Imaging stars with quantum error correction
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The performance of an imaging system is limited by diffraction: the resolution is proportional to its aperture and inversely proportional to the wavelength $\lambda$. Together these place a fundamental limit on how well one can image the objects of interest. Typical techniques employed to enable quantum sensing and quantum imaging to surpass classical limits utilise entanglement [1, 2], source engineering [3], or squeezing [4] to suppress intensity fluctuations. These techniques require manipulating the objects or illuminating them with light that has special properties. However, often it is the case, e.g. for astronomy, we cannot illuminate the objects of interest. Rather all we can do is analyse the light that reaches us.

Several challenges hinder the progress in building large-baseline optical interferometers, one of which is the presence of noise and transmission loss that ultimately limits the distance between telescope sites. Quantum technologies can help bypass transmission losses: using quantum memories and entanglement, we can replace the direct optical links, allowing us to go to large distances. In the most direct approach, [5], we could store the signal into atomic states and perform operations to extract the information; however, such states are sensitive to optical decay and other decoherences. One way to combat noise is to employ quantum error correction (QEC). QEC has been predominantly studied in the context of quantum computation [6] and specialised sensing protocols [7–16].

In this paper, we produce a general framework for using QEC codes to protect the information in the received light. This is the first time that QEC has been applied to a quantum parameter estimation task where the probe state need not be prepared by the experimenter. We eliminate optical decay in quantum memories by coupling light into non-radiative atomic qubit states via the well-developed process known as STImulated Raman Adiabatic Passage (STIRAP) [17]. Our scheme can also accommodate for multi-photon events. Two results [5, 18] have investigated the potential for large-baseline entanglement-aided imaging; here we explicitly take into account noise sources and propose a robust encoding of the signal into quantum memories. Any imaging task can be translated into a parameter estimation task, where the quantity of interest is the quantum Fisher information (QFI). We show that even a small QEC code can offer significant protection against noise which degrades resolution.

The protocol:— We show an overview of our protocol in Fig. 1. Consider a two-site scenario (Alice and Bob), each holding a telescope station and are separated by large distances. The layer of quantum technology is schematically shown in panel (i), where light from astronomical sources is collected: Alice and Bob share pre-distributed entanglement, and the sites each contain quantum memories into which the light is captured. This becomes the encoder operation in (ii): they each prepare (locally) their set of qubits into some QEC code. The received state $\rho_e$ is imprinted onto the code via an encoder, resulting in the logical state $\rho_{AB}$ shared between Alice and Bob. The state is thus protected from subsequent noisy operations. Panel (iii) shows the circuit of the encoder.

In the “encoder” stage, we need to capture the signal into the quantum memories, which involves a light-matter interaction Hamiltonian. In the naive approach, we could use two-level atoms with ground-excited state encoding, $|g\rangle, |e\rangle$, where the energy difference corresponds to that of the photon. If we were to place such an ensemble of excited atoms in a cavity, the atoms will undergo optical decay that can introduce errors or take the state outside the codespace. To circumvent this, we use
STIRAP which allows us to coherently couple the incoming light into a non-radiative state of an atom. Unlike the naive approach, we do not need to match the frequency of the signal with the atomic transition, providing more bandwidth and flexibility. The state is then imprinted onto a QEC code.

The model:— We model the incoming signal as a weak thermal state [19] that has been multiplexed into frequency bands narrow enough for interferometry. First, consider the case where at most a single photon arrives on the two sites ($\epsilon \ll 1$). For higher photon numbers see Appendix. We can describe the optical state by the density matrix

$$\rho_* \approx (1 - \epsilon) |\text{vac}, \text{vac}\rangle \langle \text{vac}, \text{vac}|_{AB} + \epsilon \left( \frac{1 + \gamma}{2} \right) |\psi^p_+\rangle \langle \psi^p_+ | + \epsilon \left( \frac{1 - \gamma}{2} \right) |\psi^p_-\rangle \langle \psi^p_- |$$

(1)

where $|\psi^p\rangle = (|1_p\rangle_A |\text{vac}\rangle_B \pm e^{i\phi} |\text{vac}\rangle_A |1_p\rangle_B )/\sqrt{2}$. Here the subscript $p$ denotes a photon Fock state of the corresponding photon number.

The parameters of interest are $\phi$ and $\gamma$, where $\phi \in [0,2\pi)$ is related to the location of the sources, and $\gamma \in [0,1]$ is proportional to the Fourier transform of the intensity distribution via the van Cittert-Zernike theorem [19]. Optimally estimating $\phi$ and $\gamma$ provides complete information of the source distribution [20]. See Appendix for a review of the QFI ([21–29]). Here we consider a two-mode state for simplicity; this easily extends to multi-mode, broadband operation by incorporating the time and frequency-multiplexed encoding [5, 30]. Our entanglement cost is the same as those in Refs. [5, 30] if we use their efficient time-bin encoding. Memoryless schemes similar to Ref. [18] have an entanglement cost scaling as $1/\epsilon$, whereas ours and those of Refs. [5, 30] scale as $\log(1/\epsilon)$.

The novel steps introduced in this paper include 1) transferring the stellar photon modes to atomic states via the STIRAP method, 2) the Bell measurement that encodes the stellar photon into a QEC code, and 3) the quantitative advantage afforded by QEC.

Stimulated Raman Adiabatic Passage:—

STIRAP is inherently robust to parameter errors and resilient to certain types of noise, emerging as a popular tool in quantum information. It is immune to loss through spontaneous emission, and robust against small variations of experimental conditions, e.g. laser intensity and pulse timing [17]. It allows the complete transfer of population along a three-level chain $|0_R\rangle \rightarrow |e\rangle \rightarrow |1_R\rangle$ (Fig. 2 (b)) from an initially populated state $|0_R\rangle$ to a target state $|1_R\rangle$ via a light-matter interaction Hamiltonian. We depict our set-up in Fig. 2: (a) inside a cavity, we use three systems. We denote the blue array as the register. The blue array is initialised in a codespace of a QEC code encoding a single logical qubit, spanned by its logical codewords $|0_L\rangle$ and $|1_L\rangle$. We also need ancilla qubit 1 (green atom with gradient fill), and ancilla atom 2 (red atom with check pattern). Note the three types of matter qubits could consist of different electronic sub-levels of the same species of atom if desired.

Panel (b) depicts the energy levels of ancilla atom 2. This atom has three energy levels: the excited state $|e\rangle$, and two ground states, $|0_R\rangle$ and $|1_R\rangle$, that we have assumed degenerate, though this is not essential. The energy difference between $|0_R\rangle$ and $|e\rangle$ is $\omega_0$. Ancilla atom 2 is optically trapped. The cavity coupling between $|0_R\rangle$ and $|e\rangle$ is denoted $g$, which is a fixed parameter that de-

![FIG. 1. Overview of our protocol.](image-url)
pends on the properties of the atom and the cavity; the
time-dependent Rabi frequency on the transition $|1⟩R$ to
$|e⟩$ is denoted $Ω(t)$. The parameter $Ω(t)$ is tunable via
changing the intensity of another laser, which has fre-
quency $ω_L$, and has detuning $Δ$ from $ω_0$.

![FIG. 2. Cavity-assisted coherent single-photon trans-
fer. (a) A system of qubits has logical states $|0_L⟩, |1_L⟩$; an-
cillary qubit 1 is initially prepared into a Bell state with the
register, $1/√2(|0_L⟩G_1 + |1_L⟩G_2)$; ancilla 2 is used in the STI-
RAP interaction to interact with the star photon. (b) Energy
levels the ancilla 2 used for the STIRAP interaction.

Defining $n$ to be the number of photons in the cavity,
the STIRAP Hamiltonian is

$$H_{\text{stirap}}(t) = ω_0 |e⟩⟨e| + ω_c a^† a +
Ω(t) e^{iω_L t} |e⟩⟨1⟩_R + \Omega(t)^* e^{iω_L t} |1⟩_R ⟨e| +
g a |0⟩_R ⟨e| + g^* a^† |e⟩ ⟨0⟩_R.$$  (2)

In the rotating wave approximation, in the basis
$\{ |1⟩_R, n−1⟩⟩, |e⟩, n−1⟩⟩, |0⟩_R, n⟩⟩\}$, the interaction Hamilton-
ian can be written as a direct sum,

$$H_I(t) = \bigoplus_n H^{(n)}(t), \quad H^{(n)}(t) = \begin{pmatrix}
0 & \Omega(t)^* & 0 \\
\Omega(t) & −Δ & g√n \\
0 & g^* √n & 0
\end{pmatrix}.$$  (3)

Here $Δ = ω_L − ω_0$ is the energy difference between
the laser and the transition energy and itself can be
a function of time. One of the eigenstates of $H^{(n)}(t)$ has a zero eigenvalue,
$H^{(n)}(t) |ψ_0(t)⟩ = 0$, where
$|ψ_0(t)⟩ = c(−r(t) |1⟩_R n−1⟩⟩ + |0⟩_R n⟩⟩ , \quad r(t) = g√n/Ω(t),$ and $c$ is a normalisation factor.

If $Ω(t) ≫ g$, then $|ψ_0(t)⟩ \approx |0⟩_R$, i.e., $|0⟩_R$ is the
zero-eigenstate of $H_I(t)$. In our protocol, we initialise
the atomic state as $|0⟩_R$, then we adiabatically tune down $\Omega(t)$ such that at the end of the interaction ($t = T$),
$\Omega(T) \ll g$. At this point, the zero-eigenstate $|ψ_0(T)⟩ \approx |1⟩_R$. That is, we have made a controlled spin population
transfer from $|0⟩_R$ to $|1⟩_R$ depending on the presence of the photon. If the photon is absent, $|0⟩_R νac⟩$ stays as $|0⟩_R νac⟩$.

The joint state of the atom-photon evolves as
$ρ(T) = U_I(T)ρ(0)U_I^†(T), \quad U_I(T) = T \{ e^{−iH_I(t)dt} \}$, where
$T \{ · \}$ is the time-ordering operator. Since we stay in
the 0 eigenvalue of $H(t)$ for all time there is no dynam-
ical phase accumulated. This is what makes STIRAP
robust against timing errors. In the Appendix (includ-
ing Refs. [31–40]), we discuss STIRAP in greater detail and show an explicit pulse that can complete the transfer while minimally populating $|e⟩ ⟨e|$.

The encoder:— Suppose we now prepare the register and the green ancilla (here the subscript $G$ denotes green) in the Bell state

$$|Φ_0⟩ = \frac{1}{√2} (|0_L⟩|0_G⟩ + |1_L⟩|1_G⟩).$$  (4)

Now, the red ancilla is initially prepared in state $|0⟩_R$, so
our set-up is in state $|ψ_0⟩ = |Φ_0⟩ ⊗ |0⟩_R$. Suppose Alice
and Bob each have a copy of $|Φ_0⟩$, and they perform STI-
RAP individually (Fig. 1 panel (iii)). They share a single photon from the star $\frac{1}{√2}(|1⟩_A νac⟩_B ± e^{iϕ} |νac⟩_A |1⟩_B).$

In the presence of the photon, the STIRAP interaction transforms $|0⟩_R − |1⟩_R$, and the phase relationship in the photon is preserved. This means that the state of the red ancillae (on Alice and Bob’s sites) is now

$$\frac{1}{√2} (|1⟩_R, 0⟩_R AB ± e^{iϕ} |0⟩_R, 1⟩_R AB).$$  (5)

Performing a Bell measurement on the red and green ancillae teleports the state onto the registers. After the Pauli operator correction dependent on the measurement outcome, the state of the registers between Alice and Bob becomes an entangled state, and the entanglement arises entirely from the starlight photon.

Since the starlight state is mixed, after the encoding, the density matrix shared between Alice and Bob is

$$\rho_{AB} ≈ (1 − ε) |0⟩_R 0⟩_L AB (0⟩_L 0⟩_L AB + ε \frac{(1 + γ)}{2} |ψ^0_{+, L}⟩ ⟨ψ^0_{+, L}| + ε \frac{(1 − γ)}{2} |ψ^0_{−, L}⟩ ⟨ψ^0_{−, L}| + O(ε^2),$$  (6)

where $|ψ^0_{±, L}⟩ = (|0⟩_L, 1⟩_L ± e^{iϕ} |1⟩_L, 0⟩_L)/√2$.

The states $|ψ^0_{±, L}⟩$ are orthogonal to $|0⟩_L 0⟩_L$ and $|1⟩_L 1⟩_L$, and therefore can be distinguished via a parity measurement [5]. We can introduce additional pre-shared logical Bell pairs $|Φ^±⟩ = (|0⟩_L, 0⟩_L ± |1⟩_L, 1⟩_L)/√2$, which can be prepared by injecting a two-qubit Bell pair into Alice and Bob’s QEC code by state injection [41]. The quality of the logical Bell pairs can be guaranteed by using distillation protocols [42]. Introducing additional pre-shared logical Bell pairs $|Φ^±⟩ = (|0⟩_L, 0⟩_L ± |1⟩_L, 1⟩_L)/√2$, logical CZ gates between the memory qubits in $ρ_{AB}$ and $|Φ^±⟩$.
can project out the vacuum:
\[
\rho_{AB} \otimes |\Phi^+\rangle^{2n} \langle 0_L, 0_L| \langle 0_L, 0_L|_{AB} \otimes |\Phi^+\rangle \langle \Phi^+| + \\
\epsilon \left( \frac{1 + \gamma}{2} \right) |\psi^\phi_{+,L}\rangle \langle \psi^\phi_{+,L}| \otimes |\Phi^-\rangle \langle \Phi^-| + \\
\epsilon \left( \frac{1 - \gamma}{2} \right) |\psi^\phi_{-,L}\rangle \langle \psi^\phi_{-,L}| \otimes |\Phi^-\rangle \langle \Phi^-|. 
\]

It suffices for Alice and Bob to perform local measurements to determine if the logical Bell pair is \(|\Phi^+\rangle\) or \(|\Phi^-\rangle\). For instance, Alice and Bob would both measure in the eigenbasis of the logical X operator, and accept only the odd parity outcome. This odd parity outcome corresponds to a projection onto the state \(|\Phi^-\rangle\), which reveals that a star photon has been captured. This method extends to accommodate multiple photon events (Appendix).

After projecting out the vacuum, we can use local measurements to extract \(\phi\) and \(\gamma\). The QFI for \(\phi\) is \(\gamma^2 \epsilon\), and the QFI for \(\gamma\) is \(\epsilon/(1 - \gamma^2)\). Local measurements are sufficient to saturate the quantum Cramer-Rao bound: indeed, projecting onto \(1/\sqrt{2}(|0_L\rangle \pm e^{i\alpha}\,|1_L\rangle)_A \otimes 1/\sqrt{2}(|0_L\rangle \pm |1_L\rangle)_B\) is optimal, where \(\alpha\) is an adjustable phase. Note that \(\gamma\) and \(\phi\) cannot be optimally simultaneously estimated (Appendix). If we want to avoid applying a logical phase gate, we could robustly do this using geometric phases during the STIRAP stage. By changing the relative phase of the pulse pump \(\Omega(t)\) and the single atom coupling \(g\) dynamically during the sequence, a geometric phase will accumulate depending on the path in parameter space \([43]\).

Quantum error correction:— After STIRAP and the parity measurement, Alice and Bob share the quantum state \(\rho'_{AB}\) in Eq. (22), which is entangled over 2n qubits (they each hold \(n\) qubits). We can calculate the QFI of \(\rho'_{AB}\) with respect to the signal that has been encoded with QEC. For an \([n, k, d]\) code, \(n\) is the number of physical qubits, \(k\) is the number of logical qubits encoded, and \(d\) is the distance. The distance is the minimum number of physical errors it takes to change one logical codeword into another. Any QEC code with distance \(d\) can correct up to \(t = [(d - 1)/2]\) errors \([44]\), \([\cdot]\) indicates the floor function.

The choice of QEC depends on the number of available qubits and the noise model. We illustrate how our QEC scheme performs when a dephasing channel (see Appendix for depolarizing) afflicts each qubit. If \(n\) is small, the exact QFI can be calculated. We describe the dephasing channel as
\[
\mathcal{E}_{\text{dephase}}[\rho] \rightarrow (1 - p)\,\rho + p\sigma_z\rho\sigma_z^\dagger, 
\]
where \(\sigma_z\) is the phase-flip operator. Here \(p = 1/2\) corresponds to the completely dephasing channel.

In Fig. 8 we show the QFI of \(\phi\) per photon as a function \(p\). In most physical systems, dephasing is the dominant noise type. The unprotected case which does not use QEC codes has a QFI of \((1 - 2p)^4\), which drops off quickly even when \(p\) is small. A simple quantum repetition code provides a significant advantage over the unprotected case for all values of dephasing. The logical states of the repetition codes are \(|0_L\rangle = |+\rangle^\otimes n\) and \(|1\rangle = |−\rangle^\otimes n\), \(|±\rangle = (|0\rangle + |1\rangle)/\sqrt{2}\); and as \(n\) increases, the state becomes more resilient. In the limit of large \(n\), the curve will approach a step function where the QFI is preserved up to \(p < 0.5\). This is evident from the Chernoff bound (below) because the phase-flip distance of the repetition code is \(n\).

In Fig. 9 we show the QFI of \(\gamma\) per photon. Note \(\gamma\) is a parameter associated with a non-unitary process, and behaves differently from \(\phi\): the QFI can be preserved despite more than \((d - 1)/2\) errors occurring. Surprisingly, if \(\phi = 0\), the repetition code preserves its QFI perfectly. There are two cases leading to this phenomenon: if there are less than \(n\) phase errors, the state is put onto a correctable subspace, and the corresponding normalised state has the same QFI as the original. When \(2n\) phase-flip errors occur, the logical states \((|0_L\rangle\,|1_L\rangle \pm |1_L\rangle\,|0_L\rangle)/\sqrt{2}\) are eigenvectors of these errors with eigenvalues \(±1\): the state is invariant under the noise channel.

To understand the behaviour of large quantum codes, now let us consider any noise model that introduces error on each qubit independently with probability \(p\). Let \(\epsilon_{\text{fail}}\) denote the probability of having an uncorrectable error, where \(\epsilon_{\text{fail}}\) is at most the probability of having at least \(d/2\) errors. Using the Chernoff-Hoeffding bound for Bernoulli random variables \([45]\), whenever \(p < d/(2n)\), we have
\[
\epsilon_{\text{fail}} \leq e^{-D(p||d/2n)n},
\]
FIG. 4. For $\gamma = 0.95$, the QFI for $\gamma$ of the dephasing channel, when no encoding is used (red dotted-dashed line), and the 3-repetition code, when $\phi = 0$ (blue dashed line), and when $\phi = \pi/8$ (green solid line).

where $D(x||y) = x \ln(x/y) + (1 - x) \ln((1 - x)/(1 - y))$ denotes the Kullback-Leibler divergence. Note that $\varepsilon_{\text{fail}}$ vanishes exponentially in $n$ for small enough $p$. For large QEC codes, $d/(2n)$ asymptotes to a positive constant. By the quantum Gilbert-Varshamov bound [48–51], we know that if we use random QEC codes, we can have $d/n$ approaching 0.1893 for large $n$. Hence, for our scheme, such QEC codes can tolerate noise afflicting up to 9.4% of the qubits while preserving the QFI. See Appendix for further discussions, including Refs [42, 52–68]).

Discussions and conclusions:— We have proposed a general framework for applying QEC to an imaging task, where the experimenter did not prepare the probe. Although we cannot illuminate our objects for astronomical imaging, we can nonetheless perform super-resolution imaging beyond the diffraction limit [25, 69–71]. From this perspective, our work complements the active research area of super-resolution imaging [69, 72–79].

We have entered the stage where tens – soon hundreds – of qubits are becoming available. Much effort has focused on using noisy intermediate-scale quantum (NISQ) [80] devices to demonstrate capabilities that surpass classical computers. We have proposed an application for a NISQ device for imaging. For the dominant noise type—dephasing—we show that a significant advantage can be gained even with a simple repetition code, and we can tolerate error rates up to 50%. For noise types (even adversarial) that corrupt up to a certain fraction of the qubits we find the threshold of 9.4% for which the QFI can be preserved. This threshold is significantly less stringent than that required for quantum computation.
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The model and the Quantum Cramer-Rao bound:—

We model the incoming signal as a weak thermal state of light [19] that has been multiplexed into frequency bands narrow enough for interferometry.

For such an $n$-mode Gaussian state, for a particular band, given density matrix $\rho$ and the creation/annihilation operators $P = (a_1, a_1^\dagger, \ldots, a_n, a_n^\dagger)$, its properties are completely specified by the first and second moments

$$\mu_k = \text{Tr}[P_k \rho], \quad \Sigma_{k,l} = \frac{1}{2} \text{Tr}\{(P_k - \mu_k, P_l - \mu_l) \rho\}$$

where $\{(X, Y) = XY + YX$ denotes the anticommutator. In basis $\{a, a^\dagger, b, b^\dagger\}$, where $a (b)$ is the annihilation operator of the mode held by Alice (Bob), we have the first moments equal to 0, and the covariance matrix

$$\Sigma = \begin{pmatrix}
\frac{\epsilon}{2} & \frac{\epsilon}{2} & 0 & 0 & \frac{1}{2} \gamma \epsilon e^{i\phi} \\
\frac{\epsilon}{2} & \frac{\epsilon}{2} & 0 & 0 & \frac{1}{2} \gamma \epsilon e^{-i\phi} \\
0 & 0 & \frac{\epsilon}{2} + \frac{1}{2} & \frac{\epsilon}{2} & \frac{1}{2} \\
0 & 0 & \frac{\epsilon}{2} + \frac{1}{2} & \frac{\epsilon}{2} & \frac{1}{2} \\
\frac{1}{2} \gamma \epsilon e^{i\phi} & \frac{1}{2} \gamma \epsilon e^{-i\phi} & \frac{1}{2} & \frac{1}{2}
\end{pmatrix},$$

(11)

here $\epsilon/2$ is the mean photon number of both modes.

The ultimate precision in the estimation is given by the quantum Cramér-Rao bound [1, 2, 21, 22]. For the estimation of the parameter $\phi$ encoded onto a quantum state $\rho_\phi$, this is a lower bound on the variance $(\Delta \hat{\phi})^2 = \langle \hat{\phi}^2 \rangle - \langle \hat{\phi} \rangle^2$ of any unbiased estimator $\hat{\phi}$. For unbiased estimators, the quantum Cramer-Rao bound establishes that

$$(\Delta \hat{\phi})^2 \geq \frac{1}{N J(\rho_\phi)},$$

(12)

where $N$ is the number of probe systems used, and $J$ is the quantum Fisher information (QFI) associated with the global state $\rho_\lambda$ of the probes. The latter is defined as

$$J(\rho_\phi) = \text{Tr}(L_\phi^2 \rho_\phi),$$

(13)

where $L_\phi$ is the Symmetric Logarithmic Derivative (SLD) associated with the parameter $\phi$ [23]. Consider a set of basis vectors $|e_1\rangle, |e_2\rangle, \ldots$ in which $\rho_\phi$ is diagonal:

$$\rho_\phi = \sum_n p_n |e_n\rangle \langle e_n|.$$  

(14)

The SLD is then given by

$$L_\phi = 2 \sum_{n,m,p_n+p_m \neq 0} \frac{\langle e_m| \partial_\phi \rho |e_n\rangle}{p_n + p_m} |e_m\rangle \langle e_n|,$$

(15)

with $\partial_\phi \rho = \partial \rho / \partial \phi$. The quantum Cramer-Rao bound is asymptotically saturated in the limit that $N \to \infty$ [29].

If multiple parameters are to be estimated, a necessary and sufficient condition for their joint optimal estimation is [24]

$$\text{Tr}(\rho_\phi [L_{\phi_1}, L_{\phi_2}] = 0).$$

(16)

The condition in Eq. (16) is not satisfied for $\phi$ and $\gamma$, which means they will need to be separately estimated.

For conventional imaging, one typically characterises the resolution of an imaging system by the width of the point spread function (blurring on the image screen due to diffraction). The point spread function characterises how well one can localise a point source. For example, if we use a circular lens of diameter $D'$, and wavelength $\lambda$ then the point spread function if well-approximated by a Gaussian, whose standard deviation $\sigma = \sqrt{2 \lambda / \pi D'}$.

Its inverse

$$\frac{1}{\sigma} = \pi D' / \sqrt{2 \lambda}$$

(17)

is proportional to the diameter and inversely proportional to the wavelength.

In the context of quantum imaging via parameter estimation, the metric for the resolution is the QFI, because
it quantifies how well one can estimate the parameter of interest. In our case, by using a baseline $D$, the QFI for localising a point source is given by \[25\]

$$QFI = \frac{4\pi^2 D^2}{\lambda^2}$$ \hspace{1cm} (18)

The square root inverse of the QFI provides the best bound on the standard deviation of the estimate, in which case this case is $2\pi D/\lambda$. This is consistent with the usual notion of resolution.

**QFI of the stellar photon state:**

In this section we derive the QFI associated with noise introduced by the environment in the unencoded case. Consider the case where there is at most a single photon arriving on the two sites, where $\epsilon \ll 1$. We can describe the optical state by the density matrix

$$\rho_{AB} \approx (1-\epsilon) |\text{vac}, \text{vac}\rangle \langle \text{vac}, \text{vac}|_{A_1B_1} + \epsilon \left(\frac{1+\gamma}{2}\right) |\psi^\phi_+\rangle \langle \psi^\phi_+| + \epsilon \left(\frac{1-\gamma}{2}\right) |\psi^\phi_-\rangle \langle \psi^\phi_-|$$ \hspace{1cm} (19)

where $|\psi^\phi_{\pm}\rangle = 1/\sqrt{2}(|1_p\rangle_{A_1} |\text{vac}\rangle_{B_1} \pm e^{i\phi} |\text{vac}\rangle_{A_1} |1_p\rangle_{B_1})$, here the subscript $p$ denotes a single photonic Fock state.

In the noiseless scenario, the QFI and SLD for $\gamma$ are:

$$\text{QFI}_\gamma = \frac{\epsilon}{1-\gamma^2},$$

$$\text{SLD}_\gamma = -\frac{1}{1-\gamma} |\psi^\phi_-\rangle \langle \psi^\phi_-| + \frac{1}{\gamma+1} |\psi^\phi_+\rangle \langle \psi^\phi_+|. \hspace{1cm} (20)$$

And for $\phi$

$$\text{QFI}_\phi = \gamma^2 \epsilon,$$

$$\text{SLD}_\phi = i\gamma(|\psi^\phi_+\rangle \langle \psi^\phi_+| - |\psi^\phi_-\rangle \langle \psi^\phi_-|). \hspace{1cm} (21)$$

**Ideal case with QEC**

After being imprinted onto a QEC dcode, the density matrix shared between Alice and Bob is

$$\rho_{AB} \approx (1-\epsilon) |0_L0_L\rangle \langle 0_L0_L|_{AB} + \epsilon \left(\frac{1+\gamma}{2}\right) |\psi^\phi_{+,L}\rangle \langle \psi^\phi_{+,L}| + \epsilon \left(\frac{1-\gamma}{2}\right) |\psi^\phi_{-,L}\rangle \langle \psi^\phi_{-,L}|,$$ \hspace{1cm} (22)

where $|\psi^\phi_{\pm,L}\rangle = (|1_L, 0_L\rangle \pm e^{i\phi} |0_L, 1_L\rangle)/\sqrt{2}$.

Once the vacuum is projected out, the state is

$$\rho'_{AB} = \left(\frac{1+\gamma}{2}\right) |\psi^\phi_+\rangle \langle \psi^\phi_+| + \left(\frac{1-\gamma}{2}\right) |\psi^\phi_-\rangle \langle \psi^\phi_-|. \hspace{1cm} (23)$$

Local measurements are sufficient to saturate the quantum Cramer-Rao bound: indeed, projecting onto $1/\sqrt{2}(|0_L\rangle \pm e^{i\alpha} |1_L\rangle)_{A} \otimes 1/\sqrt{2}(|0_L\rangle \pm |1_L\rangle)_{B}$. The measurement outcomes are:

$$p(+, +) = \frac{1}{4}(1 + \gamma \cos(\alpha - \phi))$$

$$p(+, -) = \frac{1}{4}(1 - \gamma \cos(\alpha - \phi))$$

$$p(-, +) = \frac{1}{4}(1 - \gamma \cos(\alpha - \phi))$$

$$p(-, -) = \frac{1}{4}(1 + \gamma \cos(\alpha - \phi)). \hspace{1cm} (24)$$

The Fisher information for the parameter $\varphi$, for a set of measurement outcomes $i$ occurring with probability $p_i(\varphi)$
is given by

\[ I(\varphi) = \sum_i p_i(\varphi) \left( \frac{\partial \log p_i(\varphi)}{\partial \varphi} \right)^2. \] (25)

If we calculate the Fisher information associated with the measurement outcomes in Eq. (24) for \( \phi \), we have

\[ I(\phi) = \frac{\gamma^2 \sin^2(\alpha - \phi)}{1 - \gamma^2 \cos^2(\alpha - \phi)} \]

\[ = \gamma^2 \text{ for } \alpha = \phi - \pi/2. \] (26)

Now, for \( \gamma \), we have

\[ I(\gamma) = -\frac{\cos^2(\alpha - \phi)}{\gamma^2 \cos^2(\alpha - \phi) - 1} \]

\[ = \frac{1}{1 - \gamma^2} \text{ for } \alpha = \phi. \] (27)

The Fisher information for these parameters match the QFI, and hence these measurements saturate the quantum Cramer-Rao bound.

It is a common problem in quantum metrology that the optimal measurement, in general, can depend on the parameter itself. This is usually addressed in a feedback scenario, where the estimate of \( \phi \) is updated as per measurement, and \( \alpha \) is adjusted to our best estimate of \( \phi \) [26–28].

### Unprotected state with amplitude damping

In the unencoded case, if the ground-excited state is used to store the information, the state of the memory qubit is predominantly subjected to dephasing and amplitude-damping noise. We begin with the memory state

\[ \rho_{AB} = (1 - \epsilon) \left| g, g \right\rangle \left\langle g, g \right|_{A_1B_1} + \]

\[ \epsilon \frac{1 + \gamma}{2} \left| \psi_+ \right\rangle \left\langle \psi_+ \right| + \]

\[ \epsilon \frac{1 - \gamma}{2} \left| \psi_- \right\rangle \left\langle \psi_- \right|. \] (28)

In the basis \( |g, e\rangle \), the Amplitude damping channel (ADC) has Krauss operators

\[ D_0 = \begin{pmatrix} 1 & 0 \\ 0 & \sqrt{1 - \eta} \end{pmatrix}, \quad D_1 = \begin{pmatrix} 0 & \sqrt{\eta} \\ 0 & 0 \end{pmatrix}. \] (29)

After applying the ADC, the density matrix becomes

\[ \mathcal{E}[\rho_{AB}] \rightarrow 1 - \epsilon(1 - \eta) \left| g, g \right\rangle \left\langle g, g \right| + \]

\[ (1 - \eta) \epsilon \frac{1 + \gamma}{2} \left| \psi_+ \right\rangle \left\langle \psi_+ \right| + \]

\[ (1 - \eta) \epsilon \frac{1 - \gamma}{2} \left| \psi_- \right\rangle \left\langle \psi_- \right|. \] (30)

That is, if the damping strength \( \eta \) is equal on Alice and Bob’s sites, then this is equivalent to reducing \( \epsilon \) by a factor of \( (1 - \eta) \), and hence the QFI for both parameters is reduced by a factor \( (1 - \eta) \).

\textit{Dephasing:—}

We now analyse the dephasing channel, where phase errors \( \sigma_z \) occur with probability \( p \). In our notation, \( p = 1/2 \)
corresponds to a completely dephasing channel that acts on a single-qubit state $\rho$

$$\mathcal{E}[\rho] \rightarrow (1-p)\rho + p\sigma_z\rho\sigma_z^\dagger.$$ (31)

Assuming the qubits held by Alice and Bob have the same dephasing parameter $p$, the QFI is

$$\text{QFI}_\phi = (1-2p)^4 \gamma^2 \epsilon$$

$$\text{QFI}_\gamma = \frac{(1-2p)^4 \epsilon}{1-\gamma^2(1-2p)^4}.$$ (32)

**FI and QFI bounds:**

After QEC, we have the state

$$\rho_\phi = (1-\epsilon_{\text{fail}})\rho_{\text{ideal}}(\phi) + \epsilon_{\text{fail}}\sigma,$$ (33)

where $\rho_{\text{ideal}}(\phi)$ is the ideal state, and $\sigma$ is some noisy state. Let $L$ be an observable that we care about. Then we can calculate

$$\text{Tr}(\rho_\phi L^2) - \text{Tr}(\rho_\phi L)^2.$$ (34)

Using the error propagation formula, the variance of the parameter we care about is

$$\Delta(\hat{\phi}) = \frac{\text{Tr}(\rho_\phi L^2) - \text{Tr}(\rho_\phi L)^2}{\partial \partial \phi \text{Tr}(\rho_\phi L)}.$$ (35)

**Achievable bounds:**

An explicit form of the optimal estimator for the parameter $\theta$ is given by [23]

$$\hat{O}_\theta = \phi \mathbb{1} + \frac{\hat{L}_\theta}{J(\phi)}$$ (36)

where $L_\lambda$ is the SLD. This results in

$$\langle O_\phi \rangle = \phi, \hspace{1cm} \langle \Delta O \rangle^2 = 1/J(\phi).$$ (37)

For a particular observable $\hat{X}$, by error propagation, the achievable variance is

$$(\Delta \theta)^2 = \frac{\text{Tr}[\rho_\theta X^2] - \text{Tr}[\rho_\theta X]^2}{|\frac{\partial}{\partial \theta} \text{Tr}[X \rho_\theta]|^2}.$$ (38)

**Achievable bounds for an optimal observable based on the SLD - most reasonable noise channels**

Based on detection per photon (normalised by $1/\epsilon$), one optimal observable based on the SLD of $\phi$ is

$$\hat{P} = (|\psi_0^+\rangle \langle \psi_0^+| - |\psi_0^\alpha\rangle \langle \psi_0^\alpha|),$$ (39)

where $|\psi_0^\alpha\rangle = 1/\sqrt{2}(|1_L0_L\rangle + e^{i\alpha}|0_L1_L\rangle)$, and $\alpha$ is an adjustable phase. Setting $\hat{P} = X$ in (38), we find that the numerator of (38) is upper bounded by the norm of $P$, where $||P||^2 = 1$.

For the denominator, we start with

$$\rho_\phi P = (1-\epsilon_{\text{fail}})\rho_{\text{ideal}}(\phi) P + \epsilon_{\text{fail}}\sigma P$$

$$\langle \rho_\phi P \rangle = (1-\epsilon_{\text{fail}})\gamma \cos(\alpha + \phi) + \langle \epsilon_{\text{fail}}\sigma P \rangle$$ (40)

where the first term stems from the fact that, if the error is correctable, the state can be returned to being $\rho_{\text{ideal}}$, and $\rho = (\frac{1+\gamma}{2})|\psi_0^\phi\rangle \langle \psi_0^\phi| + (\frac{1-\gamma}{2})|\psi_\phi^\alpha\rangle \langle \psi_\phi^\alpha|$. 

From the reverse triangle inequality, $|x - y| \geq ||x| - |y||$, we have

$$|\partial_\phi \langle \rho_\phi | P \rangle| \geq \gamma (1 - \epsilon_{\text{fail}}) |\sin(\alpha + \phi)| - \epsilon_{\text{fail}} |\partial_\phi \langle \sigma | P \rangle|.$$  \hspace{1cm} (41)

The magnitude of $\langle \sigma | P \rangle \leq \gamma$, because $P$ is an operator that picks out the real component of the off-diagonal components in the computational basis (logical). For most “reasonable” noise channels (i.e. most of the physical noise types considered in the QEC literature), the dependence of $|\langle \sigma | P \rangle|$ on $\phi$ should not be larger than that of $\langle \rho_{\text{ideal}}(\phi) | P \rangle$, which means that the derivative has magnitude at most equal to $\sin(\beta + \phi)$, where $\beta$ can be in general not equal to $\alpha$. Assuming $\epsilon_{\text{fail}} \leq 1/2$, when we adjust the phase in the measurement $\alpha$ such that $\alpha - \phi = \pi/2$, we have

$$|\langle \rho_\phi | P \rangle| \geq \gamma (1 - 2\epsilon_{\text{fail}})^2,$$ \hspace{1cm} (42)

and therefore

$$(\Delta \phi)^2 \leq \frac{1}{\gamma^2 (1 - 2\epsilon_{\text{fail}})^2}.$$ \hspace{1cm} (43)

In fact, for local channels such as depolarising, dephasing and amplitude damping, any noisy component of the state has no off-diagonal components in the computational basis, where $\langle \sigma | P \rangle = 0$. In these cases, we achieve $(\Delta \phi)^2 \leq 1/\gamma^2 (1 - \epsilon_{\text{fail}})^2$.

**Achievable bounds for an observable based on local measurements - most reasonable noise channels**

Now, consider the separable observable, where the state is projected onto the basis $|\pm^\alpha\rangle_A \otimes |\pm\rangle_B = \frac{1}{\sqrt{2}} (|0\rangle \pm e^{i\alpha} |1\rangle)_A \otimes \frac{1}{\sqrt{2}} (|0\rangle \pm |1\rangle)_B$, and consider the observable

$$P_{\text{sep}} = |+^\alpha, +\rangle \langle +^\alpha, +| + |-^\alpha, +\rangle \langle -^\alpha, +| - (|+^\alpha, -\rangle \langle +^\alpha, -| + |-^\alpha, +\rangle \langle -^\alpha, +|).$$ \hspace{1cm} (44)

We have $\|P_{\text{sep}}\|^2 = 1$. Note that

$$\rho_{\phi} P_{\text{sep}} = (1 - \epsilon_{\text{fail}}) \rho_{\text{ideal}}(\phi) P_{\text{sep}} + \epsilon_{\text{fail}} \sigma_{P_{\text{sep}}},$$

$$\langle \rho_{\phi} P_{\text{sep}} \rangle = (1 - \epsilon_{\text{fail}}) \gamma \cos(\alpha + \phi) + \langle \epsilon_{\text{fail}} \sigma_{P_{\text{sep}}} \rangle.$$ \hspace{1cm} (45)

Similarly, as before, we obtain an upper bound for $(\Delta \phi)^2$.

**STIRAP - a brief review and pulse optimization:**

STIRAP originated as a technique for transferring population between two quantum states by coupling them with two fields via an intermediate state, the example in the main text is given in Fig. 5.

STIRAP allows, in principle, the complete transfer of population along a three-state chain $|0\rangle_R \rightarrow |e\rangle \rightarrow |1\rangle_R$ from an initially populated quantum state $|0\rangle_R$ to a target quantum state $|1\rangle_R$, induced by a light-matter interaction Hamiltonian fields that couples the intermediate $|e\rangle$ to states $|0\rangle_R$ and $|1\rangle_R$.

In this paper, we define $\Omega(t)$ to be the coupling strength between $|1\rangle_R$ and $|e\rangle$, and corresponds to the strength of the pump laser. The coupling between $|0\rangle_R$ and $|e\rangle$ is denoted $g$, which is the atom-cavity coupling.

**Energy levels of ancilla atom 2**

$$\begin{array}{c|c}
\Delta & |e\rangle \\
\hline
\Omega(t) & g \\
\hline
|1\rangle_R & |0\rangle_R
\end{array}$$

**FIG. 5.** The linkage pattern showing the fields $\Omega(t)$ linking $|1\rangle_R$ to $|e\rangle$, the field $g$ linking $|0\rangle_R$ to $|e\rangle$, and the single-photon detuning $\Delta$. 
Defining $n$ to be the number of photons in the cavity, the STIRAP Hamiltonian is

$$H_{\text{stirap}}(t) = \omega_0 |e\rangle \langle e| + \omega_e a_0^\dagger a_0 +$$

$$\Omega(t) e^{-i\omega_e t} |e\rangle \langle 1| + \Omega(t)^* e^{i\omega_e t} |1\rangle \langle e| + ga |0\rangle \langle e| + g^* a_0^\dagger |e\rangle \langle 0|.\quad (46)$$

In the rotating wave approximation, in the basis $\{|1_R, n-1\}, |e, n-1\}, |0_R, n\}$, the interaction Hamiltonian can be written as a direct sum,

$$H_I(t) = \sum_n H^{(n)}(t), \quad H^{(n)}(t) = \begin{pmatrix} 0 & \Omega(t)^* & 0 \\ \Omega(t) & -\Delta & g\sqrt{n} \\ 0 & g^* \sqrt{n} & 0 \end{pmatrix}.\quad (47)$$

Here $\Delta = \omega_L - \omega_0$ is the energy difference between the laser and the transition energy and itself can be a function of time.

The time-varying fields $\Omega(t)$ and $g$ describe the couplings between the intermediate state $|e\rangle$ and respectively, the initial state $|1\rangle_R$ and $|0\rangle_R$. STIRAP can be explained via the so-called “dark state”, which is a zero-eigenvalue eigenstate of Eq. (47): $H^{(n)}(t) |\psi_0(t)\rangle = 0$, where

$$|\psi_0(t)\rangle = c(-r(t) |1\rangle_R |n-1\rangle + |0\rangle_R |n\rangle),$$

$$r(t) = \frac{g\sqrt{n}}{\Omega(t)}\quad (48)$$

and $c$ is a normalisation factor.

The pulses in STIRAP act in a seemingly counterintuitive ordering. The field $\Omega(t)$, though acting on the unpopulated states $|e\rangle$ and $|1\rangle_R$, must act before (but overlapping) with the field $g$ [17, 31]. In our setting, $g$ is the coupling between the photon and the cavity and is therefore constant. Thus $\Omega(t)$ must be much stronger than $g$ before the interaction. I.e., if we have

$$\lim_{t \to 0} \frac{|g|}{|\Omega(t)|} \approx 0, \quad \lim_{t \to T} \frac{|\Omega(t)|}{|g|} \approx 0\quad (49)$$

then before the interaction, $|\psi_0(t = 0)\rangle \approx |0\rangle_R |n = 1\rangle$, and at the end of the interaction $|\psi(T)\rangle \approx |1\rangle_R |n = 0\rangle$.

That is, in the presence of a photon, $|0\rangle_R$ is coupled to $|e\rangle$, and if we adiabatically tune down $\Omega(t)$ such that at the end of the interaction, $t = T$, we have made a controlled spin population transfer from $|0\rangle_R$ to $|1\rangle_R$ depending on the presence of the photon. If the evolution is indeed adiabatic, then the population passes from state $|0\rangle_R$ to state $|1\rangle_R$. Moreover, because the dark state does not contain a contribution from the excited intermediate state $|e\rangle$, we can avoid spontaneous emission losses.

On the other hand, if no photon is present, then the coupling between $|0\rangle_R \text{ and } |e\rangle$ is zero, and $|0\rangle_R |\text{vac}\rangle$ stays as $|0\rangle_R |\text{vac}\rangle$.

In comparison to STIRAP used for other applications, our control parameters are more restrained – “normally”, both the fields $\Omega$ and $g$ would be applied using a laser, and ideally both the pulses are Gaussian [32]. Here the coupling $g$ is constrained to be constant.

In Fig. 6, for $n = 1$, we show that the population transfer between the atomic states $|0\rangle_R \text{ and } |1\rangle_R$ can be completed while minimally populating the excited state $|e\rangle$, thus avoiding spontaneous emission. We have fixed the parameter $g = 1$, and $\Omega(t)$ is numerically optimised to maximise the transfer from $|0\rangle_R$ to $|1\rangle_R$. The pulse is divided into three intervals for $\Omega(t)$: during the first interval, $\Omega(t)$ is linear, in the second interval, it is a hyperbolic tangent function, and finally, a short linear taper to ensure $\Omega(T) = 0$. During this STIRAP pulse sequence, the maximum of the density matrix element $|e\rangle \langle e|$ is 1.6% around $T \approx 35$.

Physically, STIRAP has been implemented on many different platforms, including Rydberg atoms[33, 34], trapped ions [35, 36] semiconductor quantum dots [37], superconducting circuits [38] and etc. The metric for the quality of the atom-cavity system is the cooperativity $C = 2g^2/\kappa\eta$, which is the ratio of $g$ to the cavity loss rate $\kappa$, and the decay rate of the atom into non-cavity modes $\eta$. The potential for achieving high cooperativity gives cavity QED a central role in the development of high-fidelity quantum gates. A recent result reports a cooperativity $C = 299$ [39].
for Rubidium atoms in a fibre cavity that is potentially compatible with our setup.

During the STIRAP pulse, there is a possibility of dephasing on the red ancilla qubits. This dephasing can be mitigated by a judicious choice of ground states. For example, in an alkali atom with hyperfine structure and half-integer nuclear spin \( I > 1 \) one could choose the states \( |0\rangle_R = |F_{\uparrow}, M_F = 1\rangle \), \( |1\rangle_R = |F_{\downarrow}, M_F = -1\rangle \), and \( |e\rangle = |F', M_F = 0\rangle \). Because the Landé g-factors are equal and opposite for the two ground-state hyperfine manifolds, the shift due to extraneous magnetic fields will be zero to first order. Additionally, with this choice of levels, a time-dependent detuning \( \Delta(t) \) to satisfy adiabaticity can be realized by turning on a time-dependent magnetic field along the quantization axis of the atom [40].

**Higher photon contributions:**

In reality, the state received from the star is thermal. Therefore the probability of having more than 1 photon is non-zero. Since the mean photon number is usually low, we truncate the term at two photons; in this section, we work out the two-photon states in the Fock basis.

The covariance matrix in the basis \( \{a, a^\dagger, b, b^\dagger\} \) (\( a (b) \) being the mode at the collector held by Alice (Bob)) is

\[
\Sigma = \begin{pmatrix}
0 & \frac{\epsilon}{2} + \frac{1}{2} & \frac{1}{2} \gamma \epsilon \exp(i\phi) & 0 \\
\frac{\epsilon}{2} + \frac{1}{2} & 0 & \frac{1}{2} \gamma \epsilon \exp(-i\phi) & 0 \\
\frac{1}{2} \gamma \epsilon \exp(i\phi) & \frac{1}{2} \gamma \epsilon \exp(-i\phi) & 0 & \frac{\epsilon}{2} + \frac{1}{2} \\
0 & 0 & \frac{\epsilon}{2} + \frac{1}{2} & 0
\end{pmatrix}
\]

(50)

given \( \epsilon \) is the mean total photon number, and \( \gamma, \phi \) as per defined above.

This state is diagonalisable with a phase shifter and a 50:50 BS:

\[
S = \frac{1}{\sqrt{2}} \begin{pmatrix}
1 & 0 & 1 & 0 \\
0 & 1 & 0 & 1 \\
1 & 0 & -1 & 0 \\
0 & 1 & 0 & -1
\end{pmatrix}
\]

(51)

We have

\[
\Sigma' = S\Sigma S^T = \begin{pmatrix}
\frac{1}{2}(\gamma \epsilon + \epsilon + 1) & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & \frac{1}{2}(-\gamma \epsilon + \epsilon + 1) & 0 \\
0 & 0 & 0 & \frac{1}{2}(\gamma \epsilon + \epsilon + 1)
\end{pmatrix}
\]

(52)

We will need the Hermitian conjugate of \( S \)

\[
S^\dagger = \frac{1}{\sqrt{2}} \begin{pmatrix}
1 & 0 & 1 & 0 \\
0 & 1 & 0 & 1 \\
e^{i\alpha} & 0 & -e^{i\alpha} & 0 \\
e^{-i\alpha} & 0 & -e^{-i\alpha}
\end{pmatrix}
\]

(53)
because a thermal state in the number basis is written as

$$\rho_G = S\left(\bigotimes^n\rho_n\right) S. \quad (54)$$

This means that for a two-mode thermal state, we have

$$\rho = \rho_a \otimes \rho_b,$$

$$\rho_a = \sum_i \frac{1}{n_a+1} \left(\begin{array}{c} n_a \\ n_a+1 \end{array}\right) i^i \langle i | i \rangle, \quad n_a = \frac{1}{2} (\epsilon + \gamma \epsilon)$$

$$\rho_b = \sum_j \frac{1}{n_b+1} \left(\begin{array}{c} n_b \\ n_b+1 \end{array}\right) j^j \langle j | j \rangle, \quad n_b = \frac{1}{2} (\epsilon - \gamma \epsilon)$$

$$\rho_a \otimes \rho_b = \sum_{i,j} \frac{1}{(n_a+1)(n_b+1)} \left(\begin{array}{c} n_a \\ n_a+1 \end{array}\right) i^i \left(\begin{array}{c} n_b \\ n_b+1 \end{array}\right) j^j \frac{(a_1^{\dagger})^i (a_2^{\dagger})^j}{i! j!} |0,0\rangle \langle 0,0| (a_1')^i (a_2')^j.$$

To invert the diagonalising operation, the operators in Eq (55) should transform as

$$a_1^{\dagger} \rightarrow \frac{1}{\sqrt{2}} (a_1^{\dagger} + a_2^{\dagger} e^{i\phi})$$

$$a_2^{\dagger} \rightarrow \frac{1}{\sqrt{2}} (a_1^{\dagger} - a_2^{\dagger} e^{i\phi}). \quad (56)$$

Now denote $p(i,j)$ to have $i$ and $j$ number of photons from the modes held by Alice and Bob after diagonalising the covariance matrix. Let us separate the terms. For a total of 0 photons, we have

$$p(0,0) = \frac{1}{(n_a+1)(n_b+1)}. \quad (57)$$

With one photon shared between either mode, we have

$$p(1) = p(1,0) + p(0,1).$$

$$\rho^{(1)} = \frac{1}{(n_a+1)(n_b+1)} \left(\begin{array}{c} n_a \\ n_a+1 \end{array}\right) (a_1^{\dagger} + e^{i\phi} a_2^{\dagger})^i \langle 0,0 | (0,0) (a_1 + e^{-i\phi} a_2) + \frac{1}{(n_a+1)(n_b+1)} \left(\begin{array}{c} n_b \\ n_b+1 \end{array}\right) (a_1^{\dagger} - a_2^{\dagger} e^{i\phi})^j \langle 0,0 | (0,0) (a_1 - a_2 e^{i\phi})$$

$$= \frac{1}{(n_a+1)(n_b+1)} \frac{1}{2} \left(\begin{array}{c} n_a \\ n_a+1 \end{array}\right) |\psi^\phi\rangle \langle \psi^\phi| + \frac{1}{(n_a+1)(n_b+1)} \frac{1}{2} \left(\begin{array}{c} n_b \\ n_b+1 \end{array}\right) |\psi^\phi\rangle \langle \psi^\phi|. \quad (58)$$

Now, for the two-photon case, we have $i=1, j=1, i=2, j=0, or i=0, j=2.$

$$p(2) = p(1,1) + p(2,0) + p(0,2)$$

$$\rho^{(2)} = \frac{1}{(n_a+1)(n_b+1)} \left(\begin{array}{c} n_a \\ n_a+1 \end{array}\right) \left(\begin{array}{c} n_b \\ n_b+1 \end{array}\right) (a_1^{\dagger})^i (a_2^{\dagger})^j |0,0\rangle \langle 0,0| (a_1')^i (a_2')^j + \frac{1}{(n_a+1)(n_b+1)} \left(\begin{array}{c} n_a \\ n_a+1 \end{array}\right) \frac{(a_1')^2}{2!} |0,0\rangle \langle 0,0| (a_1')^2 + \frac{1}{(n_a+1)(n_b+1)} \left(\begin{array}{c} n_b \\ n_b+1 \end{array}\right) \frac{(a_2')^2}{2!} |0,0\rangle \langle 0,0| (a_2')^2. \quad (59)$$
We evaluate the following expression,

\[
\frac{(a_1^\dagger)^2}{2!} |0,0\rangle \langle 0,0| (a_1')^2
\]

\[
= \frac{1}{4} a_1^2 + a_2 e^{i\phi} (a_1^\dagger - a_2 e^{-i\phi}) |0,0\rangle \langle 1,1| (a_1 + a_2 e^{-i\phi}) (a_1 - a_2 e^{-i\phi})
\]

\[
= \frac{1}{4} (a_1^2 - e^{i2\phi} a_2^2) |0,0\rangle \langle 0,0| (a_1^2 - e^{-i2\phi} a_2^2)
\]

\[
= \frac{([2,0] - e^{i2\phi} [0,2]) ([2,0] - e^{-i2\phi} [0,2])}{\sqrt{2}}
\]

\[
= |\Psi_0^2\rangle \langle \Psi_0^2|
\]

(60)

For the \(i = 2, j = 0\) term,

\[
\frac{(a_1^\dagger)^2}{2!} |0,0\rangle \langle 0,0| (a_1')^2
\]

\[
= \frac{1}{2!} \frac{1}{2} (a_1 + a_2 e^{i\phi})^2 |0,0\rangle \langle 0,0| \frac{1}{2} (a_1 + a_2 e^{-i\phi})^2
\]

\[
= \frac{1}{16} (a_1^2 + 2a_1 a_2 e^{i\phi} + a_2^2 e^{i2\phi}) |0,0\rangle \langle 0,0| (h.c)
\]

\[
= \frac{1}{16} (\sqrt{2} [2,0] + 2 e^{i\phi} 1,1 + \sqrt{2} e^{i2\phi} [0,2]) \otimes h.c
\]

\[
= \frac{1}{2} \times \frac{([2,0] + \sqrt{2} e^{i\phi} [1,1] + e^{i2\phi} [0,2])}{2} \otimes h.c
\]

\[
= \frac{1}{2} |\Psi_+^2\rangle \langle \Psi_+^2|
\]

(61)

Likewise for the \(i = 0, j = 2\) term, we will have

\[
\frac{(a_1^\dagger)^2}{2!} |0,0\rangle \langle 0,0| (a_1')^2
\]

\[
= \frac{1}{2} \times \frac{([2,0] - \sqrt{2} e^{i\phi} [1,1] + e^{i2\phi} [0,2])}{2} \otimes h.c.
\]

\[
= \frac{1}{2} |\Psi_-^2\rangle \langle \Psi_-^2|
\]

(62)

Overall, the two-photon contributions are

\[
\rho^{(2)} = \frac{1}{(n_a + 1)(n_b + 1)} \left( \frac{n_a}{n_a + 1} \right) \left( \frac{n_b}{n_b + 1} \right) |\Psi_0^2\rangle \langle \Psi_0^2| +
\]

\[
\frac{1}{(n_a + 1)(n_b + 1)} \left( \frac{n_a}{n_a + 1} \right) \left( \frac{n_b}{n_b + 1} \right) \frac{1}{2} |\Psi_+^2\rangle \langle \Psi_+^2| + \frac{1}{(n_a + 1)(n_b + 1)} \left( \frac{n_a}{n_a + 1} \right) \left( \frac{n_b}{n_b + 1} \right) \frac{1}{2} |\Psi_-^2\rangle \langle \Psi_-^2|.
\]

(63)

Modified Hamiltonian due to multiple photons:

Given \(n\) photons in the cavity, the full STIRAP Hamiltonian is

\[
H_{\text{stirap}} = \omega_0 |e\rangle \langle e| + \omega_a a^\dagger a + \Omega e^{-i\omega_{cl} t} |e\rangle \langle 1| + \Omega^* e^{i\omega_{cl} t} |1\rangle \langle e| +
\]

\[
g a |0\rangle \langle e| + g^* a^\dagger |e\rangle \langle 0|.
\]

(64)
In the rotating wave approximation \( e^{-i\theta a^\dagger a} e^{i\theta a^\dagger a} = e^{i\theta} a \),
\[
H_I = U_c^\dagger H_U c - H_c,
\]
\[
H_c = \omega_c a^\dagger a + \omega_L |\rangle \langle e|,
\]
\[
U_c = e^{-i\omega_c a^\dagger a t} e^{-i\omega_L t|\rangle \langle e|}
\]
\[
H_I = -\Delta |\rangle \langle e| + \Omega |\rangle \langle e| (1) + \Omega^* |\rangle \langle e| + g a |\rangle \langle 0| e + g^* a^\dagger |\rangle \langle e| (0),
\]  
(65)
where \( \Delta = \omega_L - \omega_0 \). The last two terms connect pairs of bases with the same excitation number, i.e. \( |g, n\rangle \equiv |e, n-1\rangle \). This means that the Hamiltonian can be written as a direct sum in the basis
\[
\{|1, n-1\rangle, |e, n-1\rangle, |0, n\rangle\}.
\]  
(66)

We have \( \langle H_{ij} \rangle \)
\[
H^{(n)} = \begin{pmatrix}
    \langle 1, n-1 | H_{\text{stirap}} | 1, n-1 \rangle & \langle 1, n-1 | H_{\text{stirap}} | e, n-1 \rangle & \langle 1, n-1 | H_{\text{stirap}} | 0, n \rangle \\
    \langle e, n-1 | H_{\text{stirap}} | 1, n-1 \rangle & \langle e, n-1 | H_{\text{stirap}} | e, n-1 \rangle & \langle e, n-1 | H_{\text{stirap}} | 0, n \rangle \\
    \langle 0, n | H_{\text{stirap}} | 1, n-1 \rangle & \langle 0, n | H_{\text{stirap}} | e, n-1 \rangle & \langle 0, n | H_{\text{stirap}} | 0, n \rangle
\end{pmatrix}
\]
\[
= \begin{pmatrix}
    0 & \Omega^* & 0 \\
    \Omega & -\Delta & g \sqrt{n} \\
    0 & g^* \sqrt{n} & 0
\end{pmatrix}.
\]

If the transfer unitary is perfect, the initial state turns into (with some phase difference, which we will observe numerically)
\[
|0, 0\rangle_A |0, 2\rangle_B \rightarrow |0, 0\rangle_A |1, 1\rangle_B
\]
\[
|0, 1\rangle_A |0, 1\rangle_B \rightarrow |1, 0\rangle_A |1, 0\rangle_B .
\]  
(67)

Therefore if our initial state is
\[
|0\rangle_A |0\rangle_B \otimes \frac{1}{2} |(2, 0) + \sqrt{2} e^{i\phi} |1, 1\rangle + e^{i2\phi} |0, 2\rangle
\]
\[
= \frac{1}{2} |0, 2\rangle_A |0, 0\rangle_B + \frac{1}{\sqrt{2}} e^{i\phi} |0, 1\rangle_A |0, 1\rangle_B + \frac{1}{2} e^{i2\phi} |0, 0\rangle_A |0, 2\rangle_B
\]  
(68)

then STIRAP takes it to the state
\[
\rightarrow \frac{1}{2} |1, 1\rangle_A |0, 0\rangle_B + \frac{1}{\sqrt{2}} e^{i(\phi+\delta)} |1, 0\rangle_A |1, 0\rangle_B + \frac{1}{2} e^{i2\phi} |0, 0\rangle_A |1, 1\rangle_B
\]  
(69)

We observe an additional relative phase on the \(|1, 0\rangle |1, 0\rangle\) term, due to the dispersive coupling of the atom to the cavity in the presence of an additional photon.

Now, we are faced with the task of distinguishing between the different cases without perturbing the encoded phase information. Using the subscripts \( l \) to denote levels of an atomic system and \( p \) for photonic Fock states. These are the three states:

a. No photon has arrived:
\[
|0_l, 0_p\rangle_A |0_l, 0_p\rangle_B .
\]  
(70)

b. A single photon has arrived:
\[
\frac{1}{\sqrt{2}} \left( |1_l, 0_p\rangle_A |0_l, 0_p\rangle_B \pm e^{i\phi} |0_l, 0_p\rangle_A |1_l, 0_p\rangle_B \right).
\]  
(71)
c. Two photons have arrived:

$$|\psi_1\rangle = \frac{1}{\sqrt{2}} (|1_1, 1_p\rangle_A |0_l, 0_p\rangle_B - e^{i2\delta} |0_1, 0_p\rangle_A |1_1, 1_p\rangle_B)$$

$$|\psi_2\rangle = \frac{1}{2} |1_1, 1_p\rangle_A |0_l, 0_p\rangle_B + \frac{1}{2} \sqrt{2} e^{i(\phi+\delta)} |1_1, 0_p\rangle_A |1_l, 0_p\rangle_B + \frac{i}{2} e^{i2\delta} |0_l, 0_p\rangle_A |1_1, 1_p\rangle_B$$

$$|\psi_3\rangle = \frac{1}{2} |1_1, 1_p\rangle_A |0_l, 0_p\rangle_B - \frac{1}{2} \sqrt{2} e^{i(\phi+\delta)} |1_1, 0_p\rangle_A |1_l, 0_p\rangle_B + \frac{1}{2} e^{i2\delta} |0_l, 0_p\rangle_A |1_1, 1_p\rangle_B.$$  \(72\)

If we perform parity checks on the memory qubits and the cavity photon states (which can be achieved by using another auxiliary atom). We assume the Bell pairs \(\Phi^+\) are shared between Alice and Bob, where the subscript denotes which system they are paired with. For example,

$$|1_l\rangle_A |0_l\rangle_B |\Phi^{\pm}_{p} \rangle \xrightarrow{2\times CZ} |1_l\rangle_A |0_l\rangle_B |\Phi^{\mp}_{l} \rangle$$  \(73\)

denotes that \(2\) CZ gates (one on Alice’s and one on Bob’s side) are applied, where the control qubits are in state \(|1_l\rangle_A |0_l\rangle_B\), and the target qubits are in state \(|\Phi^{\pm}_{l} \rangle\).

For the zero photon case:

$$\langle 0_l, 0_p \rangle_A |0_l, 0_p \rangle_B |\Phi^{\pm}_{p} \rangle |\Phi^{\pm}_{l} \rangle \xrightarrow{4\times CZ} \langle 0_l, 0_p \rangle_A |0_l, 0_p \rangle_B |\Phi^{\mp}_{p} \rangle |\Phi^{\mp}_{l} \rangle.$$  \(74\)

For the single-photon case:

$$\langle 1_l, 0_p \rangle_A |0_l, 0_p \rangle_B |\Phi^{\pm}_{p} \rangle |\Phi^{\pm}_{l} \rangle \xrightarrow{4\times CZ} \langle 1_l, 0_p \rangle_A |0_l, 0_p \rangle_B |\Phi^{\mp}_{p} \rangle |\Phi^{\mp}_{l} \rangle.$$  \(75\)

For the two-photon case:

$$\langle 1_l, 1_p \rangle_A |0_l, 0_p \rangle_B |\Phi^{\pm}_{p} \rangle |\Phi^{\pm}_{l} \rangle \xrightarrow{4\times CZ} \langle 1_l, 1_p \rangle_A |0_l, 0_p \rangle_B |\Phi^{\mp}_{p} \rangle |\Phi^{\mp}_{l} \rangle.$$  \(76\)

We would like to remove the following component from the two-photon case since there is an extra phase \(\delta\) that was introduced by the STIRAP interaction:

$$\langle 1_l, 0_p \rangle_A |1_l, 0_p \rangle_B |\Phi^{\pm}_{p} \rangle |\Phi^{\pm}_{l} \rangle \xrightarrow{4\times CZ} \langle 1_l, 0_p \rangle_A |1_l, 0_p \rangle_B |\Phi^{\mp}_{p} \rangle |\Phi^{\mp}_{l} \rangle.$$  \(77\)

Therefore if we measure the auxiliary \(|\Phi^{\pm}\rangle\), we can distinguish between

1. When both the Bell pairs are in state \(|\Phi^+\rangle\), this means no photon has arrived, or the system is in the “contaminated” two-photon state.

2. We have \(|\Phi^-\rangle \langle \Phi^+|\), which means exactly one photon has arrived.

3. We have \(|\Phi^-\rangle \langle \Phi^-|\), we have two photons in the system, where the phase component is \(e^{i2\delta}\).

After the STIRAP interaction, the term \(\sqrt{2} e^{i\phi} |1, 1\rangle\) acquires an additional unwanted relative phase \(e^{i\delta}\) due to coupling with the cavity, which we need to remove.

We can distinguish the zero-, single- and two-photon contributions by using parity checks on the memory qubits as well as the cavity photon state by using shared Bell states between Alice and Bob. The parity check on the cavity state can be achieved by introducing another auxiliary atom. We use the subscripts \(l\) to denote levels of an atomic system and \(p\) for photonic Fock states. We assume the Bell pairs \(|\Phi^+\rangle\) are shared between Alice and Bob, where the subscript denotes which system they are paired with. For example,

$$|1_l\rangle_A |0_l\rangle_B |\Phi^{+}_{p} \rangle \xrightarrow{2\times CZ} |1_l\rangle_A |0_l\rangle_B |\Phi^{-}_{l} \rangle$$  \(78\)

denotes that \(2\) CZ gates are applied, where the control qubits are \(|1_l\rangle_A |0_l\rangle_B\), and the target qubits are \(|\Phi^+_{l}\rangle\).

For the zero photon cases:

$$\langle 0_l, 0_p \rangle_A |0_l, 0_p \rangle_B |\Phi^{+}_{p} \rangle |\Phi^{+}_{l} \rangle \xrightarrow{4\times CZ}$$

$$\langle 0_l, 0_p \rangle_A |1_l, 1_p \rangle_B |\Phi^{+}_{p} \rangle |\Phi^{+}_{l} \rangle.$$  \(79\)
For the single photon case:

\[
\rho = \frac{1}{4} |1, 0\rangle_A |0, 0\rangle_B + |0, 0\rangle_A |1, 1\rangle_B |\Phi^+\rangle |\Phi^+\rangle^\dagger \approx \frac{1}{2} |1, 1\rangle_A |0, 0\rangle_B + e^{i2\phi} |0, 0\rangle_A |1, 1\rangle_B \otimes h.c.
\]

(80)

For the two-photon cases:

\[
\begin{align*}
|1, 1\rangle_A |0, 0\rangle_B \otimes |\Phi^+\rangle |\Phi^+\rangle^\dagger &\rightarrow 4 \times \text{CZ} \\
|1, 1\rangle_A |0, 0\rangle_B \otimes |\Phi^-\rangle |\Phi^-\rangle^\dagger &\rightarrow 4 \times \text{CZ}
\end{align*}
\]

(81)

We would like to remove the following component from the two-photon case since there is an extra phase \(\delta\) that was introduced by the STIRAP interaction:

\[
\begin{align*}
|1, 0\rangle_A |0, 0\rangle_B &\rightarrow 4 \times \text{CZ} \\
|1, 0\rangle_A |0, 0\rangle_B &\rightarrow 4 \times \text{CZ}
\end{align*}
\]

(82)

Therefore if we measure the auxiliary \(|\Phi^\pm\rangle\), we can distinguish between

1. When both the Bell pairs are in state \(|\Phi^+\rangle\), this means no photon has arrived, or the system is in the “contaminated” two-photon state.

2. We have \(|\Phi^-\rangle \otimes |\Phi^+\rangle\), which means exactly one photon has arrived.

3. We have \(|\Phi^-\rangle \otimes |\Phi^-\rangle\), we have two photons in the system, where the phase component is \(e^{i2\phi}\).

If we take into account 2-photon contributions, the one-photon events occur with probability

\[
p(1, 0) + p(0, 1) = \frac{8\epsilon (\gamma^2(-\epsilon) + \epsilon + 2)}{(\epsilon (\gamma^2(-\epsilon) + \epsilon + 4) + 4} \approx \epsilon - \frac{1}{2} (\gamma^2 + 3) \epsilon^2
\]

(83)

which is obtained from taking the trace of \(\rho^{(1)}\) in Eq. (58), taking \(\epsilon\) to second order.

The two-photon events occur with probability

\[
p(1, 1) + p(2, 0) + p(0, 2) = \frac{-4\epsilon^2 (3\gamma^4 \epsilon^2 - 2\gamma^2 (3\epsilon^2 + 6\epsilon - 2) + 3(\epsilon + 2)^2)}{(\gamma - 1)^2 (\gamma + 1)^2 (\gamma^2 + 1)^2}
\]

\[
\approx \frac{1}{4} (\gamma^2 + 3) \epsilon^2.
\]

(84)

which is obtained from taking the trace of \(\rho^{(2)}\) in Eq. (63), once again, taking \(\epsilon\) to second order.

The mean photon number, for the purpose of normalisation, is

\[
1 \times (p(1, 0) + p(0, 1)) + 2 \times (p(1, 1) + p(2, 0) + p(0, 2)) = \epsilon.
\]

(85)

The two-photon contributions (after STIRAP) will be

\[
\rho^{(2)'} = \frac{1}{4} \left( 1 - \frac{\gamma^2}{4} \right) e^2 |\psi_1\rangle \langle \psi_1| + \frac{1}{4} (\gamma + 1)^2 e^2 \times \frac{1}{2} \times \frac{|1, 1\rangle_A |0, 0\rangle_B + e^{i2\phi} |0, 0\rangle_A |1, 1\rangle_B \otimes h.c}{2} + \frac{1}{4} (\gamma - 1)^2 e^2 \times \frac{1}{2} \times \frac{|1, 1\rangle_A |0, 0\rangle_B + e^{i2\phi} |0, 0\rangle_A |1, 1\rangle_B \otimes h.c}{2}
\]

\[
= \frac{1}{4} \left( 1 - \frac{\gamma^2}{4} \right) e^2 \left[ |1, 1\rangle_A |0, 0\rangle_B - e^{i2\phi} |0, 0\rangle \right] \otimes h.c. + \frac{1}{4} (\gamma^2 + 1) e^2 \frac{|1, 1\rangle_A |0, 0\rangle_B + e^{i2\phi} |0, 0\rangle_A |1, 1\rangle_B \otimes h.c}{\sqrt{2}}
\]

\[
= \frac{e^2}{2} \left[ \frac{1}{\sqrt{2}} |1, 1\rangle_A |0, 0\rangle_B - e^{i2\phi} |0, 0\rangle_A |1, 1\rangle_B \otimes h.c + \frac{1}{\sqrt{2}} \left( 1 + \frac{\gamma^2}{2} \right) |1, 1\rangle_A |0, 0\rangle_B + e^{i2\phi} |0, 0\rangle_A |1, 1\rangle_B \otimes h.c \right]
\]

(86)
The QFI's for $\gamma$ and $\phi$ for the state in Eq. (86)

$$\text{QFI}_{\gamma}^{(2)} = \frac{2\gamma^2\epsilon^2}{(1 - \gamma^4)},$$
$$\text{QFI}_{\phi}^{(2)} = 2\epsilon^2\gamma^4.\quad (87)$$

The FI's for $\gamma$ of the state in Eq. (86) when measured in the local bases is

$$\text{FI}_{\gamma}^{(2)} = \frac{2\gamma^2\epsilon^2 \cos^2(\alpha - 2\phi)}{\gamma^4 \cos^2(\alpha - 2\phi) - 1} \rightarrow \frac{2\gamma^2\epsilon^2}{(1 - \gamma^4)}$$
when we set $\alpha - 2\phi \rightarrow 0$. As for $\phi$,

$$\text{FI}_{\phi}^{(2)} = \frac{-2\gamma^4\epsilon^2 \sin^2(\alpha - 2\phi)}{\gamma^4 \cos^2(\alpha - 2\phi) - 1} \rightarrow 2\gamma^4\epsilon^2$$
when we set $\alpha - 2\phi \rightarrow \pi/2$.

Since the one- and two-photon events are distinguishable, summing the weighted contributions, the FI of $\gamma$ per photon is

$$\text{FI}_{\gamma} = \frac{1}{\epsilon} \left[ \left( \epsilon - \frac{1}{2}(\gamma^2 + 3)\epsilon^2 \right) \times \frac{1}{1 - \gamma^2} + \frac{2\gamma^2\epsilon^2}{(1 - \gamma^4)} \right]$$
$$= \frac{2 + 2\gamma^2 - 3\epsilon - \epsilon\gamma^4}{2 - 2\gamma^4}.\quad (90)$$

And for $\phi$:

$$\text{FI}_{\phi} = \frac{1}{\epsilon} \left[ \left( \epsilon - \frac{1}{2}(\gamma^2 + 3)\epsilon^2 \right) \times \gamma^2 + 2\epsilon^2\gamma^4 \right]$$
$$= \frac{1}{2}\gamma^2 \left( 2 - 3\epsilon \left( 1 - \gamma^2 \right) \right).\quad (91)$$

**Errors associated with ignoring multiple photon contributions:**

Without accounting for two-photon contributions, we use a single atom instead of two, and STIRAP takes our system to the states

$$|\Psi_0^2\rangle \rightarrow \frac{1}{\sqrt{2}} (|1_l, 1_p\rangle_A |0_l, 0_p\rangle_B - e^{i2\phi} |0_l, 0_p\rangle_A |1_l, 1_p\rangle_B)$$
$$|\Psi_+^2\rangle \rightarrow \frac{1}{2} |1_l, 1_p\rangle_A |0_l, 0_p\rangle_B + \frac{1}{\sqrt{2}} e^{i(\phi + \delta)} |1_l, 0_p\rangle_A |1_l, 0_p\rangle_B + \frac{1}{2} e^{i2\phi} |0_l, 0_p\rangle_A |1_l, 1_p\rangle_B$$
$$|\Psi_-^2\rangle \rightarrow \frac{1}{2} |1_l, 1_p\rangle_A |0_l, 0_p\rangle_B - \frac{1}{\sqrt{2}} e^{i(\phi + \delta)} |1_l, 0_p\rangle_A |1_l, 0_p\rangle_B + \frac{1}{2} e^{i2\phi} |0_l, 0_p\rangle_A |1_l, 1_p\rangle_B.\quad (92)$$

Performing the $2 \times$ CZ gate parity check projects the state onto the odd parity subspace; the photonic Fock states part of the Hilbert space (subscripted $p$) is traced out. After the STIRAP interaction, Alice and Bob have:

$$|\Psi_0^{(2)}\rangle \rightarrow |\psi_0^{(2)}\rangle = \frac{1}{\sqrt{2}} (|1_L, 0_L\rangle_{AB} - e^{i2\phi} |0_L, 1_L\rangle_{AB})$$
$$|\Psi_+^{(2)}\rangle \rightarrow |\psi_+^{(2)}\rangle = \frac{1}{2} |1_L, 0_L\rangle_{AB} + \frac{1}{2} e^{i2\phi} |0_L, 1_L\rangle_{AB}$$
$$|\Psi_-^{(2)}\rangle \rightarrow |\psi_-^{(2)}\rangle = \frac{1}{2} |1_L, 0_L\rangle_{AB} + \frac{1}{2} e^{i2\phi} |0_L, 1_L\rangle_{AB}$$

Note that the last two are not normalised since one of the components is projected out.
This means that the density matrix becomes
\[
\rho'' \approx \frac{1}{4} \left[ (-\gamma^2 - 4\gamma - 3) e^2 + \frac{1}{2}(\gamma + 1) e \right] |\psi^\phi_{+L}\rangle \langle \psi^\phi_{+L}| + \frac{1}{4} \left[ (-\gamma^2 + 4\gamma - 3) e^2 + \frac{1}{2}(1 - \gamma) e \right] |\psi'^\phi_{-L}\rangle \langle \psi'^\phi_{-L}| |
\]
\[+ \left[ \frac{1}{4} - \frac{\gamma^2}{4} \right] e^2 |\psi_0^{(2)}\rangle \langle \psi_0^{(2)}| + \frac{1}{2} \left( \gamma^2 + 1 \right) e^2 \left| \langle \psi_+^{(2)} | \psi_+^{(2)} \rangle \right|, \]
\[(94)\]

Now, if we follow the same procedure, when projected onto the basis \(1/\sqrt{2}(|0_L\rangle \pm e^{i\phi} |1_L\rangle) \otimes 1/\sqrt{2}(|0_L\rangle \pm |1_L\rangle)\), the measurement outcomes are
\[
p'(+ +) + p'(- -) = \frac{1}{4} \epsilon \left( \gamma^2 \epsilon \cos(\alpha - 2\phi) + 2\gamma(1 - 2\epsilon) \cos(\alpha - \phi) - (\gamma^2 + 2) \epsilon + 2 \right)
\]
\[
p'(+ -) + p'(+-) = -\frac{1}{4} \epsilon \left( \gamma^2 \epsilon \cos(\alpha - 2\phi) + 2\gamma(1 - 2\epsilon) \cos(\alpha - \phi) + (\gamma^2 + 2) \epsilon - 2 \right). \]
\[(95)\]

The FI for the state in Eq.(94) per photon is
\[
FI_{\gamma} = \frac{1}{4} \left( \frac{4(\gamma \epsilon \cos(\alpha - 2\phi) - 1) + (1 - 2\epsilon) \cos(\alpha - \phi) - (\gamma^2 + 2) \epsilon + 2}{4(\gamma \epsilon \cos(\alpha - 2\phi) + 1) + (1 - 2\epsilon) \cos(\alpha - \phi)^2} \right)
\]
\[
FI_{\phi} = \frac{X'}{Y'},
\]
\[
X' = 2\gamma^2 \left( (\gamma^2 + 2) \epsilon - 2 \right) (\gamma \epsilon \sin(\alpha - 2\phi) + (1 - 2\epsilon) \sin(\alpha - \phi))^2.
\]
\[
Y' = \left(\gamma^2 \epsilon \cos(\alpha - 2\phi) - 2\gamma(2\epsilon - 1) \cos(\alpha - \phi) + \gamma^2(-\epsilon) - 2\epsilon + 2 \right) \times
\]
\[
\left(\gamma^2 \epsilon \cos(\alpha - 2\phi) - 2\gamma(2\epsilon - 1) \cos(\alpha - \phi) + \gamma^2 \epsilon + 2\epsilon - 2 \right), \]
\[(97)\]

FIG. 7. The FI per photon of \(\phi\) when we include (Eq. (91)) and ignore (Eq. (97)) two-photon contributions, for \(\gamma = 0.9, \phi = 0\), where \(\alpha\) is optimised.

Note that the terms are now dependent on both \(\alpha - \phi\) as well as \(\alpha - 2\phi\), which will complicate the estimation process.

In Fig. 7, for \(\gamma = 0.9\), we show the FI as a function of \(\epsilon\), when we include and ignore the two-photon contributions when \(\alpha\) is optimised over \([0,2\pi]\). The larger \(\epsilon\), the more detrimental the effect of ignoring such higher photon events.

QEC for the depolarising channel:
FIG. 8. For $\gamma = 1$, when we use no encoding (red dotted-dashed line) the depolarising channel when we use the 4-qubit code [52] (blue dashed line) and the $[[5,1,3]]$ error correction code (teal solid line).

FIG. 9. For $\gamma = 0.95$, when no encoding is used (red dotted-dashed line) the depolarising channel when we use the 4-qubit code (blue dashed line) and the $[[5,1,3]]$ error correction code (teal solid line).

The depolarising channel acting on each qubit can be written as

$$E_{\text{depol}}(\rho) = (1 - p)\rho + pI/2,$$

where $(1 - p)$ is the probability that the transmission is noiseless, and with probability $p$ the state is replaced by the completely mixed state.

In Fig. 8 we show the QFI of $\phi$ per photon received as a function of the noise strength $p$ for the depolarizing channels. For the depolarising channel, the unprotected case without QEC has a QFI equal to $2(1 - p)^4/(2 - 2p + p^2)$. Here, the $[[5,1,3]]$ code is able to offer protection for values of $p$ up to about 20%. This feature arises because of the favourable distance-to-length ratio of the $[[5,1,3]]$ code.

In Fig. 9 we show the QFI of $\gamma$ per photon received. For the depolarising channel, we see that the four-qubit code [52] with logical codewords $(|0000\rangle + |1111\rangle)/\sqrt{2}$ and $(|0011\rangle + |1100\rangle)/\sqrt{2}$ and the $[[5,1,3]]$ QEC code also offers protection for a modest range of $p$.

Further discussions:—

The predominant type of resource required in QEC is the number of qubits. The type of QEC does indeed affects the minimum number of qubits required for the QFI to be preserved up to a given amount.

The type of QEC that one would choose to use would depend greatly on the noise model. In certain architectures where dephasing is dominant (compared to bit flip), we can invoke QEC codes designed for biased noise thereby improving the overall performance and reducing the number of qubits needed [54, 58] as compared to surface codes [59] which treat phase and bit-flip errors symmetrically.

When the quantum registers used in our protocol consist of trapped Rydberg atoms, e.g. $^{171}$Yb, errors that physically
occur can be converted to erasure errors, or deletion errors if we do not keep track of which qubits are erased. In this instance, it has been recently shown that up to 98% of the errors can be converted into erasure errors [60]. When the noise model introduces predominantly erasure errors, we can use $n$-qubit codes of distance $d$ for which the relative distance $d/n$ is maximised for a large $n$. There are families of quantum codes, both random [51] and explicit [55–57] quantum codes, for which $d/n > 0$ asymptotically, with one prominent recent example being quantum low-density parity check codes [61]. This leads to several choices of quantum codes that one can use to protect the QFI provided the fraction of deletions is strictly less than $d/n$.

If we use random codes that almost surely attain the quantum Gilbert-Varshamov bound, this allows us to tolerate up to 18.9% of erasure errors while having a robust QFI. If we are satisfied to have a lower QFI, we can use the five-qubit code, where the QFI is preserved if no more than two out of the five qubits are corrupted. If we had not converted the physical noise model to erasure errors, the number of qubits needed to achieve a comparable performance for the QFI is potentially different. Making this statement quantitative is however a subject that we leave for future studies.

If we are unable to track which qubits are erased, then we will have a more challenging deletion errors noise model. In the absence of information about which qubits were removed, use of conventional QECs will often result in a catastrophic reduction in QFI, because a single deletion error can corrupt a large consecutive block of qubits. Fortunately, one can combat deletion errors using permutation-invariant quantum codes, for which deletion errors are equivalent to erasure errors [62, 63]. Using $n$-qubit permutation-invariant codes, up to $O(\sqrt{n})$ deletions can be corrected [62]. The shortest non-trivial permutation-invariant quantum code is the four-qubit code (2,2,1) gnu code [53, 64], which when used in our scheme, preserves the QFI if no more than one out of the four qubits is corrupted. A noise model that randomly deletes qubits and inserts separable states can also be corrected using permutation-invariant codes, because of the equivalence in the correctibility of deletion and separable insertion errors [65].

In summary, the choice of QEC codes greatly affects (1) whether it is possible to make the QFI robust and (2) the number of qubits needed to make the QFI robust up to a certain degree.

In separate ongoing research work, we are also investigating the performance of QEC codes in our scheme under a particular circuit-level noise model [66], where errors are introduced probabilistically whenever quantum gates are applied. This error model can describe errors that occur in different stages of our scheme. Our ongoing work seeks to quantify the relationship between the number of qubits required to attain a particular value of the QFI and the noise strength in our error model.

We anticipate that by leveraging on the theory of fault-tolerant quantum computation [42], our scheme can achieve a high QFI even with imperfect QEC operations. We will need in particular fault-tolerant syndrome extraction, using for instance the method of flag qubits [67], which only requires a modest overhead in the number of ancillary qubits. Namely, using any distance $d$ stabilizer code, one only needs $d + 1$ additional ancilla qubits.

Additionally, one could view the star as a source of preparing non-Clifford states, given that we have high-precision estimation of the phase and a stable source, e.g. in a satellite-based detection context. We have mainly considered our protocol for an estimation scheme, but note that when a photon has been captured, Alice and Bob share an entangled state. This entanglement is generated entirely by the non-local properties of the single photon state [68]. For universal quantum computation, non-Clifford states are required on top of the Clifford set [42]. In a laboratory, we can control the phase $\phi$ by varying the position of the photon source—as opposed to applying universal phase gates—to create the non-Clifford state $(|01\rangle + e^{i\phi}|10\rangle)/\sqrt{2}$. Our scheme therefore can be used as an alternative approach for creating resources that can be harnessed for quantum computation.

If noise is below a certain threshold and we have access to additional ancillary qubits, then the theory of fault-tolerant quantum computation guarantees us that the quantum error correction procedure can be performed arbitrarily well. This in turn allows us to recover the near-optimal QFI provided that the physical noise is below the fault-tolerant threshold. The fault-tolerant resources overheads required in terms of the number of additional qubits required can be reduced at the expense of a reduction of the QFI. Hence there is a tradeoff between available resources and the attainable QFI in the noisy (and imperfect QEC) scenario.