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Abstract—Deep Convolutional Neural Networks (DCNNs) are capable of obtaining powerful image representations, which have attracted great attentions in image recognition. However, they are limited in modeling orientation transformation by the internal mechanism. In this paper, we develop Orientation Convolution Networks (OCNs) for image recognition based on the proposed Landmark Gabor Filters (LGFs) that the robustness of the learned representation against changed of orientation can be enhanced. By modulating the convolutional filter with LGFs, OCNs can be compatible with any existing deep learning networks. LGFs act as a Gabor filter bank achieved by selecting \( p \) \( (\ll n) \) representative Gabor filters as landmarks and express the original Gabor filters as sparse linear combinations of these landmarks. Specifically, based on a matrix factorization framework, a flexible integration for the local and the global structure of original Gabor filters by sparsity and low-rank constraints is utilized. With the propagation of the low-rank structure, the corresponding sparsity for representation of original Gabor filter bank can be significantly promoted. Experimental results over several benchmarks demonstrate that our method is less sensitive to the orientation and produce higher performance both in accuracy and cost, compared with the existing state-of-art methods. Besides, our OCNs have few parameters to learn and can significantly reduce the complexity of training network.

Index Terms—Convolutional neural networks, orientation, Landmark-based Gabor Filters, sparsity, low-rank.

I. INTRODUCTION

Oriented filters play a key role to extract robust image representation. Hand-crafted features with orientational information encoded like Gabor features have been investigated. The sample rate of orientation interval for Gabor function is expected to be dense enough at each fixed central frequency. Such as in [3], the sample rate of 16 is adopted in the application of script identification. Recently, Deep Convolutional Neural Networks (DCNNs) have alleviated the effect of local transition by properties of the convolution and max-pooling. Meanwhile, the inherent capability of dealing with large object transformation is limited, resulting in poor performance in image classification, oriented object detection, and many other visual tasks.

Due to the lack of capacity to transformation, the direct way is to design the filter in a proper way. In early years, a general architecture was proposed to synthesize filters of arbitrary orientations based on linear combinations of base filters. It enables one to steer a filter to any orientations adaptively, and determine the output of the filter as a function of the orientation [6]. However, these filters are typically based on directional derivatives and their symmetry produces orientational responses with period \( \pi \) and independent of image structure [7]. Currently, steerable CNNs [8] present a theoretical framework for understanding the steerable representation in the convolutional network, and show that steerability is a useful inductive bias for improving the model accuracy. Actively rotating filters (ARFs) enforce DCNNs to have the generalization capacity of the rotation [9]. However, such rotation for the filter is not proper for large and complex filters. Gabor convolutional networks (GCNs) [10] are proposed to give deep features the capacity of dealing with orientation and scale based on Gabor filters. However, such manipulation is limited to the discriminating capability for Gabor filters with fixed orientations and scales.

In last decades, matrix factorization [11] has become very hot for the data representation. It compresses data by seeking for the set of basis vectors and the corresponding representation for the data Sparse coding [12], [13] method is proposed as the matrix factorization and has been shown useful for real applications in different areas such as image restoration [14], salient object detection [16], [17] and visual neuroscience. Since the data can be encoded by sparse representations with just a few coefficients, the computational cost can be reduced and the achieved coding result is relatively easy to explain. Different sparse based algorithms have been proposed, i.e., sparse nonnegative matrix factorization [19], sparse principle component analysis [20]. Moreover, a variety of researches have been focused on optimization algorithms for the sparse coding [21], [22].

Several studies have considered exploring both the local and global structures simultaneously [23], [24]. The structured representation such as the sparse and low-rank representation is evaluated over transformed data points. Although these methods have achieved the state-of-art performances in various subspace clustering applications [7], a major problem of these existing methods is the representation ability for one latent learned subspace to data points which may lie in a union of subspaces. Furthermore, no explicit theoretical proofs support that the final structured representation corresponds to the correct clustering structure. To this end, we need to seek for an efficient integration strategy for the local and global structure.

As is known, the convolution is a linear operation. Since the steerable filter can synthesize filters of arbitrary orientations by the combinations of different basis filters in a linear way. If a filter is steerable regarding the rotation, we can obtain its output corresponding to the rotated version by linearly combining outputs of filters. If the number of basis filters is smaller than the total number of orientation samples to be
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filtered, both the computation and the storage will be saved.  
For simplicity, we can assume that original oriented filters are sampled from a union of different subspaces which are independent to achieve the above effect.

Based on the above observation, we propose Landmark Gabor Filters (LGFs) and then apply LGFs to extend the DCNNs to develop a new deep learning architecture termed Orientation Convolutional Networks (OCNs) for image recognition. Specifically, LGFs generates \( p \ (\ll n) \) representative Gabor filters as landmarks and the remaining Gabor filters are represented as sparse combinations of the landmarks in a linear way. The basic idea of OCNs is simple but effective. It can effectively capture the orientation changes by using LGFs to manipulate the convolutional filter in DCNNs. Unlike most existing DCNNs methods, our method simultaneously considers learning transformations which are parameterized with a neural network and achieving an effectively oriented filter bank. Compared with traditional approaches, OCNs is a deep model, which can map samples with orientation changes into the latent space explicitly, with parameters learned by a data-driven manner.

The contribution of our work is twofold. From the perspective of pure oriented filter bank, we focus on how to let it benefit from the merits of DCNNs where the nonlinear feature representation can be obtained. From the perspective of deep neural networks, we analyse that integrating the feature representation can be obtained. From the perspective of pure oriented filter bank, we focus on how to let it benefit from the merits of DCNNs where the nonlinear feature representation can be obtained. From the perspective of deep neural networks, we analyse that integrating the feature representation can be obtained. From the perspective of pure oriented filter bank, we focus on how to let it benefit from the merits of DCNNs where the nonlinear feature representation can be obtained. From the perspective of deep neural networks, we analyse that integrating the feature representation can be obtained. From the perspective of pure oriented filter bank, we focus on how to let it benefit from the merits of DCNNs where the nonlinear feature representation can be obtained. From the perspective of deep neural networks, we analyse that integrating the feature representation can be obtained. From the perspective of pure oriented filter bank, we focus on how to let it benefit from the merits of DCNNs where the nonlinear feature representation can be obtained. From the perspective of deep neural networks, we analyse that integrating the feature representation can be obtained.

II. RELATED WORK

A. Steerable Filters and Gabor Filters

Steerable filter is adoted to express a kind of filters where a filter for arbitrary orientation can be obtained using a linear combination of the set of basis filters [6]. And the function of rotation transform \( f(x, y) : R^2 \rightarrow C \) is steerable regarding the rotation:

\[
f^\theta(x, y) = \sum_{j=1}^{M} k_j(\theta)\varphi^j(x, y),
\]

(1)

where \( f^\theta(x, y) \) denotes the rotated version of \( f(x, y) \) by the angle \( \theta \), \( \varphi^j(x, y) \) is the j-th base function and is independent of the rotation angle \( \theta \), and \( k_j(\theta) \) is the steerability function of \( f(x, y) \). Steerable CNNs [8] present a theoretical framework for understanding the steerable representation in convolutional network, and show that steerable is a useful inductive bias for improving model accuracy.

Gabor wavelets are proposed by utilizing complex functions to act as the basis for related Fourier transforms [25]. Gabor filters are widely adopted for modeling receptive fields of simple cells of the visual cortex, and are as follows [26]:

\[
G(u, v) = \frac{|k_{uv}|^2}{\sigma^2} e^{-((|k_{uv}|^2)z^2/2\sigma^2)} \left[ e^{ik_{uv}z} - e^{-\sigma^2/2} \right],
\]

(2)

where \( u \) denotes the orientation, \( v \) is the frequency, \( k_u = u\pi/\sigma, k_v = (\pi/2)\sqrt{2(v - 1)} \), with \( u = 0, 1, ..., U \) and \( v = 0, 1, ..., V \), \( \sigma = 2\pi \) and \( z = (x, y) \).

B. Matrix Factorization and Sparse Coding

Matrix factorization is quite hot for data representation. For each data point, it aims for compressing the data by seeking for a set of basis vectors and the representation corresponding to the related basis. Given the data matrix \( X = [x_1, x_2, ..., x_n] \in R^{m \times n} \), matrix factorization is defined by seeking for matrices \( U \in R^{m \times p} \) and \( V \in R^{p \times n} \) whose product can well approximate \( X \) [27]:

\[
X \approx UV,
\]

(3)

where each column of \( U \) can be seen the basis vector and each column of \( V \) is the representation corresponding to the basis vector. Frobenius norm of a matrix \( \| \cdot \|_F^2 \) can be used to measure the approximation. Then, it can be formulated as:

\[
\min_{U, V} ||X - UV^T||_F^2.
\]

(4)

Obviously, the solution \( V \) of the optimization problem is inevitably non-sparse. To address this issue, sparse coding [19] is proposed as a matrix factorization technique for encoding different data points with only a few coefficients. Sparse coding adds the sparse constraint on \( V \) in the optimization (3) and is defined as follows

\[
\min_{U, V} ||X - UV||_F^2 + \alpha ||V||_0
\]

(5)

where \( || \cdot ||_0 \) is used for measuring the sparsity and \( \alpha \) denotes a coefficient controlling the sparsity penalty. By imposing the low-rank structure on \( V \) in (3), the low-rank representation is defined as follows

\[
\min_{U, V} ||X - UV||_F^2 + \beta \text{rank}(V)
\]

(6)

where \( \text{rank}(V) \) denotes the rank value of \( V \) and \( \beta \) is a coefficient controlling the low-rank penalty. Under the low-rank constraint, the correlation between different data points is enhanced within clusters and weakened for different clusters. However, the low-rank representation is not guaranteed to be of the block-diagonal structure [28] in practice, which reflects the expected relationship of data points. Besides, the low-rank representation is not able to fully utilize the local information.

C. Robust features learning

Given rich, and redundant, convolutional filters, data augmentation can be used to obtain local or global transform invariance [29]. Despite the performance of the data augmentation, the main drawback is that learning all possible transformations often needs more parameters, resulting in the increasing training cost and the risk of over-fitting significantly. Recently, TI-Pooling [30] is proposed to use the parallel network architectures for the considered transform set. Nevertheless, with the data augmentation, TI-Pooling requires dramatically more cost for training and testing than the standard DCNNs.

Deformable convolutional networks: Deformable convolution is proposed in [31] to greatly increase the transformation modeling capability of CNNs, enabling the network robust to dense spatial transformations in a simple, deep, efficient and
end-to-end manner. However, small size filters are preferred for the deformable filters, i.e., 3 × 3.

**Spatial Transform Network**: Spatial Transformer Network (STN) [32] uses an additional network module to manipulate the feature maps. STN indeed proposes a general framework for the spatial transform, but fails to estimate the complex transform parameters precisely by giving a solution.

**Wide Residual Networks**: Wide Residual Networks (WRN) [33] performs a detailed experimental investigation on the ResNet [34] networks as well as proposes a novel architecture to decrease the depth and increase the width of the ResNet networks. However, the size of parameters for WRN is relatively large.

**Oriented Response Networks**: Oriented Response Network (ORN) [9] is introduced to actively rotate filters (ARFs) during the convolution and produce feature maps with location and orientation encoded. The ARF can be viewed as a virtual filter bank including the filter itself and multiple unmaterialized rotated versions corresponding to it. However, ORN is just applicable for filters with small size.

**Gabor Convolutional Networks**: Gabor Convolutional Networks (GCNs) [10] incorporates Gabor filters into deep convolutional neural networks (DCNNs). By only manipulating the convolution operator, GCNs can be implemented and are compatible with the current deep learning architecture. Such a modulation is limited to the discriminating capability for orientation and scale using Gabor filters, which is absent of considering some cases Gabor filters cannot capture.

To deal with different rotation angels, we require a considerable amount of oriented filters, i.e., Gabor filters. In practice, due to the orientation interpolation caused by the operation of multi-layer pooling, we can utilize a limited amount of orientations to ensure the accuracy. Furthermore, motivated by the fact that the dimension of basis vector (column vectors of $U$) in (3) is the same as original Gabor filters, we can regard basis vectors as LGFs of original Gabor filters to reduce the complexity as well as guarantee the performance.

Different from existing work, we propose a new model to bridge LGFs and deep neural networks for nonlinear feature representation for samples with orientation changes. To be specific, our framework, i.e., OCNs, simultaneously considers finding effective oriented filter bank and learning high-level features from inputs, whereas these existing methods do not embrace the effectiveness of feature learning with orientation changes. We propose a novel method for obtaining effective LGFs and the corresponding coefficients in a matrix factorization framework. Since the sparsity of the coefficients can be increased by the propagation of low-rank structure, we propose an effective integration strategy for the local and global structure, which correspond to sparse coding and low-rank representation, leading to effective LGFs. Then, it is possible to determine responses of any arbitrary oriented filters without explicitly applying those filters. We believe that LGFs is complementary with the existing deep neural networks methods since it is able to incorporate the merits of exiting methods into DCNNs. To the best of our knowledge, this is the first attempt to integrate LGFs and DCNNs. Our method is also significantly from [10], which just modulates the convolutional filter with the empirically selected Gabor filter bank.

The main contributions in this paper are summarized as follows:

1) We define LGFs and the corresponding coefficients in a matrix factorization framework. To achieve effective LGFs, we promote the sparsity of coefficients by propagating the low-rank structure.

2) The proposed LGFs is formulated as an optimization problem with a well-defined objective function, we then design an effectively iterative algorithm to seek for the solution of the constrained optimization problem.

3) We propose OCNs by modulating the basic element of DCNNs based on LGFs with existing deep learning architecture, which considers LGFs and deep neural networks simultaneously, enforcing the network compact while still obtaining satisfied feature representation ability with orientation changes.

### III. LANDMARK GABOR FILTERS

In this section, we introduce our LGFs for manipulating the convolution filter in DCNNs. The basic purpose of our method is presenting a way for finding effective oriented filter bank, which can employ a limited amount of oriented filters for the accuracy.

We first calculate $n$ rotated versions of the Gabor filters $G(u, v)$ based on Eq. (2) and then re-arrange each version into a column vector and then build the matrix $X \in R^{m \times n}$. Based on matrix factorization, we propose to find matrices $U \in R^{m \times p}$ and $V \in R^{p \times n}$ whose product can approximate $X$ via $\min_{U,V} \|X - UV\|^2_p$. To capture the global structure for the set of oriented filters, we put a constraint of low-rank on the LGFs and coefficients for a low-rank representation $U$ and $V$. Based on $V$, we propose to find matrices $Y \in R^{p \times q}$ and $Z \in R^{q \times n}$ whose product can best approximate $V$ via the constraint $V = YZ$ and enforce a sparsity constraint on $Z$ for a sparse representation $Z$. It is formulated as follows

$$
\min_{U,V,Y,Z} \|X - UV\|^2_p + \lambda \text{rank}(U) + \mu \text{rank}(V) + \gamma \|Z\|_0 \text{ s.t. } V = YZ,
$$

where $\lambda > 0$, $\mu > 0$, $\gamma > 0$ are the tradeoff parameters. Note that the objective function in (7) is NP-hard for the rank function $\text{rank}(\cdot)$ and the $l_0$-norm $\|\cdot\|_0$ on their minimizations. As is known, the nuclear norm $\|\cdot\|_*$ is widely adopted and has been proved to be the convex envelop of $\text{rank}(\cdot)$. Meanwhile, the $l_1$-norm $\|\cdot\|_1$ has been demonstrated as an effective approximations of $l_0$-norm $\|\cdot\|_0$. Then we can obtain:

$$
\min_{U,V,Y,Z} \|X - UV\|^2_p + \lambda \|U\|_* + \mu \|V\|_* + \gamma \|Z\|_1 \text{ s.t. } V = YZ,
$$

where the nuclear norm $\|U\|_* = \sum_i s_i$, $s_i$ is the singular value of the matrix $U$ and likewise $\|V\|_*$. Obviously, with the propagation, the sparse representation $Z$ can encode with both the global and local structure. Since $U \in R^{m \times p}$, $Y \in R^{p \times q}$ and $UY \in R^{m \times q}$, each column of $UY$ can be seen as a LGF capturing high-level features of the original oriented
filter. To better deal with the noise, i.e., Gaussian noise, we relax the constraint of (8). This yields the optimization problem as follows:

\[
\min_{U,V,Y,Z} \|X - UV\|_F^2 + \lambda \|U\|_* + \mu \|V\|_* + \gamma \|Z\|_1
+ \rho \|V - YZ\|_F^2, \tag{9}
\]

where least squares, nuclear-minimizations and \(l_1\)-minimizations are involved in (9). The problem to be solved in (9) is non-convex regarding joint \((U, V, Y, Z)\). We then employ the efficient iterative algorithm [35] to seek for the solution of the optimization problem in (9). We solve the nuclear-minimization and \(l_1\)-minimization in (9) by the Singular Value Shrinkage Thresholding algorithm (SVT) [36] and the Iterative Shrinkage Thresholding algorithm (IST) [37], respectively, which are defined in the following.

**Lemma 1** (Iterative Shrinkage Thresholding [37]) Given a matrix \(M\) and a positive number \(\tau\), the following minimization

\[
\min_{X} \tau \|X\|_1 + 1/2 \|X - M\|_F^2 \tag{10}
\]

has a global optimal solution in the closed form

\[
X = \text{sign}(M) \max(0, |M| - \tau). \tag{11}
\]

**Lemma 2** (Singular Value Shrinkage Thresholding [36]) Given a matrix \(M = USV^T\) and a positive number \(\tau\), the following minimization

\[
\min_{X} \tau \|X\|_* + 1/2 \|X - M\|_F^2 \tag{12}
\]

has a global optimal solution in the closed form

\[
X = U \text{sign}(S) \max(0, |S| - \tau) V^T. \tag{13}
\]

Based on the Alternating Direction Minimization (ADM) strategy, we divide the objective function into the following subproblems:

1. **Y-Subproblem**: The Y-subproblem is shown as

\[
Y^* = \arg \min_{Y} \rho \|V - YZ\|_F^2, \tag{14}
\]

Taking the derivative with respect to \(U\) and then enforcing it to be zero, we obtain the closed-form solution as:

\[
Y^* = V^T Z (Z^T Z)^{-1}. \tag{15}
\]

2. **Updating U**: The LGFs \(U\) is updated by

\[
U^* = \arg \min_{U} \|X - UV\|_F^2 + \lambda \|U\|_* \tag{16}
\]

3. **Updating V**: The coefficient \(V\) with respect to \(U\) is updated by

\[
V^* = \arg \min_{V} \|X - UV\|_F^2 + \lambda \|V\|_* + \rho \|V - YZ\|_F^2, \tag{17}
\]

4. **Updating Z**: The coefficient \(Z\) regarding \(Y\) is updated by

\[
Z^* = \arg \min_{Z} \gamma \|Z\|_1 + \rho \|V - YZ\|_F^2, \tag{18}
\]

We solve the subproblems corresponding to \(U\) and \(V\) by the SVT algorithm. IST can be adopted to deal with the subproblem corresponding to \(Z\). For clarification, we summarize the optimization procedure in Algorithm 1.

**Algorithm 1**: Algorithm of the proposed LGFs

**Input**: Set of oriented filters \(X = [x_1, x_2, \ldots, x_n] \in \mathbb{R}^{m \times n}\), regularization parameters \(\rho, \lambda, \mu, \gamma\).

**Output**: Basis matrix \(U, Y\) and coefficient matrix \(V, Z\).

**Initialize**: Randomly initialize \(U, V, Y, Z\) and set \(i = 1\).

**repeat**

- Fix \(U, V, Y, Z\), update \(Y\) by updating rule (15);
- Fix \(V, Y, Z\), update \(U\) according to Eq. (16);
- Fix \(U, Y, Z\), update \(V\) according to Eq. (17);
- Fix \(U, V, Y\), update \(Z\) according to Eq. (18);

**until** convergence;

**Convergence Analysis**: The problem in (9) is not convex regarding the joint variables \((U, V, Y, Z)\). The objective function in (9) is convex regarding each single variable in \((U, V, Y, Z)\) since only \(l_1\)-norm, Frobenius-norm and nuclear-norm are involved and all of them are convex functions.

In the following, we theoretically show that the optimal solution \((V, Z)\) to (9) is the final clustering result. Inspired by [38] that we can explicitly pursue the block-diagonal structure in the matrix factorization framework, we give a theoretical proof of the optimal solution \((V, Z)\) is block diagonal. Meanwhile, we also show why \(Z\) is more proper as the coefficient.

**Theorem 1**: Let \(X \in \mathbb{R}^{m \times n}\) be a set of oriented filters whose columns are sampled from a union of subspaces which are independent. Assume that \(X\) has been sorted based on the subspaces, i.e., \(X = [x_1, x_2, \ldots, x_n] \Gamma\), where \(\Gamma\) is an permutation matrix specifying subspaces of original oriented filters. Then there is the optimal solution \((V, Z)\) to (9) with \(V\) and \(Z\) being both block diagonal, i.e., there are just connections within subspace and no connection between subspaces.

**Proof**: Let \((V, Z)\) be the optimal solution to (9). Note that different subspaces distinguish each other with different oriented basis filters, i.e., LGFs, we can use the oriented basis filter to represent the subspace for clarity. Since \(V\) is a solution of the nuclear norm problem in (9), then \(v_i\) is a vector of minimum nuclear norm satisfying \(x_i = U v_i\). Let us decompose \(v_i\) as \(v_i = v_i + h_i\), where \(v_i\) denotes the coefficient recovered from the true basis filter of \(x_i\) and \(h_i\) denotes the coefficient recovered from the other basis filter. Now we just need to prove \(h_i = 0\). Then, for any oriented filter \(x_i\), since \(v_i = v_i + h_i\), we have \(x_i = U v_i = U (v_i + h_i) = U v_i + U h_i\). Moreover, since \(x_i \in U_i\), \(U v_i \in U_i\) and \(U h_i \notin U_i\), we can obtain \(U h_i = 0\). Based on the fact that \(v_i\) and \(h_i\) have disjoint subset of indices, if \(h_i = 0\) is assumed, we can obtain \(\|v_i\|_* < \|v_i + h_i\|_* = \|v_i\|_*\), which contradicts the optimality of \(v_i\). Then, \(h_i = 0\) and \(V\) is block diagonal.

Moreover, based on \(V\), if \(Z\) is the solution of the \(l_1\)-norm problem in (9), then \(z_i\) is a vector of the minimum \(l_1\)-norm satisfying \(x_i = W z_i\). Let us decompose \(z_i\) as \(z_i = z_i + o_i\), where \(z_i\) denotes the coefficient recovered from the true basis
filter of $x_i$ and $o_i$ denotes the coefficient recovered from the other basis filter. As above, we just need to prove $o_i = 0$. Since $z_i = z'_i + o_i$, then $x_i = Wz_i = W(z'_i + o_i) = Wz_i + W_o$. The weights $o_i$ can be obtained. Besides, since $x_i \in W_i, Wz_i \in W_i$ and $W_o \notin W_i$, we can obtain $W_o = 0$. Since $z_i$ and $o_i$ have the disjoint subset of indices, if $o_i \notin 0$ is assumed, we can obtain $||z'_i|| < ||z_i + o_i|| = ||z_i||$, which contradicts the optimality of $z_i$. Therefore, we can obtain $o_i = 0$ and $Z$ is block diagonal, which concludes the proof.

Since the solution $V$ may not be unique, which has been proved in [39], Theorem 1 is not able to ensure that any optimal $V$ is block diagonal with an unknown permutation $\Gamma$. However, according to Theorem 1, any optimal $Z$ can be guaranteed to be block diagonal under an unknown permutation $\Gamma$. This also explains why we choose $Z$ instead of $V$ as our coefficient. Moreover, we can observe that $Z$ incorporates both the global and local structure of original oriented filters. However, $V$ just encodes the global structure. Then, $UY \in R^{m \times q}$ with the coefficient $Z \in R^{q \times n}$ is used as our LGFs.

IV. ORIENTATION CONVOLUTIONAL NETWORKS

In order to incorporate the orientation and scale information into OCNs, we modulate the convolutional filters in standard CNNs with LGFs. Then, the corresponding convolutional features in OCNs can be enhanced. Unlike standard DCNNs, which express the dimensions of the weight per layer as $C_{out} \times C_{in} \times W \times W$, OCNs denote it as $C_{out} \times C_{in} \times N' \times W \times W$, where $W \times W$ is the size for the filter, $N'$ is the channel, $C_{out}$ and $C_{in}$ refer to the channel for the corresponding feature maps. Here, $N'$ is set by the number of orientations $U$. For the given scale $v$, we define the modulated procedure using LGFs in DCNNs as:

\[ C_{i,u}^v = C_{i,o} \odot LG(u,v), \]

where $C_{i,o}$ denotes the learned filter and $\odot$ is an operation for the element-by-element product between each 2D filter of $C_{i,o}$ and $LG(j,v)$. $C_{i,j}^v$ is the modulated one. The obtained modulated convolution filters are defined as:

\[ C_{i}^v = \{C_{i,1}^v, C_{i,2}^v, ..., C_{i,U}^v\}. \]

For each scale, we can achieve enhanced features in this way. In the following, we omit the scale $v$ to simplify the description process.

The obtained modulated convolution filters are basic element of OCNs, which can generate feature maps encoding the orientation and scale information. The output feature map $F$ in OCNs is defined as:

\[ \hat{F}_{i,k} = \sum_{n=1}^{N'} F^n \odot C_{i,u= k}^n \]

where $N'$ refers to the channel, $F$ is the input feature map, $n$ is the $n$-th channel of $F$. $C_{i,u}^n$ refers to the $k$-th response of $F_i$.

In OCNs, the weights contained in the forward convolution process are the modulated convolution filters. However, the weights needed to be saved are just the learned filters. Then, we update the learned filter $C_{i,o}$ in the back-propagation (BP) process. By summing up the gradient of all filters in the modulated convolution filters, we can obtain:

\[ C_{i,o} = C_{i,o} - \eta v, \]

\[ v = \frac{\partial Loss}{\partial C_{i,o}} = \sum_{u=1}^{U} \frac{\partial Loss}{\partial C_{i,u}} \odot LG(u,v), \]

where Loss refers to the loss function and $\eta$ is the learning rate in the BP process. It can be found that the BP process in our method is the same as the standard BP process and we just need to update the learned convolution filters $C_{i,o}$, resulting in a more compact and efficient model.

V. EXPERIMENTS AND ANALYSIS

In this section, we implement OCNs based on the conventional CNNs and the ResNet, which are listed in Fig. 2. We evaluate the proposed OCNs on MNIST digital recognition dataset, the rotated version MNIST-rot dataset, CIFAR-10 dataset, CIFAR-100 dataset. NVIDIA GeForce GTX 1080Ti is used in our experiment. We first investigate how parameters in (9) influence the performance and show the selection of parameters in the experiment.

A. Parameters Selection

To investigate how parameters $(\rho, \mu, \lambda, \gamma)$ in (9) influence the performance, we use $D = \frac{\sum_{i=0}^{N} |X| \cdot |\hat{X}|}{|X| |\hat{X}|}$ as a measurement of the approximation degree of original oriented filters. We seek for $(\rho, \mu, \lambda, \gamma)$ corresponding to the maximal degree of approximation. Then the problem becomes seeking for the maximal $D$.

For clarity, we employ the original set of oriented filters in the following. The set of oriented filters are based on the Gabor filter and generated as: the central frequency $F = 16$ and the orientation sample interval of $5'$ are used. For Gabor filters with central frequency $16$, $5'$ LGFs are used. Since the initial result shows that parameters should be set to small values, we choose in $\{0.001, 0.005, 0.01, 0.05, 0.1, 0.5\}$ for investigations. To reduce the computation complexity, we first set $\rho = \mu = \gamma$ and find the optimal $\lambda$. Then we find the optimal $\rho, \mu, \lambda$ with the fixed optimal $\gamma$. Likewise, we set $\rho = \gamma$ and find the optimal $\mu$. Then we find the optimal $\rho, \gamma$ with the fixed optimal $\mu$. According to Fig. 1, we can set $\rho = 0.05, \mu = 0.05, \gamma = 0.05, \lambda = 0.05$ for the four parameters for simplicity.

B. MNIST and MNIST-rot

MNIST dataset has 60,000 data points used for training and 10,000 data points used for testing. For our method, we set the

| SIZE    | 10-20-40-80 | 20-40-80-160 |
|---------|-------------|--------------|
| 5 × 5   | 0.58        | 0.59         |
| 3 × 3   | 0.62        | 0.60         |

TABLE I: Error rate (%) on MNIST when $V=1$. 


TABLE II: Error rate (%) on the MNIST when V=4.

| SIZE      | 10-20-40-80 | 20-40-80-160 |
|-----------|-------------|--------------|
| 5 x 5     | 0.57        | 0.51         |
| 3 x 3     | 0.62        | 0.59         |

TABLE III: Error rate (%) on the MNIST of different orientations.

| SIZE      | 2  | 3  | 4  | 5  | 6  | 7  |
|-----------|----|----|----|----|----|----|
| 5 x 5     | 0.56| 0.54| 0.51| 0.43| 0.44| 0.48|
| 3 x 3     | 0.623|0.58 |0.59 |0.54 |0.54 |0.59 |

batch size as 128 and the weight decay as 0.00005. Meanwhile, the initial learning rate is set as 0.001 and the learning rate is reduced to half per 10 epochs. In the following, we show the performance of our method on the testing set based on the average 5 runs after 50 epochs. For baselines, we tune their parameters to achieve the best results. For comparison, we use different algorithms including STN [32], TI-Pooling [30], GCNs [10] and ORNs [9]. For clarity, in OCNs, we use OConv (OC) as the name of the enhanced convolution filter which is modulated with LGFs generated by our method.

Note that network structures of conventional CNNs, ORNs and ours are shown in Fig. 2. It can be seen that Max-pooling and ReLu are used after convolutional layers for all network structures. Meanwhile, dropout layer is used for avoiding over-fitting. For comparison with the other CNNs, the size of similar model is guaranteed by reducing the width of the convolutional kernel [33] as done in ORNs. We first test several scales for different OCNs layers, i.e., V = 1, V = 4. According to Tables I-II, we can observe that the performance of V = 4 is better than that of V = 1 in terms of error rate. The number of orientations is also evaluated in Table III when V = 4, which shows that OCNs can achieve satisfied performance when 3 to 7 orientations are used. It can be found that enough orientation channels are needed to capture the oriented information.

We also compare the proposed OCNs with the baseline methods on MNIST and MNIST-rot dataset. As is shown in Table IV, the last two columns show the performance comparison in terms of the error rate. When compared with the baseline conventional CNNs, OCNs show better performance with 3 x 3 kernel size but using fewer parameters of CNNs. Besides, it can be observed that the testing error of OCNs with 5 x 5 and 7 x 7 kernel size is 0.55% on MNIST-rot and 0.40% on MNIST dataset. It is due to the fact that larger kernel sizes have more oriented information. Besides, we list the corresponding computation time of compared methods, which demonstrate that OCNs are more effective than other state-of-art baseline models. Table IV also shows that a larger OCNs can indeed produce better performance, which validates that oriented filters approximated by our method help to achieve the robustness to rotation variations.

C. CIFAR10 and CIFAR100

The CIFAR dataset which contains CIFAR-10 and CIFAR-100 is used for classification issue of the natural image. It has
Fig. 2: Network structure of CNN, ORN and OCNs.

TABLE IV: Performance comparison on the MNIST.

| Method                  | network stage kernel | Error(%)   | MNIST | MNIST-rot |
|-------------------------|----------------------|------------|-------|-----------|
| Baseline CNN            | 80-160-320-640       | 3.08       | 0.73  | 2.82      |
| STN                     | 80-160-320-640       | 3.20       | 0.61  | 2.52      |
| TIpooling(×8)           | (80-160-320-640)(×8) | 3.08       | 50.21 | -         |
| ORN4(ORAlign)           | 10-20-40-80          | 0.49       | 9.21  | 0.57      | 1.69      |
| ORN8(ORAlign)           | 10-20-40-80          | 0.96       | 16.01 | 0.59      | 1.42      |
| ORN4(ORPooling)         | 10-20-40-80          | 0.25       | 4.60  | 0.59      | 1.84      |
| ORN8(ORPooling)         | 10-20-40-80          | 0.39       | 6.56  | 0.66      | 1.37      |
| GCN4(3 × 3)             | 10-20-40-80          | 0.25       | 3.45  | 0.63      | 1.45      |
| GCN4(5 × 5)             | 10-20-40-80          | 0.51       | 10.45 | 0.49      | 1.26      |
| GCN4(7 × 7)             | 10-20-40-80          | 1.86       | 23.85 | 0.48      | 1.10      |
| GCN4(3 × 3)             | 20-40-80-160         | 0.78       | 6.67  | 0.56      | 1.28      |
| GCN4(5 × 5)             | 20-40-80-160         | 0.51       | 10.45 | 0.49      | 1.26      |
| GCN4(7 × 7)             | 20-40-80-160         | 1.86       | 23.85 | 0.48      | 1.10      |
| GCN4(5 × 5)             | 20-40-80-160         | 0.92       | 10.80 | 0.46      | 1.33      |
| GCN4(7 × 7)             | 20-40-80-160         | 3.17       | 25.17 | 0.42      | 1.20      |
| GCN4(3 × 3)             | 20-40-80-160         | 0.25       | 3.43  | 0.62      | 0.81      |
| GCN4(5 × 5)             | 20-40-80-160         | 0.78       | 6.51  | 0.59      | 0.70      |
| GCN4(7 × 7)             | 20-40-80-160         | 0.51       | 9.47  | 0.57      | 0.55      |
| OCN4(3 × 3)             | 20-40-80-160         | 1.86       | 22.79 | 0.51      | 0.65      |
| OCN4(5 × 5)             | 20-40-80-160         | 0.92       | 12.70 | 0.41      | 0.56      |
| OCN4(7 × 7)             | 20-40-80-160         | 3.47       | 29.02 | 0.40      | 0.55      |

Fig. 3: The residual block. The former two are used for ResNet. The third one is small kernel for OCNs. The last one in large kernel for OCNs.

50,000 images used for training and 10,000 images used for testing. CIFAR-10 consists of 10 classes with 6,000 images contained per class and CIFAR-100 has 100 classes with 600 images contained per class. The size of each colored image is 32 × 32.

The network structure used is based on ResNet [34]. For clarity, with the enhanced convolution filter as above, we use OCN-ResNets as the name of the network. For baselines, we tune their related parameters to achieve the best results. Table V depicts results of different algorithms such as NIN [40] and ResNet. On CIFAR-10, Table IV indicates that OCN-ResNets indeed improve the performance both in the different numbers of parameters and kernel size compared with the baseline ResNet. Furthermore, the result compared with the Wide Residue Network (WRN) [33] shows that OCN-ResNets
TABLE V: Performance comparison on the CIFAR-10 and the CIFAR-100.

| Method     | Error on CIFAR-10 (%) | Error on CIFAR-100 (%) |
|------------|-----------------------|------------------------|
| NIN        | 8.81                  | 35.67                  |
| VGG        | 6.32                  | 28.49                  |
| ResNet-110 | 16-16-32-64           | 1.7                    | 6.43                    | 25.16                  |
| ResNet-1202| 16-16-32-64           | 10.2                   | 7.83                    | 27.82                  |
| GCN2-110   | 12-12-24-45           | 1.7/3.3                | 6.34/5.62               | -                      |
| GCN2-110   | 16-16-32-64           | 3.4/6.5                | 5.65/4.96               | 26.14/25.3             |
| GCN4-110   | 8-8-16-32             | 1.7                    | 6.19                    | -                      |
| GCN4-40    | 16-16-32-64           | 2.2                    | 5.34                    | 25.63/25.5             |
| OCN2-110   | 12-12-24-45           | 1.7/3.3                | 6.32/5.34               | -                      |
| OCN2-110   | 16-16-32-64           | 3.4/6.5                | 5.65/4.95               | 26.35/25.5             |
| OCN4-110   | 8-8-16-32             | 1.7                    | 6.07                    | -                      |
| OCN4-40    | 16-32-64-128          | 4.5                    | 4.95                    | -                      |
| WRRN-40    | 64-64-128-256         | 8.9                    | 4.53                    | 21.18                  |
| WRN-28     | 160-160-320-640       | 36.5                   | 4.00                    | 19.25                  |
| GCN4-40    | 16-64-128-256         | 17.9                   | 4.41                    | 20.73                  |
| GCN4-40    | 16-32-64-128          | 8.9                    | 4.65                    | 21.75                  |
| GCN4-40    | 16-64-128-256         | 17.6                   | 3.88                    | 20.13                  |
| GCN4-40    | 16-64-128-256         | 17.9                   | 4.21                    | 20.76                  |
| GCN4-40    | 16-32-64-128          | 8.9                    | 4.75                    | 22.04                  |
| OCN3-40    | 64-64-128-256         | 17.6                   | 3.76                    | 19.45                  |

can still obtain a better performance when OCN-ResNets are half the size of WRN, demonstrating its advantage in terms of the model efficiency. Due to the huge parameters of WRN and more categories in CIFAR-100 data set, we can still observe that WRN better performs on CIFAR-100 data set. In addition, according to Fig. 4, we can observe that the top improved categories in CIFAR10 dataset are truck (3.5%), bird (2.6%), and deer (3.0%), indicating significant scale variations exist within category. It demonstrates that OCN-ResNet indeed enhances the capability of dealing with scale variation.

D. SVHN dataset

The Street View House Numbers (SVHN) dataset [41] is an image dataset. It has 32 × 32 images centered around a single character like MNIST. There are 531,131 additional images in this dataset. In the experiments, we do not use the additional images for all models. For such dataset, we implement OCNs based on ResNet. Specifically, the spatial convolutional layers are replaced with the OCconv layer based on modulated convolution filters, resulting in OCN-ResNet. Besides, the bottleneck structure is not adopted due to the fact that 1 × 1 kernel does not propagate any information of modulated convolution filters. The whole network is divided into 4 stages by ResNet. To ensure that the proposed OCNs method has the similar model size as the compared ResNet, we adjust the depth and width of the network. In our experiment, the hyper-parameters for 40-layer and 28-layer OCN-ResNets are set the same as ResNet. The network stage is set as 16-16-32-64. In Table VI, the performances of different methods are shown. OCN-ResNet has much smaller parameter size than VGG model, yet an improved performance with 1.32% is obtained. Without an increased parameter size, the OCN-ResNet shows a better performance than ResNet and GCNs respectively, which demonstrates the effectiveness of OCN-ResNet for real world images.

TABLE VI: Performance comparison on the SVHN without using the additional training set.

| Method     | VGG | RESNET-110 | ORN4-40 | ORN4-28 | GCN4-40 | GCN4-28 | OCN4-40 | OCN4-28 |
|------------|-----|------------|---------|---------|---------|---------|---------|---------|
| PARAMS(M)  | 20.3| 1.7        | 2.2     | 1.4     | 2.2     | 1.4     | 2.2     | 1.4     |
| ACCURACY(%)| 95.66| 95.8      | 96.35    | 96.19   | 96.9    | 96.86   | 97.1    | 96.98   |

VI. CONCLUSION

This paper studies the problem of obtaining effective oriented filters, i.e., LGFs, and proposes a new deep learning model by combining LGFs and DCNNs for enhanced representations. The main contribution is designing LGFs, as well as improving state-of-the-art DCNNs architectures on the generalization ability towards orientation and scale variations. LGFs can be easily implemented on the exiting architectures and the whole process of designing LGFs is flexible and extensible, which makes it better modulate the standard filter in DCNNs. Experimentally, OCNs significantly outperform the baselines, obtaining the state-of-the-art performance over benchmarks.
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