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Abstract

In this article, we present a parallel recursive algorithm based on multi-level domain decomposition that can be used as a preconditioner to a Krylov subspace method to solve sparse linear systems of equations arising from the discretization of partial differential equations (PDEs). We tested the effectiveness of the algorithm on several PDEs using different number of sub-domains (ranging from 8 to 32768) and various problem sizes (ranging from about 2000 to over a billion degrees of freedom). We report the results from these tests; the results show that the algorithm scales very well with the number of sub-domains.

1 Introduction

Domain decomposition methods are a class of numerical techniques that are used to solve large scale boundary value problems on complex domains using several processors. These algorithms are based on the classic principle of “divide and conquer”. In these methods, the domain of interest is divided into a number of sub-domains and the global problem is reduced to a smaller problem defined only on the interfaces between the sub-domains. The solution to the interface problem provides the necessary and sufficient
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conditions required to split the global problem into a set of independent problems defined on each sub-domain. These sub-problems are easier (with respect to mesh generation) and cheaper (with respect to storage and operation count) to solve compared to the global problem; moreover, they can be solved concurrently. For a good review on different domain decomposition methods, we refer the reader to [22, 21, 14] and references therein.

The technique of domain decomposition can be applied to both linear and nonlinear problems but, we only focus on linear problems in this article. In particular, we restrict our attention to sparse linear systems of equations that are generated by discretization and perhaps linearization of partial differential equations (PDEs). Furthermore, we are only concerned with discretizations using the finite element method (FEM) although, the methods discussed here could potentially be applied to other types of discretizations as well.

The interface problem forms the core of any domain decomposition method. It is typically solved (possibly only approximately) using an iterative algorithm because using a direct method would be too expensive. In fact, the matrix (required for a direct method) corresponding to the interface problem is seldom constructed explicitly as it would involve solving the sub-domain problems several times. A major challenge faced by domain decomposition methods is the fact that the size of the interface problem grows as the number of sub-domains increases. For single-level domain decomposition methods, an increase in the interface problem size translates to an increase both in the number of iterations required to solve the problem as well as the cost per iteration; this critically limits the scalability of these methods with respect to the number of sub-domains. Two-level domain decomposition methods [6, 7, 12] attempt to address this issue by solving an additional coarse global problem, known as Coarse Grid Correction, coupling all the sub-domains at each iteration. This makes the number of iterations (equivalently, the convergence rate of the algorithm) required to solve the problem independent of the number of sub-domains but, the cost of applying the Coarse Grid Correction grows with the number of sub-domains. Besides, the Coarse Grid Correction is problem dependent and it is not straightforward to apply these methods to solve arbitrary PDEs; these methods have mostly only been applied to solve structural mechanics problems. Multi-level domain decomposition techniques [10, 8] take a different approach - they construct a hierarchy of interface problems using hierarchical domain decomposition such that the interface problem size at any level of the hierarchy is independent of the total number of sub-domains. These interface problems are nested, i.e., to solve the interface problem at any level
of the hierarchy we need to solve the interface problems at the level immediately below it. It would be too expensive to solve these interface problems exactly; hence, an incomplete factorization is used instead. Due to these approximations, the performance of these methods depends on the number of levels in the hierarchy. As the number of subdomains increases so does the number of levels in the hierarchy; this typically results in a deterioration in the performance of these algorithms.

In this work, we use a different technique to address the problem described above. Our algorithm uses a hierarchical domain decomposition framework as well but, it is distinct from existing multi-level methods in many respects. Presently, we have only applied this method to solve two dimensional PDEs on long and thin domains. This type of computational domain configuration is common in many problems of significant practical importance. For example, it is used to model oil pipelines [11, 18], electric power lines [23], nuclear fuel pins [17, 16] and arteries [9, 13].

The next section describes how we construct our hierarchical domain decomposition. Our multi-level solver is presented in Section 3. In Section 4 we report on some numerical experiments performed using this algorithm. The paper ends with some concluding remarks.

2 Hierarchical Domain Decomposition

Consider a domain whose length is much greater than its width. As mentioned earlier, we only focus on such domains in this paper. Let us suppose that the domain is divided along its length into a number of non-overlapping sub-domains. Also, assume that the number of sub-domains is a power of two; this assumption is made mainly for ease of exposition and implementation.

We organize the sub-domains into a nested hierarchy using a binary tree data structure [5]. Each node of the tree has at most two child nodes. The root of the binary tree is at level 0 of the tree and the children of any node in the tree are at one level greater than that node’s level. The height of the tree is the greatest level in the tree.

The root of the tree represents the entire domain. First, we divide the domain equally along its length into two non-overlapping sub-domains. These sub-domains form the left and right children of the root. Each of these sub-domains is further split into two non-overlapping sub-domains in a similar manner; these sub-domains form the next level of the tree. The procedure is applied recursively until a pre-determined level. The sub-domains corre-
Figure 1: Binary tree based domain decomposition. A is the root of the tree that represents the full domain. B and C are pseudo sub-domains. D, E, F and G are the true sub-domains. The height of the tree is 2.

Figure 1 illustrates this hierarchical domain decomposition.

3 Recursive Schur Decomposition Preconditioner

Now, we will describe how we use the hierarchical domain decomposition presented in Section 2 to solve a sparse linear system of equations represented as: $Ku = f$; $K$ is a sparse matrix, $f$ is the right hand side vector and $u$ is the unknown solution vector. In this paper, we will focus on systems of equations that are generated by applying the finite element method to discretize linear (or linearizations of nonlinear) PDEs. We solve this problem using a Krylov subspace method (GMRES to be precise) [20] with a multi-level algorithm as preconditioner. We describe the algorithm first for the case when there are only two sub-domains (Section 3.1) and then for the general case involving several sub-domains (Section 3.2).
3.1 Two Sub-domains

Figure 2 shows a decomposition of a domain into two non-overlapping sub-domains. The sub-domain on the left is denoted by \( L \) and the one on the right is denoted by \( R \). The interface between the sub-domains is denoted by \( I \). The part of the sub-domain that remains after excluding the interface is denoted by \( V \). The subscript on \( V \) refers to the corresponding sub-domain.

Using the above notation, we can write the system of linear equations as shown in Equation (3.1). The subscripts \( L \), \( R \) and \( I \) denote the degrees-of-freedom corresponding to \( V_L \), \( V_R \) and \( I \), respectively. Note that \( K_{II} = K_{II}^{(L)} + K_{II}^{(R)} \), where \( K_{II}^{(L)} \) and \( K_{II}^{(R)} \) are the contributions to \( K_{II} \) from \( L \) and \( R \), respectively.

\[
\begin{bmatrix}
K_{LL} & 0 & K_{LI} \\
0 & K_{RR} & K_{RI} \\
K_{IL} & K_{IR} & K_{II}
\end{bmatrix}
\begin{bmatrix}
u_L \\
u_R \\
u_I
\end{bmatrix}
= \begin{bmatrix}
f_L \\
f_R \\
f_I
\end{bmatrix}
\quad (3.1)
\]

Our preconditioner is based on the corresponding Schur complement system [20], which is shown in Equation (3.2).

\[
Su_I = g \\
S = K_{II} - K_{IL}K_{LL}^{-1}K_{LI} - K_{IR}K_{RR}^{-1}K_{RI} \\
g = f_I - K_{IL}K_{LL}^{-1}f_L - K_{IR}K_{RR}^{-1}f_R 
\quad (3.2)
\]

Once \( u_I \) is known, \( u_L \) and \( u_R \) can be computed as shown in Equation (3.3).

\[
u_L = K_{LL}^{-1}f_L - K_{LL}^{-1}K_{LI}u_I \\
u_R = K_{RR}^{-1}f_R - K_{RR}^{-1}K_{RI}u_I 
\quad (3.3)
\]

In our implementation, we invert the sub-domain matrices (\( K_{LL} \) and \( K_{RR} \)) exactly using a direct method. However, this is not necessary and one could use an approximate solver instead.
Note that we neither form $S$ explicitly nor solve Equation (3.2) exactly; instead, we use a few iterations of a Krylov subspace method (GMRES to be precise) and compute an approximate solution ($\hat{u}_I$). Then, we compute approximations to $u_L$ and $u_R$ by substituting $\hat{u}_I$ for $u_I$ in Equation (3.3).

### 3.2 Multiple Sub-domains

Next, we turn our attention to a decomposition involving several sub-domains. We represent this decomposition using a binary tree as described in Section 2. We extend our algorithm from Section 3.1 to this case by applying it to level 1 of the tree. However, we don’t use a direct method to invert the matrices ($K_{LL}$ and $K_{RR}$) corresponding to the two pseudo sub-domains.

Note that each of these pseudo sub-domains is itself a root of a sub-tree. So, we could compute an approximate solution to the linear systems involving $K_{LL}$ and $K_{RR}$ by applying the algorithm from Section 3.1 to level 1 of these sub-trees or equivalently level 2 of the original tree. This process can be applied recursively until we reach the last level (leaves) of the original tree. We can then invert the matrices ($K_{LL}$ and $K_{RR}$) corresponding to the true sub-domains exactly using a direct method or, as mentioned earlier in Section 3.1, using an approximate solver.

Note that we need to invert (approximately) each of the matrices $K_{LL}$ and $K_{RR}$ at three steps in the algorithm: (1) computing $K^{-1}_{LL}f_L$ and $K^{-1}_{RR}f_R$ in Equation (3.2) and Equation (3.3), (2) computing $K^{-1}_{LL}K_{LI}v$ and $K^{-1}_{RR}K_{RI}v$ for some vector $v$ for evaluating the matrix-vector product (MatVec) $Sv$, which is required at each iteration of the Krylov solver used to solve Equation (3.2) and (3) computing $K^{-1}_{LL}K_{LI}u_I$ and $K^{-1}_{RR}K_{RI}u_I$ in Equation (3.3). It will be too expensive to apply the overall preconditioner if we use the recursive process described above in each of these three steps.

We would like to point out that in the second and third steps $K^{-1}_{LL}$ and $K^{-1}_{RR}$ are always applied to a very sparse vector because most of the rows of $K_{LI}$ and $K_{RI}$ are zero. To be precise, the rows of this vector that correspond to nodes of the mesh that are not adjacent to a node on the interface are zero. We replace the recursive process in the second and third steps with a different approximation based on this observation. We continue to use the recursive process in the first step.

Let $w$ be a sparse vector as described above, $V$ represent some pseudo sub-domain and $\hat{V}$ represent the true sub-domain contained in $V$ that shares the same interface as $V$. Consider the example shown in Figure 1: if $V$ is B then $\hat{V}$ is E and if $V$ is C then $\hat{V}$ is F. In the second and third steps, we approximate $K^{-1}_{VV}w$ as follows: (1) restrict $w$ to $\hat{V}$, (2) apply $K^{-1}_{\hat{V}\hat{V}}$ to the
restricted vector and (3) prolongate the result back to \( V \) by inserting zeros in the portion of the vector that does not belong to \( \hat{V} \).

### 3.3 Parallel Implementation

In our implementation\(^1\), we assume that the number of true sub-domains is equal to the number of processors and we assign one true sub-domain to each processor. This assumption is made mainly for ease of exposition and implementation. Each interface is assigned to the processor that owns the sub-domain immediately to the left\(^2\) of the interface.

The outermost GMRES solver used for the full system, the inner GMRES solver used for the Schur complement system at each level, and the direct solver used for the local problems on each true sub-domain are all standard components. We used the implementation provided in the PETSc package\[^2\] for these components.

---

**Algorithm 3.1: \( S\text{-MATVEC}(x) \)**

**comment:** Computes \( y = Sx \)

Send \( x \) from \( \hat{L} \) to \( \hat{R} \)

Compute \( \hat{i}(\hat{L}) = K_{\hat{L}L}^{\hat{L}}x \)

Compute \( \hat{i}(\hat{R}) = K_{\hat{R}L}^{\hat{R}}x \)

Compute \( v_{\hat{L}} = K_{\hat{L}L}^{\hat{L}}x \)

Compute \( v_{\hat{R}} = K_{\hat{R}L}^{\hat{R}}x \)

Solve \( K_{\hat{L}L}^{\hat{L}}w_{\hat{L}} = v_{\hat{L}} \)

Solve \( K_{\hat{R}L}^{\hat{R}}w_{\hat{R}} = v_{\hat{R}} \)

Compute \( z(\hat{L}) = K_{\hat{L}L}^{\hat{L}}w_{\hat{L}} \)

Compute \( z(\hat{R}) = K_{\hat{R}L}^{\hat{R}}w_{\hat{R}} \)

Compute \( y(\hat{L}) = \hat{i}(\hat{L}) - z(\hat{L}) \)

Compute \( y(\hat{R}) = \hat{i}(\hat{R}) - z(\hat{R}) \)

Send \( y(\hat{R}) \) from \( \hat{R} \) to \( \hat{L} \)

Compute \( y = y(\hat{L}) + y(\hat{R}) \)

**return** \( (y) \)

---

\(^1\) We used the C++ programming language in our implementation.

\(^2\) This choice is somewhat arbitrary.
The new components in the method are (1) the $S$-MatVec and (2) the Recursive Schur Decomposition (RSD) preconditioner. The pseudocodes for these two components are given in Algorithms 3.1 and 3.2 respectively. In each of these two components, there are only two point-to-point communications between adjacent sub-domains; we also overlap these communications with computations. We used the standard Message Passing Interface (MPI) to handle these communications.

Algorithm 3.2: RSD($K, f, h$)

**comment:** Solves $Ku = f$ approximately

**comment:** $h$ is the height of the tree

if $h = 0$

then Solve $Ku = f$

Recursion: $v_L \leftarrow$ RSD($K_{LL}, f_L, (h - 1)$)

Recursion: $v_R \leftarrow$ RSD($K_{RR}, f_R, (h - 1)$)

Compute $g^L = K_{IL}v_L$

Compute $g^R = K_{IR}v_R$

Send $g^R$ from $\tilde{R}$ to $\tilde{L}$

else

Compute $g = f_I - g^L - g^R$

Solve $Su_I = g$ approximately

Send $\hat{u}_I$ from $\hat{L}$ to $\hat{R}$

Compute $w^L = K_{\hat{IL}}\hat{u}_I$

Compute $w^R = K_{\hat{RI}}\hat{u}_I$

Solve $K_{\hat{IL}}\tilde{z}_L = w_L$

Solve $K_{\hat{RI}}\tilde{z}_R = w_R$

Compute $\tilde{u}_L^* = v_L - z_L$

Compute $\tilde{u}_R^* = v_R - z_R$

return ($\tilde{u}$)

3.3.1 Parallel Time Complexity

Let the number of true sub-domains be $P$, the number of unknowns per true sub-domain be $M$, and the number of $S$-MatVecs used to approximately solve Equation (3.2) be $\gamma$, the time (measured in terms of required floating point operations per processor) taken to apply the overall RSD algorithm once be $F(M, \gamma, P)$, and the time taken to apply the $S$-MatVec once be $G(M)$.
$G(M)$ is dominated by the time taken to solve (probably only approximately) the true sub-domain problem once. If this is done using a fast algorithm such as one Multigrid V-cycle then $G(M) = O(M)$ and if this is done using a direct solver then $G(M) = O(M^3)$.

Then, we have the recurrence relation: $F(M, \gamma, P) = F(M, \gamma, P/2) + O(M) + \gamma G(M)$. By expanding this relation, we can show that $F(M, \gamma, P) = O(\gamma G(M) \log P)$. Thus, the time taken to apply the overall RSD algorithm once grows logarithmically as the number of true sub-domains.

4 Results and Discussion

We tested our algorithm on four problems. The first is the Poisson equation shown in Equation (4.1).

\[-\nabla \cdot \nabla u = f\] (4.1)

The second, Equation (4.2), and the third, Equation (4.3), are two system PDEs where the anisotropy in each variable differs; these equations were previously considered in [19]. The coupling between the $u$ and $v$ variables is weak for Equation (4.2) and very strong for Equation (4.3).

\[-\frac{u_{xx}}{100} - u_{yy} + \frac{v_{yy}}{100} = f\]
\[-\frac{u}{100} - v_{xx} - \frac{v_{yy}}{100} = g\] (4.2)

\[-\frac{u_{xx}}{100} - u_{yy} + 100v = f\]
\[-100u - v_{xx} - \frac{v_{yy}}{100} = g\] (4.3)

The last, Equation (4.4), is the Navier-Lamé equation for elastostatics with the first ($\lambda$) and second (shear modulus, $\mu$) Lamé parameters being 10 and 1, respectively.

\[-\nabla \cdot \nabla \vec{u} + 11\nabla \nabla \cdot \vec{u} = \vec{f}\] (4.4)

All the equations were solved on two dimensional rectangular domains. In all cases, homogeneous Dirichlet boundary conditions were applied on all sides of the domain. In this paper, we used a regular grid with $N$ nodes
We performed several numerical experiments by solving each problem with various sets of parameters: $N$, $P$ and $\gamma$. For each problem, we picked a random solution and used the method of manufactured solutions to construct the right hand side. Starting with a zero initial guess, we solved each problem to a relative tolerance of $1.0 \times 10^{-12}$ in the 2-norm of the residual. We report the number of outermost Krylov iterations, $\beta$, (Tables 1, 4, 7 and 10) required to solve each problem as well as the time taken for the setup (Tables 2, 5, 8 and 11) and solve phases (Tables 3, 6, 9 and 12) in each case.

The setup phase mainly involves creating the regular grid mesh, constructing the binary tree, creating the required MPI communicators, creating the matrices on each sub-domain and allocating memory for the vectors.

All the experiments were performed on the Jaguar supercomputer at Oak Ridge National Laboratory (ORNL). The architectural details for this supercomputer can be found in [15].

We can observe that the convergence rate of the algorithm does not deteriorate as the number of sub-domains increases. Theoretically, we estimated the time taken to apply the multi-level algorithm once to grow logarithmically...
Table 3: Time (in seconds) taken for the solve phase for Equation (4.1).

| N  | P = 8 | P = 128 | P = 2048 | P = 32768 |
|----|-------|---------|----------|-----------|
| 17 | 0.012 | 0.009   | 0.008    | 0.009     |
| 33 | 0.052 | 0.038   | 0.029    | 0.034     |
| 65 | 0.351 | 0.241   | 0.204    | 0.207     |
| 129| 3.21  | 2.31    | 1.87     | 2.12      |

Table 4: Number of outermost Krylov iterations required to solve Equation (4.2).

| N  | P = 8 | P = 128 | P = 2048 | P = 32768 |
|----|-------|---------|----------|-----------|
| 17 | 57    | 25      | 16       | 48        |
| 33 | 87    | 36      | 19       | 69        |
| 65 | 126   | 52      | 25       | 101       |
| 129| 184   | 80      | 33       | 150       |

Table 5: Time (in seconds) taken for the setup phase for Equation (4.2).

| N  | P = 8 | P = 128 | P = 2048 | P = 32768 |
|----|-------|---------|----------|-----------|
| 17 | 0.005 | 0.005   | 0.005    | 0.005     |
| 33 | 0.012 | 0.012   | 0.012    | 0.012     |
| 65 | 0.04  | 0.04    | 0.04     | 0.04      |
| 129| 0.152 | 0.153   | 0.154    | 0.157     |

Table 6: Time (in seconds) taken for the solve phase for Equation (4.2).

| N  | P = 8 | P = 128 | P = 2048 | P = 32768 |
|----|-------|---------|----------|-----------|
| 17 | 0.051 | 0.033   | 0.032    | 0.015     |
| 33 | 0.332 | 0.191   | 0.159    | 0.627     |
| 65 | 4.05  | 2.42    | 1.88     | 8.61      |
| 129| 29.8  | 18.7    | 12.6     | 70.6      |
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Table 7: Number of outermost Krylov iterations required to solve Equation (4.3).

| N  | P = 8 | P = 128 | P = 2048 | P = 32768 |
|----|------|--------|---------|---------|
| 17 | 32   | 17     | 34      | 18      |
| 33 | 49   | 25     | 51      | 26      |
| 65 | 69   | 35     | 74      | 36      |
| 129| 97   | 48     | 102     | 49      |

Table 8: Time (in seconds) taken for the setup phase for Equation (4.3).

| N  | P = 8 | P = 128 | P = 2048 | P = 32768 |
|----|------|--------|---------|---------|
| 17 | 0.005| 0.005  | 0.006   | 0.006   |
| 33 | 0.012| 0.012  | 0.013   | 0.013   |
| 65 | 0.04 | 0.04   | 0.042   | 0.042   |
| 129| 0.153| 0.153  | 0.157   | 0.157   |

Table 9: Time (in seconds) taken for the solve phase for Equation (4.3).

| N  | P = 8 | P = 128 | P = 2048 | P = 32768 |
|----|------|--------|---------|---------|
| 17 | 0.03 | 0.023  | 0.045   | 0.021   |
| 33 | 0.187| 0.139  | 0.204   | 0.148   |
| 65 | 2.28 | 1.67   | 2.64    | 1.86    |
| 129| 16.2 | 11.6   | 18.4    | 12.9    |

Table 10: Number of outermost Krylov iterations required to solve Equation (4.4).

| N  | P = 8 | P = 128 | P = 2048 | P = 32768 |
|----|------|--------|---------|---------|
| 17 | 39   | 18     | 45      | 21      |
| 33 | 57   | 26     | 63      | 29      |
| 65 | 79   | 36     | 86      | 41      |
| 129| 112  | 52     | 119     | 56      |

Table 10: Number of outermost Krylov iterations required to solve Equation (4.4).
cally with $P$ but, in practice the time taken for this seems to be roughly independent of $P$. This suggests that the constants in the complexity estimate are small.

In this work, we did not use any preconditioner for solving (approximately) the Schur complement systems. As a result, the convergence rate for the inner Krylov subspace method used to solve (approximately) these systems deteriorates as the number of unknowns per sub-domain increases. Consequently, if the number of inner Krylov iterations is kept fixed then the quality of the overall multi-level preconditioner deteriorates as $M$ increases. Hence, for a fixed $\gamma$ the number of outermost Krylov iterations required to solve the problem increases as $M$ increases.

For a fixed $M$, $\beta$ appears to be inversely proportional to $\gamma$. Since the time taken to apply the overall preconditioner once is directly proportional to $\gamma$, one might expect the time taken for the solve phase to be unaffected by changing $\gamma$. Nevertheless, increasing $\gamma$ tends to reduce the time taken for the solve phase. This can be attributed to the fact that by reducing $\beta$, we are reducing the number of global synchronous communications (e.g., MPI reductions to compute inner-products of vectors) involving all the processors.

| $N$ | $P = 8$ | $P = 128$ | $P = 2048$ | $P = 32768$ |
|-----|---------|-----------|-----------|-------------|
| 17  | 0.005   | 0.009     | 0.041     | 0.778       |
| 33  | 0.012   | 0.014     | 0.046     | 0.817       |
| 65  | 0.04    | 0.042     | 0.042     | 0.804       |
| 129 | 0.152   | 0.155     | 0.195     | 1.06        |

Table 11: Time (in seconds) taken for the setup phase for Equation (4.4).

| $N$ | $P = 8$ | $P = 128$ | $P = 2048$ | $P = 32768$ |
|-----|---------|-----------|-----------|-------------|
| 17  | 0.036   | 0.022     | 0.055     | 0.278       |
| 33  | 0.217   | 0.117     | 0.297     | 0.484       |
| 65  | 2.61    | 1.32      | 3.07      | 3.12        |
| 129 | 18.4    | 9.43      | 21.2      | 21.4        |

Table 12: Time (in seconds) taken for the solve phase for Equation (4.4).
5 Conclusions

We presented a parallel algorithm using multi-level domain decomposition for solving sparse linear systems of equations. We tested the performance of this algorithm on several PDEs. In all cases, the performance of the algorithm did not deteriorate as the number of sub-domains increased. To our knowledge, this is the first domain decomposition algorithm that has scaled to such a large number of sub-domains. Also, the running time (including the setup phase) for the solver is small. This is a very desirable characteristic particularly in the context of solving nonlinear and transient problems as these involve solving several linear systems of equations.

We can improve the performance of the overall algorithm by using a good preconditioner for the inner Krylov subspace method. Another useful improvement would be to use more processors per sub-domain. By allowing a variable number of processors per sub-domain, we could make the overall algorithm well load balanced even when the distribution of the work load across the domains is not uniform. Finally, we could extend the algorithm to solve three dimensional problems on more general domains by working with two dimensional and three dimensional domain decompositions using quadtrees and octrees instead of binary trees.
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