Regulation of persistent activity in hippocampal mossy cells by inhibitory synaptic potentials

Ross W. Anderson¹ and Ben W. Strowbridge¹,²,³

¹Department of Physiology and Biophysics, ²Department of Neurosciences, Case Western Reserve University School of Medicine, Cleveland, Ohio 44106, USA

The hippocampal formation receives strong cholinergic input from the septal/diagonal band complex. Although the functional effects of cholinergic activation have been extensively studied in pyramidal neurons within the hippocampus and entorhinal cortex, less is known about the role of cholinergic receptors on dentate gyrus neurons. Using intracellular recordings from rat dentate hilar neurons, we find that activation of m1-type muscarinic receptors selectively increases the excitability of glutamatergic mossy cells but not of hilar interneurons. Following brief stimuli, cholinergic modulation reveals a latent afterdepolarization response in mossy cells that can extend the duration of stimulus-evoked depolarization by >100 msec. Depolarizing stimuli also could trigger persistent firing in mossy cells exposed to carbachol or an m1 receptor agonist. Evoked IPSPs attenuated the ADP response in mossy cells. The functional effect of IPSPs was amplified during ADP responses triggered in the presence of cholinergic receptor agonists but not during slowly decaying simulated ADPs, suggesting that modulation of ADP responses by IPSPs arises from destabilization of the intrinsic currents underlying the ADP. Evoked IPSPs also could halt persistent firing triggered by depolarizing stimuli. These results show that through intrinsic properties modulated by muscarinic receptors, mossy cells can prolong depolarizing responses to excitatory input and extend the time window where multiple synaptic inputs can summate. By actively regulating the intrinsic response to synaptic input, inhibitory synaptic input can dynamically control the integration window that enables detection of coincident inputs and shape the spatial pattern of hilar cell activity.
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Research
Results

Bath application of carbachol (CCh) (10 μM), a broad-spectrum cholinergic receptor agonist, prolonged the depolarizing response of hilar mossy cells to brief step stimuli (n = 62 of 63 MCs with ADP amplitude >4 mV tested at 200 msec following step-offset; mean ADP amplitude = 16.6 ± 0.6 mV, n = 62). With brief stimuli (100- to 250-msec duration depolarizing current steps), the primary effect of cholinergic receptor activation was to convert the normally small afterhyperpolarization (AHP) response in MCs into a large afterdepolarization (ADP) (Fig. 1A). In the example shown in Figure 1A, bath application of CCh altered the post-step response without affecting the number of action potentials triggered directly by the depolarization pulse (see inset). Over a subset of MCs with similar suprathreshold step responses, CCh significantly increased the ADP amplitude (P < 0.002, n = 5) (Fig. 1B) without affecting the number of step-evoked APs (P > 0.05). The ability of CCh to reveal latent ADP responses was specific to hilar MCs. We found no change in either the step response or afterpotential amplitude following CCh treatment in hilar fast-spiking interneurons (P > 0.05) (Fig. 1A,B). These experiments focused on modulatory effects of moderate concentrations of CCh (10 μM); we did not determine whether this high degree of cell-type specificity persists when hilar neurons are exposed to high concentrations of cholinergic receptor agonists. The ADP response in MCs did not require spike discharges since weak depolarizing steps that did not evoke APs were effective in triggering ADPs (n = 31 MCs) (Fig. 1C).

Pirenzepine, a selective antagonist of m1-class muscarinic receptors (including m1, m3, and m5 receptors; Dörje et al. 1991; Mansfield et al. 2003), reversibly blocked ADP responses triggered by step depolarizations in CCh (mean ADP amplitude reduced from 13.6 ± 1.4 to 1.90 ± 0.6 mV, 86.1% reduction, P < 0.001, n = 5) (Fig. 2A). By contrast, the m2-class receptor antagonist AF-DX 116 (1 μM) (Gitler et al. 1992) had only small effects on step-evoked ADP responses in the same concentration.

**Figure 1.** Cholinergic afterdepolarization responses in hilar mossy cells. (A1) Example responses to the same depolarizing step stimuli in control conditions (gray trace) and following bath application of 10 μM CCh (black trace). Enlargements of the step responses shown in the insets. (A2) Response to a long-duration depolarizing step in the same MC as shown in A1. (A3) Responses of a hilar interneuron (HI) to the same depolarizing current step before and after CCh. Enlargements in insets show step responses. (A4) Intermittent firing response to a long duration current step applied to the same HI shown in A3. (B) Plot of the mean afterpotential amplitude measured 200 msec following step offset in control conditions (gray bars) and following CCh (black bars) in MCs (left) and HIs (right). ***P < 0.002, paired t-test. (C) Example responses to graded depolarizing steps in a MC in CCh. Both supra- and subthreshold current steps trigger ADP responses in CCh. Action potentials truncated in A1, A3, and C.
Figure 2. Pharmacology of ADP responses in hilar neurons. (A) Blockade of m1-class cholinergic receptors with pirenzepine (2 μM) reversibly blocked step-evoked ADP responses in CCh. Example responses in CCh before (gray) and after (black) pirenzepine shown in the inset. (B) Blockade of m2-class cholinergic receptors with AF-DX 116 (1 μM) only slightly attenuated ADP responses in CCh. (C) Example of step-triggered persistent firing in CCh blocked by pirenzepine (2 μM). (D) Persistent firing triggered by a depolarizing step (left) and synaptic stimulation (right; stimulation time indicated by an asterisk [*]) in the same MC following bath application of 100 μM McN-A-343. (E) Plots of inter-spike intervals in persistent firing responses in four MCs treated with McN-A-343. Step depolarization (E1) and synaptic stimulation (E2) triggered similar persistent firing modes. (E1, inset) Similar mean firing frequencies calculated in persistent firing responses triggered by synaptic and step depolarizations (P > 0.05). Action potentials truncated in traces shown in insets in A and B.
The increased effectiveness of 2-sec duration hyperpolarizing steps could result from lower intracellular Ca²⁺ concentrations achieved after plateau-driven Ca²⁺ influxes through voltage-gated Ca²⁺ channels were stopped. Hyperpolarization evoked by inhibitory synaptic potentials also was effective in terminating persistent firing triggered by brief depolarizing current steps (Fig. 3B). Although single IPSPs occasionally abolished persistent firing (Fig. 3B, inset), short bursts of IPSPs (five shocks at 100 Hz) could reliably block persistent activity (successful in 12 of 13 MCs tested).

In addition to blocking persistent spiking, IPSPs reduced plateau potentials associated with ADPs in MCs. This effect appeared to be mediated primarily by GABAₐ receptors since gabazine (10 μM) eliminated the ability of stimulus evoked responses to modulate the ADP response (six of six experiments). Surprisingly, the attenuating effect of IPSPs on ADPs did not result from the simple summation of hyperpolarizing synaptic potential with the ADP response but, instead, arose from inhibition of the intrinsic currents underlying the ADP itself. We measured how single IPSPs interacted with ADP responses by interleaving ADP only trials with episodes with IPSPs evoked during the ADP decay phase (Fig. 4A). We assayed the change in ADP membrane potential 500 msec after synaptic stimulation, a time point when most of the hyperpolarization attributable to the IPSP was dissipated (9.6 ± 0.5% of peak IPSP response remained at 500 msec, N = 49 responses). In eight of eight experiments, we found a larger decline in the ADP membrane potential in trials with IPSPs than predicted from episodes in which the ADP and IPSP responses were evoked in isolation (Fig. 4B; see Materials and Methods for details). Across the group of experiments, single IPSPs decreased the ADP response by 1.2 ± 0.2 mV beyond the predicted effect of the IPSP (P < 0.0001, paired t-test, N = 49 trials from eight experiments). This effect represents an amplification of a single IPSP late response by 190 ± 31% (N = 41 trials, IPSP amplitude calculated 500 msec after IPSP onset).

The supra-additive effect of synaptic inhibition on afterpotentials in MCs was most apparent in trials with large ADPs. In the example shown in Figure 4C, the same depolarizing step response triggered either small (~10 mV) or large (~14 mV) ADPs depending on small differences in the resting membrane potential. Although the episode with a small ADP showed no IPSP amplification effect (Fig. 4C, top), the same stimulus triggered both a prolonged membrane hyperpolarization and attenuation of the larger ADP. We found a statistically significant correlation (R = 0.62, P < 0.0001) between ADP amplitude and the ability of IPSPs to attenuate ADPs (Fig. 4D). This correlation is unlikely to reflect variation in IPSP amplitudes since the peak amplitude of the IPSP late response by 190 ± 31% (N = 41 trials, IPSP amplitude calculated 500 msec after IPSP onset).

Amplifications of IPSPs through interactions with intrinsic voltage-gated currents have been observed in the neocortex (Stuart 1999). In neocortical pyramidal cells, intrinsic subthreshold Na⁺ conductances can enhance and prolong membrane potential responses during IPSPs. In MCs, however, the kinetics of IPSPs are similar whether they are evoked near firing threshold, where IPSP prolongation by voltage-gated Na⁺ conductances should be pronounced (Stuart 1999), or at more hyperpolarized holding potentials (Fig. 5A, inset). Supra-additive IPSP responses in MCs also are unlikely to be mediated by attenuation of window currents through voltage-gated Ca²⁺ channels (Williams et al. 1997) since that mechanism should also result in different IPSP response kinetics at depolarized and hyperpolarized membrane potentials.

Figure 3. Hyperpolarizing input terminates persistent firing and plateau potentials in hilar mossy cells. (A) Mossy cell persistent firing initiated by a depolarizing step in 10 μM CCh was halted by a 150-pa hyperpolarizing step (middle trace). Persistent firing mode was maintained throughout episode in control responses immediately preceding (top) and following (bottom) response with 2-sec duration hyperpolarizing step. Responses recording following blockade of ionotropic glutamate receptors with APV + NBQX as well as gabazine (GBZ) (10 μM) to block GABAA receptors. (B) IPSPs evoked by molecular layer stimulation (repeated bursts of five shocks at 100 Hz [*]) halted persistent firing in a different mossy cell (middle). Control responses without evoked IPSPs acquired immediately before and after example trace are shown in top and bottom traces, respectively. Example of a single evoked IPSP halting persistent firing in the same mossy cell shown in the inset. Fast excitatory synaptic responses blocked with APV + NBQX shown in B.
Inhibitory synaptic responses regulate afterdepolarizations in mossy cells. (A) Responses to the same depolarizing step stimuli in a mossy cell exposed to 100 μM McN-A-343 and blockers of ionotropic glutamate receptors (5 μM NBQX and 25 μM APV; gray trace). A single IPSP was evoked 500 msec after step offset in one trial (black trace; timing indicated by an asterisk [*]). The IPSP decremented the ADP response more than predicted by combining the expected decline in the ADP and IPSP responses evoked in isolation. (Inset) IPSP response recorded at a depolarized membrane potential similar to the peak ADP voltage. Responses measured at times indicated by gray and black arrows. (B) Plot of predicted and actual decrement in the ADP response by single IPSPs evoked 500 msec after step offset, as in A, in eight experiments. Lines connect means from each experiment. Symbols at left and right borders represent overall mean ± SEM from all eight experiments. (***) *P < 0.002, paired t-test. (C) Example responses to the same depolarizing step and evoked IPSP stimuli in a mossy cell exposed to McN-A-343 (100 μM). In the top response, the current step evoked two APs and a small ADP response which was not affected by the IPSP (predicted ∆Vm = actual ∆Vm). At a slightly more depolarized membrane potential, the same current step triggered four APs and a large ADP response that was attenuated by the IPSP (predicted ∆Vm < actual ∆Vm). (D) Plot of the relation between ADP amplitude and change in the ADP response evoked by IPSPs in 49 trials from eight MCs. APs truncated in A and C.

We conducted a separate series of experiments in control conditions (without cholinergic receptor agonists) in which we forced the membrane potential to slowly decay through “simulated ADP” responses to directly test whether IPSP amplification could result from attenuation of window currents. In both MCs (Fig. 5A) and hilar interneurons (Fig. 5B) depolarized during simulated ADPs, we failed to observe supra-additive effects of evoked IPSPs. Indeed, the actual membrane potential in the majority of simulated ADP trials was more depolarized than predicted. The distributions of actual vs. predicted membrane potential changes in ADPs following m1 receptor activation and simulated ADPs differed significantly (*P < 0.0001, two-sample Kolmogorov–Smirnov test) (Fig. 5C). The absence of IPSP amplification during simulated ADP responses argues that supra-additive effects arise from disruption of the intrinsic mechanisms underlying the ADP itself.

In addition to attenuating ADPs, GABAergic IPSPs functioned to stabilize the membrane potential during ADP responses. Over repeated trials, ADP responses became more variable as they developed (Fig. 6A) with membrane potential variance significantly higher after 1 sec following step offset than after 500 msec (∗∗∗P < 0.001, paired t-test) (Fig. 6B). Inhibitory synaptic responses counteracted this normal increase in response variability during the ADP response (response variance not significantly different at 500 msec and 1 sec following step offset in ADP + IPSP trials, ∗∗∗P > 0.05, n = 7 experiments) (Fig. 6A,B). In addition to reducing variability between trials, IPSPs blocked the normal acceleration of membrane potential hyperpolarization during the ADP response (ADP slope following IPSP = 0.25 mV/sec; significantly different from ADP trials without IPSPs [P < 0.01] and not different from 0 [P > 0.05]) (Fig. 6C). The ability of single IPSPs to reduce trial-to-trial variability and to stabilize the membrane potential occurred hundreds of milliseconds following the peak IPSP response and likely reflects interactions between the IPSP and the conductances underlying the ADP response rather than the simple summation of IPSPs and ADPs.

Discussion

Through intracellular recordings from rodent hilar neurons, we make three principal conclusions. First, activation of m1 cholinergic receptors selectively increases the excitability of hilar mossy cells but not fast-spiking hilar interneurons. Following bath application of either carbachol or the m1 receptor selective agonist McN-A-343, both brief sub- and suprathreshold excitatory stimuli trigger prolonged depolarizing responses in mossy cells. Second, inhibitory postsynaptic responses can terminate both ADPs and persistent firing in mossy cells. Finally, we find that IPSPs also can transiently stabilize the membrane potential during ADP responses. The functional effect of IPSPs in mossy cells appeared to result from interaction of inhibitory synaptic potentials and the intrinsic currents supporting the ADP since amplification of IPSPs did not occur on simulated ADPs evoked under control conditions. These results demonstrate that persistent depolarizing responses triggered by excitatory input can be regulated by subsequent inhibitory synaptic input, enabling transient synaptic input to both start and stop regenerative intrinsic responses.

The persistent activity we find induced by cholinergic modulation in mossy cells appears functionally similar to ADPs induced by muscarinic receptors activation in other cortical regions, including entorhinal cortex (Klink and Alonso 1997; Egorov et al. 2002) and neocortex (Schwindt et al. 1988; Krinjecić 2004). Activation of muscarinic receptors converts the burst AHP in both mossy cells and entorhinal neurons (Egorov et al. 2002; Hofmann and Frazier 2010) into prolonged depolarizing responses that can trigger persistent firing. The underlying mechanism of depolarizing afterpotentials in mossy cells is likely to be complex, including both calcium-activated inward currents
and voltage-dependent calcium channels. Hofmann and Frazier (2010) found that step-evoked persistent activity in mossy cells following cholinergic stimulation was evident in TTX, required intracellular calcium accumulations, and was attenuated by flufenamic acid, a relatively nonspecific blocker of $I_{CaL}$ currents in many cell types (Haj-Dahmane and Andrade 1998). Although Hofmann and Frazier (2010) did not explore subthreshold stimuli or ADP responses, our results demonstrate that these weak stimuli were effective in triggering ADPs, consistent with the conclusion that action potentials are not required to generate depolarizing afterpotentials. Moreover, we found that with brief depolarizing stimuli, cholinergic receptor activation converts AHP responses into prolonged ADP responses without affecting the number of action potentials generated by the step response itself (Fig. 1A). Mossy cells have long, complex dendritic arbors that greatly complicate the voltage-clamp analysis of currents necessary to define the molecular mechanism underlying the ADP response. The relatively minor contribution of Na$^{+}$-based action potentials to the ADP may reflect electrophysiologically distal locations of critical Ca$^{2+}$-, or voltage-gated conductances. Mossy cells also express both low- and high-threshold voltage-gated calcium currents (Jinno et al. 2003), which are likely to contribute to persistent depolarizing responses. Without novel, more selective, pharmacological methods to define the calcium-dependent inward current already implicated in the mossy cell ADP response (Hofmann and Frazier 2010), it remains challenging to fully dissect the molecular mechanism underlying persistent activity in these neurons.

The functional effects of cholinergic stimulation in the dentate gyrus have remarkable cell type specificity. Our results support earlier work that showed that broad-spectrum cholinergic receptor agonists increase the excitability of glutamatergic mossy cells without dramatically affecting responses to depolarizing stimuli in nearby GABAergic hilar interneurons (Hofmann and Frazier 2010). The present study extends that finding to include both subthreshold ADP responses as well as persistent firing and also defines the muscarinic receptor subtype that modulates excitability in mossy cells. The greater effectiveness we found of the m1R- over m2R-class cholinergic blockers, as well as the positive result with the m1R agonist McN-A-343, suggests that ADPs were recruited through actions on m1 (or m3/m5) receptors. The weak blockade of ADPs by AFDX-116 is consistent with the moderate (125–750 nM) (Gittler et al. 1992; Billard et al. 1995; Mansfield et al. 2003) affinity of this m2-selective agent for m1-class receptors. Our results also are consistent with ultrastructural work (Deller et al. 1999) demonstrating that choline acetyltransferase (ChAT)-positive boutons contact mossy cell somata and proximal dendrites. Cholinergic afferents to the dentate hilus arise from the medial septum/diagonal band complex (Frotscher et al. 1992; Lübke et al. 1997), a projection often associated with theta-band oscillations (Yoder and Pang 2005). A previous in vitro study (Chiang et al. 2010) found that cholinergic stimulation increased the excitability of basket cells in the dentate gyrus, also through a m1-class receptor, suggesting that different interneuron subtypes in the dentate gyrus are likely to be heterogeneous in their modulatory mechanisms. The selective increase in subthreshold excitability we find following m1 receptor activation in mossy cells but not hilar interneurons may enable the synaptic integration window associated with theta oscillations to be extended in principal cells while retaining short-duration integration windows in nearby GABAergic interneurons. Modulation of synaptic integration timing in excitatory neurons may be necessary if hilar interneurons function to help maintain network oscillations which could be disrupted following changes in their intrinsic excitability. The prolongation of depolarizing responses by intrinsic currents recruited following m1 receptor activation may also enable mossy cells to regulate the temporal window

Figure 5. IPSPs do not affect simulated afterdepolarizations. (A) Mossy cell responses to slowly decaying current injection designed to mimic afterdepolarization responses in control conditions. IPSPs evoked during simulated ADPs (black trace, timing indicated by an asterisk [*]) did not decrement the membrane potential beyond the drop predicted by combining the simulated ADP and IPSP responses evoked in isolation. Arrows indicate response time points analyzed. (Inset) Similar kinetics of evoked IPSPs at two different membrane potentials in a different mossy cell. IPSPs scaled to the same peak amplitude. (B) Similar protocol evoked in a hilar interneuron also failed to show an effect of evoked IPSPs on simulated ADPs. APs truncated in A and B. (C) Histograms of modulation of real (top) and simulated (bottom) afterdepolarization responses by evoked IPSPs. Values indicated reflect modulation of membrane potential beyond the voltage predicted by analyzing the ADP and IPSP responses evoked in isolation. The two distributions were statistically different ($P < 0.0001$, two-sample Kolmogorov–Smirnov test).
required for near-coincident EPSPs to trigger spiking. Presumably by attenuating ADP responses, inhibitory inputs could regulate the degree of temporal precision required for clusters of asynchronous EPSPs to trigger action potentials.

Our results are likely related to other studies demonstrating bistability mediated by intrinsic conductances, both under control conditions in vitro (Williams et al. 1997; Pressler and Strowbridge 2006; Larimer and Strowbridge 2010) and following cholinergic stimulation (Schwindt et al. 1988; Krnjević 2004). Following extensive blockade of voltage-gated K\(^+\) and Na\(^+\) currents, cortical pyramidal cells (Reuveni et al. 1993) and spinal motoneurons (Carlin et al. 2009) exhibit prolonged regenerative depolarizations that outlast brief triggering steps and decay in a stepwise manner. Hyperpolarizing pulses can trigger stepwise decays under these conditions, raising the possibility that inhibitory synaptic input could turn off regenerative inward currents mediated by spatially restricted clusters of voltage-gated Ca\(^{2+}\) channels in an all-or-none fashion (Major and Tank 2004). Egorov et al. (2002) also found that hyperpolarizing current steps could reduce the frequency of, or terminate, stable persistent firing modes.

Our results demonstrate that synaptic inhibition can modulate both subthreshold ADPs and persistent spiking activity, enabling the duration of sustained depolarizing responses to be actively regulated. These results are related to prior studies that showed IPSPs could be “amplified” when they interact with sustained inward currents, such as subthreshold Na\(^+\) current (Stuart 1999). In mossy cells, the functional effect of synaptically evoked IPSPs also was enhanced when they occurred during ADPs, leading to a sustained attenuation (or termination) of the afterpotential. In the spinal cord, activation of GABA\(_B\) receptors with exogenous baclofen diminished stimulus-evoked plateau potentials (Russo et al. 1998). The rapid IPSP kinetics we find following transient stimulation in the dentate hilus are consistent with activation primarily of GABA\(_B\) receptors; presumably these ionotropic receptors are able to effect more precise temporal control over the ADP response than slower GABA\(_B\) receptor-mediated IPSPs. Multiple cellular mechanisms may underlie the ability of synaptic IPSPs to attenuate ADP responses in dentate mossy cells. These include modulation of intracellular Ca\(^{2+}\) concentration, a pathway implicated in computational models of persistent activity in entorhinal (Fransén et al. 2002, 2006) and olfactory bulb (Inoue and Strowbridge 2008) neurons, and effects on voltage-gated ion channels modulated by muscarinic receptors. In entorhinal neurons exposed to cholinergic receptor agonists, stable persistent firing modes can be disrupted both by excitatory stimuli (Tahvildari et al. 2007, 2008) and by hyperpolarizing current steps (Egorov et al. 2002), suggesting that persistent firing may require relatively specific conditions, such as a narrow range of intracellular Ca\(^{2+}\) concentrations (Fransén et al. 2006).

Both the present results in the dentate gyrus and prior work in spinal neurons (Russo et al. 1998) highlight the importance of nonsynaptic forms of synaptic inhibition that mediate large functional changes through interactions with intrinsic conductances. By regulating intrinsic depolarizing responses, inhibitory synaptic input can directly control the duration of the cell-autonomous “memory” of brief depolarizing inputs generated in hilar mossy cells. Although intrinsic ADP responses (and persistent firing modes) also can be regulated by varying cholinergic synaptic tone, this mechanism is unlikely to be rapid enough to terminate specific responses. Inhibitory regulation of the prolongation of responses triggered by depolarizing stimuli, by contrast, enables fine temporal control over the duration of individual response without affecting overall neuronal excitability. The striking cell type specificity of the IPSP-sensitive ADP response in the dentate gyrus may enable synchronous activity of interneuron ensembles to set the maximal duration of sustained depolarizations triggered by excitatory synaptic input. Given the propensity of GABAergic interneurons in the hippocampal formation to discharge rhythmically (Buzsáki 2002; Yoder and Pang 2005), the functional role of IPSP-regulated ADPs may be to dynamically extend and control the EPSP integration window within individual cycles of the network oscillation.

Materials and Methods

Horizontal brain slices containing the ventral hippocampus and dentate gyrus from P14-20 Sprague-Dawley rats of either sex were prepared using a Leica VT1200 vibratome as described previously (Larimer and Strowbridge 2008, 2010). Artificial cerebrospinal fluid (ACSF) solution with low [Ca\(^{2+}\)] was used when preparing and storing slices that contained (in mM): 124 NaCl, 2.6 KCl, 1.23 NaH\(_2\)PO\(_4\), 3 MgSO\(_4\), 26 NaHCO\(_3\), 10 dextrose, 1 CaCl\(_2\) equilibrated with 95% O\(_2\)/5% CO\(_2\). The ACSF was chilled to 4°C during slicing. Hippocampal slices were incubated at 30°C for 30 min and then maintained at room temperature. Brain slices were superfused during experiments with ACSF that contained (in mM): 124 NaCl, 3 KCl, 1.23 NaH\(_2\)PO\(_4\), 1.2 MgSO\(_4\),
26 NaHCO₃, 10 dextrose, 2.5 CaCl₂ equilibrated with 95% O₂/5% CO₂ and warmed to 30°C. Except where noted, all compounds used in this study were obtained from Sigma. Glutamate receptor (NMDQ and APV) and GABA<sub>A</sub> receptor antagonists (gabazine) were purchased from Tocris.

Whole-cell current-clamp recordings were made from dentate hilar neurons visualized with infrared-differential interference contrast (IR-DIC) optics using an Axioskop 1 FS (Carl Zeiss) fixed-stage upright microscope and Axopatch 1D amplifier (Molecular Devices). Electrodes used for whole cell recordings (3–6 MΩ) were pulled from thin-wall capillary tubes with filament (1.5-mm OD, WPI), and contained (in mM): 140 K-methylsulfate, 10 Tris-phosphocreatine. Intracellular recordings were low-pass filtered at 2 kHz and sampled at 5 kHz using a 16-bit analog-to-digital converter (ITC-18, Instrutech) were low-pass filtered at 2 kHz and sampled at 5 kHz using a 16-bit analog-to-digital converter (ITC-18, Instrutech/Heka) using custom software written in Visual Basic.NET (Microsoft) and Matlab (Mathworks). Origin 8.5 (OriginLab) and custom Matlab routines were used to analyze data. Pharmacological agents were applied by switching the perfusion solution. Synaptic potentials were evoked using sharpened tungsten monopolar electrodes (FHC) placed in either the molecular layer or hilus of the dentate gyrus and activated using a constant-current stimulus isolation unit (A 360, WPI). Mossy cells and hilar interneurons were distinguished based on established intrinsic properties (spike clustering fraction and mean spike time) that have been validated in monosynaptically coupled paired recordings between different hilar cell types under the same conditions as in the present study (Larimer and Strowbridge 2008).

Predicted changes in ADP membrane potential from evoked IPSP were calculated by summing the voltage change during ADP responses evoked in 4–6 trials without IPSPs with the estimated membrane potential change resulting from the IPSP itself. The IPSP component was calculated by first computing the average percentage of the peak IPSP response that remains at the time point assayed from evoked IPSPs in trials without ADPs. The peak IPSP amplitude in ADP + IPSP trials was scaled by this percentage to generate the voltage change expected from the IPSP at the time point assayed (typically 500 msec after the IPSP was evoked). For example, if a stimulus evoked an IPSP with a peak amplitude of 10 mV and had decayed to 2 mV after 500 msec in trials without step-evoked ADPs, it would be assumed to generate 20% of its peak response after 500 msec in trials with ADPs. Predicted changes in ADP voltage were compared to actual voltage changes assayed at the same time points in trials with both step-evoked ADPs and IPSPs. By utilizing interleaved trials with different stimulus combinations, we minimize uncertainties associated with estimates of the IPSP contribution to the ADP decay. Voltage slopes during phases of the ADP response were calculated over 40-msec duration windows from the average of the four most stable trials in each condition (ADP or ADP + IPSP). Voltages presented are not corrected for the liquid junction potential. Statistical significance was determined using the Student’s t-test unless specified otherwise. Data are presented as mean ± SEM.
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