Satisfactory description of gravitational and gravity potentials is needed for a proper modelling of a wide spectrum of physical problems on various size scales, ranging from atmosphere dynamics up to the movements of stars in a galaxy. In certain cases, Similar Oblate Spheroidal (SOS) coordinate system can be of advantage for such modelling tasks, mainly inside or in the vicinity of oblate spheroidal objects (planets, stars, galaxies). Although the solution of the relevant expressions for the SOS system cannot be written in a closed form, it can be derived as analytical expressions – convergent infinite power series. Explicit analytical expressions for the Cartesian coordinates in terms of the curvilinear Similar Oblate Spheroidal coordinates are derived in the form of infinite power series with generalized binomial coefficients. The corresponding partial derivatives are found in a suitable form, further enabling derivation of the metric scale factors necessary for differential operations. The terms containing derivatives of the metric scale factors in the velocity advection term of the momentum equation in SOS coordinate system are expressed. The Jacobian determinant is derived as well. The presented analytical solution of SOS coordinate system solution is a tool applicable for a broad variety of objects exhibiting density, gravity or gravitation levels resembling similar oblate spheroids. Such objects range from the bodies with small oblateness (the Earth itself on the first place), through elliptical galaxies up to significantly flattened objects like disk galaxies.

1 Introduction

A proper modelling of gravitational potential as well as gravity potential, and especially the geopotential is of a large importance for weather forecasting and for climate modelling, but also for cosmology. Gravity potential, i.e. a combination of the gravitational potential with a potential of the centrifugal force of a spinning fluid body, is frequently modeled. The equilibrium condition of the rotating spheroidal fluid object derived by Todhunter (1873) on the basis of Newton theorems (Newton, 1729), and by Clairaut (Moritz (1990), page 45-46 and chapter 5.4) dictates that the constant potential levels (as well as the constant pressure and the constant density levels) in the interior are of a spheroidal shape, moreover fitting with the shape of the spheroidal object itself at the surface. In the case of a homogeneous object (i.e. with a constant density across it), the interior gravity equipotential surfaces are similar oblate spheroids. This is not the case for a spheroidal rotating body in the equilibrium having increasing density with
the depth (as e.g. the Earth). For such an object, the deeper equipotential surfaces are increasingly more spherical (Moritz, 1990). Nevertheless, in a limited range around the surface, a family of similar oblate spheroids can be a satisfactory approximation of the equipotential surfaces, as shown by White, Staniforth & Wood (2008) for the near-Earth geopotential.

In atmospheric modelling, it is frequent to approximate the geopotential surfaces of the Earth as spheres, and to use spherical polar coordinates to represent the global atmosphere. However Earth’s mean surface is more accurately approximated by a spheroid of revolution than by a sphere, and – therefore – the geopotential surfaces are better represented as spheroidal surfaces than the spherical ones.

It may be argued that present time ellipticity of the Earth is small enough to use spherical approximation of the geopotential for meteorology and for climate modelling. Nevertheless, it does worth to point out that the Earth’s rotation rate is not constant. The Earth’s rotation slows by tidal acceleration through gravitational interactions with the Moon (Bartlett et al, 2016) outside the resonant periods. This process gradually increased the length of day (Bartlett et al, 2016; Zahnle & Walker, 1987) and lowered the centrifugal part of the gravity potential. The former effect had to have a consequence on the temperature (Kramm, Dlugi, & Mölders, 2017) and can probably contribute to the explanation of the Faint Young Sun Paradox (Dunn, Donn & Valentine, 1965; Sagan & Mullen, 1972), as mentioned by Feulner (Feulner, 2012). The later effect (lowering the centrifugal part of the gravity potential) had to be accompanied by a shape change of the Earth: originally large equatorial bulge height decreased towards the present value within four billions years. As it proceeded during the long period, the annual accommodation of the Earth shape was in the order of ten micrometres change in the equatorial radius, which probably had negligible effect on tectonics. Nevertheless, the overall change of the Earth’s shape was large (tens of kilometres decrease in the equatorial radius). The spherical approximation of the geopotential thus would not be fully sufficient for the detailed pre-historical climate modelling.

Nevertheless, also the present, smaller, magnitude of the ellipticity could have non-negligible effects. Standardly used spherical coordinate system introduces a systematic approximation, and may not be sufficient for proper meteorological modelling as well as for climate modelling on the Earth (see e.g. Gates (2004)).

The use of spherical polar coordinates is widespread in global models, and it is often accompanied by the shallow-atmosphere approximation with no spatial variation of apparent gravity allowed and neglect of various terms in the components of the momentum equation (for discussion of these aspects see White et al (2005)). White et al (2005) showed that inclusion of the latitudinal variation of gravity would be physically inconsistent in a model that assumes the spherical approximation, as spurious sources and sinks of vorticity would occur.

If the Figure of the Earth is not well represented, it could conceivably have significant cumulative effects both in climate-scale integrations and in numerical weather forecasting (White, Staniforth & Wood, 2008). The Earth oblateness as well as the latitude variation of the magnitude of apparent gravity should be thus better represented.

Suitable models of the Earth’s geopotential field provide foundations for modelling Earth’s atmosphere and oceans. To facilitate the modelling, appropriate geopotential coordinate system is needed. A coordinate system, in which one coordinate direction
is aligned with the local apparent vertical (and the orthogonal coordinate surfaces are
geopotentials) provides mathematical as well as conceptual simplification: the magnitude
of apparent gravity appears in only one component of the momentum equation,
while the two orthogonal components describe the imbalance between horizontal Cori-
olis and pressure gradient forces that partly determines horizontal particle accelerations
(White & Inverarity, 2011).

Several authors described coordinate systems aimed at modelling the gravity po-
tential of the Earth (Gates, 2004; White, Staniforth & Wood, 2008; White & Inverarity,
2011; Staniforth & White, 2015; Bénard et al, 2014; Charron et al, 2014). In the sense
of a real analytical orthogonal oblate spheroidal system, which has a potential to fit
the real geopotential, the most notable – although not finalized – work was done by
White, Staniforth & Wood (2008). They tested thoroughly a Similar Oblate Spheroidal
(SOS) coordinate system which is orthogonal with all advantages (Bénard et al, 2014)
of such type of coordinate systems. In such system, all the orthogonal trajectories to
oblate spheroids family (forming the basis of the SOS coordinate system), which are
power curves, end up in the common center of the similar oblate spheroids. In the fur-
ther work (Staniforth & White, 2015), the authors developed still more general oblate
spheroidal coordinate system (titled GREAT). The SOS coordinate system is a limiting
case of GREAT. Although the solution of Staniforth & White (2015) using a family of
oblate spheroids as coordinate surfaces is more general than SOS coordinates, the cost
is that the solution cannot be analytical.

White, Staniforth & Wood (2008) showed that the geopotential is better modeled
by similar oblate spheroids in the vicinity of the Earth surface than by confocal oblate
spheroid (COS) family (Gates, 2004). In both cases, one member of the family fits
exactly with the Earth reference ellipsoid. However, the COS family is not a good ap-
proximation of the geopotential near the Earth surface (although it is frequently used
for this purpose) due to the fact that the gradient of the potential at the surface (deter-
mining the acceleration) would be larger at equator than at poles for such a family of
confocal spheroids. This contradicts the observations which show that the acceleration
is larger at poles (≈9.83 N/kg) than at the equator (≈9.78 N/kg) (i.e. by ≈0.5% when
assuming both gravitational and centrifugal component, or by ≈0.2% when assuming
only gravitational component). This is far larger effect than, e.g., the difference in ac-
celeration on the Earth’s surface exerted by the Moon (maximum magnitude ≈1.3×10^{-6}
N/kg in that case, see e.g. Franc (2012)) causing tides. The difference in the gravity of
the magnitude 0.05 N/kg between equator and poles due to the centrifugal force and the
Earth shape is more than 4 orders larger, and should be seriously considered. A correct
coordinate system, which can facilitate solving differential equations concerning the
Earth’s atmosphere, has to take the abovementioned difference in polar and equatorial
acceleration into account. Similar oblate spheroids (SOS) coordinate system suggested
by White, Staniforth & Wood (2008) can be a good approximation, as it covers 2/3 of
the acceleration difference between the poles and the equator.

When assessing gravitational equipotential surfaces of spheroidal objects (from
planets to galaxies) in the field of astrophysics, it can be shown that they are ap-
proaching spherical shape in the large distances from the object. Therefore, the grav-
itational equipotential surfaces have to change, when flying from the body towards
the infinity, from oblate spheroid surfaces to spherical surfaces in the infinity (see e.g. Hofmeister, Criss & Criss (2018)). This characteristics is well fulfilled by a confocal oblate spheroid family. In fact, Confocal Oblate Spheroidal (COS) coordinates are frequently used for modelling gravitational potential in the exterior of oblate spheroidal objects (see e.g. Moritz (1990), Chapter 5, or Hvoždara & Kohút (2011); Hu (2017); Pohánka (2011)).

In the large distances from the object, the gravitational equipotential surfaces cannot be well approximated by a similar oblate spheroids family as the potential differs for them in the polar direction and in the equatorial direction in any distance from the center, even when approaching infinity (as the polar and equatorial semi-axes ratio defining eccentricity is always constant). On the other hand, when going in the reverse direction, i.e. towards the spheroidal object centre, the confocal spheroid surfaces are no more suitable for a description of the gravitational equipotential surfaces of a spheroidal object. When going towards its center, the confocal spheroid surfaces would be becoming increasingly flatter and, eventually, they would change to an infinitely thin flat disc in the equatorial plane. The trajectories orthogonal to that surfaces would then end up not in the center of such system, but on the various points on the focal disc in the equatorial plane. This would contradict to any known gravitation theory.

Indeed, as derived by Maclaurin and Newton (Newton (1729); Todhunter (1873) or MacMillan (1958), section 33), a family of gravitational equipotential surfaces in the interior of a homogeneous body of ellipsoidal shape are mutually similar ellipsoids, although they are not similar to the body ellipsoid itself. (The gravitational equipotential surfaces are “more spherical” than the surface of such ellipsoidal body. Therefore, the surface of the ellipsoidal body itself is not a gravitational equipotential surface.) The same has to be true for a spheroid, which is a special case of an ellipsoid. Such internal potential of a homogeneous oblate spheroid was also derived analytically by Gauss and Dirichlet in cylindrical coordinates (see e.g. Schmidt (1956)). For completeness, it should be noted that the analytical form of the external potential of a homogeneous oblate spheroid was derived by Hofmeister, Criss & Criss (2018) in cylindrical coordinates. The continuity of the gravitational equipotential levels inside and outside of the spheroidal body is nicely depicted in the work of Hvoždara & Kohút (2011), their Fig. 2a, which shows the gravitational potential both in the inside and in the outside of an oblate spheroid body. Transition from the equipotential surfaces resembling similar oblate spheroids (near the center) to the surfaces resembling confocal oblate spheroids (far from the center) can be observed.

Schmidt (1956) derived expressions for potential inside and outside non-homogeneous oblate spheroid. He confined the derivation to the case where the eccentricity (sometimes called ellipticity) $e$ of all the isodensity levels is constant, which is equivalent to an assumption that all the isodensity levels are similar oblate spheroids sharing the same center and rotation axis. The same approach was used by Hofmeister, Criss & Criss (2018) for the nested homeoids they report (nevertheless, they focused only on the exterior potential of a spheroid composed of nested homeoids, which is well described using confocal oblate spheroids). On the level of galaxies, it has been shown by Hofmeister & Criss (2017) that neither cylindrical geometry nor thin disc geometry are suitable for a description of isodensity and equipotential surfaces. Possibly, a family of similar oblate spheroids could represent better the isodensity lev-
els and/or equipotential surfaces inside galaxies. In fact, similar oblate spheroidal iso-
density levels were used in the follow-up work Criss & Hofmeister (2020).

Sumarizing the previous paragraphs, the gravitational potential outside oblate
spheroid objects can be well modeled with a help of Confocal Oblate Spheroidal (COS)
coordinates, while the gravitational potential in the interior of oblate spheroid objects
could be possibly advantageously modeled within Similar Oblate Spheroidal (SOS)
coordinate system. If the gravitational potential levels fit with similar oblate spheroids
family, the use of SOS system would mean transformation of the potential equation to
one dimensional problem (i.e. depending on one coordinate of the SOS system only).
It would lead to an essential simplification for solution of differential equations.

A question might arise on the usefulness of the SOS coordinate system in the
view of the fact that an isodensity levels and potential stratification by similar oblate
spheroidal surfaces is impossible, as can be found e.g. in Moritz (1990) after Wavre
(1932). Nevertheless, apart from the application for simple demonstrative examples
like potential levels inside a homogeneous spheroid, two additional points has to be
mentioned. First, similar oblate spheroids can be a good approximation to be used in a
limited range in the vicinity of the real planet surface, as was suggested by White, Staniforth & Wood (2008). Secondly the impossibility of the gravity potential stratification by spheroidal
levels was proved only for spinning Earth-like objects which have a constant angular
velocity everywhere inside the object. This is, nevertheless, not the case for galaxies in
which the rotational curves indicate that they are certainly not fully spinning (although
a combination of spinning with star orbiting may take place). Further, another use of
the SOS coordinates (not discussed in this introduction) may arise in other fields of
physics.

The SOS coordinate system can be thus very helpful for modelling of density lev-
els and/or gravitational or gravity potential in some regions inside or in the vicinity of
oblate spheroidal objects (Earth, planets, stars, galaxies) providing that a transforma-
tion from SOS to Cartesian coordinates as well as the metric scale factors can be written
in an analytical form. Such a tool is still missing in the field of gravity or gravitational
potential modelling.

White, Staniforth & Wood (2008) solved analytically a large part of the task. Nev-
ethertheless, the last step – evaluation of the metric scale factors of the SOS coordinate
system – was not finalized. The authors (White, Staniforth & Wood, 2008) stated that
the relevant formulas (connecting Cartesian coordinates with the SOS coordinates) can-
not be solved analytically in cases that are of interest. This is, nevertheless, not a fully
correct statement if we assume also infinite series as an analytic solution, as is the
usual consensus in mathematics. In mathematics, an analytic function is a function that
is locally given by a convergent power series. Although the solution of the relevant
expressions for SOS coordinate system really cannot be written in a closed form, it can
be written as analytical expression – convergent infinite power series.

This text has the aim to finalize the SOS coordinate system description, to derive its
metric scale factors, and indicate their use in differential operations. The organization
of the text is the following. First, the present state of the derivation of the SOS coor-
dinate system is presented (Section 2). The procedure how to express analytically the
individual Cartesian coordinates in dependence on SOS coordinates with the use of in-
finite power series is shown in Sections 3. The transformation expressions are derived in Section 4. This section also includes discussion on convergence of the used power series at the border line between two distinct regions. Section 5 shows simple numerical determination of the Cartesian coordinates from the SOS coordinates. Section 6 shows the transformation for a particular SOS system at the border line between two distinct regions. Section 7 shows the analytical transformation of the SOS coordinates to the Cartesian coordinates and with the inverse transformation. The partial derivatives and the scale factors are derived in Sections 8 and 9. The Jacobian determinant, frequently employed in differential operations, is derived in Section 10. Section 11 deals with the derivation of components of the advection term in the momentum equation. The gravitational potential and force in the interior of a homogeneous oblate spheroid in SOS coordinates is shown in Section 12. A code written for numerical calculations and tests is mentioned in Section 13. Due to the fact that some derivations with an extensive use of combinatorial identities are lengthy, a large part of the derivations of the formulas can be found in Supplements to this article.

2 Similar oblate spheroidal (SOS) coordinates – the state of the art and coordinates labeling

Setting up an orthogonal curvilinear coordinate system based on similar oblate spheroids requires the spheroids to be labelled, and the orthogonal surfaces to them to be identified and labelled. This was done by [White, Staniforth & Wood (2008)]. They labelled ellipses (which generate spheroids of the SOS system) conventionally with their equatorial radius $R$. A family of similar ellipses having major semi-axis $R$ may be specified analytically as

$$x^2 + (1 + \mu) z^2 = R^2. \quad (1)$$

The parameter $\mu$ characterizes the whole family of similar ellipses having the same eccentricity (and various major semi-axes). The parameter $\mu$ also characterizes the whole family of the similar oblate spheroids generated by rotating the ellipses similar to (1) in 3D around the minor axis. The minor and major semi-axes of each member have the ratio $(1+\mu)^{-1/2}$, and $\mu$ is connected with the eccentricity $e$ and flattening $f$ by the relations

$$e = \sqrt{\frac{\mu}{1+\mu}}, \quad 1 + \mu = \frac{1}{1-e^2}, \quad \mu = \frac{e^2}{1-e^2} = \frac{1}{(1-f)^2} - 1, \quad f = 1 - \frac{1}{\sqrt{1+\mu}}. \quad (2)$$

It has to be noted that the constant parameter $\mu$ also means the constant eccentricity $e$. A family of similar oblate spheroids (although explicitly not titled as such) was in fact used e.g. by [Schmidt (1956)] to describe his non-homogeneous oblate spheroid isodensity levels.

Longitude angle $\lambda$ was, naturally, chosen by [White, Staniforth & Wood (2008)] as the third orthogonal coordinate of the orthogonal coordinate system based on the similar oblate spheroids. The associated coordinate surfaces are then semi-infinite planes.

What remains to determine is the second (meridional) orthogonal coordinate of the SOS system. The curves orthogonal to the similar ellipses that generate the simi-
lar spheroids were determined analytically by White, Staniforth & Wood (2008). The orthogonal trajectories of the family (1) are the power curves

$$z = Dx^{1+\mu}.$$  (3)

The associated meridional coordinate surfaces are generated by rotating them around the rotation axis of the spheroids. The labelling was carried out by White, Staniforth & Wood (2008) in the way that the meridional coordinate $\varphi$ is connected with the above parameter $D$ by the following relation:

$$D = \frac{D_{WSW}}{a_0^{\mu}} = \frac{1}{(1+\mu)^{1/2}a_0^{\mu}} \tan^{1+\mu}\varphi \quad \text{for } D, \varphi \geq 0$$  (4)

where $D_{WSW}$ is the original proportionality parameter of White, Staniforth & Wood (2008) who used scaled coordinates $x$ and $z$ (scaled by the equatorial radius of the Earth $a_0$) unlike in this manuscript where non-scaled coordinates are used.

Differently from White, Staniforth & Wood (2008), a meridional coordinate $\nu$ is employed here for which the following relation to $D$ holds:

$$D = \frac{1}{(1+\mu)^{1/2} R_0^\mu \sin^\nu \cos^{1+\mu}\nu}$$  (5)

Using this labelling, the meridional coordinate $\nu$ is also equivalent to the coordinate used for standard parametric equation of ellipse with $R_0$ major semi-axis. At this ellipse,

$$x = R_0 \cos \nu.$$  (6)

and

$$z = \frac{R_0}{\sqrt{1+\mu}} \sin \nu.$$  (7)

This reference ellipse generates the reference spheroid with the equatorial radius $R_0$. Therefore, $\nu$ is equivalent to the so called parametric latitude. Further, this type of labelling of the direction, in which the latitude changes (meridional coordinate), seems to be the most convenient labelling choice if one intends to have a connection between the confocal oblate spheroidal (COS) coordinate system and the similar oblate spheroidal (SOS) systems on one particular oblate spheroid surface with the equatorial radius $R_0$. A point at that spheroid surface with the equatorial radius $R_0$ has the same value for the meridional coordinate $\nu$ of the SOS system and for the meridional coordinate $\nu_C$ of the COS system. Nevertheless, the possibility of fitting SOS and COS on a particular spheroidal surface will not be further discussed in this paper, as it would complicate the explanation of the SOS coordinates unnecessarily.

An example of the SOS coordinate system with $\mu=2$ around a reference spheroid with the equatorial radius $R_0=1$ (i.e. with the polar radius equal to $1/\sqrt{1+2} \approx 0.57735$) is shown in Figure 1.

In this paper, we will use the meridional coordinate $\nu$ of the orthogonal trajectories defined according to the formula (5) in the derivation of SOS-relevant formulas (the relation of this parametric latitude to the geocentric latitude and to the geographic
Figure 1: One quadrant composed of the SOS coordinate system (with $\mu=2$) lines around the reference spheroid with the equatorial radius $R_0=1$. Both constant-$R$ coordinate surfaces (spheroids, here represented by their sections by $x$-$z$ plane) and orthogonal trajectories to them with a constant value of $\nu$ are displayed. The angular spacing of the parametric angle $\nu$ is $3^\circ$. 
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latitude can be found in [Gates (2004), Eqs. 38a, 38b, or in Staniforth & White (2015), Table 1). Nevertheless, a transformation of the resulting formulas to the meridional coordinate \( \varphi \) defined by (4) can be easily obtained.

3 Problem of explicit expressions for coordinates and starting point of its solution

If explicit expressions existed for \( x, y \) and \( z \) in terms of \( \lambda, \nu \) and \( R \) of the SOS system, then it would be possible to transform the coordinate systems between themselves and to calculate metric scale factors of the SOS coordinate system. However, this is not possible to carry out in a straightforward way. When trying to separate and to express the variables \( x \) and \( z \) (in \( x-z \) plane) explicitly only in terms of equatorial radius \( R \) and meridional coordinate \( \nu \) (i.e. the coordinates of the SOS system), which is necessary for calculating derivatives and, consequently, the metric scale factors \( h_\lambda, h_R \) and \( h_\nu \), one arrives (White, Staniforth & Wood, 2008) – using (1) and (3) – at the parametric equation

\[
\left( \frac{1}{R_0} \sin \nu \right)^2 \left( x^\mu + x^2 \right) = R^2.
\]

This is, except special cases of \( \mu \), an equation which cannot be solved for \( x \) in a closed form. Nevertheless, it can be solved in the form of infinite power series using Lagrange Inversion Formula (Lagrange, 1770). A solution of equation of a similar type \((x^N - x + t = 0, N=2, 3, 4 \ldots)\) was found by Glasser (1994). Still much earlier (1925), and more generally, this problem was solved by Pólya & Szegö (1925), who determined a combinatorial identity connected with the equation similar to (8), particularly

\[
-u^b x y^b + y = 1.
\]

This combinatorial identity is

\[
y^a = \sum_{k=0}^{\infty} \binom{a+bk}{k} u^k
\]

and is listed in Gould (1972) collection of combinatorial identities under the number 1.121 (another, perhaps more easily accessible reference where mentioned, is Gould (1956)). It includes generalized binomial coefficients. There is no restriction on the exponent \( b \) in (9) which means (compare with exponent in (8)) that the solution can be obviously used for oblate spheroids even with the small values of \( \mu \) valid for the Earth reference ellipsoid \((\mu = 0.006739496742)\) as well as for large \( \mu \) values, and probably even for prolate spheroids \((-1<\mu<0)\).

There is also a second combinatorial identity of the same authors listed in Gould (1972) collection of combinatorial identities under the number 1.120, and mentioned in Gould (1956), connected with the solution of the equation (9):

\[
y^{a+1} = \sum_{k=0}^{\infty} \binom{a+bk}{k} u^k
\]
This identity, especially for the case when \(a=-1\), leads also to a relatively simple analytical solution of (9) equation, and will be also used in this article. Moreover, Gould (1956) gave the convergence limit for the infinite power series in (10) and (11):

\[
|u| < \left| \frac{(b-1)^{b-1}}{b^b} \right| \quad \text{(12)}
\]

(see also Gould (1972)). It is declared elsewhere (Lagrange inversion theorem, 2020) that the series of (10) type converge not only for \(|u|\) smaller than, but also for \(|u|\) equal to the quantity on the right side of (12). It should be noted that the convergence does not depend on the parameter \(a\), but solely on the exponent \(b\) of the equation to be solved.

For completeness, we report also another solution resembling the equation (8) to be solved in our case. Bagis (2014) derived for the equation

\[
u^q B + y^q B = 1 \quad \text{(13)}
\]
a solution in the form

\[
y^n_B = \frac{n}{q} \sum_{k=0}^{\infty} \frac{\Gamma((n+pk)/q)(-qu^B)^k}{\Gamma((n+pk)/q-k+1) k!}, \quad n = 1, 2, 3, \ldots, \quad \text{(14)}
\]

where the symbol \(\Gamma\) denotes Euler’s Gamma function. The equation (13) can be transformed to Pólya & Szegö (1925) equation (9) by substitution \(y = y^n_B\), \(b=p/q\) and \(-u = u_B\). It can be shown using binomial identities (see the introductory notes in Supplement A) that the solution (14) is equivalent with the solution (10), except that Bagis (2014) restricts himself to the solution exponents \(n=1, 2, 3, \ldots\), whereas Pólya & Szegö (1925) enabled solution for any real exponent \(a\).

The Pólya & Szegö (1925) solution (10) will be used in what follows for searching the explicit expressions for \(x\) and \(z\) in terms of \(\nu\) and \(R\). This is in fact giving only 2D solution in \(x-z\) plane, i.e. describes an ellipse. Nevertheless, the 3D oblate spheroid solution (3D Cartesian coordinates \(x_{3D}, y_{3D}, z_{3D}\) in terms of \(\lambda, \nu\) and \(R\)) can be then simply obtained by a rotation of the resulting ellipse around the minor axis \((z\text{-axis})\), i.e.

\[
x_{3D} = x(\nu, R) \cos \lambda, \quad y_{3D} = x(\nu, R) \sin \lambda, \quad z_{3D} = z(\nu, R). \quad \text{(15)}
\]

After \(x(\nu, R)\) and \(z(\nu, R)\) are found, the scale factors \(h_\lambda, h_R, h_\nu\) will be calculated using the formulas (White, Staniforth & Wood, 2008).

\[
h_\lambda = |x(\nu, R)|, \quad h_\nu = \sqrt{\left(\frac{\partial x(\nu, R)}{\partial \nu}\right)^2 + \left(\frac{\partial z(\nu, R)}{\partial \nu}\right)^2}, \quad h_R = \sqrt{\left(\frac{\partial x(\nu, R)}{\partial R}\right)^2 + \left(\frac{\partial z(\nu, R)}{\partial R}\right)^2}. \quad \text{(16)}
\]

Further, as \(R\) and \(\nu\) are orthogonal coordinates, the following relation, which will appear useful in later derivations of components of the advection formula, holds (Gillespie 1954; White, Staniforth & Wood, 2008):

\[
\frac{\partial x(\nu, R)}{\partial \nu} \frac{\partial x(\nu, R)}{\partial R} + \frac{\partial z(\nu, R)}{\partial \nu} \frac{\partial z(\nu, R)}{\partial R} = 0. \quad \text{(17)}
\]
To modify it to a useful form, we can separate derivatives of \( z(R, \nu) \) from (16), which – in the first quadrant where both derivatives of \( z(R, \nu) \) are positive – leads to

\[
\frac{\partial z(\nu, R)}{\partial \nu} = \sqrt{\frac{h^2}{\nu} - \left( \frac{\partial z(\nu, R)}{\partial R} \right)^2}, \quad \frac{\partial z(\nu, R)}{\partial R} = \sqrt{\frac{h^2}{R} - \left( \frac{\partial z(\nu, R)}{\partial \nu} \right)^2}.
\]

(18)

Note, that the derivative of \( x(R, \nu) \) with respect to \( R \) is positive while the derivative of \( x(R, \nu) \) with respect to \( \nu \) is negative in the first quadrant. When eliminating derivatives of \( z(R, \nu) \) in (17) by means of (18), and when employing the fact that \( x(R, \nu) \) is positive in the first quadrant (and thus \( h = |x(R, \nu)| = x(R, \nu) \), see (16)), we arrive at the formula

\[
\frac{\partial x(\nu, R)}{\partial \nu} + \frac{\partial z(\nu, R)}{\partial R} = \frac{\partial h_1}{\partial \nu} \frac{\partial h_1}{\partial R} + \sqrt{\frac{h^2}{\nu} - \left( \frac{\partial z(\nu, R)}{\partial \nu} \right)^2} = 0.
\]

(19)

Note, that \( \partial h_1/\partial R \) is positive while \( \partial h_1/\partial \nu \) is negative in the first quadrant. By a subsequent algebraic manipulation, we receive

\[
\left( \frac{\partial h_1}{\partial \nu} \right)^2 h^2_R = h^2 \left( \frac{\partial h_1}{\partial R} \right)^2 \quad \Rightarrow \quad -\frac{\partial h_1}{\partial \nu} h_R = h \left( \frac{\partial h_1}{\partial R} \right)^2, \quad (20)
\]

which relation will turn useful in later derivations performed in the first quadrant.

### 4 Expressions for \( x \) and \( z \) in dependence on coordinates of the SOS system using power series with generalized binomial coefficients

If we rearrange the formula (18) in the way that

\[
\left( \frac{R}{R_0} \right)^\mu \sin \frac{\nu}{\cos^{1+\mu} \nu} \left( \frac{x}{R} \right)^{2+2\mu} = 1
\]

then – with substitutions \( s = x/R \), and defining (with help of (5)) a new parameter

\[
W = W(R, \nu) = \left( \frac{R}{R_0} \right)^\mu \sin \frac{\nu}{\cos^{1+\mu} \nu} = (1+\mu)^{1/2} D R^\mu
\]

– we arrive at the equation

\[
W^2(s^2)^{1+\mu} + s^2 = 1,
\]

(23)

which resembles the Pólya & Szegö (1925) equation (9) with \( u = -W^2 \), \( y = s^2 \) and \( b = 1+\mu \). According to (10), its solutions are

\[
s = \frac{x}{R} = (s^2)^k = \sum_{k=0}^{\infty} \frac{\frac{1}{2}}{\frac{1}{2} + (1+\mu) k} \binom{\frac{1}{2} + (1+\mu) k}{k} (-W^2)^k
\]

(24)
and

\[ s^{1+\mu} = \left( \frac{x}{R} \right)^{1+\mu} = (s^2)^{\frac{1+\mu}{2}} = \sum_{k=0}^{\infty} \frac{(1+\mu)^k}{2^k + (1+\mu)k} \left( \frac{1+\mu}{2} + (1+\mu)k \right) (-W^2)^k. \]  

(25)

In what follows, we will restrict the calculation to the meridional angles positioned only in the first quadrant of the Cartesian coordinate system, thus the generating ellipse is calculated only for \( \nu \in (0, \frac{\pi}{2}) \). Due to the symmetry, the solution in the other quadrants can be easily obtained. With this restriction, the parameter \( W \) is always non-negative.

As (see (22)) \( W = (1+\mu)^{1/2} D R^\nu \), we can simply use Eq. (3) and (25) for the calculation of the coordinate \( z \):

\[ z = D x^{1+\mu} = \frac{W}{(1+\mu)^{1/2} R^\nu} R^{1+\mu} s^{1+\mu} \]
\[ = \frac{W}{(1+\mu)^{1/2} R} \sum_{k=0}^{\infty} \frac{(1+\mu)^k}{2^k + (1+\mu)k} \left( \frac{1+\mu}{2} + (1+\mu)k \right) (-W^2)^k. \]

(26)

The coordinate \( x \) can be retrieved from (24):

\[ x = R \sum_{k=0}^{\infty} \frac{1}{2^k + (1+\mu)k} \left( \frac{1}{2} + (1+\mu)k \right) (-W^2)^k. \]

(27)

With this, we have expressed \( x \) and \( z \) explicitly in terms of \( \nu \) and \( R \) only, through the parameter \( W(R,\nu) \) defined in (22). It does worth to note, that the parameter \( W \) can be equally well expressed (with the help of (4) and (22)) also in terms of \( \phi \):

\[ W(R,\phi) = \frac{R^\mu}{a^\mu_0} \tan^{1+\mu} \phi. \]

(28)

The convergence of the power series in (26) and (27) has to be carefully considered. We can use the convergence limit (12) for this purpose. After the substitution \((1+\mu)\) for \( b \) and \(-W^2\) for \( u \) in (12), we arrive at

\[ |W^2| < \left| \frac{\mu^\mu}{(1+\mu)^{1+\mu}} \right| \quad \Rightarrow \quad |W| < \sqrt{\frac{\mu^\mu}{(1+\mu)^{1+\mu}}} = \sqrt{\frac{1}{1+\mu} \left( \frac{\mu}{1+\mu} \right)^\mu}, \]

(29)

where the rightmost expression is of advantage for a numerical calculation for large \( \mu \). Indeed, this convergence limit works, as proved numerically. The obtained limit (29) shows that there is a maximum of the parameter \( W \) (defined by (22)) for which the formulas (26) and (27) can be employed. For larger values of \( W \), another solution of (8) has to be searched for. Depending on \( \mu \), the limit for \( W \) lies between 1 (for \( \mu=0 \)) and 0 (for \( \mu \) approaching infinity). Therefore, the solutions (26) and (27) can be used only for small meridional coordinate \( \nu \), nearer to the equatorial plane (for which \( \nu=0 \)), while it cannot be used (as the series does not converge) for the large absolute meridional
coordinate $\nu$ nearer to the pole (for which $\nu=\pi/2$). In what follows, these two regions are called “small-$\nu$ region” and “large-$\nu$ region”, respectively.

For covering also the large-$\nu$ region, the parametric equation (23) can be – with a help of the substitution

$$r \frac{\nu}{\nu} = (W^2)\frac{\nu}{\nu} s^2 = (W^2)\frac{\nu}{\nu} \left(\frac{x}{R}\right)^2$$

– rewritten to the form

$$W \frac{\nu}{\nu} \left(\frac{r^2}{R^2}\right)^{\frac{\nu}{\nu}} + r^2 = 1,$$

which resembles the Polya & Szego (1925) equation (9) with $u=-\left(W^2\right)^{\frac{1}{\nu}}$, $\gamma=t^2$ and $b=1/(1+\mu)$. According to (10), its solutions are

$$W \frac{\nu}{\nu} \left(\frac{r^2}{R^2}\right)^{\frac{\nu}{\nu}} = \sum_{k=0}^{\infty} \frac{1}{2(1+\mu)} \frac{1}{1+\mu} k \left(1+\mu\right) \left(-W \frac{\nu}{\nu}\right)^k$$

and

$$t = W \frac{\nu}{\nu} \left(\frac{t^2}{R^2}\right)^{\frac{\nu}{\nu}} = \sum_{k=0}^{\infty} \frac{1}{2+1+\mu} k \left(\frac{1+\mu}{1+\mu} \right) \left(-W \frac{\nu}{\nu}\right)^k.$$

As (see (22)) $D=W/(1+\mu)^{1/2} R^\nu$, we can again use Eq. (3) together with (33) for the calculation of the coordinate $z$ for the large-$\nu$ region:

$$z = D \frac{t^{1+\mu}}{(1+\mu)^{1/2} R^\nu} = W \frac{t^{1+\mu}}{1+\mu} \sum_{k=0}^{\infty} \frac{1}{2+1+\mu} k \left(\frac{1+\mu}{1+\mu} \right) \left(-W \frac{\nu}{\nu}\right)^k.$$

The coordinate $x$ for the large-$\nu$ region can be retrieved from (32):

$$x = W \frac{t^{1+\mu}}{R^\nu} = W \frac{\nu}{\nu} \sum_{k=0}^{\infty} \frac{1}{2(1+\mu)} \frac{1}{1+\mu} k \left(1+\mu\right) \left(-W \frac{\nu}{\nu}\right)^k.$$

A convergence of the resulting power series has to be carefully considered also in this case. After the substitution $1/(1+\mu)$ for $b$ and $-W \frac{\nu}{\nu}$ for $u$ into the convergence limit (12), we arrive at

$$\left|\frac{(W^2)^{\frac{\nu}{\nu}}}{(W^2)^{\frac{\nu}{\nu}}}ight| < \left(\frac{1+\mu}{1+\mu} \right)^{-1} \left(\frac{1}{1+\mu} \right)^{\frac{\nu}{\nu}} \left(\frac{1}{1+\mu} \right)^{\frac{\nu}{\nu}} \left(\frac{1}{1+\mu} \right) \left|\frac{(-\mu)^{\frac{\nu}{\nu}}}{(1+\mu)^{1+\mu}}\right|.$$

$$W^2 > \left|\frac{(-\mu)^{1+\mu}}{(1+\mu)^{1+\mu}}\right| \Rightarrow |W| > \sqrt{\left(\frac{\mu^\nu}{(1+\mu)^{1+\mu}}\right)}.$$

(36)

It can be seen that the solution (34), (35) can be used for large-$\nu$ region (for $\nu$ up to $\pi/2$), and that this large-$\nu$ region has a low-end boundary exactly fitting with the small-$\nu$
region (see Eq. (29)). The border line between the two regions is thus defined by the formula

$$W_{\text{border}}(R, \nu) = \sqrt{\frac{\mu}{(1+\mu)^{1+\nu}}}.$$  \hspace{1cm} (37)

Therefore, when computing \(x\) and \(z\) coordinates from the equations (26), (27), and (34), (35), a border line determined by (37) can be used for the particular point \((R, \nu)\) in SOS coordinates as the criterion if to use the formulas (26) and (27) valid for the small-\(\nu\) region, or the formulas (34) and (35) which hold for the large-\(\nu\) region. Figure 2 displays one quadrant with the reference ellipse \((\mu=2, R_0=1)\) of the SOS coordinate system as well as other important lines of this system which will be used in further explanations, including the straight border line dividing the quadrant to the small-\(\nu\) region (light gray area) and the large-\(\nu\) region (white area).

It could be problematic if \(R\) and \(\nu\) coordinates are of such values that the corresponding point in \(x-z\) plane lies exactly at the border line, as the convergence limits set by (29) and (36) seem to exclude this line. As stated earlier, Gould (1956) gave the convergence limits excluding the border line. However, no detailed description
of the approach leading to obtaining this result was reported in Gould (1956). In that article, the discussion of the convergence of (11) series is referenced to be done in Pólya & Szegö (1925), which is, nevertheless, not the case. It seems that the Stirling’s approximation of binomial coefficients for large \( k \) was used in Gould (1956), followed by d’Alambert’s criterion for convergence. This approach was reproduced by the author. However, such approach is inconclusive on the edge of the region. Heselden (1957) discussed the convergence of the series (11), particularly the case when \( b>1, y\rightarrow b/(b-1) \) and \( u\rightarrow(b-1)/b^b \) (in Heselden’s notation: \( v>1, a\rightarrow 1/v \) and \( x\rightarrow r(v) \)). Heselden (1957) concluded that there would be a singularity for \( y\rightarrow b/(b-1) \) on the left side of (11) and the region of convergence thus does not include \( u=(b-1)/b^b \). Nevertheless, he omitted the case when \( u \) is negative (which is our case as \( u=-W^2 \)). The solution of the equation (9) has to be equal or less than one (\( y\leq 1 \)). In such a case, there is no singularity when approaching \( |u|\rightarrow (b-1)/b^b \) and this argument for non-convergence of the series is thus not valid. Another source (Lagrange inversion theorem, 2020) states that the series of (10) type converge also on the border. However, detailed derivation was neither carried out nor referenced. Therefore, the convergence/divergence issue on the border (37) between the small- and the large-\( \nu \) regions is not yet concluded and it is recommended that it is further investigated by experienced mathematicians.

5 Relations for numerical transformation of \( R \) and \( \nu \) SOS coordinates to \( x \) and \( z \)

For prospective numerical calculations, it does worth to notice that there is in fact a simple dependence of \( x \) on \( R \). When we look at expressions (24), we can see that – for a given value of the parameter \( W \) – the Cartesian coordinate \( x \) simply scales with the \( R \) coordinate of SOS coordinate system in the small-\( \nu \) region:

\[
x = R \sum_{k=0}^{\infty} \frac{1}{2 + (1 + \mu) k} \frac{1}{\frac{1}{2 + (1 + \mu) k} (1 + W^2)^k} = R \, s(W) \quad . (38)
\]

where \( s(W) \) is a parameter specific for each value of \( W \). Scaling also holds for \( z \) coordinate and the proportionality parameter can be determined simply thanks to the relation (1):

\[
z = R \sqrt{\frac{1 - [s(W)]^2}{1 + \mu}} \quad . (39)
\]

Thus, for a specific value of \( W \), the \( x \) and \( z \) coordinates lie on the straight line passing through the origin of the coordinate system. Then, in order to calculate numerically \( x \) and \( z \) for given \( R \) and \( \nu \) coordinates, it suffices to know dependence of \( s \) on \( W \). The value of \( W \) can be calculated using (22) in the first quadrant on the reference ellipse (having the large semi-axis \( R_0 \) with a sufficient coverage for all positions on it (i.e. for sufficiently dense coverage of \( \nu \) coordinate). \( s(W) \) for such list of \( W \) can be then determined e.g. using – for small-\( \nu \) region - the sum in (38) (or in other way, see later). \( s(W) \) can thus be tabulated in dependence of \( W \). At places in \( x-z \) plane other than on the
The coordinate value at an arbitrary similar ellipse with large semi-axis is then calculated using (22) for given \( R \) and \( \nu \) coordinates, and the corresponding tabulated value of \( s(W) \) is retrieved. Multiplication by \( R \) (see (38) and (39)) then provides \( x \) and \( z \) coordinates without a need to calculate the infinite power series sum again.

Moreover, there is even easier way to determine \( s(W) \) than by calculating the sum in (38). The sum in (38) is connected with the equation (23), which can be rewritten to the form

\[
-W^2 = \frac{[s(W)]^2 - 1}{[s(W)]^{1+\mu}}. \tag{40}
\]

Using (22) and (40), we can then write for the points at the reference ellipse (i.e. with \( R_0 \) major semi-axis) the equation

\[
-W^2 = -\left( \frac{R_0}{R} \right)^{2\mu} \sin^2 \nu_0 = \cos^2 \nu_0 - 1 = \frac{[s(W)]^2 - 1}{[s(W)]^{1+\mu}}, \tag{41}
\]

where \( \nu_0 \) is the SOS angular coordinate value giving at the reference ellipse the same value of \( W \) as \( \nu \) coordinate value at an arbitrary similar ellipse with large semi-axis \( R \) on which we intend to calculate corresponding \( x, z \) coordinates (see the points \((x,z)\) and \((x_0,z_0)\) in Figure 2 where the situation is displayed for the large-\( \nu \) region; similar situation is difficult to display in Figure 2 for the small-\( \nu \) region due to the lack of space - nevertheless, the description is equivalent in both regions).

From (41) it follows that – although we cannot have a closed-form explicit expression for \( s(W) \) in terms of \( W \) – it is possible to calculate both \( W \) and \( s(W) \) in terms of the parameter \( \nu_0 \):

\[
W = \frac{\sin \nu_0}{(\cos \nu_0)^{1+\mu}} \quad \text{and} \quad s(W) = \cos \nu_0, \quad \sqrt{\frac{1-[s(W)]^2}{1+\mu}} = \frac{\sin \nu_0}{\sqrt{1+\mu}}. \tag{42}
\]

This is an expected result, as the \( \nu_0 \) coordinate is (on the reference ellipse) given by the parametric definition of the ellipse.

Thus, the dependence of \( s(W) \) on \( W \) can be easily tabulated and stored, for given \( \mu \), for fast numerical transformations of \( R \) and \( \nu \) SOS coordinates to Cartesian coordinates \( x \) and \( z \) using (38) and (39) expressions. The numerical procedure is the following: (i) Calculate, using (22), \( W \) parameter for given \( R \) and \( \nu \); (ii) Calculate \( s(W) \) corresponding to that \( W \) using the table mapping \( W \) to \( s(W) \) provided by (42); (iii) use (38) and (39) for the Cartesian coordinate calculation.

In the large-\( \nu \) region, similar analysis can be carried out as in the small-\( \nu \) region, only algebraically slightly more complicated. (32) expression provides the relation

\[
x = \frac{1}{\tau_W} R \sum_{k=0}^{\infty} \left( \frac{\tau_W}{1+\nu_0 R} \right)^k \left( \frac{\tau_W}{1+\nu_0 R} \right)^{\frac{k}{1+\nu_0}} \left( -W^{1+\mu} \right)^k = R \frac{1}{\tau_W} \left[ t(W) \right]^{\frac{1}{1+\mu}}. \tag{43}
\]

where \( t(W) \) is again a parameter specific for each value of \( W \). Scaling also holds for \( z \) coordinate and the proportionality parameter can be determined thanks to the relation
\[ z = R \sqrt{1 - \frac{\left[ t(W) \right]^{1+\mu}}{1+\mu}}. \] (44)

Polya & Szegö (1925) combinatorial identity (9) tells that the following relation is valid:

\[ -W^{-\frac{1}{1+\mu}} = \frac{\left[ t(W) \right]^{2-1}}{\left[ t(W) \right]^{1+\mu}} \Rightarrow W^2 = \frac{1 - \left[ t(W) \right]^{2}}{\left(1 - \left[ t(W) \right]^{2}\right)^{1+\mu}}. \] (45)

Thus, on the reference ellipse (i.e. when the major semi-axis \( R = R_0 \)), we can write

\[ -W^2 = -\frac{1 - \cos^2\nu_0}{(\cos^2\nu_0)^{1+\mu}} = -\frac{1 - \left[ t(W) \right]^{2}}{\left(1 - \left[ t(W) \right]^{2}\right)^{1+\mu}} \] (46)

and then

\[ 1 - \left[ t(W) \right]^{2} = \cos^2\nu_0 \Rightarrow t(W) = \sin\nu_0. \] (47)

Finally, the proportionality factor in (43) (the relation can be used also in (44)) is

\[ W^{\frac{1}{1+\mu}} [t(W)]^{-\frac{1}{1+\mu}} = \frac{\sin\nu_0}{(\cos\nu_0)^{1+\mu}} \left(\sin^2\nu_0\right)^{\frac{1}{1+\mu}} = \cos\nu_0, \] (48)

Therefore, the proportionality factors for (43) and (44), respectively, are – for the large-\( \nu \) region – of the same form as the proportionality factors for (38) and (39), respectively, in the small-\( \nu \) region. Then, in both regions, (38) and (39) with \( W \) tabulation by (42) is to be used for numerical determination of \( x \) and \( z \) from \( R \) and \( \nu \).

The situation is graphically displayed in Figure 2 which shows the reference ellipse as well as the straight line for \( W = \text{constant} \) radiating from the origin of coordinates in the large-\( \nu \) region, as well as an arbitrary ellipse and two orthogonal trajectories to it having two different values of \( \nu \) coordinate. In Figure 2 the point \((x_0,z_0)\) on the reference ellipse in Cartesian coordinates corresponds to the point \((R_0,\nu_0)\) in SOS coordinates. The displayed point \((x,z) - (R,\nu)\) in SOS coordinates – on the arbitrary ellipse similar to the reference one has the same value of \( W \) parameter as the point \((x_0,z_0)\), therefore lies on the same straight line through the origin.

6 Transformation at the border line

Although it is important to have a simple numerical way how to transform SOS coordinates to Cartesian coordinates, as shown in the previous chapter, our main aim is to have analytical solution in order to be able to derive analytically also the metric scale factors for the use in differential operators. For this purpose, the use of infinite
power series is unavoidable for writing analytic relation for transformation of SOS to Cartesian coordinates. Therefore, it is of advantage to have a closer look on the transformation also exactly at the border line between small- and large-ν regions given by (37), where the convergence of the power series is uncertain. As we saw in the previous section, the border between the regions is then a straight line intersecting the origin. In Figure 2 it is displayed by the blue line. Figure 2 also displays a special orthogonal trajectory line (its coordinate denoted ν₀B) intersecting the border line exactly at its intersection with the reference ellipse (R=R₀). The point of intersection is denoted (x₀B, z₀B) in Figure 2.

Moreover, s(W) also has a specific value for the border line, which is denoted s_B = s_B(μ) in what follows. This value can be calculated once for ever for the specific value of μ (i.e. for the particular SOS coordinate system) using (42) and (37). First, ν₀B (the angular coordinate for the point where the reference ellipse crosses the border line) is found iteratively form the known μ using the relation

$$\frac{\mu^2}{(1+\mu)^{1+\mu}} = \frac{\sin^2\nu_{0B}}{(\cos^2\nu_{0B})^{1+\mu}}.$$  (49)

Then,

$$s_{0B}(\mu) = \cos\nu_{0B},$$  (50)

and, finally,

$$x = s_{0B}(\mu)R, \quad z = \sqrt{\frac{1-[s_{0B}(\mu)]^2}{1+\mu}}R.$$  (51)
on the border line.

As an example, it can be calculated that, for μ=2 (i.e. the ellipse used in Figure 2), ν₀B=0.331446717 rad (i.e. 18.99049802°) and s_B(2)=0.945572555. For the μ=0.006739496742 value, corresponding to the reference spheroid of the Earth, ν₀B=0.77415419 rad (i.e. 44.35576776°) and s_B(0.006739496742)=0.715012606.

Then we have analytic transformation of SOS coordinates to the Cartesian ones for (i) small-ν region (i.e W²<μ²/(μ+1)ν²+1), given by the formulas (26), (27), for (ii) large-ν region (i.e W²>μ²/(μ+1)ν²+1), given by the formulas (34), (35), and also (iii) for the border line between the two region (i.e W²=μ²/(μ+1)ν²+1), where (51) is to be used in case the power series does not converge on the border line.

It is, however, clear, that although the derivatives can be calculated from the derived relations for the small- and large-ν regions, they cannot be calculated using the relation (51) valid on the border line. Therefore, the metric scale factors (which are to be calculated using partial derivatives) has to be later again carefully assessed on the border line.

7 3D SOS coordinates and inverse transformation

In order to use later the known combinatorial identities for power series, it is useful to rewrite the formulas (26), (27), (34) and (35) also to two other equivalent forms.
Important is that the shapes of the obtained expressions enable further calculation of derivatives, followed by a simplification of the resulting scale factors calculated according to the formulas (16). This rewriting is done in the Supplement A, where the expressions for both \( x \) and \( z \) coordinate and for both series-convergence regions are calculated in two other distinct forms – see the expressions (A5b,c), (A6b,c), (A7b,c) and (A8b,c) in the Supplement A. The results of these derivations are summarized in Table 1. These forms will be used in further derivations.

Table 1. Formulas and their parameters for Cartesian coordinates \( x \) and \( z \) calculation from SOS coordinates \( R \) and \( \nu \). \( W \) is given by (22).

| Region coordinate | scale factor for all types of series | \( 2^{nd} \) type series solution | \( 3^{rd} \) type series solution |
|-------------------|-----------------------------------|---------------------------------|---------------------------------|
| \( R \)           | \( C \)                            | \( C \frac{\sum_{k=0}^{\infty} (\alpha+\beta k)^{k}}{\alpha+\beta k} \) | \( C \frac{\sum_{k=0}^{\infty} (\alpha+\beta k)^{k}}{\alpha+\beta k} \) |
| \( \nu \) re-     | \( \nu \)                           | \( \nu \)                         | \( \nu \)                         |
| small- \( \nu \)  | \( W(1+\mu)^{1/2} \)             | \( W(1+\mu)^{1/2} \)             | \( W(1+\mu)^{1/2} \)             |
| region            | \( (1+\mu)^{1/2} \)               | \( (1+\mu)^{1/2} \)               | \( (1+\mu)^{1/2} \)               |
| \( x \)           | \( \frac{1}{\nu^{1/2}} \)         | \( \frac{1}{\nu^{1/2}} \)         | \( \frac{1}{\nu^{1/2}} \)         |
| \( z \)           | \( -\frac{2}{\nu^{1/2}} \)        | \( -\frac{2}{\nu^{1/2}} \)        | \( -\frac{2}{\nu^{1/2}} \)        |

7.1 3D SOS coordinates

The 3D Cartesian coordinates \( x_{3D}, y_{3D}, z_{3D} \) in terms of 3D similar oblate spheroidal coordinates can be obtained using (15) and Table 1 (3\(^{rd}\) type series solution) as

\[
x_{3D} = \cos \lambda \frac{R}{2} \sum_{k=0}^{\infty} \left( -\frac{1}{2} - \mu k \right) \frac{(W^2)^k}{k} \frac{1}{\frac{1}{2} - \mu k}, \quad y_{3D} = \sin \lambda \frac{R}{2} \sum_{k=0}^{\infty} \left( -\frac{1}{2} - \mu k \right) \frac{(W^2)^k}{k} \frac{1}{\frac{1}{2} - \mu k},
\]

\[
z_{3D} = W(1+\mu)^{1/2} \frac{R}{2} \sum_{k=0}^{\infty} \left( -\frac{1}{2} - \mu k \right) \frac{(W^2)^k}{k} \frac{1}{\frac{1}{2} - \mu k}
\]

for the small-\( \nu \) region, and as
for the large-ν region. The parameter \( W \) is given by (22), which shows its form for \((R, ν, λ)\), or (28) for \((R, φ, λ)\) options of the SOS coordinates. A test of the correctness of the derivation of the coordinate transformation can be done with a help of the basic formula (1) for the ellipsoid: \( x_{3D}^2 + y_{3D}^2 + (1 + μ) z_{3D}^2 \) expression determined using the above series has to be equal to \( R^2 \). This test was performed with the help of Cauchy product, Hagen-Rothe identity (Chu, 2010) and the binomial identity (A4), and the result is indeed \( R^2 \).

### 7.2 Inverse transformation

On the other hand, the \((R, φ, λ)\) or \((R, ν, λ)\) coordinates can be calculated from the Cartesian coordinates as follows. From (15), we calculate

\[
λ = \arctan \frac{y_{3D}}{x_{3D}}.
\]

From (1), we then conclude that

\[
R = \sqrt{x_{3D}^2 + y_{3D}^2 + (1 + μ) z_{3D}^2},
\]

and from (3) and (4), we have

\[
φ = \arctan \frac{\sqrt{1 + μ} τ_{3D}}{\sqrt{x_{3D}^2 + y_{3D}^2}}.
\]

In case we use ν coordinate instead of φ, the derivation of the inverse transformation formula is more complicated. Using (3) and (5), we arrive at

\[
\frac{\sin ν}{\cos^{1+μ} ν} = (1 + μ)^{1/2} R_0^{1+μ} \left( \frac{z_{3D}}{\sqrt{x_{3D}^2 + y_{3D}^2}} \right)^{1+μ} \equiv \sqrt{A}
\]

and then by squaring it at

\[
\frac{\sin^2 ν}{(\cos^2 ν)^{1+μ}} = 1 - \cos^2 ν = A \quad \Rightarrow \quad A(\cos^2 ν)^{1+μ} + \cos^2 ν = 1.
\]
With a help of the substitution \( s_A = \cos \nu \), the equation is transformed to the form similar to (23),

\[ As_A^{2+2\mu} + s_A^2 = 1, \tag{59} \]

which resembles the equation (9) and – according to (10) – the solution for \( \nu \) in the form

\[ \nu = \arccos \left[ \frac{1}{2} \sum_{k=0}^{\infty} \left( -\frac{1}{2} - \mu k \right) \frac{-A^k}{k} \right] \text{ where } A = (1+\mu) R_0^{2\mu} \frac{z_{3D}^2}{(x_{3D}^2+y_{3D}^2)^{1+\mu}} \tag{60} \]

can be thus written. The convergence of the above power series has to be found. We can use the convergence limit (12) for this purpose, with which we arrive at

\[ |A| < \frac{\mu^{\mu}}{(1+\mu)^{1+\mu}} = \frac{1}{1+\mu} \left( \frac{\mu}{1+\mu} \right)^\mu, \tag{61} \]

The limit (61) for \( A \) shows that there is a maximum of the parameter \( A \) for which the formula (60) can be employed. It can be seen that, e.g., for large ratios \( z_{3D}^2/(x_{3D}^2+y_{3D}^2)^{1+\mu} \) the series cannot converge. Therefore, for larger values of \( A \), another solution of (59) has to be searched for. For covering also the complementary region, the equation (59) can be – with a help of substitution \( \nu^2 = A^{1+\mu} s^2 = A^{1+\mu} \cos^2 \nu \) – rewritten to the form

\[ A^{1+\mu} \nu^2 + \nu^{2+2\mu} = 1 \tag{62} \]

with its solution according to (9) and (10)

\[ \nu = \arccos \left[ \frac{A^{1+\mu}}{2(1 + \mu)} \sum_{k=0}^{\infty} \left( -\frac{1}{2(1+\mu)} + \frac{\mu}{1+\mu} k \right) \frac{-\left(A^{-1+\mu}\right)^{k}}{\frac{1}{1+\mu} + \frac{\mu}{1+\mu} k} \right]. \tag{63} \]

The convergence of the resulting power series has to be carefully considered also in this case. The convergence limit (12) is again used and we arrive at

\[ |A^{1+\mu}| = \frac{1}{A^{1+\mu}} < \left| \left( \frac{1}{1+\mu} - 1 \right) \frac{\mu}{1+\mu} \right| = \left| \left( \frac{1}{1+\mu} - 1 \right) \frac{\mu}{1+\mu} \right| \left( \frac{1}{1+\mu} - 1 \right) \tag{64} \]

\[ \Rightarrow A > \left| \left( \frac{1}{1+\mu} \right)^{\mu} \right| \frac{\mu^{\mu}}{(1+\mu)^{1+\mu}}. \]

It can be seen that the complementary region has a boundary exactly fitting with the first region (Eq. (61)). The border for the use of either solution (60) or the solution (63) is thus defined by the formula

\[ A_{\text{border}} (x_{3D}, y_{3D}, z_{3D}) = \frac{\mu^{\mu}}{(1+\mu)^{1+\mu}}. \tag{65} \]
8 Partial derivatives

In order to calculate the metric scale factors according to (16), we need to determine partial derivatives of \( x \) and \( z \) with respect to \( R \) and \( \nu \).

8.1 Partial derivatives with respect to \( R \)

First, partial derivatives with respect to \( R \) are determined. When Eq. (A6b) (i.e. the 2\textsuperscript{nd} type series solution, see Table 1) is used for the coordinate \( x \) in the small-\( \nu \) region, and considering dependence (22) of \( W \) on \( R \mu \), the partial derivative has the form

\[
\frac{\partial x (\nu, R)}{\partial R} = \frac{1}{2} \sum_{k=0}^{\infty} \binom{1/2 + (1 + \mu) k}{k} \frac{(2\mu k + 1)(-W^2)^k}{(2\mu k + 1 + \mu k)} = \sum_{k=0}^{\infty} \binom{1/2 + (1 + \mu) k}{k} (-W^2)^k.
\]

With this choice, the terms in the denominator and numerator are mutually canceled, and the binomial coefficient has a form advantageous for a later calculation of the metric factor \( h_R \). Similarly, partial derivative of \( z \) with respect to \( R \) in the small-\( \nu \) region is obtained using Eq. (A5b)

\[
\frac{\partial z (\nu, R)}{\partial R} = W(1 + \mu)^{1/2} \sum_{k=0}^{\infty} \binom{1/2 + (1 + \mu) k}{k} (-W^2)^k.
\]

When Eq. (A8b) (i.e. the 2\textsuperscript{nd} type series solution, see Table 1) is used for the coordinate \( x \) in the large-\( \nu \) region, and again considering dependence (22) of \( W \) on \( R^\mu \), the partial derivative has the form

\[
\frac{\partial x (\nu, R)}{\partial R} = \frac{W}{1 + \mu} \sum_{k=0}^{\infty} \binom{1/2(1+\mu) - 1}{k} + \frac{1}{1+\mu} \left( -W^{-\frac{1}{1+\mu}} \right)^k.
\]

Similarly, partial derivative of \( z \) with respect to \( R \) in the large-\( \nu \) region is obtained using Eq. (A7b)

\[
\frac{\partial z (\nu, R)}{\partial R} = \frac{1}{(1 + \mu)^{1/2}} \sum_{k=0}^{\infty} \binom{-1/2 + 1 + \mu k}{k} \left( -W^{-\frac{1}{1+\mu}} \right)^k.
\]

8.2 Partial derivatives with respect to \( \nu \)

Further, partial derivatives with respect to \( \nu \) are determined. As rather lengthy derivation is needed for simplification of the given binomial expressions (including several combinatorial identities listed in Gould (1972); Chu (2010, 2013); Seiden (1994)), the derivation for the small-\( \nu \) region is carried out in Supplement B, and for the large-\( \nu \) region in Supplement C.
1) Small-$\nu$ region  Here, the final result (see Supplement B for details) of derivation of the expressions for the derivatives

$$
\frac{\partial x(\nu, R)}{\partial \nu} = \frac{R}{2} \frac{1}{\mu W} \frac{\partial W}{\partial \nu} \left\{ \sum_{k=0}^{\infty} \left(-\frac{1}{2} - \frac{\mu k}{k}\right) \left(\frac{W^2}{2-\mu k}\right)^k \right\} = R \frac{1}{W} \frac{\partial W}{\partial \nu} \sum_{k=1}^{\infty} \left(-\frac{1}{2} - \frac{\mu k}{k}\right) \frac{2k}{2\mu k + 1} \left(\frac{W}{2-\mu k}\right)^k, \quad (70)
$$

$$
\frac{\partial z(\nu, R)}{\partial \nu} = (1 + \mu) \frac{1}{2} R \frac{1}{\mu} \frac{\partial W}{\partial \nu} \left\{ \sum_{k=0}^{\infty} \left(-\frac{1}{2} - \frac{\mu k}{k}\right) \left(\frac{W^2}{2-\mu k}\right)^k \right\} \right. + 2 \sum_{k=0}^{\infty} \left(-\frac{1}{2} - \frac{\mu k}{k}\right) \left(\frac{W^2}{2-\mu k}\right)^k \left. \right\} = (1 + \mu) \frac{1}{2} R \frac{\partial W}{\partial \nu} \sum_{k=0}^{\infty} \left(-\frac{1}{2} - \frac{\mu k}{k}\right) \frac{2k + 1}{(2k + 1)\mu k + 1} \left(\frac{W}{2-\mu k}\right)^k, \quad (71)
$$

and of the squared derivatives (in the form suitable for the subsequent metric scale factor calculation)

$$
\left(\frac{\partial x(\nu, R)}{\partial \nu}\right)^2 = \frac{R}{2} \frac{1}{\mu^2} \left(\frac{\partial W}{\partial \nu}\right)^2 \left\{ -4 + 1 \sum_{k=1}^{\infty} \frac{1}{\mu k - 1} \left(-\frac{\mu k}{k}\right) \left(\frac{W^2}{2-\mu k}\right)^{k-1} + \frac{4}{W^2} \right. - 8 \mu + 1 \sum_{k=1}^{\infty} \left(-\frac{\mu k}{k}\right) \left(\frac{W^2}{2-\mu k}\right)^{k-1} \left. - 8 \sum_{k=0}^{\infty} \left(-\frac{W^2}{W}\right)^{k-1} \sum_{m=0}^{\infty} \left(\frac{\mu k + m - 1}{m}\right) (1 + \mu)^{k-m} \right\}, \quad (72)
$$

$$
\left(\frac{\partial z(\nu, R)}{\partial \nu}\right)^2 = \frac{R}{2} \frac{1}{\mu^2} \left(\frac{\partial W}{\partial \nu}\right)^2 \left\{ \frac{4}{\mu} \sum_{M=1}^{\infty} \frac{1}{\mu M - 1} \left(-\frac{\mu M}{M}\right) \left(\frac{W^2}{2-\mu M}\right)^{M-1} + 8 \sum_{M=1}^{\infty} \left(-\frac{\mu M}{M}\right) \left(\frac{W^2}{2-\mu M}\right)^{M-1} \right. + 4 \sum_{M=0}^{\infty} \left(-1\right)^M \sum_{m=0}^{\infty} \left(\frac{\mu M + m - 1}{m}\right) (1 + \mu)^{M-m} \left. - 4 \sum_{M=0}^{\infty} \left(-1\right)^{M-1} \left(\frac{\mu M + M - 1}{M}\right) \right\}, \quad (73)
$$

are reported for the small-$\nu$ region. It can be observed, that the squared derivatives of $x$ and $z$ contain similar terms, which can facilitate a simplification of the metric scale factor calculated later.

$W$ (see Eq. (22)) and its derivative appearing in the above formulas are given by

$$
W = \left(\frac{R}{R_0}\right)^\mu \frac{\sin \nu}{\cos^{1+\mu} \nu} \quad \text{and} \quad \frac{\partial W}{\partial \nu} = \left(\frac{R}{R_0}\right)^\mu \frac{1 + \mu \sin^2 \nu}{\cos^{2+\mu} \nu} \quad \text{and} \quad \frac{1}{W} \frac{\partial W}{\partial \nu} = \frac{1 + \mu \sin^2 \nu}{\sin \nu \cos \nu}. \quad (74)
$$

The derivative of $W$ can be derived also with respect to the [White, Staniforth & Wood](#).
2) Large-$\nu$ region Here, the final result (see Supplement C for details) of derivation of the expressions for the derivatives

\[
\frac{\partial x(\nu, R)}{\partial \nu} = \frac{1}{1 + \mu} \frac{R}{2 \mu W^{1+\frac{1}{1+\mu} - \nu}} \frac{\partial W}{\partial \nu} \sum_{k=0}^{\infty} \left( \frac{1}{1+\mu} + \frac{\mu}{1+\mu} k \right) (W^{-\frac{1}{1+\mu}})^k \left( W^{-\frac{1}{1+\mu}} \right)^k \\
= \frac{R}{1 + \mu} \frac{1}{2 \mu W^{1+\frac{1}{1+\mu} - \nu}} \frac{\partial W}{\partial \nu} \sum_{k=0}^{\infty} \left( \frac{1}{1+\mu} + \frac{\mu}{1+\mu} k \right) 2k + 1 \left( W^{-\frac{1}{1+\mu}} \right)^k,
\]

(76)

\[
\frac{\partial z(\nu, R)}{\partial \nu} = \frac{1}{1 + \mu} \frac{R}{2 \mu W^{1+\frac{1}{1+\mu} - \nu}} \frac{\partial W}{\partial \nu} \sum_{k=0}^{\infty} \left( \frac{1}{1+\mu} + \frac{\mu}{1+\mu} k \right) \frac{2k + 1}{2\mu k - 1} \left( W^{-\frac{1}{1+\mu}} \right)^k,
\]

(77)

and of the square derivatives in the form suitable for the subsequent metric scale factor calculation

\[
\left( \frac{\partial x(\nu, R)}{\partial \nu} \right)^2 = \left( \frac{R}{2} \frac{1}{\mu^2 W^{2+\frac{1}{1+\mu} - \nu}} \frac{\partial W}{\partial \nu} \right)^2 \left\{ -4 \frac{1+\mu}{\mu} \sum_{M=1}^{\infty} \frac{1}{\mu M - \mu - 1} \left( \frac{\mu M}{M} \right) (W^{-\frac{1}{1+\mu}})^M \right\} \\
- \frac{8}{\mu} \sum_{M=1}^{\infty} \left( \frac{\mu M}{M} \right) (W^{-\frac{1}{1+\mu}})^M \\
+ \frac{4}{1 + \mu} \sum_{M=0}^{\infty} \left( \frac{-\mu M - 1 + m}{(1+\mu)M - m} \right) \frac{1}{(1+\mu)^{M-m}} \left( \frac{-\mu M + M - 1 + m}{M} \right),
\]

(78)
\[
\left( \frac{\partial z(\nu,R)}{\partial \nu} \right)^2 = \frac{1}{1 + \mu} \left( \frac{R}{2} \right)^2 \frac{1}{\mu^2 W^{2\nu + \frac{\nu}{1 + \mu}}} \left( \frac{\partial W}{\partial \nu} \right)^2 \left( \frac{4}{\mu} \sum_{k=1}^{\infty} \frac{1}{1 + \mu} k^2 \left( W^{\nu} \right)^{k-1} \right) \left( W^{\nu} \right)^{k-1} - 8 \frac{W}{W^{\nu} \tau^{\nu}} \\
+ 8 \mu \sum_{k=1}^{\infty} \left( \frac{\mu}{1 + \mu} k \right)^2 \left( W^{\nu} \right)^{k-1} - 8 \frac{W}{W^{\nu} \tau^{\nu}} \\
- 4 \sum_{k=0}^{\infty} \left[ (-1)^{k-1} \left( W^{\nu} \right)^{k-1} \sum_{m=0}^{k} \left( - \frac{\mu}{1 + \mu} k - 1 + m \right) \frac{1}{(1 + \mu)^{k-m}} \right],
\]

are reported for the large-\(\nu\) region. \(W\) and its derivative are given by the Eq. (74). It can be observed that the square derivatives of \(x\) and \(z\) contain similar terms, which can facilitate a very significant simplification of the metric scale factor formula calculated in what follows.

### 9 Metric scale factors

After derivation of formulas for coordinates and for partial derivatives, all means are ready for calculation of the scale factors of SOS coordinates according to Eq. (16). We have to calculate it separately in the small- and in the large-\(\nu\) regions.

#### 9.1 \(h_\lambda\) metric scale factor

The metric scale factor \(h_\lambda\), given by Eq. (16) is – according to (A6c) from the Supplement A or Table 1 – in the small-\(\nu\) region the following:

\[
h_\lambda = x(\nu,R) = R \sum_{k=0}^{\infty} \left( - \frac{1}{2} - \mu k \right) \left( W^{2 - \nu} \right)^k,
\]

while it has, according to (A8c) or Table 1, the following form in the large-\(\nu\) region:

\[
h_\lambda = x(\nu,R) = \frac{W^{\nu} \tau^{\nu}}{1 + \mu} R \sum_{k=0}^{\infty} \left( - \frac{1}{2} - \mu k + \frac{\mu}{1 + \mu} k \right) \left( W^{\nu} \right)^k.
\]

It should be reminded that the border line between the small-\(\nu\) region and the large-\(\nu\) region for power series of this type is defined by the formula (37). On the border line, \(h_\lambda\) can be expressed according to previously derived formulas (50) and (51) with \(\mu\)-specific constant \(s_\beta\).

#### 9.2 \(h_R\) metric scale factor

For the derivation of \(h_R\), Eqs. (66) and (67) are used. When the derivatives are input to the basic equation (16), we obtain – after simplification described in detail in Supplement D – the following rather simple shape for the small-\(\nu\) region:
\[ h_R = \sqrt{\sum_{k=0}^{\infty} \left( \frac{-\mu k}{k} \right) (W^2)^k}. \]  

(82)

Other forms of this scale factor can be obtained, e.g. with a help of (A3) or other binomial identities. These easy options are reported in Supplement D. Moreover, the Pólya and Szegő identity listed in [Gould (1972)](#) under the number 1.120 leads to the scale factor containing the series in the denominator rather than in the numerator. The derivation is in Supplement D, and the result is reported also here:

\[ h_R = \left( 1 + \mu \sum_{k=0}^{\infty} \left( \frac{-\mu k - 1}{k} \right) (W^2)^k \right)^{-\frac{1}{2}}. \]  

(83)

In certain cases, it could be of advantage to get rid of the square root on the right side of (82) altogether. For this purpose, the binomial theorem can be used, followed by a smart counting of infinite double-sums, which leads to a compositae-containing power series ([Kruchinin & Kruchinin, 2013](#)). Then, \( h_R \) can be received in a pure powerseries form with coefficients \( c_n \):

\[ h_R = \left( 1 + \mu \sum_{k=1}^{\infty} \left( \frac{-\mu k}{k} \right) (W^2)^k \right)^{\frac{1}{2}} = \sum_{n=0}^{\infty} \left( \sum_{k=1}^{\infty} \left( \frac{-\mu k}{k} \right) (W^2)^k \right)^n = \sum_{n=0}^{\infty} c_n (W^2)^n. \]  

(84)

Details of a proper compositae determination ([Kruchinin & Kruchinin, 2013](#), p.13) leading to the coefficients \( c_n \) are, nevertheless, out of the scope of this paper.

In the large-\( \nu \) region, the simplification (again described in Supplement D) leads to the following form of the metric scale factor

\[ h_R = \frac{1}{\sqrt{1 + \mu}} \sqrt{\sum_{k=0}^{\infty} \left( \frac{\mu}{1 + \mu k} \right) (W^{-\frac{1}{2}})^k}, \]  

(85)

where \( W \equiv W(R, \nu) \) is given by Eq. (22). Also in the large-\( \nu \) region, the metric scale factor \( h_R \) can be transformed to a form where the sum is in denominator by the same approach as used for the small-\( \nu \) region (see (D41)-(D43) in Supplement D):

\[ h_R = \left[ 1 - \mu \sum_{k=0}^{\infty} \left( \frac{\mu}{1 + \mu k} \right) (W^{-\frac{1}{2}})^k \right]^{-\frac{1}{2}}. \]  

(86)

For better imagination, 2D map of the \( h_R \) metric scale factor levels in \( x-z \) plane is shown in Figure [3](#) for SOS system with \( \mu=2 \).

On the reference spheroid with the equatorial radius \( R_0 \), the metric scale factor \( h_R \) can be even derived in a closed form (see Supplement D, Eq. (D65)):

\[ h_{R0} = \frac{1}{\sqrt{1 + \mu \sin^2 \nu}}. \]  

(87)
Figure 3: The metric scale factor $h_R$ levels in one quadrant of $x$-$z$ plane for SOS coordinate system with $\mu=2$. The coordinate system lines (the same as in Figure 1) are overlapped here for a better comparison.
The derivation also leads to new binomial identities (D66), (D67) (see Supplement D).

When the convergence limits are calculated for the metric scale factor formulas (82) and (85) in the small-$\nu$ region and in the large-$\nu$ region, it is found that both regions have a common border line identical with the one defined in (37). That means that the metric-scale-factor-defining power series have the same convergence interface between large- and small-$\nu$ regions as the power series for the calculation of the coordinates itself.

An important region at which the metric scale factor should be inspected is the abovementioned border between the small-$\nu$ region and the large-$\nu$ region (see Figure 2), where the power series in the formulas (82) and (85) may diverge, as discussed in the previous sections. It can be seen that the metric scale factor is a constant for constant value of $W$, regardless the underlying values of $R$ and $\nu$. Therefore, $h_R$ is constant on straight lines going through the origin (in 2D plot with generating ellipse; these constant regions are cones in 3D). Therefore, the border between the small-$\nu$ region and the large-$\nu$ regions also have a constant value of the metric scale factor, $h_{RB}$.

It thus suffices to find this value once for ever for the particular $\mu$ on one point on the border. The easiest is to find it on the intersection of the reference ellipse with the border line ($h_{R0B}$), and then the metric scale factor is determined on the whole border line as $h_{RB}=h_{R0B}$. For example, it was calculated in the previous sections that, for $\mu=2$ (i.e. for the ellipse used in Figure 2 and for the corresponding generated spheroid), $\nu_{0B}=0.331446717$ rad (i.e. 18.99049802$^\circ$), and $h_{RB}$ is thus equal to 0.908421069. Similarly, for $\mu=0.006739496742$ value, corresponding to the reference spheroid of the Earth, $\nu_{0B}=0.77415419$ rad (i.e. 44.35576776$^\circ$) and $h_{RB}$ is thus equal to 0.9983570697.

For given $\mu$, we thus have the metric scale factor $h_R$ determined in the whole quadrant.

### 9.3 $h_\nu$ metric scale factor

For the derivation of $h_\nu$, Eq. (70) and (71) are employed. When the derivatives are input to the basic equation (16), we obtain – after rather lengthy simplification described in Supplement D – the following formulas for the small-$\nu$ region:

$$h_\nu = \frac{R}{\sqrt{1 + \mu}} \left( \frac{\partial W}{\partial \nu} \right) \sum_{k=0}^{\infty} \frac{(1 + \mu)(k + 1)}{k} \left(-W^2\right)^k,$$

where the terms containing $W$ are determined by Eq. (74). Two forms of the result are shown, one or the other can be more suitable in a particular case.

In the large-$\nu$ region, the simplification described in Supplement D leads to the following form of the metric scale factor $h_\nu$. 


Figure 4: The metric scale factor \( h_\nu \) levels in one quadrant of \( x-z \) plane for SOS coordinate system with \( \mu=2 \). The coordinate system lines (the same as in Figure 1) are overlapped here for a better comparison.

\[
h_\nu = \frac{R}{1 + \mu} \left( -W - \frac{2}{1 + \mu} \right) \sum_{k=0}^{\infty} \left( \frac{1 + \mu}{1 + \mu + k} \right) \left( -\frac{W - 2}{1 + \mu} \right)^k
\]

which can be used for any \( \mu > -1 \). It should be also noted, that for \( \nu=\pi/2 \) (polar axis), substitutions of \( W \)-containing terms according to (74) into (89) leads to a finite \( h_\nu \) equal to \( R \left( \frac{R}{R_0} \right)^\frac{1}{2} \).

The convergence limits for the \( h_\nu \) metric-scale-factor defining power series are the same as for \( h_R \) and for coordinates itself. 2D map of the \( h_\nu \) metric scale factor levels in \( x-z \) plane is shown in Figure 4 for SOS system with \( \mu=2 \).

On the reference spheroid with the equatorial radius \( R_0 \), the metric scale factor \( h_\nu \) can be derived in a closed form (see Supplement D, Eq. (D76)):

\[
h_{\nu=0=R_0} = R_0 \sqrt{\frac{1 + \mu \sin^2 \nu}{1 + \mu}}.
\]

An important region at which the metric scale factor should be inspected is the border between the small-\( \nu \) region and the large-\( \nu \) region (see Figure 2), where the
power series in the formulas (88) and (89) may diverge, as discussed in the previous sections.

It can be seen that the power series sums in metric scale factor formulas (64) and (65) are constant for constant value of \( W \), regardless the underlying values of \( R \) and \( \nu \). Therefore, these power series sums are constant on straight lines going through the origin (in 2D plot with generating ellipse; these constant regions are cones in 3D).

Although the power series may diverge at the border line between the small-\( \nu \) region and the large-\( \nu \) regions, the metric scale factor has to have certain value there and thus the power series sum has to be exchanged by a certain value valid for the border line. It suffices to find this value once for ever for the particular \( \mu \) on one point on the border. The easiest is to find it on the intersection of the reference ellipse with the border line, which was in fact done in the previous paragraphs. When comparing (88) and (90) with help of (74), it follows that the power series sum has to be exchanged on the border of the small-\( \nu \) region by

\[
\sum_{k=0}^{\infty} (1 + \mu)^k \left( \frac{W^2}{\text{border}} \right)^k = \frac{\cos^{2+\mu} \nu_0 B}{\sqrt{1 + \mu \sin^2 \nu_0 B}}, \tag{91}
\]

Then, the metric scale factor anywhere on the border, i.e. for such \( R \) and \( \nu \) that

\[
\left( \frac{R}{R_0} \right)^{\mu} \frac{\sin \nu}{\cos^{3+\mu} \nu} = W_{\text{border}} (R, \nu) = \frac{\mu^\mu}{(1+\mu)^{1+\mu}}, \tag{92}
\]

is – by inserting (91) to (88) – evaluated as

\[
h_{\nu B} = \frac{R}{\sqrt{1 + \mu}} \frac{\cos^{2+\mu} \nu_0 B}{\sqrt{1 + \mu \sin^2 \nu_0 B}} = \frac{R}{\sqrt{1 + \mu}} \left( \frac{R}{R_0} \right)^{\mu} \frac{1 + \mu \sin^2 \nu}{\cos^{2+\mu} \nu} c_{\nu B}
\]

where

\[
c_{\nu B} = c_{\nu B} (\mu) = \frac{\cos^{2+\mu} \nu_0 B}{\sqrt{1 + \mu \sin^2 \nu_0 B}}.
\]

For example, it was calculated in the previous sections that, for \( \mu=2 \) (i.e. for the ellipse used in Figure 2 and for the corresponding generated spheroid), \( \nu_0 B = 0.331446717 \) rad (i.e. 18.99049802°), and \( c_{\nu B} \) is – using (93) – thus equal to 0.7262173699. Similarly, for \( \mu=0.006739496742 \), i.e. the value corresponding to the reference spheroid of the Earth, \( \nu_0 B = 0.77415419 \) rad (i.e. 44.35576776°) and \( c_{\nu B} \) is thus equal to 0.5092504742.

For given \( \mu \), we thus have the metric scale factor \( h_{\nu} \) determined by analytical formulas in the whole quadrant.

### 10 Jacobian determinant

Differential operations (gradient, divergence, curl, Laplacian) employ Jacobian determinant \( J \) defined – in the particular case of the SOS coordinates – as \( J = h_{\mu} h_{\nu} h_{\lambda} \). Therefore, deriving Jacobian is very useful, similarly as the squares of the scale factor.
in the curvilinear orthogonal system, the decomposition of the velocity advection term is not, and is therefore done in \textbf{Supplement E}. The results for SOS coordinate system are listed in this section.

For the small-$\nu$ region, the Jacobian is

$$ J = h_h h_\lambda \lambda = \frac{R^2}{\sqrt{1 + \mu}} \frac{\partial W}{\partial \nu} \sum_{k=0}^{\infty} \left( -\mu \left( k + \frac{1}{2} \right) - \frac{3}{2} \right) \left( W^2 \right)^k, \tag{94} $$

while for the large-$\nu$ region it reads

$$ J = h_h h_\lambda \lambda = \frac{R^2 W^2}{1 + \mu} \frac{\partial W}{\partial \nu} \sum_{k=0}^{\infty} \left( \frac{\mu}{1 + \mu} \left( k + \frac{3}{2} \right) - \frac{3}{2} \right) \left( W^2 \right)^k. \tag{95} $$

As it frequently appears in differential operators, also the Jacobian divided by the square of the $h_h$ scale factor was derived (see \textbf{Supplement E}, Eqs. (E15) and (E20)). This function is needed e.g. in the case of Laplacian calculation in SOS coordinates. In the small-$\nu$ region, it equals to

$$ \frac{J}{h_h^2} = \frac{R^2}{\sqrt{1 + \mu}} \frac{\partial W}{\partial \nu} \sum_{k=0}^{\infty} \left( -\mu \left( k + \frac{1}{2} \right) - \frac{3}{2} \right) \left( W^2 \right)^k, \tag{96} $$

and – in the large-$\nu$ region – it is

$$ \frac{J}{h_h^2} = \frac{R^2 W^2}{1 + \mu} \frac{\partial W}{\partial \nu} \sum_{k=0}^{\infty} \left( \frac{\mu}{1 + \mu} \left( k + \frac{3}{2} \right) - \frac{3}{2} \right) \left( W^2 \right)^k. \tag{97} $$

11 Components of the advection term in the momentum equation

In order to write the components of the momentum equation of atmosphere modelling in the curvilinear orthogonal system, the decomposition of the velocity advection term

$$ - (u \cdot \nabla) u = u \times (\nabla \times u) - \nabla \left( \frac{u^2}{2} \right) \tag{98} $$

into its components is required. The components of the advection term (see \textbf{White, Staniforth & Wood} (2008), \textbf{White & Inverarity} (2011), section 3, based on \textbf{Morse & Feshbach} (1953), p. 33) are, for SOS coordinates,

$$ -[(u \cdot \nabla) u]_R = \frac{u_v}{h_v h_\lambda} \left( u_v \frac{\partial h_v}{\partial R} - u_R \frac{\partial h_v}{\partial \nu} \right) + \frac{u_\lambda}{h_\lambda h_R} \left( u_\lambda \frac{\partial h_\lambda}{\partial R} - u_R \frac{\partial h_\lambda}{\partial \lambda} \right) - (u \cdot \nabla) u_R $$

$$ -[(u \cdot \nabla) u]_\nu = \frac{u_\lambda}{h_\lambda h_R} \left( u_\lambda \frac{\partial h_\lambda}{\partial \nu} - u_\nu \frac{\partial h_\lambda}{\partial \lambda} \right) + \frac{u_R}{h_R h_\lambda} \left( u_R \frac{\partial h_R}{\partial \nu} - u_\nu \frac{\partial h_R}{\partial R} \right) - (u \cdot \nabla) u_\nu. $$

31
As the partial derivatives of the metric scale factors with respect to \( \lambda \) are zero, the expressions simplify to

\[
-[(\mathbf{u} \cdot \nabla) \mathbf{u}]_R = \frac{u_r}{h_R h_\lambda} \left( \frac{\partial h_R}{\partial \lambda} - u_R \frac{\partial h_R}{\partial \nu} \right) + \frac{u_\lambda}{h_R h_\nu} \frac{\partial h_\lambda}{\partial \nu} - (\mathbf{u} \cdot \nabla) u_R
\]

\[
-[(\mathbf{u} \cdot \nabla) \mathbf{u}]_\nu = \frac{u_\lambda}{h_\lambda h_\nu} \frac{\partial h_\lambda}{\partial \nu} + \frac{u_R}{h_\lambda h_R} \left( \frac{\partial h_R}{\partial \nu} - u_\nu \frac{\partial h_R}{\partial \lambda} \right) - (\mathbf{u} \cdot \nabla) u_\nu
\]

\[
-[(\mathbf{u} \cdot \nabla) \mathbf{u}]_1 = -\frac{u_\lambda}{h_\lambda h_1} \frac{\partial h_1}{\partial \nu} + \frac{u_\nu}{h_\lambda h_\nu} \frac{\partial h_\lambda}{\partial \nu} - (\mathbf{u} \cdot \nabla) u_1.
\]  

(99)

It can be seen that the individual terms contain derivatives of the metric scale factors. There is eight terms containing such derivatives to be determined. Nevertheless, the unique coefficients in these terms containing only metric scale factors and their derivatives are only four:

\[
\frac{1}{h_R h_1} \frac{\partial h_1}{\partial \nu}, \quad \frac{1}{h_R h_\lambda} \frac{\partial h_\lambda}{\partial \nu}, \quad \frac{1}{h_\lambda h_R} \frac{\partial h_R}{\partial \nu}, \quad \frac{1}{h_\lambda h_\nu} \frac{\partial h_\lambda}{\partial \nu}
\]

(100)

It would be certainly useful to avoid the derivatives and to express these terms with the help of the already derived expressions for \( h_R, h_\lambda \), and \( h_1 \). This is done in Supplement F where the previously derived relations are used to calculate the terms listed in (101).

The obtained relations for coefficients containing derivatives of the metric scale factors are listed here:

\[
\frac{1}{h_R h_1} \frac{\partial h_1}{\partial \nu} = \frac{h_R}{R}
\]

\[
\frac{1}{h_\lambda h_R} \frac{\partial h_R}{\partial \nu} = -\sqrt{\frac{1}{h_\lambda^2} - \frac{R^2}{h_R^2}}
\]

\[
\frac{1}{h_R h_\nu} \frac{\partial h_\nu}{\partial \nu} = \frac{1}{R} \left( \mu + 2 \right) h_R - \frac{1}{h_R} \left( 1 + \mu \right) \mu^2 \left( \frac{\sin \nu \cos \nu}{1 + \mu \sin^2 \nu} \right)^2 h_R^2 h_\nu^2
\]

\[
\frac{1}{h_R h_\nu} \frac{\partial h_\nu}{\partial \nu} = -\mu \left( 1 + \mu \right) \frac{\sin \nu \cos \nu}{1 + \mu \sin^2 \nu} h_R^2 h_\nu^2
\]

(102)

The relations are valid in both the small- and the large-\( \nu \) region when proper expressions \( h_R, h_\nu \) and \( h_1 \) in the given region are used.

12 Gravitational potential and force in the interior of homogeneous oblate spheroid in SOS coordinates

As a test and an illustration of the use of the derived formulas in the gravitational potential description, we transform the classical formula (MacMillan 1958) for the
gravitational potential in the interior of a homogeneous oblate spheroid to the SOS coordinates, and also calculate constant force magnitude levels in these coordinates. MacMillan (1958) derived the equipotential surfaces in Cartesian coordinates in the form (MacMillan, 1958, section 33)

\[
\frac{V - V_0}{\pi G \rho a^2 c} = \frac{x^2}{a^2} + \frac{y^2}{a^2} + \frac{z^2}{c^2}
\]

with \[ V_0 = -\pi G \rho a^2 c \int_0^\infty \frac{ds}{(a^2 + s) \sqrt{c^2 + s}} = -\pi G \rho a^2 c \frac{\pi - 2 \arcsin (c/a)}{a \sqrt{1 - (c/a)^2}}. \]

(103)

It should be noted that we changed the notation for the potential with respect to the original MacMillan one. Original MacMillan notation was increasing potential with the decreasing distance from the center, while we use here the standard present-day notation, i.e. the potential is decreasing towards the center, it is zero in the infinity, and negative elsewhere. Further, the original equation was written for a general ellipsoid while we simplified it for an oblate spheroid. Also, while MacMillan skipped gravitational constant \( G \) in his derivations, we included it in our notation. In the previous formula (103), \( V \) is the potential, \( V_0 \) is its value (negative) in the center of the mass, and \( \rho \) is the density (the same everywhere inside the homogeneous oblate spheroidal body). The letters \( a \) and \( c \) (\( a > c \)) denote here the semi-axes (major and minor, respectively) of the oblate spheroid body. \( \alpha \) and \( \gamma \) are given by the integrals (MacMillan, 1958)

\[
\frac{1}{\alpha^2} = \int_0^\infty \frac{ds}{(a^2 + s) \sqrt{(a^2 + s)(a^2 + s)(c^2 + s)}} = \frac{-c \sqrt{a^2 - c^2} + \frac{c}{2} a^2 - a^2 \arctan \frac{c}{\sqrt{a^2 - c^2}}}{a^2 (a^2 - c^2)^{3/2}},
\]

(104)

and the root of their ratio determines the ratio of the lengths of the semi-axes (major and minor) of the equipotential level surfaces inside the spheroidal body. In case of spheroids, these integrals can be solved in a closed form (in case of general ellipsoid not) and the solution is shown on the right side of (104). Note also that (according to MacMillan (1958)) \( \alpha^2 / a^2 c^2 < \gamma^2 / c^2 \), and the equipotential surfaces are thus not similar to the oblate spheroidal body – they are more rounded.

The potential equation (103) written in Cartesian coordinates depends on all three coordinates: \( x, y \) and \( z \). Nevertheless, it can be written in SOS coordinates \( (R, \nu, \lambda) \) in the form

\[
\frac{\alpha^2}{\pi G \rho a^2 c} (V - V_0) = R^2 \quad \text{with} \quad 1 + \mu = \frac{\alpha^2}{\gamma^2} \Rightarrow \frac{\gamma}{\alpha} = (1 + \mu)^{-\frac{1}{2}}.
\]

(105)

The potential

\[
V = \frac{\pi G \rho a^2 c}{\alpha^2} R^2 + V_0
\]

(106)
in SOS coordinates then depends, as expected, only on \( R \) coordinate, not on the two others, \( \nu \) and \( \lambda \), which can be of advantage for calculations. Further, its Laplacian have to fulfill Poisson equation (MacMillan (1958), section 69, Moritz (1990), section 1.2), i.e.

\[
\Delta V = 4\pi G \rho. 
\]

When we write the Laplacian of the potential in SOS coordinates, we obtain (as the derivatives with respect to \( \nu \) and \( \lambda \) are zero)

\[
\Delta V (R, \nu, \lambda) = \frac{1}{J} \left[ \frac{\partial}{\partial R} \left( \frac{J}{R^2} \frac{\partial V}{\partial R} \right) \right]_{0}^{+} + 0 = \frac{1}{J} \frac{\partial}{\partial R} \left( \frac{J}{R^2} \frac{2\pi G \rho a^2 c}{a^2} R \right). 
\]

Using the formulas for the Jacobian over squared scale factor \( h_R \) (96) and for the Jacobian itself (94) in the small-\( \nu \) region, we can write the Laplacian of the potential in the form:

\[
\Delta V (R, \nu, \lambda) =
\]

\[
= \frac{1}{J} \frac{\partial}{\partial R} \left( \frac{2\pi G \rho a^2 c}{a^2} \frac{R^2}{\sqrt{1 + \mu}} \frac{R^\mu}{R_0^\mu} \frac{1 + \mu \sin^2 \nu}{\cos^2 \nu \rho} \sum_{k=0}^{\infty} \frac{\mu+3}{2} \frac{(-\mu (k+\frac{1}{2}) - \frac{3}{2})(-\mu (k+\frac{1}{2}) + \frac{1}{2})}{k} (W/2)^k \left( \frac{\sin \nu}{\cos^3 \nu \rho} \right)^{2k} \right)
\]

\[
= \frac{2\pi G \rho a^2 c}{a^2} \frac{\mu+3}{2} \frac{1}{R_0^\mu} \frac{R^2}{\sqrt{1 + \mu}} \frac{\partial \rho}{\partial \rho} \sum_{k=0}^{\infty} \frac{(-\mu (k+\frac{1}{2}) - \frac{3}{2})(-\mu (k+\frac{1}{2}) + \frac{1}{2})}{k} (W/2)^k = \frac{2\pi G \rho a^2 c}{a^2} \frac{\mu+1}{2}.
\]

In order to fulfill the Poisson equation (107), \((1/\gamma^2 + 2/\alpha^2)\) in the last expression in the above relation has to be equal to \(2/(\alpha^2 c^2)\). This is exactly what follows from the summation using the evaluated integrals (104).

We can also determine \(1+\mu\) factor for the equipotential surfaces from the integrals in (104) using (105). Then

\[
1 + \mu = \frac{\alpha^2}{\gamma^2} = -2 \frac{1}{\pi a} \frac{\sqrt{1 - (c/a)^2} - \arccos (c/a)}{(c/a) \sqrt{1 - (c/a)^2} - \arccos (c/a)}
\]

and the parameter \(1+\mu\) for the family of equipotential oblate spheroids can be calculated from the semi-axes ratio \(c/a\) of the original spheroidal body. Although it is not visible at once (L’Hospital’s rule has to be used), the expression on the right side is at
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the limit when $c$ is approaching $a$ (i.e. for a spherical body) equal to 1, and $\mu=0$ in this case, as is expected for a sphere.

The force per unit mass (or acceleration) inside the homogeneous oblate spheroid can be calculated from the gravitational potential (106) by using the gradient operator:

$$F = \nabla V = \frac{\vec{e}_R}{h_R} \frac{\partial V}{\partial R} + \frac{\vec{e}_\nu}{h_\nu} \frac{\partial V}{\partial \nu} + \frac{\vec{e}_\lambda}{h_\lambda} \frac{\partial V}{\partial \lambda} + 0 + 0 = \vec{e}_R \frac{2\pi G \rho a^2 c R}{a^2 h_R}, \quad (111)$$

where $\vec{e}_R$, $\vec{e}_\nu$, $\vec{e}_\lambda$ are the unit vectors in the direction of the individual SOS coordinates. In SOS coordinates, we advantageously used the fact that the potential depends on one variable only. The force magnitude

$$|F| = 2\frac{\pi G \rho a^2 c}{\alpha^2} \frac{R}{h_R}, \quad (112)$$

however, is evidently having a component dependent on $\nu$–coordinate in the used SOS coordinate system with the parameter $\mu$, as $h_R$ depends also on $\nu$–coordinate through the $W$ parameter.

Nevertheless, the force magnitude equi-surfaces could still be of an oblate spheroidal shape; only these oblate spheroids could not be from the same family as the oblate spheroids for the equipotential surfaces. In such a case, in a new SOS coordinate system $(R_F, \nu_F, \lambda_F)$ with the parameter $\mu_F$, it would be possible to write for every $R_F$ inside the oblate spheroid body the force magnitude in the form

$$|F| = 2\frac{\pi G \rho a^2 c}{\alpha^2} R_F, \quad (113)$$

i.e. depending on $R_F$ only. To test this possibility (i.e. to fit potentially the new SOS coordinate system onto the equi-force-magnitude levels), we need a transformation relation for the $R_F$ coordinate. The derivation which can be found in Supplement G shows (see (G5)) that

$$R_F = R \sqrt{\frac{1 + \mu_F}{1 + \mu} + \frac{\mu_F - \mu}{1 + \mu} \sum_{M=0}^{\infty} \frac{1}{(-\mu M - 1)} \left(\frac{W}{M}\right)^M}. \quad (114)$$

in the small-$\nu$ region. Insertion of the coordinate $R$ from the transformation relation (114) and $h_R$ from the relation (51) to the equation (112) results in

$$|F| = 2\frac{\pi G \rho a^2 c}{\alpha^2} R_F \sqrt{\frac{(1+\mu) + \mu \sum_{k=0}^{\infty} \frac{1}{\frac{\mu}{\nu_F} - 1} \left(\frac{(-\mu M - 1)W^2}{M}\right)^M}}{\frac{1}{\nu_F^2} + \frac{\nu_F^2}{\nu_F^2} \sum_{M=0}^{\infty} \frac{1}{\frac{\mu}{\nu_F} - 1} \left(\frac{-\mu M - 1}{M}\right) (W2)^M}. \quad (115)$$

In order to be able to write the force magnitude relation in the form (113), the ratio which includes the power series in the numerator and in the denominator on the right of (115) would need to be equal to one for every $W$. It leads to the conditions

$$(1+\mu) = \frac{1 + \mu_F}{1 + \mu} \quad \text{and} \quad \mu = \frac{\mu_F - \mu}{1 + \mu}, \quad (116)$$
which would have to be fulfilled at the same time. Simple algebraic elaboration leads in both cases to the same result

\[ 1 + \mu_F = (1 + \mu)^2. \] (117)

It shows that the force magnitude can be really written in the form (113). Therefore, a SOS coordinate system \((R_F, \nu_F, \lambda_F)\) with the parameter \(\mu_F\) according to (117) condition does exist, in which the equi-force-magnitude levels can be expressed depending only on the SOS coordinate \(R_F\). Then, the equi-force-magnitude levels are oblate spheroids. Note, that the condition (117) corresponds (according to (105)) to

\[ 1 + \mu_F = \frac{\alpha^4}{\gamma^4}, \] (118)

which is the same condition as the one which can be deduced from the classical derivation using Cartesian coordinates [MacMillan (1958), section 34].

For illustration of the abovementioned formulas, Figure 5 depicts the oblate spheroidal body and its (mutually connected) interior levels of the oblate spheroidal shape: (i) the equipotential surfaces and (ii) the equi-force-magnitude levels. It can be seen that while the interior equipotential surfaces are more rounded than the oblate spheroidal body, the levels of the constant force magnitude are – on the contrary – more flattened than the oblate spheroidal body itself.

It also does worth to remind (as previously pointed out generally by Hofmeister, Criss & Criss (2018)) that the force \(F\) is non-central (except of the equator and the polar axis), and that – except the equatorial plane – its vertical component exists even for a very much flattened oblate spheroid. In a galaxy approximated as an oblate spheroid, this force component acting on a star cannot be compensated by the centrifugal force caused by a simple rotation around the vertical axis of the galaxy [Hofmeister & Criss, 2017]. This fact has to have a consequence on the trajectories of stars in galaxies.

### 13 Numerical procedure

FORTRAN 95 code was created for calculation of \(x, z\) Cartesian coordinates from the \(R\) and \(\nu\) SOS coordinates using power series with generalized binomial coefficients derived in this paper. The partial derivatives calculation is also included in the code. Finally, the metric scale factors \(h_R\) and \(h_\nu\) are numerically computed as well. The code is attached to this article as Supplement H.

The code was written basically as the test of the correctness of the analytical formulas. With this code, the data for the figures presented in this paper were calculated. Further, the convergence of the power series was tested. It appeared that the convergence is unsatisfactory for \(\mu\) equal to zero in the vicinity of the border line between the small- and the large-\(\nu\) regions. It is not a problem as the spherical coordinates can be used for \(\mu=0\) instead. Above zero value of \(\mu\), the convergence of the power series for the coordinates and the metric scale factors is satisfactory. It means that also for the Earth reference ellipsoid, which has rather small oblateness \((\mu = 0.006739496742)\), the code can be used. The convergence was tested up to \(\mu=169\) (i.e. the semi-axes ratio
Figure 5: One quadrant showing x-z section of the homogeneous oblate-spheroidal body with the axes ratio 0.3825 (corresponds to $\mu_B = 5.8355$), corresponding gravitational equipotential levels (oblate spheroid family with $\mu = 2$), and the corresponding levels of the constant force magnitude (oblate spheroid family with $\mu_F = 8$). Also displayed is the extension of the interior equipotential levels outside the body (it has to be stressed that this extension does not correspond to the theoretical equipotential levels outside the oblate spheroidal body). Finally, the direction of the force vector $F$ is illustrated at some points of the scheme.
0.077), above which value the double-precision real-number limit (around $10^{300}$) of the FORTRAN code is exceeded for the parts of the large-$\nu$ region. Above this value, some more sophisticated numerical procedure would need to be used.

It was also found that the partial derivatives converge rather badly. Nevertheless (which is significantly more important), the scale factors itself converge very well except the vicinity of the border line between the small- and the large-$\nu$ regions. The very vicinity of the border line between the small- and the large-$\nu$ regions can be generally problematic for the power series convergence. Some smart, better converging solution could be searched for in the further work.

It is probably possible to use the procedure (with certain modifications) also for prolate spheroidal ($\mu$ would fulfill the condition $-1 < \mu < 0$ in such case) coordinates calculation. Nevertheless, this option was not tested in the presented work.

14 Conclusions

Explicit analytical expressions for the Cartesian coordinates in terms of the curvilinear Similar Oblate Spheroidal coordinates $(R, \nu, \lambda)$ were derived in the form of infinite power series with generalized binomial coefficients (see Eq. (52), (53)) on the basis of Lagrange Inversion Formula. On this ground, the partial derivatives with respect to the individual SOS coordinates were derived. It further enabled derivation of the scale factors $h_R, h_\nu, h_\lambda$ (see Eq. (80), (81), (82), (85), (88), (89)), which are necessary for differential operations using SOS coordinates. The solution had to be divided into two regions denoted the small-$\nu$ region and the large-$\nu$ region, in which different form of the power series is needed in order to ensure the power-series convergence. The convergence and analytic solution on the border line between the small-$\nu$ region and the large-$\nu$ region were discussed.

Although the derivation of the scale factors is lengthy, the result – in the form of infinite power series with generalized binomial coefficients – is surprisingly simple. As a by-product of the derivation, new binomial identities were found (see Supplement D, formulas (D17), (D66), (D67)). The analytic solution of the metric scale factors on the border line between the small-$\nu$ region and the large-$\nu$ region was found and discussed.

The derived SOS-coordinates expressions for metric scale factors can be used in the analytical formulas containing differential operators. The terms containing derivatives of the metric scale factors in the velocity advection term of the momentum equation in SOS coordinate system were expressed by formulas using metric scale factors (see Eq. (102)). Further, Jacobian determinant $h_R h_\nu h_\lambda$ was derived (see Eq. (94), (95)). Gravitational potential (see Eq. (105), (106)) and force (see Eq. (113), (116)) in the interior of homogeneous oblate spheroid in the SOS coordinates was derived as well.

The received formulas were tested numerically using FORTRAN code, which is attached as a supplementary material to this article.

The SOS coordinate system can be advantageously used in cases when gravitational potential levels, gravity potential levels or density levels fit with, or can be well approximated by, similar oblate spheroids family. Then, the quantity would depend on one coordinate of the SOS system only, which lowers the dimension of the mathematical description of the related physical processes. E.g., it would lead to an essential
simplification of differential equations.

The presented SOS coordinates solution is applicable for a broad variety of objects, ranging from the bodies with small oblateness (like the Earth with semi-axes ratio around 1/300 and corresponding \( \mu = 0.006739496742 \)), through elliptical galaxies (e.g., \( \mu \approx 3 \)) up to significantly flattened objects like disk galaxies (\( \mu \) values in hundreds). There is (untested) possibility that the derived formulas, or at least the used approach, can be with some modifications applied also for analytic derivation of similar prolate spheroidal coordinates with \(-1 < \mu < 0\).

The analytical solution for SOS coordinates provides potentially a new tool for modelling density, potential and acceleration inside or in the vicinity of oblate/linebreak spheroidal objects, like planets and galaxies. Modelling of the near-Earth geopotential for the use in atmosphere dynamics calculations is particularly to be mentioned. Further, models for an explanation of the rotational curves of galaxies could be possibly formulated with a help of the SOS coordinates.

Follow-up work in this direction could include testing if Laplace differential equation is separable in SOS coordinates. It is also clear that the convergence/divergence of the power series which form basis of the SOS to Cartesian coordinates transformation and metric scale factors calculation is ambiguous on one line in \( x-z \) plane (or on one conical surface in 3D). This point should be clarified by experienced mathematicians. Also, the same approach could be used highly probably for similar prolate spheroidal (SPS) coordinates.
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