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Although GPUs have emerged as the mainstream for the acceleration of convolutional neural network (CNN) training processes, they usually have limited physical memory, meaning that it is hard to train large-scale CNN models. Many methods for memory optimization have been proposed to decrease the memory consumption of CNNs and to mitigate the increasing scale of these networks; however, this optimization comes at the cost of an obvious drop in time performance. We propose a new memory optimization strategy named Layup that realizes both better memory efficiency and better time performance. First, a fast layer-type-specific method for memory optimization is presented, based on the new finding that a single memory optimization often shows dramatic differences in time performance for different types of layers. Second, a new memory reuse method is presented in which greater attention is paid to multi-type intermediate data such as convolutional workspaces and cuDNN handle data. Experiments show that Layup can significantly increase the scale of extra-deep network models on a single GPU with lower performance loss. It even can train ResNet with 2,504 layers using 12GB memory, outperforming the state-of-the-art work of SuperNeurons with 1,920 layers (batch size = 16).
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1 INTRODUCTION

Deep learning (DL) has become increasingly important in many applications [26, 29, 37, 38] and has benefited from the popularity of deep neural networks (DNNs). As the dominant DNNs, Convolutional neural networks (CNNs) are used both for computer vision [16] and certain other applications [44]. Graphics processing units (GPUs) [15] have emerged as the main computational workhorse for these applications, due to their high performance, low cost, and wide availability [7]. Of course, higher accuracy is always the primary goal of CNN models, and this is often accompanied by larger amounts of training data and more complex models. Unfortunately, there is a critical limitation in GPUs: the entire data used for GPU computation must be put into GPU memory for execution. Since the physical memory of GPUs is usually very limited, the data scales of CNNs often exceed their memory. In this case, memory optimization solutions must be sought.

A straightforward solution to overcome this restriction is to apply a model-parallel approach [6, 12]. This means that a large network model is divided into several components and deployed on a corresponding number of GPUs. However, in practice, model parallelism is rarely used in popular DL systems such as Caffe [24], TensorFlow [1], MXNet [3], and others [2, 8, 14, 30, 33, 35, 45], since it would introduce much more complexity into the construction of distributed models and much greater communication overhead, which could significantly reduce the process performance.

The mainstream solution is to reduce the memory consumption of DL training processes as far as possible. Reusing feature maps (a type of intermediate data) to save memory usage is a classic method that has been studied in many existing works. vDNN [32], GeePS [11], and Layrub [25] utilize CPU memory as a limitless assistant memory for the temporary storage of intermediate data. By using a CPU-GPU transfer, the memory usage in the GPU can be significantly decreased. In contrast, Chen et al. [4] execute extra forward computation to trade off the memory space of feature maps. These works usually pay main attention to the efficiency of memory consumption; however, the execution time efficiency of these methods has been significantly overlooked. In addition, since there are many types of intricate intermediate data, the potential of memory reuse methods has not yet been fully exploited. Our investigative study shows that there are still two issues that have significant impacts on the training performance and memory efficiency of CNNs and which urgently need to be addressed.

The first is that a single memory optimization (CPU-GPU transfer or extra forward computation) cannot handle the diversity of the different types of layers, which causes obvious performance degradation. Since a CNN model usually consists of different types of layers (such as convolutional, pooling, and rectified linear unit (ReLU) layers), the type and scale of a layer determine the memory allocation pattern and have critical impacts on performance. This issue has long been overlooked by existing memory optimization works. Our investigation indicates that the layer type significantly affects the execution time of memory optimizations. Figure 1 illustrates a comparison of execution time between the two most popular memory optimizations on two popular networks (AlexNet and VGGNet) at layer-wise level. It is clear that these optimizations give rise to very different execution times for these types of layers; in other words, optimizations have very different effects on different types of layers. Hence, some layers are more suitable for extra forward computation (such as ReLU and norm layers), while others are more suitable for CPU-GPU transfer (such as conv layers). In fact, based on our tests, a layer-aware performance improvement of up to $9.8\times$ can be obtained by choosing appropriate optimization methods for each of the appropriate layers in AlexNet. However, most existing strategies only employ a single optimization technique for all CNN layers, and this kind of single, uniform optimization approach mismatches the inherent heterogeneity of CNNs with different types of layers.
The second issue is that there are diverse types of important intermediate data (such as feature maps, gradient maps, workspace data, and cuDNN handles) that need to be taken into account in the memory reuse of CNNs. Traditionally, feature maps and gradient maps consume the majority of GPU memory. However, our investigation shows that after certain memory optimizations are applied, significantly reducing the memory required, the memory occupied by other types of intermediate data (such as workspace data and cuDNN handles) can no longer be ignored. In fact, the latter becomes very large during DL training processes after optimization. Here, workspaces are responsible for convolutional computation and cuDNN handles are responsible for holding cuDNN contexts. In general, the memory requirements of workspaces and cuDNN handles are lower than those of feature maps and gradient maps. However, as mentioned above, it is unreasonable to ignore them after feature maps and gradient maps have been optimized. Since existing works overlook this issue, this offers a valuable opportunity for memory optimization that can significantly mitigate the memory pressure of DL training processes on GPUs.

Based on the two aforementioned findings, we present a strategy called Layup that can further optimize the GPU memory usage for CNNs. The major contributions of our work are as follows:

- We characterize the optimization costs of different CNN layers and identify the impacts of different memory-optimized methods on the execution time, from which we derive a lightweight heuristic to direct the choice of optimization methods with less time overhead.
- We propose a fast layer-adaptive memory management method that selects different memory optimizations for different layers, based on the types of layers.
We present a multi-type data reuse strategy that improves the efficiency of the memory reuse of CNNs by exploiting as many opportunities as possible for the memory reuse of multi-type data, and particularly for gradient maps, workspaces, and cuDNN handles.

We integrate Layup into Caffe, a popular DL framework, and perform rigorous evaluations and an analysis of the results on various representative networks. Experiments show that Layup can significantly extend the scale of extra-deep network models on a single GPU, with relatively small loss of performance. For ResNet, we can even extend this to 2,504 layers on a single GPU with 12GB memory (batch size = 16). We have opened the source codes of Layup on GitHub.1

2 RELATED WORK

Memory shortage is always a key problem when training large DL models on GPUs. Various methods have been presented by different researchers to address this issue.

Model compression technology reduces memory costs by reducing the redundancy of parameters, such as via pruning [18, 19] and quantification [9, 10]. The former removes unimportant weights in the network, while the latter uses low-precision weights in a forward or backward pass. However, these methods are not suitable as system-level optimizations. The advantage of model compression technology is mainly reflected in the deployment of neural networks in embedded devices. The benefits of compression technology are very limited in model training, due to the small proportion of the memory usage of the parameters.

Model parallelism [7, 12] is an important approach involving a divide-and-conquer strategy. In this method, a CNN model is explicitly divided into several smaller chunks and allocated to different working nodes that can run in parallel. Consequently, explicit data exchange will create very heavy communication traffic, and complex synchronizations between different working nodes make it harder to hide communication. Moreover, issues related to efficient division strategies design, workload balance across GPUs, and convergence guarantee are also critical problems for model-parallelism. This kind of method can be regarded as a heavy-weight strategy that incurs a great deal of extra overhead.

Compared with model parallelism, lightweight, memory-efficient methods become more attractive. Some of these achieve memory savings for feature maps by executing extra forward computation, beyond the regular forward and backward propagation computation, and generally use heuristics to decide where to execute extra computation, leveraging the abundant computational resources of GPUs. Typical examples are sublinear memory optimization (e.g., memonger in MXNet) [4] and extensions of this approach [17]. However, as described in the previous section, in CNNs, this extra computation may cause the execution time to deteriorate markedly for some layers, and especially for the convolutional layers. Another drawback of this strategy is the over-subscription of GPU computing resources due to the extra computation, which also degrades the execution performance of the training process.

Several recent works have introduced memory reuse to the training process to create savings in the memory usage of feature maps, and these are highly relevant to the reuse strategy proposed in this study. vDNN [32] and GeePS [11] mainly focus on CPU-GPU transfer and normally treat CPU memory as a virtual and limitless memory pool for the temporary storage of feature maps. These approaches use prefetching and offloading techniques to hide the communication cost. Layrub [25] shows that feature maps and gradient maps in the training process can be reused from algorithmic and architectural perspectives. The primary limitation of this work is that its inter-layer memory

1https://github.com/CGCL-codes/Layup.
Table 1. Numbers of Different Layers in the CNN Models Used in Experiments

| Layer | AlexNet | VGGNet-16 | GoogLeNet | ResNet-34 | ResNet-50 | ResNet-101 |
|-------|---------|-----------|-----------|-----------|-----------|------------|
| conv  | 5       | 13        | 59        | 37        | 53        | 104        |
| relu  | 7       | 15        | 61        | 33        | 49        | 100        |
| norm  | 2       | /         | 2         | 37        | 53        | 104        |
| pool  | 3       | 5         | 16        | 2         | 2         | 2          |
| fc    | 3       | 3         | 5         | 1         | 1         | 1          |
| dropout | 2     | 2         | 3         | /         | /         | /          |
| concat| /       | /         | /         | 9         | /         | /          |
| scale | /       | /         | /         | 37        | 53        | 104        |
| eltwise | /     | /         | /         | 16        | 16        | 33         |
| Total | 22      | 38        | 155       | 163       | 227       | 448        |

reuse strongly depends on the transfer bandwidth between CPU and GPU, which may introduce significant costs and long delays due to bandwidth contention.

SuperNeurons [42] is a dynamic GPU memory scheduling approach that builds a tensor cache to store certain tensors in GPU memory to maximize their reuse. The layer type is used as a criterion to decide whether to recompute a certain tensor or to restore it from the tensor cache. However, this approach does not consider the difference in execution time between the CPU-GPU transfer and the extra forward computation for different layer types. Moreover, the performance of SuperNeurons decreases as the batch size increases.

In general, the existing works mentioned above concentrate on space optimizations but do not find effective methods to maintain ideal time performance. They are not yet able to tap into the full potential of memory optimizations (e.g., CPU-GPU transfer and extra-forward computation). Furthermore, most existing approaches primarily focus on feature maps and gradient maps. Unlike these, the strategy proposed here tries to achieve both better execution time and higher memory efficiency by presenting a more adaptive layer-wise memory optimization and considering more intermediate data.

3 CHARACTERIZATION AND IMPLICATION

In this section, we make a comprehensive characterization of existing methods for memory reuse, and some implication is discussed to make our coming proposed strategy more understandable. In Section 3.1, we show our experimental setup. Then, we delve into the cost of computation and communication in CNN layers to make exploration on the limitations of existing memory-optimized methods in Section 3.2. In Section 3.3, we clarify the types and scale of the intermediate data that have the potential to be optimized. Our in-depth comprehensive characterization sheds light on some neglected realities and summarizes several insights into solving these inefficiencies.

3.1 Experimental Setting

Our experiments for the characterization use the famous image dataset ImageNet [13]. Benchmark CNN models include AlexNet [27], GoogLeNet [40, 41], VGGNet [36], and the ResNet family [20, 22, 43], which cover a wide spectrum of problems and networks. Table 1 gives the statistical information about the layers chosen from these networks. The convolutional layers make up the largest proportion of the total layers. The activation layers show a similar trend to the convolutional layers in all of the networks, and these are always accompanied by normalization and scaling layers. In AlexNet, Local Response Normalization (LRN) is used for normalization layer, while in ResNet, Batch Normalization (BN) is used [23].
Table 2. Experimental Environment

| GPU                | CPU                   | RAM  | Software Configuration       |
|--------------------|-----------------------|------|------------------------------|
| NVIDIA Tesla K40m-12GB | Intel Xeon E5-2620    | 256GB| cuDNN v5.1, CUDA toolkit 7.5, Ubuntu 14.04 |
| @ 2.40GHz, 24 cores | NVIDIA Tesla P100-PCIE-16GB | 256GB| cuDNN v6.0, CUDA toolkit 8.0, Ubuntu 14.04 |
| Intel Xeon E5-2680 v4 | @ 2.40GHz, 28 cores |

Fig. 2. Performance comparison between two memory optimizations (CPU-GPU transfer and extra forward computation) on AlexNet.

We characterize these networks and their layers using an NVIDIA Tesla K40m GPU or an NVIDIA Tesla P100-PCIE GPU, as shown in Table 2. GPU runtime information is gathered by NVIDIA Visual Profiler and NVIDIA SMI. Caffe [24] is used for the benchmark models training. We also make heavy modifications to the framework of Caffe to implement our strategies. It should be noted that although Caffe is used in the current implementation, it is easy to integrate our proposed design and optimization into other popular DL systems frameworks such as MXNet [3].

3.2 Issue 1: Performance Costs of Memory-optimized Methods

We begin with a simple performance comparison between two representative memory optimizations, CPU-GPU transfer and extra forward computation, to identify where the speedup bottlenecks are located. AlexNet is used for this comparison. Both of these memory optimizations are evaluated based on their best performance implementations [4, 25] on Caffe. As shown in Figures 2(a) and 2(b), we make the following findings: the CPU-GPU transfer outperforms the extra forward computation in the CONV1-CONV5 and FC6-FC8 layers (by an average speedup of 7.4×), but underperforms for the rest of the layers.
The differences of the two sets of layers arise in the scales of computation and memory usage. For the eight layers with better performance using the CPU-GPU transfer method, the convolutional and fully connected operations are slowed down by matrix multiplications, which are always computationally intensive. The rest of the layers show better performance using extra forward computation, since their computations are relatively sparse, and the numerous memory footprints of these layers cannot be ignored, which are always memory-intensive. To further identify the sensitivities of the optimized methods for each dimension, an analytic performance model is designed to estimate the training time.

The cost of the extra forward computation method can be obtained from Equation (1):

\[
\text{Cost}_{\text{extra-forward}} = \frac{\text{FLOPs}_{\text{Layer}(i)}}{\text{maxFLOPS} \times \text{UtilRate}},
\]

where \(\text{FLOPs}_{\text{Layer}(i)}\) is the computational intensity in an arbitrary layer \(i (i = 1, 2, \ldots, n)\), i.e., the number of floating point operations (FLOPs) in the layer; \(\text{maxFLOPS}\) denotes the GPU computing capability; \(\text{UtilRate}\) is the percentage of the GPU computing capability that can be demanded.

The number of FLOPs in each layer is easily counted and can be calculated by the number of matrix multiplication operations. Here, we take the convolution layer as an example. The number of floating point operations is:

\[
\text{FLOPs}_{\text{Conv}} = 2H_F W_F C_F \times H_O W_O \times N_F \times N,
\]

where \(N, H_O, \) and \(W_O\) are the batch size, height, and width of the output data, respectively; \(N_F, H_F, W_F,\) and \(C_F\) are the number, height, width, and channel of the filters, respectively. For other types of layers, their FLOPs can also be obtained by similar ways.

The cost of the CPU-GPU transfer method is given by Equation (3):

\[
\text{Cost}_{\text{Transfer}} = \frac{\text{InputSize}_{\text{Layer}(i)}}{\text{Bandwidth}},
\]

where \(\text{InputSize}_{\text{Layer}(i)}\) is the size of the input data for layer \(i (i = 1, 2, \ldots, n)\); \(\text{Bandwidth}\) is the PCIe interconnect bandwidth or NVLink bandwidth, which depends on the hardware configuration. Since an input image or feature map is a four-dimensional matrix, \(\text{InputSize}_{\text{Layer}(i)}\) in Equation (3) is \(N_I \times C_I \times H_I \times W_I\), where \(N_I, C_I, H_I,\) and \(W_I\) are the batch size, the height, the width, and the channel of the input data, respectively.

A further insight is that our experimental results indicate that it is difficult for existing memory optimization solutions to guarantee execution time. A transfer strategy moves feature maps between GPU memory and CPU memory, and the communication cost depends on the scale of the data transmitted from the current layer and the bandwidth between the GPU and CPU. An extra forward computation strategy requires extra forward calculation to recover the feature maps dropped in the forward pass. This additional computation cost depends on the FLOPs required by the current layer and the computing capability of the GPU. The layer type is a dominant factor in the extra forward computation method, and the computation-sensitive layer should use CPU-GPU transfer for a better overlap between computation and transformation. The transfer-sensitive layer should use extra computation. Considering the non-uniform amounts of computation and memory requirements of the different layers, a layer-adaptive scheme is desired to achieve memory savings with lower latency.

### 3.3 Issue 2: Multi-type Intermediate Data in CNN Training Process

Here, we aim to clarify the types and scale of the data generated at the intermediate stage of the training process. In a typical CNN training process, there are the following types of intermediate data:
Feature map: In CNNs, the feature map is the output of a single layer in the forward pass. Specifically, the \( i \)th layer takes the \((i-1)\)-th feature map as its input to produce the \( i \)th feature map as its output.

Gradient map: The gradient map is the gradient differential of each feature map in the backward pass. For the last layer, the gradient of the cost function is derived with respect to the output of the last layer, and the gradient maps of the rest layers are derived by the chain derivation rule. The \( i \)th layer takes the \( i \)th gradient map as its input, and produces the \((i-1)\)-th gradient map as its output. In general, gradient maps correspond to feature maps and have the same size of memory footprints.

Workspace: The cuDNN library [5] provides several algorithms for accelerating convolutional computation, and the workspace is the additional memory space used by these algorithms. In a naive memory allocation strategy, the memory cost of the workspace is multiplied by the number of convolutional layers.

cuDNN handle: The cuDNN handle is a pointer to the structure that holds the cuDNN library context. The handle must be initialized by `cudnnCreate()` before calling other cuDNN library functions. This initialization operation allocates hardware resources. Each cuDNN layer requires a cuDNN handle in the setup phase, and the memory cost is multiplied by the number of cuDNN layers, meaning that the memory cost for this part of the data cannot be ignored. For a more detailed discussion, see Section 4.2.

Our investigation suggests that it is necessary to consider how to optimize all of the multi-type intermediate data to realize better memory efficiency. This could be achieved by finding opportunities to reuse the memory space of these data while ensuring the performance of training process.

4 OVERCOMING GAPS: PURSUING BOTH MEMORY EFFICIENCY AND PERFORMANCE

Motivated by the characterization issues mentioned above, we present Layup, a layer-adaptive and multi-type intermediate-oriented memory optimization strategy for GPU-accelerated CNN models. Layup features three novel designs:

— A fast layer-adaptive method switch that dynamically selects different memory optimization methods for different CNN layers.
— An analytical model that enables performance cost estimation for a GPU processing node.
— A multi-type intermediate data reuse strategy that considers more types of intermediate data, such as workspaces and cuDNN handles.

4.1 Selection of Layer-adaptive Dynamic Memory Optimization Methods

In this section, we explain and discuss the mechanism used for layer-adaptive dynamic selection of memory optimization methods. We observe that the ratios of the transfer cost and the extra forward cost are different for different layers. It is reasonable to set a threshold to determine whether to select the transfer or the extra forward strategy for a specific layer. Here, we determine the threshold by comparing the cost of CPU-GPU transfer with the cost of extra forward computation:

\[
Threshold_{Layer(i)} = \frac{Cost_{Transfer}}{Cost_{extra-forward}}. \tag{4}
\]

By substituting the corresponding variables in Equation (4) by Equations (1) and (3), we revise the threshold equation to

\[
Threshold_{Layer(i)} = \frac{InputSize_{Layer(i)}}{FLOPs_{Layer(i)}} \times \frac{maxFLOPS \times UtilRate}{Bandwidth}, \tag{5}
\]
where the first part of the right-hand side of Equation (5), \( \frac{\text{InputSize}_{\text{Layer}(i)}}{\text{FLOPs}_{\text{Layer}(i)}} \), is only related to the size of the input data and the type of the layer; the second part depends on the hardware configuration of the node, which is independent of the network model. For a specific node, the second part can be regarded as a fixed coefficient.

Based on the following analysis for three kinds of situations, we divide the layers in the neural networks into two types: compute-sensitive layers and transfer-sensitive layers.

Thanks to the asynchronous concurrent execution mechanism [31] provided by CUDA, memory copy operations between the device and the host can be performed concurrently with the computing tasks of the device. This offers us the opportunity to parallelize data transfers and normal training tasks, so some or all of the time required for data transfer can be hidden. However, the extra computation must be dealt with after the normal computation, meaning that the time for extra computation cannot be hidden under the normal computation. The details of the threshold are illustrated in Figure 3.

For the situation where \( \text{Threshold}_{\text{Layer}(i)} \leq 1 \), that is, \( \text{Cost}_{\text{Transfer}} \) is less than or equal to \( \text{Cost}_{\text{extra-forward}} \) (see Figure 3(a)), the data transfer and the calculation process can completely overlapping, and the overhead for data transfer can be regarded as zero. It is therefore clear that data transfer is preferable in this situation.

More attention should be paid to the situation where \( 1 \leq \text{Threshold}_{\text{Layer}(i)} \leq 2 \) (see Figure 3(b)). In this situation, the overhead for data transfer is still less than that of one extra forward, meaning that it is still better to use data transfer to obtain the feature map than to use the extra forward process.

For the situation where \( \text{Threshold}_{\text{Layer}(i)} \geq 2 \) (see Figure 3(c)), the overhead for data transfer is greater than that for the extra forward approach, meaning that the extra forward approach becomes the better choice.

In summary, \( \text{Threshold}_{\text{Layer}(i)} = 2 \) is a watershed. When \( \text{Threshold}_{\text{Layer}(i)} \geq 2 \), the layer is transfer-sensitive; otherwise, it is compute-sensitive. Based on this, we present a layer-adaptive data placement strategy described as follows:
Fig. 4. Breakdown of performance after applying threshold analysis.

(a) For the compute-sensitive layer, in the forward pass, the input feature map of the current layer is asynchronously transferred to CPU memory. In the backward pass, the strategy fetches the feature map that is temporarily stored in CPU memory and will be used later. The CPU-GPU data transfer overlaps with the computation.

(b) For the transfer-sensitive layer, the strategy drops the input feature map of the current layer in the forward pass. However, we keep the memory block unreleased and reuse it for the next feature map. In the corresponding backward pass, the strategy recovers the dropped feature maps using extra forward computation.

Figure 4 shows the layer-by-layer performance of CNN model after applying our proposed method on the cases of Figure 1. For any layer in Figure 4, a black column indicates that the corresponding layer selects the corresponding optimization method, and a gray column indicates that the corresponding layer does not select it. Taking AlexNet as an example, the time overhead of the CPU-GPU transfer method is about 210ms, and the time overhead of the extra-forward method is about 250ms. After applying the threshold selection optimization, the time overhead of AlexNet decreases to 126ms. Namely, about 40%~50% time overhead can be reduced, which is very considerable.

In practice, to capture the transfer cost and forward cost of each layer, we also propose a profiling-based method to perform pure forward propagation on the target CNN model before the actual training (see Algorithm 1 for details). Specifically, we use a CUDA event API [31, 34] to measure the forward time and transfer time for each layer.

Algorithm 2 describes how to use this strategy for iterative training. Separate CUDA streams are used to implement asynchronous data transfer and extra forward in pipeline, respectively,
to ensure that the training performance is not seriously affected. One CUDA stream is used for memory copy operations between the host and the device, and the other is used to manage extra forward tasks on the device.

Although a profile-based method is helpful in determining the time cost of memory optimization methods, it is impractical in some distributed multiple GPUs-based environments, because of the largeness of the number of GPU nodes with different resources, the variety of the CNN workloads, and the limitation of the interconnect bandwidths. In fact, in a distributed cluster environment,
Fig. 5. Examples of gradient map optimization: (a) a linear network with a width of one needs only two memory blocks for gradient maps; (b) a nonlinear network with one branch, for which the width can be regarded as two, needs only three memory blocks for gradient maps. The dotted rectangles represent sliding windows.

the profile-based method cannot perceive factors outside the node itself, such as different GPU resources and bandwidth between nodes. A model based on Equation (5) would greatly improve the efficiency of selection of the memory optimization methods. In addition, the analysis model is also helpful in analyzing the influence of different factors on threshold selection.

4.2 Multi-type Intermediate Data Reuse Strategy

**Gradient map**: There are already several existing methods that try to optimize the memory usage for this type of intermediate data, and the intra-layer strategy of Layrub [25] is typical of these. The gradient map reuses the memory space of the corresponding feature map. Although it can achieve up to 50% memory savings, this intra-layer memory reuse method introduces some data dependency hazards, i.e., write-after-read (WAR) hazards, between the gradient of parameter and the gradient of activation data.

The synchronization control introduced to resolve this hazard reduces the degree of the computational parallelism, which impairs the training performance; it also cannot be used directly on the activation layer, which is unacceptable for CNNs, since they usually have a large number of activation layers.

To optimize the memory usage of the gradient map, we present a new memory optimization method based on a sliding window, which involves no WAR hazard and can be applied to any type of layer. A backward propagation usually consists of a series of layer-wise computations, and only a single-layer backward computation can be performed at any one time. Based on this situation, a sliding window is typically used for backward computation. It contains a single layer at any given moment and slides from the last layer to the first during the backward computation. This motivates us to reuse the GPU memory for gradient maps layer-by-layer.

Figure 5(a) shows a five-layer linear network, assuming that the backward computation proceeds for the current layer $l_3$ and the gradient maps required for this calculation are $G_3$ and $G_2$. When the calculation for $l_3$ is complete, the window slides to $l_2$, resulting in $G_3$ leaving the window.
means that we can reuse the memory for $G_1$. For all of the layers in the network, we only need two memory blocks to hold these gradient maps, and we can therefore reduce the memory cost of the gradient maps to $O(1)$.

More generally, as shown in Figure 5(b), for a non-linear network having one branch, when the window slides to $l_4$, the backward computation of $l_4$ needs $G_2$, $G_3$, and $G_4$ taking up three memory blocks. When the backward computation of $l_4$ is finished, the window slides to $l_3$; the gradient map $G_4$ is no longer needed, and $G_{13}$ (which has newly entered the window) can reuse the memory block for $G_4$.

From the above examples, it is obvious that $w + 1$ memory blocks are required for the gradient maps ($w$ is the width of the network). That is to say, the memory cost of the optimized gradient maps is $O(w)$, which is linearly correlated to the width of the network. Fortunately, for both simple networks such as LeNet [28] and complex networks such as Inception-V4 [39], although the depths of the networks vary greatly, the change in the widths of the networks is far less than that of the depths. Therefore, our proposed sliding window–based approach can save a great deal of memory in the gradient maps of diversified networks.

**Workspace and cuDNN handle:** Although feature maps and gradient maps consume the majority of GPU memory for all networks, there are other types of intermediate data in the training process, such as workspaces and cuDNN handles. Several optimization methods have been proposed for feature maps and gradient maps, and these can greatly reduce the memory required. As a result, workspaces and cuDNN handles have become increasingly important sources of intermediate data that consume GPU memory; however, few researchers have noted this.

To illustrate the importance of the workspaces and cuDNN handles, we show the proportions of the memory footprints of these data in Figure 6. For comparison, we show the memory usage of a naive memory allocation method that allocates all of the memory space required by the training process, and the memory usage of a state-of-the-art optimization method with the CPU-GPU transfer that achieves significant saving rates for feature maps and gradient maps. After applying optimizations to feature maps and gradient maps, which causes the memory footprints of these to drop dramatically, the proportion of the memory consumed by the remaining intermediate data (such as workspaces and cuDNN handles) obviously increases and becomes hard to ignore, as shown in Figure 6(b).

In the original Caffe, each request for a workspace or cuDNN handle requires a new memory allocation, resulting in a linear relationship between the memory cost of the workspace/cuDNN handle and the number of network layers, which is a wasteful approach given the limited amount of GPU memory.

Fortunately, we observe that the processes of most CNNs are layer-wise; that is, they are processed layer-by-layer, and different workspaces of different layers are logically independent, as are the different cuDNN handles. The optimization strategies for the workspace and cuDNN handle are therefore relatively straightforward.

After the calculation of the $i$th layer is completed, the memory block corresponding to the workspace becomes idle and can then be directly reused by the workspace of the next layer. The optimization strategy for the cuDNN handle is carried out in the same way, as shown in Figure 7. Based on these optimizations, a constant memory space can be reused for the workspace and cuDNN handles.

Thus far, we have described our proposed optimizations for multi-type intermediate data in neural network training. In the optimization strategy for the feature map, a slight performance overhead is incurred due to the synchronization of pipelines. The optimization strategies for the other intermediate data do not incur any performance penalty.
Fig. 6. Breakdown of GPU memory usage for several CNN models. The right-hand axis shows the fraction of the workspace and the cuDNN handle. The number close to the name of each network is the batch size. After optimization of feature maps and gradient maps, the proportion of memory required for the workspace and handle increases dramatically (from 7% to 49% in ResNet-152).

Fig. 7. Reuse of workspace and cuDNN handle, where ws: workspace of convolution; h: cuDNN handle. The same color indicates that different data use the same memory block.

5 EVALUATION

We do the evaluation in the following three aspects: First, the execution time potential of Layup is evaluated, comparing with some existing state-of-the-art works, including vDNN [32], Layrub [25], Caffe [24], and SuperNeurons [42]. Since SuperNeurons is the most effective approach among them and was put forward recently, we carry out a separate comparison with this technique in more detail. Second, in addition to execution time, the memory efficiency is another important issue that is focused on here; in fact, to some extent, memory efficiency is more important than execution.
We carry out some concrete comparisons with state-of-the-art systems to demonstrate the memory efficiency of our presented approaches. Finally, we exploit the extensibility of network scales that can be held in a single GPU physical memory. The results strongly confirm the advantages of our proposed memory optimization method.

We implement our optimizations in the Caffe framework, inserting a layer-adaptive method selection approach and transformation code, and implement a memory reuse strategy for multi-type intermediate data.

5.1 Execution Time Comparison

Comparison with static optimizations: Our layer-adaptive dynamic selection method chooses an optimal memory optimization method for each layer to minimize the execution time of the overall network model. To verify its effectiveness, we select a series of representative CNNs and compare our proposed method, Layup, with two existing static optimizations, CPU-GPU transfer (Transfer in Figure 8) and extra forward computation (Extra-Forward in Figure 8), without layer-adaptive dynamic selection. The results are shown in Figure 8. For a straightforward comparison between Layup and the two single optimizations, we implement the CPU-GPU transfer and extra-forward strategies in Caffe, based on the ideas used in Reference [32] and Reference [4], respectively. The execution time of the original Caffe is chosen as a baseline for comparison. The extra overheads of different methods are represented by different textures in Figure 8. For each method, the total overhead is the sum of the extra overhead and the baseline overhead of the original Caffe. The results show that Layup has the smallest extra overhead for each network model, compared with the two static optimizations. In detail, the lowest extra overheads of the transfer and the extra-forward methods are 12.5% and 17.9% of the baseline training time, respectively. The average extra overheads over all seven network models are 19.5% and 21%, respectively. In contrast, we can see that the lowest extra overhead of Layup is 5.7%, and the average extra overhead of Layup is 11.2% for all models. It is therefore clear that compared with the two existing static ideas, our proposed dynamic layer-adaptive selection method has the best time efficiency.

Comparison with Caffe-based memory optimizations: We also evaluate Layup approach by straightforwardly comparing with other state-of-the-art Caffe-based memory optimizations (e.g., vDNN [32] and Layrub [25]). As in the aforementioned experiments, several representative CNNs [20, 27, 36, 39, 40] are used for this evaluation. Since some methods can not execute the training processes for all models (as no open-source software was available, or there was no support for some models), we therefore only list those results that could be obtained. To carry out a straightforward comparison between Layup, vDNN (not open-source yet), and Layrub, we also...
Fig. 9. Normalized execution time for Layup and other Caffe-based methods (the lower, the better; vDNN_all(p) is a memory-efficient policy that uses performance-optimal convolutional algorithms).

use a normalized execution time as before. The original Caffe is used as the baseline, for which the execution time is equal to one, as shown in Figure 9 (the lower the results, the better).

The results show that Layup achieves a remarkable improvement compared to the other optimizations. Using GoogLeNet (batch size = 128) as an example, the extra overhead in vDNN is about 38%, while that for Layup is only 14%. Overall, Layup, Layrub, and vDNN exhibit average extra overheads of 12%, 22%, and 26% compared to the baseline, and Layup outperforms Layrub and vDNN with average improvements of 10% and 14%, respectively, thus justifying our method of dynamic selection of memory optimization.

Comparison with SuperNeurons: As described above, SuperNeurons [42] is one of the best and most prominent works that has appeared over the past year, and we therefore carry out a separate comparison with this to approve the efficiency of Layup. SuperNeurons also uses dynamic memory management for training deep DNNs, but ignores the layer-based difference between CPU-GPU transfer and extra forward computation, which is the point addressed by the proposed scheme.

For a representative comparison between Layup and SuperNeurons, we use two types of GPUs, a Tesla K40m and a Tesla P100. Several typical network models such as AlexNet, VGGNet, and the ResNet family are used in this evaluation.

Figure 10 shows some performance results for Layup and SuperNeurons with varying batch size. Taking AlexNet in Figure 10 as an example, the training speed of Layup remains relatively stable as the batch size increases. However, the performance of SuperNeurons on P100 is significantly reduced with increasing batch size. When the batch size > 960, the training speed of SuperNeurons drops dramatically by about 19%. For SuperNeurons on K40m, the batch size that can be handled is much lower than that of Layup. In general, on both GPUs, the performance of Layup is better than that of SuperNeurons. The training speed of Layup is on average 10% higher than that of SuperNeurons on K40m, and on average 30% higher than SuperNeurons on P100.

For the ResNet family, a noteworthy phenomenon arises when the network models have a small number of layers. Our experimental results show that for ResNet-101 (Figure 10(c)) and some models with fewer layers, our proposed Layup is inferior to SuperNeurons in terms of the scalability of the batch size. Unlike the layer-centric optimization approach of Layup, SuperNeurons uses a fine-grained tensor as the basic memory optimization unit, resulting in Layup performing less well than SuperNeurons in terms of the scalability of shallow nonlinear networks. However, for ResNet-152 (Figure 10(d)), ResNet-200 (Figure 10(e)), and ResNet-269 (Figure 10(f)), Layup outperforms SuperNeurons in scalability. It is clear that the deeper the network, the more significant advantages of Layup. The major reason for this trend is that as the number of network layers
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increases, the memory costs of the workspaces and cuDNN handles become increasingly significant and cannot be ignored. Unlike most existing approaches, which leave these unoptimized, Layup effectively controls and refines the memory cost of both. In fact, no matter how deep the network is, Layup can reuse a constant memory space for the workspaces and the cuDNN handles.

Comparison with model parallelism: Since model parallelism is the most straightforward method for solving the memory issue, we compare the data parallelism used in Layup with the model parallelism used in TensorFlow [1]. Due to the complexity of model parallelism, most existing DL systems (such as Caffe) do not support model parallelism. Fortunately, TensorFlow does support this kind of parallelism, and we therefore choose TensorFlow to implement a case for comparison.

TensorFlow supports model parallelism when training CNNs by simply dividing different layers into different GPUs. For this experiment, we choose three deep models, ResNet-302, ResNet-404,
Fig. 11. Performance comparison between Layup (data parallelism) and TensorFlow (model parallelism).

Fig. 12. Comparison of runtime memory usage (Layup vs. two single optimizations; the implementations of Transfer and Extra-Forward are based on the ideas in Reference [32] and Reference [4], respectively).

and ResNet-500, whose memory usage is significantly larger than 12GB, and use two GPUs in a single machine to train these models. Generally, Layup trains the two models using data parallelism and TensorFlow using model parallelism. We find that ResNet-500 (batch size = 16) is the deepest model that TensorFlow can train successfully with two K40m GPUs (each with 12GB memory).

Figure 11 shows that the data parallelism of Layup outperforms the model parallelism of TensorFlow in terms of runtime performance (with average speedups of $1.4 \times$ and up to $1.8 \times$). The degree of advantage of the data parallelism of Layup increases with the number of the layers of the model increasing, compared with the model parallelism of TensorFlow. Additionally, the slowdown of TensorFlow on ResNet-500 to some extent stems from the full load of GPU memory (it consumes 11,391 MB, nearly the entire memory of K40m). Compared to TensorFlow, Layup only consumes 7,069 MB. The excessive memory load of TensorFlow reduced its training speed.

5.2 Runtime Memory Comparison

Comparison with static optimizations: Since we aim to improve both performance and runtime memory efficiency, we also evaluate the efficiency of our proposed memory reuse strategy for CNNs. First, we compare the memory efficiency of Layup with the two aforementioned static optimizations, the CPU-GPU transfer (Transfer in Figure 12) and the extra forward computation (Extra-Forward in Figure 12), using several mainstream models. As shown in Figure 12, it is obvious that our approach achieves optimal memory savings across all models. It should be noted that the memory consumption of Layup on the AlexNet model is only 1% lower than that of the Transfer method, and the difference between them is almost negligible. However, on ResNet-152, the memory consumption of Layup is about 50% lower than that of the Transfer method. The reason for this is that the proportions of workspaces and cuDNN handles are different in the two...
models. For ResNet-152, workspaces and handles consume a considerable proportion of memory, as described in Section 4.2. The optimization of workspaces and handles by Layup means that the model training has less memory consumption.

**Comparison using deep CNN models:** Since ResNet is a representative and popular deep CNN model, we use it as an example to demonstrate the advantages of our presented Layup on deep CNN models. The depth of ResNet is set to 101/152/200/269/1,001, successively. Since most of these models require more than 12GB of memory, we use the theoretical value as the baseline. The theoretical value is calculated as follows: The amount of memory required by the model is calculated layer-by-layer and accumulated to obtain the overall memory required. As shown in Figure 13, compared with the baseline, Layup can significantly reduce the memory cost of deep network training. For ResNet-1001, the GPU memory required of the baseline is as high as 73GB, while Layup only consumes about 6GB GPU memory during training, saving 92% of GPU memory. Note that for reading convenience, a logarithmic base-2 coordinate is taken as the vertical axis.

**Comparison with well-known systems:** Layup is also compared with some well-known systems on GPU K40m and P100, including TensorFlow, MXNet with memonger (MXNet as abbreviation) [4], Caffe, and Layrub. Some systems cannot train all models, such as DenseNet-121 with Layrub, and we present only those results that could be obtained.

Comparing Figure 14 with Figure 15, it is clear that the memory usage for the same model on different GPUs is almost identical for the same system.

As shown in Figures 14 and 15, Caffe has almost the worst memory consumption during the training phase, since it has few memory optimizations other than the inplace optimization (in-place
is an optimization for the activation layer that stores the output value of the activation layer directly into the memory of input value). The results from TensorFlow are moderately good. Moreover, ResNet-1001 with batch size of 32 on a 12GB K40m GPU can only be trained by MXNet, Layrub, and Layup successfully. Compared with MXNet and Layrub, Layup consumes the least memory.

In general, our proposed Layup scheme consumes less GPU memory than most other approaches, achieving an average reduction in runtime memory usage of 40.98% over TensorFlow, 43.71% over MXNet, and 66.43% over Caffe.

For Layrub, the comparison of results becomes rather more complicated. For AlexNet and VGG, Layup falls slightly behind Layrub. The reason for this is that Layrub involves an intra-layer level memory reuse between the feature map and the corresponding gradient, which is effective for some models in which the width is greater (for example, AlexNet and VGG have a number of convolutional filters that make the width larger). However, our main target is to optimize extra-deep networks such as DenseNet-121 and ResNet-1001 in Figure 14, which shows that our strategy outperforms all other baseline systems, including Layrub; for example, on ResNet-1001, Layup outperforms Layrub by achieving runtime memory savings of 32.35%.

SuperNeurons usually tries to exchange memory for computation when the memory of the GPU is abundant; in other words, it always attempts to use up the memory of the GPU to obtain better computation performance. It is therefore disadvantaged in a comparison of memory consumption with other approaches when the scales of the networks are relatively small; it makes little sense to draw a comparison under these conditions, and such comparison is not given in detail here.

However, the primary advantage of SuperNeurons is that it can support extreme-scale networks, which is also a point of advantage of Layup. This issue will be discussed in the coming section.

5.3 Exploitation of Extreme-scale Networks

**Extreme depth:** As discussed above, one of our major objectives is to enable machine learning practitioners to exploit deeper network architectures using GPUs with limited physical memory. Here, we take the ResNet family as an example. Experimental data illustrate that our proposed Layup scheme can extend ResNet up to 2,504 layers (batch size = 16) on a GPU with 12GB memory, thus outperforming SuperNeurons [42] with 1,920 layers by 30%. In a more extreme case, Layup can train ResNet-2801 with a batch size of one, as shown in Table 3 (of course, a batch size of 16 is more practical in many applications). In general, the experimental data show that our proposed method allows a single GPU to process larger CNN models.

**Extreme batch size:** Due to the reduction in the GPU memory consumption required by the training model by applying memory optimization, we can not only train deeper networks, but also
increase the batch size of the input data. Table 4 shows the largest batch size that several CNNs can process in different systems on a P100 GPU. In all these models, Layup scales better than the other systems, especially for depth models. Layup can train ResNet-269 with a batch size of 352, which is $1.837 \times$ larger than that of the second-place MXNet. Note that SuperNeurons is also able to train ResNet-152 at batch size of 384; however, when training deeper models such as ResNet-200/269, it is significantly inferior to Layup. For ResNet-269, the maximum batch size that Layup can support is $1.837 \times$ larger than that of SuperNeurons.

6 CONCLUSION

In this article, we present Layup, a layer-adaptive and multi-type intermediates-oriented memory optimization strategy, to reduce the memory consumption for CNN training processes on GPUs. By carefully analyzing several factors that affect the performance of different types of layers and dynamically selecting different memory optimizations for these layers, we develop a layer-adaptive memory optimization method that realizes better performance, compared with state-of-the-art works, which typically use a single memory optimization for all layers. Moreover, a comprehensive analysis of the sources of memory consumption allows us to reduce memory usage by tapping into the potential of multi-type intermediate data. Experimental results show that Layup can even outperform SuperNeurons with a 30% improvement for ResNet (batch size = 16). All in all, our proposed strategy can save more GPU memory for CNNs while providing better execution time, compared with state-of-the-art memory optimization approaches, especially for deeper networks. Moreover, as a system-level strategy, Layup can be implemented on a variety of mainstream deep learning frameworks. In the future, we will take the performance diversity of different nodes and the complexity of communication in various distributed environments into account and pursue better balance between memory and time efficiencies in distributed deep learning systems.
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