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Abstract Based on an observation that additive Schwarz methods for general convex optimization can be interpreted as gradient methods, we propose an acceleration scheme for additive Schwarz methods. Adopting acceleration techniques developed for gradient methods such as momentum and adaptive restarting, the convergence rate of additive Schwarz methods is greatly improved. The proposed acceleration scheme does not require any a priori information on the levels of smoothness and sharpness of a target energy functional, so that it can be applied to various convex optimization problems. Numerical results for linear elliptic problems, nonlinear elliptic problems, nonsmooth problems, and nonsharp problems are provided to highlight the superiority and the broad applicability of the proposed scheme.
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1 Introduction

This paper is concerned with additive Schwarz methods for convex optimization problems. Additive Schwarz methods are popular numerical solvers for large-scale linear elliptic problems, specialized for massively parallel computation; one may refer to [29,30] for abstract theories of Schwarz methods for linear elliptic problems. Meanwhile, there have been several successful applications of Schwarz methods to nonlinear problems; see, e.g., [1,2,21,27].

An important observation on the Schwarz alternating method for linear elliptic problems is that the method can be viewed as a preconditioned Richardson method [29]. Replacing Richardson iterations by conjugate gradient iterations with
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the same preconditioner, an improved algorithm that converges faster and does not require spectral information of linear operators is obtained. This idea generalizes to general Schwarz methods for linear problems, so that most of modern Schwarz methods for linear problems are based on either the conjugate gradient method or the GMRES method.

An analogy of the Richardson method corresponding to general convex optimization is the gradient method. Because of its simplicity and efficiency, there has been extensive research on the gradient method; see [6] for a survey on recent gradient methods and their applications. In particular, starting from a celebrating work of Nesterov [19], acceleration of gradient methods has become an important topic in the field of mathematical optimization. Momentum acceleration for smooth convex optimization was proposed in [19], and then improved in [10,13] to have better worst-case convergence rates. In [3,5,17], it was generalized to nonsmooth convex optimization. For strongly convex problems, it was shown in [6,14,18] that further improvement of the convergence rate can be achieved by choosing the momentum value adaptively according to the level of strong convexity. Alternatively, restarting techniques were adopted to deal with the strong convexity [17,20,23].

In the author’s previous work [21], it was proven that additive Schwarz methods for general convex optimization are interpreted as gradient methods. In this perspective, abovementioned works on accelerated gradient methods may be considered for the sake of designing novel additive Schwarz methods that converge faster than existing ones. Relevant existing works are [14,15], in which accelerated domain decomposition methods for total variation minimization were obtained by FISTA acceleration [4]. In this paper, we propose an acceleration scheme for additive Schwarz methods for convex optimization. Integrating the plain additive Schwarz method with the Nesterov’s momentum [19] and the adaptive gradient restart scheme [20], an accelerated method is obtained. Differently from other acceleration schemes to deal with the sharpness (see (3.1) for the definition of the sharpness) of a target functional [6,17,23], the adaptive gradient restart scheme proposed in [20] does not require any information on the level of sharpness of the functional. Therefore, the proposed scheme is applicable to a very broad range of convex optimization problems. We present applications of the proposed scheme to additive Schwarz methods for nonlinear elliptic problems [27], nonsmooth problems [1,3,25,26], and nonsharp problems [7,22]. For all of those problems, we verify by numerical results that the proposed accelerated additive Schwarz methods outperform their unaccelerated counterparts.

The remainder of this paper is organized as follows. In Section 2, we briefly summarize key features of basic additive Schwarz methods for convex optimization. We describe the proposed accelerated additive Schwarz method for convex optimization in Section 3. Applications of the proposed method to various convex optimization problems are presented in Section 4. We conclude the paper with remarks in Section 5.
2 Additive Schwarz method

In this section, we present a basic additive Schwarz method for the general convex optimization problem

$$\min_{u \in V} \{ E(u) := F(u) + G(u) \}, \quad (2.1)$$

where $V$ is a reflexive Banach space, $F: V \to \mathbb{R}$ is a Fréchet differentiable convex functional, and $G: V \to \mathbb{R}$ is a proper, convex, lower semicontinuous functional that is possible nonsmooth. We assume that $E$ is coercive so that there exists a solution $u^* \in V$ of (2.1).

Let $V_1$, $V_2$, $\ldots$, and $V_N$ be reflexive Banach spaces. In what follows, an index $k$ runs from 1 to $N$. We assume that there exist a bounded linear operator $R_k^*: V_k \to V$ such that

$$V = \sum_{k=1}^{N} R_k^* V_k \quad (2.2)$$

and its adjoint $R_k: V \to V_k$ is surjective. Under the space decomposition (2.2), an additive Schwarz method for (2.1) with exact local solvers is given as Algorithm 1.

For more general setting that allows inexact local solvers, see [21].

**Algorithm 1** Additive Schwarz method for (2.1)

Let $u^{(0)} \in \text{dom } G$ and $\tau > 0$.

for $n = 0, 1, 2, \ldots$ do

$$u_k^{(n+1)} \in \arg \min_{u_k \in V_k} E(u^{(n)} + R_k^* w_k), \quad 1 \leq k \leq N$$

$$u^{(n+1)} = u^{(n)} + \tau \sum_{k=1}^{N} R_k^* w_k^{(n+1)}$$

end for

As a special case of Algorithm 1 we consider the case of linear elliptic problems. Suppose temporarily that $V$, $V_k$ are Hilbert spaces and that the energy functional $E$ in (2.1) is given by

$$F(u) = \frac{1}{2} \langle Au, u \rangle - \langle f, u \rangle, \quad G(u) = 0, \quad (2.3)$$

where $A: V \to V$ is a continuous and symmetric positive definite linear operator and $f \in V$. We define the local stiffness operator $A_k: V_k \to V_k$ by

$$\langle A_k u_k, v_k \rangle = \langle AR_k^* u_k, R_k^* v_k \rangle, \quad u_k, v_k \in V_k.$$

Then it is straightforward to show that (see, e.g., [21, section 4.1]) Algorithm 1 for (2.3) can be rewritten as

$$u^{(n+1)} = u^{(n)} - \tau M^{-1} (Au^{(n)} - f), \quad n \geq 0, \quad (2.4a)$$
or equivalently,

\[ u^{(n+1)} = \arg \min_{u \in V} \left\{ F(u^{(n)}) + \langle F'(u^{(n)}), u - u^{(n)} \rangle + \frac{1}{2\tau} \langle M(u - u^{(n)}), u - u^{(n)} \rangle \right\}, \quad n \geq 0, \]

where \( M: V \to V \) is the additive Schwarz preconditioner given by

\[ M = \left( \sum_{k=1}^{N} R_k^* A_k^{-1} R_k \right)^{-1}. \]  

(2.5)

Equation (2.4) implies that Algorithm 1 for (2.3) is the Richardson method for the preconditioned system

\[ M^{-1} Au = M^{-1} f. \]  

(2.6)

Therefore, by applying the conjugate gradient method to (2.6) instead of the Richardson method, we can obtain a more improved algorithm than Algorithm 1.

For a theoretical comparison of the conjugate gradient method with the Richardson method, one may refer to [29, Appendix C].

In [21, Lemma 4.5], it was observed that (2.4) can be generalized to additive Schwarz methods for the general convex optimization (2.1). A rigorous statement is presented in the following proposition.

**Proposition 2.1 (generalized additive Schwarz lemma)** Let \( \{u^{(n)}\} \) be the sequence generated by Algorithm 1. Then it satisfies

\[ u^{(n+1)} \in \arg \min_{u \in V} \left\{ F(u^{(n)}) + \langle F'(u^{(n)}), u - u^{(n)} \rangle + M_\tau \{u, u^{(n)}\} \right\}, \quad n \geq 0, \]  

(2.7)

where the functional \( M_\tau: V \times V \to \mathbb{R} \) is given by

\[ M_\tau(u, v) = \tau \inf \left\{ \sum_{k=1}^{N} \left( (D_F(v + R_k^* w_k, v) + G(v + R_k^* w_k)) : u - v = \tau \sum_{k=1}^{N} R_k^* w_k, \ w_k \in V_k \right) \right\} 
+ \left( 1 - \tau N \right) G(v), \quad u, v \in V, \]

and \( D_F: V \times V \to \mathbb{R} \) is the Bregman distance of \( F \) defined by

\[ D_F(u, v) = F(u) - F(v) - \langle F'(v), u - v \rangle, \quad u, v \in V. \]

It is clear that (2.7) reduces to (2.4) in the case of (2.3). Proposition 2.1 means that Algorithm 1 is an instance of nonlinear gradient methods for (2.1); see [28] for a recent survey on nonlinear gradient methods of the form (2.7). In [21], an abstract convergence theory of additive Schwarz methods that generalizes [29, Chapter 2] was developed using Proposition 2.1 and the convergence theory of nonlinear gradient methods.
3 Acceleration schemes

First, we review existing acceleration schemes for gradient methods for (2.1). We recall that the energy functional $E$ is said to be sharp if there exists a constant $p > 1$ such that for any bounded and convex subset $K$ of $V$ satisfying $u^* \in K$, we have

$$\frac{\mu_K}{p} \|u - u^*\|^p \leq E(u) - E(u^*), \quad u \in K,$$  

for some $\mu_K > 0$.

As a fundamental example of gradient methods, we consider the forward-backward splitting method [4,9], also known as the composite gradient method [17]. In (2.1), assume that $F'$ is Lipschitz continuous with modulus $L$, i.e., it satisfies

$$F(u) \leq F(v) + \langle F'(v), u - v \rangle + \frac{L}{2} \|u - v\|^2, \quad u, v \in V.$$  

The forward-backward splitting method for (2.1) is presented in Algorithm 2.

Algorithm 2 Forward-backward splitting for (2.1)

Let $u^{(0)} \in \text{dom} \ G$ and $\tau \in (0, 1/L]$.

for $n = 0, 1, 2, \ldots$ do

$$u^{(n+1)} \in \arg \min_{u \in V} \left\{ F(u^{(n)}) + \langle F'(u^{(n)}), u - u^{(n)} \rangle + \frac{1}{2\tau} \|u - u^{(n)}\|^2 + G(u) \right\}$$

end for

It is well-known that the worst-case energy error of Algorithm 2 decays with the rate $O(1/n)$ [4,11,17]. If the energy functional $E$ is sharp, then an improved error bound can be obtained in [21,23]. In particular, under the assumptions that $E$ is strongly convex, i.e., when it satisfies (3.1) with $p = 2$, Algorithm 2 converges linearly.

Algorithm 2 can be accelerated by adding momentum. At each step of the algorithm, we set $v^{(n)} = \beta_n \left( u^{(n+1)} - u^{(n)} \right)$ for some suitably chosen $\beta_n > 0$, and then apply the forward-backward splitting to $v^{(n)}$ instead of $u^{(n)}$ in the next step. Such an acceleration scheme was first proposed by Nesterov [19] for smooth convex optimization ($G = 0$ in (2.1)), and then generalized to the nonsmooth case in [4]. Among several variants of the momentum technique [4,5,17] for (2.1), we present FISTA [4] in Algorithm 3.

It was shown in [4, Theorem 4.4] that Algorithm 3 enjoys the $O(1/n^2)$ convergence rate, which is faster than Algorithm 2. This rate is optimal for smooth convex optimization in the sense that there exists a smooth convex functional such that any first-order method for minimizing the functional must satisfy an $O(1/n^2)$ lower bound of the energy error; see, e.g., [6, Theorem 4.3]. However, when the energy functional $E$ is sharp, Algorithm 3 is not enough to guarantee the optimal convergence rate; the momentum parameter $\beta_n$ must be chosen according to the sharpness information of $E$. In [6,17], momentum techniques suitable for the strongly convex case were considered. Alternatively, the optimal rate can be
Algorithm 3 FISTA for (2.1)

Let $u^{(0)} = v^{(0)} \in \text{dom } G$, $\tau \in (0, 1/L]$, and $t_0 = 1$.
for $n = 0, 1, 2, \ldots$ do

$u^{(n+1)} \in \arg \min_{u \in V} \left\{ F(v^{(n)}) + \langle F'(v^{(n)}), u - v^{(n)} \rangle + \frac{1}{2\tau} \|u - v^{(n)}\|^2 + G(u) \right\}$

$t_{n+1} = 1 + \sqrt{1 + 4\tau^2}, \quad \beta_n = \frac{t_n - 1}{t_{n+1}}$

$v^{(n+1)} = u^{(n+1)} + \beta_n(u^{(n+1)} - u^{(n)})$

end for

achieved by restarting Algorithm 3 appropriately; we reset the momentum parameters as $t_{n+1} = 1$ and $\beta_n = 0$ whenever the iterates of the algorithm meet some criterion. A restarting technique for the strongly convex objective functional was considered in [17], and then it was generalized to the general sharp case in [23]. All of the abovementioned approaches to deal with the sharp case share a common drawback that they require explicit values for the sharpness information $p$ and $\mu_K$ in (3.1). Since a priori sharpness information of the energy functional is not available in general, such a drawback is crucial in practice. In [20], adaptive restarting techniques were proposed which are heuristic but very effective acceleration schemes. Although they do not require any information on the sharpness of the energy functional, it was numerically verified that their performances are as good as the abovementioned methods. Algorithm 4 presents the gradient adaptive restart scheme proposed in [20], applied to Algorithm 3. In the criterion for restart in Algorithm 4, $E'(v^{(n)})$ denotes the composite gradient [17] of $E$ at $v^{(n)}$, a notion that generalizes the usual gradient for composite objective functionals of the form (2.1).

Algorithm 4 FISTA with adaptive restart for (2.1)

Let $u^{(0)} = v^{(0)} \in \text{dom } G$, $\tau \in (0, 1/L]$, and $t_0 = 1$.
for $n = 0, 1, 2, \ldots$ do

$u^{(n+1)} \in \arg \min_{u \in V} \left\{ F(v^{(n)}) + \langle F'(v^{(n)}), u - v^{(n)} \rangle + \frac{1}{2\tau} \|u - v^{(n)}\|^2 + G(u) \right\}$

if $\langle E'(v^{(n)}), u^{(n+1)} - u^{(n)} \rangle > 0$ then

$t_{n+1} = 1, \quad \beta_n = 0$

else

$t_{n+1} = 1 + \sqrt{1 + 4\tau^2}, \quad \beta_n = \frac{t_n - 1}{t_{n+1}}$

end if

$v^{(n+1)} = u^{(n+1)} + \beta_n(u^{(n+1)} - u^{(n)})$

end for
Now, we are ready to propose an accelerated additive Schwarz method for (2.1). Combining the additive Schwarz method presented in Algorithm 1 with the idea of gradient adaptive restart, we propose an accelerated version of Algorithm 1; see Algorithm 5.

Algorithm 5 Accelerated additive Schwarz method for (2.1)

Let \( u^{(0)} = v^{(0)} \in \text{dom} \ G, \tau > 0, \) and \( t_0 = 1. \)

\[
\begin{align*}
&\text{for } n = 0, 1, 2, \ldots \text{ do} \\
&\quad w^{(n+1)}_k \in \arg \min_{w_k \in V_k} E(v^{(n)} + R^*_k w_k), \quad 1 \leq k \leq N \\
&\quad v^{(n+1)} = v^{(n)} + \tau \sum_{k=1}^N R^*_k w^{(n+1)}_k \\
&\quad \text{if } \langle v^{(n)} - u^{(n+1)}, u^{(n+1)} - u^{(n)} \rangle > 0 \text{ then} \\
&\quad \quad t_{n+1} = 1, \quad \beta_n = 0 \\
&\quad \text{else} \\
&\quad \quad t_{n+1} = \frac{1 + \sqrt{1 + 4t_n^2}}{2}, \quad \beta_n = \frac{t_n - 1}{t_{n+1}} \\
&\quad \text{end if} \\
&\quad v^{(n+1)} = u^{(n+1)} + \beta_n (u^{(n+1)} - u^{(n)}) \\
&\text{end for}
\end{align*}
\]

In Algorithm 5, we see that

\[
v^{(n)} - u^{(n+1)} = -\tau \sum_{k=1}^N R^*_k w^{(n+1)}_k.
\]

In view of Proposition 2.1, one may regard the right-hand side of the above equation as a “generalized” gradient of the energy functional \( E \) at \( v^{(n)} \) with respect to the non-Euclidean distance function \( M_\tau \). In this sense, we replace the composite gradient \( E'(v^{(n)}) \) in the restart criterion of Algorithm 4 by \( v^{(n)} - u^{(n+1)} \) in the proposed method. Since Proposition 2.1 means that the plain additive Schwarz method presented in Algorithm 1 is the gradient method for (2.1) with respect to \( M_\tau \), it is expected that the restarting step in Algorithm 5 can improve the convergence rate of the additive Schwarz method by the same principle as Algorithm 4.

More precisely, the restart criterion

\[
\langle v^{(n)} - u^{(n+1)}, u^{(n+1)} - u^{(n)} \rangle > 0 \quad (3.2)
\]

in Algorithm 5 means that the update direction \( u^{(n+1)} - u^{(n)} \) is on the same side of the generalized gradient direction \( u^{(n)} - u^{(n+1)} \). Since the energy decreases toward the minus gradient direction in general, meeting the restart criterion (3.2) implies that the overrelaxed variable \( v^{(n)} = u^{(n)} + \beta_{n-1} (u^{(n)} - u^{(n-1)}) \) was not properly
chosen. Hence, it is natural to consider resetting the overrelaxation parameter $\beta_n$ as 0 whenever (3.2) is satisfied.

**Remark 3.1** In [20], the function adaptive restart scheme that restarts FISTA whenever $E(u^{(n+1)}) > E(u^{(n)})$ was proposed as well as the gradient adaptive restart scheme. As an alternative of Algorithm 5, one may adopt the function adaptive restart scheme for additive Schwarz method in order to accelerate the convergence. However, the function adaptive restart scheme has a disadvantage that additional computational cost for $E(u^{(n+1)})$ is need in each iteration. On the contrary, Algorithm 5 does not require additional major computational cost since $u^{(n)}$, $u^{(n+1)}$, and $v^{(n)}$ are computed prior to checking the restart criterion. In this perspective, we do not deal with the function adaptive restart scheme in this paper. Similar discussions were made in [20].

The major part of each iteration of Algorithm 5 is to solve local minimization problems on $V_k$; the computation cost for momentum parameters $t_n$ and $\beta_n$ is clearly marginal. Therefore, the main computational effort of Algorithm 5 is the same as the one of Algorithm 4. In addition, inheriting the advantage of Algorithm 4, the proposed method does not require any prior information on the levels of smoothness and sharpness of the energy functional $E$. Choosing the step size $\tau$ of Algorithm 5 usually depends on a domain decomposition setting but not on the energy functional. For example, in the usual one- and two-level overlapping domain decomposition settings for a two-dimensional domain (see Figure 1(c)), one may set $\tau = 1/4$ and $1/5$, respectively, since the subdomains can be colored with 4 colors; see [21, Section 5.1] for details.

**4 Numerical experiments**

In this section, we present applications of Algorithm 5 to various nonlinear problems appearing in science and engineering that can be represented in the form (2.1). In particular, we conducted numerical experiments on nonlinear elliptic problem, obstacle problem, and dual total variation minimization. For all the problems, we
claim that the proposed method has a superior convergence property compared to the unaccelerated one. All computations presented in this section were performed on a computer cluster equipped with Intel Xeon SP-6148 CPUs (2.4GHz, 20C) and the operating system CentOS 7.4 64bit.

4.1 Nonlinear elliptic problem

First, we present an application of the proposed method to the following model $s$-Laplace equation:

$$
-\text{div}\left(|\nabla u|^{s-2}\nabla u\right) = f \quad \text{in } \Omega,
$$
$$
u = 0 \quad \text{on } \partial \Omega,
$$

where $s > 1$ and $f \in L^\infty(\Omega)$. We note that Schwarz methods for the problem (4.1) were considered in [27]. It is well-known that (see [8] for instance) a unique solution of (4.1) solves the following minimization problem:

$$
\min_{u \in W^{1,s}_0(\Omega)} \left\{ \frac{1}{s} \int_\Omega |\nabla u|^s \, dx - \int_\Omega f u \, dx \right\}.
$$

In the following, we set $\Omega = [0,1]^2 \subset \mathbb{R}^2$. We decompose the domain $\Omega$ into $N = N \times N$ square subdomains $\{\Omega_k\}_{k=1}^N$ in which each subdomain has the sidelength $H = 1/N$. Each subdomain $\Omega_k$, $1 \leq k \leq N$, is partitioned into $2 \times H/h \times H/h$ uniform triangles to form a global triangulation $T_h$ of $\Omega$. Similarly, we partition each $\Omega_k$ into two uniform triangles and let $T_H$ be a coarse triangulation of $\Omega$ consisting of such triangles. Overlapping subdomains $\{\Omega'_k\}_{k=1}^N$ are constructed in a way that $\Omega'_k$ is a union of $\Omega_k$ and its surrounding layers of fine elements in $T_h$ with the width $\delta$ such that $0 < \delta < H/2$. Figure 1 illustrates the domain decomposition of $\Omega$ explained above.

Let $S_h(\Omega)$ and $S_H(\Omega)$ be the $P_1$-Lagrangian finite element spaces on $T_h$ and $T_H$ with the homogeneous essential boundary condition, respectively. A conforming approximation of (4.2) using $S_h(\Omega) \subset W^{1,s}_0(\Omega)$ is written as

$$
\min_{u \in S_h(\Omega)} \left\{ \frac{1}{s} \int_\Omega |\nabla u|^s \, dx - \int_\Omega f u \, dx \right\}.
$$

The discretized problem (4.3) can be represented in the form of (2.1) with

$$
V = S_h(\Omega), \quad F(u) = \frac{1}{s} \int_\Omega |\nabla u|^s \, dx - \int_\Omega f u \, dx, \quad G(u) = 0.
$$

One can show that $F$ satisfies the sharpness condition (3.1) with $p = s$ and $p = 2$ when $s > 2$ and $1 < s < 2$, respectively [8].

If we set

$$
V_k = S_h(\Omega'_k), \quad 1 \leq k \leq N,
$$

and take $R_h^*: V_k \rightarrow V$ as the natural extension operator, then it clearly satisfies the space decomposition assumption (2.2), where $S_h(\Omega'_k)$ is the $P_1$-Lagrangian finite
element space on the $T_h$-elements in $\Omega'_k$ with the homogeneous essential boundary condition. For the two-level setting, we set

$$V_0 = S_H(\Omega)$$

so that

$$V = R_0^* V_0 + \sum_{k=1}^N R_k^* V_k,$$  \hspace{1cm} (4.4)

where $R_0^*: V_0 \to V$ is the natural interpolation operator. Under the space decompositions (2.2) and (4.4), convergence of the unaccelerated additive Schwarz method for (4.3) is guaranteed by the following proposition [21, Theorem 6.1].

**Proposition 4.1** In Algorithm 1 for (4.3), if $E(u^{(0)}) - E(u^*)$ is small enough, then there exists a positive constant $C$ independent of $h, H,$ and $\delta$ such that

$$E(u^{(n)}) - E(u^*) \leq C \cdot \frac{1 + 1/\delta^q}{(n + 1)^{p-q}}$$

for the one-level domain decomposition (2.2) with $\tau \leq 1/4$ and

$$E(u^{(n)}) - E(u^*) \leq C \cdot \frac{1 + (H/\delta)^q}{(n + 1)^{p+q-1}}$$

for the two-level domain decomposition (4.4) with $\tau \leq 1/5,$ where

$$p = s, \quad q = 2 \quad \text{if} \quad s > 2,$$
$$p = 2, \quad q = s \quad \text{if} \quad 1 < s < 2.$$

**Remark 4.2** Proposition 4.1 implies that the unaccelerated additive Schwarz method for (4.3) satisfies the $O\left(\frac{1}{n^{p-q}}\right)$ convergence rate. We compare this estimate with existing ones [1,2,27] to show that our estimate is sharper than the existing results; see also [21]. The first rigorous analysis on the convergence rate of the unaccelerated additive Schwarz method for (4.3) was presented in [27]; the $O\left(\frac{1}{n^{(p-1)/(p+q-1)}}\right)$ convergence rate was proven. More recently, the $O\left(1/n^{p-q}\right)$ convergence rate was analyzed in [12]. Since

$$\frac{q(q-1)}{(p-q)(p+q-1)} < \frac{q-1}{p-q} < \frac{p(q-1)}{p-q}$$

for $1 < q < p$, one can conclude that Proposition 4.1 provides a sharper estimate than the existing results [12,27].

Now, we present numerical results of the proposed method applied to (4.3) with $s = 4$ and $f = 1.$ For all experiments, we set the initial guess as $u^{(0)} = 0.$ Local problems on $V_k,$ $1 \leq k \leq N,$ and coarse problems on $V_0$ were solved by Algorithm 4 equipped with the backtracking strategy proposed in [4] using the stop criteria

$$h^2\|w_k^{(n+1)} - w_k^{(n)}\|_2^2 < 10^{-20}$$ \hspace{1cm} (4.5)

and

$$H^2\|w_0^{(n+1)} - w_0^{(n)}\|_2^2 < 10^{-20}$$ \hspace{1cm} (4.6)
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Fig. 2: Decay of the energy error $E(u^{(n)}) - E(u^*)$ in additive Schwarz methods for the $\kappa$-Laplacian problem (4.3) ($h = 1/2^6$, $H = 1/2^3$, $\delta = 4h$). ORI and ADA denote the unaccelerated (Algorithm 1) and accelerated (Algorithm 5) methods, respectively.

respectively, where $\|\cdot\|_{\ell^2}$ denotes the $\ell^2$-norm of degrees of freedom. The step size $\tau$ in Algorithms 1 and 5 was chosen as $\tau = 1/4$ for the one-level decomposition (2.2) and $\tau = 1/5$ for the two-level decomposition (4.4). A reference solution $u^* \in V$ was computed by $10^5$ iterations of Algorithm 4 for the full-dimension problem (4.3).

In order to highlight the efficiency of the proposed method for (4.3), we compare the energy decay of the unaccelerated and accelerated methods. We note that the unaccelerated method, Algorithm 1 for (4.3), is identical to [27, Algorithm 2.1]. Figure 2 plots the energy error $E(u^{(n)}) - E(u^*)$ of Algorithms 1 and 5 when $h = 1/2^6$, $H = 1/2^3$, and $\delta = 4h$. For both of the cases one-level and two-level domain decomposition settings, the proposed method shows faster convergence to the energy minimum compared to the unaccelerated method. Since the main computational costs of Algorithms 1 and 5 are the same, we can say that the proposed method is superior to the conventional method in the sense of both convergence rate and computational cost.

Proposition 4.1 implies that Algorithm 1 is scalable in the sense that its convergence rate depends only on the size of local problems $H/h$ whenever $\delta/h$ is fixed. That is, when each subdomain is assigned to a single processor, Algorithm 1 can solve a problem of the larger size with the same amount of time if more parallel processors can be utilized simultaneously. Since the proposed method showed superior convergence results compared to Algorithm 1 in the above numerical experiments, one can readily expect that it is also scalable. In the following, we verify the scalability of Algorithm 5 by numerical experiments.

Figure 3 displays the energy decay of Algorithm 5 for (4.3) when $H/h$ and $\delta/h$ are fixed. One can observe that the convergence rate of Algorithm 5 remains almost the same when both $h$ and $H$ decrease keeping their ratio $H/h$ constant. In addition, as shown in Table 1 the numbers of iterations to satisfy the stop condition

\[
E(u^{(n)}) - E(u^*) < 10^{-8}
\]  

(4.7)
Fig. 3: Decay of the energy error $E(u^{(n)}) - E(u^*)$ in Algorithm 5 for the $s$-Laplacian problem (4.3) when $H/h$ and $\delta/h$ are fixed.

Table 1: Number of iterations of Algorithm 5 for the $s$-Laplacian problem (4.3) to meet the condition (4.7).

| $H/h$ | $H$ | $h$ | #iter |
|-------|-----|-----|-------|
| $2^2$ | $1/2^2$ | $1/2^4$ | 20 |
|       | $1/2^3$ | $1/2^5$ | 21 |
|       | $1/2^4$ | $1/2^6$ | 20 |
| $2^3$ | $1/2^2$ | $1/2^4$ | 21 |
|       | $1/2^3$ | $1/2^5$ | 22 |
|       | $1/2^4$ | $1/2^7$ | 22 |
| $2^4$ | $1/2^2$ | $1/2^4$ | 26 |
|       | $1/2^3$ | $1/2^7$ | 26 |
|       | $1/2^4$ | $1/2^8$ | 25 |

for various $H$ and $h$ are uniformly bounded for a fixed value of $H/h$. It shows the numerical scalability of Algorithm 5.

4.2 Obstacle problem

Next, we apply the proposed method to the following model variational inequality: find $u \in K$ such that

$$\int_{\Omega} \nabla u \cdot \nabla (v - u) \, dx \geq 0 \quad \forall v \in K,$$

(4.8)

where $K$ is a nonempty convex subset of $H^1_0(\Omega)$ defined in terms of obstacle functions $g_L, g_U \in L^\infty(\Omega)$:

$$K = \left\{ u \in H^1_0(\Omega) : g_L \leq u \leq g_U \text{ a.e. in } \Omega \right\}.$$

Several Schwarz methods for obstacle problems of the form (4.8) were proposed in, e.g., [1,3,25,26]. One can readily show that the variational inequality (4.8) is
equivalent to the following minimization problem:
\[
\min_{u \in K} \frac{1}{2} \int_{\Omega} |\nabla u|^2 \, dx.
\] (4.9)

Let \( \Omega = [0, 1]^2 \subset \mathbb{R}^2 \). We again use the discretization and domain decomposition settings introduced in Section 4.1. That is, we consider a conforming discretization of (4.9) on the continuous and piecewise linear finite element space \( S_h(\Omega) \). One more thing to do is to define an appropriate discretization \( K_h \) of the set \( K \); we simply set
\[
K_h = \{ u \in S_h(\Omega) : I_h g_L \leq u \leq I_h g_U \},
\]
where \( I_h \) is the nodal interpolation operator onto \( S_h(\Omega) \). Finally, the resulting discretization of (4.9) is written as
\[
\min_{u \in K_h} \frac{1}{2} \int_{\Omega} |\nabla u|^2 \, dx.
\] (4.10)

One may regard the constrained problem (4.10) as a nonsmooth unconstrained optimization problem. More precisely, the discrete problem (4.10) is an instance of (2.1) with
\[
V = S_h(\Omega), \quad F(u) = \frac{1}{2} \int_{\Omega} |\nabla u|^2 \, dx, \quad G(u) = \chi_{K_h}(u),
\]
where \( \chi_{K_h} : V \to \mathbb{R} \) is the characteristic function of \( K_h \):
\[
\chi_{K_h}(u) = \begin{cases} 0 & \text{if } u \in K_h, \\ \infty & \text{if } u \notin K_h. \end{cases}
\] (4.11)

Clearly, \( F \) satisfies the sharpness condition (3.1) with \( p = 2 \). Under the domain decomposition settings (2.2) and (4.4), the following convergence theorem for Algorithm 1 was presented in [21, Theorem 6.3].

**Proposition 4.3** In Algorithm 1 for (4.10), there exists a positive constant \( C \) independent of \( h, H, \) and \( \delta \) such that
\[
E(u^{(n)}) - E(u^*) \leq \left( 1 - \frac{1}{2} \min \left\{ \tau, \frac{C}{1 + 1/\delta^2} \right\} \right)^n (E(u^{(0)}) - E(u^*))
\]
for the one-level domain decomposition (2.2) with \( \tau \leq 1/4 \) and
\[
E(u^{(n)}) - E(u^*) \leq \left( 1 - \frac{1}{2} \min \left\{ \tau, \frac{C}{1 + \log(H/h)}(1 + (H/\delta)^2) \right\} \right)^n (E(u^{(0)}) - E(u^*))
\]
for the two-level domain decomposition (4.4) with \( \tau \leq 1/5 \).

**Remark 4.4** There have been several notable existing results on the convergence rate of the unaccelerated additive Schwarz method for (4.10) [3, 25, 26]. Proposition 4.3 agrees with these existing results in the sense that the linear convergence rate is dependent on the stable decomposition property (see, e.g., [26, Eq. (6)] and [21] Assumption 4.1) of the space decomposition.
For numerical experiments for the problem \((4.10)\), we set the obstacle functions \(g_L\) and \(g_U\) by

\[
g_L(x, y) = \begin{cases} 1 & \text{if } (x - \frac{1}{2})^2 + (y - \frac{1}{2})^2 \leq \frac{1}{16}, \\ 0 & \text{otherwise,} \end{cases}
\]

and

\[
g_U(x, y) = \begin{cases} 0 & \text{if } (x - \frac{1}{4})^2 + (y - \frac{1}{4})^2 \leq \frac{1}{16}, \\ 1 & \text{otherwise,} \end{cases}
\]

respectively. The initial guess was chosen as \(u^{(0)} = I_h g_L\) in order to make the condition \(u^{(0)} \in \text{dom } G\) in Algorithms 1 and 5 holds. Local problems on \(V_k, 1 \leq k \leq N\), were solved by Algorithm 4 accompanied with backtracking [4] with the stop criterion \((4.5)\), while coarse problems on \(V_0\) were solved by the nonlinear Gauss–Seidel method introduced in [3, section 5] with the stop criterion \((4.6)\). The step size \(\tau\) in Algorithms 1 and 5 was chosen in the same way as in Section 4.1.

In Figure 4, we present the energy error \(E(u^{(n)}) - E(u^*)\) of Algorithms 1 and 5 for \((4.10)\) with respect to the number of iterations \(n\), where a reference solution \(u^* \in V\) was obtained by \(10^5\) iterations of Algorithm 4 applied to the full-dimension problem. We note that Algorithm 1 for \((4.10)\) is identical to [26, Algorithm 1]. It is observed that the convergence rate Algorithm 5 is faster than the one of Algorithm 1 for both one-level and two-level cases. Therefore, we conclude that the proposed method is superior to the unaccelerated method when it is applied to the obstacle problem.

Similarly to the case of the \(s\)-Laplacian problem, the scalability Algorithm 1 for the obstacle problem \((4.10)\) is ensured by Proposition 4.3. Therefore, the proposed method is also anticipated to enjoy the scalability; we do some numerical experiments for verification. As shown in Figure 5, the slopes of the energy graphs plotted in logarithmic scale in energy are almost indistinguishable for various values of \(h\) and \(H\) whenever the ratio \(H/h\) is fixed. Moreover, the number of iterations to meet
Fig. 5: Decay of the energy error $E(u^{(n)}) - E(u^*)$ in Algorithm 5 for the obstacle problem (4.10) when $H/h$ and $\delta/h$ are fixed.

| $H/h$ | $H$ | $h$ | #iter |
|-------|-----|-----|-------|
| $2^2$ | $1/2^4$ | $1/2^4$ | 21 |
|       | $1/2^3$ | $1/2^5$ | 35 |
|       | $1/2^4$ | $1/2^6$ | 31 |
| $2^3$ | $1/2^4$ | $1/2^7$ | 39 |
|       | $1/2^3$ | $1/2^6$ | 50 |
|       | $1/2^4$ | $1/2^7$ | 41 |
| $2^4$ | $1/2^4$ | $1/2^8$ | 64 |
|       | $1/2^3$ | $1/2^7$ | 72 |
|       | $1/2^4$ | $1/2^8$ | 53 |

Table 2: Number of iterations of Algorithm 5 for the obstacle problem (4.10) to meet the condition (4.7).

the stop condition (4.7) presented in Table 2 does not increase even if both $H$ and $h$ decrease such that $H/h$ is kept constant. These results verify that Algorithm 5 for (4.10) is numerically scalable.

4.3 Dual total variation minimization

Since it was numerically shown in [20, section 5.1] that adaptive restarts can improve the performance of FISTA even for the nonsharp case, we expect that the proposed method may outperforms Algorithm 1 for the case without sharpness. As an example lacking the sharpness condition (3.1), we consider a minimization problem

$$\min_{u \in H_0(\text{div}; \Omega)} \frac{1}{2} \int_{\Omega} (\text{div} u + f)^2 \, dx \quad \text{subject to } |u| \leq 1 \text{ a.e. in } \Omega, \quad (4.12)$$

where $f \in L^2(\Omega)$ and $| \cdot |$ denotes the pointwise Euclidean norm. It is clear that (4.12) does not satisfy (3.1) due to the divergence operator therein. Problems of the form (4.12) usually appear in the field of mathematical imaging as
dual formulations of total variation minimization problems \cite{14, 16}. Some overlapping Schwarz methods for (4.12) were studied in, e.g., \cite{7, 12, 22}.

Let $\Omega = [0, 1] \subset \mathbb{R}^2$. The domain $\Omega$ is decomposed into $N = N \times N$ nonoverlapping subdomains $\{\Omega_k\}_{k=1}^{N^2}$, so that each subdomain has the sidelength $H = 1/N$. Each subdomain $\Omega_k$ is partitioned into $H/h \times H/h$ uniform square elements. Let $Q_h$ be a subdivision of $\Omega$ consisting of these square elements. We enlarge the subdomain $\Omega_k$ by adding several layers of square elements of width $\delta$ surrounding $\Omega_k$ to construct a region $\Omega_k'$, where $0 < \delta < H/2$. Then $\{\Omega_k'\}$ forms an overlapping decomposition of $\Omega$.

We define $S_h(\Omega)$ as the lowest-order Raviart–Thomas finite element space on $T_h$ with the homogeneous essential boundary condition. In addition, let $K_h$ be a convex subset of $S_h(\Omega)$ defined by

$$K_h = \left\{ u \in S_h(\Omega) : \frac{1}{|e|} \int_{e} |u \cdot n_e| ds \leq 1, \ e: \text{interior edges of } Q_h \right\},$$

where $n_e$ denotes the unit outer normal to $e$. In \cite{11, 14}, the following discretization of (4.12) constructed by replacing the solution space and the constraint set by $S_h(\Omega)$ and $K_h$, respectively, was proposed:

$$\min_{u \in K_h} \frac{1}{2} \int_{\Omega} (\text{div} u + f)^2 dx.$$  \hspace{1cm} (4.13)

Then the discrete problem (4.13) is of the form (2.1) with

$$V = S_h(\Omega), \quad F(u) = \frac{1}{2} \int_{\Omega} (\text{div} u + f)^2 dx, \quad G(u) = \chi_{K_h}(u),$$

where $\chi_{K_h} : V \rightarrow \mathbb{R}$ is defined in the same manner as (4.11).

In additive Schwarz methods for (4.13), we set

$$V_k = S_h(\Omega'_k), \quad 1 \leq k \leq N$$

an take $R_h^*: V_k \rightarrow V$ as the natural extension operator so that (2.2) holds, where $S_h(\Omega'_k)$ is the lowest-order Raviart–Thomas finite element space on the $Q_h$-elements in $\Omega'_k$ with the homogeneous essential boundary condition. Then, according to \cite[Theorem 6.5]{21}, we have the following convergence theorem.

**Proposition 4.5** In Algorithm 1 for (4.13), there exists a positive constant $C$ independent of $h$, $H$, and $\delta$ such that

$$E(u^{(n)}) - E(u^*) \leq C \frac{1 + 1/\delta^2}{n + 1}$$

for the domain decomposition (2.2) with $\tau \leq 1/4$.

Moreover, it was recently studied in \cite{22} that the additive Schwarz method for (4.13) has a property called pseudo-linear convergence; it converges as fast as a linearly convergent algorithm until its energy error reaches a particular value which depends on $\delta$ only. The following proposition summarizes the pseudo-linear convergence of the additive Schwarz method for (4.13) \cite[Corollary 4.4]{22}.
Proposition 4.6 In Algorithm 1 for (4.13), there exist two positive constants \( \gamma < 1 \) and \( \epsilon \leq C/\delta^2 \) such that
\[
E(u^{(n)}) - E(u^*) \leq \gamma^n (E(u^{(0)}) - E(u^*) - \epsilon) + \epsilon
\]
for the domain decomposition (2.2) with \( \tau \leq 1/4 \), where \( \gamma \) and \( C \) are independent of \( h \), \( H \), and \( \delta \).

For numerical experiments for the dual total variation minimization (4.13), we set
\[
f(x, y) = \begin{cases} 
1 & \text{if } (x - \frac{1}{2})^2 + (y - \frac{1}{2})^2 \leq \frac{1}{4}, \\
0 & \text{otherwise}.
\end{cases}
\]
The zero initial guess \( u^{(0)} = 0 \) were used. We solved local problems on \( V_k, 1 \leq k \leq N \), by Algorithm 4 with the step size \( \tau = 1/8 \) (see [14, Proposition 2.5]) and the stop criterion
\[
h^2 \| \text{div}(w_k^{(n+1)} - w_k^{(n)}) \|_L^2 < 10^{-20}.
\]
The step size for additive Schwarz methods was chosen as \( \tau = 1/4 \). A reference solution \( u^* \in V \) was obtained by Algorithm 1 with the step size \( \tau = 1/8 \) for the full-dimension problem (4.13).

Figure 6 plots \( E(u^{(n)}) - E(u^*) \) of Algorithms 1 and 5 for (4.13) per iteration. As in the cases of the \( s \)-Laplacian and obstacle problems, the proposed method outperforms Algorithm 1 in view of convergence rate. Therefore, we conclude that the proposed method leads an improvement of the convergence rate even in the case of the absence of the sharpness.

Remark 4.7 To the best of our knowledge, there have been no existing two-level Schwarz methods for dual total variation minimization problems, so that we do not include numerical results for the two-level case for (4.13) in this paper. Nevertheless, we expect that if a suitable two-level domain decomposition method for (4.13) were developed in a near future, the acceleration scheme presented would be applicable to that method to yield an improved convergence result.
Fig. 7: Decay of the energy error $E(u^{(n)}) - E(u^*)$ in Algorithm 5 for the dual total variation minimization (4.13) when $\delta$ is fixed as $1/2^5$.

A remarkable property of Algorithm 1 for the dual total variation minimization (4.13) is pseudo-linear convergence; even though the unified theory of additive Schwarz methods for convex optimization presented in [21] gives only the sublinear convergence as stated in Proposition 4.5, it is verified by Proposition 4.6 that Algorithm 1 for (4.13) performs as good as a linearly convergent algorithm if $\delta$ is large enough. Therefore, we can expect that Algorithm 5 also enjoys pseudo-linear convergence since it was shown above by experiments that Algorithm 5 converges much faster than Algorithm 1. Indeed, Figure 7 shows how the energy error of Algorithm 5 for (4.13) decays when $\delta$ is fixed as $1/2^5$ while $H$ and $h$ vary. It seems that all the cases share the approximately same linear convergence rate, similarly to Algorithm 1; see [22] for the corresponding numerical results for Algorithm 1.

4.4 Comparison with the conjugate gradient method

For completeness, we discuss the performance of the proposed method when it is applied to a linear elliptic problem. It is well-known that the conjugate gradient method is optimal for symmetric and positive definite linear systems in the sense that it always find a solution in finite steps; see, e.g., [29, Lemma C.8]. Therefore, we may anticipate that the convergence rate of the proposed method lies between the ones of the Richardson method (Algorithm 1) and the conjugate gradient method.

In the following, we present numerical results of Algorithm 1, Algorithm 5, and the preconditioned conjugate gradient method with the additive Schwarz preconditioner (2.5) for the problem (4.3) with $s = 2$ and $f = 1$. Note that (4.3) reduces the well-known Poisson equation when $s = 2$. Since local and coarse problems are linear, they can be solved directly, e.g., by the Cholesky factorization. A reference solution $u^* \in V$ also can be obtained by a direct solver.

Figure 8 depicts the convergence rates of Algorithm 1, Algorithm 5, and the corresponding preconditioned conjugate gradient method applied to the Poisson problem for both the one-level (4.4) and two-level (4.4) cases. As expected, the
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Fig. 8: Decay of the energy error $E(u^{(n)}) - E(u^*)$ in additive Schwarz methods for the Poisson problem ($h = 1/2^6$, $H = 1/2^3$, $\delta = 4h$). ORI and ADA denote the unaccelerated (Algorithm 1) and accelerated (Algorithm 5) methods, respectively. PCG denotes the preconditioned conjugate gradient method with the additive Schwarz preconditioner (2.5).

proposed method converges faster than Algorithm 1 but slower than the preconditioned conjugate gradient method. While there are several optimal solvers for linear problems such as the conjugate gradient method (see [24] for instance), designing optimal solvers for the general convex optimization of the form (2.1) is still an important research topic that is actively investigated nowadays [10,13,23]. In this perspective, the proposed method can be a very effective option for parallel computation of nonlinear and nonsmooth problems of the form (2.1).

5 Conclusion

In this paper, we proposed an accelerated additive Schwarz method that can be applied to a very broad range of convex optimization problems of the form (2.1). The proposed method showed superior convergence properties compared to the unaccelerated method when they are applied to various problems: $s$-Laplacian problem, obstacle problem, and dual total variation minimization. Moreover, we verified that the proposed method inherits several desirable properties such as scalability and pseudo-linear convergence from the original method. Since the proposed method does not require any a priori spectral information of a target problem, it has great potential to be applied to various convex optimization problems in science and engineering.

This paper leaves a few important topics for future research. First, mathematical verification of faster convergence of the proposed method is required. Unfortunately, to the best of our knowledge, there is no existing complete analysis even for Algorithm 4 which is a main ingredient of the proposed method. Meanwhile, we note that there is some recent research on acceleration of nonlinear gradient methods for the form (2.7) [28]. Another interesting topic is optimizing the acceleration scheme. After a pioneering work [10], there have been attempts to optimize acceleration schemes for gradient methods; see, e.g., [13]. We expect
that it is possible to obtain a faster accelerated additive Schwarz method than the proposed method if we successfully apply such optimizing schemes to our case.
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