The Early Evolution of Magnetar Rotation I: Slowly Rotating “Normal” Magnetars
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ABSTRACT

In the seconds following their formation in core-collapse supernovae, “proto”-magnetars drive neutrino-heated magneto-centrifugal winds. Using a suite of two-dimensional axisymmetric MHD simulations, we show that relatively slowly rotating magnetars with initial spin periods of \( P_{\text{0}} = 50 - 500 \text{ ms} \) spin down rapidly during the neutrino Kelvin-Helmholtz cooling epoch. These initial spin periods are representative of those inferred for normal Galactic pulsars, and much slower than those invoked for gamma-ray bursts and super-luminous supernovae. Since the flow is non-relativistic at early times, and because the Alfven radius is much larger than the proto-magnetar radius, spindown is millions of times more efficient than the typically-used dipole formula. Quasi-periodic plasmoid ejections from the closed zone enhance spindown. For polar magnetic field strengths \( B_0 \gtrsim 5 \times 10^{14} \text{ G} \), the spindown timescale can be shorter than the Kelvin-Helmholtz timescale. For \( B_0 \gtrsim 10^{15} \text{ G} \), it is of order seconds in early phases. We compute the spin evolution for cooling proto-magnetars as a function of \( B_0, P_{\text{0}}, \) and mass \((M)\). Proto-magnetars born with \( B_0 \) greater than \( \approx 1.3 \times 10^{15} \text{ G}(P_{\text{0}}/400 \text{ ms})^{-1.4}(M/1.4 M_\odot)^{2.2} \) spin down to periods \( > 1 \text{ s} \) in just the first few seconds of evolution, well before the end of the cooling epoch and the onset of classic dipole spindown. Spindown is more efficient for lower \( M \) and larger \( P_{\text{0}} \). We discuss the implications for observed magnetars, including the discrepancy between their characteristic ages and supernova remnant ages. Finally, we speculate on the origin of 1E 161348-5055 in the remnant RCW 103, and the potential for other ultra-slowly rotating magnetars.
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1 INTRODUCTION

In the seconds after the successful explosion of a massive star, a cooling proto-neutron star (PNS) radiates its gravitational binding energy in neutrinos (Burrows & Lattimer 1986), heating the surface layers and driving a thermal wind (Burrows et al. 1995; Janka & Mueller 1996). Some neutron stars are born with large surface magnetic fields (“magnetars”; see Kaspi & Beloborodov 2017), with surface magnetic fields of order \( 10^{15} \text{ G} \). Magnetar birth is common in the Galaxy, representing \( \sim 10 - 100\% \) of neutron star births (Beniamini et al. 2019), and even modest progenitor rotation seems to be sufficient to produce magnetars during core-collapse (White et al. 2022). Estimates suggest that magnetar-strength magnetic fields could dominate the wind dynamics, affecting both the early spindown of magnetars and their nucleosynthesis (Thompson 2003; Thompson et al. 2004; Bucciantini et al. 2006; Metzger et al. 2008b; Thompson & ud-Doula 2018; Vlasov et al. 2014, 2017). In combination with strong magnetic fields, rapid rotation may also be critically important for a subset of magnetar births, with spindown potentially producing normal supernovae (Sukhbold & Thompson 2017), super-luminous supernovae (SLSNe), and gamma-ray bursts (GRBs) (Usos 1992; Thompson 1994; Wheeler et al. 2000; Zhang & Mészáros 2001; Thompson et al. 2004; Bucciantini et al. 2006, 2008, 2009; Metzger et al. 2007; Komissarov & Barkov 2007; Kasen & Bildsten 2010; Woosley 2010; Metzger et al. 2011).

Although much of the theoretical work on proto-magnetars and their evolution has been focused on GRBs and SLSNe, the prevalence of magnetars in the Galaxy and their otherwise normal supernova remnants (Vink 2008) suggest that the majority of magnetars are not born with the extreme rotation rates required to produce extreme explosions (initial periods of \( \sim 0.8 - 2 \text{ ms} \) as in, e.g., Thompson et al. 2004; Metzger et al. 2011; Margalit et al. 2018). Prima facie, the finding that magnetars are common in the Galaxy with respect to massive star supernovae, and that their remnants do not exhibit signs of being anomalously energetic, suggests that very rapid rotation of order milliseconds is not required to produce their high magnetic fields (Duncan & Thompson 1992; Thompson & Duncan 1993; Thompson 1994; Raynaud et al. 2020; see, e.g., Barrère et al.
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2022 for an alternate magnetar formation mechanism from fallback accretion).

Here, we explore the early angular momentum evolution of “normal” magnetars born with rotation rates representative of normal pulsars (Faucher-Giguère & Kaspi 2006), in the range \( \sim 50-400 \) ms. Following estimates by Thompson et al. (2004) and more detailed one-dimensional calculations by Metzger et al. (2007), via a large set of two-dimensional magneto-hydrodynamic simulations, we find that these relatively slowly rotating magnetars spin down very rapidly during their first few seconds of existence, accompanying the early proto-neutron star cooling phase. These findings complement and have implications for the literature on the long-term magneto-thermal and spin evolution of the magnetar population of the Galaxy on kyr timescales (Pons & Perna 2011; Viganò et al. 2013; Mereghetti et al. 2015).

In Section 2, we discuss our numerical simulations, including neutrino heating/cooling, the equation of state, boundary conditions, and our adopted computational reference frame. In Section 3, we present the results of our simulations, focusing on the spin-down timescale of the PNS as a function of rotation period, polar magnetic field strength and neutrino luminosity. We also discuss the evolution of spin period of the PNS during the first \(~6\) s of evolution. In Section 4, we discuss the implications of rapid spin-down of the PNS during the cooling phase.

2 MODEL

We use the publicly available MHD code Athena++ (Stone et al. 2019) for our simulations, which we have configured to solve the following non-relativistic magneto-hydrodynamic (MHD) equations:

\[
\frac{\partial \rho}{\partial t} + \nabla \cdot (\rho \mathbf{v}) = 0
\]
\[
\frac{\partial (\rho \mathbf{v})}{\partial t} + \nabla \cdot \left( \rho \mathbf{v} \mathbf{v} + \left( \mathbf{P} + \frac{\mathbf{B} \cdot \mathbf{B}}{2} \right) \mathbf{I} - \mathbf{BB} \right) = -\rho \mathbf{G} \frac{M_*}{r^2} \hat{r}
\]
\[
\frac{\partial E}{\partial t} + \nabla \cdot \left( \left( E + \left( \mathbf{P} + \frac{\mathbf{B} \cdot \mathbf{B}}{2} \right) \right) \mathbf{v} - \mathbf{B} (\mathbf{B} \cdot \mathbf{v}) \right) = \dot{Q}
\]
\[
\frac{\partial \mathbf{B}}{\partial t} - \nabla \times (\mathbf{v} \times \mathbf{B}) = 0,
\]

where \( M_* \) is the mass of the PNS, \( r \) is the radius from the center of the PNS, \( \rho \) is the mass density of the fluid, \( \mathbf{v} \) is the fluid velocity, \( E \) is the total energy density of the fluid, \( P \) is the fluid pressure, \( \dot{Q} \) is the heating/cooling rate (discussed in the following subsection), and \( \mathbf{B} \) is the magnetic field. Since the equations we solve are non-relativistic, our calculations are unreliable as the flow becomes relativistic. In general, we track the Alfvén speed and stop our calculation when it approaches the speed of light.

2.1 Microphysics

The system of hydrodynamic equations is closed with an equation of state (EOS), and we have done so using the general EOS module in Athena++ (Coleman 2020). Most of the characteristics of the wind are determined at temperatures \( T \gtrsim 0.5 \) MeV and mass densities \( \lesssim 10^{12} \) g cm\(^{-3}\). In these conditions, the outflow can be described by an equation of state containing non-relativistic baryons, relativistic electrons and positrons, and photons. We thus use the approximate analytic form of the general EOS from Qian & Woosley (1996). We have compared the results obtained using the approximate EOS with those obtained from the tabular Helmholz EOS (Timmes & Swesty 2000; Coleman 2020). We find that the results are approximately identical, both quantitatively and qualitatively. The run time of the simulations with the tabular Helmholz EOS is significantly longer (at least \( 3-4 \) times) than the simulations with the approximate EOS. Thus, the approximate analytic form of the general EOS is sufficient for our purposes.

As discussed by Qian & Woosley (1996), the electron fraction \( Y_e \) varies across the wind profile. Assuming balance between the charged-current neutrino interactions at the neutrinosphere of the PNS, for the parameters in our calculations (see Section 2.3) which occur during the early cooling epoch, \( Y_e \ll 0.1 \) near the surface of the PNS which rapidly increases within a few PNS radius to reach an asymptotic value of approximately 0.45, but varies as a function of time (Vlasov et al. 2017), depending on the electron and anti-electron neutrino luminosities and average energies (Qian & Woosley 1996). For simplicity, we set \( Y_e = \) constant in time and throughout the computational domain. To test this approximation, we have run 1D simulations with different fixed values of \( Y_e \) and compared with the results from the non-relativistic calculations of Thompson et al. (2001). We find that using a constant \( Y_e \) does not affect the global wind properties such as the mass outflow rate \( M \) and the adiabatic sonic radius (see Section 3.1). However, the velocity profile and the neutrino heating/cooling rate (defined in the next paragraph) deviate from the results of Thompson et al. (2001) near the surface of the PNS. A future work will include a self-consistent calculation of \( Y_e \).

For neutrino heating and cooling, we consider the two most important interactions between the neutrinos and the wind material: charged-current neutrino absorption and electron capture on free nucleons: \( \nu_e + n \rightarrow p + e^- \) and \( \bar{\nu}_e + p \rightarrow n + e^+ \). We use the optically-thin specific heating rate and cooling rate expressions from Qian & Woosley (1996) as the \( \dot{Q} \) function in equation 3. At a given radius \( r \), neutrinos emitted from the neutrinosphere are visible only within the solid angle subtended by the neutrinosphere at \( r \). We incorporate this effect by using the geometric factor as in Qian & Woosley (1996). We incorporate neutrino heating/cooling into the code through a source term which adds this energy to the wind energy.

The approximations in our calculations are similar to those used in Thompson & ud-Doula (2018). Bulk features of the wind are reproduced well with these approximations. For the purposes of this paper, we neglect General Relativistic effects. GR effects have been considered in several previous works (e.g., Cardall & Fuller 1997; Otsuki et al. 2000; Wanajo et al. 2001; Thompson et al. 2001). GR increases the effective gravitational potential, and the associated gravitational redshift terms decrease the heating rate, both leading to lower \( M \), larger entropy, and shorter expansion timescales (Cardall & Fuller 1997). The neutrino heating is augmented by geodesic bending in GR (Salmonson & Wilson 1999), but the decrease in the heating rate due to gravitational redshift dominates (Cardall & Fuller 1997; Thompson et al. 2001). We will consider more detailed microphysics and GR effects in a future work.

2.2 Rotating reference frame

To simplify the magnetic field boundary conditions at the inner boundary, we perform our simulations in a frame rotating with the PNS at an angular velocity \( \Omega_* = \Omega_* \hat{z} \). Henceforth, primed coordinates refer to the quantities in the rotating frame and unprimed coordinates refer to the quantities in the lab frame. We have the following equation connecting the velocity in the lab and the rotating frame:

\[
v = v' + \Omega_* \times r.
\]
The magnetic field remains invariant under frame transformation in Galilean relativity.

We must include the pseudo forces (Coriolis and centrifugal forces here) since we are in a non-inertial reference frame. The centrifugal force also contributes to the total energy of the outflow. We incorporate these into our simulations as an extra source term following Appendix A of Zhu et al. (2021). In a subset of our calculations, we evolve the angular velocity of the PNS self-consistently with time. In these calculations (details of this in Section 3), we include the Euler force in the source term.

### 2.3 Initial conditions

We start from the surface of the PNS with radius $R_\star = 12$ km. We use a spherical coordinate system with the outer boundary of the grid at a radius of $10^3 - 10^4$ km. The base density of the PNS is set at $\rho_0 = 1.44 \times 10^{12}$ g cm$^{-3}$. We tested our 1D simulations with different base radii (10–12 km) and base densities $10^{11} - 10^{13}$ g cm$^{-3}$. We find that the mass outflow rate is not very sensitive to the base density over the $\rho_0$ range ($10^{11} - 10^{13}$ g cm$^{-3}$) in our calculations, the variation being less than 10% with at least 1024 radial zones. All else fixed, the mass outflow rate roughly increases as $\rho_0^{5/3}$ (Qian & Woosley 1996).

We refer our simulations by the electron anti-neutrino luminosity $L_\nu_e$, $L_\nu_e$ starts at $\sim 10^{52}$ ergs s$^{-1}$ at the time of the SN and decreases over the cooling timescale. For this paper, we consider $L_\nu_e$ ranging between $2 \times 10^{52}$ ergs s$^{-1}$ and $1.5 \times 10^{53}$ ergs s$^{-1}$. This range corresponds to the neutrino luminosity at various times after a supernova depending on the cooling model (Burrows & Lattimer 1986; Pons et al. 1999; Li et al. 2021). In the Pons et al. (1999) cooling model, the luminosity range we consider corresponds to the first $\sim 6$ s of PNS evolution. The electron neutrino luminosity is assumed to be given by $L_\nu_e = L_\nu_e/1.3$ (Thompson et al. 2001). However, the ratio of the luminosities can be different from this value and change as a function of time depending on the PNS properties and the cooling calculation (Vlasov et al. 2017). We do not consider neutrinos of other flavors for simplicity. We define the mean neutrino energy ($\bar{\nu}_\nu$) and variance ($\sigma^2_{\nu}$) in terms of the $n$th moment of neutrino energy distribution: $\langle \nu_\nu \rangle = (E_{\nu, n}) / (E_{\nu, 1})$ and $\sigma^2_{\nu} = (E_{\nu, 2}) - (E_{\nu, 1})^2$. These quantities are related through the Fermi integrals: $\sigma^2_{\nu} = \langle (\nu_\nu - \bar{\nu}_\nu)^2 \rangle = \langle \nu_\nu \rangle^2 / \sum_{\nu_\nu} (\langle \nu_\nu \rangle^2 / \sum_{\nu_\nu})^2$ (Thompson et al. 2001). Neutrino mean energy first increases and then decreases during the first few seconds (~ 3 – 5 s depending on the PNS mass) after the supernova (Pons et al. 1999). Unless otherwise stated, the results presented here have $\langle \nu_\nu \rangle = 14$ MeV and $\sigma^2_{\nu} = 11$ MeV and we assume that the mean energy remains constant as luminosity evolves. We initialize the simulations (both 1D and 2D, irrespective of the neutrino luminosity used in the simulation) using data from a spherically symmetric non-rotating 1D wind model corresponding to $L_\nu_e = 10^{52}$ ergs s$^{-1}$ (Thompson et al. 2001).

PNs with “slow” rotation ranging from 50 ms to 400 ms are the focus of this work. We will consider rapid rotation with periods ~ 1 ms in a future work. The velocity in the $\phi$ direction is initialized using angular momentum conservation:

$$v_\phi(r) = r\Omega_\star \sin \theta \left( \frac{R^2}{r^2} - 1 \right).$$

Although this initialization is incorrect for simulations with magnetic field, we find that the system quickly relaxes to the correct state.

In this work, we assume a spherical inner boundary and that the neutrino energy is independent of latitude. Centrifugal forces due to rapid rotation can deform the spherical emitting surface (Pétri 2022). Rapid rotation can also result in neutrino energy being a function latitude.

For the 2D simulations including a magnetic field, the initial conditions for the magnetic field are set assuming a dipole magnetic field with polar magnetic field $B_0$. The dipole field is specified using the following magnetic vector potential:

$$A(r, \theta, \phi) = \frac{B_0}{2} \frac{R^2}{r^2} \left( \phi \sin \theta \right).$$

Provided that the initial conditions are sensible enough and the simulation is run long enough, the final state is not sensitive to the initial conditions. Most of the models (unless otherwise stated) assume a PNS with a mass of $1.4 M_\odot$. We discuss the effects of the PNS mass in Section 3.

### 2.4 Resolution of the grid

For the 1D simulations, we use a logarithmically spaced grid with $N_r$ number of radial zones. In the 1D case in Athena++, it is important to set the extent of $\theta$ symmetrically about $\pi/2$ to avoid the geometric source terms. For the 2D simulations, we use a logarithmically spaced grid with $N_r$ zones in the radial direction and a uniformly spaced grid with $N_\theta$ zones in the $\theta$ direction ($0 \leq \theta \leq \pi$).

The results are independent of the resolution as long as the grid is sufficiently well-resolved. For example, in our 1D fiducial models with $L_\nu_e = 8 \times 10^{51}$ ergs s$^{-1}$, we find that $M = 3.61 \times 10^{-4} M_\odot$ s$^{-1}$ with 1024 radial zones. The deviation from this value is 0.2%, 1.6% and 13% at 512, 256, and 128 radial zones, respectively. Using too low a radial resolution gives systematically inaccurate mass outflow rate. Insufficient $\theta$ resolution in our 2D MHD simulations affects the dynamical plasmoid mass ejections (described in Section 3). For instance, dynamical eruptions are absent for $\theta$ resolution less than 128 zones at $B_0 \geq 4 \times 10^{15}$ G. We have run 1D simulations with $N_r = 125, 256, 512, 1024,$ and 2048. The 2D simulations have $(N_r, N_\theta) = (128, 64), (256, 128), (512, 256)$ and $(1024, 512)$. High luminosity models require comparatively fewer radial zones to achieve the required accuracy. For example, in our 1D non-rotating-non-magnetic (NRNM) simulations at $L_\nu_e = 8 \times 10^{51}$ ergs s$^{-1}$, we require at least 256 radial zones to obtain $M$ within 2% of the corresponding value at 1024 radial zones, while at $L_\nu_e = 1 \times 10^{51}$ ergs s$^{-1}$, we require at least 512 radial zones to achieve the same accuracy. This is because the decrease in density per radial zone near the surface is larger at lower neutrino luminosities (i.e., the density scale height is smaller; e.g., Thompson et al. 2001).

### 2.5 Boundary conditions

As in earlier wind calculations (e.g. Thompson et al. 2001), the inner boundary temperature $T_0$ is set by equating the neutrino heating and cooling rates. For $L_\nu_e = 8 \times 10^{51}$ ergs s$^{-1}$ and $Y_e = 0.45$, $T_0 \sim 4$ MeV.

At the inner boundary we set the magnetic field boundary condition for the density (derivation in Appendix A):

$$\rho(r, \theta) = \rho_0 \exp \left[ \frac{GM_\star m_0}{kT_0} \left( 1 - \frac{1}{R_\star} \right) \exp \left[ \frac{m_n R_\star^2 \Omega_\star^2 \sin^2 \theta}{2kT_0} \right] \right] \times \exp \left[ -\frac{m_n R_\star^2 \Omega_\star^2}{2kT_0} \right],$$

where we have assumed that the inner boundary is at a constant temperature and that ideal nucleons dominate the pressure in the
We define the spindown time of the PNS as:

\[
\tau \approx \frac{J}{\dot{J}}.
\]

For time-steady inner boundary conditions, we expect the mass outflow rate of the PNS to be a constant of the wind. From the continuity equation (eq. 1), \( \dot{M} \) is given by the following surface integral over a sphere:

\[
\dot{M} = \int S r^2 \rho v_r \sin \theta \frac{1}{r} d\Omega.
\]

The total angular momentum of the star is roughly constant in time at the surface of the PNS in the rotating frame, so the poloidal speed is equal to the fast/slow magnetosonic speed. For the variations due to plasmoids (described in Section 3.3), the quantities have been averaged over time to account for the variations due to plasmoids (described in Section 3.3). The quantities have been averaged over time to account for the variations due to plasmoids (described in Section 3.3). The quantities have been averaged over time to account for the variations due to plasmoids (described in Section 3.3). The quantities have been averaged over time to account for the variations due to plasmoids (described in Section 3.3). The quantities have been averaged over time to account for the variations due to plasmoids (described in Section 3.3). The quantities have been averaged over time to account for the variations due to plasmoids (described in Section 3.3). The quantities have been averaged over time to account for the variations due to plasmoids (described in Section 3.3). The quantities have been averaged over time to account for the variations due to plasmoids (described in Section 3.3). The quantities have been averaged over time to account for the variations due to plasmoids (described in Section 3.3). The quantities have been averaged over time to account for the variations due to plasmoids (described in Section 3.3). The quantities have been averaged over time to account for the variations due to plasmoids (described in Section 3.3). The quantities have been averaged over time to account for the variations due to plasmoids (described in Section 3.3). The quantities have been averaged over time to account for the variations due to plasmoids (described in Section 3.3). The quantities have been averaged over time to account for the variations due to plasmoids (described in Section 3.3).
symmetry is preserved and torsions as well. For sufficiently slow rotation ($\Omega \ll \Omega_\star$), spherical symmetry is broken in the models with rapid rotation. For more rapid rotation ($\Omega \gg \Omega_\star$), spherical symmetry is preserved and torsions as well. For sufficiently slow rotation ($\Omega \ll \Omega_\star$), spherical symmetry is broken in the models with rapid rotation. For more rapid rotation ($\Omega \gg \Omega_\star$), spherical symmetry is preserved and torsions as well. For sufficiently slow rotation ($\Omega \ll \Omega_\star$), spherical symmetry is broken in the models with rapid rotation. For more rapid rotation ($\Omega \gg \Omega_\star$), spherical symmetry is preserved and torsions as well. For sufficiently slow rotation ($\Omega \ll \Omega_\star$), spherical symmetry is broken in the models with rapid rotation. For more rapid rotation ($\Omega \gg \Omega_\star$), spherical symmetry is preserved and torsions as well. For sufficiently slow rotation ($\Omega \ll \Omega_\star$), spherical symmetry is broken in the models with rapid rotation. For more rapid rotation ($\Omega \gg \Omega_\star$), spherical symmetry is preserved and torsions as well.

3.2 Non-magnetic pure rotation models

To test our rotation source term and the boundary conditions, we have run simulations without including the magnetic field for various values of $\Omega_\star$. We expect conservation of $J$, $M$ and $J/M$ as a function of radius. In the 1D simulations, we find that $J/M$ is conserved and that it is within 1% of the expected value $R^2 \Omega_\star$ for all values of rotation period ($P_\star = 2\pi/\Omega_\star$) ranging from $P_\star = 1$ ms to $P_\star > 1$ s. To achieve this level of accuracy, we find that 256 radial zones are sufficient at a period of 1 s, while 2048 radial zones are required at a period of $P_\star = 1$ ms.

Conservation of $J/M$ is observed in 2D non-magnetic simulations as well. For sufficiently slow rotation ($P_\star \gg 1$ s), spherical symmetry is preserved and $J/M$ is within 1% of the expected value $\frac{2}{3} R^2 \Omega_\star$ at a resolution of at least $(N_r, N_\theta) = (256, 128)$. As expected, spherical symmetry is broken in the models with rapid rotation. For more rapid rotation ($P_\star < 500$ ms), $J/M$ is conserved within 3% over the radial range up to 500 km and within 10% up to a radius of 1000 km at a resolution of at least $(N_r, N_\theta) = (512, 128)$ for all values of $P_\star \geq 50$ ms. For periods smaller than 50 ms, which are not the focus of this paper, conservation of $J/M$ requires more radial zones (typically 1024 to 2048) using our logarithmic radial zoning and the rotating reference frame.

We have also run non-magnetized pure rotation simulations in the lab frame to compare with the results from the rotating frame. The results agree with each other. The deviation in $J/M$ between the two frames, at a PNS rotation period of 50 ms, is within 5% up to a radius of 700 km and within 10% up to a radius of 1000 km at a resolution of at least $(N_r, N_\theta) = (512, 128)$. At a given resolution, the results from the rotating frame simulations have systematic deviations from those in the lab frame near the outer boundary. The deviations are due to the large $\theta$-velocity (= $r \Omega_\star \sin \theta$) of the grid near the outer boundary. We find that the deviations reduce with increasing radial resolution in the rotating frame simulations. For example, the deviation in $J/M$ between the two frames at $r \gtrsim 1500$ km decreases from over 80% at a resolution of $(N_r, N_\theta) = (256, 128)$ to under 20% at a resolution of $(N_r, N_\theta) = (512, 128)$. These deviations near the outer boundary are why we do not measure integrated quantities too close to the outer boundary (Section 3.1).

3.3 Magneto-centrifugal models: time-steady snapshots

Very high magnetic fields ($\sim 10^{15} - 10^{16}$ G) and rapid rotation of the PNS near break-up ($P_\star \lesssim 2$ ms) have the potential to produce GRBs. In this work, we focus on magnetic field strengths $\sim 10^{15}$ G and slower rotation ($P_\star \gtrsim 50$ ms) and study the spindown of the PNS during the cooling epoch. These initial rotation periods are thought to be generic to the normal pulsar population (Faucher-Giguère & Kaspi 2006). There are a few works that discuss long-term spin evolution and spindown mechanisms of “normal” magnetars (e.g. Jawor & Tauris 2022; Malov & Marozanova 2022), and exotic systems like RCW 103 (Ho & Andersson 2017). Our results contribute towards understanding the spin evolution of relatively slowly rotating magnetars starting from the very early cooling epoch just after birth.

Figure 1 shows a 2D map of $v_r$ and $v_\phi$ with the adiabatic sonic surface, the Alfvén surface and the fast magnetosonic surface marked. The slow magnetosonic surface approaches the adiabatic sonic surface for $c_s \ll v_A$ while it approaches the Alfvén surface for $v_A \ll c_s$. The maps correspond to $P_\star = 200$ ms and $L_{\phi} = 8 \times 10^{41}$ ergs s$^{-1}$, which is representative of a cooling PNS on a timescale of $\sim 1$ s. The left panel corresponds to a polar surface magnetic field strength $B_0 = 10^{15}$ G while the right panel corresponds to $B_0 = 2 \times 10^{15}$ G. The structure of magnetic field outside the PNS is determined by the relative magnitudes of the gas pressure and the polar magnetic field strength $B_0$. Excess gas pressure forces the magnetic field lines to open up into a “split-monopole” configuration. A closed zone of the magnetic field forms in regions where the magnetic energy density dominates the gas pressure.

The left panel in Figure 1 shows that for $B_0 = 10^{15}$ G, the wind reaches a steady state with a large scale split-monopole magnetic field configuration. The structure of models with lower magnetic field strength is qualitatively identical. For a higher magnetic field of $2 \times 10^{15}$ G, the configuration does not reach a steady state, but instead exhibits quasi-periodic plasmoid eruptions. The right panel of Figure 1 shows a snapshot of one such eruption. The closed zone of the magnetic field near the surface of the PNS traps the matter. Eruptions occur when the matter pressure, augmented by neutrino heating exceeds the magnetic tension. After the eruption, the magnetosphere quickly closes again through reconnection. These plasmoid eruptions were predicted on the basis of the neutrino heating and cooling source terms in Thompson (2003) and numerically confirmed in Thompson & ud-Doula (2018). The latter provides a detailed discussion of the physics governing plasmoid eruption, including the predicted timescale. Our magnetized models yield results quantitatively similar to those presented in Thompson & ud-Doula (2018). Plasmoids are potential regions of r- or rp-process nucleosynthesis because of their very high entropy and rapid expansion timescale (Thompson 2003; Thompson & ud-Doula 2018; see also Pruet et al. 2006). We save further details on the properties of the plasmoids and their potential nucleosynthesis for a future paper. Figure 2 shows 2D maps of $v_r$ and $v_\phi$ at a higher magnetic field strength of $B_0 = 4 \times 10^{15}$ G. As $B_0$ and $\Omega_\star$ increase, the sonic surfaces become more “cylindrical” and the sonic points move significantly outwards along the poles, more so during plasmoid eruptions. Figure 3 is a zoomed version of Figure 2 showing the central PNS and the structure of the closed zone of the magnetic field during a plasmoid and the “helmet streamer” type configuration generic to highly-magnetized thermal winds (e.g., Steinelson et al. 1982; Mestel & Spruit 1987; Endeve et al. 2004).

Figure 4 shows various physical quantities as a function of radius at $\theta = 45^\circ$ in the simulation with $P_\star = 200$ ms, $B_0 = 10^{15}$ G and $L_{\phi} = 8 \times 10^{41}$ ergs s$^{-1}$. The corresponding 2D map of the steady-state wind structure is shown in the left panel of Figure 1. The bottom second panel in Figure 4 shows the profiles of radial velocity $v_r$, adiabatic sound speed $c_s$, radial Alfvén velocity and $v_\phi$. $v_\phi$ increases up to the Alfvén radius and then decreases. This shows that the magnetic field forces the wind into effectively co-rotation with the PNS up to the Alfvén radius. The top right panel shows the profiles of gas pressure and the magnetic energy density. Since the gas pressure dominates, we expect a steady state with a large scale split-monopole magnetic field configuration with no plasmoids and a very small closed zone within $\sim 3$ km of the PNS surface, as shown in the left panel of Figure 1.

Figures 5 and 6 show $\tau_1$ (eq. 15) as a function of rotation period $P_\star$ and polar magnetic field strength $B_0$, respectively, at three different values of $L_{\phi}$ for a 1.4 $M_\odot$ PNS at a resolution of $(N_r, N_\theta) = (512, 256)$. We discuss the effect of a different PNS mass in Section.
Figure 1. 2D map of $v_r$ (left half of each panel) and $v_\phi$ (right half of each panel) for different values of polar magnetic field at a given rotation period of 200 ms and electron type anti-neutrino luminosity of $8 \times 10^{51}$ ergs s$^{-1}$. The left panel corresponds to $B_0 = 1 \times 10^{15}$ G and the right panel corresponds to $B_0 = 2 \times 10^{15}$ G. We find that plasmoids begin to occur as $B_0$ increases (see Section 3.3). The rotation and magnetic axes are along the vertical in the figure. The outer boundary in the figure is at 1000 km. The white lines are the magnetic field lines. The method of computation of the magnetosonic surfaces is described in Section 3.1. The slow magnetosonic surface approaches the adiabatic sonic surface for $c_s v_A$ while it approaches the Alfvén surface for $v_A c_s$.

Figure 2. 2D map of $v_r$ and $v_\phi$ similar to Figure 1 at a polar magnetic field of $B_0 = 4 \times 10^{15}$ G and electron type anti-neutrino luminosity of $8 \times 10^{51}$ ergs s$^{-1}$. The left panel corresponds to a spin period of 200 ms while the right panel corresponds to a spin period of 50 ms. As $B_0$ and $\Omega_*$ increase, the sonic surfaces move farther away along the poles. The outer boundary in the figure is at a radius of 2800 km.

3.4. These figures show that for $B_0 \geq 5 \times 10^{14}$ G, $\tau_j$ is less than or of the order the Kelvin-Helmholtz timescale. During the early cooling period when $L_{\nu_e} \geq 10^{52}$ ergs s$^{-1}$, $\tau_j$ is of the order of a few seconds for $B_0 \geq 10^{15}$ G. We find that the PNS spins down faster as the rotation period increases at a fixed neutrino luminosity and $B_0$, but $\tau_j$ is weakly dependent on the spin period for $P_* \geq 200$ ms at $L_{\nu_e} \geq 4 \times 10^{51}$ ergs s$^{-1}$. From figure 6, we find that at relatively low magnetic field strengths of $B_0 = 5 \times 10^{14}$ G, $\tau_j$ is approximately constant for $P_* = 400$ and 200 ms as the neutrino luminosity decreases. The near-constant value of $\tau_j$ reflects the combination of two physical effects. First, as the neutrino luminosity decreases, the mass-loss rate decreases rapidly because the net neutrino heating at the base of the outflow decreases (Qian & Woosley 1996). Second, as $M$ decreases, the value of $R_A$ increases. These two effects work to almost cancel each other so that the angular momentum loss rate $J \propto M (R_A^2)$ of the wind is roughly constant at a given PNS spin period (i.e., $J \propto J$). For $P_* = 50$ ms, the spindown time increases as neutrino luminosity decreases, implying that the decrease in $M$ dominates the increase in $R_A$. Both the Figures 5 and 6 show that $\tau_j$ is strongly dependent on $B_0$, decreasing with increasing $B_0$. This is expected because larger $B_0$ leads to a larger $(R_A)$. However, as seen in all panels of Figure 6, at large values of $B_0$ the decrease in $\tau_j$ with $B_0$ becomes less steep. This follows from the fact that as $B_0$ increases, the latitudinal extent of the stable closed zone increases. This region of net zero neutrino heating is held in magnetohydrostatic equilibrium (Thompson & ud-Doula 2018), preventing mass loss and lowering $M$ overall. Because $\tau_j$ is inversely proportional to $M$, this effect changes the slope of $\tau_j(B_0)$ at
The Early Evolution of Magnetar Rotation I

Figure 3. Zoomed version of Figure 2 showing the PNS at the center and the structure of the closed zone of the magnetic field during a plasmoid. The outer boundary in this figure is at a radius of \(200\) km. Here you can see the inner edge of each simulation, i.e. the PNS surface \(R = 12\) km.

Figure 4. 1D profiles at \(\theta = 45^\circ\) as a function of radius in the simulation with \(B_0 = 10^{15}\) G, \(P_* = 200\) ms and \(L_{\nu} = 8 \times 10^{51}\) ergs s\(^{-1}\). The panels show density, temperature, pressure, specific neutrino heating/cooling rate \(\dot{q}\) (related to \(Q\) in equation 3 as \(\dot{q} = Q/\rho\)) and velocity profiles. Since the magnetic pressure is smaller than the gas pressure, plasmoids are not observed with these parameters. The velocity panel also shows the radial Alfvén point \(R_A\), where the radial velocity is equal to the radial Alfvén velocity.

Fixed neutrino luminosity and spin period. For \(P_* = 400\) and \(200\) ms, Figure 6 shows that this effect becomes important at \(B_0 \approx 1\) and \(2 \times 10^{15}\) G, for \(L_{\nu} = 4 \times 10^{51}\) ergs s\(^{-1}\), respectively.

All of the magnetosonic surfaces (described in Section 3.1) should in principal be captured on the computational grid so that the outer boundary conditions have no impact on the calculated wind properties (Metzger et al. 2007). We adjust the radius of the outer boundary \(r_{\text{max}}\) to capture all the surfaces. The outer boundary has to be moved farther away from the PNS to capture all the magnetosonic surfaces as the neutrino luminosity decreases. This is because the poloidal kinetic energy in the wind decreases with decreasing neutrino luminosity and hence the magnetosonic surfaces move farther away from...
the PNS. As shown in Figures 1 and 2, as $\Omega_\star$ and $B_0$ increase, the sonic surfaces approach a “cylindrical” shape and the sonic points along the poles go farther away in radius (Keppens & Goedbloed 2000). As a result, the minimum $L_\bullet$ achievable in our simulations depends on $P_\star$, the polar magnetic field strength $B_0$ and the maximum radius of the grid. We can achieve lower neutrino luminosity for polar magnetic field strengths $B_0 \lesssim 5 \times 10^{14}$ G, but ultimately, we are limited by the magnetosonic points going off the grid. The magnetosonic speeds also approach the speed of light as the neutrino luminosity decreases, which invalidates our non-relativistic calculations. We will consider further lowering the neutrino luminosity and including relativistic effects in a future work.

In all the results tabulated here (Tables 1-4), the outer boundary is at a radius of 3000 km. All the magnetosonic points are on the grid for all values of $B_0$ up to $4 \times 10^{15}$ G considered in this work at $L_\bullet_e = 2 \times 10^{52}$ ergs s$^{-1}$. The sonic points go off the grid only near the poles (mostly during plasmoid eruptions) at $L_\bullet_e = 8 \times 10^{51}$ ergs s$^{-1}$ for $B_0 \gtrsim 4 \times 10^{15}$ G and at $L_\bullet_e = 4 \times 10^{51}$ ergs s$^{-1}$ for $B_0 \gtrsim 2 \times 10^{15}$ G. In order to test if the magnetosonic surfaces going off the grid near the poles affects the values of the physical quantities we measure (see Section 3.1), we increased the radius of the outer boundary in some of our calculations to 10000 km for $P_\star = 50$ ms, 200 ms and to 15000 km for $P_\star = 400$ ms so as to capture all the magnetosonic points along the poles. The difference in $\tau$ is less than 15% in all the cases with the maximum difference occurring at $L_\bullet_e = 4 \times 10^{51}$ ergs s$^{-1}$ for $B_0 = 4 \times 10^{15}$ G. We note that increasing the radius of the outer boundary does not require the inclusion of relativistic effects because $r_c \Omega_\star \sin \theta < c$, where $r_c$ is the radius of a magnetosonic point. We thus stick to a outer boundary radius of 3000 km to lower the computation time, as increasing the radius of the outer boundary requires a larger number of radial and $\theta$ zones to maintain the required accuracy in the measured physical quantities (see Section 3.2).

As an aside, we note that approximating the early spindown of the PNS using the standard magnetic dipole formula vastly overestimates the spindown time. For dipole spindown, the period and the period derivative of a magnetar are related as follows:

$$\dot{P}_\star = k P_\star^{2-n},$$

where $n$ is the braking index (= 3 for magnetic dipole spindown) and $k \approx 4 \pi^2 B_0^2 R_\star^6/(6c^3 t)$. We can compare the spindown time predicted by our models and the standard dipole formula for the same parameters. For dipole spindown, the spindown time is given by $\tau_{d1} = P_\star/\dot{P}_\star = P_\star^2/k$. We find that $\tau_{d1}$ is much larger than the spindown time predicted by our models. For example, at $B_0 = 4 \times 10^{15}$ G

---

**Figure 5.** Spindown time $\tau$ as a function of rotation period for different values of $B_0$ (units of $10^{15}$ G) at (from left to right) $L_\bullet_e = 2 \times 10^{52}$ ergs s$^{-1}$, $8 \times 10^{51}$ ergs s$^{-1}$ and $4 \times 10^{51}$ ergs s$^{-1}$. The dots are the actual data points which are connected by continuous lines. Tables 1, 2 and 3 summarize the values of important physical quantities at these values of $L_\bullet_e$ and $B_0$. The profiles here correspond to a 1.4 $M_{\odot}$ PNS. Effect of a different PNS mass is discussed in Section 3.4.

**Figure 6.** Spindown time $\tau$ as a function of polar magnetic field strength $B_0$ for different values of $L_\bullet_e$ (units of $10^{51}$ ergs s$^{-1}$) at spin periods of 400 ms, 200 ms and 50 ms. The profiles here correspond to a 1.4 $M_{\odot}$ PNS. Effect of a different PNS mass is discussed in Section 3.4.
and \(P_\text{e} = 200 \text{ ms}, \tau_0^d = 5.6 \times 10^{06} \text{ s} \) compared to \(\tau_j\) of just a few seconds at this magnetic field for all the values neutrino luminosity considered in this paper (see Tables 1-3). In contrast to the rapid spindown predicted by our models (see Section 3.4), application of the standard dipole formula would predict that the PNS spin period remains constant throughout the cooling epoch.

3.4 Magnetocentrifugal models: evolution during PNS cooling

The results presented so far give snapshots of the evolution with time-steady boundary conditions. However, for some of the models, the spindown time approaches the instantaneous value of the cooling timescale for the PNS, suggesting that we must be careful in interpreting these results directly.

In order to model the PNS spindown more accurately, we present results from simulations with time-dependent neutrino luminosity at the inner boundary to represent the cooling of the PNS during its early stages after birth. We fit the neutrino luminosity data from Pons et al. (1999). We use \(L_{\nu}(t) = t^{-0.56}\) and a constant neutrino mean energy with \((\epsilon_{\nu_e}) = 14 \text{ MeV}\) and \((\epsilon_{\nu_x}) = 11 \text{ MeV}\) as the luminosity evolves during the first \(3 \text{ s}\). We start from \(L_{\nu_e} = 2 \times 10^{55} \text{ ergs s}^{-1}\), which corresponds to \(t ~ 0.1 \text{ s}\) in the Pons et al. (1999) cooling model and we follow the evolution down to a luminosity of \(L_{\nu_e} = 3 \times 10^{51} \text{ ergs s}^{-1}\) at \(t = 3 \text{ s}\), for models with \(P_\text{e} = 200 \text{ ms}\) and \(400 \text{ ms}\). For \(P_\text{e} = 50 \text{ ms}\) we evolve down to a luminosity of \(L_{\nu_e} = 6 \times 10^{51} \text{ ergs s}^{-1}\), which corresponds to \(t \approx 0.9 \text{ s}\). We have, \(\nu_0 = \nu = \nu_\text{e}\) for different PNS radii and different treatments of convection (Pons et al. 1999; Roberts et al. 2012; Vartanyan et al. 2018).

Figure 7 shows \(\tau_j\) as a function of time using the Pons et al. (1999) cooling model for a 1.4 M\(_\odot\) PNS for different values of \(B_0\) at fixed \(P_\text{e} = 400 \text{ ms}\), 200 ms, and 50 ms, at a resolution of \((N_\nu, N_\Omega) = (512, 256)\). For this first set of evolutionary models we make the approximation that the PNS spin period does not change during the early evolution. That is, we keep \(P_\text{e}\) fixed throughout the few-second evolution in neutrino luminosity even though in principal the PNS is spinning down to longer spin periods. This approximation is justified for the relatively slowly rotating models considered here because \(\tau_j\) does not depend strongly on \(P_\text{e}\). We explicitly test this approximation further below in this sub-section.

At low magnetic field strengths of \(B_0 = 5 \times 10^{14} \text{ G}\) (top blue lines), Figure 7 shows that the spindown time \(\tau_j\) is approximately constant, but slightly decreasing for \(P_\text{e} = 400 \text{ ms}\) and 200 ms as the PNS cools. This is due to the balance between the increase in \(R_\Lambda\) and the decrease in \(M\) as the neutrino luminosity decreases, as explained in Section 3.3. The slight decrease in \(\tau_j\) over the 3 s of evolution for \(P_\text{e} = 400 \text{ ms}\) and 200 ms, reflects the dominance of increase in \(R_\Lambda\).

For \(P_\text{e} = 50 \text{ ms}\), the profile is approximately flat during the first second of evolution, implying that the two effects nearly cancel. The time profile of \(\tau_j\) for all three \(P_\text{e}\) values shown is also smooth for \(B_0 = 5 \times 10^{14} \text{ G}\), and without the time-dependent modulations seen in the higher magnetic field cases.

The higher magnetic field cases are qualitatively different from the \(B_0 = 5 \times 10^{14} \text{ G}\) and \(B_0 = 10^{15} \text{ G}\) cases. First, we see that for each model, \(\tau_j\) shows modulations that originate from plasmoid eruptions, as shown in Figures 1-3. Spindown is enhanced when the magnetosphere opens during plasmoid eruption. At low \(B_0\) and/or high neutrino luminosity, plasmoids do not develop and the modulations in \(\tau_j\) are not present. For example, at \(B_0 = 5 \times 10^{14} \text{ G}\), plasmoids do not develop during the evolution shown, but would be expected to emerge as the PNS cools further, beyond what we can currently calculate. In the models with \(B_0 = 10^{15} \text{ G}\), plasmoids develop at approximately 1.2 s after the start of the evolution, when the neutrino luminosity decreases to the point where the magnetic energy density becomes large compared to the thermal pressure near the base of the outflow. Plasmoids are absent when the gas pressure is always larger than the magnetic energy density (see Section 3.3). The time interval between plasmoids at a fixed magnetic field strength and spin period increases as the neutrino luminosity decreases (see Tables 1, 2 and 3). For polar magnetic field strength \(B_0 \geq 2 \times 10^{15} \text{ G}\), we find that the spindown timescale increases as the neutrino luminosity decreases at a fixed value of the spin period and \(B_0\). This is in contrast to the \(B_0 = 5 \times 10^{14} \text{ G}\) case where \(\tau_j\) remains roughly constant during the first 3 s of cooling. \(\tau_j\) increases with decreasing neutrino luminosity for the models with plasmoids because the decrease in \(M\) dominates the increase in the Alfvén radius \(R_\Lambda\). As explained in the previous paragraph, for the models without plasmoids, increase in \(R_\Lambda\) is roughly cancelled by decrease in \(M\). The larger decrease in \(M\) with increasing \(B_0\) is due to trapping of matter in the closed zone of the magnetic field near the surface of the PNS. Nevertheless, for sufficiently high polar magnetic field \(B_0 \geq 2 \times 10^{15} \text{ G}\), the spindown timescale is just a few seconds.

From the results of Figure 7, we estimate the evolution of the rotation period \(P_\text{e}(t)\) from \(J(t)\) as the neutrino luminosity decreases. In the models described in Figure 7, we hold \(P_\text{e}\) constant as the luminosity evolves in the simulations. As we show below, and as implied by the results of Tables 1-4, this is a fairly good approximation since the spindown time \(\tau_j\) does not sensitively depend on the rotation period of the PNS, at least for \(P_\text{e} \geq 200 \text{ ms}\) and \(L_{\nu_e} \geq 4 \times 10^{51} \text{ ergs s}^{-1}\) (see Figure 5). To account for the spin period dependence of \(J\), we fit the data obtained from the simulations to get an approximate period scaling: \(J(t, \alpha) \sim P_\text{e}(t)^{-\alpha}\). The value of \(\alpha\) is obtained by fitting \(J\) as a function of \(P_\text{e}\) at different neutrino luminosities and averaging, using the data from Figure 5. From the curve fit and averaging, we get \(\alpha \approx 0.75\) for \(P_\text{e} \geq 200 \text{ ms}\). For 50 ms \(\leq P_\text{e} \leq 200 \text{ ms}\), we find \(\alpha \approx 0.6\). We have,

\[
J(t, \alpha) = \frac{2}{5} M_\ast R_\ast^2 \Omega_\ast(t),
\]

where the negative sign accounts for the fact that \(\Omega_\ast\) decreases with time. We assume that \(M_\ast\) and \(R_\ast\) remain constant. A constant \(M_\ast\) is a very good approximation as \(M\) is very small compared to \(M_\ast\) (see Tables 1, 2, 3 and 4). The PNS radius decreases by a factor of \(\sim 3\) during the first 3 s of evolution (Pons et al. 1999). To verify if our calculations of \(\tau_j\) hold in case of a different PNS radius, we have run a simulation with \(L_{\nu_e} = 2 \times 10^{52} \text{ ergs s}^{-1}\), \(R_\ast = 20 \text{ km}\), \(B_0 = 10^{15} \text{ G}\), \((\epsilon_{\nu_e}) = 14 \text{ MeV}\) and \((\epsilon_{\nu_x}) = 11 \text{ MeV}\) at a rotation period of 400 ms. We find that \(\tau_j = 1.53\) at these parameters. \(B_0 = 10^{15} \text{ G}\) at \(R_\ast = 20 \text{ km}\) translates to \(B_0 = 2.78 \times 10^{15} \text{ G}\) at \(R_\ast = 12 \text{ km}\) through flux conservation. From Table 1, \(\tau_j = 1.34 \text{ s}\) at \(B_0 = 3 \times 10^{15} \text{ G}\) and \(R_\ast = 12 \text{ km}\). Hence, we find that the assumption of a constant PNS radius does not give a \(\tau_j\) which is significantly different compared to a model with evolving PNS radius. An increase in radius of the PNS also increases the moment of inertia, \(J\) and \(M\). The effect of a smaller \(B_0\) is roughly cancelled by a larger value of \(J\) at a larger base radius. However, we will try to include a consistent evolution of the PNS radius in a future work.

Separating the spin period dependence and using \(\Omega_\ast(t) = \frac{2\pi}{P_\text{e}(t)}\)
Table 1. Wind properties at $L_{\dot{\psi}} = 2 \times 10^{52}$ ergs s$^{-1}$ for a 1.4 $M_\odot$ PNS. Effect of a different PNS mass is discussed in Section 3.4.

| $L_{\dot{\psi}}$ ($10^{51}$ ergs s$^{-1}$) | $B_0$ (G) | $P_\ast$ (ms) | $\tau_1$ (s) | $J$ (g cm$^2$ s$^{-2}$) | $M$ (g s$^{-1}$) | $(R_A)$ (km) | $(R_{com})$ (km) | $\Delta t_p$ (ms) | $E$ (ergs s$^{-1}$) |
|----------------|-------------|---------------|-------------|----------------|---------------|-------------|----------------|----------------|----------------|
| 20 $\times 10^{15}$ | 400 | 0.94 | 2.68 $\times 10^{46}$ | 3.42 $\times 10^{30}$ | 336 | 302 | 25.9 | 2.18 $\times 10^{49}$ |
| 200 | 1.34 | 1.89 $\times 10^{46}$ | 3.55 $\times 10^{30}$ | 269 | 297 | 32.5 | 1.90 $\times 10^{49}$ |
| 50 | 1.60 | 1.26 $\times 10^{47}$ | 3.59 $\times 10^{30}$ | 280 | 276 | 28.6 | 3.03 $\times 10^{49}$ |
| 3 $\times 10^{15}$ | 1.34 | 1.89 $\times 10^{46}$ | 3.55 $\times 10^{30}$ | 269 | 297 | 32.5 | 1.90 $\times 10^{49}$ |
| 2 $\times 10^{15}$ | 1.34 | 1.89 $\times 10^{46}$ | 3.55 $\times 10^{30}$ | 269 | 297 | 32.5 | 1.90 $\times 10^{49}$ |
| 10$^{14}$ | 17.64 | 1.44 $\times 10^{45}$ | 3.62 $\times 10^{30}$ | 75 | 284 | - | 1.83 $\times 10^{49}$ |
| 5 $\times 10^{14}$ | 17.65 | 2.87 $\times 10^{45}$ | 3.62 $\times 10^{30}$ | 75 | 284 | - | 1.83 $\times 10^{49}$ |
| 10$^{14}$ | 17.85 | 1.44 $\times 10^{46}$ | 3.62 $\times 10^{30}$ | 75 | 284 | - | 1.83 $\times 10^{49}$ |
| 0 | 459.90 | 5.51 $\times 10^{13}$ | 3.62 $\times 10^{30}$ | - | 284 | - | 1.83 $\times 10^{49}$ |

Table 2. Wind properties at $L_{\dot{\psi}} = 8 \times 10^{51}$ ergs s$^{-1}$ for a 1.4 $M_\odot$ PNS. Effect of a different PNS mass is briefly discussed in Section 3.4.

| $L_{\dot{\psi}}$ ($10^{51}$ ergs s$^{-1}$) | $B_0$ (G) | $P_\ast$ (ms) | $\tau_1$ (s) | $J$ (g cm$^2$ s$^{-2}$) | $M$ (g s$^{-1}$) | $(R_A)$ (km) | $(R_{com})$ (km) | $\Delta t_p$ (ms) | $E$ (ergs s$^{-1}$) |
|----------------|-------------|---------------|-------------|----------------|---------------|-------------|----------------|----------------|----------------|
| 8 $\times 10^{15}$ | 400 | 1.51 | 1.68 $\times 10^{46}$ | 5.83 $\times 10^{29}$ | 836 | 573 | 51.9 | 5.71 $\times 10^{48}$ |
| 200 | 1.68 | 3.02 $\times 10^{46}$ | 5.86 $\times 10^{29}$ | 820 | 550 | 50.9 | 6.33 $\times 10^{48}$ |
| 50 | 2.94 | 6.95 $\times 10^{46}$ | 6.02 $\times 10^{29}$ | 736 | 421 | 49.1 | 1.25 $\times 10^{49}$ |
| 2 $\times 10^{15}$ | 2.41 | 1.05 $\times 10^{46}$ | 7.04 $\times 10^{29}$ | 484 | 548 | 55.1 | 2.18 $\times 10^{48}$ |
| 200 | 2.56 | 1.98 $\times 10^{46}$ | 7.04 $\times 10^{29}$ | 489 | 534 | 54.6 | 2.51 $\times 10^{48}$ |
| 50 | 3.96 | 5.12 $\times 10^{46}$ | 7.19 $\times 10^{29}$ | 501 | 411 | 50.2 | 6.59 $\times 10^{48}$ |
| 10$^{15}$ | 6.08 | 4.17 $\times 10^{45}$ | 7.19 $\times 10^{29}$ | 278 | 536 | - | 1.87 $\times 10^{48}$ |
| 200 | 6.19 | 8.17 $\times 10^{45}$ | 7.20 $\times 10^{29}$ | 290 | 528 | - | 1.99 $\times 10^{48}$ |
| 50 | 7.82 | 2.59 $\times 10^{46}$ | 7.31 $\times 10^{29}$ | 284 | 438 | - | 3.69 $\times 10^{48}$ |
| 5 $\times 10^{14}$ | 17.67 | 1.43 $\times 10^{45}$ | 7.21 $\times 10^{29}$ | 165 | 531 | - | 1.85 $\times 10^{48}$ |
| 200 | 17.76 | 2.85 $\times 10^{45}$ | 7.21 $\times 10^{29}$ | 170 | 529 | - | 1.88 $\times 10^{48}$ |
| 50 | 19.44 | 1.04 $\times 10^{46}$ | 7.28 $\times 10^{29}$ | 171 | 482 | - | 2.42 $\times 10^{48}$ |
| 0 | 2322.51 | 1.09 $\times 10^{43}$ | 7.22 $\times 10^{29}$ | - | 531 | - | 1.84 $\times 10^{48}$ |
| 200 | 2309.59 | 2.19 $\times 10^{43}$ | 7.22 $\times 10^{29}$ | - | 531 | - | 1.84 $\times 10^{48}$ |
| 50 | 1941.85 | 1.05 $\times 10^{44}$ | 7.22 $\times 10^{29}$ | - | 531 | - | 1.85 $\times 10^{48}$ |

in equation 20, we get:

$$J(t) \left( \frac{P_\ast(t)}{P_\ast(t_0)} \right)^\alpha = \frac{2}{5} \frac{M_\ast R_\ast^2}{P_\ast^2(t)} \frac{2 \pi}{\alpha} \frac{dP_\ast(t)}{dt}.$$  \hspace{1cm} (21)

Integrating the above equation, we get,

$$P_\ast^{-1}(t) = P_\ast^{-1}(t_0) + \frac{5}{4 \pi M_\ast R_\ast^2} \int_{t_0}^{t} J(t) dt.$$  \hspace{1cm} (22)

The integral of $J$ is computed by summing the value of $J(t)dt$ at snapshots of the simulation separated by 4.8 ms, which is also the value of $dt$. The timescale for the luminosity to change is $[L_{\dot{\psi}}/L_{\dot{\psi}_0}] \sim t/0.56$ with our fitted power law to the early time cooling in Pons et al. (1999). Thus, the outputs have been sampled frequently enough to justify the assumption of constant $J$ between successive outputs.

We start from $t_0 \sim 0.1$ s, which corresponds to the time at which $L_{\dot{\psi}} = 2 \times 10^{52}$ ergs s$^{-1}$ in the Pons et al. (1999) cooling model. $P_\ast(t_0)$ is the spin period of the PNS at time $t_0$, the initial spin period. Figure 8 shows the evolution of $P_\ast$ with time for $P_\ast(t_0) = 400, 200$
Table 3. Wind properties at $L_{v_0} = 4 \times 10^{51}$ ergs s$^{-1}$ for a 1.4 $M_\odot$ PNS. Effect of a different PNS mass is briefly discussed in Section 3.4.

| $L_{v_0}$ | $B_0$ | $P_\star$ | $\tau_1$ | $J$ | $M$ | $(R_\Lambda)$ | $(R_{\text{nor}})$ | $\Delta t_0$ | $E$ |
|----------|-------|-----------|----------|-----|-----|--------------|----------------|----------|-----|
| (10^{51} \text{ ergs s}^{-1}) | (G)   | (ms)      | (s)      | (g cm$^2$ s$^{-2}$) | (g s$^{-1}$) | (km)    | (km)    | (ms)    | (ergs s$^{-1}$) |
| 4        | 4 \times 10^{15} | 400    | 2.84    | 9.05 \times 10^{45} | 1.48 \times 10^{29} | 1435 | 891 | 140 | 2.0 \times 10^{48} |
|          | 200   | 3.46    | 1.49 \times 10^{46} | 1.51 \times 10^{29} | 1323 | 772 | 91.6 | 2.37 \times 10^{48} |
| 2 \times 10^{15} | 400    | 3.68    | 6.89 \times 10^{45} | 1.94 \times 10^{29} | 1043 | 891 | 75.6 | 1.14 \times 10^{48} |
|          | 200   | 4.35    | 1.17 \times 10^{46} | 1.95 \times 10^{29} | 976 | 787 | 70.7 | 1.33 \times 10^{48} |
|          | 50    | 8.87    | 2.30 \times 10^{46} | 2.01 \times 10^{29} | 769 | 495 | 68.9 | 3.21 \times 10^{48} |
| 10^{15}  | 400    | 5.93    | 4.27 \times 10^{45} | 2.11 \times 10^{29} | 544 | 843 | - | 3.78 \times 10^{47} |
|          | 200   | 6.50    | 7.80 \times 10^{45} | 2.12 \times 10^{29} | 549 | 774 | - | 4.91 \times 10^{47} |
|          | 50    | 11.33   | 1.79 \times 10^{46} | 2.18 \times 10^{29} | 559 | 503 | - | 1.75 \times 10^{48} |
| 5 \times 10^{14} | 400  | 17.29    | 1.47 \times 10^{45} | 2.13 \times 10^{29} | 320 | 849 | - | 3.46 \times 10^{47} |
|          | 200   | 17.87   | 2.84 \times 10^{45} | 2.13 \times 10^{29} | 319 | 819 | - | 3.79 \times 10^{47} |
|          | 50    | 24.87   | 8.15 \times 10^{45} | 2.17 \times 10^{29} | 316 | 626 | - | 8.21 \times 10^{47} |
| 0       | 400    | 7883.38 | 3.21 \times 10^{42} | 2.13 \times 10^{29} | - | 855 | - | 3.34 \times 10^{47} |
|          | 200   | 7871.79 | 6.44 \times 10^{42} | 2.13 \times 10^{29} | - | 855 | - | 3.34 \times 10^{47} |
|          | 50    | 7364.81 | 2.76 \times 10^{43} | 2.13 \times 10^{29} | - | 854 | - | 3.36 \times 10^{47} |

Table 4. Wind properties at $L_{v_0} = 2 \times 10^{51}$ ergs s$^{-1}$ for a 1.4 $M_\odot$ PNS. Effect of a different PNS mass is briefly discussed in Section 3.4.

| $L_{v_0}$ | $B_0$ | $P_\star$ | $\tau_1$ | $J$ | $M$ | $(R_\Lambda)$ | $(R_{\text{nor}})$ | $\Delta t_0$ | $E$ |
|----------|-------|-----------|----------|-----|-----|--------------|----------------|----------|-----|
| (10^{51} \text{ ergs s}^{-1}) | (G)   | (ms)      | (s)      | (g cm$^2$ s$^{-2}$) | (g s$^{-1}$) | (km)    | (km)    | (ms)    | (ergs s$^{-1}$) |
| 2        | 5 \times 10^{14} | 400    | 18.64   | 1.37 \times 10^{45} | 6.24 \times 10^{28} | 510 | 1309 | - | 9.22 \times 10^{46} |
|          | 200   | 20.55   | 2.48 \times 10^{45} | 6.26 \times 10^{28} | 516 | 1144 | - | 1.21 \times 10^{47} |
|          | 50    | 38.99   | 5.20 \times 10^{45} | 6.45 \times 10^{28} | 527 | 659 | - | 4.25 \times 10^{47} |

Figure 7. Spindown time as a function of time (the start time on the x-axis is the time at which $L_{v_0} = 2 \times 10^{52}$ ergs s$^{-1}$ in the Pons et al. 1999 cooling model) for different values of $B_0$ (units of 10$^{15}$ G) at $P_\star = 400$ ms, 200 ms, and 50 ms (from left to right) for a 1.4 $M_\odot$ PNS. Effect of a different PNS mass is briefly discussed in Section 3.4.

and 50 ms for the same values of the polar magnetic field strength $B_0$ used in Figure 7. The profiles have been obtained using equation 22. We find that the PNS spins down significantly during the first few seconds of the cooling epoch for $B_0 \gtrsim 2 \times 10^{15}$ G for initial spin period $P_\star(t_0) \gtrsim 200$ ms. For $P_\star(t_0) = 50$ ms, we find that the spindown is not as dramatic, especially for smaller $B_0$, as expected.

In order to verify the $P_\star(t)$ estimates presented in Figure 8, we relax the approximation that the spin period of the PNS is fixed and present a result from a simulation which includes the self-consistent evolution of the PNS spin period $P_\star$ with a time-changing inner boundary. This result is from a high resolution simulation with (1024,512) zones with the outer boundary at 10000 km and polar magnetic field strength $B_0 = 2 \times 10^{15}$ G. We start from an initial spin period $P_\star(t_0) = 200$ ms and $L_{v_0} = 2 \times 10^{52}$ ergs s$^{-1}$. We achieve the self-consistent evolution of the PNS angular velocity by updating the value of $\Omega_\star$ at the inner boundary at each timestep using the
Figure 8. Rotation period of the PNS with an initial period of 400 ms, 200 ms and 50 ms (from left to right) as a function of time as the luminosity evolves for different values of $B_0$ (units of $10^{15}$ G). The neutrino luminosity evolution is obtained from Pons et al. 1999. These profiles are from simulations in which we hold the PNS spin period constant at the inner boundary. We use equation 22 to obtain the spin period as a function of time. We assume a constant PNS radius throughout and a 1.4 $M_\odot$ PNS. Effect of evolving PNS radius and a different mass is discussed in Section 3.4.

Figure 9. This figure is an extension of Figure 8. In this figure, we show the estimates of $P_\star(t)$ from the fixed $\Omega_\star$ simulations (thick solid lines), self-consistently evolved $P_\star(t)$ from the high resolution simulation at $B_0 = 2 \times 10^{15}$ G (dotted line in the middle panel) and extrapolation of $P_\star(t)$ (thin solid lines) assuming $J$ is independent of $B_0$ for $B_0 \lt 10^{15}$ G at $L_{\nu_e} \lt 3 \times 10^{51}$ ergs s$^{-1}$ for $P_\star > 200$ ms and $L_{\nu_e} \lt 6 \times 10^{51}$ ergs s$^{-1}$ for $50 \lt P_\star \lt 150$ ms. We do not extrapolate the line labelled $B_0 = 0.5$ because the $J$ values for this polar magnetic field strength do not approach the values corresponding to $B_0 \geq 10^{15}$ G (see Figure 7). Evidently, for $B_0 = 5 \times 10^{14}$ G, the spindown is negligible.

value of $J$ measured at $r = 50$ km, $\Delta \Omega_\star = -J dt/I$, where $dt$ is the hydro time-step. We again note that $J$ can be measured at any radius not very close to the inner or outer boundaries (see Section 3.1). We assume a constant PNS radius, but in principle, the PNS radius evolves by a factor of $\sim 3$ during the first $\sim 5$ s cooling epoch (Pons et al. 1999). Since the PNS angular velocity is changing with time, we include the Euler force $(a_{\text{Eu}} = -\Omega \times \Omega \times r)$ in the source term and add the corresponding energy to the total energy of the fluid. We follow the evolution of this model up to $5.5$ s corresponding to a luminosity of $L_{\nu_e} = 1.5 \times 10^{51}$ ergs s$^{-1}$ for a 1.4 $M_\odot$ PNS. We discuss the effect of a different PNS mass in Section 3.4. As stated in Section 2.3, the neutrino mean energy is kept constant in time until $3$ s. For $t > 3$ s, the neutrino mean energy is evolved as a function of time using the Pons et al. (1999) cooling model. The PNS spins down to a period $706$ ms at the end of $5.5$ s of evolution. To test the effect of resolution, we have run simulations with the same parameters and self-consistent evolution of the PNS angular velocity at resolutions of $(N_r, N_\theta) = (256, 128)$ and $(256, 256)$. At the end of $5.5$ s, the PNS spins down to $530$ ms in the simulation with $(256, 128)$ zones, while it spins down to a period of $620$ ms in the simulation with $(256, 256)$ zones. We find that the value of $J$ is underestimated in simulations with a low resolution.

In Figure 9, we show an extension of Figure 8 in which we estimate the evolution of the spin period up to $5.5$ s based on the high resolution simulation with self-consistent evolution of the spin period. The dotted line in the middle panel in Figure 9 shows the self-consistent $P_\star(t)$ profile at $B_0 = 2 \times 10^{15}$ G. We find that this dotted line is reasonably close to our estimate labelled $B_0 = 2$ in the middle panel. From Figure 7, we find that at a given spin period, the values of the spindown time $\tau_J$ approach each other and hence the value of $J$ is
roughly independent of $B_0$ for $B_0 \gtrsim 10^{15}$ G at times $t \gtrsim 3$ s. Using this fact, we extrapolate the spin periods shown in Figure 8 for $t > 3$ s, shown by solid thin lines in Figure 9, using the values of $\dot{J}$ from the self-consistent simulation at $B_0 = 2 \times 10^{15}$ G (shown by dotted line in the middle panel in Figure 9). We do not extrapolate the line labelled $B_0 = 0.5$ because the $\dot{J}$ values for this polar magnetic field strength do not approach the values corresponding to $B_0 \gtrsim 10^{15}$ G (see Figure 7). From Figure 8 we see that the spindown corresponding to $B_0 = 5 \times 10^{14}$ G is negligible. We assume $\dot{J}$ dependence on the spin period $P_\bullet(t)$ as in equation (21) and use $\nu = 0.75$ for $P_\bullet \gtrsim 200$ ms and $\alpha = 0.6$ for $50 < P_\bullet < 200$ ms. We use equation (22) to obtain the values of spin period as a function of time.

We note that the $P_\bullet(t)$ estimates in Figure 9 for $B_0 \gtrsim 2 \times 10^{15}$ G are likely an underestimate as can be observed from the comparison between the estimate and the actual profile of the spin period at $B_0 = 2 \times 10^{15}$ G (middle panel in Figure 9). We did not repeat the self-consistent simulations for the other models since these are computationally very expensive, compared to the other simulations.

All the results so far correspond to a PNS of 1.4 $M_\odot$. In order to test the dependence of PNS spindown on PNS mass, we have run simulations with 1.2 $M_\odot$ PNS and 2 $M_\odot$ PNS. The PNS mass affects $M$ (Qian & Woosley 1996) and the moment of inertia. Figure 10 shows the rotation period as a function of time at $B_0 = 4 \times 10^{15}$ G as the PNS spins down for various values of PNS mass. All the profiles are from simulations with self-consistent evolution of the angular velocity $\Omega_\bullet$ of the PNS. We find that the spindown is more efficient for a lower mass PNS. For all the three models, the mean neutrino energy is constant in time and the luminosity profile follows Pons et al. (1999). For the 1.2 $M_\odot$ model, $\langle \epsilon_\nu \rangle = 13.16$ MeV and $\langle \epsilon_\nu \rangle = 10.34$ MeV, for the 1.4 $M_\odot$ model, $\langle \epsilon_\nu \rangle = 14$ MeV and $\langle \epsilon_\nu \rangle = 11$ MeV and for the 2 $M_\odot$ model, $\langle \epsilon_\nu \rangle = 15$ MeV and $\langle \epsilon_\nu \rangle = 11.7$ MeV. There are two competing effects: the mean neutrino energy and the peak neutrino luminosity decrease with decreasing PNS mass which results in a lower neutrino energy deposition and hence a smaller $J$ while the moment of inertia also decreases with decreasing PNS mass. We find that the decrease in the moment of inertia of the PNS with mass wins leading to faster spindown in a PNS with lower mass.

Having the time dependence of the spin period of the PNS, we can construct a metric for “significant” spindown during the cooling epoch, at least over the limited early time that we are able to simulate. Defining the critical magnetic field $B_{\text{crit}}$ as the value of $B_0$ required for the PNS to spindown to a period of $>1$ s at a time $t = 5.5$ s after the cooling epoch starts, we find from Figure 9 that $B_{\text{crit}} \sim 3.5 \times 10^{15}$ G for $P_\bullet(0) = 200$ ms and $B_{\text{crit}} \sim 1.3 \times 10^{15}$ G for $P_\bullet(0) = 400$ ms for a 1.4 $M_\odot$ PNS. For a 1.2 $M_\odot$ PNS, we find $B_{\text{crit}} \sim 2.5 \times 10^{15}$ G for $P_\bullet(0) = 200$ ms. Thus, we have the following rough estimate for the $B_{\text{crit}}$ scaling:

$$B_{\text{crit}} \sim 1.3 \times 10^{15} \left( \frac{P_\bullet(0)}{400 \text{ ms}} \right)^{1.4} \left( \frac{M}{1.4 M_\odot} \right)^{2.2}. \quad (23)$$

For $B_0 > B_{\text{crit}}$, the PNS spins down rapidly during the cooling epoch to spin periods greater than 1 s in just $\approx 5.5$ s of cooling. Because $\tau_1$ is less than the cooling time for all $B_0 \gtrsim 5 \times 10^{14}$ G, it is possible that values of $B_0$ less than $B_{\text{crit}}$ can lead to spindown of the PNS to periods greater than 1 s on longer $\sim 10^-100$ timescales. However, because of the numerical limitations discussed in this subsection and in Section 4, we are currently unable to evolve these models beyond $\approx 5 - 6$ s.

### 4 DISCUSSION & CONCLUSIONS

We present a suite of rotating proto-neutron star (PNS) wind calculations to explore the early spin evolution of relatively slowly rotating magnetars in the seconds after birth in core-collapse supernovae. Our simulations span polar magnetic field strengths $B_0$ from $5 \times 10^{14}$ G and $4 \times 10^{15}$ G, overlapping with the range of inferred magnetic field strengths for Galactic magnetars (Kaspi & Beloborodov 2017). We consider initial spin periods in the range inferred for normal Galactic pulsars ($P_\bullet = 50 - 400$ ms; Faucher-Giguère & Kaspi 2006), consistent with the finding that magnetar-hosting supernova remnants in the Galaxy exhibit normal energetics (Vink 2008), but significantly slower than implied by models of hyper-energetic and super-luminous supernovae and GRBs (Thompson et al. 2004; Bucciantini et al. 2006; Metzger et al. 2007; Kasen & Bildsten 2010; Woosley 2010). We follow the PNS evolution over a range of electron type antineutrino luminosity $L_{\bar{\nu}_e}$ between $2 \times 10^{52}$ erg s$^{-1}$ and $1.5 \times 10^{54}$ erg s$^{-1}$, which corresponds to a time interval of $\sim 0.1 - 6$ s after collapse and explosion (Pons et al. 1999).

Over the range of applicability of our calculations (see below), we find rapid spindown. Using a series of snapshots (see Section 3.3), we find that the spindown timescale $\tau_1$ (eq. 15) is less than, or of order, the Kelvin-Helmholz cooling timescale for $B_0 \gtrsim 5 \times 10^{14}$ G, while for $B_0 \gtrsim 1 \times 10^{15}$ $\tau_1$ is $\approx$ seconds during the first few seconds after PNS birth. These calculations indicate that sufficiently magnetic PNSs spin down very rapidly.

Tables 1-4 list critical diagnostics of the wind, including $\tau_1$, $M$, $J$, $E$, and the average Alfven and adiabatic sonic radii as a function of PNS spin period $P_\bullet$, $B_0$, and neutrino luminosity for a 1.4 $M_\odot$ PNS (see Section 3.1). Figures 5 and 6 summarize these results. For initial spin period $P_\bullet \gtrsim 50$ ms, and $B_0 \gtrsim 1 - 2 \times 10^{15}$ G, we find (see Figure 5) that the $\tau_1 \leq 3$ s during the first few seconds of evolution. These results are generally consistent with previous 1D estimates and calculations (Thompson et al. 2004; Metzger et al. 2007). Importantly, despite a factor of $\sim 50$ decrease in $M$ over the full range of neutrino luminosities covered, because $(R_\Lambda)^2$ increases as $M$ decreases, $J$ depends only weakly on $L_{\bar{\nu}_e}$ (see Tables 1-3).

---

**Figure 10.** Evolution of spin period for various values of PNS mass at $B_0 = 4 \times 10^{15}$ G.
For large enough $B_0$, a “closed zone” and “helmet streamer” configuration develops, which decreases $M$ from the PNS. As predicted by Thompson (2003), we find that once a closed zone forms, the outer part is unstable to periodic plasmoid ejections (see Figure 3), which modulate $J$ and $E$. The plasmoid material exhibits high entropy, with implications for heavy-element nucleosynthesis in PNS winds (Thompson & ud-Doula 2018). The thermodynamics and dynamics of the plasmoids have not yet been explored as a function of PNS rotation rate and will be the subject of a future work.

Since the spindown time is of order the cooling time, we construct a series of representative evolutionary models that follow the PNS evolution through the first few seconds. PNS spindown is generic, but the specific details depend on the cooling model. The results we report here correspond to Pons et al. (1999) cooling model, which controls $L_{\rho\gamma}(t)$. Figure 7 shows the spindown time $\tau_2$ as a function of time at a fixed PNS spin period. Adopting a different PNS cooling model from Li et al. (2021) does not change these results qualitatively, but does change the detailed time evolution of the PNS spin period.

Figure 9 shows the evolution of the PNS spin period for different values of $B_0$ as the neutrino luminosity decreases with time (see Section 3.4). We find that for $B_0 \geq 1.3 \times 10^{15} G (\nu_\text{m}/400 \text{ ms})^{-1.4} (M/1.4 M_\odot)^{2.2}$ (eq. 23) the PNS spins down to a period greater than 1 s during the first $\approx 5 - 6$ s of evolution. Even lower values of the magnetic field will likely lead to rapid spindown during the cooling epoch. For example, Figure 7 shows that for $B_0 = 10^{15} G$ and $5 \times 10^{14} G$, the spindown time can approach the cooling time at $\sim 6 - 10$ s and $\sim 15 - 20$ s, respectively, depending on $P_\star$. However, our calculations cannot yet explore these late times because of the numerical limitations discussed in Section 3.4 and below. Even so, there exists the possibility that magnetars born with fields of $B_0 \sim 5 \times 10^{14} G$ can spin down to periods of order seconds during the $\sim 10 - 100$ s cooling epoch.

Our results may have direct implications for the interpretation of the ages and spindown histories of magnetars in the Galaxy. Based on their measured spin periods and period-derivatives, the “characteristic” age $t\chi$ of magnetars (or pulsars) is obtained by integrating equation 19 for $P_\star$:

$$t\chi = \frac{P_\star}{n - 1} \left[ 1 - \left( \frac{P_\star}{P_\star'} \right)^{-n-1} \right], \quad (24)$$

where $P_\star'$ is the spin period of the magnetar at the time dipole radiation begins. Assuming $P_\star' \ll P_\star$ and $n = 3$, we get the well-known expression for the characteristic age, $t\chi = P_\star/2P_\star$. However, the assumption $P_\star' \ll P_\star$ is not valid for magnetars that undergo rapid spindown during the cooling epoch, before the onset of dipole spindown. In this case, $P_\star/2P_\star$ overestimates the age of the magnetar. Rapid spindown of proto-magnetars during the neutrino cooling epoch may thus help explain the observation that some magnetars have characteristic ages $t\chi$ greater than their SN remnant (SNR) ages (Olausen & Kaspi 2014). For example, consider magnetar 1E 1841–045 with $P \approx 11.78$ s, $B_0 \approx 6.9 \times 10^{14}$ G, a characteristic age $P_\star/2P_\star = 4.7$ kyr, and an associated SNR age of 0.5 – 1 kyr (see Tables 2 and 7 in Olausen & Kaspi 2014). This implies that the factor $1 - \left( P_\star/2P_\star \right)^{-n-1}$ in equation 24 is $\approx 0.1 - 0.2$. Assuming $n = 3$, the spin period of the magnetar at the onset of dipole spindown is $P_\star' \approx 10.5 - 11.2$ s. One interpretation is that the magnetar was born in the core collapse process with a $\sim 10 - 11$ s spin period. However, with $B_0 \approx 6.9 \times 10^{14}$ G, the spindown timescale at birth would be $\leq 10$ s for $M \approx 1.4 M_\odot$ (see Figure 7). Thus, given our results, another interpretation is that the magnetar was born with a spin period typical of normal pulsars, but spun down rapidly during the first $\sim 10 - 100$ s of its existence, before the onset of the dipole spindown phase, to reach a spin period that is very nearly that currently observed. Indeed, the discrepancy between characteristic age $t\chi$ and the SNR age may provide direct evidence for an early phase of strong spindown.

As a qualitatively different and more problematic example, consider 1E 2259+586, which has $P_\star \approx 6.98$ s, $P_\star/2P_\star = 230$ kyr, and SNR age of 14 kyr. Assuming $n = 3$, $P_\star' = 6.76$ s. This might again point to strong early spindown, but the inferred dipole field of 1E 2259+586 is $\sim 6 \times 10^{13}$ G, which is sufficiently weak that it should not affect spindown in early phases. However, this argument assumes that the magnetic field strength is constant over the life of the magnetar. In fact, a number of works instead suggest that the magneto-thermal evolution of magnetars on kyr timescales may lead to lower overall magnetic field strength as magnetars age (Dall’OssO et al. 2012; Gao et al. 2012), further complicating the interpretation of magnetar spin evolution. Finally, it is worth noting that there are other magnetars with SNR age greater than their characteristic age (Olausen & Kaspi 2014), which early proto-magnetar spindown cannot explain if the magnetic field strength is constant in time.

The extreme magnetar E 161348-5055 in the supernova remnant RCW 103 (De Luca et al. 2006) with a 6.67 hour X-ray periodicity presents a potentially dramatic example of a magnetar with a large dipole field. Models of E 161348-5055 (e.g. Li 2007, Ho & Andersson 2017) suggest that its exceptionally long rotation period could have been caused by a fallback accretion disk. Instead, we speculate that the early-time magneto-centrifugal winds we calculate here might be able to nearly stop magnetar rotation during the cooling epoch, as suggested by Thompson et al. (2004). Our results imply that for $B_0 \geq 2 \times 10^{15}$ G, $M \approx 1.4 M_\odot$, and initial spin period $\geq 400$ ms, rapid spindown during the cooling phase may lead to exceptionally long spin periods. Even though we are forced to extrapolate our results into regions that we cannot yet simulate, Figures 7 and 10 suggest that $J/J \sim$ constant and that $\geq 10$ e-foldings of the spin period may be possible during the cooling epoch. If so, this would bring the magnetar to hour- or day-scale spin periods, like E 161348-5055, and perhaps even more speculatively, like the 16 day periodicity seen in the repeating FRB 180916.J0158+65 (Chime/Frb Collaboration et al. 2020). Perhaps some magnetars undergo complete spindown during the cooling epoch.

A combination of practical numerical issues currently limits our ability to compute the wind evolution throughout the full $\sim 10 - 100$ s cooling epoch. As the neutrino luminosity decreases, the gradients at the PNS surface become steep, necessitating high spatial resolution, while the critical magneto sonic speeds become cylindrical and extend to large scales, moving off the computational domain along the rotation axis and compromising our measurements of the angular momentum and energy loss rates. Additionally, the Alfvén velocity approaches $c$ as the PNS cools and the flow becomes Poynting flux dominated, necessitating a relativistic calculation (Thompson et al. 2004; Bucciantini et al. 2006; Metzger et al. 2007, 2011). Indeed, the transition from a non-relativistic neutrino-heated magnetocentrifugally driven outflow to a relativistic Poynting flux dominated wind is a hallmark of the early evolution of magnetized neutron stars. To test the assertions and speculations above, it will be necessary to simulate much deeper into the cooling epoch.

In addition to relativistic effects, there are simplifying assumptions in the physics of our calculations that should be noted. We do not follow the PNS evolution from times before the SN explosion, and hence the PNS cooling model is set by hand. The cooling model controls the neutrino luminosities and energies as a function of time, which will at minimum be a function of mass (Pons et al. 1999),
and (at rapid rotation rates) the spin period (Thompson 2007). As discussed in Section 2, we hold the electron fraction $Y_e$ constant as a function of radius in our simulations, despite the fact that $Y_e$ does evolve near the PNS surface before reaching an asymptotic value within a few PNS radii (Qian & Woosley 1996). We further consider a simplified heating/cooling function and equation of state. In particular, the EOS is accurate only at high temperature $T \gtrsim 0.5$ MeV where electron/positron pairs are relativistic (Qian & Woosley 1996), and does not include $\alpha$ particles.

In addition to these microphysical pieces, there are macrophysical investigations that are pressing avenues for further work. In particular, we wish to extend our results to the rapidly-spinning magnetars with $P_\star \sim 1-10$ ms and $B_0 \gtrsim 1 \times 10^{14}$ G that may power SLSNe and long-duration GRBs (Thompson et al. 2004; Komissarov & Barkov 2007; Kasen & Bildsten 2010; Margalit et al. 2018), and possibly short-duration GRBs formed after NS-NS mergers that produce magnetars (Metzger et al. 2008a; Bucciantini et al. 2012; Metzger et al. 2018a).

Further, for the early times explored, there is the important question of how the wind interacts with the overlying and expanding supernova shockwave itself as it disassembles the inner massive star’s core (see e.g. Bucciantini et al. 2009). Finally, in addition to plasmoid eruptions highlighted here (Section 3.3), fallback accretion onto the PNS can open the magnetosphere (Parfrey et al. 2016; Metzger et al. 2018b) and maintain the neutrino luminosity (Metzger et al. 2018c), both of which can lead to faster PNS spindown.
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The Early Evolution of Magnetar Rotation I
APPENDIX A: INNER BOUNDARY CONDITIONS

We start from the conservation form of the momentum equation and use the following vector identity:

\[
\frac{1}{\rho} \nabla \cdot (\rho \mathbf{v}) = \frac{1}{\rho} \mathbf{v} \cdot (\nabla \cdot (\rho \mathbf{v})) + (\mathbf{v} \cdot \nabla) \mathbf{v}.
\]  

(A1)

For time independent \(\rho\), using equation 1 in equation A1, we have,

\[
\frac{1}{\rho} \nabla \cdot (\rho \mathbf{v}) = (\mathbf{v} \cdot \nabla) \mathbf{v}.
\]

(A2)

Using the same vector identity for \(\mathbf{B}\) as in equation A1, we have,

\[
\nabla \left( \frac{\mathbf{B}^2}{2} \right) - \nabla \cdot (\mathbf{B} \mathbf{B}) = \nabla \left( \frac{\mathbf{B}^2}{2} \right) - (\mathbf{B} \cdot \nabla) \mathbf{B},
\]

(A3)

where we have used the fact that divergence of \(\mathbf{B}\) is zero.

We have,

\[
\nabla \cdot \mathbf{B} = 0.
\]

(A4)

The magnetic field is roughly dipolar near the PNS surface. Thus, we have \(\mathbf{B} \times (\nabla \times \mathbf{B}) = 0\). As a result, the left hand side of equation A3 reduces to zero. Thus, the time steady momentum equation reduces to

\[
\frac{1}{\rho} \nabla P = -\frac{GM_*}{r^2} \dot{r} - (\mathbf{v} \cdot \nabla) \mathbf{v}.
\]

(A5)

The temperature is nearly constant near the surface of the PNS (Qian & Woosley 1996; Thompson et al. 2001) and \(Y_\epsilon\) is small near the surface (Thompson et al. 2001). Thus, \(\frac{1}{\rho} \nabla P \approx \frac{kT_0}{m_n r} \dot{r}\) using the equation of state as in Qian & Woosley (1996), where \(T_0\) is the temperature at the base of the PNS set by equating the neutrino heating and cooling rates (see Section 2.5).

In the rotating reference frame, the \(\phi\) velocity of matter at the surface of the PNS is zero. Hence the velocity vector can be written as \(\mathbf{v}' = (v_r, v_\theta, 0)\) in the rotating frame and \(\mathbf{v} = (vr, v_\theta, r\Omega_* \sin \theta)\) in the lab frame. Thus, the \(\phi\) derivative of \(\rho\) from equation A5 can be written as

\[
\frac{1}{\rho^r \sin \theta} \frac{\partial \rho}{\partial \phi} = -2\Omega_* \left( v_r \sin \theta + v_\theta \cos \theta \right) \frac{m_n}{kT_0}.
\]

(A6)

The solution to these equations is the density boundary condition 8.
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