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Abstract. In this paper, we study the a posteriori error estimate corresponding to the Brinkman-Darcy-Forchheimer problem. We introduce the variational formulation discretised by using the finite element method. Then, we establish an a posteriori error estimation with two types of error indicators related to the discretization and to the linearization. Finally, numerical investigations are shown and discussed.
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1. Introduction

Let \( \Omega \) be a bounded subset of \( \mathbb{R}^d \) (\( d = 2, 3 \)) with Lipschitz continuous boundary \( \Gamma = \partial \Omega \). We consider the Brinkman-Darcy-Forchheimer equation (see for instance [38, 23, 32])

\[
- \text{div}(Re^{-1} \varepsilon \nabla u - \varepsilon u \otimes u) + \alpha(\varepsilon)u + \beta(\varepsilon)|u|u + \varepsilon \nabla p = \varepsilon f \quad \text{in} \quad \Omega, 
\]

with the divergence constraint

\[
\text{div}(\varepsilon u) = 0 \quad \text{in} \quad \Omega, 
\]

and the boundary condition

\[
u = g \quad \text{on} \quad \Gamma.
\]

Here \( f \) is an external force field, \( g \) is a given function on \( \Gamma \), \( u \) represents the velocity, \( p \) represents the pressure, \( |.| \) denotes the Euclidean norm, \( |u|^2 = u \cdot u \). The positive function \( \varepsilon \) represents the porosity of the domain and varies spatially in general. The functions \( \alpha \) and \( \beta \) represent the Darcy and Forchheimer terms and \( Re \) designates the Reynolds number.

We denote by Problem \((P_1)\) the system of equations (1.1), (1.2), (1.3).

The Darcy-Brinkman-Forchheimer (DBF) model for porous media is obtained from the incompressible Navier-Stokes equation in a porous media. The importance of the BDF model is that it can be used to model porous media with relatively large Reynolds numbers, since the Darcy equation is considered to be a suitable for small range of Reynolds numbers. For the derivation of the equations, their limitations, modelling, and homogenization questions in porous media we refer to [37, 38, 25, 19, 29, 41, 14, 31, 42]. For the mathematical study of the steady-state DBF equation, we can refer to [35, 28, 34] for the existence and uniqueness of the solution of the problem with inhomogeneous Dirichlet boundary condition. In [12], the authors treated the steady state BDF problem with mixed boundary condition and proved that the considered problem has a unique solution if the source terms are small enough. Then, the convergence of a Taylor-Hood finite element approximation using a finite element interpolation of the porosity is then proved under similar smallness assumptions. Some optimal error estimates are obtained and some numerical experiments are performed.

On the other hand, a posteriori error estimation consists in bounding the error between the exact and the numerical solutions with a sum of local indicators at each cell of the mesh. In order to obtain a
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more accurate solution with a low additional CPU cost, we can adapt the mesh with respect to the local values of the indicators. The a posteriori error estimate is optimal if each indicator can be bounded by the local error in the solution around the corresponding element. The a posteriori error analysis was first introduced by Babuška and Rheinboldt [4] and then further developed, among others, by Verfürth [40] or Ainsworth and Oden [2]. In [15], El Akkad, El Khalifi and Guessous proposed a discretization of the incompressible Navier-Stokes equations by mixed finite elements with a posteriori error estimation of the computed solutions. Other works on a posteriori estimations for the stationary Navier-Stokes system are proposed in [26, 27, 5, 6, 13] and for the non-stationary Navier-Stokes system in [8, 30].

In this paper we consider Problem (P1), and introduce the variational formulation and some corresponding properties established in [35, 12]. Then, we introduce the discrete variational formulation by using the finite element method and by stabilizing the convection term. An iterative numerical scheme is then introduced and the corresponding convergence is studied. Next, an a posteriori error estimate is established and finally, numerical investigations are performed in order to show the importance of the adapted mesh method versus the uniform mesh method.

This paper is organised as follow:

- Section 2 describes the problem and the weak formulation.
- Section 3 is devoted to study the discretization and the convergence of the proposed iterative schemes.
- Section 4 is devoted the a posteriori error studies.
- In Section 5 we show numerical investigations.

2. Notations and weak formulation

In order to introduce the variational formulation, we recall some classical Sobolev spaces and their properties.

Let $\alpha = (\alpha_1, \alpha_2, \ldots, \alpha_d)$ be a $d$-uple of non negative integers, set $|\alpha| = \sum_{i=1}^{d} \alpha_i$, and define the partial derivative $\partial^\alpha$ by

$$\partial^\alpha = \frac{\partial^{|\alpha|}}{\partial x_1^{\alpha_1} \partial x_2^{\alpha_2} \ldots \partial x_d^{\alpha_d}}.$$  

Then, for any positive integer $m$ and number $q \geq 1$, we recall the classical Sobolev space

$$W^{m,q}(\Omega) = \{ v \in L^q(\Omega); \forall |\alpha| \leq m, \partial^\alpha v \in L^q(\Omega) \},$$  

equipped with the semi-norm

$$|v|_{W^{m,q}(\Omega)} = \left\{ \sum_{|\alpha|=m} \int_{\Omega} |\partial^\alpha v|^q \, dx \right\}^{\frac{1}{q}}$$  

and the norm

$$\|v\|_{W^{m,q}(\Omega)} = \left\{ \sum_{0 \leq k \leq m} |v|_{W^{k,q}(\Omega)}^q \right\}^{\frac{1}{q}}.$$  

When $q = 2$, this space is the Hilbert space $H^m(\Omega)$. In particular, the scalar product of $L^2(\Omega)$ is denoted by $(.,.)$. The definitions of these spaces are extended straightforwardly to vectors, with the same notation, but with the following modification for the norms in the non-Hilbert case. Let $\mathbf{v}$ be a vector valued function and we define the norm

$$\|\mathbf{v}\|_{L^2(\Omega)} = \left( \int_{\Omega} |\mathbf{v}|^2 \, dx \right)^{\frac{1}{2}},$$  

where $|.|$ denotes the Euclidean vector norm.

We have the useful lemma:
Lemma 2.1. For any $p \leq 6$, there exists positive constant $S_p$ and $C_p$ only depending on $\Omega$ such that

$$\forall \mathbf{v} \in H^1(\Omega)^d, \quad ||\mathbf{v}||_{L^p(\Omega)^d} \leq S_p ||\mathbf{v}||_{H^1(\Omega)^d}$$

and

$$\forall \mathbf{v} \in H^1_0(\Omega)^d, \quad ||\mathbf{v}||_{L^p(\Omega)^d} \leq C_p ||\mathbf{v}||_{H^1_0(\Omega)^d}.$$ (2.5) (2.6)

2.1. Variational formulation. We refer to [35, 12] for all the properties and the details of the weak formulation corresponding to Problem $(P_1)$ presented in this section. We suppose that $f \in L^2(\Omega)^d$ and we begin by giving some assumptions on the porosity, the Darcy and the Forchheimer functions of the fluid.

Assumption 2.2. We assume that the porosity, the Darcy and Forchheimer terms satisfy the next set of assumptions:

- $\varepsilon \in L^\infty(\Omega) \cap W^{1,r}(\Omega)$ with $r > d$ and $0 < \varepsilon_0 \leq \varepsilon(x) \leq 1$ in $\Omega$.
- $\alpha$ and $\beta$ are positive in $[\varepsilon_0, 1]$ and differentiable in $]\varepsilon_0, 1[$.
- $\alpha'$ and $\beta'$ are positive and bounded in $]\varepsilon_0, 1[$.

Assumption 2.2 gives that there exists $\alpha_m, \alpha_M, \beta_m$ and $\beta_M$ such that $\alpha \in [\alpha_m, \alpha_M]$ and $\beta \in [\beta_m, \beta_M]$.

By using the incompressibility condition $\text{div}(\varepsilon \mathbf{u}) = 0$, the non-linear term can be written as

$$\text{div}(\varepsilon \mathbf{u} \otimes \mathbf{u}) = \text{div}(\varepsilon \mathbf{u})\mathbf{u} + \varepsilon(\mathbf{u} \cdot \nabla)\mathbf{u} = \varepsilon(\mathbf{u} \cdot \nabla)\mathbf{u}.$$ 

Let us define the spaces

$$X = H^1(\Omega)^d, \quad X_0 = H^1_0(\Omega)^d,$$

$$M = L^2_0(\Omega).$$

We denote by $X_0'$ the dual space of $X_0$.

Problem $(P_1)$ is equivalent to the following variational formulation [35, 12]: Find $(\mathbf{u}, p) \in X \times M$ such that $\mathbf{u}_R = \mathbf{g}$ and

$$\forall \mathbf{v} \in X_0, \quad a(\mathbf{u}, \mathbf{v}) + c(\mathbf{u}, \mathbf{u}, \mathbf{v}) - b(\mathbf{v}, p) = \ell(\mathbf{v}),$$

$$\forall q \in M, \quad b(\mathbf{u}, q) = 0,$$ (2.7)

where

$$a(\mathbf{u}, \mathbf{v}) = \frac{1}{Re} (\varepsilon \nabla \mathbf{u} \cdot \nabla \mathbf{v}) + (\alpha(\varepsilon)\mathbf{u}, \mathbf{v}),$$

$$c(\mathbf{u}, \mathbf{v}, \mathbf{w}) = \varepsilon(\mathbf{u} \cdot \nabla)\mathbf{v},$$

$$b(\mathbf{u}, p) = (\text{div}(\varepsilon \mathbf{u}), p),$$

$$\ell(\mathbf{v}) = (\varepsilon \mathbf{f}, \mathbf{v}).$$

To deal with the inhomogeneous Dirichlet condition, we introduce an extension $\mathbf{G} \in X$ of $\mathbf{g}$ such that $\text{div}(\varepsilon \mathbf{G}) = 0$ whose existence is provided by [12] (Lemma 16). From this, $\mathbf{u} = \mathbf{w} + \mathbf{G}$ where $\mathbf{w} \in X_0$. Thus Problem (2.7) allows us to deduce that $\mathbf{w}$ is the solution of the following problem:

$$\forall \mathbf{v} \in X_0, \quad a(\mathbf{w}, \mathbf{v}) + c(\mathbf{w} + \mathbf{G}, \mathbf{w} + \mathbf{G}, \mathbf{v}) - b(\mathbf{v}, p) = \ell(\mathbf{v}) - a(\mathbf{G}, \mathbf{v}),$$

$$\forall q \in M, \quad b(\mathbf{w}, q) = 0.$$ (2.8)

With the previous definition of the bilinear form $b$ and if $\varepsilon \in L^\infty(\Omega) \cap W^{1,r(\varepsilon)}(\Omega)$ with $r(2) > 2$ and $r(3) = 3$, we have the following inf-sup condition (see [12]):

$$\sup_{\mathbf{v} \in X_0} \frac{b(\mathbf{v}, q)}{||\mathbf{v}||_{X_0(\Omega)}} \geq \gamma_{\varepsilon} ||q||_M,$$

where $\gamma_{\varepsilon}$ is a constant which depends on $\varepsilon$.

We recall the following theorem of the existence and uniqueness of the solution of Problem (2.8). For the proof, we refer to [35, 12].
Theorem 2.3. Under Assumption 2.2, Problem (2.8) admits at least one solution \((u, p)\) in \(X \times M\). Furthermore, if the data \(f\) and \(g\) are sufficiently small in the sense that there exists a positive real number \(\eta_e\) such that
\[ ||f||_{X_0^0} + ||g||_{H^{1/2}(\Gamma)} \leq \eta_e, \]
then the solution of problem (2.8) is unique and there exists a positive real number \(R_e\) such that
\[ ||w||_X + ||p||_M \leq R_e. \]

We note that Theorem 2.3 gives the existence and uniqueness of a solution to (2.7) since \(u = w + G\).

For the development of the a posteriori error estimate, we introduce the Stokes problem defined as follows: For a given \((f, t) \in X'_0 \times M\), look for \((\bar{w}, \bar{p})\) in \(X_0 \times M\) such that
\[ \begin{align*}
\text{(S)} & : X'_0 \times M \rightarrow X_0 \times M \\
(f, t) \quad & \mapsto S(f, t) = (\bar{w}, \bar{p}),
\end{align*} \]
where \((\bar{w}, \bar{p})\) is the solution of the Stokes problem (S). We have the following bound (see [22, Chapter I, paragraphe 4])
\[ ||S(f, t)||_{X_0 \times M} \leq \frac{c}{\nu} ||(f, t)||_{X'_0 \times M}. \quad (2.9) \]

We define also the function \(G\) given by
\[ G : X_0 \rightarrow X'_0 \
\hat{u} \quad \mapsto \quad G(\hat{u}) \]
where for all \(v \in X_0\),
\[ \langle G(\hat{u}), v \rangle = a(G, v) + c(\hat{u} + G, u + G, v) - \ell(v), \]
and we introduce the map \(F\) on \(X_0 \times M\) such that for all \(V = (v, q) \in X_0 \times M\), we have
\[ F(V) = V + S(G(v), 0). \]
Then, Problem (2.8) can be equivalently written as
\[ F(W) = 0, \quad (2.10) \]
where \(W = (w, p)\) is the solution of (2.8).

Definition 2.4. We define a non singular solution \(W\) of Problem (2.8) in the following way:

1. \(F(W) = 0\).
2. \(DF(W)\) is an isomorphism of \(X_0 \times M\),
where \(DF(W)\) is the Fréchet-differential of \(F\) in \(W\).

In the next proposition, we show the Lipschitz property concerning the operator \(DF\). For the prove, we refer to [12, Theorem 11].

Proposition 2.5. There exist a real number \(L > 0\) and a neighborhood \(\mathcal{V}\) of \(W = (w, p)\) in \(X_0 \times M\) such that the following Lipschitz property holds: For all \(V = (v, q) \in \mathcal{V}\), we have
\[ ||DF(W) - DF(V)||_{C(X_0 \times M)} \leq L ||W - V||_{X_0 \times M}. \quad (2.11) \]
3. Finite element discretization and convergence

From now on, we assume that $\Omega$ is a polygon when $d = 2$ or polyhedron when $d = 3$, so it can be completely meshed. For the space discretization, we consider a regular (see Ciarlet [9]) family of triangulations $\mathcal{T}_h$ of $\Omega$ which is a set of closed non degenerate triangles for $d = 2$ or tetrahedra for $d = 3$, called elements, satisfying,

- for each $h$, $\Omega$ is the union of all elements of $\mathcal{T}_h$;
- the intersection of two distinct elements of $\mathcal{T}_h$ is either empty, a common vertex, or an entire common edge (or face when $d = 3$);
- the ratio of the diameter $h_\kappa$ of an element $\kappa \in \mathcal{T}_h$ to the diameter $\rho_\kappa$ of its inscribed circle when $d = 2$ or ball when $d = 3$ is bounded by a constant independent of $h$: there exists a positive constant $\sigma$ independent of $h$ such that,

$$\max_{\kappa \in \mathcal{T}_h} \frac{h_\kappa}{\rho_\kappa} \leq \sigma. \quad (3.1)$$

As usual, $h$ denotes the maximal diameter of all elements of $\mathcal{T}_h$. To define the finite element functions, let $r$ be a non negative integer. For each $\kappa$ in $\mathcal{T}_h$, we denote by $\mathbb{P}_r(\kappa)$ the space of restrictions to $\kappa$ of polynomials in $d$ variables and total degree at most $r$, with a similar notation on the faces or edges of $\kappa$. For every edge (when $d = 2$) or face (when $d = 3$) $e$ of the mesh $\mathcal{T}_h$, we denote by $h_e$ the diameter of $e$.

3.1. Discretization of the variational problem. In this section we follow the discretizations introduced in [12] where the authors introduce a discrete variational formulation corresponding to (2.8) based on the Taylor-Hood finite element [36]. But in this work, we use the mini-elements for the discretization.

Let $X_{0h} \subset X_0$ and $M_{0h} \subset M$ the discrete spaces corresponding to the velocity and the pressure. In [12], the authors consider the Taylor-Hood finite element and introduce and study a discrete variational problem. They also establish the corresponding a priori error estimate between the exact and approximated solutions. In this work, The choice of the spaces $X_{0h}$ and $M_{0h}$ can be based on the Taylor-Hood finite element (see for instance [12]) or on the mini-element (see [3]). The results established in [12] concerning the Taylor-Hood element can be easily extended to the mini-element which will be considered in this work.

Let $\kappa$ be an element of $\mathcal{T}_h$ with vertices $a_i$, $1 \leq i \leq d + 1$, and corresponding barycentric coordinates $\lambda_i$. We denote by $b_\kappa \in \mathbb{P}_{d+1}(\kappa)$ the basic bubble function

$$b_\kappa(x) = \lambda_1(x) \ldots \lambda_{d+1}(x). \quad (3.2)$$

We observe that $b_\kappa(x) = 0$ on $\partial \kappa$ and that $b_\kappa(x) > 0$ in the interior of $\kappa$.

Let $(X_{0h}, M_{0h})$ be the discrete spaces defined by

$$X_h = \{ v_h \in (C^0(\bar{\Omega}))^d; \forall \kappa \in \mathcal{T}_h, v_h |_\kappa \in \mathcal{P}(\kappa)^d \}, \quad (3.3)$$

$$X_{0h} = X_h \cap X_0, \quad (3.4)$$

$$M_h = \{ q_h \in C^0(\bar{\Omega}); \forall \kappa \in \mathcal{T}_h, q_h |_\kappa \in \mathcal{P}_1(\kappa) \}, \quad (3.5)$$

$$M_{0h} = M_h \cap L_0^2(\Omega), \quad (3.6)$$

where

$$\mathcal{P}(\kappa) = \mathcal{P}_1(\kappa) \oplus \text{Vect}\{b_\kappa\},$$

is associated to the discretization in space by the "mini-element" (see [3]).

Let $V_{0h}$ be the kernel of the divergence in $X_{0h}$,

$$V_{0h} = \{ v_h \in X_{0h}; \forall q_h \in M_{0h}, \int_{\Omega} q_h \text{div}(\varepsilon_h v_h) \, dx = 0 \}. \quad (3.7)$$

In order to introduce a discrete scheme associated to (2.8), I consider some $\varepsilon_h \in M_h$ that approximates $\varepsilon$ in the following sense:

- $\forall x \in \Omega, \varepsilon_0 \leq \varepsilon_h(x) \leq 1$. 

\[
\| \varepsilon - \varepsilon_h \|_{L^\infty(\Omega)} \leq C h \| \varepsilon \|_{W^{1,\infty}(\Omega)},
\]
\[
\| \nabla \varepsilon - \nabla \varepsilon_h \|_{L^r(\Omega)} \leq C h \| \varepsilon \|_{W^{1,r}(\Omega)}, r > d.
\]

Note that these assumptions are satisfied if \( \varepsilon \in W^{1,\infty}(\Omega) \cap W^{2,r}(\Omega) \) and if one takes \( \varepsilon_h = I_h \varepsilon \) where \( I_h \) is the global interpolation operator (see [17, Corollary 1.109 and Corollary 1.110]).

The finite element approximation \( u_h \) of the solution to Problem (2.7) is going to be \( u_h = w_h + I_h G \) where \( I_h : X \to X_h \) is the finite element interpolate operator and \( (w_h, p_h) \in X_{\Omega h} \times M_{\Omega h} \) is the solution of the following discrete problem associated to (2.8):

\[
\begin{cases}
\forall v_h \in X_{\Omega h}, & a_h(\mathbf{w}_h, v_h) + c_h(\mathbf{w}_h + G, \mathbf{w}_h + G, v_h) - b_h(v_h, p_h) = \ell_h(v_h) - a_h(G, v_h) , \\
\forall q_h \in M_{\Omega h}, & b_h(\mathbf{w}_h, q_h) = 0,
\end{cases}
\tag{3.8}
\]

where
\[
a_h(\mathbf{u}, \mathbf{v}) = \frac{1}{Re} (\varepsilon_h \nabla \mathbf{u}_h, \nabla \mathbf{v}_h) + (\alpha(\varepsilon_h) \mathbf{u}_h, \mathbf{v}_h),
\]
\[
c_h(\mathbf{u}_h, \mathbf{v}_h, \mathbf{w}_h) = (\varepsilon_h (\mathbf{u}_h \cdot \nabla) \mathbf{v}_h, \mathbf{w}_h) + \frac{1}{2} (\nabla (\varepsilon_h \mathbf{u}_h) \mathbf{v}_h, \mathbf{w}_h) + (\beta(\varepsilon_h) |\mathbf{u}_h| \mathbf{v}_h, \mathbf{w}_h),
\]
\[
b_h(\mathbf{u}_h, p_h) = (\nabla (\varepsilon_h \mathbf{u}_h), p_h),
\]
\[
\ell_h(\mathbf{v}_h) = \langle \varepsilon_h f, \mathbf{v}_h \rangle.
\]

We introduce the form \( d_h \) given by
\[
d_h(\mathbf{u}_h, \mathbf{v}_h, \mathbf{w}_h) = (\varepsilon_h (\mathbf{u}_h \cdot \nabla) \mathbf{v}_h, \mathbf{w}_h) + \frac{1}{2} (\nabla (\varepsilon_h \mathbf{u}_h) \mathbf{v}_h, \mathbf{w}_h)
\]
and we have
\[
c_h(\mathbf{u}_h, \mathbf{v}_h, \mathbf{w}_h) = d_h(\mathbf{u}_h, \mathbf{v}_h, \mathbf{w}_h) + (\beta(\varepsilon_h) |\mathbf{u}_h| \mathbf{v}_h, \mathbf{w}_h).
\]

We note that the form \( d_h \) is linear with all their variables while the form \( c_h \) is linear only with the second and third variables \( \mathbf{v}_h \) and \( \mathbf{w}_h \). Furthermore, the term \( \frac{1}{2} (\nabla (\varepsilon_h \mathbf{u}_h) \mathbf{v}_h, \mathbf{w}_h) \) is called the term of stabilisation since we have for all \( \mathbf{v}_h, \mathbf{w}_h \in X_{\Omega h} \),
\[
(\varepsilon_h (\mathbf{v}_h \cdot \nabla) \mathbf{w}_h, \mathbf{w}_h) + \frac{1}{2} (\nabla (\varepsilon_h \mathbf{v}_h) \mathbf{w}_h, \mathbf{w}_h) = 0
\]

**Lemma 3.1.** For the simplicity of the following calculus, we show some properties concerning the forms \( c_h \) and \( d_h \). For each \( \mathbf{u}_h, \mathbf{v}_h \) and \( \mathbf{w}_h \) in \( X_{\Omega h} \), we have
\[
d_h(\mathbf{G}, \mathbf{w}_h, \mathbf{w}_h) = 0,
\]
\[
d_h(\mathbf{w}_h, \mathbf{w}_h, \mathbf{w}_h) = 0,
\]
\[
c_h(\mathbf{v}_h, \mathbf{w}_h, \mathbf{w}_h) = (\beta(\varepsilon_h) |\mathbf{u}_h| \mathbf{w}_h, \mathbf{w}_h) \geq 0,
\]
\[
d_h(\mathbf{u}_h, \mathbf{v}_h, \mathbf{w}_h) \leq c_d |\mathbf{u}_h| |\mathbf{v}_h| |\mathbf{w}_h| |\mathbf{w}_h|,
\]
\[
c_h(\mathbf{u}_h, \mathbf{v}_h, \mathbf{w}_h) \leq c_v |\mathbf{u}_h| |\mathbf{v}_h| |\mathbf{w}_h| |\mathbf{w}_h|.
\]

**Proof.** The first two lines of (3.9) are straightforward. The proof of the last three terms are a simple consequence of the definition of the forms \( d_h \) and \( c_h \), the properties of \( \varepsilon_h \) and Lemma 2.1 for \( p = 2, 4 \). \( \square \)

**Remark 3.2.** We have for each \( \mathbf{u}_h, \mathbf{v}_h \) and \( \mathbf{w}_h \) in \( X_{\Omega h} \),
\[
d_h(\mathbf{u}_h, \mathbf{v}_h, \mathbf{w}_h) \leq c_d |\mathbf{u}_h| |\mathbf{v}_h| |\mathbf{w}_h| |\mathbf{w}_h|,
\]
\[
c_h(\mathbf{u}_h, \mathbf{v}_h, \mathbf{w}_h) \leq c_v |\mathbf{u}_h| |\mathbf{v}_h| |\mathbf{w}_h| |\mathbf{w}_h|.
\]

We note that the discrete scheme \( \varepsilon_h \) is similar to that introduced in [12] where the only difference is in the definition of the form \( c_h \) which contains here the term of stabilisation \( \frac{1}{2} (\nabla (\varepsilon_h \mathbf{u}_h) \mathbf{v}_h, \mathbf{w}_h) \). In fact this term play an important role in the iterative scheme introduced later. The introduction of the stabilisation term change slightly the studies carried out in in [12].
With the previous definition of $b_h$, we have the following discrete inf-sup condition (see [12])

$$
\forall \eta_h \in M_{0h}, \quad \sup_{v_h \in V_{0h}} \frac{b_h(v_h, \eta_h)}{\|v_h\|_{X_h}} \geq \gamma^*_e \|\eta_h\|_M,
$$

(3.11)

where $\gamma^*_e$ is a positive constant independent of $h$ but depends on $\varepsilon$.

In the next theorem, we prove the existence and uniqueness of the solutions of Problem (3.8).

**Theorem 3.3.** Under Assumption 2.2, there exists positive real number $\eta_h$ (given by (3.14)) such that if

$$
||g||_{H^{1/2}(\Gamma)^d} < \eta_h,
$$

(3.12)

Problem (3.8) admits at least one solution $(w_h, p_h) \in X_{0h} \times M_{0h}$ such that

$$
|w_h|_X \leq R_1(f, g),
$$

(3.13)

where $R_1(f, g)$ is given by (3.15).

Furthermore, if $g$ and $f$ are sufficiently small such that

$$
\varepsilon_0\|f\|_{X^0} + c_v\|g\|_{H^{1/2}(\Gamma)^d} + \left(\frac{\varepsilon_0 + 2}{2Re} + \alpha_MC_2\right)||g||_{H^{1/2}(\Gamma)^d} \leq \frac{\varepsilon_0^2}{2Re^2(c_d + \beta_MC_2C_3S_4)},
$$

then the solution of Problem (3.8) is unique.

**Proof.** Let us define the nonlinear mapping $F : V_{0h} \to V_{0h}$ such that for each $w_h \in V_{0h}$, we have for all $v_h \in V_{0h}$:

$$(\nabla F(w_h), \nabla v_h) = a_h(w_h, v_h) + c_h(w_h + G, w_h + G, v_h) - \ell_h(v_h) + a_h(G, v_h).$$

By using (3.9), we get for each $v_h \in V_{0h}$:

$$
c_h(v_h + G, v_h + G, v_h) = \frac{d_h(w_h + G, v_h + G, v_h) + (\beta(\varepsilon_h)|v_h + G|v_h + G)}{v_h + G, v_h} = \frac{d_h(w_h + G, v_h + G, v_h) + (\beta(\varepsilon_h)|v_h + G|v_h + G)}{v_h + G, v_h} = c_h(w_h + G, v_h + G, v_h).
$$

Then by using the last equation, lemmas 3.1 and 2.1, and Assumption 2.2, we deduce that for all $v_h \in V_{0h}$, we have

$$(\nabla F(v_h), \nabla v_h) \geq a_h(w_h, v_h) + c_h(w_h + G, v_h + G, v_h) - \ell_h(v_h) + a_h(G, v_h) \geq \frac{\varepsilon_0}{Re}||v_h||^2_X - c_v(||v_h||_X + ||G||_X)||G||_X||v_h||_X - \varepsilon_0||f||_{X^0}||v_h||_X - \varepsilon_0||f||_{X^0} - c_v||G||^2_X - \frac{1}{Re} + \alpha_MC_2||G||_X||v_h||_X.
$$

We get after a simple calculation

$$(\nabla F(v_h), \nabla v_h) \geq |v_h|_X \left(\frac{\varepsilon_0}{Re} - c_v||G||_X - \varepsilon_0||f||_{X^0} - c_v||G||^2_X - \frac{1}{Re} + \alpha_MC_2||G||_X\right).$$

if $g$ is such that

$$
||g||_{H^{1/2}(\Gamma)^d} < \eta_h = \frac{\varepsilon_0}{2c_vRe},
$$

(3.14)

then we obtain

$$(\nabla F(v_h), \nabla v_h) \geq |v_h|_X \left(\frac{\varepsilon_0}{2Re}||v_h||_X - \varepsilon_0||f||_{X^0} - c_v||G||^2_X - \frac{1}{Re} + \alpha_MC_2||G||_X\right).$$

Thus, Brouwer’s Fixed-Point Theorem (see for instance [21]) implies immediately the existence of at least one solution of Problem (3.8) satisfying the relation

$$
|w_h|_X \leq R_1(f, g) = \frac{2Re}{\varepsilon_0}\left(\varepsilon_0||f||_{X^0} + c_v||G||^2_{H^{1/2}(\Gamma)^d} + \left(\frac{1}{Re} + \alpha_MC_2\right)||g||_{H^{1/2}(\Gamma)^d}\right).
$$

(3.15)
Now we will prove the uniqueness of the solution of Problem (3.8). Let \((w_h^1, p_h^1)\) and \((w_h^2, p_h^2)\) two solutions of Problem (3.8) and let \(r_h = w_h^1 - w_h^2\) and \(\xi_h = p_h^1 - p_h^2\). Then, \((r_h, \xi_h)\) is solution of the following problem: \(\forall v_h \in X_{0h},\)

\[
a_h(r_h, v_h) + c_h(w_h^1 + G, w_h^2 + G, v_h) - c_h(w_h^2 + G, w_h^2 + G, v_h) - b_h(v_h, \xi_h) = 0. \tag{3.16}
\]

The second and third terms of the last equation can be written as:

\[
c_h(w_h^1 + G, w_h^2 + G, v_h) - c_h(w_h^2 + G, w_h^2 + G, v_h) = c_h(w_h^1 + G, r_h, v_h) + c_h(w_h^1 + G, w_h^2 + G, v_h) - c_h(w_h^2 + G, w_h^2 + G, v_h) = c_h(w_h^1 + G, r_h, v_h) + (\beta_h(w_h^1 + G - |w_h^2 + G|)(w_h^2 + G), v_h).
\]

By taking \(v_h = r_h\) in (3.16), remarking that \(c_h(w_h^1 + G, r_h, r_h) \geq 0\) and \(b_h(r_h, \xi_h) = 0\), using (3.14) and (3.15), using Lemma 2.1 for \(p = 2\) and \(4\), and taking into account that \(|a| - |b| \leq |a - b|\), we get

\[
a_h(r_h, r_h) \leq |d_h(r_h, w_h^1 + G, r_h)| + |(\beta_h(|w_h^1 + G| - |w_h^2 + G|)(w_h^2 + G), r_h)| \leq (|w_h^1|_X + ||G||_X)(c_d + \beta_M C_2 C_4 S_4) |r_h|^2_X \leq (c_d + \beta_M C_2 C_4 S_4) (R_1(f, g) + ||g||_{H^{1/2}(\Gamma)^d}) |r_h|^2_X.
\]

Then if \(f\) and \(g\) are sufficiently small such that

\[
R_1(f, g) + ||g||_{H^{1/2}(\Gamma)^d} < \frac{\varepsilon_0}{Re(c_d + \beta_M C_2 C_4 S_4)},
\]

which gives

\[
\varepsilon_0 ||f||_{X_n^*} + c_v ||g||_{H^{1/2}(\Gamma)^d} + (\varepsilon_0 + 2 \frac{Re^2(c_d + \beta_M C_2 C_4 S_4)}{Re(c_d + \beta_M C_2 C_4 S_4)} ||g||_{H^{1/2}(\Gamma)^d} < \frac{\varepsilon_0^2}{2Re^2(c_d + \beta_M C_2 C_4 S_4)},
\]

then we get

\[
a_h(r_h, r_h) < \frac{\varepsilon_0}{Re} |r_h|^2_X.
\]

We deduce that \(r_h = 0\) and then \(r_h^1 = r_h^2\). Furthermore, Relation (3.16) deduces that \(b_h(v_h, \xi_h) = 0\) which gives with the inf-sup condition (3.11) that \(\xi_h = 0\). Thus we get the uniqueness of the solution. □

In [12] the authors show an \textit{a priori} error estimate corresponding to their discrete scheme by using the Brezzi-Rappaz Theorem. Even the discrete formulation (3.8) contain a supplementary term of stabilisation, the corresponding \textit{a priori} error estimate can similarly be established and we get the following error between the exact solution \((u, p)\) and the discrete one \((u_h, p_h)\): if the exact solution \((w, p)\) of Problem (2.8) is in \(H^2(\Omega)^d \times H^1(\Omega)\), we have

\[
\|u - u_h\|_X + \|p - p_h\|_{L^2(\Omega)} \leq Ch(\|w\|_{H^2(\Omega)^d} + \|p\|_{H^1(\Omega)}) + ||G - \mathcal{I}_{X_h} G||_X + Ch \max(\|e\|_{W^{1, \infty}(\Omega)}, \|e\|_{W^{2, r}(\Omega)}).
\]

**Remark 3.4.** The exact and numerical solutions of Problems (2.8) and (3.8) must be sufficiently small to get the corresponding uniqueness (see Theorems 2.3 and 3.3). Then we can establish the \textit{a priori} error estimate by using the classical method which considers the difference between the numerical Problem (3.8) and the exact one (2.8) (for \(v = v_h\)) and which uses adapted interpolation operators: Operator \(P_h\) (see [20], page 35) for the velocity and Scott-Zhang operator \(F_h\) for the pressure (see [10]).

### 3.2. Iterative algorithms

In order to approximate the solution of the non-linear problem (3.8), we introduce the following iterative algorithm.

For a given initial guess \(w_h^0 \in X_{0h}\) and having \(w_h^i\) at each iteration \(i\), we compute \((w_h^{i+1}, p_h^{i+1})\) solution of:

\[
\left\{
\begin{align*}
\forall v_h \in X_{0h}, & \quad a_h(w_h^{i+1}, v_h) + c_h(w_h^{i+1} + G, w_h^{i+1}, v_h) - b_h(v_h, p_h^{i+1}) = \ell_h(v_h) - a_h(G, v_h) - c_h(w_h^i + G, G, v_h), \\
\forall q_h \in M_{0h}, & \quad b_h(w_h^{i+1}, q_h) = 0.
\end{align*}
\right.
\tag{3.17}
\]
In the following, we investigate the existence and uniqueness, and the convergence of the solution of Scheme (3.17). We begin by proving the existence and uniqueness.

**Theorem 3.5.** Problem (3.17) admits a unique solution in $X_{0h} \times M_{0h}$.

**Proof.** To prove the existence and uniqueness of the solution of Problem (3.17) which is a square linear system in finite dimension, it suffices to show the uniqueness. For a given $w^0_h$, let $(w^{i+1}_h, p^{i+1}_h)$ and $(w^{i+1}_h, p^{i+1}_h)$ two different solutions of Problem (3.17) and let $w_h = w^{i+1}_h - w^{i+1}_h$ and $\xi_h = p^{i+1}_h - p^{i+1}_h$, then $(w_h, \xi_h)$ is the solution of the following problem:

$$\forall v_h \in V_{0h}, \quad a_h(w_h, v_h) + c_h(w^0_h + G, w_h, v_h) = 0.$$  \hspace{1cm} (3.18)

By taking $v_h = w_h$, remarking that $c_h(w^0_h + G, w_h, v_h) \geq 0$ (Lemma 3.1), we get

$$a_h\|w_h\|^2_{L^2(\Omega)^d} + \frac{\varepsilon_0}{Re} |w_h|^2_X \leq 0,$$

and then $w_h = 0$. The inf-sup condition (3.11) gives $\xi_h = 0$. Thus, we get the existence and the uniqueness of the solution of Problem (3.17).

Next, the following theorem shows that the solution of Problem (3.17) is bounded for small values of the data.

**Theorem 3.6.** We consider Problem (3.17). For a given initial guess $w^0_h$ such that

$$|w^0_h|_X \leq F_1(f, g) = \frac{2Re}{\varepsilon_0} ((|f|_{X_0} + (1 + \frac{1}{Re} + \alpha M S_2)\|g\|_{H^{1/2}(\Gamma)^d} + c_v\|g\|^2_{H^{1/2}(\Gamma)^d})$$

and if the data $g$ is small such that

$$\|g\|_{H^{1/2}(\Gamma)^d} \leq \frac{\varepsilon_0}{2c_v Re},$$

then the solution of Problem (3.17) is bounded as following

$$|w^{i+1}_h|_X \leq F_1(f, g).$$  \hspace{1cm} (3.19)

**Proof.** To show Relation (3.19), we consider the first equation of (3.17) with $v_h = w^{i+1}_h$ and we get:

$$a_h(w^{i+1}_h, w^{i+1}_h) + c_h(w^0_h + G, w^{i+1}_h, w^{i+1}_h) = \ell_h(v_h) - a_h(G, w^{i+1}_h) - c_h(w^0_h + G, G, w^{i+1}_h).$$  \hspace{1cm} (3.20)

By remarking that $c_h(w^0_h + G, w^{i+1}_h, w^{i+1}_h) \geq 0$ and by using Lemma 3.1 we have

$$\frac{\varepsilon_0}{Re} |w^{i+1}_h|^2_X \leq \ell_h(w^{i+1}_h) - a_h(G, w^{i+1}_h) - c_h(w^0_h + G, G, w^{i+1}_h) \leq |w^{i+1}_h|_X (|f|_{X_0} + (1 + \frac{1}{Re} + \alpha M S_2)\|g\|_X) + c_v\|g\|_X |w^{i+1}_h|_X.$$  \hspace{1cm} (3.21)

Then we get

$$\frac{\varepsilon_0}{Re} |w^{i+1}_h|_X \leq |f|_{X_0} + (1 + \frac{1}{Re} + \alpha M S_2)\|g\|_X + c_v|w^0_h|_X \|g\|_X.$$  

We denote by

$$F_1(f, g) = \frac{2Re}{\varepsilon_0} ((|f|_{X_0} + (1 + \frac{1}{Re} + \alpha M S_2)\|g\|_{H^{1/2}(\Gamma)^d} + c_v\|g\|^2_{H^{1/2}(\Gamma)^d}),$$

then we have

$$\frac{\varepsilon_0}{Re} |w^{i+1}_h|_X \leq \frac{\varepsilon_0}{2Re} F_1(f, g) + c_v|w^0_h|_X \|g\|_{H^{1/2}(\Gamma)^d}.$$  \hspace{1cm} (3.22)

We show Bound (3.19) by induction on $i$. We suppose that the initial guess $w^0_h$ is such that

$$|w^0_h|_X \leq F_1(f, g),$$

and we suppose that

$$|w^i_h|_X \leq F_1(f, g).$$

We are in one of the following two situations:

- We have $|w^{i+1}_h|_X \leq |w^i_h|_X$, we deduce immediately that
  $$|w^{i+1}_h|_X \leq F_1(f, g).$$
We have $|w_h^{i+1}|_X > |w_h^i|_X$, Equation (3.22) gives
\[
\frac{\varepsilon_0}{Re}|w_h^{i+1}|_X \leq \frac{\varepsilon_0}{2Re}F_1(f, g) + c_v|w_h^{i+1}|_X \|g\|_{H^{1/2}(\Gamma)^d}.
\]
As the data $g$ is small such that
\[
\|g\|_{H^{1/2}(\Gamma)^d} \leq \frac{\varepsilon_0}{2c_vRe},
\]
we get
\[
|w_h^{i+1}|_X \leq F_1(f, g).
\]

We deduce finally the bound (3.19). □

The next theorem shows the convergence of the solution $(u_h^i, p_h^i)$ of Problem (3.17) in $X \times L^2(\Omega)$ to the solution $(u_h, p_h)$ of Problem (3.8).

**Theorem 3.7.** Under the assumptions of Theorems 3.3 and 3.6, and if the data $f$ and $g$ are sufficiently small (see (3.25)), then the sequence of solutions $(u_h^{i+1}, p_h^{i+1})$ of Problem (3.17) converges in $L^2(\Omega)^d \times L^2(\Omega)$ to the solution $(u_h, p_h)$ of Problem (3.8).

**Proof.** We consider the difference between the equations (3.17) and (3.8) and we obtain for $v_h^{i+1} = v_h - w_h^{i+1}$,
\[
a_h(v_h^{i+1}, v_h^{i+1}) + c_h(w_h^i + G, w_h^{i+1} + G, v_h^{i+1}) - c_h(w_h^i + G, w_h + G, v_h^{i+1}) = 0.
\]
We insert $w_h$ in the second term of the last equation and we get
\[
a_h(v_h^{i+1}, v_h^{i+1}) + c_h(w_h^i + G, v_h^{i+1}, v_h^{i+1}) + c_h(w_h^i + G, w_h + G, v_h^{i+1}) - c_h(w_h^i + G, w_h + G, v_h^{i+1}) = 0.
\]
By using the properties of the form $c_h$, the third and fourth terms of the last equation can be written as:
\[
c_h(w_h^i + G, w_h + G, v_h^{i+1}) - c_h(w_h^i + G, w_h + G, v_h^{i+1})
\]
\[
= (\varepsilon_h(\|w_h^i + G\|_X - |w_h + G|_X), w_h + G, v_h^{i+1}) + d_h(v_h^i, w_h + G, v_h^{i+1}).
\]
Then we get
\[
a_h(v_h^{i+1}, v_h^{i+1}) + c_h(w_h^i + G, v_h^{i+1}, v_h^{i+1}) = (\varepsilon_h(\|w_h^i + G\| - |w_h + G|), w_h + G, v_h^{i+1})
\]
\[
- d_h(v_h^i, w_h + G, v_h^{i+1}).
\]
By remarking that $c_h(w_h^i + G, v_h^{i+1}, v_h^{i+1}) \geq 0$, we obtain the following bound:
\[
\alpha_m\|v_h^{i+1}\|_{L^2(\Omega)^d} \leq \frac{\varepsilon_0}{Re}|v_h^{i+1}|_X \leq \frac{\varepsilon_0}{2Re}\|v_h^{i+1}\|_X + c_a(\|w_h\|_X + \|g\|_X)\|v_h^{i+1}\|_X
\]
\[
\leq c_a(\|w_h\|_X + \|g\|_X)\|v_h^{i+1}\|_X.
\]
Relation (3.13) gives
\[
\alpha_m\|v_h^{i+1}\|_{L^2(\Omega)^d} \leq \frac{\varepsilon_0}{2Re}\|v_h^{i+1}\|_X \leq c_1(R_1(f, g) + \|g\|_{H^{1/2}(\Gamma)^d})\|v_h^{i+1}\|_X.
\]
If the data $f$ and $g$ are sufficiently small such that
\[
c_1(R_1(f, g) + \|g\|_{H^{1/2}(\Gamma)^d}) < \frac{\varepsilon_0}{2Re},
\]
then we get
\[
|v_h^{i+1}|_X \leq |v_h^i|_X,
\]
and we deduce the convergence of the sequence $(w_h^{i+1} - w_h)$ in $X$ and then the convergence of the sequence $w_h^i$ in $X_0$. By taking the limit of (3.24), we get
\[
\lim_{i \to +\infty} (\|w_h^{i+1} - w_h\|_{L^2(\Omega)}) = 0.
\]
We deduce then that $\|w_h^{i+1} - w_h\|_{L^2(\Omega)}$ converges to 0 and $w_h^{i+1}$ converges to $w_h$ in $L^2(\Omega)^d$. 
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We get then the following bound:

\[
\|b_h(v, p_h^{i+1} - p_h)\|_{X_h} \leq \frac{1}{Re} \|w^{i+1}_h - w_h\|_X + \alpha_M \|w^{i+1}_h - w_h\|_{L^2(\Omega)}^2 + c_v \|w^i_h + G\|_X \|w^{i+1}_h - w_h\|_X \\
+ c_v \|w_h + G\|_X \|w^i_h - w_h\|_X + \beta_M S_2 S_3 C_4 \|w_h + G\|_X \|w^i_h - w_h\|_X.
\]

Owing the inf-sup condition (3.11) and taking the limit of the last equation deduces the strong convergence of the subsequence \(p^i_h\) to \(p_h\) in \(L^2(\Omega)\).

4. A posteriori error estimate

We start this section by introducing some additional notations and properties that will be useful in order to establish an a posteriori estimate.

For any element \(\kappa\) in \(T_h\), we denote by:

- \(\varepsilon\) the set of edges (when \(d = 2\)) or faces (when \(d = 3\)) of \(\kappa\) that are not contained in \(\Gamma\),
- \(h_{\kappa}\) the diameter of the element \(\kappa\) and \(h_e\) the diameter of edge (or face) \(e\),
- \([\cdot]_e\) the jump through \(e\) on each edge (or face) \(e\) on \(\varepsilon\),
- \(n_e\) stands for the unit outward normal vector to \(\kappa\) on \(\partial \kappa\).

We denote also by \(\mathcal{E}_h\) the set of all the edges that are not containing in \(\Gamma\). In other term, \(\mathcal{E}_h\) is the set of the interior edges of the mesh.

We introduce the following inverse inequalities, (see [17], page 75): For any number \(p \geq 2\), for any dimension \(d\), and for any non negative integer \(r\), there exist constants \(c^0_1(p)\) such that for any polynomial function \(v_h\) of degree \(r\) on an element \(\kappa\) of \(T_h\),

\[
\|v_h\|_{L^p(\kappa)} \leq c^0_1(p) h^{\frac{d}{2} - \frac{d}{p}} \|v_h\|_{L^2(\kappa)}.
\]

We now recall the following definitions and properties (see R. Verfürth, [39, Chapter 1]): for an element \(\kappa\) of \(T_h\), the bubble function \(\psi_\kappa\) (resp. \(\psi_e\) for the face \(e\)) is defined as the product of the \(d + 1\) barycentric coordinates associated with the vertices of \(\kappa\) (resp. of the \(d\) barycentric coordinates associated with the vertices of \(e\)). We also consider a lifting operator \(L_e\) defined on polynomials on \(e\) vanishing on \(\partial e\) into polynomials on the at most two elements \(\kappa\) containing \(e\) and vanishing on \(\partial \kappa \setminus e\), which is constructed by affine transformation from a fixed operator on the reference element.

**Property 4.1.** Denoting by \(P_r(\kappa)\) the space of polynomials of degree smaller than or equal to \(r\) on \(\kappa\), the following properties hold:

\[
\forall v \in P_r(\kappa), \quad \begin{cases} 
|c| v|_{L^2(\kappa)} \leq |c^1 v|^{1/2}_{L^2(\kappa)} \leq c' |v|_{L^2(\kappa)} , \\
|c| v|_{H^1(\kappa)} \leq c|v|_{L^2(\kappa)}.
\end{cases}
\]

**Property 4.2.** Denoting by \(P_r(e)\) the space of polynomials of degree smaller than or equal to \(r\) on \(e\), we have

\[
\forall v \in P_r(e), \quad |c| v|_{L^2(e)} \leq |c^1 v|^{1/2}_{L^2(e)} \leq c' |v|_{L^2(e)}.
\]
and, for all polynomials \( v \) in \( P_r(e) \) vanishing on \( \partial e \), if \( \kappa \) is an element which contains \( e \),
\[
\| \mathcal{L}_e v \|_{L^2(e)} + h_e \| \mathcal{L}_e v \|_{H^1(e)} \leq c h_e^{1/2} \| v \|_{L^2(e)}.
\]

We also introduce the Clément type regularization operator \( \mathcal{C}_h \) which has the following properties, see [7, section IX.3] and [11]. For any function \( w \) in \( H^1(\Omega)^d \), \( C_h w \) belongs to the continuous affine finite element space and satisfies for any \( \kappa \) in \( T_h \) and \( e \) in \( \varepsilon_h \),
\[
\| w - C_h w \|_{L^2(e)} \leq c h_{\kappa} \| w \|_{H^1(\kappa)} \quad \text{and} \quad \| w - C_h w \|_{L^2(e)} \leq c h_{\kappa}^{1/2} \| w \|_{H^1(\kappa)}, \quad (4.3)
\]

where \( \Delta_{\kappa} \) and \( \Delta_e \) are the following sets:
\[
\Delta_{\kappa} = \bigcup \{ \kappa' \in T_h; \kappa' \cap \kappa \neq 0 \} \quad \text{and} \quad \Delta_e = \bigcup \{ \kappa' \in T_h; \kappa' \cap e \neq 0 \}.
\]

Note that we use the variant of \( \mathcal{C}_h \) which ensures that \( C_h w \) belongs to \( H^1_0(\Omega)^d \) (see [11]). Furthermore more we have the continuity relation: for all \( v \in X_0 \), \( C_h v \in X_{0h} \) and
\[
|C_h v|_X \leq c|v|_X. \quad (4.4)
\]

In this section, we specify the operator \( \mathcal{I}_{X_h} \) to be the Clément operator \( C_h \). We also introduced averaged values for data; this approximations will be useful to prove the optimally of the indicators. Let \( f_h, \alpha_{ez}, \) and \( \beta_{ez} \) be the piecewise constant approximations of the data \( f, \alpha \) and \( \beta \):
\[
\mathcal{I}_{X_h} f \kappa = \int_{\kappa} f(x)dx, \quad \mathcal{I}_{X_h} \alpha \kappa = \int_{\kappa} \alpha(\varepsilon(x))dx, \quad \mathcal{I}_{X_h} \beta \kappa = \int_{\kappa} \beta(\varepsilon(x))dx.
\]

Next, we distinguish the discretization and linearization estimators. For this, we first write the residual equation. The difference between (2.8) and (3.17) gives the following relations for all \( v \in X_0 \) and all \( v_h \in X_{0h} \):
\[
\sum_{\kappa \in T_h} \left( a(w_h^+, v) \right)_{\kappa} = \sum_{\kappa \in T_h} \left( a(w_h^{i+1}, v) + c(w_h^{i+1} + G, w_h^{i+1} + G, v) - b(v, p_h^{i+1}) \right) - \mathcal{F}_\varepsilon(v) + \mathcal{F}_{\ell}(v) + \mathcal{F}(v_h - v),
\]
where
\[
\mathcal{F}_\varepsilon(v) = ((\ell - \ell_h)(v) - (a - a_h)(G, v)) + ((a_h - a)(w_h^{i+1}, v) + (c_h - c)(w_h^{i+1} + G, w_h^{i+1} + G, v) - (b_h - b)(v, p_h^{i+1})), \quad (4.5)
\]
\[
\mathcal{F}_{\ell}(v) = -c_h(w_h^{i+1} + G, w_h^{i+1} + G, v) + c_h(w_h^{i+1} + G, w_h^{i+1} + G, v), \quad (4.7)
\]
\[
\mathcal{F}(v_h - v) = ((\ell_h(v - v_h) - a_h(G, v - v_h)) + (a_h w_h^{i+1}, v_h - v) + c_h(w_h^{i+1} + G, w_h^{i+1} + G, v_h - v) - b_h(v_h - v, p_h^{i+1})), \quad (4.8)
\]
and for all \( q \in M \):
\[
b(w - w_h^{i+1}, q) = -(b - b_h)(w_h^{i+1}, q) - b_h(w_h^{i+1}, q). \quad (4.9)
\]
By adding and subtracting $f_h, \alpha_{\kappa}, \beta_{\kappa}$ and $G_h = C_h G$ in Equation (4.8), and using the Green formula on each $\kappa \in T_h$, we obtain the following Green:

$$F(v_h - v) = (\varepsilon_h (f - f_h), v - v_h) + \alpha_{\kappa}(w_h^+ + G, G - G_h, v_h - v) + \beta_{\kappa}(G_h, v_h - v) + (\beta_{\kappa}(|G_h + w_h^+|)(w_h^{i+1} + G_h), \varepsilon_h (v_h - v) - \alpha_{\kappa}(G_h, v - v_h)) + \sum_{\kappa \in T_h} \int_{\Omega} \frac{1}{Re} \varepsilon_h \nabla (w_h^{i+1} + G_h) - \alpha_{\kappa}(w_h^{i+1} + G_h)$$

$$= \varepsilon_h ((G_h + w_h^+) \cdot \nabla)(G_h + w_h^{i+1}) + \frac{1}{2} \varepsilon_h ((G_h + w_h^+) \cdot \nabla)(G_h + w_h^{i+1}) + \frac{1}{2} \varepsilon_h \nabla w_h^{i+1} || G_h + w_h^{i+1} + \frac{1}{2} \varepsilon_h \nabla w_h^{i+1} || \left| \frac{1}{Re} \varepsilon_h \nabla (w_h^{i+1} + G_h) - p_h^{i+1} \right| |(\sigma) \cdot n| \|(v - v_h) \, d\sigma \}.$$  

(4.10)

The term $F_c$ will be bounded by data errors as the numerical solutions are bounded in $X_0 \times M$. The term $F_{\text{it}}$, $F$ and Equation (4.9) allow us to define the following local linearization indicator $(\eta_{\kappa}^L)$ and local discretization indicator $(\eta_{\kappa}^D)$:

$$\eta_{\kappa}^L = \| w_h^{i+1} - w_h \|_{H^{1}(\kappa), \s},$$

$$\eta_{\kappa}^D = h_{\kappa} || \varepsilon_h f_h + \frac{1}{Re} \varepsilon_h \nabla (w_h^{i+1} + G_h) \| - \alpha_{\kappa}(w_h^{i+1} + G_h)$$

$$- \varepsilon_h ((G_h + w_h^+) \cdot \nabla)(G_h + w_h^{i+1}) + \frac{1}{2} \varepsilon_h ((G_h + w_h^+) \cdot \nabla)(G_h + w_h^{i+1}) + \frac{1}{2} \varepsilon_h \nabla w_h^{i+1} || G_h + w_h^{i+1} + \frac{1}{2} \varepsilon_h \nabla w_h^{i+1} || \left| \frac{1}{Re} \varepsilon_h \nabla (w_h^{i+1} + G_h) - p_h^{i+1} \right| |(\sigma) \cdot n| \|(v - v_h) \, d\sigma \}.$$  

(4.11)

We now are in position to bound the error between the exact and numerical solutions with the indicators up to the errors on the data.

**Theorem 4.3.** Let $W = (w, p)$ be a non singular solution of Problem (2.8). Then, there exists a neighborhood $\Theta$ of $W$ in $X_0 \times M$ such that any solution $W_h^{i+1} = (w_h^{i+1}, p_h^{i+1}) \in X_0 \times M_0$ in $\Theta$ of Problem (3.17) satisfies the following a posteriori error estimate:

$$\| w - w_h^{i+1} \|_{X} + \| p - p_h^{i+1} \|_{M} \leq C \left( \sum_{\kappa \in T_h} \left( h_{\kappa}^{2} || f - f_h ||_{L^{2}(\kappa), \s} + || G - G_h ||_{H^{1}(\kappa), \s} + || \varepsilon - \varepsilon_h ||_{L^{2}(\kappa)} \right)^{1/2} + \sum_{\kappa \in T_h} (\eta_{\kappa}^L)^2 + \sum_{\kappa \in T_h} (\eta_{\kappa}^D)^2 \right)^{1/2},$$

where $C$ is a constant depending on $W$ but independent of $h$.

**Proof.** Let $W = (w, p)$ be a non singular solution of Problem (2.8) and $W_h^{i+1} = (w_h^{i+1}, p_h^{i+1}) \in X_0 \times M_0$ be the solution of the iterative problem (3.17). Having proved Proposition 2.5, and owing to [33] and [40, Prop. 2.2], there exists a neighborhood $\Theta$ of $W$ in $X_0 \times M$ such that if $W_h^{i+1}$ is in $\Theta$, we have the following bound:

$$\| W - W_h^{i+1} \|_{X_0 \times M} \leq c || F(W) - F(W_h^{i+1}) ||_{X_0 \times M} \leq c \| W_h^{i+1} + S(G(w_h^{i+1}, 0) - W - S(G(w), 0)) \|_{X_0 \times M} \leq c \| S^{-1}(W_h^{i+1} + (G(w_h^{i+1}, 0) - S^{-1}(W) - (G(w), 0)) \|_{X_0 \times M}.$$

Using (2.9), we have:

$$\| W - W_h^{i+1} \|_{X_0 \times M} \leq c' || S^{-1}(W_h^{i+1} + (G(w_h^{i+1}, 0) - S^{-1}(W) - (G(w), 0)) \|_{X_0 \times M}.$$
Relations (4.5) and (4.9) allow us to get: for all $v_h \in X_h$,

$$\|W - W_h^{i+1}\|_{X_0 \times M} \leq C_1 \left( \sup_{v \in X_0, v \neq 0} \frac{\mathcal{F}_e(v)}{\|v\|_{X_0}} + \sup_{(v,q) \neq 0} \frac{\mathcal{F}_{it}(v)}{\|v,q\|_{X_0\times M}} + \sup_{v \in X_0} \frac{\mathcal{F}(v_h - v)}{\|v\|_{X_0\times M}} \right) + \sup_{q \in M, q \neq 0} \frac{|(b - b_h)(W_h^{i+1}, q) + b_h(v_h^{i+1}, q)|}{\|q\|_M}.$$  \hfill (4.13)

We will bound every term of the right hand side of (4.13).

We begin with the first one where $\mathcal{F}_e(v)$ is given by (4.6). The first term of the right hand side of (4.6) gives by using the discrete Cauchy-Schwartz inequality:

$$|((\ell - \ell_h)(v)| = \left| \sum_{\kappa \in T_h} \int_{\kappa} (\epsilon - \epsilon_h) f v dx \right| \leq \sum_{\kappa \in T_h} \|\epsilon - \epsilon_h\|_{L^\infty(\kappa)} \|f\|_{L^2(\kappa)} \|v\|_{L^2(\kappa)} \leq c_1 \|f\|_{L^2(\Omega)^d} \left( \sum_{\kappa \in T_h} \|\epsilon - \epsilon_h\|_{L^2(\kappa)}^2 \right)^{1/2} |v|_{X}.$$  \hfill (4.14)

The second term can be treated as follows:

$$\left|((a - a_h)(G, v)| \leq \sum_{\kappa \in T_h} \int_{\kappa} \frac{1}{R_\kappa} |\epsilon - \epsilon_h|_{L^\infty(\kappa)} \|G\|_{H^1(\kappa)^d} \|v\|_{H^1(\kappa)^d} dx \leq c_2 \|G\|_{X} \left( \sum_{\kappa \in T_h} \|\epsilon - \epsilon_h\|_{L^\infty(\kappa)}^2 + \sum_{\kappa \in T_h} \|\epsilon - \epsilon_h\|_{L^\infty(\kappa)}^2 \right)^{1/2} |v|_{X}.$$  \hfill (4.15)

The third term can be treated exactly like the second one and we get

$$\left|((a - a_h)(w_h^{i+1}, v)| \leq c_3 \|w_h^{i+1}\|_{X} \left( \sum_{\kappa \in T_h} \|\epsilon - \epsilon_h\|_{L^\infty(\kappa)}^2 + \sum_{\kappa \in T_h} \|\epsilon - \epsilon_h\|_{L^\infty(\kappa)}^2 \right)^{1/2} |v|_{X}.$$  \hfill (4.16)

For the second term we have by using the fact that $w_h^{i+1}$ is bounded in $X$ and the Cauchy-Schwartz inequality:

$$\left|((c - c_h)(w_h^{i+1} + G, w_h^{i+1} + G, v)| \leq \left|((d - d_h)(w_h^{i+1} + G, w_h^{i+1} + G, v)| + \left|((\beta(\epsilon_h) - \beta_{\epsilon_h})w_h^{i+1} + G)(w_h^{i+1} + G, v)| \leq \sum_{\kappa \in T_h} \|\epsilon - \epsilon_h\|_{L^\infty(\kappa)} \|w_h^{i+1} + G\|_{L^2(\kappa)^d} \|\nabla(w_h^{i+1} + G)\|_{L^2(\kappa)^d} \||v|_{H^1(\kappa)^d} \leq \sum_{\kappa \in T_h} \|\beta(\epsilon_h) - \beta_{\epsilon_h}\|_{L^\infty(\kappa)} \|w_h^{i+1} + G\|_{L^2(\kappa)^d} \|\nabla(w_h^{i+1} + G)\|_{L^2(\kappa)^d} \leq \sum_{\kappa \in T_h} \|\epsilon - \epsilon_h\|_{L^\infty(\kappa)} \|\nabla(w_h^{i+1} + G)\|_{L^2(\kappa)^d} \leq c_4 \left( \sum_{\kappa \in T_h} \|\epsilon - \epsilon_h\|_{L^\infty(\kappa)}^2 + \|\beta(\epsilon_h) - \beta_{\epsilon_h}\|_{L^2(\kappa)}^2 \right)^{1/2}.$$  \hfill (4.17)
As \( p_h^{i+1} \) is bounded in \( L^2(\Omega) \), the last term satisfies the following inequality:

\[
| (b_h - b)(v, p_h^{i+1}) | = \left| \int_{\Omega} \text{div}((\varepsilon_h - \varepsilon)v)p_h^{i+1} \, dx \right|
\]

\[
= \left| \int_{\Omega} \nabla(\varepsilon_h - \varepsilon)v p_h^{i+1} \, dx + \int_{\Omega} (\varepsilon_h - \varepsilon) \text{div}(v)p_h^{i+1} \, dx \right|
\]

\[
\leq c_4 \left( \sum_{\kappa \in T_h} \| \nabla(\varepsilon_h - \varepsilon) \|_{L^2(\kappa)} \| v \|_{L^2(\kappa)} + \| \varepsilon_h - \varepsilon \|_{L^\infty(\kappa)} \| \text{div}(v) \|_{L^2(\kappa)} \right) \| p_h^{i+1} \|_{L^2(\kappa)}
\]

\[
\leq c_5 \left( \sum_{\kappa \in T_h} \| \nabla(\varepsilon_h - \varepsilon) \|_{L^2(\kappa)}^2 \right)^{1/2} + \left( \sum_{\kappa \in T_h} \| \varepsilon_h - \varepsilon \|_{L^\infty(\kappa)}^2 \right)^{1/2} |v|_X.
\]

All the above inequalities lead to the following one:

\[
sup_{v \in X_0, v \neq 0} \frac{F_{It}(v)}{|v|_X} \leq c_6 \left( \sum_{\kappa \in T_h} \| \varepsilon - \varepsilon_h \|_{L^\infty(\kappa)}^2 + \| \nabla \varepsilon_h - \nabla \varepsilon \|_{L^2(\kappa)}^2 \right)^{1/2} + \| \alpha(\varepsilon) - \alpha_h(\varepsilon) \|_{L^2(\kappa)}^2 + \| \beta(\varepsilon) - \beta_h(\varepsilon) \|_{L^2(\kappa)}^2 \right)^{1/2}.
\]

We deduce then the above inequalities

\[
sup_{v \in X_0, v \neq 0} \frac{F_{It}(v)}{|v|_X} \leq c_7 (\sum_{\kappa \in T_h} (\eta^{L^2}_{h,\kappa})^2)^{1/2}.
\]

Let us now bound the third term of the right hand side of \( (4.13) \). We take \( v_h = C_h v \) and we use the fact that \( \varepsilon_h \) is bounded by \( 1 \) to bound each term of the right hand side of \( F \) given by \( (4.10) \). The first term can be treated as follow:

\[
\left| \int_{\Omega} \varepsilon_h (f - f_h)(v - v_h) \, dx \right| \leq c_8 \left( \sum_{\kappa \in T_h} h_h \| f - f_h \|_{H^1(\kappa)} \| v \|_{L^2(\kappa)} \right)
\]

\[
\leq c_8 \left( \sum_{\kappa \in T_h} h_h^2 \| f - f_h \|_{L^2(\kappa)}^2 \right)^{1/2} |v|_X.
\]

By using \( (4.4) \) and \( (3.19) \), the second, third and fourth terms satisfy

\[
| c_h (w_h^i + G - G_h_v - v) + d_h (G - G_h) w_h^{i+1} + G_h - v) + (\beta h (w_h + G - |w_h + G_h|) (w_h^{i+1} + G_h) - v) | \leq c_9 \left( \sum_{\kappa \in T_h} \| G - G_h \|_{H^1(\kappa)}^2 \right)^{1/2} |v|_X.
\]

It is easy to check that the fifth term can be bounded as

\[
| a_h (G - G_h, v - v_h) | \leq c_{10} \left( \sum_{\kappa \in T_h} \| G - G_h \|_{H^1(\kappa)}^2 \right)^{1/2} |v|_X.
\]

We use Relations \( (4.3) \) to bound the last term of Equation \( (4.10) \) denoted by \( T_e \) as following:

\[
| T_e | \leq c_{11} \left( \sum_{\kappa \in T_h} (\eta^{D^2}_{h,\kappa})^2 \right)^{1/2}.
\]
Furthermore, the term \( b \) in (4.11) can be bounded as the last term of Equation (4.6) and we get
\[
|b| \leq c_{10} \left( \sum_{\kappa \in T_h} \left( \sum_{\kappa \in T_h} h^2_k \| f - f_h \|^2_{L^2(\kappa)} + \sum_{\kappa \in T_h} | G - G_h |^2_{H^1(\kappa)} \right)^{1/2} \right).
\]

To end the prove of the theorem, we need to bound the last term of Equation (4.13). The term \( \langle b - b_h \rangle(w_h^{i+1}, q) \) can be bounded as the last term of Equation (4.6) and we get
\[
|\langle b - b_h \rangle(w_h^{i+1}, q)| \leq c_{12} \left( \sum_{\kappa \in T_h} \| \nabla (\varepsilon_h - \varepsilon) \|^2_{L^2(\kappa)} \right)^{1/2} + \left( \sum_{\kappa \in T_h} \| \varepsilon_h - \varepsilon \|^2_{L^\infty(\kappa)} \right)^{1/2} \| q \|_{L^2(\Omega)}.
\]

Furthermore, the term \( b_h(w_h^{i+1}, q) \) satisfies by using the properties of \( \varepsilon_h \),
\[
|b_h(w_h^{i+1}, q)| = \left| \sum_{\kappa \in T_h} \int \text{div}(\varepsilon_h w_h^{i+1}) q \, dx \right| \leq c_{13} \left( \sum_{\kappa \in T_h} \| \text{div}(\varepsilon_h w_h^{i+1}) \|_{L^2(\kappa)} \right)^{1/2} \| q \|_{L^2(\Omega)}.
\]

Then we obtain
\[
\sup_{q \neq 0} \frac{|\langle b - b_h \rangle(w_h^{i+1}, q) + b_h(w_h^{i+1}, q)|}{\| q \|_{M}} \leq \left[ \sum_{\kappa \in T_h} \| \nabla (\varepsilon_h - \varepsilon) \|^2_{L^2(\kappa)} + \sum_{\kappa \in T_h} \| \varepsilon_h - \varepsilon \|^2_{L^\infty(\kappa)} + \sum_{\kappa \in T_h} \| \text{div}(\varepsilon_h w_h^{i+1}) \|_{L^2(\kappa)}^2 \right]^{1/2}.
\]

Thus Equations (4.16), (4.17), (4.18) and (4.19) end the prove of the theorem. \( \square \)

Now, we address the efficiency of the indicators.

**Theorem 4.4.** For each \( \kappa \in T_h \), we have the following estimations:
\[
(n_{h,k}^\ell)^2 \leq 2 \| w - w_h^{i+1} \|^2_{H^1(\kappa)\ell} + 2 \| w - w_h^i \|^2_{H^1(\kappa)\ell},
\]

\[
(n_{h,k}^D)^2 \leq C L(w_h),
\]

where \( w_h \) denotes the set of elements \( K \in T_h \) such that \( \kappa \cup K \neq \emptyset \) and where, for any set \( W \), we define
\[
L(W) = \sum_{\kappa \in W} h^2_k \| f - f_h \|^2_{L^2(\kappa)} + \| G - G_h \|^2_{H^1(W)^d} + \| G - G_h \|^2_{L^2(W)^d} + \| \varepsilon_h - \varepsilon \|^2_{L^\infty(W)} + \| \nabla (\varepsilon_h - \varepsilon) \|^2_{L^2(W)^d} + \| \alpha(\varepsilon) - \alpha_h \|^2_{L^2(W)} + \| \beta(\varepsilon) - \beta_h \|^2_{L^2(W)} + \| w - w_h^{i+1} \|^2_{H^1(W)^d} + \| w - w_h^i \|^2_{H^1(W)^d} + \| p - p_h^{i+1} \|^2_{L^2(W)}.
\]

**Proof.** The estimation of the linearization indicator follows easily from the triangle inequality by introducing \( u \) in \( (n_{h,k}^\ell)^2 \).

Now, we aim to bound \( (n_{h,k}^D)^2 \). We proceed in three steps.

**First step:** We bound the first part of the indicator \( n_{h,k}^D \).
We take $v_h = 0$ in (4.5), we obtain:

$$
\sum_{\kappa \in T_h} \left\{ \int_{\kappa} \left( \varepsilon_h f_h + \frac{1}{Re} \text{div}(\varepsilon_h \nabla (w_h^{i+1} + G_h)) - \alpha_{\varepsilon_h} (w_h^{i+1} + G_h) - \beta_{\varepsilon_h} |G_h + w_h^{i+1}|(G_h + w_h^{i+1}) \right) dx \\
- \varepsilon_h ((G_h + w_h^{i+1}) \cdot \nabla)(G_h + w_h^{i+1}) - \frac{1}{2} \text{div}(\varepsilon_h (G_h + w_h^{i+1}))(G_h + w_h^{i+1}) - \varepsilon_h \nabla p_h^{i+1} \right\} v_{\kappa} \right. \\
\left. - \frac{1}{2} \varepsilon_h \int_{\kappa} \int_{\partial \kappa} \left( |\varepsilon_h \nabla (w_h^{i+1} + G_h) - p_h^{i+1}|(\sigma \cdot n) v_{\kappa} \right) \right\} dx \\
= -(\varepsilon_h (f - f_h), v) + \varepsilon_h (w_h, G, G - G_h, v) + d_h (G - G_h, w_h^{i+1} + G_h, v) \\
+ \beta_h (|w_h^{i+1} + G| - |w_h^{i+1} + G_h|)(w_h^{i+1} + G_h, v) + a_h (G - G_h, v) \\
+ \alpha (w - w_h^{i+1}, v) + c(w + G, w - w_h^{i+1}, v) + d(w - w_h^{i+1}, w_h^{i+1} + G, v) \\
+ \beta (|w + G| - |w_h^{i+1} + G|)(w_h^{i+1} + G, v) - b(v, p - p_h^{i+1}) - F_e (v) - F_{el} (v)
$$

(4.23)

We denote by $T_i, i = 1, 12$ the terms of the right hand side of the last equation. For a given $\kappa \in T_h$, we choose $v = v_{\kappa}$ as follows:

$$
v_{\kappa} = \begin{cases} 
(\varepsilon_h f_h + \frac{1}{Re} \text{div}(\varepsilon_h \nabla (w_h^{i+1} + G_h)) - \alpha_{\varepsilon_h} (w_h^{i+1} + G_h) - \beta_{\varepsilon_h} |G_h + w_h^{i+1}|(G_h + w_h^{i+1}) \\
- \varepsilon_h ((G_h + w_h^{i+1}) \cdot \nabla)(G_h + w_h^{i+1}) - \frac{1}{2} \text{div}(\varepsilon_h (G_h + w_h^{i+1}))(G_h + w_h^{i+1}) - \varepsilon_h \nabla p_h^{i+1}) \psi_{\kappa} \text{ on } \kappa, \\
0 \quad \text{on } \Omega \setminus \kappa,
\end{cases}
$$

where $\psi_{\kappa}$ is the bubble function of the element $\kappa$. Since this function vanishes outside $\kappa$ as well as on its boundaries, all volume integrals in (4.23) reduce to integrals on $\kappa$, and the edge (or face) integrals vanish. We then have:

$$
\left\| (\varepsilon_h f_h + \frac{1}{Re} \text{div}(\varepsilon_h \nabla (w_h^{i+1} + G_h)) - \alpha_{\varepsilon_h} (w_h^{i+1} + G_h) - \beta_{\varepsilon_h} |G_h + w_h^{i+1}|(G_h + w_h^{i+1}) \\
- \varepsilon_h ((G_h + w_h^{i+1}) \cdot \nabla)(G_h + w_h^{i+1}) - \frac{1}{2} \text{div}(\varepsilon_h (G_h + w_h^{i+1}))(G_h + w_h^{i+1}) - \varepsilon_h \nabla p_h^{i+1} \right\|_{L^2(\kappa)} \leq \sum_{i=1}^{12} |T_i|.
$$

(4.24)

We will bound each term of the right hand side of the last equation. For this purpose we denote by $(a, b) = \int_{\kappa} a \, dx$, use the Cauchy-Schwarz inequality, the fact that $G \in H^1(\Omega)^d$ and that $w_h^i$ is bounded in $H^1(\Omega)^d$, and the fact that $v_{\kappa}$ is in $H^1_0(\Omega)$ and that its support is $\kappa$ to show, for $1 \leq p \leq 6$, that

$$
\|v_{\kappa}\|_{L^p(\kappa)^d} = \|v_{\kappa}\|_{L^p(\Omega)^d} \leq S_p \|v_{\kappa}\|_{H^1(\Omega)^d} = S_p \|v_{\kappa}\|_{H^1(\kappa)^d}.
$$

We also use some times the properties of the Clément operator (4.3) to bound the term $G_h$ in $H^1(\Omega)^d$ and the inverse inequality (4.1) with this $\|v\|_{L^p(\kappa)^d} \leq C_p(\|v\|_{H^1(\kappa)^d})$.

The first term satisfies the following inequality:

$$
|T_1| = |(\varepsilon_h (f - f_h), v_{\kappa})| \leq \|f - f_h\|_{L^2(\kappa)^d} \|v\|_{L^2(\kappa)^d}.
$$

The second term can be treated as following:

$$
T_2 = (\varepsilon_h ((w_h^i + G) \cdot \nabla)(G - G_h), v_{\kappa}) + \frac{1}{2} \text{div}(w_h^i + G)(G - G_h), v_{\kappa}) \\
+ \beta_h |w_h^i + G||G - G_h|, v_{\kappa}) \\
\leq \|w_h^i + G\|_{L^2(\kappa)^d} \|G - G_h\|_{H^1(\kappa)^d} \|v_{\kappa}\|_{L^2(\kappa)^d} + \frac{1}{2} \|w_h^i + G\|_{H^1(\kappa)^d} \|G - G_h\|_{L^2(\kappa)^d} \|v_{\kappa}\|_{L^2(\kappa)^d} \\
+ \beta_M \|w_h^i + G\|_{L^2(\kappa)^d} \|G - G_h\|_{L^2(\kappa)^d} \|v_{\kappa}\|_{L^2(\kappa)^d} \\
\leq c_1 (\|G - G_h\|_{H^1(\kappa)^d} + \|G - G_h\|_{L^2(\kappa)^d}) h_{\kappa}^{-1} \|v\|_{L^2(\kappa)^d}.
$$
The third and fourth terms can be treated in similar way to \( T_2 \) and we get
\[
|T_3 + T_4| \leq c_2 \left( \|G - G_h\|_{H^1(\Omega)^d} + \|G - G_h\|_{L^2(\Omega)^d} \right) h_{|\cdot|}^{-1} \|v\|_{L^2(\Omega)^d}.
\]
By using (4.2), the fifth and sixth terms can be easily bounded as
\[
|T_5 + T_6| \leq c_4 \left( \|G - G_h\|_{H^1(\Omega)^d} + \|w - w_h^{i+1}\|_{H^1(\Omega)^d} \right) |v|_{H^1(\Omega)^d}
\leq c_4 \left( \|G - G_h\|_{H^1(\Omega)^d} + \|w - w_h^{i+1}\|_{H^1(\Omega)^d} \right) h_{|\cdot|}^{-1} \|v\|_{L^2(\Omega)^d}.
\]
Let us now bound the terms \( T_7, T_8 \) and \( T_9 \). By using the Green formula We have:
\[
T_7 + T_8 + T_9 = \frac{1}{2} \left( (v + G) \cdot \div (v - w_h^{i+1}) + v_h, v_h \right) - \frac{1}{2} \left( (v + G) \cdot \div (v - w_h^{i+1}) + v_h, v_h \right)
+ (\beta_h |w + G| - |w_h^{i+1} + G|)(w_h^{i+1} + G), v_h)
- \frac{1}{2} \left( (v - w_h^{i+1}) \cdot \div v_h, v_h + G) + (\beta |w + G| - |w_h^{i+1} + G|)(w_h^{i+1} + G), v_h)
\]

Then we get
\[
T_7 + T_8 + T_9 \leq \frac{1}{2} \||G + w||_{L^2(\Omega)^d} \|w - w_h^{i+1}\|_{H^1(\Omega)^d} \|v_h\|_{L^2(\Omega)^d} + \frac{1}{2} \||G + w||_{L^2(\Omega)^d} \|w - w_h^{i+1}\|_{L^2(\Omega)^d} \|v_h\|_{L^2(\Omega)^d}
+ \beta_M (|G + w| \|w - w_h^{i+1}\|_{L^2(\Omega)^d} \|v_h\|_{L^2(\Omega)^d} + \frac{1}{2} \||G + w||_{L^2(\Omega)^d} \|w - w_h^{i+1}\|_{L^2(\Omega)^d} \|v_h\|_{L^2(\Omega)^d})
+ \frac{1}{2} \||G + w||_{L^2(\Omega)^d} \|v_h\|_{H^1(\Omega)^d} \|G + w_h^{i+1}\|_{L^3(\Omega)^d} + \beta_M |w - w_h^{i+1}| \|G + w_h^{i+1}\|_{L^2(\Omega)^d} \|v_h\|_{L^2(\Omega)^d}
\]
and then
\[
T_7 + T_8 + T_9 \leq c_5 (\|w - w_h^{i+1}\|_{H^1(\Omega)^d} + \|w - w_h^{i+1}\|_{L^2(\Omega)^d}) h_{|\cdot|}^{-1} \|v_h\|_{L^2(\Omega)^d}
\]
The tenth term \( T_{10} \) can be bounded as follows:
\[
T_{10} = \left( (\div (\varepsilon \div (v_h, v_h)) \right) \right) \|\varepsilon \div (v_h)\|_{L^2(\Omega)^d} \|p - p_h^{i+1}\|_{L^2(\Omega)^d}
\leq c_6 (\|v_h\|_{H^1(\Omega)^d} \|\varepsilon \div (v_h)\|_{L^2(\Omega)^d} \|p - p_h^{i+1}\|_{L^2(\Omega)^d})
\leq c_7 \|v_h\|_{H^1(\Omega)^d} \|\varepsilon\|_{L^2(\Omega)^d} \|p - p_h^{i+1}\|_{L^2(\Omega)^d}.
\]
It remains to bound the last two terms of (4.23).

We begin with \( \mathcal{F}_{vl}(v) \):
\[
\mathcal{F}_{vl}(v) = -c_h (w_h^{i+1} + G, w_h^{i+1} + G, v_h) + c_h (w_h^{i+1} + G, w_h^{i+1} + G, v_h)
= d_h (w_h^{i+1} + G, v_h) + (\beta_h |w_h^{i+1} + G| - \|w_h^{i+1} + G\|_{H^1(\Omega)^d}) v_h)
\leq c_7 \|w_h^{i+1} + G\|_{H^1(\Omega)^d} \|v_h\|_{L^2(\Omega)^d}
\leq c_7 \|w_h^{i+1} + G\|_{H^1(\Omega)^d} \|v_h\|_{L^2(\Omega)^d}.
\]
The term \( \mathcal{F}_v \) can be bounded exactly as in the proof of Theorem 4.3 (see (4.16)) and we get
\[
\mathcal{F}_v \leq c_8 \left( \|\varepsilon - \varepsilon\|_{L^2(\Omega)^d} + \|\div \varepsilon\|_{L^2(\Omega)^d} + \|\alpha\|_{L^2(\Omega)^d} \|p - p_h^{i+1}\|_{L^2(\Omega)^d} \right) h_{|\cdot|}^{-1} \|v_h\|_{L^2(\Omega)^d}.
\]
Finally, by regrouping all the above inequalities, Relation (4.24) multiplied by \( h_{|\cdot|} \) gives by using Property 4.1,
\[
h_{|\cdot|} \varepsilon_h f_h + \frac{1}{2} \|\div (\varepsilon_h \div (w_h^{i+1} + G_h)) - \alpha_{\varepsilon_h} (w_h^{i+1} + G_h) - \beta_{\varepsilon_h} |G_h| w_h^{i+1} \|G_h + w_h^{i+1}\|_2 \|v_h\|_{L^2(\Omega)^d} \varepsilon_h \div (w_h^{i+1} + G_h)
\leq c \left( h_{|\cdot|} \|f - f_h\|_{L^2(\Omega)^d} + \|G - G_h\|_{H^1(\Omega)^d} + \|G - G_h\|_{L^2(\Omega)^d}
+ \|\varepsilon - \varepsilon_h\|_{L^2(\Omega)^d} + \|\div \varepsilon - \div \varepsilon_h\|_{L^2(\Omega)^d} + \|\alpha\|_{L^2(\Omega)^d} \|p - p_h^{i+1}\|_{L^2(\Omega)^d} \right) h_{|\cdot|}^{-1} \|v_h\|_{L^2(\Omega)^d}.
\]

(4.25)
**Second step**: We bound the second part of the indicator $\eta_{i,k}^D$.

Rewriting Equation (4.23) we infer

$$\frac{1}{2} \sum_{\kappa \in \mathcal{T}_h} \sum_{\varepsilon \in \varepsilon_{\kappa} \cap \kappa} \int_{\varepsilon} \left( \frac{1}{Re} \varepsilon_h \nabla (w_{h+1}^i + G_h - p_{h+1}^i)(\sigma) \cdot n \right) v d\sigma$$

$$= \sum_{\kappa \in \mathcal{T}_h} \int_{\kappa} \left( \varepsilon_h f_h + \frac{1}{Re} \text{div}(\varepsilon_h \nabla (w_{h+1}^i + G_h)) - \alpha_{\varepsilon_h}(w_{h+1}^i + G_h) - \beta_{\varepsilon_h}(G_h + w_{h+1}^i) - \frac{1}{2} \text{div}(\varepsilon_h(G_h + w_{h+1}^i)) \right) dx$$

$$- \varepsilon_h((G_h + w_{h}^i) \cdot \nabla)(G_h + w_{h+1}^i) - \frac{1}{2} \text{div}(\varepsilon_h(G_h + w_{h+1}^i)) - \varepsilon_h \nabla p_{h+1}^i \right) v dx$$

$$+ (\varepsilon_h(f - f_h), v) - c_h(w_{h+1}^i + G_h, G - G_h, v) - d_h(G - G_h, w_{h+1}^i + G_h, v)$$

$$- (\beta_h(|w_{h+1}^i + G| - |w_{h+1}^i + G_h|)(w_{h+1}^i + G_h), v) - a_h(G - G_h, v)$$

$$- a(w - w_{h+1}^i, v) - c(w + G, w - w_{h+1}^i, v) - d(w - w_{h+1}^i, w_{h+1}^i + G, v)$$

$$- (\beta(|w + G| - |w_{h+1}^i + G|)(w_{h+1}^i + G), v) + b(v, p - p_{h+1}^i) + \mathcal{F}_e(v) + \mathcal{F}_d(v).$$

(4.26)

For a given $e \in \Gamma$, we denote by $(\kappa, \kappa') \in (\mathcal{T}_h)^2$ the two elements that share $e$ and set

$$v = v_e = \begin{cases} \mathcal{L}_e \left( \frac{1}{Re} \varepsilon_h \nabla (w_{h+1}^i + G_h) - \bar{p}_{h+1}^i n \psi_e \right) & \text{on } (\kappa, \kappa'), \\ 0 & \text{on } \Omega \setminus (\kappa \cup \kappa'), \end{cases}$$

where $\psi_e$ is the edge-bubble (or face-bubble) function and $\mathcal{L}_e$ the lifting operator.

We consider Equation (4.26) and we replace $v = v_e$ to get

$$\frac{1}{2} \left\| \left( \frac{1}{Re} \varepsilon_h \nabla (w_{h+1}^i + G_h) - \bar{p}_{h+1}^i n \psi_e \right) \right\|_{L^2(\mathcal{E}_e)}^2$$

$$= \int_{\kappa \cup \kappa'} \left( \varepsilon_h f_h + \frac{1}{Re} \text{div}(\varepsilon_h \nabla (w_{h+1}^i + G_h)) - \alpha_{\varepsilon_h}(w_{h+1}^i + G_h) - \beta_{\varepsilon_h}(G_h + w_{h+1}^i) \right) dx$$

$$- \varepsilon_h((G_h + w_{h}^i) \cdot \nabla)(G_h + w_{h+1}^i) - \frac{1}{2} \text{div}(\varepsilon_h(G_h + w_{h+1}^i)) - \varepsilon_h \nabla p_{h+1}^i \right) v_e dx$$

(4.27)

We use the Cauchy-Schwarz inequality, multiply by $h_e$, bound all the terms of the second member exactly as we did in the previous step, use Property 4.2, simplify by $h_e^{1/2} |v_e|_{L^2(\mathcal{E}_e)}$, square the resulting inequality and, for a given $\kappa$, we sum over $e \in \partial \kappa$; we obtain:

$$\sum_{\varepsilon \in \varepsilon_{\kappa} \cap \kappa} h_e \left\| \left( \frac{1}{Re} \varepsilon_h \nabla (w_{h+1}^i + G_h) - \bar{p}_{h+1}^i n \psi_e \right) \right\|_{L^2(\mathcal{E}_e)}^2 \leq L(w_{\kappa}),$$

(4.28)

where $w_{\kappa}$ denotes the set of elements of $\mathcal{T}_h$ that share at least one edge (or face when $d = 3$) with $\kappa$.

**Third step**: We bound in this step the last part of the indicator $\eta_{i,k}^D$.

Equation (4.9) gives for all $q \in M$:

$$\int_{\Omega} \text{div}(\varepsilon(w - w_{h+1}^i)) \ q dx = - \int_{\Omega} \text{div}((\varepsilon - \varepsilon_h) w_{h+1}^i) \ q dx - \int_{\Omega} \text{div}(\varepsilon_h w_{h+1}^i) \ q dx$$

$$= - \int_{\Omega} (\varepsilon - \varepsilon_h) \text{div}(w_{h+1}^i) \ q dx - \int_{\Omega} \nabla(\varepsilon - \varepsilon_h) \cdot w_{h+1}^i \ q dx - \int_{\Omega} \text{div}(\varepsilon_h w_{h+1}^i) \ q dx.$$

(4.29)

We choose for a given $\kappa \in \mathcal{T}_h$

$$q = q_{\kappa} = \text{div}(\varepsilon_h w_{h+1}^i) \xi_\kappa,$$

where $\xi_\kappa$ denotes the characteristic function of $\kappa$. We obtain by using $\text{div}(\varepsilon w) = 0,$
At each refinement level mesh, we introduce the relative total error indicator given by
\[ \eta \in \mathcal{X} \]
applications. For the adaptive mesh (refinement and coarsening), we use routines in FreeFem++. criteria (5.1)).

These indicators are used for mesh adaptation by the adapted mesh algorithm introduced in [5]. For a
given mesh, the iterations are stopped following the criteria
\[ \eta^D \leq \tilde{\gamma} \eta^D \]

where \( \tilde{\gamma} = 0.01 \). For the study of the dependence of the stopping criteria (5.1) with \( \tilde{\gamma} \), we refer to [16] and [18] where the authors introduce this new stopping criterion and choose in practice \( \tilde{\gamma} = 0.1 \) in their numerical experiments. In this work, we choose the same value taken in [5], \( \tilde{\gamma} = 0.01 \) for our numerical applications. For the adaptive mesh (refinement and coarsening), we use routines in FreeFem++.

At each refinement level mesh, we introduce the relative total error indicator given by
\[ E_{total} = \frac{\eta^D}{\|u\|_X + \|p\|_{\mathcal{M}}} \]
5.1. First test case. This academic case deals with numerical tests for a given exact solution \((u, p)\) of Problem (2.7) where \(\Omega = [0, 1]^2\) and \(g = 0\). We consider the following porosity

\[
e(\tau, y) = \frac{1 + e^{x+y}}{10},
\]

and the following Darcy and Forchheimer terms

\[
\alpha(\varepsilon) = (1 - \varepsilon)^2, \quad \beta(\varepsilon) = 1 + \varepsilon.
\]

The exact solution is given by \((u, p) = (1 + \varepsilon \nabla \psi, p)\) where,

\[
\begin{align*}
\psi(x, y) &= e^{-30(x-0.5)^2+(y-0.5)^2}, \\
p(x, y) &= \cos(\pi x) \cos(\pi y).
\end{align*}
\]

We can check easily that \(u|_{\Gamma} = 0\) and \(\text{div}(\varepsilon u) = 0\). Furthermore, as \(g = 0\), then we can consider \(G = 0\).

We begin by testing the convergence of the iterative scheme (3.17) for a uniform mesh with respect to the Reynolds number \(Re\). In this case, we use the following classical stopping criterion:

\[
\eta^L_i \leq 1e - 6.
\]

The first numerical simulations corresponding to scheme (3.17) with \(N = 40\) show that the algorithm converges for \(Re \leq 130\). These results are coherent with the literature (see for instance [5] for more details) which announces that the convergence depends on the Reynolds number.

In [5], the authors proposed a simple modification (a relaxed numerical scheme) of their numerical scheme allowing to get convergence for a larger range of Reynolds numbers; by conducting their idea to our problem, we introduce the following relaxed iterative scheme (\(w^i_h = \tilde{u}^i_h\) as \(G = 0\)):

\[
\begin{align*}
&\forall \psi_h \in X_{oh}, \quad a_h(\tilde{u}^{i+1}_h, \psi_h) + d_h(\tilde{u}^{i+1}_h, \tilde{u}^{i+1}_h, \psi_h) + (\beta(\varepsilon_h)|\tilde{u}^{i+1}_h|, \psi_h) - b_h(\psi_h, \tilde{p}^{i+1}_h) = \ell_h(\psi_h), \\
&\forall q_h \in M_{oh}, \quad b_h(\tilde{u}^{i+1}_h, q_h) = 0,
\end{align*}
\]

where

\[
\tilde{u}^i_h = \frac{u^i_h + u^{i-1}_h}{2}.
\]

In our tests, Scheme (5.3) for \(N = 40\) and with the stopping criterion \(\eta^L_i \leq 10^{-6}\), converges for large values of \(Re \leq 2000\). Thus, we adopt this relaxed method for numerical tests.

The indicators corresponding to the iterative scheme (5.3) will reduce in this case to (\(u^{i+1}_h = \tilde{w}^{i+1}_h\))

\[
\eta^D_{h,\varepsilon} = \|\tilde{u}^{i+1}_h - u^i_h\|_{H^1(\alpha, \varepsilon)}, \\
\eta^L_{h,\varepsilon} = \|\tilde{u}^{i+1}_h - u^i_h\|_{H^1(\varepsilon, \alpha)},
\]

where \(\varepsilon_h\) is the \(P_1\) finite element approximation of \(\varepsilon\), that is \(\varepsilon_h\) defined as the finite element interpolate of the porosity.

We define also the following relative total error between the exact and numerical solutions

\[
\text{err} = \frac{\|u - u_h\|_{\text{X}} + \|p - p_h\|_{\text{M}}}{\|u\|_{\text{X}} + \|p\|_{\text{M}}}
\]

where \((u_h, p_h)\) is the numerical solution on a given mesh and after convergence on the iterations \(i\) (by using the stopping criteria (5.1)).

All computations start on a uniform initial triangular mesh obtained by dividing \(\Omega\) into \(N^2\) triangles (each edge is divided into \(N\) segments of equal length). Furthermore, the numerical results showed in the
following are performed for $u^0_h = 0$ and $Re = 500$.

Figures 1-4 show the evolution of the mesh during the refinement levels of the algorithm when the algorithm starts with a uniform mesh produced with $N = 20$. We remark that, from an iteration to another, the concentration of the refinement is on the complex vorticity region.

Figure 1. Initial mesh (800 triangles)

Figure 2. Second level mesh (2152 triangles)

Figure 3. Fourth level mesh (6662 triangles)

Figure 4. Eighth level mesh (61255 triangles)

Next, in the left part of Figure 5, we compare the relative total error $err$ with respect to the total number of unknowns in logarithmic scale, for both uniform and adaptive numerical algorithms. In the right part of Figure 5, we show a comparison of the global error for the indicators $E_{total}$ with respect to the total number of unknowns in logarithmic scale for the adaptive and refinement methods. Both parts of Figure 5 show clearly the advantage of the adaptive method versus the uniform one since the total errors are smaller.

We define the efficiency index by

$$ EI = \frac{\eta^D}{|u_h - u|_X + \|p_h - p\|_M}. $$

(5.5)
In Table 5.1, we can see the value of the efficiency index for different values of unknowns STU:

| STU       | EI    |
|-----------|-------|
| 32634     | 0.216 |
| 107910    | 0.256 |
| 203523    | 0.282 |
| 360143    | 0.284 |
| 619479    | 0.304 |
| 1051195   | 0.306 |
| 1720257   | 0.328 |
| 2886564   | 0.347 |
| 4853220   | 0.371 |
| 7270008   |       |

TABLE 1. Repartition of EI with respect to the total number of unknowns STU.

We can see that the coefficient EI increases from 0.216 to 0.371 when the STU number increases from 32634 to 7270008.

5.2. Second test case. In this section we will show numerical investigations corresponding to the flow in packed bed reactors such as those studied [12, 35, 37, 1]. In [12], the authors treat a numerical iterative scheme and study the dependency of the convergence with respect to the velocity in the inlet part of the domain for different values of the Reynolds number $Re$.

In this case, the considered smooth porosity is the following:

$$\varepsilon(x,y) = 0.45 \left(1 + \frac{1 - 0.45}{\varepsilon} e^{-\left(1-y\right)}\right).$$

The Darcy and Forchheimer terms are defined in [1, 32]:

$$\alpha(\varepsilon) = \frac{150}{Re} \left(\frac{1 - \varepsilon}{\varepsilon}\right)^2, \quad \beta(\varepsilon) = 1.75 \left(\frac{1 - \varepsilon}{\varepsilon}\right).$$

It is easy to see that they satisfy all the assumptions 2.2.

We set $\Omega = [0, 2] \times [0, 1]$. We distinguish between the inlet, outlet, and membrane parts of the boundary $\Gamma$ and denote them by $\Gamma_{in}$, $\Gamma_{out}$, and $\Gamma_w$, respectively. Let

$$\Gamma_{in} = \{0\} \times [0, 1], \quad \Gamma_{out} = \{2\} \times [0, 1] \quad \text{and} \quad \Gamma_w = [0, 2] \times (\{0\} \cup \{1\}).$$

At the inlet $\Gamma_{in}$ and at the membrane wall $\Gamma_w$ we prescribe Dirichlet boundary conditions, namely, the flow conditions

$$u|_{\Gamma_{in}} = u_{in} = (C_{in}(1-y)y, 0) \quad \text{and} \quad u|_{\Gamma_w} = 0,$$

where $C_{in} > 0$. At the outlet $\Gamma_{out}$ we set the following outflow boundary condition:

$$\varepsilon \left(\frac{1}{Re} \frac{\partial u}{\partial n} - pn\right) = 0,$$

where $n$ denotes the outer normal. This last boundary condition results from the integration by parts when deriving the weak formulation, and it is called the do-nothing boundary condition.
In this section, we take $f = 0$ and we have

$$\mathbf{g} = \begin{cases} 0 & \text{on } \Gamma_w, \\ \mathbf{u}_n & \text{on } \Gamma_{in}, \end{cases}$$

then, we can take $\mathbf{G} = (C_{in}(1 - y)g, 0)$ since we have $\mathbf{G} \in X$ and $\text{div}(\mathbf{G}) = 0$. Thus the iterative scheme is the following: Find $(\tilde{\mathbf{w}}^{i+1}_h, \tilde{p}^{i+1}_h) \in Y_{0h} \times M_h$ such that for all $(\mathbf{v}_h, q_h) \in Y_{0h} \times M_h$

$$\begin{align*}
\{ & a_h(\tilde{\mathbf{w}}^{i+1}_h + \mathbf{G}, \mathbf{v}_h) + d_h(\tilde{\mathbf{w}}^i_h + \mathbf{G}, \tilde{\mathbf{w}}^{i+1}_h + \mathbf{G}, \mathbf{v}_h) + (\beta(\varepsilon_h)|\tilde{\mathbf{w}}^i_h + \mathbf{G}|(\tilde{\mathbf{w}}^{i+1}_h + \mathbf{G}), \mathbf{v}_h) - b_h(\mathbf{v}_h, \tilde{p}^{i+1}_h) = 0, \\
& b_h(\tilde{\mathbf{w}}^{i+1}_h, q_h) = 0,
\end{align*}$$

where

$$\tilde{\mathbf{w}}^i_h = \frac{\tilde{\mathbf{w}}^i_h + \tilde{\mathbf{w}}^{i-1}_h}{2}$$

and

$$Y_{0h} = X_h \cap \{ \mathbf{w}|_{\Gamma_{in} \cup \Gamma_w} = 0 \}.$$

The corresponding indicators are:

$$\begin{align*}
\eta^{L}_{h,N} & = \| \tilde{\mathbf{w}}^{i+1}_h - \mathbf{w}^i_h \|_{H^1(h)}^2, \\
\eta^{D}_{h,N} & = h_n \| \frac{1}{\text{Re}} \text{div}(\varepsilon_h \nabla (\tilde{\mathbf{w}}^{i+1}_h + \mathbf{G}_h)) - \alpha_{eh}(\tilde{\mathbf{w}}^{i+1}_h + \mathbf{G}_h) - \varepsilon_h ((\tilde{\mathbf{w}}^i_h + \mathbf{G}_h) \cdot \nabla)(\tilde{\mathbf{w}}^{i+1}_h + \mathbf{G}) \\
& \quad - \frac{1}{2} \text{div}(\varepsilon_h (\tilde{\mathbf{w}}^i_h + \mathbf{G}_h)(\tilde{\mathbf{w}}^{i+1}_h + \mathbf{G}_h) - \beta_{eh}[(\tilde{\mathbf{w}}^i_h + \mathbf{G}_h)((\tilde{\mathbf{w}}^{i+1}_h + \mathbf{G}_h) - \varepsilon_h \nabla \tilde{p}^{i+1}_h || L^2(h))^2 \\
& \quad + \frac{1}{2} \sum_{\varepsilon \in \varepsilon_n} h_e^{1/2} \|[(\frac{1}{\text{Re}} \varepsilon_h \nabla (\tilde{\mathbf{w}}^{i+1}_h + \mathbf{G}_h) - \tilde{p}^{i+1}_h \mathbf{I})(\sigma) \cdot \mathbf{n}) || L^2(h)|^2 + \| \text{div}(\varepsilon_h (\tilde{\mathbf{w}}^{i+1}_h + \mathbf{G}_h)) || L^2(h). \end{align*}$$

In the following, we will show numerical results corresponding to the iterative scheme (5.6). The main idea is to compare the uniform and adaptive methods. All the numerical results of this section are performed with an initial guess $\mathbf{u}^0_h = 0$ and with a uniform initial mesh containing $4N^2$ triangles with $N = 60$. The algorithm is stopped by using the stopping criterion (5.1).

Figure 6-9 show the total error indicator with respect of the total number of unknowns for $Re = 100, 500, 1000, 2000$ and for $C_{in} = 0.2$. We can see clearly the advantage of the adapt method versus the uniform one.

6. Conclusion

In this work, we have derived a posteriori error estimates for the finite element discretization of the Brinkman-Darcy-Forchheim system. These estimates yield an upper bound of the error which is computable up to unknown constants and allows to distinguish the discretization and the linearization errors. In this work, we show the advantages of the adaptive mesh refinement versus the uniform mesh method.
Figure 6. $Re = 100, C_{in} = 0.2$

Figure 7. $Re = 500, C_{in} = 0.2$

Figure 8. $Re = 1000, C_{in} = 0.2$

Figure 9. $Re = 2000, C_{in} = 0.2$
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