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Abstract: Models of computation are fundamental notions in computer science; consequently, they have been the subject of countless research papers, with numerous novel models proposed even in recent years. Amongst a multitude of different approaches, many of these methods draw inspiration from the biological processes observed in nature. P systems, or membrane systems, make an analogy between the communication in computing and the flow of information that can be perceived in living organisms. These systems serve as a basis for various concepts, ranging from the fields of computational economics and robotics to the techniques of data clustering. In this paper, such utilization of these systems—membrane system–based clustering—is taken into focus. Considering the growing number of data stored worldwide, more and more data have to be handled by clustering algorithms. Too. To solve this issue, bringing these methods closer to the data, their main element provides several benefits. Database systems equip their users with, for instance, well-integrated security features and more direct control over the data itself. Our goal is if the type of the database management system is given, e.g., NoSQL, but the corporation or the research team can choose which specific database management system is used, then we give a perspective, how the algorithms written like this behave in such an environment, so that, based on this, a more substantiated decision can be made, meaning which database management system should be connected to the system. For this purpose, we discover the possibilities of a clustering algorithm based on P systems when used alongside NoSQL database systems, that are designed to manage big data. Variants over two competing databases, MongoDB and Redis, are evaluated and compared to identify the advantages and limitations of using such a solution in these systems.
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1. Introduction

One of the main goals of data mining is to observe previously unrecognized correlations and patterns in the designated data set. This procedure involves the use of the different kinds of learning methods, to be specific, reinforcement, supervised, and unsupervised learning. The techniques used in data clustering can be classified into the latter category of these methods. P systems, otherwise known as membrane systems are concurrent models of computation stemming from nature, namely, from the processes in biological cells in living organisms, as the authors of [1] described them. Generally, any nontrivial biological system is a hierarchical construct where an intricate flow of materials and information takes place and which can be interpreted as a computing process.

NoSQL (or non-relational) database systems provide the user with simple, yet efficient mechanisms to store and retrieve large volumes of data—thus these systems are often utilized in big data applications. Some of the frequent operations may be faster in such systems compared to conventional relational databases, as it is discussed by the authors of [2], also yielding better control over availability and improved scaling possibilities. In addition, a secure environment is provided by these systems as well, for the case
when working with sensitive data. For instance, the mechanisms of authentication and encryption are directly implemented and immediately available. Two such systems are the widely used MongoDB and Redis database systems. High-level programming languages, such as Python 3—for which the `pymongo` and `redis` packages enable the user to access MongoDB and Redis database methods directly—can be a basis of any desired user-defined algorithms aiming to take advantage of the potential of these systems.

Usually, in real corporal or research environments, the data and the database management system are given, which only solves the optimization of the SQL or NoSQL queries. We suppose that this part of the system, the data, and the database manager are given, so the process must use the database manager. The performance of an application can not be lead back only to the SQL optimization, since the application can use its own methods and functions, that the SQL optimizer can not evaluate, optimize. For this reason, the performance of the applications connected to the database manager can only be measured implicitly with the called database manager as it is illustrated in Figure 1.
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**Figure 1.** System architecture.

For this purpose, we blend the four previously described notions into a single solution, using both MongoDB and Redis. Thus, based on membrane systems with evolutionary rules, more variants (directly utilizing the two NoSQL databases) of an algorithm solving the clustering problem have been implemented and examined. The systems are compared based on experiments on the storage size required to store our data points and the running time and memory usage during the calculations. We make a suggestion about which system and how it could be utilized as a data source for membrane clustering.

The rest of this paper is arranged as follows. In Section 2.1, the previous work related to clustering algorithms is introduced, followed by Sections 2.2–2.4 discussing the works related to membrane systems, membrane clustering and NoSQL. Section 2.5 outlines the concerning notions in detail. Section 3.1 describes the conducted experiments, with their outcomes presented in Section 3.2. The final conclusions are gathered in Section 4.1. Lastly, in Section 4.2, possibilities are suggested for future work.
2. Materials and Methods

2.1. Clustering Algorithms

In this section, we discuss some fundamental notions and works about clustering algorithms that relate to this paper since in this paper we use a clustering algorithm. Clustering algorithms have the objective of discovering—based on a certain value, a function of goodness—groupings of a specified data set. That is, each data point in this set belongs to a group. The similarity of the members in such a cluster is maximized, while the similarity of the points in separate groups is as low as possible. There are many distinct approaches to solve the clustering problem (centroid-based, density-based, connectivity-based), each bearing its strong points. In some solutions, the number of clusters is given a priori (e.g., the well-known $k$-means algorithm [3]), while other variations calculate the best possible value automatically (like in the paper [4]).

Some methods result in hard clusters, where each data point is contained in exactly one group; and some in fuzzy partitions, in which case a point may belong to more clusters to a certain extent. The authors of [5] presented a survey of these. Amongst other approaches, evolutionary optimization methods have been utilized as a basis for clustering algorithms to achieve better results compared to rival solutions. Thus, numerous techniques employing simulated annealing (SA), genetic algorithm (GA), artificial bee colony (ABC), differential evolution (DE) and particle swarm optimization (PSO), or even a combination of these as their frameworks, were introduced—many of which have proven to be beneficial over other strategies.

For example, in [6], the authors proposed two new approaches using particle swarm optimization to cluster data. It finds the centroids of a specified number of clusters, then it is used with K-means clustering. The other algorithm uses particle swarm optimization to refine the clusters formed by K-means. The Artificial Bee Colony algorithm is introduced by the authors of [7], which simulates the intelligent foraging behavior of a honey bee swarm. It is used for data clustering on benchmark problems. In [8], the authors described an application of Differential Evolution to automatically cluster large unlabeled data sets. No prior knowledge is required about the data to be classified. It determines the optimal number of partitions of the data.

There are later heuristics that also can be considered: Red Fox Optimization (RFO), Polar Bear Optimization (PBO), and Chimp Optimization Algorithm (ChOA). In the method introduced in [9], the authors used a model of polar bear behaviors as a search engine for optimal solutions. The proposed simulated adaptation to harsh winter conditions is an advantage for local and global search, while the birth and death mechanism controls the population. The authors of [10] proposed a mathematical model of red fox habits, searching for food, hunting, and developing population while escaping from hunters. Their model is based on local and global optimization methods with a reproduction mechanism. In [11], a mathematical model of diverse intelligence and sexual motivation of chimps is proposed. In this regard, four types of chimps entitled attacker, barrier, chaser, and driver are employed for simulating diverse intelligence. This metaheuristic algorithm is designed to further alleviate the problems of slow convergence speed and trapping in local optima when solving high-dimensional problems. Comparing to other examined heuristics, based on [9–11], the results of these latest heuristics were the best in some cases while in other experiments PSO received better results, meaning PSO is still a strong heuristic.

2.2. Membrane Systems

In this section, we discuss some fundamental notions and works about membrane systems or P systems that relate to this paper since in this paper we use a P system–based algorithm. In membrane systems, various types of membranes delimit the parts in a biological system, from the cell membrane to the skin of organisms, and virtual membranes which delimit, for instance, parts of an ecosystem. In biology and chemistry, membranes keep together certain chemicals and leave other chemicals to pass selectively. Such a system takes the form of a certain structure—a tree or an arbitrary graph, in cell-like and tissue-like
membrane systems, respectively—consisting of cells as vertices, which work as parallel computing units. Each cell defines a region, containing evolution rules (delineating the calculations that may occur in the system as a sequence of transitions between its states) and a multiset of objects. A step of the computation is determined by choosing from all available rules nondeterministically, in a maximally parallel manner. When a step is applied, the system gets to a novel state or configuration; and the calculation terminates when there is no possibility for any transitions, that is, there are no rules in any of the cells that could be applied. The result of the computation may be defined by the state of a specific cell after the system halts, as they are described by the authors of [12].

In the following, we describe the principal notions using the example of Figure 2. Membranes are arranged hierarchically in the membrane structure of a P system, embedded in a skin membrane, that separates the system from the environment. A membrane is an elementary membrane if it does not contain any membrane inside. Membranes define regions. In this example, the membranes are labeled by positive integers to make them addressable in the computations. These labels can also be used to identify the regions that the membranes delimit.

Figure 2. Example membrane structure [13].

Formally P automation with \( n \geq 1 \) membranes is a construct

\[ \Pi = (V, T, C, \mu, w_1, \ldots, w_n, (R_1, p_1), \ldots, (R_n, p_n)) \]

where

- \( V \) is a finite alphabet of objects;
- \( T \subseteq V \) is the output alphabet;
- \( C \subseteq V - T \) is catalyst;
- \( \mu \) is a membrane structure, containing the \( n \) membranes;
- \( w_i \) (\( 1 \leq i \leq n \)) are strings representing multisets over \( V \) associated with regions \( 1, 2, \ldots, n \) of \( \mu \);
- \( R_i \) (\( 1 \leq i \leq n \)) is a finite set of evolution rules associated with region \( i \) for all \( i \);
- \( p_i \) is a partial order relation over \( R_i \)

Evolution rules are pairs \( (u, v) \) and can be written in the form of \( u \rightarrow v \), where \( u \) is a string over \( V \) and \( v = v' \delta \) where \( \delta \) is a special symbol not in \( V \) or \( v = v' \) where \( v' \) is a string over \( \{a_{\text{here}}, a_{\text{out}}, a_{\text{in}}\} | a \in V, 1 \leq j \leq n \} \).

Here is a simple example initial configuration of Figure 3:

\[ \Pi = (V, T, C, \mu, w_3, w_3, (R_1, p_1), (R_2, p_2), (R_3, p_3)) \]
where

- $V = \{a, b, d, e, f\}$, $T = \{e\}$, $C = 0$;
- $\mu = [1|2|3|3|2|1]$;
- $w_1 = \lambda$, $R_1 = \{e \rightarrow e_{\text{out}}\}$, $p_1 = 0$;
- $w_2 = \lambda$, $R_2 = \{b \rightarrow d, d \rightarrow de, r_1 : ff \rightarrow f, r_2 : f \rightarrow \delta\}$, $p_2 = \{r_1 > r_2\}$;
- $w_3 = af$, $R_3 = \{a \rightarrow ab, a \rightarrow b\delta, f \rightarrow ff\}$, $p_3 = 0$;

**Figure 3.** Example initial configuration [13].

P systems, or membrane systems and their possibilities regarding their applications in real-life problems have been in the center of attention of many researchers over the years. They have been successfully utilized to solve numerous problems in distinct fields. Ref. [14] contains ideas on why and how purely communicating P systems can be interpreted as complex natural systems. The author gave a summary of the most relevant results concerning these P systems and provide interpretation in terms of complex systems, proposed open problems, and new directions for future research. The authors used this system in a parallel implementation for image segmenting in [15] with gradient-based edge detection in the CUDA architecture. Researchers utilized membrane system for image processing in [16]. The authors of this work presented the MAQIS membrane algorithm, where they combined membrane computing with a quantum-inspired evolutionary approach. They verified the effectiveness of their system and conducted experiments showing that it outperforms some other approaches.

In [17], the authors performed an overview of the approaches of hardware implementation in the area of P systems. They compared and evaluated quantitative and qualitative attributes of FPGA-based implementations and CUDA-enabled GPU-based simulations. The researchers used membrane computing for computational economics, where the authors of [18] designed a solution for the producer-retailer problem based on PDP systems and simulated the models in the framework by P-Lingua and MeCoSim. The authors of [19] presented the problem of spiking neural P systems having some shortcomings in numerical calculations. They combined third-generation neural network models, SNP systems with membrane computing, proposing spiking neural membrane computing models (SNMC models) to improve the implementation of SNP systems.

In [20], the authors analyzed the problems of the matrix representation of SNP systems and represented some variants of SNP systems. Based on a novel compressed representation for sparse matrices they also provided a new simulation algorithm and concluded which SNP system variant better suits their new compressed matrix representation. Boolean propositional satisfiability (SAT) problem is a widely studied NP-complete problem. In [21] the authors proposed a new algorithm for SAT problem which uses a simplification rule,
the splitting rule for the traditional membrane computing algorithm of SAT problem. Based on the article, this approach can reduce time and space complexity.

P systems with antiport rules simulate register machines. In [22] the authors demonstrated three universal antiport P systems of bounded size and presented universal antiport P systems. The authors of [23] constructed simulating time Petri net to retain important characteristics of the Petri net model, that the firings of the transitions can take place in any order, and it is not needed to introduce maximal parallelism in the Petri net semantics, so they exploited the gain in computational strength obtained by the introduction of the timing feature for Petri nets.

In [24], the authors introduced the notion of a P automaton with one-way communication, a concept related both to P systems and the traditional concept of automata. They show that for any recursively enumerable language, a P automaton and a certain type of projection can be constructed such that the given language is obtained as the image of the set of accepted input multiset sequences of the P automaton. The authors of [25] proposed and preliminarily investigated the possibility of transforming a configuration of a P system into another configuration, employing a given set of rules acting both on the membranes and on the multisets of objects.

In [26], the authors constructed P colony simulating interactive processes in a reaction system, where P colonies are abstract computing devices modeling communities of very simple reactive agents living and acting in a jointly shared environment, and reaction systems were proposed as components representing basic chemical reactions that take place in a shared environment. As the last example, the authors of [27] utilized membrane computing for self-reconfigurable robots. They tested the method with computer simulations and real-world experiments too.

2.3. Membrane Clustering

In this section, we discuss some works that utilized membrane systems or P systems for clustering that relate to this paper since in this paper we use a P system–based clustering algorithm. Membrane computational models were proposed as a basis for algorithms in cluster analysis as well. Many variants of the clustering problem were solved with the help of membrane systems as frameworks, achieving highly competitive results in a lot of cases compared to their counterparts based on other approaches, in the terms of their performance and stability. The mentioned types of clustering include automatic, multi-objective, or kernel-based clustering and most proposed mechanisms use a centroid-based approach.

In [28], the authors presented a classification algorithm involving GPUs, allocating dependent objects and membranes to the same threads and thread blocks to decrease the communication between these threads and thread blocks and to allow GPUs to maintain the highest occupancy possible. In [29], the authors presented a review of 65 nature-inspired algorithms used for automatic clustering with their main components in the formulation of the metaheuristics.

In [30], the authors proposed a multiobjective clustering framework for fuzzy clustering where they designed a tissue-like membrane system. They also used artificial and real-life data for the evaluation and compared it with other techniques. To handle non-spherical cluster boundaries, the authors of [31] introduced a kernel-based membrane clustering algorithm: KMCA. It uses a tissue-like P system to determine the optimal cluster centers. The paper also includes comparisons with other algorithms. In [32], the authors introduced a clustering membrane system, named PSO-CP. It uses a cell-like P system with active membranes based on particle swarm optimization.

Most of the mentioned methods utilize nature-inspired metaheuristics—i.e., differential evolution or particle swarm optimization [33]—to describe the rules of evolution in the system that define the processes of the computation. The notion of simulated annealing has also been employed with similar intents by the authors of [34], where a partition-based clustering algorithm under the framework of membrane computing is proposed. It is based
on a tissue-like P system, which is used to exploit the optimal cluster centers for a data set. The authors evaluated their approach on artificial and real-life data sets and compared it with approaches based on k-means. In the end, after surveying the related works about membrane clustering, we decided to base our algorithm on the solution presented in [35], which is going to be described in more detail.

2.4. NoSQL

In the following section, we explore some of the works that investigated NoSQL, MongoDB, and Redis too. As the authors of [36] describe Redis, Redis is a data structure server with an in-memory data set for speed. It is not a simple key-value store, it implements data structures allowing keys to containing for example binary-safe strings, hashes, sets, and sorted sets, or lists. Based on [37] the developers of MongoDB aimed to create a database that worked with documents, usually with JSON in this case, and that was fast, scalable, and easy to use.

The authors of [38] used a combination of NoSQL databases applied to information management systems to replace traditional databases like Oracle, comparing the traditional database system with the combination of MongoDB and Redis and presented the performance comparison of these two schemas. In [39], the authors compared different NoSQL databases and evaluated their performance according to the typical usage for storing and retrieving data. They tested 10 NoSQL databases using a mix of operations with Yahoo! Cloud Serving Benchmark to understand how performance is affected by each database type and their internal mechanisms and to understand the capability of the examined databases for handling different requests. Based on their work, MongoDB, Redis, Scalaris, Tarantool, and OrientDb are optimized for read operations among the 10 databases evaluated, which is important for our work, since we are going to inspect the databases while handling read requests for clustering.

The authors of [40] proposed a comparative classification model that relates requirements to techniques and algorithms employed in NoSQL databases. Their NoSQL Toolbox allows deriving a simple decision tree to help filter potential system candidates based on central application requirements. In [41] authors compared MongoDB, Cassandra, Redis and Neo4j. They found that write and delete operations are fast for MongoDB, Redis, and Cassandra, while the read operation is comparatively slow in Cassandra. They also discussed how these databases work in a distributed environment.

According to [42] NoSQL databases can be divided into four categories: key-value store, document store, column family, and graph database. Based on [43], graph databases should not be evaluated according to the scenarios used in the analysis of the other types of NoSQL databases, because the usage of links between records requires a different approach. We decided to use MongoDB and Redis, considering this and the evaluations above.

Besides the works discussed above, there are already many comparisons available about the performance of the NoSQL databases. In this paper, we are interested in the utilization of NoSQL databases for P system-based clustering and how these databases perform when using them under P system-based clustering. So we conducted experiments where we inspect this algorithm while using the NoSQL databases as data sources. This issue had not been discussed in the related works.

2.5. The Used Algorithm

In this section, we describe the implemented algorithm used in this paper, which is based on the foundation introduced in [35]. Its goal is to attain a solution to a clustering problem, detailed in the following. Given a data set \( X = \{x_1, x_2, \ldots, x_n\} \), composed of \( n \) data points. These points are laid out in a \( d \)-dimensional Euclidean space, i.e., for each point in \( X \), \( x_i = (x_{i1}, x_{i2}, \ldots, x_{id}) \). The number of the required clusters, \( K \), is known a priori. However, no prior information is available with respect to the likeness of the points in \( X \).

The objective is to find a grouping for the data points, such that all points belong to one of \( K \) distinct groups. The similarity of the data points inside a group, and the
dissimilarity of the points between different groups, are maximized. The resemblance amongst the points is defined by a certain similarity measure: a clustering validity index. The algorithm in the mentioned paper [35] describes a tissue-like membrane system model with evolutionary and communicational rules as its basis to acquire a solution to the previously defined clustering problem.

**Definition 1.** A tissue-like membrane system or tissue P system of degree \( p \geq 1 \) is a construct

\[
\Pi = (O, \mu, w_1, w_2, \ldots, w_p, R_1, R_2, \ldots, R_p, R', i_0),
\]

where

- \( O \) is a finite, non-empty alphabet of objects;
- \( \mu \) describes the (graph) structure, containing the \( p \) nested cells;
- \( w_i (1 \leq i \leq p) \) is a finite multiset of objects over \( O \), contained by cell \( i \) of \( \mu \) in the initial state of the calculation;
- \( R_i (1 \leq i \leq p) \) is a finite set of evolutionary rules contained by cell \( i \) of \( \mu \);
- \( R' \) is finite set of communicational rules between the cells of \( \mu \); and finally
- \( i_0 \in \{0, 1, \ldots, p\} \) specifies the cell accommodating the output of the computation (if \( i_0 = 0 \), the region outside the outer cell contains the output).

The succession of steps, as changes in the state of the system, form the computation itself. In these steps, the applicable rules are selected and then applied in every cell in a maximally parallel manner. The objects in each cell are evolved according to their own evolution rules and—through the help of communication rules—the achieved results of the other cells. Local best objects in each cell and the global best object over all of the cells are updated, stored, and utilized during the steps. The centroids of the \( K \) clusters are denoted by the objects contained in each cell. An object \( Z = (z_1, z_2, \ldots, z_K) \) is a \((K \times d)\) vector containing the \( K \) potential cluster centroids. These are \( d \)-dimensional points in a Euclidean space, thus \( z_i = (z_{i1}, z_{i2}, \ldots, z_{id}) \). An example of \( Z \) can be seen in Figure 4. In the initial state of our algorithm, every single centroid contained in the objects of each cell is equal to a randomly chosen data point from the data set \( X \).

\[
\begin{array}{cccccc}
Z & = & z_{11} & z_{12} & z_{21} & z_{22} & z_{31} & z_{32} & z_{41} & z_{42} \\
\text{centroid 1} & & 9.2 & 5.1 & 3.0 & 9.2 & 2.7 & 8.8 & 7.5 & 4.9 \\
\text{centroid 2} & & & & & & & & & \\
\text{centroid 3} & & & & & & & & & \\
\text{centroid 4} & & & & & & & & & \\
\end{array}
\]

**Figure 4.** An example of an object in the system, with values \( K = 4 \) and \( d = 2 \).

The main component of the system is the evolutionary rules. They define the alterations that take place during the steps of the algorithm. In [35], the mechanisms introduced in the PSO method [33] provide the foundation of these rules that move the cluster centroids. For each object \( i \) contained in cell \( j \) (denoted by \( Z'_i \)), the following changes are applied during the computation:

\[
Z'_i' = Z_i' + \frac{k}{w} Z_i' + c_1 r_1 \left( P_i' - Z_i' \right) + c_2 r_2 \left( I_i' - Z_i' \right) + c_3 r_3 \left( E_i' - Z_i' \right) \tag{1}
\]

The values \( c_1, c_2, c_3 \) above are input parameters of the method; while \( r_1, r_2, r_3 \) are random real numbers from the range of 0 to 1. In the implementation these are generated by the random python module. The value of \( w \) is calculated as follows:

\[
w = w_{\text{max}} - \frac{t(w_{\text{max}} - w_{\text{min}})}{t_{\text{max}}} \tag{2}
\]
where \( w_{\text{min}}, w_{\text{max}} \) and \( t_{\text{max}} \) are input parameters, the latter indicating the number of steps taken by the system. The value \( t \) corresponds to the number of steps taken at the given moment.

Lastly, in Equation (1), the object \( P_{ij}^l \) denotes the best position of the object \( Z_{ij} \) found thus far, \( L_{ij} \) stands for the local best object in cell \( i \), and \( E_i \) is a randomly selected object (from the set of obtained—through the communicational rules—best objects of all other cells in the system), called the external best object. The aforementioned three objects and the global best object are calculated (and compared) based on a specific measure of quality—the clustering validity index. The FCM (Fuzzy C-Means) measure is employed in our case, since it produces generally good outcomes, while it can be efficiently calculated. \( J_m(K) \) indicates this value for \( K \) clusters, defined below.

\[
J_m(K) = \sum_{i=1}^{K} \sum_{j=1}^{n} u_{ij}^2 \|x_j - z_i\|^2
\]  

(3)

In the preceding equation, \( \| \cdot \| \) stands for the Euclidean norm and the values of the fuzzy partition matrix \( u \) are the following:

\[
\begin{aligned}
  u_{ij} &= \left( \frac{1}{\|x_j - z_i\|} \right) \\
  &\quad \sum_{k=1}^{K} \left( \frac{1}{\|x_j - z_k\|} \right)
\end{aligned}
\]

(4)

Last, but not least, the computation defined so far terminates, when the amount of steps taken reaches the value specified in \( t_{\text{max}} \). At this point, the desired cluster centroids are contained in the global best object, with which the data points can be classified into the appropriate groups. The following algorithm, that was used for the experiments, first initializes the cells and the best position values for each object. After that, the objects of the cells are evolved and the best positions are updated. Lastly, the global best position is updated. This is repeated until reaching \( t_{\text{max}} \) steps. The global best positions are found as the optimal cluster centers.

Pseudo code:

BEGIN
Initialize cells and best positions
WHILE step < \( t_{\text{max}} \) DO
  FOR each cell DO
    FOR each object DO
      CALL update_best_position()
    END
  END
  FOR each cell DO
    IF best in cell < global best THEN
      Update global best
    END
  END
  Increase step
END
RETURN global best positions
END
FUNCTION update_best_position() BEGIN
  Calculate w using Equation~(2)
  Evolve object using Equation~(1)
  Calculate partition matrix using Equation~(4)
  Calculate FCM using Equation~(3)
  IF FCM for given object < best so far THEN
    Update best position for object
  END
END

The maximal clustering performance was analyzed over different configurations of the system with Davies–Bouldin, Calinski–Harabasz and Silhouette indexes. We also experienced with the parameters of the algorithm used in this paper and measured with the Calinski–Harabasz index how these should be set in our previous paper [44]. We reached good average clustering validity scores with the combination of \( c_1 = 1.6, c_2 = 0.1, c_3 = 1.8, w_{\text{min}} = 0.2, w_{\text{max}} = 0.9, t_{\text{max}} = 50 \). In the experiments we used these parameters.

Using a simple example object: \([9, 5], [2, 8]\), denoted by \( Z_i^j \) and the suggested input parameters, we present the first step of the evolution of the object.

First, we calculate w using Equation (2):
\[
0.9 = (0.9 - (0.9 - 0.2) \times 0/1)
\]

Since the steps are indexed from zero and we are in the first, here \( t = 0 \).

Second, we evolve the object using \( r_1 = 1, r_2 = 1, r_3 = 1 \) for simplicity in Equation (1):
\[
[0, 0], [0, 0] = 1.6 \times ([9, 5], [2, 8] - Z_i^j)
\]
\[
[-0.2, -0.1], [0.1, 0.1] = 0.1 \times ([7, 4], [3, 9] - Z_i^j)
\]
\[
[0, 0], [0, 0] = 1.8 \times ([9, 5], [2, 8] - Z_i^j)
\]

Here we suppose that we found \([9, 5], [2, 8]\) as the best position of the object, \([7, 4], [3, 9]\) as a local best object in the cell and \([9, 5], [2, 8]\) is a randomly selected object.

Now adding the components, we get the velocity:
\[
[7.9, 4.4], [1.9, 7.3] = 0.9 \times Z_i^j + [0, 0], [0, 0] + [-0.2, -0.1], [0.1, 0.1] + [0, 0], [0, 0]
\]

Lastly, we get the evolved object by adding the velocity:
\[
[16.9, 9.4], [3.9, 15.3] = Z_i^j + [7.9, 4.4], [1.9, 7.3]
\]

In our previous paper [44], we made some experiments using the PostgreSQL database management system on three different datasets (Iris, Wine Recognition, and Breast Cancer Wisconsin (Diagnostic) datasets) from the well-known UCI Machine Learning Repository [45]. However, in big data applications, usually, NoSQL systems are utilized, since some of the frequent operations may be faster in such systems, as it is already mentioned earlier and as it is discussed in [2]. In Figure 5, some preliminary measurements can be seen, comparing the running times measured in the previous paper using PostgreSQL with the measurements made for this paper using the MongoDB and Redis database management systems. Since the NoSQL database management systems perform much better, the results of this experiment also prove the need for the change of the database management system supporting the clustering. The Iris dataset contains 150 points in 4 dimensions, the Wine dataset 178 points in 13 dimensions, and the cancer dataset 569 points in 30 dimensions. To compare the NoSQL database management systems, later we generated larger datasets.
3. Results

3.1. Experiments

The algorithm used in this paper was implemented in Python 3, with the help of the `pymongo` and the `redis` packages for directly accessing the MongoDB and Redis databases. The data points used by the P system in the experiments are structured in the following way. In MongoDB, a collection, which is a JSON document, corresponds to a collection of points. In this document, each line corresponds to a point, where the dimensions of the point are listed with their values.

Example data points in MongoDB:

```
{"d1": 5.68, "d2": 0.35, "d3": 3.12, ...}
{"d1": -0.83, "d2": 3.67, "d3": 1.12, ...}
{"d1": -6.48, "d2": -7.1, "d3": 4.89, ...}
...```

In Redis, each point corresponds to a list, where the elements of the list correspond to the positions of the point in the different dimensions. The key of each list is built up by the name of the point collection and the point identifier delimited by symbol.

Example data points in Redis:

```
collection1:point1 5.68 0.35 3.12 ...
collection1:point2 -0.83 3.67 1.12 ...
collection1:point3 -6.48 -7.1 4.89 ...
...```

To test our solutions with larger data sets, we generated data sets of 10,000, 20,000 data points in 100–500 dimensions for the memory usage experiments and 100,000, 200,000, 300,000 data points in 10, 20, 30 dimensions for the running time experiments using the make_blobs function of the `sklearn` [46] python module. We loaded the data by generating JSON files, then importing them into MongoDB. In the case of Redis, we connected to the database through python and loaded the data by calling the `lpush` Redis operation.
To query the databases we used the `find` MongoDB operation and the `lrange` Redis operation. During the calculation, each point was stored in `numpy` arrays.

Memory usage during the calculation was measured by the `RSS` of the `memory_info` function of the `Process` in the `psutil` python module. RSS is the “Resident Set Size”, the non-swapped physical memory a process has used. The measurements were made on Intel(R) Core(TM) i5-1035G1 CPU with 8 GB RAM.

### 3.2. Evaluation

To compare the performance of MongoDB and Redis NoSQL database management systems serving as data sources for our membrane clustering solution, we measured the size required to store the data points, the running time, and the memory consumption of the systems. First, we made some experiments with more well-known datasets: Linnerud containing 20 points in 3 dimensions, Diabetes containing 442 points in 10 dimensions, Boston containing 506 points in 13 dimensions, and Digits containing 1797 points in 64 dimensions from the UCI Machine Learning Repository [45]. The results are presented in Figure 6, where it can be seen that MongoDB performs better than Redis. However, since we use NoSQL database management systems, we are more interested in using them on larger datasets. In the following experiments, we used our generated datasets for this purpose.

![Running Time](image)

**Figure 6.** Running time in seconds.

In Figure 7, we can inspect the storage size in MongoDB and Redis after loading our data points in kilobytes for the different combinations of the number of data points and point dimensions. It can be seen, that MongoDB could store the data in a much smaller size, moreover, it scales much better than Redis, in this aspect. When storing 100,000 data points in 10 dimensions, the difference is small, but in MongoDB, the storage size is already smaller. When storing 300,000 data points in 30 dimensions, the difference grew much larger, favoring MongoDB.
Figure 7. Storage size in megabytes.

Based on our experiments, in Figure 8 we can see that MongoDB was also faster than Redis while solving the membrane clustering task and it scaled better than Redis. Since the running time is measured while running the same algorithm with different databases, this means that MongoDB loads the data faster than Redis. The figure shows how much time it took to solve the clustering problem in seconds, again with the different combinations of the number of data points and point dimensions. Here, the difference is not that great, compared to the measurements in storage size, but it can be seen, that again, when using 100,000 data points in 10 dimensions, MongoDB was slightly faster than Redis; however, when using 300,000 data points in 30 dimensions, the difference slightly grew and it would grow further in case of more points and dimensions.

To measure the memory usage, we increased the number of dimensions to 100–500, because the difference in the memory usage stayed similar when we just increased the number of data points. In Figure 9, showing the memory usage in bytes, it can be seen that MongoDB used more memory than Redis and also Redis scaled better in this aspect. While Redis is an in-memory database, meaning it loads all data that it wants to work with into the memory, the memory usage of MongoDB could be decreased by loading smaller data chunks into the memory and write intermediate states of the membranes to disk. However, of course, it would increase the running time, since disk operations are usually very expensive.
Figure 8. Running time in seconds.

Figure 9. Memory usage in megabytes.
4. Discussion and Conclusions

4.1. Conclusions

In this paper, we were experimenting with how to use a membrane clustering algorithm over NoSQL database management systems and which of these systems should be used for such purposes. Since the methods and functions of an application cannot be evaluated and optimized by the SQL optimizer, we conducted some experiments using MongoDB and Redis, connected to our membrane clustering algorithm, with generated data sets and evaluated them, based on the storage size of the stored data points in these systems, the running time, and memory usage while solving the membrane clustering task. In conclusion, based on the results of our experimental comparison, both MongoDB and Redis have their advantages and disadvantages. Overall, considering the disadvantage of MongoDB can be decreased in the cost of the running time, we would recommend using MongoDB as a data source for membrane clustering data points.

4.2. Future Work

Considering that membrane systems are parallel computing models, the algorithm should also be tested with parallel implementation. To do this, python gives some possibilities for parallel computing, but big data platforms like Spark could also be used to distribute the computing to computational nodes. Considering the data source, as we mentioned MongoDB working with smaller data chunks, other database management systems or data models should be evaluated or, if we do not already have all data to cluster, membrane clustering with data flows could also be investigated. Furthermore, the integration of other evolutionary optimization techniques into our current solution should be tested.
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The following abbreviations are used in this manuscript:

- SA: Simulated Annealing
- GA: Genetic Algorithm
- ABC: Artificial Bee Colony
- DE: Differential Evolution
- PSO: Particle Swarm Optimization
- RFO: Red Fox Optimization
PBO  Polar Bear Optimization
ChOA  Chimp Optimization Algorithm
CUDA  Compute Unified Device Architecture
MAQIS  Membrane Algorithm with Quantum-Inspired Subalgorithms
FPGA  Field Programmable Gate Arrays
PSO-CP  Particle Swarm Optimization Cell-like P system
FCM  Fuzzy C-Means
RSS  Resident Set Size
UCI  University of California, Irvine
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