GuideMe: A Mobile Application based on Global Positioning System and Object Recognition Towards a Smart Tourist Guide
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Abstract—Finding information about tourist places to visit is a challenging problem that people face while visiting different countries. This problem is accentuated when people are coming from different countries, speak different languages, and are from all segments of society. In this context, visitors and pilgrims face important problems to find the appropriate doaas when visiting holy places. In this paper, we propose a mobile application that helps the user find the appropriate doaas for a given holy place in an easy and intuitive manner. Three different options are developed to achieve this goal: 1) manual search, 2) GPS location to identify the holy places and therefore their corresponding doaas, and 3) deep learning (DL) based method to determine the holy place by analyzing an image taken by the visitor. Experiments show good performance of the proposed mobile application in providing the appropriate doaas for visited holy places.
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I. INTRODUCTION

Every year, millions of Muslims perform the pilgrimage (Hajj) rituals in Makkah Al Mukarramah (in Saudi Arabia). These pilgrims come from various countries of the world and from all segments of society (whether male or female, adults or children, literate or illiterate). For instance, the number of pilgrims or visitors for the year 2019 reached 2,489,406 visitors, where 74.5% (i.e. 1,855,027) of the visitors representing the visitors that come from outside Saudi Arabia [1] [2]. Generally, the visitors may need to say various phrases or sentences (doaas) while performing the ritual pilgrimage or traveling between different holy places. Many visitors face problems finding the appropriate doaas for a given holy place, sometimes, some visitors use books to find out the appropriate doaas (which is difficult to use), or ask other people for it (in which may get wrong information).

Currently, several existing mobile applications help in solving some problems and become a solution to help people and visitors such as presented in [3] [4] [5]. However, most of them do not help provide general doaas and could not help determining the doaas according to the current location of visitors. Today, most of the visitor mobiles have a camera and are embedded with a powerful processor that supports mobile applications based on deep learning (DL). The main idea of this paper is to detect holly places present in images and determine the appropriate doaas for them. On the other hand, the Global Positioning System (GPS) also may assist pilgrims by determining their locations and therefore providing the appropriate doaas according to their locations.

Several DL-based approaches are proposed for image processing [6] [7]. However, most of them require a powerful CPU and memory to run efficiently. It has been proven that it is difficult to achieve the required and effective performance when executing DL networks on edge devices. One solution that can be used to overcome these limitations is to use cloud computing or deep learning on the edge. This latter means performing data processing and executing DL networks locally on the user’s device without dealing with a third party to process data [8] [9] [10].

The goal of this paper is to develop a solution that supports pilgrims and visitors in finding the appropriate doaas for a given holy place. The proposed solution is based on three options: 1) determining the appropriate doaas by a manual search, 2) using the GPS location to determine the appropriate doaa, and 3) using a DL-based method to identify the holy place and doaas for this place by analyzing an image taken by the visitor. To the best of the authors’ knowledge, the proposed application is the first of its kind in the market that determines the appropriate doaas based on an image taken by the visitor and by the GPS location.

The proposed solution consists of two steps as follow:

1) Off-line processing: during this process images of holy places are collected, and a training process is performed to be able to identify them. Then, the trained model is converted to lite format to be
deployed on the client devices when downloading the proposed application.

2) On-line processing: the holy place present in the image taken by the visitor is recognized by the model that was deployed on the user's device without the need to connect to the internet.

This paper is outlined as follows. Section II presents the related works. Section III describes the proposed method. Section IV describes experimental results and discussion. Finally, section V presents the conclusion of this paper and future work.

II. RELATED WORKS

DL is considered as one of the most popular research directions in the current time providing promising results in many fields [11-18]. Recently, various research works have been conducted based on DL techniques to solve the problem of object detection on edge devices. Salonidis et al. [19] proposed DeepCham as a solution for context variations caused by different locations. DeepCham is a DL-based framework that allows object recognition in a mobile device. The proposed mobile application generates high-quality training using a distributed algorithm and a user labeling process by using a new dataset that has different locations and types. The DeepCham depends on the distributing algorithm, which enhances the training of the model. Experiments conducted on DeepCham have shown that the approach is very effective and accurate using a generic deep model.

Liu et al. [20] developed a system for food assessment accuracy. The authors developed a DL-based algorithm that visually recognizes food based on its category and division. Liu et al. designed a food recognition system running on edge to outrun the traditional problems of cloud computing. The proposed system is characterized by high accuracy, fast response time, and reduction of electricity use.

Zeng et al. [21] proposed a pill recognition design and assessment to recognize unknown prescription pills using smartphones. The system, called MobileDeepPill, uses a triplet loss function and a multi-CNNs model to identify the pill characteristics. The system requires 34MB runtime memory to run the model. The performance improved from 1.58s to 0.27s. The pill image recognition may impact millions of people and healthcare society. The system is based on a multi-CNNs architecture, which will increase the accuracy of the model.

Picon et al. [22] developed an algorithm to detect multiple plant diseases. The authors analyze the performance of early disease identification using more than 8178 pictures in two areas. Results show that the accuracy has been improved from 0.87 to 0.96 in Germany.

Ran et al. [23] developed an offloading strategy to enhance DL interaction. The framework links front-end devices with the strongest backend. The developed strategy determines the model accuracy, quality, and constraints. The authors proposed an approach, called Deep-Decision, that can choose the suitable and convenient model. The results show that deep-decision is able to make smart decisions under variable internet, unlike other approaches that neglect video bit rate.

Nikouei et al. [24] presented an approach based on edge computing for real-time human detection. The authors developed a Lightweight Convolutional Neural Network (LCNN) algorithm to detect pedestrians using an edge device, which will save the processing time and the heavy loading of the huge amount of data on networks. A prototype has been implemented on Raspberry PI 3 using OpenCV libraries. The model was trained using ImageNet and VOC07 datasets which contain the objects of interest. Experiments have shown that LCNN has a promising future in applications on the edge.

Tan and Cao [25] described DL-related issues and the adequate solutions for these issues. DL has been used to analyze the videos in some mobile applications. Although DL models provide high-quality results, however, they consume energy when running on devices. The main challenge is to provide max accuracy in a few running times. The authors proposed to use the Neural Processing Unit (NPU) and FastVA, which supports video analysis on the edge.

III. PROPOSED MOBILE APPLICATION

Nowadays, several digital services are offered to pilgrims and support them in different activities related to Hajj and Umra. In the field of doaa-support applications, there are several shortcomings and a lack of interest in the existing mobile applications. However, the number of pilgrims is increasing every year; therefore, there is a need to provide an application that helps unlettered pilgrims and also pilgrims that are visiting holy places for the first time.

The proposed system is a mobile application, called smart doa, that provides doas related to places to visit according to three different options as depicted in Fig. 1:

- Option 1: display the appropriate doas by identifying the holy place in an image taken by the user.
- Option 2: display the appropriate doas based on the location of the user.
- Option 3: display the appropriate doas based on manual search.

These options ensure more flexibility in using the proposed mobile application.

![Fig. 1. GuideMe algorithm steps.](image)

The general algorithm of the smart doaas application is presented in Fig. 2. At the beginning of the algorithm, the pilgrim has the choice to select between the three options to display doas. The view list will display all available doas in the database then the visitor will select one of them. In the case of selecting object detection, the application requires that the visitor takes a picture of his place. The application will identify if there a holy place in the taken picture based on the trained DL model. If there is a holy place in the picture, then the application will display its corresponding doas.
The process of detecting the existence of a holy place in a picture is detailed in Algorithm 2 (see Fig. 3). This algorithm requires an image to process and returns the name of the holy place that the image contains if any. To process the image, the application transforms it into a FirebaseVisionImage. After that, the DL model will be called to work locally by creating an instance of the OnDeviceAutoMLImageLabeler. The result will be an array that contains place names and confidence of each place. The application will display holy places sorted by confidences descending and having a value greater than 0.8.

Using DL within a mobile application through the flutter framework could be very complicated. One of the challenges is focusing too much on creating algorithms and theories because the framework and libraries are new and require much more development. Another challenge is collecting a good dataset to avoid getting bad predictions and making the wrong decisions. Using DL on the edge will help the proposed mobile application to recognize holy places without connecting to Internet, which is the case for most visitors and pilgrims.

Using DL within a mobile application through the flutter framework could be very complicated. One of the challenges is focusing too much on creating algorithms and theories because the framework and libraries are new and require much more development. Another challenge is collecting a good dataset to avoid getting bad predictions and making the wrong decisions. Using DL on the edge will help the proposed mobile application to recognize holy places without connecting to Internet, which is the case for most visitors and pilgrims.

IV. EXPERIMENTAL RESULTS AND DISCUSSION

To develop the proposed mobile application, a set of tools are used such as Visual Studio Code, Flutter framework, Dart programming language, Firebase, ML kit, Automated Machine learning (Auto ML), and Genymotion emulator.

In order to validate the proposed application, a dataset describing holy places and their corresponding doasas is collected. This dataset will be used to train the DL to identify the holy places.

Firstly, we use Visual Studio Code (VSC) as a code editor, which is developed by Microsoft. VSC comes with built-in support for JavaScript, TypeScript, and Node.js. It supports other programming languages such as Dart, Python, Kotlin, and Java [27]. In addition, Flutter, a Google portable UI toolkit for building natively compiled applications for mobile, web, and desktop from a single codebase [28], is used to develop our mobile application. Flutter provides developers with full control over every pixel on the screen. It provides hot reload,
which helps developers to quickly and easily experiment, add features, and fix bugs. In addition, Flutter runs 120 fps (frame per second) instead of 60fps, compared to other frameworks.

The Dart, a client-optimized and object-oriented language for fast applications on any platform (Web, Desktop, Mobile, and Embedded) [29], is used as a programming language in our mobile application (see Fig. 6). To store doas, we use Firebase, which is a cloud service designed for real-time and collaborative applications [30].

Automated Machine Learning (Auto ML) is used to allow automating the process of applying ML to real-world problems.

Finally, Genymotion is an android emulator that has been designed to help developer test their applications within a virtual environment. Genymotion provides various versions of the Android operating system. The version used in this study is 3.0.4 as depicted in Fig. 9.

To validate the object recognition proposed by our application, 689 images representing the holy places of Kaaba, Zamzam, and Maqam Ibrahim were collected. These images will be used during the training process. The model training process went through a number of steps as follows:

- An ML Kit project is created as depicted in Fig. 10.
- The dataset is added to the spark dataset as depicted in Fig. 11.
- Single-label classification is selected, where only one label will be assigned to the object so that the DL model can be trained to recognize this object through the label as depicted in Fig. 12.
- Import the dataset to train the DL model as in Fig. 13,
- Provide a name for each label so that the DL model is trained to recognize images by the name of the label.
Choose a training approach among the three options as depicted in Fig. 14 depending on the specific use case. The first option is the Lowest-latency, where the accuracy is low compared to the speed of training. The General-purpose is characterized by a balance between accuracy and speed (recommended choice). Finally, the Higher-accuracy mode is used for higher prediction quality.

Once the training process is successfully completed, the DL model is published for later use in the proposed mobile application as shown in Fig. 15 and Fig. 16.

The home screen of the proposed mobile application is presented in Fig 17.
In this paper, a mobile application is developed to support visitors and pilgrims in their rituals. The proposed application displays appropriate doaas corresponding to visited holy places. Three options are developed to provide appropriate doaas, which are determining the appropriate doaas by a manual search, using the GPS location to identify the holy place of the visitor and therefore its corresponding doaas, and 3) using a DL-based method to determine the holy place by analyzing an image taken by the visitor.

Results show good performances of the proposed application in determining the visited holy places by either using GPS or DL object recognition.

As future works, we plan to collect more datasets about holy places and to test the performance of the proposed mobile application in real cases. An important perspective would be to test the proposed solution in the context of displaying information about tourist places to visit.
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