Stability of the quantized circulation of an attractive Bose-Einstein condensate in a rotating torus

Rina Kanamoto, Hiroki Saito, and Masahito Ueda

Department of Physics, Tokyo Institute of Technology, Tokyo 152-8551, Japan and CREST, Japan Science and Technology Corporation (JST), Saitama 332-0012, Japan

(Dated: September 26, 2018)

We investigate rotational properties of a system of bosons with attractive interactions confined in a one-dimensional torus. Two kinds of ground states, uniform-density and bright-soliton states, are obtained analytically as functions of the strength of interaction and of the rotational frequency of the torus. The quantization of circulation appears in the uniform-density state, but disappears upon formation of the soliton. By comparison with the results of exact diagonalization of the many-body Hamiltonian, we show that the Bogoliubov theory is valid at absolute zero over a wide range of parameters. At finite temperature we employ the exact diagonalization method to examine how thermal fluctuations smear the plateaus of the quantized circulation. Finally, by rotating the system with an axisymmetry-breaking potential, we clarify the process in which the quantized circulation becomes thermodynamically stabilized.

I. INTRODUCTION

Superfluidity represents the assembly of complex phenomena such as persistent currents, quantization of circulation, nonclassical rotational inertia, and topological excitations. Gaseous Bose-Einstein condensates (BECs) offer a testing ground for these phenomena because of their great flexibility to realize various experimental conditions. For instance, the Feshbach technique makes it possible to control the sign and strength of interactions. Furthermore, optical and magnetic traps offer ideal containers of BECs, in which microscopic surface rugosities that give rise to dissipation are either absent or can be manipulated as tunable parameters. These experiments have now become possible in low-dimensional systems by tightening the confinement in one- or two- direction(s). Low-dimensional systems are simple theoretical models for studying vortices, persistent currents, and solitons. For the case of attractive interactions, BECs do not collapse and form solitons in one dimension. Interestingly, a bright soliton forms also in two dimensions if the strength of interaction is made to oscillate rapidly.

In this paper we study a system of attractive bosons confined in a one-dimensional torus under rotation. When the excitation in the radial direction is negligible, such a system is described by the Lieb-Liniger model with attractive interaction, in which a rotating term is added to the Hamiltonian and the periodic boundary condition in a finite system is explicitly taken into account. When the rotational frequency of the container is increased, a Hartree-Fock theory shows that the angular momentum of the system is found to exhibit plateaus of the quantized circulation. We investigate the stability of quantized circulation by employing the Gross-Pitaevskii mean-field theory (MFT), the Bogoliubov theory, and the exact diagonalization of the many-body Hamiltonian. In Refs. [21, 22, 23], it is found that quantum fluctuations become significant near the boundary between the uniform and soliton phases in a non-rotating torus, and that the boundary is singular in the Bogoliubov approximation. We will show, however, that in the rotating torus quantum fluctuations are significant only in the immediate vicinity of a critical point at which a normalized rotational frequency of the container is integral and the dimensionless strength of interaction is equal to -1/2; for other values of Ω and γ, there are no singularities in physical quantities at the phase boundary because the soliton can be formed without passing through the singular critical point.

This paper is organized as follows. In Sec. II, the ground-state wave functions of the system under rotation are derived analytically within the Gross-Pitaevskii MFT. In Sec. III effects of quantum fluctuations on the quantized circulation are examined based on the Bogoliubov theory and on the exact diagonalization of the many-body Hamiltonian. The results obtained by these two methods will be shown to agree very well, demonstrating the validity of the Bogoliubov theory. In Sec. IV the circulation is calculated as a function of Ω at zero and finite temperatures based on the MFT and on the exact diagonalization method. In Sec. V the response of the system, which is initially at rest, to a time-dependent axisymmetry-breaking potential is examined in order to clarify the process in which the quantized circulation becomes thermodynamically stabilized.

II. ANALYTIC SOLUTION OF THE ONE-DIMENSIONAL GROSS-PITAEVSKII EQUATION WITH A ROTATING DRIVE

A. Hamiltonian for the system

We consider a system of N identical bosons with mass \( M \) which are contained in a rotating torus of radius \( R \) and cross section \( S \), where the angular frequency of rotation is \( 2\Omega \) in units of \( h/2MR^2 \). The Hamiltonian for the system
in the rotating frame of reference is then given by

\[ \hat{\mathcal{K}} = \int_0^{2\pi} d\theta \left[ \hat{\psi}^\dagger(\theta)(\hat{\mathcal{L}} - \Omega)^2 \hat{\psi}(\theta) + \frac{U}{2} \hat{\psi}^\dagger(\theta) \hat{\psi}^\dagger(\theta) \hat{\psi}(\theta) \hat{\psi}(\theta) \right], \tag{1} \]

where \( \hat{\mathcal{L}} = -i\partial/\partial\theta \) is the angular-momentum operator, \( \theta \) is the azimuthal angle, and \( U = 8\pi a R / S \) characterizes the strength of interaction, where \( a \) is the \( s \)-wave scattering length. Here and henceforth, the length, the energy, and the angular momentum are measured in units of \( R, \hbar^2 / 2MR^2 \), and \( \hbar \), respectively. In Eq. (1) we include for convenience the kinetic energy \( \Omega^2 \int_0^{2\pi} d\theta \hat{\psi}^\dagger \hat{\psi} \) of the rigid body which is a constant and only shifts the zero of energy.

It is shown [1,2], by using the single-valuedness boundary condition of the many-body wave function that physical quantities of the system described by the Hamiltonian change periodically with respect to \( \Omega \) with the period of one. The phase is therefore characterized by a phase winding number

\[ J = \left[ \Omega + \frac{1}{2} \right], \tag{2} \]

where the symbol \([x]\) expresses the maximum integer that does not exceed \( x \), and by a continuous variable

\[ \omega \equiv \Omega - J, \tag{3} \]

which is the angular frequency relative to \( J \), and the range of \( \omega \) is limited to \(-1/2 \leq \omega < 1/2 \). In Fig. 1(a), we show \( J \) and \( \omega \) as functions of \( \Omega \).

We first seek the lowest-energy state of the one-dimensional Gross-Pitaevskii equation (GPE) in the rotating frame of reference,

\[ \left( \hat{\mathcal{L}} - \Omega \right)^2 + 2\pi \gamma |\psi(\theta)|^2 \psi(\theta) = \mu \psi(\theta), \tag{4} \]

where \( \mu \) is the chemical potential, and a dimensionless parameter

\[ \gamma \equiv \frac{UN}{2\pi}, \tag{5} \]

gives the ratio of the mean-field interaction energy to the zero-point kinetic energy. The condensate wave function \( \psi(\theta) \) is assumed to obey the periodic boundary condition \( \psi(0) = \psi(2\pi) \), and is normalized as \( \int_0^{2\pi} |\psi(\theta)|^2 d\theta = 1 \). It is appropriate to assume the form of the solution as

\[ \psi(\theta) = \sqrt{\rho(\theta)} e^{i\varphi(\theta)}, \tag{6} \]

where \( \rho \) is the number density and \( \varphi \) the phase.

**B. Uniform-density solution**

The stationary state which circulates on the ring with a uniform density is a plane wave,

\[ \psi(\theta) = \sqrt{\frac{1}{2\pi}} e^{iJ\theta}, \quad \mu = \omega^2 + \gamma, \tag{7} \]

where \( \hat{\mathcal{L}} \) is the angular momentum, \( \theta \) is the azimuthal angle, and \( U = 8\pi a R / S \) characterizes the strength of interaction, where \( a \) is the \( s \)-wave scattering length. Here and henceforth, the length, the energy, and the angular momentum are measured in units of \( R, \hbar^2 / 2MR^2 \), and \( \hbar \), respectively. In Eq. (1) we include for convenience the kinetic energy \( \Omega^2 \int_0^{2\pi} d\theta \hat{\psi}^\dagger \hat{\psi} \) of the rigid body which is a constant and only shifts the zero of energy.

It is shown [1,2], by using the single-valuedness boundary condition of the many-body wave function that physical quantities of the system described by the Hamiltonian change periodically with respect to \( \Omega \) with the period of one. The phase is therefore characterized by a phase winding number

\[ J = \left[ \Omega + \frac{1}{2} \right], \tag{2} \]

where the symbol \([x]\) expresses the maximum integer that does not exceed \( x \), and by a continuous variable

\[ \omega = \Omega - J, \tag{3} \]

which is the angular frequency relative to \( J \), and the range of \( \omega \) is limited to \(-1/2 \leq \omega < 1/2 \). In Fig. 1(a), we show \( J \) and \( \omega \) as functions of \( \Omega \).
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\[ \left( \hat{\mathcal{L}} - \Omega \right)^2 + 2\pi \gamma |\psi(\theta)|^2 \psi(\theta) = \mu \psi(\theta), \tag{4} \]
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\[ \gamma = \frac{UN}{2\pi}, \tag{5} \]

gives the ratio of the mean-field interaction energy to the zero-point kinetic energy. The condensate wave function \( \psi(\theta) \) is assumed to obey the periodic boundary condition \( \psi(0) = \psi(2\pi) \), and is normalized as \( \int_0^{2\pi} |\psi(\theta)|^2 d\theta = 1 \). It is appropriate to assume the form of the solution as

\[ \psi(\theta) = \sqrt{\rho(\theta)} e^{i\varphi(\theta)}, \tag{6} \]

where \( \rho \) is the number density and \( \varphi \) the phase.

![FIG. 1: (a) Phase winding number \( J \) and angular frequency (relative to \( J \)) \( \omega = \Omega - J \) as functions of \( \Omega \). (b) Ground-state phase diagram. The bold curve corresponds to the phase boundary determined by Eq. (11). \( \gamma - 2(\Omega - J)^2 + 1/2 = 0 \). The upper and lower regions of the bold curve correspond to the uniform-density phase and the bright-soliton phase, respectively. The winding number \( J \) takes on a constant integer in between the vertical solid lines in Fig. 1(b) and changes by 1 when crossing them. On the solid lines, the ground-state wave function is described by the Jacobian cn-function which has one node. On the vertical dotted lines, the ground state wave function is described by the Jacobian dn-function. In between the horizontal dotted line and the bold curve, the uniform-density state is thermodynamically unstable, and below the horizontal dotted line, the uniform-density state is dynamically unstable.

The stability of the ground state is determined by the sign of the lowest excitation energy. Diagonalizing the Bogoliubov-de Gennes (BdG) equations

\[ \begin{pmatrix} -i \frac{\partial}{\partial \theta} - \Omega & \mu + 4\pi \gamma |\psi|^2 \\ i \frac{\partial}{\partial \theta} - \Omega & -\mu + 4\pi \gamma |\psi|^2 \end{pmatrix} \begin{pmatrix} u_n + 2\pi \gamma \psi^\dagger v_n = \lambda_n u_n, \\ v_n + 2\pi \gamma \psi^\dagger u_n = -\lambda_n v_n, \end{pmatrix} \tag{8} \]

we obtain the excitation energies \( \lambda_n \) and the corresponding amplitudes \( u_n, v_n \) with positive norms as

\[ \lambda_n = \sqrt{n^2(2 \gamma + \omega^2) - 2n\omega}, \tag{9} \]

\[ u_n = N_n^+ e^{i(J+n)\theta}, \tag{10} \]

\[ v_n = N_n^- e^{-i(J-n)\theta}, \tag{11} \]
where the normalization constants \( N_n^\pm \) are determined from the orthonormality condition
\[
\int_0^{2\pi} [u_n(\theta)u^*_n(\theta) - v_n(\theta)v^*_n(\theta)]d\theta = \delta_{n,m},
\]
\((12)\)
as
\[
N_n^\pm = \sqrt{\frac{1}{4\pi} \left[ \frac{n^2 + \gamma}{\sqrt{n^2(2n^2 + 2\gamma)}} \right] \pm 1}.
\]
\((13)\)

For repulsive interactions \( \gamma > 0 \), the ground state of Eq. \((4)\) always takes the form of the uniform-density solution \((7)\), since the lowest excitation energy \( \lambda_{-1} \) (for \(-1/2 \leq \omega < 0\)) or \( \lambda_1 \) (for \(0 \leq \omega < 1/2\)) from it is positive for all \( \gamma \) and \( \Omega \). However, for the attractive case, the first excitation energy \( \lambda_1 \) becomes zero at
\[
\gamma - 2\omega^2 + \frac{1}{2} = 0.
\]
\((14)\)

In Fig. \((1b)\), we show the phase diagram of the ground states with respect to \( \gamma \) and \( \Omega \). The phase boundary \((11)\) of the ground states is represented by the bold curve. The uniform-density solution becomes thermodynamically unstable for \(-1/2 \leq \gamma < 2\omega^2 - 1/2\) (in between the horizontal dotted line and the bold curve) because the first excitation energy becomes negative, while it becomes dynamically unstable for \( \gamma < -1/2 \) (in the lower region of the horizontal dotted line) because the first excitation energy acquires an imaginary part. The uniform-density state is thus stable only when \( \gamma \geq 2\omega^2 - 1/2 \) (i.e., in the upper region of the bold curve).

C. Bright-soliton solution

For \( \gamma < 2\omega^2 - 1/2 \) (in the lower region of the bold curve in Fig. \((1b)\)), the uniform-density state is either thermodynamically or dynamically unstable, and a soliton state becomes stable. In this subsection, we derive the ground-state soliton solution of Eq. \((4)\). The definitions of several kinds of elliptic integrals and elliptic functions \((26)\) used throughout this paper are summarized in appendix \(A\) to make the present paper self-contained.

Substituting Eq. \((6)\) into the GPE \((4)\) and taking the real and the imaginary parts, we obtain
\[
\mu = \Omega^2 - \frac{\sqrt{\rho}}{\rho} \left( f' \right)' + (\varphi')^2 - 2\Omega\varphi' + 2\pi\gamma\rho,
\]
\((15)\)
\[
\varphi'' + 2\varphi \left( \frac{\sqrt{\rho}}{\rho} \right)' - 2\Omega \left( \frac{\sqrt{\rho}}{\rho} \right)' = 0.
\]
\((16)\)

Equation \((16)\) is integrated to give
\[
\varphi = \Omega + \frac{W}{\rho}.
\]
\((17)\)

Substituting this into Eq. \((15)\) yields
\[
\mu \rho^2 = \pi\gamma\rho^3 + V\rho - \left( \frac{\rho'}{2} \right)^2 - W^2.
\]
\((18)\)

This equation can be rewritten in the form of an elliptic integral
\[
\int d\theta = \int \frac{d\rho}{\sqrt{4\pi\gamma\rho^3 - 4\mu\rho^2 + 4V\rho - 4W^2}}
\]
\((19)\)
which has formally the same solution as the case without rotating term \((17)\) and is given by
\[
\rho(\theta) = N^2 \left[ \text{dn} \left( \frac{K}{\pi} (\theta - \theta_0) \bigg| m \right) - \eta m_1 \right],
\]
\((20)\)
where \( \text{dn}(u|m) \) is the Jacobian elliptic function, \( 0 \leq \eta \leq 1 \), and \( m_1 = 1 - m \). A constant \( \eta \) is given below in Eq. \((28)\) and the parameter \( m \) will be determined later in Eq. \((32)\). We denote the complete elliptic integrals of the first and the second kinds as \( K \equiv K(m) \) and \( E \equiv E(m) \), respectively. Since the soliton breaks the translational symmetry, the solution \((20)\) contains an arbitrary parameter \( \theta_0 \) which is regarded as the center of mass of the total particles. From the normalization condition, the normalization constant \( N \) is determined as
\[
N^2 = \frac{K}{2\pi(E - \eta m_1 K)} = \frac{K^2}{\pi^2|\gamma|},
\]
\((21)\)
\[
\mu = \frac{1}{2\pi^2}(f_a - f_c - f),
\]
\((22)\)
\[
\eta = \frac{f_a}{2m_1 K^2} = 1 - \frac{f_c}{2m_1 K^2},
\]
\((23)\)
\[
W = 8\pi^2 \gamma^2 \frac{f_a f_d}{f_c f_d}.
\]
\((24)\)

where \( f, f_c, f_d \) are defined as
\[
f \equiv 2K^2 - 2KE - \pi^2\gamma,
\]
\((25)\)
\[
f_c \equiv 2m_1 K^2 - 2KE - \pi^2\gamma,
\]
\((26)\)
\[
f_d \equiv 2KE + \pi^2\gamma,
\]
\((27)\)
and \( \text{sgn} \) denotes the sign function such that \( \text{sgn}(\omega) = -1 \) when \(-1/2 < \omega < 0 \) (i.e., \( J > 1/2 < \Omega < J \)), and \( \text{sgn}(\omega) = +1 \) when \( 0 < \omega < 1/2 \) (i.e., \( J > \Omega < J + 1/2 \)), see Fig. \((1a)\)). The cases of \( \omega = 0, \pm 1/2 \) will be treated separately below.

From Eqs. \((17)\) and \((20)\), the phase part is given by
\[
\varphi(\theta) = \int d\tilde{\theta}
\]
\[
\left[ \Omega + \left\{ \frac{K^2}{\pi^3|\gamma|W} \left[ \text{dn} \left( \frac{K}{\pi} \tilde{\theta} \bigg| m \right) - \eta m_1 \right] \right\}^{-1} \right].
\]
\((28)\)
which is integrated analytically using the relations (A7) and (A10) to give
\[ \varphi(\theta) = \Omega \theta - \text{sgn}(\omega) \delta_2^{-1} \Pi\left(n; \frac{K \theta}{\pi} \right) m, \]
where \( \Pi(n; u|m) \) is the elliptic integral of the third kind, and the constants \( n \) and \( \delta_2 \) are given by
\[ n = \frac{m}{1 - nm_1} = \frac{2mK^2}{f}, \quad \delta_2 = K \sqrt{\frac{2f}{f_c f_d}}. \]
Since the wave function is single-valued, the phase \( \varphi \) satisfies
\[ \varphi(2\pi) - \varphi(0) = 2\pi J. \]
This condition can be used to determine the value of \( m \) as follows. In the present case, the parameters \( m \) and \( n \) satisfy the relation \( m < n < 1 \), and then using the relations (A14)-(A17), the elliptic integral \( \Pi(n; u|m) \) at \( \theta = 2\pi \) reduces to
\[ \Pi(n; 2K|m) = 2 \left[K + \frac{\pi}{2} \delta_2 \{1 - \Lambda_0(\varepsilon|m)\}\right], \]
\[ \varepsilon = \arcsin \sqrt{\frac{f_c}{m_1 f}}, \]
where \( \Lambda_0 \) is Heuman’s Lambda function defined in terms of the incomplete elliptic integrals of the first \( F(\varepsilon|m) \) and the second kinds \( E(\varepsilon|m) \) as
\[ \Lambda_0(\varepsilon|m) = \frac{2}{\pi} \left[K E(\varepsilon|m_1) - (K - E) F(\varepsilon|m_1)\right]. \]
The phase at \( \theta = 2\pi \) thus becomes
\[ \varphi(2\pi) = 2\pi \Omega - \text{sgn}(\omega) \left[\sqrt{\frac{2f_a f_c}{f}} + \pi(1 - \Lambda_0)\right]. \]
Using the notation \( \omega \equiv \Omega - J \) instead of \( \Omega \) and \( J \), condition (11) then leads to
\[ 2|\omega| = \sqrt{\frac{2f_a f_c}{f}} + \pi(1 - \Lambda_0), \]
which determines the parameter \( m \). This equation has a solution only when \( \gamma < 2\omega^2 - 1/2 \) and \( 0 < |\omega| < 1/2 \), i.e., in the region delimited by adjacent vertical dotted and solid lines and by the bold curve in Fig. 11a).

Next let us consider two special cases: \( \omega = 0 \) (\( \Omega \) is equal to integer \( J \), i.e., on the vertical dotted lines in Fig. 11b)) and \( |\omega| = 1/2 \) (\( \Omega \) is equal to half-integer \( J + 1/2 \), i.e., on the vertical solid lines). The ground-state wave function given by Eqs. (20) and (29) is simplified when \( |\omega| = 0 \) and \( |\omega| = 1/2 \) according to the limiting values of several parameters summarized in appendix B.

When \( \omega = 0 \), the amplitude \( \sqrt{\rho(\theta)} \) reduces to the Jacobian elliptic function \( dn(u|m) \), and the phase \( \varphi(\theta) \) reduces to \( J\theta \),
\[ \psi(\theta) = \sqrt{\frac{K^2}{\pi^3 |\gamma|}} \ln(\frac{K(\theta - \theta_0)}{\pi} m) e^{iJ\theta}. \]
Substituting this solution into the GPE (4) yields the chemical potential
\[ \mu = -\frac{K^2}{\pi^2}(1 + m_1), \]
and an equation
\[ f_a = 2KE + \pi^2 \gamma = 0, \]
which determines the parameter \( m \) only when \( \gamma < -1/2 \). The \( dn \)-solution includes the ground state in the rest container with \( \Omega = 0 \).

When \( |\omega| = 1/2 \), the amplitude is given by the Jacobian elliptic function \( cn(u|m) \), and \( \varphi(\theta) \) reduces to \( (J+1/2)\theta \),
\[ \psi(\theta) = \sqrt{\frac{K^2 m}{\pi^3 |\gamma|}} \ln(\frac{K(\theta - \theta_0)}{\pi} m) e^{i(J+1/2)\theta}. \]
The chemical potential and an equation that determines the parameter \( m \) are obtained as
\[ \mu = -\frac{K^2}{\pi^2}(1 + m_1), \]
\[ f_c = 2m_1 K^2 - 2KE - \pi^2 \gamma = 0. \]
The equation (12) has a solution only when \( \gamma < 0 \). The wave function (10) has a node at \( \theta = \theta_0 + \pi \) and the phase jumps by an amount of \( \pi \) at the node. With increasing \( \Omega \) adiabatically, the vortex enters the ring through this node.

D. Ground-state properties

To illustrate the \( \Omega \) dependence of the soliton solution, we present in Fig. 2 the densities and the phases for \( \gamma = -0.55 \), where the integral constant of the phase is chosen so that \( \varphi(\pi) = 0 \). The density profiles of the solitons depend only on the relative angular frequency \( |\omega| \). As the strength of interaction is increased, the parameter \( m \) approaches unity (see Fig. 11 in appendix B) for all \( \omega \). In the limit of \( m \to 1 \), both \( \ln(u|m) \) and \( cn(u|m) \) become sech which is a soliton solution in infinite space.

The ground-state energy \( \mathcal{E} \) per atom of the uniform-density state is
\[ \mathcal{E} = \omega^2 + \frac{\gamma}{2}, \]
The ground-state energy per atom $\mathcal{E}$ and the chemical potential $\mu$ are shown in Figs. 3(a) and 3(b). For a given $\gamma$, the ground-state energy $\mathcal{E}$ reaches minima for integer $\Omega$ and maxima for half-integer $\Omega$, and is smooth everywhere. In the regime $\gamma < -1/2$, the chemical potential $\mu$ becomes maximal for integer $\Omega$ and minimal for half-integer $\Omega$, and has kinks at the phase boundaries given by $\gamma - 2(\Omega - J)^2 + 1/2 = 0$. The type of the phase transition is the same as that of the non-rotating case $[24]$; at the phase boundary, (i) $\mathcal{E}$ is smooth, the first derivative of $\mathcal{E}$ with respect to $\gamma$ or $\Omega$ has a kink, and the second derivative of $\mathcal{E}$ has a jump, and (ii) $\mu$ has a kink, and the first derivative of $\mu$ has a jump. Detailed behaviors of these quantities near the phase boundary are discussed in appendix C.

III. EFFECTS OF QUANTUM FLUCTUATIONS

Without rotation, the quantum depletion diverges at $\gamma = -1/2$ and the first excitation energy obtained by the Bogoliubov theory becomes gapless at that point, which requires a modification of the MFT $[24, 25]$. We investigate here whether in the presence of rotation there is such a singular point at which the effects beyond the Bogoliubov theory are significant.

We evaluate the depletion of the condensate calculated

$\mathcal{E} = -\frac{K^2(1 + m_1)E + m_1K}{3\pi^2 E}$.

and to that of cn-solution in the limit $|\omega| \to 1/2$ as

$\mathcal{E} = -\frac{K^2(1 - 2m_1)E - m_1(2 - 3m_1)K}{3\pi^2(E - m_1K)}$.

Equation (44) reduces to the energy of the dn-solution in the limit $\omega \to 0$ as

$\mathcal{E} = -\frac{K^2(1 + m_1)E + m_1K}{3\pi^2 E}$.

FIG. 4: Quantum depletion $N'$ (Eq. (44)) at the phase boundary calculated by the Bogoliubov theory.
by the Bogoliubov theory as

$$N' = \int_0^{2\pi} \sum_{\eta \neq 0} |v_\eta(\theta)|^2 d\theta,$$

where $v_\eta(\theta)$ is the hole amplitude in the BdG equation. If $N'/N$ is of the order of unity, the validity of the Bogoliubov theory is not ensured. Since the excitation in the uniform-density regime is contributed mainly from the excitation with quantum number 1, the depletion in the uniform-density regime becomes

$$N' \simeq \frac{1 + \gamma}{\sqrt{1 + 2\gamma}} - 1.$$

At the phase boundary $\gamma = 2\omega^2 - 1/2$, this is rewritten as

$$N' \simeq \omega + \frac{1}{4\omega} - 1,$$

which is shown in Fig. 4. The quantum depletion diverges at the boundary $\omega = 0, \gamma = -1/2$. However, as $|\omega|$ is increased, $N'$ at the phase boundary decreases and the depletion becomes much less pronounced as shown in Fig. 4. This result is also inferred from Fig. 1(b).

The uniform-density state becomes dynamically unstable below the horizontal dotted line $\gamma = -1/2$, and this line touches the phase boundary (the bold curve) only at $\omega = 0$.

We compare low-lying energy levels obtained by the Bogoliubov theory with those obtained by the exact diagonalization of the many-body Hamiltonian. In Fig. 5, we show the Bogoliubov spectra $\lambda_n$ obtained by the BdG equation as a function of the strength of interaction for the angular frequency $|\omega| = 0, 0.2$, and 0.5. The curves represent the excitation energies from the uniform-density state for $|\gamma| < -2\omega^2 + 1/2$, and those from the soliton for $|\gamma| > -2\omega^2 + 1/2$. All levels are continuous at the boundaries $|\gamma| = -2\omega^2 + 1/2$, which indicates a smooth crossover between the uniform-density state and the soliton state. When $\omega = 0$ (solid curves), $\lambda_1$ and $\lambda_{-1}$ are degenerate in the uniform-density regime, but they separate into two branches, the first excitation and a Goldstone mode, in the soliton regime ($|\gamma| > 0.5$). The Goldstone mode, which is associated with the translation-symmetry breaking, boosts the soliton along the ring without increasing the energy. As $|\omega|$ is increased from zero (dashed-and-dotted curves), the degeneracy is lifted by rotation.

Next we calculate the low-lying energy levels by the exact diagonalization of the many-body Hamiltonian to see how they deviate from the Bogoliubov spectra near the phase boundary. The procedure of the diagonalization is the same as that without rotation. Denoting the number of atoms with angular momentum $k$ as $n_k$, the plane-wave bases are prepared as $|n_{l_0-1}, \ldots, n_{l_0-1}, n_{l_0}, n_{l_0-1}, \ldots, n_{l_0+k}\rangle$ where $l_0 \simeq J$ is the angular momentum of the condensate, and $l_c$ is the cutoff. Within the subspace in which the particle number and the total angular momentum are conserved as

$$\sum_{k=0}^{l_0+l_c} n_k = N, \quad \sum_{k=0}^{l_0+l_c} kn_k = L,$$

we perform the diagonalization of the Hamiltonian, which is rewritten as

$$\tilde{K} = \sum_{l} (l - \Omega)^2 c_{l}^{\dagger} c_{l} + \frac{\gamma}{2N} \sum_{klmn} \hat{c}_{k}^{\dagger} \hat{c}_{l}^{\dagger} \hat{c}_{m} \hat{c}_{n} \delta_{m+n,-k-l}.$$

We denote the ground-state angular momentum as $L_0$ that gives the lowest energy eigenvalue, and the ground-state energy as $E_0(L_0)$. Open circles in Fig. 5 show excitation energy $E_1(L_0) - E_0(L_0)$ obtained by the diagonalization of the Hamiltonian for $N = 500$ with $|\omega| = 0.2$ with cutoff $l_c = 1$. The results agree very well with the Bogoliubov spectrum $\lambda_1 + \lambda_{-1}$ (we represent here only the excitation that conserve the total angular momentum $L_0$). We have also confirmed that the difference between the Bogoliubov spectrum and the exact one becomes even smaller as $|\omega|$ is further away from zero, consistent with the analysis of the depletion of the condensate. The Bogoliubov theory is thus vindicated except for $\gamma \simeq -1/2$ and $\Omega \simeq J$.
IV. QUANTIZED CIRCULATION AT ZERO AND FINITE TEMPERATURE

A. Quantized circulation at zero temperature

The magnetic flux is excluded from a superconductor when the applied magnetic field is below a critical value. The analog of this Meisner effect in superfluid system is the Hess-Fairbank effect [21], in which the system is not set into rotation when the frequency \( \Omega \) of a rotating drive is below a critical value \( \Omega_c \). When \( \Omega \) exceeds \( \Omega_c \), the circulation of the system, which is defined as the integral of the superfluid velocity along a closed contour, is quantized in units of \( h/M \) [22, 23], in analogy with the case of a type-II superconductor in which quantized vortices enter the system when the external magnetic field exceeds the lower critical field \( H_{c1} \). The applied magnetic field and the magnetic flux in the superconductor correspond to the applied rotation and the angular momentum \( \langle \hat{L} \rangle \) of the superfluid, respectively.

We calculate the angular momentum of the ground state \( \langle \hat{L} \rangle_0 = N \int_0^{2\pi} \psi^\dagger(\theta) (-i\partial_\theta) \psi(\theta) d\theta \), where \( \psi \) is the mean-field solution (7) with Eqs. (20) and (29) obtained in Sec. II, and we find the analytical expression for the expectation value of \( \hat{L} \) per atom as

\[
\langle \hat{L} \rangle_0/N = \begin{cases} J, & \gamma \geq 2\omega^2 - 1/2, \\ J + \omega + 2\pi W, & \gamma < 2\omega^2 - 1/2, \end{cases}
\]

(52)

where \( W \) is given in Eq. [22] [see also Fig. II(a)]. In the limits \( |\omega| \to 0 \) and \( |\omega| \to 1/2 \), \( J + \omega + 2\pi W \) reduces to \( J \) and \( J + 1/2 \), respectively. Equation (52) is shown in Fig. 6 as a function of \( \Omega \) and \( \gamma \), where the plateaus correspond to the uniform-density regime, and the crossover regions between plateaus correspond to the soliton regime. For \( \gamma < -1/2 \), the stable uniform-density state does not exist and the plateaus disappear.

Since the quantum fluctuation is small, Eq. (52) correctly describes the ground-state angular momentum except for \( \gamma \approx -1/2 \) and \( \Omega \approx J \). Both Hartree-Fock theory [12] and Monte Carlo calculation [27] show that this system exhibits the Hess-Fairbank effect in a certain parameter regime, which is consistent with our results.

We briefly comment on the same problem for repulsive interaction (\( \gamma > 0 \)). According to the MFT, the ground state with repulsive interaction has a uniform density for all parameters. The expectation value of the angular momentum then increases stepwise like the noninteracting case with \( \gamma = 0 \) in Fig. 6. The repulsive bosons do not prefer the mixing of different angular-momentum states since it costs the Fock exchange energy.

B. Quantized circulation at finite temperature

We examine the effect of thermal fluctuations on the quantized circulation at finite temperature. The total angular momentum of the system is obtained from the derivative of free energy \( \mathcal{F} \) with respect to \( \Omega \) as

\[
\langle \hat{L} \rangle_\tau = -\frac{1}{2} \frac{\partial \mathcal{F}}{\partial \Omega} + N\Omega,
\]

(53)

where

\[
\tau = \frac{k_B T}{\hbar^2/(2MR^2)},
\]

(54)

is a dimensionless temperature with \( k_B \) being the Boltzmann constant, \( \langle \cdots \rangle_\tau \) denotes the ensemble average at temperature \( \tau \), and the second term in Eq. (53) corresponds to the angular momentum of the rigid body arising from the constant term of the Hamiltonian [11].

To evaluate the free energy, we employ the exact diagonalization method of the many-body Hamiltonian. All low-lying levels \( \mathcal{E}_n \) have been obtained in Sec. III and we use them to calculate the free energy

\[
\mathcal{F} = -\tau \ln \sum_n e^{-\mathcal{E}_n/\tau}.
\]

(55)

Figure 6 shows the angular momentum for several temperatures calculated from Eqs. (53) and (55), where the mean-field result at \( \tau = 0 \) is also presented for comparison as dotted lines. At absolute zero, the result obtained by the exact diagonalization agrees well with the mean-field result, which supports the validity of the MFT consistently with the results in Sec. III. As the temperature is increased, thermal excitations wash out the edge of the step of the circulation, and the angular momentum of the system approaches that of the classical fluid, i.e., \( \langle \hat{L} \rangle_\tau = N\Omega \).

In the present paper, we have focused on the properties near \( \tau = 0 \) in this calculation; however, in principle, this method can be extended to higher temperatures by increasing the cutoff angular momentum as long
as the excitations of radial modes are negligible. Near $|\omega| \simeq 1/2$, though the diagonalization gives less accurate results than at $\omega \simeq 0$ because a larger number of bases are needed in order to allow the state to have a node, the accuracy can also be improved by the increase of the cutoff angular momentum.

Finally, we consider an experimental situation. To be concrete, let us consider $^7$Li; then Eq. (54) leads to

$$T \simeq 34 \frac{\tau}{(R [\mu m])^2} \,[\text{nK}]. \quad (56)$$

Thus for a torus with $R = 1 \mu m$, $\tau = 2$ in Fig. 7 corresponds to $T = 68 \text{nK}$ which can be achieved with current experimental techniques. A torus geometry may also be set up by the technique of microelectronic chips [28].

V. PREPARATION OF THE GROUND STATE BY A STIRRING POTENTIAL

Rotation of the system can actually be driven by a potential that breaks the axisymmetry of the system. As a concrete example, we consider a time-dependent potential

$$V(\theta, t) = V_0 \cos(\theta - 2\Omega t), \quad (57)$$

which stirs the system with angular frequency $2\Omega$, and we fix the amplitude of the potential as $V_0 = 10^{-3}$. We take as an initial state $\psi(\theta, t = 0) = 1/\sqrt{2\pi}$ with a fixed strength of interaction $\gamma = -1/4$, and let the system evolve in time according to the GPE,

$$i \frac{\partial}{\partial t} \psi(\theta, t) = \left[ -\frac{\partial^2}{\partial \theta^2} + V(\theta, t) + 2\pi \gamma |\psi(\theta, t)|^2 \right] \psi(\theta, t). \quad (58)$$

Figures 8 (a)-(c) show the time evolutions of the angular momentum of the condensate (bold curves) and of the amplitude $|\psi(\theta_0, t)|$ at $\theta_0 = \pi$ (solid curves) driven by a time-dependent stirring potential [57] with $\gamma = -1/4$ for (a) $\Omega = 0.3$, (b) $\Omega = 0.35$, and (c) $\Omega = \Omega_{cr}$. Note that the oscillations of the density and angular momentum are enhanced close to $\Omega_{cr} = \sqrt{1/8} \simeq 0.354$. (d) Maximum amplitude of the wave function as a function of $\Omega$.
A uniform-density solution and a bright-soliton one are found to smoothly cross over to each other. The density of the soliton depends on the rotational frequency \( \omega \) relative to \( J \) and has a node at \( \Omega = J + 1/2 \) when a vortex enters the ring.

In order to investigate the validity of the Bogoliubov theory, we compared the excitation spectrum obtained by the Bogoliubov theory with that obtained by the exact diagonalization of the many-body Hamiltonian, and found that the MFT well describes the ground state except for \( \Omega \sim J, \gamma \sim -1/2 \), where the phase boundary and the borderline of the onset of the dynamical instability coincide, and hence quantum fluctuations are significant.

The angular momentum of the ground state is quantized with respect to \( \Omega \) in the uniform-density regime, but it is not in the soliton-regime. The circulations at finite temperature are examined by the exact diagonalization method.

To understand the process in which the system is set into rotation, we considered a time-dependent stirring potential which breaks the axisymmetry of the torus. The potential is shown to induce the dynamical instability, causing the density to oscillate resonantly and triggering the acquisition of the angular momentum by the system. With energy dissipation, the quantized circulation is found to become thermodynamically stabilized via the Landau instability.
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**APPENDIX A: ELLIPTIC INTEGRALS AND ELLIPTIC FUNCTIONS**

We summarize definitions and interrelations of some elliptic integrals and elliptic functions [20] that are used in the present paper.

Elliptic integrals of the first kind \( F \), the second kind \( E \), and the third kind \( \Pi \) are defined as

\[
F(\phi|\alpha) = \int_0^\phi \frac{d\theta}{\sqrt{1 - \sin^2 \alpha \sin^2 \theta}}, \quad (A1)
\]

\[
E(\phi|\alpha) = \int_0^\phi d\theta \sqrt{1 - \sin^2 \alpha \sin^2 \theta}, \quad (A2)
\]

\[
\Pi(n; \phi|\alpha) = \int_0^\phi \frac{d\theta}{(1 - n \sin^2 \theta) \sqrt{1 - \sin^2 \alpha \sin^2 \theta}}. \quad (A3)
\]

Using a parameter \( m \equiv \sin^2 \alpha \), Jacobian elliptic functions

---

**FIG. 9:** (a) Time evolution of the angular momentum of an initially uniform state with a damping constant \( \Gamma = 0.1 \) for \( \gamma = -1/4 \) and \( V_0 = 10^{-3} \). (b) Expectation value of angular momentum per atom obtained by the MFT for \( \gamma = -1/4 \).
are defined by
\[ \text{sn}(u|m) \equiv \sin \phi, \quad (A4) \]
\[ \text{cn}(u|m) \equiv \cos \phi, \quad (A5) \]
\[ \text{dn}(u|m) \equiv \sqrt{1 - m \sin^2 \phi}, \quad (A6) \]
and these functions are interrelated as
\[ \text{dn}^2(u|m) - m_1 = m \text{cn}^2(u|m) = m \left[ 1 - \text{sn}^2(u|m) \right] \quad (A7) \]

Using the parameter set \( \{u, m\} \) instead of \( \{\phi, \alpha\} \), the elliptic integrals are also expressed as
\[ F(u|m) = \int_0^u dv = u, \quad (A8) \]
\[ E(u|m) = \int_0^u \text{dn}^2(v|m)dv, \quad (A9) \]
\[ \Pi(n; u|m) = \int_0^u \frac{dv}{1 - n \text{sn}^2(v|m)}. \quad (A10) \]

Elliptic integrals are said to be complete when \( \phi = \pi/2 \), and are usually denoted as
\[ K(m) \equiv F \left( \frac{\pi}{2} \mid m \right), \quad E(m) \equiv E \left( \frac{\pi}{2} \mid m \right). \quad (A11) \]

Complete elliptic integrals of the first and second kinds are expanded for \( |m| < 1 \) as infinite series
\[ K(m) = \frac{\pi}{2} \left[ 1 + \left( \frac{1}{2} \right)^2 m + \left( \frac{1}{2} \cdot \frac{3}{4} \right)^2 m^2 + \left( \frac{1}{2} \cdot \frac{3}{4} \cdot \frac{5}{6} \right)^2 m^3 + \cdots \right], \quad (A12) \]
\[ E(m) = \frac{\pi}{2} \left[ 1 - \left( \frac{1}{2} \right)^2 m - \left( \frac{1}{2} \cdot \frac{3}{4} \right)^2 m^2 - \left( \frac{1}{2} \cdot \frac{3}{4} \cdot \frac{5}{6} \right)^2 m^3 - \cdots \right]. \quad (A13) \]

The elliptic integral of the third kind \( \Pi(n; \phi \mid \alpha) \) has other expressions depending on the relation between \( m \) and \( n \). When \( m < n < 1 \) and \( \phi = \pi/2 \), it reduces to
\[ \Pi(n; \frac{\pi}{2} \mid \alpha) = K(\alpha) + \frac{\pi}{2} \delta_2 \left[ 1 - \Lambda_0(\varepsilon \mid \alpha) \right], \quad (A14) \]
\[ \delta_2 = \sqrt{\frac{n}{(1 - n)(n - \sin^2 \alpha)}}, \quad (A15) \]
\[ \varepsilon = \arcsin \sqrt{\frac{1 - n}{\cos^2 \alpha}}, \quad (A16) \]

where \( \Lambda_0 \) is Heuman’s lambda function defined as
\[ \Lambda_0(\phi \mid \alpha) \equiv \frac{2}{\pi} \left[ K(\alpha)E(\phi \mid 90^\circ - \alpha) \right. \]
\[ - \left. \{K(\alpha) - E(\alpha)\}F(\phi \mid 90^\circ - \alpha) \right] \quad (A17) \]

| \( n \) | \( m \) | \( W^2 \) | \( \delta_2 \) | \( \varepsilon \) |
|---|---|---|---|---|
| \( \eta \to 0 \) | \( 1 \) | \( 1 \) | \( \infty \) | \( \pi/2 \) |
| \( \eta \to 0 \) | \( 0 \) | \( 0 \) | \( \sqrt{1 + 2\gamma/4\pi} \) | \( \pi/2 \) |

\[ \text{TABLE I: Limiting values of various parameters of the soliton solution. The limit } |\omega| \to 0 \text{ is equivalent to the limit } f_{in} \to 0 \text{ or } \gamma \to -2KE/\pi^2 - 0, \text{ and } |\omega| \to 0.5 \text{ is equivalent to } f_{in} \to 0 \text{ or } \gamma \to -2(KE - m_1K^2)/\pi^2 - 0. \text{ The limit } m \to 0 \text{ corresponds to the uniform-density limit } |\gamma| \to -2\omega^2 + 1/2 + 0. \]

**APPENDIX B: LIMITING BEHAVIORS OF THE SOLITON SOLUTIONS**

We consider the limits \( |\omega| \to 0 \) and \( |\omega| \to 1/2 \) of the soliton solution for \( 0 < |\omega| < 1/2 \) given by
\[ \rho(\theta) = \frac{K^2}{\pi^3|\gamma|} \left[ \text{dn}^2 \left( \frac{K}{\pi \theta - \theta_0} \mid m \right) \right] - \eta m_1 \], \quad (B1) \]
\[ \varphi(\theta) = \Omega \theta - \text{sgn}(\omega)\delta_2^{-1} \Pi \left( ; \frac{K\theta}{\pi} \mid n \right), \quad (B2) \]
\[ \mu = \frac{1}{2\pi^2}(f_d - f_c - f), \quad (B3) \]

where
\[ f = 2K^2 - 2KE - \pi^2 \gamma, \quad (B4) \]
\[ f_c = 2m_1K^2 - 2KE - \pi^2 \gamma, \quad (B5) \]
\[ f_d = 2KE + \pi^2 \gamma. \quad (B6) \]

The limiting values and behaviors of several parameters are summarized in Table I and Fig. 10, respectively. In the limit \(|\omega| \to 0 \) (\( f_d \to 0 \)), the equations \((B1)\) and \((B2)\) continuously become those of the cn-solution since \( n \to 0 \) and \( W \to 0 \) from Fig. 10 and Table I. In the limit \(|\omega| \to 1/2 \) (\( f_c \to 0 \)), where the parameters behave as \( n \to 1 \), \( W \to 0 \). Eqs. \((B1)\) and \((B2)\) reproduce the cn-solution. It can easily be verified by setting \( f_d = 0 \) or \( f_c = 0 \) in Eq. \((B3)\) that in these limits the chemical potential for \( 0 < |\omega| < 1/2 \) continuously approaches
\[ \mu = -\frac{K^2}{\pi^2}(1 + m_1) = \frac{1}{2\pi^2}(-f_c - f), \quad |\omega| = 0, \quad (B7) \]
\[ \mu = -\frac{K^2}{\pi^2}(1 - 2m_1) = \frac{1}{2\pi^2}(f_d - f), \quad |\omega| = 1/2. \quad (B8) \]

The first derivative of the ground-state energy with respect to \( \Omega \) has a kink at the phase boundary, which is verified by the relations \((B2)\) and \((B3)\) as,
\[ \frac{\partial \mathcal{E}}{\partial \Omega} = \begin{cases} 2(\Omega - \langle \mathcal{E} \rangle_0/N) & \text{for } 0 < |\omega| < 1/2, \\ -4\pi W, & \text{for } |\omega| = 0 \text{ or } 1/2. \end{cases} \quad (B9) \]
in the soliton solution for \( \gamma \). Figure 10 shows the solution \( m \) calculated numerically by solving

\[
\begin{align*}
\mathbf{f}_d &= 0,
|\omega| = 0, \\
2\pi|\omega| &= \sqrt{\frac{2f_df_e}{f}} + \pi(1 - \Lambda_0), \quad 0 < |\omega| < 1/2, \quad \text{(B10)}
\end{align*}
\]

where the line of intersection between the curves and the \( \gamma-\omega \) plane corresponds to the phase boundary \( \gamma - 2\omega^2 + 1/2 = 0 \).

**APPENDIX C: GROUND-STATE PROPERTIES NEAR THE PHASE BOUNDARY**

We investigate the continuity of the ground-state properties at the phase boundary. From Fig. 11, we see that the parameter \( m \) becomes zero for all soliton solutions in the limit \( |\gamma| \to -2\omega^2 + 1/2 + 0 \). The uniform-density limit of the soliton solution is hence mathematically obtained by taking the limit of \( m \to 0 \). Let \( \delta \) be a positive small deviation of \( \gamma \) from the value at the phase boundary for a fixed \( \omega \). For \( |\omega| = 0, 1/2 \), the parameter \( m, K(m), E(m) \), and hence the physical quantities near the phase boundary are expanded in terms of \( \delta \) as follows.

For the dn-solution \( (\omega = 0) \), the phase boundary is \( \gamma = -1/2 \) and let \( \gamma = -1/2 - \delta \). Using the equation \( f_d = 0 \), we obtain

\[
m = 8\delta^{3/2} - 32\delta + 89\delta^{3/2} - 200\delta^2 + O(\delta^{5/2}). \quad \text{(C1)}
\]

The expansion formulae (A12) and (A13) become

\[
K = \frac{\pi}{2} \left( 1 + 2\delta^{3/2} + \delta^2 + \frac{1}{4} \delta^{3/2} + \frac{1}{2} \delta^2 \right) + O(\delta^{5/2}),
\]

\[
E = \frac{\pi}{2} \left( 1 - 2\delta^{3/2} + 5\delta - \frac{33}{4} \delta^{3/2} + \frac{23}{2} \delta^2 \right) + O(\delta^{5/2}).
\]

Using these expansions, the ground-state energy and the chemical potential are expressed as functions of \( \delta \) instead of \( m \) near the phase boundary \( \gamma = -1/2 - \delta \). The bump of the second derivative of the ground-state energy and the first derivative of the chemical potential are obtained as

\[
\delta E'' - \delta E' = -4, \quad \delta \mu'_{dn} - \delta \mu_u = -2, \quad \text{(C4)}
\]

at \( \gamma = -1/2 \) and \( \omega = 0 \). For the cn-solution \( (|\omega| = 1/2) \) at \( \gamma = -\delta \), the expansions are obtained in a similar way as

\[
m = 4\delta - 6\delta^2 + O(\delta^3), \quad \text{(C5)}
\]

\[
K = \frac{\pi}{2} \left( 1 + \delta + \frac{3}{4} \delta^2 \right) + O(\delta^3), \quad \text{(C6)}
\]

\[
E = \frac{\pi}{2} \left( 1 - \delta + \frac{3}{4} \delta^2 \right) + O(\delta^3). \quad \text{(C7)}
\]

The ground-state energy and the chemical potential are expanded in terms of \( \delta \) as

\[
\delta E_{cn} = \frac{1}{4} \left( -3\delta - \frac{3\delta^2}{4} - \frac{\delta^3}{8} \right) + O(\delta^4),
\]

\[
\delta \mu_{cn} = \frac{1}{4} \left( -3\delta - \frac{3\delta^2}{2} - \frac{\delta^3}{8} \right) + O(\delta^4). \quad \text{(C9)}
\]
which are continuously connected with those of the uniform-density solution at $\gamma = 0$ and $|\omega| = 1/2$. However, the first derivative of the ground-state energy and that of the chemical potential are given by

$$E'_cn = -\frac{3}{4} - \frac{3}{4} + O(\delta^2),$$  \hspace{0.5cm} \text{(C10)}

$$\mu'_cn = -\frac{3}{2} - \frac{3\delta}{4} + O(\delta^2),$$  \hspace{0.5cm} \text{(C11)}

and have discontinuous jumps at $\gamma = 0$ and $|\omega| = 1/2$ by the following amounts:

$$E'_cn - E'_u = -\frac{1}{4}, \quad \mu'_cn - \mu'_u = -\frac{1}{2}$$  \hspace{0.5cm} \text{(C12)}