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Abstract Multi-task learning by robots poses the challenge of the domain knowledge: complexity of tasks, complexity of the actions required, relationship between tasks for transfer learning. We demonstrate that this domain knowledge can be learned to address the challenges in life-long learning. Specifically, the hierarchy between tasks of various complexities is key to infer a curriculum from simple to composite tasks. We propose a framework for robots to learn sequences of actions of unbounded complexity in order to achieve multiple control tasks of various complexity. Our hierarchical reinforcement learning framework, named SGIM-SAHT, offers a new direction of research, and tries to unify partial implementations on robot arms and mobile robots. We outline our contributions to enable robots to map multiple control tasks to sequences of actions: representations of task dependencies, an intrinsically motivated exploration to learn task hierarchies, and active imitation learning. While learning the hierarchy of tasks, it infers its curriculum by deciding which tasks to explore first, how to transfer knowledge, and when, how and whom to imitate.
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1 Introduction

In the mainstream approaches based on classical artificial intelligence and machine learning, robotic engineering approaches have made several valuable application-specific impacts. Yet, the achievements are often subject to restrictions that involve domain knowledge, a bounded and specific environment, or a limited set of tasks of the same complexity.

To face the challenges of multi-task learning in a continual manner for embodied agents interacting with their stochastic environment and with humans, methods have taken inspiration in the living, and especially in how adults and infants learn as they develop, adapt and create new skills all along their lives. These methods fall into the field named cognitive developmental robotics [1, 6], within which we examine representations of actions and task relationships, their application to affordance learning and learning methods based on autonomous and socially guided exploration.
1.1 Learning Sequences of Motor Policies

In the case of multiple control tasks (i.e., induced by actions) with various complexities and dimensionalities, the complexities of the actions required to complete them should be unbounded, without a priori knowledge. If we relate the complexity of actions to their dimensionality, actions of unbounded complexity should belong to spaces of unbounded dimensionality. For instance in setup Fig.1 if an action of dimensionality $n$ is sufficient to draw a letter, a sequence of 2 such actions, i.e., an action of dimensionality $2n$ is sufficient to draw 2 letters. Generally, texts have variable lengths, thus there is no bound to the length of the sequence of actions. Likewise, an unbounded sequence of actions is needed to play tunes of any length in setup Fig.2 and to move all green objects side by side in setup Fig.3. Hence, here, we consider actions of unbounded complexity and suppose that they can be expressed as a sequence of action primitives. We consider action primitives and sequences of actions, also named in [38] respectively micro actions and compound actions. The agent thus needs to estimate the complexity of the task and deploy actions of corresponding complexity.

To tackle the curse of dimensionality which increases as sequences of actions grow longer, methods such as DQN [24], using a deep neural network architecture have successfully handled high dimensional continuous outcome and context spaces but still with discrete action spaces. Mnih et al. [25] proposed an asynchronous variant of the Actor Critic algorithm, relying both on deep neural networks and gradient policies. It successfully handles continuous action spaces, but still of predefined dimensionality. The options framework proposes a temporally abstract representation of actions [13], leading to sequences of actions for later reuse. Approaches combining options with TD networks enable compositional prediction [34]. Learning simple skills and planning sequences of actions instead of learning a sequence directly has been proposed as Skill chaining [19]. This forward chaining was successfully implemented to generate multi-step plans for robot affordance learning [36].

Following the ideas of a temporally abstract representation of actions and of multi-step planning, we propose a goal-directed representation of compound actions and a multi-step plan using inverse chaining of self-discovered subtasks.

1.2 Task Hierarchy for Curriculum Learning

This requirement of unbounded complexity of actions stems from the objective of learning unknown multiple tasks. Multi-task learning in biological agents is progressive and continual. Humans and other species develop and create new skills all along their lives as they adapt to their environment and to their own needs. In particular, infants learn skills of increasing level of difficulty as they grow up: mastering simple skills first and then learning more complex skills based on the previous simple ones. Indeed, in multi-task learning problems, some tasks can be compositions of simpler tasks, which we call ‘complex tasks’ or ‘composite tasks’. The learning agent should be starting small before trying to learn more complex tasks, as phased in [15]. Devising the order in which tasks should be learned has been coined ‘curriculum learning’ in [5]: a learning agent needs to decide at each episode both which tasks it wants to learn to control (goal) and which actions to try (means). In our works, we thus take the hypothesis that tasks can be hierarchically related, some may be considered as subtasks of more complex tasks (‘hierarchically organised tasks’). We conjecture that this hierarchy can help bootstrap the learning, by transfer of knowledge from simple to complex tasks.

Indeed, when given a task hierarchy, the robot can exploit this domain knowledge to reuse previously acquired skills to build more complex ones for tool use, as shown in [10]. Approaches for hierarchical multi task learning with neural networks have also been proposed, such as Hierarchical DQN [20], that uses intrinsic motivation to train a neural network in a fixed hierarchical manner.

To depend less on domain knowledge, the works presented in this article seek to learn the hierarchy between tasks, by exploring the different combinations between tasks. While learning the dependencies between tasks, we show in [14], that reusing the knowledge of simple tasks as subgoals for more complex tasks indeed greatly reduced the exploration, and in [22], that planning can be used in combination of emerging hierarchical models of tasks.

1.3 Emergence of Hierarchical Affordances

An application case of motor learning and task hierarchy is affordances learning. The concept of affordance has been first introduced by Gibson in [17] to characterise physical states in an action-oriented fashion, in terms of the possible interactions an agent may have with objects. Even without knowing an object specifically, seeing visual cues of a handle may suggest possible embodied interactions.

In affordances learning, many approaches have been developed [18]: for instance, the traversability affordance has been studied in different works [23]. Likewise, the grasp affordance is a recurrent topic and various approaches exist to learn it such as learning based on visual descriptors or raw image input [25]. However such methods focus on one, or a fixed number of specific affordances, with no mechanism adapting it to new or more complex affordances.

We aim to continual learning of multiple affordances through the interaction with its environment. Thus, the robot builds sensory motor skills using a wide variety of actions. The robot can use actions of unbounded length and duration,
in a continuous action space. Ugur and Piater [35] proposed an emergence of a hierarchical structure of affordances. However, affordances were defined as a list of discrete effects on objects, and the actions are manually coded. We would like to tackle continuous features of affordances and be able to learn compound actions in continuous action spaces. We extended their work with intrinsic motivation and planning.

1.4 Intrinsic Motivation as an Exploration Heuristic

To allow multi-task learning, developmental methods have transposed into algorithms the notion of intrinsic motivation, that has been outlined as a key mechanism for exploration [9]. These methods use a reward function that is not shaped to fit a specific task but is general to all tasks the robot will face. Tending towards life-long learning, this approach, also called artificial curiosity, may be seen as a particular case of reinforcement learning using an intrinsic reward function.

Methods based on Q-Learning and intrinsic motivation have been proposed in [37] for discrete environments where the reward depends on how much new information have been acquired. Other methods used intrinsic motivation to explore the action space of the robot, based on empirical measures of prediction progress, such as algorithms IAC [11] and its active learning version RIAC [2]. Then Baranes and Oudeyer [3] added goal-babbling to explore the outcome space to address higher dimensional action spaces with the SAGG-RIAC algorithm. More recently, intrinsic motivation and goal babbling have combined deep neural networks and replay mechanisms for automatic curriculum learning of multiple tasks of different complexities. IMGEP [16] – a formalisation of unsupervised multi-goal RL – GE-GP [7] – mixing evolutionary methods and deep RL – and CURIOUS [8] – mixing parametrised reward function and automated curriculum learning – could select goals in a developmental manner from easy to difficult tasks.

1.5 Active Imitation Learning

Methods taking advantage of human demonstrations have shown to tackle more varied and large goal spaces. They were combined with intrinsic motivation such as in [29]. The bootstrapping effect is all the more efficient when the learning robot uses active learning based on intrinsic motivation to choose what to learn, and who, when and how to imitate. This choice on the source of information, has been called a active imitation learning and corresponds to the psychological description of infants’ selectivity of social partners in [4]. The SGIM-ACTS algorithm proposed in [28] for multi-task learning has been applied to 3D object recognition [30] or mother tongue imitation by a vocal tract [27].

1.6 Summary and Position

Grounding our studies in cognitive developmental robotics, we aim for a robot capable of discovering and learning multiple tasks as well as its curriculum by leveraging the relationships between tasks. In this article, we show that domain knowledge about task relationship and complexity can be learned in order to adapt the complexity of the compound actions (sequences of actions) required. The task relationships between known or emerging tasks can be discovered with intrinsically motivated exploration or active imitation. We propose a common algorithmic architecture based on intrinsically motivated exploration to implement these mechanisms. In the following sections, we present a formalisation of the problem of hierarchical learning, two representations of task hierarchy and a unifying algorithmic architecture with 3 partial implementations [12][14][22]. We show how they address the following questions:

– how can knowledge from easier tasks be transferred to complex tasks while the robot learns tasks relationships?
– how can a robot discover new learnable tasks from which to transfer knowledge to more complex tasks?
– how can human demonstrations be beneficial to an active learning robot tackling multiple control tasks?

Compared to [11], we have made the formalisation more coherent and have updated the implementations and experimental setups taken from [14][22], and position these works better in comparison with existing state-of-the-art.

2 Hierarchical Learning Framework

In this section, we propose a formalisation of the problem of learning compound actions to achieve hierarchically organised tasks, and propose an algorithmic architecture based on intrinsic motivation to learn the curriculum, common to the algorithms IM-PB, CHIME and SGIM-PB [12][14][22].

2.1 Formalisation

Let us consider a robot interacting with a non-rewarding environment by performing sequences of motions of unbounded length in order to induce changes in its surroundings.

Each of these motions is named a primitive action, described by a parametrised function with p parameters: \( a \in A \subset \mathbb{R}^p \). We call \( A \) the primitive action space. Our robot can perform sequences of primitive actions. Let a compound action be a sequence of any length \( n \in \mathbb{N} \) primitive actions, and be described by n \( \times \) p parameters: \( a = [a_1, \ldots, a_n] \in A^n \). Thus the action space exploitable by the robot is a continuous space of infinite dimensionality \( A^\mathbb{N} \subset \mathbb{R}^\mathbb{N} \).

The actions performed by the robot have consequences on its environment, which we call outcomes \( \omega \in \Omega \), where
\Omega \) is a subspace of the state space \( S \) defining the control tasks to learn. Once the robot knows how to cause an outcome \( \omega \), we say the outcome is then controllable. The set of controllable outcomes is \( \Omega_{\text{cont}} \subset \Omega \) and this set changes as the robot learns new tasks. For convenience, we define the controllable space \( C = A \cup \Omega_{\text{cont}} \), regrouping both primitive actions \( A \) and observables that may be controlled, \( \Omega_{\text{cont}} \).

The robot learns tasks/models \( T \) each mapping controllable \( c \in C_T \subset C \) and outcomes \( \omega \in \Omega_T \subset \Omega \) within a given context \( s \in S_T \subset S \). More formally, a task is a set of: a forward model \( M_T : (S_T, C_T) \rightarrow \Omega_T \) and an inverse model \( L_T : (\Omega_T, S_T) \rightarrow C_T \). The forward model is used to predict the observable consequence \( \omega \) from a given context \( s \) of a controllable \( c \), which is either a primitive action or a goal state that can be induced by a compound action. Conversely, the inverse model is used to estimate a controllable \( c \) to be performed in a given context \( s \) to induce a goal observable state \( \omega \): if \( c \) is a primitive action the robot executes the action, otherwise it sets \( c \) as a goal state and infers the necessary actions using other inverse models. We note that this definition of task \( T \) assumes that all \( \omega \in \Omega_T \) can be realised independently from other observables, i.e., the task dimensions of \( \Omega_T \) do not interact with the rest of the state space in any way. In our works, we assume that the creation of the tasks (either predefined for IM-PB and SGIM-PB, or emerging for CHIME) ensures this coherence.

These models are trained on the data recorded by the robot along its exploration in its dataset \( D \). We define a strategy \( \sigma \) any process for exploration. For instance, we consider autonomous exploration and imitation learning strategies. Formally, we define it as a data collection heuristics, based on the current data, that outputs a set of triplets of initial states, action and outcome: \( \sigma : D \rightarrow \{(s, a, \omega)\} \).

Let us also note \( H \) the hierarchy of the models used by our robot. \( H \) is formally defined as a directed graph where each node is a task \( T \) and its successors are the components of \( C_T \). As our robot learns this hierarchy, \( H \) varies along time. Its representation is detailed in section 4.

### 2.2 Algorithmic Architecture

We describe a generic algorithm Socially Guided Intrinsic Motivation for Sequence of Actions through Hierarchical Tasks (SGIM-SAHT) that learns and takes advantage of task hierarchy to solve increasingly complex tasks (Fig. 4 Alg. 1).

SGIM-SAHT learns by episodes in which a task \( T \) to work on, a goal outcome \( \omega_g \in \Omega_T \) and a strategy \( \sigma \) have been selected to optimize progress and according to an interest map (see below). The selected strategy \( \sigma \) applied to the chosen goal outcome \( \omega_g \) chooses a sequence of controllables \( l_c \in [c_1, \ldots, c_n] \) as a candidate to reach the \( \omega_g \) (Alg. 1[4][5]).

SGIM-SAHT chooses an adequate task \( T' \), i.e. when the input space of \( L_{T'} \) includes \( (s, \omega_g) \). Then it applies \( L_{T'} \) to find the action \( a' = L_{T'}(c_i) \). This inference process may be recursive until the output is an action, using the hierarchy between tasks. SGIM-SAHT thus infers from \( l_c \), a compound action \( a = [a_1, \ldots, a_n] \in A^n \), to be executed by the robot. The trajectory of the episode with the primitive actions and controllables sequence and goal and reached outcomes \( \omega_g, \omega_r \) are recorded in the memory (Alg. 1[4][5]).

Then, it computes the learner’s competence on the goal outcome. In the RL framework, this competence can be seen as the reward for the goal outcome. In our multi-task learning setting, we use as competence a reward function common to all goals based on the Euclidean distance between the goal outcome \( \omega_g \) and the reached outcome \( \omega_r \) (Alg. 1[4][5]). Variations of this metric have been implemented in [1][2][26].

The memory and competence are used to update the models \( M_T \) and \( L_T \), the set of tasks, and the hierarchy of models \( H \) (Alg. 1[4][5]). These mechanisms differ in our 3 algorithms. Besides, the competence is used to obtain an interest map that associates to each strategy and region of outcome space partition an interest measure to guide the exploration. The interest measure is computed as the progress or derivative of the competence of the enclosed outcomes (details in [28]).

When the number of outcomes added to a region \( R_i \) exceeds a fixed limit, the region is split into two regions with a clustering boundary that separates outcomes with low from those with high interest (details in [28]).

SGIM-SAHT has three implementations described in the sections [4] and [5]. Their differences are described in table 1.
3 Task Hierarchy Representation

In this section, we describe two representations of task hierarchy, called Procedure and CHIME, to be used to learn the domain knowledge about the relationship between tasks.

3.1 Procedure Hierarchy Representation

The first is a goal-directed representation of action sequences in the form of sequences of subgoals or task decomposition, that enable transfer of knowledge between inter-related tasks. It is a temporally abstract representation of a succession of actions. More formally, a procedure is defined as a succession of outcomes \((\omega_1, \omega_2, ..., \omega_n)\). The succession is unbounded. The procedure space is \(\Omega^N\). A task decomposition into a procedure is an association of a goal outcome to a procedure. Thus, an outcome represents a task node in \(\mathcal{H}\), while the task decomposition represents the directed edges and the procedure is the list of its successors. \(\mathcal{H}\) is initialised as a densely connected graph, and the exploration prunes the connexions by testing which procedures or task decompositions respect the ground truth.

4 Learn Task Relationships by Autonomous Exploration

The idea of SGIM-SAHT is to use a hierarchical representation of the outcome and controllable spaces. This representation outlines the dependencies between tasks in order to reuse previous knowledge and use actions of adapted complexity. In this section, we examine how task hierarchy can be learned in the cases of a static and a dynamic set of tasks.

4.1 Learn Task Hierarchy from a Static Set of Tasks

Let us consider that the set of tasks is given. The robot needs to choose which are easier to learn first, which are more difficult, and which tasks can be reused as sub-goals for more difficult models. To learn the hierarchy \(\mathcal{H}\) between tasks, we proposed in [13] an implementation, IM-PB (Intrinsically Motivated Procedure Babbling) based on procedures and the identification among all possible dependencies, of those that are valid.

IM-PB has 2 strategies: autonomous exploration of the outcome or the procedure spaces. Intrinsic motivation guides the exploration of the task space and the procedure space (Alg[11-12]) to find a curriculum from simple to complex tasks. IM-PB takes advantage of the dependencies between tasks: when executing a sequence (Alg[11-13]), carrying out a procedure \((\omega_1, ..., \omega_n)\) means carrying out the action primitive sequence \(\pi\) by executing sequentially each component action \(a_i\), where \(a_i\) is an action that reaches \(\omega_i\). The experiments on setups of Fig[12] in [12] [13] show that an intrinsically motivated learner is capable of learning sequences of motor actions. During the learning phase, results show that the robot explores mainly the task space for simple tasks, and it explores considerably more the procedure space for complex hierarchical tasks. Thus it implicitly
understands that simple tasks do not need to be decomposed into subtasks and can be reached directly by action primitives. On the contrary for complex tasks, it is more advantageous to seek which subtasks to reuse. During the test phase, the robot uses the correct task decomposition. Furthermore, it can also adapt the length of its action sequence to the task to achieve: the results show that the length of the sequence of actions increases as the complexity of the task increases in terms of its hierarchy. Combining these procedures with the learning of simple actions to complete simple tasks, it can build sequences of actions to achieve complex tasks. We showed in [14] that the robot can take advantage of the procedures representation to improve its performance, especially on high-level tasks. It also adapts the complexity of its action sequence to the complexity of the task at hand.

Nevertheless, this adaptation is limited to the first two levels of task hierarchy, and the learner cannot well adapt this complexity to a deeper hierarchy of tasks. To help the robot improve its understanding of task dependencies, we present in section 5 the benefits of active imitation learning.

4.2 Learn Task Hierarchy from a Dynamic Set of Tasks

In the previous section, the set of possible tasks (association of inputs and outputs) are given, and the robot needs to learn the relationship between them. In other terms, in $\mathcal{H}$, the nodes are pre-defined and the robot discovers the connections in the graph. In this section, we consider the case where the robot needs to learn both the connections and the nodes, i.e. task hierarchy at the same time as task emergence.

4.2.1 Experimental Setup

It was applied to a wheeled robot with obstacles and movable objects of random size (Fig.3). It proposed an emergence of affordances: the algorithm is able to discover learnable models (eg. move a green object), and once the model is learned, its output can be used as input features of more complex models (eg. push an object with a green object), leading to hierarchical learning. In this paper, we describe an affordance as a task $T$.

4.2.2 CHIME Implementation

Let us consider that we do not have a set of sub-goals given, but have only given a high-dimensional set of inputs and observable outputs. At initialisation, the robot only has access to the control of its wheels, the positions and physical properties of objects. The set of tasks and controllable outcomes is empty. By exploration, it discovers changes in its environments (eg. green object moved) and how it can control them (eg. its own position), but also how these changes can induce more complex outcomes (eg. push an object with another).

The algorithm CHIME [22] implements SGIM-SAHT for a dynamic set of tasks and discovers new tasks by en-active exploration. At each episode, the physical properties such as colour, height, diameter of objects are generated randomly. The main characteristics of CHIME, detailed in [22], lie in its execution of sequence and its update of models and memory (Alg.1.1 and 6).

To execute a sequence of controllables $l_c$ (Alg.1.1.6), for each element $c_i$:

- if $c_i$ is a primitive action, it is directly executed
- if $c_i$ is not a primitive action, $c_i \in \Omega_{\text{cont}}$. An affordance $T(S_T, C_T, \Omega_T)$ is then selected (with $c_i \in \Omega_T$) and its inverse model is applied to obtain the controllable $b_i = L_T(c_i)$. If $c_i$ is out of reach within a timestep, a planning phase is used to build a sequence of element of $C_A$ in order to reach $c_i$. The same mechanism is applied recursively on it until having only primitive actions.

To update its models (Alg.1.1.6), at the end of each episode, subspaces of $\Omega$ for which outcomes $\omega$ has been observed are listed. Then the robot verifies if $\Omega$ matches a known affordance. To save computing time, we only verify for randomly selected subspaces of $\Omega$. If it does not match, it creates a new affordance, i.e. a forward and an inverse model. If it matches, but the new data contradicts with previous data (the competence for this task is reduced), it tries to update the model by adding context spaces.

4.2.3 Developmental Emergence of Affordances

The results on setup3 (Fig.3) show in [22] that CHIME discovers new affordances, and uses unbounded sequences of learned actions to complete all tasks. Even without predefinition of possible tasks, the agent is able to discover the inputs and outputs of models of learnable tasks, and how they are related to each other. We show in [22] that these tasks emerge and are learned in a developmental order from the lowest to the highest level of hierarchy. Planning based on these emergent tasks enables the robot to infer a sequence of actions to complete complex tasks.

The learning is based on active learning to collect data through new interactions with the environment, guided by the heuristics of intrinsic motivation. Once learned, these affordance control models are used to plan complex tasks with known or unknown objects, by using their physical properties to decide whether a learned affordance may be applied.

4.2.4 Automatic Curriculum Learning

Both IM-PB and CHIME rely on a temporally abstract representation of task relationships, whether all tasks have been predefined in advance or the robot has to discover new tasks. Discovering the task relationship enabled the robot to infer domain knowledge about the complexity of tasks and of
the actions needed, but also to build its curriculum, learning simple, then increasingly complex tasks.

5 Who, What, How to Imitate to Learn Task Relationships

Beyond mere autonomous intrinsically motivated exploration, we show that domain knowledge can also be learned through social guidance. In high dimensional and unbounded task spaces, the performance is improved even more when the robot can imitate actions and procedures from teacher demonstrations, when it actively chooses between self-supervised intrinsic motivation and imitation learning strategies.

For hierarchically organised tasks, we proposed in [14] the implementation SGIM-PB (Socially Guided Intrinsic Motivation by Procedure Babbling) that merged IM-PB with SGIM-ACTS. In addition to the strategies σ of IM-PB, SGIM-PB has two strategies per teacher it can interact with: request a demonstration of actions or procedures. With the strategy mimicry of an action, SGIM-PB requests a demonstration of an action to reach \( \omega_{ij} \). To apply the strategy adaptive control models that are then used to plan sequences of actions. Whereas IM-PB and CHIME rely only on autonomous exploration using intrinsic motivation, SGIM-PB can request different kinds of demonstrations depending on the complexity of the target task to the appropriate teacher.

All three rely on a temporally abstract representation of composite actions using task hierarchy. They efficiently manage the dependencies between tasks to learn sequences of actions, CHIME builds dynamically its set of tasks from emergent control models that are then used to plan sequences of actions. Whereas IM-PB and CHIME rely only on autonomous exploration using intrinsic motivation, SGIM-PB can request different kinds of demonstrations depending on the complexity of the target task to the appropriate teacher. All three rely on a temporally abstract representation of compound actions using task hierarchy. They efficiently manage to learn them through the discovery of relationships between tasks to enable transfer of knowledge.

We have proposed a framework unifying their common aspects: a temporally abstract representation of the relationship between tasks, learning the hierarchy of tasks with intrinsically and socially guided exploration. This summary opens a theoretical blueprint of a novel framework for robots in automatic curriculum learning of uncovering domain knowledge to learn compositional tasks. We showed this can be tackled by combining hierarchical learning, planning and exploration based on intrinsic motivation and active imitation learning.

In future works, we shall develop an implementation of this unified framework using all the described features: learning primitive actions and then planning sequences of them, then once learned, optimising directly these sequences owing to the procedure framework. The emergent subtasks will reduce the dependency on domain knowledge, whereas learning a representation of a compound action will result in better optimised policies and reduce the planning complexity.

| Algorithm       | Reward | Cont. goal | Multi-task | Hierarchy | Actions | Imitation |
|-----------------|--------|------------|------------|-----------|---------|-----------|
| Qlearning [32]  | Ext.   |            |            |           |         |           |
| Qlearning & curiosity [37] | Int.   |            |            | Primitive |         |           |
| Option TDNet [34] | Ext.   |            |            | Option    |         |           |
| Skill-chaining [19] | Ext.   |            |            |          |         |            |
| DQN [24]        | Ext.   |            |            |           |         | Option    |
| h-DQN [20]      | Int.   |            |            | Yes       |         | Primitive |
| Asynch. Actor Critic [25] | Ext. self-eval | Primitive |         |         |         |           |
| GEF-PG [7]      | Int.   |            |            | Yes       |         | Primitive |
| CURIOUS [18]    | Int.   |            |            | Yes       |         | Primitive |
| IAC [31], RIAC [2] | Int.   | Yes        |            | Primitive |         |           |
| SAGG-RIAC [4]   | Int.   | Yes        |            | Primitive |         |           |
| IMGEP [16]      | Int.   | Yes        |            | Primitive |         |           |
| SGIM-ACTS [28]  | Int.   | Yes        |            |            |         | Primitive |
| IM-PB [13, 14]  | Int.   | Yes        | Yes        | Proc.     |         |           |
| SGIM-PB [12, 14] | Int.   | Yes        | Yes        | Proc.     |         | Planning  |
| CHIME [22]      | Int.   | Yes        | Yes        | Yes       |         | Planning  |

Table 2: Comparison between the algorithms on: intrinsic vs extrinsic reward, the goal space is continuous (parametrised), single task vs multi-task problem, hierarchical learning, the action representation and whether imitation learning is used.

6 Conclusion

Through this article, we have presented three implementations of a common algorithmic framework for learning multiple control tasks through curriculum learning by discovering domain knowledge, such as the dependencies between tasks or task and action complexities, and exploiting this hierarchy to transfer knowledge from the easy tasks to the compositional tasks. Table 2 summarises the properties of IM-PB, SGIM-PB and CHIME in learning to perform complex tasks with compound actions, in contrast to the state of the art. While IM-PB and SGIM-PB rely on a static set of controllable and outcome features and explore the dependencies between tasks to learn sequences of actions, CHIME builds dynamically its set of tasks from emergent control models that are then used to plan sequences of actions. Whereas IM-PB and CHIME rely only on autonomous exploration using intrinsic motivation, SGIM-PB can request different kinds of demonstrations depending on the complexity of the target task to the appropriate teacher. All three rely on a temporally abstract representation of compound actions using task hierarchy. They efficiently manage to learn them through the discovery of relationships between tasks to enable transfer of knowledge.
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