Conformal fixed point of SU(3) gauge theory with 12 fundamental fermions
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We study the infrared properties of SU(3) gauge theory coupled to 12 massless Dirac fermions in the fundamental representation. The renormalized running coupling constant is calculated in the Twisted Polyakov loop scheme on the lattice. From the step-scaling analysis, we find that the infrared behavior of the theory is governed by a non-trivial fixed point.
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In recent years, there have been growing interests in the phase structure of asymptotically-free gauge theories with various numbers of fermions \( N_f \) and their representations. In particular, it is important to gain knowledge of the critical \( N_f \) (denoted as \( N^c_f \)) where different infrared (IR) properties are distinguished. Below \( N^c_f \), the theory is confining and chiral symmetry is broken, while above it there exists a non-trivial infrared fixed point. The range \( N_c^f < N_f < N^af \) is called the conformal window, where \( N^af \) is the maximal \( N_f \) for the presence of asymptotic freedom.

In addition to its intrinsic field-theoretic interests, studies of (near) conformal nature of strongly coupled gauge theories are of great phenomenological significance. Such a theory is a candidate for the dynamical origin of the electroweak symmetry breaking. This has led to studies of conformal dynamics for various theories, using approaches such as the Schwinger-Dyson equation, the exact renormalization group, etc. Among these methods, lattice gauge theory has been widely used as a reliable tool to perform first-principle computation of scheme-independent, universal quantities.

In this article we report results of a lattice study of SU(3) gauge theory coupled to 12 massless fermions in the fundamental representation \([1,3]\). There have been some recent lattice investigations in this theory, and the results have been controversial hitherto. In Ref. [2], the running coupling constant was computed in the Schrödinger functional (SF) scheme [6], and, within error, exhibited scale-independent behavior. Other works [4, 5] also showed the evidence of the conformal behavior in this theory. On the other hand, studies of the mass scaling behavior [3] and the spectrum of the Dirac operator [6] showed contradictory evidences.

The renormalized coupling constant itself is a scheme-dependent quantity. However, by identifying the relations among different renormalization schemes as coordinate transformations in the theory space, it can be demonstrated that the existence of a fixed point is scheme independent, except the case that the transformation is singular [8]. In view of this, the best method for the search of the IRFP is to look for zeros of the beta function. This leads us to focus on the ratio between the step-scaling function [9] and the input renormalized coupling constant. This ratio approaches one when the beta function approaches zero. To confirm the existence of an IRFP in an asymptotically-free gauge theory, it is important to demonstrate that the ratio is one at both ultraviolet (UV) and IR regimes, while being obviously different from this value in between.

We calculate the renormalized coupling constant in the Twisted Polyakov Loop (TPL) scheme [10] with the standard staggered dynamical fermions. This scheme has no \( O(a) \) discretization error, which is a great advantage in taking the continuum limit. Another advantage is the absence of zero modes thanks to the twisted boundary condition, which enables us to perform simulation with massless fermions.

The TPL scheme was proposed in Ref. [10] for SU(2) gauge theory. Here we generalize it to the SU(3) case. To define the TPL scheme, we introduce twisted boundary condition for the link variables, \( U_\mu(x) \), in \( x \) and \( y \) directions on the lattice,

\[
U_\mu(x+\hat{v}L/a) = \Omega_\mu U_\mu(x)\Omega_\mu^\dagger, \quad (\nu = x, y)
\] (1)

where \( L \) is the spatial extent and \( a \) is the lattice spacing. The twist matrix \( \Omega_\mu \) is chosen to satisfy \( \Omega_\mu \Omega_\mu^\dagger = I \), \( (\Omega_\mu)^3 = I \), \( \text{Tr}[\Omega_\mu] = 0 \), and \( \Omega_\mu\Omega_\nu = e^{i2\pi/3}\Omega_{\mu\nu} \Omega_{\mu} \) for a given \( \mu \) and \( \nu (\neq \mu) \). In the present study, we choose to work with the twist matrix as in Ref. [11]. The gauge transformation of \( U_\mu \) is defined as \( U_\mu(r) \to \Lambda(r) U_\mu(r) \Lambda^\dagger (r + \hat{\mu}) \), with \( \Lambda(r) \) satisfying the relation \( \Lambda(r+\hat{v}L/a) = \Omega_\mu \Lambda(r)\Omega_\mu^\dagger \) for the consistency with Eq. (1).
By requiring the gauge and translational invariance, the Polyakov loops in a twisted direction can be defined as

\[ P_x(y, z, t) = \text{Tr}\left( \prod_j U_x(x = j, y, z, t)\Omega_x e^{i2\pi y/3L} \right). \]

Then the renormalized coupling in the TPL scheme is defined by taking the ratio of Polyakov loop correlators in the twisted \((P_x)\) and the untwisted \((P_z)\) directions:

\[ g_{\text{TPL}}^2 = \frac{1}{k} \frac{\langle \sum_{y, z} P_x(y, z, L/2\alpha)P_x(0, 0, 0) \rangle}{\langle \sum_{x, y} P_z(x, y, L/2\alpha)P_z(0, 0, 0) \rangle}. \]

The leading discretization error is \(O(a^2)\) in this scheme. At tree level, this ratio of the Polyakov loops is proportional to the square of the bare coupling. The proportionality factor \(k\) is obtained by analytically calculating the one-gluon-exchange diagram. In the case of \(SU(3)\) gauge group, the value of \(k\) with Wilson plaquette gauge action is

\[ k^{\text{lat}}(a/L) \sim 0.03184 + 0.00453(a/L)^2 + O(a^4). \]

The discretization effects in \(k\) are of \(O(a^2)\) instead of \(O(a)\), as expected.

To include fermions in the fundamental representation with twisted boundary condition, we introduce the “smell” degrees of freedom to avoid inconsistency with translational invariance. The smell quantum number is a copy of color, and its non-trivial effects only appear at the boundary. It is incorporated by identifying the fermion field as a \(N_c \times N_c\) matrix, \(\psi^a_\mu(x)\), where \(a\) is the color index and \(\mu\) is the smell index. The twisted boundary condition for the fermion field is then imposed as

\[ \psi^a_\mu(x + \nu L/a) = e^{i\pi/3}\Omega_{\nu}^{ab}\psi^b_\beta(\Omega_{\nu})^\dagger_{\beta a}, \]

for \(\nu = x, y\) directions. The smell degrees of freedom introduced here can be considered as extra flavors. This means that the number of flavors we can study on the lattice is a multiple of \(N_c = 3\). Furthermore, since we use staggered fermions in our simulation, we have four tastes for each flavor. This enables us to perform the computation with \(N_f = 3 \times 4 = 12\) in \(SU(3)\) gauge theory with twisted boundary condition.

First, we discuss the vacuum structure and the existence of the true vacua in an \(SU(3)\) gauge theory involving massless fermions in the deconfining phase. The free energy of the pure-gauge sector contains 3-fold degenerate classical minima at \(U_\mu = \exp(2\pi i \theta_\mu/3)\|\), where \(\theta_\mu = 0, 1, 2\) for each space-time direction. We investigated the semi-classical free energy in \(SU(3)\) gauge theory with \(N_f = 12\) up to one loop level, and found that the vacuum energy is independent of \(\theta_{1, 2}\), and the vacua with both \(\theta_{3, 4}\) being 1 or 2 have the lowest free energy, indicating that these are the true vacua. For these “non-trivial vacua”, all the classical link variables in \(z\) and \(t\) directions contain non-trivial phases \(U_{3, 4} = \exp(\pm 2\pi i/3L)\), giving rise to factors \(\exp(\pm 2\pi i/3)\) in the Polyakov loops.

In this work, we generate gauge configurations around the true vacua where the vacuum expectation values of the Polyakov loops in untwisted directions have non-trivial phases. We observe that the vacuum stays having the nontrivial phases after thermalization and no transition to trivial vacuum occurs. On the other hand, there is transition between nontrivial vacua in the low \(\beta\) region. We monitored the value of the renormalized coupling during the transition and found that the contribution is negligible.

Our numerical simulation and analysis are conducted by the following guiding principles:

1. We generate data in a broad range of \(\beta\), with intervals that \(g_{\text{TPL}}^2\) grows almost constantly in each interval. Thus the interval of \(\beta\) is large in high \(\beta\) region while small in the low \(\beta\) region. Each data have similar accuracy (2 – 3%)

2. We employ fit functions for \(\beta\) interpolation which reproduce the tree level result \(g_{\text{TPL}}^2 \approx g_0^2\) on each lattice size in extremely high \(\beta\) region.

3. We include only the data which ensure that systematic errors in all the interpolations and extrapolations are under control.

These guiding principles ensures the stability of our fit results under the change of fit functions. This is because the fit functions do not favor any special region of the data when we interpolate our data in \(\beta\) or extrapolate to in \((a/L)^2\) from the point 1, and the effect of statistical fluctuation in high \(\beta\) region where the growth of the coupling is small is reduced from the point 2, and the data \(L/a = 4\) data, having the largest discretization effect, which was used in our previous report [13] is now dropped.

Our numerical simulation is performed in the following setup. The gauge configurations are generated by the Hybrid Monte Carlo algorithm, and we use the Wilson gauge and the staggered fermion actions. The simulations are carried out with lattice sizes \(L/a = 6, 8, 10, 12, 16\) and 20 at around twenty \(\beta\) values \((\beta = 6, g_0^2\) where \(g_0^2\) is the bare coupling\) in the range of \(4.0 \leq \beta \leq 100\). To reduce statistical fluctuations, we generate 8,000–897,000 trajectories for each \((\beta, L/a)\) combination, measure the Polyakov loops at every trajectory and bin the data by taking the autocorrelation into account. The integrated autocorrelation time is about 400 trajectories on the largest lattices, while as small as 3–5 trajectories on the smallest lattices. Using the Jackknife method, typical statistical errors of correlators are 2 – 3%. The bootstrap analysis produces consistent results.

In Fig. 11 we show simulation results for the renormalized coupling as a function of \(1/\beta\) for each \(L/a\). For the
The purpose of β-interpolation, we use the following form of fitting function:

\[ g^2_{TPL}(\beta, a/L) = \frac{6}{\beta} + \sum_{i=1}^{N} C_i(a/L) / \beta^{i+1}, \quad (6) \]

where \( N \) is the degree of the polynomial and \( C_i(a/L) \) are the fitting parameters. In order to obtain the best fit functions in which the \( \chi^2 \)/d.o.f. \( \sim 1 \), we take \( N = 3 - 5 \) depending on the lattice size.

To investigate the evolution of the renormalized running coupling, we employ step-scaling function with two lattice sizes scaled by a step-scaling parameter \( s \). For each \( L/a \) in the set of smaller lattices, we find the value of \( \beta \) which produces a given value of the renormalized coupling, \( u = g^2_{TPL}(\beta, a/L) \). Then, we measure the renormalized gauge coupling at that \( \beta \) on the larger lattice, \( \Sigma(u, a/L; s = g^2_{TPL}(\beta, a/sL)/g^2_{TPL}(\beta, a/L) = u) \). The step-scaling function, \( \sigma(s, u) \), is obtained by taking the continuum limit of \( \Sigma(u, a/L; s) \):

\[ \sigma(s, u) = \lim_{\alpha \to 0} \Sigma(u, a/L; s)|_{g^2_{TPL}(\beta, a/L) = u}. \quad (7) \]

In this study, we take \( s = 1.5 \), and denote \( \sigma(u) \equiv \sigma(s=1.5, u) \) in the rest of this letter for simplicity. The set of smaller lattice is taken to be \( L/a = 6, 8, 10, 12, \) and therefore, we need values of \( g^2_{TPL} \) for \( L/a = 9, 15, 18 \) to take the continuum limit in Eq. (7). For \( L/a = 9, 15 \) and \( 18 \), we estimate values of \( g^2_{TPL} \) for a given \( \beta \) by the linear interpolation in \((a/L)^2\) with using the data on the lattices \( L/a = \{8, 10\}, \{12, 16\} \) and \{16, 20\}, respectively. To estimate the systematic error of this interpolations, we also performed the linear interpolation in \( a/L \), and found that the difference between \( a/L \) and \((a/L)^2\) interpolations is negligible.

In Fig. 2 we show an example of the continuum extrapolation for obtaining \( \sigma(u) \) in the strong coupling region \((u = 2.054)\). The procedure we use to derive the central value of \( \sigma(u) \) is the linear extrapolation in \((a/L)^2\) with four points; \( L/a = 6, 8, 10, 12 \rightarrow 9, 12, 15, 18 \). Note that, in this example, though each lattice data \( \Sigma(u, a/L; s = 1.5) \) is larger than \( u \), in the continuum limit, \( \sigma(u) \) is consistent with \( u \). This indicates that it is very important to take the continuum limit carefully.

We perform the step-scaling procedure explained above in a wide range of \( u \). As mentioned in the beginning of this article, the growth rate \( \sigma(u)/u \) is a suitable quantity for the search of the IRFP. This growth rate becomes one when there is a zero in the beta function. Figure 3 shows \( \sigma(u)/u \) as a function of \( u \) with statistical (solid) and total (dashed) errors. The total error includes both the statistical and systematic errors. The statistical error is estimated by Jackknife method. We will explain our estimation of the systematic error in detail later. In the weak coupling regime, the result is consistent with perturbation theory. At \( u = 2.05 \), the central value of \( \sigma(u)/u \) touches 1, demonstrating the existence of an IRFP. Though several data points are also shown for \( u > 2.05 \) in Fig. 3 we note that the continuum extrapolation cannot be performed reliably since the theory is not asymptotically free in this region.

We also study the running behavior of the renormalized coupling obtained from each 100 Jackknife ensembles. They all converge in the IR energy region, confirming the existence of the IRFP at

\[ u^* = 2.05 \pm 0.47 \text{ (stat.)} \pm 0.20 \text{ (syst.).} \quad (8) \]

Here, the Jackknife error of the running coupling at IR is used as a statistical error. We will discuss our estimation of the systematic error in more detail later. The
corresponding $\beta$ value for each lattice size at $u^* = 2.05$ can be calculated from the $\beta$ interpolation function in Eq. (6): $\beta(L/a) = (6.38, 6.65, 6.82, 10, 6.96, 12, 6.98, 16, 7.02, 18, 7.05, 20)$. These are the parameter sets which reproduce conformal physics.

Since the value of the coupling constant at IRFP is scheme dependent, to compare with other schemes, we calculate the critical exponent of the beta function as a scheme-independent quantity. In the vicinity of the IRFP, the beta function can be approximated by $\beta(u) \simeq -\gamma(u^* - u)$, where $\gamma$ is the critical exponent. We estimate $\gamma$ from the slope of $\sigma(u)/u$ against $u$, and obtain $s \gamma = 0.95 \pm 0.03$. This leads to $\gamma = 0.14_{-0.07}^{+0.06}$, where the error is only statistical. Furthermore, if we use the different linear continuum extrapolation for $L/a = 6, 8, 10 \rightarrow 9, 12, 15$, we obtained $\gamma = 0.40 \pm 0.17$. This means our $\gamma$ has a large systematic error. Still, the value we obtained here is consistent with both the perturbative results, $\gamma_{2\text{-loop}} \sim 0.36$ and $\gamma_{\text{MS}} \sim 0.28$ as estimated using 2-loop and 4-loop (MS scheme), and the non-perturbative result in the SF scheme, $\gamma_{\text{SF}} = 0.13 \pm 0.03$ [2], within the systematic error. We remark that the value of $\gamma$ is quite sensitive to the variation of the slope. Precise determination of the critical exponent is an important future problem to identify the interacting conformal fixed point. Another scheme-independent quantity which is interesting to observe is the mass anomalous dimension near the IRFP. We will report it in a forthcoming paper.

Here, we briefly mention the numerical stability of our results. For this purpose, we perform another step-scaling analysis based on $s = 2$ with $L/a = 6, 8, 10 \rightarrow 12, 16, 20$. The continuum limit is taken by linearly extrapolating these three points in $(a/L)^2$. We find that the running behavior in $s = 2$ step scaling is consistent with that in the case of $s = 1.5$, and the IRFP is found at $u^* = 2.26 \pm 0.64$ (stat.). This is consolidating the existence of the IRFP in this theory. We also derived the critical exponent of the beta function, and obtained $\gamma = 0.11 \pm 0.11$. This is also consistent with our main results with $s = 1.5$ shown in the previous paragraph.

Finally, we explain the systematic error in our analysis. There are two dominant sources of the systematic error. One is from the ambiguity of choosing the fit ansatz for the $\beta$-interpolation (Eq. (6)). The systematic error regarding this is estimated as follows: Once we find, in each $L/a$, an optimal number of $N$ in Eq. (6) which gives a reasonable fit (which will be used for the derivation of central values), we change the number $N$ to $N + 1$, and repeat the same fitting procedure. The difference between two fit results is adopted as the systematic ambiguity in each $L/a$. (We should mention here that the systematic ambiguity of $\beta$-interpolation for $L/a = 10$ is not included in our estimation of the systematic error since only $N = 4$ gives a reasonable fit.) The other dominant systematic error comes from the continuum extrapolation. In Fig. 2, we show the comparison of several types of continuum extrapolation. As the central value, we take the linear extrapolation in $(a/L)^2$ for $L/a = 6, 8, 10, 12 \rightarrow 9, 12, 15, 18$, and to estimate the systematic error in this procedure we estimate the differences between the central value and the linear extrapolation without the finest lattice $L/a = 12$. We estimate the total systematic error by adding these differences in two origins (five $\beta$ interpolations and the continuum extrapolation) of systematic error in quadrature. Furthermore we compare the central value with the other linear continuum extrapolation without the coarsest lattice $L/a = 6$ and quadratic extrapolation with all the data at four $L/a$. All the values in the continuum limit agree within $1\sigma$ statistical errors. For both of two analyses, the running region of $u$ becomes narrower and the statistical error of $u^*$ becomes much larger. Figure 3 shows the TPL renormalized coupling has a small systematic error in the strong coupling region, and we conclude that the existence of the IRFP is stable in this analysis.

To summarize, we have found solid evidence of the existence of an IRFP in SU(3) gauge theory with 12 massless Dirac fermions in the fundamental representation by using the TPL scheme. The procedure we presented here should be straightforwardly applied to studies of different gauge groups and fermion representations. It is also interesting to consider deformation of the theory at the UV scale with non-zero fermion mass or four-fermion interactions (see, e.g. [13]) in view of phenomenological applications.
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