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Abstract—Unlike for Linear Time-Invariant (LTI) systems, for nonlinear systems, there exists no general framework for systematic convex controller design which incorporates performance shaping. The Linear Parameter-Varying (LPV) framework sought to bridge this gap by extending convex LTI synthesis results such that they could be applied to nonlinear systems. However, recent literature has shown that naive application of the LPV framework can fail to guarantee the desired asymptotic stability guarantees for nonlinear systems. Incremental dissipativity theory has been successfully used in the literature to overcome these issues for Continuous-Time (CT) systems. However, so far no solution has been proposed for output-feedback based incremental control for the Discrete-Time (DT) case. Using recent results on convex analysis of incremental dissipativity for DT nonlinear systems, in this paper, we propose a convex output-feedback controller synthesis method to ensure closed-loop incremental dissipativity of DT nonlinear systems via the LPV framework. The proposed method is applied on a simulation example, demonstrating improved stability and performance properties compared to a standard LPV controller design.

I. INTRODUCTION

Control of nonlinear systems has been in focus of intensive research over the last few decades. However, unlike for the control of Linear Time-Invariant (LTI) systems, there exists no systematic framework for general nonlinear systems, which incorporates performance shaping into the synthesis procedure. The Linear Parameter-Varying (LPV) framework [1], [2] aimed at bridging this gap by extending the systematic LTI controller synthesis tools to LPV systems. By embedding the nonlinear system in an LPV representation, the convex synthesis tools of the LPV framework could be used to efficiently synthesize nonlinear controllers and systematically incorporate performance shaping [3]. However, recent research has shown that naive applying the tools of the LPV framework to nonlinear systems may fail to provide the desired performance and stability guarantees [4], [5]. Namely, using the LVP framework, only asymptotic stability of the origin of the nonlinear system can be guaranteed [4]. However, for reference tracking and disturbance rejection, convergence to a desired steady-state trajectory is required, which the standard LPV tools cannot always guarantee.

Hence, the use of equilibrium independent stability and performance notions are required for systematic control synthesis and analysis for nonlinear systems. Contraction [6], incremental stability [7] and convergence [8] are such equilibrium independent stability notions. Extensions of dissipativity [9], which allows for the simultaneous characterization of stability and performance, have also been made, resulting in incremental dissipativity [10] and differential dissipativity [11] notions. In this setting, an appropriate metric of storage, e.g. energy, between trajectories or the variation of storage along the trajectories is analyzed, opposed to the standard dissipativity notions where storage, e.g. energy, is only considered with respect to a single point of neutral storage. Hence, incremental and differential dissipativity allows for equilibrium independent analysis of stability and performance whereas standard dissipativity does not. The incremental and differential stability and dissipativity results have also been extended to convex controller synthesis procedures for Continuous-Time (CT) nonlinear systems, see [5], [12]–[14]. Due to the equilibrium independent stability properties these synthesis results truly allow for the systematic analysis and controller design for nonlinear systems, where the LPV framework is used as a tool in order to convexify the corresponding optimization problems.

As mentioned, most of these works have focused on analysis and control algorithms for CT nonlinear systems. For Discrete-Time (DT) nonlinear systems, the literature is less extensive, although DT systems are widely used in system identification, model predictive control and embedded control. Even though incremental and differential stability and dissipativity results have been extended to DT systems, see [15], [16], and results for state-feedback design [17] and model predictive control [18] have been derived, comprehensive results for DT optimal-gain output-feedback synthesis remains an open problem. Hence, in this paper our main contribution is to develop an incremental dissipativity based convex output-feedback controller synthesis method for DT nonlinear systems, making use of the LPV framework, based on an extension of the CT results in [19].

The paper is structured as follows. In Section II, a formal problem definition of the controller synthesis problem is given. In Section III, the proposed controller synthesis method is described. Section IV demonstrates the improved stability and performance properties of the proposed controller design compared to standard LPV control design through a simulation example. Lastly, in Section V, conclusions and future recommendations are given.
A. Notation

The set of natural numbers including zero is denoted by \( \mathbb{N} \). The set of real numbers is denoted by \( \mathbb{R} \). The space of square-summable real valued sequences \( \mathbb{N} \to \mathbb{R} \) is denoted by \( \ell_2 \), with the norm \( \|x\|_2 = \sqrt{\sum_{k=0}^{\infty} \|x_k\|^2} \), where \( \|\cdot\| \) denotes the Euclidean (vector) norm. A function \( f \) is of class \( C_n \), i.e. \( f \in C_n \), if it is \( n \)-times continuously differentiable. A function \( \alpha : \mathbb{R}_+ \to \mathbb{R}_+ \) is of class \( \mathcal{K} \), if it is continuous (class \( C \)) and strictly increasing with \( \alpha(0) = 0 \). A function \( \beta : \mathbb{R}_+ \times \mathbb{R}_+ \to \mathbb{R}_+ \) is of class \( \mathcal{KL} \), if for any fixed \( k \geq 0 \), \( \beta(\cdot, k) \in \mathcal{K} \) and for any fixed \( s \geq 0 \), \( \beta(s, \cdot) \) is decreasing with \( \lim_{k \to \infty} \beta(s, k) = 0 \). The column vector \([x_1^\top \cdots x_n^\top]^\top\) is denoted by \( \text{col}(x_1, \ldots, x_n) \). The notation \( A \succ 0 \) \((A \succeq 0)\) indicates that \( A \) is positive (nonnegative) definite. The column \( \mathbb{R} \)-space of square-summable real valued sequences \( \mathbb{N} \to \mathbb{R} \) is denoted by \( \ell_2 \). The column \( \mathbb{R} \)-space of square-summable real valued sequences \( \mathbb{N} \to \mathbb{R} \) is denoted by \( \ell_2 \). The induced \( \ell_2 \)-gain of the system is the infimum of \( \gamma \) such that (4) still holds.

Using results on incremental dissipativity theory for DT nonlinear systems from [16], the following test can be performance to analyze the induced \( \ell_2 \)-gain of a nonlinear system of the form (1).

**Theorem 3** \((\ell_2 \text{-gain analysis} \ [16])\). A nonlinear system of the form (1) has a finite \( \ell_2 \)-gain bounded by \( \gamma \), if there exists a \( P > 0 \) such that for all \( x \in \mathcal{X} \) and \( w \in \mathcal{W} \)

\[
\begin{bmatrix}
P & A_\delta(x, w)P & B_\delta(x, w) \\
P^\top & 0 & PC_\delta(x, w) \\
0 & PC_\delta(x, w)^\top & D_\delta(x, w)
\end{bmatrix} \succ 0, 
\]

where \( A_\delta = \frac{\partial f}{\partial x}, B_\delta = \frac{\partial f}{\partial w}, C_\delta = \frac{\partial h}{\partial x} \) and \( D_\delta = \frac{\partial h}{\partial w} \).

The proof can be found in [16]. Note that a bounded \( \ell_2 \)-gain implies incrementally asymptotically stability, see [16], which we will refer to as the system being \( \ell_2 \)-gain stable\(^1\). These results are related to the so-called dissipativity and stability of the differential form, which represents the dynamics of the variation along the trajectories of the system.

**Definition 4** (Differential form). The differential form of a nonlinear system (1) is given by

\[
\begin{align*}
\delta x_{k+1} &= A_\delta(x_k, w_k)\delta x_k + B_\delta(x_k, w_k)\delta w_k; \\
\delta z_k &= C_\delta(x_k, w_k)\delta x_k + D_\delta(x_k, w_k)\delta w_k;
\end{align*}
\]

where \( \delta x_k \in \mathbb{R}^n, \delta w_k \in \mathbb{R}^m \) and \( \delta z_k \in \mathbb{R}^r \) are the state, generalized disturbance and generalized performance associated with the differential form, respectively, and \( (x, w) \in \mathcal{B}_{x,w} \). In literature, (6) is also referred to as the variational or differential dynamics [12], [20].

In view of Definition 4, we are going to call (1) the primal form of (6). The differential variables can be linked to the incremental analysis as follows. Consider \((x, w, z), (x^*, w^*, z^*) \in \mathcal{B} \), based on which we can define a smoothly parameterized family of trajectories \((\bar{x}(\lambda), \bar{w}(\lambda), \bar{z}(\lambda)) \in \mathcal{B} \) with \( \lambda \in [0, 1] \) such that \((\bar{x}(1), \bar{w}(1), \bar{z}(1)) = (x, w, z) \) and \((\bar{x}(0), \bar{w}(0), \bar{z}(0)) = (x^*, w^*, z^*) \). Note that the geodesic, i.e. the minimum energy path under a given metric, corresponds to \( \bar{x}(\lambda) \). The differential variables for (6) are then defined as \( \delta x_k = \frac{\partial \bar{x}(\lambda)}{\partial \lambda} \bigg|_{\lambda=1} \) and \( \delta w_k = \frac{\partial \bar{x}(\lambda)}{\partial \lambda} \bigg|_{\lambda=1} \), see [10], [16] for more details.

\(^1\)Similarly, if a system has a bounded \( \ell_2 \)-gain and is asymptotically stable we say it is \( \ell_2 \)-gain stable.
Remark 5. As a result of Theorem 3, if the differential form (6) is \( \ell^2 \)-gain stable with its \( \ell^2 \)-gain bounded by \( \gamma \), then the primal form (1) is \( \ell^2 \)-gain stable with a \( \ell^2 \)-gain bound of \( \gamma \). More generally, standard dissipativity (with quadratic storage and supply function) of the differential form (also referred to as differential dissipativity) implies incremental dissipativity of the primal form. Importantly, by embedding the differential form in an LPV representation, inequality (5) can be efficiently solved as a convex test using the LPV framework, see [16] for more details.

Similar to the systematic LTI and LPV controller synthesis frameworks [3], widely used in industry, we make use of the generalized plant concept to shape the performance of the closed-loop dynamics using LTI weighting filters. In this paper we assume that the generalized plant (with LTI weighting filters) is of the form

\[
\begin{align*}
x_{k+1} &= f(x_k) + B_w u_k + B_a u_k; \\
z_k &= h_x(x_k) + D_{zw} w_k + D_{zu} u_k; \\
y_k &= C_{y} x_k + D_{yw} w_k;
\end{align*}
\]

where \( x_k \in X \subseteq \mathbb{R}^{n_x}, w_k \in W \subseteq \mathbb{R}^{n_w} \) and \( z_k \in Z \subseteq \mathbb{R}^{n_z} \) are the state, generalized disturbance and generalized performance signals of the plant, respectively, and where \( u_k \in U \subseteq \mathbb{R}^{n_u} \) is the control input and \( y_k \in Y \subseteq \mathbb{R}^{n_y} \) is the measured output. The sets \( X, W, U, Z \) and \( Y \) are open and convex, containing the origin. The solutions of (7) satisfy (7) in the ordinary sense and are restricted to \( k \in \mathbb{N} \).

The functions \( f : X \to X \) and \( h_x : X \to Z \) are assumed to be in \( C_1 \), i.e., \( f, h_x \in C_1 \). Furthermore, \( B_w \in \mathbb{R}^{n_z \times n_w}, B_u \in \mathbb{R}^{n_z \times n_u}, D_{zw} \in \mathbb{R}^{n_z \times n_w}, D_{zu} \in \mathbb{R}^{n_z \times n_u} \) and \( D_{yw} \in \mathbb{R}^{n_y \times n_w} \). The solution set of (7) is defined as

\[
\mathcal{B} := \{(x, w, u, z, y) \in (X \times W \times U \times Z \times Y)^N \mid (x, w, u, z, y) \text{ satisfies (7)}\}. \tag{8}
\]

Remark 6. Note that while (7) might seem restrictive, a larger class of nonlinear generalized plants of the form

\[
\begin{align*}
x_{k+1} &= f(x_k, u_k) + B_w w_k; \\
z_k &= h(x_k, u_k) + D_{zw} w_k; \\
y_k &= h_y(x_k) + D_{yw} w_k;
\end{align*}
\]

where \( f : X \times U \to X \), \( h_x : X \times U \to Z \) and \( h_y : X \to Y \) with \( f, h_x, h_y \in C_1 \), can be written in the form (7) by interconnecting appropriate filters to \( u \) and \( y \) of (9).

The to-be-designed controller for the generalized plant (7) is of the form

\[
\begin{align*}
x_{c,k+1} &= f_c(x_c, u_c); \\
y_c &= h_c(x_c, u_c); \tag{10a}\end{align*}
\]

where \( x_c \) is the state, \( u_c \) is the input and \( y_c \) is the output of the controller. The closed-loop interconnection of a generalized plant \( P \) given by (7) and a controller \( K \) given by (10) with \( u_c = y \) and \( u = y_c \) is denoted by \( F_c(P, K) \), which is assumed to be well-posed and hence in the form (1).

In this paper we propose a convex controller synthesis method such that the closed-loop interconnection \( F_c(P, K) \) is \( \ell^2 \)-gain stable with minimal \( \ell^2 \)-gain.

### III. Controller Synthesis Method

#### A. Overview

In this section, the proposed controller synthesis method is discussed. In order to obtain a DT controller ensuring closed-loop \( \ell^2 \)-gain stability and performance the following procedure is proposed, which follows along the same lines as the CT version in [19]:

1. For the generalized plant (7), its differential form is computed, which is then embedded in an LPV representation.
2. For the LPV embedding of the differential form of the generalized plant, an LPV controller is synthesized such that the closed-loop interconnection is \( \ell^2 \)-gain stable with minimal \( \ell^2 \)-gain \( \gamma \). This controller will be referred to as the differential (LPV) controller.
3. The differential controller designed in Step 2 is realized into a primal form. The resulting closed-loop interconnection of the primal form of the generalized plant and realized primal form of the controller then is \( \ell^2 \)-gain stable with a \( \ell^2 \)-gain bounded by \( \gamma \).

As contribution of this paper, we show how these steps can be accomplished and we provide proofs of the mentioned implications.

#### B. LPV embedding of the generalized plant

As a first step in our proposed controller synthesis procedure, the differential form of the generalized plant is computed and embedded in an LPV representation. The differential form of (7) is given by

\[
\begin{align*}
\delta x_{k+1} &= A_\delta(x_k) \delta x_k + B_\delta \delta w_k + B_\delta \delta u_k; \tag{11a} \\
\delta z_k &= C_\delta x_k \delta x_k + D_{zw} \delta w_k + D_{zu} \delta u_k; \tag{11b} \\
\delta y_k &= C_y \delta x_k + D_{yw} \delta w_k; \tag{11c}
\end{align*}
\]

where \( A_\delta = \frac{\partial f}{\partial x}, C_\delta = \frac{\partial h_x}{\partial x} \) and where \( x \in \pi_x \mathcal{B} \) is the state of the primal form (7). The differential form of the generalized plant (11) is then embedded in an LPV representation, resulting in an LPV model (12), in accordance with the following definition.

**Definition 7 (LPV embedding).** Assume we have a nonlinear system of the form (7) with differential form given by (11). The LPV state-space model

\[
\begin{align*}
\delta x_{k+1} &= A_\rho(x_k) \delta x_k + B_\rho \delta w_k + B_\rho \delta u_k; \tag{12a} \\
\delta z_k &= C_\rho(x_k) \delta x_k + D_{zw} \delta w_k + D_{zu} \delta u_k; \tag{12b} \\
\delta y_k &= C_y \delta x_k + D_{yw} \delta w_k; \tag{12c}
\end{align*}
\]

where \( \rho_k \in \mathcal{P} \subset \mathbb{R}^{n_\rho} \) is the scheduling-variable, is an LPV embedding of the differential form (11) on the region \( \mathcal{X} \supseteq X \), if there exists a function \( \psi : \mathbb{R}^{n_\rho} \to \mathbb{R}^{n_\rho} \), called the scheduling-map, such that under a given choice of function class \( \mathfrak{E} \) for \( A, C, z \), e.g. affine, polynomial, etc., \( A(\psi(x)) = A_\delta(x), C_\rho(\psi(x)) = C_\delta(z) \) for all \( x \in \mathcal{X} \) and \( \psi(\mathcal{X}) \subseteq \mathcal{P} \) where \( \mathcal{P} \) is (a minimal) convex hull with \( n \) vertices.

Next, we use the LPV embedding of the differential form of the generalized plant (12) in order to be able to use convex controller synthesis.
C. Differential controller synthesis

In this step, a controller for the differential form of the
generalized plant (11) is synthesized such that the closed-
loop interconnection is \( \ell_2 \)-gain stable with minimal \( \ell_2 \)-gain. To convexify this problem, the LPV framework is used to perform this step. Hence, we synthesize an LPV controller for the LPV embedding of the differential form of the generalized plant (12), obtained in the previous step (Section III-B). The LPV controller is assumed to be of the form

\[
\begin{align*}
\delta x_{c,k+1} &= A_{sc}({\rho}_k) \delta x_{c,k} + B_{sc}({\rho}_k) \delta u_{c,k}; \\
\delta y_{c,k} &= C_{sc}({\rho}_k) \delta x_{c,k} + D_{sc}({\rho}_k) \delta u_{c,k};
\end{align*}
\]

(13a)

where \( x_{c,k} \in \mathbb{R}^{n_x} \) is the state, \( u_{c,k} \in \mathbb{R}^{n_u} \) is the input and \( y_{c,k} \in \mathbb{R}^{n_y} \) is the output of the controller and \( A_{sc}, \ldots, D_{sc} \in \mathbb{F} \). We will refer to (13) as the differential controller. Various methods exists to obtain an LPV controller (13), i.e. to synthesize a DT LPV controller minimizing the \( \ell_2 \)-gain of the closed-loop system. Next, we will briefly describe one particular method.

**Lemma 8** (Differential LPV controller synthesis). There exists a controller (13) such that the closed-loop interconnection of (12) and (13) is \( \ell_2 \)-gain stable and has an \( \ell_2 \)-gain bounded by \( \gamma \) if there exists matrices \( P_\gamma, P_x \in \mathbb{S}^{n_y}_{+} \), matrices \( P_{y}, J, N, S \in \mathbb{R}^{n_x \times n_x} \) and matrix functions \( U({\rho}) \in \mathbb{R}^{n_x \times n_x}, V({\rho}) \in \mathbb{R}^{n_x \times n_y}, W({\rho}) \in \mathbb{R}^{n_x \times n_x}, X({\rho}) \in \mathbb{R}^{n_u \times n_y} \). s.t.

\[
\begin{bmatrix}
P & A(\rho) & B(\rho) \\
* & G & C(\rho) \\
* & * & \gamma I
\end{bmatrix} > 0,
\]

(14)

where

\[
\begin{align*}
P &= \begin{bmatrix} P_x & P_y & P_z \end{bmatrix}, \\
G &= \begin{bmatrix} J + J^T - P_x & I + S^T - P_y \\
& N + N^T - P_z \end{bmatrix}, \\
A(\rho) &= \begin{bmatrix} A(\rho) & B_{z,w} & B_{z,y} \end{bmatrix}, \\
B(\rho) &= \begin{bmatrix} B_w & B_u & B_{u,y} \\
& B_{y,w} & B_{y,y} \end{bmatrix}, \\
C(\rho) &= \begin{bmatrix} C_{z,c} & D_{z,u} & D_{z,y} \\
& C_{y,c} & D_{y,u} \end{bmatrix}, \\
D(\rho) &= \begin{bmatrix} D_{z,w} & D_{z,u} & D_{z,y} \end{bmatrix}
\end{align*}
\]

(15)

See [21] for the proof of Lemma 8. Note that \( \gamma \) appears linearly in (14), hence, it can be minimized when solving the LMI (14). If a solution to (14) has been found, the matrices for (13) can be constructed by first finding matrices \( R, L \in \mathbb{R}^{n_y \times n_x} \) such that \( S = NJ + RL \), and then computing

\[
\begin{bmatrix}
A_{sc}(\rho) & B_{sc}(\rho) \\
C_{sc}(\rho) & D_{sc}(\rho)
\end{bmatrix} = \begin{bmatrix} R & NB_u \\
0 & I \end{bmatrix}^{-1} \Theta(\rho) \begin{bmatrix} L & 0 \\
C_y & J \end{bmatrix}^{-1}
\]

(16)

where

\[
\Theta(\rho) = \begin{bmatrix} U(\rho) & V(\rho) \\
W(\rho) & X(\rho) \end{bmatrix} = \begin{bmatrix} NA(\rho) & 0 \\
0 & 0 \end{bmatrix}.
\]

(17)

If (12), \( U(\rho), V(\rho), W(\rho) \) and \( X(\rho) \) have an affine dependency on the scheduling-variable, then (14) can be solved as a convex optimization problem using LMIs, see [21], and (13) can be recovered with affine dependency in terms of (16), (17). Note the method described above uses a (quadratic) scheduling-independent storage function.

**Theorem 9** (Differential closed-loop \( \ell_2 \)-gain). The closed-loop interconnection of the differential form of the generalized plant \( \delta P \) given by (11) and the controller \( \delta K \) given by (13), denoted by \( F_1(\delta P, \delta K) \), is \( \ell_2 \)-gain stable and has an \( \ell_2 \)-gain bounded by \( \gamma \) for all \( x \in \pi_2 \mathbb{B} \) if the closed-loop interconnection of the LPV embedding of the differential form of the generalized plant \( \delta P_{LVP} \) given by (12) and \( K \), denoted by \( F_1(\delta P_{LVP}, \delta K) \), is \( \ell_2 \)-gain stable and with a bounded \( \ell_2 \)-gain of \( \gamma \) for all \( \rho \in \mathcal{P}^{\mathbb{F}} \).

**Proof.** Through the LPV embedding \( \delta P_{LVP} \) (12), we have that \( \rho = \psi(x) \) and \( \psi(\mathcal{X}) \subseteq \mathcal{P} \), hence, if \( x \in \mathcal{X}^N \) then \( \rho \in \mathcal{P}^{\mathbb{F}} \). Consequently, if \( F_1(\delta P_{LVP}, \delta K) \) is \( \ell_2 \)-gain stable and has an \( \ell_2 \)-gain of \( \gamma \) for all \( \rho \in \mathcal{P}^{\mathbb{F}} \), then \( F_1(\delta P, \delta K) \) is \( \ell_2 \)-gain stable and its \( \ell_2 \)-gain is bounded by \( \gamma \) for all \( x \in \mathcal{X}^N \), hence, this also holds for all \( x \in \pi_2 \mathbb{B} \) as \( \pi_2 \mathbb{B} \subseteq \mathcal{P}^{\mathbb{F}} \).

Next it is shown how to realize the primal form of the controller based on synthesized differential controller (13) such that the closed-loop interconnection of the primal form of the controller and primal form of the generalized plant (7) is \( \ell_2 \)-gain stable.

D. Primal controller realization

Inspired by the work for CT systems [12, 19] and for DT state-feedback design [17] we make use of a path integral based realization to obtain the primal form of the controller that enforces convergence of the plant response towards a desired steady-state response \( (x^*, w^*, u^*, z^*, y^*) \in \mathbb{B} \). Let us denote the state of \( F_1(\delta P, \delta K) \) as \( \delta \chi_k = \text{col}(\delta x_{c,k}, \delta x_{c,k}) \in \mathbb{R}^{n_x+n_{ue}}, \) and \( \chi_k = \text{col}(x_k, x_{c,k}) \in \mathbb{R}^{n_x+n_{ue}}, \)

\[
\Delta x_{c,k+1} = A_{c,k} \Delta x_{c,k} + B_{c,k} (u_{c,k} - u_{c,k}) \tag{18a}
\]

\[
\gamma x_k = \gamma u_{c,k} + C_{c,k} \Delta x_{c,k} + D_{c,k} (u_{c,k} - u_{c,k}) \tag{18b}
\]

where \( \Delta x_{c,k} \in \mathbb{R}^{n_{ue}}, (y_k, u_k) = (y^*, y^*) \in \pi_u \mathbb{B} \) is a feasible steady-state trajectory of the plant (7), and

\[
A_{c,k} = \int_0^1 A_{sc}(\tilde{\rho}(\lambda)) d\lambda, \quad B_{c,k} = \int_0^1 B_{sc}(\tilde{\rho}(\lambda)) d\lambda \tag{19}
\]

with \( \tilde{\rho}(\lambda) = \psi(x_k(\lambda)) \) and \( x_k(\lambda) = x_k^* + \lambda(x_k - x_k^*) \).

**Proof.** Define a smoothly parameterized family of trajectories \( (x_{c}(\lambda), \tilde{u}_{c}(\lambda), \tilde{y}_{c}(\lambda)) \) such that \( (x_{c}(1), \tilde{u}_{c}(1), \tilde{y}_{c}(1)) = (x_{c}, u_{c}, y_{c}) \) and \( (x_{c}(0), \tilde{u}_{c}(0), \tilde{y}_{c}(0)) = (x_{c}^*, u_{c}^*, y_{c}^*) \). The differential closed-loop storage function is of the form \( \delta \chi^TP\delta \chi \), corresponding to a constant Riemannian metric, see [12]. Hence, the geodesic connecting \( \chi_k \) and \( \chi_k^* \) is given by \( \chi_k(\lambda) = \chi_k^* + \lambda(\chi_k - \chi_k^*) \). Consequently, \( \delta \chi_k(\lambda) = x_{c} - x_{c}^* \) and \( \delta \chi_{c,k}(\lambda) = x_{c,k} - x_{c,k}^* \). Define \( \tilde{w}_k(\lambda) := w_k^* - \lambda(w_k - w_k^*) \). Due to the linearity of (11c)
and the definitions of $\bar{x}_k(\lambda)$ and $\bar{w}_k(\lambda)$ we obtain $\bar{y}_k(\lambda) = \bar{y}_{c,k}(\lambda) = u^*_{c,k} + \lambda (u_{c,k} - u^*_c)$. Based on these we can show:

$$\bar{x}_{c,k+1}(\lambda) = x_{c,k+1} + \int_0^\lambda A_{bc}(\bar{\rho}_k(\lambda)) \Delta x_{c,k} \, d\lambda + \int_0^\lambda B_{bc}(\bar{\rho}_k(\lambda))(u_{c,k} - u^*_c) \, d\lambda,$$

(20a)

$$\bar{y}_{c,k}(\lambda) = y^*_c + \int_0^\lambda C_{bc}(\bar{\rho}_k(\lambda)) \Delta x_{c,k} \, d\lambda + \int_0^\lambda D_{bc}(\bar{\rho}_k(\lambda))(u_{c,k} - u^*_c) \, d\lambda.$$

(20b)

Taking $\lambda = 1$ for (20) results in (18). Furthermore, as $\delta \bar{x}_{c,k} = \frac{\partial}{\partial \lambda} \bar{x}_{c,k}(\lambda)|_{\lambda=1}$, $\delta \bar{y}_{c,k} = \frac{\partial}{\partial \lambda} \bar{y}_{c,k}(\lambda)|_{\lambda=1}$ and $\delta u_{c,k} = \frac{\partial}{\partial \lambda} \bar{u}_{c,k}(\lambda)|_{\lambda=1}$, taking the derivative of (20) w.r.t. $\lambda$ and taking $\lambda = 1$ results in (13). See the proof of [19, Theorem 22] for the full derivation to obtain (20).

We will refer to (18) as the incremental LPV controller. Note that the incremental LPV controller consists of a feedback part, to converge towards the steady-state trajectory, and a feedforward part, corresponding to the steady-state trajectory.

**Theorem 11 (Closed-loop $\ell_2$-gain).** The closed-loop interconnection of a generalized plant $P$ given by (7) and controller given by (18) is $\ell_2$-gain stable and its $\ell_2$-gain is bounded by $\gamma$, i.e. satisfies (4), if the closed-loop interconnection of the LPV model (12) and the LPV controller (13) is $\ell_2$-gain stable and has a bounded $\ell_2$-gain of $\gamma$ for all $\rho \in \mathcal{P}$ under a (differential) quadratic parameter-independent storage function.

**Proof.** Theorem 9 shows that the closed-loop interconnection of differential form of the generalized plant (11) and LPV controller (13) is $\ell_2$-gain stable and its $\ell_2$-gain is bounded by $\gamma$ for all $\rho \in \mathcal{P}$ if the closed-loop interconnection of LPV model (12) and LPV controller (13) is $\ell_2$-gain stable and with a bounded $\ell_2$-gain of $\gamma$ for all $\rho \in \mathcal{P}$. Theorem 10 shows that for the controller (10) its differential form is given by (13). This implies by Theorem 3 that the closed-loop interconnection of the primal form of the plant (7) and realized primal form of the controller is $\ell_2$-gain stable and its $\ell_2$-gain is bounded $\gamma$. Furthermore, as the closed-loop is incrementally asymptotically stable, meaning all trajectories converge towards each other, and as the steady-state trajectory $(x^*, w^*, u^*, z^*, y^*) \in \mathcal{B}$ is by design of the controller (10) a feasible trajectory, all trajectories $(x, w, u, z, y) \in \mathcal{B}$ will converge towards $(x^*, w^*, u^*, z^*, y^*) \in \mathcal{B}$, i.e. $(x, w, u, z, y) \rightarrow (x^*, w^*, u^*, z^*, y^*)$ as $k \rightarrow \infty$, for $w_k \rightarrow w^*_k$ as $k \rightarrow \infty$.

Note that proposed incremental LPV controller explicitly depends on $(w^*, y^*) \in \mathcal{P}_{u,y} \mathcal{B}$ corresponding to $(x^*, w^*, u^*, z^*, y^*) \in \mathcal{B}$, hence, explicit knowledge of $w^*$ is required. As $w^*$ in the generalized plant framework can contain besides known disturbances, e.g. references, also unknown disturbances, a disturbance observer is required in order to estimate the unknown entries of $w^*$. Further details on this topic are out of the scope of the current paper and we refer the reader to [22] for more details on disturbance observers and [19] for application to an incremental controller design in the CT case.

**IV. Example**

In this section we demonstrate the proposed incremental LPV controller synthesis method on a simulation example. For comparison, a standard LPV controller, ensuring $\ell_2$-gain stability, will also be designed.

Consider the following DT nonlinear plant

$$x_{1,k+1} = 0.1 x_{1,k} - x_{2,k};$$

(21a)

$$x_{2,k+1} = 0.9 \sin(x_{1,k}) + x_{2,k} + u_k;$$

(21b)

$$y_k = x_{1,k}.$$  

(21c)

For this plant we want to design a controller which achieves reference tracking. The generalized plant structure that is taken in order to achieve this objective is depicted in Fig. 1, where $G$ is the plant (21), $K$ is the to-be-synthesized controller, $r$ is the reference, $W_c(q) = \frac{\alpha(q-\frac{\alpha}{\alpha})}{q^2}$, $M(q) = \frac{\alpha \cdot q + 1}{q}$, and $W_u = 0.2$, where $\alpha = \frac{\pi}{2}$.

For the synthesis of the controller using the procedure described in Section III, we require the differential form of the generalized plant to be embedded in an LPV representation. As the plant (21) is the only nonlinear system in the generalized plant (the weighting filters are linear), we only require computation of the differential form and the accompanying LPV embedding of (21) (as the dynamics of differential form of an LTI system are equivalent to its primal form). The following LPV embedding on the region $\mathcal{X}$ of the differential form of (21) is taken:

$$\delta x_{1,k+1} = 0.1 \delta x_{1,k} - \delta x_{2,k};$$

(22a)

$$\delta x_{2,k+1} = 0.9 \delta x_{1,k} + \delta x_{2,k} + \delta u_k;$$

(22b)

$$\delta y_k = \delta x_{1,k};$$

(22c)

where $\rho_k = \cos(x_{1,k}) \in [-1, 1]$ such that $\psi(x) = \cos(x_{1,k})$ with $x_k \in \mathcal{X} = \mathbb{R}^2$. Synthesizing a controller for this system using the synthesis procedure described in Section III, where the synthesis of the differential controller in Step 2 of the synthesis method, see Section III-C, is performed using the method described Lemma 8. This synthesis procedure results in a closed-loop $\ell_2$-gain bound of 1.1.

For comparison, a standard LPV controller is also synthesized in order to achieve a bounded closed-loop $\ell_2$-gain. Whereby the same generalized plant structure as depicted in Fig. 1 is taken. To perform standard LPV synthesis, the primal form of the plant (21) is embedded in an LPV representation on the region $\mathcal{X}$, given by

$$x_{1,k+1} = 0.1 x_{1,k} - x_{2,k};$$

(23a)

$$x_{2,k+1} = 0.9 \rho_k x_{1,k} + x_{2,k} + u_k;$$

(23b)

$$y_k = x_{1,k};$$

(23c)

where $\rho_k = \sin(x_{1,k}) \in [-0.22, 1]$ such that $\psi(x, u) = \sin(x_{1,k})$ with $x_k \in \mathcal{X} = \mathbb{R}^2$. For synthesis of the standard LPV controller also the method described in Lemma 8 is used (however, applied to (23)), which results in a closed-loop $\ell_2$-gain bound of 0.80.
The closed-loop systems with incremental LPV controller and standard LPV controller are both simulated for a reference $r_k = 1$ and $r_k = 2$. For the incremental LPV controller, this corresponds to the steady-state trajectory $x_{1,k}^* = r_k$, with $u_{k}^* = y_{k} - r_k = 0.9 \sin(x_{1,k}^*)$. The trajectories of the closed-loop systems for both of these controllers can be found in the top two graphs in Fig. 2. From the figure, it can be seen that for both references the incremental LPV controller achieves similar tracking behavior and it asymptotically converges towards the reference. However, the output of the plant ends up in a limit cycle around the reference when using the standard LPV controller for the reference $r_k = 2$. The closed-loop system with standard LPV controller displays similar issues as have been observed in the CT case [4]. Furthermore, the incremental LPV controller also allows to track and guarantee convergence towards more complex reference trajectories. In the bottom graph in Fig. 2, the reference $r_k = \sin(\frac{\pi}{2}k) + 2.5$ is used. For this reference the corresponding feedforward trajectory $u_{k}^*$ (which is not given due to its complexity) is also added to the output of the standard LPV controller to have a fair comparison with the incremental LPV controller, which by design uses this feedforward action. However, it can again be seen that also for this reference, the standard LPV controller is not able to guarantee convergence, even when feedforward is used.

V. Conclusion

In this paper, we have proposed a convex output-feedback controller synthesis method to ensure incremental dissipativity and bounded incremental $t_2$-gain for DT nonlinear systems. This is achieved by using the recent results on convex incremental dissipativity analysis of DT nonlinear systems using the LPV framework and extending the CT incremental LPV controller synthesis results. The proposed synthesis method enables systematic convex controller design for DT nonlinear systems, unlike standard LPV synthesis applied to nonlinear systems, which can have asymptotic stability issues. For future research, we aim at developing model predictive control method on the basis of incremental dissipativity theory.
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