A Machine-Designed Sensor to Make Optimal Use of Entanglement-Generating Dynamics for Quantum Sensing
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We use machine optimisation to develop a quantum sensing scheme that achieves significantly better sensitivity than traditional schemes with the same quantum resources. Utilising one-axis twisting dynamics to generate quantum entanglement, we find that rather than dividing the temporal resources into separate state-preparation and interrogation stages, a complicated machine-designed sequence of rotations allows for the generation of metrologically useful entanglement while the parameter is interrogated. This provides much higher sensitivities for a given total time compared to states generated via traditional one-axis twisting schemes. This approach could be applied to other methods of generating quantum-enhanced states, allowing for atomic clocks, magnetometers, and inertial sensors with increased sensitivities.

Atom interferometry is a crucial technique for enabling ultra-stable clocks, magnetometers, and inertial sensors. In the continued push for increased sensitivity of these devices, there is considerable recent interest in the development of atom interferometers that exploit quantum entanglement to surpass the shot-noise limit (SNL)\([2,3]\). The large dimensionality of quantum Hilbert spaces means that even relatively simple quantum systems can display remarkably complicated dynamics. Physicists are very good at using intuition to find regimes that display simple behaviour within this complexity. Quantum sensors are usually designed accordingly, ensuring that the dynamics follows simple models, and the parameter of interest is robustly correlated with a simple output signal in a way that is easily interpreted. These constraints do not necessarily maximise sensitivity, however. If we relax these design constraints, it may be possible to use machine-based optimisation\([4]\) to design sensors with superior sensitivity and robustness.

One-axis twisting (OAT) has been shown to produce spin-squeezed states capable of sub-SNL sensitivities\([3\)–\(13]\). However, one common criticism of this approach, or any approach that involves the preparation of quantum enhanced states, is that the time taken to prepare these states would be better utilised interrogating the parameter of interest. That is, instead of spending time \(\tau_{\text{prep}}\) preparing an entangled quantum state, and time \(\tau_{\text{int}}\) using this state to interrogate the system, it would be better to devote the full time period \(T = \tau_{\text{prep}} + \tau_{\text{int}}\) to interrogation, thus increasing the sensitivity via simply accruing a greater phase-shift. Here, we consider how the use of state-preparation and interrogation concurrently affects the performance of the sensor. In particular, we find that OAT dynamics, combined with a complicated sequence of rotations found by machine optimisation, can provide significantly better sensitivities than sensing with traditional schemes.

Model — We assume a system of \(N\) bosons distributed amongst two modes (annihilation operators \(\hat{a}\) and \(\hat{b}\)). Such a system is conveniently described by the pseudo-spin SU(2) algebra: \(\hat{J}_k = \frac{1}{2} \mathbf{a}^\dagger \sigma_k \mathbf{a}\), where \(\mathbf{a} = (\hat{a}, \hat{b})^T\), and \(\sigma_k\) is the \(k\)th Pauli-spin matrix. These operators obey the usual angular momentum commutation relations: \([\hat{J}_i, \hat{J}_j] = i \sum_k \epsilon_{ijk} \hat{J}_k\), where \(\epsilon_{ijk}\) is the Levi-Civita symbol\([16]\). A general pure state can be expressed as \(|\Psi\rangle = \sum_{m=-N/2}^{N/2} \zeta_m |m\rangle\), where the state \(|m\rangle = |N/2 + m, N/2 - m\rangle\) denotes \(N/2 + m\) particles in mode \(a\) and \(N/2 - m\) particles in mode \(b\), and is an eigenstate of \(\hat{J}_z\) with eigenvalue \(m\). We assume that the metrological parameter, \(\omega\) (for example, a frequency shift caused by a magnetic field) causes a rotation around the \(\hat{J}_z\) axis and that the particles are interacting via a \(J^2\) interaction, the magnitude of which is constant in time. Additionally, we assume that we can implement an arbitrary time-dependent rotation around the \(\hat{J}_z\) axis (rotation rate \(\Omega(t)\)), such that the Hamiltonian is

\[
\hat{H} = \hbar \chi \hat{J}_z^2 + \hbar \omega \hat{J}_z + \hbar \Omega(t) \hat{J}_x .
\]

The \(\hat{J}_x\) term is the source of the entanglement generation in OAT dynamics\([17\)–\(19]\), and the presence of a constant, non-zero \(\hat{J}_x\) term results in “Twist-and-Turn” (TNT) dynamics, which has been shown to create entanglement more rapidly than OAT\([20\)–\(24]\). For an initial pure state \(|\Psi_0\rangle\) evolving under this Hamiltonian for some duration \(T\), the precision to which the parameter \(\omega\) can be estimated by making measurements on the final state \(|\Psi(T)\rangle\) is bounded by \((\Delta \omega)^2 \geq \frac{1}{F_Q}\), where \(F_Q\) is the quantum Fisher information (QFI)\([25\)–\(26]\), given by

\[
F_Q = 4 \left[ |\partial_{\omega} |\Psi(T)\rangle \langle \partial_{\omega} |\Psi(T)\rangle| - |\langle \Psi(T) | \partial_{\omega} |\Psi(T)\rangle|^2 \right] .
\]

It was shown in\([27]\) that as long as the initial state is an eigenstate of the \(\hat{J}_x\) parity operator (such as a \(\hat{J}_x\) eigenstate, for example) a measurement that projects into the \(\hat{J}_z\) basis will saturate the quantum Cramer-Rao bound (QCRB), implying that we obtain the sensitivity \(\Delta \omega^2 = 1/F_Q\). With \(\Omega(t) = 0\), it is straightforward to show that

\[
F_Q = f_0 T^2 ,
\]
where

\[ f_0 = 4 \text{Var}(\hat{J}_z) \]  

is the QFI for sensing an instantaneously encoded phase \( \phi \) by making measurements on the state \( |\Psi_\phi\rangle = \exp(i\phi\hat{J}_z)|\Psi\rangle \). Assuming an initial state with no interparticle entanglement (ie, a coherent spin state (CSS) \[28\]), the maximum possible value is \( f_0 = N \), or \( F_Q = N\tau^2 \) \[17, 18\], which we define as the shot-noise limit. In the absence of the \( \hat{J}_z \) rotation, the entanglement generated by the \( \hat{J}_z^2 \) term does nothing to increase the sensitivity, as \( \text{Var}(\hat{J}_z) \), and therefore \( f_0 \), are conserved. In this letter we investigate the optimal form of \( \Omega(t) \) to maximise the sensitivity at time \( T \). We begin by optimising the traditional OAT scheme, where a single rotation is used to increase \( f_0 \) at some time, and then use machine optimisation to consider far more general forms of \( \Omega(t) \).

**Optimisation of traditional OAT scheme — OAT dynamics** is usually discussed in the context of spin-squeezing \[29\], where the nonlinear interaction is used to create a state with reduced variance of the pseudo-spin operator along one direction. However, we will explain this process in the more general terms of QFI. In this protocol, at \( t = 0 \) the state is prepared in a maximum \( \hat{J}_x \) eigenstate: \( |\Psi_0\rangle = \exp(i\frac{x}{2}\hat{J}_y)|N/2\rangle \), which evolves under Eq. (1). The \( \hat{J}_z^2 \) interaction causes a shearing of the initial CSS, which increases \( \text{Var}(\hat{J}_y) \), while \( \text{Var}(\hat{J}_z) \) (and therefore \( f_0 \)) are unaffected. In order to convert this entanglement into meteorologically useful entanglement (ie, increasing \( f_0 \)), a rotation of angle \( \theta_0 \) is implemented around the \( \hat{J}_x \) axis at \( t = \tau_{\text{prep}} \) to convert this large \( \text{Var}(\hat{J}_y) \) into a large \( f_0 \), such that the sensitivity of the state to the parameter \( \omega \) for the remaining time \( \tau_{\text{int}} = T - \tau_{\text{prep}} \) is significantly increased. This is done by choosing \( \Omega(t) = \theta_0 \delta(t - \tau_{\text{prep}}) \), with \( 0 < \tau_{\text{prep}} < T \) (Fig. 1 \[30\]). Although the parameter \( \omega \) is being interrogated for the entire duration, \( f_0 \) significantly increases at \( t = \tau_{\text{prep}} \), and then remains constant thereafter, so the notion of separate state-preparation and interrogation periods remains useful. Figure 2 shows \( f_0(t), F_Q(t), \) and the evolution of the state generated via this scheme.

The parameters \( \tau_{\text{prep}} \) and \( \theta_0 \) were chosen to maximise \( F_Q(T) \) for the particular value of \( \chi T \). The use of OAT state-preparation dynamics concurrently with interrogation was also recently considered by Hayes et al. \[31\] in a slightly different scheme. After time \( \tau_{\text{prep}} \), the \( \hat{J}_z^2 \) term was switched off, and an echo was performed by reversing the sign of the \( \hat{J}_z^2 \) term at time \( T - \tau_{\text{prep}} \) to reverse the initial state preparation dynamics. We found that we could obtain significantly better sensitivity without this echo, and by optimising over \( \theta_0 \) \[32\].

**Machine-designed scheme** — The parameter \( \Omega(t) \) can be manipulated with a high degree of control, for example, by adjusting the strength of an electromagnetic field. In traditional OAT and TNT metrology schemes, the complexity of dynamics afforded by a complicated form of \( \Omega(t) \) has so far been neglected. We consider a more general class of dynamics by allowing for arbitrary choice of \( \Omega(t) \) with the goal of maximising \( F_Q(T) \). We note that this is different to maximising \( f_0 \) as rotations around \( \hat{J}_z \), and subsequent dynamics, can partially overwrite the phase accumulated at earlier times \[33\]. Thus, there is a trade-off between maximising the instantaneous value of \( f_0(t) \), the rate of increase of \( f_0(t) \), and preserving the phase accumulated at earlier times. To explore the large parameter space of possible temporal functions without restricting ourselves to solutions that correlate to simple intuitive models, we utilise machine optimisation. In situations where simple solutions are in fact optimal,
these will arise organically. We parameterise $\Omega(t)$ by

$$\Omega(t) = -\Lambda(t) N \frac{X}{2}$$

(5)

where $\Lambda$ is a piece-wise step function. Choosing a constant $\Lambda = 1$ would correspond to TNT dynamics, but we divide the duration into 20 equal segments that are allowed to vary individually. We then evolve our initial state under the Hamiltonian Eq. (1) and use a gradient ascent algorithm with multiple, stochastically chosen starting locations to find the optimum $\Lambda(t)$ that maximises $F_Q(T)$. Figure 3 shows the optimum $\Lambda(t)$ for $\chi T = 0.1$ and $N = 100$. We find that $F_Q(T)$ is more than a factor of 3.5 times better than the optimum OAT scheme, and $\sim 29$ times better than the shot-noise limit.

We examined the optimum scheme for a range of values of $\chi T$, and found different classes of behaviour in different regimes (Fig. 4). For $\chi T \lesssim 0.05$, we find that the optimum behaviour seems to be continuously rotate the axis with increased variance into the $\hat{J}_z$ axis, which requires a larger $\Lambda$ as the state becomes more sheared. For $\chi T \gtrsim 0.09$, the optimum strategy seems to be more similar to what we would traditionally think of as separate state preparation and interpolation stages, which is to increase $f_0$ as much as possible early on (initially with $\Lambda \approx 1$ to initiate TNT dynamics), before increasing $\Lambda$ to rotate this sensitivity into the $\hat{J}_z$ axis, and then reducing $\Lambda(t) \approx 0$ for the remainder of the evolution. In all cases we find that using this more complicated profile for $\Lambda(t)$ significantly outperforms the traditional OAT and TNT schemes, even when $\tau_{\text{prep}}$ and $\theta_0$ are optimised to maximise the performance.

**Optimising Robustness to Detection Noise** — To fully extract the sensitivity from these states, we require a measurement in the $\hat{J}_z$ basis with single-particle resolution [27]. However, in some practical situations this resolution is challenging, and there is additional detection noise. We follow the convention used in [34] and model the behaviour of an imperfect detector by sampling from a Gaussian of width $\sigma$

$$\delta \omega = 1/F_C$$

(8)

where

$$\Gamma_{m,m'}(\sigma) = e^{-(m-m')^2/(2\sigma^2)} / \sum_m e^{-(m-m')^2/(2\sigma^2)}$$

(7)

convolves the raw probability distribution $P_m$ (i.e., the result of a $\hat{J}_z$ measurement with no detection noise) with a Gaussian of width $\sigma$. The sensitivity obtainable from sampling from $\tilde{P}_m$ is then $\delta \omega^2 = 1/F_C$, where

$$\tilde{P}_m = \sum_m \frac{(\partial \omega \tilde{P}_m)^2}{\tilde{P}_m}$$

(6)
shown to provide greater robustness to detection noise. In fact, for the state obtained in Fig. 4 $\tilde{F}_C$ drops below the SNL for $\sigma \sim 1$.

It was found in previous work that robustness to detection noise could be drastically improved by adding an interaction-based readout (IBR), which is a period of evolution after the interrogation time, to convert the final probability distribution into one that is more robust to detection noise \cite{24, 27, 35, 36}. This often involves reversal of the initial state preparation dynamics (commonly referred to as an ‘echo’) to restore the initial coherent spin-state \cite{37–45}. However, it was shown in \cite{46} that there are schemes that perform significantly better than this. Here, we consider the time devoted to this IBR as part of our total time $T$, and ask the question “what is the optimum strategy in the presence of detection noise $\sigma$”. Without dynamical control over the parameter $\chi$, we cannot implement a scheme that reverses the initial state preparation dynamics. However, it is possible that appropriate manipulation of $\Lambda(t)$ may approximate echo dynamics. We approach this by replacing $F_Q$ with $\tilde{F}_C$ as the metric in our optimisation algorithm. However, as in \cite{27}, we found that the performance could be significantly improved by adding one additional parameter, which is a small phase offset before the final measurement. That is $|\Psi(T)\rangle \rightarrow \exp(i\phi J_z)|\Psi(T)\rangle$, and optimize over the parameter $\phi$.

Figure 5 shows $\tilde{F}_C$ and the optimum shape of $\Lambda(t)$ for $\sigma = \sqrt{N}$, which represents a level of detection noise that usually reduces sensitivity to worse than the SNL \cite{40}. We see that while the early part of the scheme is still concerned with maximising $f_0$, the later part is attempting to restore the state to one which is less susceptible to detection noise. The final value of $\tilde{F}_C \approx 1.4NT^2$ is considerably better than the SNL. For this value of $\sigma$, a CSS results in a sensitivity $\tilde{F}_C \approx 0.2NT^2$. We note that instead of restoring to something approximating a CSS, the final distribution is anti-squeezed in $J_z$, which was shown to provide greater robustness to detection noise \cite{27, 40}.

By looking at the form of $\partial_x P_m$ and $\partial_x \tilde{P}_m$ (Fig. 6), we can see how this dynamics has increased the sensitivity in the presence of detection noise when compared to the scheme illustrated in figure 5. In the scheme optimized without noise, the final state results in a probability distribution where $\partial_x P_m$ for neighbouring $m$ alternate in sign, so are washed out by detection noise of order $\sigma \sim 1$. When we optimise in the presence of detection noise, the scheme results in a final probability distribution where a small change in $\omega$ simply results in a shift in the mean, which is only minimally effected by noise less than the width of the distribution.

Discussion — Hayes et al. \cite{31} also considered the use of traditional OAT dynamics concurrently with interrogation, and found that sensitivities significantly better than the SNL were possible. Comparing our scheme to Hayes’s, for equivalent parameters, $(N = 100, \chi T = 0.5)$, we find a sensitivity $\sim 7.2$ times better, while for $\chi T = 0.04$, our scheme achieves a sensitivity $\sim 5.5$ times better than the SNL, while they find no improvement over the SNL. Our scheme also outperforms TNT dynamics.

The scheme presented in this paper is an example of a machine-designed sensor, where instead of adhering to traditional sensing intuition (i.e. separate state-preparation and interrogation stages), we simply optimised the controllable parameters of the system using the final sensitivity as the appropriate metric. This approach frees us from the existing paradigm of state preparation followed by interrogation, which is the philosophy utilised by all quantum enhanced atomic sensing exper-
ments so far demonstrated. The significant increase in performance that this approach provides indicates the power of this technique, and could be used in other quantum-enhanced sensing protocols that involve the use of a controllable dynamic parameter, such as when coherent coupling pulses are used to increase the entangled population spontaneously generated from spin-changing collisions [41, 42, 43], four-wave mixing [19], or Raman superradiance [50, 51]. Finally, we note that while this scheme is capable of enhancing the sensitivity of atomic clocks and magnetometers, the continuous use of coupling pulses is incompatible with atomic gravimeters and accelerometers due to the requirement of space-time overlapping counter-rotating modes [1, 52]. However, this scheme could be useful in a Halkyard-Jones-Gardiner rotation sensor, due to the ability to continuously couple the constantly over-racing counter-rotating modes [53, 54].
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