A Novel Stacked Long Short-Term Memory Approach of Deep Learning for Streamflow Simulation
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Abstract: Rainfall-Runoff simulation is the backbone of all hydrological and climate change studies. This study proposes a novel stochastic model for daily rainfall-runoff simulation called Stacked Long Short-Term Memory (SLSTM) relying on machine learning technology. The SLSTM model utilizes only the rainfall-runoff data in its modelling approach and the hydrology system is deemed a blackbox. Conversely, the distributed and physically-based hydrological models, e.g., SWAT (Soil and Water Assessment Tool) preserve the physical aspect of hydrological variables and their inter-relationships while taking a wide range of data. The two model types provide specific applications that interest modelers, who can apply them according to their project specification and objectives. However, sparse distribution of point-data may hinder physical models’ performance, which may not be the case in data-driven models. This study proposes a specific SLSTM model and investigates the SLSTM and SWAT models’ data dependency in terms of their spatial distribution. The study was conducted in the two distinct river basins of Samarahan and Trusan, Malaysia, with over 20 years of hydro-climate data. The Trusan basin’s rain gauges are scattered downstream of the basin outlet and Samarahan’s are located around the basin, with one station within each basin’s limits. The SWAT was developed and calibrated following its general modelling approach, however, the SLSTM performance was also tested using data preprocessing with principal component analysis (PCA). Results showed that the SWAT performance for daily streamflow simulation at Samarahan has been superior to that of Trusan. Both the SLSTM and PCA-SLSTM models, however, showed better performance at Trusan with PCA-SLSTM outperforming the SLSTM. This demonstrates that the SWAT model is greatly affected by the spatial distribution of its input data, while data-driven models, irrespective of the spatial distribution of their entry data, can perform well if the data adequacy condition is met. However, considering the structural difference between the two models, each has its specific application in a water resources context. The study of catchments’ response to changes in the hydrology cycle requires a physically-based model like SWAT with proper spatial and temporal distribution of its entry data. However, the study of a specific phenomenon without considering the underlying processes can be done using data-driven models like SLSTM, where improper spatial distribution of data cannot be a restricting factor.
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1. Introduction

River flow estimation is an important factor in designing water infrastructures built for applications such as flood control, urban water supply [1,2], and irrigation network
design [3]. River flow is influenced by spatial and temporal variations of parameters such as temperature, precipitation, land use and land cover (LULC), and man-made structures on the river network within a catchment. Hydrological models fall into three main categories of physically-based, conceptual, and data-driven models. The physically-based models represent the physical description of the hydrological processes governing the basin’s responses in the hydrology cycle. Conceptual models are based on the empirically observed relationships between different hydrological parameters. The data-driven models are built on the system state variables, such as input and output, and do not require in-depth knowledge of hydrological processes [4,5].

Many distributed and semi-distributed models that have been developed over the years have gained popularity for their performance and capabilities. A few examples of such models are the MIKE SHE [6,7], TOPMODEL [8] and Soil and Water Assessment Tool (SWAT) [9,10]. The over-parametrization in such models entails uncertainties that can be quantified through uncertainty analysis techniques to facilitate their application in real world cases [11,12]. The SWAT model, among many hydrological models, has proven to be an efficient tool for many applications including, but not limited to, water quality simulation, pollutant loading estimates, conservation practices efficacy, source load allocation determinations, and streamflow simulation [13,14]. It is a physically-based, semi-distributed hydrological model capable of operating at different time scales [15]. The advancements made in physical and semi-distributed modeling features of the SWAT to simulate the hydrology, sediment and nutrient load transfer in a catchment has made it a comprehensive basin scale model suitable for catchment scale modeling with various degrees of data availability [16].

Due to the adverse impacts of data unavailability and insufficiency on water resources management practices, accurate estimation of the streamflow, especially at sites with missing or limited hydrological data, is an imperative for integrated water resources management. The physical and conceptual models are highly data-dependent and require proper temporal and spatial distribution of the data for proper performance. The data-driven models, on the other hand, do not require extensive knowledge of the case study and are well suited for sparsely gauged sites with limited data availability [17,18]. Application of data-driven models is relatively straightforward, and with proper pre-processing of the available data, accurate modelling of the hydrological variables is possible Therefore, application of data-driven machine learning (ML) methods for streamflow forecasting such as neural networks (NNs), support vector machines (SVMs), fuzzy inference systems, and wavelet transform (WT) have received a great deal of attention in recent decades [19–21]. However, it should be highlighted that the two types of model, physically-based and data-driven, are different application-wise, and cannot be used interchangeably for the same project objectives and setting. Data-driven ones are only suited for estimation of output of a hydrologic system without studying its physical aspects, whereas the distributed ones need the underlying processes to be well defined in the model structure in order to study their interactions.

Among the different machine learning techniques, the ANN as a self-adaptive yet self-learning function approximator has exhibited remarkable aptitude for modeling non-linear hydrologic datasets [22]. Despite widespread application of ANNs, over-fitting, convergence to local minima and inability to capture long term dependency in time series data are their known drawbacks [23,24]. These drawbacks impede achievement of satisfactory model performance, especially when dealing with hydrological time series. To capture the long-term and short-term dependency in data, a new generation of recurrent neural networks (RNNs) with the ability to learn order dependence in time series data was developed. In this new network, information flows within different layers of network and between neurons in each layer, so it can analyse the information in different time steps. To overcome vanishing and exploding gradient problems of RNN training, combined with the aforementioned advances, the long short-term memory (LSTM) network was introduced by Hochreiter and Schmidhuber [25]. The LSTM models, unlike standard neural
networks, can capture the periodic and/or chaotic behaviour of time series and learn their long-term relationships with higher accuracy [26]. Kratzert [27] effectively characterised the rainfall-runoff behaviour of a large number of complex catchments on a daily basis using the LSTM model. Ni [28] built three hybrid models based on the traditional LSTM network for monthly rainfall and streamflow forecasts; their findings showed that the LSTM model is a highly capable model for time series forecasting. The LSTM model has been proven effective in learning long-term relationships between sequential data sets and performs well in flood forecasting [29,30].

With the above background, this paper applies a novel machine learning-based approach called Stacked-LSTM (SLSTM) and an improved version of it utilising principal component analysis (PCA) for data pre-processing (PCA-SLSTM) for daily streamflow simulation. The Stacked-LSTM model with the ability to extract complex data patterns from time-series through multiple layers of LSTM layers coupled with ANN layers is believed to outperform the traditional LSTM model in streamflow forecasting. The semi-distributed SWAT hydrological model is also developed and calibrated for streamflow simulation in the case studies. The two models’ dependency on spatial distribution of rain and temperature data stations are also investigated. The case studies are the Samarahan and the Trusan river basins in Malaysia, with Trusan having improper data station distribution in and around the basin.

2. Methodology

2.1. Study Area

The two river basins selected for the present study are the Samarahan and Trusan river basins in East Malaysia. The Samarahan river basin lies within latitudes of 1°18' E and 110°24' E and longitudes of 5°12' N and 116°54' N; the Trusan river basin’s geographic location is within latitudes of 1°18' E and 110°24' E and longitudes of 5°12' N and 116°54' N. The drainage areas of Samarahan and Trusan are 54 and 6322 km², respectively. Various types of data have been collected in this study, including metrological, land use, soil, and digital elevation model (DEM), used in each model as needed. Figure 1 demonstrates basins and the location of each station corresponding to their details given in Table 1. The Trusan, with a larger area, only has two synoptic stations within its boundary and the rest are located downstream of the catchment outlet. The Samarahan, with a smaller drainage area, has synoptic stations distributed around the basin.

Table 1. Rainfall and streamflow gauge stations used in the study.

| Station       | Type   | Name         | Longitude | Latitude |
|---------------|--------|--------------|-----------|----------|
| Trusan        |        |              |           |          |
| Ulu Kuamut    | Rainfall| RF1          | 117.44    | 5.08     |
| Tongod        | Rainfall| RF2          | 116.97    | 5.27     |
| Kuamut Met    | Rainfall| RF3          | 117.49    | 5.22     |
| Balat         | Rainfall| RF4          | 117.6     | 5.31     |
| Tangkulap     | Rainfall| RF5          | 117.28    | 5.3      |
| Bilit         | Rainfall| RF6          | 118.19    | 5.49     |
| Sukau         | Rainfall| RF7          | 118.28    | 5.53     |
| Millian       | StreamFlow| SF1       | 117.32    | 5.3      |
| Samarahan     |        |              |           |          |
| Gayu          | Rainfall| RF1          | 110.34    | 1.22     |
| Plaman Nyabet | Rainfall| RF2          | 110.44    | 1.21     |
| Dragon School | Rainfall| RF3          | 110.42    | 1.28     |
| Semongok      | Rainfall| RF4          | 110.32    | 1.39     |
| Samarahan Estate| Rainfall| RF5         | 110.55    | 1.39     |
| Paya Paloh    | Rainfall| RF6          | 110.49    | 1.34     |
| Baru          | Rainfall| RF7          | 110.5     | 1.44     |
Table 1. Cont.

| Station | Type      | Name  | Longitude | Latitude |
|---------|-----------|-------|-----------|----------|
| Ketup   | Rainfall  | RF8   | 110.53    | 1.49     |
| Semera  | Rainfall  | RF9   | 110.67    | 1.55     |
| Asa Jaya| Rainfall  | RF10  | 110.61    | 1.55     |
| Similang| Rainfall  | RF11  | 110.5     | 1.61     |
| Batu Gong| StreamFlow| SF1   | 110.44    | 1.35     |

Figure 1. (a) Samarahan and (b) Trusan river basins.

2.2. Distributed Modelling—The SWAT Hydrological Model

The Soil and Water Assessment Tool (SWAT) model, used here for hydrological modelling of the two catchments, is a well-known semi-distributed basin scale model [31]. The SWAT as a comprehensive model simulates hydrology, chemicals, sediments, crop growth, agricultural management, and other phenomena at basin scale. There are three key modelling components in SWAT development: sub-basin delineation, reservoir routing, and channel routing. Regions with similar land use, slope, and soil types within a subbasin create similar hydrological response units (HRUs) building the basis of SWAT model hydrological processing structure. A tributary waterway and a main waterway may be present in the subbasin. Users have the option of editing inputs at the watershed, subbasin, or HRU level, as well as adding point sources. The variable storage approach and the Muskingum technique are the two options available in SWAT for channel routing. The DEM, meteorological inputs (precipitation, wind speed, temperature, humidity, and solar radiation,) besides the soil and land use maps are all required to run the SWAT model. Streamflow observations in the case of this study would be used for calibration and validation of the model. The SWAT model would be run in ArcSWAT, an ArcGIS extension, and the modelling workflow is shown in Figure 2.
Figure 2. Structure of the physically-based model in this study.

As in Figure 2, to calibrate the SWAT model, the Sequential Uncertainty Fitting version 2 (SUFI-2) has been used. It has a Bayesian framework with a stochastic algorithmic approach that can define the probability function of distributed models’ parameters. SUFI-2 is most frequently used for uncertainty analysis, calibration of models, and validation of the SWAT model. The SUFI-2 method, by inverse modelling, calibrates and defines the distributed models’ parameter uncertainty. The \( p \)-factor and \( r \)-factor indices are used to describe the calibration/uncertainty analysis outcome. The \( p \)-factor is counted based on the number of observations located within the 95 Percent Prediction Uncertainty (95PPU) bracket. The \( p \)-factor varies between 0 and 100 percent with 100% representing the best fit to the observed data.

\( R \)-factor is defined as the average thickness of the 95PPU divided by the standard deviation of the observed data, and it ranges from 0 to positive infinity. The model simulation exactly corresponds to observation data if the \( r \)-factor approaches zero. The SWAT model’s performance is evaluated by consulting the coefficient of determination (R\(^2\)) and Nash-Sutcliffe Efficiency (NSE) measures for the calibration and validation processes.

2.3. Data-Driven Models—The Long Short-Term Memory Model (LSTM)

The LSTM architecture is built upon a Recurrent Neural Network (RNN) basis by Hochreiter and Schmidhuber [25] in order to take advantages of RNN capabilities, such as the ability to model sequential data, and solve some of its drawbacks, such as the exploding
and vanishing gradient issue. The Building blocks of LSTM architecture are its memory cells (a LSTM memory cell is illustrated in Figure 3) which despite simple neurons in neural networks, is able to learn and forget irrelevant parts of previous states, store relevant new information in the cell, update cell states selectively, and at the end control the information passed on. The physical intuition of LSTM architecture for runoff modelling allows it to retain the sequential nature of flow dependency to different rainfall stations by a series of LSTM units and time lags. It records the relation of different rainfall stations with runoff, and enables it to forget in each memory cell structure. Different LSTM-based models have been implemented recently for runoff modelling and forecasting [27,30]. The LSTM memory cell transition equations are written below.

![Figure 3. LSTM memory cell architecture.](image)

The LSTM memory cell takes in various information through three specific gates; in the first gate, known as the forget gate, it is decided which element of $C_{t-1}$ must be forgotten by multiplying it with $f_t$, ranging from 0 to 1. In additions, $W_f$ and $b_f$ are parameters within the forget gate that can be trained, and $x_t$ is the current input to the cell while $h_{t-1}$ is the previous cell’s state in the layer:

$$f_t = \sigma(W_f \cdot [h_{t-1}, x_t] + b_f),$$  (1)

The next gate is called the input gate, and here it is decided which value should be updated:

$$i_t = \sigma(W_i \cdot [h_{t-1}, x_t] + b_i),$$  (2)

where $i_t$ is an output variable with value ranging from 0 to 1. $W_i$ and $b_i$ are parameters within the input gate that can be trained. Then, a potential vector of the cell state is computed by the current input ($x_t$) and the last hidden state $h_{t-1}$ in the following equation:

$$\tilde{C}_t = \tanh(W_C \cdot [h_{t-1}, x_t] + b_C),$$  (3)

$\tilde{C}_t$ is a vector with values ranging from 0 to 1, and $W_C$ and $b_C$ are parameters within the input gate that can be trained during the training process.

Then, $C_t$ is calculated by the following equation:

$$C_t = f_t \ast C_{t-1} + i_t \times \tilde{C}_t$$  (4)

At the end, by applying a sigmoid activation function, the output is calculated in the output gate:

$$o_t = \sigma(W_o[h_{t-1}, x_t] + b_o)$$  (5)
where \( o_t \) is a vector with values ranging from 0 to 1. \( W_o \) and \( b_o \) are trainable parameters. The new hidden state \( h_t \) is calculated by element-wise multiplication of the output by the hyperbolic tangent of \( C_t \) as follows.

\[
h_t = o_t \times \tanh(C_t).
\]

### 2.4. SLSTM Setup

The proposed deep neural network architecture consists of two LSTM layers combined with two fully connected dense layers for detecting the sequential nature of the problem, and a dropout layer with a dropout rate of 0.4 on the first fully connected layer for preventing overfitting; in addition the L2 normalization method was utilised to reduce the likelihood of the model overfitting by keeping the values of the weights and biases small. Since streamflow has an autocorrelated nature, input variables are turned to sequences to capture the impact of autocorrelation. The neural network structures used for both basins are identical, the only difference being the number of hidden neurons in each layer. The first two LSTM layers and the dense middle layer in the Samarahan basin had 200, 200 and 150 hidden neurons respectively, while in the Trusan basin all three layers each had 100 hidden neurons; the last dense layer for both basins was the same, with one neuron representing runoff output. In both basins, Principal Component Analysis transform was used to find normally independent variables, and simple normalized datasets were used to study the impact of multicollinearity between variables in runoff modelling too. In the Samarahan basin the study period was from 2003 to 2008 with 80% of the data being used for training and 20% for validation. In the Trusan basin, the available datasets of 2003–2007 were also divided with the same fractions for training and validation.

In Figure 4, the proposed sequential machine learning, coupled with a fully connected dense layer, is depicted. The algorithm takes sequential data with \( n \) features and \( p \) days lag as input sequence window.

![Proposed SLSTM Architecture](image-url)

The SWAT and SLSTM models developed in this study were compared using coefficient of determination (\( R^2 \)), and Nash-Sutcliffe efficiency coefficient (NSE) measures.
3. Results and Discussion

3.1. The SWAT Performance Evaluation

The calibration and validation of the SWAT model were performed for both river basins. Calibration using the SUFI-2 method in the SWAT-CUP computing package is performed based on the parameters that have a high impact on the model output. These parameters are selected though performing a model sensitivity analysis. The selection of parameters is an essential step because some parameters in SWAT hinder the possibility of manual calibration. By reviewing the relevant literature, 20 parameters that are generally the most sensitive in the SWAT model are given in Table 2. These are from the different model components, namely surface retention, groundwater flow, and soil characteristics. Through the sequencing and fitting process, a Bayesian framework, the SUFI-2, was used to calibrate the SWAT model and compute SWAT output uncertainties, as indicated in the methodology. The SUFI-2 uses the Latin Hypercube sampling (LHS) method, which reduces the amount of sample points as compared to the Monte Carlo sampling methodology. The uncertainty in the calibration procedure was assessed in this study using three iterations with 1000 model runs each iteration. The Nash-Sutcliffe Efficiency Coefficient was chosen as the objective function; the parameter uncertainty and the simulation results were acceptable if the NSE value was greater than 0.4. Lower band, upper band, and adjusted values (calibrated values) are listed in Table 2 for the two catchments.

Table 2. Calibrated parameters of SWAT model with range and calibrated values.

| Parameter                | Definition                                                                 | Lower Band | Upper Band | Adjusted Value (Trusan) | Adjusted Value (Samarahan) |
|--------------------------|----------------------------------------------------------------------------|------------|------------|-------------------------|---------------------------|
| R__RCHRG_DP.gw           | Deep aquifer percolation                                                  | −0.2       | 0.1        | −0.14555                | 0.0529                    |
| R__SOL_BD(..).sol         | Moist bulk density                                                       | 0          | 0.4        | 0.2518                  | 0.0202                    |
| V__TLAPS.sub             | Temperature lapse rate                                                   | −8         | −5         | −7.1495                 | −7.7434                   |
| V__PLAPS.sub             | Precipitation lapse rate                                                 | 100        | 300        | 105.5                   | 110                       |
| R__SLSUBBSN.hru           | Slope sub-basin                                                         | −0.1       | 0.3        | −0.0639                 | 0.234                     |
| R__SHALLST.gw            | Initial depth of water in the shallow aquifer                            | −0.3       | 0.1        | −0.2469                 | 0.046                     |
| R__GWQMN.gw              | Threshold depth of water in the shallow aquifer required for return flow to occur | −0.2       | 0.4        | 0.3                     | 0.15                      |
| V__CH_N2.rte             | Manning’s “n” value for the main channel                                 | 0.1        | 0.4        | 0.21145                 | 0.3216                    |
| R__CN2.mgt               | Curve number for moisture condition II                                   | −0.15      | 0.15       | −0.13395                | −0.0549                   |
| R__SOL_AWC(..).sol        | Available Water Capacity is calculated as the difference between field capacity at the wilting point | 0          | 0.6        | 0.1515                  | 0.5542                    |
| R__SOL_K(..).sol          | Saturated hydraulic conductivity                                         | −0.1       | 0.3        | 0.0927                  | 0.2356                    |
| R__OV_N.hru              | Manning’s N                                                              | 5          | 9.5        | 6.9                     | 9.1                       |
| V__GW_DELAY.gw           | Groundwater delay                                                       | 200        | 500        | 218.925003              | 491.684204                |
| R__GW_REVAP.gw           | Groundwater “revap” coefficient                                          | −0.2       | 0          | −0.1895                 | −0.1962                   |
| V__REVAPMN.gw            | Threshold depth of water for “revap” to occur                            | 600        | 1200       | 1039.300049             | 804.144592                |
| R__ALPHA_BNK.rte         | Baseflow alpha factor for bank storage                                   | 0          | 0.2        | 0.1895                  | 0.0878                    |
| R__ALPHA_BF.gw           | Base flow alpha factor                                                   | 0          | 0.6        | 0.105875                | 0.5973                    |
| R__CH_K2.rte             | Effective hydraulic conductivity in main channel alluvium                 | −0.1       | 0.2        | 0.02495                 | −0.0565                   |
| V__EPCO.hru              | Plant uptake compensation factor                                         | 0.8        | 1          | 0.8455                  | 1.0705                    |
| V__ESCO.hru              | Soil evaporation compensation factor                                      | 0.1        | 0.3        | 0.2485                  | 0.2834                    |

The hydrograph of the 95PPU-simulated runoff is compared with the observed runoff using SUFI-2 in Figure 5. The green band is the 95 percent prediction interval for the best estimates’ parameter set, and it may cover the bulk of peak flow and dry periods. After three cycles, the best estimating parameter choices yield NSE = 0.75.
Referring to Figure 5 and Table 3, it can be concluded that the SWAT model in the Samarahan Basin has shown better results compared with the Trusan; however, the performance values are not as high. The reason behind this is associated with the dearth of geographical data. Therefore, this impact on the SWAT model as a semi-distributed model is significant because these models are sensitive to the availability of geographical data. Considering that the Trusan is a much bigger area than the Samarahan, with a lower distribution of rainfall stations, the SWAT model has demonstrated low performance compared with the Samarahan.

Table 3. Models’ performance at the Samarahan and Trusan river basins.

|                | Samarahan       | Trusan          |
|----------------|-----------------|-----------------|
|                | \(R^2\)         | RMSE (cms)      | NSE  | \(R^2\)         | RMSE   | NSE  |
| PCA-SLSTM      | 0.95            | 0.76            | 1.47 | 0.89            | 0.91   | 0.84 |
| SLSTM          | 0.9             | 0.74            | 2.07 | 0.88            | 0.78   | 0.77 |
| SWAT           | 0.5             | 0.67            | 2.8  | 0.49            | 0.65   | 0.42 |

3.2. The SLSTM Performance Evaluation

3.2.1. Data Preprocessing

Two main strategies for data preparation were used in this work. The first approach is normalizing data to distribute it around 0, and since standard deviation was equal to 1 in most cases, this approach made the training easier. In order to address the multicollinearity problem, and to preserve maximum statistical variability, the Principal Component Analysis (PCA) transform approach was chosen. PCA is arguably the most popular unsupervised machine learning method that can be used for dimension reduction (O’Farrell et al., 2005). As illustrated in the correlation heat map for both basins in Figure 6b,d, PCA is used for
extracting new independent features based on original features. New extracted features are linearly independent and sorted by correlation with the target variable i.e., flow. By using independent and some first high-correlated features extracted by PCA, machine learning models train faster due to the scaled and relatively low dimensional dataset and score higher accuracy due to lower noise input to the model. The new variables are called NRFX (X is 1 to 11) in PCA analysis.

Figure 6. (a) normalized data correlation heat map for Samarahan, (b) PCA transformed data correlation heat map for Samarahan, (c) normalized data correlation heat map for Trusan, (d) PCA transformed data correlation heat map for Trusan.

To visualize the correlation between variables, a heatmap is used. The heatmap in Figure 6 for both basins represents the intercorrelation of rainfall stations with one another and with the flowrate. Figure 6 demonstrates the correlation between all rainfall variables. In the PCA-transformed variables, it can be seen that newly generated variables are independent from one another and have only shown correlation with the flow, which helps ML models to fit more easily.
3.2.2. Tuning the Model

**Selecting window size**

Because of the sequential nature of the problem, window size is an important parameter and should be chosen precisely. By investigating flow autocorrelation in basins, window size is selected by maximum autocorrelation lag for each basin.

ACF plots for both basins are depicted in Figure 7. ACF is an autocorrelation function which gives values of autocorrelation of any series with lagged values. When the bar rises out of the shaded area, it can be interpreted that there is meaningful autocorrelation. Based on Figure 7 for the Samarahan basin, selected window size \( p \) is 9, and for the Trusan \( p \) is 16 days; since Trusan is bigger than Samarahan, this amount seems logical.

![Figure 7. Autocorrelation for finding best lag for analysis.](image)

**Hyperparameters tuning**

Neural networks contain some parameters which can be tuned to minimize a defined loss function in order for the model to operate in a local optimum place on a given dataset. In this study, the activation function for all layers except for the last dense layer was the Rectified Linear Unit (ReLU), and for the tuning purposes an Adaptive Moment Estimation (Adam) optimizer with Huber loss function was used. Huber loss function is a combination of the mean squared error function and the absolute value function. When the difference between the predicted and observed value is less than the specific value \( \delta \), the loss function will turn the squared error and in larger differences the loss function will act in an absolute way. In this fashion, both the sensitivity of squared loss and the robustness of the absolute loss function will be utilized.

\[
L_\delta = \begin{cases} 
\frac{1}{2}(y - f(x))^2, & \text{for } |y - f(x)| \leq \delta \\
\delta \left( |y - f(x)| - \frac{1}{2}\delta \right), & \text{otherwise}
\end{cases}
\]  

(7)

Figure 8 shows the loss function changes in the process of model fitting at both the training and testing steps for the two basins. The goal is to minimize the loss function at both the train and test datasets, but usually, after several epochs no further improvements happen, which indicates that the learning process has ended. The best epoch for stopping training is when both train and test loss have stopped learning (it is somehow flat or oscillates around a fixed value). In addition, Figures 9 and 10 show that the PCA-SLSTM has outperformed the SLSTM model at both basins with higher \( R^2 \) magnitudes, proving the positive impacts of the data preprocessing on the SLSTM model. Therefore, it can be recommended to use PCA combined with the LSTM model in general.
3.2.3. The Models Performance Comparison

The SWAT is a semi-distributed hydrological model that employs precipitation data from only one station closest to the centroid of each sub-basin. Therefore, the model becomes sensitive to the spatial distribution of the rainfall stations. It is then difficult to calibrate the model if the near centroid station is assigned for model simulation and has no significant correlation with other rainfall stations or streamflow data. On the other hand, data-driven models, since they use only rainfall stations, eliminate this shortcoming of distributed models and reduce the sensitivity of the model to the data of one station. If the data of one station is not accurate, these models are able to reduce its impact on the final model output.

The impacts of the improper spatial distribution of rainfall stations on physical models are significant. At the Trusan basin, since there is no proper distribution of rainfall stations upstream of the streamflow station, the SWAT model has weaker performance when compared with the Samarahan basin. On the other hand, the SLSTM model employs all the rainfall stations, reduces the negative impact of improper spatial distribution of data stations and has yielded higher $R^2$ and NSE, compared with that of SWAT (Table 3). Table 3 shows that the data preprocessing with PCA has improved the SLSTM model’s performance as well.

As mentioned before, physical models such as SWAT, in addition to climate data of temperature and precipitation, need physical data such as soil and land use maps, and slope data to form a hydrological response unit (HRU). Inaccurate and inadequate data significantly impacts the model output. This impact is well demonstrated in the Trusan basin’s results, where SWAT performance is weak due to improper spatial distribution of rainfall and temperature data stations within and around the basin. SWAT at the Samarahan basin, which is a smaller basin with rainfall stations close to its borders has shown acceptable results (Table 3).

![Figure 8](image-url)  
*Figure 8. Loss function changes in the modelling process.*
Figure 9. Models’ performance comparison in Samarahan basin for test and train datasets.
Figure 10. Models’ performance comparison in Trusan basin for test and train datasets.
3.3. Conclusions

Effective simulation models are imperative for effective water management. However, limited hydro-meteorological and geospatial data availability impedes successful hydrological modelling in basins with sparse and/or ill-located data measurement stations. The SWAT hydrological model was used here to investigate the above statement. This study had also aimed to illustrate the usefulness of data-driven models in simulating rainfall-runoff processes in data-scarce basins. The data-driven models of SLSTM and PCA-SLSTM in the class of machine learning models were applied. The simulated daily streamflow data of two case studies were compared based on different performance measures.

The SLSTM model has shown NSE and $R^2$ of 0.72 and 0.74 in the Samarahan river basin and NSE and $R^2$ of 0.77 and 0.78 in the Trusan river basin, and when combined with PCA its performance has been improved at both basins. The proposed SLSTM model, based on the findings of this study, proved to be a practical model for hydrological modelling of catchments with insufficient data and sparse distribution of the gauging network.

The physically-based SWAT model, considering its underlying processes for the modelling approach, is suitable for integrated modelling and management of catchments. However, it has shown to be highly sensitive to the spatial variability of precipitation data and has not been successful at simulating the weakly-gauged Trusan basin while it has shown moderate performance at Samarahan basin. The machine learning models of SLSTM and PCA-SLSTM are only applicable to studies where the catchment output/streamflow irrespective of underlying processes and interactions is to be studied. For thorough investigation of the catchment hydrology and integrated water resources management, the application of distributed models is deemed necessary to encompass all the phenomena affecting the catchment hydrology cycle. Therefore, selection of a proper model is application-dependent, highlighting that each model type has its own merits and demerits.
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