Gas Column Density Distribution of Molecular Clouds in the Third Quadrant of the Milky Way
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ABSTRACT

We have obtained column density maps for an unbiased sample of 120 molecular clouds in the third quadrant of the Milky Way mid-plane ($b \leq |5^\circ|$) within the galactic longitude range from 195° to 225°, using the high sensitivity 12CO and 13CO ($J = 1 - 0$) data from the Milky Way Imaging Scroll Painting (MWISP) project. The probability density functions of the molecular hydrogen column density of the clouds, N-PDFs, are fitted with both log-normal (LN) function and log-normal plus power-law (LN+PL) function. The molecular clouds are classified into three categories according to their shapes of N-PDFs, i.e., LN, LN+PL, and UN (unclear), respectively. About 72% of the molecular clouds fall into the LN category, while 18% and 10% into the LN+PL and UN categories, respectively. A power-law scaling relation, $\sigma_s \propto N_{H_2}^{0.44}$, exists between the width of the N-PDF, $\sigma_s$, and the average column density, $N_{H_2}$, of the molecular clouds. However, $\sigma_s$ shows no correlation with the mass of the clouds. A correlation is found between the dispersion of normalized column density, $\sigma_{N/\langle N\rangle}$, and the sonic Mach number, $\mathcal{M}$, of molecular clouds. Overall, as predicted by numerical simulations, the N-PDFs of the molecular clouds with active star formation activity tend to have N-PDFs with power-law high-density tails.
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1. INTRODUCTION

The hierarchical structure of molecular clouds is dominated by the interplay among turbulence, self-gravity, and magnetic fields (McKee & Ostriker 2007). Turbulence plays a crucial role in the dynamics of molecular clouds. For example, the kinetic energy of turbulence is comparable to gravitational potential energy on large scales, which can support molecular clouds from global collapse (Stahler & Palla 2004). The probability distribution function (PDF) of the density of molecular clouds, i.e., the probability of finding the density in the interval of $[\rho, \rho + d\rho]$, is a simple but useful tool to study turbulence and the structure of molecular clouds. The shape of the $\rho$-PDF is related to the underlying physical processes that dominate the dynamics of molecular clouds. Numerical simulations suggest that the $\rho$-PDF has the log-normal (LN) form when the molecular cloud is dominated by turbulence, whereas it will develop a power-law (PL) distribution at high-densities when self-gravity becomes dominant (Kritsuk et al. 2011; Federrath & Klessen 2013). The log-normal distribution of $\rho$-PDF can be qualitatively understood as the result of the molecular gas being successively compressed by a series of random and individual shock waves in the turbulent medium (Vazquez-Semadeni 1994). The $\rho$-PDF can not be obtained directly by observations because of the projection effect. Numerical simulations have shown that
column density PDFs (N-PDFs) exhibit similar properties as ρ-PDF (Federrath et al. 2008; Ballesteros-Paredes et al. 2011; Ward et al. 2014). For example, Ballesteros-Paredes et al. (2011) suggest that the N-PDFs of molecular clouds evolve from log-normal distributions at early times to log-normal + power-law (LN+PL) distributions at late times.

The observed shapes of N-PDFs rely on accurate measurement of column densities. Three tracers are commonly used for H$_2$ column density, i.e., the dust extinction at near/mid-infrared wavelengths, the dust emission at far-infrared wavelengths, and the molecular line emission at millimeter wavelengths. Kainulainen et al. (2009) (hereafter K09) studied the N-PDFs of 23 nearby (within 200 pc) molecular clouds with dust extinction as the tracer of the column density and found that the N-PDFs evolve from LN to LN+PL when the star-formation activities of the molecular clouds vary from quiescent to active. Other studies using dust extinction data have also confirmed this evolutionary trend of N-PDFs (Schneider et al. 2013, 2015a,b; Lombardi et al. 2015; Alves et al. 2017). Spilker et al. (2021) have made a census of the N-PDFs of 72 molecular clouds within two kpc from the Sun using dust extinction/emission data from the literature, which is by far the most systematic study of N-PDFs of molecular clouds using dust-based tracers, and they found that the N-PDFs of the molecular clouds in their work are not well described by any simple model of LN, PL, or LN+PL.

Large-scale molecular line surveys conducted toward different regions of the Galactic plane have provided comprehensive knowledge about the distribution and physical properties of the molecular clouds, for example, the CFA-Chile survey that covered the whole Galactic plane (Dame et al. 2001; Miville-Deschênes et al. 2017), the FCRAO survey toward the Outer Galaxy in the second quadrant (Heyer et al. 2001), and the Forgotten Quadrant Survey (FQS) toward a part of the third quadrant of the Galactic plane within 220° ≤ l ≤ 240° and −2.5° ≤ b ≤ 0°, which is partly overlapped with the sky coverage of this work (Benedettini et al. 2020). However, compared with the studies that measure N-PDFs with the dust-based tracers, fewer works investigated the properties of N-PDFs with molecular line emission as the tracer of H$_2$ column density (Goodman et al. 2009; Carlhoff et al. 2013; Schneider et al. 2015a,b, 2016; Ma et al. 2019, 2020). Goodman et al. (2009) suggested that the $^{13}$CO molecular line emission is under the influence of the critical density for excitation, optical depth, and chemical depletion effect, hence only traces a narrow dynamic range of H$_2$ column density. However, observations from the Milky Way Imaging Scroll Painting (MWISP) project, a high-sensitivity large-scale survey of the $^{12}$CO, $^{13}$CO, and C$^{18}$O J = 1 − 0 line emission (Su et al. 2019), reveal that the $^{13}$CO line is still a good tracer of gas column density on relatively large scales (pc) (Ma et al. 2021) since overdense regions with column densities on the order of $∼ 10^{23}$ cm$^{-2}$ are generally concentrated in sub-pc scales. Ma et al. (2021) have obtained forty N-PDFs of the molecular clouds in the second quadrant of the Milky Way mid-plane using the $^{13}$CO J = 1 − 0 emission line data from the MWISP project and found that about 78% of the molecular clouds have log-normal N-PDFs. Moreover, the molecular clouds that have power-law N-PDFs are not necessarily associated with active star-formation, which is different from the results obtained using dust-based tracers. Considering that different tracers of column densities can trace different parts of molecular clouds, and molecular line emission can help to avoid velocity crowding along the line of sight, it is still worthwhile to investigate whether the properties of N-PDFs obtained from the dust-based tracers still exist when using the molecular line tracer.

The relation between the dispersion of the density PDF, $\sigma_{\ln \rho}(\langle \rho \rangle)$, and the turbulence energy, expressed as the sonic Mach number $\mathcal{M}$, of molecular clouds is also one of the key ingredients in the interpretation of the stellar initial mass function, the core mass function, and the star formation rate in theoretical studies (Krumholz & McKee 2005; Padoan & Nordlund 2011; Federrath & Klessen 2012; Hennebelle & Chabrier 2008, 2009, 2013; Burkhart 2018). For pure hydrodynamical super-sonic isothermal turbulent gas, the density dispersion of molecular clouds is linearly scaled with the sonic Mach number,

$$\sigma_{\rho}(\langle \rho \rangle) = b\mathcal{M},$$

where $\langle \rho \rangle$ is the mean of volume density, and $b$ is a constant related to the mixture of the solenoidal (divergence-free) and compressive (curl-free) forcing modes of turbulence (Padoan et al. 1997b). The predicted values of $b$ vary from 1/3 to 1, with 1/3 and 1 corresponding to pure solenoidal and pure compressive forcing mode, respectively. When considering the logarithmic form of the volume density, the relation given by Eq. 1 becomes $\sigma_{\ln \rho}(\langle \rho \rangle) = \ln(1 + b^2\mathcal{M}^2)$. However, the $\sigma_{\rho}(\langle \rho \rangle)\sim \mathcal{M}$ relation and the value of parameter $b$ are hard to be confirmed from observations since the estimation of volume density is tricky. Kainulainen & Federrath (2017) found a weak correlation between $\sigma_{\ln \rho}(\langle \rho \rangle)$ and $\mathcal{M}$ for fifteen molecular clouds in the solar neighborhood using extinction data. Other efforts sought clues from the distribution of column densities. For example, Goodman et al. (2009) have found no correlation between $\sigma_x$
and $\mathcal{M}$ in sub-regions in the Perseus GMC, while Kainulainen & Tan (2013) found a linear correlation between $\sigma_{N/\langle N \rangle}$ and $\mathcal{M}$, and got $b = 0.2^{+0.37}_{-0.22}$ for a group of infrared dark clouds (IRDCs). The $b$ value obtained by Kainulainen & Tan (2013) is below the lower limit of the predicted range for non-magnetized isothermal turbulence, which is attributed to the influence of magnetic fields. With the existence of magnetic fields, the correlation between the dispersion of logarithmic density and the Mach number of turbulence is flattened, and the correlation factor $b$ becomes less than 1/3 at $\mathcal{M}$ higher than $\sim 7$ (Price et al. 2011). When the density depends strongly on the magnetic field ($B \propto \rho$), the logarithmic density dispersion is nearly independent on $\mathcal{M}$ (Molina et al. 2012). Brunt et al. (2010) developed an analytical method to convert the observed column density dispersions to volume density dispersions, which can be expressed as $\sigma_{N/\langle N \rangle}^2/\sigma_{\ln \rho/\langle \rho \rangle}^2 = R$, where $R$ is determined by the power spectrum of the column density field and lies in the range of $[0.03, 0.15]$.  

Burkhart & Lazarian (2012) proposed that the $\mathcal{M} - \sigma_{\ln \rho/\langle \rho \rangle}$ relation is still applicable for the 2D situation, which is

$$\sigma_s^2 = A \times \ln (1 + b^2 \mathcal{M}^2),$$

where $\sigma_s$ is the width of the N-PDF, and the subscript $s$ means $s = \ln (N/\langle N \rangle)$. For a log-normal N-PDF, the above equation becomes

$$\sigma_{N/\langle N \rangle}^2 = (b^2 \mathcal{M}^2 + 1)^A - 1,$$

using the relation of $\sigma_{N/\langle N \rangle}^2 = \exp (\sigma_s^2) - 1$ (Burkhart & Lazarian 2012). The observed column densities and Mach numbers of the Taurus and IC 5146 clouds are consistent with Eq. 2 with $b = 0.5$, $A = 0.16$ (Brunt 2010) and $b = 0.5$, $A = 0.12$ (Padoan et al. 1997a), respectively.

With the extensive sky coverage and high sensitivity, the MWISP survey can provide us with a large sample of molecular clouds (Yuan et al. 2021). In this work, we measure the column densities of the molecular clouds from $l = 195^\circ$ to $l = 225^\circ$ using the $^{13}$CO data of the MWISP project and study the shape and statistical properties of the N-PDFs, taking advantage of the fact that molecular clouds in the outer Galaxy suffer less velocity crowding. We also estimate the $\sigma_s - \mathcal{M}$ and $\sigma_{N/\langle N \rangle} - \mathcal{M}$ relations based on the measured N-PDFs.

The paper is organized as follows. The observations, data, and the method for the identification of molecular clouds are presented in Section 2. The measurement of the column density and the analysis of the N-PDFs are given in Section 3. We discuss the properties of the observed N-PDFs in Section 4 and present our conclusions in Section 5.

2. DATA AND THE SAMPLE OF MOLECULAR CLOUDS

2.1. Observations and Data

The $^{12}$CO and $^{13}$CO data used in this work are part of the MWISP survey. Up to date, Phase I of the MWISP survey has been finished, and the sky area has been covered from $l = 12^\circ$ to $l = 230^\circ$ within $b = \pm 5^\circ$. Su et al. (2019) have given a detailed introduction to the observations and the data reduction processes of the project. We only give a brief description of the data in this work. In the MWISP project, the $^{12}$CO , $^{13}$CO , and $^{18}$O $J = 1-0$ spectra are obtained simultaneously using the nine-beam Superconducting Spectroscopic Array Receiver (SSAR) (Shan et al. 2012) equipped on the PMO-13.7m telescope. The half-power beam width (HPBW) of the telescope is around 52′ and 50′ at 110 GHz and 115 GHz, respectively, which correspond to a spatial resolution of $\sim 0.25$ pc at the distance of 1 kpc. The survey area is divided into individual cells of $30^\prime \times 30^\prime$. The final data are regridded into $30^\prime \times 30^\prime$ pixels in the directions of Galactic longitude and latitude. The spectrometer on the PMO-13.7m telescope has 16,384 velocity channels with a total bandwidth of 1 GHz, which provides a velocity resolution of 0.17 km s$^{-1}$ at 110 GHz. The required sensitivity of the MWISP data is below $\sim 0.5$ K per channel at the $^{12}$CO $J = 1-0$ wavelength and below $\sim 0.3$ K per channel at the $^{13}$CO $J = 1-0$ and $^{18}$O $J = 1-0$ wavelength.

2.2. The Sample of Molecular Clouds

We use the MWISP data of the outer Galactic plane from $l = 195^\circ$ to $l = 225^\circ$ and within $\pm 5^\circ$ in this work. Individual cells of the $^{12}$CO and $^{13}$CO data are mosaiced into two large datacubes, within which the molecular clouds are identified. Figure 1 presents the RGB map of the integrated intensities of the $^{12}$CO , $^{13}$CO , and $^{18}$O emission. The H II regions, H II region candidates, supernova remnants, and the well-known regions, such as the Rosette, Mon OB1, Maddalena, and Canis Major GMCs, are indicated in Figure 1. The figure is similar to that of a forthcoming paper by Wang et al. (2022, in prep) that aims to describe the distribution and basic properties of the three isotopologues of CO molecule in the observed region. Wang et al. (2022, in prep) have built a catalog containing $^{12}$CO , $^{13}$CO , and $^{18}$O clouds in the third Galactic quadrant which is used in this work. Except for the Maddalena GMC, the other three GMCs are all associated with the H II regions in the WISE catalog (Anderson et al. 2014). The majority of the $^{18}$O emission is detected in the central regions of the four well-known GMCs. Compared with the $^{12}$CO and $^{13}$CO emission, the $^{18}$O emission is less influenced...
by optical depth, therefore, being a better tracer than the $^{13}$CO emission. However, the spatial scales of the regions containing C$^{18}$O emission are too small to infer the dynamic information of the large-scale turbulence.

Observationally, molecular clouds are coherent structures composed of contiguous position-position-velocity (PPV) voxels above a given intensity threshold. In the outer Galaxy, the molecular line emission suffers less from velocity crowding, therefore can be easily separated into discrete PPV objects. With the definition in mind, the molecular clouds are identified using a clustering algorithm named the Density-Based Spatial Clustering of Applications with Noise (DBSCAN) (Ester et al. 1996), which is designed to identify clusters of arbitrary shapes.

An output cluster, i.e., a molecular cloud, identified by the DBSCAN algorithm, is composed of two kinds of points, “core” points and “border” points, respectively, and all the points should have brightness above a given threshold. In this work, we adopt a threshold $\sigma_{RMS}$. Voxels with brightness above this threshold are named effective voxels. The types of effective voxels, i.e., “core” or “border” points, are controlled by two input parameters of the DBSCAN algorithm, i.e., a distance parameter, $\epsilon$, that defines a neighborhood space around an effective voxel, and a number parameter MinPts, that specifies the smallest number of neighborhood effective voxels a core point should have. An effective voxel that has at least MinPts-1 neighborhood effective voxels within a radius of $\epsilon$ is defined as a core point. The border points are those effective voxels that are adjacent to the core points, but do not have enough (MinPts-1) neighborhood voxels. Yan et al. (2020) tested on the effectiveness and robustness of the DBSCAN algorithm against different sets of MinPts—1 and $\epsilon$ with the MWISP data and found that the parameter set of $\epsilon = 1$ and $\text{MinPts} = 4$ is most suitable for the MWISP data. The cloud identification process in this work is the same as in Yan et al. (2020) and is performed separately to the $^{12}$CO and $^{13}$CO data. Considering that the emission of $^{12}$CO is usually more extended than that of $^{13}$CO in molecular clouds, the $^{13}$CO emission within one $^{12}$CO cloud should be dense internal structures of the $^{12}$CO cloud. Therefore the identified $^{13}$CO clusters within the boundaries of the $^{12}$CO clouds, 864 $^{13}$CO clouds are generated.

For the statistical significance of the N-PDF analysis, we only use a sub-sample of 120 $^{13}$CO molecular clouds, i.e., the clouds that occupy at least 200 spatial pixels in the Galactic longitude and latitude plane, to build N-PDFs. A complete catalog of all $^{12}$CO and $^{13}$CO molecular clouds will be given in a forthcoming paper by Wang et al. (2022, in prep). Figure 2 shows the boundaries of the selected sub-sample of the $^{13}$CO clouds, which are overlaid on the integrated intensity map (upper panel) and the l-v peak intensity map (lower panel) of the $^{13}$CO emission.

3. RESULTS

3.1. Physical Properties

Column densities of the $^{13}$CO molecular clouds are calculated assuming that the $^{13}$CO molecules are under the local thermodynamic equilibrium (LTE) condition and that the $^{13}$CO $J = 1 - 0$ emission is optically thick. Considering the cosmic microwave background radiation (CMB) $T_{\text{bg}} = 2.7$ K and the beam filling factor of the $^{12}$CO emission is unity, the excitation temperature, $T_{\text{ex}}$, of the molecular clouds can be derived from the peak intensities of the $^{12}$CO spectra according to Eq. (1) in Li et al. (2018). We obtained excitation temperature map for each $^{13}$CO cloud. The optical depth, $\tau$, of the $^{13}$CO emission can be derived using Eq. (2) in Li et al. (2018), providing that the excitation temperature of the $^{13}$CO emission is the same along the line of sight. Then the $^{13}$CO column density can be obtained according to the following formula (Li et al. 2018),

$$N_{^{13}\text{CO}} = 2.42 \times 10^{14} \frac{1 + 0.88/T_{\text{ex}}}{1 - e^{-5.29/T_{\text{ex}}}} \int \tau(^{13}\text{CO})dv. \quad (4)$$

When the optical depth of the $^{13}$CO emission is small, the integrand $T_{\text{ex}} \int \tau(^{13}\text{CO})dv$ on the right side of formula 4 can be approximated to $\tau_0/(1 - e^{-\tau_0}) \int T_{\text{mb}}dv$ (Pineda et al. 2010), where $\tau_0$ is the peak optical depth of the $^{13}$CO emission. Providing the abundance ratios $\left[^{12}\text{C}\right]/\left[^{13}\text{C}\right] = 69$ (Wilson 1999) and $\left[^{13}\text{CO}\right]/\left[^{12}\text{CO}\right] \sim 10^{-4}$ (Solomon & Klemperer 1972; Herbst & Klemperer 1973), the abundance ratio $[H_2]/[^{13}\text{CO}]$ is expected to be $7 \times 10^5$. The column density of molecular hydrogen is converted from the $^{13}$CO column density with this ratio.

To get reliable N-PDFs at low column densities, we need to remove the pixels in the column density maps with $^{13}$CO integrated intensities below three times the noise level of integrated intensity. The noise level is defined as $\sqrt{n \sigma_{RMS}}dv$, where $n$ is the number of velocity channels of a given pixel in a $^{13}$CO molecular cloud.
(varying between pixels), $\sigma_{RMS}$ is the RMS noise level of the pixel, and $dv$ is the width of the velocity channel. Although the sub-sample of molecular clouds that we selected for the N-PDF analysis, as described in Section 2.2, have pixel numbers more than 200, the actual pixel numbers used to build N-PDF for some of the clouds are slightly smaller after removing the pixels with relatively low signal-to-noise ratios. Since the molecular clouds are identified above $2\sigma_{RMS}$, and they should occupy at least three velocity channels, we could estimate a reference detection limit of $H_2$ column density for each cloud, which is derived according to Eq. 4 using the median value of $3\times 2\sigma_{RMS}dv$, the median $T_{ex}$, and median $\tau$($^{13}$CO).

Distances of the clouds are essential for calculating their physical parameters, such as mass and radius. The distances of well-known star-forming regions in this part of the sky area have been measured by Zucker et al. (2019) and Chen et al. (2020) using the method that allocates a molecular cloud a distance corresponding to a “jump” in extinction along the line of sight. Yan et al. (2019) also have measured distances of eleven molecular clouds in the third quadrant of the Milky-Way mid-plane using the MWISP data. The sky coverage of their work is $209.75^\circ \leq l \leq 219.75^\circ$, and $|b| \leq 5^\circ$, which is partly overlapped with the area in this work. The distances of molecular clouds from Zucker et al. (2019) and Chen et al. (2020) are indicated in Figure 2(a) with black numbers and red numbers, respectively, while the spatial extents of the corresponding molecular clouds from these two works overlap, the measured distances are very close. For example, the distance differences for the CMa OB1, Maddalena, Rosette, and Mon OB1 GMCs between Zucker et al. (2019) and Chen et al. (2020) are all less than 6%. However, the catalogs from Zucker et al. (2019), Chen et al. (2020), and Yan et al. (2019) do not provide distances for all the selected molecular clouds in this work. Therefore, we derived the kinematic distances for the clouds in the sub-sample, assuming a flat rotation curve of the Galaxy and adopting the Galactic rotation constants from model A5 of Reid et al. (2014). The kinematic distances of the CMa OB1, Maddalena, Rosette, and Mon OB1 star-forming regions are 1.25, 2.25, 1.39, and 0.83 kpc, respectively, which are consistent with the distances obtained by Zucker et al. (2019) and Chen et al. (2020) within differences of $\sim$10%.

For each $^{13}$CO molecular cloud in the selected sub-sample, maps of the excitation temperature, optical depth, column density, and second-moment are derived. Physical parameters for each clouds, such as position centroid, pixel number, peak excitation temperature,
mean $H_2$ column density, radius, mass, median optical depth, virial parameter, and Mach number, are extracted. The intensity-weighted position centroids in the PPV space are calculated according to Yan et al. (2019). The effective radius of the clouds is calculated according to $R = d\sqrt{\Omega/\pi}$, where $d$ is the distance, and $\Omega$ is the projected angular area. The radius defined this way is possibly a factor of $\sim 2$ larger than the definition commonly used in other statistical works of physical properties of molecular clouds, which approximate molecular clouds to elongated gaussian ellipsoids and use the geometric mean of the intensity weighted (or unweighted) FWHMs along two major axes of the clouds as the radii (Heyer et al. 2001; Rice et al. 2016; Ma et al. 2021). The mass, $M_{LTE}$, of the clouds is derived according to Eq. (5) in Ma et al. (2021). The surface density is then the ratio of the mass to the area of the clouds. Once the mass, size, and velocity dispersion are derived, the virial parameter can be calculated according to $\alpha_{vir} = 5\sigma_{2}^2 R/(GM_{LTE})$, where $G$ is the gravitational constant. The Mach number, $M$, is defined as the ratio between the non-thermal velocity dispersion and the local sound speed of the cloud. Specifically, we calculated $M$ with $M = \sigma_{v_{non}}/c_s$, where $\sigma_{v_{non}}$ is the non-thermal velocity dispersion and $c_s = \sqrt{k_B T_k/(\mu_H m_H)} = 0.187 \sqrt{T_{kin}/10}$ km s$^{-1}$ is the sound speed (Schneider et al. 2013), where $k_B$ is the Boltzman constant, $\mu_H = 2.37$ is the mean molecular weight per free particle (Kauflmann et al. 2008), and $m_H$ is the mass of the atomic hydrogen. The kinetic temperature $T_{kin}$ is approximated to the excitation temperature under the LTE condition. The non-thermal velocity dispersion is derived through $\sigma_{v_{non}} = \sqrt{\sigma_{v_{13CO}}^2 - \sigma_{s_{13CO}}^2}$, where $\sigma_{v_{13CO}} = \sqrt{\sum T_i (v_i - v_0)^2}/\Sigma T_i$ is the intensity-weighted velocity dispersion, $v_0$ is the intensity-weighted central velocity of the cloud, and $c_{s_{13CO}}$ is the thermal velocity dispersion of $^{13}$CO molecule, which is defined
as $c_s^{13CO} = \sqrt{\frac{k_B T}{\mu^{13CO}m_H}}$ and $\mu^{13CO} = 29$ is the relative molecular mass of $^{13}$CO molecule.

The extracted parameters are listed in Table 1. The molecular clouds are named after their centroid positions and velocities. Specifically, the cloud names start with “MWISP” and then contain the spatial coordinates of the molecular clouds accurate to three decimal places and the centroid velocities accurate to two decimal places.
Table 1. Properties of the N-PDFs and Physical Parameters of the Molecular Clouds

| Name       | d (kpc) | \( n_0 \) | \( \mu_0 \) | \( \mu_b \) | \( \beta_0 \) | \( \beta_b \) | \( \alpha_{\text{vir}} \) | \( \alpha_{\text{core}} \) | \( \kappa_{\text{H}} \) | \( \kappa_{\text{HI}} \) | \( \kappa_{\text{H}_2} \) | \( \kappa_{\text{CO}} \) | Shape |
|------------|---------|---------|---------|---------|---------|---------|------------|------------|---------|---------|---------|---------|-------|
| MWISP G10.5-0.396+01.389 | 3.2 | 0.906 | 1.52 | 0.067 | 0.005 | 0.207 | 2.007 | 1.962 | 0.76 | 0.90 | 0.76 | 0.90 | UN |
| MWISP G10.5-0.396+01.389 | 3.2 | 0.906 | 1.52 | 0.067 | 0.005 | 0.207 | 2.007 | 1.962 | 0.76 | 0.90 | 0.76 | 0.90 | UN |
| MWISP G10.5-0.396+01.389 | 3.2 | 0.906 | 1.52 | 0.067 | 0.005 | 0.207 | 2.007 | 1.962 | 0.76 | 0.90 | 0.76 | 0.90 | UN |
| MWISP G10.5-0.396+01.389 | 3.2 | 0.906 | 1.52 | 0.067 | 0.005 | 0.207 | 2.007 | 1.962 | 0.76 | 0.90 | 0.76 | 0.90 | UN |
| MWISP G10.5-0.396+01.389 | 3.2 | 0.906 | 1.52 | 0.067 | 0.005 | 0.207 | 2.007 | 1.962 | 0.76 | 0.90 | 0.76 | 0.90 | UN |
| MWISP G10.5-0.396+01.389 | 3.2 | 0.906 | 1.52 | 0.067 | 0.005 | 0.207 | 2.007 | 1.962 | 0.76 | 0.90 | 0.76 | 0.90 | UN |
| MWISP G10.5-0.396+01.389 | 3.2 | 0.906 | 1.52 | 0.067 | 0.005 | 0.207 | 2.007 | 1.962 | 0.76 | 0.90 | 0.76 | 0.90 | UN |
| MWISP G10.5-0.396+01.389 | 3.2 | 0.906 | 1.52 | 0.067 | 0.005 | 0.207 | 2.007 | 1.962 | 0.76 | 0.90 | 0.76 | 0.90 | UN |
| MWISP G10.5-0.396+01.389 | 3.2 | 0.906 | 1.52 | 0.067 | 0.005 | 0.207 | 2.007 | 1.962 | 0.76 | 0.90 | 0.76 | 0.90 | UN |

Table 1 continued...
| Name                  | d (kpc) | \(\mu\) | \(\sigma_\mu\) | \(b_r\) | \(\alpha\) | Npix | T_{ex, max} (K) | \(\langle N_H^2 \rangle\) (cm\(^{-2}\)) | R (pc) | Mass (M_\odot) | Skewness | Kurtosis | r_{13} | \(M\) | N_{H_{2O}} | \(\alpha_{\nu\nu}\) | Shape |
|----------------------|---------|---------|--------------|---------|---------|------|---------------|---------------------|-------|----------------|-----------|-----------|-------|------|---------|-----------|-------|------|
| MWISP G206.980 +04.207 +05.039 | 1.09 | -0.063 | 1.359 | 1.500 | -4.053 | 3277 | 13.90 | 8.25 \times 10^{20} | 4.70 | 1132 | 0.170 | -0.670 | 0.220 | 13.14 | 4 | 9.20 | LN+PL |
| MWISP G207.156 -01.184 +02.016 | 1.39 | ... | ... | ... | ... | 28623 | 37.35 | 1.91 \times 10^{21} | 39.30 | 44954 | 0.220 | -0.630 | 0.280 | 27.10 | 1097 | 4.16 | UN |
| MWISP G207.436 -00.237 +03.133 | 4.12 | -0.563 | 2.162 | ... | ... | 181 | 10.57 | 5.51 \times 10^{19} | 4.55 | 692 | -0.030 | -0.730 | 0.310 | 8.45 | 5 | 5.20 | LN |
| MWISP G210.526 +02.174 +04.715 | 1.58 | -0.061 | 0.596 | ... | ... | 739 | 10.80 | 2.63 \times 10^{19} | 3.52 | 200 | -0.210 | -0.760 | 0.200 | 4.30 | 0 | 4.46 | LN |
| MWISP G210.823 +01.124 +05.922 | 1.81 | -0.059 | 0.971 | ... | ... | 1017 | 10.69 | 4.05 \times 10^{19} | 4.74 | 907 | -0.040 | -0.770 | 0.290 | 9.64 | 2 | 7.95 | LN |

... (rest of the table continues with similar entries for molecular clouds in the third quadrant of the Milky Way)
| Cloud Name | Distance (kpc) | $\alpha_{br}$ | $\mu$ | $\sigma$ | Shape | $\tau_{\text{max}}$ (K) | $\text{YSO}\alpha_{\text{vir}}$ (kpc) | $\text{M}_{\text{LTE}}$ ($\text{M}_\odot$) | $\text{Skewness}$ | $\text{Kurtosis}$ | $\text{CO}$ Optical Depth | Notes |
|------------|---------------|---------------|-------|---------|--------|-------------------------|-----------------------------|-----------------|-----------------|-----------------|----------------|----------------|
| MWISP G217.271-00.410 | 0.00 | 4.57 | 1.60 | 0.46 | LN | 8.39 | 4435 | 0.590 | 0.250 | 12.06 | 3.59 | LN |
| MWISP G217.434-00.286 | 0.00 | 4.03 | 0.46 | 0.25 | LN | 4.02 | 2132 | 0.200 | 0.010 | 8.14 | 4.33 | LN |
| MWISP G217.485-00.356 | 0.00 | 0.96 | 0.46 | 0.25 | LN | 1.90 | 144 | 0.050 | 0.010 | 12.18 | 3.59 | LN |
| MWISP G218.250-00.521 | 0.00 | 1.87 | 0.46 | 0.25 | LN | 0.39 | 899 | 0.050 | 0.010 | 12.18 | 3.59 | LN |
| MWISP G218.296-00.396 | 0.00 | 0.73 | 0.46 | 0.25 | LN | 1.14 | 354 | 0.050 | 0.010 | 12.18 | 3.59 | LN |
| MWISP G219.597-00.246 | 0.00 | 2.36 | 0.94 | 1.69 | LN | 4.05 | 3709 | 29.58 | 2.76 | 12.21 | 3.59 | LN |
| MWISP G220.155-00.568 | 0.00 | 2.83 | 0.95 | 1.28 | LN | 1.65 | 6971 | 30.96 | 1.04 | 12.21 | 3.59 | LN |
| MWISP G220.878-00.561 | 0.00 | 1.50 | 0.94 | 1.69 | UN | 2.96 | 7426 | 25.73 | 1.04 | 12.21 | 3.59 | LN |
| MWISP G221.180-00.396 | 0.00 | 0.96 | 0.46 | 0.25 | LN | 1.90 | 144 | 0.050 | 0.010 | 12.18 | 3.59 | LN |
| MWISP G221.434-00.286 | 0.00 | 4.03 | 0.46 | 0.25 | LN | 4.02 | 2132 | 0.200 | 0.010 | 8.14 | 4.33 | LN |
| MWISP G221.485-00.356 | 0.00 | 0.96 | 0.46 | 0.25 | LN | 1.90 | 144 | 0.050 | 0.010 | 12.18 | 3.59 | LN |
| MWISP G222.250-00.521 | 0.00 | 1.87 | 0.46 | 0.25 | LN | 0.39 | 899 | 0.050 | 0.010 | 12.18 | 3.59 | LN |
| MWISP G222.296-00.396 | 0.00 | 0.73 | 0.46 | 0.25 | LN | 1.14 | 354 | 0.050 | 0.010 | 12.18 | 3.59 | LN |
| MWISP G223.250-00.521 | 0.00 | 1.87 | 0.46 | 0.25 | LN | 0.39 | 899 | 0.050 | 0.010 | 12.18 | 3.59 | LN |
| MWISP G223.296-00.396 | 0.00 | 0.73 | 0.46 | 0.25 | LN | 1.14 | 354 | 0.050 | 0.010 | 12.18 | 3.59 | LN |
| MWISP G224.065-00.683 | 0.00 | 2.37 | 0.94 | 1.69 | LN | 4.05 | 3709 | 29.58 | 2.76 | 12.21 | 3.59 | LN |
| MWISP G224.233-00.478 | 0.00 | 2.83 | 0.95 | 1.28 | LN | 1.65 | 6971 | 30.96 | 1.04 | 12.21 | 3.59 | LN |
| MWISP G224.390-00.320 | 0.00 | 3.40 | 1.15 | 0.46 | LN | 1.90 | 144 | 0.050 | 0.010 | 12.18 | 3.59 | LN |
| MWISP G224.603-00.171 | 0.00 | 3.40 | 1.15 | 0.46 | LN | 1.90 | 144 | 0.050 | 0.010 | 12.18 | 3.59 | LN |

**Notes:** Column 1: name of the cloud. Column 2: distance of the cloud. Columns 3-6: fitted parameters, i.e., $\mu$, $\sigma$, $\alpha_{br}$, $\alpha$ only given for the N-PDFs that have LN+PL shapes. Column 7: pixel number. Column 8: peak excitation temperature. Column 9: average column density. Column 10: radius. Column 11: LTE mass. Column 12: Skewness of the N-PDF. Column 13: Kurtosis of the N-PDF. Column 14: CO optical depth of the cloud. Column 15: standard. According to the MWISP standard for nomenclature, molecular clouds are named after their centroid positions and velocities. Specifically, the names start with "MWISP" and then contain the spatial coordinates of the molecular clouds accurate to three decimal places and the centroid velocities accurate to two decimal places calculated above the reference detection limit of the cloud.
3.2. Column Density Distribution — N-PDFs

3.2.1. Models and Fitting

An N-PDF is simply a normalized histogram of the distribution of the logarithmic normalized column density, \( s = \ln (N/\langle N \rangle) \). The average column density used in the normalization for each N-PDF is calculated using all the effective pixels in the column density map. However, since we fitted each N-PDF above the reference detection limit of \( N_{H_2} \) (see details in the next paragraph), the average column densities of the clouds listed in Table 1 are calculated above the detection limit of \( N_{H_2} \) for both consistency and higher confidence. We build the N-PDFs for the selected molecular clouds with a uniform bin width of \( \Delta s = 0.2 \), and the count in each bin for an N-PDF is normalized with the product of the total pixel number of the cloud and \( \Delta s \). The width of bins is selected in a practical way to have sufficient numbers of bins to describe the shape of the N-PDFs and, at the same time, have a minimum number of bins with zero counts. From the apparent shapes of the N-PDFs and, given that some of the molecular clouds in the region are active in star formation, and some are quiescent, we expect to see both turbulence-dominated molecular clouds and self-gravity-dominated ones. Hence, we consider the following two models for the fitting of N-PDFs, i.e., a pure log-normal

\[
p(s) = Ae^{-\frac{(s-\mu)^2}{2s^2}},
\]

and a piecewise function of log-normal and power-law

\[
p(s) = \begin{cases} 
Ae^{-\frac{(s-\mu)^2}{2s^2}} & s < b_r \\
Ae^{s\alpha} \times e^{-\sigma_s b_r} \times e^{-\frac{(bs-\mu)^2}{2s^2}} & s \geq b_r 
\end{cases}
\]  

(6)

where \( \mu \) and \( \sigma_s \) are the mean and dispersion of \( s \), \( \alpha \) is the power-law index, \( b_r \) is the value of \( s \) at the break where the N-PDF turns from log-normal to power-law, and \( A \) is a constant related to the normalization of the N-PDF. The parameters \( \mu \), \( \sigma_s \), \( \alpha \), and \( b_r \) are treated as free in the fitting process.

We use the Markov Chain Monte Carlo (MCMC) method for fitting the N-PDFs of the molecular clouds, which can explore the parameter space to find the most probable set of parameters. One advantage of the MCMC fitting is that we do not need to bin the column density data, implying that we may get the N-PDFs for the clouds occupying relatively small projected areas. The python package EMCEE (Foreman-Mackey et al. 2013) is used to implement the fitting. Figures 3 presents the column density map and N-PDF of the Mon OB1 (G202.028+01.592+005.99) GMC as an example. We fitted each N-PDF of the molecular clouds with both LN and LN+PL models above the reference detection limit of \( N_{H_2} \), which is displayed as the green vertical dashed line in Figure 3(b). The MCMC method is based on Bayesian theorem and is an iterating sampling method. In each step of sampling, the EMCEE sampler proposes a model represented by an ensemble of parameters, calculates the posterior probability, accepts or rejects the proposed model given the posterior probability, and moves to the next position in the parameter space according to the stretch move method (Goodman & Weare 2010; Foreman-Mackey et al. 2013). The posterior probability \( p(M|D) \) is calculated through

\[
p(M|D) = p(D|M)p(M)/p(D),
\]

where \( M \) stands for model, \( D \) for data, and \( p(M) \) \( p(D|M) \) \( p(M)/p(D) \) for given condition. In our case \( p(D) = 1 \), the prior probability of the model is \( p(M) = p(\mu)p(\sigma_s)p(\alpha)p(b_r) \). We adopt uniform priors for the parameters \( \mu \), \( \sigma_s \), \( b_r \), and \( \alpha \) within the ranges listed in Table 2. In Table 2, the lower limit of \( b_r \) depends on the center, i.e., \( \mu \), of the log-normal part of the piece-wise function in Eq. 6, which can be seen as a Bayesian hierarchical modeling situation (Sharma 2017). In this situation, \( p(b_r) = p(b_r|\mu)p(\mu) = 1 \), when \( \mu \) and \( b_r \) are in the ranges from Table 2. The n-dimensional (n=4 here) vector that explores the parameter space and extracts samples as above is called a “walker”. The sampling process is repeated thousands of times for each parameter until the accepted samples cover the delimited parameter space and form a “Markov Chain”. We used 32 walkers for the fitting in this work. The iterating process is stopped when we get 10,000 accepted samples for each walker. The first 1000 steps of the Markov Chains are discarded for the so-called burn-in period of the sampling process, and then the chains are flattened by extracting samples every 50 steps. The median of the flattened sample of a parameter is considered its best fit, while the 16th and 84th percentiles are considered the lower and upper limit of its one-sigma confidence interval. Figure 3(c) is the corner plot that presents the marginalized distribution of the fitted parameters for the LN+PL model of the Mon OB1 GMC.

To classify the N-PDFs into appropriate categories based on their shapes, model selection between the two models of LN and LN+PL is necessary. We choose the model that has a smaller Bayesian Information Criterion (BIC) value (Schwarz 1978). Besides, for a “good” fitting, the residuals should be randomly distributed around zero. Therefore, we also checked the residuals and reduced chi-squared, \( \chi^2_r \), of the best fits of the two models for each molecular cloud. The residuals of the fittings are shown below the N-PDFs, as presented in
Figure 3(b). If more than 80% of the residuals of a fitting are above or below zero, or its $\chi^2$ is above 10, we consider the fitting is not good. The model selected using BIC should meet the residual criterion, otherwise we consider the shape of the N-PDF is unclear (UN). Figure 3(b) also shows the values of $\chi^2$ for the best fits of the LN and LN+PL models and shows the model selected using the BIC criterion. The number right to the reduced chi-squared represents whether the fittings meet the 80% residual criterion, “1” for yes and “0” for no. The critical value of the ratio 80% and $\chi^2 = 10$ are selected empirically, as we intend to assign as many N-PDFs with definite shapes as possible. Figure 3(b) is an example of the LN+PL form N-PDFs. Firstly, the BIC criterion prefers the LN+PL model. We can see that the residuals of the LN+PL fitting are randomly distributed around 0 and the reduced chi-squared of the LN+PL fitting is $\sim$9, which is below the critical value 10. Therefore, the cloud G202.028+01.592+005.99 (Mon OB1) is classified to the LN+PL category. Figure 4 shows examples of the LN and the UN categories. In panel (a), the model proposed by the BIC criterion is LN, while the residual distribution and $\chi^2$ all satisfy their criteria. Therefore, the proposed model LN is accepted. In Figures 4(b) and 4(c) (Maddalena), although the BIC criterion selects the LN and LN+PL models, respectively, more than 80% of the residuals of the LN fitting in Figure 4(b) are greater than 0, and $\chi^2$ of the LN+PL fitting in Figure 4(c) is higher than 10 (11.3). Therefore, the two models in Figures 4(b) and 4(c) are rejected.

In summary, the 120 molecular clouds are classified into three categories, i.e., LN, LN+PL, and UN, respectively. The number and percentage of each category are shown in Figure 5. In Figure 5, 72% (86) of the N-PDFs have the LN form, 18% (22) have the LN+PL form, whereas 10% (12) of the N-PDFs can not be described by any single model. The categories of the N-PDFs and the parameters, $\mu, \sigma_s, b_r, \alpha$, of the adopted fittings for each cloud are listed in Table 1. All the N-PDFs are presented in Figures 16-18 in the Appendix in the order of LN, LN+PL, and UN categories, respectively. The N-PDFs in Figures 16-18 are sorted in ascending order of the spatial pixel numbers of column densities of the clouds. In Figure 18, twelve N-PDFs can not be assigned with definite shapes, among which one is excluded from the fitting because of the high $\chi^2$. Visually, the N-PDFs in the last two panels of Figure 18 are well fitted with the LN+PL model. The difference between the statistical results and visual inspection may be caused by the large pixel number and therefore the large dynamical range of the y-axes of the two N-PDFs. The probabilities of the two N-PDFs cover $\sim$3 orders of magnitude. Therefore, in a logarithmic-scale display, even large differences between the data and the model may not be visually evident.

### 3.2.2. Statistics of N-PDF Parameters and Physical Parameters of Molecular Clouds

In addition to fitting with model distributions, we can also describe the shapes of N-PDFs with the third and fourth moments, i.e., skewness and kurtosis, of $s$. Skewness measures the symmetry property of the distribution of a random variable about its mean, while kurtosis measures the existence of outliers. Figure 6 gives the distribution of the skewness and kurtosis of $s$ of the molecular clouds. The excess kurtosis is used, which is defined as the fourth central moment divided by the square of the variance of $s$, and is then subtracted by three (Kokoska & Zwillinger 2000). In this definition, the kurtosis of a normal distribution is zero. The skewness of the molecular clouds in the LN and UN categories are generally below their LN lines. In Figure 6(b), the kurtoses of the LN and LN+PL fitted molecular clouds are concentrated around $\sim$0.7, while the kurtoses of the molecular clouds in the UN category are relatively more negative. A small kurtosis of $-1$ usually indicates a relatively flat distribution, which is consistent with the situations seen in Figures 16-18.

| Parameter | $\mu$ | $\sigma_s$ | $b_r$ | $\alpha$ |
|-----------|-------|------------|-------|----------|
| Range     | $s_{\text{ref}}, s_{\text{max}}$ | $(0, 5 \times s_{\text{std}})$ | $(\mu, s_{\text{max}})$ | $(-10, 0)$ |

**Note**—The subscripts “ref” represents the value of $s$ corresponding to the reference detection limit of $N_H$, “max” represents the maximum, and “std” means the standard deviation.
Figure 3. An example of the N-PDF fitting process. Panel (a) shows the spatial distribution of the \(H_2\) column densities of the Mon OB1 GMC, while panel (b) shows the corresponding N-PDF overlaid with the fitted LN and LN+PL functions. The horizontal green dashed line marks the ten counts level in the statistic bins, while the vertical green dashed line marks the reference detection limit of the \(H_2\) column density. The vertical blue dashed line shows the location of \(b_r\). The model selected by BIC and the reduced chi-squared, \(\chi^2_{\nu}\), of the LN and LN+PL fittings are shown in the figure. Detailed meaning of number right to \(\chi^2_{\nu}\) is given in the text. The lower subpanel in panel (b) shows the distribution and histograms of the residuals of the two fittings. Panel (c) presents the corner map of the fitted parameters. The two vertical dashed lines, from left to right, in the marginalized distributions of the parameters are the 16\% and 84\% quantiles, respectively. The median values of \(\mu\), \(\sigma_s\), \(b_r\), and \(\alpha\) are presented on top of the corresponding histograms. The differences between the two quantiles and the median values are adopted as one-sigma errors of these parameters.
Figure 4. Examples of N-PDFs of the categories (a) LN, (b) UN (BIC proposing LN), and (c) UN (BIC proposing LN+PL), respectively. The horizontal, vertical green dashed lines and the reduced chi-squared have the same meaning as those in Figure 3. The names of the clouds are given in the upper right corner of panels (a)-(c). The fitted N-PDFs of the LN and the LN+PL models are indicated in red and blue, respectively. The lower panels in subfigures (a)-(c) present the residuals of the fittings for the N-PDFs. The zoom-in histograms in the lower panels show the distributions of the residuals.

Figure 5. Pie chart of the classification of N-PDFs into LN, LN+PL, and UN.

Figure 7 presents the histograms of the fitted parameters. Parameter \( \mu \) of the LN fitted N-PDFs lies within \([-1.1, 0]\) with a median value of \( \sim -0.2 \), while \( \sigma_s \) of the LN fitted N-PDFs lies within \([0.6, 2.2]\), with a median value around 1. However, the LN+PL fitted N-PDFs do not show typical values of \( \mu \) and \( \sigma_s \). Instead, the \( \mu \) and \( \sigma_s \) of the LN+PL fitted N-PDFs show relatively broad distributions within \([-1, 0.6]\) and \([0.8, 2.8]\), respectively. Although having a broad distribution, the median \( \sigma_s \), \( \sim 1.7 \), of N-PDFs in the LN+PL category is greater than that of the LN category. In Figures 7(c) and 7(d), the distribution of \( b_r \) is peaked around 0.8, while \( \alpha \) is peaked around \(-4.2\) and \(-2.8\), although the statistics for \( b_r \) and \( \alpha \) is poor. It is generally thought that molecular gas with column density above \( b_r \) is undergoing collapse. The transitional column densities designated by \( b_r \) in our sample of clouds lie in the range from \( \sim 8 \times 10^{20} \) to \( 3 \times 10^{21} \) cm\(^{-2}\) without a characteristic value.

The histograms of the physical parameters independent on distance are shown in Figure 8. In Figure 8, most of the clouds in the UN category have pixel numbers less than \( \sim 500 \). The median pixel numbers of the clouds in the LN category is 365. The mean column densities of the molecular clouds in the LN category are
Gas N-PDFs of molecular clouds in the third quadrant of the Milky Way

Figure 6. Distribution of (a) Skewness and (b) Kurtosis of the column densities of the selected clouds.

Figure 7. Distribution of (a) $\mu$, (b) $\sigma_s$, (c) $b_r$, and (d) $\alpha$, respectively, in Eqs. 5-6. The red dashed line and the blue dashed line in panel (b) represent the median $\sigma_s$ for the LN and LN+PL categories, respectively.

concentrated around $5 \times 10^{20}$ cm$^{-2}$, and the mean column densities in the UN category are similar to those in the LN category. Compared to the UN and LN categories, the molecular clouds in the LN+PL category generally have more pixels and higher mean column densities. The clouds in the three categories have similar peak excitation temperatures distributed around $\sim 10$ K. Histograms of the kinematic distances and distance-dependent physical parameters of the clouds are shown in Figure 9. The majority of the molecular clouds in the UN category are nearby clouds within 2 kpc, and are small molecular clouds with radius less than $\sim 2$ pc. This situation is reasonable because, with a certain sensitivity, we tend to obtain smaller molecular clouds at closer distances. The molecular clouds with LN+PL-shaped N-PDFs are relatively more massive than those in the LN and UN categories, whereas they do not ex-
Figure 8. Histograms of the distance-independent physical parameters, i.e., (a) pixel number, (b) column density, and (c) excitation temperature of the selected clouds, respectively.

Figure 9. Histograms of the distance-dependent physical parameters, i.e., (a) kinematic distance, (b) mass, and (c) radius of the selected clouds, respectively.

hibit any preferential spatial scales, i.e., their radii span a wide range from sub-pc to ~20 pc.

Figure 10(a) presents the histograms of the virial parameters of the clouds and the regions corresponding to the PL part of the N-PDFs in the LN+PL category. In this figure, the molecular clouds with PL tails are not necessarily gravitationally bound, i.e., with $\alpha_{\text{vir}} < 2$. The situation is the same when only considering the molecular gas contributing to the PL part of the N-PDFs. The molecular clouds in the LN category generally have larger virial parameters than those in the LN+PL category, and some of them are gravitationally bound. However, when focusing on a narrower range of $\alpha_{\text{vir}}$ around $\alpha_{\text{vir}} = 2$, for example, $0 < \alpha_{\text{vir}} < 5$, the fractions of self-gravitating molecular clouds in the LN+PL category (57%) and in the PL part sub-regions (69%) are much higher than that of the LN category (33%), as seen in Figure 10(b). All the clouds in the UN category have virial parameters higher than 4, which means they may need external forces to stay in equilibrium. We also calculated the area fraction and the mass fraction of the molecular gas corresponding to the PL tails of the N-PDFs to the whole cloud, as shown in Figure 10(c). Although the molecular gas in the PL part of the N-PDF only accounts for ~3%−20% of the area of a molecular cloud, it contains ~10%−60% of the mass of the molecular cloud.

3.2.3. Scaling Relations Between Width of N-PDFs and Physical Parameters of the Clouds

As suggested by numerical simulations, the N-PDF is evolved during the formation and evolution of the molecular cloud (Ballesteros-Paredes et al. 2011; Federrath & Klessen 2013; Ward et al. 2014). The widths, $\sigma_s$, of the N-PDFs can be considered a measure of the complexity of the internal structure of molecular clouds. Numerical simulations suggest that $\sigma_s$ is related to the sonic Mach number of turbulence. However, the relations between $\sigma_s$ and other physical properties of the molecular clouds are unknown. In this section, we use the observed results to investigate the relationships between $\sigma_s$ and other physical parameters of the molecular clouds.

Figure 11(a) shows the variation of the widths, $\sigma_s$, of N-PDFs with the average column densities, $\langle N_{H_2}\rangle$, of the clouds in a log-log space. The log $\sigma_s$ increases linearly with log $\langle N_{H_2}\rangle$ with a slope of 0.44, indicating a power-law scaling relation $\sigma_s \propto \langle N_{H_2}\rangle^{0.44}$. The Pearson correlation coefficient between log $\sigma_s$ and...
Figure 10. (a) Histograms of the virial parameters of the clouds and the sub-regions of molecular clouds with column densities in the PL part of the N-PDFs. The vertical dashed line represents $\alpha_{\text{vir}} = 2$. (b) A zoom-in histogram of the virial parameters within $0 < \alpha_{\text{vir}} < 10$ with bin widths of 0.5. (c) Histograms of the area and mass fraction of the molecular gas of column density in the PL part of the N-PDFs.

Figure 11. Variations of the widths of the N-PDFs with (a) the average column densities and (b) mass of the molecular clouds. The dashed lines are the fitted scaling relations between $\log \sigma_s$ and $\log N_{\text{H}_2}$ in panel (a), and $\log \sigma_s$ and $\log M$ in panel (b). The blue, light blue, orange, green, and magenta colors correspond to the results obtained in this work, K09, Ma et al. (2021), Ma et al. (2020), respectively. The average column density for each cloud in this work is calculated above the median detection limit of the cloud.

Figure 12. Variation of the width of the N-PDF with (a) peak excitation temperature, (b) radius, (c) kinematic distance of the clouds. The red color and blue color correspond to the clouds in the LN and LN+PL categories, respectively.

$\log \langle N_{\text{H}_2} \rangle$ is 0.79. For comparison, we also overlaid the $\log \sigma_s - \log \langle N_{\text{H}_2} \rangle$ data pairs obtained by K09, and those obtained by Ma et al. (2020, 2021). The average extinctions of the clouds in K09 are converted to average column densities according to $N_{\text{H}_2} = 0.94 \times 10^{21} A_v$ (Bohlin et al. 1978). In Figure 11(a), the results from Ma et al. (2021) are systematically shifted toward smaller $\sigma_s$ and higher $\langle N_{\text{H}_2} \rangle$. However, the scaling relationship between
the cloud density maps in this work contain more pixels with low column densities, which lowers the mean column densities and increases the widths of the N-PDFs when compared to Ma et al. (2021).

We already noticed in our previous work (Ma et al. 2021) that the $\sigma_s$ obtained by K09 are smaller than the values obtained using the $^{13}$CO data. In Figure 11(a) the $\sigma_s$ values obtained by K09 are distributed within $[0.3, 0.7]$, and are systematically smaller than those of this work. Besides, we do not see any increasing trend of $\sigma_s$ with log $(N_{\rm H_2})$. However, K09 fitted their N-PDFs with LN functions in a relatively narrow range of $s$, $[-0.5, 1]$, around the peaks of the N-PDFs. Power-law-like tails at high densities are common in the N-PDFs of the active star-forming regions in K09, which means the underlying dispersions of the column densities of the clouds should be larger than the fitted $\sigma_s$ parameters in their work. The magenta point of Orion A GMC is obtained by Ma et al. (2020), using the $^{13}$CO data from the pilot survey of the MWISP project. As the nearest high-mass star-forming region, the average column density of the Orion A GMC is much higher than the nearby low-mass star-forming regions in K09 and most of the molecular clouds in the second quadrant in Ma et al. (2021) and in the third quadrant in this work.

Figure 11(b) shows the relation between $\sigma_s$ and the mass of the clouds. Different from the $\sigma_s - \langle N_{\rm H_2}\rangle$ relation, the exponent of the fitted $\sigma_s - M_{\rm LTE}$ power-law relation is 0.07, and the correlation coefficient between log $\sigma_s$ and log $M_{\rm LTE}$ is small (0.38), indicating $\sigma_s$ is nearly independent of the mass of molecular clouds. The same conclusion also can be drawn from the data pairs from Ma et al. (2021) and K09.

Figure 12 presents the relation between $\sigma_s$ and $(a)$ the peak excitation temperature, $T_{\rm ex,max}$, $(b)$ radius, and $(c)$ kinematic distance of the molecular clouds. In Figure 12(a), we found a weak correlation between $\sigma_s$ and $T_{\rm ex,max}$ of the clouds. The slope of the linear relation between $\sigma_s$ and $T_{\rm ex,max}$ is 0.03, and the correlation coefficient is 0.54. Generally, when there are no additional heating sources other than the interstellar radiation field, such as feedback from newborn stars, H II regions, and supernova remnants, the temperature of the molecular cloud is $\sim10$ K. Therefore, the peak excitation temperature of the molecular clouds is partly related to star formation activities. The correlation between $\sigma_s$ and $T_{\rm ex,max}$ is consistent with the fact that high-density gas regions (corresponding to broad N-PDFs) in molecular clouds harbor star-formation. In Figures 12(b) and 12(c), we do not find any correlations between $\sigma_s$ and the radius or kinematic distance of the clouds, which indicates the hierarchy of the internal structures of molecular clouds is not evident at least on the spatial scales from $\sim1$ to $\sim10$ pc, and the complexity of the structure of molecular clouds does not vary with Galactic environments, i.e., Galactocentric distances or locations on/off spiral-arms.

4. DISCUSSION

4.1. Other Relations between the Physical Parameters of the Molecular Clouds

Larson (1981) found a power-law scaling relation between the velocity dispersion and the size of molecular clouds, $\sigma_v \propto R^{0.38}$, which is the so-called first Larson’s relation. Figure 13 presents the three widely discussed Larson’s relations between the physical parameters of molecular clouds. As presented in Figure 13(a), the scaling exponent of the observed $\sigma_v - R$ relation in this work is only 0.28, and the correlation coefficient between ln $\sigma_v$ and ln $R$ is r=0.45, which is quite low. No significant difference can be found in the $\sigma_v - R$ relations between the molecular clouds in the LN and LN+PL categories.

Larson (1981) also suggests that molecular clouds tend to be objects under virial equilibrium states, known as the second Larson’s relation. Figure 13(b) gives the relationship between the factor $\sigma_v^2/R$ and the surface density $\Sigma$ of the clouds. The reference relations for the molecular clouds that are under the virial equilibrium ($\alpha_{\rm vir}=1$) state or are marginally gravitationally bound (with a virial parameter of $\alpha_{\rm vir}=2$) are indicated in the figure. If considering external pressure for the dynamics of the clouds in addition to gravity and internal pressure, equilibrium states can be expressed with the green dotted lines in Figure 13(b) (Field et al. 2011). Molecular clouds with the same virial parameter will distribute along lines parallel to the dashed lines of $\alpha_{\rm vir}=1, 2$. We can see from Figure 13(b) that the shapes of the N-PDFs are not related to the gravitational states of the molecular clouds. Most of the clouds in the LN and LN+PL categories are distributed above the marginally bound...
line, indicating they may need external pressure to stay at equilibrium states. However, the molecular clouds in the LN category do not exhibit typical virial parameters, i.e., distributed along the directions parallel to the α_{vir} = 1.2 lines. In contrast, the molecular clouds in the LN+PL category tend to have higher surface densities and to be distributed along the directions parallel to the α_{vir} = 1.2 lines, which may indicate different importance of self-gravity between the two categories.

The third Larson’s relation suggests that molecular clouds have nearly constant surface density, which can be expressed as Mass ∝ R^2. Figure 13(c) shows the Mass − R relation of the clouds, which is well fitted by a power-law function with an exponent of 2.24. An exponent in the Mass − R scaling relation larger than two indicates larger molecular clouds have higher column densities. From Figure 13(c), we can see that the clouds both in the LN and the LN+PL categories show the same Mass − R relation. According to the above discussion, molecular clouds, whether having PL tails, exhibit the same behavior regarding the first and third Larson’s relations while they are slightly different in gravitational states.

In Section 3.2.3, we obtain a power-law scaling relation between σ_v and ⟨N_{H_2}⟩ of the molecular clouds, which has not been reported so far. The relation suggests that the complexity of the internal structure of a molecular cloud is correlated with its mean column density. The form of the scaling relation σ_v ∝ ⟨N_{H_2}⟩^{0.44} is reminiscent of the first Larson’s relation, i.e., σ_v ∝ R^{0.38} (or σ_v ∝ R^{0.5}) (Larson 1981; Solomon et al. 1987). In rough deduction, the parameters α_v and N_{H_2} can be related if the following relations, σ_v ∝ M^{β_1}, σ_v ∝ R^{β_2}, and N_{H_2} ∝ R^{β_3} can be established, specifically, σ_v ∝ M^{β_1} ∝ σ_v^{β_1} ∝ (R^{β_2})^{β_1} ∝ ((N_{H_2}^{β_3})^{β_1} = N_{H_2}^{β_1/β_3}). The results in this work imply β_1 β_2/β_3 = 0.44, i.e., β_1 = 0.44 β_2/β_3. From previous discussions in this section, we have got σ_v ∝ R^{0.28} and Mass ∝ R^{2.2}, which indicate β_2 = 0.28 and β_3 = 0.2, respectively. Therefore, the relation σ_v ∝ ⟨N_{H_2}⟩^{0.44} implies an observed scaling relation between the width of the N-PDF, σ_v, and the Mach number, M, of the molecular clouds, which is σ_v ∝ M^{0.31}. If we further consider the more common Larson’s relation σ_v ∝ R^{0.5}, the observed σ_v − M relation becomes σ_v ∝ M^{0.18}. Although the analytic form of the observed σ_v − M relation is different from that predicted by numerical simulations (Eq.2), their behaviors are similar, as shown in Figure 14. In the lower panel of Figure 14, the grey dashed line and grey solid line represent the observed σ_v − M relation with exponents of 0.3 and 0.18, respectively, and other lines represent the relations in the form of Eq. 2 with different values of A and b. The grey solid line lies very close to the best fit of our data of Eq. 2. Therefore, the observed σ_v − ⟨N_{H_2}⟩ relation may have the same physical origin as the predicted σ_v − M relation, i.e., successive compression on the density and velocity structure of the interstellar medium by shock waves (Molina et al. 2012). We can conduct a similar deduction of the relation σ_v ∝ Mass^{β_1}, adopting the scaling relations of σ_v ∝ M^{0.31}, σ_v ∝ R^{0.28}, and Mass ∝ R^{2.2}, and found β_1 ∼ 0.04, which is consistent with the observed results in Figure 10 within errors. Therefore, the width of the N-PDFs, σ_v, has very weak, if any, dependency on the mass of the molecular clouds.

4.2. Relation between turbulence energy and the width of N-PDF

The σ_{N/⟨N⟩} − M and the σ_v − M relations derived in this work are presented in Figure 14. Molecular clouds in this work are defined as contiguous PPV structures. Therefore, large-scale velocity gradients between substructures within a GMC may cause multi-peaks in the 13CO average spectrum of the GMC, which may result in an overestimation of the velocity dispersion, and then M. We checked the average spectra of the 12CO and
$^{13}$CO emission of the clouds, and the clouds with multi-peaks in the $^{13}$CO spectra are excluded in the investigation of the $\sigma_{N/\langle N \rangle} - M$ and $\sigma_b - M$ relations. Fifty three LN molecular clouds and eighteen LN+PL molecular clouds are preserved in Figure 14.

In Figure 14, although the values of $\sigma_{N/\langle N \rangle}$ are comparable to those of the IRDCs and the nearby star-forming regions listed in table 3 in Kainulainen & Tan (2013), the sonic Mach numbers of the molecular clouds in this work are smaller by a factor around two. The molecular clouds in the LN and LN+PL categories do not show significant differences in the $\sigma_{N/\langle N \rangle} - M$ relation. The orange solid-line is the best fit for the linear relation between $\sigma_{N/\langle N \rangle}$ and $M$ for all the selected clouds. The fitted slope is 0.044±0.01, which is similar to the slope obtained by Kainulainen & Tan (2013), and the Pearson correlation coefficient is 0.56. The p-value of the correlation coefficient is nearly zero under the null hypothesis that the slope of the $\sigma_{N/\langle N \rangle} - M$ relation is zero, which indicates that we cannot rule out a correlation between the two quantities. Our results extended the $\sigma_{N/\langle N \rangle} - M$ relation for IRDCs obtained by Kainulainen & Tan (2013), to molecular clouds with relatively low column densities, on the order of $\sim 10^{20} - 10^{21}$ cm$^{-2}$, and smaller Mach numbers.

We also fitted the $\sigma_b - M$ and $\sigma_{N/\langle N \rangle} - M$ relations in the forms of Eqs. 2 and 3, using the MCMC approach with a uniform prior limitation of $0 < A < 1$ and $1/3 \leq b \leq 1$. The dark blue dot-dashed lines in Figure 14 represent the best fittings of our data. The dashed lines with green, blue, and red colors represent the relations for the Taurus, IC 5146 GMCs, and the simulated clouds in Burkhart & Lazarian (2012), respectively. The majority of the molecular clouds in the upper panel in Figure 14 lie above these three known relations. The best fits of the two forms of the $\sigma_{N/\langle N \rangle} - M$ relation, i.e., the form of Eq. 3 (dark blue dot-dashed line) and the linear form (orange solid line), are very consistent in the range of $M = [3, 18]$, and they describe the majority of the clouds. The clouds in this work also lie above the known $\sigma_b - M$ relations in the lower panel of Figure 14. Nevertheless, here the correlation between $M$ and $\sigma_b$ is relatively weak and $\sigma_b$ has large scatter. Figure 15 shows the corner maps of the fitted A and b parameters for the $\sigma_{N/\langle N \rangle} - M$ (panel a) and $\sigma_b - M$ (panel b) relations. For the first relation, we obtain $A = 0.22^{+0.06}_{-0.04}$ and $b = 0.66^{+0.23}_{-0.21}$, while for the second relation, we obtain $A = 0.47^{+0.12}_{-0.08}$ and $b = 0.76^{+0.17}_{-0.23}$. The values of parameters $A$ and $b$ obtained from the two forms are consistent within errors and are greater than those in the Taurus and IC 5146 molecular clouds. The parameter $A$ in the two forms has a relatively concentrated distribution near its expected value, whereas the parameter $b$ shows broad distributions without any preferred values. As suggested by Burkhart & Lazarian (2012), like the forcing parameter $b$, the coefficient $A$ may also depend on the driving of the turbulence. For the column density dispersion of pure solenoidal and pure compressive turbulence, the $A$ parameter in numerical simulations is 0.14 and 0.6, respectively (Federrath et al. 2010). The values of $A$ in Figure 15 lie between 0.14 and 0.6. The values of $b$ obtained from our data are consistent with the more compressive turbulent in numerical simulations (Menon et al. 2020). However, the relatively weak correlation between $M$ and $\sigma_b$ and broad distribution of $b$ may indicate various mixtures of solenoidal and compressive forcing modes in the observed molecular clouds. The properties of the molecular clouds in the outer Galaxy that we investigate in this work may be different from the nearby molecular clouds like Taurus and IC 5146 in terms of turbulent forcing.

4.3. Ongoing Star Formation and the Shapes of N-PDFs

Both numerical simulations and Herschel observations have found that the shapes of the N-PDFs are related to star formation activities of molecular clouds (K09; Kainulainen et al. 2013; Federrath & Klessen 2013), and the high-density power-law portion of N-PDFs is considered to correspond to the collapsing molecular gas which is dominated by gravity (Girichidis et al. 2014; Jaupart & Chabrier 2020). In this section, we discuss the relation between the shapes of N-PDFs measured by $^{13}$CO line emission and the ongoing star formation activities of the clouds. The true physical environments of molecular clouds are usually complicated. We counted the Class I, Flat spectrum, and Class II young stellar objects (YSOs) within the boundary of each molecular cloud and simply assume that these YSOs are associated with the clouds. The YSOs are identified from the AllWISE data release using the photometric classification scheme of Koenig & Leisawitz (2014). The obtained YSO catalog is further supplemented by the catalogs from Marton et al. (2016) and Marton et al. (2019). The catalog from Marton et al. (2016) is obtained using the AllWISE data release together with the support vector machine method, while the catalog from Marton et al. (2019) is generated using machine learning techniques from the GAIA DR2 and AllWISE database and combined with Planck measurements. The total number of associated YSOs for each cloud is listed in Column 17 in Table 1. Molecular clouds containing more than ten YSOs are considered to harbor ongoing star formation.
Figure 14. Relationship between the dispersion of the normalized column density, $\sigma_{N/\langle N \rangle}$, and sonic Mach number, $M_s$, of the clouds (upper panel). The lower panel presents the relationship between $\sigma_s$ and $M_s$. The green, blue, and red dashed curves show the case $[A = 0.16, b = 1/2]$, $[A = 0.12, b = 1/2]$, and $[A = 0.11, b = 1/3]$, corresponding to the Taurus, IC 5146, and simulated molecular clouds, respectively (Burkhart 2018). The dark blue dot-dashed lines in the upper and lower panels are the best fit of the relation $\sigma_{N/\langle N \rangle} = \sqrt{\frac{b^2 M_s^2 + 1}{A - 1}}$ and $\sigma_s = \sqrt{A \ln(1 + b^2 M_s^2)}$, respectively, while the orange straight line is the best fit of the linear relation of $\sigma_{N/\langle N \rangle} - M_s$. The grey solid and dashed curves represent the relations $\sigma_s = M_s^{0.18}$ and $\sigma_s = M_s^{0.31}$, respectively.

Table 3 gives the percentage of the molecular clouds with ongoing star formation in each category. About 60% of the molecular clouds in the LN+PL category hosts ongoing star formation, while this percentage is only 28% and 17% in the LN and UN categories, respectively. The fractions are statistically consistent with the prediction of numerical simulations and the results from dust-based observations, i.e., molecular clouds with active star formation activities tend to have power-law tails in their N-PDFs at the high column density end.

5. CONCLUSION

We have studied the properties of N-PDFs with an unbiased sample of 120 molecular clouds in the third quadrant of the Galactic mid-plane. The molecular clouds are identified from the $^{13}$CO data from the MWISP survey using the DBSCAN clustering algorithm. The N-PDFs are fitted with LN and LN+PL functions and classified into three categories, i.e., LN, LN+PL, and UN, according to the BIC model selection criterion and the distribution of residuals. The statistics of the fitted model parameters of the N-PDFs and the physical properties of the selected molecular clouds like peak excitation temperature, optical depth, kinematic distance, mass, and radius are presented. Relations between N-PDF pa-
parameters and the physical parameters of the molecular clouds are discussed. We also investigated the relationship between the shapes of N-PDFs and the star formation activities of the molecular clouds. The main results are summarized as follows.

1. About 72%, 18%, and 10%, of the 120 selected molecular clouds in the third quadrant of the Milky Way within $l = [195^\circ, 225^\circ]$, and $b = [-5^\circ, 5^\circ]$, are classified into the LN, LN+PL, and UN categories, respectively, indicating that most of the molecular clouds are dominated by turbulence. The results are significantly different from those obtained using the dust-based tracers of H$_2$ column density, for which power-law tails in N-PDFs are common.

2. The widths of the N-PDFs, $\sigma_s$, lying in the range from $\sim$0.6 to 2, are independent of the sizes and distances of molecular clouds, indicating that the hierarchy of the structures of molecular clouds is not evident on scales of $\sim$1-10 pc, and the complexity of molecular clouds is irrelevant to the Galactic environment.

3. The widths of the N-PDFs, $\sigma_s$, are scaled with the mean column densities of the molecular clouds, whereas independent of the masses of the molecular clouds.

4. A correlation is found between the column density fluctuation, $\sigma_{N/\langle N\rangle}$, and the Mach number, $\mathcal{M}$, of the molecular clouds, which extends the $\sigma_{N/\langle N\rangle} - \mathcal{M}$ relation found in IRDCs to molecular clouds with relatively lower column densities and smaller Mach numbers. The width, $\sigma_s$, of N-PDFs and $\mathcal{M}$ of the molecular clouds shows relatively weak correlation based on the $^{13}$CO line emission data in this work. The distributions of $A$ and $b$ parameters in the $\sigma_{N/\langle N\rangle} - \mathcal{M}$ and $\sigma_s - \mathcal{M}$ relations suggest complex mixture of turbulent forcing modes in the molecular clouds in this work.

5. Consistent with the predictions of numerical simulations and the observations using dust-based tracers for column density, 60% of the molecular clouds with LN+PL N-PDFs contain ongoing star formation, while this percentage is only 28% and 17% for the molecular clouds in the LN and UN categories, respectively.
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APPENDIX

Figures 16 to 18 present the N-PDFs of the molecular clouds in the LN, LN+PL, and UN categories, respectively.
Gas N-PDFs of molecular clouds in the third quadrant of the Milky Way
| Column Density (cm$^{-2}$) | Column Density (cm$^{-2}$) | Column Density (cm$^{-2}$) | Column Density (cm$^{-2}$) |
|---------------------------|---------------------------|---------------------------|---------------------------|
| G217.298+00.253+05.38    | G219.597+03.356+01.18     | G265.111+01.898+00.31     | G231.309+00.403+01.38     |
| BIC: LN                  | BIC: LN                   | BIC: LN                   | BIC: LN                   |
| ln (N/<N>)               | ln (N/<N>)                | ln (N/<N>)                | ln (N/<N>)                |
| 10 2                     | 10 1                      | 100                       | 101                       |
| Probability density      | Probability density       | Probability density       | Probability density       |
| G207.526+02.216+014.76   | G219.597+03.936+011.39    | G265.111+01.898+00.31     | G231.309+00.403+01.38     |
| BIC: LN                  | BIC: LN                   | BIC: LN                   | BIC: LN                   |
| ln (N/<N>)               | ln (N/<N>)                | ln (N/<N>)                | ln (N/<N>)                |
| 0.3                      | 0.2                      | 0.1                      | 0.0                      |
| Residual                 | Residual                 | Residual                 | Residual                 |
| LN                       | LN                       | LN                       | LN                       |
| LN+PL                    | LN+PL                    | LN+PL                    | LN+PL                    |
| 0.25                     | 0.00                     | 0.250.0                  | 0.250.0                  |
| Column Density (cm$^{-2}$) | Column Density (cm$^{-2}$) | Column Density (cm$^{-2}$) | Column Density (cm$^{-2}$) |
| G222.912-01.921+039.47   | G210.159+01.438+032.38    | G207.185+01.985+032.80    | G197.851+02.376+031.12    |
| BIC: LN                  | BIC: LN                   | BIC: LN                   | BIC: LN                   |
| ln (N/<N>)               | ln (N/<N>)                | ln (N/<N>)                | ln (N/<N>)                |
| 10 2                     | 10 1                      | 100                       | 101                       |
| Probability density      | Probability density       | Probability density       | Probability density       |
| G217.851-02.375+021.12   | G207.185+01.985+032.80    | G207.185+01.985+032.80    | G207.185+01.985+032.80    |
| BIC: LN                  | BIC: LN                   | BIC: LN                   | BIC: LN                   |
| ln (N/<N>)               | ln (N/<N>)                | ln (N/<N>)                | ln (N/<N>)                |
| 0.3                      | 0.2                      | 0.1                      | 0.0                      |
| Residual                 | Residual                 | Residual                 | Residual                 |
| LN                       | LN                       | LN                       | LN                       |
| LN+PL                    | LN+PL                    | LN+PL                    | LN+PL                    |
| 0.25                     | 0.00                     | 0.250.0                  | 0.250.0                  |
| Column Density (cm$^{-2}$) | Column Density (cm$^{-2}$) | Column Density (cm$^{-2}$) | Column Density (cm$^{-2}$) |
| G197.656-01326+003.02    | G197.513-01353+021.88     | G207.526+02198+014.76     | G209.565+004.11           |
| BIC: LN                  | BIC: LN                   | BIC: LN                   | BIC: LN                   |
| ln (N/<N>)               | ln (N/<N>)                | ln (N/<N>)                | ln (N/<N>)                |
| 10 2                     | 10 1                      | 100                       | 101                       |
| Probability density      | Probability density       | Probability density       | Probability density       |
| G207.526+02198+014.76    | G207.526+02198+014.76     | G207.526+02198+014.76     | G207.526+02198+014.76     |
| BIC: LN                  | BIC: LN                   | BIC: LN                   | BIC: LN                   |
| ln (N/<N>)               | ln (N/<N>)                | ln (N/<N>)                | ln (N/<N>)                |
| 0.3                      | 0.2                      | 0.1                      | 0.0                      |
| Residual                 | Residual                 | Residual                 | Residual                 |
| LN                       | LN                       | LN                       | LN                       |
| LN+PL                    | LN+PL                    | LN+PL                    | LN+PL                    |
| 0.25                     | 0.00                     | 0.250.0                  | 0.250.0                  |
Figure 16. LN PDFs. Symbols and legends have the same meaning as those in Figure 3.
Figure 17. LN+PL PDFs. Symbols and legends have the same meaning as those in Figure 3.
Figure 18. PDFs in the UN category. Symbols and legends have the same meaning as those in Figure 3.
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