Context-encoding Variational Autoencoder for Unsupervised Anomaly Detection
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Abstract. Unsupervised learning can leverage large-scale data sources without the need for annotations. In this context, deep learning-based auto encoders have shown great potential in detecting anomalies in medical images. However, state-of-the-art anomaly scores are still based on the reconstruction error, which lacks in two essential parts: it ignores the model-internal representation employed for reconstruction, and it lacks formal assertions and comparability between samples. We address these shortcomings by proposing the Context-encoding Variational Autoencoder (ceVAE) which combines reconstruction- with density-based anomaly scoring. This improves the sample- as well as pixel-wise results. In our experiments on the BraTS-2017 and ISLES-2015 segmentation benchmarks the ceVAE achieves unsupervised ROC-AUCs of 0.95 and 0.89, respectively, thus outperforming state-of-the-art methods by a considerable margin.
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1 Introduction

The ongoing technological advancements in medical imaging result in an ever-increasing image quality and quantity in clinical, scientific and industrial settings leading to an increasing amount of conditions that become detectable [29]. Currently, the inspection of most medical image data is performed manually by trained physicians, which is time and resource consuming and does not scale very well. Furthermore, while medical experts have a high sensitivity to the specific condition in question, they are vulnerable to inattentional blindness, leading to high miss-rates of unexpected anomalies and conditions [12]. Missing an (incidental) finding can have grave consequences for the patient and prevent the early detection of relevant medical conditions [8]. Machine-learning based support systems might be able to alleviate this problem, but usually require a large annotated dataset for every condition and modality. This is a major drawback that currently hampers the application of machine learning in clinical practice. Also, this approach still fails on conditions not explicitly represented in the training database. Anomaly detection aims at identifying unexpected, abnormal data
points given a set of normal data samples only, thus highlighting interesting regions for further manual inspection. Importantly, it does not require supervision in form of manual annotations, is independent of human judgment errors and, instead, automatically internalizes the appearance of normal tissue to recognize anomalies.

**Contribution** In this paper, we present a novel anomaly detection method that can be used to identify and localize abnormal regions in medical images. Our contributions are (i) we show how to combine a Context Encoder [19] with a Variational Autoencoder [14,21] to improve anomaly scores, (ii) to the best of our knowledge we are the first to include the deviations (KL-divergence) of the posterior from the prior of the latent variable distributions in a Variational Autoencoder for pixel-wise anomaly localization, (iii) we fuse the deviations from the prior in a Variational Autoencoder with the reconstruction error to improve the localization, (iv) with this approach we are able to outperform the state-of-the-art unsupervised approaches on two public segmentation challenges [11].

2 Related Work

2.1 Autoencoders

An Autoencoder (AE) is trained to reconstruct its input $x$ from a learned representation $z$ [6]. It consists of two parts, an encoder $z = enc(x)$, which encodes the input $x$ to a learned feature representation $z$, and a decoder $\hat{x} = dec(z)$ which attempts to recapture the original input by decoding the representation. For a deep convolutional AE the encoder $enc_\theta(x)$ and decoder $dec_\gamma(z)$ each are modeled as deep-convolutional networks with parameters $\theta$ and $\gamma$, respectively. Hence, the training of a deep AE can be formalized as:

$$\min_{\theta,\gamma} \sum_x L_{\text{rec}}(x, \hat{x}), \text{ with } \hat{x} = dec_\gamma(enc_\theta(x)). \quad (1)$$

A common choice for the reconstruction error $L_{\text{rec}}(x, \hat{x})$ is the mean-squared error (MSE): $L_{\text{rec}}(x, \hat{x}) = L_{\text{MSE}}(x, \hat{x}) = ||x - \hat{x}||^2$. To reconstruct the image truthfully, the encoder has to encode the information of the input into the feature vector $z$. To learn more suitable representations $z$ different variations of AE have been proposed [22,30]:

**Denoising Autoencoder** A Denosing Autoencoder (DAE) is trained to reconstruct the unperturbed data sample $x$ from an input sample that has been subjected to noise. This results in more robust and perturbation invariant representations [30]. The most commonly used noise is additive Gaussian noise, i.e.: $\ddot{x} = x + \epsilon$, with $\epsilon \sim \mathcal{N}(0,\sigma^2)$, for a small value $\sigma$. Thus $\ddot{x}$ in Eq. (1) becomes $\hat{x} = dec_\gamma(enc_\theta(\ddot{x}))$. Context Encoders (CEs) are a special class of DAEs where instead of the commonly used additive Gaussian noise local patches of the input are masked out. This can be interpreted as a variation of salt-and-pepper noise and was shown to results in better generalizing representations, which in addition to appearance also captures semantic information of the input [19].
Variational Autoencoders A Variational Autoencoder (VAE) assumes a latent variable model where a latent variable $z$ causes the observation $x$, facilitating a lower bound of the probability of a data sample with

$$\log p(x) \geq -D_{KL}(q(z|x)||p(z)) + E_{q(z|x)}[\log p(x|z)],$$

which is often termed the Evidence Lower Bound (ELBO). Here $p(z)$ is the prior distribution of the latent variable, $q(z|x)$ is the approximate inference model and $p(x|z)$ is the generative model. By maximizing the ELBO, the probability distribution approximates the true data distribution and enables a probability estimate for a data sample. VAEs parameterize $q(z|x)$ and $p(x|z)$ by neural networks and for $p(z)$ and $p(x|z)$ assume diagonal Gaussian distributions:

$$q(z|x) = \mathcal{N}(z; f_\mu(x), f_\sigma(x)^2),$$
$$p(x|z) = \mathcal{N}(x; g_\mu(z), c(z)^2),$$

where $f_\mu$, $f_\sigma$, and $g_\mu$ are neural networks with parameters $\theta_1$, $\theta_2$ and $\gamma$ respectively and $c$ is often chosen as constant. In analogy to AEs $f$ is called the encoder and $g$ is called the decoder. The often used formulation for VAE training is:

$$\min_{\theta_1, \theta_2, \gamma} \sum_x D_{KL}(\mathcal{N}(f_{\mu, \theta_1}(x), f_{\sigma, \theta_2}(x)^2) || \mathcal{N}(0,1)) + L_{rec}(x, g_{\mu, \gamma}(\tilde{z})),$$

with $\tilde{z}$ being sampled from $\mathcal{N}(f_{\mu, \theta_1}(x), f_{\sigma, \theta_2}(x)^2)$ using the reparametrization trick and MSE is chosen for $L_{rec}$.

2.2 Anomaly detection

Classification-based methods are one class of unsupervised anomaly detection methods. A prominent example of the classification-based methods is the One-Class Support Vector Machine (OC-SVM). The OC-SVM finds a decision boundary between the data features and the origin in features space to differentiate normal data from abnormal data.

Reconstruction-based methods aim at truthfully reconstructing normal data samples while producing high reconstruction errors for abnormal data. As compared to Principal Component Analysis (PCA)-based reconstruction methods, AE-based reconstruction methods can better handle non-linear relations in the data. Reconstruction-based approaches are used in medical imaging almost exclusively, since they allow a pixel-wise anomaly detection and can delineate the pathological conditions. Schlegl et al. use a generative adversarial network (GAN)-based method to estimate an anomaly score. Based on the assumption that a fully trained GAN can only produce samples from the learned data distribution, they use an iterative back-propagation algorithm to find the closest match to the sample of interest that the trained GAN can produce. The anomaly score is then derived from the similarity of the real and generated sample. Different AEs have been employed for anomaly detection in brain images. Baur et al. employed VAES and used the reconstruction error for localization of MS lesions on an in-house MRI dataset. In their experiments, the VAE with
an adversarial reconstruction loss slightly outperformed a vanilla VAE. Chen et al. [10,11] show that a combination of a VAE with an adversarial loss on the latent variables can boost performance in detecting brain tumors in the BraTS 2015 MRI dataset [5] using a pixel-wise reconstruction error. Pawlowski et al. [20] train different AEs on an in-house brain CT dataset with intracranial hemorrhages and traumatic brain injuries. Similar to the studies above, they consider the pixel-wise reconstruction error of different AE models for pixel-wise anomaly detection. In their evaluation, an AE with dropout sampling in the bottleneck layer slightly outperforms the other models. Despite their frequent use most reconstruction-based methods have no formal assertions regarding the reconstruction-error, complicating the interpretation and the comparability of anomaly scores. A more theoretically grounded improvement is given by Alain et al. [2], showing that the denoising task in DAEs can lead to reconstruction errors that approximate the local derivative of the log-density with respect to the input. Consequently, the global reconstruction error for a whole sample reflects the norm of the derivative of the log-density with respect to the input. While this “direction to normality” can yield important clues, it is still not the probability of the data sample itself, still posing challenges for a sample-wise comparable and well-calibrated anomaly score. Density-based models offer a solution for this problem.

**Density-based methods** give a probability estimate for each data sample, allowing for a straightforward normality-scoring and -ordering. This class can be further split into parametric and non-parametric algorithms and other methods. The non-parametric approaches, such as neighborhood-based methods and clustering-based methods estimate the data density locally and assign an anomaly score based on the probability of a new data sample [13]. Parametric approaches assume a data distribution and fit the distribution parameters to the data. Due to the “curse of dimensionality” [4] these methods, similar to the OC-SVM and PCA, often struggle in high dimensional data settings [13]. VAEs [14,21] are able to alleviate this problem [4], allowing to estimate abnormality scores on the basis of the evidence lower bound for a data sample [15]. Current anomaly detection methods in the literature however, employ VAEs for reconstruction [3,7,10,20] and still use only the reconstruction-error model for anomaly scoring, thus ignoring an essential part of the model. Moreover, to our knowledge, density-based approaches have not been explicitly applied to medical imaging, presumably since they do not directly give an anomaly score on a pixel level.

**Problem Statement** Most medical imaging anomaly detection methods are based on the reconstruction error, mostly employing AE-variants for reconstruction. However, for AE-based models, the reconstruction error lacks in two essential parts. First, only considering the reconstruction error ignores all model-internal variations such as deviations of the latent representations from their normal ranges, which can indicate an anomaly, especially in case of a perfect reconstruction. Second, the reconstruction error on its own has in most cases
no formal assertion and no theory-backed validity, rendering it unsuited as a well-calibrated and comparable anomaly score.

3 Methods

To alleviate the mentioned shortcomings, we present a novel anomaly detection method: Context-encoding Variational Autoencoder (ceVAE). By combining CE and VAE, we strive to use the model-internal latent representation deviations and a more expressive reconstruction error for anomaly detection on a sample as well as pixel level. We define the ceVAE with fully convolutional encoders $f_{\mu}$, $f_{\sigma}$ and a decoder $g$, where the CE only uses the mean encoder $f_{\mu}$ to encode a data sample (with $f_{\mu}$ and $f_{\sigma}$ sharing most of their weights [14], see Fig 1).

**CE branch** We subject a sample $x$ to context encoding noise by masking certain regions in the input (randomly sized and positioned). The CE branch is trained by reconstructing the perturbed input $\tilde{x}$ using $f_{\mu}$ as encoder and $g$ as decoder: $L_{reccE}(x, g(f_{\mu}(\tilde{x})))$. As described in Sec. 2.2 the denoising task is expected to gear the reconstruction error towards the approximation of the derivative of the log-density with respect to the input $\frac{\partial \log p(x)}{\partial x}$. This, on its own, could be helpful for detecting anomalous parts in a data sample since it can yield better calibrated and interpretable reconstruction errors [2]. At the same time, CEs have been shown to result in more discriminative, semantically richer representations [19]. This is expected to have a positive influence on the expressiveness of model-internal variations. Such deviations of the latent representation from its mean can be analyzed in the VAE branch:

**VAE branch** We use VAEs to inspect deviations of the latent representation from its mean. Here, we use the encoders $f_{\mu}$, $f_{\sigma}$, a decoder $g$, and a standard diagonal Gaussian prior $p(z)$, resulting in the VAE objective

$$L_{\text{VAE}} = L_{KL}(f_{\mu}(x), f_{\sigma}(x)^2) + L_{\text{reccVAE}}(x, g(z)),$$

where $z \sim N(f_{\mu}(x), f_{\sigma}(x)^2)$ using the reparametrization trick and $L_{KL}$ is the Kullback-Leibler divergence loss (KL-loss) with a standard Gaussian as in Eq.
This density estimation of VAEs is designed to yield a comparable per-sampl
likelihood estimate and thus a comparable anomaly score. To analyze the devi
ations of the posterior from the prior of the latent variable distributions we use the KL-loss $L_{KL}$. Below, we show how to trace back these deviations to
the pixel level to complement the reconstruction-based delineation of anomalous
parts in a data sample.

**ceVAE** By combining CEs and VAEs, we aim at capturing both effects, namely a better-calibrated reconstruction error and model-internal variations, to yield more complete estimates of anomaly, for each data sample $x$ as well as for the different parts $x_i \in x$ of the sample. The combined objective function is consequently given as:

$$L_{ceVAE} = L_{KL}(f_{\mu}(x), f_{\sigma}(x)) + L_{recVAE}(x, g(z)) + L_{recCE}(x, g(f_{\mu}(\tilde{x}))),$$

where $L_{KL}$ is the KL-loss, $z$ is sampled using the reparametrization trick and $\tilde{x}$ is perturbed by masking out regions as in CEs. During training, the CE objective $L_{recCE}$ does not put constraints for normality on the prior belief $p(z|x)$. This is essential to prevent the model from deeming such perturbed cases as ‘normal’. Furthermore, the combination of a CE and VAE can have a regularizing effect, prevent posterior collapse of the VAE and, due to the CE, lead to representations which capture the semantics of the data better [19].

**Anomaly detection** We can use the ceVAE to detect anomalies on sample and pixel level. After maximizing the ELBO similar to a VAE, we can estimate the probability $p(x)$ of a data sample $x$ by evaluating the ELBO for a data sample which can give a well-calibrated anomaly score. Thus the sample-wise anomaly score is given as:

$$\log p(x) \approx L_{KL}(x) + L_{recVAE}(x, g(z)),$$

Simultaneously, to localize abnormal parts in the data sample we combine the reconstruction-based and density-based pixel-wise anomaly scores. The reconstruction-based score is given by the reconstruction error which, due to the denoising task, is geared towards the derivative of the log-density with respect to the input. The density-based score is given by a pixel-wise back-tracing of the latent variable deviations from the prior, which is calculated by back propagating the approximated ELBO onto the input. This combination results in a more complete estimate of $\frac{\partial \log p(x)}{\partial x}$, thus outlining the “direction towards normality” for each pixel. Using an element-wise function $h$ to combine the scores e.g. pixel-wise multiplication, the pixel-wise anomaly score is defined as:

$$h\left(|x - g(f(x))|, \left|\frac{\partial (L_{KL}(x) + L_{recVAE}(x, z))}{\partial x}\right|\right),$$

where the reconstruction error is the absolute pixel-wise difference, and the pixelwise derivative is calculated by backpropagating the ELBO back onto the data sample.
4 Experiments

Data We used T2-weighted images from three different brain MRI datasets. The model was trained on the HCP dataset [28] to learn the distribution of healthy patients. After training, the model was tested to detect anomalies in the BraTS-2017 [5] and the ISLES-2015 [17] dataset. The HCP dataset, the only dataset used for training, was split into 1092 patients for training and 20 for validation, i.e. 136576 and 2496 slices respectively. The BraTS-2017 dataset was split into 20 patients for validation and 266 for testing and the ISLES-2015 dataset was split into 8 patients for validation and 20 for testing. Each dataset was preprocessed similarly, with a patient-wise z-score normalization and slice-wise resampling to a resolution of 64 × 64. During training, we used random mirroring, rotations, and multiplicative brightness augmentations and the validation data was used to prevent overfitting and choose the best performing model for testing.

Model For the encoder and decoder networks, we chose fully convolutional networks with five 2D-Conv-Layers and 2D-Transposed-Conv-Layers respectively with CoordConv [16], kernel size 4 and stride 2, each layer followed by a Leaky-ReLU non-linearity. The encoder and decoder are symmetric with 16, 64, 256, 1024 feature maps and a latent variable size of 1024. Similar to Kingma et al. [14] the encoders have shared weights, with the last layer having two heads, one predicting the mean, and one predicting the log standard-deviation. Since it showed similar performance and produced visually slightly sharper images, we chose the L1-Loss instead of the MSE/L2-Loss as reconstruction loss \( L_{\text{rec}} \). Due to different value-ranges of the reconstruction error and the back-propagated values, the combination function \( h \) was chosen as element-wise multiplication. To calculate the gradients we used the smoothed guided-backpropagation algorithm [26,27] and smoothed the gradient with a Gaussian kernel before multiplication because of checkerboard artifacts caused by the Conv-Layers [18]. Since backpropagating the \( L_{\text{rec,AE}} \) showed no additional benefit and only slowed down gradient calculation, we only backpropagate the KL-Loss \( L_{KL} \) to the image. For CE noise we chose 1-3 randomly sized and positioned squares, but in contrast to Pathak et al. [19] we chose a random value from the data distribution. This makes the challenge of correcting the noise slightly harder and is conceptually more akin to DAEs with Gaussian noise. We used Adam with a learning rate of \( 2 \times 10^{-4} \) and trained the model with a batch size of 64 for 60 epochs.

Benchmark Methods We compare the proposed model with an OC-SVM and different AE-based methods, which have shown state-of-the-art performance on similar tasks [7,10,11,20]. The OC-SVM was based on the libsvm implementation [9]. For the AE-based methods, we used a standard AE, a DAE, a CE, and a VAE, all using the same model structure and training scheme as the ceVAE. To further inspect the benefits of combining the CE and VAE, we introduced a ceVAE weighting factor, termed ceVAE-Factor, which indicates the ratio of the CE Loss (\( L_{\text{rec,CE}} \)) to the VAE-Loss (\( L_{KL} \) and \( L_{\text{rec,VAE}} \)) in Eq. (6). A ratio of 0.0 implies that the model was trained as a VAE only, a ratio
of 1.0 implies that the model was trained as a CE only, and the other ratios are differently weighted ceVAE models.

**Evaluation-Metrics** We separately evaluated the slice/sample-wise performance and the pixel-wise performance. For the slice-wise evaluation we divided each patient into normal and abnormal slices, depending on the presence of annotations in the slice. Using the estimated sample probability $p(x)$, we evaluated the algorithm on the task to discriminate between normal and abnormal slices and report the ROC-AUC. For the pixel-wise evaluation, using the pixel-wise anomaly score given by $h$, we determined the pixel-wise ROC-AUC and the mean patient-wise Dice score. The Dice score is calculated with a 5-fold cross-validation, where we use $\frac{1}{5}$ of the patient-samples to determine an anomaly threshold and apply it on other data samples to determine a segmentation and calculate the mean of a patient-wise Dice score. As anomaly-labels the ground-truth annotations were used, considering all annotations as anomalies. For each model, we performed five runs and report the median as well as the max and min performance.

## 5 Results

Given the proposed framework we first evaluated the effect of combining a CE with a VAE for slice-wise anomaly detection. This is followed by an evaluation of the benefits of combining the reconstruction error with the gradient of the KL-Loss for a pixel-wise detection.

**Slice-wise detection** Firstly we compared the performance of different approaches on the slice-wise anomaly detection task. Fig. 2 shows the performance of different methods on the BraTS 2017 dataset. As often reported, the OC-SVM had difficulties with the structured and high-dimensional data \[13\]. An AE outperformed the OC-SVM on this task, and could further be improved upon by using an auxiliary denoising task, where context encoding appeared to be more fitting in this case. Using a standard VAE could further improve the performance, while the ceVAE outperformed all other methods by a margin.

**Pixel-wise detection** For the pixel-wise performance we focused on CE, VAE, and ceVAE, since these were the best performing models in the slice-wise task and since VAEs have become a de-facto standard in anomaly-detection for images \[7,11,15\]. We report the pixel-wise ROC-AUC and Dice scores on the BraTS-2017 and ISLES-2015 datasets in Fig. 3.
Results for the non-combined methods were as expected: the CE performed best when using solely the reconstruction error (first argument of $h$, Eq. (8)), while the VAE performed best when using solely the gradient of the KL-loss (second argument of $h$, Eq. (8)), outperforming the CE. The ceVAE (combination of CE and VAE) outperformed the non-combined methods in all cases, while a combination of the reconstruction error and the KL-loss gradient yielded the best results throughout the experiments. Focusing on the reconstruction error only, it is interesting to note that a combination of a VAE with a CE already shows benefits, possibly due to the regularizing effects described in Sec 3. It is also important to notice the difference in absolute performance on the different datasets. One probable explanation is the difference in dataset quality and thus the data distribution to start with. For each dataset, we show some qualitative results in Fig. 4.

6 Discussion & Conclusion

In this work we present ceVAE for unsupervised anomaly detection, combining CEs with VAEs for unsupervised training and detection as well as localization of anomalies in medical images. We demonstrate the performance gain over the individual approaches and outperform all presented baselines as well as the results in the literature [10,11]. We further show how the approach can be used for a pixel-wise localization of the anomalies, achieving state-of-the-art ROC-AUCs for unsupervised segmentation on public benchmark data.

Evaluating the performance of an anomaly detection algorithm is a challenging problem. Since there is no reference anomaly detection dataset in the field, surrogate datasets are used. Not all anomalies in the dataset might be labeled, thus the performance on those datasets might lower bound the actual performance. The domain shifts between different datasets can also obstruct the
Fig. 4: Sample images from test-sets. The 1st, 2nd, and 3rd row show good (+), medium (∼), and failure (−) cases respectively. For each sample the original sample (I), the reconstruction (II), the annotation (III), the reconstruction error (IV), the gradient (V), and the resulting segmentation (VI) are presented.

evaluation. In the HCP training dataset, the patients are healthy with an age of 25-35 years, all recorded on the same scanner type with a high spatial resolution. In contrast, in the BraTS-2017 and ISLES-2015 test datasets, most patients are older and different scanners across multiple institutions with varying image quality were used. This results in two additional distribution shifts, age and image quality, which can cause additional miss-detections. This is especially evident in the ISLES-2015 dataset, where the image quality is quite low, potentially explaining the low absolute scores in the results.

Despite these challenges, the proposed approach yields relatively strong results for unsupervised segmentation and outperforms other state-of-the-art methods on the given datasets [10,11]. We evaluated different parameter settings and design choices. Adding more layers, residual connections, different normalization-layers, and/or using pixel reshuffling as downsampling operation did not yield any significant benefits, and thus for the sake of Occam’s Razor and training speed, we chose to keep our simple (“first educated guess”) model. Using 2.5D input, i.e. using some previous and consecutive slides did not show any significant benefits either, thus we did not include it in the final models, but extending the work to 3D might be an interesting next step. Early results on a resolution of 128 × 128 and 192 × 192 pixels showed a similar or slightly better performance (a full analysis is currently omitted due to time constraints).

Despite the results discussed by Adebayo et al. [1] we could not find any model or output independence of the guided backpropagation algorithm, and it slightly outperformed vanilla backpropagation. We also tried replacing/augmenting the
KL-Loss with an MMD-Loss or an Adversarial-Loss, which were reported to slightly boost the performance [10], but while showing a minor boost in reconstruction error, due to higher variance gradients the overall performance deteriorated. Using different reconstruction losses, such as MSE, an Adversarial or Feature-Loss, despite making the reconstructions less blurry, did not show any significant performance benefits and were omitted due to their increased training time and unstable training regime. It might be an interesting future direction to see how different (perceptual) reconstruction losses can further boost the performance or interpretability. Another future direction of research might be to integrate sampling into the anomaly score estimation. Using a bigger sampling size for the MC-sampling of the VAE might give insights into areas where the learned data distribution is not well represented and thus indicates anomalies. Similarly dropout sampling might be an alternative and could further aid the performance as well.

We have presented a combination of a density-based and reconstruction-based anomaly detection approaches, which does not need labeled data and also allows for a sample-wise anomaly scoring and localization of the anomalies. The results are promising and have the potential to improve and speed up the future inspection and evaluation of medical images, thus supporting physicians in coping with the increasing amounts of medical imaging data being produced.
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