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Abstract

We present a dual form of Lyapunov-Krasovskii functional which allows the problem of controller synthesis of multi-delay systems to be formulated and solved in a convex manner. First, we give a general form of dual stability condition formulated in terms of Lyapunov operators which are positive, self-adjoint and preserve the structure of the state-space. Second, we provide a class of such operators and express the stability conditions as positivity and negativity of quadratic Lyapunov-Krasovskii functional forms. Next, we adapt the SOS methodology to express positivity and negativity of these forms as LMIs, describing a new set of polynomial manipulation tools designed for this purpose. Finally, we apply the resulting LMIs to a battery of numerical examples and demonstrate that the stability conditions are not conservative. The results of this paper are significant in that they open the way for dynamic output $H_\infty$ optimal control of systems with multiple time-delays.
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I. INTRODUCTION

Systems with delay have been well-studied for some time [1], [2], [3]. Recently, there have been many results on the use of optimization and semidefinite programming for stability of linear and nonlinear time-delay systems. Although the computational question of stability of a linear state-delayed system is believed to be NP-hard, several techniques have been developed which use LMI methods [4] to construct sequences of polynomial-time algorithms which provide sufficient stability conditions and appear to converge to necessity as the complexity of the algorithms increase. Examples of such sequential algorithms include the piecewise-linear approach [2], the delay-partitioning approach [5], the Wirtinger-based method of [6] and the SOS approach [7]. In addition, there are also frequency-domain approaches such as [8], [9]. These algorithms are sufficiently reliable so that for the purposes of this paper, we may consider the problem of stability analysis of linear discrete-delay systems to be solved.

The purpose of this paper is to explore methods by which the success in stability analysis of time-delay systems may be used to attack what may be considered the relatively underdeveloped field of robust and optimal controller synthesis. Although there have been a number of results on controller synthesis for time-delay systems [10], none of these results has been able to resolve the fundamental bilinearity of the synthesis problem. That is, controller
synthesis is not convex in the combined Lyapunov operator $P$ and feedback operator $K$. Without convexity, it is difficult to construct provably stabilizing controllers without significant conservatism, much less address the problems of robust and quadratic stability. Some papers use iterative methods to alternately optimize the Lyapunov operator and controller as in [11] or [12] (via a “tuning parameter”). However, this iterative approach is not guaranteed to converge. Meanwhile, approaches based on frequency-domain methods, discrete approximation, or Smith predictors result in controllers which are not provably stable or are sensitive to variations in system parameters or in delay. Finally, we mention that delays often occur in both state and input and to date most methods do not provide a unifying formulation of the controller synthesis problem with both state and input delay.

In this paper, we create a unified inequality-based framework for robust and optimal control of systems with multiple delays. The model for our approach is the LMI framework for control of linear finite-dimensional state-space systems. Specifically, there exists a controller $u = Kx$ such that $\dot{x} = Ax + Bu$ is stable if and only if there exists some $P > 0$ and $Z$ such that $AP + PA^T + BZ + Z^TB^T < 0$. This LMI follows directly from the dual version of the Lyapunov inequality $AP + PA^T < 0$ via the variable substitution $Z = KP$ ($K$ is then given by $K = ZP^{-1}$). If $A(\delta)$ and $B(\delta)$ are uncertain, $\delta \in \Delta$, then we search for $P(\delta)$ and $Z(\alpha)$ (or a fixed $P$ for quadratic stability) and the inequality must hold for all $\delta \in \Delta$ - a problem which is more difficult, but still convex in the variables $P$ and $Z$. LMIs of this form were introduced in [13] and are the basis for a majority of LMI methods for controller synthesis (See Chapter 5 Notes in [4] for a discussion). The question, then, is how to obtain similar results for control of time-delay systems.

Our approach is to think of the delay system evolving on a Hilbert space $x \in X$ as

$$\dot{x}(t) = Ax(t) + Bu(t).$$

We seek an operator $K$ such that the feedback $u = Kx$ is stabilizing. Note that the input $u$ can also be infinite-dimensional so that we may represent systems with input delay in the same framework (using a Dirac operator for $B$). We also note that we use full-state feedback, which assumes that measurements are retained for a period equal to the value of delay. Since such full-state measurements are often not available, ultimately the framework must include output feedback control - a more difficult problem.

In the Hilbert space framework, then, and focusing on the first terms, we seek a stabilizability condition of the form $\langle x, APx \rangle + \langle APx, x \rangle + \langle x, BZx \rangle + \langle BZx, x \rangle \leq 0$ for all solutions $x \in X$. To create and test such an inequality, the first step is to establish and test a dual Lyapunov inequality of the form $\langle x, APx \rangle + \langle APx, x \rangle \leq 0$ which guarantees stability of $\dot{x} = Ax$. Construction and testing of such a dual Lyapunov test is the main contribution of this paper. Due to space constraints, controller synthesis itself will be treated separately, but some early results on synthesis can be found in [14]. In addition, while we discuss enforcement of the operator inequalities, this is not the main focus of the paper, which relies on restatement of existing results, primarily from [15]. Indeed, we emphasize that the contribution of the paper (Theorems 1 and 5) is not a specific numerical method for determining stability of time-delay systems, but rather a new Lyapunov framework for solving the problem of controller synthesis. Moreover, the conditions are deliberately formulated in such a way that alternative approaches such as [16], [5], [6] may also be applied in order to test stability and obtain stabilizing controllers. Finally, we note that in abstract space, there
have been a number of results on dual and adjoint systems \cite{17}. Unfortunately, however, these dual systems are not delay-type systems and there is no clear relationship between stability of these adjoint and dual systems and stability of the original delayed system.

This paper is organized as follows. In Sections III and IV we develop a mathematical framework for expressing Lyapunov-based stability conditions as operator inequalities. In Section V we show that given additional constraints on the Lyapunov operator, satisfaction of the dual Lyapunov inequality \[
\langle x, APx \rangle + \langle APx, x \rangle \leq 0
\]
proves stability of the delayed system. In Sections VI and VIII we define a restricted class of Lyapunov functionals and operators which are valid for the dual stability condition in both the single-delay and multiple-delay cases. In Sections VII and IX we apply these classes of operators to obtain dual stability conditions. These conditions are formulated as positivity and negativity of Lyapunov functionals and may be considered the primary contribution of the paper. We also note that the dual stability conditions have a tridiagonal matrix structure which is distinct from standard Lyapunov-Krasovskii forms and may potentially be exploited to increase performance when studying systems with a large number of delays. In Sections X, XI, and XII, we show how SOS-based methods can be used to parameterize positive Lyapunov functionals and thereby enforce the inequality conditions in Sections VII and IX. Finally, in Sections XIII and XIV, we summarize our results with a set of LMI conditions for dual stability in both the single and multiple-delay cases. Section XV describes our Matlab toolbox, available online, which facilitates construction and solution of the LMIs. Section XVI applies the results to a variety of stability problems and verifies that the dual stability test is not conservative.

II. NOTATION

Standard notation includes the Hilbert spaces \(L^2_m[X]\) of square integrable functions from \(X\) to \(\mathbb{R}^m\) and \(W^2_m[X] := \{x : x, \dot{x} \in L^2_m[X]\}\). We use \(L^2_m\) and \(W^2_m\) when domains are clear from context. We also use the extensions \(L^{n \times m}_2[X]\) and \(W^{n \times m}_2[X]\) for matrix-valued functions which map to \(\mathbb{R}^{n \times m}\). \(C[X] \supset W_2[X]\) denotes the continuous functions on \(X\). \(S^n \subset \mathbb{R}^{n \times n}\) denotes the symmetric matrices. \(I_n \in S^n\) denotes the identity matrix. \(0_{n \times m} \in \mathbb{R}^{n \times m}\) is the matrix of zeros with shorthand \(0_n := 0_{n \times n}\). For a natural number, \(N \in \mathbb{N}\), we adopt the index shorthand notation which denotes \([K] = \{1, \ldots, K\}\). Some additional notation is defined throughout the paper with a selected subset summarized in the Appendix.

III. LYAPUNOV STABILITY OF TIME-DELAY SYSTEMS

In this paper, we consider stability of linear discrete-delay systems of the form

\[
\dot{x}(t) = A_0x(t) + \sum_{i=1}^{K} A_ix(t - \tau_i) \\
\quad x(t) = \phi(t)
\]

for all \(t \geq 0\), \(t \in [-\tau_K, 0]\) (1)

where \(A_i \in \mathbb{R}^{n \times n}\), \(\phi \in C[-\tau_K, 0]\), \(K \in \mathbb{N}\) and for convenience \(\tau_1 < \tau_2 < \cdots < \tau_K\). We associate with any solution \(x\) and any time \(t \geq 0\), the ‘state’ of System (1), \(x_t \in C[-\tau_K, 0]\), where \(x_t(s) = x(t + s)\). Although we only consider discrete-delay systems, the results of this paper may easily be extended to systems with distributed...
delay. For linear discrete-delay systems of the form (1), the system has a unique solution for any $\phi \in C[-\tau_K, 0]$ and global, local, asymptotic and exponential stability are all equivalent.

Stability of Equations (1) may be certified through the use of Lyapunov-Krasovskii functionals - an extension of Lyapunov theory to systems with infinite-dimensional state-space. In particular, it is known that stability of linear time-delay systems is equivalent to the existence of a quadratic Lyapunov-Krasovskii functional of the form

$$V(\phi) = \int_{-\tau_K}^0 \phi(0)^T M(s) \phi(0) ds + \int_{-\tau_K}^0 \phi(s)^T N(s, \theta) \phi(\theta) ds d\theta,$$

(2)

where the Lie (upper-Dini) derivative of the functional is negative along any solution $x$ of (1). That is,

$$\\dot{V}(x_t) = \lim_{h \to 0} \frac{V(x_{t+h}) - V(x_t)}{h} \leq 0$$

for all $t \geq 0$. Furthermore, the unknown functions $M$ and $N$ may be assumed to be continuous in their respective arguments everywhere except possibly at points $H := \{-\tau_1, \ldots, -\tau_K\}$.

For the dual stability conditions we propose in this paper, discontinuities in the unknown functions $M$ and $N$ pose challenges which make this form of Lyapunov-Krasovskii functional poorly suited to controller synthesis. For this reason, we use an alternative formulation of the necessary Lyapunov-Krasovskii functional better suited to the dual stability conditions we propose. Specifically, it has been shown [18] that existence of a positive decreasing Lyapunov-Krasovskii functional of the form in Eqn. (2) implies the existence of a positive decreasing Lyapunov-Krasovskii functional of the form

$$V(\phi) = \tau_K \phi(0)^T P \phi(0) + \tau_K \sum_{i=1}^K \int_{-\tau_i}^0 \phi(0)^T Q_i(s) \phi(s) ds + \tau_K \sum_{i=1}^K \int_{-\tau_i}^0 \phi(s)^T Q_i(s)^T \phi(0) ds$$

$$+ \tau_K \sum_{i=1}^K \int_{-\tau_i}^0 \phi_i(s)^T S_i(s) \phi_i(s) + \sum_{i,j=1}^K \int_{-\tau_i}^0 \int_{-\tau_j}^0 \phi(s)^T R_{ij}(s, \theta) \phi(\theta) d\theta,$$

(3)

where the functions $Q_i$, $S_i$ and $R_{ij}$ may be assumed continuous on their respective domains of definition.

IV. A MATHEMATICAL FRAMEWORK FOR LYAPUNOV INEQUALITIES

The use of Lyapunov-Krasovskii functionals can be simplified by considering stability in the semigroup framework - a generalization of the concept of differential equations. Although the results of this paper do not require the semigroup architecture, we adopt this notation in order to simplify the concepts and avoid unnecessary notation. Sometimes known as the ‘flow map’, a ‘strongly continuous semigroup’ is an operator, $S(t) : Z \to Z$, defined by the Hilbert space $Z$, which represents the evolution of the state of the system so that for any solution $x$, $x_{t+s} = S(s)x_t$.

Note that for a given $Z$, the semigroup may not exist even if the solution exists for any initial conditions in $Z$. Associated with a semigroup on $Z$ is an operator $A$, called the ‘infinitesimal generator’ which satisfies

$$\frac{d}{dt} S(t) \phi = AS(t) \phi$$

for any $\phi \in X$. The space $X$ is often referred to as the domain of the generator $A$, and is the space on which the generator is defined and need not be a closed subspace of $Z$. In this paper we will refer to $X$ as the ‘state-space’.
For System (1), following the approach in [19], we define \( Z_{m,n,K} := \{ \mathbb{R}^m \times L_2^p[-\tau_1, 0] \times \cdots \times L_2^p[-\tau_K, 0] \} \) and for \( \{ x, \phi_1, \cdots, \phi_K \} \in Z_{m,n,K} \), we define the following shorthand notation

\[
\begin{bmatrix}
  x \\
  \phi_i
\end{bmatrix} := \{ x, \phi_1, \cdots, \phi_K \},
\]

which allows us to simplify expression of the inner product which we define to be

\[
\langle \begin{bmatrix}
  y \\
  \psi_i
\end{bmatrix}, \begin{bmatrix}
  x \\
  \phi_i
\end{bmatrix} \rangle_{Z_{m,n,K}} = \tau_K y^T x + \sum_{i=1}^{K} \int_{-\tau_i}^{0} \psi_i(s)^T \phi_i(s) ds.
\]

Furthermore, when \( m = n \), we simplify the notation using \( Z_{n,K} := Z_{n,n,K} \). We may now conveniently write the state-space as

\[
X := \left\{ \begin{bmatrix}
  x \\
  \phi_i
\end{bmatrix} \in Z_{n,K} : \phi_i \in W_2^p[-\tau_i, 0] \text{ and } \phi_i(0) = x \text{ for all } i \in [K] \right\}.
\]

We furthermore extend this notation to say

\[
\begin{bmatrix}
  x \\
  \phi_i
\end{bmatrix}(s) = \begin{bmatrix}
  y \\
  f(s, i)
\end{bmatrix}
\]

if \( x = y \) and \( \psi_i(s) = f(s, i) \) for \( s \in [-\tau_i, 0] \) and \( i \in [K] \). This also allows us to compactly represent the infinitesimal generator, \( \mathcal{A} \), of Eqn. (1) as

\[
\mathcal{A} \begin{bmatrix}
  x \\
  \phi_i
\end{bmatrix}(s) := \begin{bmatrix}
  A_0 x + \sum_{i=1}^{K} A_i \phi_i(-\tau_i) \\
  \phi_i(s)
\end{bmatrix}.
\]

Using these definitions of \( \mathcal{A}, Z \) and \( X \), for matrix \( P \) and sufficiently smooth functions \( Q_i, S_i, R_{ij} \), we define an operator \( \mathcal{P}_{(P,Q_i,S_i,R_{ij})} \) of the “complete-quadratic” type as

\[
\mathcal{P}_{(P,Q_i,S_i,R_{ij})} \begin{bmatrix}
  x \\
  \phi_i
\end{bmatrix}(s) := \begin{bmatrix}
  P x + \sum_{i=1}^{K} \int_{-\tau_i}^{0} Q_i(s) \phi_i(s) ds \\
  \tau_K Q_i(s)^T x + \tau_K S_i(s) \phi_i(s) + \sum_{j=1}^{K} \int_{-\tau_j}^{0} R_{ij}(s, \theta) \phi_j(\theta) d\theta
\end{bmatrix}.
\]

This notation allows us to associate \( P, Q_i, S_i \) and \( R_{ij} \) with the corresponding complete-quadratic functional in Eqn (3) as

\[
V(\phi) = \left\langle \begin{bmatrix}
  \phi(0) \\
  \phi_i
\end{bmatrix}, \mathcal{P}_{(P,Q_i,S_i,R_{ij})} \begin{bmatrix}
  \phi(0) \\
  \phi_i
\end{bmatrix} \right\rangle_{Z_{n,K}}.
\]

That is, the Lyapunov functional is defined by the operator \( \mathcal{P}_{(P,Q_i,S_i,R_{ij})} \) which is a variation of a classical combined multiplier and integral operator whose multipliers and kernel functions are given by \( P, Q_i, S_i, R_{ij} \). The time-derivative of the complete-quadratic functional can similarly be represented using these operators as

\[
\dot{V}(\phi) = \left\langle \begin{bmatrix}
  \phi(0) \\
  \phi_i
\end{bmatrix}, \mathcal{P}_{(P,Q_i,S_i,R_{ij})} \mathcal{A} \begin{bmatrix}
  \phi(0) \\
  \phi_i
\end{bmatrix} \right\rangle_{Z_{n,K}} + \left\langle \mathcal{A} \begin{bmatrix}
  \phi(0) \\
  \phi_i
\end{bmatrix}, \mathcal{P}_{(P,Q_i,S_i,R_{ij})} \begin{bmatrix}
  \phi(0) \\
  \phi_i
\end{bmatrix} \right\rangle_{Z_{n,K}}.
\]

The classical stability problem, then, states that the delay-differential Equation (1) is stable if there exists an \( \alpha > 0 \), matrix \( P \) and functions \( Q_i, S_i, R_{ij} \) such that \( V(\phi) \geq \alpha \| \phi(0) \|^2 \) and \( \dot{V}(\phi) \leq 0 \) for all \( \phi \in C[-\tau_K, 0]^n \) such that \( \begin{bmatrix}
  \phi(0) \\
  \phi_i
\end{bmatrix} \in X \). In this paper, however, we seek to establish new stability conditions in a dual space - a problem which is formulated is formulated in the following Section.
V. A DUAL STABILITY CONDITION

Using the notation we have introduced in the proceeding section, we may compactly represent the dual stability condition which forms the main theoretical contribution of the paper.

Theorem 1: Suppose that $\mathcal{A}$ generates a strongly continuous semigroup on $Z$ with domain $X$. Further suppose there exists a bounded, positive and coercive linear operator $\mathcal{P}: X \to X$ which is self-adjoint with respect to the $Z$ inner product and satisfies

$$\langle \mathcal{A} \mathcal{P} z, z \rangle_Z + \langle z, \mathcal{A} \mathcal{P} z \rangle_Z \leq -\|z\|_Z^2$$

for all $z \in X$. Then a dynamical system which satisfies $\dot{x}(t) = \mathcal{A} x(t)$ generates an exponentially stable semigroup.

Proof: Because $\mathcal{P}$ is coercive, bounded and self-adjoint, its inverse exists and is coercive, bounded and self-adjoint. Define the Lyapunov functional

$$V(y) = \langle y, \mathcal{P}^{-1} y \rangle \geq \alpha \|y\|_Z^2$$

which holds for some $\alpha > 0$ and all $y \in X$. If $y(t)$ satisfies $\dot{y}(t) = \mathcal{A} y(t)$, then $V$ has time derivative

$$\frac{d}{dt} V(y(t)) = \langle \dot{y}(t), \mathcal{P}^{-1} y(t) \rangle + \langle y(t), \mathcal{P}^{-1} \dot{y}(t) \rangle$$

$$= \langle \mathcal{A} y(t), \mathcal{P}^{-1} y(t) \rangle + \langle y(t), \mathcal{P}^{-1} \mathcal{A} y(t) \rangle$$

$$= \langle \mathcal{A} y(t), \mathcal{P}^{-1} y(t) \rangle + \langle \mathcal{P}^{-1} y(t), \mathcal{A} y(t) \rangle.$$ (5)

Now define $z(t) = \mathcal{P}^{-1} y(t) \in X$ for all $t \geq 0$. Then $y(t) = \mathcal{P} z(t)$ and since $\mathcal{P}$ is bounded and $\mathcal{P}^{-1}$ is coercive, there exist $\gamma, \delta > 0$ such that

$$\dot{V}(y(t)) = \langle \mathcal{A} y(t), \mathcal{P}^{-1} y(t) \rangle + \langle \mathcal{P}^{-1} y(t), \mathcal{A} y(t) \rangle$$

$$= \langle \mathcal{A} \mathcal{P} z(t), z(t) \rangle + \langle z(t), \mathcal{A} \mathcal{P} z(t) \rangle$$

$$\leq -\|z(t)\|^2 \leq -\frac{1}{\gamma} \langle z(t), \mathcal{P} z(t) \rangle = -\frac{1}{\gamma} \langle \mathcal{P}^{-1} y(t), \mathcal{P}^{-1} y(t) \rangle \leq -\frac{\delta}{\gamma} \|y(t)\|^2.$$ (6)

Negativity of the derivative of the Lyapunov function implies exponential stability in the square norm of the state by, e.g. [19] or by the invariance principle.

The advantage of the dual stability condition is that we replace $\mathcal{A} \mathcal{P}$ with $\mathcal{P} \mathcal{A}$. Although relatively subtle, this distinction allows convexification of the the controller synthesis problem. In the following section, we discuss how to parameterize operators which satisfy the conditions of Theorem 1. We start with the constraints $\mathcal{P} = \mathcal{P}^*$ and $\mathcal{P}: X \to X$. Note that without significant restrictions on $P, Q_i, S_i, R_{ij}$, the operator $\mathcal{P}_{\{P,Q_i,S_i,R_{ij}\}}$ satisfies neither constraint.

VI. A STRUCTURED OPERATOR: SINGLE DELAY

In order to satisfy the conditions of the dual stability condition in Theorem 1 we must restrict ourselves to a class of operators which are self-adjoint with respect to the inner-product defined on $Z_{n,K}$ and which preserve the structure of the state-space (map $X \to X$). We first consider the simpler case of a single delay. In this case, we have
\[ Z_{m,n} = \mathbb{R}^m \times L_2^n \] with the \( L_2^{m \times n} \) inner product and the state-space becomes \( X := \{ \{ x, \phi \} \in \mathbb{R}^n \times W_2^n [-\tau, 0] : \phi(0) = x \} \). To preserve the structure of \( X \), we consider operators of the form

\[
\begin{align*}
    (P \begin{bmatrix} x \\ \phi \end{bmatrix})(s) & := 
    \begin{bmatrix}
        \tau(R(0,0) + S(0))x + \int_{-\tau}^{0} R(0,s)\phi(s)ds \\
        \tau(R(s,0))\phi(0) + \tau S(s)\phi(s) + \int_{-\tau}^{0} R(s,\theta)\phi(\theta)d\theta
    \end{bmatrix} \\
    & = \begin{bmatrix}
        \tau R(s,0) \phi(0) + \tau S(s)\phi(s) + \int_{-\tau}^{0} R(s,\theta)\phi(\theta)d\theta
    \end{bmatrix} \\
    & = \begin{bmatrix}
        \tau(R(0,0) + S(0))x + \int_{-\tau}^{0} R(0,s)\phi(s)ds \\
        \tau(R(s,0))\phi(0) + \tau S(s)\phi(s) + \int_{-\tau}^{0} R(s,\theta)\phi(\theta)d\theta
    \end{bmatrix}
\end{align*}
\]  

(11)

Clearly, we have that \( P \) is a bounded linear operator and if \( S, R \in W_2^{m \times n} [-\tau, 0] \) by inspection maps \( P : X \to X \). Furthermore, \( P \) is self-adjoint with respect to the \( L_2^{n} \) inner product, as indicated in the following lemma.

**Lemma 2:** Suppose \( R(s,\theta) = R(\theta,s)^T \) and \( S(s) \in \mathbb{S}^n \). Then the operator \( P \), as defined in Equation (11), is self-adjoint with respect to the \( L_2^{n} \) inner product.

**Proof:** The operator \( P : X \to X \) is self-adjoint with respect to the inner product \( \langle \cdot, \cdot \rangle_{L_2^n} \) if

\[
\langle \begin{bmatrix} y \\ \phi \end{bmatrix}, P \begin{bmatrix} x \\ \phi \end{bmatrix} \rangle_{L_2^n} = \langle P \begin{bmatrix} y \\ \phi \end{bmatrix}, \begin{bmatrix} x \\ \phi \end{bmatrix} \rangle_{L_2^n}
\]

for any \( \begin{bmatrix} x \\ \phi \end{bmatrix}, \begin{bmatrix} y \\ \psi \end{bmatrix} \in X \). By exploiting the structure of \( P \) and \( X \), we have the following.

\[
\begin{align*}
    \langle \begin{bmatrix} y \\ \phi \end{bmatrix}, P \begin{bmatrix} x \\ \phi \end{bmatrix} \rangle_{L_2^n} &= \int_{-\tau}^{0} \begin{bmatrix} y \\ \phi \end{bmatrix}(s) \begin{bmatrix} \tau(R(0,0) + S(0))x + \int_{-\tau}^{0} R(0,s)\phi(s)ds \\
        \tau R(s,0)\phi(0) + \tau S(s)\phi(s) + \int_{-\tau}^{0} R(s,\theta)\phi(\theta)d\theta
    \end{bmatrix} ds \\
    &= \int_{-\tau}^{0} \begin{bmatrix} y \\ \phi \end{bmatrix}(s) \begin{bmatrix} \tau R(s,0) \phi(0) + \tau S(s)\phi(s) + \int_{-\tau}^{0} R(s,\theta)\phi(\theta)d\theta
    \end{bmatrix} ds \\
    &= \int_{-\tau}^{0} \begin{bmatrix} \tau(R(0,0) + S(0))x + \int_{-\tau}^{0} R(0,s)\phi(s)ds \\
        \tau R(s,0)\phi(0) + \tau S(s)\phi(s) + \int_{-\tau}^{0} R(s,\theta)\phi(\theta)d\theta
    \end{bmatrix} ds \\
    &= \int_{-\tau}^{0} \begin{bmatrix} \tau(R(0,0) + S(0))x + \int_{-\tau}^{0} R(0,s)\phi(s)ds \\
        \tau R(s,0)\phi(0) + \tau S(s)\phi(s) + \int_{-\tau}^{0} R(s,\theta)\phi(\theta)d\theta
    \end{bmatrix} ds \\
    &= \int_{-\tau}^{0} \begin{bmatrix} \tau(R(0,0) + S(0))y + \tau S(s)\psi(s) + \int_{-\tau}^{0} R(\theta,s)^T\psi(\theta)d\theta \\
        \tau R(s,0)\psi(0) + \tau S(s)\psi(s) + \int_{-\tau}^{0} R(s,\theta)\psi(\theta)d\theta
    \end{bmatrix} ds
\end{align*}
\]

(12)

Note that the constraint that the operator be self-adjoint significantly reduces the number of free variables. In the single delay case, we have made this explicit by replacing the variables \( P \) and \( Q \) with \( P = \tau(R(0,0) + S(0)) \) and \( Q(s) = R(0,s) \). A natural question is whether the self-adjoint constraint introduces conservatism. While we cannot establish that the self-adjoint constraint is necessary and sufficient for stability, construction of converse Lyapunov functionals in, e.g. [18] indicate coupling between the functions and furthermore, the numerical results at the end of this paper indicate little if any conservatism in this constraint. We now apply this structured operator to Theorem[1] to obtain conditions on \( S \) and \( R \) for which stability holds.
VII. DUAL STABILITY CONDITIONS - SINGLE DELAY CASE

In this section, we apply the structured operator in Section VI to the dual stability condition in Theorem 1 to establish conditions for stability in the single-delay case. Note that we do not yet discuss how to enforce these conditions. First recall that the generator, \( A \) is defined as

\[
\left( A \begin{bmatrix} x \\ \phi \end{bmatrix} \right)(s) = \begin{bmatrix} A_0 x + A_1 \phi(t - \tau) \\ \frac{d}{ds} \phi(s) \end{bmatrix}.
\]  

(17)

**Theorem 3:** Suppose there exist \( \epsilon > 0 \) and functions \( S \in W_2^{n \times n}[-\tau, 0] \) and \( R \in W_2^{n \times n}[-\tau, 0] \) where \( R(s, \theta) = R(\theta, s)^T \) and \( S(s) \in \mathbb{S}^n \) such that \( \langle x, P x \rangle_{L^2_n} \geq \epsilon \|x\|^2 \) for all \( x \in X \) and

\[
\left\langle \begin{bmatrix} x \\ \phi(-\tau) \end{bmatrix}, D \begin{bmatrix} x \\ \phi(-\tau) \end{bmatrix} \right\rangle_{L^2_n} \leq -\epsilon \left\| \begin{bmatrix} x \\ \phi \end{bmatrix} \right\|_{L^2_n}^2
\]

for all \( \begin{bmatrix} x \\ \phi \end{bmatrix} \in X \) where

\[
\left( P \begin{bmatrix} x \\ \phi \end{bmatrix} \right)(s) := \begin{bmatrix} \tau(R(0, 0) + S(0))x + \int_{-\tau}^{0} R(0, s)\phi(s)ds \\ \tau R(s, 0)\phi(0) + \tau S(s)\phi(s) + \int_{-\tau}^{0} R(s, \theta)\phi(\theta)d\theta \end{bmatrix}
\]  

(18)

and

\[
\left( D \begin{bmatrix} x \\ y \\ \phi \end{bmatrix} \right)(s) := \begin{bmatrix} D_0 \begin{bmatrix} x \\ y \end{bmatrix} + \int_{-\tau}^{0} V(s)\phi(s)ds \\ \tau V(s)^T \begin{bmatrix} x \\ y \end{bmatrix}^T + \tau \dot{S}(s)\phi(s) + \int_{-\tau}^{0} E(s, \theta)\phi(\theta)d\theta \end{bmatrix}
\]

(19)

where

\[
D_0 := \begin{bmatrix} S_{11} + S_{11}^T \\ S_{12} \\ S_{12}^T \\ S_{22} \end{bmatrix}, \quad V(s) = \begin{bmatrix} S_{13}(s) \\ 0 \end{bmatrix},
\]

(20)

\[
S_{11} := \tau A_0 (R(0, 0) + S(0)) + \tau A_1 R(-\tau, 0) + \frac{1}{2} S(0),
\]

\[
S_{12} := \tau A_1 S(-\tau), \quad S_{22} := -S(-\tau),
\]

\[
S_{13}(s) := A_0 R(0, s) + A_1 R(-\tau, s) + \dot{R}(s, 0)^T,
\]

\[
E(s, \theta) := \frac{d}{ds} R(s, \theta) + \frac{d}{d\theta} R(s, \theta).
\]

Then the system defined by Equation (1) is exponentially stable.

**Proof:** Define the operators \( A \) and \( P \) as above. By assumption, the operator \( P \) is coercive. By Lemma 2, \( P \) is self-adjoint and maps \( X \rightarrow X \). This implies that by Theorem 1 the system is exponentially stable if

\[
\left\langle AP \begin{bmatrix} x \\ \phi \end{bmatrix}, \begin{bmatrix} x \\ \phi \end{bmatrix} \right\rangle_{L^2_n} + \left\langle \begin{bmatrix} x \\ \phi \end{bmatrix}, AP \begin{bmatrix} x \\ \phi \end{bmatrix} \right\rangle_{L^2_n} \leq -\left\| \begin{bmatrix} x \\ \phi \end{bmatrix} \right\|_{L^2_n}^2
\]
Examining these terms separately and using $x = \phi(0)$, we have

\[
\tau x^T y_1 = \tau^2 x^T A_0 (R(0,0) + S(0)) x + \tau \int_{-\tau}^{0} x^T A_0 R(0,s) \phi(s) ds + \tau x^T A_1 R(-\tau,0) \phi(0)
\]

\[
+ \tau^2 x^T A_1 S(-\tau) \phi(-\tau) + \tau \int_{-\tau}^{0} x^T A_1 R(-\tau,\theta) \phi(\theta) d\theta
\]

\[
= \int_{-\tau}^{0} (x^T \tau A_0 (R(0,0) + S(0)) x + \tau x^T A_0 R(0,s) \phi(s)) ds
\]

\[
+ \int_{-\tau}^{0} (x^T \tau A_1 R(-\tau,0)x + x^T \tau A_1 S(-\tau) \phi(-\tau)) ds + \int_{-\tau}^{0} \tau x^T A_1 R(-\tau,s) \phi(s) ds
\]

\[
= \int_{-\tau}^{0} \begin{bmatrix} x \\ x(-\tau) \\ x(s) \end{bmatrix}^T \begin{bmatrix} \tau A_0 (R(0,0) + S(0)) + \tau A_1 R(-\tau,0) & * & *^T \\ \frac{\tau}{2} S(-\tau)^T A_1^T & 0 & *^T \\ \frac{\tau}{2} R(0,s)^T A_0^T + \frac{\tau}{2} R(-\tau,s)^T A_1^T & 0 & 0 \end{bmatrix} \begin{bmatrix} x \\ x(-\tau) \\ x(s) \end{bmatrix} ds.
\]

Examining the second term, we get

\[
\int_{-\tau}^{0} \phi(s)^T y_2(s) ds = \int_{-\tau}^{0} \phi(s)^T \tau (\dot{R}(s,0) \dot{\phi}(0) + \dot{S}(s) \phi(s)) ds
\]

\[
+ \int_{-\tau}^{0} \phi(s)^T \tau S(s) \dot{\phi}(s) ds + \int_{-\tau}^{0} \int_{-\tau}^{0} \phi(s)^T \frac{d}{ds} R(s,\theta) \phi(\theta) d\theta ds
\]

\[
= \int_{-\tau}^{0} \phi(s)^T \left( \tau \phi(s)^T \dot{R}(s,0) \phi(0) + \phi(s)^T \tau \dot{S}(s) \phi(s) \right) ds + \frac{\tau}{2} x^T S(0)x - \frac{\tau}{2} \phi(-\tau)^T S(-\tau) \phi(-\tau)
\]

\[
- \frac{1}{2} \int_{-\tau}^{0} \phi(s)^T \tau \dot{S}(s) \phi(s) ds + \int_{-\tau}^{0} \int_{-\tau}^{0} \phi(s)^T \frac{d}{ds} R(s,\theta) \phi(\theta) d\theta ds
\]

\[
= \int_{-\tau}^{0} \begin{bmatrix} x \\ x(-\tau) \\ x(s) \end{bmatrix}^T \begin{bmatrix} \frac{1}{2} S(0) & *^T & *^T \\ 0 & -\frac{1}{2} S(-\tau) & *^T \\ \frac{\tau}{2} \dot{R}(s,0) & 0 & \frac{\tau}{2} \dot{S}(s) \end{bmatrix} \begin{bmatrix} x \\ x(-\tau) \\ x(s) \end{bmatrix} ds + \int_{-\tau}^{0} \int_{-\tau}^{0} \phi(s)^T \frac{d}{ds} R(s,\theta) \phi(\theta) d\theta ds.
\]
Combining both terms, and using symmetry of the inner product, we get
\[
\left\langle \begin{bmatrix} x \\ \phi \end{bmatrix}, AP \begin{bmatrix} x \\ \phi \end{bmatrix} \right\rangle + \left\langle AP \begin{bmatrix} x \\ \phi \end{bmatrix}, \begin{bmatrix} x \\ \phi \end{bmatrix} \right\rangle = 
\int_{-\tau}^{0} \begin{bmatrix} x(s) \\ x(\tau) \end{bmatrix}^T \begin{bmatrix} S_{11} + S_{11}^T & S_{12} \\ S_{21} & S_{22} \end{bmatrix} \begin{bmatrix} \phi(s) \\ \phi(\tau) \end{bmatrix} ds + \int_{-\tau}^{0} \int_{-\tau}^{0} \phi(s) \begin{bmatrix} \phi(s)^T R(s, \theta) + \frac{d}{d\theta} R(s, \theta) \phi(\theta) d\theta ds
\right\rangle = 
\left\langle \begin{bmatrix} x \\ \phi(\tau) \end{bmatrix}, D \begin{bmatrix} x \\ \phi(\tau) \end{bmatrix} \right\rangle \leq \epsilon \left\| \begin{bmatrix} x \\ \phi \end{bmatrix} \right\|_{L_2}^2 .
\]
(35)

Since \( \left\langle AP \begin{bmatrix} x \\ \phi \end{bmatrix}, \begin{bmatrix} x \\ \phi \end{bmatrix} \right\rangle + \left\langle \begin{bmatrix} x \\ \phi(\tau) \end{bmatrix}, AP \begin{bmatrix} x \\ \phi(\tau) \end{bmatrix} \right\rangle \leq -\epsilon \left\| \begin{bmatrix} x \\ \phi \end{bmatrix} \right\|_{L_2}^2 \) for all \( \begin{bmatrix} x \\ \phi \end{bmatrix} \in X \) we conclude that the conditions of Theorem 1 are satisfied and hence System (1) is exponentially stable.

**Dual Lyapunov-Krasovskii Form:** To summarize the results of Theorem 3 in a more traditional Lyapunov-Krasovskii format, the system is stable if there exists a
\[
V(\phi) = \int_{-\tau}^{0} \begin{bmatrix} \phi(0) \\ \phi(s) \end{bmatrix}^T \begin{bmatrix} \tau(R(0, 0) + S(0)) & \tau R(0, s) \\ \tau R(s, 0) & \tau S(s) \end{bmatrix} \begin{bmatrix} \phi(0) \\ \phi(s) \end{bmatrix} ds + \int_{-\tau}^{0} \int_{-\tau}^{0} \phi(s) \begin{bmatrix} \phi(s)^T R(s, \theta) \phi(\theta) d\theta ds
\right\rangle \leq \epsilon \left\| \begin{bmatrix} \phi(0) \\ \phi \end{bmatrix} \right\|_{L_2}^2.
\]
(36)

such that \( V(\phi) \geq \left\| \begin{bmatrix} \phi(0) \\ \phi \end{bmatrix} \right\|_{L_2}^2 \) and
\[
V_D(\phi) = \int_{-\tau}^{0} \begin{bmatrix} \phi(0) \\ \phi(s) \end{bmatrix}^T \begin{bmatrix} S_{11} + S_{11}^T & S_{12} \\ S_{21} & S_{22} \end{bmatrix} \begin{bmatrix} \phi(0) \\ \phi(s) \end{bmatrix} ds + \int_{-\tau}^{0} \int_{-\tau}^{0} \phi(s) \begin{bmatrix} \phi(s)^T R(s, \theta) \phi(\theta) d\theta ds
\right\rangle \leq \epsilon \left\| \begin{bmatrix} \phi(0) \\ \phi \end{bmatrix} \right\|_{L_2}^2.
\]
(37)

Note that unlike the standard Lyapunov-Krasovskii functions, the derivative of the dual functional is tri-diagonal in both the single-delay and multiple-delay cases. When studying systems with a large number of delays, it may be possible to exploit this structure to offer performance improvement over the standard Lyapunov-Krasovskii form.

**VIII. A STRUCTURED OPERATOR: MULTIPLE DELAY**

Now that we have considered the single delay case, we extend this result to multiple delays. In this case, the constraint that the operator be self-adjoint is expressed as a linear constraint on \( P \) and the functions \( Q_i, S_i \) and \( R_{ij} \), none of which are eliminated as was done for the single delay case. For the multiple delay case, recall the state-space is defined as
\[
X := \left\{ \begin{bmatrix} x \\ \phi_i \end{bmatrix} \in Z_{n.K} : \phi_i \in W_{2}^{n}[-\tau_i, 0] \text{ and } \phi_i(0) = x \text{ for all } i \in [K] \right\}.
\]
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Likewise, recall the inner product on $Z$ for $x, y \in X$ as
\[
\left\langle \begin{bmatrix} y \\ \psi_j \end{bmatrix}, \begin{bmatrix} x \\ \phi_i \end{bmatrix} \right\rangle_{Z_{m,n,K}} = \tau_K y^T x + \sum_{i=1}^{K} \int_{-\tau_i}^{0} \psi_j(s)^T \phi_i(s) ds.
\]

Lastly, recall we consider operators of the form
\[
\left( P_{(P,Q_i,S_i,R_{ij})} \right) \left[ \begin{bmatrix} x \\ \phi_i \end{bmatrix} \right] (s) := \begin{bmatrix} Px + \sum_{i=1}^{K} \int_{-\tau_i}^{0} Q_i(s)\phi_i(s) ds \\ \tau_K Q_i(s)^T x + \tau_K S_i(s)\phi_i(s) + \sum_{j=1}^{K} \int_{-\tau_j}^{0} R_{ij}(s,\theta)\phi_j(\theta) d\theta \end{bmatrix}.
\]

**Lemma 4:** Suppose that $S_i \in W_2^{n \times n}[-\tau_i, 0]$, $R_{ij} \in W_2^{n \times n}([-\tau_i, 0] \times [-\tau_j, 0])$ and $S_i(s) = S_i(s)^T$, $R_{ij}(s,\theta) = R_{ij}(\theta,s)^T$, $P = \tau_K Q_i(0)^T + \tau_K S_i(0)$ and $Q_j(s) = R_{ij}(0,s)$ for all $i, j \in [K]$. Then $P_{(P,Q_i,S_i,R_{ij})}$ is a bounded linear operator, maps $P_{(P,Q_i,S_i,R_{ij})} : X \rightarrow X$, and as defined in Equation (41), is self-adjoint with respect to the inner product defined on $Z_{n,K}$.

**Proof:** To simplify the presentation, let $P := P_{(P,Q_i,S_i,R_{ij})}$. We first establish that $P : X \rightarrow X$. If $\begin{bmatrix} x \\ \phi_i \end{bmatrix} \in X$, then $\phi_i \in C[-\tau_i, 0]$ and $\phi_i(0) = x$. Now if
\[
\begin{bmatrix} y \\ \psi_i(s) \end{bmatrix} = P \begin{bmatrix} x \\ \phi_i \end{bmatrix} (s) = \begin{bmatrix} Px + \sum_{i=1}^{K} \int_{-\tau_i}^{0} Q_i(s)\phi_i(s) ds \\ \tau_K Q_i(s)^T x + \tau_K S_i(s)\phi_i(s) + \sum_{j=1}^{K} \int_{-\tau_j}^{0} R_{ij}(s,\theta)\phi_j(\theta) d\theta \end{bmatrix}
\]
then since $P = \tau_K Q_i(0)^T + \tau_K S_i(0)$ and $Q_j(s) = R_{ij}(0,s)$, we have that
\[
\psi_i(0) = \tau_K Q_i(0)^T x + \tau_K S_i(0)\phi_i(0) + \sum_{j=1}^{K} \int_{-\tau_j}^{0} R_{ij}(0,\theta)\phi_j(\theta) d\theta = \left( \tau_K Q_i(0)^T + \tau_K S_i(0) \right) x + \sum_{j=1}^{K} \int_{-\tau_j}^{0} R_{ij}(0,\theta)\phi_j(\theta) d\theta = Px + \sum_{j=1}^{K} \int_{-\tau_j}^{0} Q_j(s)\phi_j(s) ds = y.
\]

Since $S_i \in W_2^{n \times n}[-\tau_i, 0]$, $R_{ij} \in W_2^{n \times n}([-\tau_i, 0] \times [-\tau_j, 0])$, $\phi_i \in W_2^n[-\tau_i, 0]$, and hence we have $\begin{bmatrix} y \\ \psi_i \end{bmatrix} \in X$ and hence $P : X \rightarrow X$. Furthermore, boundedness of $Q_i$, $S_i$ and $R_{ij}$ implies boundedness of the linear operator $P$.

Now, to prove that the operator $P$ is self-adjoint with respect to the inner product $\langle \cdot, \cdot \rangle_{Z_{n,K}}$, we show
\[
\langle y, Px \rangle_{Z_{n,K}} = \langle Py, x \rangle_{Z_{n,K}}
\]
for any $x, y \in X$. Using the properties $S_i(s) = S_i(s)^T$ and $R_{ij}(s,\theta) = R_{ij}(\theta,s)^T$, we have the following.
\begin{align}
\begin{bmatrix}
  y \\
  \psi_i \\
\end{bmatrix}, \mathcal{P} \begin{bmatrix}
  x \\
  \phi_i \\
\end{bmatrix}_{Z_{n,K}} &= \tau_K y^T \left( Px + \sum_{i=1}^{K} \int_{-\tau_i}^0 Q_i(\theta)\phi_i(\theta)d\theta \right) \\
+ \sum_{i=1}^K \int_{-\tau_i}^0 \psi_i(s) \left( \tau_K Q_i(s)^T x + \tau_K \psi_i(s) S_i(s) \phi_i(s) + \sum_{j=1}^K \int_{-\tau_j}^0 R_{ij}(s, \theta) \phi_j(\theta)d\theta \right) ds \\
= y^T \tau_K Px + \sum_{i=1}^K \int_{-\tau_i}^0 y^T \tau_K Q_i(s) \phi_i(s) ds \\
+ \sum_{i=1}^K \int_{-\tau_i}^0 \left( \psi_i(s)^T \tau_K Q_i(s)^T x + \tau_K \psi_i(s) S_i(s) \phi_i(s) + \sum_{j=1}^K \int_{-\tau_j}^0 \psi_j(s) R_{ij}(s, \theta) \phi_j(\theta)d\theta \right) ds \\
= \left( \tau_K Py + \sum_{i=1}^K \int_{-\tau_i}^0 \tau_K Q_i(s) \psi_i(s) ds \right)^T x \\
+ \sum_{i=1}^K \int_{-\tau_i}^0 \left( y^T \tau_K Q_i(s) + \tau_K \psi_i(s) S_i(s) + \sum_{j=1}^K \int_{-\tau_j}^0 \psi_j(s) R_{ij}(s, \theta)d\theta \right) \phi_i(s) ds \\
= \tau_K \left( Py + \sum_{j=1}^K \int_{-\tau_j}^0 Q_i(s) \psi_j(s) ds \right)^T x \\
+ \sum_{i=1}^K \int_{-\tau_i}^0 \left( \tau_K Q_i(s)^T y + \tau_K S_i(s)^T \psi_i(s) + \sum_{j=1}^K \int_{-\tau_j}^0 R_{ij}(s, \theta)^T \psi_j(\theta)d\theta \right) \phi_i(s) ds \\
= \left\langle \mathcal{P} \begin{bmatrix}
  y \\
  \psi_i \\
\end{bmatrix}, \begin{bmatrix}
  x \\
  \phi_i \\
\end{bmatrix} \right\rangle_{Z_{n,K}}
\end{align}

\section{The Dual Stability Condition for Multiple Delays}

For the multiple-delay case, we apply the operator defined in Section VIII to the dual stability condition in Theorem I. Here the generator, \( \mathcal{A} \) is defined as

\[
\mathcal{A} \begin{bmatrix}
  x \\
  \phi_i \\
\end{bmatrix} (s) = \left[ A_0 x + \sum_{i=1}^k A_i \phi_i(-\tau_i) \right].
\]

Theorem 5: Suppose that there exist \( S_i \in W_{2}^{n \times n}[-\tau_i, 0] \) and \( R_{ij} \in W_{2}^{n \times n}([-\tau_i, 0] \times [-\tau_j, 0]) \) such that \( S_i(s) = S_i(s)^T \) and \( R_{ij}(s, \theta) = R_{ij}(\theta, s)^T \). Let \( P = \tau_K Q_i(0)^T + \tau_K S_i(0) \) and \( Q_j(s) = R_{ij}(0, s) \) for all \( i, j \in [K] \). If \( \langle x, \mathcal{P} x \rangle_{Z_{n,K}} \geq \epsilon \| x \|^2 \) for all \( x \in X \) and

\[
\left\langle \begin{bmatrix}
  x \\
  \phi_1(-\tau_1) \\
  \vdots \\
  \phi_k(-\tau_K) \\
\end{bmatrix}, D \begin{bmatrix}
  x \\
  \phi_1(-\tau_1) \\
  \vdots \\
  \phi_k(-\tau_K) \\
\end{bmatrix} \right\rangle_{Z_{n,K}, n,K} \leq -\| x \|_{Z_{n,K}}^2
\]
for all \( \begin{bmatrix} x \\ \phi_i \end{bmatrix} \in X \) where

\[
\begin{bmatrix} x \\ \phi_i \end{bmatrix} \begin{bmatrix} x \\ \phi_j \end{bmatrix}(s) = \begin{bmatrix} Px + \sum_{i=1}^{K} \int_{-\tau_i}^{0} Q_i(s) \phi_i(s) ds \\ \tau_K Q_i(s)^T x + \tau_K S_i(s) \phi_i(s) + \sum_{j=1}^{K} \int_{-\tau_j}^{0} R_{ij}(s, \theta) \phi_j(\theta) d\theta \end{bmatrix}
\]

(57)

and

\[
\begin{bmatrix} x \\ \phi_i(-\tau_1) \\ \vdots \\ \phi_k(-\tau_K) \\ \phi_i \end{bmatrix}(s) = \begin{bmatrix} C_0 & C_1 & \cdots & C_k \\ C_1^T & -S_1(-\tau_1) & 0 & 0 \\ \vdots & 0 & \ddots & \vdots \\ C_k^T & 0 & 0 & -S_k(-\tau_K) \\ \phi_k(-\tau_K) \end{bmatrix} \begin{bmatrix} x \\ \phi_i(-\tau_1) \\ \vdots \\ \phi_k(-\tau_K) \end{bmatrix}(s) + \sum_{i=1}^{K} \int_{-\tau_i}^{0} B_i(s) \phi_i(s) d\theta
\]

\[
\tau_K B_i(s)^T x + \tau_K \dot{S}_i(s) \phi_i(s) + \sum_{j=1}^{K} \int_{-\tau_j}^{0} G_{ij}(s, \theta) \phi_j(\theta) d\theta
\]

(58)

where

\[
C_0 := A_0 P + PA_0^T + \tau_K \sum_{i=1}^{K} (A_i Q_i(-\tau_i)^T + Q_i(-\tau_i) A_i^T + S_i(0)),
\]

\[
C_i := \tau_K A_i S_i(-\tau_i),
\]

\[
B_i(s) := A_0 Q_i(s) + \dot{Q}_i(s) + \sum_{j=1}^{K} R_{ij}(-\tau_j, s),
\]

\[
G_{ij}(s, \theta) := \frac{\partial}{\partial s} R_{ij}(s, \theta) + \frac{\partial}{\partial \theta} R_{ij}(s, \theta)^T,
\]

then the system defined by Equation (1) is exponentially stable.

**Proof:** Define the operators \( \mathcal{A} \) and \( \mathcal{P} \) as above. By Lemma 4 \( \mathcal{P} \) is self-adjoint and maps \( X \to X \). Since \( \mathcal{P} \) is positive and coercive by assumption, this implies by Theorem 1 the system is exponentially stable if

\[
\left\langle \mathcal{A} \mathcal{P} \begin{bmatrix} x \\ \phi_i \end{bmatrix}, \begin{bmatrix} x \\ \phi_i \end{bmatrix} \right\rangle + \left\langle \begin{bmatrix} x \\ \phi_i \end{bmatrix}, \mathcal{A} \mathcal{P} \begin{bmatrix} x \\ \phi_i \end{bmatrix} \right\rangle \leq -\left\| \begin{bmatrix} x \\ \phi_i \end{bmatrix} \right\|^2
\]

for all \( \begin{bmatrix} x \\ \phi_i \end{bmatrix} \in X \). We begin by constructing \( (\mathcal{A} \mathcal{P} x)(s) := \begin{bmatrix} y \\ \psi_i(s) \end{bmatrix} \).

\[
y = A_0 x + \sum_{i=1}^{K} \int_{-\tau_i}^{0} A_0 Q_i(s) \phi_i(s) ds
\]

(60)

\[
+ \sum_{i=1}^{K} A_i \left( \tau_K Q_i(-\tau_i)^T x + \tau_K S_i(-\tau_i) \phi_i(-\tau_i) + \sum_{j=1}^{K} \int_{-\tau_j}^{0} R_{ij}(-\tau_i, \theta) \phi_j(\theta) d\theta \right),
\]

(61)

\[
\psi_i(s) = \tau_K \dot{Q}_i(s)^T x + \tau_K \dot{S}_i(s) \phi_i(s) + \tau_K S_i(s) \phi_i(s) + \sum_{j=1}^{K} \int_{-\tau_j}^{0} \frac{d}{ds} R_{ij}(s, \theta) \phi_j(\theta) d\theta.
\]

(62)

Thus

\[
\left\langle \begin{bmatrix} x \\ \phi_i \end{bmatrix}, \mathcal{A} \mathcal{P} \begin{bmatrix} x \\ \phi_i \end{bmatrix} \right\rangle := \tau_K x^T y + \sum_{i=1}^{K} \int_{-\tau_i}^{0} \phi_i(s)^T \psi_i(s) ds.
\]

(63)
Examining these terms separately and using $x = \phi_i(0)$, we have

$$x^T y = x^T A_0 P x + \sum_{i=1}^{K} \int_{-\tau_i}^{0} x^T A_0 Q_i(s) \phi_i(s) ds + \sum_{i=1}^{K} \tau_K x^T A_i Q_i(-\tau_i)^T x$$

$$+ \sum_{i=1}^{K} \tau_K x^T A_i S_i(-\tau_i) \phi_i(-\tau_i) + \int_{-\tau_i}^{0} \sum_{j=1}^{K} x^T A_j R_{ji}(-\tau_j, \theta) \phi_i(\theta) d\theta$$

Examine the second term, we get

$$\sum_{i=1}^{K} \int_{-\tau_i}^{0} \phi_i(s)^T \psi_i(s) ds$$

$$= \sum_{i=1}^{K} \tau_K \int_{-\tau_i}^{0} \phi_i(s)^T \dot{Q}_i(s)^T x ds + \sum_{i=1}^{K} \tau_K \int_{-\tau_i}^{0} \phi_i(s)^T \dot{S}_i(s) \phi_i(s) ds + \sum_{i=1}^{K} \tau_K \int_{-\tau_i}^{0} \phi_i(s)^T S_i(s) \dot{\phi}_i(s) ds$$

$$+ \sum_{i,j} \int_{-\tau_i}^{0} \phi_i(s)^T \frac{\partial}{\partial s} R_{ij}(s, \theta) \phi_j(\theta) ds d\theta$$

$$= \sum_{i=1}^{K} \tau_K \int_{-\tau_i}^{0} \phi_i(s)^T \dot{Q}_i(s)^T x ds + \frac{\tau_K}{2} \sum_{i=1}^{K} \int_{-\tau_i}^{0} \phi_i(s)^T \dot{S}_i(s) \phi_i(s) ds + \frac{\tau_K}{2} x^T \sum_{i=1}^{K} S_i(0) x$$

$$- \frac{\tau_K}{2} \sum_{i=1}^{K} \phi_i(-\tau_i)^T S_i(-\tau_i) \phi_i(-\tau_i) + \sum_{i,j} \int_{-\tau_i}^{0} \int_{-\tau_j}^{0} \phi_i(s)^T \frac{\partial}{\partial s} R_{ij}(s, \theta) \phi_j(\theta) ds d\theta$$

Combining both terms,

$$\left< \begin{bmatrix} x \\ \phi_1 \\ \vdots \\ \phi_K \end{bmatrix}, AP \begin{bmatrix} x \\ \phi_1 \\ \vdots \\ \phi_K \end{bmatrix} \right>_{Z_{n,K}} = \tau_K x^T y + \sum_{i=1}^{K} \int_{-\tau_i}^{0} \phi_i(s)^T \psi_i(s) ds$$

$$= x^T \left( \tau_K A_0 P + \sum_{i=1}^{K} \tau_K^2 A_i Q_i(-\tau_i)^T + \frac{\tau_K}{2} \sum_{i=1}^{K} S_i(0) \right) x$$

$$+ \tau_K \sum_{i=1}^{K} \int_{-\tau_i}^{0} x^T A_i S_i(-\tau_i) \phi_i(-\tau_i) - \frac{\tau_K}{2} \sum_{i=1}^{K} \phi_i(-\tau_i)^T S_i(-\tau_i) \phi_i(-\tau_i)$$

$$+ \tau_K \sum_{i=1}^{K} \int_{-\tau_i}^{0} x^T A_0 Q_i(s) + \dot{Q}_i(s) + \sum_{j=1}^{K} A_j R_{ji}(-\tau_j, s) \phi_i(s) ds$$

$$+ \frac{\tau_K}{2} \sum_{i=1}^{K} \int_{-\tau_i}^{0} \phi_i(s)^T \dot{S}_i(s) \phi_i(s) ds + \sum_{i,j} \int_{-\tau_i}^{0} \int_{-\tau_j}^{0} \phi_i(s)^T \frac{\partial}{\partial s} R_{ij}(s, \theta) \phi_j(\theta) ds d\theta$$

Combining this term with its adjoint, we recover

$$\left< \begin{bmatrix} x \\ \phi_1 \\ \vdots \\ \phi_K \end{bmatrix}, AP \begin{bmatrix} x \\ \phi_1 \\ \vdots \\ \phi_K \end{bmatrix} \right>_{Z_{n,K}} + \left< \begin{bmatrix} x \\ \phi_1 \\ \vdots \\ \phi_K \end{bmatrix}, AP \begin{bmatrix} x \\ \phi_1 \\ \vdots \\ \phi_K \end{bmatrix} \right>_{Z_{n,K}} = \left< \begin{bmatrix} x \\ \phi_1(-\tau_1) \\ \vdots \\ \phi_K(-\tau_K) \end{bmatrix}, D \begin{bmatrix} x \\ \phi_1(-\tau_1) \\ \vdots \\ \phi_K(-\tau_K) \end{bmatrix} \right>_{Z_{n,K}} \leq \left\| \begin{bmatrix} x \\ \phi_1 \\ \vdots \\ \phi_K \end{bmatrix} \right\|^2_{Z_{n,K}}$$

We conclude that all conditions of Theorem 1 are satisfied and hence System 1 is stable.
In the following sections, we will show how positivity of $\mathcal{P}$ and negativity of $\mathcal{D}$ can be enforced using SDP when the functions $S_i$ and $R_{ij}$ are polynomial.

**Dual Lyapunov-Krasovskii Form:** To summarize the results of Theorem 5 in a more traditional Lyapunov-Krasovskii format, the system is stable if there exists a

$$V(\phi) = \tau_K \phi(0)^T P \phi(0) + \tau_K \sum_{i=1}^{K} \int_{-\tau_i}^{0} \phi(0)^T Q_i(s) \phi(s) ds + \tau_K \sum_{i=1}^{K} \int_{-\tau_i}^{0} \phi(s)^T Q_i(s)^T \phi(0) ds$$

$$+ \tau_K \sum_{i=1}^{K} \int_{-\tau_i}^{0} \phi_i(s)^T S_i(s) \phi_i(s) + \sum_{i,j=1}^{K} \int_{-\tau_i}^{0} \int_{-\tau_j}^{0} \phi(s)^T R_{ij}(s,\theta) \phi(\theta) d\theta,$$

such that $V(\phi) \geq \left\| \begin{bmatrix} \phi(0) \\ \phi_i \end{bmatrix} \right\|^2$ and

$$V_D(\phi) = \tau_K \phi(0)^T C_0 \phi(0) + 2\tau_K \sum_{i=1}^{K} \phi(0)^T C_i \phi_i(-\tau_i) - \tau_K \sum_{i=1}^{K} \phi_i(-\tau_i)^T S_i(-\tau_i) \phi_i(-\tau_i)$$

$$+ 2\tau_K \sum_{i=1}^{K} \int_{-\tau_i}^{0} \phi(0)^T B_i(s) \phi_i(s) ds + \tau_K \sum_{i=1}^{K} \int_{-\tau_i}^{0} \phi_i(s)^T \dot{S}_i(s) \phi_i(s) ds$$

$$+ \sum_{i,j} \int_{-\tau_i}^{0} \int_{-\tau_j}^{0} \phi_i(s)^T G_{ij}(s,\theta) \phi(\theta) ds d\theta \leq -\left\| \begin{bmatrix} \phi(0) \\ \phi_i \end{bmatrix} \right\|^2. \tag{77}$$

**X. SOS CONDITIONS FOR POSITIVITY ON $Z_{m,n,K}$**

In the proceeding two sections, we have shown that stability of the multiple delay system is implied by the existence of an operator $\mathcal{P}_{\{P_i, Q_i, S_i, R_{ij}\}}$, which is positive on $Z_{n,n,K}$ and such that $\mathcal{D}$ is negative definite on $Z_{n,K,n,K}$ and where $\mathcal{D}$ has a structure similar to $\mathcal{P}$ and is defined by functions which are linear transformations of the functions $P, Q_i, S_i, R_{ij}$. The challenge, then, is to search for the functions $P, Q_i, S_i, R_{ij}$ such that $\mathcal{P}$ is positive and $\mathcal{D}$ is negative. In this section, we discuss how to enforce positivity of $\mathcal{P}$ by assuming $Q_i, S_i, R_{ij}$ are polynomials and defining constraints on the coefficients of these polynomials in a form expressible as a semidefinite program.

Roughly speaking, our approach is to use positive matrices to parameterize a cone of operators with a square root defined on the appropriate inner product. For example, in $L_2$, if $Q > 0$ is a positive matrix, it has a square root and hence if we define $V(z) = \langle z, Qz \rangle$, we have $V(z) = \langle z, Qz \rangle = \langle z, P^T P z \rangle = \langle P z, P z \rangle \geq 0$. Hence $\langle P z \rangle(s) := Qz(s)$ defines a positive operator. For $L_2[X]$, we generalize this approach using more complicated vectors of operators to obtain forms such as $V(z) = \langle Z(z), Q Z(z) \rangle_{L_2}$, as will be discussed in the following sections. Unfortunately, however, positivity in the inner product on $Z_{m,n,K}$ is difficult to enforce directly. The reason, through some abuse of notation, is that unlike the $L_2$ inner product, for an arbitrary matrix $P$, $\langle z, P^T P z \rangle_{Z_{m,n}} \neq \langle P z, P z \rangle_{Z_{m,n,K}}$. This difficulty may be overcome, however, by defining a transformation from $Z_{m,n,K}$ to $\mathbb{R}^m \times L_2^2[-\tau_K,0]$. Hence, our positive operators on elements of $Z_{m,n,K}$ will be a combination of a transformation from $Z_{m,n,K}$ to $\mathbb{R}^m \times L_2^2[-\tau_K,0]$ and a positive quadratic form defined on the space $\mathbb{R}^m \times L_2^2[-\tau_K,0]$. 
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First, consider the operator, $\mathcal{P} : X \to X,$

$$\left( \mathcal{P} \left[ \begin{array}{c} x \\ \phi_i \end{array} \right] \right)(s) = \left[ \begin{array}{c} P x + \sum_{l=1}^{K} \int_{-\tau_l}^{0} Q_l(s) \phi_i(s) ds \\ \tau_K Q_i(s)^T x + \tau_K S_i(s) \phi_i(s) + \sum_{j=1}^{K} \int_{-\tau_j}^{0} R_{ij}(s, \theta) \phi_j(\theta) d\theta \end{array} \right].$$  

Then, for \( \left[ \begin{array}{c} x \\ \phi_i \end{array} \right] \in X, \) if we have that $\phi_i(s) = \phi_j(s) = \phi(s)$ for all $i, j \in [K]$ and $s \in [-\tau_K, 0]$, we have the obvious representation

$$\left\langle \left[ \begin{array}{c} x \\ \phi_i(s) \end{array} \right], \mathcal{P} \left[ \begin{array}{c} x \\ \phi_i(s) \end{array} \right] \right\rangle_{Z_{m,n,K}} = \int_{-\tau_K}^{0} \left[ \begin{array}{c} x \\ \phi(s) \end{array} \right]^T M(s) \left[ \begin{array}{c} x \\ \phi(s) \end{array} \right] ds + \int_{-\tau_K}^{0} \int_{-\tau_K}^{0} \phi(s)^T N(s, \theta) \phi(s) d\theta ds$$

where

$$M(s) = \left\{ \begin{array}{ll} P & s \in [-\tau_i, -\tau_i - 1] \\ \tau_K \sum_{j=1}^{K} Q_j(s)^T & \tau_K \sum_{j=1}^{K} S_j(s) \end{array} \right.$$  

$$N(s, \theta) = \left\{ \begin{array}{ll} \sum_{l=1}^{K} \int_{-\tau_l}^{0} R_{il}(s, \theta) ds & s \in [-\tau_i, -\tau_i - 1], \theta \in [-\tau_j, -\tau_j - 1] \end{array} \right.$$  

Then if we constrain $M$ and $N$ to define a positive operator on $\mathbb{R}^m \times L_2^n[-\tau_K, 0], \mathcal{P}$ will define a positive operator on $Z_{m,n,K}.$

Unfortunately, while $\phi_i(s) = \phi_j(s) = \phi(s)$ holds for solutions of Eqn (1), elements of the dual state $z = \mathcal{P} \phi$ does not necessarily satisfy this property. Indeed, for an arbitrary $\left[ \begin{array}{c} x \\ \phi_i \end{array} \right]^T \in X,$ the restriction $\phi_i(s) = \phi_j(s)$ would place unreasonable additional constraints on the variables $Q_i, S_i, and R_{ij}.$ For this reason, we instead perform a change of variables to obtain

$$\left\langle \left[ \begin{array}{c} x \\ \phi_i(s) \end{array} \right], \mathcal{P} \left[ \begin{array}{c} x \\ \phi_i(s) \end{array} \right] \right\rangle_{Z_{m,n,K}} = \int_{-\tau_K}^{0} \left[ \begin{array}{c} x \\ \phi(s) \end{array} \right]^T M(s) \left[ \begin{array}{c} x \\ \phi(s) \end{array} \right] ds + \int_{-\tau_K}^{0} \int_{-\tau_K}^{0} \dot{\phi}(s)^T N(s, \theta) \dot{\phi}(s) ds d\theta$$

where if define $a_i = \frac{-\tau_i - \tau_{i+1}}{-\tau_i},$ then

$$M(s) = \left\{ \begin{array}{ll} \frac{\tau_K}{a_i} Q_i(s) & s \in [-\tau_i, -\tau_i - 1] \\ \frac{\tau_K}{a_i} S_i(s) \end{array} \right.$$  

$$N(s, \theta) = \left\{ \begin{array}{ll} R_{ij}(s) \frac{\theta + \tau_{i+1}}{a_i} & s \in [-\tau_i, -\tau_i - 1], \theta \in [-\tau_j, -\tau_j - 1] \end{array} \right.$$  

and

$$\dot{\phi}(s) = \left\{ \begin{array}{ll} \phi_i(s) & s \in [-\tau_i, -\tau_i - 1] \end{array} \right.$$
Thus, if $M$ and $N$ define a positive operator on $\mathbb{R}^m \times L^2_2[-\tau_K,0]$, then $\mathcal{P}$ defines a positive operator on $Z_{m,n,K}$. Indeed, it can be shown that positivity of the operator $\mathcal{P}_{\{P,Q_i,S_i,R_{ij}\}}$ on $Z_{m,n,K}$ is equivalent to positivity of the multiplier and integral operator defined by the piecewise-continuous functions $M$ and $N$ on $L^2_2[-\tau_K,0]$ where we assume the $\hat{\phi}_i$ are all independent. To simplify notation, we will denote the transformation between $P,Q_i,S_i,R_{ij}$ and $M,N$ as

$$\{M,N\} := \mathcal{L}_1(P,Q_i,S_i,R_{ij})$$

if $a_i = \frac{\tau_i - \tau_{i-1}}{\tau_i}$ and

$$M(s) = \begin{cases} \frac{P}{a_i} Q_i \left( \frac{s + \tau_{i-1}}{a_i} \right) & s \in [-\tau_i, -\tau_{i-1}] \\
\frac{R_{ij}}{a_i} Q_i \left( \frac{s + \tau_{i-1}}{a_i} \right)^T & s \in [-\tau_i, -\tau_{i-1}] \\
\frac{S_i}{a_i} Q_i \left( \frac{s + \tau_{i-1}}{a_i} \right) & s \in [-\tau_i, -\tau_{i-1}] \end{cases}$$

$N(s,\theta) = \begin{cases} R_{ij} \left( \frac{s + \tau_{i-1}}{a_i}, \theta + \tau_{i-1} \right) & s \in [-\tau_i, -\tau_{i-1}], \theta \in [-\tau_j, -\tau_{j-1}] \end{cases}$ (92)

**Lemma 6:** Let $\{M,N\} := \mathcal{L}_1(P,Q_i,S_i,R_{ij})$ and

$$(\mathcal{P}_{M,N} x)(s) := M(s)x(s) + \int_{-\tau_K}^{0} \begin{bmatrix} 0_n & 0_n \\ 0_n & N(s,\theta) \end{bmatrix} x(\theta)d\theta.$$ (93)

If $\langle x, \mathcal{P}_{M,N} x \rangle_{L^2_{m+n}} \geq \alpha \|x\|^2_{L^2_{m+n}}$ for some $\alpha > 0$ and all $x \in \mathbb{R}^m \times L^2_2[-\tau_K,0]$, then $\langle x, \mathcal{P}_{\{P,Q_i,S_i,R_{ij}\}} x \rangle_{Z_{m,n,K}} \geq \alpha \|x\|^2_{Z_{m,n,K}}$ for all $x \in Z_{m,n,K}$.

**Proof:** The proof follows directly from the observation that $\|x\|^2_{L^2_{m+n}} = \|x\|^2_{Z_{m,n,K}}$. $\blacksquare$

Note that if $Q_i$, $S_i$, and $R_{ij}$ are polynomials with variable coefficients, then the constraint $\{M,N\} = \mathcal{L}_1(P,Q_i,S_i,R_{ij})$ defines a linear equality constraint between the coefficients of $Q_i$, $S_i$, and $R_{ij}$ and the coefficients of the polynomials which define $M$ and $N$. In the following section, we will discuss how to enforce positivity of operators on $\mathbb{R}^m \times L^2_2[-\tau_K,0]$ defined by piecewise-polynomial multipliers and kernels.

**XI. LMI CONDITIONS FOR POSITIVITY OF MULTIPLIER AND INTEGRAL OPERATORS**

In this section, we define LMI-based conditions for positivity of operators of the form

$$(\mathcal{P}_{M,N} x)(s) := M(s)x(s) + \int_{-\tau_K}^{0} N(s,\theta)x(\theta)d\theta.$$ (94)

where $x \in L^2_2[-\tau_K,0]$ and $M$ and $N$ are continuous except possibly on $s, \theta \in \{-\tau_1, \cdots, -\tau_K\}$. In the following, for square-integrable functions $M, N$, we will retain the slightly overloaded notation $\mathcal{P}_{M,N}$ as defined in Equation (94). Note that we initially consider positivity of the operator on $L^2_{m+n}[−\tau_K,0]$ and not the subspace $\mathbb{R}^m \times L^2_2[-\tau_K,0]$.

Our approach to positivity is based on the observation that a positive operator will always have a square root. If we assume that this square root is also of the form of operator (94) with functions $M$ and $N$ piecewise-polynomial of bounded degree, then the results of this section give necessary and sufficient conditions for the positivity of (94). Note that although this assumption is restrictive, it is unclear whether it implies conservatism. For example, while not all positive polynomials are Sum-of-Squares, any positive polynomial can be approximated arbitrarily well in the sup norm on a bounded domain by a polynomial with a polynomial “root”.
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Theorem 7: For any functions \(Y_1 : [-\tau_K, 0] \rightarrow \mathbb{R}^{m_1 \times n}\) and \(Y_2 : [-\tau_K, 0] \times [-\tau_K, 0] \rightarrow \mathbb{R}^{m_2 \times n}\), square integrable on \([-\tau_K, 0]\) with \(g(s) \geq 0\) for \(s \in [-\tau_K, 0]\), suppose that

\[
M(s) = g(s)Y_1(s)^TQ_{11}Y_1(s)
\]

\[
N(s, \theta) = g(s)Y_1(s)Q_{12}Y_2(s, \theta) + g(\theta)Y_2(\theta, s)^TQ_{12}^TQ_{11}Y_1(\theta)
\]

\[
+ \int_{-\tau_K}^0 g(\omega)Y_2(\omega, s)^TQ_{22}Y_2(\omega, \theta) \, d\omega
\]

where \(Q_{1j} \in \mathbb{R}^{m_i \times m_j}\) and

\[
Q = \begin{bmatrix} Q_{11} & Q_{12} \\ Q_{12}^T & Q_{22} \end{bmatrix} \geq 0.
\]

Then for \(\mathcal{P}_{M,N}\) as defined in Equation (94), \(\langle x, \mathcal{P}_{M,N}x \rangle_{L^2} \geq 0\) for all \(x \in L^2([-\tau_K, 0])\).

The proof of Theorem 7 can be found in [15].

Theorem 7 gives a linear parametrization of a cone of positive operators using positive semidefinite matrices. Note that there are few constraints on the functions \(Y_1\) and \(Y_2\). These functions serve as the basis for the multipliers and kernels found in the square root of \(\mathcal{P}_{M,N}\). The class of multipliers and kernels defined by Theorem 7 is thus determined by \(Y_1\) and \(Y_2\).

We now consider certain choices of \(Y_1\) and \(Y_2\) which yield piecewise-polynomials functions \(M\) and \(N\).

A. Piecewise-Polynomials Multipliers and Kernels

To define multipliers and kernels with discontinuities at known points, we divide the region of integration \([-\tau_K, 0]\) into almost disjoint subregions \([-\tau_i, -\tau_{i-1}]\), \(i \in [K]\) on which continuity holds and assume the functions are polynomial on these subregions. To do this, we introduce the indicator functions (not to be confused with the identity matrix)

\[
I_i(t) = \begin{cases} 
1 & t \in [-\tau_i, -\tau_{i-1}] \\
0 & \text{otherwise,} 
\end{cases} \quad i \in [K]
\]

and the vector of indicator functions \(J = \begin{bmatrix} I_1 & \cdots & I_K \end{bmatrix}^T\). We can now define the basis vectors \(Y_1\) and \(Y_2\) which define the positivity conditions in Theorem 7

\[
Y_{1pc}(s) = Y_{1p}(s) \otimes J(s), \quad Y_{2pc}(s, \theta) = Y_{2p}(s, \theta) \otimes J(s) \otimes J(\theta)
\]

where

\[
Y_{1p}(s) = Y_d(s) \otimes I_n, \quad Y_{2p}(s, \theta) = Y_d(s, \theta) \otimes I_n.
\]

and \(Y_d(s)\) is a vector whose elements form a basis for the polynomials in variables \(s\) of degree \(d\) or less. e.g. The vector of monomials. Note for \(s \in \mathbb{R}\), \(Y_d : [-\tau_K, 0] \rightarrow \mathbb{R}^{d+1}\), hence \(Y_{1p} : [-\tau_K, 0] \rightarrow \mathbb{R}^{n(K+1)\times n}\) and \(Y_{1pc} : [-\tau_K, 0] \rightarrow \mathbb{R}^{nK(\ell+1)\times n}\). Similarly, \(Z_d(s, \theta) \in \mathbb{R}^q\) where \(q = (d + 1)(d + 2)/2\), \(Y_{2p}(s, \theta) \in \mathbb{R}^{nq\times n}\), and \(Y_{2pc}(s, \theta) \in \mathbb{R}^{nKq\times n}\).

Theorem 8: If \(Y_1(s) = Y_{1pc}(s)\) and \(Y_2(s, \theta) = Y_{2pc}(s, \theta)\) and \(M\) and \(N\) are defined as in Equations (95) and (96), then \(M\) and \(N\) are piecewise-polynomial matrices \((\mathbb{R}^{n \times n})\) of degree \(2d\) with possible discontinuities at \(s, \theta \in \{-\tau_i\}\). In this case, if \(g_i(s) \geq 0\) for \(s \in [-\tau_i, -\tau_{i-1}]\), the functions \(M\) and \(N\) can be defined piecewise as
if there exist operators $u$, operators, polynomials $\tau$.

However, as in Section X, we instead need to enforce positivity on the subspace $Q_{11}$. The proof of Theorem 8 can be found in [15].

where $Q_{11,i,j} \in \mathbb{R}^{n(d+1) \times n(d+1)}$ is the $i,j$th block of $Q_{11} \in \mathbb{S}^{(d+1)K}$. Likewise,

$N(s, \theta) = \left\{ N_{ij}(s, \theta) \mid s \in [-\tau_i, -\tau_{i-1}] \text{ and } \theta \in [-\tau_j, -\tau_{j-1}] \right\}$

where

$N_{ij} = g_i(s) Y_{1p}(s) Q_{12,i,(i-1)K+j} Y_{1p}(s, \theta)$

and

$\frac{\partial}{\partial \omega} Y_{2p}(\omega, s) = \frac{\partial}{\partial \omega} Q_{12,i,(i-1)K+j} Y_{1p}(\omega, \theta)$

$+ \sum_{l=1}^{K} \frac{\partial}{\partial \omega} Y_{2p}(\omega, s) \frac{T Q_{12,i,(j-1)K+i,j} Y_{1p}(\omega, \theta)}{\partial \omega}$

$\frac{\partial}{\partial \omega} Y_{2p}(\omega, s) = \frac{\partial}{\partial \omega} Q_{22,i,(j-1)K+i,j} Y_{2p}(\omega, \theta) d\omega$

where $Q_{12,i,j} \in \mathbb{R}^{n(d+1) \times nq}$ is the $i,j$th block of $Q_{12} \in \mathbb{R}^{n(d+1)K \times nqK}$ and $Q_{22,i,j} \in \mathbb{R}^{nq \times nq}$ is the $i,j$th block of $Q_{22} \in \mathbb{S}^{nqK}$.

The proof of Theorem 8 can be found in [15].

For the intervals $s \in [-\tau_i, -\tau_{i-1}]$, the choice of $g_i$ is typically either $g_i(s) = 1$ or $g_i = -(s + \tau_i)(s + \tau_{i-1})$. Inclusion of $g \neq 1$ is a variation of the classical Positivstellensatz approach to local positivity, as can be found in, e.g. [20], [21], [22]. To improve accuracy, we typically use a combination of both although we may set $Q_{12}, Q_{21}, Q_{22} = 0$ for the latter to reduce the number of variables. To simplify notation, throughout the remainder of the paper, we will use the notation $\{M, N\} \in \Xi_{d,n,K}$ to denote the LMI constraints on the coefficients of the polynomials $M, N$ implied by the conditions of Theorem 8 using both $g_i(s) = 1$ and $g_i = -(s + \tau_i)(s + \tau_{i-1})$ as

$\Xi_{d,n,K} := \{ \{M, N\} \mid M = M_1 + M_2, N = N_1 + N_2, \text{ where } \{M_1, N_1\} \text{ and } \{M_2, N_2\} \text{ satisfy the conditions of Thm 8 with } g_i = 1 \text{ and } g_i = -(s + \tau_i)(s + \tau_{i-1}), \text{ respectively. } \}$

XII. SPACING FUNCTIONS AND MIXED STATE-SPACE

The result in Theorem 7 as stated is a parametrization of operators which are positive on the space $L^2_\sigma[-\tau_K, 0]$. However, as in Section X, we instead need to enforce positivity on the subspace $\mathbb{R}^m \times L^2_2[-\tau_K, 0] \subset L^{m+n}_2[-\tau_K, 0]$.

To enforce positivity on a subspace $X \subset L^2_2[-\tau_K, 0]$, we turn to so-called “spacing functions” - a concept closely tied to projection operators.

**Theorem 9:** Suppose $X$ is a closed subspace of a Hilbert space $Z$. Then $\langle u, PUu \rangle \geq 0$ for all $u \in X$ if and only if there exist operators $\mathcal{M}$ and $\mathcal{T}$ such that $P = \mathcal{M} + \mathcal{T}$ and $\langle u, \mathcal{M}u \rangle \geq 0$ for all $u \in Z$ and $\langle u, \mathcal{T}u \rangle = 0$ for all $u \in X$.

The proof of Theorem 8 can be found in [15].

This proposition implies that the class of operators which are positive on $X$ is the direct sum of the cone of operators, $\mathcal{M}$ which are positive on $Z$ and the space of operators, $\mathcal{T}$, which are orthogonal to $X$. Taking $Z = L^{n+m}_2$, we already know how to parameterize $\mathcal{M}$. The question, then, is how to parameterize the “spacing” operators $\mathcal{T}$.
A. A Class of Spacing Functions

For both the single-delay and multi-delay case, we enforce positivity on a subspace of the form $\mathbb{R}^m \times L_2^m [-\tau_K, 0] \subset L_2^{m+n} [-\tau_K, 0]$. For this subspace, we define a class of spacing functions as follows.

**Theorem 10**: Suppose that $F$ and $H$ are defined as

$$F(s) = \begin{bmatrix} K(s) + \frac{1}{T_K} \int_{-\tau_K}^0 \int_{-\tau_K}^0 L_{11}(\omega, t) d\omega dt & \int_{-\tau_K}^0 L_{12}(\omega, s) d\omega \\ \int_{-\tau_K}^0 L_{21}(s, \omega) d\omega & 0 \end{bmatrix}$$

$$H(s, \theta) = \begin{bmatrix} L_{11}(s, \theta) & L_{12}(s, \theta) \\ L_{21}(s, \theta) & 0 \end{bmatrix}$$

for some square-integrable functions $K$ and $L_{ij}$ where $K(s) \in \mathbb{R}^{m \times m}$, $L_{11}(s, \theta) \in \mathbb{R}^{m \times m}$, and $L_{12}(s, \theta) \in \mathbb{R}^{m \times n}$ such that $\int_{-\tau_K}^0 K(s) ds = 0$. Then if

$$T z(s) := F(s) z(s) + \int_{-\tau_K}^0 H(s, \theta) z(\theta) d\theta$$

then for any $z \in \mathbb{R}^m \times L_2^n$,

$$\langle z, T z \rangle_{L_2^{m+n}} = 0$$

**Proof**: The proof is straightforward. For $z(s) = \begin{bmatrix} c \\ y(s) \end{bmatrix}^T$ with $c \in \mathbb{R}^m$ and $y \in L_2^n [-\tau_K, 0]$, we have

$$\langle z, T z \rangle_{L_2^{m+n}} = \int_{-\tau_K}^0 \begin{bmatrix} c \\ y(s) \end{bmatrix}^T \begin{bmatrix} K(s) + \frac{1}{T_K} \int_{-\tau_K}^0 \int_{-\tau_K}^0 L_{11}(\omega, t) d\omega dt & \int_{-\tau_K}^0 L_{12}(\omega, s) d\omega \\ \int_{-\tau_K}^0 L_{21}(s, \omega) d\omega & 0 \end{bmatrix} \begin{bmatrix} c \\ y(s) \end{bmatrix} ds$$

$$= \int_{-\tau_K}^0 \begin{bmatrix} c \\ y(s) \end{bmatrix}^T \begin{bmatrix} \frac{1}{T_K} \int_{-\tau_K}^0 K(\omega) d\omega & 0 \\ 0 & 0 \end{bmatrix} \begin{bmatrix} c \\ y(s) \end{bmatrix} ds$$

$$+ \int_{-\tau_K}^0 \int_{-\tau_K}^0 \begin{bmatrix} c \\ y(s) \end{bmatrix}^T \begin{bmatrix} L_{11}(s, \theta) - L_{11}(s, s) & L_{12}(s, \theta) - L_{12}(s, s) \\ L_{21}(s, \theta) - L_{21}(s, s) & 0 \end{bmatrix} \begin{bmatrix} c \\ y(\theta) \end{bmatrix} d\theta ds = 0.$$  \hfill (106)

For simplicity, we use $\{F, H\} \in \Theta_{m,n,K}$ to denote the conditions of Theorem 10 which, if $K$ and $L_{ij}$ are piecewise-polynomial matrices, is a set of linear equality constraints on the coefficients of the polynomials which define $F$ and $J$.

$$\Theta_{m,n,K} := \{F, H\} : F, H \text{ satisfy the conditions of Thm. 10} \}$$

For convenience, given $\{F, H\} \in \Theta_{m,n,K}$, we define the operator $T_{F,H} : L_2^{m,n} \rightarrow L_2^{m,n}$ as

$$(T_{F,H} z)(s) := F(s) z(s) + \int_{-\tau_K}^0 H(s, \theta) z(\theta) d\theta.$$
XIII. SOS CONDITIONS FOR DUAL STABILITY IN THE CASE OF A SINGLE DELAY

We now state an LMI representation of the dual stability condition for a single delay \( (\tau = \tau_K) \).

**Theorem 11:** Suppose there exist \( d \in \mathbb{N} \), constant \( \varepsilon > 0 \), functions \( S \in W_{2}^{n \times n}[-\tau,0], R \in W_{2}^{n \times n}[-\tau,0] \times [-\tau,0], \) \( \{F_1, H_1\} \in \Theta_{n,n,1} \), and \( \{F_2, H_2\} \in \Theta_{2n,n,1} \) where \( R(s,\theta) = R(\theta,s)^T \) and \( S(s) \in \mathbb{S}^n \) such that

\[
\{M, N\} \in \Xi_{d,2n,1}
\]

and

\[
\{-D, -E\} \in \Xi_{d,3n,1}
\]

where

\[
M(s) = \begin{bmatrix}
\tau R(0,0) + \tau S(0) & \tau R(0,s) \\
\tau R(s,0) & \tau S(s)
\end{bmatrix} + F_1(s) - \varepsilon I_{2n}, \tag{107}
\]

\[
N(s,\theta) = \begin{bmatrix}
0_n & 0_n \\
0_n & R(s,\theta)
\end{bmatrix} + H_1(s,\theta), \tag{108}
\]

\[
D(s) := \begin{bmatrix}
D_0 & \tau V(s) \\
\tau V(s)^T & \tau \dot{S}(s) + \varepsilon I_n
\end{bmatrix} + F_2(s), \tag{109}
\]

\[
D_0 := \begin{bmatrix}
S_{11} + S_{11}^T + \varepsilon I_n & S_{12} \\
S_{12}^T & S_{22}
\end{bmatrix}, \quad V(s) = \begin{bmatrix}
S_{13}(s) \\
0
\end{bmatrix}, \tag{110}
\]

\[
S_{11} := \tau A_0(R(0,0) + S(0)) + \tau A_1 R(-\tau,0) + \frac{1}{2} S(0), \tag{111}
\]

\[
S_{12} := \tau A_1 S(-\tau), \quad S_{22} := -S(-\tau), \tag{112}
\]

\[
S_{13}(s) := A_0 R(0, s) + A_1 R(-\tau, s) + \dot{R}(s,0)^T, \tag{113}
\]

\[
E(s,\theta) := \begin{bmatrix}
0_{2n} & 0_{2n,n} \\
0_{n,2n} & G(s,\theta)
\end{bmatrix} + H_2(s,\theta), \tag{114}
\]

\[
G(s,\theta) := \frac{d}{ds} R(s,\theta) + \frac{d}{d\theta} R(s,\theta). \tag{115}
\]

Then the system defined by Equation (1) is exponentially stable.

**Proof:** Consider the operator

\[
\mathcal{P} \begin{bmatrix}
x \\
\phi
\end{bmatrix}(s) := \begin{bmatrix}
\tau (R(0,0) + S(0)) x + \int_{-\tau}^{0} R(0,s) \phi(s) ds \\
\tau R(s,0) \phi(0) + \tau S(s) \phi(s) + \int_{-\tau}^{0} R(s,\theta) \phi(\theta) d\theta
\end{bmatrix}, \tag{116}
\]

Since \( \{F_1, H_1\} \in \Theta_{n,n,1} \), and \( \{M, N\} \in \Xi_{d,2n,1} \), by Lemma 2 and Theorem 3 we have for \( x \in \mathbb{Z}_{n,1} \)

\[
\langle x, \mathcal{P} x \rangle_{L_2^2} - \varepsilon \|x\|^2 = \langle x, (\mathcal{P} + \mathcal{T}_{F_1, H_1}) x \rangle_{L_2^2} - \varepsilon \|x\|^2 = \langle x, \mathcal{P}_{M,N} x \rangle_{L_2^2} \geq 0. \tag{117}
\]

This establishes that \( \langle x, \mathcal{P} x \rangle_{L_2^2} \geq \varepsilon \|x\|^2 \) for all \( x \in X \). Similarly, examine the operator

\[
\mathcal{D} \begin{bmatrix}
x \\
y \\
\phi
\end{bmatrix}(s) := \begin{bmatrix}
D_0 \begin{bmatrix}
x \\
y
\end{bmatrix} + \int_{-\tau}^{0} V(s) \phi(s) ds \\
\tau V(s)^T \begin{bmatrix}
x \\
y
\end{bmatrix} + \tau \dot{S}(s) \phi(s) + \int_{-\tau}^{0} G(s,\theta) \phi(\theta) d\theta
\end{bmatrix}. \tag{118}
\]
Since \( \{F_2, H_2\} \in \Theta_{2n,n,1} \) and \( \{-D, -E\} \in \Xi_{d,3n,1} \), we have for \( x \in Z_{2n,n,1} \)

\[
\left\langle \begin{bmatrix} x \\ \phi(\tau) \\ \phi \end{bmatrix}, D \begin{bmatrix} x \\ \phi(\tau) \\ \phi \end{bmatrix} \right\rangle + \epsilon \left\| x \right\|^2 = \left\langle \begin{bmatrix} x \\ \phi(\tau) \\ \phi \end{bmatrix}, (D + TF_{2,H_2}) \begin{bmatrix} x \\ \phi(\tau) \\ \phi \end{bmatrix} \right\rangle + \epsilon \left\| x \right\|^2
\]

(119)

\[
= \left\langle \begin{bmatrix} x \\ \phi(\tau) \\ \phi \end{bmatrix}, P_{D,E} \begin{bmatrix} x \\ \phi(\tau) \\ \phi \end{bmatrix} \right\rangle \leq 0.
\]

(120)

This likewise establishes that

\[
\left\langle \begin{bmatrix} x \\ \phi(\tau) \\ \phi \end{bmatrix}, D \begin{bmatrix} x \\ \phi(\tau) \\ \phi \end{bmatrix} \right\rangle \leq -\epsilon \left\| x \right\|^2
\]

for all \( x \in X \). By assumption, \( R(s, \theta) = R(\theta, s)^T \) and \( S(s) \in \mathbb{S}^n \) and hence Theorem [3] establishes exponential stability of Equation (1).

\[ \square \]

XIV. SOS Conditions for Dual Stability in the Case of Multiple Delays

Theorem 12: Suppose there exist \( d \in \mathbb{N} \), constant \( \epsilon > 0 \), matrix \( P \in \mathbb{R}^{n \times n} \), functions \( S_i, Q_i \in W_{2}^{n \times n}[-\tau_i, 0] \), \( R_{ij} \in W_{2}^{n \times n}[-\tau_i, 0] \times [-\tau_j, 0] \) for \( i, j \in [K] \), \( \{F_i, H_i\} \in \Theta_{n,n,K} \), and \( \{F_2, H_2\} \in \Theta_{n(K+1),n,K} \) such that

\[
\{M, N\} \in \Xi_{d,2n,K} \quad \text{and} \quad \{-D, -E\} \in \Xi_{d,n(K+1),K},
\]

where

\[
M(s) = M_0(s) + F_1(s) - \epsilon I_{2n} \quad \text{and} \quad N(s, \theta) = \begin{bmatrix} 0_n & 0_n \\ 0_n & N_0(s, \theta) \end{bmatrix} + H_1(s, \theta),
\]

(121)

where

\[
\{M_0, N_0\} := L_1(P - \epsilon I_n, Q_i, S_i - \epsilon I_n, R_{ij})
\]

and

\[
D(s) = D_0(s) + F_2(s), \quad E(s, \theta) = \begin{bmatrix} 0_{n(K+1)} & 0_{n(K+1),n} \\ 0_{n,n(K+1)} & E_0(s, \theta) \end{bmatrix} + H_2(s, \theta),
\]

(122)

where

\[
\{D_0, E_0\} := L_1(D_1, V_i, \dot{S_i} + \epsilon I_n, G_{ij})
\]
Furthermore, suppose

\[ D_1 := \begin{bmatrix} C_0 + C_0^T + \epsilon I_n & C_1 & \cdots & C_k \\ C_1^T & -S_1(-\tau_1) & 0 & 0 \\ \vdots & 0 & \ddots & 0 \\ C_k^T & 0 & 0 & -S_k(-\tau_K) \end{bmatrix}, \]

(123)

and where

\[ C_0 := A_0 P + \tau_K \sum_{i=1}^K (A_i \Phi_i(-\tau_i)^T + \frac{1}{2} S_i(0)) \]

\[ C_i := \tau_K A_i S_i(-\tau_i) \quad i \in [K] \]

\[ V_i(s) := [B_i(s)^T 0 \cdots 0]^T \quad i \in [K] \]

\[ B_i(s) := A_0 \Phi_i(s) + \dot{\Phi}_i(s) + \sum_{j=1}^K R_{ji}(-\tau_j, s) \quad i \in [K] \]

\[ G_{ij}(s, \theta) := \frac{\partial}{\partial s} R_{ij}(s, \theta) + \frac{\partial}{\partial \theta} R_{ij}(s, \theta)^T, \quad i, j \in [K]. \]

Furthermore, suppose

\[ P = \tau_K \Phi_i(0)^T + \tau_K S_i(0) \quad \text{for} \ i \in [K], \]

(126)

\[ S_i(s) = S_i(s)^T, \quad R_{ij}(s, \theta) = R_{ij}(\theta, s)^T \quad \text{for} \ i, j \in [K], \]

(127)

\[ Q_j(s) = R_{ij}(0, s) \quad \text{for} \ i, j \in [K]. \]

(128)

Then the system defined by Equation (1) is exponentially stable.

**Proof:** Consider the operator \( \mathcal{P} := \mathcal{P}(P, Q_i, S_i, R_{ij}) \). Since \( \{F_i, H_i\} \in \Theta_{n,n,1} \), and \( \{M, N\} \in \Xi_{d,2n,1} \), by Lemma 9 and Theorem 8, we have for \( x \in Z_{n,K} \)

\[ \langle x, \mathcal{P} x \rangle_{Z_{n,K}} - \epsilon \|x\|^2 = \langle \dot{x}, (\mathcal{P}_M N - T_{F_i, H_i}) \dot{x} \rangle_{L_{2n}^2} = \langle \dot{x}, \mathcal{P}_M N \dot{x} \rangle_{L_{2n}^2} \geq 0, \]

(129)

where \( \dot{x} \in L_{2n}^2 \). This establishes that \( \langle x, \mathcal{P} x \rangle_{Z_{n,K}} \geq \epsilon \|x\|^2 \) for all \( x \in X \). Similarly, examine the operator

\[ \mathcal{D} = \begin{bmatrix} x \\ \phi_1(-\tau_1) \\ \vdots \\ \phi_k(-\tau_K) \\ \phi_k(-\tau_K) \end{bmatrix} \]

(130)
Since \( \{F_2, H_2\} \in \Theta_{n(K+1),n,K} \) and \( \{-D, -E\} \in \Xi_{d,n(K+2),K} \), we have for \( \begin{bmatrix} x \\ \phi_i \end{bmatrix} \in \mathbb{Z}_{n,K} \),
\[
\left\langle \begin{bmatrix} x \\ \phi_1(-\tau_1) \\ \vdots \\ \phi_k(-\tau_K) \\ \phi_i \end{bmatrix}, D \right\rangle + \epsilon \left\| \begin{bmatrix} x \\ \phi_i \end{bmatrix} \right\|^2 = \langle z, (P_{D,E} - T_{F_2,H_2}) z \rangle_{L^2_{n(K+2)}} \tag{131} \]
\[
= \langle z, P_{D,E} z \rangle_{L^2_{n(K+2)}} \leq 0. \tag{132} \]

This likewise establishes that
\[
\left\langle \begin{bmatrix} x \\ \phi_1(-\tau_1) \\ \vdots \\ \phi_k(-\tau_K) \\ \phi_i \end{bmatrix}, D \right\rangle \leq -\epsilon \left\| \begin{bmatrix} x \\ \phi_i \end{bmatrix} \right\|^2 \]

for all \( \begin{bmatrix} x \\ \phi_i \end{bmatrix} \in X \). By assumption, \( P = \tau_K Q_i(0)^T + \tau_K S_i(0), S_i(s) \in \mathbb{S}^n, Q_j(s) = R_{ij}(0,s) \) and \( R_{ij}(s,\theta) = R_{ij}(\theta,s)^T \). Hence Theorem 5 establishes exponential stability of Equation (1).

\[
\begin{align*}
\text{XV. A MATLAB TOOLBOX IMPLEMENTATION} \\
\text{To assist with the application of these results, we have created a library of functions for verifying the stability conditions described in this paper. These libraries make use of modified versions of the SOSTOOLS} \ [23] \ \text{and MULTIPOLY toolboxes coupled with either SeDuMi} \ [24] \ \text{or Mosek. A complete package can be downloaded from} \ [25]. \ \text{Key examples of functions included are:} \\
1) [M,N]=\text{sosjointpos_mat_ker_ndelay.m} \\
\quad \text{Declarers a positive piecewise-polynomial multiplier, kernel pair which satisfies} \ [M,N] \in \Xi_{d,n,K}. \\
2) \text{sosmateq.m} \\
\quad \text{Declare a matrix-valued equality constraint.} \\
3) [F,H]=\text{sosspacing_mat_ker_ndelay.m} \\
\quad \text{Declare a matrix-valued equality constraint which satisfies} \ \{F,H\} \in \Theta_{n,n,K}. \\
\text{The functions are implemented within the pvar framework of SOSTOOLS and the user must have some familiarity} \\
\text{with this relatively intuitive language to utilize these functions. Note also that the entire toolbox and supporting} \\
\text{modified implementations of SOSTOOLS and MULTIPOLY must be added to the path for these functions to} \\
\text{execute.}
\end{align*}
\]
a) Pseudocode: To illustrate how these conditions can be efficiently coded using the Matlab toolbox, we give a pseudocode implementation of the conditions of Theorem 12.

1) \([M,N]=\text{sosjointpos_mat_ker_ndelay}\)
2) \([F1,H1]=\text{sosspacing_mat_ker_ndelay}\)
3) \([D,E]=L(M+F1, N+H1)\)
4) \([Q,R]=\text{sosjointpos_mat_ker_ndelay}\)
5) \([F2,H2]=\text{sosspacing_mat_ker_ndelay}\)
6) \(\text{sosmateq}(D+F2+Q)\)
7) \(\text{sosmateq}(E+H2+R)\)

Here we use the function \(L\) to represent the map \(\mathcal{L}_1\). An optimized version of the code is contained in solver_ndelay_nd_dual_joint.m.

XVI. NUMERICAL VALIDATION

In this section, we apply the dual stability condition to a battery of numerical examples in order to verify that the proposed stability conditions are not conservative. In each case, the maximum stable value of a specified parameter is given for each degree \(d\). In each case \(d\) is increased until the maximum parameter value is tight to several decimal places. The computation time is also listed in CPU seconds on an Intel i7-5960X 3.0GHz processor. This time corresponds to the interior-point (IPM) iteration in SeDuMi and does not account for preprocessing, postprocessing, or for the time spent on polynomial manipulations formulating the SDP using SOSTOOLS. Such polynomial manipulations can significantly exceed SDP computation time.

b) Example A: First, we consider a simple example which is known to be stable for \(\tau \leq \frac{\pi}{2}\).

\[
\dot{x}(t) = -x(t - \tau)
\]

| \(d\) | 1   | 2   | 3   | 4   | 5   | analytic |
|------|-----|-----|-----|-----|-----|----------|
| \(\tau_{\text{max}}\) | 1.408 | 1.5707 | 1.5707 | 1.5707 | 1.5707 | 1.5707 |
| CPU sec   | .18 | .21 | .25 | .47 | .73 |

c) Example B: Next, we consider a well-studied 2-dimensional, single delay system.

\[
\dot{x}(t) = \begin{bmatrix} 0 & 1 \\ -2 & .1 \end{bmatrix} x(t) + \begin{bmatrix} 0 & 0 \\ 1 & 0 \end{bmatrix} x(t - \tau)
\]

| \(d\) | 1   | 2   | 3   | 4   | limit |
|------|-----|-----|-----|-----|-------|
| \(\tau_{\text{max}}\) | 1.6581 | 1.716 | 1.7178 | 1.7178 | 1.7178 |
| \(\tau_{\text{min}}\) | .10019 | .10018 | .10017 | .10017 | .10017 |
| CPU sec | .25 | .344 | .678 | 1.725 |
d) Example C: We consider a scalar, two-delay system.

\[
\dot{x}(t) = ax(t) + bx(t-1) + cx(t-2)
\]

In this case, we fix \(a = -2\), \(c = -1\) and search for the maximum \(b\), which can be found in, e.g. [26], [27], [28] to be 3.

| \(d\) | 1 | 2 | 3 | 4 | analytic |
|---|---|---|---|---|---|
| \(b_{\text{max}}\) | .7071 | 2.5895 | 2.9981 | 2.9982 | 3 |
| CPU sec | .3 | .976 | 2.77 | 12.96 | |

e) Example D: We consider a 2-dimensional, two-delay system where \(\tau_1 = \frac{\tau_2}{2}\) and search for the maximum stable \(\tau_2\).

\[
\dot{x}(t) = \begin{bmatrix} 0 & 1 \\ -1 & .1 \end{bmatrix} x(t) + \begin{bmatrix} 0 & 0 \\ -1 & 0 \end{bmatrix} x(t - \tau/2) + \begin{bmatrix} 0 & 0 \\ 1 & 0 \end{bmatrix} x(t - \tau)
\]

| \(d\) | 1 | 2 | 3 | 4 | limit |
|---|---|---|---|---|---|
| \(\tau_{\text{max}}\) | 1.33 | 1.371 | 1.3717 | 1.3718 | 1.372 |
| CPU sec | 2.13 | 6.29 | 24.45 | 79.0 | |

XVII. CONCLUSION

In conclusion, we have proposed a new form of dual Lyapunov stability condition which allows convexification of the controller synthesis problem for delayed and other infinite-dimensional systems. This dual principle requires a Lyapunov operator which is positive, invertible, self-adjoint and preserves the structure of the state-space. We have proposed such a class of operators and used them to create stability conditions which can be expressed as positivity and negativity of quadratic Lyapunov functions. These dual stability conditions have a tridiagonal structure which is distinct from standard Lyapunov-Krasovskii forms and may be exploited to increase performance when studying systems with large numbers of delays. The dual stability condition is presented in a format which can be adapted to many existing computational methods for Lyapunov stability analysis. We have applied the Sum-of-Squares approach to enforce positivity of the quadratic forms and tested the stability condition in both the single and multiple-delay cases. Numerical testing on several examples indicates the method is not conservative. The contribution of the present paper is not in the efficiency of the stability test, however, as these are likely less efficient when compared to, e.g., previous SOS results due to the highly structured nature of the operators used. Rather the contribution is in the convexification of the synthesis problem which opens the door for dynamic output-feedback \(H_\infty\) synthesis for infinite-dimensional systems.

APPENDIX A

TABLE OF NOTATION

For convenience, we summarize a selected subset of the notation used in this paper.

Spaces: \(Z_{m,n,K} := \{R^m \times L^2_{[-\tau_1,0]} \times \cdots \times L^2_{[-\tau_K,0]}\}\) with \(Z_{n,K} := Z_{n,n,K}\) and

\[
\begin{bmatrix} y \\ x \\ \psi_1 \end{bmatrix}, \begin{bmatrix} x \\ \phi_1 \end{bmatrix} \in Z_{m,n,K}
\]

\[
\begin{bmatrix} y \\ \psi_1 \end{bmatrix}^T \begin{bmatrix} x \\ \phi_1 \end{bmatrix} = \tau_K y^T x + \sum_{i=1}^K \int_{-\tau_i}^0 \psi_1(s)^T \phi_1(s) ds.
\]
Subsets:

\[ \Xi_{d,n,K} := \{ \{ M, N \} : M = M_1 + M_2, N = N_1 + N_2, \text{ where } \{ M_1, N_1 \} \text{ and } \{ M_2, N_2 \} \text{ satisfy the conditions of Thm. 3} \} \]

\[ \Theta_{m,n,K} := \{ \{ F, H \} : F, H \text{ satisfy the conditions of Thm. 10} \} \]

Operators:

\[
\begin{pmatrix}
P_{\{P,Q,S, R\}} & x \\
\phi_i
\end{pmatrix}(s) := \begin{bmatrix}
P_x + \sum_{i=1}^{K} \int_{-\tau_i}^{0} Q_i(s)\phi_i(s)ds \\
\tau_K Q_i(s)^T x + \tau_K S_i(s)\phi_i(s) + \sum_{j=1}^{K} \int_{-\tau_j}^{0} R_{ij}(s, \theta)\phi_j(\theta)d\theta
\end{bmatrix}.
\]

(133)

\[
(\mathcal{P}_{M,N} x)(s) := M(s)x(s) + \int_{-\tau_K}^{0} N(s, \theta)x(\theta)d\theta.
\]

(134)

Given \( \{ F, H \} \in \Theta_{m,n,K} \), we define the operator \( \mathcal{T}_{F,H} : L_2^{m,n} \rightarrow L_2^{m,n} \) as

\[
(\mathcal{T}_{F,H} z)(s) := F(s)z(s) + \int_{-\tau_K}^{0} H(s, \theta)z(\theta)d\theta.
\]

Linear Transformations: We say

\[ \{ M, N \} := \mathcal{L}(P, Q_i, S_i, R_{ij}) \]

if \( a_i = \frac{s + \tau_i}{\tau_i} \) and

\[
M(s) = \begin{cases}
P \\
\frac{s + \tau_i}{\tau_i} Q_i \left( \frac{s + \tau_i - 1}{a_i} \right)^T \\
\frac{s + \tau_i}{\tau_i} S_i \left( \frac{s + \tau_i - 1}{a_i} \right)
\end{cases} \quad s \in [-\tau_i, -\tau_i - 1]
\]

\[
N(s, \theta) = \begin{cases}
R_{ij} \left( \frac{s + \tau_i - 1}{a_i}, \frac{\theta + \tau_j - 1}{a_j} \right) \\
\frac{s + \tau_i}{\tau_i} \frac{\theta + \tau_j}{\tau_j}
\end{cases} \quad s \in [-\tau_i, -\tau_i - 1], \quad \theta \in [-\tau_j, -\tau_j - 1]
\]

(135)
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