ABSTRACT:

The manipulation of the bands of a multispectral sensor for the simulation of a other band represents an attractive possibility for the handling of the data of remote sensing. This work presents a simulation technique for the MUX/CBERS-3. MUX (Multispectral Camera) is a sino-Brazilian camera that is under development and will be launched on the platform CBERS-3. This study analyzes images generated with worse visual aspect taking in account the attributes of the sensors. Visual and statistics tests were accomplished to confirm the effectiveness of the methodology. The result of this processing is an image containing specific information, extracted and enhanced from the original images. The objective of this study is to propose a generic simulation method of spatial resolution based on the determination of the Modulation Transfer Function (MTF) by Zernike polynomials. The simulated images are important in all applications where is necessary to work with images with different resolutions in order to compare the impact of change in terms of the visual analysis, resolution or performance of procedures for automatic image analysis. This research contributes to feasibility studies for future sensors, which is a very common practice to develop simulation procedures before of the construction of the sensor, where potential errors can be identified. This paper suggests a methodology for simulating band which consists of applying the techniques of filtering and resampling of images for the approximation of the desired spatial resolution.

1. INTRODUCTION

1.1 Image Simulation

Among the digital processing techniques, images simulation presents itself as an important development tool, because it allows making appraisals on simulated images, pointing to what application these images will be more useful or indicating possible defects, besides, of course, to generate images that can serve as a parameter to validate a sensor in development.

Simulation techniques have the objective to produce high fidelity images that are compatible with the data used to generate them, such as spectral curves and MTF, which are not always available. The most efficient way to generate a simulated image is to understand the process of images formation and recreate the environment in which it is reproduced the conditions for image generation. As this is not always possible, the idea is to pursue approximations and simplifications of this process.

The simulation is important in all applications where it is necessary to work with images of different resolutions. Simulated images are very powerful tools for the remote sensing analyst because they may reveal that your understanding is insufficient and that further research and development efforts may be needed to fully understanding the process of images forming of a specific sensor (Schott, 1997). These images help to understand if the problems simplifications are acceptable and may also highlight the importance of a parameter or component that was completely forgotten. On the other hand, a component that has been given special attention may be presented as being, perhaps, of little importance. This research also intends to examine the simulation techniques, indicating which of these techniques is most feasible with the reality of resources and data availability. It is also intended, to contribute in the feasibility studies of future sensors, bearing in mind that the development practice of simulation process before the sensor be constructed, which permits the prediction of possible errors, it is very common.

The study object of this paper is the MUX Camera of CBERS-3 satellite, a partnership between Brazil and China which should be launched by the end of 2012. The technique used here will be the degradation of a better spatial resolution image. The simulated images will be generated from RAPIDEYE images.

In fact, simulating a remote sensing image involves in the understanding of the phenomenon of images generation. Understood the process as a whole, it is possible to assess where this understanding is flawed or simplified and if the model proposed is inadequate or the comprehension of problem is limited. This paper suggests a methodology for simulation of MUX/CBERS-3 Camera’s bands which consists of applying the filtering techniques, restoration and resampling of images for the approximation of the desired spatial resolution and in the inverse application of atmosphere and topography effects to estimate the radiometry.

2. METODOLOGY

The case study presented in this work is the simulation of MUX/CBERS-3 camera’s images from RAPIDEYE images of an area located in the Luis Eduardo Magalhães county in Bahia, Brazil, acquired on 02/09/2009 and 01/10/2009. The CBERS program was created by Brazil and China for the development of Earth remote sensing satellites. The multispectral camera (MUX) is the first Brazilian orbital remote sensing camera. The optical system is being totally developed.
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by the company Opto Eletrônica S.A. and is intended for the earth's remote sensing.
The MUX camera is part of the payload of the Sino-Brazilian satellites CBERS 3&4 (China Brazil EarthResource Satellite).
The optical system was designed for four spectral bands covering the wavelength range from 450 nm to 890 nm. The angular field of view is of 8.8° ± that covers 120 km with a ground resolution of 20 meters at nadir (Dias et al., 2010).
For the simulation, the image to be degraded must have spectral characteristics close to the MUX characteristics. For this purpose the RAPIDEYE sensor was chosen. The spatial component of the RAPIDEYE system consists of a constellation of five identical remote sensing satellites, positioned in synchronous orbit with the Sun, with equal spacing between each satellite. Each of the five RAPIDEYE satellites makes 15 laps a day around the planet and the sensors on board the satellites can collect images of the Earth's surface along a zone of 77 km wide and up to 1500 km long. The Table 1 presents a comparison between the MUX and RAPIDEYE system.

Table 1. Comparison between the MUX and RapidEye systems.

| Spectral Bands | MUX      | RAPIDEYE |
|----------------|----------|----------|
| B05: 0.45 – 0.52µm | 120 km   | 77 km    |
| B06: 0.52 – 0.59µm | 20 m     | 5 m      |
| B07: 0.63 – 0.69µm | 0.44 – 0.51 µm | 0.52 – 0.59 µm |
| B08: 0.77 – 0.89µm | 0.6 – 0.66 µm | 0.71 – 0.85 µm |

A linear filter combined with a decimation method is applied to the high resolution image (RAPIDEYE) to simulate the MUX image. The methodology is presented in Figure 1.

The proposed methodology consists of, first, to simulate the scene from the RAPIDEYE images based on the recovery of the degraded signal by the atmosphere and MTF. The 6S model is used to remove the effects of the atmosphere (Vermotte et al., 1994). Then it is applied a restoration filter (deconvolution) based on the attributes of the sensor to compensate for the effects of MTF. The image restoration attempts to recover images that have been degraded by the limited resolution of the sensor as well as by the presence of noise. The resolution of images obtained by the satellite sensors is degraded by sources such as: optical diffraction, detector size and electronic filtering. Therefore, the effective resolution is, in general, worse than the nominal resolution that corresponds to the detector projection on the ground. Through restoration techniques, it is possible to improve image resolution up to a certain level (Boggione & Fonseca 2003). This filter does not change the radiometry of the images as it can see in Boggione et al., 2010. The values of the restore filter to RAPIDEYE images were calculated from the MTF of the system presented by Beckett et al., 2010. Finally is performed orthorectification of the images eliminating the topography effects. There is, therefore, a simulated scene. For this part of the methodology has the name Recovery Block.
The MTF block has as function to generate the Zernike coefficients from an adjustment of nominal values of MTF determined in laboratory.
The MTF values obtained are shown in Table 2. From these MTF values are found the 8 best coefficients that define a function of blurring more appropriate. These coefficients are determined by Zernike polynomials. The Zernike polynomials represent a widely used method in optics to describe wavefront aberrations. More information about the theory of Fourier's optics, check in Goodman, 1996.

In this work we limited ourselves to the first 9 Zernike coefficients (Z1, Z2,..., Z9) for these polynomials, which is indeed a very general (non restrictive) assumption. In fact, the first polynomial represents a piston value and is meaningless here. Thus, any set of 8 real-valued numbers, typically of the order of ±1 wavelengths, defines a wavefront and hence a PSF or MTF in the most general way used nowadays in the field.
It is important to note the following:
a) We assume perfect linearity in light detection at the pixels. This is a reasonable assumption, but, even if a non-linear response would exist, it could precisely be included in the present modeling with minor changes.
b) From our procedure, we find the PSF or MTF for the ‘image forming process’ only and we characterize it conveniently from a set of 8 Zernike coefficients. But, it is important to note that our characterization may be considered to include the effects of other causes of blurring (as smearing or electronic effects), since the final objective is the ‘best fit’ between our initial scene and the computed one. Only the light detection at the pixels is excluded.
The coefficients found for band 3 (red) in this experiment were:

-0.00115112455958085, 0.000948020102855363,
-0.000517489256507934, -0.000558970278990687,
0.000309353278759795, -0.000607692358748738,
-0.000751838430959676, 0.00107685524951114

The Figure 2 shows the RAPIDEYE image, the blurred image by the filter, the difference between them and the blurring function determined by the Zernike coefficients.

The last procedure of this block is to determine the function of blurring. This function is generated by the Zernike coefficients found. From the function it is obtained the low-pass linear filter correspondent.

Finally, the simulation block is done.

The coefficients found for band 3 (red) in this experiment were:

0.004850, 0.017533, 0.024876, 0.017533, 0.004850,
0.017533, 0.063381, 0.089928, 0.063381, 0.017533,
0.024876, 0.089928, 0.127594, 0.089928, 0.024876,
0.017533, 0.063381, 0.089928, 0.063381, 0.017533,
0.004850, 0.017533, 0.024876, 0.017533, 0.004850

Therefore this filter is applied to the band 3 of RAPIDEYE image in order to degrade the details of image. An adjustment of the filtering was implemented for that could be applied not on the entire image, but at intervals of defined pixel by the ratio between the pixel of the reference image, in the case the 5-meter RAPIDEYE and the pixel of 20-meter MUX. Thus, the mask works for 4 in 4 pixels in rows and columns. So that the simulation could be more close as possible to the original image, a Gaussian random noise is added to the image (Papa et al., 2008).

Finally, the effects of atmosphere are inserted in the image, using an inverse process of the 6S.

3. RESULTS

The case study presented in this paper is the simulation of MUX/CBERS images using RAPIDEYE images in an area of agriculture.

This study analyzes the generated images with worse visual aspect taking into account the attributes of the sensors, such as the Modulation Transfer Function and signal noise relationship beyond the context of generated scene, taking into account the atmosphere and topography. Visual tests and statistics were performed to confirm the efficacy of the methodology.

To highlight the obtained results, the RAPIDEYE image was also submitted to conventional decimation such as Pixel Aggregation and Nearest Neighbor. This procedure aims to change the pixel size to 20 meters using this resampling as supposed simulation.

In the following figures, they are presented the results of (a) simulated scene (result of offsetting of the MTF, atmosphere and topography effects), (b) the simulated image by the proposed method, (c) resampled image by Pixel Aggregation and (d) resampled image by Nearest Neighbor.

The results were evaluated according to criteria of visual analysis, statistical analysis and radiometric profile.

Analyzing the images with an overview it is observed that they possess some differences arising from the decimation effect as can be observed on the target indicated by the arrow in the colored composition (3R5G2B) in Figure 3. The Nearest Neighbor, while preserves the color variation, deforms the elements of the scene. The Pixel Aggregation keeps better the details of the scene, but it changes the relationship among the shades of gray. The simulator proposed in this paper provides a better visual quality than other methods, since it keeps the color relationship and idea of detail in the image.

(a) Simulated Scene. (b) Simulated Image.
(c) Pixel Aggregation. (d) Nearest Neighbor.

Figure 3. Resampling Methods.
Another way to analyze the results is from the statistics of images. The averages values and standard deviation of the original and simulated images are displayed in Table 3. The average parameter indicates how the image is unchanged with respect to the creation of new values in the grayscale image. The standard deviation parameter shows the amount of change of the digital levels variation in the image. It is noticed that the proposed simulator has more satisfactory results since it keeps the average close to the original image and by comparison with other methods, has a greater value of standard deviation, which shows that the resampler causes less effect in the simulator. It is important to mention that, in fact, the standard deviation values should be smaller than the original image, since the simulated image has less detail and therefore less variance.

| Images      | Mean | St.Dev. |
|-------------|------|---------|
| RAPID EYE   | 116  | 81      |
| Simulated   | 116  | 78      |
| PA          | 126  | 64      |
| NN          | 125  | 64      |

Another way to evaluate the results is from the radiometric profile. The radiometric profile was performed by selecting a random row of the original image and its correspondents in the resampled images and simulated to a radiometric behavior analysis of the same.

Figure 6 shows the result in the Infra-Red Band. As shown previously, this experiment only with this band corroborates with the results already found, indicating the preservation of the elements of scene by the proposed simulator.
It is noticed the biggest variation in the Simulated Image by the proposed simulator, relative to only resampled images, corroborating with the values obtained in the statistical analysis. To validate the methodology, another experiment was done by simulating LANDSAT images from RAPIDEYE images of 01/10/2009. At the end, it was compared the simulated images with LANDSAT5/TM images acquired on 29/09/2009. Thus, it is possible to compare the obtained result with a real data. The Figure 8 shows the colored composition (3R2G1B) of RAPIDEYE image, the simulated image and the real LANDSAT image.

Again it is noticed the similarity between the simulated and LANDSAT images as much spatially as radiometrically. The Figure 10 shows the radiometric profile of the same line of the experiment images.

The Table 4 presents the average values and standard deviation of the images.
Table 4. Average Values and Standard Deviation for the presented images.

| Images      | Mean | St.Dev. |
|-------------|------|---------|
| Band 3 Red  |      |         |
| RAPIDEYE    | 82   | 17.4    |
| Simulated   | 84   | 12.3    |
| LANDSAT5/TM | 85   | 11.5    |

The Figure 11 shows a colored composition (3R5G2B) simulated of the study region. This is the look of a MUX/CBERS-3 image, using as reference a RAPIDEYE image.

4. CONCLUSIONS

This paper presented a simulation image methodology based in the determination of the Modulation Transfer Function by Zernike polynomials and in the redress the effects of atmosphere, topography and blurring of the electronic of system. An extensive research, tests and evaluations of RAPIDEYE and CBERS-3 systems were performed. The proposed simulation method showed better results than the traditional resamplers, as the pixels aggregation and nearest neighbor. LANDSAT images were simulated and compared with real images to validate the methodology. Initial tests has shown the efficiency of the new method. More robust tests should be done to actually prove the better performance of the proposed simulator.
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