Variational algorithms for linear algebra
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Quantum algorithms have been developed for efficiently solving linear algebra tasks. However, they generally require deep circuits and hence universal fault-tolerant quantum computers. In this work, we propose variational algorithms for linear algebra tasks that are compatible with noisy intermediate-scale quantum devices. We show that the solutions of linear systems of equations and matrix-vector multiplications can be translated as the ground states of the constructed Hamiltonians. Based on the variational quantum algorithms, we introduce Hamiltonian morphing together with an adaptive ansatz for efficiently finding the ground state, and show the solution verification. Our algorithms are especially suitable for linear algebra problems with sparse matrices, and have wide applications in machine learning and optimisation problems. The algorithm for matrix multiplications can also be used for Hamiltonian simulation and open system simulation. We evaluate the cost and effectiveness of our algorithm through numerical simulations for solving linear systems of equations. We implement the algorithm on the IBM quantum cloud device with a high solution fidelity of 99.95%.

I. INTRODUCTION

Quantum computing has wide applications in various linear algebra tasks. A prominent example is the quantum algorithm for solving linear systems of equations by Harrow, Hassidim, and Lloyd (HHL) in Ref. [1]. Given an N by N sparse matrix M and a state vector |v₀⟩, the HHL quantum algorithm can prepare a state that is proportional to |vₓ⟩ = M⁻¹ |v₀⟩, with a complexity polynomial in log₂ N and condition number κ, which is the ratio of the largest eigenvalue to the smallest eigenvalue of a given matrix. As classical algorithms generally have polynomial complexity in N, the HHL algorithm suggests exponential speed-ups of quantum computers. Recent developments of quantum algorithms for linear systems of equations can be found in Refs. [2–8]. Another common linear algebra task is matrix-vector multiplication by applying a sparse matrix M to a vector |v₀⟩ as |vₓ⟩ = M |v₀⟩. The quantum algorithms for linear equations can be similarly applied for matrix-vector multiplications. Furthermore, they can be applied for quantum optimisation and machine learning [9–11].

The conventional quantum algorithms generally require a long-depth circuit for a fault tolerant quantum computer. This is challenging for current technology. Recently, there has been great interest in quantum computing in the noisy intermediate-scale quantum (NISQ) regime, for finding energy spectra of a many-body Hamiltonian [12–25], simulating real and imaginary time dynamics of many-body systems [26–28], applications with machine learning [31–38], circuit learning [39–43], and others [44, 45]. These algorithms are generally hybrid in a sense that they only solve the core problem with a shallow quantum circuit and leave the higher level calculation to be performed with a classical computer. Furthermore, even without error correction, noise in the shallow circuit implementation can be suppressed via error mitigation [26, 46–54], indicating the feasibility of quantum computing with NISQ hardware.

In this work, we propose variational algorithms for linear algebra problems, including linear systems of equations and matrix-vector multiplications, implemented with NISQ hardware. The main idea is to construct a many-body Hamiltonian so that its ground state corresponds to the solution of the linear algebra problem. Then we apply the recently proposed variational methods, such as variational quantum eigensolver (VQE) [12, 55], imaginary time evolution (ITE) [27, 28] and adaptive variational methods [56, 57], to find the ground state and hence the solution. We also introduce Hamiltonian morphing with an adaptive ansatz to address the barren plateau problem [58].

The soundness of our proposed algorithm is evaluated via numerical simulations for solving linear systems of equations with random matrices that have sizes up to 64*64. We discover a polynomial scaling of the circuit depth and computation time with increasing matrix size and condition number. Finally we present an experiment implementing our algorithm on the IBM Q device. Considering a 2-dimensional linear system, we show a...
final state with 99.95% fidelity with respect to the target state. This simple example is encouraging for the prospects of our algorithm as an option for solving linear algebra problems when the quantum devices with larger size and better statistics become available.

II. VARIATIONAL ALGORITHMS FOR LINEAR ALGEBRA

We first introduce our variational algorithms for matrix-vector multiplication. Given a sparse $N$ by $N$ matrix $M$ and an initial state vector $|v_0\rangle$, our task is to calculate the normalised state

$$|v_M\rangle = \frac{M|v_0\rangle}{\|M|v_0\rangle\|},$$

with $\|M|v_0\rangle\| = \langle v_0 | M^\dagger M | v_0 \rangle$ and $M|v_0\rangle \neq 0$. Here, we consider the case that $M$ can be a general (non-Hermitian) matrix. We find that $|v_M\rangle$ is the ground state of the Hamiltonian

$$H_M = I - \frac{M|v_0\rangle \langle v_0 | M^\dagger}{\|M|v_0\rangle\|^2},$$

with energy 0. Using universal quantum computers, one may apply the conventional techniques [59, 60], such as adiabatic state preparation and phase estimation to find the ground state of $H_M$. With NISQ devices, we can instead consider the variational method with a parameterised state. The main idea is to first consider a state or ansatz, $|\phi(\tilde{\theta})\rangle = U(\tilde{\theta}) |0\rangle$, with $U(\tilde{\theta}) = U_L(\theta_L) \ldots U_2(\theta_2)U_1(\theta_1)$, $\tilde{\theta} = (\theta_1, \theta_2, \ldots, \theta_L)$. Suppose the ground state of $H_M$ can be represented by the ansatz with certain parameters, the ground state finding problem is then converted to the minimisation problem,

$$\tilde{\theta}_{\text{min}} = \arg\min_{\theta} \langle \phi(\tilde{\theta}) | H_M | \phi(\tilde{\theta}) \rangle,$$

with the solution given by $|v_M\rangle = |\phi(\tilde{\theta}_{\text{min}})\rangle$. We show how to measure the expectation value $\langle \phi(\tilde{\theta}) | H_M | \phi(\tilde{\theta}) \rangle$ in the next section and note that the solution given by the variational algorithms satisfies $\langle \phi(\tilde{\theta}) | H_M | \phi(\tilde{\theta}) \rangle \geq 0$ (See Appendix A). The minimisation can be accomplished with various methods, such as gradient based classical optimisation VQE [12], global search algorithms [23], adaptive variational algorithms [56, 57], ITE [27, 28], etc. In the main text, we focus on the VQE method and leave the discussion of other methods in Appendix B. With VQE via gradient descent [12], we start with a guess of the solution $\tilde{\theta}_0$, and update the parameters along the negative gradient of the energy $E_M(\tilde{\theta}) = \langle \phi(\tilde{\theta}) | H_M | \phi(\tilde{\theta}) \rangle$,

$$\tilde{\theta}_{i+1} = \tilde{\theta}_i - a \nabla E_M(\tilde{\theta}_i), \forall i = 0, 1, \ldots, T$$

where $a$ is the time step, and $T$ is the total number of steps. We show how to measure the gradient $\nabla E_M(\tilde{\theta}_i)$ in the next section.

Next, we consider the problem of solving linear equations. Given a sparse $N$ by $N$ matrix $M$ and an initial state vector $|v_0\rangle$, we want to calculate

$$|v_{M-1}\rangle = \frac{M^{-1}|v_0\rangle}{\|M^{-1}|v_0\rangle\|},$$

where the state is normalised by $\|M^{-1}|v_0\rangle\| = \sqrt{\langle v_0 | (M^{-1})^\dagger M^{-1} | v_0 \rangle}$, $M^{-1}|v_0\rangle \neq 0$. When the matrix $M$ is not Hermitian, it can always be converted into an equivalent problem with a Hermitian matrix by adding one ancillary qubit [1]. We therefore focus on the case where $M$ is Hermitian and invertible. The solution $|v_{M-1}\rangle$ is the ground state of the Hamiltonian

$$H_{M-1} = M^\dagger (I - |v_0\rangle \langle v_0 |) M$$

with energy 0 (See Appendix A). Again, one can apply adiabatic algorithms to find the ground state with a universal quantum computer [8]. Here, we focus on the variational algorithm and consider the following optimisation problem

$$\tilde{\theta}_{\text{min}} = \arg\min_{\tilde{\theta}} \langle \phi(\tilde{\theta}) | H_{M-1} | \phi(\tilde{\theta}) \rangle,$$

with $|v_{M-1}\rangle = |\phi(\tilde{\theta}_{\text{min}})\rangle$. With VQE, we start with a guess $\tilde{\theta}_0$ and update the parameters by

$$\tilde{\theta}_{i+1} = \tilde{\theta}_i - a \nabla E_{M-1}(\tilde{\theta}_i), \forall i = 0, 1, \ldots, T$$

with energy $E_{M-1}(\tilde{\theta}) = \langle \phi(\tilde{\theta}) | H_{M-1} | \phi(\tilde{\theta}) \rangle$, time step $a$, and total number of steps $T$.

As the energy $E_{M}$ or $E_{M-1}$ monotonically decreases with sufficiently small $a$, the solution via VQE always at least corresponds to a local minimum. Starting from several random initial positions, one may find the true solution, i.e., the global minimum, whereas there is no guarantee that the true minimum can be reached, especially with a short circuit ansatz. In conventional VQE, it is generally hard to verify whether the true ground state is achieved, owing to unknown ground state or ground state energy. While for the tasks considered in this work, we can verify the correctness of the final state found, as discussed in the section IV.

III. IMPLEMENTATION WITH QUANTUM CIRCUITS

In this section, we discuss the implementation of our algorithms with quantum circuits. To realise the VQE optimisation, we need to obtain $\nabla E_{M-1}$ or $\nabla E_{M}$, which can be estimated either with the finite difference formulae or quantum gradient finding methods recently considered in Refs. [26, 61, 62]. Here, we only focus on $\nabla E_{M}$ in the main text and leave the discussion on the implementation of $\nabla E_{M-1}$ in Appendix D.
With the finite difference formula, each component \( \partial E_M / \partial \theta_i \) of the gradient \( \nabla E_M = (\partial E_M / \partial \theta_i) \) around \( \tilde{\theta} \) can be calculated as

\[
\frac{\partial E_M}{\partial \theta_i} \approx \frac{E_M(\tilde{\theta} + \delta \theta_i) - E_M(\tilde{\theta} - \delta \theta_i)}{2 \delta \theta_i},
\]

with \( \delta \theta_i \ll 1 \). Note that the energy is given by \( E_M(\tilde{\theta}) = 1 - |\langle \phi(\tilde{\theta}) | M | v_0 \rangle|^2 \) with an arbitrary angle \( \tilde{\theta} \) (Here we take normalised \( M | v_0 \rangle \) such as \( \|M | v_0 \rangle\| = 1 \). Suppose \( M \) can be decomposed as \( M = \sum_j \lambda_j \sigma_j \) with unitary operators \( \sigma_j \), we can then obtain \( E_M(\tilde{\theta}) \) as

\[
E_M(\tilde{\theta}) = 1 - |\sum_i \lambda_i \langle \phi(\tilde{\theta}) | \sigma_i | v_0 \rangle|^2. \tag{10}
\]

For each term, we denote \( \langle \phi(\tilde{\theta}) | \sigma_i | v_0 \rangle = \langle 0 | U(0) | 0 \rangle \) with \( U = U(\tilde{\theta}) | \sigma_j \rangle U_{y_0} \) and \( |v_0\rangle = U_{y_0} |0\rangle \). The real and imaginary part of \( \langle 0 | U(0) | 0 \rangle \) can be evaluated with the Hadamard test or swap test quantum circuits. An alternative method is to construct a linear combination of operators to represent \( M | v_0 \rangle | v_0 \rangle M^\dagger \) and then we can obtain \( E_M \) by measuring the corresponding operators \([42, 63]\). We can evaluate \( E_{M-1}(\tilde{\theta}) \) in a similar way.

We next discuss the resource estimation for measuring general matrices. Suppose \( M \) consists of a polynomial number (with respect to the number of qubits) of tensor products of local operators \( \sigma_j \), we can then measure each term and efficiently calculate \( E_M(\tilde{\theta}) \). Meanwhile, even if \( M = \sum_j \lambda_j \sigma_j \) has exponential number of terms with respect to the number of qubits, the algorithm is still efficient if we can efficiently sample the probability distribution \( |\lambda_i|/\sum_i |\lambda_i| \) with a polynomial dependence of \( \sum_i |\lambda_i| \) on the number of qubits. This includes cases where the coefficients have analytical expressions, which enables efficient sampling, or the matrix is an oracle-based sparse matrix. We note that the sample complexity is related to \( C = \sum_j |\lambda_j| \). According to Hoeffding’s inequality, we need \( O(\log(\delta^{-1})C^2/\varepsilon^2) \) samples to measure \( \langle \phi | M | \psi \rangle \) to an accuracy \( \varepsilon \in (0, 1) \) with failure probability \( \delta \). Specifically, \( C \) increases polynomially with respect to the system size. When \( M \) is a sparse matrix with only a polynomial number of non-zeros terms of the matrix elements \( \{\langle x(i), y(i), M_{x(i), y(i)} \} \) where the \( i \) represents the index of non-zeros terms and \( M_{x(i), y(i)} \) represents the matrix element at \( (x(i), y(i)) \). Suppose \( M \) is an \( N \times N \) matrix with \( n = [\log_2 N] \) and a binary representation of \( x(i) \) and \( y(i) \). We can represent \( M \) as \( M = \sum_i M_{x(i), y(i)} |x(i)\rangle \langle y(i)| \), which can be expanded as a linear combination of unitary operators. Therefore we can use the quantum circuits in Appendix C to calculate \( E_M(\tilde{\theta}) \). We can also measure the matrices by sampling according to \( q(i) = M_{x(i), y(i)} / \sum_i M_{x(i), y(i)} \), which leads to a polynomial resource cost \( C = \sum_i |\lambda_i| = \sum_i M_{x(i), y(i)} \) for measurements. The cost is small when our assumption holds. We refer to Appendix C for more details.

With the quantum gradient finding method, we first express the gradient as

\[
\frac{\partial E_M}{\partial \theta_i} = -2\Re \left( \frac{\partial \langle \phi(\tilde{\theta}) | M | v_0 \rangle \langle v_0 | M^\dagger | \phi(\tilde{\theta}) \rangle}{\partial \theta_i} \right). \tag{11}
\]

The term \( \langle v_0 | M^\dagger | \phi(\tilde{\theta}) \rangle \) can be efficiently measured with the aforementioned method. To measure \( \frac{\partial \langle \phi(\tilde{\theta}) | M | v_0 \rangle}{\partial \theta_i} \), we have to first decompose the derivative of the state as

\[
\frac{\partial |\phi(\tilde{\theta})\rangle}{\partial \theta_i} = \sum_s f_s |\phi_s(\tilde{\theta})\rangle. \tag{12}
\]

Here \( |\phi_s(\tilde{\theta})\rangle = U_L(\theta_L) \ldots \sigma_i^* U_y(\theta_y) \ldots U_1(\theta_1) |0\rangle \), as the derivative of the unitary is decomposed as \( \frac{\partial U_i(\theta_i)}{\partial \theta_i} = \sum_s f_s^i \sigma^* U_y(\theta_i) \) with tensor products of local operators \( \sigma_i^* \) and coefficients \( f_s^i \). Then we have \( \frac{\partial |\phi(\tilde{\theta})\rangle}{\partial \theta_i} = \sum_s f_s^i |\phi_s(\tilde{\theta})\rangle | M | v_0 \rangle \) where each term can be efficiently measured with a quantum circuit. We refer to Appendix D for the implementation of \( \nabla E_{M-1} \).

**IV. SOLUTION VERIFICATION**

After finding the solution, it is also practically important to verify whether it is the correct one. This is in general impossible for conventional VQE as neither the ground state nor the ground state energy is known. However, we can verify the solution of the linear algebra problems as the exact solution should always have zero energy. We first consider the matrix-vector multiplication problem. With a solution \( |\phi(\tilde{\theta}_{\text{min}})\rangle \), we can estimate \( |\langle \phi(\tilde{\theta}_{\text{min}}) | v_M \rangle|^2 \) via

\[
|\langle \phi(\tilde{\theta}_{\text{min}}) | v_M \rangle|^2 = 1 - E_M(\tilde{\theta}_{\text{min}}). \tag{13}
\]

Therefore, we can also have the fidelity of \( |\phi(\tilde{\theta}_{\text{min}})\rangle \) to the exact solution \( |v\rangle \) from the energy \( E_M(\tilde{\theta}_{\text{min}}) \) and the solution can be verified as correct whenever \( |\langle \phi(\tilde{\theta}_{\text{min}}) | v \rangle|^2 \) is close to 1.

For the linear equation, the fidelity \( |\langle \phi(\tilde{\theta}_{\text{min}}) | v_{M-1} \rangle|^2 \) cannot be determined as \( |\langle \phi(\tilde{\theta}_{\text{min}}) | M^{-1} | v_0 \rangle|^2 \) or \( |\langle v_0 | M^{-1} | v_{M-1} \rangle|^2 \) can be measured directly. Nevertheless, we show that the fidelity is lower bounded by

\[
|\langle \phi(\tilde{\theta}_{\text{min}}) | v_{M-1} \rangle|^2 \geq 1 - \kappa^2 E_{M-1}(\tilde{\theta}_{\text{min}}) \tag{14}
\]

with respect to the condition number \( \kappa \) and the energy of the Hamiltonian. A similar argument was firstly proposed in Ref. [64]. The quantum state \( |\phi(\tilde{\theta}_{\text{min}})\rangle \) is close to the true solution when the energy is close to 0, which provides a criteria for the solution verification. We refer to Appendix A for details. An alternative method to verify the solution is by checking whether \( |v_0 \rangle \propto M |\phi(\tilde{\theta}_{\text{min}})\rangle \) is satisfied. We can measure \( |\langle v_0 | M |\phi(\tilde{\theta}_{\text{min}})\rangle|^2 / |\langle \phi(\tilde{\theta}_{\text{min}}) | M^\dagger M |\phi(\tilde{\theta}_{\text{min}})\rangle| \) and the solution is verified as correct when the value is close to 1. This can be an alternative cost function for VQE.
V. OPTIMISATION VIA HAMILTONIAN MORPHING

The VQE method tries to find the global minimum of a large multi-parameter space. For each trial, one starts from a randomly initialised parameter set and obtains a local minimum after several optimisation steps. One can then verify whether the solution is correct by measuring the energy and restart from another random parameter set until the energy is close to 0. This may need to be repeated many times until a satisfactory solution can be found. There are several potential issues that can affect the practical performance. First, as the parameter space is large, it may require a large number of repetitions starting from different initial random parameters. This is a common issue in optimisation and machine learning, where a combination of different algorithms may help to speed up the search time. A more serious problem is that the gradient may vanish for randomly initialised parameters in some random quantum circuits of large systems [58]. In quantum computational chemistry, physically motivated ansatz and a good guess of initial parameters are considered to avoid vanishing gradient, see Refs. [65, 66] for recent reviews. However, this is not straightforward for the linear algebra tasks.

Here we propose a Hamiltonian morphing optimisation method to avoid these problems. Similar methods have been introduced in Refs. [67, 68] for variational quantum simulation. The morphing method is an analog to adiabatic state preparation, where one slowly varies the Hamiltonian from $H_i$ to $H_f$, as to gradually evolve the corresponding ground state from $|\psi_i\rangle$ to $|\psi_f\rangle$. For our morphing method, we consider the linear equation problem as an example and it works similarly for the matrix-multiplication problem. Denote a time-dependent Hamiltonian $H_{M^{-1}}(t) = M(t)^\dagger(I - |v_0\rangle\langle v_0|)M(t)$ with $M(t)$ satisfying $M(t = 0) = I$ and $M(t = T) = M$ respectively. Our algorithm starts from the ground state $|v_0\rangle$, and reaches the ground state of the target Hamiltonian $H_{M^{-1}}(T)$ as follows. Consider discretised time step $\delta t$ and $M(t) = (1 - t/T)I + t/T \cdot M$.

1. At the $n = 0$ step with time $t = 0$, we denote the parameters that represent $|v_0\rangle$ as $\vec{\theta}(0)$, i.e., $|v_0\rangle = |\phi(\vec{\theta}(0))\rangle$.

2. At the $n^{th}$ step, we use parameters $\vec{\theta}((n - 1)\delta t)$ found in the last step for $H_{M^{-1}}((n - 1)\delta t)$ as the initial position to find parameters $\vec{\theta}(n\delta t)$ that correspond to the ground state of $H_{M^{-1}}(n\delta t)$.

For any positive matrix $M$, when we use a sufficiently small $\delta t$ and a powerful enough ansatz, our method is guaranteed to find the exact solution according to the adiabatic theorem [69] and it has exponentially speed-up over classical ones [1]. For a general $M$, one can introduce an extra qubit so that the energy gap $H_{M^{-1}}(t)$ is non-vanishing. We refer to Ref. [8] for details. In practice, the initially specified ansatz may not be powerful enough to represent the states at all time $t$. Fortunately, when the ansatz is insufficient at any time $t$, one can detect it by measuring a high averaged energy. Then one can either simply choose a more powerful ansatz or adaptively vary the ansatz by changing its structure and adding more gates [41].

VI. NUMERICAL SIMULATION

We numerically test the variational algorithm for solving linear systems of equations. The simulation is based on the Quantum Exact Simulation Toolkit (QuEST) package [70], which is a high performance classical simulator of general quantum circuits. In our simulation, we consider $2^n$ by $2^n$ positive complex Hermitian matrices $M$ with $n$ qubits. Note that even though the matrix size is assumed to be an exponential of 2, an $m$ by $m$ matrix with $2^{n-1} < m \leq 2^n$ can be also handled with an $n$-qubit circuit. As this work aims to verify the functioning of the algorithm, we consider a general linear algebra task where the matrix is randomly generated with a given condition number $\kappa$ and the input state is also randomly generated. Here, we use no prior information of the ma-
matrix, and thus we consider the ansatz as shown in Fig. 1, where each green blocks $V_j$ has a fixed structure. We also vary the number of blocks, called the circuit depth $m$, to endow the ansatz with different powers.

We also implement the optimisation based on Hamiltonian morphing with an adaptive ansatz. We divide the total time $T$ into 10 intervals with an equal duration, where $T$ ranges from 20 to 100 depending on the matrix size. At $t = 0$, we set $H_{M^{-1}} = I - |v_0\rangle\langle v_0|$ with the ground state being the input state $|v_0\rangle$ and start with all single-qubit gates parameterised with a small random rotation angle. In the $i$th variational cycle, the gradient descent method is used to search for the ground state energy of a time-dependent Hamiltonian $H_{M^{-1}}(t) = M(t)(I - |v_0\rangle\langle v_0|)M(t)$ with Hermitian matrix $M(t) = (1 - i/10)I + i/10 \cdot M$, and a step size $\delta t = 0.1$. We choose initial parameters to be the ones obtained from the previous cycle. A small circuit depth $m$ is tried at the beginning and is increased gradually until the fidelity of the qubit state to the target state is higher than 99%, which is regarded as a success.

We study the complexity of our algorithm with respect to the matrix size and the condition number of the matrix. In matrix inversion problems, the condition number is an important measure that quantifies the sensitivity of the solution to perturbations of the input data. The solution is less stable with a larger condition number. In this experiment, we define success when the fidelity of the final state is over 99%. From Eq. (14), we need to achieve a small energy $E_{M^{-1}}$ to guarantee a high state fidelity for a large condition number $\kappa$. We first fix the matrix size to be $2^6 \times 2^6$ with 6 qubits and consider random matrices with different condition numbers. For different condition numbers from 10 to 100, we test our algorithm with different circuit depth. For each case, we run 4940 random trials to calculate the averaged success probability with results shown in Fig. 2. Not surprisingly, we found that a larger circuit depth ansatz generally leads to a higher success probability. We also obtain the minimum depth required to guarantee the success of finding $|v_{M^{-1}}\rangle$, shown in the figure inset. We find that the minimal depth varies linearly with the condition number in the experiments. In practice, we can design the circuit ansatz to increase the representation capability.

Next, we vary the size $2^n \times 2^n$ of the matrix $M$, by changing the number of data qubits $n$ in the circuit ansatz. For an $n$-qubit system, the condition number is adopted as $\kappa = 10^n$. As shown in Fig. 3, the circuit depth leading to a non-zero success probability also increases with respect to the number of qubits. The inserted plot shows the minimum circuit depth for achieving a 100% success probability. Overall, we find a super-linear increase of the circuit depth with respect to the number of qubits. Applied with the minimum circuit depth for 100% success probability, we now plot the computation time to find the solution in Fig. 4. The log-log scale data points show a roughly linear relation, which is fitted as the yellow dashed curve with the relation $y = 0.0024x^{3.1}$, where $y$ is the computation time, and $x$ is the matrix size.
FIG. 4. Time consumed to find the solution with increasing matrix size. For a matrix with size $2^n \times 2^n$, the condition number is $\kappa = 10^n$. For a given matrix size, the circuit depth applied is such that the solution is found with 100% probability (i.e. shown in the inserted graph in Fig. 3). The blue dots show the computation time to find the target state. A linear fitted curve (dashed yellow) is also plotted for reference.

In a more practical scenario, we can assume that we have a sparse decomposition of the matrix or sparse matrices as in Ref. [1], and the input state is simple to prepare or it is obtained from a previous calculation. Meanwhile, a better ansatz whose design is informed by the matrix can be designed. For example, we can try different ansätze, such as the Hamiltonian ansatz, defined based on the Pauli decomposition of the matrix. We also note that the chosen ansatz is not optimal for the problem, and a much more compact one can be obtained from circuit compiling [41] as shown in the Appendix E. As our algorithm has the capability of verifying the solution, it also enables us to dynamically varying the ansatz until the solution is found. In our simulation, we dynamically increase the circuit depth and we expect more profound circuit morphing techniques could be designed and exploited. As this work only aims to verify the basic function and effectiveness of the algorithm for general linear algebra tasks, we leave the simulation of the restricted and practical cases to a future work.

FIG. 5. Energy (upper panel) and state fidelity (lower panel) change with increasing steps. In the upper panel, the green curve shows the measured energy from the IBM quantum processor, while if we put the rotation angle found in each step into a perfect circuit to prepare the trial state, the energy change is depicted by the blue data points. The purple curve refers to the simulation result with perfect circuit implemented in Qiskit. For comparison, the exact energy evolution is plotted as the red dashed curve. In the lower panel, the fidelity of the trial state prepared with the rotation angle discovered (the same set of parameters used to plot the blue curve in the upper panel) is shown as the grey curve. The exact evolution is also shown as a reference.

VII. IMPLEMENTATION ON THE IBM QUANTUM MACHINE

We implement our variational algorithm using the IBM Q Experience. The processor employed to conduct the experiment is ‘ibmq-ourense’, which has five qubits with $T_2$ time ranging from $20 \sim 100\mu s$, single-qubit gate error $3.5(\pm 0.5) \times 10^{-4}$, CNOT gate error $8.2 \times 10^{-5}$ and readout error $2.2 \times 10^{-2}$. The circuit is implemented through Qiskit [71], a python-based software development kit for working with OpenQASM and the IBM Q processors.

We consider a simple example of solving linear equations with the variational algorithm. The matrix considered is $M = \begin{bmatrix} 1.5 & -0.5 \\ 0.5 & 1.5 \end{bmatrix} = 1.5I - 0.5iY$, the initial state is $|v_0\rangle = |0\rangle$ and we aim to find $|v_{M^{-1}}\rangle = M^{-1}|v_0\rangle$. The trial state $v_n$ can be prepared with a single-qubit rotation applied on a data qubit. Starting from a small number around zero (0.08 as the case we present here), the rota-
The rotation angle is updated through \( \theta_{t+1} = \theta_t - \nabla E_{M-1}(\theta_t) \), where the circuits used to determine \( \nabla E_{M-1} \) can be found in Appendix D. To keep track of the energy change, the energy in each step is obtained directly by measuring \( \langle v_m(\theta_t)|E_{M-1}|v_m(\theta_t)\rangle \) (method shown in Appendix F).

The expectation value of each observable is the aggregated result of 8192 runs (the maximum number allowed).

The experimental result is shown in Fig. 5. Firstly we plot the exact energy evolution as a reference. In the upper panel, as the red dashed curve indicates, the energy decays and gradually approaches 0. The purple data points, which align well with the exact evolution, represent the result simulated in Qiskit with perfect circuits each evaluated 200k times. The experimentally measured energy change is plotted as the green curve. We see a fast decay followed with fluctuations between 0.05 and 0.1. The deviation mostly results from noise within the circuit, especially the notable readout error. However, if we calculate the energy directly using the rotation angle discovered in the same experiment, as depicted by the blue data points, the energy change nearly fits the exact evolution. As a comparison, we also apply the the same set of experimentally obtained rotation angles to prepare the state \( |v_m\rangle \) and plot the fidelity \( \langle |v_m\rangle v_m^{-1} \rangle \) change, as shown by the grey data points in the lower panel of Fig. 5. We see they nearly overlap with the orange curve and lead to a very high fidelity of 99.95%. The result suggests that our algorithm works with a small noisy device, and it can be foreseen that solving linear systems with higher dimensions can be achievable with quantum devices with higher gate and measurement fidelities.

VIII. APPLICATIONS

In this section, we discuss applications of our algorithm, including Hamiltonian simulation and open systems simulation.

We first show the application for variational Hamiltonian simulation. Starting from \( |\psi_0\rangle \), the Hamiltonian simulation task is to prepare the state \( |\psi_t\rangle = e^{-iHt} |\psi_0\rangle \) at time \( t \) with sparse Hamiltonian \( H \). For instance, when the Hamiltonian can be decomposed as a linear sum of polynomial terms \( H = \sum_j \lambda_j \sigma_j \), we can make use of the Trotterization method to have

\[
|\psi_t\rangle = \left( \prod_i e^{-i\lambda_i \sigma_i t/K} \right)^K |\psi_0\rangle + O(t^2/K),
\]

with \( K \) Trotter steps. As the circuit depth increases with the evolution time, the circuit depth can be large for long evolution time. The variational quantum algorithm for simulating real-time dynamics with a constant circuit depth has been proposed by Li and Benjamin [26]. Here, we present an alternative algorithm based on matrix-vector that can be more robust to the one in Ref. [26]. The key idea of Ref. [26] is to prepare the state at any time \( t \) via a parameterised state \( |\phi(\vec{\theta}(t))\rangle \) with parameters \( \vec{\theta} = (\theta_1, \theta_2, ..., \theta_L) \), and update the parameters from \( \vec{\theta}(t) \) to \( \vec{\theta}(t + \delta t) \) that effectively realise \( e^{-iH\delta t} \langle \phi(\vec{\theta}(t)) \rangle \) via a deterministic process \( \vec{\theta}(t + \delta t) = \vec{\theta}(t) + \vec{\theta}(t) \delta t \) with \( \vec{\theta}(t) = A^{-1}C \), where \( A_{ij} = -\text{Im} \left( \frac{\partial|\phi(\vec{\theta})\rangle}{\partial \theta_i} \frac{\partial \langle \phi(\vec{\theta})\rangle}{\partial \theta_j} \right) \) and \( C_i(t) = \text{Re} \left( \frac{\partial|\phi(\vec{\theta})\rangle}{\partial \theta_i} \frac{\partial \langle \phi(\theta)\rangle}{\partial \theta_i} \right) \). Each term of \( A \) and \( C \) can be measured via a quantum circuit.

Instead of deterministically obtaining \( \vec{\theta}(t + \delta t) \) via \( \vec{\theta}(t) \), we make use of the algorithm introduced in this paper. That is, to realise \( e^{-iH\delta t} \langle \phi(\vec{\theta}(t)) \rangle \), we can consider \( M = e^{-iH\delta t} \approx 1 - iH \delta t \) and update the parameters as \( |\phi(\vec{\theta}(t + \delta t))\rangle = M |\phi(\vec{\theta}(t))\rangle \). Therefore, for each time step, we can update the parameters according to the matrix-vector algorithm. We can verify the solution as discussed in the section IV. We note that the number of measurements at each time is reduced from \( O(L^2) \) to \( O(L) \). This can be similarly applied for the imaginary time evolution which aims to realise \( |\psi_\tau\rangle = e^{-H\tau/\hbar} |\psi_0\rangle \). The matrix vector multiplication algorithm could be leveraged for these dynamics simulation tasks, which are in general challenging for classical computers to simulate real and imaginary time evolution.

Our algorithms is efficiently applicable to problems when the initial state vector \( \psi_0 \) is a complicated many-qubit state. In this case, we can even consider a simple sparse matrix \( M \), such as a single Pauli matrix. While such a simple \( M \) and complicated \( \psi_0 \) might not be a common classical linear algebra task, it could appear in certain quantum computing subroutines. For example, to simulate open quantum system evolution using variational algorithms, we need to apply some jump operators on the quantum state [28]. More specifically, considering Lindblad master equation \( d_t \rho = -i[H, \rho] + \mathcal{L} \rho \), it can be equivalently described by the stochastic Schrödinger equation, which averages trajectories of pure state evolution under continuous measurements. The whole process consists of two two parts: the continuous generalised time evolution and the quantum jump process. The simulation of the quantum jump process requires the matrix-vector multiplication, which in general could be hard for classical simulation. Our algorithms can be leveraged to simulate this process. We refer to Appendix for more details.

While in this work, we focus on the two problems of matrix-vector multiplication and matrix inversion, other popular linear algebra problems, like singular value decomposition, could also be solved by the variational algorithm with a proper cost function, as demonstrated by some recent works [72, 73].

IX. DISCUSSION

In this work we present variational algorithms for solving linear algebra problems including linear system
of equations and matrix-vector multiplications with NISQ devices. We design an effective Hamiltonian with the ground state as the solution of the target problem, and solve it with the recently-proposed variational algorithms. As the ground state has zero energy, it also enables us to verify the solution and adjust the ansatz dynamically until the desired accuracy is achieved. We also introduce the Hamiltonian morphing technique to avoid local minima and to accelerate the search progress, and numerically verify our algorithm for solving the linear systems of equations. Owing to computation limitations, we consider randomly chosen matrices with a small range of matrix size. Within this range and with the non-optimal ansatz, the result suggests that the circuit depth based on our algorithm scales linearly with the condition number and super-linearly with the number of qubits. The numerical simulations verify the basic function of the algorithm for matrix inversion tasks with general matrices and input states. We note that it can be challenging for solving linear systems of equations in general, and it is an interesting direction to discuss the potential speed-up for the restricted and practical tasks. A proof-of-principle experiment conducted on the IBM Q device is presented. In the presence of significant noise including very appreciable readout error, the optimised parameter corresponds to a state with 99.95% fidelity, which further verified our algorithms are compatible with NISQ hardware. We expect further improvements of the performance of the algorithm for sparse matrices together with more compact and sophisticated ansätze. We also expect that our results may shed light on quantum machine learning and quantum optimisations in the NISQ era.

Note added.— Other related works have appeared around the same time since our paper was posted on arxiv [64, 74, 75]. These works discussed variational quantum algorithms for solving linear systems of equations, and our results can be compared.
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Appendix A: The lowest eigenstate of $H_M$ and $H_M^{-1}$ and solution verification

We first show the lowest eigenstate of $H_M$ is $|v_M⟩ = M|v_0⟩$. For an arbitrary vector $|φ⟩$, we have

$$
⟨φ|H_M|φ⟩ = ⟨φ|(I - M|v_0⟩⟨v_0|M^†)/||M|v_0⟩||^2)|φ⟩
$$

$$
= 1 - |⟨φ|M|v_0⟩|^2/||M|v_0⟩||^2 ≥ 0
$$

(A1)

It is easy to check that $H_M|v_M⟩ = 0$, and thus $|v_M⟩$ is the lowest eigenvector of $H_M^{-1}$.

Similarly, we show the lowest eigenstate of $H_M^{-1}$ is $|ψ_0⟩ = M^{-1}|v_0⟩$. For an arbitrary vector $|φ⟩$,

$$
⟨φ|H_M^{-1}|φ⟩ = ⟨φ|M(I - |v_0⟩⟨v_0|)M|φ⟩ = \sum_i |⟨φ|M|φ_i⟩|^2 ≥ 0,
$$

(A3)

where we denote $I - |v_0⟩⟨v_0| = \sum_i |φ_i⟩⟨φ_i|$, $⟨φ_i|φ_j⟩ = δ_{i,j}$. Therefore $H_M^{-1}$ is a positive semidefinite matrix. On the other hand, $H_M^{-1}M^{-1}|v_0⟩ = 0$, thus $M^{-1}|v_0⟩$ is the lowest eigenvector of $H_M^{-1}$. As such, the linear algebra task is converted to the task of finding the ground state of the Hamiltonian, which can be accomplished by various methods, such as variational quantum eigensolver, adaptive variational algorithms, global search algorithms, imaginary time evolution algorithms, etc. We mainly focus on the variational quantum eigensolver in the main text, and we discuss the approach of imaginary time evolution approach in the next section.

In general we cannot verify the solution of general many-body Hamiltonian owing to unknown ground state and energy, but we can verify the solutions of the two linear algebra tasks considered in the main text. In the following, we show more details for the derivation of Eq. (14) in the main text. The variational state obtained from the parameterised circuits can be decomposed into the eigenstate basis of the Hamiltonian as $|φ⟩ = \sum_j c_j |ψ_j⟩$, where we denote energy eigenstates $|ψ_j⟩$ and the eigenenergies $E_j$. We assume the eigenstates are non degenerate for simplicity. The state fidelity is $⟨φ|v_{M-1}⟩ = |c_0|^2$. The energy has the lower bound as

$$
E_{M^{-1}} = \sum_{j ≥ 1} |c_j|^2 E_j ≥ \sum_{j ≥ 1} |c_j|^2 E_1.
$$

(A5)

The bound saturates when there are only spectral weights on ground state and first excited state. From Ref. [8], the energy gap satisfies $E_1 ≥ 1/κ^2$. Therefore, with the normalisation $\sum_j |c_j|^2 = 1$, we have the lower bound of solution fidelity as

$$
|⟨φ(\tilde{θ}_{min})|v_{M^{-1}}⟩|^2 ≥ 1 - κ^2 E_{M^{-1}}.
$$

(A6)

with respect to the the condition number and the energy of the Hamiltonian. Similar discussions can be found in a recent posted paper [64].

Appendix B: Optimisation methods searching for $\tilde{θ}_{min}$

Search for the optimal set of parameters based on the cost function can be generalised as an optimisation problem, which can be handled with many methods. We describe the approach of imaginary time evolution approach [28], which is equivalent to the quantum natural gradient descent for the pure state case. Based on the McLachlan’s variational principle, the minimisation starts with a initial guess of parameters $\tilde{θ}_0$, which is to be updated in each cycle with its derivative given by:

$$
\sum_j M_{i,j}\dot{θ}_j = -V_i,
$$

(B1)

where

$$
M_{i,j} = \Re \left( \frac{∂⟨φ(\tilde{θ})|}{∂θ_i} \frac{∂⟨φ(\tilde{θ})|}{∂θ_j} \right), \quad V_i = \Re \left( \frac{∂⟨φ(\tilde{θ})|}{∂θ_i} H|φ(\tilde{θ})⟩ \right).
$$

(B2)
The Hamiltonian $H$ for the two cases described in the main text would be $H_M$ and $H_{M-1}$ respectively. We note that a quantum state $|\psi\rangle$ evolves in imaginary time $\tau$ can be expressed as $|\psi(\tau)\rangle = \sum_j c_j e^{-E_j \tau} |e_j\rangle$, where the spectral weight of energy eigenstates $|e_j\rangle$ is suppressed exponentially by their eigenenergies $E_j$. Therefore, along the imaginary time evolution trajectory, the lowest eigenstate of Hamiltonian $H$ can be determined in the long time limit. Therefore, by updating $\vec{\theta}$ via:

$$\vec{\theta}_{i+1} = \vec{\theta}_i + \Delta\tau\hat{\vec{\theta}}_i$$  \hspace{1cm} (B3)

with a small time step $\Delta\tau$, we can obtain the ground state of the Hamiltonian, i.e., the solutions $M |v_0\rangle$ or $M^{-1} |v_0\rangle$.

**Appendix C: Measuring general matrices and resource estimation**

Here, we show how to measure a general matrix

$$M = \sum_j \lambda_j \sigma_j,$$ \hspace{1cm} (C1)

with the assumption that we could efficiently sample according to the distribution $p_j = |\lambda_j|/\sum_j |\lambda_j|$. It includes the case where the summation has polynomial number of terms discussed in the main text, as well as the case where the summation has exponential number of terms. For example, when $M$ is a sparse matrix, i.e., there are only a polynomial number of non-zeros terms of the matrix elements,

$$\{(x^{(i)}, y^{(i)}, M_{x^{(i)}, y^{(i)}})\},$$ \hspace{1cm} (C2)

where the $(i)$ represents the index of non-zero terms and $M_{x^{(i)}, y^{(i)}}$ represents the matrix element at $(x^{(i)}, y^{(i)})$. Suppose $M$ is an $N \times N$ matrix with $n = \lceil \log_2 N \rceil$ and a binary representation of $x^{(i)}$ and $y^{(i)}$ as

$$x^{(i)} = (x_1^{(i)}, x_2^{(i)}, \ldots, x_n^{(i)}),$$

$$y^{(i)} = (y_1^{(i)}, y_2^{(i)}, \ldots, y_n^{(i)}).$$ \hspace{1cm} (C3)

Now we can represent $M$ as

$$M = \sum_{(i)} M_{x^{(i)}, y^{(i)}} |x^{(i)}\rangle \langle y^{(i)}|,$$

$$= \sum_{(i)} M_{x^{(i)}, y^{(i)}} |x_1^{(i)}\rangle \langle y_1^{(i)}| \otimes |x_2^{(i)}\rangle \langle y_2^{(i)}| \otimes \cdots \otimes |x_n^{(i)}\rangle \langle y_n^{(i)}|. \hspace{1cm} (C4)$$

Note that each $|x_j^{(i)}\rangle \langle y_j^{(i)}|$ could be expanded as a linear combination of two unitary operators. In particular, we have

$$|0\rangle \langle 0| = (I + Z)/2,$$

$$|0\rangle \langle 1| = (X - iY)/2,$$

$$|1\rangle \langle 0| = (X + iY)/2,$$

$$|1\rangle \langle 1| = (I - Z)/2,$$ \hspace{1cm} (C5)

and the matrix $M$ could be expanded as the form of Eq. (C1). Specifically, we denote

$$|x^{(i)}\rangle \langle y^{(i)}| = \frac{1}{2^n} \sum_{j^{(i)}} \sigma_{j^{(i)}},$$ \hspace{1cm} (C6)

with $\sigma_{j^{(i)}}$ being one of $2^n$ expanded unitary operators. Then we have

$$M = \sum_{(i)} M_{x^{(i)}, y^{(i)}} \sum_{j^{(i)}} \frac{1}{2^n} \sigma_{j^{(i)}}.$$ \hspace{1cm} (C7)

To randomly measure $M$, we can first sample $(i)$ according to $q(i) = |M_{x^{(i)}, y^{(i)}}|/\sum_{(i)} |M_{x^{(i)}, y^{(i)}}|$ and then toss $n$ unbiased coins to get $j^{(i)}$ for each $\sigma_{j^{(i)}}$. The phase of $M_{x^{(i)}, y^{(i)}}$ could be absorbed into $\sigma_{j^{(i)}}$. 
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We note that the sample complexity is related to $C = \sum_j |\lambda_j|$. In particular, according to Hoeffding’s inequality, we need $O(\log(\delta^{-1})C^2/\varepsilon^2)$ samples to measure $\langle \phi | M | \psi \rangle$ to an accuracy $\varepsilon \in (0, 1)$ with failure probability $\delta \in (0, 1)$. The cost is small when our assumption holds. Specifically, $C$ increases polynomially with respect to the system size when $M$ is expanded as a polynomial number of unitary operators. When $M$ is a sparse matrix that has polynomial number of nonzero terms, we have $C = \sum_j |\lambda_j| = \sum_{(i)} |M_{x(i),y(i)}|$, which also leads to a polynomial resource cost for measurements.

**Appendix D: Circuit implementation of $\nabla E_{M^{-1}}$**

Here we show that the circuits to implement $\nabla E_{M^{-1}}$ can be found similarly as we do for $\nabla E_M$. We have

$$H_{M^{-1}} = M^\dagger (I - |v_0\rangle \langle v_0|) M,$$

thus

$$\frac{\partial E_{M^{-1}}}{\partial \theta_i} = \frac{\partial}{\partial \theta_i} \langle \phi(\vec{\theta}) | H_{M^{-1}} | \phi(\vec{\theta}) \rangle = 2 \Re \left( \frac{\partial}{\partial \theta_i} \langle \phi(\vec{\theta}) | H | \phi(\vec{\theta}) \rangle \right)
= 2 \Re \left( \frac{\partial}{\partial \theta_i} M^\dagger M | \phi(\vec{\theta}) \rangle \right) - 2 \Re \left( \frac{\partial}{\partial \theta_i} M^\dagger |v_0\rangle \langle v_0| M | \phi(\vec{\theta}) \rangle \right).$$

Suppose $M$ can be decomposed into combinations of Pauli terms $M = \sum_j \alpha_j$, $M^\dagger M$ can then be expressed as $M^\dagger M = \sum_j \beta_j \sigma_j$, where the coefficients $\alpha$ and $\beta$ for each term are different. We decompose the derivative of the state as

$$\frac{\partial |\phi(\vec{\theta})\rangle}{\partial \theta_i} = \sum_s f_i^s |\phi_s(\vec{\theta})\rangle,$$

the same way as described in the main text. Then the first term in Eq. (F1) is expressed as

$$\frac{\partial}{\partial \theta_i} \langle \phi(\vec{\theta}) | M^\dagger M | \phi(\vec{\theta}) \rangle = \sum_s f_i^s \langle \phi_s^* (\vec{\theta}) | M^\dagger M | \phi(\vec{\theta}) \rangle
= \sum_j \sum_s c_i^{s,j} \langle 0 | U_j^1(\theta_1)U_j^2(\theta_2) \ldots U_j^1(\theta_i)\sigma_j^* \ldots U_j^L(\theta_L)\sigma_j U_j^L(\theta_L) \ldots U_2(\theta_2)U_1(\theta_1) | 0 \rangle.$$ 

The real and imaginary value of each term $\langle 0 | U_1^1(\theta_1)U_2^2(\theta_2) \ldots U_i^1(\theta_i)\sigma_j^* \ldots U_L^1(\theta_L)\sigma_j U_L^L(\theta_L) \ldots U_2(\theta_2)U_1(\theta_1) | 0 \rangle$ can be evaluated with the circuit shown in Figure 6(a), by initialising the ancilla qubit to be at $\frac{\sqrt{2}}{2}(|0\rangle + |1\rangle)$ and $\frac{\sqrt{2}}{2}(|0\rangle + i|1\rangle)$ respectively.

The second term can be separated as two parts, $\frac{\partial}{\partial \theta_i} M^\dagger |v_0\rangle$ and $\langle v_0 | M | \phi(\vec{\theta}) \rangle$. The first part can be expressed as

$$\frac{\partial}{\partial \theta_i} M^\dagger |v_0\rangle = \sum_s f_i^s \langle \phi_s^* (\vec{\theta}) | M^\dagger U_{v_0} | 0 \rangle
= \sum_j \sum_s d_i^{s,j} \langle 0 | U_j^1(\theta_1)U_j^2(\theta_2) \ldots U_j^1(\theta_i)\sigma_j^* \ldots U_j^L(\theta_L)\sigma_j U_j^L(\theta_L) | 0 \rangle,$$

where each term can be evaluated with the circuit shown in Figure 6(b). The second part is written as

$$\langle v_0 | M | \phi(\vec{\theta}) \rangle = \langle 0 | U_{v_0}^1 M U(\vec{\theta}) | 0 \rangle = \sum_j k_j \langle 0 | U_j^1 \sigma_j U(\vec{\theta}) | 0 \rangle$$

where each term can be evaluated with the circuit shown in Figure 6(c).
FIG. 6. The circuits to implement $\nabla E_{M-1}$. The first qubit is the ancilla, and the second refers to the data qubit register. The real part can be obtained from measuring $\langle X \rangle$ when the ancilla initialised at $\sqrt{2}(|0\rangle + i|1\rangle)$, while the imaginary part is evaluated if the ancilla is initialised at $\sqrt{2}(|0\rangle + |1\rangle)$.

FIG. 7. A more compact circuit found with quantum compilation to realise the target state. Each single- and multi-qubit gate is controlled with one parameter. In total 126 parameters are included in the circuit, which realises the state with a fidelity higher than 99.9%.

Appendix E: Example with a more compact circuit

In this paper, we apply the hardware-efficient ans"atze for practical soundness, however, this is not the optimal ans"atze for most cases. Here we take one case as an example, where the solution is found difficult to reach in our numerical simulations.

The matrix in this case is a complex matrix with size of 64*64, and condition number $\kappa = 60$. $|v_0\rangle$ is a complex vector, and the target state is $|v_{M-1}\rangle = \frac{1}{\|v_{M-1}\|}$. It is found in the numerical simulation that the target state can not be represented by a circuit with depth 7 but can by a circuit with depth 8. On the other hand, applying quantum compiling, it is found that the target state can be realised with a circuit that requires only half the number of parameters. Figure 7 is one example of the circuits found to prepare a state with fidelity higher than 99.9% compared with the target state. A limited topology with only nearest-neighbor interactions is considered here as it is more hardware efficient. The detailed description and the parameters can be found at https://questlink.qtechtheory.org/.
Appendix F: Circuits implemented on the IBM Quantum processor

We consider solving the linear equation $|v_{M-1}\rangle = \frac{M^{-1}|v_0\rangle}{\|M^{-1}|v_0\|}$ with the matrix $M = \begin{bmatrix} 1.5 & -0.5 \\ 0.5 & 1.5 \end{bmatrix}$. To simplify the problem, we first write the Hamiltonian into a linear combination of Pauli terms. Thus, $|0\rangle = 0.5 \times (X + Z)$, the Hamiltonian $H_{M-1} = M^\dagger (I - |v_0\rangle \langle v_0|) M$ can be written as $H_{M-1} = (1.5I - 0.5iY) \times (1.5I + 0.5iY) - 0.5 \times (1.5I + 0.5iY)(X + Z)(1.5I - 0.5iY) = 1.25I - Z + 0.75X$. We suppose the trial state is prepared by applying a single-qubit $Y$ rotation such as $|\phi(\theta)\rangle = e^{i\frac{\theta}{2} Y}|0\rangle$. Therefore, the derivative of the energy

$$
\frac{\partial E_{M-1}}{\partial \theta} = \frac{\partial}{\partial \theta} \langle \phi(\theta)| H_{M-1} |\phi(\theta)\rangle = 2R \left( \frac{\partial}{\partial \theta} \langle \phi(\theta)| H_{M-1} |\phi(\theta)\rangle \right)
$$

$$
= \Im \left( \langle 0| Ye^{-i\frac{\theta}{2} Y}(1.25I - Z + 0.75X) e^{i\frac{\theta}{2} Y}|0\rangle \right) + 0.75 \Im \left( \langle 0| Ye^{-i\frac{\theta}{2} Y}X e^{i\frac{\theta}{2} Y}|0\rangle \right).
$$

where the second and the third terms can be evaluated by the circuits shown in Figure 8(a) and (b) respectively.

We also measure the energy in each step to keep track of the energy change. As $E = \langle v_m|H|v_m\rangle = \langle v_m| (1.25I - Z + 0.75X)|v_m\rangle$, we obtain $E$ by measuring $\langle v_m|Z|v_m\rangle$ and $\langle v_m|X|v_m\rangle$ directly.

Appendix G: Simulation of open system dynamics

We briefly review the simulation of open quantum system dynamics introduced in Ref. [28]. We consider to simulate the open system described by the Lindblad master equation as

$$
\frac{d}{dt} \rho = -i[H, \rho] + \mathcal{L}[\rho].
$$

where $H$ is the system Hamiltonian and $\mathcal{L}[\rho] = \sum_k \frac{1}{2} (2L_k \rho L_k^\dagger - L_k^\dagger L_k \rho - \rho L_k^\dagger L_k)$ describes the interaction with the environment with Lindblad operators $L_k$. Eq. (G1) can be equivalently described by the stochastic Schrödinger equation, which averages trajectories of pure state evolution under continuous measurements. Each single trajectory $|\psi(t)\rangle$ can be expressed by

$$
\frac{d}{dt} |\psi(t)\rangle = A |\psi(t)\rangle \, dt + \sum_k B_k dN_k.
$$

Here, the whole process consists of two parts: the continuous generalised time evolution $A = -iH - \frac{\mathcal{E}}{2} \sum_k (L_k^\dagger L_k - L_k L_k^\dagger)$ and the quantum jump process $B_k = \frac{L_k |\psi(t)\rangle}{\|L_k |\psi(t)\|}$ with $dN_k$ randomly takes either 0 or 1. For the quantum jump process, the state discontinuously jumps to $L_k |\psi(t)\rangle / \|L_k |\psi(t)\|$ with probability $E(dN_k)$. We can determine the time that quantum jump happens (See Ref. [28] for details), and realise the jump process by the matrix-vector multiplication proposed in this work. Our method provides an alternative solution for the open system simulation.