Homogenization for operators with arbitrary perturbations in coefficients
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Abstract. We consider a general second order matrix operator in a multi-dimensional domain subject to a classical boundary condition. This operator is perturbed by a first order differential operator, the coefficients of which depend arbitrarily on a small multi-dimensional parameter. We study the existence of a limiting (homogenized) operator in the sense of the norm resolvent convergence for such perturbed operator. The first part of our main results states that the norm resolvent convergence is equivalent to the convergence of the coefficients in the perturbing operator in certain space of multipliers. If this is the case, the resolvent of the perturbed operator possesses a complete asymptotic expansion, which converges uniformly to the resolvent. The second part of our results says that the convergence in the mentioned spaces of multipliers is equivalent to the convergence of certain local mean values over small pieces of the considered domains. These results are supported by series of examples. We also provide a series of ways of generating new non-periodically oscillating perturbations, which finally leads to a very wide class of perturbations, for which our results are applicable.
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1 Introduction

Nowadays the homogenization theory is a big part of the modern mathematics aimed on understanding the behavior of solutions to differential equations with various perturbations. The main feature of the perturbations is their localizations on small closely spaced sets; a classical example is a fast oscillating coefficient of form $V(x/\varepsilon)$, where $V$ is a periodic function and $\varepsilon$ is a small parameter. Given a perturbed problem, the usual main question in the homogenization theory is to describe the form of a homogenized problem, a solution of which serves as a limit for a solution of the perturbed problem. Another question is to estimate the convergence rates. Not trying to mention all works in homogenization theory, we just cite a few classical books, [7], [8], [28], [31], [38].

During the last 20 years there appeared a new direction in the homogenization theory aimed on establishing so-called operator estimates. The matter is to prove that the solutions of the perturbed problems converge to ones of the limiting problems uniformly in the norm of the given right hand sides; for linear operators this is equivalent to proving the norm resolvent convergence. A lot of various operator estimates were established for operators with fast oscillating coefficients, see, for instance, [9], [10], [15], [19], [23], [32], [33], [34], [35], [36], [37], [39], [40], the references therein and other works by these authors. For many cases, the convergence rates were estimated and many estimates were order sharp. We also mention papers [14], [21], in which a hyperbolic equation with fast and non-periodically oscillating coefficients was studied; the non-periodicity was controlled by apriori bounds of the perturbed coefficients with respect to a small parameter. A close paper is [15], in which the perturbed coefficients depended on two fast variables controlled by two small parameters. The dependence on one fast variable was periodic, while with respect to the other fast variable the coefficients rapidly decay as it increased. The main results in these papers described the asymptotic behavior of the solutions to the considered problems, in general, non-uniformly in the norms of the right hand side.

The cited results for problems with fast oscillating coefficients stimulated similar studies for problems with geometric perturbations like perforations, frequent alternation of boundary conditions, oscillating boundary.
Apart of periodic and locally periodic cases, the cases of general non-periodic perturbations were treated and the operator estimates were obtained, see [6, 10, 11, 12, 13, 24]. These results on non-periodic perturbations motivate studying the possibility of obtaining operator estimates for other non-periodic perturbations from the homogenization theory. A first classical case is the perturbation described by non-periodically fast oscillating coefficients, which is a natural continuation of the aforementioned works [9, 13, 14, 23, 22, 23, 50, 57, 59, 60]. The problem can be even formulated in a more general setting: given coefficients arbitrarily depending on one or several small parameters, what are the conditions on this dependence which ensure the norm resolvent convergence to some homogenized operator? And how to determine the homogenized operator? These two questions are addressed in the present paper.

We consider a general linear second order matrix differential operator in an arbitrary multi-dimensional domain with a sufficiently regular boundary. On the boundary we impose either the Dirichlet or Robin condition. This operator is perturbed by a first order differential operator with the matrix coefficients depending on a multi-dimensional parameter. We show that the perturbation gives rise to a norm resolvent convergence if and only if the matrix coefficients in the perturbing operator converges in certain spaces of multipliers. Then we study the convergence in these spaces and prove that it is equivalent to the uniform convergence of mean values and averaged $L_2$-norms over certain small subsets in the considered domain, which is a rather simple explicit criterion. We show how this criterion can be used for finding the limits in the mentioned spaces of multipliers. An additional important result is that once the criterion for the norm resolvent convergence holds, we also obtain a complete asymptotic expansion for the perturbed resolvent. This expansion is shown to converge uniformly to the perturbed resolvent. The obtained general results are supported by a series of examples including classical and new ones.

The paper is organized as follows. In the next section we formulate the problem and then we present and discuss our main results. In the third section we provide a series of examples and show how to produce new examples from given ones. The fourth section is devoted to proving the equivalence between the norm resolvent convergence and the convergence in the multipliers spaces. The convergence in these spaces is studied in the fifth section.

2 Problem and main results

2.1 Problem

Let $x = (x_1, \ldots, x_d)$ be Cartesian coordinates in $\mathbb{R}^d$ and $\Omega$ be an arbitrary bounded or unbounded domain in $\mathbb{R}^d$. If the boundary of $\Omega$ is non-empty, we assume that $\partial \Omega \in C^2$. By $\tau$ we denote a distance measured along the inward normal vector to $\partial \Omega$. We suppose that the variable $\tau$ is well-defined at least on

$$\Pi(\tau_0) := \{x \in \Omega : \text{dist}(x, \partial \Omega) \leq \tau_0 \}$$

for some fixed $\tau_0 > 0$. Denoting by $s$ a local variable on $\partial \Omega$, we also assume that on $\Pi(\tau_0)$, the Jacobians associated with the passing from variables $x$ to $(\tau, s)$ are bounded and separated from zero uniformly and all first derivatives of $x$ in $(\tau, s)$ are also uniformly bounded.

By $L_2(\Omega; C^\sigma)$ we denote the space of vector functions defined on $\Omega$ with values in $C^\sigma$ such that each component of these vector functions belongs to $L_2(\Omega)$. This space is equipped with the natural norm

$$\|u\|_{L_2(\Omega; C^\sigma)}^2 := \sum_{j=1}^n \|u_j\|_{L_2(\Omega)}^2, \quad u = (u_1, \ldots, u_n).$$

Let $\mathbb{M}_n$ be the space of all square $n \times n$ matrices with complex-valued entries. The symbol $L_\infty(\Omega; \mathbb{M}_n)$ stands for the space of $n \times n$ matrix functions defined on $\Omega$ such that each entry of these matrix functions belongs to $L_\infty(\Omega)$. This space is equipped with the norm

$$\|A\|_{L_\infty(\Omega; \mathbb{M}_n)} := \|A\|_{L_\infty(\Omega)}, \quad \|A\| = \sum_{i,j=1}^n |a_{ij}|, \quad A = (a_{ij}).$$

Apart from $L_\infty(\Omega; \mathbb{M}_n)$ and $L_2(\Omega; C^\sigma)$, we shall also use similar notations for various functional spaces of vector and matrix functions.

We introduce a second order matrix differential operator $\mathcal{H}$ in $L_2(\Omega; C^\sigma)$ with the differential expression

$$-\sum_{i,j=1}^d \frac{\partial}{\partial x_i} A_{ij} \frac{\partial}{\partial x_j} + \sum_{j=1}^d A_j^j \frac{\partial}{\partial x_j} + \sum_{j=1}^d \frac{\partial}{\partial x_j} A_j^j + A_0,$$
where $A_{ij} = A_{ij}(x)$, $A_j^\pm = A_j^\pm(x)$, $A_0 = A_0(x)$ are some complex-valued $n \times n$ matrix functions, $n \geq 1$, obeying the conditions
\[ A_{ij}, A_j^\pm, A_0 \in L_\infty(\Omega; \mathbb{M}_n), \quad \text{Re} \sum_{i,j=1}^{d} (A_{ij}(x)z_i, z_j)c^n \geq c_1 \sum_{j=1}^{d} |z_j|^2, \quad z_i \in \mathbb{C}^n, \quad x \in \Omega, \tag{2.2} \]
where $c_1 > 0$ is some fixed constant independent of $x$ and $z_i$. The boundary condition for the operator $H$ is chosen to be a classical one and we write it as
\[ Bu = 0, \quad \text{where} \quad Bu = \frac{\partial u}{\partial \nu} + K u, \quad \frac{\partial u}{\partial \nu} := \sum_{i,j=1}^{d} \nu_i A_{ij} \frac{\partial u}{\partial x_j} - \sum_{j=1}^{d} \nu_j A_j^- u. \tag{2.3} \]
Here $\nu = (\nu_1, \ldots, \nu_d)$ is the unit outward normal to $\partial \Omega$ and $K = K(x)$ is some $n \times n$ matrix function defined on $\partial \Omega$ and belonging to $L_\infty(\partial \Omega; \mathbb{M}_n)$. We shall define the operator $H$ rigorously in the next subsection.

Let $\varepsilon = (\varepsilon_1, \ldots, \varepsilon_m)$, $m \geq 1$, be a multi-dimensional small parameter, that is, all $\varepsilon_j$ are supposed to be small. By $V = V^\varepsilon(x)$, $Q^\varepsilon_j = Q_j^\varepsilon(x)$, $P_j^\varepsilon = P_j^\varepsilon(x)$, $j = 1, \ldots, d$, we denote arbitrary families of complex-valued $n \times n$ matrix functions belonging to $L_\infty(\Omega; \mathbb{M}_n)$ and the only assumption we make is that all these families are bounded uniformly in $\varepsilon$.

The main object of our study is an operator $H^\varepsilon$ which can be formally written as
\[ H^\varepsilon := H + \sum_{j=1}^{d} Q_j^\varepsilon \frac{\partial}{\partial x_j} + \sum_{j=1}^{d} \frac{\partial}{\partial x_j} P_j^\varepsilon + V^\varepsilon \tag{2.4} \]
with the boundary condition $B^\varepsilon u = 0$, where
\[ B^\varepsilon u = u \quad \text{if} \quad Bu = u, \quad B^\varepsilon u = Bu - \sum_{j=1}^{d} P_j^\varepsilon \nu_j u \quad \text{if} \quad Bu = \frac{\partial u}{\partial \nu} + K u. \tag{2.5} \]

We shall introduce this operator rigorously in the next subsection.

The aim of this paper is to find conditions for the families $Q_j^\varepsilon$, $P_j^\varepsilon$ and $V^\varepsilon$ ensuring the norm resolvent convergence of the operator $H^\varepsilon$ to some limiting operator of form
\[ H^0 := H + \sum_{j=1}^{d} Q_j^0 \frac{\partial}{\partial x_j} + \sum_{j=1}^{d} \frac{\partial}{\partial x_j} P_j^0 + V^0 \]
with the boundary condition $B^0 u = 0$, where
\[ B^0 u = u \quad \text{if} \quad Bu = u, \quad B^0 u = Bu - \sum_{j=1}^{d} P_j^0 \nu_j u \quad \text{if} \quad Bu = \frac{\partial u}{\partial \nu} + K u. \]

This operator will be also rigorously defined in the next subsection.

### 2.2 Operators and multipliers

In order to formulate our main results, we first define rigorously the operators $H$, $H^\varepsilon$ and $H^0$ and introduce some auxiliary spaces.

By $W^2_0(\Omega; \mathbb{C}^n)$ we denote a subspace of the Sobolev space $W^2(\Omega; \mathbb{C}^n)$ consisting of vector functions with the zero trace on $\partial \Omega$. In $L_2(\Omega; \mathbb{C}^n)$ we introduce two sesqulinear forms
\[ \mathfrak{h}_D(u, v) := \sum_{i,j=1}^{d} \left( A_{ij} \frac{\partial u}{\partial x_j}, \frac{\partial v}{\partial x_i} \right)_{L_2(\Omega; \mathbb{C}^n)} + \sum_{j=1}^{d} \left( A_j^- \frac{\partial u}{\partial x_j}, v \right)_{L_2(\Omega; \mathbb{C}^n)} \]
\[ - \sum_{j=1}^{d} \left( A_j^- u, \frac{\partial v}{\partial x_j} \right)_{L_2(\Omega; \mathbb{C}^n)} + \left( A_0 u, v \right)_{L_2(\Omega; \mathbb{C}^n)} \]
on the domain $W^2_0(\Omega; \mathbb{C}^n)$ and
\[ \mathfrak{h}_R(u, v) := \sum_{i,j=1}^{d} \left( A_{ij} \frac{\partial u}{\partial x_j}, \frac{\partial v}{\partial x_i} \right)_{L_2(\Omega; \mathbb{C}^n)} + \sum_{j=1}^{d} \left( A_j^+ \frac{\partial u}{\partial x_j}, v \right)_{L_2(\Omega; \mathbb{C}^n)} \]
\[-\sum_{j=1}^{d} \left( A_j u, \frac{\partial u}{\partial x_j} \right)_{L^2(\Omega; \mathbb{C}^n)} + (A_0 u, v)_{L^2(\Omega; \mathbb{C}^n)} + (K u, v)_{L^2(\Omega; \mathbb{C}^n)} \]

on the domain $W^1_2(\Omega; \mathbb{C}^n)$. Owing to conditions (2.2), the introduced forms are obviously sectorial and closed. Then by the first representation theorem [22, Ch. VI, Sec. 2.1, Thm. 2.1], for each form there exists a unique associated $m$-sectorial operator in $L_2(\Omega; \mathbb{C}^n)$. These are the needed operators. If we deal with the Dirichlet condition in (2.3), then by $\mathcal{H}$ we denote the operator associated with the form $\mathcal{H}_D$. If we deal with the Robin condition in (2.3), then the symbol $\mathcal{H}$ stands for the operator associated with the form $\mathcal{H}_R$. The form associated with the operator $\mathcal{H}$ is denoted by $\mathcal{H}$ and this is the form $\mathcal{H}_D$ or $\mathcal{H}_R$. In what follows, the domain of the chosen form $\mathcal{H}$ is denoted by $\mathcal{V}$. This is a Hilbert space with the norm $\| \cdot \| : = \| \cdot \|_{W^1_2(\Omega; \mathbb{C}^n)}$.

Then we extend the operator $\mathcal{H}$ to entire $\mathcal{V}$ as follows. Following [22, Ch. I, Sect. 2.2], we introduce the adjoint space for $\mathcal{V}$, which is denoted by $\mathcal{V}^*$. This is the linear space of continuous antilinear functionals on $\mathcal{V}$, that is, of functionals $F$ on $\mathcal{V}$ obeying the property

\[
(F, \alpha_1 v_1 + \alpha_2 v_2) = \overline{\alpha_1} (F, v_1) + \overline{\alpha_2} (F, v_2)
\]

and being continuous; here $(F, v)$ denotes the action of the functional $F$ on $v \in \mathcal{V}$. The space $\mathcal{V}^*$ is equipped with a natural norm and is a Banach space. Throughout this work we deal with the realization of the adjoint space $\mathcal{V}^*$ with respect to the pairing in $L_2(\Omega; \mathbb{C}^n)$, in particular, functions from $L_2(\Omega; \mathbb{C}^n)$ naturally generate functionals in $\mathcal{V}^*$ and in this sense $L_2(\Omega; \mathbb{C}^n) \subset \mathcal{V}^*$.

To each $u \in \mathcal{V}$, we associate a bounded antilinear functional from $\mathcal{V}^*$ acting by the rule $v \mapsto \mathcal{H}(u, v)$; the boundedness is ensured by the obvious estimate $|\mathcal{H}(u, v)| \leq C \|u\|_{\mathcal{V}} \|v\|_{\mathcal{V}^*}$. This is the mapping that is the extension of the operator $\mathcal{H}$ on $\mathcal{V}$; indeed, if $u$ belongs to the domain of $\mathcal{H}$, then for each $v \in \mathcal{V}$ we have $\mathcal{H}(u, v) = (\mathcal{H} u, v)_{L_2(\Omega; \mathbb{C}^n)}$. The right hand side of this identity is another representation for the aforementioned functional associated with $u$ and in this sense we mean the above made extension of the operator $\mathcal{H}$.

The operators $\mathcal{H}^*$ and $\mathcal{H}^0$ are defined in the same way. The corresponding forms are

\[
\mathcal{H}^*(u, v) := \mathcal{H}(u, v) + \sum_{j=1}^{d} \left( Q_j \frac{\partial u}{\partial x_j}, v \right)_{L^2(\Omega; \mathbb{C}^n)} - \sum_{j=1}^{d} \left( P_j \frac{\partial u}{\partial x_j}, v \right)_{L^2(\Omega; \mathbb{C}^n)} + (V^*, u, v)_{L^2(\Omega; \mathbb{C}^n)},
\]

(2.6)

\[
\mathcal{H}^0(u, v) := \mathcal{H}(u, v) + \sum_{j=1}^{d} \left( Q_j \frac{\partial u}{\partial x_j}, v \right)_{L^2(\Omega; \mathbb{C}^n)} - \sum_{j=1}^{d} \left( P_j \frac{\partial u}{\partial x_j}, v \right)_{L^2(\Omega; \mathbb{C}^n)} + (V^0, u, v)_{L^2(\Omega; \mathbb{C}^n)},
\]

(2.7)

on the domain $\mathcal{V}$. We can consider these forms in $L_2(\Omega; \mathbb{C}^n)$; it will be shown in Section 4.1 that they are closed and sectorial and by the first representation theorem [22, Ch. VI, Sec. 2.1, Thm. 2.1] there exist unique $m$-sectorial operators $\mathcal{H}^*$ and $\mathcal{H}^0$ associated with these forms. These are the operators $\mathcal{H}^*$ and $\mathcal{H}^0$ considered as unbounded ones in $L_2(\Omega; \mathbb{C}^n)$. The domain of these operators are subsets of $\mathcal{V}$. Then we extend these operators on the entire space $\mathcal{V}$ as above keeping the same notations.

By $\mathcal{M}_{1,-1}$ we denote the space of multipliers from $\mathcal{V}$ into $\mathcal{V}^*$; this space of multipliers consists of $n \times n$ matrix distributions $V$ defined on $\Omega$ such that $V u \in \mathcal{V}^*$ for each $u \in \mathcal{V}$ and the multiplication by $V$ is a bounded operator from $\mathcal{V}$ into $\mathcal{V}^*$. The norm in $\mathcal{M}_{1,-1}$ is given by the formula

\[
\|V\|_{\mathcal{M}_{1,-1}} := \sup_{u \in \mathcal{V}, v \neq 0} \frac{|(V u, v)|}{\|u\|_{\mathcal{V}} \|v\|_{\mathcal{V}^*}} = \sup_{u \neq 0} \frac{|(V u, v)|}{\|u\|_{\mathcal{V}} \|v\|_{\mathcal{V}^*}}.
\]

(2.8)

We introduce a similar space $\mathcal{M}_{1,0}$ of multipliers from $\mathcal{V}$ into $L_2(\Omega; \mathbb{C}^n)$. The norm in this space is defined as

\[
\|V\|_{\mathcal{M}_{1,0}} := \sup_{u \in \mathcal{V}, v \neq 0} \frac{\|V u\|_{L^2(\Omega; \mathbb{C}^n)}}{\|u\|_{\mathcal{V}} \|v\|_{\mathcal{V}^*}}.
\]

(2.9)

And one more space we shall need is denoted by $\mathcal{M}_{2,0}$ and it consists of multipliers from $\mathcal{V} \cap W^1_2(\Omega; \mathbb{C}^n)$ into $L_2(\Omega; \mathbb{C}^n)$ with the norm

\[
\|V\|_{\mathcal{M}_{2,0}} := \sup_{u \in \mathcal{V} \cap W^1_2(\Omega; \mathbb{C}^n), v \neq 0} \frac{\|V u\|_{L^2(\Omega; \mathbb{C}^n)}}{\|u\|_{W^1_2(\Omega; \mathbb{C}^n)} \|v\|_{\mathcal{V}^*}}.
\]

It is obvious that

\[
\mathcal{M}_{1,0} \subset \mathcal{M}_{1,-1}, \quad \mathcal{M}_{1,0} \subset \mathcal{M}_{2,0}, \quad \|V\|_{\mathcal{M}_{1,-1}} \leq \|V\|_{\mathcal{M}_{1,0}}, \quad \|V\|_{\mathcal{M}_{2,0}} \leq \|V\|_{\mathcal{M}_{1,0}}.
\]

(2.10)

By $\| \cdot \|_{X \rightarrow Y}$ we denote the norm of a bounded operator acting from a Banach space $X$ into a Banach space $Y$. We consider the space $(L_\infty(\Omega; \mathbb{C}^n))^{2d+1}$ and with each its element $X := (Q_1, \ldots, Q_d, P_1, \ldots, P_d, V)$
we associate a linear bounded operator $\mathcal{X}$ acting from $\mathfrak{U}$ into $\mathfrak{U}^*$ by the following rule:

$$
\langle \mathcal{X}u, v \rangle := \sum_{j=1}^{d} \left( Q_{j} \frac{\partial u}{\partial x_{j}} v \right)_{L_{2}(\Omega, \mathbb{C}^{n})} - \sum_{j=1}^{d} \left( P_{j} u, \frac{\partial u}{\partial x_{j}} \right)_{L_{2}(\Omega, \mathbb{C}^{n})} + \langle Vu, v \rangle_{L_{2}(\Omega, \mathbb{C}^{n})} \quad \text{for} \quad v \in \mathfrak{U}.
$$

(2.11)

We observe that if $\mathcal{X} = 0$, this does not imply $P_{j} = Q_{j} = V = 0$. Indeed, by a simple integration by parts it is easy to see that if the matrix functions $P_{j}, Q_{j}$ are continuously differentiable, compactly supported and satisfy the identities $Q_{j} = -P_{j}, V = \sum_{j=1}^{d} \frac{\partial Q_{j}}{\partial x_{j}}$, then $\mathcal{X} = 0$. This means that each operator $\mathcal{X}$ can be simultaneously represented by different sets of coefficients $Q_{j}, P_{j}, V$. The same situation also holds for the differential expression (2.14); we can rewrite the second sum as

$$
\sum_{j=1}^{n} \frac{\partial}{\partial x_{j}} P_{j}^{\varepsilon} = \sum_{j=1}^{n} P_{j}^{\varepsilon} \frac{\partial}{\partial x_{j}} + \sum_{j=1}^{n} \frac{\partial P_{j}^{\varepsilon}}{\partial x_{j}}
$$

and replace then $Q_{j}^{\varepsilon}$ and $V^{\varepsilon}$ by $Q_{j}^{\varepsilon} + P_{j}^{\varepsilon}$ and $V^{\varepsilon} + \sum_{j=1}^{n} \frac{\partial P_{j}^{\varepsilon}}{\partial x_{j}}$ not changing the action of the differential expression.

We denote by $\mathfrak{M}$ the space of all bounded operators from $\mathfrak{U}$ into $\mathfrak{U}^*$. If an operator $\mathcal{X}$ is defined by (2.11), then its norm is given by the identity

$$
\| \mathcal{X} \|_{\mathfrak{M}} = \sup_{\| u \|_{\mathfrak{U}}, \| v \|_{\mathfrak{U}} \neq 0} \frac{\left| \sum_{j=1}^{d} \left( Q_{j} \frac{\partial u}{\partial x_{j}} v \right)_{L_{2}(\Omega, \mathbb{C}^{n})} - \sum_{j=1}^{d} \left( P_{j} u, \frac{\partial u}{\partial x_{j}} \right)_{L_{2}(\Omega, \mathbb{C}^{n})} + \langle Vu, v \rangle_{L_{2}(\Omega, \mathbb{C}^{n})} \right|}{\| u \|_{\mathfrak{U}} \| v \|_{\mathfrak{U}}}
$$

(2.12)

Given an element $X \in (L_{\infty}(\Omega; \mathbb{C}^{n}))^{2d+1}$ and the associated operator $\mathcal{X}$ defined in (2.11), it is easy to see that

$$
\| \mathcal{X} \|_{\mathfrak{M}} \leq \sum_{j=1}^{d} \left( \| Q_{j} \|_{M_{1,0}} + \| P_{j} \|_{M_{1,0}} \right) + \| V \|_{M_{1,-1}}.
$$

(2.13)

We shall show in Section 5.3 that

$$
\| Q_{j} \|_{M_{1,0}} \leq \sqrt{n} \| Q \|_{M_{1,0}}
$$

(2.14)

and hence, estimate (2.12) implies

$$
\| \mathcal{X} \|_{\mathfrak{M}} \leq \sum_{j=1}^{d} \left( \sqrt{n} \| Q_{j} \|_{M_{1,0}} + \| P_{j} \|_{M_{1,0}} \right) + \| V \|_{M_{1,-1}}.
$$

(2.15)

Let $\mathcal{X}^{\varepsilon}$ and $\mathcal{X}^{0}$ be the operators defined by (2.11) via the families $P_{j}^{\varepsilon}, Q_{j}^{\varepsilon}$, $V^{\varepsilon}$ and $P_{j}^{0}, Q_{j}^{0}, V^{0}$. Then $\mathcal{H}^{\varepsilon} = \mathcal{H} + \mathcal{X}^{\varepsilon}$, $\mathcal{H}^{0} = \mathcal{H} + \mathcal{X}^{0}$, where all operators are treated as acting from $\mathfrak{U}$ into $\mathfrak{U}^*$.

### 2.3 Main results

Now we are in position to formulate our main results. The first of them describes a way of approximating the resolvent of $\mathcal{H}^{\varepsilon}$.

**Theorem 2.1.** Assume that the family $X^{\varepsilon} := (Q_{1}^{\varepsilon}, \ldots, Q_{d}^{\varepsilon}, P_{1}^{\varepsilon}, \ldots, P_{d}^{\varepsilon}, V^{\varepsilon})$ is bounded uniformly in $(L_{\infty}(\Omega; \mathbb{C}^{n}))^{2d+1}$ and the family of the corresponding operators $\mathcal{X}^{\varepsilon}$ given by (2.11) converges to some operator $\mathcal{X}^{0}$ in the sense of the norm $\| \cdot \|_{\mathfrak{M}}$. Then there exists an element $X^{0} := (Q_{1}^{0}, \ldots, Q_{d}^{0}, P_{1}^{0}, \ldots, P_{d}^{0}, V^{0}) \in (L_{\infty}(\Omega; \mathbb{C}^{n}))^{2d+1}$ generating the operator $\mathcal{X}^{0}$ by (2.11). In terms of the elements $X^{\varepsilon}$ and $X^{0}$ we define the operators $\mathcal{H}^{\varepsilon}$ and $\mathcal{H}^{0}$ via the forms in (2.10), (2.9). Then there exists a real number $\lambda_{0}$ independent of $\varepsilon$ such that each $\lambda \in \mathbb{C}$ obeying $\text{Re} \lambda \leq \lambda_{0}$ belongs to the resolvent sets of $\mathcal{H}^{0}$ and $\mathcal{H}^{\varepsilon}$ for all $\varepsilon$. For each $\lambda \in \mathbb{C}$ with $\text{Re} \lambda < \lambda_{0}$ the resolvent $(\mathcal{H}^{\varepsilon} - \lambda)^{-1}$ converges to $(\mathcal{H}^{0} - \lambda)^{-1}$ in the $\| \cdot \|_{\mathfrak{M}^{\varepsilon}, \mathfrak{M}}$-norm and it is represented by the convergent series

$$
(\mathcal{H}^{\varepsilon} - \lambda)^{-1} = \sum_{j=0}^{\infty} (\mathcal{H}^{0} - \lambda)^{-1} \left( -\mathcal{L}^{\varepsilon}(\mathcal{H}^{0} - \lambda)^{-1} \right)^{j}, \quad \mathcal{L}^{\varepsilon} := \mathcal{X}^{\varepsilon} - \mathcal{X}^{0}.
$$

(2.16)

Series (2.10) converges uniformly in $\varepsilon$ in the $\| \cdot \|_{\mathfrak{M}^{\varepsilon}, \mathfrak{M}}$-norm and the estimates hold:

$$
\left\| (\mathcal{H}^{\varepsilon} - \lambda)^{-1} - (\mathcal{H}^{0} - \lambda)^{-1} \sum_{j=0}^{N} (-1)^{j} (\mathcal{L}^{\varepsilon}(\mathcal{H}^{0} - \lambda)^{-1})^{j} \right\|_{\mathfrak{M}^{\varepsilon}, \mathfrak{M}} \leq c_{2}^{N+1}(\lambda)\|\mathcal{L}^{\varepsilon}\|_{\mathfrak{M}}^{N+1}
$$

(2.17)

for each $N \in \mathbb{Z}_{+}$, where $c_{2} = c_{2}(\lambda)$ is some fixed constant independent of $\varepsilon$ and $N$. 

5
Theorem 2.4. Suppose that the family $V^\varepsilon$ converges to $V^0$ in the norm resolvent sense, this implies a convergence of the family $\mathcal{A}^\varepsilon$ to $\mathcal{A}^0$ in the norm $\| \cdot \|_{\mathfrak{m}}$.

Our second theorem says that if the operator $\mathcal{H}^\varepsilon$ converges to $\mathcal{H}^0$ in the norm resolvent sense, this implies a convergence of the family $\mathcal{X}^\varepsilon$ to $\mathcal{X}^0$ in the norm $\| \cdot \|_{\mathfrak{m}}$.

Theorem 2.5. Suppose that

$$
\mathcal{X}(\varepsilon) := \sup_{f \in \mathcal{H}^\varepsilon} \frac{\| (\mathcal{H}^\varepsilon - \lambda)^{-1} f - (\mathcal{H}^0 - \lambda)^{-1} f \|_{\mathfrak{m}}}{\| f \|_{\mathfrak{m}}} \to 0, \quad \varepsilon \to 0.
$$

Then

$$
\| \mathcal{X}^\varepsilon - \mathcal{X}^0 \|_{\mathfrak{m}} \leq C \mathcal{X}(\varepsilon) \to 0, \quad \varepsilon \to 0,
$$

where $C$ is some constant independent of $\varepsilon$. In particular, if $Q_j^\varepsilon \equiv 0$, $P_j^\varepsilon \equiv 0$, $j = 1, \ldots, d$, then the family $V^\varepsilon$ converges to $V^0$ in $\mathfrak{m}_{1,-1}$ and

$$
\| V^\varepsilon - V^0 \|_{\mathfrak{m}_{1,-1}} \leq C \mathcal{X}(\varepsilon) \to 0, \quad \varepsilon \to 0,
$$

where $C$ is some constant independent of $\varepsilon$.

Our third theorem deals with an important case when the domain of the operator $\mathcal{H}^0$ treated as an unbounded $m$-sectorial operator in $L_2(\Omega; C^n)$ is a subset in $W_2^2(\Omega; C^n)$.

Theorem 2.3. Assume that the families $V^\varepsilon$, $Q_j^\varepsilon$ converge to $V^0$, $Q_j^0$ in $\mathfrak{m}_{1,-1}$, the family $P_j^\varepsilon$ converges to $P_j^0$ in $\mathfrak{m}_{2,0}$, the domain of the operator $\mathcal{H}^0$ considered in $L_2(\Omega; C^n)$ is a subset of $W_2^2(\Omega; C^n)$ and the resolvent of $\mathcal{H}^0$ is a bounded operator from $L_2(\Omega; C^n)$ into $W_2^2(\Omega; C^n)$. Then the operator $\mathcal{H}^\varepsilon$, considered in $L_2(\Omega; C^n)$, converges to $\mathcal{H}^0$ in the norm resolvent sense and for all $\lambda$ such that $\text{Re} \lambda < \lambda_0$ the estimate holds:

$$
\| (\mathcal{H}^\varepsilon - \lambda)^{-1} - (\mathcal{H}^0 - \lambda)^{-1} \|_{L_2(\Omega; C^n) \to W_2^2(\Omega; C^n)} \leq c_3(\lambda) \left( \| V^\varepsilon - V^0 \|_{\mathfrak{m}_{1,-1}} + \sum_{j=1}^d \| Q_j^\varepsilon - Q_j^0 \|_{\mathfrak{m}_{1,-1}} + \sum_{j=1}^d \| P_j^\varepsilon - P_j^0 \|_{\mathfrak{m}_{2,0}} \right),
$$

where $\lambda_0$ is from Theorem 2.4 and $c_3(\lambda)$ is some constant independent of $\varepsilon$.

The second part of our main results is devoted to simple necessary and sufficient conditions ensuring the convergence in the space $\mathfrak{m}_{1,-1}$.

By $\Gamma$ we denote some fixed lattice in $\mathbb{R}^d$ with a periodicity cell $\boxdot$. Given $\eta > 0$, we let

$$
\square_\eta := \eta \boxdot + \eta \gamma = \{ x \in \mathbb{R}^d : \eta^{-1} x - \gamma \in \boxdot \}, \quad \Gamma_\eta := \{ \gamma \in \Gamma : \square_\eta \subset \Omega \}.
$$

The next theorem gives a criterion of the convergence in the space $\mathfrak{m}_{1,-1}$.

Theorem 2.4. Let $V^\varepsilon \in L_\infty(\Omega; \mathfrak{M}_n)$ be a family of matrix functions bounded uniformly in $\varepsilon$ and let there exist a matrix function $V^0 \in L_\infty(\Omega; \mathfrak{M}_n)$ and a scalar positive function $\eta = \eta(\varepsilon)$ such that

$$
\left| \int_{\square_\eta} \eta^{-d} (V^\varepsilon(x) - V^0(x)) \, dx \right| \leq \rho_1(\varepsilon) \ell \Gamma_\eta, \quad \eta(\varepsilon) \to 0, \quad \varepsilon \to 0,
$$

where $\rho_1(\varepsilon) = \rho_1(\varepsilon)$ is some function independent of $\gamma$ such that $\rho_1(\varepsilon) \to 0$ as $\varepsilon \to 0$. Then $V^\varepsilon$ converges to $V^0$ in $\mathfrak{m}_{1,-1}$ as $\varepsilon \to 0$ and

$$
\| V^\varepsilon - V^0 \|_{\mathfrak{m}_{1,-1}} \leq C(\rho_1(\varepsilon) + \eta(\varepsilon)),
$$

where $C$ is some constant independent of $\varepsilon$, $\eta$ and $\rho_1$. And vice versa, if a uniformly bounded family $V^\varepsilon \in L_\infty(\Omega; \mathfrak{M}_n)$ converges to $V^0 \in L_\infty(\Omega; \mathfrak{M}_n)$ in $\mathfrak{m}_{1,-1}$, then condition (2.23) is satisfied with

$$
\eta(\varepsilon) = \| V^\varepsilon - V^0 \|_{\mathfrak{m}_{1,-1}}, \quad \rho_1(\varepsilon) = C \| V^\varepsilon - V^0 \|_{\mathfrak{m}_{1,-1}}^{\frac{1}{2}},
$$

where $C$ is some constant independent of $\varepsilon$.

The following theorem describes a very natural way of calculating the limit in $\mathfrak{m}_{1,-1}$.

Theorem 2.5. Let $V^\varepsilon \in L_\infty(\Omega; \mathfrak{M}_n)$ be a family of matrix functions bounded uniformly in $\varepsilon$ such that for almost each $x \in \Omega$ there exists a finite limit

$$
V^0(x) := \lim_{\varepsilon \to 0} \frac{1}{\mu^0(\varepsilon)} \int_{x + \mu(\varepsilon) \omega} V^\varepsilon(y) \, dy,
$$

(2.25)
where \( \omega \) is some fixed bounded domain, \( \mu = \mu(\varepsilon) \) is some positive function such that \( \mu(\varepsilon) \to 0 \) as \( \varepsilon \to 0 \). Assume that the limit in (2.24) is uniform in \( x \in \Omega \), namely,

\[
\left| V^\varepsilon(x) - \frac{1}{\mu_\varepsilon(x)} \int_{x + \mu_\varepsilon(x) \omega} V^\varepsilon(y) \, dy \right| \leq \rho_2(\varepsilon), \quad \rho_2(\varepsilon) \to 0, \quad \varepsilon \to 0,
\]

(2.26)

for all \( \varepsilon \in \Omega \) such that \( x + \mu_\varepsilon(\varepsilon) \omega \subset \Omega \), where the function \( \rho_2 = \rho_2(\varepsilon) \) is independent of the spatial variables. Then \( V^\varepsilon \in L_\infty(\Omega; M_n) \), the family \( V^\varepsilon \) converges to \( V^0 \) in \( M_{1,-1} \) and the estimate holds:

\[
\| V^\varepsilon - V^0 \|_{M_{1,-1}} \leq C(\rho_2(\varepsilon) + \mu_\varepsilon^2(\varepsilon)),
\]

(2.27)

where \( C \) is some constant independent of \( \varepsilon, \mu, \rho_2 \).

Our final theorem provides a criterion of the convergence in the space \( M_{1,0} \).

**Theorem 2.6.** Let \( Q^\varepsilon \in L_\infty(\Omega; M_n) \) be a family of matrix functions bounded uniformly in \( \varepsilon \) and let there exists a matrix function \( Q^0 \in L_\infty(\Omega; M_n) \) and a scalar positive function \( \eta = \eta(\varepsilon) \) such that

\[
\int_{\Omega^\varepsilon} \eta^{-1}(Q^\varepsilon(x) - Q^0(x))^2 \, dx \leq \rho_3(\varepsilon) \quad \text{for each} \quad \gamma \in \Gamma_\eta, \quad \eta(\varepsilon) \to 0, \quad \varepsilon \to 0,
\]

(2.28)

where \( \rho_3 = \rho_3(\varepsilon) \) is some function independent of \( \gamma \) such that \( \rho_3(\varepsilon) \to 0 \) as \( \varepsilon \to 0 \). Then \( Q^\varepsilon \) converges to \( Q^0 \) in \( M_{1,0} \) as \( \varepsilon \to 0 \) and

\[
\| Q^\varepsilon - Q^0 \|_{M_{1,0}} \leq C(\rho_3^2(\varepsilon) + \eta^{-2}(\varepsilon)),
\]

(2.29)

where \( C \) is some constant independent of \( \varepsilon, \eta \) and \( \rho_3 \). And vice versa, if a uniformly bounded family \( Q^\varepsilon \in L_\infty(\Omega; M_n) \) converges to \( Q^0 \in L_\infty(\Omega; M_n) \) in \( M_{1,0} \) as \( \varepsilon \to 0 \), then condition (2.28) is satisfied with

\[
\eta(\varepsilon) = \| Q^\varepsilon - Q^0 \|_{M_{1,0}}^2, \quad \rho_3(\varepsilon) = C\| Q^\varepsilon - Q^0 \|_{M_{1,0}}^2,
\]

where \( C \) is some constant independent of \( \varepsilon \). Inequality (2.14) holds true.

### 2.4 Discussion

Here we discuss our main results and the main results. We first mention main features of the unperturbed operator \( \mathcal{H} \). This is a general matrix second order operator with complex-valued coefficients; conditions (2.24) ensure the \( m \)-sectoriality of this operator once we treat as an unbounded one in \( L_2(\Omega; \mathbb{C}^m) \). It is considered on an arbitrary multi-dimensional domain with a sufficiently regular boundary. The boundary condition is classical and can be either Dirichlet condition or Robin condition, see (2.24). We extend this operator to the space \( \mathfrak{H} \subseteq W_2^3(\Omega; \mathbb{C}^m) \) since this provides a convenient way for studying general perturbations.

The coefficients of the operator \( \mathcal{H} \) belong to \( L_\infty(\Omega; \mathbb{C}^m) \) and this is sufficient to make the operator and the corresponding sesquilinear form \( h^\varepsilon \) well-defined. We note that by using appropriate embedding theorems it is possible to weaken the conditions on the coefficients and assume that they belong to certain spaces \( L_p \) or \( L_p, loc \) with a sufficiently large \( p \) or even to appropriate spaces of multipliers. We do not do this to avoid overloading the text by additional conditions.

The operator \( \mathcal{H}^\varepsilon \) involves a perturbation described by the families \( P^\varepsilon_j, Q^\varepsilon_j \) and \( V^\varepsilon \), where \( \varepsilon \) is a multi-dimensional small parameter. A formal writing of the perturbation is given in (2.24) and this is a first order differential operator and also an additional term in boundary condition (2.25). A rigorous definition then is given via the sesquilinear form \( h^\varepsilon \) and it explains the choice of the boundary condition (2.25): it ensures that the perturbation does not involve any contribution from the boundary \( \partial \Omega \), just ones on \( \Omega \).

The main feature of our problem is that priori we assume no specific dependence of these families on \( \varepsilon \) except for the uniform boundedness. The question we study is what are the minimal conditions on the dependence of \( P^\varepsilon_j, Q^\varepsilon_j \) and \( V^\varepsilon \) on \( \varepsilon \), under which there exists a limiting (homogenized) operator for \( \mathcal{H}^\varepsilon \) in the sense of the norm resolvent convergence. This question is effectively solved in two steps. The results of the first step are presented in Theorems 2.3, 2.4 and the main answer is that the studying of the norm resolvent convergence is equivalent to studying the convergence of the operator \( \mathcal{H}^\varepsilon \) defined by (2.24) via \( P^\varepsilon_j, Q^\varepsilon_j \) and \( V^\varepsilon \) in the operator norm \( \| \cdot \|_{M_{1,0}} \). This explains why it is convenient to treat the operators \( \mathcal{H}^\varepsilon \) and \( \mathcal{H}^0 \) as acting from \( \mathfrak{H} \) into \( \mathfrak{H}^* \). In this framework, the perturbation becomes regular and this produces complete expansion (2.10) and estimate (2.11). And this is the first main message of our work: the perturbation of arbitrary coefficients \( P^\varepsilon_j, Q^\varepsilon_j, V^\varepsilon \) in the operator \( \mathcal{H}^\varepsilon \) produces the norm resolvent convergence if and only if the perturbation by the operator \( \mathcal{A}^\varepsilon \) is regular in the sense of the norm \( \| \cdot \|_{M_{1,0}} \). The fact that the supremum in (2.14) involves the norms \( \| \cdot \|_{W_2^1(\Omega; \mathbb{C}^m)} \) is also very natural since the domains of our operators are \( \mathfrak{H} \subseteq W_2^3(\Omega; \mathbb{C}^m) \).
While the convergence in the operator norm $\| \cdot \|_{\mathbb{M}^\ast}$ looks quite abstract and complicated, inequality (2.15) gives a simple way of estimating this norm by means of the norms in the standard spaces of multipliers $\mathbb{M}_{1, -1}$ and $\mathbb{M}_{1, 0}$. In view of the above discussed results and this inequality, we can state that the convergence of the families $P_j^\varepsilon$ and $Q_j^\varepsilon$ in the space $\mathbb{M}_{1, 0}$ and of the family $V^\varepsilon$ in the space $\mathbb{M}_{1, -1}$ is sufficient to ensure the norm resolvent convergence stated in Theorem 2.1 as well as expansion (2.16) and estimate (2.17). Moreover, if $P_j^\varepsilon = Q_j^\varepsilon = 0$, then the convergence of the operators $X^\varepsilon$ in the operator norm $\| \cdot \|_{\mathbb{M}^\ast}$ is equivalent to the convergence of $V^\varepsilon$ in the space $\mathbb{M}_{1, -1}$. In other words, in this important particular case $P_j^\varepsilon = Q_j^\varepsilon = 0$, the norm resolvent convergence of $\mathcal{H}^\varepsilon$ is equivalent to the convergence of $V^\varepsilon$ in $\mathbb{M}_{1, -1}$.

The latter fact and the definition of the operator $\mathcal{H}^\varepsilon$ via the form $b^\varepsilon$, one could suggest to suppose that $V^\varepsilon$ is not an element of $L_\infty(\Omega; C^n)$ but an element of the space $\mathbb{M}_{1, -1}$. At the same time, a general form of a multiplier in $\mathbb{M}_{1, -1}$ is in fact the operator $X^\varepsilon$ defined in (2.11) provided we assume that there is no boundary term and no singular potentials supported by hypersurfaces and in the matrix potential $V^\varepsilon$ each entry $V_{ij}^\varepsilon$ should be such that $(V_{ij}^\varepsilon)^2$ is a scalar multiplier from $W_{2, 2}^2(\Omega)$ into $L_2(\Omega)$, see [20], Thm. 6.1. Treating such boundary term and singular potentials is a more gentle problem, which deserves a separate study and this explains our choice of the perturbation. In other words, instead of assuming that $V^\varepsilon$ is a multiplier, we use its general form in our perturbation. The matrix functions $P_j^\varepsilon$, $Q_j^\varepsilon$ and $V^\varepsilon$ defining such multiplier are not supposed to belong to the most possible general class but instead we assume that they are uniformly bounded in $L_\infty(\Omega; C^n)$: this is a reasonable condition especially in view of the known results in the case of pure periodically fast oscillating coefficients that the presence of a negative power of $\varepsilon$ at coefficients influences essentially the norm resolvent convergence.

In view of the above discussed relations between the convergence in the norm $\| \cdot \|_{\mathbb{M}}$ and in the spaces of multipliers $\mathbb{M}_{1, 0}$, it is natural to study the convergence in the latter spaces. Theorem 2.2 provides the main result on the convergence in the space $\mathbb{M}_{1, -1}$: it is equivalent to the uniform in $\varepsilon \in \Gamma_\eta$ convergence of the mean values over small cells $\Box_\eta$:

$$
\max_{\gamma \in \Gamma_\eta} \left| \int_{\Box_\eta} \eta^{-d} (V^\varepsilon(x) - V_0(x)) \, dx \right| \to 0, \quad \varepsilon \to 0, \quad (2.30)
$$

for some small function $\eta = \eta(\varepsilon)$. It is important to say that this criteria works only under the assumption that the family $V^\varepsilon$ belong to $L_\infty(\Omega; M_n)$ and is bounded uniformly in this space; this boundedness is employed essentially in the proof of Theorem 2.4. Namely, condition (2.23) is not sensitive to the choice of the boundary conditions in (2.23) and the definition of the space $\mathfrak{Y}$ and it works for both choices of this space. Such situation is exactly due to the assumed boundedness of the family $V^\varepsilon$ since it allows us to neglect the influence of the boundary in the proof of Theorem 2.4.

We also stress that the presence of the lattice $\Gamma$ and cells $\Box_\eta$ in condition (2.23) does not mean any periodicity of the family $V^\varepsilon$ but they are employed just as an auxiliary tool. The only reason of using a lattice and corresponding (rescaled) cells is that these cells cover the most part of the domain $\Omega$ being disjoint at the same time. The results of Theorems 2.1 (2.1) and 2.4 yield that the norm resolvent convergence under a perturbation by a potential $V^\varepsilon$ is equivalent to the convergence of this potential in the sense of the mean values in (2.30). This is a rather explicit criterion, which can be checked for many examples, which we shall discuss later. Moreover, the convergence in (2.30) suggests a natural way of finding a limit for $V^\varepsilon$ by formula (2.25).

Theorem 2.5 states that this is indeed the case once the limit is uniform in $x$: in this theorem the uniform boundedness of $V^\varepsilon$ in $L_\infty(\Omega; M_n)$ is again an important condition, which is used essentially in this proof. This result and the above discussed ones imply, in particular, the following statement: if the perturbation is made only by the potential $V^\varepsilon$, then the norm resolvent convergence under such perturbation is equivalent to the convergence of the mean values in (2.30); the limiting potential $V_0$ can be found as the limit in (2.25) provided the convergence of this limit is uniform in $x$.

Theorem 2.6 provides a criterion for the convergence in the space of multipliers $\mathbb{M}_{1, 0}$. It is similar to one in Theorem 2.4 but here the convergence of the mean values is not enough and instead, we need the uniform convergence of local averaged $L_2$-norms. In this theorem, the uniform boundedness of $Q^\varepsilon$ in $L_\infty(\Omega; C^n)$ is also employed essentially in the proof. The question on finding a formula similar to (2.25) remained open.

In Theorem 2.8, we consider an important case when the domain of the operator $\mathcal{H}^\varepsilon$ treated as an unbounded one in $L_2(\Omega; C^n)$ is a subset of $W_{2, 2}^2(\Omega; C^n)$. Then it is sufficient to assume that $Q_j^\varepsilon$ converges in $\mathbb{M}_{1, -1}$, while $P_j^\varepsilon$ converge in $\mathbb{M}_{1, 0}$ to ensure the norm resolvent convergence. We stress that in the considered case no expansion for the resolvent is provided. The norm of the space $\mathbb{M}_{1, 0}$ is estimated by that in $\mathbb{M}_{1, 0}$, see (2.11), and we can use sufficient condition from Theorem 2.4 to guarantee the convergence in $\mathbb{M}_{1, 0}$ and then in $\mathbb{M}_{1, -1}$. However, we failed trying to prove some criteria ensuring the convergence in $\mathbb{M}_{1, 0}$ similar to ones in Theorems 2.4 2.10.

We return back to Theorem 2.4 and discuss separately expansion (2.16). This is a complete expansion for the resolvent, which simultaneously serves as an asymptotic one. It should be stressed that at the same time that our perturbation involves only lower order terms and the coefficients at the second derivatives remain unperturbed.
Nevertheless, such complete asymptotic expansion is an essential progress and earlier known results provide a few leading terms in the expansions for the resolvents; the known results are true also for the cases when the higher order terms are perturbed as well. At the same time, our result on the complete asymptotic expansion does not cover previous results, for instance, for operators with locally periodic fast oscillating coefficients, even in a particular case of perturbation only in lower order terms, but we rather complete them. Let us dwell on more details here. The next-to-leading term in expansion (2.10) is \((H^0 - \lambda)^{-1}L^\varepsilon H^0\). This expression means that as a first step in approximating the resolvent of the operator \(H^0\), we should solve the equation

\[(H^0 - \lambda)u = L^\varepsilon u_0, \quad u_0 := (H^0 - \lambda)^{-1}f.\]  

(2.31)

This equation is simpler than the original equation \((H^\varepsilon - \lambda)u_\varepsilon = f\) because here the perturbation is moved from the operator into the right hand side. The solution to equation (2.31) of course depends on \(\varepsilon\) and we provide no information about the structure of this dependence since it highly depends on similar structure for \(L^\varepsilon\). For instance, in the case of locally periodic fast oscillating coefficients \(Q^\varepsilon_j = Q_j(x, \frac{\cdot}{\varepsilon}), P^\varepsilon_j = P_j(x, \frac{\cdot}{\varepsilon}), V^\varepsilon(x) = V(x, \frac{\cdot}{\varepsilon})\), our approach says that these coefficients should be moved to the right hand side and then the structure of the solution to corresponding equation (2.31) should be studied in more details. For a domain with a boundary this is a famous long-standing problem on finding an appropriate approximation for arising boundary layers and to the best of the author’s knowledge, the very recent progress was made in works [2], [3], [4], [5], where nice estimates for the convergence rates were obtained. Our approach does not solve this problem. But instead, it provides a complete expansion for the resolvent of \(H^\varepsilon\) in terms of the operator \((H^0 - \lambda)^{-1}L^\varepsilon\), mapping the function \(u_\varepsilon\) in the right hand side of equation (2.31) into its solution; the information about the structure of such operator can be obtained by applying the results of works [2], [3], [4], [5].

Summarizing all said above, we can say that our results show the borderline of the homogenization describing quite sharp the class of perturbations for which the norm resolvent convergence is present. To demonstrate this statement, we provide a series of examples. We shall discuss these examples in a separate next section, now we just say that we are able to treat the case of regularly perturbed coefficients, the case of sparsely distributed coefficients, the case of non-periodic stabilizing oscillating coefficients, the cases of locally periodic and almost periodic fast oscillating coefficients, as well as the cases of the coefficients with modulated and fractal periodicity and random perturbation. While dealing with fast oscillating coefficients and checking convergence of the main values, the main idea is as follows: if the oscillations have a period of order \(O(\varepsilon)\), then the function \(\eta\) should be chosen small but much larger, namely, \(\eta = \varepsilon^\alpha\) with an appropriate \(\alpha < 1\). Exactly this allows us to deal with non-periodic oscillations: if they are localized on sets of linear sizes of order \(O(\varepsilon)\), by calculating the mean values over still small but much larger sets, we in fact make a local intermediate homogenization mollifying the non-periodic microstructure. Apart of possible examples, we also discuss the ways of generating new treatable families \(P^\varepsilon_j\), \(Q^\varepsilon_j\) and \(V^\varepsilon\) from the given ones. This allows us to treat finally a very wide class of possible families.

Concluding the discussion, we mention the works on stochastic homogenization of the operators with random oscillating coefficients. The classical results can be found in [55], while a very recent progress is presented in papers [17, 20]. These models include indeed a wide class of operators with non-periodically oscillating coefficients, however, they still require certain restrictions like stationarity and ergodicity of the considered random fields. The results obtained in stochastic homogenizations state the convergence almost surely, that is, for almost all realizations of the random coefficients. On the contrary, we make no a priori assumptions on the structure of the our perturbation and our results are of deterministic nature: we say whether it is possible to make a homogenization for a given (realization of) perturbation or not. Nevertheless, our approach can be also applied to the stochastic homogenization, see an example in Section 3.8.

3 Examples

In this section we provide various examples of the families \(P^\varepsilon_j\), \(Q^\varepsilon_j\) and \(V^\varepsilon\), for which our results can be applied. We also discuss how to generate new families from the given ones. We stress that in our work the homogenization is treated in the sense of the norm resolvent convergence and this is why our conditions are stronger than ones ensuring the strong or weak resolvent convergence in many known works. We also do not try to get the sharp estimates for the convergence rates as well as to provide the most general conditions for the smoothness of the functions describing the perturbations. Our aim is to demonstrate various classes of perturbations, for which our general approach works.

Before proceeding to the examples, we make one remark. In most examples we consider the perturbation of form \(V^\varepsilon(x) = V(x, x_1, \ldots, x_m)\), where \(\varepsilon\) are small parameters and \(V(x, \xi^{(1)}, \ldots, \xi^{(m)})\) are some given functions with various dependence on \(x\) and \(\xi^{(1)}\). Without saying this explicitly, in each example we additionally suppose that the functions \(V^\varepsilon(x)\) are measurable if this is not implied immediately by the assumed smoothness of \(V\).
3.1 Regular perturbation

Our first example is a regular perturbation. Here we assume that the families $P^ε$, $Q^ε$ and $V^ε$ converge in $L_∞(Ω; M_n)$ as $ε → 0$ respectively to $P^0$, $Q^0$ and $V^0$. Then it follows from (2.8), (2.9) that

\[
\begin{align*}
\|V^ε - V^0\|_{\mathfrak{M}_{1-1}} &\leq \|V^ε - V^0\|_{L_∞(Ω; M_n)} → 0, \\
\|Q^ε_j - Q^0_j\|_{\mathfrak{M}_{1,0}} &\leq \|Q^ε_j - Q^0_j\|_{L_∞(Ω; M_n)} → 0, \\
\|P^ε_j - P^0_j\|_{\mathfrak{M}_{1,0}} &\leq \|P^ε_j - P^0_j\|_{L_∞(Ω; M_n)} → 0
\end{align*}
\]

as $ε → 0$. Then, in view of estimate (2.10), the assumptions of Theorem 2.1 are satisfied and expansion (2.16) reproduces a classical expansion of the resolvent in the case of a usual regular perturbation.

3.2 Sparse distribution

Let $M^ε_k$ be some points in $Ω$ indexed by $k ∈ I^ε$, where $I^ε$ is some at most countable set. Suppose that

\[
\inf_{k,j} \operatorname{dist}(M^ε_k, M^ε_j) ≥ η(e) > 0, \quad η(e) → 0, \quad ε → 0. \tag{3.1}
\]

By $B_r(a)$ we denote a ball in $R^d$ of radius $r$ centered at a point $a$. For each $k ∈ I^ε$ we arbitrarily choose a $n × n$ matrix function $V^ε_k = V^ε_k(x)$ such that it vanishes outside $B_{ρ^4(ε)ρ^5(ε)}(M^ε_k)$, where $ρ^4 = ρ^4(ε)$ is some function independent of $k ∈ I^ε$ such that $ρ^4(ε) → 0$ as $ε → 0$. We also suppose that the matrix functions $V^ε_k$ belong to $L_∞(B_{ρ^4(ε)ρ^5(ε)}(M^ε_k), M_n)$ for each $k ∈ I^ε$ and are bounded in the norm of this space uniformly in $k ∈ I^ε$ and $ε$. The function $V^ε$ is defined as $V^ε(x) = V^ε_k(x)$ on $B_{ρ^4(ε)ρ^5(ε)}(M^ε_k)$, $k ∈ I^ε$, and $V^ε(x) = 0$ otherwise. A sketched graph of the function $V^ε$ in the case of the sparse distribution is given on Figure 1.

Then we choose $Γ := Z^d$, $η := τ^ερ^4$ and introduce the sets $Γ_γ$ and $Γ_β$ by (2.22). Condition (3.1) then ensures that each cell $□_γ$ intersects with at most one of the balls $B_{ρ^4(ε)ρ^5(ε)}(M^ε_k)$ and in view of the uniform boundedness of $V^ε_k$ we then obtain:

\[
η^{-d} \int_{□_γ} V^ε(x) \, dx \leq Cρ^4_ε \inf_{k,j} \operatorname{mes} B_{ρ^4(ε)ρ^5(ε)}(M^ε_k) \leq Cρ^4_ε, \quad η^{-d} \int_{□_γ} |V^ε(x)|^2 \, dx \leq Cρ^4_ε.
\]

where $C$ are some constants independent of $ε$, $ρ^4$, $ρ^5$ and $γ$. By Theorems 2.4 and 2.5 we then conclude that the family $V^ε$ converges to zero both in $\mathfrak{M}_{1-1}$ and $\mathfrak{M}_{1,0}$ and

\[
\|V^ε\|_{\mathfrak{M}_{1-1}} ≤ C\left(ρ^4_ε(ε) + ρ^4_ε\right), \quad \|V^ε\|_{\mathfrak{M}_{1,0}} ≤ C\left(ρ^4_ε(ε) + ρ^4_ε\right),
\]

with constants $C$ independent of $ε$, $ρ^4$ and $ρ^5$.

3.3 Non-periodic stabilizing oscillations

Let $V = V(x, ξ)$ be a $n × n$ matrix function defined on $Ω × R^d$, measurable, uniformly bounded and having a finite limit as $ξ → ∞$. Namely, we assume that there exists a $n × n$ matrix function $V^0 = V^0(x)$ belonging to $L_∞(Ω; M_n)$ such that $V(x, ξ) → V^0(x)$ as $ξ → ∞$ uniformly in $x ∈ Ω$. 

Figure 1: Coefficient with sparse distribution
We let \( \varepsilon = (\varepsilon_1, \ldots, \varepsilon_d) \), where \( \varepsilon_j \), \( j = 1, \ldots, d \), are small positive parameters, and we define
\[
V^\varepsilon(x) := V\left( x, \frac{x_1}{\varepsilon_1}, \ldots, \frac{x_d}{\varepsilon_d} \right).
\]
Such family is obviously uniformly bounded in \( L_\infty(\Omega; \mathbb{M}_n) \) and we are going to show that it also converges to \( V^0 \) in \( \mathfrak{M}_{1, \ast} \) as \( \varepsilon \to 0 \).

We denote: \( \varepsilon_{\text{max}} := \max_j \varepsilon_j \), \( \eta(\varepsilon) := \frac{1}{\varepsilon_{\text{max}}} \). Then we choose the lattice \( \Gamma \in \mathbb{R}^d \) as \( \Gamma := (-1, \ldots, -1) + 2\mathbb{Z}^d \); its periodicity cell is \( \Box := (0, 2)^d \). Let us show that condition \ref{thm:main} holds for the family \( V^\varepsilon \). It is clear that
\[
\frac{x_1^2}{\varepsilon_1^2} + \ldots + \frac{x_d^2}{\varepsilon_d^2} > \frac{|x|^2}{\varepsilon_{\text{max}}^2} \tag{3.2}
\]
and hence, due to the uniform convergence of \( V(x, \xi) \) to its limit \( V^0(x) \) as \( \xi \to \infty \),
\[
|V^\varepsilon(x) - V^0(x)| \leq \rho_0(\varepsilon) \quad \text{as} \quad |x| > \eta^2(\varepsilon), \quad \rho_0(\varepsilon) := \sup_{|\xi| > \eta^{-1}(\varepsilon)} |V(x, \xi) - V^0(x)| \to 0, \quad \varepsilon \to 0. \tag{3.3}
\]

Then, in view of the uniform boundedness of the family \( V^\varepsilon \), we have:
\[
\frac{1}{\eta^d} \left| \int_{\eta \Box} (V^\varepsilon(x) - V^0(x)) \, dx \right| \leq \frac{1}{\eta^d} \int_{B_2^d(0)} |V^\varepsilon(x) - V^0(x)| \, dx + \frac{1}{\eta^d} \int_{\eta \Box \setminus B_2^d(0)} |V^\varepsilon(x) - V^0(x)| \, dx \leq C \eta^d + \rho_0,
\]
where \( C \) is some constant independent of \( \varepsilon, \eta \) and \( \rho_0 \). On other cells \( \eta \Box + \eta \gamma \) with \( \gamma \neq 0 \) estimate \ref{eq:estimate} holds and hence,
\[
\frac{1}{\eta^d} \left| \int_{\eta \Box + \eta \gamma} (V^\varepsilon(x) - V^0(x)) \, dx \right| \leq \rho_0.
\]
This estimate and \ref{eq:estimate} yield that Theorem \ref{thm:main} holds with the above introduced \( \eta \) and
\[
\|V^\varepsilon - V^0\|_{\mathfrak{M}_{1, \ast}} \leq C \left( \rho_0(\varepsilon) + \varepsilon_{\text{max}}^{\frac{1}{3}} \right)
\]
with a constant \( C \) independent of \( \varepsilon \). In the same way we confirm that Theorem \ref{thm:main} also holds for the family \( V^\varepsilon \), it converges to \( V^0 \) in \( \mathfrak{M}_{1, \ast} \) and
\[
\|V^\varepsilon - V^0\|_{\mathfrak{M}_{1, 0}} \leq C \left( \rho_0^\frac{1}{7}(\varepsilon) + \varepsilon_{\text{max}}^{\frac{1}{7}} \right)
\]
with a constant \( C \) independent of \( \varepsilon \).

It is also possible to modify the above example by considering the functions \( V(x, \xi) \) with a varying limit at infinity. Namely, let \( S^{d-1} \) be the unit sphere in \( \mathbb{R}^d \). Suppose that we are again given a \( n \times n \) matrix function \( V = V(x, \xi) \), which is measurable and uniformly bounded and there exists a \( n \times n \) matrix function \( V^0 = V^0(x, \xi) \) defined on \( \Omega \times S^{d-1} \), measurable and uniformly bounded such that
\[
V(x, t\xi) \to V^0(x, \xi) \quad \text{as} \quad t \to +\infty \quad \text{uniformly in} \quad (x, \xi) \in \Omega \times S^{d-1}.
\]
Then we choose a single small positive parameter \( \varepsilon \) and we define \( V^\varepsilon(x) := V(x, \varepsilon^\frac{1}{7}) \). A sketched graph of the function \( V^\varepsilon \) as \( d = 2 \),
\[
V(x, \xi) = \sin \frac{5\xi_1}{|\xi|} + \cos \frac{10\xi_1}{|\xi|} + \frac{\sin 5\xi_2}{\left( 1 + |\xi_1| + 2|\xi_2| \right)^2} + \frac{\cos 7\xi_1}{\left( 1 + |\xi_1| + |\xi_2| \right)^2}
\]
is given on Figure 4.

Let us confirm that this family converges to \( V^0(x) := V^0(x, \frac{\xi}{|\xi|}) \) as \( \varepsilon \to 0 \). We again choose the same lattice \( \Gamma \) as above and \( \eta := \varepsilon^\frac{1}{7} \). Estimate \ref{eq:estimate} remains true with \( \varepsilon_{\text{max}} = \varepsilon_1 = \ldots = \varepsilon_m = \varepsilon \) and relations \ref{eq:main} are to be modified as follows:
\[
|V^\varepsilon(x) - V^0(x)| \leq \rho_\varepsilon(\varepsilon) \quad \text{as} \quad |x| > \varepsilon^{-\frac{2}{7}}, \quad \rho_\varepsilon(\varepsilon) := \sup_{|\xi| > \varepsilon^{\frac{1}{7}} \atop x \in \Omega} \left| V(x, \xi) - V^0\left( x, \frac{\xi}{|\xi|} \right) \right| \to 0, \quad \varepsilon \to 0.
\]

All other calculations remain unchanged and we then obtain:
\[
\|V^\varepsilon - V^0\|_{\mathfrak{M}_{1, \ast}} \leq C \left( \rho_\varepsilon(\varepsilon) + \varepsilon^{\frac{1}{7}} \right), \quad \|V^\varepsilon - V^0\|_{\mathfrak{M}_{1, 0}} \leq C \left( \rho_\varepsilon^\frac{1}{7}(\varepsilon) + \varepsilon^{\frac{1}{7}} \right).
\]
3.4 Locally periodic fast oscillations

Here we consider a classical example of a locally periodic fast oscillating coefficients. Namely, we choose a multi-dimensional small parameter \( \varepsilon = (\varepsilon_1, \ldots, \varepsilon_m) \) and \( m \) arbitrary fixed lattices \( L_j, j = 1, \ldots, m \), in \( \mathbb{R}^d \) with periodicity cells \( \square_j \). By \( V = V(x, \xi), \xi := (\xi_1, \ldots, \xi_m) \), we denote an arbitrary \( n \times n \) matrix function defined for \( x \in \Omega, \xi \in \mathbb{R}^d \), \( j = 1, \ldots, m \); here each \( \xi_j \) is a \( d \)-dimensional variable and \( \xi \) is a \( md \)-dimensional variable. We assume that the function \( V \) is uniformly bounded and \( \square_j \)-periodic in \( \xi_j \) for each \( j = 1, \ldots, m \). We also assume the following uniform continuity:

\[
\sup_{x, \bar{x} \in \Omega, \xi, \bar{\xi} \in \mathcal{C}_0 \suchthat |x - \bar{x}| \leq \delta, |\xi - \bar{\xi}| \leq \delta} \|V(x, \xi, \cdot) - V(\bar{x}, \bar{\xi}, \cdot)\|_{L_\infty(\mathcal{C}_m)} \leq \rho_\varepsilon(\delta), \quad \rho_\varepsilon(\delta) \to 0, \quad \delta \to 0, \tag{3.5}
\]

where \( \rho_\varepsilon = \rho_\varepsilon(\delta) \) is some function, \( \xi_j = (\xi_1, \ldots, \xi_{m-1}) \), \( \square_0 := \square_1 \times \ldots \times \square_{m-1} \). In addition we assume that all \( \varepsilon_j \) are positive and tend to zero so that

\[
\frac{\varepsilon_1}{\varepsilon_2} \to 0, \quad \frac{\varepsilon_2}{\varepsilon_3} \to 0, \quad \ldots \quad \frac{\varepsilon_{m-1}}{\varepsilon_m} \to 0. \tag{3.6}
\]

The family \( V^\varepsilon \) is defined as

\[
V^\varepsilon(x) := V\left(x, \frac{x}{\varepsilon_1}, \ldots, \frac{x}{\varepsilon_m}\right). \tag{3.7}
\]

A sketched graph of the function \( V^\varepsilon \) for \( d = 2, \varepsilon = (\varepsilon_1, \varepsilon_2) \), \( V(x, \xi, \zeta) = \sin \xi_1 \cos \xi_2 + \cos \zeta_1 \sin \zeta_2 \) is given on Figure 2.

We are going to show that the family \( V^\varepsilon \) converges in \( \mathcal{M}_{1-} \) as \( \varepsilon \to 0 \) and the limit is

\[
V_0(x) := \prod_{j=1}^m \frac{1}{\text{mes} \square_j} \int_{\square_j} d\xi_1 \ldots \int_{\square_m} d\xi_m V(x, \xi_1, \ldots, \xi_m).
\]

In order to do this, we shall confirm that the assumptions of Theorem 2.4 are satisfied with \( \eta := \varepsilon_1^{\frac{1}{d}} \) and \( \Gamma := \mathbb{Z}^d, \square := (0,1)^d \).

We introduce the sets \( \Gamma_\eta \) and \( \square_\eta \) by (2.22), fix an arbitrary \( \gamma \in \Gamma_\eta \) and denote

\[
L_{m, \varepsilon m} := \{ \gamma_m \in L_m : \varepsilon_m \square_m + \varepsilon_m \gamma_m \subset \square_\eta \}, \quad \square_\eta^{(m)} := \bigcup_{\gamma_m \in L_{m, \varepsilon m}} (\varepsilon_m \square_m + \varepsilon_m \gamma_m). \tag{3.8}
\]

It follows from the above definition that

\[
\text{mes} \square_\eta \setminus \square_\eta^{(m)} \leq C \eta^{d-1} \varepsilon_m, \tag{3.9}
\]

where \( C \) is some constant independent of \( \gamma, \eta \) and \( \varepsilon \). Hence, due to the uniform boundedness of \( V \),

\[
\left| \frac{1}{\eta^d} \int_{\square_\eta} V^\varepsilon(x) \, dx - \frac{1}{\eta^d} \int_{\square_\eta^{(m)}} V^\varepsilon(x) \, dx \right| \leq C \varepsilon_m \eta^{-1} \leq C \varepsilon_1^{\frac{1}{d}} \tag{3.10}
\]
with a constant $C$ independent of $\gamma$, $\eta$ and $\varepsilon$. For each cell $\square_{\square_{m}}^{m}$ we obviously have

$$|x - \varepsilon m \gamma m| \leq k_m \varepsilon m, \quad x \in \varepsilon m \square_{m} + \varepsilon m \gamma m,$$

where $k_m$ is the linear size of the cell $\square_{m}$. Then owing to conditions (3.6) we obtain

$$\left|\left(\frac{x}{\varepsilon m} \varepsilon \gamma m, \frac{\varepsilon m}{\varepsilon m}, \ldots, \frac{\varepsilon m}{\varepsilon m} \gamma m, \frac{x}{\varepsilon m}\right)\right| \leq k_m \varepsilon m \left(1 + \frac{1}{\varepsilon m} + \ldots + \frac{1}{\varepsilon m - 1}\right) \leq \sqrt{m k_m} \frac{\varepsilon m}{\varepsilon m - 1}$$

as $x \in \varepsilon m \square_{m} + \varepsilon m \gamma m$. Hence, by condition (3.5),

$$\left|V^\varepsilon(x) - V\left(\varepsilon m \gamma m, \frac{\varepsilon m}{\varepsilon m}, \ldots, \frac{\varepsilon m}{\varepsilon m} \gamma m, \frac{x}{\varepsilon m}\right)\right| \leq \rho s\left(\sqrt{m k_m} \frac{\varepsilon m}{\varepsilon m - 1}\right), \quad x \in \varepsilon m \square_{m} + \varepsilon m \gamma m. \quad (3.11)$$

This estimate implies:

$$\left|\frac{1}{\varepsilon m} \int V^\varepsilon(x) \, dx - \frac{1}{\eta^d} \sum_{\gamma m \in \bigcup_{m, \varepsilon m \square_{m} + \varepsilon m \gamma m}} \int V\left(\varepsilon m \gamma m, \frac{\varepsilon m}{\varepsilon m}, \ldots, \frac{\varepsilon m}{\varepsilon m} \gamma m, \frac{x}{\varepsilon m}\right) \, dx\right|$$

$$\leq \frac{1}{\eta^d} \sum_{\gamma m \in \bigcup_{m, \varepsilon m \square_{m} + \varepsilon m \gamma m}} \int \left|V^\varepsilon(x) - V\left(\varepsilon m \gamma m, \frac{\varepsilon m}{\varepsilon m}, \ldots, \frac{\varepsilon m}{\varepsilon m} \gamma m, \frac{x}{\varepsilon m}\right)\right| \, dx$$

$$\leq \frac{1}{\eta^d} \rho s\left(\sqrt{m k_m} \frac{\varepsilon m}{\varepsilon m - 1}\right) \sum_{\gamma m \in \bigcup_{m, \varepsilon m}} \mes(\varepsilon m \square_{m} + \varepsilon m \gamma m) = \frac{\mes(\bigcup_{m, \varepsilon m})}{\eta^d} \rho s\left(\sqrt{m k_m} \frac{\varepsilon m}{\varepsilon m - 1}\right)$$

$$\leq \rho s\left(\sqrt{m k_m} \frac{\varepsilon m}{\varepsilon m - 1}\right)$$

and by (3.10) we hence get:

$$\left|\frac{1}{\eta^d} \int V^\varepsilon(x) \, dx - \frac{1}{\eta^d} \sum_{\gamma m \in \bigcup_{m, \varepsilon m \square_{m} + \varepsilon m \gamma m}} \int V\left(\varepsilon m \gamma m, \frac{\varepsilon m}{\varepsilon m}, \ldots, \frac{\varepsilon m}{\varepsilon m} \gamma m, \frac{x}{\varepsilon m}\right) \, dx\right| \leq C\left(\rho s\left(\sqrt{m k_m} \frac{\varepsilon m}{\varepsilon m - 1} + \frac{\varepsilon m}{\eta}\right)\right).$$

where $C$ is some constant independent of $\varepsilon$ and the point $\gamma$ involved in definition (3.8) of $\square_{\square_{m}}^{m}$. At the same
time,
\[
\int_{\varepsilon_m \Box_m + \varepsilon_m \gamma_m} V\left(\varepsilon_m \gamma_m, \frac{\varepsilon_m}{\varepsilon_1} \gamma_m, \ldots, \frac{\varepsilon_m}{\varepsilon_{m-1}} \gamma_m, \frac{x}{\varepsilon_m}\right) dx
\]
\[
= \varepsilon_m d \int_{\varepsilon_m \Box_m + \varepsilon_m \gamma_m} \varepsilon_m d \int_{\varepsilon_m \Box_m + \varepsilon_m \gamma_m} V\left(\varepsilon_m \gamma_m, \frac{\varepsilon_m}{\varepsilon_1} \gamma_m, \ldots, \frac{\varepsilon_m}{\varepsilon_{m-1}} \gamma_m, \xi_m\right) d\xi_m
\]
\[
= \frac{1}{\text{mes} \Box_m} \int_{\varepsilon_m \Box_m + \varepsilon_m \gamma_m} dx \int_{\varepsilon_m \Box_m + \varepsilon_m \gamma_m} V\left(\varepsilon_m \gamma_m, \frac{\varepsilon_m}{\varepsilon_1} \gamma_m, \ldots, \frac{\varepsilon_m}{\varepsilon_{m-1}} \gamma_m, \xi_m\right) d\xi_m
\]
\[
+ \frac{1}{\text{mes} \Box_m} \int_{\varepsilon_m \Box_m + \varepsilon_m \gamma_m} dx \int_{\varepsilon_m \Box_m + \varepsilon_m \gamma_m} V\left(\varepsilon_m \gamma_m, \frac{\varepsilon_m}{\varepsilon_1} \gamma_m, \ldots, \frac{\varepsilon_m}{\varepsilon_{m-1}} \gamma_m, \xi_m\right)
\]
\[
- V\left(\varepsilon_m \gamma_m, \frac{\varepsilon_m}{\varepsilon_1} \gamma_m, \ldots, \frac{\varepsilon_m}{\varepsilon_{m-1}} \gamma_m, \xi_m\right) d\xi_m
\]
(3.13)

and by (3.11) we have:
\[
\frac{1}{\text{mes} \Box_m} \int_{\varepsilon_m \Box_m + \varepsilon_m \gamma_m} dx \int_{\varepsilon_m \Box_m + \varepsilon_m \gamma_m} V\left(\varepsilon_m \gamma_m, \frac{\varepsilon_m}{\varepsilon_1} \gamma_m, \ldots, \frac{\varepsilon_m}{\varepsilon_{m-1}} \gamma_m, \xi_m\right) d\xi_m
\]
\[
\leq C\varepsilon_m d \rho_s \left(\sqrt{m k_m} \frac{\varepsilon_m}{\varepsilon_{m-1}}\right)
\]

with a constant C independent of \(\varepsilon\) and \(\gamma\). This estimate, (3.10), the boundedness of \(V\) and relations (3.13), (4.12) yield:
\[
\left| \frac{1}{\eta} \int_{\Box_m} V^\varepsilon (x) dx - \frac{1}{\eta} \int_{\text{mes} \Box_m} V\left(x, \frac{x}{\varepsilon_1}, \ldots, \frac{x}{\varepsilon_{m-1}}, \xi_m\right) d\xi_m \right| \leq C \left(\eta s \left(\sqrt{m k_m} \frac{\varepsilon_m}{\varepsilon_{m-1}}\right) + \frac{\varepsilon_m}{\eta}\right),
\]

where the constant C is independent of \(\varepsilon\) and \(\gamma\).

We introduce auxiliary function and sets
\[
V_1(x, \xi_1, \ldots, \xi_{m-1}) := \frac{1}{\text{mes} \Box_m} \int_{\varepsilon_m \Box_m} V(x, \xi_1, \ldots, \xi_{m-1}, \xi_m) d\xi_m,
\]
\[
L_{m-1, \varepsilon m-1} := \{\gamma_{m-1} \in L_{m-1} : \varepsilon_{m-1} \Box_m + \varepsilon_{m-1} \gamma_{m-1} \subset \Box_m\},
\]
\[
\Box_m^{(\varepsilon_{m-1})} := \bigcup_{\gamma_{m-1} \in L_{m-1, \varepsilon m-1}} (\varepsilon_{m-1} \Box_m + \varepsilon_{m-1} \gamma_{m-1}).
\]
The function \(V_1\) obviously possesses the same properties as \(V\), while the set \(\Box_m^{(\varepsilon_{m-1})}\) satisfies an estimate similar to (3.9).

Arguing then as above, we easily prove that
\[
\left| \frac{1}{\eta} \int_{\Box_m} dx \int_{\text{mes} \Box_m} V\left(x, \frac{x}{\varepsilon_1}, \ldots, \frac{x}{\varepsilon_{m-1}}, \xi_m\right) d\xi_m
\]
\[
- \frac{1}{\eta} \int_{\Box_m} dx \int_{\text{mes} \Box_m} dx \int_{\Box_m} d\xi_m \int_{\Box_m} d\xi_{m-1} V\left(x, \frac{x}{\varepsilon_1}, \ldots, \frac{x}{\varepsilon_{m-2}}, \xi_{m-1}, \xi_m\right)
\]
\[
= \frac{1}{\eta} \int_{\Box_m} V_1\left(x, \frac{x}{\varepsilon_1}, \ldots, \frac{x}{\varepsilon_{m-1}}\right) dx - \frac{1}{\eta} \int_{\Box_m} dx \int_{\text{mes} \Box_m} d\xi_{m-1} V_1\left(x, \frac{x}{\varepsilon_1}, \ldots, \frac{x}{\varepsilon_{m-2}}, \xi_{m-1}\right)
\]
\[
\leq C \left(\rho_s \left(\sqrt{m - 1 k_m} \frac{\varepsilon_{m-1}}{\varepsilon_{m-2}}\right) + \frac{\varepsilon_{m-1}}{\eta}\right),
\]
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where $C$ is some constant independent of $\gamma$ and $\varepsilon$, while $k_{m-1}$ is the linear size of the cell $\square_{m-1}$. Repeating recurrently this procedure and summing up the obtained estimates, we finally get:

$$\left| \frac{1}{\eta^d} \int_{\Omega_0} V'(x) \, dx - \frac{1}{\eta^d} \int_{\Omega_0} V^0(x) \, dx \right| \leq C \sum_{j=2}^{m} \left( \rho_k \left( \sqrt{jk_1} \frac{\varepsilon_j}{\varepsilon_j-1} \right) + \frac{\varepsilon_j}{\eta} \right) \leq C \left( \sum_{j=2}^{m} \rho_k \left( \sqrt{jk_1} \frac{\varepsilon_j}{\varepsilon_j-1} \right) + \frac{1}{\eta^{1/2}} \right),$$

where $C$ is a constant independent of $\varepsilon$ and $\gamma$. Since $\gamma$ is arbitrary, the above estimate ensures that the assumptions of Theorem 2.4 are satisfied and the family $V^*$ converges to $V^0$ in $\mathfrak{M}_{1,-1}$:

$$\|V^* - V^0\|_{\mathfrak{M}_{1,-1}} \leq C \left( \sum_{j=2}^{m} \rho_k \left( \sqrt{jk_1} \frac{\varepsilon_j}{\varepsilon_j-1} \right) + \frac{1}{\eta^{1/2}} \right).$$

In the case $m = 1$, function (3.7) is a classical example of a locally periodic fast oscillating coefficient. If $m > 1$, it covers also the case $\varepsilon_i = \varepsilon^{m_i}$ with some exponents $\alpha_1 < \alpha_2 < \ldots < \alpha_m$. This is also a classical example of the reiterated homogenization. However, our results impose no strict restrictions on $\varepsilon_i$; for instance, they are applicable to the case when all $\varepsilon_i$ are arbitrary functions of a single small parameter, say, $\varepsilon_1 = \varepsilon$, $\varepsilon_2 = \varepsilon^{x_2}$, $\varepsilon_3 = e^{-x_3}$, $\varepsilon_4 = e^{-x_4}$, $\varepsilon_5 = e^{-x_5^2}$. Moreover, the parameters $\varepsilon_i$ can vary independently and they just should satisfy (3.9). To the best of the author’s knowledge, such multi-parametric perturbation have never been studied before.

### 3.5 Locally almost periodic fast oscillations

This example is devoted to a locally almost periodically fast oscillating coefficient. The homogenization of operators with almost periodic fast oscillating coefficients is a classical example, which was intensively studied, see, for instance, [22, 37], and the references therein.

It is introduced similar to the case of locally periodic fast oscillating coefficient, but for simplicity, we suppose now that $\varepsilon$ is a one-dimensional small parameter and $V = V(x, \xi)$. The $n \times n$ matrix function $V$ is defined for $x \in \Omega$, $\xi \in \mathbb{R}^d$, is measurable, uniformly bounded and uniformly continuous in $x$:

$$\sup_{x, \xi \in \Omega} \sup_{|x - \bar{x}|, |\xi - \bar{\xi}| < \delta} |V(x, \xi) - V(\bar{x}, \bar{\xi})| \leq \rho_5(\delta), \quad \rho_5(\delta) \to 0, \quad \delta \to 0. \quad (3.14)$$

The dependence of $V$ on $\xi$ is supposed to be almost periodic. Namely, for each $x$ the matrix function $V(x, \cdot)$ belongs to the Weyl class of almost periodic matrix functions. This class is denoted by $\mathcal{W}(\mathbb{R}^d; \mathbb{M}_n)$ and is introduced as follows. We first define a seminorm

$$\|f\|_{\mathcal{W}(\mathbb{R}^d; \mathbb{M}_n)} := \lim_{r \to +\infty} \sup_{r \notin \mathbf{G}} \frac{1}{r^d \text{mes} \square} \int_{r\mathbf{G} + \gamma} |f(\xi)| \, d\xi \quad \text{on an appropriate subspace in } L_{\infty}(\mathbb{R}^d; \mathbb{M}_n),$$

where $\Gamma$ is some fixed lattice with a periodicity cell $\square$. The Weyl class $\mathcal{W}(\mathbb{R}^d; \mathbb{M}_n)$ is introduced as a completion, in the above seminorm, of $n \times n$ matrix functions, the entries of which are finite trigonometric polynomials. The family $V^*$ is defined as

$$V^*(x) := V \left( x, \frac{x_1}{\varepsilon}, \ldots, \frac{x_d}{\varepsilon} \right).$$

A sketched graph of the function $V^*$ as $d = 2$, $V(x, \xi) = \sin \xi_1 \cos \xi_2 + \cos \sqrt{2} \xi_1 \cos \sqrt{3} \xi_2$ is given on Figure [4].

The definition of the Weyl almost periodic function ensures that the considered functions possess a mean value:

$$f^0 := \lim_{r \to +\infty} \frac{1}{r^d \text{mes} \square} \int_{r\mathbf{G} + \gamma} f(\xi) \, d\xi,$$

which turns out to be independent of $\gamma \in \Gamma$. Indeed, for each $\delta > 0$ there exists a trigonometric polynomial $T_\delta = T_\delta(\xi)$ such that $\|f - T_\delta\|_{\mathcal{W}(\mathbb{R}^d; \mathbb{M}_n)} < \delta$. Then definition (3.14) implies the existence of $R(\delta)$ such that for all $r > R(\delta)$ and $\gamma \in \Gamma$ we have

$$\left| \frac{1}{r^d \text{mes} \square} \int_{r\mathbf{G} + \gamma} f(\xi) \, d\xi - \frac{1}{r^d \text{mes} \square} \int_{r\mathbf{G} + \gamma} T_\delta(\xi) \, d\xi \right| \leq \frac{1}{r^d \text{mes} \square} \int_{r\mathbf{G} + \gamma} |f(\xi) - T_\delta(\xi)| \, d\xi \leq \|f - T_\delta\|_{\mathcal{W}(\mathbb{R}^d; \mathbb{M}_n)} < \delta,$$

where $C$ is a constant independent of $\varepsilon$ and $\gamma$. Since $\gamma$ is arbitrary, the above estimate ensures that the assumptions of Theorem 2.4 are satisfied and the family $V^*$ converges to $V^0$ in $\mathfrak{M}_{1,-1}$:

$$\|V^* - V^0\|_{\mathfrak{M}_{1,-1}} \leq C \left( \sum_{j=2}^{m} \rho_k \left( \sqrt{jk_1} \frac{\varepsilon_j}{\varepsilon_j-1} \right) + \frac{1}{\eta^{1/2}} \right).$$
Hence,
\[
\left| \frac{1}{r^2 \text{mes}} \int_{r \square + r \gamma} f(\xi) \, d\xi - \frac{1}{r^2 \text{mes}} \int_{r \square + r \gamma} f(\xi) \, d\xi \right| \leq 2\delta \quad \text{for} \quad r_1, r_2 > R(\delta)
\]
and this proves the existence of the limit in (3.10) for each $\gamma \in \Gamma$. Since $T_\delta$ is a finite trigonometric polynomial, that is, $T_\delta(\xi) = \sum_\alpha e^{i\alpha \cdot \xi} T_{\delta,\alpha}$, where the sum is finite, $\alpha \in \mathbb{R}^d$ are some vectors, $T_{\delta,\alpha}$ are some constant $n \times n$ matrices, we see that the limit
\[
T_\delta := \lim_{r \to +\infty} \frac{1}{r^d \text{mes}} \int_{r \square + r \gamma} T_\delta(\xi) \, d\xi
\]
is well-defined for each $\gamma \in \Gamma$ and is independent of $\gamma$. Then it follows from (3.17), (3.16) that $|f^0 - T_\delta^0| < \delta$ for each $\gamma \in \Gamma$. Therefore, the limit in (3.16) is independent of $\gamma$ and it converges uniformly in $\gamma$.

Since $V(x, \cdot) \in W(\mathbb{R}^d; \mathbb{M}_n)$, for each $x \in \Omega$ the mean value
\[
V^0(x) := \lim_{r \to +\infty} \frac{1}{r^d \text{mes}} \int_{r \square + r \gamma} V(x, \xi) \, d\xi
\]
is well-defined, independent of $\gamma$ and the limit converges uniformly in $\gamma$. In addition, we assume that the convergence in the above limit is uniform in $x \in \Omega$:
\[
\left| \frac{1}{r^d \text{mes}} \int_{r \square + r \gamma} V(x, \xi) \, d\xi - V^0(x) \right| \leq \rho_{10}(r) \quad \text{for all} \quad x \in \Omega, \quad \gamma \in \Gamma, \quad (3.19)
\]
where $\rho_{10} = \rho_{10}(r)$ is some function independent of $x$ and $\gamma$ and $\rho_{10}(r) \to 0$ as $r \to +\infty$.

We are going to show that under the above assumptions, condition (2.22) is satisfied with the matrix function $V^0$ introduced in (3.15), the lattice $\Gamma$ used in (3.15) and $\eta = \varepsilon \gamma$. First of all we observe that since the matrix function $V$ is uniformly bounded, definition (3.15) implies the same for $V^0$. Hence, $V$, $V^0 \in L_\infty(\Omega; \mathbb{M}_n)$ and $V^\varepsilon$ is bounded uniformly in $\varepsilon$.

We introduce the sets $\Gamma_\gamma$ and $\square_\gamma$ by (2.22), fix an arbitrary $\gamma \in \Gamma_\eta$ and by (3.15), (3.18) we obtain:
\[
\left| \frac{1}{\eta^2 \text{mes}} \int_{\eta \square_\varepsilon} V^\varepsilon(x) \, dx - \frac{1}{\eta^2 \text{mes}} \int_{\eta \square_\varepsilon} V(\eta \gamma, \frac{x}{\varepsilon}) \, dx \right| \leq \rho_6(\eta \gamma), \quad (3.20)
\]
\[
\left| \frac{1}{\eta^2 \text{mes}} \int_{\eta \square_\varepsilon} V^0(x) \, dx - \frac{1}{\eta^2 \text{mes}} \int_{\eta \square_\varepsilon} V^0(\eta \gamma) \, dx \right| \leq \rho_6(\eta \gamma),
\]
where $\kappa := \max_{y,z\in \Omega} |y - z|$. In view of (3.19) we find:

$$\left| \frac{1}{\eta^d \operatorname{mes} \Omega} \int_{\Omega} V(\eta \gamma, \xi) \, dx - V^0(\eta \gamma) \right| = \left| \frac{1}{(2\pi)^d \operatorname{mes} \Omega} \int_{\Omega} V(\eta \gamma, \xi) \, d\xi - V^0(\eta \gamma) \right| \leq \rho_{10} \left( \frac{\eta}{\varepsilon} \right).$$

This estimate and (3.20) imply:

$$\left| \frac{1}{\eta^d \operatorname{mes} \Omega} \int_{\Omega} V^*(x) \, dx - \frac{1}{\eta^d \operatorname{mes} \Omega} \int_{\Omega} V^0(x) \, dx \right| \leq 2\rho_0 (\kappa \varepsilon^{-\frac{1}{2}}) + \rho_{10} (\varepsilon^{-\frac{1}{2}} + \varepsilon^{\frac{1}{2}}) \rightarrow 0, \quad \varepsilon \rightarrow 0.$$  

Hence, the assumptions of Theorem 2.4 are satisfied and

$$\|V^* - V^0\|_{m_1, -1} \leq C (\rho_0 (\kappa \varepsilon^{-\frac{1}{2}}) + \rho_{10} (\varepsilon^{-\frac{1}{2}} + \varepsilon^{\frac{1}{2}}),$$

where $C$ is a constant independent of $\varepsilon$.

### 3.6 Oscillation with modulated periodicity

Here we consider one more case of a locally periodically fast oscillating coefficient similar to Subsection 3.4 but instead of using the variables $\frac{x}{\varepsilon}$ like in (3.7), we replace them by $\frac{\Phi(x)}{\varepsilon}$, where $\Phi = \phi(x)$ is some mapping of the domain $\Omega$ into the space $\mathbb{R}^d$. Namely, let $\varepsilon$ be a one-dimensional small parameter, $L_0$ be a fixed lattice with a periodicity cell $\Box_0$ and $V = V(x, \xi)$, $(x, \xi) \in \Omega \times \mathbb{R}^d$, be an arbitrary $n \times n$ matrix function, uniformly bounded, $\Box_0$-periodic in $\xi$. We again assume that condition (3.16) holds true; since $m = 1$, in this condition the supremum over $\xi'$ and $\xi''$ is in fact absent. By $\phi = \phi(x) = (\phi_1(x), \ldots, \phi_d(x))$ we define a vector-valued function on $\Omega$ with values in $\mathbb{R}^d$; for simplicity we assume that $\phi \in C^2(\Omega)$. We introduce the perturbation as

$$V^*(x) := V \left( x, \frac{\phi(x)}{\varepsilon} \right). \quad (3.21)$$

We consider two main cases. In the first case we suppose that $\phi$ is diffeomorphism of $\Omega$ onto the closure of some domain $\Omega \subset \mathbb{R}^d$. The corresponding Jacobi matrix

$$J(x) := \begin{pmatrix} \frac{\partial \phi_1}{\partial x_1} (x) & \ldots & \frac{\partial \phi_1}{\partial x_d} (x) \\ \vdots & \ddots & \vdots \\ \frac{\partial \phi_d}{\partial x_1} (x) & \ldots & \frac{\partial \phi_d}{\partial x_d} (x) \end{pmatrix}, \quad (3.22)$$

then is invertible and we assume that the inverse matrix is uniformly bounded together with its first derivatives on $\Omega$. We denote the entries of the inverse matrix $J^{-1}$ by $\Phi_{ji}$:

$$J^{-1}(x) = \begin{pmatrix} \Phi_{11} (x) & \ldots & \Phi_{1d} (x) \\ \vdots & \ddots & \vdots \\ \Phi_{d1} (x) & \ldots & \Phi_{dd} (x) \end{pmatrix}.$$  

A typical example of such vector-valued function $\phi(x)$ is a growing at infinity function, for instance, $\phi_i(x) = x_{2i+1}$ for $|x_i| > 1$, where $\alpha_i$ are some natural numbers. In this case the quotient $\frac{x}{\varepsilon}$ in (3.21) leads to increasing oscillations as $x$ grows, that is, the variable $\frac{x}{\varepsilon}$ grows simultaneously with $x$ and $\varepsilon$. A one-dimensional example demonstrating such situation is $V(x, \xi) = \sin \xi, \phi(x) = x^3, \Omega = [1, +\infty)$, and then

$$V^*(x) = \sin \frac{x^3}{\varepsilon}.$$  

A sketched graph of the function $V^*$ as $d = 2$, $V(x, \xi) = \sin^2 \xi_1 \cos \xi_2$, $\phi(x) = (x_1^3, x_2^5)$ is given on Figure 5.

In the second case we consider a periodic $\phi$. Namely, let $\phi$ be periodic with respect to some fixed lattice $L_1$ with a periodicity cell $\Box_1$. Here a model one-dimensional example is

$$V^*(x) = \sin \frac{\cos x}{\varepsilon}.$$  

A sketched graph of the function $V^*$ as $d = 2$, $V(x, \xi) = \sin^2 \xi_1 \cos \xi_2$, $\phi(x) = (\sin x_1, \cos^2 x_2)$ is given on Figure 6.
We introduce the corresponding Jacobi matrix by formula (3.22) and assume that the determinant det \( J(x) \) vanishes on some set \( S \) and for all sufficiently small \( \eta \) and all \( \gamma \in \mathbb{Z}^d \) the estimate holds:

\[
\text{mes} \left\{ x \in \mathbb{R}^d : x \in \eta \gamma + \eta (0,1)^d, \text{dist}(x,S) < \eta^2 \right\} \leq C \eta^{d+1},
\]

where \( C \) is some fixed constant independent of \( \gamma, \eta \). This condition is very natural and means the following.

Consider a layer of width \( 2\eta^2 \) along \( S \) and consider its piece contained in the cube \( \eta \gamma + \eta (0,1)^d \) for an arbitrary \( \gamma \in \mathbb{Z}^d \). In the general situation, \( S \) is some surface in \( \Omega \) of codimension one and if it is sufficiently smooth and regular, then condition (3.23) is obviously satisfied.

We are going to show that in both cases condition (2.23) is satisfied with \( \Gamma = \mathbb{Z}^d, \square := (0,1)^d \) and \( V_0(x) := \frac{1}{\text{mes} \square_0} \int_{\square_0} V(x, \xi) \, d\xi \) under an appropriate choice of \( \eta \). We observe also that the made assumptions ensure that \( V^\varepsilon \) and \( V^0 \) are uniformly bounded.

We begin with the first case. We let \( \eta := \varepsilon^{\frac{1}{2}} \), introduce the sets \( \Gamma_\eta \) and \( \square_\eta \) by (2.22), choose an arbitrary \( \gamma \in \Gamma_\eta \) and by condition (3.5) we obtain:

\[
\frac{1}{\eta^d} \int_{\square_\eta} \left( V^\varepsilon(x) - V\left( \eta \gamma, \frac{\phi(x)}{\varepsilon} \right) \right) \, dx + \frac{1}{\eta^d} \int_{\square_\eta} \left( V^0(x) - V^0(\eta \gamma) \right) \, dx \leq 2 \rho \varepsilon^{\frac{1}{2}}. \quad (3.24)
\]

Since

\[
\int_{\square_0} (V(\eta \gamma, \xi) - V^0(\eta \gamma)) \, d\xi = 0,
\]

there exists a solution to the equation

\[
\Delta_\xi V_1(\eta \gamma, \xi) = V(\eta \gamma, \xi) - V^0(\eta \gamma) \quad \text{in} \quad \square_0
\]

subject to the periodic boundary conditions on \( \partial \square_0 \). Applying then the results from [27, Ch. III, Sect. 15], in view of the assumed smoothness of \( V \) we see that \( V_1 \) is differentiable in \( \xi \) and

\[
|\nabla_\xi V_1(\eta \gamma, \xi)| \leq C
\]

uniformly in \( \eta \gamma \) and \( \xi \). Then, letting \( \xi = \frac{\phi(x)}{\varepsilon} \), it is straightforward to confirm that

\[
V\left( \eta \gamma, \frac{\phi(x)}{\varepsilon} \right) - V^0(\eta \gamma) = \sum_{j=1}^d \frac{\partial^2 V_1}{\partial \xi^2_j} \left( \eta \gamma, \frac{\phi(x)}{\varepsilon} \right) = \varepsilon \sum_{i,j=1}^d \Phi_{ij}(x) \frac{\partial \partial_x^i \partial_x^j}{\partial_x^i \partial_x^j} \left( \eta \gamma, \frac{\phi(x)}{\varepsilon} \right) \quad (3.26)
\]
and this allows us to integrate by parts as follows:
\[
\frac{1}{\eta^d} \int_{\Omega} \left( V \left( \eta \gamma, \frac{\phi(x)}{\varepsilon} \right) - V^0(\eta \gamma) \right) \, dx = \frac{\varepsilon}{\eta^d} \int_{\Omega} \sum_{i,j=1}^d \Phi_{ij}(x) \frac{\partial V_1}{\partial \xi_j} \left( \eta \gamma, \frac{\phi(x)}{\varepsilon} \right) \nu_i(x) \, ds \\
- \frac{\varepsilon}{\eta^d} \int_{\partial \Omega} \sum_{i,j=1}^d \frac{\partial \Phi_{ij}}{\partial x_i}(x) \frac{\partial V_1}{\partial \xi_j} \left( \eta \gamma, \frac{\phi(x)}{\varepsilon} \right) \, ds,
\]
where \( \nu = (\nu_1, \ldots, \nu_d) \) is the outward normal to \( \partial \Omega \). Applying then estimate (3.25) and using the assumed uniform boundedness of \( \Phi_{ij} \) and their first derivatives, we get:
\[
\frac{1}{\eta^d} \left| \int_{\Omega} \left( V \left( \eta \gamma, \frac{\phi(x)}{\varepsilon} \right) - V^0(\eta \gamma) \right) \, dx \right| \leq C \left( \varepsilon + \frac{\varepsilon}{\eta^d} \right) \leq C \varepsilon^{ \frac{d}{2} },
\]
where \( C \) are some constants independent of \( \varepsilon \). In view of (3.24) this proves (2.23) with

\[
\rho_1(\varepsilon) = C \left( \varepsilon^{ \frac{d}{2} } + \rho_0(\sqrt{d \varepsilon}) \right)
\]
and hence,
\[
\| V^\varepsilon - V^0 \|_{\mathcal{M}_{1-1}} \leq C \left( \varepsilon^{ \frac{d}{2} } + \rho_0(\sqrt{d \varepsilon}) \right).
\]

We proceed to the second case, when \( \phi \) is periodic. We denote
\[
p_0(r) := \inf_{\det J(x)} r, \quad p_1(r) := \min \left\{ r \rho_0(r^2), p_0(r^2) \right\}, \quad r > 0.
\]
It is clear that \( p_0(r) \) is a continuous function positive for \( r > 0 \) and \( p_0(r) \to +0 \) as \( r \to +0 \). Hence, the same is true for \( p_1(r) \). We then choose \( \eta(\varepsilon) \) as
\[
\eta(\varepsilon) := \inf \left\{ r > 0 : p_1(r) \geq \varepsilon^{ \frac{d}{2} } \right\}.
\]
In view of the aforementioned properties of the function \( p_1 \), the function \( \eta(\varepsilon) \) is positive for \( \varepsilon > 0 \) and
\[
\eta(\varepsilon) \to +0, \quad \varepsilon \to +0, \quad p_1(\eta(\varepsilon)) \geq \varepsilon^{ \frac{d}{2} }.
\]
We again use estimate (3.24) and representation (3.26), which is now valid only outside the set $S$. In order to estimate the contribution of the vicinity of $S$, we observe that by condition (3.24) and the uniform boundedness of $V^\varepsilon$ and $V^0$ the inequality holds:

$$\frac{1}{\eta'} \left| \int_{\Omega_\varepsilon} \left( V^\varepsilon(x) - V(\eta\gamma, \phi(x)) \right) dx \right| \leq C\eta, \quad S_\varepsilon := \{ x \in \Omega_\varepsilon : \text{dist}(x, S) \leq \eta^2 \}, \quad (3.29)$$

where $C$ is some constant independent of $\varepsilon$, $\eta$ and $\gamma$. As in (3.24), we obtain:

$$\frac{1}{\eta'} \int_{\Omega_\varepsilon \setminus S_\varepsilon} \left( V(\eta\gamma, \phi(x)) - V^0(\eta\gamma) \right) dx = \frac{\varepsilon}{\eta'} \int_\Omega \sum_{i,j=1}^d \Phi_{ij}(\eta\gamma, \phi(x)) \nu_i(x) ds \left. \frac{\partial V}{\partial x_i} \right|_{\eta\gamma, \phi(x)} + \frac{\varepsilon}{\eta'} \int_\Omega \sum_{i,j=1}^d \frac{\partial \Phi_{ij}}{\partial x_i}(x) \left. \frac{\partial V}{\partial x_j} \right|_{\eta\gamma, \phi(x)} dx. \quad (3.30)$$

Since the functions $\phi_i$ are $\Box$-periodic and smooth, it follows that the entries of the inverse matrix $J^{-1}$ satisfy the estimates

$$|\Phi_{ij}(x)| \leq \frac{C}{p_0(\eta^2)}, \quad |\nabla_x \Phi_{ij}(x)| \leq \frac{C}{p_0(\eta^2)}, \quad x \in \Omega_\varepsilon \setminus S_\varepsilon,$$

where $C$ are some fixed constants independent of $\varepsilon$, $\eta$ and $\gamma$. These estimates and (3.24), (3.30) give:

$$\frac{1}{\eta'} \left| \int_{\Omega_\varepsilon \setminus S_\varepsilon} \left( V(\eta\gamma, \phi(x)) - V^0(\eta\gamma) \right) dx \right| \leq C \left( \varepsilon \frac{1}{\eta p_0(\eta^2)} + \frac{\varepsilon}{p_0(\eta^2)} \right) \leq C\varepsilon^\frac{1}{2},$$

where $C$ are some constants independent of $\varepsilon$, $\eta$ and $\gamma$. Hence, by (3.24), (3.26),

$$\frac{1}{\eta'} \left| \int_{\Omega_\varepsilon} \left( V^\varepsilon(x) - V^0(x) \right) dx \right| \leq C \left( \varepsilon^\frac{1}{2} + \eta + \rho_0(\sqrt{\eta}) \right).$$

Therefore, by Theorem 2.4, the matrix function $V^\varepsilon$ converges to $V^0$ in $\mathfrak{M}_{1,-1}$ and

$$\|V^\varepsilon - V^0\|_{\mathfrak{M}_{1,-1}} \leq C \left( \varepsilon^\frac{1}{2} + \eta + \rho_0(\sqrt{\eta}) \right),$$

where $C$ is some constant independent of $\varepsilon$ and $\eta$.

### 3.7 Oscillations with fractal periodicity

Here we consider fast oscillating coefficients of a fractal structure suggested in [30]. We make the assumptions similar to the previous example: $\varepsilon$ is a one-dimensional small parameter and $V = V(x, \xi)$, $\xi = (\xi_1, \ldots, \xi_d) \in \mathbb{R}^d$, $(x, \xi) \in \overline{\mathbb{M}} \times \mathbb{R}^d$, is an arbitrary $n \times n$ matrix function, uniformly bounded, $\alpha_i$-periodic in each variable $\xi_i$, $i = 1, \ldots, d$, condition (3.3) is supposed to be satisfied.

The oscillating coefficient is defined as follows:

$$V^\varepsilon(x) := V \left( x, \frac{x_1 \xi_2}{\varepsilon}, \frac{x_1 \xi_2 \xi_3}{\varepsilon^2}, \ldots, \frac{x_1 \cdots \xi_d}{\varepsilon^d} \right).$$

The main feature of such coefficients is that it is periodic in $\frac{x_1}{\varepsilon}$ with a fixed period, while the periodicity in $\frac{\xi_i}{\varepsilon}$ is with a period proportional to $x_1^{-1}$ and as $x_1$ increases, this period becomes smaller. A graph of the function $V^\varepsilon$ in the case $d = 2$, $V(x, \xi) = \sin \xi_1 \sin \xi_2$ is sketched on Figure [7].

We are going to show that the family $V^\varepsilon$ converges in $\mathfrak{M}_{1,-1}$ to

$$V^0(x) := \frac{1}{\text{mes} \overline{\Lambda}_0} \int_{\overline{\Lambda}_0} V(x, \xi) d\xi, \quad \overline{\Lambda}_0 := (0, a_1) \times (0, a_2) \times \ldots \times (0, a_d).$$

We let $\eta := \varepsilon^\frac{1}{2}$, $\Gamma := 2\mathbb{Z}^d + (-1, \ldots, -1)$, $\Box := (0, 2)^d$ and introduce the sets $\Gamma_\eta$ and $\Box_\eta$ by (2.22) and let us confirm that assumptions of Theorem 2.4 are satisfied. For an arbitrary $\gamma \in \Gamma_\eta$ we obtain an inequality similar to (3.24)

$$\frac{1}{\eta'} \int_{\Box_\eta} \left( V^\varepsilon(x) - V(\eta\gamma, \frac{x_1 \cdots \xi_d}{\varepsilon^d}) \right) dx \left. \frac{\partial V}{\partial x_i} \right|_{\eta\gamma, \frac{x_1 \cdots \xi_d}{\varepsilon^d}} + \frac{1}{\eta'} \int_{\Box_\eta} \left( V^0(x) - V^0(\eta\gamma) \right) dx \leq 2\rho_0(2\sqrt{\eta}). \quad (3.31)\]
Letting $\mu := \eta / \varepsilon$, we have obvious identities

\[
\frac{1}{\eta^d} \int_\Omega \left( V(\eta \gamma, \frac{x_1}{\varepsilon}, \ldots, \frac{x_d}{\varepsilon}; \zeta(\xi)) - V^0(\eta \gamma) \right) \, dx = \frac{1}{\mu^d} \int_\Omega \left( V(\eta \gamma, \zeta(\xi)) - V^0(\eta \gamma) \right) \, d\xi, \tag{3.32}
\]

where $\gamma = (\gamma_1, \ldots, \gamma_d)$, $\zeta(\xi) := (\zeta_1(\xi), \ldots, \zeta_d(\xi))$, $\zeta(\xi) := \xi \ldots \xi$.

We define

\[
V_d(x, \zeta') := \frac{1}{a_d} \int_0^{a_d} V(x, \zeta', s) \, ds, \quad \zeta' := (\zeta_1, \ldots, \zeta_{d-1}),
\]

and we immediately see that

\[
\left| \int_a^{a+t} (V(x, \zeta', s) - V_d(x, \zeta')) \, ds \right| \leq C \left( \frac{t}{a_d} \right), \tag{3.33}
\]

for all $a \in \mathbb{R}$, $x \in \Omega$, $t > 0$, $\zeta' \in \mathbb{R}^{d-1}$, where $\lceil \cdot \rceil$ is the ceiling function, $\{ \cdot \}$ is the fractional part of a number and $C$ is a constant independent of $a$, $t$, $\zeta'$ and $x$. We denote $\theta := \bigcup_{i=1}^{d-1} \{ \xi : |\xi| \leq \delta \}$ with some $\delta \in (0, \mu)$ and observe that as $\xi' \notin \theta$, we have $\zeta_{d-1}(\xi) \neq 0$ and

\[
\left| \int_{\mu \gamma_d}^{\mu \gamma_d + 2\mu} (V(\eta \gamma, \zeta(\xi)) - V_d(\eta \gamma; \zeta'(\xi))) \, d\xi_d \right| = \frac{1}{|\zeta_{d-1}(\xi)|} \int_{\zeta_{d-1}(\xi) \mu \gamma_d}^{\zeta_{d-1}(\xi) (\mu \gamma_d + 2\mu)} (V(\eta \gamma, \zeta'(\xi), s) - V_d(\eta \gamma, \zeta'(\xi))) \, ds \leq \frac{C}{|\zeta_{d-1}(\xi)|} \left( \frac{2\mu |\zeta_{d-1}(\xi)|}{a_d} \right),
\]

where $C$ is a constant independent of $\mu$, $\xi$ and $\gamma$. Hence,

\[
\left| \int_{\mathbb{R}^d \setminus (\xi, \zeta' \in \theta)} (V(\eta \gamma, \zeta(\xi)) - V_d(\eta \gamma; \zeta'(\xi))) \, d\xi \right| \leq C \int_{\mathbb{R}^d \setminus (\xi, \zeta' \in \theta)} |d\xi' / |\zeta_{d-1}(\xi)|| \leq C, \tag{3.34}
\]

where $\mathbb{R}^d := (\mu \gamma_1, \mu \gamma_1 + 2\mu) \times \ldots \times (\mu \gamma_{d-1}, \mu \gamma_{d-1} + 2\mu)$. Due to the uniform boundedness of $V$ and $V_d$ we also have a simple estimate

\[
\left| \int_{\mathbb{R}^d \setminus (\xi, \zeta' \in \theta)} (V(\eta \gamma, \zeta(\xi)) - V_d(\eta \gamma, \zeta'(\xi))) \, d\xi \right| \leq C \operatorname{mes} \mathbb{R}^d \cap \{ \xi : \zeta' \in \theta \} \leq C \mu^{d-1} \delta.
\]

Choosing then $\delta := \mu^{-d+1} |\ln \mu|^{d-1}$, by the above estimate and (3.34) we obtain:

\[
\left| \frac{1}{\mu^d} \int_{\mathbb{R}^d} (V(\eta \gamma, \zeta(\xi)) - V_d(\eta \gamma, \zeta'(\xi))) \, d\xi \right| \leq C |\ln \mu|^{d-1} \mu^{-d}, \tag{3.35}
\]

where $C$ is some constant independent of $\mu$, $\gamma$, $\eta$. This estimate means that we can replace the function $V(\eta \gamma, \zeta_1, \ldots, \zeta_{d-1})$ in the right hand side of (3.32) by $V_d(\eta \gamma, \zeta'(\xi))$ making an error at most $C |\ln \mu|^{d-1} \mu^{-d}$; then we are led to the need of estimating the integral

\[
\frac{1}{\mu^{d-1}} \int_{\mathbb{R}^d} (V_d(\eta \gamma, \zeta'(\xi)) - V^0(\eta \gamma)) \, d\xi'.
\]

Introducing then an auxiliary function

\[
V_{d-1}(x, \zeta'') := \frac{1}{a_{d-1}} \int_0^{a_{d-1}} V_d(x, \zeta'', s) \, ds, \quad \zeta'' := (\zeta_1, \ldots, \zeta_{d-2}),
\]
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as above we see that the function $V_d(\eta \gamma, \xi')$ can be replaced by $V_{d-1}(\eta \gamma, \xi'')$ up to an error at most $C |\ln \mu|^{d-2} \mu^{-d+1}$. Reproducing then recurrently the above calculations, we finally see that

$$\frac{1}{\eta^d} \left| \int \left( V(\eta \gamma, x_1, \ldots, x_d) - V^0(\eta \gamma) \right) dx \right| \leq C \mu,$$

where $C$ is some constant independent of $\epsilon$, $\mu$, $\eta$, and $\gamma$. This estimate and (3.31) yield:

$$\frac{1}{\eta^d} \left| \int (V^\epsilon(x) - V^0(x)) dx \right| \leq 2\rho \left( 2\sqrt{d\epsilon} \right) + C \epsilon^{\frac{1}{2}}.$$

Therefore, by Theorem 2.4, the function $V^\epsilon$ converges to $V^0$ in $M_{1,-1}$ and

$$\|V^\epsilon - V^0\|_{M_{1,-1}} \leq C \left( \rho \left( 2\sqrt{d\epsilon} \right) + \epsilon^{\frac{1}{2}} \right),$$

where $C$ is some constant independent of $\epsilon$.

### 3.8 Random Perturbation

Here we consider an example of random perturbation. We follow a general scheme, see, for instance, [38, Ch. 7]. Namely, let $(\mathcal{Y}, \mathcal{F}, \varsigma)$ be a probability space with a sigma-algebra $\mathcal{F}$ and a probability measure $\varsigma$. By $\Theta = \Theta(x) : \mathcal{Y} \rightarrow \mathcal{Y}$ we denote a transformation obeying the standard properties:

1) group property: $\Theta(0) = I$, $\Theta(x + y) = \Theta(x) \Theta(y)$, $x, y \in \mathbb{R}^d$.

2) measure preservation: the transformation $\Theta$ preserves the measure $\varsigma$ on $\mathcal{Y}$, that is, for each $x \in \mathbb{R}^d$ and each $\varsigma$-measurable set $F \in \mathcal{F}$ the set $\Theta(x)F$ is $\varsigma$-measurable and $\varsigma(\Theta(x)F) = \varsigma(F)$;

3) measurability: for each measurable function $f = f(\omega)$ on $\mathcal{Y}$, the function $f(\Theta(x)\omega)$ defined on the Cartesian product $\mathcal{Y} \times \mathbb{R}^d$ is also measurable; here $\mathbb{R}^d$ is endowed with the Lebesgue measure;

4) ergodicity: if a measurable function $f$ on $\mathcal{Y}$ satisfies the identity $f(\Theta(x)\omega) = f(\omega)$ almost everywhere in $\mathcal{Y}$ for each $x \in \mathbb{R}^d$, then $f$ is constant almost everywhere on $\mathcal{Y}$.

According to the Birkhoff Ergodic Theorem, if $f \in L_p(\mathcal{Y})$, $p \geq 1$, then for almost all $\omega \in \mathcal{Y}$ the function $f(\Theta(x)\omega)$ possesses a mean value, namely,

$$\lim_{t \to +\infty} \frac{1}{t^d \text{mes} S} \int_S (f(\Theta(x)\omega) - f(\omega)) dx = \int_{\mathcal{Y}} f(y) \varsigma(dy) =: E(f)$$

for almost all $\omega \in \mathcal{Y}$, where the limit exists for each bounded subset $S \subset \mathbb{R}^d$ of a positive Lebesgue measure.
We proceed to defining a random perturbation. Let \( V = V(x, \varpi) \) be a matrix function such that \( V \in L_\infty(\Omega \times \mathbb{Y}; \mathbb{C}^n) \). In addition, we assume that

\[
\sup_{x, \tilde{x} \in \Omega, \varepsilon - 1 \leq \delta} \| V(x, \cdot) - V(\tilde{x}, \cdot) \|_{L_\infty(\mathbb{Y}, \mathbb{C}^n)} \leq \rho_{10}(\delta), \quad \rho_{10}(\delta) \to +0, \quad \delta \to +0. \tag{3.36}
\]

Given a transformation \( \Theta \) obeying the above properties, we define the random perturbation as

\[
V^\varepsilon(x, \varpi) := V(x, \Theta(x) \varpi), \quad x \in \Omega, \quad \varpi \in \mathbb{Y}, \tag{3.37}
\]

where \( \varepsilon = (\varepsilon_1, \ldots, \varepsilon_d) \to 0 \) and for each \( x \in \mathbb{R}^d \) we have denoted \( x := \left( \frac{x_1}{\varepsilon_1}, \ldots, \frac{x_d}{\varepsilon_d} \right) \). The assumed properties of \( V \) then easily imply that the introduced family \( V^\varepsilon \) is bounded uniformly in \( \varepsilon \). For each \( x \in \Omega \) we define

\[
V^0(x) := \mathbb{E}(V(x, \cdot)) = \int_{\mathbb{Y}} V(x, y) \zeta(\text{d}y). \tag{3.38}
\]

According to the Birkhoff Ergodic Theorem, for each \( x \in \Omega \)

\[
V^0(x) = \lim_{i \to +\infty} \frac{1}{i} \int_{(0,i)^d} V(x, \Theta(y) \varpi) \text{d}y \quad \text{for almost all} \quad \varpi \in \mathbb{Y}.
\]

Let \( R \subseteq \mathbb{Y} \) be some \( \zeta \)-measurable set and suppose that the limit in the above identity converges uniformly in the following sense: there exists a function \( \eta = \eta(\varepsilon) \) such that

\[
\eta(\varepsilon) \to 0, \quad \varepsilon_{\max} := \frac{\varepsilon_{\max}}{\varepsilon^{\alpha}} \to 0, \quad \varepsilon \to 0, \quad \varepsilon_{\max} := \max_{j=1, \ldots, d} \{ \varepsilon_j \}, \tag{3.39}
\]

with some fixed \( \alpha > 0 \) and the convergence holds:

\[
eq \sup_{\varepsilon \in R} \sup_{x \in \Omega} \left| V^0(x) - \eta^{ad}(\varepsilon) \int_{(0, \varepsilon^{-\alpha})^d} V(x, \Theta(y) \Theta(x) \varpi) \text{d}y \right| \leq \rho_{11}(\varepsilon), \quad \rho_{11}(\varepsilon) \to +0, \quad \varepsilon \to +0. \tag{3.40}
\]

As an example, when the above convergence is satisfied, we can suppose that \( R = \mathbb{Y} \) and

\[
eq \sup_{\varepsilon \in \mathbb{Y}} \sup_{x \in \Omega} \left| V^0(x) - \eta^{ad}(\varepsilon) \int_{(0, \varepsilon^{-\alpha})^d} V(x, \Theta(y) \varpi) \text{d}y \right| \leq \rho_{11}(\varepsilon), \quad \rho_{11}(\varepsilon) \to +0, \quad \varepsilon \to +0.
\]

It is clear that the above convergence ensures \( (3.30) \); at the same time, the above uniform convergence is a rather rare situation. Nevertheless, under certain assumptions it can be ensured, for instance, by applying the technique from the proof of Theorem 2.6 in [26, Th. 2.6, Ch. I, Sect. 1.2]. Namely, it is sufficient to assume that \( \mathbb{Y} \) is a compact metric space, each ball in this space has a non-zero measure, and the matrix functions \( V(x, \Theta(y) \varpi) \) are uniformly continuous in \( (y, \varpi) \in \mathbb{R}^d \times \mathbb{Y} \) uniformly in \( x \), that is,

\[
\sup_{x, \tilde{x} \in \Omega} \sup_{\varpi, \tilde{\varpi} \in \mathbb{Y}} \sup_{\varepsilon - 1 \leq \delta} |V(x, \varpi) - V(x, \tilde{\varpi})| \leq \rho_{12}(\delta), \quad \sup_{x, \tilde{x} \in \mathbb{R}^d, \varpi, \tilde{\varpi} \in \mathbb{Y}} \sup_{\varepsilon - 1 \leq \delta} \text{dist}(\Theta(x) \varpi, \Theta(x) \tilde{\varpi}) \leq \rho_{13}(\delta),
\]

where \( \rho_{12}(\delta) \to 0, \rho_{13}(\delta) \to 0 \) as \( \delta \to 0 \).

We are going to show that under the above assumptions, the family \( V^\varepsilon \) satisfies condition (2.23) for each \( \varpi \in R \). We let \( \Gamma := \mathbb{Z}^d, \square := (0,1)^d \) and choose the function \( \eta \) introduced in (3.39), (3.40). It follows immediately from (3.39) that the function \( V^0 \) defined in (3.38) is uniformly continuous in \( \Omega \):

\[
\sup_{x, \tilde{x} \in \Omega, |x - \tilde{x}| \leq \delta} |V^0(x) - V^0(\tilde{x})| \leq \rho_{10}(\delta).
\]

We choose arbitrary \( \gamma \in \Gamma, \varpi \in R \) and by (3.30) we again get:

\[
\left| \frac{1}{\eta\gamma} \int_{\gamma^\square} \left( V(x, \Theta(x) \varpi) - V(\eta\gamma, \Theta(x) \varpi) \right) \text{d}x \right| \leq \rho_{10}(\sqrt{d} \eta). \tag{3.41}
\]

We choose arbitrary \( \gamma \in \Gamma, \varpi \in R \) and by (3.30) we again get:

\[
\left| \frac{1}{\eta\gamma} \int_{\gamma^\square} \left( V(x, \Theta(x) \varpi) - V(\eta\gamma, \Theta(x) \varpi) \right) \text{d}x \right| \leq \rho_{10}(\sqrt{d} \eta). \tag{3.41}
\]
We denote $\Xi(a_1, \ldots, a_d) := (0, a_1) \times \ldots \times (0, a_d)$. By a simple change of variables and the group property we obtain:

$$
\frac{1}{\eta^d} \int V(\eta_1, \Theta(x_1, \varpi) \varpi) dx = \int V(\eta_1, \Theta(x_1)) \varpi \varpi dx
$$

$$
\frac{1}{\eta^d} \prod_{j=1}^d \xi_j \int V(\eta_1, \Theta(x_1)) \varpi \varpi dx
$$

$$
= \frac{1}{\eta^d} \prod_{j=1}^d \xi_j \int V(\eta_1, \Theta(x_1)) \varpi \varpi dx
$$

$$
= \frac{1}{\eta^d} \prod_{j=1}^d \xi_j \sum_{z=(z_1, \ldots, z_d) \in \mathbb{Z}^d} \int_{a(z_1) \leq \frac{z_1}{\varepsilon_j}} V(\eta_1, \Theta(x_1)) \varpi \varpi dx
$$

$$
+ \frac{1}{\eta^d} \prod_{j=1}^d \xi_j \sum_{z=(z_1, \ldots, z_d) \in \mathbb{Z}^d} \int \eta_{\alpha} \sum_{a(z) \leq \frac{z_1}{\varepsilon_j}} V(\eta_1, \Theta(x_1)) \varpi \varpi dx
$$

$$
= \frac{1}{\eta^d} \prod_{j=1}^d \xi_j \sum_{z=(z_1, \ldots, z_d) \in \mathbb{Z}^d} \int \eta_{\alpha} \sum_{a(z) \leq \frac{z_1}{\varepsilon_j}} V(\eta_1, \Theta(x_1)) \varpi \varpi dx
$$

(3.43)

$$
= \frac{1}{\eta^d} \prod_{j=1}^d \xi_j \sum_{z=(z_1, \ldots, z_d) \in \mathbb{Z}^d} \int \eta_{\alpha} \sum_{a(z) \leq \frac{z_1}{\varepsilon_j}} V(\eta_1, \Theta(x_1)) \varpi \varpi dx
$$

where $[\cdot]$ denotes the integer part of a number. It is clear that

$$
\prod_{j=1}^d \xi_j \left( \eta_{\alpha} \left\lfloor \frac{\eta_{1+\alpha}}{\xi_j} \right\rfloor \sum_{a(z) \leq \frac{z_1}{\varepsilon_j}} \right) = 1 - \prod_{j=1}^d \xi_j \left( \frac{\eta_{1+\alpha}}{\xi_j} \right) \leq C \sum_{j=1}^d \frac{\xi_j}{\eta_{1+\alpha}} \leq C_{\max} \frac{\xi_{\alpha}}{\eta_{1+\alpha}}.
$$

where $\{ \cdot \}$ is the fractional part of a number and $C$ is a constant independent of $\xi$. Hence, in view of the uniform boundedness of $V_x$, 

$$
\left| \prod_{j=1}^d \frac{\xi_j}{\eta_{1+\alpha}} - \prod_{j=1}^d \frac{\eta_{1+\alpha}}{\xi_j} \right| \leq C \frac{\xi_{\max}}{\eta_{1+\alpha}}.
$$

(3.44)

where $C$ is a constant independent of $\xi$, $\gamma$ and $\varpi$. It follows from (3.44) that

$$
\left| \prod_{j=1}^d \frac{\eta_{1+\alpha}}{\xi_j} \right| \leq C \frac{\xi_{\max}}{\eta_{1+\alpha}}
$$

$$
= \frac{1}{\eta^d} \prod_{j=1}^d \xi_j \sum_{z=(z_1, \ldots, z_d) \in \mathbb{Z}^d} \int \eta_{\alpha} \sum_{a(z) \leq \frac{z_1}{\varepsilon_j}} V(\eta_1, \Theta(x_1)) \varpi \varpi dx
$$

$$
\leq \rho_{11}(\xi).
$$
This estimate and \((3.44), (3.45), (3.42), (3.41)\) imply
\[
\frac{1}{h^d} \int_{\eta_\gamma + \eta} \left( V(x, \Theta(x) \varpi) - V_0(x) \right) dx \leq C \left( \rho_{10}(\sqrt{\eta}) + \frac{\varepsilon_{\max}}{\eta^{1/2}} + \rho_{11}(\varepsilon) \right),
\]
where \(C\) is a constant independent of \(\varepsilon, \eta, \gamma\) and \(\varpi\). This estimate ensures condition (2.23) and hence, by Theorem 2.4, the convergence of \(V^e\) to \(V^0\) in the norm of the space \(M_{1,-1}\) for each \(\varpi \in \Upsilon\).

Another way of studying the random perturbation concerns the convergence in the sense of the mathematical expectation. Namely, let \(P^e_j = Q_j^0 = 0\) and \(V^e\) be given by \((3.37), (3.38)\). For simplicity, assume that \(V\) is independent of \(x\), that is, \(V = V(\varpi)\), and \(V \in L_\infty(\Upsilon; M_\alpha)\). Then in the considered case the limiting potential \(V^0\) defined by \((3.37), (3.38)\) is constant.

We define the space \(L^2(\Omega; C^\gamma)\) as consisting of the vector functions \(u = u(x, \varpi)\) such that \(u = u(\cdot, \varpi)\) is an element of \(L^2(\Omega; C^\gamma)\) for almost each \(\varpi \in \Upsilon\) with a finite norm
\[
\|u\|_{L^2(\Omega; C^\gamma)} := \left( \int_\Upsilon \|u(\varpi)\|_{L^2(\Omega; C^\gamma)}^2 \right)^{1/2}.
\]
In the same way we define the spaces \(W^2(Q; \Omega; C^\gamma; \Upsilon)\) and \(\tilde{W}^2(Q; \Omega; C^\gamma; \Upsilon)\); a corresponding of these spaces serves as \(W\) and is denoted by \(W_\Upsilon\). The corresponding spaces \(W^2_\Upsilon\) consist of the bounded antilinear functionals \(f(\varpi), \varpi \in \Upsilon\), on \(W^2(\Omega; C^\gamma; \Upsilon)\) or, respectively, on \(\tilde{W}^2(\Omega; C^\gamma; \Upsilon)\), such that the function \((f(\varpi), u(\cdot, \varpi))\) is \(\gamma\)-integrable on \(\Upsilon\). The action of such functional is defined as
\[
(f, u) = \int_\Upsilon (f(\varpi), u(\cdot, \varpi)) \gamma(d\varpi).
\]
A corresponding analog of the space \(M_{1,-1}\), denoted here by \(M_{1,-1,\Upsilon}\), is introduced as the space of the matrix functions \(V = V(x, \varpi)\) with a finite norm
\[
\|V\|_{M_{1,-1,\Upsilon}} := \sup_{u, v \in \mathfrak{W}} \frac{|(V u, v)_{L^2(\Omega; C^{\gamma})}|}{\|u\|_\mathfrak{W} \|v\|_\mathfrak{W}}.
\]
In this framework, the statement of Theorem 2.4 remains true, just the operator norm should be replaced by \(\|\cdot\|_{M_{1,-1,\Upsilon}}\). Then we can reproduce the proof of Theorem 2.4. Namely, in its proof we can employ relations \((3.4)]\) and then identity \((3.3)\) is to be rewritten as
\[
((V^e - V^0) u, v)_{L^2(C^\gamma)} = \eta^d \mathrm{mes} \int_{\Upsilon} \left( V_\gamma(\varpi)(u(\cdot, \varpi)), (v(\cdot, \varpi)) \right)_{C^\gamma} \gamma(d\varpi)
\]
\[
+ \left( (V^e - V^0) u(\cdot, \varpi), (v(\cdot, \varpi)) \right)_{L^2(C^\gamma)} + \left( (V^e - V^0) u, v(\cdot, \varpi) \right)_{L^2(C^\gamma)}
\]

where \(\eta\) is chosen as above in this subsection. By the second and third estimates in \((5.5)\) we can get similar bounds for the second and the third terms in \((3.45)\). However, the integral in the first term is to be estimated then by \(\eta^d \mathrm{mes} \|V_\gamma(\varpi)(u(\cdot, \varpi)), (v(\cdot, \varpi))\|_{L^2(\Upsilon; C^\gamma)}\|2\|_{L^2(\Upsilon; C^\gamma)}\) times some small factor independent of \(\gamma\).

In the particular case \(u = v\) this is equivalent to estimating the integral \(\int V_\gamma(\varpi) h(\varpi) \gamma(d\varpi)\) by \(\|h\|_{L^1(\Upsilon; C^\gamma)}\) uniformly in \(h\) and the best possible estimate here is by \(\|V_\gamma\|_{L^\infty(\Upsilon; M_\alpha)}\|h\|_{L^1(\Upsilon; C^\gamma)}\). Then we necessary need \(\|V_\gamma\|_{L^\infty(\Upsilon; M_\alpha)} \to 0\) as \(\eta \to 0\) and this is equivalent to the uniform convergence in \(\varpi\) discussed above. Thus, we conclude that the norm resolvent convergence as in Theorem 2.4 even in the case of the perturbation only by a random potential provided that the expectation value requires uniform convergence \((3.41)\) and fails otherwise. This agrees with the results in \((17), (20)\) on stochastic homogenization, where all convergence rates were estimated either in the strong sense, that is, for each fixed right hand side, or by using certain weighted norm of the right hand sides.

### 3.9 Generating new perturbations

Here we discuss how to produce new families \(P^e_j, Q^e_j\) and \(V^e\) converging in appropriate norms once we are given some families already converging in these spaces. In other words, we discuss possible operations on such families, which preserve the needed convergence.

Assume that we are given families \(V^e\) and \(Q^e_j\) converging to \(V^0\) and \(Q^0_j\) respectively in \(M_{1,-1}\) and \(M_{1,0}\). Let \(\Psi = \Psi(x)\) be a \(n \times n\) matrix function independent of \(\varepsilon\) and belonging to \(L_\infty(\Omega; C^\gamma)\). Then it follows
immediately from definition (3.20) of the norms in $\mathcal{M}_{1,0}$ that the family $\Psi Q^0_j$ converge to $\Psi Q^0_j$ in $\mathcal{M}_{1,0}$ as $\varepsilon \to 0$ and

$$
\|\Psi Q^0_j - \Psi Q^0_j\|_{\mathcal{M}_{1,0}} = \sup_{u \in T} \frac{\|\Psi(Q^0_j - Q^0_j)u\|_{L^2(\Omega,\mathbb{C})}}{\|u\|_{\mathcal{T}}} \leq \|\Psi\|_{L^\infty(\Omega;\mathcal{M}_a)} \sup_{u \in T} \frac{\|\Psi(Q^0_j - Q^0_j)u\|_{L^2(\Omega,\mathbb{C})}}{\|u\|_{\mathcal{T}}} = \|\Psi\|_{L^\infty(\Omega;\mathcal{M}_a)} \|Q^0_j - Q^0_j\|_{\mathcal{M}_{1,0}}.
$$

If $\Psi \in W^1(\Omega;\mathbb{C}^n)$, a right multiplication is also possible:

$$
\|Q^j_2 \Psi - Q^j_2 \Psi\|_{\mathcal{M}_{1,0}} = \sup_{u \in T} \frac{\|\Psi(Q^j_2 - Q^j_2)u\|_{L^2(\Omega,\mathbb{C})}}{\|u\|_{\mathcal{T}}} \leq \sup_{u \in T} \frac{\|\Psi(Q^j_2 - Q^j_2)u\|_{L^2(\Omega,\mathbb{C})}}{\|u\|_{\mathcal{T}}} \sup_{u \in T} \|\Psi u\|_{\mathcal{T}} \leq 2\|\Psi\|_{W^1(\Omega;\mathcal{M}_a)} \|Q^j_2 - Q^j_2\|_{\mathcal{M}_{1,0}}.
$$

A similar multiplication is also possible for the family $V^\varepsilon$ but here we again should assume that $\Psi$ is an element of $W^1(\Omega;\mathcal{M}_a)$. Then, as above,

$$
\|\Psi(V^\varepsilon - V^0)\|_{\mathcal{M}_{1,-1}} \leq 2\|\Psi\|_{W^1(\Omega;\mathcal{M}_a)} \|V^\varepsilon - V^0\|_{\mathcal{M}_{1,-1}}, \quad \|V^\varepsilon - V^0\|_{\mathcal{M}_{1,-1}} \leq 2\|\Psi\|_{W^1(\Omega;\mathcal{M}_a)} \|V^\varepsilon - V^0\|_{\mathcal{M}_{1,-1}}.
$$

One more possibility is to sum two families. Namely, if we are given two families $V^\varepsilon_1$ and $V^\varepsilon_2$ converging respectively to $V^0_1$ and $V^0_2$ in $\mathcal{M}_{1,-1}$, then their sum also converges in $\mathcal{M}_{1,-1}$, the limit is $V^0_1 + V^0_2$ and

$$
\|(V^\varepsilon_1 + V^\varepsilon_2) - (V^0_1 + V^0_2)\|_{\mathcal{M}_{1,-1}} \leq \|V^\varepsilon_1 - V^0_1\|_{\mathcal{M}_{1,-1}} + \|V^\varepsilon_2 - V^0_2\|_{\mathcal{M}_{1,-1}}.
$$

Similarly, if two families $Q^j_1,1$ and $Q^j_2,1$ converge to $Q^0_1,1$ and $Q^0_2,1$ in $\mathcal{M}_{1,0}$, the sum $Q^j_1,1 + Q^j_2,1$ converges in $\mathcal{M}_{1,0}$ as well and

$$
\|(Q^j_1,1 + Q^j_2,1) - (Q^0_1,1 + Q^0_2,1)\|_{\mathcal{M}_{1,0}} \leq \|Q^j_1,1 - Q^0_1,1\|_{\mathcal{M}_{1,0}} + \|Q^j_2,1 - Q^0_2,1\|_{\mathcal{M}_{1,0}}.
$$

The next option is two replace one family by another, which is in certain sense equivalent. Namely, given a fixed lattice $\Gamma$ with a periodicity cell $\Box$, we introduce the sets $\Box^n$ by formula (3.22). Let $V^\varepsilon \in L^\infty(\Omega;\mathcal{M}_a)$ be an uniformly bounded family converging to $V^0 \in L^\infty(\Omega;\mathcal{M}_a)$ in $\mathcal{M}_{1,-1}$. Suppose we are given another uniformly bounded family $V^\varepsilon \in L^\infty(\Omega;\mathcal{M}_a)$ such that

$$
\frac{1}{\eta^2 \operatorname{mes} \Box} \int \Box^n \left( V^\varepsilon(x) - V^\varepsilon(x) \right) dx \leq \rho(\varepsilon) \quad \text{for each} \quad \gamma \in \Gamma_\eta,
$$

where $\rho = \rho(\varepsilon)$ and $\eta = \eta(\varepsilon)$ are some functions independent of $\gamma$ and $\rho(\varepsilon) \to 0, \eta(\varepsilon) \to 0$ as $\varepsilon \to 0$. Then by Theorem (3.3) the family $V^\varepsilon - V^\varepsilon$ converges to zero in $\mathcal{M}_{1,-1}$ as $\varepsilon \to 0$ and

$$
\|V^\varepsilon - V^\varepsilon\|_{\mathcal{M}_{1,-1}} \leq C(\rho(\varepsilon) + \eta(\varepsilon)),
$$

where $C$ is some constant independent of $\varepsilon, \eta$ and $\rho$. Then the family $V^\varepsilon$ also converges to $V^0$ in $\mathcal{M}_{1,-1}$ and the estimate holds:

$$
\|V^\varepsilon - V^0\|_{\mathcal{M}_{1,-1}} \leq \|V^\varepsilon - V^0\|_{\mathcal{M}_{1,-1}} + C(\rho(\varepsilon) + \eta(\varepsilon)).
$$

This property means that on each cell $\Box^n$ we can replace the family $V^\varepsilon$ by another one with the same mean value over $\Box^n$ and such replacing does not spoil the convergence in $\mathcal{M}_{1,-1}$.

The latter fact gives rise to an interesting example. If in some cells $\Box^n$ the family $V^\varepsilon$ is non-zero only on some balls contained in these cells, then it is possible to rotate arbitrarily each of these balls changing locally the family $V^\varepsilon$. Such rotations however do not change the integrals $\int \Box^n V^\varepsilon dx$ and therefore, the rotations do not spoil the convergence in $\mathcal{M}_{1,-1}$.

A similar property holds also for the convergence in $\mathcal{M}_{1,0}$. Namely, let $Q^\varepsilon \in L^\infty(\Omega;\mathcal{M}_a)$ be a given uniformly bounded family converging to $Q^0 \in L^\infty(\Omega;\mathcal{M}_a)$ in $\mathcal{M}_{1,0}$. Let $\tilde{D}^\varepsilon \in L^\infty(\Omega;\mathcal{M}_a)$ be another uniformly bounded family such that

$$
\int \Box^n \eta^{-d}(\varepsilon) \left| Q^\varepsilon(x) - \tilde{D}^\varepsilon(x) \right|^2 dx \leq \rho(\varepsilon) \quad \text{for each} \quad \Box^n \subset \Omega, \quad \gamma \in \Gamma_\eta,
$$
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where \( \rho = \rho(\varepsilon) \) and \( \eta = \eta(\varepsilon) \) are some functions independent of \( \gamma \) and \( \rho(\varepsilon) \to 0, \eta(\varepsilon) \to 0 \) as \( \varepsilon \to 0 \). Then the family \( \hat{D}^\varepsilon \) also converges to \( Q^0 \) in \( \mathcal{M}_{1,0} \) and

\[
\|\hat{Q}^\varepsilon - Q^0\|_{\mathcal{M}_{1,0}} \leq \|Q^\varepsilon - Q^0\|_{\mathcal{M}_{1,0}} + C(\rho^2(\varepsilon) + \eta^2(\varepsilon)),
\]

where \( C \) is a constant independent of \( \varepsilon, \eta \) and \( \rho \).

A final possibility of generating new perturbations is related with gluing domains. Namely, suppose we are given two domains \( \Omega_i, i = 1, 2 \). We suppose that \( \Omega_1 \cap \Omega_2 = \emptyset \) but \( \partial \Omega_1 \cap \partial \Omega_2 \neq \emptyset \) and hence, \( \Omega_1 \) and \( \Omega_2 \) are a partition of some domain into two disjoint parts; this domain is denoted by \( \Omega \) and it is the interior of \( \Omega_1 \cup \Omega_2 \). We assume that on the domains \( \Omega_i, i = 1, 2 \), some perturbations \( V^\varepsilon_i, Q^\varepsilon_j, i = 1, 2 \), are defined and they converge to \( V^0_i \) and \( Q^0_j \) respectively in \( \mathcal{M}_{1,-1} \) and \( \mathcal{M}_{1,0} \). Then we define

\[
V^\varepsilon := V^\varepsilon_1, \quad Q^\varepsilon_j := Q^\varepsilon_j, \quad V^0 := V^0_1, \quad Q^0_j := Q^0_j \text{ on } \Omega.
\]

The criterions of convergences in \( \mathcal{M}_{1,-1} \) and \( \mathcal{M}_{1,0} \) stated in Theorems 2.4 and 2.5 are independent of the boundary conditions chosen in (2.23) and influenced then the definition of the space \( \mathcal{V} \). This is why for the Dirichlet condition and \( \mathcal{V} = W^2_0(\Omega; \mathbb{C}^n) \) the convergences (2.23) and (2.28) are satisfied and hence, the families \( V^\varepsilon \) and \( Q^\varepsilon_j \) then converge also in \( \mathcal{M}_{1,-1} \) and \( \mathcal{M}_{1,0} \) to the same limits for \( \mathcal{V} = W^2_0(\Omega; \mathbb{C}^n) \).

The restrictions of each function \( u \in W^2_0(\Omega; \mathbb{C}^n) \) and each function \( v \in L_2(\Omega; \mathbb{C}^n) \) on \( \Omega \) are the elements of respectively \( W^2_0(\Omega; \mathbb{C}^n) \) and \( L_2(\Omega; \mathbb{C}^n) \). Hence, in view of definition (2.8), (2.9) of the norms in \( \mathcal{M}_{1,-1} \) and \( \mathcal{M}_{1,0} \), we conclude that \( V^\varepsilon \) and \( Q^\varepsilon_j \) converge to \( V^0 \) and \( Q^0_j \) in these spaces and

\[
\|V^\varepsilon - V^0\|_{\mathcal{M}_{1,-1}(\Omega)} \leq \|V^\varepsilon_1 - V^0_1\|_{\mathcal{M}_{1,-1}(\Omega_1)} + \|V^\varepsilon_2 - V^0_2\|_{\mathcal{M}_{1,-1}(\Omega_2)},
\]

\[
\|Q^\varepsilon_j - Q^0_j\|_{\mathcal{M}_{1,0}(\Omega)} \leq \|Q^\varepsilon_j - Q^0_j\|_{\mathcal{M}_{1,0}(\Omega_1)} + \|Q^\varepsilon_j - Q^0_j\|_{\mathcal{M}_{1,0}(\Omega_2)},
\]

where \( \mathcal{M}_b(\Omega), \mathcal{M}_b(\Omega_i), b \in \{(1, -1), (1, 0)\}, i = 1, 2 \), are the spaces \( \mathcal{M}_b \) associated with the domains \( \Omega \) and \( \Omega_i \), and the spaces \( \mathcal{V} \) correspond to the Robin condition in (2.23).

The examples of possible families \( Q^\varepsilon_j \) and \( V^\varepsilon \) provided in previous subsections and the ways of generating new families discussed in this subsection produce a very wide class of possible matrix functions \( V^\varepsilon \) and \( Q^\varepsilon_j \), to which our results can be applied. This class includes in particular many non-periodically fast oscillating functions, for which the homogenization is possible in the sense of Theorem 2.1.

## 4 Approximation of resolvent

In this section we prove Theorems 2.1.

### 4.1 Proof of Theorem 2.1

Let the operators \( X^\varepsilon \) be defined by (2.11) and converge to some operator \( X^0 \) in the norm \( \| \cdot \|_{\mathcal{M}} \) and the elements \( X^\varepsilon \) are bounded uniformly in \( L_\infty(\Omega; \mathbb{C}^n) \). The space \( L_\infty(\Omega) \) is dual to the space \( L_1(\Omega) \). Hence, each entry in the matrix functions \( V^\varepsilon, P^\varepsilon_j, Q^\varepsilon_j \) regarded as a functional on \( L_1(\Omega) \), is bounded uniformly in \( \varepsilon \).

Hence, there exists a subsequence \( \varepsilon' \to +0 \) such that the sequence \( X^\varepsilon \) converges weakly as \( \varepsilon' \to +0 \), namely, there exist \( V^0, Q^0_j, P^0_j \in L_\infty(\Omega; \mathbb{C}^n) \) such that

\[
\int_{\Omega} (V^\varepsilon - V^0)_{ik}(x)\phi(x)\,dx \to 0, \quad \int_{\Omega} (P^\varepsilon_j - P^0_j)_{ik}(x)\phi(x)\,dx \to 0, \quad \int_{\Omega} (Q^\varepsilon_j - Q^0_j)_{ik}(x)\phi(x)\,dx \to 0,
\]

as \( \varepsilon' \to 0 \) for each function \( \phi \in L_1(\Omega) \), where \( (\cdot)_{ik} \) denotes the entry of a matrix at the intersection of ith row and kth column. Given vector functions \( u, v \in \mathcal{W} \) with entries \( u_j \) and \( v_j \), the functions \( u_jv_j, u_j\frac{\partial v_j}{\partial x_i} \) and \( v_j\frac{\partial u_j}{\partial x_i} \) belong to \( L_1(\Omega) \). Hence, convergences 4.1 yield

\[
\sum_{j=1}^d \left( Q^\varepsilon_j \frac{\partial u_j}{\partial x_i} \right)_{L_2(\Omega; \mathbb{C}^n)} - \sum_{j=1}^d \left( P^\varepsilon_j u_j \frac{\partial v_j}{\partial x_i} \right)_{L_2(\Omega; \mathbb{C}^n)} + (V^\varepsilon u, v)_{L_2(\Omega; \mathbb{C}^n)} \to \sum_{j=1}^d \left( Q^0_j \frac{\partial u_j}{\partial x_i} \right)_{L_2(\Omega; \mathbb{C}^n)} - \sum_{j=1}^d \left( P^0_j u_j \frac{\partial v_j}{\partial x_i} \right)_{L_2(\Omega; \mathbb{C}^n)} + (V^0 u, v)_{L_2(\Omega; \mathbb{C}^n)}, \quad \varepsilon' \to +0,
\]

for all \( u, v \in \mathcal{W} \). At the same time, it follows from the convergence of \( X^\varepsilon \) to \( X^0 \) that

\[
\sum_{j=1}^d \left( Q^\varepsilon_j \frac{\partial u_j}{\partial x_i} \right)_{L_2(\Omega; \mathbb{C}^n)} - \sum_{j=1}^d \left( P^\varepsilon_j u_j \frac{\partial v_j}{\partial x_i} \right)_{L_2(\Omega; \mathbb{C}^n)} + (V^\varepsilon u, v)_{L_2(\Omega; \mathbb{C}^n)} \to \langle X_0 u, v \rangle, \quad \varepsilon \to +0,
\]
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for all \( u, v \in \mathcal{V} \). These two convergences imply that

\[
\langle X_0 u, v \rangle = \sum_{j=1}^{d} \left( Q_j^u \frac{\partial u}{\partial x_j}, v \right)_{L^2(\Omega)} - \sum_{j=1}^{d} \left( P_j^u, \frac{\partial v}{\partial x_j} \right)_{L^2(\Omega)} + \langle V^0 u, v \rangle_{L^2(\Omega)},
\]

which is the desired statement.

We proceed to proving the existence of the number \( \lambda_0 \) mentioned in the formulation of the theorem. The assumed regularity of the boundary \( \partial \Omega \) ensures that the trace of the functions from \( W^1_2(\Omega) \) is well-defined and belongs to \( L^2(\partial \Omega) \), see, for instance, [11] Ch. V, Sec. 5.21, 5.22. Let \( \chi \) be an infinitely differentiable cut-off function equalling to one as \( \tau \leq \frac{\delta}{3} \) and vanishing as \( \tau \geq \frac{2\delta}{3} \). Then for each \( u \in W^1_2(\Omega) \) we have

\[
|u|^2 = -\int_{\tau}^{\tau_0} \frac{\partial}{\partial \tau} |u|^2 \chi \, d\tau \quad \text{for} \quad \tau < \frac{\tau_0}{3}
\]

and by Cauchy-Schwarz inequality we immediately get

\[
|u|^2 \leq \int_{\tau}^{\tau_0} (2|\nabla u|^2 + \delta |u|^2) \, d\tau \leq \int_{0}^{\tau_0} (\delta \nabla u)^2 + C(\delta)|u|^2 \, d\tau,
\]

where \( \delta > 0 \) is an arbitrary fixed number and \( C(\delta) \) is some constant independent of \( u \) and \( \tau \). Integrating the obtained estimate over \( \partial \Omega \) and employing the assumed condition on the corresponding Jacobians, we get:

\[
\|u\|_{L^2(\partial \Omega)} \leq \delta \|\nabla u\|_{L^2(\Omega)} + C(\delta)\|u\|_{L^2(\Omega)}, \quad u \in W^1_2(\Omega),
\]

where \( \delta > 0 \) is an arbitrary fixed number and \( C(\delta) \) is some constant independent of \( u \).

Using condition (2.2) and the uniform boundedness of the families \( V^\varepsilon \) and \( Q_j^\varepsilon \) in \( L^\infty(\Omega) \) we have obvious estimates

\[
\text{Re} \sum_{i,j=1}^{d} \left( A_{ij} \frac{\partial u}{\partial x_j}, \frac{\partial u}{\partial x_i} \right)_{L^2(\Omega)} \geq c_1 \|\nabla u\|^2_{L^2(\Omega)},
\]

\[
\left| \sum_{j=1}^{d} \left( A_j \frac{\partial u}{\partial x_j}, u \right)_{L^2(\Omega)} + \langle A_0 u, u \rangle_{L^2(\Omega)} \right| \leq \delta \|\nabla u\|^2_{L^2(\Omega)} + C(\delta)\|u\|^2_{L^2(\Omega)},
\]

\[
\left| \sum_{j=1}^{d} \left( Q_j^u \frac{\partial u}{\partial x_j}, u \right)_{L^2(\Omega)} + \langle V^u u, u \rangle_{L^2(\Omega)} \right| \leq \delta \|\nabla u\|^2_{L^2(\Omega)} + C(\delta)\|u\|^2_{L^2(\Omega)},
\]

\[
\left| \sum_{j=1}^{d} \left( P_j^u, \frac{\partial u}{\partial x_j} \right)_{L^2(\Omega)} \right| \leq \delta \|\nabla u\|^2_{L^2(\Omega)} + C(\delta)\|u\|^2_{L^2(\Omega)},
\]

where \( \delta \) is arbitrary and fixed, while \( C(\delta) \) is some constant independent of \( \varepsilon \) and \( u \in W^1_2(\Omega, C^\alpha) \).

Using these estimates and (4.1) with a sufficiently small fixed \( \delta \), we obtain:

\[
\text{Re} h^\varepsilon(u, u) \geq c_1 \|\nabla u\|^2_{L^2(\Omega)} - C\|u\|^2_{L^2(\Omega)}, \quad \text{Re} h^0(u, u) \geq \frac{c_1}{2} \|\nabla u\|^2_{L^2(\Omega)} - C\|u\|^2_{L^2(\Omega)},
\]

\[
|\text{Im} h^\varepsilon(u, u)| \leq C \text{Re} h^\varepsilon(u, u) + C\|u\|^2_{L^2(\Omega)}, \quad |\text{Im} h^0(u, u)| \leq C \text{Re} h^0(u, u) + C\|u\|^2_{L^2(\Omega)},
\]

where \( C \) are some essential fixed constants independent of \( \varepsilon \) and \( u \in \mathcal{V} \) but depending on \( \lambda \) and \( h^\varepsilon \), \( h^0 \) are sesquilinear forms defined in (4.4), (4.7). These estimates mean that the numerical ranges of both forms \( h^\varepsilon \) and \( h^0 \) are located in a fixed cone in the complex plane, which lies in the complex half-plane \( \text{Re} \lambda \geq \lambda_0 \) with
some fixed $\lambda_0$ independent of $\varepsilon$. Hence, all $\lambda$ outside this half-plane are in the resolvent sets of the operators $\mathcal{H}^e$ and $\mathcal{H}^{0}$ considered as unbounded ones in $L_2(\Omega; C^w)$. This is why the resolvents of both these operators are well-defined for $\text{Re}\lambda < \lambda_0$. Moreover, it is clear that there exists $\lambda_0$ independent of $\varepsilon$ such that for $\lambda$ with $\text{Re}\lambda < \lambda_0$ the estimates

$$\text{Re} g^0_\lambda(u, u) \geq c_4(\lambda)\|u\|^2, \quad \text{Re} g^0_\lambda(u, u) \geq c_4(\lambda)\|u\|^2,$$

(4.4)

$$g^0_\lambda(u, u) := h^0(u, v) - \lambda(u, v)_L(\Omega; C^w), \quad g^0_\lambda(u, u) := h^0(u, v) - \lambda(u, v)_L(\Omega; C^w),$$

hold for all $u \in \mathcal{U}$, where $c_4 = c_4(\lambda)$ is some fixed positive constant independent of $u$ and $\varepsilon$. In what follows we assume that $\lambda$ is chosen exactly in such way.

Now we consider the operators $\mathcal{H}^e$ and $\mathcal{H}^{0}$ as defined on $\mathcal{U}$ and we are going to show that then for the chosen values of $\lambda$ the resolvents $(\mathcal{H}^e - \lambda)^{-1}$ and $(\mathcal{H}^{0} - \lambda)^{-1}$ are well-defined and bounded. We first of all observe that both operators $(\mathcal{H}^e - \lambda)$ and $(\mathcal{H}^{0} - \lambda)$ are bounded as acting from $\mathcal{U}$ into $\mathcal{U}^*$ and therefore owing to estimates (4.4) the kernels of both operators $(\mathcal{H}^e - \lambda)$ and $(\mathcal{H}^{0} - \lambda)$ are trivial and their images are closed. Hence, in view of the boundedness of these operators, it is sufficient to prove that their images coincide with $\mathcal{U}^*$; then the standard Banach theorem on the inverse operator implies the existence and boundedness of the needed resolvents. If the image of the operator $(\mathcal{H}^e - \lambda)$ or $(\mathcal{H}^{0} - \lambda)$ does not coincide with $\mathcal{U}^*$, due the reflexivity of the space $\mathcal{U}$, there exists a non-zero element $u \in \mathcal{U}$ such that $\langle f, u \rangle = 0$ for all $f$ from this image. Letting then $f = (\mathcal{H}^e - \lambda)u$ or $f = (\mathcal{H}^{0} - \lambda)u$, we get $0 = f(u) = g^0_\lambda(u, u)$ or $0 = f(u) = g^0_\lambda(u, u)$ and this contradicts estimates (4.4) and the inequality $u \neq 0$.

We proceed to proving representation (2.16) and estimate (2.17). Both operators $(\mathcal{H}^e - \lambda)^{-1}$ and $(\mathcal{H}^{0} - \lambda)^{-1}$ are well-defined and it follows from inequalities (4.4) that

$$\|(\mathcal{H}^e - \lambda)^{-1}\|_{\mathcal{U}^* \to \mathcal{U}} \leq c_4^{-1}(\lambda), \quad \|(\mathcal{H}^{0} - \lambda)^{-1}\|_{\mathcal{U}^* \to \mathcal{U}} \leq c_4^{-1}(\lambda).$$

We represent the operator $\mathcal{H}^e$ as $\mathcal{H}^e = \mathcal{H}^{0} + \mathcal{L}^e$ and hence

$$\mathcal{H}^e - \lambda = (\mathcal{I} + \mathcal{L}^e(\mathcal{H}^{0} - \lambda)^{-1})(\mathcal{H}^{0} - \lambda),$$

(4.6)

where $\mathcal{I}$ is the identity mapping in $\mathcal{U}^*$. The norm of the operator $\mathcal{L}^e : \mathcal{U} \to \mathcal{U}^*$ is small and the operator $(\mathcal{H}^{0} - \lambda)^{-1} : \mathcal{U}^* \to \mathcal{U}$ is bounded. Therefore, the operator

$$(\mathcal{I} + \mathcal{L}^e(\mathcal{H}^{0} - \lambda)^{-1})^{-1} : \mathcal{U}^* \to \mathcal{U}^*$$

is well-defined for sufficiently small $\varepsilon$ and can be represented by the Neumann series

$$(\mathcal{I} + \mathcal{L}^e(\mathcal{H}^{0} - \lambda)^{-1})^{-1} = \sum_{j=0}^{\infty} (-\mathcal{L}^e(\mathcal{H}^{0} - \lambda)^{-1})^j$$

uniformly converging in the sense of operator norm $\| \cdot \|_{\mathcal{U}^* \to \mathcal{U}^*}$. Then it follows from (4.6) that

$$(\mathcal{H}^e - \lambda)^{-1} = (\mathcal{H}^{0} - \lambda)^{-1}(\mathcal{I} + \mathcal{L}^e(\mathcal{H}^{0} - \lambda)^{-1})^{-1} = (\mathcal{H}^{0} - \lambda)^{-1}\sum_{j=0}^{\infty} (-\mathcal{L}^e(\mathcal{H}^{0} - \lambda)^{-1})^j$$

and this proves representation (2.16). Estimate (2.17) can be confirmed by direct computations. Indeed, it follows from representation (2.10) that

$$(\mathcal{H}^e - \lambda)^{-1} = (\mathcal{H}^{0} - \lambda)^{-1}\sum_{j=0}^{N} (-\mathcal{L}^e(\mathcal{H}^{0} - \lambda)^{-1})^j + (\mathcal{H}^{0} - \lambda)^{-1}\mathcal{L}^{N+1}(\mathcal{H}^e - \lambda)^{-1}.$$

Estimating then the second term in the right hand side of the obtained identity by means of (4.6), we immediately obtain (2.17).

### 4.2 Proof of Theorem 2.2

We choose an arbitrary $u_0 \in \mathcal{U}$ and define

$$f := (\mathcal{H}^{0} - \lambda)u_0, \quad u_\varepsilon := (\mathcal{H}^e - \lambda)^{-1}f, \quad v_\varepsilon := u_\varepsilon - u_0.$$

(4.7)

The function $v_\varepsilon$ solves the equation

$$(\mathcal{H}^e - \lambda)v_\varepsilon = f_\varepsilon, \quad f_\varepsilon := -\mathcal{L}^e(\mathcal{H}^{0} - \lambda)^{-1}f = -\mathcal{L}^e u_0,$$

(4.8)
obeys the estimate
\[ \| v_\varepsilon \|_{\mathcal{V}} \leq C(\varepsilon)\| f \|_{\mathcal{V}^*}. \] (4.9)
due to (2.18) and satisfies the integral identity
\[ g^\lambda_\varepsilon (v_\varepsilon, v) = -\langle L^\varepsilon u_0, v \rangle \quad \text{for each} \quad v \in \mathcal{V}. \] (4.10)
The function \( u_0 \) satisfies a similar integral identity
\[ g^\lambda_\varepsilon (u_0, v) = \langle f, v \rangle \quad \text{for each} \quad v \in \mathcal{V}. \] (4.11)
It follows from the definition of the forms \( g^\lambda_\varepsilon \) and \( g^\lambda_\varepsilon \) that
\[ |g^\lambda_\varepsilon (u_0, v)| \leq C\| u_0 \|_{\mathcal{V}} \| v \|_{\mathcal{V}}, \quad |g^\lambda_\varepsilon (v_\varepsilon, v)| \leq C\| v_\varepsilon \|_{\mathcal{V}} \| v \|_{\mathcal{V}}, \] (4.12)
where \( C = C(\lambda) \) is some constant independent of \( \varepsilon, f, u_0, v_\varepsilon \) and \( v \). The above estimate for \( |g^\lambda_\varepsilon (u_0, v)\) and integral identity (4.11) yield the following bound for the norm of \( \| f \|_{\mathcal{V}^*} \):
\[ \| f \|_{\mathcal{V}^*} \leq C\| u_0 \|_{\mathcal{V}} \]
with the same constant \( C \) as in (4.12). Hence, by (4.10), (4.11) and the second estimate in (4.12),
\[ \sup_{u_0 \in \mathcal{V}} \frac{\| L^\varepsilon u_0, v \|_{\mathcal{V}}}{\| u_0 \|_{\mathcal{V}}} \leq C \sup_{f \in \mathcal{V}^*} \frac{\| f \|_{\mathcal{V}}}{\| u_0 \|_{\mathcal{V}}} \leq C^2 \sup_{f \in \mathcal{V}^*} \frac{\| f \|_{\mathcal{V}^*}}{\| f \|_{\mathcal{V}^*}} \leq C^2 \varepsilon(\varepsilon) \] (4.13)
and this proves (2.19). If \( P^j_\varepsilon = Q^j_\varepsilon \equiv 0, j = 1, \ldots, d \), then \( P^0_\varepsilon = Q^0_\varepsilon \equiv 0, j = 1, \ldots, d \) and the left hand side in (2.19) becomes exactly definition (2.8) of the norm in the space of multipliers \( \mathfrak{M}_{1,-1} \) and we arrive at (2.20).

### 4.3 Proof of Theorem 2.3

Let \( f \) be an arbitrary element of \( L_2(\Omega; C^n) \) and \( u_0 := (H^0 - \lambda)^{-1} f \). Then we define \( u_\varepsilon \) and \( v_\varepsilon \) as in (4.7). Then identity (4.10) with \( v = v_\varepsilon \) becomes
\[ g^\lambda_\varepsilon (v_\varepsilon, v_\varepsilon) = -\langle L^\varepsilon u_0, v_\varepsilon \rangle \]
\[ = \sum_{j=1}^{N} \left( (P^j_\varepsilon - P^0_\varepsilon) u_0, \frac{\partial v_\varepsilon}{\partial x_j} \right)_{L_2(\Omega; C^n)} - \sum_{j=1}^{N} \left( (Q^j_\varepsilon - Q^0_\varepsilon) \frac{\partial u_0}{\partial x_j}, v_\varepsilon \right)_{L_2(\Omega; C^n)} \]
\[ - \left( (V^\varepsilon - V^0) u_0, v_\varepsilon \right)_{L_2(\Omega; C^n)} \] (4.14)
Since in the considered case we assume that the resolvent of the operator \( H^0 \) is bounded as an operator from \( L_2(\Omega; C^n) \) into \( W^2_2(\Omega; C^n) \), this means the validity of the estimate
\[ \| u_0 \|_{W^2_2(\Omega; C^n)} \leq C \| f \|_{L_2(\Omega; C^n)} \] (4.15)
with some constant independent of \( f \) but depending on \( \lambda \). This estimate and definition of the norm in \( \mathfrak{M}_{1,-1} \) allow us to estimate the right hand side in (4.14):
\[ \left| \sum_{j=1}^{N} \left( (P^j_\varepsilon - P^0_\varepsilon) u_0, \frac{\partial v_\varepsilon}{\partial x_j} \right)_{L_2(\Omega; C^n)} - \sum_{j=1}^{N} \left( (Q^j_\varepsilon - Q^0_\varepsilon) \frac{\partial u_0}{\partial x_j}, v_\varepsilon \right)_{L_2(\Omega; C^n)} \right| + \left| \left( (V^\varepsilon - V^0) u_0, v_\varepsilon \right)_{L_2(\Omega; C^n)} \right| \]
\[ \leq \left( \sum_{j=1}^{N} \| P^j_\varepsilon - P^0_\varepsilon \|_{\mathfrak{M}_{2,0}} + \sum_{j=1}^{N} \| Q^j_\varepsilon - Q^0_\varepsilon \|_{\mathfrak{M}_{1,1}} + \| V^\varepsilon - V^0 \|_{\mathfrak{M}_{1,1}} \right) \| u_0 \|_{W^2_2(\Omega; C^n)} \| v_\varepsilon \|_{W^2_2(\Omega; C^n)}. \]

Taking then the real part of identity (4.14) and using (4.15) and the first inequality in (4.1), we obtain:
\[ \| u_\varepsilon \|_{W^2_2(\Omega)} \leq C^{-1}(\lambda) \left( \sum_{j=1}^{N} \| P^j_\varepsilon - P^0_\varepsilon \|_{\mathfrak{M}_{2,0}} + \sum_{j=1}^{N} \| Q^j_\varepsilon - Q^0_\varepsilon \|_{\mathfrak{M}_{1,1}} + \| V^\varepsilon - V^0 \|_{\mathfrak{M}_{1,1}} \right) \| u_0 \|_{W^2_2(\Omega)} \]
\[ \leq C(\lambda) \left( \sum_{j=1}^{N} \| P^j_\varepsilon - P^0_\varepsilon \|_{\mathfrak{M}_{2,0}} + \sum_{j=1}^{N} \| Q^j_\varepsilon - Q^0_\varepsilon \|_{\mathfrak{M}_{1,1}} + \| V^\varepsilon - V^0 \|_{\mathfrak{M}_{1,1}} \right) \| f \|_{L_2(\Omega)}, \]
where \( C(\lambda) \) is some constant independent of \( \varepsilon \) and \( f \). This proves estimate (2.21) and completes the proof of Theorem 2.3.
5 Convergence in spaces of multipliers

In this section we prove criterions ensuring the convergence in the spaces $\mathcal{M}_{1,-1}$ and $\mathcal{M}_{1,0}$.

5.1 Proof of Theorem 2.4

Given $u \in W^{1}_{2}(\Omega; C^{n})$, we define

$$\langle u \rangle_{\gamma} := \frac{1}{n^{\gamma} \text{mes } \Box_{\gamma}} \int_{\Box_{\gamma}} u(x) \, dx, \quad u_{\gamma} := u - \langle u \rangle_{\gamma}, \quad \int_{\Box_{\gamma}} u_{\gamma}(x) \, dx = 0,$$

(5.1)

$$\|u\|^{2}_{L^{2}(\Omega^{\gamma})} = n^{\gamma} \|\langle u \rangle_{\gamma}\|^{2}_{\Box_{\gamma}} + \|u_{\gamma}\|^{2}_{L^{2}(\Omega^{\gamma}; C^{n})}.$$  

Since all sets $\Box_{\gamma}^{\delta}$ are obtained by shifts of $\eta\Box$, the Poincaré inequality holds:

$$\|u_{\gamma}\|_{L^{2}(\Omega^{\gamma}; C^{n})} \leq C\|\nabla u\|_{L^{2}(\Omega^{\gamma}; C^{n})},$$

(5.2)

where $C$ is some fixed constant independent of $\gamma$, $\eta$ and $u$. We denote

$$Z_{\gamma}^{\epsilon} := \frac{1}{n^{\epsilon} \text{mes } \Box_{\gamma}} \int_{\Box_{\gamma}} (V^{\epsilon}(x) - V^{0}(x)) \, dx, \quad \gamma \in \Gamma_{\epsilon}.$$  

By (2.23) we have:

$$|Z_{\gamma}^{\epsilon}| \leq \frac{\rho_{1}(\epsilon)}{\text{mes } \Box_{\gamma}}.$$  

(5.3)

Let $u, v \in W^{1}_{2}(\Omega; C^{n})$ be arbitrary functions. Then on each $\Box_{\gamma}^{\delta}$ we represent them as $u = \langle u \rangle_{\gamma} + u_{\gamma}, v = \langle v \rangle_{\gamma} + v_{\gamma}$, and we obtain:

$$\langle (V^{\epsilon} - V^{0})u, v \rangle_{L^{2}(\Omega^{\gamma}; C^{n})} = (Z_{\gamma}^{\epsilon}(u), v_{\gamma})_{C^{n}} n^{\gamma} \text{mes } \Box_{\gamma} + \langle (V^{\epsilon} - V^{0})u_{\gamma}, v_{\gamma} \rangle_{L^{2}(\Omega^{\gamma}; C^{n})} + \langle (V^{\epsilon} - V^{0})u_{\gamma}, v \rangle_{L^{2}(\Omega^{\gamma}; C^{n})},$$

(5.4)

Using the uniform in $\epsilon$ boundedness of $V^{\epsilon} - V^{0}$ in $L_{\infty}(\Omega; M_{n})$, we estimate the terms in the right hand side of the above identity by means of (5.3), (5.2):

$$\langle (V^{\epsilon} - V^{0})u, v \rangle_{L^{2}(\Omega^{\gamma}; C^{n})} \leq C\rho_{1}\|u\|_{L^{2}(\Omega^{\gamma}; C^{n})}\|v\|_{L^{2}(\Omega^{\gamma}; C^{n})},$$

(5.5)

where $C$ is some constant independent of $\eta$, $\gamma$, $u$ and $v$. Hence,

$$\|u\|_{L^{2}(\Omega^{\gamma}; C^{n})} \leq C(\rho_{1} + \eta)\|u\|_{W^{1}_{2}(\Omega; C^{n})}\|v\|_{W^{1}_{2}(\Omega; C^{n})},$$

(5.6)

where $C$ is some constant independent of $\eta$, $\gamma$, $u$ and $v$.

We recall definition 2.1 of the set $\Pi(\cdot)$ and we integrate estimate (5.2) over $\Pi(\eta)$ to see that

$$\|u\|_{L^{2}(\Omega^{\gamma}; C^{n})} \leq C\eta^{\frac{1}{2}}\|u\|_{W^{1}_{2}(\Omega; C^{n})} \quad \text{for each } u \in W^{1}_{2}(\Omega; C^{n}),$$

(5.7)

with a constant $C$ independent of $u$ and $\eta$. It follows from the definition of the set $\Gamma_{\eta}$ that

$$\Omega \setminus \Omega_{\eta} \subset \Pi(C\eta), \quad \Omega_{\eta} := \bigcup_{\gamma \in \Gamma_{\eta}},$$

(5.8)

where $C$ is some constant independent of $\eta$ and $\epsilon$. Then estimates (5.7) and (5.8) yield

$$\|u\|_{L^{2}(\Omega; C^{n})} \leq C(\rho_{1} + \eta)\|u\|_{W^{1}_{2}(\Omega; C^{n})}\|v\|_{W^{1}_{2}(\Omega; C^{n})}$$

and this proves (2.23) as well as the convergence of $V^{\epsilon}$ to $V^{0}$ in $\mathcal{M}_{1,-1}$.

Assume now that $V^{\epsilon}$ converges to some $V^{0} \in L_{\infty}(\Omega; M_{n})$ in $\mathcal{M}_{1,-1}$. We denote $\eta := \|V^{\epsilon} - V^{0}\|_{\mathcal{M}_{1,-1}}^{\frac{1}{2}}$. Then we choose a fixed infinitely differentiable vector function $U_{j} := U_{j}(\xi, \eta)$ defined on $\Box$ such that $U_{j}(\xi, \eta)$
vanishes on $\partial \square$ and $U_j(\xi, \eta) \equiv E_j$ as $\xi \in \square$, $\text{dist}(\xi, \partial \square) \geq \eta$, where $E_j$ is the $j$th vector in the standard basis in $\mathbb{C}^n$. Without loss of generality we also suppose that

$$|\nabla_x U_j(\xi, \eta)| \leq C\eta^{-1} \quad \text{on } \square,$$

where $C$ is some fixed positive constant independent of $\eta$. Then we choose an arbitrary $\gamma \in \Gamma_\eta$ and we define a function on $\Omega$:

$$u_j(x) := U_j(\gamma^{-1} - \gamma, \eta) \quad \text{on } \square^\eta, \quad u_j(x) = 0 \text{ outside } \square^\eta.$$

It is straightforward to see that

$$((V^\varepsilon - V^0)u_i, u_j)_{L_2(\Omega; \mathbb{C}^n)} = \int_{\square^\eta} ((V^\varepsilon(x) - V^0(x))E_i, E_j)_{\mathbb{C}^n} \, dx + O(\eta^{d+1}),$$

where the $O$-term is uniform in $\varepsilon$ and $\gamma$, namely, it is estimated by $C\eta^{d+1}$, where $C$ is some constant independent of $\varepsilon$, $\gamma$, $\eta$. Similarly, the $L_2(\Omega; \mathbb{C}^n)$-norm of $u_i$ satisfies the identities

$$\|u_i\|^2_{L_2(\Omega; \mathbb{C}^n)} = \|u_i\|^2_{L_2(\square^\eta; \mathbb{C}^n)} = \text{mes} \square^\eta + O(\eta^{d+1}) = \eta^d \text{mes} \square + O(\eta^{d+1}),$$

where the $O$-term is again uniform in $\gamma$ and $\varepsilon$. The main contribution to the norm of the gradient of $u_i$ is made by the thin layer along the boundary $\partial \square^\eta$, see (5.9):

$$\|\nabla u_i\|^2_{L_2(\Omega; \mathbb{C}^n)} = \|\nabla u_i\|^2_{L_2(\square^\eta; \mathbb{C}^n)} \leq C\eta^{-d},$$

where $C$ is some positive constant independent of $\varepsilon$, $\gamma$ and $\eta$. This estimate and (5.10), (5.11) then imply:

$$\frac{1}{\|u_i\|_{W^1_2(\Omega; \mathbb{C}^n)}^2} \int_{\square^\eta} \left| (V^\varepsilon(x) - V^0(x))E_i, E_j \right|_{\mathbb{C}^n} \, dx \leq \frac{C\eta^d + O(\eta^4)}{\eta^d \text{mes} \square^\eta} \int_{\square^\eta} \left| (V^\varepsilon(x) - V^0(x))E_i, E_j \right|_{\mathbb{C}^n} \, dx + O(\eta^4).$$

Comparing this inequality with definition (2.5) of the norm in $\mathfrak{M}_{1,-}$, we see that

$$\frac{\eta^4}{\eta^d \text{mes} \square^\eta} \int_{\square^\eta} \left| (V^\varepsilon(x) - V^0(x))E_i, E_j \right|_{\mathbb{C}^n} \, dx \leq \|V^\varepsilon - V^0\|_{\mathfrak{M}_{1,-}} \leq C(\eta^{-3}\|V^\varepsilon - V^0\|_{\mathfrak{M}_{1,-}} + \eta) \leq C\|V^\varepsilon - V^0\|_{\mathfrak{M}_{1,-}}^\frac{1}{2},$$

and hence,

$$\frac{\eta^4}{\eta^d \text{mes} \square^\eta} \int_{\square^\eta} \left| (V^\varepsilon(x) - V^0(x))E_i, E_j \right|_{\mathbb{C}^n} \, dx \leq C(\eta^{-3}\|V^\varepsilon - V^0\|_{\mathfrak{M}_{1,-}} + \eta) \leq C\|V^\varepsilon - V^0\|_{\mathfrak{M}_{1,-}}^\frac{1}{2},$$

where $C$ is some constant independent of $\varepsilon$, $\gamma$, $\eta$. Summing up the above estimate over $i$ and $j$, we see that condition (2.23) holds with the above chosen function $\eta$ and $\rho_1 = C\|V^\varepsilon - V^0\|_{\mathfrak{M}_{1,-}}^\frac{1}{2}$. The proof is complete.

### 5.2 Proof of Theorem 2.5

Since the family $V^\varepsilon$ is uniformly bounded in $L_\infty(\Omega; \mathfrak{M}_n)$, it follows from definition (2.25) of the function $V^0$

$$|V^0(x)| \leq \|V^\varepsilon\|_{L_\infty(\Omega; \mathfrak{M}_n)} \leq C$$

for almost each $x \in \Omega$, where $C$ is some fixed constant independent of $x \in \Omega$ and $\varepsilon$. Hence, $V^0 \in L_\infty(\Omega; \mathbb{C}^n)$.

We choose an arbitrary fixed lattice $\Gamma \subset \mathbb{R}^d$ and introduce sets $\Gamma_\eta$ and $\square^\eta$ by formula (2.14) with $\eta := \mu^\frac{1}{d}$. Then for each $\gamma \in \Gamma_\eta$ we have

$$\frac{1}{\eta^d \text{mes} \square^\eta} \int_{\square^\eta} (V^\varepsilon(x) - V^0(x)) \, dx = \frac{1}{\eta^d \text{mes} \square^\eta} \int_{\square^\eta} \left( V^\varepsilon(x) - \frac{\mu^d \text{mes} \omega}{\mu^d + x} \int_{\mu^d + x} V^\varepsilon(y) \, dy \right) \, dx$$

$$+ \frac{1}{\eta^d \text{mes} \square^\eta} \int_{\square^\eta} \left( \frac{\mu^d \text{mes} \omega}{\mu^d + x} \int_{\mu^d + x} V^\varepsilon(y) \, dy - V^0(x) \right) \, dx.$$
By condition (2.20) we then immediately get:

$$\left| \frac{1}{\eta^d \text{mes} Q} \int_{Q} \frac{dx}{\mu^d \text{mes} \omega} \left( \int_{\mu + x} V^\varepsilon(y) \, dy - V^{0}(x) \right) \right| \leq \rho_2. \quad (5.13)$$

We rewrite the first term in the right hand side of (5.13) as

$$\frac{1}{\eta^d \text{mes} Q} \int_{Q} \left( V^\varepsilon(x) - \frac{1}{\mu^d \text{mes} \omega} \int_{\mu + x} V^\varepsilon(y) \, dy \right) \, dx = \frac{1}{\eta^d \mu^d \text{mes} Q} \int_{Q} \left( \int_{\mu + x} (V^\varepsilon(x) - V^\varepsilon(x + y)) \, dy \right) \, dx$$

$$= \frac{1}{\eta^d \mu^d \text{mes} Q} \int_{Q} (V^\varepsilon(x) - \int_{Q_{\varepsilon + y}} V^\varepsilon(x) \, dx).$$

Since the family $V^\varepsilon$ is uniformly bounded in $L_\infty(\Omega; \mathcal{M}_n)$, we have the estimate:

$$\left| \int_{Q} V^\varepsilon(x) \, dx \right| \leq \| V^\varepsilon \|_{L_\infty(\Omega; \mathcal{M}_n)} \left( \text{mes} Q - \text{mes} (Q_{\varepsilon + y}) \right) \leq C \| y \| \text{mes} Q_{\varepsilon + y} \leq C \mu^d \varepsilon^{d-1},$$

where $C$ are some constants independent of $\varepsilon, \eta, \mu$. Substituting this estimate into (5.14), we obtain:

$$\left| \frac{1}{\eta^d \text{mes} Q} \int_{Q} \left( V^\varepsilon(x) - \frac{1}{\mu^d \text{mes} \omega} \int_{\mu + x} V^\varepsilon(y) \, dy \right) \, dx \right| \leq \frac{C \mu^d \eta^{d-1}}{\mu \eta} = C \mu^2.$$

where $C$ are some constants independent of $\varepsilon, \eta, \mu$. This estimate and (5.13) ensure that the assumptions of Theorem 2.3 are satisfied with $\eta = \mu^2$ and $\rho_1 = \rho_2 + \mu^2$. Rewriting then estimate (2.24) in terms of these functions, we arrive at (2.27). The proof is complete.

### 5.3 Proof of Theorem 2.6

We introduce the sets $\Gamma_{\gamma}$ and $\Omega_{\gamma}$ by formulae (2.23), (6.3). Given a function $u \in W^1_2(\Omega)$, on each $Q_{\gamma}$, $\gamma \in \Gamma_{\gamma}$, we represent $u$ as $u = (u)_n + u_{\gamma}$ and then we have the estimate

$$\int_{Q} \left| (Q^\varepsilon - Q^0)u \right|^2 \, dx \leq \int_{Q} \left| (Q^\varepsilon - Q^0)^2 \right| \left| u \right|^2 \, dx \leq C \| u \|_{W^1_2(\Omega)}^2 \int_{Q} \left| (Q^\varepsilon - Q^0)^2 \right| \, dx$$

where $C$ is some function independent of $\varepsilon, \gamma, \eta, u, Q^\varepsilon$ and $Q^0$. Then by the uniform boundedness of $Q^\varepsilon$ in $L_\infty(\Omega; \mathcal{M}_n)$, the belonging $Q^0 \in L_\infty(\Omega; \mathcal{M}_n)$, condition (2.28) and estimate (5.12) we obtain:

$$\int_{Q} \left| (Q^\varepsilon - Q^0)u \right|^2 \, dx \leq C \rho_3 \| u \|_{L_2(\Omega_0)}^2 + C \eta^2 \| \nabla u \|_{L_2(\Omega_0)}^2,$$

where $C$ is a constant independent of $\varepsilon, \gamma, \eta$ and $u$. Summing up the above estimate over $\gamma \in \Gamma_{\gamma}$, we find:

$$\left\| (Q^\varepsilon - Q^0)u \right\|_{L_2(\Omega_0)} \leq C (\rho_3 \eta + \eta) \left\| u \right\|_{W^1_2(\Omega_0)}, \quad (5.15)$$

with a constant $C$ independent of $\varepsilon, \eta, \rho_3$ and $u$. It follows from estimate (5.15) that

$$\left\| (Q^\varepsilon - Q^0)u \right\|_{L_2(\Omega; \mathcal{M}_n)} \leq C \eta^{d-1} \left\| u \right\|_{W^1_2(\Omega_0)}$$

with a constant $C$ independent of $\varepsilon, \eta$ and $u$. This inequality and (5.11) imply the first estimate in (2.20). The second estimate in (2.20) can be proved in the same way.

The proof of the second part of theorem follows the same lines as a similar part in the proof of Theorem 2.4. We let $\eta := \| Q^\varepsilon - Q^0 \|_{\mathcal{M}_n}$. Then we again choose a fixed infinitely differentiable vector function $U = U(\xi)$ defined on $\Gamma$ such that $U(\xi)$ vanishes on $\partial \Gamma$ and $U(\xi) \equiv U_0$ as $\xi \in \Gamma$, dist($\xi, \partial \Gamma) \geq \eta$, where $U_0$ is an arbitrary vector in $\mathcal{C}^0$ with the unit norm. Without loss of generality we suppose that

$$|\nabla U(\xi)| \leq C \eta^{-1} \quad \text{on} \quad \Gamma,$$
where $C$ is a fixed positive constant independent of $\eta$. For an arbitrary $\gamma \in \Gamma_\eta$ we define a function on $\Omega$:

$$u(x) := U(x\eta^{-1} - \gamma) \quad \text{on} \quad \square_\eta^\gamma, \quad u(x) = 0 \quad \text{outside} \quad \square_\eta^\gamma.$$  

We again see that

$$\|(Q^e - Q^0)u\|_{L^2_2(\Omega; C^n)} \geq \int_{\square_\eta^\gamma} \|(Q^e - Q^0)U_0\|^2 dx + O(\eta^{d+1}),$$

(5.16)

where the $O$-term is uniform in $\varepsilon, \gamma$ and $U_0$. We also have similar relations

$$\|u\|_{L^2_2(\Omega; C^n)}^2 = \|u\|_{L^2_2(\square_\eta^\gamma, C^n)}^2 = \text{mes} \square_\eta^\gamma + O(\eta^{d+1}) = \eta^d \text{mes} \square + O(\eta^{d+1}),$$

$$\|\nabla u\|_{L^2_2(\Omega; C^n)} = \|\nabla u\|_{L^2_2(\square_\eta^\gamma, C^n)} \leq c\eta^{d-3},$$

where the $O$-term is again uniform in $\gamma, \varepsilon, U_0$, while $c$ is some positive constant independent of $\varepsilon, \eta, U_0$ and $\gamma$. By these estimates and (5.16) we then get:

$$\frac{\|\|(Q^e - Q^0)u\|_{L^2_2(\Omega; C^n)}^2}{\|u\|_{L^2_2(\Omega; C^n)}^2} \geq \frac{\int_{\square_\eta^\gamma} \|(Q^e - Q^0)U_0\|^2 dx + O(\eta^{d+1})}{c\eta^{d-3} + O(\eta^d)} \geq \frac{\eta^3}{c\eta^d} \int_{\square_\eta^\gamma} \|(Q^e - Q^0)U_0\|^2 dx + O(\eta^4).$$

And comparing this inequality with definition (2.9) of the norm in $\mathfrak{M}_{1,o}$, we find:

$$\frac{\eta^3}{c\eta^d} \int_{\square_\eta^\gamma} \|(Q^e - Q^0)U_0\|^2 dx + O(\eta^4) \leq \|Q^e - Q^0\|_{\mathfrak{M}_{1,o}}^2.$$  

Therefore,

$$\frac{1}{\eta^d} \int_{\square_\eta^\gamma} \|(Q^e - Q^0)U_0\|^2 dx \leq C(\eta^{-3}\|Q^e - Q^0\|_{\mathfrak{M}_{1,o}} + \eta),$$

where $C$ is some constant independent of $\varepsilon, \gamma, \eta$ and $U_0$. This yields:

$$\frac{1}{\eta^d} \int_{\square_\eta^\gamma} \|(Q^e - Q^0)\|^2 dx \leq C(\eta^{-3}\|Q^e - Q^0\|_{\mathfrak{M}_{1,o}} + \eta)$$

and we see that condition (2.23) holds with the above chosen function $\eta$ and $\rho_3 = C\|Q^e - Q^0\|_{\mathfrak{M}_{1,o}}^2$.

Let us prove inequality (2.14). If $\mathfrak{M} = W^2_2(\Omega; C^n)$, by $\psi$ we denote the Sobolev space $W^2_2(\Omega)$ of scalar functions, while in the case $\mathfrak{M} = W^1(\Omega; C^n)$ we let $\psi := W^1(\Omega)$. In definition (2.34) of the norm in $\mathfrak{M}_{1,o}$ we choose the vector function $\upsilon$, all components of which are zero except for the $j$th one. Then we see that the function $\left(\sum_{i=1}^n |Q_{ij}|^2\right)^{\frac{1}{2}}$, where $Q_{ij}$ are the entries of the matrix $Q$, is a scalar multiplier from $\psi$ into $L^2(\Omega)$ and its norm is estimated by $\|Q\|_{\mathfrak{M}_{1,o}}$:

$$\|\left(\sum_{i=1}^n |Q_{ij}|^2\right)^{\frac{1}{2}}\|_{L^2(\Omega)} \leq \|Q\|_{\mathfrak{M}_{1,o}}.$$  

Using this estimate and the Cauchy-Schwartz inequality, for each $u \in \mathfrak{M}$ we easily find

$$\|Q^e u\|_{L^2_2(\Omega; C^n)} \leq \sqrt{n}\|Q\|_{\mathfrak{M}_{1,o}}\|u\|_{\mathfrak{M}}$$

and in view of (2.9) this proves (2.14). The proof is complete.
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