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Abstract—Recently, image quality has been generally described by a mean opinion score (MOS). However, we observe that the quality scores of an image given by a group of subjects are very subjective and diverse. Thus it is not enough to use a MOS to describe the image quality. In this paper, we propose to describe image quality using a parameterized distribution rather than a MOS, and an objective method is also proposed to predict the image quality score distribution (IQSD). At first, the LIVE database is re-recorded. Specifically, we have invited a large group of subjects to evaluate the quality of all images in the LIVE database, and each image is evaluated by a large number of subjects (187 valid subjects), whose scores can form a reliable IQSD. By analyzing the obtained subjective quality scores, we find that the IQSD can be well modeled by an alpha stable model, and it can reflect much more information than a single MOS, such as the skewness of opinion score, the subject diversity and the maximum probability score for an image. Therefore, we propose to model the IQSD using the alpha stable model. Moreover, we propose a framework and an algorithm to predict the alpha stable model based IQSD, where quality features are extracted from each image based on structural information and statistical information, and support vector regressors are trained to predict the alpha stable model parameters. Experimental results verify the feasibility of using alpha stable model to describe the IQSD, and prove the effectiveness of objective alpha stable model based IQSD prediction method.

Index Terms—Image quality score distribution, alpha stable model, feature extraction, support vector regressors.

I. INTRODUCTION

IMAGE quality assessment (IQA) is one of the most challenging tasks in image processing [2]–[6], which can be divided into subjective IQA and objective IQA. Subjective IQA means that a group of subjects give opinion scores to an image through observation, and the image quality is generally described by the mean opinion score (MOS) of all subjective ratings. On the other hand, objective IQA predicts the MOS of an image by extracting and integrating image quality features via computational models, which is more efficient and widely applicable than subjective IQA. In particular, objective IQA includes full reference (FR) methods [7], [8], reduced reference (RR) methods [9], [10] and no reference (NR) methods [11], [12].

FR IQA needs the reference image to evaluate the distorted image quality. RR IQA needs not only the distorted image, but also additional information of the reference image. NR IQA can predict the distorted image quality without using any information of the reference image. In many cases, the reference image is difficult to get. Therefore, compared with FR and RR IQA, NR IQA is more widely used in practical applications, and its most important task is to extract quality features from an image. For example, researchers in [11] proposed DIVINE to extract features in wavelet domain. In [13], Mittal et al. proposed BRISQUE to extract features in spatial domain. Michele et al. have developed BLIINDS-II by using discrete cosine transform coefficients in [14]. Image features in [15] were extracted by integrating some statistical information of each image. The above methods mainly extract the statistical information of an image. In fact, the structural information of an image is also very important. Min et al. introduced BMPRI to extract structural features based on local binary pattern (LBP) in [16]. The authors in [17] utilized improved multiscale LBP for image feature extraction. Inspired by the above articles, this paper extracts quality-aware features of each image based on both structural and statistical information.

In the above articles, the proposed methods extract image quality features to predict the MOS of an image. However, we should note that due to the different personal backgrounds of different subjects, such as experience, education and habit, different subjects may give different quality scores to the same image [18]. Therefore, image quality is highly subjective and diverse, which is difficult to be described by a single MOS. For example, in Fig. 1, two images have close MOS, which is about 66. However, they have different quality score histograms. It is difficult to see the difference between the two images just from the MOS, while it can be easily seen from Fig. 1 (c) and (d) that the quality scores of ‘Buildings’ are more concentrated than that of ‘Ocean’, which means that subjects are more likely to agree on the scores of ‘Buildings’.

Based on the above analysis, many researchers have broken through the limitation of MOS and tried to study different image quality descriptions [19], [20]. For example, Tobias et al. emphasized the importance of subjective score diversity in subjective quality of experience studies, and proposed to consider the standard deviation of opinion score (SOS) to evaluate subjective diversity in [19]. Later in [20], Tobias...
By analyzing the obtained subjective quality scores, we observe that the alpha stable model can describe the IQSD well. Then, we propose a framework and an algorithm to predict the alpha stable model based IQSD. Specifically, we first extract image quality features based on both structural and statistical information, and then the alpha stable model parameters are predicted by four support vector regressors (SVRs). Finally, the superiority and feasibility of using alpha stable model to describe the IQSD are verified by extensive experiments. In details, experimental results show that the alpha stable model can describe the IQSD well, and the alpha stable model based IQSD can provide much more information than a single MOS, such as the skewness of opinion score, the subject diversity and the maximum probability score for an image. Comparison experiments are carried out to verify the effectiveness of the objective alpha stable model based IQSD prediction method.

This paper is based on our previous work [1], but this paper has substantial differences from the previous work. The differences are summarized as follows. Firstly, images used in [1] were only 100 images selected from the LIVE database, while this paper re-records all images in the LIVE database. Secondly, previous work [1] extracted image quality features based on statistical information. In this paper, the feature extraction method of image quality is based on both structural and statistical information, which is completely different from the method used in [1].

The rest of the paper is organized as follows. In Section II, details of the subjective quality assessment study are provided. The proposed modeling and prediction framework are described in Section III. Section IV gives the experimental validation and analysis of the alpha stable model based IQSD. Finally, we conclude the paper in Section V.

II. SUBJECTIVE QUALITY ASSESSMENT

Since the existing databases only provide MOSs as the ground-truth of the image quality rather than all quality scores given by specific subjects, we have carried out a subjective quality assessment experiment to obtain the subjective quality scores for all images in the LIVE database [5].

A. Image Materials and Observers

As an influential database in the field of image quality assessment, the LIVE database contains 779 distorted images generated from 29 reference images, with 4 distortion types including JPEG2000 (JP2K), JPEG, White noise (WN), Gaussian blur (Gblur) and Fast-fading rayleigh (FF). Each distortion type contains 4 or 5 distortion levels. The LIVE database uses differential MOS to represent the image quality. In order to analyze the IQSD, we chose all images in the LIVE database as image materials, including 29 reference images and 779 distorted images. We invited 206 subjects to participate in the subjective quality assessment experiment, and all subjects rated all images included in the database. The number of subjects per image is much larger than the 15 non-expert observers required by the Recommendation ITU-R BT.500 [27]. Before the experiment, we have tested the visual conditions of all subjects. All 206 subjects have normal (corrected) visual acuity and color vision. At the same time, we...
B. Experiment Methodology

Recommendation ITU-R BT.500 has described several subjective assessment methods of image quality, including the double stimulus improvement scale (DSIS) method, the double stimulus continuous quality scale (DSCQS) method, the single stimulus (SS) method, the stimulus-comparison method, the single stimulus continuous quality evaluation (SSCQE) method and the simulated double method stimulus for continuous evaluation (SDSCE) method. In this experiment, we used the SSCQE method to collect subjective quality scores. In details, we designed a web testing system to display images and collect image quality scores given by all subjects. Subjects were asked to score each image according to the overall impression about this image’s quality, and marked the score on a continuous quality scale within the range of [0,100]. The quality scale was associated with the ITU-R quality and injury scale in the following ways: the score in the area between 0 and 20 means that the image quality is ‘Bad’; the score in the area between 20 and 40 means that the image quality is ‘Poor’; the score in the area between 40 and 60 means that the image quality is ‘Fair’; the score in the area between 60 and 80 means that the image quality is ‘Good’; the score in the area between 80 and 100 means that the image quality is ‘Excellent’.

Recommendation ITU-R BT.500 suggests that before evaluating test images, training images should be displayed to subjects to show the range and types of impairments they will evaluate during the test. Following Recommendation ITU-R BT.500, we selected 20 images with different contents and distortions as training images. The quality of training image covered the range from ‘Bad’ to ‘Excellent’ which would be seen by subjects in the test stage. In the web system, subjects needed to rate training images before the formal test stage, and all images (20 training images and 808 test images) were displayed to subjects in random order.

C. Data Processing

After the experiment, we process the obtained quality scores of all images. First, we detect and discard the subjects with significant deviations from the mean values. Second, we calculate and remove the inconsistent subjects. After the above two steps, 19 subjects are excluded, and the number of valid subjects is 187. Finally, the raw quality scores given by all these 187 effective subjects constitute the quality score histogram for each image. Fig. 2 shows eight images and their corresponding quality score histograms. The first and third rows show images, and the figures below the images in the second and fourth rows show the corresponding quality score histograms.

D. Data Analysis

In order to find out which distribution can better describe these quality score histograms, we use the following common distributions to model the quality score histograms of all images: Gaussian distribution, half normal distribution, exponential distribution, lognormal distribution, generalized Pareto distribution, beta distribution and Weibull distribution. The maximum likelihood estimation (MLE) is used to fit all distributions. In this paper, we use two measures to evaluate the fitting results. On the one hand, we use the root mean square error (RMSE) to quantify the difference between quality score histograms and the fitted distributions. We calculate the probability density histograms of the fitted distributions with 10 bins, which are the same as the number of bins of the quality score histograms. Thus, for each image, the RMSE between the quality score histogram and each fitted distribution can be written as

$$RMSE = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (h_i - d_i)^2},$$

where $h_i$ represents the probability density of the $i$-th bin of the image quality score histogram, $d_i$ represents the value of the $i$-th bin in the probability density histogram of the fitted distribution, and $n$ is the number of bins. For each kind of distribution, the RMSE in Table I shows the mean value of RMSE fitting errors for all images. On the other hand, the Chi-Square test is used as a goodness-of-fit test method to show whether the fitted distribution and quality score histogram come from the same distribution. When the significance level is 0.05, the percentage of images that do not reject the hypothesis that the fitted distribution and the quality score histogram come from the same distribution is also given in Table I.

It can be seen from Table I that the fitting performance of Gaussian distribution is the best among these common distributions. What’s more, there are some quality score histograms follow Weibull distribution, beta distribution, exponential distribution, lognormal distribution, and generalized Pareto distribution and lognormal distribution. Although the fitting results of Gaussian distribution is the best, it can not describe the heavy tail and skewness of IQSD. Therefore, none of the
these distributions can describe image quality score histograms very well. This inspires us to find a distribution that can show diversity of IQSD and has a better fitting performance.

III. ALPHA STABLE MODEL BASED IQSD

In this part, we propose to use an alpha stable model to describe the IQSD. In addition, we introduce a framework to predict the alpha stable model based IQSD, where a feature extraction followed by feature regression method is adopted. The diagram of the proposed prediction framework of the alpha stable model based IQSD is shown in Fig. 3. The details are described as follows.

A. Alpha Stable Model

Alpha stable model was proposed by French mathematician Levy in 1925, and developed by Feller [28], Samorodnitsky [29] and others [30]. It is a kind of probability distribution model with abundant forms, and Gaussian distribution is a special case of it. It has some characteristics that Gaussian distribution does not have, such as skewness, heavy tail and spike. Because of these important statistical characteristics, we propose to use the alpha stable model to parameterize the IQSD. Since the probability density function (PDF) of the alpha stable model lacks analytical expression, this model can be completely described by its characteristic function

$$\varphi(t;\alpha,\beta,\gamma,\mu) = \exp\{j\mu t - |t|^\alpha \Phi(t;\alpha,\beta)\},$$

where $\alpha, \beta, \gamma, \mu$ are four parameters for the alpha stable model, and

$$\Phi(t;\alpha,\beta) = \begin{cases} 1 & \alpha \neq 1, \\ 1 + j\text{sgn}(t)\beta \frac{\pi}{2} \log|t|, & \alpha = 1, \end{cases}$$

in which

$$\text{sgn}(t) = \begin{cases} 1, & t > 0, \\ 0, & t = 0, \\ -1, & t < 0. \end{cases}$$

Specifically, $0 < \alpha \leq 2$ is the characteristic parameter, which reflects the ‘thickness’ of the tail of the alpha stable model. The larger the $\alpha$ is, the smaller the tail is. The smaller the $\alpha$ is, the heavier the tail is. In particular, the alpha stable model degenerates to Gaussian distribution when $\alpha = 2$. $-1 < \beta \leq 1$ is the skewness parameter, which is used to measure the symmetry of alpha stable model. When $\beta = 0$, the alpha stable model is symmetric. The greater the deviation of $\beta$ from 0, the more obvious the asymmetry of alpha stable model. If $\beta > 0$, 

![Fig. 2. Images and the corresponding quality score histograms with 10 bins. For histograms, the horizontal axis represents the image score, and the vertical axis represents the probability density. Red curves show the fitted IQSDs described by alpha stable model.](image-url)
the model is inclined to the left, otherwise, it is inclined to the right. $\gamma > 0$ represents the scale parameter. The larger the $\gamma$ is, the more dispersed the model is. $-\infty < \mu < +\infty$ is the shift parameter. Alpha stable models are shown in Fig. 4.

According to the characteristic function $\varphi(t; \alpha, \beta, \gamma, \mu)$, the PDF of the alpha stable model, $F(x; \alpha, \beta, \gamma, \mu)$, can be obtained by inverse Fourier transform

$$F(x; \alpha, \beta, \gamma, \mu) = \frac{1}{2\pi} \int_{-\infty}^{+\infty} \varphi(t; \alpha, \beta, \gamma, \mu) \exp\{-itx\} dt.$$  

We propose to use the alpha stable model to describe the IQSD. Specifically, $x$ is the image quality score, and $\alpha, \beta, \gamma, \mu$ are four parameters of the alpha stable model based IQSD which have the same meaning as the four parameters of the alpha stable model.

We deploy this alpha stable model to fit all IQSDs we obtained in the subjective quality assessment study. Then the empirical parameters of alpha stable model based IQSD for each image can be derived. In order to predict the alpha stable model based IQSD for a given image, a feature extraction method followed by four SVRs are used.

**B. Feature Extraction**

In this paper, image quality features are extracted from two inspects, including structural features and statistical features.

1) **Structural Features:** Instead of measuring the structural degradations from the distorted image directly, we measure the similarity between the image and its multiple pseudo reference images (MPRIs) [16]. Specifically, MPRIs are obtained by distorting the target image with different distortion types and degrees. In this paper, we use four most common distortion types, including JPEG compression (JPEG), JPEG2000 compression (JP2K), Gaussian blur (GBlur) and white Gaussian noise (WN), to distort the target image. Moreover, five different levels of each distortion type are considered. Then, the structural features are obtained by measuring the similarity between the target image and its MPRIs.

Firstly, we use JPEG encoder to compress the target image $I$ into MPRIs $I_i$,

$$I_i = JPEG(I, Q_i), \quad i = 1, 2, 3, 4, 5,$$  

where $i$ means the $i$-th compression level of JPEG, $JPEG(\cdot, \cdot)$ donates the JPEG encoder, and $Q_i$ indicates the compression quality parameter. In this paper, we set $Q_i = 2i - 2$ for $i = 1, 2, 3, 4, 5$.
Secondly, we use JP2K encoder to compress the target image \( I \) into MPRIs \( I_{kj} \):\[
I_{kj} = JP2K(I, R_k), \quad i = 1, 2, 3, 4, 5, \tag{7}
\]
where \( i \) means the \( i \)-th compression level of JP2K, \( JP2K(\cdot, \cdot) \) denotes the JP2K encoder, and the compression ratio is \( R_k \). In this paper, we set \( R_k = 25i \) for \( i = 1, 2, 3, 4, 5 \).

Thirdly, we use Gaussian kernels to blur the target image \( I \) into MPRIs \( I_{ki} \):
\[
I_{ki} = G_i * I, \quad i = 1, 2, 3, 4, 5, \tag{8}
\]
where \( i \) means the \( i \)-th blur level of GBlur, \( * \) donates a convolution operator, and \( G_i \) is a Gaussian kernel with the standard deviation \( \sigma_i = 0.5i \) for \( i = 1, 2, 3, 4, 5 \).

Finally, the target image \( i \) is added with the white Gaussian noise to generate MPRIs \( I_{ni} \):
\[
I_{ni} = I + \mathcal{N}(0, \nu_i), \quad i = 1, 2, 3, 4, 5, \tag{9}
\]
where \( i \) means the \( i \)-th noise level of WN, \( \mathcal{N}(0, \nu_i) \) means the white Gaussian noise with 0 mean and \( \nu_i \) variance, in which \( \nu_i = 0.1i \) for \( i = 1, 2, 3, 4, 5 \).

Now, for each image, we have got 20 MPRIs \( I_M \) \( (M \in \{c_1, \ldots, c_5, k_1, \ldots, k_5, b_1, \ldots, b_5, n_1, \ldots, n_5\}) \) by distorting the image \( I \) with four different distortion types and five different distortion degrees. After that, the structural similarity between the image and its MPRIs is considered as quality features of the image. Specifically, we extract local binary pattern (LBP) features from the image and its MPRIs to get their LBP histograms, and then we measure the distance between the LBP histograms of the image and its MPRIs as the final structural features. The details of calculating LBP features are described as follows.

For a pixel \( g_c \) in an image, its LBP value is calculated by the difference with its circularly symmetric neighboring pixels \( g_p \):
\[
LBP_{P,R} = \sum_{p=0}^{P-1} u(g_p - g_c), \tag{10}
\]
where \( P \) is the number of neighboring pixels around the center pixel \( g_c \), and \( R \) is the distance between the neighbor pixel and the center pixel. In this paper, we set \( P = 4 \) and \( R = 1 \) for simplicity. The unit step function \( u(\cdot) \) can be written as
\[
u(x) = \begin{cases} 1, & x \geq 0, \\ 0, & x < 0. \end{cases} \tag{11}
\]
This means that if the gray level of the neighboring pixel is greater than or equal to the gray level of the center pixel, it is recorded as 1, otherwise it is recorded as 0. To sum up, the value of \( LBP_{P,R} \) is an integer value in the range \([0, 4]\), that is to say, for an image, there are up to five different LBP values. We calculate the LBP value of each pixel in an image, and derive the percentage of five LBP values to get the LBP histogram with five bins
\[
H(k) = \frac{1}{M} \sum_{m=1}^{M} \frac{1}{N} \sum_{n=1}^{N} f(LBP_{P,R}(m,n), k), \quad k = 0, 1, 2, 3, 4, \tag{12}
\]
where
\[
f(x,y) = \begin{cases} 1, & x = y, \\ 0, & x \neq y. \end{cases} \tag{13}
\]
\( M \times N \) is the size of the image, \( k \) is the LBP value, and \( LBP_{P,R}(m,n) \) represents the LBP value of pixel at point \((m,n)\) in an image, where \( m \in \{1, 2, \cdots, M\} \) and \( n \in \{1, 2, \cdots, N\} \).

The LBP values can provide the structural information of an image [31], and distortion can change the structural information. Therefore, we attempt to measure the similarity between the image \( I \) and its MPRIs \( I_M \) to obtain the structural features according to their LBP histograms. Specifically, for a given image \( I \) and its MPRIs \( I_M \), the structural information can be extracted by Eq. (12), and their LBP histograms are denoted as \( H_I \) and \( H_M \), respectively. Then, the following metric is adopted to measure the similarity between \( H_I \) and \( H_M \):
\[
S_M = \sum_{k=0}^{K} \frac{(H_I(k) - H_M(k))^2}{H_I(k) + H_M(k)}, \tag{14}
\]
where \( K \) is the maximum LBP value and \( S_M \) means the similarity between image \( I \) and its MPRIs \( I_M \). The larger \( S_M \) means the greater the deviation between \( H_I \) and \( H_M \). The smaller \( S_M \) means the smaller the deviation between \( H_I \) and \( H_M \). If \( S_M = 0 \), there is no deviation. Finally, we can obtain twenty structural features \( \{S_{c_1}, \ldots, S_{c_5}, S_{k_1}, \ldots, S_{k_5}, S_{b_1}, \ldots, S_{b_5}, S_{n_1}, \ldots, S_{n_5}\} \) for each image.

2) Statistical Features: In addition to extracting the structural features, we also calculate the statistical features for each image based on the classical natural scene statistics (NSS) model [13], [32], [33]. Specifically, we first compute the mean subtracted contrast normalized (MSCN) coefficients of each image
\[
\hat{I}(m,n) = \frac{I(m,n) - \mu(m,n)}{\sigma(m,n) + 1}, \tag{15}
\]
where
\[
\mu(m,n) = \sum_{k=-K}^{K} \sum_{l=-L}^{L} w_{k,l} I_{k,l}(m,n), \tag{16}
\]
\[
\sigma(m,n) = \sqrt{\sum_{k=-K}^{K} \sum_{l=-L}^{L} w_{k,l} (I_{k,l}(m,n) - \mu(m,n))^2}, \tag{17}
\]
represent the local mean and local variance of the image, respectively. In which, \( K = L = 3 \), and \( w = \{w_{k,l}|k = -K, \cdots, K, l = -L, \cdots, L\} \) is a two-dimensional (2-D) circularly-symmetric Gaussian weighting function. Then, a generalized Gaussian distribution (GGD) with zero mean is given by
\[
f(x; \nu, \sigma^2) = \frac{\nu}{2\omega\Gamma(1/\nu)} \exp\left(-\frac{|x|^\nu}{\omega}\right), \tag{18}
\]
in which
\[
\omega = \sqrt{\frac{\Gamma\left(\frac{1}{\nu}\right)}{\Gamma\left(\frac{3}{\nu}\right)}}, \tag{19}
\]
and
\[
\Gamma(a) = \int_0^{+\infty} e^{-t} t^{a-1} dt, \quad a > 0, \tag{20}
\]
where \( \nu \) is the shape parameter, and parameter \( \sigma^2 \) denotes the variance of the distribution.

According to [32], we use the GGD to fit the distribution of MSCN coefficients from two scales, including the original scale and the reduced resolution scale processed by low-pass filtering and a down sampling with the factor of 2, which gets two pairs of estimated parameters \((\nu, \sigma^2)\) and \((\nu, \sigma^2)\). These two pairs of parameters make up the statistical features for each image.

In this part, we have extracted 24 features for each image, including 20 structural features and 4 statistical features. Next, we use SVRs to map these features to the four parameters of the alpha stable model based IQSD.

**C. Feature Regression for IQSD Prediction**

SVR is widely used in various kinds of regression problems because of its simplicity and efficiency. In this paper, four SVRs are used to learn the mappings from the 24 features extracted from each image to the four parameters of the alpha stable model based IQSD respectively. Specifically, we first fit the alpha stable model with IQSD, and get the four empirical parameters \((\alpha, \beta, \gamma, \mu)\) for each image. Then we concatenate all features extracted from an image into a 24 dimensional feature vector

\[
v = [S_{c1}, \ldots, S_{c5}, S_{b1}, \ldots, S_{b5}, S_{n1}, \ldots, S_{n5}, \nu, \sigma^2, \nu, \sigma^2].
\]

Finally, using the images in the training set \(\Phi\), we utilize the four empirical parameters \((\alpha, \beta, \gamma, \mu)\) of the alpha stable model based IQSD and the feature vector \(v\) to train four regressors.

The four regressors are obtained as

\[
regressor_\alpha = \text{SVR\_TRAIN}_\alpha(v_i, \alpha_i), \quad i \in \Phi,
\]

\[
regressor_\beta = \text{SVR\_TRAIN}_\beta(v_i, \beta_i), \quad i \in \Phi,
\]

\[
regressor_\gamma = \text{SVR\_TRAIN}_\gamma(v_i, \gamma_i), \quad i \in \Phi,
\]

\[
regressor_\mu = \text{SVR\_TRAIN}_\mu(v_i, \mu_i), \quad i \in \Phi,
\]

where \(i\) is the image index, and \(regressor_\alpha, regressor_\beta, regressor_\gamma, regressor_\mu\) represent the trained regressors for parameters \(\alpha, \beta, \gamma, \mu\) respectively.

After training stage, for each test image, we can use four trained regressors and its feature vector \(v\) to predict four parameters \((\hat{\alpha}, \hat{\beta}, \hat{\gamma}, \hat{\mu})\) of alpha stable model based IQSD as follows

\[
\hat{\alpha} = \text{SVR\_PREDICT}_\alpha(v, regressor_\alpha),
\]

\[
\hat{\beta} = \text{SVR\_PREDICT}_\beta(v, regressor_\beta),
\]

\[
\hat{\gamma} = \text{SVR\_PREDICT}_\gamma(v, regressor_\gamma),
\]

\[
\hat{\mu} = \text{SVR\_PREDICT}_\mu(v, regressor_\mu).
\]

In particular, LIBSVM [34] is used to implement all SVRs, in which the radial basis function is chosen as the kernel function.

The obtained four parameter regression models and the feature extraction model together constitute the prediction framework of the alpha stable model based IQSD. In this way, after feature extraction and parameter prediction, we can get the alpha stable model based IQSD for each image as follows

\[
F(x; \hat{\alpha}, \hat{\beta}, \hat{\gamma}, \hat{\mu}) = \frac{1}{2\pi} \int_{-\infty}^{+\infty} \psi(t; \hat{\alpha}, \hat{\beta}, \hat{\gamma}, \hat{\mu}) \exp\{-\frac{1}{2}t^2\} dt,
\]

where

\[
\psi(t; \hat{\alpha}, \hat{\beta}, \hat{\gamma}, \hat{\mu}) = \exp\left\{ j\hat{\mu}t - \hat{\beta} \tan \left( \frac{\hat{\alpha} t}{2} \right) \right\},
\]

in which

\[
\Phi(t; \hat{\alpha}, \hat{\beta}) = \left\{ \begin{array}{ll}
1 - j sgn(t) \hat{\beta} \tan \left( \frac{\hat{\alpha} t}{2} \right), & \hat{\alpha} \neq 1, \\
1 + j sgn(t) \hat{\beta} \frac{\hat{\alpha}}{\hat{\mu}} \log |t|, & \hat{\alpha} = 1.
\end{array} \right.
\]

**IV. Experiment and Analysis**

In this section, experiments are carried out to verify the feasibility and effectiveness of our proposed alpha stable model based IQSD. The experiments consist of two parts. At first, we analyze the alpha stable model based IQSD in details, and its superiority is proved. Secondly, we conduct experiments to verify the effectiveness of the proposed alpha stable model based IQSD prediction framework.

**A. Alpha Stable Model Based IQSD Analysis**

1) Fitting results: As the most popular parameter estimation method, MLE is used to fit the alpha stable model with IQSD for each image. The same methods and processes as described in Section II are used to measure the fitting results. The mean RMSE is 0.0023, and the Chi-Square test result shows that IQSDs of about 57\% images follow the alpha stable model. Even if the alpha stable model cannot fully describe IQSDs, it can be seen from Table I that the RMSE of the alpha stable model is smaller than that of other distributions, and the value of Chi-Square test is also larger than that of other distributions. Thus, the alpha stable model meets our needs to find a distribution that can minimize the difference with IQSDs and maximize the Chi-Square test result. Red curves in the second row of Fig. 2 show the IQSDs described by alpha stable model for some images. By analyzing the collected subjective quality scores and the fitting results, it is easy to find that the alpha stable model can describe IQSDs well.

Besides, it is also meaningful to study the parameters of the alpha stable model based IQSD. The parameter \(\alpha\) reflects the ‘thickness’ of the tail of the distribution. The parameter \(\beta\) is used to measure the asymmetry of the IQSD. The scale parameter \(\gamma\) measures the dispersion of the IQSD. For parameter \(\mu\), it can be regarded as the quality score with the maximum probability of the IQSD. To further analyze the information that the alpha stable model based IQSD can provide, we explore the relationships between four parameters of the alpha stable model based IQSD and MOS, SOS and the skewness of opinion score.

2) Relationship with MOS: The relationship between four parameters of the alpha stable model based IQSD and MOS is shown in Fig. 5. In particular, Fig. 5 (a) shows the relationship between parameter \(\alpha\) and MOS. When the image quality is worse or better, the \(\alpha\) value is smaller, which indicates that...
IQSD inclines to the right. When the image quality is higher than ‘Fair’, \( \beta \) is greater than 0 and the IQSD inclines to the left. When the image quality is closer to ‘Fair’, the \( \gamma \) value is greater than 0 and the IQSD inclines to the left.

When the image quality is worse or better, the \( \alpha \) parameter of Gaussian distribution. Fig. 5 (b) shows the relationship between parameter \( \beta \) and MOS. It can be seen that the most alpha stable model based IQSDs are not symmetrical. In particular, when the image quality is lower than ‘Fair’, \( \beta \) is greater than 0 and the IQSD inclines to the left. When the image quality is higher than ‘Fair’, \( \beta \) is less than 0 and the IQSD inclines to the right.

Fig. 5 (c) shows the relationship between parameter \( \gamma \) and MOS. When the image quality is worse or better, the \( \gamma \) value is smaller, which indicates that the IQSD is more concentrated. When the image quality is closer to ‘Fair’, the \( \gamma \) value is larger, which indicates that the IQSD is more dispersed. This is an interesting result because it shows that subjects seem to be more consistent when the image quality is good or bad, and their opinions on the medium image quality are more inconsistent. It can also be seen from Fig. 5 (d) that MOS has a linear relationship with parameter \( \mu \). That is to say, the maximum probability score of the image increases with the improvement of image quality. The Spearman’s rank correlation coefficient (SRCC) between MOS and parameter \( \mu \) is 0.9990. In addition, the vertical axis in Fig. 5 (d) shows that the \( \mu \) value ranges from 1 to 84, which indicates that the images presented to the subjects have a wide range of quality score.

3) Relationship with SOS: Fig. 6 shows the relationship between four parameters of the alpha stable model based IQSD and SOS. Specifically, Fig. 6 (a) shows the relationship between parameter \( \alpha \) and SOS. Generally speaking, with the increase of \( \alpha \), SOS is also increasing, which means that the subjective diversity is also increasing. Fig. 6 (b) shows the relationship between parameter \( \beta \) and SOS. It can be seen from this figure that there is no obvious relationship between the inclination of IQSD and subjective diversity. Fig. 6 (c) shows the relationship between parameter \( \gamma \) and SOS. It is easy to see that parameter \( \gamma \) is closely related
to SOS, where the SRCC between SOS and parameter $\gamma$ is 0.9284, thus $\gamma$ is used to measure the subjects diversity in this paper. From the vertical axis in Fig. 6 (c), we can also observe that the $\gamma$ value ranges from 1 to 16.2, which is non-ignorable. Therefore, it is necessary to consider the diversity of subjects when evaluating image quality. Fig. 6 (d) shows the square relationship between the parameter $\mu$ and SOS, which is consistent with the conclusion obtained in literature [19]. When the image quality is close to ‘Fair’, the subjective diversity of the image is very large. When the image quality is close to ‘Bad’ or ‘Excellent’, the subjective diversity of the image is very small.

4) Relationship with the skewness of opinion score: Fig. 7 shows the relationship between four parameters of the alpha stable model based IQSD and the skewness of opinion score. Specifically, Fig. 7 (a) shows the relationship between the parameter $\alpha$ and the skewness of opinion score, and Fig. 7 (c) shows the relationship between the parameter $\gamma$ and the skewness of opinion score. From these two figures, we can find that when parameters $\alpha$ and $\gamma$ reach the maximum, that is, the image quality approaches to ‘Fair’, the skewness is close to 0. When parameters $\alpha$ and $\gamma$ decrease, there are two cases: the first case is that when the image quality becomes worse, the skewness decreases; the second case is that when the image quality gets better, the skewness increases. Fig. 7 (b) shows the close relationship between the parameter $\beta$ and the skewness of opinion score. When parameter $\beta$ is greater than 0, the skewness of opinion score is also greater than 0, which means that the majority of subjects think that the image quality is lower than MOS. When $\beta$ is less than 0, the skewness of opinion score is also less than 0, which means that the majority of subjects think that the image quality is higher than MOS. Therefore, parameter $\beta$ can explain the opinion of the majority of subjects relative to MOS. Fig. 7 (d) shows the relationship between the parameter $\mu$ and the skewness of opinion score. It is easy to observe that the skewness of opinion score increases with the decrease of parameter $\mu$.

In conclusion, the four parameters of the alpha stable model based IQSD are closely related to MOS, SOS and the skewness of opinion score. Therefore, the alpha stable model based IQSD can provide much more information for the subjective quality of an image, such as the skewness of opinion score, the subject diversity and the maximum probability score.
5) Distortion types: There are six types of images in the LIVE database, including JP2K, JPEG, WN, Gblur, FF distorted images and reference images. To visualize the statistical relationships between four parameters of the alpha stable model based IQSD and MOS, SOS and the skewness of opinion score for images with different distortion types, we further draw scatter plots between them in Fig. 8. As shown in this figure, the relationships between four parameters of the alpha stable model based IQSD and MOS, SOS and the skewness of opinion score are similar between different distortion types. This means that the subjects are not sensitive to the distortion type of the image when assessing the image quality.

Fig. 9. Mean and standard error bars of the cosine values from 1000 random train-test trials.

B. Prediction Framework Analysis

To verify the effectiveness of our prediction framework, we conduct experiments to analyze the feature extraction method used in this paper by comparing with some state-of-the-art NR quality methods.

1) Experimental settings: Since there is no method specially designed for IQSD prediction in previous literatures, we create some baseline IQSD prediction models based on our proposed IQSD prediction framework as competitors. Specifically, the same alpha stable model based IQSD prediction framework is still used, but we replace the features used in the proposed method with the features used in the state-of-the-art NR IQA methods, including BMPRI [16], BPRI [35], BLINDS-II [14], DIIVINE [11], BIQI [36], BRISQUE [13], CORNIA [37], NIQE [33] and a network feature extraction method ResNet50 [38]. We should note that these baseline competitors are all created based on our novel alpha stable model based IQSD prediction framework, which is one of the core contributions of this paper.

The experimental validation is conducted on the re-scored LIVE database which is obtained in subjective image quality assessment study described in Section II. During the experiment, we randomly select 80% images as the training set, and the remaining images as the test set. To reduce the bias caused by the random splitting of the training and test sets, we repeat this random split for 1000 times and report the mean performances.

2) Overall performance comparison: In order to evaluate the prediction performance of the alpha stable model based IQSD prediction framework with different features, the predicted alpha stable model based IQSD is sampled to obtain the corresponding probability density histogram and compared with the raw quality score histogram. In particular, five criteria are used to evaluate the prediction performance, including Jensen-Shannon divergence (JSD), RMSE, Chebyshev distance, Chi-Square distance and cosine similarity, which are all commonly used metrics to measure the consistency of two histograms. The comparison results are shown in Table II.

It can be seen from Table II that most feature extraction methods have little difference in the performance of predicting the alpha stable model based IQSD, that is, the proposed alpha stable model based IQSD prediction framework shows certain abilities of IQSD prediction no matter what features are used. In particular, the results show that the IQSD prediction framework based on the proposed feature extraction method has the best prediction performance.

Note that we calculate the consistency of two distributions by repeating the train-test trial for 1000 times. Therefore, in addition to the mean performances reported in Table II, we can also get the standard deviation from 1000 random train-test trials. In Fig. 9, standard deviation in terms of cosine similarity is shown for each feature extraction method. As can be seen from this figure, the IQSD prediction framework with the proposed feature extraction method has a small standard deviation, which means that it is relatively stable in predicting the alpha stable model based IQSD.

3) Performance on predicting distribution parameters:

The proposed alpha stable model based IQSD prediction framework consists of four parameter prediction models, whose performances are also tested. Specifically, the RMSE, mean absolute error (MAE), mean absolute percentage error (MAPE), correlation and cosine similarity are used as the measures to evaluate the prediction performance. The results are shown in Table III. It is easy to see that the proposed feature extraction method has the best prediction performance in predicting parameters $\alpha$, $\gamma$ and $\mu$. For parameter $\beta$, the proposed feature extraction method is also competitive.

4) Performance on individual distortions:

Further, we compare the prediction performance of these feature extraction methods on individual distortions. We conduct similar train-test trials as described in Section IV-B-2). The difference is that only the images with the same distortion type are used in each train-test trial. The average performance is shown in Table IV. It is observed that the proposed feature extraction method can be comparable to the state-of-the-art methods when predicting the alpha stable model based IQSD on individual distortions.

5) Computational complexity:

In order to analyze the computational complexity of the alpha stable model based IQSD prediction framework with different features, we test them on 100 images with a fixed resolution of $512 \times 768$ on a
computer with Apple M1 CPU and 16GB RAM, and report the mean running time (seconds/image) in Table V. The running time includes both feature extraction and regression time. It can be observed from the table that the IQSD prediction framework with the proposed feature extraction method has low computational complexity.

6) Ablation analysis: The feature extraction method proposed in this paper is to extract two types of features for each image, including structural features and statistical features. Therefore, it is meaningful to study the impact of these two types of features on the prediction performance.

On the one hand, we compare the performance of each type of features and their combination in predicting the alpha stable model based IQSD. The results are shown in Table VI. From this table, we can draw the following conclusions. Firstly, the prediction performance of statistical features alone is poor. Secondly, structural features alone lead to medium prediction performance. Thirdly, the combination of the two types of features obtains the best performance.

On the other hand, we also compare the performance of each type of features and their combination in predicting the four parameters of the alpha stable model based IQSD in Table VII. From this table, we can draw the conclusion that the prediction performance of the combination of the two types of features is also the best.

In summary, the structural and statistical features we extracted can be well used for alpha stable model based IQSD prediction.

V. Conclusion

In this paper, we propose to describe image quality using a parameterized distribution, that is, the alpha stable model based IQSD. Moreover, we also propose an objective method to predict the alpha stable model based IQSD. Since the existing databases have not provided the quality scores given by specific subjects, a subjective quality assessment study has been carried out to get the subjective quality scores of all images in the LIVE database. After that, the alpha stable model is used to model the IQSD. In our objective prediction framework, the quality features of images are extracted based on both structural and statistical information, and four SVRs are trained to predict the parameters of alpha stable model based IQSD. Finally, experimental validations and analyses show that the alpha stable model can describe the IQSD well compared with other common distributions, and it can express much more information about the subjective image quality than a single MOS. Further, the experimental results also show that the prediction framework used in this paper is practicable and effective.
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