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Abstract— Left ventricular segmentation is essential for measuring left ventricular function indices. Segmentation of one or several images requires an initial guess of the contour. It is hypothesized here that creating an initial guess by first detecting anatomical markers, would lead to correct detection of the endocardium. The first step of the algorithm presented here includes automatic detection of the mitral valve. Next, the apex is detected in the same frame. The valve is then tracked throughout the cardiac cycle. Contours passing from the apex to each valve corner are then found using a dynamic programming algorithm. The resulting contour is used as an input to an active contour algorithm. The algorithm was tested on 21 long axis ultrasound clips and showed good agreement with manually traced contours. Thus, this study demonstrates that detection of anatomical markers leads to a reliable initial guess of the left ventricle border.

Index Terms— Echocardiography, Segmentation, Tracking, Dynamic programming.

I. INTRODUCTION

Echocardiographers are required to assess myocardial function, thus in nearly all echo studies they need to measure indices of global left ventricular function, such as left ventricular volumes, ejection fraction, and endocardial shortening. In order to measure these indices, segmentation of the left ventricular (LV) wall in 2 dimensional (2D) ultrasound images must be performed, either by eyeballing or by semi-automatic or automatic techniques. The latter group of techniques are mandatory when objectivity is important, and are essential for real time calculation of these indices. Additionally, the curve describing the myocardial endocardial border can also be used for registration between myocardial data sets obtained from different modalities. It is also essential for objective operator-independent segmentation of the LV wall for measurements of local myocardial function, e.g. speckle tracking based 2D strain or layer specific strain analysis.

Previous reports [1-9, 11-14] have presented several automatic or semi-automatic algorithms for left ventricular segmentation that were designed for long axis ultrasound images. Among them is an early study by Friedland and Adam [1] who used an optimization method, simulated annealing, to detect the endocardial border. As an initial guess an ellipse was used, where its parameters were estimated from locations of gradients found along rays originating from the center of mass of the left ventricle. Herlin et al [2,3] developed a spatial–temporal model for segmenting cardiac ultrasound sequences. The parameters of the energy function were determined from a manually segmented frame. Mikic et al [4] developed an active contour algorithm for detecting the endocardial border as well as the mitral valve leaflet. The algorithm requires an initial manual segmentation of the borders on one frame. Sun et al [5] developed a segmentation scheme in which the heart dynamics is studied from a training set of data. Coppini et al [6] used a Laplacian–of–Gaussian filter to detect edges in ultrasonic images, then used neural networks to extract the endocardial border and eventually to reconstruct the endocardial surface in 3-D. Mignotte et al [7] used deformable templates for segmentation of the endocardium. Orderud et al [8,9] developed a framework for real time left ventricular tracking of 3D ultrasonic data. Initially, a truncated ellipsoid model was used with deformation parameters for translation, orientation, scaling and bending in all dimensions. The tracking framework automatically detected initial left ventricular position and tracked the motion and shape changes throughout the cycle.

In recent years, the level set framework, presented initially by Osher and Sethian [10] has been used in algorithms for left ventricular segmentation. Lin et al [11] used a multi-scale level set framework for segmentation of long axis ultrasonic images in which the valve was closed. Corsi et al [12] used the level set technique to segment 3D echocardiographic data. The initial guess is a manual segmentation by the physician.
Paragios [13] proposed a segmentation algorithm that uses the level set approach. The forces acting on the contour depend both on visual information and on prior shape knowledge. Angelini et al [14] used the level set framework for left ventricular segmentation in three dimensional data. The shape of the left ventricle was initialized as a cone with ellipsoidal cross section.

One of the main disadvantages of using active contour algorithms is that these algorithms use an iterative process until they converge, and that they require an initial guess of the contour. If the initial contour is created by manual tracing of the endocardium, then this process is too time-consuming. Additionally, since in many cases the initial guess is not close to the endocardial border, e.g. when an elliptical model of the left ventricle is used, the curve will probably not converge in real time, or will be strongly influenced by the initial model. Specifically in cardiac images, there is a chance that the curve will attach to anatomical features (such as the mitral valve) which can misdirect the desired curve, in case the initial guess is far from the endocardial border.

The aim of the present work was to develop an algorithm for creating an initial guess for the endocardial border, which would be as close as possible to the desired contour. In order for the initial guess to be robust and accurate, much effort has been put into developing sub algorithms for the detection of the valve corners and the apex of the left ventricle, as it was assumed that correct detection of those anatomical markers would lead to correct detection of the endocardial border. After creating the initial guess, it was used as an input to an active contour algorithm in a level set framework. The active contour algorithm serves only as a fine tuning step, with a limited number of iterations, to allow a better attachment between the curve and the myocardium. The active contour algorithm used for this step is based on a study by Lankton and Tannenbaums [15], who developed an active contour algorithm in which the energy depends on the gray level and Tannenbaums [15], who developed an active contour algorithm in a level set framework. The active contour algorithm serves only as a fine tuning step, with a limited number of iterations, to allow a better attachment between the curve and the myocardium. The active contour algorithm used for this step is based on a study by Lankton and Tannenbaums [15], who developed an active contour algorithm in which the energy depends on the gray level and Tannenbaums [15], who developed an active contour algorithm in which the energy depends on the gray level and Tannenbaums [15], who developed an active contour algorithm in which the energy depends on the gray level and Tannenbaums [15], who developed an active contour algorithm.

The first step of the algorithm comprises of locating automatically the septal and lateral corners of the Mitral valve, (or in other words, finding the location of the left ventricle base), in one frame at systole. During the systolic phase the mitral valve is closed, so that pixels that comprise the bridge-shaped valve may easily be detected. These are characterized as pixels with high gray level values, with a column of low gray level pixels above them (when considering an apical view, in which the valve is oriented horizontally). In Figure 2, the pixels that mark the valve are colored in green. The detected valve pixels may cover only part of the valve, but knowing that those pixels are located on the valve allows to define a new location above one of those pixels, but inside the ventricular blood pool. From this location a search is made, first towards the lateral wall and then towards the septal wall (Figure 3), where pixels with a significant higher gray level are sought. When such an increase in gray level is encountered, it is assumed that the lateral or septal walls are located. Regions of interest in which the valve corners are located are now defined (figure 4). Each corner is then detected in its corresponding ROI, by locating pixels that their surroundings resemble a bright “L” shape (for the septal corner, and its mirror image for the lateral corner) on a dark background. This step is done by first defining binary “L” shaped masks. Then, for each pixel in each region of interest, a sub image, surrounding that pixel and in the size of the mask, is selected. The sub image is transformed into a binary mask by giving the value of 1 to pixels with gray level exceeding a threshold, and the value of 0 to pixels with a lower gray level. The similarity of the sub-image to the binary mask is tested by calculating the percent of non-identical pixels. If this percentage is lower than a given threshold, the pixel is considered a “corner pixel”. This process results in several images.

The steps of our algorithm are described in the second section. Results are presented in the third section and discussed in the fourth section.

II. MATERIALS AND METHODS

Data for our study was obtained at, and provided by the Dept. of Cardiology, Pneumology and Angiology, at the University Hospital RWTH Aachen, Germany, and by the Dept. of Cardiology at the Oslo University Hospital, Rikshospitalet, Oslo, Norway with Informed consent for use of images approved by the ethics committee.

The algorithm presented here may function completely automatically. The user is allowed, though, to manually correct the positions of the valve corners and the apex, thus a maximum of three manually marked points may be needed for a whole ultrasonic sequence. Figure 1 exhibits the flow chart of the segmentation scheme. A detailed description of each step appears below.

**Step 1: Automatic detection of Mitral valve corners in one frame:**

The first step of the algorithm comprises of locating automatically the septal and lateral corners of the Mitral valve, (or in other words, finding the location of the left ventricle base), in one frame at systole. During the systolic phase the mitral valve is closed, so that pixels that comprise the bridge-shaped valve may easily be detected. These are characterized as pixels with high gray level values, with a column of low gray level pixels above them (when considering an apical view, in which the valve is oriented horizontally). In Figure 2, the pixels that mark the valve are colored in green. The detected valve pixels may cover only part of the valve, but knowing that those pixels are located on the valve allows to define a new location above one of those pixels, but inside the ventricular blood pool. From this location a search is made, first towards the lateral wall and then towards the septal wall (Figure 3), where pixels with a significant higher gray level are sought. When such an increase in gray level is encountered, it is assumed that the lateral or septal walls are located. Regions of interest in which the valve corners are located are now defined (figure 4). Each corner is then detected in its corresponding ROI, by locating pixels that their surroundings resemble a bright “L” shape (for the septal corner, and its mirror image for the lateral corner) on a dark background. This step is done by first defining binary “L” shaped masks. Then, for each pixel in each region of interest, a sub image, surrounding that pixel and in the size of the mask, is selected. The sub image is transformed into a binary mask by giving the value of 1 to pixels with gray level exceeding a threshold, and the value of 0 to pixels with a lower gray level. The similarity of the sub-image to the binary mask is tested by calculating the percent of non-identical pixels. If this percentage is lower than a given threshold, the pixel is considered a “corner pixel”. This process results in several images.

**Automatic detection of valve corners in a single systolic frame**

**Automatic detection of apex in same frame**

**Optional: manual correction of positions of valve corners and apex**

**Tracking of valve corners throughout sequence**

**Creating an initial guess for endocardial borders using apex and base information in each frame**

**Final segmentation using an active contour algorithm**
Figure 1: flow chart of segmentation algorithm
corner-pixels per corner. The last procedure appears as a
diagram in figure 5. The final corner location is the mean
location of these pixels. Figure 6 exhibits an example of the
corner pixels (a) and the final corner locations (b).

Figure 2: Valve pixels

Figure 3: location above one valve pixel from which a
point is advanced towards the right until it hits the lateral wall,
and then to the left, until it hits the septal wall.

Figure 4: region of interests for left and right valve corners

Figure 5: A diagram describing the search for valve corner
pixels (for the left corner an “L” shaped mask is used, and its
mirror image is used for the right corner)

Figure 6: Pixels whose surroundings resemble a corner
mask (a), and the mean location of those pixels, which defines
the corner location (b)

Step 2: Apex detection
When acquiring long axis views in transthoracic
echocardiography, the ultrasound beam passes through
relatively static body layers until it reaches the apex of the heart. Consequently, correlating the gray level pattern of a small section of the image located in the static region with a matching section in the following image will yield a high correlation value. When performing the same operation but in layers of the myocardium, there is a drop in the correlation values as a result of the heart motion. A threshold value of the estimated correlation can be set, which indicates the epicardial border.

The detection of the apex is performed for a single systolic frame. It is initiated by defining several direction lines and sub direction lines which originate from the base of the left ventricle. The base location and orientation have been already determined in step 1. Figure 7 exhibits the main direction lines (green), originating from the midpoint between the valve corners, and the sub direction lines (magenta) defined for one of the main lines.

![Figure 7: main direction lines (green) and sub direction lines defined for one of the main direction lines (magenta).](image)

Figure 7: main direction lines (green) and sub direction lines defined for one of the main direction lines (magenta).

In the next step, blocks are defined around pixels positioned along each sub line. An example of blocks placed along a sub line is shown in figure 8. Each block is correlated with a matching block in the following frame. The "neighbor" block is correlated with its other neighbor, and so on. The mean of all the correlation values is calculated for each block. The epicardium is defined as the location in which the mean correlation value drops from a high value, corresponding to external layers, to below a threshold value (sub lines which do not have this pattern are excluded). During the search, several epicardial points are found, for each of the rays. The apical epicardial point is the one that is farthest from the base midpoint, as shown in figure 9.

![Figure 8: image blocks placed along a sub line](image)

Figure 8: image blocks placed along a sub line

If there exists a significant gray level gradient along the line connecting the apex and mid base, and close to the apex, it is assumed to be the border between the apical endocardium and the blood. Otherwise, the estimated location of the endocardial apex is a few millimeters closer to the base on that line.

**Step 3: Tracking of mitral valve corners in all frames**

The next step is tracking the location of the valve corners throughout all the frames in the sequence: as shown in figure 10, two square reference image blocks are defined for each valve corner, one surrounding the corner and a smaller one, slightly shifted and elevated from it. In the next frame, a search for similar blocks is carried out within a search region, separately for the septal and the lateral corners. For each pixel in the search region, two square blocks, positioned in the same manner as the reference squares, are defined. The sum of absolute difference (SAD) is calculated for larger square and then for the other, as described in equations 1 and 2:

\[
SAD_1 = \sum_{i=1}^{n1} \sum_{j=1}^{m1} |I_1_{ref}(i, j) - I_1_{next}(i+k, j+l)|
\]  
\[
SAD_2 = \sum_{i=1}^{n2} \sum_{j=1}^{m2} |I_2_{ref}(i, j) - I_2_{next}(i+k, j+l)|
\]

Where \(I_1_{ref}\) and \(I_2_{ref}\) are the two reference image blocks within one image, sized \((n1\times m1)\) and \((n2\times m2)\) pixels respectively, \(I1_{next}\) and \(I2_{next}\) are matching blocks within the next image, \(k, l\) are the x and y shifts in the block positions within the next image, and are included in the search region.

![Figure 9: epicardial apex point is the farthest epicardial point from the base](image)
The combined SAD result, for each pixel in the search region, is a multiplicity of the two SAD values, where one SAD result is squared for weight amplification:

\[ SAD_{12} = SAD_1^2 \times SAD_2 \]  

(3)

For each valve corner, the location in the next frame, which yields the best result, is considered the new corner location. The reference regions are then replaced by the best matching squares and the tracking continues to the next frame.

**Figure 10:** reference regions for the right valve corner (red, magenta) and the left valve corner (blue, green)

**Figure 11:** in order to create an initial guess for the left ventricular border, the left ventricle (top) is filtered and then partitioned into left and right parts (bottom).

**Step 4: Initial guess of left ventricular borders in all frames**

The current step uses dynamic programming (DP) for creating an initial guess of the endocardial border. DP is a method in which the optimal global solution of a problem can be found, and can be used in many different applications [16-24]. Before the DP algorithm is applied, each image is partitioned into the left and right parts of the left ventricle. The left part includes the apex and septal corner of the valve, and the right part includes the apex and lateral corner of the valve, as shown in figure 11. The two images undergo processing so that noise and texture features that may cause errors in the detection of the endocardial border - are eliminated. The gradient image of each part is then created. The contour of the endocardium is found for each part of the image using the DP algorithm. In general, the algorithm uses a cost function that depends on gray level gradients, continuity and smoothness of the curve, to find the most likely path in the gradient image space. This path is forced to start at the apex point and end at the base (septal or lateral corners of the valve, depending which part of the image is being processed). A detailed description of the algorithm appears in the appendix. The gradient image and the resulting path, superimposed on the image, are shown in figure 12, a and b. The left and right paths are then joined and smoothed to form the endocardial border contour. Figure 13 exhibits the joined left and right paths, before (a) and after (b) smoothing.

**Figure 12:** gradient image (a) and the resulting path, superimposed on the image (b)

**Figure 13:** Joint left and right paths before (a) and after (b) smoothing

**Step 5: Final segmentation of all frames using an active contour algorithm**
In the fifth and final step of the algorithm, the results of step 4 are used as an initial guess for an active contour algorithm. The aim of this step is to allow a better attachment between the contour and the endocardial border. The algorithm is based on Lankton and Tannenbaum's work [15]. It uses the local gray level statistics around each contour point to evolve the curve and achieve better separation between gray levels inside and outside the contour at that point, and as a result, better attachment of the curve to the endocardial border. This method is well suited to ultrasound images, as gray level statistics vary greatly along the endocardial border.

III. RESULTS

A set of 21 different ultrasound clips, with a total of 749 frames was segmented. Results of automatic detection of the mitral valve, from several different clips, are exhibited in Fig. 14 and the results of automatic detection of the apex are exhibited in Fig. 15. The results of the contour that serves as an initial guess, in one clip, are exhibited for every other frame in Fig. 16, and the results of the final segmentation are exhibited for the same frames in Fig. 17.

In order to measure the ability of the algorithm to correctly follow the endocardial borders, all frames were manually traced by an experienced viewer. The percent error of the final contour found automatically was defined as the non-overlapping areas between the automated and manual contours, as compared with the area enclosed by the manual contour. Errors were calculated for the contours that served as the initial guess and those that served for the final segmentation, after the stage of the fine tuning, which was performed by the active contour method.

The mean error for all frames was 13.2 ±4.0% for the contours that served as the initial guess, and 12.8±4.1% for the contours after the fine tuning stage. The mean error for the contours found automatically (initial guess stage) presented in Fig. 16 was 12.9±2.3% and was 12.7±2.2% for the contours presented in Fig. 17 (fine tuning stage). The results indicated that in most frames the contour found automatically successfully followed the endocardial border.

IV. DISCUSSION

In this study, a novel method is presented for the segmentation of ultrasound images of the long axis cross section. There are numerous papers describing the segmentation of the LV myocardial tissue, since there is a significant clinical need for such a tool. Unfortunately, the results of these methods have not been accurate enough to allow routine clinical usage. The hypothesis of the current study was that the results of segmentation of the cardiac LV tissue depend on the initial guess or initial geometric model being used, which in most cases are manually drawn. Manual tracing is not objective, and different traces drawn by different users may lead to different classification results. Manual tracing is also time-consuming. The usage of a geometric model as the initial guess may require numerous iterations before achieving convergence to the true shape of the left ventricle. In the latter case, the contour may also attach to anatomical features inside the ventricle that are not part of the LV walls (e.g. the leaflets of the open valve, papillary muscles). The emphasis of the present study was on creating a reliable initial contour of the left ventricle that will then be used as an initial guess for an active contour algorithm. It was assumed that a correct detection of the endocardial border would depend on a correct detection of anatomical markers on the borders: the mitral valve and apex.

The need for an objective automatic initial guess of the left ventricle cavity is obvious for time saving, and identifying the locations of the valve corners and apex specifically, is a big advantage. This is confirmed in the segmentation result displayed in Friedland and Adam’s work [1], where simulated annealing was used for segmentation of the left ventricle, but without identifying those locations. It is noticeable that in some frames, the contour of the left ventricle crosses into the left atrium. In our algorithm, in addition to the left ventricular contour, the valve corners locations in all frames are also inputs to the active contour algorithm. They are used to limit the evolution of the curve at the valve area, so that it will not cross into the left atrium even when the valve is open. The need for the information regarding the mitral valve location is also demonstrated in the works by Herlin et al [2,3]. They developed a model that depends on both the spatial properties and the temporal properties for segmenting cardiac ultrasound sequences. As mentioned in [2], initially, their model did not depend on temporal information and as a result the cardiac cavity was not defined accurately when mitral valve was open. The problem was solved by adding a term to their model, according to which the probability that a pixel will be considered an inside-the-cavity pixel will be higher if it was considered so in the previous and next frame. This constraint solved the problem of leakage into the atrium or ventricle (depending on which cavity was being segmented) when the valve was open, but the drawback was that the segmentation result became very stable and some information about the cavity shape changes during the cycle was lost [3].

In the long axis view, the apex region suffers from artifacts, such as clutter. There are studies, such as [25] which attempt to suppress these phenomena, but there is always the danger of suppressing the apical myocardium as well. Our apex detection algorithm depends on time domain behavior and not on image properties, and therefore, like the valve corners, can be used as a constraint for the segmentation curve, in case it will be erroneous due to the clutter.
**Figure 14:** Mitral valve corners found automatically

**Figure 15:** The apical location found automatically
Figure 16: Initial guess results for every other frame in one clip
Figure 17: Final segmentation results for every other frame in one clip
**Study limitations**

Our method has shown good results but has a few limitations. Low image quality is naturally an obstacle in achieving accurate automatic segmentation, but in some acceptable quality ultrasound clips manual intervention of the user may still be required for determining the correct valve corner positions and/or the apex. Also, tracking the valve corners through a single cardiac cycle has proven to be robust, but in tracking through longer clips that may no longer be the case. The small and negligible tracking error accumulated between each frame may add up to a significant error in longer clips and therefore require modifications in the tracking algorithm or limit the segmentation to single heart beats.

**V. CONCLUSION**

To conclude, an algorithm for the segmentation of the left ventricle is proposed, in which the main anatomical features of the left ventricle are detected first and then used for defining an initial guess of the shape of the ventricle. An active contour algorithm can then be used for fine tuning of the contour. The results showed that the left ventricular contour found using our method successfully followed the endocardial border.
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APPENDIX

Using DP for finding the endocardial border in each of the left and right parts of the left ventricular image, is done the following way: first, two matrices in the size of the image (left or right part) are defined. \( W \) – a matrix for keeping the accumulated weights, and \( F \) – a matrix for keeping the location from which the curve passing through a pixel located at \((x, y)\), has arrived. The weight matrix is given the initial value of 0 in all locations, except in the apex location, which is given a very high bonus (large negative value) to make sure that the path passes through it.

The weight matrix values in the first row are updated as follows:

\[
W(x, 1) = W(x, 1) + f_g \cdot G(x, 1), \forall x \in (x, y = 1)
\]

where \( G \) is the gradient image and \( f_g \) is a negative factor that multiplies the gradient value, so that the higher the gradient is, the smaller it’s contribution will be to the accumulating weight, as we are looking for the path with minimal accumulated weight.

The weight matrix values and \( F \) matrix values in the second row are then updated in steps described in equations 2-4:

\[
W_{\text{temp}}(x, 2) = W(x', 1) + f \cdot dx * (|x - x'|), \forall x' \in (x', y = 1) \& |x - x'| < DX
\]

where \( W_{\text{temp}} \) is a temporary weight vector which holds all the possible weights that paths arriving from a location \( x' \) in the first row, could contribute to a location \( x \) in the second row, \( f \cdot dx \) is a positive weight factor for un continuity of the path, which is described by \( |x - x'| \), and \( DX \) is the maximal number of pixels in the x direction we would expect the path to skip between rows

\[
W(x, 2) = W(x, 2) + f_g \cdot G(x, 2) + \min(W_{\text{temp}}), \forall x \in (x, y = 2)
\]

\[
F(x, 2) = x_{\text{min}}, \forall x \in (x, y = 2), W_{\text{temp}}(x_{\text{min}}) = \min(W_{\text{temp}})
\]

where \( x_{\text{min}} \) is the x location of the minimal contributor to \( W(x, 2) \), or in other words, the location from which the path at \((x, y)\) arrived.

Starting from the third row and on, updating the weight matrix and the \( F \) matrix is done as follows:

\[
W_{\text{temp}}(x, y) = W(x', y - 1) + f \cdot dx * (|x - x'|) + f \cdot 2dx * (x + F(x', y - 1) - 2 * x')
\]

\[
\forall x' \in |x - x'| < DX
\]

where \( f \cdot 2dx \) is a positive weight factor for un-smoothness of the path and the expression following it is the backwards second derivative of the path that expresses its smoothness. The \( x \) location of the path at \( y - 2 \) is given in \( F(x', y - 1) \).

The weight and \( F \) matrices are updated as follows:

\[
W(x, y) = W(x, y) + f_g \cdot G(x, y) + \min(W_{\text{temp}}), \forall x \in (x, y \geq 3)
\]

\[
F(x, y) = x_{\text{min}}, \forall x \in (x, y \geq 3), W_{\text{temp}}(x_{\text{min}}) = \min(W_{\text{temp}})
\]

In order to find the likeliest path \( P \) that starts at the apex and ends at the valve corner, we set the last value of the path as the \( x \) position of the valve:

\[
P(n) = x_{\text{valve}}
\]

The matrix \( F \) at point \( x_{\text{valve}} \) points to the \( x \) position of the path at row \( n - 1 \):

\[
P(n - 1) = F(x_{\text{valve}})
\]

Then:

\[
P(n - 2) = F(P(n - 1))
\]

And so on.