Sobolev inequalities for the symmetric gradient in arbitrary domains
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Abstract

A form of Sobolev inequalities for the symmetric gradient of vector-valued functions is proposed, which allows for arbitrary ground domains in \( \mathbb{R}^n \). In the relevant inequalities, boundary regularity of domains is replaced with information on boundary traces of trial functions. The inequalities so obtained exhibit the same exponents as in classical inequalities for the full gradient of Sobolev functions, in regular domains. Furthermore, they involve constants independent of the geometry of the domain, and hence yield novel results yet for smooth domains. Our approach relies upon a pointwise estimate for the functions in question via a Riesz potential of their symmetric gradient and an unconventional potential depending on their boundary trace.

1 Introduction

Diverse mathematical models for physical phenomena, described by some vector-valued function \( u : \Omega \to \mathbb{R}^n \), depend on the derivatives of \( u \) just through the symmetric part \( \mathcal{E}u \) of its distributional gradient \( \nabla u \). Here, \( \Omega \) is an open set in \( \mathbb{R}^n \), \( n \geq 2 \), and

\[
\mathcal{E}u = \frac{1}{2}(\nabla u + (\nabla u)^T),
\]

where \((\nabla u)^T\) stands for the transpose matrix of \( \nabla u \). Instances in this connection are provided by the theory of non-Newtonian fluids, where \( u \) represents the velocity of a fluid [2, DL, 22, 28, 39, 40, 41], and the theories of plasticity and nonlinear elasticity, where \( u \) stands for the displacement of a body [28, 32, 51]. The pertaining mathematical models amount to partial differential equations or variational integrals involving \( \mathcal{E}u \). The regularity theory for this kind
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of problems, which is considerably less developed than the classical one, calls for the use of an ad hoc functional framework.

This is provided by Sobolev type spaces, defined in analogy with the standard Sobolev spaces, where the role of $\nabla u$ is instead played by $\mathcal{E} u$. In particular, the homogeneous space $E^{1,p}(\Omega)$ is defined, for $p \geq 1$, as
\begin{equation}
E^{1,p}(\Omega) = \{ u \in L^1_{\text{loc}}(\Omega) : |\mathcal{E} u| \in L^p(\Omega) \}.
\end{equation}

Its subspace $E^{1,p}_0(\Omega)$ is defined as the space of those functions that “vanish” on $\partial \Omega$, in the sense that their continuation by 0 outside $\Omega$ belongs to $E^{1,p}(\mathbb{R}^n)$. Replacing $L^p(\Omega)$ in the definition of $E^{1,p}(\Omega)$ by a more general Banach function space $X(\Omega)$ yields a Sobolev type space for the symmetric gradient that will be denoted by $E^{1,X}(\Omega)$. Namely,
\begin{equation}
E^{1,X}(\Omega) = \{ u \in L^1_{\text{loc}}(\Omega) : |\mathcal{E} u| \in X(\Omega) \}.
\end{equation}

The subspace $E^{1,X}_0(\Omega)$ can be defined accordingly. The need for these generalized spaces arises, for example, in problems governed by nonlinearities of non-necessarily power type. They appear, for example, in the Prandt-Eyring fluids [6, 24, 28], in models for plastic materials with logarithmic hardening [25], as well as in models for the behavior of fluids in certain liquid body armors [31, 48, 53] which are affected by exponential type nonlinearities.

Sobolev type inequalities for spaces built upon the symmetric gradient are crucial in the regularity theory in question. Sobolev inequalities for the space $E^{1,p}_0(\Omega)$ have exactly the same form as those for the standard Sobolev space $W^{1,p}_0(\Omega)$, in any open set $\Omega$ of finite Lebesgue measure $\mathcal{L}^n(\Omega)$. In particular, when $p \in (1, \infty)$, this is a consequence of the Korn inequality, which tells us that, if $u \in E^{1,p}_0(\Omega)$, then $u$ is in fact weakly differentiable in $\Omega$, and $|\nabla u| \in L^p(\Omega)$. Moreover,
\begin{equation}
\|\nabla u\|_{L^p(\Omega)} \leq c \|\mathcal{E} u\|_{L^p(\Omega)}
\end{equation}
for some constant $c = c(n, p, \mathcal{L}^n(\Omega))$ and every function $u \in E^{1,p}_0(\Omega)$ [26, 29, 30, 32, 34, 44, 45, 47]. By contrast, this result fails in the endpoint cases when either $p = 1$ or $p = \infty$ [19, 35, 46]. Still, Sobolev inequalities with the same target norms as for $W^{1,1}_0(\Omega)$ continue to hold in $E^{1,1}_0(\Omega)$ – see [50], and the recent advances [49, 52].

If the zero boundary condition is dropped, namely if functions from $E^{1,p}(\Omega)$ are considered, and $\Omega$ is connected, a counterpart of inequality (1.3) still holds, where the norm of $\nabla u$ on the left-hand side has to be replaced by the $L^p$ distance of $\nabla u$ from the space of skew-symmetric $n \times n$ matrices. However, the resultant inequality requires suitable regularity assumptions on the domain $\Omega$. Lipschitz domains, or even John domains support this kind of Korn inequality [21, 23]. In absence of a Korn type inequality, a reduction to the case of $W^{1,p}(\Omega)$ is not available, and a direct method for embeddings of $E^{1,p}(\Omega)$ is required. A technique based on potential estimates, reminiscent of the original proof by Sobolev, is developed in [8], and also applies to less regular domains.

In the present paper we offer a sort of Sobolev type inequalities, involving the symmetric gradient, that requires no regularity on the domain at all. The point of view that will be adopted is that, in a Sobolev inequality for $\mathcal{E} u$, information on the integrability of the boundary trace of $u$ can serve as a substitute for boundary regularity of the ground domain $\Omega$, an assumption which is critical even in the usual situation when the full gradient $\nabla u$ is employed.

To be more specific, the inequalities that will be dealt with have the form
\begin{equation}
\|u\|_{Y(\Omega, \mu)} \leq c(\|\mathcal{E} u\|_{X(\Omega)} + \|u\|_{Z(\partial \Omega)}),
\end{equation}
where $Y(\Omega, \mu)$ is a suitable function space depending on the boundary regularity $\mu$ of $\Omega$. Such inequalities are also referred to as “Sobolev type inequalities”.
where $\| \cdot \|_{X(\Omega)}$ is a Banach function norm on $\Omega$ with respect to Lebesgue measure, $\| \cdot \|_{Y(\Omega, \mu)}$ is a Banach function norm with respect to a possibly more general upper Alfhors regular measure $\mu$, $\| \cdot \|_{Z(\partial \Omega)}$ is a Banach function norm on $\partial \Omega$ with respect to the $(n - 1)$-dimensional Hausdorff measure $H^{n-1}$, and $c$ is a constant. Besides the arbitrariness of $\Omega$, a key feature of the inequalities to be established is the fact that the norms $\| \cdot \|_{X(\Omega)}$, $\| \cdot \|_{Y(\Omega, \mu)}$ and $\| \cdot \|_{Z(\partial \Omega)}$ in inequality (1.4) are exactly the same as those appearing in a counterpart inequality on regular domains, with $\nabla u$ in the place of $\mathcal{E}u$. Another distinctive trait is that the constant $c$ is independent of the regularity of the domain $\Omega$. Therefore, under this respect, our conclusions are new even in the case of smooth domains.

As pointed out above, due to the lack of Korn type inequalities in irregular domains, inequalities like (1.4) cannot be derived via their counterparts for the full gradient

\[ (1.5) \quad \|u\|_{Y(\Omega, \mu)} \leq c_1 \|\nabla u\|_{X(\Omega)} + c_2 \|u\|_{Z(\partial \Omega)}, \]

that have recently been established, together with higher-order versions, in [16]. Another obstacle for such a derivation is that, even in regular domains $\Omega$, a Korn type inequality need not hold if $L^p(\Omega)$, with $p \in (1, \infty)$, is replaced by a more general Banach function norm $X(\Omega)$. Let us notice that failure of the Korn inequality is not limited to the norms in $L^1(\Omega)$ and in $L^\infty(\Omega)$ [5]. We refer to [1, 4, 5, 7, 15, 21, 27] for positive results in the case when the latter is a norm in an Orlicz space. Let us incidentally mention that, in the special situation when $\mu = L^n$, $X = L^p$, $Y = L^q$, and $Z = L^r$, with $1 \leq p < n$, $r \geq 1$ and $q = \min\{\frac{rn}{n-1}, \frac{np}{n-p}\}$, inequality (1.5) was established in [42] via isoperimetric inequalities. The optimal constants $c_1$ and $c_2$ were also exhibited in that paper, for $p = 1$, in the setting of scalar functions. Mass transportation techniques have been exploited in [37] to determine the optimal constants when $1 < p < n$. Sharp constants in a parallel inequality, corresponding to the borderline case when $p = n$, can be found in [38].

Our approach to inequality (1.4) starts with a fundamental pointwise estimate for functions $u \in E^{1,1}(\Omega)$, in terms of the Riesz potential of order 1 applied to $|\mathcal{E}u|$, plus a nonstandard potential depending on the values of $u$ over $\partial \Omega$. This estimate is close in the spirit to the method of Sobolev, and its proof is inspired by arguments from [8] and [16]. It turns the problem of the validity of inequality (1.4) into that of the boundedness of the apropos potential operators between the function spaces $X(\Omega)$ and $Y(\Omega, \mu)$, and $Z(\partial \Omega)$ and $Y(\Omega, \mu)$, respectively. The new problem can be faced with the help of a reduction principle, which rests upon an inequality, in rearrangement form, deduced from the fundamental pointwise inequality. This principle enables us to reduce the question of the boundedness of the relevant $n$-dimensional operators to the considerably simpler problem of the boundedness of one-dimensional Hardy type operators. With this tool at disposal, one can establish inequalities of the form (1.4) for various families of Banach function spaces $X$, $Y$ and $Z$. As examples, we present results for Lebesgue, Lorentz and Zygmund spaces, and also obtain analogues of classical inequalities, such as the Yudovich-Pohozaev-Trudinger exponential inequality, as special instances in bordeline situations. A Rellich type compactness theorem is given as well.

## 2 A pointwise estimate

Our estimate for functions $u \in E^{1,1}(\Omega)$ at a point $x \in \Omega$ involves, loosely speaking, the value of the trace of $u$ at the first point on $\partial \Omega$ intercepted on each ray issued from $x$. Since neither regularity nor boundedness is a priori assumed on $\Omega$, traces of weakly differentiable functions on $\partial \Omega$ need not be defined. Our pointwise estimate an the other results of this paper will thus
be stated for functions that are continuous in $\overline{\Omega}$. More precisely, we shall make use of the space

$$
C_b(\overline{\Omega}) = \{ u : u \text{ is continuous in } \overline{\Omega} \text{ and has bounded support} \}.
$$

Of course, the norm inequalities that will be established for functions in $E^1 X(\Omega) \cap C_b(\overline{\Omega})$, for some Banach function space $X(\Omega)$, continue to hold for the closure of $C_b(\overline{\Omega})$ in $E^1 X(\Omega)$. Such a closure is known to agree with $E^1 X(\Omega)$ itself if, for instance, $X = L^p$, and $\mathbb{R}^n \setminus \overline{\Omega}$ satisfies the cone condition [51, Proposition 1.3, Chapter 1].

Let us begin our discussion with a few notations and preliminary properties. Given any open set $\Omega$ in $\mathbb{R}^n$, with $n \geq 2$, and any point $x \in \Omega$, we set

$$
(2.1) \quad \Omega_x = \{ y \in \Omega : (1 - t)x + ty \subset \Omega \text{ for every } t \in (0, 1) \},
$$

and

$$
(2.2) \quad (\partial \Omega)_x = \{ y \in \partial \Omega : (1 - t)x + ty \subset \Omega \text{ for every } t \in (0, 1) \}.
$$

They are the largest subset of $\Omega$ and $\partial \Omega$, respectively, which can be “seen” from $x$. It is easily verified that $\Omega_x$ is an open set. Furthermore, $(\partial \Omega)_x$ is a Borel set – see [16, Proposition 3.1].

Next, define the sets

$$
(2.3) \quad (\Omega \times S^{n-1})_0 = \{ (x, \vartheta) \in \Omega \times S^{n-1} : x + t\vartheta \in \partial \Omega \text{ for some } t > 0 \},
$$

and

$$
(2.4) \quad (\Omega \times S^{n-1})_\infty = (\Omega \times S^{n-1}) \setminus (\Omega \times S^{n-1})_0,
$$

where $S^{n-1}$ denotes the $(n - 1)$-dimensional unit sphere in $\mathbb{R}^n$. Clearly,

$$
(2.5) \quad (\Omega \times S^{n-1})_0 = \Omega \times S^{n-1} \text{ if } \Omega \text{ is bounded}.
$$

Let

$$
(2.6) \quad \zeta : (\Omega \times S^{n-1})_0 \to \mathbb{R}^n
$$

be the function defined as

$$
\zeta(x, \vartheta) = x + t\vartheta, \quad \text{where } t \text{ is such that } x + t\vartheta \in (\partial \Omega)_x.
$$

Given a function $g : \partial \Omega \to \mathbb{R}^m$, $m \geq 1$, with compact support, we adopt the convention that $g(\zeta(x, \vartheta))$ is defined for every $(x, \vartheta) \in \Omega \times S^{n-1}$, on extending it by 0 on $(\Omega \times S^{n-1})_\infty$; namely, we set

$$
(2.7) \quad g(\zeta(x, \vartheta)) = 0 \quad \text{if } (x, \vartheta) \in (\Omega \times S^{n-1})_\infty.
$$

Finally, let us introduce the function

$$
(2.8) \quad \mathbf{b} : \Omega \times S^{n-1} \to (0, \infty]
$$

given by

$$
(2.9) \quad \mathbf{b}(x, \vartheta) = \begin{cases} 
|\zeta(x, \vartheta) - x| & \text{if } (x, \vartheta) \in (\Omega \times S^{n-1})_0, \\
\infty & \text{otherwise}.
\end{cases}
$$

One has that both $\zeta$ and $\mathbf{b}$ are Borel functions [16, Proposition 3.2].

We are now in a position to state our pointwise bound.
Theorem 2.1 [Pointwise estimate] Let \( \Omega \) be any open set in \( \mathbb{R}^n \), \( n \geq 2 \). There exists a constant \( C = C(n) \) such that
\[
|u(x)| \leq C \int_{S^{n-1}} |u(\zeta(x, \vartheta))| \, d\mathcal{H}^{n-1}(\vartheta) + C \int_{\Omega} \frac{\| \mathcal{E} u(y) \|}{|x-y|^{n-1}} \, dy \quad \text{for } x \in \Omega,
\]
for every function \( u \in E^{1,1}(\Omega) \cap C_0(\overline{\Omega}) \). Here, convention (2.7) is adopted.

Remark 2.2 Under the assumption that
\[
u = 0 \quad \text{on } \partial \Omega,
\]
inequality (2.10) reduces to
\[
|u(x)| \leq C \int_{\Omega} \frac{\| \mathcal{E} u(y) \|}{|x-y|^{n-1}} \, dy \quad \text{for a.e. } x \in \Omega.
\]

Proof of Theorem 2.1 Fix \( x \in \Omega \). Given \( \vartheta \in S^{n-1} \), consider the function \([0, b(x, \vartheta)] \ni t \mapsto u(x + t \vartheta) \cdot \vartheta\).

We claim that, for \( \mathcal{H}^{n-1}\text{-a.e. } \vartheta \in S^{n-1} \), this function is locally absolutely continuous, and
\[
\frac{d}{dt} u(x + t \vartheta) \cdot \vartheta = \mathcal{E} u(x + t \vartheta) \vartheta \cdot \vartheta \quad \text{for a.e. } t \in [0, b(x, \vartheta)].
\]

Note that this claim does not follow from standard properties of Sobolev functions, since \( u \) need not belong to \( W^{1,1}_{\text{loc}}(\Omega) \), due to the failure of the Korn inequality for the \( L^1 \)-norm. In order to prove it, let us begin by observing that, if \( u \) is a smooth function, and we set \( u = (u^1, \ldots, u^n) \) and \( \vartheta = (\vartheta_1, \ldots, \vartheta_n) \), then
\[
\mathcal{E} u(x + t \vartheta) \vartheta \cdot \vartheta = \sum_{h,k=1}^n u^h(x + t \vartheta) \vartheta_h \vartheta_k.
\]

Indeed, \( \sum_{h,k=1}^n u^h_{x_k}(x + t \vartheta) \vartheta_h \vartheta_k \) agrees with the quadratic form associated with the matrix \( \nabla u(x + t \vartheta) \), evaluated at \( \vartheta \). Therefore, it agrees with the quadratic form associated with the symmetric part \( \mathcal{E} u(x + t \vartheta) \) of this matrix, evaluated at \( \vartheta \), namely with \( \mathcal{E} u(x + t \vartheta) \vartheta \cdot \vartheta \).

Next, let \( \Omega' \) be any smooth open set, starshaped with respect to \( x \), and such that \( \Omega' \subset \subset \Omega \). Then the restriction of the function \( u \) to \( \Omega' \) can be extended to a function in \( E^{1,1}(\mathbb{R}^n) \), still denoted by \( u \), with compact support – see e.g. [51, Remark 1.3, Chapter 2]. By [51, Proposition 1.3, Chapter 1], there exists a sequence of functions \( \{u_m\} \subset C_0^\infty(\mathbb{R}^n) \) such that \( u_m \to u \) in \( E^{1,1}(\mathbb{R}^n) \), and \( u_m \to u \) and \( \mathcal{E} u_m \to \mathcal{E} u \) a.e. in \( \mathbb{R}^n \). In particular, \( \{u_m\} \) is a Cauchy sequence in \( E^{1,1}(\mathbb{R}^n) \). Given \( \varepsilon > 0 \), one can hence make use of polar coordinates centered at \( x \) and of (2.13) to deduce that
\[
\int_0^\infty t^{n-1} \int_{S^{n-1}} \left| u_m(x + t \vartheta) \cdot \vartheta - u_j(x + t \vartheta) \cdot \vartheta \right| \, d\mathcal{H}^{n-1}(\vartheta) \, dt
\]
\[
+ \int_0^\infty t^{n-1} \int_{S^{n-1}} \left| \frac{d}{dt} u_m(x + t \vartheta) \cdot \vartheta - \frac{d}{dt} u_j(x + t \vartheta) \cdot \vartheta \right| \, d\mathcal{H}^{n-1}(\vartheta) \, dt
\]
\[
= \int_0^\infty t^{n-1} \int_{S^{n-1}} \left| u_m(x + t \vartheta) \cdot \vartheta - u_j(x + t \vartheta) \cdot \vartheta \right| \, d\mathcal{H}^{n-1}(\vartheta) \, dt.
\]
for a.e. \( t \) and \( t \vartheta \) provided that

\[
\{ \omega \in \mathbb{S}^{n-1} : 0 < \vartheta \}
\]

\( b \leq \) such that

\[
\mathbb{R} \leq \mathbb{R} \]

\( C \int_{0}^{\infty} \int_{\mathbb{S}^{n-1}} |u_m(x + t \vartheta) \cdot \vartheta - u_j(x + t \vartheta) \cdot \vartheta| dH^{n-1}(\vartheta) dt
\]

\( + \int_{0}^{\infty} t^{n-1} \int_{\mathbb{S}^{n-1}} |(\mathcal{E}u_m(x + t \vartheta) - \mathcal{E}u_j(x + t \vartheta)) \vartheta \cdot \vartheta| dH^{n-1}(\vartheta) dt
\]

\( \leq \int_{0}^{\infty} t^{n-1} \int_{\mathbb{S}^{n-1}} |u_m(x + t \vartheta) \cdot \vartheta - u_j(x + t \vartheta) \cdot \vartheta| dH^{n-1}(\vartheta) dt
\]

\( + C \int_{0}^{\infty} t^{n-1} \int_{\mathbb{S}^{n-1}} |\mathcal{E}u_m(x + t \vartheta) - \mathcal{E}u_j(x + t \vartheta)| dH^{n-1}(\vartheta) dt
\]

\( \leq C\|u_m - u_j\|_{E^{1,1}(\mathbb{R}^n)} < \varepsilon ,
\]

for some constant \( C = C(n) \), provided that \( m \) and \( j \) are large enough. Hence, owing to Fubini’s theorem, for \( H^{n-1}\)-a.e. \( \vartheta \in \mathbb{S}^{n-1} \),

\[
\int_{0}^{\infty} t^{n-1} \left| u_m(x + t \vartheta) \cdot \vartheta - u_j(x + t \vartheta) \cdot \vartheta \right| dt
\]

\( + \int_{0}^{\infty} t^{n-1} \left| \frac{d}{dt} u_m(x + t \vartheta) \cdot \vartheta - \frac{d}{dt} u_j(x + t \vartheta) \cdot \vartheta \right| dt < \varepsilon ,
\]

provided that \( m \) and \( j \) are large enough. Consequently, for a.e. \( \vartheta \in \mathbb{S}^{n-1} \) the sequence \( \{ u_m(x + t \vartheta) \cdot \vartheta \} \) is a Cauchy sequence in \( W^{1,1}(\delta, \infty) \) for any \( \delta > 0 \). Hence, there exists a function

\( \varphi_{x,\vartheta} \in W^{1,1}_{loc}(0, \infty) \) such that

\[
u_m(x + t \vartheta) \cdot \vartheta \to \varphi_{x,\vartheta}(t)
\]

in \( W^{1,1}(\delta, \infty) \). Moreover, on taking a subsequence if necessary, we may assume that equation \((\ref{E:2.16})\) holds for a.e. \( t \in (0, \infty) \) and that

\[
\frac{d}{dt} u_m(x + t \vartheta) \cdot \vartheta \to \frac{d}{dt} \varphi_{x,\vartheta}(t)
\]

for a.e. \( t \in (0, \infty) \). On the other hand, since \( u_m \to u \) and \( \mathcal{E}u_m \to \mathcal{E}u \) a.e. in \( \mathbb{R}^n \), by Fubini’s theorem again, for \( H^{n-1}\)-a.e. \( \vartheta \in \mathbb{S}^{n-1} \),

\[
\frac{d}{dt} u_m(x + t \vartheta) \cdot \vartheta \to \frac{d}{dt} \varphi_{x,\vartheta}(t)
\]

and

\[
\frac{d}{dt} u_m(x + t \vartheta) \cdot \vartheta \to \mathcal{E}u(x + t \vartheta) \vartheta \cdot \vartheta
\]

for a.e. \( t \in (0, \infty) \). Equations \((\ref{E:2.16})-\(\ref{E:2.19}\)) ensure that, for \( H^{n-1}\)-a.e. \( \vartheta \in \mathbb{S}^{n-1} \),

\[
\varphi_{x,\vartheta}(t) = u(x + t \vartheta) \cdot \vartheta \quad \text{and} \quad \frac{d}{dt} \varphi_{x,\vartheta}(t) = \mathcal{E}u(x + t \vartheta) \vartheta \cdot \vartheta
\]

for a.e. \( t \in (0, \infty) \). Hence, our claim follows, since \( \Omega_x \) can be invaded by sets \( \Omega' \) as above.

Now, let \( \{ \vartheta^1, \ldots, \vartheta^n \} \subset \mathbb{S}^{n-1} \) be a basis for \( \mathbb{R}^n \). For fixed \( i \in \{1, \ldots, n\} \), define the function

\( \varphi^i : [0, b(x, \vartheta^i)] \to \mathbb{R} \) as

\[
\varphi^i(t) = u(x + t \vartheta^i) \cdot \vartheta^i \quad \text{for} \quad t \in [0, b(x, \vartheta^i)].
\]
In view of the property established above, for $H^{n-1}$-a.e. $\vartheta^1, \ldots, \vartheta^n \in S^{n-1}$ forming a basis in $\mathbb{R}^n$, the function $\varphi^i$ is locally absolutely continuous, and

$$\frac{d\varphi^i(t)}{dt} = \mathcal{E}u(x + t\vartheta^i) \cdot \vartheta^i \quad \text{for } t \in [0, b(x, \vartheta^i)].$$

Thus, since $\varphi^i(b(x, \vartheta^i)) = u(\zeta(x, \vartheta^i)) \cdot \vartheta^i$,

$$u(x) \cdot \vartheta^i = u(\zeta(x, \vartheta^i)) \cdot \vartheta^i - \int_0^{b(x, \vartheta^i)} \mathcal{E}u(x + t\vartheta^i) \cdot \vartheta^i \, dt,$$

whence

$$|u(x) \cdot \vartheta^i| \leq |u(\zeta(x, \vartheta^i))| + C \int_0^{b(x, \vartheta^i)} |\mathcal{E}u(x + t\vartheta^i)| \, dt$$

for some constant $C = C(n)$. We now exploit an argument from the proof of [8, Lemma I.2]. On setting

$$a_{hk} = \sum_{i=1}^n \vartheta^i_h \vartheta^i_k \quad \text{for } h, k = 1, \ldots, n,$$

one has that

$$\sum_{i=1}^n (u(x) \cdot \vartheta^i)^2 = \sum_{h, k=1}^n u^h(x) u^k(x) a_{hk},$$

a quadratic form in $u(x)$ associated with the matrix $A = \{a_{hk}\}$. Inasmuch as $\{\vartheta^1, \ldots, \vartheta^n\}$ is a basis in $\mathbb{R}^n$, this quadratic form is positive definite. Furthermore, since the coefficients of its matrix $A$ depend continuously on the unit vectors $\vartheta^1, \ldots, \vartheta^n$, its smallest eigenvalue, which agrees with the minimum of the quadratic form on the unit sphere, admits a positive lower bound $\lambda(K)$ as $(\vartheta^1, \ldots, \vartheta^n)$ ranges in a compact set $K \subset (\mathbb{R}^n)^n$. Therefore,

$$\lambda(K)^{\frac{1}{2}} |u(x)| \leq \left( \sum_{i=1}^n (u(x) \cdot \vartheta^i)^2 \right)^{\frac{1}{2}} \leq \sum_{i=1}^n |u(x) \cdot \vartheta^i|. $$

As a consequence, inequality (2.21) implies that

$$\lambda(K)^{\frac{1}{2}} |u(x)| \leq \sum_{i=1}^n |u(\zeta(x, \vartheta^i))| + \sum_{i=1}^n \int_0^{b(x, \vartheta^i)} |\mathcal{E}u(x + t\vartheta^i)| \, dt.$$

Next, set $\eta = (\eta_1, \ldots, \eta_{n-1})$,

$$Q = \{\eta \in \mathbb{R}^{n-1} : 0 \leq \eta_i \leq 1, i = 1, \ldots, n - 1\},$$

and consider the functions $\phi_i : Q \to \mathbb{R}^n$, with $i = 1, \ldots, n$, defined as

$$\phi_i(\eta) = \begin{cases} (\eta_1, \ldots, \eta_{i-1}, \eta_i + 1, \eta_{i+1}, \ldots, \eta_{n-1}, 0) & \text{if } i = 1, \ldots, n - 1, \\ (\eta_1, \ldots, \eta_{n-1}, 0) & \text{if } i = n, \end{cases}$$

for $\eta \in Q$. Set $x_0 = (1, 1, \ldots, 1) \in \mathbb{R}^n$, and define the functions $\Phi_i : Q \to S^{n-1}$, $i = 1, \ldots, n$, as

$$\Phi_i(\eta) = \frac{\phi_i(\eta) - x_0}{|\phi_i(\eta) - x_0|} \quad \text{for } \eta \in Q.$$
For each index $i$, the function $\Phi_i : Q \to \Phi_i(Q)$ is a local coordinate system on $S^{n-1}$. Moreover, the set $\{\Phi_1(\eta), \ldots, \Phi_n(\eta)\}$ is a basis of unit vectors in $\mathbb{R}^n$ for each $\eta \in Q$, and the image of the map

$$Q \ni \eta \mapsto (\Phi_1(\eta), \ldots, \Phi_n(\eta)) \in (\mathbb{R}^n)^n$$

is a compact subset of $(\mathbb{R}^n)^n$. Thereby, an application of inequality (2.22) with $\vartheta^i \equiv \Phi_i(\eta)$ implies that

\begin{equation}
(2.23) \quad c |\mathbf{u}(x)| \leq \sum_{i=1}^{n} \left| \mathbf{u}(\zeta(x, \Phi_i(\eta))) \right| + \sum_{i=1}^{n} \int_{0}^{b(x, \Phi_i(\eta))} |\mathcal{E}\mathbf{u}(x + t\Phi_i(\eta))| \, dt \quad \text{for } \eta \in Q,
\end{equation}

for a suitable constant $c = c(n)$. A change of variables ensures that

\begin{equation}
(2.24) \quad \int_{Q} |\mathbf{u}(\zeta(x, \Phi_i(\eta)))| \, d\eta \leq C \int_{S^{n-1}} |\mathbf{u}(\zeta(x, \vartheta))| \, d\mathcal{H}^{n-1}(\vartheta)
\end{equation}

for some constant $C = C(n)$, and for $i = 1, \ldots, n$. Analogously,

\begin{equation}
(2.25) \quad \int_{Q} \int_{0}^{b(x, \Phi_i(\eta))} |\mathcal{E}\mathbf{u}(x + t\Phi_i(\eta))| \, dt \, d\eta \leq C \int_{S^{n-1}} \int_{0}^{b(x, \vartheta)} |\mathcal{E}\mathbf{u}(x + t\vartheta)| \, dt \, d\mathcal{H}^{n-1}(\vartheta)
\end{equation}

for some constants $C = C(n)$, $C' = C'(n)$ and for $i = 1, \ldots, n$. Inequality (2.10) follows on integrating inequality (2.23) over $Q$, and exploiting equations (2.24) and (2.25). \hfill \Box

### 3 A rearrangement inequality and an ensuing reduction principle

The pointwise bound established in the previous section enables us to derive an estimate, in rearrangement form, with respect to any $\alpha$-upper Ahlfors regular measure – also called Frostman measure – $\mu$ on $\Omega$, with $\alpha \in (n - 1, n]$. Namely, a Borel measure $\mu$ such that

\begin{equation}
(3.1) \quad \mu(B_r(x) \cap \Omega) \leq C_\mu r^\alpha \quad \text{for } x \in \Omega \text{ and } r > 0,
\end{equation}

for some exponent $\alpha \in (n - 1, n]$ and some constant $C_\mu > 0$. Here, $B_r(x)$ denotes the ball, centered at $x$, with radius $r$.

Given a measure space $\mathcal{R}$, endowed with a $\sigma$-finite, non-atomic measure $\nu$, the decreasing rearrangement $\phi_\nu^* : [0, \infty) \to [0, \infty]$ of a $\nu$-measurable function $\phi : \mathcal{R} \to \mathbb{R}$ is defined as

$$\phi_\nu^*(s) = \inf \{ t \geq 0 : \nu(\{|\phi| > t\}) \leq s \} \quad \text{for } s \in [0, \infty).$$

Although nonlinear, the operation of decreasing rearrangement has the property that

\begin{equation}
(3.2) \quad (\phi + \psi)_\nu^*(s) \leq \phi_\nu^*(s/2) + \psi_\nu^*(s/2) \quad \text{for } s \geq 0,
\end{equation}

for every measurable functions $\phi$ and $\psi$ on $\mathcal{R}$. Integrability properties of a function $\phi$ are preserved under the operation of decreasing rearrangement, since the functions $\phi$ and $\phi_\nu^*$ share the same distribution function. Indeed,

$$\nu(\{|\phi| > t\}) = \mathcal{L}^1(\{\phi_\nu^* > t\}) \quad \text{for every } t \geq 0.$$
Theorem 3.1 [Rearrangement estimate] Let $\Omega$ be any open set in $\mathbb{R}^n$, $n \geq 2$. Assume that $\mu$ is a Borel measure in $\Omega$ fulfilling (3.1) for some exponent $\alpha \in (n-1, n]$ and for some $C_\mu > 0$. Then there exists constants $c = c(n)$ and $C = C(n, \alpha, C_\mu)$ such that

\[
|u|^\ast_\mu(cs) \leq C \left[ s^{-\frac{n-1}{\alpha}} \int_0^{s^\frac{2}{\alpha}} |\mathcal{E}u|^\ast_{L^2}(r) \, dr + \int_{s^\frac{2}{\alpha}}^\infty r^{-\frac{n-1}{\alpha}} |\mathcal{E}u|^\ast_{L^2}(r) \, dr \right]
\]

\[
+ s^{-\frac{n-1}{\alpha}} \int_0^{s^\frac{2}{\alpha}} |u|_{|\partial\Omega|^H_{n-1}}^\ast(r) \, dr \quad \text{for } s > 0,
\]

for every function $u \in E^{1,1}(\Omega) \cap C_b(\Omega)$.

**Proof.** Let us denote by $I$ the classical Riesz potential operator of order 1, given by

\[
If(x) = \int_\Omega \frac{f(y)}{|y-x|^{n-1}} \, dy \quad \text{for } x \in \Omega,
\]

at any $f \in L^1(\Omega)$. By [16, Lemma 7.6], there exists a constant $C = C(n, \alpha, C_\mu)$, such that

\[
(If)^\ast(s) \leq C \left( s^{-\frac{n-1}{\alpha}} \int_0^{s^\frac{2}{\alpha}} f^\ast_{L^2}(r) \, dr + \int_{s^\frac{2}{\alpha}}^\infty r^{-\frac{n-1}{\alpha}} f^\ast_{L^2}(r) \, dr \right) \quad \text{for } s > 0,
\]

for every $f \in L^1(\Omega)$. Next, define the operator $T$ as

\[
Tg(x) = \int_{\mathbb{S}^{n-1}} |g(\zeta(x, \vartheta))| \, d\mathcal{H}^{n-1}(\vartheta) \quad \text{for } x \in \Omega,
\]

at any function Borel function $g : \partial\Omega \to \mathbb{R}$. Here, and in what follows, we adopt convention (2.7). Note that, owing to Fubini’s theorem, $Tg$ is a measurable function with respect to any Borel measure in $\Omega$. By [16, Lemma 7.5], there exists a constant $C = C(n, \alpha, C_\mu)$ such that

\[
(Tg)^\ast(s) \leq Cs^{-\frac{n-1}{\alpha}} \int_0^{s^\frac{2}{\alpha}} g^\ast_{H^{n-1}}(r) \, dr \quad \text{for } s > 0,
\]

for every Borel function $g : \partial\Omega \to \mathbb{R}$.

With notations (3.4) and (3.6) in force, inequality (2.10) takes the form

\[
|u(x)| \leq C(T|u|(x) + I|\mathcal{E}u|(x)) \quad \text{for } x \in \Omega.
\]

Hence, inequality (3.3) follows via inequalities (3.5) and (3.7), thanks to property (3.2) of rearrangements. \hfill \Box

Theorem 3.1 is the key step in a proof of the reduction principle contained in Theorem 3.2 below. The latter enables one to derive norm inequalities of the form (1.4) from corresponding one-dimensional inequalities for Hardy type operators dictated by the right-hand side of inequality (3.3). Norms in rearrangement-invariant spaces are allowed in Theorem 3.2. Recall that a rearrangement-invariant space $X(R)$, on a measure space $R$ as above, is a Banach function space (in the sense of Luxemburg) endowed with a norm $\| \cdot \|_{X(R)}$ such that

\[
\|\phi\|_{X(R)} = \|\psi\|_{X(R)} \quad \text{whenever } \phi^\ast = \psi^\ast.
\]
Every rearrangement-invariant space \( X(R) \) admits a representation space \( X(0, \infty) \), namely another rearrangement-invariant space on \( (0, \infty) \) such that

\[
\| \phi \|_{X(R)} = \| \phi^*_R \|_{X(0, \infty)} \quad \text{for every } \phi \in X(R).
\]

In customary situations, an expression for the norm \( \| \cdot \|_{X(0, \infty)} \) immediately follows from that of \( \| \cdot \|_{X(R)} \). Lebesgue, Lorentz and Orlicz spaces are classical instances of rearrangement-invariant spaces. We refer to [3] for a comprehensive account of rearrangement-invariant spaces.

**Theorem 3.2** [Reduction principle] Let \( \Omega \) be any open set in \( \mathbb{R}^n, n \geq 2 \). Assume that \( \mu \) is a Borel measure in \( \Omega \) fulfilling (3.1) for some exponent \( \alpha \in (n-1, n] \) and for some constant \( C_\mu \). Let \( X(\Omega), Y(\Omega, \mu) \) and \( Z(\partial \Omega) \) be rearrangement-invariant spaces such that

\[
\begin{align*}
&\left\| s^{- \frac{n-1}{\alpha}} \int_0^s \varphi(r) dr \right\|_{Y(0, \infty)} \leq C \| \varphi \|_{X(0, \infty)}, \\
&\left\| \int_s^\infty r^{- \frac{n-1}{\alpha}} \varphi(r) dr \right\|_{Y(0, \infty)} \leq C \| \varphi \|_{X(0, \infty)}, \\
&\left\| s^{- \frac{n-1}{\alpha}} \int_0^s \varphi(r) dr \right\|_{Y(0, \infty)} \leq C \| \varphi \|_{Z(0, \infty)},
\end{align*}
\]

for some constant \( C \), and for every non-increasing function \( \varphi : [0, \infty) \to [0, \infty) \). Then there exists a constant \( C' = C'(n, \alpha, C_\mu, C) \) such that

\[
\| u \|_{Y(\Omega, \mu)} \leq C' \left( \| \mathcal{E} u \|_{X(\Omega)} + \| u \|_{Z(\partial \Omega)} \right)
\]

for every function \( u \in E^1 X(\Omega) \cap C_b(\Omega) \).

**Remark 3.3** Assumptions (3.11)-(3.13) of Theorem 3.2 can be weakened if either \( \mu(\Omega) < \infty \), or \( L^n(\Omega) < \infty \), or \( H^{n-1}(\partial \Omega) < \infty \). Specifically: if \( \mu(\Omega) < \infty \), it suffices to assume that there exists \( L \in (0, \infty) \) such that inequalities (3.11)-(3.13) hold with the integral operators multiplied by \( \chi_{(0,L)} \) on the left-hand sides; if \( L^n(\Omega) < \infty \), it suffices to assume that inequalities (3.11)-(3.12) hold with \( \varphi \) replaced by \( \varphi \chi_{(0,M)} \) for some \( M \in (0, \infty) \); if \( H^{n-1}(\partial \Omega) < \infty \), it suffices to assume that inequality (3.13) holds with \( \varphi \) replaced by \( \varphi \chi_{(0,N)} \) for some \( N \in (0, \infty) \). After these modifications in the assumptions, inequality (3.14) still holds, but with \( C' \) depending also on either on \( L \) and \( \mu(\Omega) \), or on \( M \) and \( L^n(\Omega) \), or on \( N \) and \( H^{n-1}(\partial \Omega) < \infty \), according to whether \( \mu(\Omega) < \infty \), or \( L^n(\Omega) < \infty \), or \( H^{n-1}(\partial \Omega) < \infty \).

**Proof of Theorem 3.2** Let \( u \) be any function as in the statement. Inequalities (3.3) and (3.11)-(3.13) imply that

\[
\| u_{\alpha, \mu}^+(r) \|_{Y(0, \infty)} \leq C \left[ \left\| s^{- \frac{n-1}{\alpha}} \int_0^s \varphi(r) dr \right\|_{Y(0, \infty)} + \left\| \int_s^\infty r^{- \frac{n-1}{\alpha}} \varphi(r) dr \right\|_{Y(0, \infty)} \right]
\]
+ \left| s^{-\frac{n-1}{\alpha}} \int_0^s |u|_{H^{n-1}}^\phi \,dr \right|_{Y(0,\infty)} \right) \\
\leq C \left( \| \mathcal{E} u \|_{L^n(s)} \| X(0,\infty) \| + \| u \|_{Z(0,\infty)} \right),
\]

where \( c = c(n) \), \( C = C(n, \alpha, C_\mu) \) and \( C' \) depends on \( n, \alpha, C_\mu \) and on the constant \( C \) appearing in (3.11)–(3.13). On the other hand, a property of rearrangement-invariant norms under dilations [3, Proposition 5.11, Chapter 3] tells us that the norm on the left-hand side of inequality (3.15) is bounded from below by \( \min \{ 1, \frac{1}{c} \} \| u \|_{Y(0,\infty)} \). Thereby, one infers from (3.15) and (3.10) that

\[
(3.16) \quad \| u \|_{Y(\Omega,\mu)} \leq C \left( \| \mathcal{E} u \|_X(\Omega) + \| u \|_{Z(\partial\Omega)} \right)
\]

for some constant \( C \) depending on \( n, \alpha, C_\mu \) and on the constant \( C \) in (3.11)–(3.13). Inequality (3.14) follows.

\[ \Box \]

4 Sobolev type inequalities

In this section we exhibit a few inequalities of the form (1.4), which can be established via Theorem 3.2. Inequalities involving Lebesgue norms, Lorentz norms, and Orlicz norms of exponential or power-logarithmic type, which naturally come into play in borderline situations, will be presented. All inequalities are stated and proved for general \( \alpha \)-upper Ahlfors regular measures \( \mu \), with \( \alpha \in (n-1, n) \). The statements for the standard case of the Lebesgue measure can simply be obtained on setting \( \alpha = n \).

The target norm \( \| \cdot \|_{Y(\Omega,\mu)} \) appearing in inequality (1.4) depends on both the norm \( \| \cdot \|_X(\Omega) \) and the norm \( \| \cdot \|_{Z(\partial\Omega)} \). In the following discussion, given \( \| \cdot \|_X(\Omega) \), we limit ourselves to considering the best possible norm \( \| \cdot \|_{Z(\partial\Omega)} \), within a prescribed family of norms, in a boundary trace embedding for the space \( E^1 X(\Omega) \). The corresponding strongest possible norm \( \| \cdot \|_{Y(\Omega,\mu)} \) in inequality (1.4) is then exhibited. Of course, different choices of the norm \( \| \cdot \|_{Z(\partial\Omega)} \) are possible for a given \( \| \cdot \|_X(\Omega) \). The optimal target norm \( \| \cdot \|_{Y(\Omega,\mu)} \) then depends on a balance between \( \| \cdot \|_X(\Omega) \) and \( \| \cdot \|_{Z(\partial\Omega)} \).

We premise some notations and definitions in connection with the norms appearing in our results. Let \( \mathcal{R} \) be a measure space equipped with a \( \sigma \)-finite, non-atomic measure \( \nu \). The Orlicz space \( L^A(\mathcal{R}) \) built upon a Young function \( A : [0, \infty) \to [0, \infty] \), namely a left-continuous convex function which is neither identically equal to 0 nor to \( \infty \), is a rearrangement-invariant space equipped the Luxemburg norm given by

\[
(4.1) \quad \| \phi \|_{L^A(\mathcal{R})} = \inf \left\{ \lambda > 0 : \int_\mathcal{R} A \left( \frac{|\phi(x)|}{\lambda} \right) \,dx \leq 1 \right\}
\]

for a measurable function \( \phi \) in \( \mathcal{R} \). The class of Orlicz spaces includes that of Lebesgue spaces, since \( L^A(\mathcal{R}) = L^p(\mathcal{R}) \) if \( A(t) = \lambda^p \) for \( p \in [1, \infty) \), and \( L^A(\mathcal{R}) = L^\infty(\mathcal{R}) \) if \( A(t) = 0 \) for \( t \in [0, 1] \) and \( A(t) = \infty \) for \( t \in (1, \infty) \). Given \( \sigma > 0 \), we denote by \( \exp L^\sigma(\mathcal{R}) \) and \( \exp L^{p/\sigma}(\mathcal{R}) \) the Orlicz spaces built upon Young functions equivalent to the functions \( A(t) = e^{e^{t^\sigma}} - 1 \) and \( A(t) = e^{e^{t^\sigma}} - e \), respectively, near infinity. If \( p > 1 \) and \( \sigma \in \mathbb{R} \), the notation \( L^p(\log L)^\sigma(\mathcal{R}) \) stands for the Orlicz space, also called Zygmund space, built upon a Young function equivalent to the function \( A(t) = t^p \log^\sigma(1 + t) \) near infinity.
The Lorentz norms depend on two parameters, say \( p \) and \( q \). Assume that either \( 1 < p < \infty \) and \( 1 \leq q \leq \infty \), or \( p = q = 1 \), or \( p = q = \infty \). We define the functional \( \| \cdot \|_{L^{p,q}(\Omega)} \) by

\[
\|\phi\|_{L^{p,q}(\Omega)} = \frac{1}{s^\frac{1}{q}} \left( \int_0^\infty \left( \int_{\{\phi^s > t\}} \phi^s \, d\mu \right)^q \right)^{\frac{1}{q} s^\frac{1}{p} \|\phi^s\|_{L^p(\Omega)}}
\]

for a measurable function \( \phi \) in \( \mathcal{R} \). Then \( \| \cdot \|_{L^{p,q}(\Omega)} \) is equivalent to a rearrangement-invariant norm. The corresponding space \( L^{p,q}(\Omega) \) is called Lorentz space.

Suppose now that \( 1 < q < \infty \) and \( \nu(\mathcal{R}) \leq \mathcal{H} \). The Lorentz-Zygmund space \( L^{\infty,q-1}(\mathcal{R}) \) is defined via the rearrangement-invariant norm given by

\[
\|\phi\|_{L^{\infty,q-1}(\mathcal{R})} = \frac{1}{s^{\frac{1}{q}}} \left( \int_0^\infty \left( \int_{\{\phi^s > t\}} \phi^s \, d\mu \right)^q \right)^{\frac{1}{q} s^\frac{1}{p} \|\phi^s\|_{L^p(\Omega)}}
\]

for a measurable function \( \phi \) in \( \mathcal{R} \).

**Theorem 4.1 [Subcritical Sobolev inequality]** Let \( \Omega \) be any open set in \( \mathbb{R}^n \), \( n \geq 2 \). Assume that \( \mu \) is a measure in \( \Omega \) fulfilling (3.1) for some exponent \( \alpha \in (n-1,n] \) and for some constant \( C_\mu \). If \( 1 < p < n \), then there exists a constant \( C = C(n,p,\alpha,C_\mu) \) such that

\[
\|u\|_{L^{\frac{\alpha p}{n-p}}(\Omega,\mu)} \leq C \left( \|\nabla u\|_{L^p(\Omega)} + \|u\|_{L^\frac{p(n-1)}{n-p}(\partial\Omega)} \right)
\]

for every \( u \in E^{1,p}(\Omega) \cap C_b(\Omega) \).

**Proof.** If \( \mathcal{R} \) is any \( \sigma \)-finite, non-atomic measure space, the space \( L^p(0, \infty) \) is a representation space of the Lebesgue space \( L^p(\mathcal{R}) \). Inequality (4.3) then follows from Theorem 3.2 via standard one-dimensional Hardy type inequalities for Lebesgue norms (see e.g. [43, Section 1.3.2]). \( \square \)

The next result tells us that, as in the classical Rellich theorem, the Sobolev embedding corresponding to inequality (4.3) is pre-compact if the exponent \( \frac{\alpha p}{n-p} \) is replaced with any smaller one, and \( \mu(\Omega) < \infty \).

**Theorem 4.2 [Pre-compact Sobolev embedding]** Let \( \Omega, \mu \) and \( p \) be as in Theorem 4.1. Assume, in addition, that \( \mu(\Omega) < \infty \). If \( 1 \leq q < \frac{\alpha p}{n-p} \), and \( \{u_m\} \) is a bounded sequence in \( E^{1,p}(\Omega) \cap L^{\frac{p(n-1)}{n-p}}(\partial\Omega) \), then \( \{u_m\} \) is a Cauchy sequence in \( L^q(\Omega,\mu) \).

**Proof.** Fix any \( \varepsilon > 0 \), and choose a compact set \( K \subset \Omega \) such that \( \mu(\Omega \setminus K) < \varepsilon \). Let \( \varrho \in C^\infty_0(\Omega) \) be such that \( 0 \leq \varrho \leq 1 \) and \( \varrho = 1 \) in \( K \). Thus, \( K \subset \text{supp}(\varrho) \), the support of \( \varrho \), and hence

\[
\mu(\text{supp}(1 - \varrho)) \leq \mu(\Omega \setminus K) < \varepsilon.
\]

Let \( \Omega' \) be an open set, with a smooth boundary, satisfying \( \text{supp}(\varrho) \subset \Omega' \subset \Omega \). Let \( \{u_m\} \) be a bounded sequence in \( E^{1,p}(\Omega) \cap L^{\frac{p(n-1)}{n-p}}(\partial\Omega) \). An application of Theorem 4.1, with \( \mu = \mathcal{L}^n \), tells us that \( \{u_m\} \) is also bounded in \( L^p(\Omega') \). As recalled in Section 1, thanks to a version of the Korn inequality, the space \( E^{1,p}(\Omega') \cap L^p(\Omega') \) agrees with the standard Sobolev space \( W^{1,p}(\Omega') \), up to equivalent norms. By a weighted version of Rellich’s compactness theorem [43, Theorem 1.4.6/1], \( \{u_m\} \) is a Cauchy sequence in \( L^q(\Omega',\mu) \), and hence there exists \( m_0 \in \mathbb{N} \) such that

\[
\|u_m - u_j\|_{L^q(\Omega',\mu)} < \varepsilon.
\]
if $m, j > m_0$. By Hölder’s inequality,

\[(4.6)\]
\[
\|(1 - \varrho)(u_m - u_j)\|_{L^q(\Omega, \mu)} \leq \|u_m - u_j\|_{L^{\frac{\alpha p}{\alpha p - \alpha q}}(\Omega, \mu)} \frac{\mu(\text{supp}(1 - \varrho))}{\alpha p - \alpha q} \\
\leq C\left(\|u_m\|_{L^{1,p}(\Omega) \cap L^{\frac{p(n-1)}{n-p}}(\partial \Omega)} + \|u_j\|_{L^{1,p}(\Omega) \cap L^{\frac{p(n-1)}{n-p}}(\partial \Omega)}\right) \varepsilon^{\frac{\alpha p - \alpha q}{\alpha p q}} \\
\leq C'\varepsilon^{\frac{\alpha p - \alpha q}{\alpha p q}}
\]

for some constants $C$ and $C'$ independent of $m$ and $j$. Inequalities (4.5) and (4.6) tell us that

\[(4.7)\]
\[
\|u_m - u_j\|_{L^q(\Omega, \mu)} \leq \|u_m - u_j\|_{L^q(\Omega, \mu)} + \|(1 - \varrho)(u_m - u_j)\|_{L^q(\Omega, \mu)} \leq \varepsilon + C'\varepsilon^{\frac{\alpha p - \alpha q}{\alpha p q}}
\]

if $m, j > m_0$. Owing to the arbitrariness of $\varepsilon$, inequality (4.7) implies that $\{u_m\}$ is a Cauchy sequence in $L^q(\Omega, \mu)$.

The next statement concerns the borderline exponent $p = n$, which is not included in Theorem 4.1. It consists of two inequalities. The former is a version, for the symmetric gradient, of the Yudovich-Pohozaev-Trudinger inequality, in arbitrary domains with an upper Ahlfors regular measure, and involves an Orlicz norm of exponential type. The latter amounts to a slight improvement of the former, in that it allows for a stronger norm in a Lorentz-Zygmund space. It can be regarded as a counterpart in the present framework of a result independently obtained by Hansson and Brezis-Weinger in the classical setting. Interestingly, the norms coming into play in this limiting situation are independent of the exponent $\alpha$ in (3.1), and hence they are the same as for the Lebesgue measure. They also agree with those appearing in the parallel inequalities for the full gradient. By contrast, the exponent $\alpha$ affects the constants in the inequalities in question. Let us incidentally mention that the sharp constant in the exponential Yudovich-Pohozaev-Trudinger inequality, for the standard gradient, is detected in the paper [13], which extends to Ahlfors regular measures a classical inequality by Moser.

**Theorem 4.3 [Critical Sobolev inequality]** Let $\Omega$ and $\mu$ be as in Theorem 4.1. Assume, in addition, that $L^n(\Omega) < \infty$, $\mu(\Omega) < \infty$ and $H^{n-1}(\partial \Omega) < \infty$. Then there exists a constant $C = C(n, \alpha, C_\mu, L^n(\Omega), \mu(\Omega), H^{n-1}(\partial \Omega))$ such that

\[(4.8)\]
\[
\|u\|_{\exp L^{\frac{n}{n-1}}(\Omega, \mu)} \leq C\left(\|\mathcal{E}u\|_{L^n(\Omega)} + \|u\|_{\exp L^{\frac{n}{n-1}}(\partial \Omega)}\right)
\]

for every $u \in E^{1,n}(\Omega) \cap C_b(\Omega)$.

Moreover, there exists a constant as above such that

\[(4.9)\]
\[
\|u\|_{L^{\infty;n-1}(\Omega, \mu)} \leq C\left(\|\mathcal{E}u\|_{L^n(\Omega)} + \|u\|_{L^{\infty;n-1}(\partial \Omega)}\right)
\]

for every $u \in E^{1,n}(\Omega) \cap C_b(\Omega)$.

**Proof.** If $\mathcal{R}$ is a finite measure space, then the norm of a function $\phi$ in the Orlicz space $\exp L^s(\mathcal{R})$, with $\sigma > 0$, is equivalent, up to multiplicative constants depending on $\sigma$ and $\nu(\mathcal{R})$, to the functional

\[
\left\|\left(1 + \log \frac{\nu(\mathcal{R})}{s}\right)^{-\frac{1}{\sigma}} \phi^*_s(s)\right\|_{L^\infty(0, \nu(\mathcal{R}))},
\]
see e.g. [3] Lemma 6.12, Chapter 4]. Now, one can verify that the function

\[(4.10) \quad (0, \infty) \ni s \mapsto s^{-\frac{n-1}{\alpha}} \int_0^s \varphi(r) dr + \int_s^\infty r^{-\frac{n-1}{\alpha}} \varphi(r) dr,\]

is non-decreasing. Also, if \( \varphi \) is non-increasing, then the function

\[(4.11) \quad (0, \infty) \ni s \mapsto s^{-\frac{n-1}{\alpha}} \int_0^s \varphi(r) dr,\]

is non-increasing as well. By Theorem 3.2 and Remark 3.3, the proof of inequality (4.8) is thus reduced to showing that

\[(4.12) \quad \left\| s^{-\frac{n-1}{\alpha}} \left( 1 + \log \frac{\mu(\Omega)}{s} \right) - \frac{n-1}{\alpha} \int_0^s \varphi(r) dr \right\|_{L^\infty(0, \mu(\Omega))} \leq C \| \varphi \|_{L^n(0, \mathcal{L}^n(\Omega))},\]

\[(4.13) \quad \left\| \left( 1 + \log \frac{\mu(\Omega)}{s} \right) - \frac{n-1}{\alpha} \int_0^s r^{-\frac{n-1}{\alpha}} \varphi(r) dr \right\|_{L^\infty(0, \mu(\Omega))} \leq C \| \varphi \|_{L^n(0, \mathcal{L}^n(\Omega))},\]

for every non-increasing function \( \varphi : (0, \infty) \rightarrow [0, \infty) \) with support in \((0, \mathcal{L}^n(\Omega))\), and

\[(4.14) \quad \left\| s^{-\frac{n-1}{\alpha}} \left( 1 + \log \frac{\mu(\Omega)}{s} \right) - \frac{n-1}{\alpha} \int_0^s \varphi(r) dr \right\|_{L^\infty(0, \mu(\Omega))} \leq C \left\| \left( 1 + \log \frac{H^{n-1}(\partial \Omega)}{s} \right) - \frac{n-1}{\alpha} \varphi(s) \right\|_{L^\infty(0, H^{n-1}(\partial \Omega))},\]

for some constant \( C \) and every non-increasing function for every non-increasing function \( \varphi : (0, \infty) \rightarrow [0, \infty) \) with support in \((0, H^{n-1}(\partial \Omega))\). Inequalities (4.12)–(4.14) can be verified via classical characterizations of Hardy type inequalities in weighted Lebesgue spaces [43, Section 1.3.2].

Let us now consider inequality (4.9). By Theorem 3.2 and Remark 3.3 again, it suffices to show that

\[(4.15) \quad \left\| s^{-\frac{n-1}{\alpha}} \int_0^s \varphi(r) dr + \int_s^\infty r^{-\frac{n-1}{\alpha}} \varphi(r) dr \right\|_{L^\infty_{n-1}(0, \mu(\Omega))} \leq C \| \varphi \|_{L^n(0, \mathcal{L}^n(\Omega))},\]

for some constant \( C \) and for every non-increasing function \( \varphi : (0, \infty) \rightarrow [0, \infty) \) with support in \((0, \mathcal{L}^n(\Omega))\), and

\[(4.16) \quad \left\| s^{-\frac{n-1}{\alpha}} \int_0^s \varphi(r) dr \right\|_{L^\infty_{n-1}(0, \mu(\Omega))} \leq C \| \varphi \|_{L^\infty_{n-1}(0, H^{n-1}(\partial \Omega))},\]

for some constant \( C \) and every non-increasing function for every non-increasing function \( \varphi : (0, \infty) \rightarrow [0, \infty) \) with support in \((0, H^{n-1}(\partial \Omega))\). As a consequence of the monotonicity of the functions in (4.10) and (4.11), inequality (4.15) is equivalent to the couple of inequalities

\[(4.17) \quad \left\| s^{-\frac{n-1}{\alpha} - \frac{1}{\alpha} \left( 1 + \log \frac{\mu(\Omega)}{s} \right)^{-1} \int_0^s \varphi(r) dr \right\|_{L^n(0, \mu(\Omega))} \leq C \| \varphi \|_{L^n(0, \mathcal{L}^n(\Omega))},\]
for some constant $C$ and for every non-increasing function $\varphi : (0, \infty) \to [0, \infty)$ with support in $(0, \mathcal{L}^n(\Omega))$, and inequality (4.16) is equivalent to the inequality

\[
\int_0^\infty s^{\frac{n-1}{\alpha} - \frac{1}{n}} (1 + \log \frac{\mu(0)}{s})^{-1} \varphi(s) ds \leq C \|\varphi\|_{\mathcal{H}^{n-1}(\partial\Omega)} \|\varphi\|_{L^{\infty}(0, \mathcal{H}^{n-1}(\partial\Omega))},
\]

for some constant $C$ and every non-increasing function $\varphi : (0, \infty) \to [0, \infty)$ with support in $(0, \mathcal{H}^{n-1}(\partial\Omega)).$ Inequalities (4.17) and (4.19) can be derived as special cases of Hardy type inequalities in weighted Lebesgue spaces [43, Section 1.3.2]. The proof of inequality (4.18) is subtler, and makes use of the fact that non-increasing trial functions $\varphi$ are considered. It follows via the same proof as (one of the cases) of [17, Theorem 5.1].

The super-critical regime, corresponding to the case when $p > n$, is the subject of the following theorem.

**Theorem 4.4 [Super–critical Sobolev inequality]** Let $\Omega$ be a open set in $\mathbb{R}^n$, $n \geq 2$, such that $\mathcal{L}^n(\Omega) < \infty$ and $\mathcal{H}^{n-1}(\partial\Omega) < \infty$. If $p > n$, then there exists a constant $C = C(n, p, \mathcal{L}^n(\Omega), \mathcal{H}^{n-1}(\partial\Omega))$ such that

\[
\|u\|_{L^{\infty}(\Omega)} \leq C \left( \|\mathcal{E}u\|_{L^p(\Omega)} + \|u\|_{L^\infty(\partial\Omega)} \right)
\]

for every $u \in E^{1,p}(\Omega) \cap C_b(\Omega)$.

**Proof of Theorem 4.4** Inequality (4.20) follows from Theorem 3.2 and Remark 3.3 via weighted Hardy type inequalities ([43, Section 1.3.2]).

The next result, contained in Theorem 4.5, concerns inequalities for functions whose symmetric gradient belongs to a Lorentz space $L^{p,q}(\Omega)$. It extends Theorems 4.1, 4.3 and 4.4 since $L^{p,p}(\Omega) = L^p(\Omega)$. In fact, the conclusion of Theorem 4.4 is also augmented by the result of Part (i) of Theorem 4.5 with the choice $q = p$. Actually, the Lorentz space $L^{p,p}(\Omega, \mu)$, which is obtained as a target space by Theorem 4.5, is strictly contained in the Lebesgue space $L^{\frac{\alpha n}{\alpha - p}}(\Omega, \mu)$ given by Theorem 4.1.

**Theorem 4.5 [Lorentz–Sobolev inequalities]** Let $\Omega$ be any open set in $\mathbb{R}^n$, $n \geq 2$. Assume that $\mu$ is a measure in $\Omega$ fulfilling (3.1) for some exponent $\alpha \in (n-1, n]$ and for some constant $C_\mu$.

(i) Assume that $1 < p < n$ and $1 \leq q \leq \infty$. Then there exists a constant $C = C(n, p, q, \alpha, C_\mu)$ such that

\[
\|u\|_{L^{\frac{\alpha n}{\alpha - p}, q}(\Omega, \mu)} \leq C \left( \|\mathcal{E}u\|_{L^{p,q}(\Omega)} + \|u\|_{L^{p(n-1)/(n-p), q}(\partial\Omega)} \right)
\]
for every \( u \in E^1 L^{p,q}(\Omega) \cap C_b(\overline{\Omega}) \).

(ii) Assume that \( p = n \) and \( q > 1 \), and that \( L^n(\Omega) < \infty \), \( \mu(\Omega) < \infty \) and \( H^{n-1}(\partial\Omega) < \infty \). Then there exists a constant \( C = C(n, p, q, \alpha, C_\mu, L^n(\Omega), \mu(\Omega), H^{n-1}(\partial\Omega)) \) such that

\[
\|u\|_{L^n,1} \leq C \left( \|E_u\|_{L^n,1} + \|u\|_{L^n,1} \right)
\]

for every \( u \in E^1 L^{n,q}(\Omega) \cap C_b(\overline{\Omega}) \).

(iii) Assume that either \( p = n \) and \( q = 1 \), or \( p > n \) and \( 1 \leq q \leq \infty \), and that \( L^n(\Omega) < \infty \), \( \mu(\Omega) < \infty \) and \( H^{n-1}(\partial\Omega) < \infty \). Then there exists a constant \( C = C(n, p, q, \alpha, C_\mu, L^n(\Omega), \mu(\Omega), H^{n-1}(\partial\Omega)) \) such that

\[
\|u\|_{L^n,1} \leq C \left( \|E_u\|_{L^n,1} + \|u\|_{L^n,1} \right)
\]

for every \( u \in E^1 L^{n,q}(\Omega) \cap C_b(\overline{\Omega}) \).

**Remark 4.6** Under the assumptions of Theorem 4.5, Part (ii), an inequality (slightly weaker than (4.22)) involving Orlicz norms of exponential type can be shown to hold. It extends (4.8), and tells us that there exists a constant \( C = C(n, q, \alpha, C_\mu, L^n(\Omega), \mu(\Omega), H^{n-1}(\partial\Omega)) \) such that

\[
\|u\|_{\exp L^\frac{n}{n-1}(\overline{\Omega}, \mu)} \leq C \left( \|E_u\|_{L^n,1} + \|u\|_{\exp L^\frac{n}{n-1}(\partial\Omega)} \right)
\]

for every \( u \in E^1 L^{n,q}(\Omega) \cap C_b(\overline{\Omega}) \).

**Proof of Theorem 4.5** Part (i). By the monotonicity of the function in (4.10), the couple of inequalities (3.11) and (3.12) in Theorem 3.2, applied with the norms appearing in inequality (4.21), is equivalent to the couple of inequalities

\[
\left\| \int_0^s \varphi(r) dr \right\|_{L^q(0, \mu(\Omega))} \leq C \left\| s^{\frac{1}{q} - \frac{1}{n} - \frac{1}{\alpha}} \varphi(s) \right\|_{L^q(0, L^n(\Omega))},
\]

and

\[
\left\| \int_0^s r^{-\frac{n-1}{\alpha}} \varphi(r) dr \right\|_{L^\frac{np}{n-p}(0, \mu(\Omega))} \leq C \left\| \varphi \right\|_{L^{p,q}(0, L^n(\Omega))}
\]

for some constant \( C \) and for every non-increasing function \( \varphi : (0, \infty) \to (0, \infty) \) with support in \((0, L^n(\Omega))\). Moreover, by the monotonicity of the function in (4.11) for any non-increasing function \( \varphi \), inequality (3.13) is equivalent to

\[
\left\| \int_0^{s^{\frac{1}{q}}} \varphi(r) dr \right\|_{L^q(0, \mu(\Omega))} \leq C \left\| s^{\frac{n-p}{\alpha(\alpha-n)} - \frac{1}{q}} \varphi(s) \right\|_{L^q(0, H^{n-1}(\partial\Omega))},
\]

for some constant \( C \) and for every non-increasing function \( \varphi : (0, \infty) \to (0, \infty) \) with support in \((0, H^{n-1}(\partial\Omega))\). Inequalities (4.25) and (4.27) can be established via the criteria for weighted Hardy type inequalities in Lebesgue spaces [43, Section 1.3.2]. Inequality (4.26) follows from the proof of [17, Theorem 5.1]. With inequalities (4.25)–(4.27) in place, inequality (4.21) is a consequence of Theorem 3.2 and Remark 3.3.

Part (ii). The proof of inequality (4.22) follows along the same that of inequality (4.9). The details are omitted, for brevity.

Part (iii). Inequality (4.23) can be deduced from Theorem 3.2 and Remark 3.3 via weighted Hardy type inequalities in Lebesgue spaces [43, Section 1.3.2]. \( \square \)
Our last result, contained in Theorem 4.7, consists of a set of inequalities for Orlicz norms of power-logarithmic type, i.e. Zygumund norms, of the symmetric gradient. They extend the results of Theorems 4.1, 4.3, and 4.4 in direction different from that of Theorem 4.5. It will be clear from the (sketched) proof that inequalities for more general Orlicz norms could be established via the same approach. Let us emphasize that the target norms are the strongest possible among all Orlicz spaces. Actually, they agree with the optimal Orlicz target norms appearing in parallel inequalities involving the full gradient. These inequalities are special cases of a result for arbitrary Orlicz-Sobolev spaces, established in [9, 10] in a classical setting, namely for the Lebesgue measure and for functions vanishing on the boundary, or defined on domains with some degree of regularity. The case of upper Ahlfors regular measures is considered in [18]. Let us point out that an improvement of the conclusions of Theorem 4.7 is however still possible, if more general rearrangement-invariant target norms are allowed. The proof, like that of Theorem 4.7, relies upon Hardy type inequalities, with optimal rearrangement-invariant target spaces, from [14]. Orlicz-Sobolev inequalities, with optimal rearrangement-invariant norms, for the full gradient can be found in [11, 12] for the Lebesgue measure, and in [18] for upper Ahlfors regular measures. A discussion of these generalizations in the present framework is omitted, for brevity.

**Theorem 4.7 [Zygmund–Sobolev inequalities]** Let $\Omega$ be any open set in $\mathbb{R}^n$, $n \geq 2$. Let $\mu$ be a measure in $\Omega$ fulfilling (3.1) for some exponent $\alpha \in (n-1, n]$ and for some constant $C_\mu$. Assume that $\mathcal{L}^n(\Omega) < \infty$, $\mu(\Omega) < \infty$ and $\mathcal{H}^{n-1}(\partial \Omega) < \infty$.

(i) Assume that $1 < p < n$ and $\sigma \in \mathbb{R}$. Then there exists a constant $C = C(n, p, \sigma, C_\mu, \mathcal{L}^n(\Omega), \mu(\Omega), \mathcal{H}^{n-1}(\partial \Omega))$ such that

$$
\|u\|_{L^{\frac{\sigma}{n-p}}(\log L)^{\frac{\sigma}{n-p}}(\mu)} \leq C \left( \|\mathcal{E}u\|_{L^p(\log L)^\sigma(\mu)} + \|u\|_{L^{\frac{\sigma}{n-p}}(\log L)^{\frac{\sigma}{n-p}}(\partial \Omega)} \right)
$$

for every $u \in E^1 L^p(\log L)^\sigma(\Omega) \cap C_b(\overline{\Omega})$.

(ii) Assume that $p = n$ and $\sigma < n-1$. Then there exists a constant $C = C(n, \sigma, C_\mu, \mathcal{L}^n(\Omega), \mu(\Omega), \mathcal{H}^{n-1}(\partial \Omega))$ such that

$$
\|u\|_{\exp L^{\frac{n}{n-\sigma}}(\mu)} \leq C \left( \|\mathcal{E}u\|_{L^n(\log L)^\sigma(\mu)} + \|u\|_{\exp L^{\frac{n}{n-\sigma}}(\partial \Omega)} \right)
$$

for every $u \in E^1 L^n(\log L)^\sigma(\Omega) \cap C_b(\overline{\Omega})$.

(iii) Assume that $p = n$ and $\sigma = n-1$. Then there exists a constant $C = C(n, \sigma, C_\mu, \mathcal{L}^n(\Omega), \mu(\Omega), \mathcal{H}^{n-1}(\partial \Omega))$ such that

$$
\|u\|_{\exp L^{\frac{n}{n-\sigma}}(\mu)} \leq C \left( \|\mathcal{E}u\|_{L^n(\log L)^{n-1}(\mu)} + \|u\|_{\exp L^{\frac{n}{n-\sigma}}(\partial \Omega)} \right)
$$

for every $u \in E^1 L^n(\log L)^{n-1}(\Omega) \cap C_b(\overline{\Omega})$.

(iv) Assume that either $p = n$ and $\sigma > n-1$, or $p > n$ and $\sigma \in \mathbb{R}$. Then there exists a constant $C = C(n, p, \sigma, C_\mu, \mathcal{L}^n(\Omega), \mu(\Omega), \mathcal{H}^{n-1}(\partial \Omega))$ such that

$$
\|u\|_{L^\infty(\Omega)} \leq C \left( \|\mathcal{E}u\|_{L^p(\log L)^\sigma(\mu)} + \|u\|_{L^\infty(\partial \Omega)} \right)
$$

for $u \in E^1 L^p(\log L)^\sigma(\Omega) \cap C_b(\overline{\Omega})$.

**Proof, sketched.** By Theorem 3.2 and Remark 5.3, the proof is reduced to showing the validity of the inequalities:

$$
\left\| \int_0^s \varphi(t) dt \right\|_{L^\theta(0, \infty)} \leq C \|\varphi\|_{L^A(0, \infty)},
$$
Both inequalities (4.36) and (4.37) can be established via [14, Theorem 3.5].

Here, \( \tilde{\psi} \)

Similarly, inequality (4.34) is equivalent to

for some constant \( C \) and for every non-increasing function \( \varphi : (0, \infty) \rightarrow [0, \infty) \) with support in \((0, \mathcal{L}^n(\Omega))\), and

for some constant \( C \) and for every non-increasing function \( \varphi : (0, \infty) \rightarrow [0, \infty) \) with support in \((0, H^{n-1}(\partial\Omega))\). Here, \( A, B, \) and \( D \) are Young functions which yield the proper Orlicz spaces appearing in inequalities (4.28)–(4.31). Notice that, owing to the assumption that \( \mathcal{L}^n(\Omega) < \infty, \mu(\Omega) < \infty \) and \( H^{n-1}(\partial\Omega) < \infty \), only the behavior near infinity of the functions \( A, B, \) and \( D \) is relevant here. Inequality (4.33) is a special case of inequality (3.14) of [14, Theorem 3.5]. The same theorem can be exploited to deal with inequalities (4.32) and (4.34). Indeed, an Hölder type inequality in Orlicz spaces and Fubini’s theorem ensure that

\[
\sup_{\varphi \in L^A(0,\infty)} \left\| s^{-\frac{n-1}{\alpha}} \int_0^s \varphi(r) dr \right\|_{L^B(0,\infty)} \approx \sup_{\varphi \in L^A(0,\infty)} \sup_{\psi \in L^B(0,\infty)} \int_0^\infty \psi(s) s^{-\frac{n-1}{\alpha}} \varphi(r) dr ds \leq \sup_{\psi \in L^B(0,\infty)} \left\| \psi \right\|_{L^B(0,\infty)} \left\| \varphi \right\|_{L^A(0,\infty)},
\]

\[
\approx \sup_{\psi \in L^B(0,\infty)} \sup_{\varphi \in L^A(0,\infty)} \int_0^\infty \varphi(r) \int_0^\infty \psi(s) s^{-\frac{n-1}{\alpha}} ds dr \approx \sup_{\psi \in L^B(0,\infty)} \left\| \psi \right\|_{L^B(0,\infty)} \left\| \varphi \right\|_{L^A(0,\infty)}.
\]

Here, \( \tilde{A} \) and \( \tilde{B} \) denote the Young conjugates of \( A \) and \( B \), and the relation “\( \approx \)” between two expressions means that they are bounded by each other, up to absolute multiplicative constants. Recall that \( \tilde{A}(t) = \sup\{st - A(s) : s \geq 0\} \) for \( t \geq 0 \). Therefore, inequality (4.32) is equivalent to

\[
\left\| \int_{r^\Phi} \psi(s) s^{-\frac{n-1}{\alpha}} ds \right\|_{L^{\tilde{A}}(0,\infty)} \leq \left\| \psi \right\|_{L^{\tilde{B}}(0,\infty)},
\]

Similarly, inequality (4.34) is equivalent to

\[
\left\| \int_{r^{\Phi}} \psi(s) s^{-\frac{n-1}{\alpha}} ds \right\|_{L^{\tilde{B}}(0,\infty)} \leq \left\| \psi \right\|_{L^{\tilde{B}}(0,\infty)}.
\]

Both inequalities (4.36) and (4.37) can be established via [14, Theorem 3.5].
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