A unique ligand-steered strategy for CC chemokine receptor 2 homology modeling to facilitate structure-based virtual screening
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Abstract
CC chemokine receptor 2 (CCR2) antagonists that disrupt CCR2/MCP-1 interaction are expected to treat a variety of inflammatory and autoimmune diseases. The lack of CCR2 crystal structure limits the application of structure-based drug design (SBDD) to this target. Although a few three-dimensional theoretical models have been reported, their accuracy remains to be improved in terms of templates and modeling approaches. In this study, we developed a unique ligand-steered strategy for CCR2 homology modeling. It starts with an initial model based on the X-ray structure of the closest homolog so far, that is, CXCR4. Then, it uses Elastic Network Normal Mode Analysis (EN-NMA) and flexible docking (FD) by AutoDock Vina software to generate ligand-induced fit models. It selects optimal model(s) as well as scoring function(s) via extensive evaluation of model performance based on a unique benchmarking set constructed by our in-house tool, that is, MUBD-DecoyMaker. The model of 81_04 presents the optimal enrichment when combined with the scoring function of PMF04, and the proposed binding mode between CCR2 and Teijin lead by this model complies with the reported mutagenesis data. To highlight the advantage of our strategy, we compared it with the only reported ligand-steered strategy for CCR2 homology modeling, that is, Discovery Studio/Ligand Minimization. Lastly, we performed prospective virtual screening based on 81_04 and CCR2 antagonist bioassay. The identification of two hit compounds, that is, E859-1281 and MolPort-007-767-945, validated the efficacy of our model and the ligand-steered strategy.
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CC chemokine receptor 2 (CCR2), one subtype of chemokine receptors, belongs to the superfamily of rhodopsin-like G protein-coupled receptors (GPCRs; Covino et al., 2016). It is expressed on the cell surface of T cells, dendritic cells, and endothelial cells, but mainly on inflammatory monocytes associated with immune defense and inflammatory disorders (Fantuzzi et al., 2019; Serbina & Pamer, 2006; Zlotnik & Yoshie, 2012). Its main natural ligand (or chemokine), that is, monocyte chemoattractant protein-1 (MCP-1 or CCL2), mediates the migration of inflammatory monocytes to sites of inflammation following its binding to CCR2 (Carter, 2013). On the one side, excessive activation or overexpression of MCP-1/CCR2 signaling has been implicated in a variety of diseases, including cancer progression and metastasis, neurological disorders (e.g. epilepsy), autoimmune disease (e.g. rheumatoid arthritis), obesity and insulin resistance, atherosclerosis, and pathogenesis of HIV-1 infection (Bozzi &CALEO, 2016; Cerri et al., 2016; Covino et al., 2016; O’Connor et al., 2015; Zhang & Luo, 2019). On the other side, down-regulation of MCP-1/CCR2 signaling has been validated in vivo as an effective strategy to treat those diseases (Zhang et al., 2012; Zlotnik & Yoshie, 2012). Therefore, discovery of small-molecule CCR2 antagonists is attractive for pharmaceutical industry and academia (Brown et al., 2016; Carter, 2013; Carter et al., 2015; Strunz et al., 2015; Vilums et al., 2015; Winters et al., 2014).

In modern drug discovery, structure-based drug design (SBDD) is widely recognized as an effective technique that speeds up hit identification and helps lead optimization (Jazayeri et al., 2017). According to the specific aim, SBDD is classified into two methods, that is, structure-based virtual screening (SBVS; Waszkowycz et al., 2011) and de novo drug design (Hartenfeller & Schneider, 2011; Rodrigues et al., 2015). Both methods require three-dimensional structure(s) of the specific target in order to rationally design molecules of potential binding affinity or expected binding modes. For CCR2-targeted drug design, however, the lack of available crystal structure(s) for this target hampered the wide application of SBDD.

Three-dimensional theoretical models were regarded as an alternative to experimental structures. Since 2000, a few groups have attempted to construct CCR2 homology models for the aim of functional study or/and drug design. At the early stage, all the modeling was based on the structures of only resolved GPCR, that is, rhodopsin. Mirzadegan et al. reported the first model based on bacteria rhodopsin structure (Mirzadegan et al., 2000). Then, Shi et al. reported other two CCR2 receptor models that were built based on bovine rhodopsin (PDB Entry: 1F88) and refined by molecular mechanics and 1-ns restrained molecular dynamics (MD) simulations (Shi et al., 2002). Berkhout et al. used bovine rhodopsin (PDB Entry: 1F88) as a template for CCR2 homology modeling. It was reported that the plausible binding modes of ligands from molecular docking against this model were completely consistent with site-directed mutations they constructed (Berkhout et al., 2003). Nevertheless, not all unrefined CCR2 models based on rhodopsin were able to generate reasonable poses for diverse ligands. Kimura et al. noted this problem and attributed the failure to too small size of the constructed binding site. They thus proposed a balloon expansion approach to refine the active site. This approach optimized both backbone and side chains, and was able to make the binding site accommodate known ligands (Kimura et al., 2008). Afterward, two groups used human β2 adrenergic receptor (β2AR, PDB Entry: 2RH1) as the template due to its higher level of sequence identity to CCR2. Notably, they started to consider ligand-induced arrangement in homology modeling. Kim et al. used Ligand Minimization module in Discovery Studio (DS) to construct the ligand-induced binding site (Kim et al., 2011). Chavan et al. built a CCR2 receptor model, docked TAK779 into the binding site, and performed MD simulation to refine its bound state (Chavan et al., 2012). More recently, the crystal structure of a closer homolog to CCR2, that is, CXCR4 (PDB Entry: 3ODU), was resolved (Wu et al., 2010), which provided a better template for CCR2 homology modeling. And the modeling approach was consistently molecular docking plus MD simulations. Kothandan et al. firstly performed MD simulations to obtain a more stable apo-CCR2 model and then docked multiple antagonists against this model (Kothandan et al., 2012). Shahlaei et al. adopted the same approach (Shahlaei et al., 2013). Singh et al. employed induced fit docking to explore the effect of side chain movement on performance of docking-based VS right after the construction of an unrefined CCR2 model (Singh & Sobhia, 2013).

Ligand-steered homology modeling (LSHM) is an effective approach for GPCR structure modeling and ligand docking. The resulting models have led to successful cases for GPCR-targeted drug discovery (Cavasotto et al., 2008; Lin et al., 2012; Phatak et al., 2010). Also, it has shown advantages over other approaches in three-round GPCR Dock competitions (Kufareva et al., 2011, 2014; Michino et al., 2009). This approach uses information about known
ligands to refine the binding site by incorporating protein flexibility in homology modeling. In fact, DS/Ligand Minimization proposed by Kim et al. in the above approaches was a feasible strategy for LSHM. However, this strategy only optimized side chains of the binding site, and thus, the accuracy of the CCR2 model may be further improved. Long-time MD simulations of a ligand-bound state constructed by molecular docking are a better way to explore ligand-induced fit effect. But it is well recognized as time-consuming and computationally expensive. Normal mode analysis (NMA) methodology is also a good means to incorporate receptor flexibility for GPCR targets. Generation of multiple receptor conformations by NMA methodology is able to significantly improve the accuracy of receptor modeling (Dietzen et al., 2012; Rai et al., 2010; Rueda et al., 2009). It was encouraging and convincing that the blindly predicted A2A/ZM241385 complex models with the aid of NMA methodology ranked at the top of the model list in GPCR DOCK 2008 (Michino et al., 2009). To the best of our knowledge, NMA has never been applied to receptor conformation sampling and homology modeling for CCR2.

In this study, we attempted to develop a unique ligand-steered strategy that employs NMA methodology and flexible docking (FD) to refine CCR2 models, for which CXCR4 crystal structure was used as a template. All the constructed models along with multiple scoring functions were evaluated for their screening power by retrospective small-scale virtual screening. Specifically, the evaluation was based on a benchmarking set generated by our in-house MUBD-DecoyMaker (Xia et al., 2014), a tool that had effectively facilitated VS campaigns against multiple targets (Huang et al., 2016; Pei et al., 2015; Xia et al., 2015). Apart from the screening power, the binding mode proposed by the optimal model was explored. In addition, we constructed CCR2 models using the previously reported DS/Ligand Minimization strategy (Kim et al., 2011) and compared them with our selected models in terms of ligand enrichment. Eventually, we performed prospective VS against the optimal CCR2 structure and biological evaluation to explore the efficacy of the model and the modeling strategy.

2 | MATERIALS AND METHODS

2.1 | The general workflow for LSHM

LSHM is composed of three consecutive steps, (a) construction of crude model(s) from protein sequence, that is, model building; (b) construction of ligand-induced fit protein model(s), that is, model optimization; and (c) evaluation of ligand-induced fit models, that is, model selection. (cf. Figure 1) To be specific, step (i) is a common step shared by all homology modeling approaches. It builds an initial model of the target protein based on the three-dimensional structure of a template protein and sequence alignment between template protein and target protein. Step (ii) is the most critical step for LSHM, as it varies among different homology modeling approaches and may significantly affect ligand enrichment of resulting models. Step (iii) is to select a protein model of optimal ligand enrichment from multiple ligand-induced fit protein model(s) via benchmarking study. In this study, a novel approach using Elastic Network Normal Mode Analysis (EN-NMA) plus FD was developed to optimize CCR2 crude models. As a reference for comparison,

**FIGURE 1** The LSHM flowcharts developed/used in this study. The strategy termed as EN-NMA plus Flexible Docking was developed by our group, while the DS/Ligand Minimization strategy was proposed by others and used as a baseline in this study.
the reported protocol using Ligand Minimization in DS (DS/Ligand Minimization) was also constructed to optimize the initial CCR2 model (Kim et al., 2011).

### 2.2 Construction of initial models

#### 2.2.1 Template selection and structure preparation

The X-ray structure of protein-ligand complex for CXCR4 (PDB ID: 3ODU) was used as a template protein for its high homolog to CCR2 (Wu et al., 2010). For protein preparation, the identical protein chain, water molecules, and T4 lysozyme fusion protein were removed from the X-ray structure. The “Clean Protein” module of DS (version 2.5, Accelrys Software, Inc) was used to prepare the protein. It added hydrogens, modified chain termini, corrected non-standard names, alternated conformations, repaired incomplete residues and atom order in amino acids, and protonated the whole protein at pH 7.0. The cognate ligand was kept in the binding site of the template protein.

#### 2.2.2 Sequence alignment

ClustalW program (Thompson et al., 1994) implemented in DS was used for sequence alignment. Firstly, the full-length sequences of all CCR subtypes (CCR1 ~ 11) were aligned to the sequence of target protein, that is, CXCR4, which locates conserved amino acids in the transmembrane domains of this chemokine receptor family. Secondly, CCR2 sequence (UniProt Entry: P61073) was aligned to the sequence corresponding to CXCR4 crystal structure. Lastly, the outcome of CCR2-CXCR4 alignment was updated manually according to multiple sequence alignment (cf. Figure 1).

#### 2.2.3 Building CCR2 initial model

The program of Modeler (version 9.4; Sali & Blundell, 1993) was used to build initial CCR2 models. The prepared structure of CXCR4 and the outcome of CCR2-CXCR4 sequence alignment were the input of this program. The conserved disulfide bonds of Cys2/Cys247 and Cys83/Cys160 were constrained in model building. Besides, the cognate ligand, that is, IT1t, was copied from CXCR4 crystal structure to modeled CCR2 structures, which helped shape an initial binding site of CCR2. The number of models generated was set as 20. Among 20 models, three models, that is, MOD1-3 with lower PDF Total Energy, were submitted for energy minimization with backbone constraints. CHARMm force field was added to the protein, and then, 500-step minimization using the algorithm of conjugate gradient with was executed. Lastly, the stereochemical quality of the energy-minimized CCR2 structures was checked by PROCHECK (http://nihserver.mbi.ucla.edu/SAVES/, accessed June 2016; Laskowski et al., 1993).

### 2.3 Construction of ligand-induced fit protein models

#### 2.3.1 Ligand selection and preparation

A CCR2 antagonist named Teijin lead (cf. Figure 2) was selected as a reference molecule to construct ligand-induced fit protein models (Berkhout et al., 2003). This compound is a potent CCR2 antagonist, whose IC$_{50}$ equals to 54 nM (Shiota, 2002). Mutagenesis study has indicated four residues, that is, Glu291, Thr292, Tyr120, and His121, may be involved in the interaction between this compound and CCR2 (Berkhout et al., 2003). These data are useful for the building and selection of ligand-induced fit models. Tertiary amine in the compound is potentially charged at physiological pH. Therefore, “Prepare Ligands” module in DS was used to protonate the compound at pH of 7.3–7.5. Meanwhile, this module also generates the lowest-energy conformer of the compound via Catalyst program. This conformer became the initial pose for docking.

#### 2.3.2 Strategy I for model optimization: EN-NMA plus flexible docking

(a) Receptor conformation sampling. EN-NMA MRC (http://abagy an.ucsd.edu/MRC, accessed June 2016) was used to generate Elastic Network Normal Mode-guided multiple conformations based on one initial model, that is, MOD1. In this process, icmPocketFinder was used to automatically detect the largest pocket of the initial model. The residues within 15 Å from the center of the pocket were included in the NMA. The

![Model compound: Teijin lead IC$_{50}$ 54nM](image-url)

**FIGURE 2** The chemical structure of a reference molecule used in the study.
number of generated conformations before clustering was set as 100. Amplitude, that is, average atomic displacements, was set as 1 Å. All generated conformations were then clustered using 0.6 Å as a heavy-atom RMSD cutoff. (b) Protein–ligand-induced fit. The reference molecule was docked into binding sites of clustered conformations as well as the initial MOD1 (for reference) using FD module in AutoDock Vina software. Five reported important residues, that is, Tyr120, His121, Asp284, Glu291, and Thr292, were set as movable in order to incorporate their protein flexibility. The docking site was defined as a cubic box of 40 Å × 40 Å × 30 Å, centered on nitrogen atom of charged amine in the copied ligand from CXCR4 crystal structure. A maximum of twenty docking poses/binding modes were generated from FD. (c) Binding mode filtering by visual inspection. Salt bridge is critical for the interaction between aminergic GPCR and its ligand (Shi & Javitch, 2002). Therefore, those complexes that contained no salt bridge between the charged amine of the reference molecule and CCR2 were filtered. (d) Scoring and clustering. “Score Ligand Poses” module in DS was used to score protein–ligand interaction for each remaining complex. As for scoring, the center of binding sphere was defined as the same as that for FD while the radius was enlarged to 13 Å. The scoring functions were LigScore1, LigScore2, PLP1, PLP2, Jain, PMF, PMF04, LUDI1, LUDI2, and LUDI3. All complexes of Teijin lead bound to CCR2 were then ranked according to their respective scores from each scoring function, which generated ten ranks for each complex. The average value of ten ranks (i.e., 1, 2… n) was used as a consensus score to rank the complexes. Smaller consensus score (i.e., higher rank) is an indicator for lowest binding free energy between Teijin lead and CCR2, thus represents a more reliable complex (Kim et al., 2011; Wang & Wang, 2001). Meanwhile, the remaining complexes were clustered according to the following steps. Firstly, the reference molecule was excluded from each complex, after which all ligand-induced fit CCR2 conformations were aligned to the initial model (i.e., MOD1) using the tool of “g_confrms” in GROMACS 3.3.1. Secondly, a matrix of heavy-atom RMSDs was generated using the tool of “heavy-atom RMSDs” in DS. Thirdly, the matrix was converted to a dendogram as well as a heatmap by hierarchical clustering based on minimum distance in MATLAB (version 7.6.0.324). The outcome from clustering and consensus scoring was used as reference for model selection. According to the consensus score and cluster, ten complexes, that is, one complex of best consensus score in each cluster, were retained for further selection via benchmarking study.

2.3.3 | Strategy II for model optimization: DS/ligand minimization

(a) Protein–ligand-induced fit. In this strategy, all the three CCR2 initial models, that is, MOD1-MOD3, were submitted for optimization. GOLD (version 3.0.1, Cambridge Crystallographic Data Center) was used to dock Teijin lead into the binding site of each CCR2 initial model, respectively. For molecular docking, two oxygen atoms in the carboxyl group of Glu291 were required to form hydrogen bonds with Teijin lead in docking simulation. The parameters were as follows: restraint constant equals to 10; minimum H-bond geometry weight equals to 0.005, docking mode as default setting (precise docking), and scoring function as GoldScore. Multiple poses of Teijin lead were generated via molecular docking, from which those poses that contained salt bridge between charged amine and carboxyl group of Glu291 were selected. Subsequently, “Analyze Ligand Poses” module in DS was utilized to cluster the selected poses with a cutoff of 1.5 Å. The pose of highest GoldScore was kept in each cluster. The resulting complexes were submitted for energy minimization in order to relieve the restraints. To this end, “Ligand Minimization” module in DS was utilized and its parameters were set as follows: force field, CHARMM; algorithm, Smart Minimizer; Dielectric Constant, 4.0; flexible residues were set as the same as those in the cavity for EN-NMA simulation. This type of energy minimization generated multiple ligand-induced fit models. (b) Pose filtering. Via visual inspection, those complexes that contained no salt bridge were filtered. (c) Score protein–ligand interaction and clustering. The same method with that in Strategy I was applied to this step. At first, “Score Ligand Poses” module in DS was used to predict binding affinity between Teijin lead and CCR2 for each ligand-induced fit model. Then, consensus score was also calculated to rank those models. Lastly, models were selected according to both consensus scores and outcome of structure clustering.

2.4 | Model selection via benchmarking study

2.4.1 | Construction and validation of CCR2 benchmarking set

At first, all ligands for CCR2 were collected from CHEMBL19 (https://www.ebi.ac.uk/chembl/, accessed in Jun. 2014; Bento et al., 2014; Gaulton et al., 2012). Then, these ligands were cleaned according to the following criteria: (a) To ensure every collected ligand was indeed targeting the specific protein, confidence score of each ligand was required to be greater than 4 (cf. https://www.ebi.ac.uk/chembl/faq#faq24; Mysinger et al., 2012). Consequently, no compound was excluded for this criterion. (b) The reported IC₅₀ value was required to be better than or equal to 1 μM. (c) Only chemical structure and activity class (i.e., active) of each ligand were kept, no matter how many IC₅₀ values were reported for the ligand (e.g., IC₅₀ values from different bioassay). Next, the cleaned ligands were curated using Pipeline Pilot (version 7.5, Accelrys Software, Inc), that is, components of “strip
“salts” and “standardize molecule,” as well as a customized property filter of “RBs > 20” or “MW ≥ 600” (Mysinger et al., 2012). After that, ligands were further protonated at pH ranging from 7.3 to 7.5.

Our in-house program implemented in Pipeline Pilot (version 7.5, Accelrys Software, Inc.) and MATLAB (version 7.6.0.324), that is, MUBD-DecoyMaker (Pei et al., 2015; Xia et al., 2014), was used to construct a maximal unbiased benchmarking set for CCR2, that is, MUBD-CCR2. MUBD-DecoyMaker includes three modules, that is, ligand processor, preliminary filter, and precise filter (cf. Figure 3). Ligand processor calculated pairwise similarity within the protonated ligands in terms of Tanimoto coefficient ($T_c$) based on MACCS fingerprints and excluded ligands whose pairwise similarity values are no less than 0.75. Besides, it calculated physicochemical properties of every remaining ligand, including AlogP, molecular weight (MW), hydrogen bond acceptors (HBAs), hydrogen bond donors (HBDs), rotatable bonds (RBs), and net charge (NC). Preliminary filter selected compounds as decoys from all-purchasable subset of ZINC (http://zinc.docking.org/, accessed in Dec. 2012; Irwin & Shoichet, 2005; Irwin et al., 2012). To become a decoy, a compound must meet two criteria: (a) Its value of each physicochemical property is within the range defined by diverse ligands; (b) its topological similarity to every diverse ligand is between the minimum of pairwise similarity within ligands and 0.75. All selected decoys by preliminary filter constituted a potential decoy set, from which precise filter further selected 39 optimal decoys for each diverse ligand. The resulting decoy set and the diverse ligand set comprised MUBD-CCR2.

MUBD-CCR2 was extensively validated by retrospective VS using two nearest neighbor classifiers based on $simp$ and MACCS $sims$ in means of leave-one-out cross-validation (LOO CV). For each nearest neighbor classifier, ROC curve of each cycle was generated and its AUC was calculated. These curves and the average value of AUCs were used to measure “artificial enrichment” and “analogue bias” in MUBD-CCR2. Physicochemical property distribution curves were also used to show property matching between diverse ligands and decoys, which measured bias for “artificial enrichment” as well.

FIGURE 3  The GUI of MUBD-DecoyMaker: Steps 1 and 2 for Ligand Processor; steps 3 and 4 for Preliminary Filter; step 5 for Precise Filter [Colour figure can be viewed at wileyonlinelibrary.com]
2.4.2 Enrichment assessment of CCR2 ligand-induced fit models based on MUBD-CCR2

Retrospective small-scale VS was performed by docking diverse ligands and unbiased decoys in MUBD-CCR2 against each ligand-induced fit model. Prior to molecular docking, “Prepare Ligands” module in DS was used to generate lowest-energy conformer as the starting docking pose of each compound. The program used for molecular docking was GOLD (version 3.0.1). In molecular docking, the oxygen atoms in carboxyl group of Glu291 were required to form hydrogen bond with compounds. Screening mode was 7–8 times speedup. Times for docking were set to 20, scoring function was ChemScore, and 10 docking poses were retained for each compound. After molecular docking, every scoring function in DS, that is, LigScore1, LigScore2, -PLP1, -PLP2, Jain, PMF, PMF04, LUDI1, LUDI2, and LUDI3, was applied to score binding affinity between each pose and CCR2 receptor, respectively. For each scoring function, the pose of best score for each compound was retained, which led to a ranked list of compounds. According to the list, ROC curve and its parameters, that is, ROCE1% and ROC AUC, were calculated to evaluate ligand enrichment of different pairs of models/scoring functions. ROCE1% is defined as the ratio of true positive rate to false-positive rate, at 1% recovered known decoys (Jahn et al., 2009; Nicholls, 2008). Since early enrichment is more correlated to real-world screening, ROCE1% was given priority for performance evaluation. Such an assessment aimed to select the optimal pair of model/scoring function for large-scale VS from EN-NMA plus Flexible Docking, DS/Ligand Minimization, and Modeler, respectively.

2.5 Structure-based VS against the optimal CCR2 model

Three commercially available libraries, that is, TimTec Diversity Set (10,000), AnalytiCon NATx (5,000), and ChemDiv (100,000), were merged to constitute the source screening set. To increase the chances of hit identification, a focused library for CCR2 was built according to the following criteria. Firstly, only the compounds whose physicochemical properties were similar to the reported CCR2 antagonists were included, that is, AlogP, 0 ~ 6; MW, 400 ~ 600; HBDs, 1 ~ 5; HBAs, 1 ~ 6; RBs, 5 ~ 10, which reduced the library size to approximately 16K. Secondly, only the compounds predicted active by multiple support vector machine (SVM)-based binary classifiers (Shiota et al., 2002) were included. As a result, the focused library used for molecular docking against the optimal CCR2 model was composed of 383 compounds. Prior to molecular docking, the compounds in the focused library were prepared by using the “Prepare Ligands” module in DS 2.5, including protonation at the pH range of 7.3–7.5, multiple isomer enumeration, and low-energy conformer generation. For molecular docking, the parameters were set the same as those used in retrospective small-scale VS. After molecular docking, all the poses of each compound were rescored by the best-performing scoring function and the top-ranking pose was kept for each compound. Eventually, the compounds for purchase and bioassay were selected out according to the predicted binding scores and modes.

2.6 CCR2 antagonist bioassay

The purchased compounds were submitted to EMD Millipore for biological evaluation services. To be specific, fluorescent imaging plate reader (FLIPR) assays were conducted to test the compounds for antagonist activities on CCR2b at the concentration of 100 μM.

2.6.1 Compound plate preparation

The compounds were prepared in specified solvent (i.e., DMSO, PBS, water) and ultimately prepared in EMD Millipore’s GPCRProfiler® Assay Buffer to concentrations that were three-fold higher than the final assay concentration, that is, 100 μM. Similarly, vehicle controls and positive control (reference agonist, MCP-1) were prepared to ensure all assays were properly controlled. The GPCRProfiler® Assay Buffer was a modified Hanks Balanced Salt Solution (HBSS) where HBSS was supplemented to contain 20 mM HEPES and 2.5 mM Probenecid at pH 7.4.

2.6.2 Calcium flux assay

The compounds supplied were plated in duplicate for the concentration assayed. During the agonist assay, the concentration reflects accommodation for the dilution of compound during the Antagonist Assay. Reference agonist was prepared in a similar manner to serve as assay control and included at Emax (the concentration where the reference agonist elicited a maximal response).

The agonist assay was conducted on a FLIPR TETRA instrument where the test compounds, vehicle controls, and reference agonist were added to the assay plate after a fluorescence/luminescence baseline was established. The agonist assay was a total of 180 s and was used to assess each compound’s ability to activate CCR2b. Upon completion of the 3-min agonist assay, the assay plate was incubated at 25°C for a further 2 min. After the incubation period, the antagonist assay was initiated.
Using EC80 potency values determined during the agonist assay, all preincubated sample compound wells were challenged with EC80 concentration of reference agonist after establishment of a fluorescence/luminescence baseline. The antagonist assay was conducted using the same assay plate that was used for the agonist assay. The antagonist assay was conducted on a FLIPR<sup>TETRA</sup> instrument where vehicle controls and EC<sub>80</sub> concentration of reference agonist were added to appropriate wells. The antagonist assay was a total of 180 s and was used to assess each compound’s ability to inhibit CCR2b.

2.6.3 | Data processing

All plates were subjected to appropriate baseline corrections. Once baseline corrections were processed, maximum fluorescence/luminescence values were exported and data were manipulated to calculate percentage activation and percentage inhibition. Data manipulation calculation is as follows: 

\[
\text{((Max RLU) } - \text{ (Baseline Avg.)))/(\text{(Positive Avg.) } - \text{ (Baseline Avg.).})
\]

3 | RESULTS AND DISCUSSION

3.1 | Initial CCR2 models: sequence alignment and homology modeling

Kim et al. built CCR2 models using the X-ray structure of β2AR (PDB Entry: 2RH1) as a template. Unlikely, we used X-ray structure of CXCR4 bound to IT1t (PDB Entry: 3ODU) because CXCR4 is more homologous to CCR2. The sequence identity is 33.2%, and sequence similarity is 62.7% between CXCR4 and CCR2 (cf. Figure S1). Based on the outcome of sequence alignment, Modeler generated 20 CCR2 models according to default setting. As mentioned in the Method Section, three models of lower PDF total energy were submitted for energy minimization. Ramachandran plots generated by PROCHECK for these models are shown in Figure S2. It reflects stereochemistry of all amino acid residues except for Gly and Pro in a protein structure. As demonstrated by statistics from Ramachandran plots (cf. Table 1), generally three models are of equivalent stereochemical quality, as for all models over 99% residues are within allowed regions, that is, most favored region, additional allowed region and generally allowed region. To be specific, MOD1 is somewhat better than others. All of its residues are within allowed regions, and thus, this model was used as the initial model for optimization by EN-NMA plus Flexible Docking. For both MOD2 and MOD3, 0.4% of residues are within disallowed region. For a fair comparison, we followed the earlier publication to retain all the three models for DS/Ligand Minimization (Kim et al., 2011). Figure S3 shows that the positions of Glu291 are different in three models, which may affect model performance in ligand enrichment. In this sense, the use of all three initial models would be a better choice.

3.2 | Rational selection of optimal ligand-induced fit models

For strategy I that consists of EN-NMA and Flexible Docking, EN-NMA generated 100 receptor conformations based on the initial model, that is, MOD1. Flexible docking by AutoDock Vina generated ligand-induced fit complexes, among which 46 complexes possessed a necessary salt bridge between the reference molecule and Glu291. These ligand-induced fit models were clustered, which generated dendrogram and heatmap for model selection, that is, one model for each cluster (cf. Figure S4a). As mentioned in Method Section, consensus score is an essential indicator for model selection. The consensus scores of 46 complexes were shown in Table S1. According to that, we selected 10 ligand-induced fit CCR2 models from different clusters, that is, 44_08, 65_04, 94_15, 71_20, 33_02, 09_11, 80_03, 20_04, 26_02, and 81_04. (cf. Table 2).

For strategy II that includes DS/Ligand Minimization, the reference molecule was docked into the binding site of each initial model, that is, MOD1-MOD3 and submitted for energy minimization, which generated multiple ligand-induced fit complexes. Similar to strategy I, we only kept those complexes that possessed salt bridge between the reference molecule and Glu291. As shown in Table 3, 12 ligand-induced fit models met this criterion. Among them, six models were from MOD1, and three models were from MOD2, while other three models were from MOD3. By structure clustering,
we observed all these models were in three clusters. To be specific, cluster 1 includes 1_1, 1_3, 1_4, 1_5, 1_6, and 1_7 from MOD1, and cluster 2 includes 2_1, 2_2, and 2_3 from MOD2. Likewise, cluster 3 includes 3_1, 3_2, and 3_3 from MOD3 (cf. Figure S4b). Each cluster was consistent with its individual source, which demonstrated trivial difference in structures within each cluster. This further indicated energy minimization was not capable of changing overall conformation in a significant way. The final ligand-induced fit models we selected were 1_3, 2_3, and 3_2. (cf. Table 3), and they were of best consensus score in each cluster.

### 3.3 The characteristics of MUBD-CCR2

To build CCR2 ligand set, we initially collected 987 raw CCR2 antagonists (IC50 ≤ 1 µM). Then, they were carefully checked, curated, and prepared, which resulted in 891 protonated ligands (entities). Analogue excluding further reduced number of ligands to 60. Therefore, the final CCR2 ligand set includes 60 diverse and protonated ligands. Table S2 lists the CHEMBL IDs and the chemical structures of these ligands. As mentioned in the Method section, decoys were generated by our in-house program named MUBD-DecoyMaker. It generated 39 decoys for each ligand, and thus, a total of 2,340 unbiased decoys. Figure S5 shows most ROC curves of two nearest neighbor classifiers based on simp, and MACCS simS are close to the random distribution curve. Both values of mean(ROC AUCs) are 0.468 and 0.559, respectively, which are close to the value for random distribution, that is, 0.500. Besides, Figure S6 shows distribution curves for most physicochemical properties of ligands and decoys in MUBD-CCR2 match well, for example, AlogP, RBs, and NC. All the above data indicate MUBD-CCR2 is unbiased in terms of “artificial enrichment” and “analogue bias,” and thus, ligand enrichment assessment in this study based on MUBD-CCR2 would be fair. Meanwhile, the data imply that the benchmarking set is quite challenging as the commonly used similarity search based on MACCS keys is insufficient to discriminate CCR2 antagonists from the presumed inactive compounds.

### 3.4 Ligand enrichment of ligand-induced fit models

#### 3.4.1 Models optimized by EN-NMA plus FD

Among 110 pairs of models/scoring functions evaluated, the pairs of 81_04/PMF04 and 80_03/PMF04 show the maximum of ROCE1% values, that is, 14.29. (cf. Table 4) However, values of ROC AUC for 81_04/PMF04 (0.71) are greater than that for 80_03/PMF04 (0.67). (cf. Table 5) Meanwhile, Figure S7 clearly shows ROC curve for 81_04/PMF04 is above that for 80_03/PMF04. Therefore, 81_04/PMF04 performs better in terms of ligand enrichment than 80_03/PMF04. It is concluded that the best ligand-induced fit model from EN-NMA plus FD is 81_04 and the corresponding scoring function is PMF04. As shown in Tables 4 and 5, 81_04/PMF04 performs much better in terms of both early recognition and overall enrichment than MOD1/PMF04 (ROCE1%; 14.29 vs. 7.15; ROC AUC: 0.71 vs. 0.69) as well as the best pair for MOD1, that is, MOD1/PLP1 (ROCE1%; 14.29 vs. 8.93; ROC AUC: 0.71 vs. 0.59). These data demonstrate the use of strategy I, that is, EN-NMA plus FD boosts ligand enrichment as expected.

#### 3.4.2 Models optimized via DS/ligand minimization

In three optimized models from strategy II, model 1_3 performs the best when combined with Ligscore 1, with ROCE1% value of 8.93 and ROC AUC value of 0.65. For the model of 2_3, it...
### TABLE 3  The consensus score (average rank) of each ligand-induced fit model in each cluster

| Initial model | ID | Ligscore1 | Ligscore2 | -PLP1 | -PLP2 | Jain | -PMF | -PMF04 | Ludi_1 | Ludi_2 | Ludi_3 | Consensus score |
|---------------|----|-----------|-----------|-------|-------|------|------|--------|--------|--------|--------|-----------------|
| MOD1          | 1_3| 1         | 1         | 1     | 1     | 3    | 5    | 6      | 2      | 2      | 5      | 2.7             |
|               | 1_1| 2         | 2         | 4     | 3     | 2    | 4    | 5      | 3      | 1      | 3      | 2.9             |
|               | 1_5| 3         | 4         | 2     | 2     | 6    | 2    | 4      | 3      | 1      | 3      | 2.9             |
|               | 1_4| 4         | 3         | 6     | 6     | 1    | 3    | 3      | 1      | 4      | 4      | 3.5             |
|               | 1_7| 6         | 6         | 3     | 4     | 5    | 1    | 1      | 6      | 6      | 2      | 4               |
|               | 1_6| 5         | 5         | 5     | 5     | 4    | 6    | 4      | 5      | 5      | 6      | 5               |
| MOD2          | 2_3| 3         | 1         | 1     | 1     | 2    | 2    | 1      | 1      | 1      | 2      | 1.5             |
|               | 2_2| 2         | 2         | 2     | 2     | 1    | 1    | 2      | 2      | 1      | 1      | 1.7             |
|               | 2_1| 1         | 3         | 3     | 3     | 3    | 3    | 3      | 3      | 3      | 3      | 2.8             |
| MOD3          | 3_2| 2         | 2         | 2     | 2     | 1    | 1    | 1      | 2      | 2      | 2      | 1.4             |
|               | 3_1| 2         | 1         | 2     | 1     | 1    | 2    | 2      | 1      | 2      | 2      | 1.6             |
|               | 3_3| 3         | 3         | 3     | 3     | 3    | 3    | 3      | 3      | 3      | 3      | 3               |

### TABLE 4  Early enrichment (i.e., ROCE1%) for different pairs of models/scoring functions

| Source                     | Model | ChemScore | Ludi_1 | Ludi_2 | Ludi_3 | Ligscore1 | Ligscore2 | -PLP1 | -PLP2 | Jain | -PMF | -PMF04 |
|----------------------------|-------|-----------|--------|--------|--------|------------|-----------|-------|-------|------|------|--------|--------|
| EN-NMA + FD                | 81_04 | 0.00      | 1.79   | 1.79   | 0.00   | 3.57       | 1.79      | 0.00  | 1.79  | 3.57 | 3.57 | 3.57   | 14.29  |
|                            | 94_15 | 0.00      | 1.79   | 1.79   | 1.79   | 3.57       | 5.36      | 1.79  | 1.79  | 3.57 | 1.79 | 7.15   |
|                            | 44_08 | 1.79      | 1.79   | 1.79   | 0.00   | 1.79       | 5.36      | 0.00  | 0.00  | 1.79 | 1.79 | 3.56   |
|                            | 33_02 | 0.00      | 3.57   | 3.57   | 0.00   | 0.00       | 0.00      | 0.00  | 1.79  | 1.79 | 3.57 | 3.57   |
|                            | 20_04 | 1.79      | 1.79   | 1.79   | 0.00   | 1.79       | 0.00      | 1.79  | 1.79  | 7.15 | 1.79 | 0.00   |
|                            | 09_11 | 1.67      | 0.00   | 0.00   | 1.67   | 0.00       | 0.00      | 1.67  | 3.33  | 1.67 | 5.00 | 5.00   |
|                            | 80_03 | 1.79      | 0.00   | 0.00   | 0.00   | 3.57       | 3.57      | 1.79  | 1.79  | 3.57 | 1.79 | 14.29  |
|                            | 71_20 | 1.79      | 0.00   | 0.00   | 1.79   | 0.00       | 0.00      | 0.00  | 1.79  | 3.57 | 1.79 | 0.00   |
|                            | 65_04 | 1.79      | 1.79   | 0.00   | 0.00   | 0.00       | 0.00      | 3.57  | 3.57  | 1.79 | 3.57 | 1.79   |
|                            | 26_02 | 1.79      | 0.00   | 0.00   | 0.00   | 3.57       | 5.36      | 0.00  | 1.79  | 1.79 | 3.57 | 0.00   |
| DS/Ligand minimization     | 1_3   | 1.79      | 0.00   | 0.00   | 0.00   | 8.93       | 3.57      | 1.79  | 1.79  | 1.79 | 1.79 | 1.79   |
|                            | 2_3   | 1.79      | 0.00   | 1.79   | 0.00   | 1.79       | 1.79      | 1.79  | 1.79  | 1.79 | 1.79 | 7.15   |
|                            | 3_2   | 0.00      | 0.00   | 0.00   | 0.00   | 1.79       | 1.79      | 0.00  | 1.79  | 1.79 | 1.79 | 1.79   |
| Modeler                   | MOD1  | 1.79      | 0.00   | 0.00   | 0.00   | 0.00       | 1.79      | 8.93  | 3.57  | 1.79 | 3.57 | 7.15   |
|                            | MOD2  | 1.79      | 1.79   | 3.57   | 3.57   | 0.00       | 1.79      | 1.79  | 1.79  | 1.79 | 3.57 | 7.15   |
|                            | MOD3  | 1.79      | 3.57   | 5.36   | 1.79   | 1.79       | 0.00      | 3.57  | 8.93  | 3.57 | 1.79 | 10.72  |
| Source                      | Model | ChemScore | Ludi_1 | Ludi_2 | Ludi_3 | Ligscore1 | Ligscore2 | -PLP1 | -PLP2 | Jain | -PMF | -PMF04 |
|-----------------------------|-------|-----------|--------|--------|--------|-----------|-----------|-------|-------|------|------|-------|
| EN-NMA + FD                 | 81_04 | 0.49      | 0.49   | 0.52   | 0.44   | 0.61      | 0.57      | 0.60  | 0.61  | 0.56 | 0.59 | 0.71  |
|                             | 94_15 | 0.56      | 0.48   | 0.53   | 0.37   | 0.55      | 0.49      | 0.55  | 0.53  | 0.57 | 0.56 | 0.68  |
|                             | 44_08 | 0.53      | 0.44   | 0.47   | 0.33   | 0.58      | 0.56      | 0.55  | 0.57  | 0.58 | 0.53 | 0.63  |
|                             | 33_02 | 0.46      | 0.45   | 0.50   | 0.35   | 0.46      | 0.40      | 0.51  | 0.53  | 0.50 | 0.53 | 0.63  |
|                             | 20_04 | 0.46      | 0.44   | 0.48   | 0.35   | 0.55      | 0.52      | 0.60  | 0.58  | 0.54 | 0.59 | 0.67  |
|                             | 09_11 | 0.46      | 0.43   | 0.46   | 0.36   | 0.56      | 0.55      | 0.46  | 0.47  | 0.52 | 0.47 | 0.58  |
|                             | 80_03 | 0.52      | 0.45   | 0.46   | 0.42   | 0.57      | 0.56      | 0.56  | 0.55  | 0.51 | 0.53 | 0.67  |
|                             | 71_20 | 0.47      | 0.41   | 0.44   | 0.34   | 0.51      | 0.51      | 0.51  | 0.53  | 0.54 | 0.50 | 0.58  |
|                             | 65_04 | 0.50      | 0.47   | 0.51   | 0.40   | 0.52      | 0.49      | 0.55  | 0.57  | 0.63 | 0.61 | 0.74  |
|                             | 26_02 | 0.45      | 0.43   | 0.46   | 0.35   | 0.57      | 0.55      | 0.54  | 0.52  | 0.51 | 0.48 | 0.58  |
| DS/Ligand Minimization      | 1_3   | 0.47      | 0.49   | 0.53   | 0.37   | 0.65      | 0.63      | 0.52  | 0.57  | 0.53 | 0.66 |
|                             | 2_3   | 0.51      | 0.47   | 0.49   | 0.41   | 0.54      | 0.54      | 0.57  | 0.56  | 0.55 | 0.59 | 0.69  |
|                             | 3_2   | 0.53      | 0.49   | 0.54   | 0.41   | 0.56      | 0.55      | 0.53  | 0.57  | 0.62 | 0.53 | 0.60  |
| Modeler                    | MOD1  | 0.51      | 0.44   | 0.47   | 0.39   | 0.57      | 0.55      | 0.59  | 0.58  | 0.51 | 0.54 | 0.69  |
|                             | MOD2  | 0.51      | 0.47   | 0.51   | 0.42   | 0.51      | 0.49      | 0.57  | 0.57  | 0.51 | 0.55 | 0.67  |
|                             | MOD3  | 0.53      | 0.49   | 0.53   | 0.41   | 0.50      | 0.49      | 0.55  | 0.60  | 0.57 | 0.55 | 0.66  |
shows the best performance when combined with PMF04. The values of ROCE1% and ROC AUC are 7.15 and 0.69, respectively. For the model of 3_2, its combinations with 11 scoring functions do not possess high ligand enrichment. Even for the pair of 3_2/PMF04, ROCE1% value is only 1.79 and ROC AUC is 0.60. Therefore, the best combination of models from DS/Ligand Minimization and 11 scoring functions is 1_3/Ligscore1.

To be noted, the best combination from DS/Ligand Minimization, that is, 1_3/Ligscore1, is worse than that from Modeler, that is, MOD3/PMF04 (ROCE1% = 10.72, ROC AUC = 0.66) in terms of ligand enrichment. We also compared the best combinations for each optimized model from DS/Ligand Minimization and its initial model. The result shows (a) the ligand enrichment of 1_3/Ligscore1 is equivalent to its initial model combined with PLP1 (ROCE1%: 8.93 vs. 8.93; AUC: 0.65 vs. 0.59); (b) ROCE1% value of 2_3/PMF04 is equal to that of MOD2/PMF04 (7.15) while its AUC value is slightly greater (0.69 vs. 0.67); (c) ROCE1% value of 3_2/PMF04 is 1.79, which is much less than that of MOD3/PMF04 (10.72). These data demonstrate the strategy that consists of DS/Ligand Minimization fails to generate ligand-induced fit models of high enrichment as well as improve ligand enrichment of initial models. Structural clustering shows trivial difference between each initial model and its optimized model, which may explain their equivalent performance in terms of ligand enrichment (cf. Figure S8).

3.4.3 Comparison between EN-NMA plus FD and DS/ligand minimization

From the above data (cf. Tables 4 and 5), we identified the best model/scoring function for each strategy, that is, 81_04/PMF04 from EN-NMA plus FD, 1_3/Ligscore1 from DS/Ligand Minimization, and MOD3/PMF04 from Modeler. According to the respective ROC curve in Figure 4, it is obvious that 81_04/PMF04 is better than 1_3/Ligscore1. Specifically, the ROC enrichment of the 81_04/PMF04 approach from our strategy was 5.36 times higher than the 1_3/Ligscore approach from DS/Minimization (14.29 vs. 8.93), when the false-positive rate was 1% (cf. Table 4). The CCR2 antagonists retrieved by those two approaches at 1% recovered known decoys are listed in Table S3. As is shown, the 81_04/PMF04 approach can identify 8 CCR2 antagonists with eight Bemis-Murcko scaffolds, whereas the 1_3/Ligscore1 approach only retrieved five actives with five Bemis-Murcko scaffolds. Therefore, our unique strategy is better than the reported DS/Ligand Minimization.

3.5 The selected ligand-induced fit model: binding mode and mutagenesis data

The model of 81_04 possesses high enrichment when combined with PMF04. Besides, its proposed binding mode with
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indicated its structure was diverse compared with the known CCR2 antagonists.

3.6.1 | Analogues of E859-1281 from substructure search

We performed substructure search to retrieve analogues of E859-1281 from Molport database (https://www.molport.com, accessed in Jun. 2014). The substructures used are shown in Figure S9. By further molecular docking against the optimal model 81_04, we selected 10 analogues for bioassay. Among them, MolPort-007-767-945 and MolPort-007-768-014 showed 33.2 ± 2.3% and 16.6 ± 1.8% inhibition on CCR2 at the concentration of 100 μM, respectively (cf. Tables 6 and S3). By exploring the two-dimension chemical structures of 10 bioassayed compounds, we identified the N-3,4-dimethyl-2H-pyrazolo[3,4-d]pyridazin and 3-carbonyl group substituted piperidine were shared by those active compounds. Besides, we noted the 3 carbon of piperidine in each active compound was chiral, and thus, the compounds we purchased and tested were composed of multiple isomers. To be specific, E859-1281 contained four isomers, while both MolPort-007-767-945 and MolPort-007-768-014 included two isomers. To uncover the specific isomer that took effect, we docked all the isomers against the CCR2 model and explored their binding modes. Interestingly, only when the carbon atom of piperidine was R-type, the binding modes of the shared core scaffold were the same for three hit compounds (cf. Figure 7), that is, the formation of salt bridge with Glu291 and hydrogen bond with Tyr120. The predicted binding modes also seemed to be consistent with the potency of these R-type compounds. For instance, the terminal group of E859-1281 interacted with Arg206 by hydrogen bond. Likewise, the compound of equivalent potency, that is, MolPort-007-767-945 formed hydrogen bond with Thr117. By contrast, no hydrogen bond was observed for the weakest compound, MolPort-007-768-014. Based on these observations, we proposed the R-type isomers were the active components of the hit compounds and the core structure was the most important part to maintain its activity. Therefore, we anticipate the pure R-type isomer of E859-1281 and MolPort-007-767-945 would possess higher potency.

4 | CONCLUSION

In this study, we have developed a unique strategy for LSHM that consists of EN-NMA and FD by AutoDock Vina. Using CXCR4 crystal structure as a template, we applied the proposed strategy to build multiple CCR2 homology models. Then, we used an in-house program implemented in Pipeline Pilot, that is, MUBD-DecoyMaker to construct a maximal unbiased benchmarking set for CCR2, that is, MUBD-CCR2. Based on this dataset, we have performed retrospective small-scale virtual screening to evaluate the performance of all the constructed models in enriching CCR2 antagonists. The model of 81_04 has been selected out as the best CCR2 model, as (a) it shows the highest enrichment when combined with the scoring function of PMF04, and (b) the proposed binding mode between CCR2 and Teijin lead by this model is consistent with the reported mutagenesis data. Nevertheless, it should be noted that the correlation coefficient between the -PMF04 scores and pIC50 values of the potent CCR2 antagonists in MUBD-CCR2 (cf. Figure S10) was quite
| Structure | Compound ID                  | MW  | AlogP | No. of hydrogen bond donor | No. of hydrogen bond acceptors | CCR2 inhibition% at 100 μM |
|----------|------------------------------|-----|-------|---------------------------|--------------------------------|-----------------------------|
| E859-1281 (4 isomers) | 468.98 | 3.12 | 1 | 6 | 37.7 ± 2.0 |
| MolPort-007-767-945 (2 isomers) | 475.97 | 3.41 | 1 | 6 | 33.2 ± 2.3 |
| MolPort-007-768-014 (2 isomers) | 461.60 | 3.19 | 1 | 6 | 16.6 ± 1.8 |

*Note:* Their chemical structures, physicochemical properties, and biological activity are listed.
low, indicating the 81_04/PMF04 approach remains to be improved.

We also reproduced the reported LSHM protocol termed as DS/Ligand Minimization here, with the aim to uncover the advantage of our unique protocol. For a fair comparison, we used CXCR4 crystal structure as a template to build CCR2 homology models. Ligand enrichment of all generated CCR2 models has been evaluated. Among them, the model of 1_3 has been validated as the best when combined with Ligscore1. Nevertheless, ligand enrichment of 1_3/Ligscore1 is much worse than 81_04/PMF04. Surprisingly, it is even worse than the combination of an initial model, that is, MOD3 and PMF04. According to clustering analysis, optimized models by DS/Ligand Minimization are quite similar to initial models from Modeler. This may explain why DS/Ligand Minimization is not able to improve ligand enrichment. By contrast, the performance of 81_04/PMF04 is much better than its initial model, that is, MOD1 combined with PMF04 or PLP1. These data demonstrate our novel strategy using EN-NMA plus FD is more capable of optimizing homology models than the reported one using DS/Ligand Minimization. In fact, we have found DS/Ligand Minimization is limited in model optimization, though it was reported to be effective.

Furthermore, we screened an in-house focused library by molecular docking against 81_04 and scoring by PMF04. Cherry-picking rendered four potential hits for CCR2 antagonist bioassay, of which E859-1281 was confirmed as active. Interestingly, the DS/Ligand Minimization strategy with 1_3/Ligscore1 as a representative approach was not likely to identify E859-1281 due to its low rank at the compound list (cf. Table S6). The substructure search and bioassay further identified an analogue; that is, MolPort-007-767-945 was equivalent to E859-1281 in terms of potency. We noticed E859-1281 or MolPort-007-767-945 was a mixture of multiple isomers, and thus predicted their R-type isomer may be more potent than the mixture and proposed further isolation. This prospective SBVS campaign has demonstrated the efficacy of the constructed model and its modeling strategy.

In fact, the strategy that comprises EN-NMA plus FD is not limited to the CCR2 modeling, but also applicable for other GPCR targets. As long as a homologous protein that possesses certain sequence identity and crystal structures are available, then the protocol would be fairly good for structure prediction. We anticipate this new workflow for LSHM will be widely applied for GPCRs-targeted drug discovery.

FIGURE 6  The hit compound E859-1281 and its nearest neighbor, that is, the most similar CCR2 antagonist CHEMBL1210670

FIGURE 7  The proposed binding modes of three compounds. Color code: red, E859-1281; magenta, MolPort-007-767-945; green, MolPort-007-768-014 [Colour figure can be viewed at wileyonlinelibrary.com]
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