QUANTITATIVE REDUCIBILITY OF GEVREY QUASI-PERIODIC COCYCLES AND ITS APPLICATIONS
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Abstract. We establish a quantitative version of strong almost reducibility result for $\text{sl}(2, \mathbb{R})$ quasi-periodic cocycle close to a constant in Gevrey class. We prove that, for the quasi-periodic Schrödinger operators with small Gevrey potentials, the length of spectral gaps decays sub-exponentially with respect to its labelling, the long range duality operator has pure point spectrum with sub-exponentially decaying eigenfunctions for almost all phases and the spectrum is an interval for discrete Schrödinger operator acting on $\mathbb{Z}^d$ with small separable potentials. All these results are based on a refined KAM scheme, and thus are perturbative.

1. Introduction

We consider the quasi-periodic Schrödinger operator on $\ell^2(\mathbb{Z}^b)$:

$$H_{v,\alpha,\theta} = \Delta + v(\theta + n\alpha)\delta_{nn'},$$

where $\Delta$ is the usual Laplacian on $\mathbb{Z}^b$ lattice, $v \in C^r(\mathbb{T}^d, \mathbb{R})$ ($r = 0, 1, \cdots, \infty, \omega$) is the potential, and $\alpha \in \mathbb{R}^d, \theta \in \mathbb{R}^d$ are called the frequency, the phase respectively. We will always assume that $(1, \alpha)$ is rationally independent, thus the spectrum of $H_{v,\alpha,\theta}$, denoted by $\Sigma_{v,\alpha}$, is a compact set of $\mathbb{R}$ with no isolated points, and independent on $\theta$. Operator (1.1) has been studied extensively for its rich background in quantum physics and quasi-crystal, one may consult [17, 38] and the references therein for partial advances. In this paper, we will focus on the properties of its spectrum.

1.1. Quantitative almost reducibility. The reducibility theory (consult section 2.2 for related concepts) has attracted much attention due to its importance in connecting dynamical systems and the spectral theory. The pioneering work was due to Dinaburg-Sinai [15]. They first used classical KAM theory to obtain positive measure energies has reducibility for one-dimensional continuous quasi-periodic Schrödinger equation, provided small analytic potential. Eliasson [16] made a breakthrough by proving the reducibility for almost all energies and the almost reducibility for all energies provided the frequency is Diophantine and the potential is small and analytic, using a crucial resonance-cancelation technique introduced by Moser-Pöschel [27]. The non-perturbative reducibility, i.e., the smallness of the perturbations does not depend on the Diophantine constant, was established by Hou-You [21] (see also Avila-Fayad-Krikorian [3]). Recently, Leguil-You-Zhao-Zhou [24] obtained a strong version of quantitative almost reducibility result, i.e., the strips of width not going to zero. Almost reducibility have many interesting spectral applications, curious readers are invited to consult [38].

In all the above almost reducibility results, the perturbations are all assumed to be analytic. In this paper, we extend these results to Gevrey class (consult section 2.1). Recall that $\alpha \in \mathbb{R}^d$
is called Diophantine if there exist $\gamma^{-1} > 1$, $\tau > d$, such that $\alpha \in \text{DC}_d(\gamma, \tau)$, where

$$\text{DC}_d(\gamma, \tau) := \left\{ x \in \mathbb{R}^d : \inf_{j \in \mathbb{Z}} |\langle n, x \rangle - j| \geq \frac{\gamma}{|n|^\tau}, 0 \neq n \in \mathbb{Z}^d \right\}.$$ 

Let $\text{DC}_d := \bigcup_{\gamma^{-1} > 1, \tau > d} \text{DC}_d(\gamma, \tau)$, then $\text{DC}_d$ has full Lebesgue measure. Then we can state our main result:

**Theorem 1.1.** Given $r_0 > 0$. Assume $\alpha \in \text{DC}_d(\gamma, \tau)$, $A_0 \in \text{SL}(2, \mathbb{R})$, $f_0 \in C^r_r(\mathbb{T}_d, \text{sl}(2, \mathbb{R}))$, with $0 < \nu < 1$. Then for any $r \in (0, r_0)$, there exists $\epsilon_*$ depending on $\gamma, \tau, d, \nu, r, r_0, ||A_0||$, such that if $|f_0|_{r_0} < \epsilon_*$, then the system $(\alpha, A_0 e^{f_0})$ is strong almost reducible with the “width” $r$.

More detailed quantitative estimates will be given in section 4. As a comparison, we mention that though the strong almost reducibility for Gevrey class have been proved by Chavaudret [12] in continuous analogy. We remark that our result provides more quantitative estimates, which plays a key role in the following applications to quasi-periodic Schrödinger operators with Gevrey potentials.

1.2. Estimates on spectral gaps. Recall that the bounded connected component of $\mathbb{R} \setminus \Sigma_{\nu, \alpha}$ is called the spectral gap, from the mathematical perspective, gap estimates is a core problem in the study of the spectral theory of quasi-periodic Schrödinger operators, since it can reflect the topological structure of the spectrum.

For $b = 1$, the famous Gap-Labeling theorem [22] states that for any spectral gap $G$, there exists a unique $k \in \mathbb{Z}^d$ such that $2\rho \equiv \langle k, \alpha \rangle \text{ mod } \mathbb{Z}$, where $\rho$ is its fibered rotation number (consult section 2.2). That is, all the spectral gaps can be labelled by integer vectors: we denote by $G_k(v) = (E_k^-, E_k^+)$ the gap with label $k \neq 0$. When $E_k^- = E_k^+$, we say the gap is collapsed. We also set $E_0^- := \inf \Sigma_{\nu, \alpha}, E_0^+ := \sup \Sigma_{\nu, \alpha}$, and $G_0(v) := (-\infty, E_0^-) \cup (E_0^+, \infty)$. The consideration of the estimates of gaps, may go back to a question that whether the spectrum is a Cantor set for the almost Mathieu operator (AMO), for which $v(\cdot) = 2\lambda \cos 2\pi \cdot \cdot \cdot = 1$ and $\alpha \in \mathbb{R} \setminus \mathbb{Q}$. This is so-called Ten Martini Problem stated by Barry Simon after an offer of Mark Kac in 1981 [35]. After works of many mathematicians, this problem was finally solved by Avila-Jitomirskaya [4]. The Dry Ten Martini Problem further conjectures that all gaps $G_k$ labeled by the Gap-Labeling theorem are open, for AMO case. This problem was partially resolved in [4, 5, 26, 31]. Moreover, Leguil-You-Zhao-Zhou [24] obtained the exponential asymptotic behavior on the gaps of noncritical AMO recently, which gives a quantitative estimate on their size.

It was conjectured that one-dimensional quasi-periodic Schrödinger operator generically has Cantor spectrum [34]. For partial advances we refer to [37]. Then people are also curious about how large are the gaps. There are many works along this line: For analytic small potentials, Moser-Pöschel [27] proved that $G_k(v)$ is exponentially small with respect to $|k|$ provided that $|k|$ large enough and $\langle k, \alpha \rangle$ not too close to other $\langle m, \alpha \rangle$; Amor [1] proved the all gaps $G_k(v)$ are sub-exponentially small with respect to $|k|$ for small analytic potentials and Diophantine $\alpha$; Damanik-Goldstein [13] proved the decay rate $|G_k(v)| \leq 2D_\nu e^{-\nu r_0 |k|}$ for sufficiently small $v \in C^r_r(\mathbb{T}_d, \mathbb{R})$.

Later on, Leguil-You-Zhao-Zhou [24] improved the decay rate as $|G_k(v)| \leq ||v||_{r_0} e^{-2\pi r |k|}$, where $r \in (0, r_0)$ can be arbitrary close to $r_0$. For weakly coupled quasi-periodic Schrödinger operators with partial Liouville frequencies, see also the result by Liu-Shi [25], the size of the spectral gaps decays exponentially.
If the regularity of $v$ is weaker than analytic, one can not expect an exponential decay rate [13]. In finite differentiable regime, Cai-Wang [11] showed that the gap lengths decay polynomially. In this paper, we improve this result to sub-exponential decay for small Gevrey potentials.

**Theorem 1.2.** Given $r_0 > 0$. Assume that $\alpha \in \text{DC}_d(\gamma, \tau)$, $v \in G^r_n(\mathbb{T}^d, \mathbb{R})$ with $0 < r < 1$. For any $r \in (0, r_0)$, there exists $\epsilon_\ast = \epsilon_\ast(\gamma, \tau, d, \nu, r_0, r) > 0$ such that if $|v|_{r_0} = \epsilon_0 < \epsilon_\ast$, then for any $k \in \mathbb{Z}^d \setminus \{0\}$, the $k^{th}$ gap of $H_{\nu, \alpha, \theta}$, denoted by $G_k(v)$, has the following estimate

$$|G_k(v)| \leq \epsilon_0^\frac{1}{3} e^{-r|2\pi k|^\nu}.$$ 

One should not expect all gaps are open for general quasi-periodic Schrödinger operators [19], thus different from the AMO case, in general it is impossible to give any non-trivial lower bound of gap length.

### 1.3. Long range operator

The Aubry duality of one dimensional Schrödinger operators $H_{\lambda^{-1}, \nu, \alpha, \theta}$ are long-range operators on $\mathbb{Z}^d$.

(1.2) $$(L_{\lambda^{-1}, \nu, \alpha, \theta} \phi)^{n} = \sum_{k \in \mathbb{Z}^d} \hat{\phi}(n-k)u_k + 2\lambda \cos 2\pi(\phi \langle n, \alpha \rangle)u_n, \phi \in \mathbb{T},$$

then we have

**Theorem 1.3.** If $\alpha \in \text{DC}_d$, $v \in G^r_n(\mathbb{T}^d, \mathbb{R})$, then for any $r \in (0, r_0)$, there exists $\lambda_0(\alpha, d, \nu, r_0, r)$, such that if $\lambda > \lambda_0$, $L_{\lambda^{-1}, \nu, \alpha, \theta}$ has pure point spectrum with sub-exponentially decaying eigenfunctions for a.e. $\phi \in \mathbb{T}$.

If $d = 1$, Bourgain-Jitomirskaya [9] showed that for any fixed Diophantine $\alpha$, $L_{\lambda^{-1}, \nu, \alpha, \theta}$ has Anderson localization for sufficiently large $\lambda$ and a.e. $\theta$. This result is non-perturbative in the sense that the largeness of $\lambda$ is independent of $\alpha$. Recently, Ge-You-Zhou [18] showed the same holds for $d \geq 2$, but is a perturbative result, in the sense that the largeness of $\lambda$ depends on $\alpha$. Theorem 1.3 extends their result to Gevrey class. As a comparison, we mention that Shi [33] proved that for multi-frequency quasi-periodic operator with Gevrey type perturbations, that is,

$$(L_{\lambda, \nu, \theta} \phi)^{n} = \sum_{k \in \mathbb{Z}^d} \hat{\phi}(n-k)u_k + \lambda \phi(n, \alpha)u_n, \phi \in \mathbb{T}^d,$$

pure point spectrum with sub-exponentially decaying eigenfunctions holds for fixed $\phi \in \mathbb{T}^d$, sufficiently large $\lambda$ and a positive measure $\alpha$-set, by using the techniques of LDT and Green’s function estimates. While Theorem 1.3 is for fixed $\alpha$, if $\lambda$ sufficiently large (depends on $\alpha$), we have pure point spectrum with sub-exponentially decaying eigenfunctions holds for a.e $\phi$, we emphasize that the decay rate can be arbitrary close to $r_0$.

### 1.4. Interval spectrum

In the study of spectral theory, an interesting question to ask is how complex the spectrum is. If we consider the topological structure of a compact set, there are two extremes, one is the interval, one is the Cantor set. Interval is simple, intuitive, while the Cantor set is complex, counterintuitive. For $b = 1$, it is known that if the frequency $\alpha \in \mathbb{Q}^d$, the spectrum of $H_{\nu, \alpha, \theta}$ is a disjoint union of at most finite compact intervals. Furthermore, Bethe–Sommerfeld Conjecture states that for $b \geq 2$, the spectrum of the $b$-dimensional Schrödinger operator with periodic potential contains only finitely many gaps, partial advances see [20, 30]. But for quasi-periodic case, the spectrum contains only finitely many gaps is a novel phenomenon. For $b = 1$,
Goldstein-Schlag-Voda [19] showed that for multi-frequency case, the spectrum can be a single interval. While for \( b \geq 2 \), things become easier. It is known that the spectrum of separable \( b \)-dimensional Schrödinger operators are sums of the spectrum of single 1-dimensional operators (consult section 2.3). Thus if we assume the potential \( v \) of \( H_{v,\alpha,\theta} \) is separable potentials, intuitively, even though the spectrum of 1-dimensional operators is a Cantor set, if those gaps in every Cantor set have good control, then their sums can still produce an interval, thus it is natural to expect a condition such that the interval spectrum occurs. The famous Newhouse Gap Lemma [28] provides a tool to link the gap information for a single Cantor set and their sums, thus our gap estimates can be applied to show the interval spectrum. This approach has been studied by Takase [36], who showed that if any 1-dimensional Schrödinger operator with analytic potential frequency-dependent close to constants, then their sums is an interval. We extend this work to infinite differentiable regime, that is, the following result:

**Theorem 1.4.** For separable \( b \)-dimensional discrete Schrödinger operators \( \hat{H} \) generated by one dimensional quasi-periodic Gevrey-class Schrödinger operators

\[
\hat{H} = \Delta + \sum_{j=1}^{b} v_j(n_j \alpha_j + \theta_j) \delta_{n^j},
\]

where \( v_j \in G^{\nu}_{r_0}(T^d, \mathbb{R}) \) with \( 0 < \nu < 1 \), for \( j = 1, \ldots, b \). Assume \( \alpha_j \in \text{DC}_d(\gamma, \tau) \), then there exists \( \varepsilon = \varepsilon(\gamma, \tau, d, \nu, r_0) > 0 \), such that if

\[
0 < |v_j| < \varepsilon \quad \text{for} \quad j = 1, \ldots, b,
\]

the spectrum of \( \hat{H} \) is an interval.

**Remark 1.1.** Theorem 1.4 is necessarily perturbative due to [8].

1.5. **Structure of the paper.** Some preliminaries are introduced in section 2. Quantitative almost reducibility for Gevrey class is established in section 3, section 4. In section 5, section 6, section 7, we will apply quantitative almost reducibility to finish the proof of Theorems 1.3, 1.2 and 1.4, respectively. Some standard proofs are included in the Appendix for completeness.

2. **Preliminaries**

For an \( n \times n \) matrix \( A \), we will use the canonical norm \( ||A|| := \max_{1 \leq i,j \leq n} |a_{ij}| \).

2.1. **Gevrey functions.** Recall that a function \( f \in C^\infty(T^d, \mathbb{R}) \) is called \( \nu \)-Gevrey regular, if we write it as \( f(\theta) = \sum_{k \in \mathbb{Z}^d} \hat{f}(k)e^{i2\pi(k, \theta)} \), there exists \( \nu \in (0, 1] \), such that \( |\hat{f}(k)| \lesssim e^{-\rho|k|^\nu} \), \( \forall k \in \mathbb{Z}^d \), where \( \rho > 0 \), \( |k| = \sum_{i=1}^{d} |k_i| \). In particular, if \( \nu = 1 \), \( f \) is analytic. In this paper, we will set

\[
|f|_r = |f|_{\nu, r} := \sum_{k \in \mathbb{Z}^d} |\hat{f}(k)|e^{r|2\pi k|^\nu} < \infty, \quad 0 < \nu < 1,
\]

where \( r > 0 \) is called the “width”, and denote by \( G^{\nu}_{r}(T^d, *) \) the set of these \( * \)-valued functions (\( * \) will usually denote \( \mathbb{R}, \text{SL}(2, \mathbb{R}) \)).

**Remark 2.1.** If \( f \in G^{\nu}_{r}(2T^d, \mathbb{R}) \), \( |f|_r := \sum_{k \in \mathbb{Z}^d} |\hat{f}(k)|e^{r|2\pi k|^\nu} \).
2.2. Quasi-periodic cocycle and reducibility. In this subsection, we recall some basic concepts in quasi-periodic dynamics.

For given $A \in C^0(\mathbb{T}^d, \text{SL}(2, \mathbb{C}))$ and $\alpha \in \mathbb{R}^d$ with $(1, \alpha)$ rationally independent, the quasi-periodic cocycle is defined as

$$(\alpha, A) : \mathbb{T}^d \times \mathbb{C}^2 \rightarrow \mathbb{T}^d \times \mathbb{C}^2 \quad \text{with} \quad (\theta, v) \mapsto (\theta + \alpha, A(\theta)v).$$

Denote $(\alpha, A)^n = (n\alpha, A_n)$, where

$$A_n(\theta) := \begin{cases} A(\theta + (n-1)\alpha) \cdots A(\theta + \alpha)A(\theta), & n \geq 0 \\ A^{-1}(\theta + n\alpha)A^{-1}(\theta + (n+1)\alpha) \cdots A^{-1}(\theta - \alpha), & n < 0. \end{cases}$$

Then the Lyapunov exponent is well-defined by

$$L(\alpha, A) := \lim_{n \to \infty} \frac{1}{n} \int_{\mathbb{T}^d} \ln \|A_n(\theta)\| \, d\theta.$$ 

The cocycle $(\alpha, A)$ is uniformly hyperbolic if for any $\theta \in \mathbb{T}^d$, there exists a continuous splitting $\mathbb{C}^2 = E^s(\theta) \oplus E^u(\theta)$ such that for every $n \geq 0$,

$$|A_n(\theta)v| \leq Ce^{-cn}|n|, \quad v \in E^s(\theta),$$

$$|A_n(\theta)^{-1}v| \leq Ce^{-cn}|n|, \quad v \in E^u(\theta + n\alpha),$$

for some constants $C, c > 0$, i.e., the splitting is invariant by the dynamics. If we consider the eigenvalue equation $H_{v,\alpha,\theta}u = Eu$, then we can induce a Schrödinger cocycle, denoted by $(\alpha, S^u_E)$:

$$(2.1) \quad \begin{pmatrix} u_{n+1} \\ u_n \end{pmatrix} = \begin{pmatrix} E - v(\theta + n\alpha) & -1 \\ 1 & 0 \end{pmatrix} \begin{pmatrix} u_n \\ u_{n-1} \end{pmatrix}.$$ 

It is well-known that $E \notin \Sigma_{v,\alpha}$ if and only if $(\alpha, S^u_E)$ is uniformly hyperbolic.

Assume $A \in C^0(\mathbb{T}^d, \text{SL}(2, \mathbb{R}))$ is homotopic to the identity, then there exist $\psi : \mathbb{T}^d \times \mathbb{T} \rightarrow \mathbb{R}$ and $u : \mathbb{T}^d \times \mathbb{T} \rightarrow \mathbb{R}_+$ such that

$$A(x) \cdot \begin{pmatrix} \cos 2\pi y \\ \sin 2\pi y \end{pmatrix} = u(x, y) \begin{pmatrix} \cos 2\pi(y + \psi(x, y)) \\ \sin 2\pi(y + \psi(x, y)) \end{pmatrix}.$$ 

The function $\psi$ is called a lift of $A$. Let $\mu$ be any probability measure on $\mathbb{T}^d \times \mathbb{T}$ which is invariant by the continuous map $T : (x, y) \mapsto (x + \alpha, y + \psi(x, y))$, projecting over Lebesgue measure on the first coordinate. Then the number

$$\rho(\alpha, A) = \int \psi \, d\mu \mod \mathbb{Z}$$

does not depend on the choices of $\psi$ and $\mu$ and is called the fibered rotation number of $(\alpha, A)$, see [22]. Given $\phi \in \mathbb{T}^d$, let $R_\phi := \begin{pmatrix} \cos 2\pi\phi & \sin 2\pi\phi \\ \cos 2\pi\phi & \cos 2\pi\phi \end{pmatrix}$. It is immediate from the definition that

$$(2.2) \quad |\rho(\alpha, A) - \phi| < \|A - R_\phi\|_0,$$

where $\|\cdot\|_0$ denotes the $C^0$ norm. Any $B : 2\mathbb{T}^d \rightarrow \text{SL}(2, \mathbb{R})$ is homotopic to $\theta \in \mathbb{T}^d \rightarrow R_{m,\theta}$ for some $n \in \mathbb{Z}^d$ called the degree of $B$, denoted by $\deg B = n$. Given two real cocycles $(\alpha, A)$ and
(\alpha, A')$, we say they are real conjugated to each other if there exists $B \in C^0(2\mathbb{T}^d, \text{SL}(2, \mathbb{R}))$ such that
\[ B(\theta + \alpha)^{-1} A(\theta) B(\theta) = A'(\theta). \]

The fibered rotation number has the following property:

**Theorem 2.1** ([23]). Assume $(\alpha, A)$ is conjugated to $(\alpha, A')$ by $B \in C^0(2\mathbb{T}^d, \text{SL}(2, \mathbb{R}))$ with $\deg B = n$, then we have
\[
\rho(\alpha, A) = \rho(\alpha, A') + \frac{\langle n, \alpha \rangle}{2}.
\]

The cocycle $(\alpha, A)$ is said to be $(\nu\text{-Gevrey})$ reducible if it can be conjugated to a constant cocycle, that is, there exist $B \in G^\nu(2T^d, \text{SL}(2, \mathbb{R}))$ and $A_0 \in \text{SL}(2, \mathbb{R})$ such that
\[ B(\theta + \alpha)^{-1} A(\theta) B(\theta) = A_0. \]

It is said to be almost reducible, if the closure of its conjugates contains a constant cocycle.

2.3. **Separable potential.** Let $v : \mathbb{Z}^d \to \mathbb{R}$ be a potential. We call $v$ is separable if $v$ is given by
\[ v(n) = v_1(n_1) + \cdots + v_d(n_d), \]
where $n = (n_1, \cdots, n_d) \in \mathbb{Z}^d$. Consequently, we have

**Theorem 2.2** ([14]). For $d$-dimensional discrete Schrödinger operators on $\ell^2(\mathbb{Z}^d)$
\[ H = \Delta + \sum_{j=1}^{d} v_j(n_j) \delta_{nn'}, \]
declare its spectrum by $\hat{\Sigma}$. Consider the associated 1-dimensional Schrödinger operators on $\ell^2(\mathbb{Z})$
\[ (H_j u)_n = \Delta + v_j(n) \delta_{nn'}, \]
and denote its spectrum by $\Sigma_j$. Then we have
\[ \hat{\Sigma} = \Sigma_1 + \cdots + \Sigma_d. \]

2.4. **Thickness and the Newhouse Gap Lemma.** Let $K$ be a nonempty compact subset of $\mathbb{R}$, we define its thickness. We consider the gaps of $K$: a gap of $K$ is a connected component of $\mathbb{R} \setminus K$; a bounded gap is a bounded connected component of $\mathbb{R} \setminus K$. If $I$ is an interval, let $\ell(I)$ be its length. Let $U$ be any bounded gap and $u$ be a boundary point of $U$, thus $u \in K$. Let $C$ be the bridge of $K$ at $u$, i.e., the maximal interval in $\mathbb{R}$ such that

1. $u$ is a boundary point of $C$,
2. if $C$ contains points of a gap $V$, then $\ell(V) < \ell(U)$.

\[ U \quad u \quad U_1 \quad U_2 \quad U' \]

\begin{center}
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**Figure 1.** $\ell(U') > \ell(U)$ and $C$ is the bridge of $K$ at $u$
Then the thickness of $K$ at $u$ is defined as $\tau(K,u) = \ell(C)/\ell(U)$ and the thickness of $K$, denoted by $\tau(K)$, is the infimum over these $\tau(K,u)$ for all boundary points $u$ of bounded gaps.

Note that $\tau(K) = 0$, if $K$ has an isolated point, and $\tau(K) = +\infty$ when $K$ is an interval. To get interval spectrum, we require the following Gap Lemma in $[2]$, which is the generalization of the classical Gap Lemma established by Newhouse $[28]$.

**Theorem 2.3** ($[2]$). Let $K_1, \cdots, K_d$ $(d \geq 2)$ be nonempty compact subsets of $\mathbb{R}$. For each nonempty compact subset $K$ of $\mathbb{R}$, define

$$\Gamma(K) := \sup\{\ell(U) : U \text{ is a bounded gap of } K\}.$$ 

Assume

$$\begin{cases} \Gamma(K_j) \leq \text{diam}(K_i), & \forall 1 \leq j < i \leq d, \\ \Gamma(K_i) \leq \text{diam}(K_1) + \cdots + \text{diam}(K_{i-1}), & \forall 2 \leq i \leq d. \end{cases}$$

Then if $\sum_{i=1}^{d} \frac{\tau(K_i)}{\tau(K_i) + 1} \geq 1$, we have $\tau(K_1 + \cdots + K_d) = +\infty$ and $K_1 + \cdots + K_d$ is an interval.

**Remark 2.2.** In $[2, 28]$, the author used another definition of thickness, the equivalence of these two definitions can be found in $[29]$, p. 61.

3. **The (non-)resonant space**

In Hou-You $[21]$, a crucial observation is that one can eliminate the non-resonant terms. In this section, we will prove a similar lemma to eliminate the non-resonant terms which is suitable for our Gevrey case.

For any $N > 0$, we define the truncation operator as

$$(T_N f)(\theta) := \sum_{k \in \mathbb{Z}^d, |k| \leq N} \hat{f}(k)e^{i2\pi \langle n, \alpha \rangle},$$

and for any set $K \subset \mathbb{Z}^d$, we denote

$$(S_K f)(\theta) := \sum_{k \in K} \hat{f}(k)e^{i2\pi \langle k, \alpha \rangle}.$$ 

Given $\eta > 0$, $\alpha \in \mathbb{R}^d$, and $A \in \text{SL}(2, \mathbb{R})$. Recall that there is an isomorphism from $\text{sl}(2, \mathbb{R})$ to $\text{su}(1, 1)$, which is given by $B \mapsto MBM^{-1}$ with

$$M = \frac{1}{1+i} \begin{pmatrix} 1 & -i \\ i & 1 \end{pmatrix}.$$ 

More precisely, a direct computation leads to

$$(3.1) \quad M \begin{pmatrix} x & y+z \\ y-z & -x \end{pmatrix} M^{-1} = \begin{pmatrix} iz & x-iy \\ x+iy & -iz \end{pmatrix}.$$ 

Assume that the two eigenvalues of $A$ are $e^{\pm i2\pi \xi}$, let

$$\Phi := \{n \in \mathbb{Z}^d \setminus \{0\} : |e^{i2\pi \langle n, \alpha \rangle} - 1| \geq \eta, |e^{i2\pi \langle n, \alpha \rangle} - 1| \geq \eta\}$$
and $\Phi^c : \mathbb{Z}^d - \Phi$. Define the following subspace,

$$
\tilde{G}^{\nu}_{r}(nre)(\eta) = \left\{ \begin{pmatrix} iS_{\Phi} f & S_{\Phi} g \\ S_{\Phi} g & -iS_{\Phi} f \end{pmatrix} \left| \begin{array}{l}
 f \in G^{\nu}_{r}(\mathbb{T}^d, \mathbb{R}), g \in G^{\nu}_{r}(\mathbb{T}^d, \mathbb{C}) \end{array} \right. \right\},
$$

and also define $G^{\nu}_{r}(nre)(\eta) = M^{-1}\tilde{G}^{\nu}_{r}(nre)(\eta)M$, $G^{\nu}_{r}(re)(\eta) = M^{-1}\tilde{G}^{\nu}_{r}(re)(\eta)M$, we call $G^{\nu}_{r}(nre)(\eta)$ the non-resonant space and $G^{\nu}_{r}(re)(\eta)$ the resonant space, all these subspaces above are Banach space. It follows that

$$
G^{\nu}_{r}(\mathbb{T}^d, su(1, 1)) = \tilde{G}^{\nu}_{r}(re)(\eta) + \tilde{G}^{\nu}_{r}(nre)(\eta),
$$

$$
G^{\nu}_{r}(\mathbb{T}^d, sl(2, \mathbb{R})) = G^{\nu}_{r}(re)(\eta) + G^{\nu}_{r}(nre)(\eta).
$$

Under this decomposition, we have the following lemma:

**Lemma 3.1.** Assume that $A \in SL(2, \mathbb{R})$, there exist numerical constants $c_1, D_1$ such that if

$$
\epsilon \leq c_1\|A\|^{-D_1} \text{ and } \eta \geq \|A\|^2\epsilon^\frac{1}{2},
$$

then for any $f \in G^{\nu}_{r}(\mathbb{T}^d, sl(2, \mathbb{R}))$ with $|f|_{\Lambda, r} \leq \epsilon$, there exist $Y \in G^{\nu}(nre)(\eta)$ and $f^{(re)} \in G^{\nu}(re)(\eta)$ such that

$$
e^{-Y(\theta + \alpha)}(Ae^{f(\theta)})e^{Y(\theta)} = Ae^{f^{(re)}(\theta)},$$

with $|Y|_r \leq \epsilon^\frac{1}{2}$, and $|f^{(re)}|_r \leq 2\epsilon$.

**Remark 3.1.** The analytic version of this result has appeared in [10, 21]. The proof of this lemma is based on a quantitative Implicit Function Theorem, and will be given in the Appendix A for completeness.

### 4. Quantitative Almost Reducibility

#### 4.1. The inductive step.

Consider the following quasi-periodic SL(2, $\mathbb{R}$) cocycle

$$
\begin{pmatrix}
 u_{n+1} \\
 u_n
 \end{pmatrix} = (Ae^{f(\theta + \alpha)}) \begin{pmatrix}
 u_n \\
 u_{n-1}
 \end{pmatrix},
$$

with $\alpha \in DC_\sigma(\gamma, \tau)$, $A \in SL(2, \mathbb{R})$, $f \in G^{\nu}_{r}(\mathbb{T}^d, sl(2, \mathbb{R}))$, for some $0 < \nu < 1$, denote it by $(\alpha, A, f)$. Then we have

**Proposition 4.1.** Let $\alpha \in DC_\sigma(\gamma, \tau)$, $\sigma = \frac{1}{2\pi}$. Given $r > 0$, then for any $r_+ \in (0, r)$, there exist $c = c(\gamma, \tau, d, \nu) > 0$ and a numerical constant $D$ such that if

$$
|f|_r \leq \epsilon \leq c\|A\|^{-D}(r - r_+)D\tau,
$$

then there exist $B(\theta) \in G^{\nu}_{r+}(2\mathbb{T}^d, SL(2, \mathbb{R}))$, $A_+ \in SL(2, \mathbb{R})$, $f_+ \in G^{\nu}_{r+}(\mathbb{T}^d, sl(2, \mathbb{R}))$ such that

$$
B(\theta + \alpha)^{-1}Ae^{f(\theta)}B(\theta) = A_+e^{f_+}(\theta).
$$

More precisely, assume the two eigenvalues of $A$ are $e^{\pm i2\pi \xi}$, and let $N := \frac{1}{2\pi} \left(\frac{2\ln c}{\xi - r_+}\right)^\frac{1}{2}$, we have the following:
Let $h$ denote the corresponding decomposition, by (4.1), we can apply Lemma 3.1, then $(\alpha, A\ell)$ is conjugated to a cocycle $(\alpha, A\ell')$ with $g \in G_{\ell'}(\ell')$. The fact $\alpha \in DC_d(\gamma, \tau)$ and (4.1) can imply

$$|e^{i2\pi(n, \alpha)} - 1| \geq \frac{\gamma}{N^2} \geq \epsilon^\sigma \geq \eta, \quad \forall n \in \mathbb{Z}^d \text{ with } 0 < |n| \leq N.$$

Thus combining (4.2) with (4.5), by the definition of $G_{\ell'}(\ell')(\eta)$, we have

$$T_{\ell}g(\theta) - \tilde{g}(0) = 0,$$

hence

$$|g - \tilde{g}(0)|_{r_+} = \sum_{|n| > N} |\tilde{g}(n)|e^{r_+((2\pi|n|)\ell')} \leq |g|_{r}e^{-(r-r_+)(2\pi N)\ell''} \leq 2\epsilon^3. \quad (5)$$

Let $B := e^X, A_+ := A\ell^{(0)}$, and $e^{f_+} := e^{-\tilde{g}(0)}e^\eta$. Clearly, we have the corresponding estimates.

For II. Since $\alpha \in DC_d(\gamma, \tau)$, thus we only need to consider the case in which $A$ is elliptic, i.e., $\xi \in \mathbb{R} \setminus \{0\}$. In fact, if $\xi \in \mathbb{R}$, we must have (4.2) holds.

**Lemma 4.1.** For $A$ is elliptic, there exists $P \in SL(2, \mathbb{R})$ such that

$$A = P^{-1}M^{-1}\left(\begin{array}{cc} e^{i2\pi \xi} & 0 \\ 0 & e^{-i2\pi \xi} \end{array} \right)MP$$

with \(||P|| \leq 16 \max\{\frac{1}{2}, \sqrt{\frac{||A||}{2\sin 2\pi \xi}}\}\).

**Proof.** By Schur’s Lemma, there exists a unitary matrix $U$ such that

$$A = e^\alpha = e^{(i2\pi \xi \quad 0 \quad p \quad 0 \quad \sin 2\pi \xi \quad 0 \quad e^{-i2\pi \xi} \quad -\sin 2\pi \xi \quad 0 \quad e^{i2\pi \xi})} = U \left(\begin{array}{cc} e^{i2\pi \xi} & \frac{\sin 2\pi \xi}{2\pi \xi}p \\ 0 & e^{-i2\pi \xi} \end{array} \right)U^*.$$
Notice that $\|U\| \leq 2$, we have $\|a\| \leq 8 \max\{|2\pi\xi|, |p|\}$, and $|\sin 2\pi\xi| |p| \leq 4|A|$, then by Lemma 8.1 in [21], there exists $P \in \text{SL}(2, \mathbb{R})$ with $\|P\| \leq 2\sqrt{\frac{|A|}{|2\pi\xi|}}$ such that $PA^{-1} = \begin{pmatrix} 0 & 2\pi\xi \\ -2\pi\xi & 0 \end{pmatrix}$, then we have

$$PAP^{-1} = M^{-1} \begin{pmatrix} e^{2\pi\xi} & 0 \\ 0 & e^{-12\pi\xi} \end{pmatrix} M$$

with $\|P\| \leq 16 \max\{\frac{1}{\sqrt{2}}, \frac{\sqrt{|A|}}{\sin 2\pi\xi}\}$.

Let $\tilde{A} := M^{-1} \begin{pmatrix} e^{2\pi\xi} & 0 \\ 0 & e^{-12\pi\xi} \end{pmatrix} M$, $\tilde{f} := PfP^{-1}$, by (4.1) and (4.3),

$$|2\xi|_T \geq |\langle n_*, \alpha \rangle|_T - \epsilon_* \geq \frac{\gamma}{|n_*|^r} - \epsilon_* \geq \frac{\gamma}{2|n_*|^r},$$

then by $|\sin 2\pi\xi| \geq \frac{2}{3}|2\xi|_T$, we have

$$|\tilde{f}|_r \leq \|P\|^2 \epsilon := \tilde{\epsilon} \leq 256 \max\{\frac{1}{4}, \gamma^{-1}|A||n_*|^r\} \epsilon \leq 256\gamma^{-1}|A||n_*|^r \epsilon \leq \epsilon_2^8.$$

By the concrete algebraic structure of $\tilde{A}$, if we set

$$\Phi_1 := \{n \in \mathbb{Z}^d : |e^{2\pi(n, \alpha)} - 1| \geq \eta\},$$

$$\Phi_2 := \{n \in \mathbb{Z}^d : |e^{2\pi(n, \alpha)} - 1| \geq \eta\},$$

and redefine

$$\tilde{G}^\nu_r(\eta) = \left\{ \begin{pmatrix} iS_\Phi_1 f & S_\Phi_2 g \\ S_\Phi_2 g & -iS_\Phi_1 f \end{pmatrix} \mid f \in G^\nu_r(\mathbb{T}^d, \mathbb{R}), g \in G^\nu_r(\mathbb{T}^d, \mathbb{C}) \right\},$$

$$\tilde{G}^{\nu}_r(\eta) = \left\{ \begin{pmatrix} iS_\Phi_1 f & S_\Phi_2 g \\ S_\Phi_2 g & -iS_\Phi_1 f \end{pmatrix} \mid f \in G^\nu_r(\mathbb{T}^d, \mathbb{R}), g \in G^\nu_r(\mathbb{T}^d, \mathbb{C}) \right\},$$

$G^{\nu}_r(\eta)$, $G^{\nu}_r(\eta)$ are redefined similar, we get the corresponding decomposition. Then we have the following which is similar with Lemma 3.1.

**Lemma 4.2.** Assume $A \in \text{SO}(2, \mathbb{R})$, there exist numerical constants $c_2, D_2$ such that if

$$\epsilon \leq c_2 \|A\|^{-D_2} \text{ and } \eta \geq \|A\|^2 \epsilon^{\frac{1}{4}},$$

then for any $f \in G^{\nu}_r(\mathbb{T}^d, \mathbb{sl}(2, \mathbb{R}))$ with $|f|_r \leq \epsilon$, there exist $Y \in G^{\nu}_r(\mathbb{T}^d, \mathbb{sl}(2, \mathbb{R}))$ and $f^{(re)} \in G^{\nu}_r(\mathbb{T}^d, \mathbb{R})$ such that

$$e^{-Y(\theta + \alpha)}(Ae^{f(\theta)})e^{Y(\theta)} = Ae^{f^{(re)}(\theta)},$$

with $|Y|_r \leq \epsilon^{\frac{3}{2}}$ and $|f^{(re)}|_r \leq 2\epsilon$.

**Proof.** The only difference between Lemma 3.1 and Lemma 4.2 is that if $A \in \text{SO}(2, \mathbb{R})$, for any $Y \in \mathbb{sl}(2, \mathbb{R})$, $A^{-1}Y(\cdot + \alpha)A - Y(\cdot)$ still belongs to $\mathbb{sl}(2, \mathbb{R})$. By the definition of redefined non-resonant space, one can easily check that

$$|A^{-1}Y(\theta + \alpha)A - Y'(\theta)|_r \geq \eta|Y'|_r.$$

The rest follows a same line as Lemma 4.2. $\square$
Let $\eta := 2\|A\|_{l^2}^{\frac{1}{2}}$, then one can apply Lemma 4.2, thus $(\alpha, \tilde{A}e^{\tilde{f}})$ can be conjugated to $(\alpha, \tilde{A}e^{\tilde{g}})$ with $g \in G_{r'}^\nu(re)(\eta)$ by a conjugacy $e^{\tilde{f}}$, and $|Y|_r \leq \epsilon^\frac{1}{4}, |g|_r \leq 2\epsilon$. By the definition of $G_{r'}^\nu(re)(\eta)$, there exist $g_{11}(\theta) \in G_{r'}^\nu(T^d, \mathbb{R}), g_{12}(\theta) \in G_{r'}^\nu(T^d, \mathbb{C})$ such that

$$Mg(\theta)M^{-1} = \left(\begin{array}{cc} i\hat{g}_{11}(\theta), & \hat{g}_{12}(\theta) \\ \hat{g}_{12}(\theta)^{-1}, & i\hat{g}_{11}(\theta) \end{array}\right)$$

(4.6)

By the definition of $g$, we have

$$\|g\|_{l^2} \leq |\xi|_{l^2} + |\eta|_{l^2}(\theta_1)^{-1} < \eta_1.$$  

(4.7)

By the Diophantine condition and (4.3), we have the following observation:

**Claim 1.**

$$\Phi_1' \cap \{n \in \mathbb{Z}^d : |n| \leq N \} = \{0\}, \Phi_2' \cap \{n \in \mathbb{Z}^d : |n| \leq N \} = \{n_*\}.$$

**Proof.** For any $n \neq 0$ and $n \in \Phi_1'$, we have

$$\frac{|\gamma|}{|n|^r} \leq |e^{2\pi(n,\alpha)} - 1| < \eta \leq \epsilon^\sigma,$$

thus $|n| > \gamma^{\frac{1}{4}}\epsilon^{-\frac{1}{2}}$. For any $n \in \Phi_2'$, we have

$$|2\xi - \langle n, \alpha \rangle|_T < \frac{1}{4}\eta.$$

Assume there is an $n_1' \neq n_*$ with $|2\xi - \langle n_1', \alpha \rangle|_T < \frac{1}{4}\eta$, then we have

$$\frac{|\gamma|}{|n_1' - n_*|^r} \leq |e^{2\pi(n_1' - n_*,\alpha)} - 1| \leq 2|\langle n_1' - n_*, \alpha \rangle|_T < 2\epsilon^\sigma,$$

which implies $|n_1'| > 2^{-\frac{1}{4}}\gamma^{\frac{1}{4}}\epsilon^{-\frac{1}{2}} - N$. Let $N_1 := \gamma^{\frac{1}{4}}\epsilon^{-\frac{1}{2}}, N_2 := 2^{-\frac{1}{4}}\gamma^{\frac{1}{4}}\epsilon^{-\frac{1}{2}} - N$, then by (4.1), we have $\epsilon^{-\frac{10}{27}} \leq 2^{-1-\frac{1}{4}}\gamma^{\frac{1}{4}}\epsilon^{-\frac{1}{2}}$ and we get $N_1 > N_2 \gg N$. \hfill \Box

By the Claim 1, we have

$$Mg(\theta)M^{-1} = \left(\begin{array}{cc} i\hat{g}_{11}(\theta), & \hat{g}_{12}(\theta) \\ \hat{g}_{12}(\theta)^{-1}, & i\hat{g}_{11}(\theta) \end{array}\right) + R_g(\theta).$$

(4.8)

Hence we have

$$|R_g|_{r^+} \leq 2\epsilon e^{-(r-r_+)(2\pi N_2)^r} \leq 2\epsilon^\frac{\theta}{2} e^{-(r-r_+)(2\pi N_2)^r}.$$

Now we define a $(2\mathbb{Z})^d$-periodic rotation

$$Z(\theta) := e^{\pi(n_*,\theta)J} = M^{-1}(e^{\frac{2\pi(n_*,\theta)}{2}} - 0 \quad 0 \quad e^{-\frac{2\pi(n_*,\theta)}{2}}) M,$$

where $J$ is the symplectic matrix $\begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}$. Obviously, $Z \in G_\nu^\nu(2T^d, \text{SL}(2, \mathbb{R}))$, and for any $\nu \in (0, r), \|Z\|_{\nu} \leq 2\epsilon e^{-(\pi|n_*|)^r}$. Given any $g \in G_{r'}^\nu(re)(\eta)$, we have

$$Z(\theta + \alpha)^{-1}(\tilde{A}e^{\tilde{g}})Z(\theta) = M^{-1}(e^{\frac{2\pi(\xi - (\alpha,\alpha)/2)}{2}} - 0 \quad 0 \quad e^{-\frac{2\pi(\xi - (\alpha,\alpha)/2)}{2}}) M e^{Z^{-1}(\theta)gZ(\theta)}.$$
By a direct calculation, we get
\[ Z(\theta)^{-1} g(\theta) Z(\theta) = M^{-1} \left( \frac{\tilde{g}_{11}(0)}{g_{12}(n_*)} \frac{\tilde{g}_{12}(n_*)}{-i\tilde{g}_{11}(0)} \right) M + Z(\theta)^{-1} R g(\theta) Z(\theta) := p + q. \]

Let \( e^{p+q} = e^p e^{f^+} \), \( A_+ = e^{2\pi i \frac{\alpha \cdot \theta}{2}} \) \( e^p = e^\alpha \), and \( B := P \cdot e^Y \cdot Z \), the system \((\alpha, A e^f)\) is conjugate to \((\alpha, A_+ e^{f^+})\) by \( B \).

Now we get the corresponding estimates. By the decay property of Fourier coefficients of \( g(\theta) \), for any \( n \in \mathbb{Z}^d \), we have
\[ |\tilde{g}_{11}(n)|, |\tilde{g}_{12}(n)| \leq 2 \tilde{e} e^{-r(2\pi|n|)^\nu}. \]

Then by the BCH Formula (A.1), one has
\[ \|a_+\| \leq 2 \left( e^\sigma + 4e^{\frac{\nu}{2}}(1 + e^{-r(2\pi|n_\nu|)^\nu}) \right) \leq 4e^\sigma, \]
\[ |f_+|_{r_+} \leq 2 \cdot 4e^{2r_+ (|\pi| n_\nu)^\nu} \cdot 2\tilde{e} e^{-r(r-r_+)(2\pi N_2)^\nu} \]
\[ \leq e^{\frac{r_+}{2} - \frac{r_+}{r-r_+} e^{-4\pi N_2}} \tilde{e} \ll e^2, \]
\[ |B|_{r^n} \leq 32\gamma^{-\frac{2}{5}} ||A||_2^{\frac{5}{3}} e^{r(\pi|n_\nu|)^\nu}, \quad \forall r^n \in (0, r_+]. \]

It is easy to see that \( \text{deg } B = n_*, \) and (4.4), thus we finish the proof of Proposition 4.1. \( \square \)

### 4.2. KAM scheme. **Now we consider the initial cocycle** \( (\alpha, A_0 e^{f_0}) \). **Denote its rotation number by** \( \rho(\alpha, A_0 e^{f_0}) \), Eliaison [16] proved that if \( \rho(\alpha, A_0 e^{f_0}) \) is Diophantine with respect to \( \alpha \), that is, there exist \( \kappa^{-1} > 1, \tau > d \) such that \( \rho \in DC^d_\alpha(\kappa, \tau), \) where
\[ DC^d_\alpha(\kappa, \tau) = \{ \phi \in \mathbb{R}^d : |2\phi - (m, \alpha)|_\tau \geq \frac{\kappa}{(1 + |m|)^\tau} \}, \]

or rational with respect to \( \alpha \) (i.e., \( 2\rho(\alpha, A_0 e^{f_0}) \equiv \langle k, \alpha \rangle \mod Z \) for some \( k \in \mathbb{Z}^d \setminus \{0\} \)), then the system \((\alpha, A_0 e^{f_0})\) is reducible, thus is full measure reducible, for small analytic potentials. Here we will focus on a quantitative version of full measure reducibility.

**Theorem 4.1.** **Given** \( r_0 > 0 \). **Assume** \( \alpha \in DC_\gamma(\gamma, \tau) \), \( A_0 \in \text{SL}(2, \mathbb{R}) \), \( f_0 \in G^{r_0}_\gamma(T^d, \text{sl}(2, \mathbb{R})) \), **with** \( 0 < \nu < 1 \). **Then for any** \( r \in (0, r_0) \), **there exists** \( \tilde{c} = \tilde{c}(\gamma, \tau, d, \nu) > 0 \) **and a numerical constant** \( \tilde{D} \), **such that if**
\[ |f_0|_{r_0} = \epsilon_0 < \epsilon_* := \tilde{c} ||A_0||^{-\tilde{D}(r_0 - r)^{D\nu \tau}}, \]

**the following holds:**

(i) **The system** \( (\alpha, A_0 e^{f_0}) \) **is strong almost reducible with the “width”** \( r \).
(ii) **If** \( \rho(\alpha, A_0 e^{f_0}) \) **is rational w.r.t.** \( \alpha \), **then there exist** \( \tilde{Z} \in G^\nu_\tau(T^d, \text{SL}(2, \mathbb{R})) \) **and** \( A \in \text{SL}(2, \mathbb{R}) \) **such that**
\[ (4.10) \quad \tilde{Z}(\theta + \alpha)^{-1} A_0 e^{f_0(\theta)} \tilde{Z}(\theta) = A, \]

**with estimates**
\[ |\tilde{Z}|_\nu \leq D_1 |k|^\nu e^{2\nu (\pi|k|)^\nu}, \forall r^n \in (0, r], \quad D_1 = D_1(\gamma, \tau, ||A_0||, r_0, d) > 0. \]

Moreover, **if** \( (\alpha, A_0 e^{f_0}) \) **is not uniformly hyperbolic, then** \( A \) **can be chosen as**
\[ \begin{pmatrix} 1 & \varphi \\ 0 & 1 \end{pmatrix} \text{ with } |\varphi| \leq \epsilon_0^2 e^{-r|2\pi k|^\nu}. \]
(iii) If \( \rho(\alpha, A_0e^{\beta_0}) \in \bigcup_{\gamma' > 0} DC_0^d(\gamma', \tau) \), then there exist \( B \in G_0^\nu(2T_0^d, SL(2, \mathbb{R})) \), \( A \in SL(2, \mathbb{R}) \) such that
\[
B(\theta + \alpha)^{-1}A_0e^{\beta_0(\theta)}B(\theta) = A, \quad \rho(\alpha, A) \neq 0,
\]
with estimates \( |B| \leq \Gamma_1(\gamma', \gamma, \tau, d, \nu, r, r_0, \|A_0\|) \), \( |\text{deg } B| \leq \Gamma_2(\gamma', \gamma, \tau, d, \nu, r, r_0, \|A_0\|) \).

Proof. We prove (i) by induction.

1). Take \( r_0, r, \epsilon_* \) such that the first step holds.

2). Assume that we are at the \((j+1)\)th KAM step, where we have \( A_j \in SL(2, \mathbb{R}) \) with eigenvalues \( e^{\pm 2\pi \xi_j} \) and \( f_j \in G_0^\nu \) is satisfied \( |f_j|_{\theta_j} \leq \epsilon_j \) for some \( \epsilon_j \leq \epsilon_0 \). Let \( \tilde{r} = \frac{r_0 - \epsilon_*}{2} \). Then we define
\[
(4.12) \quad r_j - r_{j+1} := \frac{r_0 - \tilde{r}}{4^{j+1}}, \quad N_j := \frac{1}{2\pi} \left( \frac{|\ln \epsilon_j|}{r_j - r_{j+1}} \right)^\frac{1}{4} = \frac{1}{2\pi} \left( \frac{4^{j+1}|\ln \epsilon_j|}{r_0 - \tilde{r}} \right)^\frac{1}{4}.
\]
If \( \epsilon_j \) is sufficiently small such that \( \epsilon = \epsilon_j \), \( r = r_j \), \( r_+ = r_{j+1} \), \( A = A_j \) satisfying (4.1), then by the Proposition 4.1, there exist
\[
Z_j \in G_0^\nu(2T_0^d, SL(2, \mathbb{R})), \quad A_{j+1} \in SL(2, \mathbb{R}), \quad f_{j+1} \in G_0^\nu(\mathbb{T}^d, SL(2, \mathbb{R})),
\]
such that
\[
(4.13) \quad Z_j(\theta + \alpha)^{-1}A_je^{f_j(\theta)}Z_j(\theta) = A_{j+1}e^{f_{j+1}(\theta)}.
\]
Moreover,

1° If for any \( n \in \mathbb{Z}^d, 0 < |n| \leq N_j \), we have \( |2\xi_j - \langle n, \alpha \rangle|_T \geq \frac{1}{2} \), then
\[
(4.14) \quad \|A_{j+1} - A_j\| \leq 4\|A_j\|\epsilon_j, \quad \|f_{j+1}|_{\theta_j} \leq \epsilon_{j+1} := \epsilon_j^2, \quad |Z_j - \text{Id}|_{r_j} \leq 2\epsilon_j^\frac{1}{4}.
\]

2° If there is \( n_j \in \mathbb{Z}^d, 0 < |n_j| \leq N_j \) such that \( |2\xi_j - \langle n_j, \alpha \rangle|_T \leq \epsilon_0^\frac{1}{4} \), then
\[
(4.15) \quad A_{j+1} = e^{a_{j+1}} = M^{-1} \exp \left( \frac{it_j}{\mu_j} \frac{\mu_j}{it_j} \right) M \quad \text{with estimates:}
\]
\[
(4.16) \quad \|a_{j+1}\| \leq 4\epsilon_j^\frac{1}{2}, \quad |t_j| \leq \epsilon_j^\frac{3}{4}, \quad |\mu_j| \leq \epsilon_j^\frac{3}{4} e^{-r|2n_j|}, \quad |f_{j+1}|_{r_{j+1}} \leq \epsilon_{j+1} := \epsilon_j^\frac{3}{4} e^{-r|2n_j|}, \quad e^{-r|2n_j|} \leq \epsilon_j^\frac{3}{4} e^{-r|2n_j|}.
\]

and
\[
(4.17) \quad |Z_j|_{r''} \leq 32 \gamma^{-\frac{1}{2}} \|A_j\| \frac{1}{2} \|n_j\|^2 e^{r''|\langle n_j \rangle|}, \quad \forall r'' \in (0, r_{j+1}].
\]

3). In view of (4.14) and (4.16) one sees that for any \( j \geq 0, \epsilon_j \leq \epsilon_0^\frac{1}{4}, \|A_j\| \leq 2\|A_0\| \). So if \( \epsilon_0 < \epsilon_* \), then Proposition 4.1 can be applied iteratively. Indeed, it suffices to consider (4.1) in each KAM step. \( \epsilon_j \) decays super-exponentially with \( j \), while the right hand side of (4.1) decays exponentially with \( j \). Hence \( \rho(\alpha, A_0e^{\beta_0}) \) is almost reducible.

For (ii). Assume that there are at least two resonant steps in the above procedure. We consider two consecutive resonant steps, assume they are the \( p^{\text{th}} \) and the \( q^{\text{th}} \). If at the \( q^{\text{th}} \), by
the resonant condition, $|2\xi_q - \langle n_q, \alpha \rangle|_p \leq \epsilon_p^{\frac{1}{T}}$, hence $|\xi_q| > \frac{\epsilon_p^{\frac{1}{T}}}{4 |n_q|^r}$. By the Proposition 4.1, after the $p^{th}$, we have $|\xi_{p+1}| \leq 4\epsilon_p^{\frac{1}{T}}$. By (4.14) and (4.9), we have $|\xi_q| \leq 8\epsilon_p^{\frac{1}{T}} \leq \frac{\epsilon_p^{\frac{1}{T}}}{4 |n_p|^r}$. Thus, 

(4.18) 

$$|n_q| \geq \epsilon_p^{\frac{1}{T}} |n_p|.$$ 

If the $(j_m)^{th}$ is the resonant step, then deg $Z_{j_m} = n_{j_m}$. By (2.3) and (4.18) and $2\rho(\alpha, A_0 e^{f_0}) \equiv \langle k, \alpha \rangle \mod Z$, we have $(k,\alpha) = \rho(\alpha, A_{j_m+1} e^{f_{j_m+1}}) + \sum_{l=1}^{m} \frac{(n_l,\alpha)}{2}$, then 

$$8\pi \epsilon_{j_m}^{\frac{1}{2}} \geq |2\pi \xi_{j_m+1}| = |\rho(\alpha, A_{j_m+1} e^{f_{j_m+1}})| = \frac{1}{2} |(k - \sum_{l=1}^{m} n_l, \alpha)| \geq \frac{1}{N_{j_m}},$$ 

thus there are at most finitely many resonant steps.

Then by the estimates of $Z_j$ in (4.14) and the sequence $(r_j)_{j \in \mathbb{N}}$ given in (4.12), we can find that $\prod_{j=0}^{\infty} Z_j = \tilde{Z} \in G_\text{rot}(2\mathbb{T}^d, \text{SL}(2, \mathbb{R}))$ is well-defined, thus we have $\tilde{Z}(\theta + \alpha)^{-N_{j_m}} A_0 e^{f_0} \tilde{Z} = e^a$ for some $a \in \text{sl}(2, \mathbb{R})$ with $\rho(\alpha, e^a) = 0$.

Assume that there are $s + 1$ resonant points totally, and the resonant points are 

$$n_{j_0}, \ldots, n_{j_s} \in \mathbb{Z}^d, \quad 0 < |n_{j_i}| \leq N_{j_i}, \ i = 0, 1, \ldots, s,$$

then $k = n_{j_0} + \cdots + n_{j_s}$. By (4.18), we have 

$$|n_{j_s}| - \sum_{i=0}^{s-1} |n_{j_i}| \leq |k| \leq |n_{j_s}| + \sum_{i=0}^{s-1} |n_{j_i}|,$$

$$(1 - 2\epsilon_{j_{s+1}}^{\frac{1}{2}})^{r^\nu} |n_{j_s}|^{r^\nu} \leq |k|^{r^\nu} \leq (1 + 2\epsilon_{j_{s+1}}^{\frac{1}{2}})^{r^\nu} |n_{j_s}|^{r^\nu},$$

$$\prod_{i=0}^{s} \text{const.} |n_{j_i}| \leq (\text{const.} |n_{j_s}|)^2.$$

Then by (4.17), for any $r^\nu \in (0, r]$, 

$$|\tilde{Z}|^{r^\nu} \leq 4 |Z_{j_0}|^{r^\nu} \cdots |Z_{j_s}|^{r^\nu} \leq 4 \prod_{i=0}^{s} 32\gamma^{-\frac{1}{r}} \|A_{j_i}\|^{\frac{1}{r}} |n_{j_i}| \gamma^{r^\nu (\pi |n_{j_i}|)^{r^\nu}} \leq D_1 |k|^r e^{2r^\nu (\pi |k|)^{r^\nu}},$$

where $D_1 = D_1(\gamma, \tau, \|A_0\|, r_0, d) > 0$.

If $(\alpha, A_0 e^{f_0})$ is not uniformly hyperbolic, which means $a$ can not be a hyperbolic matrix, thus we have det $a = 0$. Assume $a = \begin{pmatrix} a_{11} & a_{12} \\ a_{21} & a_{22} \end{pmatrix}$. Then exists $\vartheta \in \mathbb{T}$ such that $R_{-\vartheta} a R_{\vartheta} = \tilde{a} := \begin{pmatrix} 0 & a_{12} - a_{21} \\ a_{21} & 0 \end{pmatrix}$, replace $\tilde{Z}$ by $\tilde{Z} R_{\vartheta}$, and let $\varphi = a_{12} - a_{21}$, we get $(\alpha, A_0 e^{f_0})$ is conjugated to $(\alpha, e^{\varphi})$.

Noting that if we rewrite $a$ as $a = M^{-1} \begin{pmatrix} t & \mu \\ \mu & -t \end{pmatrix} M$ with $t \in \mathbb{R}$, $\mu \in \mathbb{C}$, by (3.1), we have $|\varphi| = 2 |t|$. Now we consider after the last resonant step $(\alpha, A_{j_s+1} e^{f_{j_s+1}})$.
Clearly, we have
\[ e^{a} = e^{a_{j+1}} \prod_{l=1}^{\infty} e^{\tilde{g}_{l}(0)}, \]
then apply the BCH Formula (A.1) again, we have
\[ \|a_{j+1} - a\| \leq 2\|\tilde{g}_{1}(0)\| \leq 4\epsilon_{j+1}. \]

By the structure of \(a_{j+1}\) (c.f. (4.15)), and \(\det a = 0\), we have
\[ |t| = |\mu| \leq e^{\frac{3}{2}j} e^{-r_{j}^a(2\pi|n_{j}|)^{\nu}} + 4\epsilon_{j+1}. \]

Since \(\epsilon_{j+1} := e^{\frac{3}{2}j} e^{-r_{j}^a(2\pi|n_{j}|)^{\nu}} + 4\epsilon_{j+1}\),
we get
\[ (4.19) \]
\[ |\varphi| \leq 5e^{\frac{3}{2}j} e^{-r_{j}^a(2\pi|n_{j}|)^{\nu}} \leq 5e^{\frac{3}{2}j} e^{2\pi|k|^{\nu}}. \]

For (iii). Assume that we are at the \((j + 1)^{th}\) KAM step, that is, we have (4.13). Then set \(B_0 = \text{Id}\), and let \(B_{j+1} = B_{j}Z_{j}(\theta)\), we have
\[ B_{j+1}(\theta + \alpha)^{-1}A_0 e^{f_{0}(\theta)} B_{j+1}(\theta) = A_{j+1} e^{f_{j+1}(\theta)}, \]
we distinguish two cases:
Non-resonant case: By \(1^{st}\) , we have
\[ |B_{j+1}|_{r_{j+1}} \leq (1 + 2e^{\frac{1}{7}})|B_{j}|_{r_{j}}, \] and \(\deg B_{j+1} = \deg B_{j}\).

Resonant case: By \(2^{nd}\), review Proposition 4.1, we have
\[ |B_{j+1}|_{r_{j+1}} \leq 32 \gamma \frac{1}{2} \|A_{j}\|_{T}^{\frac{1}{2}} e^{r_{j+1}(\pi|n_{j}|)\nu}|B_{j}|_{r_{j}}, \] and \(\deg B_{j+1} = \deg B_{j} + n_{j}\).

Thus we have
\[ |\deg B_{j}| \leq \sum_{i=0}^{j-1} N_{i} \leq \sum_{i=0}^{j-1} \frac{1}{2\pi} \left( \frac{4j+1}{r_0 - \bar{r}} \right) \frac{1}{2} \leq \frac{\ln |\epsilon_{j}|^{3}}{r_0 - \bar{r}}. \]

Since \(\rho(a, A_0 e^{f_0(\theta)}) \in DC^d_{\kappa}(\gamma', \tau)\) with some \(\gamma' > 0\), for any \(m \in \mathbb{Z}^{d}\), we have
\[ |2\rho(a, A_{j} e^{f_{j}(\theta)}) - \langle m, \alpha \rangle|_{T} = |2\rho(a, A_0 e^{f_{0}(\theta)}) + \langle \deg B_{j}, \alpha \rangle - \langle m, \alpha \rangle|_{T} \geq \frac{\gamma'}{|(m - \deg B_{j}) + 1|^{\tau}} \geq \frac{\gamma'(1 + |\deg B_{j}|)^{-\tau}}{(|m|+1)^{\tau}} \]
which means \(\rho(a, A_{j} e^{f_{j}(\theta)}) \in DC^d_{\kappa}(\gamma'(1 + |\deg B_{j}|)^{-\tau}, \tau)\).

Then we will need the following lemma which is essentially proved by Dinaburg-Sinai [15], see also [18].

**Lemma 4.3.** Let \(\rho(a, A_{j} e^{f_{j}(\theta)}) \in DC^d_{\kappa}(\kappa, \tau)\), then if
\[ (4.20) \]
\[ |f_{j}|_{r_{j}} \leq \epsilon_{j} < c \epsilon_{k}^{40\nu} \|A\|^D (r_{j} - r_{j+1})^{D_{\nu} \tau}, \]
there exist \(Z \in G_{r}^{d}(\mathbb{T}^{d}, \text{SL}(2, \mathbb{R})), A \in \text{SL}(2, \mathbb{R})\) such that
\[ \tilde{Z}(\theta + \alpha)^{-1} A_{j} e^{f_{j}(\theta)} \tilde{Z}(\theta) = A, \]
with estimates \(|\tilde{Z} - \text{Id}|_{r} \leq 4\epsilon_{j}^{\frac{1}{4}}, \|A - A_{j}\| \leq 8\|A_{0}\|\epsilon_{j}|.\)
Proof. By (4.20), (2.3) and \( \rho(\alpha,A,e^{f_j(\theta)}) \in \text{DC}_e^d(\kappa,\tau) \), for any \( 0 < |n| \leq N_j \), we have
\[
|2\pi\xi_j - (n,\alpha)|_T \geq |\rho(\alpha,A,e^{f_j(\theta)}) - (n,\alpha)|_T - |2\pi\xi_j - \rho(\alpha,A,e^{f_j(\theta)})| \\
\geq \frac{\kappa}{(1+|n|)^\tau} - \epsilon_j \geq \frac{\kappa}{(1+N_j)^\tau} - \epsilon_j \geq \epsilon_j^{\frac{1}{2}}.
\]
Thus there are no resonant steps, then by (4.14), there exists \( \bar{Z}(\theta) := \prod_{j=0}^{\infty} Z_j(\theta) \in G^\nu_r(\mathbb{T}^d, \text{SL}(2,\mathbb{R})) \) such that
\[\bar{Z}(\theta + \alpha)^{-1} A_j e^{f_j(\theta)} A_j \bar{Z}(\theta) = A,\]
with \( |\bar{Z} - \text{Id}|_r \leq 4\epsilon_j^{\frac{1}{2}}, \|A - A_j\| \leq 8\|A_0\|\epsilon_j \). \( \square \)

Notice that \( \epsilon_j \leq \epsilon_0^j \), one can select \( j_0 \in \mathbb{Z} \) to be the smallest integer such that
\[\epsilon_j \leq c' \left( \frac{\gamma'}{(1 + \deg B_j)^r} \right)^{40\nu} A^{\nu} e^{(r_j - r_j+1)D\nu r},\]
then by Lemma 4.3, there exists \( \bar{Z} \in G^\nu_r(\mathbb{T}^d, \text{SL}(2,\mathbb{R})) \) such that
\[\bar{Z}(\theta + \alpha)^{-1} B_{j_0}(\theta + \alpha)^{-1} A_0 e^{f_0(\theta)} B_{j_0}(\theta) \bar{Z}(\theta) = A.\]
Let \( B = B_{j_0} \bar{Z}(\theta) \), by (4.18), any two consecutive resonant steps separate exponentially, we have
\[
|B|^r \leq 2 |B_{j_0}|^{r_{j_0}} \leq D_1 |n_{j_0}|^{-r} e^{2r_0 |mn_{j_0}|} \leq \Gamma_1(\gamma', \gamma, \tau, d, \nu, r, r_0, \|A_0\|),
\]
\[
|\deg B| = |\deg B_{j_0}| \leq \frac{\ln |n_{j_0}|^3}{r_0 - r} \leq \Gamma_2(\gamma', \gamma, \tau, d, \nu, r, r_0, \|A_0\|).\]
Notice that \( \rho(\alpha,A) \neq 0 \), otherwise it will contradict to \( \rho(\alpha,A_0 e^{f_0(\theta)}) \in \text{DC}_e^d(\gamma', \tau) \). \( \square \)

### 5. Proof of Theorem 1.3

A solution \( u^\phi_E(n) \) of \( L_{\lambda^{-1}v,\alpha,\phi} u^\phi_E(n) = E u^\phi_E(n) \) is called a normalized eigenfunction of \( L_{\lambda^{-1}v,\alpha,\phi} \) if \( \sum_n |u^\phi_E(n)|^2 = 1 \).

**Definition 1.** For any fixed \( N \in \mathbb{N}, C > 0, \varepsilon > 0 \), a normalized eigenfunction \( u^\phi_E(n) \) of \( L_{\lambda^{-1}v,\alpha,\phi} \) is said to be \((\nu,N,C,\varepsilon)\)-good if \( |u^\phi_E(n)| \leq e^{-C\varepsilon|n|^\nu} \) for \( |n| \geq (1 - \varepsilon)N \).

We denote by \( u^\phi_J(n) \) the \((\nu,N,C,\varepsilon)\)-good eigenfunctions of \( L_{\lambda^{-1}v,\alpha,\phi} \) and by \( E^\phi_j \) the corresponding eigenvalues. Let
\[
\mathcal{E}^\phi_{\nu,N,C,\varepsilon} = \{E^\phi_j : u^\phi_J(n) \text{ is a } (\nu,N,C,\varepsilon)\text{-good eigenfunction of } L_{\lambda^{-1}v,\alpha,\phi}\}.
\]

Then we have the following criterion.

**Proposition 5.1.** For a.e. \( \phi \in \mathbb{T} \), suppose that there exists \( C > 0 \), and for any \( \delta > 0 \), there exist \( N_0(\delta) > 0 \) and \( 0 < \varepsilon(\delta,N_0,C,\nu) < 1 \), such that
\[
|2\mathcal{E}^\phi_{\nu,N,C,\varepsilon} | \geq (1 - \delta)(2N)^d
\]
holds for any \( N \geq N_0(\delta) \) and \( \varepsilon = \varepsilon(\delta,N_0,C,\nu) \). Then \( L_{\lambda^{-1}v,\alpha,\phi} \) has pure point spectrum with sub-exponentially for a.e. \( \phi \in \mathbb{T} \).
Proof. The proof are essentially contained in [6], we give the proof here for completeness.

Let $P^\phi(\triangle)$ be the spectral projection of $L_{\lambda^{-1}v,\alpha,\phi}$ on to the set $\triangle$, then for any $\delta_n \in \ell_2(\mathbb{Z})$, it induces the spectral measure:

$$\langle P^\phi_{\triangle} \delta_n, \delta_n \rangle = \mu_{\delta_n,\phi}(\triangle).$$

Now we fix $\phi \in \mathbb{T}$ such that (5.1) is satisfied. Denote that

$$K_{\nu,N,C,\epsilon}^\phi = \{j \in \mathbb{N} : u_j^\phi(n) \text{ is a } (\nu,N,C,\epsilon)\text{-good eigenfunction of } L_{\lambda^{-1}v,\alpha,\phi}\}.$$

Notice that $\sharp K_{\nu,N,C,\epsilon}^\phi$ is finite for any fixed $\nu,N,\epsilon,\phi$, and pick $N \geq \max\{N_0(\delta), \lfloor n_0 \rfloor\}$, one has

$$\sum_{n-n_0 \leq N} |u_j^\phi(n)|^2 > \sum_{|n| \leq N(1-\epsilon)} |u_j^\phi(n)|^2 > 1 - C(C,\epsilon,\nu,d)2^{dN}e^{-C\epsilon N^\nu(1-\epsilon)^\nu},$$

for $(\nu,N,\epsilon)$-good eigenfunction $u_j^\phi(n)$.

Let $E_C(\phi) = \bigcup_{\epsilon > 0} \bigcup_{N > 0} E_{N,C,\epsilon}^\phi$. We have

$$\frac{1}{(2N)^d} \sum_{|n-n_0| \leq N} |\mu_{\delta_n,\phi}(E_C(\phi))| > \frac{1}{(2N)^d} \sum_{|n| \leq N(1-\epsilon)} |\langle P^\phi_{E_C(\phi)} \delta_n, \delta_n \rangle|$$

$$= \frac{1}{(2N)^d} \sum_{|n| \leq N(1-\epsilon)} \sum_{j \in K_{\nu,N,C,\epsilon}^\phi} |u_j^\phi(n)|^2$$

$$> \frac{\sharp K_{\nu,N,C,\epsilon}^\phi}{(2N)^d} (1 - C(C,\epsilon,\nu,d)2^{dN}e^{-C\epsilon N^\nu(1-\epsilon)^\nu})$$

$$> (1 - \delta)(1 - C(C,\epsilon,\nu,d)2^{dN}e^{-C\epsilon N^\nu(1-\epsilon)^\nu}).$$

Since $E_C(\phi) = E_C(\phi + \langle n,\alpha \rangle)$, and notice that $\langle P^\phi_{\triangle} \delta_n, \delta_n \rangle = \langle P^\phi_{\triangle} \delta_{n+m}, \delta_{n+m} \rangle$, we can rewrite the inequalities above as

$$\frac{1}{(2N)^d} \sum_{|n| \leq N} |\mu_{\delta_n,\phi + \langle n,\alpha \rangle}(E_C(\phi))| \geq (1 - \delta)(1 - C(C,\epsilon,\nu,d)2^{dN}e^{-C\epsilon N^\nu(1-\epsilon)^\nu}).$$

Let $N \to \infty$, and then let $\delta \to 0$, we have

$$\int_{\mathbb{T}} |\mu_{\delta_n,\phi}(E_C(\phi))|d\phi = 1$$

by the ergodic theorem of $\mathbb{Z}^d$ actions [32]. It follows that $|\mu_{\delta_n,\phi}(E_C(\phi))| = 1$ for a.e. $\phi$, for arbitrary fixed $n_0 \in \mathbb{Z}^d$. Note that $u_j^\phi(n)$ decays sub-exponentially if $E_j^\phi \in E_C(\phi)$, which completes the proof.

Denote $\Theta_\gamma = \{\phi : \phi \in DC_\alpha^d(\gamma,\tau)\}$. Note that $|\bigcup_{\gamma > 0} \Theta_\gamma| = 1$ implies that for any $\delta > 0$, there exists $\epsilon_0$ such that if $|\gamma'| \leq \epsilon_0$, then $|\Theta_\gamma'| \geq 1 - \frac{\delta}{3}$. By ergodicity of rigid irrational rotations, we have

$$\lim_{N \to \infty} \frac{1}{(2N)^d} \sum_{|n| \leq N} \chi_{\Theta_\gamma}(\phi + \langle n,\alpha \rangle) = \int_{\mathbb{T}} \chi_{\Theta_\gamma}(\phi)d\phi = |\Theta_\gamma'| \geq 1 - \frac{\delta}{3}.$$
Thus we have for a.e. $\phi \in \mathbb{T}$,
\[
\mathbb{P}\{n : \phi + \langle n, \alpha \rangle \in \Theta_{\gamma'}, |n| \leq N(1 - \frac{\delta}{3}) \} \geq (1 - \delta)(2N)^d
\]
holds for $N \geq N_0(\delta)$.

Then we show that for any $N \geq N_0(\delta)$, any $\rho(\alpha, S_{E_m}^{\lambda-1}) = \phi + \langle m, \alpha \rangle \in DC_{\alpha}^d(\gamma', \tau)$ with $|m| \leq N(1 - \frac{\delta}{3})$ can produce $\langle \nu, N, C, \varepsilon \rangle$-good eigenfunctions. Consequently, we have (5.1) holds, then we can conclude Theorem 1.3.

Suppose that $\rho(\alpha, S_{E_m}^{\lambda-1}) = \phi + \langle m, \alpha \rangle \in DC_{\alpha}^d(\gamma', \tau)$, then by Theorem 4.1, for any $r \in (0, r_0)$, when $\lambda > \lambda_0(\alpha, d, \nu, r_0, r)$, there exists $B_m \in G^c_v(2\mathbb{T}^d, SL(2, \mathbb{C}))$ (by adding a unitary) such that
\[
B_m(\theta + \alpha)^{-1}S_{E_m}^{\lambda-1}B_m(\theta) = \begin{pmatrix} e^{i2\pi(\phi + \langle m', \alpha \rangle)} & 0 \\ e^{-i2\pi(\phi + \langle m', \alpha \rangle)} & 0 \end{pmatrix},
\]
with estimates (omit other dependencies)
\[
|B_m|_r \leq C_1(\gamma'), \quad |m - m'| \leq 2|\deg B_m| \leq C_2(\gamma').
\]

Let $B_m(\theta) = \begin{pmatrix} b_{11}(\theta) & b_{12}(\theta) \\ b_{21}(\theta) & b_{22}(\theta) \end{pmatrix}$, a direct calculation shows that
\[
(E - \lambda^{-1}v)b_{11}(\theta) = b_{11}(\theta - \alpha)e^{-i2\pi(\phi + \langle m', \alpha \rangle)} + b_{11}(\theta + \alpha)e^{i2\pi(\phi + \langle m', \alpha \rangle)} - b_{12}(\theta)\nu,
\]
we denote $z_{11}(\theta) = e^{i2\pi(\langle m', \theta \rangle)}b_{11}(\theta)$, then one has
\[
(E - \lambda^{-1}v)z_{11}(\theta) = z_{11}(\theta - \alpha)e^{-i2\pi \phi} + z_{11}(\theta + \alpha)e^{i2\pi \phi}.
\]

Taking the Fourier transformation of (5.2), we have
\[
\sum_{k \in \mathbb{Z}^d} \hat{\xi}_{11}(n - k)\hat{v}_k + 2\lambda \cos 2\pi \phi \langle n, \alpha \rangle \hat{\xi}_{11}(n) = \lambda E\hat{\xi}_{11}(n),
\]
i.e., $\{\hat{\xi}_{11}(n)\}_{n \in \mathbb{Z}^d}$ is an eigenfunction of the long range operator $L_{\lambda^{-1}, v, \alpha, \phi}$. By the fact that $\det |B_m(\theta)| = 1$, we have
\[
2\|b_{11}\|_{L^2} = \|b_{11}\|_{L^2} + \|b_{21}\|_{L^2} \geq \|B_m\|^{-1}_{0},
\]
which implies $\|\hat{\xi}_{11}\|_{\mathcal{F}} = \|\hat{b}_{11}\|_{\mathcal{F}} = \|b_{11}\|_{L^2} \geq (2\|B_m\|_{0}^{-1})$. Take $u_m(\phi)(n) = \frac{\hat{\xi}_{11}(n)}{\|\hat{\xi}_{11}\|_{\mathcal{F}}}$, then it is a normalized eigenfunction of $L_{\lambda^{-1}, v, \alpha, \phi}$. Let
\[
2\varepsilon < 1 - \left(1 - \frac{\delta}{3}\right)^\nu - \frac{2\ln C_1}{r|2\pi|^{\nu}N^{\nu}} - \frac{|C_2|^{\nu}}{N^{\nu}}.
\]
Since \( u_m^\phi(n) = u_m^{\phi+(m',\alpha)}(n - m') \) and the subadditivity of \( f(x) = x^\nu \), then we have
\[
|u_m^\phi(n)| = |u_m^{\phi+(m',\alpha)}(n - m')| \\
\leq |B_m| e^{-r|2\pi n - m'|^\nu} \\
\leq C^2 e^{-r|2\pi n - m'|^\nu} \\
\leq C e^{-r|2\pi n - m'|^\nu} \\
\leq C e^{-r|2\pi n - m'|^\nu} e^{-r|2\pi n|\nu} \\
\leq e^{-r|2\pi n|\nu} e^{-r|2\pi n|\nu} \\
\leq e^{-r|2\pi n|\nu},
\]
for \( |n| \geq N(1 - \delta) \), which means \( \{u_m^\phi(n)\}_{n \in \mathbb{Z}^d} \) is \( (\nu, N, |2\pi|\nu, \epsilon) \)-good. Notice that \( \epsilon \) can be chosen as \( \epsilon(\delta, N_0, C, \nu) \).

6. Proof of Theorem 1.2

In this section, we prove Theorem 1.2 by the famous Moser-Pöschel argument of quasi-periodic Schrödinger cocycles and our reducibility results. Rewrite the Schrödinger cocycle as
\[
S_E^v = A_E + F(\theta),
\]
where
\[
A_E = \begin{pmatrix} E & -1 \\ 1 & 0 \end{pmatrix}, F(\theta) = \begin{pmatrix} -v & 0 \\ 0 & 0 \end{pmatrix}. 
\]
We only need to consider
\[
E \in \Sigma_{v,\alpha} \subset [-2 + \inf v, 2 + \sup v],
\]
since \( \mathbb{R} \setminus \Sigma_{v,\alpha} \) is uniformly hyperbolic. Thus the norm of \( A_E \) is bounded uniformly with respect to \( E \). Noting that
\[
A_E + F(\theta) = A_E G = A_E \begin{pmatrix} 1 & 0 \\ v & 1 \end{pmatrix},
\]
and \( \text{tr}G = 2 \), by the exponential map, there exists \( f \in G^v_{r_0}(\mathbb{T}^d, \text{sl}(2, \mathbb{R})) \) such that
\[
A_E + F = A_E e^f, \quad \text{with } |f|_{r_0} \sim |v|_{r_0}.
\]
Fix \( r \in (0, r_0) \), we consider the cocycle \((\alpha, S_{E_k}^{v_+})\), where \( E_k^{\pm} \in \Sigma_{v,\alpha} \) is the right edge point of gap \( G_k(v) \), then we have \( 2\rho(\alpha, S_{E_k}^{v_+}) \equiv \langle k, \alpha \rangle \mod \mathbb{Z} \), and \((\alpha, S_{E_k}^{v_+})\) is not uniformly hyperbolic. By Theorem 4.1, there exists \( \epsilon_* = \epsilon_4(\gamma, \tau, v, r_0, r, d) > 0 \) such that if \( |v|_{r_0} = \epsilon_0 < \epsilon_* \), then there exist \( Z \in G^v_{r}(2\mathbb{T}^d, \text{SL}(2, \mathbb{R})) \), \( c \in (0, 1) \) \( (c = 0 \text{ iff it is a collapsed spectral gap, thus we need to do nothing}) \), such that
\[
Z(\cdot + \alpha)^{-1}S_{E_k}^{v_+} Z(\cdot) = B = \begin{pmatrix} 1 & c \\ 0 & 1 \end{pmatrix}. 
\]
Noting that for any \( \delta > 0 \), we have
\[
Z(\cdot + \alpha)^{-1}S_{E_k}^{v_+ - \delta} Z(\cdot) = B - \delta P(\cdot),
\]
with
\[ P(\cdot) := \begin{pmatrix}
  z_{11}(\cdot)z_{12}(\cdot) - c z_{11}^2(\cdot) & -c z_{11}(\cdot)z_{12}(\cdot) + z_{12}^2(\cdot) \\
  -z_{11}^2(\cdot) & -z_{11}(\cdot)z_{12}(\cdot)
\end{pmatrix}. \]

For \( f : \mathbb{T}^d \to \mathbb{C} \), let \( \|f\| := \int_{\mathbb{T}^d} f(\theta)d\theta \). Using one step of averaging, one can construct a transformation \( \tilde{Z} \), which conjugates the cocycle \((\alpha, B - \delta P(\cdot))\) to \((\alpha, e^{b_0 - \delta b_1} + \delta^2 P_1(\cdot))\) where
\[ b_0 := \begin{pmatrix} 0 & c \\ 0 & 0 \end{pmatrix}, \quad b_1 := \begin{pmatrix}
  [z_{11} z_{12}] - \frac{c}{2} [z_{11}^2] & -c [z_{11} z_{12}] + [z_{12}^2] \\
  -[z_{11}^2] & -[z_{11} z_{12}] + \frac{c}{2} [z_{12}^2]
\end{pmatrix}. \]

More precisely, we have the following lemma:

**Lemma 6.1.** For any \( R \in (0, r] \), let \( \bar{D}_R := \sup_{n \in \mathbb{Z}^d} 4 \gamma^{-3} |n|^{3r} e^{-\frac{R}{2}(2|n|)^r} \), if \( 0 < \delta < 4^{-1} D_R^{-1} |Z|_R^{-2} \), then there exist \( \tilde{Z} \in G^0_\mathbb{F}(\mathbb{T}^d, \text{SL}(2, \mathbb{R})) \) and \( P_1 \in G^0_\mathbb{F}(\mathbb{T}^d, \text{gl}(2, \mathbb{R})) \) such that
\[
\tilde{Z} (\cdot + \alpha)^{-1}(B - \delta P(\cdot))\tilde{Z}(\cdot) = e^{b_0 - \delta b_1} + \delta^2 P_1(\cdot),
\]
with the estimates
\[
|\tilde{Z} - \text{Id}|_{\mathbb{F}} < 1, \quad |P_1|_{\mathbb{F}} \leq 8(2 + D_R)^2 |Z|_R^4 + \delta^{-1} c^2 |Z|_R^2.
\]

**Proof.** The proof follows a similar line as Lemma 6.1 in [24] (see also [11]), we will give the proof in Appendix B for completeness.

Thus \( \tilde{Z} \) is homotopic to identity, we have
\[ \rho(\alpha, B - \delta P(\cdot)) = \rho(\alpha, e^{b_0 - \delta b_1} + \delta^2 P_1(\cdot)). \]

In order to show \( |G_k(v)| \leq \delta_1 \) for some \( \delta_1 > 0 \), by Gap Labelling Theorem, it suffices to show that \( \rho(\alpha, e^{b_0 - \delta b_1} + \delta^2 P_1(\cdot)) > 0 \).

Let \( d(\delta) := \det(b_0 - \delta b_1) \). By a direct computation, we get
\[
d(\delta) = -\delta |\tilde{z}_{11}| c + \delta^2 (|\tilde{z}_{11}| |\tilde{z}_{12}| - |z_{11} z_{12}|^2) - \frac{\delta^2}{4} c^2 |\tilde{z}_{11}|^2
\]
\[= \delta (|\tilde{z}_{11}| |\tilde{z}_{12}| - |z_{11} z_{12}|^2) \left( \delta - \frac{|\tilde{z}_{11}| (c + \frac{1}{2} \delta^2 |\tilde{z}_{11}|)}{|\tilde{z}_{11}| |\tilde{z}_{12}| - |z_{11} z_{12}|^2} \right). \]

Let \( \tilde{r} = \frac{m+\chi}{2}, \chi = \frac{m-\chi}{6r} \), and let \( \delta_1 = c^{1-\chi} \).

**Claim 2.** \( d(\delta_1) \geq \frac{9}{4} c^2 \).

**Proof.** To get a lower bound of \( d(\delta_1) \), we need to use the following lemma in [24].

**Lemma 6.2 ([24]).** For any \( \kappa \in (0, \frac{1}{4}) \), if \( e^{\frac{3}{4}} |Z|_{\mathbb{T}^d} \leq \frac{1}{4} \), we have
\[ 0 \leq \frac{|\tilde{z}_{11}|}{|\tilde{z}_{11}| |\tilde{z}_{12}| - |z_{11} z_{12}|^2} \leq \frac{1}{2} e^{-\kappa}, \quad |\tilde{z}_{11}| |\tilde{z}_{12}| - |z_{11} z_{12}|^2 \geq 8 c^2 \kappa. \]

Reviewing (4.19), we get \( c \leq \epsilon_0^4 e^{-\frac{3}{2} |\tilde{z}_{11}|^2} |Z|_R \leq D'(e^{3R(|\kappa|)})^\nu \). Then we set \( R = \frac{1}{8} \frac{X}{1-\chi} r \), for \( \epsilon_0 \) sufficient small, we have
\[ 0 < \delta_1 \leq \epsilon_0^4 e^{-r|\kappa|} < 4^{-1} D_R^{-1} |Z|_R^{-2}. \]
Hence we can apply Lemma 6.1, and conjugate the system to the cocycle \((\alpha, e^{b_0-\delta b_1} + \delta^2 P_1(\cdot))\).

Since \(c^2 |Z|_R \leq \frac{1}{4}\), then we can apply Lemma 6.2, and get

\[
\frac{|z_{11}|^2 c}{|z_{11}|^2|z_{12}| - |z_{11}z_{12}|^2} \leq \frac{1}{2} \delta_1,
\]

therefore we have

\[
d(\delta_1) \geq e^{1-x} \cdot 8e^{2x} \cdot e^{1-x} \left(\frac{1}{2} - \frac{1}{8} e^{2-x}[z_{11}]^2\right) \geq \frac{9}{4} e^2.
\]

By the expression of \(b_0\) and \(b_1\), we have

\[
|b_0 - \delta_1 b_1| \leq c + \delta_1 (1 + c)|Z|^2 \leq \frac{3}{2} e^{1-x}|Z|^2_R.
\]

In view of Lemma 8.1 in [21], there exists \(P \in SL(2, \mathbb{R})\) with \(|P| \leq 2(d(\delta_1))^{\frac{1}{2}}\), such that

\[
P^{-1} e^{b_0 - \delta b_1} P = R \sqrt{d(\delta_1)}.
\]

Combining (6.3) and (6.4), we have

\[
\frac{|b_0 - \delta_1 b_1|}{\sqrt{d(\delta_1)}} \leq \frac{3}{2} e^{1-x}|Z|^2_R \leq e^{-\chi}|Z|^2_R.
\]

According to (2.2), and in view of (6.2),

\[
|\rho(\alpha, e^{b_0-\delta b_1} + \delta^2 P_1) - \sqrt{d(\delta_1)}| \leq \delta_1^2 |P|^2 |P_1| \leq 32 (2 + D_R)^2 e^{2-3x}|Z|^6_R + 4 e^{2-2x}|Z|^2_R.
\]

Since

\[
32 (2 + D_R)^2 e^{1-3x}|Z|^6_R + 4 e^{2-2x}|Z|^2_R < \frac{1}{2},
\]

which implies that

\[
\rho(\alpha, e^{b_0-\delta b_1} + \delta^2 P_1) \geq \sqrt{d(\delta_1)} - |\rho(\alpha, e^{b_0-\delta b_1} + \delta^2 P_1) - \sqrt{d(\delta_1)}| > 0,
\]

this means \(|G_k(v)| \leq \delta_1 \leq \epsilon_0^\frac{1}{2} e^{-r|2\pi k|^\nu}.

7. Proof of Theorem 1.4

In this section, we will prove Theorem 1.4 by the following approach used in Takase [36]. It is known that the integrated density of states (IDS) is \(\frac{1}{2}\)-Hölder continuous in small coupling regime.

**Theorem 7.1** ([10]). Let \(\alpha \in DC_d(\gamma, \tau), \nu \in C^k(\mathbb{T}^d, \mathbb{R})\) with \(k \geq 550\tau\). Then there exists \(\epsilon_* = \epsilon_*(\gamma, \tau, d, k)\) such that if \(|\nu| < \epsilon_*\), then the integrated density of states \(N_{\nu, \alpha}\) is \(\frac{1}{2}\)-Hölder continuous:

\[
|N_{\nu, \alpha}(E + \epsilon) - N_{\nu, \alpha}(E - \epsilon)| \leq C_0 \epsilon^\frac{1}{2}, \quad \forall \epsilon > 0, \forall E \in \mathbb{R},
\]

where \(C_0\) depends only on \(\gamma, \tau, d\).
With the help of Theorem 7.1, we have the following lemma.

**Lemma 7.1.** \(\lim_{|v_i| \to 0} \tau(\Sigma_i) = +\infty.\)

**Proof.** Suppose \(0 < |v_i| < \epsilon_0, \epsilon_0\) sufficiently small, such that Theorem 1.2 and Theorem 7.1 hold. By the famous Gap-Labelling theorem, every bounded gap can be labelled by \(G_k(v) = [E_k^-, E_k^+]\) with \(k \neq 0\). Without loss of generality, we only consider the bridge of \(\Sigma_i\) at \(E_k^+\), denoted by \(C_k^+(v) = [E_k^+, F_k^+]\), by the definition of bridge, \(F_k^+ \in \Sigma_i\). Thus \(\tau(\Sigma, E_k^+) = |F_k^+ - E_k^+|/|E_k^+ - E_k^-|\). Since \(\Sigma_i\) is a Cantor set with no isolated points, we have \(E_k^+ < F_k^+ \leq \sup \Sigma_i\).

Case 1. \(F_k^+ = \sup \Sigma_i\). Therefore \(|N_{v,\alpha}(F_k^+) - N_{v,\alpha}(E_k^+)| = |\langle k, \alpha \rangle| T\)

\[
\frac{|F_k^+ - E_k^+|}{|E_k^+ - E_k^-|} \geq \frac{(1/\epsilon_0)^2|N_{v,\alpha}(F_k^+) - N_{v,\alpha}(E_k^+)|^2}{\tau_0 \epsilon_0 e^{-r|2\pi k| \nu}} \geq \frac{\gamma^2}{C_0^2 \epsilon_0^{1/2} e^{-r|2\pi k| \nu}}.
\]

Case 2. \(F_k^+ < \sup \Sigma_i\). Then \(F_k^+\) is the left boundary point of some nonempty gap \(G_k(v)\) with \(\ell(G_k(v)) < \ell(G_k(v)).\) For any nonempty gap \(G_k(v),\)

\[
\zeta(k) = \left[ \frac{1}{-r} \log[\epsilon_0^{-1} e^{\tau \ell(G_k(v))}] \right]^{1/2}
\]

is well-defined. Thus by the spectral gap estimates, \(\ell(G_k(v)) \leq \frac{1}{\epsilon_0} e^{-r|2\pi k| \nu},\) we have \(\zeta(k) \geq \zeta(k')\) and \(\zeta(k) \geq \max\{|k|, |k'|\}|.

Therefore \(|N_{v,\alpha}(F_k^+) - N_{v,\alpha}(E_k^+)| = |\langle k' - k, \alpha \rangle| T\)

\[
\frac{|F_k^+ - E_k^+|}{|E_k^+ - E_k^-|} \geq \frac{(1/\epsilon_0)^2|N_{v,\alpha}(F_k^+) - N_{v,\alpha}(E_k^+)|^2}{\tau_0 \epsilon_0 e^{-r|2\pi k| \nu}} \geq \frac{\gamma^2}{C_0^2 \epsilon_0^{1/2} e^{-r|2\pi k| \nu}}.
\]

Notice that

\[
\tau(\Sigma) = \inf_{u} \tau(\Sigma, u) = \inf_{k} \frac{|F_k^+ - E_k^+|}{|E_k^+ - E_k^-|}.
\]

Since \(e^{-r\zeta(k) \nu}|2\zeta(k)|^2 \leq e^{-r|2\pi k| \nu}|2k|^2 \to 0\) when \(k\) large, thus there is a maximum \(M\) such that \(e^{-r\zeta(k) \nu}|2\zeta(k)|^2 \leq M\), then let \(\epsilon_0 \to 0\), we have \(\lim_{|v_i| \to 0} \tau(\Sigma_i) = +\infty.\)

We also need the following lemma in [36].

**Lemma 7.2.** ([36].) Let \(A : \mathcal{H} \to \mathcal{H}\) and \(B : \mathcal{H} \to \mathcal{H}\) be bounded self-adjoint operators. Then

\[|\text{diam} \sigma(A) - \text{diam} \sigma(B)| \leq 2 \text{dist}_{\text{Haus}}(\sigma(A), \sigma(B)) \leq 2\|A - B\|.\]
Now it suffices to check the conditions of Theorem 2.3. For each set \( \Sigma_i \), by Lemma 7.2, one has 
\[
\lim_{|v_i| \to 0} \text{dist}_{\text{Haus}}(\Sigma_i, [-2, 2]) = 0 \quad \text{and} \quad \lim_{|v_i| \to 0} |\text{diam}\Sigma_i - 4| = 0,
\]
and by Lemma 7.1, 
\[
\lim_{|v_i| \to 0} \tau(\Sigma_i) = +\infty.
\]
Then there exists \( \varepsilon = \varepsilon(\gamma, \tau, \nu, r_0, d) > 0 \), such that 
\[
\sum_{i=1}^{b} \tau(\Sigma_i) + \tau(\Sigma_i) + 1 \geq 1 \quad \text{and} \quad \{ \Gamma(\Sigma_j) \leq \text{diam}(\Sigma_i), \forall 1 \leq j < i \leq b, \forall 2 \leq i \leq b, \Gamma(\Sigma_i) \leq \text{diam}(\Sigma_1) + \cdots + \text{diam}(\Sigma_{i-1}) \}
\]
if \( 0 < |v_i| < \varepsilon \) for \( i = 1, \cdots, b \), then \( \hat{\Sigma} = \Sigma_1 + \Sigma_2 + \cdots + \Sigma_b \) is an interval.
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Appendix A. Proof of Lemma 3.1

Here we prove Lemma 3.1 by the following quantitative Implicit Function Theorem:

**Theorem A.1** ([7]). Let \( X, Y, Z \) be Banach space, \( U \subset X \) and \( V \subset Y \) are neighborhoods of \( x_0 \) and \( y_0 \) respectively. Fix \( s, \delta > 0 \) and define \( X_s := \{ x \in X; \|x - x_0\|_X < s \} \) and \( Y_\delta := \{ y \in Y; \|y - y_0\|_Y < \delta \} \). Let \( \Psi \in C^1(U \times V, Z) \). Suppose that \( \Psi(x_0, y_0) = 0 \), and that \( D_y \Psi(x_0, y_0) \in \mathcal{L}(Y,Y) \) is invertible. If 
\[
\sup_{X_s} \|\Psi(x, y_0)\|_Z \leq \frac{\delta}{2\|D_y \Psi(x_0, y_0)^{-1}\|_{\mathcal{L}(Z,Y)}}
\]
\[
\sup_{X_s \times Y_\delta} \|I - D_y \Psi(x_0, y_0)^{-1}D_y \Psi(x, y)\|_{\mathcal{L}(Y,Y)} \leq \frac{1}{2},
\]
then there exists \( y \in C^1(X_s, Y_\delta) \) such that \( \Psi(x, y(x)) = 0 \).

We construct the nonlinear functional 
\[
\Psi: G^\nu_r(T, \text{sl}(2, \mathbb{R})) \times G^\nu_r(nre)(\eta) \to G^\nu_r(nre)(\eta)
\]
by 
\[
\Psi(f, Y) = \mathbb{P}_{nre}[\ln \left( e^{A^{-1}Y(\theta + \alpha)A}e^{f(\theta)}e^{Y(\theta)} \right)],
\]
where \( \ln(\cdot) \) is the principal logarithm of a matrix. One can easily check that 
\[
\Psi(0, 0) = 0, \quad \|\Psi(f, 0)\| \leq |f|_r.
\]
By the definition of Fréchet derivative, we only need to consider the linear terms of $Ψ(f, Y + Y') - Ψ(f, Y)$, we have

\[
Ψ(f, Y + Y') - Ψ(f, Y) = \mathbb{P}_{nre} \left[ \ln \left( e^{-A^{-1}(Y(\theta + \alpha) + Y'(\theta + \alpha))} e^{f(\theta) + Y' Y(\theta)} \right) \right]
\]

\[
= \mathbb{P}_{nre} \left[ \ln \left( e^{-A^{-1}(Y(\theta + \alpha) + Y'(\theta + \alpha))} e^{f(\theta) + Y' Y(\theta)} \right) \right]
\]

By the Baker-Campbell-Hausdorff (BCH) Formula

\[
e^{X} e^{Y} = e^{X+Y +\frac{1}{2}[X,Y] + \frac{1}{12}[X,[X,Y]] + \cdots ,}
\]

a direct calculation shows that

\[
\Psi(0,0)(Y') = \mathbb{P}_{nre}\{-A^{-1}Y'(\theta + \alpha) A + Y'(\theta) + E + F\},
\]

where $E$ is a sum of terms of at least 2 orders in $-A^{-1}Y(\theta + \alpha)A$, $f$, $Y'$, and $F$ is a sum of terms of at least 2 orders in $-A^{-1}Y'(\theta + \alpha)A$, $f$, $Y$, but both $E$ and $F$ are only 1 order in $Y'$.

Let $f = 0, Y = 0$, thus $E, F$ equal zero, then

\[
\Psi(0,0)(Y') = \mathbb{P}_{nre}\{-A^{-1}Y'(\theta + \alpha) A + Y'(\theta)\}.
\]

By a direct computation, which is in analogy with Lemma 1 of [16], we have

\[
\|D_{y}Ψ(0,0)(Y')\|_r \geq η|Y'|_r,
\]

where

\[
\tilde{η} := \frac{η^3}{η^2 + 3\|A\|^2 η + 2\|A\|^4}.
\]

So we have

\[
\|D_{y}Ψ(0,0)^{-1}\| \leq \tilde{η}^{-1}.
\]

Assume that $η \geq \|A\|^2 \epsilon\frac{1}{r}$, then we have

\[
\tilde{η} = \frac{η^3}{η^2 + 3\|A\|^2 η + 2\|A\|^4} \geq \frac{η^3}{3 \left( \frac{\|A\|^2}{η} + (\frac{\|A\|^2}{η})^2 + (\frac{\|A\|^2}{η})^3 \right)} \geq \frac{1}{\tilde{η}}\|A\|^2 \epsilon\frac{1}{r}.
\]

Set $s = \epsilon, \delta = \epsilon\frac{1}{r},$ we have

\[
2\|D_{y}Ψ(0,0)^{-1}\| \cdot \sup_{NX} \|Ψ(x, 0)\| \leq 2\tilde{η}^{-1} \epsilon \leq \delta.
\]
On the other hand,
\[ \|D_y\Psi(0,0)(Y') - D_y\Psi(f,Y)(Y')\| = \|P_{\text{re}}\{E + F\}\| \]
\[ \leq (8\|A\|^2|Y'|_r + 8\|A\|^2|Y'|_r)|Y'|_r \]
\[ \leq 16\|A\|^2\epsilon\|Y'|_r, \]
so if \( \epsilon \) sufficiently small, we have
\[ \|\text{Id}_Y - D_y\Psi(0,0)^{-1}D_y\Psi(x,y)\| \leq \|D_y\Psi(0,0)^{-1}\||D_y\Psi(0,0) - D_y\Psi(x,y)\| \]
\[ \leq \eta^{-1} \times 16\|A\|^2\epsilon^2 \leq \frac{1}{2}. \]

By Theorem A.1, for \( |f|_r \leq \epsilon \), and \( \eta \geq \|A\|^2\epsilon^\frac{1}{2} \), there exists \( |Y|_r \leq \epsilon^\frac{1}{2} \) such that \( \Psi(f,Y) = 0 \), i.e.
\[ \ln\left(e^{-A^{-1}Y(\theta + \alpha)Ae^{f(\theta)}e^{Y(\theta)}}\right) = f^{(re)}(\theta), \]
which is equivalent to
\[ e^{-Y(\theta + \alpha)}(Ae^{f(\theta)}e^{Y(\theta)}) = Ae^{f^{(re)}(\theta)}. \]
It is easy to check \( |f^{(re)}|_r \leq 2\epsilon \), which complete the proof of Lemma 3.1.

**APPENDIX B. PROOF OF LEMMA 6.1**

Let \( G = -\delta B^{-1}P \), we have \( \text{tr}(B^{-1}P) = 0 \), hence \( G \in \mathcal{G}_R^0(\mathbb{T}^d, \mathfrak{sl}(2, \mathbb{R})) \). Then we can construct \( Y \in \mathcal{G}_R^0(\mathbb{T}^d, \mathfrak{sl}(2, \mathbb{R})) \) (by identifying the Fourier coefficients) such that
\[ B^{-1}Y(\cdot + \alpha)B - Y = G - [G]. \]
A direct calculation shows that
\[ |\hat{Y}(n)| \leq 4\gamma^{-3}|n|^{3r}|\hat{G}(n)|, \]
thus
\[ |Y|^2_\mathbb{F} = \sum_{n \in \mathbb{Z}^d} |\hat{Y}(n)|e^{\frac{r}{2\pi}|n|^r} \]
\[ \leq \sum_{n \in \mathbb{Z}^d} 4\gamma^{-3}|n|^{3r}e^{\frac{r}{2\pi}|n|^r}|\hat{G}(n)|e^{R|2\pi|n|^r} \leq D_R\delta|P|_R. \]

Then for \( \widetilde{Z} := e^Y \), we have
\[ \widetilde{Z}(\cdot + \alpha)^{-1}(B - \delta P(\cdot))\widetilde{Z}(\cdot) = (B - \delta|P|) + \widetilde{P}(\cdot), \]
where
\[ \widetilde{P}(\cdot) := \sum_{m+n \geq 2} \frac{1}{m!}(-Y(\cdot + \alpha))^mB\frac{1}{n!}Y(\cdot)^n - \delta \sum_{m+n \geq 1} \frac{1}{m!}(-Y(\cdot + \alpha))^mP(\cdot)\frac{1}{n!}Y(\cdot)^n. \]
Obviously, \( |\widetilde{Z} - \text{Id}|_R \leq 2|Y|_R < 1 \). Since \( \sum_{m+n=k} \frac{k!}{m!n!} = 2^k \), and \( |G|_R \leq \delta|P|_R \), we get
\[ |\widetilde{P}(\cdot)|_R \leq D^2_R\delta|P|_R^2 + 2D_R\delta^2|P|_R^2 \leq (2 + D_R)^2\delta^2|P|_R^2. \]
By a direct calculation, we can see that
\[ B - \delta[P] = I + (b_0 - \delta b_1) + \frac{1}{2} (b_0 - \delta b_1)^2 - \delta^3 \frac{1}{2} b_1^2. \]
Let \( P_1 := -\frac{1}{2} b_1^2 + \delta^{-2} (-\sum_{k \geq 3} \frac{1}{k!} (b_0 - \delta b_1)^k + \tilde{P}), \) note that \( b_0 \) is nilpotent, a direct computation shows (6.2), we finish the proof of Lemma 6.1.
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