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Abstract The purpose of this study is to improve the methodology for assessing the fair value of enterprises based on the DCF model with the use of ensemble methods for predicting the selling price of their products. The study compares the fair values of three Ukrainian agricultural enterprises. The value of each company was calculated in several ways: using forecast data from statistical agencies, calculated forecast values, and real indicators. The methodology is based on the use of methods and models for forecasting time series. The study uses neural networks, as well as prediction methods such as linear regression, FB Prophet model, Holt-Winters exponential smoothing method, SARIMA, XGBoost, which are combined into a single ensemble with the use of the stacking method. The study employed such general scientific methods as analysis, synthesis, abstraction, and comparison. Also, methods of graphical and tabular presentation of materials were applied. Statistical modelling was used to determine the parameters of the model. The study found that the DCF model can potentially be improved by using ensemble methods when predicting metrics such as inflation, exchange rates, and the selling price of goods and services. These metrics have a significant impact on the final result of the model and therefore the slightest changes in these input data can lead to significant deviations in the result. It was demonstrated that the use of ensemble methods only at the selling price can increase the accuracy of the model by 5-15%. It is advisable to use the results of the study in the investment activities of companies, in mergers and acquisitions of companies, as well as in measuring the fair or investment value of companies.
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1. Introduction

The activities of any company can be divided into operating, financial and investment. When established, companies often focus on operating and financial activities. As they grow, companies look for opportunities to further develop, increase profits and increase their margins. Thus, the investment activity of companies comes to the fore, because due to investments, companies are able to grow and expand. At the same time, it does not matter whether it will be horizontal, vertical expansion or simply an increase in production capacity. In any case, the company will have to engage in investment activities [1; 2].

Investments are generally thought to be cash, securities, other property, including property rights, other rights that have a monetary value, invested in objects of entrepreneurial and (or) other activities in order to make a profit and (or) achieve other benefits [3]. Thus, the investment object is the key parameter in investments. Companies are the most frequently invested, as the M&A process provides an opportunity to integrate with the original company and thereby improve operating performance and gain a competitive advantage in the
marketplace [4; 5]. Despite the need to acquire companies, the question of the value of companies always arises, since it makes no sense to buy a company for a price that exceeds the value of a similar company on the market. Thus, it is customary to evaluate companies and calculate their fair value. The fair value of a company is an estimate of the value of the company, taking into account all sources of its financing: debt obligations, preferred shares, minority interests and equity shares of the company [6; 7].

The most commonly used model for measuring fair value is the discounted cash flow model (DCF model). The essence of this model is that it determines the current asset value, based on forecasts of how much money this asset will bring in the future, which allows calculating future cash flows for the investor [8]. Their use, along with the use of the discount rate, which is often the weighted average cost of capital, allows to find the current value of the asset. Despite the widespread use of DCF models, they have some disadvantages [9; 10]. Such disadvantages should include the uncertainty of future events, the ability to manipulate the input data of the model to obtain the desired result, as well as ignoring factors such as entrepreneurial decisions, management competence, etc. Of all the above problems, the biggest is the problem of uncertainty of future events, which leads to the fact that with a slight deviation of the future values of indicators from the expected ones, the current value can change significantly and thereby reduce the accuracy and adequacy of the evaluation [11; 12].

Modern methods and models make possible to more accurately predict factors that arise in the future. So, with greater accuracy it is possible to determine future exchange rates, inflation and prices of goods and services [13]. Unfortunately, at the moment, most independent evaluators use the simplest forecasting methods, such as linear data extrapolation or expert methods, which raises doubts about the adequacy of the input data for DCF models. Thus, for forecasting prices for raw materials, they often use data from international statistical agencies, which do not take into account local market characteristics [14; 15].

In recent decades, neural networks have attracted considerable attention of specialists, which in many cases allow to achieve better results in forecasting time series than traditional prognostic models. At the moment, there are many configurations of neural networks, among which recursive neural networks have recently been very popular, which have proven themselves well when working with time series [16]. Despite the popularity of neural networks, traditional methods are still widespread, since they are less demanding on the computational capabilities of computer hardware, and are also more stable [17].

In order to neutralise the disadvantages of both neural networks and traditional forecasting methods, the author proposes to use ensemble forecasting methods, which consist in the joint use of several models to obtain a better result compared to the results of each model separately [18; 19].

DCF simulation results are highly dependent on the input data, as well as on the assumptions about future events that are embedded in the model. Today, the use of modern forecasting methods is still not widely used in DCF forecasting. Instead, the model usually uses inputs from statistical agencies such as the World Bank, IMF, etc. Getting input from statistical agencies requires much less effort than using different prognostic models. However, the use of predictive methods, including neural networks, gives a much more accurate result, which is critical when building a DCF model [20].

One of the questions that needs to be addressed is what kind of input data can be predicted using ensemble forecasting methods, as well as to determine their impact on the final result of the model. In addition, the effectiveness of using ensemble forecasting methods in DCF models in comparison with neural networks and traditional methods for forecasting time series is poorly covered in papers on this subject.

The purpose of the paper is to improve the methodology for assessing the fair value of enterprises based on the DCF model by using ensemble methods for forecasting the selling price of their products.

2. Literature Review

There are many approaches to measuring the fair value of enterprises, so it is important to determine which ones have an advantage over others. In the paper [21], the authors considered traditional (the most used model is discrete variable) and modern approaches to assessment and determined that at the moment there is no model that has an advantage over others. Also, the paper clarifies that, ideally, several models should be used to compare the result, as well as the fact that it is necessary to choose models depending on the available data, as well as the current market situation.

When considering the DCF model, it should be borne in mind that it can use different types of cash flows, namely FCFF, FCFE, FCFD. Based on the analysis carried out in [22], it is proved that the fair value obtained using any of the above types of cash flows should be the same, provided that the correct capital structure is applied in the process of calculating the weighted average cost of capital. A separate problem that arises when constructing a DCF model is the evaluator's subjectivity when using the DCF model. So, in [23], the authors prove that “It is very easy to manipulate the DCF analysis to result in the value that you want it to result in by adjusting the inputs. This is even possible without making changes that would be significant from an economist's point of perspective, e.g. a change in the perpetual growth rate or in the WACC by just a few base points. Analysts or business professionals
have no tools to estimate the input factors with that kind of exactness”. It should also be understood that the DCF model is highly dependent on input data. Therefore, the question arises as to how sensitive the model’s result is in relation to key parameters of the model, such as inflation rate, capital structure, etc. In paper [24], the author conducted a sensitive analysis of the results of the DCF model to such input data as growth rate and WACC and showed that their changes can lead to a change in the assessment results by 51%. The author pays special attention to the growth rate, since this factor is used when calculating the terminal value, which usually makes up about half of the total company value.

The use of neural networks is described in [25], where the authors use a neural network to predict the future exchange rate, inflation. They use the results from the neural network as input for the DCF model. The paper shows that using neural networks can give better results than using predictions from statistical agencies such as IMF.

The advantages of ensemble forecasting methods are discussed in the paper [26], where the authors consider the use of such ensemble methods as boosting and bagging. The results of their study show that the bagging method is almost always superior to each of the methods used in it. At the same time, boosting can even surpass the results of the bagging method, but at the same time, under certain conditions, it can show no increase in performance or even its deterioration. In [27], the author shows that in most cases the ensemble Stacking method shows better results than each of the models included in it separately.

It should be noted that for the most part, ensemble methods are used to solve data classification problems. Nevertheless, in recent years, more and more ensemble methods are used to solve regression problems, including forecasting by time series. In the paper [28], the authors consider the possibility of using ensemble methods to predict future values of time series. The result of their research shows that ensemble methods show better results than traditional methods such as linear regression, ARMA, ARIMA, SVR. At the same time, ensemble methods also show better results than some neural network configurations. Thus, the authors summarise that it is expedient to use ensemble methods when forecasting time series.

3. Materials and Methods

The DCF model helps to measure the value of an investment in an asset based on the cash flow that the asset will generate in the future. It should be understood that the value of the investment is calculated at the current moment, while the cash flow is stretched over time, therefore discounting is used to bring the cash flow to the current period, thus the DCF model used to measure the fair value has 3 components:

1) Modelling cash flow in the forecast period;
2) Calculation of terminal value;
3) Calculation of the discount rate and growth rate;

Cash flow modelling is based on the assumption that the business will operate forever and generate a certain income in the future, which takes into account the level of growth. However, there are exceptions in which the business has a finite lifespan. Basically, such a business is associated with natural resources, for example, mines, wells, etc. In this case, it is necessary to build a cash flow forecast for the entire period of business operation (Eq. 1). For most types of companies, cash flow is modelled for the period required to stabilise it. It is generally accepted that this period is 5 years. In addition, the DCF model calculates the terminal value, which is the value of cash flows in the off-forecast period, taking into account a certain rate of return (Eq. 2). Thus, the calculation of fair value using the DCF model is presented in the equation (Eq. 3).

$$ DCF = \sum_{n=1}^{\infty} \frac{CF_n}{(1+i)^n} $$  \hspace{1cm} (1)

Where $CF$ – cash flow; $i$ – discount rate; $n$ – time periods from one to infinity.

$$ TV = \frac{CF \times (1+g)}{(i-g)} $$ \hspace{1cm} (2)

Where, $CF$ – stabilised cash flow beyond the forecasting period; $g$ – growth rate; $i$ – discount rate.

$$ Fair\ Value = \sum_{n=1}^{T} \frac{CF_n}{(1+i)^n} + \frac{TV}{(1+i)^T} $$ \hspace{1cm} (3)

Where $CF$ – cash flow; $i$ – discount rate; $n$ – time periods from one to period $t$; $TV$ – terminal value.

There are several methods for determining the discount rate. The most common method is the weighted average cost of capital. This method is used by most companies, as it takes into account both the expected return by investors and the rate of return required to raise funds. The calculation of the weighted average discount rate is presented in the equation (Eq. 4).

$$ WACC = \frac{D}{D+E} \times r_d \times (1-T) + \frac{E}{D+E} \times r_e $$ \hspace{1cm} (4)

Where $D$ = market value of debt; $E$ = market value of equity; $r_d$ = cost of debt; $r_e$ = cost of equity; $T$ = corporate tax rate cash flow for each period is calculated as the sum of net income minus gains in working capital and capital expenditures. For calculating the net profit, the main factors are the anticipated income and expenses.

Thus, in the DCF model, the values of 4 main indicators are used as input data, which have a critical impact on the simulation results:
1) discount rate;
2) growth rate;
3) anticipated income;
4) expected losses.
To predict each of these indicators, it is possible to use neural networks to improve the quality of the model and reduce the impact of unpredictability of future events. In this paper, the author uses neural networks to forecast income.

An ensemble of methods is a meta-algorithm that combines different machine learning techniques into one predictive model in order to reduce variation and improve the quality of forecasting. There are several types of ensembles, of which the most common are bagging, boosting and stacking. Bagging is a meta ensemble machine learning algorithm designed to improve the stability and accuracy of machine learning algorithms used in statistical classification and regression. The algorithm also reduces variance and avoids overfitting. Boosting is an ensemble method that builds an ensemble in sequential increments by training each new model to isolate training instances that previous models misclassified. In some cases, boosting has been proven to give better results than bagging, but tends to overfit with training data. Stacking is a meta algorithm that involves training a training algorithm to combine the predictions of several other training algorithms. First, all other algorithms are trained with valid data, then the combination algorithms are trained to make the final prediction using all the predictions of the other algorithms as an additional input.

In this study, it was stacking that was chosen as the ensemble method, since it consolidates the strengths of each of the subordinate algorithms. In addition, stacking usually provides better performance than any single training model. As mentioned earlier, ensemble methods are meta-algorithms that combine different machine learning models in one way or another. Thus, choosing the right model is of key importance. For research, linear regression created an ensemble of the following methods

1) FBProphet;
2) SARIMA;
3) XGBoost;
4) Holt-Winters model;
5) LSTM implementation of Recursive Neural Network (RNN).

FBProphet – a model that has three main components: seasonality, trends, holidays or events. In this model, time was used for several linear and non-linear functions. It uses linear regression as its base model, but it can also switch to non-linear models.

SARIMA – an extension of ARIMA models. SARIMA takes into account the seasonal effect, which is important when forecasting time series associated with prices for goods and services, as they often have a certain seasonality.

XGBoost – a decision tree based ensemble machine learning algorithm that uses a gradient boosting framework. This algorithm is based on Friedman’s paper “Greedy function approximation: a gradient boosting machine” [29] and solves many data science problems in a fast and accurate way, especially when the problem is small/medium sized data in tabular format.

Holt-Winters – a time series forecasting model that integrates three aspects of time series: moving average, trend, and seasonality. It uses exponential smoothing to encode many values from the past and use them to predict “typical” values for the present and future.

Long short-term memory (LSTM) – a modified version of recurrent neural networks (RNN) that is capable of learning long-term dependencies. This type of neural networks was first presented by Sepp Hochreiter and Jürgen Schmidhuber in 1997 [30]. LSTMs are excellent at solving a variety of problems and are now widely used, especially when forecasting time series in which there is a time lag of unknown duration.

4. Results and Discussion

To calculate the efficiency of using ensemble forecasting methods in constructing the DCF model, the author first carried out a comparative analysis of the effectiveness of forecasting the future selling price of barley, wheat and corn by different models based on weekly data for 2009-2017.

A comparative analysis of the effectiveness of both each model separately and all models combined into an ensemble was carried out. The root-mean-square error (RMSE) was used as a metric for calculating the effectiveness of the models. Detailed results are presented in the Table 1.

### Table 1. RMSE for different prognostic models

|         | Barley | Wheat | Maize |
|---------|--------|-------|-------|
| Prophet | 6.30   | 7.61  | 11.73 |
| SARIMA  | 7.20   | 6.55  | 15.66 |
| XGBoost | 6.11   | 6.77  | 12.99 |
| Holt-Winters model | 8.15 | 8.39 | 13.36 |
| LSTM    | 6.22   | 6.71  | 12.81 |
| Ensemble model | 5.48 | 5.44 | 9.57 |

Analysing the results obtained, it is evident that the ensemble method is the best model for forecasting time series. Comparing the RMSE of the ensemble model with the average RMSE of the other 5 models, it is 19% – 28% lower. Since the ensemble method showed the best results, the sales price obtained by this method was used in the DCF model.

To determine the efficiency of using the DCF model using ensemble forecasting methods, the author used 3 variants of the input data for the model, namely:

1) a model built using actual data;
2) a model that uses forecasts from statistical agencies;
3) a model built with predictive data obtained as a result of applying the ensemble method.
January 2013 were used [31]. On their cultural model. DCF modelling results in forecasted discounted cash flows, known discounted cash flow (DCF) model. To measure it, most experts use the widely important tasks for the financial and investment activities of a company, and is also widely used in mergers and acquisitions. To measure it, most experts use the widely known discounted cash flow (DCF) model. DCF modelling results in forecasted discounted cash flows, which are calculated based on the expected level of future income and expenses. Traditionally, most companies use data from reputable statistical agencies (World Bank, IMF, BMI etc.) as input to their DCF models. However, such data are often quite different from the actual, especially in the context of the projected prices for raw materials/products of enterprises.

In this study, the author conducted a comparative analysis of the use of the ensemble method for forecasting the sales price and the use of projected prices obtained by the classic method (using data from statistical agencies) on the example of three companies in the agricultural sector of Ukraine. Based on the data obtained, DCF models were built and the analysis of the obtained fair values of the companies was carried out.

The results obtained in the paper show that the ensemble model shows better predictive results than each model used in it separately. In addition, the use of projected sales prices obtained using this model can significantly improve the DCF simulation result compared to the classical model.
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