Photo-induced sliding transition into a hidden phase in van der Waals materials
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We propose a generic scenario for metastability and excitation-induced switching in layered materials. Focusing on a minimal bilayer stack, where each layer consists of a honeycomb lattice with A and B sublattices, we map out the energy landscape with respect to the relative sliding of the layers. The sliding affects the interlayer hopping, which induces a splitting between bonding and anti-bonding bands. When this splitting is large, the AA and AB stacking configurations correspond to the global and secondary minima, respectively, and these configurations are separated by a barrier against layer-sliding. While chemical doping only flattens this barrier, strong photodoping from bonding to antibonding bands can transiently destabilize the global minimum and induce a sliding motion toward the AB stacked configuration, thereby switching from an equilibrium insulator to a nearly gapless metastable phase. This hopping-driven effect is enhanced by local repulsive interactions, which increase the gap and facilitate the inter-layer sliding.

The engineering of on-demand properties of quantum materials via ultrafast laser excitation is a rapidly growing field [1,2]. One promising direction is the exploration of nonthermal pathways to control the crystal lattice and thereby the electronic properties of a given material. Layered van der Waals materials are an ideal platform for such explorations. The weak bonding between internally rigid layers opens opportunities to design and manipulate these systems [3,4]. Since the first fabrication of graphene, the art of stacking atomically thin layers into precisely controlled heterostructures has developed into a routine technology for exploring new material properties that are very sensitive to the nature of the stacking. A prominent example are Moiré superlattices, that can be used as tunable quantum simulators [5,7].

Due to the weak interlayer correlations, the individual rigid layers can slide relative to each other when the energy landscape is modulated, as has recently been observed in WTe$_2$ [8] and hBN multilayers [9,10]. Certain stacking configurations result in an electric dipole moment whose coupling to a strong electric field allows for controllable sliding into an otherwise metastable stacking configuration [11,13].

The effect of the stacking arrangement on the electronic structure of the low-temperature phase of 1T-TaS$_2$ has also been the subject of numerous recent investigations [14-17]. In this correlated material, the stacking pattern of the surface layers can be altered on ultrafast timescales using either laser [18-20] or strong electric-field pulses [21-25]. These nonequilibrium manipulations result in a metallic hidden phase which seems inaccessible under equilibrium conditions [18]. While the strong pulses excite phonons, they also modulate the electronic kinetic energy through photodoping [20,26], and thus the precise nonthermal pathway toward the hidden stacking pattern has remained unclear.

Inspired by such experiments, we propose here a concrete and generic scenario in which a substantial photoinduced transfer of electrons to unoccupied antibonding bands induces interlayer sliding toward an initially metastable state in a bilayer material, realizing a solid-state analogon of photo-induced conformation changes in molecules. Our aim is two-fold: We introduce a minimal tight-binding model whose electronic kinetic energy exhibits an asymmetric double-well structure (i.e., metastability) in the continuous space of stacking configurations. We further show that photodoping can destabilize the equilibrium stacking and induce spontaneous sliding into the secondary energy minimum, amounting to light-induced stacking shifts.

Model—We consider materials consisting of rigid layers that can slide relative to each other. We assume that the associated variation of the hopping energy dominates over that of the van der Waals attraction, which is usually weak. We consider two parallel (untwisted) rigid lattices separated by a fixed distance $b$, and characterize the stacking of the layers by a relative shift vector $\Delta$. We describe the coupled layers by a single-orbital electronic Hamiltonian,

$$H[\Delta] = H_0[\Delta] + U \sum_{ia} (n_{ia\uparrow} - 1/2)(n_{ia\downarrow} - 1/2),$$

where $H_0 = -\sum_{ij\alpha\alpha'} t_{ij\alpha\alpha'}(\Delta) c_{i\alpha\sigma}^\dagger c_{j\alpha'\sigma'}$ is the kinetic energy, with $c_{i\alpha\sigma}^\dagger$ the creation operator of an electron at site $i$ in the layer $\alpha = \uparrow, \downarrow$ labels the spin degree of freedom. $U$ is an onsite Coulomb repulsion, and $n_{i\alpha\sigma} = c_{i\alpha\sigma}^\dagger c_{i\alpha\sigma}$. We assume spin degeneracy and thus omit the spin index for simplicity. The hopping amplitudes $t_{ij\alpha\alpha'}$ are assumed to decay exponentially over a scale $\xi$, with different prefactors for intra- and
interlayer hopping, $t_{ij}^{\text{intra}} = t_0 \exp((d_{ij:0} - d_{\text{min};0})/\xi)$ and $t_{ij}^{\text{inter}} = t_1 \exp((d_{ij:1} - d_{\text{min};1})/\xi)$ (see supplemental material, SM), with intra- (inter-)layer distances $d_{ij:0}$ and minimal distances $d_{\text{min};0}$, respectively. $t_{ij}^{\text{inter}}$ is maximal ($= t_1$) when the atoms $i, j$ are stacked on top of each other.

**Kinetic metastability** – As a minimal model to study the hidden phase of a bilayer system, we consider a honeycomb lattice with two atoms (A and B, blue and red in Fig. 1) per unit cell and one electron per atom. We assume A and B to be identical atoms, unlike in interfacial ferroelectrics, although our analysis can be easily generalized. The lattice constant (side of the unit cell in Fig. 1) is $a = 1$, and we assume $b = 0.5a$ [27]. The four bands of the noninteracting model are shown in Fig. 1(a) for AA and AB stacking, exhibiting two or only one pair of strong bonding/antibonding bands, respectively. In equilibrium, the lower two bands are filled. The energy landscape $E(\Delta) = \langle H_e(\Delta) \rangle$ evaluated for $U = 0$ is plotted in Fig. 1(b). Strong bonding bands make AA stacking the global minimum, while AB/BA stacking corresponds to a local minimum. This is generically the case for stackings with fewer pairs of strongly bonding atoms (see SM). Such local minima are often metallic (or tiny-gap semiconductors as in the present model), whereas the AA minimum is insulating, as seen from the inset of Fig. 1(a). This is ensured by a strong interlayer hopping $t_1 \gg t_0$ which separates the bonding and antibonding bands by a substantial hybridization gap. When $\Delta$ deviates from (0, 0), the distance between the most closely stacked atoms increases. Accordingly, the interlayer hybridization decreases, the gap shrinks and the total energy increases. At the AB minimum, the high-energy bonding and antibonding bands remain widely separated, while the other two bands approach each other and barely avoid touching in two Dirac points, see the right inset of Fig. 1(a).

**Destabilization by photodoping** – We now show that photodoping can induce a transition from the global to a local minimum. We restrict ourselves to sliding along the high-symmetry direction $\Delta = \Delta_x(1, \sqrt{3}/3)$ (red arrow in Fig. 1(b)) from AA to AB ($\Delta_x = 1/2$).

Careful photo-excitation protocols in few-layer materials may create an inverted population among the bands near the chemical potential [28], and negative temper-
ature states in extreme cases [29]. Provided that the driving ensures that all bands are occupied close to their bottom, this destabilizes the global minimum (see SM for a general argument in the case of full population inversion) since the energy of the now occupied antibonding bands (red in the insets of Fig. [1]) decreases with the band gap as the stacking deviates from AA. The electrons within each band typically thermalize within tens of femtoseconds to an electronic temperature through electron-electron scattering, and cool down within picoseconds to the temperature of the crystal lattice through electron-phonon scattering. In contrast, the inter-band relaxation of a heavily inverted population can take much longer if a large energy gap (exceeding the range of phonon energies) separates the population-inverted bands, and if Auger recombinations are slow as well [30], leaving only very slow radiative recombination, or high-order phonon scattering. This suggests to model the photoinduced electronic distribution after intra-band relaxations by two separate chemical potentials, above and below the central gap.

In the following, we assume that photodoping has transferred a fraction $f$ of the valence electrons to the lowest conduction band states without creating significant entropy, thus assuming a zero-temperature distribution within the bands. This assumption is mainly for convenience, while our conclusions do not depend sensitively on the effective temperature. The resulting sliding energy landscapes are shown in Fig. [2] where we compare off-equilibrium photodoping with equilibrium hole doping (dashed lines). Note that photodoping excites $2f$ electrons per unit cell into the conduction bands, while creating the same density of valence holes. We therefore compare this to a doping of $4f$ holes per unit cell. Although chemical doping flattens the energy landscape, too, only photodoping beyond $f = 0.5$ actually destabilizes the AA stacking. Interestingly, the local minimum at AB stacking remains robust up to very strong photodoping. This is ensured by the remaining bonding bands, while the density of states of the nearly metallic phase near the chemical potential is not very sensitive to sliding. Within a substantial window of photodoping levels the AA minimum is thus destabilized and the system slides spontaneously towards the stable AB minimum.

**Sliding to the metastable phase** – To analyze the ensuing dynamics of the photo-excited state, we assume the following separation of timescales: As long as a large gap suppresses recombination, the relaxation time of $f$, $\tau_{\text{reco}}$, is much longer than the timescale for sliding $\tau_{\text{slid}}$, while both exceed the intraband thermalization timescale $\tau_{\text{ther}}$ in the nearly metallic phase: $\tau_{\text{reco}} \gg \tau_{\text{slid}} \gg \tau_{\text{ther}}$. With the large gap near AA stacking, the layers will then slide at essentially fixed $f$. Upon sliding the gap decreases, and we assume that once it drops below a threshold $g_*$, recombination becomes fast and $f$ decreases rapidly (on the timescale $\tau_{\text{ther}}$). The value of $g_*$ depends on the relevant recombination mechanism. If recombination is induced by phonon scattering, $g_*$ will be of the order of the Debye frequency $\omega_D$.

These considerations suggest the following heuristic rules for the stacking dynamics: (i) The bilayer slides from the destabilized AA stacking toward the non-equilibrium minimum until the gap drops below $g_*$. (ii) While the gap remains large, $f$ hardly decreases, except if (iii) the system settles into a nonthermal, insulating minimum. In that case $f$ slowly relaxes, while the shift vector adiabatically follows the minimum, potentially until $f$ relaxes to 0. (iv) Once the gap falls below $g_*$, recombination is enhanced and $f$ rapidly drops to 0. Afterwards, $\Delta$ follows the gradient of the equilibrium energy landscape to the nearest local minimum, whereby we assume the electron temperature to remain close to the bath temperature, which we set to $T \approx 0$.
A typical trajectory determined by the above rules is shown in Fig. 3(a). Regions with a large gap are plotted with solid lines while dots indicate a gap $< g_\ast$. After photodoping a fraction $f = 0.75$ of electrons into the valence band, the layered system slides from the destabilized AA toward the stable AB stacking. As the gap falls below the threshold $g_\ast$ at some shift $\Delta^\ast$, the electrons quickly recombine, relaxing to $f = 0$. If $\Delta^\ast$ belongs to the basin of attraction of the AB-stacked metastable minimum the system slides into it. However, depending on parameters, $\Delta^\ast$ might still be too small, so that the layers slide back to AA stacking, as shown in Fig. 3(b).

The hopping parameters for which photo-induced switching to the hidden state succeeds are shown in Fig. 3(a), where we assume an initial photo-doped fraction of $f = 0.75$ to destabilize the global minimum, and a small value of the threshold, $g_\ast = 0.2t_0$. Without interactions, a relatively short decay length of the hoppings, $\xi/b \lesssim 0.4$, and fairly strong interlayer hoppings $t_1/t_0$ are required to ensure a pronounced shift-dependent difference between bonding and anti-bonding states and to prevent recombination to set in before the basin of attraction for AB-stacking (at $f = 0$) is reached. The situation changes significantly upon turning on a moderate repulsion $U = 20t_0$. Computing the sliding energy landscape at different $f$’s using the Hartree-Fock approximation (cf. Fig. 3(b)), we find a substantial interaction gap for large $f$. As it exceeds $g_\ast$, it stabilizes the population inversion to larger $\Delta$ and thus allows the system to reach the AB stacked local minimum before fast recombination sets in. This substantially extends the regime of successful switching to the hidden phase (red points).

The interaction gap originates from the strong charge imbalance between the two atoms in the unit cell, which become inequivalent under sliding. The interactions also increase the barrier separating the secondary from the global minimum. This arises because a deviation from AB stacking weakens the hopping, which translates into an enhanced interaction gap and thus a higher barrier, as can be seen by comparing the energy landscapes for finite and vanishing $U$. While the range of deterministically switching non-interacting systems shrinks with increasing threshold $g_\ast$ (see SM), the stabilization due to interactions is robust and independent of small $g_\ast$.

**Conclusion and Discussion** — Using a minimal electronic model, we have demonstrated that metastable phases exist ubiquitously in the kinetic energy landscape of stacked bilayers with more than one atom per unit cell, and that the stability of stackings can be reversed by a significant non-equilibrium redistribution of electrons between occupied and empty bands using photodoping. In contrast to chemical doping which can only flatten the energy landscape, photodoping is able to destabilize the global minimum upon inverting the band population, inducing spontaneous sliding into a metastable stacking configuration. This provides a pathway for ultrafast optically controlled switching to hidden phases of layered systems. Moderate repulsions further enhance the robustness of the switching by creating a nonequilibrium interaction gap that suppresses fast recombination and preserves the electronic population inversion while the layers slide toward their metastable stacking configuration. However, since stronger interactions entail faster Auger recombination, the relevant value of $g_\ast$ may increase with $U$, with the danger of fast recombination setting in too early. In such cases, one may have to resort to continuous photo-doping to nevertheless maintain the population inversion during the sliding process.

A uniform sliding of macroscopic layers is unlikely. Indeed, since there are several equivalent sliding directions and secondary minima, different domains may slide in different directions, resulting in a mosaic-like structure.

The present study was partially motivated by the hidden phase of 1T-TaS$_2$. Despite the simplicity of our model, some of our findings are qualitatively consistent with experimental observations: For example, it has been shown that lattice defects and doping with Ti help to form the metallic 31 hidden state 32, 33, which can be rationalized by the flattening of the energy surface by chemical doping. The laser driving employed so far, for instance in Ref. 38 may not have been able to create a strongly inverted population, and the resulting weak photodoping has probably had an effect resembling that of chemical doping. Our results, however, predict that an inverted population, created by strong and carefully designed pulses with a chirped frequency that tracks the difference between the two effective chemical potentials 34, can facilitate the formation of the hidden phase, possibly on yet faster time scales than other excitation protocols. As strong inverted band populations can overcome even high energy barriers, our findings also suggest
an alternative non-thermal pathway to induce sliding interfacial ferroelectricity in a wider range of materials.

The present theoretical description could be extended to incorporate \textit{ab initio} input, replacing atomic sites with Wannier orbitals from first-principles calculations. While we expect our heuristic rules to predict the sliding pathway correctly, a quantitative prediction of the switching time would require time-dependent simulations for the combined lattice and electronic dynamics. This could be achieved with Quantum Boltzmann equation methods assisted by dynamical mean-field theory \cite{35, 36} or Ehrenfest dynamics within time-dependent density functional theory \cite{37}.

The sliding of layered materials can be seen as a solid-state analogue of photoisomerization, i.e., molecular conformation changes induced by electronic excitations \cite{38}. Those often owe their efficiency to conical intersections of the ground and excited energy surfaces, which funnel the dynamics of the atoms toward a ‘hidden’ conformation \cite{39}. This contrasts with our case where the system slides to a secondary minimum without any intersection, the closing of the band gap being preferentially prevented rather than promoted. However, it would be interesting to explore whether the mechanism we propose for solids, and in particular its boost by interactions, have analogues in molecules or nanophysics.
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Details of the model

We assume $H_{ij} = H_{ij;12} = 0$. The hopping amplitudes are assumed to be simple functions of the atomic distance, $t_{ij;aa'} = t_{aa'} \exp(-d_{ij;aa'} - d_{ia;aa'})$. The shortest distances between atoms from the same layer and from different layers are $d_{aia;i} = d_{aia;i} = d_{aia;i}$, respectively. We take $a_1, a_2$ to be two basis vectors of the underlying Bravais lattice. The location of a site $i$ is then $R_i = n_{i1}a_1 + n_{i2}a_2 + \delta_i$, where $\delta_i$ is the relative location of site $i$ in the unit cell.

For intralayer distances, we always have

$$
\begin{align*}
\delta_{ij} &= \delta_i - \delta_j.
\end{align*}
$$

Assuming a relative shift $\Delta$ between the layers, the interlayer distance

$$
\begin{align*}
d_{ij;12} &= \sqrt{((n_i - n_j - \Delta - \delta_{ij}) \cdot \hat{x})^2 + ((n_i - n_j - \Delta - \delta_{ij}) \cdot \hat{y})^2 + b^2} \\
&= \sqrt{((n_i - n_j - \Delta_1 + \delta_{ij,1}) a_{1x} + (n_i - n_j - \Delta_2 + \delta_{ij,1}) a_{2x})^2 + ((n_i - n_j - \Delta_1 + \delta_{ij,1}) a_{1y} + (n_i - n_j - \Delta_2 + \delta_{ij,1}) a_{2y})^2 + b^2}.
\end{align*}
$$

In general, the interlayer spacing $b$ might itself change slightly with $\Delta$, but we neglect such a dependence for simplicity.

Robustness of the secondary minimum

In the main text we have focused on an undistorted honeycomb lattice. However, the existence of the local minima is robust with respect to distortions of the lattice. In Fig. 5 we show the energy landscape to exhibit a secondary minimum for a wide set of different positions of the B atom within the unit cell. Meanwhile, the sublattice of the A atoms is fixed to remain triangular.

Inverted energy landscape under negative temperatures

Here we show that a negative-temperature distribution always reverses the sign of the slope of the energy landscape and thus destabilizes all minima. In the limit of infinite negative temperature $\beta \to \infty$ this describes the case of a full band inversion due to extreme photodoping ($f \to 1$), and thus shows that the latter destabilizes all minima.

We assume $H = H_0$ and $t_{ij;aa} = t_{ji;aa}$. The derivative of the energy w.r.t $\Delta$ is

$$
\begin{align*}
\partial \langle H_0 \rangle / \partial \Delta &= - \sum_{i,j,a,\sigma} (\partial H_{ij;aa} / \partial \Delta) \langle c_{i\alpha a}^\dagger c_{j\alpha a} \rangle.
\end{align*}
$$

Using the subscript $\beta$ to denote the temperature under which the expectation is taken, we note that

$$
\begin{align*}
\langle c_{i\alpha a}^\dagger c_{j\alpha a} \rangle_\beta &= \text{Tr}(e^{-\beta(H_0 - \mu N)} c_{i\alpha a}^\dagger c_{j\alpha a}),
\end{align*}
$$

where $N = \sum_{i\alpha a} c_{i\alpha a}^\dagger c_{i\alpha a}$.

We consider the system at fixed chemical potential $\mu$. Applying a particle-hole transformation, $P^\dagger c_{i\alpha a}^\dagger P = c_{i\alpha a}$, leads to $P^\dagger H_0 P = -H_0$ and $P^\dagger N P = 2n_{\text{lat}} - N$, where $n_{\text{lat}}$ is the number of lattice sites. We then have

$$
\begin{align*}
\langle c_{i\alpha a}^\dagger c_{j\alpha a} \rangle_\beta &= \text{Tr}(P^\dagger e^{-\beta(H_0 - \mu N)} c_{i\alpha a}^\dagger c_{j\alpha a} P) \\
&= \text{Tr}(e^{-\beta(H_0 - 2\mu n_{\text{lat}} + \mu N)} c_{i\alpha a}^\dagger c_{j\alpha a}^\dagger) \\
&= -e^{2\mu n_{\text{lat}}} \text{Tr}(c_{i\alpha a}^\dagger c_{j\alpha a}^\dagger) \\
&= -e^{2\mu n_{\text{lat}}} \langle c_{i\alpha a}^\dagger c_{j\alpha a}^\dagger \rangle_0 - \beta.
\end{align*}
$$
The hopping parameters are taken to be $\alpha$. This shows that the slope of the energy landscape in any direction has a sign opposite to that corresponding to positive temperature.

From the above equality we obtain

$$\frac{\partial (H_0)}{\partial \Delta} |_{\beta} = \sum_{ij\alpha\sigma} \frac{\partial t_{ij;\alpha\sigma}}{\partial \Delta} \langle c_{i\alpha\sigma}^\dagger c_{j\beta\bar{\sigma}} \rangle_{\beta} = \frac{1}{2} \sum_{ij\alpha\sigma} \frac{\partial t_{ij;\alpha\sigma}}{\partial \Delta} \left( \langle c_{i\alpha\sigma}^\dagger c_{j\beta\bar{\sigma}} \rangle_{\beta} + \langle c_{j\beta\bar{\sigma}}^\dagger c_{i\alpha\sigma} \rangle_{\beta} \right)$$

$$= -e^{2\mu \beta n_{\text{lat}}} \frac{1}{2} \sum_{ij\alpha\sigma} \frac{\partial t_{ij;\alpha\sigma}}{\partial \Delta} \left( \langle c_{i\alpha\sigma}^\dagger c_{j\beta\bar{\sigma}} \rangle_{-\beta} + \langle c_{j\beta\bar{\sigma}}^\dagger c_{i\alpha\sigma} \rangle_{-\beta} \right)$$

$$= -e^{2\mu \beta n_{\text{lat}}} \sum_{ij\alpha\sigma} \frac{\partial t_{ij;\alpha\sigma}}{\partial \Delta} \langle c_{i\alpha\sigma}^\dagger c_{j\beta\bar{\sigma}} \rangle_{-\beta}$$

$$= -e^{2\mu \beta n_{\text{lat}}} \frac{\partial (H_0)}{\partial \Delta} |_{-\beta}.$$  (7)

This shows that the slope of the energy landscape in any direction has a sign opposite to that corresponding to positive temperature.
FIG. 6. The switching phase diagram in the non-interacting case \((U = 0)\). \textit{Left:} Recombination is assumed to never speed up, i.e., the critical gap is assumed to be \(g^* = 0\) (in the numerics we used the value \(g^* = 10^{-9}t_0\)). \textit{Right:} Recombination is assumed to speed up when the gap falls below the value \(g^* = t_0\). We considered the same lattice as in Fig. 4 and the same initial photodoping level of \(f = 0.75\).

Supplemental data on the dependence of the switching diagram on the gap threshold \(g^*\).

Here we study how, in the non-interacting case, the switching diagram depends on the value of the phonon threshold \(g^*\).

On the left of Fig. 6 we show data obtained for the case where we assume that recombination never becomes faster than the sliding motion, corresponding to a threshold gap \(g^* = 0\), which is never reached. In this case the switching succeeds in the largest part of parameter space. It fails only if the system does not slide all the way to the minimum that turns into the hidden state upon adiabatic decrease of \(f\), but instead sticks to another minimum which eventually evolves back to the ground state as \(f \to 0\).

We then analyze the case of a gap threshold \(g^* = t_0\), which is substantially larger than the value \(g^* = 0.2t_0\) considered in Fig. 4. In this case only a tiny pocket of hopping parameter space with very strong bonding tendency still succeeds in switching deterministically.

In this case the deterministic switching of the non-interacting system fails due to the premature de-excitation once the gap reaches the threshold \(g^*\). However, upon de-excitation the system falls close to the maximum of the ground state energy landscape \((f = 0)\). Hence, if the de-excitation is not extremely fast compared to sliding time scales, or if fluctuation effects play a role, there may still be a chance that the system slides into the hidden phase, though perhaps just with a finite probability instead of with near certainty. This situation resembles what happens in photoisomerization processes in molecules that are funneled through conical intersections. Also there the evolution is not fully deterministic, but the conformation change has a finite failure rate.
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