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Abstract

In this paper, a risk-aware motion control scheme is considered for mobile robots to avoid randomly moving obstacles when the true probability distribution of uncertainty is unknown. We propose a novel model predictive control (MPC) method for limiting the risk of unsafety even when the true distribution of the obstacles' movements deviates, within an ambiguity set, from the empirical distribution obtained using a limited amount of sample data. By choosing the ambiguity set as a statistical ball with its radius measured by the Wasserstein metric, we achieve a probabilistic guarantee of the out-of-sample risk, evaluated using new sample data generated independently of the training data. To resolve the infinite-dimensionality issue inherent in the distributionally robust MPC problem, we reformulate it as a finite-dimensional nonlinear program using modern distributionally robust optimization techniques based on the Kantorovich duality principle. To find a globally optimal solution in the case of affine dynamics and output equations, a spatial branch-and-bound algorithm is designed using McCormick relaxation. The performance of the proposed method is demonstrated and analyzed through simulation studies using a nonlinear car-like vehicle model and a linearized quadrotor model.

1 Introduction

Safety is one of the most fundamental challenges in the operation of mobile robots and autonomous vehicles in practical environments, which are uncertain and dynamic. In particular, the unexpected movement of objects and agents often jeopardizes the collision-free navigation of mobile robots. Unfortunately, predicting an object's motion is a challenging task in many circumstances due to the lack of knowledge about the object's possibly uncertain dynamics. Estimating an accurate probability distribution of underlying uncertainty often demands large-scale high-resolution sensor measurements over a long training period. The research question to be addressed in this work is as follows: Can a robot make a safe decision using an unreliable distribution estimated from small samples? To answer this question, we develop an optimization-based motion control method that uses a limited amount of data for making a risk-aware decision with a finite-sample probabilistic guarantee of collision avoidance.

Several risk-sensitive decision-making methods have been proposed for robots to avoid obstacles in uncertain environments. Chance-constrained methods are among the most popular approaches, as they can be used to directly limit the probability of collision. Because of their intuitive and practical role, chance constraints have been extensively used in sampling-based planning and
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model predictive control (MPC) \cite{4,5}. However, it is computationally challenging to handle a chance constraint due to its nonconvexity. This often limits the admissible class of probability distributions and system dynamics and/or requires an undesirable approximation. To resolve the issue of nonconvexity, a few theoretical and algorithmic tools have been developed using a particle-based approximation \cite{6} and semidefinite programming formulation \cite{7}, among others. Another approach is to use a convex risk measure, which is computationally tractable. In particular, conditional value-at-risk (CVaR) has recently drawn a great deal of interest in motion planning and control \cite{8–11}. The CVaR of a random loss represents the conditional expectation of the loss within the \((1 - \alpha)\) worst-case quantile of the loss distribution, where \(\alpha \in (0,1)\) \cite{12}. As claimed in \cite{9}, CVaR is suitable for rational risk assessments in robotic applications because of its coherence in the sense of Artzner et al. \cite{13}. In addition to its computational tractability, CVaR is capable of distinguishing the worst-case tail events, and thus it is effective to take into account rare but unsafe events. To enjoy these advantages, we adopt CVaR to measure the risk of unsafety.

The performance of such risk-aware motion control tools critically depends on the quality of information about the probability distribution of underlying uncertainties, such as an obstacle’s random motion. If a poorly estimated distribution is used, it may cause unwanted behaviors of the robot, leading to a collision. One of the most straightforward ways to estimate the probability distribution is to collect the sample data of an obstacle’s movement and construct an empirical distribution. The use of an empirical distribution is equivalent to a sample average approximation (SAA) of the stochastic programs \cite{14}. Although SAA is quite effective with asymptotic optimality, it does not have a finite-sample guarantee of satisfying risk constraints. In our previous work using SAA, it was empirically observed that risk constraints are likely to be violated when the sample size is very small \cite{11}.

To account for this issue of limited distributional information, we seek an efficient risk-aware motion control method that is robust against distribution errors. Our method is based on distributionally robust optimization (DRO), which is employed to solve a stochastic program in the face of the worst-case distribution drawn from a given set, called the ambiguity set \cite{15–17}. In this work, we use the Wasserstein ambiguity set, a statistical ball that contains all the probability distributions whose Wasserstein distance from an empirical distribution is no greater than a certain radius \cite{18–20}. The Wasserstein ambiguity set has several salient features, such as providing a non-asymptotic performance guarantee and addressing the closeness between two points in the support, unlike other statistical distance-based ambiguity sets (e.g., using phi-divergence) \cite{20–22}. The proposed motion control method is robust against obstacle movement distribution errors characterized by the Wasserstein ambiguity set.

The contributions of this work can be summarized as follows. First, a novel model predictive control (MPC) method is proposed to limit the risk of unsafety through CVaR constraints that must hold for any perturbation of the empirical distribution within the Wasserstein ambiguity set. Thus, the resulting control decision is guaranteed to satisfy the risk constraints for avoiding randomly moving obstacles in the presence of allowable distribution errors. Moreover, the proposed method provides a finite-sample probabilistic guarantee of limiting out-of-sample risk, meaning that the risk constraints are satisfied with probability no less than a certain threshold even when evaluated with new sample data chosen independently of the training data. Second, for computational tractability, we reformulate the distributionally robust MPC (DR-MPC) problem, which is infinite-dimensional, into a finite-dimensional nonconvex optimization problem. The proposed reformulation procedure is developed using modern DRO techniques based on the Kantorovich duality principle \cite{18}. Third, a spatial branch-and-bound (sBB) algorithm is designed with McCormick relaxation to address the issue of nonconvexity. The proposed algorithm finds a globally optimal control action in the case of affine system dynamics and output equations. The performance and utility of the proposed method
are demonstrated through two simulation studies, one with a nonlinear car-like vehicle model and another with a linearized quadrotor model. The results of numerical experiments confirm that, even when the sample size is small, the proposed DR-MPC method can successfully avoid randomly moving obstacles with a guarantee of limiting out-of-sample risk, while its SAA counterpart fails to do so.

The rest of this paper is organized as follows. In Section 2, the problem setup is introduced and the Wasserstein DR-MPC problem is formulated using CVaR constraints for collision avoidance. In Section 3, a set of reformulation procedures is proposed to resolve the infinite-dimensionality issue inherent in the DR-MPC problem. Section 4 is devoted to a spatial branch-and-bound algorithm for solving the reformulated optimization problem, which is nonconvex. In Section 5, the probabilistic guarantee of limiting out-of-sample risk is discussed using the measure concentration inequality for Wasserstein ambiguity sets. Finally, the simulation results are presented and analyzed in Section 6.

2 Problem Formulation

2.1 System and Obstacle Models

In this paper, we consider a mobile robot, which can be modeled by the following discrete-time dynamical system:

\[
\begin{align*}
    x(t+1) &= f(x(t), u(t)) \\
    y(t) &= h(x(t), u(t)),
\end{align*}
\]

where \( x(t) \in \mathbb{R}^{n_x}, u(t) \in \mathbb{R}^{n_u} \) and \( y(t) \in \mathbb{R}^{n_y} \) are the system state, the control input, and the system output, respectively. In general, \( f : \mathbb{R}^{n_x} \times \mathbb{R}^{n_u} \to \mathbb{R}^{n_x} \) and \( h : \mathbb{R}^{n_x} \times \mathbb{R}^{n_u} \to \mathbb{R}^{n_y} \) are nonlinear functions, representing the system dynamics and the output mapping, respectively. We regard the output as the robot’s current position in the \( n_y \)-dimensional configuration space. Typical robotic systems operate under some state and control constraints:

\[
x(t) \in \mathcal{X}, \quad u(t) \in \mathcal{U}.
\]

We assume that \( \mathcal{X} \subseteq \mathbb{R}^{n_x} \) and \( \mathcal{U} \subseteq \mathbb{R}^{n_u} \) are convex sets.

To formulate a collision avoidance problem, we consider \( L \) randomly moving rigid body obstacles that the robotic vehicle has to avoid while navigating the configuration space. Let the region
occupied by the obstacle $\ell$ at stage $t$ be denoted by $O_\ell(t) \subset \mathbb{R}^n$. If $O_\ell(t)$ is not a convex polytope, we over-approximate it as a polytope and choose its convex hull as illustrated in the second obstacle in Fig. 1. Each obstacle’s motion between two stages is assumed to be modeled by translation

$$O_\ell(t + k) = O_\ell(t) + w_{\ell,t,k},$$

where $w_{\ell,t,k}$ is a random translation vector in $\mathbb{R}^n$. An example of obstacles’ movements is illustrated in Fig. 1. Here, the sum of a set $A$ and a vector $w$ is defined by adding $w$ to all elements of $A$, i.e. $A + w := \{a + w \mid a \in A\}$.

Regarding obstacle $\ell$, we define the safe region, denoted by $Y_\ell(t)$, as the complement to the region occupied by the obstacle, i.e.,

$$Y_\ell(t) := \mathbb{R}^n \setminus O_\ell^o(t),$$

where $O_\ell^o(t)$ denotes the interior of $O_\ell(t)$. For collision avoidance, it is desirable for the robotic vehicle to navigate in the intersection of safe regions regarding all the obstacles:

$$y(t) \in Y_\ell(t) \quad \forall \ell.$$  

Since obstacle $\ell$ is moving randomly, so is the corresponding safe region. Specifically, it evolves with

$$Y_\ell(t + k) = \mathbb{R}^n \setminus O_\ell^o(t + k)$$

$$= \{x \in \mathbb{R}^n \mid x \notin O_\ell^o(t + k)\}$$

$$= \{x + w_{\ell,t,k} \in \mathbb{R}^n \mid x \notin O_\ell^o(t)\}$$

$$= Y_\ell(t) + w_{\ell,t,k}. $$

### 2.2 Reference Trajectory Planning

In the offline planning stage, a reference trajectory is generated using path-planning tools. For this work, we employ RRT* [23]. This particular tool efficiently searches nonconvex, high-dimensional spaces by randomly building a space-filling tree. The tree is constructed incrementally in a way that quickly reduces the expected distance between a randomly-chosen point and the tree. It provides an asymptotically optimal solution using tree rewiring and near neighbor search to improve the path quality. The tree starts from an initial state $y_{init}$ and expands to find a path towards the goal state $y_{goal}$, by randomly sampling the configuration space of obstacles in their initial positions and steering towards the random sample. However, the path generated by RRT* might not be possible to trace, given the dynamics of a robotic vehicle. In order to generate a traceable trajectory that takes into account robot dynamics, we perform kinodynamic motion planning based on RRT* [24]. The major difference from the baseline RRT* algorithm is that the vehicle dynamics is used for local steering to return a trajectory connecting two states while minimizing the distance between them.

The resulting trajectory is collision-free, given the initial configuration of the obstacles. However, it might not be safe to follow when the obstacles start to move. To limit this risk of unsafety during the operation of the robot, we propose a more sophisticated motion control tool that takes into account randomly moving obstacles in a distributionally robust manner.

---

1Our method may also handle the rotation of obstacles by using the model proposed in our previous work [11]. However, for ease of exposition, we only consider translational motion.
2.3 Measuring Safety Risk Using CVaR

Our motion control tool uses the notion of safety risk introduced in our previous work \[25\]. We measure the loss of safety regarding obstacle \(\ell\) as the deviation of the robot’s position from the safe region \(\mathcal{Y}_\ell(t)\):

\[
\text{dist}(y(t), \mathcal{Y}_\ell(t)) := \min_{a \in \mathcal{Y}_\ell(t)} \|y(t) - a\|_2,
\]

where \(\|\cdot\|_2\) is the standard Euclidean norm. It is ideal to drive the robot so that the loss of safety is zero. However, in practice, the resulting decision might be overly cautious. Rather than employing such a deterministic approach, we take a stochastic approach by measuring the safety risk regarding obstacle \(\ell\) as the conditional value-at-risk (CVaR) of safety loss. The CVaR of a random loss \(X\) is equal to the conditional expectation of the loss within the \((1 - \alpha)\) worst-case quantile of the loss distribution and is defined by

\[
\text{CVaR}_\alpha(X) := \min_{z \in \mathbb{R}} \mathbb{E}\left[ z + \frac{(X - z)^+}{1 - \alpha} \right],
\]

where \((x)^+ = \max\{x, 0\}\). Accordingly, the safety risk measures the conditional expectation of the distance between the robot position \(y(t)\) and the safe region \(\mathcal{Y}_\ell(t)\) within the \((1 - \alpha)\) worst-case quantile of the safety loss distribution. Our motion control tool seeks the robot’s actions that satisfy the following risk constraint:

\[
\text{CVaR}_{\alpha}^{\mu_\ell}[\text{dist}(y(t), \mathcal{Y}_\ell(t)) \leq \delta_\ell \quad \forall \ell, \quad \quad \quad (2.2)
\]

where \(\delta_\ell \geq 0\) is a user-specified parameter that adjusts risk-tolerance of the robot.

2.4 Wasserstein Distributionally Robust MPC

Computing safety risk requires information about the probability distribution of \(w_{\ell,t,k}\)’s. However, the exact probability distribution is unknown in practice, and obtaining a reliable distribution is a challenging task. In most cases, we only have a limited amount of sample data generated from the underlying distribution. Probably the simplest way to incorporate the available data into the motion control problem is to employ an empirical distribution as in SAA of stochastic programs \[14\]. Specifically, given sample data \(\{\hat{w}^{(1)}_{\ell,t,k}, \ldots, \hat{w}^{(N_k)}_{\ell,t,k}\}\) of \(w_{\ell,t,k}\), the empirical distribution is defined as

\[
\nu_{\ell,t,k} := \frac{1}{N_k} \sum_{i=1}^{N_k} \delta_{\hat{w}_{\ell,t,k}^{(i)}}, \quad \quad \quad (2.3)
\]

where \(\delta_w\) is the Dirac delta measure concentrated at \(w\). However, this empirical distribution is not capable of reliably estimating the safety risk, particularly when the sample size \(N_k\) is small. This fundamental limitation results in unsafe decision-making without respecting the original risk constraint. Thus, the approach of using empirical distributions may lead to damaging collisions as the safety risk is poorly assessed.

To resolve the issue of unreliable distribution information, we take a DRO approach. Instead of using the risk constraint (2.2), we limit the safety risk evaluated under the worst-case distribution of \(w_{\ell,t,k}\) lying in a given set \(\mathcal{D}_{\ell,t,k}\), called an ambiguity set. More precisely, we impose the following distributionally robust risk constraint:

\[
\sup_{\mu_{\ell,t,k} \in \mathcal{D}_{\ell,t,k}} \text{CVaR}_\alpha^{\mu_{\ell,t,k}}[\text{dist}(y_k, \mathcal{Y}_\ell(t + k))] \leq \delta_\ell \quad \forall \ell.
\]
By limiting the worst-case risk value that the robot can bear, the resulting control action is robust against distribution errors characterized by the ambiguity set. In this work, the ambiguity set is chosen as the following statistical ball centered at the empirical distribution (2.3) with radius \( \theta > 0 \):

\[
\mathbb{D}_{\ell,t,k} := \{ \mu \in \mathcal{P}(\mathbb{W}) \mid W(\mu, \nu_{\ell,t,k}) \leq \theta \},
\]

(2.4)

where \( \mathcal{P}(\mathbb{W}) \) denotes the set of Borel probability measures on the support \( \mathbb{W} \subseteq \mathbb{R}^n \). Here, the Wasserstein distance (of order 1) \( W(\mu, \nu) \) between \( \mu \) and \( \nu \) represents the minimum cost of redistributing mass from one measure to another using a small non-uniform perturbation, and is defined by

\[
W(\mu, \nu) := \min_{\kappa \in \mathcal{P}(\mathbb{W}^2)} \left\{ \int_{\mathbb{W}^2} ||w - w'|| \, d\kappa(w, w') \mid \Pi^1 \kappa = \mu, \Pi^2 \kappa = \nu \right\},
\]

where \( \Pi^i \kappa \) denotes the \( i \)th marginal of the transportation plan \( \kappa \) for \( i = 1, 2 \), and \( || \cdot || \) is an arbitrary norm on \( \mathbb{R}^{nw} \). It is worth mentioning that other types of ambiguity sets can be chosen in the proposed DR-MPC formulation. A popular choice in the literature of DRO is moment-based ambiguity sets \[15\,17\]. However, such ambiguity sets are often overly conservative and require a large sample size to reliably estimate moment information. Statistical distance-based ambiguity sets have also received a considerable interest, by using phi-divergence \[21\] and Wasserstein distance \[18\,20\,26\], among others. However, unlike other statistical distance-based ones, the Wasserstein ambiguity set contains a richer set of relevant distributions, and the corresponding Wasserstein DRO provides a superior finite-sample performance guarantee \[18\]. These desirable features play an important role in the proposed motion control tool.

Finally, we formulate the risk-aware motion control problem as the following Wasserstein distributionally robust MPC (DR-MPC) problem\[2\]

\[
\inf_{\textbf{u}, \textbf{x}, \textbf{y}} J(x(t), \textbf{u}) := \sum_{k=0}^{K-1} r(x_k, u_k) + q(x_K)
\]

(2.5a)

s.t. \( x_{k+1} = f(x_k, u_k) \) \hspace{1cm} (2.5b) \hspace{1cm} \( y_k = h(x_k, u_k) \) \hspace{1cm} (2.5c) \hspace{1cm} \( x_0 = x(t) \) \hspace{1cm} (2.5d) \hspace{1cm} \( x_k \in \mathcal{X} \) \hspace{1cm} (2.5e) \hspace{1cm} \( u_k \in \mathcal{U} \) \hspace{1cm} (2.5f) \hspace{1cm} \sup_{\mu_{\ell,t,k} \in \mathbb{D}_{\ell,t,k}} \text{CVaR}^\mu_{\ell,t,k} [\text{dist}(y_k, \mathcal{Y}_\ell(t + k))] \leq \delta_\ell, \hspace{1cm} (2.5g)

where \( \textbf{u} := (u_0, \ldots, u_{K-1}) \), \( \textbf{x} := (x_0, \ldots, x_K) \), \( \textbf{y} := (y_0, \ldots, y_K) \). The constraints (2.5b) and (2.5f) should be satisfied for \( k = 0, \ldots, K-1 \), the constraints (2.5c) and (2.5e) should hold for \( k = 0, \ldots, K \), and the constraint (2.5g) is imposed for \( k = 1, \ldots, K \) and \( \ell = 1, \ldots, L \). Here, the stage-wise cost function \( r : \mathbb{R}^n_x \times \mathbb{R}^n_u \rightarrow \mathbb{R} \) and the terminal cost function \( q : \mathbb{R}^n_x \rightarrow \mathbb{R} \) are chosen to penalize the deviation from the reference trajectory \( x_{\text{ref}} \) generated in Section 2.2 and to minimize the control effort. Specifically, we set

\[
J(x(t), \textbf{u}) := ||x_K - x_{\text{ref}}^K||_P^2 + \sum_{k=0}^{K-1} ||x_k - x_{\text{ref}}^k||_Q^2 + ||u_k||_R^2,
\]

\[\text{Our problem formulation and solution method is different from the one studied by Coulson et al. \[27\] as they consider uncertainties in systems, whereas we consider uncertainties in obstacles’ motions. Dynamic programming approaches to distributionally robust optimal control problems have also been studied in \[28\,31\].}\]
where $Q \succeq 0$, $R \succ 0$ are the weight matrices for state and input, respectively, and $P \succeq 0$ is chosen in a way to ensure stability. The constraints (2.5b) and (2.5c) account for the system state and output predicted in the MPC horizon when $x_0$ is initialized as the current state $x(t)$, and (2.5f) and (2.5h) are the constraints on system state and control input, respectively. The distributionally robust risk constraint is specified in (2.5g), which is the most important part in this problem for safe motion control with limited distribution information.

The Wasserstein DR-MPC problem is defined and solved in a receding horizon manner. Once an optimal solution $u^\star$ is obtained given the current state $x(t)$, the first component $u^\star_0$ of $u^\star$ is selected as the control input at stage $t$, i.e., $u(t) := u^\star_0$. Unfortunately, it is challenging to solve the Wasserstein DR-MPC problem due to the distributionally robust risk constraint (2.5g). This risk itself involves an optimization problem, which is infinite-dimensional. To alleviate the computational difficulty, we reformulate the Wasserstein DR-MPC problem in a tractable form and propose efficient algorithms for solving the reformulated problem in the following sections.

3 Finite-Dimensional Reformulation via Kantorovich Duality

To develop a computationally tractable approach to solving the Wasserstein DR-MPC problem, we propose a set of reformulation procedures. For ease of exposition, we suppress the subscripts in the DR-risk constraint (2.5g) and consider

$$\sup_{\mu \in \mathcal{D}} \text{CVaR}_\alpha^\mu[\text{dist}(y, \mathcal{Y} + w)] \leq \delta.$$  (3.1)

3.1 Distance to the Safe Region

The first step is to derive a simple expression for the loss of safety, $\text{dist}(y, \mathcal{Y} + w)$. Recall that the region occupied by an obstacle is represented as a convex polytope (via over-approximation if needed), i.e.,

$$\mathcal{O} = \{y \mid c_j^\top y \leq d_j, j = 1, \ldots, m\}$$

for some $c_j \in \mathbb{R}^{n_y}$ and $d_j \in \mathbb{R}$. Since $\mathcal{Y} = \mathbb{R}^{n_y} \setminus \mathcal{O}$, the corresponding safe region can be expressed as the union of half spaces, i.e.,

$$\mathcal{Y} := \bigcup_{j=1}^m \{y \mid c_j^\top y \geq d_j\}.  \quad (3.2)$$

From (3.2), we see that the safe region is a union of halfspaces, resulting in the next lemma.

**Lemma 1.** Suppose that the safe region is given by (3.2). Then, the loss of safety (2.1) can be expressed as

$$\text{dist}(y, \mathcal{Y} + w) = \left[ \min_{j=1,\ldots,m} \frac{d_j - c_j^\top (y - w)}{\|c_j\|_2} \right]^+. $$

**Proof.** First, we let

$$\mathcal{Y}_j := \{y \mid c_j^\top y \geq d_j\}. $$

Then, using the property that $\mathcal{Y}_j + w = \{y \mid c_j^\top (y - w) \geq d_j\}$, the distance between $y$ and each halfspace can be represented by

$$\text{dist}(y, \mathcal{Y}_j + w) = \inf_{t} \{\|t\|_2 \mid c_j^\top (y - t - w) \geq d_j\}.  \quad (3.3)$$
This equality is illustrated in Fig. 2. To derive the dual of the optimization problem in (3.3), we first find the Lagrangian as

$$L(t, \lambda) = \|t\|_2 + \lambda \left[ d_j - c_j^\top (y - t - w) \right].$$

The corresponding dual function is obtained by

$$g(\lambda) = \min_t \left\{ \|t\|_2 + \lambda \left[ d_j - c_j^\top (y - t - w) \right] \right\} = \min_t \left\{ \|t\|_2 + \lambda c_j^\top t \right\} + \lambda \left[ d_j - c_j^\top (y - w) \right].$$

Note that

$$\min_t \left\{ \|t\|_2 + \lambda c_j^\top t \right\} = \begin{cases} 0 & \text{if } \lambda \|c_j\|_2 \leq 1 \\ -\infty & \text{otherwise}. \end{cases}$$

Therefore, the dual problem of (3.3) can be derived as

$$\left\{ \begin{array}{l} \max_{\lambda} \lambda \left[ d_j - c_j^\top (y - w) \right] \\ \text{s.t.} \quad \lambda \|c_j\|_2 \leq 1 \\ \lambda \geq 0 \end{array} \right\} = \left\{ \begin{array}{l} \max_{\lambda} \lambda \left[ d_j - c_j^\top (y - w) \right] \\ \text{s.t.} \quad \lambda \leq \frac{1}{\|c_j\|_2} \\ \lambda \geq 0 \end{array} \right\} = \left[ \frac{d_j - c_j^\top (y - w)}{\|c_j\|_2} \right]^+. \quad (3.4)$$

The primal problem satisfies the refined Slater’s conditions, as the inequality constraint is linear and the primal problem is feasible [32, Section 5.2.3]. Therefore, we conclude that strong duality holds.

Now that we have the distance from a single halfspace, the distance from the safe region can be written as

$$\text{dist}(y, \mathcal{N} + w) = \min_{j=1, \ldots, m} \{ \text{dist}(y, \mathcal{N}_j + w) \} = \min_{j=1, \ldots, m} \left\{ \frac{[d_j - c_j^\top (y - w)]^+}{\|c_j\|_2} \right\},$$

where the second equality follows directly from (3.4). This concludes the proof because minimum and $(\cdot)^+$ are interchangeable.
3.2 Reformulation of Distributionally Robust Risk Constraints

The next step is to reformulate the distributionally robust risk constraint (3.1) in a conservative manner. This reformulation will then be suitable for our purpose of limiting safety risk.

**Lemma 2.** Suppose that the safe region is given by (3.2). Then, the distributionally robust safety risk is upper-bounded as follows:

\[
\sup_{\mu \in \mathcal{D}} \text{CVaR}_\alpha^\mu[\text{dist}(y, Y + w)] \leq \inf_{z \in \mathbb{R}} z + \frac{1}{1 - \alpha} \sup_{\mu \in \mathcal{D}} \mathbb{E}^\mu \left[ \max \left\{ \min_j p_j(y, w) - z, -z, 0 \right\} \right],
\]

where \( p_j(y, w) = \frac{d_j - c_j^\top (y-w)}{\|c_j\|_2} \).

**Proof.** By the definition of CVaR and Lemma 1, we have

\[
\text{CVaR}_\alpha^\mu[\text{dist}(y, Y + w)] = \inf_{z \in \mathbb{R}} \mathbb{E}^\mu \left[ z + \frac{(\text{dist}(y, Y + w) - z)^+}{1 - \alpha} \right]
\]

By the minimax inequality, we obtain that

\[
\sup_{\mu \in \mathcal{D}} \text{CVaR}_\alpha^\mu[\text{dist}(y, Y + w)] \leq \inf_{z \in \mathbb{R}} \sup_{\mu \in \mathcal{D}} \mathbb{E}^\mu \left[ z + \frac{1}{1 - \alpha} \left( \left[ \min_j p_j(y, w) \right]^+ - z \right)^+ \right],
\]

and therefore the result follows.

The upper-bound of the worst-case CVaR in Lemma 2 is still difficult to evaluate because its inner maximization problem involves optimization over a set of distributions. To resolve this issue, we use Wasserstein DRO based on Kantorovich duality to transform it into a finite-dimensional optimization problem as follows.

**Proposition 1.** Suppose that the uncertainty set is a compact convex polytope, i.e. \( \mathcal{W} := \{w \in \mathbb{R}^{n_w} \mid Hw \leq h\} \), where \( H \in \mathbb{R}^{q \times n_w} \) and \( h \in \mathbb{R}^q \). Then, the following equality holds:

\[
\sup_{\mu \in \mathcal{D}} \mathbb{E}^\mu \left[ \max_{j=1,\ldots,m} p_j(y, w) - z, -z, 0 \right] = \\
\inf_{\lambda, s, \rho, \gamma, \eta, \zeta} \lambda \theta + \sum_{i=1}^N s_i \\
s.t. \langle \rho_i, G(y - \hat{w}^{(i)}) + g \rangle + \langle \gamma_i, h - H \hat{w}^{(i)} \rangle \leq s_i + z \\
\langle \eta_i, h - H \hat{w}^{(i)} \rangle \leq s_i \\
\langle \zeta_i, h - H \hat{w}^{(i)} \rangle \leq s_i \\
\|H^\top \gamma_i - G^\top \rho_i\|_* \leq \lambda \\
\|H^\top \eta_i\|_* \leq \lambda \\
\|H^\top \zeta_i\|_* \leq \lambda \\
\langle \rho_i, e_m \rangle = 1 \\
\gamma_i \geq 0, \ \rho_i \geq 0, \ \eta_i \geq 0, \ \zeta_i \geq 0,
where all the constraints hold for $i = 1, \ldots, N$, and the dual norm $\| \cdot \|_*$ is defined by $\| z \|_* := \sup_{\| \xi \| \leq 1} \langle z, \xi \rangle$. Here, $G \in \mathbb{R}^{m \times n_y}$ is a matrix with rows $\frac{c_j}{\| c_j \|_2}$, $j = 1, \ldots, m$, $g \in \mathbb{R}^m$ is a column vector with entries $\frac{d_j}{\| c_j \|_2}$, $j = 1, \ldots, m$, and $e_m \in \mathbb{R}^m$ is a vector of all ones.

Proof. By the Kantorovich duality principle, we can rewrite the upper-bound of the worst-case CVaR in Lemma 2 in the following dual form:

$$
\sup_{\mu \in \mathcal{D}} \mathbb{E}^\mu \left[ \max \left\{ \min_{j=1,\ldots,m} p_j(y, w) - z, -z, 0 \right\} \right] =
\inf_{\lambda \geq 0} \left\{ \lambda \theta + \frac{1}{N} \sum_{i=1}^N \sup_{w \in \mathcal{W}} \left[ \max \left\{ \min_{j=1,\ldots,m} p_j(y, w) - z, -z, 0 \right\} - \lambda \| w - \hat{w}(i) \| \right] \right\}.
$$

It is proved in [20, Theorem 1] that strong duality holds. Introducing new auxiliary variable $s$ and following the procedure in [18], the dual problem above can be expressed as

$$
\begin{align*}
\inf_{\lambda, s} & \lambda \theta + \frac{1}{N} \sum_{i=1}^N s_i \\
\text{s.t.} & \sup_{w \in \mathcal{W}} \left[ \max \left\{ \min_{j=1,\ldots,m} p_j(y, w) - z, -z, 0 \right\} - \lambda \| w - \hat{w}(i) \| \right] \leq s_i \\
& \lambda \geq 0,
\end{align*}
$$

where the constraints hold for all $i$. In the second problem, we decompose the expression inside maximum and employ the definition of dual norm. Thereafter, since the set $\{ \xi_i \mid \| \xi_i \|_* \leq \lambda \}$ is compact for any $\lambda \geq 0$, the minimax theorem can be used to rewrite the problem as

$$
\begin{align*}
\inf_{\lambda, s} & \lambda \theta + \frac{1}{N} \sum_{i=1}^N s_i \\
\text{s.t.} & \min_{\| \xi_i \|_* \leq \lambda} \sup_{w \in \mathcal{W}} \left[ -\langle \xi_{i,1}, w - \hat{w}(i) \rangle + \min_j p_j(y, w) \right] - z \leq s_i \\
& \min_{\| \xi_i \|_* \leq \lambda} \sup_{w \in \mathcal{W}} \left[ -\langle \xi_{i,2}, w - \hat{w}(i) \rangle \right] - z \leq s_i \\
& \min_{\| \xi_i \|_* \leq \lambda} \sup_{w \in \mathcal{W}} \left[ -\langle \xi_{i,3}, w - \hat{w}(i) \rangle \right] \leq s_i \\
& \lambda \geq 0,
\end{align*}
$$

where the constraints hold for all $i$. The first constraint can be written as sum of a conjugate function and the support function $\sigma_\mathcal{W}(\nu_i) := \sup_{w \in \mathcal{W}} \langle \nu_i, w \rangle$ since $-p_j(y, w)$ is proper, convex and lower semicontinuous. Likewise, the next two constraints can be represented using $\sigma_\mathcal{W}(\xi_{i,2})$ and $\sigma_\mathcal{W}(\xi_{i,3})$ as follows:

$$
\begin{align*}
\begin{cases}
\inf_{\lambda, s, \nu} & \lambda \theta + \sum_{i=1}^N s_i \\
\text{s.t.} & \sup_{w \in \mathcal{W}} \left[ \langle \xi_{i,1} - \nu_i, w \rangle + \min_j p_j(y, w) \right] + \sigma_\mathcal{W}(\nu_i) - \langle \xi_{i,1}, \hat{w}(i) \rangle - z \leq s_i \\
& \sigma_\mathcal{W}(\xi_{i,2}) - \langle \xi_{i,2}, \hat{w}(i) \rangle - z \leq s_i \\
& \sigma_\mathcal{W}(\xi_{i,3}) - \langle \xi_{i,3}, \hat{w}(i) \rangle \leq s_i \\
& \| \xi_{i,k} \|_* \leq \lambda, \ k = 1, 2, 3,
\end{cases}
\end{align*}
$$

(3.5)
where the constraints hold for all \( i \).

On the other hand, we note that

\[
\sup_w \left[ \langle \xi_i, 1 - \nu_i, w \rangle + \min_{j=1, \ldots, m} p_j(y, w) \right] = \begin{cases} 
\sup_{w, \tau} \left[ \langle \xi_i, 1 - \nu_i, w \rangle + \tau \right] 
\text{s.t.} 
G(y - w) + g \geq \tau e \\
\inf_{\rho_i} \left[ \langle \rho_i, g + Gy \rangle \right] 
\text{s.t.} 
G^\top \rho_i = \xi_i, 1 - \nu_i \\
\langle \rho_i, e_m \rangle = 1 \\
\rho_i \geq 0,
\end{cases}
\]

where the last equality follows from strong duality of linear programming, which holds because the primal maximization problem is feasible. By the definition of support functions, we also have

\[
\sigma_w(\nu_i) = \begin{cases} 
\sup_w \langle \nu_i, w \rangle 
\text{s.t.} 
Hw \leq h \\
\inf_{\gamma_i} \langle \gamma_i, h \rangle 
\text{s.t.} 
H^\top \gamma_i = \nu_i \\
\gamma_i \geq 0
\end{cases}
\]

where the last equality follows from strong duality of linear programming, which holds since the uncertainty set is nonempty. Similar expressions are derived for \( \sigma_w(\xi_i, 2) \) and \( \sigma_w(\xi_i, 3) \) with Lagrangian multipliers \( \eta_i \) and \( \zeta_i \), respectively. By substituting the results above into (3.5), we conclude that the proposed reformulation is exact.

### 3.3 Reformulation of the Wasserstein DR-MPC Problem

We are now ready to reformulate the Wasserstein DR-MPC problem (2.5) as a finite-dimensional optimization problem by using Lemma 2 and Proposition 1. Putting all the pieces in Lemma 2 and Proposition 1 together into (2.5), we have

\[
\inf_{u, x, y, z, \lambda, s, \rho, \gamma, \eta, \zeta} J(x(t), u) := \sum_{k=0}^{K-1} r(x_k, u_k) + q(x_K) \\
\text{s.t.} 
\begin{align*}
\lambda \ell, k - \frac{1}{1 - \alpha} \left[ \sum_{i=1}^{N_k} s_{\ell, k, i} \right] &\leq \delta \ell \\
\langle \rho_{\ell, k, i}, G \rangle (y_k - \hat{w}_{\ell, k}) + g_k + \langle \gamma_{\ell, k, i}, h - H \hat{w}_{\ell, k} \rangle &\leq s_{\ell, k, i} + z_{\ell, k} \\
\langle \eta_{\ell, k, i}, h - H \hat{w}_{\ell, k} \rangle &\leq s_{\ell, k, i} + z_{\ell, k} \\
\langle \zeta_{\ell, k, i}, h - H \hat{w}_{\ell, k} \rangle &\leq s_{\ell, k, i} + z_{\ell, k} \\
\|H^\top \gamma_{\ell, k, i} - G^\top \rho_{\ell, k, i}\| &\leq \lambda \ell, k \\
\|H^\top \eta_{\ell, k, i}\| &\leq \lambda \ell, k \\
\|H^\top \zeta_{\ell, k, i}\| &\leq \lambda \ell, k \\
\langle \rho_{\ell, k, i}, e_m \rangle &\leq \lambda \ell, k \\
\gamma_{\ell, k, i}, \rho_{\ell, k, i}, \eta_{\ell, k, i}, \zeta_{\ell, k, i} &\geq 0 \\
x_k &\in \mathcal{X}, \
u_k &\in \mathcal{U}, \
z_{\ell, k} &\in \mathbb{R},
\end{align*}
\]
where all the constraints hold for \( k = 1, \ldots, K, \ell = 1, \ldots, L \) and \( i = 1, \ldots, N_k \), except for the first constraint and \( u_k \in U \), which should hold for \( k = 0, \ldots, K - 1 \), and the second constraint and \( x_k \in X \), which should hold for \( k = 0, \ldots, K \).

The overall motion control process is as follows. First, at stage \( t \) the initial state \( x_0 \) in MPC is set to be the current state \( x(t) \). Also, the current safe region \( Y_\ell(t) \) is observed to return \( G_t \) and \( g_t \).

Second, the Wasserstein DR-MPC problem (3.6) is solved to find a solution \( u^* \) satisfying the risk constraint even when the actual distribution deviates from the empirical distribution (2.3) within the Wasserstein ball (2.4). Then, the first component of the optimal control input sequence \( u^*_0 \) is selected as the control input at stage \( t \) and applied to the robotic vehicle. These two steps are repeated for all time stages until the desired position in the configuration space is reached.

The proposed reformulation resolves the infinite-dimensionality issue in the original Wasserstein DR-MPC problem. Thus, the reformulated problem is easier to solve than the original one. However, it is still nonconvex due to the nonlinear system dynamics and output equations, as well as the bilinearity of the fifth constraint (3.6f); all the other constraints and the objective function are convex. Thus, a locally optimal solution can be found by using efficient nonlinear programming (NLP) algorithms such as interior-point methods, sequential quadratic programming, etc [33]. However, in some specific cases, e.g., when the system dynamics and the output equations are affine, we can use relaxation techniques to find a globally optimal solution. One such relaxation method will be discussed in the following section.

4 Spatial Branch-and-Bound Algorithm Using McCormick Envelopes

In general, solving the nonconvex problem (3.6) is a nontrivial task. As mentioned, if a general NLP algorithm is used to directly solve the problem, then the solution returned by it may not be optimal due to multiple possible local minima. However, for the case of affine system dynamics and output equations, we develop an efficient approach to obtaining a globally optimal solution to the DR-MPC problem. Following the techniques introduced in [34], we use McCormick envelopes [35] to relax the nonconvex bilinear constraint (3.6f) and form an under-estimate of the original DR-MPC problem. Then, an \( \varepsilon \)-global optimum is found by using the sBB algorithm.

In order to relax the bilinear constraint (3.6f), we first introduce a new variable \( \chi_{\ell,k,i} \in \mathbb{R}^{m \times n_y} \). For notational simplicity, we omit the subscript \( t \) on \( G_t \) and the subscripts \( \ell, k, i \) on the other variables. The following new equality constraint is added to the optimization problem:

\[
\chi_{(p,q)} = \rho(p) G_{(p,q)} y(q),
\]

where \( \rho(p) \) is the \( p \)th element of \( \rho \), \( y(q) \) is the \( q \)th element of \( y \), and \( \chi_{(p,q)} \) and \( G_{(p,q)} \) are the elements on the \( p \)th row and the \( q \)th column of \( \chi \) and \( G \), respectively. Then, the bilinear constraint (3.6f) can be expressed using (4.1) as follows:

\[
e_n^\top \chi e_{n_y} - \rho^\top G \dot{w} + \rho^\top g + \gamma^\top (h - H \dot{w}) \leq s + z,
\]

where \( e_n \) denotes the \( n \)-dimensional column vector of all ones.

It is clear that the new inequality constraint is convex. However, we still have the equality constraint (4.1), which is bilinear. We therefore use the McCormick envelope to find a convex relaxation of the bilinear constraint.

Proposition 2 (McCormick Relaxation). Suppose that

\[
\rho \leq \rho \leq \bar{\rho}, \quad \underline{y} \leq y \leq \bar{y},
\]

where \( \rho \) and \( \bar{\rho} \) are the minimum and maximum values of \( \rho \), respectively, within the feasible region, and \( \underline{y} \) and \( \bar{y} \) are the minimum and maximum values of \( y \), respectively, within the feasible region.
for some \( \rho, \bar{\rho} \in \mathbb{R}^m \) and \( y, \bar{y} \in \mathbb{R}^{n_y} \). Then, the equality constraint (4.1) can be relaxed as the following set of inequality constraints:

\[
\begin{align*}
\chi(p,q) &\geq \rho(p) G(p,q) y(q) + \rho(p) G(p,q) \bar{y}(q) - \bar{\rho}(p) G(p,q) \bar{y}(q) \\
\chi(p,q) &\geq \bar{\rho}(p) G(p,q) y(q) + \rho(p) G(p,q) \bar{y}(q) - \rho(p) G(p,q) y(q) \\
\chi(p,q) &\leq \bar{\rho}(p) G(p,q) y(q) + \rho(p) G(p,q) \bar{y}(q) - \rho(p) G(p,q) y(q) \\
\chi(p,q) &\leq \rho(p) G(p,q) y(q) + \rho(p) G(p,q) \bar{y}(q) - \bar{\rho}(p) G(p,q) \bar{y}(q)
\end{align*}
\]

which hold for all \( (p, q) \in \mathbb{R}^m \times \mathbb{R}^{n_y} \).

An example of the McCormick envelope on \( \chi(p,q) \) assuming \( (\rho(p), \bar{\rho}(p), y(q), \bar{y}(q)) = (0, 1, 0, 1) \) is shown in Fig 3. Fig. 3a and 3b demonstrate the underestimators of \( \chi(p,q) \) defined in (4.2a) and (4.2b), respectively, while Fig. 3c and 3d show the overestimators of \( \chi(p,q) \) defined in (4.2c) and (4.2d), respectively. Each shaded area in the figures represents the region of the variables satisfying the corresponding inequality constraint taking into account the constraints (4.2e) and (4.2f). Altogether these constraints form the convex hull of the original feasible set.

After such relaxation, the nonconvex optimization problem can be solved using the sBB algorithm, where the range of each variable is divided into multiple subregions. For each subregion, we aim to find the global optimum by evaluating the upper and lower bounds of the objective function value. The upper bound is found by solving the original nonconvex problem, while for the lower bound we solve a convex optimization problem based on the McCormick relaxation. The optimal value of this convex program yields a lower bound which we solve a convex optimization problem based on the McCormick relaxation. The global optimum of the subregion is attained when the bounds converge, i.e., the difference between the upper and lower bounds meets the required tolerance level. Otherwise, the region is divided into smaller subregions and the steps are repeated. This method is based on the idea of “divide and conquer,” where each of the subproblems is smaller than the parent problem.

The overall sBB algorithm is shown in Algorithm 1, where we let \( \varphi \) be the vector consisting of all variables, i.e.,

\[
\varphi := [u, x, y, z, \lambda, s, \rho, \gamma, \eta, \zeta, \chi]
\]

We also set initial values for the lower bound \( \underline{\varphi} \) and the upper bound \( \bar{\varphi} \) of \( \varphi \). As shown in Lines 2 and 3, the current best upper bound \( \bar{\varphi} \) of the objective function and the corresponding optimal solutions \( \varphi^* \) are initialized to infinity as we do not know these values yet. Optionally, as suggested in \( \text{[34]} \), an optimization-based bound tightening can be performed to tighten \( \underline{\varphi} \) and \( \bar{\varphi} \), as initially they can be too loose (Line 4). The list of regions \( \mathcal{L} \) is initialized as a singleton, where the single region is the Cartesian product of all variable ranges, i.e., \( \mathcal{L} \leftarrow \{[\underline{\varphi}, \bar{\varphi}]\} \) (Line 5).

In the main loop, each region in \( \mathcal{L} \) is examined by first choosing a region \( \Phi \) from the list and removing it (Lines 7-8). Constraining all the variables to lie in \( \Phi \), the convex program based on the McCormick relaxation is then solved. The optimal value of this convex program yields a lower bound (denoted by \( \bar{\varphi} \)) to the objective function value of the original problem in that region with corresponding solution \( \varphi^* \) (Lines 9-10).

If the relaxed problem is feasible and the lower bound \( \bar{\varphi} \) is smaller than the current best upper bound \( \bar{\varphi} \), then we proceed to the next step (Line 12). This means that we are in the correct direction, as no lower bound can be greater than the best upper bound. Otherwise, we go back to Line 7 to select another region from the list \( \mathcal{L} \), as the current region does not have any possibility of containing the global optimum.
In the next step, we attempt to solve the original problem constrained to be in the subregion $\Phi$. The objective function value $\overline{v}^{new}$ corresponding to the locally optimal solution $\varphi^{new}$ of the original problem is chosen as the upper bound to the original problem in $\Phi$ (Lines 13-14).

In general, when using an NLP solver, it might fail to find a locally optimal solution even though one might exist. In that case, the objective function value $v^{new}$ and the corresponding solution $\varphi^{new}$ are set to infinity (Lines 15-17).

Now, having the new upper bound $\overline{v}^{new}$, we check whether it is better than the current best bound $\overline{v}$ (Line 18). If that is the case, $\overline{v}$ and $\varphi^*$ are updated as the new upper bound $\overline{v}^{new}$ and the corresponding solution $\varphi^{new}$ (Lines 19-20). Here, we also prune (fathom) all the subregions in $\mathcal{L}$, which have a lower bound greater than $\overline{v}$ as they cannot contain the global optimum (Lines 21-22).

The global optimum for the region is attained if the difference between upper and lower bounds is smaller than a user-defined tolerance $\varepsilon > 0$ (Line 23). In that case, the upper bound $\overline{v}$ is accepted as the global optimal value for the region $\Phi$ with corresponding optimal solution $\varphi^{new}$ (Line 24).
Algorithm 1: The sBB algorithm for the Wasserstein DR-MPC problem (3.6)

1. **Input:** $\varepsilon > 0, \varphi, \overline{\varphi}$;
2. $\overline{v} \leftarrow \infty$;
3. $\varphi^* \leftarrow [\infty, \ldots, \infty]$;
4. Apply optimization-based bound tightening;
5. $\mathcal{L} \leftarrow \{[\varphi, \overline{\varphi}]\}$;
6. while $\mathcal{L} \neq \emptyset$ do
   7. Choose $\Phi \in \mathcal{L}$;
   8. $\mathcal{L} \leftarrow \mathcal{L} \setminus \{\Phi\}$;
   9. Solve the relaxed problem on $\Phi$,
      and select $(\underline{v}, \varphi^*)$ as an optimal value-solution pair;
   10. $\overline{v}_\Phi \leftarrow \underline{v}$;
   11. if $\underline{v} \leq \overline{v}$ and $\underline{v} \neq \infty$ then
      12. Solve original problem on $\Phi$,
      and select $(\varphi^{\text{new}}, \overline{v}^{\text{new}})$ as a locally optimal value-solution pair;
      13. if fail to find a solution then
         14. $\overline{v}^{\text{new}} \leftarrow \infty$;
         15. $\varphi^{\text{new}} \leftarrow [\infty, \ldots, \infty]$;
      16. if $\overline{v}^{\text{new}} < \overline{v}$ then
         17. $\varphi^* \leftarrow \varphi^{\text{new}}$;
         18. $\overline{v} \leftarrow \overline{v}^{\text{new}}$;
         19. for all $S \in \mathcal{L}$ with $\underline{v}_S > \overline{v}$ do
            20. $\mathcal{L} \leftarrow \mathcal{L} \setminus \{S\}$;
         21. if $\overline{v} - \underline{v} \leq \varepsilon$ then
            22. $\overline{v}$ is the global minimum of the region;
         else
            23. Branch $\Phi$ to $\Phi_1$ and $\Phi_2$;
            24. $\mathcal{L} \leftarrow \mathcal{L} \cup \{\Phi_1, \Phi_2\}$;
            25. $\underline{v}_{\Phi_1} \leftarrow \underline{v}, \underline{v}_{\Phi_2} \leftarrow \underline{v}$;
      26. return $(\varphi^*, \overline{v})$;

This means that there is no need to further examine the region. Therefore, we go back to Line 7 to explore another region.

If the global optimum for the region is not found, the region is branched into smaller subregions $\Phi_1$ and $\Phi_2$, which are appended to the list $\mathcal{L}$ to further decrease the difference between the lower and upper bounds (Lines 26-27). The branching step is important for improving the convergence of the algorithm. One widely used approach is to select the branching variable by evaluating the original bilinear term (4.1) for $\rho^{\text{new}}$ and $y^{\text{new}}$ and computing its error from the variable $\chi^r$ in the relaxed problem. Then, the branching variable becomes the one resulting in the largest error. Suppose that variable $x$ is selected as the branching variable. Then, the range of it is partitioned into $[\underline{x}, x^{\text{new}}]$ and $[x^{\text{new}}, \overline{x}]$. As a result, two new subregions $\Phi_1$ and $\Phi_2$ are obtained, and a lower bound of $\underline{v}$ is assigned to each of them (Line 28).

The above steps are repeated until the list of regions $\mathcal{L}$ becomes empty, meaning that all the subregions have been explored. As a result, the algorithm returns the optimal value $\overline{v}$ and the
Figure 4: Example of the sBB procedure for a simple one-dimensional nonconvex function $J(\phi)$.

Optimal solution $\phi^\ast$ of the original problem (Line 29).

An example of the sBB algorithm is illustrated in Fig. 4 where we want to minimize a nonconvex objective function $J(\phi)$ over the region $[\underline{\phi}, \overline{\phi}]$. To begin with, $J(\phi)$ is approximated by its secants, after which we proceed to the algorithm. In the first iteration, a lower bound $v_0$ and an upper bound $v_{new}$ of the optimal value are determined. Then, the current best upper bound is set to $v_{new}$.

The region $\Phi$ is divided into two subregions $\Phi_1 = [\underline{\phi}, v_{new}]$ and $\Phi_2 = [v_{new}, \overline{\phi}]$ afterwards. In the second iteration, the original and the relaxed problems are solved on $\Phi_1$. However, since $v_0 > v_{new}$, the iteration terminates. In the third iteration, the second subregion $\Phi_2$ is considered. The new lower bound $v$ and upper bound $v_{new} = v_{new}$ are better than the current best bounds. Thus, we check whether the lower and upper bounds are close to each other. Since the gap is less than the predefined tolerance $\varepsilon$, we conclude that $\overline{\phi} = v_{new}$ is the global optimum of the function $J(\phi)$ with optimal solution $\phi^* = v_{new}$.

Note that the sBB algorithm finds an $\varepsilon$-optimal solution, unlike general NLP methods that only compute locally optimal solutions. However, finding a locally optimal solution via an NLP algorithm is likely to be faster than obtaining a globally optimal solution via Algorithm 1 due to the complexity of sBB. The fathoming in line 19 of Algorithm 1 is a useful tool for accelerating the algorithm. Also, a good choice of subregion $\Phi$ in every iteration can improve the convergence. One of the widely accepted approaches is choosing the region with the “best bound first” rule, meaning that the subregion with the lowest lower bound is selected first.

5 Out-of-Sample Performance Guarantee

A notable advantage of the Wasserstein DR-MPC method is to assure a probabilistic out-of-sample performance guarantee, meaning that the safety risk constraint is satisfied with probability no less than a certain threshold, even when evaluated under a set of new samples chosen independently of the training data. This is a finite-sample (non-asymptotic) guarantee, which cannot be attained in many popular methods such as SAA.

Let $(u^\ast, x^\ast, y^\ast)$ denote an optimal solution to the Wasserstein DR-MPC problem (2.5) at stage $t$, obtained by using the training dataset $\{\hat{w}_{l,t,k}^{(1)}, \ldots, \hat{w}_{l,t,k}^{(N_k)}\}$. Then, the out-of-sample risk at stage $t$ is defined by

$$\text{CVaR}_\alpha^\mu[\text{dist}(y^\ast(t + 1), \mathcal{Y}(t) + w_{l,t,1})],$$

which represents the risk of unsafety evaluated under the (unknown) true loss distribution $\mu$. However, as $\mu$ is unknown in practice, it is impossible to exactly evaluate the out-of-sample risk. Instead, we seek a motion control solution that provides the following probabilistic performance
distribution. In our problem formulation, this condition holds trivially for any compact uncertainty set \( \mathcal{W} \) Wasserstein ambiguity sets \([37, \text{Theorem 2}]\): performance guarantee with desired \( \beta \) side of (5.2) as the \( \delta \) tolerance parameter \( \beta \) where \( \delta \) needs to be carefully determined to establish the probabilistic out-of-sample performance guarantee with desired \( \beta \).

The required radius can be found from the following measure concentration inequality for Wasserstein ambiguity sets \([37, \text{Theorem 2}]\):

\[
\mu^{N_1}\big\{ \hat{w} \mid W(\mu, \nu) \geq \theta \big\} \leq c_1 \left[ b_1(N_1, \theta) 1_{\{\theta \leq 1\}} + b_2(N_1, \theta) 1_{\{\theta > 1\}} \right], \tag{5.3}
\]

where

\[
b_1(N, \theta) := \begin{cases} \exp(-c_2 N \theta^2) & \text{if } n_y < 2 \\ \exp(-c_2 N (\log(2+1/\theta))^{2}) & \text{if } n_y = 2 \\ \exp(-c_2 N \theta^{\alpha_y}) & \text{otherwise} \end{cases}
\]

\[
b_2(N, \theta) := \exp(-c_2 N \theta^c)
\]

for some constants \( c_1, c_2 > 0 \). Suppose that the radius is chosen as

\[
\theta := \begin{cases} \left[ \frac{\log(c_1/\beta)}{c_2 N_1} \right]^{1/c} & \text{if } N_1 < \frac{1}{c_2} \log(c_1/\beta) \\ \left[ \frac{\log(c_1/\beta)}{c_2 N_1} \right]^{1/n_y} & \text{if } N_1 \geq \frac{1}{c_2} \log(c_1/\beta), \ n_y < 2 \\ \left[ \frac{\log(c_1/\beta)}{c_2 N_1} \right]^{1/2} & \text{if } N_1 \geq \frac{1}{c_2} \log(c_1/\beta), \ n_y > 2 \\ \frac{\theta}{\log(2+1/\theta)} = \left[ \frac{\log(c_1/\beta)}{c_2 N_1} \right]^{1/2} & \text{otherwise} \end{cases}
\]

for \( \bar{\theta} \) satisfying the condition

\[
\frac{\bar{\theta}}{\log(2+1/\theta)} = \left[ \frac{\log(c_1/\beta)}{c_2 N_1} \right]^{1/2}.
\]

Then, by the measure concentration inequality (5.3), we have

\[
\mu^{N_1}\big\{ \hat{w} \mid W(\mu, \nu) \leq \theta \big\} \geq 1 - \beta.
\]

It follows that for each \( t \)

\[
\mu^{N_1}\left\{ \text{CVaR}_{\alpha}^{B}[\text{dist}(y^*(t+1), Y(t) + w_{t,t,1})] \leq \sup_{\mu^t \in \mathcal{D}} \text{CVaR}_{\alpha}^{B}[\text{dist}(y^*(t+1), Y(t) + w_{t,t,1})] \right\} \geq 1 - \beta.
\]

Since \( \sup_{\mu^t \in \mathcal{D}} \text{CVaR}_{\alpha}^{B}[\text{dist}(y^*(t+1), Y(t) + w_{t,t,1})] \leq \delta_t \) by the definition of \( y^* \), we conclude that the probabilistic performance guarantee (5.2) holds with the choice of \( \theta \) above. Similar results are also derived in \([18, \text{Theorem 3.5}]\) and \([38, \text{Theorem 3}]\). The constants \( c_1 \) and \( c_2 \) can be explicitly found using the proof of \([37, \text{Theorem 2}]\). However, this choice often leads to an overly conservative radius \( \theta \). One can obtain a less conservative \( \theta \) by using bootstrapping or cross-validation methods \([18]\). In the following section, we show how \( \theta \) can be selected based on numerical experiments, depending on the choice of sample size.

---

\(^4\)The measure concentration inequality assumes that \( \mathbb{E}[\exp(||w||^c)] \leq B \) for \( c > 1 \) and \( B > 0 \), i.e., light-tailed distribution. In our problem formulation, this condition holds trivially for any compact uncertainty set \( \mathcal{W} \).
Table 1: Robotic vehicle parameters.

| Car-like model | Quadrotor model |
|----------------|----------------|
| $m_V$ | $m_Q$ |
| 1700 kg | 0.65 kg |
| $C_f$ | $g$ |
| 50 kN/rad | 9.81 m/s |
| $C_r$ | $l_Q$ |
| 50 kN/rad | 0.23 m |
| $I_z$ | $I_{xx}$ |
| 6000 kg·m² | 0.0075 kg·m² |
| $L_f$ | $I_{yy}$ |
| 1.2 m | 0.0075 kg·m² |
| $L_r$ | $I_{zz}$ |
| 1.3 m | 0.013 kg·m² |
| $v_x$ | |
| 5 m/s | |

Figure 5: Trajectories of the nonlinear car-like vehicle model controlled by SAA-MPC and DR-MPC with multiple $\theta$’s.

6 Numerical Experiments

In this section, we present simulation results that demonstrate the performance and the utility of the Wasserstein distributionally robust motion control method. We discuss two scenarios: (i) a 5-dimensional nonlinear car-like vehicle model, and (ii) a 12-dimensional linearized quadrotor model. For both cases, a reference trajectory is first generated with RRT* considering the dynamics of the vehicles. Then, the robotic vehicle starts following the trajectory while avoiding the randomly moving obstacles by solving the DR-MPC problem. We compare the performance of each robot for different sample sizes and Wasserstein radii. Moreover, we show the experimental results, demonstrating the advantage of using DR-MPC over the SAA-based risk-aware MPC method [11]. The parameters of the robot models in Table 1 were used throughout the simulations. All the simulations were conducted on a PC with 3.70 GHz Intel Core i7-8700K processor and 32 GB RAM.
Table 2: Computation time and operation cost for the nonlinear car-like vehicle motion control with \(N_k = 10\), \(\delta_t = 0.02\), and \(\alpha = 0.95\).

|                  | SAA-MPC | DR-MPC (\(\theta\)) |
|------------------|---------|---------------------|
| Cost             | \(+\infty\) | 642.31 788.52 885.69 942.97 |
| Time (sec)       | -       | 113.64 131.19 221.66 226.66 |

6.1 Nonlinear Car-Like Vehicle Model

Consider a car-like vehicle navigating in a 2D environment with the following nonlinear model [39]:

\[
\begin{align*}
\dot{X} &= v_x \cos \theta - v_y \sin \theta \\
\dot{Y} &= v_x \sin \theta + v_y \cos \theta \\
\dot{\theta} &= r \\
\dot{v}_y &= \frac{-2(C_f + C_r)}{m_v v_x} v_y - \left(\frac{2l_f C_f - 2l_r C_r}{m_v v_x} v_x + v_y\right) r + \frac{2C_f}{m_v} \delta_f \\
\dot{r} &= \frac{-2l_f C_f + l_r C_r}{I_z v_x} v_y - \frac{2l_f^2 C_f - 2l_r^2 C_r}{I_z v_x} r + \frac{2l_f C_f}{I_z} \delta_f ,
\end{align*}
\]

where the state variables \(X, Y, \theta, v_y\), and \(r\) correspond to the vehicle’s center of gravity in the inertial frame, lateral velocity, orientation and yaw rate, respectively. In addition, \(v_x\) is the constant longitudinal velocity, \(m_v\) is the mass of the vehicle, \(I_z\) is the moment of inertia around the \(z\) axis, \(C_f\) and \(C_r\) are the cornering stiffness coefficients for the respective front and rear tires, and finally, \(L_f\) and \(L_r\) are the distances from the center of gravity to the front and rear wheels. The output variables are chosen as the \(X\) and \(Y\) coordinates of the vehicle.

The task is to design a controller that steers the vehicle to its goal position while avoiding the two randomly perturbing rectangular obstacles that are shown in Fig. 5. The random movement of each obstacle in each direction is sampled from a uniform distribution in \([-0.2, 0.2]\). The MPC horizon is set to \(K = 20\). The weight matrix \(Q\) is chosen as a \(5 \times 5\) diagonal matrix with diagonal entries \((1, 1, 0, 0, 0)\). Let \(P = 1.2Q\) and \(R = 0.01\). The MPC problem is solved for \(T = 80\) iterations using the discretized vehicle model with sample time \(T_s = 0.05\) sec. The interior-point method-based solver IPOPT was used to numerically solve the optimization problem (3.6) at each MPC iteration.

We first examine the effect of the Wasserstein ball radius \(\theta\) and compare DR-MPC with SAA-MPC [11]. Fig. 5 shows the controlled trajectories for different \(\theta\)’s computed with \(\delta_t = 0.02\), \(\alpha = 0.95\) and \(N_k = 10\) sample data. As shown in Fig. 5 (a), in the early stages the vehicle follows the reference trajectory in the case of SAA-MPC and DR-MPC with small \(\theta\), even though the robot gets closer to the first obstacle. However, in the case of DR-MPC with \(\theta = 0.0015\), the robot proactively takes into account the obstacle’s uncertainty for collision avoidance. The same behavior occurs for \(\theta = 0.002\) with a bigger safety margin. Thus, the robot further deviates from the reference trajectory. At \(t = 24\), the robot controlled by SAA-MPC violates the safety constraint and thus its operation is terminated. When DR-MPC is used, the robot passes the obstacle at \(t = 26\) without any collision. The trajectory generated with \(\theta = 0.0005\) barely avoids the obstacle because the control action is not sufficiently robust. However, when a bigger radius is used, the robot avoids the obstacle with a wide enough safety margin. At \(t = 56\), the vehicle reaches the second obstacle. All four trajectories generated by DR-MPC are collision-free as desired. At \(t = 80\), the vehicle reaches the goal position and the MPC iterations terminate.
Overall, we conclude that, with a small sample size $N_k = 10$, the SAA approach gives an infeasible result due to a violation of safety constraints, while the DR approach successfully avoids obstacles. Table 2 shows the total computation time and the total cost $\sum_{t=0}^{T-1} r(x^*(t), u^*(t))$ for SAA-MPC and DR-MPC with different $\theta$’s. The total cost increases with $\theta$ because a larger $\theta$ induces a more cautious control action that causes further deviations from the reference path. Thus, there is a fundamental tradeoff between risk and cost.

We now investigate the out-of-sample safety risk by varying radius $\theta$ and sample size $N_k$. Specifically, for the $\ell$th obstacle we evaluate the worst-case out-of-sample risk

$$\max_{t=0,...,T-1} \text{CVaR}_{\alpha}^{\mu}[\text{dist}(y^*(t+1), Y(t) + w_{\ell,t,1})],$$

and the average out-of-sample risk

$$\frac{1}{T} \sum_{t=0}^{T-1} \text{CVaR}_{\alpha}^{\mu}[\text{dist}(y^*(t+1), Y(t) + w_{\ell,t,1})].$$

We estimated the CVaR using 20,000 independent samples generated from the true distribution $\mu$. The worst-case and average out-of-sample risks for different sample sizes and radii are shown in Fig. 6a and 6b, respectively. The worst-case out-of-sample risk is approximately 70 times larger than its average counterpart. Both out-of-sample risks monotonically decrease with radius $\theta$ and sample size $N_k$. Recall that the risk tolerance is chosen as $\delta_{\ell} = 0.02$. In the case of $N_k = 10$, the risk constraints for all stages are satisfied if $\theta \geq 0.0015$. In all the other cases, the constraints are met for $\theta \geq 0.00125$. 

Figure 6: (a) Worst-case and (b) the average out-of-sample risk for the car-like vehicle.

Table 3: The worst-case reliability for the car-like vehicle motion control.

| $N_k$ \ $\theta$ | 0.0005 | 0.00075 | 0.001 | 0.00125 |
|------------------|--------|---------|-------|---------|
| 10               | 0.26   | 0.26    | 0.49  | 1.00    |
| 20               | 0.31   | 0.66    | 0.66  | 1.00    |
| 50               | 0.55   | 0.65    | 0.74  | 1.00    |
| 100              | 0.60   | 0.65    | 1.00  | 1.00    |
Table 4: Computation time and operation cost for the quadrotor motion control with $N_k = 10$, $\delta_\ell = 0.02$, and $\alpha = 0.95$.

| Method | SAA | $\theta = 0.001$ | $\theta = 0.002$ | $\theta = 0.003$ |
|--------|-----|-----------------|-----------------|-----------------|
| Cost   | NLP | $+\infty$       | 14.02           | 29.93           | 86.34           |
|        | sBB | $+\infty$       | 13.49           | 28.86           | 80.31           |
| Time (sec) | NLP | $-$             | 47.69           | 77.08           | 136.02          |
|        | sBB | $-$             | 892.46          | 6093.33         | 9959.93         |

For the probabilistic out-of-sample performance guarantee (5.2), we compute the worst-case reliability

$$
\min_{t=0,\ldots,T-1} \mu^{N_t} \left\{ \text{CVaR}_\alpha[\text{dist}(y^*(t+1), Y(t) + w_{\ell,t,1})] \leq \delta_\ell \right\}
$$

with 200 independent simulations with 1,000 samples in each. Table 3 shows the estimated reliability depending on radius $\theta$ and sample size $N_k$. The reliability increases with $\theta$ and $N_k$ as expected. When $N_k = 10$, the probability of meeting all the risk constraints for all stages is as low as 0.26 (with a very small radius, $\theta = 0.0005$). However, there is a sharp transition between $\theta = 0.001$ and $\theta = 0.00125$, and the reliability reaches its maximal value 1 when $\theta = 0.00125$. In the case of larger sample sizes, e.g., $N_k = 100$, the reliability is relatively high even with a very small radius and reaches 1 when $\theta = 0.001$.

### 6.2 Linearized Quadrotor Model

Consider a quadrotor navigating in a 3D environment with the following linear dynamics:

$$
\begin{align*}
\dot{x} &= -g\theta, \\
\dot{y} &= g\phi, \\
\dot{z} &= -\frac{lQ}{m_Q}u_1, \\
\ddot{\phi} &= \frac{1}{I_{xx}}u_2, \\
\ddot{\theta} &= \frac{lQ}{I_{yy}}u_3, \\
\ddot{\psi} &= \frac{lQ}{I_{zz}}u_4,
\end{align*}
$$

where $m_Q$ is the quadrotor’s mass, $g$ is the gravitational acceleration, and $I_{xx}$, $I_{yy}$ and $I_{zz}$ are the area moments of inertia about the principle axes in the body frame, and $lQ$ represents the distance between the rotor and the center of mass of the quadrotor. The state of the quadrotor can be represented by its position and orientation with the corresponding velocities and rates in a 3D space—$(x, \dot{x}, y, \dot{y}, z, \dot{z}, \phi, \dot{\phi}, \theta, \dot{\theta}, \psi, \dot{\psi}) \in \mathbb{R}^{12}$. The outputs are taken as the $X$, $Y$ and $Z$ coordinates of the quadrotor’s center of mass.

The quadrotor is controlled to reach a desired goal position while avoiding three randomly perturbing obstacles. The random motions of the obstacles in each direction are drawn from the normal distributions $\mathcal{N}(0.2, 0.1)$, $\mathcal{N}(-0.8, 0.3)$ and $\mathcal{N}(0.3, 0.2)$, respectively. The MPC horizon is set to $K = 10$. The weight matrix $Q$ is selected as a $12 \times 12$ diagonal matrix with diagonal entries $(1, 0, 1, 0, 1, 0, 0, \ldots, 0)$. We let $P = Q$ and $R = 0.02I$. The MPC problem is solved for $T = 50$ iterations by discretizing the quadrotor model with sample time $T_s = 0.1 \, \text{sec}$.

The Wasserstein DR-MPC problem for the quadrotor model was solved using the sBB method with McCormick relaxation, as all the constraints are convex except the constraint (3.6i). The relaxed problem in the algorithm was solved using the solver Gurobi, while the original one was solved using the solver IPOPT. In the initialization stage, $\underline{\phi}$ and $\bar{\phi}$ were chosen considering the quadrotor specifications. The bound on the control input was chosen based on the range of angular velocity of the rotors. Thus, the control input is restricted to the set $U := \{u \in \mathbb{R}^4 \mid u_{\text{min}} \leq u \leq u_{\text{max}}\}$. 

The state feasibility set $X := \{ x \in \mathbb{R}^{12} | -\pi \leq \phi \leq \pi, -\frac{\pi}{2} \leq \theta \leq \frac{\pi}{2}, -\pi \leq \psi \leq \pi \}$ has been selected to limit the angles to avoid kinematic singularity.

The trajectories generated using $N_k = 10$ samples with $\delta_\ell = 0.02$ and $\alpha = 0.95$ are shown in Fig. 7. We observe that for $t < 15$ no collision occurs with the first obstacle. The trajectory with $\theta = 0.003$ is the safest as its deviation from the reference trajectory is the largest. At $t = 22$, the robot controlled by DR-MPC has passed the second moving obstacle while avoiding it. However, in the case of SAA-MPC the safety constraint at $t = 20$ is not satisfied, thereby resulting in a collision. At $t = 30$, the quadrotor controlled by DR-MPC is near the third obstacle. Similar to the previous stages, trajectories with bigger $\theta$’s continue to deviate further from the risky reference trajectory with a larger operation cost as shown in Table 4. At $t = 50$, the robot completes the task and reaches the desired goal position.

Table 4 shows the computation time and the total cost $\sum_{t=0}^{T-1} r(x^*(t), u^*(t))$ for SAA-MPC and DR-MPC with different $\theta$’s. The Wasserstein DR-MPC problem is computed by two different methods: the sBB method with McCormick relaxation and the interior-point method implemented in IPOPT. Compared to SAA-MPC, Wasserstein DR-MPC shows a better performance in terms

\[ u_{\text{max}} \] selected according to the motor specifications. The state feasibility set $X := \{ x \in \mathbb{R}^{12} | -\pi \leq \phi \leq \pi, -\frac{\pi}{2} \leq \theta \leq \frac{\pi}{2}, -\pi \leq \psi \leq \pi \}$ has been selected to limit the angles to avoid kinematic singularity.

Table 4 shows the computation time and the total cost $\sum_{t=0}^{T-1} r(x^*(t), u^*(t))$ for SAA-MPC and DR-MPC with different $\theta$’s. The Wasserstein DR-MPC problem is computed by two different methods: the sBB method with McCormick relaxation and the interior-point method implemented in IPOPT. Compared to SAA-MPC, Wasserstein DR-MPC shows a better performance in terms

\[ u_{\text{min}} = (0, -22.52, -22.52, -1.08) \] and \[ u_{\text{max}} = (90, 22.52, 22.52, 1.08) \].
of the total cost and safety risk, while the computation time for SAA-MPC is lower than that for DR-MPC. From Table 4, we observe that the cost obtained by sBB is less than that obtained by the interior-point method. This is consistent with the fact that sBB finds a globally optimal solution while the interior-point method converges to a local optimum. However, the interior-point method is faster than sBB as expected.

The selection of $\theta$ meeting the desired out-of-sample performance guarantee can be achieved by the same method as in the previous scenario. Figures 8a and 8b show the worst-case and average out-of-sample risks estimated using 20,000 independent samples from the true distribution. As expected, the out-of-sample risk decreases with the sample size and the ambiguity set size. Table 5 shows the reliability $\min_{t=0,\ldots,T-1} \mu_{\delta_t} \{ \text{CVaR}[\delta_{y_1, Y(t)} + w_{t,1}] \leq \delta_t \}$. The reliability does not significantly improve until $\theta = 0.001$. Instead, it remains almost constant for all sample sizes when $\theta \leq 0.001$, and then rapidly increases. A probabilistic guarantee of 0.92 can be achieved on out-of-sample with only 20 sample data and $\theta = 0.00125$. Thus, we can conclude that 0.00125 is a reasonable choice for $\theta$ when only 20 sample data are available, with which we achieve an acceptable out-of-sample performance guarantee.

7 Conclusions

In this work, we developed a risk-aware distributionally robust motion control method for avoiding collisions with randomly moving obstacles. By limiting the safety risk in the presence of distribution errors within a Wasserstein ball, the proposed approach resolves the issue related to the inexact empirical distribution obtained from a small amount of available data and provides a probabilistic
out-of-sample performance guarantee. The computational tractability of the resulting DR-MPC problem was achieved via a set of reformulations. Moreover, the sBB algorithm with McCormick relaxation was employed for obtaining a global optimal solution when the system dynamics and the output equations are affine. Finally, the performance of Wasserstein DR-MPC was demonstrated through numerical experiments on a nonlinear car-like vehicle model and a linearized quadrotor model. According to the simulation studies, even with a very small sample size \( N_k = 10 \), Wasserstein DR-MPC successfully avoids randomly moving obstacles and limits the out-of-sample safety risk (in a probabilistic manner), unlike the popular SAA method.

The proposed distributionally robust motion control method can be extended in several interesting ways. First, an explicit MPC method can be employed to reduce real-time computations. Second, the proposed approach can be used in conjunction with Gaussian process regression to utilize the results of learning the obstacle’s motion in a robust way. Third, a new relaxation method can be developed for the case of nonlinear (polynomial) dynamics.
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