Impact of contact resistance in Lorenz number measurements
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We analyze the effect of contact resistance on the Lorenz number measurement based on direct electronic thermal conductivity experiments. The contact resistance can significantly limit the experimental measured value when the Lorenz number is enhanced, but not as much so when it is suppressed, should the Wiedemann-Franz law be violated. The result provides the conditions of the potential false negative error and highlights the importance of improving the contact resistance in studying non-Fermi liquid behavior in thermal transport experiments.

Considerable interest has arisen to understand the non-Fermi liquid behavior in strongly correlated systems by the Wiedemann-Franz law. As the electrons are responsible for transporting both the charge and heat, the WF law states that the ratio of their conductivities should be proportional to the temperature $T$ with a proportional constant $L$ called the Lorenz number: $\kappa/\sigma = LT$ where $\kappa$ and $\sigma$ are the thermal and electrical conductivity, respectively. The Lorenz number in Fermi liquid theory, $L_0 = (\pi^2/3)(k_B/e)^2$, is a universal number containing only two fundamental constants, the Boltzmann constant $k_B$ and electrical charge $e$. Experimentally, this simple law holds remarkably well in wide ranges of carrier densities and masses as long as the collisions are elastic. This robustness makes the violation of the WF law a strong indicator for non-Fermi liquid behavior if it is not trivially broken.

To test the WF law, the two major sources of errors are the additional thermal conductivity from phonons and thermal boundary effects. To overcome these challenges, the new thermal conductivity techniques are advantageous in measuring the electronic thermal conductivity directly without the phonon contribution by probing the electron temperature rise with Joule heating applied to the sample in a two-terminal configuration. The electron temperature can be measured by either the resistive thermometry or a high sensitivity setup called Johnson noise radiometer for its similarity to the Dicke radiometer in measuring the temperature of the cosmic microwave background by coupling the blackbody radiation from space. The ratio of Joule heating to the electron temperature rise will provide the electronic thermal conductivity without the need of subtracting the phonon contribution that based usually on simulation. However, to the best of our knowledge, there is no quantitative analysis so far to understand how the inevitable electrical contact resistance would impact the Lorenz number measurement in these new methods. Specifically, would the experimental test give a false positive or negative error due to contact resistance? We will answer this question by calculating the Lorenz number value that is measured in an experiment as a function of the Lorenz number in the sample and contact resistance. Our analysis shows that the contact resistance in purely electronic thermal conductivity measurements can significantly limit the experimental value when the Lorenz number is enhanced, but not as much so when it is suppressed, should the WF law be violated.

Fig. 1a shows the schematic diagram of the electronic thermal conductivity measurement setup to test the WF law in a sample connected with two...
metallic contacts on the sides. A thermal gradient is generated by Joule heating using a bias current $I$ flowing through the sample. The heat can be dissipated through the electronic diffusion and electron-phonon (EP) coupling, such that

$$p_J = -\nabla \cdot (\kappa \nabla T_e) - \Sigma (T_e^\delta - T_0^\delta),$$

(1)

where $p_J$ is the Joule heating per unit volume, $\Sigma$ and $\delta$ are the EP coupling constant and temperature power law constant, respectively, and $T_e(x)$ is the elevated electron temperature at position $x$ of this sample from the base temperature $T_0$. We will only consider hereafter the experimental conditions in which the heat transfer by the electron diffusion is much larger than that by the EP coupling. This is valid at low enough temperatures because the EP coupling has a higher power law in temperature, i.e. $\delta \geq 3$ than the WF law. Otherwise, the experimental analysis will need to include both the phonon thermal conductivity and phonon thermal boundary resistance, which is beyond the scope of this study.

In one-dimension with the EP heat channel neglected, the heat diffusion equation becomes:

$$P_J = -\frac{L}{2R} \frac{d^2}{dx^2} T_e^2$$

(2)

where $R$ and $l$ are the electrical resistance and distance between the two terminals, respectively, and $P_J = I^2R$ is the total Joule heating on the two-terminal device. The first boundary condition is $T_e(x = 0) = T_e(x = l) = T_0$, as the electrons in the thick enough metallic contacts are well-thermalized by both the electron diffusion and EP coupling; the second one is $\partial T_e/\partial x|_{x=1/2} = 0$, as the heat flows out from the middle of the sample to the contacts in opposite directions. The heat diffusion equation results a quasi-parabolic $T_e$ given by:

$$T_e^{(S)}(x) = \sqrt{-\frac{1}{L} \frac{I^2R^2}{2} \left( \frac{x}{l} \right)^2 + \frac{I^2R^2}{L} \left( \frac{x}{l} \right) + T_0^2}$$

$$\simeq T_0 + \frac{1}{2} \frac{I^2R^2}{LT_0} \left( \frac{x}{l} - \frac{x^2}{2l^2} \right),$$

(3)

where the superscript (S) notates the symmetric temperature profile which is sketched in the lower panel in Fig. 1b. The approximation in Eqn. 3 is made for a small temperature rise $\Delta T_e \equiv (T_e(x) - T_0) \ll T_0$. This parabolic profile is the consequence of the linearly increasing heat flow from the center of the sample to the two metallic contacts (red arrow) because the bias current generates an uniform Joule heating along the sample.

The electronic thermal conductivity can also be measured in a similar setup with an uniform heat flow $P_h$ in one direction through the sample generated by a separated heater as shown in Fig. 1b. The temperature profile is linear, i.e. $T_e^{(A)} = T_0 + \langle P_hR/(L\Delta T_0) \rangle (x/l)$, where the superscript (A) notates the asymmetric temperature profile. It has the simplicity of no Joule heating generated in the sample due to current bias. However, the heat may leak out to locations in proximity to the heated metallic contact without passing through the sample. No purely electronic thermal conductivity has been measured by this method so far. We will focus more on the symmetric setup with the result of the asymmetric one for comparison.

In the experiments, the average electron temperature $\langle T_e \rangle$ is measured. Specifically, in the Johnson noise radiometer, $\langle T_e \rangle = \int \rho(x) T_e(x) dx / \int \rho(x) dx$ where $\rho(x)$ is the position dependent resistivity. This is because the Johnson noise power fluctuation is proportional to $4RkB T_0$. In the resistive thermometry, $\langle T_e \rangle$ has the same form if the temperature coefficient is a constant along the entire device. For a homogeneous sample, the integration reduces to spatial average and the results are:

$$\langle T_e^{(S)} \rangle = T_0 + \frac{1}{12} \frac{P_JR}{LT_0}$$

(4a)

$$\langle T_e^{(A)} \rangle = T_0 + \frac{1}{2} \frac{P_hR}{LT_0}.$$  

(4b)

The numerical prefactor in the second terms are due to the integration of the temperature profiles. Interestingly, this factor is universal for an arbitrary shaped sample in the two-terminal setup. Using Eqn. 4, the Lorenz number obtained in the experiments are $\mathcal{L}^{(S)}_e \equiv P_JR/(12T_0(\Delta T_e^{(S)}))$ for the symmetric profile, and $\mathcal{L}^{(A)}_e \equiv P_hR/(2T_0(\Delta T_e^{(A)}))$ for the asymmetric profile.

We can analyze the error in the Lorenz number measurement by modeling the temperature profile with a finite contact resistance connected in series with the sample. Denoting the contact resistance of each contact as $R_c$, the total resistance would be $R = 2R_c + R_s$ where $R_s$ is the resistance of the sample alone (see Fig. 2a). Both theoretical and experimental studies have shown that the electronic thermal conductivity at the sharp contact interface can be understood as a diffusive process and the WF law is valid at the contact. To model the temperature rise at the contact, we assume the contact resistance takes place in a short, hypothetical distance $l_c$ such that $l = l_c + 2l_t$ with $l_t$ being the sample length along the direction of current flow. We emphasis that $l_c$ is a modeling construction and our final result depends only on the resistance ratio.
FIG. 2. a) The sample resistance in series with the contact resistance in the two-terminal setup. Their thermal resistances are also connected in series. (b) Symmetric (Eqn. 6) and (c) asymmetric temperature profiles with a finite contact resistance for $L = L_0$ (dashed lines) in the sample using $R_s/R_c = 0.5$ and $l_c/l_s = 0.15/0.7$. The temperature gradient across the sample is reduced when $L > L_0$ (solid lines).

of the contact and sample, not on this hypothetical distance. We shall show later that this assumption is equivalent to model, alternatively, the contact resistance with a discrete temperature drop across the interface with the Joule heating of the contact resistance dissipates via the two ends of the contact. We note that Peltier effect [2] may occur at the contact. However, as it scales as $T_0^2$, the heat flow is dominated by the thermal conductivity at low temperatures. The resistivity of the contact $\rho_c$, and sample $\rho_s$ are $\rho_c = R_c A/l_c$ and $\rho_s = R_s A/l_s$, where $A$ is the cross-sectional area, respectively.

We can solve the heat diffusion equation, Eqn. (2), for the three sessions device composed of the sample sandwiched between two contact resistors in which $L = L_0$. Firstly, from the similarity of the boundary conditions in obtaining Eqn. (6), we can write $T_e^{(S)}(x)$ within the sample, i.e. $l_c < x < l_s/2 + l_c$, as:

$$T_e^{(S)}(x) = \sqrt{\frac{I^2 R_s}{\mathcal{L}} \left( \frac{x - l_c}{l_c} \right)^2 + \frac{I^2 R_s}{\mathcal{L}} \left( \frac{x - l_c}{l_s} \right)^2 + T_0^2}$$

(5)

where $T_{es} = T_e^{(S)}(x = l_c)$ is the temperature at the contact and sample interface. Then, $T_e^{(S)}(x)$ in the contact can be determined by the boundary conditions of the temperature and the contact-sample interfacial heat flow:

$$T_e^{(S)}(x = 0) = T_0$$

(6a)

$$\frac{I^2 R_s}{2} = A \mathcal{L}_0 T_0 \left. \frac{\partial T_e^{(S)}}{\partial x} \right|_{x = l_c}$$

(6b)

alongside the heat diffusion equation in the contact, i.e. $I^2 \rho_c / A^2 = (\partial^2 (T_e^{(S)})^2 / \partial x^2) \mathcal{L}_0 / (2 \rho_c)$.

Using $\Delta T_e \ll T_0$ (calculation detailed in Appendix), the solution of the symmetric temperature profile is:

$$T_e^{(S)}(x) \approx \begin{cases} 
T_e^{(S)}(l - x) \\
\sqrt{\frac{I^2 R_s}{\mathcal{L}} \left( \frac{x - l_c}{l_c} \right)^2 + \frac{I^2 R_s}{\mathcal{L}} \left( \frac{x - l_c}{l_s} \right)^2 + T_0^2} \\
\left(1 + \frac{I^2 R_s R_s + R_c}{\mathcal{L}_0 T_0^2} \right)^2 \\
\end{cases}$$

(7)

for $0 \leq x \leq l_c$ (in the contact),

for $l_s + l_c \leq x \leq l_s + 2l_c$ (in the contact),

for $l_c \leq x \leq l_s + l_c$ (in the sample).

Alternatively, we can model the contact-sample interface with a discrete temperature drop. Using the WF law, the thermal conductivity of the contact is $\mathcal{L}_0 / R_c$. The Joule heating $I^2 R_c$ generated at the contact due to the current bias can be distributed equally on either side of the contact-sample interface so that the heat flow through the contact

The dashed line in Fig. 2b, plot the temperature profile for $L = L_0$ in the sample, with an arbitrarily chosen $R_c$ and $\rho_c$ ($l_c$) for illustration. If the WF law is violated in the sample, the temperature rise is lower than that of the dashed line for $L > L_0$, vice versa. For the limiting case when $L \to \infty$, there is no temperature rise in the sample (red line).
is $I^2(R_s + R_c)/2$. Therefore, the discrete interfacial temperature drop is $I^2 R_c(R_s + R_c)/2\mathcal{L}_0 T_0$. This is same as $T_{cs}$ in the diffusive contact model using Eqn. (7). For a small $R_c/R_s$ ratio, both models predict the same Lorenz number.

Similarly, the temperature profiles with a non-zero contact resistance in the asymmetric setup are plotted in Fig. 2. The thermal conductance across the sample and contact resistance in the asymmetric profile are, to the first order, $\mathcal{L}T_0/R_s$ and $\mathcal{L}_0 T_0/R_c$, respectively. The corresponding averaged temperature rises $\langle \Delta T_e^{(A)} \rangle = \Delta T_s^{(A)}(x = l_s/2 + l_c) = P_h R_s/2\mathcal{L}T_0 + P_h R_c/\mathcal{L}_0 T_0$.

To compare the measured Lorenz number in the experiment to the actual value in the sample, we can integrate the temperature profiles to get the measured Lorenz numbers, i.e.

$$\tilde{L}^{(S)}_m = \left[ 1 - \left( 1 - \frac{1}{\tilde{L}} \right) \left( \frac{1}{1 + 2\tilde{r}} \right)^3 \right]^{-1} \quad (8a)$$

$$\tilde{L}^{(A)}_m = \left( \frac{1 + 2\tilde{r}}{1 + 2\tilde{r}\tilde{L}} \right) \tilde{L}, \quad (8b)$$

where $\tilde{r} = R_c/R_s$, $\tilde{L} = \mathcal{L}/\mathcal{L}_0$ and $\tilde{L}^{(k)}_m = \mathcal{L}^{(k)}_m/\mathcal{L}_0$ with $(k) = (S)$ or (A). These two equations are the central results of this analysis. They express the Lorenz number that we would measure in experiments in terms of the contact resistance and the sample Lorenz number we intend to find.

We plot $\tilde{L}_m$ for some experimental scenarios in Fig. 3a. The blue dashed line shows the trivial case for $\tilde{L} = 1$ so that $\tilde{L}_m = 1$ for any contact resistance. For the limiting case when the sample $\tilde{L} \to \infty$ (red), $\tilde{L}^{(S)}_m$ grows from 1 towards the true sample $\tilde{L}$ as the contact resistance decreases. This represents the maximum Lorenz number that the setup can measure as function of the contact resistance. We also plot $\tilde{L}^{(k)}_m$ for $\tilde{L} = 22$ (orange). The measured Lorenz number approaches to the true value only for small enough $R_c/R_s$ ratio, i.e. $\tilde{r} \ll 1/6\tilde{L}$.

We can justify our model by comparing to the experimental data in the breakdown of WF law in graphene in which the largest reported $\tilde{L}_m$ is $22\mathcal{L}_0$. Using Eqn. (8a), the upper bound of the contact resistance in the experiment is estimated to be $\tilde{r} \simeq 0.008$. With the two-terminal resistance near the charge neutrality of about 1100 $\Omega$, the contact resistance is about 9 $\Omega$ on each of the 9 $\mu$m wide contact. This corresponds to a contact resistance of about 81 $\Omega$ $\mu$m. It is smaller but consistent to the measured value based on the transfer-length method on samples that are fabricated using the same method. This points towards the importance of reducing the contact resistance for accurately determining $\tilde{L}$ in the electron thermal conductivity measurement.

Fig. 3a also plots the $\tilde{L}^{(A)}_m$ for the asymmetric temperature profile excitation. The general dependence on the contact resistance in $\tilde{L}^{(A)}_m$ is similar to that in $\tilde{L}^{(S)}_m$, but the maximum measurable Lorenz number in the asymmetric profile is 3 times larger than that in its symmetric counterpart for a given $R_c/R_s$ ratio. Since the Lorenz number is deduced from the temperature rise for a given bias current, the higher elevated temperature in the linear profile is more advantageous than that in the parabolic one. For instance, the middle of the sample has no temperature gradient to yield any information in the symmetric setup.

To understand the impact of contact resistance when $\tilde{L} < 1$, Fig. 3b plots $\tilde{L}_m$ as function of the Lorenz number in the sample using $\tilde{r} = 0.056$, i.e. $R_c = 0.1R$. For both temperature profiles, the measured Lorenz number does not diverge from the true sample value when $\tilde{L} < 1$. This is because

![Diagram](https://via.placeholder.com/150)
a stronger Lorenz number suppression corresponding to a smaller thermal conductivity in the sample. The temperature rises relatively higher in the sample than the contact, in effect diminishing the error due to the existence of contact resistance.

In this report, we analyze the Lorenz number measurement error due to the contact resistance in the direct electronic thermal conductivity experimental setup. We find the measured Lorenz number will be upper bounded at the value of $R_s L_0 / 6 R_c$ by the existence of a contact resistance. The result shows that the contact resistance can drastically limit the measured value when the Lorenz number is enhanced, but not as much so when it is suppressed. This is because the contact resistance is connected in series but not as much so when it is suppressed. This is due to the existence of contact resistance. The result shows that because the raised temperature $\Delta T$ is much smaller than the contact, in effect diminishing the error.

The temperature rises relatively higher in the sample, in effect diminishing the error because the temperature sensitivity is limited. For graphene-metal contacts, the estimated contact resistance in the relativistic hydrodynamic experiment is still much larger than the theoretical limit. This suggests there can be a lot of room for improvements in the future to understand the non-Fermi liquid behavior using thermal transport experiments.
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Appendix: Solving the heat diffusion equation in the contact

Similar to the solution given by Eqn. 3, the general solution to the heat diffusion equation, Eqn. 2, in the contact is

$$T_e^{(S)}(0 \leq x \leq l_c) = \sqrt{D_c x^2 + E_c x + F_0}.$$ (A.1)

Using the boundary conditions in Eqn. 6, we can obtain:

$$D_c = -I^2 R_c^2/(L_0 l_c^2), F_0 = T_0^2,$$ and

$$E_c = \frac{I^2 R_c}{2 L_0^2 T_0} \left[ R_c (4 L_0 T_0^2 + I^2 R_c^2) + R_s \sqrt{4 L_0^2 T_0^4 + 4 L_0 T_0^2 \left( I^2 R_c^2 + (I^2 R_c R_s)^2 \right)} \right] \left( \frac{1}{l_c} \right).$$ (A.2)

We can simplify this exact solution of $T_e^{(S)}(x)$ using

$$\frac{I^2 R_c^2}{L_0 l_c^2}, \frac{I^2 R_c^2}{L_0 T_0} \ll 1$$ (A.3)

because the raised temperature $\Delta T_c$ is much smaller than $T_0$. Therefore,

$$E_c \simeq \frac{I^2 R_c R_s}{L_0} \left( \frac{1}{l_c} \right)$$ (A.4)

to the first order of $\Delta T_c / T_0$.
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