THE DIMENSION OF EIGENVARIETY OF NONNEGATIVE TENSORS ASSOCIATED WITH SPECTRAL RADIUS
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Abstract. For a nonnegative weakly irreducible tensor, its spectral radius is an eigenvalue corresponding to a unique positive eigenvector up to a scalar called the Perron vector. But including the Perron vector, it may have more than one eigenvector corresponding to the spectral radius. The projective eigenvariety associated with the spectral radius is the set of the eigenvectors corresponding to the spectral radius considered in the complex projective space. In this paper we prove that the dimension of the above projective eigenvariety is zero, i.e. there are finite many eigenvectors associated with the spectral radius up to a scalar. For a general nonnegative tensor, we characterize the nonnegative combinatorially symmetric tensor for which the dimension of projective eigenvariety associated with spectral radius is greater than zero. Finally we apply those results to the adjacency tensors of uniform hypergraphs.

1. Introduction

A tensor (also called hypermatrix) $A = (a_{i_1i_2...i_m})$ of order $m$ and dimension $n$ over a field $k$ refers to a multi-array of entries $a_{i_1i_2...i_m} \in k$ for all $i_j \in [n] := \{1, 2, \ldots, n\}$ and $j \in [m]$. In this paper, we mainly consider complex tensors, i.e. $k = \mathbb{C}$. For a given a vector $x = (x_1, \cdots, x_n) \in \mathbb{C}^n$, $Ax^{m-1} \in \mathbb{C}^n$, and is defined as

$$ \langle Ax^{m-1}\rangle_i = \sum_{i_2,\ldots,i_m \in [n]} a_{i_2\ldots i_m} x_{i_2} \cdots x_{i_m}, i \in [n]. $$

Let $I = (i_1i_2\ldots i_m)$ be the identity tensor of order $m$ and dimension $n$, that is, $i_1i_2\ldots i_m = 1$ for $i_1 = i_2 = \cdots = i_m$ and $i_1i_2\ldots i_m = 0$ otherwise. Recall an eigenvalue $\lambda \in \mathbb{C}$ of $A$ means that the polynomial system $(\lambda I - A)x^{m-1} = 0$, or equivalently the eigenvalue $Ax^{m-1} = \lambda x^{m-1}$, has a nontrivial solution $x \in \mathbb{C}^n$ which is called an eigenvector of $A$ associated with $\lambda$, where $x^{m-1} := (x_1^{m-1}, \cdots, x_n^{m-1})$; see [12, 16].

The determinant of $A$, denoted by $\det A$, is defined as the resultant of the polynomials $\det A x^{m-1}$, and the characteristic polynomial $\varphi_A(\lambda)$ of $A$ is defined as $\det(\lambda I - A)$ [2, 16]. It is known that $\lambda$ is an eigenvalue of $A$ if and only if it is a root of $\varphi_A(\lambda)$. The algebraic multiplicity of $\lambda$ as an eigenvalue of $A$ is defined as the multiplicity of $\lambda$ as a root of $\varphi_A(\lambda)$. The spectrum of $A$, denoted by $\text{Spec}(A)$, is the multi-set of the roots of $\varphi_A(\lambda)$. The largest modulus of the elements in $\text{Spec}(A)$ is called the spectral radius of $A$, denoted by $\rho(A)$.

Let $\lambda$ be an eigenvalue of $A$ and $V_\lambda = V_\lambda(A)$ the set of all eigenvectors of $A$ associated with $\lambda$ together with zero, i.e.

$$ V_\lambda(A) = \{ x \in \mathbb{C}^n : Ax^{m-1} = \lambda x^{m-1}\}. $$
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Observe that the system of equations \((\lambda I - A)x^{m-1} = 0\) is not linear yet for \(m \geq 3\), and therefore \(V_\lambda\) is not a linear subspace of \(\mathbb{C}^n\) in general. In fact, \(V_\lambda\) forms an affine variety in \(\mathbb{C}^n\) \([8]\), which is called the eigenvariety of \(A\) associated with \(\lambda\) \([10]\).

Let \(\mathbb{P}^{n-1}\) be the standard complex projective spaces of dimension \(n - 1\). Since each polynomial in the system \((\lambda I - A)x^{m-1} = 0\) is homogenous of degree \(m - 1\), we consider the projective variety

\[
V_\lambda = \mathbb{V}_\lambda(A) = \{x \in \mathbb{P}^{n-1} : Ax^{m-1} = \lambda x^{[m-1]}\},
\]

which is called the projective eigenvariety of \(A\) associated with \(\lambda\).

By Perron-Frobenius theorem, it is known that if \(A\) is a nonnegative irreducible matrix, then \(\rho(A)\) is a single eigenvalue of \(A\) associated with a positive eigenvector called Perron vector up to a scalar. So \(\mathbb{V}_{\rho(A)}\) contains only one element. But, in general for \(A\) being a nonnegative irreducible or weakly irreducible tensor, including the Perron vector, \(A\) may have more than one eigenvector associated with the eigenvalue \(\rho(A)\) up to a scalar, i.e. \(\mathbb{V}_{\rho(A)}\) may contains more than one element \([6]\).

So, it is a natural problem to characterize the dimension of \(\mathbb{V}_{\rho(A)}\).

Hu and Ye \([10]\) define the geometric multiplicity of an eigenvalue \(\lambda\) of \(A\) to be the dimension of \(V_{\lambda}(A)\), and try to establish a relationship between the algebraic multiplicity and geometric multiplicity of an eigenvalue of \(A\). For a nonnegative irreducible tensor \(A\), Li et.al \([11]\) give a new definition of geometric multiplicity, and their result implies that the dimension of \(\mathbb{V}_{\rho(A)}\) is zero, i.e. there are a finite number of eigenvectors of \(A\) corresponding to \(\rho(A)\) up to a scalar. Recently we show that for a nonnegative combinatorial symmetric weakly irreducible tensor \(A\), the dimension of \(\mathbb{V}_{\rho(A)}\) is zero \([7]\). Furthermore, the cardinality of \(\mathbb{V}_{\rho(A)}\) can be get exactly by solving the Smith normal form of the incidence matrix of \(A\). So, the next work is to consider the nonnegative weakly irreducible tensors or general nonnegative tensors.

In this paper by basic knowledge of algebraic geometry, we proved that \(\mathbb{V}_{\rho(A)}\) has dimension zero if \(A\) is nonnegative weakly irreducible. We also give some upper bounds for the cardinality of \(\mathbb{V}_{\rho(A)}\) for some special classes of nonnegative tensors \(A\), and characterize the nonnegative combinatorially symmetric tensors \(A\) for which the dimension of \(\mathbb{V}_{\rho(A)}\) is greater than zero. Finally we apply those results to the adjacency tensors of uniform hypergraphs.

2. Quasi-projective variety

The basic knowledge of algebraic geometry in this section is adopted from the monographs \([8]\) and \([17]\).

2.1. Affine space. Let \(k\) be an algebraically closed field. Let \(\mathbb{A}_k^n\) or simply \(\mathbb{A}^n\) be an affine space of dimension \(n\), the set of all \(n\)-tuples of elements of \(k\). Let \(k[x] := k[x_1, \ldots, x_n]\) be the polynomial ring in \(n\) variables over \(k\). If \(T\) is any subset of \(k[x]\), define

\[
V(T) = \{P \in \mathbb{A}^n : f(P) = 0 \text{ for all } f \in T\}.
\]

A subset \(X\) of \(\mathbb{A}^n\) is an a closed subset if there exists a subset \(T \subseteq k[x]\) such that \(X = V(T)\). The Zariski topology on \(\mathbb{A}^n\) is the topology whose closed sets are exactly the closed sets in \(\mathbb{A}^n\). Let \(X\) be a subset of \(\mathbb{A}^n\). The ideal of \(X\) is defined to be

\[
I(X) = \{f \in k[x] : f(P) = 0 \text{ for all } P \in X\}.
\]

It is known that

1. \(V(I(X)) = \overline{X}\), where \(\overline{X}\) is the closure of \(X\) in the Zariski topology on \(\mathbb{A}^n\);
2. (Hilbert Nullstellensatz) \(I(V(\mathfrak{a})) = \sqrt{\mathfrak{a}}\) if \(\mathfrak{a}\) is an ideal of \(k[x]\).
Let $X$ be a closed subset of $k^n$. A function $f : X \to k$ is called regular if there exists a polynomial $F \in k[x]$ such that $F(x) = f(x)$ for all $x \in X$. The set of regular functions on $X$ is exactly the ring $k[X] := k[x]/I(X)$, called the affine coordinate ring of $X$. A map $f : X \to Y$ between closed subsets of $k^n$ and $k^m$ respectively is regular if there exist $m$ regular functions $f_1, \ldots, f_m$ such that $f(x) = (f_1(x), \ldots, f_m(x))$ for all $x \in X$.

2.2. Projective space. The projective space $\mathbb{P}^n_k$ or simply $\mathbb{P}^n$ is the set of equivalent classes $([a_0 : \ldots : a_n]) / \sim$, where $(a_0, \ldots, a_n) \sim (b_0, \ldots, b_n)$ if and only if there exists a nonzero $\lambda \in k$ such that $b_i = \lambda a_i$ for $i = 0, \ldots, n$. The class of $a = (a_0, \ldots, a_n)$ from $\mathbb{A}^{n+1}_k \setminus \{(0, \ldots, 0)\}$ in $\mathbb{P}^n$ is denoted by $[a_0 : \cdots : a_n]$, called the homogeneous coordinates of $a$.

Let $k[x] := k[x_0, \ldots, x_n]$. If $T$ is a subset of homogeneous polynomials in $k[x]$, define

$$V(T) = \{ P \in \mathbb{P}^n : f(P) = 0 \text{ for all } f \in T \}.$$  

A subset $X$ of $\mathbb{P}^n$ is a closed subset if there exists a set $T$ of homogeneous polynomials of $k[x]$ such that $X = V(T)$. The Zariski topology on $\mathbb{P}^n$ is the topology whose closed sets are exactly the closed sets in $\mathbb{P}^n$. An ideal $\mathfrak{a}$ of $k[x]$ is called a homogeneous ideal if it is generated by a set of homogeneous polynomials. For a subset $X$ of $\mathbb{P}^n$, the ideal of $X$ is defined as $I(X) = \{ f \in k[x] : f(P) = 0 \text{ for all } P \in X \}$.

It is known that $I(X)$ is a homogeneous ideal. We still have analogous results to (1) and (2) in Section 2.1.

For each $i = 0, \ldots, n$, set $\mathbb{A}^n_i := \mathbb{P}^n \setminus V(x_i)$, called an affine piece of $\mathbb{P}^n$. Then $\mathbb{A}^n_i$ is obviously open, and the map (using $\mathbb{A}^n_0$ for example)

$$\phi_0 : \mathbb{A}^n_0 \to \mathbb{A}^n, [x_0 : \cdots : x_n] \mapsto (x_1/x_0, \ldots, x_n/x_1),$$

is a homomorphism for the Zariski topology. If $X$ is a closed set of $\mathbb{P}^n$ given by a system of homogeneous equations $F_1 = \cdots = F_m = 0$ and $\deg F_j = n_j$, then $\phi_0(X)$ is given by the system

$$S_0^{n+1} F_j = F_j(1, T_1, \ldots, T_n) = 0,$$

where $T_i = S_i/S_0$ for $i = 1, \ldots, n$. If $U$ is a closed set of $\mathbb{A}^n$, then $U$ defines a closed projective set $\overline{U}$ called the projective completion of $U$. If $T(1, \ldots, T_n)$ is a polynomial in the ideal $I(U)$ with $\deg F_j = k_j$, then the equations of $\overline{U}$ are of the form $S_0^{n+1} F(S_1/S_0, \ldots, S_n/S_0)$. So $\phi_0^{-1}(U) = \overline{U} \cap \mathbb{A}^n_0$, a closed set in $\mathbb{A}^n$. One can similarly define the map $\phi_i$ from $\mathbb{A}^n_i$ to $\mathbb{A}^n$ by replacing $x_0$ in (2.1) by $x_i$, for $i = 1, \ldots, n$.

**Definition 2.1.** A quasiprojective variety is an open subset of a closed projective set.

By the above definition, the class of quasiprojective varieties includes all projective closed sets and all affine closed sets. A closed subset of a quasiprojective variety is its intersection with a close set of projective space. Open set and neighbourhood of a point are defined similarly.

Let $X \subseteq \mathbb{P}^n$, $x \in X$ and $f = P/Q$ be a homogeneous function of degree 0 with $Q(x) \neq 0$, then $f$ defines a function on a neighbourhood of $x$ in $X$ with values in $k$. We say $f$ is regular at $x$. A function on $X$ that is regular at all points of $X$ is called a regular function. The set of regular functions on $X$ forms a ring, denoted by $k[X]$. If $X$ is an affine closed set, then the definition of regular function here is the same as in Section 2.1.
Definition 2.2. Let $f : X \to Y$ be a map between quasiprojective varieties $X \subseteq \mathbb{P}^n$ and $Y \subseteq \mathbb{P}^m$. The map $f$ is regular if for every $x \in X$, there exists some affine piece $A^m_i$ containing $f(x)$ and a neighbourhood $U$ of $x$ such that $f(U) \subseteq A^m_i$ and the map $f|_{U} : U \to A^m_i$ is regular, i.e. given by $m$ regular functions from $k[U]$.

A regular map between two quasiprojective varieties is called an isomorphism if it has an inverse regular map. It is known that the closed subsets map to closed subsets under isomorphism; see [17, Section 4.2]. An affine variety (respectively, projective variety) is a quasiprojective variety isomorphic to a closed subset of an affine space (respectively, a closed subset of a projective space).

2.3. Noetherian topological space. A topological space $X$ is called noetherian if it satisfies the descending chain condition for closed subsets: for any sequence $Y_1 \supseteq Y_2 \supseteq \cdots$ of closed subsets, there is an integer $r$ such that $Y_r = Y_{r+1} = \cdots$.

A nonempty subset $Y$ of a topological space $X$ is called irreducible if it cannot be expressed as the union $Y = Y_1 \cup Y_2$ of two proper subsets, each one of which is closed in $Y$.

Lemma 2.3. [17 Proposition 1.5] In a noetherian topological space $X$, every nonempty closed subset $Y$ can be expressed as a finite union $Y = Y_1 \cup \cdots \cup Y_r$ of irreducible closed subsets $Y_i$. If we require that $Y_i \not\supset Y_j$ if $i \neq j$, then the $Y_i$’s are uniquely determined. They are called the irreducible components of $Y$.

The dimension of a topological space $X$, denoted by $\dim X$, is defined to be the supremum of all integers $n$ such that there exists a chain $Z_0 \subset Z_1 \subset \cdots \subset Z_n$ of distinct irreducible closed subsets of $X$.

As quasiprojective varieties (including projective closed sets and affine closed sets) are noetherian topological space with Zariski topology, we have the decomposing result and the notion of dimension for a quasiprojective variety.

2.4. Image of projective variety.

Theorem 2.4. [17 Theorem 1.10] The image of a projective variety under a regular map is closed.

Corollary 2.5. [17 Corollary 1.2] A regular map $f : X \to Y$ from an irreducible projective variety $X$ to an affine variety $Y$ maps $X$ to a point.

Corollary 2.6. Let $f : X \to Y$ be a regular map from a projective variety $X$ to an affine variety $Y$. Then $f(X)$ is finite.

Proof. By Lemma 2.3 we can write $X = X_1 \cup \cdots \cup X_r$ of irreducible closed subsets $X_i$. As $X$ is a projective variety, there is an isomorphism $\phi : X \to Y \subseteq \mathbb{P}^m$ for some $m$, where $Y$ is a closed set of $\mathbb{P}^m$; and $\phi(X_i)$ is also a closed subset of $\mathbb{P}^m$, which is isomorphic to $X_i$. So, each $X_i$ is an irreducible projective variety, and $f(X_i)$ is a point by Corollary 2.5 which implies that $f(X) = \bigcup_{i=1}^{r} f(X_i)$ is finite.

3. Main result

Let $A = (a_{i_1i_2\ldots i_m})$ be a tensor of order $m$ and dimension $n$. If all entries $a_{i_1i_2\ldots i_m}$ of $A$ are invariant under any permutation of its indices, then $A$ is called a symmetric tensor. The support of $A$, also called the zero-nonzero pattern of $A$ in [18], denoted by $\text{supp}(A) = (s_{i_1i_2\ldots i_m})$, is defined as a tensor with same order and dimension as $A$, such that $s_{i_1\ldots i_m} = 1$ if $a_{i_1\ldots i_m} \neq 0$, and $s_{i_1\ldots i_m} = 0$ otherwise. The tensor $A$ is called combinatorial symmetric if its support $\text{supp}(A)$ is symmetric. The tensor $A$ is called reducible if there exists a nonempty proper index subset $I \subset [n]$ such that $a_{i_1i_2\ldots i_m} = 0$ for any $i_1 \in I$ and any $i_2, \ldots, i_m \notin I$; if $A$ is not reducible, then it is called irreducible [19]. We also can associate $A$ with a directed graph $G(A)$ on
vertex set \([n]\) such that \((i, j)\) is an arc of \(G(A)\) if and only if there exists a nonzero entry \(a_{i_1i_2...i_m}\) such that \(j \in \{i_2, \ldots, i_m\}\). Then \(A\) is called weakly irreducible if \(G(A)\) is strongly connected; otherwise it is called weakly reducible \([5]\). It is known that if \(A\) is irreducible, then it is weakly irreducible; but the converse is not true.

The following is the Perron-Frobenius theorem for nonnegative tensors, where an eigenvalue is called \(H^+\)-eigenvalue (respectively, \(H^{++}\)-eigenvalue) if it is associated with a nonnegative (respectively, positive) eigenvector.

**Theorem 3.1** (Perron-Frobenius theorem for nonnegative tensors).

1. (Yang and Yang \([21]\)) If \(A\) is a nonnegative tensor of order \(m\) and dimension \(n\), then \(\rho(A)\) is an \(H^+\)-eigenvalue of \(A\).
2. (Friedland, Gaubert and Han \([5]\)) If furthermore \(A\) is weakly irreducible, then \(\rho(A)\) is the unique \(H^{++}\)-eigenvalue of \(A\), with the unique positive eigenvector, up to a positive scalar.
3. (Chang, Pearson and Zhang \([11]\)) If moreover \(A\) is irreducible, then \(\rho(A)\) is the unique \(H^+\)-eigenvalue of \(A\), with the unique nonnegative eigenvector, up to a positive scalar.

**Lemma 3.2.** \([21]\) Let \(A\) be a weakly irreducible nonnegative tensor. Let \(y\) be an eigenvector of \(A\) corresponding to an eigenvalue \(\lambda\) with \(|\lambda| = \rho(A)\). Then \(|y|\) is the unique positive eigenvector corresponding to \(\rho(A)\) up to a scalar.

According to the definition of tensor product in \([18]\), for a tensor \(A\) of order \(m\) and dimension \(n\), and two diagonal matrices \(P, Q\) both of dimension \(n\), the product \(PAQ\) has the same order and dimension as \(A\), whose entries are given by

\[
(PAQ)_{i_1i_2...i_m} = p_{i_1i_1}a_{i_1i_2...i_m}q_{i_2i_2}...q_{i_mi_m}.
\]

If \(P = Q^{-1}\), then \(A\) and \(P^{m-1}AQ\) are called diagonal similar. It is proved that two diagonal similar tensors have the same spectrum \([18]\).

**Theorem 3.3.** \([21]\) Let \(A\) and \(B\) be \(m\)-th order \(n\)-dimensional tensors with \(|B| \leq A\). Then

1. \(\rho(B) \leq \rho(A)\).
2. If \(A\) is weakly irreducible and \(\rho(B) = \rho(A)\), where \(\lambda = \rho(A)e^{i\theta}\) is an eigenvalue of \(B\) corresponding to an eigenvector \(y\), then \(y = (y_1, \ldots, y_n)\) contains no zero entries, and \(A = e^{-i\theta}D^{-(m-1)}BD\), where \(D = \text{diag}(\frac{y_1}{|y_1|}, \ldots, \frac{y_n}{|y_n|})\).

Lemma 3.2 and Theorem 3.3 were given by Yang and Yang \([21]\) and posted in arXiv, and also be rewritten in the Appendix of \([7]\) for the completeness of the paper.

**Definition 3.4.** \([6]\) Let \(A\) be an \(m\)-th order \(n\)-dimensional tensor, and let \(\ell\) be a positive integer. The tensor \(A\) is called spectral \(\ell\)-symmetric if

\[
\text{Spec}(A) = e^{i\frac{2\pi}{\ell}}\text{Spec}(A).
\]

The maximum number \(\ell\) such that \((3.1)\) holds is called the cyclic index of \(A\) \([2]\).

We now introduce a group associated with a general tensor \(A\) of order \(m\) and dimension \(n\) \([6]\). Let \(\ell\) be a positive integer. For \(j = 0, 1, \ldots, \ell - 1\), define

\[
\mathcal{D}^{(j)} = \{D : A = e^{-i\frac{2\pi}{\ell}j}D^{-(m-1)}AD, d_{11} = 1\},
\]

\[
\mathcal{D} = \bigcup_{j=0}^{\ell-1} \mathcal{D}^{(j)},
\]

where \(D\) is an \(n \times n\) invertible diagonal matrix in above definition. Sometimes we use \(\mathcal{D}(A)\) and \(\mathcal{D}^{(j)}(A)\) to avoid confusions.
Lemma 3.5. Let $A$ be an $m$-th order $n$-dimensional nonnegative weakly irreducible tensor. Let $\mathcal{D}^{(j)}$ be as defined in (3.2) for $j = 1, \ldots, \ell - 1$. Then the following conditions are equivalent.

1. $A$ is spectral $\ell$-symmetric.
2. $\lambda_j = \rho(A)e^{\frac{2\pi i}{\ell}}$ is an eigenvalue of $A$ for $j = 1, \ldots, \ell - 1$.
3. $\mathcal{D}^{(j)} \neq \emptyset$ for $j = 1, \ldots, \ell - 1$.

Proof. If the condition (1) holds, then $\rho(A)e^{\frac{2\pi i}{\ell}}$ is an eigenvalue of $A$. So, by Theorem 3.3(2), there exists a diagonal matrix $D$ such that $A = e^{-\frac{2\pi i}{\ell}}D^{-(m-1)}AD$, implying that $A = e^{-\frac{2\pi i}{\ell}}D^{-j(m-1)}AD^j$ for $j = 1, \ldots, \ell - 1$. Hence the conditions (2) and (3) both hold. If (2) holds, then (3) holds by Theorem 3.3(2), which implies that (1) holds by considering $\mathcal{D}^{(1)}$.

By Lemma 3.7, $\mathcal{D}$ is an abelian group containing $\mathcal{D}^{(0)}$ as a subgroup. Furthermore, the groups $\mathcal{D}$ and $\mathcal{D}^{(0)}$ are only determined by the support of $A$ [7]. So, they are both combinatorial invariants of $A$.

Definition 3.6. [7] Let $A$ be an $m$-th order $n$-dimensional tensor. The stabilizing index of $A$, denoted by $s(A)$, is defined as the cardinality of the group $\mathcal{D}^{(0)}(A)$.

Suppose that $A$ is a nonnegative weakly irreducible tensor of dimension $n$, which is spectral $\ell$-symmetric. Let $\lambda_j = \rho(A)e^{\frac{2\pi i}{\ell}}$ be the eigenvalue of $A$, $j = 0, 1, \ldots, \ell - 1$. By Lemma 3.2 for any $x \in \mathbb{V}_{\lambda_j}$, $|x|$ is the unique positive Perron vector of $A$ up to a scalar. Define

$$D_x = \text{diag}\left(\frac{x_1}{|x_1|}, \ldots, \frac{x_n}{|x_n|}\right).$$

The following lemma will show that $\mathcal{D}^{(j)}(A)$ is closely related to $\mathbb{V}_{\lambda_j}$, and the stabilizing index $s(A) = |\mathbb{V}_{\rho(A)}|$.

Lemma 3.7. [5, 7] Let $A$ be an $m$-th order $n$-dimensional nonnegative weakly irreducible tensor, which is spectral $\ell$-symmetric. Let $\lambda_j = \rho(A)e^{\frac{2\pi i}{\ell}}$ be the eigenvalue of $A$, $j = 0, 1, \ldots, \ell - 1$. Let $\mathcal{D}$ and $\mathcal{D}^{(j)}$ be as defined in (3.2) for $j = 0, 1, \ldots, \ell - 1$. Then the following results hold.

1. $\mathcal{D}$ is an abelian group under the usual matrix multiplication, where $\mathcal{D}^{(0)}$ is a subgroup of $\mathcal{D}$, and $\mathcal{D}^{(j)}$ is a coset of $\mathcal{D}^{(0)}$ in $\mathcal{D}$ for $j \in [\ell - 1]$.
2. There is a bijection between $\mathbb{V}_{\lambda_j}(A)$ and $\mathcal{D}^{(j)}(A)$, and
3. If further $A$ is combinatorial symmetric, then $\ell \mid m$, and $D^m = I$ for any $D \in \mathcal{D}$.

Now we arrive at the main result of this paper.

Theorem 3.8. Let $A$ be an $m$-th order $n$-dimensional nonnegative weakly irreducible tensor. Then $\mathbb{V}_{\rho(A)}$ has dimension zero, i.e. there are finite many eigenvectors of $A$ corresponding to $\rho(A)$ up to a scalar.

Proof. Note that $\mathbb{V}_{\rho(A)}$ is a projective variety over the field $k = \mathbb{C}$; and for any $x \in \mathbb{V}_{\rho(A)}$, $x$ contains no zero entries by Lemma 3.2. Here we denote $x = [x_1 : \cdots : x_n]$ for the class of $x$. Similar to the map $\phi_0$ defined in (2.1), we define

$$f : \mathbb{P}^{n-1} \to \mathbb{A}^{n-1}, [x_1 : x_2 : \cdots : x_n] \mapsto (x_2/x_1, \ldots, x_n/x_1).$$

Then $f$ is a regular map; indeed $f$ is an isomorphism. Restricting $f$ to $\mathbb{V}_{\rho(A)}$, $f(\mathbb{V}_{\rho(A)})$ is a finite set by Corollary 2.6. As $f$ is also a bijection, we get $\mathbb{V}_{\rho(A)}$ is finite. □
Corollary 3.9. Let \( \mathcal{A} \) be an \( m \)-th order \( n \)-dimensional nonnegative weakly irreducible tensor, which is spectral \( \ell \)-symmetric. Then for each eigenvalue \( \lambda_j = \rho(\mathcal{A})e^{\frac{2\pi i j}{\ell}} \) for \( j \in [\ell - 1] \), \( |V_{\lambda_j}(\mathcal{A})| = |V_{\rho(\mathcal{A})}| \), in particular there are finite many eigenvectors of \( \mathcal{A} \) corresponding to \( \lambda_j \) up to a scalar.

Proof. By the Lemma 3.7(2), for \( j = 0, 1, \ldots, \ell - 1 \), \( |V_{\lambda_j}(\mathcal{A})| = |\mathcal{D}^{(j)}(\mathcal{A})| \); and by Lemma 3.7(1), \( \mathcal{D}^{(j)}(\mathcal{A}) \) is a coset of \( \mathcal{D}^{(0)}(\mathcal{A}) \), implying \( |\mathcal{D}^{(j)}(\mathcal{A})| = |\mathcal{D}^{(0)}(\mathcal{A})| \). So, by Theorem 3.8, we get \( |V_{\lambda_j}(\mathcal{A})| = |V_{\rho(\mathcal{A})}| \) for \( j \in [\ell - 1] \). \( \square \)

4. Upper bounds of stabilizing index

We have proved that for a nonnegative weakly irreducible tensor \( \mathcal{A} \), the stabilizing index \( s(\mathcal{A}) = |V_{\rho(\mathcal{A})}| \), which is finite and also means \( V_{\rho(\mathcal{A})} \) has dimension zero. We now discuss the upper bound of \( s(\mathcal{A}) \) for some special classes of nonnegative tensors \( \mathcal{A} \) when \( \mathcal{A} \) is at least weakly irreducible.

Definition 4.1. [13] A nonnegative matrix \( M(\mathcal{A}) \) is called the majorization associated to the nonnegative tensor \( \mathcal{A} = (a_{i_1} \ldots a_{i_m}) \) of order \( m \) and dimension \( n \), if the \((i,j)\)-th entry of \( M(\mathcal{A}) \) is defined to be \( a_{i_j} \) for \( i,j \in [n] \).

Definition 4.2. [11] A tensor \( I(\mathcal{A}) = (b_{i_1} \ldots i_m) \) is called induced to the tensor \( \mathcal{A} = (a_{i_1} \ldots a_{i_m}) \) of order \( m \) and dimension \( n \), if \( b_{i_1} \ldots i_m = a_{i_1} \ldots a_{i_m} \) if \( i_1 = \cdots = i_m = i \) for \( i \in [n] \), and \( b_{i_1} \ldots i_m = 0 \) otherwise.

Definition 4.3. Let \( \mathcal{A} = (a_{i_1} \ldots a_{i_m}) \) be a nonnegative tensor of order \( m \) and dimension \( n \). Then

1. [13] \( \mathcal{A} \) is called essentially positive, if for any \( i,j \in [n] \), \( a_{i_j} > 0 \) or equivalently \( \mathcal{A}x^{m-1} > 0 \) for any \( x \geq 0 \).
2. [22] \( \mathcal{A} \) is called weakly positive, if for any \( i,j \in [n] \) and \( i \neq j \), \( a_{i_j} > 0 \).
3. [13] \( \mathcal{A} \) is called primitive, if for some positive integer \( r \) such that \( T_A^r(x) > 0 \) for any \( x \geq 0 \), where \( T_A(x) := (\mathcal{A}x^{m-1})/|\mathcal{A}| \).
4. [5] \( \mathcal{A} \) is called weakly primitive, if the directed graph \( G(\mathcal{A}) \) associated with \( \mathcal{A} \) is strongly connected and the g.c.d of the lengths of its circuits is equal to one.
5. [11] \( \mathcal{A} \) is called strongly irreducible if \( I(\mathcal{A}) \) is irreducible.
6. [11] \( \mathcal{A} \) is called strongly primitive if \( I(\mathcal{A}) \) is primitive.

For a nonnegative tensor \( \mathcal{A} \), it was shown in [11] Lemma 1 that \( I(\mathcal{A}) \) is irreducible (respectively, primitive) if and only if \( M(\mathcal{A}) \) is irreducible (respectively, primitive). So, strongly irreducibility (respectively, strongly primitivity) implies irreducibility (respectively, primitivity) as \( \mathcal{A} \geq I(\mathcal{A}) \). Also, irreducibility implies weakly irreducibility by their definitions, and primitivity implies weakly primitivity by [9] Lemma 3.3.

By the definitions, if \( \mathcal{A} \) is essential positive (respectively, weakly positive), then \( \mathcal{A} \) is strongly primitive (respectively, strongly irreducible). A example is given that a tensor \( \mathcal{A} = (a_{i,j,k}) \) of order 3 and dimension 2 is weakly positive by not primitive as follows (14 Example 2.5), (22 Example 3.4): \[ a_{122} = a_{211} = 1, a_{i,j,k} = 0 \text{ elsewhere.} \]

But a weakly positive tensor of dimension greater than 2 is strongly primitive.

It is known that a nonnegative matrix \( \mathcal{A} \) is irreducible if and only if \( \mathcal{A} + I \) is primitive. So, \( \mathcal{A} \) is strongly irreducible (respectively, irreducible, weakly irreducible) if and only if \( \mathcal{A} + I \) is strongly primitive by [11] Lemma 1 (respectively, primitive by [3 Corollary 3.8], [20 Theorem 6.1] and [14 Theorem 2.4], weakly primitive by definition).
It is easily seen that $A = D^{-(m-1)}AD$ if and only if $A + I = D^{-(m-1)}(A + I)D$ for a tensor $A$ of order $m$. So $\mathcal{D}^{(0)}(A) = \mathcal{D}^{(0)}(A + I)$, and $s(A) = s(A + I)$. From this fact the irreducibility is enough to discuss the stabilizing index of nonnegative tensors, as the primitivity seems give us no more benefit.

**Theorem 4.4.** Let $A$ be a nonnegative combinatorially symmetric weakly irreducible tensor of order $m$ and $n$ dimension. Then $s(A)|m^{n-1}$, $s(A) < m^{n-1}$.

**Theorem 4.5.** Let $A$ be a nonnegative irreducible tensor of order $m$ and dimension $n$, let $G$ be the set of eigenvectors corresponding to $\rho(A)$. If $x \in G$, then

$$x^{(m-1)\theta} = e^{i\theta} |x|^{(m-1)\theta},$$

where $\theta$ relies on $x$, and $r$ is the number of irreducible blocks of the majorization matrix $M(A)$. In particular, if $A$ is also strongly irreducible, then

$$x^{(m-1)} = e^{i\theta} |x|^{(m-1)}.$$

If using our language, Theorem 4.4 says for any $D \in \mathcal{D}^{(0)}(A)$, $D^{(m-1)\theta} = I$ by normalizing $x_1 = 1$. Next we will give a more refining result on the power of $x$ in Theorem 4.5 by using graph language.

Let $A$ be a nonnegative irreducible tensor of order $m$ and dimension $n$. Considering the directed graph $G(A)$ defined in Section 3.1, which is strongly connected as $A$ is also weakly irreducible. If an arc $(i, j)$ of $G(A)$ arise from the nonzero entry $a_{ij}$, it is called a solid arc; otherwise, it is called a dotted arc. The solid graph associated with $A$ is defined to be subgraph of $G(A)$ induced by the solid arcs, denoted by $G^s(A)$. As $A$ is irreducible, for every $j \in [n]$, there is a solid arc point to $j$, i.e. an arc of form $(i, j)$ for some $i \neq j$. So, $G^s(A)$ has vertex set $[n]$. If we define a directed graph $G(M(A))$ based on the majorization matrix $M(A)$ similarly, that is, $(i, j)$ is an arc of $G(M(A))$ if and only if $M(A)_{ij} \neq 0$ or equivalently $a_{ij} \neq 0$, then $G(M(A)) = G^s(A)$. The number of irreducible blocks of $M(A)$ is exactly the number of the strongly connected components of $G^s(A)$.

If we think of $G^s(A)$ as an undirected graph by ignoring the direction of arcs, then a connected component of such undirected graph is called a weakly connected component of $G^s(A)$. If $G^s(A)$ contains only one weakly connected component, then it is called weakly connected. Obviously, the number of weakly connected components of $G^s(A)$ is not larger than that of the strongly connected components of $G^s(A)$ or that of the irreducible blocks of $M(A)$.

Suppose $G^s(A)$ has $k$ weakly connected components, say $C_1, \ldots, C_k$ ($k \geq 1$). Returning to the original graph $G(A)$, there exist only dotted arcs between any $C_i$ and $C_j$ for $i \neq j$.

**Theorem 4.6.** Let $A$ be a nonnegative irreducible tensor of order $m$ and dimension $n$, let $x$ be an eigenvector of $A$ corresponding to $\rho(A)$ and $D_x$ be defined as in (3.3). Then

$$x^{(m-1)\theta} = e^{i\theta} |x|^{(m-1)\theta}, D_x^{(m-1)\theta} = e^{i\theta} I$$

where $\theta$ relies on $x$, and $r$ is the number of weakly connected components of the solid graph $G^s(A)$. In particular, if $G^s(A)$ is weakly connected, then

$$x^{(m-1)} = e^{i\theta} |x|^{(m-1)}, D_x^{(m-1)} = e^{i\theta} I.$$

**Proof.** Let $D = D_x := \text{diag}(e^{i\theta_1}, \ldots, e^{i\theta_k})$. By Theorem 3.3(2), $A = D^{-(m-1)}AD$, or equivalently for any $i_1, \ldots, i_m \in [n]$, $a_{i_1 \cdots i_m} = e^{i(-(m-1)\theta_{i_1})}a_{i_1 \cdots i_m}e^{i\theta_{i_2}} \cdots e^{i\theta_{i_m}}$.

Then, if $a_{i_1 \cdots i_m} \neq 0$, we have

$$(m-1)\theta_{i_1} \equiv (\theta_{i_2} + \cdots + \theta_{i_m}) \mod 2\pi.$$
First suppose that the solid graph \( G^s(A) \) has only one weakly connected component, i.e. it is weakly connected. By (4.1), for an arc \((i, j)\) or \((j, i)\) of \( G^s(A) \), we get 
\[(m - 1)\theta_i \equiv (m - 1)\theta_j \mod 2\pi.
As \( G^s(A) \) is weakly connected, for any two vertices there exists a sequences of arcs connecting them by ignoring the direction of the arcs. So, we have 
\[
\theta := (m - 1)\theta_1 \equiv \cdots \equiv (m - 1)\theta_n \mod 2\pi,
\]
which yields \( D^{m-1} = e^{i\theta I} \), and hence \( x^{(m-1)} = e^{i\theta |x|^{m-1}} \).

Next suppose that \( G^s(A) \) has \( k \) \( (k \geq 2) \) weakly connected components. We label the weakly connected components of \( G^s(A) \) as \( C_1, \ldots, C_k \) under the following procedure:

1. \( C_1 \) is any weakly connected component.
2. Suppose that \( C_i \) is labelled for \( i \geq 1 \) and \( \cup_{j \leq i} C_j \subseteq [n] \), there exists a vertex \( p \) outside \( \cup_{j \leq i} C_j \) such that there are \( m - 1 \) dotted arcs arising from a nonzero entry \( a_{pi_2 \ldots i_m} \neq 0 \), where \( i_2, \ldots, i_m \in \cup_{j \leq i} C_j \). Then \( C_{i+1} \) is any weakly connected component containing \( p \).

The labelling process is available as \( A \) is irreducible and if taking \( I^c = \cup_{j \leq i} C_j \) there must exists an element \( p \in I \) such that \( a_{pi_2 \ldots i_m} \neq 0 \), where \( i_2, \ldots, i_m \in I^c \).

Let \( D_{C_i} \) be principal submatrix of \( D \) induced by the vertices of \( C_i \) for \( i = 1, \ldots, k \).
By what have proved,
\[(4.2) \quad D_{C_1}^{m-1} = e^{i\omega_1 I} \text{ for some } \omega_1 \text{ and for } i = 1, \ldots, k.
If \( r = 2 \), then there exist \( m - 1 \) dotted arcs of \( G(A) \) arising from a nonzero entry \( a_{i_1 i_2 \ldots i_m} \), where \( i_1 \) is a vertex of \( C_2 \), and \( i_2, \ldots, i_m \) are vertices of \( C_1 \) which are not all same. So, by (4.1) and (4.2), we have 
\[
\theta := (m - 1)\omega_2 \equiv (m - 1)^{2}\theta_1 \equiv (m - 1)\theta_{i_2} + \cdots + (m - 1)\theta_{i_m} \equiv (m - 1)\omega_1 \mod 2\pi,
which implies that \( D^{(m-1)^2} = e^{i\theta I} \).

Assume that the result holds for \( k = t \) \( (t \geq 1) \). When \( k = t + 1 \), let \( G_1 \) be the subgraph of \( G(A) \) induced by the vertices of \( C_1, \ldots, C_t \). By the assumption, we have
\[(4.3) \quad D_{G_1}^{(m-1)^{t}} = e^{i\tau I} \text{ for some } \tau.
There exist \( m - 1 \) dotted arcs of \( G(A) \) arising from a nonzero entry \( a_{i_1 i_2 \ldots i_m} \), where \( i_1 \in C_{t+1} \), and \( i_2, \ldots, i_m \in \cup_{j \leq t} C_j \) which are not all same. Similar to the above discussion, we have 
\[
\theta := (m - 1)^{t}\omega_{t+1} \equiv (m - 1)^{t+1}\theta_{i_1} \\
\equiv (m - 1)^{t}\theta_{i_2} + \cdots + (m - 1)^{t}\theta_{i_m} \\
\equiv (m - 1)^{t}\tau \mod 2\pi,
which implies that \( D^{(m-1)^{t+1}} = e^{i\theta I} \). \quad \Box

**Corollary 4.7.** Let \( A \) be a nonnegative irreducible tensor of order \( m \) and dimension \( n \). Then for any \( D \in \mathcal{D}^{(0)}(A) \), \( D^{(m-1)^r} = I \), where \( r \) is the number of weakly connected components of \( G^s(A) \); and \( s(A) \leq (m - 1)^{r(n-1)} \).

**Proof.** By Lemma 3.7(2), for any \( D \in \mathcal{D}^{(0)}(A) \), \( D = D_x \) for some \( x \in \mathcal{V}_{\rho(A)} \) with \( x_1 = 1 \). So, in Theorem 4.6 if normalizing \( x \) so that \( x_1 = 1 \), then \( D_x^{(m-1)^r} = I \).

As \( D^{(m-1)^r} = I \), we can write 
\[
D = \text{diag} \left( 1, e^{i\frac{2\pi t_1}{m-1}}, \ldots, e^{i\frac{2\pi t_{m-1}}{m-1}} \right)
\]
for some integers $t_1, \ldots, t_{n-1} \in [(m-1)']$. The number of choices of such $D$ is at most $(m-1)^{r(n-1)}$. The result follows. \qed

**Corollary 4.8.** Let $A$ be a nonnegative combinatorially symmetric irreducible tensor of order $m$ and dimension $n$. Then $A$ has only one eigenvector corresponding to $\rho(A)$, i.e. the Perron vector up to scalar, or equivalently $s(A) = 1$.

**Proof.** By Lemma 3.7(2), $|V_{\rho(A)}| = |D^{(0)}(A)|$. For any $D \in D^{(0)}(A)$, $D^m = I$ by Lemma 3.7(3), and $D^{(m-1)r} = I$ for some positive integer $r$ by Theorem 4.6. As $\gcd(m, m-1) = 1$, $D = I$. The result follows. \qed

5. **Projective eigenvariety of combinatorially symmetric tensors**

Let $A$ be a nonnegative tensor of order $m$ and dimension $n$. Consider the directed graph $G = G(A)$ associated with $A$. For $i, j \in [n]$, we say that $i$ has an access to $j$ if there is a directed path from $i$ to $j$, and that $i$ and $j$ communicate if $i$ has an access to $j$ and $j$ has an access to $i$. So we have equivalent classes on $[n]$ of the communication relation induced by $G$. Each class $\alpha$ corresponds to a strongly connected component $G[\alpha]$ induced by $\alpha$, and vice versa. A class $\alpha$ has an access to a class $\beta$ if for $i \in \alpha$ and $j \in \beta$, $i$ has an access to $j$. A class is called final if it has no access to any other class.

For the graph $G$, we can associate with a square matrix $A(G) = (a_{ij})$ indexed by $[n]$ such that $a_{ij} = 1$ if $(i, j)$ is an arc of $G$, and $a_{ij} = 0$ otherwise. Suppose $[n]$ has $s$ classes, say $\alpha_1, \ldots, \alpha_s$, which are labeled such that for each $i = 1, \ldots, s$, $\alpha_i$ is the final class in the subgraph $G[\cup_{\alpha \leq i} \alpha_j]$. So, by a suitable permutation $P$, $P^T A(G) P$ has the following form:

\[
(5.1) \quad P^T A(G) P = \begin{bmatrix}
A_{11} & A_{12} & \cdots & A_{1s} \\
0 & A_{22} & \cdots & A_{2s} \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & A_{ss}
\end{bmatrix},
\]

where $A_{ij} := A(G)[\alpha_i|\alpha_j]$, the submatrix of $A(G)$ with rows indexed by $\alpha_i$ and columns indexed by $\alpha_j$; in particular $A[\alpha] := A[\alpha_1|\alpha_1] = A(G[\alpha_1])$, which is an irreducible block corresponding to the strongly connected components $G[\alpha]$. Now returning to the tensor $A$. We also get the subtensors $A[\alpha_i|\alpha_{i_2} \cdots |\alpha_{i_m}]$, whose entries are $a_{i_1i_2 \cdots i_m}$ with $i_j \in \alpha_j$ for $j \in [m]$. For brevity, if $a_{ij} := a$ for each $j \in [m]$, we denote the above subtensor as $A[a]$, called the principal subtensor of $A$. By (5.1), we get the structure of $A$, that is,

\[
(5.2) \quad A[\alpha_i|\alpha_{i_2} \cdots |\alpha_{i_m}] \neq 0 \text{ only when } i_1 \leq i_j \text{ for } j = 2, \ldots, m \text{ and for } i_1 \in [s].
\]

Note that $A[\alpha|\alpha]$ may not be weakly irreducible. For example, let $A = (a_{ijk})$ be a tensor of order 3 and dimension 4 whose nonzero entries are given as follows:

\[
a_{111} = a_{124} = a_{234} = a_{341} = 1. \]

Then we have two classes: $\alpha_1 = \{1, 2, 3\}$ and $\alpha_2 = \{4\}$. It is easy to see that $A[\alpha_1]$ and $A[\alpha_2]$ are both weakly reducible.

**Lemma 5.1.** Let $A$ be a nonnegative tensor with structure (5.2). Then $\rho(A[\alpha_1]) \leq \rho(A)$ for $i = 1, \ldots, s$. If $x$ is an eigenvector of $A$ corresponding to $\rho(A)$, then there exists at least one $\alpha_i$ such that $\rho(A[\alpha_i]) = \rho(A)$ and $x[\alpha_i] \neq 0$.

**Proof.** By Theorem 5.1(1), there is a nonnegative eigenvector $y$ of $A[\alpha_1]$ corresponding to the spectral radius $\rho(A[\alpha_1])$, i.e. $A[\alpha_1]y^{m-1} = \rho(A[\alpha_1])y^{m-1}$. Now
define a nonnegative vector $\bar{y} \in \mathbb{R}^n$ such that $\bar{y}[\alpha_i] = y$ and $\bar{y}[\alpha_i'] = 0$. By [19, Theorem 5.3],

$$\rho(A) = \max_{x \geq 0, x_i > 0} \min_{y > 0} \frac{Ax_i^{m-1}}{x_i} \geq \min_{y > 0} \frac{Ay_i^{m-1}}{y_i} = \rho(A[\alpha_i]).$$

Now suppose $x$ is an eigenvector of $A$ corresponding to $\rho(A)$. If $x[\alpha_s] \neq 0$, then by the eigenvector equation $Ax_i^{m-1} = \rho(A)x_i^{m-1}$, by (5.2), we get

$$A[\alpha_s]x[\alpha_s]^{m-1} = \rho(A)x[\alpha_s]^{m-1}.$$ 

So $\rho(A[\alpha_s]) = \rho(A)$. Otherwise, $x[\alpha_s] = 0$. Let $t$ be the integer such that $x[\alpha_t] \neq 0$ and $x[\alpha_1] = 0$ for $t + 1 \leq i \leq s$. Then $1 \leq t \leq s - 1$; and also by the eigenvector equation,

$$A[\alpha_t]x[\alpha_t]^{m-1} + \sum_{t \leq i_1, \ldots, i_m \leq s, i_k \in \Delta(A[\alpha_t])} A[\alpha_{i_1}]\cdots[\alpha_{i_m}]x[\alpha_{i_2}]\cdots x[\alpha_{i_m}] = \rho(A) x[\alpha_t]^{m-1},$$

where, for each $i \in \alpha_t$,

$$(A[\alpha_t]\alpha_{i_1}\cdots[\alpha_{i_m}]x[\alpha_{i_2}]\cdots x[\alpha_{i_m}])_i := \sum_{j_1, \ldots, j_m = 1} a_{i_1j_1}\cdots a_{i_mj_m}x_{i_2j_2}\cdots x_{i_mj_m}.$$ 

So, $A[\alpha_t]x[\alpha_t]^{m-1} = \rho(A)x[\alpha_t]^{m-1}$ and hence $\rho(A[\alpha_t]) = \rho(A)$. □

Suppose that $A$ is further combinatorially symmetric. Then $G(A)$ is an undirected graph, i.e. $(i, j)$ is an arc of $G$ if and only if $(j, i)$ is an arc of $G$. So the matrix $G(A)$ is symmetric, and is a direct sum of irreducible diagonal blocks. Then the structure of $A$ is reduced to be as follows:

$$(5.3) \quad A[\alpha_1]|\alpha_2|\cdots|\alpha_m| \neq 0 \text{ only when } i_1 = \cdots = i_m.$$ 

So $A$ is a direct sum of combinatorially symmetric tensors $A[\alpha_i]$ for $i = 1, \ldots, s$. Each $A[\alpha_i]$ is either weakly irreducible or zero of dimension one, because if $(p, q)$ is an arc of $G[\alpha_i]$, then $A$ contains a nonzero entry $a_{pq\cdots i}$, where $q \in \{i_2, \ldots, i_m\}$, and $i_2, \ldots, i_m \in \alpha_i$ as $G(\alpha_i)$ is undirected, yielding to $G(A[\alpha_i]) = G(A[\alpha_i])$. If $A[\alpha_i] \neq 0$, we call $A[\alpha_i]$ a weakly irreducible component.

**Theorem 5.2.** Let $A$ be a nonzero nonnegative combinatorially symmetric tensors. Then $V_{\rho(A)}$ has dimension greater than zero if and only if $A$ has at least two weakly irreducible components with spectral radius equal to $\rho(A)$.

**Proof.** By the previous discussion, let $A$ be a direct sum of weakly irreducible components or zeros of dimension one, say $A[\alpha_i]$ for $i = 1, \ldots, s$ for some $s \geq 1$. By Lemma 5.1 we may assume $A$ has $k$ weakly irreducible components with spectral radius equal to $\rho(A) := \rho$, say $A[\alpha_1], \ldots, A[\alpha_k]$ for some $k \geq 1$. Let $x$ be an eigenvector of $A$ corresponding to $\rho$. Then

$$A[\alpha_i]x[\alpha_i]^{m-1} = \rho x[\alpha_i]^{m-1}, \quad i = 1, \ldots, s.$$ 

So, if $x[\alpha_i] \neq 0$, then $\rho(A[\alpha_i]) = \rho$ by Lemma 5.1 or equivalently if $\rho(A[\alpha_i]) < \rho$, then $x[\alpha_i] = 0$. So we have the isomorphism for the affine variety $V_{\rho(A)}$:

$$V_{\rho(A)} \cong V_{\rho}(A[\alpha_1]) \oplus \cdots \oplus V_{\rho}(A[\alpha_k]),$$

which has dimension $k$ as each $V_{\rho}(A[\alpha_i])$ has dimension 1 by Theorem 3.8. Hence the projective variety $\mathbb{P}_{\rho}(A)$ has dimension $k - 1$. The result follows. □
6. Application to Hypergraphs

A hypergraph $G = (V(G), E(G))$ consists of a vertex set $V(G) = \{v_1, v_2, \ldots, v_n\}$ and an edge set $E(G) = \{e_1, e_2, \ldots, e_l\}$ where $e_j \subseteq V(G)$ for $j \in [l]$. If $|e_j| = m$ for each $j \in [l]$, then $G$ is called an $m$-uniform hypergraph. In particular, the 2-uniform hypergraphs are exactly the classical simple graphs. Two vertices $u, w$ of $G$ are said connected if there exists a sequence of alternate vertices and edges of $G$: $v_0, e_1, v_1, e_2, \ldots, e_l, v_l$, where $u = v_0$, $w = v_l$, and $\{v_i, v_{i+1}\} \subseteq e_{i+1}$ for $i = 0, 1, \ldots, l - 1$. Under the relation of connectedness, we have equivalent classes on $V(G)$. A connected component of $G$ is defined to be a sub-hypergraph of $G$ induced by an equivalent class $\alpha$, denoted by $G[\alpha]$, which has the vertex set $\alpha$ and the edge set $\{e : e \in E(G), e \subseteq \alpha\}$. The hypergraph $G$ is connected if $G$ has only one connected component; otherwise it is called disconnected.

The adjacency tensor $A(G)$ of an $m$-uniform hypergraph $G$ on $n$ vertices is defined as $A(G) = (a_{i_1i_2\cdots i_m})$, an $m$-th order $n$-dimensional tensor, where

$$a_{i_1i_2\cdots i_m} = \begin{cases} \frac{1}{(m-1)!}, & \text{if } \{v_{i_1}, v_{i_2}, \ldots, v_{i_m}\} \in E(G); \\ 0, & \text{otherwise.} \end{cases}$$

The eigenvalues, including the spectral radius of $G$ always refer to those of its adjacency tensor $A(G)$.

Observe that the adjacency tensor $A(G)$ is symmetric, and it is weakly irreducible if and only if the $G$ is connected. The connected components of $G$ on at least two vertices are exactly corresponding to the weakly irreducible components of $A(G)$. So we have the following results for hypergraphs immediately by Theorem \ref{6.1} and Theorem \ref{6.2}.

**Theorem 6.1.** Let $G$ be an $m$-uniform hypergraph containing at least one edge. Let $A(G)$ be the adjacency tensor of $G$ with spectral radius $\rho$.

1. If $G$ is connected, then for all eigenvalues $\lambda$ of $G$ with modulus $\rho$, the projective eigenvarieties $\nu_\lambda(A(G))$ are finite and have the same number of elements, in particular there are finite many eigenvectors of $A$ corresponding to $\lambda$ up to a scalar.

2. If $G$ is disconnected, then $\nu_\rho(A(G))$ has dimension greater than zero if and only if $G$ has at least two connected components on at least two vertices with spectral radius equal to $\rho$.
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