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Abstract
We study the system

\[
\begin{align*}
    u_t &= \Delta u - \nabla \cdot (u \nabla v) - u - f(u)w + \kappa, \\
    v_t &= \Delta v - v + f(u)w, \\
    w_t &= \Delta w - w + v,
\end{align*}
\] (⋆)

which models the virus dynamics in an early stage of an HIV infection, in a smooth, bounded domain \( \Omega \subset \mathbb{R}^n, n \in \mathbb{N} \), for a parameter \( \kappa \geq 0 \) and a given function \( f \in C^1([0, \infty)) \) satisfying \( f \geq 0, f(0) = 0 \) and \( f(s) \leq K_f s^\alpha \) for all \( s \geq 1 \), some \( K_f > 0 \) and \( \alpha \in \mathbb{R} \).

We prove that whenever

\[ \alpha < \frac{2}{n}, \]

solutions to (⋆) exist globally and are bounded. The proof mainly relies on smoothing estimates for the Neumann heat semigroup and (in the case \( \alpha > 1 \)) on a functional inequality.

Furthermore, we provide some indication why the exponent \( \frac{2}{n} \) could be essentially optimal.
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1 Introduction

The model. The system

\[
\begin{align*}
    u' &= -u - uw + \kappa, \\
    v' &= -v + uw, \\
    w' &= -w + v.
\end{align*}
\] (1.1)

can be used to describe the dynamics of a virus infection. Here \( u \) and \( v \) model healthy and infected cells, respectively, and \( w \) denotes the concentration of virus particles. All three populations undergo spontaneous decay, healthy cells are produced by a fixed rate \( \kappa \geq 0 \), on contact with virus particles healthy cells are converted to infected ones and the virus is produced by infected cells.

This system (or similar ones including more parameters) has been motivated and analyzed from a biological [4, 11, 12, 17, 21] as well as a mathematical point of view [3, 5]. Questions of large time behavior are
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essentially answered, where (in absence of other parameters) the sign of $\kappa - 1$ has been detected to play an important role \cite{14}.

This model is therefore indeed able to give insights into virus dynamics; however, an ODE system can by its nature never capture nontrivial spatial effects such as pattern formation. Hence, in \cite{9}, the model

\[
\begin{align*}
  u_t &= \Delta u - \nabla \cdot (u \nabla v) - u - uw + \kappa, \\
  v_t &= \Delta v - v + w, \\
  w_t &= \Delta w - w + v
\end{align*}
\]  

(1.2)

has been suggested. In addition to \cite{14}, the populations are now assumed to move around randomly; that is, they diffuse. Furthermore, healthy cells are attracted by high concentrations of infected cells (which is a realistic assumption for HIV infections), modeled by the cross-diffusion term $-\nabla \cdot (u \nabla v)$. Systems containing such a term have been introduced by Keller and Segel in their seminal work \cite{10} in order to model the behavior of E. coli bacteria and systems including cross-diffusion have been of great interest both to biologists and mathematicians in the past decades, see for instance \cite{1} for a survey.

In \cite{9}, Section 8, it has been argued that finite-time blow-up is not realistic in this setting. However, such a phenomenon has been proven to occur for the classical Keller–Segel model. While solutions are global and bounded if $n = 1$ \cite{10}, blow-up does occur for some initial data in the spatially two-dimensional case \cite{6, 8} and for many initial data in the higher dimensional radial-symmetric setting \cite{25}. Therefore one should slightly alter the system in order to prevent blow-up. One possible modification is to weaken (or in general to alter) the cross-diffusion term; that is, to replace the first equation in (1.2) with

\[
u_t = \Delta u - \nabla \cdot (u f(u) \nabla v) - u - uw + \kappa.
\]

Here the cases $f \equiv \chi \in \mathbb{R}$, $|\chi|$ small \cite{8} or $|f(s)| \leq K_f (1 + s)^{-\alpha}$ for all $s \geq 0$, a constant $K_f > 0$ and $\alpha \in \mathbb{R}$ sufficiently large \cite{8, 12, 24} have been analyzed.

In the present work we alter the conversion term. To be precise, we study

\[
\begin{align*}
  u_t &= \Delta u - \nabla \cdot (u \nabla v) - u - f(u)w + \kappa, \quad \text{in } \Omega \times (0, T), \\
  v_t &= \Delta v - v + f(u)w, \quad \text{in } \Omega \times (0, T), \\
  w_t &= \Delta w - w + v, \quad \text{in } \Omega \times (0, T), \\
  \partial_{\nu} u = \partial_{\nu} v = \partial_{\nu} w &= 0, \quad \text{on } \partial \Omega \times (0, T), \\
  u(\cdot, 0) &= u_0, v(\cdot, 0) = v_0, w(\cdot, 0) = w_0, \quad \text{in } \Omega
\end{align*}
\]  

(P)

for $T \in (0, \infty]$, a smooth, bounded domain $\Omega \subset \mathbb{R}^n, n \in \mathbb{N}$, a parameter $\kappa \geq 0$, given sufficiently smooth initial data $u_0, v_0, w_0$ and a given function $f \in C^1([0, \infty))$, which satisfies

\[
f(0) = 0, \quad f(s) \leq K_f s^\alpha \quad \text{for all } s \geq 1
\]

(1.3)

for some $K_f > 0$ and $\alpha \in \mathbb{R}$. For instance, $f : [0, \infty) \rightarrow \mathbb{R}, s \mapsto \frac{s^\alpha}{1 + s^\alpha}, K_f = 1$ and $f : [0, \infty) \rightarrow \mathbb{R}, s \mapsto s^\alpha, K_f = 1$ may serve as prototypes for the cases $\alpha \leq 1$ and $\alpha > 1$, respectively.

The function $f$ can be seen as an interpolation between the classical Lotka-Volterra term ($f = \text{id}$, that is $\alpha = 1$) and other conversion terms, such as Holling’s Type II and III or Beddington-DeAngelis responses (all $\alpha = 0$); see for instance \cite{13} for definitions and a comparison of functional responses.

The case $\alpha = 0$ has been partly studied (among other modifications of (1.2)) in \cite{2}. The authors proved global existence and showed for the case $\kappa \leq 1$ convergence towards stationary steady states.

A natural question is whether similar results can be obtained for $\alpha > 0$. We show that this is indeed the case, at least regarding global existence and boundedness; our main result is as follows:

**Theorem 1.1.** Let $\Omega \subset \mathbb{R}^n, n \in \mathbb{N}$, be a smooth bounded domain and $\kappa \geq 0$. Suppose $f \in C^1([0, \infty))$ satisfies (1.3) for some $K_f > 0$ and

\[
\alpha < \frac{2}{n}
\]

(1.4)
Then for all nonnegative initial data
\[ u_0 \in C^0(\bar{\Omega}), \quad v_0 \in W^{1,\infty}(\Omega) \quad \text{and} \quad w_0 \in C^0(\bar{\Omega}) \] (1.5)
the system (P) possesses a nonnegative global classical solution \((u, v, w)\) satisfying
\[ u \in C^0(\bar{\Omega} \times [0, \infty)) \cap C^{2,1}(\bar{\Omega} \times (0, \infty)), \]
\[ v \in \bigcap_{q \geq n} C^0([0, \infty); W^{1,q}(\Omega)) \cap C^{2,1}(\bar{\Omega} \times (0, \infty)) \quad \text{and} \]
\[ w \in C^0(\bar{\Omega} \times [0, \infty)) \cap C^{2,1}(\bar{\Omega} \times (0, \infty)) \]
and being uniquely determined by these inclusions.

Additionally, the solution is bounded: There exists \(C > 0\) such that
\[ \|u(\cdot, t)\|_{L^\infty(\Omega)} + \|v(\cdot, t)\|_{W^{1,\infty}(\Omega)} + \|w(\cdot, t)\|_{L^\infty(\Omega)} < C \quad \text{for all} \ t > 0. \]

Remark 1.2. The absence of parameters in (P) is purely to simplify the notation and to maintain read-
ability. Using the same methods as below one could achieve the same result for the system
\[
\begin{align*}
    u_t &= D_1 \Delta u - \chi \nabla \cdot (u \nabla v) - d_1 u - f(u) w + \kappa, \\
    v_t &= D_2 \Delta v - d_2 v + f(u) w, \\
    w_t &= D_3 \Delta w - d_3 w + rv
\end{align*}
\] (1.6)
(with corresponding initial and boundary conditions), wherein the parameters \(D_1, D_2, D_3, \chi, d_1, d_2, d_3, r > 0\) and \(\kappa \geq 0\) are given. In [20, Section 9] realistic values of these parameters are discussed.

Optimality of the exponent. A natural question is whether the condition (1.4) is optimal. Comparing
(P) with
\[
\begin{align*}
    u_t &= \Delta u - \chi \nabla \cdot (u \nabla v), \\
    v_t &= \Delta v - v + f(u)
\end{align*}
\] (1.6)
and related systems indicates that this might indeed be the case:

The production term in the second equation in (1.6) is “only” \(f(u)\) instead of the possibly larger \(f(u)w\) in (P), hence one might expect that if finite-time blow-up is possible for (1.6), then also for (P).

For (1.6) an analogous result as stated in Theorem 1.1 has been proved [13]. On the other hand, if \(n = 2\) and \(f = \text{id}\) then blow-up in finite time may occur [4, 18]. Although the question whether blow-up solutions to (1.6) exist for \(n \geq 3\) and \(\alpha \geq \frac{n}{2}\) is, to our knowledge, open, at the very least the exponent \(\frac{n}{n} = \frac{n}{2}\) is critical for a parabolic-elliptic variant of (1.6): In [22] the system
\[
\begin{align*}
    u_t &= \Delta u - \nabla \cdot (u \nabla v), \\
    0 &= \Delta v - \frac{1}{|\Omega|} \int_{\Omega} f(u) + f(u),
\end{align*}
\] (1.7)
is considered and the following is proved:

- If \(f \in C^1([0, \infty))\) satisfies \(f \geq 0, f' \geq 0, f(s) \leq K_f s^\alpha\) for all \(s \geq 1, some K_f > 0\) and \(\alpha < \frac{n}{2}\), solutions to (1.7) exist globally and are bounded, provided the initial datum \(u_0\) is nonnegative and sufficiently regular.
- If \(f \in C^1([0, \infty))\) satisfies \(f \geq 0, f' \geq 0, f(s) \geq K_f s^\alpha\) for all \(s \geq 1, some K_f > 0\) and \(\alpha > \frac{n}{2}\) and \(\Omega\) is a ball, then there exists \(u_0\) (with arbitrary small mass) such that the solution to (1.7) blows up in finite time.
Plan of the paper. After this introductory section we provide a statement on local existence of solutions to (P), along with an extensibility criterion (Lemma 2.1) and some basic properties of the solutions, such as nonnegativity and boundedness in $L^1$ (Lemma 2.2).

If $\alpha \leq 1$, known $L^p$-$L^q$ estimates provide an $L^\infty$ bound for $w$ and an $L^q$ bound for $\nabla v$ for some $q > n$ (Lemma 3.3). The main ingredient here is boundedness of $f(u)$ in $L^{1/\alpha +}(\Omega)$, provided by condition (1.3) and an $L^1$ bound for $u$. Perhaps somewhat surprisingly and in contrast to for instance [8] and [24], we do not need to cycle this argument – a single application per solution component is sufficient.

However, only relying on $L^p$-$L^q$ estimates does not seem to be fruitful for the case $\alpha > 1$. In that case, which in view of (1.4) only concerns us if $n = 1$, in Lemma 3.5 we prove boundedness of the functional $\frac{1}{\alpha} \int_{\Omega} u^\alpha + \frac{1}{p} \int_{\Omega} v^2$ instead.

Having in both cases obtained an $L^q$ bound for $\nabla v$ for some $q > n$ we are able to provide an $L^\infty$ bound for $u$ in Lemma 4.1, again making use of (Lemma 3.3). The main ingredient here is boundedness of $u$ in Lemma 4.1, this already implies the statement.

We henceforth fix a smooth, bounded domain $\Omega \subset \mathbb{R}^n$, $n \in \mathbb{N}$, $\kappa \geq 0$ as well as $K_f > 0$, $\alpha \in \mathbb{R}$ and a function $f \in C^1([0, \infty))$ satisfying (1.3). Furthermore, we also fix nonnegative initial data $u_0, v_0, w_0 : \overline{\Omega} \rightarrow \mathbb{R}$ fulfilling (1.4).

We begin by stating a result on local existence of solutions:

**Lemma 2.1.** There exist $T_{\max} \in (0, \infty]$ and uniquely determined functions

$$ u \in C^0(\overline{\Omega} \times [0, \infty)) \cap C^{2,1}(\overline{\Omega} \times (0, T_{\max})), $$

$$ v \in C^0([0, \infty); W^{1,\infty}(\Omega)) \cap C^{2,1}(\overline{\Omega} \times (0, T_{\max})) \quad \text{and} $$

$$ w \in C^0(\overline{\Omega} \times [0, \infty)) \cap C^{2,1}(\overline{\Omega} \times (0, T_{\max})), $$

solving (P) classically, and are such that if $T_{\max} < \infty$

$$ \limsup_{t \nearrow T_{\max}} \|u(\cdot, t)\|_{L^\infty(\Omega)} + \|v(\cdot, t)\|_{W^{1,\kappa}(\Omega)} + \|w(\cdot, t)\|_{L^\infty(\Omega)} = \infty $$

holds for all $q > n$. Additionally, these functions are nonnegative.

**Proof.** Local existence and the extensibility criterion can be be proved by standard arguments, applied for instance in [6, Theorem 3.1]. The main idea is to use Banach’s fixed point argument to construct mild solutions and then show that these are in fact classical solutions.

Nonnegativity of $u, v, w$ is a consequence of the maximum principle and the fact that $u_0, v_0, w_0 \geq 0$ and $\kappa \geq 0$.

In the sequel we will always denote this solution of (P) by $(u, v, w)$.

**Lemma 2.2.** There exists $C > 0$ such that

$$ \|u(\cdot, t)\|_{L^1(\Omega)} + \|v(\cdot, t)\|_{L^1(\Omega)} \leq C \quad \text{for all } t \in (0, T_{\max}). $$

**Proof.** The function $z(t) := \int_{\Omega} u(\cdot, t) + \int_{\Omega} v(\cdot, t)$, $t \in (0, T_{\max})$, fulfills

$$ z' = -\int_{\Omega} u - \int_{\Omega} \frac{uw}{(1 + u)^3} + \int_{\Omega} \kappa - \int_{\Omega} v + \int_{\Omega} \frac{uw}{(1 + u)^3} = -z + \kappa |\Omega| $$

in $(0, T_{\max})$, hence $z \leq \max\{ \int_{\Omega} u_0, \kappa |\Omega| \}$ in $(0, T_{\max})$ by an ODE comparison argument. As $u, v \geq 0$ by Lemma 2.1 this already implies the statement.

4
3 \( L^q \) bound for \( \nabla v \) and \( L^\infty \) bound for \( w \)

As it will turn out, we need to distinguish the cases \( \alpha \leq 1 \) and \( \alpha > 1 \) in order to prove bounds for \( \nabla v \) and \( w \).

3.1 Case \( \alpha \leq 1 \)

In order to prove boundedness we first establish relationships between \( L^\infty \) bounds for \( w \) and \( L^q \) bounds for \( \nabla v \) (for appropriate \( q \geq 1 \)).

**Lemma 3.1.** For all \( q > \max\{1, \frac{n}{2}\} \) there exist \( C > 0 \) and \( b \in (0, 1) \) such that

\[
\|w(\cdot, t)\|_{L^\infty(\Omega)} \leq C \left( 1 + \sup_{s \in (0, t)} \|\nabla v(\cdot, s)\|_{L^b(\Omega)}^b \right)
\]

holds for all \( t \in (0, T_{\text{max}}) \).

**Proof.** As

\[
b := \frac{n - \frac{n}{2}}{n + 1 - \frac{n}{q}} \in (0, 1),
\]

we may invoke the Gagliardo-Nirenberg inequality to obtain \( c_1 > 0 \) such that

\[
\|\varphi\|_{L^q(\Omega)} \leq c_1 \|\nabla \varphi\|_{L^b(\Omega)}^b \|\varphi\|_{L^1(\Omega)}^{1-b} + c_1 \|\varphi\|_{L^1(\Omega)} \quad \text{for all} \ \varphi \in W^{1,q}(\Omega).
\]

Moreover, known smoothing estimates for the Neumann Laplace semigroup (cf. [23, Lemma 1.3 (i)]) provide \( c_2 > 0 \) such that

\[
\|e^{\sigma \Delta} \varphi\|_{L^\infty(\Omega)} \leq c_2 \left( 1 + \frac{\Delta}{\sigma^2} \right) \|\varphi\|_{L^q(\Omega)} \quad \text{for all} \ \sigma > 0 \ \text{and} \ \varphi \in L^q(\Omega).
\]

As there also exists \( c_3 > 0 \) such that \( \|v(\cdot, t)\|_{L^1(\Omega)} \leq c_3 \) for all \( t \in (0, T_{\text{max}}) \) by Lemma 2.2 a combination of these estimates and an application of the maximum principle yields

\[
\begin{align*}
\|w(\cdot, t)\|_{L^\infty(\Omega)} &\leq \|v(\cdot, t)\|_{L^\infty(\Omega)} + \int_0^t \|e^{(t-s)(\Delta-1)}v(\cdot, s)\|_{L^\infty(\Omega)} \, ds \\
&\leq \|w_0\|_{L^\infty(\Omega)} + c_2 \int_0^t \left( 1 + (t-s)^{\frac{n}{2}} \right) e^{-(t-s)} \|v(\cdot, s)\|_{L^q(\Omega)} \, ds \\
&\leq \|w_0\|_{L^\infty(\Omega)} + c_1 c_2 \int_0^t \left( 1 + (t-s)^{\frac{n}{2}} e^{-(t-s)} \right) \|\nabla v(\cdot, s)\|_{L^1(\Omega)} \|v(\cdot, s)\|_{L^1(\Omega)}^{1-b} + \|v(\cdot, s)\|_{L^1(\Omega)} \, ds \\
&\leq \|w_0\|_{L^\infty(\Omega)} + c_1 c_2 c_4 \left( \sup_{s \in (0, t)} \|\nabla v(\cdot, s)\|_{L^\infty(\Omega)}^2\right)^{\frac{1-b}{2}} + c_4
\end{align*}
\]

for all \( t \in (0, T_{\text{max}}) \), where

\[
c_4 := \int_0^\infty \left( 1 + s^{\frac{n}{2}} e^{-s} \right) \, ds
\]

is finite because of \( q > \frac{n}{2} \).

\[\square\]
Lemma 3.2. Suppose \( \alpha \leq 1 \) and \( \frac{n}{(\alpha n - 1) +} > 2 \). Let
\[
g \in \left[ 2, \frac{n}{(\alpha n - 1) +} \right].
\]
Then we can find \( C > 0 \) such that
\[
\| \nabla v(\cdot, t) \|_{L^q(\Omega)} \leq C \left( 1 + \sup_{s \in (0, t)} \| w(\cdot, s) \|_{L^\infty(\Omega)} \right)
\]
holds for all \( t \in (0, T_{\max}) \).

Proof. Let \( \lambda := \min\left\{ \frac{1}{q}, \frac{1}{n} \right\} \geq 1 \). By standard smoothing estimates for the Neumann Laplace semigroup (cf. Lemma 1.3 (ii) and (iii)); note that \( q \geq 2 \) there exist \( c_1, c_2 > 0 \) such that we have
\[
\| \nabla e^{\sigma \Delta} \varphi \|_{L^q(\Omega)} \leq c_1 \| \varphi \|_{W^{1,q}(\Omega)} \quad \text{for all } \sigma > 0 \text{ and all } \varphi \in W^{1,q}(\Omega)
\]
as well as
\[
\| \nabla e^{\sigma \Delta} \varphi \|_{L^q(\Omega)} \leq c_2 \left( 1 + \sigma^{-\frac{1}{2}} \frac{\| c \|_{L^q(\Omega)}}{\| \nabla v(\cdot, t) \|_{L^q(\Omega)}} \right) \| \varphi \|_{L^\infty(\Omega)} \quad \text{for all } \sigma > 0 \text{ and all } \varphi \in L^\infty(\Omega).
\]
Therefore,
\[
\| \nabla v(\cdot, t) \|_{L^q(\Omega)}
\leq \| \nabla e^{\sigma \Delta} \varphi \|_{L^q(\Omega)} + \int_0^t \| \nabla e^{\sigma \Delta} \varphi \|_{L^q(\Omega)} ds
\leq c_1 e^{-t} \| \varphi \|_{W^{1,q}(\Omega)} + c_2 K_f \sup_{s \in (0, t)} \| f(u(\cdot, s)) w(\cdot, s) \|_{L^\infty(\Omega)} \int_0^t \left( 1 + (t - s)^{-\frac{1}{2}} \frac{\| c \|_{L^q(\Omega)}}{\| \nabla v(\cdot, t) \|_{L^q(\Omega)}} \right) e^{-(t-s)} ds
\]
for all \( t \in (0, T_{\max}) \).

For \( s \geq 1 \) and \( \alpha \leq 0 \) we have \( s^\alpha \leq 1 \), hence the condition \( 1.3 \) implies that independently of the sign of \( \alpha \) we have
\[
f(s) \leq K_f s^{\alpha+} \quad \text{for all } s \geq 1,
\]
hence by Lemma 2.2 we have for some \( c_3 > 0 \)
\[
\sup_{s \in (0, t)} \| f(u(\cdot, s)) w(\cdot, s) \|_{L^\infty(\Omega)}
\leq \sup_{s \in (0, t)} \left( \left( \int_\Omega |f(u(\cdot, s)) w(\cdot, s)|^\lambda 1_{(u \geq 1)} \right)^{\frac{1}{\lambda}} + \left( \int_\Omega |f(u(\cdot, s)) w(\cdot, s)|^\lambda 1_{(u < 1)} \right)^{\frac{1}{\lambda}} \right)
\leq \sup_{s \in (0, t)} \left( K_f \| u^{\alpha+}(\cdot, s) \|_{L^\infty(\Omega)} \| w(\cdot, s) \|_{L^\infty(\Omega)} + \| f \|_{C^0([0,1])} \| \Omega \|^{\frac{1}{2}} \| w(\cdot, s) \|_{L^\infty(\Omega)} \right)
\leq \sup_{s \in (0, t)} \left( \left( K_f \| u^{\alpha+}(\cdot, s) \|_{L^\infty(\Omega)} + \| f \|_{C^0([0,1])} \| \Omega \|^{\frac{1}{2}} \right) \| w(\cdot, s) \|_{L^\infty(\Omega)} \right)
\leq c_3 \sup_{s \in (0, t)} \| w(\cdot, s) \|_{L^\infty(\Omega)}
\]
for all \( t \in (0, T_{\max}) \).

By (3.1) we have in the case \( \alpha > 0 \) and \( \lambda = \frac{1}{\alpha} \)
\[
-\frac{1}{2} \frac{n}{2} \left( \frac{1}{\lambda} - \frac{1}{q} \right) > -\frac{1}{2} \frac{n}{2} \left( \frac{\alpha - (\alpha n - 1)_+}{n} \right) \geq -\frac{1}{2} \frac{n}{2n} = -1,
\]
whereas, if \( \alpha \leq 0 \) or \( \lambda = q \) (and hence in both cases \( \lambda = q \))

\[
- \frac{1}{2} - \frac{n}{2} \left( \frac{1}{\lambda} - \frac{1}{q} \right) = - \frac{1}{2} - \frac{n}{2} \left( \frac{1}{q} - \frac{1}{q} \right) > -1
\]

holds. In both cases we conclude

\[
c_4 := \int_0^\infty \left( 1 + s^{-\frac{1}{2}} - \frac{1}{2} s^{-\frac{1}{2}-(\frac{1}{q} + \frac{1}{q})} \right) e^{-s} \, ds < \infty,
\]

so that the statement follows for \( C := c_4 \|v_0\|_{W^{1,q}(\Omega)} + c_2 c_3 c_4 K_f \).

We now combine the previous lemmata to obtain

**Lemma 3.3.** If \( \alpha \leq 1 \) and \( \alpha < \frac{2}{n} \), then there exist \( q > n \) and \( C > 0 \) such that

\[
\|\nabla v(\cdot, t)\|_{L^q(\Omega)} + \|w(\cdot, t)\|_{L^\infty(\Omega)} \leq C \quad \text{in } (0, T_{\text{max}}).
\]

**Proof.** By assumption on \( \alpha \) we have

\[
\left( \frac{n}{\alpha n - 1} \right)_+ > \frac{n}{2 - 1} = n.
\]

As also \( \frac{1}{2} - \frac{n}{\alpha n - 1} = \infty \), we can then find \( q \in \left[ 2, \frac{n}{\alpha n - 1} \right] \cap (n, \infty) \).

Lemma 3.1 and Lemma 3.2 provide \( C_1, C_2 > 0 \) and \( b \in (0, 1) \) such that

\[
\|\nabla v(\cdot, t)\|_{L^q(\Omega)} \leq C_1 \left( 1 + \sup_{s \in (0, t)} \|w(\cdot, s)\|_{L^\infty(\Omega)} \right)
\]

and

\[
\|w(\cdot, t)\|_{L^\infty(\Omega)} \leq C_2 \left( 1 + \sup_{s \in (0, t)} \|\nabla v(\cdot, s)\|_{L^q(\Omega)}^b \right)
\]

hold for all \( t \in (0, T_{\text{max}}) \), hence \( N(t) := \sup_{s \in (0, t)} \|w(\cdot, s)\|_{L^\infty(\Omega)} \) fulfills

\[
N(t) \leq C_2 + C_1 C_2 (1 + N(t))^b.
\]

for all \( t \in (0, T_{\text{max}}) \). Let \( t \in (0, T_{\text{max}}) \). If \( N(t) \geq 1 \), then

\[
N^{1-b}(t) \leq C_2 N^{-b}(t) + C_1^b C_2 (N^{-b}(t) + 1)^b \leq C_2 + 2^b C_1^b C_2 =: C_3.
\]

Therefore, for all \( t \in (0, T_{\text{max}}) \), we have \( N(t) \leq \max\{1, C_3^{\frac{1}{1-b}}\} \). Together with \( (3.2) \) this implies the existence of \( C > 0 \) such that \( (3.2) \) holds.

### 3.2 Case \( \alpha > 1 \)

The conditions \( \alpha < \frac{2}{n} \) and \( \alpha > 1 \) can only be simultaneously fulfilled if \( n = 1 \). In that case we are able to immediately derive an \( L^\infty \) bound for \( w \):

**Lemma 3.4.** If \( n = 1 \), then \( \{w(\cdot, t) : t \in (0, T_{\text{max}})\} \) is bounded in \( L^\infty(\Omega) \).
We test the first equation in \((P)\) with \(\varphi\), where \(\varphi\) is a test function in \(C_c\) \((\Omega)\). We obtain
\[
\frac{1}{\alpha} \int_{\Omega} u^\alpha - (\alpha - 1) \int_{\Omega} u^{\alpha - 2} u_x^2 + (\alpha - 1) \int_{\Omega} u^{\alpha - 1} u_x v_x - \int_{\Omega} u^\alpha v_x \leq C
\]
for all \(t \in (0, T_{\max})\), where \(C\) is a constant. Therefore, by again relying on Young’s inequality we have
\[
-\frac{\alpha - 1}{\alpha} \int_{\Omega} u^\alpha v_x + c_2 \int_{\Omega} (Kf u^\alpha \mathbb{1}_{(u \geq 1)} + \|f\|_{C^0([0,1])} \mathbb{1}_{(u < 1)}) |v_x| \leq c_3 \int_{\Omega} u^{2 \alpha} + c_4 \int_{\Omega} v_x^2 + c_4
\]
in \((0, T_{\max})\), where we have set \(c_3 := (c_2 K)^2 + \frac{(\alpha - 1)^2}{\alpha} > 0\) and \(c_4 := \left(\frac{c_2 \|f\|_{C^0([0,1])}}{2}\right)^2 > 0\). We conclude that the inequality
\[
\frac{d}{dt} \left( \frac{1}{\alpha} \int_{\Omega} u^\alpha + \frac{1}{2} \int_{\Omega} v_x^2 \right) \leq - \left( \frac{1}{2} \int_{\Omega} u^\alpha + \int_{\Omega} v_x^2 \right) - \frac{4(\alpha - 1)}{\alpha^2} \int_{\Omega} |(u^\frac{\alpha}{2})_x|^2 + c_3 \int_{\Omega} u^{2 \alpha} + c_5
\]
holds in \((0, T_{\max})\), where \(c_5 := c_4 + c_4\).

The Gagliardo-Nirenberg inequality provides \(c_6 > 0\) such that
\[
\|\varphi\|^4_{L^8(\Omega)} \leq c_6 \|\varphi_x\|^4_{L^8(\Omega)} \|\varphi\|^4_{L^8(\Omega)} + c_6 \|\varphi\|^4_{L^8(\Omega)}
\]
for all \(\varphi \in W^{1,2}(\Omega)\),
wherein
\[ b = \frac{1}{2} \cdot \frac{2\alpha - 1}{\alpha + 1} < \frac{1}{2}, \]
as \( \alpha < 2 \).

By Lemma 2.2 there exists \( c_7 > 0 \) such that
\[ \|u(\cdot, t)\|_{L^4(\Omega)} \leq c_7 \text{ for all } t \in (0, T_{\text{max}}). \]

Hence,
\[ \int_{\Omega} u^{2\alpha} = \|u^{2\alpha}\|_{L^4(\Omega)}^4 \]
\[ \leq c_6 \|u^{2\alpha}\|^4_{L^4(\Omega)} + c_6 \|u^{2\alpha}\|^4_{L^4(\Omega)} \]
\[ = c_6 \left( \int_{\Omega} \left( u^{2\alpha} \right)^2 \right)^{2b} c_7^{2b(1-b)} + c_6^{2b} \]
in \( (0, T_{\text{max}}) \).

As \( 2b < 1 \), Young’s inequality implies the existence of \( c_8 > 0 \) such that
\[ \left( \int_{\Omega} \left( u^{2\alpha} \right)^2 \right)^{2a} \leq \frac{4(\alpha - 1)}{c_3 c_6 c_7^{2(1-b)}} \left( \int_{\Omega} \left( u^{2\alpha} \right)^2 \right) + c_8 \text{ in } (0, T_{\text{max}}). \] (3.6)

Combining (3.4), (3.5) and (3.6) gives
\[ \frac{d}{dt} \left( \frac{1}{\alpha} \int_{\Omega} u^\alpha + \frac{1}{2} \int_{\Omega} v^2 \right) \leq -c_9 \left( \frac{1}{\alpha} \int_{\Omega} u^\alpha + \frac{1}{2} \int_{\Omega} v^2 \right) + c_{10} \text{ in } (0, T_{\text{max}}) \]
for some \( c_9, c_{10} > 0 \), so that the statement follows by an ODE comparison argument. \( \square \)

4 \( L^\infty \) bound for \( u \). Proof of Theorem 1.1

We now use the \( L^q \) bounds for \( \nabla v \) to obtain

**Lemma 4.1.** If \( \alpha < \frac{2}{n} \), then \( \{u(\cdot, t) : t \in (0, T_{\text{max}})\} \) is bounded in \( L^\infty(\Omega) \).

**Proof.** We follow an idea used in [1, Lemma 3.2].

Lemma 3.3 (for the case \( \alpha \leq 1 \)) and Lemma 3.5 (for the case \( \alpha > 1 \)) provide \( q > n \) and \( c_1 > 0 \) such that
\[ \|\nabla v(\cdot, t)\|_{L^q(\Omega)} \leq c_1 \text{ for all } t \in (0, T_{\text{max}}). \]

We fix an arbitrary \( r \in (n, q) \).

As
\[ 0 \leq u(\cdot, t) \leq u(\cdot, t) + \int_0^t e^{(t-s)(\Delta-1)} f(u(\cdot, s))w(\cdot, s) \, ds \text{ for } t \in (0, T_{\text{max}}) \]
by Lemma 2.1 and positivity of the Neumann heat semigroup, we have
\[ \|u(\cdot, t)\|_{L^\infty(\Omega)} \leq \left\| u(\cdot, t) + \int_0^t e^{(t-s)(\Delta-1)} f(u(\cdot, s))w(\cdot, s) \, ds \right\|_{L^\infty(\Omega)} \]
for all \( t \in (0, T_{\text{max}}) \).
Therefore smoothing estimates of the Neumann Laplace semigroup (cf. [23, Lemma 1.3 (iv)]) and the maximum principle yield $c_2 > 0$ such that
\[
\|u(\cdot, t)\|_{L^\infty(\Omega)}
\leq \|e^{t(\Delta)^{-1}}u_0\|_{L^\infty} + \int_0^t \|e^{(t-s)(\Delta)^{-1}}\nabla \cdot (u(\cdot, s)\nabla v(\cdot, s))\|_{L^\infty(\Omega)} ds + \kappa \int_0^t e^{-(t-s)} ds
\leq e^{-t}\|u_0\|_{L^\infty} + c_2 \int_0^t (1 + (t - s)^{\frac{1}{q} - \frac{1}{p}})e^{-(t-s)}\|u(\cdot, s)\nabla v(\cdot, s)\|_{L^\infty(\Omega)} ds + \kappa
\leq \|u_0\|_{L^\infty} + c_2 \sup_{s \in (0, t)} \|u(\cdot, s)\nabla v(\cdot, s)\|_{L^\infty(\Omega)} \int_0^\infty (1 + s^{\frac{1}{q} - \frac{1}{p}})e^{-s} ds + \kappa
\]
holds for all $t \in (0, T_{\text{max}})$.

As $r > n$ we have therein
\[
\int_0^\infty (1 + s^{\frac{1}{q} - \frac{1}{p}}) ds < \infty
\]
and we may invoke Hölder’s inequality to obtain
\[
\sup_{s \in (0, t)} \|u(\cdot, s)\nabla v(\cdot, s)\|_{L^\infty(\Omega)} \leq \sup_{s \in (0, t)} \left( \|u(\cdot, s)\|_{L^{\infty}(\Omega)} \|\nabla v(\cdot, s)\|_{L^q(\Omega)} \right)
\leq \sup_{s \in (0, t)} \left( \|u(\cdot, s)\|_{L^{\infty}(\Omega)}^{\theta} \|u(\cdot, s)\|_{L^1(\Omega)}^{1-\theta} \|\nabla v(\cdot, s)\|_{L^q(\Omega)} \right)
\]
for all $t \in (0, T_{\text{max}})$ and $\theta := 1 - \frac{q-1}{rq} \in (0, 1)$.

Therefore, by Lemma 2.22 the function
\[
L : (0, T_{\text{max}}) \to \mathbb{R}, \quad t \mapsto \sup_{s \in (0, t)} \|u(\cdot, s)\|_{L^\infty(\Omega)}
\]
fulfills
\[
L(t) \leq c_3 \left( 1 + L(t)^\theta \right) \quad \text{for all } t \in (0, T_{\text{max}})
\]
for some $c_3 > 0$.

However, as $\theta \in (0, 1)$, this implies
\[
\sup_{t \in (0, T_{\text{max}})} \|u(\cdot, t)\|_{L^\infty(\Omega)} = \sup_{t \in (0, T_{\text{max}})} L(t) \leq C
\]
for some $C > 0$.

Equipped with these estimates we are now able to prove our main theorem.

\textbf{Proof of Theorem 1.1.} Existence of a uniquely determined solution as well as nonnegativity is guaranteed by Lemma 2.4. The extensibility criterion in Lemma 2.1 in combination with Lemma 3.3, Lemma 3.4, Lemma 5.5 and Lemma 4.1 then implies $T_{\text{max}} = \infty$ as well as $|u|, |w| \leq C$ in $\Omega \times (0, \infty)$ for some $C > 0$.

As then $f(u)w \leq M$ in $\Omega \times (0, \infty)$ for some $M > 0$ another (straightforward) application of smoothing estimates of the Neumann Laplace semigroup finally also yields boundedness of the set $\{ (v(\cdot, t) : t \in (0, \infty) \}$ in $W^{1,\infty}(\Omega)$.

\hfill \Box
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