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Abstract

We study the maximum matching problem in the random-order semi-streaming setting. In this problem, the edges of an arbitrary $n$-vertex graph $G = (V, E)$ arrive in a stream one by one and in a random order. The goal is to have a single pass over the stream, use $O(n \cdot \text{polylog}(n))$ space, and output a large matching of $G$.

We prove that for an absolute constant $\varepsilon_0 > 0$, one can find a $(2/3 + \varepsilon_0)$-approximate maximum matching of $G$ using $O(n \log n)$ space with high probability. This breaks the natural boundary of $2/3$ for this problem prevalent in the prior work and resolves an open problem of Bernstein [ICALP’20] on whether a $(2/3 + \Omega(1))$-approximation is achievable.
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1 Introduction

A matching in a graph $G = (V, E)$ is any collection of vertex-disjoint edges and in the maximum matching problem, we are interested in finding a matching of largest size in $G$. This problem has been a cornerstone of algorithmic research and its study has led to numerous breakthrough results in theoretical computer science. In this paper, we study the maximum matching problem in the semi-streaming model of computation [FKM+05] defined as follows.

Definition 1.1. Given a graph $G = (V, E)$ with $n$ vertices $V = \{1, \ldots, n\}$ and $m$ edges in $E$ presented in a stream $S = \langle e_1, \ldots, e_m \rangle$, a semi-streaming algorithm makes a single pass over the stream of edges $S$ and uses $O(n \cdot \text{polylog}(n))$ space, measured in words of size $\Theta(\log n)$ bits, and at the end outputs an approximate maximum matching of $G$.

The greedy algorithm for maximal matching gives a simple $1/2$-approximation algorithm to this problem in $O(n)$ space. When the stream of edges is adversarially ordered, this is simply the best result known for this problem, while it is also known that a better than $\frac{1}{1+\ln 2} \approx 0.59$-approximation is not possible [Kap21] (see also [Kap13,GKK12]). Closing the gap between these upper and lower bounds is among the most longstanding open problems in the graph streaming literature.

Going beyond this “doubly worst case” scenario, namely, an adversarially-chosen graph and an adversarially-ordered stream, there has been an extensive interest in recent years in studying this problem on random order streams. This line of work was pioneered in [KMM12] who showed that the $1/2$-approximation of greedy can be broken in this case and obtained an algorithm with approximation ratio $(1/2 + 0.003)$ for this problem. Since [KMM12], there has been two main lines of attack on this problem. Firstly, [Kon18,GKMS19,FHM+20] followed up on the approach of [KMM12] and improved the approximation ratio all the way to $6/11$ [FHM+20]. In parallel, [ABB+19] built on the sparsification approach of [BS15,BS16] in dynamic graphs to achieve an (almost) $2/3$-approximation but at the cost of $\tilde{O}(n^{1.5})$ space, which is no longer semi-streaming. A beautiful work of [Ber20] then obtained a semi-streaming (almost) $2/3$-approximation by showing how a generalization of the sparsification approach in [ABB+19] can be found in $\tilde{O}(n)$ space.

The $2/3$-approximation ratio of the algorithm of [Ber20] is the best possible among all prior techniques for this problem: the first line of attack in [KMM12,Kon18,GKMS19,FHM+20] is based on finding length-3 augmenting paths and even finding all these paths does not lead to a better-than-$2/3$-approximation\(^1\). The second line in [ABB+19,Ber20] is based on finding an edge-degree constrained subgraph (EDCS) which hits the same exact barrier as there are graphs whose EDCS does not provide a better than $2/3$-approximation (see [BS15]). Finally, even for an algorithmically easier variant of this problem, the one-way communication problem, which roughly corresponds to only measuring the space of the algorithm when crossing the midpoint of the stream, the best known approximation ratio is still $2/3$ which is known to be tight for adversarial orders/partitions [GKK12].

Given this state-of-affairs, the $2/3$-approximation ratio for random-order streaming matching has emerged as natural barrier [Kon18,Ber20]. In particular, [Ber20] posed obtaining a $(2/3 + \Omega(1))$-approximation to this problem as an important open question. We resolve this question in the affirmative in our work.

1.1 Our Contributions

Our main result is a semi-streaming algorithm for maximum matching in random-order streams with approximation ratio strictly-better-than-$2/3$.

\(^1\)The work of [FHM+20] also considers length-5 augmenting paths. However, these paths are used instead of length-3 paths “missed” by the algorithm not in addition to length-3 paths and thus the same shortcoming persists.
Theorem 1 (Main Result). Let $G$ be an $n$-vertex graph whose edges arrive in a random-order stream. For an absolute constant $\varepsilon_0 > 0$, there is a single-pass streaming algorithm that obtains a $(\frac{2}{3} + \varepsilon_0)$-approximate maximum matching of $G$ using $O(n \log n)$ space with high probability.

Theorem 1 breaks the $2/3$-barrier of all prior work in [KMM12, Kon18, GKMS19, ABB+19, Ber20, FHM+20]. Moreover, even though the improvement over $2/3$ is minuscule in this theorem (while we did not optimize for constants, the bound on $\varepsilon_0$ is only $\sim 10^{-14}$ at this point), it still proves that $(2/3)$-approximation is not the “right” answer to this problem. This is in contrast to some other problems of similar flavor such as one-way communication complexity of matching (on adversarial partitions) [GKK12, AB19] or the fault-tolerant matching problem [AB19] which are both solved using similar techniques (see the unifying framework of [AB19] based on EDCS) and for both $2/3$-approximation is provably best possible.

Beyond $(2/3)$-approximation. Breaking this $2/3$-barrier naturally raises the question on what is the right bound on the approximation ratio of random-order streaming matching. In particular, is $(1 - \varepsilon)$-approximation possible? We make progress toward settling this question by showing that no “truly” space-efficient algorithm exists for this latter problem: there is provably no semi-streaming matching algorithm even on bipartite graphs that can achieve a $(1 - \varepsilon)$-approximation in $O(\exp((1/\varepsilon)^{0.99}) \cdot n \cdot \text{polylog}(n))$ space; in other words, if one hopes for achieving a $(1 - \varepsilon)$-approximation, an exponential dependence on $(1/\varepsilon)$ in the space is unavoidable (see Corollary 5.1).

As the main focus of our work is on the algorithm in Theorem 1, we postpone the details and the ideas behind this result to Section 5.

1.2 Overview of Techniques

Prior work. As stated earlier, there has been two main lines of attack on the streaming matching problem in random-order streams. The first approach aims to find a large matching of the graph $G$ early on in the stream, and then spends the rest of the stream augmenting this matching. For instance, [KMM12] showed that in order for the greedy algorithm to fail to find a better-than-$1/2$-approximation, the algorithm should necessarily pick many “wrong” edges early on in the stream. As such, in instances where greedy is not beating the $1/2$-approximation itself, we already have an almost $1/2$-approximation by the middle of the stream, and we can thus focus on augmenting this matching in the remainder half to beat $1/2$-approximation. The work of [Kon18] then improved this result further by showing that a modified greedy algorithm, when unsuccessful in obtaining a large matching itself, finds an almost $1/2$-approximation when only $o(1)$-fraction of the stream has passed (as opposed to middle), which gives us more room for augmentation. Finally, [FHM+20] built on this approach and further improved the augmentation phase.

The second approach to this problem was based on obtaining an EDCS, a subgraph defined by [BS15, BS16] and studied further in [AB19], that acts as a “matching sparsifier”. On a high level, an EDCS is a sparse subgraph satisfying the following two constraints: (i) edge-degree of edges in the EDCS cannot be “high”, while (ii) edge-degree of missing edges cannot be “low”. These constraints ensure that an EDCS always contains an almost $2/3$-approximate matching of the graph and has additional robustness properties [BS15, BS16, ABB+19, AB19, Ber20]. For instance, [ABB+19] proved that union of several EDCS computed on different parts of a random stream, is itself an EDCS for the entire stream. This allowed them to compute an EDCS of the input in $O(n^{1.5})$ space and directly obtain their almost $2/3$-approximation. Finally, [Ber20] gave an elegant proof that weakening the requirement of EDCS allows one to still preserve the almost $2/3$-approximation but now recover this subgraph in only $O(n \log n)$ space. More specifically, the algorithm of [Ber20] first
finds a subgraph only satisfying property (i) of the EDCS in the first \( o(1) \) fraction of the stream, and then picks all (potentially) necessary edges for satisfying property (ii) in the remainder; the proof then shows that this set of potentially necessary edges is of size only \( O(n \log n) \).

**Our work.** Our approach can be seen as a natural combination of these two mostly disjoint lines of work. The first part comes from a better understanding of EDCS. We present a rough characterization of when an EDCS cannot beat the \( 2/3 \)-approximation, which shows that in these instances, we can effectively ignore the second constraint of EDCS. As a result, we obtain that the only way for the algorithm of [Ber20] to fail to achieve a better-than-\( 2/3 \)-approximation, is if it already picks an almost \( 2/3 \)-approximation in the first \( o(1) \) fraction of the stream. Note that this is conceptually similar to the first line of work on random-order streaming matching, but the techniques are entirely disjoint. In particular, our proof is a deterministic property of EDCS not a randomized property of a greedy algorithm on a particular ordering.

We are now in the familiar territory of having a large matching very early on in the stream, and we can spend the remainder of the stream augmenting it. The main difference however is that starting from an almost \( 2/3 \)-approximation matching, there is essentially no length-3 paths for us to augment and we instead need to handle length-5 augmenting paths. The key challenge is to find the middle edge of these length-5 augmenting paths. Indeed, we note that the \( 2/3 \)-approximation lower bound of [GKK12] for adversarial order streams gives away a \( 2/3 \)-approximate matching early on for free, yet it is provably impossible to augment it in the remainder of the stream using a semi-streaming algorithm. To get around this, we crucially use the random arrival assumption again. Particularly, we regard any length-5 augmenting path whose middle edge arrives after its two endpoint edges as a “discoverable” path and then find a constant fraction of such paths. Since the edges arrive in a random order, a constant fraction of length-5 augmenting will be discoverable and thus we are able to beat \( 2/3 \)-approximation in our setting.

### 2 Notation and Preliminaries

**General notation.** For a graph \( G = (V, E) \) and \( v \in V \), we use \( \text{deg}_G(v) \) to denote the degree of \( v \) in \( G \) and \( N_G(v) \) to denote the neighbor set of \( v \) (when clear from the context, we may drop the subscript \( G \)). For any edge \( e = (u, v) \in E \), we define the edge-degree of \( e \) in \( G \) as \( \text{deg}(u) + \text{deg}(v) \).

We use \( \mu(G) \) to denote the size (i.e., the number of edges) of the maximum matching in \( G \).

For integer \( k \geq 1 \) and \( p \in [0, 1] \), we use \( B(k, p) \) to denote the binomial distribution with parameters \( k \) and \( p \). That is, \( B(k, p) \) is the discrete probability distribution of the number of successful experiments out of \( k \) experiments each with an independent probability \( p \) of success.

**Random-order streams.** We consider the random-order streaming setting where the edges of \( G \) arrive one by one in an order chosen uniformly at random from all possible orderings. Let \( e_i \) be the \( i \)-th edge that arrives in the stream. For any two parameters \( a, b \) satisfying \( 1 \leq a < b \leq m \) we use \( G[a, b] \) to denote the subgraph of \( G \) on vertex-set \( V \) and edge-set \( \{e_a, \ldots, e_b\} \). We may also use \( G_{<a} \) and \( G_{\geq a} \) respectively as shorthands for \( G[1, a - 1] \) and \( G[a, m] \).

For the input graph \( G \) defined by the stream, we can assume w.l.o.g. that \( \mu(G) \geq c \log n \) for any desirably large constant \( c \). The reason is that any graph can be easily shown to have at most \( 2n \cdot \mu(G) \) edges and if \( \mu(G) = O(\log n) \) then we can store the whole input in the memory and report an optimal solution using \( O(n \log n) \) space. We further assume throughout the paper that the number of edges \( m \) is known by the algorithm in advance. This is a common assumption in the literature and can be removed via standard techniques by guessing \( m \) in geometrically increasing values at the expense of multiplying the space by an \( O(\log n) \) factor.
2.1 Preliminaries

Probabilistic tools. We use the following standard forms of Chernoff bound.

**Proposition 2.1** (Chernoff Bound; cf. [AS04]). Suppose $X_1, \ldots, X_t$ are $t$ independent random variables with values in $[0, 1]$. Let $X := \sum_{i=1}^{t} X_i$ and assume $\mathbb{E}[X] \leq b$. For any $\delta > 0$ and $k \geq 1$,

$$\Pr\left(|X - \mathbb{E}[X]| \geq \delta \cdot b\right) \leq 2 \cdot \exp\left(-\frac{\delta^2 \cdot b}{3}\right) \quad \& \quad \Pr\left(|X - \mathbb{E}[X]| \geq k\right) \leq 2 \cdot \exp\left(-\frac{2k^2}{t}\right).$$

We also need Lovász Local Lemma (LLL) in our proofs.

**Proposition 2.2** (Lovász Local Lemma; cf. [AS04]). Let $p \in (0, 1)$ and $d \geq 1$. Suppose $E_1, \ldots, E_t$ are $t$ events such that $\Pr(E_i) \leq p$ for all $i \in [t]$ and each $E_i$ is mutually independent of all but (at most) $d$ other events $E_j$. If $p \cdot (d + 1) < 1/e$ then $\Pr(\cap_{i=1}^{t} E_i^c) > 0$.

**Hall’s theorem.** We use the following standard extension of the Hall’s marriage theorem for characterizing maximum matching size in bipartite graphs.

**Fact 2.3** (Extended Hall’s Theorem; cf. [Hal35]). Let $G = (L, R, E)$ be a bipartite graph and $|L| = |R| = n$. Then,

$$\max\left(|A| - |N(A)|\right) = n - \mu(G),$$

where $A$ ranges over $L$ or $R$, separately. We refer to such set $A$ as a witness set.

Fact 2.3 follows from Tutte-Berge formula for matching size in general graphs [Tut47, Ber62] or a simple extension of the proof of Hall’s marriage theorem itself.

**Alternating and augmenting paths.** Given a matching $M$, an alternating path $P$ for $M$ is a path whose edges alternatively belong to $M$ and do not belong to $M$. An augmenting path for $M$ is an alternative path that starts and ends with edges that do not belong to $M$. Given an augmenting path $P$ for $M$, we use notation $M \oplus P := (M \setminus P) \cup (P \setminus M)$ to denote the matching obtained by flipping the containment of edges of $P$ in $M$. Given two matchings $M$ and $M'$, their symmetric difference $M \Delta M'$ is a graph including only the edges that belong to exactly one of $M$ and $M'$.

2.2 Bernstein’s Algorithm

We briefly review the parameters and guarantees of the algorithm of Bernstein [Ber20] that we use in our paper. In the following, we slightly increase the constants in the parameters which is needed for our results.

**Definition 2.4** (Parameters). For some small $\varepsilon \in (0, \frac{1}{2})$ to be determined later, let

$$\lambda := \frac{\varepsilon}{128}, \quad \beta_+ := 64 \cdot \lambda^{-2} \log(1/\lambda), \quad \beta_- = (1 - \lambda) \cdot \beta_+.$$

A high level overview of the algorithm of [Ber20] is as follows:

---

2Simply add $n - \mu(G)$ vertices to each side of the graph and connect them to all the original vertices; then apply original’s Hall’s theorem for perfect matching to this graph as this graph now has one.
Algorithm 1. Bernstein’s Algorithm [Ber20].

The algorithm of [Ber20] proceeds in two phases as follows:

- Phase I terminates within the first $\varepsilon m$ edges of the stream. At the end of Phase I, the algorithm constructs a subgraph $H \subseteq G_{<\varepsilon m}$ such that for all $(u, v) \in H$:
  \[ \deg_H(u) + \deg_H(v) \leq \beta_+. \]
  Moreover, let $U$ be the set of all edges in $G_{\geq \varepsilon m}$ such that
  \[ \deg_H(u) + \deg_H(v) < \beta_- . \]

- In Phase II, the algorithm simply stores $U$ in the memory and at the end of the stream returns a maximum matching of $H \cup U$.

The following lemma is all we need from [Ber20] in our paper.

Lemma 2.5 (Lemma 4.1 of [Ber20]). There is a way of constructing the subgraph $H$ of $G_{<\varepsilon m}$ such that with probability at least $1 - n^{-3}$, $|H \cup U| = O(n \log(n) \cdot \text{poly}(1/\varepsilon))$.

3 Finding an Almost $(2/3)$-Approximation Early On

We start by characterizing the tight instances of the algorithm of [Ber20] (Algorithm 1). Roughly speaking, we show that the only way for Algorithm 1 to end up with a $(2/3)$-approximation is if in its Phase I it computes a subgraph $H$ that already has an almost $(2/3)$-approximate matching. This will then be used by our algorithm in the next section to obtain a strictly better-than-$(2/3)$-approximation by augmenting this already-large matching.

We start by presenting and proving this result for bipartite graphs which is the main part of the proof; we then extend the result to general graphs (with no considerable loss of parameters for our purpose) using the probabilistic method approach of [AB19] for the original EDCS.

3.1 Bipartite Graphs

In this section we prove the following structural result:

Theorem 2. Let $\lambda \in (0, 1/2)$ and $\beta_- \leq \beta_+$ be such that $\beta_+ \geq \frac{10}{\lambda}$ and $\beta_- \geq (1 - \lambda)\beta_+$. Suppose $G = (L, R, E)$ is any bipartite graph and:

(i) $H$ is a subgraph of $G$ where for all $(u, v) \in H$: $\deg_H(u) + \deg_H(v) \leq \beta_+$; and
(ii) $U$ is the set of all edges $(u, v)$ in $G \setminus H$ such that $\deg_H(u) + \deg_H(v) < \beta_- .

Then, for any parameter $\delta \in (0, 1)$, either:

\[ \mu(H) \geq (1 - 4\lambda) \cdot \left( \frac{2}{3} - \delta \right) \cdot \mu(G) \quad \text{or} \quad \mu(H \cup U) \geq (1 - 2\lambda) \cdot \left( \frac{2}{3} + \frac{\delta^2}{18} \right) \cdot \mu(G). \]

Let us define the following (see Figure 1 for an illustration):

- Let $M^*$ be a maximum matching of $G$ and define $M^*_U := M^* \cap U$ and $M^*_\bar{U} := M^* \setminus U$.
- $A$ is Hall’s theorem witness set in $H \cup M^*_U$ (as in Fact 2.3) and $B := N_{H \cup M^*_U}(A)$. Without loss of generality we assume $A \subseteq L$ and define $\bar{A} := L \setminus A$ and $B := R \setminus B$. 

5
We start with the following simple claim that follows easily from Fact 2.3.

**Claim 3.1.** For the witness set \( A \):

1. \(|\tilde{A}| + |B| \leq \mu(H \cup U)|
2. There is a matching \( \tilde{M} \subseteq M^*_U \) between \( A \) and \( \tilde{B} \) in \( G \) with size \(|\tilde{M}| = \mu(G) - \mu(H \cup M^*_U)|

**Proof.** For part (i), note that \(|\tilde{A}| + |B| = n - (|A| - |B|) = n - (n - \mu(H \cup M^*_U))) \leq \mu(H \cup U)| where the second to last equation is since \( A \) is a witness set in \( H \cup M^*_U \), and the last equation is because \( M^*_U \) is a subset of \( U \).

For part (ii), consider the graph consisting of only \( M^* \). Given that for the set \( A \) in this new graph, we have \(|A| - |N_{M^*}(A)| \leq n - \mu(G)\) by Fact 2.3, we get that \(|N_{M^*}(A)| - |B| \geq \mu(G) - \mu(H \cup M^*_U)|. Moreover, since \( M^* \) is a matching, these new neighbors of \( A \) are only formed via a matching. Finally, as these edges are missing from \( H \cup M^*_U \), this matching from \( A \) to \( \tilde{B} \) should entirely belong to \( M^*_U \).

![Figure 1: An illustration of the Hall’s witness set and our notation in the proof of Theorem 2. Note that in particular, there are no edges between \( A \) and \( \tilde{B} \) in \( H \cup M^*_U \), and the matching \( \tilde{M} \) belongs entirely to \( M^*_U \).](image)

Consider any edge \((u, v) \in \tilde{M}\) defined in Claim 3.1. As \( \tilde{M} \subseteq M^*_U \), by property (ii) of Theorem 2 statement, we have, \( \deg_H(u) + \deg_H(v) \geq \beta_\_\). We arbitrarily remove the edges on \( u \) and \( v \) until the above inequality becomes tight for every edge (since \( \tilde{M} \) is a matching, this is possible indeed). We let \( F \) be the remaining edges. Note that any edge in \( F \) is incident on exactly one vertex of \( \tilde{M} \) as there are no edges in \( H \cup M^*_U \) between the endpoints of \( \tilde{M} \). We record these properties as follows:

\[
\forall(u, v) \in \tilde{M} : \deg_F(u) + \deg_F(v) = \beta_\_ \quad \text{and} \quad \lfloor F \rfloor = \lfloor \tilde{M} \rfloor \cdot \beta_\_. \tag{1}
\]

In the following, we first give some illustrating examples that highlight the ideas for proving Theorem 2, and then proceed to the formal proof.

**Illustrating Examples and The High Level Idea**

By Claim 3.1, \( \mu(H \cup U) \geq \mu(G) - |\tilde{M}| \); thus, if \( \tilde{M} \) is sufficiently smaller than \( \mu(G)/3 \), we already satisfy the second condition of Theorem 2 and we would be done. As such, in this informal discussion, we are simply going to assume that \(|\tilde{M}| = \mu(G)/3\). Moreover, we define the endpoints of \( \tilde{M} \) as \( S \), and their neighborset of \( S \) in \( H \) as the set \( T \). See Figure 1 for an illustration. Let us now consider two extreme cases:
When degrees of edges in $\tilde{M}$ are “highly balanced”. That is, both endpoints of edges in $\tilde{M}$, namely, vertices in $S$, have degree $\beta_-/2$ (recall that by Eq (1), edge-degree of every edge in $\tilde{M}$ is $\beta_-$). We claim that in this case, there is a large matching in $H$ already that satisfies condition one of Theorem 2.

Firstly, note that the degrees of vertices in $T$ needs to be at most $\beta_+ - \beta_-/2 \leq (1 + \lambda)\beta_+ / 2$ to satisfy property (i) of Theorem 2 for edges of $H$ between $S$ and $T$. As such, the subgraph between $S$ and $T$ has degree $\beta_- / 2$ on the $S$-side and degree at most $\beta_+ / 2$ on the $T$-side. By putting a mass of \( \tfrac{2}{(1 + \lambda)\beta_+} \) on every edge of this subgraph, we can create a feasible fractional matching of value \(|S| \cdot (\beta_-/2) \cdot \tfrac{2}{((1 + \lambda) \cdot \beta_+)} \geq (1 - \Theta(\lambda))|S|\) in this subgraph (and thus $H$). Considering the integrality gap of the matching polytope in bipartite graphs is one, this means there is a matching of size \((1 - \Theta(\lambda))|S| = (1 - \Theta(\lambda)) \cdot 2|M| = (1 - \Theta(\lambda)) \cdot 2\mu(G)/3\) in $H$. Thus, in this case, $H$ already has a large matching that satisfies the first condition of Theorem 2.

It is worth mentioning that the tight $2/3$-approximation example of [BS15] for EDCS can be used here to prove that in this case, the subgraph $H \cup U$ may not have a matching of size larger than $2\mu(G)/3$, i.e., the second condition of Theorem 2 may indeed not hold here.

When degrees of edges in $\tilde{M}$ are “mostly unbalanced”. Let us for our informal discussion assume that for every edge in $\tilde{M}$ its endpoint in $L$ has degree $\beta_- / 3$ while its endpoint in $R$ has degree $2\beta_- / 3$ (again recall that sum of these degrees should add up to $\beta_-$ by Eq (1)). We claim that in this case, $H \cup U$ has a large matching that satisfies condition two of Theorem 2.

In this case, to satisfy property (i) of Theorem 2 for edges of $H$ between $S$ and $T$, we need that vertices in $T \cap L$ should have degree at most $\beta_+ - 2\beta_- / 3 \leq (1 + \lambda)\beta_+ / 3$. Given the bound of $2\beta_- / 3$ on the degrees of vertices in $S \cap R$, we have that,

\[ |T \cap L| \geq (1 - \Theta(\lambda)) \cdot 2 \cdot |S \cap R|. \]

A similar argument also proves that

\[ |T \cap R| \geq (1 - \Theta(\lambda)) \cdot \frac{1}{2} \cdot |S \cap L|. \]

Now note that by Claim 3.1, 

\[ |S \cap R| = |S \cap L| = |\tilde{M}| = \mu(G) - \mu(H \cup M^*_\gamma) \geq \mu(G) - \mu(H \cup U), \]

while \(|T \cap L| + |T \cap R| = |T| \leq |\tilde{A}| + |B| \leq \mu(H \cup U)|.\) Combining these with the above two bounds, we get that,

\[ \mu(H \cup U) \geq (1 - \Theta(\lambda)) \cdot \frac{5}{7} \cdot \mu(G). \]

Thus, in this case, $H \cup U$ has a matching which is a (much) better than $2/3$ approximation.

It is worth mentioning that in this case, the subgraph $H$ may not have a matching larger than $3/2 \cdot |\tilde{M}| = \mu(G)/2$, which means the first condition of Theorem 2 may indeed not hold here.

The above extreme examples suggest that when edge-degrees of $\tilde{M}$ are more toward being balanced, the subgraph $H$ has a close to $2/3$-approximate matching, while when edge-degrees are more unbalanced, the matching of $H \cup U$ is strictly better than $2/3$-approximation. This will be the general strategy underlying our proof of Theorem 2 in the next subsection. The proof can then be seen more or less as a “smooth interpolation” between these two extreme cases.

The Formal Proof

In the following lemma, we prove a lower bound on $\mu(H)$. This lemma can then be used as follows: if degree of most edges in $\tilde{M}$ are “balanced”, i.e., both endpoints have degree $\approx \beta_- / 2$, then $\mu(H)$ will already be of size $2 \cdot |\tilde{M}|$ which will be sufficient for the first condition of Theorem 2.
Lemma 3.2 (matching of $H$ is large). We have $\mu(H) \geq \frac{\beta}{1 + 4\lambda} \cdot \sum_{(u,v) \in M} \frac{1}{\max\{\deg_F(u), \deg_F(v)\}}$.

Proof. For every edge $(u, v) \in M$, define $F(u, v)$ as set of edges in $F$ that are incident on $u$ or $v$. We define the following fractional matching $x \in \mathbb{R}^E$ on edges of $F$:

- for any edge $e \in F(u, v)$: set $x_e := \frac{1}{1 + 4\lambda} \cdot \frac{1}{\max\{\deg_F(u), \deg_F(v)\}}$.

Let us now prove that this is indeed a valid fractional matching. For any vertex $w$ matched by $\bar{M}$,

$$x_w := \sum_{e \in \bar{M}} x_e \leq \deg_F(w) \cdot \frac{1}{1 + 4\lambda} \cdot \frac{1}{\deg_F(w)} < 1,$$

thus satisfying the fractional matching constraint.

Now fix a vertex $w$ not matched by $\bar{M}$. Let $u_1, \ldots, u_{\deg_F(w)}$ denote the neighbors of $w$ in $F$. By definition, all these vertices are matched by $\bar{M}$. Let $v_1, \ldots, v_{\deg_F(w)}$ be the matched pairs of these vertices. We need the following simple claim.

Claim 3.3. For every $i \in [\deg_F(w)]$, $\deg_F(w) \leq (1 + 4\lambda) \cdot \max\{\deg_F(u_i), \deg_F(v_i)\}$.

Proof. We first have the following two equations:

$$\deg_F(w) + \deg_F(u_i) \leq \beta_+, \quad \text{by the property (i) of Theorem 2 statement}$$
$$\deg_F(u_i) + \deg_F(v_i) = \beta_- \quad \text{by Eq (1)}$$

As such,

$$\deg_F(w) - \deg_F(v_i) \leq \beta_+ - \beta_- \leq 2\lambda \beta_- \quad \text{as } \lambda \leq 1/2, \text{ and } \beta_- \geq (1 - \lambda)\beta_+$$

Noting that $\max\{\deg_F(u_i), \deg_F(v_i)\} \geq \beta_- / 2$ by Eq (1), concludes the proof. \[\square\] Claim 3.3

To finalize Lemma 3.2, for any vertex $w$ not matched by $\bar{M}$, we have,

$$x_w := \sum_{e = (w, u_i)} x_e = \sum_{u_i} \frac{1}{1 + 4\lambda} \cdot \frac{1}{\max\{\deg_F(u_i), \deg_F(v_i)\}} \leq \sum_{u_i} \frac{1}{\deg_F(w)} = 1,$$

thus satisfying the fractional matching constraint. This implies that $x$ is a valid fractional matching.

Finally, the value of this fractional matching is:

$$\sum_{e \in F} x_e = \sum_{(u, v) \in N} \sum_{e \in F(u, v)} x_e = \sum_{(u, v) \in N} \frac{\deg_F(u) + \deg_F(v)}{(1 + 4\lambda) \cdot \max\{\deg_F(u), \deg_F(v)\}}$$

$$= \frac{\beta_-}{1 + 4\lambda} \sum_{(u, v) \in N} \frac{1}{\max\{\deg_F(u), \deg_F(v)\}},$$

where the last equation is by Eq (1). As the integrality gap of matching polytope on bipartite graphs is one, we obtain that the desired lower bound on $\mu(H)$. \[\square\] Lemma 3.2

We now prove that if on the other hand most edges of $\bar{M}$ are “unbalanced”, then $\mu(H \cup U)$ should be sufficiently large. To continue, we need a quick definition. Let $S$ denote the endpoints of the matching $\bar{M}$ and $T$ be the neighborset of these vertices in $F$. Recall that by Eq (1), $S$ and $T$ are disjoint (see Figure 1).
Lemma 3.4 (matching of $\mu(H \cup U)$ is large). We have $\mu(H \cup U) \geq \frac{|\bar{M}|^2 \beta_-^2}{|\bar{M}| \beta_- \beta_+ - \sum_{s \in S} (\deg_F(s))^2}$. 

Proof. Since $F \subseteq H$, by property (i) of Theorem 2, we have that

$$|F| \cdot \beta_+ \geq \sum_{(u,v) \in F} \deg_F(u) + \deg_F(v) = \sum_{s \in S} (\deg_F(s))^2 + \sum_{t \in T} (\deg_F(t))^2. \tag{2}$$

We can lower bound the second term of the RHS as follows. Recall that sum of quadratics is minimized over all-equal terms. As $\sum_{t \in T} \deg_F(t) = |F|$, this implies that,

$$\sum_{t \in T} (\deg_F(t))^2 \geq \sum_{t \in T} |F|^2 = |T| \cdot |F|^2 = |F|^2/|T|.$$

By plugging in this bound in Eq (2) and moving the terms around, we have that

$$|T| \geq \frac{|F|^2}{|F| \cdot \beta_+ - \sum_{s \in S} (\deg_F(s))^2} = \frac{|\bar{M}|^2 \beta_-^2}{|\bar{M}| \beta_- \beta_+ - \sum_{s \in S} (\deg_F(s))^2}. \quad \text{(as } |F| = |\bar{M}| \cdot \beta_- \text{ by Eq (1)})$$

Finally, $T \subseteq \bar{A} \cup B$ (as there are no edges between $A$ and $\bar{B}$) and thus by Claim 3.1, $|T| \leq \mu(H \cup U)$ which finalizes the proof. □

Lemma 3.4 can be used as follows: when degree of most edges in $\bar{M}$ are “balanced”, the quantity $\sum_{s \in S} (\deg_F(s))^2$ will be close to $|\bar{M}| \cdot (\beta_-)^2/2$ which implies that $\mu(H \cup U)$ will be almost $2 \cdot |\bar{M}|$; however, when degrees of edges in $\bar{M}$ are “unbalanced”, the quantity $\sum_{s \in S} (\deg_F(s))^2$ cannot decrease all the way to $|\bar{M}| \cdot (\beta_-)^2/2$ and thus we can get a higher lower bound on the value of $\mu(H \cup U)$ which breaks the $2/3$-approximation.

To finalize the proof of Theorem 2, we need the following claim for lower bounding $\sum_{s \in S} (\deg_F(s))^2$ in the RHS of Lemma 3.4, in the cases where RHS of Lemma 3.2 is small.

Claim 3.5. Suppose $\sum_{(u,v) \in \bar{M}} \frac{\beta_-}{\max\{\deg_F(u), \deg_F(v)\}} = (2 - \gamma) \cdot |\bar{M}|$ for some $\gamma \in [0, 1)$; then $\sum_{s \in S} (\deg_F(s))^2 \geq |\bar{M}| \cdot \left( \frac{(2 + \gamma^2 - 2\gamma) \cdot \beta_-^2}{4 + \gamma^2 - 4\gamma} \right)$.

Proof. The intuition behind the proof is that $\sum_{s \in S} (\deg_F(s))^2$ term is a quadratic sum and is thus minimized in the most “balanced” case possible under the given constraints. Formally, we define the following vector of vertex degrees $d \in \mathbb{R}^S$ (recall that $S$ is the endpoints of matching $M$):

- For any edge $(u, v) \in \bar{M}$, let $d_u := \frac{\beta_-}{2\gamma}$ and $d_v := \beta_- - d_u.$

Notice that these vertex degrees satisfy the first constraint of Eq (1) and that

$$\sum_{(u,v) \in \bar{M}} \frac{\beta_-}{\max\{d_u, d_v\}} = (2 - \gamma) \cdot |\bar{M}|,$$

thus satisfying the assumption of the lemma as well. We now prove that these degrees minimize the quadratic sum, namely,

$$\sum_{s \in S} (\deg_F(s))^2 \geq \sum_{s \in S} d_s^2. \tag{3}$$
Suppose there is an edge \((u_1, v_1)\) where \(\deg_F(u_1) > d_{u_1}\) and thus \(\deg_F(v_1) < d_{u_1}\) (as both pairs satisfy Eq (1)). This also implies that there is another edge \((u_2, v_2)\) where \(\deg_F(u_2) < d_{u_2}\) and \(\deg_F(v_2) > d_{v_2}\) so that the sum of all degrees satisfies the condition of Eq (1).

Now consider a sufficiently small parameter \(\theta_1 \in (0, 1)\) and the new “more balanced” degrees

\[
\hat{d}_{u_1} := \deg_F(u_1) - \theta_1, \quad \hat{d}_{v_1} := \deg_F(v_1) + \theta_1,
\]
\[
\hat{d}_{u_2} := \deg_F(u_2) + \theta_2, \quad \hat{d}_{v_2} := \deg_F(v_2) - \theta_2,
\]

where \(\theta_2\) is defined using the following equation:

\[
\frac{1}{\deg_F(u_1)} + \frac{1}{\deg_F(u_2)} = \frac{1}{\deg_F(u_1) - \theta_1} + \frac{1}{\deg_F(u_2) + \theta_2} = \frac{1}{d_{u_1}} + \frac{1}{d_{u_2}}.
\]

Considering \(\deg_F(u_1) > \deg_F(u_2)\), we have that \(\theta_1 > \theta_2\). Note that these new degrees (assuming we keep the degrees of all other vertices unchanged) satisfy all the constraints as before. We have,

\[
\sum_{s \in \{u_1, u_1, v_1, v_2\}} \deg_F(s)^2 = (\hat{d}_{u_1} + \theta_1)^2 + (\hat{d}_{v_1} - \theta_1)^2 + (\hat{d}_{u_2} - \theta_2)^2 + (\hat{d}_{v_2} + \theta_2)^2
\]
\[
\geq 2\theta_1 \cdot (\hat{d}_{u_1} - \hat{d}_{v_1}) - 2\theta_2 \cdot (\hat{d}_{u_2} - \hat{d}_{v_2}) + \hat{d}_{u_1}^2 + \hat{d}_{v_1}^2 + \hat{d}_{u_2}^2 + \hat{d}_{v_2}^2
\]
\[
\geq \hat{d}_{u_1}^2 + \hat{d}_{v_1}^2 + \hat{d}_{u_2}^2 + \hat{d}_{v_2}^2
\]

(by ignoring the positive \(\theta_1^2, \theta_2^2\) terms)

Thus, this change reduces the value of \(\sum_{s \in \mathcal{S}} \deg_F(s)^2\) term as expected. We can now repeatedly continue this until we converge to the degree distribution \(\{d_s\}_{s \in \mathcal{S}}\) defined earlier. This proves Eq (3).

By plugging in the bounds for \(\{d_s\}_{s \in \mathcal{S}}\) in the RHS of Eq (3), we have that,

\[
\sum_{s \in \mathcal{S}} \deg_F(s)^2 \geq \sum_{s \in \mathcal{S}} \deg_F(s)^2 = \sum_{(u,v) \in \hat{M}} \deg_F^2 = |\hat{M}| \cdot \left(\frac{\beta_-^2}{(2 - \gamma)^2} + \frac{\beta_-}{(2 - \gamma)}\right)
\]
\[
= |\hat{M}| \cdot \left(\frac{4 + \gamma^2 - 2\gamma}{4 + \gamma^2 - 4\gamma}\right),
\]

as desired.  \[\square\] Claim 3.5

**Proof of Theorem 2.** Let us pick \(\gamma \in [0, 1]\) such that \(\sum_{(u,v) \in \hat{M}} \frac{\beta_-}{\max(\deg_F(u), \deg_F(v))} = (2 - \gamma) \cdot |\hat{M}|\) (as the max-term is at least \(\beta_-/2\), such a \(\gamma\) always exist). By plugging in the bound of Claim 3.5 in Lemma 3.4, we have that,

\[
\mu(H \cup U) \geq \frac{|\hat{M}|^2 \cdot \beta_-^2}{|\hat{M}| \cdot \beta_- \cdot \beta_+ - |\hat{M}| \cdot \frac{\beta_-^2}{4 + \gamma^2 - 4\gamma}}
\]
\[
\geq (1 - 2\lambda) \cdot |\hat{M}| \cdot \frac{1}{1 - \frac{\beta_-^2}{4 + \gamma^2 - 4\gamma}} \quad \text{(as \(\beta_- \geq (1 - \lambda)\beta_+\))}
\]
\[
= (1 - 2\lambda) \cdot |\hat{M}| \cdot \frac{4 + \gamma^2 - 4\gamma}{2 - 2\gamma} = (1 - 2\lambda) \cdot |\hat{M}| \cdot (2 + \frac{\gamma^2}{2 - 2\gamma}).
\]

Considering \(|\hat{M}| \geq \mu(G) - \mu(H \cup U)\) by Claim 3.1, we obtain that

\[
\mu(H \cup U) \geq (1 - 2\lambda) \cdot \mu(G) \cdot \left(\frac{2}{3} + \frac{\gamma^2}{18 - 18\gamma + 3\gamma^2}\right) \geq (1 - 2\lambda) \cdot \mu(G) \cdot \left(\frac{2}{3} + \frac{\gamma^2}{18}\right).
\]
Now if for the parameter $\delta$ in Theorem 2, we already have $\gamma \geq \delta$, we will obtain the second condition. Further, without loss of generality, we can assume that $|M| \geq (\frac{1}{3} - \frac{\delta}{3}) \cdot \mu(G)$ as otherwise $\mu(H \cup M_\ast) \geq (\frac{2}{3} + \delta) \cdot \mu(G)$ by Claim 3.1 which is stronger than the second condition of Theorem 2.

Suppose $\gamma < \delta$ and $|M| \geq (\frac{1}{3} - \frac{\delta}{3}) \cdot \mu(G)$ then. In this case, by the definition of $\gamma$ and Lemma 3.2,

$$\mu(H) \geq \frac{1}{1 + 4\lambda} \cdot (2 - \gamma) \cdot |M| \geq \frac{1}{1 + 4\lambda} \cdot (2 - \delta) \cdot (\frac{1}{3} - \frac{\delta}{3}) \cdot \mu(G) \geq (1 - 4\lambda) \cdot \left(\frac{2}{3} - \delta\right) \cdot \mu(G),$$

thus satisfying the first condition. This concludes the proof. \[\square\]

### 3.2 General Graphs

We now extend the results of Theorem 2 to general (non-bipartite) graphs following the probabilistic method technique of [AB19] for the original EDCS.

**Corollary 3.6.** Let $\lambda \in (0, 1/2)$ and $\beta_- \leq \beta_+$ be such that $\beta_+ \geq \frac{64}{N^2} \cdot \log (1/\lambda)$ and $\beta_- \geq (1 - \lambda) \beta_+$. Suppose $G = (V, E)$ is any graph (not necessarily bipartite) and:

1. $H$ is a subgraph of $G$ where for all $(u, v) \in H$: $\deg_H(u) + \deg_H(v) \leq \beta_+; \text{ and}$
2. $U$ is the set of all edges $(u, v)$ in $G \setminus H$ such that $\deg_H(u) + \deg_H(v) < \beta_-.$

Then, for any parameter $\delta \in (0, 1)$, either:

$$\mu(H) \geq (1 - 8\lambda) \cdot \left(\frac{2}{3} - \delta\right) \cdot \mu(G) \quad \text{or} \quad \mu(H \cup U) \geq (1 - 4\lambda) \cdot \left(\frac{2}{3} + \frac{\delta^2}{18}\right) \cdot \mu(G).$$

**Proof.** The proof is based on the probabilistic method and Lovász Local Lemma. Let $M_\ast$ be a maximum matching of $G$. Consider the following randomly chosen bipartite subgraph $\tilde{G} = (L, R, \tilde{E})$ of $G$ with respect to $M_\ast$, where $L \cup R = V$:

- For any edge $(u, v) \in M_\ast$, with probability $1/2$, $u$ belongs to $L$ and $v$ belongs to $R$, and with probability $1/2$, the opposite (the choices between different edges of $M_\ast$ are independent).
- For any vertex $w \in V$ not matched by $M_\ast$, we assign $w$ to $L$ or $R$ uniformly at random (again, the choices are independent across vertices).
- The set of edges in $\tilde{E}$ are all edges in $E$ with one end point in $L$ and the other one in $R$.

Note that by the definition of $\tilde{G}$, every edge of $M_\ast$ belongs to $\tilde{G}$ as well and thus $\mu(\tilde{G}) = \mu(G)$. Define $\tilde{H} := H \cap \tilde{G}$ and $\tilde{U} := U \cap \tilde{G}$. We prove that with non-zero probability:

1. For all $(u, v) \in \tilde{H}$: $\deg_{\tilde{H}}(u) + \deg_{\tilde{H}}(v) \leq (1 + \lambda) \cdot \beta_+/2$;
2. $\tilde{U}$ is the set of all edges $(u, v)$ in $\tilde{G} \setminus \tilde{H}$ where $\deg_{\tilde{H}}(u) + \deg_{\tilde{H}}(v) < (1 - \lambda) \beta_-/2$;

Before proving these parts, let us mention how they imply Corollary 3.6. Consider the subgraph $\tilde{G}$ of $G$ and the sets $\tilde{H}$ and $\tilde{U}$. Since $\tilde{G}$ is bipartite and $\tilde{H}$ and $\tilde{U}$ satisfy the requirements of Theorem 2 for parameters $\beta_+ = (1 + \lambda) \cdot \beta_+/2, \beta_- = (1 - \lambda) \beta_-/2$, and $\lambda = \lambda/2$, we get either

$$\mu(\tilde{H}) \geq (1 - 8\lambda) \cdot \left(\frac{2}{3} - \delta\right) \cdot \mu(\tilde{G}) \quad \text{or} \quad \mu(\tilde{H} \cup \tilde{U}) \geq (1 - 4\lambda) \cdot \left(\frac{2}{3} + \frac{\delta^2}{18}\right) \cdot \mu(\tilde{G}).$$
As $H \subseteq \tilde{H}$, $U \subseteq U$, and $\mu(\tilde{G}) = \mu(G)$, we obtain the final result (notice that for this argument, we only need existence of $H$ and $\tilde{U}$ and not a way of finding them; as such, the non-zero probability guarantee completely suffices for us).

To prove either property, we need the following auxiliary claim.

**Claim 3.7.** With non-zero probability, for every vertex $v \in V$, $|\deg_{\tilde{H}}(v) - \deg_{H}(v)| < \frac{1}{4} \cdot \beta_{-}$.

**Proof.** Fix any vertex $v \in V$ and let $N_{H}(v) := \{ u_1, \ldots, u_{\deg_{H}(v)} \}$ be the neighbors of $v$ in $H$. Let us assume $v$ is assigned to $L$ in $\tilde{G}$ (the other case is symmetric). Hence, degree of $v$ in $\tilde{H}$ is exactly equal to the number of vertices in $N_{H}(v)$ that are chosen in $R$. By construction of $\tilde{G}$,

$$\mathbb{E}[\deg_{\tilde{H}}(v)] = \begin{cases} (\deg_{H}(v) + 1)/2 & \text{if } v \text{ is incident on } M^{*} \cap H, \\ \deg_{H}(v)/2 & \text{otherwise} \end{cases}$$

Also, if two vertices $u_i, u_j$ in $N_{H}(v)$ are matched by $M^{*}$, then exactly one of them will be a neighbor to $v$ in $\tilde{H}$; otherwise the choices are independent. Thus, by Chernoff bound (Proposition 2.1),

$$\Pr \left( |\deg_{\tilde{H}}(v) - \deg_{H}(v)|/2 \geq \frac{\lambda}{4} \cdot \beta_{-} \right) \leq 2 \exp \left( -\frac{\lambda^2 \cdot \beta_{-}^2}{8 \beta_{-}} \right) \leq 2 \exp(-4 \log \beta_{+}) \leq \frac{2}{\beta_{+}^4}.$$  

(as $\beta_{+} \geq 64 \lambda^{-2} \log(1/\lambda)$ and $\beta_{-} \geq (1 - \lambda) \beta_{+}$, we have $\beta_{-} \geq 32 \lambda^{-2} \cdot \log \beta_{+}$)

For every vertex $v \in V$, define:

- event $\mathcal{E}_v$: the event that $|\deg_{\tilde{H}}(v) - d_v|/2 \geq \frac{1}{4} \cdot \beta_{-}$.  

The event $\mathcal{E}_v$ depends only on the choice of vertices in $N_{H}(v)$ and hence can depend on at most $\beta_{+}^2$ other events $\mathcal{E}_u$ for vertices $u$ which are neighbors to $N_{H}(v)$. As such, we can apply Lovasz Local Lemma (Proposition 2.2) to argue that with a non-zero probability, $\cap_{v \in V} \overline{\mathcal{E}_v}$ happens, which concludes the proof. \textbf{Claim 3.7}

In the following, we condition on the non-zero probability event of Claim 3.7.

**Proof of property (i).** For any edge $(u, v) \in \tilde{H}$, we have,

$$\deg_{\tilde{H}}(u) + \deg_{\tilde{H}}(v) \leq \frac{1}{2} \cdot (\deg_{H}(u) + \deg_{H}(v)) + \frac{\lambda}{2} \cdot \beta_{-} \leq \beta_{+}/2 + \frac{\lambda}{2} \cdot \beta_{-} \leq (1 + \lambda) \cdot \beta_{+}/2,$$

where the second to last inequality is because $(u, v) \in H$. As such all edge $(u, v) \in \tilde{H}$ have the desired bound on edge-degree.

**Proof of property (ii).** For any edge $(u, v) \in \tilde{G} \setminus \tilde{H}$ with $\deg_{\tilde{H}}(u) + \deg_{\tilde{H}}(v) < (1 - \lambda) \cdot \beta_{-}/2$,

$$\deg_{H}(u) + \deg_{H}(v) \leq 2 \cdot (\deg_{H}(u) + \deg_{H}(v)) + \frac{\lambda}{2} \cdot \beta_{-} < (1 - \lambda) \cdot \beta_{-} + \frac{\lambda}{2} \cdot \beta_{-} < \beta_{-}.$$  

This implies that this edge belongs to $U$ and thus since $\tilde{U} := \tilde{G} \cap U$, it also belongs to $\tilde{U}$. As a result, any edge with “low” edge-degree belongs to $U$.

This concludes the proof. \textbf{Corollary 3.6}
4 An Improved Algorithm via Augmentation

In this section, we show that the maximum matching of the subgraph $H$ constructed in the early part of the stream of Algorithm 1 can be augmented well via the remaining edges. Combined with our Corollary 3.6 of Section 3, we complete in this section the proof of Theorem 1. Namely, we show that for some parameter $\varepsilon_0 > 0$, there is a single-pass random-order streaming algorithm (formalized as Algorithm 2) that obtains a $(\frac{2}{3} + \varepsilon_0)$-approximate maximum matching of $G$ using $O(n \log n)$ space with high probability of $1 - 1/\text{poly}(n)$.

4.1 The Algorithm

Our starting point is Algorithm 1. Recall that this algorithm stores two subgraphs $H$ and $U$ of $G$ of size $O(n \log n)$. Subgraph $H$ is constructed early on, after merely observing $\varepsilon m$ edges of the stream. In addition to $H$ and $U$, here we store an additional subset of edges that we use to augment a matching of $H$ with. Particularly, let $M_H$ be an arbitrary maximum matching of $H$. Having matching $M_H$ early on, in our algorithm we augment $M_H$ using the edges that arrive in the rest of the stream (i.e., Phase II) in parallel to storing $U$. The augmenting paths that we find may be of size up to five. This is crucial since we may not have enough augmenting paths of length smaller than five to go beyond $(2/3)$-approximation. Now by plugging our bound of Corollary 3.6, it can be shown that either $H \cup U$ includes our desired approximation of strictly better that $2/3$, or $M_H$ is almost a $(2/3)$-approximate matching which coupled with the augmenting paths that we find for it in Phase II leads to our better-than-(2/3)-approximation.

To find these augmenting paths, we divide the $(1 - \varepsilon)m$ edges of Phase II into Phase II.A and Phase II.B. To do this, we first draw a random variable $\tau \sim \mathcal{B}((1 - \varepsilon)m, \gamma)$. Phase II.A will then proceed on the edges that arrive up to the $\tau$-th edge of Phase II and Phase II.B proceeds on the rest of the edges. Drawing random variable $\tau$ (instead of having a fixed threshold) is particularly useful in the analysis: Conditioned on the edges that are to arrive in Phase II (but not their ordering), each edge now belongs to Phase II.A independently with probability $\gamma$ and to Phase II.B otherwise. Note that with a fixed threshold, we do not get this independence.

Figure 2: An example of an execution of Algorithm 2. Here the black zig-zagged edges are those in matching $M_H$ which is fixed by the end of Phase I and we would like to augment it. The black nodes are those matched by $M_H$ and the white ones are those left unmatched by $M_H$. The edges between white and black nodes (colored green) are the edges in $T$. Each black node has at most two edges in $T$ and the green nodes can have up to $b$. The red edges are those that arrive in Phase II.B. Three augmenting paths of length one, three, and five that are discoverable by the algorithm are also highlighted in the figure.

For Phase II.A, let us define $G_H$ to be the subgraph of $G$ whose edges arrive in Phase II.A and have exactly one endpoint matched by $M_H$. Note that $G_H$ is bipartite (even though $G$ may not
Algorithm 2. A random-order streaming matching algorithm with approximation ratio $> 2/3$.

**Parameters:** $\gamma = 2/3$, $b = 500$, and a sufficiently small constant $\varepsilon < 0.01$ to be fixed later.

(1) In Phase I of the algorithm, which consists of the first $\varepsilon m$ edges of the stream, we construct a subgraph $H$ of $G$ as in Phase I of Algorithm 1. At the end of Phase I, we fix an arbitrary maximum matching $M_H$ of $H$.

(2) In Phase II, which includes all the edges that arrive after Phase II, we store subgraph $U$ using Phase II of Algorithm 1. In addition, we store another subset of edges that we use to augment $M_H$. These edges are constructed in two sub-phases Phase II.A and Phase II.B.

(3) Draw random variable $\tau$ from the Binomial distribution $\mathcal{B}((1 - \varepsilon)m, \gamma)$. Note that this can be done in $O(m)$ time and $O(1)$ space as we only need a counter to count the successes.

(4) Phase II.A starts after Phase I and ends upon arrival of the $\tau$'th edge of Phase II.

   (a) Let $G_H(V_H, U_H, E_H)$ be a bipartite subgraph of $G$ where $V_H := V(M_H)$ is the set of vertices matched in $M_H$, $U_H := V \setminus V(M_H)$ is the set of vertices left unmatched in $M_H$, and $E_H$ is the edges of $G$ between $V_H$ and $U_H$ that arrive in Phase II.A.

   (b) We initialize $T \leftarrow \emptyset$ and upon arrival of an edge $e = (u, v)$ of $G_H$ with $u \in U_H$ and $v \in V_H$, if $\deg_T(v) < 2$ and $\deg_T(u) < b$ we add $e$ to $T$. That is, $T$ is a maximal $(2, b)$-matching of $G_H$ which requires $O(nb)$ space to store.

(5) Phase II.B starts after Phase II.A and continues to the end of the stream:

   (a) $M \leftarrow M_H$. Upon arrival of each edge $e$ in Phase II.B, we iteratively take an arbitrary augmenting path $P$ for $M$ of length up to five using the edges in $M \cup T \cup \{e\}$ and let $M \leftarrow M \oplus P$. We repeat this process until no more augmenting paths of length up to five exist in $M \cup T \cup \{e\}$; we then continue to the next edge of the stream in Phase II.B.

(6) Finally, we return a maximum matching of $M \cup H \cup U$.

be) with one partition corresponding to vertices $V(M_H)$ and another to $V \setminus V(M_H)$. In Phase II.A, we only consider the edges of $G_H$ and greedily construct a maximal $(2, b)$-matching $T$ of $G_H$ (for some constant $b \geq 2$). It is the vertices in partition $V(M_H)$ of $G_H$ that have maximum degree 2 in $T$ and those in the other partition can have degree up to $b$. In our analysis, we show that the edges of $T$ can be used as the two endpoint edges of many augmenting paths of length three or five for $M_H$ (see Figure 2).

In Phase II.B, we first let $M \leftarrow M_H$ and upon arrival of each edge $e$, we iteratively augment $M$ via length-up-to-five augmenting paths using the edges in $T \cup \{e\}$ until no such path is left. In our analysis, we use the edges of Phase II.B either as the middle edge of length-five augmenting paths or as the single edge of the length-one augmenting paths the algorithm may find (see Figure 2).

At the end of the stream, we return a maximum matching of $M \cup H \cup U$. The algorithm outlined above is formalized as Algorithm 2.
Space Complexity

We know already from Lemma 2.5 that $|H \cup U| = O(n \log(n) \cdot \text{poly}(1/\varepsilon)) = O(n \log n)$ for constant $\varepsilon$ with high probability. In addition, subgraph $T$ that we store in the memory has maximum degree $b = O(1)$ and thus requires $O(n)$ space to store. Other than these, we only store a matching $M$ and augment it only using the edges stored in memory. Hence, overall, the space complexity of the algorithm is $O(n \log n)$ with high probability.

Analysis of Approximation Ratio

Let $M^*$ be an arbitrary maximum matching of $G_{\geq \varepsilon m}$. Fixing an arbitrary maximum matching of $G$, each of its edges appears in $G_{\geq \varepsilon m}$ with probability $(1 - \varepsilon)$, thus $\mathbb{E}|M^*| \geq (1 - \varepsilon)\mu(G)$. Now so long as $\mu(G) \geq 20 \log(n)\varepsilon^{-2}$ and $\varepsilon < 1/2$ (which we can assume to hold as discussed in Section 2.1), we can prove a high probability lower bound on the size of $M^*$ via a Chernoff bound on negatively associated random variables. See, e.g., [Ber20, Lemma 2.2] for the proof of the following:

**Observation 4.1.** If $\mu(G) \geq 20 \log(n)\varepsilon^{-2}$ and $\varepsilon < 1/2$, then $\Pr[|M^*| \geq (1 - 2\varepsilon)\mu(G)] \geq 1 - n^{-5}$.

From now on, we condition on $G_{\leq \varepsilon m}$ which fixes subgraph $H$ and matching $M^*$. We only assume that $G_{< \varepsilon m}$ is chosen such that the high probability event of Observation 4.1 holds.

**Assumption 4.2.** $|M^*| \geq (1 - 2\varepsilon)\mu(G)$.

Other than Assumption 4.2, we do not need any other assumption on how $G_{< \varepsilon m}$ is chosen for the rest of the analysis of the approximation ratio. By conditioning on the outcome of Phase I, the only randomization that will be left, is the order with which the edges of $G_{\geq \varepsilon m}$ arrive in the stream. For brevity, we do not explicitly write the conditioning on $G_{\leq \varepsilon m}$ for the rest of the section, but it should be noted that all random statements are conditioned on the outcome of Phase I.

Let $\mathcal{P}$ be the set of all augmenting paths of $M_H$ in $S := M^* \Delta M_H$ with length at most five. Note that since we regard $H$ (and thus $M_H$) as given, the set $\mathcal{P}$ is deterministic (as it only depends on $M_H$ and $M^*$ and not on the order of edges in $G_{\geq \varepsilon m}$).

**Observation 4.3.** We have $|\mathcal{P}| \geq |M^*| - \frac{4}{3} \cdot \mu(H)$.

**Proof.** Let $\mathcal{P}'$ denote the set of augmenting paths of length larger than 5 in $S$. Note that there must be at least $|M^*| - |M_H|$ augmenting paths for $M_H$ in $S$, hence $|\mathcal{P}| + |\mathcal{P}'| \geq |M^*| - |M_H|$. Moreover, any augmenting path in $\mathcal{P}'$ must have at least 3 edges of $M_H$; thus $|\mathcal{P}'| \leq |M_H|/3$. Combination of the two bounds gives $|\mathcal{P}| \geq |M^*| - |M_H| - \frac{1}{5}|M_H| = |M^*| - \frac{4}{5}|M_H| = |M^*| - \frac{4}{3} \cdot \mu(H)$.

We use $G_{II_A}$ to denote the subgraph of $G$ that arrives in Phase II.A and use $G_{II_B}$ to denote the subgraph of $G$ that arrives in Phase II.B.

**Definition 4.4.** We say an augmenting path $P \in \mathcal{P}$ is “lucky” under the following conditions:

1. If $P = \{e_1\}$ then $e_1 \in G_{II_B}$.
2. If $P = \{e_1, e_2, e_3\}$ then $e_1, e_3 \in G_{II_A}$.
3. If $P = \{e_1, e_2, e_3, e_4, e_5\}$ then $e_1, e_5 \in G_{II_A}$ and $e_3 \in G_{II_B}$.

We denote the set of lucky augmenting paths in $\mathcal{P}$ by $\mathcal{P}_L$.

---

3We note, however, that the randomization in $G_{< \varepsilon m}$ is crucial for arguing that the algorithm uses $O(n \log n)$ space. Here, however, we are only analyzing the approximation ratio.
Note that the subset $P_L$ of $P$ is now random since it depends on the order of edges in $G_{\geq \varepsilon_0}$.

**Lemma 4.5.** It holds that $\Pr\left(|P_L| \leq \gamma^2(1-\gamma)|P| - \sqrt{15\mu(G) \ln n}\right) \leq 2n^{-5}$.

Next, observe that in Phase II.B of Algorithm 2 where we iteratively discover augmenting paths, we do not have the whole subgraph $G_{II,A}$ and have stored only a subgraph $T$ of $G_{II,A}$ in the memory. In addition, when finding augmenting paths we use only the current edge $e$ of $G_{II,B}$ in Algorithm 2. Therefore, not all lucky paths are actually discoverable by Algorithm 2. This motivates our next definition for “discoverable paths”.

**Definition 4.6.** We say an augmenting path $P$ (not necessarily in $P$) for $M_H$ is “discoverable” if $|P| \leq 5$, all edges of $P$ are in $M_H \cup T \cup G_{II,B}$, and $P$ has at most one edge in $G_{II,B}$.

The next lemma proves there are many vertex-disjoint discoverable augmenting paths, by relating them to the number of lucky augmenting paths $|P_L|$. We provide the proof in Section 4.2.

**Lemma 4.7.** There exists a set $Q$ of vertex-disjoint discoverable augmenting paths for $M_H$ with

$$|Q| \geq \frac{1}{2b + 3} \left(|P_L| - \frac{4}{b} \cdot \mu(H)\right).$$

Observe that $Q$ is only a set of vertex-disjoint discoverable augmenting paths. However, since Algorithm 2 applies augmenting paths greedily and in an arbitrary order, the set of applied augmenting paths may be very different from $Q$. The next claim shows that we can nonetheless relate the number of augmenting paths that Algorithm 2 applies to the size of $Q$.

**Claim 4.8.** Let $Q$ be as in Lemma 4.7. Algorithm 2 applies at least $|Q|/6$ augmenting paths in Phase II.B. In other words, $|M| \geq \mu(H) + \frac{1}{6}|Q|$.

**Proof.** Take an augmenting path $P \in Q$. Since $P$ is discoverable, there must be a moment during Phase II.B of Algorithm 2 where all the edges of $P$ are stored in the memory. Note, however, that $P$ is by definition an augmenting path for $M_H$ whereas Algorithm 2 tries to augment matching $M$ (which is the result of iteratively augmenting $M_H$). The crucial observation, here, is that if $P$ is not an augmenting path for $M$, then at some point one of the augmenting paths that Algorithm 2 has applied on $M$ must have intersected with $P$ (through a vertex). Now, recall that each augmenting path that Algorithm 2 applies has length at most five, and thus has at most six vertices. This means that any augmenting path that Algorithm 2 applies can intersect (and thus “destroy”) at most six paths in $Q$ (since recall $Q$ is a collection of vertex-disjoint paths). Hence Algorithm 2 must apply at least $|Q|/6$ augmenting paths on $M$. Since each augmenting path increases the size of $M$ by one and initially $M = M_H$, we have $|M| \geq |M_H| + \frac{1}{6}|Q| = \mu(H) + \frac{1}{6}|Q|$.

**Lemma 4.9.** There is an absolute constant $\varepsilon_0 > 0$ such that for any $\varepsilon < \varepsilon_0$, if $\mu(H) \leq 0.68\mu(G)$ then with probability $1 - 1/poly(n)$, we have $|M| \geq \mu(H) + \varepsilon_0 \cdot \mu(G)$.

**Proof.** We have

$$|M| \geq \mu(H) + \frac{1}{6}|Q| \geq \mu(H) + \frac{|P_L| - \frac{4}{b} \mu(H)}{6(2b + 3)}. \tag{4}$$

On the other hand, by Lemma 4.5 we know that with $1 - 1/poly(n)$ probability,

$$|P_L| > \gamma^2(1-\gamma)|P| - \sqrt{15\mu(G) \ln n}, \tag{By Lemma 4.5}$$
\[= \frac{4}{27}|P| - \sqrt{15\mu(G) \ln n} \quad \text{(Since } \gamma = 2/3)\]
\[\geq \frac{4}{27} \left( |M^*| - \frac{4}{3} \mu(H) \right) - \sqrt{15\mu(G) \ln n} \quad \text{(By Observation 4.3)}\]
\[\geq \frac{4}{27} \left( (1 - 2\varepsilon) \mu(G) - \frac{4}{3} \mu(H) \right) - \sqrt{15\mu(G) \ln n} \quad \text{(By Assumption 4.2)}\]
\[> 0.0108\mu(G) - \sqrt{15\mu(G) \ln n} \quad (\varepsilon < 0.01 \text{ and } \mu(H) \leq 0.68\mu(G))\]
\[> 0.01\mu(G). \quad \text{(Since } \mu(G) > c\log n \text{ for any desirably large constant } c.)\]

Replacing this high probability lower bound for \(|P_L|\) into (4) we get that w.h.p.,
\[|M| \geq \mu(H) + \frac{0.01\mu(G) - \frac{4}{7}\mu(H)}{6(2b + 3)} \geq \mu(H) + 10^{-7}\mu(G). \quad \text{(Replacing } b = 500 \text{ and noting } \mu(H) \leq 0.68\mu(G).)\]

This completes the proof. \[\blacksquare\]

We are now ready to prove that Algorithm 2, w.h.p., achieves a better-than-(2/3) approximation.

**Lemma 4.10.** For some absolute constant \(\varepsilon_0 > 0\) the matching returned by Algorithm 2 with probability \(1 - 1/poly(n)\) has size at least \((2/3 + \varepsilon_0) \cdot \mu(G)\).

**Proof.** Let \(M_O\) be the matching returned by Algorithm 2 which has size at least as large as maximum of \(|M|\) and \(\mu(H \cup U)\); we thus get \(|M_O| \geq \max\{|M|, \mu(H \cup U)\}\). Hence, from the lower bound of Lemma 4.9 for \(|M|\), we get that there is a constant \(\varepsilon'_0 > 0\) such that with probability \(1 - 1/poly(n)\),
\[|M_O| \geq \max \left\{ \mu(H) + \varepsilon'_0 \cdot \mu(G), \; \mu(H \cup U) \right\}. \quad (5)\]

In the next step, we employ Corollary 3.6 to argue that the lower bound above implies that \(|M_O| \geq (2/3 + \Omega(1))\mu(G)\). In particular, let us consider subgraph \(G'\) of \(G\) which includes all the edges in \(H\) as well as all the edges in \(G_{\geq \varepsilon m}\). In other words, the only edges of \(G\) that do not belong to \(G'\) are those that arrive in Phase I and are not included in subgraph \(H\). One can verify that \(H\) and \(U\) (constructed in Algorithm 2) satisfy the constraints of Corollary 3.6 for graph \(G'\) (but not necessarily \(G\) since the edges in \(G - G'\) may have a small edge-degree). Corollary 3.6 thus implies that for any \(\delta \in (0, 1)\), either:
\[\mu(H) \geq (1 - 8\lambda) \cdot \left( \frac{2}{3} - \delta \right) \cdot \mu(G') \quad \text{or} \quad \mu(H \cup U) \geq (1 - 4\lambda) \cdot \left( \frac{2}{3} + \frac{\delta^2}{18} \right) \cdot \mu(G').\]

Recall that \(M^*\) is the maximum matching of \(G_{\geq \varepsilon m}\) which is entirely included in \(G'\). Also recall from Observation 4.1 that w.h.p. \(|M^*| \geq (1 - 2\varepsilon)\mu(G)\). Hence, w.h.p., \(\mu(G') \geq (1 - 2\varepsilon)\mu(G)\) which combined with \(\lambda = \varepsilon/128\) (Definition 2.4) simplifies the equation above to the following:
\[\mu(H) \geq (1 - O(\varepsilon)) \cdot \left( \frac{2}{3} - \delta \right) \cdot \mu(G) \quad \text{or} \quad \mu(H \cup U) \geq (1 - O(\varepsilon)) \cdot \left( \frac{2}{3} + \frac{\delta^2}{18} \right) \cdot \mu(G). \quad (6)\]

Plugging (6) into (5) implies for any \(\delta \in (0, 1)\) that
\[|M_O| \geq (1 - O(\varepsilon)) \cdot \min \left\{ \left( \frac{2}{3} - \delta \right) \mu(G) + \varepsilon'_0 \mu(G), \; \left( \frac{2}{3} + \frac{\delta^2}{18} \right) \mu(G) \right\}\]
\[ \geq (1 - O(\varepsilon)) \cdot \min \left\{ \left( \frac{2}{3} - \delta + \varepsilon_0' \right), \left( \frac{2}{3} + \frac{\delta^2}{18} \right) \right\} \cdot \mu(G). \]

(Note that inequality above takes minimum of the two terms whereas (5) takes maximum. This is because Corollary 3.6 only guarantees either the lower bound of \( \mu(H) \) or that of \( \mu(H \cup U) \) and we do not know which one holds for our instance.)

Now letting \( \delta = \varepsilon_0'/2 \), we get
\[
|O| \geq (1 - O(\varepsilon)) \cdot \min \left\{ \left( \frac{2}{3} + \frac{\varepsilon_0'}{2} \right), \left( \frac{2 + (\varepsilon_0'/2)^2}{18} \right) \right\} \cdot \mu(G) \geq (1 - O(\varepsilon)) \left( \frac{2}{3} + \frac{(\varepsilon_0'/2)^2}{18} \right) \mu(G).
\]

Finally, noting that \( \varepsilon \) can be made arbitrarily small (without affecting \( \varepsilon_0' \)), combined with the fact that \( \varepsilon_0' \) is an absolute positive constant, we get that there must be some \( \varepsilon_0 > 0 \) such that \( |O| \geq (\frac{2}{3} + \varepsilon_0) \mu(G) \) with probability \( 1 - 1/poly(n) \).}

Theorem 1 now follows immediately from this.

### 4.2 Proof of Lemma 4.7

Observe that not all augmenting path \( P \in \mathcal{P}_L \) are discoverable. For example, if \( P \in \mathcal{P}_L \) is of length five, despite its two endpoints \( e_1 \) and \( e_5 \) being part of \( G_{IIA} \) by Definition 4.4, it may still be the case that \( e_1, e_5 \notin T \) and thus \( e_1, e_5 \notin M_H \cup T \cup G_{IIB} \) implying that \( P \) may not be discoverable. To prove Lemma 4.7, however, we show in this section that for most augmenting paths \( P \in \mathcal{P}_L \), we can modify \( P \), particularly, by changing its two endpoint edges (if any and if necessary) and turn \( P \) into a discoverable augmenting path \( \phi(P) \).

Take an augmenting path \( P \in \mathcal{P}_L \) and recall from definition that \( \mathcal{P}_L \subseteq \mathcal{P} \) and thus \( |P| \in \{1, 3, 5\} \). We define \( \phi(P) \) as follows depending on the size of \( P \):

- **|P| = 1**: In this case, we simply let \( \phi(P) \leftarrow P \).
- **|P| = 3**: Let \( \langle e_1, e_2, e_3 \rangle \) be the edges in \( P \) and note that \( e_2 \in M_H \) since \( P \) is an augmenting path for \( M_H \). If edges \( e_1', e_3' \in T \) exist such that \( \langle e_1', e_2, e_3' \rangle \) forms a length-three augmenting path for \( M_H \), we let \( \phi(P) \leftarrow \langle e_1', e_2, e_3' \rangle \). Otherwise, \( \phi(P) \leftarrow \emptyset \).
- **|P| = 5**: Let \( \langle e_1, e_2, e_3, e_4, e_5 \rangle \) be the edges in \( P \). Note that \( e_2, e_4 \in M_H \) since \( P \) is an augmenting path for \( M_H \) and \( e_3 \in G_{IIB} \) since \( P \in \mathcal{P}_L \). Now if there are edges \( e_1', e_5' \in T \) such that \( \langle e_1', e_2, e_3, e_4, e_5' \rangle \) is an augmenting path for \( M_H \), we let \( \phi(P) \) to denote this path. Otherwise, \( \phi(P) \leftarrow \emptyset \).

The properties enlisted in Observation 4.11 are immediate consequences of construction above:

**Observation 4.11.** Let \( P \in \mathcal{P}_L \) and suppose \( \phi(P) \neq \emptyset \). It holds that

1. \( |\phi(P)| = |P| \).
2. If \( P = \langle e_1, \ldots, e_k \rangle \) and \( \phi(P) = \langle e_1', \ldots, e_k' \rangle \) then \( e_i = e_i' \) for any \( 2 \leq i \leq k - 1 \).
3. The endpoint vertices of \( \phi(P) \) are unmatched in \( M_H \) since it is an augmenting path for \( M_H \).
4. If \( |\phi(P)| > 1 \) then the two endpoint edges of \( \phi(P) \) belong to \( T \).
5. If \( \phi(P) \neq \emptyset \), then \( \phi(P) \) is discoverable.
We let $\Phi := \{\phi(P) \mid P \in \mathcal{P}_L, \phi(P) \neq \emptyset\}$. Although each element in $\Phi$ is a discoverable augmenting path for $M_H$, it has to be noted that these augmenting paths may not necessarily be vertex-disjoint. In the first part of the proof, we show that a large fraction of paths in $\Phi$ are vertex-disjoint. In the second part, we show that $\Phi$ is itself large. The combination of these two, gives that there is a large number of vertex-disjoint paths in $\Phi$.

A Large Fraction of Paths in $\Phi$ are Vertex-Disjoint

We first need an auxiliary claim:

Claim 4.12. Let $P \in \mathcal{P}_L$ and $P' \in \mathcal{P}_L$ be such that $P \neq P'$, $\phi(P) \neq \emptyset$, and $\phi(P') \neq \emptyset$. Then:

1. If $\phi(P)$ and $\phi(P')$ intersect at some vertex $v$, then $v$ is an endpoint of both $\phi(P)$ and $\phi(P')$.
2. If $e \in \phi(P)$ then $e \notin \phi(P')$.

Proof. Note that $P$ and $P'$ are vertex-disjoint since both belong to $\mathcal{P}_L \subseteq \mathcal{P}$. By Observation 4.11 part 2, only the endpoint edges of $\phi(P)$ and $\phi(P')$ may differ from $P$ and $P'$ respectively. Combination of these two observations implies that any vertex $v$ that belongs to both of $\phi(P)$ and $\phi(P')$ must be an endpoint of at least one of the two paths. Now using Observation 4.11 part 3, we get that $v$ cannot be an intermediate vertex of one path and an endpoint of another since an intermediate vertex must be matched in $M_H$ (as both $\phi(P)$ and $\phi(P')$ are augmenting paths for $M_H$). Hence, $v$ must be an endpoint of both $\phi(P)$ and $\phi(P')$.

To prove the second part, we know from the first part that if $e$ belongs to both $\phi(P)$ and $\phi(P')$, then both of the endpoints of $e$ must be endpoints of paths $\phi(P)$ and $\phi(P')$. This means that we should have $|\phi(P)| = |\phi(P')| = 1$ and $P = P'$ contradicting $P \neq P'$.

The next claim is the formal statement that a large fraction of paths in $\Phi$ are vertex-disjoint.

Claim 4.13. There is a subset $Q \subseteq \Phi$ such that all the augmenting paths in $Q$ are vertex-disjoint and $|Q| \geq \frac{1}{2b+3} |\Phi|$ where we recall $b$ is the parameter of Algorithm 2.

Proof. We greedily construct $Q \subseteq \Phi$ by iterating over the augmenting paths in $\Phi$ in an arbitrary order and including in $Q$ any encountered augmenting path $\phi \in \Phi$ which does not intersect with augmenting paths already added to $Q$.

Take an augmenting path $\phi(P) \in \Phi$. We know from Claim 4.12 part 1, that any other path $\phi(P') \in \Phi$ that intersects $\phi(P)$ must do so at an endpoint vertex of $\phi(P)$. Furthermore, by Claim 4.12 part 2, $\phi(P')$ and $\phi(P'')$ for $P' \neq P''$ cannot be connected to an endpoint of $\phi(P)$ via the same edge. Hence, any $\phi(P')$ intersecting $\phi(P)$ must do so via a unique edge to an endpoint of $P$. Since the two endpoint edges of any path $\phi(P')$ of size larger than one belong to $T$ by Observation 4.11 part 4, and that the maximum degree of $T$ is $b$, there are at most $2b$ such paths intersecting $\phi(P)$. Moreover, at most one path $\phi(P')$ of length one can intersect each endpoint of $\phi(P)$ since $\phi(P') = P'$ for length-one paths and thus all of them are vertex-disjoint. Therefore, overall, $\phi(P)$ intersects at most $2b + 2$ other paths $\phi(P')$.

Now every time that we add a path $\phi(P)$ to $Q$, let us remove the remaining paths in $\Phi$ that intersect $\phi(P)$. By our discussion above, every time we add a path to $Q$, we remove at most $2b + 2$ other paths from $\Phi$. Hence $|Q| \geq \frac{1}{2b+3} |\Phi|$.
The Set $\Phi$ is Large

The main statement that $\Phi$ is large is formally given as Claim 4.16. Before proving it, we need two auxiliary Claims 4.14 and 4.15.

Claim 4.14. Let $P = \langle e_1, \ldots, e_k \rangle$ be an augmenting path of length three or five in $\mathcal{P}_L$. Let us denote the endpoints of $e_1$ and $e_k$ respectively by $(u_1, v_1)$ and $(v_k, u_k)$ where $v_1$ is the vertex connected to $e_2$ and $v_k$ is the vertex connected to $e_{k-1}$. If it holds that
\[(e_1 \in T \text{ or } \deg_T(v_1) \geq 2) \text{ and } (e_k \in T \text{ or } \deg_T(v_k) \geq 2),\]
then $\phi(P) \neq \emptyset$.

Proof. It suffices from our construction of $\phi(P)$ to show there are edges $e_1', e_k' \in T$ such that $\langle e_1', e_2, \ldots, e_{k-1}, e_k' \rangle$ is an augmenting path for $M_H$. We let $e_1' \leftarrow e_1$ if $e_1 \in T$ and similarly let $e_k' \leftarrow e_k$ if $e_k \in T$. If $e_1 \notin T$ but still (7) holds, then $\deg_T(v_1) \geq 2$. Moreover, by construction of $T$ in Algorithm 2, these two edges of $v_1$ are in $U_H$, i.e., the vertices left unmatched by $M_H$. Note that none of these two edges of $v_1$ are connected to the intermediate vertices of $P$ since $P$ is an augmenting-path for $M_H$ and hence all of its intermediate vertices are matched by $M_H$ (and so do not belong to $U_H$). However, it could be that one of these edges is connected to the other endpoint of the augmenting path if the graph is non-bipartite. But this can happen for at most one of the edges of $v_1$ since there are no parallel edges in the graph, which leaves the other edge as a valid option for $e_1'$. In a similar way, if $e_k \notin T$, we get $\deg_T(v_k) \geq 2$ under (7) and can pick one of these two edges of $v_k$ to be $e_k'$ such that $\langle e_1', e_2, \ldots, e_{k-1}, e_k' \rangle$ forms an augmenting path for $M_H$. This completes the proof of the claim that condition (7) suffices to get $\phi(P) \neq \emptyset$.

Claim 4.15. Let $P \in \mathcal{P}_L$, $e_1 = (u_1, v_1)$, and $e_k = (v_k, u_k)$ be as in Claim 4.14. Suppose that condition (7) does not hold for $P$. Then $\deg_T(u_1) \geq b$ or $\deg_T(u_k) \geq b$.

Proof. We first argue that both $e_1$ and $e_k$ are part of graph $G_H$ of Phase II.A of Algorithm 2. Toward this, note that since $P \in \mathcal{P}_L$, we get from Definition 4.4 that $e_1, e_k \in G_{II.A}$. Moreover, since $P$ is by definition an augmenting path for $M_H$, its endpoints $u_1, u_k$ must be unmatched in $M_H$ (implying $u_1, u_k \in U_H$) and vertices $v_1, v_k$ which are intermediate vertices of $P$ must be matched in $M_H$ (implying $v_1, v_k \in V_H$). Hence, both $e_1$ and $e_k$ must belong to $G_H$ (refer to Algorithm 2).

Now let us suppose that (7) is false since its first clause is false. That is, ($e_1 \notin T$ and $\deg_T(v_1) < 2$). In this case, knowing that $e_1 \in G_H$, the fact that Algorithm 2 does not add $e_1$ to $T$ upon processing $e_1$ implies that either $\deg_T(v_1) \geq 2$ or $\deg_T(u_1) \geq b$ (see description of Algorithm 2). The former cannot hold or otherwise the first clause of (7) would not be false. Hence it should be the case that $\deg_T(u_1) \geq b$. The same argument implies that if (7) is false for its second clause, then $\deg_T(u_k) \geq b$. The proof is thus complete.

Claim 4.16. $|\Phi| \geq |\mathcal{P}_L| - 4 \cdot \mu(H)$.

Proof. Let $\mathcal{X} := \{ P \in \mathcal{P}_L \mid \phi(P) = \emptyset \}$. By definition, $\Phi = \mathcal{P}_L \setminus \mathcal{X}$, thus
\[|\Phi| = |\mathcal{P}_L| - |\mathcal{X}|.\] It, therefore, suffices to upper bound the size of $\mathcal{X}$. We do so by double counting the number of edges in $T$.

Recall that for any $P \in \mathcal{P}_L$, $|P| \in \{1, 3, 5\}$ by definition of $\mathcal{P}_L$. Moreover, if $|P| = 1$, then by construction $\phi(P) = P \neq \emptyset$ and thus $P \notin \mathcal{X}$. Hence for any $P \in \mathcal{X}$ it holds that $|P| \in \{3, 5\}$. Now,
by Claim 4.14, condition (7) should not hold for any $P \in \mathcal{X}$. This further implies from Claim 4.15 that at least one of the endpoints of each $P \in \mathcal{X}$ must have degree at least $b$ edges in $T$. Since $\mathcal{X} \subseteq \mathcal{P}_L$ and all augmenting paths in $\mathcal{P}_L$ are vertex disjoint, this means that the endpoints of paths in $\mathcal{X}$ collectively have at least $|\mathcal{X}|b$ edges in $T$. Moreover, all of these vertices must be on the $U_H = V \setminus V(M_H)$ partition of graph $G_H$ since each $P \in \mathcal{X} \subseteq \mathcal{P}_L$ is an augmenting path for $M_H$ by definition of $\mathcal{P}_L$. Now we give an alternative way of counting the edges in $T$. Note that any vertex in partition $V_H = V(M_H)$ of $G_H$, has at most 2 edges in $T$ by construction of $T$ in Algorithm 2. Hence, the number of edges in $T$ can be upper bounded by $2 \cdot |V(M_H)| = 2 \cdot 2|M_H| = 4|M_H|$. As such, we get $|\mathcal{X}|b \leq 4|M_H|$ and thus $|\mathcal{X}| \leq 4|M_H|/b$. Plugging this upper bound for $|\mathcal{X}|$ into (8) and noting that $|M_H| = \mu(H)$ completes the proof.

We are finally ready to formally prove Lemma 4.7:

**Proof of Lemma 4.7.** Let $Q \subseteq \Phi$ be as in Claim 4.13. All the paths in $Q$ are vertex-disjoint. Also:

$$|Q| \geq \frac{|\Phi|}{2b + 3} \geq \frac{1}{2b + 3} \left( |\mathcal{P}_L| - \frac{4}{b}{\mu(H)} \right).$$

The proof of Lemma 4.7 is thus complete.

**4.3 Proof of Lemma 4.5**

We first lower bound $E|\mathcal{P}_L|$ and then prove Lemma 4.5 via a concentration bound.

**Claim 4.17.** $E|\mathcal{P}_L| \geq \gamma^2(1 - \gamma)|\mathcal{P}|$.

**Proof.** Recall again that we regard $\mathcal{P}$ as fixed as we have conditioned on the outcome of Phase I. Now whether or not an augmenting path $P \in \mathcal{P}$ turns out to be lucky depends on the arrival ordering of the edges in $G_{\geq \varepsilon m}$. We first show that for any $P \in \mathcal{P}$,

$$\Pr[P \in \mathcal{P}_L] \geq \gamma^2(1 - \gamma).$$

(Where, recall, we hide the condition on Phase I for brevity in our probabilistic statements.)

The key insight is to note that once we condition on $G_{<\varepsilon m}$, an edge $e$ that is to arrive in Phase II belongs to $G_{II,A}$ independently (than other edges of Phase II) with probability $\gamma$ and belongs to $G_{II,B}$ otherwise (i.e., with probability $(1 - \gamma)$). As already discussed at the start of Section 4, this follows from the fact that we do not fix the size of Phase II.A in Algorithm 2 but rather choose it from distribution $B((1 - \varepsilon)m, \gamma)$. Having this independence, we can prove (9) as follows:

**Proof of Inequality (9).** Take an augmenting path $P \in \mathcal{P}$. Since $\mathcal{P}$ includes augmenting paths of length up to five, $|P| \in \{1, 3, 5\}$. We prove (9) for all three cases one by one.

First, consider the case where $P$ is of length five and let $P = \langle e_1, e_2, e_3, e_4, e_5 \rangle$. By Definition 4.4, $P$ is lucky if $e_1, e_5 \in G_{II,A}$ and $e_3 \in G_{II,B}$. The former two events happen with probability $\gamma$ and the latter happens with probability $(1 - \gamma)$. Since the three events, as discussed, are independent, we have

$$\Pr[P \in \mathcal{P}_L] = \gamma^2(1 - \gamma) \quad \forall P = \langle e_1, e_2, e_3, e_4, e_5 \rangle \in \mathcal{P}.$$ 

For length-three paths, only the two endpoints should appear in Phase II.A, hence

$$\Pr[P \in \mathcal{P}_L] = \gamma^2 \geq \gamma^2(1 - \gamma) \quad \forall P = \langle e_1, e_2, e_3 \rangle \in \mathcal{P}.$$ 
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For length-one paths, the single edge of the path should appear in Phase II.B, hence:

\[ \Pr[P ∈ P_L] = (1 - γ) ≥ γ^2(1 - γ) \quad ∀P = \langle e_1 \rangle ∈ P. \]

The combination of these cases completes the proof of inequality (9).

**Proof of Lemma 4.5 via inequality (9).** By linearity of expectation, we have

\[ E|P_L| = \sum_{P ∈ P} \Pr[P ∈ P_L] ≥ \sum_{P ∈ P} γ^2(1 - γ) = γ^2(1 - γ)|P|. \]

We are now ready to prove Lemma 4.5 via a simple Chernoff bound.

**Proof of Lemma 4.5.** Whether or not an augmenting path \( P ∈ P \) turns out to be lucky depends on how its odd edges belong to \( G_{II.A} \) and \( G_{II.B} \). Since all the augmenting paths in \( P \) are by definition vertex-disjoint, and since as discussed edges of \( G_{≥ m} \) belong to \( G_{II.A} \) and \( G_{II.B} \) independently from each other, we get that the paths in \( P \) belong to \( P_L \) independently from each other. By a simple Chernoff bound (Proposition 2.1), letting \( δ = \sqrt{15 \ln n} \),

\[ \Pr(|P_L| ≤ (1 - δ)E|P_L| = E|P_L| - \sqrt{15E|P_L| \ln n}) ≤ 2 \exp\left(-\frac{δ^2 \cdot E|P_L|}{3}\right) ≤ 2 \exp(-5 \ln n) = 2n^{-5}. \]

Since \( E|P_L| ≥ γ^2(1 - γ)|P| \) by Claim 4.17 and \( E|P_L| ≤ |P| ≤ μ(G) \) this implies that

\[ \Pr\left(|P_L| ≤ γ^2(1 - γ)|P| - \sqrt{15μ(G) \ln n}\right) ≤ 2n^{-5}. \]

### 5 A Lower Bound in Random-Order Streams

We also prove a lower bound on the approximation ratio of semi-streaming algorithms for bipartite matching on random-order streams.

**Theorem 3.** There is a parameter \( ε_1 = Θ(1/\log n) \) such that the following is true. Any streaming algorithm that outputs a \((1 - ε_1)\)-approximation for maximum bipartite matching, in expectation or with constant probability, given one pass over a stream of edges of the input graph in a random order requires \( n^{1 + Ω(1/\log log n)} \) space.

Theorem 3 provides the first non-trivial lower bound for approximating matching in random-order streams. Prior to our work, only a lower bound of \( Ω(n^2) \) space was known for finding an exact maximum matching [CCM08].

A direct corollary of this result is then the following.

**Corollary 5.1.** There is no semi-streaming algorithm for maximum bipartite matching that for every \( ε > 0 \), achieves a \((1 - ε)\)-approximation in \( O(\exp((1/ε)^{0.99}) \cdot n \cdot \text{poly log}(n)) \) space.

The rest of this section is dedicated to the proof of Theorem 3. The proof of this theorem is based on a new lower bound for (robust) one-way communication complexity of matching that we prove in this paper. In the following, we first provide the necessary background and preliminaries and then present the lower bound proof.
5.1 Preliminaries for the Lower Bound

Ruzsa-Szemerédi graphs. For any graph $G$, a matching $M$ of $G$ is an induced matching iff for any two vertices $u$ and $v$ that are matched in $M$, if $u$ and $v$ are not matched to each other, then there is no edge between $u$ and $v$ in $G$.

Definition 5.2 (Ruzsa-Szemerédi graph [RS78]). A graph $G$ is an $(r,t)$-Ruzsa-Szemerédi (RS) graph iff its edges consists of $t$ pairwise disjoint induced matchings $M_1, \ldots, M_t$, each of size $r$.

RS graphs, first introduced by Ruzsa and Szemerédi [RS78], have been extensively studied as they arise naturally in property testing, PCP constructions, additive combinatorics, streaming lower bounds, etc. (see, e.g., [TV06, HW03, FLN+02, BLM93, AMS12, GKK12, Alo02, AS06, FHS17]).

Communication model. We work in the standard two-party communication model of Yao [Yao79] and in particular in the one-way model (see the excellent textbook by Kushilevitz and Nisan [KN97] for the standard definitions). The only slight derivation is that we focus on randomly partitioned inputs, wherein the input graph is still chosen adversarially, but every edge in the graph is sent to one of the players chosen independently and uniformly at random. To our knowledge, this model was first introduced by [CCM08]. We note that the main resource of interest in this model is the communication and in particular the players are assumed to be computationally unbounded.

In the communication problem we study for bipartite matching, we have an $n$-vertex bipartite graph $G = (L, R, E)$ whose edges are partitioned randomly into $E^A$ and $E^B$ given to Alice and Bob, respectively (both players know $L$ and $R$). The goal is to compute an approximate maximum matching of $G$ by Alice sending a single message to Bob and Bob outputting the solution. The goal is to understand the communication-approximation tradeoff for the problem.

We note that lower bounds on communication complexity in this model immediately imply space lower bounds for streaming algorithm in random-order streams; see, e.g., [CCM08].

5.2 High Level Approach

Starting from [GKK12], all known super-linear-in-$n$ communication lower bounds for approximating the maximum matching problem [GKK12, Kap13, Kon15, AKLY16, AKL17, Kap21] are via constructions based on Ruzsa-Szemeredi (RS) graphs (Definition 5.2). Our work in this paper is no exception (see [GKK12] for a formal reason why RS graphs are necessary for any lower bound in the one-way model). However, our key novelty is a way of making these constructions “robust” so that they can be used even under the random partitioning of the input.

In more details, the lower bound of [GKK12] gives Alice an RS graph with induced matchings of size $\Theta(n)$ each, and gives Bob an “outside” matching that matches all vertices of this RS graph, except for one of the induced matchings unknown to Alice; this construction is such that any better-than-(2/3)-approximation protocol needs to include many edges from this special induced matching. However, since Alice is unaware of the identity of this special matching, she is unable to communicate its edges with a low communication (much less than the density of the graph).

There are two main challenges in extending this bound to the random partition model: ($i$) the RS graph edges are now partitioned between both players, and ($ii$) Alice receives a random subset of edges in the outside matching. The first challenge is not that problematic as Alice still receives half the edges of the RS graph in expectation. But the second challenge is more serious as revealing even a small fraction of edges in the outside matching is enough to identify the special induced matching to Alice, hence, enabling her to focus on sending those edges, breaking the lower bound.

---

4The only exception is the very recent work of [DK20] in a communication model that allows for edge deletions.
In order to circumvent this challenge, we replace edges of this outside matching with a new gadget based on the XOR function. We then show that if Alice misses at least one edge from every one of the XOR-gadgets during the random partitioning of the input, the identity of the special induced matching of the RS graph remains hidden to her. By picking these gadgets appropriately, we ensure that this event happens with a large probability and use this in careful information-theoretic argument (instead of the combinatorial arguments in [GKK12]) to conclude the proof.

5.3 The XOR-Gadget

We introduce the following gadget as a key component of our lower bound construction.

**Definition 5.3 (XOR-Gadget).** Let $k > 1$ be an odd integer and $(x_1, \ldots, x_k)$ be a $k$-tuple of bits. We define the XOR-gadget of $(x_1, \ldots, x_k)$ as the following graph $G^{\text{XOR}}(x_1, \ldots, x_k)$:

- There are $2^k$ vertices $\{s, a_1, b_1, a_2, b_2, \ldots, a_{k-1}, b_{k-1}, t\}$ in $G^{\text{XOR}}$. We call $s$ the start vertex and $t$ the final vertex.

- There are $2^k - 2$ edges in $G^{\text{XOR}}$ defined as follows using the bits $x_1, \ldots, x_k$:
  - $s$ is connected to $a_1$ if $x_1 = 0$ and otherwise is connected to $b_1$. Similarly, $t$ is connected to $a_{k-1}$ if $x_k = 0$ and otherwise is connected to $b_{k-1}$.
  - For any $i \in \{2, \ldots, k-1\}$, $a_{i-1}, b_{i-1}$ are connected to $a_i, b_i$, respectively, if $x_i = 0$ and to $b_i, a_i$ otherwise.

We use $E^{\text{XOR}}(x_i)$ to denote the set of two edges in the gadget that depend on the bit $x_i$.

Figure 3 gives an illustration of XOR-gadgets.

(a) An example when $k = 7$, $(x_1, \ldots, x_7) = (0, 0, 1, 0, 0, 1, 0)$ and so $x_1 \oplus x_2 \oplus \cdots \oplus x_7 = 0$.

(b) An example when $k = 7$, $(x_1, \ldots, x_7) = (1, 0, 1, 1, 1, 1, 0)$ and so $x_1 \oplus x_2 \oplus \cdots \oplus x_7 = 1$.

**Figure 3:** Solid edges show a maximum matching of the gadget and dashed edges are the remaining edges.

The following two lemmas capture the main properties of XOR-gadgets for our purpose. The first lemma specifies the connection of XOR-gadgets to the maximum matching problem.

**Lemma 5.4.** Let $k > 1$ be an odd integer and $G^{\text{XOR}}(x_1, \ldots, x_k)$ be some XOR-gadget:

(i) if $x_1 \oplus \cdots \oplus x_k = 0$, then there is a unique maximum matching in $G^{\text{XOR}}$ with size $k$ and this matching necessarily matches $t$;
(ii) if $x_1 \oplus \cdots \oplus x_k = 1$, then the maximum matching size of $G_{\text{xor}}$ is $k - 1$, and there is a maximum matching in $G_{\text{xor}}$ that does not match $t$.

Proof. For this proof, it helps to refer to Figure 3 as a reference point.

Consider the unique path $P$ starting from $s$ in $G_{\text{xor}}$. Each bit $x_i = 1$ changes the “parity” of the path from an $a$-vertex to a $b$-vertex ($s$ and $t$ are considered $a$-vertices for the purpose of this discussion) and each $x_i = 0$ keeps this parity the same. As a result:

(i) if $x_1 \oplus \cdots \oplus x_k = 0$, then $P$ ends in $t$ and thus $G_{\text{xor}}$ consists of an odd-length path of length $k$ from $s$ to $t$ and another odd-length path of length $k - 2$. The unique maximum matching of such a graph matches both $s$ and $t$ and has size $\lceil k/2 \rceil + \lceil (k - 2)/2 \rceil = k$.

(ii) if $x_1 \oplus \cdots \oplus x_k = 1$, then $P$ does not end in $t$ and thus $G_{\text{xor}}$ consists of two even-length paths with $k + 1$ edges each. Each such path leaves out one of its vertices unmatched necessarily and thus this graph has a maximum matching of size $k - 1$ which does not match $t$. 

This second lemma specifies the “hiding” properties these XOR-gadgets.

Lemma 5.5. Let $G_{\text{xor}}(x_1, \ldots, x_k)$ be a random XOR-gadget obtained by picking each bit $x_i$ independently and uniformly at random. Suppose we partition the edges of $G_{\text{xor}}$ between Alice and Bob such that for at least one bit $x_i$, Alice has not received neither of the edges in $E_{\text{xor}}(x_i)$. Then, distribution of $x_1 \oplus \cdots \oplus x_k$ is still uniform over $\{0, 1\}$ even given Alice’s edges.

Proof. Follows immediately from the fact that switching any single bit in the XOR function, regardless of any fixed setting of the other bits, switches the value of the function.

5.4 A Hard Distribution of Inputs

We now describe our distribution of input graphs. For the remainder of the proof, we will use the following parameters (all parameters are defined with respect to some integer $N$):

$$r := N/3, \quad t := N^{1 + \Omega(1/\log \log N)}, \quad k := 2 \cdot \lceil \log_{3/4} N \rceil + 1. \quad (10)$$

Let $G_{\text{rs}}$ be a bipartite $(r, t)$-RS graph with $N$ vertices on each side of the bipartition and induced matchings $M_{1}^{\text{rs}}, \ldots, M_{t}^{\text{rs}}$ (this graph itself is known to both players). The existence of such RS graph is guaranteed by the results of [FLN+02] (see also [GKK12]). The hard distribution of the inputs is as follows; see Figure 4 for an illustration.

A hard distribution $G$ of graphs.

1. Pick $j^* \in [t]$ uniformly at random and let $M_{j^*}^{\text{rs}}$ be the special induced matching of $G_{\text{rs}}$.
2. For any vertex $v \in G_{\text{rs}}$, let $y_v = 1$ if $v \in V(M_{j^*}^{\text{rs}})$ and $y_v = 0$ otherwise; sample a $k$-tuple $(x_{v,1}, \ldots, x_{v,k})$ independently and uniformly at random conditioned on $x_{v,1} \oplus \cdots \oplus x_{v,k} = y_v$.
3. For any $v \in G_{\text{rs}}$, construct a vertex-disjoint XOR-gadget $G_{v}^{\text{xor}}(x_{v,1}, \ldots, x_{v,k})$ such that the final vertex of $G_{v}^{\text{xor}}$ is the same as the vertex $v$.
4. For any edge $e \in G_{\text{rs}}$, drop $e$ from the graph independently and with probability half. Let $G$ be the resulting graph.
The distribution $G$ specifies the input graph $G$. The input to players is then determined by the distribution $P$ that sends each edge to one of the players chosen uniformly at random.

The following lemma specifies the key role of the special induced matching in this distribution.

**Lemma 5.6.** For a graph $G \sim G$:

1. $\mathbb{E}[\mu(G)] \geq (N - r) \cdot 2k + 2r \cdot (k - 1) + r/2$;  
2. $\mu(G \setminus M^{RS}_{j^*}) \leq (N - r) \cdot 2k + 2r \cdot (k - 1)$ with probability one.

**Proof.** For this proof, it helps to refer to Figure 4 as a reference point.

Let us consider the graph $G \setminus M^{RS}_{j^*}$ first. By Lemma 5.4, for every $v \in G^{RS} \setminus V(M^{RS}_{j^*})$, $G^{\text{XOR}}_v(x_{v,1}, \ldots, x_{v,k})$ has a matching of size $k$ since $x_{v,1} \oplus \ldots \oplus x_{v,k} = y_v = 0$ in this case. The remaining XOR-gadgets also have a matching of size $k - 1$ each, again by Lemma 5.4 since now their XOR-values are 1. Moreover, these latter matchings can be chosen so that no vertex of $V(M^{RS}_{j^*})$ is matched in them (by part (ii) of Lemma 5.4). Considering these matchings are vertex-disjoint we have a matching $M$ of size $2 \cdot (N - r) \cdot k + 2r \cdot (k - 1)$ in $G \setminus M^{RS}_{j^*}$, with probability one that does not match any vertex of $M^{RS}_{j^*}$. As a result:

1. In $G$, there is a matching consisting of $M$ plus all edges of $M^{RS}_{j^*}$ present in $G$. As each of the edges of $M^{RS}_{j^*}$ (with size $r$) is dropped w.p. half, we get the first part of the lemma.
2. In $G \setminus M^{RS}_{j^*}$, the matching $M$ is already a maximum matching. This is because, by the part (i) of Lemma 5.4, the unique maximum matching of each XOR-gadget $G^{\text{XOR}}_v$ for $v \in G^{RS} \setminus V(M^{RS}_{j^*})$ necessarily matches $v$; hence, if we instead match $v$ to some vertex in $G^{RS}$, there will be one unmatched vertex in $G^{\text{XOR}}_v$ and thus size of the matching does not change. As a result, the only vertices that can be matched inside $G^{RS}$ are $V(M^{RS}_{j^*})$ but since $M^{RS}_{j^*}$ consists of all edges between them (as $M^{RS}_{j^*}$ is an induced matching), there is no edge left for these vertices in $G \setminus M^{RS}_{j^*}$.

### Auxiliary Random Variables and Input of Players

Let us now specify the random variables used in the distributions $G$ and $P$ explicitly:

- $J$ and $Y := \{Y^v\}$ for all $v \in G^{RS}$: the index $j^*$ of the special matching $M^{RS}_{j^*}$ and the corresponding random bits $y^v$ for XOR-gadgets. Notice that $J$ and $Y$ uniquely identify each other.
\begin{itemize}
  \item $X := \{X^v := (X^v_1, \ldots, X^v_k)\}$ for all $v \in G^\text{rs}$: the bits in XOR-gadgets of each vertex $v$ of $G^\text{rs}$.
  \item $Z := \{Z_e\}$ for all $e \in G^\text{rs}$: $Z_e = 1$ for any $e \in G^\text{rs}$ that was chosen in $G$ and $Z_e = 0$ otherwise.
  \item $P^\text{xor} := \{P_e\}$ for all $e \in G^\text{xor}$ among all $v \in G^\text{rs}$: $P_e = 1$ for any $e \in G^\text{xor}$ that was sent to Alice as part of input under the random partitioning $P$ and $P_e = 0$ otherwise.
  \item $P^\text{rs} := \{P_e\}$ for all $e \in G^\text{rs}$: $P_e = 1$ for any $e \in G^\text{rs}$ that was sent to Alice as part of input under the random partitioning $P$ and $P_e = 0$ otherwise. Note that for technical reasons that will become evident shortly, we have defined $P^\text{rs}$ as partitioning all edges of $G^\text{rs}$ and not only the ones with $Z_e = 1$ that actually belong to the input graph.
\end{itemize}

Additionally, we have the following definitions:

\begin{itemize}
  \item $X_A$ and $X_B$: we say that a bit $X_i^v$ is \textit{represented} in Alice’s (resp. Bob’s) input iff at least one of the edges $E^\text{xor}(X_i^v)$ is given to Alice (resp. Bob) by $P^\text{xor}$ in partitioning of inputs (notice that $X_i^v$ might be represented in both players inputs); we use $X_A$ and $X_B$ to denote the bits represented in Alice’s and Bob’s inputs, respectively.
  \item $E^\text{rs}_A$ and $E^\text{rs}_B$: we say that $e \in G^\text{rs}$ is \textit{represented} in Alice’s (resp. Bob’s) input iff $P_e = 1$ (resp. $P_e = 0$), i.e., the partitioning $P^\text{rs}$ assigns $e$ to Alice (resp. Bob); we use $E^\text{rs}_A$ and $E^\text{rs}_B$ to denote the edges represented in Alice’s and Bob’s inputs, respectively (again, notice that by the definition of $P^\text{rs}$ for all $e \in G^\text{rs}$, some edges are represented by Alice or Bob, but they may not belong to the graph $G$ to begin with).
  \item $M^\text{rs}_A(j)$ and $M^\text{rs}_B(j)$ for all $j \in [t]$: we define $M^\text{rs}_A(j)$ and $M^\text{rs}_B(j)$ analogously to $E^\text{rs}_A$ and $E^\text{rs}_B$ restricted to edges in $M^\text{rs}_j$, so $E^\text{rs}_A = (M^\text{rs}_A(1), \ldots, M^\text{rs}_A(t))$ and $E^\text{rs}_B = (E^\text{rs}_B(1), \ldots, E^\text{rs}_B(t))$.
  \item $Z_A$ and $Z_B$: we define $Z_A := \{Z_e\}$ for $e \in E^\text{rs}_A$ and $Z_B := \{Z_e\}$ for $e \in E^\text{rs}_B$, that is the $Z$-values for edges represented in Alice’s and Bob’s inputs respectively. Similarly, for any $j \in [t]$, we define $Z_A(j)$ and $Z_B(j)$ analogously to $Z_A$ and $Z_B$ restricted to edges in $M^\text{rs}_A(j)$ and $M^\text{rs}_B(j)$.
\end{itemize}

We can now specify the input of Alice by the tuple $A := (P^\text{rs}, Z_A, P^\text{xor}, X_A)$ and input of Bob by $B := (P^\text{rs}, Z_B, P^\text{xor}, X_B, J)$. We note that these tuples are more general than the actual input of players. In particular, $P^\text{rs}$ specifies the partitioning of edges that may not even be part of the input and Bob is explicitly given index $J$; however, adding these more general inputs can only make our lower bounds stronger as Alice and Bob can always ignore this extra information.

\textbf{Hiding property of XOR-gadgets.} The key role of XOR-gadgets in our construction is that they “hide” the identity of the special induced matching $M^\text{rs}_j$ \textit{from Alice}; we formalize this as follows. Define the following event:

\begin{itemize}
  \item \textbf{Event} $E^\text{hide}$: for all $v \in G^\text{rs}$, at least one of $(x^v_1, \ldots, x^v_k)$ is \textit{not} represented in Alice’s input.
\end{itemize}

We note $E^\text{hide}$ is a deterministic function of the random variable $P^\text{xor}$. We have,

\textbf{Lemma 5.7.} Suppose event $E^\text{hide}$ happens. Then, even conditioned on the input $A$ of Alice, $J$ is still chosen uniformly at random from $[t]$.

\textit{Proof.} The only input of Alice which is, in principle, correlated with $J$ is $X_A$; in general, $Y$ and $J$ uniquely identify each other and $X_A$ is used to determine $Y$, namely, with a slight abuse of notation $Y = X_A \oplus X_B$. However, considering by $E^\text{hide}$, $X_A$ “misses” at least one bit for every XOR-gadget, by Lemma 5.5, any choice of $Y$-value (even the \textit{correlated} ones obtained by picking $J$) are equally likely conditioned on $X_A$, proving the lemma. 
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Finally, an easy calculation shows that $\mathcal{E}_{\text{hide}}$ happens with high probability.

**Claim 5.8.** $\Pr(\mathcal{E}_{\text{hide}}) \geq 1 - o(1)$.

**Proof.** Fix any vertex $v \in G^{\text{rs}}$. Any bit $x_v^i$ is represented in Alice’s input if at least one of the two edges in $E^{\text{XOR}}(x_v^i)$ is sent to Alice under $\mathcal{P}$ which happens with probability $3/4$. As such, the probability that $x_v^i$ is represented in Alice’s input is only $(3/4)^k \leq 1/2N^2$ by the choice of $k$ in Eq (10). A union bound on all $2N$ vertices in $G^{\text{rs}}$ finalizes the proof. 

### 5.5 Analysis of the Hard Distribution

To start the analysis, we need to setup some notation.

**Notation.** Throughout this section, we fix a deterministic protocol $\pi$ over $\mathcal{G}$ and random partitioning $\mathcal{P}$ with communication cost $o(r \cdot t)$. We further let $\delta$ denote the probability that $\pi$ outputs an edge that does not belong to $G$ (and thus errs). We use $\Pi$ to denote the random variable for the message $\Pi$ sent by Alice to Bob in $\pi$. We also use $M_\pi$ to denote the random variable for the matching output by the protocol $\pi$. Considering the input of Bob is $B$ and he additionally receives the message $\Pi$ from Alice, $M_\pi$ is a deterministic function of $(B, \Pi)$. In the following, $\mathbb{H}(\cdot)$ and $\mathbb{I}(\cdot; \cdot)$ denote the Shannon entropy and mutual information; see Appendix A for more details.

We first bound the size of $M_\pi$ based on the information revealed by $\Pi$ to Bob about edges of the special matching $M^{\text{rs}}_j$ that are present in Alice’s input, i.e., $Z_A(J)$. (In the following, $H_2$ is the binary entropy function, i.e., $H_2(\delta) := \mathbb{H}(B(\delta))$ where $B(\delta)$ is a mean-$\delta$ Bernoulli random variable.)

**Lemma 5.9.** $E[M_\pi | \leq (N - r) \cdot 2k + 2r \cdot (k - 1) + r/4 + (1 - H_2(\delta))^{-1} \cdot \mathbb{I}(Z_A(J) ; \Pi | B)$.

**Proof.** By Lemma 5.6, $M_\pi$ can only have $(N - r) \cdot 2k + 2r \cdot (k - 1)$ edges outside of $M^{\text{rs}}_J$. Hence, to prove the lemma, it suffices to bound $E[M_\pi \cap M^{\text{rs}}_J]$. By definition,

$$E[M_\pi \cap M^{\text{rs}}_J] = E[M_\pi \cap M^{\text{rs}}_A(J)] + E[M_\pi \cap M^{\text{rs}}_B(J)] \leq E[M_\pi \cap M^{\text{rs}}_A(J)] + r/4;$$

this is because $E[M^{\text{rs}}_B(J)] = r/2$ (as each of the $r$ edges goes to Bob w.p. half) and among these, again, in expectation half of them belong to $G$, i.e., have $Z$-value 1 (note that we can assume without loss of generality that Bob never outputs an edge $e \in M^{\text{rs}}_B(J)$ with $Z_e = 0$ as this edge is not part of input and thus makes the output wrong; moreover, unlike edges in Alice’s input, here Bob directly knows $Z_e$ and can simply remove all edges with $Z_e = 0$ from $M^{\text{rs}}_B(J)$).

To finalize the proof, we need to show

$$E[M_\pi \cap M^{\text{rs}}_A(J)] \leq (1 - H_2(\delta))^{-1} \cdot \mathbb{I}(Z_A(J) ; \Pi | B). \quad (11)$$

Let us condition on any choice of $P^{\text{rs}} = P$ and $J = j$ in $B = (P^{\text{rs}}, Z_B, P^{\text{XOR}}, X_B, J)$. This fixes $M^{\text{rs}}_A(J)$ to some matching $M_A(j) \subseteq M^{\text{rs}}_J$, but $\{Z_e\}$ for $e \in M_A(j)$ are still uniformly distributed as $Z \perp P^{\text{rs}}, J$. Fix any edge $e \in M_A(j)$. For Bob to be able to output $e$ as part of $M_\pi$, the entropy of $Z_e$ should be sufficiently small conditioned on $(B, \Pi)$; otherwise, Bob is likely to output an edge that does not belong to the graph and thus errs. Formally, for any $e \in M_\pi \cap M_A(j)$,

$$\Pr(Z_e = 0 | \Pi, B) \leq \delta \quad \text{which implies that,}$$

$$\mathbb{H}(Z_e | \Pi, B) \leq H_2(\delta), \quad (12)$$

We are going to use this to bound the information revealed about $Z_A(J)$ by Alice’s message. Let $L := L(P, j)$ denote the set of “low entropy” edges in $M_A(j)$, i.e., all edges $e \in M_A(j)$ that
satisfy Eq (12) conditioned on \( P^\text{rs} = P \) and \( J = j \). As discussed,
\[
\mathbb{E} |M_\pi \cap M^\text{rs}_A(J)| \leq \mathbb{E} |L(P, j)|.  \tag{13}
\]

We now bound the RHS above as follows. By the definition of \( B = (P^\text{rs}, Z_B, P^\text{xor}, X_B, J) \),
\[
\mathbb{I}(Z_A(J); \Pi \mid B) = \mathbb{E}_{P, j} \mathbb{I}(Z_A(J); \Pi \mid P^\text{rs} = P, Z_B, P^\text{xor}, X_B, J = j)
\]
\[
= \mathbb{E}_{P, j} [\mathbb{H}(Z_A(j) \mid P^\text{rs} = P, Z_B, P^\text{xor}, X_B, J = j) - \mathbb{H}(Z_A(j) \mid \Pi, P^\text{rs} = P, Z_B, P^\text{xor}, X_B, J = j)]
\]
\[
= \mathbb{E}_{P, j} [M_A(j) - \mathbb{H}(Z_A(j) \mid \Pi, P^\text{rs} = P, Z_B, P^\text{xor}, X_B, J = j)]
\]
(\( \Pi \) as \( Z_\delta \) for \( e \in M_A(j) \) is uniformly distributed conditioned on the remaining variables)
\[
\geq \mathbb{E}_{P, j} [M_A(j) - \sum_{e \in M_A(j)} \mathbb{H}(Z_e \mid \Pi, P^\text{rs} = P, Z_B, P^\text{xor}, X_B, J = j)]
\]
(by the sub-additivity of entropy)
\[
\geq \mathbb{E}_{P, j} [M_A(j) - (|M_A(j)| - |L(P, j)|) + \sum_{e \in L(P, j)} \mathbb{H}(Z_e \mid \Pi, P^\text{rs} = P, Z_B, P^\text{xor}, X_B, J = j)]
\]
(by upper bounding the entropy of the terms not in \( L(P, j) \) by one)
\[
\geq \mathbb{E}_{P, j} [M_A(j) - (|M_A(j)| - |L(P, j)|) + \sum_{e \in L(P, j)} H_2(\delta)]]
\]
(by the definition of \( L(P, j) \) based on Eq (12))
\[
= (1 - H_2(\delta)) \cdot \mathbb{E}_{P, j} |L(P, j)|.
\]

Plugging in this bound in Eq (12) finalizes the proof. 

The main part of the proof is to bound the mutual information term in the RHS of Lemma 5.9, i.e., show that a low communication protocol cannot reveal much information about \( Z(J) \) even conditioned on all the inputs of Bob.

**Lemma 5.10.** \( \mathbb{I}(Z_A(J); \Pi \mid B) = o(r) \).

**Proof.** Recall that \( B = (P^\text{rs}, Z_B, P^\text{xor}, X_B, J) \) and that any choice \( P \) for \( P^\text{xor} \), determines whether or not the event \( \mathcal{E}_\text{hide} \) happens when for \( P^\text{xor} = P \). As such,
\[
\mathbb{I}(Z_A(J); \Pi \mid B) = \mathbb{E}_P [\mathbb{I}(Z_A(J); \Pi \mid P^\text{rs}, Z_B, P^\text{xor} = P, X_B, J)]
\]
\[
\leq \mathbb{E}_{P \mid \mathcal{E}_\text{hide}} [\mathbb{I}(Z_A(J); \Pi \mid P^\text{rs}, Z_B, P^\text{xor} = P, X_B, J)] + (1 - \mathbb{Pr}(\mathcal{E}_\text{hide})) \cdot r
\]
(as this mutual information term can be at most \( r \))
\[
= \mathbb{E}_{P \mid \mathcal{E}_\text{hide}} [\mathbb{I}(Z_A(J); \Pi \mid P^\text{rs}, Z_B, P^\text{xor} = P, X_B, J)] + o(r),  \tag{14}
\]
where the final step is by Claim 5.8.

We now focus only on the cases when \( \mathcal{E}_\text{hide} \) happens in the RHS above. Choosing a value \( P' \) for \( P^\text{rs} \) determines \( M^\text{rs}_A(1), \ldots, M^\text{rs}_A(t) \) and the partitioning of \( Z \) into \( Z_A \) and \( Z_B \). Thus, we have,
\[
\text{First term in the RHS of (14) = } \mathbb{E}_{P, P' \mid \mathcal{E}_\text{hide}} [\mathbb{I}(Z_A(J); \Pi \mid P^\text{rs} = P', Z_B, P^\text{xor} = P, X_B, J)]
\]
Alice is independent of \( J \) depend on the input of Alice, while conditioned on the event \( E \) in the last step, we can drop the conditioning on \( Z \) this is because, the input of Alice conditioned on \( Z \) can now remove independently (and none of the conditions correlate them); thus we can apply Proposition A.2. We cannot use the previous argument. Instead, we are going to show that we can in fact “switch” \( X_B \) with \( X_A \) in the conditioning above without decreasing the RHS. We claim that, for any \( P, P' \),

\[
\|Z_A(J) ; \| P^{\text{RS}} = P', P^{\text{XOR}} = P, X_B, J) \leq \|Z_A(J) ; \| P^{\text{RS}} = P', P^{\text{XOR}} = P, X_B, J, X_A) ;
\]

this is because \( Z_A(J) \perp X_A \mid P^{\text{RS}} = P', P^{\text{XOR}} = P, X_B, J \) as \( Z \)-values and \( X \)-values are chosen independently (and none of the conditions correlate them); thus we can apply Proposition A.2. We can now remove \( X_B \) from the conditioning:

\[
\|Z_A(J) ; \| P^{\text{RS}} = P', P^{\text{XOR}} = P, X_B, J, X_A) \leq \|Z_A(J) ; \| P^{\text{RS}} = P', P^{\text{XOR}} = P, J, X_A) ;
\]

this is because \( \| X_B \mid Z_A(J), P^{\text{RS}} = P', P^{\text{XOR}} = P, J, X_A \) as \( \| \) is only a function of \( X_A \) and \( Z_A \) after the conditioning, and in particular is independent of \( X_B \); thus we can apply Proposition A.3. By plugging in these bounds in the RHS of Eq (15), we obtain that,

\[
\text{RHS of (15)} \leq \frac{1}{t} \cdot \frac{1}{P, P'|E_{\text{hide}}} \bigg[ \sum_{j=1}^{t} \text{Pr}(J = j \mid P, P') \cdot \|Z_A(j) ; \| P^{\text{RS}} = P', P^{\text{XOR}} = P, J = j, X_A) \bigg] \]

\[
= \frac{1}{t} \cdot \frac{1}{P, P'|E_{\text{hide}}} \bigg[ \sum_{j=1}^{t} \|Z_A(j) ; \| P^{\text{RS}} = P', P^{\text{XOR}} = P, J = j, X_A) \bigg] \quad \text{(as } J \perp P^{\text{RS}}, P^{\text{XOR}} \text{ and is uniform over } [t])
\]

\[
= \frac{1}{t} \cdot \frac{1}{P, P'|E_{\text{hide}}} \bigg[ \sum_{j=1}^{t} \|Z_A(j) ; \| P^{\text{RS}} = P', P^{\text{XOR}} = P, X_A) \bigg] ;
\]

in the last step, we can drop the conditioning on the event \( J = j \) as the joint distribution of the remaining variables \( (Z_A(j), \|, X_A) \) is independent of \( J \): this is because all these variables only depend on the input of Alice, while conditioned on the event \( E_{\text{hide}} \), by Lemma 5.7, the input of Alice is independent of \( J \).

We can continue the above calculations as follows:

\[
\text{RHS of (15)} \leq \frac{1}{t} \cdot \frac{1}{P, P'|E_{\text{hide}}} \bigg[ \sum_{j=1}^{t} \|Z_A(j) ; \| P^{\text{RS}} = P', P^{\text{XOR}} = P, X_A) \bigg] \]

\[
\leq \frac{1}{t} \cdot \frac{1}{P, P'|E_{\text{hide}}} \bigg[ \sum_{j=1}^{t} \|Z_A(j) ; \| P^{\text{RS}} = P', P^{\text{XOR}} = P, X_A, Z_A([1 : j - 1])) \bigg] \quad \text{(by Proposition A.2 as } Z_A(j) \perp Z_A([1 : j - 1]) \mid P^{\text{RS}} = P', P^{\text{XOR}} = P, X_A) \]
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\[
\frac{1}{t} \cdot E_{P, P' \mid \text{error}} \left[ I(Z_A ; \Pi \mid P^{RS} = P', P^{\text{XOR}} = P, X_A) \right]
\]
(by the chain rule of mutual information (Fact A.1-(5)))
\[
\frac{1}{t} \cdot I(Z_A ; \Pi \mid P^{RS}, P^{\text{XOR}}, X_A) \leq \frac{1}{t} \cdot \mathbb{H}(\Pi) \leq o(r).
\]
(as \(\mathbb{H}(\Pi) = o(r \cdot t)\) since \(\pi\) only communicates \(o(r \cdot t)\) many bits and by Fact A.1-(1))

Plugging in this bound in Eq (15) and then in turn in Eq (14) finalizes the proof.

Suppose the error probability of the protocol \(\pi\), i.e., \(\delta\), is some constant bounded away from zero. Then, Lemmas 5.9 and 5.10, together with the fact that \(H_2(\delta) < 1\), imply the following upper bound on the size of the matching output by Bob:
\[
E |M_\pi| \leq (N - r) \cdot 2k + 2r \cdot (k - 1) + r/4 + o(r) = E[\mu(G)] - r/2 + o(r),
\]
where the equality is by part (i) of Lemma 5.6. On the other hand, since \(E[\mu(G)] \leq (2k + 1) \cdot N\) (as number of vertices is twice this quantity), we have that
\[
\frac{E |M_\pi|}{E[\mu(G)]} \leq 1 - \frac{r/2 + o(r)}{(2k + 1) \cdot N} := 1 - \varepsilon_0,
\]
for some \(\varepsilon_0 = \Theta(1/\log N)\) (as \(r = N/3\) and \(k = \Theta(\log N)\)).

Finally, note that the number of vertices in the graph is \(n = (2k + 1) \cdot N = \Theta(N \cdot \log N)\). As such, we obtain that any deterministic protocol with communication cost \(o(n^{1+\Theta(1/\log \log n)})\) which is \(o(r \cdot t) = o(N^{1+\Theta(1/\log \log N)})\) (for an appropriate choice of constant in the exponent), cannot output a \((1 - \varepsilon_0)\)-approximation to maximum matching in expectation (even if it is allowed to err with constant probability by outputting an edge not in the graph). Moreover, we can immediately extend this result to randomized protocols using the “easy direction” of Yao’s minimax principle (i.e., an averaging argument).

This concludes the proof of Theorem 3 by the connection between communication complexity and streaming lower bounds.

Remark 5.11. For the simplicity of exposition, we compared the expected size of the matching of the protocol vs a maximum matching of the input. However, a simple application of Markov bound also imply the same result for protocols that output a \((1 - \varepsilon_0)\)-approximate matching with any constant probability of success.

Basically, the lower bound for \(\mu(G)\) in Lemma 5.6 is highly concentrated (a simple Chernoff bound on edges of the special matching that belong to the graph). Also, the only term in our upper bound of \(M_\pi\) in Lemma 5.9 which is not necessarily concentrated is the mutual information term which is only \(o(r)\) by Lemma 5.10; hence, by Markov bound, \(|M_\pi| \leq \mu(G) - r/2 + o(r)\) with probability \(1 - o(1)\) and not only in expectation.
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A Tools from Information Theory

We shall use the following basic properties of entropy and mutual information throughout; the proofs can be found in [CT06, Chapter 2].

**Fact A.1.** Let $A, B, C,$ and $D$ be four (possibly correlated) random variables.

1. $0 \leq \mathbb{H}(A) \leq \log |\text{supp}(A)|$. The right equality holds iff dist$(A)$ is uniform.

2. $I(A; B) \geq 0$. The equality holds iff $A$ and $B$ are independent.

3. Conditioning on a random variable reduces entropy: $\mathbb{H}(A | B, C) \leq \mathbb{H}(A | B)$. The equality holds iff $A \perp C | B$.

4. Subadditivity of entropy: $\mathbb{H}(A, B | C) \leq \mathbb{H}(A | C) + \mathbb{H}(B | C)$.

5. Chain rule for mutual information: $I(A, B; C | D) = I(A; C | D) + I(B; C | A, D)$.

We also use the following two standard propositions.

**Proposition A.2.** For random variables $A, B, C, D$, if $A \perp D | C$, then,

$$I(A; B | C) \leq I(A; B | C, D).$$

*Proof.* Since $A$ and $D$ are independent conditioned on $C$, by Fact A.1-(3), $\mathbb{H}(A | C) = \mathbb{H}(A | C, D)$ and $\mathbb{H}(A | C, B) \geq \mathbb{H}(A | C, B, D)$. We have,

$$I(A; B | C) = \mathbb{H}(A | C) - \mathbb{H}(A | C, B) = \mathbb{H}(A | C, D) - \mathbb{H}(A | C, B) \leq \mathbb{H}(A | C, D) - \mathbb{H}(A | C, B, D) = I(A; B | C, D). \quad \blacksquare$$

**Proposition A.3.** For random variables $A, B, C, D$, if $A \perp D | B, C$, then,

$$I(A; B | C) \geq I(A; B | C, D).$$

*Proof.* Since $A \perp D | B, C$, by Fact A.1-(3), $\mathbb{H}(A | B, C) = \mathbb{H}(A | B, C, D)$. Moreover, since conditioning can only reduce the entropy (again by Fact A.1-(3)),

$$I(A; B | C) = \mathbb{H}(A | C) - \mathbb{H}(A | B, C) \geq \mathbb{H}(A | D, C) - \mathbb{H}(A | B, C) = \mathbb{H}(A | D, C) - \mathbb{H}(A | B, C, D) = I(A; B | C, D). \quad \blacksquare$$