Complete topological asymptotic expansion for $L_2$ and $H^1$ tracking-type cost functionals in dimension two and three
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Abstract

In this paper, we study the topological asymptotic expansion of a topology optimisation problem that is constrained by the Poisson equation with the design/shape variable entering through the right hand side. Using an averaged adjoint approach, we give explicit formulas for topological derivatives of arbitrary order for both an $L_2$ and $H^1$ tracking-type cost function in both dimension two and three and thereby derive the complete asymptotic expansion. As the asymptotic behaviour of the fundamental solution of the Laplacian differs in dimension two and three, also the derivation of the topological expansion significantly differs in dimension two and three. The complete expansion for the $H^1$ cost functional directly follows from the analysis of the variation of the state equation. However, the proof of the asymptotics of the $L_2$ tracking-type cost functional is significantly more involved and, surprisingly, the asymptotic behaviour of the bi-harmonic equation plays a crucial role in our proof.
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1 Introduction

The topological derivative was first introduced in [EKS94] in the context of a so-called "bubble method", where the iterative placement of bubbles led to a change of the underlying topology and later on mathematically justified in [SZ99,GGM01] with an application to linear elasticity in the plane. Furthermore, the topological derivative of shape functionals with various PDE constraints were considered in follow up studies by many authors. For instance, Kirchhoff plates were studied in [AN10], electrical impedance tomography in [HL08,HLN11], Maxwell’s equation in [MPS05], Stokes’ equation in [HM04] and elliptic variational inequalities were considered in [HL11,LSNS17,JKRS03]. Further references and examples can be found in the monograph [NS13].

Linear partial differential equations have a wide theoretical foundation and bring along useful tools, such as the fundamental solution, which help studying the asymptotic expansion of the shape functional.
Using such tools, many linear problems have been treated in the literature. Yet, also nonlinear problems were investigated. In [INR⁺09, BM17, Stu20, Ams06] the first order topological derivative for semilinear problems has been studied. Additionally, quasilinear problems were considered first in [AB17] and more recently in [GS20, AG19, GS21]. In fact, in [GS20] a projection trick was used, which does not rely on the use of a fundamental solution.

There are various methods to compute the topological derivative. One of them is the method of Amstutz [Ams03], which, with the help of a perturbed adjoint variable, incorporates the PDE constraint into the expansion of the shape functional and therefore simplifies the analysis. A second method is the one introduced in [LSNS17], where a truncation technique together with a suitable Dirichlet-to-Neumann operator and its asymptotic analysis is employed. A third method is the averaged adjoint method, which was introduced in the context of shape optimisation in [Stu15] and adapted to topology optimisation problems in [Stu20, GS20]. In contrast to Amstuz’ method, the averaged adjoint variable depends on the perturbed state variable and therefore the analysis of the adjoint variable is more challenging. Yet, this method seems to be easily applicable to a wide range of cost functions and the computation for higher order topological derivatives is straightforward as well. Another method was introduced by Delfour in [Del18], which only relies on the unperturbed adjoint variable and therefore does not require an analysis of the adjoint variable. However, it seems to come with the shortcoming that this method is not applicable to certain cost functions.

Topological derivatives are used in numerical algorithms for design optimisation or reconstruction problems. We refer to [AA06] where an iterative level-set method is used for design optimisation and to [HL08] where one-shot type methods are considered for electrical impedance tomography. Higher order topological derivatives can be an important tool to improve the accuracy and performance of numerical algorithms. In [HLN11, BC17], higher order topological derivatives were used to increase the accuracy of one-shot type methods. We also refer to [NSZ19, Chapter 10] for more details on a Newton-type method and further applications. Typically, the analytical computation of higher order topological derivatives can be a challenging endeavour and it is even more difficult to find closed formulas for the complete topological expansion for specific cost functionals.

In this paper we present general formulas for higher order topological derivatives in two and three space dimensions, which may pave the way for the computation of higher order formulas for other types of problems as well. This is done by employing a Lagrangian framework based on the averaged adjoint variable, since it enables an iterative and systematic way to compute higher order topological derivatives with no additional effort as long as the complete asymptotic expansion of the averaged adjoint variable is known. We consider a simple model problem. Let \( D \subset \mathbb{R}^d \) be an open and bounded domain, \( \Gamma \subset \partial D \) with \( |\Gamma| > 0 \), \( \Sigma := \partial D \setminus \Gamma \) and consider the minimisation problem

\[
\begin{align*}
\text{minimise} \quad & \mathcal{J}(\Omega) := \alpha_1 \int_D (u_\Omega - u^*)^2 \, dx + \alpha_2 \int_D |\nabla (u_\Omega - u^*)|^2 \, dx, \quad \alpha_1, \alpha_2 \geq 0, \\
\text{subject to} \quad & \Omega \subset D \quad \text{and} \quad u_\Omega \in H^1(D), \quad u_\Omega|_\Gamma = u_D, \quad \text{such that} \\
\int_D \nabla u_\Omega \cdot \nabla \varphi \, dx & = \int_D f_\Omega \varphi \, dx + \int_E u_N \varphi \, dS \quad \text{for all} \quad \varphi \in H^1(\Gamma),
\end{align*}
\]

(1.1)

subject to \( \Omega \subset D \) and \( u_\Omega \in H^1(D), \) \( u_\Omega|_\Gamma = u_D, \) such that

\[
\int_D \nabla u_\Omega \cdot \nabla \varphi \, dx = \int_D f_\Omega \varphi \, dx + \int_E u_N \varphi \, dS \quad \text{for all} \quad \varphi \in H^1(\Gamma),
\]

(1.2)

where \( f_\Omega(x) := f_1(x)\chi_\Omega(x) + f_2(x)\chi_{\Omega^c}(x) \) with \( f_1, f_2 \in L^2(D) \cap C^\infty(D), \) \( u_D \in H^1(\Gamma), \) \( u_N \in H^{-\frac{1}{2}}(\Sigma) \) and \( u^* \in H^1(D). \) Here, \( |\cdot| \) stands for the Euclidean norm, \( |\Gamma| := \text{meas}_{d-1}(\Gamma) \) is the surface measure of \( \Gamma \) and \( H^1(\Gamma) \) denotes the space of all \( H^1(D) \) functions with vanishing trace on \( \Gamma, \) that is

\[
H^1(\Gamma) := \{ \varphi \in H^1(D) | \varphi|_\Gamma = 0 \}.
\]
For a given inclusion \( \omega \subset \mathbb{R}^d \) with \( 0 \in \omega \) and \( x_0 \in D \setminus \overline{\Omega} \), we derive for the cases \( \alpha_1 = 0 \) and \( \alpha_2 = 0 \) an arbitrary order topological derivative formula for this problem of the form

\[
\mathcal{J}(\Omega \cup (x_0 + \varepsilon \omega)) = \mathcal{J}(\Omega) + \sum_{k=1}^{N} \ell_k(\varepsilon) d^k \mathcal{J}(\Omega)(\omega, x_0) + o(\ell_N(\varepsilon)), \quad N \geq 1,
\]

where \( x_0 + \varepsilon \omega := \{ x_0 + \varepsilon y \mid y \in \omega \} \) denotes the domain perturbation and \( \ell_k : \mathbb{R}^+ \to \mathbb{R}^+ \) are continuous functions satisfying

\[
\lim_{\varepsilon \searrow 0} \ell_k(\varepsilon) = 0 \quad \text{and} \quad \lim_{\varepsilon \searrow 0} \frac{\ell_{k+1}(\varepsilon)}{\ell_k(\varepsilon)} = 0, \quad \text{for } k \geq 1.
\]

Here, \( \mathbb{R}^+ := (0, \infty) \) denotes the set of positive real numbers. Furthermore, the real number \( d^k \mathcal{J}(\Omega)(\omega, x_0) \) denotes the \( k \)-th topological derivative at \( \Omega \) evaluated for the inclusion shape \( \omega \) and the point of perturbation \( x_0 \). The explicit form of the functions \( \ell_k \) depends for our problem on the space dimension and will significantly differ in dimension \( d = 2 \) vs. \( d = 3 \).

**Structure of the paper** In Section 2 we study the asymptotic behaviour of (1.2) for the perturbation \( \Omega = \Omega \cup \omega \) up to arbitrary order. In order to compute the topological derivative for a gradient tracking-type cost function, we then study in Section 3 the asymptotic behaviour of the associated averaged adjoint equation. This allows us in Section 4 to derive a closed formula for the topological derivative of the gradient tracking-type cost functional up to arbitrary order, where we also consider some special cases. In Section 5 we study the asymptotic behaviour of the adjoint state variable associated with the \( L_2 \) tracking-type cost functional. This leads to a more complex expansion due to appearance of the bi-harmonic equation. Finally, in Section 6 we derive a general formula for the topological derivative of the \( L_2 \) tracking-type cost functional of arbitrary order.

## 2 Analysis of the state equation

Let \( \Omega \subset \mathbb{R}^d \) open and \( \omega \subset \mathbb{R}^d \) an open, bounded and connected set with \( C^1 \) boundary \( \partial \omega \). We assume that \( \omega \) contains the origin \( 0 \in \omega \) and we let \( x_0 \in D \setminus \overline{\Omega} \) a fixed spatial point. Furthermore, we define the affine transformation \( T_\varepsilon(x) := x_0 + \varepsilon x \) and set \( \omega_\varepsilon := T_\varepsilon(\omega) \) for \( \varepsilon \geq 0 \). In the following we will derive an asymptotic expansion of the perturbed state variable \( u_\varepsilon \), which is the unique solution to (1.2) subject to the perturbed domain \( \Omega_\varepsilon := \Omega \cup \omega_\varepsilon \), for \( \varepsilon > 0 \). That is, \( u_\varepsilon \in H^1(D) \) satisfies \( u_\varepsilon|_\Gamma = u_D \) and

\[
\int_D \nabla u_\varepsilon \cdot \nabla \varphi \, dx = \int_D f_\Omega \varphi \, dx + \int_\Sigma u_N \varphi \, dS \quad \text{for all } \varphi \in H^1_D(D). \tag{2.1}
\]

Similarly, the unperturbed state variable \( u_0 \in H^1(D) \) satisfies \( u_0|_\Gamma = u_D \) and

\[
\int_D \nabla u_0 \cdot \nabla \varphi \, dx = \int_D f_\Omega \varphi \, dx + \int_\Sigma u_N \varphi \, dS \quad \text{for all } \varphi \in H^1_D(D). \tag{2.2}
\]

**Remark 2.1.** Often in topology optimisation one is, additionally to \( \Omega_\varepsilon = \omega_\varepsilon \cup \Omega \), also interested in the perturbation \( \Omega_\varepsilon := \Omega \setminus \omega_\varepsilon \) with \( \Omega \neq \emptyset \) and \( x_0 \in \Omega \). The analysis for this perturbation follows the same lines as the one presented in the upcoming sections and the differing perturbation only results in a change of sign of the formula for the topological derivative.
Notation. In the following we use the notation $D_{\varepsilon} := T_{\varepsilon}^{-1}(D)$, $\Gamma_{\varepsilon} := T_{\varepsilon}^{-1}(\Gamma)$, as well as $\Sigma_{\varepsilon} := T_{\varepsilon}^{-1}(\Sigma)$ and define the weighted $H^1$ norm on $D_{\varepsilon}$ by

$$\|\varphi\|_{\varepsilon} := \|\varepsilon \varphi\|_{L_2(D_{\varepsilon})} + \|\nabla \varphi\|_{L_2(D_{\varepsilon})^d}$$

for all $\varphi \in H^1(D_{\varepsilon})$. (2.3)

In what follows, we will also use the convention $\sum_{j=\ell}^k a_j := 0$ whenever $\ell > k$ for any sequence $(a_j)_{j \in \mathbb{N}}$. Furthermore, we denote the Sobolev-Slobodeckij seminorm of a function $u$ on a bounded domain $\Omega \subset \mathbb{R}^d$ by

$$|u|_{H^{k,1}(\Omega)} := \left(\int_\Omega \int_\Omega \frac{|u(x) - u(y)|^2}{|x-y|^{d+1}} \, dx \, dy \right)^{\frac{1}{2}}.$$ (2.4)

Additionally, we use for a function $f \in C^k(\Omega)$ and $x_0 \in \Omega$ the abbreviated notation

$$\nabla^k f(x_0)[x]^k := \sum_{j_1=1}^d \cdots \sum_{j_k=1}^d \frac{\partial^k}{\partial x_{j_1} \cdots \partial x_{j_k}} f(x_0)x_{j_1} \cdots x_{j_k}.$$ (2.5)

Let us recall rescaling inequalities in Sobolev spaces, which we will need further on; see [BS21].

Lemma 2.2. Let $\varepsilon > 0$ be fixed. Then there is a constant $C > 0$ independent of $\varepsilon$, such that the following holds:

(a) For all $\varphi \in H^1(D_{\varepsilon})$ there holds

$$\|\varepsilon^\frac{1}{2} \varphi\|_{L_2(\partial D_{\varepsilon})} + |\varphi|_{H^{1,1}(\partial D_{\varepsilon})} \leq C \|\varphi\|_{\varepsilon}.$$ (2.6)

(b) Given a smooth connected domain $\Gamma \subset \partial D$, there is a continuous extension operator $Z_{\Gamma_{\varepsilon}} : H^{\frac{1}{2}}(\Gamma_{\varepsilon}) \to H^1(D_{\varepsilon})$, such that

$$\|Z_{\Gamma_{\varepsilon}}(\varphi)\|_{\varepsilon} \leq C(\varepsilon^{\frac{1}{2}} \|\varphi\|_{L_2(\Gamma_{\varepsilon})} + |\varphi|_{H^{\frac{1}{2}}(\Gamma_{\varepsilon})}),$$

for all $\varphi \in H^{1/2}(\Gamma_{\varepsilon})$. (2.7)

(c) Let $\alpha \in (0, 1)$. For every bounded and measurable domain $A \subset D_{\varepsilon}$ with $0 \in A$, we have

$$\|\varepsilon \varphi\|_{L_1(A)} \leq \begin{cases} C \varepsilon^{1-\alpha} \|\varphi\|_{\varepsilon} & \text{for } d = 2 \\ C \varepsilon \|\varphi\|_{\varepsilon} & \text{for } d = 3 \end{cases}$$

for all $\varphi \in H^1(D_{\varepsilon})$. (2.8)

(d) For every measurable nonempty set $\Gamma \subset \partial D$, we have

$$\|\varepsilon \varphi\|_{L_2(D_{\varepsilon})} \leq C \|\nabla \varphi\|_{L_2(D_{\varepsilon})^d}$$

for all $\varphi \in H^{1}_{\varepsilon}(D_{\varepsilon})$. (2.9)

Proof. We refer to [BS21, Subsection 3.1] for a proof. □

Remark 2.3. Item (a) of the previous lemma is a scaled version of the trace theorem in $H^1(D_{\varepsilon})$. Item (b) is a scaled version of an extension operator on $H^1_{\varepsilon}(D_{\varepsilon})$. Item (d) is a scaled version of a Friedrich's inequality.

In the following we derive an asymptotic expansion of $u_{\varepsilon}$ using the compound layer method (see [MNP12a], [MNP12b]). Therefore, we introduce the variations of $u_{\varepsilon}$, for which we will prove estimates afterwards.
**Definition 2.4.** For almost every \( x \in D_\epsilon \), we define the first variation of the state \( u_\epsilon \) by

\[
U^{(1)}_\epsilon(x) := \left( \frac{u_\epsilon - u_0}{\epsilon} \right) \circ T_\epsilon(x), \quad \epsilon > 0.
\] (2.10)

Furthermore, we define the second variation of the state by

\[
U^{(2)}_\epsilon := \frac{U^{(1)}_\epsilon - U^{(1)}_\epsilon - \epsilon^{d-2} y^{(1)}(0) \circ T_\epsilon}{\epsilon}, \quad \epsilon > 0.
\] (2.11)

More generally, we define the \((k + 1)\)-th variation of \( u_\epsilon \) for \( k \geq 2 \) and \( \epsilon > 0 \) by

\[
U^{(k+1)}_\epsilon := \begin{cases} 
\frac{U^{(k)}_\epsilon - U^{(k)}_\epsilon - \epsilon^{d-2} y^{(k)}(0) \circ T_\epsilon}{\epsilon}, & \text{for } d = 2, \\
\frac{U^{(k)}_\epsilon - U^{(k)}_\epsilon - \epsilon^{d-2} y^{(k)}(0) \circ T_\epsilon}{\epsilon} & \text{for } d = 3,
\end{cases}
\] (2.12)

where \( \ln \) denotes the natural logarithm. Here \( U^{(k)}_\epsilon : \mathbb{R}^d \rightarrow \mathbb{R} \) are so-called boundary layer correctors, \( b^{(k)} \in \mathbb{R} \) are constants and \( y^{(k)} : D \rightarrow \mathbb{R} \) are regular correctors. The functions \( U^{(k)}_\epsilon \) aim to approximate \( U^{(k)}_\epsilon \), however, they introduce an error at the boundary of \( D_\epsilon \), which is corrected with the help of \( y^{(k)} \).

**Remark 2.5.** The difference in the definition of the variation of the state for \( k \geq 3 \) is a consequence of the asymptotic behaviour of the occurring boundary layer correctors. In fact, we will see that for \( k \geq 3 \) the leading term of \( U^{(k)}_\epsilon \) is homogeneous of degree 1 for \( d = 3 \), whereas in dimension \( d = 2 \) the leading term is given as the natural logarithm.

For convenience we recall that the fundamental solution of the Laplace operator \((-\Delta)\) in dimension two and three is given for \( x \neq 0 \) by:

\[
E(x) := \begin{cases} 
-\frac{1}{\pi} \ln(|x|) & \text{for } d = 2, \\
\frac{1}{4\pi|x|} & \text{for } d = 3.
\end{cases}
\] (2.13)

In the following lemma we introduce the boundary layer correctors \( U^{(k)}_\epsilon \) used in the definition of \( U^{(k)}_\epsilon \).

**Lemma 2.6.** Define for \( k \geq 2 \):

\[
U^{(k)}(x) = \int_\omega E(x - y) F^{(k)}(y) \, dy,
\] (2.14)

where \( F^{(k)}(y) := \frac{1}{(k-2)!} \nabla^{k-2}(f_1 - f_2)(x_0)[y]^{k-2} \). Then \( U^{(k)} \) satisfies:

\[
\int_{\mathbb{R}^d} \nabla U^{(k)} \cdot \nabla \varphi \, dx = \int_\omega F^{(k)} \varphi \, dx \quad \text{for all } \varphi \in C^1_c(\mathbb{R}^d)
\] (2.15)

and admits the following asymptotic expansion as \( |x| \rightarrow \infty \)

\[
U^{(k)}(x) = R^{(k)}_1(x) + \cdots + R^{(k)}_N(x) + O(|x|^{-(d-2+N)}),
\] (2.16)

where \( R^{(k)}_{\ell+1} : \mathbb{R}^d \rightarrow \mathbb{R} \) are given for \( k \geq 2 \) and \( \ell \geq 0 \) by

\[
R^{(k)}_{\ell+1}(x) = \frac{1}{\ell!} \int_\omega \partial^\ell_t E(x - ty)|_{t=0} F^{(k)}(y) \, dy.
\] (2.17)

**Proof.** It is clear that \( U^{(k)} \) satisfies (2.15), since \( U^{(k)} \) is given by the Newton potential. The asymptotic expansion (2.16) follows from a Taylor expansion of \( y \mapsto E(x - y) \). \( \square \)
For $k = 1$ we define $U^{(1)} := 0$ and $R^{(1)}_\ell := 0$ for $\ell \geq 1$. In the following we are going to derive several boundary estimates for $U^{(k)}$ and approximations of these functions. For this purpose we set $b^{(1)} := 0$ and more generally

$$b^{(k)} := -\frac{1}{2\pi} \int_{\omega} F^{(k)}(y) \, dy \quad \text{for } k \geq 2. \quad (2.18)$$

In view of $R^{(k)}_1(x) = E(x)\int_{\omega} F^{(k)}(y) \, dy$ we have by definition

$$R^{(k)}_1(\varepsilon x) = \begin{cases} R^{(k)}_1(x) + \ln(\varepsilon) b^{(k)} & \text{for } d = 2, \\ \frac{1}{\varepsilon} R^{(k)}_1(x) & \text{for } d = 3, \end{cases} \quad (2.19)$$

which explains the definition of $b^{(k)}$ in dimension two.

**Example 2.7.** We may compute the derivatives (2.17) explicitly for $\ell = 1, 2, 3, 4$ and obtain for $d = 2$

$$R^{(k)}_1(x) = -\frac{1}{2\pi} \ln(|x|) \int_{\omega} F^{(k)}(y) \, dy \quad (2.20)$$

$$R^{(k)}_2(x) = \frac{1}{2\pi} \frac{x}{|x|^2} \int_{\omega} y F^{(k)}(y) \, dy \quad (2.21)$$

$$R^{(k)}_3(x) = -\frac{1}{4\pi} \frac{1}{|x|^2} \int_{\omega} \left(|y|^2 - 2\frac{(x \cdot y)^2}{|x|^2}\right) F^{(k)}(y) \, dy \quad (2.22)$$

$$R^{(k)}_4(x) = -\frac{1}{12\pi} \frac{1}{|x|^4} \int_{\omega} \left(6|y|^2(x \cdot y) - 8\frac{(x \cdot y)^3}{|x|^2}\right) F^{(k)}(y) \, dy \quad (2.23)$$

and for $d = 3$

$$R^{(k)}_1(x) = \frac{1}{4\pi} \frac{1}{|x|} \int_{\omega} F^{(k)}(y) \, dy \quad (2.24)$$

$$R^{(k)}_2(x) = \frac{1}{4\pi} \frac{x}{|x|^3} \int_{\omega} y F^{(k)}(y) \, dy \quad (2.25)$$

$$R^{(k)}_3(x) = \frac{1}{8\pi} \frac{1}{|x|^3} \int_{\omega} \left(-|y|^2 + 3\frac{(x \cdot y)^2}{|x|^2}\right) F^{(k)}(y) \, dy \quad (2.26)$$

$$R^{(k)}_4(x) = \frac{1}{12\pi} \frac{1}{|x|^5} \int_{\omega} \left(6|y|^2(x \cdot y) - 8\frac{(x \cdot y)^3}{|x|^2}\right) F^{(k)}(y) \, dy \quad (2.27)$$

We will also need remainder estimates for the expansion (2.16) of $U^{(k)}$ in various norms:

**Lemma 2.8.** Let $\Gamma_\varepsilon \subset \partial D_\varepsilon$, $k \geq 2$ and $N \geq 1$. Then there is a constant $C > 0$, such that

- $\varepsilon \frac{1}{2} \|U^{(k)} - \sum_{\ell=1}^{N} R^{(k)}_\ell\|_{L^2(\Gamma_\varepsilon)} \leq C \varepsilon^{\frac{d}{2} + N - 1}$,

- $|U^{(k)} - \sum_{\ell=1}^{N} R^{(k)}_\ell|_{H^{\frac{d}{2}}(\Gamma_\varepsilon)} \leq C \varepsilon^{\frac{d}{2} + N - 1}$,

- $\|\partial_\nu U^{(k)} - \sum_{\ell=1}^{N} \partial_\nu R^{(k)}_\ell\|_{L^2(\partial \Omega)} \leq C \varepsilon^{\frac{d-1}{2} + N}$.

**Proof.** In view of (2.16) and (2.17) we have for $x \in \mathbb{R}^d$:

$$U^{(k)}(x) - \sum_{\ell=1}^{N} R^{(k)}_\ell(x) \leq C|x|^{-m} + O(|x|^{-m-1}),$$

with $m = d - 2 + N$. Thus, an application of [BS21, Lemma 3.4] yields the result. \qed
Next we introduce corrector functions which compensate the error introduced by the functions $U^{(k)}$.

**Definition 2.9.** We define for $k \geq 1$ the corrector $v^{(k)} \in H^1(D)$ with $v^{(k)}(x) = -\sum_{j=1}^{k} R_{j}^{(k-j+1)}(x-x_0)$ on $\Gamma$ and

$$
\int_{D} \nabla v^{(k)} \cdot \nabla \varphi \, dx = \int_{\Sigma} \left( \sum_{j=1}^{k} \partial_{v} R_{j}^{(k-j+1)}(x-x_0) \right) \varphi \, dS \quad \text{for all } \varphi \in H^1_{\Gamma}(D). \quad (2.28)
$$

**Remark 2.10.** Note that unique solvability of (2.28) can be shown by the Lemma of Lax-Milgram, and therefore $v^{(k)}$ are well-defined. Furthermore, since $R_{1}^{(1)} = 0$, for $\ell \geq 1$, we have $v^{(1)} = 0$.

By a change of variables, (2.28) can be equivalently written as $v^{(k)} \circ T_{\varepsilon}(x) = -\sum_{j=1}^{k} R_{j}^{(k-j+1)}(\varepsilon x)$ on $\Gamma_{\varepsilon}$ and

$$
\int_{D_{\varepsilon}} \nabla (\xi^{d-2} v^{(k)} \circ T_{\varepsilon}) \cdot \nabla \varphi \, dx = (\xi^{d-1} \sum_{j=1}^{k} \partial_{v} R_{j}^{(k-j+1)}(\varepsilon x)) \varphi \, dS \quad \text{for all } \varphi \in H^1_{\Gamma_{\varepsilon}}(D_{\varepsilon}). \quad (2.29)
$$

Later on we also need the following auxiliary result.

**Lemma 2.11.** Let $\varepsilon > 0$ be fixed. We have for all $k \geq 2$ and $d = 2$:

$$
U_{\varepsilon}^{(1)} - \varepsilon^{k-1} U_{\varepsilon}^{(k)} = \sum_{\ell=1}^{k-1} \varepsilon^{\ell-1} \{ U^{(\ell)} + \varepsilon^{d-2} v^{(\ell)} \circ T_{\varepsilon} + \ln(\varepsilon) b^{(\ell)} \} \quad \text{on } D_{\varepsilon}, \quad (2.30)
$$

with $b^{(\ell)}$ defined as in (2.18). We have for all $k \geq 2$ and $d = 3$:

$$
U_{\varepsilon}^{(1)} - \varepsilon^{k-1} U_{\varepsilon}^{(k)} = \sum_{\ell=1}^{k-1} \varepsilon^{\ell-1} \{ U^{(\ell)} + \varepsilon^{d-2} v^{(\ell)} \circ T_{\varepsilon} \} \quad \text{on } D_{\varepsilon}. \quad (2.31)
$$

**Proof.** This follows from Definition 2.4 and a simple induction proof. \qed

The following lemma will help us to compactly handle the inhomogeneous Dirichlet boundary conditions on $\Gamma_{\varepsilon}$:

**Lemma 2.12.** Fix $\varepsilon > 0$. Let $F_{\varepsilon} : H^1_{\Gamma_{\varepsilon}}(D_{\varepsilon}) \to \mathbb{R}$ be a linear and continuous functional with respect to $\| \cdot \|_{\varepsilon}$ and $g_{\varepsilon} \in H^1_{\Gamma_{\varepsilon}}(\Gamma_{\varepsilon})$. Then there exists a unique $V_{\varepsilon} \in H^1(D_{\varepsilon})$, such that

$$
\int_{D_{\varepsilon}} \nabla V_{\varepsilon} \cdot \nabla \varphi \, dx = F_{\varepsilon}(\varphi) \quad \text{for all } \varphi \in H^1_{\Gamma_{\varepsilon}}(D_{\varepsilon}), \quad (2.32)
$$

$$
V_{\varepsilon}|_{\Gamma_{\varepsilon}} = g_{\varepsilon}. \quad (2.33)
$$

Furthermore, there exists a constant $C > 0$, such that

$$
\| V_{\varepsilon} \|_{\varepsilon} \leq C(\| F_{\varepsilon} \|_{\varepsilon} + \varepsilon^{\frac{1}{2}} \| g_{\varepsilon} \|_{L_{2}(\Gamma_{\varepsilon})} + \| g_{\varepsilon} \|_{H^{\frac{1}{2}}(\Gamma_{\varepsilon})}). \quad (2.34)
$$

**Proof.** We refer to [BS21, Lemma 3.8] for a proof. \qed

**Corollary 2.13.** Let $k \geq 2$ and $d = 2$. There is a constant $C > 0$, such that for all $\varepsilon > 0$ small enough:

$$
\varepsilon^{\frac{1}{2}} \| U_{\varepsilon}^{(k)} - U^{(k)} - \varepsilon^{d-2} v^{(k)} \circ T_{\varepsilon} - \ln(\varepsilon) b^{(k)} \|_{L_{2}(\Gamma_{\varepsilon})} \leq C \varepsilon^{\frac{d}{2}}, \quad (2.35)
$$

$$
\| U_{\varepsilon}^{(k)} - U^{(k)} - \varepsilon^{d-2} v^{(k)} \circ T_{\varepsilon} - \ln(\varepsilon) b^{(k)} \|_{H^{\frac{1}{2}}(\Gamma_{\varepsilon})} \leq C \varepsilon^{\frac{d}{2}}. \quad (2.36)
$$

Let $k \geq 2$ and $d = 3$. There is a constant $C > 0$, such that for all $\varepsilon > 0$ small enough:

$$
\varepsilon^{\frac{1}{2}} \| U_{\varepsilon}^{(k)} - U^{(k)} - \varepsilon^{d-2} v^{(k)} \circ T_{\varepsilon} \|_{L_{2}(\Gamma_{\varepsilon})} \leq C \varepsilon^{\frac{d}{2}}, \quad (2.37)
$$

$$
\| U_{\varepsilon}^{(k)} - U^{(k)} - \varepsilon^{d-2} v^{(k)} \circ T_{\varepsilon} \|_{H^{\frac{1}{2}}(\Gamma_{\varepsilon})} \leq C \varepsilon^{\frac{d}{2}}. \quad (2.38)
$$
Proof. We restrict ourselves to the proof for \( d = 3 \). Let \( \varepsilon > 0 \) be sufficiently small. Using (2.19), the proof for \( d = 2 \) follows the same lines. First note that, by definition, \( U^{(k)}(\varepsilon) = U^{(k)} - \varepsilon^{d-2} \nu^{(k)} \circ T_\varepsilon = \varepsilon U^{(k+1)}_\varepsilon \) and that, from Lemma 2.11, we have

\[
\varepsilon U^{(k+1)}_\varepsilon = \varepsilon^{-(k-1)} U^{(1)}_\varepsilon + \sum_{\ell=1}^{k} \varepsilon^{\ell-k} (U^{(\ell)} + \varepsilon^{(d-2)} \nu^{(\ell)} \circ T_\varepsilon) \quad \text{on } D_\varepsilon. \tag{2.39}
\]

Moreover, since \( R^{(k-j+1)}_j(\varepsilon x) = e^{-(d-2)} e^{-(j-1)} R^{(k-j+1)}_j(x) \) for \( 1 \leq j \leq k \), we have for \( x \in \Gamma_\varepsilon \)

\[
\nu^{(\ell)} \circ T_\varepsilon(x) = -e^{-(d-2)} \sum_{j=1}^{\ell} e^{-(j-1)} R^{(\ell-j+1)}_j(x) \tag{2.40}
\]

and thus

\[
\sum_{\ell=1}^{k} \varepsilon^{\ell-k} e^{(d-2)} \nu^{(\ell)} \circ T_\varepsilon(x) \overset{(2.40)}{=} -e^{-(d-2)} \sum_{\ell=1}^{k} \sum_{j=1}^{\ell} e^{-(j-1)} R^{(\ell-j+1)}_j(x) \tag{2.41}
\]

\[
= -\sum_{\ell=1}^{k} \varepsilon^{\ell-k} \sum_{j=1}^{\ell} R^{(\ell)}_j(x), \tag{2.42}
\]

where in the last step we reordered the sum as illustrated in Figure 1 with \( a_{ij} = R^{(j)}_i \). Therefore, plugging this into (2.39) yields

\[
\varepsilon U^{(k+1)}_\varepsilon = \varepsilon^{-(k-1)} U^{(1)}_\varepsilon + \sum_{\ell=1}^{k} \varepsilon^{\ell-k} \left( U^{(\ell)} - \sum_{j=1}^{\ell} R^{(\ell)}_j \right) \quad \text{on } D_\varepsilon \tag{2.43}
\]

and since \( U^{(1)}_\varepsilon = 0 \) on \( \Gamma_\varepsilon \), it follows that there is a constant \( C > 0 \), such that

\[
\varepsilon^{\frac{1}{2}} \| \varepsilon U^{(k+1)}_\varepsilon \|_{L^2(\Gamma_\varepsilon)} \leq \sum_{\ell=1}^{k} \varepsilon^{\ell-k} \varepsilon^{\frac{1}{2}} \left( U^{(\ell)} - \sum_{j=1}^{\ell} R^{(\ell)}_j \right) \|_{L^2(\Gamma_\varepsilon)} \leq C \varepsilon^{\frac{d}{2}}. \tag{2.44}
\]

In the same way, using the \( H^{\frac{1}{2}} \) estimate of Lemma 2.8, one can show \( |\varepsilon U^{(k+1)}_\varepsilon|_{H^{\frac{1}{2}}(\Gamma_\varepsilon)} \leq C \varepsilon^{\frac{d}{2}}. \)

\[ \Box \]

Theorem 2.14. Let \( k \geq 1 \) and \( \alpha \in (0, 1) \). There is a constant \( C > 0 \), such that

\[
\| U^{(k)}_\varepsilon - U^{(k)} - \varepsilon^{d-2} \nu^{(k)} \circ T_\varepsilon - \ln(\varepsilon) b^{(k)} \|_{L^\varepsilon} \leq C \varepsilon^{1-\alpha} \quad \text{for } d = 2, \tag{2.45}
\]

\[
\| U^{(k)}_\varepsilon - U^{(k)} - \varepsilon^{d-2} \nu^{(k)} \circ T_\varepsilon \|_{L^\varepsilon} \leq C \varepsilon \quad \text{for } d = 3. \tag{2.46}
\]

Proof. We will only prove the estimate for \( d = 3 \). Using (2.19), the proof for \( d = 2 \) follows the same lines and is therefore left to the reader. Subtracting (2.1) for \( \varepsilon = 0 \) from (2.1) with \( \varepsilon > 0 \) we obtain

\[
\int_D \nabla(u_\varepsilon - u_0) \cdot \nabla \varphi \, dx = \int_D (f_\varepsilon - f_0) \varphi \, dx \quad \text{for all } \varphi \in H^1(\Omega) \tag{2.47}
\]
and thus, changing variables, we obtain for $\varepsilon > 0$:

$$
\int_{D_\varepsilon} \nabla U^{(1)}_\varepsilon \cdot \nabla \varphi \, dx = \varepsilon \int_{\omega} (f_1 - f_2) \circ T_\varepsilon \varphi \, dx =: F^{(1)}_\varepsilon(\varphi)
$$

(2.48)

for all $\varphi \in H^1_{1\varepsilon}(D_\varepsilon)$. An application of Lemma 2.2, item (c) shows $\|F^{(1)}_\varepsilon\|_\varepsilon \leq C\varepsilon$. Now since $U^{(1)}_\varepsilon \in H^1_{1\varepsilon}(D_\varepsilon)$, $U^{(1)} = 0$ and $\psi^{(1)} = 0$, Lemma 2.12 yields the desired estimate (2.46) for $k = 1$. Next we divide by $\varepsilon$ and subtract the equation for $U^{(2)}$, that is, equation (2.15) for $k = 2$ and the rescaled equation for $\varepsilon^{d-2} \psi^{(2)} \circ T_\varepsilon$, that is, equation (2.29) for $k = 2$ from (2.48) to obtain

$$
\int_{D_\varepsilon} \nabla(U^{(2)}_\varepsilon - U^{(2)} - \varepsilon^{d-2} \psi^{(2)} \circ T_\varepsilon) \cdot \nabla \varphi \, dx = \int_{\omega} \left((f_1 - f_2) \circ T_\varepsilon - (f_1(x_0) - f_2(x_0))\right) \varphi \, dx
$$

(2.49)

$$
\quad + \int_{\Sigma_\varepsilon} \left(\partial_\nu U^{(2)}_\varepsilon - \varepsilon^{d-1} \partial_\nu R^{(2)}_1(\varepsilon x)\right) \varphi \, dS,
$$

(2.50)

for $\varphi \in H^1_{1\varepsilon}(D_\varepsilon)$. Recalling $\varepsilon U^{(k+1)}_\varepsilon = U^{(k)}_\varepsilon - U^{(k)} - \varepsilon^{d-2} \psi^{(k)} \circ T_\varepsilon$ and continuing this process we obtain more generally for $k \geq 3$:

$$
\int_{D_\varepsilon} \nabla(\varepsilon U^{(k+1)}_\varepsilon) \cdot \nabla \varphi \, dx = \int_{\omega} \varepsilon^{-(k-2)}(f_1 - f_2) \circ T_\varepsilon \varphi \, dx
$$

$$
\quad - \int_{\omega} \sum_{\ell=1}^{k-2} \varepsilon^{-(k-2)+\ell} \frac{\nabla^\ell(f_1 - f_2)(x_0)[x]^\ell}{\ell!} \varphi \, dx
$$

(2.51)

$$
\quad + \int_{\Sigma_\varepsilon} \sum_{\ell=2}^{k} \varepsilon^{\ell-k} \left(\partial_\nu U^{(\ell)} - \sum_{j=1}^{k-\ell+1} \varepsilon^{d-1+j-1} \partial_\nu R^{(\ell)}(\varepsilon x)\right) \varphi \, dS =: F^{(k)}_\varepsilon(\varphi),
$$

for $\varphi \in H^1_{1\varepsilon}(D_\varepsilon)$. The Taylor expansion of $(f_1 - f_2) \circ T_\varepsilon$ at $\varepsilon = 0$ shows for all $\varepsilon$ small enough:

$$
\left| \int_{\omega} \varepsilon^{-(k-2)}(f_1 - f_2) \circ T_\varepsilon \varphi \, dx - \int_{\omega} \sum_{\ell=1}^{k-2} \varepsilon^{-(k-2)+\ell} \frac{\nabla^\ell(f_1 - f_2)(x_0)[x]^\ell}{\ell!} \varphi \, dx \right| \leq C\varepsilon \|\varphi\|_\varepsilon,
$$

(2.52)

for a constant $C > 0$. Furthermore, taking into account that

$$
\partial_\nu R^{(\ell)}(\varepsilon x) = \varepsilon^{-(d-2+j)} \partial_\nu R^{(\ell)}(x) \quad \text{for } \ell, j \geq 1,
$$

and thus, changing variables, we obtain for $\varepsilon > 0$:
it follows from Lemma 2.8 and Hölder’s inequality that
\[
\left| \int_{\Sigma_\varepsilon} \sum_{\ell=2}^{k} \varepsilon^{\ell-k} \left( \partial_\nu U^{(\ell)} - \sum_{j=1}^{k-\ell+1} \varepsilon^{d-1+j-1} \partial_\nu R_j^{(\ell)}(\varepsilon x) \right) \varphi \, dS \right| \leq \sum_{\ell=2}^{k} \varepsilon^{\ell-k} \left\| \partial_\nu U^{(\ell)} - \sum_{j=1}^{k-\ell+1} \partial_\nu R_j^{(\ell)}(x) \right\|_{L^2(\Sigma_\varepsilon)} \| \varphi \|_{L^2(\Sigma_\varepsilon)}
\]
\[
\leq C \varepsilon^{\frac{d}{4}} \| \varphi \|_{L^2(\Sigma_\varepsilon)}
\]
\[
\leq C \varepsilon^{\frac{d}{2}} \| \varphi \|_{L^2(\Sigma_\varepsilon)}
\]
(2.53)
for a constant $C > 0$, where in the last step we used the continuity of the trace operator (see Lemma 2.2, item (a)). Combining (2.52) and (2.53) we get $\| F^{(k)}_\varepsilon \|_\varepsilon \leq C \varepsilon$ for a constant $C > 0$ and $k \geq 2$. Additionally, we deduce from Corollary 2.13 that
\[
\varepsilon^{\frac{d}{2}} \| e U^{(k+1)}_\varepsilon \|_{L^2(\Gamma_\varepsilon)} + | e U^{(k+1)}_\varepsilon |_{H^2(\Gamma_\varepsilon)} \leq C \varepsilon^{\frac{d}{4}},
\]
for a positive constant $C > 0$. Thus, Lemma 2.12 yields (2.46) and therefore finishes the proof.

**Specialisation to spherical inclusion** $\omega = B_1(0)$ We now assume that the inclusion $\omega = B_1(0)$ is the unit ball in $\mathbb{R}^d$ centered at the origin and $f_1, f_2 \in \mathbb{R}$. In this case we see that $U^{(2)} \neq 0$ and $U^{(k)} = 0$ for all $k \geq 3$. Moreover, we have
\[
U^{(2)}(x) = (f_1 - f_2) \int_{B_1(0)} E(x - y) \, dy.
\]
(2.54)
Now we note that $y \mapsto E(x - y)$ is harmonic for all $x \in \mathbb{R}^d \setminus \overline{B_1(0)}$ and thus by the mean value theorem for harmonic functions
\[
U^{(2)}(x) = (f_1 - f_2)|B_1(0)| E(x).
\]
(2.55)
This means that $R^{(2)}_1(x) = (f_1 - f_2)|B_1(0)| E(x)$ and $R^{(2)}_\ell(x) = 0$ for all $\ell \geq 2$. Moreover, as mentioned before, we have $U^{(k)} = 0$ for all $k \geq 3$, which implies that $R^{(k)}_\ell(x) = 0$ for all $\ell \geq 1$ and $k \geq 3$. Therefore
\[
\sum_{j=1}^{k} R^{(k-j+1)}_{j}(x) = \begin{cases} R^{(2)}_1(x) & \text{for } k = 2, \\ 0 & \text{for } k \geq 3. \end{cases}
\]
(2.56)
This implies in particular that $v^{(k)} = 0$ for all $k \geq 3$. Hence it follows from (2.14) that
\[
U^{(2)}_\varepsilon - U^{(2)} - v^{(2)} \circ T_\varepsilon - \ln(\varepsilon) b^{(2)} = 0 \quad \text{for } d = 2,
\]
\[
U^{(2)}_\varepsilon - U^{(2)} - \varepsilon v^{(2)} \circ T_\varepsilon = 0 \quad \text{for } d = 3,
\]
(2.57)\,(2.58)
or equivalently
\[
u_{\varepsilon} = u_0 + \varepsilon^2 \left( U^{(2)}_\varepsilon \circ T^{-1}_\varepsilon + v^{(2)} \circ T^{-1}_\varepsilon + \ln(\varepsilon) b^{(2)} \right) \quad \text{for } d = 2,
\]
\[
u_{\varepsilon} = u_0 + \varepsilon^3 \left( \varepsilon^{-1} U^{(2)}_\varepsilon \circ T^{-1}_\varepsilon + v^{(2)} \right) \quad \text{for } d = 3.
\]
(2.59)\,(2.60)
We finally show that $U^{(2)}$ can be explicitly computed. In fact, $U^{(2)}$ solves
\[
-\Delta U^{(2)} = (f_1 - f_2) \chi_{B_1(0)} \quad \text{in } \mathbb{R}^d.
\]
(2.61)
But since \( U^{(2)}(x) = (f_1 - f_2)|B_1(0)|E(x) \) for all \( x \in \mathbb{R}^d \setminus \overline{B_1(0)} \) and since \( U^{(2)} \) is continuous, it follows that \( U^{(2)}(x) = (f_1 - f_2)|B_1(0)|E(x) \) on \( \partial B_1(0) \) and thus \( U^{(2)} \) must be a solution to the inhomogeneous Dirichlet problem: find \( U^{(2)} \in H^1(B_1(0)) \), such that \( U^{(2)}(x) = (f_1 - f_2)|B_1(0)|E(x) \) on \( \partial B_1(0) \) and

\[
- \Delta U^{(2)} = (f_1 - f_2) \quad \text{in } B_1(0).
\]

(2.62)

It is readily checked using polar coordinates that the solution is given for \( d = 2 \) by

\[
U^{(2)}(x) = \begin{cases} 
-f_1 - f_2 \frac{1}{2} (||x||^2 - 1) & \text{for } x \in B_1(0), \\
-f_1 - f_2 \frac{1}{2} \ln(||x||) & \text{for } x \in \mathbb{R}^2 \setminus \overline{B_1(0)},
\end{cases}
\]

(2.63)

and in dimension \( d = 3 \) using spherical coordinates leads to:

\[
U^{(2)}(x) = \begin{cases} 
-f_1 - f_2 \frac{1}{2} (||x||^2 - 3) & \text{for } x \in B_1(0), \\
(f_1 - f_2) \frac{1}{3} ||x|| & \text{for } x \in \mathbb{R}^3 \setminus \overline{B_1(0)}.
\end{cases}
\]

(2.64)

Recall that the function \( v^{(2)} \) was defined in (2.28) and is given by

\[
-\Delta v^{(2)} = 0 \quad \text{in } D,
\]

(2.65)

\[
v^{(2)} = -R_1^{(2)}(x - x_0) \quad \text{on } \Gamma,
\]

(2.66)

\[
-\partial_n v^{(2)} = R_1^{(2)}(x - x_0) \quad \text{on } \Sigma.
\]

(2.67)

Note that according to Example 2.7, and the fact that \( F^{(2)}(x) = f_1 - f_2 \) and \( |B_1(x_0)| \) is equal to \( \pi \) for \( d = 2 \) and equal to \( \frac{4\pi}{3} \) for \( d = 3 \), we have

\[
R_1^{(2)}(x) = \begin{cases} 
\frac{f_1 - f_2}{2} \ln(|x|) & \text{for } d = 2, \\
\frac{f_1 - f_2}{3|\bar{x}|} & \text{for } d = 3.
\end{cases}
\]

(2.68)

For a general domain \( D \) its solution cannot be explicitly computed. However, we know \( U^{(2)} \) explicitly and thus can write the expansion of \( u_\varepsilon \) as follows

\[
u,u_\varepsilon = u_0 + \varepsilon^2 \begin{cases} 
\left(-\frac{f_1 - f_2}{2} (\varepsilon^2 ||x - x_0||^2 - 1) + v^{(2)} - \frac{f_1 - f_2}{2} \ln(\varepsilon) \right) & \text{for } x \in B_\varepsilon(x_0), \\
\left(-\frac{f_1 - f_2}{2} \ln(||x - x_0||) + v^{(2)} \right) & \text{for } x \in D \setminus B_\varepsilon(x_0),
\end{cases}
\]

(2.69)

and in dimension \( d = 3 \):

\[
u,u_\varepsilon = u_0 + \varepsilon^3 \begin{cases} 
\left(-\frac{f_1 - f_2}{3} \ln(||x - x_0||) + v^{(2)} \right) & \text{for } x \in B_\varepsilon(x_0), \\
\left(-\frac{f_1 - f_2}{3} \frac{1}{3||x - x_0||^2} + v^{(2)} \right) & \text{for } x \in D \setminus B_\varepsilon(x_0).
\end{cases}
\]

(2.70)

Note that the \( \ln(\varepsilon) \) term in \( d = 2 \) disappears outside of \( B_\varepsilon(0) \) and that indeed \( u_\varepsilon - u_0 = 0 \) on \( \partial D \).

### 3 Analysis of the averaged adjoint equation for the \( H^1 \) tracking-type cost function

Since the analysis of the averaged adjoint variable for the \( L_2 \) tracking-type cost functional differs significantly from the analysis of the \( H^1 \) tracking-type cost functional, we split the cost functional \( J \) defined in (1.1) into two parts and treat each one separately. Thus, in this section we derive the asymptotics of the averaged adjoint state \( p_\varepsilon \) for the \( H^1 \) tracking-type part of (1.1). The \( L_2 \) tracking-type part of (1.1) is treated in Section 5.
3.1 $H^1$ tracking-type cost function and averaged adjoint

We consider the cost function

$$\mathcal{J}_2(\Omega) := \alpha_2 \int_D |\nabla(u_\Omega - u^\ast)|^2 \, dx,$$

where $\alpha_2 \geq 0$ and $u_\Omega \in H^1(D)$ satisfies $u_\Omega|_\Gamma = u_D$ and

$$\int_D \nabla u_\Omega \cdot \nabla \varphi \, dx = \int_D f_\Omega \varphi \, dx + \int_{\Sigma} u_N \varphi \, dS \quad \text{for all } \varphi \in H^1_1(D).$$

The associated Lagrangian is given by

$$\mathcal{L}(\epsilon, \varphi, \psi) := \alpha_2 \int_D |\nabla(\varphi - u^\ast)|^2 \, dx + \int_D \nabla \varphi \cdot \nabla \psi - f_\Omega \psi \, dx - \int_{\Sigma} u_N \psi \, dS, \quad \varphi, \psi \in H^1_1(D).$$

Now, the averaged adjoint equation reads: find $p_\epsilon \in H^1_1(D)$, such that

$$\int_0^1 \partial_s \mathcal{L}(\epsilon, su_\epsilon + (1-s)p_\epsilon)(\varphi) \, ds = 0 \quad \text{for all } \varphi \in H^1_1(D).$$

Or explicitly, evaluating the $ds$-integral, the perturbed averaged adjoint equation reads: find $p_\epsilon \in H^1_1(D)$, such that

$$\int_D \nabla \varphi \cdot \nabla p_\epsilon \, dx = -\alpha_2 \int_D \nabla(u_\epsilon + u_0 - 2u^\ast) \cdot \nabla \varphi \, dx \quad \text{for all } \varphi \in H^1_1(D).$$

By setting $\epsilon = 0$ we get the unperturbed averaged adjoint equation: find $p_0 \in H^1_1(D)$, such that

$$\int_D \nabla \varphi \cdot \nabla p_0 \, dx = -2\alpha_2 \int_D \nabla(u_0 - u^\ast) \cdot \nabla \varphi \, dx \quad \text{for all } \varphi \in H^1_1(D).$$

3.2 Asymptotic analysis of the averaged adjoint

Analogously to the definition of the variation of the state, we define the variation of the averaged adjoint state $p^{(k)}_\epsilon$, $k \geq 1$ by replacing the correctors $U^{(k)}$, $\nu^{(k)}$ and constants $b^{(k)}$ in Definition 2.4 by correctors $p^{(k)}_\epsilon$, $w^{(k)}_\epsilon$ and constants $c^{(k)}$ adapted to the differing right hand side in (3.5). Hence, we can deduce the following analogue to Lemma 2.11;

**Lemma 3.1.** Let $\epsilon > 0$ be fixed. We have for all $k \geq 2$ and $d \in \{2, 3\}$:

$$p^{(1)}_\epsilon - \epsilon^{k-1} p^{(k)}_\epsilon = \sum_{\ell=1}^{k-1} \epsilon^{\ell-1} \left( p^{(\ell)} + \epsilon^{d-2} w^{(\ell)} \circ T_\epsilon + \delta_{2,d} \ln(\epsilon) c^{(\ell)} \right) \quad \text{on } D_\epsilon,$$

where $\delta_{2,d}$ denotes the Kronecker delta function that satisfies $\delta_{2,d} = 1$ if $d = 2$ and $\delta_{2,d} = 0$ else.

By subtracting (3.5) from (3.6) changing variables with $T_\epsilon$ and dividing the results by $\epsilon > 0$, we see that the first variation of the averaged adjoint state satisfies

$$\int_{D_\epsilon} \nabla p^{(1)}_\epsilon \cdot \nabla \varphi \, dx = -\alpha_2 \int_{D_\epsilon} \nabla U^{(1)}_\epsilon \cdot \nabla \varphi \, dx \quad \text{for all } \varphi \in H^1_1(D_\epsilon).$$

It follows that $P^{(1)}_\epsilon = -\alpha_2 U^{(1)}_\epsilon$ and therefore the asymptotic behaviour of $P^{(1)}_\epsilon$ is up to a factor identical to the one of $U^{(1)}_\epsilon$. We summarise this result in the following theorem.
Theorem 3.2. For $\ell \geq 1$ let $P^{(\ell)} := -\alpha_2 U^{(\ell)}$, $w^{(\ell)} := -\alpha_2 v^{(\ell)}$ and $c^{(\ell)} := -\alpha_2 b^{(\ell)}$, with $U^{(\ell)}$ defined in Lemma 2.6, $v^{(\ell)}$ defined in (2.28) and $b^{(\ell)}$ defined in (2.18). Additionally, let $k \geq 1$ and $\alpha \in (0, 1)$. Then there is a constant $C > 0$, such that for all $\epsilon > 0$ sufficiently small:

$$
\|P^{(\ell)} - P^{(\ell)} - \epsilon^{d-2}w^{(\ell)} \circ T_{\epsilon} - \ln(\epsilon)c^{(\ell)}\|_{\epsilon} \leq C\epsilon^{1-\alpha} \quad \text{for } d = 2,
$$

$$
\|P^{(\ell)} - P^{(\ell)} - \epsilon^{d-2}w^{(\ell)} \circ T_{\epsilon}\|_{\epsilon} \leq C\epsilon \quad \text{for } d = 3.
$$

Proof. Since $P^{(1)} = -\alpha_2 U^{(1)}$ the result follows from Theorem 2.14.

\[ \Box \]

4 Complete topological expansion - $H^1$ tracking-type

In this section we compute the $n$-th topological derivative of the $H^1$ tracking-type part of the cost function defined in (3.1). That is, we are deriving an asymptotic expansion of the form

$$
\mathcal{J}_2(\Omega_\epsilon) = \mathcal{J}_2(\Omega) + \sum_{k=1}^{n} \ell_k(\epsilon) d^k \mathcal{J}_2(\Omega)(\omega, x_0) + o(\ell_n(\epsilon)),
$$

with $\mathcal{J}_2(\Omega)$ defined as in (3.1). Here $d^k \mathcal{J}_2(\Omega)(\omega, x_0)$ denotes the $k$-th topological derivative with respect to the initial domain $\Omega$ for the perturbation shape $\omega$ at the point $x_0$ and $\ell_k : \mathbb{R}^+ \rightarrow \mathbb{R}^+$ are continuous functions satisfying

$$
\lim_{\epsilon \searrow 0} \ell_k(\epsilon) = 0 \quad \text{and} \quad \lim_{\epsilon \searrow 0} \frac{\ell_{k+1}(\epsilon)}{\ell_k(\epsilon)} = 0, \quad \text{for } k \geq 1.
$$

As we will see, the logarithmic term $\ln(\epsilon)c^{(k)}$ in the asymptotic expansion of the adjoint state variable in $d = 2$ leads to a differing topological derivative compared to dimension $d = 3$. Thus, we will distinguish between both scenarios and derive a general formula of the topological derivative for both cases separately.

The following lemma helps us to compute the product of two finite sums in view of the asymptotic behaviour with respect to $\epsilon > 0$.

Lemma 4.1. For $N \geq 0$, $x \in \omega$ and $\epsilon > 0$ small let

$$
f_\epsilon(x) := \sum_{n=0}^{N} \epsilon^na_n(x) + \mathcal{O}(\epsilon^{N+1}; x), \quad g_\epsilon(x) := \sum_{n=0}^{N} \epsilon^n b_n(x) + \mathcal{O}(\epsilon^{N+1}; x),
$$

where $a_n, b_n : \omega \rightarrow \mathbb{R}$, $n \geq 0$ are functions independent of $\epsilon$. Then

$$
f_\epsilon(x)g_\epsilon(x) = \sum_{n=0}^{N} \epsilon^n \sum_{j=0}^{n} a_j(x)b_{n-j}(x) + \mathcal{O}(\epsilon^{N+1}; x).
$$

Proof. This can be shown by setting $a_n(x) = b_n(x) = 0$ for $n > N$ and computing the Cauchy product

$$
\left( \sum_{n=0}^{\infty} \epsilon^n a_n(x) \right) \left( \sum_{n=0}^{\infty} \epsilon^n b_n(x) \right) = \sum_{n=0}^{\infty} \epsilon^n \sum_{j=0}^{n} a_j(x)b_{n-j}(x).
$$

\[ \Box \]
4.1 General formula for higher order topological derivatives in \( d = 2 \)

In this section we treat the dimension \( d = 2 \). Recall that we considered the case of \( x_0 \in D \setminus \bar{\Omega} \). We have the following result:

**Theorem 4.2.** Let \( \ell_1(\epsilon) := |\omega_\epsilon|, \ell_2n(\epsilon) = \epsilon^n \ln(\epsilon)|\omega_\epsilon| \) and \( \ell_{2n+1}(\epsilon) = \epsilon^n|\omega_\epsilon| \), for \( n \geq 1 \). The topological derivative of \( \mathcal{J}_2 \) at \( x_0 \in D \setminus \bar{\Omega} \) and \( \omega \subset \mathbb{R}^2 \) with \( 0 \in \omega \) in dimension \( d = 2 \) is given by

\[
d^1 \mathcal{J}_2(\omega, x_0) = (f_2 - f_1)p_0(x_0),
\]

\[
d^{2n} \mathcal{J}_2(\omega, x_0) = \frac{1}{|\omega|} \sum_{j=0}^{n-1} \frac{1}{j!} \int_\omega \nabla^j (f_2 - f_1)(x_0)[x]^j c^{(n-j)} \, dx,
\]

\[
d^{2n+1} \mathcal{J}_2(\omega, x_0) = \frac{1}{|\omega|} \sum_{j=0}^{n-1} \frac{1}{j!} \int_\omega \nabla^j (f_2 - f_1)(x_0)[x]^j p^{(n-j)}(x) \, dx
\]

for \( n \geq 1 \), where \( w^{(\ell)}, p^{(\ell)} \) and \( c^{(\ell)} \), \( \ell \geq 1 \) are defined in Theorem 3.2.

**Proof.** Recall the Lagrangian introduced in Section 3.1. Let \( \epsilon \geq 0 \). We first observe by testing (3.4) with \( \varphi = u_\epsilon - u_0 \) that

\[
\mathcal{J}_2(\Omega_\epsilon) = \mathcal{L}(\epsilon, u_\epsilon, p_\epsilon) = \mathcal{L}(\epsilon, u_0, p_\epsilon)
\]

so that the cost function can be written only in terms of the averaged adjoint variable. Therefore, we have

\[
\mathcal{J}_2(\Omega_\epsilon) - \mathcal{J}(\Omega) = \mathcal{L}(\epsilon, u_0, p_\epsilon) - \mathcal{L}(\epsilon, u_0, p_0) + \mathcal{L}(\epsilon, u_0, p_0) - \mathcal{L}(0, u_0, p_0).
\]

Using Theorem 3.2, we now derive an expansion for both differences on the right hand side.

**Expansion of** \( \mathcal{L}(\epsilon, u_0, p_0) - \mathcal{L}(0, u_0, p_0) \): We have

\[
\mathcal{L}(\epsilon, u_0, p_0) - \mathcal{L}(0, u_0, p_0) = - \int_{\omega_\epsilon} (f_1 - f_2)p_0 \, dx
\]

\[
= \epsilon^d \int_\omega \frac{1}{\epsilon} (f_2 - f_1)p_0(\epsilon x) \, dx,
\]

where we used a change of variables in the last step. Hence, a Taylor expansion of \( \epsilon \mapsto \hat{p}_0 \circ T_\epsilon \) in \( \epsilon = 0 \) yields

\[
\hat{p}_0 \circ T_\epsilon(x) = \hat{p}_0(x_0) + \sum_{k=1}^N \epsilon^k \frac{\nabla^k \hat{p}_0(x_0)[x]^k}{k!} + \mathcal{O}(\epsilon^{N+1}).
\]

Now plugging this Taylor expansion (4.9) into (4.8), we get

\[
\frac{\mathcal{L}(\epsilon, u_0, p_0) - \mathcal{L}(0, u_0, p_0)}{|\omega_\epsilon|} = \hat{p}_0(x_0) + \sum_{k=1}^N \epsilon^k \frac{1}{|\omega|} \frac{1}{k!} \int_\omega \nabla^k \hat{p}_0(x_0)[x]^k \, dx + \mathcal{O}(\epsilon^{N+1}),
\]

where \( |\omega_\epsilon| \) denotes the volume of \( \omega_\epsilon \). Thus, we have discovered one part of the \( n \)-th order topological derivative.
Expansion of $\mathcal{L}(\epsilon, u_0, p_\epsilon) - \mathcal{L}(\epsilon, u_0, p_0)$: We proceed in several steps. First, we compute

\[
\mathcal{L}(\epsilon, u_0, p_\epsilon) - \mathcal{L}(\epsilon, u_0, p_0) = \int_D \nabla u_0 \cdot \nabla (p_\epsilon - p_0) - f_\Omega (p_\epsilon - p_0) \, dx - \int_\Sigma u_N (p_\epsilon - p_0) \, dS
\]

\[
= \int_D \nabla u_0 \cdot \nabla (p_\epsilon - p_0) - f_\Omega (p_\epsilon - p_0) \, dx - \int_\Sigma u_N (p_\epsilon - p_0) \, dS - \int_D (f_{\Omega_\epsilon} - f_\Omega) (p_\epsilon - p_0) \, dx
\]

\[
= \epsilon^d \int_\omega (f_2 - f_1) \circ T_\epsilon \epsilon P^{(1)} dx,
\]

where in the last step we used the change of variable $T_\epsilon$ and the definition $\epsilon P^{(1)} = (p_\epsilon - p_0) \circ T_\epsilon$. We now substitute $\epsilon P^{(1)}$ by the recursion formula of Lemma 3.1 and obtain

\[
\int_\omega (f_2 - f_1) \circ T_\epsilon \epsilon P^{(1)} dx = \sum_{n=1}^{N} \int_\omega (f_2 - f_1) \circ T_\epsilon \epsilon^n P^{(n)} dx
\]

\[
+ \sum_{n=1}^{N} \int_\omega (f_2 - f_1) \circ T_\epsilon \epsilon^n w^{(n)} \circ T_\epsilon dx
\]

\[
+ \sum_{n=1}^{N} \int_\omega (f_2 - f_1) \circ T_\epsilon \epsilon^n \ln(\epsilon) c^{(n)} dx
\]

\[
+ \int_\omega (f_2 - f_1) \circ T_\epsilon \epsilon^{N+1} P^{(N+1)} dx.
\]

Now we can expand all four terms:

- First term (4.12): We use Taylor’s expansion to write:

\[
(f_2 - f_1) \circ T_\epsilon (x) = \sum_{j=0}^{N} \epsilon^j a_j (x) + \mathcal{O}(\epsilon^{N+1}; x), \quad a_j (x) := \frac{\nabla^j (f_2 - f_1) (x_0) [x]^j}{j!}
\]

For the proof we set $P^{(0)} := 0$. Then, by Lemma 4.1 we have

\[
(f_2 - f_1) \circ T_\epsilon (x) \left( \sum_{n=1}^{N} \epsilon^n P^{(n)} (x) \right) = \sum_{n=0}^{N} \epsilon^n \left( \sum_{j=0}^{n} a_j (x) P^{(n-j)} (x) \right) + \mathcal{O}(\epsilon^{N+1}; x)
\]

and further, taking into account that $P^{(0)} = P^{(1)} = 0$,

\[
\sum_{n=1}^{N} \int_\omega (f_2 - f_1) \circ T_\epsilon \epsilon^n P^{(n)} dx = \sum_{n=2}^{N} \int_\omega \epsilon^n \left( \sum_{j=0}^{n-2} a_j (x) P^{(n-j)} (x) \right) dx + \mathcal{O}(\epsilon^{N+1}).
\]

- Second term (4.13): Again we use Taylor’s formula to expand the functions $\epsilon \mapsto \hat{w}^{(n)} \circ T_\epsilon$ at $\epsilon = 0$ with $\hat{w}^{(n)} := (f_2 - f_1) w^{(n)}$, $n \geq 1$ to deduce

\[
\hat{w}^{(n)} (x) = \sum_{j=0}^{N} \epsilon^j b_j^{(n)} (x) + \mathcal{O}(\epsilon^{N+1}; x), \quad b_j^{(n)} (x) := \frac{\nabla^j \hat{w}^{(n)} (x_0) [x]^j}{j!}
\]
Hence, a similar computation as in the first bullet point and an application of Lemma 4.1 yield

$$\sum_{n=1}^{N} \int_{\omega} \varepsilon^n (f_2 - f_1) w^{(n)} \circ T_\varepsilon \, dx = \sum_{n=1}^{N} \varepsilon^n \left( \sum_{j=0}^{n} \varepsilon^j \int_{\omega} b_j^{(n)}(x) \, dx \right) + O(\varepsilon^{N+1})$$

$$= \sum_{n=2}^{N} \varepsilon^n \left( \sum_{j=0}^{n-2} \varepsilon^j b_j^{(n-j)}(x) \right) + O(\varepsilon^{N+1}),$$

(4.20)

where we took into account $w^{(1)} = 0$ and therefore $b_j^{(1)} = 0$ for $j \geq 0$ as well.

- Third term (4.14): In view of the terms $a_j(x)$, $j \geq 0$ introduced above in (4.16), we have

$$\sum_{n=1}^{N} \int_{\omega} \varepsilon^n \ln(\varepsilon)(f_2 - f_1) \circ T_\varepsilon c^{(n)} \, dx = \left( \sum_{j=0}^{n} \varepsilon^j \ln(\varepsilon) \int_{\omega} a_j(x) \, dx \right) \left( \sum_{n=1}^{N} \varepsilon^n c^{(n)} \right) + o(\varepsilon^{N+1})$$

$$= \sum_{n=2}^{N} \varepsilon^n \ln(\varepsilon) \left( \sum_{j=0}^{n-2} \varepsilon^j a_j(x) c^{(n-j)} \right) + o(\varepsilon^N),$$

(4.21)

where we took into account that $c^{(1)} = 0$.

- Fourth term (4.15): Applying Lemma 2.2, item (c), to the last term and using the asymptotics derived in Theorem 3.2 gives

$$\left| \int_{\omega} (f_1 - f_2) \circ T_\varepsilon \varepsilon^{N+1} p^{(N+1)}_\varepsilon \, dx \right| \leq C \varepsilon^{N-\alpha} \| \varepsilon p^{(N+1)}_\varepsilon \|_\varepsilon \leq C \varepsilon^{N+1-2\alpha},$$

(4.22)

for a constant $C > 0$ and $\alpha \in (0, 1)$ sufficiently small.

Combining (4.18) - (4.22) leaves us with the expansion

$$\frac{\mathcal{L}(\varepsilon, u_0, p_\varepsilon) - \mathcal{L}(\varepsilon, u_0, p_0)}{|\omega_\varepsilon|} = \frac{1}{|\omega|} \sum_{k=2}^{N} \varepsilon^k \left( \sum_{j=0}^{k-2} a_j(x) p^{(k-j)}_\varepsilon(x) \right)$$

$$+ \frac{1}{|\omega|} \sum_{k=2}^{N} \varepsilon^k \left( \sum_{j=0}^{k-2} b_j^{(k-j)}(x) \right)$$

$$+ \frac{1}{|\omega|} \sum_{k=2}^{N} \varepsilon^k \ln(\varepsilon) \left( \sum_{j=0}^{k-2} a_j(x) c^{(k-j)} \right) + o(\varepsilon^N).$$

(4.23)

(4.24)

(4.25)

From this formula, together with (4.10), we see that the $n$-th topological derivative is given by (4.3)-(4.5).

As shown in Theorem 3.2, we have $p^{(1)}_\varepsilon = -a_2 U^{(1)}_\varepsilon$. Thus, we deduce the following result.
Corollary 4.3. The first five topological derivatives in dimension $d = 2$ read as follows:

$$
\begin{align*}
    d^1 \mathcal{J}_2(\Omega)(\omega, x_0) &= (f_2 - f_1)p_0(x_0), & \ell_1(\epsilon) &= |\omega|\epsilon^2, \\
    d^2 \mathcal{J}_2(\Omega)(\omega, x_0) &= 0, & \ell_2(\epsilon) &= |\omega|\epsilon^3, \\
    d^3 \mathcal{J}_2(\Omega)(\omega, x_0) &= \frac{1}{|\omega|} \int_\omega \nabla((f_2 - f_1)p_0(x_0)[x]) \, dx, & \ell_3(\epsilon) &= |\omega|\epsilon^4, \\
    d^4 \mathcal{J}_2(\Omega)(\omega, x_0) &= \alpha_2(f_2 - f_1)(x_0)\mathcal{b}^{(2)}, & \ell_4(\epsilon) &= |\omega|\epsilon^5, \\
    d^5 \mathcal{J}_2(\Omega)(\omega, x_0) &= \frac{1}{2|\omega|} \int_\omega \nabla^2((f_2 - f_1)p_0(x_0)[x]^2) \, dx \\
    & \quad + \frac{\alpha_2(f_2 - f_1)(x_0)}{|\omega|} \int_\omega f^{(2)} \, dx, & \ell_5(\epsilon) &= |\omega|\epsilon^6. \\
\end{align*}
$$

4.1.1 Special cases

In this section we consider some special cases for our input data in dimension $d = 2$ and discuss how this influences the topological derivative.

At first, let the inhomogeneity be piecewise constant, that is, assume $f_1, f_2 \in \mathbb{R}$. Thus, it follows from (2.15) that $U^{(k)} = 0$ for $k \neq 2$. Additionally, we have $P^{(k)} = 0$ and $b^{(k)} = c^{(k)} = 0$, for $k \neq 2$. Since $a_j(x)$ denotes the $j$-th term of the Taylor’s expansion of $(f_2 - f_1) \circ T_\epsilon$, we further deduce that $a_j(x) = 0$ for $j > 0$. These observations yield the following result:

Corollary 4.4. Assume that $f_1, f_2 \in \mathbb{R}$. Let $\ell_1(\epsilon) := |\omega|\epsilon$, $\ell_2n(\epsilon) := \epsilon^n|\omega|\epsilon$, $\ell_2n+1(\epsilon) = \epsilon^n|\omega|\epsilon$, for $n \geq 1$. The topological derivative of $\mathcal{J}_2$ at $x_0 \in D \setminus \bar{\Omega}$ and $\omega \subset \mathbb{R}^d$ with $0 \in \omega$ in dimension $d = 2$ is given by

$$
\begin{align*}
    d^1 \mathcal{J}_2(\Omega)(\omega, x_0) &= (f_2 - f_1)p_0(x_0), & d^2 \mathcal{J}_2(\Omega)(\omega, x_0) &= 0 \\
    d^3 \mathcal{J}_2(\Omega)(\omega, x_0) &= \frac{f_2 - f_1}{|\omega|} \int_\omega \nabla p_0(x_0)[x] \, dx, & d^4 \mathcal{J}_2(\Omega)(\omega, x_0) &= (f_2 - f_1)c^{(2)}, \\
    d^5 \mathcal{J}_2(\Omega)(\omega, x_0) &= \frac{1}{|\omega|} \int_\omega \nabla^2 p_0(x_0)[x]^2 \, dx \\
    & \quad + \frac{f_2 - f_1}{|\omega|} \int_\omega p^{(2)}(x) \, dx, & d^6 \mathcal{J}_2(\Omega)(\omega, x_0) &= 0 \\
    d^2n \mathcal{J}_2(\Omega)(\omega, x_0) &= 0 \\
    d^{2n+1} \mathcal{J}_2(\Omega)(\omega, x_0) &= \frac{f_2 - f_1}{|\omega|} \int_\omega \nabla^n p_0(x_0)[x]^n \, dx \\
    & \quad + \frac{f_2 - f_1}{|\omega|} \left( \sum_{j=0}^{n-2} \frac{1}{j!} \int_\omega \nabla^j w^{(n-j)}(x_0)[x]^j \, dx \right),
\end{align*}
$$

for $n \geq 3$, where $w^{(\ell)}, P^{(\ell)}$ and $c^{(\ell)}$, $\ell \geq 1$ are defined in Theorem 3.2.
Next we consider a symmetric inclusion $\omega \subset \mathbb{R}^2$. To be precise, we assume that for each point $(x, y) \in \omega$ we have $(-x, y) \in \omega$ and $(x, -y) \in \omega$. From this, one readily checks that

$$\int_{\omega} \nabla^k h(x_0) [x]^k \, dx = 0 \quad \text{for } k \text{ odd}$$

(4.38)

for a sufficiently smooth function $h$. As a result, the odd numbered boundary layer correctors and the corresponding logarithmic terms vanish. That is,

$$U^{(k)} = p^{(k)} = 0, \quad \text{for } k \text{ odd},$$

$$b^{(k)} = c^{(k)} = 0, \quad \text{for } k \text{ odd}.$$  

Additionally, since we derived the topological derivative by expanding $p_0, f_2 - f_1$ and $w^{(k)}$, $k \geq 2$ with the help of Taylor’s expansion, some terms in the general formula can be skipped by the same argument. These considerations yield the following corollary:

**Corollary 4.5.** Assume that $f_1, f_2 \in \mathbb{R}$ and the perturbation shape $\omega$ is symmetric. Let $\ell_1(\epsilon) := |\omega_{\epsilon}|$, $\ell_{2n}(\epsilon) = \epsilon^n \ln(\epsilon)|\omega_{\epsilon}|$ and $\ell_{2n+1}(\epsilon) = \epsilon^n |\omega_{\epsilon}|$, for $n \geq 1$. The topological derivative of $\mathcal{J}_2$ at $x_0 \in D \setminus \overline{\Omega}$ and $\omega \subset \mathbb{R}^2$ with $0 \in \omega$ in dimension $d = 2$ is given by

$$d^1 \mathcal{J}_2(\Omega)(\omega, x_0) = (f_2 - f_1)p_0(x_0), \quad d^2 \mathcal{J}_2(\Omega)(\omega, x_0) = 0$$

(4.39)

$$d^3 \mathcal{J}_2(\Omega)(\omega, x_0) = 0, \quad d^4 \mathcal{J}_2(\Omega)(\omega, x_0) = (f_2 - f_1)c^{(2)}$$

(4.40)

$$d^5 \mathcal{J}_2(\Omega)(\omega, x_0) = \frac{1}{|\omega|} \frac{f_2 - f_1}{2} \int_{\omega} \nabla^2 p_0(x_0) [x]^2 \, dx$$

$$+ \frac{f_2 - f_1}{|\omega|} \int_{\omega} p^{(2)}(x) \, dx + (f_2 - f_1)w^{(2)}(x_0),$$

$$d^{2n} \mathcal{J}_2(\Omega)(\omega, x_0) = 0$$

(4.41)

$$d^{2n+1} \mathcal{J}_2(\Omega)(\omega, x_0) = \frac{f_2 - f_1}{|\omega|} \frac{1}{n!} \int_{\omega} \nabla^n p_0(x_0) [x]^n \, dx$$

$$+ \frac{f_2 - f_1}{|\omega|} \left( \sum_{j=0}^{n-2} \frac{1}{(2j)!} \int_{\omega} \nabla^{2j} w^{(n-2j)}(x_0) [x]^{2j} \, dx \right)$$

(4.42)

for $n \geq 3$, where $w^{(\ell)}, p^{(\ell)}$ and $c^{(\ell)}$, $\ell \geq 1$ are defined in Theorem 3.2.

Let us finish this section with computing the first five topological derivatives for the unit ball.
Corollary 4.6. For the inclusion $\omega := B(0)$ the unit ball in $\mathbb{R}^2$ centered at the origin and $f_1, f_2 \in \mathbb{R}$, the topological derivatives in dimension $d = 2$ read:

\[
\begin{align*}
    d^1 \mathcal{J}_2(\Omega)(\omega, x_0) &= (f_2 - f_1)p_0(x_0), & \ell_1(\epsilon) &= |\omega| \epsilon^2, \\
    d^2 \mathcal{J}_2(\Omega)(\omega, x_0) &= 0, & \ell_2(\epsilon) &= |\omega| \epsilon^2(\epsilon \ln(\epsilon)), \\
    d^3 \mathcal{J}_2(\Omega)(\omega, x_0) &= 0, & \ell_3(\epsilon) &= |\omega| \epsilon^3, \\
    d^4 \mathcal{J}_2(\Omega)(\omega, x_0) &= -\frac{a_2(f_1 - f_2)^2}{2}, & \ell_4(\epsilon) &= |\omega| \epsilon^3(\epsilon \ln(\epsilon)), \\
    d^5 \mathcal{J}_2(\Omega)(\omega, x_0) &= \frac{(f_2 - f_1)}{2\pi} \int_{\omega} \nabla^2 p_0(x_0)[x]^2 \, dx, \quad \ell_5(\epsilon) = |\omega| \epsilon^4,
\end{align*}
\]

\[
\begin{align*}
    &+ \frac{a_2(f_1 - f_2)}{\pi} \int_{\omega} u^{(2)} \, dx \\
    &+ a_2(f_1 - f_2)v^{(2)}(x_0).
\end{align*}
\]

4.2 General formula for higher order topological derivatives in $d = 3$

Similarly to the previous section one can derive the following result regarding the topological derivative of the $H^1$ tracking-type part of the cost functional in dimension $d = 3$.

Theorem 4.7. Let $\ell_1(\epsilon) := |\omega| \epsilon$ and $\ell_n(\epsilon) = \epsilon^{n-1}|\omega|$, for $n \geq 2$. The topological derivative of $\mathcal{J}_2$ at $x_0 \in \mathbb{R}^3$ with $0 \in \omega$ in dimension $d = 3$ is given by

\[
\begin{align*}
    d^1 \mathcal{J}_2(\Omega)(\omega, x_0) &= ((f_2 - f_1)p_0)(x_0), & d^2 \mathcal{J}_2(\Omega)(\omega, x_0) &= \frac{1}{|\omega|} \int_{\omega} \nabla((f_2 - f_1)p_0)(x_0)[x] \, dx \quad (4.45)
\end{align*}
\]

\[
\begin{align*}
    d^{n+1} \mathcal{J}_2(\Omega)(\omega, x_0) &= \frac{1}{|\omega|} \frac{1}{n!} \int_{\omega} \nabla^n((f_2 - f_1)p_0)(x_0)[x]^n \, dx \\
    &+ \frac{1}{|\omega|} \left( \sum_{j=0}^{n-2} \frac{1}{j!} \int_{\omega} \nabla^j(f_2 - f_1)(x_0)[x]^j p^{(n-j)}(x) \, dx \right) \\
    &+ \frac{1}{|\omega|} \left( \sum_{j=0}^{n-3} \frac{1}{j!} \int_{\omega} \nabla^j((f_2 - f_1)w^{(n-1-j)})(x_0)[x]^j \, dx \right).
\end{align*}
\]

for $n \geq 2$, where $w^{(\ell)}, p^{(\ell)}$ and $c^{(\ell)}, \ell \geq 1$ are defined in Theorem 3.2.

Proof. This can be shown similarly to the proof in $d = 2$. The main difference is the shift in the third term of (4.46), which is a result of the factor $\epsilon^{d-2} = \epsilon^1$ in Lemma 3.1. Additionally, the absence of the logarithmic terms leads to a clearer representation of the general formula of the topological derivative compared to the two dimensional case. \hfill \Box

Similarly to Corollary 4.3, we get the following result.

Corollary 4.8. The first three topological derivatives in terms of the correctors of $U_{\epsilon}^{(1)}$ in dimension $d = 3$
We consider the cost function

\[ d^1 J_2(\Omega, x_0) = ((f_2 - f_1)p_0)(x_0), \quad \ell_1(\varepsilon) = |\omega|\varepsilon^3, \]  

\[ d^2 J_2(\Omega, x_0) = \frac{1}{|\omega|} \int_\omega \nabla((f_2 - f_1)p_0)(x_0)[x] \, dx, \quad \ell_2(\varepsilon) = |\omega|\varepsilon^4, \]  

\[ d^3 J_2(\Omega, x_0) = \frac{1}{2|\omega|} \int_\omega \nabla^2((f_2 - f_1)p_0)(x_0)[x]^2 \, dx, \quad \ell_3(\varepsilon) = |\omega|\varepsilon^5, \]  

\[ + \frac{\alpha_2(f_1 - f_2)(x_0)}{|\omega|} \int_\omega U^{(2)} \, dx. \]  

(4.47) \quad (4.48) \quad (4.49) \quad (4.50)

5 Analysis of the averaged adjoint equation - \( L_2 \) tracking-type

In this section we derive the asymptotics of the averaged adjoint state \( p_\varepsilon \) for the \( L_2 \) tracking-type part of (1.1). The analysis differs significantly from the \( H^1 \) tracking-type cost function and involves the fundamental solution of the bi-harmonic equation. Since the bi-harmonic equation is not homogeneous in dimension \( d = 2 \), the analysis in this case is more complicated and requires the introduction of several regular corrector equations.

5.1 \( L_2 \) tracking-type cost function and averaged adjoint

We consider the cost function

\[ J_1(\Omega) := \alpha_1 \int_D (u_\Omega - u^*)^2 \, dx, \]  

(5.1)

where \( \alpha_1 \geq 0 \) and \( u_\Omega \in H^1(D) \) satisfies \( u_\Omega|_\Gamma = u_D \) and

\[ \int_D \nabla u_\Omega \cdot \nabla \varphi \, dx = \int_D f_{\Omega|} \varphi \, dx + \int_{\Sigma} u_N \varphi \, dS \quad \text{for all } \varphi \in H^1_\Gamma(D). \]  

(5.2)

The associated Lagrangian is given by

\[ L(\varepsilon, \varphi, \psi) := \alpha_1 \int_D (\varphi - u^*)^2 \, dx + \int_D \nabla \varphi \cdot \nabla \psi - f_{\Omega|} \psi \, dx - \int_{\Sigma} u_N \psi \, dS, \quad \varphi, \psi \in H^1_\Gamma(D). \]  

(5.3)

Now, the averaged adjoint equation reads: find \( p_\varepsilon \in H^1_\Gamma(D) \), such that

\[ \int_0^1 \partial_u L(\varepsilon, su_\varepsilon + (1-s)u_0, p_\varepsilon)(\varphi) \, ds = 0 \quad \text{for all } \varphi \in H^1_\Gamma(D). \]  

(5.4)

Or explicitly, evaluating the \( ds \)-integral, the perturbed averaged adjoint equation reads: find \( p_\varepsilon \in H^1_\Gamma(D) \), such that

\[ \int_D \nabla \varphi \cdot \nabla p_\varepsilon \, dx = -\alpha_1 \int_D (u_\varepsilon + u_0 - 2u^*) \varphi \, dx \quad \text{for all } \varphi \in H^1_\Gamma(D). \]  

(5.5)

By setting \( \varepsilon = 0 \) we get the unperturbed averaged adjoint equation: find \( p_0 \in H^1_\Gamma(D) \), such that

\[ \int_D \nabla \varphi \cdot \nabla p_0 \, dx = -\alpha_1 \int_D 2(u_0 - u^*) \varphi \, dx \quad \text{for all } \varphi \in H^1_\Gamma(D). \]  

(5.6)
Higher order topological derivatives

5.2 Analysis of the averaged adjoint

Due to the differing boundary layer correctors occurring in the analysis of the averaged adjoint state variable associated with this specific cost functional, some modifications of the variation of the averaged adjoint state compared to the direct state have to be considered. Thus, we will introduce them in the following:

**Definition 5.1.** For almost every $x \in \mathcal{D}_\epsilon$, we define the first variation of the averaged adjoint state $p_\epsilon$ by

$$p_\epsilon^{(1)}(x) := \left( \frac{p_\epsilon - p_0}{\epsilon} \right) \circ T_\epsilon(x), \quad \epsilon > 0. \tag{5.7}$$

Furthermore, we define the second variation of the averaged adjoint state by

$$p_\epsilon^{(2)} := \frac{p_\epsilon^{(1)}}{\epsilon}, \quad \epsilon > 0, \tag{5.8}$$

and the third variation of the averaged adjoint state for $\epsilon > 0$ by

$$p_\epsilon^{(3)} := \begin{cases} \frac{p_\epsilon^{(2)} - \epsilon^2 p_\epsilon^{(2)} - \epsilon^d T_\epsilon^{(2)} \circ T_\epsilon - \epsilon^d m^{(2)} \circ T_\epsilon - \ln(\epsilon)n^{(2)} \circ T_\epsilon}{\epsilon} & \text{for } d = 2, \\ \frac{p_\epsilon^{(2)} - \epsilon^2 p_\epsilon^{(2)} - \epsilon^d T_\epsilon^{(2)} \circ T_\epsilon - \epsilon^d m^{(2)} \circ T_\epsilon}{\epsilon} & \text{for } d = 3. \end{cases} \tag{5.9}$$

More generally, we define the $(k+1)$-th variation of $p_\epsilon$ for $k \geq 3$ and $\epsilon > 0$ by

$$p_\epsilon^{(k+1)} := \begin{cases} \frac{p_\epsilon^{(k)} - \epsilon^2 p_\epsilon^{(k)} - \epsilon^d T_\epsilon^{(k)} \circ T_\epsilon - \epsilon^d w^{(k)} \circ T_\epsilon - \epsilon^d m^{(k)} \circ T_\epsilon - \ln(\epsilon)n^{(k)} \circ T_\epsilon}{\epsilon} & \text{for } d = 2, \\ \frac{p_\epsilon^{(k)} - \epsilon^2 p_\epsilon^{(k)} - \epsilon^d T_\epsilon^{(k)} \circ T_\epsilon - \epsilon^d w^{(k)} \circ T_\epsilon - \epsilon^d m^{(k)} \circ T_\epsilon}{\epsilon} & \text{for } d = 3. \end{cases} \tag{5.10}$$

Here, $p_\epsilon$, $m^{(k)}$ and $n^{(k)}$ aim to approximate $U^{(k)}$, $v^{(k)}$ and $b^{(k)}$, respectively, whereas $L^{(k)}$ and $w^{(k)}$ correct the error on the boundary, which is introduced by $P^{(k)}$.

As a result of Definition 5.1, we get the following analogue to Lemma 2.11.

**Lemma 5.2.** We have for $k \geq 2$

$$p_\epsilon^{(1)} - \epsilon^{k-1} p_\epsilon^{(k)} = \sum_{\ell=1}^{k-1} \epsilon^{\ell-1} \left( \epsilon^d P^{(k)} + \epsilon^d T_\epsilon - \epsilon^d m^{(k)} \circ T_\epsilon + \epsilon^d w^{(k)} \circ T_\epsilon + \epsilon^d L^{(k)} \circ T_\epsilon + \epsilon^d T_\epsilon + \ln(\epsilon)n^{(k)} \circ T_\epsilon \right) \quad \text{for } d = 2,$$

$$p_\epsilon^{(1)} - \epsilon^{k-1} p_\epsilon^{(k)} = \sum_{\ell=1}^{k-1} \epsilon^{\ell-1} \left( \epsilon^d P^{(k)} + \epsilon^d T_\epsilon - \epsilon^d m^{(k)} \circ T_\epsilon + \epsilon^d w^{(k)} \circ T_\epsilon + \epsilon^d T_\epsilon + \ln(\epsilon)n^{(k)} \circ T_\epsilon \right) \quad \text{for } d = 3,$$  

where we introduce for convenience $P^{(1)} = L^{(1)} = w^{(1)} = m^{(1)} = n^{(1)} = 0$.

**Proof.** This follows by a straightforward induction proof and is therefore omitted. \hfill \Box

**Lemma 5.3.** For $k \geq 2$ let $P^{(k)}(x) := -\alpha_1 \int_\omega \phi(x - y) F^{(k)}(y) \, dy$, where

$$\phi(x) := \begin{cases} \frac{1}{8\pi} (|x|^2 \ln(|x|) - |x|^2) & \text{for } d = 2, \\ \frac{1}{8\pi} |x| & \text{for } d = 3, \end{cases} \tag{5.13}$$

denotes the fundamental solution of the bi-harmonic equation (see [GS64, Sec. 4.2, pp. 201]) and $F^{(k)}$ is defined in Lemma 2.6. Then $P^{(k)}$ satisfies

$$\int_{\mathbb{R}^d} \nabla P^{(k)} \cdot \nabla \varphi \, dx = -\alpha_1 \int_{\mathbb{R}^d} U^{(k)} \varphi \, dx \quad \text{for all } \varphi \in C^1_c(\mathbb{R}^d). \tag{5.14}$$
Moreover, in dimension $d = 2$, $P^{(k)}$ has the asymptotic behavior

$$
P^{(k)}(x) = A_2^{(k)}(x) \ln(|x|) + A_1^{(k)}(x) \ln(|x|) + A_0^{(k)}(x) \ln(|x|) + B_2^{(k)}(x) + B_1^{(k)}(x) + B_0^{(k)}(x) + \sum_{\ell=1}^{N} S_\ell^{(k)}(x) + \mathcal{O}(|x|^{-(d-2+N+1)}), \tag{5.15}
$$

and in dimension $d = 3$, we have

$$
P^{(k)}(x) = A_1^{(k)}(x) + A_0^{(k)}(x) + A_{-1}^{(k)}(x) + \sum_{\ell=1}^{N} S_\ell^{(k)}(x) + \mathcal{O}(|x|^{-(d-2+N+1)}), \tag{5.16}
$$

for $|x| \to \infty$, where $N \geq 1, A_i^{(k)}, B_i^{(k)}$ are homogeneous of degree $i$ and $S_\ell^{(k)}$ are homogeneous of degree $-(d-2+i)$.

**Proof.** Similar to [GG01, Lemma 4.1, pp. 54], one can show that $P^{(k)} \in C^2(\mathbb{R}^d)$ and

$$
\frac{\partial^2}{\partial x_i \partial x_j} P^{(k)} = -\alpha_1 \int_{\omega} \frac{\partial^2}{\partial x_i \partial x_j} \phi(x-y) F^{(k)}(y) \, dy.
$$

Since $-\Delta \phi = E$, where $E$ denotes the fundamental solution of the Laplace equation introduced in (2.13), one readily follows

$$
-\Delta P^{(k)} = \alpha_1 \int_{\omega} \Delta \phi(x-y) F^{(k)}(y) \, dy = -\alpha_1 \int_{\omega} E(x-y) F^{(k)}(y) \, dy = -\alpha_1 U^{(k)} \quad \text{on } \mathbb{R}^d,
$$

where in the last step we used (2.14). This shows (5.14). Now, the asymptotic behaviour (5.15), (5.16) follows from a Taylor’s expansion of $\phi$.

**Example 5.4.** The terms $S^{(k)}_{\ell+1} : \mathbb{R}^d \to \mathbb{R}$ are given for $k \geq 2$ and $\ell \geq 1$ by

$$
S^{(k)}_{\ell}(x) = \frac{1}{(\ell+2)!} \int_{\omega} \delta^{\ell+2} \phi(x-t y)|_{t=0} F^{(k)}(y) \, dy, \tag{5.17}
$$

with $F^{(k)}(y) := \frac{1}{|k-2|!} \nabla^{k-2} (f_1 - f_2)(x_0)[y]^{k-2}$. Additionally, the leading terms can be explicitly computed for $d = 2$ as

$$
A_2^{(k)}(x) = -\frac{\alpha_1}{8\pi} |x|^2 \int_{\omega} F^{(k)}(y) \, dy, \tag{5.18}
$$

$$
A_1^{(k)}(x) = \frac{\alpha_1}{4\pi} \int_{\omega} x \cdot y F^{(k)}(y) \, dy, \tag{5.19}
$$

$$
A_0^{(k)}(x) = -\frac{\alpha_1}{8\pi} \int_{\omega} |y|^2 F^{(k)}(y) \, dy, \tag{5.20}
$$

$$
B_2^{(k)}(x) = \frac{\alpha_1}{8\pi} |x|^2 \int_{\omega} F^{(k)}(y) \, dy, \tag{5.21}
$$

$$
B_1^{(k)}(x) = -\frac{\alpha_1}{8\pi} \int_{\omega} x \cdot y F^{(k)}(y) \, dy, \tag{5.22}
$$

$$
B_0^{(k)}(x) = -\frac{\alpha_1}{8\pi} \int_{\omega} \left( \frac{(x \cdot y)^2}{|x|^2} - \frac{|y|^2}{2} \right) F^{(k)}(y) \, dy, \tag{5.23}
$$
and similarly for $d = 3$ the leading terms are given as

$$A_1^{(k)}(x) = \frac{\alpha_1}{8\pi} |x| \int_{\omega} F^{(k)}(y) \, dy,$$

$$A_0^{(k)}(x) = -\frac{\alpha_1}{8\pi} \int_{\omega} \frac{x \cdot y}{|x|} F^{(k)}(y) \, dy,$$

$$A_{-1}^{(k)}(x) = \frac{\alpha_1}{16\pi} \int_{\omega} \left( \frac{|x|^2 y^2 - (x \cdot y)^2}{|x|^3} \right) F^{(k)}(y) \, dy.$$

(5.24)  
(5.25)  
(5.26)

Next we will look at the remaining components of (5.10).

**Definition 5.5.** For $k \geq 3$ we define the corrector $w^{(k)} \in H^1(D)$ as the unique solution to

$$w^{(k)} = -\sum_{\ell=1}^{k} S^{(k-\ell)}_\ell(x - x_0), \quad \text{on } \Gamma,$$

$$\int_D \nabla w^{(k)} \cdot \nabla \varphi \, dx = \int_{\Sigma} \left( \sum_{\ell=1}^{k} \partial_\nu S^{(k-\ell)}_\ell(x - x_0) \right) \varphi \, dS \quad \text{for all } \varphi \in H^1_\Gamma (D),$$

(5.27)  
(5.28)

where we introduce $S^{(0)}_\ell = S^{(1)}_\ell = 0$ for $\ell \geq 1$. Additionally, we define for $k \geq 2$ the corrector $m^{(k)} \in H^1_\Gamma (D)$ as the unique solution to

$$\int_D \nabla m^{(k)} \cdot \nabla \varphi \, dx = -\alpha_1 \int_D v^{(k)} \varphi \, dx \quad \text{for all } \varphi \in H^1_\Gamma (D),$$

and $n^{(k)} \in H^1_\Gamma (D)$ as the unique solution to

$$\int_D \nabla n^{(k)} \cdot \nabla \varphi \, dx = -\alpha_1 b^{(k)} \int_D \varphi \, dx \quad \text{for all } \varphi \in H^1_\Gamma (D).$$

(5.29)  
(5.30)

The function $p^{(k)}$ approximates $p^{(k)}_\epsilon$ inside $\omega$ but introduces an error on the boundary $\partial D_\epsilon$ in a similar fashion to the approximation of the variation of the direct state $U^{(k)}$ by the boundary layer corrector $U^{(k)}$. The main difference now is that the asymptotic behaviour of $p^{(k)}$ (see (5.15), (5.16)) requires the first six terms in dimension $d = 2$ and the first three terms for dimension $d = 3$ to be corrected during each step. This can readily be done for homogeneous terms, whereas the logarithm occurring in dimension two causes some issues that require special attention. We will illustrate the procedure for the Dirichlet boundary $\Gamma_\epsilon$ (the Neumann boundary part is corrected in the same fashion) in the following. In view of the expansion (5.15) of $p^{(k)}$ in dimension $d = 2$, we can correct the error produced by $p^{(k)}$ on the boundary part $\Gamma_\epsilon$, by correcting the terms $\ln|\cdot| A_i^{(k)}(\cdot), B_i^{(k)}(\cdot), i = 0, 1, 2$ individually.

In order to correct a term $f(x)$ (e.g. $f(x) = B^{(k)}_1(x)$) on the boundary $\Gamma_\epsilon$, which we assume is homogeneous of degree $r$, we introduce a regular corrector $s \in H^1(D)$ defined on the fixed domain $D$, such that $s|_{\Gamma} = -f(x - x_0)$. Now rescaling $s$ to the domain $D_\epsilon$ yields $s \circ T_\epsilon|_{\Gamma_\epsilon} = -f(\epsilon x)$. Hence, since $f$ is homogeneous of degree $r$, we just need to scale $s$ by the factor $\epsilon^{-r}$ to get

$$\epsilon^{-r} s \circ T_\epsilon|_{\Gamma_\epsilon} = -\epsilon^{-r} f(\epsilon x) = -f(x).$$

In this way we can correct the terms $B^{(k)}_i, i = 0, 1, 2$. 
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Unfortunately, the terms \( \ln(|x|) A^{(k)}_1(x) \), \( i = 0, 1, 2 \) are not homogeneous, since the natural logarithm has the property
\[
\ln(|\varepsilon x|) = \ln(\varepsilon) + \ln(|x|), \quad \text{for all } \varepsilon > 0.
\]
Thus, correcting a term \( f(x) \ln(|x|) \) (e.g. \( f(x) = A^{(k)}_1(x) \)), where \( f \) is homogeneous of degree \( r \), with a function \( s \) defined on the fixed domain and boundary values \( s|_\Gamma = -f(x-x_0) \ln(|x-x_0|) \) yields
\[
\varepsilon^{-r} s \circ T_\varepsilon|_\Gamma = -f(x) \ln(|x|) - f(x) \ln(\varepsilon).
\]
(5.31)

Hence, the scaled function \( \Gamma \) we need to introduce one corrector equation for each function
\[
\begin{align*}
\text{Definition 5.6.} \quad & \text{This motivates the following definition.} \\
\text{where } & |\cdot| = |\cdot|_D, |\cdot| = |\cdot|_D,
\end{align*}
\]
Unfortunately, the terms \( \ln(|x|) A^{(k)}_1(x) \), \( i = 0, 1, 2 \) are not homogeneous, since the natural logarithm has the property
\[
\ln(|\varepsilon x|) = \ln(\varepsilon) + \ln(|x|), \quad \text{for all } \varepsilon > 0.
\]
Thus, correcting a term \( f(x) \ln(|x|) \) (e.g. \( f(x) = A^{(k)}_1(x) \)), where \( f \) is homogeneous of degree \( r \), with a function \( s \) defined on the fixed domain and boundary values \( s|_\Gamma = -f(x-x_0) \ln(|x-x_0|) \) yields
\[
\varepsilon^{-r} s \circ T_\varepsilon|_\Gamma = -f(x) \ln(|x|) - f(x) \ln(\varepsilon).
\]
(5.31)

Hence, the scaled function \( s \) corrects \( f(x) \ln(|x|) \), but also introduces the new error \( -f(x) \ln(\varepsilon) \) on the boundary \( \Gamma_\varepsilon \). Fortunately, this term can be corrected by another function \( s' \in H^1(D) \) with boundary values \( s'|_\Gamma = f(x-x_0) \) scaled by the factor \( \varepsilon^{-r} \ln(\varepsilon) \):
\[
\varepsilon^{-r} s \circ T_\varepsilon|_\Gamma + \ln(\varepsilon) \varepsilon^{-r} s' \circ T_\varepsilon|_\Gamma = -f(x) \ln(|x|).
\]
In this way we can correct every function \( A^{(k)}_{1,.} \), \( B^{(k)}_{1,.} \) appearing in (5.15), (5.16). Summarising, for \( d = 2 \), we need to introduce one corrector equation for each function \( B^{(k)}_{0,.} \), \( B^{(k)}_{1,.} \) and two corrector equations for each function \( \ln(|\cdot|) A^{(k)}_{0,.} \), \( \ln(|\cdot|) A^{(k)}_{1,.} \), \( \ln(|\cdot|) A^{(k)}_{2,.} \), which makes a total of 9 corrector equations. This motivates the following definition.

\begin{align*}
\text{Definition 5.6.} \quad & \text{For } k \geq 2 \text{ and } d = 2 \text{ let} \\
L^{(k)}_1 := & s_1^{(k)} + \ln(\varepsilon)s_2^{(k)} + \varepsilon s_3^{(k)} + \varepsilon^2 s_4^{(k)} + \varepsilon^2 \ln(\varepsilon)s_5^{(k)} + s_6^{(k)} + \varepsilon s_7^{(k)} + \varepsilon^2 s_8^{(k)},
\end{align*}
(5.32)

where \( s_i^{(k)} \in H^1(D) \), \( i \in \{1, \ldots, 9\} \) are the unique solutions to the following set of equations:

(i) corrector equations for \( A^{(k)}_2(x) \ln(|x|) \)
\[
\begin{align*}
\nabla s_1^{(k)} \cdot \nabla \varphi & = \int_D \nabla (A^{(k)}_2(x-x_0) \ln(|x-x_0|)) \varphi \, dS \quad \text{for all } \varphi \in H^1(D). \\
\nabla s_2^{(k)} \cdot \nabla \varphi & = \int_D (A^{(k)}_2(x-x_0)) \varphi \, dS \quad \text{for all } \varphi \in H^1(D).
\end{align*}
(5.33)

(ii) corrector equations for \( A^{(k)}_1(x) \ln(|x|) \)
\[
\begin{align*}
\nabla s_3^{(k)} \cdot \nabla \varphi & = \int_D \nabla (A^{(k)}_1(x-x_0) \ln(|x-x_0|)) \varphi \, dS \quad \text{for all } \varphi \in H^1(D). \\
\nabla s_4^{(k)} \cdot \nabla \varphi & = \int_D (A^{(k)}_1(x-x_0)) \varphi \, dS \quad \text{for all } \varphi \in H^1(D).
\end{align*}
(5.35)
(iii) corrector equations for $A_0^{(k)}(x) \ln(|x|)$

\[ s_5^{(k)} = -A_0^{(k)}(x - x_0) \ln(|x - x_0|) \text{ on } \Gamma \text{ and } \]
\[ \int_D \nabla s_5^{(k)} \cdot \nabla \varphi \, dx = \int_{\partial D} \partial_\nu \left( A_0^{(k)}(x - x_0) \ln(|x - x_0|) \right) \varphi \, dS \quad \text{for all } \varphi \in H_1^1(D). \quad (5.37) \]

\[ s_6^{(k)} = A_0^{(k)}(x - x_0) \text{ on } \Gamma \text{ and } \]
\[ \int_D \nabla s_6^{(k)} \cdot \nabla \varphi \, dx = -\int_{\partial D} \partial_\nu \left( A_0^{(k)}(x - x_0) \right) \varphi \, dS \quad \text{for all } \varphi \in H_1^1(D). \quad (5.38) \]

(iv) corrector equation for $B_2^{(k)}(x)$

\[ s_7^{(k)} = -B_2^{(k)}(x - x_0) \text{ on } \Gamma \text{ and } \]
\[ \int_D \nabla s_7^{(k)} \cdot \nabla \varphi \, dx = \int_{\partial D} \partial_\nu \left( B_2^{(k)}(x - x_0) \right) \varphi \, dS \quad \text{for all } \varphi \in H_1^1(D). \quad (5.39) \]

(v) corrector equation for $B_1^{(k)}(x)$

\[ s_8^{(k)} = -B_1^{(k)}(x - x_0) \text{ on } \Gamma \text{ and } \]
\[ \int_D \nabla s_8^{(k)} \cdot \nabla \varphi \, dx = \int_{\partial D} \partial_\nu \left( B_1^{(k)}(x - x_0) \right) \varphi \, dS \quad \text{for all } \varphi \in H_1^1(D). \quad (5.40) \]

(vi) corrector equation for $B_0^{(k)}(x)$

\[ s_9^{(k)} = -B_0^{(k)}(x - x_0) \text{ on } \Gamma \text{ and } \]
\[ \int_D \nabla s_9^{(k)} \cdot \nabla \varphi \, dx = \int_{\partial D} \partial_\nu \left( B_0^{(k)}(x - x_0) \right) \varphi \, dS \quad \text{for all } \varphi \in H_1^1(D). \quad (5.41) \]

Thanks to the fact that the three leading terms of $p^{(k)}$, $k \geq 2$ in dimension $d = 3$ are homogeneous functions, we follow that each one can be treated by a single corrector equation. This makes a total of three corrector equations, which we will introduce in the following definition.

**Definition 5.7.** For $k \geq 2$ and $d = 3$ let

\[ L_\varepsilon^{(k)} := s_1^{(k)} + \varepsilon s_2^{(k)} + \varepsilon^2 s_3^{(k)}, \quad (5.42) \]

where $s_i^{(k)} \in H^1(D)$, $i \in \{1, 2, 3\}$ are the unique solutions to the following set of equations:

(i) corrector equation for $A_1^{(k)}(x)$

\[ s_1^{(k)} = -A_1^{(k)}(x - x_0) \text{ on } \Gamma \text{ and } \]
\[ \int_D \nabla s_1^{(k)} \cdot \nabla \varphi \, dx = \int_{\partial D} \partial_\nu A_1^{(k)}(x - x_0) \varphi \, dS \quad \text{for all } \varphi \in H_1^1(D). \quad (5.43) \]
Lemma 5.8. Let \( \varepsilon \geq 2 \) and \( \varepsilon > 0 \) small. Then there holds
\[
|p^{(k)}(x) - \varepsilon^{d-2}L^{(k)}_\varepsilon o T_\varepsilon - \varepsilon^{d-2}w^{(k)}(x) o T_\varepsilon - \varepsilon^{d-2}m^{(k)}(x) o T_\varepsilon - \ln(\varepsilon)n^{(k)}(x) o T_\varepsilon|_{L^2(\Gamma_\varepsilon)} \leq C\varepsilon^{\frac{d+1}{2}},
\]
(5.48)
\[
|p^{(k)}(x) - \varepsilon^{d-2}L^{(k)}_\varepsilon o T_\varepsilon - \varepsilon^{d-2}w^{(k)}(x) o T_\varepsilon - \varepsilon^{d-2}m^{(k)}(x) o T_\varepsilon - \ln(\varepsilon)n^{(k)}(x) o T_\varepsilon|_{H^\frac{d}{2}(\Gamma_\varepsilon)} \leq C\varepsilon^{\frac{d+2}{2}},
\]
(5.49)
\[
\|\varepsilon^2 \partial_\nu p^{(k)} + \varepsilon^{d-2} \partial_\nu L^{(k)}_\varepsilon o T_\varepsilon\|_{L^2(\Sigma)} \leq C\varepsilon^{\frac{d+1}{2}}.
\]
(5.50)

Proof. We only consider the case \( d = 2 \) as the three dimensional case follows from similar arguments. We compute, using that \( A^{(k)}_i, B^{(k)}_i, i = 1, 2, 3 \) are homogeneous and Definition 5.6, that on \( \Gamma_\varepsilon \) holds:
\[
L^{(k)}_\varepsilon o T_\varepsilon = -\varepsilon^2 \left( A^{(k)}_2(x) \ln(|x|) + A^{(k)}_1(x) \ln(|x|) + A^{(k)}_0(x) \ln(|x|) + B^{(k)}_2(x) + B^{(k)}_1(x) + B^{(k)}_0(x) \right).
\]
(5.47)

Hence, the asymptotic behaviour (5.15) of \( P^{(k)}(\varepsilon) \) yields the desired result in dimension \( d = 2 \).

As a result of this pointwise behaviour of \( P^{(k)}(\varepsilon) \), we get the following boundary estimates in the \( L^2 \) norm and \( H^\frac{d}{2} \) semi-norm:

Corollary 5.9. For \( k \geq 2 \) and \( d = 2 \) we have
\[
\varepsilon^\frac{1}{2} \|p^{(k)} - \varepsilon^2 p^{(k)} - \varepsilon^{d-2}L^{(k)}_\varepsilon o T_\varepsilon - \varepsilon^{d-2}w^{(k)} o T_\varepsilon - \varepsilon^{d-2}m^{(k)} o T_\varepsilon - \ln(\varepsilon)n^{(k)} o T_\varepsilon\|_{L^2(\Sigma)} \leq C\varepsilon^{\frac{d+1}{2}},
\]
(5.51)
\[
\varepsilon^\frac{1}{2} \|p^{(k)} - \varepsilon^2 p^{(k)} - \varepsilon^{d-2}L^{(k)}_\varepsilon o T_\varepsilon - \varepsilon^{d-2}w^{(k)} o T_\varepsilon - \varepsilon^{d-2}m^{(k)} o T_\varepsilon - \ln(\varepsilon)n^{(k)} o T_\varepsilon\|_{H^\frac{d}{2}(\Sigma)} \leq C\varepsilon^{\frac{d+2}{2}},
\]
(5.52)
\[
\|\varepsilon^2 \partial_\nu p^{(k)} + \varepsilon^{d-2} \partial_\nu L^{(k)}_\varepsilon o T_\varepsilon\|_{L^2(\Sigma)} \leq C\varepsilon^{\frac{d+1}{2}}.
\]
(5.53)

Proof. We only show the estimate for dimension \( d = 2 \) and refer to similar arguments for the three dimensional case. Note that we have \( m^{(k)} = n^{(k)} = 0 \) on \( \Gamma \). Hence, using the recursion in Lemma 5.8 and (5.27), we can follow the steps of the proof of Corollary 2.13 to obtain the desired boundary estimates in dimension \( d = 2 \).
We have now gathered all ingredients to prove the following main result establishing the remainder estimate for the asymptotic behaviour of \( P_\varepsilon^{(k)} \).

**Theorem 5.10.** Let \( k \geq 1, \varepsilon > 0 \) small and \( \alpha \in (0, 1) \). There is a constant \( C > 0 \), such that

\[
\| P_\varepsilon^{(k)} - \varepsilon^2 P^{(k)} - \varepsilon^{d-2} L_\varepsilon^{(k)} \circ T_\varepsilon - \varepsilon^{d-2} m(\varepsilon) o T_\varepsilon - \ln(\varepsilon) n(\varepsilon) o T_\varepsilon \| \leq C \varepsilon^{1-\alpha} \quad \text{for } d = 2,
\]

\[
\| P_\varepsilon^{(k)} - \varepsilon^2 P^{(k)} - \varepsilon^{d-2} L_\varepsilon^{(k)} \circ T_\varepsilon - \varepsilon^{d-2} m(\varepsilon) o T_\varepsilon - \ln(\varepsilon) n(\varepsilon) o T_\varepsilon \| \leq C \varepsilon \quad \text{for } d = 3. \tag{5.55}
\]

**Proof.** We shall only give a sketch of the proof for \( d = 2 \), as the idea is similar to the proof of Theorem 2.14. At first, we note that there holds

\[
\int_{D_\varepsilon} \nabla P_\varepsilon^{(1)} \cdot \nabla \varphi \, dx = -\varepsilon^2 \alpha_1 \int_{D_\varepsilon} U_\varepsilon^{(1)} \varphi \, dx \quad \text{for all } \varphi \in H^1_{\Gamma_\varepsilon}(D_\varepsilon). \tag{5.56}
\]

Thus, an application of Hölder’s inequality and the estimate \( \| U_\varepsilon^{(1)} \| \leq C \varepsilon^{1-\alpha} \) yield

\[
\| P_\varepsilon^{(1)} \| \leq C \varepsilon^{1-\alpha}, \tag{5.57}
\]

for a positive constant \( C > 0 \). Here, we additionally used that \( P_\varepsilon^{(1)} \) has homogeneous boundary values on \( \Gamma_\varepsilon \). Next, we seek a governing equation for \( V_\varepsilon^{(2)} := P_\varepsilon^{(2)} - \varepsilon^2 P^{(2)} - \varepsilon^{d-2} L_\varepsilon^{(2)} \circ T_\varepsilon - \varepsilon^{d-2} m(\varepsilon) o T_\varepsilon - \ln(\varepsilon) n(\varepsilon) o T_\varepsilon \). Rewriting the respective equations onto the scaled domain \( D_\varepsilon \) leaves us with

\[
\int_{D_\varepsilon} \nabla V_\varepsilon^{(2)} \cdot \nabla \varphi \, dx = -\varepsilon^2 \alpha_1 \int_{D_\varepsilon} \left( U_\varepsilon^{(2)} - U^{(2)} - \varepsilon^{d-2} \varphi \circ T_\varepsilon - \ln(\varepsilon) b(\varepsilon) \right) \varphi \, dx \tag{5.58}
\]

\[
+ \int_{\Sigma_\varepsilon} \partial_{\nu} \left( \varepsilon^2 P^{(2)} + \varepsilon^{d-2} L^{(2)} \circ T_\varepsilon \right) \varphi \, dS \tag{5.59}
\]

for all \( \varphi \in H^1_{\Gamma_\varepsilon}(D_\varepsilon) \). Now we can deduce from Lemma 2.12, Corollary 5.9 and Theorem 2.14 that there is a positive constant \( C > 0 \), such that

\[
\| V_\varepsilon^{(2)} \| \leq C \varepsilon^{1-\alpha}, \tag{5.60}
\]

which shows the estimate (5.54) for \( k = 2 \). Now successively dividing by \( \varepsilon > 0 \) and subtracting the respective terms, one can readily check that the estimate holds for any \( k \geq 3 \).

### 6 Complete topological expansion - \( L_2 \) tracking-type

In this section we compute the \( n \)-th topological derivative of the \( L_2 \) tracking-type part of the cost function defined in (3.1). That is, we are deriving an asymptotic expansion of the form

\[
\mathcal{J}_1(\Omega_\varepsilon) = \mathcal{J}_1(\Omega) + \sum_{k=1}^{n} \ell_k(\varepsilon) d^k \mathcal{J}_1(\Omega)(\omega, x_0) + o(\ell_n(\varepsilon)), \tag{6.1}
\]

with \( \mathcal{J}_1(\Omega) \) defined in (5.1). Here \( d^k \mathcal{J}_1(\Omega)(\omega, x_0) \) denotes the \( k \)-th topological derivative with respect to the initial domain \( \Omega \) and perturbation shape \( \omega \) at the point \( x_0 \) and \( \ell_k : \mathbb{R}^+ \to \mathbb{R}^+ \) are continuous functions satisfying

\[
\lim_{\varepsilon \searrow 0} \ell_k(\varepsilon) = 0 \quad \text{and} \quad \lim_{\varepsilon \searrow 0} \frac{\ell_{k+1}(\varepsilon)}{\ell_k(\varepsilon)} = 0, \quad \text{for } k \geq 1.
\]

As we will see, the terms of logarithmic order, which occur in the asymptotic expansion of the adjoint state variable in \( d = 2 \), lead to a differing topological derivative compared to dimension \( d = 3 \). Thus, we will distinguish between both scenarios and derive a general formula of the topological derivative for both cases separately.
6.1 General formula for higher order topological derivatives in $d = 2$

In this section we restrict ourselves to dimension $d = 2$ and present the following result:

**Theorem 6.1.** Let $\ell_1(\varepsilon) := |\omega_\varepsilon|$, $\ell_{2n}(\varepsilon) = \varepsilon^n \ln(\varepsilon)|\omega_\varepsilon|$ and $\ell_{2n+1}(\varepsilon) = \varepsilon^n|\omega_\varepsilon|$, for $n \geq 1$. The topological derivative of $\mathcal{J}_2$ at $x_0 \in D \setminus \Omega$ and $\omega \subset \mathbb{R}^2$ with $0 \in \omega$ in dimension $d = 2$ is given by

$$
\frac{\partial}{\partial x} \mathcal{J}_1(\omega, x_0) = (f_2 - f_1)p_0(x_0), \quad \frac{\partial^2}{\partial x^2} \mathcal{J}_1(\omega, x_0) = 0,
$$

(6.2)

$$
\frac{\partial^{2n}}{\partial x^{2n}} \mathcal{J}_1(\omega, x_0) = \frac{1}{|\omega|} \frac{1}{n!} \int_{\omega} \nabla^n(f_2 - f_1)p_0(x_0)[x]^n \, dx
$$

$$
+ \frac{1}{|\omega|} \sum_{j=0}^{n-1} \frac{1}{j!} \int_{\omega} \nabla^j(f_2 - f_1)[x]^j p^{(n-2-j)}(x) \, dx
$$

(6.3)

$$
+ \frac{1}{|\omega|} \sum_{j=0}^{n-1} \frac{1}{j!} \int_{\omega} \nabla^j((f_2 - f_1)s_1^{(n-j)})(x_0)[x]^j \, dx
$$

$$
+ \frac{1}{|\omega|} \sum_{j=0}^{n-1} \frac{1}{j!} \int_{\omega} \nabla^j((f_2 - f_1)s_3^{(n-1-j)})(x_0)[x]^j \, dx
$$

$$
+ \frac{1}{|\omega|} \sum_{j=0}^{n-1} \frac{1}{j!} \int_{\omega} \nabla^j((f_2 - f_1)s_5^{(n-2-j)})(x_0)[x]^j \, dx
$$

$$
+ \frac{1}{|\omega|} \sum_{j=0}^{n-1} \frac{1}{j!} \int_{\omega} \nabla^j((f_2 - f_1)s_7^{(n-j)})(x_0)[x]^j \, dx
$$

$$
+ \frac{1}{|\omega|} \sum_{j=0}^{n-1} \frac{1}{j!} \int_{\omega} \nabla^j((f_2 - f_1)s_8^{(n-1-j)})(x_0)[x]^j \, dx
$$

$$
+ \frac{1}{|\omega|} \sum_{j=0}^{n-1} \frac{1}{j!} \int_{\omega} \nabla^j((f_2 - f_1)s_9^{(n-2-j)})(x_0)[x]^j \, dx
$$

$$
+ \frac{1}{|\omega|} \sum_{j=0}^{n-1} \frac{1}{j!} \int_{\omega} \nabla^j((f_2 - f_1)s_9^{(1-j)})(x_0)[x]^j \, dx
$$

(6.4)

$$
= \frac{1}{|\omega|} \frac{1}{n!} \int_{\omega} \nabla^n((f_2 - f_1)[x]^n) \, dx
$$

$$
+ \frac{1}{|\omega|} \sum_{j=0}^{n-1} \frac{1}{j!} \int_{\omega} \nabla^j((f_2 - f_1)s_2^{(n-j)})(x_0)[x]^j \, dx
$$

$$
+ \frac{1}{|\omega|} \sum_{j=0}^{n-1} \frac{1}{j!} \int_{\omega} \nabla^j((f_2 - f_1)s_4^{(n-1-j)})(x_0)[x]^j \, dx
$$

$$
+ \frac{1}{|\omega|} \sum_{j=0}^{n-1} \frac{1}{j!} \int_{\omega} \nabla^j((f_2 - f_1)s_6^{(n-2-j)})(x_0)[x]^j \, dx
$$

$$
+ \frac{1}{|\omega|} \sum_{j=0}^{n-1} \frac{1}{j!} \int_{\omega} \nabla^j((f_2 - f_1)s_8^{(n-3-j)})(x_0)[x]^j \, dx
$$

$$
+ \frac{1}{|\omega|} \sum_{j=0}^{n-1} \frac{1}{j!} \int_{\omega} \nabla^j((f_2 - f_1)s_9^{(n-4-j)})(x_0)[x]^j \, dx
$$

$$
+ \frac{1}{|\omega|} \sum_{j=0}^{n-1} \frac{1}{j!} \int_{\omega} \nabla^j((f_2 - f_1)s_9^{(1-j)})(x_0)[x]^j \, dx.
$$

(6.5)
for \( n \geq 1, \) where for \( \ell \geq 1, \) \( i \in \{1, \ldots, 9\}, \) \( p^{(\ell)} \) are defined in Lemma 5.3, \( s^{(\ell)}_i \) in Definition 5.6 and \( w^{(\ell)}, m^{(\ell)} \) are defined in (5.28), (5.29) and (5.30), respectively.

**Proof.** This can be shown similarly to Theorem 4.2 by considering the difference of the Lagrangian \( L \) defined in (5.3) using the averaged adjoint variable \( p_\varepsilon \) and using the error estimate proved in Theorem 5.10. A detailed proof can be found in the Appendix 7.

Again, we finish the section by stating the first five topological derivatives.

**Corollary 6.2.** The first five terms of the topological expansion in dimension \( d = 2 \) read:

\[
\begin{align*}
 d^1 \mathcal{J}_1(\omega, x_0) &= (f_2 - f_1)p_0)(x_0), \\
 d^2 \mathcal{J}_1(\omega, x_0) &= 0, \\
 d^3 \mathcal{J}_1(\omega, x_0) &= \frac{1}{|\omega|} \int_\omega \nabla((f_2 - f_1)p_0)(x_0)[x] \, dx, \\
 d^4 \mathcal{J}_1(\omega, x_0) &= (f_1 - f_2)n^{(2)}(x_0), \\
 d^5 \mathcal{J}_1(\omega, x_0) &= \frac{1}{2|\omega|} \int_\omega \nabla^2((f_2 - f_1)p_0)(x_0)[x]^2 \, dx + (f_1 - f_2)n^{(2)}(x_0) + (f_1 - f_2)m^{(2)}(x_0).
\end{align*}
\]

**6.2 General formula for higher order topological derivatives in \( d = 3 \)**

Here, we will give an analogous result to Theorem 6.1 in three space dimensions.

**Theorem 6.3.** For \( n \geq 1 \) let \( \ell_n(\varepsilon) := \varepsilon^{n-1}|\omega_\varepsilon| \). The topological derivative of \( \mathcal{J}_1 \) at \( x_0 \in D \setminus \Omega \) and \( \omega \subset \mathbb{R}^3 \) with \( 0 \in \omega \) in dimension \( d = 3 \) is given by

\[
\begin{align*}
 d^{n+1} \mathcal{J}_1(\omega, x_0) &= \frac{1}{|\omega|} \frac{1}{n!} \int_\omega \nabla^n((f_2 - f_1)p_0)(x_0)[x]^n \, dx \\
 &\quad + \frac{1}{|\omega|} \left( \sum_{j=0}^{n-4} \frac{1}{j!} \int_\omega \nabla^j((f_2 - f_1)p_0)(x_0)[x]^j p^{(n-2-j)}(x) \, dx \right) \\
 &\quad + \frac{1}{|\omega|} \left( \sum_{j=0}^{n-3} \frac{1}{j!} \int_\omega \nabla^j((f_2 - f_1)s_1^{(n-1-j)})(x_0)[x]^j \, dx \right) \\
 &\quad + \frac{1}{|\omega|} \left( \sum_{j=0}^{n-4} \frac{1}{j!} \int_\omega \nabla^j((f_2 - f_1)s_2^{(n-2-j)})(x_0)[x]^j \, dx \right) \\
 &\quad + \frac{1}{|\omega|} \left( \sum_{j=0}^{n-5} \frac{1}{j!} \int_\omega \nabla^j((f_2 - f_1)s_3^{(n-3-j)})(x_0)[x]^j \, dx \right) \\
 &\quad + \frac{1}{|\omega|} \left( \sum_{j=0}^{n-6} \frac{1}{j!} \int_\omega \nabla^j((f_2 - f_1)w^{(n-3-j)})(x_0)[x]^j \, dx \right) \\
 &\quad + \frac{1}{|\omega|} \left( \sum_{j=0}^{n-7} \frac{1}{j!} \int_\omega \nabla^j((f_2 - f_1)m^{(n-3-j)})(x_0)[x]^j \, dx \right),
\end{align*}
\]

for \( n \geq 0, \) where for \( \ell \geq 1, \) \( i \in \{1, \ldots, 3\}, \) \( p^{(\ell)} \) are defined in Lemma 5.3, \( s^{(\ell)}_i \) in Definition 5.7 and \( w^{(\ell)}, m^{(\ell)} \) are defined in (5.28) and (5.29), respectively.
Similarly to Corollary 6.2 we deduce the following result.

**Corollary 6.4.** The first five terms of the topological derivative of the $L_2$ cost functional for dimension $d = 3$ are given as

\[
\begin{align*}
    d^1 \mathcal{J}_1(\omega, x_0) &= \langle (f_2 - f_1)p_0 \rangle(x_0), & \ell_1(\varepsilon) &= |\omega|\varepsilon^3, \\
    d^2 \mathcal{J}_1(\omega, x_0) &= \frac{1}{|\omega|} \int_{\omega} \nabla((f_2 - f_1)p_0)(x_0)[x] \, dx, & \ell_2(\varepsilon) &= |\omega|\varepsilon^4, \\
    d^3 \mathcal{J}_1(\omega, x_0) &= \frac{1}{2|\omega|} \int_{\omega} \nabla^2((f_2 - f_1)p_0)(x_0)[x]^2 \, dx, & \ell_3(\varepsilon) &= |\omega|\varepsilon^5, \\
    d^4 \mathcal{J}_1(\omega, x_0) &= \frac{1}{6|\omega|} \int_{\omega} \nabla^3((f_2 - f_1)p_0)(x_0)[x]^3 \, dx, & \ell_4(\varepsilon) &= |\omega|\varepsilon^6, \\
    & & & \ell_5(\varepsilon) &= |\omega|\varepsilon^7, \\
    d^5 \mathcal{J}_1(\omega, x_0) &= \frac{1}{24|\omega|} \int_{\omega} \nabla^4((f_2 - f_1)p_0)(x_0)[x]^4 \, dx, & &
\end{align*}
\]

\[
\begin{align*}
    + (f_1 - f_2)s_1^{(2)}(x_0) + (f_1 - f_2)m^{(2)}(x_0), \\
    + (f_1 - f_2)s_2^{(2)}(x_0) + \frac{(f_2 - f_1)(x_0)}{|\omega|} \int_{\omega} p^{(2)} \, dx \\
    + (f_1 - f_2)s_1^{(3)}(x_0) + (f_1 - f_2)m^{(3)}(x_0) \\
    + \frac{1}{|\omega|} \int_{\omega} \nabla((f_2 - f_1)s_1^{(2)})(x_0)[x] \, dx \\
    + \frac{1}{|\omega|} \int_{\omega} \nabla((f_2 - f_1)m^{(2)})(x_0)[x] \, dx.
\end{align*}
\]

\section{Conclusion}

In this paper we derived general formulas for the topological derivative of arbitrary order in two and three spatial dimensions for a simple model problem where the right hand side of the state equation is perturbed. This was done by employing a Lagrangian framework based on an averaged adjoint equation which allows for a systematic and iterative derivation of arbitrary order topological derivatives. The main ingredients are the topological asymptotic expansions of the state and averaged adjoint variable. We saw that these asymptotics differ in two and three space dimensions due to a different asymptotic behaviour of the fundamental solution of the Laplace equation, requiring additional corrector terms in the case $d = 2$. While the asymptotic expansion of the averaged adjoint variable basically coincides with that of the state variable in the case of an $H^1$ tracking-type cost function, the case of an $L^2$ cost function is more complex and involves the fundamental solution of the bi-harmonic equation. We expect that similar techniques can also be useful for topological asymptotic expansions in the presence of PDE constraints involving a zero-order reaction term.

While the present work only considered a simple model problem where only the right hand side of the PDE is perturbed, we believe that the presented procedure can be a good starting point for more practically interesting problems, e.g. involving a perturbation of the principal part of the PDE operator. In future work, we plan to investigate the use of higher order topological derivatives for further improving reconstruction algorithms, e.g. in applications of medical imaging or inverse gravimetry, or for accelerating level-set based topology optimisation algorithms.
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Appendix

In this section we derive the formulas for the topological derivative of the $L_2$ tracking-type cost functional in dimension $d = 2$.

Proof. Recall the Lagrangian introduced in Section 5.1. Let $\varepsilon \geq 0$. We first observe by testing (5.4) with $\varphi = u_\varepsilon - u_0$ that

$$\mathcal{J}_1(\Omega_\varepsilon) = \mathcal{L}(\varepsilon, u_\varepsilon, p_\varepsilon) = \mathcal{L}(\varepsilon, u_0, p_\varepsilon)$$

so that the cost function can be written only in terms of the averaged adjoint variable. Therefore, we have

$$\mathcal{J}_1(\Omega_\varepsilon) - \mathcal{J}_1(\Omega) = \mathcal{L}(\varepsilon, u_0, p_\varepsilon) - \mathcal{L}(\varepsilon, u_0, p_0) + \mathcal{L}(\varepsilon, u_0, p_0) - \mathcal{L}(0, u_0, p_0).$$

Using Theorem 5.10, we now derive an expansion for both differences on the right hand side.

Expansion of $\mathcal{L}(\varepsilon, u_0, p_0) - \mathcal{L}(0, u_0, p_0)$: The expansion of this difference is obtained by a Taylor expansion as shown in (4.8)-(4.10):

$$\frac{\mathcal{L}(\varepsilon, u_0, p_0) - \mathcal{L}(0, u_0, p_0)}{|\omega_\varepsilon|} = \hat{\rho}_0(x_0) + \sum_{n=1}^N \varepsilon^n \frac{1}{|\omega|} \frac{1}{n!} \int_\omega \nabla^n \hat{p}_0(x_0)[x]^n \, d\omega + \mathcal{O}(\varepsilon^{N+1}), \quad N \geq 1. \quad (7.3)$$

Expansion of $\mathcal{L}(\varepsilon, u_0, p_\varepsilon) - \mathcal{L}(\varepsilon, u_0, p_0)$: We proceed as in (4.11) and obtain with the definition $\varepsilon^p_\varepsilon(x) = [p_\varepsilon - p_0] \circ T_\varepsilon$ and a change of variables:

$$\mathcal{L}(\varepsilon, u_0, p_\varepsilon) - \mathcal{L}(\varepsilon, u_0, p_0) = \varepsilon^d \int_\omega (f_2 - f_1) \circ T_\varepsilon \varepsilon^p_\varepsilon \, d\omega. \quad (7.4)$$

Substituting $\varepsilon^p_\varepsilon$ by the recursion formula of Lemma 5.2 leads to

$$\int_\omega (f_2 - f_1) \circ T_\varepsilon \varepsilon^p_\varepsilon \, d\omega = \sum_{n=1}^N \int_\omega (f_2 - f_1) \circ T_\varepsilon \varepsilon^{n+2} \varepsilon^p_\varepsilon \, d\omega$$

$$+ \sum_{n=1}^N \int_\omega (f_2 - f_1) \circ T_\varepsilon \varepsilon^n L_\varepsilon^n \circ T_\varepsilon \, d\omega$$

$$+ \sum_{n=1}^N \int_\omega (f_2 - f_1) \circ T_\varepsilon \varepsilon^{n+2} W_\varepsilon^n \circ T_\varepsilon \, d\omega$$

$$+ \sum_{n=1}^N \int_\omega (f_2 - f_1) \circ T_\varepsilon \varepsilon^n m_\varepsilon^n \circ T_\varepsilon \, d\omega$$

$$+ \sum_{n=1}^N \int_\omega (f_2 - f_1) \circ T_\varepsilon \varepsilon^n \ln(e) n_\varepsilon^n \circ T_\varepsilon \, d\omega$$

$$+ \int_\omega (f_2 - f_1) \circ T_\varepsilon \varepsilon^{N+1} p_\varepsilon^{(N+1)} \, d\omega. \quad (7.10)$$

Now we can expand all six terms:
• First term (7.5): We use Taylor’s expansion to write:

\[
(f_2 - f_1) \circ T_\varepsilon = \sum_{j=0}^{N} \varepsilon^j a_j(x) + \mathcal{O}(\varepsilon^{N+1}; x), \quad a_j(x) := \frac{\nabla^j(f_2 - f_1)(x_0)}{j!} (7.11)
\]

We set for the proof \( p^{(0)} := 0 \), and \( p^{(j)} := 0 \) and \( a_j := 0 \) for all \( j > N \). Then, by Lemma 4.1 we have

\[
(f_2 - f_1) \circ T_\varepsilon \left( \sum_{n=1}^{N} \varepsilon^{n+2} p^{(n)} \right) = \sum_{n=0}^{N-2} \varepsilon^{n+2} \left( \sum_{j=0}^{n} a_j(x) p^{(n-j)}(x) \right) + \mathcal{O}(\varepsilon^{N+1}; x),
\]

and therefore

\[
\sum_{n=1}^{N} \int_{\omega} (f_2 - f_1) \varepsilon^{n+2} p^{(n)} \, dx = \sum_{n=4}^{N} \varepsilon^{n} \int_{\omega} \left( \sum_{j=0}^{n-4} a_j(x) p^{(n-2-j)}(x) \right) \, dx + \mathcal{O}(\varepsilon^{N+1}),
\]

where we took into account \( p^{(0)} = p^{(1)} = 0 \).

• Second term (7.6): In order to derive the correct formula, we first need to split the corrector \( L_\varepsilon^{(l)} \) into its components. That is, we have

\[
L_\varepsilon^{(k)} := s_1^{(l)} + \ln(\varepsilon)s_2^{(l)} + \varepsilon s_3^{(l)} + \varepsilon \ln(\varepsilon)s_4^{(l)} + \varepsilon^2 s_5^{(l)} + \varepsilon^2 \ln(\varepsilon)s_6^{(l)} + s_7^{(l)} + \varepsilon s_8^{(l)} + \varepsilon^2 s_9^{(l)}.
\]

Next, we use Taylor’s formula to expand the functions \( \varepsilon \to s_\ell^{(n)} \circ T_\varepsilon \) with \( s_\ell^{(n)} := ((f_2 - f_1)s_\ell^{(n)}) \), \( n \geq 1 \) and \( \ell \in \{1, \ldots, 9\} \) to deduce

\[
s_\ell^{(n)} \circ T_\varepsilon(x) = \sum_{j=0}^{N} \varepsilon^j b_{\ell,j}^{(n)}(x) + \mathcal{O}(\varepsilon^{N+1}; x), \quad b_{\ell,j}^{(n)}(x) := \frac{\nabla^j s_\ell^{(n)}(x_0)}{j!}.
\]

Hence, a similar computation to the previous one yields

\[
\sum_{n=1}^{N} \int_{\omega} \varepsilon^n \left( (f_2 - f_1)s_1^{(n)} \right) \circ T_\varepsilon(\omega) \, dx = \sum_{n=1}^{N} \varepsilon^n \left( \sum_{j=0}^{N} \varepsilon^j b_{1,j}^{(n)}(x) \right) \, dx + \mathcal{O}(\varepsilon^{N+1})
\]

\[
= \sum_{n=2}^{N} \varepsilon^n \left( \sum_{j=0}^{n-2} b_{2,j}^{(n-2)}(x) \right) \, dx + \mathcal{O}(\varepsilon^{N+1}),
\]

where we took into account that \( s_1^{(1)} = 0 \) and therefore \( b_{1,j}^{(1)} = 0 \) for \( j \geq 0 \) as well. With the same arguments we get

\[
\sum_{n=1}^{N} \int_{\omega} \ln(\varepsilon)\varepsilon^n \left( (f_2 - f_1)s_2^{(n)} \right) \circ T_\varepsilon(\omega) \, dx = \sum_{n=2}^{N} \ln(\varepsilon)\varepsilon^n \left( \sum_{j=0}^{N-2} b_{2,j}^{(n-2)}(x) \right) \, dx + o(\varepsilon),
\]

\[
\sum_{n=1}^{N} \int_{\omega} \varepsilon^{n+1} \left( (f_2 - f_1)s_3^{(n)} \right) \circ T_\varepsilon(\omega) \, dx = \sum_{n=3}^{N} \varepsilon^n \left( \sum_{j=0}^{N-3} b_{3,j}^{(n-3)}(x) \right) \, dx + \mathcal{O}(\varepsilon^{N+1}),
\]

\[
\sum_{n=1}^{N} \int_{\omega} \ln(\varepsilon)\varepsilon^{n+1} \left( (f_2 - f_1)s_4^{(n)} \right) \circ T_\varepsilon(\omega) \, dx = \sum_{n=3}^{N} \ln(\varepsilon)\varepsilon^n \left( \sum_{j=0}^{N-3} b_{4,j}^{(n-3)}(x) \right) \, dx + o(\varepsilon),
\]
Higher order topological derivatives

• Third term (7.7): Using the Taylor expansion of $\epsilon \rightarrow \hat{w}^{(n)} \circ T_\epsilon$ at $\epsilon = 0$ with $\hat{w}^{(n)} := (f_2 - f_1)w^{(n)}$:

$$\hat{w}^{(n)} \circ T_\epsilon(x) = \sum_{j=0}^{N} \epsilon^j \hat{w}_j^{(n)}(x) + \mathcal{O}(\epsilon^{N+1}; x), \quad \hat{w}_j^{(n)}(x) := \frac{\nabla^j \hat{w}^{(n)}(x_0)}{j!}$$

for $n \geq 1$ one computes analogously

$$\sum_{n=1}^{N} \int_{\omega} \epsilon^{n+2} \left((f_2 - f_1)w^{(n)}\right) \circ T_\epsilon \, dx = \sum_{n=1}^{N} \epsilon^n \left( \sum_{j=0}^{n-5} \int_{\omega} \hat{w}_j^{(n-j)}(x) \, dx \right) + \mathcal{O}(\epsilon^{N+1}),$$

where we took into account that $w^{(1)} = w^{(2)} = 0$, which explains the index shift.

• Fourth term (7.8): Similarly, the expansion of $\epsilon \rightarrow \hat{m}^{(n)} \circ T_\epsilon$ at $\epsilon = 0$ with $\hat{m}^{(n)} := (f_2 - f_1)m^{(n)}$ reads

$$\hat{m}^{(n)} \circ T_\epsilon(x) = \sum_{j=0}^{N} \epsilon^j \hat{m}_j^{(n)}(x) + \mathcal{O}(\epsilon^{N+1}; x), \quad \hat{m}_j^{(n)}(x) := \frac{\nabla^j \hat{m}^{(n)}(x_0)}{j!}$$

for $n \geq 1$ and yields

$$\sum_{n=1}^{N} \int_{\omega} \epsilon^{n} \left((f_2 - f_1)m^{(n)}\right) \circ T_\epsilon \, dx = \sum_{n=2}^{N} \epsilon^n \left( \sum_{j=0}^{n-2} \int_{\omega} \hat{m}_j^{(n-j)}(x) \, dx \right) + \mathcal{O}(\epsilon^{N+1}).$$

• Fifth term (7.9): Again, we have by a Taylor's expansion of $\epsilon \rightarrow \hat{n}^{(n)} \circ T_\epsilon$ at $\epsilon = 0$ with $\hat{n}^{(n)} := (f_2 - f_1)n^{(n)}$ that:

$$\hat{n}^{(n)} \circ T_\epsilon(x) = \sum_{j=0}^{N} \epsilon^j \hat{n}_j^{(n)}(x) + \mathcal{O}(\epsilon^{N+1}; x), \quad \hat{n}_j^{(n)}(x) := \frac{\nabla^j \hat{n}^{(n)}(x_0)}{j!}$$

for $n \geq 1$ and therefore it follows that:

$$\sum_{n=1}^{N} \int_{\omega} \ln(\epsilon) \epsilon^n \left((f_2 - f_1)n^{(n)}\right) \circ T_\epsilon \, dx = \sum_{n=2}^{N} \ln(\epsilon) \epsilon^n \left( \sum_{j=0}^{n-2} \int_{\omega} \hat{n}_j^{(n-j)}(x) \, dx \right) + o(\epsilon^N).$$
Sixth term (7.10): Applying Lemma 2.2, item (c), to the last term and using the asymptotics derived in Theorem 5.10 gives

\[
\int_{\omega} (f_1 - f_2) \circ T_{\varepsilon} \varepsilon^{N+1} p^{(N+1)} \, d\chi \leq C \varepsilon^{N-\alpha} \| \varepsilon p^{(N+1)} \| \leq C \varepsilon^{N+1-2\alpha},
\]

for a constant \( C > 0 \) and \( \alpha \in (0, 1) \) sufficiently small.

Now combining (7.13) - (7.31) shows the formula given in Theorem 6.1.

\[\square\]
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