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Online reviews are crucial to any online business that wants to increase sales on the Internet. Customer reviews have information about product attributes, customer requirements (CRs), and shopping experience; mining reviews provide the direction of decision-making for new product development and design (NPDD). Besides, the information of customer preference has vagueness and uncertainty, and the accuracy of decision-making information directly affects the success of NPDD. This paper proposed a methodology that integrates the Kano model (KM), analytic hierarchy process (AHP), and quality function deployment (QFD) methods with intuitionistic fuzzy set (IFS) to solve decision-making problems in NPDD. By the new method, the web crawler technology was first applied to e-commerce web sites to collect raw data, and the representative CRs were extracted through combining LDA model with Apriori algorithm. Second, the intuitionistic fuzzy Kano model (IFKM) is proposed to evaluate adjustment coefficient of CRs and Kano categories via customer preference membership functions. Thirdly, overall weights which contained emotional needs (ENs) and functional needs (FNs) are obtained via intuitionistic fuzzy analytic hierarchy process (IFAHP); thus, the adjusted weights are calculated from IFKM and IFAHP. Next, the intuitionistic fuzzy quality function deployment (IFQFD) is proposed to acquire engineering characteristics (ECs) of weights through combining competition benchmarks and based on technical benchmarks to make goals for a company’s NPDD. Finally, the method was applied to study vertical-configured air conditioner (VAC) as an example. The results showed that the application of text mining and IFS to improve CS is both reliable and scientific.

1. Introduction

As market competition intensifies and product life cycles constantly get shorten, new product design and development (NPDD) methodology has become an effective way for enterprises to respond to market competition. With the rapid development of science and technology, NPDD also becomes a comprehensive process of diversification and complication. Anderson and Mittal [1] found that, for every 1% increase in customer satisfaction (CS) with products, the corresponding average return on investment (ROI) is increased by 2.37%, whereas, for every 1% decrease in satisfaction, the average ROI is decreased by 5.08%. Therefore, improving CS in product development is the key to enterprises’ survival and success in the fierce market competition. At the same time, the rapid development of the Internet has provided unprecedented development opportunities for e-commerce platforms; more and more customers purchase products from online and generate huge comments, which contain information like customer needs and product attributes [2]. So, mining customer reviews can provide a scientific direction for NPDD. Moreover, Newman and Patel [3] mentioned three types of product attributes that are associated with customer requirements (CRs), namely, the attributes of basic function, the attributes of convenient function, and the attributes of psychological satisfaction. Both attributes of basic function and convenient function belong to customer functional requirements, and
the attributes of psychological satisfaction are the higher psychological response of customer experience; that is, the product forms will further promote CS after functions meet customer’s basic requirements, thereby resonating with the customer’s psychology. In today’s environment in which CRs are diversified and personalized, emotional needs (ENs) become increasingly important in customer decision-making to purchase products. This requires NPDD not only to fulfill the customers’ basic function needs (FNs) for products, but also to satisfy customers ENs. Therefore, enterprises should pay attention to both ENs and FNs in NPDD.

In recent years, many scholars use the Kansei engineering methodology to explore customer emotional factors and to help companies better understand customer ENs [4]. The Kansei engineering is a product development model originally proposed by Nagamachi. The model is used to quantify Kansei impression based on CRs, thus allowing ones to analyze the relationship between human impression and products forms to determine the right direction of product development [5]. However, Kansei engineering model primarily focuses on directing product form design and lacks an effective approach to assist engineering characteristics (ECs) development. In addition, it is essential to obtain accurate CRs and their categories in the process of CS-oriented NPDD, which determines the success/failure of new product development. The Kano model proposed by Professor Noriaki Kano can solve the problem of CRs’ category classification and prioritization. The analysis of the impact of CRs on CS indicates a nonlinear relationship between product performance and CS [6]. But information on human perception and preference is often vague and uncertain. Some scholars have proposed combining fuzzy mathematic and Kano model to transform qualitative analysis into a quantitative one to obtain the preference information of interviewees. However, fuzzy Kano model can only express customer’s positive and negative information and cannot deal with customer’s uncertainty and hesitation. At last, the quality function deployment (QFD) technique establishes the relationship between the voice of customer (VOC) and the voice of technology (VOT); ENs and FNs are crucial to the improvement of CS [7], because the product form is the first avenue for customer perception to form emotional cognition, then continuously deepening the experience through the use of product functions to fuse the final CS. But enterprises tend to pay more attention to functionality and utility in NPDD, so CRs should be divided into ENs and FNs. Thus, those qualities can be embedded into a product at an early design stage which help companies save time and money, shorten product development cycles, and improve product market competitiveness.

In summary, to improve CS in NPDD process, one will face three key issues: how to get CRs from customer reviews, how to accurately investigate and obtain CRs’ preference information, and how to efficiently and accurately improve CRs. In our study, we deal with those issues in several steps. First, we applied Kansei image to express customer’s emotional factors (adjective words), combined with topic model and Apriori association algorithm to mine web reviews to obtain CRs including ENs and FNs. Secondly, we conducted questionnaire survey of two-dimensional CS through a combination of the intuitionistic fuzzy set (IFS) and Kano model to obtain customer intuition preference information (positive, negative, and hesitant) and thus to determine CRs categories and adjustment coefficient. Thirdly, we applied intuitionistic fuzzy analytic hierarchy process (IF-AHP) to determine the intuition preference relations via the pairwise comparison between each CRs criterion and subcriterion obtained through expert interview. And then, each CRs adjusted importance can be determined by intuitionistic fuzzy Kano model (IFKM) and IF-AHP. Lastly, we combined IFS with QFD to gain strong and weak relationships of CRs with ECs and surveyed competition benchmarks to obtain absolute importance of CRs and technical benchmarks to establish EC goals that could be used to guide companies and designers in product development and design optimization.

2. Literature Review

2.1. Kansei Engineering. Kansei is a Japanese word, it means “consumer’s psychological feeling and image” when translated into English. Kansei engineering is a model for translating feelings and impressions into product parameters. The model was invented in the 1970s by Professor Nagamachi at Kure University. He recognized that companies usually want to quantify the customer’s impression of their products. Kansei engineering can measure the feelings and show the correlation to certain product features. Therefore, products can be designed in a way that responds to the intended feeling. Many applications of Kansei engineering focus on the physical design of products appearance. For example, Yang et al. [8] applied rule-based inference model to design telephone’s form and style under the framework of Kansei engineering. Yang [9] used a hybrid Kansei engineering system of multiple images for design form of mobile phone. Shieh and Yeh [10] established the relationship between the shape of running shoe and the emotional response of consumers using Kansei engineering methodology, showing that the appearance of running shoe has a significant impact on consumers’ overall perception, and their results provided effective guidance for designer in shoe design. Wang [11] combined Kansei engineering with conjoint analysis to achieve product customization of digital cameras and provided decision support for the development of next-generation digital cameras. However, Kansei engineering is rarely used to guide product functions design; most of its applications focus on the psychological impact of product appearance on customers’ psychological needs. In addition, it only reflects the corresponding customer’s feelings in the process of extracting customer image features and cannot really reflect the customer’s demand preferences. Therefore, the current Kansei engineering method has limitations in the analysis of CS with product design.

2.2. Topic Model. The topic model is a statistical model for discovering abstract “topics” that occur in a collection of documents in machine leaning and natural language
processing. In 1998, Papadimitriou first proposed an early topic model named latent semantic indexing (LSI) [12]. Then, Hofmann created probabilistic latent semantic indexing (PLSI) in 1999 [13]. After continuous research and improvement, latent Dirichlet allocation (LDA) becomes the most common topic model currently in use that is a generalization of PLSI. Developed by David Blei and his colleagues [14] in 2003, LDA model is a Bayesian probability model, which is an unsupervised learning algorithm. Its basic points are words that often show different probability distribution characteristics in different potential topic distributions and the probability of words is relatively close under the same topic. Now, LDA model is usually applied in mining topics, text classification, and text similarity. For instance, Walter et al.[15] used LDA to extract topics from Twitter comments and distinguish man-made accounts. Maier et al.[16] proposed a reliable and effective method with LDA in communication field. Wei et al.[17] created improved LDA to cluster texts. However, there may be a single review involving multiple CRs, and different customers have different idiomaticity that means the same CR was described by different expressions. In addition, a single document often contains multiple topics and topic distributions will change depending on the document. Therefore, based on the LDA model, this paper introduced Apriori association algorithm to solve the above problems.

2.3. Apriori Association Algorithm. Apriori was proposed by Agrawal in 1994 to solve market basket problem. Its purpose is to discover the association rules between different commodities in transaction database [18]. The algorithm uses iterative method of layer-by-layer search to find the relationship between item set to form rules in database, and the concept of item set is the set of items (commodities). If candidate item set meets the minimum support degree, then it is called frequent item set. Now, Apriori algorithm is widely used in business, mobile communication, network security, and management; for example, Guo et al.[19] applied Apriori algorithm to improve the recommendation system of e-commerce platform. Panjaitan et al.[20] used Apriori algorithm to explore consumption pattern. Liu et al.[21] applied Apriori algorithm to solve enterprise stock management problem. Therefore, we attempt to mine the list of topic words as transaction which is got by LDA model and analyze the frequently matched vocabulary with attribute words, thus finding out the content related to these attributes, and finally locate CRs information.

2.4. Kano Model. In 1984, Professor Noriaki Kano and his colleague Fumio Takahashi [22], inspired by Herzberg’s motivator-hygiene theory, proposed attractive quality and must-be quality theory. Then, Kano divides quality attributes into five categories: attractive quality, one-dimensional quality, must-be quality, indifferent quality, and reverse quality (Figure 1). The pair of questionnaire surveys, one assumed to be with and another one without quality (CRs) attributes, is conducted to provide insight into which quality attributes fall into which quality categories (Table 1), and it offers a better understanding of how customers evaluate a product; thus this can be used to assist enterprises to focus on the improvement of most important attributes. After that, the Kano model is widely used to do research by many scholars in NPDD, such as Matzler and Hinterhuber [23], who discussed the strategic importance of the Kano model in NPDD, and proposed the satisfaction coefficient to identify contributions to CS. Tan and Shen [24] incorporated the Kano model into the QFD planning matrix to help understand VOC accurately and deeply and proposed a method of adjusting the importance of CRs by approximating transformation function. Xu et al. [25] attempted to quantify the Kano two-dimensional questionnaire scores in the gradient range of -0.5 to 1 and then converted their values to polar coordinate to get the classification of Kano. The above research on the improvement of the Kano model has moved from qualitative to quantitative level.

Some scholars have tried to study the ambiguity and uncertainty in the process of evaluating human information. For example, Foldesi et al. [26] tried to apply the fuzzy and Kano model to obtain the maximum CRs with financial constraints. Lee and Huang [27] developed the fuzzy Kano two-dimensional questionnaire method, which converts one answer of the traditional Kano questionnaire into multiple answers in percentages. Each percentage represents the membership degree of the standard answer. Although the above-mentioned Kano models with incorporation of fuzzy theory have led to more accurate VOC in expressing uncertainty and ambiguity of CRs, these two methods are still
of qualitative analysis and do not consider continuous problems. To solve the continuous problems, Wu and Wang [28] developed a continuous fuzzy Kano model (CFKM) to analyze the ambiguity of CRs more accurately and proposed the influence value matrix to adjust the positive and negative emotional differences in the survey. However, CFKM only describes positive and negative information of customer preference and cannot express hesitation information. Consumers’ perception differs according to their experience, knowledge, and environment, which results in different degrees of decision hesitation among attributes. IFs not only describe the degree of membership and nonmembership of a certain preference, but also reflect the degree of hesitation.

Therefore, in this paper, we attempt to obtain the relationship between CRs and CS based on IFs and then help companies analyze consumer preferences more accurately and efficiently in NPDD.

2.5. Intuitionistic Fuzzy Analytic Hierarchy Process. Analytic hierarchy process (AHP) is a decision-making tool combining qualitative and quantitative methods, was first proposed by Professor Saaty [29], and has been widely used to solve multicriteria decision-making problems. AHP uses five steps to calculate the combined weight of all constituent elements of each level to the goal: defining goal or problem, establishing hierarchy structure, constructing judgment matrix, sorting single hierarchy, and sorting total hierarchy, thus obtaining the comprehensive evaluation value of different feasible schemes, which provides a basis for choosing the best. However, the key of AHP is to establish a judgment matrix. However, whether the judgment matrix is scientific and reasonable will directly affect the analysis results, and subjectivity and ambiguity of decision-makers in the scoring process always exist. Van Laarhoven and Pedrycz [30] combined fuzzy and AHP to express the ambiguity of decision-makers as triangular fuzzy numbers to solve vagueness problem. Kwisielewicz [31] mentioned that van Laarhoven and Pedrycz’s fuzzy AHP has issues of normal equation having one or more degrees of freedom and applied the generalized pseudoinverse approach to find a structure of general solution. Boender et al. [32] modified van Laarhoven and Pedrycz’s fuzzy method and proposed a more robust approach to the normalization of the local priorities. However, these studies have not solved the problem of affirmation, negation, and hesitation of complex cognition, because the membership function used is only single-valued function which cannot be applied to express the support and objection information. Xu and Liao [33] proposed intuitionistic fuzzy analytic hierarchy process (IFAHHP) to solve positive, negative, and uncertain preference; besides AHP and FAHP need to reinvestigate the experts when judgment matrix is inconsistent. IFAHP only needs to achieve consistency through the conversion of the judgment matrix. This method also saves time and resources. In addition, the multattribute decision-making tool represented by AHP has been widely used in NPDD [34–36]. In consequence, this paper used IFAHP to take CS as the target and construct subgoal of customers’ ENs and FNs and then obtain the overall weights of CRs, thus multiplying intuitionistic fuzzy Kano evaluation value. In this way, CRs overall adjusted evaluation weights and priority can be obtained.

2.6. Quality Function Deployment. The concept of quality function deployment (QFD) was proposed by Yoji Akao in Japan in the 1960s [37], and this process was integrated with other improvement tools to generate a lot of opportunities for product designers. QFD is a customer-oriented product development tool that achieves higher CS by translating CRs into design requirements, part features, or production plans. The intents of applying QFD are to incorporate VOC into the product development cycle through customer surveys and interviews and to assume the achievement of CS quality. Within the elements of QFD, House of Quality (HOQ) is the core framework of QFD to organize VOC with VOT, and the VOC is expressed in the customer’s terms which can be in the form of linguistic or crisp variables. According to research by Hauser and Clausing [38], QFD can reduce product development time by 50% and cost by 30%. Lai et al. [39] took advantage of Kano model in CRs and combined it with QFD to direct new product development. Tu et al. [40] combined AHP with QFD to develop a sport headphone. Gül Bayraktaroğ and Özge Özgen [41] integrated Kano model, AHP, and QFD to analyze CRs of library services to improve service quality in market strategy development and provide guidance library managers on how to allocate budget, arrange services, and develop their marketing strategies. In the face of vagueness and uncertainty of VOC, Khoo and Ho [42] proposed a fuzzy QFD model, which expresses VOC as a triangular fuzzy number and applied it to the design and development. Wu [43] developed fuzzy HOQ and fuzzy QFD for fuzzy regression evaluation. Similarly, there are characteristics of affirmation, negation, and hesitation in linguistic relation (weak correlation, medium correlation, and strong correlation) in fuzzy HOQ. The membership function cannot fully describe the essential information. So, our study tried to combine IFS and QFD to cover experts’ preference information; thus we can achieve engineering characteristics ranking and weights, to finally get goals in NPDD according to the technical benchmarks.

3. Research Methodology

3.1. Intuitionistic Fuzzy Set Background. Fuzzy set theory (FS) is an effective technical method for modeling inaccuracy and uncertainty in the real world. FS and IFS are often used to express uncertain information in multi-attributes decision-making processes, which has resulted in a great deal of research achievement [44–46]. IFS is an extended fuzzy information concept proposed by Atanassov [47] in 1983 on the basis of FS theory. It extends FS from a single scale to two scales to describe the ambiguity of a physical phenomenon, which possesses three fuzzy states of support, neutrality, and opposition. It has the advantage over FS in accuracy, flexibility, and comprehension.
Definition 1. Let a fixed universe crisp set $X$ be fixed and let $A \subseteq X$ be a fixed set [47–49]. An IFS $\tilde{A}$ in $X$ is an object of the following form:

$$\tilde{A} = \{(x, \mu_A(x), \nu_A(x)) | x \in X\}, \tag{1}$$

where the functions $\mu_A : X \rightarrow [0, 1]$ and $\nu_A : X \rightarrow [0, 1]$ represent, respectively, the degree of membership and nonmembership of elements $x \in X$ to the set $A$. And, for every $x \in X$, $0 \leq \mu_A + \nu_A \leq 1$ holds.

Definition 2 [50–52]. Triangular intuitionistic fuzzy number (TIFN) $\tilde{a} = ((a, a, \overline{a}); w^\alpha, u^\alpha)$ obviously is a special case of IFS on a real number set $R$, whose membership function and nonmembership function are defined as follows [47–49]:

$$\mu^\alpha_a(x) = \begin{cases} (x - a) w^\alpha_a/(a - \overline{a}), & \text{if } a \leq x < a, \\ w^\alpha_a, & \text{if } x = a, \\ (\overline{a} - x) w^\alpha_a/ (\overline{a} - a), & \text{if } a < x \leq \overline{a}, \\ 0, & \text{if } x < a \text{ or } x > \overline{a}, \end{cases}$$

$$\nu^\alpha_a(x) = \begin{cases} a - x + u^\alpha_a(x - a)/ (a - \overline{a}), & \text{if } a \leq x < a, \\ u^\alpha_a, & \text{if } x = a, \\ [x - a + u^\alpha_a(\overline{a} - x)]/ (\overline{a} - a), & \text{if } a < x \leq \overline{a}, \\ 1, & \text{if } x < a \text{ or } x > \overline{a}. \end{cases} \tag{2}$$

The values $w^\alpha_a$ and $u^\alpha_a$ represent the maximum and the minimum degree of nonmembership, respectively, and satisfy the conditions $0 \leq w^\alpha_a \leq 1$, $0 \leq u^\alpha_a \leq 1$, and $0 \leq w^\alpha_a + u^\alpha_a \leq 1$.

Definition 3. For each IFS $\tilde{A}$ on $X$[47–49], then

$$\pi_A(x) = 1 - \mu_A(x) - \nu_A(x), \tag{3}$$

is called the degree of nondeterminacy (uncertainty) of the membership of the element $x \in X$ to the set $A$. In the case of ordinary fuzzy sets, $\pi_A(x) = 0$ for every $x \in X$.

Szmijt and Kacprzyk [53] pointed out that $\pi_A(x)$ is a hesitancy degree of $x$ to $A$ and cannot be omitted when calculating the distance between two IFSs. For convenience, Xu [54] called $\alpha = (\mu_a, \nu_a, \pi_a)$ an intuitionistic fuzzy value (IFV), where $\mu_a \in [0, 1]$, $\nu_a \in [0, 1]$, $\pi_a \in [0, 1]$, and $0 \leq \mu_a + \nu_a + \pi_a \leq 1$, and assume that $\Psi$ be the set of all IFVs.

In order to rank the IFVs, Szmijt and Kacprzyk [53] developed a function, defined mathematically as follows:

$$\rho(a) = 0.5(1 + \pi_a)(1 - \mu_a). \tag{4}$$

The smaller the value of $\rho(a)$ is, the greater the IFV $a$ is in the sense of the amount of positive information included and reliability of information.

Definition 4. Let $\tilde{A}$ and $\tilde{B}$ be two IFSs in universe $X$ and let $\lambda$ be a real number and $\lambda > 0[55]$. The arithmetical operations are stipulated as follows:

$$\tilde{A} \oplus \tilde{B} = \{(x, \mu_A(x) + \mu_B(x) - \mu_A(x)\mu_B(x), \nu_A(x)\nu_B(x)) | x \in X\}, \tag{5}$$

$$\tilde{A} \otimes \tilde{B} = \{(x, \mu_A(x)\mu_B(x), \nu_A(x) + \nu_B(x) - \nu_A(x)\nu_B(x)) | x \in X\}, \tag{6}$$

$$\lambda \tilde{A} = \{(x, (1 - \mu_A(x))^\lambda, (1 - (1 - \nu_A(x))^\lambda)^\lambda | x \in X\}, \tag{7}$$

$$\tilde{A}^{-1} = \{(x, (\mu_A(x))^{\lambda}, 1 - (1 - (\nu_A(x))^{\lambda})^\lambda | x \in X\}. \tag{8}$$

3.2. Selecting Representative Customer Needs. CRs attributes determine the direction of product development process; thus selecting and using improper CRs information could waste companies’ large amount of time and money. Thus, to accurately obtain CRs is the first step to successfully develop products. In recent years, many e-commerce platforms such as Amazon and JD.com have launched online review systems for their products or services. Those platforms allow consumers to share and acquire more product information through online reviews. A huge amount of customer comments can be extracted by web crawler technology in e-commerce platform, and ENS and FNs are mined with LDA model and Apriori association algorithm.

The LDA model is represented as probabilistic graphical model in Figure 2 [14]: $\alpha$ is the Dirichlet prior parameter of the topic distribution in each document, reflecting relative strength of the hidden topics in the corpus; $\beta$ is the Dirichlet prior parameter of the word distribution in each topic, reflecting the probability distribution of all hidden topics. And LDA model has two basic assumptions: each document is a set of series of topics and each word belongs to a topic in the document.

The analysis process of LDA model mainly consists of two parts: generative process and parameter estimation. In the generative process part, LDA assumes a corpus $D$ consisting of $M$ documents each of length $N_i$ and $K$ denotes topic in $D$.

(1) Choose $\theta_i \sim$ Dirichlet ($\alpha_i$), where $i \in \{1, 2, 3, \ldots, M\}$, $\theta_i$ is the topic distribution for document $i$, and Dirichlet ($\alpha_i$) is a Dirichlet distribution with a symmetric parameter $\alpha$ which is typically sparse ($\alpha < 1$).

(2) Choose $\phi_k \sim$ Dirichlet ($\beta$), where $k \in \{1, 2, 3, \ldots, K\}$, $\phi_k$ is the word distribution for topic $k$, and $\beta$ is typically sparse.

(3) For each of the word positions $i$ and $j$, where $i \in \{1, 2, 3, \ldots, M\}$ and $j \in \{1, 2, 3, \ldots, N_i\}$, we let the following. Then, choose a topic $z_{ij} \sim$ Multinomial ($\theta_{j,k}$), where $z_{ij}$ is the topic for $j$th word in document $i$ and choose a word $w_{ij} \sim$ Multinomial ($\phi_{k}$, $z_{ij}$), where $w_{ij}$ is the specific word; multinomial distribution refers to the multinomial with only one trial, which is also known as the categorical distribution.

In the parameter estimation part, through the estimation of $\phi$ and $\theta$, we can obtain the relevant information of the
topics contained in the corpus and its proportion in each document. These parameters using Gibbs sampling [56] are estimated as follows:

\[ p(z_j = k|z_{-j}, w) = \frac{p(w, z_j)}{p(w, z_{-j})} \propto \frac{n^k_{t-j} + \beta_t}{\sum_{i=1}^{K} n^k_{t-j} + \beta_t} \frac{n^k_{t-j} + \alpha_k}{\sum_{i=1}^{K} n^k_{t-j} + \alpha_k} \]

where \( z_j \) represents the assignments of \( j \)th word in a document to topic \( k \), \( z_{-j} \) represents all topic assignments not including \( j \)th word, \( n^k_{t-j} \) denotes the number of times in which word \( t \) is assigned to topic \( z_k \), and \( n^k_j \) denotes the number of times in which topic \( z_k \) is assigned to document \( m_i \).

3. Calculate \( \varphi \) and \( \theta \) parameters.

\[
\varphi_{k,t} = \frac{n^k_{t-j} + \beta_t}{\sum_{i=1}^{K} n^k_{t-j} + \beta_t}, \\
\theta_{i,k} = \frac{n^k_{t-i} + \alpha_t}{\sum_{i=1}^{K} n^k_{t-i} + \alpha_t}
\]

where \( \varphi_{k,t} \) represents the probability of word \( t \) in topic \( z_k \) and \( \theta_{i,k} \) represents the probability of topic \( z_k \) in document \( i \).

So, we can get the relations topic-word and document-topic by probability value.

In LDA model process, the perplexity [14] is used to determine the number of topics, and the smaller the perplexity, the better the model performance; see the following formula:

\[
\text{perplexity}(w) = \exp \left\{ -\frac{1}{N} \sum_{i=1}^{N} \frac{\log(p(w))}{\sum_{k=1}^{K} n^k_{t-i}} \right\},
\]

where \( V \) is the number of words in corpus \( D \) and \( n^k_{t-i} \) denotes the number of times in which word \( t \) is in \( i \)th document.

However, there are two issues in mining CRs. Firstly, a single customer review (document) may include multiple CRs; secondly, due to different idiomaticity, the same need is expressed in different ways. Hence, mining words frequently collocate with attribute words; we can find out the content related to these attributes so that CRs are located. In the example, we used the topic words of multiple iterations of the LDA model as transactions.

(1) Estimate the probability value of a document.

\[
p(w|\alpha, \beta) = \int p(\theta|\alpha) \left( \prod_{j=1}^{N} p(z_j|\theta) p(w_j|z_j, \beta) \right) d\theta.
\]

Collapsed Gibbs sampling first estimates the relationship between each word and topic and then calculates these parameters through frequency statistics.

(2) Calculate the conditional probability of the topic sequence under the word sequence.

The Apriori algorithm uses breadth-first search and Hash tree structure to count candidate item sets efficiently [18]. It generates candidate item set of length \( k \) from sets of length \( k-1 \), then it prunes the candidates which have an infrequent subpattern, and these sets of items have at least the given minimum support. After that, it scans the transaction database to determine frequent items sets among the candidates. The minimum support and minimum confidence are measured association rules in transaction, which represents certainty and usefulness, respectively, as in (13)-(14). And lift is a supplement to association rules, which reflects the worth of the rules as in (15):

\[
\text{support}(A \Rightarrow B) = \frac{P(A \cup B)}{P(A)}, \quad (13)
\]

\[
\text{confidence}(A \Rightarrow B) = \frac{P(B|A)}{P(A) = \frac{\text{support}(A \cup B)}{\text{support}(A)}} = \frac{\text{support_count}(A \cup B)}{\text{support_count}(A)}, \quad (14)
\]

\[
\text{lift}(A \Rightarrow B) = \frac{\text{confidence}(A \Rightarrow B)}{\text{support}(B)}, \quad (15)
\]

where \( A \) and \( B \) represent the item sets (topic words), \( A \Rightarrow B \) denote an association rule, greater than minimal support value \( S \), and \( S \) represents the ratio of all topics that include both topic words \( A \) and \( B \), which denote \( P(A \cup B) \). If \( S \) is smaller, it means that the relationship between \( A \) and \( B \) is not great; otherwise, \( A \) and \( B \) are related. The confidence degree \( C \) represents the probability that the topic of item sets \( A \) and \( B \) appears at the same time, which denote \( P(B|A) \). If \( C \) is smaller, it means that both \( A \) and \( B \) have little chance to appear. The lift degree \( L \) reflects the correlation between \( A \) and \( B \) in the association rules. If \( L \) is greater than 1, thus this means higher positive correlation; if \( L \) is less than 1, thus this means higher negative correlation; otherwise, \( A \) and \( B \) are not relevant.
3.3. Intuitionistic Fuzzy Kano Model Acquires CRs Category and Adjustment Coefficient. The Kano model has been widely used in industry and scientific research. More specifically, it is used to analyze and classify CRs. In addition, the Kano model is a two-dimensional quality model and is used to present asymmetry and nonlinear relationship between product performance and CS [27]. The questionnaire survey (Table 2) includes a pair of questions (function/dysfunction CRs attributes), which is used to calculate Kano categorization [22]. As mentioned before, information for evaluation, which is solely based on crisp value (classical Kano model) or positive/negative value (FKM and CFKM), is not complete, because people often express their preference in the scoring process with uncertainty and vagueness. The triangular IFNs (TIFNs) are a special case of fuzzy sets and are important for fuzzy multiattributes decision-making problems [51]. Intuitionistic fuzzy Kano model (IFKM) is different from FKM, and it only uses one point in the survey to express customers' preference, and it is also necessary when investigating the scores of satisfaction and dissatisfaction and the need for obtaining positive, negative, and hesitant preference in the questions (Figure 2). Besides, the degree of membership of one’s preference to a standard answer (enjoy, expect, neutral, live with, or dislike) can be considered as a decreasing function of the distance between the chosen point and the standard answer. The closer the chosen point to the standard answer, the greater the membership degree of one’s preference to it. In this paper, we use triangular membership functions to represent the memberships of one’s preference to the five standard answers as follows:

(1) Dislike (1, 1, 3)
\[ f_R(x) = \begin{cases} \frac{1}{2} w_n^r (x - 1), & 1 \leq x < 3, \\ \frac{1}{2} w_n^r (x), & x = 3, \\ 0, & \text{otherwise}. \end{cases} \] (16)

(2) Live with (1, 3, 5)
\[ f_R(x) = \begin{cases} \frac{1}{2} w_n^r (x - 1), & 1 \leq x < 3, \\ \frac{1}{2} w_n^r (x), & x = 3, \\ \frac{1}{2} (5 - x) w_n^r, & 3 \leq x \leq 5, \\ 0, & \text{otherwise}. \end{cases} \] (17)

(3) Neutral (3, 5, 7)
\[ f_R(x) = \begin{cases} \frac{1}{2} w_n^r (x - 3), & 3 \leq x < 5, \\ \frac{1}{2} w_n^r (x), & x = 5, \\ \frac{1}{2} (7 - x) w_n^r, & 5 \leq x \leq 7, \\ 0, & \text{otherwise}. \end{cases} \] (18)

(4) Expect (5, 7, 9)
\[ f_R(x) = \begin{cases} \frac{1}{2} w_n^r (x - 5), & 5 \leq x < 7, \\ w_n^r, & x = 7, \\ \frac{1}{2} (9 - x) w_n^r, & 7 \leq x \leq 9, \\ 0, & \text{otherwise}. \end{cases} \] (19)

(5) Enjoy (7, 9, 9)
\[ f_R(x) = \begin{cases} \frac{1}{2} w_n^r (x - 7), & 7 \leq x < 9, \\ w_n^r, & x = 9. \end{cases} \] (20)

where \( w_n^r \) is the maximum membership of one’s attribute and the membership degrees of one’s preference to the standard answers can be obtained through the membership functions. For example, the maximum membership and minimum nonmembership are 0.9 and 0, respectively. And an interviewee chooses the point 3.3 as his/her answer to a certain question; the membership degrees of his/her preference to ‘like with’ and ‘neutral’ are 0.765 and 0.135, respectively (Figure 3).

IFKM uses Kano evaluation table to combine the membership of the function with that of the dysfunction of a certain attribute (Table 1). For instance, one respondent’s preference may be assigned to cells (2, 4), (2, 5), (1, 4), and (1, 5) in Table 1. The membership degree \( \mu_{ij} \) of his/her preference combination \((i, j)\) is determined by the following form [27]:
\[ \mu_{ij} = m(F_i)_{n} m(D_j)_{n}, \] (21)

where the subscript \( n \) represents \( n \)th participant; \( m(F_i)_{n} \) and \( m(D_j)_{n} \) are the membership degrees of his/her preference to \( i \)th standard answer to the functional questions and \( j \)th standard answer to the dysfunctional questions, respectively. Then, the membership degree \( \mu_{n ij} \) of \( n \)th participant’s preference can be identified as the degree of “attractive quality,” “must-be quality,” “one-dimensional quality,” “indifferent quality,” or “reverse quality.”

According to the Kano evaluation in Table 1, 25 combinations contribute different values to CS, because “like” has more intense emotion, and “must-be” has only weaker expression of satisfaction. Similarly, “dislike” is a very strong dislike, whereas “live with” is only a weak expression of dissatisfaction [57]. In addition, Tan and Shen [24] and Chen and Ko [58] suggested assigning values of 2, 1, and 0.5 to the corresponding categories of must-be, one-dimensional, and attractive. Therefore, in the upper-right quadrant of Table 1, the influence values of pure “must-be,” “one-dimensional,” and “attractive” are 2, 1, and 0.5, respectively. In lower-left quadrant of Table 1, the answers of the function are stronger responses than dysfunction ones, so the negative influence values are half as large as the corresponding positive ones. Thus, a standard matrix of the influence value was given as follows:
### Table 2: The IFKM questionnaire.

| Dislike | Like with | Neutral | Expect | Enjoy |
|---------|-----------|---------|--------|-------|
| 0       | 0.1       | 0.2     | 0.3    | 0.4   |
| 0.5     | 0.6       | 0.7     | 0.8    | 0.9   |

**Function and dysfunction questions** (e.g., if the VAC has/does not have simple and liberal attribute, how do you feel?)

Degree of score satisfaction and dissatisfaction (e.g., what do you feel according to your choice?)

**Note:** Satisfaction + dissatisfaction is less than 1.
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**Figure 3: Membership functions of IFNs.**

At last, the nth participant’s satisfaction value of the quality $SF_n$ can be obtained by a mathematical aggregation of all influence values weighted by the corresponding membership degrees.

$$SF_n = \sum_{i=1}^{5} \sum_{j=1}^{5} v_{ij} \times \mu_{nij}.$$  

3.4. Intuitionistic Fuzzy Analytic Hierarchy Process to Obtain ENs and FNs Importance. IFKM can be used to obtain priorities and Kano categories of customers’ ENs and FNs, respectively, but the weights of ENs and FNs cannot be compared directly. Because Kansei image and function are different abstract concepts, experts are more comprehensive and professional than customers to distinguish the weight. IFAHP can be considered as an analysis method of extending AHP and FAHP [33], where FAHP can analyze and process the participants’ membership information better than AHP, and IFAHP can obtain nonmembership and neutral information better than FAHP. IFAHP analysis includes the following 7 steps:

1. Identify the objective, criteria, and subcriteria of the decision-making problem and then construct the hierarchy of the considered problem. This step is similar to the classical AHP.

2. Determine the intuitionistic preference relation via the pairwise comparison between each criterion and subcriterion. And then, the intuitionistic preference relations are constructed. The scale regarding the relative importance degrees is denoted by IFVs.

3. If all the intuitionistic preference matrices have acceptable consistency, go to the next step. The consistency of each intuitionistic preference matrix is given as follows:

$$\overline{P}_{ik} = \frac{\prod_{i=1}^{k-1} \mu_{itk}}{\sqrt{\prod_{i=1}^{k-1} \mu_{itk} + \prod_{i=1}^{k-1} (1 - \mu_{it}) (1 - \mu_{tk})}}, \quad k > i + 1,$$

$$\overline{V}_{ik} = \frac{\prod_{i=1}^{k-1} v_{itk}}{\sqrt{\prod_{i=1}^{k-1} v_{itk} + \prod_{i=1}^{k-1} (1 - v_{it}) (1 - v_{tk})}}, \quad k > i + 1,$$

$$d(R, \overline{R}) = \frac{1}{2(n-1)(n-2)} \sum_{i=1}^{n} \sum_{k=1}^{n} (|\overline{P}_{ik} - \mu_{ik}| + |\overline{V}_{ik} - v_{ik}| + |\overline{P}_{ik} - \pi_{ik}|),$$

$$d(R, \overline{R}) < \tau,$$

where $\overline{P}_{ik}$ is the consistency preference membership; $\overline{V}_{ik}$ is consistency preference nonmembership, and $i < k < t$ ($i, k, t = 1, 2, 3, \ldots, n$) are elements of matrix; $\mu_{ik}$ is original preference membership; $v_{ik}$ is original preference membership; $R$ is the expert judgment preference matrix; $\overline{R}$ is consistency judgment matrix; $\tau$ is consistency threshold value and is generally set to 0.1.
(4) Recalculate the inconsistent intuitionistic preference relations as follows:

\[
\begin{align*}
\tilde{\mu}_{ik}^{(p)} &= \frac{\left(\tilde{\mu}_{ik}^{(p)}\right)^{1-\sigma} \left(\tilde{\mu}_{ik}^{(p)}\right)^{\sigma}}{\left(\tilde{\mu}_{ik}^{(p)}\right)^{1-\sigma} \left(\tilde{\mu}_{ik}^{(p)}\right)^{\sigma} + \left(1 - \tilde{\mu}_{ik}^{(p)}\right)^{1-\sigma} \left(1 - \tilde{\mu}_{ik}^{(p)}\right)^{\sigma}}, \quad i, k = 1, 2, \ldots, n, \\
\tilde{\nu}_{ik}^{(p)} &= \frac{\left(\tilde{\nu}_{ik}^{(p)}\right)^{1-\sigma} \left(\tilde{\nu}_{ik}^{(p)}\right)^{\sigma}}{\left(\tilde{\nu}_{ik}^{(p)}\right)^{1-\sigma} \left(\tilde{\nu}_{ik}^{(p)}\right)^{\sigma} + \left(1 - \tilde{\nu}_{ik}^{(p)}\right)^{1-\sigma} \left(1 - \tilde{\nu}_{ik}^{(p)}\right)^{\sigma}}, \quad i, k = 1, 2, \ldots, n, \\
d(R, R^{(p)}) &= \frac{1}{2(n-1)(n-2)} \sum_{i=1}^{n} \sum_{k=1}^{n} \left[|\tilde{\mu}_{ik}^{(p)} - \mu_{ik}^{(p)}| + |\tilde{\nu}_{ik}^{(p)} - \nu_{ik}^{(p)}| + |\pi_{ik}^{(p)} - n_{ik}^{(p)}|\right].
\end{align*}
\]

where \( p \) denotes the number of iterations and \( p \geq 2; \)
\( \tilde{\mu}_{ik}^{(p)} \) is iterative membership; \( \tilde{\nu}_{ik}^{(p)} \) is iterative non-membership; \( \sigma \) denotes controlling parameter determined by the decision-maker, and \( 0 \leq \sigma \leq 1. \) The smaller the value of \( \sigma \), the closer the \( R^{(p)} \) to \( R^{(p)} \).

(5) Calculate the weight vector \( K = (K_1, K_2, \ldots, K_n) \) of each intuitionistic preference relation as follows:

\[
\begin{align*}
w_i &= \frac{\sum_{k=1}^{n} \left[\mu_{ik}, 1 - \nu_{ik}\right]}{\sum_{k=1}^{n} \left[\mu_{ik}, 1 - \nu_{ik}\right]}, \\
&= \frac{\sum_{k=1}^{n} \mu_{ik} - \sum_{k=1}^{n} (1 - \nu_{ik})}{\sum_{k=1}^{n} \mu_{ik} - \sum_{k=1}^{n} (1 - \nu_{ik})}, \\
&= \frac{\sum_{k=1}^{n} \mu_{ik}}{\sum_{k=1}^{n} (1 - \nu_{ik})} - \frac{\sum_{k=1}^{n} (1 - \nu_{ik})}{\sum_{k=1}^{n} \mu_{ik}}, \quad i = 1, 2, \ldots, n.
\end{align*}
\]

Then, we can transform each interval into a corresponding IFV.

\[
W_i = \left(\frac{\sum_{k=1}^{n} \mu_{ik}}{\sum_{k=1}^{n} (1 - \nu_{ik})}, 1 - \frac{\sum_{k=1}^{n} (1 - \nu_{ik})}{\sum_{k=1}^{n} \mu_{ik}}\right).
\]

(6) Combine all the ratio of importance from the lowest level to the highest level by the operations of IFVs, to obtain the overall weights \( W_K \) using formula (6).

3.5. Intuitionistic Fuzzy Quality Function Deployment to Obtain Engineering Characters Priorities. The impact of ENs on CS is becoming more and more important, but enterprise usually ignores the ENs in the NPDD. And the CRs are divided into ENs and FNs in a way that could effectively improve CS. Furthermore, in the NPDD processing, ENs directly affect product form design, and FNs impact greatly on functional parameter design, because product function matches customer usage needs and product form satisfies customer aesthetic needs. Thus, application QFD finds out the relations of CRs and ECs and establishes the goals of NPDD.

The construction of HOQ is the most important process in implementing QFD (Figure 4), and it consists of CRs input left wall (WHAT), ECs input ceiling (HOW), competition benchmarks input right wall (WHO), CRs and ECs relation matrix input ROOM, ECs correlation matrix input roof (WHY), ECs weights output floor (HOW MANY), technical benchmarks input basement (WHERE), and strategy of NPDD output goals (METHOD). CRs are obtained by LDA model and Apriori algorithm, and the importance of CRs is gained by IFKM and IFAHP (32). HOWs is acquired via expert interview; ROOM is gained through the relationship between VOC and VOT. By the relation symbols proposed by Cohen [59], \( \bigtriangleup \) denotes weak correlation, \( \bigcirc \) denotes moderate correlation, and \( \ast \) denotes strong correlation. Every EC has to be paired with at least one relation symbol of CRs; otherwise, it should be abandoned, and every corresponding symbol is converted into IFV (Table 3). WHO consists of market competition evaluation, target satisfaction, rate of satisfaction improvement, and absolute weights of CRs, where market competition evaluation relies on five-Likert scale (extreme importance/extreme unimportance) to evaluate CRs; target satisfaction depends on importance of CRs and developers to determine subjectivity; rate of satisfaction improvement is obtain using (34); absolute weights of CRs use formula (35); WHY is gained by expert interview, \( + \) denotes positive correlation, and \( - \) denotes negative correlation; according to (36)–(38); HOW MANY can be obtained; WHERE is acquired by technical developer number through web crawler; METHOD is obtained by developers based on technical competition benchmarks.

\[
W_i = W_K SF_i, \quad (33)
\]

\[
Rsi_i = Tsi_i / Csi_i, \quad (34)
\]

\[
AW_i = W_i Rsi_i, \quad (35)
\]

where \( Rsi_i \) denotes rate of satisfaction improvement, \( Tsi_i \) denotes competitor target satisfaction of CRs, \( Csi_i \) denotes development company satisfaction of CRs, \( W_i \) denotes adjusted importance, \( W_K \) denotes ratio of importance, \( SF_i \) denotes adjustment coefficient, \( AW_i \) denotes absolute weight, and \( i = 1, 2, \ldots, n \) is the number of CRs.
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which CRs are more important for influencing customers’ decisions of buying the VAC products and how and where companies innovate and prioritize their product design and provide assistance to designers and engineers in product development. In the next section, we will apply the proposed method to the VAC. It should be noted that the method is also applicable to other products.

4.1. Step 1. Mining CRs. We collected customer reviews by Octopus and saved in xls format from e-commerce platform (JD.com), with a result of total 5391 comments in Chinese. The original data was preprocessed, including removing invalid and duplicate comments and deleting punctuation. The Python language is applied throughout the retrieval process. Then, we called the Jieba library for Chinese segmentation and obtained 5310 valid comments. According to perplexity (14) to determine the topic number \( K \), we do not estimate the hyperparameters \( \alpha \) and \( \beta \) instead the smoothing parameters are fixed at \( 50/K \) and \( 200/M \), respectively, where \( K \) is the topic number of LDA models, \( M \) is training samples containing 4248 (80%) documents in LDA, and the LDA model tested samples are 1062 (20%). The result of perplexity is shown in Figure 5; the topic number is 90 and the model has better generalization ability.

In consequence, the topic number is 90; we used Gensim library to construct LDA model which iterated 6000 through corpus and every 100 iteration to record the topic words. The results (Table 4) do not quite focus on product attributes by LDA model. So, we applied Apriori association algorithm to analyze 60 transactions; each transaction contains 90 topics, and each topic includes 10 topic words.

We obtained 7 strong association rules about sound in Table 5, and the rules are described in 7 ways meaning the same CR; we can adjust the order of words in these strong association rules to gain easy-to-understand sentence that is low noise.

Similarly, we obtained all the CRs in Table 6 when minimum support set is 0.005 and minimum confidence set is 0.5, and the CRs of VAC contain 3 ENs and 6 FNs from topic words. But there are massive invalid rules. There may be three reasons. Firstly, since the frequency of words about dehumidification and air purification is quite low in corpus, the LDA model cannot cover these words in priority of 10 topic words. Secondly, the Apriori algorithm prunes frequency item sets (transactions) which is noun and does not consider the relationship with different parts of speech. Thirdly, Chinese segmentation may be inaccurate, because some Chinese words have multiple parts of speech and different order has different meaning.

4.2. Step 2. Obtaining CRs Category and Adjustment Coefficient. According to Table 2, we made Kano questionnaire including 9 CRs attributes. 200 interviewees including housewives, white collar workers, and college students (100 males and 100 females), from 20 to 55 years old, were invited. Every participant was required to answer two-dimensional function and dysfunction quality questions and fill with their scores of satisfaction and dissatisfaction. 195 questionnaires were returned, a response rate of 97.5 percent, and 182 questionnaires were reasonable, a
reasonable response rate of 91 percent. Based on Definition 2, the maximum of membership (satisfaction) is 0.9 and minimum of membership (dissatisfaction) is 0; thus, the CRs membership function can be obtained (Figure 2) with every interviewee’s membership to standard answers via functions (16)–(20) and CR value $S_F$ (Table 7) via functions (21)–(23).

Besides, according to Chen [60], the adjustment coefficient of attractive quality, one-dimensional quality, must-be quality, and indifferent quality set is 4, 2, 1, and 0 in KM and FKM, respectively.

### 4.3. Step 3. Obtaining CRs Weights

According to Table 6, we constructed CRs hierarchy process (Figure 6). 10 experts with more than 5-year development experience and 5-year design experience were selected to act as interviewees; thus relation matrices were obtained via pairwise comparison, and calculated intuitionistic preference matrices are of acceptable consistency via functions (24)–(27). Then, non-consistency relation matrices were calculated via (28)–(30). The consistency threshold value $\tau$ was selected as 0.1 (Table 8) and controlling parameter $\sigma$ was set to 0.8. The 1st, 6th, and...

---

### Table 4: Inductive topics.

| No. | Summary       | Main topics                                           |
|-----|---------------|-------------------------------------------------------|
| 1   | Function      | Sound, energy, cooling, heating, mobile, and wind     |
| 2   | Form          | Beautiful appearance                                  |
| 3   | Service       | Installation, delivery, and after sale                |
| 4   | Experience    | Shopping and working                                  |
| 5   | Price         | Double 11, 618                                        |
| 6   | Brand         | Midea, Gree, and Aux                                  |

### Table 5: Example of strong rules.

| Chinese/English sentence | Support | Confidence | Lift  |
|--------------------------|---------|------------|-------|
| 几乎听不到声音/almost no sound | 0.0081  | 0.7333     | 12.4138 |
| a little sound           | 0.0661  | 0.5593     | 9.4681  |
| 不听到声音/no sound      | 0.0061  | 0.7209     | 12.2038 |
| 几乎听不到声音/almost no sound | 0.0081  | 0.7333     | 12.4138 |
| 一点声音/a little sound | 0.0057  | 0.7209     | 12.2038 |
| 一点风的声音/a little wind | 0.0061  | 0.7333     | 12.4138 |
| 几乎听不到声音/almost no sound | 0.0069  | 0.7115     | 12.0449 |
| 几乎听不到风的声音/hardly hear the wind | 0.0076  | 0.7321     | 12.3936 |

### Table 6: Representative CRs.

| No. | CRs                  | Support |
|-----|----------------------|---------|
| C1  | Being simple and liberal | 0.0513  |
| C2  | High-tech and intelligence | 0.0391  |
| C3  | Being fashionable and novel | 0.0291  |
| C4  | Low noise             | 0.0487  |
| C5  | Energy conservation  | 0.0559  |
| C6  | Fast cooling and heating | 0.0828  |
| C7  | Strong mode and soft wind | 0.0270  |
| C8  | Safety protection     | 0.0457  |
| C9  | Mobile APP control    | 0.0446  |

---

*Figure 5: Perplexity on different topics.*
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|-----|----------------------|---------|
| C1  | Being simple and liberal | 0.0513  |
| C2  | High-tech and intelligence | 0.0391  |
| C3  | Being fashionable and novel | 0.0291  |
| C4  | Low noise             | 0.0487  |
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| C6  | Fast cooling and heating | 0.0828  |
| C7  | Strong mode and soft wind | 0.0270  |
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7th experts make acceptable consistency in ENs, and all experts make acceptable consistency in FNs. At last, we fused all the weights from the lowest level to the highest level via functions (31-32) (Table 9).

4.4. Step 4. Obtaining ECs Weights and Goals. Most of VACs consist of refrigeration cycle system, air circulation system, electrical control system, and shell system (Table 10). We calculated the adjusted weights obtained by formula (33) and collected relation matrixes of HOWs and WHATs from 10 experts and converted them into IFVs via Table 3. Then, the target satisfaction was set through interview in 3000–4000 RMB VAC; the rate of satisfaction improvement is shown via (34); the absolute weights are gained by formula (35). Thus, we obtained the standard weights of $EC_N^j$ via functions (36)-(38) and HOQ of VAC (Figure 7). At last, according to technical benchmarks, goals were established in NPDD.

5. Comparative Analysis

Comparing the result weights of CRs in AHP, FAHP, and IFAHP (Table 11), the weights are similar; FNs are higher than ENs, and the results of FAHP are quite different between AHP and IFAHP. However, in the IFAHP, if we do not consider the nonmembership degree of $WK^j$ when ranking the priority, the result of the IFAHP method will be ENs > FNs as well because $0.0469 > 0.0438 > 0.0338 > 0.0094 \ldots > 0.0052$, which is consistent with the result of the FAHP method. The different results imply that the IFVs can represent the preferences of the pairwise comparison more comprehensively.

Comparing adjustment coefficient in KM, FKM, CFKM, and IFKM (Table 7), the classical Kano model does not work well in this case study, and FKM is worse than CFKM and IFKM in rationality of the classification results of CRs. The CFKM and IFKM have similar results, and the
Table 9: Weights of IFAHP.

| Criterion | $W_i$ | Subcriterion | $W_{ij}$ | $W_{K_i}$ |
|-----------|-------|--------------|----------|-----------|
| ENs | (0.3529, 0.6494) | C1 | (0.0957, 0.5974) | (0.0338, 0.8589) |
| | | C2 | (0.1241, 0.5375) | (0.0438, 0.8379) |
| | | C3 | (0.1328, 0.7034) | (0.0469, 0.8960) |
| | | C4 | (0.0183, 0.7598) | (0.0094, 0.8710) |
| | | C5 | (0.0183, 0.7598) | (0.0094, 0.8713) |
| | | C6 | (0.015, 0.7998) | (0.0078, 0.8927) |
| | | C7 | (0.0133, 0.8159) | (0.0069, 0.9014) |
| | | C8 | (0.0153, 0.7895) | (0.0079, 0.8873) |
| | | C9 | (0.0100, 0.8489) | (0.0052, 0.9190) |
| FNs | (0.5158, 0.4643) | C1 | (0.0338, 0.8589) | (0.0068, 0.9704) |
| | | C4 | (0.0183, 0.7598) | (0.0094, 0.8710) |
| | | C5 | (0.0183, 0.7598) | (0.0094, 0.8713) |
| | | C6 | (0.0151, 0.7998) | (0.0078, 0.8927) |

Table 10: ECs of VAC.

| Refrigeration cycle system | Air circulation system | Electrical control system | Shell system |
|---------------------------|------------------------|---------------------------|-------------|
| Refrigeration cycle power parts ($A_1$) | Forming airflow parts ($A_4$) | Information display ($A_7$) | Body ($A_{10}$) |
| Thermal exchange parts ($A_2$) | Air charge parts ($A_5$) | Intelligent control parts ($A_8$) | Top ($A_{11}$) |
| Refrigerant flow and pressure parts ($A_3$) | Air flow direction controller parts ($A_9$) | | Base ($A_{12}$) |
| | | | Air outlet grille ($A_{12}$) |

Figure 7: HOQ case study.
The difference between the two methods is mainly in the attractive and one-dimensional qualities which are located in the cells (1, 4) and (1, 5), respectively, because the IFS is more comprehensive and flexible than FS in describing uncertainty.

According to Chen [60], the adjustment coefficient of attractive quality, one-dimensional quality, must-be quality, and indifferent quality set is 4, 2, 1, and 0 in KM and FKM, respectively. The absolute weight of CRs is done by comparison in Table 12; there are limitations which ignore the difference of the satisfaction coefficient between the consumer demand items and the same quality attributes. Besides, the absolute weight cannot obtain good performance in HOQ which used KM and FKM as adjustment coefficient.

### 6. Discussion

In the classical Kano model, designers should follow the quality ranking for NPDD, which is must-be > attractive > one-dimensional > indifferent. One strategy is to integrate all the must-be, one-dimensional, and attractive quality into the product. However, the resource is quite limited; thus it is hard for them to decide which four of the six attractive qualities should be included with the addition of other qualities. In consequence, we proposed that IFKM can obtain CR preference, which includes affirmation, negation, hesitation, and priority, which effectively express VOC. In this paper, we chose VAC as an example. The ENs' priority of KM category (Table 7) is simple and liberal > fashionable and novel > high-tech and intelligence, and all of them belong to attractive quality. The FNs' priority of category is low noise > energy conservation > fast cooling and heating, which are attractive quality; the order of one-dimensional quality is safety protection > strong mode and soft wind > mobile APP control.

In order to obtain and compare the weight of the ENs and FNs, we conducted IFAHP process that analyzed overall weights about CRs and multiplies the adjustment coefficient via IFKM. Thus, we got the adjusted weights in the field of VAC’s NPDD. The absolute weights should contain adjusted weights and ratios of satisfaction, which based on competition benchmarks (Figure 7). The result of absolute weights priority is low noise > energy saving > fast cooling and heating > safety protection > simple and liberal > high-tech and intelligence > strong mode and soft wind > mobile APP control > fashion and novel. According to IFKM category and resource constraint, the strategy of this company should choose low noise, energy conservation, fast cooling and heating, and being simple and liberal as the attractive quality, finally with the addition of other qualities. Because the attractive quality massively improves CS (Figure 1) and the one-dimensional quality has linear relation to CS.

The refrigeration cycle power parts and forming airflow parts have the highest priority via IFQFD, because of low noise and energy conservation, which are the main sources of sound and power consumption, being the top two of CRs. And the thermal exchange part is the third importance ECs, because it has strong relation to energy conservation and fast cooling and heating. In additional, the ranking of the ECs of refrigeration cycle system, air circulation system, and electrical control system is higher than that of shell system; thus it is consistent with the FNs being larger than the ENs. Thus, this research has high credibility in CS analysis and can provide effective support for decision-making. Finally, the company established development goals based on technical benchmarks.
7. Conclusions

In this study, we proposed a new method for NPDD based on text mining, CS, and IFS. We applied text mining techniques to retrieve CRs from big data and combined this with advantage of IFS which can better process uncertain and hesitant information, to integrate Kano model, AHP, and QFD methods. Thus, we can establish goals about the customer-oriented NPDD. In additional, text mining can directly obtain expected information from unstructured data and provide a scientific basis for NPDD. The IFSs have more flexible and comprehensive features in describing objective phenomena than classical FS. And the evaluation of various preference types is unified into IFS based on the heterogeneous characteristics of participants that can minimize the loss of decision information.

Since certain limitations still exist, this research needs to be continually improved. First, it is necessary to develop a supervised algorithm for the extraction of CRs with low frequency in text mining, because lower frequency of CRs like dehumidification and air purification will be affected by geographical and environment factors. Second, the impact of multiple Kansei images of product on customers satisfaction remains to be studied, which means that a product may contain factors like being fashionable, elegant, simple, beautiful, etc. and generally have nonlinear relationship to product form. Third, the threshold (ϕ) of the SF is determined by practitioners based on experience. There is a need to develop an approach to determine the suitable values for decision-making.
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