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Abstract

We introduce new and robust decompositions of mean-field Hartree-Fock (HF) and Kohn-Sham density functional theory (KS-DFT) relying on the use of localized molecular orbitals and physically sound charge population protocols. The new lossless property decompositions, which allow for partitioning 1-electron reduced density matrices into either bond-wise or atomic contributions, are compared to alternatives from the literature with regards to both molecular energies and dipole moments. Besides commenting on possible applications as an interpretative tool in the rationalization of certain electronic phenomena, we demonstrate how decomposed mean-field theory makes it possible to expose and amplify compositional features in the context of machine-learned quantum chemistry. This is made possible by improving upon the granularity of the underlying data. On the basis of our preliminary proof-of-concept results, we conjecture that many of the structure-property inferences in existence today may be further refined by efficiently leveraging an increase in dataset complexity and richness.
1 Introduction

The immense predictive powers of wave function-based quantum mechanics notwithstanding—as offered by, e.g., standard coupled cluster\(^1\text{--}^5\) (CC) theory and the recent myriad of near-exact approximations to full configuration interaction\(^6\text{--}^{16}\) (FCI) theory—the Kohn-Sham formulation of density functional theory\(^17\text{--}^{19}\) (KS-DFT) has by now arguably manifested itself as the most pragmatic, versatile, and altogether functional tool in existence today, applicable for molecules\(^20\text{--}^{24}\) as well as solids.\(^25\text{--}^{29}\) However, despite its reduced computational scaling,\(^30\text{--}^{32}\) the routine and reliable application of KS-DFT to extended systems remain challenging. This is true also for its uncorrelated mean-field sibling, Hartree-Fock (HF) theory, and although recent innovations have contributed positively towards enhancing the general application range of mean-field methods,\(^33\text{--}^{35}\) the past few years have seen an increasing interest in applying modern machine learning (ML) techniques as an alternative, in an attempt at mitigating the problems associated with the prohibitive scaling wall.\(^36\text{--}^{40}\) In the course of the present work, a new and robust decomposition of mean-field theory will be introduced, which we will argue exhibits the potential to make KS-DFT (for a given choice of exchange-correlation (\(xc\)) functional) increasingly befitting to ML, with an aim at reducing its computational complexity even further. By explicitly incorporating electronic structure effects, we will further investigate to what extent the present decompositions may aid in the design and deployment of modern machine mappings between the geometrical arrangement of atoms alone and total inferred molecular quantities. As such, despite the overall concept of a marriage of ML and KS-DFT in common, the present work will not be concerned with the intelligent design of universal \(xc\) functionals, which is another area of research that has experienced a true surge in interest in recent years.\(^41\text{--}^{59}\)

Starting from the mean-field functional shared between HF and KS-DFT in a basis of spatially localized molecular orbitals (MOs), we will describe and numerically illustrate how to partition the central 1-electron reduced density matrix at several different levels, by which
total molecular properties may be decomposed into contributions associated with individual bonds and atomic centres. Upon introducing the new decompositions—in comparison with analogous models from the literature—our work will be concerned with how these succeed in the interpretation of physical properties (e.g., ground state energies and dipole moments).

Besides stoichiometric composition (i.e., identity), the exercise of succinctly representing the immediate local structural neighbourhoods of all the atoms constituting a molecular system has been one of the most traversed areas of research in the application of ML to quantum chemistry (ML-QC) over the past decade,\textsuperscript{60–64} for instance, in paving the way for its use as a tool to explore chemical compound space.\textsuperscript{65–69} Ultimately, the efficacy of any ML-QC model will be bound by how input data are passed to and manipulated by the underlying machine algorithm, and thus less so by exactly which regressor the data are processed. As modern structure-based descriptors operate by encoding the essential features of a molecular compound in a tensorial, machine-readable form, molecular similarity between different systems can be measured on the basis of so-called kernels of these, in the absence of any explicit simulations of the electronic structure. To that end, the ability of molecular representations to relay chemical information at a sufficient level of sophistication—considering the scale of the dimensionality reduction involved—follows foremost from a central uniqueness criterion, that is, an inductive bias, amounting to a number of required invariances with respect to index permutations, spatial rotations, as well as translations of same-element atoms, in addition to an overall requirement of smoothness.\textsuperscript{70} In the present work, we will further seek to test a hypothesis related to data granularity, namely, to what extent the compositional complexity and dimensionality of the data underpinning the mapping from structure to property may be refined to improve upon current- and next-generation ML-QC models.

Arguably the first successful example of ML-QC was and continues to be in its use as non-linear interpolations of interatomic potentials and for fitting potential energy surfaces.\textsuperscript{71–96}
Limiting our discussion herein to descriptors that have been designed with chemical Hamiltonians in mind, rather than applications in the solid state or condensed-matter physics more generally, recent examples of atomic representations include the atom-centered symmetry functions by Behler, the related many-body representations proposed by the von Lilienfeld, Tkatchenko, and Müller groups, the smooth overlap of atomic positions (SOAP) representation and its derivatives by Csányi and Ceriotti, the overlap matrix (OM) representation by Goedecker et al., and the use of persistence images as an alternative for representing the homological features of a molecular system, as recently introduced by Vogiatzis and co-workers. With the exception of the latter two examples, these modern molecular descriptors all seek to explicitly account for interatomic interactions by including physically motivated pairwise and many-body terms, preferably in as accurate, efficient, and transferrable a manner as possible. As part of the present work, we will explore to which extent atom-based ML-QC representations succeed in capturing effects that are strictly quantum in nature, that is, not merely dependent on atomic positions and nuclear charges alone. Meanwhile, we will attempt to probe if the results of our proposed decompositions may serve to refine existing representations or even drive new developments.

Our proposed target of atom-centric ML-QC thus bears some resemblance to a number of contemporary endeavours in the scientific literature. In a recent approach by Huang and von Lilienfeld, the authors set out to harvest transferrable features between functional groups in different molecules, akin to traditional and machine-learned fragmentation schemes, but formulated on a foundation of Bayesian inference. The successful learning of such repetitive constituents that sum up to total properties admits not only a circumvention of the compositional scaling wall following from the combinatorial growth of chemical compound space, but also to achieve ML-QC within a more generalizable learning framework. Along a somewhat similar tangent, artificial neural networks (NNs) have been proposed as a means to provide a statistically rigorous partitioning of extensive molecular properties into
atomic contributions.\textsuperscript{135–139} In here, we will instead propose an alternative route towards this goal, namely, one that proceeds through an intermediate basis of localized MOs. The present work thus positions itself somewhere in-between the two approaches to transferrable ML-QC discussed here. On the basis of an atomic descriptor, we will seek to learn the magnitude of the corresponding atomic contribution, before adding these up to arrive at a final property. On par with standard kernel-based ML-QC, which constructs molecular kernels as a sum of pair-wise atomic kernels, we may further employ the finer granularity of our training data—as offered by the present decompositions—to learn componential rather than atomic contributions, whenever appropriate. The learning of such intensive, rather than extensive, contributions itself warrants a generalization of the learning process, reminiscent of a recent approach to the design of NN-based force fields where these are constructed from energy decompositions for homogeneous, solid-state systems.\textsuperscript{140,141} However, due to our formulation in a basis of spatially localized MOs, we will numerically illustrate how the present decompositions of the 1-electron reduced density matrix will allow for physically interpretable and transferrable atomic contributions for heterogeneous, multicomponent systems as well.

The present work will be organized as follows. In Section 2, we start by outlining the theory behind our mean-field decompositions, which are next numerically compared to alternatives from the literature in Section 3. In the course of these comparisons, we will further comment on applications of the theory outside its use in ML-QC, which is the topic of Section 4. Finally, Section 5 presents a number of conclusive remarks as well as future prospects.

2 Theory

In the following, we will discuss how to decompose total energies, while noting that other first-order properties may be treated likewise, as we will touch upon in Section 3.1. The
starting point is the mean-field (MF) functional shared between HF and KS-DFT

\[ E_{\text{MF}}(\mathbf{D}) = \sum_{\sigma=\alpha,\beta} \left( \text{Tr}[\mathbf{h}_{\text{core}} \mathbf{D}_\sigma] + \frac{1}{2} \text{Tr}[\mathbf{G}_\sigma(\mathbf{D}) \mathbf{D}_\sigma] \right) + h_{\text{nuc}} (+E_{\text{xc}}(\mathbf{D})) \]  

(1)

defined in terms of converged 1-electron reduced density matrices (RDM1s), \( \mathbf{D}_\sigma = \mathbf{C}_\sigma \mathbf{C}_\sigma^T \), in turn obtained from the complete sets of \( \mathcal{N}_\alpha \) and \( \mathcal{N}_\beta \) occupied molecular spin-orbitals (MOs), \( \mathbf{C}_\sigma \). When written without a spin subscript (\( \sigma \)), the RDM1 is assumed spin-summed, i.e., \( \mathbf{D} = \mathbf{D}_\alpha + \mathbf{D}_\beta \). In Eq. 1, \( \mathbf{h}_{\text{core}} = \mathbf{T}_{\text{kin}} + \mathbf{V}_{\text{nuc}} \) is the core Hamiltonian (with the parametric dependence of the kinetic energy, \( \mathbf{T}_{\text{kin}} \), and nuclear attraction, \( \mathbf{V}_{\text{nuc}} \), operators on electronic and nuclear coordinates suppressed), \( h_{\text{nuc}} \) is the scalar internuclear repulsion energy between a system’s \( \mathcal{M}_{\text{atom}} \) atoms, \( E_{\text{xc}}(\mathbf{D}) \) is the \( xc \) energy exclusive to KS-DFT, while \( \mathbf{G}_\sigma(\mathbf{D}) \) denotes an effective Fock potential, \( \mathbf{G}_\sigma(\mathbf{D}) = \mathbf{J}(\mathbf{D}_\alpha) + \mathbf{J}(\mathbf{D}_\beta) - \alpha \mathbf{K}(\mathbf{D}_\sigma) \), in terms of Coulomb, \( \mathbf{J} \), and exchange, \( \mathbf{K} \), integrals. The exchange ratio is \( \alpha \equiv 1.0 \) in HF, while \( 0 < \alpha \) only for \( xc \) functionals at the hybrid level or higher.\(^\text{142}\) For brevity, attention will be focussed on HF theory in the subsections to follow. However, it is imperative to emphasize the comparability with KS-DFT, as the \( xc \) energy in Eq. 1 may itself be decomposed in a similar manner by decomposing the total electronic density (see below).

2.1 Bond Decompositions

It is now noted how the total energy may be decomposed into a sum of contributions specific to the individual occupied MOs (\( \mathbf{C}_i \)) of the system via orbital-specific RDM1s (orb-RDM1s), which are defined as \( \mathbf{d}_{i,\sigma} = \mathbf{C}_{i,\sigma} \mathbf{C}_{i,\sigma}^T \). The HF energy from Eq. 1 then reads

\[ E_{\text{HF}}(\mathbf{D}, \mathbf{d}) = \sum_{\sigma} \sum_i \left( \text{Tr}[\mathbf{h}_{\text{core}} \mathbf{d}_{i,\sigma}] + \frac{1}{2} \text{Tr}[\mathbf{G}_{\text{HF},\sigma}(\mathbf{D}) \mathbf{d}_{i,\sigma}] \right) + h_{\text{nuc}} . \]  

(2)

In KS-DFT, the \( xc \) energy is expressed in terms of the associated energy density, \( \epsilon_{\text{xc}} \), which is derived from the total electronic density, \( \rho \), and possibly its derivatives, depending on
the chosen \(xc\) functional. As \(\rho\) may, in turn, be computed from \(D\), we are free to express corresponding orbital-specific densities, \(\{\varrho\}\), in terms of \(\{d\}\), allowing for the \(xc\) energy to be decomposed on par with the HF energy in Eq. 2

\[
E_{xc}(\rho, \varrho) = \sum_{\sigma} \sum_{i} N^{\sigma} \text{Tr}[\epsilon_{xc}(\rho) \varrho_{i,\sigma}] .
\]

(3)

In Eq. 3, the dependencies of \(\rho\) and \(\{\varrho\}\) on \(D\) and \(\{d\}\), respectively, have been suppressed for notational conciseness. As an aside, it is noted that even with the exact \(xc\) functional, the resulting RDM1 from a KS-DFT calculation will not equal that of FCI.\(^{143}\) However, approximate \(xc\) functionals will usually yield accurate RDM1s as well as reasonable densities.\(^{144,145}\)

While the decompositions in Eqs. 2 and 3 are lossless (i.e., exact), orb-RDM1s in a conventional basis of canonical MOs will typically lie spanned completely delocalized over the entire system. As such, one cannot in general expect any degree of systematic grouping of the contributions to the above decomposition, amongst other things rendering a stringent mapping to molecular structure impossible. However, while total RDM1s and resulting properties in MF theory are invariant under rotations of the MOs, the orb-RDM1s are not. That is, one is free to perform a unitary transformation of the original set of canonical occupied MOs into some updated basis and repeat the decomposition in Eq. 2.

In a basis of localized MOs,\(^{146,147}\) decomposed MF results will indeed succeed in reflecting possible symmetries and corresponding degeneracies present in a standard Lewis depiction of a given molecule, which a basis of canonicalized MOs would otherwise fail to do so, despite these being symmetry-adapted. As an illustrative example (cf. Figure 1 of Section 2.2), localized results for the benzene molecule will show a grouping in accordance with its standard Kekulé representation—on par with standard MO diagram theory, the results successfully group into 6 contributions from the C(1s) orbitals, 3 from the carbon \(\pi\)-bonds, 3 from the
carbon \(\sigma\)-bonds, and 6 from the C-H bonds, each of them arising from orb-RDM1s that are spatially local, correctly symmetric, and trivially degenerate.

While outside the objective of the present work, we note, in passing, how one might construct a deep NN (DNN) on the basis of the bond-wise contributions from Eqs. 2 and 3, similar to the Bonds-in-Molecules Neural Network (BIM-NN) model by Parkhill \textit{et al.}\textsuperscript{148} where total molecular energies are summed up as an ensemble of bond energies using DNNs. However, in contrast to our hypothesized, decomposed model, the BIM-NN model relies critically on heuristics in learning different bond types and is thus somewhat devoid of the physical basis offered by the decompositions proposed in the present work.

### 2.2 Atomic Partitionings

Up until this point, it has been illustrated how to decompose the electronic part of the MF functional, as exemplified for HF theory. While a grouping of certain orb-RDM1s on the basis of what bonds they represent is a perfectly valid option, any scheme that is bond- rather than atom-centric will—with an eye to the ML-QC applications to follow—necessitate the design of new, appropriate descriptors to facilitate the mapping between 2-dimensional Lewis bond structures and total MF energies. This reservation holds true regardless of how beneficial such models might prove to be going forward. In addition, only the electronic contributions to total molecular energies are decomposed by means of orb-RDM1s, thereby ignoring the intricate interplay that exists between true quantum and structural (steric) effects entirely. For this reason, and also given the amount of efforts that have been invested in designing atom-based representations over the years, cf. Section 1, it is advantageous—at least in the context of our present proof-of-concept study—to leverage these past endeavours. However, in order to do so, we will be required to further manipulate our decomposition into one that partitions the contributions over the individual atoms of a given molecule rather than into its constituent MOs (or bonds). For this purpose, the population of an underlying \(i\)th MO
on all atoms of a given system, \( \{ p_i \} \), is computed, before being employed—or rather the populations of all MOs on a given atom \( K \), \( \{ p^K \} \)—as a relative weighting that allows us to rewrite the HF energy into the following, partitioned form

\[
E_{\text{HF}} = \sum_{K}^{M_{\text{atom}}} E_K(D, \delta_K)
= \sum_{K}^{M_{\text{atom}}} E_{\text{nuc},K} + E_{\text{elec},K}(D, \delta_K)
\]  

(4)

in terms of atom-specific RDM1s (atom-RDM1s) defined as

\[
\delta_K = \sum_{\sigma} \delta_{K,\sigma}
= \sum_{\sigma} \sum_{i} d_{i,\sigma} p^K_{i,\sigma}.
\]  

(5)

In Eq. 4, the nuclear and electronic contributions associated with atom \( K \) are given as

\[
E_{\text{nuc},K} = Z_K \sum_{K<L}^{M_{\text{atom}}} \frac{Z_L}{|r_K - r_L|}
\]  

(6a)

\[
E_{\text{elec},K} = \text{Tr}[T_{\text{kin}} \delta_K] + \frac{1}{2}(\text{Tr}[V_K D] + \text{Tr}[V_{\text{nuc}} \delta_K]) + \frac{1}{2} \sum_{\sigma} \text{Tr}[G_{\text{HF},\sigma}(D)\delta_{K,\sigma}].
\]  

(6b)

In Eq. 6a, \( Z_L \) and \( r_L \) denote the formal charge and position of atom \( L \), while \( V_L \) in Eq. 6b denotes the attractive potential associated with this atom. Importantly, the above distribution of the total nuclear attraction energy among all of a system’s \( M_{\text{atom}} \) atoms—as arising from (i) the scaled Gaussian charge distribution representing a given atom and (ii) the atom-RDM1 surrounding it—guarantees a systematic treatment of these effects in accordance with the manner in which the nuclear repulsion energy is partitioned, cf. Eq. 6a.

In the case of KS-DFT, the \( xc \) energy in Eq. 3 may be repartitioned in a manner similar to Eq. 6b, again using the weights, \( \{ p \} \), as the link between \( \{ \varrho \} \) and the atomic centres of a given system. In turn, and as was the case with the orb-RDM1s of Section 2.1, the use of atom-RDM1s once again warrants a lossless decomposition of the underlying MF energy.
In Figure 1, the bond-decomposed results for the benzene molecule discussed in Section 2.1 (using the TPSSh \(xc\) functional\(^{149-151}\)) are compared to a corresponding atomic partitioning. These results clearly reflect the degenerate nature of the quintessential benzene molecule.

![Figure 1: Comparison of bond-decomposed (Eqs. 2 and 3) and atom-partitioned (Eqs. 6) contributions (in units of \(E_H\)) to the total KS-DFT (TPSSh) energy of the benzene molecule.](image)

The partitioning in Eqs. 6 may now be further contrasted with alternatives from the literature,\(^{152-160}\) schemes which may be of one- or two-body nature and yielding either approximative or exact results. In the context of the present work, comparisons will be made to the equally lossless energy density analysis (EDA) partitioning by Nakai,\(^{161}\) in which the corresponding electronic contribution to \(E_{HF}\) associated with atom \(K\) is defined as

\[
E_{\text{elec},K}^{\text{EDA}} = \text{Tr}_{\mu \in K} [T_{\text{kin}} D] + \frac{1}{2} \left( \text{Tr} [V_K D] + \text{Tr}_{\mu \in K} [V_{\text{nuc}} D] \right) + \frac{1}{2} \sum_{\sigma} \text{Tr}_{\mu \in K} [G_{\text{HF},\sigma}(D) D_{\sigma}] . \tag{7}
\]

In Eq. 7, the trace operations run over all atomic orbitals (AOs), \(\{\mu\}\), assigned to atom \(K\). In the case of KS-DFT, the \(xc\) energy may be treated in a similar manner, again partitioning the total density matrix solely on the basis of which atoms the individual AOs
are localized on (that is, irrespective of any further population measure). In contrast to EDA, the present partitioning in Eqs. 6 fundamentally operates on an MO rather than an AO level, which among other features offers tunability as we may employ different localization procedures and ways of defining the atom-RDM1s (cf. Section 3.2). In terms of the overall form of the two types of partitioning, however, obvious similarities are apparent, not least in the distribution of the nuclear attraction energy among the individual atomic centres.

By using population weights in the definition of \( \{ \delta \} \) (Eq. 5), a pronouncedly local orb-RDM1 \( i \), i.e., one that arises from a core or lone-pair MO on atom \( K \), will be assigned a weight of \( p^K_i \approx 1.0 \) (implying that \( p^L_i \approx 0.0 \forall L \neq K \)), while an orb-RDM1 that maps to a chemical bond between atoms \( K \) and \( L \) will be assigned a weight in the interval \( 0.0 < p^K_i < 1.0 \) (and similarly so for \( p^L_i \)). In turn, these population weights may be computed on the basis of a number of metrics, as they at best function as proxies of the actual charge distribution within a given system. As a conventional choice, we may calculate weights as regular Mulliken populations, using \( \{ d \} \) and the overlap matrix, \( S \), in the standard AO basis:

\[
p^K_i = \text{Tr}_{\mu \in K} [d_i S] . \tag{8}
\]

Alternatively, the weights may be based on Mulliken populations with \( d_i \) (or rather \( C_i \)) re-casted into an alternative AO basis where MOs are denoted by \( B \); in the present study, besides the occasional use of standard Mulliken populations, we will primarily compute weights from Knizia’s intrinsic AO (IAO) population analyses (these were also used in Figure 1). Specifically, the IAO transformation, \( C \mapsto B \), proceeds through the initial construction of a reduced-dimension basis, the functions of which are constructed by a projection operation from a set of free-atom orbitals

\[
B_i = A^T S C_i . \tag{9}
\]
In Eq. 9, $A$ denotes the coefficient matrix of the (symmetrically orthogonalized) IAOs. Since the IAOs span the entire occupied space, this transformation is lossless as well. Importantly, while traditional Mulliken populations and the partial charges they give rise are extensively used in modern tight-binding, semi-empirical methods, they have also been coined as mathematically ill-defined due to the fact that they exhibit a strong, explicit basis set dependence with no formal saturated limit. These artefacts are avoided in the IAO scheme by the above projection onto the minimal basis, as this remains the same regardless of the choice of basis set to be used in the central MF calculation. However, for completeness, it is noted how a multitude of alternatives exist for determining such weights. Noteworthy examples include the Hirshfeld, Becke, and Bader partitionings, methods which all apportion the electron density, rather than the RDM1 as in the present case, by weighting it among the atoms of a given system.

### 2.3 Kernel Ridge Regression

Despite the popularity surrounding NNs and their functions as regressors in ML-QC, cf. the earlier discussion in Section 1, we will here make use of kernel ridge regression (KRR) for all of our present ML purposes due first and foremost to its ease of use and its technical transparency, that is, its relative simplicity in terms of interpretation and efficient implementation. In KRR, a property of interest, $\tilde{y}_K$, of an atom $K$ is estimated as a linear, weighted sum of kernels. These produce the similarity with an atom $P$ of a training dataset (of size $P_{\text{train}}$), for which the corresponding property, $y_P$, is already known

$$\tilde{y}_K = \sum_{P} \alpha_P K(K, P) .$$

Two identical atomic environments will give rise to a unit kernel similarity, while this measure will approach zero asymptotically for two atoms embedded in entirely different environmental settings. Typically, Gaussian or Laplacian kernel functions are used for this purpose, and
we will here make use of the former

\[ \mathcal{K}(K, P) = \exp \left( -\frac{||A_K - A_P||_2^2}{2\sigma^2} \right) \]  \hspace{1cm} (11)

where \( \sigma \) is the length scale, \( A \) an atomic representation, and \( || \cdot ||_2 \) denotes the Euclidean \((L^2)\) norm. The fitting coefficients in Eq. 10, \( \{\alpha\} \), are obtained through a regularized, linear least-squares optimization procedure

\[ \alpha = (\mathcal{K} + \lambda I)^{-1} y \]  \hspace{1cm} (12)

where the regularizer, \( \lambda \), is introduced to ensure numerical stability as well as to balance under- and overfitting.\(^{171}\) In particular, by enforcing regularization of the training data, a choice of \( \lambda > 0 \) may be introduced to prevent the latter problem for moderately noisy data.

## 3 Calibration

Prior to gauging what merits, if any, the decomposed MF theories of Section 2 may have in the context of ML-QC, we begin by comparing them to one another on the basis of whether or not they yield results that are physically intuitive, rigorous across various MF methods, and systematical with respect to an increase in problem size. In Section 3.1, we will use decomposed HF and KS-DFT to probe the electronic structure of water, while we will turn to polyacetylene chains in Section 3.2 to investigate the size-intensive behaviour of the theories for this class of largely homogenous systems that are trivially increased in size. All decomposed results have been obtained using a new, open-source code named DECODENSE,\(^ {172}\) which is formulated around the PySCF electronic structure code.\(^ {173,174}\)
Figure 2: HF (solid lines), $\omega$B97X-D (dashed lines), and M06-2X (dotted lines) atomization energies of H$_2$O in the pc-$n$ basis sets, as partitioned into contributions from the oxygen and each of the hydrogen atoms by means of IBOs and either IAO or Mulliken weights using Eqs. 6 or the EDA scheme in Eq. 7.

3.1 Water

As a simple, yet illustrative example of the basis set (in)dependence of IAO and Mulliken populations and the effects these artefacts in turn have on the resulting decompositions, Figure 2 shows the magnitude of the contributions to the HF, $\omega$B97X-D,$^{175}$ and M06-2X$^{176}$ atomization energies of the water molecule from the oxygen and each of the hydrogen atoms in Jensen’s pc-$n$ basis sets$^{177}$ (double- through pentuple-$\zeta$ quality). Results are presented using weights of either type, and these are, in turn, augmented by corresponding EDA results obtained using Eq. 7. $\omega$B97X-D and M06-2X were chosen upon as two modern, yet non-related xc functionals. The results—obtained in a localized MO basis of intrinsic bond orbitals$^{164}$ (IBOs) in all cases, except for the EDA results, which are orbital-invariant—show how a partitioning into contributions from the O and H atoms appears to be most consistently achieved by means of the current scheme in combination with IAO weights. The
IAO-based results are observed to vary the least upon enlarging the employed basis set, and the profiles of the HF, \( \omega \text{B97X-D} \), and M06-2X curves are all identical (bar an expected vertical shift in the KS-DFT curves), unlike the results obtained using Mulliken populations or the EDA scheme, which both show some variance with an enlargement of the one-electron basis set. In addition, we note how the EDA partitioning yields contributions associated with the hydrogen atoms that are vanishing or even slightly negative in most cases. The physical interpretation of these results thus contradicts expectation on the basis of the known polarity of the water molecule, in the sense that the difference in energy between an isolated hydrogen atom and one embedded in the water molecule is negligible or even negative, unlike what is observed for the Mulliken- and IAO-based results of the present work.

These observations may be further strengthened by comparing decomposed molecular dipole moments, which we compute—irrespective of the employed level of MF theory—as

\[
\mathbf{\mu}_{\text{MF}} = \sum_{K} M_{\text{atom}} \mathbf{\mu}_{\text{elec},K}(\mathbf{\delta}_K) + \mathbf{\mu}_{\text{nuc},K}. \tag{13}
\]

In Eq. 13, the nuclear and electronic contributions read

\[
\mathbf{\mu}_{\text{nuc},K} = Z_K r_K \tag{14a}
\]

\[
\mathbf{\mu}_{\text{elec},K} = -\sum_r \text{Tr}[\mathbf{\mu}_r \mathbf{\delta}_K] \tag{14b}
\]

in terms of dipole integrals, \( \mathbf{\mu}_r \), in the AO basis for each of the three Cartesian components, \( r = x, y, z \). It is worth noting that this decomposition is once again lossless and hence different from the corresponding dipole moment computed from partial charges alone. In the EDA partitioning, the electronic contributions are herein defined—theoretically on par
with Nakai’s original definition of the energetic analogues in Eq. 7—as follows

$$\mu_{\text{elec},K}^{\text{EDA}} = - \sum_r \text{Tr}_{\mu \in K}[\mu_r D].$$

(15)

Figure 3: ωB97X-D ground (gs) and excited (ex) state molecular dipole moments of H$_2$O in the aug-pc-$n$ basis set (in units of Debye), as partitioned into nuclear and electronic contributions, with the gauge origin at the position of the oxygen atom, $R_O = (0, 0, 0)$. The latter of the contributions ($\mu_{\text{elec}}$) have been decomposed by means of IBOs and either IAO or Mulliken weights using Eqs. 14 or the EDA scheme in Eq. 15.

We will here use decomposed dipole moments to further scrutinize how the different schemes allow for a detailed description of the electronic structure of the ubiquitous water molecule. Specifically, we present results in Figure 3 for decomposed ground and excited state dipole moments obtained using the ωB97X-D xc functional in the aug-pc-$n$ basis set, with corresponding HF and M06-2X results presented in Figure S1 of the Supporting Information (SI). The excited state results are computed for the $^1B_1$ state ($1b_1 \rightarrow 4a_1$ transition), as obtained by (unrestricted) Δ-SCF theory in combination with Gillâ€™s maximum overlap method. In all cases, the gauge origin coincides with the position of the oxygen atom.
While no unambiguous measure of the correctness of an atomic decomposition of a molecular property like dipole moments exists, and keeping in mind that the (vertical Frank-Condon) excited state dipole moment is decomposed at the ground state equilibrium geometry, our results in Figure 3 may still be evaluated on the basis of what might be expected a priori of these dipole moments as a measure of the separation of positive and negative (partial) charges in said states. As discussed to great extent by Urban and co-workers over the years,\textsuperscript{179,180} the most characteristic feature adherent to these two dipole moments is the change in orientation following upon the electronic transition. As the nuclear components remain the same between the ground and excited states, this change along the $z$-axis is mediated by an alteration of the molecular polarity. Interestingly, this redistribution of the electronic structure is not fully reflected in the partial atomic IAO charges alone; along the transition, these are observed to change from $-0.743$ (+0.371) to $-0.263$ (+0.132) for the oxygen (hydrogen) atoms in the ground and excited states, respectively, at the $\omega$B97X-D/aug-pc-3 level of theory. Instead, the change in the dipole moment is attributed predominantly to a stronger occupation of the oxygen lone pair MOs perpendicular to the molecular plane in the $^1B_1$ state, the 3s-Rydberg character of which is also found to increase.\textsuperscript{180}

From the results in Figure 3, a number of observations may be made with regards to how the different decompositions generally describe a polar molecule like water and how they reflect the reorganization of the electronic distribution involved in said transition. First, weak basis set dependencies are observed for all three decompositions—as for the case of the ground state energy in Figure 2, the IAO-based results vary marginally, followed by the Mulliken- and EDA-based results (in that order). Second, despite the reduction in partial charge of the oxygen atom, the Mulliken- and IAO-based results both illustrate how the change in orientation of the molecular dipole moment is indeed attributed to an increase in its electronic contributions along the positive $z$-axis, not only of the contributions associated
with the oxygen atom, but also of those associated with the two hydrogen atoms. In contrast, the EDA-based results have a negative oxygen component along the $z$-axis in both states, amplified from $-0.011$ to $-0.436$ Debye at the $\omega$B97X-D/aug-pc-3 level of theory. Not only do these results again contradict expectation, but the overall invariance of the $^1A_1$ and $^1B_1$ results, for instance, in the direction of the hydrogen components, seems to hint at a deeper issue with the EDA partitioning. Namely, its components appear to once again be insensitive to underlying changes in the electronic structure; by solely partitioning electronic properties on the basis of the localization of AOs in a system, their distribution onto its atoms become largely predetermined. This is unlike the present decompositions, particularly so when these are formulated in terms of the physically sound IAO populations, as our scheme succeeds in capturing any such changes related to electronic effects. We will return to this point, and its specific consequences for water, later on in Section 4.2.

### 3.2 Polyacetylenes

Having compared the different decompositions for a single system in a selection of basis sets, we will next look at how these yield results for a specific class of systems of increasing composition. Figure 4 presents results for atomization energies of a series of polyacetylenes $^{181}$ ($C_nH_{n+2}$ for $2 \leq n \leq 16$) at the PBE/6-31G level of theory, $^{182,183}$ again obtained using localized IBOs. Polyacetylenes belong to a wider class of polyene compounds that have long been favoured examples of conjugated systems at an extended scale due to their alternating single and double bonds arranged in a chain along a single dimension. Furthermore, polyacetylenes have been used as valuable model systems to understand the electronic properties of more complicated biological systems and conjugated polymers in general.$^{184,185}$

From the results in Figure 4, striking differences in-between the different types of atomic partitioning are once again obvious. While the Mulliken- and IAO-based results coincide almost exactly, to the point where they are hardly distinguishable from one another, those
Figure 4: PBE/6-31G atomization energies of a series of polyacetylenes, as partitioned into contributions from the each of the carbon and hydrogen atoms by means of IBOs and either IAO or Mulliken weights using Eqs. 6 or the EDA scheme in Eq. 7.

Based on the EDA partitioning are found to vary significantly upon an increase in system size. The results of all of the decompositions are observed to split into contributions from the terminal groups and all other carbon centres, but whereas the latter class of contributions are practically degenerate—both for a given system size and across the series—in the decompositions of the present work, this is not the case in the EDA-based counterpart. Given the homogeneity of the polyacetylenes, it is fair to expect the contributions associated with individual carbon and hydrogen atoms to converge onto a system-specific value early on in the series, and this is exactly the type of size intensivity observed in the Mulliken- and IAO-based results of the present work.

Besides the choice of charge population protocol, the behaviour and performance of the atom-wise partitioning in Eqs. 6 are generally governed by the choice of localization procedure. In Figure 5, we compare results obtained with IBOs (Figure 4) to corresponding
**Figure 5:** PBE/6-31G atomization energies of the polyacetylenes, as partitioned into contributions from the each of the carbon and hydrogen atoms by means of IAO weights (Eqs. 6) and either intrinsic bond orbitals (IBOs), Foster-Boys (FB), or Pipek-Mezey (PM) MOs. IAO-based results obtained using either Foster-Boys\(^{186}\) (FB) or Pipek-Mezey\(^{187}\) (PM) localized MOs. The latter of these (PM) is inherently similar to the IBO procedure used here,\(^{188}\) but differing in the way atomic charges are estimated in the optimization scheme. While all of the results in Figure 5 are observed to be more consistent than the corresponding EDA results in Figure 4, differences still exist due to the different MOs from which they are computed. For instance, the splitting between contributions from (non-)terminal carbon centres increases in moving from IBOs over FB to PM, whereas the variations of the hydrogen and carbon contributions across the series are largest for FB and PM and smallest in the case of IBOs. Most noteworthy, however, is the fact that the IBO-based decomposition yields the least polarized set of results, aligning well with the small IAO partial charges and overall expectation. As an example, for the largest system \((C_{16}H_{18})\), the terminal carbons (hydrogens) have a partial charge of \(-0.312\) (+0.155), whereas charges for all of the other carbon (hydrogen) centres fall within a narrow interval from \(-0.141\) to \(-0.135\) (+0.140 to +0.147).
For this reason—and further supported by similar results for a dataset of thermalized water molecules in Figures S4 and S5 of the SI (cf. Section 4.2)—we are led to conclude that IBOs generally yield consistent results, in accordance with chemical and physical intuition, and we will thus use these throughout the remainder of the present study. In the following Section 4, we wish to investigate if the results of decomposed MF theory may be used in the calibration of molecular force fields, as parametrized by ML techniques. In particular, we will assess to what degree the consistency of atomic decompositions will influence such attempts. A somewhat unrelated, yet pertinent question in this context, which we will postpone for future studies, is whether or not decomposed MF theory and its orb-/atom-RDM1s may be used to scrutinize the complex electronic structure of carbon-rich systems without resorting to inspections of the involved MO basis alone,\textsuperscript{189–191} cf. the discussion in Section 5.

4 ML-QC

In the following, all results are obtained with either of the B3LYP\textsuperscript{192,193} and PBE0\textsuperscript{194} xc functionals, again in combination with the standard pc-1 (double-\(\zeta\)) basis set. As we will be concerned with results computed from training sets that have been randomly drawn from a main set of geometries, we will only compare results in terms of general trends and distinct differences, not explicitly on the basis of mean absolute errors, as such measures are not particularly meaningful in the present context. Prediction errors will instead be visualized by means of kernel density estimations (KDEs), as implemented in the \texttt{seaborn} Python module.\textsuperscript{195} KDEs represent the errors using continuous probability density curves, analogous to a histogram. A total of 10 contour levels have been used in all KDE plots, and the warmest color indicates the greatest density for every color palette. All alkane and water geometries have been generated by molecular dynamics (MD) simulations @ 350 K, extracted from Refs. 196 and 197, and the datasets have been pre-randomized to avoid any
possible autocorrelation between the training and test sets. As such, all ensembles will cover molecular structures that lie in close proximity to their given equilibrium geometries.

We will exclusively present results in terms of out-of-sample errors, using identical length scales and regularizers throughout, that is, without recourse to a proper cross-validation of these parameters. However unconventional this choice may seem, the objective herein is not to compute benchmark numbers, but rather to compare the performance of the individual decompositions against one another in an unbiased manner free of any external parameters (i.e., freedom in choice of $\sigma$ and $\lambda$ in Eqs. 11 and 12, respectively). As our structure encoder, we have chosen upon the FCHL representation$^{118,119}$ developed by von Lilienfeld’s group in Switzerland due to its atom-centric nature, its reported performance (also for atomic properties$^{198}$), and its availability in the open-source QML software,$^{199}$ which is used for all ML-QC calculations to follow. FCHL is also used as our KRR reference, in which case molecular kernel similarities are computed simply as sums over those for the constituent atomic kernels. Traditional FCHL results will be denoted by a ‘Reference’ label throughout, while we will denote decomposed FCHL results by the label ‘DECODENSE’.

Since all parameters, both for atomic and molecular learning, have been kept fixed ($\sigma = 5.0$ and $\lambda = 1.0 \times 10^{-10}$, if not noted otherwise, and default FCHL hyperparameters except for an increased cut-off radius of 10 Å), these two approaches (atomic and molecular) represent alternative paths toward a common target; by summing over individual kernel similarities, the composite structural fingerprint of a molecule is effectively folded into the learning of its scalar energy, while in the present approach, individual atomic environments are fitted and the final molecular energy assembled as a sum of learned contributions. Clearly, for the present approach to yield theoretically reasonable results, electronic effects ideally need to be accounted for in addition to whatever immediate chemical environment an atom is embedded in (hybridization, electronegativity, etc.). This necessarily places a lot of
emphasis on the sensitivity of the employed representation (cf. Section 5). However, as important will be the correctness of the underlying atomic decomposition, gauged, for instance, through stress tests involving structural and compositional changes. In the following, we will complement the results of Section 3 by directly contrasting the various decompositions of Section 2 with one another and compare them with traditional, molecular FCHL. Not only will this allow us to evaluate potential pros and cons of an atomic learning procedure, but also the overall suitability of the FCHL representation with respect to the present purpose.

4.1 Hydrocarbons

In Figure 6, out-of-sample prediction errors for the thermally accessible potential energy surface (PES) of methane at the B3LYP/pc-1 level of theory are compared from training on a single, randomly chosen methane geometry (left panel) or the same methane geometry alongside 50 randomly chosen ethane geometries (right panel). Comparing first the individual plots on the left panel, the Mulliken- and IAO-based results are observed to differ from the EDA-based results, primarily in the predictions of total energies and less so in those of individual hydrogen and carbon contributions. However, among themselves, the Mulliken- and IAO-based decompositions yield very similar results as expected on the basis of the polyacetylene results in Section 3.2. Common to all three sets of results is the observation that the prediction error for each of the four hydrogen contributions associated with a given geometry is lower than that for the corresponding carbon contribution.

By comparing the left and right panels of Figure 6, it is clear how prediction errors of the hydrogen and carbon contributions are greatly lowered with the inclusion of the ethane geometries in the training set, as ultimately evidenced from the fact that the total errors in the prediction of the methane molecular energies are correspondingly lowered as well. This improvement is observed despite the fact that information on secondary rather than primary carbon atoms is added to the training set in moving from the left to the right panels of Figure.
Figure 6: KDEs of the atomic (first-, third-, and fifth-row panels) and molecular (second-, fourth-, and sixth-row panels) predictions errors for the thermalized ground state of methane.

6. In comparison, the effect on traditional, molecular FCHL from this augmentation of the training set is much smaller, indicating a possible faster rate of learning new compositional diversity when training occurs on dedicated atomic contributions.

To verify that the observations made for methane are not unique, we present similar results for ethane and propane in Figures 7 and 8, augmenting a single, random ethane (propane) geometry by 50 random propane (butane) geometries, respectively. In both cases, the general trends observed from Figure 6 are replicated, namely, that the proposed atomic
Figure 7: KDEs of the atomic (first-, third-, and fifth-row panels) and molecular (second-, fourth-, and sixth-row panels) predictions errors for the thermalized ground state of ethane.

Learning performs best on the basis of an IAO-based decomposition, less so on the basis of a Mulliken-based decomposition, and worst when based on an EDA partitioning. In the case of IAO-based molecular errors (generally observed to be on par with the reference results), these may be almost solely attributed to the errors associated with the prediction of individual carbon contributions, which are, in turn, observed to increase upon moving to larger species. This is only true to a lesser degree for the hydrogen contributions. We speculate this to be due, in part, to the smaller magnitude of these as well as the decreased heterogeneity of the hydrogen atoms with respect to the corresponding carbon centres. This
Figure 8: KDEs of the atomic (first-, third-, and fifth-row panels) and molecular (second-, fourth-, and sixth-row panels) predictions errors for the thermalized ground state of propane. The hypothesis is further supported by Figures S2 and S3 of the SI, which show the distribution of the individual contributions associated with the hydrogen and carbon atoms in the butane results behind Figure 8 as well as how these correlate with the underlying partial IAO charges. From these results, it is further confirmed that the EDA partitioning fails to recognize the diversity between different primary and secondary carbon centres by erroneously assigning them similar contributions to the total molecular energy. The same holds true for the corresponding hydrogen atoms. This apparent lack of responsiveness to different chemical settings renders the EDA partitioning inept for the present purpose, in contrast to the
Mulliken- and IAO-based decompositions which successfully make these distinctions.

4.2 Water

Figure 9: KDEs of the atomic (first-, third-, and fifth-row panels) and molecular (second-, fourth-, and sixth-row panels) predictions errors for the thermalized ground state of water.

We next return to the case of water in Figure 9, which presents prediction errors for a set of 1,000 thermalized water geometries at the PBE0/pc-1 level of theory. In contrast to the hydrocarbons in Section 4.1, the prediction errors for water are remarkably different. When training on only a single water geometry, the Mulliken- and IAO-based results are noticeably worse off than the corresponding EDA-based results, which are slightly under-/overestimated.
Figure 10: Inspection of the atomic energy contributions and molecular energies behind Figure 9, as measured against the respective mean values.

for the hydrogen and oxygen contributions, respectively. Upon enlarging the training set to 10 random geometries, the differences between the IAO- and EDA-based results largely diminish, while the Mulliken-based results remain entirely unsystematic. In probing the cause of these differences in behaviour, Figure 10 presents the distribution of the atomic energy contributions and molecular energies behind Figure 9. By plotting these as deviations around the respective mean values, the EDA partitioning is observed to reflect the overall invariance (on the scale of $< 10 \text{ mE}_H$) of the total energy on the thermally accessible PES of water. The results of the Mulliken- and IAO-based decompositions, on the other hand, are observed to fluctuate significantly around the mean, most severely so in the case of the former of the two.
In light of our previous decomposed results for water in Section 3.1, the above results now beg the question of whether or not atomic contributions should be expected to vary with structural distortion, on the basis of not just the underlying physics but also the extent to which the electronic structure is perturbed on the relatively narrow interval of the PES explored in Figures 9 and 10. In Figure 11, the sensitivity of the atomic contributions with respect to changes in molecular structure is depicted, the latter of which is compositely represented by changes in IAO partial charges. The results in Figure 11 are once again plotted as deviations from the respective mean values, implying that for the hydrogen contributions, positive (negative) relative charges correspond to compressed (expanded) geometries with respect to an average form, and vice versa for the oxygen contributions. From the correlations in Figure 11 or the lack hereof, we are in a position to rationalize the three different profiles observed in Figure 9. First, the Mulliken-based results again appear erratic, failing to manifest any kind of sensible regularity. On the other hand, a clear correlation is observed for the IAO-based contributions, ultimately governed by the sub-

**Figure 11:** Correlation of the atomic energy contributions with the corresponding IAO partial charges, as plotted around the respective mean values.
tle interplay between quantum and steric effects. Upon compressing a water molecule, the electronic contributions associated with the involved hydrogen and oxygen atoms generally increase (in absolute terms), but this effect is naturally counterbalanced by corresponding increases in their repulsive nuclear contributions, to the extent where the total oxygen energy contributions become influenced in a manner opposite to the electronic-only effects. Finally, the EDA-based results are observed to be systematically uncorrelated, in the sense that this partitioning yields atomic contributions of the same magnitude regardless of any perturbation to the molecular and electronic structures. In addition, the EDA-based results are again significantly less polarized on average than the corresponding IAO-based results, as may also be noted by comparing the atomization energy results in Figures S6 and S7 of the SI.

The results in Figure 11 thus agree well with the previous results for the ground and excited state dipole moments of water in Section 3.1. Due to its formulation in the AO basis, the EDA partitioning fails to reflect the known change to the electronic structure of water that follows upon distortion away from its equilibrium geometry. As the archetype of a polar molecule, the imbalance in the response to structural perturbations that permeates the EDA partitioning now sheds some light on the reasons behind the machine-learned results obtained from it. In the left panel of Figure 9, significant discrepancies in the results are to be expected since only a single (random) geometry is available for training an ML-QC model, while these prediction errors will necessarily get reduced upon transferring increasingly more knowledge of the configurational space into the model. Such a pattern is indeed observed for the IAO-based results, but not for those based on Mulliken charges nor the EDA partitioning. The former of these types of partitioning fails due to unpredictable shortcomings of the Mulliken charges themselves. The stellar performance of the EDA partitioning, on the other hand, for this system (unlike for the unpolar alkanes in Section 4.1) is deemed to be due to data fitting alone, and as such positively benefitting from the relative invariance of the total energy results in the lower panel of Figure 10, rather than because the
partitioning at its core succeeds in capturing the complexity of the underlying physics at play.

Turned on its head, and disregarding the Mulliken-based results from hereon, the disagreement between the IAO- and EDA-based results—coupled with the performance of the latter on par with standard FCHL for this system as well as the remaining discrepancies of the IAO-based model—furthermore calls into question the level at which state-of-the-art atom-based representations (e.g., FCHL) are sensitive and flexible enough to capture true quantum effects such as the redistribution of electronic density upon a change in geometry.

![Figure 12: KDEs of the atomic or monomeric (first- and third-row left or right panels, respectively) and molecular (second- and fourth-row panels) predictions errors for (H$_2$O)$_{40}$.](image)
Finally, we move from a single water molecule to the bulk phase by machine learning PBE0/pc-1 energies of 1,000 $(\text{H}_2\text{O})_{40}$ clusters, randomly drawn from a larger set of 10,000 geometries (using $\lambda = 1.0 \times 10^{-9}$). In this case, we may probe how the theory performs for a condensed-phase rather than an isolated system by training a model on the same data, but resolved on different scales; in particular, besides traditional FCHL resolved at a bulk level, one may take advantage of the flexibility of the present approach and group individual atomic contributions at an $\text{H}_2\text{O}$ monomer level, constituting the smallest repetitive units in the bulk. The left and right parts of Figure 12 show out-of-sample results for the atomic and monomeric learning models, respectively, when trained and tested on 100 and 900 bulk geometries, respectively. Once again, the merits of the present approach are obvious and this example thus illustrates how decomposed MF theory in general allows for ML-QC to be performed on data resolved at various resolutions. For instance, one might consider grouping the atoms of a large training set by their hybridization, oxidation level, or the chemical functional group (alcohols, thiols, esters, etc.) to which they belong, to name just a few examples. This type of guided ML-QC will hence contrast itself with the ongoing alchemical trend where one attempts to make wide-ranging extrapolations across the entirety of chemical space. Moving forward, we speculate that the closer ties to chemical intuition offered by the present approach might prove beneficial in applications to more general and heterogenous datasets where individual physical features can be exposed and amplified.

5 Summary and Outlook

We have introduced new decompositions of mean-field electronic structure theory, encompassing both HF and KS-DFT, which allow for total molecular first-order properties to be decomposed into contributions associated with individual bonds and atomic centres. Through numerical comparisons with alternative partitioning schemes from the literature, and by means of tests using a suite of different orbital localization and charge population protocols,
we have shown how optimal choices of these admit the determination of consistent, robust, and physically intuitive atomic contributions to molecular energies and dipole moments. Besides alluding to the possibility of elucidating various electronic and bonding phenomena on the basis of the present decompositions, we have presented proof-of-concept results in support of their future applications in the context of machine-learned quantum chemistry.

In addition to the present use of KRR, modern compute graph-based NN implementations of ML-QC represent an alternative application avenue, in particular, due to the fact that these models are more scalable and less limited by expansive training sets. In addition, NN implementations typically offer automatic differentiation engines and the extension to non-energetic properties may be significantly streamlined as a consequence. As examples, the open-source TensorMol\textsuperscript{203} and TorchANI\textsuperscript{204} codes offer regression architectures and dataset utilities for preparing new, general-purpose atomistic potentials of this type for use in molecular modelling. We further envision that results of the present decompositions may be employed as a guiding tool for calibrating new representations and general ML models, particularly also when concerned with the learning of dipole moments for the efficient simulation of infrared spectroscopy,\textsuperscript{205–210} bypassing the need for predicting environment-dependent charges that seek to reproduce dipole moments in the best possible way.

However, descriptor-based ML-QC models will ultimately remain bound by the quality of the local representations on which they rely, and for any of these to be successful in the present context, they will need to be sensitive enough for detectable variances to be observed with respect to infinitesimal geometry displacements. In the recent Ref. 211, based on a physically motivated measure of this (in)variance, relatively few modes were found to have a strong influence on the present FCHL representation for a selection of C\textsubscript{60} structures and it was generally observed to be inferior in this respect to other alternatives from the literature. For instance, the aforementioned SOAP\textsuperscript{121} and OM\textsuperscript{125} counterparts were found to
exhibit a more satisfactory structural resolution. Geometric movements along displacement modes associated with large and small values of this proxy were furthermore found to influence the force on a reference atom in essentially the same way in the case of FCHL. Be that as it may, these deficiencies were not found to give rise to apparent errors in the prediction of extensive properties, due in part to error cancellations. The results of the present work go some way to confirm these observations, however, viewed from a completely different angle. To that end, and in contrast to popular belief,\textsuperscript{212,213} it was recently demonstrated in Ref. \textsuperscript{214} that the existence of degenerate geometrical arrangements (in terms of the representations they give rise to) may introduce a pronounced distortion of the molecular feature space, in turn resulting in a deterioration of the overall regression of, e.g., molecular energies.

Thus, the results of Ref. \textsuperscript{211} may appear to suggest the OM and SOAP representations as potential better matches for the present decompositions. However, like FCHL, the latter of these is still constructed from two- and three-body features, which have been shown to be incapable of differentiating sizeable manifolds of atomic environments even for the simple, prototypical case of methane (cf. Section 4.1).\textsuperscript{214} Perhaps even more appealing are thus future combinations of our theory with DNNs capable of sophisticating the actual, dressed molecular representation as an integrated part of the learning process,\textsuperscript{215–220} e.g., the SchNet,\textsuperscript{221,222} PhysNet,\textsuperscript{223} and AIMNet\textsuperscript{224} models. In particular, since the present decompositions are intimately tied to partial nuclear charges, as computed by means of physically sound population protocols, the manner in which meaningful representations of local chemical environments are learned may be improved through relaxation with respect to reference charges. Despite the notion put forward in Ref. \textsuperscript{223} that decomposition schemes are essentially arbitrary (\textit{sic}), it is our expectation that the firm localized basis proposed in the present work, as opposed to a reliance on statistics only, might ameliorate these concerns. To that end, we consider the coupling of decomposed MF theory to DNNs an interesting future area of application, e.g., via an interface to the SchNetPack code,\textsuperscript{225} operating under the
assumption that the finer granularity following from a decomposition of MF data can help make high-dimensional DNNs more quantum and, thereby, more realistic and increasingly accurate, also in conjunction with recent rotationally equivariant enhancements.\textsuperscript{226–228}

As an aside, we note that rather than designing ML representations in terms of atom- or structure-specific attributes, the featurization of molecular systems may also be constructed directly in terms of quantum chemical quantities.\textsuperscript{229–232} Most recently, feature vectors have been proposed that build upon the properties of low-cost, semi-empirical electronic structure calculations,\textsuperscript{233–235} thereby partly mitigating the penalty associated with the necessity of a preceding and potentially inhibiting MF calculation to assemble the required MO basis. For instance, the \texttt{OrbNet} model has been introduced as a graph-convolution DNN-based approach to predict the difference between KS-DFT and semi-empirical total energies.\textsuperscript{236} The idea of somehow adapting the decompositions of the present work to semi-empirical theory, so as to facilitate a basis for featurized ML-QC models, also makes up a potential application.

Finally, given the classifications of individual bond-wise and atomic contributions offered by our take on decomposed MF theory, we further conjecture that IAO-based decompositions may serve future purposes as an interpretative tool when probing various physicochemical effects in molecular and extended systems. For instance, the underlying sources governing the relative stability of polyyenic and cumulenic structural forms of pure carbon networks may be probed,\textsuperscript{237–244} and new light may potentially be shed on the many ways in which electronic structure influences the transmission of charges through molecules.\textsuperscript{245–248} Hitherto, quantum transport and interference phenomena have typically been rationalized from symmetry arguments in the underlying MO basis, but it is our belief that the shapes and relative contributions of orb- and atom-RDM1s have the potential to further aid in the understanding of a variety of complex relationships between structure and property.\textsuperscript{249–256}
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The SI presents HF and M06-2X results similar to Figure 3 (Figure S1), plots similar to Figures 10 and 11 for C_{4}H_{10} (Figures S2 and S3) and H_{2}O (Figures S4 and S5), using different localized MOs in the latter case. Finally, plots showing results for the H_{2}O symmetric stretch PES are presented in Figures S6 and S7, alongside corresponding partial charges.
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