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Abstract
Recently, the object detection based on deep learning has proven to be vulnerable to adversarial patch attacks. The attackers holding a specially crafted patch can hide themselves from the state-of-the-art person detectors, e.g., YOLO, even in the physical world. This kind of attack can bring serious security threats, such as escaping from surveillance cameras. In this paper, we deeply explore the detection problems about the adversarial patch attacks to the object detection. First, we identify a leverageable signature of existing adversarial patches from the point of the visualization explanation. A fast signature-based defense method is proposed and demonstrated to be effective. Second, we design an improved patch generation algorithm to reveal the risk that the signature-based way may be bypassed by the techniques emerging in the future. The newly generated adversarial patches can successfully evade the proposed signature-based defense. Finally, we present a novel signature-independent detection method based on the internal content semantics consistency rather than any attack-specific prior knowledge. The fundamental intuition is that the adversarial object can appear locally but disappear globally in an input image. The experiments demonstrate that the signature-independent method can effectively detect the existing and improved attacks. It has also proven to be a general method by detecting unforeseen and even other types of attacks without any attack-specific prior knowledge. The two proposed detection methods can be adopted in different scenarios, and we believe that combining them can offer a comprehensive protection.

1 Introduction
One of the most important applications of deep learning is the object detection [7, 17, 36, 37, 38], which is designed to identify and locate the instances of specific target classes, e.g., humans and cars, in images or videos. The detected object is marked with a bounding box and a target class label. Object detection has been applied to many tasks, including video surveillance, autonomous driving, information retrieval, etc. Obviously, the robustness of the object detectors is critical to the tasks. In the past years, various techniques [5, 10, 15, 19, 26, 33, 48] are proposed to attack the artificial intelligence models, e.g., to fool a classifier to misclassify a panda as a gibbon by introducing some imperceptible perturbations [19].

Unsurprisingly, object detection models have also become the attack target. Some attack methods [49, 52, 56] have been proposed to fool object detectors, making the target object evade the detection. Some of them can even successfully launch evasion attacks in the physical world rather than only in the digital world. Thys et al. [49] propose an adversarial patch generation algorithm to fool YOLO [37], which is the most popular object detection model. As demonstrated by them, a person with the patch can hide from the surveillance camera equipped with a YOLO detector. The adversarial patch can also be directly printed on the T-shirt to fool YOLO and Faster R-CNN object detection models [52, 56]. In a similar way, Komkov et
al. design an algorithm to generate the adversarial sticker, which can be stuck on the hat to fool some state-of-the-art facial recognition systems. We believe that the more new attack methods will emerge in the future.

An important question arises naturally as how we can effectively defend the known and unknown adversarial patch attacks.

In this study, our first observation is that the adversarial patches generated by the existing technique possess a distinct characteristics, which can be leveraged to effectively identify the patch pixels from the target video frames (can be regarded as a sequence of images). In fact, we are surprised to find that many pixels of the adversarial patch generated to hide person objects have a significant positive (not negative as expected) influence on classifying the candidate bounding box as the Person class.

Based on the observation, a straightforward but effective signature-based adversarial patch defense method is proposed. Grad-CAM, a gradient-based deep learning visualization method, is employed to measure the influence by getting a score with respect to every pixels. The pixels with the highest Grad-CAM scores are identified and filtered out from the current frame image. The object detection is performed to the filtered image instead of the original one, to suppress the effect of the adversarial patch as far as possible. The experiment demonstrates that the defense technique can effectively detect the object hidden by the adversarial patch.

Figure 1: Object detection results. (a) the benign example is detected by YOLO; (b) the adversarial example generated with [49] evades YOLO; (c) the adversarial example in (b) can be detected with the signature-based method; (d) the adjusted adversarial patch can bypass the signature-based method; (e) the adversarial example in (b) can be detected by the signature-independent method; (f) the adjusted adversarial example in (d) can be detected by the signature-independent method too.

From Figure 1(a), we can see that YOLO can successfully detect a person and mark her with a pink rectangular box. However, as illustrated in Figure 1(b), she can hide herself from the detector by holding an adversarial patch generated with the algorithm presented in [49]. By integrating the proposed signature-based defense technique, the YOLO model can detect the person from the filtered input. As shown in Figure 1(c), the person is marked out again after
filtering the top 15% pixels with the highest Grad-CAM scores (colored in gray). The details
of the signature-based defense will be presented in Section 3.

The overhead introduced by the above defense is very limited (about 85 milliseconds). It
can be easily integrated with a trained object detection model to provide an efficient protection.
However, as a sort of signature-based technique, the method has an essential limitation, i.e., the
adopted signature is attack-specific, and it may lose its capability when the attackers upgrade
their techniques purposefully. To demonstrate this risk, we propose an iteration algorithm to
generate the adversarial patch without introducing detectable signatures.

In the iteration, the pixels of the adversarial patch are elaborately adjusted according to
their Grad-CAM scores, to avoid introducing pixels with high scores and preserve the attack
effectiveness at the same time. Consequently, as exhibited in Figure 1(c), the person with the
adjusted patch can evade the YOLO detector. The details of the algorithm will be in Section 4.

Although there may still be some potential leverageable signatures in the adjusted patch, we
believe that attackers can design a targeted adversarial patch generation algorithm to erase the
Corresponding signatures. To this end, we propose a signature-independent adversarial patched
objects detection method, which is robust enough against the unknown attack techniques. The
method is based on an insightful observation that the local and global content semantics is inco-
sistent in adversarial patched examples. In a benign example, if an object can be detected from
a part of it, the object can also be detected from a larger part. However, in an adversarial exam-
ple, the object may be invisible for the detector once the larger part includes enough adversarial
pixels. In other words, the adversarial object can appear locally but disappear globally.

Accordingly, we design a region growing algorithm to check whether there is this kind
of inconsistency in the current input and detect potential adversarial examples. As shown
in Figure 1(e) and 1(f), the person can be successfully detected no matter which types of
adversarial patches she holds. The experiment also shows that our detection technique can
defend the upgraded adversarial patch techniques [56] without requiring any prior knowledge or
parameters tuning. Furthermore, we demonstrate the concept of content semantics consistency
is general and can be adopted to detect other types of local perturbation attacks, e.g., [8] and
[21]. The details of the detection technique will be presented in Section 5.

Note that the two proposed defense methods can be used for different scenarios. The
signature-based one can be adopted in efficiency-sensitive scenarios. It can provide effective
defense via continuously identifying new signatures. Due to involving semantics analysis, the
signature-independent method is inevitably relatively slow. However, it can definitely be used
as a probe to catch the unknown attacks via sampling or be implemented in parallel. We be-
lieve that the two methods can be combined to provide a comprehensive protection against
adversarial patch attacks.

In summary, the main contributions of this paper are as follows:

• A fast signature-based adversarial patch defense technique is proposed, which can ef-
effectively counter existing attack methods and easily be integrated with trained object
detection models.

• An improved patch generation algorithm is designed to erase the detectable characteristic
from adversarial patches. The risk that the signature-based defense may be ineffective to
the future attacks is demonstrated.

• A novel general signature-independent adversarial patched objects detection method is
presented based on the analysis of the local and global content semantics consistency. It
is transparent to the attack technique and back-end object detection model, and can be
applied to other types of local perturbation attacks.
2 Background

2.1 YOLO

YOLO [37] is one of the most popular object detection models. Different from the other two-step models [17, 18, 38], YOLO detects the object in only one step.

YOLO divides the input image into an $S \times S$ grid. Each grid cell predicts $B$ bounding boxes, and each bounding box is given 5 predictions: $x, y, w, h$ and an object confidence. The former four determine the coordinates and size of the box, and the object confidence reflects the probability that the box contains an object. Besides, for each cell, YOLO also outputs $P$ conditional class probabilities, the greatest one of which will be used to determine the class of the detected object. An object may cross multiple grid cells. But only one cell is responsible for detecting the object, which contains the center of the target object.

At test time, for each box, the product of the object confidence and the class probabilities is used to determine whether there is an object and which class the object is. Theoretically, the attacker can fool YOLO to miss a target object by either lowering the object confidence or class probabilities. The existing attack [49] chooses to reduce the object confidence of the target box by introducing an adversarial patch in the input.

2.2 Adversarial Patch Attack

Thys et al. [49] propose the concept of the adversarial patch to the object detection. As its name suggests, the adversarial patch is a small printable attack vector picture, which can be introduced into the input example like a “patch”. They design an optimization process to generate the adversarial patch targeting YOLO. The optimization goal consists of three components, the maximum object confidence $L_{obj}$, the non-printability score $L_{nps}$, and the total image variation $L_{tv}$. The total loss function of the optimization is the weighted sum of the three losses, as given in Equation (1).

$$L = L_{obj} + \alpha L_{tv} + \beta L_{nps}$$ (1)

![Figure 2: Workflow of the adversarial patch generation](image)

Figure 2: Workflow of the adversarial patch generation
Figure 2 illustrates the workflow of the optimization. The initial patch is a randomly generated image. In each optimization iteration, dozens of adversarial examples are generated by applying the current patch on the image samples in the MS COCO dataset [29]. YOLO is invoked to detect the examples and Adam algorithm [22] is employed to optimize the loss. The goal of the optimization is to minimize $L$ with respect to the examples. During the process, all weights in the network are frozen and only the patch pixels are updated iteratively. After 10,000 iterations, the optimization is finished and outputs the final adversarial patch.

2.3 Fast Gradient Sign Method

Goodfellow et al. [19] propose an attack method named fast gradient sign method (FGSM) to generate adversarial examples against GoogLeNet [47]. FGSM is a milestone of adversarial attacks, which is easy to implement and very efficient. For an input $x'$, the corresponding adversarial example $x'$ is straightforwardly crafted as Equation (2),

$$x' = x + \epsilon \cdot \text{sign}(\nabla_x J(C, x, c))$$

where $c$ is the true class of $x$, $J(C, x, c)$ is the cost function used to train the DNN $C$. The hyperparameter $\epsilon$ (ranging from 0.0 to 1.0) is used to set the perturbation intensity. The perturbation is computed as the sign of the model’s cost function gradient.

3 Signature-based Defense

3.1 Overview

To defend the adversarial patch, a natural way is to find an effective rule (e.g., a signature) to distinguish the adversarial pixels from the input example, and develop a mechanism to exclude them before feeding the example to the model. According to our observation, the adversarial patch actually possesses some distinct characteristics for identifying its pixels. In fact, the adversarial patch pixels often have measurable larger contribution to classifying the target bounding box as the attack target class, e.g., the Person class.

On the basis of the observation, we propose a defense method to detect the adversarial example by leveraging the signature. The basic idea behind our method is to regard the identified adversarial pixels as a kind of noise and employ image processing techniques to reduce its adversarial effect as far as possible. As shown in Figure 3, the key component of our method is a filter $T$. Before an example $x$ is fed to the object detector $D$ (e.g., YOLO), it will be denoised by $T$ to generate a filtered sample $T(x)$. First, the potential patch pixels in $x$ are identified with the Grad-CAM algorithm [39]. Second, the identified pixels are colored to a fixed value to erase their adversarial effect and generate $T(x)$. Finally, the object detector $D$ will take as the input $T(x)$ instead of the original $x$. With the help of the filter, the detector can effectively detect the object hidden by the adversarial patch.

3.2 Signature

In this study, the adversarial patch pixels are identified based on the intuition that the patch actually works by introducing the significant negative contributions to object detection.

In practice, the gradient can be leveraged to measure the contribution of the input dimension about a certain objective function, and to identify the dimensions of interest [19] [20]. To facilitate necessary observation, we borrow the idea of the gradient-based deep learning visual explanation [39] [57] to investigate the adversarial patch. Grad-CAM [39], a highly class-discriminative visualization method, is employed to highlight the potential important input pixels for certain model objectives. Each input pixel is assigned a quantitative importance estimation and we term it the Grad-CAM score.
Figure 3: Workflow of the signature-based defense
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Figure 4: The heat maps of adversarial examples. Blue represents low Grad-CAM score, and red represents high Grad-CAM score.

(a) adversarial examples in the digital world
(b) adversarial examples in the physical world

The Grad-CAM score for the output Person class probability is calculated as follows. First, the gradient of the Person class probability with respect to the output layer feature maps are computed by Equation (3):

$$g^p_k = \frac{\partial P_{\text{Person}}}{\partial F^k},$$

where $P_{\text{Person}}$ is the probability of the Person class, and $F^k$ is the $k$-th output layer feature map. Second, as shown in Equation (4), we use the global average pooling to get neuron importance weights,

$$\alpha^p_k = \frac{1}{H \cdot W} \sum_i \sum_j g^p_k(i, j),$$

where $(H, W)$ are the height and width of $F^k$. Third, the coarse Grad-CAM score $L^p$ are computed with Equation (5),

$$L^p = \text{ReLU} \left( \sum_k \alpha^p_k F^k \right).$$

Finally, $L^p$ is upsampled to the input image resolution using bilinear interpolation to get fine-grained Grad-CAM scores for each input pixel.

We try to use the Grad-CAM score as a metric to analyze the adversarial example with the patch generated by the attack method [49]. Surprisingly, we observe that the Grad-CAM scores of adversarial patch pixels for the Person class are often much higher than the other input pixels. In other words, the pixels of an adversarial patch are likely to make more contributions rather than fewer as we expected to burdening the person classification, which is a sub-task of person object detection.
The phenomenon is counter-intuitive. We visualize the magnitude of the Grad-CAM scores and generate corresponding heat maps. From Figure 4, it can be seen that the adversarial patch owns most of the hottest points no matter in the digital world or the physical world.

By investigating the optimization process of the adversarial patch generation, we find that the phenomenon results directly from the way of updating the patch pixels. The optimization objective is to decrease the object confidence of the example. This can make the detector believe there is not an object of interest in the current bounding box. To achieve this goal, during the optimization, the pixel value is iteratively updated according to the direction of its gradient about the output object confidence. However, according to our observation, the direction of the object confidence gradient is opposite to that of the Grad-CAM score gradient for many patch pixels. Our statistics show it is true for about a half (50.3%) of patch pixels but for only 7.93% of normal pixels. We also generate the adversarial patch targeting the other classes, e.g., the Dog class, to check whether the phenomenon is common. The answer is yes. As shown in Figure 5, the Grad-CAM score for the Dog class are much higher in an adversarial patch to hide a dog.

So far, the interpretability of deep learning is still an open problem. A possible explanation for the phenomenon is that applying the patch with high Grad-CAM scores can introduce some phantom person objects in the front of the target person object, and the effect of “person in person” actually violates the common knowledge learned from training examples. Consequently, the detector may be “confused” to miss the true target person. It is very difficult, if not impossible, to provide the perfect theoretical analysis for the phenomenon. However, the characteristics of the adversarial patch can be employed as an effective signature.

3.3 Filter

The first task of the filter is to identify the pixels with high Grad-CAM scores about the target class probability. Without loss of generality, we choose the Person class as the target class in this study. In YOLO, the target class probability $P_{\text{Person}}$ can be collected in the last layer, and the Grad-CAM scores can be easily computed with Grad-CAM [39]. The top $n\%$ pixels with high Grad-CAM scores are identified and filtered.

There is a trade-off on choosing a proper $n$. If $n$ is too small, the adversarial effect cannot be effectively suppressed, and the object person can still be hidden by the patch. On the contrary, a large $n$ may result in the benign pixels being filtered and missing the object person as well. As shown in Figure 6, the person object is missed in the filtered inputs, when $n$ is under 10 or above 30. To determine a reasonable hyper-parameter $n$, an empirical study is performed on dozens of samples. We find that when $n$ is set between 15 and 25, the proposed defense technique can achieve the best result.

We employ a straightforward way to filter the identified pixels by coloring them in gray, i.e., $(128, 128, 128)$ in RGB. According to our experiments, coloring them in gray works better than other colors, e.g., black or white. Some of non-patch pixels may also possess high Grad-CAM
scores. Filtering them may remove some details of the target person. Fortunately, the modern object detector, e.g., YOLO, can detect a person object just from a very small part of her or him. Filtering some benign pixels does not compromise the model detection performance.

3.4 Evaluation

On average, generating an adversarial patch takes six hours in our GPU server. To evaluate our defense technique, we spend hundreds of hours to construct a data set, which consists of 50 adversarial examples and 50 benign examples. The hyper-parameter $n$ is set to 15.

Without our defense, the YOLO model can correctly detect all the 50 benign examples, but miss all adversarial ones. After applying our technique, 96 examples are successfully detected and only four adversarial examples evade the detection. Besides, the performance overhead introduced by the defense is totally acceptable. Filtering an input example only requires about 85 milliseconds.

The experiments demonstrate that our technique can be used to effectively defend existing adversarial patch attacks.

4 Evading Signature-based Defense

4.1 Overview

As presented in Section 3, the signature-based defense method is proven to be effective against the existing attacks. However, the employed signature is attack-specific, and there is a risk
that the defense may be ineffective when the attack techniques are upgraded purposefully. In this section, an improved attack technique is proposed to demonstrate this risk. We design an iteration algorithm to dress up the adversarial patch $x$. As illustrated in Figure 7, two procedures are introduced to manipulate the patch elaborately.

The patch pixels are first tuned to produce an adjusted version $x'$ according to the gradients about their Grad-CAM scores and object confidences. The two gradients are calculated with the back propagation algorithm. The aim of the procedure is to lower the Grad-CAM score and preserve the attack effectiveness at the same time. Note that the adjustment may introduce some subtle details in $x'$, such as the superfine texture. It is very difficult to accurately reproduce the details with the printer in the physical world. Besides, the physical patch often has a lower brightness than its digital version. To this end, we develop another procedure to simulate the transformation from the digital patch to the physical version. The simulated physical patch $x''$ is used to generate an adversarial example $AE_{x''}$ to determine whether $x''$ is likely to work well in the physical world. If the adjustment achieves the expected goal, i.e., $AE_{x''}$ can evade the signature-based defense in the digital world, the algorithm will end and output $x'$. Otherwise, $x'$ will be iteratively polished to lower its Grad-CAM score further.

### 4.2 Lowering the Grad-CAM Score

To remove the detectable signature from adversarial patches, a straightforward way is to slightly adjust the patch pixel value in the opposite direction of its signature’s gradient, i.e., the gradient of Grad-CAM score, as done in FGSM [19]. However, there is a side effect of the adjustment. For some patch pixels, the gradient directions of Grad-CAM score and the object confidence are just opposite. In other words, the object confidence of the input example will be increased and the attack may fail, if the patch pixel value is directly adjusted only according to the Grad-CAM
score $S_{GC}$.

To address the issue, the adjustment is limited to the pixels whose object confidence and Grad-CAM score gradients have the same direction, or the absolute magnitude of the Grad-CAM score gradient is much larger (three times) than that of the object confidence gradient. In each iteration, the pixel value $x_{ij}$ is updated as Equation (6):

$$x_{ij} = x_{ij} - \epsilon \cdot \text{sign}(\nabla x_{ij} S_{GC})$$  \hspace{1cm} (6)

where $\epsilon$ is the amplitude of the adjustment, which is set to 0.1 in our experiment. The iteration ends when the sum of Grad-CAM scores of all patch pixels is reduced enough (about by 70%) to evade the defense.

### 4.3 Simulating Physical Output

The transformation is simulated in two ways, i.e., blurring and lowering the brightness.

**Blurring.** We observe that the digital adversarial examples have some superfine details, i.e. the texture edges, which cannot be totally captured by the camera or reproduced in the physical world. Gaussian Blur has proven to be effective to reduce the fine-grained features and make the digital spliced image more natural [43]. We employ it to reduce the superfine details in the patch. The key parameter, the blurring kernel size, is set to 2 in our experiment.

**Lowering the brightness.** We employ the Gaussian distribution to analyze the brightness difference between the digital patch and its physical version, as done in [32, 50]. The analysis result shows that the brightness of the printed patch is commonly lower than that of the digital patch, and the difference follows the Gaussian distribution with mean 30. Accordingly, the pixel value in the simulated patch is decreased by 30 for all three channels, R, G and B.

As illustrated in Figure 8, an adjusted patch can work in the digital world but fails after being printed. By introducing the simulation in the adjustment iteration, the obtained patch can attack successfully in the real world. The high-resolution patches are presented in Appendix A.

### 4.4 Evaluation

We directly employ the adversarial patches used in Section 3.4 to evaluate the improved attack. The patches are adjusted with the above algorithm, and 50 corresponding adversarial examples are generated. Our experiment shows that 28 (56%) of them can evade the signature-based defense. We believe that we can get more effective attack examples via fine tuning. Although not all adversarial examples can evade the defense, it is well demonstrated that the signature-based technique can be bypassed via concealing the signature purposefully.
5 Signature-Independent Defense

5.1 Overview

Section 4 demonstrates the signature-based approach is prone to be bypassed once the attack technique is pertinently improved. To defend the upgraded adversarial patch generation algorithm and other potential sophisticated attack techniques, we propose a general and signature-independent detection method in this section.

The proposed method is based on an internal semantics structure rather than some kind of mutable superficial characteristics. In fact, the local and global content semantics is consistent in benign examples but inconsistent in adversarial ones. If a benign object can be detected from a part of the input image, it will certainly be detected from a larger one. In other words, if an object can be detected locally, it should be detected globally. However, an adversarial object can become disappeared in the larger part containing enough adversarial patch pixels. This semantics structure can be employed as a robust detection rule to identify adversarial examples. Accordingly, we develop a region growing algorithm to detect adversarial examples by checking whether there is an inconsistency in the current input.

More specifically, as shown in Figure 9, the algorithm begins with a seed region, which is an image block selected from the input image. Iteratively, the region grows by including the neighbouring blocks following a proper growing direction. At each step, the grown region is fed to the object detector to check whether there is an object of interest (e.g., a person), and the detection result is recorded. When an object is detected in the previous regions but missed in the current region, we believe the input is an adversarial example and the object identified in the last region will be output. In this way, the adversarial examples can be effectively detected without requiring any attack-specific knowledge.

5.2 Content Semantics Consistency

The state-of-the-art object detection model, e.g., YOLO, is trained to be able to successfully detect an object of interest even the input only contains a part of the object. It is natural that when more parts are included in the input, the detection model is undoubtedly able to identify the object. Take the person detection scenario as an example. If a person can be detected in a local part, the person can also be detected in global. We demonstrate it in Figure 10, in which YOLO can consistently detect a person object from a small part, a larger part, and the whole of the input. We term the invariance between the local and global detection results the content semantics consistency.

For a benign example, the normal pattern of the detection result for the sequence of growing regions should be “detected → detected → ... → detected” or “non-detected → non-detected →...”
Figure 10: The content semantics consistency within the benign example.

Figure 11: The content semantics inconsistency within the adversarial example.

non-detected → detected → detected → ... → detected”. The former pattern indicates that the object can always be detected, and the latter indicates the object may be missed at first but be always hit starting from a certain region. A detected object should not suddenly vanish when given a larger input region. In other words, the normal detection state transition should be “non-detected → non-detected”, “non-detected → detected”, or “detected → detected”, but not “detected ⇒ non-detected” forever.

However, this kind of content semantics consistency often does not hold in an adversarial example. As shown in Figure 11 for a person with an adversarial patch, she is much likely to be detected by an object detector just from a local part of her, but disappears when the grown region includes enough adversarial patch pixels. Consequently, a counter-common-sense detection state transition “detected ⇒ non-detected” emerges, which should never happen for a benign input.

On the basis of the above discussion, we are confident that the content semantics consistency/inconsistency can be leveraged as a detection criterion to effectively discover adversarial examples. We can monitor the trace of object detection results to check whether there is an abnormal detection state transition, i.e., “detected ⇒ non-detected”.

It should be noted that the detection criterion is robust. In practice, the attacker would not want to create an oversize adversarial patch for preserving its utility, giving the modern object detection models a chance to identify the adversarial object from its uncovered part. For example, YOLO is able to effectively detect a person object just from a human face or the lower body. Meanwhile, in most scenarios, using a large adversarial patch to cover the face or most of the body is meaningless and weird. More importantly, the detection criterion is general and independent of specific attack techniques. We can apply it to detect any kinds of adversarial
patches without caring how they are generated.

In addition to the content semantics consistency, there are also other types of semantics structures. Some of them can contribute to develop a high-performance detection algorithm. For example, we can directly count the number of the human face in the input and compare it with the count of detected person objects in the person detection task. If the two numbers are different, we can conclude that there is an adversarial attack. The face counting can be accomplished in real time with the modern face recognition systems, e.g., ArcFace [14]. Accordingly, the adversarial example detection can also be exceptionally efficient. Unfortunately, the approach is not robust enough and cannot be adopted in practice. As illustrated in Figure 12, the attackers can stick the adversarial patch on the back and turn their back to the camera. In this way, they can easily fool the person detection and avoid introducing abnormal face-person counts. We suggest that the robustness of a content semantics structure should be carefully investigated when employing it as a detection criterion.

5.3 The Region Growing Algorithm

As described in Algorithm 1, the detection mainly involves seed selection, growth direction determination, and region update. The region growing algorithm will terminate when an inconsistency is monitored or the region has grown to include all the blocks.

Seed Selection. When an input image is fed to YOLO, it is divided into 361 (19×19) blocks for extracting features. YOLO will assign each block a classification probability in the output layer. One of the blocks will be used as the growing seed, i.e., the initial growing region. We employ a heuristic strategy to select the seed block to speed up the detection. The block with the highest Person class probability is chosen as the growing seed $Seed_g$. This may allow the model to identify the potential person object as soon as possible.

Growth Direction Determination. At each growing step, the region is extended to include more blocks following a chosen direction. The growth direction is determined mainly based on the blocks’ semantics.

If there is not a detected person object in the current region, it is desired that the region is enlarged to merge the blocks with the highest Person class probabilities. The probability of the blocks in the four candidate directions (i.e., up, down, left, and right) are summed respectively. The direction with the highest total probability is determined to be the growth direction.

If a person object has been detected in the current region, we hope the region can grow to encompass the potential adversarial patch as quickly as possible to trigger the abnormal detection transition. The image entropy is employed to rank candidate directions. The intuition here is that an adversarial patch can fool an object detector only if it hold enough “energy”. Consequently, the patch must be able to introduce a great deal of information in its limited space. In other words, the patch often has higher complexity and information density than the normal input. It is natural to use the entropy to seek the promising direction for touching the
Algorithm 1 Region Growing for Adversarial Patched Examples Detection

**Input:** \( I \): An input image; \( \theta \): The gain threshold.

**Output:** \( \varphi \): Indicating if an adversarial object exists.

1. \( Blocks = \text{IMAGEPARTITION}(I) \); \( \varphi = \text{False} \)
2. \( BProbabilities = \{ \text{YOLO}_{\text{Person}}(b) \mid b \in Blocks \} \)
3. \( BEntropies = \{ H_{2d}(b) \mid b \in Blocks \} \)
4. \( Region_g = \text{Seed}_g = \arg \max_b BProbabilities[b] \)
5. \( \text{Dir} = [\text{up, down, left, right}] \)
6. \( Blocks = Blocks - \text{Seed}_g \)
7. \( \text{prob} = \text{YOLO}_{\text{Person}}(Region_g) \)
8. **while** \( \varphi == \text{False} \) **and** \( Blocks \neq \emptyset \) **do**
9.     \( S = [0, 0, 0, 0]; O = 0; \text{Gain} = 0 \)
10.    **forall** \( d \in \text{DIR} \), \( DBlocks[d] = \text{BLKSINDIR}(Region_g, d) \)
11.    **if** \( \text{prob} > \text{Person}_{\text{YOLO}} \) **then**
12.        \( \forall d \in \text{Dir}, S[d] = \sum_{b \in DBlocks[d]} BEntropies[b] \)
13.    **else**
14.        \( \forall d \in \text{Dir}, S[d] = \sum_{b \in DBlocks[d]} BProbabilities[b] \)
15.    **end if**
16.    \( d_g = \arg \max_d S[d] \)
17.    \( Region_s = Region_g; Region_n = \emptyset; G = 0 \)
18.    **while** \( \text{Gain} \leq \text{threshold} \) **do**
19.        \( Region_{adj} = \text{ADJBLKSINDIR}(Region_s, d_g) \)
20.        **if** \( \text{prob} > \text{Person}_{\text{YOLO}} \) **then**
21.            \( G = G + \sum_{b \in Region_{adj}} BEntropies[b] \)
22.        **else**
23.            \( G = G + \sum_{b \in Region_{adj}} BProbabilities[b] \)
24.        **end if**
25.        \( Region_n = Region_n \cup Region_{adj}; \text{Gain} = \frac{G}{S[d_g]} \)
26.        **if** \( \text{Gain} > \theta \) **or** \( Region_{adj} == \emptyset \) **then**
27.            **break**
28.        **else**
29.            \( Region_s = Region_{adj} \)
30.        **end if**
31.    **end while**
32.    \( Region_g = Region_g \cup Region_n \)
33.    \( prob' = \text{YOLO}_{\text{Person}}(Region_g) \)
34.    \( \varphi = \text{prob} > \text{Person}_{\text{YOLO}} \land prob' \leq \text{Person}_{\text{YOLO}} \)
35.    \( Blocks = Blocks - Region_n \)
36.    \( prob = prob' \)
37. **end while**

adversarial patch. We employ the two-dimensional entropy (2-D entropy) \([1]\) to measure the complexity of an image block.

For each pixel in an image block with 256 pixel levels (0 ~ 255), the average pixel value of the 1-order neighborhood is first calculated. This forms a pair \((i, j)\), the pixel value \(i\) and the average of the neighborhood \(j\). The frequency of the pair is denoted as \(f_{ij}\), and a joint probability mass function \(p_{ij}\) is calculated as Equation \((7)\), where \(H, W\) is the height and the width of the block. On the basis, the 2-D entropy of the block can be computed as Equation \((8)\). Eventually, the 2-D entropy of a RGB color block is the average of its three color planes’ entropies, which are computed individually. In a similar way, the 2-D entropies of
Table 1: The detection results.

| Data Set | #Adv | #Benign | Accuracy | Avg. Time (s) |
|----------|------|---------|----------|---------------|
| ADV₁     | 48   | 2       | 96.0%    | 1.52          |
| ADV₂     | 47   | 3       | 94.0%    | 1.53          |
| BENIGN   | 0    | 100     | 100%     | 1.52          |
| Total    | 95   | 105     | 97.5%    | 1.52          |

Figure 13: Indoor adversarial T-shirt attack is detected.

the blocks in a candidate direction are summed. The one with the highest 2-D entropy will be chosen as the next growth direction.

\[
p_{ij} = \frac{f_{ij}}{H \cdot W}, \quad i \in [0, 255], j \in [0, 255]
\]

\[
H_{2d} = - \sum_{i=0}^{255} \sum_{j=0}^{255} p_{ij} \log_2(p_{ij})
\]

Region Update. After determining the growth direction, we introduce the idea of information gain to compute how many blocks should be merged into the region. The gain resulting from merging neighbour candidate blocks into the current region is measured by computing the Person class probability or 2-D entropy. If the gain is greater than a predefined threshold, we believe that the current growth step has introduced enough content semantics. The candidate blocks will be merged and a new region is produced. Otherwise, more candidate blocks will be taken into consideration. In essence, the gain threshold determines the region growing speed. In our experiment, it is set to 5% with a small-scale empirical study.

Note that the proposed method can also be adopted for the multi-person scenario by introducing multiple growing seeds. Accordingly, the abnormal detection state transition can be specified as “(n detected) ⇒ (< n detected)”, i.e., the number of the detected person objects becomes small.

5.4 Evaluation

We evaluate our detection method on a data set, which consists of 100 adversarial examples (ADV) and 100 benign ones (BENIGN). Among the adversarial examples, 50 (ADV₁) are generated with the original attack technique [49], and the rest (ADV₂) are produced with the improved algorithm mentioned in Section 4.

Table 1 shows the experiment results on the data set, in which #Adv and #Benign indicate the number of reported adversarial and benign examples, respectively. From the results, we can see that the proposed method can successfully detect 95% adversarial examples without
false positives. Only five evade the detection. The detection overhead is about 1.5 seconds per example.

To further evaluate the generalization of our method, we apply it to counter an emerging attack technique, Adversarial T-Shirts [56]. Using the technique can get robust physical adversarial examples for evading person detectors. The generated adversarial patch can be directly printed on the T-shirt, which can even withstand non-rigid deformation resulting from person moving.

The adversarial examples provided by the authors are directly used as the test cases, involving two representative scenarios (indoor and outdoor). We randomly choose ten adversarial examples for each scenario respectively. Without any fine tuning, our detection method can successfully catch all the 20 adversarial examples. As shown in Figure 13 and Figure 14, the abnormal detection state transition “two detected ⇒ one detected” can be effectively detected during the region growing. It should be emphasized that the above detection test is totally a blind experiment. We do not leverage any attack-specific knowledge and adjust any parameters in the detection. We confirm that our method can be applied to defend unknown adversarial patch attacks.

Besides YOLO, we have also evaluated our method on another popular object detector Faster R-CNN [38]. As presented in Figure 15, the semantics inconsistency can be detected when the region grows, showing that the proposed method is also transparent to the back-end object detection model, not only the attack technique.

6 Discussion

As mentioned above, the key of enforcing the signature-based defense is to find discriminating signatures. An important problem is how to identify the leverageable signature as soon as possible when facing an unknown attacks. Using the differential analysis to investigate the benign and adversarial example may be a feasible way, and the visualization technique can be
used as an observation tool to discover the interesting difference easily. Note that the unknown attacks can be caught by using the signature-independent detection.

In general, the signature-independent method is relatively slow compared with the signature-based one. However, it is also totally acceptable in some non-critical cases. We can limit the number of examples needed to be detected via sampling the input frames, especially when the signature-independent method is used to catch the unknown attack examples. Furthermore, the detection based on region growing can be implemented in parallel when we can equip more than one back-end object detectors. We can design an aggressive growing strategy to obtain multiple candidate regions simultaneously.

Huang et al. [21] propose a patch attack method named Universal Physical Camouflage Attack (UPC). It can fool object detectors to misidentify an object as a wrong category with multiple patches, such as detecting a person as a dog. Our method are not specially developed to defend the camouflage attack. However, our signature-independent method can be applied to detect the attack. In fact, as demonstrated in Figure 16, we can detect the patched camouflage example with the semantics inconsistency: the attack object is identified as a certain class locally but another one globally (a person locally but a dog globally).

It is illustrated that our idea can also be leveraged to counter other types of patch attacks. We believe this study actually provides a general methodology for detecting local perturbation attacks. For example, the adversarial patch targeting the image classification [8] can mislead the classifier to ignore the certain items (e.g., a banana) within the image, and report another class (e.g., a bowl). For detecting the attack, we can determine the seed region and growing directions according to the given class of interest (e.g., the Banana class), and check whether there is such a semantics inconsistency: a banana locally but another globally, as shown in Appendix B.

![Figure 16: The UPC attack is detected.](image)

7 Related Work

Many existing studies have paid much attention to the security of artificial intelligence systems. The arm race between attackers and defenders will never end.

7.1 Attacks

Existing attack studies mainly target at computer vision tasks, e.g., image classification. Szegedy et al. [48] propose the idea of generating adversarial examples with imperceptible perturbations to mislead the DNN-based image classifiers. Goodfellow et al. [19] propose FGSM to generate the adversarial examples. Some improved FGSM methods are also proposed, such as IFGSM [24] and PI-FGSM [16]. Carlini and Wagner [11] design an optimization algorithm to generate the adversarial examples with the least perturbations.

Some studies focus on launching attacks in the physical world. Mahmood et al. [41] evade the face recognition in the physical world by wearing a pair of printed adversarial eyeglasses. In their later work [42], they propose the Adversarial Generative Nets to train a generator
neural network for emitting adversarial examples that satisfy desired objectives. Papernot et al. [33] propose a black-box attack against the road sign classifier by introducing some precise perturbations. Eykholt et al. [15] propose the Robust Physical Perturbations algorithm to attack the road sign classifiers under different physical conditions. Brown et al. [8] create adversarial patches to fool image classifiers in the physical world.

The adversarial patch is mainly used to attack the object detection. Song et al. [41] implement an attack to cause the stop sign disappears with adversarial patches in front of YOLO. Thys et al. [49] generate a printable adversarial patch to fool YOLO. Xu et al. [56] and Wu et al. [55] print the adversarial patch on the T-shirt, which can successfully attack the person detectors in physical world. Komkov et al. [23] generate the adversarial hat sticker to hide the person from the face recognition. In this study, we focus on defending this kind of attack for the sensitiveness of person detection.

Huang et al. [21] propose UPC to fool the object detector. We believe it can be detected with our signature-independent method, as discussed in Section 6.

Attacks to the 3-D object detection systems have also been explored. Cao et al. [9] propose a gradient-based approach to generating 3D-printed adversarial objects to evade LiDAR on autonomous vehicles. Xiao et al. [55] present meshAdv to generate adversarial meshes to manipulate the shape or texture of a 3-D object and mislead the classifiers and object detectors. Sun et al. [46] explore the vulnerability in the LiDAR-based object detection models and perform corresponding adversarial attacks to spoof the LiDAR sensors. In the future, we plan to research how to transfer our methods to detect the 3-D attacks. We believe there is also the same semantics inconsistency in 3-D adversarial examples, i.e., the adversarial object can appear locally but disappear globally.

Except computer vision, there are some attacks against other tasks. N. Srndic et al. [45] craft malformed PDF files to evade an online learning-based system for detecting PDF malware. Liang et al. [28] propose an attack way to crack and evade the Google phishing pages classification, which is a linear text classifier. They also develop an adversarial example generation method to fool the text classifiers based on deep learning [26].

7.2 Defense

A lot of techniques have been proposed to detect adversarial examples. Li et al. [25] utilize the statistical features to distinguish the adversarial examples from the benign. Amirian et al. [3] visualize the CNN features, track the adversarial perturbations and detect adversarial images based on statistical analysis of the feature responses. Liang et al. [27] denoise the adversarial examples and compare the classification results for adversary detection. Xiao et al. [54] detect adversarial examples by checking the spatial inconsistency after applying two randomly selected patches to the given image. Lu et al. [30] propose SafetyNet to detect unreal scenes in an RGBD image by checking whether the image is consistent with its depth map. While different kinds of inconsistency have been leveraged for adversary detection, in this paper, we focus on the semantics inconsistency that can be captured from the given input and robust enough to detect adversarial patched examples.

Besides detecting adversarial images, efforts have been done to detect adversaries in other areas. Sun et al. [46] detect spoofed fake vehicles by checking the violations of physics, i.e., anomalously sensed free space and laser penetration. Choi et al. [13] identify the physical attacks against robotic vehicles (RVs) by deriving and monitoring RVs’ control invariants. Aghakhani et al. [2] propose FakeGAN to detect deceptive customer reviews.

Improving the robustness of the DNNs has also been studied. Biggio et al. [6] provide a complete understanding of the classifier’s behavior about adversarial examples, helping to improve the DNN’s robustness with better design choices. Lyu et al. [31] improve the robustness of the DNN against adversarial examples by considering the worst situation of perturbation and the gradient constraint in the model. Ba et al. [1] and Hinton et al. [20] extract the knowl-
edge from the DNN, with which they improve the resilience against the adversarial examples. Papernot et al. [34] smooth the DNN model to reduce the enlargement of perturbations during feature extraction and make the model robust to defend small adversarial perturbations. Sharif et al. [40] suggest that other metrics like the structural similarity [51] should be considered together with Lp-forms to improve the model’s robustness. Quiring et al. [35] reconstruct the image pixels to reveal adversarial pixels and filtering them out for classification correctness. Chen et al. [12] build a robust PDF malware classifier with a new distance metric of operating on the PDF tree structure.

Recently, Xiang et al. [53] propose a novel method PatchGuard to defend the adversarial patch attacks to the image classification. A masking algorithm is introduced in feature aggregation of the model network to remove the potential corrupted features with abnormally large values, which can result in misclassification. PatchGuard targets to enhance the CNN-based image classification, and cannot be directly adopted for the object detection. In fact, the object detection attack method aims to lower the object confidence, instead of the class probability protected by PatchGuard. Besides, our two methods are transparent to the target models and do not require any modification of them.

8 Conclusion

To defend the adversarial patch attacks aiming the object detection, in this paper, we present two different defense methods, one is signature-based and the other is signature-independent. At first, we find that many adversarial patch pixels possess a discriminating characteristic. Accordingly, a defense filter is developed to exclude these patch pixels from the input such that the filtered adversarial patch loses its attack efficacy. This signature-based defense is demonstrated to be effective and efficient for the existing attack. However, it is also proven to be ineffective to an improved attack algorithm. In order to provide robust defense to potential attacks, we propose a general signature-independent detection method. The method is based on an insightful observation that the local semantics of an adversarial patched example is inconsistent with its local semantics. The signature-independent detection is be proven to be effective to known and unknown attacks, although it is relatively slow. Essentially, the two defenses are complementary to each other and can be used for different scenarios, or be combined to get a comprehensive protection.
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A High-resolution Adversarial Patches

Figure 17: The original adversarial patch.

Figure 18: The adjusted adversarial patch.
B Adversarial Patch against Image Classification

Figure 19: The simulated adjusted adversarial patch.

Figure 20: The content semantics inconsistency in the adversarial patched example targeting the image classification [8]: *a banana locally but a bowl globally.*