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Abstract—The Passivity-Based Control (PBC) is recognized as an effective energy shaping approach to guarantee the asymptotic stability of the whole system by using the passivity property. However, the model-based and sensor-based characteristics limit its development and application. The combination of the PBC and online estimation technique can solve these problems. The purpose of this paper is to propose a controller and an observer, which are designed simultaneously based on Hamiltonian framework and Lyapunov criterion. It leads to the system design without separation of the dynamics of the controller and the observer. The uncertainties in the model and parameters are considered as equivalent voltage and current sources. To reduce the number of sensors, input voltage, output current, and equivalent sources are estimated together. The steady-state error is eliminated by using this estimation technique. The exponential stability of the whole system (converter, controller, and observer) is proved by using a proper Lyapunov function. Simulation and experimental results from a 3 kW 270−350 V DC/DC boost converter with a Constant Power Load (CPL) are performed to confirm the proposed control algorithm. Since the system parameter values may vary with temperature and the equilibrium point, the robustness of the proposed method is verified without and with parameters uncertainties.

Index Terms—Large-signal stability, Interconnection and damping assignment passivity-based control (IDA-PBC), port-controlled Hamiltonian (PCH), microgrid, DC/DC converter, constant power load (CPL), online estimation.

NOMENCLATURE

RESs Renewable Energy Sources.
MEA More Electric Aircraft.
EVs/HEVs Electric Vehicles/Hybrid Electric Vehicles.
PBC Passivity-Based Control.
IDA-PBC Interconnection and Damping Assignment Passivity-Based Control.
PCH Port-Controlled Hamiltonian.
CPL Constant Power Load.
\( H(x) \) Hamiltonian function.
\( H_d(x) \) Closed-loop Hamiltonian function.
\( J \) Interconnection matrix.
\( J_d \) Desired interconnection matrix.
\( R, R_d \) Dissipation matrix and damping matrix.
\( K(x) \) Adaptive variable in the matrix \( J_d \).
\( \rho, \rho_v, \gamma_l \) Switch command, control input of the system, and duty cycle.
\( \nu_v, \gamma_i \) Equivalent voltage and current sources (internal disturbance/uncertainties).
\( \nu \) Disturbance, i.e. \( \nu = V_e - \gamma_v \) and \( \rho_i = i_{ch} + \gamma_i \).
\( i_{ch} \) Boost converter inductor current.
\( V_e, i_{ch} \) Boost converter capacitor voltage.
\( V_d \) Desired value of inductor current.
\( V_{ref} \) Desired value of capacitor voltage.
\( \xi \) State variable, i.e. \( \xi = [x_1, x_2]^T = [i_L, V_o]^T \).
\( x_d \) Desired equilibrium point of \( x \), i.e. \( x_d = [x_{1d}, x_{2d}]^T = [i_d, V_d]^T \).
\( \tilde{x} \) Estimation value of \( x \), i.e. \( \tilde{x} = [\tilde{x}_1, \tilde{x}_2]^T = [\tilde{i}_L, \tilde{V}_o]^T \).
\( \tilde{\rho} \) Estimation value of the unknown parameter \( \rho \), i.e. \( \tilde{\rho} = [\tilde{\rho}_v, \tilde{\rho}_i]^T \).
\( k_s, k_i, k_p \) Coefficient matrices (diagonal) in the observer.
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I. INTRODUCTION

Over the past decades, the revolution in the energy system is moving towards low-carbon, green and sustainable development, especially in the field of electrified transportation, such as More Electric Aircraft (MEA), Electric Vehicles /Hybrid Electric Vehicles (EVs/HEVs), ships, and submarines [1], [2], [3]. In these applications, Renewable Energy Sources (RESs) such as Photovoltaics (PV) and Fuel Cells (FCs) are integrated into the power distribution system, which can reduce greenhouse gas emissions and provide clean energy for sustainable development [4], [5]. However, this poses an increasing challenge to the design of the on-board electrical system. The whole system stabilization, consumption optimization, and advanced control exploitation are mainly concerned in such applications [6], [7].

Considering that the electrified transportation system is an isolated energy distribution system, this system can be considered as an on-board microgrid [8], [9]. To regulate the energy flow and adapt the voltage relationship among multiple RESs and loads, power electronic converters especially DC/DC power converters are employed [10]. Therefore, it is of significant importance to explore the control strategy with attractive properties of static and dynamic performances. The key points of the Control Objectives are:

1) The high robustness properties and good dynamic responses are particularly important for the power conversion system, which play an essential role in obtaining satisfying performance.
2) The stability of each DC/DC converter has to be ensured, and then the whole system stability of the on-board microgrid should be verified.
3) The regulation accuracy of the state variable is an important factor for controller design. The objective of the controller is to achieve zero steady-state error.
4) To increase power density and reduce energy consumption, one way is to reduce the number of sensors.

As for the Objective 1), quite a few nonlinear control methods have been proposed to improve the transient performance and robustness of the DC/DC power converters, including flatness-based control [11], sliding-mode control [12], Lyapunov-based control [13], model predictive control [14] or passivity-based control [15]. All these typical well-developed control methods can achieve fast dynamic responses and high robustness properties.

However, even though each subsystem in the microgrid can work well individually, the whole system might suffer from instability issues due to their interactions [16]. Thus, the control method should not only ensure the stability of the individual converter, but also ensure the stability of the entire system as stated in Objective 2). The Passivity-Based Control (PBC) is attractive for solving this problem due to the passivity property. PBC is a generic name, to define the energy shaping control methodology that stabilizes the system by rendering it passive [17], [18]. The significant trait of the passivity criterion is that the passivity is preserved in arbitrary interconnections [19]. If a group of passive-ensured subsystems is connected by parallel or feedback, the entire system is passive and thereby stable [20]. The intuitive reason is that the energy supplied to the combined system is dissipated by the subsystems separately. This conclusion can be further generalized to an arbitrary number of interconnected subsystems, by applying the passivity principle iteratively [21], [22].

The Interconnection and Damping Assignment Passivity-Based Control (IDA-PBC) is introduced by [17] as a branch of PBC, which is based on Port-Controlled Hamiltonian (PCH) framework. The main point of the IDA-PBC is to assign a desired energy storage function with respect to the desired equilibrium point by modifying the desired interconnection matrix, damping matrix, and control law (called energy reshaping) [18], [19]. Unlike most nonlinear control methods that focus on the signal, the PBC considers the controller design from the energy point of view which is the essential attribute of the physical system. The advantage of the IDA-PBC over other nonlinear control methods is that this approach utilizes the physical structure and considers the energy relationship of the system. The stability of the individual stage is guaranteed using the Hamiltonian function (energy storage function) as a Lyapunov function. After, thanks to the PCH framework, the IDA-PBC can work in a superposition manner. It relies on decomposing the system into multiple separate subsystems, then the whole system behavior is obtained by superimposing the energies of the subsystems [23]. The asymptotic stability of the whole system can be guaranteed by using the passivity property when several stable and passive ensured subsystems are integrated into the proposed system [21]. Therefore, the controller design and stability analysis only need to be developed and implemented at the subsystem level.

In accordance with the Objective 3), zero steady-state error between the state variable and the reference is to be achieved even when the sustained deviation from the standard value exists in the model parameter. The presence of the integrator is one of the most practical methods utilized for eliminating steady-state errors. In [24], an outer loop PI controller, complementary with the IDA-PBC approach, is introduced to alleviate the steady-state output voltage error. However, this PI controller is not included in the passivity and stability proof. Besides, in general, eliminating steady-state errors by using integrators may degrade other system performance, including dynamic response, phase margin, and loop bandwidth. This is because the utilization of the integrator will have coupled interactions with other control behavior [25]. Another practical method is the use of observers. In [25], a disturbance observer is introduced to a DC/DC buck converter to correct the errors caused by disturbances and uncertainties, which eventually leads to the desired offset-free tracking performance. Moreover, a disturbance observer for boost converter [26] and a reduced-order state observer for buck converter [27] are introduced. The results show that the steady-state errors under both methods can be eliminated.
Besides, an underlying requirement of the controller design is to maintain the Objective 4) over as large a stability margin as possible. The power density improvement is one of the objectives in on-board microgrids. The reduction of the number of sensors can offer a cost-effective solution to achieve this mission [28].

To achieve the aforementioned control objectives, this paper proposes to complement the state observer, which inspired by [34], to the modified IDA-PBC methodology.

The main purpose of this paper is to address a new PBC controller and observer, which are designed simultaneously based on the Hamiltonian framework and Lyapunov criterion. Large-signal stability is proved via combining Hamiltonian control behavior.

Nonlinear control methods, for example, flatness-based control [11], sliding-mode control [12], and model predictive control [14] for boost converter, Lyapunov-based control [13] and passivity-based control [19] for boost converter cascaded with LC filter, passivity-based control for boost and buck converters [15].

| Objective | Subclass | Upside | Downside |
|-----------|----------|--------|----------|
| Objective 1) | Nonlinear control methods, such as PI control. | • High robustness properties; • Good dynamic responses; • Good generalization capability. | • Low computational requirements; • Simple and easy implementation; • Easily followed by engineers. |
| Objective 2) | Passivity-based control with passivity property [17]-[23]. | • The whole system stability can be guaranteed due to the passivity property. | • Sensitive to model accuracy and noise; • Need a large number of sensors. |
| Objective 3) | Integrator or extra PI regulation term [24]. | • Simple and easy implementation; • Accuracy. | • Coupled interactions with other control behavior. |
| Objective 4) | Observers, for example, disturbance observer [25] and reduced-order state observer [27] for buck converter, and disturbance observer [26] for boost converter. | • Good dynamic performance; • Accuracy. | • Relatively high computational requirements; • Not simple for implementation. |

The whole system stability can be guaranteed due to the passivity property. The knowledge of the precision model and relatively large demand for sensors limit its development in electrified transportation applications. As can be seen in [15] and [33], when the IDA-PBC is applied to a boost converter or a buck converter, four sensors must be used. Besides, the final control law is related to the parameters of the DC/DC converter, such as the equivalent input series resistance. Indeed, these parameters are difficult to know accurately in practice, and they also change over time. So, the existence of steady-state error is inevitable. Thus, the solution to solve the drawbacks of the conventional IDA-PBC, i.e. cannot naturally satisfy Objective 3) and Objective 4), is of interest. The observer is a good candidate for compensating steady-state errors and reducing the number of sensors. In [34], an adaptive nonlinear state observer is proposed and validated both on boost converter and isolated boost converter. The comparison results show this observer has better performance than an Extended Kalman filter and a Luenberger observer.

To achieve the aforementioned control objectives, this paper proposes to complement the state observer, which inspired by [34], to the modified IDA-PBC methodology.
output current are estimated together to reduce the number of sensors.

In this paper, a DC/DC boost converter application example is implemented, to demonstrate the validity of the proposed approach. Still, the proposed controller and observer can be easily adapted to other power conversion structures, such as DC/AC converters and AC/DC converters.

The rest of this paper is organized as follows: Section II describes the studied system and gives its PCH models. Section III proposes the generalized controller and observer, with its large-signal stability proof. Then, Section IV details the implementation example of the DC/DC boost converter with CPL. Results without parameter uncertainties are given in Section V. And results with parameter uncertainties are shown in Section VI.

II. PROBLEM DESCRIPTION

As described earlier, the model and parameters accuracy play an important role in obtaining satisfying results for the PBC approach. These will seriously affect system performance. The equivalent circuit-type models of the DC/DC boost converter are usually published in the literature as seen in Fig. 1.

![DC/DC Boost Converter Model](image)

Fig. 1. DC/DC boost converter model. (a) Non-ideal model in [15]. (b) Non-ideal model in [35]. (c) Non-ideal model in [34].

As can be seen in the previous work in [15], a type of non-ideal model is used for the IDA-PBC. In that case, all the circuit parameters are assumed to be accurately measured in the laboratory and all the un-modeled losses are taken into account thanks to the constant equivalent series resistance \( r_L \) and the constant parallel resistance \( r_P \). However, in the general case, this assumption cannot be satisfied. In industrial applications, these parameters and losses vary over time and the operating conditions. This assumption applies only to a small range of operating points. Here, the control method given in [15] is reapplied with inaccurate parameters and converter losses. The power of the Constant Power Load (CPL) steps from 1 kW to 3 kW, and the results are illustrated in Fig. 2. An output voltage deviation is emerged due to these parameter uncertainties and internal losses. Moreover, there are four sensors used in this work.

A more precise model is introduced in Fig. 1(b), the parasitic components are considered in this model [35]. \( r_L, r_K, \) and \( r_D \) are the parasitic resistances of inductance \( L \), switch \( K \), and diode \( D \), respectively. The voltage drops on switch \( K \) and diode \( D \) are \( V_K \) and \( V_D \). Even though this model is more accurate, it is still not possible to describe the online knowledge of the converter behavior. Because all the losses are not constant in practice. Moreover, only conduction losses are considered in this model, and it is still impossible to consider semiconductor switching losses and magnetic circuit power losses. Furthermore, this equivalent circuit is too complicated to fit in PCH framework. It makes the IDA-PBC not applicable.

![Current and Voltage Responses](image)

Fig. 2. Current (left) and voltage (right) responses of the boost converter with inaccuracy parameters and converter losses using the IDA-PBC in [15].

In Fig. 1(c), an additional variable voltage source \( y_v \) and an additional variable current source \( y_i \) are used to counterbalance the errors between the actual system and its model. Thus, these additional sources are directly equivalent to all uncertainties, including internal losses, parameter variations, measurement offsets, etc. Principal losses which are taken into account are conduction losses, semiconductors switching losses, hysteresis losses, and eddy current core losses. Any other loss through the converter is also taken into account [34]. Therefore, only two variable parameters are added to counterbalance all uncertainties in the system. These equivalent sources vary with the operating point. Compared to the model in Fig. 1(a) with constant equivalent losses parameters, the complexity of the model has not increased, but online knowledge can be achieved through the observer. Compared to the model in Fig. 1(b), fewer parameters are used to include more types of losses. More importantly, The PCH framework is easy to apply to this model. It is why this equivalent model is selected for the controller and observer design in this paper.

III. GENERALIZED CONTROLLER AND OBSERVER

A. Considered System and Port-controlled Hamiltonian Models Applied

The generalization of the PCH system with dissipation can be presented utilizing the following expression [19].

\[
\dot{x} = \left[ J(x) - R(x) \right] \frac{dH}{dx}(x) + \beta(x)u + \xi \quad (1)
\]

where \( J(x) \) is known as the interconnection matrix (skew-symmetric) and \( R(x) \) is called the dissipation matrix (positive semidefinite). \( H(x) \geq 0 \) stands for the internal energy accumulation in the system called Hamiltonian function. \( u \) is the control input of the system. \( \beta(x) \) is the input matrix and \( \xi \) corresponds to the disturbances.
Here, the PCH form in (1) is rewritten as (2). $\xi$ can be replaced by the product of the coefficient matrix $g(x)$ and the actual disturbance variable $\rho$. The disturbance is supposed to vary much slower than the state variable, i.e., $\dot{\rho} = 0$ [34].

$$\dot{x} = \left[ J(x) - R(x) \right] \frac{\partial H}{\partial x} (x) + \beta(x)u + g(x)\rho$$ (2)

**B. Observer Definition**

Based on the above model, the following observer is proposed,

$$\begin{align*}
\dot{x} &= \left[ J(x) - R(x) \right] \frac{\partial H}{\partial x} (x) + \beta(x)u + g(x)\hat{\rho} - k_s(\hat{x} - x) \\
\dot{\hat{\rho}} &= -\eta_1(\hat{x} - x) - k_p(\hat{x} - x) + \eta_2
\end{align*}$$ (3)

where $x$ is the measured state variable and $\hat{x}$ represents the estimation value of $x$, $\hat{\rho}$ is the estimation of the unknown disturbance and functions $J(x)$, $R(x)$, $\frac{\partial H}{\partial x}$, $\beta(x)$ and $g(x)$ are supposed well known. $k_s$ and $k_p$ are the observer gain matrices to be determined while $\eta_1$ and $\eta_2$ are two functions to be defined. The observer design procedure will be detailed in Section III.D. However, as we will see, the observer is asymptotically stable even if $k_p = 0$ (no derivative terms in the observer). This statement has been confirmed by simulation and experimentation. Meanwhile, to achieve exponential stability, this term is included in the proposed observer. The estimation errors $\varepsilon_x$ and $\varepsilon_\rho$ can be defined as follows

$$\begin{align*}
\varepsilon_x &= \hat{x} - x \\
\varepsilon_\rho &= \hat{\rho} - \rho
\end{align*}$$ (4)

The derivative of the estimation errors $\varepsilon_x$ and $\varepsilon_\rho$ can be calculated, respectively, as follows,

$$\dot{\varepsilon}_x = g(x)\varepsilon_\rho - k_s\varepsilon_x$$ (5)

$$\dot{\varepsilon}_\rho = -\eta_1\varepsilon_x - k_p\varepsilon_x + \eta_2$$ (6)

**C. Controller Design**

The general concept of IDA-PBC methodology based on PCH is introduced in [36], which is to assign the closed-loop Hamiltonian function $H_d(x) = 0.5(\cdot x - x_d)^T Q (\cdot x - x_d)$ with the desired equilibrium point $x_d$, the desired interconnection matrix $J_d(x)$, and damping matrix $R_d(x)$. $Q$ is the energy storage element matrix (positive-definite). In this respect, $H_d(x)$ should satisfy an isolated minimum at the desired equilibrium point to ensure system stability.

It is worthwhile to mention that, the conventional IDA-PBC is not satisfied with the on-board power converter system with variable CPL [19]. In this application, the desired equilibrium point $x_d$ is related to the actual operating conditions and is no longer a constant value. Therefore, the proposed control approach is inspired by the modified IDA-PBC introduced in [19]. Considering that $x_d$ is only a function of the unknown parameter $\hat{\rho}$, i.e., $x_d = f(\hat{\rho})$. The desired target is to define a control law $u$ that the closed-loop system dynamics can be expressed as

$$\begin{align*}
\dot{x} - \dot{x}_d &= \left[ J_d(x) - R_d(x) \right] \frac{\partial H_d}{\partial (x - x_d)} (x - g(x)(\hat{\rho} - \rho))
\end{align*}$$ (7)

where $\dot{x}_d$ is computed by

$$\dot{x}_d = \frac{\partial x_d}{\partial \hat{\rho}} \cdot \dot{\hat{\rho}}$$ (8)

Towards this end, the final state-feedback control law $u$ can be calculated by the following expression, which is derived from (2) and (7),

$$\begin{align*}
\left[ J(x) - R(x) \right] \frac{\partial H_d}{\partial x} (x) + \beta(x)u + g(x)\dot{\rho} \\
= \left[ J_d(x) - R_d(x) \right] \frac{\partial H_d}{\partial (x - x_d)} (x - \dot{x}_d)
\end{align*}$$ (9)

It is worthwhile to note that, the control law $u$ is the only unknown in (9). To avoid (9) fails to have a unique solution, some variables in the closed-loop interconnection matrix $J_d$ can be added to provide an additional degree of freedom. If the solution of (9) exists, it leads to $u = F(x, x_d, \dot{x}_d, \hat{\rho})$.

Moreover, there are three main differences between the control law (9) in this paper and the control law (3) in [15].

1) The control law (3) in [15] is based on conventional IDA-PBC. In this work, the proposed control is inspired by the modified IDA-PBC introduced in [19].
2) In the control law (3) in [15], all the losses are mapped to a constant parameters $r_d$ and $r_p$ in the dissipation matrix $R$. In the new control law (9), the losses are spread out between $r_d$ and unknown disturbance vector $\rho$ which is estimated online. This is related to the control Objective 3) in Section I.
3) In the control law (3) in [15], the external disturbance should be measured through the sensor. In the control law (9) here, external and internal disturbances are estimated together by the observer. This is related to the control Objective 4) in Section I.

**D. Stability Analysis**

To demonstrate the convergence of the observer and ensure the stability of the whole system. Considering the Lyapunov function candidate $V$ defined as

$$V = H_d(x) + \frac{1}{2} \varepsilon_x^T \varepsilon_x + \frac{1}{2} \varepsilon_\rho^T \varepsilon_\rho \geq 0$$ (10)

The derivative of the function $V$ can be expressed as

$$\dot{V} = -(x - x_d)^T Q^T R_d Q (x - x_d) - \left( \frac{\partial H_d}{\partial (x - x_d)} \right)^T g(x) \cdot \varepsilon_x + \varepsilon_x^T \left( g(x) \cdot \varepsilon_\rho - k_s \varepsilon_x \right) + \varepsilon_\rho^T \left( -\eta_1 \varepsilon_x - k_p \varepsilon_x + \eta_2 \right)$$ (11)

Afterward, by introducing $k_i = k_p \cdot g(x)$ and adopting the following conditions:
\[ k_i > 0, \quad k_r > 0, \quad R_i > 0, \quad \eta_i = k_i \cdot k_r + g^T(x), \]
\[ \eta_r = g(x) \frac{\partial H}{\partial (x - x_i)}(x), \]  \hspace{1cm} (12)

\[
\dot{V} = -(x - x_i)^T Q^T R_s Q (x - x_i) - \varepsilon_i^T k_i \varepsilon_i - \varepsilon_r^T k_r \varepsilon_r < 0
\]  \hspace{1cm} (13)

Therefore, the convergence of the estimated variables to the actual ones is ensured and the considered system is exponentially stable.

Equation (13) is valid in the entire domain defined by the model. In other words, the stability is global and not limited to small-signal variations around the equilibrium point. Thus, the desired equilibrium point is globally stable within the scope defined by the model, i.e., the domain of attraction of the desired equilibrium point is global, which is equal to the validity range of the model. Consequently, large-signal variations will not influence the stability of the system. This statement holds for both controller and observer because their design is based on a proper Lyapunov function. Therefore, the large-signal stability of the entire system is guaranteed.

As for the parameters of the proposed control strategy, there are three parameters, i.e., \( R_d \), \( k_s \), and \( k_i \), which should be determined when using this control strategy. The following guidelines can be used to select the satisfactory parameter.

\( R_d \) is used to tune the dynamic performance and directly affects the set-point tracking. Firstly, the proposed control approach is designed based on the Lyapunov stability theorem. In the light of (13), \( R_d \) is positive-definite. Secondly, the IDA-PBC is a model-based control, i.e., the closed-loop PCH model and control parameters need to be determined based on the open-loop PCH model and circuit parameters. If no additional damping assigned, i.e., \( R_d = R_s \), the natural damping of the system generally cannot meet the dynamic requirements, e.g., overshoot and settling time. Afterward, the damping value can be increased to meet the requirements, i.e., damping injection. This is to put the eigenvalues of the matrix \(-Q^T R_d Q\) in a domain in the left half complex plane. The real part of this domain is less than \(-\sigma_0\), where \( \sigma_0 > 0 \) is a stability margin defined by the designer. Here, the same guidelines as for pole placement can be used. In fact, larger \( \sigma_0 \) means more control effort, so \( \sigma_0 \) should be chosen within \([\sigma_{\text{min}}, \sigma_{\text{max}}]\), where \( \sigma_{\text{min}} \) is the least stability margin required and \( \sigma_{\text{max}} \) is to avoid the duty cycle out of the range of \([0, 1]\). Otherwise, the duty cycle \( d \) saturates at 0 or 1, and the passivity and stability proofs are no longer satisfied [15]. Moreover, another criterion is associated with the digital implementation of the control algorithm limiting \( \sigma_{\text{max}} \). This latter cannot be chosen very large unless the digital controller becomes unstable. These guidelines only provide a range of values that the designer can choose for \( R_d \). This is also true for \( k_i \) and \( k_r \).

The matrices \( k_i \) and \( k_r \) are the observer gains adjusting the estimation convergence rate. Like \( R_d \), they should be positive-definite to ensure the estimation convergence and the system stability. Moreover, the observer design using pole placement criteria can be used to define \( k_i \) and \( k_r \). Indeed, the convergence rate is determined by real parts of the eigenvalues of \( k_i \) and \( k_r \). It is well known that the observer dynamic is usually set to be faster than the controller dynamic. Considering this, the real parts of the eigenvalues of \( k_i \) and \( k_r \) are selected in a way they are much greater than \( \sigma_0 \) but less than \( \sigma_1 \), where \( \sigma_1 > \sigma_0 > 0 \) is the observer stability limit due to digital implementation and high-frequency noises. \( \sigma_1 \) is defined by the designer. From this point of view regarding the envelope of time responses and stability margins, the design of the proposed controller and observer is seen in the same way as a pole placement technique.

Moreover, it is worthwhile to note that the relationship between the value of \( k_i \) and \( k_r \) is based on the assumption that the dynamics of the disturbance error \( e_s \) have to be much slower than the dynamics of the state variable error \( e_i \). This choice involves the design of the matrix \( k_i \) and the matrix \( k_r \). The eigenvalues real parts of the matrix \( k_i \) should be highly greater than those of matrix \( k_r \). Once the matrix \( k_i \) is determined, the matrix \( k_r \) can be calculated by \( k_r = k_i \cdot g^T(x) \) [34].

The proposed observer in (3) can be rewritten as (14) and (15).

\[
\begin{align*}
\dot{x} &= [J(x) - R(x)] \frac{\partial H}{\partial x}(x) + \beta(x)u + g(x)\rho - k_i e_i, \\
\dot{\rho} &= -(k_i \cdot k_r + g^T(x))e_i - k_i e_r + g(x)\frac{\partial H}{\partial (x - x_i)}(x)
\end{align*}
\]  \hspace{1cm} (14)  \hspace{1cm} (15)

The generalized scheme diagram with the proposed controller and observer is given in Fig. 3.
Moreover, it is worthwhile to mention that, the stability analysis in this paper is based on large-signal stability rather than small-signal stability. The small-signal stability analysis tools are based on small-signal assumption and local linearization. Equations of the system are linearized at the equilibrium point, and the resulting small-signal models can be easily evaluated by using classical eigenvalues and frequency domain techniques (e.g. impedance criterion). Then, engineers can design the controller, e.g. PID, ensuring the stability of the system. The use of the well-known linear analysis and design tools is indeed the advantage of the small-signal stability analysis.

However, there are many disadvantages to small-signal stability. The small-signal stability analysis tools use local linearized models. These latter are only valid in sense of “small-signal variations” around on operating point or a trajectory. That means, it is not clear how large deviations from the operating point are allowed without affecting the stability analysis. In fact, the stable operation is only ensured in an “area” around the operating point. No accurate indication is given on the size of this area. This is actually a significant drawback. A typical example is the no-load to full-load step test run on-board microgrids for aircraft. When the step change is applied, the DC-bus voltage might vary significantly so it cannot be considered as a small-signal variation. With large-signal stability analysis, the aim is not only to evaluate the stability of the equilibrium point, but also to determine the domain of attraction, which shows the maximum deviation from the equilibrium point that the system can tolerate [18].

Another significant issue with impedance-based stability analysis of on-board microgrids lies with its very conservative nature. Indeed, this analysis requires restrictions on the input impedance of the load system and the output impedance of the source system. In the framework of microgrids, the number of sources and load subsystems is large. This makes those restrictions very tight. To meet those requirements, the design of the controller becomes very conservative at the cost of either bulky capacitors, or low dynamic control loops, or both. But this will increase the cost and reduce kW/l and kW/kg numbers. However, this is not acceptable for high performance electrified transportation systems.

Indeed, the large-signal stability proof implies the small-signal stability, but the other way around is not sure [37], [38]. Since a large-signal stable system is naturally small-signal stable, the method proposed in this paper can indeed solve the small-signal stability issue, so no small-signal stability analysis is required. However, we agree that the large-signal stability is more difficult to prove, but the key point is that the domain of attraction can be given to strictly ensure the convergence property of the closed-loop system. On the other hand, we admit that the large-signal stability could be in some cases very conservative, too. That’s why we look for the least conservative approach improving the system performances including kW/l and kW/kg.

IV. VALIDATION ON DC/DC BOOST CONVERTER

The studied system is illustrated in Fig. 4. Considering the system is supplied by a high voltage DC bus which delivers 270V that will be considered constant in this paper. A DC/DC boost converter supplying CPL is regulated by the proposed controller and observer.

The model uncertainties (mainly refer to losses) and parameters uncertainties in the converter are considered as the equivalent voltage source γ_v and the equivalent current source γ_i (γ_v and γ_i also named internal disturbances). It is worth noting that the equivalent series resistance (ESR) of the output capacitor can be considered as a part of internal losses, and then included in these equivalent sources. Therefore, the use of the proposed observer allows considering a simplified model for the design of the controller. The modeling error will be rejected by the proposed observer.

It is worthwhile to note that, the ideal CPL does not exist in practice, and the tightly regulated load converter exhibits CPL behavior. Therefore, it is reasonable and attainable to replace CPL with a tightly regulated DC/DC converter. In this paper, a buck converter using sliding mode control is implemented to emulate the CPL behavior.

The DC/DC boost converter with the equivalent variables can be described as,
\[
\begin{aligned}
L \frac{d i_i}{dt} &= V_r - r_i i_i - (1 - d) v_o - \gamma_i, \\
C \frac{d v_o}{dt} &= (1 - d) i_i - i_o - \gamma_v, \\
\end{aligned}
\] (16)

where \(d\) represents the duty cycle corresponding to the PWM output signal \(\alpha\). The total energy stored in the converter is denoted as the Hamiltonian function:

\[
H(x) = \frac{L}{2} x_i^2 + \frac{C}{2} x_o^2 = \frac{1}{2} x^T Q x
\] (17)

where, \(Q = \text{diag} (L, C)\) and \(x = [x_i, x_o]^T = [i_i, v_o]^T\) indicate the energy storage element matrix and the state variable, respectively. Moreover, \(V_r\) and \(i_o\) can be considered as external disturbances, \(\gamma_i\) and \(\gamma_v\) can be considered as internal disturbances. Therefore, based on the differential equation in (16), \(\rho_i = V_r - \gamma_i\) and \(\rho_v = i_o - \gamma_v\) can be defined as the disturbance of the boost converter. As mentioned earlier, it is assumed that the disturbance varies much slower than the state variable. Compared to [34], the series resistance \(r_i\) is considered in the model, so the parameters \(\gamma_i\) and \(\gamma_v\) are less dependent on the state variable. Compared to [13] and [34], the internal and external disturbances are estimated together. This further alleviates the dependence of the disturbance on the state variable. According to this assumption, the equation (16) can be rewritten as

\[
\begin{aligned}
L \frac{d i_i}{dt} &= -r_i i_i - (1 - d) v_o + \rho_i, \\
C \frac{d v_o}{dt} &= (1 - d) i_i - \rho_v, \\
\end{aligned}
\] (18)

According to (2) and (18), the dynamics of the boost converter are defined by PCH models of the form

\[
\begin{bmatrix}
\dot{x}_1 \\
\dot{x}_2
\end{bmatrix} =
\begin{bmatrix}
\begin{pmatrix}
-r_i \\
1/L
\end{pmatrix}
\begin{pmatrix}
-1/LC \\
C
\end{pmatrix}
\end{bmatrix}
\begin{bmatrix}
\begin{pmatrix}
\rho_i \\
\rho_v
\end{pmatrix}
\end{bmatrix}
\begin{pmatrix}
\begin{pmatrix}
1/L \\
0
\end{pmatrix}
\begin{pmatrix}
-1 \\
0
\end{pmatrix}
\end{bmatrix}
\begin{pmatrix}
\partial H(x)/\partial x \\
\partial H(x)/\partial x
\end{pmatrix}
\begin{pmatrix}
\dot{\rho}_i \\
\dot{\rho}_v
\end{pmatrix}
\end{bmatrix}
\] (19)

As mentioned earlier, when the conventional IDA-PBC is applied to the boost converter, four sensors must be used in the previous work [15]. It includes the inductor current \(i_i\), output voltage \(v_o\), input voltage \(V_r\), and output current \(i_o\). In this work, no input voltage sensor and no output current sensor are employed. The unknown parameters \(\rho_i\) and \(\rho_v\) are estimated online by the proposed observer. The parameters of the observer are tuned experimentally to obtain better performances. \(k_i\) and \(k_o\) are chosen as the following positive-definite diagonal matrices.

\[
k_i = \begin{bmatrix} 3000 & 0 \\ 0 & 3000 \end{bmatrix}, \quad k_o = \begin{bmatrix} 100 & 0 \\ 0 & 100 \end{bmatrix}
\] (20)

Moreover, consider the system described in (19) has the desired equilibrium point \(x_d = [i_o, x_o]^T = [i_i, V_o]^T\) which satisfies (7). The desired energy accumulation in the converter is expressed as the closed-loop Hamiltonian function \(H_d(x)\)

\[
H_d(x) = \frac{L}{2} (x_i - x_i_d)^2 + \frac{C}{2} (x_o - x_o_d)^2 = \frac{1}{2} (x - x_d)^T Q (x - x_d)
\] (21)

In this paper, the desired closed-loop interconnection matrix (skew-symmetric) and the damping matrix (positive-definite) are chosen as follow

\[
J_d = \begin{bmatrix} 0 & -1/LC \gamma_v(x) \\
K(x) + 1/LC & 0 \\
\end{bmatrix}, \quad R_o = \begin{bmatrix} \rho_i/L & 0 \\
0 & \rho_v/L \end{bmatrix}
\] (22)

where \(r_1\) and \(r_2\) are damping parameters to be defined by the designer. And \(K(x)\) is an additional degree of freedom to make sure the equation (9) has a unique solution. The resulting closed-loop system, satisfying (7), is

\[
\begin{bmatrix}
\dot{x}_1 \\
\dot{x}_2
\end{bmatrix} =
\begin{bmatrix}
\left(\frac{-\gamma_i}{E} \right) - \frac{1}{LC} K(x) \frac{\partial H_d(x)}{\partial x} \\
K(x) + \frac{1}{LC} - \frac{\gamma_v}{C} \frac{\partial H_d(x)}{\partial x}
\end{bmatrix}
\begin{bmatrix}
\dot{\rho}_i \\
\dot{\rho}_v
\end{bmatrix} + \begin{bmatrix}
\dot{i}_i \\
\dot{i}_o
\end{bmatrix}
\] (23)

The main regulation objective for the PBC controller is to keep the output voltage constant. In this work, the desired output voltage \(V_d(x_{ref})\) is set to 350 V. The desired current \(i_d\) is derived by the power conservation

\[
\begin{bmatrix}
i_d \\
p_{out}
\end{bmatrix} = \begin{bmatrix}
\dot{\rho}_i \left(1 - \sqrt{1 - \frac{p}{p_{max}}}ight) \\
\frac{\dot{\rho}_i}{4 r_e}
\end{bmatrix}
\] (24)

It is worthwhile to mention that the load power varies over time without notifying the controller. It relies on the equilibrium point and operating condition. Therefore, the parameter \(P\) in (24) is unknown in practice, except we measure or estimate it. Here, the power \(P\) is estimated by the product of \(\dot{\rho}_i\) and \(V_d(P = \dot{\rho}_i \cdot V_d)\), where \(V_d\) is the desired output voltage fixed by its set-point \(V_{ref}\). Therefore, if there is a sudden power change in the system, the controller and the observer will act simultaneously under the constraints of equation (13) to bring all errors \((\epsilon_x, \epsilon_p\) and \(x - x_d\)) to zero.

The derivative of the desired equilibrium point \(x_{d}\) is expressed as

\[
\begin{bmatrix}
i_d \\
p_{out}
\end{bmatrix} = \begin{bmatrix}
\frac{\partial \dot{i}_i}{\partial \rho_i} & \frac{\partial \dot{i}_i}{\partial \rho_v} \\
\frac{\partial \dot{v}_o}{\partial \rho_i} & \frac{\partial \dot{v}_o}{\partial \rho_v}
\end{bmatrix} \dot{\rho}_d
\] (25)

Consequently, and from equation (9), the control law for the converter in Fig. 4 is derived from
As for the variable $K(x)$, it is only used for providing an additional degree of freedom. To show it, let us suppose $x \in \mathbb{R}^n$ and $d \in \mathbb{R}^p$, so (26) can be seen as a set of $n$ equations with $p$ unknowns. In power electronic devices, if $n < p$, the solution of unknowns satisfying $n > p$ equations does not exist. To ensure that the control design admits one unique solution, this paper introduces a set of variables $K \in \mathbb{R}^{n \times r}$ to obtain a non-singular system. Here, $n = 2$ and $p = 1$. Therefore, a new adaptive variable $K(x)$ is introduced in $J_d$ to establish the internal links in the PCH system and to obtain the unique control law.

V. RESULTS WITHOUT PARAMETERS UNCERTAINTIES

To assess the effectiveness of the proposed controller and observer, both numerical simulation and experimental tests are carried out. The parameters used in this work are summarized in Table II.

| Parameter | Quantity            | Value |
|-----------|---------------------|-------|
| $V_r$     | DC-bus input voltage| 270 V |
| $V_{ref}$ | Output voltage reference| 350 V |
| $L$       | Inductance          | 1 mH  |
| $r_L$     | Inductor resistance | 0.2 Ω |
| $C$       | Capacitance         | 560 μF|
| $F_s$     | Frequency           | 20 kHz|

A 3 kW 270–350 V experimental setup as shown in Fig. 5 is built in the laboratory to obtain experimental results. The control algorithm is conducted based on MATLAB/Simulink and then coded into dSPACE (ds1103) real-time control card.

Fig. 5. 3 kW 270–350 V experimental setup.

Also, to verify the possibility of the control algorithm running on a regular embedded processor and whether the complexity of the control law is increased compared to the conventional IDA-PBC, a TI-DSP (TMS320F28335) is used to implement the proposed control algorithm. Through the CCS integrated development environment, the execution time of the proposed control algorithm with TMS320F28335 is 22.07 μs. Thus, the proposed control law is feasible to use for industrial applications. Compared with the conventional IDA-PBC, the complexity of the control law has not significantly increased.

As previously mentioned, on-board power converter systems are always accompanied by the constantly changing power load. In practice, the power variation in CPL always occurs. Thus, it is essential to verify the proposed approach in response to these kinds of variations. In this section, suppose the parameters are completely known. The nominal values of the parameters are used in the control law.

The simulation and experimental results under step the CPL power from 1 kW to 3 kW are presented in Figs. 6-9. The results show that, without ($R = R_d$) and with ($R \neq R_d$) damping injection, the estimated values converge to the actual ones and exactly track their desired value in all cases. There are no steady-state errors for the state variables, especially the output voltage. Also, the system does not have any instability issues in both steady-state and transient. Indeed, from a mathematical point of view, as indicated in (13), high damping value is better for the system stability margin. However, as can be seen from Fig. 6, $R_d$ are chosen equal to their nominal values, related to the parameters defined in Table II. This choice does not increase the system stability margin. But the results show that the system does not have any instability issue, because the system is already stable with these nominal values. Then, one can increase the damping values from the nominal values to obtain satisfactory performance, and at the same time, the stability margin is also increased accordingly. Therefore, the system will never become unstable.

In Fig. 6, the virtual damping is not injected into the system, the natural damping is utilized in the PBC controller, a relatively long settling time, and large peak overshoot are responded during the transient. Therefore, it is necessary to introduce the damping assignment technique to tune the dynamic performance. The results are illustrated in Fig. 7, Fig. 8, Fig. 9 correspond, respectively, to the cases $r_1=1$, $r_1=3, r_1=5$. 

Fig. 6. System response without damping injection when the CPL steps from 1 kW to 3 kW, simulation (left) and experimental (right) results.
Compared with the no damping case, the peak overshoot of the inductor current is around 0.452 (in percent). Therefore, based on the control objectives, the proper peak overshoot is at the expense of increasing the settling time.

Besides, the proposed approach is applied to a microgrid level system (different converters interaction) to verify that the system still has good performance without any instability problems. In line with the background described in Section I, a simplified single-bus architecture for aircraft is shown in Fig. 10 [39], [40].

The DC source (220 V) can be a perfect power source, and it also can be provided by a rectifier from AC-bus or several parallel renewable energies, e.g. FCs and PV. The source converter provides a regulated DC voltage to the 270 V high voltage DC-bus. Since the DC-bus voltage is not suitable for the load side, the load converters are used to adjust the voltage level. Here, it mainly contains one source converter and three load converters cascaded with their CPL. The DC/DC boost converter with the circuit parameters (L, C, and rL) given in Table II is used for these converters. The first CPL load requires 350 V input voltage and its power steps from 2 kW to 3 kW. The second CPL load requires 400 V input voltage and its power is maintained at 0.8 kW. The third CPL load requires 500V input voltage and its power is maintained at 4.5 kW. The proposed PBC controller and observer is implemented in each DC/DC converter.
The simulation results are shown in Figs. 11-14. The state variable \(x = [i_L, v_o]^T\), the estimated value of the state variable \(\hat{x} = [\hat{i}_L, \hat{v}_o]^T\), and the desired equilibrium point \(x_d = [i_d, v_d]^T\) are depicted in the same figure to illustrate the effectiveness of the proposed control law. As shown, the good performances of trajectory tracking in output voltage and inductance current are validated. The estimated values converge to the actual ones and exactly track their desired value in all cases. There are no steady-state errors for the state variables, especially the output voltage. Also, the system does not have any instability issues.

Moreover, based on the control objectives given in Section I, the comparison with the prior art including all pros and cons is summarized as follows:

As for the conventional IDA-PBC, Objective 1) and Objective 2) can be ensured by the passivity property. However, an output voltage deviation is emerged due to the parameter uncertainties. Moreover, there are four sensors which should be used in the DC/DC boost converter application using the conventional IDA-PBC. Therefore, Objective 3) and Objective 4) cannot be reached by the conventional IDA-PBC.

As for the conventional PID (as well as PI) control with perfectly designed parameters under a specific equilibrium point, Objective 1), Objective 3), and Objective 4) can be ensured. Unfortunately, Objective 2) is hard to achieve. Although there is absolutely no restriction to employ a PID controller to ensure the stability margins and get satisfactory closed-loop performances with a single DC/DC converter. However, when putting this in the big picture of the onboard DC microgrid with its intrinsic dynamic reconfigurations during its mission, the stability analysis of the whole system becomes complex because every single subsystem and every single configuration have to be considered. Therefore, the stability of the whole microgrid system is difficult to guarantee. In particular, the large-signal stability of a microgrid including the PID-controlled DC/DC converter is very complex compared to the case where the proposed PBC-controlled DC/DC converter is employed in the microgrid. Furthermore, if the equilibrium point or the circuit parameters vary, the controller is better to be redesigned to keep its optimal performance. It is about Objective 1) on the robustness of the closed-loop control system. Moreover, from dynamic performances point of view, comparing the proposed approach with the conventional PID controller, with a set of specific circuit parameters and equilibrium point, do not provide a comprehensive result.

As for the proposed approach, Objective 1) and Objective 2) can be guaranteed by the passivity property and by selecting a proper Lyapunov function. As shown in the paper, the proposed PBC with the estimation technique cannot only eliminate the steady-state error on all the state variables but also reduce the countable number of sensors. Therefore, all the objectives can be guaranteed using the proposed controller and observer. The above discussion can be generally summarized in Table III.

| General Comparison of the Proposed Control with Conventional Control Approaches |
|-------------------------------|------------------|-----------------|-----------------|
|                              | Conventional IDA-PBC | Conventional PID control | Proposed control |
| Objective 1)                 | Yes              | Yes              | Yes             |
| Objective 2)                 | Yes              | No               | Yes             |
| Objective 3)                 | No               | Yes              | Yes             |
| Objective 4)                 | No               | Yes              | Yes             |

VI. RESULTS WITH PARAMETERS UNCERTAINTIES

The results given in the previous section are based on if the system parameters are completely known, which is not usually
the case in practice. To evaluate the robustness of the proposed PBC approach for dealing with parameters uncertainties, the errors on the electrical parameters are considered in this section.

For easier comparison with the previous tests, the same experimental scenarios are performed, i.e. the input voltage is 270 V and output voltage reference $V_{ref}(V_d)$ is set to 350 V, and the CPL power steps from 1 kW to 3 kW.

Above all, the simulation and experimental results are conducted with +50% errors of its nominal value on $L$, $C$, and $r_L$. Fig. 15 and Fig. 16 show the results for different damping values of $r_L$, respectively. As expected, All the estimated values converge towards the actual values, and they track the references well. The system operates without any stability problems and steady-state errors. The overshoot of the current and voltage are almost the same as those with nominal parameters. Only a slight increase is shown in the settling time.

Moreover, parameters errors of $−50\%$ on $L$, $C$, and $r_L$ are considered in the remaining two tests, i.e. Figs. 17 and 18. The estimation is still converged without any steady-state errors. Emphatically, in the slightly damping case, there is a relatively large peak overshoot current and a long settling time. As the damping value increases, the dynamic performances are improved.

In summary, regarding all the results given above, the system exhibits a good static and dynamic performance. There are no steady-state errors for all the state variables. Also, the system does not have any instability issues. Compared to the conventional IDA-PBC [15], the proposed method can reduce the countable number of sensors by 50%. Therefore, the power density is increased, and the cost is reduced. Consequently, four control objectives mentioned in Section I could be achieved by using the proposed approach.

![Fig. 15. System response ($r_L=1$) with +50% errors on electrical parameters, simulation (left) and experimental (right) results.](image)

![Fig. 16. System response ($r_L=3$) with +50% errors on electrical parameters, simulation (left) and experimental (right) results.](image)

![Fig. 17. System response ($r_L=1$) with −50% errors on electrical parameters, simulation (left) and experimental (right) results.](image)

![Fig. 18. System response ($r_L=3$) with −50% errors on electrical parameters, simulation (left) and experimental (right) results.](image)
VII. CONCLUSION

This paper presents a PBC controller and observer, which are designed simultaneously based on Hamiltonian framework and Lyapunov stability theorem. This permits the system design without separating the controller and observer dynamics. A generalized PBC controller and observer are introduced with the large-signal stability proof. Then, the proposed control strategy is applied as an example to a well-known DC/DC converter.

The conventional IDA-PBC is sensitive to parameter and model accuracy, because this control method is related to the PCH models, which are based on the precise physical description of the system. In this paper, to eliminate the steady-state errors and to reduce the number of sensors, a nonlinear observer based on the PCH form is combined with the modified IDA-PBC. All uncertainties in the parameters and model (mainly refer to losses) are taken into account by an equivalent voltage source and an equivalent current source. The steady-state errors are eliminated by using this estimation technique. To reduce the number of sensors, input voltage and output current with the above equivalent sources are estimated online together. Also, thanks to these equivalent sources, non-ideal converters can be modeled under the PCH framework for PBC design. The exponential stability of the whole system (converter, controller, and observer) is ensured by selecting a proper Lyapunov function candidate. Numerical simulation and experimental verifications are carried out when the converter supplies a CPL. The results show the robustness and effectiveness of the proposed method.
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