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In order to explore the correlation between stocks and the PMI index, based on the generalized logistic loss and margin distribution, this paper designs a margin distribution logistic regression model that is easy to optimize, has robustness, and generalization ability, and gives a multiclass margin distribution logistic regression framework. This framework can be used to perform two-classification, multiclassification, and feature selection tasks. Moreover, this paper gives a training algorithm for margin distribution logistic regression on large-scale data sets through the pairwise stochastic gradient descent method. In addition, this paper combines the logistic regression model to construct a correlation analysis model between stocks and PMI index and uses the PMI data of the National Bureau of Statistics as a sample to design experiments to verify the performance of the system model constructed in this paper. From the experimental analysis, it can be seen that the algorithm constructed in this paper has a certain effect, and the strong correlation between PMI and stocks has been further verified.

1. Introduction

At this stage, the international and domestic economic environment is becoming more and more complicated, and there are many uncertain risk factors. Therefore, we need comprehensive and advanced economic indicators to express our country’s economic conditions, and the purchasing manager index is just such an indicator [1].

In recent years, the PMI has received widespread attention from government agencies, financial circles, and even ordinary people. After the official PMI is released on the first working day of each month, the major financial media and financial institutions will reprint it as soon as possible and use this as a basis for a reasonable analysis of the economic trend in the future. The release and continuous application of the PMI system in the actual economy are one of the important manifestations of my country’s continuous economic development and embracing the world [2]. Therefore, research on the origin of the PMI system is conducive to the continuous progress of my country’s PMI system. Official PMI and HSBC PMI are one of the important products of the rapid development of market economy. The influence of the financial market on the international economy is becoming more and more significant, and the stock market, as an extremely important part of the financial market, has developed rapidly in recent years [3]. The volatility of stock prices is one of the universal laws of the stock market, and it is also a key point of concern to the general public and regulatory authorities. Therefore, the accuracy and timeliness of stock price analysis are an important goal for all relevant practitioners. Many authoritative media and security companies pay more attention to the PMI index, and reprint it as soon as the monthly PMI index is released, and use it as an important basis for analyzing the future stock market trend, and the PMI index is also familiar to more ordinary people.
2. Related Work

Through research, the literature [4] found that PMI has a good role in predicting macroeconomic information such as business cycles and economic growth, and can provide early clues to the transition of economic development, and can improve the accuracy of prediction; that is, the biggest feature of PMI is its advancement. The literature [5] indicates that economists are very concerned about PMI, especially when the turning point of economic development is approaching. The literature [6] studied the critical value of PMI in prediction. When the purchasing manager index is >47, it generally means that the manufacturing industry is in a state of expansion and the development prospects are optimistic. When the purchasing manager index is >47, the gross national product (GDP) generally maintains a positive growth, and the overall economic situation is good. When PMI > 52.5, it is often accompanied by an increase in short-term interest rates. The literature [7] found that PMI and other related indicators of the manufacturing industry are consistent, which can reflect the overall real situation of the entire manufacturing industry. The literature [8] found through descriptive statistics that the trend of purchasing manager index and GDP growth rate is highly correlated. Moreover, it analyzed the growth rate of PMI and GDP and the growth rate of personal income and found that PMI can improve the prediction accuracy of both in the current period, and the prediction of the next period can improve the prediction accuracy more greatly. The literature [9] used the sum of the production index PMI in the manufacturing and nonmanufacturing purchasing manager index systems and its first-order difference ΔPMI to perform an OLS regression analysis on GDP growth rates and concluded that the single diffusion index in the PMI system can also predict economic growth. The literature [10] carried out a weighted average of the two individual indicators of new orders and supplier delivery time in the PMI system. The research results show that the new indicators are highly correlated with GDP. The literature [11] shows the effectiveness of the Professional Forecast Survey (SRF) and PMI for forecasting actual economic activities.

The literature [12] gave a brief introduction to the establishment background and preparation process of the PMI system and pointed out the important significance of the establishment of the PMI system. The literature [13] proposed to establish a PMI system in line with national conditions to enhance the authority and persuasiveness of the indicators. The literature [14] put forward two suggestions for the establishment and development of the PMI system. The first is to be in line with international standards; to learn the survey methods, sample selection, and calculation methods of the foreign mature and advanced PMI system; and to discuss the advantages of the current PPS sampling method. The second is to continuously improve the system structure based on actual national conditions, ensure the scientificity of sample selection, increase the participation of sample units, and ensure the truth and validity of statistics. The literature [15] made a brief analysis of PMI from three aspects: first, the concept and impact of the PMI system; second, the investigation and calculation method of PMI; and third, the indicative role of PMI on economic operations. The literature [16] studied the relationship between manufacturing purchasing manager indices and obtained relevant conclusions by establishing a VAR model and using impulse response and variance decomposition methods.

The literature [17] carried out a meaningful conversion and reduction of the individual diffusion data in the PMI system and found that PMI is ahead of related indicators such as fixed asset investment (FAI), factory price of industrial products (PPI), and customs import and export and further verifies the predictive effect of PMI on the macroeconomic cycle. Based on the significant impact of total inventory investment on GDP fluctuations, the literature [18] used PMI, an indicator widely used in economic fluctuation forecasting, to analyze the periodicity of finished product inventory investment and raw material inventory investment, and found that the former is counter-cyclical and the latter is vice versa. The literature [19] used the VAR model to conduct Granger causality test and Johnson cointegration test and concluded that PMI is the Granger cause of GDP growth, and there is a long-term equilibrium relationship between the two, and PMI can be used to effectively predict economic growth.

3. Margin Distribution Logistic Regression Model

A classification model is mainly composed of two parts:

\[
\text{Loss} = l(y, w^T x) + r(w). \tag{1}
\]

The first part is the loss function \( l \) of the classification, and the second part is the regularization term \( r \) of the model. When designing a classification model, the robustness of the model and the generalization ability of the model need to be considered. From the perspective of loss function, the huge loss function value caused by unreasonable outliers cannot have an excessive impact on the normal classification loss, which is caused by several unreasonable outliers. With unreasonable classification function, so the robustness of the model should be mainly considered from the perspective of the loss function of the model. From the perspective of the generalization ability of the model, there are often a lot of noise points in real data. These noise samples may be flooded in the vicinity of the two types of classification and discrimination hyperplanes, making it difficult for the model to find the true classification function. And how to resist the influence of these noise points is a key factor in the generalization ability of the model. The regularization technology in the model can help introduce some a priori assumptions, such as soft interval, maximize minimum interval, and optimize interval distribution. In this article, we mainly consider how to build a classification model with robustness and generalization ability from the loss function of the model and the introduction of a priori assumptions, specifically by introducing a smooth, convex, and generalized weakly
sensitive to outliers generalized logistic loss; abandoning the prior assumption of maximizing the minimum interval successfully obtained in the support vector machine; introducing the optimization goal of interval distribution; and transforming from highlighting the minimum interval formed by specific sample points to highlighting the distribution of the overall data features, thereby weakening the influence of noise data on training and improving the generalization ability of the model [20].

Furthermore, the interval distribution logistic regression model is extended to the task of multiclassification, and by introducing structured regularization, the defect of independent classifiers in the traditional multiclassifier construction is improved, and the shared information in multiple categories is used to improve the overall effect of the model. At the same time, a general framework in the linear case of interval distribution logistic regression is derived. Under this general framework, tasks such as binary classification, multiclassification, and feature selection can be completed at the same time [21]. Moreover, since there are a lot of linear inseparable data in real data, how to use interval distribution logistic regression to construct nonlinear classifiers is also an important content in interval distribution logistic regression research. In this article, by introducing the kernel method, due to interval distribution logistic regression, the simplicity of the model itself can easily be extended to the logistic regression of the kernel interval distribution; and successfully obtained in the support vector machine; introducing the prior assumption of maximizing the minimum interval distribution of the overall data features, thereby weakening the influence of noise data on training and improving the generalization ability of the model [20].

Robustness is an important attribute of a classification model. Robustness is mainly reflected in the ability of the model to adapt to outliers. This ability mainly comes from the definition of the loss function. An ideal loss function should exist in the structure in Figure 1. But the ideal loss function is a nonconvex loss function, which will bring optimization difficulties. Therefore, an ideal and reasonable robust loss function needs to have monotonically decreasing properties and be insensitive to outliers; that is, for classification, the error gives linear loss growth.

Different loss functions are discussed. The squared loss or exponential loss is much more sensitive to outliers than the hinge loss or logistic loss, and it will impose penalties on correctly classified sample points. Among them, the hinge loss is adopted by the support vector machine, and the logistic loss is adopted by the logistic regression. However, since the Hinge Loss is a non-smooth loss term, it may introduce some complexity to the model optimization. Therefore, logic loss is a better alternative. A lot of work focuses on the ability to further explore the logic loss. Vapnik compared logistic regression and support vector machines and proved that chain loss can be approximated by logistic loss. Furthermore, Zhang and Ole proposed generalized logic loss (GLL). The generalized logic loss can approximate the soft-margin support vector machine (Soft-Margin SVM) well under certain conditions, which shows that the logic loss is very important for constructing a simple and robust classifier [22].

When \(x \in \mathbb{R}^{D \times 1}\) represents a data point and \(y \in \{-1, +1\}\) represents the corresponding binary label, the logistic regression model can be expressed as

\[
\Pr(y|x) = \frac{1}{1 + \exp(-yw^T x)}. \tag{2}
\]

Among them, \(\Pr(y|x)\) represents the conditional probability of label \(y\) in a given sample \(x\), and \(w^T x = 0\) defines a classification hyperplane in the feature space. The category conditional probabilities of data points on this classification hyperplane are all 0.5. It should be noted that these data points need to be centralized. Otherwise, \(x\) and \(w\) should be augmented to [23]

\[
x = [x_1, x_2, \cdots, x_D, 1]^T \in \mathbb{R}^{(D+1) \times 1},
\]
\[
w = [w_1, w_2, \cdots, w_D, w_0]^T \in \mathbb{R}^{(D+1) \times 1}. \tag{3}
\]

In order to optimize this logistic regression model, we need to optimize the log likelihood function for \(w\):

\[
\text{NLL}(w) = -\ln \prod_{i=1}^{N} \Pr(y_i|x_i) = \sum_{i=1}^{N} \ln(1 + \exp(-y_i w^T x_i)). \tag{4}
\]

The above formula represents the logic loss. The generalized logistic regression loss is proposed to approximate the chain loss used in support vector machines:

\[
\text{GLL}(\alpha, yw^T x) = \frac{1}{\alpha} \ln(1 + \exp(-\alpha(yw^T x - 1))). \tag{5}
\]

The main difference between GLL and logistic loss is that GLL defines the function margin between the two categories. The optimization objective function of GLL is...
defined as [24]

\[
w = \arg \min_w \frac{1}{N} \sum_{i=1}^{N} \ln(1 + \exp(-\alpha(y_iw^T x_i - 1)))
= \arg \min_w \frac{1}{N\alpha} \ln(1 + \exp(-\alpha(Y \odot X^T w - 1_N))).
\]

(6)

The generalized logic loss is a loss function that can be adjusted by the parameter. When \(\alpha\) increases, the generalized logic loss can approximate the chain loss very well. As shown in Figure 2, when \(\alpha = 10\), the generalized logic loss is almost exactly the same as the chain loss. Since chain loss is a nonsmooth loss function and logic loss does not impose zero loss on any correctly classified samples, generalized logistic loss is a better replacement for loss function.

The success of support vector machines shows that the a priori hypothesis of maximizing the minimum interval can significantly improve the generalization ability of the model. The assumption of maximizing the minimum interval is also applied to logistic regression. Under the framework of generalized logistic loss, the chain loss in support vector machine is replaced with generalized logistic loss, and the maximum interval logistic regression is proposed to approximate support vector machine. Furthermore, the maximum interval logistic regression is also extended to feature selection and sparse learning. But even if the maximum interval strategy is effective most of the time, this strategy is easily affected on noisy data.

The interval distribution, by considering the interval distribution of all data points, rather than the minimum interval of the data points closest to the decision boundary, is proved to have better performance than the minimum interval strategy.

Studies have shown that all data points have an impact on the generalization error boundary, and the impact of a data point on the generalization error and its distance from the decision boundary show an exponential decrease; that is, the closer the point to the decision boundary, the more impact on the generalization error (big). The traditional support vector machine is proved to have a lower bound on the divergence between data classes, but it ignores the important prior distribution information in the data classes [25].

**Theorem 1.**

\[
Pr[yf(x) < \theta] = \frac{1}{m^2} + \inf_{\theta(\alpha, \eta)} \left[Pr[yf(x) < \theta] + m^{-2\alpha(1 - 2\alpha + \delta^2)}\right] + \frac{3\sqrt{\mu}}{m^2} + \frac{\gamma \mu}{3m} + \sqrt{\frac{3\mu}{m} L(\theta)}.
\]

(7)

**Theorem 2.** The margin mean value in formula (9) will help expand the class center distance of the two types, and the margin variance constraint in formula (10) will force the hyperplane to be in a direction with higher data uncertainty and prevent the hyperplane from deviating too much from the centers of the two types.

3.1. Certification. \(N_p\) and \(N_n\) are the numbers of positive and negative samples, \(S_p\) and \(S_n\) are the sets of positive and negative samples, respectively, \(\bar{x}_p\) and \(\bar{x}_n\) are the centers of positive and negative samples, respectively, and \(S_{ip}\) and \(S_{in}\)
are the covariance matrices of positive samples and negative samples, respectively. The mean margin can be correspondingly expressed as

$$\eta = \frac{1}{N} \sum_{i=1}^{N} y_i w^T x_i = \frac{1}{N} \left( \sum_{x_i \in S_+} w^T x_i - \sum_{x_i \in S_-} w^T x_i \right)$$

$$= \frac{N_+}{N} w^T \bar{x}_+ - \frac{N_-}{N} w^T \bar{x}_-.$$  (11)

Similarly, the margin distribution can be rewritten as

$$\tilde{\eta} = \frac{1}{N} \sum_{i=1}^{N} \left( y_i w^T x_i - \eta \right)^2.$$

$$= \frac{1}{N} \left( \sum_{x_i \in S_+} \left( w^T x_i - \eta \right)^2 - \sum_{x_i \in S_-} \left( w^T x_i + \eta \right)^2 \right).$$  (12)

Part of the above formula is expressed as

$$\sum_{x_i \in S_+} \left( w^T x_i - \eta \right)^2 = \sum_{x_i \in S_-} \left( w^T x_i - \frac{N_+}{N} w^T \bar{x}_+ - \frac{N_-}{N} w^T \bar{x}_- \right)^2.$$

$$= N_+ \lambda w^T S_W w + \frac{N_+^2 N_-}{N^2} w^T \left( \bar{x}_+ + \bar{x}_- \right) \lambda w.$$  (13)

Thus, the margin variance can be further rewritten as

$$\tilde{\eta} = \frac{1}{N} w^T (N_+ S_W^T + N_- S_W^T) w + \frac{N_+ N_-}{N^2} w^T (\bar{x}_+ + \bar{x}_-) \lambda w.$$  (14)

For the margin mean formula, when the margin mean is optimized, the distance between the two categories is enlarged, thereby improving the discriminative ability of the model. For the margin variance, it can be decomposed into two parts. The first part represents the margin variance of each category. When the margin variance is minimized, the discriminant hyperplane will be along the direction with the greatest data uncertainty, thereby reducing the possibility of data crossing the discriminant hyperplane. When the second part of the margin variance is maximized, the discriminant hyperplane will not deviate too much from the two types of center points, thereby obtaining a more reasonable discriminant hyperplane and ensuring the discriminative ability of the model.

Through the analysis of the margin distribution characteristics, it can be known that when adjusting the parameters of the margin distribution constraint, it can help the model to better adapt to the distribution of the training data. When the model can make better use of the statistical information in the data, the model can have better adaptability to noise and outliers.

A margin distribution logistic regression model with robustness and generalization ability is defined as

$$\arg \min_w \frac{1}{N} \sum_{i=1}^{N} \left[ y_i \log \left[ 1 + \exp \left( -\alpha (Y \circ X^T w - 1) \right) \right] \right] + \lambda_1 \eta - \lambda_2 \tilde{\eta}.$$  (15)

In the above formula, the classification error is minimized by GLL, while the margin variance is reduced and the margin mean is increased. The margin is the functional distance of a sample point to distinguish the hyperplane. However, after the logistic regression projection, the margin corresponds to the distance of the $w^T x$ from the origin of the coordinate after the data point is projected. Among them, the origin of the coordinates represents the position where the classification probability is 0.5, and the slope of the curve...
here is the highest. Obviously, data points near the origin are more likely to be classified incorrectly. When we increase the mean margin, as shown in Figure 3(b), we can make a larger safety margin between the two categories and make the classification confidence higher. Moreover, the margin distribution also makes the corresponding discriminant hyperplane changes to the data distribution, as shown in Figure 3(a). When the control margin variance is small, the discrimination hyperplane can be along the direction of greater data uncertainty. At the same time, due to the optimization of the margin mean, the learned classification hyperplane can still maintain its most critical discriminative ability in the classification task.

In real applications, most data is composed of multiple categories. Therefore, it is of great significance to extend the two classifiers to multiple classifiers. In this paper, we extend the margin distribution logistic machine (MDLM) to a multiclass version.

Generally speaking, a multiclass classifier determines the final category by combining a group of one-to-many two-classifiers or a group of one-to-one two-classifiers through voting. However, these two combination strategies have a common flaw. That is, there is no way for these independent two classifiers to share information, resulting in the information between categories cannot be shared. For example, there is a feature subset that is effective for this multiclassification task, but an independent set of classifiers cannot help capture this important information. Therefore, we need to adopt a method that can not only classify at the same time but also help the model capture the information that exists between the categories. There are also studies that combine a C-class classification task into an optimization and avoid the complexity of training a large number of independent classifiers at the coding and logic levels. Through the following method, a multiclass support vector machine is constructed, and this multiclass support vector machine can be optimized by a model:

\[
\begin{align*}
\min & \left\{ C \sum_{i=1}^{m} \sum_{k=k_{y_{i}}}^{K} \xi_{i}^{k} + \frac{1}{2} \sum_{k=1}^{C} \sum_{j=1}^{m} (w_{kj})^{2} \right\} \\
\text{s.t.} & \quad w_{j}^{T} x_{i} \geq \sum_{k=1}^{C} \xi_{i}^{k} + 2 - \xi_{i}^{k} \\
& \quad \xi_{i}^{k} \geq 0 \quad (i = 1, 2, \cdots, n; k \neq y_{i}).
\end{align*}
\]
GLL is used to replace the nonsmooth chain loss in support vector machines. Similarly, the SVM using GLL has also been extended to a multiclass model. This multiclass maximum margin logistic regression (MLR) is given in the following form. This mode can also complete the learning of a multiclass classifier in an optimization.
problem:

\[
\min \frac{1}{n\alpha} \sum_{i=1}^{n} \sum_{k \neq j} \left( 1 + \exp \left( -\alpha \left( w_{yi}^T - w_{yk}^T \right) x - 2 \right) \right) + \lambda \sum_{k=1}^{C} \sum_{j=1}^{m} (w_{k,j})^2. \tag{17}
\]

In this paper, using the core idea of multiclass classifiers, an equivalent multiclass learning model is given. We assume that a given data set has different categories of \( C \) and construct a multiclass label matrix \( Y = [y_1, y_2, \ldots, y_C] \in \{-1, 1\}^{N \times C} \) of this data set and \( y_i = [-1, -1, \ldots, 1, \ldots, 1, -1, \ldots, -1]^T \). This multiclass classifier is

| Date       | Manufacturing PMI | Year-on-year growth | Nonmanufacturing PMI | Year-on-year growth |
|------------|-------------------|---------------------|----------------------|---------------------|
| 1-Mar-21   | 51.9              | -0.19%              | 56.3                 | 7.65%               |
| 1-Feb-21   | 50.6              | 41.74%              | 51.4                 | 73.65%              |
| 1-Jan-21   | 51.3              | 2.60%               | 52.4                 | -3.14%              |
| 1-Dec-20   | 51.9              | 3.39%               | 55.7                 | 4.11%               |
| 1-Nov-20   | 52.1              | 3.78%               | 56.4                 | 3.68%               |
| 1-Oct-20   | 51.4              | 4.26%               | 56.2                 | 6.44%               |
| 1-Sep-20   | 51.5              | 3.41%               | 55.9                 | 4.10%               |
| 1-Aug-20   | 51                | 3.03%               | 55.2                 | 2.60%               |
| 1-Jul-20   | 51.1              | 2.82%               | 54.2                 | 0.93%               |
| 1-Jun-20   | 50.9              | 3.04%               | 54.4                 | 0.37%               |
| 1-May-20   | 50.6              | 2.43%               | 53.6                 | -1.29%              |
| 1-Apr-20   | 50.8              | 1.40%               | 53.2                 | -2.03%              |
| 1-Mar-20   | 52                | 2.97%               | 52.3                 | -4.56%              |
| 1-Feb-20   | 35.7              | -27.44%             | 29.6                 | -45.49%             |
| 1-Jan-20   | 50                | 1.01%               | 54.1                 | -1.10%              |
| 1-Dec-19   | 50.2              | 1.62%               | 53.5                 | -0.56%              |
| 1-Nov-19   | 50.2              | 0.40%               | 54.4                 | 1.87%               |
| 1-Oct-19   | 49.3              | -1.79%              | 52.8                 | -2.04%              |
| 1-Sep-19   | 49.8              | -1.97%              | 53.7                 | -2.19%              |
| 1-Aug-19   | 49.5              | -3.51%              | 53.8                 | -0.74%              |
| 1-Jul-19   | 49.7              | -2.93%              | 53.7                 | -0.56%              |
| 1-Jun-19   | 49.4              | -4.08%              | 54.2                 | -1.45%              |
| 1-May-19   | 49.4              | -4.82%              | 54.3                 | -1.09%              |
| 1-Apr-19   | 50.1              | -2.53%              | 54.3                 | -0.91%              |
| 1-Mar-19   | 50.5              | -1.94%              | 54.8                 | 0.37%               |
| 1-Feb-19   | 49.2              | -2.19%              | 54.3                 | -0.18%              |
| 1-Jan-19   | 49.5              | -3.51%              | 54.7                 | -1.08%              |
| 1-Dec-18   | 49.4              | -4.26%              | 53.8                 | -2.18%              |
| 1-Nov-18   | 50                | -3.47%              | 53.4                 | -2.55%              |
| 1-Oct-18   | 50.2              | -2.71%              | 53.9                 | -0.74%              |
| 1-Sep-18   | 50.8              | -3.05%              | 54.9                 | -0.90%              |
| 1-Aug-18   | 51.3              | -0.77%              | 54.2                 | 1.50%               |
| 1-Jul-18   | 51.2              | -0.39%              | 54                   | -0.92%              |
| 1-Jun-18   | 51.5              | -0.39%              | 55                   | 0.18%               |
| 1-May-18   | 51.9              | 1.37%               | 54.9                 | 0.73%               |
| 1-Apr-18   | 51.4              | 0.39%               | 54.8                 | 1.48%               |
| 1-Mar-18   | 51.5              | -0.58%              | 54.6                 | -0.91%              |
| 1-Feb-18   | 50.3              | -2.52%              | 54.4                 | 0.37%               |
| 1-Jan-18   | 51.3              | 0.00%               | 55.3                 | 1.28%               |
| 1-Dec-17   | 51.6              | 0.39%               | 55                   | 0.92%               |
built on the basis of MDLM. Its optimization objective function is

\[
\arg \min_w \{ w_1, \ldots, w_C \sum_{i=1}^C \frac{1}{N} \ln[1_N + \exp(-\alpha (y_i \otimes X^T w_i - 1_N))] + \lambda_1 \bar{\eta}_i - \lambda_2 \bar{\eta}_i + \beta ||w||_{2,1} \}.
\]  

(18)

This multiclass MDLM model tries to learn \( C \) one-to-many multiclassifiers at the same time. It is worth noting that it is different from the L2 norm regularity imposed in SVM and large margin logistic regression; in this paper, we use the L21 norm to capture the information implicit in each subtask in this multiclass task, especially the feature validity information. In particular, when the number of categories \( C \) is equal to 2, the model can be adjusted to the L1 norm, that is, the two-class sparse margin distribution logistic machine model (SMDLM). The L1 norm has also been proven to be a very effective technique for classification problems, and the SMDLM model can be well applied in many feature selection problems. When the parameter \( \beta \) is equal to 0, the model degenerates to MDLM. Therefore, such a multiclass MDLM model can be well applied in the expansion of two classification, feature selection, multiclassification, multimodel learning, multimodal feature selection, and so on.

In real applications, nonlinear classification is also a very important research content, because there are a large number of linear inseparable data sets.

Research on the nonlinear model of logistic regression has also received a lot of attention. The objective function of linear margin distribution logistic regression is

\[
\arg \min_w \frac{1}{N} \ln[1_N + \exp(-\alpha (Y \otimes X^T w - 1_N))] + \lambda_1 \bar{\eta}_i - \lambda_2 \bar{\eta}_i.
\]  

(19)

Any function can be expressed in the following form:

\[
f(x) = \sum_{i=1}^n \alpha_i K(x, x_i).
\]  

(20)

Among them, \( K(x, x_i) \) represents the kernel function, which can use linear kernel function, polynomial kernel function, radial basis kernel function, and so on. This paper defines \( K \) as the radial basis kernel function:

\[
K(x, x_i) = e^{-\frac{||x-x_i||^2}{2\sigma^2}}.
\]  

(21)

If we define \( K \) as the sample kernel matrix, \( K \in \mathbb{R}^{N \times N} \), then,

\[
f(x) = w^T x = \sum_{i=1}^n \alpha_i K(x, x_i) = a^T K_i.
\]  

(22)

The objective function of the nonlinear margin distribution logistic regression is obtained:

\[
\arg \min_{\alpha} \frac{1}{N} \ln[1_N + \exp(-\alpha (Y \otimes X^T w - 1_N))] - \frac{\lambda_2}{N} \gamma^T K \gamma + \frac{\lambda_1}{N} K^T a \alpha K - \frac{\lambda_1}{N^2} a^T K Y^T K \gamma \alpha.
\]  

(23)

The nonlinear margin distribution logistic regression algorithm is a smooth and convex model, which can be directly optimized by the gradient descent algorithm.

4. Analysis Model of the Correlation between Stocks and PMI Index Based on Logistic Regression Model

PMI has a linkage relationship with the early warning index of the macroeconomic prosperity index, the consumer expectations index, and the real estate prosperity index. PMI is also an indicator of economic prosperity. Therefore, this paper empirically analyzes the correlation between PMI and other economic prosperity indexes, which are also economic prosperity indexes. PMI has the leading value in the economic climate index and reflects the characteristics of different economic cycles of economic fluctuations, as shown in Figure 4.

The mechanism of PMI’s effect on the macro economy is shown in Figure 5.

According to the theory of supply and demand, the prices of labor and raw materials will rise, and therefore, the price level of the society as a whole will rise, and the economy as a whole is in a state of inflation. At this time, the country will take control of the supply of currency to ensure the stability of the price level, and the reduction of the supply of money will make it difficult for companies to meet the demand for funds, and interest rates will rise. The increase in interest rates will increase the cost of inventories of enterprises, reduce inventories, and relatively decrease.
production. On the other hand, the increase in interest rates will also slow down the momentum of overall investment and consumption. In turn, our country’s economy, which currently mainly relies on these two methods to drive economic growth, has gradually slowed down its growth rate.

The manufacturing PMI data is authoritatively published by the China Logistics Purchasing Federation, while the HSBC Manufacturing PMI is published by HSBC. The channels of the stock market mainly include relevant channels for the transmission of economic information, such as the Internet, newspapers, research reports, mobile phones, and other media. The information sink of the stock market is the investors of all kinds of stock markets. Investors use their own analysis and judgment of economic information and make corresponding stock trading behaviors, thereby affecting the fluctuation or trend of the stock market. Noise in the stock market refers to the fact that macroeconomic information is inevitably affected by other external factors in the process of transmission, including both human and nonhuman factors. Under the combined influence of these factors, macroeconomic information will be disturbed by noise such as exaggeration, reduction, and distortion, which will affect the transmission of information and ultimately affect investors’ investment decisions. The information transmission model of the stock market is shown in Figure 6.

Combining the demand for stock price fluctuation analysis, the correlation analysis model of stock and PMI index based on logistic regression model constructed in this paper is shown in Figure 7.

### 5. Test Analysis

According to actual needs, a correlation analysis model of stocks and PMI based on logistic regression model is constructed. On this basis, this paper obtains data from the National Bureau of Statistics to analyze the performance of the model and count the PMI data of China in recent years, as shown in Table 1 and Figure 8.

This article takes the stock price of a listed company as the evaluation object and analyzes the correlation with PMI. The research object of this paper is manufacturing

---

**Table 2: Statistical table of the correlation between stock price and PMI from December 2017 to March 2021.**

| Data       | Manufacturing PMI | Share price | Data       | Manufacturing PMI | Share price |
|------------|-------------------|-------------|------------|-------------------|-------------|
| 1-Mar-21   | 51.9              | 13.8        | 1-Jul-19   | 49.7              | 15.3        |
| 1-Feb-21   | 50.6              | 15.9        | 1-Jun-19   | 49.4              | 14.9        |
| 1-Jan-21   | 51.3              | 17.1        | 1-May-19   | 49.4              | 14.2        |
| 1-Dec-20   | 51.9              | 15.5        | 1-Apr-19   | 50.1              | 15.5        |
| 1-Nov-20   | 52.1              | 17.4        | 1-Mar-19   | 50.5              | 15.2        |
| 1-Oct-20   | 51.4              | 16.6        | 1-Feb-19   | 49.2              | 16.6        |
| 1-Sep-20   | 51.5              | 14.7        | 1-Jan-19   | 49.5              | 16.3        |
| 1-Aug-20   | 51                | 16.9        | 1-Dec-18   | 49.4              | 14.3        |
| 1-Jul-20   | 51.1              | 15.6        | 1-Nov-18   | 50                | 15.7        |
| 1-Jun-20   | 50.9              | 16.2        | 1-Oct-18   | 50.2              | 16.5        |
| 1-May-20   | 50.6              | 16.4        | 1-Sep-18   | 50.8              | 15.1        |
| 1-Apr-20   | 50.8              | 8.6         | 1-Aug-18   | 51.3              | 16.0        |
| 1-Mar-20   | 52                | 15.2        | 1-Jul-18   | 51.2              | 16.2        |
| 1-Feb-20   | 35.7              | 15.6        | 1-Jun-17   | 51.5              | 16.3        |
| 1-Jan-20   | 50                | 16.9        | 1-May-18   | 51.9              | 15.6        |
| 1-Dec-19   | 50.2              | 14.4        | 1-Apr-18   | 51.4              | 14.7        |
| 1-Nov-19   | 50.2              | 15.2        | 1-Mar-18   | 51.5              | 15.3        |
| 1-Oct-19   | 49.3              | 15.3        | 1-Feb-18   | 50.3              | 15.8        |
| 1-Sep-19   | 49.8              | 14.5        | 1-Jan-18   | 51.3              | 15.1        |
| 1-Aug-19   | 49.5              | 14.4        | 1-Dec-17   | 51.6              | 13.7        |
enterprises, so the manufacturing PMI is selected as the research object. The statistical results are shown in Table 2 and Figure 9.

Through the analysis of the above chart and table, we can see that the stock price has a strong correlation with the PMI. In addition, compared with stock prices, PMI is at least two months forward-looking. Therefore, the system model constructed in this paper shows that there is a clear correlation between PMI and stocks.

6. Conclusion

Based on the reality that the Purchasing Managers Index is widely used in the forecast of economic growth and is known as the “barometer” of the stock market, this paper first theoretically analyzes the forecasting and functioning mechanism of the Purchasing Manager Index for the macro-economy and the stock market. Moreover, this paper designs a margin distribution logistic regression model that is easy to optimize and has robustness and generalization ability on the basis of generalized logistic loss and margin distribution and gives a multiclass margin distribution logistic regression framework. This framework can be used to perform two-classification, multiclassification, and feature selection tasks. In addition, this paper constructs an analysis model of the correlation between stocks and the PMI index based on a logistic regression model and combines actual data to carry out the analysis. From the experimental results, it can be seen that the algorithm model constructed in this paper has certain practical effects.
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