Effect of Dust in Circumgalactic Halos on the Cosmic Shear Power Spectrum

Makana Silva and Christopher Hirata

The Center for Cosmology and AstroParticle Physics (CCAPP), Physics Research Building 191 West Woodruff Avenue, Columbus, OH 43210, USA

Received 2021 November 1; revised 2022 April 12; accepted 2022 April 25; published 2022 June 29

Abstract

Weak gravitational lensing is a powerful statistical tool for probing the growth of cosmic structure and measuring cosmological parameters. However, as shown by studies such as by Ménard et al., dust in the circumgalactic region of halos dims and reddens background sources. In a weak lensing analysis, this selects against sources behind overdense regions; since there is more structure in overdense regions, we will underestimate the amplitude of density perturbations $\sigma_8$ if we do not correct for the effects of circumgalactic dust. To model the dust distribution we employ the halo model. Assuming a fiducial dust mass profile based on measurements from Ménard et al., we compute the ratio $Z$ of the systematic error to the statistical error for a survey similar to the Nancy Grace Roman Space Telescope reference survey (2000 deg$^2$ area, single-filter effective source density 30 galaxies arcmin$^{-2}$). For a wave band centered at 1580 nm (H band), we find that $Z_M = 0.37$. For a similar survey with wave band centered at 620 nm (r band), we also computed $Z_r = 2.8$. Within our fiducial dust model, since $Z > 1$, the systematic effect of dust will be significant on weak lensing image surveys. We also computed the dust bias on the amplitude of the power spectrum, $\sigma_8$, and found it to be for each wave band $\Delta \sigma_8/\sigma_8 = -3.1 \times 10^{-4}$ (H band) or $-2.2 \times 10^{-3}$ (r band) if all other parameters are held fixed (the forecast Roman statistical-only error $\sigma(\sigma_8)/\sigma_8$ is $9 \times 10^{-4}$).

Unified Astronomy Thesaurus concepts: Large-scale structure of the universe (902)

1. Introduction

One of the main goals in modern cosmology is to characterize and understand the accelerated expansion of the universe (Riess et al. 1998; Perlmutter et al. 1999). A key question driving the current generation of experiments is whether the mechanism responsible for this expansion is a cosmological constant, a new dynamical field, or a modification to general relativity (e.g., Albrecht et al. 2006; National Research Council 2010; Weinberg et al. 2013). One promising method of studying cosmic acceleration is with weak gravitational lensing—the subtle change in shape of background galaxies caused by perturbations along the line of sight (see Mandelbaum 2018 for a recent review). Because lensing is sensitive to the gravitational potential perturbations in the universe, it complements other techniques such as supernovae and baryon-acoustic oscillations that tightly constrain the background geometry. One can probe the growth of structure as a function of cosmic time by measuring the weak lensing shear correlation function (often complemented by galaxy—shear correlations and galaxy clustering observables) as a function of scale and source redshift. Modified gravity theories can then be constrained by using initial conditions anchored to cosmic microwave background (CMB) observations and predicting the amplitude of structure (see Abbott et al. 2019; Ferté et al. 2019; Lee et al. 2022 for recent analyses).

Because the weak lensing shear signal is small ($\sim 1\%$; Dodelson 2003), we require large samples of source galaxies (Hu 2001) and tight control of systematic errors to measure it. Even larger samples are required in order to test models of the growth of structure; for example, even the large change from the Einstein–de Sitter ($\Omega_m = 1$) to the currently favored $\Lambda$CDM ($\Omega_m = 0.3$) model only reduces the growth function by 20% at $z = 0$ (e.g., Carroll et al. 1992). The initial detections of weak lensing were carried out with thousands to hundreds of thousands of source galaxies (Bacon et al. 2000; Van Waerbeke et al. 2000; Wittman et al. 2000; Rhodes et al. 2001). Both the sample size and effort devoted to systematics mitigation expanded with the “Stage II” Canada–France–Hawaii Telescope Lensing Survey (Heymans et al. 2013; Kilbinger et al. 2013). The current “Stage III” surveys, reaching few percent precision on the amplitude $S_8$, include the Dark Energy Survey (Troxel et al. 2018; Amon et al. 2022; Secco et al. 2022), the Hyper Suprime Cam (Hikage et al. 2019; Hamana et al. 2020), and the KiloDegree Survey (Asgari et al. 2020; Hildebrandt et al. 2020). The upcoming generation of “Stage IV” surveys—Euclid (Laureijs et al. 2011), the Vera Rubin Observatory Legacy Survey of Space and Time (LSST, LSST Dark Energy Science Collaboration 2012), and the Nancy Grace Roman Space Telescope (Akeson et al. 2019)—will aim for precision of a fraction of a percent, enabling robust measurements of the amplitude of gravitational potential perturbations across a range of scales and redshifts.

Dust along the line of sight can reduce the apparent brightness of a background source and thus affect whether it passes the magnitude or signal-to-noise cuts for inclusion in a lensing sample. Even apparently “empty” lines of sight pass through galactic halos and could contain dust, and some of the early studies of galaxy–quasar correlations considered dust extinction as a possible systematic (e.g., Ferreras et al. 1997; Scranton et al. 2005). Ménard et al. (2010) used the well-calibrated photometry from the Sloan Digital Sky Survey, covering $u$ through $z$ bands, to fit both the magnification and dust-reddening contributions to the correlation function of $z = 0.3$ galaxies and $z \gtrsim 1$ quasars. They found a power law-like dust signal extending from the inner halo ($r_p \sim 20$ kpc) out to the large-scale clustering regime (several megaparsecs). This excess of diffuse dust in high-density regions implies that we will observe fewer source galaxies behind a higher-density region. Since matter density perturbations grow faster in
higher-density regions, this selection effect will lead to an underestimate of the weak lensing power spectrum and of the amplitude of perturbations $\sigma_8$. Here we present a preliminary calculation of the impact of the dust systematic on the weak lensing power spectrum and on the determination of the amplitude. For this analysis, we do not consider the interaction of dust corrections with other corrections such as multiple deflections (Cooray & Hu 2002) and reduced shear (Shapiro 2009), since these would depend on higher-order moments of the density field than the third-order moments that dominate this work.\footnote{The corrections with dust interacting with reduced shear and multiple deflections would be of at least fourth order in the density field. For the mathematically similar integrals of the reduced shear interacting with the multiple deflection correction, Krause & Hirata (2010) found that the fourth-order contributions to the observed shear power spectrum are small compared to the third-order terms. We leave for future work the task of checking whether the same is true for dust.}

This paper is outlined as follows: in Section 2 we set up the basic formulation for weak lensing, how to compute the lowest-order correction of interest to the shear power spectrum, and the theoretical basis for describing the dust: the halo model approach. In Section 3 we describe how we implement measured dust masses in halos into our model. Section 4 displays the results of our calculations. In Section 5 we analyse our results and discuss the implication of the estimated error due to dust. The Appendix contains some formal discussion on error metrics and propagation.

We use the cosmological parameters in Table 1 in Planck Collaboration et al. (2020).

2. Theory and Background

2.1. Weak Lensing Formalism

In order to study the effects of dust on the selection of weakly lensed galaxies, we need to calculate the corrections to the shear power spectrum. Before we do this, we develop the relevant formalism in weak lensing that we will use in our analysis.

Weak lensing is the result of background light being distorted due to foreground gravitational fields, as depicted in Figure 1.

Weak lensing is mathematically described using two quantities, shear and convergence. We can think of a lensed image as being a result of a transformation from the true image to the distorted (lensed) image. We can establish a connection between the true image (unlensed) and the observed image (lensed) by calculating the deformation matrix defined in Schneider et al. (1998):

\[
x(\theta, \chi) = d_A(\chi) \theta - \frac{2}{c^2} \int_0^\chi d\chi' d_A(\chi - \chi') \nabla_\chi \tilde{\Phi}(\theta, \chi'), \chi',
\]

Figure 1. Light rays from background sources (yellow stars) being deflected by the gravitational field of the foreground matter (red lens). This creates a distorted image in the observer frame (green smiley face). The deformation is quantified by $x(\theta, \chi)$, which measures how much the distorted light rays separate from the undeflected rays (dashed lines). The dust (orange cloud) within the galactic halo would affect the incoming light from the background sources by attenuating the light. This will result in some of the background light sources going undetected (black $\times$ symbols).

where $x(\theta, \chi)$ is the transverse location of the source without lensing effects, $c$ is the speed of light, $\theta$ is the observed angular position in the sky, $d_A(\chi)$ is the angular diameter distance, $\chi$ is the comoving radial distance, and $\nabla_\chi \tilde{\Phi}(\theta, \chi')$ is the derivative of the Newtonian gravitational potential of the lens in the transverse (sky) coordinates (in comoving megaparsecs). For most weak lensing calculations, since the strength of the deformation is relatively weak, and we work on a spatially flat background, we will set $d_A(\chi) = 1$.

We can now define the deformation matrix by computing the Jacobian, the derivative of the transverse position of the source (“true” position) with respect to the observed image position, $A_{ij} = \partial x_i / \partial \theta_j$, where $\beta \equiv x / d_A(\chi)$ and the lower Latin indices label sky coordinates.
For weak lensing, we can expand $A_y(\boldsymbol{\theta}, \chi)$ up to first order in $\Phi(\chi(\boldsymbol{\theta}, \chi'))$ and obtain

$$A_y(\boldsymbol{\theta}, \chi) = \delta_y - \frac{2}{c^2} \int_0^\infty d\chi' \left( \frac{\chi - \chi'}{\chi} \right)^{1/2} \partial \Phi(\chi(\boldsymbol{\theta}, \chi'), \chi'),$$

(2)

where Equation (4) defines the lensing potential and the subscripts indicate derivatives in angular sky coordinates (in radians). We have defined the window function $W(\chi', \chi) = (1/\chi' - 1/\chi)\Theta(\chi - \chi')$, where $\Theta$ is the Heaviside step function. We can now define the deformation matrix from the observed (lensed image) to the true image (unlensed image),

$$\left( \begin{array}{c} \theta_{1,1} \\ \theta_{1,2} \\ \theta_{2,1} \\ \theta_{2,2} \end{array} \right) = \left( \begin{array}{cccc} 1 - \gamma_1 - \kappa & -\gamma_2 & -\gamma_2 & 1 + \gamma_1 - \kappa \\ -\gamma_2 & 1 - \gamma_2 & -\gamma_2 & 1 + \gamma_1 - \kappa \\ \gamma_1 & 1 \gamma_1 - \psi_1 & -\psi_1 & 1 + \gamma_1 - \kappa \\ \gamma_2 & -\psi_1 & -\psi_1 & 1 + \gamma_1 - \kappa \end{array} \right) \left( \begin{array}{c} \theta_{0,1} \\ \theta_{0,2} \end{array} \right),$$

(5)

$$\kappa = \frac{1}{2}(\psi_{11} + \psi_{22}),$$

(6)

$$\gamma_1 = \frac{1}{2}(\psi_{11} - \psi_{22}),$$

(7)

$$\gamma_2 = \psi_{12},$$

(8)

where $\{\theta_{0,1}, \theta_{0,2}\}$ are the observed angular coordinates of the object in the sky, $\{\theta_{1,1}, \theta_{1,2}\}$ are the true coordinates in the sky, $\kappa$ is the convergence and $\gamma_1, \gamma_2$ represent the Cartesian components of shear. Physically, shear represents the change in ellipticity. Convergence tells us how magnified the image has become after passing through the lens. For weak lensing, $\kappa \ll 1$.

From here on, we shall take $c=1$ and we will use the standard convention for 2D angular Fourier transforms in the flat-sky approximation:

$$f(\boldsymbol{\theta}) = \int \frac{d^2 l}{(2\pi)^2} \tilde{f}(l)e^{i \theta \cdot l} \leftrightarrow \tilde{f}(l) = \int d^2 \theta \ f(\theta)e^{-i \theta \cdot l},$$

(9)

and define the convolution of two Fourier-domain functions by

$$[\tilde{f} \ast \tilde{g}](l) = \int \frac{d^2 l'}{(2\pi)^2} \tilde{f}(l')\tilde{g}(l-l'),$$

(10)

where $\ast$ denotes the convolution of two functions and a tilde represents the Fourier-transformed function. We will also follow the convention that Greek letters denote index redshift slices and capital Roman letters denote shear components.

Now that we have defined the shear and convergence, we can describe how they are relevant to computing corrections to the shear power spectrum.

2.2. Computing the Correction to the Shear Power Spectrum

Since we can only observe the shear field at the positions of source galaxies, the shear is statistically weighted by the number of galaxies we observe. In our case, cosmic dust correlates the source density with the lensing signal itself: sources behind large-scale overdensities suffer more extinction and are less likely to be selected. Since there is more small-scale structure in large-scale overdensities (due to nonlinear evolution), we expect this selection effect to lower our estimate of the lensing amplitude, and produce a downward bias in $\sigma_s$ (with all other parameters fixed).

These selection effects can be treated by defining a weighted shear $\gamma_{i\text{weight}} = (1 + \Delta N/N)\gamma_i$, where $\Delta N/N$ is the perturbation to the source density (Schmidt et al. 2009a). In our case, this gives the expression for the first-order corrections to the shear, $\gamma^{(1)}$, by

$$\gamma^{(1)}_{i\text{weight}}(\boldsymbol{\theta}, z_o) = \left( 1 + \frac{d \ln N}{d \ln F}(z_o)\Delta \tau(\theta, z_o) \right) \gamma^{(1)}_i(\theta, z_o),$$

(11)

where $d \ln N/d \ln F(z_o)$ is the number of sources detected with measured flux, $F$, at redshift $z_o$, and $\Delta \tau$ is the dust optical depth correction, which will be specified later. Since we are interested in correction to the shear power spectrum, we will take the Fourier transform of Equation (11) to get

$$\bar{\gamma}^{(1)}_{i\text{weight}}(l, z_o) = \bar{\gamma}^{(1)}_i(l, z_o) + \frac{d \ln N}{d \ln F}(z_o)\bar{\Delta \tau}(l, z_o),$$

(12)

The term $d \ln N/d \ln F(z_o)$ appears since dust reduces the brightness of the background sources, thereby reducing the number of sources detected at a particular flux. Since the number of observed sources decreases with increasing brightness, we know that $d \ln N/d \ln F(z_o) < 0$. We can compute the correction between the weighted shears at different redshift slices by

$$\bar{\langle} \gamma^{(1)}_{i\text{weight}}(l, z_o) \gamma^{(1)}_{i\text{weight}}(l', z_j) \rangle = (2\pi)^2 \delta_D(l + l')C_{\gamma^{(1)}\gamma^{(1)}}^{\alpha \gamma^{(1)}\alpha}$$

(13)

where $C_{\gamma^{(1)}\gamma^{(1)}}^{\alpha \gamma^{(1)}\alpha} = C_{\gamma^{(1)}\gamma^{(1)}} + \Delta C_{\gamma^{(1)}\gamma^{(1)}}$. If we expand the left-hand side of Equation (13) to the lowest order in dust ($\Delta \tau$), we will find two terms: (1) the shear power spectrum (Krause & Hirata 2010, Equation (15)) and (2) the lowest-order correction, defined by

$$(2\pi)^2 \delta_D(l + l') \Delta C_{\gamma^{(1)}\gamma^{(1)}}^{\alpha \gamma^{(1)}\alpha} = \left\langle \frac{d \ln N}{d \ln F}(z_b) \frac{d \ln N}{d \ln F}(z_j) \right\rangle \bar{\Delta \tau}(l, z_b) \bar{\Delta \tau}(l', z_j) + \left\langle \frac{d \ln N}{d \ln F}(z_o)\gamma^{(1)}_i(l, z_o) \gamma^{(1)}_j(l', z_j) \right\rangle \bar{\Delta \tau}(l, z_o) \bar{\Delta \tau}(l', z_j).$$

(14)

We can see on the right-hand side of Equation (14) that these quantities in the ensemble brackets are third order in the correction, two products of shear and one of dust. We also note that given the regime of interest, we will assume the slope $d \ln N/d \ln F(z_o)$ is a constant over the sky average, which means we can take it out of the average brackets (the spatial variation of $d \ln N/d \ln F$ contains a higher-order correlation function, which would be small anyway because it contains a correlation

2 The "weighting" effect is the lowest-order effect of a variation in selection function in the survey. A detailed discussion of the subtleties in shear correlation functions with varying source number density can be found in Schmidt et al. (2009b).
of a perturbation at the source with a perturbation along the line of sight). Equation (14) also shows that the lowest correction to the observed shear power spectrum contains a three-point statistic: the correlation of two linear shears and an optical depth. The bispectrum has appeared in related problems with weighted shear power spectra, such as the reduced shear power spectrum (Shapiro 2009; Deshpande et al. 2020). To continue, we recall the relations between the first-order shear, convergence, and potential:

\[
\tilde{\kappa}^{(1)}(l, z_o) = -i^2 \int_0^\chi d\chi W(\chi, \phi_l) \phi_l, \\
\tilde{\gamma}^{(1)}_E(l, z_o) = T_l(l) \tilde{\kappa}^{(1)}(l, z_o), \\
\tilde{\gamma}^{(1)}_L(l, z_o) = \delta_D T_l(l) \tilde{\gamma}^{(1)}_E(l, z_o), \quad \text{and} \\
\tilde{\gamma}_E(l, z_o) = \delta_D T_l(l) \tilde{\gamma}^{(1)}_E(l, z_o),
\]

where \(\phi_l\) is the Fourier transform of the Newtonian potential in angular coordinates, \(l\) are the angular modes on the sky (\(k\)), \(\phi_l\) is the azimuthal angle of \(I\), \(\tilde{\kappa}^{(1)}\) and \(\tilde{\gamma}^{(1)}_E\) are the first-order approximations of the Fourier transforms of the convergence and Cartesian component of shear, \(z\) is the redshift of the source, and \(\chi\) is the comoving radial distance from observer as defined in Krause & Hirata (2010). The first three expressions in Equation (15) are first-order approximations defined by substituting Equation (4) in Equation (6) and Equation (7). The fourth expression is the transformation from the Cartesian components of shear to the tangential (\(E\)) component; the rotation coefficients are

\[
T_l(l) = \cos 2\phi_l \quad \text{and} \quad T_2(l) = \sin 2\phi_l,
\]

where the factor of 2 is present because the shear is a spin-2 field. Finally, we express the dust profile as

\[
\Delta \tau(l, \chi) = \int_0^\chi \frac{d\tau}{d\chi} \delta_d(l, \chi')d\chi'.
\]

The expression for \(\Delta \tau\) is a measure of the change in mean optical depth out to the observing point by projecting a 3D field (\(\delta_d(l, \chi)\), the dust overdensity) into a 2D measurement via integration along the line of sight. The mean optical depth per unit length, \(\frac{d\tau}{d\chi}\), requires the mean density of dust, which we will define in Section 2.4.

In order to compute the correction of interest, \(\Delta C_{\mu\nu}^{m\beta}\), we need to compute the quantity in the angular brackets in Equation (14) by substituting Equations (15)–(17) into Equation (14):

\[
\langle \tilde{\kappa}^{(1)}_E(l, z_o) \tilde{\gamma}^{(1)}_E(l', z, \beta) \rangle \\
= \langle \tilde{\kappa}^{(1)}(l, z_o) \delta_{LM} T_l(l') \tilde{\gamma}^{(1)}_E(l', z, \beta) \rangle, \\
= \langle \tilde{\kappa}^{(1)}(l, z_o) \delta_{LM} T_l(l') \rangle \\
\times \int \frac{d^2l'}{(2\pi)^2} T_M(l') \tilde{\gamma}^{(1)}_E(l', z, \beta) \Delta \tau(l' - l),
\]

\[
= \int \frac{d^2l'}{(2\pi)^2} \cos(2\phi_{l'} - 2\phi_l) \\
\times \langle \tilde{\kappa}^{(1)}(l', z, \beta) \Delta \tau(l' - l) \rangle.
\]

We will use the Limber approximation found in Krause & Hirata (2010) in their Equation (21) in order to relate the expectation value in Equation (21) to the matter–matter–dust bispectrum in Equation (22):

\[
\int_0^{\chi_o} d\chi \int_{\chi_o}^{\chi} d\chi' \int_{\chi}^{\chi'} d\chi'' \int \frac{d^2l'}{(2\pi)^2} W(\chi, \chi_o) \\
\times W(\chi', \chi_o) W(\chi'', \chi_o) \frac{d^2l'}{d\chi'} \cos(\omega) \frac{9Q_m^2 H_0^4}{4a^2k^2} \\
\times \langle \delta_m(l, \chi) \delta_m(l''; \chi') \delta_d(l' - l''; \chi) \rangle,
\]

\[
= (2\pi)^2 \delta_D(l' + l'' \int_0^{\chi_o} d\chi \int \frac{d^2l'}{(2\pi)^2} W(\chi, \chi_o) \\
\times W(\chi', \chi_o) \frac{d^2l'}{d\chi'} \cos(\omega) \frac{9Q_m^2 H_0^4}{4a^2k^2} B_{\nu \nu \omega \beta \nu} \\
\times (1/\chi_1 l'' / \chi; (l'' - l''') / \chi),
\]

where \(\omega = 2\phi_{l''} - 2\phi_{l'}\), \(\delta_D\) is the Dirac delta function, and \(B_{\nu \nu \omega \beta \nu}\) is the matter–matter–dust bispectrum. We also use Poisson’s equation to relate the density fluctuations (\(\delta_m\)) to the gravitational potential (\(\phi\)).

The bispectrum physically describes the contribution to the skewness of the local density from each triplet of Fourier modes. It is the next-order statistic after the power spectrum; in general, multiplication of fields such as the operation in Equation (11) mixes higher-order statistics into lower-order ones. Figure 2 gives a geometric image of how the \(I\) modes must be aligned to contribute to the power spectrum correction in Equation (22).

Now that we have defined \(\Delta C_{\mu\nu}^{m\beta}\), we must compute the matter–matter–dust bispectrum. Since the bispectrum is a next-level statistic, we will need a model that describes the distribution of matter and dust. We will use the halo model approach to compute the bispectrum.

2.3. Halo Model Approach

The halo model approach provides an analytic formulation of the clustering of dark matter and galaxies under the assumption that all dark matter is in the form of virialized halos (e.g., Seljak 2000). Halos form with a distribution of masses as described in the Press & Schechter (1974) formalism, and are biased with respect to the matter density fluctuations (Kaiser 1984; Cole & Kaiser 1989). Modern halo model approaches use mass functions and biases fit to N-body simulations; here we use the Sheth & Tormen (1999) model. Given a mass profile for the halo, a mass function, and spatial distribution, we can compute the necessary power spectra. This approach has proven useful not just for galaxy counts, but can also be used for diffuse signals within halos such as the Sunyaev–Zel’dovich effect (e.g., Komatsu & Kitayama 1999; Komatsu & Seljak 2002); here we apply it to circumgalactic dust.

We start by first defining a set of ingredients that are needed to construct the halos. We need to specify a matter profile for the halo, an abundance (the halo mass function, \(dn/dM\)), and the spatial distribution of halos. If we follow the set up as in Cooray & Hu (2001), then we can define the following ingredients as

\[
\rho(r, M, z) = \rho(z, M, M_{\text{crit}}) \left[1 - r/r_c(z, M, M_{\text{crit}}) \right],
\]

where...
where $M_{\text{crit}}$, $r_{c}$, and $\rho_{c}$ are the critical mass scale of the halos, and the characteristic radius and density, respectively, defined in Cooray & Hu (2001) in their Equations (20)–(22). We then define the normalized Fourier transform of the density

$$y(k, M, z) = \frac{1}{M} \int_{0}^{r_{c}} 4\pi r^{2}\rho(r, M, z) \frac{\sin(kr)}{kr} dr,$$  \hspace{1cm} (24)

where $M$ is the total mass of the halo. We follow the same definition of the halo mass function and all its components as in Seljak (2000). We will also follow Cooray & Hu (2001) in describing halo clustering in terms of the halo bias coefficients:

$$b_{0}(z, M) \equiv 1,$$

$$b_{1}(z, M) = 1 + \frac{\langle \nu(z, M) \rangle - 1}{2\rho_{c} \delta_{c}} + \frac{\langle \nu(z, M) \rangle - 3}{2\rho_{c} \delta_{c}^{2}} + \frac{2p[2p + 2\langle \nu(z, M) \rangle - 1]}{\delta_{c}^{2}(\langle \nu(z, M) \rangle)^{p} + 1},$$

and

$$b_{2}(z, M) = \frac{8}{21}[b_{1}(z, M) - 1] + \frac{\nu(z, M) - 3}{\sigma(M)^{2}} + \frac{2p[2p + 2\langle \nu(z, M) \rangle - 1]}{\delta_{c}^{2}(\langle \nu(z, M) \rangle)^{p} + 1},$$  \hspace{1cm} (25)

where $\nu \equiv [\delta_{c}/\sigma(M)]^{2}$, $\delta_{c} = 1.68$ is the of overdensity for spherical collapse in the Einstein–de Sitter model (which we assume in this work), $\sigma(M)$ is the root-mean-square of fluctuations in spheres containing mass $M$ at the virial radius, and $(a, p) = (0.707, 0.3)$.

Once these ingredients are defined, we are able to construct the halo model bispectrum. The basic idea in constructing this bispectrum is that we want to compute the three-point correlation function (the inverse Fourier transform of the bispectrum) for three points located in any permutation of three halos. This means there are three possible contributions to the bispectrum: single-, double-, and triple-halo contributions. The triple halo physically represents the case when a single particle occupies each halo, the double-halo represents the case when two particles are in the same halo and the third in a different halo, and the single halo represents the case when three particles are in one halo.

We now want to calculate the contributions from the single-, double-, and triple-halo configurations. It will be useful to define the following integrals:

$$I_{b}(k) = \int_{M_{\text{min}}}^{M_{\text{max}}} dM \left( \frac{M}{\rho_{0}} \right)^{\beta} \times \frac{dn}{dM} b_{0}(M, z) \prod_{i=1}^{3} \gamma(k_{i}, M, z),$$  \hspace{1cm} (26)

where $\rho_{0} = \Omega_{m}\rho_{\text{crit}}$ is the background matter density; $\beta$ indicates the number of points in the correlation function that are in that halo (a minimum of $\beta = 1$, and a maximum of $\beta = N$ for the single-halo term in an $N$th-order correlation function); $\beta$ is the order of the bias coefficient for that halo; and $M_{\text{min}}$ and $M_{\text{max}}$ are the minimum and maximum halo masses of interest. The different contributions will be defined as different combinations of these integrals.

The total halo bispectrum, $B_{t}$, can be written following the notation of Cooray & Hu (2001) as

$$B_{t} = B_{PPP} + B_{PPh} + B_{hhh},$$  \hspace{1cm} (27)

where the single-halo contribution is

$$B_{PPP}(k_{1}, k_{2}, k_{3}) = I_{b}^{1}(k_{1}, k_{2}, k_{3}),$$  \hspace{1cm} (28)

the double-halo contribution is

$$B_{PPh}(k_{1}, k_{2}, k_{3}) = I_{b}^{2}(k_{1}, k_{2}) \times I_{b}^{1}(k_{3}) P_{\text{lin}}(k_{3}) + \text{Perm.},$$  \hspace{1cm} (29)

and the triple-halo contribution is

$$B_{hhh}(k_{1}, k_{2}, k_{3}) = (2F_{2}(k_{1}, k_{2}) I_{b}^{1}(k_{3}) + I_{b}^{2}(k_{3})) \times I_{b}^{1}(k_{1}) P_{\text{lin}}(k_{1}) P_{\text{lin}}(k_{2}) + \text{Perm.},$$  \hspace{1cm} (30)

where $F_{2}(k_{1}, k_{2})$ is the two-point kernel from perturbation theory and Perm. is the permutation of $k_{1}, k_{2},$ and $k_{3}$. The “P” and “h” labels indicate Poisson-like and halo clustering contributions.
2.4. Building the Dust Model Bispectrum

We can carry out the exact same procedure to calculate the matter–matter–dust bispectrum as in the halo model. The only difference is now rather than having three connected points occupied by a matter contribution (distributions defined in Equations (23) and (24)), there will be a contribution from dust. This means we will need to define a dust density profile and the total amount of dust within each halo. We calculate the density profile of the dust by using the extinction model that was measured in Ménard et al. (2010) in their Equation (30). First, we need to understand the geometry of the measurement. Since extinction is measured along some line of sight through a dusty halo, it is measuring the amount of extinction due to a column of dust. But we can relate this to the true geometry of the dust, which is typically an annulus with a galaxy at the center. This is equivalent to solving the integral equation

\[
\Sigma(R) = \int_{-\infty}^{\infty} \rho(r) r dr
\]

\[
r = \sqrt{R^2 + r^2}
\]

(31)

given the surface density profile, \(\Sigma(R)\), and solving for the volumetric density, \(\rho(r)\) and \(r_\parallel\) is the radial distance along the line of sight. For the case of a spherical geometry and given that \(\rho(r)\) is a power law, which is the case for our purposes, \(\Sigma(R)\) is also a power law. Since Equation (30) in Ménard et al. (2010) is a power law, with index \(\gamma = 0.84\), then the dust density must also be a power law. This gives a density profile

\[
\rho_d(r) = \rho_{\text{norm}} r_\parallel^{-1-\gamma},
\]

\[
\rho_{\text{norm}} = \frac{M_d}{4\pi \int_{r_{\text{vir}}}^{r_{\text{vir}}} r_\parallel^{-1-\gamma} r^2 dr},
\]

\[
\overline{\rho}_d(z) = \int M_d(z, M) \frac{dn}{dM} dM,
\]

(32)

where \(r_{\text{eff}}\) is the effective radius that encompasses the central galaxy, \(r_{\text{vir}}\) is the virial radius of the halo, and \(\overline{\rho}_d(z)\) is the mean density of dust in the universe for a given dust mass, \(M_d\). Using Equation (32), we can define the mean optical depth per unit length

\[
\frac{d\tau}{d\chi} = \kappa_d (1 + z)^2 \overline{\rho}_d(\chi),
\]

\[
\frac{d\tau}{dz} = \kappa_d (1 + z)^2 \overline{\rho}_d(z) \frac{d\chi}{dz},
\]

(33)

where we rewrite our mean optical depth as function of redshift instead of \(\chi\).

Once we define the dust mass and density profile of the dust, we can follow the same mathematical set up as in Equations (24)–(30) to build the matter–matter–dust bispectrum. Define one of the \(k_i\) as the contribution due to dust instead of matter; this means using the density profile of the dust whenever the argument corresponds to the designated \(k_i\).

The new equations become

\[
u(k, M, z) = \frac{1}{M_d(M)} \int_0^{\infty} 4\pi r^2 \rho_d(r, M_d(M), z)
\]

\[\times \sin(kr) \frac{kr}{M_d(M, z)} dr
\]

\[= \frac{4\pi r^{1.6}}{M_d(M, z)} \rho_{\text{norm}} 0.86 \times_3 F_2
\]

\[\times \left(0.58, 1.5, 1.58, -\frac{1}{4} (kr)^2\right),
\]

\[
I^{\text{dust}}_0(k_1, k_2, k_3, z) = \int_{M_{\text{min}}}^{M_{\text{max}}} dM M^2 \left(\frac{M_d}{\rho_{\text{p}} \overline{\rho}_d}\right)
\]

\[\times \frac{dn}{dM} y(k_1, M, z) y(k_2, M, z) u(k_3, M, z),
\]

\[
I^{\text{dust}}_1(k_1, k_j, z) = \int_{M_{\text{min}}}^{M_{\text{max}}} dM \frac{dn}{dM} b_1(z, M) f(k_1, M, z) f(k_j, M, z),
\]

\[
I^{\text{dust}}_2(k_1, k_j, z) = \int_{M_{\text{min}}}^{M_{\text{max}}} dM \frac{dn}{dM} b_2(z, M) f(k_1, M, z),
\]

(37)

\[\text{and}
\]

(38)

where \(f(k_1, M, z) = \frac{M_d}{\overline{\rho}_d} y(k_1, M, z)\) for \(i = 1, 2\) and \(f(k_1, M, z) = \frac{M_d}{\rho_{\text{p}}} u(k_1, M, z)\) for \(i = 3\), and \(1F_2\) is the generalized hypergeometric function. Now, the final piece of information we require is the total mass of dust within the circumgalactic halo.

3. Building a Model of Dust in Galactic Halos

We now need to build a model for the amount of halo dust as a function of halo mass and redshift. Dust may be present at all radii in a halo, from near the center out to the virial radius, but for the purposes of this study, we are interested in dust in the circumgalactic halo. The minimum (projected) radius that we are interested in is set by the minimum radius in a halo where we might select a background galaxy as a source. At very small separations, the background source and the source galaxy overlap (“blending”). Both biases due to exclusion of galaxies by blending and due to neighbor effects on second-moment measurement are important in modern weak lensing analyses (e.g., Simet & Mandelbaum 2015; Dawson et al. 2016; Melchior et al. 2018; Gaztanaga et al. 2021), but they are outside the scope of this paper. In this section, we will investigate different models that relate the dust mass to the stellar mass.

Measurements of circumgalactic dust are limited, and so we aim here to construct a simple model, bounded by physical constraints, with a few free parameters tuned to match the observations of Ménard et al. (2010). This does not allow a determination of the redshift dependence, but fortunately the central redshift of \(z = 0.36\) in Ménard et al. is close to the midpoint of the line-of-sight integral for background galaxies at \(z \sim 1\). In order to be consistent with Ménard et al., we used the
We relate Equation scales. At large scales, the double-halo term dominates, and we relating them to the Ménard et al. should expect the true dust mass to be. Zu et al. metals necessarily go to dust formation. the yield in this dust model is that the total yield of metals goes where \( RV \) The Astrophysical Journal, Draine grain evaporation in high-temperature halos, but in this paper cutoff mass. A cutoff may be physically motivated, e.g., by Ménard et al. from the galactic center. In their model they use the data from using data from Ménard et al. hydrodynamics code that the dust produced through stellar evolution and \( M \) is the mass of the halo. (The precise choice of \( y \) is not important since the normalization parameter for our base model (Section 3.1), \( \alpha \), is degenerate with \( y \) and absorbs any error.) Our assumption for the yield in this dust model is that the total yield of metals goes to dust, which is an overestimate as we know not all metals are ejected into the circumgalactic region, and not all of the ejected metals necessarily go to dust formation. It is not a priori clear how far from this upper bound we should expect the true dust mass to be. Zu et al. (2011) show through hydrodynamic simulations that, depending on the transport mechanism, dust can found out about \( 10 \ h^{-1} \) Mpc from the galactic center. In their model they use the data from Ménard et al. (2010) in order to constrain their hydrodynamic simulations, which was the result of the smooth particle hydrodynamics code GADGET. In a similar study, though not using data from Ménard et al. (2010), we see from McKinnon et al. (2016) that the dust–metal ratio is typically higher out in the circumgalactic medium of a halo. Their simulation was executed using the moving mesh code AREPO.

### 3.1. Base Model

Since there are few measurements of dust out into virial radius of the halos, and the Ménard et al. (2010) data are sufficient to constrain two parameters (an amplitude and power law slope), we make a two-parameter model for \( M_d(M) \):

\[
M_d(M, z) = \alpha M_{d, upper}(M, z) e^{-M/M_{cutoff}},
\]

where \( \alpha \) is a dimensionless overall scaling and \( M_{cutoff} \) is a cutoff mass. A cutoff may be physically motivated, e.g., by grain evaporation in high-temperature halos, but in this paper we leave the cutoff scale to be determined empirically. As noted above, the value of the yield parameter, \( y \), defined in \( M_{dust, upper} \) does not affect our base model since the parameter \( \alpha \) normalizes our amplitude to the measured extinction.

We can determine the parameters in Equation (39) by relating them to the Ménard et al. (2010) measurement at two scales. At large scales, the double-halo term dominates, and we can constrain a combination of the dust density and dust bias. We relate Equation (30) in Ménard et al. (2010) to the double-halo quantity via

\[
\langle A_V \rangle(r_p) = b_g b_d \int_{r_p}^{r_{virial}} \frac{2.5}{\ln 10} \int_{-\infty}^{\infty} \xi(r_p, r) dr
\]

We now have two unknowns (\( \alpha \) and \( M_{cutoff} \)) and two constraints (single- and double-halo term), therefore we can uniquely determine the parameters in Equation (39). To do this, we rewrite \( \alpha \) as a function of \( M_{cutoff} \) in Equation (39) then compute \( b_g dr/\parallel \) in Equation (41) using the radius of the halo relevant to the dust mass measurement in Ménard et al. (2010). However, they claim that for an isothermal sphere model for the halo of a galaxy of luminosity \( 0.5L_\odot \), we see that a halo with that luminosity has a central halo mass of \( M \sim 4.11 \times 10^{11} h^{-1} M_\odot \), which leads to a value of \( r_p \sim 177 h^{-1} \) kpc. With this new radius, we compute the mass of dust measured to be about \( 4.1 \times 10^{10} h^{-1} M_\odot \). Now we can compute \( M_{cutoff} \) by finding the value that makes the two equations for \( b_g dr/\parallel \) (the equation that relates \( b_g dr/\parallel \) to the observed extinction, Equation (41), and the halo model in Equation (42) agree. This value turns out to be \( 6.73 \times 10^{12} h^{-1} M_\odot \) which gives a value of 0.353 for \( \alpha \) and completely constrains our model.

### 3.2. Ceiling and Floor Models

We will also define two “extreme” cases for our dust model that are within physical bounds of dust production/destruction. These extreme models will give us an idea of how sensitive our analysis is to the extrapolation of our dust mass model with redshift. We will define upper and lower bounds to our fiducial model (base model) based on the current understanding of circumgalactic dust and its evolution in order to test the sensitivity of our analysis to the types of dust mass models.

The essence of our argument for our upper bound (ceiling model) is based on the stellar metallicity relation at \( z \sim 2 \), function of the first kind, and \( k_p \) and \( r_p \) are the wavevector and radius perpendicular from the line of sight. We use this equation at \( r_p \sim 3 h^{-1} \) Mpc (well into the double-halo regime, and where there is still a detection in Ménard et al. 2010). We can break down the meaning of Equation (40) by examining each piece of the expression. The left-hand side is an average over realizations of extinction measurements of different galaxies due to dust in the \( V \) band. The right-hand side is composed of a projected 3D matter power spectrum onto the line of sight (integral) but is then converted to a galaxy–dust power spectrum with the bias coefficients \((b_g d/\parallel) \) (Takada & Jain 2003). The numerical coefficient is necessary to convert measurements in magnitudes to optical depth measurements (extinction).

We can further constrain our model by using the single-halo term, which constrains how much dust would be in a halo the size of that used in Ménard et al. (2010), i.e., the halo hosting a galaxy of luminosity \( 0.5L_\odot \). We can compute the total mass of dust in this sphere by integrating the volumetric extinction profile (Equation (31)) over the volume of a sphere at the virial radius of the halo.

For our analysis, we take the galaxy bias to be the halo bias corresponding to the galaxy sample in Ménard et al. (2010) (see below). Now the term in Equation (41), \( b_g dr/\parallel \) is related to the dust mass function by

\[
b_g d\parallel = \kappa_d(1+z)^3 \int_0^{M_{max}} dM_b \tau(M) \frac{dn}{dM} M_d(M).
\]
which is Equation (4) in Kashino et al. (2022):

$$\log \left( \frac{Z_{\text{stellar}}}{Z_\odot} \right) = -0.81 + 0.32 \log \left( \frac{M_{\text{stellar}}}{10^{10} M_\odot} \right),$$

where $Z_{\text{stellar,\odot}}$ are the stellar and solar metallicities, respectively. If we assume that total available yield of metals goes like $M_{\text{d,upper}} = 0.015 M_{\text{stellar}}$ and that $Z_\odot = 0.0142$, then we can find the fraction of metals in stars by dividing their mass (Equation (43) * $M_{\text{stellar}}$) with the total available metals. We also take into account that certain metals (Ar, Ne) do not form dust at all (Lodders 2019), which will reduce the amount of dust by about $\sim 15\%$. Since we are assuming the dust either goes into stars or circumgalatic dust, then the amount of metals that would go into the latter would be given by

$$M_d(z = 2.0, M) / M_{d,\text{upper}} = 0.85 \times \left( 1 - 0.147 \times \log \left( \frac{M_{\text{stellar}}(z = 2.0, M)}{10^{10} M_\odot} \right)^{0.32} \right).$$

We then linearly interpolate this dust model with our base model at redshift 0.36 to give

$$M_d(z, M) = M_d(z = 0.36, M) - \left( \frac{z - 0.36}{2.0 - 0.36} \right) \times (M_d(z = 0.36, M) - M_d(z = 2.0, M)).$$

For our lower bound (floor model), we make the assumption that no dust contributes to a shear measurements past redshift of 0.8, which is the extent of the Ménard et al. (2010) study.

4. Results

We evaluated the power spectra and corrections for all 55 redshift pairs from a set of 10 bins centered at $(z_i) = \{0.1, 0.3, 0.5, ..., 1.9\}$, which is similar to the redshift bins used in the Roman survey forecast. All of the cross- and auto-power spectra are incorporated in the Fisher matrix, but for display purposes we focus on the auto-correlations. We used the values $(M_{\text{cutoff}} - \alpha) = (6.72 \times 10^{12} h^{-1} M_\odot, 0.353)$ computed in the previous section based on extinction measurements of dust. All of our matter power spectra, $P(k)$, were computed from CLASS (Blas et al. 2011) and we used the default HMCODE prescription for the nonlinear power spectrum (Mead et al. 2015).

In Figure 3, we show the fiducial dust mass at $z = 0.36$. The left panel shows the integrand of Equation (42) multiplied by $M$, i.e., the contribution to the bias-weighted dust optical depth per logarithmic range in $M$. This allows us to see which mass ranges contributed the most to the double-halo amplitude. We see that halo masses $\sim 10^{15} h^{-1} M_\odot$ contribute the most to the double-halo term. In the right panel of Figure 3, we see that the dust mass falls off quickly for $M > 10^{15} h^{-1} M_\odot$. In Figure 4, we show the mean optical depth obtained by integrating Equation (33) up to some redshift $z$ (this is comparable to Figure 9 of Ménard et al. 2010). As expected, the mean optical depth increases as the redshift increases both because of the path length and because of the bluer rest-frame wavelength.

The bispectrum and its components for the base model are plotted in Figure 5. We can see that for large scales (small $k$), the triple- and double-halo terms ($h_{\text{dust}}$ and $P_{\text{dust}}$) dominate the total bispectrum, while at smaller scales the single-halo term ($P_{\text{dust}}$) is most important. Physically, this makes sense...
since we expect correlations involving different halos to be important at large scales and correlations within the same halo to be more important at small scales. The transition to the single-halo term dominating occurs at $k \sim 3h$ Mpc$^{-1}$, which is a smaller scale than for the matter bispectrum (e.g., Cooray & Hu 2001, Figure 1), because the dust-to-total-mass ratio falls off for higher halo masses; thus while the matter bispectrum contains a large contribution from the single-halo term for massive ($>10^{13} M_{\odot}$) halos, the matter–matter–dust bispectrum does not.

The correction $\Delta C_l$ depends on the slope of the number counts, $d \ln N/d \ln F$; we used the results for the Roman reference survey (Eifler et al. 2021a). The derivative was computed by finite difference, varying the effective flux limit by varying the number of exposures in the Roman Exposure Time Calculator (Hirata et al. 2013). We computed the ratio $\Delta C_l/C_l$ of the correction to the shear power spectrum relative to its base value. We found that their ratios deviated very slightly across a range of redshift samples as displayed by the black curves in Figure 6. We see in Figure 6 that the maximum fractional correction to the power spectrum $|\Delta C_l|/C_l$ is about 3 × 10$^{-3}$ (H band) or 2 × 10$^{-2}$ (r band). We can see in the bottom panel of Figure 6 (r band) that the fractional correction $|\Delta C_l|/C_l$ is slightly greater at $z = 1.5$ than at $z = 1.9$. The absolute correction $|\Delta C_l|$ is still increasing with redshift as we would expect (bottom panel of Figure 7), just not as fast as $C_l$. This follows the same reasoning as the increase in mean optical depth for increasing redshift since the integrand in Equation (22) is positively increasing with mean optical depth.

The corrections to the auto-power spectra are shown in Figure 6 (showing fractional corrections) and Figure 7 (showing absolute corrections $-\frac{1}{2}\Delta C_l/2\pi$).

The change in power spectrum is a complicated function of scale and redshift. In order to interpret our results, and understand their impact on weak lensing surveys, we apply several error metrics. The first ($Z^2$) operates purely in data vector space and compares the change in power spectrum to statistical errors. The second investigates how this change in the data vector would affect a measurement of the amplitude of structure ($\sigma_8$ with other parameters held fixed). Our error metrics depend on the survey parameters; here we use the Roman 2000 deg$^2$ reference survey, as described in Troxel et al. (2021), restricted to the 10 bins at $z < 2$ (there are higher-redshift bins, but they have few galaxies and as we push to higher redshifts the extrapolation of the dust model used in this paper becomes extreme).

The first metric we employ is the $Z^2$ error metric (used for Roman error budgeting; Troxel et al. 2021; see Massey et al. 2013; The LSST Dark Energy Science Collaboration et al. 2018; Euclid Collaboration et al. 2020 for discussions of other metrics). The values of $Z^2$ define the ratio of the systematic error to the statistical error (in a variance sense; $Z = \sqrt{Z^2}$ is the ratio of systematic to statistical error measured by standard deviations). We define $Z^2$ as

$$Z^2 \equiv \sum_{l \in \text{bins}} \sum_{\nu, \mu} \frac{\Delta C_l^{\alpha, \beta} \text{Cov}(C_l^{\alpha, \beta}, C_l^{\mu, \nu})}{\Delta C_l^{\alpha, \beta}}$$

$$= \sum_{l \in \text{bins}} \frac{N_{\text{modes}}}{2} \{C_l^{-1}\}_{\nu, \mu} \{C_l^{-1}\}_{\alpha, \beta} \Delta C_l^{\alpha, \beta} \Delta C_l^{\mu, \nu}, \quad (46)$$

where $N_{\text{modes}}$ is the number of $l$ modes per $l$-bin, $C_l^{\alpha, \beta}$ is the shear power spectrum at redshifts $z_\alpha$ and $z_\beta$, $\text{Cov}(C_l^{\alpha, \beta}, C_l^{\mu, \nu})^{-1}$ is the inverse of the covariance matrix between two power spectra functions at different redshift pairs, and the repeated indices implies a summation (except for the $l$ modes). We computed the $Z^2$ statistic of our corrections for the r band (620 nm) and H band (1580 nm). These values are listed in the order of their respective wavelengths in Table 1. We also computed the ratio of the systematic error ($\Delta C_l^{\alpha, \beta}$) to the statistical error of the Roman forecast $(\sigma(C_l^{\alpha, \beta}))$ in each bin. The maximum value
of this ratio is 0.36 and 0.044 for the $r$ and $H$ band, respectively. This indicates that in the $r$ band the systematic error is smaller than that in each bin, but when the bins are combined the systematic error is larger, as indicated by the $Z^2$ statistic.

We also investigate how the dust systematic impacts measurements of the growth of structure. Using the formalism of the Appendix, we split the power spectrum correction $\Delta C_i$ into a bias on the amplitude $\Delta \sigma_8 / \sigma_8$ (with all other parameters fixed) and a “reduced $Z^{red}$” analogous to Equation (46) but where we only include the residual systematic $\Delta C_i$ which is not degenerate with the change in $\sigma_8$. Since $Z_{\text{red}} / Z \sim 0.5$ in both cases, the dust systematic is mostly (but not exactly) degenerate with $\sigma_8$. We can see that the biases are both negative, which makes sense because we expect the effect of dust to underestimate the growth of structure, thus reducing our value of $\sigma_8$.

5. Discussion

Roman’s most sensitive shape measurement band is the $H$ band, so in the 2000 deg$^2$ reference survey, our simplest model to the dust correction is below the statistical errors. However, if we were to quadruple our observing area to 8000 deg$^2$ (which might happen in an extended mission, or in a single-band extension of the reference survey during the primary mission: Eifler et al. 2021b), we would get $Z_H \sim 2 \times 0.37 = 0.74$. As the survey area grows, the need to mitigate the effects of dust will become important. We also see that in the bluer bands, the effects of dust grow. While Roman plans to use the near-infrared filters ($J$ and redder) for shape measurement, the large ground-based surveys have more commonly used $r$ and $i$ filters; this also increases the importance of dust mitigation.

Current cosmic shear results from the Dark Energy Survey Year 3 analysis have reached $\sim 2\%$ precision on $S_8 = \sigma_8 \sqrt{\Omega_m/0.3}$ (i.e., $\sigma_8$ with a power of $\Omega_m$ scaled out; Amon et al. 2022). At the current level of precision, we do not expect the dust systematic in our fiducial model to be important. We note that a major current objective is to compare the amplitude of structure measured via weak lensing with that inferred from the CMB anisotropies. With the primary anisotropy data from Planck, $S_8$ is constrained to $\sim 2\%$ and the primordial amplitude $A_s^{1/2}$ is constrained to $0.8\%$ (Planck Collaboration et al. 2020), with the latter limited primarily by the uncertainty in the optical depth due to reionization (which rescales the entire high-$f$ CMB power spectrum). So again for the purposes of comparing the primary CMB anisotropies to the weak lensing amplitude, we do not expect circumgalactic dust to be a significant systematic for the ongoing analyses.

However, looking into the future with Roman, and with the large-area optical weak lensing surveys Euclid and LSST, circumgalactic dust will be an important contribution to the data vector $(Z > 1$ in the optical and $\sim 0.5$—so not negligible—in the near-infrared). Moreover, comparisons of low-redshift amplitude of structure to CMB observations will continue to improve (e.g., with CMB-S4; Abazajian et al. 2016), including with CMB lensing information where the amplitude is not limited by the optical depth degeneracy.

Fortunately, this same next generation of wide-field cosmology surveys will also enable much better constraints on circumgalactic dust. They will provide many more background sources than used in Ménard et al. (2010), enabling analyses that are more finely binned by foreground galaxy properties. This includes probing redshift evolution, which could not be constrained in this paper and is one of the main limitations of our study. The combination of these surveys will

---

The marginalized precision on $\sigma_8$ in Amon et al. (2022) is $9\%$, but due to the degeneracy direction of $3 \times 2$-point constraints, the error on $S_8$ is a better indicator of the constraining power of the current data.
also have photometric coverage from $u$ band through $2 \mu m$, which will reduce the sensitivity to the assumed reddening law.

Weak lensing is a powerful statistical tool for understanding the cosmology and dynamics of our universe. In order to make the most of this powerful tool, we will need to mitigate its systematics, such as extinction of background images due to circumgalactic dust. Our results further motivate the need to better understand circumgalactic dust as well as improve and develop better wide field image surveys such as Roman and LSST. By better understanding the effects of dust on weak lensing, we will better understand the cosmological models of our universe.
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Appendix

The Reduced $Z^2$ Metric

Here we describe some details of the error metrics, including the bias on $\sigma_8$.

We start by defining the “data” space spanned by the possible power spectra, $D \equiv \{ C^{\alpha \beta}_\ell \}$ (whose dimensionality is the number of power spectrum bins). The inverse of the covariance matrix Cov$[C^{\alpha \beta}_\ell, C^{\mu \nu}_\ell]$ defines a metric on this space (the Fisher information metric on $D$). If there is a systematic

![Fractional Corrections in H-band (1580 nm)](image)

![Fractional Corrections in r-band (620 nm)](image)

Figure 6. Fractional corrections to the shear auto-power spectra, $-\Delta C_l/C_\ell$, for the indicated redshift slices. The top panel shows the observer-frame $H$ band, and the bottom panel shows the observer-frame $r$ band.
We are now interested in what happens when we fit a single parameter $s = \ln \sigma_8$. Figure 8 is a 2D analog of the higher-dimensional space that actually spans our data space. The curve in Figure 8 is the collection of power spectra with all variables kept fix except that we vary $s = \ln \sigma_8$. If we do a fit varying the single parameter $p = \ln \sigma_8$, then there is a bias of

$$
\Delta \ln \sigma_8 = \sum_i \partial_{\ln \sigma_8} - \frac{1}{\sum_i \partial_{\ln \sigma_8} - \frac{1}{\sum_i \partial_{\ln \sigma_8} C_{i}^{\alpha \beta} \frac{1}{\sum_i \partial_{\ln \sigma_8} C_{i}^{\alpha \beta}}} \Delta C_{i}^{\alpha \beta} \sum_i \partial_{\ln \sigma_8} C_{i}^{\alpha \beta} \frac{1}{\sum_i \partial_{\ln \sigma_8} C_{i}^{\alpha \beta}} \partial_{\ln \sigma_8} C_{i}^{\mu \nu}}$$

(see, e.g., Appendix A of Kim et al. 2004 or Section 2 of Amara & Réfrégier 2008).

In general, the systematic vector $\Delta C_{i}^{\alpha \beta}$ is not exactly degenerate with $\sigma_8$, i.e., it is not parallel to $\partial C_{i}^{\alpha \beta} / \partial \ln \sigma_8$ in data space. We are interested in the magnitude of the residual systematic, i.e., $\Delta C_{i}^{\alpha \beta}$ with the change of $\sigma_8$ scaled out. This leads to

$$
Z^{2}_{\text{reduced}} = \sum_i (\Delta C_{i}^{\alpha \beta} - \Delta \epsilon \partial_{\ln \sigma_8} C_{i}^{\alpha \beta}) \times \text{Cov}[C_{i}^{\alpha \beta}, C_{i}^{\mu \nu}]^{-1} (\Delta C_{i}^{\mu \nu} - \Delta \epsilon \partial_{\ln \sigma_8} C_{i}^{\mu \nu}),
$$

(A2)
\[ \mathbf{D} = \{ C_l^{\alpha \beta} \} \]

\[ \Delta C_l^{\alpha \beta} = \sum_{\ell} (\Delta C_l^{\alpha \gamma} \text{Cov}(C_l^{\alpha \gamma}, C_l^{\mu \beta}) - \left( \sum_{\ell} \partial_{\ln a_l} C_l^{\alpha \gamma} \text{Cov}(C_l^{\alpha \gamma}, C_l^{\mu \beta}) \right) - \sum_{\ell} \partial_{\ln a_l} C_l^{\alpha \gamma} \text{Cov}(C_l^{\alpha \gamma}, C_l^{\mu \beta})^{-1} \partial_{\ln a_l} C_l^{\mu \beta}, \]

where we see that the first term in Equation (A3) is the \( Z^2 \) we defined earlier.

The Fisher information metric provides a simple geometric interpretation of these results. We use the dot product to denote an inner product in this metric. If \( \Delta C \) is the systematic, and \( v \) is the vector \( \partial C_l^{\alpha \beta} / \partial \ln a_\ell \), then

\[ Z^2 = \Delta C \cdot \Delta C, \quad \Delta C_{\perp} = \Delta C - \frac{\mathbf{v} \cdot \Delta C}{\mathbf{v} \cdot \mathbf{v}} \mathbf{v}, \]

and \( Z^2_{\text{reduced}} = \Delta C_{\perp} \cdot \Delta C_{\perp} = Z^2 \sin^2 \theta = Z^2 (1 - \cos^2 \theta), \) \( \text{(A4)} \)

where

\[ \cos^2 \theta = \frac{(\mathbf{v} \cdot \Delta C)^2}{(\Delta C \cdot \Delta C)(\mathbf{v} \cdot \mathbf{v})}. \] \( \text{(A5)} \)

Thus \( Z_{\text{reduced}} \) tells us about the part of the systematic orthogonal to changes in \( \sigma_8 \).
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