Application of variance-based sensitivity analysis in modeling oil well productivity and injectivity
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Abstract
Well intervention performed on oil or gas well often involves the injection of different stimulating fluids or chemical solutions that aims to increase the production rate. The main objective of this paper is to identify the effect of uncertainty in different variables and parameters used to quantify well productivity and injectivity. Monte Carlo simulation technique is used to develop probabilistic models for radial Darcy’s inflow on the one hand and near wellbore water-based chemical injection on the other hand. The probabilistic model is based on assigning probability density function for all variables and parameters used in the governing formulas. Variance-based sensitivity analysis (VBSA) was performed to quantify the contribution and the correlation between different model’s inputs and outputs. Results indicate that some rough assumptions for about 60% of injectivity model’s parameters and factors, i.e., value with considerable error/uncertainty, can still result in output with small standard deviation in comparison with other parameters. In Darcy’s law, the uncertainty in reservoir pressure value affects the calculated flow rate two times higher than the effect of the formation of permeability or produced fluid viscosity. At low drawdown condition, about 50% of Darcy’s flow variance is caused by the uncertainty in reservoir pressure input value. Throughout VBSA, it is also found that data accuracy of variables and parameters used in the injectivity model is not of importance as for formation permeability, injected fluid viscosity, pressure, and temperature of the injected fluid. Application of this methodology will focus on the cost of information needed by the decision makers and will save a lot of efforts and resources needed to apply confirmation tests or to validate different data sets.
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Introduction
For almost all the oil fields around the world, there are essential needs to apply a sort of good treatment from time to time or to apply stimulation techniques to enhance the daily oil production. Acidizing, hydraulic fracturing, solvent injection, chemical water shutoff, cyclic steam stimulation, resin injection, and many other well treatment methods are applied to producing wells. Modeling of the production performance before and after applying well intervention or stimulation treatment will help in the design process of the treatment. Quantification of risks and opportunities associated with the treatment will lead to making the right well intervention or stimulation decision (Devictor 2007).

Once a certain reservoir/well is exposed to production enhancement/stimulation, the next step will be gathering the data. The collected reservoir or well data are always associated with lots of uncertainties. And obviously, acquiring more information will cost time, effort, and resources (Jonkman and Bos 2000). The uncertainties in well and/or reservoir data usually occur because of:

1. Having a single-point value for the number of reservoir/well parameters and factors
2. Subjective estimation for missing information or data gaps
3. Errors in measurements and readings
4. Errors in the calculation, especially when using commercial software
5. Time factor: values of a lot of reservoir and well-flowing parameters are function of time
6. Others, such as human and software errors.

Thus, it is important to evaluate the risk of using uncertain values for some of the variables and parameters used during the screening or designing of a well treatment process.

**Monte Carlo simulation, sensitivity analysis, and value of information**

Modern engineering design makes extensive use of computer models to test designs before they are manufactured (Rapley 2003). Sensitivity analysis allows designers to assess the effects and sources of uncertainties, in the interest of building robust models (Becker and Rowson 2011). For an engineering model with a number of variables and parameters, it is important to assess input parameters contribute the most to output variability and then assess, if require, additional research to strengthen the knowledge base. It is also useful to assess the parameters that are insignificant and can be eliminated from the final model, thereby reducing the output uncertainty (Chan and Saltelli 1997).

In order to help to analyze decision, results of sensitivity analysis should be quantitative rather than qualitative to enable meaningful comparisons and the desired sensitivity analysis method should be independent of model assumptions (McNamee and Celona 2008).

In probability theory and statistics, variance measures how far a set of numbers are spread out around the average value of a variable (Loeve 1977). Variance-based sensitivity analysis (VBSA) is a form of global sensitivity analysis. When a certain problem is modeled in a probabilistic framework, i.e., inputs are given in terms of ranges or probability distribution curves, VBSA decomposes the variance of the output of the model into fractions which can be attributed to inputs. For example, given a model with two inputs and one output, one might find that 80% of the output variance is caused by the variance in the first input and 20% by the variance in the second. These percentages are directly interpreted as measures of sensitivity (Sobol 2001).

The VBSA methods are model free and do not assume substitute functional relationship for the model under investigation unlike regression and correlation-based method (Mollaei and Lake 2011). Therefore, VBSA methods are suitable for the sensitivity analysis of well injectivity and productivity-complicated models. VBSA is conducted through four steps (Chan and Saltelli 1997):

1. Building a computational model and defining its input and output variable(s),
2. Defining uncertainty ranges and assigning probability density functions to each input variable,
3. Using random sampling method (as for Monte Carlo simulation) and generating an input matrix and evaluating the output, and
4. Assessing the influences of each input variable on the output

Monte Carlo simulation is a well-known numerical modeling technique. This technique uses random numbers that are generated within a selected probability distribution model and can have upper and lower limits for an uncertain variable (model input) (Sarmiento and Steingrimsson 2007). Monte Carlo simulation represents uncertainty surrounding all possible incomes and outcomes for various options by setting probabilistic distributions for each of the inputs. The probabilistic distribution or density function that will be assigned to each input depends on the margin of error of obtained data input.

Utilizing Monte Carlo simulation allowed us to apply VBSA for all variables included in the mathematical formulae used for the design of well treatment (well injectivity and productivity). The results of VBSA showed the effect of each variable on the final output. Quantifying this effect by applying different value ranges and different probability distributions to each variable and recording the outcomes for each simulation run gives a clear ranking to the studied variables in terms of contribution to the output’s variance as a result from applying VBSA. This ranking has a direct impact on future decisions that are related to data collection and the application of different methodologies to obtain an accurate value of each variable (Hanssensvei), i.e., value of information (VOI). VOI is the main concern in technical decision making, especially for variables related to pressures, reservoir’s fluids, and rock properties. That is because of the high costs encountered in each of the well operation or laboratory test needed to obtain or verify the numerical value of each variable (Bratvold 2010).

Therefore, VOI can be achieved and benefited through the application of VBSA on a known model that can help to reduce the uncertainty of output results significantly by reducing the uncertainty of the input parameters that cause the largest uncertainty. This is applied to a simple well treatment model, in which hypothetical data were used for different uncertainty ranges. Decision analysis process based on VOI obtained through the VBSA is developed for a well treatment design, which may include injection of fluids into a well and then back-production from the same well as the case for many stimulation treatments. Figure 1 shows the newly developed procedure to help in undertaking well
stimulation technical decision. This procedure includes the following steps:

1. To develop a simple screening model using probability-based inputs
2. To apply the VBSA on the screening model using Monte Carlo simulation
3. Determination of variables that have a high impact on the design model’s outcomes
4. Data validation: once the uncertain parameters that highly affect the output were defined then it is important to find out clear-cut values of those parameters before applying them in a deterministic treatment design model.

**Injectivity and productivity models**

For an oil well completed in a number of layers/formations, the following models were created to simulate the well treatment in terms of injection of water-based chemical solution and oil production afterward:

1. Fluid injectivity: where it is required to estimate the penetration or invasion depth into all opened zones. The complexity of this issue comes when the fluid injection is bullheaded in multilayer reservoir, i.e., no zone isolation is applied. Bullhead injection of well stimulation fluid is considered a cost-effective operational method, in which the treatment fluid(s) is injected in all opened zones without zone isolation. A simple analytical model, using Microsoft Excel and Monte Carlo simulation, was developed to calculate and to illustrate the radial invasion of a stimulation fluid(s) into all opened zones. The model also calculates the injected fluid volume in each zone. It also predicts the fluid injection rate in each opened zone provided that reservoir data are available and correct. During the bullhead injection process into multi-opened zones, the radius of fluid invasion or penetration into each zone can be determined by normalizing all invasion radii to the maximum designed invasion radius, \( r_{\text{max}} \). This can be done by pre-defining the value of \( r_{\text{max}} \) as in the following developed expression based on Darcy’s flow equation:

\[
\frac{r_j}{r_{\text{max}}} = \frac{k_j (P_i - P_j) \cdot \varphi_{j,\text{max}} \cdot (1 - s_{\text{or},j}) \cdot \ln \left( \frac{r_{\text{max}}}{r_j} \right)}{k_{j,\text{max}} (P_i - P_{\text{max},j}) \cdot \varphi_j \cdot (1 - s_{\text{or},j}) \cdot \ln \left( \frac{r_{\text{max}}}{r_j} \right)},
\]

where \( r_j \) is the injected fluid invasion radius in layer \( j \), \( k \) is the formation permeability, \( P_i \) is the injection pressure, \( P_j \) is the reservoir pressure, \( r_w \) is wellbore radius, \( s_{\text{or},j} \) is the residual oil saturation, and \( \varphi \) is the formation porosity.

In order to determine the \((j_{\text{max}})\) layer, a \([k_j \cdot (P_i - P_j) \cdot \varphi_j] \) function is created based on the contribution of each parameter in the calculation of each \( r_j \). It was found that for any bullhead liquid injection in the multilayered reservoir, the deepest penetration occurs in the layer which has the lowest formation pressure and the highest permeability.

2. Temperature distribution within the fluid-invaded area: since the injected fluid will gain the reservoir heat during the injection process. Injected fluid temperature should be modeled while considering the fact that fluid temperature plays the main role in scheming chemical reaction during the injection process. Bullhead injection of any fluid into the reservoir will temporarily cool down the wellbore vicinity. Modeling such cooling effect is useful when it comes to designing well shut-in/soak period and/or chemical gelation time for well treatment using, for instance, polymer or x-linked polymer placement. The cooled area around the wellbore due to heat transfer between the relatively low temperature \( T_i \) of the injected fluid with injection rate \( i \) and the high temperature of the reservoir formation \( T_j \) at time \( t \) can be modeled based on Marx and Langenheim (1959) model as:
The combination of fluid injectivity model, temperature distribution model, and chemical dilution model can give a better prediction to the reaction kinetics at any point inside multilayered formation during and after the injection process.

4. Inflow performance using Darcy’s law (Joseph 1985) for steady-state radial flow $q_j$ and skin factor $s$.

$$q_j = \frac{k_jh_j(P_i - P_f)}{141.2B\mu \left( \ln \frac{L}{r_w} + s \right)}$$

(4)

The injectivity and productivity models have got many variables and parameters as shown in the equations from 1 to 4. Uncertainties are associating with all these variables. Modeling these equations stochastically, i.e., by assigning probability distribution function for the inputs (with different ranges of possible errors: minimum and maximum), will allow us to apply the VBSA method.

Many calculation trials and scenarios were performed using data from the literature in which:

1. All inputs are assumed as a range of values between the minimum and maximum limits (uniform probability distribution), and then the VBSA is applied on the output.
2. All inputs are given a mean value, minimum and maximum values (triangular or beta PERT probability distributions), and then the VBSA is applied and results are recorded.
3. Different probability density functions are assigned to the inputs, and the VBSA is applied on the output and compared with the two previous scenarios.
4. The range between the minimum and maximum limits for each input was changed from ±3% to ±50% from the mean value, and the VBSA is applied on the outputs and compared for all previous scenarios.

Two spreadsheet examples for injectivity and productivity calculation with different uncertainty ranges and PDFs are illustrated in Appendix 1, in which the source of data is from a Sudanese oil well.

**VBSA results**

Throughout the sensitivity analysis, it is found that residual oil saturation has a minor effect on the injected fluid invasion radius, while porosity, permeability, injected fluid viscosity, and pressure difference (between injection pressure and formation pressure) are all important to determine accurate penetration depth of the injected fluid into any opened zone. Although porosity value is important in the injected pore volume calculation, the flushing radius or fluid’s invasion/penetration depth into the formation must be calculated first in order to determine the injected pore volume in each layer for bullheading well treatment. Figure 2 illustrates the relationship between the inputs and the invasion radius (Ri) in terms of correlation and inputs contribution to Ri variance.

However, when the VBSA was performed for the calculated injected fluid volume, it was found that it is highly affected by the uncertainties in values of pay zone thickness, injected fluid viscosity, and formation permeability.

Heat transfer during the injection process from the hot formation to the relatively cold injecting fluid was modeled as per equation 2. From the results of sensitivity analysis, it was found that the value of the injected fluid temperature at any point in the reservoir mainly depends on the initial formation temperature, and therefore, the uncertainty in the
other variables, i.e., rock and reservoir fluids’ heat capacity and conductivity, is not contributing to the calculated cooled zone around the wellbore during the injection, as shown in Fig. 3. In addition, the VBSA indicates also that the calculated chemical concentration at any point around the wellbore is mainly affected by the value of the initial chemical concentration. However, this value can also be affected by the uncertainties in the calculated fluid penetration radius but not with irreducible water saturation and residual oil saturation as shown in Fig. 4.

On the other hand, the results of VBSA on Darcy’s flow indicate the importance of having accurate reservoir pressure data since the calculated production rate is highly sensitive to pressure in comparison with permeability, formation volume factor, and viscosity values, i.e., the uncertainty in reservoir pressure value affects the flow rate calculation and results in two times higher than the effect of the formation permeability or produced fluid viscosity. Uncertainty in the values of drainage radius or skin factor slightly affects the calculated production rate as shown in Fig. 5.

In order to correlate the relationship between all possible uncertainty ranges of reservoir pressure and Darcy’s flow variance, the ratio between drawdown and reservoir pressure (ΔP/Pr) is plotted versus Darcy’s flow variance as illustrated in Fig. 6. For low drawdown, the calculated/modeled flow rate is very sensitive to uncertainty in reservoir pressure value (about 50% of Darcy’s flow variance is caused by uncertainty in reservoir pressure value).

In summary, the VOI of the following variables is higher than other variables as per the models above:

1. Injected fluid temperature calculated/measured downhole; this variable is mainly dependent on two factors, which are fluid’s surface temperature and geothermal gradient. Accurate information about these factors is easy to obtain.
2. Injected fluid viscosity: this variable can be modeled via laboratory tests in which the viscosity is measured at different temperatures and shear rates.
3. Layer’s temperature: it is better to be measured rather than making rough estimation using geothermal gradient.
4. The pressure difference between the injected fluid and the pore pressure: the value of this variable must carefully be determined through calculations and measure-
Cross-checking of the calculated values of the pressure is highly recommended.

5. Layer thickness: it is very important to determine the accurate value for this factor when it comes to the estimation of total treatment fluid’s volume.

6. Porosity: although precise information about formation porosity is not important for the estimation of the temperature and chemical concentration profiles around the wellbore, it is important for the calculation of the fluid invasion radius.

7. Permeability: an accurate value of the effective permeability is highly considered for the calculation of the invaded area and the injected fluid’s volume. Laboratory tests are required to estimate the relative permeability versus saturation as well as the rock’s absolute permeability. Inaccurate value of the effective permeability will be vulnerable for the outcome of the entire injectivity simulation, which is not the case for well productivity models.

8. Initial chemical concentration in the injected fluid: it is a designing variable; therefore, it should be carefully determined.

9. Reservoir pressure and drawdown: although oil production rate is a function of many variables and factors, it is very sensitive to pressure value and its uncertainty range.

In addition, simulation trails on the productivity probabilistic model indicated that probability density function assigned to model’s input variables has a limited effect on the outcomes in terms of sensitivity to output variance. It is also found that increasing the uncertainty ranges given to the model’s input from ±3% to ±30% has a trivial effect on the VBSA on the calculated flow rate (see the “Appendix” section).

Benefits of data validation using probability-based models

The expected benefits of data validation using the VBSA for operating companies, service companies, and engineering consultant are compiled in Table 1.

Conclusion

1. Quantified VOI can be obtained by applying the VBSA on a known model, such as Darcy’s flow or injectivity model, and thus we can reduce the uncertainty of the model’s output significantly by reducing the uncertainty of the input parameters that cause the largest uncertainty.

2. A simple model, using Microsoft Excel and Monte Carlo simulation, is developed to calculate and illustrate injection fluid invasion into all opened zones. The model also calculates the injected fluid volume in each zone. It also predicts the fluid injection and production rate in and from each opened zone. Heat transfer during the injection process from the hot formation to the cold injecting...
fluid is modeled. In other words, the cooling effect of the injected fluid in a radial and a vertical direction is simulated for every invaded zone, in which the cooled radius and the cooled thickness are estimated during the fluid injection process. In addition, an equation is developed to simulate the dilution process of dissolved chemicals in water-based solution during the invasion of the solution fluid into the reservoir formation layer.

3. The combination of fluid injectivity model, temperature distribution model, and chemical dilution model can give a better prediction to the reaction kinetics at any point inside the multilayered formation during and after the injection process. However, the effect of data accuracy of many variables and parameters used in the injectivity model is found to be less important compared to injected fluid’s temperature, viscosity, chemical concentration, and pressure. Uncertainty in heat capacities and fluids saturations values for each formation layer has a very limited effect on temperature profile around the well during the injection.

4. Modeled production rate based on steady-state radial Darcy’s flow is found to be highly sensitive to formation pressure in comparison with permeability, formation volume factor, and viscosity values. Uncertainty in the values of drainage radius or skin factor slightly affects the calculated production rate.

5. Simulation trails on the productivity probabilistic model indicated that probability density function assigned to model’s input variables has a limited effect on the outcomes in terms of sensitivity to output variance. It is also found that increasing the uncertainty ranges given to model’s input from ±3% to ±30% has a trivial effect on the VBSA on the calculated flow rate.

6. A lot of technical benefits and cost-effectiveness can be achieved by applying the VBSA on probability-based models for future well stimulation treatments in petroleum operating companies, service companies, and consultants.

Open Access This article is distributed under the terms of the Creative Commons Attribution 4.0 International License (http://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in any medium, provided you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons license, and indicate if changes were made.

Appendix

1. Injectivity spreadsheet example
### Reservoir Rock and Fluids - Thermal Properties and Density

| Variable                                           | Value   |
|----------------------------------------------------|---------|
| Rock Heat Capacity, J/[kg,C]                       | 900     |
| Rock Density, [kg/m³]                              | 2675    |
| Rock Heat conductivity, [W/m³]                     | 2.21    |
| Rock Volumetric heat capacity for over/under burden, [J/m³] | 2.70E+06 |
| Oil Heat Capacity, J/[kg,C]                        | 2093    |
| Oil Density, [kg/m³]                               | 900     |
| Oil Heat conductivity, [W/m³]                       | 0.17    |
| Water Heat Capacity, J/[kg,C]                      | 4187    |
| Water Density, [kg/m³]                             | 1000    |
| Water Heat conductivity, [W/m³]                     | 0.78    |

### Data of Injected Fluid and Near Wellbore Area

| Variable                                           | Value   |
|----------------------------------------------------|---------|
| Injected fluid Temp. @ bottomhole, °C              | 65      |
| Injection fluid Viscosity, cp                      | 1.5     |
| Injection pressure, psi                            | 1450    |
| Wellbore radius, rₚ, ft                            | 0.328   |
| Ln(R/Rw)                                           | 2.5     |
| Injection time, mint                               | 30      |
| Layer temperature, °C                              | 95      |
| Pressure difference, psi                           | 55      |
| Layer thickness, ft                                | 10      |
| Residual Oil Saturation, Sor                       | 0.3     |
| Porosity, ꜀                                       | 0.25    |
| Permeability, k, [mD]                              | 220     |
| Irreducible water saturation, Swi                  | 0.2     |
| Initial chemical concentration, [x]%               | 10%     |

### Simulation Results

| Variable                                           | Calculated value |
|----------------------------------------------------|------------------|
| Invasion radius, µ                                                | 2.2              |
| Injected fluid volume, [bbl]                                  | 4.8              |
| Volumetric Heat Capacity of the saturated rock, [J/m³]         | 2679628          |
| thermal diffusivity, [m²/s]                                  | 6.74254E-07      |
| Mass flow, [kg/s]                                            | 0.43             |
| Dimensionless time, td                                       | 0.000529971      |
| Coiled area [m²]                                             | 0.85             |
| Radius of cooled area, rc [m]                                | 0.52880041       |
| Coiled area [ft²]                                            | 9.117929056      |
| Radius of cooled area, [ft]                                  | 1.73490496       |
| zc + h @rw [m]                                               | 3.048            |
| zc + h @rc [m]                                               | 2.9446059        |
| zc + h @rw [ft]                                              | 10               |
| Td @rw                                                      | 0.622223497      |
| Td @50%R                                                    | 0.976302073      |
| Td @rc                                                     | 0.978759795      |
| Temperature @ rw, °C                                         | 84               |
| Temperature @ rc, °C                                         | 94.363           |
| Chemical concentration @ 25%R                                | 9.64             |
| Chemical concentration @ 50%R                                | 9.14             |
| Chemical concentration @ 75%R                                | 8.50             |
| Chemical concentration @ 100%R                               | 7.78             |

| Variable                                           | Mean   | Min   | Max   | Variance |
|----------------------------------------------------|--------|-------|-------|----------|
| Invasion radius, µ                                                | 2.2    | 1.7   | 2.9   | 0.1680375 |
| Injected fluid volume, [bbl]                                  | 4.8    | 0.014078 | 0.096647 | 0.2669372 | 0.243396 |
| Volumetric Heat Capacity of the saturated rock, [J/m³]         | 26796103 | 20551664.4 | 3460070.5 | 2116644.9 |
| thermal diffusivity, [m²/s]                                  | 6.786E-07 | 4.572E-07 | 9.728E-07 | 7.401E-07 |
| Mass flow, [kg/s]                                            | 0.4272881 | 0.2380281 | 0.7198211 | 0.7019819 |
| Dimensionless time, td                                       | 0.000564 | 0.0001904 | 0.0002032 | 0.0001191 |
| Coiled area [m²]                                             | 0.9595959 | 0.2359684 | 9.6931812 | 0.4953359 |
| Radius of cooled area, rc [m]                                | 0.5490371 | 0.2917292 | 1.7526981 | 0.1183359 |
| Temperature @ rw, °C                                         | 83.626104 | 69.193119 | 99.210868 | 4.8795638 |
| Temperature @ rc, °C                                         | 94.276817 | 77.03119 | 112.229699 | 6.8608412 |
| Chemical concentration @ 25%R                                | 0.0933424 | 0.0772858 | 0.1150558 | 0.0072573 |
| Chemical concentration @ 50%R                                | 0.0913243 | 0.0727596 | 0.1095711 | 0.0069061 |
| Chemical concentration @ 75%R                                | 0.0848941 | 0.0670736 | 0.1024499 | 0.0064775 |
| Chemical concentration @ 100%R                               | 0.0777108 | 0.0688483 | 0.0945827 | 0.0060219 |
2. Production forecast example based on Darcy’s radial flow

| Model Inputs | Variables | Most likely value | Uncertainty range |
|--------------|-----------|------------------|-------------------|
|              |           | Min. | Max. | Min. | Max. | Min. | Max. | Min. | Max. |
|              | Layer thickness | h, ft | 50   | 48.5 | 51.5 | 45   | 55  | 35   | 5  | 25  | 75  |
|              | Reservoir pressure | P_r, psi | 3000 | 2910 | 3090 | 2700 | 3300 | 2100 | 3900 | 1500 | 4500 |
|              | Bottomhole flowing pressure | Pwf, psi | 1000 | 970 | 1010 | 900 | 1100 | 700 | 1300 | 500 | 1500 |
|              | Formation volume factor | B | 1.3 | 1.067 | 1.133 | 0.99 | 1.21 | 1.07 | 1.03 | 0.55 | 1.65 |
|              | Fluid viscosity | M_v, cp | 0.7 | 0.679 | 0.721 | 0.63 | 0.77 | 0.49 | 0.91 | 0.35 | 1.05 |
|              | Wellbore radius | r_w, ft | 0.328 | 0.3186 | 0.3378 | 0.2952 | 0.3608 | 0.2892 | 0.4265 | 0.2074 | 0.492 |
|              | Drainage radius | r_d, ft | 100 | 722.65 | 767.35 | 670.5 | 819.5 | 521.5 | 968.5 | 372.5 | 1117.5 |
|              | Formation permeability | k, mD | 10 | 9.7 | 10.3 | 9 | 11 | 7 | 13 | 5 | 15 |

### Simulation results

#### 1. Uncertainty range 3%

| Statistical values for the calculated Darcy flow rate, BDF (mD) | Different PDF assigned to inputs |
|---------------------------------------------------------------|----------------------------------|
| Variables/inputs | Sensitivity to variance |
| Reservoir pressure | 34% | 35% | 35% |
| Layer thickness | 15% | 16% | 15% | 12% |
| Formation volume factor | 15% | 14% | 14% | 14% |
| Fluid viscosity | 16% | 16% | 15% | 15% |
| Formation permeability | 15% | 15% | 15% | 12% |
| Skin factor | 5% | 5% | 5% | 31% |
| Wellbore radius | 0% | 0% | 0% | 0% |
| Drainage radius | 0% | 0% | 0% | 0% |

#### 2. Uncertainty range 10%

| Statistical values for the calculated Darcy flow rate, BDF (mD) | Different PDF assigned to inputs |
|---------------------------------------------------------------|----------------------------------|
| Variables/inputs | Sensitivity to variance |
| Reservoir pressure | 34% | 35% | 35% |
| Layer thickness | 15% | 15% | 15% | 12% |
| Formation volume factor | 15% | 15% | 15% | 15% |
| Fluid viscosity | 17% | 14% | 15% | 15% |
| Formation permeability | 14% | 14% | 15% | 14% |
| Skin factor | 4% | 4% | 4% | 9% |
| Wellbore radius | 0% | 0% | 0% | 0% |
| Drainage radius | 0% | 0% | 0% | 0% |

#### 3. Uncertainty range 30%

| Statistical values for the calculated Darcy flow rate, BDF (mD) | Different PDF assigned to inputs |
|---------------------------------------------------------------|----------------------------------|
| Variables/inputs | Sensitivity to variance |
| Reservoir pressure | 34% | 35% | 35% |
| Layer thickness | 15% | 15% | 15% | 15% |
| Formation volume factor | 15% | 15% | 15% | 15% |
| Fluid viscosity | 17% | 14% | 15% | 15% |
| Formation permeability | 14% | 14% | 15% | 14% |
| Skin factor | 4% | 4% | 4% | 9% |
| Wellbore radius | 0% | 0% | 0% | 0% |
| Drainage radius | 0% | 0% | 0% | 0% |
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