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Abstract

The superior performance of deep convolutional networks over high-dimensional problems have made them very popular for several applications. Despite their wide adoption, their underlying mechanisms still remain unclear with their improvement procedures still relying mainly on a trial and error process. We introduce a novel sensitivity analysis based on the Gestalt theory for giving insights into the classifier function and intermediate layers. Since Gestalt psychology stipulates that perception can be a product of complex interactions among several elements, we perform an ablation study based on this concept to discover which principles and image context significantly contribute in the network classification. Our results reveal that convnets follow most of the visual cortical perceptual mechanisms defined by the Gestalt principles at several levels. The proposed framework stimulates specific feature maps in classification problems and reveal important network attributes that can produce more explainable network models.

1. Introduction

Explaining how deep neural networks work is an open and challenging task. Certain insights about their underlying mechanisms can help users and researches to explain their operation, identify potential strengths and weaknesses, and help them to easily understand how they work, operate and infer. In addition, network optimization will be an easier process for the user, as it will be easier to identify errors and imperfections in terms of architecture and accuracy.

The need for better model understanding has become even more urgent, as the use of deep learning techniques is already extended to areas such as autonomous vehicles, robotic industrial systems, medical devices, and security systems. Inevitably, in all these systems there will be a human interaction (autonomous vehicle - pedestrian, industrial robot - worker) resulting in critical decisions for the autonomous systems which can even influence the lives of people interacting with them. These questions and concerns have been established and have recently become widely known following various open letters co-signed by distinguished scientists and academics [16]. The better understanding of the emerging generation models of deep convolutional networks will help the scientific community to bring further developments with the ultimate goal in the end-user confidence.

Various works have been recently proposed for such understanding targeting at different methodologies and goals. A visualization method by projecting the feature activations back to the input pixel space has been proposed, showing which patterns from the training set activate the feature map [21]. This approach utilizes a fully supervised convolutional network model together with deconvolutional network for the necessary mapping. A framework for explaining the transfer learning of deep networks by analyzing their contraction and separation properties have been recently also proposed [13]. This explanation was achieved by separating variations of certain operators with a wavelet transform at different scales. Insights about the captured invariances by deep network representations are also given.

Figure 1: A simplified example of vehicle detection results using a convolutional neural network. While the results are partially correct, at the same time many questions also arise to the user about the network’s operation.
in [12] where a progressive and more invariant and abstract image notions are formed throughout the network [3]. Using invertible deep networks is another approach for such analysis since several properties can be back-tracked from the feature space to the input space [8].

The purpose of this research is to help the end user understand in a more practical way the rationale behind the decisions made by the used deep convolutional network. Decisions, recommendations, classifications, or actions produced by such a system should be as comprehensible as possible to the human user so that he can more easily trust and evaluate them. This is achieved by various sensitivity analyses based on Gestalt principles aiming to define how deep networks perceive patterns and organize the raw input data.

### 2. Motivation and Gestalt Theory

In Figure 1 an example of vehicle detection results is depicted. The system is required to detect all vehicles which are included in a single image. A typical Convolutional Neural Network (CNN) architecture was used, pre-trained using the ImageNet [5] image database. Afterwards, the network is trained on the KITTI dataset [6], which contains 7481 car pictures in various colors, scales, and orientations, as in Fig. 2. After the training, an image query is introduced to the detection network, with its results presented in Fig. 1 where successful car detection is represented by a green bounding box surrounding the detected vehicle.

By analyzing the results, the user can conclude that the trained network is partially successful in detecting vehicles, but at the same time, many questions about its internal functionality emerge. Some questions that might arise by the user can include: Why the system did not detect all the cars? Why the left vehicle of the first row was not detected while several cars in other back rows were successfully detected? Does the color of a car contribute to a successful detection? If so, why the front row left car was not detected while the same car with the same colors in the middle of the row was successfully detected? Does adding convolutional layers make the network more efficient in detecting more cars? Will I get better detection results if I use more training image samples than the initial 7481 ones?

Many of the aforementioned questions have been discussed in several works with concrete answers mostly in the feature vector and visualization domains. A widely adopted solution is to perform several trial and errors in the network architecture and the training dataset to better answer the detection questions. However, even in such time-consuming trials, some insights of the network’s mechanism are still elusive.

It is widely known that CNNs is a biologically inspired technique trying to resemble the visual cortex of the human brain. By definition there is no clear analogy between a CNN and the visual cortex functionally, however, CNNs try to replicate the efficiency and robustness by which the human brain represents visual information. In this respect, Gestalt Psychology tries also to understand how humans understand and see forms. This theory can be summed up by the single quote that “the whole is different from the sum of its parts”, meaning that human brain identifies the totality of something before grasping all the details [9]. In other words, the human perceptual system perceives a whole independently of its parts. The Gestalt theory developed some principles to explain how patterns are perceived and how the human brain handles the sensed raw data from our senses [20]. Various studies based on the Gestalt theory have been also presented in the domain of image understanding [2]. [22]. A brief discussion of these principles, which are summarized in Fig. 3, and their potential correlation to CNN behavior is provided.

#### 2.1. Closure

The principle of closure supports that humans can perceive several objects even in the case of an incomplete structure. This visual gap is filled by the human perception and is triggered when picture parts are missing. The missing information is filled by lines, color or patterns so as to complete the image. For example, in Fig. 3 the letter “G” is not complete but with two separate gaps. If this principle was not applied, the image would be perceived as an assortment
of three lines with different lengths, rotations, and curvatures, however, the lines are perceptually combined to form the letter “G”.

2.2. Proximity

The proximity principle declares that elements with spatial closeness are grouped together forming a single entity. In Fig. 3 the letter “E” is illustrated with 74 small squares but we perceive this collection of squares in a group. This perception suggests that the brain builds connections between similar elements. Similarly, elements that are far from others can form a different part of an object with the defining distance being subjective. This grouping of smaller sets into larger ones unburdens the human brain from processing too many and small stimuli.

2.3. Continuation

The next principle, continuation, is the concept of even though we don’t actually see shapes continuing, it is strongly implied. In other words, the mind can continue a pattern even after the pattern stops. In the example Fig. 5 the letter “S” includes a long line with missing parts. Actually, this is not a single line, but three separate ones. The principle of continuity is applied not only for single lines but any pattern can be used to be integrated as a perceptual whole if there are some rules of alignment. Even in object intersection, the human brain tends to perceive these two objects as two single uninterrupted entities. Elements with sharp abrupt directional changes are less likely to be grouped as a single object.

2.4. Similarity

Based on the similarity principle, objects that are similar with certain attributes are more likely to be grouped together. This similarity relies on various relationships such as form, color, size, and brightness. For example, objects of the same color or size are more possible to be seen as a group. Consequently, different objects can be made look similar, if something common like color or shape is introduced to them. These relationships are built in the human brain and crafts links between similar nature’s element for separating them from other elements.

2.5. Figure and Ground

The Figure and Ground principle implies that certain objects in a figure have a more prominent role and are first perceived. In the example Fig. 3 a tree lies inside the letter ‘A’, however based on the focus and the background the letter “A” is first perceived. In a visual scene, the brain decides which object is the figure in focus and which other figures are part of the background. This discriminative decision depends on many cues, following a probabilistic nature. Color, shape, edges, and size inherently contribute to this probabilistic process, with the brain considering all these cues for a final softmax decision.

2.6. Symmetry

The symmetry principle states that when symmetries are apparent in a figure, the mind tends to group certain objects based on these symmetries. This implies that the mind tries to form objects around a center point and locate symmetries for creating perceptual connections of a coherent shape. When similarities exist between symmetrical objects, the grouping likelihood is further increased regardless of their distance. Finally, symmetry is considered stronger that proximity.

3. Approach

Based on the Gestalt principles we define the approach for our attempt to divulge some of the properties of CNNs. For the closure principle, we will train a CNN on a digit or letter dataset and query several digits or letters with missing information, respectively. For evaluating potential proximity properties several letters or digits can be formed as small elements with spatial closeness and introduced to the networks as queries. The proximity distance can be also evaluated by considering and modifying the spatial closeness of the elements. For the continuation rule, several items and patterns with and without abrupt directional changes will be evaluated for possible detection in a more deep network architecture trained on the ImageNet database. An approach to evaluate the similarity in a CNN, is to try to fool a detection network with different objects but with similar attributes for grouping them together. For the figure and ground principle, a convnet trained on the ImageNet will be used to evaluate how a figure is perceived based on the key aspects of color, shape, and edges. For this evaluation, specific images that exemplify these key aspects will be used to try to understand the CNN interpretations. Finally, symmetry will be assessed utilizing pairs of shapes in different orientations until a symmetry can be achieved leading to a potential successful detection.

For evaluating the principles certain types and architectures of convolutional networks have to be chosen. We chose standard and widely used fully supervised convnet models with no transfer learning. More precisely, for the closure and proximity, the chosen network (AlexNet) is described in [10] trained in the MNIST handwritten digit database [11]. For the rest of the principles, the Inception V1 (GoogLeNet) [17] was utilized trained on the ImageNet [5] image database. A softmax classifier is used by both networks evaluating the feature representations learned from MNIST and ImageNet datasets, respectively. Each principle will be evaluated on specific image attributes with several sensitivity analyses based on parameters that are correlated to the Gestalt theory.
For both the convolutional neural networks we define a mapping function \( f : \mathcal{R}^N \rightarrow \mathcal{R}^C \) for mapping an image \( I \) to a confidence vector \( y = [y_1, y_2, \ldots, y_C]^{T} \), where \( C \) denotes the number of classes and \( y_i \) the classification score of \( I \) for the \( i-th \) class. Unlike conventional classification works, a second validation set is used to explore the Gestalt properties on the evaluated CNN. This validation set includes images or image regions which encapsulate one specific Gestalt principle based on a single parameter for each evaluation. This gestalt parameter defined as \( g \) allows us to examine the correlation of each principle in the evaluated CNN. This is achieved by comparing the accuracy of the original validation set to the gestalt validation set. Given a validation set \( V = \{ I_k \}_{k=1}^{M} \) the accumulated accuracy of the network is defined as \( h(f(V)) \) and the accuracy of the Gestalt validation set as \( h(f(V, g)) \) based on the calculated confidence vector. Since the Gestalt parameter is evaluated for different values during the sensitivity analysis, a Gestalt parameter detection function can be defined as:

\[
g^* = \max_{\tau} (\Phi_f(V, g)) \tag{1}
\]

where

\[
\Phi_f(V, g) = h(f(V)) - h(f(V, g)) \tag{2}
\]

where the \( \Phi_f(V, g) \) compares both validation sets. With the proposed approach, as shown in Fig. 5 we can detect possible large accuracy drops caused by the evaluated Gestalt parameter \( g \). Depending on the Gestalt principle evaluated, several rational intuitions about the CNN’s behavior can be shared.

Each Gestalt parameter will define if the equivalent principle is present in the CNN and the \( g^* \) from Eq. 2 declares the maximum value for which the principle is not violated. For evaluating the closure principle, a simple patch occlusion method could be elaborated. However, since we want to measure the exact occlusion percentage on the digit shape, a fitting model was utilized for more accurate percentage estimation. More precisely, digit shapes were represented using a free form deformation grid [18] allowing a scale-space decomposition for accurate closure percentage estimation. For the proximity principle, the handwritten digits were firstly thinned and converted to a skeleton image composed of junction points and segments. All segments are then converted to dots whose diameter is fixed based on the corresponding area on the image grid but with a varying distance. For non-straight segments, the distance was measured along the curve [7].

The rest four principles are evaluated against a gestalt validation set derived from the ImageNet [5] image database. More precisely, for the continuation evaluation, images were transformed by applying a piecewise affine transformation at a particular location. Since we want to have a continuous object partially transformed, the transformation was not applied in the whole image but in the half one. The displacement vector for the affine transformation can be defined as:

\[
u(x, y, \Delta a) = \Delta a_0 + \Delta a_1 x + \Delta a_2 y \tag{3}
\]

\[
u(x, y, \Delta a) = \Delta a_3 + \Delta a_4 x + \Delta a_5 y \tag{4}
\]

where \( \Delta a = (\Delta a_0, \Delta a_1, \ldots, \Delta a_5) \) is our gestalt parameter for this principle, measured by the affine distance [19]. The similarity principle relies on various parameters such as form, color, size, and brightness. We evaluated it based on the color parameter by replacing the object’s color in the validation set. For achieving this, a semantic segmentation if firstly applied [4] and then a color replacement based on
Table 1: Gestalt Parameter for Each Evaluated Principle

| Principle          | Gestalt Parameter                          |
|--------------------|--------------------------------------------|
| Closure            | Occlusion Percentage                       |
| Proximity          | Point Distance                              |
| Continuation       | Piecewise Transformation Vector             |
| Similarity         | Radial Angle of Color Wheel                 |
| Figure and Ground  | Number of Segmented Classes                 |
| Symmetry           | Rotation Angle                              |

the color wheel [1] is applied to the segmented object for trying to fool the CNN [15]. The parameter is defined as the radial angle of the selected color from the wheel with 180° denoting an opposite color. For the figure and ground, the Gestalt validation set includes fully segmented images along with the number of classes. During the sensitivity analysis, the number of classes is reduced until the correct class is identified. Finally, for the symmetry, discrete local symmetries are firstly identified [14]. At both symmetric points of the local symmetry, two opposite rotations are applied by an angle $\theta$ represented by:

$$f(u) = f(R(\theta)x)$$  \hspace{1cm} (5)

where

$$R(\theta) = \begin{bmatrix} \cos\theta & \sin\theta \\ -\sin\theta & \cos\theta \end{bmatrix}$$  \hspace{1cm} (6)

Since symmetries do not always exist in images found in ImageNet, this Gestalt validation set included a limited number of images. The summary of the defined Gestalt parameters for each principle is listed in Table 1.

4. Experimental Results

In our experiments, we first explored the closure principle. The results are shown in Fig. 6 where they suggest that the closure principle is found in the CNN but for an approximate threshold of about 30% occlusion. After this value, a sudden drop is noticed indicating that above 30% of occlusion the model cannot retain the learned local structures of the image context. In the proximity principle, as shown in Fig. 7, the convnet model generalizes well for dotted digits with proximity less than 5 mm. We can understand from the results that the proximity principle is also enabled in the convnets but is violated after a threshold.

In the results of the continuation principle, as shown in Fig. 8 the network output seems to be quite stable with a small drop in the performance. The are no dramatic effects in the performance leading to a suggestion that the continuation could be not applicable in the convnets. A possible explanation to this stability might be the fact that only half of the image was transformed, and combined with the results of closure, the continuation principle is not very strong in convnet inference. The similarity principle, as discussed previously, was evaluated against the color. From the low
understand that when more than four shapes are apparent in the scene, the convnet cannot infer correctly and focuses on irrelevant background features. Finally, for the symmetry evaluation, there are high peaks of performance as shown in the sensitivity analysis of Fig. 11. The highest peak is found in 180° which highlights the principle of rotational object symmetry. A peak in 180° means that the evaluated object is again symmetrical showing that the evaluated principle is apparent in the convnet.

5. Discussion

This paper provides a framework to analyze several underlying properties of deep convolutional networks. The evaluation model is based on the Gestalt theory, evaluating if the principles of closure, proximity, continuation, figure and ground and symmetry are identified or violated. Preliminary results have identified several similarities between CNN mechanisms and Gestalt-like perception patterns and potential cases of their violation. There is evidence that deep models follow most of the visual cortical perceptual mechanisms defined by the Gestalt principles at several levels. The proposed systematic approach can be used for investigating further the powerful invariants of convolutional networks and their high-dimensional learning properties.
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