Abstract. Suppose that $\alpha, \beta \in \mathbb{R}$ and $\alpha \geq 1$. Let $c$ be a real number in the range $1 < c < 12/11$. In this paper, it is proved that there exist infinitely many primes in the generalized Piatetski–Shapiro sequence, which is defined by $\left(\lfloor \alpha n^c + \beta \rfloor \right)_{n=1}^\infty$. Moreover, we also prove that there exist infinitely many Carmichael numbers composed entirely of primes from the generalized Piatetski–Shapiro sequences with $c \in (1, \frac{19137}{18746})$. The two theorems constitute improvements upon previous results by Guo and Qi [5].
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1. Introduction

For $1 < c \not\in \mathbb{N}$, the Piatetski–Shapiro sequences are sequences of the form

$$\mathcal{N}^{(c)} := \left(\lfloor n^c \rfloor \right)_{n=1}^\infty.$$ 

For fixed real numbers $\alpha$ and $\beta$, the associated non–homogeneous Beatty sequence is the sequence of integers defined by

$$\mathcal{B}_{\alpha, \beta} := \left(\lfloor \alpha n + \beta \rfloor \right)_{n=1}^\infty,$$

where $\lfloor t \rfloor$ denotes the integral part of any $t \in \mathbb{R}$. Such sequences are also called generalized arithmetic progressions. Let $\alpha \geq 1$ and $\beta$ be real numbers. Denote $\mathcal{N}^{(c)}_{\alpha, \beta}$ by the generalized Piatetski–Shapiro sequences

$$\mathcal{N}^{(c)}_{\alpha, \beta} := \left(\lfloor \alpha n^c + \beta \rfloor \right)_{n=1}^\infty.$$ 

Note that the special case $\mathcal{N}^{(c)}_{1, 0}$ is the classical Piatetski–Shapiro sequences. Let

$$\pi(x; q, a) := \# \{p \leq x : p \equiv a \pmod{q} \}$$

and

$$\pi_{\alpha, \beta, c}(x; q, a) := \# \{p \leq x : p \in \mathcal{N}^{(c)}_{\alpha, \beta} \text{ and } p \equiv a \pmod{q} \}.$$ 

Recently, Guo and Qi [5] gave an asymptotic formula of $\pi_{\alpha, \beta, c}(x; q, a)$ for $1 < c < \frac{14}{13}$. Moreover, they also proved that there exist infinitely many Carmichael numbers composed entirely of primes from generalized Piatetski–Shapiro sequences with $1 < c < \frac{64}{63}$. In this paper, we shall continue to improve the range of $c$ in

\footnote{Jinyun Qi is the corresponding author.}
these problems and establish the following two results by improving the estimate of the weighted exponential sum
\[
\sum_{1 \leq h \leq H} \left| \sum_{x/2 < n \leq x} \Lambda(n)e(\theta hn^\gamma + \Xi n) \right|
\]
where \(H, \theta, \gamma, \Xi\) are positive numbers satisfying \(H \geq 1\) and \(0 < \theta, \gamma, \Xi < 1\).

**Theorem 1.1.** Let \(a\) and \(q\) be coprime integers with \(q \geq 1\). For fixed \(1 < c < \frac{12}{11}\) and \(\gamma = c^{-1}\), we have
\[
\pi_{\alpha, \beta, c}(x; q, a) = \alpha^{-\gamma} \gamma x^{\gamma-1} \pi(x; q, a) + \alpha^{-\gamma} \gamma (1 - \gamma) \int_2^x u^{\gamma-2} \pi(u; q, a) du + O(x^{7\gamma/13 + 11/26 + \varepsilon}). \tag{1.1}
\]
Moreover, define
\[
\pi_{\alpha, \beta, c}(x) := \pi_{\alpha, \beta, c}(x; 1, 1) = \#\{p \leq x : p \in \mathcal{N}^{(c)}_{\alpha, \beta}\}.
\]
Then we conclude that

**Corollary 1.2.** Suppose that \(\alpha \geq 1\) and \(\beta\) are real numbers. Then for \(1 < c < \frac{12}{11}\), there holds
\[
\pi_{\alpha, \beta, c}(x) = \frac{x^\gamma}{\alpha^\gamma \log x} + O\left(\frac{x^\gamma}{\log^2 x}\right). \tag{1.2}
\]

In the end, we improve the theorem in [5] related to Carmichael numbers, which are the composite natural numbers \(N\) with the property that \(N|(a^N - a)\) for every integer \(a\).

**Theorem 1.3.** For every \(c \in (1, \frac{19137}{18746})\), there are infinitely many Carmichael numbers composed entirely of the primes from the set \(\mathcal{N}^{(c)}_{\alpha, \beta}\).

2. Preliminaries

2.1. **Notation.** We denote by \(|t|\) and \(\{t\}\) the integral part and the fractional part of \(t\), respectively. As usual, we put
\[
e(t) := e^{2\pi it}.
\]
Throughout this paper, we make considerable use of the sawtooth function, which is defined by
\[
\psi(t) := t - |t| - \frac{1}{2} = \{t\} - \frac{1}{2}.
\]
The letter \(p\) always denotes a prime. For the generalized Piatetski-Shapiro sequence \(\{(an^c + \beta)\}_{n=1}^{\infty}\), we denote \(\gamma := c^{-1}\) and \(\theta := \alpha^{-\gamma}\). We use the notation of the form \(m \sim M\) as an abbreviation for \(M < m \leq 2M\).

Throughout the paper, implied constants in symbols \(O, \ll \) and \(\gg\) may depend (where obvious) on the parameters \(\alpha, \beta, c, \varepsilon\) but are absolute otherwise. For given functions \(F\) and \(G\), the notations \(F \ll G, G \gg F\) and \(F = O(G)\) are all equivalent to the statement that the inequality \(|F| \leq C|G|\) holds with some constant \(C > 0\).
2.2. Technical lemmas. We need the following well-known approximation of Vaaler [11].

Lemma 2.1. For any $H \geq 1$, there exist numbers $a_h, b_h$ such that

$$
|\psi(t) - \sum_{0 < |h| \leq H} a_h e(th)| \leq \sum_{|h| \leq H} b_h e(th), \quad a_h \ll \frac{1}{|h|}, \quad b_h \ll \frac{1}{H}.
$$

Lemma 2.2. Let $z \geq 1$ and $k \geq 1$. Then, for any $n \leq 2z^k$, there holds

$$
\Lambda(n) = \sum_{j=1}^{k} (-1)^{j-1} \binom{k}{j} \sum_{n_1 < \cdots < n_j = n} \prod_{i=1}^{j} \mu(n_i) \mu(n_{i+1}) \cdots \mu(n_{2j}).
$$

Proof. See the arguments on pp. 1366–1367 of Heath–Brown [6].

Lemma 2.3. Suppose that

$$
L(H) = \sum_{i=1}^{m} A_i H^{a_i} + \sum_{j=1}^{n} B_j H^{-b_j},
$$

where $A_i, B_j, a_i$ and $b_j$ are positive. Assume further that $H_1 \leq H_2$. Then there exists some $\mathcal{H}$ with $H_1 \leq \mathcal{H} \leq H_2$ and

$$
L(\mathcal{H}) \ll \sum_{i=1}^{m} A_i H_1^{a_i} + \sum_{j=1}^{n} B_j H_2^{-b_j} + \sum_{i=1}^{m} \sum_{j=1}^{n} (A_i^{b_j} B_j^{a_i})^{1/(a_i+b_j)}.
$$

The implied constant depends only on $m$ and $n$.

Proof. See Lemma 3 of Srinivasan [10].

For real numbers $\theta, \Xi \in [0, 1]$, the sum of the form

$$
\sum_{0 < |h| \leq H} \left| \sum_{K \leq \ell < L} \sum_{K \leq k \leq \ell} a_k b_\ell e(\theta h(k\ell) + \Xi k\ell) \right|
$$

with $|a_k| \ll x^\varepsilon, |b_\ell| \ll x^\varepsilon$ for every fixed $\varepsilon > 0$, it is usually called a “Type I” sum, denoted by $S_I(K, L)$, if $b_\ell = 1$ or $b_\ell = \log \ell$; otherwise it is called a “Type II” sum, denoted by $S_{II}(K, L)$.

Lemma 2.4. Suppose that $f(x) : [a, b] \to \mathbb{R}$ has continuous derivatives of arbitrary order on $[a, b]$, where $1 \leq a < b \leq 2a$. Suppose further that

$$
|f^{(j)}(x)| \asymp \lambda_j, \quad j \geq 1, \quad x \in [a, b].
$$

Then we have

$$
\sum_{a < n \leq b} e(f(n)) \ll a \lambda_2^{1/2} + \lambda_2^{-1/2}, \quad (2.1)
$$

and

$$
\sum_{a < n \leq b} e(f(n)) \ll a \lambda_3^{1/6} + \lambda_3^{-1/3}. \quad (2.2)
$$
For (2.1), one can see Corollary 8.13 of Iwaniec and Kowalski [7], or Theorem 5 of Chapter 1 in Karatsuba [8]. For (2.2), one can see Corollary 4.2 of Sargos [9]. □

**Lemma 2.5.** Suppose that $|a_k| \ll 1$, $b_\ell = 1$ or $\log \ell, KL \simeq x$. Then if $K \ll x^{1/2}$, there holds

$$S_1(K, L) \ll H^{7/6}x^{\gamma/6+3/4} + H^{2/3}x^{1-\gamma/3}.$$ 

Proof. Set $f(\ell) = \theta h(k\ell)^\gamma + \Xi k\ell$. It is easy to see that

$$f''(\ell) = \gamma(\gamma - 1)(\gamma - 2)\theta h k^\gamma \ell^{-3} \ll |h|K^\gamma L^{-3}.$$ 

If $K \ll x^{1/2}$, then by (2.2) of Lemma 2.4, we deduce that

$$x^{-\varepsilon} \cdot S_1(K, L) \ll \sum_{0 < |h| \leq H} \sum_{k \sim K} \left| \sum_{\ell \sim L} e(f(\ell)) \right| \ll \sum_{0 < |h| \leq H} \sum_{k \sim K} \left( L(|h|K^\gamma L^{-3})^{1/6} + (|h|K^\gamma L^{-3})^{-1/3} \right)$$

$$\ll \sum_{0 < |h| \leq H} \left( |h|^{1/6}x^{\gamma/6+1/2}K^{1/2} + |h|^{-1/3}x^{1-\gamma/3} \right)$$

$$\ll H^{7/6}x^{\gamma/6+3/4} + H^{2/3}x^{1-\gamma/3},$$

which completes the proof of Lemma 2.5. □

**Lemma 2.6.** Suppose that $|a_k| \ll 1$, $|b_\ell| \ll 1$ with $k \sim K$, $\ell \sim L$ and $KL \simeq x$. Then if $x^{1/2} \ll K \ll x^{19/25}$, there holds

$$S_{11}(K, L) \ll H^{5/4}x^{\gamma/4+5/8} + H^{3/4}x^{1-\gamma/4} + Hx^{22/25} + H^{7/6}x^{\gamma/6+3/4}.$$ 

Proof. Let $Q$, which satisfies $1 < Q < L$, be a parameter which will be chosen later. By the Weyl–van der Corput inequality (see Lemma 2.5 of Graham and Kolesnik [4]), we have

$$\left| \sum_{k \sim K} \sum_{\ell \sim L} a_k b_\ell e(\theta h(k\ell)^\gamma + \Xi k\ell) \right|^2 \ll K^2L^2Q^{-1} + KLQ^{-1} \sum_{\ell \sim L} \sum_{0 < |q| \leq Q} |\mathcal{G}(q; \ell)|,$$

(2.3)

where

$$\mathcal{G}(q; \ell) = \sum_{k \in I(q; \ell)} e(g(k))$$

with

$$g(k) = \theta h k^\gamma (\ell^{-1} - (\ell + q)^\gamma) - \Xi kq.$$

It is easy to see that

$$g''(k) = \gamma(\gamma - 1)\theta h k^{\gamma-2}(\ell^{-1} - (\ell + q)^\gamma) \ll |h|K^{\gamma-2}L^{-1}|q|.$$ 

By (2.1) of Lemma 2.4, we have

$$\mathcal{G}(q; \ell) \ll K(|h|K^{\gamma-2}L^{-1}|q|)^{1/2} + (|h|K^{\gamma-2}L^{-1}|q|)^{-1/2}. \quad (2.4)$$


Putting (2.4) into (2.3), we derive that

\[ \left| K \sum_{k=K}^{L} \sum_{\ell=0}^{L} a(k) b(\ell) e(\theta h(k\ell) + \Xi k\ell) \right|^2 \leq K^2 L^2 Q^{-1} + K L Q^{-1} \times \sum_{\ell=0}^{L} \sum_{0 < q < Q} \left( |h|^{1/2} K^{\gamma/2} L^{\gamma/2 - 1/2} |q|^{1/2} + |h|^{-1/2} K^{1-\gamma/2} L^{1/2-\gamma/2} |q|^{-1/2} \right) \]

\[ \leq K^2 L^2 Q^{-1} + K L Q^{-1} \left( |h|^{1/2} K^{\gamma/2} L^{\gamma/2 + 1/2} Q^{3/2} + |h|^{-1/2} K^{1-\gamma/2} L^{3/2-\gamma/2} Q^{1/2} \right) \]

\[ \leq K^2 L^2 Q^{-1} + |h|^{1/2} K^{1+\gamma/2} L^{\gamma/2 + 3/2} Q^{1/2} + |h|^{-1/2} K^{2-\gamma/2} L^{5/2-\gamma/2} Q^{-1/2}. \]

By noting that \( 1 \leq Q \leq L \), it follows from Lemma 2.3 that there exists an optimal \( Q \) such that

\[ \left| K \sum_{k=K}^{L} \sum_{\ell=0}^{L} a(k) b(\ell) e(\theta h(k\ell) + \Xi k\ell) \right|^2 \leq |h|^{1/2} x^{\gamma/2 + 3/2} K^{-1/2} + K x + |h|^{-1/2} x^{2-\gamma/2} + |h|^{1/3} x^{\gamma/3 + 5/3} K^{-1/3} + K^{-1/2} x^2, \]

which implies

\[ \left| K \sum_{k=K}^{L} \sum_{\ell=0}^{L} a(k) b(\ell) e(\theta h(k\ell) + \Xi k\ell) \right|^2 \leq |h|^{1/4} x^{\gamma/4 + 3/4} K^{-1/4} + |h|^{-1/4} x^{1-\gamma/4} + K^{1/2} x^{1/2} + |h|^{1/6} x^{\gamma/6 + 5/6} K^{-1/6} + K^{-1/4} x. \]

Therefore, from the above estimate and the condition \( x^{1/2} \ll K \ll x^{19/25} \), we obtain

\[ |S_{II}(K, L)| \leq \sum_{0 < |h| < H} \left( |h|^{1/4} x^{\gamma/4 + 3/4} K^{-1/4} + |h|^{-1/4} x^{1-\gamma/4} + K^{1/2} x^{1/2} + |h|^{1/6} x^{\gamma/6 + 5/6} K^{-1/6} + K^{-1/4} x \right) \]

\[ \leq H^{5/4} x^{\gamma/4 + 3/4} K^{-1/4} + H^{3/4} x^{1-\gamma/4} + H K^{1/2} x^{1/2} \]

\[ + H^{7/6} x^{\gamma/6 + 5/6} K^{-1/6} + H K^{-1/4} x \]

\[ \leq H^{5/4} x^{\gamma/4 + 5/8} + H^{3/4} x^{1-\gamma/4} + H x^{22/25} + H^{7/6} x^{\gamma/6 + 3/4}, \]

which completes the proof of Lemma 2.6.

\[ \Box \]

3. Proof of Theorem 1.1

By a same argument of [5, Section 3], we have

\[ \pi_{\alpha, \beta, c}(x; q, a) = \Sigma_1(x) + \Sigma_2(x) + O(x^{\gamma - 1}), \]

where

\[ \Sigma_1(x) = \theta \gamma \sum_{ \substack{ p \leq x \\ p \equiv a \pmod{q} } } p^{\gamma - 1}, \]

\[ \Sigma_2(x) = \theta \gamma \sum_{ \substack{ p \leq x \\ p \equiv b \pmod{q} } } p^{\gamma - 1}, \]

\[ \Sigma_3(x) = \theta \gamma \sum_{ \substack{ p \leq x \\ p \equiv c \pmod{q} } } p^{\gamma - 1}. \]
\[ \Sigma_2(x) = \sum_{\substack{p \leq x \backslash \equiv a \pmod{q} \quad \text{and} \quad \psi(\gamma) \equiv a \pmod{q} \quad \text{mod} \quad q \quad \text{mod} \quad q}} \left( \psi(-\theta(p + 1 - \beta) - \psi(-\theta(p - \beta)) \right) \].

For \( \Sigma_1(x) \), by partial summation, we get
\[ \Sigma_1(x) = \theta \gamma \int_2^x u^{\gamma - 1} d \left( \sum_{\substack{p \leq u \backslash \equiv a \pmod{q}}} \right) = \theta \gamma \int_2^x u^{\gamma - 1} d \pi(u; q, a) 
= \theta \gamma x^{\gamma - 1} \pi(x; q, a) - \theta \gamma (\gamma - 1) \int_2^x u^{\gamma - 2} \pi(u; q, a) du. \quad (3.2) \]

Next, we turn our attention to \( \Sigma_2(x) \). Define
\[ H(x) = \sum_{\substack{n \leq x \backslash \equiv a \pmod{q}}} \Lambda(n) \left( \psi(-\theta(n + 1 - \beta) - \psi(-\theta(n - \beta)) \right), \]
\[ J(x) = \sum_{\substack{p \leq x \backslash \equiv a \pmod{q}}} \left( \log p \right) \left( \psi(-\theta(p + 1 - \beta) - \psi(-\theta(p - \beta)) \right). \]

Trivially, we have
\[ \mathcal{H}(x) = J(x) + O(x^{1/2}), \quad (3.3) \]
Moreover, it follows from partial summation that
\[ \Sigma_2(x) = \int_2^x \frac{1}{\log u} d \mathcal{J}(u) = \frac{J(x)}{\log x} + \int_2^x \frac{\mathcal{J}(u)}{u \log^2 u} du. \quad (3.4) \]

In order to obtain the upper bound estimate of \( \Sigma_2(x) \), it follows from \( (3.3) \) and \( (3.4) \) that we only need to derive the upper bound estimate of \( \mathcal{H}(x) \). By a splitting argument, it is sufficient to give the upper bound estimate of the following sum
\[ S := \sum_{\frac{x}{2} < n \leq x \backslash \equiv a \pmod{q}} \Lambda(n) \left( \psi(-\theta(n + 1 - \beta) - \psi(-\theta(n - \beta)) \right). \]

According to Vaaler’s approximation, i.e. Lemma 2.1, we can write
\[ S = S_1 + O(|S_2|), \quad (3.5) \]
where
\[ S_1 = \sum_{\frac{x}{2} < n \leq x \backslash \equiv a \pmod{q}} \Lambda(n) \sum_{0 < |h| \leq H} a_h \left( e^{\theta h(n + 1 - \beta) \gamma} - e^{\theta h(n - \beta) \gamma} \right), \]
\[ S_2 = \sum_{\frac{x}{2} < n \leq x \backslash \equiv a \pmod{q}} \Lambda(n) \sum_{|h| \leq H} b_h \left( e^{\theta h(n + 1 - \beta) \gamma} + e^{\theta h(n - \beta) \gamma} \right). \]

Moreover, we split \( S_1 \) into two parts
\[ S_1 = S_1^{(1)} + S_1^{(2)}, \quad (3.6) \]
where
\[ S_1^{(1)} = \sum_{x/2 < n \leq x \atop n \equiv a (\text{mod } q)} \Lambda(n) \sum_{0 < |h| \leq H} a_h \left( e(\theta h(n + 1 - \beta)\gamma) - e(\theta h\gamma) \right), \]
\[ S_1^{(2)} = \sum_{x/2 < n \leq x \atop n \equiv a (\text{mod } q)} \Lambda(n) \sum_{0 < |h| \leq H} a_h \left( e(\theta h\gamma) - e(\theta h(n - \beta)\gamma) \right). \]

Firstly, we shall consider the upper bound of \( S_1^{(1)} \). Let
\[ \phi_h(t) := e\left( h((t + 1 - \beta)\gamma - t\gamma) \right) - 1. \]

Therefore, \( S_1^{(1)} \) is
\[ = \sum_{x/2 < n \leq x \atop n \equiv a (\text{mod } q)} \Lambda(n) \sum_{0 < |h| \leq H} a_h \phi_h(n) e(\theta h\gamma) = \sum_{x/2 < n \leq x \atop n \equiv a (\text{mod } q)} a_h \sum_{0 < |h| \leq H} \Lambda(n) \phi_h(n) e(\theta h\gamma), \]
which combined with the upper bound \( a_h \ll |h|^{-1} \) yields
\[ S_1^{(1)} \ll \sum_{0 < |h| \leq H} \frac{1}{|h|} \left| \sum_{x/2 < n \leq x \atop n \equiv a (\text{mod } q)} \Lambda(n) \phi_h(n) e(\theta h\gamma) \right|. \]

It follows from partial summation and the bounds
\[ \phi_h(t) \ll |h| t^{\gamma - 1} \quad \text{and} \quad \frac{\partial \phi_h(t)}{\partial t} \ll |h| t^{\gamma - 2} \]
that
\[ S_1^{(1)} \ll \sum_{0 < |h| \leq H} \frac{1}{|h|} \left| \int_{\frac{x}{2}}^{x} \phi_h(t) d\left( \sum_{x/2 < n \leq t \atop n \equiv a (\text{mod } q)} \Lambda(n) e(\theta h\gamma) \right) \right|, \]
\[ \ll \sum_{0 < |h| \leq H} \frac{1}{|h|} \left| \phi_h(x) \right| \left| \sum_{x/2 < n \leq x \atop n \equiv a (\text{mod } q)} \Lambda(n) e(\theta h\gamma) \right|, \]
\[ + \sum_{0 < |h| \leq H} \frac{1}{|h|} \int_{\frac{x}{2}}^{x} \left| \frac{\partial \phi_h(t)}{\partial t} \right| \left| \sum_{x/2 < n \leq t \atop n \equiv a (\text{mod } q)} \Lambda(n) e(\theta h\gamma) \right| dt \]
\[ \ll x^{\gamma - 1} \times \max_{x/2 < t \leq x} \sum_{0 < |h| \leq H} \left| \sum_{x/2 < n \leq t \atop n \equiv a (\text{mod } q)} \Lambda(n) e(\theta h\gamma) \right|. \quad (3.7) \]

For \( S_1^{(2)} \), by a similar argument with \( \phi_h(t) \) replaced by \( \Xi_h(t) \) defined by
\[ \Xi_h(t) = 1 - e(\theta h((t - \beta)\gamma - t\gamma)), \]
which satisfies
\[ \Xi_h(t) \ll |h| t^{\gamma - 1} \quad \text{and} \quad \frac{\partial \Xi_h(t)}{\partial t} \ll |h| t^{\gamma - 2}, \]
one can also derive that
\[ S_1^{(2)} \ll x^{\gamma-1} \times \max_{x/2 < t \leq x} \left| \sum_{0 < |h| \leq H} \sum_{x/2 < n \leq t} \Lambda(n) e(\theta h n^\gamma) \right|. \] (3.8)

In order to prove Theorem 1.1, it is sufficient to give the upper bound estimate of the following sum
\[ \max_{x/2 < t \leq x} \left| \sum_{0 < |h| \leq H} \sum_{x/2 < n \leq t} \Lambda(n) e(\theta h n^\gamma) \right|. \] (3.9)

By using the well–known orthogonality
\[ \frac{1}{q} \sum_{m=1}^{q} e\left(\frac{(n-a)m}{q}\right) = \begin{cases} 1, & \text{if } q | n-a, \\ 0, & \text{if } q \nmid n-a, \end{cases} \]
we can represent the innermost sum in (3.9) as
\[ \sum_{x/2 < n \leq t} \sum_{n \equiv a \pmod{q}} \Lambda(n) e(\theta h n^\gamma) = \frac{1}{q} \sum_{m=1}^{q} \sum_{x/2 < n \leq t} \Lambda(n) e\left(\theta h n^\gamma + \frac{(n-a)m}{q}\right). \] (3.10)

From (3.9) and (3.10), we know that it suffices to estimate
\[ \max_{x/2 < t \leq x} \left| \sum_{0 < |h| \leq H} \sum_{x/2 < n \leq t} \Lambda(n) e(\theta h n^\gamma + nm^{-1}q) \right|. \]

By Heath–Brown’s identity, i.e. Lemma 2.2, with \( k = 3 \), one can see that the exponential sum
\[ \max_{x/2 < t \leq x} \left| \sum_{0 < |h| \leq H} \sum_{x/2 < n \leq t} \Lambda(n) e(\theta h n^\gamma + nm^{-1}q) \right| \]
can be written as linear combination of \( O(\log^6 x) \) sums, each of which is of the form
\[ T^*: = \sum_{0 < |h| \leq H} \left| \sum_{n_1 \sim N_1} \cdots \sum_{n_6 \sim N_6} (\log n_1) \mu(n_4) \mu(n_5) \mu(n_6) \right. \]
\[ \times e(\theta h (n_1n_2 \cdots n_6)^\gamma + (n_1n_2 \cdots n_6)m^{-1}) \]. \] (3.11)

where \( N_1N_2 \cdots N_6 \asymp x \); \( 2N_i \leq (2x)^{1/3}, i = 4, 5, 6 \) and some \( n_i \) may only take value 1. Therefore, it is sufficient for us to give upper bound estimate for each \( T^* \) defined as in (3.11). Next, we will consider three cases.

**Case 1.** If there exists an \( N_j \) such that \( N_j \geq x^{1/2} \), then we must have \( j \leq 3 \) for the fact that \( N_i \ll x^{1/3} \) with \( i = 4, 5, 6 \). Let
\[ k = \prod_{1 \leq i \leq 6 \atop i \neq j} n_i, \quad \ell = n_j, \quad K = \prod_{1 \leq i \leq 6 \atop i \neq j} N_i, \quad L = N_j. \]
In this case, we can see that $\mathcal{T}^*$ is a sum of “Type I” satisfying $K \ll x^{1/2}$. By Lemma 2.5, we have

$$x^{-\varepsilon} \cdot \mathcal{T}^* \ll H^{7/6} x^{\gamma/6 + 3/4} + H^{2/3} x^{1-\gamma/3}.$$  

**Case 2.** If there exists an $N_j$ such that $x^{6/25} \leq N_j < x^{1/2}$, then we take

$$k = \prod_{1 \leq i \leq 6, i \neq j} n_i, \quad \ell = n_j, \quad K = \prod_{1 \leq i \leq 6, i \neq j} N_i, \quad L = N_j.$$  

Thus, $\mathcal{T}^*$ is a sum of “Type II” satisfying $x^{1/2} \ll K \ll x^{19/25}$. By Lemma 2.6, we have

$$x^{-\varepsilon} \cdot \mathcal{T}^* \ll H^{5/4} x^{\gamma/4 + 5/8} + H^{3/4} x^{1-\gamma/4} + H x^{22/25} + H^{7/6} x^{7\gamma/6 + 3/4}.$$  

**Case 3.** If $N_j < x^{6/25}$ ($j = 1, 2, 3, 4, 5, 6$), without loss of generality, we assume that $N_1 \geq N_2 \geq \cdots \geq N_6$. Let $r$ denote the natural number $j$ such that

$$N_1 N_2 \cdots N_{j-1} < x^{6/25}, \quad N_1 N_2 \cdots N_j \geq x^{6/25}.$$  

Since $N_1 < x^{6/25}$ and $N_6 < x^{6/25}$, then $2 \leq r \leq 5$. Thus, we have

$$x^{6/25} \ll N_1 N_2 \cdots N_r = (N_1 \cdots N_{r-1}) \cdot N_r < x^{6/25} \cdot x^{6/25} < x^{1/2}.$$  

Let

$$k = \prod_{i=r+1}^{6} n_i, \quad \ell = \prod_{i=1}^{r} n_i, \quad K = \prod_{i=r+1}^{6} N_i, \quad L = \prod_{i=1}^{r} N_i.$$  

At this time, $\mathcal{T}^*$ is a sum of “Type II” satisfying $x^{1/2} \ll K \ll x^{19/25}$. By Lemma 2.6, we have

$$x^{-\varepsilon} \cdot \mathcal{T}^* \ll H^{5/4} x^{\gamma/4 + 5/8} + H^{3/4} x^{1-\gamma/4} + H x^{22/25} + H^{7/6} x^{7\gamma/6 + 3/4}.$$  

Combining the above three cases, we derive that

$$x^{-\varepsilon} \cdot \mathcal{T}^* \ll H^{7/6} x^{\gamma/6 + 3/4} + H^{2/3} x^{1-\gamma/3} + H^{5/4} x^{\gamma/4 + 5/8} + H^{3/4} x^{1-\gamma/4} + H x^{22/25},$$  

which combined with (3.6), (3.7), and (3.8) yields

$$x^{-\varepsilon} \cdot \mathcal{S}_1 \ll H^{5/4} x^{5\gamma/4 - 3/4} + H^{3/4} x^{3\gamma/4} + H x^{\gamma - 3/25} + H^{7/6} x^{7\gamma/6 - 1/4}. \quad (3.12)$$  

Now, we focus on the upper bound of $\mathcal{S}_2$. The contribution from $h = 0$ is

$$2b_0 \sum_{x/2 < n \leq x, \frac{n}{a} \equiv \lambda (\mod q)} \Lambda(n) \ll \frac{b_0 x}{\varphi(q)} \ll x H^{-1}. \quad (3.13)$$  

On the other hand, by similar arguments of $\mathcal{S}_1$ with a shift of $n$, the contribution from $h \neq 0$ is

$$\ll \sum_{\substack{x/2 < n \leq x \\ n \equiv a (\mod q)}} \Lambda(n) \sum_{0 < |h| \leq H} b_h e(\theta h n^\gamma) = \sum_{0 < |h| \leq H} b_h \sum_{\substack{x/2 < n \leq x \\ n \equiv a (\mod q)}} \Lambda(n) e(\theta h n^\gamma)$$  

$$\ll \frac{1}{H} \sum_{0 < |h| \leq H} \left| \sum_{\substack{x/2 < n \leq x \\ n \equiv a (\mod q)}} \Lambda(n) e(\theta h n^\gamma) \right|, \quad (3.14)$$
which can be treated as the process of (3.9) to give the upper bound
\[
H^{1/6}x^{\gamma/6+3/4} + H^{-1/3}x^{1-\gamma/3} + H^{1/4}x^{\gamma/4+5/8} + H^{-1/4}x^{1-\gamma/4} + x^{22/25}. \tag{3.14}
\]
From (3.5), (3.12), (3.13) and (3.14), we obtain
\[
x^{-\varepsilon} \cdot S \ll H^{5/4}x^{5\gamma/4-3/8} + H^{3/4}x^{\gamma/4} + H\gamma - 3/25 + H^{7/6}x^{7\gamma/6-1/4} + H^{1/6}x^{\gamma/6+3/4} + H^{1/4}x^{\gamma/4+5/8} + x^{22/25} + H^{-1/3}x^{1-\gamma/3} + H^{-1/4}x^{1-\gamma/4} + xH^{-1}.
\]
Since the above upper bound holds for any real \( H \geq 1 \), using Lemma 2.3 we deduce that
\[
x^{-\varepsilon} \cdot S \ll x^{5\gamma/4-3/8} + x^{3\gamma/4} + x^{\gamma/4-3/25} + x^{7\gamma/6-1/4} + x^{\gamma/6+3/4} + x^{\gamma/4+5/8} + x^{22/25} + x^{5\gamma/9+7/18} + x^{3\gamma/7+3/7} + x^{\gamma/2+11/25} + x^{\gamma/13+11/26} + x^{\gamma/7+11/14} + x^{\gamma/5+7/10}.
\tag{3.15}
\]
By noting the fact that \( \pi_{\alpha,\beta,c}(x; q, a) \ll x^{\gamma} \), the above bound is trivial unless the exponent of each term in the parentheses is strictly less than \( \gamma \), which means that \( \gamma > 11/12 \). Under this condition, after eliminating lower order terms, the previous bound of \( S \) in (3.15) simplifies to
\[
S \ll x^{7\gamma/13+11/26+\varepsilon}
\]
for any \( \varepsilon > 0 \). Therefore, we obtain \( H(x) \ll x^{7\gamma/13+11/26+\varepsilon} \ll x^{\gamma-\varepsilon} \) when \( \gamma > 11/12 \), and thus \( J(x) \ll x^{7\gamma/13+11/26+\varepsilon} \). Moreover, from (3.4) we derive that
\[
\Sigma_2(x) \ll x^{7\gamma/13+11/26+\varepsilon} \ll x^{\gamma-\varepsilon}.
\tag{3.16}
\]
Consequently, according to (3.1), (3.2) and (3.16), we derive the asymptotic formula (1.1). This completes the proof of Theorem 1.1.

4. Sketch of proof of Theorem 1.3

By exactly the same argument of [5, Section 4], we conclude that:

**Theorem 4.1.** Let \( \alpha \geq 1 \) and \( \beta \) be real numbers. Suppose that \( c \in (1, \frac{12}{11}) \). Then we have
\[
\vartheta_{\alpha,\beta,c}(x; q, a) = \alpha^{-\gamma}x^{\gamma-1} \vartheta(x; q, a) + \alpha^{-\gamma}(1 - \gamma) \int_2^x u^{\gamma-2} \vartheta(u; q, a) du + O(x^{7\gamma/13+11/26+\varepsilon}),
\]
where the implied constant depends only on \( \alpha, \beta, c \) and \( \varepsilon \).

The proof of our Theorem 1.3 is exactly the same as [5, Section 4] by switching the conditions
\[
1 < c < \frac{14}{13} \quad \text{and} \quad -\frac{13}{35} + \frac{2\gamma}{5}
\]
into
\[
1 < c < \frac{12}{11} \quad \text{and} \quad -\frac{11}{26} + \frac{6\gamma}{13}.
\]
Let \( \pi(x, y) \) be the number of those for which \( p-1 \) is free of prime factors exceeding \( y \). Let \( E \) be the set of numbers \( E \) in the range \( 0 < E < 1 \) for which
\[
\pi(x, x^{1-E}) \geq x^{1+o(1)}
\]
as \( x \to \infty \), where the function implied by \( o(1) \) depends on \( E \). By the same argument in [5, Section 4], we conclude the following statement.

**Lemma 4.2.** Let \( \alpha \geq 1 \) and \( \beta \) be real numbers. Suppose that \( c \in (1, \frac{26}{37}) \). Let \( B, B_1 \) be positive real numbers such that \( B_1 < B < -\frac{11}{26} + \frac{6\gamma}{13} \). For any \( E \in \mathcal{E} \), there exists a number \( x_3 \) depending on \( c, B, B_1, E \) and \( \varepsilon \), such that for any \( x \geq x_1 \) there exist at least \( x^{EB+(1-B+B_1)(\gamma-1)-\varepsilon} \) Carmichael numbers up to \( x \) composed solely of primes from \( \mathcal{N}_{\alpha,\beta}^{(c)} \).

Taking \( B \) and \( B_1 \) arbitrarily close to \(-\frac{11}{26} + \frac{6\gamma}{13}\), Lemma 4.2 implies that there are infinitely many Carmichael numbers composed entirely of the primes from \( \mathcal{N}_{\alpha,\beta}^{(c)} \) with

\[
\left( -\frac{11}{26} + \frac{6\gamma}{13} \right) E + \gamma - 1 > 0.
\]

Taking \( E = 0.7039 \) from [3], we eventually have \( \gamma > \frac{18746}{19137} \).
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