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Abstract—Increased share of renewable sources of energy in a power grid leads to larger deviations in grid frequency from the nominal value resulting in more challenging control and its modelling. In this paper we focus on the grid frequency for the power system of Great Britain because the large share of renewables makes it a template for other power grids in the future and because it exhibits peculiar statistical properties, such as long-term correlations in fluctuations, periodicity, bi-modality, and heavy tails in the distribution of the grid frequency. By modifications of the swing equation and the underlying noise statistics, which we justify qualitatively and quantitatively, we reproduce these peculiar statistical properties. We apply our model to realistic frequency response services and show our predictions outperform a standard swing equation model.
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I. INTRODUCTION

The integration of renewable sources of energy into power grids is an ongoing trend which is mostly driven by an attempt to reduce the emissions of green-house gases during electricity production. The most prominent renewable sources are wind and solar power which are by their nature fluctuating and uncontrollable. High wind and solar share of power generation are typically associated with low effective inertia of the grid which leads to challenges in integrating them into a power system. Power grid with a significant share of renewables is susceptible to larger deviations in the grid frequency [1], [2] which leads to increase in procurement of reserve and ancillary services aimed at stabilising the grid. In recent years, due to the increased share of renewables, the typical size of deviations has been increasing [1], thereby increasing the probability of outages.

Realistic and detailed models of the grid frequency are therefore needed for future-proofing the grid. Modelling of the grid frequency underlies, for example, the estimation of the size of reserve and frequency response services that need to be procured as well as the estimation of the usage of assets, income, and risk of providers of such services.

Most models for the grid frequency start with the swing equation [3]. In order to include fluctuations inherent in the power system, the equation is upgraded to a stochastic differential equation resulting in a form of Ornstein-Uhlenbeck Process (OUP) [4]. The simplest models add a stochastic term directly to the swing equation and assume that fluctuations are adequately described by Gaussian noise [5]–[7]. Another approach, following [4], is to model the load fluctuations in the swing equation as an OUP (empirically supported by [8]), leading to two stochastic equations, one for the load and one for the grid frequency, resulting in a Brownian stochastic term for the swing equation [9], [10]. As we will see in later sections, the properties of the ‘random’ process underpinning the fluctuation in grid frequency exhibit a wealth of structure beyond Gaussian or Brownian.

Statistical modelling of grid frequency in literature usually focuses on the aggregated values such as the probability density function (PDF). Some approaches study frequency as a time-series, which focuses on quantities such as the auto-correlation function (ACF). However, there has been little work on models that reproduce both the timeseries and aggregated properties.

The most salient feature of the grid frequency timeseries, the periodicity in the fluctuations, was identified to be caused by trading on the market [11]. Reference [12] attempts to model these periodic effects, which show in the ACF, by the deterministic and periodic imbalance generated by the market while using Gaussian noise for the stochastic part. This reproduced the initial exponential drop-off of the ACF and the periodic peaks but had a mismatch in the tails and at the centre of the PDF for the grid frequency. Reference [13] shows that the tails of the PDF for the grid frequency in continental Europe are heavier than Gaussian and finds that sourcing the noise from Lévy stable distributions improves the fit in the PDF tails, but now over-estimates the tails. Reference [14] improves on the goodness of fit of the PDF by solving the swing equation with Gaussian noise that has the mean and variance changing slowly with time, leading to q-Gaussian final distributions. Reference [15] combines this noise model with the insight that the periodicity of the electricity market is responsible for the periodicity of the ACF leading to good quantitative fits to the PDF in the tails and rough qualitative agreement for the ACF.

Grid frequency PDFs for different synchronous areas can roughly be separated in single-peaked and multi-peaked distributions [16]. Reference [10] has used the stochastic formulation of [4] and identified the governor deadband as the main ingredient for successfully reproducing the double-peakedness.
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of the frequency PDF for Great Britain. Similarly, detailed modelling of various frequency controllers identified the deadband as the primary reason for double-peakedness of the Irish grid [9]. Reference [17] has further investigated the parameters in the swing equation (with an additional load OUP) to show that double-peakedness can be robustly removed with synthetic inertia.

In contrast to statistical modelling of the grid frequency, one can attempt to predict it for some time frame in the future. Reference [18] uses predictive models based on nearest-neighbour techniques, whereas [19] uses auto-regressive models. To avoid purely statistical analysis some properties of the grid frequency fluctuations can be explained by physical reasons. For example, [20] finds that wind profiles and particular locations of power injection exacerbate the non-Gaussianity of frequency fluctuations.

We select the power system of Great Britain (GB) for studying the statistical properties of grid frequency fluctuations. The GB system is its own synchronous area, so it can be studied in isolation. It is small (compared to e.g. the European Continental Synchronous Area), leading to low inertia, and has a large share of renewable energy. Therefore, it can be considered as a template for future grids elsewhere. Another reason for selecting the GB grid frequency is the fact that it exhibits non-trivial properties both in ACF and PDF. Therefore, the methods in this paper that successfully model both can be extended to other synchronous areas with similar or simpler statistical properties. In the Appendix we show that similar statistical properties hold for several other synchronous grids.

In Section II we present the statistical properties of the grid frequency we aim to reproduce with our modelling. In Section III we present the physical basis for the modelling, whereas in Section IV we present a phenomenological model derived from the physical model. In Section V we describe the data used in the analyses. In Section VI we show the results, discuss them, and use them in a real-world application.

A. Our Contribution

The overall contribution of the paper is a stochastic model of the grid frequency that reproduces the long-range dependence of fluctuations and bi-modality of the distribution and the heavy-tails of the distribution. All of these properties have not been captured so far in a single model and we achieve it with the same number of parameters as comparable models in literature. In detail:

1) We show that the ACF has a power-law behaviour and we successfully model it with fractional noise. We show that the power-law cannot be reproduced by the usual non-fractional Gaussian or Lévy type noise within a swing equation framework.

2) We show that the PDF has heavy tails and we successfully model it with noise that is both fractional and heavy-tailed (Lévy stable)

3) We empirically show that the effective damping factor (related to inertia and droop) is dependent on the grid frequency and describe a method of obtaining the values from the data.

4) We model yearly energy and time requirements for two types of reserve services and show that our model outperforms the models based on Gaussian noise.

II. THE STATISTICAL PROPERTIES OF THE GB GRID FREQUENCY

In this section we present the most salient statistical properties of the real GB grid frequency which we aim to reproduce in our models. The detailed discussion and modelling are deferred to later sections. The grid frequency fluctuates around its central value of 50 Hz, so naively we would expect the most likely value to be 50 Hz. However, the PDF of GB grid frequency (and many other grids) exhibits two peaks (Fig. 1), meaning that frequency spends more time slightly above or below the central value. The next property of the PDF reveals itself on its log-log plot (Fig. 5) where we see that the tails of the distribution are heavier than what would be expected from Gaussian fluctuations. Usually, Gaussian fluctuations are expected as they arise via the Central
Limit Theorem when many different fluctuating contributions sum up (e.g. in a power system). Heavy tails mean that the real grid frequency often exhibits large deviations.

Deviation of the grid frequency away from the central value is not independent from one time instant to another, because the fluctuations driving the grid frequency, i.e. the noise, are adding up over time. The dependence over time is captured by the ACF (Fig. 2). We would like to capture both the short term drop-off, that measures how strongly the value of grid frequency is pushed towards the center, and the long-term power-like tail, that signals that deviations away from the central value can persist for hours. We would also like to mimic the periodic nature in the ACF (Fig. 3). Summarized properties that our model aims to capture are:

1) The grid frequency PDF
   a) The bi-modal (double-peaked) structure, Fig. 1
   b) The overall scale of fluctuations
   c) The heavy tails, Fig. 5
2) The autocorrelation function / phase dispersion periodogram
   a) The exponential drop for short lags ($\lesssim 10$ min), Fig. 2
   b) The periodicity of signal, Figs. 2, 3
   c) The second-by-second structure (within timescale of exponential drop), Figs. 3, 4
   d) The power-law like long range correlation, Fig. 2

III. THE PHYSICAL BASIS FOR THE MODEL

The electric grid consists of many interconnected generators and consumers of power, each of which can be considered as an oscillator producing/consuming power at the frequency close to the nominal grid frequency $\Omega$ (e.g. 50 Hz). The following analysis closely follows [21]. The phase angle at a generator $i$ is:

$$\theta_i = \Omega t + \tilde{\theta}_i$$

where $\tilde{\theta}_i$ is the small phase perturbation relative to the whole grid. The power of the generator is then:

$$P_i = P_{i,\text{dissipated}} + P_{i,\text{accumulated}} + P_{i,\text{transmitted}}$$

where the dissipated power is due to friction, the accumulated power is stored in rotational kinetic energy, and the transmitted power is due to the phase difference between this generator and the rest of them:

$$P_{i,\text{dissipated}} \propto (\dot{\theta}_i)^2,$$

$$P_{i,\text{accumulated}} \propto M_i \frac{d}{dt} (\dot{\theta}_i)^2,$$

$$P_{i,\text{transmitted}} \propto \sum_{j \neq i} K_{i,j} \sin(\theta_j - \theta_i),$$

where $M_i$ is the generator moment of inertia, $K_{i,j}$ contains the information on the topology and transmission capacity of the grid (which generators are connected and the amplitude of the power flow between them), and is symmetric in indices.

Expanding each term on the right-hand-side of (2) to first order in perturbations $\tilde{\theta}_i$ and dividing everything by the moment of inertia $M_i$ results in:

$$\ddot{\tilde{\theta}}_i = p_i - \alpha_i \dot{\tilde{\theta}}_i + \sum_{j \neq i} k_{i,j} \sin(\theta_j - \theta_i)$$

where $p_i$ is the input power. Fig. 4 illustrates this model.
where parameter \( p_i = P_i/M_i \) corresponds to the power of generator \( i \), \( \alpha_i \) to the magnitude of friction, and \( k_{i,j} = K_{i,j}/M_i \) to the amount of power that can be transmitted between generator \( i \) and \( j \).

The overall grid frequency \( \omega \) is the nominal value \( \Omega \) plus the sum (weighted by the inertia of each generator) of all individual perturbations:

\[
\omega = \Omega + \sum_i M_i \frac{\dot{\gamma} t_i}{\sum_i M_i} \tag{7}
\]

which results in the ‘swing equation’:

\[
\dot{\omega} = -\gamma \omega + \pi(t) \tag{8}
\]

where the first restoring term on the right-hand-side contains pulling the grid frequency towards the nominal value \( \Omega \) (which we dropped for convenience and without loss of generality) and the second term \( \pi(t) \), which perturbs the grid frequency, contains the sum of all generated and consumed powers at each generator:

\[
\pi(t) \propto \sum_i M_i P_i \tag{9}
\]

The swing equation (8) is of the form as in e.g. [9], [14]. There is an equivalent formulation, as in e.g. [4], [10]:

\[
2H\dot{\omega} = -\alpha \omega + \pi(t), \tag{10}
\]

where \( H \) is the aggregated inertia constant and \( \alpha \) is the inverse aggregated droop coefficient. Note that if we increase or decrease the inertia \( H \), droop \( \alpha \), and the size of the noise term \( \pi(t) \) by the same factor, the dynamics of grid frequency as described by the swing equation does not change. Therefore, when simulating the swing equation, there is a degeneracy among these parameters. However, we can constrain the ratios, e.g. \( \gamma = \alpha / 2H \), so we choose the swing equation parametrization as in (8).

IV. THE PHENOMENOLOGICAL MODEL

The physical model of (8) forms the basis of our modelling of the grid frequency. The physical model contains two unknowns – the perturbation term \( \pi(t) \) and the decay factor \( \gamma \). In this section we consider what determines the values and structure of these unknowns and how they can be empirically modelled.

A. The Nature of Perturbation Term \( \pi(t) \)

In [14] it is assumed that the powers sum to zero and all that remains is unstructured noise (either of Gaussian or Lévy type) of unknown origin or cause. Specifically, it is assumed that the noise at two different times is uncorrelated. In reality, the powers do not sum to zero at each time instant, as the residual is what drives grid frequency away from the nominal value, and the term \( \pi(t) \) contains a wealth of stochastic and deterministic structure. Of course, the residual of the sum of powers of all rotors can be in first instance approximated as a noise term.

1) Random Part: The random part of \( \pi(t) \) is caused, for example, by the variability in production of renewable generation, the forecast error in demand, the forecast error of the market regarding imbalance, as well as the effect of faults in the grid (generator tripping). The information on the forecast errors is not available immediately, the error is not rectified immediately (e.g. weather forecast run only a few times daily), and the information does not spread efficiently to all the active participants in the grid (generators, electricity system operators (ESO), traders). This means that the random part of the frequency deviation might exhibit long term dependence.

2) Non-Random Part: The non-random part of \( \pi(t) \) is influenced, for example, by the scheduled decisions of generators, the balancing actions of the ESO, the developments on the power market, the automatic activation of reserve services, generators speculating on the imbalance price, and generators misreporting their physical position. All of the listed things are tied to the common structure – the settlement of imbalances, which is performed at half-hourly intervals in GB, and the market contracts that are structured into half-hourly, 1-hour, 2-hour, and 4-hour blocks. Therefore, we expect deterministic structure to appear and be periodic at these time scales.

The non-random part of \( \pi(t) \) also contains responses to the system imbalances by active participants in the grid, which can all be described as terms of the restoring form like \(-\gamma \text{p}_{\text{max}} \omega \). For example, the ESO is actively pursuing the balance of the electric system, so its actions can be described by a restoring term. The market, through matching the supply and demand, is also driving the system towards balance and can be described by a restoring term. The reserve (a.k.a frequency response) triggered at certain deviations from the nominal frequency and proportional to the size of deviation can be faithfully modelled by a restoring term. Imbalance speculating generators that intentionally produce imbalance to collect payment according to the imbalance price also drive the system towards stability, and consequently frequency towards the nominal value.

Therefore, after removing the terms of the restoring form, the non-random part of the noise term in (8) can be decomposed into the pure noise term \( \xi(t) \) (of unit variance) with the mean \( \mu(t) \) and variance \( \sigma(t) \) being periodic functions determined by e.g. the periodicity of the market (as in Fig. 3):

\[
\pi(t) = \mu(t) + \sigma(t) \cdot \xi(t) \tag{11}
\]

B. The Nature of Damping Factor \( \gamma \)

The restoring term \(-\gamma (\omega - \Omega) \) in (8) is in part physical in origin and is determined by the moment of inertia and droop of all the generators in the grid (10).

In most studies so far the damping factor \( \gamma \) has been assumed to be constant in time, with the exception of [14]. In fact, due to the varying share of renewable generation in the grid, the moment of inertia of the grid is lower during times of high share of renewable generation. For a review, see [22], [23]. Therefore, we expect \( \gamma \) to be a slowly (compared to \( \pi(t) \)) varying function of time.

The restoring part of (8) has multiple contributions in addition to the physical in origin. As discussed in Section IV-A, the
active participants in the grid (generators, ESO, traders, reserve services) also contribute terms of the restoring form. Therefore, the restoring term is described by the sum of all contributions as an overall effective damping factor $\gamma_{\text{eff}}$.

We expect the effective damping factor $\gamma_{\text{eff}}$ to have a dependence on the value of grid frequency. The main physical reason is governor deadbands. Other restoring terms non-physical in origin also contain ‘deadbands’. For example, ESO does not react to the smallest system imbalance (as manifested in frequency deviation) and instructs power plants only when deviation is big enough. Additionally, reserve services are only triggered above/below a certain threshold. All of these effects combine into strong $\omega$ dependence of the effective damping term $\gamma_{\text{eff}}$:

$$\dot{\omega} = -\gamma_{\text{eff}}(t, \omega) \cdot \omega + \pi(t)$$  \hspace{1cm} (12)

where $\pi(t)$ now contains only the random and periodic components (11). In this paper we will not focus on the time dependence of $\gamma_{\text{eff}}$ but instead on the dependence on $\omega$.

### C. Modelling the Noise $\xi(t)$

The restoring term of (8) is responsible for the initial exponential decay of the ACF. In the case where $\gamma_{\text{eff}}$ is constant and $\pi(t)$ is uncorrelated Gaussian noise, the model is known as the Ornstein-Uhlenbeck [24] (or Vasicek [25]) model and has an autocorrelation function that decays exponentially with the decay factor $\gamma_{\text{eff}}$.

Extending such a model by heavy-tailed noise sourced from e.g. a Lévy stable distribution does not change the exponential drop of the ACF. This can be seen by integrating (8) and calculating the correlator $\langle \omega(t)\omega(t') \rangle$[26]. We use the fact that for Gaussian and Lévy type noise $\langle \xi(t)\xi(t') \rangle \propto \delta(t-t')$, where $\delta(t-t')$ is the Dirac delta function. That is, the noise two-point correlation function is non-vanishing only when evaluated at the same instant [27]. Therefore, the long-range dependence seen empirically in the ACF (see Fig. 2) cannot be produced by these types of noise.

#### 1) Long-Range Dependence Via Fractional Noise: Long-term dependence, power-law behaviour, and long-term memory processes are frequently described using 'fractional noise processes’ [28]–[30]. For example, Fractional Gaussian Noise is a generalisation of Gaussian noise for which the correlation of the noise term at two different time instants does not vanish and thus leads to long-range dependence in the ACF.

Long-range behaviour of fractional noises is characterised by a single parameter $H$, called the Hurst exponent. Uncorrelated behaviour is reproduced for $H = 1/2$, $1 > H > 1/2$ results in positive long-range autocorrelations, and $0 < H < 1/2$ results in short-term autocorrelations.

Heavy tails can also be modelled within the fractional noise framework, where the underlying noise is sourced from a Lévy stable distribution [31], thus achieving both the long-range correlations and large point-wise fluctuations. This type of noise is termed Fractional Lévy Noise (FLN) [32]. We are interested in noise distributions without skew. Therefore the Lévy stable distributions we consider are characterized by one parameter $\alpha \in (0, 2]$ which controls the fatness of tails, where values below 2 correspond to heavy tails.

Standard uncorrelated Gaussian noise leading to OUP swing equation, used in e.g. [9], [10], is reproduced for parameter combination $H = 1/2$ and $\alpha = 2$.

Fractional noise processes have found application in a variety of fields (e.g. economics [33], hydrology [34], engineering [35]...). The properties of different noise types are summarized in Table I.

### V. The Data

The data on GB grid frequency was obtained from the electricity system operator (ESO) in Great Britain [36] and it consists of measurements of the grid frequency floored to three decimal places with granularity of 1 s. We study the data from 2014 to 2020 inclusive.

### VI. Results and Discussion

#### A. Autocorrelation Function: The Exponential Part

The autocorrelation function has an initial exponential decay and a long-range power-law like part (see Fig. 2). For lags $\leq 15$ min the ACF can then be modelled as $\text{ACF}(t) \sim \exp(-\gamma_{\text{eff}}t)$. The parameter $\gamma_{\text{eff}}$ can be extracted by straight line fits on a semi-log plot of the ACF. The results of the fit is $\gamma_{\text{eff}} = (5.5 \pm 0.1 \text{ min})^{-1}$.

1) Dependence of $\gamma_{\text{eff}}$ on $\omega$: As explained in Section IV-B the effective damping factor is expected to have a dependence on the value of the grid frequency, i.e. $\gamma_{\text{eff}}(\bar{\omega})$.

To show this effect is present in the data we split the datasets in frequency bins (e.g. in bins of 0.1 Hz). Then we calculate the ACF for data falling in each of the bins and plot the results in Fig. 6. We plot the first few lag minutes in the ACF since the exponential drop-off there is controlled by $\gamma_{\text{eff}}$. We see that for frequencies closer to 50 Hz the fluctuations are correlated stronger and for longer time. This means that $\gamma_{\text{eff}}$ is smaller closer to 50 Hz as was expected (Section IV-B). The values for $\gamma_{\text{eff}}(\bar{\omega})$ can finally be extracted as slopes to semi-log plot of Fig. 6.

#### B. Autocorrelation Function: The Power-Law Part

For the autocorrelations above roughly 15 min the behaviour of the ACF can be described as a power law, $\text{ACF}(t) \sim t^{-\alpha}$. The parameter $\alpha$ can be extracted by straight-line fits on the log-log plot of the ACF. The result of the fit is $\alpha = -0.5 \pm 0.1$.

We model long-range, power-law correlations, using fractional noise. The stochastic noise is described by one parameter, the Hurst exponent $H$, which leads to power-law ACF of $t^{2H-2}$.
ACF within different ranges of grid frequency

Fig. 6. ACF dependence on the grid frequency, in the regime where exponential drop-off is a good description. Note that when frequency is closer to 50 Hz we have stronger auto-correlations caused by lower $\gamma_{\text{eff}}$. Note that the error in ACF increases with lag distance (as there are fewer independent data points to estimate the ACF) and increases for bins far away from the nominal value, as the number of data points in those bins is small.

Fig. 7. Power spectral density of the grid frequency stochastic process. Note the Brownian/Gaussian scaling ($\text{slope} = -2$) at short times and fractional Brownian scaling at long times. For purely Gaussian noise the spectral density slope should be 0 at long times. Note the peaks due to periodicity.

[37], [38]. Grid frequency power-law fit leads to Hurst exponent of 0.75 ($2H - 2 = -0.5$), suggesting strong long-term dependence. An alternative approach to demonstrate short time exponential decay in the ACF and long time power law is by studying the power spectral density of the process, which we plot in Fig. 7. Power spectral density for the swing (OU, Vasicek) type of equation as (8) is described by the following expression [26]:

$$PSD(k) \sim \frac{\langle \tilde{\pi} \tilde{\pi}^* \rangle}{\gamma^2 + k^2}$$

where $k$ is the inverse of the time scale, $\gamma$ is the decay constant, and $\langle \tilde{\pi} \tilde{\pi}^* \rangle$ is the noise power spectrum. For Gaussian/Lévy noise this is just a constant (Fourier transform of the delta function). However, for fractional noise this term scales as $\langle \tilde{\pi} \tilde{\pi}^* \rangle \sim k^{-2H+1}$ [30], [38]. From the slope ($-0.55 \pm 0.04$) at long times (small $k$) we show, that the underlying noise process is not Gaussian (slope should be 0) and obtain the Hurst exponent of about 0.75, consistent with estimation from the ACF.

Fig. 8. True ACF compared with a simple OU model with Gaussian noise (model class as in [4], [6]–[9]), and our model based on (12) and Table II. A specific model from literature [10] is selected here to emphasise that while it matches the PDF well (Fig. 9) it does not capture the time dynamics of grid frequency (encoded in ACF) at all.

Fig. 9. True PDF compared with a simple OU model with Gaussian noise, and a model based on (12) and Table II, and a model from literature [10]. All models match the standard deviation and the mean of the actual frequency data.

C. Probability Density Function: Heavy Tails

We generate heavy-tailed long-range Fractional Lévy Noise using our own efficient implementation of [39]. Parameter $\alpha$ that controls the fatness of tails can be in principle estimated from the data by e.g. a Hill estimator [40]. However, the grid frequency PDF is close to Gaussian (deviations away from Gaussian only above $\pm 0.2$ Hz) suggesting that $\alpha$ is close to 2 (Gaussian case). In this parameter region estimators are unreliable [31]. Therefore, we perform a direct search via parameter sweep to find $\alpha = 1.975$ that best matches the tails of the GB grid frequency PDF (see Fig. 10).

D. Simulation Results

Equations (8) and (12) are stochastic differential equations, corresponding to a mean-reverting process. Numerical solutions to (8) and (12) are obtained using the Euler–Maruyama

[3]{Online}. Available: https://github.com/davidkraljic/fractional_levy_motion
The equations are solved using NUMPY software package [42].

We compare three models: a simple model based on the swing (8) with non-fractional Gaussian noise covers the majority of previous modelling attempts (see Section I), a detailed existing model for the GB grid frequency [10], and our model based on (12) with fractional Lévy noise for $\xi(t)$ and $\omega$ dependent $\gamma_{eff}$. The periodic component of the noise term $\mu(t)$ and scale of fluctuations $\sigma$ are both taken from actual data which is summarised in Fig. 4. We model $\gamma_{eff}$ with three parameters (as in e.g. [9], [10]):

$$
\gamma_{eff}(\omega) = \begin{cases} 
\gamma_1\omega, & -\omega_{db} \leq \omega \leq \omega_{db} \\
\gamma_2\omega + (\gamma_2 - \gamma_1)\omega_{db}, & \omega \leq -\omega_{db} \\
\gamma_2\omega + (\gamma_1 - \gamma_2)\omega_{db}, & \omega \geq \omega_{db}
\end{cases}
$$

(14)

where $\omega_{db}$ is the deadband frequency range and $\gamma_1$ is the damping term within the deadband and $\gamma_2$ outside of deadband.

With our model we can reproduce both the exponential drop-off and power-law tail in the ACF, as well as periodic structure (see Fig. 8). We can also reproduce the over-all scale of fluctuations and the double-peaked structure (Fig. 9). Moreover, our model also reproduces the heavy tails of the PDF (Fig. 10). This was achieved with the parameter combination in Table II.

Besides our model we reproduced the results of [10], labelled ‘Literature’. This particular model was selected to illustrate the importance of looking at all statistical properties together. ‘Literature’ model agrees well with the PDF (Fig. 9) but does not capture the timeseries properties of the grid frequency at all (Fig. 8). For the class of simple baseline OU models with non-fractional Gaussian noise, labelled ‘Gaussian noise’ in the figures, we chose constant $\gamma_{eff}(\omega) = 1/400$ such that the initial exponential drop in the ACF is correctly captured and the overall scale $\sigma = 0.064$ of fluctuations is reproduced. Note that all models based on the swing equation and non-fractional Gaussian noise will fail to reproduce long-term correlations as seen in the ACF and the power spectrum even if the overall PDF and short term ACF fit well.

**E. Applications**

More elaborate modelling of the grid frequency, compared with a simple OUP (i.e. non-fractional Gaussian noise), should lead to improvements in real-life applications of the models.

Frequency response services are automatic balancing services provided by devices (batteries, diesel generators, industrial HVACs,...) to an ESO which are controlled by the value of the grid frequency. In general, in GB and elsewhere, there are two types of frequency response services: dynamic, where power generation/consumption of an asset is proportional to the deviation in the grid frequency after some trigger, and static, where power is generated/consumed at a fixed value after the service is triggered at some frequency deviation. If the devices delivering these services do not deliver the required energy for the required duration then strict financial penalties usually apply.\(^4\)

1) Dynamic Frequency Response: Devices participating in the dynamic service (such as batteries) need to know the yearly distribution of energy requirements. The distribution is directly related to the timeseries of frequency fluctuations and is used to evaluate the ability of the device to deliver the service (or calculate the percentage of times the device will fail to deliver) as well as calculate the compensation for the provision of service as it is directly linked to the energy delivered.

We take the parameters for a typical GB high-frequency dynamic response service, where the proportional response is required within a couple of seconds for deviations above 50.015 Hz. In Fig. 11 we plot the distribution of energy requirements for one year. We see that the Gaussian OUP, despite matching the over scale of fluctuations (see Figs. 9, 8), underestimates larger energy requirements, due to the lack of long-term correlations in deviations from the nominal value, whereas our model reproduces the true requirement. This could lead to the wrong sizing of the battery destined for this service, wrong estimation of expected income, and higher than expected failure rate to delivery required energy. For example, looking at Fig. 11, using a simple OUP model to determine the size of a battery (determined by the largest energy requirement in a year) the owner of the device would size the battery to have capacity at 2000 (arb. units) but true requirement is closer to 3000 (arb. units).

2) Static Frequency Response: Similarly as above, evaluation of a device participating in a static delivery of frequency

\(^4\)See https://www.nationalgrideso.com/industry-information/balancing-services/frequency-response-services/firm-frequency-response-frf
response requires the knowledge of the distribution of response durations after each trigger. We take parameters for a typical low-frequency static response service, where a fixed power is generated within a couple of seconds for deviations below the 49.9 Hz trigger. In Fig. 12 we plot the required response durations and again see that Gaussian OUP underestimates the
frequency of the longer responses. For example, diesel generators that are committed to provide static response need to provide responses for the required length but are also limited to how long they can run in each year\(^5\) for environmental reasons. Using a simple OUP would underestimate the frequency of response

\(^5\)See e.g. https://ec.europa.eu/environment/industry/stationary/mcp.htm
requirement be for e.g. static frequency response if inertia in the grid changed with all other things being equal. Looking back at the derivation of the swing equation (8) and at the form of the equation with explicit inertia constant (10) we see that lower inertia (while everything else stays the same) can be modelled by reducing the damping factor $\gamma$ and size of fluctuations in $\mu(t)$ by the same factor. In Fig. 13 we compare two response duration distributions predicted by our model with differing inertia (by 20%). We see that lower inertia would mean more frequent long responses, as frequency deviations would stay longer below trigger level. For example, responses long about 2 hours would be twice as likely if overall yearly inertia would drop by 20% (all other things being equal).

VII. Conclusion

We study the statistical properties of the grid frequency, focusing on the data for the power system of Great Britain. We show that some curious statistical properties such as the double-peaked probability density function, heavy tails, periodicity, and the long-range power-law dependence in the autocorrelation function, can be modelled successfully by slight modifications of the swing equation or equivalently the Ornstein-Uhlenbeck stochastic process. We empirically show that the effective damping factor is frequency-dependent, which reproduces the double-peakedness. We show that a better description for the underlying noise process, compared to Gaussian, is fractional noise, which due to inherent long term correlations between noise increments reproduces the power-law behaviour in the autocorrelation function. Additionally, we source the fractional noise from heavy-tailed distribution to correctly capture the fat tails of the grid frequency probability density function. Finally, we look at applications of our model. We determine the distribution of energy requirement for a dynamic frequency response service, response duration distribution for a static frequency response service and show their predictions are closer to true values compared to predictions from a standard swing equation model.

APPENDIX

STATISTICAL PROPERTIES OF OTHER GRIDS

A. European Continental Synchronous Grid

We show that the European grid exhibits similar properties to the GB frequency: double-peakedness (Fig. 14), periodicity and long term correlations suggesting fractional noise fluctuations (Figs. 15, 16). Therefore same modelling approaches as in this paper can be used for the European grid. The data was obtained from the French ESO [43] and consists of measurements sampled every 10 seconds. We study the data from 2017 to 2020 inclusive.

B. Nordic Grid

We show in Fig. 17 the PDF for the Nordic grid is uni-modal and that despite strong correlations at longer times the ACF (Fig. 18) is well described by an exponential, suggesting ordinary Gaussian fluctuation. This is also confirmed by checking the large time-scale part of the frequency power spectrum (Fig. 19). The data for the Nordic synchronous area is obtained from the Norwegian ESO [44] and consists of second by second measurements of the frequency for the year 2020.

C. Mallorcan Grid

Mallorcan grid is a small island grid that in addition to the two peaks around the central value (as in GB, Europe) exhibits extra structure in frequency PDF (Fig. 20). Similarly as for GB and European grid we show that there are long term power-law correlations suggesting fractional noise fluctuations (Figs. 21, 22). The data was obtained from [45] and consists of 94 days of seconds-by-second measurements in 2019.
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