Computer Validation of Neural Network Dynamics: A First Case Study

Christian Kuehn∗† and Elena Queirolo‡

Abstract

A large number of current machine learning methods rely upon deep neural networks. Yet, viewing neural networks as nonlinear dynamical systems, it becomes quickly apparent that mathematically rigorously establishing certain patterns generated by the nodes in the network is extremely difficult. Indeed, it is well-understood in the nonlinear dynamics of complex systems that, even in low-dimensional models, analytical techniques rooted in pencil-and-paper approaches frequently reach their limits. In this work, we propose a completely different perspective via the paradigm of validated numerical methods of nonlinear dynamics. The idea is to use computer-assisted proofs to validate mathematically the existence of nonlinear patterns in neural networks. As a case study, we consider a class of recurrent neural networks, where we prove via computer assistance the existence of several hundred Hopf bifurcation points, their non-degeneracy, and hence also the existence of several hundred periodic orbits. Our paradigm has the capability to rigorously verify complex nonlinear behaviour of neural networks, which provides a first step to explain the full abilities, as well as potential sensitivities, of machine learning methods via computer-assisted proofs. We showcase how validated numerical techniques can shed light on the internal working of recurrent neural networks (RNNs). For this, proofs of Hopf bifurcations are a first step towards an integration of dynamical system theory in practical application of RNNs, by proving the existence of periodic orbits in a variety of settings.

Subject classification: 37G10, 37N99, 68T07

1 Introduction

Machine learning [1, 25, 32] has been an extremely dynamic field in recent years [16, 9]. Deep neural networks have taken center stage as a key algorithmic component [21, 31]. Thanks to the results presented in [6], and subsequent developments, it is now possible to explicitly connect several neural network architectures with an explicit dynamical system given by ordinary differential equations (ODEs). Although several results about static functional approximation properties of neural networks are quite classical [26, 30], studying their dynamics mathematically rigorously, i.e., to really prove that they generate a particular behaviour, still remains a formidable challenge. From an abstract viewpoint, this is not too surprising since the propagation of information across a neural network with fixed edge weights, as well as the learning process of the edge weights, are large-scale nonlinear dynamical systems [8, 10]. It is well-understood that if one seeks rigorous mathematical results in nonlinear dynamics, one usually
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has to make quite significant assumptions \cite{13}. Examples of these assumptions are low dimensionality \cite{24,29}, scale separation \cite{11,18}, existence of a mean-field \cite{23,33}, or a gradient structure \cite{2,37}. In fact, if these assumptions are missing, then already questions about very low-dimensional dynamics, say in dimensions one to three for iterated maps or flows, become almost impossible to solve via rigorous pencil-and-paper arguments \cite{15}. Therefore, if we are interested in generic neural networks without simplifying assumptions, which are frequently the cases most relevant for many practical algorithms, it seems that we would have to abandon the hope to ever validate mathematically that modern machine learning algorithms behave correctly.

In this work, we propose a completely new perspective to validation of neural network dynamics and thereby also to robustness and verification of artificial intelligence. The idea is to use automated computational tools to rigorously validate the dynamics of neural networks. Although this perspective might sound counter-intuitive at first, it can be well-founded within the field of numerical validation methods \cite{3,28,17,36}. In particular, viewing the neural network as a dynamical system, we are going to utilize and adapt computational techniques first developed to solve hard open problems in dynamics, probably most famously the existence of the Lorenz attractor \cite{34}. The principle is that certain patterns, respectively solution behaviours, can be tackled numerically. The numerical solution is then verified rigorously via interval arithmetic error bounds in combination with a-priori or a-posteriori error estimates. This combination of techniques can indeed provide validated mathematical proofs for otherwise intractable global nonlinear dynamics. In the context of neural networks, it has the nice interpretation that we use a more classical computational approach in combination with theoretical mathematical bounds and computer-assisted error tracking to validate the existence of patterns in neural networks, which can then be used as an even more powerful computational tool.

Of course, implementing such an idea requires a longer term development and testing for various classes of deep neural networks. In this work, we are interested in a first proof-of-principle, i.e., to demonstrate how the idea of numerical validation can be brought to tackle intermediate size neural networks. Both the method and the code presented here are given in great generality and as a test case, we study a well-established class of anti-symmetric recurrent neural networks (RNNs) \cite{5}. In this setup, we focus on the dynamics on the network for edge weight matrices with random weights to ensure robustness of our results. We show that in a generic setting and under the assumption of large depth, varying a main hyperparameter of the network leads to a whole finite cascade of Hopf bifurcations, where periodic solutions are generated. Via the so-called \textit{radii polynomial approach}, we validate several hundred Hopf bifurcations rigorously and we also compute the relevant first Lyapunov coefficient rigorously. We find that the generated periodic solutions are all unstable leading to a phase space structure for the neural network, where many transient oscillatory motions are possible. In fact, it is well-understood that within the class of all possible dynamical systems, looking for large classes of (unstable) periodic solutions is a strategy to determine the possible high complexity and potentially chaotic dynamics of the system. In summary, we have demonstrated rigorously that within the space of even varying a single hyperparameter, the considered class of RNNs has enormous dynamical complexity. Similar complexity is retrieved in a variety of other networks, as shown in in Section \ref{sec:5}. More importantly, we have demonstrated a paradigm that can complement validating the dynamics of neural networks precisely in the regimes, where other, often quite strong, mathematical assumptions needed for purely analytical arguments break down.

The paper is structured as follows: in Section \ref{sec:2} an initial presentation of Hopf bifurcations is given, building towards the algebraic problem defining them. Then, Section \ref{sec:3} presents a
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bird eye view of validated = numerics in the context of finite dimensional problems, such as the Hopf algebraic equation. These two ingredients are the mathematical background to then discuss in depth our first example: Antisymmetric RNNs, presented in Section 4. There we give first a justification on the choice of network and of bifurcation, then present extensive results on the effectiveness of our validation method. More general examples are provided in Section 5 where a wide variety of network structures and continuation parameters are showcased. Additional examples can be found directly in the code at [19]. Finally, Section 6 provides a brief outlook. Two Appendices are given with details on the application of the radii polynomial approach to the RNN (Appendix A) and on the computation of the Lyapunov coefficient to prove non-degeneracy (Appendix B).

2 Algebraic Hopf bifurcation

Following [6], RNNs can be either interpreted or directly coded as a system of ordinary differential equations called neuralODE. As an overview, when considering RNNs their formulation is

\[ x_{t+1} = x_t + \sigma(x_t, \theta), \quad t = 1, 2, \ldots, N \]  

(1)

where \( x_0 \) is the input layer, \( x_N \) is the output layer, \( t \) is the hidden layer, \( \sigma \) is the chosen non-linearity and \( \theta \) are all the parameters optimized during the learning process, usually it included the weights and biases. Assuming that \( \sigma \) can be rewritten as \( \epsilon f \) for a small \( \epsilon \), then we can recognise in Equation (1) an application of the forward Euler method to the ODE

\[ x'(t) = f(x(t), \theta), \quad t \in [0, T], \]

where \( T = \epsilon N \). From now on, \( t \) is considered to be the continuous variable unless otherwise specified. We are going to use approaches and techniques rooted in dynamical systems to gain an understanding of the behaviour of RNNs in the limit of neural ODEs; yet, it is important to point out that the principles we employ will also be useful for neural networks beyond ODEs. In this paper we will concentrate on Hopf bifurcations, considered as places of onset of periodic orbits. To further justify this choice in a particular setting, in the following Section 4 the possibility of having Hopf bifurcations appearing in the structured RNN [6] is analytically justified.

We now discuss the numerical search for such bifurcations, by introducing the zero finding problem associated to Hopf bifurcations. Since Hopf bifurcations depend on only one parameter, we consider here the situation in which \( \theta = \gamma \in \mathbb{R} \), where \( \gamma \) is the unique parameter of the system. In the future, when considering full RNNs with more than one parameter, we will assume only one parameter is flexible, while all others are fixed.

**Definition 1.** A Hopf bifurcation \((x_*, \gamma_*)\) of \( x' = f(x, \gamma) \) is such that \((x_*, \gamma_*)\) is an equilibrium of the ODE, i.e. \( f(x_*, \gamma_*) = 0 \), such that \( D_x f(x_*, \gamma_*) \) has a pair of purely imaginary eigenvalues \( \lambda_*, \bar{\lambda}_* \). Furthermore, the Hopf bifurcation is non-degenerate if there are no other imaginary eigenvalues of \( D_x f(x_*, \gamma_*) \) and \( \lambda_* \) crosses the imaginary axis with non-zero velocity w.r.t. \( \gamma \) at \( \gamma = \gamma_* \).

Setting momentarily aside the non-degeneracy conditions, we can set the algebraic problem as

\[
\left\{
\begin{array}{l}
 f(x, \gamma) = 0, \\
 D_x f(x, \gamma) v - \lambda v = 0, \quad \lambda \in i\mathbb{R}.
\end{array}
\right.
\]
Notice how the eigenvalue $v$ is defined just up to a scaling, thus an additional equation involving the normalization of $v$ needs to be included to guarantee uniqueness of the solution. We define all solutions of this problem as algebraic Hopf bifurcations. Such bifurcations might be degenerate.

While the algebraic Hopf problem is mathematically well-posed, up to a complex rescaling of $v$, it is defined on the space $(x, \gamma, v, \lambda) \in (\mathbb{R}^n, \mathbb{R}, \mathbb{C}^n, i\mathbb{R})$. It is numerically cumbersome to impose that the solution exactly fits into the appropriate space, since it mixes real, complex and imaginary values. Instead of solving it directly, we rephrase the problem into a fully real space. We introduce the notation $v = v_r + iv_i$ and $\lambda = i\lambda_i$, where now $v_r, v_i \in \mathbb{R}^n$ and $\lambda_i \in \mathbb{R}$.

We also add two equations
\[
\phi^T v_r = 0 \quad \phi^T v_i - 1 = 0,
\]
where $\phi$ is any fixed vector in $\mathbb{R}^n$, to fix the scaling of $v_r$ and $v_i$. Then, we write the real algebraic Hopf problem as
\[
\begin{aligned}
\phi^T v_r &= 0, \\
\phi^T v_i - 1 &= 0, \\
f(x, \gamma) &= 0, \\
D_x f(x, \gamma) &= 0, \\
D_x f(x, \gamma) &= 0.
\end{aligned}
\]

With the addition of this scaling, the problem is numerically well-posed and has, generically, a locally unique solution. Equation (2) is now real and finite dimensional, any root finding algorithm, such as Newton’s method, can be used to find its numerical solutions. This yields numerical approximations of algebraic Hopf bifurcations. A discussion on the initialization of such root finding algorithms can be found in Remark 4.

Having computed a numerical solution to the algebraic Hopf problem, an overview of its validation is given in Section 3 while details pertaining to its practical implementation are presented in Appendix A. The problem of proving non-degeneracy is discussed at the end of the Section 3 while details of its computation are presented in Appendix B.

## 3 Validation in finite dimensions

In this section, an a-posteriori method of validation for zero-finding problems is presented. Following, among others, \[14, 22\], we will give here an overview of the radii polynomial approach.

Consider (2) as a zero-finding problem $F(x) = 0$, where $F : X \to Y$ and $X, Y$ are Banach spaces with norms $\| \cdot \|_X$, $\| \cdot \|_Y$. For concreteness, one may think of finite-dimensional Euclidean spaces $X, Y$ here but the validation idea works in more generality, even in infinite-dimensional settings, so we keep this generality in the presentation to make it evident, how far-reaching the approach actually is. If $\tilde{x}$ is close enough to a solution of the zero-finding problem, we expect the Newton operator $\tilde{x} - DF(\tilde{x})^{-1}F(\tilde{x})$ to be contracting towards the exact solution. Based on this intuition, we define the map
\[
T : X \to X \\
x \mapsto x - AF(x),
\]
where $A : Y \to X$ is an approximation of $DF(\tilde{x})^{-1}$. We the set out to prove that $T$ is a contraction. More precisely, with the radii polynomial approach, we prove the existence of an $r$ such that the approximate Newton operator $T$ is a contraction in the ball $B_r(\tilde{x})$ of radius
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$r$ around the numerical solution $\tilde{x}$. This yields a rigorous existence of a zero very close to the numerically computed one $\tilde{x}$. With this strategy in place, we can now present the radii polynomial theorem from [4].

**Theorem 1.** Let $T$ be as defined in (3) and let

\[ Y \geq \|T(\tilde{x})\|_X, \]

\[ Z(r) \geq \sup_{b,c \in B_r(0) \subset X} \|DT(\tilde{x} + rb)rc\|_X. \]

The radii polynomial is

\[ p(r) \overset{\text{def}}{=} Y + Z(r) - r. \]

If there is a $r_* > 0$ such that $p(r_*) = Y + Z(r) - r < 0$ then $T$ is a uniform contraction on $B_{r_*}(\tilde{x})$. If $A$ is non-singular, then $F$ has a unique zero in $B_{r_*}(\tilde{x})$.

The application to our finite dimensional system (2) is presented in the Appendix A. Since the bounds need to be themselves rigorously computed, interval arithmetic is necessary.

**Remark 1.** To ensure the correctness of the bounds, all numerical errors need to be considered, such as rounding errors in the computation of the hyperbolic tangent and floating point errors. Interval arithmetic is the tool used to keep track of such errors, the used implementation in Matlab is the Intlab library, [27].

Once the solution to (2) is validated, we have proven the existence of an algebraic Hopf bifurcation, but we do not yet have knowledge of its non-degeneracy. For a non-degenerate bifurcation, we need to satisfy the two non-degeneracy conditions, as in Definition 1. The first one is the lack of other imaginary eigenvalues. Considering a finite dimensional system, this condition can be checked directly, by computing all other eigenvalues and confirming that their real part is non-zero. Validation of eigenvalues is a built-in functionality in Intlab and to prove this condition is straightforward.

The second condition for non-degeneracy is for the imaginary eigenvalue pair to be crossing the imaginary axes with non-zero velocity w.r.t. the parameter. This condition is more technical and it is equivalent to the first Lyapunov coefficient being non-zero, as presented in [20]. To discuss the computation and validation of the first Lyapunov coefficient in our situation, we refer the interested reader to Appendix B.

4 First Example: AntisymmetricRNN

Recurrent neural networks are build to integrate time-dependent data in their computation, while the hidden layers keep track of previous information. The output layer $x_T \in \mathbb{R}^n$ is the result of applying a sequence of nonlinearities to the input layer $x_0 \in \mathbb{R}^n$ according to

\[ x_t = x_{t-1} + f(x_{t-1}, d_t), \quad t = 0, 1, \ldots, T \]

where $x_t \in \mathbb{R}^n$ is the value of the $t$-th hidden layer, and $d_t \in \mathbb{R}^m$ is input for the same layer, that is additional information available at time $t$. In this formulation, $f$ is a function dependent on parameters optimized during training. The output of the network is then a time dependent value $y_t$ defined as $y_t = g(x_t)$, for some function $g$. Let us remark here that in practice neither $f$ nor $g$ need to be differentiable, but continuity is necessary. In this paper, we only consider a special case of $f$, where it is sufficiently smooth.
We are focusing on a class of neural networks known as antisymmetric recurrent neural networks (AntisymmetricRNN \[5\]). In this class of recurrent neural networks, each hidden layer is determined by
\[
x_t = x_{t-1} + \sigma(Wx_{t-1} + Vd_t + b), \quad t = 0, 1, \ldots, T
\]
where \(W \in \mathbb{R}^{n \times n}, V \in \mathbb{R}^{n \times m}\) and \(b \in \mathbb{R}^{n}\) are parameters of the RNN. In practice, these parameters can depend on the layer, but in our exposition they will be fixed w.r.t. \(t\). Furthermore, we focus on the information propagation dynamics on the trained network and not on the learning step. \(W\) and \(V\) are called weights, while \(b\) is the bias. In specific applications, it is possible to vary the dimensions \(n\) and \(m\) along the layers, but we will not make use of such flexibility for this first case study. In \[5\], a concrete subclass of RNNs is studied given by
\[
x_t = x_{t-1} + \varepsilon \tanh(\hat{W}x_{t-1} + Vd_t + b),
\]
where
\[
\hat{W} \overset{\text{def}}{=} W - W^T + \gamma \text{Id},
\]
and \(\varepsilon \in \mathbb{R}\) and \(\gamma \in \mathbb{R}\) are hyperparameters, and \(\text{Id}\) is the identity matrix. Here the hyperbolic tangent acts element-wise. Following \[6\] one may view equation (4) as the application of the Euler method to the ordinary differential equation (ODE)
\[
x'(t) = \tanh(\hat{W}x(t) + Vd(t) + b),
\]
where we now consider \(x\) to be an \(n\)-dimensional function of continuous time \(t \in [0, T]\). The value of \(x_t\) at the input and output layers of the RNN are equivalent to the values of \(x(t)\) at \(t = 0\) and \(t = T\).

**Remark 2.** This rewriting is supported by a variety of results, such as \[39, 38\]. It is possible to train a network as a neural ODE, and to a priori chose different numerical integrators.

Studying the dynamics induced by (6) is a powerful tool in understanding the effects the RNN has on its input vector. Bifurcations provide insight on the global behaviour of a system through a local study, so they are a fitting starting topic. We are particularly interested in studying the bifurcations this dynamical system can exhibit depending on the hyperparameters after the weights and bias have been determined during the learning phase of the RNN. In particular, following the presentation in \[5\], we want to determine when the system can undergo a Hopf bifurcation. Hopf bifurcations are one of the mechanisms for the appearance of periodic orbits, a topic of interest in its own right. Hopf bifurcations happen when a pair of imaginary eigenvalues of the Jacobian crosses the imaginary axes with non-zero velocity. We refer to Definition 1 for additional details on their mathematical structure. In this section, we first justify that \(\gamma\) is the hyperparameter of interest, when searching for Hopf bifurcations in (6).

In order to simplify the explanation, we consider no input data over time, i.e. \(d(t) = 0\). The unique zero of the hyperbolic tangent is at zero, so the non-linearity simplifies and we retrieve the algebraic problem
\[
\hat{W}x(t) + b = 0.
\]
For simplicity, and without loss of generality, we restrict ourselves additionally by setting the bias to zero, \(b = 0\). In this case, the unique equilibrium of the \(n\)-dimensional system is the trivial equilibrium \(x_0 = 0\). The Jacobian of (6) is
\[
J(x) = (\text{Id} - \text{diag}(\tanh(\hat{W}x(t))^2))\hat{W},
\]
where
where the power is considered element-wise and \( \text{diag}(\cdot) \) is the diagonal matrix obtained from a vector. Computing the Jacobian at \( x_* \), the hyperbolic tangent vanishes, leaving us with
\[
J(x_*) = \hat{W}.
\]
Thus, studying the behaviour of the Jacobian at the equilibrium is equivalent to studying \( \hat{W} \).

We notice that the eigenvalues of antisymmetric matrices, such as \( W - W^\top \), are imaginary. Since \( \hat{W} \) is a shift by \( \gamma \) of an antisymmetric matrix, the real part of all eigenvalues of \( \hat{W} \) is equal to \( \gamma \). In particular, all eigenvalues of \( \hat{W} \) cross the imaginary axes for \( \gamma \) crossing zero. This creates a highly degenerate Hopf bifurcation at \( \gamma = 0 \).

**Remark 3.** Imaginary eigenvalues appear in pairs, thus antisymmetric matrices of odd size must have a real eigenvalue, and it must be 0. Consequently, antisymmetric matrices of odd size are singular and in particular, at \( \gamma = 0 \), \( \hat{W} \) is singular.

Considering practical applications, where \( \hat{W} \) is computed from data, we can expect \( \hat{W} \) to include a small not antisymmetric perturbation \( P \), such as
\[
\hat{W}(\gamma) = W - W^\top + \gamma \text{Id} + P,
\]
where the dependence on \( \gamma \) is now made explicit and where we expect \( P \) to be small in a suitable matrix norm. It is expected that a generic small perturbation is sufficient to make the degeneracy disappear. Then, pairs of eigenvalues would still cross the imaginary axes, but not at the same values of \( \gamma \). This can generate a finite cascade of Hopf bifurcations for \( \gamma \) close to 0. Additionally, a perturbation would ensure that the Jacobian is non-singular at all values of \( \gamma \), including odd-dimensional problems at \( \gamma = 0 \). In summary, we now have an ODE representing an RNN, such that one hyperparameter could be responsible for a cascade of Hopf bifurcations. With such initial understanding in mind, we delve deeper into the search for Hopf bifurcations, and describe them from a more general perspective.

It is worth remarking that the following two sections are presented in an abstract setting and can be applied to a variety of RNNs. The code presented in [19] is mostly general, and the modifications to apply it to a new system only include the definition of the system and its derivatives.

We apply the rewriting (2) of the Hopf bifurcation to equation (6), thus retrieving an algebraic Hopf problem of the form
\[
F(y) = F(x, \gamma, v_r, v_i, \lambda_i)
\]
where \( F : \mathbb{R}^{3n+2} \to \mathbb{R}^{3n+2} \). Following the discussion in Section 3, we focus on the zero of \( \tanh(\hat{W}(\gamma)x) \) happening at \( x = 0 \) for all \( \gamma \). This simplifies
\[
\partial_x(\tanh(\hat{W}(\gamma)x)) = \tanh'(\hat{W}(\gamma)x)\hat{W}(\gamma) = \hat{W}(\gamma).
\]
The Jacobian then has \( \lfloor n/2 \rfloor \) pairs of complex eigenvalues, each pair crossing the imaginary axis at some value of \( \gamma \), likely close to 0. We consider then each pair of eigenvalues \( \lambda_j, j = 1, \ldots, n/2 \) as a function of \( \gamma \). For each pair of eigenvalues, we search for the bifurcation value...
\( \gamma_j \), such that \( \lambda_j(\gamma_j) \) is purely imaginary. Then, we validate the existence of an algebraic Hopf bifurcation at \( (x, \gamma) = (0, \gamma_j) \). We also study the other eigenvalues of \( \hat{W}(\gamma_j) \) to ensure that no other eigenvalue is crossing the imaginary axis at the same value \( \gamma_j \). After computing the first Lyapunov coefficient and ensuring that it is different from 0, we have completed the validation of Hopf bifurcations. Furthermore, it is possible to check the sign of the first Lyapunov coefficient to confirm the stability of the periodic orbit generated at the Hopf bifurcation. All run validations returned a positive Lyapunov exponent, determining that the bifurcating branch of periodic solutions is unstable.

### 4.1 Hopf validation for RNNs

We now provide the details for the concrete validation for our model problem. We define \( \hat{W}(\gamma) \) as in (8), where \( W \) and \( P \) are two random square matrices whose values are taken from a normal distribution. For our code, it is possible to give as input (to \texttt{asym\_RHS\_Hopf}) the seed for the random number generator and the amplitude of the perturbation, thus defining both \( W \) and \( P \).

For a wide array of problems, with dimensions ranging from 2 to 400, the code provided in [19] numerically computes the existence of a solution to the algebraic Hopf problem (2), validates the algebraic Hopf problem following the procedure in Appendix A and computes the validated first Lyapunov coefficient as in Appendix B. In Figure 1, some visual results are presented. Each plot represents (some coordinates of) an orbit close to the Hopf bifurcation. In the first column of Figure 1 transient behaviour is presented. In all cases computed, all Lyapunov coefficients are positive, thus the periodic orbits created by the Hopf bifurcations are unstable. Still, it is usually possible to numerically shadow them for a short period of time. This is achieved by starting a forward integration at an approximate periodic orbit. The second column of Figure 1 presents an orbit at the same parameter \( \gamma \) close to the Hopf bifurcation, but the initial condition is chosen far away from the periodic orbit. This gives a graphical comparison between an orbit initially shadowing periodicity, and generic orbit at the same parameter value. The parameter value chosen is slightly larger than the largest \( \gamma_j \).

The validation algorithm is very robust, and succeeds in validating most numerically found Hopf bifurcations. For example, in the 400 dimensional case presented, 200 Hopf bifurcations are found numerically and 198 are validated. Rarely, the random \( \hat{W} \) created can be singular at a Hopf bifurcation. If this is the case, the validation of the algebraic Hopf problem fails.

All figures can be created running \texttt{figure\_generation.m}.

### 4.2 Numerical comparison

To study more in depth the creation of new periodic orbits, we also wanted to understand, whether the branches of periodic orbits match purely numerical results (i.e. without validation) that can be obtained with numerical continuation software. We have used MatCont [7], which
Figure 1: For a fixed parameter $\gamma$ close to a Hopf bifurcation, transient dynamics is compared to a random orbit in 6, 50 and 400 dimensions. For these computations, the matrices $W$ and $P$ are set as randomly generated matrices, each element is i.i.d. in $\mathcal{N}(0, 1)$ and $\mathcal{N}(0, 0.1)$ respectively. The seed for the random number generator is set to 80. In the interest of clarity, only the first 6 coordinates are plotted with respect to time.
Figure 2: Bifurcation diagrams. In these figures, the Hopf bifurcations are validated, while the periodic orbits are continued numerically from the bifurcation using MatCont. Here, we plot the parameter $\gamma$ versus the amplitude of the periodic orbits.

Figure 2(a) and (b) show bifurcation diagrams for ODE (10). (a) An example of bifurcation diagram for a 20 dimensional system, with randomly generated matrices $W$ and $P$ and with seed 80.

**Figure 2**: Bifurcation diagrams. In these figures, the Hopf bifurcations are validated, while the periodic orbits are continued numerically from the bifurcation using MatCont. Here, we plot the parameter $\gamma$ versus the amplitude of the periodic orbits.

provides a nice cross-benchmark. For this comparison, we started with the system

\[
\begin{align*}
x' &= -\tanh((0.1\gamma + 0.0929)x + 1.4109y \\
&\quad -0.6359z - 1.6482w), \\
y' &= -\tanh(-1.3993x + (0.1\gamma - 0.0672)y \\
&\quad + 0.8243z + 0.7872w), \\
z' &= -\tanh(0.7769x - 0.7604y + (0.1\gamma \\
&\quad + 0.0325)z + 1.8087w), \\
w' &= -\tanh(1.4191x - 0.8182y - 1.7241z \\
&\quad + (0.1\gamma + 0.0373)w),
\end{align*}
\]

where the initial matrices were created at random, and the Hopf bifurcations were validated before the rescaling of the parameter $\gamma$. The rescaling was implemented to increasingly separate the two Hopf bifurcations. For these parameters, the bifurcation diagram is depicted in Figure 2a. The Hopf bifurcations computed with MatCont agree with the rigorously validated ones. The global continuation of the periodic orbit branches is purely numerical, and can be achieved with MatCont [7]. Validation of periodic orbits starting from a Hopf bifurcation is a topic presented in [35]. The full presentation of these techniques is not within the scope of this article, and we refer the interested reader to [35] for an overview of validation of periodic orbits generated from Hopf bifurcations in polynomial vector fields. In our case, the vector field is non-polynomial and automatic validation techniques need to be applied, such as the ones presented in [22] and [12].

In a similar way, larger ODE systems can be studied, where the bottleneck resides mainly in computational time. In this way, a 20 dimensional system has been studied, the code presented in validation2.matcont.m. It was possible to validate 10 Hopf bifurcations, as expected from a 20 dimensional system, but MatCont was able to find only 9 of them, mainly due to bifurcations being very close to one-another. If properly initialised, MatCont could recognise the validated bifurcations as Hopf bifurcations. The full bifurcation diagram is presented in Figure 2b; it has been created using MatCont, and as such it is not validated...
globally but only locally near the bifurcation points.

5 General example

The assumption (5) presented in the previous section allows us to analytically support the intuition for the existence of Hopf bifurcations in antisymmetric RNNs, but it is not a restriction neither in the analysis nor in the code here presented. In this section, we present a variety of RNNs structures and the associated proofs. The examples presented in this section drop the constraint of the antisymmetry of the weight matrix and consider different smooth activation functions, as well as different parameters for the Hopf bifurcation. Our final example deals with a multiple layer RNN, where then the right hand side of the Neural ODE is the subsequent application of the usual layer structure.

5.1 Perturb a single diagonal element

In this example, we maintain the general structure presented in (6), but we change the parameter, thus redefining

\[ \hat{W}(a) = W - W^T + \gamma Id + aD, \]

(11)

where \( D \) is a matrix with a unique non-zero element on the diagonal. For the purpose of this example, we chose a 6-dimensional system and we chose \( D_{6,6} = 1 \). We could then find and validate 3 Hopf bifurcations, creating the bifurcation diagram shown in Figure 3.

5.2 Perturb an off-diagonal element

In a similar way, we can consider to modify a single off-diagonal element, thus breaking the antisymmetry of the system, by considering

\[ \hat{W}(a) = W - W^T + \gamma Id + aF, \]

(12)

where \( F \) is a matrix with a unique non-zero element not on the diagonal. For the purpose of this example, we chose a 6-dimensional system and we chose \( F_{4,3} = 1 \). It would be also possible
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Figure 4: Bifurcation diagram associated with Equation (12). We found many systems sustaining periodic branches for larger intervals of parameter space in comparison to the anti-symmetric case.

to consider $F$ itself an anti-symmetric matrix, thus preserving the original structure. Such additional example is included in the code. We then find and validate one Hopf bifurcation, creating the bifurcation diagram shown in Figure 4.

5.3 Multiple layers

As a final example, we consider a system with multiple layers. We define the new neural ODE as

$$
\begin{align*}
\dot{x} &= x_n, \\
x_{i+1} &= \sigma(W_i x_i), \quad i = 0, \ldots n - 1, \\
x_0 &= x,
\end{align*}
$$

where $\sigma$ is the activation function, in this case chosen to be the hyperbolic tangent, and $W_i$ are matrices of weights depending on a parameter, each satisfying Equation (8). We remark that these weights all depend on the same parameter $\gamma$, but this choice has been motivated by the simplicity of the exposition. For this example, we chose a 6-dimensional system with 3 layers. We remark how the complexity of the right hand side makes the computations for systems of this type scale by the product between dimensions and layers. As we can see in Figure 5, also in this situation we could find and validate Hopf bifurcations, and generate a (non-validated) bifurcation diagram. The behaviour we observe here is similar to the one we already encountered in the single layer system.

6 Outlook

In this work, we have initiated the automated rigorous study of validation methods for non-linear neural network dynamics. In a case study example, we have demonstrated the power of validation techniques to prove the existence of large numbers of periodic orbits, which can lead to complex oscillatory transients in the studied class of recurrent neural networks.

We briefly comment on potential, even more general, applications for the rigorous validation paradigm. First, we could aim to study the learning process as a dynamical system, or
even couple information propagation on the network with learning dynamics of the network (i.e., of its weights). The major obstacle in this context is not a primarily a conceptual one but a computational obstacle as the dynamical system for the weights grows quadratically in the dimension of the nodes. Second, we aim to validate in future work even more complex structures beyond periodic orbits and also tackle more global bifurcation curves. In particular, the main idea to combine rigorous computer validation to mathematically prove results about neural network dynamics is broadly applicable.
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A Proving algebraic Hopf bifurcations

Given a vector $\phi \in \mathbb{R}^n$, the algebraic Hopf problem \cite{2} is a zero finding problem

$$F : X = \mathbb{R} \times \mathbb{R} \times \mathbb{R}^n \times \mathbb{R}^n \times \mathbb{R}^n \rightarrow Y = \mathbb{R} \times \mathbb{R} \times \mathbb{R}^n \times \mathbb{R}^n \times \mathbb{R}^n$$

$$(x, \gamma, \lambda_i, v_r, v_i)$$

$$\mapsto \begin{pmatrix} \phi^T v_r \\ \phi^T v_i - 1 \\ f(x, \gamma) \\ D_x f(x, \gamma) v_r + \lambda_i v_i \\ D_x f(x, \gamma) v_i - \lambda_i v_r \end{pmatrix}$$

where the space $X = Y$ is endowed with the Euclidean norm, thus making it a Banach space. In Section \ref{4}, we are interested in

$$f(x, \gamma) = \tanh(\hat{W}(\gamma)x),$$

but other definitions can be used with equal success. For ease of exposition we will be using this choice of $f$ in the following derivations. For this case, the Jacobian is defined in \cite{7}, and
We then define

\[
\begin{pmatrix}
\phi_\top v_r \\
\phi_\top v_i - 1 \\
\tanh(W(\gamma)x) \frac{\lambda_i}{\lambda_i - \gamma} (\Id - \text{diag(tanh}(W(\gamma)x)^2))W(\gamma)v_r + \lambda_i v_i \\
\Id - \text{diag(tanh}(W(\gamma)x)^2))W(\gamma)v_i - \lambda_i v_r
\end{pmatrix}
\]

and get

\[
\begin{pmatrix}
\phi_\top v_r \\
\phi_\top v_i - 1 \\
\tanh(W(\gamma)x) \frac{\lambda_i}{\lambda_i - \gamma} (\Id - \text{diag(tanh}(W(\gamma)x)^2))W(\gamma)v_r + \lambda_i v_i \\
\Id - \text{diag(tanh}(W(\gamma)x)^2))W(\gamma)v_i - \lambda_i v_r
\end{pmatrix} = 0
\]

For the specific case (15), using the analytical knowledge of the problem we can fix \( \gamma_0 = 0 \) and \( x = 0 \). Then, any eigenpair can be chosen, since all of them cross the imaginary axes for an appropriate value of \( \gamma \) close to \( \gamma_0 = 0 \).

With a numerical solution in hand, the radii polynomial approach is applied. We define \( A \) as a numerical inverse to \( DF(\hat{y}) \). Note how \( A \) is computed and stored numerically and does not need to be validated. Let \( T(y) \equiv y - AF(y) \), as in (3). We then compute

\[
\|T(\hat{y})\|_X = \|AF(\hat{y})\|_X \leq Y.
\]

By using Intlab on all computations, and all the computations being finite, the \( Y \) bound can be computed directly. The \( Z \) bound is more complicated and first requires a splitting. We use

\[
\sup_{b,c \in B_1(0) \subset X} \|DT(\hat{y} + rb)rc\|_X
\]

\[
= \sup_{b \in B_1(0) \subset X} \|\Id - ADF(\hat{y} + rb)\|_{B(X,X)}^r
\]

\[
\leq \|\Id - ADF(\hat{y})\|_{B(X,X)}^r + \sup_{b,c \in B_1(0) \subset X} \|ADF(\hat{y}) - ADF(\hat{y} + rb)\|_{B(X,X)}^r
\]

We then define

\[
Z_1(r) = \frac{\sup_{b \in B_1(0) \subset X} \|ADF(\hat{y}) - ADF(\hat{y} + rb)\|_{B(X,X)}^r}{\sup_{b,c \in B_1(0) \subset X} \|AD^2F(\hat{y} + rb)rc\|_{B(X,X)}^r}
\]

that can again be computed directly. For the second term, we apply the mean value theorem and get

\[
\sup_{b \in B_1(0) \subset X} \|ADF(\hat{y}) - ADF(\hat{y} + rb)\|_{B(X,X)}^r
\]

\[
\leq \sup_{b,c \in B_1(0) \subset X} \|AD^2F(\hat{y} + rb)rc\|_{B(X,X)}^r.
\]
A bound of this type can be achieved by computing the second derivative on the interval \( \hat{y} \pm R \), where \( R \) in an \emph{a priori} upper bound of the validation radius \( r^* \). The interval notation is considered element-wise in all components of \( \hat{y} \). In the same way, the vector \( c \) is replaced by the vector \( 1 \triangleq 0 \pm 1 \), the vector having the interval \([-1,+1]\) in all coordinates. These modifications give
\[
Z_2(r,R) = Z_2r^2 \geq \|AD^2F(\hat{y} \pm R)1\|_{R(x,X)}r^2,
\]
computed using interval arithmetic. Having constructed all the bounds, we need to find a value of \( r \) such that the radii polynomial \( p(r) = Y + (Z_1r + Z_2r^2) - r \) is negative. This is an explicit computation since the radii polynomial is second order in \( r \), giving
\[
r^*_\pm = \frac{1 - Z_1 \pm \sqrt{(Z_1 - 1)^2 - 4YZ_2}}{2Z_2}.
\]
If such \( r^*_\pm \) exist, then the validation succeeded, and, for any \( r \) in the interval \([r^*_-,r^*_+]\), the ball centered at \( \hat{y} \) of radius \( r \) contains a unique solution. In our case, this finishes the proof that an algebraic Hopf bifurcation is taking place at most \( r^*_+ \) away from \((\hat{x}, \hat{\gamma})\).

## B Proving non-degeneracy of Hopf bifurcations

This section is based upon standard results on Lyapunov coefficients presented in \cite{[20]} Chapter 3 but we feel it is useful to explain in more detail, how non-degeneracy of Hopf is encoded within numerical validation techniques. A Hopf bifurcation \((x_*,\gamma_*)\) of the ODE \( x' = f(x,\gamma) \) is non-degenerate if there is a unique pair of imaginary eigenvalues of the Jacobian \( Dxf(x_*,\gamma_*) \) and the first Lyapunov coefficient is non-zero. For the proof of this statement we refer to \cite{[20]}. In this section, we define the first Lyapunov coefficient constructively, such that its validated computation can conclude the proof of the non-degeneracy of a Hopf bifurcation. Let \( x' = f(x,\gamma) \) be a parameter-dependent ODE, as in Section 2 with \( x \in \mathbb{R}^n \), \( \gamma \in \mathbb{R} \), and let \((x_*,\gamma_*)\) be an algebraic Hopf bifurcation. Let \( J \) be the Jacobian \( Dxf(x_*,\gamma_*) \), having a unique pair of purely imaginary eigenvalues. Let \( i\lambda \) be the positive imaginary eigenvalue of \( J \). Then, let \( v \) be the eigenvector of \( J \) associated to \( i\lambda \), and let \( w \) be the eigenvector of \( J^\top \) associated to \(-i\lambda \). Notice how both \( v \) and \( w \) are defined up to a complex constant. We introduce the complex inner product
\[
\langle x, y \rangle \overset{\text{def}}{=} \bar{x}^\top y,
\]
and we request \( \langle v, v \rangle = 1 \) and \( \langle v, w \rangle = 1 \). This rescaling is not necessary to determine the sign of the first Lyapunov coefficient, and could be skipped, as long as \( \langle v, w \rangle > 0 \). Then, the first Lyapunov coefficient is defined as
\[
l_1 = \frac{1}{2\lambda^2} \text{Real}(i\langle w, D^2f(x_*,\gamma_*)vv \rangle)
\]
\[
= \langle w, D^2f(x_*,\gamma_*)vv \rangle + \lambda \langle w, D^3f(x_*,\gamma_*)vvv \rangle.
\]
Each derivative of order \( k \) is considered as an operator acting on \( k \) elements of \( \mathbb{R}^n \). Having built in the previous Section A an error bound of \( x_* \) and \( \gamma_* \), we use the Intlab eigenpair validation functionality to build a validated interval for \( \lambda, v \) and \( w \) and then we compute \( l_1 \) explicitly. If the validated interval of existence for \( l_1 \) does not contain 0, the proof of the non-degeneracy of the Hopf bifurcation is completed. In the examples provided, the majority of non-degeneracy validations were successful.
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