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Abstract

For an ultra-dense exciton gas in cuprous oxide (Cu\textsubscript{2}O), exciton-exciton interactions are the dominant cause of exciton decay. This study demonstrates that the accepted Auger recombination model overestimates the exciton decay rate following intense two photon excitation. Two exciton decay is relevant to the search for collective quantum behavior of excitons in bulk systems. These results suggest the existence of a new high density regime of exciton behavior.
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1. Introduction

Since quantum mechanics is generally viewed as a microscopic theory, macroscopic quantum phenomena (MQP) such as superconductivity, superfluidity, and Bose-Einstein Condensation (BEC) \cite{1-6} have had a dramatic impact. Wannier-Mott excitons are an excellent system to search for novel MQP due to their low mass, solid-state environment, and Rydberg-like structure \cite{7}. Indeed, two dimensional exciton-polariton condensation has been observed \cite{8, 9}.

Cuprous oxide is an ideal material for probing three dimensional bosonic MQP \cite{10} and there have been both reports \cite{11-13} and reinterpretations \cite{14-17} of BEC and superfluidity. Recently, it has been proposed that an observed relaxation explosion indicates the generation of a BEC \cite{18}. Low temperature, low mass, long lifetimes, and high density all contribute to the formation of MQP \cite{19}. Of these variables, the density has received the least attention. In this paper excitons are excited using an intensity approximately \textsuperscript{10}\textsuperscript{6} times higher than that used in previous studies \cite{18, 20}. The dense exciton lifetimes exceed predictions based on a configuration independent exciton-exciton annihilation model and suggest that for this system, which is selectively excited, the decay rate falls below the Auger predictions.

10^6 times higher than that used in previous studies \cite{18, 20}. The dense exciton lifetimes exceed predictions based on a configuration independent exciton-exciton annihilation model and suggest that for this system, which is selectively excited, the decay rate falls below the Auger predictions.

Nonradiative decay of exciton pairs at high densities creates a difficulty; while MQP have a higher transition temperature in a denser gas, higher density is accompanied by a shorter lifetime and heating. In fact, it has been reported that exciton lifetimes are inversely related to exciton density \cite{15, 21-23}. Here we present evidence that exciton lifetimes are longer following the sudden creation of a high density population. Since there is insufficient time for coherence to develop spontaneously, thermalization mechanisms applicable to dilute excitons \cite{15, 18} should not apply at high densities. However, since the observed decay rates of dense excitons are smaller than expected, it may be possible to non-spontaneously generate MQP in the future. An analysis of exciton production, state mixing, and decay processes shows that particle interactions play a greater role in intensely excited systems.

2. Methods

Our excitation scheme \cite{24, 25} is comparable to the one used in Ref. \cite{20} to produce low density excitons by two photon excitation and time resolve their decay luminescence (Figure 1 (a)). The method allows the production of excitons which all have essentially the same initial momentum and energy corresponding to luminescence with a width of about 0.001 nm out of 610 nm \cite{26}, and avoids the direct creation of electron-hole pairs. However, in this experiment, where the excitation intensities are \textsuperscript{10}\textsuperscript{6} times higher than previous work (Figure 1 (d-f)), the pump wavelength is on resonance for the excitation of both ortho- and the para-excitons \cite{27}, and the pump laser has variable polarization (Figure 2). Except where noted, the polarization was selected to produce the maximum number of excitons in accordance with the selection rules for normal incidence on [100] (Sample 1) and [110] (Sample 2) faces. In addition, a spectrometer was used to simultaneously resolve the wavelength and arrival time of the transmitted signal using a streak camera (Figure 1 (a)). The spectrograph entrance slit was similar in size to the excitation spot image, so low density excitons, which may have moved away from the spot, are largely excluded from the data. The streak camera used has ten times higher time resolution than Ref. \cite{20}. Time averaged spectra were also collected (Figure 3 and in the supplement). Details of the
Figure 1: (a) Time and wavelength resolved exciton luminescence from Sample 2 excited at $3.3 \cdot 10^{16}$ W/m², averaged over $6 \cdot 10^7$ laser shots. For absolute wavelength, see the supporting information. The data integrated over wavelength plotted on a log linear scale to show the decay is not exponential (b) and reciprocal linear scale to show that two body decay dominates (c). Representative uncertainties are shown. (d-f) The initial decay rate of a dense exciton gas $n(0)A$ as a function of the peak power density of the excitation laser showing discrepancies from Equation (6). For Sample 2, two different excitation locations are shown. Three statistical outliers excluded from the analysis have open symbols; the two outliers for Sample 1 are on top of each other. The third outlier occurred because insufficient photons were collected at the lowest powers. The data in (a) was collected from a separate location with greater averaging. Only systematically collected data were included in the analysis.
3. Results and Discussion

3.1. Two exciton decay process

Cuprous oxide is a semiconductor with a band parity such that radiative decay of excitons is either suppressed or forbidden. Suppressed cases include the polariton forming exciton state, decays involving both a phonon and a single photon, and perturbations arising from strain [27] or electric and magnetic fields. The polariton forming state occurs when the lowest energy orthoexciton (which has spin one) matches the photon momentum. On exiting the crystal it reverts back to light. While propagating, the exciton polariton is a quantum superposition of a photon and an exciton. The polariton is especially attractive since the photon component reduces exciton interactions and its effective mass. The effective mass follows from the local curvature of the dispersion in the crossover region [26].

There is no exciton-photon coupling at zero momentum in cuprous oxide due to parity conservation, but the polariton forming state has the advantage that it is easily observed via higher-order coupling to the light field.

Low density excitons primarily undergo a decay that can be modeled by

\[
\frac{dn}{dt} = -\frac{n(t)}{\tau}
\]  

where \( n \) is the exciton density and \( \tau \) is the relaxation time, which has been reported to be up to 13 \( \mu s \) [10, 20, 28–30].

Two excitons can undergo an “Auger” reaction where one electron and one hole annihilate, imparting their energy to the remaining unbound electron and hole which are short lived. Most cuprous oxide studies show no spectroscopic evidence of free carriers because they decay non-radiatively, but one report shows it at the \( 10^{-3} \) level [31].

If the two exciton process is dominant in a dense exciton gas, the detection rate, as observed through the polariton and phonon assisted decay processes, will behave as

\[
\frac{dn}{dt} = -An(t)^2
\]  

In low-density experiments [15, 23, 32–36] the Auger Constant \( A \) is independent of the details of the excitation mechanism. Variations in the configuration of the excitons are not considered in the model. It has often been applied to lower intensity pulsed experiments, where variations in the momentum of the excitons were not evident in the measured Auger constant. The literature provides a wide range of values for \( A \) extending over four orders of magnitude [15, 19, 21–23, 32–39] including configuration variations due to decay, expansion, or temperature. Integrating Equation (2) yields

\[
n(t) = \frac{n(0)}{An(0)t + 1} \quad t \geq 0
\]
The density \( n \) is difficult to calibrate \([15, 19, 21–23, 32–39]\) and absolute measurements were therefore not attempted. From an experimental point of view the value \( An(0) \) is useful because it is the typical decay rate of excitons at their peak density. This experiment is designed to measure \( An(0) \). To relate (3) to Figure 1 (d-f), it is convenient to rewrite it as

\[
\frac{n(0)}{n(t)} = An(0)t + 1 \quad t \geq 0
\]  

(4)

where we see that the slope of Figure 1 (c) is the vertical axis of Figure 1 (d-f).

3.2. Evidence for density dependence of decay rate

Based on the 2 ns dynamic range of the streak camera and our experience from previous experiments \([15, 23, 34]\), only the transient, high density behavior can be tracked. The wavelength-integrated number of photons from exciton radiative decay detected in each time bin \( N(t) \) is used as a measure of the relative instantaneous exciton density: \( N(t) \propto n(t) \). As in most optical detection experiments, there is an assumption that the excitons which radiatively decay are a reasonable sample of the overall exciton population. To characterize the decay, Equation (3) was fitted to the wavelength-integrated streak camera to determine \( N(0) \) and \( An(0) \). The proportionality constant relating \( N(t) \) and \( n(t) \) is not determined and is not needed to obtain \( An(0) \) as long as proportionality is valid. The onset point \( t = 0 \), which is not fit as part of a regression, was picked to be the time bin at which the largest number of photons arrives. It is very close to the time at which the laser pulse arrives.

The fit of (3) was compared to the density independent exciton decay model (Equation (1)):

\[
n(t) = n(0)e^{-\frac{t}{\tau}} \quad t \geq 0
\]  

(5)

Low density excitons follow this behavior. The behavior in Figure 1 (b) is nonlinear while that in 1 (c) is linear, from which we conclude that two exciton decay dominates one exciton decay. Since the density independent model includes exciton decay at an impurity, it is apparent from dynamics as well as spectra that impurity effects are not important here.

A sum of one and two body decay processes was not considered for three reasons: First, if the low density exciton decay influenced the observed dynamics, it would cause underestimates of the two exciton decay rate at lower excitation powers. These rates are higher than predicted by the model. Second, if \( \tau \) is the literature value \([20]\), then insufficient photons were collected to be able to measure it from the low density tail of the streak camera data, especially considering the temporal dynamic range of the streak camera. Third, attempts to measure \( An(0) \) and \( \tau \) by fitting simultaneously were frustrated by their strong covariance. We conclude that the data are in a regime where only multi-exciton processes are important to population changes. This explains the variation in the dynamical data very well.

The observed dynamics verify that high excitation intensities lead to strong exciton interactions. The method avoids determination of the absolute exciton density, which is subject to challenging systematics.

3.3. Intense excitation leads to an effective reduction in the Auger constant

Using a constant \( A \) and given a large peak laser intensity \( P \), the initial decay rate model is \([36]\)

\[
An(0) \propto P
\]  

(6)

It is expected to be valid when the exciton distribution function is not evolving, and possibly other times as well.

To highlight deviations from this relation, the value of \( P \) was made very large. The experiment cannot decouple \( A \) and \( n(0) \), but \( n(0) \propto P \) is consistent with the data (supporting information) and expectations \([36]\).

Previous work was oriented towards evolving the excitons towards a Bose-Einstein distribution function. In this experiment, we maximize occupation of the momentum state produced by two photon absorption. The initial distribution function has a delta-function like shape along the momentum axis, which is made as big as possible. This should reduce interactions since many of the excitons have the same momentum, leading to a smaller \( An(0) \) than would otherwise occur. We will see that additional components to the distribution function become increasingly important as excitation becomes more intense. Changes in the initial distribution function with intensity cause variations from the Auger constant associated with the Bose-Einstein distribution. Uneven evolution of the distribution function should lead to a time evolving Auger constant, but apparently this is not strong enough to detect.

Nonlinear optical processes can become less efficient at high intensities. Equation (6) already includes suppression of the net production of excitons via a two photon process from quadratic to linear possibly due to exciton-exciton annihilation. Additional suppression mechanisms could lead to further changes towards smaller \( An(0) \) at higher intensities. For example, electron-hole plasma could reflect the pump beam and decay nonradiatively. However, the data does not show a convincing deviation from \( n(0) \propto P \) (supporting information).

In Figure 1 (d-f), the decay rate model with an Auger constant is statistically rejected with high confidence in this dense exciton experiment (supporting information). If it is assumed that the laser power is not high, or that three photon excitation is the primary source of excitons, then new models form which deviate more strongly from the data.
3.4. Polarization

The orthoexciton state can be described by a basis of three degenerate spin states \(|1\rangle \), \(|2\rangle \), \(|3\rangle \) in the notation of Ref. [20]. The two-photon polarization selection rules [25, 40] allow the production of the \(|1\rangle \) and \(|3\rangle \) states for propagation along the [110] crystal axis; two-photon excitation of the \(|2\rangle \) state is forbidden. The dependence on polarization for two different excitation powers is shown in Figure 2. Note there is a component of the luminescence that is not consistent with the selection rules. The laser beam was carefully filtered to ensure the absence of any components over the band gap that might result in a polarization independent fraction. Therefore, the polarization independent features have been assigned to absorption of third harmonic photons to make electrons and holes which later become excitons [27, 36]. In fact, intense 407 nm luminescence from third harmonic generation in cuprous oxide was observed with the streak camera. A three photon process is consistent with a polarization independent exciton production mechanism overwhelming the polarization dependent process at high powers. It is also consistent with most of the polarization independent excitons decaying through the phonon assisted channel, which is not sensitive to the exciton momentum.

Since third harmonic generation is not specific to a particular photon energy, any resulting excitons should be present when the pump laser is tuned to other wavelengths. At high illumination intensities, changing the wavelength of the laser had no large effect on the exciton spectrum (Figure 3) or lifetime. At lower illumination intensities, strong polariton decay luminescence was not observed off the two photon resonant energy, though it is sometimes observed with resonant excitation (see supporting information) since two-photon excitation can directly create excitons.

3.5. Luminescence Rise Time

The two-photon selection rules in [110] cuprous oxide only permit the production of excitons that do not form polaritons. The reported time for low density excitons to convert to a polariton forming state is 244 ± 2 ps [20]. Here, no conversion time was observed for times as short as 2.5 ps. If the conversion between exciton states is due to exciton-exciton interactions, the expected conversion time would be extremely short. Rapid state mixing supports the assumption that radiative decay samples the exciton density in a representative manner.

4. Conclusions

A diagram of the processes studied in this experiment is shown in Figure 4. Polarization analysis, off resonant wavelength excitation, and direct observation of harmonics indicate that a portion of the exciton gas is created by third-harmonic over-the-gap light generated within the crystal. In addition, the observation that the rise time of the exciton luminescence is very short suggests that different exciton states mix rapidly when the exciton gas is dense.

Under intense excitation, the well known but not previously well tested model that the two exciton decay rate is proportional to the excitation power is strongly excluded by our measurements of the exciton luminescence dynamics. Some of the data are consistent with a lower limit on the exciton lifetime of around 92 ± 5 ps, but in no case did the dense exciton gas have a characteristic time less than 70 ps, despite reports that under typical experimental conditions that time is approximately 13 ps [15]. The observed lifetimes are 10^{3} longer than the inferred trapping time of cold paraexcitons undergoing a relaxation explosion [18]. For all of the data sets, an Auger constant extrapolated from low excitation intensities leads to a gradually increasing overestimate of the observed decay rate at higher intensities.

Each of the lines of evidence suggest that new interactions develop at high excitation intensities, which might include a change from Bose to Fermi statistics [41] which can block bosonic MQP [42]. It is crucial to develop an understanding of the impact of those interactions on the density threshold of MQP.
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Details of methods, statistics, initial intensities, time averaged spectra, exciton spatial distribution, and raw data are available.
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1. Experimental Methods Details

A 35 fs pulsed Ti:sapphire laser with a 2 kHz repetition rate was used to pump an optical parametric amplifier. A very short pulsed laser is necessary to achieve very high excitation intensities. The amplifier was tuned to a wavelength of 1220 nm with a half width of about 20 nm so that the laser wavelength was centered on the two-photon excitation resonance of the orthoexciton but overlapped the stress-based two-photon resonance of the paraexciton in cuprous oxide [1]. The breadth of the laser line explains the absence of quantum beats [2] between the polariton dispersion branches. Two-photon excitation was used so that exciton luminescence could be collected from the transmission side of the sample without the introduction of any background signal from the laser. In addition, since second harmonic generation is forbidden in cuprous oxide and overlap of the laser spectrum with half the energy of the band gap is very small, no free electrons and holes are expected to be directly produced by two-photon processes.

The laser beam was focused to a spot of $90 \pm 18 \mu m$ diameter with a 125 mm convex lens. The spot was positioned in a natural cuprous oxide crystal in a vacuum optical cryostat cooled to about 3.4 K. The laser heats the sample, but spectra indicate that the sample temperature is much less that 10 K. Sample 1 is about 3.6 by 2.3 by 1.3 mm and Sample 2 is 2.5 by 1.8 by 1.3 mm. The large faces of these approximate rectangular prisms are polished (100) and (110) surfaces respectively, which were verified by the Laue X-ray method. Samples were mounted with little strain on sapphire with the large face normal to the laser beam.

Light was collected in a spectrograph. At the exit to the spectrograph, a streak camera was used to measure the arrival time of single photons with 22 ps response time and 2 to 5 nm resolution (Ref. [3] does not provide any spectral information for their streak camera, which has 40 ps resolution). The system also had a large systematic spectral error which was sensitive to alignment. The streak camera’s spectral capabilities can be used to exclude third harmonic generation, bound exciton luminescence, and laser light from the data. Since the streak camera was not consistently able to resolve the phonon-assisted decay and the polariton-assisted decay of excitons separately, luminescence was also collected by a higher resolution, time averaged spectrometer (Figures 1 and 2).

2. Statistics

In Figure 1 (c) of the main text, the coefficient of determination $R^2 = 0.998$. This indicates that variation in the dynamical data is well described by the Auger model. P-values for relationship DM are shown in Table 1. It is important that the p-values were computed using the time and power uncertainties shown in Figure 1 (d-f). Uncertainty propagation through analysis steps has ensured the data is not biased towards the dynamic range of the streak camera. In fact, lifetimes similar to the dynamic range of the streak camera have greater uncertainties because they
3. Initial Intensities

Initial intensities are proportional to the laser peak power (Figure 3). Two photon absorption combined with Auger processes can produce this linear behavior. Detection efficiencies are not the same for each sample.

4. Time Averaged Spectra Discussion

No paraexciton line was found due to the absence of stress [1]. While the phonon assisted decay produces two particles, a phonon and a photon, the polariton assisted decay produces only a photon. The relative size of the two peaks in Figure 1 varies because polariton assisted decay is subject to a strict momentum conservation requirement. At higher laser intensities, more excitons will scatter so that they no longer have the necessary momentum to form a polariton oriented towards the detector. In addition, sample quality and optical alignment may influence the relative sizes of the peaks. Figure 1 is from Sample 1 with a 2 kHz laser pulse rate. Figure 2 is from Sample 2, under conditions similar to the first figure in the article, but with varying laser pulse rates. The relative size of the two peaks varies, but is not sensitive to the laser pulse rate.

5. Spatial Distribution of Excitons

The Rayleigh length of the focus does not extend over the entire thickness of the sample. The width of the laser’s gaussian profile is $\sigma$. Then the expected initial distribution of two photon produced excitons is a gaussian with width $\frac{\sigma}{\sqrt{2}}$. The electrons and holes initially produced by third harmonic generation are distributed in a gaussian with width $\frac{2\sigma}{\sqrt{3}}$. These distributions are essentially the same. Electron-hole binding into excitons is too rapid to change the shape of the exciton spatial distribution.

At long times, the shape of the exciton gas evolves diffusively with $\sigma \sim \sqrt{Dt}$ and amplitude $\propto \frac{1}{\sqrt{Dt}}$. Since $D \approx 200 \text{ cm}^2/s$, in the time scale of 92 ps diffusive expansion is about 1 micron [4], which is negligible. The impact of repulsive expansion on the spatial distribution of excitons is uncertain.

6. Available Supplemental Raw Data

Attached is the raw data for
- Figure 1 (d) files 1-10
- Figure 1 (e) files 11-15
- Figure 1 (f) files 16-24
- Figure 2 (a) file 25
- Figure 2 (b) file 26

Example metadata is provided. The time window is 2050 ps. Average laser power is indicated in the file name. Calibration with a mercury argon lamp shows that the wavelength values in the time averaged spectra are $0.15 \pm 0.01$ nm too high. This is corrected in the figures.
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Figure 3: Initial luminescence intensities are approximately proportional to the excitation intensity.