Operator product expansion coefficients of the 3D Ising model with a trapping potential
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(Article begins on next page)
Recently the operator product expansion coefficients of the 3D Ising model universality class have been calculated by studying via Monte Carlo simulation the two-point functions perturbed from the critical point with a relevant field. We show that this method can be applied also when the perturbation is performed with a relevant field coupled to a non uniform potential acting as a trap. This setting is described by the trap size scaling ansatz, that can be combined with the general framework of the conformal perturbation in order to write down the correlators \( \langle \sigma(r)\sigma(0) \rangle \), \( \langle \sigma(r)\epsilon(0) \rangle \) and \( \langle \epsilon(r)\epsilon(0) \rangle \), from which the operator product expansion coefficients can be estimated. We find \( C_{\sigma \epsilon} = 1.051(3) \), in agreement with the results already known in the literature, and \( C'_{\sigma \epsilon} = 1.32(15) \), confirming and improving the previous estimate obtained in the uniform perturbation case.

INTRODUCTION

In recent years approaches based on the bootstrap technique [11]-[15], within the Conformal Field Theory (CFT) framework, allowed to improve the precision on universal numbers needed to characterize the n-point correlation functions, such as scaling dimensions and Operator Product Algebra (OPE) coefficients. In particular new results have been obtained for the 3D Ising model universality class [16][17], whose scaling dimensions were already known with very high precision from Monte Carlo (MC) simulations [18]. However a similar comparison between different methods is still difficult for the OPE coefficients due to the lack of MC results.

In the reference [19] a method based on the conformal perturbation theory was implemented for calculating the OPE coefficients from off-critical correlators. The method exploits the short distance expansion of the perturbed two-point functions, written as a power series of the Wilson coefficients derivatives and the one-point functions. This procedure was already known [20]-[23], but it was never applied to the three dimensional case. In [19] the practical feasibility of the method was shown and in particular it was used to extract the OPE coefficients of the 3D Ising model, setting the magnetic field as perturbation, and the following results were found: \( C_{\sigma \epsilon} = 1.07(3) \) and \( C'_{\sigma \epsilon} = 1.45(30) \).

In order to improve the precision of these results, and also to extend this procedure to another kind of perturbation, we consider now the Ising model perturbed from the critical point with a non uniform confining potential coupled to the spin, obtaining for example this Hamiltonian:

\[
\mathcal{H} = -J \sum_{\langle ij \rangle} \sigma_i \sigma_j - H \sum_i \sigma_i - \sum_i \sigma_i U(r_i) \tag{1}
\]

with \( U(r_i) = \left( \frac{\mathbf{r}_i^2}{l} \right)^p = |\mathbf{r}_i|^p \cdot v^p \tag{2} \)

Where \( r_i \) is the position vector of the site \( i \) with respect to the central site of the lattice, \( p \) is the power exponent of the trap and \( l = v^{-1} \) is the typical length. Therefore we have a central symmetry potential growing towards the edges.

The aim of this paper is to show that the conformal perturbation theory can be applied also in presence of a confining potential and that the OPE coefficients of a model, in our case the 3D Ising model, can be obtained by studying the correlation functions modified by the trap.

There are many reasons to motivate this study: the behavior of the critical system in presence of a trap is well described by the trap size scaling (TSS), a framework based on renormalization group arguments that allows to obtain the scaling laws of the observables at the critical point as a function of the trap parameters. The TSS has been successfully tested in many works both for quantum and classical models [24]-[29].

Besides the presence of a trap is a common feature of an experimental setup in which the system has to be confined into a limited region. There are experimental studies reproducing this situation for systems in the U(1) universality class [30]-[32].

Finally from a purely theoretical point of view it is interesting to combine the trap size scaling ansatz with the perturbations in CFT, aiming to find the corrections to the two-point functions, because it shows the general applicability of the method, even in this case in which the translational symmetry is explicitly broken.

Moreover there could be some advantages, as we will see the TSS ansatz introduces a further external parameter, that in principle could be used to improve the signal of the perturbation terms that have to be calculated in the MC simulations.

3D TRAPPED ISING MODEL

Trap size scaling ansatz

In order to write down the correlation functions of the 3D Ising model with a trapping potential, it is useful to sum-
marize the general framework of the TSS as established in the original reference [24].

From the renormalization group framework (RG) we can write the scaling form of the singular part of the free energy density, near the critical point, with the usual notation but keeping into account a further scaling variable \( u_v \), given by the trap:

\[
F_s(u_t, u_h, u_v, x) = b^{-d} F_s( u_t b^{\eta}, u_h b^{\eta}, u_v b^{v\epsilon}, x b^{-1})
\]

Where we inserted also the space position \( x \) to stress that now the translational invariance is lost and the observables are point dependent. Iterating the RG transformation as in the standard approach (near the critical point we can assume \( u_v \sim v = l^{-1} \)), we obtain:

\[
F_s = l^{-\theta d} f(t l^\theta y_t, h l^\theta y_h, x l^{-\theta})
\]

Where we defined \( \theta = y_t^{-1} \), that is the characteristic trap exponent and can be deduced by means of scaling arguments from the corresponding continuum theory. In fact if we consider the potential (3) as a perturbation coupled to the spin relevant field of a generic conformal action, we can write:

\[
S = S_{cl} + S_{trap}, \quad S_{trap} = \int \sigma(r) U(r) d\mathbf{r}. \tag{5}
\]

If we perform a scale change with parameter \( b \), we have \( r \to b^{-1} r, v \to b^\eta v, \) and for the field \( \sigma \to b^{\Delta_\sigma} \sigma \), where \( \Delta_\sigma \) is the spin scaling dimension. Since they must compensate within the (5), we deduce:

\[
\frac{1}{y_v} = \frac{\eta}{d - \Delta_\sigma + p} = \frac{2p}{d + 2 - \eta + 2p} \tag{6}
\]

This expression depends only on the dimensionality of the system, the geometry of the confining trap and the universality class of the model.

From the free energy density at the critical point (\( t = 0, h = 0 \)), we can deduce the scaling behavior of the one-point functions of the spin and the energy in the central point of the trap, respectively:

\[
<\sigma_0> = B_{\sigma} r^{-\theta \Delta_\sigma} \tag{7}
\]

\[
<\epsilon_0> = B_{\epsilon} r^{-\theta \Delta_\epsilon} \tag{8}
\]

Where \( B_{\sigma}, B_{\epsilon} \) are non universal constants and the label zero emphasizes that we are considering only local observables, typically defined in the central point, since in general the mean values are point dependent.

Moreover the correlation length \( \xi \) exhibits a scaling law \( \xi \sim l^\theta \) with the trap parameters. Therefore the singularities of the observables at the critical point are smoothed, being the correlation length limited by the trap. However the TSS has a precise and universal scaling behavior determined by the typical length and the exponent \( \theta \). For this reason we expect the TSS can be applied also in our case for the perturbed correlation functions.

### Correlators in the 3D trapped Ising model

We shortly summarize the method already applied in [19]. The starting point is the OPE [33] written for perturbed systems:

\[
< O_i(r) O_j(0) >_h = \sum_k C^{k}_{ij}(r, h) < O_k(0) >_h \tag{9}
\]

where the \( O_i \) are a complete set of operators in CFT, the \( < .. >_h \) is the expectation value over the action perturbed with a small relevant parameter \( h \). The Wilson coefficients \( C^{k}_{ij}(r, h) \) can be expanded as a Taylor series with respect to the perturbation parameter in a regular way without infrared divergences, so that the coefficients of the expansion are the derivatives calculated at \( h = 0 \) [20]. In particular we note that the OPE coefficients can be extracted from the first correction term of the critical correlator. Hence by calculating via MC simulations the perturbed two-point functions of relevant operators and the one-point functions, whose behavior is well known from the RG framework, the OPE coefficients can be deduced. For further details see the references [19], [23]. For example for the spin-spin correlator with the magnetic field perturbation we have:

\[
< \sigma(r) \sigma(0) >= \frac{1}{r^{2\Delta_\sigma}} \left( C^{1}_{\sigma\sigma} + C^{e}_{\sigma\sigma} r^{\Delta_\epsilon} <\epsilon(0) > + ... \right) \tag{10}
\]

In our case the trap perturbation breaks the translational symmetry, but it still leaves the rotational symmetry due to the shape of the confining potential (2). Hence if we fix one operator in the center of the trap and the other one at radial distance \( r \), the (10) is still valid and the fusion rules between fields are the same of the uniform case. Then substituting the one-point functions (7) and (8), we see that the expansion can be written as power series of the scaling variable \( s = \sqrt{r}^{1/\theta} \), that can be deduced also from the (4).

So there is perfect analogy with the uniform magnetic field case, provided that the scaling exponent of the trap and the scaling variable of the TSS ansatz are substituted, and we obtain straightforwardly:

\[
< \sigma_\epsilon \sigma_0 > = \frac{1}{r^{2\Delta_\sigma}} \left( C^{1}_{\sigma\sigma} + C^{e}_{\sigma\sigma} B_{\epsilon} s^{\theta \Delta_\epsilon} + O(s^{\theta \Delta_\epsilon + 1}) \right) \tag{11}
\]

\[
< \epsilon_\epsilon \epsilon_0 > = \frac{1}{r^{2\Delta_\epsilon}} \left( C^{1}_{\epsilon\epsilon} + C^{e}_{\epsilon\epsilon} B_{\epsilon} s^{\theta \Delta_\epsilon} + O(s^{\theta \Delta_\epsilon + 1}) \right) \tag{12}
\]

\[
< \sigma_\epsilon \epsilon_0 > = \frac{1}{r^{\Delta_\sigma + \Delta_\epsilon}} \left( C^{1}_{\sigma\epsilon} B_{\sigma} s^{\theta \Delta_\epsilon} + O(s) \right) \tag{13}
\]

As in the general case, the expansion series for the correlators, taken from the center up to the distance \( r \), converges for distances less than about one correlation length. The desired OPE coefficients are included in the leading perturbation term, so that we can extract them knowing the TSS behavior of the one-point functions. Moreover there are two free parameters, \( \nu \) and \( \theta \), that can be adjusted to
maximize the relevance of the first correction term of the expansion. Our aim is to check the validity of this scenario via MC simulations and to extract the 3D Ising model OPE coefficients.

### MONTE CARLO SIMULATION

#### Simulation settings

We perform the simulations on a cubic lattice of side $L$ with fixed boundary condition. The trap is centered in the middle point of the cube. On the lattice we denote with $\sigma_{r,t}^\text{lat}$ the spin located at distance $r$ from the center upon the axis $i$. Hence we define the following observables: the spin one-point function on the central site $<\sigma_{0}^\text{lat}>$, and the energy one-point function in the middle of the lattice, defined as $<\epsilon_{0}^\text{lat}>\equiv<\sigma_{0}^\text{lat}\sigma_{1}^\text{lat}>-E_{cr}$, where $E_{cr}$ is the energy bulk contribution at the critical point, that must be subtracted.

The correlation functions are calculated from the central site of the lattice up to the distance $r$ on the central axis, averaging between the six possible directions. Also for correlators involving the energy the constant bulk contribution has to be subtracted. Therefore we have these definitions:

$$G_{\sigma\sigma}(r)\equiv\frac{1}{6}<\sum_{i=1}^{3}\sigma_{0}^\text{lat}(\sigma_{r_{i}}^\text{lat}+\sigma_{-r_{i}}^\text{lat})>$$

$$G_{\epsilon\epsilon}(r)\equiv\frac{1}{6}<\sum_{i=1}^{3}\epsilon_{0}^\text{lat}(\epsilon_{r_{i}}^\text{lat}+\epsilon_{-r_{i}}^\text{lat})>$$

$$G_{\sigma\epsilon}(r)\equiv\frac{1}{6}<\sum_{i=1}^{3}\epsilon_{0}^\text{lat}(\sigma_{r_{i}}^\text{lat}+\sigma_{-r_{i}}^\text{lat})>$$

Usually the site energy is obtained by averaging the products with the neighbor spins in all the directions. However now there is no more translational invariance, therefore, except for the central site, the links in different directions have not the same energy. However in our case the trap acts as a perturbation, so that the energy difference between two neighbor sites due to the broken translational symmetry is negligible. We numerically find that this assumption is correct within the precision of our simulations.

The same attention is needed for the spin-energy correlation function, since in principle with the exchanging of the two operators actually we obtain different correlators. However we anticipate that, for the distances and the trap lengths involved in our simulations, we do not observe differences. This confirms the validity of the selected window of perturbation parameters, since in the theory the operators can be exchanged without differences.

The constraints to select the most appropriate trap parameter $v$ and the exponent $p$ are the same as in the uniform magnetic field case, i.e. having a sufficient large correlation length to sample the correlator and avoiding the finite size effects. After some tests we find that a potential with power $p=2$ is the best choice, in fact with a smaller exponent the correlation length of the system is short while with larger $p$ we have to increase too much the size of the lattice to avoid finite size effects. We have checked that a cubic lattice of side $L=400$ is large enough to prevent them within our current precision.

This is a very large lattice in three dimensions, however since all the observables are closely sampled around the central site of the lattice, we can increase the speed of the simulation by using the hierarchical upgrade. This method can be used when the observable is local: instead of doing the Monte Carlo sweep on the whole lattice before sampling the observable, the sweep is performed only on a box around the point of interest. Actually the algorithm works by defining many boxes of increasing side around the central point, and then performing nested cycles of sweeps on every box. The detailed description can be found for example in the reference [34]. In this way we can save time and increase the maximum lattice size. Moreover we sample correlators at different distances in different simulations, so that our data are uncorrelated.

We fix the following constants to their known value: the energy bulk contribution $E_{cr}=0.3302022(5)$ and the critical temperature $\beta_{c}=0.22165462(2)$ from reference [35], the scaling dimension $\Delta_{\sigma}=0.51815(2)$ and $\Delta_{\epsilon}=1.41267(13)$ from [17], with whom we have $\theta=2/(5-\Delta_{\sigma})\simeq0.44624$. The uncertainty on these constants is negligible in our data set.

With these settings we find that the optimal range for the trap parameter is $0.85 \times 10^{-5} \lesssim v \lesssim 2 \times 10^{-5}$ for which the correlation length is around $18$ lattice spacings. In these simulations we choose a thermalization time of $10^{4}$ sweeps, with starting configuration of all spins up aligned, and we sample about $10^{8}$ configurations for each correlation function.

The two-point functions at the critical point have to be normalized to one as in the continuum, since, for example, the spin-spin correlator on lattice is:

$$<\sigma_{i}^\text{lat}\sigma_{j}^\text{lat}> = \frac{R_{\sigma}^{2}}{|r_{ij}|^{2\Delta_{\sigma}}}$$

Therefore the spin normalization is $\sigma_{lat} = R_{\sigma}\sigma$, and similarly for the energy $\epsilon_{lat} = R_{\epsilon}\epsilon$. From these we can convert all the quantities from lattice to continuum units. For further details see [19] and [23].

The constants $R_{\epsilon}$, $R_{\sigma}$ are also important because they fix the leading order term of the spin-spin and the energy-energy correlators; as we see in the reference [19] they are the main source of systematic errors on the final estimate of the OPE coefficients. We fix $R_{\sigma}=0.550(4)$ as in [19], while for $R_{\epsilon}$ we have refined the result by finite size scaling study of the critical correlator, obtaining $R_{\epsilon}=0.2377(9)$.

Finally we have to fix the non universal constants $B_{\sigma}, B_{\epsilon}$ of the formulas [1]–[13] by studying the one-point functions. We sample these observables in the optimal $v$ range.
selected previously, so that we find the expected power law behavior of formulas (7)-(8) without scaling corrections. We obtain $B^\text{lat}_{\epsilon} = 1.66(2)$ and $B^\text{lat}_{\sigma} = 1.485(2)$.

**Two-point functions**

As we learn from the reference [19], the spin-energy correlator is the most suitable observable to determine the coefficient $C^{\sigma}_{\epsilon\epsilon}$ since it is zero at the critical point and there is not systematic error. Hence we can fit only the leading order term of (13). The table I shows the results of the fit for the values of $v$ in the optimal range. The data sets are consistent with the functional form predicted by the TSS ansatz. For comparison we remind the result of the bootstrap approach, for example from [17], $C^{\sigma}_{\epsilon\epsilon} = 1.05184(5)$. Our results are in good agreement with this estimate, and thanks to the higher statistics we improve also the previous MC results. Combining all the data series we obtain $C^{\sigma}_{\epsilon\epsilon} = 1.051(3)$. In the upper panel of figure 1 the data set for $v = 10^{-5}$ is shown, while in the lower panel all the rescaled data series are plotted in order to show that they are distributed around the expected scaling function $F_{\epsilon\epsilon}(s) \equiv \frac{\epsilon(r)e(0)}{r^{2\Delta_{\epsilon}+\Delta_{e}}} = B_s C^{\sigma}_{\epsilon\epsilon} s^{2\Delta_{\epsilon}}$.

The energy-energy correlator instead is the most interesting to determine the less known coefficient $C^{\epsilon}_{\epsilon\epsilon}$. However this observable has a low signal due to the rapidly decreasing power law, and it is affected by a systematic error due to the critical point term. We adopt the same convention of [19] denoting the fit statistical error in round brackets and the systematic error in square brackets. The table II shows our results, that are fully consistent with the estimate of [19], and again we find a good agreement with the expected power law behavior of (12). We quote the final estimate $C^{\epsilon}_{\epsilon\epsilon} = 1.32(15)$. The figure 2 shows the plot for the data set $v = 1.5 \cdot 10^{-5}$ and the scaling function $F_{\epsilon\epsilon}(s) \equiv \epsilon(r)e(0) / r^{2\Delta_{\epsilon}+\Delta_{e}} = R^2 e (1 + B_s C^{\epsilon}_{\epsilon\epsilon} s^{2\Delta_{\epsilon}})$.

Finally we consider as consistency check the spin-spin correlator, since it is the observable with largest systematic error. Moreover it is affected by short distance corrections, which instead were negligible for the other correlators [36]. The table III shows the results, that are fully consistent with the previous estimates.

| $v$       | $r_{\text{min}}$ | $r_{\text{max}}$ | $C^{\sigma}_{\epsilon\epsilon}$ | $\chi^2$/d.o.f. |
|-----------|-----------------|-----------------|-------------------------------|-----------------|
| $1.5 \cdot 10^{-5}$ | 5               | 16              | 1.054 (6)                     | 0.7             |
| $10^{-5}$  | 5               | 16              | 1.048 (7)                     | 1.0             |
| $0.85 \cdot 10^{-5}$ | 5               | 18              | 1.050 (7)                     | 0.5             |

Table I. Results of the one parameter least square fit for the spin-energy correlator for some values of $v$. The columns $r_{\text{min}}, r_{\text{max}}$ report the range of sampled distances. The error quoted on $C^{\sigma}_{\epsilon\epsilon}$ takes into account also the standard error propagation from the normalization constants.

| $v$       | $r_{\text{min}}$ | $r_{\text{max}}$ | $C^{\epsilon}_{\epsilon\epsilon}$ | $\chi^2$/d.o.f. |
|-----------|-----------------|-----------------|-------------------------------|-----------------|
| $1.5 \cdot 10^{-5}$ | 5               | 16              | 1.057 (16) [50]                | 1.2             |
| $10^{-5}$  | 5               | 16              | 1.048 (14) [60]                | 0.6             |
| $0.85 \cdot 10^{-5}$ | 5               | 18              | 1.061 (21) [70]                | 0.9             |

Table II. Results of the one parameter least square fit for the energy-energy correlator for some values of $v$. There are two error sources on $C^{\epsilon}_{\epsilon\epsilon}$, the statistical error (round brackets) takes into account the fit uncertainty and the standard error propagation from the normalization constants, the systematic error instead (square brackets) is due to the constant $R_{\epsilon}$ that fixes the non zero term of the correlator (12) at the critical point on the lattice.

| $v$       | $r_{\text{min}}$ | $r_{\text{max}}$ | $C^{\epsilon}_{\epsilon\epsilon}$ | $\chi^2$/d.o.f. |
|-----------|-----------------|-----------------|-------------------------------|-----------------|
| $1.5 \cdot 10^{-5}$ | 5               | 16              | 1.054 (6)                     | 0.7             |
| $10^{-5}$  | 5               | 16              | 1.048 (7)                     | 1.0             |
| $0.85 \cdot 10^{-5}$ | 5               | 18              | 1.050 (7)                     | 0.5             |

Table III. Results of the two parameters fit for the spin-spin correlator with the same notations of the table II. In this case the systematic error is large, actually more than the deviations of the observed values from the expected one, suggesting that the error bar of $R_{\epsilon}$ is overestimated. However the results of the OPE coefficient are consistent with those of the spin-energy correlator.

Figure 1. a) Plot of the spin-energy correlation function data of the table II for $v = 10^{-5}$. We can observe the good agreement between the MC data and the expected functional behavior of the perturbed correlator. b) Plot of the scaling function $F_{\epsilon\epsilon}$ for all the data series, showing they follow the expected scaling behavior.

For $v = 10^{-5}$, the data for the spin-energy correlator (12) are shown, while in the lower panel all the rescaled data series are plotted in order to show that they are distributed around the expected scaling function $F_{\epsilon\epsilon}(s) \equiv \frac{\epsilon(r)e(0)}{r^{2\Delta_{\epsilon}+\Delta_{e}}} = B_s C^{\sigma}_{\epsilon\epsilon} s^{2\Delta_{\epsilon}}$. The energy-energy correlator instead is the most interesting to determine the less known coefficient $C^{\epsilon}_{\epsilon\epsilon}$. However this observable has a low signal due to the rapidly decreasing power law, and it is affected by a systematic error due to the critical point term. We adopt the same convention of [19] denoting the fit statistical error in round brackets and the systematic error in square brackets. The table II shows our results, that are fully consistent with the estimate of [19], and again we find a good agreement with the expected power law behavior of (12). We quote the final estimate $C^{\epsilon}_{\epsilon\epsilon} = 1.32(15)$. The figure 2 shows the plot for the data set $v = 1.5 \cdot 10^{-5}$ and the scaling function $F_{\epsilon\epsilon}(s) \equiv \epsilon(r)e(0) / r^{2\Delta_{\epsilon}+\Delta_{e}} = R^2 e (1 + B_s C^{\epsilon}_{\epsilon\epsilon} s^{2\Delta_{\epsilon}})$.

Finally we consider as consistency check the spin-spin correlator, since it is the observable with largest systematic error. Moreover it is affected by short distance corrections, which instead were negligible for the other correlators [36]. The table III shows the results, that are fully consistent with the previous estimates.

| $v$       | $r_{\text{min}}$ | $r_{\text{max}}$ | $C^{\epsilon}_{\epsilon\epsilon}$ | $\chi^2$/d.o.f. |
|-----------|-----------------|-----------------|-------------------------------|-----------------|
| $1.5 \cdot 10^{-5}$ | 5               | 16              | 1.054 (6)                     | 0.7             |
| $10^{-5}$  | 5               | 16              | 1.048 (7)                     | 1.0             |
| $0.85 \cdot 10^{-5}$ | 5               | 18              | 1.050 (7)                     | 0.5             |

Table I. Results of the one parameter least square fit for the spin-energy correlator for some values of $v$. The columns $r_{\text{min}}, r_{\text{max}}$ report the range of sampled distances. The error quoted on $C^{\sigma}_{\epsilon\epsilon}$ takes into account also the standard error propagation from the normalization constants.
CONCLUSIONS

We have verified that the method of extracting the OPE coefficients from perturbed correlators works also in presence of a trap: when the confining potential has a very large typical length compared to the distances involved for the correlators, it can be considered as a perturbation and the OPE expansion for the perturbed two-point functions can be wrote following the general prescription.

The trap size scaling ansatz provides the tools to understand the behavior of the one-point functions and the exponents of the power law terms, characterized by the trap exponent $\theta$. The possibility to combine these tools to describe the perturbed correlators in principle was not ensured, due to the explicit translational symmetry breaking of the potential coupled to the spin operator. Therefore finding the expected OPE coefficients of the 3D Ising model universality class is itself a non trivial result.

Moreover we can extract with a good precision the coefficients $C_{\sigma \sigma} = 1.051(3)$ and $C_{\epsilon \epsilon} = 1.32(15)$; unfortunately the latter one, which is very interesting being the most difficult to obtain also with the bootstrap approaches, has higher uncertainty than the former one. However we are confident that this result could be improved with further MC simulations.

Another possibility could be coupling the confining potential to the energy operator, whose trap size scaling has been equally investigated in [24]. Given our results, there is no reason for which the same kind of study could not be repeated in this other case.

The main limitations to the trap approach are the large size of the lattice generally required (a problem partially recovered by the hierarchical upgrades algorithm), and the fine tuning of the free parameters, the power exponent $p$ and the trap length $l$, which requires some preliminary studies to fix the non universal constants and to find the most suitable sampling window. However this drawback is acceptable if it leads to isolate the terms containing the OPE coefficients in the perturbed correlators expansion.
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