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On the Root solution to the Skorokhod embedding problem given full marginals
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Abstract

This paper examines the Root solution of the Skorokhod embedding problem given full marginals on some compact time interval. Our results are obtained by limiting arguments based on finitely-many marginals Root solution of Cox, Obłój, and Touzi [9]. Our main result provides a characterization of the corresponding potential function by means of a convenient parabolic PDE.

1 Introduction

The Skorokhod embedding problem, initially suggested by Skorokhod [32], consists in finding a stopping time $\tau$ on a given Brownian motion $B$ such that $B_\tau \sim \mu$ for a given marginal distribution $\mu$ on $\mathbb{R}$. The existing literature contains various solutions suggested in different contexts. Some of them satisfy an optimality property among all possible solutions, e.g. the Root solution [30], the Rost solution [31], the Azéma-Yor solution [1], the Vallois solution [33], the Perkins solution [29], etc. This problem has been extensively revived in the recent literature due to the important connexion with the problem of robust hedging in financial mathematics. We refer to Obłój [27] and Hobson [21] for a survey on different solutions and the applications in finance.

Our interest in this paper is on the Root solution of the Skorokhod embedding problem, which is characterized as a hitting time of the Brownian motion $B$ of some time-space domain $\mathcal{R}$ unlimited to the right, that is, $\tau_R := \inf\{t \geq 0 : (t, B_t) \in \mathcal{R}\}$. This solution was shown by Rost [31] to have the minimal variance among all solutions to the embedding problem. As an
application in finance, it can be used to deduce robust no-arbitrage price bounds for a class of variance options (see e.g. Hobson [21]). To find the barrier \( \mathcal{R} \) in the description of the Root solution, Cox and Wang [8] provided a construction by solving a variational inequality. This approach is then explored in Gassiat, Oberhauser and dos Reis [13] and Gassiat, Mijatović and Oberhauser [12] to construct \( \mathcal{R} \) under more general conditions. We also refer to the remarkable work of Beiglböck, Cox and Huesmann [4] which derives the Root embedding, among other solutions, as a natural consequence of the monotonicity principle in optimal transport.

It is also natural to extend the Skorokhod embedding problem to the multiple-marginals case. Let \((\mu_k)_{0 \leq k \leq n}\) be a family of marginal distributions, nondecreasing in the convex order, i.e. \(\mu_{k-1}(\phi) \leq \mu_k(\phi)\), \(k = 1, \ldots, n\), for all convex functions \(\phi : \mathbb{R} \to \mathbb{R}\). The multiple-marginals Skorokhod embedding problem is to find a Brownian motion \(B\), together with an increasing sequence of stopping times \((\tau_k)_{1 \leq k \leq n}\), such that \(B_{\tau_k} \sim \mu_k\) for each \(k = 1, \ldots, n\). Madan and Yor [25] provided a sufficient condition on the marginals, under which the Azéma-Yor embedding stopping times corresponding to each marginal are automatically ordered, so that the iteration of Azéma-Yor solutions provides a solution to the multiple-marginals Skorokhod embedding problem. In general, the Azéma-Yor embedding stopping times may not be ordered. An extension of the Azéma-Yor embedding was obtained by Brown, Hobson and Rogers [6] in the two-marginals case, and later by Obłój and Spoida [28] for an arbitrary finite number of marginals. Moreover, the corresponding embeddings enjoys the similar optimality property as in the one-marginal case. In Claisse, Guo and Henry-Labordère [7], an extension of the Vallois solution to the two-marginals case is obtained for a specific class of marginals. We also refer to Beiglböck, Cox and Huesmann [5] for a geometric representation of the optimal Skorokhod embedding solutions given multiple marginals.

The Root solution of the Skorokhod embedding problem was recently extended by Cox, Obłój and Touzi [9] to the multiple-marginals case. Our objective in this paper is to characterize the limit case with a family of full marginals \(\mu = (\mu_t)_{t \in [0,1]}\). Let us assume that each \(\mu_t\) has finite first moment and \(t \mapsto \mu_t\) is increasing in convex order. Such a family was called a peacock (or PCOC “Processus Croissant pour l’Ordre Convexe” in French) by Hirsch, Profeta, Roynette and Yor [20]. Then Kellerer’s Theorem [24] ensures the existence of a martingale \(M = (M_t)_{0 \leq t \leq 1}\) such that \(M_t \sim \mu_t\) for each \(t \in [0,1]\). If in addition \(t \mapsto \mu_t\) is right-continuous, then so is the martingale \(M\) up to a modification. Further, by Monroe’s result [26], one can find an increasing sequence of stopping times \((\tau_t)_{0 \leq t \leq 1}\) together with a Brownian motion \(B = (B_s)_{s \geq 0}\) such that \(B_{\tau_t} \sim \mu_t\) for each \(t \in [0,1]\). This consists in an embedding for the full marginals \(\mu\). We refer to [20] for different explicit constructions of the martingales or embeddings fitting the peacock marginals. Among all martingales or \(\mu\)-embeddings, it is interesting to find solutions enjoying some optimality properties. In the context of Madan and Yor [25], the Azéma-Yor embedding \(\tau_t^{AY}\) of the one-marginal problem with \(\mu_t\) is ordered w.r.t. \(t\), and thus \((\tau_t^{AY})_{0 \leq t \leq 1}\) is the embedding maximizing the expected maximum among all embedding solutions. This optimality is further extended by Källblad, Tan and Touzi [23] allowing for non-ordered barriers. Hobson [22] gave a construction of a martingale with minimal expected total variation among all martingales fitting the marginals. Henry-Labordère, Tan and Touzi [18] provided a local Lévy martingale, as limit of the left-monotone martingales introduced by Beiglböck and Juillet [3] (see also Henry-Labordère and Touzi [17]), which inherits its optimality property. For general existence of the optimal solution and the associated duality result, one needs a tightness argument, which is studied in Guo, Tan and Touzi [15] by using the \(S\)-topology on the Skorokhod space, and in Källblad, Tan and Touzi [23] by using
the Skorokhod embedding approach.

The aim of this paper is to study the full marginals limit of the multiple-marginals Root embedding as derived in [9]. This leads to a natural extension of the Root solution for the embedding problem given full marginals. Using the tightness result in [23], we can easily obtain the existence of such limit as well as its optimality. We then provide some characterization of the limit Root solution as well as that of the associated optimal stopping problem, which is used in the finitely many marginals case to describe the barriers.

In the rest of the paper, we will first formulate our main results in Section 2. Then in Section 3, we recall some details on the Root solution given finitely many marginals in [9] and the limit argument of [23], which induces the existence of the limit Root solution for the embedding problem given full marginals. We then provide the proofs of our main results on some characterization of the limit Root solution in Section 4. Some further discussions are finally provided in Section 5.

2 Problem formulation and main results

We are given a family of probability measures \( \mu = (\mu_s)_{s \in [0,1]} \) on \( \mathbb{R} \), such that \( \mu_s \) is centred with finite first moment for all \( s \in [0,1] \), \( s \mapsto \mu_s \) is càdlàg under the weak convergence topology, and the family \( \mu \) is non-decreasing in convex order, i.e. for any convex function \( \phi : \mathbb{R} \to \mathbb{R} \),

\[
\int_{\mathbb{R}} \phi(x) \mu_s(dx) \leq \int_{\mathbb{R}} \phi(x) \mu_t(dx) \quad \text{for all } s \leq t.
\]

**Definition 2.1.** (i) A stopping rule is a term

\[
\alpha = (\Omega^\alpha, \mathcal{F}^\alpha, \mathbb{F}^\alpha, \mathbb{P}^\alpha, B^\alpha, \mu^\alpha_0, (\tau^\alpha_s)_{s \in [0,1]}),
\]

such that \((\Omega^\alpha, \mathcal{F}^\alpha, \mathbb{F}^\alpha, \mathbb{P}^\alpha)\) is a filtered probability space equipped with a Brownian motion \( B^\alpha \) with initial law \( \mu^\alpha_0 \) and a family of stopping times \( (\tau^\alpha_s)_{s \in [0,1]} \) such that \( s \mapsto \tau^\alpha_s \) is càdlàg, non-decreasing and \( \tau^\alpha_0 = 0 \). We denote

\[
\mathcal{A} := \{ \text{All stopping rules} \}, \quad \text{and } \mathcal{A}_t := \{ \alpha \in \mathcal{A} : \tau^\alpha_1 \leq t \}, \quad \text{for all } t \geq 0.
\]

Denote also

\[
\mathcal{A}^0 := \{ \alpha \in \mathcal{A} : \mu^\alpha_0 = \delta_0 \} \quad \text{and } \mathcal{A}^0_t := \{ \alpha \in \mathcal{A} : \tau^\alpha_1 \leq t, \ \mu^\alpha_0 = \delta_0 \}.
\]

(ii) A stopping rule \( \alpha \in \mathcal{A} \) is called a \( \mu \)-embedding if \( \mu^\alpha_0 = \mu_0 \), \( (B^\alpha_{t \wedge \tau^\alpha_s})_{t \geq 0} \) is uniformly integrable and \( B^\alpha_{\tau^\alpha_s} \sim \mu_s \) for all \( s \in [0,1] \). In particular, one has \( \tau^\alpha_0 = 0 \), a.s. We denote by \( \mathcal{A}(\mu) \) the collection of all \( \mu \)-embeddings.

(iii) Let \( \pi_n = \{ 0 = s_0 < s_1 < \cdots < s_n = 1 \} \) be a partition of \([0,1]\). A stopping rule \( \alpha \in \mathcal{A} \) is called a \( (\mu, \pi_n) \)-embedding if \( \mu^\alpha_0 = \mu_0 \), \( (B^\alpha_{t \wedge \tau^\alpha_s})_{t \geq 0} \) is uniformly integrable and \( B^\alpha_{\tau^\alpha_{s_k}} \sim \mu_{s_k} \) for all \( k = 0, \ldots, n \). We denote by \( \mathcal{A}(\mu, \pi_n) \) the collection of all \((\mu, \pi_n)\)-embeddings.

Our aim is to study the Root solution of the Skorokhod embedding problem (SEP, hereafter) given full marginals \( (\mu_s)_{s \in [0,1]} \). To this end, we first recall the Root solution of the SEP given finitely many marginals, constructed in [9]. Let \( (\pi_n)_{n \geq 1} \) be a sequence of partitions of \([0,1]\), where \( \pi_n = \{ 0 = s_0^n < s_1^n < \cdots < s_n^n = 1 \} \) and \( |\pi_n| := \max_{k=1}^n |s_k^n - s_{k-1}^n| \to 0 \) as \( n \to \infty \). Then for every fixed \( n \), one obtains \( n \) marginal distributions \( (\mu_{s_k^n})_{1 \leq k \leq n} \) and has the following Root solution to the corresponding SEP.
**Theorem** (Cox, Oblój and Touzi, 2018). For any \( n \geq 1 \), there exists a \((\mu, \pi_n)\)-embedding \( \alpha_n^* \) called Root embedding, where \( \sigma_k^n := \tau_{\pi_k^n}^\alpha \) is defined by

\[
\sigma_k^n := 0 \quad \text{and} \quad \sigma_k^n := \inf \{ t \geq \sigma_{k-1}^n : (t, B_t^{\alpha_k^n}) \in \mathcal{R}_k^n \},
\]

for some family of barriers \((\mathcal{R}_k^n)_{1 \leq k \leq n} \) in \( \mathbb{R}_+ \times \mathbb{R} \). Moreover, for any non-decreasing and non-negative function \( f : \mathbb{R}_+ \to \mathbb{R}_+ \), one has

\[
\mathbb{E}^{\pi_n} \left[ \int_0^{\tau_{\pi_k^n}^\alpha} f(t) dt \right] = \inf_{\alpha \in \mathcal{A}(\mu, \pi_n)} \mathbb{E}^{\pi_\alpha} \left[ \int_0^{\tau_{\pi_k^n}^\alpha} f(t) dt \right].
\]

The barriers \((\mathcal{R}_k^n)_{1 \leq k \leq n} \) are given explicitly in [9] by solving an optimal stopping problem, see Section 3.1 below.

Let us denote by \( \mathcal{A}([0,1], \mathbb{R}_+) \) the space of all càdlàg non-decreasing functions \( a : [0,1] \to \mathbb{R}_+ \), which is a Polish space under the Lévy metric. Notice also that the Lévy metric metrizes the weak convergence topology on \( \mathcal{A}([0,1], \mathbb{R}_+) \) seen as a space of finite measures. See also (1.2) in [23] for a precise definition of the Lévy metric on \( \mathcal{A}([0,1], \mathbb{R}_+) \). Denote also by \( C(\mathbb{R}_+, \mathbb{R}) \) the space of all continuous paths \( \omega : \mathbb{R}_+ \to \mathbb{R} \) with \( \omega_0 = 0 \), which is a Polish space under the compact convergence topology. Then for a given embedding \( \alpha \), one can see \( (B_t^\alpha, \tau^\alpha) \) as a random element taking values in \( C(\mathbb{R}_+, \mathbb{R}) \times \mathcal{A}([0,1], \mathbb{R}_+) \), which allows to define their weak convergence. Our first main result ensures that the \((\mu, \pi_n)\)-Root embedding has a limit in the sense of the weak convergence, which enjoys the same optimality property, and thus can be considered as the full marginals Root solution of the SEP. Our proof requires the following technical condition.

Let us denote by \( U : [0,1] \times \mathbb{R} \to \mathbb{R} \) the potential function of \( \mu \):

\[
U(s, x) := - \int_\mathbb{R} |x - y| \mu_s(dy).
\]

**Assumption 2.2.** The partial derivative \( \partial_s U \) exists and is continuous, and \( x \mapsto \sup_{s \in [0,1]} \partial_s U(s, \cdot) \) has at most polynomial growth.

**Remark 2.3.** When \( \mu_s \) has a density function \( y \mapsto f(s, y) \) for every \( s \in [0,1] \), and the derivative \( \partial_s f(s, y) \) exists and satisfies

\[
C := \int_\mathbb{R} (|y| + 1) \sup_{0 \leq s \leq 1} |\partial_s f(s, y)| dy < \infty.
\]

Then it is easy to deduce that \( \partial_s U(s, x) \) exists and satisfies \( |\partial_s U(s, x)| \leq C(1 + |x|) \). We also refer to Section 5.1 for further discussion and examples on Assumption 2.1.

**Theorem 1.** (i) Let \( (\pi_n)_{n \geq 1} \) be a sequence of partitions of \([0,1]\) such that \( |\pi_n| \to 0 \) as \( n \to \infty \). Denote by \( \alpha_n^* \) the corresponding \((\mu, \pi_n)\)-Root embedding solution. Then there exists \( \alpha^* \in \mathcal{A}(\mu) \) such that the sequence \( (B_t^{\alpha_n^*}, \tau^{\alpha_n^*})_{n \geq 1} \) converges weakly to \((B_t^{\alpha^*}, \tau^{\alpha^*})\). Moreover, for all non-decreasing and non-negative functions \( f : \mathbb{R}_+ \to \mathbb{R}_+ \), one has

\[
\mathbb{E}^{\pi_\alpha^*} \left[ \int_0^{\tau_{\pi_k^n}^{\alpha_n^*}} f(t) dt \right] = \inf_{\alpha \in \mathcal{A}(\mu)} \mathbb{E}^{\pi_\alpha} \left[ \int_0^{\tau_{\pi_k^n}^{\alpha_n^*}} f(t) dt \right].
\]

(ii) Under Assumption 2.2, for all fixed \( (s, t) \in [0,1] \times \mathbb{R}_+ \), the law of \( B_{\tau_{\pi_n}^\alpha}^{\alpha_n^*} \) is independent of the sequence of partitions \((\pi_n)_{n \geq 1}\) and of the limit \( \alpha^* \).
We next provide some characterization of the full marginals Root solution of the SEP $\alpha^*$ given in Theorem 1. Let

$$ u(s, t, x) := -\mathbb{E}^{\mathbb{P}^{\alpha^*}}\left[B_{t\wedge \tau_k}^{\alpha^*} - x\right], \quad (s, t, x) \in \mathbb{Z} := [0, 1] \times \mathbb{R}_+ \times \mathbb{R}. \quad (2.2) $$

Our next main result, Theorem 2 below, provides a unique characterization of $u$ which is independent of the nature of the limit $\alpha^*$, thus justifying Claim (ii) of Theorem 1. Moreover, it follows by direct computation that one has

$$ -|x| - \sqrt{t} \mathbb{E}[N(0, 1)] \leq u(N(0, t), x) \leq u(1, t, x) \leq u(s, t, x) \leq U(0, x), \quad (2.3) $$

for all $(s, t, x) \in [0, 1] \times \mathbb{R}_+ \times \mathbb{R}$, where we denoted by $U_N(0, t)$ the potential function of the $N(0, t)$ distribution (see (2.1) for the definition of the potential function).

In the finitely many marginals case in [9], the function $u$ is obtained from an optimal stopping problem and is then used to define the barriers in the construction of the Root solution. Similar to equations (2.10) and (3.1) in [9], we can characterize $u$ as value function of an optimal stopping problem, and then as unique viscosity solution of the variational inequality:

$$ \begin{cases} 
\min \{ \partial_t u - \frac{1}{2} \partial^2 u, \partial_s (u - U) \} = 0, & \text{on } \text{int}^p(\mathbb{Z}), \\
u|_{t=0} = u|_{s=0} = U(0, .),
\end{cases} \quad (2.4) $$

where we introduce the parabolic boundary and interior of $\mathbb{Z}$:

$$ \partial^p \mathbb{Z} := \{(s, t, x) \in \mathbb{Z} : s \wedge t = 0\} \quad \text{and} \quad \text{int}^p(\mathbb{Z}) := \mathbb{Z} \setminus \partial^p \mathbb{Z}. $$

In (2.4), the boundary condition $u|_{t=0} = U(0, .)$ means that $u(s, 0, x) = U(0, x)$ for all $(s, x) \in [0, 1] \times \mathbb{R}$. Let $Du$ and $D^2u$ denote the gradient and Hessian of $u$ w.r.t. $z = (s, t, x)$, and set:

$$ F(Du, D^2u) := \min \{ \partial_t u - \frac{1}{2} \partial^2_{xx} u, \partial_s (u - U) \}. \quad (2.5) $$

**Definition 2.4.** (i) An upper semicontinuous function $v : \mathbb{Z} \to \mathbb{R}$ is a viscosity subsolution of (2.4) if $v|_{\partial^p \mathbb{Z}} \leq U(0, .)$ and $F(D\varphi, D^2\varphi)(z_0) \leq 0$ for all $(z_0, \varphi) \in \text{int}^p(\mathbb{Z}) \times C^2(\mathbb{Z})$ satisfying $(v - \varphi)(z_0) = \max_{z \in \mathbb{Z}} (v - \varphi)(z)$.

(ii) A lower semicontinuous function $w : [0, 1] \times \mathbb{R}_+ \times \mathbb{R} \to \mathbb{R}$ is a viscosity supersolution of (2.4) if $w|_{\partial^p \mathbb{Z}} \geq U(0, .)$ and $F(D\varphi, D^2\varphi)(z_0) \geq 0$ for all $(z_0, \varphi) \in \text{int}^p(\mathbb{Z}) \times C^2(\mathbb{Z})$ satisfying $(w - \varphi)(z_0) = \min_{z \in \mathbb{Z}} (w - \varphi)(z)$.

(iii) A continuous function $v$ is a viscosity solution of (2.4) if it is both viscosity subsolution and supersolution.

**Theorem 2.** Let Assumption 2.2 hold true.

(i) The function $u$ can be expressed as value function of an optimal stopping problem,

$$ u(s, t, x) = \sup_{\alpha \in A^a} \mathbb{E}^{\mathbb{P}^\alpha} \left[U(0, x + B_{t\wedge \tau_k}^{\alpha}) + \int_0^s \partial_s U(s - k, x + B_{t\wedge \tau_k}^{\alpha}) 1\{r_k < t\} dk\right]. \quad (2.6) $$

(ii) The function $u(s, t, x)$ is non-increasing and Lipschitz in $s$ with a locally bounded Lipschitz constant $C(t, x)$, uniformly Lipschitz in $x$ and uniformly $\frac{1}{2}$-Hölder in $t$.

(iii) $u$ is the unique viscosity solution of (2.4) in the class of functions satisfying

$$ |u(s, t, x)| \leq C(1 + t + |x|), \quad (s, t, x) \in \mathbb{Z}, \quad \text{for some constant } C > 0. $$
3 Multiple-marginals Root solution of the SEP and its limit

The main objective of this section is to recall the construction of the Root solution to the SEP given multiple marginals from [9]. As an extension to the one-marginal Root solution studied in [8] and [12], the solution to the multiple-marginals case enjoys some optimality property among all embeddings. We then also recall the limit argument in [23] to show how the optimality property is preserved in the limit.

3.1 The Root solution of the SEP given multiple marginals

Let \( n \in \mathbb{N} \) and \( \pi_n \) be a partition of \([0, 1]\), with \( \pi_n = \{0 = s^n_0 < s^n_1 < \cdots < s^n_n = 1\} \), we then obtain \( n \) marginal distributions \( \mu^n := \{\mu^n_j\}_{j=1,\ldots,n} \) and recall the Root solution to the corresponding embedding problem.

Let \( \Omega = C(\mathbb{R}_+, \mathbb{R}) \) denote the canonical space of all continuous paths \( \omega : \mathbb{R}_+ \rightarrow \mathbb{R} \) with \( \omega_0 = 0 \), \( B \) be the canonical process, \( B^x := x + B, \mathbb{F} = (\mathcal{F}_t)_{t \geq 0} \) be the canonical filtration, \( \mathcal{F} := \mathcal{F}_\infty \), and \( \mathbb{P}_0 \) the Wiener measure under which \( B \) is a standard Brownian motion. For each \( t \geq 0 \), let \( \mathcal{T}_{0,t} \) denote the collection of all \( \mathcal{F} \)-stopping times taking values in \([0, t]\). Denote

\[
\delta^n U(s^n_j, x) := U(s^n_j, x) - U(s^n_{j-1}, x), \quad x \in \mathbb{R},
\]

which is non-positive since \( \{\mu^n_s\}_{s \in [0,1]} \) is non-decreasing in convex ordering. We then define the function \( u^n(\cdot) \) by a sequence of optimal stopping problems:

\[
u^n|_{s=0} := U(s^n_0, \cdot), \quad \text{and} \quad u^n(s^n_j, t, x) := \sup_{\theta \in \mathcal{T}_{0,t}} \mathbb{E}\left[u^n(s^n_{j-1}, t-\theta, B^\theta_0) + \delta^n U(s^n_j, B^\theta_0) 1_{\{\theta < t\}}\right]. \tag{3.1} \]

Similarly to (2.4), the boundary condition \( u^n|_{s=0} := U(s^n_0, \cdot) \) means that \( u^n(0, t, x) = U(s^n_0, x) \) for all \((t, x) \in \mathbb{R}_+ \times \mathbb{R}\). Denoting similarly \( \delta^n u(s^n_j, t, x) = u^n(s^n_j, t, x) - u^n(s^n_{j-1}, t, x) \), we define the corresponding stopping regions

\[
R^n_j := \{(t, x) \in [0, \infty) \times [-\infty, \infty] : \delta^n u(s^n_j, t, x) = \delta^n U(s^n_j, x)\}, \quad j = 1, \ldots, n. \tag{3.2} \]

Given the above, the Root solution for the Brownian motion \( B \) on the space \((\Omega, \mathcal{F}, \mathbb{P}_0)\), is given by the family \( \sigma^n = (\sigma^n_1, \ldots, \sigma^n_n) \) of stopping times

\[
\sigma^n_0 := 0, \quad \text{and} \quad \sigma^n_j := \inf \{t \geq \sigma^n_{j-1} : (t, B_t) \in \mathcal{R}^n_j\}, \quad \forall j \in \{1, \ldots, n\}. \tag{3.3} \]

The stopping times \( \sigma^n \) induce a stopping rule \( \alpha^n \) in the sense of Definition 2.1:

\[
\alpha^n = (\Omega^{o^n}, \mathcal{F}^{o^n}, \mathbb{P}^{o^n}, \mathbb{P}^{o^n}, B^{o^n}, \mu^n_0, \tau^{o^n}) := (\Omega, \mathcal{F}, \mathbb{P}, \mathbb{P}_0, B, \mu_0, \tau^n), \tag{3.4} \]

with \( \tau^{o^n}_s := \sigma^n_j \) for \( s \in [s^n_j, s^n_{j+1}) \). Recall also \( A(\mu, \pi_n) \) defined in Definition 2.1.

**Theorem** (Cox, Obłój and Touzi [9]). The stopping rule \( \alpha^n \) is a \((\mu, \pi_n)\)-embedding, with

\[
u^n(s^n_j, t, x) = -\mathbb{E}^{\mu_0}[B_{t \wedge \sigma^n_j} - x]. \tag{3.5} \]

Moreover, for all non-decreasing and non-negative \( f : \mathbb{R}_+ \rightarrow \mathbb{R}_+ \), we have

\[
\mathbb{E}^{\mu_0}\left[\int_0^{\sigma^n_j} f(t) dt\right] = \mathbb{E}^{\mu^n_0}\left[\int_0^{\tau^{o^n}_s} f(t) dt\right] = \inf_{\alpha \in A(\mu, \pi_n)} \mathbb{E}^{\alpha}\left[\int_0^{\tau^{o^n}_s} f(t) dt\right]. \tag{3.6} \]
Using a dynamic programming argument, one can also reformulate the definition of \( u^n \) in (3.1) by induction as a global multiple optimal stopping problem. Let us denote by \( \mathcal{T}^n_{0,t} \) the collection of all terms \( (\tau_1, \cdots, \tau_n) \), where each \( \tau_j, j = 1, \cdots, n, \) is a \( \mathcal{F} \)-stopping time on \((\Omega, \mathcal{F}, \mathbb{P}_0)\) satisfying \( 0 \leq \tau_1 \leq \ldots \leq \tau_n \leq t \).

**Proposition 3.1.** For all \( j = 1, \cdots, n, \) we have

\[
u^n(s^n_j, t, x) = \sup_{(\tau_1, \cdots, \tau_n) \in \mathcal{T}^n_{0,t}} \mathbb{E} \left[ U(0, x + B_{\tau_j}) + \sum\limits_{k=1}^{j} \delta^n U(s^k_n, x + B_{\tau_j-k+1})1_{\{\tau_{j-k+1} < t\}} \right]. \quad (3.6)
\]

**Proof.** We will use a backward induction argument. First, let us denote by \( \mathcal{T}_{r,t} \) the collection of all \( \mathcal{F} \)-stopping times taking values in \([r, t]\), and by \( B_s^{r,x} := x + B_s - B_r \) for all \( s \geq r \). Then it follows from the expression (3.1) that

\[
u^n(s^1_{n-1}, t-r, x) = \sup_{\tau \in \mathcal{T}_{r,t}} \mathbb{E} \left[ u^n(s^1_{n-2}, t-\tau, B^{r,x}_\tau) + \delta^n U(s^1_{n-1}, B^{r,x}_\tau)1_{\{\tau < t\}} \right].
\]

Using the dynamic programming principle, one has

\[
u^n(s^n_j, t, x) = \sup_{\tau_1 \in \mathcal{T}_{0,t}} \mathbb{E} \left[ u^n(s^1_{n-1}, t-\tau_1, B^{0,x}_{\tau_1}) + \delta^n U(s^1_{n-1}, B^{0,x}_{\tau_1})1_{\{\tau_1 < t\}} \right]
\]

\[
= \sup_{\tau_1 \in \mathcal{T}_{0,t}} \mathbb{E} \left[ \text{ess sup}_{\tau_2 \in \mathcal{T}_{\tau_1,t}} \mathbb{E} \left[ u^n(s^1_{n-2}, t-\tau_2, B^{\tau_2}_{\tau_1}, B^{0,x}_{\tau_1}) \right. \right.
\]

\[
+ \delta^n U(s^1_{n-1}, B^{\tau_2}_{\tau_1}, B^{0,x}_{\tau_1})1_{\{\tau_1 < t\}} \left| \mathcal{F}_{\tau_1} \right] + \delta^n U(s^1_{n-1}, B^{0,x}_{\tau_1})1_{\{\tau_1 < t\}} \right]
\]

\[
= \sup_{(\tau_1, \tau_2) \in \mathcal{T}^n_{0,t}} \mathbb{E} \left[ u^n(s^1_{n-2}, t-\tau_2, B^{0,x}_{\tau_2}) + \sum\limits_{k=1}^{j} \delta^n U(s^k_n, B^{0,x}_{\tau_j-k+1})1_{\{\tau_{j-k+1} < t\}} \right].
\]

To conclude, it is enough to apply the same argument to iterate and to use the fact that \( u^n(0, t, x) = U(0, x) \) for any \( t \) and \( x \).

**Remark 3.2.** For later use, we also observe that it is not necessary to restrict the stopping times w.r.t. the Brownian filtration, in the optimal stopping problem (3.6). In fact, one can consider a larger filtration with respect to which \( B \) is still a Brownian motion. More precisely, let \( \mathcal{A}^{n,0} \) denote the collection of all stopping rules

\[
\alpha = (\Omega^\alpha, \mathcal{F}^\alpha, \mathbb{P}^\alpha, \mathbb{B}^\alpha, \delta, \tau^\alpha_j, j = 1, \cdots n)
\]

such that \((\Omega^\alpha, \mathcal{F}^\alpha, \mathbb{P}^\alpha)\) is a filtered probability space equipped with a standard Brownian motion \( B^\alpha \) and \((\tau^\alpha_j)_{j=1, \cdots, n}\) is a sequence of stopping times satisfying \( 0 \leq \tau^\alpha_1 \leq \ldots \leq \tau^\alpha_n \leq t \). Then one has

\[
u^n(s^n_j, t, x) = \sup_{\alpha \in \mathcal{A}^{n,0}} \mathbb{E}^{\mathbb{P}^\alpha} \left[ U(0, x + B_{\tau^\alpha_j}) + \sum\limits_{k=1}^{j} \delta^n U(s^k_n, x + B_{\tau^\alpha_j-k+1})1_{\{\tau^\alpha_{j-k+1} < t\}} \right].
\]

This equivalence is standard and very well known in case \( n = 1 \), see also Lemma 4.9 of [14] for the multiple stopping problem where \( n \geq 1 \).
3.2 The Root solution given full marginals (Theorem 1.(i))

By the same argument as in Källblad, Tan and Touzi [23], the sequence of Root stopping times \((\sigma^n_k, \cdots, \sigma^n_n)_{n \geq 1}\) is tight in some sense and any limit provides an embedding solution given full marginals.

More precisely, let us consider \(n\)-marginals \((\mu_k^n)_{k=1, \cdots, n}\) and \((\sigma_k^n)_{k=1, \cdots, n}\) be the Root embedding defined in (3.3), we define \(\alpha^n_k\) by (3.4) as a \((\mu, \pi_n)\)-embedding in sense of Definition 2.1. Notice that \(\mathbb{P}^n := \mathbb{P}^\alpha_n \circ (B^\alpha_n, \tau^\alpha_n)^{-1}\) is a probability measure on the Polish space \(C(\mathbb{R}_+, \mathbb{R}) \times A([0,1], \mathbb{R}_+))\). This allows us to consider the weak convergence of the sequence \((\alpha^n_\tau)_{n \geq 1}\). Theorem 1 is then a consequence of the following convergence theorem, which can be gathered from several results in [23]. Recall also that \(\mathcal{A}(\mu)\) and \(\mathcal{A}(\mu, \pi_n)\) are defined in Definition 2.1.

**Proposition 3.3.** Let \((\pi_n)_{n \geq 1}\) be a sequence of partitions of \([0,1]\) with mesh \(|\pi_n| \to 0\), and let \(\alpha^n_k\) be the corresponding multiple-marginals Root embedding (3.4). Then, the sequence \((B^{\alpha^n_k}, \tau^{\alpha^n_k})\) is tight, and any limit \(\alpha^*\) is a full marginals embedding, i.e. \(\alpha^* \in \mathcal{A}(\mu)\), with

\[
\mathbb{P}^{\alpha^n_k} \circ (B^{\alpha^n_k}_{\tau^{\alpha^n_k}})^{-1} \rightarrow \mathbb{P}^{\alpha^*} \circ (B^{\alpha^*}_{\tau^{\alpha^*}})^{-1}, \text{ for all } s \in [0,1] \setminus \mathbb{T},
\]

for some countable set \(\mathbb{T} \subset [0,1]\), and some subsequence \((n_k)_{k \geq 1}\), and

\[
\mathbb{E}^{\alpha^*} \left[ \int_0^{\tau^{\alpha^*}_t} f(t) dt \right] = \inf_{\alpha \in \mathcal{A}(\mu)} \mathbb{E}^\alpha \left[ \int_0^{\tau^\alpha_t} f(t) dt \right],
\]

for any non-decreasing and non-negative function \(f : \mathbb{R}_+ \to \mathbb{R}_+\).

**Proof.** (i) The first item is a direct consequence of Lemma 4.5 of [23].

(ii) For the second item, we notice that \(\Phi(\omega, \cdot) := -\int_0^{\theta^\alpha} f(t) dt\) is a continuous function defined on \(C(\mathbb{R}_+, \mathbb{R}) \times A([0,1], \mathbb{R}_+)\) and bounded from above. Then it is enough to apply Theorem 2.3 and Proposition 3.6 of [23] to obtain the optimality of \(\alpha^*\). \(\square\)

4 Proof of Theorems 2 and 1.(ii)

Recall that \(u(s, t, \cdot)\) is defined in (2.2) as the potential function of \(B^{\alpha^*}_{\tau^{\alpha^*}}\) for an arbitrary Root solution \(\alpha^*\) given full marginals. We provide an optimal stopping problem characterization as well as a PDE characterization for the function \(u\) under Assumption 2.2, which provides a proof of Theorem 2. Further, the uniqueness of the solution to the PDE induces the uniqueness result in part (ii) of Theorem 1.

4.1 Characterization of \(u\) by an optimal stopping problem (Theorem 2.(i))

By a slight abuse of notation, we can extend the definition of \(u^n\) given in (3.1) to \([0,1] \times \mathbb{R}_+ \times \mathbb{R}\) by setting

\[
u^n(s, t, x) := u^n(s^n_j, t, x) \text{ whenever } s \in (s^n_{j-1}, s^n_j].
\]

With \(\mathcal{A}_t\) in Definition 2.1, we also define \(\bar{u}\) as a mapping from \([0,1] \times \mathbb{R}_+ \times \mathbb{R}\) to \(\mathbb{R}\) by

\[
\bar{u}(s, t, x) := \sup_{\alpha \in \mathcal{A}_t} \mathbb{E}^\alpha \left[ U(0, x + B^{\alpha^*}_{t \wedge \tau^{\alpha^*}}) + \int_0^s \nabla U(s - k, x + B^{\alpha^*}_{t \wedge \tau^{\alpha^*}}) 1_{\{\tau^{\alpha^*}_k < t\}} dk \right]. \tag{4.1}
\]
The main objective of this section is to provide some characterisation of this limit law as well as the limit problem of \( u^n \) (3.1) used in the construction of the Root solution.

**Proposition 4.1.** For all \((s, t, x)\), one has \(u^n(s, t, x) \to \tilde{u}(s, t, x)\) as \(n \to \infty\).

**Proof.** We start by rewriting the representation formula of \(u^n(s_j^n, t, x)\) in Remark 3.2 as

\[
u^n(s_j^n, t, x) = \sup_{\alpha \in \mathcal{A}_{t}^{n, 0}} \mathbb{E}^{\nu^n} \left[ U(0, x + B_{r_i}^{\alpha}) + \sum_{i=1}^{j} \delta^n U(s_{j-i+1}^{n}, x + B_{r_i}^{\alpha})1_{\{\tau_i^n < t\}} \right].\]

(i) First, for a fixed \(n \in \mathbb{N}\), one can see \(\mathcal{A}_{t}^{n, 0}\) as a subset of \(\mathcal{A}_{t}^{0}\) in the following sense. Given \(\alpha \in \mathcal{A}_{t}^{n, 0}\), and assume that \(s \in (s_{j-1}^{n}, s_{j}^{n})\). Notice that \(U(s_j^n, y) - U(s, y) \leq 0\) for all \(y \in \mathbb{R}\), then it follows by direct computation that

\[
\sum_{i=1}^{j} \delta^n U(s_{j-i+1}^{n}, x + B_{r_i}^{\alpha})1_{\{\tau_i^n < t\}} \leq \left( U(s, x + B_{r_i}^{\alpha}) - U(s_{j-1}^{n}, x + B_{r_i}^{\alpha}) \right)1_{\{\tau_i^n < t\}} + \sum_{i=2}^{j} \delta^n U(s_{j-i+1}^{n}, x + B_{r_i}^{\alpha})1_{\{\tau_i^n < t\}}.
\]

\[
= \int_{s_{j-1}^{n}}^{s} \partial_s U(k, x + B_{r_i}^{\alpha})1_{\{\tau_i^n < t\}} dk + \sum_{i=2}^{j} \int_{s_{j-i}^{n}}^{s_{j-i+1}^{n}} \partial_s U(k, x + B_{r_i}^{\alpha})1_{\{\tau_i^n < t\}} dk.
\]

\[
= \int_{0}^{s-s_{j-1}^{n}} \partial_s U(s-k, x + B_{r_i}^{\alpha})1_{\{\tau_i^n < t\}} dk + \sum_{i=2}^{j} \int_{s-s_{j-i}^{n}}^{s_{j-i+1}^{n}} \partial_s U(s-k, x + B_{r_i}^{\alpha})1_{\{\tau_i^n < t\}} dk.
\]

where the last equality follows by setting \(\tau_i^n := \tau_i^\alpha\) whenever \(k \in [s-s_{j-i+1}^{n}, s-s_{j-i}^{n})\). By (4.1), this implies that \(u^n(s, t, x) = u^n(s_j^n, t, x) \leq \tilde{u}(s, t, x)\).

(ii) Let \(\alpha \in \mathcal{A}_{t}^{0}\), and define \(\alpha_n \in \mathcal{A}_{t}^{n, 0}\) by

\[
\tau_j^{\alpha_n} := \tau_j^\alpha, \quad \text{for } j = 1, \cdots, n.
\]

Let \(j_n\) be such that \(s_{j_n}^{n}\) converges to \(s\) as \(n \to \infty\), then it follows that

\[
X_n := U(0, x + B_{r_i}^{\alpha_n}) + \sum_{k=1}^{j_n} \delta^n U(s_{j_n-k+1}^{n}, x + B_{r_i}^{\alpha_n})1_{\{\tau_k^{\alpha_n} < t\}} \to_{n \to \infty} U(0, x + B_{r_i}^{\alpha_n}) + \int_{0}^{s} \partial_s U(s-k, x + B_{r_i}^{\alpha_n})1_{\{\tau_k^{\alpha_n} < t\}} dk, \text{ a.s.}
\]

Recall that by Assumption 2.2, there exists some \(C > 0\) and \(p > 0\) such that \(|U(0, x)| \leq C + |x|\) and \(\sup_{s \in [0, 1]} |\partial_s U(s, x)| \leq C(1 + |x|^p)\) for any \(x \in \mathbb{R}\), then \((X_n)_{n \geq 1}\) is in fact uniformly integrable. Hence for \(\varepsilon > 0\) such that \(\alpha\) is \(\varepsilon\)-optimal in (4.1), it follows from the previous remark and from Fatou’s lemma that \(\liminf_{n \to \infty} \mathbb{E}[X_n] \geq \tilde{u}(s, t, x) - \varepsilon\). Thus, \(\lim_{n \to \infty} u^n(s, t, x) \geq \tilde{u}(s, t, x)\). Therefore we have proved that \(\lim_{n \to \infty} u^n(s, t, x) = \tilde{u}(s, t, x)\). \(\square\)
Lemma 4.2. The function \( \tilde{u}(s,t,x) \) is non-increasing and Lipschitz in \( s \) with a locally bounded Lipschitz constant \( C(t,x) \), and is uniformly Lipschitz in \( x \) and uniformly \( \frac{1}{2} \)-Hölder in \( t \).

Proof. First, using representation formula of \( u^n \) in (3.5) and noticing that \( y \mapsto |y-x| \) is convex, we see that \( s \mapsto u^n(s,t,x) \) is non-increasing. Further, using (3.1), it follows immediately that

\[
 u^n(s_j^n,t,x) - u^n(s_{j-1}^n,t,x) \geq U(s_j^n,x) - U(s_{j-1}^n,x).
\]

Then under Assumption 2.2, one has \( 0 \geq \partial_n u^n(s,t,x) \geq -C(1 + |x|^p) \) for some constant \( C > 0 \) and \( p > 0 \) independent of \( n \). By the limit result \( u^n \to \tilde{u} \), it follows that \( \tilde{u}(s,t,x) \) is non-increasing and Lipschitz in \( s \) with a locally bounded Lipschitz constant \( C(t,x) \).

Finally, using again the representation formula of \( u^n \) in (3.5), it is easy to deduce that \( u^n(k,t,x) \) is uniformly Lipschitz in \( x \) and \( 1/2 \)-Hölder in \( t \), uniformly in \( n \). As limit of \( u^n \), it follows that \( \tilde{u} \) is also uniformly Lipschitz in \( x \) and \( 1/2 \)-Hölder in \( t \).

We next show that the function \( u \) defined by (2.2) is also the limit of \( u^n \), which leads to the equivalence of \( u \) and \( \tilde{u} \), and then Theorem 2.(i) readily follows.

Proposition 4.3. For all \( (s,t,x) \in [0,1] \times \mathbb{R}_+ \times \mathbb{R} \), one has \( u(s,t,x) = \tilde{u}(s,t,x) \).

Proof. By Theorem 3.1 of [9] together with our extended definition in (3.4), \( u^n(s,t,x) = -\mathbb{E}^\alpha_t \left[ \left| B_{t \wedge \tau^{\alpha_n}_s} - x \right| \right] \). Moreover, by Proposition 3.3, there exists a countable set \( T \subset [0,1) \) and a subsequence \( (n_k)_{k \geq 1} \) such that \( \mathbb{P}^\alpha \circ (B_{t \wedge \tau^{\alpha_{n_k}}_s})^{-1} \to \mathbb{P}^\alpha \circ (B_{t \wedge \tau_s}^*)^{-1} \). As \( \mathbb{E}[\max_{0 \leq t \leq 1} |B_t - x|] < \infty \) for a Brownian motion, it follows that \( \mathbb{E}^\alpha \left[ \left| B_{t \wedge \tau^{\alpha_{n_k}}_s} - x \right| \right] \to \mathbb{E}^\alpha \left[ \left| B_{t \wedge \tau_s}^* - x \right| \right] \), for all \( s \in [0,1] \setminus T \). Hence,

\[
 u^n(s,t,x) \to u(s,t,x), \quad \text{for all } s \in [0,1] \setminus T. \]

Further, by the right-continuity of \( s \mapsto \tau^{\alpha_s}_s \), it is easy to deduce that \( s \mapsto u(s,t,x) = -\mathbb{E}^\alpha_t \left| B_{t \wedge \tau^{\alpha_s}_s} - x \right| \) is right-continuous.

On the other hand, we know from Proposition 4.1 that \( u^n(s,t,x) \to \tilde{u}(s,t,x) \), and from Lemma 4.2 that \( \tilde{u} \) is a continuous function in all arguments, it follows that \( u(s,t,x) = \tilde{u}(s,t,x) \) holds for all \( (s,t,x) \in [0,1] \times \mathbb{R}_+ \times \mathbb{R} \).

Remark 4.4. Formally, we can understand the above result in the following equivalent way. The \( n \)-marginals Root solution \( (\sigma^n, B) \) converges weakly to a full marginal Root solution \( (\sigma, B) \) which then satisfies:

\[
 u(s,t,x) = -\mathbb{E}^{\sigma_0} \left[ \left| B_{t \wedge \sigma_s} - x \right| \right].
\]

4.2 PDE characterization of \( u \)

We now provide the

Proof of Theorem 2.(ii). Step 1. We first notice that the continuity of \( u(s,t,x) \) in \( (s,t,x) \) follows directly by Lemma 4.2 and Proposition 4.3.

Step 2. In a filtered probability space \( (\Omega, \mathcal{F}, \mathbb{F}, \mathbb{P}) \) equipped with a Brownian motion \( W \), we denote by \( \mathcal{U}_t \) the collection of all \( \mathbb{F} \)-predictable processes \( \gamma = (\gamma_r)_{r \geq 0} \) such that \( \int_0^1 \gamma_r^2 dr \leq t \).
Given a control process $\gamma$, we define two controlled processes $X^\gamma$ and $Y^\gamma$ by

$$X^\gamma_s := x + \int_0^s \gamma_r dW_r, \quad Y^\gamma_s := \int_0^s \gamma_r^2 dr.$$  

By a time change argument, one can show that

$$u(s,t,x) = \sup_{\gamma \in \mathcal{U}_t} \mathbb{E} \left[ U(0, X^\gamma_s) + \int_0^s \partial_k U(s-k, X^\gamma_k) 1_{\{Y^\gamma_k < t\}} dk \right]. \quad (4.2)$$

Indeed, given $\gamma \in \mathcal{U}_t$, one obtains a square integrable martingale $X^\gamma$ which has the representation $X^\gamma_s = W_{Y^\gamma_s}$, where $W$ is a Brownian motion and $Y^\gamma_s$ are all stopping times, and it induces a stopping rule in $\mathcal{A}_s^\gamma$. By (4.1) and Proposition 4.3, it follows that in (4.2), the left-hand side is larger than the right-hand side. On the other hand, given an increasing sequence of stopping times $(\tau_1, \cdots, \tau_n) \in \mathcal{T}_0^{\infty}$, we define $\Gamma_s := \tau_j \land \frac{s-s_j}{s_j+1} \land \tau_{j+1}$ for all $s \in [s_j, s_{j+1})$. Notice that $s \mapsto \Gamma_s$ is absolutely continuous and $\Gamma_{s_j} = \tau_j$ for all $j = 1, \cdots, n$. Then one can construct a predictable process $\nu^\gamma$ such that

$$\mathbb{P}_0 \circ \left( \int_0^\cdot \gamma_r dB_r, \int_0^\cdot \gamma_r^2 dt \right)^{-1} = \mathbb{P}_0 \circ (B_\Gamma, \Gamma)^{-1}.$$  

Using the definition of $u^n$ in (3.6) and its convergence in Proposition 4.1, one obtains that in (4.2), the right-hand side is larger than the left-hand side.

The above optimal control problem satisfies the dynamic programming principle (see e.g. [11]): for any family of stopping times $(\tau^\gamma)_{\gamma \in \mathcal{U}_t}$ dominated by $s$, one has

$$u(s,t,x) = \sup_{\gamma \in \mathcal{U}_t} \mathbb{E} \left[ u(s-\tau^\gamma, t-Y^\gamma_{\tau^\gamma}, X^\gamma_{\tau^\gamma}) + \int_0^{\tau^\gamma} \partial_k U(s-k, X^\gamma_k) 1_{\{Y^\gamma_k < t\}} dk \right]. \quad (4.3)$$

**Step 3 (supersolution).** Let $z = (s,t,x) \in \text{int}^p(\mathbb{Z})$ be fixed, and $\varphi \in C^2(\mathbb{Z})$ be such that $0 = (u - \varphi)(z) = \min_{z' \in \mathbb{Z}} (u - \varphi)$. By a slight abuse of notation, denote by $\partial_s U(z')$ the quantity $\partial_s U(s', x')$ for any $z' = (s', t', x')$. Then by (4.3), for any family of stopping times $((\tau^\gamma))_{\gamma \in \mathcal{U}_t}$ dominated by $s$, one has,

$$\sup_{\gamma \in \mathcal{U}_t} \mathbb{E} \left[ \int_0^{\tau^\gamma} (-\partial_s \varphi(Z_k) + \partial_s U(Z_k) 1_{\{Y^\gamma_k < t\}}) dk + \int_0^{\tau^\gamma} \gamma^2_k (-\partial_t \varphi + \frac{1}{2} \partial^2_{xx} \varphi)(Z_k) dk \right] \leq 0,$$

where $Z_k := (s-k, t-Y^\gamma_k, X^\gamma_k)$ and $X^\gamma_0 = x$. Choosing $\gamma \equiv 0$ and $\tau^\gamma \equiv h$ for $h$ small enough, we get

$$(-\partial_s \varphi + \partial_t U)(z) \leq 0.$$  

On the other hand, choosing $\gamma \equiv \gamma_0$ for some constant $\gamma_0$ and $\tau^\gamma := \inf\{k \geq 0 : |X^\gamma_k - x| + |Y^\gamma_k| \geq h\}$, then by letting $\gamma_0$ be large enough and $h$ be small enough, one can deduce that

$$(-\partial_t \varphi + \frac{1}{2} \partial^2_{xx} \varphi)(s,t,x) \leq 0.$$  

**Step 4 (subsolution).** Assume that $u$ is not a viscosity sub-solution, then there exists $z = (s,t,x) \in \text{int}^p(\mathbb{Z})$ and $\varphi \in C^2(\mathbb{Z})$, such that $0 = (u - \varphi)(z) = \max_{z' \in \mathbb{Z}} (u - \varphi)(z')$, and

$$\min \left\{ \partial_t \varphi - \frac{1}{2} \partial^2_{xx} \varphi, \partial_s (\varphi - U) \right\}(s,t,x) > 0.$$
By continuity of $U$ and $\varphi$, we may find $R > 0$ such that
\[
\min \{ \partial_t \varphi - \frac{1}{2} \partial^2_{xx} \varphi, \ \partial_s (\varphi - U) \} \geq 0, \ \text{on} \ B_R(z),
\] (4.4)
where $B_R(z)$ is the open ball with radius $R$ and center $z$. Let $\tau^\gamma := \inf \{ k : Z_\kappa \not\in B_R(z) \text{ or } Y_\kappa^\gamma \geq t \}$, and notice that $\max_{\partial B_R(s,t,x)} (u - \varphi) = -\eta < 0$, by the strict maximality property. Then it follows from (4.3) that
\[
0 = \sup_{\gamma} \mathbb{E} \left[ u(s - \tau^\gamma, t - Y_{\tau^\gamma}, X_{\tau^\gamma}) - u(s, t, x) + \int_0^{\tau^\gamma} \partial_s U(s - k, X_{\tau^\gamma}) \mathbf{1}_{\{ Y_\kappa^{\gamma} < t \}} dk \right] \\
\leq -\eta + \sup_{\gamma} \mathbb{E} \left[ \int_0^{\tau^\gamma} \left( - \partial_s (\varphi - U) \mathbf{1}_{\{ Y_\kappa^{\gamma} < t \}} - (\partial_t \varphi - \frac{1}{2} \partial^2_{xx} \varphi) \gamma_k^2 \right) (Z_k) dk \right] \leq -\eta,
\]
where the last inequality follows by (4.4). This is the required contradiction. 

4.3 Comparison principle of the PDE (Theorems 2.(iii) and 1.(ii))

Recall that the operator $F$ is defined in (2.5) and we will study the PDE (2.4). For any $\eta \geq 0$, a lower semicontinuous function $w : \mathbb{Z} \to \mathbb{R}$ is called an $\eta$-strict viscosity supersolution of (2.4) if $w_{\partial \mathbb{Z}} \geq \eta + U(0, \cdot)$ and $F(D\varphi, D^2\varphi)(z_0) \geq \eta$ for all $(z_0, \varphi) \in \text{int}^\mu(\mathbb{Z}) \times C^2(\mathbb{Z})$ satisfying $(w - \varphi)(z_0) = \min_{z \in \mathbb{Z}} (w - \varphi)(z)$.

**Proposition 4.5** (Comparison). Let $v$ (resp. $w$) be an upper (resp. lower) semicontinuous viscosity subsolution (resp. supersolution) of the equation (2.4) satisfying
\[
v(z) \leq C(1 + t + |x|) \ \text{and} \ w(z) \geq -C(1 + t + |x|), \ \ z \in \mathbb{Z}, \ \text{for some constant} \ C > 0.
\]

Then $v \leq w$ on $\mathbb{Z}$.

**Proof.** We proceed in three steps.

(i) In this step, we prove the result under the assumption that the comparison result holds true if the supersolution is $\eta$—strict for some $\eta > 0$. First, direct verification reveals that the function:
\[
w^{1}(s, t, x) := U(0, x) + \eta(1 + s + t), \ \ (s, t, x) \in \mathbb{Z},
\]
is an $\eta$—strict supersolution. For all $\mu \in (0, 1)$, we claim that the function $w^\mu := (1 - \mu)w + \mu w^1$ is a $\mu\eta$—strict viscosity supersolution. Indeed, this follows from the proof of Lemma A.3 (p.52) of Barles and Jakobsen [2], which shows that $w^\mu$ is a viscosity supersolution of both linear equations:
\[
\partial_t w^\mu - \frac{1}{2} \partial^2_{xx} w^\mu \geq \mu\eta \quad \text{and} \quad \partial_s w^\mu - \partial_s U \geq \mu\eta.
\]
Assume that the comparison principle holds true if the supersolution is strict, then it follows that $v \leq w^\mu$ on $\mathbb{Z}$. Let $\mu \searrow 0$, we obtain $v \leq w$ on $\mathbb{Z}$.

(ii) In view of the previous step, we may assume without loss of generality that $w$ is an $\eta$—strict supersolution. In order to prove the comparison result in this setting, we assume to the contrary that
\[
\delta := (v - w)(\hat{z}) > 0, \ \text{for some} \ \hat{z} \in \mathbb{Z}, \ \ (4.5)
\]
and we work toward a contradiction. Following the standard doubling variables technique, we introduce for arbitrary \( \alpha, \varepsilon > 0 \):

\[
\Phi^{\alpha, \varepsilon}(z, z') := \frac{\alpha}{2} z - z'|^2 + \varepsilon (\varphi(z) + \varphi(z')), \quad \text{with} \quad \varphi(z) := \frac{1}{2} (t^2 + x^2), \quad z, z' \in \mathbb{Z},
\]

and the corresponding maximum

\[
M^{\alpha, \varepsilon} := \sup_{(z, z') \in \mathbb{Z} \times \mathbb{Z}} \left\{ v(z) - w(z') - \Phi^{\alpha, \varepsilon}(z, z') \right\} \geq \delta - 2\varepsilon \varphi(\hat{z}) > 0, \quad (4.6)
\]

by (4.5), for sufficiently small \( \varepsilon > 0 \). By the bounds on \( v \) and \( w \), it follows that the above supremum may be confined to a compact subset of \( \mathbb{Z} \times \mathbb{Z} \). Then the upper semicontinuity of the objective function implies the existence of a minimizer \((z^{\alpha, \varepsilon}, z'^{\alpha, \varepsilon}) \in \mathbb{Z} \times \mathbb{Z} \), i.e.

\[
M^{\alpha, \varepsilon} = v(z^{\alpha, \varepsilon}) - w(z'^{\alpha, \varepsilon}) - \frac{\alpha}{2} |z^{\alpha, \varepsilon} - z'^{\alpha, \varepsilon}|^2 - \varepsilon (\varphi(z^{\alpha, \varepsilon}) + \varphi(z'^{\alpha, \varepsilon})),
\]

and there exists a converging subsequence \((z^{\alpha, \varepsilon}_n, z'^{\alpha, \varepsilon}_n) := (z^{\alpha_n, \varepsilon}_n, z'^{\alpha_n, \varepsilon}_n) \rightarrow (z^{\varepsilon}_n, z'^{\varepsilon}_n) \in \mathbb{Z} \times \mathbb{Z} \), for some \((\alpha_n)_n\) converging to \( \infty \). Moreover, denoting by \( z^* \) any minimizer of \( v - w - 2\varepsilon \varphi \), we obtain from the inequality \( (v - w - 2\varepsilon \varphi)(z^*) \leq M^{\alpha_n, \varepsilon} \) that

\[
\ell := \limsup_{n \to \infty} \frac{\alpha_n}{2} |z^{\varepsilon}_n - z'^{\varepsilon}_n|^2 \leq \limsup_{n \to \infty} v(z^{\varepsilon}_n) - w(z'^{\varepsilon}_n) - \varepsilon (\varphi(z^{\varepsilon}_n) + \varphi(z'^{\varepsilon}_n)) - (v - w - 2\varepsilon \varphi)(z^*) \leq v(z^{\varepsilon}_n) - w(z'^{\varepsilon}_n) - \varepsilon (\varphi(z^{\varepsilon}_n) + \varphi(z'^{\varepsilon}_n)) - (v - w - 2\varepsilon \varphi)(z^*) < \infty.
\]

Then \( z^* = z^{\varepsilon}_n \), and \( 0 \leq \ell \leq (v - w - 2\varepsilon \varphi)(z^*) - (v - w - 2\varepsilon \varphi)(z^*) \leq 0 \) by the definition of \( z^* \). Consequently:

\[
z^{\varepsilon}_n = z'^{\varepsilon}_n, \quad \alpha_n |z^{\varepsilon}_n - z'^{\varepsilon}_n|^2 \to 0, \quad \text{and} \quad M^{\alpha_n, \varepsilon} \to \sup_{\mathbb{Z}} \{ v - w - 2\varepsilon \varphi \}, \quad \text{as} \quad n \to \infty.
\]

Finally, as \( v \) is a subsolution and \( w \) a supersolution, we see that if \( z^\varepsilon \) lies in \( \partial^p \mathbb{Z} \), we would have \( \limsup_{n \to \infty} M^{\alpha_n, \varepsilon} \leq -\eta - 2\varepsilon \varphi(z^\varepsilon) < 0 \), which is in contradiction with the positive lower bound in (4.6). Consequently \( z^\varepsilon \) is in the parabolic interior \( \text{int}^p(\mathbb{Z}) \) of \( \mathbb{Z} \), and therefore both \( z^{\varepsilon}_n \) and \( z'^{\varepsilon}_n \) are in \( \text{int}^p(\mathbb{Z}) \) for sufficiently large \( n \).

(iii) We now use the viscosity properties of \( v \) and \( w \) at the interior points \( z^{\varepsilon}_n \) and \( z'^{\varepsilon}_n \), for large \( n \). By the Crandall-Ishii Lemma, see e.g. Crandall, Ishii and Lions [10, Theorem 3.2], we may find for each such \( n \) two pairs \((p^\varepsilon_n, A^\varepsilon_n)\) and \((q^\varepsilon_n, B^\varepsilon_n)\) in \( \mathbb{R}^3 \times S_3 \), such that

\[
(p^\varepsilon_n + \varepsilon D \varphi(z^{\varepsilon}_n), A^\varepsilon_n + \varepsilon D^2 \varphi(z^{\varepsilon}_n)) \in \mathcal{J}v(z^{\varepsilon}_n),
\]

\[
(q^\varepsilon_n - \varepsilon D \varphi(z'^{\varepsilon}_n), B^\varepsilon_n - \varepsilon D^2 \varphi(z'^{\varepsilon}_n)) \in \mathcal{J}w(z'^{\varepsilon}_n),
\]

\[
p^\varepsilon_n = q^\varepsilon_n = \alpha_n (z^{\varepsilon}_n - z'^{\varepsilon}_n) \quad \text{and} \quad A^\varepsilon_n \leq B^\varepsilon_n,
\]

where \( \mathcal{J} \) and \( \mathcal{J} \) denote the second order super and subjets, see [10]. Then, it follows from the subsolution property of \( v \) and the \( \eta \)-strict supersolution of \( w \) that

\[
\min \left\{ \alpha_n (t^{\varepsilon}_n - t'^{\varepsilon}_n) + \varepsilon t^{\varepsilon}_n - \frac{1}{2} (A^\varepsilon_{3,3,n} + \varepsilon), \alpha_n (s^{\varepsilon}_n - s'^{\varepsilon}_n) - \partial_s U(s^{\varepsilon}_n, x^{\varepsilon}_n) \right\}
\]

\[
\leq 0 \leq -\eta + \min \left\{ \alpha_n (t^{\varepsilon}_n - t'^{\varepsilon}_n) - \varepsilon t'^{\varepsilon}_n - \frac{1}{2} (B^\varepsilon_{3,3,n} - \varepsilon), \alpha_n (s^{\varepsilon}_n - s'^{\varepsilon}_n) - \partial_s U(s^{\varepsilon}_n, x^{\varepsilon}_n) \right\}
\]

\[
\leq -\eta + \min \left\{ \alpha_n (t^{\varepsilon}_n - t'^{\varepsilon}_n) - \varepsilon t'^{\varepsilon}_n - \frac{1}{2} (A^\varepsilon_{3,3,n} - \varepsilon), \alpha_n (s^{\varepsilon}_n - s'^{\varepsilon}_n) - \partial_s U(s^{\varepsilon}_n, x^{\varepsilon}_n) \right\},
\]
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by the inequality $A_n^\varepsilon \leq B_n^\varepsilon$. This implies that

$$0 \leq -\eta - \varepsilon (t_n^\varepsilon + t_n^{\varepsilon^2}) + \varepsilon + \left| \partial_x U(s_n^\varepsilon, x_n^\varepsilon) - \partial_x U(s_n^{\varepsilon^2}, x_n^{\varepsilon^2}) \right|$$

$$\leq -\eta + \varepsilon + \left| \partial_x U(s_n^\varepsilon, x_n^\varepsilon) - \partial_x U(s_n^{\varepsilon^2}, x_n^{\varepsilon^2}) \right| \longrightarrow -\eta + \varepsilon, \text{ as } n \to \infty,$$

which provides the required contradiction for sufficiently small $\varepsilon > 0$. \qed

**Remark 4.6.** To conclude the proofs of Theorem 2 (iii) as well as Theorem 1 (ii), we notice that both potential functions $U$ and $U_{N(0,1)}$ have linear growth in $x$, then the linear growth requirements of the comparison result in Proposition 4.5 follow from (2.3), and uniqueness for the PDE (2.4) in part (iii) of Theorem 2 follows immediately. Further, this implies also the uniqueness of the potential functions of $B_{\tau_0^*\land t}$ for all $s \in [0,1]$ and $t \geq 0$, and hence the uniqueness of the law of $B_{\tau_0^*\land t}$ in part (ii) of Theorem 1.

## 5 Further discussion and examples

### 5.1 On Assumption 2.2

Our main result (Theorem 2) relies crucially on the growth condition for $x \mapsto \sup_{s \in [0,1]} |\partial_x U(s, x)|$ in Assumption 2.2. Let us provide here some examples and counter-examples on this condition.

**Example 5.1.** Let $X$ be a random variable in a probability space $(\Omega, \mathcal{F}, \mathbb{P})$ such that $\mathbb{E}[|X|] < \infty$, $\mathbb{E}[X] = 0$, and $\mathbb{P}[X = x] = 0$ for all $x \in \mathbb{R}$. For some $s_0 \geq 0$, we define a family of marginals $(\mu_s)_{s \in [0,1]}$ by $\mu_s := \mathbb{P} \circ ((s + s_0)X)^{-1}$. Then each marginal $\mu_s$ is centred and has finite first moment, and $s \mapsto \mu_s$ is increasing in convex order (see e.g. [20, Chapter 1]). In this case, one has

$$U(s, x) := -\mathbb{E}[|(s + s_0)X - x|] = -(s + s_0)\mathbb{E}\left[\left| X - \frac{x}{s + s_0} \right| \right]$$

$$= -(s + s_0)U\left(1 - s_0, \frac{x}{s + s_0} \right).$$

Further, by direct computation,

$$\partial_x U(s, x) = -U\left(1 - s_0, \frac{x}{s + s_0} \right) + \partial_x U\left(1 - s_0, \frac{x}{s + s_0} \right) \frac{x}{s + s_0},$$

where $\partial_x U$ is bounded continuous as the distribution function $x \mapsto \mathbb{P}[X \leq x]$ is bounded continuous. Assume in addition that $s_0 > 0$, then $\sup_{0 \leq s \leq 1} \left| \partial_x U(s, x) \right|$ has linear growth in $x$. In particular, Assumption 2.2 holds true.

If we set $s_0 = 0$ in Example 5.1, then it is clear that $\lim_{s \searrow 0} \left| \partial_x U(s, x) \right| = \infty$, i.e. there is a singularity/discontinuity for $\partial_x U(s, x)$ at $s = 0$, and thus Assumption 2.2 fails.

In the following, we also provide an example, where $\partial_x U$ is continuous on $[0,1] \times \mathbb{R}$, but $x \mapsto \sup_{0 \leq s \leq 1} \left| \partial_x U(s, x) \right|$ may have any growth. Before giving the other example, let us introduce a (varied potential) function $V : [0,1] \times \mathbb{R} \to \mathbb{R}$ for $(\mu_s)_{0 \leq s \leq 1}$ by

$$V(s, x) := \int_{\mathbb{R}} (y - x)_+ \mu_s(dy). \quad (5.1)$$

When $\mu_s$ is centred, one has

$$2V(s, x) = -U(s, x) - x \quad \text{so that} \quad \partial_s U(s, x) = -2\partial_s V(s, x).$$
Therefore, it is equivalent to consider the growth of \( x \mapsto \sup_{s \in [0,1]} |\partial_s V(s,x)| \) and that of \( x \mapsto \sup_{s \in [0,1]} |\partial_s U(s,x)| \). Further, Equality (5.1) allows to define a family of marginals \((\mu_s)_{s \in [0,1]}\) increasing in convex order, from \( V : [0,1] \times \mathbb{R} \to \mathbb{R} \) whenever it satisfies that, for all \( s \in (0,1) \),

\[
x \mapsto V(s,x) \text{ is non-increasing and convex, and } \lim_{x \to -\infty} V(s,x) = \lim_{x \to \infty} V(s,x) + x = 0,
\]

and for all \( x \in \mathbb{R}, \)

\[
s \mapsto V(s,x) \text{ is non-decreasing.}
\]

We refer to [19, Proposition 2.1] for such a characterisation.

**Example 5.2.** Let \( V(1,x) \) be the (variated) potential function of the standard normal distribution \( \mathcal{N}(0,1) \), defined by

\[
V(1,x) := \int_{\mathbb{R}} (y-x) + \frac{1}{\sqrt{2\pi}} e^{-y^2/2} dy.
\]

It is clear that \( V(1,x) \) is strictly positive, decreasing and convex on \( \mathbb{R} \). Let \((t_j)_{j=0}^{\infty}\) be an increasing sequence of real numbers such that \( t_0 = 0 \) and \( \lim_{j \to \infty} t_j = 1 \). We then define a sequence of points \((x_j)_{j \geq 1}\) and functions \( x \mapsto V(t_j,x) \) by the following induction argument: Let \( x_0 = 0 \); given \( x_j \), one defines

\[
x_{j+1} := x_j - \frac{V(1,x_j)}{\partial_x V(1,x_j)},
\]

and

\[
V(t_j,x) := V(1,x)1_{\{x \leq x_j\}} + (V(1,x_j) + \partial_x V(1,x_j)(x-x_j))1_{\{x > x_j\}}.
\]

Then for each \( j \geq 0 \), \( x \mapsto V(t_j,x) \) is the (variated) potential function of some marginal distribution \( \mu_{t_j} \) with the equality in (5.1), and

\[
j \mapsto \mu_{t_j} \text{ is increasing in convex order and } \mu_{t_j} \to \mu_1 := \mathcal{N}(0,1),
\]

as \( V(t_j,x) \to V(1,x) \) when \( j \to \infty \). Moreover, the two functions \( V(t_j,x) \) and \( V(t_{j+1},x) \) coincide on \( \mathbb{R} \setminus \{x_j, x_{j+2}\} \).

For any growth function \( G : \mathbb{R} \to \mathbb{R}_+ \), we consider a sequence of smooth increasing functions \( \phi_j : [t_j,t_{j+1}] \to [0,1], \) for \( j \geq 0, \) such that

\[
\phi_j(t_j) = \phi_j'(t_j) = \phi_j'(t_{j+1}) = 0, \quad \phi_j(t_{j+1}) = 1, \quad \text{and } \phi_j'((t_j + t_{j+1})/2) \geq \frac{G(x_{j+1})}{V(1,x_{j+1})}. \tag{5.2}
\]

We then define \( x \mapsto V(s,x) \) (or equivalently \( \mu_s \)) for all \( s \in (t_j,t_{j+1}) \) and all \( j \geq 0 \) by

\[
V(s,x) := (1-\phi_j(s))V(t_j,x) + \phi_j(s)V(t_{j+1},x).
\]

Then it is direct to check that the family of marginal distributions \((\mu_s)_{s \in (0,1)}\) is increasing in convex order, and \( \partial_s V(s,x) \) exists and is continuous on \([0,1] \times \mathbb{R} \), and by (5.2),

\[
\max_{s \in [0,1]} |\partial_s V(s,x)| \geq G(x_j), \text{ for all } j \in \mathbb{N}.
\]

Finally, we notice that in the above example, the derivative \( \partial_{xx}^2 V(s,x) \) may not exists, but we can always consider the convolution of \( x \mapsto V(s,x) \) with some smooth function in compact support, so that \( \partial_{xx}^2 V(s,x) \) exists for all \( x \in \mathbb{R} \), and it provides the density function of \( \mu_s \).
5.2 Towards a hitting time characterization for the Root embedding

In the case with finitely many marginals \((\mu^n_s)_{j=1,\ldots,n}\), the Root stopping times \(\{\sigma^n_j\}_{j=1,\ldots,n}\) are defined successively as hitting times of barriers, that is

\[
\sigma^n_j := \inf \{ t \geq \sigma^n_{j-1} : (t, B_t) \in \mathcal{R}^n_j \}, \tag{5.3}
\]

with barriers \(\mathcal{R}^n_j\) defined by

\[
\mathcal{R}^n_j = \{ (t, x) : \delta^n u_n(s^n_j, t, x) = \delta^n U(s^n_j, x) \}. \tag{5.4}
\]

In the full marginals case, it is natural to seek to characterize the limit Root solution \((\sigma^\infty_s)_{s \in [0,1]}\) as hitting times, and a natural guess would be

\[
\sigma^\infty_s = \inf \{ t \geq \sigma^\infty_{s^-} : (t, W_t) \in \mathcal{R}_s \}, \text{ for all } s \in [0,1], \tag{5.5}
\]

with a family of barriers \(\mathcal{R} = \{\mathcal{R}_s\}_{s \in [0,1]}\). Moreover, a natural candidate for the family of the barriers would be, when the partial derivative \(\partial_s u(s, t, x)\) is well defined,

\[
\mathcal{R}_s := \{ (t, x) : \partial_s u(s, t, x) = \partial_s U(s, x) \}.
\]

Our first observation is that (5.5) cannot be used as a definition for an uncountable family of stopping times. Indeed, for the case with finite marginals as in (5.3), the induction argument defines well the family \((\sigma^n_j)_{j=1,\ldots,n}\). However, when the index set cannot be written as a countable and ordered sequence of time instants, one cannot cover all time instants in the set by an induction argument as in (5.5).

Nevertheless, one can always define the family \((\sigma^\infty_s)_{s \in [0,1]}\) as limit of \(\{\sigma^n_j\}_{j=1,\ldots,n}\) in terms of the convergence of stochastic (non-decreasing) processes (see Section 3.2), and then expect to use (5.5) as a characterization of \((\sigma^\infty_s)_{s \in [0,1]}\). As \((\sigma^\infty_s)_{s \in [0,1]}\) is obtained as weak limit of non-decreasing processes (w.r.t. the Lévy metric) it is natural to study the convergence of the set valued process \((\mathcal{R}^n_s)_{s \in [0,1]}\) defined by \(\mathcal{R}^n_s := \mathcal{R}^n_j\) for \(s \in [s^n_j, s^n_{j+1}]\) (with a slight abuse of notation). The argument of the convergence of the barriers has been crucially used in the seminal paper [30] by considering an appropriate topology on the space of subsets of \([0, \infty) \times \mathbb{R}\) to construct a one-marginal Root solution. In our context, when the barriers \((\mathcal{R}^n_s)_{s \in [0,1]}\) are ordered, the convergence of the set-valued process \((\mathcal{R}^n_s)_{s \in [0,1]}\) would be easy or even trivial (see some trivial examples in Example 5.3). When the barriers \((\mathcal{R}^n_s)_{s \in [0,1]}\) are not ordered, one generally needs some regularity of the path \(s \mapsto \mathcal{R}^n_s\) as required in the Arzelà-Ascoli theorem. Nevertheless, it seems unclear to us to obtain estimations on the path regularity of barriers from its definition in (5.4).

Example 5.3 (Ordered Root solutions). Let us consider a standard Brownian motion \(W\) (with \(W_0 = 0\)) for the following two examples.

(i) Let \(t_0 > 0\) and \(\mu_s = \mathcal{N}(0, t_0 + s)\) be the Gaussian distribution with variance \(t_0 + s\) for all \(s \in [0,1]\), then \((\mu_s)_{s \in [0,1]}\) is increasing in convex order. Moreover, for every \(s \in [0,1]\), the Root solution with one marginal \(\mu_s\) is given by

\[
\sigma^1_s := \inf \{ t \geq 0 : (t, W_t) \in \mathcal{R}^1_s \} \text{ with } \mathcal{R}^1_s := [t_0 + s, \infty) \times \mathbb{R}.
\]

---

\(^1\)One can always consider the shifted Brownian motion \((B_t = W_{t_0+t})_{t \geq 0}\) for a stopping time such that \(W_{t_0} \sim \mu_0\) to go back to the context of Definition 2.1.
The barriers \((\mathcal{R}^1_s)_{s \in [0,1]}\) are ordered in the sense that
\[
\mathcal{R}^1_{s_1} \supseteq \mathcal{R}^1_{s_2}, \quad \text{whenever } s_1 \leq s_2.
\]
Consequently, one has \(\sigma^1_{s_1} \leq \sigma^1_{s_2}\) whenever \(s_1 \leq s_2\); and therefore, \(\sigma^\infty_s = \sigma^1_s\) for all \(s \in [0,1]\),
\[
\sigma^\infty_s = \inf \{t \geq 0 : (t, W_t) \in \mathcal{R}^1_s\} = \inf \{t \geq \sigma^\infty_s : (t, W_t) \in \mathcal{R}^1_s\}.
\]

(ii) Let \(p : [0, 1] \to [0, \frac{1}{2}]\) be an increasing function, the family of marginal distributions \((\mu_s)_{s \in [0,1]}\) is defined by
\[
\mu_s(dx) := (1 - 2p(s))\delta_0(dx) + p(s)\delta_1(dx) + p(s)\delta_{-1}(dx).
\]

Then it is clear that \((\mu_s)_{s \in [0,1]}\) is a family of marginals increasing in convex order. For each \(s \in [0,1]\), the Root solution \(\sigma^1_s\) to the one-marginal SEP with distribution \(\mu_s\) is given by the hitting time
\[
\sigma^1_s = \inf \{t \geq 0 : (t, W_t) \in \mathcal{R}^1_s\},
\]
where \(\mathcal{R}^1_s\) takes the form, for some function \(R_1 : [0, 1] \to \mathbb{R}\),
\[
\mathcal{R}^1_s = ([0, \infty] \times [1, \infty]) \cup ([0, \infty] \times (-\infty, -1]) \cup ([R_1(s), \infty] \times \{0\}).
\]

As \(p(s)\) is an increasing function, it is easy to see that the function \(R_1(s)\) is also increasing\(^2\), so that one has \(\mathcal{R}^1_{s_1} \supset \mathcal{R}^1_{s_2}\) whenever \(s_1 \leq s_2\). In this case, one has, \(\sigma^\infty_s = \sigma^1_s\) for all \(s \in [0,1]\) so that
\[
\sigma^\infty_s = \inf \{t \geq 0 : (t, W_t) \in \mathcal{R}^1_s\} = \inf \{t \geq \sigma^\infty_s : (t, W_t) \in \mathcal{R}^1_s\}.
\]

**Remark 5.4.** It would be very interesting to formulate (sufficient) conditions on \((\mu_s)_{s \in [0,1]}\) so that the one-marginal Root barriers for \(\mu_s\) are automatically ordered (as in [1] for Azéma-Yor embedding).

In the general case, when the convergence of set-valued process \(\{(\mathcal{R}^n_s)_{s \in [0,1]}, n \geq 1\}\) is unclear, one can still fix a constant \(s \in [0,1]\), and consider the limit of \(\{\mathcal{R}^n_s, n \geq 1\}\). Indeed, for each fixed \(s \in [0,1]\), by a tightness argument as in [30], \(\mathcal{R}^n_s\) converges to some limit barrier \(\mathcal{R}^\infty_s\) along some subsequence. Combining the limit argument in Section 3.2, one has a countable set \(N \subset [0,1]\) such that \(s \mapsto \sigma^\infty_s\) is continuous on \([0,1] \setminus N\), and \((\sigma^\infty_s, W_{\sigma^\infty_s}) \to (\sigma^\infty_s, W_{\sigma^\infty_s})\) weakly for every \(s \in [0,1] \setminus N\), so that
\[
(\sigma^\infty_s, W_{\sigma^\infty_s}) \in \mathcal{R}^\infty_s, \quad \text{for every } s \in [0,1] \setminus N.
\]

Nevertheless, this would not provide new information for (5.5). In fact, notice that for a family \((\mu_s)_{s \in [0,1]}\) non-decreasing in convex order, the map \(s \mapsto \mu_s\) is continuous except on at most countably many points, and in our context under Assumption 2.2, \(s \mapsto \mu_s\) is continuous on \([0,1]\). It follows that for a Root solution \(\{\sigma^\infty_s, W\}_{s \in [0,1]}\) with full marginals \((\mu_s)_{s \in [0,1]}\), one has
\[
\mathcal{L}(W_{\sigma^\infty_s}) = \mathcal{L}(\lim_{r \nearrow s} W_{\sigma^\infty_r}) = \lim_{r \nearrow s} \mathcal{L}(W_{\sigma^\infty_r}) = \mu_s = \mathcal{L}(W_{\sigma^\infty_s}).
\]

\(^2\)In fact, one can compute explicitly the value of \(R_1(s)\) for each \(s \in [0,1]\), since the joint distribution of \((W_1, \min_{0 \leq r \leq t} W_r, \max_{0 \leq r \leq t} W_r)\) for each \(t \geq 0\) can be described through an infinite series (see e.g. [16]).
As $\sigma_s^\infty$ is also a stopping time as supremum of a sequence of stopping times, $\sigma_s^\infty \leq \sigma_s^\infty$, and $(W_{s^\infty \wedge t})_{t \geq 0}$ is uniformly integrable, it follows that $\sigma_s^\infty = \sigma_s^\infty$, a.s. ([26, Theorem 3]). This implies that, for every fixed $s \in [0, 1]$, the characterization in (5.5) is equivalent to

$$\sigma_s^\infty = \inf \{ t \geq \sigma_s^\infty : (t, W_t) \in \mathcal{R}_s \}, \text{ a.s.}$$

(5.6)

In particular, (5.6) holds always true if we set $\mathcal{R}_s := [0, \infty] \times \mathbb{R}$, and in this sense (5.5) or (5.6) would not really provide any information as characterization of the limit Root solution.

**Acknowledgments**

The authors are grateful to two anonymous referees for helpful suggestions and comments.

**References**

[1] J. Azéma and M. Yor. Une solution simple au problème de Skorokhod. In *Séminaire de probabilités XIII*, volume Lecture notes in Mathematics, vol. 721, pages 90–115. Springer, 1979.

[2] G. Barles and E. R. Jakobsen. On the convergence rate of approximation schemes for Hamilton-Jacobi-Bellman equations. *ESAIM: Math. Model. Numer. Anal.*, 36(1):33–54, 2002.

[3] M. Beiglböck and N. Juillet. On a problem of optimal transport under marginal martingale constraints. *Ann. Probab.*, 44(1):42–106, 2016.

[4] M. Beiglböck, A. M. Cox, and M. Huesmann. Optimal transport and Skorokhod embedding. *Invent. Math.*, 208(2):327–400, 2017.

[5] M. Beiglböck, A. M. Cox, and M. Huesmann. The geometry of multi-marginal Skorokhod Embedding. *arXiv preprint arXiv:1705.09505*, 2017.

[6] H. Brown, D. Hobson, and L. Rogers. The maximum maximum of a martingale constrained by an intermediate law. *Probab. Theory Related Fields*, 119(4):558–578, 2001.

[7] J. Claissse, G. Guo, and P. Henry-Labordère. Some results on Skorokhod embedding and robust hedging with local time. *J. Optim. Theory Appl.*, pages 1–29, 2017.

[8] A. M. G. Cox and J. Wang. Root’s barrier: Construction, optimality and applications to variance options. *Ann. Appl. Probab.*, 23(3):859–894, 2013.

[9] A. M. G. Cox, J. Obłój, and N. Touzi. The Root solution to the multi-marginal embedding problem: an optimal stopping and time-reversal approach. *Probab. Theory Related Fields*, 173(1-2):211–259, 2019.

[10] M. G. Crandall, H. Ishii, and P.-L. Lions. User’s guide to viscosity solutions of second order partial differential equations. *Bull. Amer. Math. Soc.*, 27(1):1–67, 1992.

[11] N. El Karoui and X. Tan. Capacities, measurable selection and dynamic programming Part II: application in stochastic control problems. *arXiv preprint arXiv:1310.3364*, 2013.
[12] P. Gassiat, A. Mijatović, and H. Oberhauser. An integral equation for Root’s barrier and the generation of Brownian increments. *Ann. Appl. Probab.*, 25(4):2039–2065, 2015.

[13] P. Gassiat, H. Oberhauser, and G. dos Reis. Root’s barrier, viscosity solutions of obstacle problems and reflected FBSDEs. *Stochastic Process. Appl.*, 125(12):4601–4631, 2015.

[14] G. Guo, X. Tan, and N. Touzi. Optimal Skorokhod embedding under finitely many marginal constraints. *SIAM J. Control Optim.*, 54(4):2174–2201, 2016.

[15] G. Guo, X. Tan, and N. Touzi. Tightness and duality of martingale transport on the Skorokhod space. *Stochastic Process. Appl.*, 127(3):927–956, 2017.

[16] H. He, W. P. Keirstead, and J. Rebholz. Double lookbacks. *Mathematical Finance*, 8(3):201–228, 1998.

[17] P. Henry-Labordère and N. Touzi. An explicit martingale version of the one-dimensional Brenier theorem. *Finance Stoch.*, 20(3):635–668, 2016.

[18] P. Henry-Labordère, X. Tan, and N. Touzi. An explicit martingale version of the one-dimensional Brenier’s Theorem with full marginals constraint. *Stochastic Process. Appl.*, 126(9):2800–2834, 2016.

[19] F. Hirsch and B. Roynette. A new proof of Kellerer’s theorem. *ESAIM: Probability and Statistics*, 16:48–60, 2012.

[20] F. Hirsch, C. Profeta, B. Roynette, and M. Yor. *Peacocks and associated martingales, with explicit constructions*. Springer Science & Business Media, 2011.

[21] D. Hobson. The Skorokhod embedding problem and model-independent bounds for option prices. In *Paris-Princeton Lectures on Mathematical Finance 2010*, pages 267–318. Springer, 2011.

[22] D. Hobson. Mimicking martingales. *Ann. Appl. Probab.*, 26(4):2273–2303, 2016.

[23] S. Källblad, X. Tan, and N. Touzi. Optimal Skorokhod embedding given full marginals and Azéma–Yor peacocks. *Ann. Appl. Probab.*, 27(2):686–719, 2017.

[24] H. G. Kellerer. Markov-komposition und eine anwendung auf martingale. *Math. Ann.*, 198(3):99–122, 1972.

[25] D. B. Madan and M. Yor. Making Markov martingales meet marginals: with explicit constructions. *Bernoulli*, 8(4):509–536, 2002.

[26] I. Monroe. On embedding right continuous martingales in Brownian motion. *Ann. Math. Statist.*, pages 1293–1311, 1972.

[27] J. Obłój. The Skorokhod embedding problem and its offspring. *Probab. Surveys*, 1:321–392, 2004.

[28] J. Obłój and P. Spoida. An iterated Azéma–Yor type embedding for finitely many marginals. *Ann. Probab.*, 45(4):2210–2247, 2017.
[29] E. Perkins. The Cereteli-Davis solution to the H1-embedding problem and an optimal embedding in Brownian motion. In *Seminar on stochastic processes, 1985*, pages 172–223. Springer, 1986.

[30] D. H. Root. The existence of certain stopping times on Brownian motion. *Ann. Math. Statist.*, 40(2):715–718, 1969.

[31] H. Rost. The stopping distributions of a Markov process. *Invent. Math.*, 14(1):1–16, 1971.

[32] A. V. Skorokhod. *Studies in the theory of random processes*. Addison-Wesley Publishing Co. Inc., Reading, Mass., 1965. Translated from the Russian by Scripta Technica.

[33] P. Vallois. Le problème de Skorokhod sur ℝ: une approche avec le temps local. In *Séminaire de Probabilités XVII 1981/82*, pages 227–239. Springer, 1983.