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ABSTRACT
Crowd counting, which has been widely adopted for estimating the number of people in safety-critical scenes, is shown to be vulnerable to adversarial examples in the physical world (e.g., adversarial patches). Though harmful, adversarial examples are also valuable for evaluating and better understanding model robustness. However, existing adversarial example generation methods for crowd counting lack strong transferability among different black-box models, which limits their practicability for real-world systems. Motivated by the fact that attacking transferability is positively correlated to the model-invariant characteristics, this paper proposes the Perceptual Adversarial Patch (PAP) generation framework to tailor the adversarial perturbations for crowd counting scenes using the model-shared perceptual features. Specifically, we handcraft an adaptive crowd density weighting approach to capture the invariant scale perception features across various models and utilize the density guided attention to capture the model-shared position perception. Both of them are demonstrated to improve the attacking transferability of our adversarial patches. Extensive experiments show that our PAP could achieve state-of-the-art attacking performance in both the digital and physical world, and outperform previous proposals by large margins (at most +685.7 MAE and +699.5 MSE). Besides, we empirically demonstrate that adversarial training with our PAP can benefit the performance of vanilla models in alleviating several practical challenges in crowd counting scenarios, including generalization across datasets (up to -376.0 MAE and -354.9 MSE) and robustness towards complex backgrounds (up to -10.3 MAE and -16.4 MSE) 1.
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1 INTRODUCTION
Crowd counting, which estimates the number of people in unconstrained scenes, is becoming increasingly important in many safety-critical scenarios in practice (e.g., pedestrian density monitoring). Up to now, research has focused on designing different crowd counting methods, including detection-based approaches [23, 26, 55], count regression approaches [5, 7, 8, 42], and density-map estimation-based methods [2, 24, 28, 30, 32, 35, 37, 41, 52, 54]. The last has become the de facto solution for the crowd counting task due to its insensitivity to occlusion and stability for large crowd scenes. In general, given an input image, this type of approach first generates a 2D crowd density map and then subsequently estimates the total number of the crowd by summing the density values across all spatial locations of the density map.

With increasing deployment of intelligent crowd counting devices in the safety-critical scenarios, their vulnerability has attracted

1Our code can be found in https://github.com/shunchang-liu/PAP-Pytorch.
Therefore, a model trained with specific object scales (e.g., human heads) always performs well on its preferred scale while showing weak generalization across datasets and robustness towards complex backgrounds. To sum up, our contributions are as follows:

- We proposed a Perceptual Adversarial Patch (PAP) generation framework that exploits the inherent perceptual properties to capture the model-invariant features for attacking the real-world crowd counting systems.
- We designed the adaptive density and guided attention to capture scale and position perceptions, which could improve the transferable attacking ability of the adversarial patches across multiple crowd counting models in various structures.
- Besides, we empirically demonstrated that our generated adversarial patches could be utilized for promoting the vanilla model’s robustness in several aspects (e.g., generalization across datasets and robustness towards complex backgrounds) via the adversarial training scheme.
- Extensive experiments in the digital and physical world demonstrated that our PAP achieves the state-of-the-art attacking ability and outperforms other baselines by large margins (at most +685.7 MAE and +699.5 MSE). In addition, adversarial training with our PAP can improve the model performance by at most -376.0 MAE, -354.9 MSE for generalization across datasets, and -16.4 MSE for robustness towards complex backgrounds.

2 RELATED WORKS AND PRELIMINARY

2.1 Crowd Counting

Image or video-based crowd counting aims to automatically estimate the number of people in unconstrained scenes. Early work mainly focuses on detection-based methods [23, 26, 55] and count...
regression methods [5, 7, 8, 42], which either show unsatisfactory results in extremely dense crowds or have weak interpretability due to ignoring the key information in the dot annotation maps. Nowadays, density-map-estimation-based approaches [2, 24, 28, 30, 32, 35, 37, 41, 52, 54], which we focus on, have been widely used due to their better performance. They take images or videos as inputs and predict the crowd density maps to estimate the number of people. Formally, given an input image \( x \), a model \( f_\Theta \) is designed to approximate the ground truth density map \( I \) by solving the following optimization problem:

\[
\arg \min_{\Theta} \frac{1}{2N} \sum_{i=1}^{N} ||f_\Theta(x_i) - I_i||_2^2,
\]

where \( N \) denotes the number of input samples.

Several methods have been proposed as solutions to this problem. For instance, [54] designed a Multi-column Convolutional Neural Network (MCNN) utilizing three network branches with different kernel sizes to map the image to its density map. [24] replaced the multi-branch structure with dilated convolution and proposed an end-to-end Congested Scene Recognition Network (CSRNet). Further, [28] introduced an adaptively Context-Aware Network (CAN) to capture the contextual information. From an optimization view, [30] designed a Bayesian Loss (BL) to construct a density contribution probability model and [41] proposed optimal transport loss and total variation loss for Distribution Matching (DM-Count). Recently, [37] proposed a Scale-Adaptive Selection Network (SASNet) which can automatically learn the internal correspondence between the scales and the feature levels and further proposed a pyramid region awareness loss to fix the most hard sub-regions. These estimation-based methods can be roughly divided into two categories based on the branches used for feature extraction: multi-column strategies, e.g., [2, 32, 37, 52, 54], and single-column strategies, e.g., [24, 28, 30, 41].

Though having achieved promising results, [17] pointed out that current crowd counting models still suffer from multiple challenges. Specifically, current methods show unsatisfactory generalization across datasets. The overfitting problem has always been the hot potato in the field of deep learning. As for the estimation-based crowd counting methods, the performance of the predictor will inevitably reduce when generalizing the model trained on the specific data distribution to unseen scenes with non-uniform distributions. The reduction will cause sub-optimal results, though it may not lead to a collapse of the model. Moreover, they have weak robustness for complex backgrounds. That is, it is easily influenced by natural noises, e.g., adverse weather (rain, snow, haze, etc.), and objects with similar densities, e.g., hard samples that are similar to crowds (leaves, birds, etc.). These drawbacks inject potential risks into real-world crowd counting systems.

### 2.2 Adversarial Attacks

Adversarial examples are inputs intentionally designed to mislead DNNs but are imperceptible to humans [18, 38]. A long line of work
has been devoted to performing adversarial attacks in different scenarios by generating imperceptible perturbations [1, 3, 9, 11, 13–15, 18, 21, 31, 48]. These adversarial attacking methods are mainly divided into white-box and black-box manners. For **white-box attacks**, adversaries have complete knowledge of the target model and can fully access it. For example, [38] first introduced the L-BFGS method to generate adversarial examples. Subsequently, [18] proposed the Fast Gradient Sign Method (FGSM), and [31] improved it and proposed the Projected Gradient Decent (PGD) method, which is currently the strongest first-order attack. All of them depend on access to the gradients of target models. For **black-box attacks**, adversaries have limited model knowledge and can not directly access the model. Black-box attacks can be divided into three categories, i.e., score-based, decision-based, and transfer-based. The score-based [9, 21] and decision-based [3, 15] attacks rely on querying either the output scores or labels of the target network, which limits their usability in the physical world. The transfer-based attacks generate adversarial perturbations on a source model and then transfer them to the unknown target model. A series of approaches [13, 14, 48] have been proposed to improve the attack transferability among different models and achieve substantial results in the digital world. However, their attacking abilities will degenerate significantly when introduced into the physical world.

Besides perturbations, adversarial patches [4], where noises are confined to a small and localized patch region, have emerged for its easy accessibility in real-world scenarios. They have been widely studied and applied to attack different real-world applications. [16] mixed the attacking noises into the black and white stickers to attack the stop sign recognition device. [27] proposed the P-GAN framework to generate scrawl-like adversarial patches to fool autonomous-driving systems. Recently, adversarial patches have been used to attack automatic checkout systems [43] and surveillance cameras [39].

In this paper, we aim to generate an adversarial perturbation \( \delta \), constrained to a localized patch, to fool the crowd counting model \( f_0 \) for wrong predictions. Specifically, given the crowd counting model \( f_0 \), we generate adversarial patch perturbation \( \delta \) by maximizing the model loss as

\[
\arg \max_\delta \| f_0(x_{adv}) - \mathbf{I} \|^2_2, \tag{2}
\]

where an adversarial example \( x_{adv} \) is composed of a clean image \( x \), an additive adversarial patch perturbation \( \delta \in \mathbb{R}^z \), and a location mask \( M \in \{0, 1\}^p \). It can be formulated as

\[
x_{adv} = (1 - M) \odot x + M \odot \delta, \tag{3}
\]

where \( \odot \) is the element-wise multiplication.

In the crowd counting scenario, rare attempts have been made to perform adversarial attacks. [29] generated adversarial perturbations using FGS and studied the defense against them in the digital world. [46] proposed the first and the only method APAM for adopting adversarial patches to attack crowd counting models. It aims to directly fit the target density map values, which are many times larger than the ground truth. However, it will overfit the specific model perception and thus tend to fall into local minima. For example, the multiplicative will not work for regions where the density value is 0. Through experiments, we found it fails to generate adversarial examples with strong transferability, which shows limited abilities for evaluating the black-box crowd counting models in practice. Instead, we do not constrain the target values, that is, they are expected to be infinitely far from the ground truth, and utilize scale and position perceptual properties to generate strongly transferable adversarial patches.

### 3 THREAT MODEL

In this section, we aim to give a detailed description correlated to our proposed perceptual adversarial patches from several aspects, i.e., the possible attacking scenarios, the detailed attacking goal, the constraints to attackers, and the capabilities of attackers, therefore better benefiting the understanding of the proposed method at a practical level.

#### 3.1 Possible Attacking Scenarios

As for adversarial attacking tasks, one of the most important questions that should be answered is whether they are practical or not. More precisely, the existence of the potential threats or benefits associated with the attacking method decides its value and significance.

When it comes to our proposed perceptual adversarial patches, we claim that they are applicable to multiple crowd-counting correlated scenarios, such as crowd monitoring in a particular place, population warning in a traffic scenario, and other similar scenarios. Note that we generate the adversarial patches with printing papers in this paper. However, besides utilizing paper patches as attacking vectors, we can also perform attacks by printing those adversarial textures on slogans, as shown in Figure 1 (a) and Figure 5, which strongly indicates the diverse attacking pathways of this novel perceptual adversarial patch generation framework.

#### 3.2 Detailed Attacking Goal

Overall, we consider generating adversarial patches to attack density-map-estimation-based crowd counting models. As mentioned in Section 2, given a crowd counting model \( f_0 \) that takes an image \( x \) as input, attackers aim to mislead \( f_0 \) into making wrong predictions, therefore outputting an inaccurate density map far from the ground-truth density map. And the achievement of this goal depends on the design of the adversarial patches.

Further, there are two directions for misleading the crowd counting model \( f_0 \) into wrong density maps. One is leading it to output more crowd counting values, i.e., to increase the predicted crowd numbers. Another is leading it to output fewer crowd counting values, i.e., to decrease the predicted crowd numbers. In this paper, we respectively investigate both the increasing approach and decreasing approach to comprehensively demonstrate the strong attacking ability of the proposed perceptual adversarial patch generation framework. The experimental results of the increasing approach are mainly shown in Section 5.2 and 5.3 and those of the decreasing approach are shown in Section 5.4.

#### 3.3 Attackers’ Constraint

With full consideration of the crowd counting scenarios in the physical world, we have to take note of the complexity and dynamics of the real-world conditions, such as unknown model architectures, unknown parameters, and unknown crowd densities. Therefore, it
is necessary for us to simulate the real conditions as far as possible. To this end, we consider the more comprehensive experimental conditions, which consist of white-box and black-box settings.

In white-box experiments, we take target models, i.e., the models that might be attacked, as source models during the training process. That is, the attackers could totally access the model information, including middle-layer features, output density maps, gradient information, etc. In black-box settings, we impose the strictest constraint on attackers, which means that the attackers could acquire little knowledge about the target models. To be more practical, we consider the transfer-based attack. More precisely, we just generate adversarial patches based on a certain model and then perform attacks without any other additional actions, e.g., fine-tuning or query. Therefore, an essential guarantee for successful attacks is strong inter-model transferability. Based on that, we could guarantee that all the information of target models is unavailable to the attackers in black-box settings, which helps us to conduct the strictest measures for simulating the physical scenarios. Besides, since we aim to generate adversarial patches, it is important for us to constrain the perturbed ratio, i.e., the ratio of perturbed pixels to all pixels. In this paper, we only perturb $81 \times 81$ pixels (i.e., nearly 0.83% of a certain image) and constrain their shapes by the mask $M$ in Equation (3).

### 4 PERCEPTUAL ADVERSARIAL PATCH GENERATION FRAMEWORK

#### 4.1 Overview

Existing studies reveal that the model-invariant characteristics largely influence the transferability of attacks [14, 22]. Thus, we aim to find the model-shared characteristics that highly influence model performance and then learn model-invariant features from them to generate transferable adversarial patches across models. Driven by this belief, we propose the Perceptual Adversarial Patch (PAP) generation framework by introducing adaptive density and guided attention to help adversarial patches exploit the model’s intrinsic perceptual characteristics, i.e., scale perception and position perception, so as to capture the model-invariant features. Thus, our generated adversarial patches could enjoy better transfer attacking abilities. The overall framework is shown in Figure 3.

#### 4.2 Scale Perception via Adaptive Density

[54] illustrated that the variation of crowd scales highly challenges the design and performance of crowd counting models. It is difficult for a single model to well recognize crowd features at all scales, and different models, more or less, tend to show different crowd scale
perception preferences. Therefore, capturing the scale-invariant features could benefit the adversarial patches for better adaptation to models with different crowd scale perceptions, resulting in stronger transferability. In order to achieve the objective, we introduce the adaptive density during patch generation to dynamically adjust the contribution of features with different scales.

Simply generating perturbations via Eqn (3) will spontaneously capture features that overfit the specific scale perception of the source model, which leads to weak transferability. Therefore, we aim to enhance its scale capture among different models, especially scales that the source model does not perceive well. Given an input image x, we generate the ground truth density map I by the geometry-adaptive kernels for the highly congested scenes, following the method in [54]. The geometry-adaptive kernel is defined as:

$$F(x) = \sum_{i=1}^{N} \delta(x - x_i) \times G_{\sigma_i}(x) \text{ with } \sigma_i = \beta \delta_i,$$  

(4)

For the input image x, if there is a head at the pixel x_i, it can be represented as a delta function \delta(x - x_i). N is the number of heads contained in x. Then we convolve it with a Gaussian kernel with the standard deviation \sigma_i, where \delta_i indicates the average distance of k nearest neighbors. In practice, we set \beta = 0.3 and k = 3, following the configuration in [54]. For the sparse scenes, we use a constant \sigma = 15 to blur all the annotations.

By smoothing each head annotation with a Gaussian kernel, the ground truth density map I considers the spatial distribution of all input images and thus contains the full crowd scale information of the scenario. We, therefore, propose the density weights matrix W as follows:

$$W = \text{Sig}(1 - f_\theta(x_{adv})),$$  

(5)

where \text{Sig}(\cdot) = 1/(1 + e^{-\cdot}) denotes the Sigmoid function. Apparently, for the crowd region with specific scales that are included in the ground truth while not perceived by the source model based on the density map, W will be increased to a higher value. In other words, the crowd scales perceived weakly by the model will be granted higher weights, which will help the patches to better adapt to them.

Since our goal is to mislead the model to wrong predictions, we intuitively ought to force the model to recognize the adversarial patches as crowds to a large extent. Therefore, based on the weighted predicted density map, we introduce the scale perception loss L_s as follows:

$$L_s = \sum_{i,j} W_{i,j} f_{\theta_{i,j}}(x_{adv}),$$  

(6)

where W_{i,j} and f_{\theta_{i,j}} are the value at (i, j) of the W and the predicted density map. Through our density weights, our adversarial patch could capture the scale-invariant features and better adapt to the scale perceptions of different models, which will benefit the transferability.

4.3 Position Perception via Guided Attention

Previous work reveals that different models share similar positional perceptions towards the same image [44]. As for crowd counting models, we find that they also have similar spatially dispersed attention patterns at the same crowd positions. Therefore, we disturb the position perception of the target model by attracting the model-shared attention patterns to the adversarial patch through salient map aggregation. In this way, the generated adversarial patches can capture the position-invariant features and perform better transferable attacks.

In particular, several visual attention mechanisms [6, 34, 56] have been proposed to explain deep learning behaviors. Grad-CAM [34] is a class-discriminative localization technique that can generate visual explanations from any CNN-based network. Given an input image and a model, the method could produce a salient map with hot regions where the pixel values are higher. It reveals that the model will pay more attention to the regions which are meaningful to the final predictions. When it comes to crowd counting tasks, the density map of a certain image to be predicted also shows significant differences among diverse sub-parts, which inspires us to regard this observation as the density perception of models. Therefore, by introducing the idea of the Grad-CAM, we elaborately design to calculate the density-guided attention map for helping the generated adversarial patches to disturb the position perception and capture the position-invariant features in turn, leading to better transferable attacks. Specifically, given the image x_{adv} and a target model f_\theta, we compute the attention map S by introducing a density

Algorithm 1 Perceptual Adversarial Patch Generation

Input: Initial patch noise \delta_0, image set X = \{x_i|i = 1, \cdots, n\}, target model f_\theta, hyperparameters \lambda, \alpha, T

Output: Adversarial patch perturbation \delta

for the number of epochs do
  select minibatch images from X
  for m = n/minibatch steps do
    randomly generate a location mask M
    t ← 0, \delta^t ← \delta
    for i < T do
      #generate adversarial examples:
      x_{adv} ← (1 - M) \odot x + M \odot \delta^t
      #clip to the normal range:
      x_{adv} ← clip(x_{adv} \in [0, 1])
      #get the density weights matrix:
      W ← Sig(1 - f_\theta(x_{adv}))
      #get the attention map:
      S ← A(x_{adv}, f_\theta)
      #compute the loss:
      L_s ← \sum_{i,j} W_{i,j} f_{\theta_{i,j}}(x_{adv}), L_p ← \sum_{i,j} S_{i,j},
      L_{total} ← L_s + \lambda L_p
      #update the adversarial perturbation:
      \delta^{t+1} ← \delta^t - \alpha \cdot \frac{\partial L_{total}}{\partial \delta^t}
    end for
    t ← t + 1
    \delta^{t+1} ← \delta^t
  end for
end for
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position perception loss; finally, we update the adversarial patch

\[
S = \mathcal{A}(\mathbf{x}_{\text{adv}}, \hat{f}_\theta)
\]

\[
= \text{ReLU} \left( \frac{1}{Z} \sum_{i,j,k} \frac{\partial C}{\partial A_{i,j,k}} \cdot A_{i,j,k} \right), \quad (7)
\]

where \(C = \sum_{i,j,k} \hat{f}_{\text{adv}_i,j,k}(\mathbf{x}_{\text{adv}})\), \(A_{i,j,k}\) is the pixel value at position \((i, j)\) of the \(k\)th feature map, \(\text{ReLU}() = \max(0, \cdot)\) denotes the \(\text{ReLU}\) function, and \(Z\) is for global average pooling. The conventional Grad-CAM computes the gradients of the scores for specific classes, while we utilize the summary of density values, i.e., the people number, to obtain the gradients. Thus, we can generate the salient map, which can be used to explain the decision basis of the crowd counting models.

In order to successfully attack a crowd counting model, we draw the model’s attention to our adversarial patches and thus distract it from other crowds. We introduce the position perception loss as follows, which directly increases the attention values in the patch region:

\[
L_p = \sum_{i,j} S_{i,j}(\mathbf{x}_{\text{adv}}), \quad (8)
\]

where \(S_{i,j}\) is the pixel value at \((i, j)\) of the attention map. Thus, different models with similar salient attention areas will focus on the adversarial patches and make the wrong predictions.

### 4.4 Overall Optimization

In this section, we aim to give a brief operation procedure of our proposed perceptual adversarial patches, therefore establishing an integral cognition of the novel crowd counting attacking method for readers.

In general, given a target model \(f_\theta\), hyperparameters \(\lambda, \alpha, T, \) dataset \(\mathcal{X}\), and initial patch noise \(\delta_0\), we generate the adversarial patches by jointly optimizing the scale perception loss \(L_s\) and position perception loss \(L_p\). The overall optimization for generating the transferable adversarial patches \(\delta\) could be formulated by the following equation:

\[
\arg \max_\delta \ L_s + \lambda L_p, \quad (9)
\]

where \(\lambda\) controls the contributions of each term. Specifically, we totally employ the gradient-based iteration algorithm to optimize our adversarial patches. In each iteration, we first generate adversarial examples with an initial adversarial patch at a random position; then we conduct the forward pass to obtain the predicted density map; next, we derive the density weights matrix \(W\) and attention map \(S\), and subsequently compute the scale perception loss and position perception loss; finally, we update the adversarial patch through the back-propagation algorithm [33] to lead the model to wrong density predictions and enhance the model-shared attention towards the patch region. By strictly conducting the described operation procedures, we can efficiently generate adversarial patches with strong transferability by exploiting the model-shared perceptual features, i.e., scale perception and position perception. The overall detailed training algorithm can be described as Algorithm 1.

### 5 EVALUATION OF PAP ATTACK

In this section, we first outline the experimental settings and then illustrate the effectiveness of our proposed attacking method by thorough evaluations in both the digital and physical world. Finally, we provide some additional discussions.

#### 5.1 Experimental Settings

**Datasets.** Following [46], we conduct experiments on the Shanghai Tech dataset [54], a commonly used large-scale crowd counting dataset. It consists of 1198 annotated crowd images with 330,165 annotated people. The dataset is divided into Part A and Part B. Part A contains 300 samples for training and 182 samples for testing, where images were collected from the Internet. Part B contains 400 samples for training and 316 samples for testing, where images were collected on the busy streets of Shanghai.

**Target models.** We employ six commonly-used and SOTA density-map-estimation-based crowd counting models to attack: MCNN [54], CSRNet [24], CAN [28], BL [30], DM-Count [41], and SASNet [37]. Among them, [37, 54] are multi-column methods while the others are single-column methods. In addition to the vanilla model, we also conduct attacks towards the empirical defensive method based on adversarial training [31] and certified defense against crowd counting based on randomized ablation [46].

**Evaluation metrics.** We use the widely-used crowd counting metrics Mean Absolute Error (MAE) and Mean Squared Error (MSE) following [24] for evaluation, which are defined as:

\[
\text{MAE} = \frac{1}{N} \sum_{i=1}^{N} |C_i - C_i^{\text{GT}}|, \quad \text{MSE} = \frac{1}{N} \sum_{i=1}^{N} (|C_i - C_i^{\text{GT}}|^2), \quad (10)
\]

where \(N\) is the size of the test set, \(C_i^{\text{GT}}\) is the ground truth of counting and \(C_i\) represents the estimated count. For attacks, higher MAE and MSE values indicate stronger adversarial attacks.

**Baselines.** We compare with the only adversarial patch generation method for crowd counting, i.e., APAM [46]. We use the officially released codes and keep the same settings (size, shape, position, etc) for fair comparisons. Besides, we also compare with several plug-and-play transferable attacks (MIGM [13], NIGM [25], TI-NIGM [14], NAA [53]) and ensemble-based attacks (Avg-Dens, MGAA [50]).

**Implementation details.** We randomly initialize a square adversarial patch with a fixed size and conduct training with batch size \(1 \times 1\) by \(T = 25\) iterations every epoch with an attack step size \(\alpha\) of 0.01, and a maximum of 2 epochs. The position and orientation of the patch are randomly chosen, which makes our adversarial patches able to universally attack all scenes. We set the position perception loss weight \(\lambda\) as 0.01. We give a detailed discussion related to the effect of \(\lambda\) and different patch shapes in Section 5.4. All of our codes are implemented in PyTorch. We conduct all experiments on an NVIDIA Tesla V100 GPU cluster.

---

2Implementation details and results can be found in appendix section B.
We evaluate the performance of our adversarial patches in the white-box settings while the others are in black-box settings. Higher MAE and MSE values indicate a stronger attack.

### Table 1: Results of different patch attacks for crowd counting on the Shanghai Tech dataset

| Source model | Method | Target Model |
|--------------|--------|--------------|
|               | MCNN   | CSRNNet      | CAN | BL | DM-Count | SASNet |
| Clean         | 188.0 / 245.0 | 105.0 / 136.0 | 59.9 / 94.1 | 61.8 / 94.1 | 58.2 / 93.2 | 52.8 / 86.2 |
| Ours          | 108.0 / 136.0 | 109.0 / 136.0 | 62.9 / 99.3 | 63.7 / 96.2 | 61.4 / 96.4 | 54.2 / 87.9 |

### Table 2: Black-box results of various methods designed for transferable attacks on the Shanghai Tech dataset Part A. Higher MAE and MSE values indicate a stronger attack.

| Method       | Target Model |
|--------------|--------------|
| MCNN         | 136.0 / 182.6 | 220.2 / 238.9 | 128.8 / 158.5 | 650.7 / 660.4 | 403.3 / 417.4 |
| CSRNet       | 111.2 / 169.0 | 74.5 / 109.8 | 65.4 / 98.1 | 75.8 / 104.3 | 77.9 / 107.3 | 54.5 / 89.9 |
| CAN          | 28.9 / 42.3 | 106.0 / 139.0 | 83.7 / 122.3 | 87.9 / 122.3 | 75.7 / 112.9 | 75.7 / 112.9 |
| DM-Count     | 79.0 / 42.7 | 112.0 / 173.0 | 112.0 / 113.8 | 112.0 / 113.8 | 84.6 / 50.7 | 27.4 / 37.3 | 7.2 / 10.9 |
| SASNet       | 69.3 / 75.9 | 28.4 / 32.9 | 83.7 / 122.3 | 87.9 / 122.3 | 146.5 / 347.5 | 58.3 / 68.9 |
| Ours         | 112.8 / 164.0 | 69.5 / 109.0 | 62.6 / 100.3 | 69.9 / 99.8 | 75.1 / 105.4 | 200.0 / 220.3 |

### 5.2 Digital World Attack

We evaluate the performance of our adversarial patches in the digital world under both white-box and black-box settings. Due to the limited space, we hereby only report the results of adversarial patches with the size of 81 x 81 which only accounts for 0.83% of the size of images in the Shanghai Tech dataset. For a fair comparison with APAM, we here report the results of attacks that increase the counting number. Besides, we can also generate adversarial patches that decrease the crowd counting number and defer the results in Section 5.4.

**White-box attacks.** For the white-box attack, we generate adversarial patches using the specific target model and perform attacks on it accordingly. As shown in Table 1 (diagonal), in contrast to APAM, our method achieves higher MAE and MSE in the white-box settings on different models (up to +1029.1 MAE and +1077.5 MSE on BL). Therefore, our method is able to generate adversarial patches with a much stronger white-box attacking ability.

**Black-box attacks.** In the black-box setting, we first generate adversarial patches based on one specific source model, and then transfer the attacks to other models and test their attacking ability. For other patch sizes, please refer to appendix section A.
Figure 5: Physical world attack in the real-world scenario. Our adversarial patches can mislead the crowd counting model under different scenes in practice.

Tables 1 and 2 list the black-box attacking results with a series of patch attacks and transferable attacks. Regarding MIGM, NIGM, TI-NIGM, and NAA and Ours in Table 2, we select the highest MAE/MSE of a target model from the results of five source models. In Figure 4, we plot the model overestimation curves with a sweep of $\gamma$. Specifically, for each target model, we consider the source model which possesses the best black-box attacking performance referring to Table 1, and calculate the percentage of the samples on which the model overestimation value, i.e., $C_{adv \_pre} - C_{clean \_pre}$, exceeds the $\gamma$. Through the results, we can draw some observations:

1. Compared with APAM, we achieve stronger black-box attacking ability for different models and outperform it by large margins (up to $+685.7$ MAE, $+699.5$ MSE from DM-Count to BL). According to Figure 4, almost all model overestimation values achieve above 100 for 80% of the samples.

2. Compared with other transferable attacks, we significantly beat them except for being slightly worse than Avg-Dens on SASNet. We note that TI-NIGM has a much weaker attacking ability, which illustrates that the translation-invariant method may not be well suitable for the crowd counting task.

3. We found that adversarial attacks could hardly transfer between multi-column (e.g., MCNN and SASNet) and single-column models. We conjecture the reasons might be those multi-column models have more complex architectures with several branches and more information redundancy. These architectures might cause the weak black-box transferability of adversarial attacks, and we leave the detailed analyses as future work.

5.3 Physical World Attack

Here, we further evaluate the practical performance of our adversarial patches in the physical world, which is more challenging and meaningful. We first generated an adversarial patch using the CSRNet model and printed it. Then, we took 110 pictures with an iPhone 11 mobile phone by holding them or sticking them as a flag or poster. To prove its effectiveness in the complex real-world scenario, we took photos in various settings, including:

- patch sizes: resizing the generated 81$\times$81 patches to [5cm$\times$5cm, 40cm$\times$40cm];
- distances: placing the camera [1m, 5m] away from the patch;
- view angles and heights: considering special view angle offsets, e.g., left or right deflection, and special view heights, e.g., top or bottom view;
- patch shapes: cutting the patch into the shape of a cat, bird, plane and so on;
- illuminations: considering special illumination conditions such as dusk and darkness;
- crowd densities: considering various density conditions, including scenes with no people and very congested scenarios.

For each setting, we took photos in different places (schools, cafes, subway stations, etc.). All pictures were taken with the same patch texture, that is, there is no need to re-generate the adversarial patch for different scenes. We evaluate the performance using a black-box SoTA crowd counting model DM-Count and the error caused by our adversarial patch is able to achieve 135.4 for MAE and 178.9 for MSE. As shown in Figure 5, the generated adversarial patches are quite natural in the real world and will pose safety problems when deployed in practice.

5.4 Discussion

In this section, we first analyze the effectiveness of the two losses. Then, we discuss the influence of different patch shapes and attacking effects across datasets. Finally, we propose the method that utilizes our PAP to maliciously decrease the predicted crowd counting numbers.

The effect of the two loss functions. We conduct ablation studies to further investigate the contributions of scale perception and position perception, i.e., $L_s$ and $L_p$. Thus, we generate adversarial patches with or without these two losses from one specific model and then perform transfer attacks to other models on the Shanghai Tech Part A. Due to the limited space, we here only report the results of the source model CSRNet.

---

5Implementation details and more results can be found in appendix section C

5More results can be found in appendix section D
We conduct a toy experiment on the Shanghai Tech Part A. Specifically, we clip the adversarial patches into three different shapes including circular, square, and trapezoid under similar patch sizes (0.83% of the image size). Then we evaluate their transfer attack performance based on the source model CSRNet. As illustrated in Table 4, patches with different shapes show similar attacking results. Thus, we conclude that the shape does not affect transferability.

Table 4: The ablation study on different patch shapes. We show the MAE/MSE for the black-box attack on Shanghai Tech Part A (based on the source model CSRNet). Higher MAE and MSE values indicate a stronger attack.

| Shape       | MCNN    | CAN     | BL      | DM-Count | SASNet |
|-------------|---------|---------|---------|----------|--------|
| Square      | 154.7 / 190.0 | 215.2 / 248.9 | 377.2 / 399.6 | 251.2 / 264.5 | 54.6 / 91.1 |
| Circular    | 154.7 / 190.0 | 215.2 / 248.9 | 377.2 / 399.6 | 251.2 / 264.5 | 54.6 / 91.1 |
| Trapezoid   | 154.7 / 190.0 | 215.2 / 248.9 | 377.2 / 399.6 | 251.2 / 264.5 | 54.6 / 91.1 |

Effectiveness across different datasets. In practice, it is highly impossible that an adversary would have access to the training set used for training the target model. The utility of one attack will become poor if it does not generalize well across different datasets. We conduct a toy experiment using the various Parts of the Shanghai Tech dataset in order to evaluate the effectiveness of our adversarial patches under different data distributions. Using CSRNet, we first train our patches on one Part and then test them on the other. Note that Part A and Part B follow different distributions. Our results are only trained on data from one part.

As illustrated in Table 5, when tested across datasets, the performance of the black-box attack degrades slightly, however, it is still adequate to pose a threat to the clean scenes, demonstrating its potential threats in real-world applications.

Decreasing crowd counting numbers with PAP. In the above section, we only report the results of attacks that increase the counting numbers. Besides, we can also generate adversarial patches that decrease the crowd counting numbers. Intuitively, in order to mislead the model to produce the zero-density response, we need to force the model to hardly recognize the crowd features and pay more attention to other non-people regions. Thus, we could simply
Table 5: Results across different Parts of the Shanghai Tech dataset. Higher MAE and MSE values indicate a stronger attack.

(a) Results on the Shanghai Tech Part A

| Target Model | Source Model     | Clean | CSRNet trained on Part A | CSRNet trained on Part B |
|--------------|------------------|-------|--------------------------|--------------------------|
|              | MAE / MSE        |       |                          |                          |
| MCNN         | 108.0 / 165.0    | 67.0 / 105.2 | 212.5 / 242.8           | 155.0 / 174.3           |
| CSRNet       | 67.0 / 105.2     | 39.9 / 94.1 | 212.5 / 242.8           | 200.9 / 216.7           |
| CAN          | 59.9 / 94.1      | 94.4 / 140.4 | 388.1 / 401.4           | 264.7 / 279.4           |
| BL           | 61.8 / 94.1      | 84.1 / 140.4 | 249.1 / 263.6           | 155.8 / 172.8           |
| DM-Count     | 58.2 / 93.2      | 52.8 / 86.2 | 56.3 / 89.5             | 53.4 / 86.9             |
| SASNet       | 52.8 / 86.2      | 53.4 / 86.9 | 56.3 / 89.5             | 53.4 / 86.9             |

(b) Results on the Shanghai Tech Part B

| Target Model | Source Model     | Clean | CSRNet trained on Part A | CSRNet trained on Part B |
|--------------|------------------|-------|--------------------------|--------------------------|
|              | MAE / MSE        |       |                          |                          |
| MCNN         | 28.3 / 38.7      | 9.2 / 14.7 | 7.5 / 11.9               | 112.0 / 113.8            |
| CSRNet       | 139.5 / 144.5    | 60.8 / 67.6 | 39.1 / 42.4             | 53.4 / 86.9             |
| CAN          | 114.7 / 153.4    | 39.1 / 42.4 | 17.9 / 22.3             | 7.1 / 11.0              |
| BL           | 132.1 / 179.1    | 264.7 / 279.4 | 249.1 / 263.6           | 27.4 / 37.3             |
| DM-Count     | 155.8 / 172.8    | 17.9 / 22.3 | 7.1 / 11.0              | 7.2 / 10.9              |
| SASNet       | 56.3 / 89.5      | 53.4 / 86.9 | 56.3 / 89.5             | 53.4 / 86.9             |

Table 6: Results of attacks decreasing the crowd counting numbers on Shanghai Tech dataset Part A. The results on the diagonal are in white-box settings while the others are in black-box settings. Higher MAE and MSE values indicate a stronger attack.

| Target Model | Source Model     | Clean | CSRNet trained on Part A | CSRNet trained on Part B |
|--------------|------------------|-------|--------------------------|--------------------------|
|              | MAE / MSE        |       |                          |                          |
| MCNN         | 108.0 / 165.0    | 67.0 / 105.2 | 212.5 / 242.8           | 155.0 / 174.3           |
| CSRNet       | 67.0 / 105.2     | 39.9 / 94.1 | 212.5 / 242.8           | 200.9 / 216.7           |
| CAN          | 59.9 / 94.1      | 94.4 / 140.4 | 388.1 / 401.4           | 264.7 / 279.4           |
| BL           | 61.8 / 94.1      | 84.1 / 140.4 | 249.1 / 263.6           | 155.8 / 172.8           |
| DM-Count     | 58.2 / 93.2      | 52.8 / 86.2 | 56.3 / 89.5             | 53.4 / 86.9             |
| SASNet       | 52.8 / 86.2      | 53.4 / 86.9 | 56.3 / 89.5             | 53.4 / 86.9             |

Figure 7: Percentage of overestimation of crowd counting models under black-box PAP attack aiming to decrease the crowd numbers on Shanghai Tech Part A.

modify the optimization direction as follows,

$$\arg\min_{\delta} L_s + \lambda L_p$$

where $L_s$ is the scale perception loss and $L_p$ is the position perception loss. By minimizing the scale perception loss, we can generate our adversarial patches by weakening the model recognition for the crowds under different scales. As for minimizing the position perception loss, the crowd density guided model-shared attention will be suppressed while the attention towards the other objects will be enhanced. Therefore, based on the two loss items, our adversarial patches may also successfully lead the model to wrong estimations by decreasing the counting numbers.

To evaluate the effectiveness, we conduct experiments on the Shanghai Tech Part A. Except for the optimization direction, we followed all the settings in Section 5.1. Table 6 lists the attacking results. From the table, we found an interesting phenomenon that the black-box attacks may be stronger than the white-box for decreasing the predicted density (such as for BL and DM-Count, generating adversarial examples using CAN is more reliable). Further, we plot the overestimation percentage in Figure 7. Compared with Table 1 and Figure 4, adversarial patches aiming to decrease the counting numbers have relatively weaker attacking ability than those for increasing the density. We will study how to expand the adversarial impact in future work.

6 IMPROVING CROWD COUNTING WITH PERCEPTUAL ADVERSARIAL PATCHES

6.1 Overview

Recent studies have revealed the fact that crowd counting models are still facing several challenges, including weak generalization abilities across datasets and robustness on complex backgrounds, which cast a shadow over the applications in practice [17]. Some studies [10, 47] have shown that adversarial examples can also be used to improve model performance if harnessed in the right manner. Inspired by them, we aim to take the advantage of our perceptual adversarial patches and use them to improve the performance of crowd counting models. However, to improve image recognition and object detection models, current studies [10, 47] adopt multiple Batch Normalization (BN) branches to respectively handle clean and adversarial examples during adversarial training, which modifies the model architectures. They cannot be simply implemented in the crowd counting task, where most models do
not have BN layers. Therefore, we adversarially train crowd counting models with our perceptual adversarial patches to improve the model performance without modifying architectures.

Specifically, we modify the standard adversarial training scheme [31] to adapt our PAP framework, which can be defined as follows:

$$\min_{\Theta} \mathbb{E}_{(x,I) \sim D} \left[ \max_{\delta} L(\Theta(x_{adv}, I)) \right],$$

(12)

where $x_{adv}$ is the adversarial example (combined by $x$ and $\delta$ via Eqn (3)), I is the ground truth density map, and $\Theta$ is the crowd counting model parameters. In the max manner, $L$ refers to the loss for patch generation while it represents the loss for model optimization in the min manner. In practice, instead of solving the min-max optimization problem iteratively, we simply generate all the adversarial examples via the pre-trained model at the beginning, which could achieve better performance and take less time. 6.

Our perceptual adversarial patches can attack models under different crowd scale perceptions and disturb them to focus on the wrong position perception regions. Adversarial training with our patches is able to further enhance the model for the tolerance of perturbations brought from scales and positions. In other words, the enhanced crowd counting model with our adversarial patches could increase the perception generalization for multiple crowd scales and rectify their perceptions by better focusing on the crowd itself under noises. Therefore, it will better generalize to unseen scenarios with different crowd scales and pay more attention to crowd regions rather than complex backgrounds in natural scenes.

In the following sections, we aim to prove the effectiveness of our perceptual adversarial patches in benefiting the model performance. Specifically, we evaluate the generalization ability across datasets and robustness towards complex backgrounds of the enhanced crowd counting models.

**Experimental settings.** Following the settings in Section 5.1, we first generate adversarial patches on each image in the original training set and mix them to obtain the new training set (the ratio of adversarial examples and clean examples is 1:1). Then, we train the crowd counting model using the new training set. We select the multi-column based model MCNN and single-column based model DM-Count for evaluation and compare with two adversarial training methods: adversarial training with APAM generated adversarial patches (APAM-AT), PGD-$\infty$ adversarial training [31] (PAT, $\text{iter} = 20, \alpha = 0.002, \epsilon = 8/255$), and three data augmentation methods: Cutout [12], Cutmix [51], and Augmix [19]. We faithfully follow the original settings for better implementation of the mentioned strategies. Moreover, we conduct the above methods on the same samples and use the same amount of extra data to train models for fair comparisons. Due to limited pages, we here only report the results of DM-Count. 7.

### 6.2 Generalization across Datasets

As images in different parts of the Shanghai Tech dataset were taken from different scenarios in different ways, we use Part A and Part B to conduct the cross-dataset performance evaluation. Besides, we also test the model performance on two other commonly-used crowd counting datasets, i.e., UCF-CC-50 [20] and Crowd Surveillance [49].

As shown in Table 7, models trained with our PAP can significantly improve the generalization ability across datasets by large margins (at most -376.0 MAE and -354.9 MSE). We also outperform the adversarial training baselines (e.g., APAM-AT and PAT) which deteriorate the model generalization and the data augmentation techniques (e.g., Cutout, Cutmix, and Augmix).

### 6.3 Robustness for Complex Backgrounds

Following [17], we validate the model performance using three test sets including: 100 distractors and 191 adverse weather samples in JHU-CROWD++ [36], and 351 negative samples in NWPU [45]. Specifically, distractors are densely arranged other objects which may be confused for the crowd; adverse weather samples were taken under special weather conditions such as rain, snow, and haze; and negative samples do not contain any persons.

Figure 8 shows the estimation errors on the mentioned three types of samples. Models trained with our PAP could improve robustness on all test sets (-3.9 MAE and -2.8 MSE on distractors, -10.3 MAE and -16.4 MSE on adverse weather samples, and -2.7 MAE and -4.5 MSE on negative samples), and also outperform other methods. Intuitively, adversarial training with our patches can help models to resist the crowd-like noises and focus on the real crowd patterns, resulting in stronger robustness on negative samples. As the visualization shown in Figure 9, many non-target areas are highlighted on the density map of the vanilla model, such as the region of bicycles, whereas the enhanced model is significantly more robust to these distractors. The attention of the models trained with our PAP could focus on the human areas more accurately and thus the number of people predicted by the enhanced model is much closer to the ground truth. Therefore, our method can effectively facilitate the crowd counting model to perform better in the real world.

---

6More analyses can be found in appendix section E.

7More results can be found in appendix section F.

Table 7: MAE/MSE in cross-dataset evaluation. Lower MAE and MSE values indicate better generalization.

| Method       | Shanghai Tech Part A | UCF-CC-50 | Crowd Surveillance |
|--------------|----------------------|-----------|--------------------|
| Vanilla      | 22.8 / 34.3          | 4177 / 6442 | 24.9 / 52.2       |
| Cutout       | 18.0 / 27.9          | 3967 / 6150 | 19.5 / 40.0       |
| Cutmix       | 22.1 / 34.1          | 4169 / 6326 | 19.7 / 37.9       |
| Augmix       | 17.9 / 29.0          | 4672 / 672.3 | 15.6 / 35.4      |
| PAT          | 23.7 / 35.1          | 4430 / 625.5 | 30.6 / 69.1      |
| APAM-AT      | 25.6 / 35.1          | 4219 / 664.9 | 25.0 / 53.2      |
| Ours         | 17.5 / 27.5          | 382.0 / 594.9 | 12.7 / 30.9     |

(b) Results of the models trained on Shanghai Tech Part B

| Method       | Shanghai Tech Part B | UCF-CC-50 | Crowd Surveillance |
|--------------|----------------------|-----------|--------------------|
| Vanilla      | 142.4 / 241.3        | 10939 / 1405.6 | 11.2 / 22.7      |
| Cutout       | 153.1 / 272.3        | 11350 / 1454.5 | 11.5 / 23.9      |
| Cutmix       | 147.5 / 241.9        | 11294 / 1457.1 | 12.0 / 22.6      |
| Augmix       | 145.3 / 243.2        | 10962 / 1385.2 | 11.0 / 23.5      |
| PAT          | 145.7 / 249.6        | 11126 / 1449.9 | 15.5 / 25.8      |
| APAM-AT      | 142.6 / 243.4        | 11453 / 1459.6 | 15.1 / 24.8      |
| Ours         | 129.8 / 220.5        | 737.9 / 1058.7 | 10.8 / 22.4     |
7 CONCLUSION AND ETHICS STATEMENT

The premise of our work is that automated crowd counting is considered valuable, though, it may expose privacy risks in the application and data collection process. We oppose its application for malicious surveillance; instead, we focus on scenarios that are beneficial to humans. For instance, traffic monitoring and public safety are significantly meaningful use-cases for automated crowd counting. This technology can be utilized for crowd flow monitoring which promises better traffic planning for automated driving systems. Besides, effective crowd counting can prevent stampede accidents caused by excessive crowd density. Therefore, we believe that automated crowd counting is developed for the better. In addition, we have made every effort to protect personal information during the collection and use of data. All images used in this paper are from public datasets or collected legally. We seek the consent of the subject when capturing images in the physical world and mask the face information in our paper for privacy protection.

Adversarial attacks, as an effective way to discover security vulnerabilities in practice, will facilitate researchers to pay more attention to the robustness of the models. Given this, to generate strong transferable attacks for crowd counting models, this paper proposes the Perceptual Adversarial Patch (PAP) generation framework to learn the model-invariant features by exploiting both the model scale perception and position perception. To validate the effectiveness of our proposed method, we conduct extensive experiments in both the digital and physical world, which shows that PAP achieves state-of-the-art performance. Through our attack, it is demonstrated that existing adversarial defense strategies on the regression task are not infallible. Moreover, it is worthwhile to further explore how to effectively define robustness metrics on the crowd counting task. We believe this paper will inspire future research on these aspects.

Additionally, our attack can be utilized to protect privacy. We can successfully disrupt malicious surveillance systems to protect crowd information, thus preventing the infringement of the right to a public meeting. In this case, we still have a lot of obstacles to overcome, such as how to make our adversarial patch appear natural enough to go undetected and how to efficiently cover all observation locations. Even while our work suggests putting patches on clothing or posters, we anticipate more effective methods of patch generation to prevent anomalous warnings brought on by human perception.

From another perspective, we expect that the automated crowd counting models have a strong generalization to cope with changing real-world conditions. However, existing deep learning methods do suffer from overfitting known data distributions. Nevertheless, the deep crowd counting approach based on density map estimation has been the most accurate and efficient way. In contrast to most previous studies, we surprisingly find that adversarial training with our patches can benefit model performance, revealing another approach to exploit adversarial attack techniques for social positive. We utilize our adversarial patches as beneficial enhancement data to enhance the model generalization to unknown crowd scales and robustness towards complex backgrounds, leading to better application in reality. Though providing a preliminary explanation, we are interested in investigating the nature and mechanism of the observation, and we leave it as future work.
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