SIGNATURE, TOLEDO INVARIANT AND SURFACE GROUP REPRESENTATIONS IN THE REAL SYMPLECTIC GROUP
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Abstract. In this paper, by using Atiyah-Patodi-Singer index theorem, we obtain a formula for the signature of a flat symplectic vector bundle over a surface with boundary, which is related to the Toledo invariant of a surface group representation in the real symplectic group and the Rho invariant on the boundary. As an application, we obtain a Milnor-Wood type inequality for the signature. In particular, we give a new proof of the Milnor-Wood inequality for the Toledo invariant in the case of closed surfaces and obtain some modified inequalities for the surface with boundary.
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\textbf{Introduction}

Let \( \Sigma \) be a closed surface, and consider a surface group representation \( \rho : \pi_1(\Sigma) \to \text{Sp}(E, \Omega) \) into the real symplectic group \( \text{Sp}(E, \Omega) \), where \((E, \Omega)\) is a symplectic vector space. Let \((E, \Omega)\) denote the flat symplectic vector bundle over \( \Sigma \) associated to the representation \( \rho \). There is a canonical quadratic form \( \int_\Sigma \Omega(\cdot \cup \cdot) \) on the cohomology \( H_1(\Sigma, E) \). The Meyer’s signature formula [45, §4.1, Page 19] implies that the signature of the quadratic form is given by \( 4 \int_\Sigma c_1(E, \Omega) \), where \( c_1(E, \Omega) \) denotes the first Chern class of the symplectic vector bundle \((E, \Omega)\), which can be expressed in terms of Toledo invariant, see e.g. [32, Appendix A]. For the case of manifolds with boundary, Atiyah, Patodi and Singer introduced the eta invariant and obtained an index theorem, which is known as Atiyah-Patodi-Singer index theorem, see [2, Theorem 3.10]. For a surface \( \Sigma \) with boundary \( \partial \Sigma \), one can consider a unitary representation of the fundamental group \( \rho : \pi_1(\Sigma) \to U(n) \), which gives a flat Hermitian vector bundle over \( \Sigma \). Similarly, one can also define a quadratic form on the relative cohomology with coefficients in the flat bundle. From [3, Theorem 2.2, 2.4], the signature of the quadratic form is exactly the eta invariant (or Rho invariant).

Inspired by these results, in this paper, by using Atiyah-Patodi-Singer index theorem, we will consider the signature of the flat symplectic vector bundle associated to the representation \( \rho : \pi_1(\Sigma) \to \text{Sp}(E, \Omega) \) for the surface \( \Sigma \) with boundary.

Let \( \Sigma \) be a connected oriented surface with smooth boundary \( \partial \Sigma \), and \( g_\Sigma \) be a Riemannian metric on \( \Sigma \). Suppose that on the collar neighborhood \( \partial \Sigma \times [0, 1] \subset \Sigma \) of \( \partial \Sigma \), the metric has a product form. Let \( \rho : \pi_1(\Sigma) \to \text{Sp}(E, \Omega) \) be a surface group representation, which gives a flat symplectic vector bundle \((E, \Omega)\) over \( \Sigma \). Consider the image of twisted singular cohomology in the absolute cohomology \( \hat{H}^1(\Sigma, \mathcal{E}) = \text{Im}(H^1(\Sigma, \partial \Sigma, \mathcal{E}) \to H^1(\Sigma, \mathcal{E})) \), and a canonical quadratic form \( Q_R(\cdot, \cdot) = \int_\Sigma \Omega(\cdot \cup \cdot) \) on \( \hat{H}^1(\Sigma, \mathcal{E}) \), which is non-degenerate. We denote by \( \text{sign}(E, \Omega) \) the signature of the quadratic form. For any \( J \in \mathcal{J}(E, \Omega) \), the set of compatible complex structures, the operator \( A_J = J \frac{d}{dx} \) is a \( \mathbb{C} \)-linear formally self-adjoint elliptic first order differential operator in the space \( A^0(\partial \Sigma, \mathcal{E}_C|_{\partial \Sigma}) \), see Proposition 1.1. Hence it has a discrete spectrum with real eigenvalues, and the eta invariant \( \eta(A_J) \) is well-defined, see Section 1.3. Let \( \nabla \) be any peripheral connection on \((E, \Omega, J)\), see Definition 2.7, and let \( c_1(E, \Omega, J) \) denote the first Chern class of the flat symplectic vector bundle in the de Rham cohomology with compact support, which is defined as the first Chern class associated to the peripheral connection \( \nabla \), see (2.15) for its definition. By using Atiyah-Patodi-Singer index theorem [2, Theorem 3.10], we obtain
Theorem 0.1. The signature of the flat symplectic vector bundle $(\mathcal{E}, \Omega)$ is

\begin{align}
\operatorname{sign}(\mathcal{E}, \Omega) = 4 \int_{\Sigma} c_1(\mathcal{E}, \Omega, J) + \eta(A_4).
\end{align}

For the case of closed surfaces, the above theorem was obtained by Meyer [45, §4.1, Page 19], and by Lusztig [41, Section 2] considering the signature of a flat $U(p, q)$-Hermitian vector bundle. For the case of the surfaces with boundary, and a surface group representation in $U(p, q)$, the above theorem was proved by Atiyah [1, (3.1)] under the assumption that the representation on each component of the boundary is elliptic. By using the formula of signature for elliptic case, Atiyah [1, Theorem 2.13] proved that the signature can be expressed as another kind of formula in terms of the relative Chern class of a certain line bundle for the general case, see [1, Section 3] for the proof. In our next paper [33], we will continue to consider the signature, Toledo invariant, Rho invariant and Milnor-Wood type inequality associated with the surface group representations in the $U(p, q)$-group.

Next, we will show that the first term $4 \int_{\Sigma} c_1(\mathcal{E}, \Omega, J)$ is related to the Toledo invariant $T(\Sigma, \rho)$. For a closed surface $\Sigma$, the Toledo invariant was defined in [14, 51] by considering a surface group representation $\rho : \pi_1(\Sigma) \to PSU(1, n)$ of its fundamental group in the group of motions of complex hyperbolic $n$-space. In [8], Burger, Iozzi and Wienhard extended the definition of Toledo invariant to the surface with boundary and obtained the Milnor-Wood inequality $|T(\Sigma, \rho)| \leq \operatorname{rank}(\mathcal{X})|\chi(\Sigma)|$ by using the methods of bounded cohomology, see also Section 3.1 for the definition of Toledo invariant. More precisely, consider a representation $\rho : \pi_1(\Sigma) \to G$ into a Lie group $G$ which is of type (RIH), so that the associated symmetric space $\mathcal{X} = G/K$ is a Hermitian symmetric space of noncompact type. Let $\omega_{\mathcal{X}}$ denote the (unique) Kähler form such that the minimal holomorphic sectional curvature of associated Hermitian metric is $-1$.

The Kähler form $\omega_{\mathcal{X}}$ gives a bounded Kähler class $\kappa_{\mathcal{X}}^b \in H^2_{c, b}(G, \mathbb{R})$. Consider the pullback in bounded cohomology, $\rho_{\mathcal{X}}^*(\kappa_{\mathcal{X}}^b) \in H^2_b(\pi_1(\Sigma), \mathbb{R}) \cong H^2_b(\Sigma, \mathbb{R})$. The canonical map $j_{\mathcal{X}} : H^2_b(\Sigma, \partial \Sigma, \mathbb{R}) \to H^2_b(\Sigma, \mathbb{R})$ is an isomorphism, and the Toledo invariant is defined as

$$T(\Sigma, \rho) = \left< j_{\partial \Sigma}^{-1} \rho_{\mathcal{X}}^* (\kappa_{\mathcal{X}}^b), [\Sigma, \partial \Sigma] \right>,$$

where $j_{\partial \Sigma}^{-1} \rho_{\mathcal{X}}^* (\kappa_{\mathcal{X}}^b)$ is considered as an ordinary relative class and $[\Sigma, \partial \Sigma]$ is the relative fundamental class. If $\partial \Sigma = \emptyset$, then the Toledo invariant can be given by $T(\Sigma, \rho) = \int_{\Sigma} f^* \omega_{\mathcal{X}}$, where $f : \Sigma \to \mathcal{X}$ denotes any $\rho$-equivariant smooth map. For a manifold with cusps, there are also several equivalent definitions for volume invariant, which is a natural generalization of Toledo invariant for higher dimensional manifolds, see e.g. [17, 20, 34, 35, 39].

In our case, $G = \text{Sp}(E, \Omega)$ and $K$ is the maximal compact subgroup of $G$, which is isomorphic to the unitary group. Then the associated symmetric space $\mathcal{X} = G/K$ can be identified with the bounded symmetric domain $D^\text{III}_n$ of type III,
where $\dim E = 2n$. It is also isomorphic to the space $\mathcal{J}(E, \Omega)$ of all compatible complex structures on $(E, \Omega)$. Let $\omega^{III}_{D_n}$ denote the Kähler form with holomorphic sectional curvature in $[-1, -1/n]$, see Appendix 5.2. For any $J \in \mathcal{J}(\mathcal{E}, \Omega)$, it is equivalent to a $\rho$-equivariant map $\mathcal{J} : \Sigma \rightarrow \mathcal{D}^{III}_n$, see (3.11). The form $J^*\omega^{III}_{D_n}$ is a $\rho$-equivariant form on $\Sigma$ and descends to a form on $\Sigma$. For each $L \in \mathcal{G}$, there exist a $L$-invariant one form $\alpha$ with $d\alpha = \omega^{III}_{D_n}$, see (3.19) and Section 3.2.2. Let $\chi_i \in [0, 1]$ be a smooth cut-off function which is equal to 1 near the boundary component $c_i$ and vanishes outside a small collar neighborhood of $c_i$. Then one can define the following de Rham cohomology class with compact support

$$\left[\rho^*\omega^{III}_{D_n}\right]_c = \left[J^*\omega^{III}_{D_n} - d\left(\sum_{i=1}^{q} \chi_i J^*\alpha_i\right)\right]_c,$$

where $\alpha_i$ is a $\rho(c_i)$-invariant one form with $d\alpha_i = \omega^{III}_{D_n}$, $q$ is the number of components of $\partial \Sigma$. Following [39, Proposition-definition 4.1], the class $\left[\rho^*\omega^{III}_{D_n}\right]_c$ is independent of $J$ and depends only on the conjugacy class of $\rho$. The Rho invariant is defined by

$$\rho(\partial \Sigma) = \frac{1}{\pi} \sum_{i=1}^{q} \int_{c_i} J^*\alpha_i + \eta(A_J),$$

which is a natural generalization of Atiyah-Patodi-Singer Rho invariant for unitary representations, see Remark 3.10. Let $\mathcal{J}_o(\mathcal{E}, \Omega)$ denote the space of the compatible complex structure $J$, which is the pullback of a compatible complex structure on $\mathcal{E}|_{\partial \Sigma}$ when restricted to a small collar neighborhood of $\partial \Sigma$, see (3.15). If $J \in \mathcal{J}_o(\mathcal{E}, \Omega)$, then the form $J^*\omega^{III}_{D_n}$ has compact support on $\Sigma_o := \Sigma \setminus \partial \Sigma$.

**Theorem 0.2.** For any $J \in \mathcal{J}_o(\mathcal{E}, \Omega)$, the Toledo invariant $T(\Sigma, \rho)$ satisfies

$$T(\Sigma, \rho) = \frac{1}{2\pi} \int_{\Sigma} \left[\rho^*\omega^{III}_{D_n}\right]_c = 2 \int_{\Sigma} c_1(\mathcal{E}, \Omega, J) - \frac{1}{2\pi} \sum_{i=1}^{q} \int_{c_i} J^*\alpha_i.$$

Hence the signature can be given by the following formula:

$$\text{sign}(\mathcal{E}, \Omega) = 2T(\Sigma, \rho) + \rho(\partial \Sigma).$$

There is a bound for the Toledo invariant, which is known as Milnor-Wood inequality [46, 55]. It is provided as an obstruction for a circle bundle to admit a flat structure, see also [21, 24]. This inequality and the maximal representations were widely studied, see e.g. [8, 9, 14, 15, 23, 39, 40, 51, 53]. Here we will deduce a Milnor-Wood type inequality for the signature by using the formula (0.3).

**Theorem 0.3.** The signature satisfies the following Milnor-Wood type inequality:

$$|\text{sign}(\mathcal{E}, \Omega)| \leq \dim E \cdot |\chi(\Sigma)|.$$
In particular, if $\Sigma$ is closed, then $\text{sign}(\mathcal{E}, \Omega) = 2 \mathcal{T}(\Sigma, \rho)$ and we obtain the Milnor-Wood inequality for the Toledo invariant in the case of the surface group representations in the real symplectic group.

**Corollary 0.4** (Turaev [53]). The Toledo invariant satisfies

$$| \mathcal{T}(\Sigma, \rho) | \leq \frac{\dim E}{2} | \chi(\Sigma) |.$$

For the case of $\dim E = 2$, $\text{Sp}(E, \Omega) \cong \text{SL}(2, \mathbb{R})$, we obtain the following modified Milnor-Wood inequalities (0.4).

**Proposition 0.5.** For any representation $\rho : \pi_1(\Sigma) \to \text{SL}(2, \mathbb{R})$, one has

$$-|\chi(\Sigma)| - 1 + \sum_{\rho(c_k) \text{ is elliptic}} \frac{\theta_k}{\pi} \leq \mathcal{T}(\Sigma, \rho) \leq |\chi(\Sigma)| + 1 - \sum_{\rho(c_k) \text{ is elliptic}} \left(1 - \frac{\theta_k}{\pi}\right),$$

where $\theta_k \in (0, \pi)$ such that $[R(\theta_k)]$ is conjugate to $[\rho(c_k)] \in \text{PSL}(2, \mathbb{R}) = \text{SL}(2, \mathbb{R})/(\pm I)$, and $[\bullet]$ denotes the class in $\text{PSL}(2, \mathbb{R})$, $R(\theta_k) = \begin{pmatrix} \cos \theta_k & -\sin \theta_k \\ \sin \theta_k & \cos \theta_k \end{pmatrix}$.

We also consider the representations in the real symplectic group of higher rank, and obtain some modified inequalities for Toledo invariant, see Section 4.2 for more details.

Now we briefly explain the proof of the above results.

By the complexification, we consider the complex vector bundle $\mathcal{E}_\mathbb{C} = \mathcal{E} \otimes \mathbb{C}$ which is equipped with the symplectic form $\Omega$. The quadratic form $Q_\mathbb{C}(\cdot, \cdot) = \int_\Sigma \Omega(\cdot \cup \cdot)$ can be defined on $\widehat{H}^1(\Sigma, \mathcal{E}_\mathbb{C})$, which is also non-degenerate. We denote by $\text{sign}(\mathcal{E}_\mathbb{C}, \Omega)$ the signature of the quadratic form on $\widehat{H}^1(\Sigma, \mathcal{E}_\mathbb{C})$, which equals $\text{sign}(\mathcal{E}, \Omega)$ for the real symplectic vector bundle $(\mathcal{E}, \Omega)$, see Proposition 2.1. Let $g_\Sigma$ be a Riemannian metric on $\Sigma$ which has the product form $g_\Sigma = du^2 + g_{\partial \Sigma}$ on $\partial \Sigma \times [0, 1]$. The Hodge $*$ operator is defined by (2.1). For any complex structure $J \in \mathcal{J}(\mathcal{E}, \Omega)$, one can define the Hermitian inner product $\langle \cdot, \cdot \rangle = 2\Omega(\cdot, \cdot_J)$ and the global $L^2$-inner product $\langle \cdot, \cdot \rangle$. The operator $*J$ satisfies $(*J)^2 = \text{Id}$ when acting on the space $\wedge^1 T^* \Sigma \otimes \mathcal{E}_\mathbb{C}$. Let $\wedge^\pm$ denote the $\pm 1$-eigenspaces of $*J$, and denote by $\pi^\pm = \frac{1 \pm J}{2} : \wedge^1 T^* \Sigma \otimes \mathcal{E}_\mathbb{C} \to \wedge^\pm$ the natural projections. Set $d^\pm = \pi^\pm \circ d$, where $d$ is the canonical flat connection on the space $A^*(\Sigma, \mathcal{E}_\mathbb{C})$. The operators $d^\pm$ have the form $d^\pm = \sigma^\pm (\frac{\partial}{\partial n} + A_J^\pm)$, where $\sigma^\pm : \mathcal{E}_\mathbb{C} \to \wedge^\pm$ are the bundle isomorphisms, and $A_J^\pm = \pm A_J$ are the first order elliptic formally self-adjoint operators on the boundary, see Corollary 2.5. Let $\widehat{\Sigma} = \Sigma \cup \{-\infty, 0 \} \times \partial \Sigma$ be the complete manifold obtained form $\Sigma$ by gluing the negative half-cylinder $(-\infty, 0] \times \partial \Sigma$ to the boundary of $\Sigma$. The vector bundle $\mathcal{E}$, the complex structure $J$ and the canonical flat connection $d$ can be extended naturally to $\widehat{\Sigma}$. Denote by $\mathcal{H}^* (\widehat{\Sigma}, \mathcal{E}_\mathbb{C})$ the space of harmonic $L^2$-forms on $\widehat{\Sigma}$, which is isomorphic to $\widehat{\mathcal{H}}^*(\Sigma, \mathcal{E}_\mathbb{C})$, see (2.4). Moreover, it is the direct sum of the two subspaces $\text{Ker}(d^+) \cap L^2(\widehat{\Sigma}, \wedge^+)$ and $\text{Ker}(d^-) \cap L^2(\widehat{\Sigma}, \wedge^-)$, which
correspond to the positive and negative definite subspaces of quadratic form $Q_C$ respectively, see Proposition 2.2. The signature is then given by

$$\text{sign}(\mathcal{E}, \Omega) = L^2 \text{Index}(d^-) - L^2 \text{Index}(d^+),$$

where $L^2 \text{Index}(d^\pm)$ denote the $L^2$-indices of the operators $d^\pm$, see (2.5). Let $P_\pm$ denote the orthogonal projections of $L^2(\partial \Sigma, \mathcal{E}_C)$ onto the subspace spanned by all eigenfunctions of $A^\pm_J$ with eigenvalues $\lambda > 0$, and $A^0(\Sigma, \mathcal{E}_C; P_\pm)$ be the subspace of $A^0(\Sigma, \mathcal{E}_C)$ consisting of all sections $\varphi$ which satisfy the boundary conditions $P_\pm(\varphi|_{\partial \Sigma}) = 0$. Denote by $d^\pm_P : A^0(\Sigma, \mathcal{E}_C; P_\pm) \to A^0(\Sigma, \wedge^\pm)$ the restriction of $d^\pm$. The $L^2$-index of $d^\pm$ can be expressed as the sum of $\text{Index}(d^\pm_P)$ and $h_\infty(\wedge^\pm)$, where $h_\infty(\wedge^\pm)$ denote the dimension of the subspace of $\text{Ker} \sigma^\pm A^\pm_J(\sigma^\pm)^{-1}$ consisting of limiting values of extended $L^2$-sections $a$ of $\wedge^\pm$ satisfying $(d^\pm)^*a = 0$. Hence

$$\text{sign}(\mathcal{E}, \Omega) = \text{Index}(d_P^-) - \text{Index}(d_P^+) + h_\infty(\wedge^-) - h_\infty(\wedge^+).$$

By Atiyah-Patodi-Singer index theorem [2, Theorem 3.10], $d^\pm_P$ are Fredholm operators and

$$\text{Index}(d^\pm_P) = \int_\Sigma \alpha_{\pm}(z) d\mu_g - \frac{\eta(A^\pm_J) + \dim \text{Ker} A^\pm_J}{2},$$

where $\int_\Sigma \alpha_{\pm}(z) d\mu_g$ are the Atiyah-Singer integrands. Hence

$$\text{sign}(\mathcal{E}, \Omega) = \int_\Sigma \alpha_-(z) d\mu_g - \int_\Sigma \alpha_+(z) d\mu_g + h_\infty(\wedge^-) - h_\infty(\wedge^+) + \eta(A_J).$$

Following [2] we consider the double $\Sigma \cup_{\partial \Sigma} \Sigma$ of $\Sigma$, and consider the $\mathbb{Z}_2$-graded vector bundle $\mathcal{F} = \mathcal{F}^+ \oplus \mathcal{F}^-$ over the double $\Sigma \cup_{\partial \Sigma} \Sigma$, where $\mathcal{F}^+ = \mathcal{E}_C$ and $\mathcal{F}^- = \wedge^-$. Then the term, Atiyah-Singer integrand can be given by

$$\int_\Sigma \alpha_-(z) d\mu_g = \lim_{t \to 0} \int_\Sigma \text{Str}(z | e^{-tD^2} | z) d\mu_g,$$

where $D$ is a Dirac operator on $\mathcal{F}$, see (2.11). For any flat symplectic vector bundle $(\mathcal{E}, \Omega)$ with $J \in \mathcal{J}(\mathcal{E}, \Omega)$, we define the peripheral connection to be a connection which commutes with $J$, preserves the symplectic form, and depends only on a small collar neighborhood of $\partial \Sigma$, see Definition 2.7. For each peripheral connection, there is a natural Dirac operator $D^\mathcal{F}$ on $\mathcal{F}$, which is associated with a Clifford connection $\nabla^\mathcal{F}$. The Duhamel’s formula gives

$$\lim_{t \to 0} \int_\Sigma \text{Str}(z | e^{-tD^2} | z) d\mu_g = \lim_{t \to 0} \int_\Sigma \text{Str}(z | e^{-t(D^\mathcal{F})^2} | z) d\mu_g,$$

see Lemma 2.12. By the local index theorem, see e.g. [43, Theorem 8.34], we obtain

$$\lim_{t \to 0} \int_\Sigma \text{Str}(z | e^{-t(D^\mathcal{F})^2} | z) d\mu_g = 2 \int_\Sigma c_1(\mathcal{E}, \Omega, J) + \frac{\dim E}{2} \chi(\Sigma),$$
see Proposition 2.14. Similarly, we can calculate the term $\int_{\Sigma} \alpha_i(z) d\mu_y$. Following a similar argument in [2], we obtain $h_\infty(\W_\pm) = h_\infty(\W^\pm)$, see (2.22). Combining with the above equalities, Theorem 0.1 is proved.

For the trivial symplectic vector bundle $(F, \Omega) = D_n^{III} \times (\mathbb{R}^{2n}, \Omega)$ over the bounded symmetric domain $D_n^{III}$ of type III, there is a canonical complex structure $J_F$ on $F$, see (3.4). Moreover, we can define a complex connection $\nabla^F$ on $(F, J_F)$ such that the first Chern form of the connection is $\frac{1}{4\pi} \omega_{D_n^{III}}$, see (3.10). For any representation $\rho : \pi_1(\Sigma) \to \text{Sp}(E, \Omega)$ and any $J \in \mathcal{J}_\rho(\mathcal{E}, \Omega)$, it gives a $\rho$-equivariant map $J : \Sigma \to D_n^{III}$ by using the identification $\mathcal{J}(E, \Omega) \cong D_n^{III}$, which is also equivalent to the smooth map $J : \Sigma \to \Sigma \times_\rho D_n^{III}$. For the vector bundle $F_\rho = \Sigma \times_\rho F$ over $\Sigma \times_\rho D_n^{III}$, the identification $(E, \Omega) \cong (\mathbb{R}^{2n}, \Omega)$ induces a complex linear symplectic isomorphism between $(J^*F_\rho, J^*J_{F_\rho}, J^*J)$ and $(\mathcal{E}, J, \Omega)$, where $J^*\Omega$ denotes the induced symplectic form on $F_\rho$. The connection $\nabla^F$ induces a natural connection $\nabla^{F_\rho}$ on $F_\rho$, and by pullback, the connection $J^*\nabla^{F_\rho}$ can be proved to be a peripheral connection, see Proposition 3.5. On the other hand, the invariant Kähler form $\omega_{D_n^{III}}$ is also well-defined on $\Sigma \times_\rho D_n^{III}$, which is just the curvature of the connection $\nabla^{F_\rho}$ up to a factor. The pullback two form $J^*\omega_{D_n^{III}}$ is a $\rho$-equivariant two form on $\Sigma$, so it descends to a two form on $\Sigma$, which is just $J^*\omega_{D_n^{III}}$. Note that $c_1(\mathcal{E}, \Omega, J)$ is independent of the peripheral connection, thus

$$2 \int_{\Sigma} c_1(\mathcal{E}, \Omega, J) = \frac{1}{2\pi} \int_{\Sigma} J^*\omega_{D_n^{III}},$$

see Proposition 3.6. By considering the specific corresponding between the groups of bounded cohomology and de Rham cohomology, we obtain

$$T(\Sigma, \rho) = \frac{1}{2\pi} \int_{\Sigma} J^*\omega_{D_n^{III}} - \frac{1}{2\pi} \sum_{i=1}^q \int_{c_i} J^*\alpha_i,$$

and Theorem 0.2 is proved.

The signature also can be given by

$$\pm \text{sign}(\mathcal{E}, \Omega) = - \dim E \cdot \chi(\Sigma) - \dim H^0(\partial \Sigma, \mathcal{E}) + 2 \dim H^0(\Sigma, \mathcal{E}) - 2 \dim \ker(d^\mathcal{E})^* \cap L^2(\hat{\Sigma}, \Lambda^\pm),$$

see (4.1). Since $\dim H^0(\partial \Sigma, \mathcal{E}) \geq q \dim H^0(\Sigma, \mathcal{E})$ and so if $q \geq 2$, we conclude $|\text{sign}(\mathcal{E}, \Omega)| \leq \dim E|\chi(\Sigma)|$. For a general $q \geq 1$, and for any representation $\rho : \pi_1(\Sigma) \to \text{Sp}(E, \Omega)$, by a small perturbation with the representation being fixed on the boundary, we obtain a smooth family $\{\rho_\varepsilon\}_{\varepsilon > 0}$ such that the associated signature is invariant and $\rho_\varepsilon \to \rho$ as $\varepsilon \to 0$. Moreover $\dim H^0(\Sigma, \mathcal{E}_\varepsilon) = 0$ for any $\varepsilon > 0$, see Lemma 4.4. Therefore, we prove Theorem 0.3.

We also consider the case of $n = 1$, i.e. $\rho : \pi_1(\Sigma) \to \text{SL}(2, \mathbb{R})$. In this case, each element $L$ has the form $L = \pm \exp(2\pi B)$ for some $B \in sl(2, \mathbb{R})$, we can define a canonical compatible complex structure by $J(x) = \exp(-xB)J\exp(xB)$ for each boundary. Then the eta invariant of $A_0$ and Rho invariant can be
calculated specifically, see Appendix 5.1. By reversing the maximal even representations on boundary which are conjugate to the rotation $R(\theta), \theta \in (\pi, 2\pi)$ or are parabolic with eigenvalues only 1, we obtain a new representation $\rho_1$, and the Toledo invariant is invariant, i.e. $T(\Sigma, \rho) = T(\Sigma, \rho_1)$. By using (0.3) and Theorem 0.3 to $\rho_1$, Proposition 0.5 is proved, see Corollary 4.12, Proposition 4.16 and Proposition 4.20.

This article is organized as follows. In Section 1, we will consider the symplectic vector bundle and eta invariant over a circle $S^1$. In Section 2, we will define the signature for flat symplectic vector bundles and prove Theorem 0.1 using Atiyah-Patodi-Singer index theorem. In Section 3, the first Chern class in the formula (0.1) of signature is proved to be related to Toledo invariant and Theorem 0.2 is proved. In Section 4, we will prove a Milnor-Wood type inequality for signature and obtain Theorem 0.3, Corollary 0.4. We also give a classification of elements in $\text{Sp}(2n, \mathbb{R})$ and obtain some modified inequalities, Proposition 0.5 is proved in this section. In Appendix, we will calculate the eta invariant and Rho invariant for two dimensional symplectic vector spaces, and calculate the curvature of the bounded symmetric domain of type III.

1. Symplectic vector bundle and eta invariant over a circle

In this section, we will consider the flat symplectic vector bundle $E$ associated with a representation $\rho$ of the fundamental group of a circle $S^1$ into the real symplectic group $\text{Sp}(E, \Omega)$, and define a first order elliptic self-adjoint differential operator $A_J$, and we will recall the definition of eta invariant $\eta(A_J)$ for the operator, one can refer to [2, 49] for the eta invariant.

1.1. Symplectic vector bundle. Let $(E, \Omega)$ be a real symplectic vector space, where $\Omega$ is a symplectic form. For any symplectic linear transformation $L \in \text{Sp}(E, \Omega)$, i.e. $L$ preserves the symplectic form $\Omega$, and consider the representation $\rho(\gamma_0) = L$, where $\gamma_0$ denotes the generator of $\pi_1(S^1)$, which is given by $\gamma_0(x) = e^{ix}, 0 \leq x \leq 2\pi$, then it defines a flat vector bundle

$$E = \mathbb{R} \times_\rho E = (\mathbb{R} \times E)/ \sim$$

over $S^1$, where $(x_1, e_1) \sim (x_2, e_2)$ if $x_2 = x_1 + 2\pi k, k \in \mathbb{Z}$ and $e_2 = L^{-k}(e_1)$. Each global section of $E$ is equivalent to a map $s : \mathbb{R} \to E$ satisfies the $\rho$-equivariant condition $s(x + 2\pi) = L^{-1}s(x)$.

A complex structure on a real vector space $E$ is an automorphism $J : E \to E$ such that $J^2 = -\text{Id}$. A complex structure $J$ on a real symplectic vector space $(E, \Omega)$ is called compatible with $\Omega$ (or $\Omega$-compatible) if $\Omega(\cdot, J\cdot)$ defines a positive definite inner product. We denote by $J(E, \Omega)$ the space of all $\Omega$-compatible complex structures on $(E, \Omega)$. In particular, one has $J(E, \Omega) \subset \text{Sp}(E, \Omega)$.

Denote by $J(E, \Omega) = \tilde{\Sigma} \times_\rho J(E, \Omega)$ the space of all $\rho$-equivariant complex structures in $J(E, \Omega)$. For any symplectic transformation $L \in \text{Sp}(E, \Omega)$ which can be written as $L = \pm \exp(2\pi B)$, where $B \in \text{sp}(E, \Omega)$, i.e. $B^\top \Omega + \Omega B = 0$, we
can find a canonical complex structure $J \in J(\mathcal{E}, \Omega)$ for any given $J \in J(E, \Omega)$. In fact, for any $J \in J(E, \Omega)$, we define

$$J(x) = \exp(-xB)J \exp(xB) \in J(E, \Omega),$$

which satisfies $J(x + 2\pi) = L^{-1}J(x)L$ and thus gives a complex structure $J$ on the flat vector bundle $\mathcal{E}$. Hence $J \in J(\mathcal{E}, \Omega)$. But in general, $L$ cannot be written as $L = \pm \exp(2\pi B)$ except for $\text{Sp}(2, \mathbb{R})$, hence one needs to choose another complex structure on $E$.

There exists a canonical flat connection $d$ on $\mathcal{E}$, which is induced from the trivial vector bundle $\mathbb{R} \times E \rightarrow \mathbb{R}$. The holonomy representation of the flat connection $d$ is just the representation $\rho$. Denote by $A_0^0(S^1, \mathcal{E})$ the space of all smooth sections of $\mathcal{E}$, which can be identified with the space $A_0^0(\mathbb{R}, E)^L$ of all $\rho$-equivariant smooth maps $s : \mathbb{R} \rightarrow E$. There is a standard $L^2$-metric on the space $A_0^0(S^1, \mathcal{E}) \cong A_0^0(\mathbb{R}, E)^L$ with respect to inner product $\Omega(\cdot, J \cdot)$ and the metric $dx \otimes dx$ on $S^1$, i.e. $\int_{S^1} \Omega(\cdot, J \cdot) dx$.

1.2. **First order differential operator.** Let $(E, \Omega)$ be a real symplectic vector space. By $\mathbb{C}$-linear extension, $\Omega$ is also a symplectic form on the complex vector space $E_\mathbb{C} = E \otimes \mathbb{C}$. For any $L \in \text{Sp}(E, \Omega)$, it can be viewed as an element in $\text{Sp}(E_\mathbb{C}, \Omega)$ by $\mathbb{C}$-linear extension. Since

$$\mathcal{E}_\mathbb{C} = \mathcal{E} \otimes \mathbb{C} = \mathbb{R} \times E_\mathbb{C},$$

so the space $A_0^0(S^1, \mathcal{E}_\mathbb{C})$ of all smooth sections of $\mathcal{E}_\mathbb{C}$ can be identified with the space $A_0^0(\mathbb{R}, E_\mathbb{C})^L$ of all smooth $\rho$-equivariant maps from $\mathbb{R}$ to $E_\mathbb{C}$. For any $J \in J(\mathcal{E}, \Omega)$, we can also extend it to a $\mathbb{C}$-linear transformation of $E_\mathbb{C}$.

Consider the following $\mathbb{C}$-linear first order differential operator

$$A_J := J \frac{d}{dx}$$

which acts on the space $A_0^0(\mathbb{R}, E_\mathbb{C})^L \cong A_0^0(S^1, \mathcal{E}_\mathbb{C})$. Denote

$$H(e_1, e_2) = 2\Omega(e_1, J e_2).$$

for any $e_1, e_2 \in E_\mathbb{C}|_x$, $x \in [0, 2\pi]$. One can check that $H$ is a Hermitian metric on $\mathcal{E}_\mathbb{C}$, the Hermitian inner product is denoted by

$$(e_1, e_2) := H(e_1, \overline{e_2}).$$

The global $L^2$-inner product on $A_0^0(S^1, \mathcal{E}_\mathbb{C})$ is defined as

$$(\cdot, \cdot) = \int_{S^1} (\cdot, \cdot) dx = 2 \int_{S^1} \Omega(\cdot, J^* \cdot) dx.$$

**Proposition 1.1.** $A_J$ is a $\mathbb{C}$-linear formally self-adjoint elliptic first order differential operator in the space $A_0^0(S^1, \mathcal{E}_\mathbb{C})$. 


Proof. It is obvious that $A_J$ is $\mathbb{C}$-linear, first order and elliptic, so we just need to prove $A_J$ is formally self-adjoint. For any $s_1, s_2 \in A^0(S^1, E_C)$, one has

$$\langle A_J s_1, s_2 \rangle - \langle s_1, A_J s_2 \rangle = 2 \int_{S^1} \left( \Omega \left( \frac{d}{dx} s_1, s_2 \right) + \Omega \left( s_1, \frac{d}{dx} s_2 \right) \right) dx = 2 \int_{S^1} d\Omega(s_1, s_2) = 0,$$

which completes the proof.

□

Remark 1.2. The operator $A_J$ has a natural extension in the Hilbert space $L^2(S^1, E_C)$, we also denote it by $A_J$, see e.g. [38, Definition 7.1 in Appendix]. From Proposition 1.1, $A_J$ is formally self-adjoint and elliptic, so $A_J$ is self-adjoint in the Hilbert space $L^2(S^1, E_C)$, see e.g. [38, Theorem 7.2 in Appendix].

1.3. Eta invariant. For every elliptic self-adjoint differential operator $A$, which acts on a Hermitian vector bundle over a closed manifold, the operator $A$ has a discrete spectrum with real eigenvalues. Let $\lambda_j$ run over the eigenvalues of $A$, then the eta function of $A$ is defined as

$$\eta_A(s) = \sum_{\lambda_j \neq 0} \frac{\text{sign} \lambda_j}{|\lambda_j|^s},$$

where $s \in \mathbb{C}$. The eta function admits a meromorphic continuation to the whole complex plane and is holomorphic at $s = 0$. The special value $\eta_A(0)$ is then called the eta invariant of the operator $A$, and we denote the eta invariant by

$$(1.4) \quad \eta(A) = \eta_A(0).$$

The bundle $E_C$ is a Hermitian vector bundle over $S^1$ with the Hermitian metric (1.2), and the operator $A_J$ is an elliptic operator which is formally self-adjoint with respect to the inner product (1.3), then $A_J$ has discrete spectrum consisting of real eigenvalues $\lambda$ of finite multiplicity, and the eta invariant $\eta(A_J)$ of $A_J$ is defined by (1.4).

Example 1.3. For any representation $\rho : \pi_1(S^1) \to \text{Sp}(2, \mathbb{R}) = \text{SL}(2, \mathbb{R})$, and consider the operator

$$A_J = J \frac{d}{dx},$$

where $J := \exp(-xB) J \exp(xB)$, and $L = \pm \exp(2\pi B) \in \text{Sp}(2, \mathbb{R})$ denotes the representation of the generator of $\pi_1(S^1)$, then the eta invariant $\eta(A_J)$ is calculated in Appendix 5.1, see (5.8).

2. Signature of flat symplectic vector bundles

In this section, we will define the signature of a flat symplectic vector bundle, and show it can be expressed as the difference of two $L^2$-indices.
Let $\Sigma$ be a connected oriented surface with smooth boundary $\partial \Sigma$, each component of $\partial \Sigma$ is homeomorphic to $S^1$, let $\iota: \partial \Sigma \to \Sigma$ denote the natural inclusion. Let $(E, \Omega)$ be a real symplectic vector space, and $\rho: \pi_1(\Sigma) \to \text{Sp}(E, \Omega)$ be a representation from the fundamental group $\pi_1(\Sigma)$ of $\Sigma$ into the real symplectic group $\text{Sp}(E, \Omega)$. The representation $\rho$ gives a flat vector bundle $E = \tilde{\Sigma} \times_\rho E$ over $\Sigma$. Any element of $A^*(\Sigma, E)$ can be viewed as a $\rho$-equivariant element in $A^*(\tilde{\Sigma}, \mathbb{R}) \otimes E$, where $\rho$-equivariant means $(\gamma^{-1})^* \omega \otimes \rho(\gamma)v = \omega \otimes v$ for $\omega \in A^*(\tilde{\Sigma}, \mathbb{R})$ and $v \in E$. There exists a canonical flat connection $d$ on the flat bundle $E$, which is defined by $d(\omega \otimes v) := d\omega \otimes v$. One can also refer to [4, Section 1.1] for the representations, flat bundles and the canonical flat connection.

2.1. Definition of signature. Let $H^*(\Sigma, E)$ (resp. $H^*(\Sigma, \partial \Sigma, E)$) denote the (resp. relative) twisted singular cohomology, one can refer to [12, Chapter 5] for its definitions. Set

$$\hat{H}^1(\Sigma, E) := \text{Im}(H^1(\Sigma, \partial \Sigma, E) \to H^1(\Sigma, E)).$$

There exists a natural quadratic form

$$Q_\mathbb{R}: \hat{H}^1(\Sigma, E) \times \hat{H}^1(\Sigma, E) \to \mathbb{R}$$

$$Q_\mathbb{R}([a], [b]) = \int_\Sigma \Omega([a] \cup [b]).$$

By the same argument as in [2, Page 65], the form $Q_\mathbb{R}$ is non-degenerate due to Poincaré duality. Moreover, $Q_\mathbb{R}$ is symmetric, i.e. $Q_\mathbb{R}([a], [b]) = Q_\mathbb{R}([b], [a])$. If $\hat{H}^1(\Sigma, E) = \mathcal{H}^+ \oplus \mathcal{H}^-$ such that $Q_\mathbb{R}$ is positive definite on $\mathcal{H}^+$ and negative definite on $\mathcal{H}^-$, then the signature of $(E, \Omega)$ is defined as the signature of the symmetric bilinear form $Q_\mathbb{R}$, that is,

$$\text{sign}(\mathcal{E}, \Omega) := \text{sign}(Q_\mathbb{R}) = \dim \mathcal{H}^+ - \dim \mathcal{H}^-.$$

By $\mathbb{C}$-linear extension, $\Omega$ can be viewed as a symplectic form on $\mathcal{E}_\mathbb{C}$. For this symplectic vector bundle $(\mathcal{E}_\mathbb{C}, \Omega)$, we obtain a complex quadratic form

$$Q_\mathbb{C}: \hat{H}^1(\Sigma, \mathcal{E}_\mathbb{C}) \times \hat{H}^1(\Sigma, \mathcal{E}_\mathbb{C}) \to \mathbb{C}$$

$$Q_\mathbb{C}([a], [b]) = \int_\Sigma \Omega([a] \cup \overline{[b]}),$$

where $\hat{H}^1(\Sigma, \mathcal{E}_\mathbb{C}) := \text{Im}(H^1(\Sigma, \partial \Sigma, \mathcal{E}_\mathbb{C}) \to H^1(\Sigma, \mathcal{E}_\mathbb{C}))$. For any $[a], [b] \in \hat{H}^1(\Sigma, \mathcal{E}_\mathbb{C})$, one has $Q_\mathbb{C}([a], [b]) = \overline{Q_\mathbb{C}([b], [a])}$, which means $Q_\mathbb{C}$ is a Hermitian form. Naturally, one can define the signature $\text{sign}(\mathcal{E}_\mathbb{C}, \Omega)$ of $(\mathcal{E}_\mathbb{C}, \Omega)$. The two signatures $\text{sign}(\mathcal{E}, \Omega)$ and $\text{sign}(\mathcal{E}_\mathbb{C}, \Omega)$ can be proved to be equal.

**Proposition 2.1.** $\text{sign}(\mathcal{E}_\mathbb{C}, \Omega) = \text{sign}(\mathcal{E}_\mathbb{R}, \Omega)$.

**Proof.** Since $\hat{H}^1(\Sigma, \mathcal{E}) = \mathcal{H}^+ \oplus \mathcal{H}^-$ and $\hat{H}^1(\Sigma, \mathcal{E}_\mathbb{C}) = \hat{H}^1(\Sigma, \mathcal{E}) \otimes \mathbb{C}$, so

$$\hat{H}^1(\Sigma, \mathcal{E}_\mathbb{C}) = \mathcal{H}^+_\mathbb{C} \oplus \mathcal{H}^-_\mathbb{C},$$
where $\mathcal{H}_C^\pm := \mathcal{H}^\pm \otimes \mathbb{C}$, and $\text{dim}_{\mathbb{C}} \mathcal{H}_C^\pm = \text{dim}_{\mathbb{R}} \mathcal{H}^\pm$. Hence
$$\text{sign}(\mathcal{E}_C, \Omega) = \text{dim}_{\mathbb{C}} \mathcal{H}_C^+ - \text{dim}_{\mathbb{C}} \mathcal{H}_C^- = \text{dim}_{\mathbb{R}} \mathcal{H}^+ - \text{dim}_{\mathbb{R}} \mathcal{H}^- = \text{sign}(\mathcal{E}_R, \Omega).$$

The proof is complete. \[\square\]

2.2. **Relation to the indices of operators.** Suppose that on the collar neighborhood $I \times \partial \Sigma \subset \Sigma$ of $\partial \Sigma$, $I = [0, 1]$, the Riemannian metric of $\Sigma$ is equal to the product metric $g_{\Sigma} = du^2 + g_{\partial \Sigma}$. Let
$$\hat{\Sigma} = \Sigma \cup ((-\infty, 0] \times \partial \Sigma)$$
be the complete manifold obtained from $\Sigma$ by gluing the negative half-cylinder $(-\infty, 0] \times \partial \Sigma$ to the boundary of $\Sigma$.

For any $a, b \in A^*(\Sigma, \mathcal{E}_C)$, the Hodge $*$ operator is defined as
\[(2.1)\quad \Omega(a \wedge b) = g_{\Sigma}(\Omega(a, b)) \cdot \text{Vol}_g,\]
where the volume element $\text{Vol}_g = \sqrt{\text{det}(g_{ij})} dx^1 \wedge dx^2$. One can check that $*^2 a = (-1)^{|a|} a$. Let $\mathbf{J} \in \mathcal{J}(\mathcal{E}, \Omega)$ be a compatible complex structure on $\mathcal{E}$ and also denote its complex linear extension to $\mathcal{E}_C$. The following pairing
\[(2.2)\quad (\cdot, \cdot) = 2\Omega(\cdot, \mathbf{J}^\ast \cdot)\]
is a Hermitian inner product on $\mathcal{E}_C$. With respect to $(\cdot, \cdot)$ and $g_{\Sigma}$, there exists a global $L^2$-inner product $(\cdot, \cdot)$ on the space $A^*(\Sigma, \mathcal{E}_C)$. Denote by $d^*$ the adjoint operator of $d$ with respect to $(\cdot, \cdot)$. Then
\[(2.3)\quad d^* = \mathbf{J} \ast d \ast \mathbf{J}.\]
Moreover, one has $\ast \mathbf{J} = \mathbf{J} \ast$, and $(\ast \mathbf{J})^2$ is the identity when acting on $\mathcal{E}_C$-valued one forms, that is, $\ast \mathbf{J}$ is an involution on the space $\wedge^1 T^* \Sigma \otimes \mathcal{E}_C$. Let
$$\pi^{\pm} := \frac{1 \pm \ast \mathbf{J}}{2} : \wedge^1 T^* \Sigma \otimes \mathcal{E}_C \to \wedge^\pm$$
denote the natural projections onto the $\pm$-eigenspaces of $\ast \mathbf{J}$, and set
$$d^{\pm} = \pi^{\pm} \circ d.$$
From Corollary 2.5, the operators $d^{\pm}$ have the form
$$d^{\pm} = \sigma^{\pm} \left( \frac{\partial}{\partial u} + A_{J}^{\pm} \right),$$
where \( \sigma^\pm : \mathcal{E}_C \to \wedge^\pm \) are the bundle isomorphisms, and \( A_j^\pm \) are the first order elliptic formally self-adjoint operators on boundary.

For any \( a \in \wedge^+ \) and \( b \in \wedge^- \), one has

\[
\Omega(a \wedge *J\overline{b}) = -\Omega(a \wedge \overline{b}) = -\Omega(J\ast a \wedge \overline{b}) = \Omega(a \wedge \ast J\overline{b}) = -\Omega(a \wedge \ast J\overline{b}),
\]

which follows that \( \Omega(a \wedge *J\overline{b}) = 0 \), thus the Hermitian inner product of \( a \) and \( b \) satisfies

\[
(a, b) \cdot \Vol_g = 2g_\Sigma(\Omega(a, J\overline{b}) \cdot \Vol_g = 2\Omega(a \wedge \ast J\overline{b}) = 0,
\]

that is, the two subspaces \( \wedge^+ \) and \( \wedge^- \) are orthogonal to each other. Hence \( (d^\pm)^* = d^* \) on \( \wedge^\pm \).

Note that [2, Proposition 4.9] works as well for the cohomology with local coefficients, that is

\[
\tilde{H}^*(\Sigma, \mathcal{E}_C) \cong \mathcal{H}^*(\tilde{\Sigma}, \mathcal{E}_C) := \{ \phi \in L^2(\tilde{\Sigma}, \mathcal{E}_C) : (d + d^*)\phi = 0 \}.
\]

By identified with the above two cohomology groups, then \( Q_C \) is also a Hermitian quadratic form on \( \mathcal{H}^1(\tilde{\Sigma}, \mathcal{E}_C) \). We can extend the bundle \( \mathcal{E}_C \) and the connection \( d \) to \( \tilde{\Sigma} \), we still denote them by \( \mathcal{E}_C \) and \( d \), respectively.

**Proposition 2.2.** It holds

\[
\mathcal{H}^1(\tilde{\Sigma}, \mathcal{E}_C) = \text{Ker}(d^+)^* \cap L^2(\tilde{\Sigma}, \wedge^+) \oplus \text{Ker}(d^-)^* \cap L^2(\tilde{\Sigma}, \wedge^-)
\]

such that \( Q_C \) is positive definite on \( \text{Ker}(d^+)^* \cap L^2(\tilde{\Sigma}, \wedge^+) \) and negative definite on \( \text{Ker}(d^-)^* \cap L^2(\tilde{\Sigma}, \wedge^-) \), the decomposition is orthogonal with respect to \( Q_C \).

**Proof.** Firstly, we show \( \text{Ker}(d^\pm)^* \cap L^2(\tilde{\Sigma}, \wedge^\pm) \subset \mathcal{H}^1(\tilde{\Sigma}, \mathcal{E}_C) \). If \( a \in \text{Ker}(d^\pm)^* \cap L^2(\tilde{\Sigma}, \wedge^\pm) \), then \( d^*a = 0 \) and \( a \in L^2(\tilde{\Sigma}, \wedge^\pm) \). From [2, Proposition 3.11], the \( L^2 \) sections in \( \text{Ker}(d^\pm)^* \cap L^2(\tilde{\Sigma}, \wedge^\pm) \) are exponentially decaying as \( t \to -\infty \), so

\[
d^*a = \ast Jd \ast Ja = \pm \ast Jda,
\]

and \( d^*a = 0 \) implies that \( da = 0 \), which means \( a \) is harmonic. Hence \( \text{Ker}(d^\pm)^* \cap L^2(\tilde{\Sigma}, \wedge^\pm) \subset \mathcal{H}^1(\tilde{\Sigma}, \mathcal{E}_C) \). On the other hand, for any \( b \in \text{Ker}(d^\pm)^* \cap L^2(\tilde{\Sigma}, \wedge^\pm) \), one has

\[
Q_C(a, b) = \int_{\tilde{\Sigma}} \Omega(a \wedge \overline{b}) = \pm \int_{\tilde{\Sigma}} \Omega(a \wedge \ast J\overline{b}) = 0,
\]

since \( \wedge^+ \) and \( \wedge^- \) are orthogonal each other. The proof is complete. \( \square \)

The \( L^2 \)-index of \( d^\pm \) is well-defined and is given by

\[
L^2 \text{Index}(d^\pm) := \dim \text{Ker}(d^\pm) \cap L^2(\tilde{\Sigma}, \mathcal{E}_C) - \dim \text{Ker}(d^\pm)^* \cap L^2(\tilde{\Sigma}, \wedge^\pm).
\]

Note that

\[
\text{Ker}(d^\pm) \cap L^2(\tilde{\Sigma}, \mathcal{E}_C) = \mathcal{H}^0(\tilde{\Sigma}, \mathcal{E}_C).
\]
In fact, if \( d^−a = 0 \), then \( da = d^+a \), and so \( da = \ast J da \), which follows that \((d^+)^∗d^+a = d^∗da = 0\). From [2, Proposition 3.15], the \( L^2 \)-solutions of \( d^+ \) and \((d^+)^∗d^+ \) are coincide, so \( da = d^±a = 0 \). Therefore,

\[
L^2 \text{Index}(d^±) := \dim \mathcal{H}^0(\tilde{\Sigma}, \mathcal{E}_C) - \dim \ker(d^±)^∗ \cap L^2(\tilde{\Sigma}, \wedge^±).
\]

By (2.7), one can define the operators \( d^±_P \) by the restriction of \( d^± \). From [2, Proposition 3.11], \( \ker(d^±_P) \) is isomorphic to the space of \( L^2 \)-solutions of \( d^± \varphi = 0 \) on \( \tilde{\Sigma} \), and \( \ker(d^±_P)^∗ \) is isomorphic to the space of extended \( L^2 \)-solutions of \((d^+)^∗ \varphi = 0 \) on \( \tilde{\Sigma} \), where extended solution means that on \((−\infty, 0] \times \partial \Sigma\), \( \varphi \) can be written as \( \varphi = \phi + \psi \) with \( \phi \in \ker(\sigma^±A^±_I(\sigma^±)^{-1}) \) and \( \psi \in L^2 \), see Section 2.3.1. The section \( \phi \) is called the limiting value of the extended solution \( \varphi \).

We denote by \( h_\infty(\wedge^±) \) the dimension of the subspace of \( \ker(A^±_I) \) consisting of limiting values of extended \( L^2 \)-sections \( a \) of \( \wedge^± \) satisfying \((d^+)^∗a = 0 \). Therefore,

**Proposition 2.3.** The signature of \((\mathcal{E}, \Omega)\) can be given by

\[
\text{sign}(\mathcal{E}, \Omega) = L^2 \text{Index}(d^−) - L^2 \text{Index}(d^+)
\]

\[
= \text{Index}(d^+_P) - \text{Index}(d^+_P)^∗ + h_\infty(\wedge^-) - h_\infty(\wedge^+).
\]

**Proof.** By the definition of signature, Proposition 2.2 and [2, Corollary 3.14], one has

\[
\text{sign}(\mathcal{E}_C, \Omega) = \dim \ker(d^+)^∗ \cap L^2(\tilde{\Sigma}, \wedge^+) - \dim \ker(d^−)^∗ \cap L^2(\tilde{\Sigma}, \wedge^-)
\]

\[
= L^2 \text{Index}(d^−) - L^2 \text{Index}(d^+)
\]

\[
= \text{Index}(d^+_P) - \text{Index}(d^+_P)^∗ + h_\infty(\wedge^-) - h_\infty(\wedge^+) .
\]

By Proposition 2.1, the proof is complete. \( \square \)

2.3. A formula of signature. In this subsection, by using Atiyah-Patodi-Singer index theorem, we will give a formula of signature.

2.3.1. The Atiyah-Patodi-Singer index theorem. Let \( \Sigma \) be a connected oriented surface with smooth boundary \( \partial \Sigma \). Let \( g_\Sigma \) be a Riemannian metric on \( \Sigma \) such that \( g_\Sigma = du^2 + g_{\partial \Sigma} \) on the collar neighborhood \( \partial \Sigma \times I \subset \Sigma \) of \( \partial \Sigma \), \( I = [0, 1] \). The bundles \( \mathcal{E}_C \) and \( \wedge^± \) are Hermitian vector bundles, and

\[
d^± : A^0(\Sigma, \mathcal{E}_C) \to A^0(\Sigma, \wedge^±)
\]

are two first order elliptic differential operators. On \( \partial \Sigma \times I \), the volume element is given by

\[
\text{Vol}_g = \frac{dx \wedge du}{|dx|}.
\]

From the definition of \( \ast \) (2.1), one has

\[
\ast(dx \otimes e) = |dx|du \otimes e, \quad \ast(du \otimes e) = -\frac{1}{|dx|}dx \otimes e
\]
Proposition 2.4. For any \( e \in \mathcal{E}_C \). Thus
\[
\ast\left(\frac{dx}{|dx|} + i du\right) = -i\left(\frac{dx}{|dx|} + i du\right), \quad \ast\left(\frac{dx}{|dx|} - i du\right) = i\left(\frac{dx}{|dx|} - i du\right).
\]

Let \( \mathcal{E}_C = \mathcal{E}_C^+ \oplus \mathcal{E}_C^- \) be the decomposition of \( \mathcal{E}_C \) into \( \pm i \)-eigenspaces of \( \mathbf{J} \). Then
\[
\wedge^+ = \mathbb{C}\left\{ \frac{dx}{|dx|} - i du\right\} \otimes \mathcal{E}_C^- \oplus \mathbb{C}\left\{ \frac{dx}{|dx|} + i du\right\} \otimes \mathcal{E}_C^+
\]
and
\[
\wedge^- = \mathbb{C}\left\{ \frac{dx}{|dx|} - i du\right\} \otimes \mathcal{E}_C^+ \oplus \mathbb{C}\left\{ \frac{dx}{|dx|} + i du\right\} \otimes \mathcal{E}_C^-.
\]
Note that \( \wedge^\pm \cong \mathcal{E}_C \) and the isomorphisms are given by
\[
\sigma^+: \mathcal{E}_C \to \wedge^+, \quad \sigma^+(e) = -\frac{i}{2}\left(\frac{dx}{|dx|} + i du\right) \otimes e^+ + \frac{i}{2}\left(\frac{dx}{|dx|} - i du\right) \otimes e^-.
\]
and
\[
\sigma^-: \mathcal{E}_C \to \wedge^-, \quad \sigma^-(e) = \frac{i}{2}\left(\frac{dx}{|dx|} - i du\right) \otimes e^+ - \frac{i}{2}\left(\frac{dx}{|dx|} + i du\right) \otimes e^-.
\]

The maps \( \pi^+: \wedge^1 T^*\Sigma \otimes \mathcal{E}_C \to \wedge^\pm \) can be expressed as
\[
\pi^+\left(\frac{dx}{|dx|} \otimes e\right) = \frac{1}{2}\left(\frac{dx}{|dx|} + i du\right) \otimes e^+ + \frac{1}{2}\left(\frac{dx}{|dx|} - i du\right) \otimes e^- = \sigma^+(i(e^+ - e^-)),
\]
\[
\pi^-\left(\frac{dx}{|dx|} \otimes e\right) = \frac{1}{2}\left(\frac{dx}{|dx|} - i du\right) \otimes e^+ + \frac{1}{2}\left(\frac{dx}{|dx|} + i du\right) \otimes e^- = \sigma^-(i(e^+ - e^-)),
\]
\[
\pi^+(du \otimes e) = -\frac{i}{2}\left(\frac{dx}{|dx|} + i du\right) \otimes e^+ + \frac{i}{2}\left(\frac{dx}{|dx|} - i du\right) \otimes e^- = \sigma^+(e),
\]
\[
\pi^-((du \otimes e) = \frac{i}{2}\left(\frac{dx}{|dx|} - i du\right) \otimes e^+ - \frac{i}{2}\left(\frac{dx}{|dx|} + i du\right) \otimes e^- = \sigma^-(e).
\]

Proposition 2.4. For any \( C \in A^0(\partial \Sigma \times I, \text{End}(\mathcal{E}_C)) \), one has
\[
\pi^\pm(d + C dx) = \sigma^\pm\left(\frac{\partial}{\partial u} \pm |dx| \mathbf{J} \left(\frac{\partial}{\partial x} + C\right)\right).
\]

Proof. For any local smooth section \( e \) of \( \mathcal{E}_C \), one has
\[
\sigma^\pm\left(\frac{\partial}{\partial u} \pm |dx| \mathbf{J} \left(\frac{\partial}{\partial x} + C\right)\right) e
\]
\[
= \sigma^\pm\left(\frac{\partial e}{\partial u} \pm i dx\left(\frac{\partial e}{\partial x}\right)^+ - \left(\frac{\partial e}{\partial x}\right)^-\right) \pm i|dx|\left((Ce)^+ - (Ce)^-\right)
\]
\[
= \pi^\pm\left(\frac{\partial e}{\partial u} du + dx \otimes \frac{\partial e}{\partial x} + dx \otimes Ce\right)
\]
\[
= \pi^\pm(d + C dx)e,
\]
which completes the proof. \( \square \)

As a corollary, we get
Corollary 2.5. $d^\pm = \sigma^\pm (\tfrac{\partial}{\partial x} + A^\pm_J)$, where $A^\pm_J = \pm dx |J \frac{\partial}{\partial x}|$.

When restricted on $\partial \Sigma$, the metric is $g_{\partial \Sigma} = g(x)dx \otimes dx$, and $|dx| = \frac{1}{\sqrt{g(x)}}$. By taking another parameter $x' = \int_0^x \sqrt{g(\ell)}d\ell$, then $dx' = \sqrt{g(x)}dx$, and so the metric is given by $g_{\partial \Sigma} = dx' \otimes dx'$, the operator $A_J$ is

$$A_J = J|dx| \frac{d}{dx} = J \frac{d}{dx'},$$

which is exactly the operator defined by (4.8).

Let $P_\pm$ denote the orthogonal projections of $L^2(\partial \Sigma, \mathcal{E}_C)$ onto the subspace spanned by all eigenfunctions of $A^\pm_J$ with eigenvalues $\lambda > 0$. Then $P_\pm$ are pseudo-differential operators. Let $A^0(\Sigma, \mathcal{E}_C; P_\pm)$ be the subspaces of $A^0(\Sigma, \mathcal{E}_C)$ consisting of all sections $\varphi$ which satisfy the boundary conditions

$$P_\pm(\varphi|_{\partial \Sigma}) = 0.$$

Denote by

$$(2.7) \quad d^\pm_P : A^0(\Sigma, \mathcal{E}_C; P_\pm) \to A^0(\Sigma, \wedge^\pm)$$

the restriction of $d^\pm$. By Atiyah-Patodi-Singer index theorem [2, Theorem 3.10], $d^\pm_P$ are Fredholm operators and

$$\text{Index}(d^\pm_P) = \int_\Sigma \alpha_\pm(z) d\mu_g - \eta(A^\pm_J) + \dim \ker A^\pm_J - \frac{\dim \ker A^\pm_J}{2},$$

where $d\mu_g$ denotes the volume form of the Riemannian metric $g$ on $\Sigma$, and $\alpha_\pm(z)$ is the constant term in the asymptotic expansion (as $t \to 0$) of

$$\sum e^{-t\mu'_+} \left| \phi'_{\mu_+}(x) \right|^2 - \sum e^{-t\mu'_-} \left| \phi'_{\mu_-}(x) \right|^2,$$

where $\mu'_\pm, \phi'_{\mu_\pm}$ denote the eigenvalues and eigenfunctions of $(d^\pm)^* d^\pm$ on the double $\Sigma \cup_{\partial \Sigma} \Sigma$ of $\Sigma$, and $\mu''_\pm, \phi''_{\mu_\pm}$ are the corresponding objects for $d^\pm(d^\pm)^*$.

Since $\eta(A^\pm_J) = \eta(\pm A_J) = \pm \eta(A_J)$ and

$$(2.9) \quad \ker A^\pm_J \equiv \ker |dx| J \frac{\partial}{\partial x} = \ker |dx| \frac{\partial}{\partial x} = \ker d|_{A^0(\partial \Sigma, \mathcal{E}_C)} = \ker d|_{A^0(\partial \Sigma, \mathcal{E}_C)},$$

so we obtain

$$\text{Index}(d^\pm_P) - \text{Index}(d^\pm_P) = \int_\Sigma \alpha_-(z) d\mu_g - \int_\Sigma \alpha_+(z) d\mu_g + \eta(A_J).$$

By Proposition 2.3, the signature of the flat symplectic vector bundle $(\mathcal{E}, \Omega)$ is

$$(2.10) \quad \text{sign}(\mathcal{E}, \Omega) = \int_\Sigma \alpha_-(z) d\mu_g - \int_\Sigma \alpha_+(z) d\mu_g + h_{\infty}(\wedge^-) - h_{\infty}(\wedge^+) + \eta(A_J).$$
2.3.2. The Atiyah-Singer integrands. In this subsection, we will deal with the Atiyah-Singer integrands \( \int_{\Sigma} \alpha_-(z) d\mu_g \) and \( \int_{\Sigma} \alpha_+(z) d\mu_g \).

Let
\[
g_{\Sigma} = g(x, y)(dx^2 + dy^2) = g(z) \left( dz \otimes d\bar{z} + d\bar{z} \otimes dz \right)
\]
be a Riemannian metric on the surface \( \Sigma \), and is a product metric on the collar neighborhood \( \partial \Sigma \times I \) of \( \partial \Sigma \), where \( z = x + iy \) denotes the holomorphic coordinate of \( \Sigma \), and one has \( *dz = -idz \) and \( *d\bar{z} = id\bar{z} \).

Following [2], we will consider the double \( \Sigma \cup_{\partial \Sigma} \Sigma \) of \( \Sigma \), which is a closed surface.

The vector bundle \( E \) and the operators \( d^\pm \) can be extended canonically on the double \( \Sigma \cup_{\partial \Sigma} \Sigma \). Let \( F = F^+ \oplus F^- \) be a \( \mathbb{Z}_2 \)-graded vector bundle over the double \( \Sigma \cup_{\partial \Sigma} \Sigma \), where \( F^+ := E \subset C \), \( F^- := \wedge^- \).

Let \( D : \Gamma(\Sigma \cup_{\partial \Sigma} \Sigma, F) \to \Gamma(\Sigma \cup_{\partial \Sigma} \Sigma, F^\pm) \) be an operator defined as follows:

(2.11)
\[
D = \begin{pmatrix}
0 & D^- = (d^-)^* \\
D^+ = d^- & 0
\end{pmatrix} : \Gamma(\Sigma \cup_{\partial \Sigma} \Sigma, F^\pm) \to \Gamma(\Sigma \cup_{\partial \Sigma} \Sigma, F^\pm).
\]

**Proposition 2.6.** \( D \) is a self-adjoint Dirac operator.

**Proof.** Since \( D^- = (D^+)^* \), so \( D \) is self-adjoint. On the other hand, one has
\[
D^2 = \begin{pmatrix}
(d^-)^*d^- & 0 \\
0 & d^-d^-(d^-)^*
\end{pmatrix}
\]
so \( D^2 \) is a generalized Laplacian. In fact, for any local section \( s = fe \) of \( E_\mathbb{C} \), where \( e \) is a local parallel section, i.e. \( de = 0 \), we have
\[
(d^-)^*d^-s = (d^-)^*\frac{1 - *J}{2}(\partial f + \bar{\partial} f)e,
\]
\[
= \frac{1}{2}(d^-)^*((\partial f + \bar{\partial} f)e - (-i\partial f + i\bar{\partial} f)Je),
\]
since \( (d^-)^* = -2g(z)^{-1}(\partial_z i_\varphi + \partial_{\bar{z}} i_{\varphi}) \) + zeroth terms, so the second order terms of \( (d^-)^*d^-s \) is \(-2g(z)^{-1}\frac{\partial^2 f}{\partial z \partial \bar{z}} e \). Similar for the local sections of \( \wedge^- \). Thus \( D \) is a Dirac operator. \( \square \)
By the definition of $\alpha_\pm(z)$, one has
\[
\int_{\Sigma} \alpha_-(z) d\mu_g = \lim_{t \to 0} \int_{\Sigma} \left( \text{tr} \left( e^{-t(d^-)(d^-)} (z, z) \right) - \text{tr} \left( e^{-td^-} (d^-) (z, z) \right) \right)
\]
\[
= \lim_{t \to 0} \int_{\Sigma} \text{Str}(z | e^{-tD^2} | z) d\mu_g,
\]
where $d\mu_g = \frac{i}{2} g(z) dz \wedge d\bar{z}$ and Str denotes the supertrace, see e.g. [5, Section 1.5] for its definition.

By complex linear extension, $J$ is an endomorphism of $\mathcal{E}_C$ and $J^2 = -\text{Id}$. Denote by $\mathcal{E}_C = \mathcal{E}_C^+ \oplus \mathcal{E}_C^-$ the decomposition corresponding the $\pm i$-eigenspaces. Then $\mathcal{E}_C$ is a complex vector bundle with a Hermitian metric $H(e_1, e_2) = 2\Omega(e_1, Je_2)$.

**Definition 2.7.** For a connection $\nabla$ on $\mathcal{E}$, we call it a *peripheral connection* if the induced (complex linear extension) connection on $\mathcal{E}_C$ satisfies the following conditions on a collar neighborhood of $\partial \Sigma$:

(i) $\nabla = d + C(x) dx$ for some $C = C(x) \in A^0(\partial \Sigma, \text{End}(\mathcal{E}_C))$;

(ii) $[\nabla, J] = 0$;

(iii) $\nabla$ preserves the symplectic form $\Omega$.

**Remark 2.8.** Similar to the proof of Proposition 1.1, the condition (iii) is equivalent to $C(x) \in \mathfrak{sp}(E, \Omega)$, i.e., $C(x)^T \Omega + \Omega C(x) = 0$, which implies that the operator $dx [J(\frac{d}{d\bar{z}} + C(x))]$ is a $C$-linear formally self-adjoint elliptic first order differential operator in the space $A^0(\partial \Sigma, \mathcal{E}_C)$.

**Remark 2.9.** For a peripheral connection $\nabla$, then it preserves the Hermitian metric $H$. In fact, for any local smooth sections $e_1, e_2$ of $\mathcal{E}_C$, one has
\[
dH(e_1, e_2) = 2d\Omega(e_1, Je_2)
\]
\[
= 2\Omega(\nabla e_1, Je_2) + 2\Omega(e_1, \nabla Je_2)
\]
\[
= 2\Omega(\nabla e_1, Je_2) + 2\Omega(e_1, J\nabla e_2)
\]
\[
= H(\nabla e_1, e_2) + H(e_1, \nabla e_2).
\]

**Remark 2.10.** If $L = \pm \exp(2\pi B)$ and $J = \exp(-xB) J \exp(xB)$ on $\partial \Sigma \times [0, 1]$, where $B \in \mathfrak{sp}(E, \Omega)$, then the flat connection $\nabla = d + B dx$ is a peripheral connection on $\mathcal{E}|_{\partial \Sigma \times [0, 1/2]}$. Hence any extension of $\nabla = d + B dx$ is a peripheral connection on $\mathcal{E}$.

Let $\nabla$ be any peripheral connection on $\mathcal{E}$, we assume it has the form $\nabla = d + C(x) dx$ when restricted to a small collar neighborhood of $\partial \Sigma$. The peripheral connection is always existing, e.g. see Proposition 3.5 via a complex linear symplectic isomorphism between $(J^* F_\rho, J^* J F_\rho, J^* \Omega)$ and $(\mathcal{E}, J, \Omega)$. Without loss of generality, we assume that it satisfies the above conditions (i) – (iii) on $\partial \Sigma \times [0, 1]$.

**Lemma 2.11.** There exists a complex connection on $\mathcal{E}_C^+$ and equals $\nabla|_{\mathcal{E}_C^+}$ on $\partial \Sigma \times [0, 1/2]$. 


which is a complex connection since \( (\nabla, J) = 0 \) on \( \partial \Sigma \times [0, 1] \), so \( \nabla|_{E^\pm} \) is a well-defined complex linear connection on \( E^\pm_{\Sigma} \). Define
\[
\alpha := \nabla' - \nabla|_{E^\pm} \in \mathcal{A}^1(\partial \Sigma \times [0, 1], \text{End}(E^\pm_{\Sigma}))
\]
Let \( \rho_1(z) \in [0, 1] \) be a smooth function which equals 0 on \( \partial \Sigma \times [0, 1/2] \) and equals 1 on \( \Sigma \times (\partial \Sigma \times [0, 3/4]) \). We define
\[
\nabla^{\rho_1} := \nabla|_{E^+} + \rho_1(z)\alpha = \nabla' + (\rho_1(z) - 1)\alpha,
\]
which is a complex connection since \( (\rho_1(z) - 1)\alpha \in \mathcal{A}^1(\Sigma, \text{End}(E^\pm_{\Sigma})) \), and \( \nabla^{\rho_1} = \nabla' \) on \( \Sigma \times (\partial \Sigma \times [0, 3/4]) \); \( \nabla^{\rho_1} = \nabla|_{E^+} \) on \( \partial \Sigma \times [0, 1/2] \). The proof is complete. \( \square \)

By the above lemma, we can construct a complex linear connection \( \nabla^{\rho_1} \) on \( E^\pm_{\Sigma} \) and equals \( \nabla|_{E^+} \) on \( \partial \Sigma \times [0, 1/2] \). On the other hand, there exists a unique holomorphic structure on \( E^\pm_{\Sigma} \) such that \( \bar{\partial} = (\nabla^{\rho_1})^{0,1} \), see e.g. [37, Proposition 1.3.7]. In this case,
\[
\nabla^{\rho_1} = (\nabla^{\rho_1})^{1,0} + (\nabla^{\rho_1})^{0,1} = (\nabla^{\rho_1})^{1,0} + \bar{\partial}
\]
is a \((1,0)\)-type connection. Now \( (E^\pm_{\Sigma}, h = H|_{E^\pm_{\Sigma}}) \) is a holomorphic Hermitian vector bundle, then there exists a unique Chern connection, denote it by \( \nabla^{E^\pm_{\Sigma}} \), which is of \((1,0)\)-type and preserves the Hermitian metric. Note that \( \nabla \) also preserves the Hermitian metric \( h \) and is of \((1,0)\)-type on \( \partial \Sigma \times [0, 1/2] \). By the uniqueness of Chern connection, \( \nabla|_{E^\pm} = \nabla^{E^\pm_{\Sigma}} \) on \( \partial \Sigma \times [0, 1/2] \). There is a natural connection
\[
\nabla^{E^\pm_{\Sigma}} = \nabla^{E^\pm_{\Sigma}} \oplus \nabla^{E^\pm_{\overline{\Sigma}}}
\]
on the complex vector bundle \( E^\pm_{\Sigma} = E^\pm_{\Sigma} \oplus E^\pm_{\overline{\Sigma}} \). Similarly, we consider the operator
\[
D^F = \pi^- \nabla^{E^\pm_{\Sigma}} + (\pi^- \nabla^{E^\pm_{\Sigma}})^*
\]
on the superbundle \( F = E_{\Sigma} \oplus \wedge^\cdot \). One can check that \( D^F \) is also a self-adjoint Dirac operator. Moreover, by Proposition 2.4, one has
\[
\pi^- \nabla^{E^\pm_{\Sigma}} = \pi^- \nabla = \sigma^- \left( \frac{\partial}{\partial u} - J|dx| \left( \frac{\partial}{\partial x} + C(x) \right) \right)
\]
on \( \partial \Sigma \times [0, 1] \), and the operator \(-J|dx|\left(\frac{\partial}{\partial x} + C(x)\right)\) is a formally self-adjoint elliptic first order differential operator.

**Lemma 2.12.** It holds
\[
\lim_{t \to 0} \int_{\Sigma} \text{Str}(z|e^{-tD^2}z)|z\,d\mu_g = \lim_{t \to 0} \int_{\Sigma} \text{Str}(z|e^{-t(D^F)^2}z)|z\,d\mu_g.
\]

**Proof.** Denote \( \nabla_s = (1 - s)d + s\nabla^{E^\pm_{\Sigma}} \), \( s \in [0, 1] \). Then
\[
\pi^- \nabla_s = (1 - s)\pi^- d + s\pi^- \nabla^{E^\pm_{\Sigma}} = \sigma^- \left( \frac{\partial}{\partial u} - J|dx| \frac{\partial}{\partial x} - sJ|dx|C(x) \right),
\]
Lemma 2.13. \( \nabla \) induces a Clifford action of \( \mathbb{C} \) on \( F \) by
\[
[D^F, f] = (df) \quad \text{for any smooth function } f.
\]
for any smooth function \( f \). Note that \( \wedge^- = \wedge^{1,0} T^* \Sigma \otimes \mathcal{E}_C^- \oplus \wedge^{0,1} T^* \Sigma \otimes \mathcal{E}_C^+ \), so
\[
c(df) = -2g(z)^{-1} \frac{\partial f}{\partial \bar{z}} i \frac{\partial}{\partial z} - 2g(z)^{-1} \frac{\partial f}{\partial z} i \frac{\partial}{\partial \bar{z}}
\]
when acting on \( \wedge^- \), and
\[
c(df) = \partial f \otimes p^- + \bar{\partial} f \otimes p^+
\]
when acting on \( \mathcal{E}_C = \mathcal{E}_C^+ \oplus \mathcal{E}_C^- \). Since
\[
F = \mathcal{E}_C \oplus \wedge^- = \mathcal{E}_C \oplus \wedge^{1,0} T^* \Sigma \otimes \mathcal{E}_C^- \oplus \wedge^{0,1} T^* \Sigma \otimes \mathcal{E}_C^+,
\]
so there exists a natural connection on \( F \) induced from the connections on \( \mathcal{E}_C \) and \( T^* \Sigma \), we denote this connection by \( \nabla^F \).

**Lemma 2.13.** \( \nabla^F \) is a Clifford connection and
\[
D^F = c(dz) \nabla^F_{\frac{\partial}{\partial z}} + c(d\bar{z}) \nabla^F_{\frac{\partial}{\partial \bar{z}}}.
\]

*Proof.* \( \nabla^F \) is a Clifford connection if \( [\nabla_X, a] = \nabla_X a \) for any local section \( a \) of Clifford bundle \( C(\Sigma \cup \partial \Sigma) \). Let \( \sigma = c(\bullet) \cdot 1 : C(\Sigma \cup \partial \Sigma) \to \wedge^* T^* \Sigma \) denote the symbol map, which identifies \( C(\Sigma \cup \partial \Sigma) \) with \( \wedge^* T^* \Sigma \). By a direct checking, one has
\[
[\nabla^F_{\frac{\partial}{\partial z}}, c(dz)] = -\partial_z \log g(z) c(dz) = \nabla_{\frac{\partial}{\partial z}} c(dz), \quad [\nabla^F_{\frac{\partial}{\partial \bar{z}}}, c(d\bar{z})] = 0 = \nabla_{\frac{\partial}{\partial \bar{z}}} c(d\bar{z}),
\]
and so
\[
[\nabla^F_{\frac{\partial}{\partial z}}, c(dz)(d\bar{z})] = [\nabla^F_{\frac{\partial}{\partial z}}, c(dz)] c(d\bar{z}) = \nabla_{\frac{\partial}{\partial z}} c(dz) c(d\bar{z}) = \nabla_{\frac{\partial}{\partial z}} (c(dz) c(d\bar{z})).
\]
For any smooth function $f$, one has
\[ [\nabla_X^F, c(f)] = \nabla_X c(f). \]
Thus $\nabla^F$ is a Clifford connection. If $s \in \Gamma(\Sigma \cup_{\partial \Sigma} \Sigma, \mathcal{E}_C)$, then
\[ c(dz)\nabla_{\partial z}^F s + c(d\bar{z})\nabla_{\partial \bar{z}}^F s = dz \otimes \nabla_{\partial z}^F s^- + d\bar{z} \otimes \nabla_{\partial \bar{z}}^F s^+ \]
\[ = \pi^- \nabla^F s = DF s. \]
If $dz \otimes s^- \in \wedge^-$, then
\[ c(dz)\nabla_{\partial z}^F (dz \otimes s^-) + c(d\bar{z})\nabla_{\partial \bar{z}}^F (dz \otimes s^-) \]
\[ = -2g(z)^{-1} i_{\partial z} \nabla_{\partial z}^F dz \otimes s^- \]
\[ = -2g(z)^{-1} \nabla_{\partial z}^F s^- = (\nabla^F)^*(dz \otimes s^-) = DF (dz \otimes s^-). \]
Similarly, for $d\bar{z} \otimes s^+ \in \wedge^-$, one has
\[ (c(dz)\nabla_{\partial z}^F + c(d\bar{z})\nabla_{\partial \bar{z}}^F)(d\bar{z} \otimes s^+) = DF (d\bar{z} \otimes s^+). \]
The proof is complete. \hfill \Box

The Clifford module $\mathcal{F}$ has the following decomposition
\[ \mathcal{F} = \mathcal{E}_C^+ \oplus \mathcal{E}_C^- \oplus \mathcal{E}_C^+ \otimes \wedge^{0,1}T^*\Sigma \oplus \mathcal{E}_C^- \otimes \wedge^{1,0}T^*\Sigma, \]
where $\mathcal{F}^+ = \mathcal{E}_C^+ \oplus \mathcal{E}_C^-$ and $\mathcal{F}^- = \mathcal{E}_C^+ \otimes \wedge^{0,1}T^*\Sigma \oplus \mathcal{E}_C^- \otimes \wedge^{1,0}T^*\Sigma$. Let
\[ S = S^+ \oplus S^- = C \oplus \wedge^{0,1}T^*\Sigma = \Lambda^{0,*}T^*\Sigma \]
denote the spinor module. Then the complex module $\mathcal{F}$ is isomorphic to
\[ \mathcal{F} \cong \mathcal{W} \otimes S \]
where $\mathcal{W} = \mathcal{E}_C^+ \oplus \mathcal{E}_C^- \otimes (\wedge^{0,1}T^*\Sigma)^* \cong \mathcal{E}_C^+ \oplus \mathcal{E}_C^- \otimes \wedge^{1,0}T^*\Sigma$. Let $\Gamma$ be the chirality operator, which is an element in $C(\Sigma) \otimes C \cong \text{End}(S)$, and is $+\text{Id}$ when acting on $S^+ = C$, is $-\text{Id}$ when acting on $S^- = \wedge^{0,1}T^*\Sigma$. Thus it induces an endomorphism of $\mathcal{F} \cong \mathcal{W} \otimes S$ by the action $\text{Id}_\mathcal{W} \otimes \Gamma$, we also denote it by $\Gamma$. Thus
\[ \Gamma = \text{Id}_{\mathcal{E}_C^+} \oplus -\text{Id}_{\mathcal{E}_C^-} \oplus -\text{Id}_{\mathcal{E}_C^+ \otimes \wedge^{0,1}T^*\Sigma} \oplus \text{Id}_{\mathcal{E}_C^- \otimes \wedge^{1,0}T^*\Sigma}. \]
The Clifford connection $\nabla^F$ is given by
\[ \nabla^F = \nabla^{\mathcal{E}_C^+} \oplus \nabla^{\mathcal{E}_C^-} \oplus (\nabla^{\mathcal{E}_C^+} \otimes \text{Id}_{\wedge^{0,1}T^*\Sigma} + \text{Id}_{\mathcal{E}_C^+} \otimes \nabla^{\wedge^{0,1}T^*\Sigma}) \]
\[ \oplus (\nabla^{\mathcal{E}_C^-} \otimes \text{Id}_{\wedge^{1,0}T^*\Sigma} + \text{Id}_{\mathcal{E}_C^-} \otimes \nabla^{\wedge^{1,0}T^*\Sigma}), \]
and the curvature is
\[ (\nabla^F)^2 = R^{\mathcal{E}_C^+} \oplus R^{\mathcal{E}_C^-} \oplus (R^{\mathcal{E}_C^+} \otimes \text{Id}_{\wedge^{0,1}T^*\Sigma} + R^{\wedge^{0,1}T^*\Sigma} \cdot \text{Id}_{\mathcal{E}_C^+ \otimes \wedge^{0,1}T^*\Sigma}) \]
\[ \oplus (R^{\mathcal{E}_C^-} \otimes \text{Id}_{\wedge^{1,0}T^*\Sigma} - R^{\wedge^{1,0}T^*\Sigma} \cdot \text{Id}_{\mathcal{E}_C^- \otimes \wedge^{1,0}T^*\Sigma}). \]
Denote by \( R^F \) the action of the Riemannian curvature \( R \) of \( \Sigma \) on the bundle \( \mathcal{F} \), which is given by
\[
R^F := \frac{1}{4} \left( R \frac{\partial}{\partial z} \cdot \frac{\partial}{\partial \bar{z}} \right) c(dz)c(d\bar{z}) + \frac{1}{4} \left( R \frac{\partial}{\partial \bar{z}} \cdot \frac{\partial}{\partial z} \right) c(d\bar{z})c(dz)
\]
\[
= \frac{g(z)}{8} R^{T,0,\Sigma} (c(dz)c(d\bar{z}) - c(d\bar{z})c(dz))
\]
\[
= \frac{1}{4} \, R^{T,0,\Sigma} (-\text{Id}_{\xi_+} \oplus \text{Id}_{\xi_0} \oplus \text{Id}_{\xi_0^+ \otimes \Lambda^1 T^* \Sigma} \oplus - \text{Id}_{\xi_0^- \otimes \Lambda^1 T^* \Sigma}).
\]

From [5, Proposition 4.3], the curvature \( F^{\mathcal{F}/S} \) is given by
\[
F^{\mathcal{F}/S} = (\nabla^F)^2 - R^F
\]
\[
= (R_{\xi_+}^C + \frac{1}{4} R^{T,0,\Sigma} \text{Id}_{\xi_0}) \oplus (\overline{R_{\xi_0}^C} - \frac{1}{4} R^{T,0,\Sigma} \text{Id}_{\xi_0})
\]
\[
\oplus (R_{\xi_+}^C \oplus \text{Id}_{\Lambda^0 T^* \Sigma} + \frac{3}{4} \text{Id}_{\xi_0^+ \otimes \Lambda^0 T^* \Sigma} R^{T,0,\Sigma})
\]
\[
\oplus (R_{\xi_0}^C \oplus \text{Id}_{\Lambda^1 T^* \Sigma} - \frac{3}{4} \text{Id}_{\xi_0^- \otimes \Lambda^1 T^* \Sigma} R^{T,0,\Sigma}).
\]

Thus \( \Gamma F^{\mathcal{F}/S} \) is
\[
\Gamma F^{\mathcal{F}/S} = (R_{\xi_+}^C + \frac{1}{4} R^{T,0,\Sigma} \text{Id}_{\xi_0}) \oplus (\overline{R_{\xi_0}^C} + \frac{1}{4} R^{T,0,\Sigma} \text{Id}_{\xi_0})
\]
\[
\oplus (\overline{R_{\xi_0}^C} \oplus \text{Id}_{\Lambda^0 T^* \Sigma} - \frac{3}{4} \text{Id}_{\xi_0^+ \otimes \Lambda^0 T^* \Sigma} R^{T,0,\Sigma})
\]
\[
\oplus (R_{\xi_0}^C \oplus \text{Id}_{\Lambda^1 T^* \Sigma} - \frac{3}{4} \text{Id}_{\xi_0^- \otimes \Lambda^1 T^* \Sigma} R^{T,0,\Sigma}).
\]

Hence the supertrace \( \text{Str}_{\mathcal{F}/S}(F^{\mathcal{F}/S}) \) is
\[
\text{Str}_{\mathcal{F}/S}(F^{\mathcal{F}/S}) = \frac{1}{2} \text{Str}_{\mathcal{F}}(\Gamma F^{\mathcal{F}/S}) = \frac{1}{2} \text{Tr}_{\mathcal{F}^+}(\Gamma F^{\mathcal{F}/S}) - \frac{1}{2} \text{Tr}_{\mathcal{F}^-}(\Gamma F^{\mathcal{F}/S})
\]
\[
= \text{Tr} R_{\xi_+}^C + \frac{1}{4} \text{rank} \xi_0^+ R^{T,0,\Sigma} + \text{Tr} R_{\xi_0}^C + \frac{3}{4} \text{rank} \xi_0^- R^{T,0,\Sigma}
\]
\[
= 2 \text{Tr} R_{\xi_+}^C + \text{rank} \xi_0^+ R^{T,0,\Sigma}.
\]

By the local index theorem, see e.g. [43, Theorem 8.34], one has
\[
\lim_{t \to 0} \text{Str}_{\mathcal{F}/S}(z e^{-t(D^F)^2})dz d\mu_g
\]
\[
= \left[ (2\pi i)^{-1} \det \left( \frac{R/2}{\sinh(R/2)} \right) \text{Str}_{\mathcal{F}/S}(\exp(-F^{\mathcal{F}/S})) \right]^{(1,1)}
\]
\[
= \frac{i}{2\pi} \text{Str}_{\mathcal{F}/S}(F^{\mathcal{F}/S}),
\]
since \( \hat{A}(\Sigma) = \det\left( \frac{R/2}{\text{rank}(R/2)} \right) \in A^{1*}(\Sigma, \mathbb{R}) \). Thus,

\[
\int_{\Sigma} \alpha_-(z) d\mu_g = \frac{i}{2\pi} \int_{\Sigma} (2 \text{Tr} R^{c_+}_{\mathbb{C}} + \text{rank} E^{+}_{\mathbb{C}} R^{T^{1,0}\Sigma})
\]

\[
= \int_{\Sigma} (2c_1(E^{+}_{\mathbb{C}}, \nabla^{E^{+}_{\mathbb{C}}}) + \text{rank} E^{+}_{\mathbb{C}} c_1(T^{1,0}\Sigma, \nabla^{T^{1,0}\Sigma})).
\]

(2.12)

Similarly, one has

\[
\int_{\Sigma} \alpha_+(z) d\mu_g = \int_{\Sigma} (-2c_1(E^{+}_{\mathbb{C}}, \nabla^{E^{+}_{\mathbb{C}}}) + \text{rank} E^{+}_{\mathbb{C}} c_1(T^{1,0}\Sigma, \nabla^{T^{1,0}\Sigma})).
\]

(2.13)

Therefore,

\[
\int_{\Sigma} \alpha_-(z) d\mu_g - \int_{\Sigma} \alpha_+(z) d\mu_g = 4 \int_{\Sigma} c_1(E^{+}_{\mathbb{C}}, \nabla^{E^{+}_{\mathbb{C}}}).
\]

(2.14)

Note that on \( \partial \Sigma \times [0, 1/2], \nabla^{E^{+}_{\mathbb{C}}} = \nabla|_{E^{+}_{\mathbb{C}}} \) is a flat connection, which follows that \( c_1(E^{+}_{\mathbb{C}}, \nabla^{E^{+}_{\mathbb{C}}}) = 0 \) on \( \partial \Sigma \times [0, 1/2] \). It is also note that \( E^{+}_{\mathbb{C}} \) is complex linear isomorphic to the complex vector bundle \((E, J)\), with the isomorphism is given by \( \Psi : (E, J) \rightarrow E^{+}_{\mathbb{C}}, \Psi(e) = \frac{1}{2}(\text{Id} - iJ)e \). Thus the first Chern class \( c_1(E, J) = c_1(E^{+}_{\mathbb{C}}) \) can be represented by a differential form \( c_1(E, J, \nabla) = c_1(E^{+}_{\mathbb{C}}, \nabla^{E^{+}_{\mathbb{C}}}) \) with compact support. We define

\[
c_1(E, \Omega, J) := [c_1(E^{+}_{\mathbb{C}}, \nabla^{E^{+}_{\mathbb{C}}})]_c \in \mathbb{H}^2_{\text{deR,comp}}(\Sigma_\circ, \mathbb{R})
\]

(2.15)

the de Rham cohomology class of \( c_1(E^{+}_{\mathbb{C}}, \nabla^{E^{+}_{\mathbb{C}}}) \) with compact support, see e.g. [6, Chapter 1] for the definition of de Rham cohomology with compact support, where \( \Sigma_\circ := \Sigma\setminus\partial \Sigma \). Denote

\[
J(E, \Omega, J) = \{ J' \in J(E, \Omega) : J' = J \text{ on a collar neighborhood of } \partial \Sigma \}.
\]

From the following Remak 2.15, the class \( c_1(E, \Omega, J) \) is independent of the complex structure \( J' \in J(E, \Omega, J) \) and the peripheral connections, so it is well-defined. Note that

\[
\int_{\Sigma} c_1(T^{1,0}\Sigma, \nabla^{T^{1,0}\Sigma}) = \chi(\Sigma) = 2 - 2g - q,
\]

where \( q \) denotes the number of components in \( \partial \Sigma \). Hence

**Proposition 2.14.** For any \( J' \in J(E, \Omega, J) \), and \( \nabla \) is any peripheral connection on \( E \), then

\[
\int_{\Sigma} \alpha_\pm(z) d\mu_g = \mp 2 \int_{\Sigma} c_1(E, \Omega, J') + \frac{\dim E}{2} \chi(\Sigma),
\]

where \( c_1(E, \Omega, J') \) denotes the cohomology class with compact support, which is defined by (2.15).

**Remark 2.15.** From Lemma 2.12, the terms \( \int_{\Sigma} \alpha_\pm(z) d\mu_g \) are independent of the compatible complex structures in \( J(E, \Omega, J) \) and the peripheral connections. From the above proposition, the first Chern class \( c_1(E, \Omega, J') \) with compact support is also independent of \( J' \in J(E, \Omega, J) \) and the peripheral connection \( \nabla \).
Substituting (2.14) into (2.10), one gets

\begin{equation}
\text{sign}(\mathcal{E}, \Omega) = 4 \int_{\Sigma} c_1(\mathcal{E}, \Omega, J) + h_\infty(\wedge^-) - h_\infty(\wedge^+) + \eta(A_{J}).
\end{equation}

2.3.3. Limiting values of extended $L^2$-sections. In this subsection, we will calculate the terms $h_\infty(\wedge^\pm)$ and show $h_\infty(\wedge^-) = h_\infty(\wedge^+)$. By Atiyah-Patodi-Singer index theorem [2, Theorem 3.10], one has

\begin{equation}
\text{Index}(d^-_p) = \int_{\Sigma} \alpha_-(z)dz - \frac{\dim H^0(\partial \Sigma, \mathcal{E}) - \eta(A_{J})}{2}.
\end{equation}

On the other hand, we have

\begin{equation}
\text{Index}(d^-_p) + h_\infty(\wedge^-) = L^2 \text{Index}(d^-).
\end{equation}

Following [2, (3.20)–(3.25)], we consider the operator $(d^-)^*$, then

\begin{equation}
(d^-)^* = -(\sigma^-)^{-1} \left( \frac{\partial}{\partial u} + \sigma^- A_J(\sigma^-)^{-1} \right).
\end{equation}

Since $\eta(\sigma^- A_J(\sigma^-)^{-1}) = \eta(A_J)$, so

\begin{equation}
\text{Index}(d^-)^*_p + h_\infty(\mathcal{E}_c) = L^2 \text{Index}(d^-)^* = -L^2 \text{Index}(d^-),
\end{equation}

\begin{equation}
\text{Index}(d^-)^*_p = -\int_{\Sigma} \alpha_-(z)dz - \frac{\dim H^0(\partial \Sigma, \mathcal{E}) + \eta(A_{J})}{2}.
\end{equation}

Combining with the above equalities, we have

\begin{equation}
h_\infty(\mathcal{E}_c) + h_\infty(\wedge^-) = \dim H^0(\partial \Sigma, \mathcal{E}).
\end{equation}

Denote by $\mathcal{K}^-$ the set of all extended $L^2$-solutions of $(d^-)^* \phi = 0$ in $\wedge^-$, that is, for any $\phi \in \mathcal{K}^-$, one has $d^* \phi = 0$ and $\phi$ is with valued in $\wedge^-$, and in the cylinder $\partial \Sigma \times (-\infty, u_0]$ for some large negative $u_0$, we can write

\begin{equation}
\phi = \psi + \theta
\end{equation}

where $\psi = \psi_0 + \psi_1 du \in \text{Ker}(\sigma^- A_J(\sigma^-)^{-1})$ and $\theta \in \text{Ker}(d^-)^* \cap L^2(\hat{\Sigma}, \wedge^-)$ is a $L^2$-section in $\wedge^-$ (hence decaying exponentially). From Proposition 2.2, one has $d\theta = 0$. For any $J \in \mathcal{J}(\mathcal{E}, \Omega)$ and extend it to the vector bundle $\mathcal{E}$ over $\hat{\Sigma}$ such that $J = J(x)$ on $\partial \Sigma \times (-\infty, u_0]$. By the definition of $\sigma^-$, see Section 2.3.1, then $[d, \sigma^-] = 0$. Since $\psi \in \text{Ker}(\sigma^- A_J(\sigma^-)^{-1})$ and by (2.9) so $(\sigma^-)^{-1}\psi \in \text{Ker}(A_J) = \text{Ker} d$. Hence $d\psi = d\sigma^- (\sigma^-)^{-1}\psi = \sigma^- d(\sigma^-)^{-1}\psi = 0$, which follows all elements of $\mathcal{K}^-$ are harmonic. Denote by $\delta^- : \mathcal{K}^- \to H^1(\Sigma, \mathcal{E}_c)$ the natural map, then

\begin{equation}
*J(\psi_0 + \psi_1 du) = -(\psi_0 + \psi_1 du), \quad *J(\theta) = -\theta.
\end{equation}

If moreover, $\psi_0 = 0$, then $*J(\psi_1 du) = -\psi_1 du$. However, since $*du = -\frac{dx}{|dx|}$, so we conclude that $\psi_1 = 0$, and so $\phi = \theta \in \text{Ker}(d^-)^* \cap L^2(\hat{\Sigma}, \wedge^-)$, then

\begin{equation}
\text{Ker}(\delta^-) = \text{Ker}(d^-)^* \cap L^2(\hat{\Sigma}, \wedge^-),
\end{equation}

\begin{equation}
\text{dim} \text{Ker}(\delta^-) = \frac{\dim H^0(\partial \Sigma, \mathcal{E}) - \eta(A_{J})}{2}.
\end{equation}

Finally, we get

\begin{equation}
h_\infty(\mathcal{E}_c) \geq \frac{1}{2} \dim H^0(\partial \Sigma, \mathcal{E}) - \frac{1}{2} \eta(A_{J}).
\end{equation}
where $\iota^* : H^1(\Sigma, \mathcal{E}_\mathbb{C}) \to H^1(\partial \Sigma, \mathcal{E}_\mathbb{C})$ is the induced map on cohomology by restriction. By the definition of limit values of extended $L^2$-sections [2], $h_\infty(\wedge^-)$ is the dimension of subspace of all $\psi$, so $h_\infty(\wedge^-) = \dim(\mathcal{K}^- / \ker(d^-) \cap L^2(\Sigma, \wedge^-))$, and we have

$$h_\infty(\wedge^-) = \dim(\mathcal{K}^- / \ker(\iota^*\delta^-)) = \dim \text{Im}(\iota^*\delta^-) \leq \dim \text{Im}(\iota^*).$$

**Lemma 2.16.** We have

$$\dim \text{Im}(\iota^*) = \dim H^0(\partial \Sigma, \mathcal{E}) - \dim H^0(\Sigma, \mathcal{E}).$$

**Proof.** From the following exact sequence

$$\cdots \to H^1(\Sigma, \mathcal{E}_\mathbb{C}) \xrightarrow{\iota^*} H^1(\partial \Sigma, \mathcal{E}_\mathbb{C}) \xrightarrow{\alpha^*} H^2(\Sigma, \partial \Sigma, \mathcal{E}_\mathbb{C}) \xrightarrow{\beta^*} H^2(\Sigma, \mathcal{E}_\mathbb{C}) \to 0,$$

one has

$$H^1(\partial \Sigma, \mathcal{E}_\mathbb{C}) / \text{Im} \iota^* \cong H^1(\partial \Sigma, \mathcal{E}_\mathbb{C}) / \ker \alpha^* \cong \text{Im} \alpha^* \cong \ker \beta^*,$$

and

$$H^2(\Sigma, \partial \Sigma, \mathcal{E}_\mathbb{C}) / \ker \beta^* \cong \text{Im} \beta^* \cong H^2(\Sigma, \mathcal{E}_\mathbb{C}).$$

Hence

$$\dim \text{Im}(\iota^*) = \dim H^1(\partial \Sigma, \mathcal{E}_\mathbb{C}) - (\dim H^2(\Sigma, \partial \Sigma, \mathcal{E}_\mathbb{C}) - \dim H^2(\Sigma, \mathcal{E}_\mathbb{C}))$$

$$= \dim H^0(\partial \Sigma, \mathcal{E}_\mathbb{C}) - (\dim H^0(\Sigma, \mathcal{E}_\mathbb{C}) - \dim H^0(\Sigma, \mathcal{E}_\mathbb{C}))$$

$$= \dim H^0(\partial \Sigma, \mathcal{E}) - (\dim H^0(\Sigma, \mathcal{E}) - \dim H^2(\Sigma, \mathcal{E}))$$

$$= \dim H^0(\partial \Sigma, \mathcal{E}) - \dim H^0(\Sigma, \mathcal{E}),$$

where the second equality by the Poincaré duality, and the third equality by considering the real dimension, the last equality follows from the fact that $\dim H^2(\Sigma, \mathcal{E}) = 0$. \qed

Hence

$$(2.20) \quad h_\infty(\wedge^-) \leq \dim \text{Im}(\iota^*) = \dim H^0(\partial \Sigma, \mathcal{E}) - \dim H^0(\Sigma, \mathcal{E}).$$

On the other hand, we can also consider the term $h_\infty(\mathcal{E}_\mathbb{C})$. Denote by $\mathcal{K}_0^-$ the set of all extended $L^2$ solutions of $d^-\phi = 0$ in $\mathcal{E}_\mathbb{C}$, so that for any $\phi \in \mathcal{K}_0^-$, one has $d\phi = 0$. In the cylinder $\partial \Sigma \times (-\infty, u_0]$, we can write $\phi = \psi + \theta$ where $\psi \in \ker(A_j)$ is a harmonic section on $\partial \Sigma$ and $\theta$ is a $L^2$ harmonic section. From (2.6) and (2.9), one has $d\psi = d\theta = 0$. Hence $d\phi = 0$ for any $\phi \in \mathcal{K}_0^-$. Denote by $\delta^- : \mathcal{K}_0^- \to H^0(\Sigma, \mathcal{E}_\mathbb{C})$ the natural map, then

$$\ker(\iota_0^*\delta^-) = \ker(d) \cap L^2(\widehat{\Sigma}, \mathcal{E}_\mathbb{C}),$$

where $\iota_0^*$ is defined by

$$\cdots \to 0 \xrightarrow{\beta^*} H^0(\Sigma, \mathcal{E}_\mathbb{C}) \xrightarrow{\iota_0^*} H^0(\partial \Sigma, \mathcal{E}_\mathbb{C}) \to \cdots$$
Since $h_\infty$ is the dimension of the space of all $\psi$, so $h_\infty(\mathcal{E}_\mathcal{C}) = \dim(\mathcal{K}_0^- / \text{Ker}(d) \cap L^2(\Sigma, \mathcal{E}_\mathcal{C}))$, and we have

$$h_\infty(\mathcal{E}_\mathcal{C}) = \dim(\mathcal{K}_0^- / \text{Ker}(i^*_0 \delta_0^-)) = \dim \text{Im}(i^*_0 \delta_0^-) \leq \dim \text{Im}(i^*_0) = \dim H^0(\Sigma, \mathcal{E}).$$

(2.21)

From (2.19), (2.20) and (2.21), we obtain

$$h_\infty(\wedge^-) = \dim H^0(\partial \Sigma, \mathcal{E}) - \dim H^0(\Sigma, \mathcal{E})$$

Similarly, one has

$$h_\infty(\wedge^+) = \dim H^0(\partial \Sigma, \mathcal{E}) - \dim H^0(\Sigma, \mathcal{E}) = h_\infty(\wedge^-).$$

Substituting (2.22) into (2.16), we obtain a formula for signature:

**Theorem 2.17.** The signature is given by

$$\text{sign}(\mathcal{E}, \Omega) = 4 \int_\Sigma c_1(\mathcal{E}, \Omega, J) + \eta(A_J).$$

(2.23)

3. Toledo invariant

In this section, we will recall the definition of Toledo invariant $T(\Sigma, \rho)$ and prove

$$T(\Sigma, \rho) = 2 \int_\Sigma c_1(\mathcal{E}, \Omega, J) - \frac{1}{2\pi} \sum_{i=1}^q \int_{c_i} \bar{J}^* \alpha_i$$

for any $J \in J_0(\mathcal{E}, \Omega)$, see (3.15) for the definition of $J_0(\mathcal{E}, \Omega)$, where $\alpha_i$ is a $\rho(c_i)$-invariant one form with $d\alpha_i = \omega_{\rho(c_i)}$, see (3.19). The Rho invariant is defined by

$$\rho(\partial \Sigma) = \frac{1}{\pi} \sum_{i=1}^q \int_{c_i} \bar{J}^* \alpha_i + \eta(A_J),$$

see Definition 3.9. From Theorem 2.17, we obtain

**Theorem 3.1.** The signature is given by

$$\text{sign}(\mathcal{E}, \Omega) = 2 T(\Sigma, \rho) + \rho(\partial \Sigma).$$

(3.1)

**Remark 3.2.** Following [3], if we consider the unitary representation, i.e.

$$\rho : \pi_1(\Sigma) \to U(n) = \{A + iB \in U(n)\} \cong \left\{ Z = \begin{pmatrix} A & B \\ -B & A \end{pmatrix} \in \text{Sp}(2n, \mathbb{R}) \right\}.$$ 

Then $[Z, J] = 0$ where $J = \begin{pmatrix} 0 & -I_n \\ I_n & 0 \end{pmatrix}$ is the standard complex structure. Hence $J \in J_0(\mathcal{E}, \Omega)$, and so

$$T(\Sigma, \rho) = 2 \int_\Sigma c_1(\mathcal{E}, \Omega, J) - \frac{1}{2\pi} \sum_{i=1}^q \int_{c_i} \bar{J}^* \alpha_i$$

$$= \frac{1}{2\pi} \int_\Sigma \bar{J}^* \omega_{\rho(c_i)} - \frac{1}{2\pi} \sum_{i=1}^q \int_{c_i} \bar{J}^* \alpha_i = 0,$$
where the second equality by Section 3.2.1, and
\[ \rho(\partial \Sigma) = \frac{1}{\pi} \sum_{i=1}^{q} \int_{c_i} \bar{\gamma}^* \alpha_i + \eta(A_j) = \eta(A_j). \]
Thus, Theorem 3.1 gives
\[ \text{sign}(\mathcal{E}, \Omega) = \rho(\partial \Sigma) = \eta(A_j), \]
which is agree with [3, Theorem 2.2, Theorem 2.4].

3.1. Definition of Toledo invariant. Let \( \Sigma \) be a connected oriented surface with boundary \( \partial \Sigma \), and \( \rho : \pi_1(\Sigma) \to G \) be a surface group representation into a Lie group \( G \) which is of Hermitian type. Burger, Iozzi and Wienhard [8, Section 1.1] introduced the definition of Toledo invariant \( T(\Sigma, \rho) \), which generalizes the Toledo invariant for closed surface case.

A Lie group \( G \) is of Hermitian type if it is connected, semisimple with finite center and no compact factors, and if the associated symmetric space is Hermitian. Let \( G \) be a group of Hermitian type so that in particular the associated symmetric space \( \mathcal{X} \) is Hermitian of noncompact type, then \( \mathcal{X} \) carries a unique Hermitian (normalized) metric of minimal holomorphic sectional curvature \(-1\).

The associated Kähler form \( \omega_\mathcal{X} \) is in \( \Omega^2(\mathcal{X})^G \) the space of \( G \)-invariant 2-forms on \( \mathcal{X} \). A Lie group \( G \) is of type (RH) if it is connected reductive with compact center and the quotient \( G/G_c \) by the largest connected compact normal subgroup \( G_c \) is of Hermitian type. By the van Est isomorphism [54], \( \Omega^2(\mathcal{X})^G \cong H^2_c(G, \mathbb{R}) \), where \( H^*_c(G, \mathbb{R}) \) denotes the continuous cohomology of the group \( G \) with \( \mathbb{R} \)-trivial coefficients, there exists a unique class \( \kappa_G \in H^2_c(G, \mathbb{R}) \) corresponding to the Kähler form \( \omega_\mathcal{X} \), and thus gives rise to a bounded Kähler class \( \kappa^b_G \in H^2_{c,b}(G, \mathbb{R}) \) by the isomorphism [10], \( H^2_{c,b}(G, \mathbb{R}) \cong H^2_{c,b}(G, \mathbb{R}) \), where \( H^*_{c,b}(G, \mathbb{R}) \) denotes the bounded continuous cohomology. In fact, \( \kappa^b_G \in H^2_{c,b}(G, \mathbb{R}) \) is defined by a bounded cocycle
\[ c(g_0, g_1, g_2) = \frac{1}{2\pi} \int_{\triangle(g_0 x, g_1 x, g_2 x)} \omega_\mathcal{X}, \]
where \( \triangle(g_0 x, g_1 x, g_2 x) \) is a geodesic triangle with ordered vertices \( g_0 x, g_1 x, g_2 x \) for some base point \( x \in \mathcal{X} \).

By Gromov isomorphism [26], one has
\[ \rho^*_b(\kappa^b_G) \in H^2_c(\pi_1(\Sigma), \mathbb{R}) \cong H^2_c(\Sigma, \mathbb{R}). \]
The canonical map \( j_{\partial \Sigma} : H^2_c(\Sigma, \partial \Sigma, \mathbb{R}) \to H^2_c(\Sigma, \mathbb{R}) \) from singular bounded cohomology relative to \( \partial \Sigma \) to singular bounded cohomology is an isomorphism. Then the Toledo invariant is defined as
\[ T(\Sigma, \rho) = (j_{\partial \Sigma}^{-1} \rho^*_b(\kappa^b_G), [\Sigma, \partial \Sigma]), \]
where \( j_{\partial \Sigma}^{-1} \rho^*_b(\kappa^b_G) \) is considered as an ordinary relative cohomology class and \( [\Sigma, \partial \Sigma] \in H_2(\Sigma, \partial \Sigma, \mathbb{Z}) \cong \mathbb{Z} \) denotes the relative fundamental class.
3.2. Relation to the first Chern class. In this subsection, we will prove
\[ T(\Sigma, \rho) = 2 \int_{\Sigma} c_1(E, \Omega, J) - \frac{1}{2\pi} \sum_{i=1}^q \int_{c_i} \tilde{J}^* \alpha_i. \]
We will divide it into two steps: in the first step we will prove
\[ \int_{\Sigma} c_1(E, \Omega, J) = \frac{1}{2\pi} \int_{\Sigma} \tilde{J}^* \omega_{D^H_\infty}, \]
and in the second step we will prove
\[ T(\Sigma, \rho) = \frac{1}{2\pi} \int_{\Sigma} \tilde{J}^* \omega_{D^H_\infty} - \frac{1}{2\pi} \sum_{i=1}^q \int_{c_i} \tilde{J}^* \alpha_i. \]

3.2.1. Flat bundle and pullback bundle. In this subsection, we will prove the
first step. Let \( \rho : \pi_1(\Sigma) \to \text{Sp}(E, \Omega) \) be a surface group representation into a
real symplectic group \( \text{Sp}(E, \Omega) \). The maximal compact subgroup of
\( \text{Sp}(E, \Omega) \) is a unitary group \( \text{U}(E, \Omega) \), and the space \( \mathcal{J}(E, \Omega) \) of all compatible complex
structures is isomorphic to
\[ \mathcal{J}(E, \Omega) \cong \text{Sp}(E, \Omega)/\text{U}(E, \Omega), \]
which is a Hermitian symmetric space of non-compact type.

By taking a symplectic basis such that the symplectic form \( \Omega \) is given by the
following matrix
\[
\Omega = \begin{pmatrix}
0 & I_n \\
-I_n & 0
\end{pmatrix},
\]
then \( \text{Sp}(E, \Omega) \cong \text{Sp}(2n, \mathbb{R}) \) and \( \text{U}(E, \Omega) \cong \text{U}(n) \cong \text{Sp}(2n, \mathbb{R}) \cap \text{SO}(2n) \) is a
maximal compact subgroup of \( \text{Sp}(2n, \mathbb{R}) \), \dim E = 2n, and the space \( \mathcal{J}(E, \Omega) \cong \text{Sp}(2n, \mathbb{R})/\text{U}(n) \) can be identified with Siegel disk:
\[ D^H_\infty := \{ W \in \mathfrak{gl}(n, \mathbb{C}) : W = W^\top, I_n - W^2 > 0 \}, \]
see e.g. [29, Chapter VIII, §7]. In fact, the identification is given by the following map
\[
\sigma : \text{Sp}(2n, \mathbb{R})/\text{U}(n) \to D^H_\infty,
\sigma : g \mapsto ((C + B)i + (D - A))((C - B)i + (D + A))^{-1},
\]
is a holomorphic diffeomorphism, where \( g = \begin{pmatrix} A & B \\ C & D \end{pmatrix} \), \( A^\top C \) and \( D^\top B \) are
symmetric and \( A^\top D - C^\top B = I_n \), see [29, Page 399]. By this identification, the
representation \( \rho : \pi_1(\Sigma) \to \text{Sp}(E, \Omega) \) induces a canonical representation from
\( \pi_1(\Sigma) \) into the holomorphic automorphism group \( \text{Aut}(D^H_\infty) \), we also denote it
by \( \rho \), see (3.4) and (3.7).

Let \( \omega_{D^H_\infty} \) be the Kähler form such that its holomorphic sectional curvature is
in \([−1, −1/n]\). From Appendix 5.2, one has
\[ \omega_{D^H_\infty} := -2i\tilde{\partial}\bar{\partial} \log \det(I_n - \bar{W}W). \]
For the bounded symmetric domain \( D^H_\infty \), we consider a trivial symplectic vector
bundle over it, i.e.
\[ (F, \Omega) := D^H_\infty \times (\mathbb{R}^{2n}, \Omega) \to D^H_\infty, \]
where $\Omega$ is given by (3.3). There exists a canonical complex structure $J_F$ on $F$, which is defined as follows:

\[
J_F(W) := \begin{pmatrix}
-\Im A + \Im B & \Re A + \Re B \\
-\Re A + \Re B & -\Im A - \Im B
\end{pmatrix} = U \begin{pmatrix}
iA & iB \\
-iB & -iA
\end{pmatrix} U^{-1},
\]

where

\[
U = \begin{pmatrix}
-iI_n & iI_n \\
I_n & I_n
\end{pmatrix}, \quad U^{-1} = \begin{pmatrix}
\frac{i}{2}I_n & \frac{1}{2}I_n \\
-\frac{1}{2}I_n & \frac{1}{2}I_n
\end{pmatrix},
\]

and

\[
A = -(I_n - WW)^{-1}(I_n + WW), \quad B = 2(I_n - WW)^{-1}W.
\]

Thus

\[
W = (I_n - A)^{-1}B.
\]

**Proposition 3.3.** $J_F \in J(F, \Omega)$.

*Proof.* By using $(I_n - WW)^{-1}W = W(I_n - WW)^{-1}$, one can get $A^2 - BB = I_n$ and $AB = B\overline{A}$, so $J_F(W)^2 = -I_{2n}$. On the other hand,

\[
\Omega J_F(W) = \Omega U \begin{pmatrix}
iA & iB \\
-iB & -iA
\end{pmatrix} U^{-1} = U(U^{-1} \Omega U) \begin{pmatrix}
iA & iB \\
-iB & -iA
\end{pmatrix} U^{-1}
\]

\[
= U \begin{pmatrix}
iI_n & 0 \\
0 & -iI_n
\end{pmatrix} \begin{pmatrix}
iA & iB \\
-iB & -iA
\end{pmatrix} U^{-1} = -U \begin{pmatrix}
A & B \\
\overline{B} & \overline{A}
\end{pmatrix} U^{-1}
\]

\[
= -U \left(-\overline{B}A^{-1}I_n \right)^{-1} \begin{pmatrix}
A & 0 \\
0 & \overline{A}B^{-1}
\end{pmatrix} \left(\begin{pmatrix}
I_n & 0 \\
\overline{B}A^{-1} & I_n
\end{pmatrix} \right)^{-1} U^{-1}.
\]

Since $A$ is strictly negative definite and $\overline{A}B^{-1}B = -(I_n - WW)(I_n + WW)^{-1}$ is also strictly negative definite, so $\Omega J_F(W)$ is strictly positive definite, which means that $\Omega(\cdot, J_F(W)\cdot) > 0$. Now we show that $\Omega$ is $J_F(W)$-invariant, and $J_F(W)^T \Omega J_F(W) = \Omega$ is equivalent to $\Omega J_F(W)$ being symmetric. So

\[
\Omega J_F(W) = -U \begin{pmatrix}
A & B \\
\overline{B} & \overline{A}
\end{pmatrix} U^{-1} = -\begin{pmatrix}
\Re A - \Re B & \Im A + \Im B \\
-\Im A + \Im B & \Re A + \Re B
\end{pmatrix},
\]

and note that $A^* = A$, $B^\top = B$, so $(\Omega J_F(W))^\top = \Omega J_F(W)$. Therefore, $J_F \in J(F, \Omega)$. \hfill \Box

**Remark 3.4.** The complex structure $J_F$ is also a smooth map $J : D_n^{III} \to J(\mathbb{R}^{2n}, \Omega)$. One can check that it is a bijection. For any $Z \in \text{Sp}(2n, \mathbb{R})$, then $ZJ_FZ^{-1} \in J(\mathbb{R}^{2n}, \Omega)$, and the induced action on $D_n^{III}$ is given by

\[
Z(W) = (Z_1W + Z_2)(\overline{Z_2}W + \overline{Z_1})^{-1} \in D_n^{III},
\]
where $Z_1$ and $Z_2$ is defined by $Z = U \begin{pmatrix} Z_1 \\ Z_2 \end{pmatrix} U^{-1}$. The isomorphism
\[ \text{Sp}(2n, \mathbb{R}) / U(n) \cong J(\mathbb{R}^{2n}, \Omega) \]
is given by $Z \cdot U(n) \mapsto ZJZ^{-1}$, where $J = \begin{pmatrix} 0 & -I_n \\ I_n & 0 \end{pmatrix}$ and $U(n) \cong \{ Z \in \text{Sp}(2n, \mathbb{R}) : ZJZ^{-1} = J \}$.

Hence $(F, J_F)$ is a complex vector bundle over $\mathbb{D}_n^\text{III}$. Next we will give a complex connection
on the complex vector bundle. Note that
\[
\begin{pmatrix} iA & iB \\ -iB & -iA \end{pmatrix} = \begin{pmatrix} I_n & -W \\ W & -I_n \end{pmatrix} \begin{pmatrix} -iI_n & 0 \\ 0 & iI_n \end{pmatrix} \begin{pmatrix} I_n & -W \\ W & -I_n \end{pmatrix}^{-1},
\]
if we set
\[
V = U \begin{pmatrix} I_n & -W \\ W & -I_n \end{pmatrix} = \begin{pmatrix} -i(I_n - W) & -i(I_n - W) \\ I_n + W & -I_n - W \end{pmatrix},
\]
then
\[
J_F = V \begin{pmatrix} -iI_n & 0 \\ 0 & iI_n \end{pmatrix} V^{-1}.
\]
One can define a connection on $F_C$ by
\[
\nabla^F = V \begin{pmatrix} d + (I_n - W W)^{-1} \bar{\partial}(I_n - W W) \\ 0 \\ d + (I_n - W W)^{-1} \partial(I_n - W W) \end{pmatrix} V^{-1}.
\]
One can check that $\nabla^F = \bar{\nabla}^F$ and $\nabla^F J_F = J_F \nabla^F$. Hence $\nabla^F$ gives rise
 to a complex connection on the complex vector bundle $(F, J_F)$. By a direct
calculation, one has $\nabla^F = d + C$, where
\[
C = V \begin{pmatrix} 0 & (I_n - W W)^{-1} d W \\ (I_n - W W)^{-1} d W & 0 \end{pmatrix} V^{-1},
\]
and $C$ satisfies $C = \bar{C}$ and $C^T \Omega + \Omega C = 0$, i.e. $C \in \mathfrak{sp}(2n, \mathbb{R})$.

The symplectic form $\Omega$ defines a Hermitian metric on $F_C$ by $(\cdot, \cdot) = 2\Omega(\cdot, J_F \cdot)$. Let $F_C = F_C^+ \oplus F_C^-$ be the decomposition of $F_C$ corresponding to the $\pm i$-eigenspaces
of $J_F$. Let $\{ f_i, 1 \leq i \leq n \}$ denote a frame of $F_C^-$ and $\{ \tilde{f}_i, 1 \leq i \leq n \}$ denote
a frame of $F_C^+$. Here we take $\tilde{f}_j = V_j^k f_k$ where $\{ f_j, 1 \leq j \leq 2n \}$ denotes
the standard basis of $\mathbb{R}^{2n}$. With respect to the frame $\{ \tilde{f}_i, 1 \leq i \leq 2n \}$, the
Hermitian metric is given by the following matrix
\[
2\Omega(V \cdot, J_F V \cdot) = 2V^T \Omega J_F V = 2(V^* \Omega J_F V)^T = 4 \begin{pmatrix} I_n - W W & 0 \\ 0 & I_n - W W \end{pmatrix}
\]
where the second equality since $\Omega J_F$ is symmetric. Thus $\nabla^F|_{F_C^+}$ is a Chern
connection of the holomorphic Hermitian vector bundle $(F_C^+, 2\Omega(V \cdot, J_F V \cdot)|_{F_C^+})$.

The first Chern form is
\[
c_1(F_C^+, \nabla^F|_{F_C^+}) = \frac{i}{2\pi} \bar{\partial} \partial \log \det(I_n - W W) = \frac{1}{2} \cdot \frac{1}{2\pi} \omega_{\mathbb{D}_n^\text{III}}.
\]
For any representation \( \rho : \pi_1(\Sigma) \to \text{Sp}(E, \Omega) \), and any \( J \in \mathcal{J}(E, \Omega) \), it gives a \( \rho \)-equivariant map from \( \tilde{\Sigma} \) into \( \mathcal{J}(E, \Omega) \). Using the following identification
\[
\mathcal{J}(E, \Omega) \cong D_{n}^\text{III},
\]
see Remark 3.4, the \( J \in \mathcal{J}(E, \Omega) \) defines a \( \rho \)-equivariant map by
\[
\tilde{J} : \tilde{\Sigma} \to D_{n}^\text{III}, \quad z \mapsto W = \tilde{J}(z) = J_F^{-1}(J(z)).
\]
Here \( J(z) \in \mathcal{J}(E, \Omega) \cong \mathcal{J}(\mathbb{R}^{2n}, \Omega) \), where the isomorphism \( \mathcal{J}(E, \Omega) \cong (\mathbb{R}^{2n}, \Omega) \) is given by identified the symplectic basis of \( (E, \Omega) \) with the standard basis of \( (\mathbb{R}^{2n}, \Omega) \). The \( \rho \)-equivariant map \( \tilde{J} : \tilde{\Sigma} \to D_{n}^\text{III} \) is also equivalent to the complex structure \( J \) which is a smooth section of the associated bundle \( \tilde{\Sigma} \times_\rho D_{n}^\text{III} \to \Sigma \).

There is a vector bundle
\[
F_\rho := \tilde{\Sigma} \times_\rho F = \tilde{\Sigma} \times_\rho (D_{n}^\text{III} \times \mathbb{R}^{2n})
\]
over \( \tilde{\Sigma} \times_\rho D_{n}^\text{III} \). By pullback, \( J^*F_\rho \) is a vector bundle over \( \Sigma \). The complex structure \( J_F \) on \( F \) defines a canonical complex structure on \( F_\rho \) by
\[
J_{F_\rho}([z, W, e]) := [z, W, J_F(W)e],
\]
where \([z, W, e] \in F_\rho\). Thus \( (J^*F_\rho, J^*J_F) \) is a complex vector bundle. One can check that the identification \( (E, \Omega) \cong (\mathbb{R}^{2n}, \Omega) \) induces a complex linear symplectic isomorphism between \( (J^*F_\rho, J^*J_F) \) and \( (\mathcal{E}, J, \Omega) \), where \( J^{*}\Omega \) denotes the induced symplectic form on \( F_\rho \). In fact, the pullback bundle \( J^*F_\rho \) is the space of all elements \((z_0, [z, W, e]) \in \Sigma \times (\tilde{\Sigma} \times_\rho (D_{n}^\text{III} \times \mathbb{R}^{2n}))\) with \( J(z_0) = [z, W] \in \tilde{\Sigma} \times_\rho D_{n}^\text{III} \), the identification \( (\mathbb{R}^{2n}, \Omega) \cong (E, \Omega) \) gives rise to the desired isomorphism \( \tau : (z_0, [z, W, e]) \mapsto [z, e] \).

For the flat symplectic vector bundle \((F_\rho, J_{F_\rho}, \Omega)\), by complexification, we consider the complex vector bundle \((F_\rho)_{\mathbb{C}}\), it has the following decomposition
\[
(F_\rho)_{\mathbb{C}} = (F_\rho)_{\mathbb{C}}^+ \oplus (F_\rho)_{\mathbb{C}}^- = (\tilde{\Sigma} \times_\rho F_{\mathbb{C}}^+) \oplus (\tilde{\Sigma} \times_\rho F_{\mathbb{C}}^-),
\]
where \((F_\rho)_{\mathbb{C}}^\pm\) denotes the \( \pm i \)-eigenspaces of \( J_{F_\rho} \). The Hermitian metric \((\cdot, \cdot) = 2\Omega(\cdot, J_{F_\rho})\) on \( F_\rho \) induces a well-defined Hermitian metric \((\cdot, \cdot)_\rho = \Omega(\cdot, J_{F_\rho})\) on \((F_\rho)_{\mathbb{C}}\). Similar to (3.9), with respect to the frame \([\{z, W, f_j\}, 1 \leq j \leq 2n]\), the Hermitian matrix of the Hermitian metric is
\[
(\cdot, \cdot)_\rho = 2\Omega(V, J_{F_\rho}V) = 4 \begin{pmatrix} I_n - \overline{WW} & 0 \\ 0 & I_n - W\overline{W} \end{pmatrix}.
\]
On the other hand, there exists a connection \( \nabla^{F_\rho} \) on \( F_\rho \), in terms of the local frame \([\{z, W, f_j\}, 1 \leq j \leq 2n]\), it is given by
\[
\nabla^{F_\rho} = \begin{pmatrix} d + (I_n - \overline{WW})^{-1}\partial(I_n - W\overline{W}) & 0 \\ 0 & d + (I_n - W\overline{W})^{-1}\partial(I_n - \overline{WW}) \end{pmatrix},
\]
which is just the induced connection from \( \nabla^F \). Moreover, \( \nabla^{F_\rho} \) is a complex linear connection on \((F_\rho, J_{F_\rho})\), i.e. \([\nabla^{F_\rho}, J_{F_\rho}] = 0\), and \( \nabla^{F_\rho} \) preserves the Hermitian metric \((\cdot, \cdot)_\rho = 2\Omega(\cdot, J_{F_\rho})\). Similar to (3.10), the first Chern form of the
connection is

\[(3.13) \quad c_1((F_{\rho})_c^+, \nabla F_{\rho}|_{(F_{\rho})_c^+}) = \frac{i}{2\pi} \text{Tr}_{(F_{\rho})_c^+}((\nabla F_{\rho})^2) = \frac{1}{4\pi} \omega_{D_n^{III}}.\]

Since the two form \(\omega_{D_n^{III}}\) is invariant under the action of \(\text{Aut}(D_n^{III})\), so it defines a well-defined two form on \(\tilde{\Sigma} \times_{\rho} D_n^{III}\), we denote it also by \(\omega_{D_n^{III}}\). Hence \(J^*\omega_{D_n^{III}}\) is a two form on \(\Sigma\). In fact, the pullback two form \(J^*\omega_{D_n^{III}}\) is a \(\rho\)-equivariant two form on \(\tilde{\Sigma}\), so it descends to a two form on \(\Sigma\), which is just \(J^*\omega_{D_n^{III}}\). Moreover, by (3.13), one has

\[(3.14) \quad J^*c_1((F_{\rho})_c^+, \nabla F_{\rho}|_{(F_{\rho})_c^+}) = \frac{i}{2\pi} \text{Tr}_{(F_{\rho})_c^+}((J^*\nabla F_{\rho})^2) = \frac{1}{4\pi} J^*\omega_{D_n^{III}} = \frac{1}{4\pi} J^*\omega_{D_n^{III}}.\]

When restricted to a small collar neighborhood of \(\partial \Sigma\), \(\mathcal{E} \cong p^*(\mathcal{E}|_{\partial \Sigma})\) near the boundary, where \(p : \partial \Sigma \times [0,1] \to \partial \Sigma\) denotes the natural projection. For any compatible complex structure on \(\mathcal{E}|_{\partial \Sigma}\), the pullback of the complex structure by \(p\) gives a compatible complex structure \(J\) on \(\mathcal{E}\) near the boundary. Denote

\[(3.15) \quad J_o(\mathcal{E}, \Omega) = \{J \in J(\mathcal{E}, \Omega)|J = p^*J\text{ on a small collar neighborhood of }\partial \Sigma, \text{ where } J \in J(\mathcal{E}|_{\partial \Sigma}, \Omega)\}.\]

For any \(J \in J_o(\mathcal{E}, \Omega)\), one has \(J = J(x)\) and \(JW = W(x)\) depends only on \(x\) near \(\partial \Sigma\).

**Proposition 3.5.** For any \(J \in J_o(\mathcal{E}, \Omega)\), the pullback connection \(J^*\nabla F_{\rho}\) is a peripheral connection on \(J^*F_{\rho}\).

**Proof.** The pullback complex structure \(J\) depends only on \(x\), so \(J^*\nabla F_{\rho}\) has the form \(d + C(x)dx\). Since \(\nabla F_{\rho}\) is a complex linear connection on \((F_{\rho}, J_{F_{\rho}})\), so

\[
[J^*\nabla F_{\rho}, J^*J_{F_{\rho}}] = J^*[(\nabla F_{\rho}, J_{F_{\rho}})] = 0.
\]

By the definition of \(\nabla F\), it preserves the standard symplectic form \(\Omega\) on \(\mathbb{R}^{2n}\), so the induced connection \(\nabla F_{\rho}\) also preserves the induced symplectic form \(\Omega\) on \(F_{\rho}\), hence the pullback connection \(J^*\nabla F_{\rho}\) preserves \(J^*\Omega\). Thus the connection \(J^*\nabla F_{\rho}\) is a peripheral connection on \(J^*F_{\rho}\). \(\square\)

**Proposition 3.6.** For any \(J \in J_o(\mathcal{E}, \Omega)\), one has

\[c_1(\mathcal{E}, \Omega, J) = \frac{1}{4\pi}[J^*\omega_{D_n^{III}}]_c,\]

where \([\bullet]_c\) denotes the de Rham class with compact support.

**Proof.** Since \(J^*\nabla F_{\rho}\) is a peripheral connection, by (3.14), \(J^*\omega_{D_n^{III}}\) has compact support. On the other hand, there is a natural complex linear symplectic isomorphism \(\tau\) between the two vector bundles \((J^*F_{\rho}, J^*J_{F_{\rho}}, J^*\Omega)\) and \((\mathcal{E}, J, \Omega)\), one can check that \(\tau J^*\nabla F_{\rho}\tau^{-1}\) is a peripheral connection on \(\mathcal{E}\). From Remark
2.15, one has
\[ c_1(\mathcal{E}, \Omega, J) = \left[ \frac{i}{2\pi} \text{Tr}(F_\tau)^+ \left( (\tau J^* \nabla F_\tau - 1)^2 \right) \right]_c \]
\[ = \left[ \frac{i}{2\pi} \text{Tr}(F_\tau)^+ \left( (J^* \nabla F_\tau)^2 \right) \right]_c \]
\[ = \frac{1}{4\pi} [J^* \omega_{D_{1n}}]_c = \frac{1}{4\pi} [\overline{J}^* \omega_{D_{1n}}]_c, \]
which completes the proof. \(\square\)

3.2.2. **Invariant Kähler potential.** In this section, for any point \(W_0 \in \overline{D_{1n}}\), we will give an isotropy group \(K_{W_0}\)-invariant (up to a constant) Kähler potential \(\psi_{W_0}\) of \(\frac{1}{2}\omega_{D_{1n}}\), i.e., \(i\partial \bar{\partial} \psi_{W_0} = \frac{1}{2} \omega_{D_{1n}}\) and \(L^* \psi_{W_0} = \psi_{W_0} + c_L\) where \(c_L\) is a constant depending only on \(L\), and \(L \in K_{W_0} := \{ L \in \text{Sp}(2n, \mathbb{R}) : L(W_0) = W_0 \}\).

For any \(L \in K_{W_0}\), we assume that
\[ L = U \begin{pmatrix} a & b \\ \bar{b} & \bar{a} \end{pmatrix} U^{-1} \in \text{Sp}(2n, \mathbb{R}) \]
for some complex \(n \times n\) matrices \(a, b\), see e.g. \([47, \text{Page 71}]\). Since \(L_0 \in K_{W_0}\), i.e. \(L(W_0) := \lim_{W \to W_0} L(W) = W_0\), which follows that \(aW_0 + b = W_0(bW_0 + \bar{a})\) by \((3.7)\), and is equivalent to
\[ (a - W_0 b)W_0 = W_0 \bar{a} - b. \]
Now we define
\[ \psi_{W_0}(W) := - \log (|\det(\overline{W_0}W - I_n)|^{-2} \det(I_n - \overline{W}W)) \]
Then
\[ |\det(\overline{W_0}L(W) - I_n)|^{-2} \det(I_n - \overline{L(W)}L(W)) \]
\[ = |\det((\overline{W_0}a - \overline{b})W + \overline{W_0}b - \overline{\tau})|^{-2} \det(I_n - \overline{W}W) \]
\[ = |\det(\overline{a} - \overline{W_0}b)|^{-2} \det(\overline{W_0}W - I_n)|^{-2} \det(I_n - \overline{W}W). \]
which follows that
\[ L^* \psi_{W_0}(W) = \psi_{W_0} \circ L(W) = \psi_{W_0}(W) + 2 \log |\det(\overline{a} - \overline{W_0}b)|, \]
that is, \(\psi_{W_0}\) is \(L\)-invariant up to a constant. Therefore

**Proposition 3.7.** For any \(W \in \overline{D_{1n}}\), there exists a \(K_{W}\)-invariant (up to a constant) Kähler potential \(\psi_W\) with \(i\partial \bar{\partial} \psi_W = \frac{1}{2} \omega_{D_{1n}}\).

**Remark 3.8.** Denote by
\[ \mathbb{H}_n = \{ Z \in \mathbb{C}^{n \times n} | \text{Im } Z > 0 \} \]
the Siegel upper half plane, and
\[ \Phi : D_{1n} \to \mathbb{H}_n, \quad Z = \Phi(W) = i(I_n - W)(I_n + W)^{-1} \]
the identification between $D_n^{III}$ and $\mathbb{H}_n$. The induced action of $L \in \text{Sp}(2n, \mathbb{R})$ on $\mathbb{H}_n$ is the generalized Möbius transformation. Moreover,
\[
\det \text{Im} \, Z = |\det(I_n + W)|^{-2} \det(I_n - \overline{W}W).
\]
Suppose
\[
L = U \begin{pmatrix} a & b \\ \overline{b} & \overline{a} \end{pmatrix} U^{-1} = \begin{pmatrix} L_1 & L_2 \\ L_3 & L_4 \end{pmatrix} \in \text{Sp}(2n, \mathbb{R}),
\]
where $L_3 = \frac{i}{2}(a - \overline{a}) + \frac{i}{2}(\overline{b} - b)$. Then $W_0 = -I_n$ is a fixed point of $L$ is equivalent to $b - \overline{b} = a - \overline{a}$, and so $L_3 = 0$. Hence $L(-I_n) = -I_n$ if and only if $L$ has the following matrix form
\[
L = \begin{pmatrix} L_1 & L_2 \\ 0 & L_4 \end{pmatrix} \in \text{Sp}(2n, \mathbb{R}).
\]
Thus the Kähler potential can be given by
\[
(3.18) \quad \psi = -\log \det \text{Im} \, Z.
\]

Let $\Sigma$ be a surface with boundary $\partial \Sigma = \bigcup_{i=1}^q c_i$. For each $i$, $L_i := \rho(c_i) \in \text{Sp}(2n, \mathbb{R})$, by Proposition 3.7, there exists a Kähler potential $\psi_i$ of $\frac{1}{2}\omega_{D_n^{III}}$, which is invariant under $L_i$ up to a constant. Set $d^c = -i(\partial - \overline{\partial})$, which satisfies $dd^c = 2i\partial\overline{\partial}$. Then
\[
(3.19) \quad \alpha_i := d^c \psi_i
\]
is $L_i$-invariant one form and $d\alpha_i = dd^c \psi_i = \omega_{D_n^{III}}$.

Let $\chi_i(u) \in [0, 1]$ be a smooth function on $\tilde{\Sigma}$ satisfies
\[
\chi_i(u) = \begin{cases} 
1, & u \in c_i \times [0, 1/2]; \\
0, & u \in \Sigma \setminus (c_i \times [0, 3/4]).
\end{cases}
\]
For any $J \in \mathcal{J}(\mathcal{E}, \Omega)$, which is equivalent to a $\rho$-equivariant map $\tilde{J}: \tilde{\Sigma} \to D_n^{III}$, then the two form
\[
\frac{1}{4\pi} \tilde{J}^* \omega_{D_n^{III}} - \frac{1}{4\pi} \sum_{i=1}^q d(\chi_i \tilde{J}^* \alpha_i)
\]
is $\rho$-equivariant on $\tilde{\Sigma}$, and so it descends to a two form on $\Sigma$. Moreover, it has compact support on $\Sigma$. By the same proof as in [39, Proposition-definition 4.1], the cohomology class \([\frac{1}{4\pi} \tilde{J}^* \omega_{D_n^{III}} - \frac{1}{4\pi} \sum_{i=1}^q d(\chi_i \tilde{J}^* \alpha_i)]_c\) with compact support depends only on the conjugate class of the representation $\rho$ (independent of $\tilde{J}$). Following [39], we set
\[
\left[\rho^* \omega_{D_n^{III}}\right]_c = \left[\tilde{J}^* \omega_{D_n^{III}} - \sum_{i=1}^q d(\chi_i \tilde{J}^* \alpha_i)\right]_c.
\]
For any $J \in \mathcal{J}_o(E, \Omega)$, both $\tilde{J}^*\omega_{D_{III}^n}$ and $d(\chi_i \tilde{J}^*\alpha_i)$ have compact support on $\Sigma_o$, and by Proposition 3.6, one has

$$c_1(E, \Omega, J) = \frac{1}{4\pi} \left[ \rho^*\omega_{D_{III}^n} \right]_c + \frac{1}{4\pi} \sum_{i=1}^q d(\chi_i \tilde{J}^*\alpha_i).$$

Hence

$$\int_{\Sigma} c_1(E, \Omega, J) = \frac{1}{4\pi} \int_{\Sigma} \left[ \rho^*\omega_{D_{III}^n} \right]_c + \frac{1}{4\pi} \sum_{i=1}^q \int_{c_i} \tilde{J}^*\alpha_i.$$

**Definition 3.9 (Rho invariant).** For a representation $\rho : \pi_1(\Sigma) \to \text{Sp}(E, \Omega)$, we define the Rho invariant by

$$(3.20) \quad \rho(\partial \Sigma) = \frac{1}{\pi} \sum_{i=1}^q \int_{c_i} \tilde{J}^*\alpha_i + \eta(A_J).$$

**Remark 3.10.** From the formula (0.3) for signature, the Rho invariant $\rho(\partial \Sigma)$ is independent of the complex structure $J$, and just depends on the representations of the boundary $\partial \Sigma$. The Rho invariant was firstly introduced by Atiyah, Patodi and Singer [3, Theorem 2.4] considered the unitary representations on boundary. In particular, if the representation of boundary can be extended to a unitary representation of the whole manifold, then the signature of the representation can be expressed in terms of the signature of trivial representation and the Rho invariant. For the case of surfaces, the Rho invariant defined in (3.20) is a natural generalization to the real symplectic group.

3.2.3. Toledo invariant and pullback forms with compact support. In this subsection, we will prove the second step, i.e.

$$(3.21) \quad T(\Sigma, \rho) = \frac{1}{2\pi} \int_{\Sigma} \left[ \rho^*\omega_{D_{III}^n} \right]_c = \frac{1}{2\pi} \int_{\Sigma} \tilde{J}^*\omega_{D_{III}^n} \frac{1}{2\pi} \sum_{i=1}^q \int_{c_i} \tilde{J}^*\alpha_i.$$

Firstly, we will recall some definitions on the cohomology group of a topological space with a group action, we refer to [34] and the references therein. Let $X$ be a topological space and $G$ be a group acting continuously on $X$. For any $k > 0$, one can define the space

$$F^k_{alt}(X, \mathbb{R}) = \{ f : X^{k+1} \to \mathbb{R} | f \text{ is alternating} \}.$$

Let $F^k_{alt}(X, \mathbb{R})^G$ denote the subspace of $G$-invariant functions, where the action of $G$ on $F^k_{alt}(X, \mathbb{R})$ is given by

$$(g \cdot f)(x_0, \ldots, x_k) = f(g^{-1}x_0, \ldots, g^{-1}x_k),$$

for any $f \in F^k_{alt}(X, \mathbb{R})$ and $g \in G$. The natural coboundary operator $\delta_k : F^k_{alt}(X, \mathbb{R}) \to F^{k+1}_{alt}(X, \mathbb{R})$ is given by

$$(\delta_k f)(x_0, \ldots, x_{k+1}) = \sum_{i=0}^{k+1} (-1)^i f(x_0, \ldots, \hat{x}_i, \ldots, x_{k+1}),$$

where $\hat{x}_i$ denotes the $i$th coordinate.
which also gives a coboundary operator on the complex $F^*_{alt}(X, \mathbb{R})^G$. The cohomology $H^*(X; G, \mathbb{R})$ is defined as the cohomology of this complex. Define $F^*_{alt,b}(X, \mathbb{R})$ as the subspace of $F^*_{alt}(X, \mathbb{R})$ consisting of bounded alternating functions. The coboundary operator restricts to the complex $F^*_{alt,b}(X, \mathbb{R})^G$ and so it defines a cohomology, denoted by $H^*_b(X; G, \mathbb{R})$, see [16] and also [34, Section 3]. In particular, for a manifold $X$, $H^*_b(\tilde{X}; \pi_1(X), \mathbb{R}) \cong H^*_b(\pi_1(X), \mathbb{R})$.

Similarly, if $G$ is a semisimple Lie group and $X$ is the associated symmetric space, one can also define the complex for the continuous (resp. bounded) and alternating functions, we denote this complex by $C^*_{c,b}(X, \mathbb{R})$ (resp. $C^*_{c,b}(X, \mathbb{R})_{alt}$). Then the continuous cohomology $H^*_c(G, \mathbb{R})$ (resp. $H^*_c(G, \mathbb{R})$) can be isomorphically computed by the cohomology of $G$-invariant complex $C^*_c(X, \mathbb{R})_{alt}$ (resp. $C^*_c(X, \mathbb{R})_{alt}$), see [27, Chapitre III] and [48, Corollary 7.4.10].

If $X$ is a countable CW-complex, then one can define the cohomology groups $H^*_b(X, \mathbb{R})$ and $H^*_b(X, A, \mathbb{R})$ associated to the complex $C^*_b(X, \mathbb{R})$ of bounded real-valued cochains on $X$ and the subcomplex $C^*_b(X, A, \mathbb{R})$ of the bounded cochains that vanish on simplices with image contained in $A$, respectively. Let $C^*_b(\tilde{X}, \mathbb{R})_{alt}$ denote the complex of bounded, alternating real-valued Borel functions on $\tilde{X}^{k+1}$, then the cohomology of $\pi_1(X)$-invariant complex $C^*_b(\tilde{X}, \mathbb{R})_{alt}$ is isomorphic to $H^*_b(X, \mathbb{R})$, see [30] and also [34, Section 2].

Next, we will show $T(\Sigma, \rho) = \frac{1}{2\pi} \int_{\Sigma} \left[ \rho^* \omega_\text{DIII} \right]$. Let $\Sigma$ be a connected oriented surface with boundary $\partial \Sigma$, $\Sigma_o := \Sigma \setminus \partial \Sigma$. Consider a representation $\rho : \pi_1(\Sigma) \to G$ where $G = \text{Sp}(2n, \mathbb{R})$. Denote by $X := G/K$ the associated symmetric space, which can identified with the bounded symmetric domain $D_n^{\text{III}}$ of type III, we denote

$$\omega := \omega_\text{DIII}$$

for simplicity. The Kähler form $\omega$ gives the cohomology classes $\kappa_G \in H^2_c(G, \mathbb{R})$ and $\kappa_G \in H^2_{c,b}(G, \mathbb{R})$ which both correspond to the cochain $c_\omega$ defined by (3.2).

The natural inclusion $C^*_c(X, \mathbb{R})_{alt} \subset F^*_{alt,b}(X, \mathbb{R})$ induces a homomorphism $i_G : H^*_b(G, \mathbb{R}) \to H^*_b(X; G, \mathbb{R})$. Then we have the following commutative diagram:

$$
\begin{array}{ccc}
H^2_b(X; G, \mathbb{R}) & \xrightarrow{f^*_b} & H^2_b(\tilde{X}; \pi_1(\Sigma), \mathbb{R}) \\
\uparrow{i_G} & & \uparrow{i_\Sigma} \\
H^2_{c,b}(G, \mathbb{R}) & \xrightarrow{\rho^*_b} & H^2_b(\pi_1(\Sigma), \mathbb{R})
\end{array}
$$

see [34, Page 58], where $f^*_b$ is induced from any $\rho$-equivariant map $f : \tilde{\Sigma} \to \tilde{X}$, $i_\Sigma$ is the Gromov isomorphism. Then the cochain representing the class $i_\Sigma \rho^*_b(\kappa_G)$ is given by

$$\frac{1}{2\pi} \int_{\text{Str}(\rho)} f^* \omega,$$

(3.22)
where $\sigma \in C_2(\tilde{\Sigma}, \mathbb{R})$ is any two dimensional singular simplex on $\tilde{\Sigma}$, $\text{Str}(\sigma) = \Delta(v_1, v_2, v_3)$ denotes the geodesic 2-simplex, $v_1, v_2, v_3$ are the vertices of $\sigma$. Denote

$$[f^*\omega]_b := 2\pi i_\Sigma \rho_b^*(\kappa_G^b) = 2\pi f_b^* i_G(\kappa_G^b).$$

For any $\rho$-equivariant map $f : \tilde{\Sigma} \to \mathbb{D}^n$, then the differential form

$$f^*\omega - \sum_{i=1}^q d(\chi_i f^*\alpha_i)$$

descends to a well-defined form on $\Sigma$, and has compact support in $\Sigma_o$. Then it defines a relative bounded class

$$\left[f^*\omega - \sum_{i=1}^q d(\chi_i f^*\alpha_i)\right]_{r,b} \in H^2(\Sigma, \partial \Sigma, \mathbb{R}).$$

Note that the natural inclusion $C^2_0(\Sigma, \partial \Sigma, \mathbb{R}) \to C^2_0(\Sigma, \mathbb{R})$ induces the following isomorphism

$$j_{\partial \Sigma} : H^2_0(\Sigma, \partial \Sigma, \mathbb{R}) \to H^2_0(\Sigma, \mathbb{R}),$$

see [8, §2.2, (2.e)]. Hence

$$j_{\partial \Sigma} \left(\left[f^*\omega - \sum_{i=1}^q d(\chi_i f^*\alpha_i)\right]_{r,b}\right) = \left[f^*\omega - \sum_{i=1}^q d(\chi_i f^*\alpha_i)\right]_{b} \in H^2(\Sigma, \mathbb{R}).$$

Since $\chi_i f^*\alpha_i$ is a one form on $\Sigma$, which can be viewed as a $\pi_1(\Sigma)$-invariant one form on $\tilde{\Sigma}$, and it defines a cochain in $\pi_1(\Sigma)$-invariant alternating complex $C^1(\tilde{\Sigma}, \mathbb{R})_{\pi_1(\Sigma)}^{\text{alt}}$. More precisely, the cochain is given by

$$(\chi_i f^*\alpha_i)(\sigma) := \int_{\text{Str}(\sigma)} \chi_i f^*\alpha_i,$$

where $\sigma$ is any one dimensional singular simplex in $\tilde{\Sigma}$, and $\text{Str}(\sigma) = \Delta(v_1, v_2)$ denotes the geodesic 1-simplex, $v_1$ and $v_2$ are two vertices of $\sigma$. The $\ell^\infty$-norm for cochain is defined by

$$\|\bullet\|_\infty := \sup_{\sigma \in C_1(\tilde{\Sigma}, \mathbb{R})} |\bullet(\sigma)|.$$

Hence

$$\left(\sum_{i=1}^q \chi_i f^*\alpha_i\right)_{\infty} \leq \sum_{i=1}^q \|\chi_i f^*\alpha_i\|_\infty \leq \sum_{i=1}^q \|f^*\alpha_i\|_\infty \leq \sum_{i=1}^q \|\alpha_i\|_\infty.$$  \hfill (3.23)

**Proposition 3.11.** For $\alpha = d^c \psi_W$, where $d^c := -i(\bar{\partial} - \partial)$, then $\|\alpha\|_\infty \leq n\pi$.

**Proof.** For any $W \in \mathbb{D}^n$, let $\psi_W$ be any $K_W$-invariant (up to a constant) Kähler potential. Let $\gamma(t)$ be a geodesic with $\gamma(0) = Q \in \mathbb{D}^n$ and $\gamma(\infty) = W$. Then $\gamma$ is contained in a maximal flat $F$ which is a totally real subspace. The following argument is basically due to Domic-Toledo [14]. The difficult case is when $W$ is an ideal point. If $W$ is regular, $K_W$ is MAN where $N$ is a minimal parabolic
group. If $J$ denotes a complex structure, then $J\gamma'(t)$ is tangent to the orbit $N\gamma(t)$ since $J\gamma'(t)$ is orthogonal to the geodesic and $N\gamma(t)$ contains all the directions orthogonal to $F$.

If $W$ is singular, $K_W$ is $M'\Lambda'N'$ where $N'$ contains $N$ [18]. Hence $J\gamma'(t)$ is tangent to the orbit $N'\gamma(t)$.

Then
\[ d^c\psi_W(\gamma'(t)) = d\psi_W(J\gamma'(t)) = 0 \]
since $\psi_W$ is $K_W$-invariant. This shows that $\alpha = d^c\psi_W$ is zero along $\gamma$.

Hence, for any $Q, R \in D^\text{II}_n$ with geodesic $\gamma(Q, R)$ connecting them,
\[ \int_{\gamma(Q, R)} \alpha = \int_{\gamma(Q, R)} d^c\psi_W = \int_{\Delta(W, Q, R)} dd^c\psi_W = \int_{\Delta(W, Q, R)} \omega_{D^\text{II}_n}. \]
By [14, Theorem 1], one has
\[ \left| \int_{\gamma(Q, R)} \alpha \right| \leq \left| \int_{\Delta(W, Q, R)} \omega_{D^\text{II}_n} \right| \leq \sup_{\Delta} \left| \int_{\Delta} \omega_{D^\text{II}_n} \right| \leq n\pi. \]
This shows that $||\alpha||_\infty \leq n\pi$. \qed

From the above proposition and (3.23), one has
\[ \left\| \sum_{i=1}^q \chi_i f^*\alpha_i \right\|_\infty \leq \sum_{i=1}^q ||\alpha_i||_\infty \leq q \cdot n\pi, \]
which means that $\sum_{i=1}^q \chi_i f^*\alpha_i$ defines a bounded cochain in $C^*_b\left(\tilde{\Sigma}, \mathbb{R}\right)_{\text{alt}}(\Sigma)$, and so
\[ \left[ \sum_{i=1}^q d(\chi_i f^*\alpha_i) \right]_b = 0 \in H^*_b(\Sigma, \mathbb{R}). \]
Hence
\[ j_{\partial \Sigma} \left( \left[ f^*\omega - \sum_{i=1}^q d(\chi_i f^*\alpha_i) \right]_{r, b} \right) = \left[ f^*\omega - \sum_{i=1}^q d(\chi_i f^*\alpha_i) \right]_b = [f^*\omega]_b. \]

There exist the following natural maps
\[ H^*_b(\Sigma, \partial\Sigma, \mathbb{R}) \xrightarrow{c} H^2(\Sigma, \partial\Sigma, \mathbb{R}) \xrightarrow{j^*_{\partial}} H^2_{\text{comp}}(\Sigma_o, \mathbb{R}) \xrightarrow{D} H^2_{dR,\text{comp}}(\Sigma_o, \mathbb{R}) \]
where $c$ is the canonical map induced from the inclusion $C^2_b(\Sigma, \partial\Sigma, \mathbb{R}) \subset C^2_b(\Sigma, \mathbb{R})$, $j^*_{\partial}$ is the natural map from the singular cohomology with compact support to the relative singular cohomology, which is an isomorphism. Recall that the singular cohomology with compact support is the complex $C^*_{\text{comp}}(\Sigma, \mathbb{R})$ of all cochains have compact support; a cochain $u \in C^*(\Sigma_o, \mathbb{R})$ has compact support if and only if there exists a compact set $K \subset \Sigma_o$ such that $u \in C^*(\Sigma_o, \Sigma_o - K, \mathbb{R})$, see [42, Chapter IX,§3]. The map $D$ is the de Rham map between the singular cohomology with compact support and de Rham cohomology with compact support, which is also an isomorphism, see e.g. [42, Appendix, Page 261]. Under
these canonical maps and note that \( f^*\omega - \sum_{i=1}^n d(\chi_i f^*\alpha_i) \) is also a differential form on \( \Sigma_o \) with compact support, so
\[
Dj_o^{-1}c \circ j_o^{-1}([f^*\omega]) = \left[ f^*\omega - \sum_{i=1}^q d(\chi_i f^*\alpha_i) \right] \in H^2_{dR,\text{comp}}(\Sigma_o, \mathbb{R}).
\]
Hence the Toledo invariant can be given by
\[
T(\Sigma, \rho) = \langle j_o^{-1}i_o^*\rho_b(\kappa_G^b)[\Sigma, \partial \Sigma] \rangle = 1/2 \pi \int_{\Sigma} \left[ \rho^*\omega \right]_c.
\]

**Remark 3.12.** When \( \partial \Sigma \neq \emptyset \) and \( G = \text{PU}(1, m) \), Koziarz and Maubon [39, Proposition-Definition 4.1] introduced the invariant \( 1/2 \pi \int_{\Sigma} [\rho^*\omega]_c \) by using the de Rham cohomology with compact support. In fact, the invariant can be shown to be equal to the Toledo invariant defined by Burger-Iozzi-Wi enhard, see [8, Remark 6].

4. Milnor-Wood inequality

In this section, by using the formula for signature, we will prove a Milnor-Wood type inequality for signature and obtain some modified Milnor-Wood inequalities for Toledo invariant.

4.1. A Milnor-Wood type inequality for signature. Let \( \rho : \pi_1(\Sigma) \to \text{Sp}(E, \Omega) \) be a representation, we have
\[
\text{sign}(E, \Omega) = 2T(\Sigma, \rho) + \frac{1}{\pi} \sum_{i=1}^q \int_{\Sigma_i} \eta(A_J^i) + \eta(A_J) = 2T(\Sigma, \rho) + \rho(\partial \Sigma).
\]

**Lemma 4.1.** The indices of \( d^-_P \) and \( d^+_P \) can be given by
\[
\text{Index}(d^+_P) = \pm \frac{1}{2} \text{sign}(E, \Omega) + \frac{\dim E - \dim H^0(\partial \Sigma, \mathcal{E})}{2}.
\]

**Proof.** For the index of \( d^-_P \), by (2.8), one has
\[
\text{Index}(d^-_P) = \int_{\Sigma} \alpha_-(z) d\mu_g - \eta(A_J^i) + \dim \text{Ker} A_J^i = \int_{\Sigma} \alpha_-(z) d\mu_g + \eta(A_J) - \dim H^0(\partial \Sigma, \mathcal{E}) = \frac{\dim E}{2} \chi(\Sigma) + \frac{1}{2} \text{sign}(E, \Omega) - \frac{\dim H^0(\partial \Sigma, \mathcal{E})}{2}.
\]
where the second equality by \( \eta(A_j^\perp) = -\eta(A_j) \) and (2.9), the third equality by Proposition 2.14, and the last equality by Theorem 2.17. Similarly, we can also obtain

\[
\text{Index}(d^+_p) = \frac{\dim E}{2} \chi(\Sigma) - \frac{1}{2} \text{sign}(\mathcal{E}, \Omega) - \frac{\dim H^0(\partial \Sigma, \mathcal{E})}{2}.
\]

\[\square\]

From the above lemma and using \( L^2 \text{Index}(d^\pm) = \text{Index}(d^\pm_p) + h_\infty(\wedge^\pm) \), one has

\[
\pm \frac{1}{2} \text{sign}(\mathcal{E}, \Omega) = -\frac{\dim E}{2} \chi(\Sigma) + \frac{\dim H^0(\partial \Sigma, \mathcal{E})}{2} + \text{Index}(d^+_p)
= -\frac{\dim E}{2} \chi(\Sigma) + \frac{\dim H^0(\partial \Sigma, \mathcal{E})}{2} - h_\infty(\wedge^\pm) + L^2 \text{Index}(d^\pm).
\]

Here the \( L^2 \)-index is given by

\[
L^2 \text{Index}(d^\pm) = \dim \mathbb{C} \ker(d^\pm) \cap L^2(\Sigma, \mathcal{E}_\mathbb{C}) - \dim \mathbb{C} \ker(d^\pm)^* \cap L^2(\Sigma, \wedge^\pm)
= \dim \mathbb{C} \mathcal{H}^0(\Sigma, \mathcal{E}_\mathbb{C}) - \dim \mathbb{C} \ker(d^\pm)^* \cap L^2(\Sigma, \wedge^\pm)
= \dim \text{Im}(H^0(\Sigma, \partial \Sigma, \mathcal{E}) \to H^0(\Sigma, \mathcal{E})) - \dim \mathbb{C} \ker(d^\pm)^* \cap L^2(\Sigma, \wedge^\pm),
\]

where the second equality follows from (2.6) and the last equality follows from [2, Proposition 4.9]. Since \( H^0(\Sigma, \partial \Sigma, \mathcal{E}) = \{0\} \), so

\[
L^2 \text{Index}(d^\pm) = -\dim \mathbb{C} \ker(d^\pm)^* \cap L^2(\Sigma, \wedge^\pm).
\]

On the other hand, by (2.22), one has

\[
\dim H^0(\partial \Sigma, \mathcal{E}) - h_\infty(\wedge^\pm) = \dim H^0(\Sigma, \mathcal{E}).
\]

Hence

\[
(4.1) \quad \pm \frac{1}{2} \text{sign}(\mathcal{E}, \Omega) = -\frac{\dim E}{2} \chi(\Sigma) - \frac{\dim H^0(\partial \Sigma, \mathcal{E})}{2} + \dim H^0(\Sigma, \mathcal{E}) - \dim \mathbb{C} \ker(d^\pm)^* \cap L^2(\Sigma, \wedge^\pm).
\]

**Remark 4.2.** From the above equality, one gets immediately

\[
(4.2) \quad \dim \text{Im}(H^1(\Sigma, \partial \Sigma, \mathcal{E}) \to H^1(\Sigma, \mathcal{E}))
= -\dim E \cdot \chi(\Sigma) - \dim H^0(\partial \Sigma, \mathcal{E}) + 2 \dim H^0(\Sigma, \mathcal{E}).
\]

In fact, by Proposition 2.3, one has

\[
\text{sign}(\mathcal{E}, \Omega) = \dim \mathbb{C} \ker(d^+) \cap L^2(\Sigma, \wedge^+) - \dim \mathbb{C} \ker(d^-)^* \cap L^2(\Sigma, \wedge^-).
\]

On the other hand, by Proposition 2.2 and [2, Proposition 4.9], one has

\[
\dim \text{Im}(H^1(\Sigma, \partial \Sigma, \mathcal{E}) \to H^1(\Sigma, \mathcal{E}))
= \dim \mathbb{C} \ker(d^-)^* \cap L^2(\Sigma, \wedge^-) + \dim \mathbb{C} \ker(d^+) \cap L^2(\Sigma, \wedge^+).
\]

Hence we obtain (4.2) by combining with (4.1).
Remark 4.3. If $\partial \Sigma = \emptyset$, then $\frac{1}{2} \text{sign}(\mathcal{E}, \Omega) = T(\Sigma, \rho)$ and we have

$$\pm T(\Sigma, \rho) = -\frac{\dim E}{2} \cdot \chi(\Sigma) + \text{Index}(d^\Sigma)$$

$$= -\frac{\dim E}{2} \cdot \chi(\Sigma) + \dim H^0(\Sigma, \mathcal{E}) - \dim \text{Ker}(d^\Sigma)^*.$$  

The second equality follows from the observation: if $d^- a = 0$, then $da = d^+ a$, and so $da = *J da$, which follows that $(d^+)^* d^+ a = d^* da = 0$. A similar argument holds for $d^+$.

Lemma 4.4. If $\Sigma$ is a surface with genus $g \geq 1$, then the set of all representations $\rho$ such that $\{v \in E : \rho(a_i)v = v = \rho(b_i)v, 1 \leq i \leq g\} = \emptyset$ is dense in $\text{Hom}(\pi_1(\Sigma), \text{Sp}(E, \Omega))$, where $a_i, b_i \in \pi_1(\Sigma), 1 \leq i \leq g$ denote the generators in the interior of $\Sigma$.

Proof. Suppose that the boundary of $\Sigma$ is the union $\partial \Sigma = \bigsqcup_{j=1}^q c_j$ of oriented circles, the fundamental group of $\Sigma$ is

$$\pi_1(\Sigma) = \left\langle a_1, b_1, \ldots, a_g, b_g, c_1, \ldots, c_q : \prod_{i=1}^g [a_i, b_i] \prod_{j=1}^q c_j = e \right\rangle.$$

Then $\text{Hom}(\pi_1(\Sigma), \text{Sp}(E, \Omega))$ is the space of all homomorphisms with the relation

$$\prod_{i=1}^g [\rho(a_i), \rho(b_i)] \prod_{j=1}^q \rho(c_j) = \rho(e) = \text{Id}.$$  

If $1$ is an eigenvalue of $\rho(a_1) \in \text{Sp}(E, \Omega)$ and $\rho(b_1) \in \text{Sp}(E, \Omega)$, then by a small perturbation, we can find two families of operators $A_\epsilon, B_\epsilon \in \text{Sp}(E, \Omega)$ such that $1$ is not the an eigenvalue for $\epsilon > 0$ and

$$\lim_{\epsilon \to 0} A_\epsilon = \rho(a_1), \quad \lim_{\epsilon \to 0} B_\epsilon = \rho(b_1), \quad [A_\epsilon, B_\epsilon] = [\rho(a_1), \rho(b_1)].$$

for $\epsilon > 0$ small enough. In fact, the linear transformations $\sigma \in \text{Sp}(E, \Omega)$ and $\tau \in \text{Sp}(E, \Omega)$ with $1$ as an eigenvalue is equivalent to $\det(\sigma - \text{Id}) = 0$ and $\det(\tau - \text{Id}) = 0$, which defines a variety $H_1$ in $\text{Sp}(E, \Omega) \times \text{Sp}(E, \Omega)$, and $[\sigma, \tau] = [\rho(a_1), \rho(b_1)]$ is a variety $H_2$ in $\text{Sp}(E, \Omega) \times \text{Sp}(E, \Omega)$. One can see that $H_1 \cap H_2$ is a proper subvariety of $H_2$ since the polynomial $[\sigma, \tau] = [\rho(a_1), \rho(b_1)]$ is not a factor of the polynomials $\det(\tau - \text{Id})$ and $\det(\sigma - \text{Id})$. Thus we can find such $A_\epsilon, B_\epsilon$ in $H_2 \setminus (H_1 \cap H_2)$.

Now we can take $\rho_\epsilon$ by

$$\rho_\epsilon(a_1) = A_\epsilon, \quad \rho_\epsilon(b_1) = B_\epsilon, \quad \rho_\epsilon = \rho,$$  

when acting on other cycles.

Then $\rho_\epsilon \in \text{Hom}(\pi_1(\Sigma), \text{Sp}(E, \Omega))$ and has no global fixed point, and $\lim_{\epsilon \to 0} \rho_\epsilon = \rho$. Especially, $\{\rho_\epsilon\}$ is invariant when acting on boundary, i.e. $\rho_\epsilon(c_i) = \rho(c_i)$ for any $\epsilon > 0$. □
For any $s \in H^0(\Sigma, \mathcal{E})$, it can be viewed as a $\rho$-equivariant map $s = s^i(x)e_i \in E$, and $0 = ds = ds^i(x)e_i$, so $s^i(x) = s^i$ is constant, and $s = s^i e_i$ is a constant vector. The $\rho$-equivariant condition is $s^i(\gamma x)e_i = \rho(\gamma)^{-1}s^i(x)e_i$, which follows that $s = \rho(\gamma)^{-1}s$. Thus we obtain

$$H^0(\Sigma, \mathcal{E}) \cong \{ s \in E : s = \rho(\gamma)s, \forall \gamma \in \pi_1(\Sigma) \}.$$  

**Theorem 4.5.** The signature satisfies the following Milnor-Wood type inequality:

$$|\operatorname{sign}(\mathcal{E}, \Omega)| \leq \dim E \cdot |\chi(\Sigma)|.$$  

**Proof.** For $q \geq 2$, since

$$\dim H^0(\partial \Sigma, \mathcal{E}) \geq q \dim H^0(\Sigma, \mathcal{E}) \geq 2 \dim H^0(\partial \Sigma, \mathcal{E}),$$

so by (4.1), $\pm \operatorname{sign}(\mathcal{E}, \Omega) \leq \dim E |\chi(\Sigma)|$.

For $q \leq 1$, by the above lemma, if the genus $g \geq 1$, for any representation $\rho$, there exists a family representations $\rho_\varepsilon$ with $\rho_\varepsilon(\pi_1(\partial \Sigma)) = \rho(\pi_1(\partial \Sigma))$, each $\rho_\varepsilon$ has no global fixed point, and $\lim_{\varepsilon \to 0} \rho_\varepsilon = \rho$. Then $\dim H^0(\Sigma, \mathcal{E}) = 0$ for any $\varepsilon > 0$. Since the representations $\rho_\varepsilon$ are fixed on the boundary, so the eta invariant and $\int_{\alpha_i} \tilde{J}^* \alpha_i$ are fixed, hence the Rho invariant is fixed, $\rho_\varepsilon(\partial \Sigma) = \rho(\partial \Sigma)$. By [8, Corollary 8.11], the Toledo invariant is also fixed, i.e. $T(\Sigma, \rho_\varepsilon) = T(\Sigma, \rho)$. Hence the signature associated to $\rho_\varepsilon$ is independent of $\varepsilon$, and equals $\operatorname{sign}(\mathcal{E}, \Omega)$.

Thus

$$\pm \frac{1}{2} \operatorname{sign}(\mathcal{E}, \Omega) = \pm T(\Sigma, \rho_\varepsilon) \pm \frac{\rho_\varepsilon(\partial \Sigma)}{2}$$

$$= - \frac{\dim E}{2} |\chi(\Sigma)| - \frac{\dim H^0(\partial \Sigma, \mathcal{E})}{2} - \dim \operatorname{Ker}(d^* \cap L^2(\Sigma, \wedge^\Sigma))$$

$$\leq - \frac{\dim E}{2} |\chi(\Sigma)|,$$

which follows that $|\operatorname{sign}(\mathcal{E}, \Omega)| \leq \dim E \cdot |\chi(\Sigma)|$. If $g = 0$ and $q \leq 1$, then $\pi_1(\Sigma)$ is trivial, and so $\operatorname{sign}(\mathcal{E}, \Omega) = 0$.

Hence, we obtain

$$|\operatorname{sign}(\mathcal{E}, \Omega)| \leq \dim E \cdot \max\{-|\chi(\Sigma)|, 0\} \leq \dim E \cdot |\chi(\Sigma)|.$$  

The proof is complete. \hfill $\square$

If $\partial \Sigma = \emptyset$, then $\operatorname{sign}(\mathcal{E}, \Omega) = 2 T(\Sigma, \rho)$. So

**Corollary 4.6** (Turaev [53]). If $\rho \in \operatorname{Hom}(\pi_1(\Sigma), \operatorname{Sp}(E, \Omega))$ and $\partial \Sigma = \emptyset$, then

$$|T(\Sigma, \rho)| \leq \frac{\dim E}{2} |\chi(\Sigma)|.$$  

**Remark 4.7.** For the case $\partial \Sigma \neq \emptyset$ and $G$ is a group of Hermitian type, it was proved by Burger, Iozzi and Wienhard [8, Theorem 1 (1)] that

$$|T(\Sigma, \rho)| \leq \operatorname{rank}(G/K) |\chi(\Sigma)|.$$
The above inequality was also generalized to the higher dimensional case by using the isometric isomorphism of $j_\Omega$, see [7, Theorem 1, Corollary 2] or [36, Theorem 1.2]. More precisely,
\[
|T(\Sigma, \rho)| = |\langle j_\Omega^{-1} \iota_\Sigma \rho_b^* (\kappa_G^b), [\Sigma, \partial \Sigma] \rangle | \\
\leq \| j_\Omega^{-1} \iota_\Sigma \rho_b^* (\kappa_G^b) \| \cdot \| [\Sigma, \partial \Sigma] \|_1 \\
= \| \rho_b^* (\kappa_G^b) \| \cdot \| [\Sigma, \partial \Sigma] \|_1 \\
\leq \| \kappa_G^b \| \cdot \| [\Sigma, \partial \Sigma] \|_1 \\
= \text{rank}(G/K) \cdot |\chi(\Sigma)|,
\]
where the third equality since $j_\Omega$ is an isometric isomorphism and the Gromov isomorphism $i_\Sigma$ is also isometric, the fourth inequality by the fact that the pullback is norm decreasing, and the last equality since $\| \kappa_G^b \| = \frac{\text{rank}(G/K)}{2} \text{ and } \| [\Sigma, \partial \Sigma] \|_1 = 2|\chi(\Sigma)|$.

4.2. Modified Milnor-Wood inequalities. In this subsection, we will give definitions of hyperbolic, elliptic and parabolic elements in $\text{Sp}(2n, \mathbb{R})$, and obtain some modified inequalities for Toledo invariant.

**Definition 4.8.** Let $(E, \Omega)$ be a real symplectic vector space. We define that $L \in \text{Sp}(E, \Omega)$ is hyperbolic if all the eigenvalues $\lambda$ are $|\lambda| \neq 1$. We define that $L$ is elliptic if it is semisimple and all the eigenvalues $\lambda$ are $|\lambda| = 1$ and $\lambda \neq \pm 1$. If all the eigenvalues of $L$ are $\pm 1$, $L$ is called parabolic.

**Proposition 4.9.** Let $(E, \Omega)$ be a symplectic vector space and let $L \in \text{Sp}(E, \Omega)$. There exists a unique $\Omega$-orthogonal decomposition $E = E_h \oplus E_{eu} \oplus E_{u+} \oplus E_{u-}$ (called hyperbolic/elliptic-unipotent/unipotent decomposition) such that $L|_{E_h}$ is hyperbolic, $L|_{E_{eu}}$ is a product of elliptic $L_e$ and unipotent part $L_u$, $L|_{E_{u+}}$ and $-L|_{E_{u-}}$ are unipotent. Furthermore, $L|_{E_h}$ commutes with an involution $I$ such that $I^* \Omega = -\Omega$ and there exists an almost complex structure $J$ compatible with $\Omega$ such that $IJI = -J$. The elliptic part $L_e$ commutes with an almost complex structure $J$ compatible with $\Omega$ and it fixes a point in the symmetric space $F_\lambda$ of almost complex structures on $E_{eu}$ which are compatible with the restriction of $\Omega$ to $E_{eu}$.

**Proof.** The complexified vector space $E \otimes \mathbb{C}$ splits into characteristic subspaces of $L$, $E \otimes \mathbb{C} = \bigoplus_\lambda E_\lambda$, $E_\lambda = \ker(L - \lambda I_m)^N$ for $N \geq \dim(E) = m$. If $\lambda, \mu$ are eigenvalues and $\lambda \mu \neq 1$, then $E_\lambda$ and $E_\mu$ are $\Omega$-orthogonal. Indeed, given $v \in E_\lambda$, the normalized powers $\lambda^{-k}L^k(v) =: P_v(k)$ depend polynomially on $k$. Therefore, if $w \in E_\mu$,
\[
(\lambda \mu)^{-k}\Omega(L^k(v), L^k(w)) = \Omega(P_v(k), P_w(k)) := Q(k)
\]
is a scalar polynomial in $k$. Since $\Omega$ is $L$-invariant, the function $k \mapsto (\lambda \mu)^k Q(k)$ is constant. If $\lambda \mu \neq 1$, this can happen only if $Q$ vanishes identically. In particular, $Q(0) = \Omega(v, w) = 0$. 
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Therefore the subspaces $E_{\lambda, R}, E_{\mu, R}$ where

$$E_{\lambda, R} := E \cap (E_\lambda + E_{1/\lambda} + E_{1/\lambda})$$

are mutually orthogonal when distinct.

Pick $\lambda$ such that $|\lambda| \neq 1$. Then $F_+ = E \cap (E_\lambda + E_{1/\lambda})$ is isotropic since $\lambda^2 \neq 1$. Since the restriction of $\Omega$ to $E_{\lambda, R}$ is nondegenerate, its $\Omega$-orthogonal in $E_{\lambda, R}$ is itself, thus $F_+$ is Lagrangian in $E_{\lambda, R}$. So is $F_- = E \cap (E_{1/\lambda} + E_{1/\lambda})$, and $E_{\lambda, R} = F_+ \oplus F_-$. Define $I_\lambda \in \text{End}(E_{\lambda, R})$ by $I_\lambda = \pm 1$ on $F_\pm$. Then $I_\lambda^2 = 1$ and $I_\lambda^* \Omega = -\Omega$. Since

$$\Omega(v, -I_\lambda J_\lambda v) = I_\lambda^* \Omega(I_\lambda v, -J_\lambda v) = -\Omega(I_\lambda v, -J_\lambda v) = \Omega(I_\lambda v, J_\lambda v),$$

the formula $J \mapsto -I_\lambda J_\lambda$ defines an isometric action on the space $J_\lambda$ of almost complex structures on $E_{\lambda, R}$ which are compatible with the restriction of $\Omega$ to $E_{\lambda, R}$. Since $J_\lambda$ is a symmetric space of noncompact type, and $I_\lambda^2 = 1$, the action has a fixed point $J_\lambda$, i.e. $I_\lambda J_\lambda J_\lambda = -J_\lambda$. Let

$$E_h = \bigoplus_{|\lambda| \neq 1} E_{\lambda, R}, \quad I_h = \bigoplus_{|\lambda| \neq 1} I_\lambda, \quad J_h = \bigoplus_{|\lambda| \neq 1} J_\lambda.$$

Then $J_h$ is compatible with $\Omega|_{E_h}, I_h$ is an involution, it commutes with $L|_{E_h}$ and maps $\Omega$ and $J_h$ to their opposites. Thus $L|_{E_h}$ is hyperbolic with desired properties.

Let $\lambda$ be an eigenvalue of $L$ such that $|\lambda| = 1, \lambda \neq \pm 1$. Then

$$E_{\lambda, R} = E \cap (E_\lambda \oplus E_{1/\lambda}).$$

Let $L|_{E_{\lambda, R}} = SU$ be the Jordan decomposition of $L|_{E_{\lambda, R}}$. Since $|\lambda| = 1$ and $S$ is semisimple, the group generated by the restriction of $S$ to $E_{\lambda, R}$ is relatively compact. Therefore, it fixes a point in the symmetric space $J_\lambda$ of almost complex structures on $E_{\lambda, R}$ which are compatible with the restriction of $\Omega$ to $E_{\lambda, R}$. Whence an $S$-invariant almost complex structure $J_\lambda$ on $E_{\lambda, R}$ is compatible with the restriction of $\Omega$.

Let

$$E_{eu} = \bigoplus_{|\lambda| = 1, \lambda \neq \pm 1} E_{\lambda, R}, \quad J_e = \bigoplus_{|\lambda| = 1} J_\lambda.$$

Then $J_e$ is compatible with $\Omega|_{E_{eu}}$, and it commutes with $L_e := S|_{E_{eu}}$. Thus $L_e$ is elliptic with desired properties.

Finally, $E_{u^+} = E_1, E_{u^-} = E_{-1}, L_{u^+} = L|_{E_{u^+}}$ and $-L_{u^-} = L|_{E_{u^-}}$ are unipotent.

4.2.1. Hyperbolic case. Now we assume that $L \in \text{Sp}(E, \Omega)$ is hyperbolic and there exists an element $B \in \text{sp}(E, \Omega)$ such that $\exp(2\pi B) = \pm L$. From Lemma 4.9, there exists an involution $I$ such that $I^* \Omega = -\Omega$, and an almost complex structure $J$ compatible with $\Omega$ such that $IJI = J$.

Denote

$$(4.7) \quad J(x) = \exp(-xB)J \exp(xB)$$
where $x \in S^1$ and
\begin{equation}
A_{B,J} := A_J = \frac{d}{dx}.
\end{equation}

**Lemma 4.10.** If $L = \pm \exp(2\pi B) \in \text{Sp}(E, \Omega)$ is hyperbolic, then $\eta(A_{B,J}) = 0$.

**Proof.** Since $I$ commutes with $L$, it defines an automorphism, and still denoted by $I$, of the flat bundle $E \rightarrow S^1$. Since $IJ = -J$, it induces an orthogonal transformation on the space of sections of $E$. One can transport the differential operator $A_{B,J}$ with $I$, and get an orthogonally equivalent operator $I^* A_{B,J}$. Since $IB = BI$ and $IJ = -JI$, $I^* A_{B,J} = -A_{B,J}$. Therefore the spectrum of $A_{B,J}$ is symmetric, its eta function $\eta(s)$ vanishes identically, and $\eta(A_{B,J}) = 0$. \hfill \Box

From [28, Theorem 1.1], there exists a symplectic basis of $(E, \Omega)$ such that the matrix form of $L$ is the symplectic direct sum of matrices of the form
\begin{equation}
\begin{pmatrix}
A & 0 \\
0 & (A^\top)^{-1}
\end{pmatrix}
\end{equation}
. From Remark 5.4, one has $\rho(S^1) = 0$. Hence from Theorems 0.2, 0.3

**Proposition 4.11.** If $\rho : \pi_1(\Sigma) \rightarrow \text{Sp}(2n, \mathbb{R})$ is a representation such that each boundary representation is hyperbolic and satisfies $\pm \rho(c_i) \in \exp(\mathfrak{sp}(E, \Omega)) \subset \text{Sp}(2n, \mathbb{R})$, then
\begin{equation}
|T(\Sigma, \rho)| \leq n|\chi(\Sigma)|.
\end{equation}

For the case of $\dim E = 2$, any element $L \in \text{Sp}(2, \mathbb{R}) = \text{SL}(2, \mathbb{R})$ has the form $L = \pm \exp(2\pi B)$, see Appendix 5.1, then we obtain the following result which is contained in [25, Theorem D].

**Corollary 4.12** (Goldman [25]). If $\rho \in \text{Hom}(\pi_1(\Sigma), \text{SL}(2, \mathbb{R}))$, and $\rho(c_i) \in \text{SL}(2, \mathbb{R})$ is hyperbolic for each boundary component $c_i$, then
\begin{equation}
|T(\Sigma, \rho)| \leq |\chi(\Sigma)|.
\end{equation}

**Remark 4.13.** Under the conditions of the above corollary, one has $\dim H^0(\Sigma, \mathcal{E}) = \dim H^0(\partial \Sigma, \mathcal{E}) = 0$. Hence $|T(\Sigma, \rho)| = |\chi(\Sigma)|$ if and only if $\text{Ker}(d^+) \cap L^2(\Sigma, \Lambda^+) = \{0\}$ or $\text{Ker}(d^-) \cap L^2(\Sigma, \Lambda^-) = \{0\}$.

4.2.2. **Elliptic case.** If $L \in \text{Sp}(E, \Omega)$ is elliptic, then it commutes with an almost complex structure $J$. In fact, it is conjugate to an element in the unitary group, so there always exists $B \in \mathfrak{sp}(E, \Omega)$ such that $L = \exp(2\pi B)$. With respect to the complex structure and the operator defined in (4.7) and (1.1), we have

**Lemma 4.14.** Let $B$ be the principal determination of $\frac{1}{2\pi} \log L$ so that the eigenvalues $\frac{\theta_j}{2\pi}$ of $-iB$ belong to $[0, 1)$. Then
\begin{equation}
\eta(A_{B,J}) = 2n - 2 \sum_{j=1}^{n} \frac{\theta_j}{\pi}.
\end{equation}
Proof. Since $L$ and $B$ are semisimple, the complex vectorspace $(E, J)$ splits as the direct sum of 1-dimensional $J$-complex subspaces $E = \bigoplus_{j=1}^{n} F_j$, $n = \text{dim}_\mathbb{C}(E, J) = \frac{1}{2}\text{dim}(E)$, and $-iB = \frac{\theta_j}{\pi}$ on $F_j$, in other words, $L|_{F_j}$ is $R(\theta_j) = \begin{pmatrix} \cos \theta_j & -\sin \theta_j \\ \sin \theta_j & \cos \theta_j \end{pmatrix}$. The differential operator decomposes as well as $A_{B,J} = \bigoplus_{j=1}^{n} A_j$, where the complex scalar operator $A_j$ is $A_j = i\frac{\partial}{\partial x}$. Therefore $\eta(A_j) = 2(1 - \frac{\theta_j}{\pi})$ as calculated in real 2-dimensional case in the appendix, and hence

\begin{equation}
\eta(A_{B,J}) = \sum_{j=1}^{n} \eta(A_j) = 2n - 2 \sum_{j=1}^{n} \frac{\theta_j}{\pi}.
\end{equation}

Since the complex structure defined in (4.7) is $J(x) = J$, so $\tilde{J} \alpha_i = 0$. Hence the Rho invariant is $\rho(S^1) = \eta(A_{B,J})$. In view of Theorem 4.5, we obtain the following modified Milnor-Wood inequality.

**Proposition 4.15.** If a representation $\rho : \pi_1(\Sigma) \to \text{Sp}(2n, \mathbb{R})$ has only elliptic boundary holonomy, then

\[-n|\chi(\Sigma)| - \sum_{k=1}^{q} \sum_{j=1}^{n} \left(1 - \frac{\theta_{kj}}{\pi}\right) \leq T(\Sigma, \rho) \leq n|\chi(\Sigma)| - \sum_{k=1}^{q} \sum_{j=1}^{n} \left(1 - \frac{\theta_{kj}}{\pi}\right),\]

where $\theta_{kj} \in [0, 2\pi)$ denotes the $j$-th rotation angle for the representation of $k$-th boundary.

Following [8, Definition 3.5], we call a representation $\rho : \pi_1(\Sigma) \to \text{Sp}(2n, \mathbb{R})$ maximal if $T(\Sigma, \rho) = n|\chi(\Sigma)|$. Hence when all $\theta_{kj} < \pi$, the representation $\rho$ can not be maximal.

Now we consider the case of $n = 1$, i.e. consider the representation $\rho : \pi_1(\Sigma) \to \text{SL}(2, \mathbb{R})$. By Proposition 4.15, we obtain the following modified Milnor-Wood inequality.

**Proposition 4.16.** If a representation $\rho : \pi_1(\Sigma) \to \text{SL}(2, \mathbb{R})$ has only elliptic boundary holonomy, then

\begin{equation}
-|\chi(\Sigma)| - 1 + \sum_{k=1}^{q} \frac{\theta_k}{\pi} \leq T(\Sigma, \rho) \leq |\chi(\Sigma)| + 1 - \sum_{k=1}^{q} \left(1 - \frac{\theta_k}{\pi}\right),
\end{equation}

where $\theta_k \in (0, \pi)$ such that $[R(\theta_k)]$ is conjugate to $[\rho(c_k)] \in \text{PSL}(2, \mathbb{R}) = \text{SL}(2, \mathbb{R})/\{\pm I\}$, and $[\bullet]$ denotes the class in $\text{PSL}(2, \mathbb{R})$, $R(\theta_k) = \begin{pmatrix} \cos \theta_k & -\sin \theta_k \\ \sin \theta_k & \cos \theta_k \end{pmatrix}$.

**Proof.** If each boundary representation of $\rho$ is elliptic, then it is conjugate to a rotation matrix $R(\theta)$ with $\theta \in (0, \pi) \cup (\pi, 2\pi)$. Let $q_0$ be the number of all components $c_k$ in $\partial \Sigma$ such that $\rho(c_k)$ is conjugate to $R(\theta_k)$, $\theta_k \in (\pi, 2\pi)$, without
loss of generality, we assume $k \in \{1, \cdots, q_0\}$. Denote $q_0 = 2m$ or $q_0 = 2m + 1$ for $q_0$ is even or odd. We define a new representation

$$
\rho_1(c_i) = \begin{cases} 
-\rho(c_i), & \text{for } 1 \leq k \leq 2m; \\
\rho(c), & \text{for } c \in \{c_{2m+1}, \cdots, c_q, a_i, b_i, 1 \leq i \leq g\}. 
\end{cases}
$$

Then $\rho_1$ satisfies the relation (4.3), so it is a representation. Moreover, $\rho_1$ and $\rho$ just differ a sign on some boundaries, so they define the same action on Siegel disk $D_1^\infty$, see (3.7). For any smooth $\rho$-equivariant map $\tilde{J} : \Sigma \to \text{SL}(2, \mathbb{R})/U(1) \cong D_1^\infty$, by the construction of the new representation $\rho_1$ (4.11), $\tilde{J}$ is also a $\rho_1$-equivariant map. From (3.21), one has

$$
T(\Sigma, \rho) = \frac{1}{2\pi} \int_{\Sigma} \tilde{J}^* \omega_{D_1^\infty} - \frac{1}{2\pi} \sum_{i=1}^{q} \int_{c_i} \tilde{J}^* \alpha_i = T(\Sigma, \rho_1).
$$

For the new representation $\rho_1$, $\rho_1(c_k)$ is conjugate to $R(\theta_k)$ with $(0, \pi)$, $1 \leq k \leq 2m$. By Proposition 4.15, one has

$$
T(\Sigma, \rho) \leq \begin{cases} 
|\chi(\Sigma)| - \sum_{k=1}^{q} \left(1 - \frac{\theta_k}{\pi}\right), & q_0 = 2m; \\
|\chi(\Sigma)| - \sum_{k=1}^{2m} \left(1 - \frac{\theta_k}{\pi}\right) - \frac{q}{\pi} - \sum_{k=q_0+1}^{q} \left(1 - \frac{\theta_k}{\pi}\right) & q_0 = 2m + 1.
\end{cases}
$$

Since $1 - \frac{\theta_{q_0}}{\pi} = (1 - \frac{\theta_{q_0} - \pi}{\pi}) - 1$ with $\theta_{q_0} - \pi \in (0, \pi)$, so

$$
T(\Sigma, \rho) \leq |\chi(\Sigma)| + 1 - \sum_{k=1}^{q} \left(1 - \frac{\theta_k}{\pi}\right),
$$

where $\theta_k \in (0, \pi)$ such that $[R(\theta_k)]$ is conjugate to $[\rho(c_k)] \in \text{PSL}(2, \mathbb{R})$. Similarly, by changing the maximal even number of $\rho(c_i)$ with angle $\theta_i < \pi$ to the one with angle $\theta_i' = \theta_i + \pi$, we get $\theta_k' > \pi$, with possible $\theta_0 < \pi$,

$$
- \sum (1 - \frac{\theta_k'}{\pi}) = \sum \frac{\theta_k - \pi}{\pi} + \frac{\theta_0 - \pi}{\pi}
$$

to get $T(\Sigma, \rho) \geq -|\chi(\Sigma)| - 1 + \sum_{k=1}^{q} \frac{\theta_k - \pi}{\pi}$. By taking $\theta_k' = \theta_k + \pi$ with $0 < \theta_k < \pi$, we can get

$$
T(\Sigma, \rho) \geq -|\chi(\Sigma)| - 1 + \sum_{k=1}^{q} \frac{\theta_k}{\pi}.
$$

\[\square\]

**Remark 4.17.** Note that the equalities in (4.10) can be attained. For example, we consider a cylinder $\Sigma = S^1 \times [0, 1]$, and the elliptic representation $\rho$ is given by $\rho(S^1 \times \{0\}) = R(\theta)$ and $\rho(S^1 \times \{1\}) = R(2\pi - \theta)$ for some $\theta \in (0, \pi)$. In this case, $\Sigma = 0$, $\theta_1 = \theta$ and $\theta_2 = \pi - \theta \in (0, \pi)$, and so

$$
-|\chi(\Sigma)| - 1 + 2 \frac{\theta_k}{\pi} = T(\Sigma, \rho) = |\chi(\Sigma)| + 1 - 2 \frac{\theta_k}{\pi}.
$$
Remark 4.18. Each element \( L = R(\theta) \in \text{SL}(2, \mathbb{R}), \theta \in (0, \pi) \) gives an automorphism \( L_D = e^{i(2\pi - 2\theta)} \) acting on the unit disc \( \mathbb{D} \). In fact, note that \( \mathbb{D}^1 = \mathbb{D} = \{ w \in \mathbb{C} | |w| < 1 \} \) is the unit disc in the complex plane, and
\[
L = U \begin{pmatrix} e^{-i\theta} & 0 \\ 0 & e^{i\theta} \end{pmatrix} U^{-1},
\]
where \( U \) and \( U^{-1} \) are given by (3.5), and by Remark 3.4, so
\[
L_D(w) = e^{-i\theta}we^{-i\theta} = e^{-2i\theta}w = e^{i(2\pi - 2\theta)}w.
\]
If we denote \( \phi_k = 2\pi - 2\theta_k \in (0, 2\pi) \), then \( \rho(c_k)_D = e^{i\phi_k} \). By Proposition 4.16, one has
\[
(4.12) \quad -|\chi(\Sigma)| - 1 + \sum_{k=1}^q \left( 1 - \frac{\phi_k}{2\pi} \right) \leq T(\Sigma, \rho) \leq |\chi(\Sigma)| + 1 - \sum_{k=1}^q \frac{\phi_k}{2\pi}.
\]

If the representation \( \rho \) is the holonomy of a cone hyperbolic surface \( S \) with cone angles \( \phi_k \in (0, 2\pi) \), one can refer to \([44, 52]\) for the definition of the surfaces with conical singularities, then \( S \) can be identified with \( \mathbb{D}/\rho(\pi_1(\Sigma)) \).

To get the cone point of cone angle \( 0 < \phi \leq 2\pi \), we need to identify the sector of angle \( \phi \) by the rotation of angle \( -(2\pi - \phi) \), hence we need \( R(\theta) \) such that \( -(2\pi - \phi) = -2\theta \). The induced representation on the boundary is conjugate to the rotation \( R(\theta_k) \in \text{SL}(2, \mathbb{R}) \) with \( \theta_k \in (0, \pi) \), where \( 1 \leq k \leq q \). Then the Toledo invariant is exactly the area of \( S \) and can be given by
\[
T(\Sigma, \rho) = \frac{1}{2\pi} \text{Area}(S) = -\left( \chi(\Sigma) + \frac{1}{2\pi} \sum_{k=1}^q (\phi_k - 2\pi) \right) = -\chi(\Sigma) - \sum_{k=1}^q \frac{\phi_k}{2\pi},
\]
where \( \overline{\Sigma} \) is a closed surface obtained by capping off the boundary of \( \Sigma \). Similarly, by conjugating \( \rho \) with an orientation-reversing isometry \( \tau \) of \( \mathbb{D} \), then we obtain a representation \( \rho_{\tau} \) with cone angles \( 2\pi - \phi_k \), and \( T(\Sigma, \rho_{\tau}) \leq 0 \). Hence,
\[
T(\Sigma, \rho_{\tau}) = \chi(\Sigma) - \frac{1}{2\pi} \sum_{k=1}^q \phi_k = \chi(\Sigma) + \sum_{k=1}^q \left( 1 - \frac{\phi_k}{2\pi} \right).
\]

4.2.3. Parabolic case. Recall that \( L \) is called parabolic if all eigenvalues of \( L \) are \( \pm 1 \). The reason is as follows.

Proposition 4.19. If \( L \) is parabolic, then it fixes a point at the Shilov boundary of \( \mathbb{D}^1 \).

Proof. From [28, Theorem 1], there exists a symplectic basis such that \( L \) is symplectic direct sum of matrices of the form
\[
L|_{\mathbb{R}^{2r_j}} = \begin{pmatrix} J(\lambda, r_j)^{-1} & C(r_j, s_j, \lambda) \\ 0 & J(\lambda, r_j)^{\top} \end{pmatrix} \in \text{Sp}(2r_j, \mathbb{R})
\]
where \( C(r_j, s_j, \lambda) := J(\lambda, r_j)^{-1} \text{diag}(0, \ldots, 0, s_j) \) with \( s_j \in \{0, 1, -1\} \), \( J(\lambda, r) \) is the elementary \( r \times r \) Jordan matrix associated to \( \lambda \). By Remark 3.8, \(-I_{r_j}\) is
a fixed point of $L|_{\mathbb{R}^{2n}}$. Hence $-I_n$ is a fixed point of $L$. With respect to
the other basis, the matrix of $L$ is $PLP^{-1}$ for some matrix $P \in \text{Sp}(2n, \mathbb{R})$. Hence
$P(-I_n)$ is a fixed point of $L$, which is also at the Shilov boundary of $D_n^{\text{III}}$ since
the Shilov boundary is an orbit of the action of $\text{Sp}(2n, \mathbb{R})$ on $D_n^{\text{III}}$.

$\square$

**Proposition 4.20.** If there exists a boundary component $c$ such that the representation
$\rho(c)$ has an eigenvalue 1, then $|\text{sign}(E, \Omega)| < \dim E \cdot |\chi(\Sigma)|$.

**Proof.** From (4.5), one has
$$\pm \text{sign}(E, \Omega) \leq -\dim E\chi(\Sigma) - \dim H^0(\partial\Sigma, E).$$

If there exists a boundary component $c$ such that the representation $\rho(c)$ has an
eigenvalue 1, then $\rho(c)$ fixes a nonzero vector in $E$, and so $\dim H^0(\partial\Sigma, E) \geq 1$.
Hence
$$\pm \text{sign}(E, \Omega) \leq -\dim E\chi(\Sigma) - 1 < \dim E \cdot |\chi(\Sigma)|,$$
which completes the proof. $\square$

**Example 4.21.** While for a surface with one boundary component $c$ satisfies
$\rho(c)$ has an eigenvalue $-1$, then the signature $\text{sign}(E, \Omega)$ may attain the maximal
$\dim E \cdot |\chi(\Sigma)|$. For example, we consider a pant $P$ with boundary components
$p_1, p_2, p_3$, which is homeomorphic to a surface deleting 3 discs from a 2-sphere,
and consider a representation $\rho : \pi_1(P) \to \text{SO}(2) \subset \text{Sp}(2, \mathbb{R})$ such that
$$\rho(p_1) = -I_2, \quad \rho(p_2) = R(\theta), \quad \rho(p_3) = R(\pi - \theta)$$
for some $\theta \in (0, \pi)$. From Remark 3.2 and (5.8), one has
$$T(P, \rho) = 0, \quad \rho(\partial P) = 2(1 - \frac{\theta}{\pi}) + 2(1 - \frac{\pi - \theta}{\pi}) = 2,$$
which follows that
$$\text{sign}(E, \Omega) = 2T(P, \rho) + \rho(\partial P) = 2 = \dim E \cdot |\chi(\Sigma)|$$
since $\dim E = 2$ and $\chi(\Sigma) = -(2 \cdot 0 - 2 + 3) = -1$.

For the case of $n = 1$, combining with Corollary 4.12, Proposition 4.16, we obtain

**Proposition 4.22.** If $\rho : \pi_1(\Sigma) \to \text{SL}(2, \mathbb{R})$ is a representation, then
$$|\chi(\Sigma)| - 1 + \sum_{\rho(c_k) \text{ is elliptic}} \frac{\theta_k}{\pi} \leq T(\Sigma, \rho) \leq |\chi(\Sigma)| + 1 - \sum_{\rho(c_k) \text{ is elliptic}} \left(1 - \frac{\theta_k}{\pi}\right).$$

**Proof.** Similar to the proof of Proposition 4.16, let $\{c_k\}$ denote the maximal
set of boundary components such that $\rho(c_k)$ is conjugate to $R(\theta), \theta \in (\pi, 2\pi)$
or conjugate to a parabolic element has eigenvalue 1. Denote by $q_0 = \#\{c_k\}$
the number of components in the set $\{c_k\}$. We assume that $q_0 = 2m$ or $q_0 = 2m + 1$ for $q_0$ is even or odd, and by reversing the representations $\rho(c_k)$ on the
boundary components $c_k, 1 \leq k \leq 2m,$ we obtain a new representation $\rho_1,$ and
$T(\Sigma, \rho) = T(\Sigma, \rho_1).$ Since the Rho invariant $\rho_1(c_k) = 0$ if $\rho_1(c_k)$ is conjugate to a parabolic element with eigenvalue $-1,$ so we can prove (4.14) for $q_0 = 2m$ is even. If $q_0 = 2m + 1$ is odd, and $\rho_1(c_{q_0})$ is conjugate to $R(\theta), \theta \in (\pi, 2\pi),$ then
$1 - \frac{q_0}{\pi} = \left(1 - \frac{q_0}{\pi} - \frac{\pi}{\pi}\right) - 1$ with $\theta \in (0, \pi),$ and we get (4.14). If $\rho(c_{q_0})$ is conjugate to a parabolic element has eigenvalue 1, then $|\rho_1(c_k)| = 1.$ Hence (4.14) is proved. \hfill \Box

5. Appendix

In this section, we will calculate the eta invariant and Rho invariant for two dimension symplectic vector spaces, classify the elements in $\mathrm{Sp}(2n, \mathbb{R}),$ and calculate the curvature of the bounded symmetric domain of type III.

5.1. Eta invariant and Rho invariant for $\mathrm{Sp}(2, \mathbb{R})$. For any $L \in \mathrm{Sp}(E, \Omega),$ and $B \in \mathfrak{sp}(E, \Omega)$ with $L = \pm \exp(2\pi B), \ B^\top \Omega + \Omega B = 0.$ Let $J \in \mathcal{J}(E, \Omega),$ and denote $J = \exp(-xB)J\exp(xB).$ We define the following $\mathbb{C}$-linear operator

$$A_J = \frac{d}{dx} : A^0(S^1, \mathcal{E}_\mathbb{C}) \to A^0(S^1, \mathcal{E}_\mathbb{C})$$

on the space of smooth sections of $\mathcal{E}_\mathbb{C} \to S^1.$ From Proposition 1.1, the operator $A_J$ is a $\mathbb{C}$-linear first order formally self-adjoint and elliptic differential operator, and so the eigenvalues of $A_J$ are real.

Suppose $s \in A^0(\mathbb{R}, E)^L = A^0(S^1, \mathcal{E}_\mathbb{C})$ is an eigenvector of $A_J$ belongs to the eigenvalue $\sigma \in \mathbb{R},$ then

$$\frac{d}{dx}s = -\sigma Js = -\sigma \exp(-xB)J\exp(xB)s.$$  

It follows that $\frac{d}{dx}(\exp(xB)s) = (-\sigma J + B)\exp(xB)s,$ which implies that $\exp(xB)s = \exp(x(-\sigma J + B))s(0),$ and is equivalent to

$$s(x) = \exp(-xB)\exp(x(-\sigma J + B))s(0).$$

The equivariant condition $s(x + 2\pi) = L^{-1}s(x)$ implies

$$\exp(2\pi(-\sigma J + B))s(0) = \begin{cases} 
  s(0), & \text{if } L = \exp(2\pi B); \\
  -s(0), & \text{if } L = -\exp(2\pi B); 
\end{cases}$$

Let $\mathcal{S}$ be a maximally $\mathbb{C}$-linearly independent set of eigenvectors of $A_J.$ For each $s(x) \in \mathcal{S},$ we denote by $\sigma_{s(x)}$ the associated eigenvalue. Then the eigenvalues of $A_J$ with multiplicity are

$$\text{Eigen}(A_J) = \bigcup_{s(x) \in \mathcal{S}} \{\sigma_{s(x)}\}.$$  

Lemma 5.1. If $s_1(x) = s_2(x)$ is an eigenvector of $A_J,$ then

$$(\sigma_{s_1(x)}, s_1(0)) = (\sigma_{s_2(x)}, s_2(0)) \in \mathbb{R} \times (\mathbb{C}^{2n}\setminus\{0\})$$
is a solution of the following equation

\[(5.4) \quad \exp(2\pi(-\sigma J + B))e = \begin{cases} e, & \text{if } L = \exp(2\pi B); \\ -e, & \text{if } L = -\exp(2\pi B); \end{cases}\]

**Proof.** If \(s_1(x) = s_2(x)\), then

\[\exp(x(-\sigma_1 J + B))s_1(0) = \exp(x(-\sigma_2 J + B))s_2(0),\]

and it holds \((5.4)\). Taking the first derivative on \(x\) to the both sides of the above equality, one has

\[(-\sigma_1 J + B)\exp(x(-\sigma_1 J + B))s_1(0) = (-\sigma_2 J + B)\exp(x(-\sigma_2 J + B))s_2(0)\]

which implies \(\sigma_1 = \sigma_2\), and so \(s_1(0) = s_2(0)\).

For a subset \(\mathcal{S}\) in the set of all solutions \(\mathbb{R} \times (\mathbb{C}^2 \setminus \{0\})\) of \((5.4)\), we call \(\mathcal{S}\) is maximally \(\mathbb{C}\)-independent if for any eigenvalue \(\sigma\), \(\mathcal{S}_\sigma = \cup_{(\sigma,e) \in \mathcal{S}} \{e\}\) is maximally \(\mathbb{C}\)-linearly independent in the set of all vectors associated to \(\sigma\).

**Proposition 5.2.** If \(\mathcal{S}\) is a maximally \(\mathbb{C}\)-linearly independent subset in the set of all solutions of \((5.4)\), then

\[\text{Eigen}(A_1) = \bigsqcup_{(\sigma,e) \in \mathcal{S}} \{\sigma\}.\]

**Proof.** For any \((\sigma,e) \in \mathcal{S}\), we define

\[(5.5) \quad \Phi(\sigma,e) = \exp(-xB)\exp(x(-\sigma J + B))e,\]

From \((5.2)\) and \((5.3)\), \(\Phi(\sigma,e)\) is an eigenvector of \(A_1\) belongs to \(\sigma\). By Lemma 5.1, \(\Phi(\mathcal{S})\) is injective. We claim \(\Phi(\mathcal{S})\) is maximally \(\mathbb{C}\)-linearly independent. In fact, if \(s(x)\) is an eigenvector of \(A_1\), then

\[s(x) = \exp(-xB)\exp(x(-\sigma s(x) J + B))s(0).\]

By assumption, \(\mathcal{S}_{\sigma(x)}\) is maximally \(\mathbb{C}\)-linearly independent, so \(s(0) = \sum_i a_i e_i, \quad a_i \in \mathbb{C}\) where the coefficients \(a_i, i \geq 1\) are unique. Thus

\[s(x) = \sum_i a_i \exp(-xB)\exp(x(-\sigma s(x) J + B))e_i = \sum_i a_i \Phi(\sigma s(x), e_i),\]

so we prove the claim that \(\Phi(\mathcal{S})\) is maximally \(\mathbb{C}\)-linearly independent. Hence

\[\text{Eigen}(A_1) = \bigsqcup_{s(x) \in \Phi(\mathcal{S})} \{s(x)\} = \bigsqcup_{(\sigma,e) \in \mathcal{S}} \{\sigma\}.\]

The following lemma is useful in the calculation of eta invariant.

**Lemma 5.3.** If there exists a constant \(c_0 > 0\) such that \((ak^2 + bk + c)^{1/2} \geq l + c_0k\) for any \(k \geq 1\), where \(l > 0, a > 0, s \in (0, 1/2)\) and \(b, c \in \mathbb{R}\), then

\[\lim_{s \to 0} \sum_{k=1}^{\infty} \left( \frac{1}{((ak^2 + bk + c)^{1/2} - l)^s} - \frac{1}{((ak^2 + bk + c)^{1/2} + l)^s} \right) = \frac{2l}{\sqrt{a}}.\]
Proof. Denote
\[
F(k) := \frac{1}{((ak^2 + bk + c)^{1/2} - l)^s} - \frac{1}{((ak^2 + bk + c)^{1/2} + l)^s}
\]
\[
= ls \int_{-1}^{1} \frac{d\theta}{((ak^2 + bk + c)^{1/2} - \theta l)^{s + 1}}.
\]
Then
\[
\sum_{k=1}^{\infty} F(k) = \sum_{k=1}^{\infty} ls \int_{-1}^{1} \frac{d\theta}{((ak^2 + bk + c)^{1/2} - \theta l)^{s + 1}}
\]
\[
= \sum_{k=1}^{\infty} \frac{ls}{k^{s+1}} \int_{-1}^{1} \left( \frac{k^{s+1}}{((ak^2 + bk + c)^{1/2} - \theta l)^{s + 1}} - \frac{1}{\sqrt{a}} \right)^{s+1} d\theta + \sum_{k=1}^{\infty} \frac{2ls}{k^{s+1}} \left( \frac{1}{\sqrt{a}} \right)^{s+1}.
\]
Define a continuous function \( f(x) = ((a + bx + cx^2)^{1/2} - \theta_l x)^{-(s+1)} \), \( x \in [0, 1] \).
By assumption, one has \( 0 < f(x) \leq c_0^{-(s+1)} \). Thus
\[
|f'(x)| = (s + 1) f(x) \frac{1}{2} (a + bx + cx^2)^{-1/2} (b + 2cx) - \theta_l | \leq C(s + 1),
\]
which follows that \( |f(\frac{1}{k}) - f(0)| \leq C(s + 1) \frac{1}{k} \), and so
\[
\left| \frac{k^{s+1}}{((ak^2 + bk + c)^{1/2} - \theta_l)^{s + 1}} - \frac{1}{\sqrt{a}} \right|^{s+1} \leq C(s + 1) \frac{1}{k},
\]
which implies that the first term in RHS of (5.6) vanishes since \( \lim_{s \to 0} s(s + 1) \zeta(s + 2) = 0 \), where \( \zeta(s) = \sum_{k=1}^{\infty} k^{-s} \) is the zeta function. Hence
\[
\lim_{s \to 0} \sum_{k=1}^{\infty} F(k) = \lim_{s \to 0} \sum_{k=1}^{\infty} \frac{2ls}{k^{s+1}} \left( \frac{1}{\sqrt{a}} \right)^{s+1} = 2l \lim_{s \to 0} s\zeta(s + 1) \left( \frac{1}{\sqrt{a}} \right)^{s+1} = \frac{2l}{\sqrt{a}},
\]
where the last equality follows from the fact \( \lim_{s \to 0} s\zeta(s + 1) = 1 \). \( \square \)

For \( \dim E = 2 \) and any \( L \in \text{Sp}(E, \Omega) \cong \text{Sp}(2, \mathbb{R}) = \text{SL}(2, \mathbb{R}), \) there exists a symplectic basis of \((E, \Omega)\) such that \( L \) has the following matrix form:

1. \( L \) is hyperbolic, i.e. |Tr(L)| > 2. In this case, \( \lambda \notin S^1 \) and \( \lambda \in \mathbb{R}, \) \( L \) has the form:
\[
\begin{pmatrix}
\lambda & 0 \\
0 & \frac{1}{\lambda}
\end{pmatrix};
\]

2. \( L \) is elliptic, i.e. |Tr(L)| < 2. In this case, the eigenvalue \( \lambda \in S^1 \setminus \{ \pm 1 \}, \) \( L \) is given by
\[
R(\theta) = \begin{pmatrix}
\cos \theta & -\sin \theta \\
\sin \theta & \cos \theta
\end{pmatrix},
\]
where \( \theta \in (0, \pi) \cup (\pi, 2\pi). \)

3. \( L \) is parabolic, i.e. |Tr(L)| = 2, and so \( \lambda = \pm 1, \) \( L \) has the following form:
\[
\begin{pmatrix}
\lambda & \mu \\
0 & \lambda
\end{pmatrix},
\]
where $\mu \in \mathbb{R}$.

Fix a complex structure $J = \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix}$. Now we begin to calculate the eta invariant $\eta(A_J)$ and Rho invariant $\rho(S^1) = 4 \int_{S^1} J^* \alpha + \eta(A_J)$.

1. $\lambda \not\in S^1$. For the case $\lambda > 0$, we take $B = \frac{1}{2\pi} \log |\lambda| \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}$, such that $L = \exp(2\pi B)$, then the solutions of the equation $\exp(2\pi (-\sigma J + B))e = e$ are

$$\sigma, e = (\pm \frac{1}{2\pi}((\log \lambda)^2 + (2\pi k)^2)^{1/2}, C^2), \ k \in \mathbb{Z}.$$ 

Thus the set of nonzero eigenvalues and the corresponding vectors is

$$\mathcal{G} = \{(\pm \frac{1}{2\pi}((\log \lambda)^2 + (2\pi k)^2)^{1/2}, e_1), (\pm \frac{1}{2\pi}((\log \lambda)^2 + (2\pi k)^2)^{1/2}, e_2), k \in \mathbb{Z}\},$$

where $e_1 = (1, 0)^T$ and $e_2 = (0, 1)^T$. Since $\mathcal{G}$ is symmetric, so $\eta(A_J) = 0$.

If $\lambda < 0$, then $\exp(2\pi B) = -L$, and the solutions of the equation $\exp(2\pi (-\sigma J + B))e = -e$ are

$$\sigma, e = (\pm \frac{1}{2\pi}((\log \lambda)^2 + (2\pi k)^2 + (1 - 4k\pi)^2)^{1/2}, C^2), \ k \in \mathbb{Z}.$$ 

So the spectrum of $A_J$ is symmetric, so $\eta(A_J) = 0$.

From Remark 3.8, then

$$\alpha = -d^c \log \det \text{Im } Z = -d^c \log \text{Im } Z = \frac{1}{2 \text{Im } Z}(dZ + d\bar{Z}).$$

The complex structure $J(x)$ is given by

$$J(x) = \exp(-xB)J \exp(xB) = \begin{pmatrix} 0 & -|\lambda|^{-\frac{\pi}{2}} \\ |\lambda|^{\frac{\pi}{2}} & 0 \end{pmatrix},$$

By (3.6), one has

$$W \circ J(x) = (2 + |\lambda|^{\frac{\pi}{2}} + |\lambda|^{-\frac{\pi}{2}})^{-1}(|\lambda|^{\frac{\pi}{2}} - |\lambda|^{-\frac{\pi}{2}}).$$

Thus

$$Z \circ J(x) = i(1 - W \circ J(x))(1 + W \circ J(x))^{-1}$$

is purely imaginary, which follows that

$$J^* \alpha = \frac{1}{2 \text{Im } Z} d(Z \circ J(x)) + d(\overline{Z \circ J(x)}) = 0.$$ 

Hence

$$\rho(S^1) = \frac{1}{\pi} \int_{S^1} J^* \alpha + \eta(A_J) = \eta(A_J) = 0.$$
Remark 5.4. For any \( L \in \text{Sp}(2n, \mathbb{R}) \) with the following matrix form
\[
L = \pm \begin{pmatrix}
\exp(2\pi B) & 0 \\
0 & \exp(-2\pi B^\top)
\end{pmatrix},
\]
where \( B \in \mathfrak{sp}(2n, \mathbb{R}) \). One can check that \( Z \circ J(x) \) is also purely imaginary, and so \( \int_{S^1} \tilde{J}^* \alpha = 0 \), where \( J(x) = \exp(-xB)J\exp(xB) \) and \( J \) is the standard complex structure. Moreover, the set of all solutions of equation (5.4) is symmetric, so \( \eta(A_J) = 0 \). Hence \( \rho(S^1) = 0 \).

(2) \( \lambda \in S^1 \setminus \{ \pm 1 \} \). In this case, \( L = R(\theta) \) and \( B = \frac{\theta}{2\pi} J \), \( \exp(2\pi(-\sigma J + B)) = R(-2\pi\sigma + \theta) \). Hence the solutions of \( \exp(2\pi(-\sigma J + B))e = e \) are given by
\[
\sigma = \frac{\theta}{2\pi} + k, \quad k \in \mathbb{Z},
\]
and for each \( \sigma, e \) can be taken any element of \( \mathbb{C}^2 \). The set
\[
\mathcal{G} = \left\{ \left( \frac{\theta}{2\pi} + k, e_1 \right), \left( \frac{\theta}{2\pi} + k, e_2 \right), k \in \mathbb{Z} \right\},
\]
is maximally \( \mathbb{C} \)-linearly independent. The set of eigenvectors is \( \Phi(\mathcal{G}) \). The eta function
\[
\frac{1}{2} \eta_{\lambda J}(s) = \left( \frac{\theta}{2\pi} \right)^{-s} + \sum_{k=1}^{\infty} \left( \frac{1}{|k + \frac{\theta}{2\pi}|^s} - \frac{1}{|k - \frac{\theta}{2\pi}|^s} \right).
\]
From Lemma 5.3, one has \( \eta(A_J) = 2(1 - \frac{\theta}{\pi}) \). Since \( [J, B] = 0 \), so
\[
J(x) = \exp(-xB)J\exp(xB) = J,
\]
and \( J^* \alpha = 0 \). Hence \( \rho(S^1) = \frac{1}{2} \int_{S^1} J^* \alpha + \eta(A_J) = \eta(A_J) = 2(1 - \frac{\theta}{\pi}) \).

(3) \( \lambda = \pm 1 \). In this case, \( L \) is given by
\[
\begin{pmatrix}
\lambda & \mu \\
0 & \lambda
\end{pmatrix},
\]
where \( \mu \in \mathbb{R} \), and \( L = \lambda \exp(2\pi B) \), \( B \) is given by
\[
B = \begin{pmatrix}
0 & \frac{1}{2\pi} \mu \\
0 & 0
\end{pmatrix}.
\]
Thus
\[
2\pi(-\sigma J + B) = \begin{pmatrix}
0 & 2\pi\sigma + \frac{\mu}{\lambda} \\
-2\pi\sigma & 0
\end{pmatrix}.
\]
Then the solution of \( \exp(2\pi(-\sigma J + B))e = \lambda e \) is given by
\[
\sigma = -\frac{\mu}{4\pi\lambda} \pm \frac{1}{2\pi} \left( \frac{\mu^2}{4} - (\log \lambda + 2k\pi i)^2 \right)^{\frac{1}{2}},
\]
where \( \log \lambda = 0 \) if \( \lambda = 1 \); \( \log \lambda = \pi i \) if \( \lambda = -1 \). Hence the maximally \( \mathbb{C} \)-linearly independent set without zero eigenvalue is

\[
\mathcal{S}_0 = \left\{ \left( -\frac{\mu}{4\pi \lambda} \pm \frac{1}{2\pi} \left( \frac{\mu^2}{4} - (\log \lambda + 2k\pi i) \right)^{\frac{1}{2}}, e_i \right), k \in \mathbb{Z}, k \geq 0, i = 1, 2 \right\} \setminus \{(0, e_i), i = 1, 2\}.
\]

Thus, if \( \lambda = 1 \) and \( \mu > 0 \), then

\[
\frac{1}{2} \eta(A_J)(s) = -\left( \frac{\mu}{2\pi} \right)^{-s} \sum_{k=1}^{\infty} \left[ -\left( \frac{\mu}{4\pi} + \frac{1}{2\pi} \left( \frac{\mu^2}{4} + (2k\pi)^2 \right)^{\frac{1}{2}} \right)^{-s} + \left( \frac{\mu}{4\pi} + \frac{1}{2\pi} \left( \frac{\mu^2}{4} + (2k\pi)^2 \right)^{\frac{1}{2}} \right)^{-s} \right].
\]

By Lemma 5.3, the eta invariant is \( \eta(A_J) = 2(-1 + \frac{\mu^2}{2\pi}) \). Similarly, one has

- If \( \lambda = 1 \) and \( \mu < 0 \), then \( \eta(A_J) = 2(1 + \frac{\mu^2}{2\pi}) \);
- If \( \lambda = -1 \), then \( \eta(A_J) = -\frac{\mu}{\pi} \);
- If \( \mu = 0 \), then \( \eta(A_J) = 0 \).

In this case, the complex structure is

\[
J(x) = \exp(-xB) \exp(xB) = \begin{pmatrix} b & -b^2 - 1 \\ 1 & -b \end{pmatrix},
\]

where \( b = -\frac{x - \mu}{2\pi \lambda} \). Then

\[
W \circ J(x) = \frac{2ib - b^2}{4 + b^2}
\]

\[
Z \circ J(x) = i(2 + bi)^{-1}(2 + b^2 - ib) = i + \frac{b^3 + 4b}{b^2 + 4} = i + b.
\]

By (5.7), one has

\[
J^*\alpha = db = -\frac{1}{2\pi \lambda} \frac{\mu}{dx}.
\]

Hence

\[
\frac{1}{\pi} \int_{S^1} J^*\alpha = -\frac{1}{\pi \lambda} \frac{\mu}{\lambda}.
\]

Therefore, if \( \dim E = 2 \), the eta invariant and the Rho invariant are given by the following table:

| \( \lambda, \mu \) | \( \eta(A_J) \) | \( \rho(S^1) \) |
|-------------------|----------------|----------------|
| \( \lambda \notin S^4 \) | 0 | 0 |
| \( \lambda \in S^4 \setminus \{\pm 1\} \) | \( 2(1 - \frac{\mu}{2\pi}) \) | \( 2(1 - \frac{\mu}{2\pi}) \) |
| \( \mu = 0 \) | 0 | 0 |
| \( \lambda = 1, \mu > 0 \) | \( 2(-1 + \frac{\mu}{2\pi}) \) | \( -2 \) |
| \( \lambda = 1, \mu < 0 \) | \( 2(1 + \frac{\mu}{2\pi}) \) | 2 |
| \( \lambda = -1 \) | \( -\frac{4}{\pi} \) | 0 |
5.2. Curvature of the bounded symmetric domain of type III. In this subsection, we will calculate the curvature of the bounded symmetric domain of type III. One can also refer to [47, Chapter 4, §3] and [50, Section 8].

Denote by

\[ D^\text{III}_n := \{ W \in \mathfrak{g}(n, \mathbb{C}) : W = W^\top, I_n - WW > 0 \} \]

the Siegel’s generalized upper half-plane, see [29, Chapter VIII, §7]. Then

\[ \omega_{D^\text{III}_n} := -2i \partial \bar{\partial} \log \det(I - WW) = \frac{i}{2} h_{ab} dw^a \wedge d\bar{w}^b \]

is a Kähler form on \( D^\text{III}_n \). The Hermitian metric is denoted by \( h = h_{ab} dw^a \otimes d\bar{w}^b \), and the holomorphic sectional curvature is

\[ K(V) = \frac{2R(V, \overline{V}, V, \overline{V})}{\|V\|^4} = \frac{2R_{abcd} V^a \overline{V}^b V^c \overline{V}^d}{(h_{ab} V^a \overline{V}^b)^2} \]

for any \( V = V^a \frac{\partial}{\partial w^a} \) and \( R_{abcd} = -\partial_a \partial_d h_{bc} + H^{pq} \partial_c h_{ap} \partial_d h_{qb} \). Since \( \omega_{D^\text{III}_n} \) is invariant under the group \( \text{Aut}(D^\text{III}_n) \) of holomorphic automorphisms, so we just need to calculate the holomorphic sectional curvature of the Bergman metric \( \omega_{D^\text{III}_n} \) at \( W = 0 \). If \( H \) is a Hermitian matrix, then

\[ \partial \bar{\partial} \log \det H = \text{Tr}(H^{-1} \partial \bar{\partial} H) - \text{Tr}(H^{-1} \partial H \wedge H^{-1} \bar{\partial} H). \]

Denote \( \frac{i}{4} h_{abcd} = (I - WW)^{-1}_{ac} \delta_{bd} + (I - WW)^{-1}_{na} (I - WW)^{-1}_{bc} W_{am} W_{dn} \). Then

\[ \omega_{D^\text{III}_n} = \frac{i}{2} \sum_{a < b, c < d} (h_{abcd} + h_{bcda} + h_{abdc} + h_{bdac}) dW_{ab} \wedge d\overline{W_{cd}} \]

\[ + \frac{i}{2} \sum_{a < b, c} (h_{abcc} + h_{bacb}) dW_{ab} \wedge d\overline{W_{cc}} \]

\[ + \frac{i}{2} \sum_{c < d, a} (h_{aacd} + h_{daac}) dW_{aa} \wedge d\overline{W_{cd}} \]

\[ + \frac{i}{2} h_{aadcd} dW_{aa} \wedge d\overline{W_{cc}} = \frac{i}{2} \sum_{a \leq b, c \leq d} H_{abcd} dW_{ab} \wedge d\overline{W_{cd}}, \]

where \( H_{abcd} = (h_{abcd} + h_{bcda} + h_{abdc} + h_{bdac})(1 - \frac{1}{2} \delta_{ab})(1 - \frac{1}{2} \delta_{cd}) \). At the point \( W = 0 \), one has

\[ \frac{1}{4} h_{abcd} = \delta_{ac} \delta_{bd}, \quad \partial h_{abcd} = 0, \]

and

\[ \frac{1}{4} \frac{\partial^2 h_{abcd}}{\partial W_{kl} \partial W_{pq}} = (\delta_{ap} \delta_{mq} + \delta_{aq} \delta_{mp})(\delta_{mk} \delta_{cl} + \delta_{ml} \delta_{ck}) \delta_{bd}(1 - \frac{1}{2} \delta_{pq})(1 - \frac{1}{2} \delta_{kl}) \]

\[ + (\delta_{ap} \delta_{mq} + \delta_{aq} \delta_{mp})(\delta_{dk} \delta_{ml} + \delta_{dl} \delta_{mk}) \delta_{bc}(1 - \frac{1}{2} \delta_{pq})(1 - \frac{1}{2} \delta_{kl}). \]
The curvature is

\[ R_{abcd} = \frac{\partial^2 H_{abcd}}{\partial W_{kl} \partial W_{pq}} \]

\[ = -8((\delta_{ap}\delta_{mq} + \delta_{aq}\delta_{mp})(\delta_{mk}\delta_{d} + \delta_{ml}\delta_{cd})\delta_{bd} + (\delta_{aq}\delta_{mp} + \delta_{ap}\delta_{mq})(\delta_{mk}\delta_{dl} + \delta_{ml}\delta_{dk})\delta_{bc} + (\delta_{bp}\delta_{mq} + \delta_{bq}\delta_{mp})(\delta_{mk}\delta_{d} + \delta_{ml}\delta_{cd})\delta_{ad} + (\delta_{bp}\delta_{mp} + \delta_{bq}\delta_{mq})(\delta_{mk}\delta_{dl} + \delta_{ml}\delta_{dk})\delta_{ac}) \]

\cdot (1 - \frac{1}{2}\delta_{ab})(1 - \frac{1}{2}\delta_{cd})(1 - \frac{1}{2}\delta_{pq})(1 - \frac{1}{2}\delta_{kl}), \]

where \( a \leq b, c \leq d, k \leq l, p \leq q \). Since

\[ H(0) = \sum_{a \leq b, c \leq d} H_{abcd}(0)dW_{ab} \otimes d\bar{W}_{cd} = 4(\sum_{a \leq b} 2dW_{ab} \otimes d\bar{W}_{ab} + \sum_{a} dW_{aa} \otimes d\bar{W}_{aa}) \]

where \( H_{abcd}(0) = 8(\delta_{ad}\delta_{bd} + \delta_{bc}\delta_{ad})(1 - \frac{1}{2}\delta_{ab})(1 - \frac{1}{2}\delta_{cd}) \). So the inverse matrix is

\[ \tilde{H}_{cdab}(0) = \frac{1}{8}(\delta_{ac}\delta_{bd} + \delta_{bc}\delta_{ad}). \]

Then the Ricci curvature is

\[ R_{kl} = \tilde{H}_{cdab}R_{abcd} = \frac{1}{8} \sum_{a \leq b} R_{abcd} - \frac{1}{4} \sum_{a} R_{aaab} - \frac{1}{4} \sum_{a} R_{bbcc} - \frac{1}{4} \sum_{a} R_{ddkl} \]

\[ = -(n+1) \sum_{a=1}^{n} (\delta_{ap}\delta_{mq} + \delta_{aq}\delta_{mp})(\delta_{mk}\delta_{d} + \delta_{ml}\delta_{cd})(1 - \frac{1}{2}\delta_{pq})(1 - \frac{1}{2}\delta_{kl}) \]

\[ = -2(n+1)(\delta_{dk}\delta_{qk} + \delta_{pq}\delta_{kl})(1 - \frac{1}{2}\delta_{pq})(1 - \frac{1}{2}\delta_{kl}) \]

\[ = -\frac{n+1}{4} H_{kl}. \]

Thus the first Chern form satisfies

\[ \frac{i}{2\pi} R_{kl} dW_{kl} \wedge d\bar{W}_{pq} = \frac{i}{2\pi} \frac{n+1}{4} H_{kl} dW_{kl} \wedge d\bar{W}_{pq} = \frac{n+1}{2\pi} \omega_{n}^{III}. \]

Now we calculate the holomorphic sectional curvature. Note that

\[ \sum_{a \leq b, c \leq d} \sum_{k \leq l, p \leq q} R_{abcd} dW_{kl} \wedge d\bar{W}_{pq} \otimes dW_{ab} \wedge d\bar{W}_{cd} \]

\[ = - \sum_{a \leq b, c \leq d} \bar{\partial} \bar{\partial} H_{abcd} \otimes dW_{ab} \wedge d\bar{W}_{cd} \]

\[ = - \sum_{a, b, c, d} \bar{\partial} \bar{\partial} H_{abcd} \otimes dW_{ab} \wedge d\bar{W}_{cd} \]

\[ = \sum_{a, b, c, d, k, l, p, q} \tilde{R}_{abcdkl} dW_{k} \wedge d\bar{W}_{pq} \otimes dW_{ab} \wedge d\bar{W}_{cd}, \]

where \( \tilde{R}_{abcd} = -4(\delta_{bd}\delta_{ck}\delta_{aq} + \delta_{bq}\delta_{ca}\delta_{dk}) \). For any \((1,0)\)-type tangent vector \( V = (V^{ab}) \), \( a \leq b \), at 0. We also denote by \( \mathbf{V} \) the matrix associated with
the vector \((V^{ab})\) by setting \(V^{ab} = V^{ba}\). Then

\[
R_{abcdijklpq}V^{ab}V^{cd}V^{kl}V^{pq} = \left( \sum_{a \leq b, c \leq d, k \leq l, p \leq q} R_{abcdijklpq}dW_{kl} \otimes dW_{pq} \right) (V \otimes V \otimes V \otimes V)
\]

\[
= \sum_{a,b,c,d,k,l,p,q} \tilde{R}_{abcdijklpq} V^{ab}V^{cd}V^{kl}V^{pq} = -8 \text{Tr}((\bar{V}V)^2),
\]

and \(\|V\|^2 = 4(2\sum_{a<b}|V^{ab}|^2 + \sum_a |V^{aa}|^2) = 4 \text{Tr}(\bar{V}V)\). Thus the holomorphic sectional curvature is

\[
K(V) = -\frac{\text{Tr}((\bar{V}V)^2)}{\text{Tr}(\bar{V}V)} \in [-1, -1/n],
\]

and \(K(V) = -1/n\) iff \(V(\det V)^{-1/n}\) is a unitary group.

5.3. Milnor- Wood inequality of Toledo invariant for \(n = 1\). Let \(\Sigma\) be a surface with \(q\)-boundary components and of genus \(g\) of negative Euler number. Considering a boundary component as a puncture, one can find an ideal triangulation \(\Delta\) of \(\Sigma\), which is just a maximal collection of disjoint essential arcs that are pairwise non-homotopic, whose vertices are at punctures. If there are \(F\) ideal triangles in \(\Delta\), there there are \(3F^2\) edges since each edge is shared by the adjacent triangle. Here by taking a triangulation carefully, we can assume that two adjacent triangles are distinct. Hence by the definition of the Euler number

\[
F - \frac{3F^2}{2} = 2 - 2g - q
\]

where \(q\) is the number of punctures. Hence there are \(-4 + 4g + 2q\) ideal triangles in \(\Delta\). Now when we consider the punctures as boundaries, these ideal triangles wrap around each boundary component infinitely many times, and still denote this triangulation by \(\Delta\). Given a representation \(\rho : \pi_1(\Sigma) \to \text{SL}(2,\mathbb{R})\), find a \(\rho\)-equivariant map \(J : \tilde{\Sigma} \to D = D^\text{III}_1\) induced by an equivariant complex structure. Recall that

\[
T(\Sigma, \rho) = \frac{1}{2\pi} \int_{\Sigma} J^* \omega_{\text{III}} - 2 \sum_{i=1}^{q} \int_{c_i} J^* \alpha_i.
\]

For hyperbolic and elliptic boundary, the second term is zero. Now we can straighten \(J\) such that each ideal triangle \(\sigma\) in \(\Delta\) is mapped to an ideal geodesic triangle in \(D\). Now a new surface \(\Sigma' = \Sigma \cup \cup C_i\) is obtained from \(\Sigma\) by attaching a cone \(C_i\) to each parabolic boundary \(c_i\). One can extend \(\text{Str}(J)\) in an obvious way on each cone to the corresponding horoball neighborhood. In more details,

\[
J : S^1 \times [0, \infty) \to H,
\]

where \(H\) is a horoball and \(J\) maps each geodesic \(x \times [0, \infty)\) to an arc-length parametrized geodesic from \(J(x, 0)\) to the base point of the horoball. Note here
that the complex structure along the boundary \( c_i \) is an orbit of \( J \) under the one-parameter family generated by parabolic element \( \rho(c_i) \), hence the image under \( J \) is also the orbit of the one-parameter family generated by parabolic element \( \rho(c_i) \). This forces that \( J(x \times [0, \infty)) \) and \( J(y \times [0, \infty)) \) get closer exponentially fast as \( t \to \infty \) for any two points \( x \) and \( y \) on \( c_i \).

In more details, \(|J_*(\frac{\partial}{\partial x} |(x,t))| = e^{-t} |J_*(\frac{\partial}{\partial x} |(x,0))|\) and \(|J_*(\frac{\partial}{\partial t} |(x,t))| = |\frac{\partial}{\partial t}| = 1\), which makes

\[
|J^* \omega_{\Delta_i^1} \frac{\partial}{\partial x}, \frac{\partial}{\partial t}| = e^{-t} |\omega_{\Delta_i^1} (J_*(\frac{\partial}{\partial x} |(x,0)), \frac{\partial}{\partial t})| \leq e^{-t} C\]

for some universal constant \( C \). Hence

\[
(5.9) \quad \int_{C_i} |J^* \omega_{\Delta_i^1}| \leq \int_0^{2\pi} \int_0^{\infty} C e^{-t} < \infty,
\]

which makes \( J^*(d\alpha_i) \) a \( L^1 \) form on \( C_i \).

If we decompose \( C_i \) into two parts \( C_i^1 = S^1 \times [0, t] \) \cup \( C_i^2 = S^1 \times [t, \infty) \), then \( J^*(d\alpha_i) \) being a \( L^1 \) form on \( C_i \) implies that \( \int_{C_i^1} J^*(d\alpha_i) \to 0 \) as \( t \to \infty \).

Furthermore by noting that \(|J_*(\frac{\partial}{\partial x} |(x,t))| = e^{-t} |J_*(\frac{\partial}{\partial x} |(x,0))|\), \( \int_{S^1 \times \{0\}} J^* \alpha_i = \int_{S^1 \times \{t\}} e^{-t} J^* \alpha_i \), the ordinary Stokes' lemma holds to get for each parabolic boundary \( c_i \)

\[
\int_{\Sigma} d(\chi_i Str(J)^* \alpha_i) = \int_{c_i} Str(J)^* \alpha_i = - \int_{C_i} d(\chi_i Str(J)^* \alpha_i).
\]

This implies that

\[
T(\Sigma, \rho) = \frac{1}{2\pi} \int_{\Sigma'} Str(J)^* \omega_{\Delta_i^1}.
\]

Also note that we can deform \( \Delta \) so that the triangles wrapping around the parabolic boundary \( c_i \) can be straightened to the cone point of \( C_i \) to include \( C_i \) in \( \cup_{\sigma \in \Delta} \sigma \). We still denote the deformed triangulation by \( \Delta \). Since \( \Sigma' = \sum_{\sigma_i \in \Delta} \sigma_i \),

![Figure 1. Ideal triangulation of a pair of pants consisting of two ideal triangles](image-url)
\[ |\int_{c_i} \text{Str}(\mathcal{J})^* \omega_{D_1^m}| = |\int_{\text{Str}(\mathcal{J}(\sigma_i))} \omega_{D_1^m}| \leq \pi \text{ and there are } -4 + 4g + 2q \text{ triangles, so we get} \]
\[ |\mathcal{T}(\Sigma, \rho)| \leq \frac{1}{2\pi}(-4 + 4g + 2q)\pi = |\chi(\Sigma)|. \]

5.4. Milnor-Wood inequality of Toledo invariant for general \( n \). In the arguments of the previous section, we only used the fact that \( \int_{c_i} \mathcal{J}^* \alpha_i = 0 \) for elliptic and hyperbolic boundary \( c_i \), and the extendability of \( \mathcal{J} \) to parabolic cones \( C_i \). For general \( n \), we need an estimate \( |\int_{c_i} \text{Str}(\mathcal{J})^* \omega_{D_1^m}| = |\int_{\text{Str}(\mathcal{J}(\sigma_i))} \omega_{D_1^m}| \leq n\pi \), which follows from the fact that the Gromov norm of \( \kappa_G^b \in H^2_{c,b}(G, \mathbb{R}) \) is \( \text{rank of } G \) [11].

First note that by [13, Corollary 9.4] \( \), for any \( a \in \text{Sp}(2n, \mathbb{R}), a^2 = \exp X \) for some \( X \in g \).

Let \( \pi_1(\Sigma) = \langle c_1, c_2, \cdots, c_{q-1}, a_i, b_i \rangle \) where \( c_i \) are boundary components, and \( c_q = \Pi c_i \Pi[a_i, b_i] \). Take an index 2 subgroup \( \Gamma < \pi_1(\Sigma) \) containing \( c_i^2, i = 1, \cdots, q-1 \). Let \( \Sigma_1 = \Sigma/\Gamma \) and \( p: \Sigma_1 \rightarrow \Sigma \) be a covering map of degree 2. Then for each boundary \( c_i \) \( i = 1, \cdots, q-1 \), there exists a corresponding boundary \( B_i \) of \( \Sigma_1 \) such that \( \rho(B_i) = c_i^2 \). Now it is possible that \( p^{-1}(c_q) \) might be disjoint union of two circles \( B_q, B_{q+1} \) which map to \( c_q \) homeomorphically. In this case, take a double cover \( \Sigma_2 \) of \( \Sigma_1 \), which corresponds to an index two subgroup of \( \pi_1(\Sigma_1) \) containing \( B_q^2, B_{q+1}^2 \). Then there exist two boundary components of \( \Sigma_2 \), \( C_q, C_{q+1} \) which project to \( B_q^2, B_{q+1}^2 \). Then the covering map \( f \) from \( \Sigma_2 \) to \( \Sigma \) has the property that each boundary component of \( \Sigma_2 \) projects to \( c_i^{2k} \) for some \( i = 1, \cdots, q \).

Now for this 4-fold covering map \( f: \Sigma_2 \rightarrow \Sigma \), consider the induced representation \( \rho_2 = \rho \circ f_*: \pi_1(\Sigma_2) \rightarrow \text{Sp}(2n, \mathbb{R}) \). Then for any boundary component \( b \) of \( \Sigma_2 \), \( \rho_2(b) = \rho(c_i^{2k}) \) for some \( c_i \), hence \( \rho_2(b) = \exp(2\pi B) \) for some \( B \) in the Lie algebra of \( \text{Sp}(2n, \mathbb{R}) \). This allows us to define a complex structure \( \mathcal{J}(x) = \exp(-xB)J\exp(xB) \) along any boundary of \( \Sigma_2 \). Now if prove the Milnor-Wood inequality for \( \rho_2 \), then we prove the Milnor-Wood inequality for \( \rho \) since both Toledo invariant and the Euler number for \( \Sigma_2 \) is 4 times those of \( \Sigma \). Hence we may assume that \( \rho(c_i) = \exp(2\pi B_i) \) for some \( B_i \).

Now we mention the classification of isometries for a symmetric space \( X \) of noncompact type with \( G = \text{Iso}^0(X) \). Let \( \ell(\phi) = \inf_{x \in X} d_X(x, \phi(x)) \) for \( \phi \in G \).
We say \( \phi \) is ([18, 1.9.1] )

1. axial if \( \ell(\phi) > 0 \) and realized in \( X \).
2. elliptic if \( \ell(\phi) = 0 \) and realized in \( X \), i.e., it has a fixed point in \( X \).
3. parabolic if \( \ell(\phi) \) is not realized in \( X \).

If \( \phi \) is parabolic, it has a fixed point at \( X(\infty) \) ([18, Prop. 4.1.1] ). Hence it stabilizes a horosphere \( H \) based at a fixed point of \( \phi \).

Let \( Ad: G \rightarrow \text{End}(g) \) be an adjoint representation and \( G = KAN \) an Iwasawa decomposition. For any element \( g \in G \), \( g \) has a unique Jordan decomposition \( g = chu \) where \( Ad(e) \) is diagonalizable with modulus 1 (complex) eigenvalues
(conjugate to an element in $K$), $Ad(h)$ is diagonalizable with positive eigenvalues (conjugate to an element in $A$), and $Ad(u)$ is unipotent, i.e. $Ad(u) - I$ is nilpotent (conjugate to an element in $N$). Then $\phi \in G$ is axial if and only if $Ad(\phi)$ is nonelliptic and semisimple (i.e. diagonalizable) and $\phi \in G$ is parabolic if and only if $Ad(\phi)$ is not semisimple (i.e. not diagonalizable). See \cite[Prop. 2.19.18]{18}.

In our case, $G = \mathrm{PSp}(2n, \mathbb{R}) = \mathrm{Sp}(2n, \mathbb{R})/\pm I$. In view of Definition 4.8, an elliptic element is the one conjugate to $U(n)$ (hence, diagonalizable with modulus 1 eigenvalues), an axial element is the one which is diagonalizable, and some eigenvalues of which are not of modulus 1. Hence by Proposition 4.9, an axial element $L \in \mathrm{Sp}(2n, \mathbb{R})$ has an orthogonal symplectic decomposition into hyperbolic parts and elliptic parts. But in this case, $\int c_i J^* \alpha_i = 0$.

If $L \in \mathrm{PSp}(2n, \mathbb{R})$ is parabolic, then it has a symplectic decomposition $L = L_s \oplus L_u$ such that the nondiagonalizable part $L_u$ of $L$ is unipotent, hence $L_u$ is an element of a horospherical subgroup $N_x$ for some point $x \in X(\infty)$, see \cite[Prop. 2.19.18 (5)]{18}. But $N_x$ has a property that for $g \in N_x$

$$\lim_{t \to \infty} e^{-tX} ge^{tX} = \text{id},$$

where $X \in \mathfrak{p}$ is a unit vector whose infinite end point is $x$ in the Cartan decomposition $\mathfrak{g} = \mathfrak{t} \oplus \mathfrak{p}$ at $p \in X$. This implies that for $g \in N_x$

$$\lim_{t \to \infty} d(e^{tX} p, ge^{tX} p) = 0,$$

which means that any two geodesic rays starting from $p$ and $gp$ pointing forwards $x$, get closer exponentially fast. This shows that the estimate (5.9) is valid for parabolic boundary in general dimension.

Hence it suffices to attach cones to parabolic boundaries of $\Sigma$ and argue as in the previous section, to show that

$$T(\Sigma, \rho) = \frac{1}{2\pi} \int_{\Sigma'} \text{Str}(J)^* \omega_{D^m_{III}}.$$

Then using $|\int_{\text{Str}(J)(\sigma_i)} \omega_{D^m_{III}}| \leq n\pi$, we are done.
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