An Image Dehazing Model considering Multiplicative Noise and Sensor Blur
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A restoration model considering the data-dependent multiplicative noise, shift-invariant blur, and haze has been introduced in this paper. The proposed strategy adopts a two-step model to perform a single image dehazing under the blurred and noisy observations. The first step uses the well-known dark channel prior method to estimate the transmission of the medium and atmospheric light that signifies the global color of the haze and dehaze the images. The second step performs denoising and deblurring under a Gamma distributed noise setup and a linear blurring artefact. The restoration under the above-mentioned setup has quite a few applications in satellite and long-distance telescopic imaging systems, where the captured images are noisy due to atmospheric pressure turbulence and hazy due to the presence of atmospheric dust formation; further they are blurred due to the common device artefacts. The proposed strategy is tested using a large amount of available image-sets and the performance of the model is analysed in detail in the results section.

1. Introduction

Image dehazing is a common inverse problem in the image processing literature. The light received by a sensor from outdoor scenes is often absorbed and scattered by the medium through which the light ray travels; the common examples would be dust, mist, fog, fumes, and so forth. Therefore, the captured outdoor images are commonly found to be degraded with fog, mist, or haze. The visibility of the scene contents would be highly challenged in such images. Nevertheless, most of the outdoor imaging systems like surveillance and transport navigation should extract semantic information for proper analysis. Therefore, dehazing becomes an inevitable part of such image restorations. Moreover in long distance photography of foggy scenes, this process has a substantial effect on the image in which contrasts are reduced and surface colors become faint. In addition to the dense haze formation in captured data, sometimes the variations in atmospheric pressure conditions or transmission errors can cause introduction of noise in images. Such images are noisy and hazy and the restoration involves a denoising and dehazing process. Moreover, the assumption that the imaging systems are not free from the devise artifacts leads to the necessity of a deblurring process along with denoising and dehazing. In this work we assume a data-correlated noise and spatially invariant out-of-focus blur. The noise intensity distribution is assumed to be Gamma and multiplicative in nature. The blurring is devised as a linear and bounded operator. The restoration of images under the above-mentioned scenario is an ill-posed problem in the sense of Hadamard [1]. That is, a small perturbation in the initial data can cause large disturbances in the restored version. This demands a regularization in the restoration process. Many image dehazing methods require multiple input images and additional prior information to perform in efficient manner. The additional prior information for
dehazing includes degrees of polarization [2, 3], multiple images under different weather conditions [4–6] and the depth information in 3D data [7, 8].

Single image dehazing is more relevant and useful in most image processing scenarios because of its generalized behavior and efficiency in dehazing with limited prior information. Single image dehazing is highly underconstrained and ill-posed in the sense that the local transmission that depends on the scene depth for homogeneous atmosphere needs to be estimated. Tan [9] developed a dehazing model using the Markov random field framework, under a weak assumption that airlight in the atmospheric scattering model is constant [10]. In another study Fattal [11] estimated the albedo and transmission light, assuming that shading and transmission are locally uncorrelated. Though this assumption is a strong one, the method is very effective for light haze but not for dense haze.

To solve this underconstrained single image dehazing problem many prior based techniques have been proposed. Among those successful prior methods the dark channel prior method is a prominent one; see He et al. [12, 13]. Dark channel prior serves as an effective model to estimate the local transmissions for hazy images. However, refining the observed transmission map with soft matting as in [5] is computationally expensive. A further refinement was proposed for the dark channel prior using the guided image filter; the details can be found in He et al. [13] and Pang et al. [14].

The rest of the paper is organized as follows. In Section 1.1 the commonly used image dehazing model and its mathematical formulations are explained and the dark channel prior based dehazing model is discussed in Section 1.2. A brief description of current denoising and deblurring literature is provided in Section 1.3. Section 2 portrays the proposed strategy and its theoretical analysis including the numerical implementation. The experimental analysis of various models including the proposed one is done in Section 3. Finally we conclude the work in Section 4.

1.1. Image Dehazing Model. Though the physical mechanism of haze formation is rather a complicated scenario, a commonly used hazy image formation can be modeled as

\[ u(x) = t(x)J(x) + (1-t(x))A. \]  

(1)

Here \( u \) denotes the observed color, \( J \) is the true color that we have to restore, \( t \) is the transmission of the medium, and \( A \) is the atmospheric light, which in turn represents the global "color" of haze. Now the aim of dehazing method is to restore \( J, A \), and \( t \) from the hazy observation \( u \); apparently the problem is an inverse problem which is highly under constrained; refer to [12] for more details of the haze model formulations.

1.2. Image Dehazing with Dark Channel Priors. The dark channel prior is a statistics of the out-door haze free images; for most of the non-sky patches in an outdoor haze-free image, at least one color channel contains some pixels whose intensities are very low [12]. Mathematically, the dark channel of an image \( u \) is given by

\[ \mathbf{u}_{\text{dark}}(x) = \min_{y \in \Omega(x)} \left( \min_{c \in \{r, g, b\}} u^c(y) \right), \]  

(2)

where \( u^c \) denotes the color channel of the image \( u \) and \( \Omega(x) \) is a local patch centered at pixel \( x \). For a haze free image its dark channel tends to zero, which is the dark channel proposed in [12, 13], whereas for hazy images the dark channel will never be zero.

Further, assuming the haze model (1) He et al. prove that the transmission map can be simply estimated as

\[ \tilde{t}(x) = 1 - \omega \min_{y \in \Omega(x)} \left( \min_{c \in \{r, g, b\}} \frac{u^c(y)}{A^c} \right), \]  

(3)

in which \( \tilde{t}(x) \) denotes the constant transmission in the patch \( \Omega(x) \). The parameter \( \omega \) (0 < \omega < 1) in (3) is introduced to prevent removing the haze thoroughly and keep the feeling of depth; it is set to be 0.95 in their work. The global atmospheric light \( A \) in (1) is estimated by the technique proposed in [12], which investigates the candidate pixels first using the dark channel of the input hazy image. The transmission obtained by (3) is only a coarse estimation; the images recovered using the coarse transmission map suffer from severe halo artifacts; hence, a refinement of the transmission map is necessary; moreover, this refinement also helps to capture the depth changes at object edges. The closed matting framework used in [15] is a general way to suppress block artifacts in the coarse map, and this minimizes the cost function:

\[ E(t) = t^T L t + \lambda ( t - \tilde{t})^T (t - \tilde{t}). \]  

(4)

However the time complexity of this approach is extremely high, because the process involves computing the Laplacian matrix \( L \) of size \( N \times N \) in each iteration. Therefore, a faster approach is introduced in [14], which can compute the dark channel prior with a worst case complexity: \( O(N) \). Finally the transmission and atmospheric lights are estimated. The hazy free image \( J(x) \) is obtained using (1) as

\[ J(x) = \frac{u(x) - A}{\max(t(x), t_0)} + A. \]  

(5)

1.3. Image Restoration under Multiplicative Noise and Blur. Image denoising is an inevitable preprocessing activity in most of the image processing applications. The restoration of images considering data-independent additive noise is quite a well-explored concept. In this paper we assume that the image is corrupted by data-dependent multiplicative noise that follows a Gamma distribution. This kind of noise generally appears in long distant photography, especially in telescopic imaging systems where the light travels through the medium with high pressure variations. The noisy image formation under this assumed model is

\[ n_0 = u \times n, \]  

(6)
where \( n \) is the multiplicative noise, \( u_0 \) is the observed image, and \( u \) is the actual image (without noise and blur). Further considering a blurring artifact in the observed image as a general phenomena, one can write the degradation process as
\[
     u_0 = K u \times n, \quad (7)
\]
where \( K \) is a blurring operator which is linear. Assuming a shift invariance in the operator the above equation can be reformulated using a linear convolution operator with a Gaussian blurring kernel; that is,
\[
     u_0 = k \ast u \times n, \quad (8)
\]
where \( k \) is a linear blurring kernel whose area of support is assumed to be compact and \( \ast \) denotes a linear convolution operator (the image is assumed to be blurred at first and then noisy). Image restoration under multiplicative data-dependent noise setup is not explored much, unlike the additive random noise models.

The first kind of restoration proposed under the multiplicative noise setup is RLO model [16]. In this model the noise is assumed to be multiplicative with unit mean and variance and the blur is linear shift invariant one. The evolution equation of the model is formulated as
\[
     u_t = \text{div} \left( \frac{\nabla u}{|\nabla u|} \right) - \frac{\lambda}{u^3} \frac{|\nabla u|^2}{|\nabla u|} - \frac{\mu u}{u^2}, \quad (9)
\]
where div is a divergence operator and Lagrange multipliers \( \lambda \) and \( \mu \) are dynamically updated to satisfy the constraints. The PDE in this model is solved with the uniform boundary condition \( \partial u / \partial n = 0 \), where \( n \) is a unit vector normal to the image plane and the initial condition \( u(x, y, t = 0) = u_0(x, y) \), where \( u_0(x, y) \) is the initial observed image. Furthermore, this boundary condition and initial condition are assumed for all the PDEs described in this paper, if not described otherwise. Since the model assumes a Gaussian multiplicative noise the practical applicability of the model is quite limited.

Another advancement in this direction is Aubert and Aujol [17] AA model. This model is devised to address data-dependent multiplicative noise in images which follows a Gamma distribution. This model finds many applications in the contemporary imaging world. Quite a few imaging modalities are found to be facing similar noise distortions in the captured data; a prominent example would be ultrasound imaging. The devised model follows the evolution equation:
\[
     u_t = \text{div} \left( \frac{\nabla u}{|\nabla u|} \right) - \lambda \frac{(u-u_0)}{u^2}, \quad (10)
\]
where \( \lambda \) is a regularization parameter and other symbols have their usual meanings. Considering a spatially invariant blur, the above equation can be rewritten as
\[
     u_t = \text{div} \left( \frac{\nabla u}{|\nabla u|} \right) - \lambda k \ast \left( \frac{k \ast u - u_0}{(k \ast u)^2} \right), \quad (11)
\]
where \( k \) is a blurring kernel. This model is conditionally convex; the diffusion part is a normal total variational denoising model as proposed in [18]. As it is well known from the restoration literature that the total variation (TV) functional is convex (not in the strict sense). The reactive term is derived based on the maximum a posteriori (MAP) estimate and one can easily prove that this term is conditionally convex. Therefore, a unique solution exists conditionally.

Quite a few models are also proposed to improve AA model in terms of visual appearance and theoretical stability [19–21]. In Xiao et al. [19] the authors replace the TV regularizer with a Weberized TV regularizer for a better restoration in terms of visual quality. In Huang et al. [20], the authors provide a modified fitting term which is convex under all conditions; therefore, the solution is unique. And in [21] the author fits a convex diffusion term to reduce the staircase effect due to the piecewise constant approximation of nonlinear second order filters.

Many of the dehazing models discussed in the literature are ignorant of the medium induced errors like noise and devise induced artifacts like blur. However, noise and blur are quite common and, precisely, are a significant issue while removing haze. There are some haze removal methods which consider noise; see [22, 23]; however, they are least meant for single image dehazing problems. In another work Matlin and Milanfar [24] proposed a dehazing and denoising method for single image with the help of the BM3D denoising algorithm; however, they fail to mention the sensor blur related problems in the captured images. Sensor blur is also an important degradation factor, especially for thin haze. Another model in this direction is [25]. This model assumes an additive noise and a shift invariant blur. However as we know from the literature that the additive noise is of more theoretical interest and in most imaging setups the captured images are corrupted by multiplicative noise. Motivated by the blurred (spatially invariant), noisy (multiplicative), and hazy behaviors of the input data, we propose a novel strategy to restore the images under these unfavorable conditions.

### 2. The Proposed Method

In this section we propose a novel restoration model for hazy, blurred, and noisy images. We assume the degradation model:
\[
     u(x) = k(x) \ast [t(x)J(x) + (1-t(x))A] \times n(x), \quad (12)
\]
where \( k(x) \) is the impulse response of the blurring system (as already mentioned) and \( n(x) \) is multiplicative noise (the image is assumed to be blurred at first and then noisy). Now we employ a two-stage restoration process to retrieve the estimated original image. In the first step we apply the dark channel prior model to estimate the dehazed image. The dark channel prior model is explained in Section 1.2. The estimated dehazed image \( J(x) \) is obtained by solving (5) using the airlight \( A \) and transmission \( t(x) \) obtained using the dark channel priors. Now we have the dehazed image and we begin the second step of the algorithm, that is, to deblur and denoise the dehazed image obtained from the first step. Let us assume \( u'(x) \) as the estimated dehazed image (obtained from the first
step); now we can write the denoising and deblurring model as 
\[ u(x) = k(x) * u'(x) + n(x). \]
Now the restoration problem can be stated as an energy minimization problem with the following cost functional (derived using the TV norm) and constraint (derived using MAP estimator), see [17] for details:

\[
\min_{u \in BV(\Omega)} \int_{\Omega} \nabla u + \lambda \int_{\Omega} \left( \log \left( \frac{k * u'}{u} \right) + \frac{u}{k * u'} \right),
\]

where \( BV(\Omega) \) stands for the space of bounded variation over the image support domain \( \Omega \) and \( \lambda \) is the regularization parameter. The gradient descent solution for this problem can be stated as

\[
u_t = \nabla \cdot \nabla u |\nabla u| - \lambda \frac{k * (k * u - u)}{k * u'},
\]

where
\[
u_t(x, y) = \nu(x + 1, y) - \nu(x - 1, y),
\]
\[
u_y(x, y) = \nu(x, y + 1) - \nu(x, y - 1),
\]
\[
u_xx(x, y) = \nu(x + 1, y) + \nu(x - 1, y) - 2 \nu(x, y),
\]
\[
u_yy(x, y) = \nu(x, y + 1) + \nu(x, y - 1) - 2 \nu(x, y),
\]
\[
u_xy(x, y) = \nu(x + 1, y + 1) + \nu(x - 1, y - 1) - \nu(x + 1, y - 1) - \nu(x - 1, y + 1). \]

Finally the gradient descent method gives

\[
u_{n+1}(x, y) = \nu^n(x, y) + \Delta t \times u_t(x, y),
\]

where \( \nu^n \) stands for the image at \( n \)th iteration. The implementation of the reactive/fidelity term is straightforward and, therefore, the explanation of its implementation is skipped for brevity.

### 3. Results and Discussions

We have used some standard test images for testing the proposed model with the existing models. So far there does not exist any model proposed for dehazing images under multiplicative noise and spatially invariant blur, to the best of our knowledge. We have used hazy images from the well-known databases and the noise and blur were added to the test images. The intensities of all the test images were normalized to the range \([0, 1]\). The Gamma distributed multiplicative noise was added using a function written in Matlab. The sensor blur was created by converting the input image to the Fourier domain using Discrete Fourier Transform (DFT) and multiplying the Fourier coefficients with a Gaussian blurring function and taking the inverse Fourier transform of the coefficients. Though we have tested with different test images with varying characteristics, we show the results only for three test images “cinque coast,” “peak,” and “toys” for brevity in explanation. The hazy images used for testing are shown in Figure 1. Further we have tested for various noise variances.
Figure 2: (a) and (b) two hazy, blurred (spread of kernel 3), and noisy images (Gamma noise variances 0.15 and 0.25): “cinque coast.” (c) and (d) restored using Lan et al. [25] (for additive noise and blur). (e) and (f) restored using the proposed model.

and different sizes of the blurring kernel. The regularization process is controlled using the parameter $\lambda = 0.1/NV^2$, where $NV$ stands for the noise variance and the time step $\Delta t$ in (17) is initialized as 0.25 to satisfy the stability condition and to get the optional restoration.

Furthermore, a statistical quantitative analysis is performed on the filtered outputs to quantify the results. We have used the statistical measures, Peak Signal to Noise Ratio (PSNR) and structure similarity (SSIM) index, to demonstrate the performances of various filters considered in this work along with the one proposed in this paper. The PSNR values indicate the noise removal and signal strengthening capacity of the filter under consideration. The PSNR value increases as the noise content decreases or alternatively the signal strength increases. So a high PSNR value indicates a better noise removal capability. PSNR is defined as $\text{PSNR} = 10 \log_{10}\left(\frac{\text{MAX}_u^2}{\text{MSE}}\right) \text{dB}$, where $\text{MAX}_u$ is the maximum intensity value and $\text{MSE}$ is the mean square error defined as $\text{MSE} = \frac{1}{(n \times m)} \sum_{i=0}^{n-1} \sum_{j=0}^{m-1} [u(i, j) - u_0(i, j)]^2$, where $n \times m$ is the size of the image; see [26] for details. Similarly the diffusion results in smoothing of image structures like edges and fine details; therefore, a structure preservation is quite trivial for such diffusion filters. So we verify the structure similarity (SSIM) index of the filter for the test images. The SSIM takes values in the range $[0-1]$: a value 1 for a perfect structure preservation and zero for a very poor preservation in terms of structures.

The motivation to use SSIM approach is to find a more direct way to compare the structures of the reference and the distorted images. We invite readers to refer [27] for further
Figure 3: (a) and (b) two hazy, blurred (spread of kernel 3), and noisy images (Gamma noise variances 0.15 and 0.25): “peak.” (c) and (d) restored using Lan et al. [25] (for additive noise and blur). (e) and (f) restored using the proposed model.

details. This framework for the design of image quality measures was proposed, based on the assumption that the human visual system is highly adapted to extract structural information from the viewing field; the SSIM is formulated as

\[
SSIM(x, y) = \frac{(2\mu_x\mu_y + C_1) \times (2\sigma_{xy} + C_2)}{(\mu_x^2 + \mu_y^2 + C_1) \times (\sigma_x^2 + \sigma_y^2 + C_2)},
\]

where \(x\) and \(y\) denote the content of local windows in original and reconstructed images, respectively, \(\sigma_{xy}\) is the covariance of \(x\) and \(y\), \(\sigma_x^2\) and \(\sigma_y^2\) denote the variance of \(x\) and \(y\), respectively, and \(C_1 = (k_1 L)^2, C_2 = (k_2 L)^2\), where \(L\) is the dynamic range of pixels values \([0-255]\) for 8-bit gray scale image) and \(k_1 = 0.01\) and \(k_2 = 0.03\) are constants.

The measure is applied for nonoverlapping windows in both of the images (original and reconstructed). In this thesis work we measure mean-SSIM (MSSIM) which is an index to evaluate the overall image quality. It is defined as

\[
MSSIM(X, Y) = \frac{1}{M} \sum_{j=1}^{M} SSIM(x_j, y_j),
\]

where \(X\) and \(Y\) are the original and reconstructed images, respectively, \(x_j\) and \(y_j\) denote the content of the \(j\)th local window in reference and distorted images, respectively, and \(M\) is the number of local windows in the image.

The input images are tested at two different noise variance values (0.15 and 0.25) of the Gamma noise. Furthermore, a blurring kernel (spread value 3) is used to generate
Figure 4: (a) and (d) hazy, blurred (spread of kernel 4), and noisy images (Gamma noise variances 0.3 and 0.4, resp.); “toy”; (g) and (h) hazy, blurred (spread of kernel 5), and noisy images (Gamma noise variances 0.3 and 0.4, resp.); (b), (e), (h), and (k) images restored by Lan et al. [25] (for additive noise and blur); (c), (f), (i), and (l) images restored using the proposed model.
Table 1: PSNR (in dB) for noisy and restored images for various noise variance values and kernel size 3.

| Noise variances | Images | Noisy | Lan et al. [25] | The proposed model |
|-----------------|--------|-------|-----------------|-------------------|
| 0.15            | Cinque | 24.14 | 26.23           | 28.85             |
|                 | Peak   | 25.23 | 27.36           | 29.11             |
| 0.25            | Cinque | 21.34 | 24.34           | 27.15             |
|                 | Peak   | 22.32 | 24.63           | 27.51             |

Table 2: MSSIM for noisy and restored images for various noise variance values.

| Noise variances | Images | Noisy | Lan et al. [25] | The proposed model |
|-----------------|--------|-------|-----------------|-------------------|
| 0.15            | Cinque | 0.34  | 0.53            | 0.78              |
|                 | Forest | 0.38  | 0.56            | 0.79              |
| 0.25            | Cinque | 0.24  | 0.44            | 0.65              |
|                 | Forest | 0.25  | 0.46            | 0.68              |

Table 3: MSE for noisy and restored images for various noise variance values and kernel size 3.

| Noise variances | Images | Noisy | Lan et al. [25] | The proposed model |
|-----------------|--------|-------|-----------------|-------------------|
| 0.15            | Cinque | 650.24| 213.23          | 168.85            |
|                 | Peak   | 596.32| 217.63          | 129.33            |
| 0.25            | Cinque | 512.34| 201.34          | 127.15            |
|                 | Peak   | 522.23| 224.35          | 112.15            |

the sensor blur in images. Results of different statistical measures (namely, PSNR, MSSIM, and MSE) are provided in Tables 1, 2, and 3, respectively. We have shown the results for the proposed method and one other relevant method proposed by Lan et al. [25] for dehazing and denoising. The model by Lan et al. [25] is designed for data-independent additive noise with spatially invariant blur. Literally we have no methods to compare our results, since so far no models have been proposed for multiplicative noise removal and dehazing. Nevertheless, we have tested the model Lan et al. [25] for multiplicative Gamma noise. We confirm that the performance of this model is not quite comparable to the proposed model in terms of these statistical measures, as the noise is multiplicative and data-dependent in nature. The restored versions of the test images for two different noise variance values and for the blurring kernel spread value 3 are shown in Figure 2 (for the test image “cinque coast”) and Figure 3 (for the test image “peak”). From these restored versions we can confirm that the proposed model performs well in terms of denoising, deblurring, and dehazing. We also demonstrate the performance of the proposed model when the image is corrupted by higher density speckle noise (of variances 0.3 and 0.4, resp.) and blurred by Gaussian kernels of a bigger spreads (i.e., 4 and 5). The results for this experiment are shown in Figure 4. The response of the proposed model remains superior to other compared models in terms of visual and quantitative results.

4. Concluding Remarks

A novel dehazing method was proposed and analyzed considering the data dependent multiplicative Gamma noise and shift invariant sensor blur. A two-step method was devised: the first step uses dark channel priors to handle the haze present in images and in the second step a $\mathcal{L}^1$ regularization filter based on the maximum a posteriori estimate was devised to handle data-dependent multiplicative noise and blur present in images. The proposed strategy is demonstrated to be effective in handling hazy and speckled images. The model is applicable to many satellite and telescope images which are misty or foggy due to bad weather conditions and noisy due to atmospheric pressure variations and blurred due to the sensor artifacts. The model is tested with several natural and synthetic images and the results show a remarkable progress in dehazing and restoring of images.
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