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Abstract. We prove an operator-theoretic reconstruction of the Beilinson–Bloch regulator for compact Riemann surfaces, using loop operators and the Connes–Karoubi character for Fredholm modules. The proof includes a new computation of the Connes–Karoubi character for Steinberg symbols of the circle, which relies on the Helton–Howe determinant theory, but not on the Carey–Pincus theory of joint torsion.

1 Introduction

The main objective of this article is to prove a reconstruction of the Beilinson–Bloch regulator for compact Riemann surfaces in terms of the Connes–Karoubi character for Fredholm modules. In this introduction, we outline our construction and clarify our contribution in relation to other works. Our work owes much to the work of Connes and Karoubi [9], Pressley, Segal, and Wilson [34], [31], and Helton and Howe [21].

1.1 The Beilinson–Bloch regulator via the Connes–Karoubi character (an overview)

Let $X$ be a compact Riemann surface. The Beilinson–Bloch regulator of $X$ is a Chern character map

$$r : K_2(X) \longrightarrow H^1(X, \mathbb{C}^\times).$$

It was first constructed for elliptic curves by Bloch [4], and for arbitrary compact Riemann surfaces by Beilinson [1], as just one instance of his far-reaching conjectures relating algebraic $K$-theory of varieties (defined over $\mathbb{Q}$) to special values of $L$-functions [2]. The essence of the construction of the regulator (1), which will be reviewed in §2, is its construction on the Zariski open subsets of $X$, i.e., the construction of a family of homomorphisms

$$r_S : K_2(O(X \setminus S)) \longrightarrow \text{Hom}(\pi_1(X \setminus S), \mathbb{C}^\times) \cong H^1(X \setminus S, \mathbb{C}^\times),$$

where $S$ ranges over the finite subsets of $X$, and $O(X \setminus S)$ is the ring of analytic functions on $X \setminus S$. (We will suppress base points in this introduction.)

For a smooth loop $\gamma : S^1 \rightarrow X \setminus S$, one gets a representation of the ring $O(X \setminus S)$ on the Hilbert space $L^2(S^1)$ via multiplication operators:

$$\mu_\gamma : O(X \setminus S) \rightarrow L(L^2(S^1)), \quad f \mapsto M(f \circ \gamma).$$

The key observation here—due to Pressley, Segal, and Wilson [34], [31]—is that the representation $\mu_\gamma$ is a 2-summable Fredholm module [9], [10]. The Connes–Karoubi character for Fredholm modules, ibid., then furnishes a homomorphism

$$\tau_{\mu_\gamma} : K_2(O(X \setminus S)) \longrightarrow \mathbb{C}^\times.$$

Our main theorem is the following result (see §5.4).
**Theorem.** For every $u \in K_2(O(X \setminus S))$ and every $[\gamma] \in \pi_1(X \setminus S)$, we have

$$\langle r_S(u), [\gamma] \rangle = \tau_{\mu_\gamma}(u), \quad (2)$$

where $\gamma: S^1 \to X \setminus S$ is any smooth loop in the homotopy class $[\gamma]$.

In particular, one deduces the non-obvious fact that the character $\tau_{\mu_\gamma}$ depends only on the homotopy class of $\gamma$, and is multiplicative in $[\gamma]$, because such is the case for the Beilinson–Bloch regulator.

The theorem will be proved in two steps. First, the equality (2) is established when $u$ is a Steinberg symbol (Proposition 3); our proof of this known fact is new, and, unlike other proofs in the literature, does not depend on establishing equality with the Carey–Pincus joint torsion.

Second, the continuity of the map $\gamma \mapsto \tau_{\mu_\gamma}(u)$ (Lemma 3) is exploited to establish equality (2) for arbitrary elements $u \in K_2(O(X \setminus S))$ ($\S$5.4). In this way, a direct (and possibly tricky) proof of the homotopy invariance of $\tau_{\mu_\gamma}$, and of the multiplicativity in $[\gamma]$, is overcome.

### 1.2 Related works

Since the seminal work of Karoubi [25], [26], [27], and Connes and Karoubi [9], [10], on relative $K$-theory and its Chern character map to cyclic homology, it has been clear that the Connes–Karoubi character is relevant to the study of regulators. Indeed, Karoubi himself compared Borel's regulator to the Connes–Karoubi character for $C[27]$. Recently, Tamme has constructed an analogue of Karoubi's relative Chern character, and has established a precise comparison to Beilinson's Chern character [37].

Prior to the present work, connections between the Beilinson–Bloch regulator and the Connes–Karoubi character had been identified in two settings:

1. Bloch [3, §2] generalized the canonical (infinite-dimensional) Lie algebra extension corresponding to the Beilinson–Bloch regulator (cf. first remark in [1]). The basic ingredient of Bloch's extension is an arbitrary ring $R$ containing $\frac{1}{2}$. When $R = C^\infty(S^1)$, Delabre observed [11] that Bloch's extension coincides with the Lie algebra extension corresponding to the Connes–Karoubi character $\tau_{S^1}: K_2(C^\infty(S^1)) \to C^\times [10, 5.9]$.

2. Carey and Pincus identified a connection between the Beilinson–Bloch regulator and Toeplitz operator determinants [8]. Specifically, they showed [8, §5] that the joint torsion of Toeplitz operators is given by Beilinson’s monodromy formula (7).

A key computation in our work is the evaluation of the Connes–Karoubi character $\tau_{S^1}$ on Steinberg symbols $\{f, g\} \in K_2(C^\infty(S^1))$. This is known to equal the joint torsion of Toeplitz operators [8, Prop. 1], thanks to a combination of recent results of Kaad [24] and Migler [30] that enable the joint torsion, in this case, to be matched with the Connes–Karoubi character. (For details, see the remark at the end of §5.1.) However, since our work does not concern joint torsion, we choose to execute a direct, and considerably shorter, computation of $\tau_{S^1}\{f, g\}$, which employs the determinant theory of Helton and Howe [21], but is otherwise fairly elementary. The validity of the reconstruction formula (2) for the full $K$-group is, to the best of our knowledge, a new result.

Lastly, let us mention that analogues of $\tau_{S^1}\{f, g\}$ have been computed for higher odd-dimensional manifolds (with Dirac operator) by Kaad [23] and, in much greater generality, Bunke [7].
1.3 Organization of this article

The Beilinson–Bloch regulator and the Connes–Karoubi character are reviewed in §§2, 3; formula (7) and Proposition 1 summarize the main facts that are required later. A proof of the Pressley–Segal–Wilson theorem on the fundamental Fredholm structure of loop operators is recalled in §4. The reconstruction of the regulator from the Connes–Karoubi character is carried out in §5. Some open questions, and our motivation for undertaking this work, are discussed in §6.

Notational conventions. We denote by $X$ a fixed compact Riemann surface, and by $S$, $S'$, etc., finite sets of points of $X$. The standard notation for commutators is reserved for the multiplicative case: $[a, b] = aba^{-1}b^{-1}$. (Additive commutators, $ab - ba$, will be written out in full.) The Toeplitz operator with symbol $f$ is denoted by $T(f)$.
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2 The Beilinson–Bloch regulator

We review Beilinson’s construction of the regulator for compact Riemann surfaces. There are two parts to this: a general framework (§2.1), and an explicit realization of it (formula (7)).

2.1 General framework for the regulator

The main task in constructing the regulator $r$ (1) is its construction on the generic point $\eta = \text{Spec } \mathbb{C}(X)$, i.e., the construction of a homomorphism

$$r_\eta: K_2(\mathbb{C}(X)) \longrightarrow H^1(\text{Spec } \mathbb{C}(X), \mathbb{C}^\times) := \varprojlim_S H^1(X \setminus S, \mathbb{C}^\times),$$

where $\mathbb{C}(X)$ is the field of meromorphic functions on $X$, and $S$ runs over (increasing) finite subsets of $X$. The function field $\mathbb{C}(X)$ is canonically isomorphic to the stalk of the structure sheaf at the generic point, i.e.,

$$\mathbb{C}(X) \cong \varprojlim_S \mathcal{O}(X \setminus S),$$

where $\mathcal{O}(X \setminus S)$ is the ring of analytic functions on $X \setminus S$. Since $K_2$ is a continuous functor, we have

$$K_2(\mathbb{C}(X)) \cong \varprojlim_S K_2(\mathcal{O}(X \setminus S)).$$

Therefore constructing $r_\eta$ boils down to constructing an $S$-compatible family of homomorphisms

$$r_S: K_2(\mathcal{O}(X \setminus S)) \longrightarrow H^1(X \setminus S, \mathbb{C}^\times).$$
We may then set
\[ r_\eta = \lim_{S \to S'} r_S : K_2(C(X)) \to H^1(\text{Spec } C(X), C^\times). \]

Granting the construction of \( r_\eta \), the regulator on \( X \) (1) comes from the following diagram with exact rows:

\[
\begin{array}{ccl}
K_2(X) & \longrightarrow & K_2(C(X)) \\
\downarrow^{r_\eta} & & \oplus_{x \in X} C^\times \\
0 & \longrightarrow & H^1(X, C^\times) \\
\end{array}
\]

The top row is the localization sequence in \( K \)-theory induced by the inclusion \( \text{Spec } C(X) \to X \).

The quantity \( r_\eta \{ f, g \} = \langle f/\text{ord}_f, g/\text{ord}_g \rangle \) is the tame symbol. The bottom row is the Gysin sequence in cohomology (here \( \text{Res}_x \) is the residue map at \( x \)). The regulator \( r_\eta \) on the generic point connects the two rows, making the square commute [3, Prop. 1.19]. Therefore, because the rows are exact, there is an induced homomorphism

\[ r : K_2(X) \to H^1(X, C^\times) \]

maintaining the commutativity of the full diagram. This is the Beilinson–Bloch regulator of \( X \).

### 2.2 Beilinson’s construction of the regulator

Beilinson [1] gave a direct construction of \( r_\eta \)—only implicitly defining the family \( \{ r_S \}_S \) (5)—by making critical use of Matsumoto’s Theorem on \( K_2 \) of fields (see [33, 4.3.15]), and of the isomorphism

\[ H^1(X \setminus S, C^\times) \cong \text{Hom}(\pi_1(X \setminus S, x_0), C^\times) \] (6)
given by the monodromy mapping, upon interpreting the cohomology as the group of flat line bundles on \( X \setminus S \). (The isomorphism is canonical up to the choice of base point \( x_0 \).)

Matsumoto’s Theorem asserts that \( K_2(C(X)) \) is generated by the set of all Steinberg symbols \( \{ f, g \} \), with \( f, g \in C(X)^\times \). For a given Steinberg symbol \( \{ f, g \} \), take \( S \subset X \) to be large enough to contain all the poles and zeros of \( f \) and \( g \). Beilinson then defined a character

\[ r_\eta(f, g) \in \text{Hom}(\pi_1(X \setminus S, x_0), C^\times) \]

by the pairing

\[ \langle r_\eta(f, g), [\gamma] \rangle = \exp \left\{ \frac{1}{2\pi i} \left( \int_{\gamma} \log f \, d\log g - \log g(x_0) \int_{\gamma} d\log f \right) \right\} \] (7)

for \( \gamma \) a smooth loop in \( (X \setminus S, x_0) \)—neither the choice of branches of \( \log f \) and \( \log g \), nor the choice of smooth representative of \( [\gamma] \), affect the quantity (7). The character \( r_\eta(f, g) \) is bi-multiplicative, skew-symmetric, and satisfies the Steinberg relation \( \langle r_\eta(f, 1-f), [\gamma] \rangle = 1 \) for all loops in \( (X \setminus S, x_0) \) that also avoid the zeros of \( 1-f \). Therefore \( r_\eta(f, g) \) is determined by the Steinberg symbol \( \{ f, g \} \), and in this way the regulator (3) is determined on the generic point of \( X \). Note that it is compatible with the limit (4), and so a family of homomorphisms (5) is thereby implicitly obtained: when \( S \) contains all the poles and zeros of \( f \) and \( g \), the Steinberg symbol \( \{ f, g \} \) may be regarded as an element of \( K_2(O(X \setminus S)) \), and \( r_S\{ f, g \} \) is again determined by formula (7).

**Remark 1.** The articles of Bloch [3] and Ramakrishnan [32] prove these assertions by means of an alternative construction of \( r_\eta \) in terms of the Heisenberg group, cf. §6.2.
3 The Connes–Karoubi character for 2-summable Fredholm modules

In this section, we review the definition of the Connes–Karoubi character in the special case of 2-summable Fredholm modules [10, 5.3]. Much of the basic notation used subsequently is established in this section.

3.1 2-Summable Fredholm modules

Let \( \mathcal{H}_+ \) and \( \mathcal{H}_- \) be (infinite-dimensional) separable Hilbert spaces. Let \( P_+ \), resp. \( P_- \), denote the (orthogonal) projection of \( \mathcal{H}_+ \oplus \mathcal{H}_- \) onto \( \mathcal{H}_+ \), resp. \( \mathcal{H}_- \). Let \( F = P_+ - P_- \).

**Definition 1** (Connes–Karoubi [10, 1.4]). A 2-summable Fredholm module is a complex algebra \( A \) together with a representation \( \rho: A \to \mathcal{L}(\mathcal{H}_+ \oplus \mathcal{H}_-) \) such that the commutator \( F \rho(a) - \rho(a)F \) is a Hilbert–Schmidt operator for every \( a \in A \). (The anti-diagonal components \( P_{\pm} \rho(a)P_{\mp} \) are Hilbert–Schmidt operators.)

There is a universal 2-summable Fredholm module \( M^1 = \{ a \in \mathcal{L}(\mathcal{H}_+ \oplus \mathcal{H}_-): Fa - aF \text{ is a Hilbert–Schmidt operator} \} \) through which every 2-summable Fredholm module factors.

The universal Fredholm module \( M^1 \) is a Banach algebra with norm \( \|a\|_{M^1} = \|a\|_{\mathcal{L}} + \|Fa - aF\|_{L^2} \), where \( \| \cdot \|_{\mathcal{L}} \) is the operator norm and \( \| \cdot \|_{L^2} \) is the Hilbert–Schmidt norm.

3.2 The Connes–Karoubi character

The Connes–Karoubi character in the special case of 2-summable Fredholm modules

It yields a character \( K_2(A) \to \mathbb{C}^\times \) for any 2-summable Fredholm module \( \rho: A \to M^1 \) via the composition

\[
\tau \circ K_2(\rho): K_2(A) \to \mathbb{C}^\times.
\]

Before proceeding to the definition of \( \tau \), we recall some basic facts about \( K_2 \). Let \( E \) be the group of elementary matrices, and let \( St \) be the Steinberg group. Since the canonical projection \( St(M^1) \to E(M^1) \) is a universal central extension whose kernel is, by definition, \( K_2(M^1) \), there is a canonical bijection between homomorphisms \( K_2(M^1) \to \mathbb{C}^\times \) and (equivalence classes of) central extensions of \( E(M^1) \) by \( \mathbb{C}^\times \). Thus to define \( \tau: K_2(M^1) \to \mathbb{C}^\times \), it will suffice to define the corresponding central extension.

3.2.1 The Connes–Karoubi central extension

We now construct this central extension following [10, 5.3–5]. To prevent notational clutter, we shall use the abbreviations \( \mathcal{L} \) for \( \mathcal{L}(\mathcal{H}_+) \), and \( \mathcal{L}^1 \) for \( \mathcal{L}(\mathcal{H}_+) \), the ideal of trace class operators.

Let \( \mathcal{E} \) be the fiber product \( M^1 \times_{\mathcal{L}/\mathcal{L}^1} \mathcal{L} \) of the homomorphism \( M^1 \to \mathcal{L}/\mathcal{L}^1, a \mapsto P_+ a P_+ \mod \mathcal{L}^1, \) and the projection \( \mathcal{L} \to \mathcal{L}/\mathcal{L}^1 \):

\[
\begin{align*}
\mathcal{E} & \xrightarrow{p_2} \mathcal{L} \\
& \quad \downarrow p_1 \downarrow \\
M^1 & \xrightarrow{\mathcal{L}/\mathcal{L}^1}
\end{align*}
\]

1This is a homomorphism—even though the map \( a \mapsto P_+ a P_+ \) is not—because the product of Hilbert–Schmidt operators is of trace class.
The norm \(\|a, x\|_{\mathcal{E}} = \|a\|_{\mathcal{M}^1} + \|P_+ a P_+ - x\|_{\mathcal{L}^1}\) makes \(\mathcal{E}\) a Banach algebra. We get an exact sequence of Banach algebras

\[
0 \longrightarrow \mathcal{L}^1 \longrightarrow \mathcal{E} \overset{p_1}{\longrightarrow} \mathcal{M}^1 \longrightarrow 0 \quad \text{(where } \mathcal{L}^1 \to \mathcal{E}: q \mapsto (0, q))\].

Let \(\text{GL} = \lim_{\to} \text{GL}_n\). The key observation relating the exact sequence (10) to \(K_2\) is the following.

**LEMMA 1** (Connes–Karoubi [10, 5.4]). The image of \(\text{GL}(p_1)\) is \(E(\mathcal{M}^1)\).

Thus, applying the functor \(\text{GL}\) to the sequence (10), we get the exact sequence

\[
1 \longrightarrow \mathcal{T} \longrightarrow \text{GL}(\mathcal{E}) \overset{\text{GL}(p_1)}{\longrightarrow} E(\mathcal{M}^1) \longrightarrow 1,
\]

where

\[
\mathcal{T} = \ker \text{GL}(p_1) \cong \text{GL}(p_2)(\mathcal{T}) = \ker(\text{GL}(\mathcal{L}) \to \text{GL}(\mathcal{L}/\mathcal{L}^1)).
\]

The latter is the group of invertible operators with (Fredholm) determinant.\(^2\)

Let \(T_1 = \ker(\det: \mathcal{T} \to \mathbb{C}^\times)\). This is a normal subgroup of \(\text{GL}(\mathcal{E})\), and the quotient \(\text{GL}(\mathcal{E})/T_1\) contains \(\mathcal{T}/T_1\) in its center. The determinant furnishes an isomorphism \(\mathcal{T}/T_1 \cong \mathbb{C}^\times\) of topological groups. Thus we get a central extension of \(E(\mathcal{M}^1)\) by \(\mathbb{C}^\times\) upon dividing the extension (11) by \(T_1\).

**DEFINITION 2** (Connes–Karoubi central extension [10, 5.5]). The **Connes–Karoubi character** is the homomorphism

\[
\tau: K_2(\mathcal{M}^1) \longrightarrow \mathbb{C}^\times
\]

determined by the central extension

\[
1 \longrightarrow \mathbb{C}^\times \cong \mathcal{T}/T_1 \longrightarrow \text{GL}(\mathcal{E})/T_1 \overset{\text{GL}(p_1)}{\longrightarrow} E(\mathcal{M}^1) \longrightarrow 1.
\]

### 3.2.2 Formula for the Connes–Karoubi character

More explicitly, the Connes–Karoubi character \(\tau\) is induced by the unique morphism \(\tilde{\tau}\) from the universal central extension of \(E(\mathcal{M}^1)\) to the central extension (13):

\[
1 \longrightarrow K_2(\mathcal{M}^1) \longrightarrow \text{St}(\mathcal{M}^1) \overset{\pi}{\longrightarrow} E(\mathcal{M}^1) \longrightarrow 1
\]

\[
\downarrow \tau \quad \downarrow \tilde{\tau} \quad
\]

\[
1 \longrightarrow \mathbb{C}^\times \longrightarrow \text{GL}(\mathcal{E})/T_1 \overset{\text{GL}(p_1)}{\longrightarrow} E(\mathcal{M}^1) \longrightarrow 1
\]

With the aim of giving a formula for \(\tilde{\tau}\), and therefore of \(\tau\), we recall some standard notation for the Steinberg group, cf. [33, §4.2]. Let \(A\) be a ring. Let \(x_{ij}(a) (a \in A, i \neq j)\), be the standard generators of \(\text{St}(A)\), and let \(e_{ij}(a)\) be the corresponding elementary matrices. For \(a, b \in \text{GL}_1(A)\), let

\[
d_{12}(a) = \begin{pmatrix} a & 0 & 0 \\ 0 & a^{-1} & 0 \\ 0 & 0 & 1 \end{pmatrix}, \quad d_{13}(b) = \begin{pmatrix} b & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & b^{-1} \end{pmatrix}.
\]

\(^2\)What we are calling here the “Fredholm determinant” is the extension to \(\ker(\text{GL}(\mathcal{L}) \to \text{GL}(\mathcal{L}/\mathcal{L}^1))\)—thus to \(\mathcal{T}\)—of the usual Fredholm determinant for operators in \(\ker(\text{GL}_1(\mathcal{L}) \to \text{GL}_1(\mathcal{L}/\mathcal{L}^1))\).
Assume that $a$ and $b$ commute. Then $d_{12}(a)$ and $d_{13}(b)$ are commuting elements of $E(A)$. Letting $\pi$ be the projection $\text{St}(A) \to E(A)$, the Steinberg symbol of $a$ and $b$ is the (multiplicative) commutator

$$\{a, b\} = [\pi^{-1}\{d_{12}(a)\}, \pi^{-1}\{d_{13}(b)\}] \in K_2(A). \quad (15)$$

It is well-defined because the kernel of $\pi$ is central.

**Proposition 1** (Formula for $\tau$). In terms of the above notation, we have

$$\hat{\tau}(x_{ij}(a)) = e_{ij}((a, P_aP_+))\mathcal{T}_1 \in \text{GL}(\mathcal{E})/\mathcal{T}_1 \quad (a \in \mathcal{M}^1, \ i \neq j) \quad (16)$$

$$\tau(u) = \det \circ \text{GL}(p_2)(\hat{\tau}(u)) \quad (u \in K_2(\mathcal{M}^1)) \quad (17)$$

$$\tau\{a, b\} = \det \circ \text{GL}(p_2)([\text{GL}(p_1)^{-1}\{d_{12}(a)\}, \text{GL}(p_1)^{-1}\{d_{13}(b)\}]) \quad (a, b \in \text{GL}(\mathcal{M}^1)) \quad (18)$$

**Proof.** Formula (17) follows from the combination of (13), (14), and (12).

To get formula (16), first note that for $x \in \text{St}(\mathcal{M}^1)$, every element of the set $\text{GL}(p_1)^{-1}\{\pi(x)\}$ equals $\hat{\tau}(x)$ up to multiplication by a central element of $\text{GL}(\mathcal{E})/\mathcal{T}_1$. Thus for $x, y \in \text{St}(\mathcal{M}^1)$, we have

$$\hat{\tau}([x, y]) = [\text{GL}(p_1)^{-1}\{\pi(x)\}, \text{GL}(p_1)^{-1}\{\pi(y)\}]. \quad (19)$$

The generator $x_{ij}(a) \in \text{St}(\mathcal{M}^1)$ satisfies the relation $x_{ij}(a) = [x_{ik}(1), x_{kj}(a)]$, for any $k \neq i, j$ (see [33, 4.2.1(c)]). Formula (16) is therefore a consequence of formula (19):

$$\hat{\tau}(x_{ij}(a)) = [e_{ik}(1, 1)]\mathcal{T}_1, e_{kj}((a, P_aP_+))\mathcal{T}_1 = e_{ij}((a, P_aP_+))\mathcal{T}_1 $$

as desired.

Applying formula (19) to the commutator (15), we get

$$\hat{\tau}\{a, b\} = [\text{GL}(p_1)^{-1}\{d_{12}(a)\}, \text{GL}(p_1)^{-1}\{d_{13}(b)\}].$$

Plugging this into formula (17) yields formula (18). \qed

## 4 Fredholm modules of loop operators

Let $\mathcal{H}_+ \subset L^2(S^1)$ be the Hilbert subspace generated by $e^{in\theta}$, $n \geq 0$, and let $\mathcal{H}_-$ be its orthogonal complement. Given a continuous function $q: S^1 \to \mathbb{C}$, let $M(q)$ denote the multiplication operator on $L^2(S^1)$: $M(q)\xi = q\xi$.

The following result of Pressley, Segal, and Wilson is the central observation connecting Fredholm modules to the Beilinson–Bloch regulator.

**Proposition 2** (Pressley–Segal–Wilson [34, 2.3], [31, 6.3.1]). Let $Y$ be a complex analytic manifold and let $\gamma: S^1 \to Y$ be a smooth loop. Then with respect to the grading $L^2(S^1) = \mathcal{H}_+ \oplus \mathcal{H}_-$, we have $M(f \circ \gamma) \in \mathcal{M}^1$ whenever $f \in \mathcal{O}(Y)$. Thus the $\mathbb{C}$-algebra homomorphism

$$\mu_\gamma: \mathcal{O}(Y) \longrightarrow \mathcal{M}^1, \quad f \mapsto M(f \circ \gamma) \quad (20)$$

endows $\mathcal{O}(Y)$ with the structure of a 2-summable Fredholm module.

**Proof.** We shall repeat the proof in [31, Prop. 6.3.1], for it clarifies why $\gamma$ is required to be smooth. (In fact, continuous differentiability would suffice.)
The operator \( F = P_+ - P_- \) is the singular integral operator
\[
(F \xi)(\theta) = \text{P.V.} \int_0^{2\pi} K(\theta, \varphi) \xi(\varphi) \frac{d\varphi}{2\pi}
\]
where “P.V. \( \int \)” denotes the principal value integral \( \lim_{\epsilon \to 0} \int_0^{\theta - \epsilon} + \int_{\theta + \epsilon}^{2\pi} \), and the operator kernel \( K \) equals
\[
K(\theta, \varphi) = \sum_{k \geq 0} e^{ik(\theta - \varphi)} - \sum_{k < 0} e^{ik(\theta - \varphi)} = 1 + i \cot \frac{1}{2}(\theta - \varphi).
\]
(21)

The commutator \( M(f \circ \gamma)F - FM(f \circ \gamma) \) is therefore an integral operator whose (squared) Hilbert–Schmidt norm is
\[
\|M(f \circ \gamma)F - FM(f \circ \gamma)\|_{L^2}^2 = \frac{1}{4\pi^2} \int_0^{2\pi} \int_0^{2\pi} \frac{|f \circ \gamma(\theta) - f \circ \gamma(\varphi)|^2}{\sin^2 \frac{1}{2}(\theta - \varphi)} d\varphi d\theta.
\]
Since \( f \circ \gamma \) is smooth, the integrand is a continuous function on \( S^1 \times S^1 \). Thus \( \|M(f \circ \gamma)F - FM(f \circ \gamma)\|_{L^2}^2 \) is finite, and so \( M(f \circ \gamma)F - FM(f \circ \gamma) \) is Hilbert–Schmidt. \( \square \)

5 Reconstruction of the Beilinson–Bloch regulator

By virtue of Proposition 2, the Connes–Karoubi character \( \tau \) provides the map
\[
R_S: K_2(\mathcal{O}(X \setminus S)) \times C^\infty(S^1, X \setminus S) \to C^\times, \ (u, \gamma) \mapsto \tau \circ K_2(\mu_\gamma)(u).
\]
The goal of this section—indeed, of the remainder of the paper—is to prove that \( R_S \) coincides with the Beilinson–Bloch regulator (after passage to homotopy classes of loops). We establish this first for Steinberg symbols (§5.1), then for the whole group \( K_2(\mathcal{O}(X \setminus S)) \), by an argument exploiting the functorial properties of \( R_S \) (§5.3) and the continuity of \( R_S(u, \cdot) \) (§5.2).

5.1 Computation of \( R_S \) on Steinberg symbols

PROPOSITION 3. The map \( R_S \) agrees with the Beilinson–Bloch regulator on Steinberg symbols: if \( f, g \in \mathcal{O}(X \setminus S)^\times \) and \( \gamma: S^1 \to X \setminus S \) is a smooth loop, then
\[
\langle r_S(f, g), [\gamma] \rangle = \tau \circ K_2(\mu_\gamma)(\{f, g\}).
\]

Let \( \mu: C^\infty(S^1) \to \mathcal{M}^1 \) be the 2-summable Fredholm module of multiplication operators on \( L^2(S^1) \) [10, 5.7]: \( \mu(q) = M(q) \). Let
\[
R = \tau \circ K_2(\mu): K_2(C^\infty(S^1)) \to C^\times.
\]
(This is the character \( \tau_{S^1} \) of §1.2.) Then
\[
R_S\{f, g\}, [\gamma] = R\{f \circ \gamma, g \circ \gamma\}.
\]
In light of Beilinson’s formula (7), Proposition 3 is proved once the following proposition is established.

PROPOSITION 4. Let \( p, q \in C^\infty(S^1) \) be nowhere vanishing functions. We have
\[
R\{p, q\} = \exp \left\{ \frac{1}{2\pi i} \left( \int_{S^1} \log p \, d \log q - \log q(1) \int_{S^1} d \log p \right) \right\}.
\]
(22)
We will prove this by expressing each side in terms of the Fourier coefficients of \( \log p \) and \( \log q \), and seeing that the resulting expressions coincide. The result for the right-hand side is relatively easy to obtain.

**Lemma 2.** Let \( p, q \in C^\infty(S^1) \) be nowhere vanishing functions. We have

\[
\exp \left\{ \frac{1}{2\pi i} \left( \int_{S^1} \log p \, d\log q - \log q(1) \int_{S^1} d\log p \right) \right\} = (-1)^{mn} \exp \left( n\hat{\alpha}(0) - m\hat{\beta}(0) + \sum_{k \in \mathbb{Z}} k\hat{\alpha}(-k)\hat{\beta}(k) \right).
\]

Here \( m, n \), is the winding number of \( p \), resp. \( q \); \( \alpha, \beta \in C^\infty(S^1) \) satisfy \( e^\alpha = p/z^m \), \( e^\beta = q/z^n \); \( \hat{\alpha} \), resp. \( \hat{\beta} \), is the Fourier transform of \( \alpha \), resp. \( \beta \).

**Proof.** Develop the integrand as a Fourier series, then integrate. \( \square \)

5.1.1 REDUCTION OF THE COMPUTATION OF \( R\{p,q\} \)

Expressing \( p \) and \( q \) in the notation of Lemma 2, we have, by the skew-symmetry and bimultiplicativity of the Steinberg symbol,

\[
\{p,q\} = \{z^m e^\alpha, z^n e^\beta\} = \{z, z\}^{mn} \{z, e^\beta\}^m \{z, e^\alpha\}^{-n} \{e^\alpha, e^\beta\},
\]

from which it follows that

\[
R\{p,q\} = R\{z, z\}^{mn} R\{z, e^\beta\}^m R\{z, e^\alpha\}^{-n} R\{e^\alpha, e^\beta\}.
\]

The computation of \( R\{p,q\} \) is thereby reduced to that of the following three cases:

(i) \( R\{z, z\} \),
(ii) \( R\{z, e^\alpha\} \),
(iii) \( R\{e^\alpha, e^\beta\} \).

We shall first need a general expression for \( R\{p,q\} \).

5.1.2 GENERAL FORMULAS FOR \( R\{p,q\} \)

**First formula.** By formula (18), we have

\[
R\{p,q\} = \tau\{M(p), M(q)\} = \det \circ \text{GL}(p_2)[(\text{GL}(p_1)^{-1}\{d_{12}(M(p))\}, \text{GL}(p_1)^{-1}\{d_{13}(M(q))\})].
\]

(23)

**Second formula.** Alternatively, we can give a formula for \( R\{p,q\} \) based on formula (16). In terms of the standard generators of the Steinberg group, the Steinberg symbol \( \{M(p), M(q)\} \) has the expression

\[
\{M(p), M(q)\} = w_{12}(1)h_{12}(\pi M(p)q)w_{12}(1)h_{12}(M(p))h_{12}(M(q)),
\]

(24)

where \( w_{12}(a) = x_{12}(a)x_{21}(-a^{-1})x_{12}(a) \) and \( h_{12}(a) = w_{12}(a)w_{12}(-1) \) (see [33, 4.2.16]). Denoting the Toeplitz operator with symbol \( f \) by \( T(f) \), let

\[
H(p) = \begin{pmatrix}
2 - T(p)T(1/p) & -1 + T(p)T(1/p) \\
1 - T(1/p)T(p) & T(1/p)
\end{pmatrix}, \quad J = \begin{pmatrix}
0 & 1 \\
-1 & 0
\end{pmatrix}.
\]
Direct computation with formula (16) yields
\[
\begin{align*}
GL(p_2) \circ \hat{\tau}(w_{12}(1)) &= J, \\
GL(p_2) \circ \hat{\tau}(h_{12}(M(p))) &= H(p), \\
GL(p_2) \circ \hat{\tau}(h_{12}(-M(pq))) &= H(-pq).
\end{align*}
\]
Plugging (24) and (25) into (17), we get a second formula for \(R\{p, q\}\):
\[
R\{p, q\} = \det \circ GL(p_2) \circ \hat{\tau}\{M(p), M(q)\} = \det(JH(-pq)H(p)H(q)).
\]

5.1.3 Case (i): Computation of \(R\{z, z\}\)

Let \(S = T(z)\) be the shift operator, and let \(S^* = T(z^{-1})\) be its adjoint. Let \(P_i : \mathcal{H}_+ \to \mathcal{H}_+\) be the projection onto the \(i\)th Fourier component. Using the relations
\[
S^*S = 1, \quad SS^* = 1 - P_0, \quad S^2S^2 = 1 - (P_0 + P_1),
\]
one finds that
\[
JH(-z^2)J = \begin{pmatrix} S^*S & 0 \\ -(P_0 + P_1) & S^2 \end{pmatrix}, \quad H(z) = \begin{pmatrix} S & -P_0 \\ 0 & S^* \end{pmatrix}.
\]
Plugging these matrices into formula (26), we find that
\[
\begin{align*}
R\{z, z\} &= \det(JH(-z^2)JH(z)^2) \\
&= \det \begin{pmatrix} 1 & 0 \\ 0 & SP_0 + P_0S^* + 1 - P_0 - P_1 \end{pmatrix} \\
&= \det(SP_0 + P_0S^* + 1 - P_0 - P_1) \\
&= -1,
\end{align*}
\]
for \(SP_0 + P_0S^* + 1 - P_0 - P_1\) is the operator that transposes the first two Fourier components.

5.1.4 Case (ii): Computation of \(R\{z, e^\alpha\}\)

Let \(S, S^*, P_0\) be as in §5.1.3. By formula (23), we have
\[
\begin{align*}
R\{z, e^\alpha\} &= \det \left[ \begin{array}{cc} S & P_0 \\ 0 & S^* \end{array} \right], \quad T(e^\alpha) \begin{pmatrix} 0 & 0 \\ 0 & 1 \end{pmatrix}, \\
&= \det \left( (ST(e^\alpha)S^* + P_0)T(e^\alpha)^{-1} \right)
\end{align*}
\]
To facilitate the evaluation of this determinant, we split \(\alpha\) into its nonnegative and negative Fourier components: \(\alpha = \alpha_+ + \alpha_-\). Then, by the multiplicativity of the Steinberg symbol, we have
\[
R\{z, e^\alpha\} = R\{z, e^{\alpha_+}\}R\{z, e^{\alpha_-}\}.
\]
We will show that
\[
R\{z, e^{\alpha_+}\} = \exp(-\hat{\alpha}(0)) \quad \text{(29)}
\]
by showing separately that
\[
R\{z, e^{\alpha_+}\} = \exp(-\hat{\alpha}(0)), \quad R\{z, e^{\alpha_-}\} = 1.
\]
The operator $-T(e^{\alpha^+})P_0T(e^{-\alpha^+}) + P_0T(e^{-\alpha^+})$ is of trace class, for it is the rank 1 operator $(\xi \in \mathcal{H}_+)$

$$\xi \mapsto \mathcal{F}(e^{-\alpha}\xi)(0)(1 - e^{\alpha^+}) \quad (\mathcal{F}: \text{Fourier transform}).$$

We shall use the Grothendieck determinant formula [19], [35]:

$$\det(1 + A) = 1 + \text{Tr}(A) + \text{Tr}(A^2) + \cdots \quad (A: \text{trace class operator}).$$

Let $A = -T(e^{\alpha^+})P_0T(e^{-\alpha^+}) + P_0T(e^{-\alpha^+})$. We see that

$$Az^n = \mathcal{F}(e^{-\alpha}z^n)(0)(1 - e^{\alpha^+}) = \mathcal{F}(e^{-\alpha})(-n)(1 - e^{\alpha^+}),$$

which is 0 unless $n = 0$, because $e^{-\alpha^+}$ has no negative Fourier components. Since $A$ has rank 1, the higher exterior powers $\wedge^n A$ vanish. Thus Grothendieck’s formula drastically collapses, reducing the determinant (30) to the expression

$$R\{z, e^{\alpha^+}\} = \det(1 + A) = 1 + \text{Tr} A = 1 + \mathcal{F}(e^{-\alpha})(0)(1 - \mathcal{F}(e^{\alpha})(0)).$$

Evidently $\mathcal{F}(e^{\pm\alpha})(0) = \exp(\pm\alpha_+(0))$ (by inspection of power series in $z$), and so

$$R\{z, e^{\alpha^+}\} = \exp(-\alpha_+(0)) = \exp(-\alpha(0)).$$

**Computation of $R\{z, e^{\alpha^-}\}$.** We proceed as above. Observing that $\exp(\mp z)$ has only non-negative Fourier components, and that $T(e^{\alpha^-}) = T(e^{\mp z})^*$, we see, likewise, that $T(e^{\alpha^-})S^* = S^*T(e^{\alpha^-})$ and $T(e^{\alpha^-})^{-1} = T(e^{-\alpha^-})$. The determinant (28) in this case reduces to the expression

$$R\{z, e^{\alpha^-}\} = \det((ST(e^{\alpha^-})S^* + P_0)T(e^{\alpha^-}))^{-1}$$

$$= \det(1 - P_0 + P_0T(e^{-\alpha^-})).$$

Let $A = -P_0 + P_0T(e^{-\alpha^-})$. We see that $Az^n = 0$ unless $n = 0$, in which case it is the constant function $-1 + \mathcal{F}(e^{-\alpha})(0)$. Once again, the higher exterior powers $\wedge^n A$ vanish. Applying Grothendieck’s formula to (31), we get

$$R\{z, e^{\alpha^-}\} = \det(1 + A) = 1 + \text{Tr} A = 1 - 1 + \mathcal{F}(e^{\alpha^-})(0) = \mathcal{F}(e^{\alpha^-})(0).$$

But $\alpha_-$ has no positive Fourier components, whence $\mathcal{F}(e^{\alpha^-})(0) = 1$ (again evident by inspection of power series in $z$). Consequently

$$R\{z, e^{\alpha^-}\} = 1.$$
5.1.5 Case (iii): Computation of $R\{e^\alpha, e^\beta\}$

A Toeplitz operator is invertible whenever its symbol is continuous, nowhere vanishing, and of winding number zero (the Krein–Widom–Devinatz Theorem; see [15, 7.27]). Thus $T(e^\alpha)$ and $T(e^\beta)$ are invertible ($\alpha, \beta \in \mathcal{C}^\infty(S^1)$), and so we have

$$\begin{pmatrix} (M(e^\alpha), T(e^\alpha)) & 0 & 0 \\ 0 & (M(e^{-\alpha}), T(e^{-\alpha})) & 0 \\ 0 & 0 & 1 \end{pmatrix} T_1 \in \text{GL}(p_1)^{-1}\{d_{12}(M(e^\alpha))\},$$

$$\begin{pmatrix} (M(e^\beta), T(e^\beta)) & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & (M(e^{-\beta}), T(e^{-\beta})) \end{pmatrix} T_2 \in \text{GL}(p_1)^{-1}\{d_{13}(M(e^\beta))\}.$$ 

Using these preimages, formula (23) yields

$$R\{e^\alpha, e^\beta\} = \det \begin{pmatrix} T(e^\alpha) & 0 & 0 \\ 0 & T(e^{-\alpha}) & 0 \\ 0 & 0 & 1 \end{pmatrix}, \begin{pmatrix} T(e^\beta) & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & T(e^{-\beta}) \end{pmatrix} = \det(T(e^\alpha)T(e^\beta)^{-1}T(e^\alpha)^{-1}).$$

The value of this determinant has been computed by Helton and Howe [21, p. 183] to be

$$\exp \text{Tr}(T(e^\alpha)T(e^\beta) - T(e^\beta)T(e^\alpha)) = \exp(\sum_{k \in \mathbb{Z}} k\hat{\alpha}(-k)\beta(k)).$$

(32)

**Proof of Proposition 4.** Combining the final computations of the above three cases—(27), (29), (32)—we get

$$R\{p, q\} = R\{z, z\}^{mn}R\{z, e^\beta\}^mR\{z, e^\alpha\}^{-n}R\{e^\alpha, e^\beta\}$$

$$= (-1)^{mn} \exp(-m\beta(0)) \exp(n\alpha(0)) \exp(\sum_{k \in \mathbb{Z}} k\hat{\alpha}(-k)\beta(k)).$$

This matches the right-hand side of (22) by Lemma 2.

**Remark 2.** An alternative computation of cases (ii) and (iii) is given in the thesis of the second author [28, §3.8].

**Remark 3.** A longer, more indirect proof of equality (22) is possible by combining several works in the operator theory literature.

Let $p: M^1 \to \mathcal{L}/\mathcal{L}^1$, $a \mapsto P_+aP_+$ mod $\mathcal{L}^1$. Kaad has shown [24], substantiating a claim of J. Rosenberg, that the Connes–Karoubi character $\tau$ coincides with the composition

$$K_2(M^1) \xrightarrow{K_2(p)} K_2(\mathcal{L}/\mathcal{L}^1) \xrightarrow{\partial} K_1(\mathcal{L}, \mathcal{L}^1) \xrightarrow{\det} \mathbb{C}^\times,$$

where $\partial$ is the boundary map in $K$-theory. This is essentially the Helton–Howe determinant invariant [21], whose $K$-theoretic significance was recognized by Brown [5], [6].

In terms of the determinant invariant, we get

$$R_S(\{f, g\}, \gamma) = \tau \circ K_2(\mu_\gamma)(\{f, g\})$$

$$= \det \circ \partial \circ K_2(p)\{M(f \circ \gamma), M(g \circ \gamma)\}$$

$$= \det \circ \partial \{T(f \circ \gamma) \text{ mod } \mathcal{L}^1, T(g \circ \gamma) \text{ mod } \mathcal{L}^1\}.$$
The final term here has been shown by Migler [30] to equal \( \tau_{CP}(T(f \circ \gamma), T(g \circ \gamma)) \), where \( \tau_{CP} \) is the Carey–Pincus joint torsion [8], while, previously, Carey and Pincus [8, Prop. 1] had shown that

\[
\tau_{CP}(T(f \circ \gamma), T(g \circ \gamma)) = \exp \left\{ \frac{1}{2\pi i} \left( \int_{S_1} \log(f \circ \gamma) d\log(g \circ \gamma) - \log(g \circ \gamma)(1) \int_{S_1} d\log(f \circ \gamma) \right) \right\}.
\]

Their proof of this equality is a long and delicate computation of signs, depending ultimately on Deligne’s formula for tame symbols [12, \S2.7] to obtain the integral expression. In this way the validity of Proposition 3 is also established.

The basis of all these works, including our own, is the work of Helton and Howe. As we have shown in our proof of Proposition 4, the elaboration of the results of [21] that is necessary to establish equality (22) is neither long, delicate, nor reliant on the theory of joint torsion. Nonetheless, the Carey–Pincus approach maintains some appeal, for it derives Proposition 4 from a broader circle of ideas.

5.2 Continuity of \( R_S \)

Given smooth manifolds \( M \) and \( N \), with \( M \) compact, we endow the spaces \( C^r(M, N) \) \( (0 \leq r < \infty) \) with the weak topology, and the space \( C^\infty(M, N) \) with the weakest topology that makes each of the inclusions \( C^\infty(M, N) \hookrightarrow C^r(M, N) \) continuous (see [22, Ch. 2]). When \( M \) and \( N \) are given base points, the subspace of base-point preserving maps \( C^\infty(M, N)_* \), is endowed with the subspace topology.

\[ \text{Lemma 3. Let } Y \text{ be a complex analytic manifold. For each } u \in K_2(\mathcal{O}(Y)), \text{ the map } C^\infty(S^1, Y) \to C^\infty, \gamma \mapsto \tau \circ K_2(\mu_\gamma)(u) \text{ is continuous. In particular, the map } R_S(u, \cdot) : C^\infty(S^1, X \setminus S)_* \to C^\infty \text{ is continuous.} \]

We shall give a detailed proof, since the lemma will be a key tool in the proof of the main theorem (\S5.4).

\[ \text{Proof. In terms of the the standard generators of } \text{St}(\mathcal{O}(Y)), \text{ we can write } u \in K_2(\mathcal{O}(Y)) \text{ as a product } \]

\[ u = x_1(f_1) \cdots x_N(f_N), \text{ for some } f_\ell \in \mathcal{O}(Y) \text{ and } x_\ell = x_{i_\ell,j_\ell} \]

with the property that the corresponding product of elementary matrices \( e_1(f_1) \cdots e_N(f_N) \) is 1. By formula (16) we then get

\[
\tau \circ K_2(\mu_\gamma)(u) = e_1((M(f_1 \circ \gamma), T(f_1 \circ \gamma))) \cdots e_N((M(f_N \circ \gamma), T(f_N \circ \gamma))) T_1. \tag{33}
\]

Thus the map \( \gamma \mapsto \tau \circ K_2(\mu_\gamma)(u) \) can be decomposed into a composition of four maps

\[
C^\infty(S^1, Y) \xrightarrow{(i)} \prod_1^N C^\infty(S^1) \xrightarrow{(ii)} \prod_1^N E \xrightarrow{(iii)} \prod_1^N \text{GL}(E) \xrightarrow{(iv)} \text{GL}(E)/T_1 \tag{34}
\]

with (final) image in \( C^\infty \cong T/T_1 \subset \text{GL}(E)/T_1 \) (topological embedding of \( C^\infty \)). These maps are:
(i) The map $\gamma \mapsto (f_1 \circ \gamma, \ldots, f_N \circ \gamma)$.

(ii) The map $(\xi_1, \ldots, \xi_N) \mapsto ((M(\xi_1), T(\xi_1)), \ldots, (M(\xi_N), T(\xi_N)))$.

(iii) The map $((a_1, q_1), \ldots, (a_N, q_N)) \mapsto (e_1((a_1, q_1)), \ldots, e_N((a_N, q_N)))$.

(iv) The multiplication map on $\text{GL}(E)$ followed by the projection $\text{GL}(E) \to \text{GL}(E)/T_1$.

It is evident that the maps (i), (iii), (iv) are continuous.

As for the map (ii), its continuity depends on the continuity of the linear map $C^\infty(S^1) \to E$, $\xi \mapsto (M(\xi), T(\xi))$, which can be factored as $C^\infty(S^1) \to C^1(S^1) \to E$. The weak topology of $C^1(S^1)$ is induced by the Banach space norm

$$\|K\|_{C^1(S^1)} = \|K\|_{C^1} + \|K\|_{C^\infty}.$$  

Since the inclusion $C^\infty(S^1) \hookrightarrow C^1(S^1)$ is continuous, it suffices to show that the Banach space map $\Phi: C^1(S^1) \to E$, $\xi \mapsto (M(\xi), T(\xi))$, is bounded. We have

$$\|\Phi(\xi)\|_E = \|M(\xi)\|_{M^1} + \|P_1 M(\xi) P_1 - T(\xi)\|_{L^1} = \|M(\xi)\|_{M^1} = \|\xi\|_\infty + \|F M(\xi) - M(\xi) F\|_{L^2}.$$  

It will therefore suffice to show that $\|F M(\xi) - M(\xi) F\|_{L^2} \leq C\|\xi\|_\infty$, for some constant $C > 0$ that is independent of $\xi$. Recall that the kernel of the operator $F M(\xi) - M(\xi) F$ is

$$K_\xi(\theta, \varphi) = (\theta - \varphi) K(\theta, \varphi) \cdot \frac{\xi(\theta) - \xi(\varphi)}{\theta - \varphi},$$

where $K(\theta, \varphi) = -1 - i \cot \frac{1}{2}(\theta - \varphi)$; see formula (21). By the Mean Value Theorem, we get the bound

$$\|F M(\xi) - M(\xi) F\|_{L^2} = \|K_\xi\|_{L^2} \leq \sup_{\theta, \varphi}|(\theta - \varphi) K(\theta, \varphi)| \cdot \|\xi\|_\infty.$$  

Given the explicit formula for $K$, it is clear that the supremum is finite. The continuity of the map $\prod_{i=1}^N C^\infty(S^1) \to \prod_{i=1}^N E$—and consequently, that of the composition (34)—is thereby established.

5.3 **Functorial properties of $R_S$**

It will be natural to use henceforth the concrete realization

$$\mathcal{H} = L^2(S^1, |d\theta|^\frac{1}{2}) = \mathcal{H}_+ \oplus \mathcal{H}_- \quad \text{(square-integrable } \frac{1}{2}\text{-densities)}$$

where $\mathcal{H}_+$ is the Hilbert subspace generated by $e^{i n \theta} |d\theta|^{\frac{1}{2}}$, $n \geq 0$, and $\mathcal{H}_-$ is the orthogonal complement of $\mathcal{H}_+$. The group $\text{Diff}^+(S^1)$ of orientation preserving diffeomorphism of $S^1$ acts on loops $\gamma: S^1 \to X$ by reparameterization, $(\varphi \gamma)(\theta) = \gamma(\varphi(\theta))$, and on $\mathcal{H}$ by the formula

$$U_\varphi(\xi(\theta) |d\theta|^{\frac{1}{2}}) = \xi(\varphi^{-1}(\theta)) |(\varphi^{-1})'(\theta)|^{\frac{1}{2}} |d\theta|^{\frac{1}{2}}.$$  

An argument similar to that in the proof of Proposition 2 shows that $U_\varphi$ is a unitary operator in $\text{GL}_1(M^1)$; see [31, Prop. 6.8.2]. (For this reason the Hilbert space of $\frac{1}{2}$-densities is more natural, in the present work, than the Hilbert space of functions.)
LEMMA 4 (Reparameterization invariance). Let \( Y \) be a complex analytic manifold. For \( \varphi \in \text{Diff}^+(S^1) \) and \( \gamma: S^1 \to Y \) a smooth loop, the following diagram commutes:

\[
\begin{array}{ccc}
K_2(\mathcal{O}(Y)) & \xrightarrow{K_2(\mu \circ \gamma)} & K_2(\mathcal{M}^1) \\
\downarrow K_2(\mu_\gamma) & & \downarrow \tau \\
K_2(\mathcal{M}^1) & \xrightarrow{\tau} & \mathbb{C}^\times
\end{array}
\]

PROOF. Let \( f \in \mathcal{O}(Y) \) and let \( U = U_\varphi \). One finds by direct computation that

\[
M(f \circ \varphi^*\gamma) = U^* M(f \circ \gamma) U = \text{Ad}_U(M(f \circ \gamma)).
\]

By functoriality we get \( K_2(\mu \circ \gamma) = K_2(\text{Ad}_U) \circ K_2(\mu_\gamma) \), where we regard \( \text{Ad}_U \) as an (inner) automorphism of \( \mathcal{M}^1 \). It therefore suffices to show that \( \tau \circ K_2(\text{Ad}_U) = \tau \). We will do this by appealing to the determination of \( \tau \) by the central extension (13).

The homomorphism \( \text{GL}(\text{Ad}_U): E(M^1) \to E(M^1) \) induces a map of the central extension of \( \tau \) (13) to the central extension of \( \tau \circ K_2(\text{Ad}_U) \), which is the fiber product \( \text{GL}(\mathcal{E})/T_1 \times E(M^1) \)

\[
\begin{array}{ccc}
1 & \to & \mathbb{C}^\times \\
\| & & \downarrow \pi_1
\end{array}
\]

\[
\begin{array}{ccc}
\mathbb{C}^\times & \to & \text{GL}(\mathcal{E})/T_1 \\
\downarrow \pi_2 & & \downarrow \text{GL}(\text{Ad}_U)
\end{array}
\]

\[
\begin{array}{ccc}
E(M^1) & \to & 1
\end{array}
\]

We need to show that the two rows are equivalent, i.e., that \( \pi_1 \) is an isomorphism. But this is evident because

\[
\text{GL}(\mathcal{E})/T_1 \times E(M^1)
\]

\[
\xrightarrow{\text{GL}(\text{Ad}_U)}
\]

\[
\begin{array}{ccc}
\text{GL}(\mathcal{E})/T_1 & \times E(M^1) & \to E(M^1) \\
\downarrow \pi_1 & & \downarrow \text{GL}(\text{Ad}_U)
\end{array}
\]

\[
\begin{array}{ccc}
E(M^1) & \to & 1
\end{array}
\]

and \( \pi_1 \) is the projection onto the first factor. \( \Box \)

LEMMA 5 (S-compatibility). For \( S \subset S' \), let \( i_{S,S'}: X \setminus S' \to X \setminus S \) be the inclusion map, and let \( \text{res}^S_{S'}: \mathcal{O}(X \setminus S) \to \mathcal{O}(X \setminus S') \) be the restriction map. Then

\[
R_S(u, i_{S,S'} \circ \gamma') = R_S(K_2(\text{res}^S_{S'})(u), \gamma'),
\]

whenever \( u \in K_2(\mathcal{O}(X \setminus S)) \) and \( \gamma': S^1 \to X \setminus S' \) is a smooth loop.

PROOF. As \( R_S(u, \gamma) = \tau \circ K_2(\mu_\gamma)(u) \), the lemma follows from the identity \( \mu_{i_{S,S'} \circ \gamma'} = \mu_{\gamma'} \circ \text{res}^S_{S'} \) and functoriality of \( K_2 \). \( \Box \)

5.4 Main theorem

THEOREM. The map \( R_S \) coincides with the Beilinson–Bloch regulator \( r_S: u \in K_2(\mathcal{O}(X \setminus S)) \) and \( \gamma: S^1 \to X \setminus S \) is any smooth representative of \( [\gamma] \in \pi_1(X \setminus S, x_0) \), then

\[
\langle r_S(u), [\gamma] \rangle = \tau \circ K_2(\mu_\gamma)(u).
\]

In particular, the map \( R_S(\cdot, \gamma) \) is determined by the homotopy class of \( \gamma \), and \( R_S \) is a homomorphism in both variables (upon passing to homotopy classes of loops).
Proof. Let \( u \in K_2(\mathcal{O}(X \setminus S)) \). Let \( i_S: \mathcal{O}(X \setminus S) \to \mathcal{C}(X) \) be the inclusion map. By Matsumoto’s Theorem [33, 4.3.15], there are functions \( f_j, g_j \in \mathcal{C}(X)^\infty \) (finite in number) such that
\[
K_2(i_S)(u) = \prod_j \{f_j, g_j\} \in K_2(\mathcal{C}(X)).
\]
Let \( S' \subset X \) to be a finite set satisfying the following two conditions:

1. \( S' \) contains \( S \) and all zeros of the \( f_j, g_j \).

2. \( K_2(\text{res}_{S'}^S)(u) = \prod_j \{f_j, g_j\} \in K_2(\mathcal{O}(X \setminus S')) \).

To see that there is such a set, begin by letting \( S'' \) be the union of \( S \) and all the zeros of the \( f_j, g_j \). Then \( \prod_j \{f_j, g_j\} \) is a well-defined element of \( K_2(\mathcal{O}(X \setminus S'')) \), so that we have, by functoriality of \( K_2 \),
\[
K_2(i_{S''}) \circ K_2(\text{res}_{S'}^S)(u) = \prod_j \{f_j, g_j\} = K_2(i_S)(\prod_j \{f_j, g_j\});
\]
in other words, the elements \( K_2(\text{res}_{S'}^S)(u) \) and \( \prod_j \{f_j, g_j\} \) of \( K_2(\mathcal{O}(X \setminus S'')) \) have the same image in the limit \( K_2(\mathcal{C}(X)) = \lim_S K_2(\mathcal{O}(X \setminus S)) \). Therefore there is some (possibly larger) finite set \( S' \supset S'' \) in \( X \) such that
\[
K_2(\text{res}_{S'}^S)(K_2(\text{res}_{S'}^S)(u)) = K_2(\text{res}_{S'}^S)(\prod_j \{f_j, g_j\}), \tag{36}
\]
The right-hand side of (36) is clearly the element \( \prod_j \{f_j, g_j\} \in K_2(\mathcal{O}(X \setminus S')) \), while the left-hand side of (36) reduces to \( K_2(\text{res}_{S'}^S)(u) \). Hence this choice of \( S' \) satisfies the above two conditions.

Now let \( \gamma: (S^1, 1) \to (X \setminus S, x_0) \) be a smooth loop. Since reparameterizing \( \gamma \) does not change \( R_S(u, \gamma) \) (Lemma 4), we may assume that \( \gamma \) is parameterized so that \( x_0 \notin S' \). Suppose \( \gamma': (S^1, 1) \to (X \setminus S', x_0) \) is a smooth loop that is (smoothly) homotopic to \( \gamma \) within \( X \setminus S \). Then
\[
R_S(u, \gamma') = R_{S'}(K_2(\text{res}_{S'}^S)(u), \gamma') \tag{Lemma 5}
= R_{S'}(\prod_j \{f_j, g_j\}, \gamma') \tag{Condition 2}
= \prod_j R_{S'}(\{f_j, g_j\}, \gamma')
= \prod_j \langle r_{S'}(\{f_j, g_j\}), [\gamma] \rangle \tag{Proposition 3}
= \langle r_{S'}(K_2(\text{res}_{S'}^S)(u)), [\gamma] \rangle \tag{Condition 2}
= \langle r_S(u), [\gamma] \rangle.
\]
The final equality is a consequence of the known \( S \)-compatibility and homotopy invariance of the Beilinson–Bloch regulator.

Any neighborhood of \( \gamma \) (in the weak topology of \( C^\infty(S^1, X \setminus S,S) \)) contains such a loop \( \gamma' \), for we can take \( \gamma' \) to be an arbitrarily small (smooth) deformation of \( \gamma \) that avoids the finite set of points of \( S', S \) that might lie on \( \gamma \). But recall that \( R_S(u, \gamma) \) is continuous in \( \gamma \) (Lemma 3). Thus \( R_S(u, \gamma) \) is arbitrarily close to \( \langle r_S(u), [\gamma] \rangle = R_S(u, \gamma') \), whence \( R_S(u, \gamma) = \langle r_S(u), [\gamma] \rangle \). \( \square \)

For the applications of the regulator to special values of \( L \)-functions—and more recently, to the Volume Conjecture and the quantizability criterion for curves [20], [17]—one passes to real coefficients:
\[
r^n_R: K_2(\mathcal{C}(X)) \xrightarrow{r^n} \lim_{S \to S} H^1(X \setminus S, \mathcal{C}^\infty) \xrightarrow{\log |\cdot|} \lim_{S \to S} H^1(X \setminus S, \mathbb{R}).
\]
We record the formula for \( r^n_R \) that one gets from (35).
Corollary (Beilinson [1]). Let \( f \) and \( g \) be meromorphic functions on \( X \), and let \( \gamma : S^1 \to X \) be a smooth loop that avoids the zeros and poles of \( f \) and \( g \). We have

\[
\langle \tau^R \{ f, g \}, \lbrack \gamma \rbrack \rangle = \frac{1}{2\pi} \int_{\gamma} \log f \, d(\arg g) - \log g \, d(\arg f) = \log |\tau \circ K_2(\mu_{\gamma})\{ f, g \}|.
\]

(37)

6 Concluding remarks

6.1 An intrinsic approach to the reconstruction theorem

Our proof of the reconstruction of the Beilinson–Bloch regulator is not ideal: we have deduced that \( R_S(u, \cdot) \) factors through a homomorphism \( \pi_1(X \setminus S) \to \mathbb{C}^\times \) by virtue of its identification with the Beilinson–Bloch regulator, whereas only an intrinsic proof of this fact could be deemed truly satisfactory. Thus while the expression of the Beilinson–Bloch regulator in terms of the Connes–Karoubi character is itself canonical, it cannot (yet) be construed as a completely independent approach to the regulator.

A more satisfactory approach to the reconstruction theorem would entail giving intrinsic proofs of the following facts:

Homotopy invariance: Whenever \( \gamma_0, \gamma_1 \) are homotopic we have \( R_S(u, \gamma_0) = R_S(u, \gamma_1) \).

Multiplicativity: The induced map \( R_S(u, \cdot) : \pi_1(X \setminus S) \to \mathbb{C}^\times \) is a homomorphism.

Concerning homotopy invariance, one might try to prove it by appealing to Karoubi’s geometric characterization of elements of \( K_2(A) \) as virtual flat \( A \)-bundles over the sphere \( S^2 \) [27, 3.11], in conjunction with the geometric interpretation of the Connes–Karoubi character [10, 4.10]. Alternatively, given a smooth one-parameter family \( \gamma_t \) of (based) loops in \( X \setminus S \), one might try to use the explicit formula (33) to show that \( \frac{d}{dt}(\tau \circ K_2(\mu_{\gamma_t})(u)) = 0 \). We have been unable to carry out either proposal.

Granting homotopy invariance and multiplicativity, it would then follow from Lemma 5 that, whenever \( S \subset S' \), the diagram

\[
\begin{array}{ccc}
K_2(\mathcal{O}(X \setminus S)) & \xrightarrow{K_2(\text{res}_{S'})} & K_2(\mathcal{O}(X \setminus S')) \\
\downarrow R_S & & \downarrow R_{S'} \\
\text{Hom}(\pi_1(X \setminus S, x_0'), \mathbb{C}^\times) & \xrightarrow{(i_{S,S'})_*} & \text{Hom}(\pi_1(X \setminus S', x_0'), \mathbb{C}^\times)
\end{array}
\]

commutes (notation as in Lemma 5). In this way a homomorphism

\( R_\eta : K_2(C(X)) \to H^1(\text{Spec } C(X), \mathbb{C}^\times) \)

would be induced.

That \( R_\eta \) coincides with the Beilinson–Bloch regulator (3) would follow again from Proposition 3. It is unclear to us whether it might be possible to obviate even that, by appealing to the work of Feliu [16] and Gillet [18] on axiomatic characterizations of Chern character maps.

6.2 The Heisenberg group and the regulator

There is a beautiful geometric construction of the Beilinson–Bloch regulator due to Bloch, Ramakrishnan, and Deligne [3], [32]. We give a rapid sketch of it.
For a ring $A$, let $H(A)$ be the Heisenberg group in three variables:

$$H(A) = \left\{ \left( \begin{smallarray} 1 & x & z \\ 0 & 1 & y \\ 0 & 0 & 1 \end{smallarray} \right) : x, y, z \in A \right\}.$$ 

The complex 3-manifold $H(\mathbb{Z}) \setminus H(\mathbb{C})$ has a projection to $\mathbb{C}^x \times \mathbb{C}^x$,

$$H(\mathbb{Z}) \left( \begin{smallarray} 1 & x & z \\ 0 & 1 & y \\ 0 & 0 & 1 \end{smallarray} \right) \mapsto (e^{2\pi i x}, e^{2\pi i y}),$$

making $H(\mathbb{Z}) \setminus H(\mathbb{C})$ into a principal $\mathbb{C}^x$-bundle over $\mathbb{C}^x \times \mathbb{C}^x$. This bundle admits a canonical holomorphic connection $\nabla$ with curvature $(du/u) \land (dv/v)$ (in terms of coordinates on $\mathbb{C}^x \times \mathbb{C}^x$). If $f$ and $g$ are meromorphic functions on $X$, and if $S \subset X$ is a finite set containing the zeros and poles of $f$ and $g$, then the map $(f, g) : X \setminus S \to \mathbb{C}^x \times \mathbb{C}^x$ pulls back the principal $\mathbb{C}^x$-bundle $(H(\mathbb{Z}) \setminus H(\mathbb{C}), \nabla)$ to a principal $\mathbb{C}^x$-bundle on $X \setminus S$ whose associated line bundle $r\{f, g\}$ is flat, and may therefore be regarded as an element of $H^1(X \setminus S, \mathbb{C}^x)$. The bundle $r\{f, g\}$ satisfies all the (Steinberg) symbol properties with respect to $f$ and $g$—the only nontrivial one being the Steinberg relation that $r\{f, 1 - f\}$ is the trivial line bundle (whenever $1 - f$ is also nowhere vanishing on $X \setminus S$). Functoriality and the naturality of pull-backs reduces this assertion to the triviality of $r\{f, 1 - f\}$ in the case $X = P^1(\mathbb{C}), S = \{0, 1, \infty\}, f$ = identity; this is established by an essential use of the dilogarithm function $\sum_{n=1}^{\infty} z^n/n^2$. Thus $r$ defines a homomorphism $K_2(\mathbb{C}(X)) \to \lim_{\to} H^1(X \setminus S, \mathbb{C}^x)$. To see that this again recovers the Beilinson–Bloch regulator, the monodromy of $r\{f, g\}$ around a loop $\gamma$ in $X \setminus S$ is computed and seen to recover Beilinson’s formula (7).

It would be desirable to understand, concretely, the relationship between this geometric description of the regulator and our operator-theoretic one.

### 6.3 Entropy, regulators, determinants (Deninger’s problem)

Lastly, let us sketch our original motivation for undertaking a construction of the Beilinson–Bloch regulator in the Fredholm-module context, that is, in the setting of noncommutative geometry. Though the issues we raise will be somewhat vaguely and imprecisely posed, we believe they warrant a closer examination, nonetheless.

Deninger has established curious formulas equating the entropy of $\mathbb{Z}^d$-actions, regulator pairings (of the kind that we have consider in this article), Mahler measure, and the Fuglede–Kadison determinant for the von Neumann algebra of $\mathbb{Z}^d$ [14, §2.4]. An example of this is the following assertion. Let $T^d$ be the (real) $d$-torus, and let $P \in \mathbb{Z}[\mathbb{Z}^d]$ with $P \in \ell^1(\mathbb{Z}^d)^\times$. Deninger shows [14, Cor. 11] that

$$\log \det_{\mathbb{Z}^d}(P) = h(P) = \langle r\{P, e_1, \ldots, e_d\}, (2\pi i)^{-d}[T^d] \rangle. \tag{38}$$

Here $\det_{\mathbb{Z}^d}$ is the Fuglede–Kadison determinant of the group von Neumann algebra $\mathbb{Z}^d$; $h(P)$ is the topological entropy of the action of $P$ on the Pontrjagin dual of the discrete group $\mathbb{Z}[\mathbb{Z}^d]/\mathbb{Z}[\mathbb{Z}^d]P$; $r$ is the Beilinson regulator and $r\{P, e_1, \ldots, e_d\}$ is a class in the (singular) cohomology $H^d((\mathbb{C}^\times)^d \setminus \{P = 0\}, R(d))$; $[T^d]$ is the fundamental class in homology.

In lieu of a description of the Beilinson regulator $r$ and of the class $r\{P, e_1, \ldots, e_d\}$ (see [14, §2.4] and [13, §1]), one may still gain insight into the substance of the equalities (38) by examining the case $d = 1$:

$$\log \det_{\mathbb{Z}}(P) = \frac{1}{2\pi i} \int_T \log |P(z)| \frac{dz}{z} = \langle r\{P, e_1\}, (2\pi i)^{-1}[T] \rangle \quad \text{[13, p. 276]}$$

$$= \log |\tau \circ K_2(\mu)| \left\{ P, z \right\} \quad \text{(formula (37)).} \tag{39}$$
From the work of Li and Thom [29] it is known that the first equality of (38) is valid in much greater generality: it remains true when $\mathbb{Z}^d$ is replaced by an arbitrary countable discrete amenable group $\Gamma$ and $P \in \mathbb{Z}^\Gamma$ is any unit in $\mathcal{A}$. But in this generality little is understood about what should then correspond to the right-hand term of (38)—neither the regulator nor the pairing. Deninger poses the problem of making sense of the right-hand side of (38) for certain noncommutative $\Gamma$, for example those that are polycyclic.

An interesting example of such a group is the integral Heisenberg group $H(\mathbb{Z})$, which we encountered above. Since $H(\mathbb{Z})$ is isomorphic to the semi-direct product $\mathbb{Z} \rtimes \mathbb{Z}^2$, the group von Neumann algebra $\mathcal{N} H(\mathbb{Z})$ has a direct integral decomposition

$$\mathcal{N} H(\mathbb{Z}) \cong \int_T L^\infty(T) \rtimes_\theta \mathbb{Z} d\theta. \quad (40)$$

Geometrically, one views this decomposition as an interpretation of $\mathcal{N} H(\mathbb{Z})$ as the $L^\infty$-algebra of the space of noncommutative tori fibered over $T$; indeed, this is consistent with the interpretation of noncommutative tori as degenerations of elliptic curves $E_q = \mathbb{C}^\times / q^{\mathbb{Z}}$ as $|q| \to 1$.

Consideration of the decomposition (40) in conjunction with formula (39) suggests that in order to give meaning for $\mathcal{N} H(\mathbb{Z})$ of the regulator pairing in (38), one should seek an analogue of the Beilinson–Bloch regulator—at least at the level of a regulator pairing for special $K$-theory elements—for noncommutative tori as smooth, and not simply as measurable, noncommutative spaces.

To this end, an analogue for noncommutative tori of the structure sheaf $\mathcal{O}$ may be required. Soibelman and Vologodsky [36] have defined a reasonable candidate for the category of coherent sheaves on a noncommutative elliptic curve $\mathbb{C}^\times / q^{\mathbb{Z}}$, $|q| = 1$: it is the category of modules over the crossed-product algebra $\mathcal{O}(\mathbb{C}^\times) \rtimes q^{\mathbb{Z}}$ that are finitely presentable over $\mathcal{O}(\mathbb{C}^\times)$. Together with the Soibelman–Vologodsky theory, our Fredholm-module framework for the Beilinson–Bloch regulator might therefore provide an appropriate setting for the study of Deninger’s problem for $\Gamma = H(\mathbb{Z})$.
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