Coarsening in potential and nonpotential models of oblique stripe patterns
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We study the coarsening of two-dimensional oblique stripe patterns by numerically solving potential and nonpotential anisotropic Swift-Hohenberg equations. Close to onset, all models exhibit isotropic coarsening with a single characteristic length scale growing in time as $t^{1/2}$. Further from onset, the characteristic lengths along the preferred directions $\hat{x}$ and $\hat{y}$ grow with different exponents, close to $1/3$ and $1/2$, respectively. In this regime, one-dimensional dynamical scaling relations hold. We draw an analogy between this problem and Model A in a stationary, modulated external field. For deep quenches, nonpotential effects produce a complicated dislocation dynamics that can lead to either arrested or faster-than-power-law growth, depending on the model considered. In the arrested case, small isolated domains shrink down to a finite size and fail to disappear. A comparison with available experimental results of electroconvection in nematics is presented.

PACS numbers: 47.54.-r, 47.55.P-, 61.72.Cc

I. INTRODUCTION

Domain coarsening of uniform phases in systems locally in thermal equilibrium has received a lot of attention over the past decades [1, 2]. After quenching a system below a transition point, ordered regions of the lower symmetry phase form and their characteristic length $L$ grows slowly, usually as a power law at large times, $L \sim t^\alpha$. Numbers of theoretical schemes based on the dynamical scaling hypothesis and on the study of the relaxation of topological defects have been proposed to infer coarsening exponents and address their universality [3, 4, 5, 6, 7].

Less understood is the phase ordering kinetics in systems driven out-of-equilibrium, in particular those forming dissipative structures like regular patterns. Basic non-equilibrium structures are the modulated phases (stripes) of well defined periodicity that appear above an instability threshold in thermal convection of fluids, in driven chemical reactors or in electroconvection of nematic liquid crystals [8, 9, 10, 11].

A body of numerical results [12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25] suggests that the ordering kinetics of stripe patterns following a quench is not universal but model-dependent, and even, parameter-dependent. Modulated phases in isotropic systems actually exhibit a rich variety of topological defects (dislocations, disclinations, grain boundaries) not observed in uniform phases. There might exist many mechanisms controlling the coarsening of stripe patterns: for instance, the annihilation of disclination quadrupoles, as observed experimentally [26, 27, 28] in block-copolymer melts with cylindrical mesophases (leading to $n = 1/4$), or grain boundary motion in the Swift-Hohenberg model close to onset ($n = 1/3$) [17, 19, 20, 24].

For a given system, the growing length scale may even be not unique and the dynamical scaling hypothesis not fulfilled. Different defect-based definitions of the size $L$ of the ordered striped domains can lead to different coarsening exponents [14, 16, 21, 22]. This effect seems to be more pronounced far from the onset of stripe formation. In this regime, the growth of order often becomes very slow or arrested [15], in particular due to pattern-induced pinning effects acting on defects [17, 18, 24].

In addition, unlike equilibrium phases, the dynamics of nonequilibrium patterns is a priori not driven by the minimization of a free-energy functional but better modelled by nonpotential (nonrelaxational) equations [8, 10, 11, 29]. Recent simulations of the Boussinesq equations for Rayleigh-Bénard convection [22] suggest that multiple length scales must be defined to characterize the coarsening of nonpotential stripe patterns. Adding nonpotential terms to potential models [14, 30] (or, similarly, taking into account hydrodynamics in the order parameter description of block-copolymer melts [29]) can noticeably increase some coarsening rates and lead to qualitative changes in the structure of the defected patterns.

In this context, systems forming anisotropic patterns have recently attracted a particular attention [31, 32, 33, 34, 35]. An example are the oblique phases, composed of stripes that make a fixed angle, $\theta$ or $-\theta$, with respect to some $\hat{x}$-axis. Domain coarsening in these systems have been studied in details experimentally in electroconvection of nematics [31, 32, 33]. Anisotropic stripes may be regarded as topologically simpler than isotropic ones because of their finite number of orientations. However, some challenging difficulties mentioned above for isotropic systems still remain, such as the presence of various sorts of defects and nonpotential effects.

The experimental studies of refs. [31, 32] on oblique stripes report that chevron grain boundaries and dislocations arrays (the domain interfaces along the $\hat{x}$ and $\hat{y}$ directions, respectively) have very different mobilities.
After a quench, their respective densities have different power-law decays with time, both with unusually small exponents. These results remain largely unexplained theoretically. A first numerical study \cite{33} based on a potential anisotropic Swift-Hohenberg equation for oblique stripes \cite{30} reproduced the decay of the dislocation density but predicted a much faster ordering in the y direction than observed experimentally.

We revisit this problem by introducing in Section II nonpotential versions (never considered before, to our knowledge) of the anisotropic model used in \cite{34}. The wavenumbers selected in these models are comparable to the experimental ones. In Section III, we define an orientational order parameter, its correlation lengths along the preferred \( \hat{x} \) and \( \hat{y} \) directions, and the defect densities (chevron and dislocations). In Section IV, we find two robust coarsening regimes at moderate quench depths, independent of the potential or nonpotential nature of the models: an isotropic regime very close to onset and an anisotropic one (in partial agreement with experiments) at intermediate quenches. One-dimensional dynamical scaling relations hold in the latter case. In Section V, we show that, up to moderate quenches, the problem can be approximately reduced to a Model A in a stationary, spatially modulated external field. Far from onset, nonpotential effects can lead to arrested or very fast domain growth, depending on the model. In the arrested case, small domains only shrink down to a finite size. Conclusions are presented in Section VI.

II. BASIC MODELS AND THEIR FIRST ORDER AMPLITUDE EQUATIONS

An electroconvection set-up consists of a doped nematic liquid crystal confined between two plates with planar alignment. When an ac transverse electric field is applied, normal or oblique stripes (among other patterns) can form depending on the frequency \cite{37, 55, 38, 40}. Some time ago, Pesch and Kramer (PK) introduced a phenomenological Swift-Hohenberg-like model that exhibits a transition from normal to oblique rolls \cite{38}:

\[
\partial_t \psi = r \psi - \zeta^2 (\nabla^2 + k_0^2) \psi - \frac{c}{k_0} \psi \partial_x^4 \psi + \frac{2\eta}{k_0^2} \partial_x^2 \partial_y^2 \psi + NL[\psi],
\]

where \( \psi(\vec{r}, t) \) is the local order parameter, \( NL[\psi] = -\psi^3 \), \( c \) and \( \eta \) are dimensionless anisotropy parameters, \( k_0 \) a characteristic wavenumber, \( \zeta \) (set to \( 1/k_0 \) in the following) the coherence length and \( r \) the main control parameter. In electroconvection of nematics with planar alignment, \( x \) is the coordinate in the direction parallel to the undistorted director.

Linear stability analysis of the uniform state \( \psi(\vec{r}, t) = 0 \) of Eq. (1) against small periodic perturbations \( \delta \psi(\vec{r}, t) = \delta \psi_0 \exp(i \vec{k} \cdot \vec{r} + \sigma t) \) gives the dispersion relation

\[
\sigma(p, q) = r - \frac{1}{k_0^2} \left( \zeta^4 k_0^4 (k_0^2 - p^2 - q^2)^2 + cq^4 - 2\eta q^2 p^2 \right),
\]

where \( \vec{k} = p \hat{x} + q \hat{y} \). Maximizing (2) with respect to \( p \) and \( q \) and looking for the values of \( r \) for which \( \sigma = 0 \), one finds that some modes of finite wavenumber become marginally unstable when the control parameter \( r \) exceeds the critical values \( r_{c}^{(n)} \) or \( r_{c}^{(o)} \):

\[
\begin{align*}
\text{normal stripes:} & \quad r_{c}^{(n)} = 0, \{ p^2 = k_0^2, q^2 = 0 \}, \\
\text{oblique stripes:} & \quad r_{c}^{(o)} = \frac{-\eta^2}{c^2 + 2\eta - q^2} < 0, \{ p^2 = \frac{c^2 + q^2}{c^2 + 2\eta - q^2} k_0^2, \\
& \quad q^2 = \frac{\eta}{c^2 + 2\eta - q^2} k_0^2 \},
\end{align*}
\]

where we have assumed that \( c > 0 \). The marginally unstable wavevectors in the oblique case make an angle \( \theta \) or \( -\theta \) with respect to the \( x \)-axis, where \( \theta = \arctan[\sqrt{\eta/c + \eta}] \). These two-degenerate oblique modes, noted as \( k_0^c \) (zig) and \( k_0^c \) (zag) in the following, are observed for \( \eta > 0 \) only. The model equation (1) actually reproduces the transition from normal to oblique stripes when \( \eta \) is tuned from negative to positive values.

In the following, we define the reduced control parameter as

\[
\epsilon = r - r_{c}^{(o)}. \tag{5}
\]

Numerical solutions of Eq. (1) with random initial conditions for the field \( \psi \) lead to the formation of oblique stripes if \( c > 0, \eta > 0 \) and \( r > 0 \) (i.e., \( \epsilon > |r_{c}^{(0)}| \)). Normal stripes were never observed close to onset for the parameter values used in this study.

Domain coarsening in anisotropic oblique stripe patterns was recently studied with Eq. (1) \cite{34}. This model has a potential structure, as it can be written as \( \partial_t \psi = -\delta F/\delta \psi \), with \( F \) a Lyapunov functional given by

\[
F = \frac{1}{2k_0^2} \int d\vec{r} \left\{ k_0^2 (r \psi^2 + \psi^4/2) + k_0^2 \zeta^4 ((k_0^2 + \nabla^2)\psi)^2 \\
- 2q (\partial_x \partial_y^2 \psi)^2 + c (\partial_y^2 \psi)^2 \right\}. \tag{6}
\]

We propose here two nonrelaxational extensions of (1) by replacing the \( -\psi^3 \) nonlinearity by terms that do not derive from a functional. We consider the cases

\[
\begin{align*}
NL[\psi] &= -\psi^3 - \frac{c_1}{k_0^3} \psi (\nabla^2 \psi)^2 + \frac{c_2}{k_0^3} \psi^2 \nabla^2 \psi, \quad \text{Model I} \tag{7} \\
NL[\psi] &= \frac{c_0}{k_0^3} \nabla^2 \psi (\nabla^2 \psi)^2 \\
&+ \frac{3 - c_3}{k_0^3} (\partial_x \psi) (\partial_y \psi) (\partial_x \partial_y \psi) (\partial_x \partial_y \psi), \quad \text{Model II} \tag{8}
\end{align*}
\]

where \( c_1, c_2, c_3 \) are constants and \( (i, j) = (x, y) \). These terms were previously considered in the isotropic Swift-Hohenberg model of Rayleigh-Bénard convection \cite{41} (see also \cite{14}). Expressions (7) and (8) are nonpotential when \( c_1 \neq -c_2 \) and \( c_3 \neq 2 \). We set \( c_1 = c_2 = 1 \) and \( c_3 = 3 \) in the following.
As shown in the next Section, all the above models with random initial conditions lead to the formation of polycrystalline configurations as the one shown in Fig. 1. Their large time evolution is controlled by the motion of grain boundaries separating domains of perfectly oriented zig and zag stripes. To describe patterns containing grain boundaries, we look for general solutions of the model equations of the form \[ \psi(\vec{r}, t) = A^+(\vec{r}, t)e^{i\vec{k}^+ \cdot \vec{r}} + A^-(\vec{r}, t)e^{i\vec{k}^- \cdot \vec{r}} + \text{c.c.}, \] (9)

where \( \vec{k}^\pm = p_c \hat{x} \pm q_c \hat{y}, \) with \( p_c \) and \( q_c \) positive and given by Eq. (1). \( \text{c.c.} \) means the complex conjugate. Solutions of the form (9) describe polycrystalline states of zig and zag domains with wavevectors close to the marginal ones. \( A^+ \neq 0 \) and \( A^- \approx 0 \) within a zig domain, and vice-versa. The amplitudes \( A^+ \) and \( A^- \) are both non-vanishing in the vicinity of a grain boundary.

In the limit \( \epsilon \ll 1 \), the multiple scale formalism \[ \text{29, 30} \] can be applied to the three models \[ \text{11, 17 and 18.} \]

We find that, at first order in \( \epsilon^1 \), the dynamics of \( A^+ \) and \( A^- \) is described by two coupled Ginzburg-Landau equations

\[
\begin{align*}
\partial_t A^+ &= \epsilon A^+ + \frac{4}{k_0} [p_c^2 \partial_x^2 + 2(1 - \eta)p_c q_c \partial_x \partial_y] A^+ + (1 + c)q_c^2 \eta \gamma |A^+|^2 A^+ - 6|A^-|^2 A^+ - 6|A|^2 A^+, \\
\partial_t A^- &= \epsilon A^- + \frac{4}{k_0} [p_c^2 \partial_x^2 + 2(1 - \eta)p_c q_c \partial_x \partial_y] A^- + (1 + c)q_c^2 \eta \gamma |A^-|^2 A^- - 6|A|^2 A^- - 6|A^+|^2 A^-,
\end{align*}
\]

where \( \gamma \) is a constant parameter whose expression depends on the model considered,

\[
\gamma = \begin{cases} 
1, & \text{potential PK model,} \\
1 + \frac{c + 3\eta}{3} \left( \frac{c + 2\eta}{c + 2\eta - \eta} \right)^2, & \text{Model I,} \\
1 + \frac{c + 2\eta}{c + 2\eta - \eta}, & \text{Model II.}
\end{cases}
\]

Equations similar to (10) and (11) were proposed as reduced models of oblique patterns in electroconvection \[ \text{13, 44} \] and thermoconvection \[ \text{45} \] of nematics with planar alignment close to onset. They can be recast as \( \partial_t A^+ = -\delta F_{GL}/\delta A^+ \) and \( \partial_t A^- = -\delta F_{GL}/\delta A^- \), where \( F_{GL} \) is a Lyapunov functional given by

\[
F_{GL} = \int d\vec{r} \left\{ -\epsilon (|A^+|^2 + |A^-|^2) \\
+ \frac{4}{k_0} [p_c \partial_x + (1 - \eta)q_c \partial_y] A^+ |^2 \\
+ \frac{4}{k_0} [p_c \partial_x - (1 - \eta)q_c] A^- |^2 \\
+ \frac{4\eta}{k_0} (|\partial_x A^+|^2 + |\partial_y A^-|^2) \\
+ \frac{3}{2} \gamma (|A^+|^4 + |A^-|^4 + 6|A|^2 |A^-|^2) \right\},
\]

where \( \tilde{A} \) is the complex conjugate of \( A \). Close to onset (\( \epsilon \ll 1 \)) the amplitude equations of anisotropic oblique striped domains are identical for the three models \[ \text{11, 17, 18} \] up to the multiplicative constant \( \gamma \) (that can be absorbed in amplitude, time and space scales). The amplitude equations have a potential structure even when deriving from a nonpotential model. We therefore expect that very close to onset oblique stripe patterns exhibit a generic ordering dynamics, independently of the potential or nonpotential nature of the system. Amplitude equations (10) and (11) will be used to discuss some aspects of the coarsening process close to onset in Section IV. A. For a more detailed description of defect dynamics far from onset, higher order contributions (\( O(\epsilon^2) \)) would be needed in the derivation of the amplitude and phase equations \[ \text{8, 29}. \]

III. NUMERICAL METHOD

Equation (11) with the nonlinear terms \[ \text{17 or 18} \] is numerically solved by using a semi-implicit pseudospectral method and a time integration procedure described in \[ \text{46}. \]

The two-dimensional space is discretized on a square grid of mesh size \( \Delta x = 1 \) with \( 1024 \times 1024 \) nodes. The characteristic wavelength is set to \( \lambda_0 = 2\pi/k_0 = 8\Delta x \). The time integration scheme is stable for large values of the time step \( \Delta t \). We set \( \Delta t = 0.5 \) for all the values of the quench depth studied. The initial condition for \( \psi \) is a random field with Gaussian distribution, of mean \( \langle \psi \rangle = 0 \) and variance \( \langle \psi^2 \rangle = \epsilon \). Numerical results are averaged over 10 different initial conditions for each model and value of \( \epsilon \).

Given relation (15) and the fact that a random initial Gaussian field evolve towards oblique patterns only if \( r > 0 \), we choose the parameters in Eq. (1) such that the smallest possible quench (\( \epsilon_{\text{min}} = -\tilde{r}_{\text{c}}^{(\circ)} \)) is small compared with unity. We set \( c = 12 \) and \( \eta = 0.5 \) in all the calculations, corresponding to \( \tilde{r}_{\text{c}}^{(\circ)} = 0.0196 \). We set \( \theta = 11.31^\circ \) for \( \tilde{r}_{\text{c}}^{(\circ)} = 0.0090196 \).

A typical configuration of oblique stripe domains is displayed in Figure IIa at \( t = 500 \) in the case of Model I for a moderate quench. As observed in electroconvection experiments \[ \text{31, 32} \] and previous numerical simulations of \[ \text{11, 34}, \] interfaces separating zig and zag stripes are mainly of two kinds: horizontal chevron boundaries where stripes change their orientation from \( \theta \) to \( -\theta \) without any phase singularity, and slightly curved boundaries composed of arrays of dislocations with an orientation close to the vertical direction. Close to onset, isolated dislocations are scarcely observed within domains and do not seem to control the ordering dynamics. Note that isolated dislocations in anisotropic patterns are analogous to superfluid vortices, that are known to have a diverging energy \[ \text{47}. \]

This is due to the fact that, unlike in isotropic stripes, spatial derivatives in the first order amplitude equations (10)(11) can be recast into a Laplacian form after an axis rotation.
FIG. 1: a) Oblique stripe pattern at $t = 500$ obtained by numerically solving Eq. (7) (Model I) with $\epsilon = 0.4118$, $c = 12$, $\eta = 0.5$ and $c_1 = c_2 = 1$; b) domain configuration of the stripe pattern in (a); c) chevron boundaries of (a); d) dislocations of (a). We show a fraction of $400 \times 400$ nodes from a total discretized system of size $1024 \times 1024$.

Zig and zag domains can be identified by means of a (scalar) orientational local order parameter, $\psi_d$, defined as

$$
\psi_d(\vec{r}, t) = \begin{cases} +1, & \text{if } (\partial_x \psi)(\partial_y \psi) \geq 0 \text{ (zig)}; \\ -1, & \text{if } (\partial_x \psi)(\partial_y \psi) < 0 \text{ (zag)}. 
\end{cases}
$$

The orientation field $\psi_d$ of the pattern of Fig. 1(a) is shown in Fig. 1(b).

Due to the anisotropy of the problem, we measure the growth of order along the $\hat{x}$ and $\hat{y}$ directions separately. For this purpose we introduce an orientational structure factor, defined as

$$
S(\vec{q}, t) \equiv \langle \hat{\psi}_d(\vec{q}, t)\hat{\psi}_d(-\vec{q}, t) \rangle,
$$

where $\hat{\psi}_d$ is the 2D Fourier transform of $\psi_d$ and the brackets indicate averages over different initial conditions. We define the one-dimensional structure factors along $\hat{x}$ and $\hat{y}$ as

$$
S_x(q_x, t) = \int_{-\infty}^{+\infty} S(\vec{q}, t)dq_y,
$$

and

$$
S_y(q_y, t) = \int_{-\infty}^{+\infty} S(\vec{q}, t)dq_x,
$$

respectively. It can easily be shown that (14) and (15) are the 1D Fourier transforms of the equal time correlation functions along the directions $\hat{x}$ and $\hat{y}$, respectively,

$$
C_x(x, t) = \int \langle \psi_d(\vec{r}', t)\psi_d(\vec{r}' + \hat{x} \cdot \vec{t}, t) \rangle d\vec{r}',
$$

and

$$
C_y(y, t) = \int \langle \psi_d(\vec{r}', t)\psi_d(\vec{r}' + \hat{y} \cdot \vec{t}, t) \rangle d\vec{r}'.
$$
We define the correlation lengths in the \( \hat{x} \) and \( \hat{y} \) directions from the inverse width of the curves \( S_x(q_x, t) \) and \( S_y(q_y, t) \) in Fourier space:

\[
L_x(t) = \left( \frac{\int_{-\infty}^{\infty} |q_x| S_x(q_x, t) dq_x}{\int_{-\infty}^{\infty} S_x(q_x, t) dq_x} \right)^{-1},
\]

\[
L_y(t) = \left( \frac{\int_{-\infty}^{\infty} |q_y| S_y(q_y, t) dq_y}{\int_{-\infty}^{\infty} S_y(q_y, t) dq_y} \right)^{-1}.
\]

Like in isotropic systems, the defect densities should be related to the correlation lengths defined above if dynamical scaling holds. In the case of oblique stripe domains, we investigate separately the evolution of chevron \( (\rho_{ch}) \) and dislocation \( (\rho_{dis}) \) densities. Chevron boundaries are identified as the lattice nodes \( (x', y') \) where

\[
|\psi_d(x', y' + 1, t) - \psi_d(x', y', t)| = 2,
\]

The chevron density is defined as the fraction of such nodes, marked in black in Fig. 2. We do not consider as belonging to a chevron boundary isolated horizontal clusters of nodes satisfying (20) shorter than half the stripe period. Dislocations are identified using the filtering procedure described in [15]. A typical configuration of dislocations is shown in Fig. 2(d), corresponding to the pattern of Fig. 2(a). We define numerically \( \rho_{dis} \) as the fraction of area occupied by the black regions in Fig. 2(d).

\[
\eta \approx \left( \sqrt{c^2 + 2\eta^2} \right) k_c = \sqrt{c^2 + 2\eta^2} k_c.
\]

Nonpotential models of isotropic patterns generally exhibit nontrivial wavenumber selection far from onset, with \( k < k_c \). The value of \( k \) depends on \( \epsilon \) and is not determined by any minimization principle. For both Models I and II, \( k \) decreases with increasing \( \epsilon \) (see Fig. 2), in qualitative agreement with electroconvection experiments far from onset and below the Lifshitz point. This aspect further justifies the use of nonpotential equations for modeling electroconvection.

Before investigating domain growth we address the issue of wavenumber selection at short times, as it can play an important role in the subsequent defect dynamics.

![FIG. 2: Selected wavenumber as a function of \( \epsilon \) for the three models studied.](image)

\[
L_x(t) \sim t^{1/z_x}, \quad L_y(t) \sim t^{1/z_y}.
\]

For both Models I and II, we find \( 1/z_x = 1/z_y = 0.45 \) in the intermediate time regime. Finite size effects become important at large times. These results are similar to those obtained for the PK potential model [34] where exponents close to 1/2, the value typical of curvature driven growth, were reported near onset. In Section V A below, we present analytical arguments showing that the three models proposed can be approximatively reduced, close to onset only, to Model A for a non-conserved order parameter.

At intermediate values of \( \epsilon \), comprised at least in the interval \( [0.2, 0.4] \) in the case of Model I, the growth of both correlation lengths is well fitted by power laws with two distinct exponents: \( 1/z_x \approx 0.33 \) and \( 1/z_y \approx 0.45 \), as

\[
\begin{align*}
14, 22, 30, 40. \quad \text{The wavenumber } k \text{ of the background stripes at time } t \text{ is numerically obtained by averaging the modulus of the four wavevectors where the order parameter structure factor } (\hat{\psi}(q, t)\hat{\psi}(-q, t)) \text{ is maximum (} \hat{\psi} \text{ being the Fourier transform of } \psi). \\
\end{align*}
\]
were explained by the presence pinning effects acting on

Similar frozen states observed in the potential PK model for

become extremely slow in Model I, as shown in Fig. 3

is relatively abrupt, since for \( \epsilon \)

faster. \( \epsilon \)

still well described by the laws

\[ L_x(t) \sim t^{0.33}, \quad L_y(t) \sim t^{0.45} \]

hold until \( t \approx 10^4 \), see Fig. 4. This two-exponents regime observed in the electroconvection experiments performed in [31], where both lengths are plotted together for Model I, do-

ings at large quenches [34]. However, as discussed in Section V B, freezing probably has a different origin in the nonpotential case.

Whereas the ordering dynamics in Model I is similar to that of the potential case for a wide range of values of \( \epsilon \), the nonpotential terms of Model II have dramatic effects at large \( \epsilon \). For \( \epsilon = 0.2157 \) and \( \epsilon = 0.3137 \), the correlation lengths grow faster than a power law at intermediate and large times, see Fig. 4. Only at short times (\( t < 10^3 \)), an apparent scaling regime with \( 1/z_x \leq 1/3 \) and \( 1/z_y \leq 0.45 \) can be observed. A secondary bifurcation from oblique to normal stripes actually occurs in Model II close to \( \epsilon \approx 0.4 \), preventing the study of oblique domain coarsening for larger quenches.

C. Defect densities

The results presented above are further supported by studying the decay rate of defect densities. Assuming that scaling holds, the total length of chevron boundaries in a system of area \( A \) can be estimated as \( L_x A/(L_x L_y) \sim 1/L_y \). Similarly, the dislocation density should scale as
or
\[ \frac{1}{L_x}. \] Therefore, one should expect
\[ \rho_{\text{dis}}(t) \sim L_x(t)^{-1}, \quad \rho_{\text{ch}}(t) \sim L_y(t)^{-1}, \] (23)
or
\[ \rho_{\text{dis}}(t) \sim t^{-1/z_{\text{dis}}}, \quad \rho_{\text{ch}}(t) \sim t^{-1/z_{\text{ch}}}, \] (24)
with the defect exponents obeying \( z_{\text{dis}} = z_x \) and \( z_{\text{ch}} = z_y \).

Figs. 6 and 7 show the time evolution of \( \rho_{\text{dis}}(t) \) and \( \rho_{\text{ch}}(t) \) for different values of \( \epsilon \) in both nonpotential models.

Close to onset (\( \epsilon = 0.0392 \)), the time evolution of dislocation and chevron densities is well fitted by power laws with \( 1/z_{\text{dis}} \approx 1/z_{\text{ch}} \approx 0.45 \), as shown in Fig. 6 (Model I) and Fig. 7 (Model II). This result further suggests that defect dynamics is isotropic close to onset, in agreement with the arguments exposed below in Section V A.

Deviations from the laws (24) are observed at late times (\( 10^4 < t \) and are due to finite size effects (see below).

By increasing \( \epsilon \), defect dynamics becomes anisotropic and different laws are observed for the two types of defects. Chevron boundaries become quickly pinned and remain practically immobile whereas coarsening is dominated by dislocation gliding along the horizontal direction. The reduction of the length of a chevron boundary can occur by the motion of the slightly curved dislocation arrays of opposite Burgers vector located on its sides (see Section V). This mechanism was also identified experimentally in electroconvection [32].

In an intermediate range of values of \( \epsilon \), the relations (23) are still fulfilled, despite that chevrons boundaries are pinned. As shown in Fig. 6 for Model I, for \( \epsilon = 0.2157 \) and \( \epsilon = 0.4118 \), \( \rho_{\text{dis}}(t) \) and \( \rho_{\text{ch}}(t) \) decay as power laws with two different exponents, \( z_{\text{dis}} \approx 3 \) and \( z_{\text{ch}} \approx 2 \). These are the same values as observed in the previous section for \( z_x \) and \( z_y \), respectively. Model II leads to the same two exponents for \( \epsilon = 0.1176 \) and \( t < 10^4 \), see Fig. 7.

Note that the \( t^{-1/3} \) decay rate for the dislocation density agrees well with the experimental results reported in [32]. However, in this intermediate quench depth regime, our numerical results predict a much faster decay of the chevron density (as \( t^{-1/2} \)) than observed experimentally (\( t^{-1/3} \) [32]). It is worth noticing that no coarsening laws with exponent 1/2 were ever observed in electroconvection experiments.

At large quenches, dislocation gliding becomes very slow in Model I, as shown in Fig. 6 for \( \epsilon = 0.8039 \). For \( t > 2000 \) the defect density saturate to an almost constant value, indicating freezing. As shown below in Section IV B single defect dynamics in Model I presents some interesting nonrelaxational features at large quenches, that prevent the annihilation of small domains.

In Model II, defect annihilation is on the contrary accelerated at large quenches and densities decay faster.
than inverse power-laws, as shown in Fig. 7 for \( \epsilon = 0.2157 \) and 0.3137. These results confirm those of Section V B regarding the correlation lengths. Like for the other models, pinning effects might slow down defect motion at short times (up to \( t \approx 1000 \)), as dislocation and chevron densities decay slower than \( t^{-1/3} \) and \( t^{-1/2} \), respectively. However, nonpotential effects dominate dislocation motion when \( t > 1000 \) and the oblique stripe pattern quickly reaches fully ordered configurations. In Section V B we show that single defect dynamics is quite different in Models I and II far from onset.

Note that coarsening rates faster than a \( t^{1/2} \) law for oblique stripes have been reported in electroconvection experiments \[51, 52\]. These fast coarsening laws were observed when the background wavenumber is small, a property also shared by Model II (see Fig. 6).

D. Dynamical scaling

In the case of the potential model close to onset \[51, 52\], dynamical scaling properties of the structure factor were investigated along the directions parallel to the wavenumbers \( k_+^\perp \) and \( k_\perp \). As shown above, chevron boundaries and dislocations have very different mobilities further from onset. Therefore, it sounds more natural to test one-dimensional scaling relations along \( \hat{x} \) and \( \hat{y} \) separately. The dynamical scaling hypothesis implies that the structure factors (14) and (15) should obey the ansatz

\[
S_x(q_x, t) = L_x(t)f_x(q_x L_x(t)), \quad (25)
\]

\[
S_y(q_y, t) = L_y(t)f_y(q_y L_y(t)), \quad (26)
\]

where \( L_x(t) \) and \( L_y(t) \) are the characteristic length scales previously defined through relations (18)-(19); \( f_x \) and \( f_y \) are functions independent of time.

Since the ordering dynamics of the oblique striped domains close to onset can be approximately reduced to the dynamics of Model A (see Section V A), one should expect that dynamical scaling holds along any direction in Fourier space. Fig. 9 shows that the ansatz (25) and (26) holds over two time decades for Model II close to onset (\( \epsilon = 0.0392 \)). The same results are observed for the PK potential model and Model I (not shown). However, in the region near \( k = 0 \), the scaling functions in the three models decay rapidly (see Fig. 10) and differ noticeably from that of Model A, which is quadratic for small \( k \). This unusual behavior may indicate that, given a random initial condition, oblique patterns form at early times different large-scale domain structures than Model A.

As \( \epsilon \) is increased, isotropic dynamical scaling breaks down because coarsening is characterized by two growing lengths scales with distinct exponents in the \( \hat{x} \) and \( \hat{y} \) directions. Nevertheless, Fig. 10 (top) shows that the one-dimensional scaling relation (25) in the \( \hat{x} \) direction (where \( z_x \approx z_{dis} \approx 3 \)) holds over two time decades for Model II. In this regime, where \( z_x \approx 2 \), a similar scaling behavior is also observed along \( \hat{y} \) (not shown), for all three models. Deviations from dynamical scaling are observed in the large quench depth regime, see Fig. 10 (bottom).
We verify that the tails of the structure factors obey the well known Porod’s Law [2], as illustrated in Fig. 9. If the one-dimensional correlation functions obey a scaling form at short distances, one expects that $S_{x,y}(q_{x,y},t)/L_x(t) \sim 1/(q_{x,y}L_{x,y}(t))^{d+1}$ at large $q_{x,y}$, with $d = 1$ here.

V. DISCUSSION

A. Mapping to Model A in an external field for low-to-moderate quenches

The numerical results obtained very close to onset show that the coarsening of oblique stripes is characterized by a single exponent, $z_{dis} \approx z_{ch} \approx z_2 \approx 2$. This result can be explained by the following weakly nonlinear arguments. The amplitude equations (10) and (11) can be used to describe the dynamics of grain boundaries separating zig and zag domains close to onset ($\epsilon \ll 1$) in all models. In the absence of grain boundaries, the stationary uniform amplitudes in a zig domain are

$$a^+ = \sqrt{\frac{\epsilon}{3\gamma}}, \quad a^- = 0,$$

and vice-versa in a zag domain. In the vicinity of a grain boundary, the amplitudes change continuously from one uniform solution to the other along the normal coordinate. Fig. 11(a) displays the stationary numerical profiles $a^+(x)$ and $a^-(x)$ solutions of Eqs. (10)-(11) close to onset for a vertical boundary (dislocation array). The sum $a^+ + a^-$ and difference $a^+ - a^-$ are also plotted in Fig. 11(b). We observe that $a^+ + a^-$ remains close to the constant bulk value $(\epsilon/3\gamma)^{1/2}$ in the boundary region, while $a^+ - a^-$ changes continuously from $(+\epsilon/3\gamma)^{1/2}$ (zig-domain) to $-(\epsilon/3\gamma)^{1/2}$ (zag-domain). For any polycrystalline configuration, we define the local order parameters $\phi^+ \equiv A^+ + A^-$ and $\phi^- \equiv A^+ - A^- \equiv \sqrt{\frac{\epsilon}{3\gamma}} \psi_d$, which redefines the orientational order parameter field $\psi_d$. Based on Fig. 11(b), we approximate $\phi^+$ to a constant, even in configurations containing many interfaces:

$$\phi^+(\vec{r}, t) \approx \sqrt{\frac{\epsilon}{3\gamma}}.$$  

FIG. 9: Dynamical scaling along the $\hat{x}$ and $\hat{y}$ directions for Model II close to onset ($\epsilon = 0.0392$).

FIG. 10: Log-log plot of $S_x(q_x,t)/L_x(t)$ as a function of $q_x L_x(t)$ for Model II: $\epsilon = 0.1176$ (top) and $\epsilon = 0.2157$ (bottom). Solid lines correspond to the Porod’s law.
To find an equation for the local orientational order parameter $\psi$, we substitute the new fields into (10)-(11). By making the change of variables:

$$X = \left( \frac{c + 2\eta - \eta^2}{c + \eta} \right)^{1/2}, \quad Y = \left( \frac{c + 2\eta - \eta^2}{1 + c\eta} \right)^{1/2}.$$

we obtain:

$$\partial_T \psi_d = \frac{3}{4} \psi_d + \frac{4}{k_0} \nabla^2 \psi_d - \frac{3}{4} \psi_d^3,$$

where $T = \epsilon t$ and $\nabla^2 = \partial_X^2 + \partial_Y^2$. This isotropic equation is easily recast into the well-known Model A for a non-conserved order parameter $\phi$. Hence, as previously suggested, the coarsening of oblique stripes close to onset is isotropic (after the coordinate change) and driven by curvature, with a length scale increasing as $t^{1/2}$. Such a regime has never been observed experimentally in electroconvection, despite that amplitude equations (10) and (11) should a priori describe correctly this system close enough to onset.

Further from onset, at intermediate values of $\epsilon$, the horizontal (chevron) grain boundaries become pinned in the three models considered. In pattern forming systems, defect pinning often arises from the coupling between the amplitudes varying slowly in space and the short period modulations of the local order parameter $19, 42, 53$. This coupling generates “non-adiabatic” terms in the amplitude equations, that oscillate with the spatial coordinates and create periodic energy barriers for defects. The simplest generalization of Model A that incorporate similar pinning effects for horizontal interfaces is:

$$\partial_t \psi_d = \psi_d + \nabla^2 \psi_d - \psi_d^3 + p \cos(k_p y),$$

where the periodicity of the pinning potential, of magnitude $p$, is smaller than the interface width $(2\pi/k_p < 1)$. The above equation describes the ordering kinetics of a non-conserved scalar order parameter in a stationary, spatially modulated external field.

As discussed in $34$, chevron boundaries pin at intermediate values of $\epsilon$ while dislocations are still mobile. This effect can be explained by the fact that the magnitude of the pinning potential of chevrons $(p)$ is orders of magnitude higher than that of dislocation arrays. A detailed calculation showing this and further supporting the reduced model (31) will be presented elsewhere. Model A is recovered close to onset because pinning potentials tend to zero very rapidly as $\epsilon \to 0$, independently of the interface orientation $19, 42$. Eq. (31) can also be modified by replacing $p$ by a term proportional to $(\psi_d)^2 \partial_y \psi_d$, so that the external field acts mostly on horizontal boundaries and not in the bulk.

B. Nonrelaxational defect dynamics far from onset

Some qualitative insights into domain coarsening for Models I and II far from onset can be gained by numerically studying the shrinking dynamics of an initially rectangular zig domain embedded in a zig surrounding. The background wavenumber is initially fixed to the value $k_p$.

Fig. (12a) shows the results obtained by solving Model I with an embedded domain of vertical width $D_y = 20 \lambda_c$ and $\epsilon = 0.2157$. At this moderate quench, the dynamics is approximately driven by the decrease of the energy $14$ through the reduction of total interface length. As mentioned in the previous Sections, chevron boundaries are pinned and the reduction of their length is achieved by the motion of the curved lateral dislocation arrays. When colliding, dislocations of opposite Burgers vector annihilate, as also observed experimentally $32$.

Fig. (12b) shows the evolution of the same initial domain further from onset ($\epsilon = 0.6078$). In this case dislocation motion is not restricted to reduce the chevron length. The boundaries exhibit a more complex dynamics instead and the domain shape breaks its initial axial symmetry.

To study the transition between these two dynamical regimes for Model I, we report in the upper panel of Fig. (13) the evolution of the area $A_d(t)$ of an embedded domain. At moderate values of $\epsilon$, $A_d(t)$ continuously decreases in time at a rather constant rate as
FIG. 12: Defect field of an initially rectangular zag domain surrounded by zig stripes, for Model I with: a) $\epsilon = 0.2157$ at $t = 200, 600, 1800,$ and $3600$; b) Model I with $\epsilon = 0.6078$ at $t = 200, 600, 1800,$ and $12000$; c) Model II with $\epsilon = 0.2157$ at $t = 200, 600, 1800,$ and $2400$.

The zag domain shrinks. However, above a critical value, $\epsilon_c \approx 0.6$ for a domain of width $D_y = 32\lambda_c$, $A_d(t)$ tends towards a finite value at large times, suggesting that dislocations effectively repel each other. The transition between both regimes is fairly abrupt. This situation is reminiscent of dislocation motion modes observed experimentally, where walls of oppositely charged defects can approach within some distance and then move apart [32].

The results above provide a picture of the arrested growth of order observed far from onset in Model I. The same single domain calculation using the PK potential model with $\epsilon = 0.6078$, a value close to the above $\epsilon_c$, shows that the domain completely shrinks (the bullet symbols of Fig.13).

We therefore conclude that, unlike in potential models, the arrested ordering kinetics in Model I is primarily due to nonpotential repelling effects among dislocations, and not to dislocation pinning induced by non-adiabatic effects (although these might also be present).

The lower panel of Fig. 13 shows that, for Model I, the critical value $\epsilon_c$ defined above depends on the domain vertical width. Interestingly, $\epsilon_c$ seems to tend towards a constant value ($\sim 0.5$) as $D_y \to \infty$, meaning that below this parameter value all domains shrink (coarsening regime). For $\epsilon > 0.5$, large enough domains do not shrink (disordered regime). This diagram suggests that Model I undergoes a transition to arrested coarsening as $\epsilon$ crosses a critical value.

Fig. 12(c) shows the evolution of a shrinking domain in Model II, for $\epsilon = 0.2157$. An effective dislocation repulsion is also observed, leading, in contrast to Model I, to the emission of pairs of oppositely charged dislocations. This mechanism gradually reduces the average domain width. For this value of $\epsilon$, the ordering kinetics of polycrystalline configurations is faster than a power law. Dislocation emission by shrinking domains at large quenches could be responsible for the very fast coarsening laws observed in Model II.
FIG. 13: (Color online) Upper panel: Time evolution of the area of an initially rectangular zag domain of fixed width \(D_y = 32\lambda_c\) surrounded by zig stripes, for Model I and different values of \(\epsilon\). Lower panel: Critical parameter value above which a domain does not shrink, as a function of the domain width. Below the dotted line, all domains were observed to shrink.

VI. SUMMARY AND CONCLUDING REMARKS

We have studied the coarsening of two-dimensional oblique stripe phases by using two nonpotential Swift-Hohenberg-like equations. The results have been compared to previous ones obtained in the potential case [34].

Close to onset (\(\epsilon \ll 1\)), the patterns can be described in all cases by two coupled amplitude equations that can be reduced approximately to Model A for a non-conserved scalar order parameter. Consequently, the coarsening process close to onset is self-similar and domain growth is characterized by a single length scale growing as \(t^{1/z}\) with \(z \approx 2\).

At intermediate values of \(\epsilon\), a second regime is observed in both potential and nonpotential models where chevron boundaries become pinned and domain growth is driven by the horizontal motion of curved dislocation arrays. The one-dimensional correlation functions along the \(\hat{x}\) and \(\hat{y}\) directions still obey dynamical scaling relations, but the corresponding correlation lengths grow at different rates: \(L_x(t) \sim t^{1/z_x}\) and \(L_y(t) \sim t^{1/z_y}\), with \(z_x \approx 3\) and \(z_y \approx 2\). In this regime, the system should be well described by a Model A equation in an external modulated field (Eq. (31)).

The nonpotential equations studied here reproduce qualitatively the observed selected wavenumbers in electroconvection experiments [40]. The unusual but apparently robust \(t^{1/3}\) law for \(L_x\) also agrees with experimental data [32]. However, no 1/2 exponents were ever observed experimentally.

When \(\epsilon \sim O(1)\), a third regime can be identified, where defect dynamics differs noticeably in potential and nonpotential models. In the potential and nonpotential I cases, coarsening rates become very slow at late times, the system remaining in macroscopically disordered states. Whereas freezing is due to dislocation pinning in the potential case [34], in Model I nonrelaxational effects dominate, leading to a complex dislocation dynamics (quite similar to the experimental observations of ref. [32]) that prevents small domains to shrink. The study of the relaxation of single domains suggest that this transition to arrested coarsening in Model I is abrupt. This result is surprising, as it is generally accepted that nonpotential effects enhance coarsening [14, 25, 54]. For Model II, nonpotential effects also affect dislocation dynamics but lead to the opposite macroscopic behavior: defect densities decay in time faster than a power-law and the system orders very quickly.

A better understanding of the transitions between the different coarsening regimes far from onset requires a systematic study of the dynamics of shrinking domains and its role in wavenumber selection. In this spirit, a study of grain boundary motion in nonpotential stripe patterns was recently performed for isotropic systems [30]. We hope that the study of defect motion in nonpotential systems far from onset will motivate new experiments.

Finally, recent experiments [33] studying the impact of noise on the coarsening rates of oblique rolls could also motivate future research.
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