MDFEND: Multi-domain Fake News Detection
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ABSTRACT

Fake news spread widely on social media in various domains, which lead to real-world threats in many aspects like politics, disasters, and finance. Most existing approaches focus on single-domain fake news detection (SFND), which leads to unsatisfying performance when these methods are applied to multi-domain fake news detection. As an emerging field, multi-domain fake news detection (MFND) is increasingly attracting attention. However, data distributions, such as word frequency and propagation patterns, vary from domain to domain, namely domain shift. Facing the challenge of serious domain shift, existing fake news detection techniques perform poorly for multi-domain scenarios. Therefore, it is demanding to design a specialized model for MFND. In this paper, we first design a benchmark of fake news dataset for MFND with domain label annotated, namely Weibo21, which consists of 4,488 fake news and 4,640 real news from 9 different domains. We further propose an effective Multi-domain Fake News Detection Model (MDFEND) by utilizing a domain gate to aggregate multiple representations extracted by a mixture of experts. The experiments show that MDFEND can significantly improve the performance of multi-domain fake news detection. Our dataset and code are available at https://github.com/kennqiang/MDFEND-Weibo21.

CCS CONCEPTS
- Computing methodologies → Transfer learning. • Information systems → Data mining.
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1 INTRODUCTION

In recent years, with the rapid popularization of the Internet, social media such as Sina Weibo [2] and Twitter [3], has become an important source to acquire news. However, it also serves as an ideal platform for fake news dissemination. According to Weibo’s 2020 annual report on refuting rumors [41], there are 76,107 fake news pieces treated by authority all year round. Since fake news can cause devastating consequences to individuals and society, fake news detection is a critical problem that needs to be addressed.

To solve the problem, a variety of approaches have been proposed, and most of them [6, 15, 18, 22, 23] focus on single-domain fake news detection (SFND), e.g., politics, health. However, for a certain domain, the amount of fake news can be extremely limited. Therefore, based on such inadequate single-domain data, the performance of these detection models is unsatisfying. In practical scenarios, the real-world news platforms release various news in different domains everyday [35]. Therefore, it is promising to solve the data sparsity problem and improve the performance of all domains by exploiting data from multiple domains, called multi-domain fake news detection (MFND).

However, the data distributions vary from domain to domain, called domain shift [28, 46]. First, different domains have different word usage, for example, the most commonly used words in military news are "navy", "army", etc. while in educational news, "students", "university", "teacher", etc. Second, the propagation patterns vary a lot in different domains [35]. Facing the problem of serious domain shift, MFND can therefore be quite challenging. Moreover, some domains only contain very little labeled data, and this phenomenon further increases the difficulty in MFND, which remains unsolved yet with existing methods.

To study MFND, we build a comprehensive dataset Weibo21, which contains news from 9 domains, including Science, Military, Education, Disasters, Politics, Health, Finance, Entertainment and Society. Every domain contains news content, released timestamp, auxiliary signals especially when the posts don’t contain abundant information [42]. In the end, Weibo21 contains 4,488 fake news and 4,640 real news from 9 different domains.

Due to the lack of systematic work of MFND, we adopt several multi-domain learning baselines [26, 31, 35, 40] and evaluate these multi-domain methods as well as several popular single-domain fake news detection methods [16, 23] on our proposed dataset.
Weibo21. In addition, we propose a simple but effective Multi-domain Fake News Detection Model, namely MDFEND, which utilizes a domain gate to aggregate multiple representations extracted by a mixture of experts. Our experiments demonstrate the significant effectiveness improvement of the proposed MDFEND compared with the aforementioned baselines.

The main contributions of this work are summarized into three folds: (1) We construct Weibo21, an MFND dataset. To the best of our knowledge, this data repository is the first MFND dataset collected from one platform and contains the richest domains. (2) We proposed a simple but effective method named MDFEND for MFND. (3) We systematically evaluate MFND performance of different methods on our proposed Weibo21 dataset.

2 RELATED WORK

I. Fake News Detection. Many approaches have been proposed to tackle the challenges of fake news detection. Earlier studies used hand-craft features [5, 6, 10, 18]. Some recent research works use propagation patterns for structural modeling [11, 23, 24, 36], others jointly used both textual and visual features for multi-modal modeling [14, 30]. Ma et al. [25] and Li et al. [20] incorporated related tasks to assist fake news detection. Wang et al. [40] adopted the idea of the minimax game to extract event-invariant (domain-invariant) features, but neglected domain-specific features. Silver et al. [35] proposed to jointly preserve domain-specific as well as cross-domain knowledge to detect fake news from different domains, but they didn’t make full use of the domain information explicitly. II. Multi-domain (multi-task) learning. The thought of multi-domain (multi-task) learning is to jointly learn a group of domains (tasks), which has been proved effective in many applications [26, 31, 43–45]. These researches focus on capturing relationships of different tasks with multiple representations. And each task is reinforced by the interconnections, including inter-task relevance difference. However, these multi-domain (multi-task) frameworks aren’t fit for fake news detection. Therefore, it is necessary to design an appropriate and effective method for MFND.

Datasets. A few datasets have been constructed for fake news detection, including LIAR [39], CoAID [7], FakeHealth [8], Twitter16 [23] and Weibo23, 42, however, they don’t have multi-domain information. FakeNewsNet [33] only contains two domains, including Politifact and GossipCop, which are insufficient for multi-domain fake news detection. Therefore, an appropriate multi-domain fake news dataset is desperately in need.

| domain | Science | Military | Education | Disasters | Politics |
|--------|---------|----------|-----------|-----------|----------|
| real   | 143     | 121      | 243       | 185       | 306      |
| fake   | 93      | 222      | 248       | 591       | 546      |
| all    | 236     | 343      | 491       | 776       | 852      |

| domain | Health | Finance | Entertainment | Society | All |
|--------|--------|---------|---------------|---------|-----|
| real   | 485    | 959     | 1000          | 1198    | 4640|
| fake   | 515    | 362     | 440           | 1471    | 4488|
| all    | 1000   | 1321    | 1440          | 2669    | 9128|

3 WEIBO21: A NEW DATASET FOR MFND

In this section, we describe the process of data collection for Weibo21, a multi-domain fake news dataset in Chinese, as well as how we determine the domain category of news pieces. Further, we conduct a preliminary data analysis based on news content, the most straightforward clue in fake news detection, to show some domain differences explicitly.

3.1 Data Collection

We collect both fake and real news from Sina Weibo [2] ranging from December 2014 to March 2021.

Initial Data Crawling. For fake data, we collect news pieces judged as misinformation officially by Weibo Community Management Center [4]. For real data, we gather real news pieces in the same period as the fake news, which have been verified by NewsVerify [1] (a platform that focuses on discovering and verifying suspicious news pieces on Weibo). For each piece of news, we collect (1) the most straightforward information, news content, (2) different modality, i.e., pictures, (3) sequential signals, i.e., timestamp, and (4) social context, i.e., comments. Further, we gather judgement information for fake news, which can provide evidence to people and increase the credibility of our dataset.

Deduplication. The raw data contains lots of duplication, which may cause data leakage in training procedure, so we perform deduplication in one-pass clustering. Finally, 4,488 pieces of fake news and 4,640 pieces of real news are obtained.

3.2 Domain Annotation

After data collection, we perform categorization on crowd-sourcing. First, in order to work out the categorization criterion, we refer to domain lists from several well-known fact-checking websites, including Zhuoyaqij [47], Liuyanbaike [21], Jiaozhen [13], and Ruijiangshiyao [32], as well as some research papers and reports, including Vosoughi et al. [38], 2017 Tencent Rumor Governance Report [37] and China Joint Internet Rumor-Busting Platform [29]. Considering the congruence as well as the appropriateness of granularity, we end with nine domains: Science, Military, Education, Disasters, Politics, Health, Finance, Entertainment, and Society. Then, we annotate all pieces of news into the above nine domains. To ensure the fairness of our annotation, 10 experts are employed to manually annotate the news. At first, the 10 experts annotate all the news independently, i.e. each piece of news is labeled by 10 experts; then they check the annotation with each other. The final domain label can be determined if more than 8 experts choose the same one, otherwise, they will discuss with each other till reaching to an agreement. The statistics of the collected datasets are shown in Table 1.

3.3 Preliminary Data Analysis

Weibo21 has multidimensional information related to news content, pictures, timestamp and comments. In order to quantify the differences among these domains, we perform some analyses. For example, news content is the most straightforward clue we can use for fake news detection. Therefore, we analysis the topic distribution of news among different domains. Figure 1 shows significant differences in the frequently used words. Due to limited space, we only demonstrate four of nine domains.

4 MDFEND: MULTI-DOMAIN FAKE NEWS DETECTION MODEL

In this section, we propose a novel framework, namely MDFEND, for MFND. Same as the single domain methods, we treat multi-domain fake news detection as a binary classification problem. The overall framework is shown as Figure 2.
4.1 Representation Extraction

For a piece of news, we tokenize its content with BertTokenizers [9]. After adding special tokens for classification (i.e., [CLS]) as well as separation (i.e., [SEP]), we obtain a list of tokens \( \{ [CLS], \text{token}_1, ..., \text{token}_n, [SEP] \} \) where \( n \) is the number of tokens (words) in news content. These tokens are then fed into BERT to obtain word embeddings \( W = \{ w_1^{CLS}, w_1, ..., w_n, w_n^{SEP} \} \), where all the word embeddings are processed by a Mask-Attention network to get the sentence-level embedding \( e^s \). To handle each domain specially, we define a learnable vector \( e^d \) for domain embedding, to help individualize representation extraction for each domain. Thus, a domain-specific value \( e^d \) will be learned for each domain.

With the advantage of Mixture-of-Expert [12, 26, 44], we employ multiple experts (i.e., networks) to extract various representations of news. Intuitively, we can employ one expert to extract the news’ representations for multiple domains. However, one expert only specializes in one area, therefore, the news’ representation extracted by a single expert could only contain partial information, which cannot completely cover the characteristics of news content. As a result, we employ multiple experts for the sake of comprehensive.

An “expert” network can be denoted by \( \Psi_i(W; \theta_i) \) \( (1 \leq i \leq T) \), where \( W \) is a set of word embeddings as the input to the “expert” network, \( \theta_i \) represents the parameters to be learned, and \( T \) is a hyperparameter that indicates the number of expert networks. Let \( r_i \) denote the output of an “expert” network, i.e., a representation extracted by the corresponding expert network. We have:

\[
    r_i = \Psi_i(W; \theta_i), \tag{1}
\]

where each “expert” network is a TextCNN [16] in our design.

4.2 Domain Gate

To obtain good performance on MFND, it is necessary to generate high-quality news representations that can represent news from different domains appropriately. Intuitively, we can average representations by all experts. However, the simple average operation will remove the domain-specific information, so the synthetic representation may not be good for MFND. Note that different experts specialize in different areas, and they are good at handling different domains. For MFND, we would like to select experts adaptively.

To obtain good performance on MFND, it is necessary to generate high-quality news representations that can represent news from multiple domains. For MFND, we would like to select experts adaptively. Intuitively, we can employ one expert to extract the news’ representations for multiple domains. However, one expert only specializes in one area, therefore, the news’ representation extracted by a single expert could only contain partial information, which cannot completely cover the characteristics of news content. As a result, we employ multiple experts for the sake of comprehensive.

An “expert” network can be denoted by \( \Psi_i(W; \theta_i) \) \( (1 \leq i \leq T) \), where \( W \) is a set of word embeddings as the input to the “expert” network, \( \theta_i \) represents the parameters to be learned, and \( T \) is a hyperparameter that indicates the number of expert networks. Let \( r_i \) denote the output of an “expert” network, i.e., a representation extracted by the corresponding expert network. We have:

\[
    r_i = \Psi_i(W; \theta_i), \tag{1}
\]

where each “expert” network is a TextCNN [16] in our design.

4.3 Prediction

The news’ final feature vector is fed into the classifier, which is a multi-layer perceptron (MLP) network with a softmax output layer, for fake news detection:

\[
    \hat{y} = \text{softmax}(G(e^d @ e^s; \phi)), \tag{2}
\]

where the domain gate \( G(\cdot) \) is a feed-forward network. \( e^d \) and \( e^s \) are the domain embedding and sentence embedding, respectively. We use softmax function to normalize the output of \( G(\cdot) \), and \( a \in \mathbb{R}^n \) is the weight vector denoting the importance of different experts. With the domain gate, the news’ final feature vector is obtained:

\[
    a = \sum_{i=1}^{T} a_i r_i, \tag{3}
\]

5 EXPERIMENT

In this section, we evaluate the effectiveness of our proposed MD-FEND framework, and compare with other baselines on our dataset.

5.1 Baseline Methods

There are three types of baselines in our experiments: (1) single-domain baselines: TextCNN_single [16], BiGRU_single [23], and BERT_single [9]; (2) mixed-domain baselines: TextCNN_all [16], BiGRU_all [23] and BERT_all [9]; (3) multi-domain baselines: EANN [40], MMOE [26], MOSE [31] and EDDFN [35]. In single-domain baselines, we conduct experiment with one model on one domain baselines...
We use this model to extract domain-independent features. We only Adam [17] optimizer and search its learning rate from 1e-6 to 1e-2. The details of our dataset Weibo21 are listed in Table 1. For a fair BiGRU in order to preserve the sequential information.

For all methods, the mini-batch size is 64. In order to enhance the is 170, and the dimension of embedding vectors of words is fixed in these models uses the same structure with one dense layer (384 hidden units). For all experiments, the max length of the sentence in our experiments, we freeze all layers in BERT, according to their structures.

We also systematically evaluated MDFEND performance with different single domain at a time (e.g., train TextCNN_single on Science domain), and the results in the last column are the average of the ones in the former columns. In mixed-domain baselines, we perform experiment with one model on all domains at a time (e.g., train TextCNN_all on all domains), and calculate the f1-score of each domain respectively, while the results in the last column are not just the average of the ones in the former columns as in single domain baselines, but calculated using data from all domains. Models used in multi-domain baselines combine data from different domains according to their structures.

To make the baseline models work for MDFND, based on their original designs, we made the following modifications in our experiments. BERT [9]: In our experiments, we freeze all layers in BERT, and average the word embeddings in the last layer as the sentence representation. A multi-layer perception (MLP) is stacked on the top to perform binary classification. TextCNN [16]: We employ the same convolutional structure as in our expert module. The input feature of TextCNN is embedded by word2vec. BiGRU [23]: Different from [23], we model each news piece as a sequential input to the BiGRU in order to preserve the sequential information. EANN [40]: We use this model to extract domain-independent features. We only use the textual branch, which is consistent with TextCNN in model structure. MMOE [26] and MOSE [31]: These two models are proposed for multi-task learning. We assume that fake news detection in multiple domains are different tasks, and use the two models for multi-domain fake news detection. EDDFN [35]: it is a model for cross-domain fake news detection, which models different domains implicitly and jointly preserves domain-specific and cross-domain knowledge. In our experiments, we abandon the domain discovery module and use our manually labeled domains for multi-domain fake news detection.

### 5.2 Experiment Setting

The details of our dataset Weibo21 are listed in Table 1. For a fair comparison, we set the same parameters for all methods. The MLP in these models uses the same structure with one dense layer (384 hidden units). For all experiments, the max length of the sentence is 170, and the dimension of embedding vectors of words is fixed to 768 for BERT [9] and 200 for Word2Vec [19, 27]. We employ the Adam [17] optimizer and search its learning rate from 1e-6 to 1e-2. For all methods, the mini-batch size is 64. In order to enhance the credibility of our experiments, the process is performed for 10 times and the average f1-score is reported.

### 5.3 Results

We compare our MDFEND model with single-domain, mixed-domain and multi-domain methods to testify the effectiveness. The results are shown in Table 2. Experimental results further reveal several insightful observations.

1. **Mixed-domain models and multi-domain models work much better than single-domain models in general, which demonstrates that additional data is of great importance.**

2. **Compared with mixed-domain models, multi-domain models perform better in general. This illustrates that multi-domain learning is useful and necessary for MDFND.**

3. **Note that there are single-domain models performing better on a specific domain than the corresponding mixed-domain model (e.g., TextCNN_single v.s. TextCNN_all on Health domain), which illustrates that simply combining data from different domains may result in negative effect from additional data.**

4. **MFDN models domain relationships better by feeding both domain embedding and content to the gate. Moreover, combining multiple domains softly is better than decouple domain-shared and domain-specific features roughly (EDDFN). Therefore, MDFEND model performs better than other multi-domain models.**

### 6 CONCLUSION

In this paper, we study the problem of multi-domain fake news detection (MFDN). We construct Weibo21, a MFDN dataset. To the best of our knowledge, it is the first MFDN dataset collected from one platform with richest domains; We propose a simple but effective method named MDFEND for MFDN, which utilizes domain gate to aggregate multiple representations extracted by mixture-of-experts; We also systematically evaluated MFDN performance with different methods on the proposed Weibo21 dataset, and experiments show the effectiveness of our MDFEND model.

### ACKNOWLEDGMENTS

This work was supported by the Zhejiang Provincial Key Research and Development Program of China (2021C01164), and the National Natural Science Foundation of China (U1703261).
REFERENCES

[1] [n.d.]. Newsverify. http://service.account.weibo.com/.
[2] [n.d.]. Sina Weibo. http://www.weibo.com.
[3] [n.d.]. Twitter. http://www.twitter.com.
[4] [n.d.]. WeiboService. https://www.newsverify.com/.
[5] Oluseun Aja, Deepayan Bhawmik, and Shahrazad Zargar. 2019. Sentiment Aware Fake News Detection on Online Social Networks. In ICASSP 2019-2019 IEEE International Conference on Acoustics, Speech and Signal Processing (ICASSP). IEEE, 2507–2511.
[6] Carlos Castillo, Marcelo Mendoza, and Barbara Poblete. 2011. Information Credibility on Twitter. In Proceedings of the 20th international conference on World wide web. 675–684.
[7] Limeng Cui and Dongyong Lee. 2020. CoAID: COVID-19 Healthcare Misinformation Dataset. arXiv preprint arXiv:2006.00885 (2020).
[8] Enyan Dai, Yiwei Sun, and Suhang Wang. 2020. Ginger Cannot Cure Cancer: Battling Fake Health News with a Comprehensive Data Repository. In Proceedings of the International AAAI Conference on Web and Social Media, Vol. 14. 853–862.
[9] Jacob Devlin, Ming-Wei Chang, Kenton Lee, and Kristina Toutanova. 2019. BERT: Pre-training of Deep Bidirectional Transformers for Language Understanding. In Proceedings of the 2019 Conference of the North American Chapter of the Association for Computational Linguistics: Human Language Technologies, Volume 1 (Long and Short Papers). 4171–4186.
[10] Anastasia Giachanou, Paolo Rosso, and Fabio Crestani. 2019. Leveraging Emotional Signals for Credibility Detection. In Proceedings of the 42nd International ACM SIGIR Conference on Research and Development in Information Retrieval. 877–880.
[11] Han Guo, Juan Cao, Yazi Zhang, Junbo Guo, and Jintao Li. 2018. Rumor Detection with Hierarchical Social Attention Network. In Proceedings of the 27th ACM International Conference on Information and Knowledge Management. 943–951.
[12] Robert A Jacobs, Michael I Jordan, Steven J Nowlan, and Geoffrey E Hinton. 1991. Lateral Inhibitory Connections in Multi-task Networks with Hierarchical Social Attention Network. In Neural Computation. 3, 1 (1991), 79–87.
[13] Jiaozhen. 2020. Jiaozhen Platform. http://fact.qq.com/. Accessed: June, 2021.
[14] Zhien Jin, Juan Cao, Han Guo, Yongdong Zhang, and Jiebo Luo. 2017. Multimodal Fusion with Recurrent Neural Networks for Rumor Detection on Microblogs. In Proceedings of the 25th ACM international conference on Multimedia. 795–816.
[15] Liuyanbaike. 2020. Liuyanbaike Category. https://liuyanbaike.com/category/. Accessed: June, 2021.
[16] Peng Qi, Juan Cao, Tianyun Yang, Junbo Guo, and Jintao Li. 2019. Exploiting Multi-domain Visual Information for Fake News Detection. In 2019 IEEE International Conference on Data Mining (ICDM). IEEE, 518–527.
[17] Zhen Qin, Yicheng Cheng, Zhe Zhao, Zhe Chen, Donald Metzler, and Jingheng Qin. 2020. Multitask Mixture of Sequential Experts for User Activity Streams. In Proceedings of the 26th ACM SIGKDD International Conference on Knowledge Discovery & Data Mining. 3083–3091.
[18] Ruijianhuiyao. 2020. Ruijianhuiyao. http://www.newsverify.com. Accessed: June, 2021.
[19] Kai Shu, Deepak Mahudeswaran, Suhang Wang, Dongsun Lee, and Huan Liu. 2020. FakeNewsNet: A Data Repository with News Content, Social Context, and Spatiotemporal Information for Studying Fake News on Social Media. Big Data 8, 3 (2020), 171–188.
[20] Kai Shu, Amy Silva, Suhang Wang, Jiiliang Tang, and Huan Liu. 2017. Fake News Detection on Social Media: A Data Mining Perspective. ACM SIGKDD explorations newsletter 19, 1 (2017), 22–36.
[21] Amila Silva, Ling Luo, Shanika Karunasekera, and Christopher Leckie. 2021. Embracing Domain Differences in Fake News: Cross-domain Fake News Detection using Multimodal Data. In Proceedings of the AAAI Conference on Artificial Intelligence, Vol. 35. 527–555.
[22] Changhe Song, Cheng Yang, Huimin Chen, Cunchao Tu, Zhiyuan Liu, and Maosong Sun. 2019. CED: Credible Early Detection of Social Media Rumors. IEEE Transactions on Knowledge and Data Engineering (2019).
[23] Tencent. 2020. Tencent Rumor Government Report. https://tech.qq.com/a/20171220/026316.htm. Accessed: June, 2021.
[24] Soroush Vosoughi, Deb Roy, and Saman Aral. 2018. The Spread of True and False News online. Science 359, 6380 (2018), 1146–1151.
[25] William Yang Wang. 2017. "Liar, Liar Pants on Fire": A New Benchmark Dataset for Fake News Detection. In Proceedings of the 55th Annual Meeting of the Association for Computational Linguistics (Volume 2: Short Papers). 422–426.
[26] Liu Zhang, Leyu Lin, and Juan Cao. 2021. Learning to Expand Audience via Meta Learning. In Proceedings of the 3rd International Conference on Learning Representations. In EMNLP. 1746–1751.
[27] Diedreik F Kingma and Jimmy Ba. 2015. Adam: A Method for Stochastic Optimization. In Proceedings of the 3rd International Conference on Learning Representations (Poster).
[28] Sejong Kwon, Myeongja Cha, Kyomin Jung, Wei Chen, and Yajun Wang. 2013. Prominent Features of Rumor Propagation in Online Social Media. In 2013 IEEE 13th international conference on data mining. IEEE, 1103–1108.
[29] Quoc Le and Tomas Mikolov. 2014. Distributed Representations of Sentences and Documents. In Proceedings of the 31st International Conference on Machine Learning. Volume 32. II. 1188–1196.
[30] Quanzhi Li, Qiong Zhang, and Luo Si. 2019. Rumor Detection By Exploiting User Credibility Information, Attention and Multi-task Learning. In Proceedings of the 57th Annual Meeting of the Association for Computational Linguistics. 1173–1179.
[31] Liuyanbaike. 2020. Liuyanbaike Category. https://liuyanbaike.com/category/. Accessed: June, 2021.
[32] Ben Ma, Daizhen Lin, and Donglin Cao. 2017. Content Representation for Microblog Rumor Detection. In Advances in Computational Intelligence Systems. Springer, 245–252.
[33] Jing Ma, Wei Gao, and Kam-Fai Wong. 2017. Detect Rumors in Microblog Posts Using Propagation Structure via Kernel Learning. In Proceedings of the 55th Annual Meeting of the Association for Computational Linguistics (Volume 1: Long Papers) 706–717.
[34] Jing Ma, Wei Gao, and Kam-Fai Wong. 2018. Detect Rumor and Stance Jointly by Neural Multi-task Learning. In Companion proceedings of the the web conference 2018. 585–593.