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Abstract

Vision-based pattern identification (such as face, fingerprint, iris etc.) has been successfully applied in human biometrics for a long history. However, dog nose-print authentication is a challenging problem since the lack of a large amount of labeled data. For that, this paper presents our proposed methods for dog nose-print authentication (Re-ID) task in CVPR 2022 pet biometric challenge. First, considering the problem that each class only with few samples in the training set, we propose an automatic offline data augmentation strategy. Then, for the difference in sample styles between the training and test datasets, we employ joint cross-entropy, triplet and pair-wise circle losses function for network optimization. Finally, with multiple models ensembled adopted, our methods achieve 86.67% AUC on the test set. Codes are available at https://github.com/muzishen/Pet-ReID-IMAG.

1. Introduction

More and more families choose to keep some pets to accompany them in recent years. According to the GMI report, global pet care market size surpassed 232 billion in 2020. With the rapid growth of pet economy, pet identification is a challenging problem in many scenarios such as pet management, trading, insurance, medical treatment etc., unfortunately, there is no solution balanced accuracy, cost and usability well for this challenge up to now.

In human biometrics, person/vehicle re-identification (Re-ID) [4, 5, 8, 9, 11–14] methods based on deep learning have made a significant process in recent years. Pet biometric challenge¹ is a workshop in the ECCV2020 conference. The challenge focuses on obtaining high area under curve (AUC) on a dog nose-print dataset. It is very challenging for dog nose-print re-identification due to the adverse influence of the sample class imbalance and lacking of labeled data, as shown in 1. However, we find that 1 vs 1 pet identity verification by dog nose-print images is very similar to the pedestrian Re-ID task. The two tasks all need to train a model to extract features for each identity, and then compare the extracted features to judge id information. Based on the pipeline of pedestrian Re-ID methods, we designed the framework of 1 vs 1 pet identity verification.

The rest of the paper is organized as follows. In Section 2, the proposed methods is introduced. The experimental results are presented in Section 3. And finally Section 4 concludes the paper.

2. Methods

The pipeline of our proposed method is shown in Figure 2 and consists of input image pro-processing module, backbone, aggregation module and head. We will introduce them in detail in the follow.

2.1. Image Pro-processing

The training images are of different sizes, we first resize the image to the fixed-size images so that input images can be collected into batches and input into the backbone. To obtain a more robust model, affine and crop as data augmentation methods by applying affine transformation and crop operation to image to make the model better adapted to shape and size changes. In addition, performing color jog-
Table 1. Comparison results with ResNeSt101 on validation set.

| Methods      | AUC  |
|--------------|------|
| Baseline     | 87.2 |
| + Augmix     | 88.4 |
| + Affine     | 88.9 |
| + Auto-augment | 90.1 |
| + Color jitter| 90.3 |
| + Blur       | 91.5 |
| + Crop       | 91.7 |

Table 2. Comparison results with different backbone on validation set.

| Methods                  | AUC  |
|--------------------------|------|
| ResNet-ibn-101 [10]      | 88.2 |
| ResNeXt-101 [16]         | 90.3 |
| Swin-transformer-base [6] | 89.8 |
| ConvNet-base [7]         | 90.3 |
| Res2Net-101 [1]          | 90.5 |
| ResNeSt-101 [17]         | 91.7 |
| ResNeSt-200 [17]         | 91.9 |

Table 3. The performance on testing set with single model and model ensemble.

| Methods     | AUC  |
|-------------|------|
| Single Model| 86.1 |
| Model Ensemble| 86.7 |

Figure 2. The pipeline for pet ReID.

2.2. Backbone

Backbone is the important module for image feature extraction. In our pet-ReID pipeline, we use three different backbone (ResNet [2], ResNeSt [17], ResNeXt [16]) to get image feature maps. ResNet is a widely used backbone network for CV tasks, and the residual module in ResNet allows the network to go deeper and thus learn better features. ResNeSt explores a simple architectural modification of the ResNet, incorporating feature-map split attention within the individual network blocks which allows attention operation across the feature-map groups. ResNeXt adopts VGG/ResNets’ strategy of repeating layers, while exploiting the split-transform-merge strategy in an easy extensible way. We also add attention-like non-local [15] module and instance batch normalization (IBN) [10] module into backbones to learn more robust feature.

2.3. Aggregation

The aggregation module aims to aggregate image feature maps generated by the backbone into a global feature. In our work, we apply four aggregation methods to the feature map, namely attention pooling, GeM pooling, average pooling and max pooling. Head Head is the part of addressing the global vector generated by aggregation module. In our pet-ReID works, we use three different head, including batch normalization (BN) head, Linear head and Reduction head. Each head contains one or more of BN layer, reduction layer and decision layer. The linear head only contains a decision layer, the BN head contains a BN layer and a decision layer and the reduction head contains conv+bn+relu+dropout operation, a reduction layer and a decision layer, where batch normalization is used to solve internal covariate shift because it is very difficult to train models with saturating non-linearities, reduction layer is aiming to make the high-dimensional feature become the low-dimensional feature and decision layer outputs the probability of different IDs to distinguish different IDs for the following model training.

2.4. Testing

In the test phase, the test image is input into the model to get feature representation. Then the extracted feature is compared with the features in the feature library for the distance metric such as Euclidean and cosine measure. Thereafter, the results are post-processed by Query Expansion which is a re-ranking method. The flow of Query Expansion is as follows: Given a query image, and use it to find m similar gallery images. The query feature is defined as $f_q$ and m similar gallery features are defined as $f_g$. Then the new query feature is constructed by averaging the verified gallery features and the query feature.

3. Experiments

The model structure is based on Fast-ReID [3]. We trained the models (i.e., ResNeSt [17], ResNet-ibn [10], ResNeXt [16], swin-transformer [6], ConvNet [7], Res2Net
on different backbones pretrained on ImageNet. Label-smoothed cross entropy loss is adopted for classification. The soft-margin triplet and circle losses are adopted for metric learning.

3.1. Implement Detail

All experiments are conducted using the Fast-reid [3] toolbox developed by PyTorch. And we run experiments on a NVIDIA V100 GPU with 16GB. Training configurations are summarized as follows [14]. (1) The input images are randomly sized to $224 \times 224$, $256 \times 256$, and $288 \times 288$. (2) For both cutmix and random flip operations, the implementation probability is set to 0.5. (3) The mini-batch Adam method is applied to optimize parameters. The weight decays are set to $5 \times 10^{-4}$, and the momentums are set to 0.9. (4) Each mini-batch includes 64 vehicle images, which includes 16 subjects and each subject holds 4 images. (5) The initial learning is fixed to 0.00035. The model is trained for 35 epochs in total.

3.2. Ablation Study

In this section, we design different ablation studies to evaluate the effectiveness of our method.

In our work, the proposed method uses several techniques on the baseline to improve the recognition accuracy, e.g. augmix, affine, and model ensemble. We show the ablation study of our image pre-processing technique in Table 1. For example, a model with augmix is proven to work due to 1.2% higher than the baseline. After applying all these techniques, our accuracy increases by 4.5%, from 87.2% to 91.7% on the validation test.

Also, we test several backbones with our pre-processing techniques. As the experimental results using different backbones on our validation set are shown in Table 2, ResNeSt stands out from all backbones with over 91.7% accuracy.

In Table 3, we use a model ensemble. We combine ResNeSt-101’s $224$, $256$, and $288$ scale feature maps with $224$ map of ResNeSt-200 for multi-scale fusion on testing set. We achieve a 0.6% growth compared with the single model, which proves the effectiveness of model ensemble. Finally, our method get an 86.7% score in the competition.

4. Conclusions

This report details the key technologies used in the Pet Biometric challenge. Our primary concern is the data augmentation to extract more compelling features. The introduction of Aug-mix, Affine, Auto-augmentation, color-jitter, blur and crop to expand the training set make the model more robust. Extensive experiments on a subset of the dataset of dog nose-print demonstrate that the proposed method can obtain a competitive performance, which can be further analyzed and better utilized in future works.
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