Symmetry consideration in identifying network structures
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The topological information of a network can be retrieved equivalently from its complement consisting of the same nodes but complementary edges. Hence the partition of a network into certain substructures based on given criteria should be the same as that of its complement based on the equivalent criteria if the topological information is considered exclusively. This symmetry of partitioning between a network and its complement is due to the equivalence of their topological information and hence should be respected regardless of the detailed characteristics of the substructures considered. In this work we suggest this symmetry consideration as a general guideline and propose a symmetric community detection scheme to show its implications. Our method has no resolution limit and can be used to detect hierarchical community structures at different levels. Our study also suggests that the community structure is unlikely a result of random fluctuations in large networks.
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In the last decade complex networks have been extensively studied with the aim to reveal and understand their structures at various scales.\textsuperscript{[1]} Besides the general statistical properties such as small-world\textsuperscript{[2]} and scale-free\textsuperscript{[3]} properties, the significance of some common structural features at the mesoscopic level has also been realized. The mesoscopic structures having received intensive studies include communities\textsuperscript{[4]} and similar groups\textsuperscript{[5, 6, 7]}, i.e. node sets whose components have similar connection patterns. These mesoscopic structures are of scientific interest because they may have a close relation to certain behavioral or functional units of the system\textsuperscript{[8]}, and meanwhile they provide an ideal basis for reduction or coarse-graining of networks\textsuperscript{[9]}, which could be particularly useful in dealing with networks of huge size as often encountered nowadays. Furthermore, these substructures also have important implications for various dynamical processes over the networks\textsuperscript{[10, 11]}

However, in spite of the efforts and fast progress made in this field, the detection of these substructures still remains challenging. (Here we restrict ourselves to networks consisting of these mesoscopic structures exclusively, such that the problem of detection is equivalent to that of partitioning.) One conceptual difficulty is the ambiguity in the definition of these substructures\textsuperscript{[4]}. and the question of what characterizations are essential to them has not been thoroughly understood yet. In this Letter we suggest a symmetry that should be taken into account in the definition of network structures. It does not address the details of individual substructures and their characterizations, but is a property of networks. It provides a consistency criterion with which the network structures can be specified more precisely. The detection of network structures can then be improved as a result.

This symmetry originates from the dual nature of connection states in networks. Consider a network of $N$ nodes whose connection topology is encoded in the adjacency matrix $A$ with $A_{ij} = 1$ if node $i$ and $j$ are connected and $A_{ij} = 0$ otherwise. Obviously, the topological information contained in $A$ is completely equivalent to that in its complement $\overline{A}$ related to $A$ via the one-to-one map $\overline{A}_{ij} = 1 - A_{ij}$. (The network corresponding to $\overline{A}$ is referred to as the complement of the network corresponding to $A$.) Due to this equivalence, it is natural to expect that any structure recognized in network $A$ based on certain characterizations should be recognized in network $\overline{A}$ based on the same or equivalent characterizations. By way of analogy, this is similar to recognizing a face in a photo; given its features it can be done in the negative film equivalently. Assuming this equivalence, it provides an approach to check if the characterizations used for defining a structure are consistent. Only those characterizations (and their equivalent) based on which we can recognize the same structures in a network and its complement are regarded as consistent and acceptable. We suggest this symmetry principle should be adopted as a necessary condition in defining the network structures.

This symmetry consideration has not been adopted as a general guideline in most investigations. In a recent study\textsuperscript{[7]} a symmetric definition of similar groups is proposed. It has been found that indeed the symmetric definition can overcome some difficulties encountered with the asymmetric definition\textsuperscript{[6]}. Moreover, the symmetric definition can be extended to the connection information weighted networks, resulting in a new perspective to see the role of weights in the problem\textsuperscript{[7]}. It is interesting to notice that a symmetric definition of the community in a general spectral detection algorithm has also been found to outperform the asymmetric definitions\textsuperscript{[12]}

To demonstrate the power of this symmetry guideline, in the following we apply it to the community detection problem by constructing a symmetric quality function of partition. An asymmetric version, which has been so far the most popular\textsuperscript{[4]}, is that suggested by Newman and...
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modules evolve into one. During this process we can obtain a series of partitions of different numbers of modules, and they are regarded to be good approximations of the optimal partition $\hat{\pi}_C$. Careful studies have shown that different node orders taken in the first operations may lead to different partition results. For this reason $10^3 \sim 10^4$ ‘random realizations’ are performed in our calculations and the largest $q$ values and the corresponding partitions are chosen to be the final approximations of $Q_C^r$ and $\hat{\pi}_C$. We have also checked the results obtained in this way with the stimulated annealing algorithm [18] and found that they cannot be improved any further.

Next, let us find out, among all the partitions with different number of modules $\{\hat{\pi}_C, C = 1, 2, ...\}$, which one could be the most relevant. For this purpose we consider the null model, i.e. random networks that share the same degree sequence with the network considered, and define the symmetric modularity for a given $C$ as

$$M_C = \frac{Q_C - \langle Q_C^r \rangle}{\langle Q_C^r \rangle}.$$  \hspace{1cm} (3)

Here $Q_C^r$ is the maximum $q$ value for the optimal partition of a random network of null model, and $\langle Q_C^r \rangle$ is the corresponding average over all such networks. $M_C$ measures how much more modular the communities found in the original network are as compared with those found in the corresponding random networks. If the communities are seen as certain ordered structures, then $M_C$ also reflects how orderly the communities found are as compared with their counterparts arising out of pure random fluctuations. The overall modularity is thus defined as $M = \max\{M_C, C = 1, 2, ...\}$ and the corresponding partition is assumed to be the most relevant.

Fig. 2 shows the analysis of the karate network as an example. There we have considered $10^4$ random networks of the null model generated with the rewiring technique [19]. It can be seen in Fig. 2(c) and (d) that the distribution of $Q_C^r$ is perfect Gaussian, and hence can be well characterized by its average $\langle Q_C^r \rangle$ and deviation $\delta Q_C$. Meanwhile $\langle Q_C^r \rangle$ is a function of $C$ (Fig. 2(a)); this is the reason why it is introduced as the denominator in the definition of $M_C$. The results of $M_C$ (Fig. 2(b)) suggest that the partition of three communities ($C = 3$; see Fig. 1 for the partition) is the most relevant. We have also studied the dolphin network [20] and the most relevant partition ($C = 2, M = 0.6258$) is found to be exactly the same as the natural split observed [21]. For another popular testing network of the American college football teams [22] our method suggests the partition of 10 communities ($C = 10, M = 1.3345$).

The fact that the distribution of $Q_C^r$ is Gaussian allows us to define another useful quantity

$$F_C^r = \frac{\delta Q_C}{\langle Q_C^r \rangle}.$$  \hspace{1cm} (4)

which gives how ‘modular’ a random network (of the null model) can be as a result of fluctuations. Obviously only the partitions of the original network whose $M_C \gg F_C^r$ may suggest meaningful community structures (see Fig. 2(b) for a comparison of $M_C$ and $F_C^r$ in the karate network). This should be seen as a necessary condition for the communities defined with the symmetric modularity and it concludes our community detection scheme.

Now let us discuss two useful properties of the symmetric modularity. First, the community detection method based on it has no resolution limit. As an example we consider a network of $N$ cliques sited on a circle. Each clique contains 3 nodes – the smallest size for a meaningful module – and any two neighboring cliques are linked with one edge. Our scheme can identify all cliques (for $N \geq 2$) without any ambiguity (see Fig. 3 for $N = 30$ as an example). In this simulation (and also in those for Fig. 4 and Fig. 5) $\langle Q_C^r \rangle$ and $F_C^r$ are evaluated over $10^3$ random networks with the same degree sequence. As a comparison, the method with the asymmetric modularity $M_{NG}$ suggests instead the partition of 10 communities each containing 3 neighboring cliques ($M_{NG} = 49/60$) due to its inherent resolution limit. ($M_{NG} = 97/120$ and 43/60 for $C = 15$ and $C = 30$ in this case.)

This high resolution even makes our method applicable to the hierarchical community networks – a challenge for the quality function method due to the multiple scales involved. In Fig. 4 we present the partition results for the model hierarchical network suggested in [11]: 256 nodes are divided into 16 compartments of equal size at the first level and every 4 of them make a bigger compartment at the second level. The internal degree of nodes at the first (second) level $z_{in1}$ ($z_{in2}$) and the degree for the links between the second level communities keep an average of $z_{in1} + z_{in2} + z_{out} = 18$ (hence the hierarchical
creasing roughly in a power law
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be seen that and the corresponding deviation (see Fig. 5(a)). It can sequences for each \( F \) or this reason we have considered eight different degree

levels can be indicated by \( (z_{in1} - z_{in2}) \). We find that the hierarchical structures are well characterized by the local maxima (also sharp turning points) on the \( M^C \) curve. The change of \( M^C \) values at the maxima from (a) to (c) reflects the competition of the two scales.

Second, the symmetric modularity does not take large value for a random network. Careful studies of Erdös-Rényi (ER) and Barabasi-Albertscale (BA) scale-free networks [3] are summarized in Fig. 5. For an ER network with \( N \) nodes and connection probability \( p \) studied there, we have verified that \( M^C \) is around zero and \( |M^C| \sim F^C \) as implied by definition. Meanwhile, the data suggest that \( F^C \) may depend on the degree sequence, but always takes the maximum value at \( C = 2 \).

For this reason we have considered eight different degree sequences for each \( N \), \( p \) pair and calculated their average and the corresponding deviation (see Fig. 5(a)). It can be seen that \( \langle F^C \rangle \) is small and does not depend on \( p \) significantly; more important as \( N \) is increased it keeps decreasing roughly in a power law \( \sim N^{-0.75 \pm 0.05} \). This suggests that the community structure cannot be a general property in ER networks. In addition, the dependence of \( F^C \) on the degree sequence is very weak \( (\delta F^C < 0.05) \), suggesting the chance for finding meaningful community structure in certain realizations of ER networks of particular degree sequences is also very slim. The study of the scale-free networks leads to the same results except that the power law dependence of \( \langle F^C \rangle \) on the network size is roughly \( \sim N^{-0.46 \pm 0.04} \) instead.

In summary, we suggest the equivalence between the topological information of a network and its complement should be considered generally in the definition and detection of network structures. As an important application we have focused on the community partition problem and proposed a symmetric quality function. The resulted community detecting scheme has a high resolution and can be used to identify hierarchical community structures. In addition, we have found that the effects of fluctuations on the community structure are weak and decrease as the size of network increases. This implies that the community structure is unlikely a result of fluctuations when the size of the network is large enough. The question of whether there are other relevant symmetries and how they may provide insights into network structures is interesting and deserves further efforts.
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