Comparison of Time Series Forecasting Based on Statistical ARIMA Model and LSTM with Attention Mechanism
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Abstract. Time series Forecasting (TSF) has been a research hotspot and widely applied in many areas such as financial, bioinformatics, social sciences and engineering. This article aimed at comparing the forecasting performances using the traditional Auto-Regressive Integrated Moving Average (ARIMA) model with the deep neural network model of Long Short Term Memory (LSTM) with attention mechanism which achieved great success in sequence modelling. We first briefly introduced the basics of ARIMA and LSTM with attention models, summarized the general steps of constructing the ARIMA model for the TSF task. We obtained the dataset from Kaggle competition web traffic and modelled them as TSF problem. Then the LSTM with attention mechanism model was proposed to the TSF. Finally forecasting performance comparisons were conducted using the same dataset under different evaluation metrics. Both models achieved comparable results with the up-to-date methods and LSTM slightly outperformed the classical counterpart in TSF task.

1. Introduction
Forecasting facilitates effective and efficient resources planning for future demands. TSF is an important area of machine learning for many prediction problems involving the time component. Time series is defined as a sequence of observations taken sequentially [1]. TSF adds time dimension which is different from other prediction problems in that the timely order must be preserved. One of the time series research branch is Time Series Analysis (TSA, also known as descriptive models) aims at understanding the pattern which contributes to good predictions through decomposition of time series into level (L) and three optional parts, namely, trend (T), seasonality (S), and noise (N). The naïve model may add these components up, which is y = L + S + T + N. Assumptions about these components avail the modelling using traditional statistical methods. Although these four decompositions may not be universal for forecasting problems, they have values in concepts and could be used as input for more complex models. For TSF tasks issues of the available dataset, time horizons of forecasting, the updatability of the forecasting model, and the forecasting frequency should be considered. Time series data requires pre-processing such as cleaning, normalization, scaling, and transformation to deal with outlier or missing data.

The ARIMA models comprehensively consider Auto-Regressive (AR), Moving Average (MA) process, and difference processing, and they are the most general class of models for forecasting a time
series [2]. Generally, the sequence has non-stationary state (the residual of the model should be as stochastic as possible for the stationary state, for instance Gaussian white noise), and the non-stationary state feature could be potentially removed after differential processing. The AR part indicates that the variables are autoregressive at time $T_n$ and the previous $i$ time $T_{n-i}$ (left of the “=” in equation 1), and the MA part indicates that the regression error is a linear combination of the previous errors (right of the “=” in equation 2). ARMA model differential processing was simplified as $X_{t,i}$ substitutes the first order differential with $X_{t,i} - X_{t,i+1}$, and the second order differential $(X_{t,i} - X_{t,i+1}) - (X_{t,i+1} - X_{t,i+2}) = X_{t,i} - 2X_{t,i+1} - X_{t,i+2}$.

$$X_t = \alpha_1 X_{t-1} - \cdots - \alpha_p X_{t-p} = \varepsilon_t + \theta_1 \varepsilon_{t-1} \cdots + \theta_q \varepsilon_{t-q}$$  

$$\left(1 - \sum_{i=1}^{p} \phi_i L^i\right) \left(1 - L\right)^d X_t = \left(1 + \sum_{i=1}^{q} \theta_i L^i\right) \varepsilon_t$$  \hspace{1cm} (1)  

$$\left(1 - \sum_{i=1}^{p} \phi_i L^i\right) \left(1 - L\right)^d X_t = \left(1 + \sum_{i=1}^{q} \theta_i L^i\right) \varepsilon_t$$  \hspace{1cm} (2)

where Time difference lag $L^i X_t = X_{t,i}$ in equation 2, $\varepsilon_t$ follows the normal distribution $\varepsilon_t \sim N(0, \sigma^2)$. The model could be expressed as ARIMA $(p, d, q)$ with the aim of “calculating” the training data and select the minimum error loss with $(p, d, q)$ under a certain metric (AIC, BIC, etc.). Whether the data has seasonality should be determined by analysing the specific data. Sales curve may have the seasonality property. Although the sales revenue is different from quarter to quarter, there are similarities between the four quarters of the previous and this year (the first quarter of the previous year and that of this year). Seasonality does not necessarily refer to the four seasons of the year. The properties of trend, seasonality, cycle in the time series should be investigated on a case by case basis.

We briefly introduced the application of LSTM-based deep learning model in TSF. LSTM (RNN’s representative) has achieved good results in TSF performances in the past few years, it could address the challenges of “gradient disappearance” and “explosion” in the training process of long sequences. The basic LSTM network structure [3] was shown in figure 1. The relationship between input and output was given in equation (3).

$$o_t = \sigma(W_o \cdot [h_{t-1}, x_t] + b_o) \quad \text{(output gate)}$$  

$$h_t = o_t \cdot \tanh(C_t)$$  

$$C_t = f_t \cdot C_{t-1} + i_t \cdot \tilde{C}_t \quad \text{(new state} C_t)$$  

$$\tilde{C}_t = \tanh(W_c \cdot [h_{t-1}, x_t] + b_c) \quad \text{(candidate state} \tilde{C}_t)$$  

$$i_t = \sigma(W_i \cdot [h_{t-1}, x_t] + b_i) \quad \text{(input gate)}$$  

$$f_t = \sigma(W_f \cdot [h_{t-1}, x_t] + b_f) \quad \text{(forget gate)}$$  \hspace{1cm} (3)

![Figure 1. basic structure of LSTM.](image)

The general steps of designing and constructing the basic LSTM models were as follows. Firstly preprocess the dataset, such as feature normalization, scaling, impute for missing values, etc. Split data for training and test after pre-processing. Secondly designing the appropriate LSTM network, such as input
layer, the number of hidden layers, output layer, epoch, batch size, appropriate optimizer and loss function etc. The hyperparameters tuning, more like the art of alchemy than science, plays a critical role in the performance of the models. Thirdly training the model until it converges, evaluate the performance on the training and test set. Lastly model optimization and adjustment: optimize the LSTM model according to data characteristics, such as setting the window parameter \( w \) (forecasting horizon). For example, \( w=3 \) means using the input variables \( t-2 \), \( t-1 \), \( t \) to forecast the output \( t+1 \). The architecture of LSTM model could be improved by designing memory between batch samples and stacking to form a deep network. Then re-train and compare performances and other indicators after model reaches convergence. General steps applied for the LSTM with attention and careful designing of attention layer was the key.

2. Related Papers

Armstrong, etc. proposed [4] the Golden Rule of forecasting, and deduced twenty-eight guidelines. The authors pessimistically concluded TSF failed to improve despite major advances in forecasting methods. To improve TSF accuracy, Khashei, etc. proposed [5, 6] a hybrid of Artificial Neural Networks (ANN) and ARIMA. Results showed around 3 percentage points improve under the metrics of MAE and MSE. Kumar [7] applied ARIMA to forecast air pollutants and evaluated the results with metrics of MAPE, MSE, RMSE. Dastorani, etc. [8] compared AR, MA, ARMA, ARIMA, and identified best one using trial and error method. Liu, etc. [9] proposed using ARIMA to decide the structure of the ANN. Cortez, etc. [10] presented forecasting TCP/IP traffic with NN ensemble approach and ARIMA and Holt-Winters. Results showed the NN and ARIMA achieved the best for different time scale forecasts. The work reported in Refs. [11-14] compared ARIMA with ANN models in predicting Stock Exchange. Results revealed ANN achieved higher accuracy than ARIMA. However, there were contradictory reports for the forecasting performances. The work [15] concluded ARIMA performed better than the back-propagation NN model in forecasting Korean Stock.

Sepp Hochreiter, etc. [3] invented the epoch-making LSTM model. Since its inception great development has been made. We illustrated the basics of the LSTM in figure 1 and equation (3).

Jiang, etc. [16] reviewed recent works on deep learning models for stock market prediction. They compared the different data sources, various NN structures, evaluation metrics, and the implementations. The paper [17] presents a Recurrent Neural Network (RNN) based approach to forecast the price range of the Standard & Poors 500 stock index. The authors [18] proposed using LSTM to predict the stock market. Radityo, etc. [19] compared four ANN methods of backpropagation, genetic algorithm based, genetic algorithm with backpropagation, and neuro-evolution of augmenting topologies NN.

Vaswani, etc. [20] analysed the sequence transduction models based on RNN or CNN in an encoder and decoder configuration. They pointed out models connect the encoder and decoder through attention mechanism was superior to others and that was confirmed by experiments. Their work had a huge impact on the development of attention mechanisms. This paper [21] applied an attention-based LSTM model to predict stock price which achieved impressive results. The authors [22] compared multilayer perceptron (MLP), one-dimensional CNN, stacked LSTM, attention networks for financial TSF. Qiu, etc. [23] proposed LSTM with attention to forecasting stock price. They compared the results among the LSTM, the LSTM with wavelet denoising and the gated recurrent unit (GRU) NN with financial benchmark datasets. Kaji, etc. [24] trained LSTM with attention to predict over two-week patient ICU courses using the MIMIC-III dataset. Ran, etc. [25] proposed LSTM with Attention for Travel Time Prediction. The authors [26] proposed LSTM to model the train dynamic in a nonparametric way. All the papers claimed the superiority of the LSTM with attention over existing methods in TSF tasks, but an in dependent re-evaluation was needed to confirm the conclusions.
3. Methodologies

3.1. Datasets
We collected the benchmark dataset from the Kaggle web traffic competition (https://www.kaggle.com/c/web-traffic-time-series-forecasting) for TSF task and randomly selected one of the time series data to test the performance of our proposed ARIMA and LSTM with attention models. We evaluated the forecasting performances using the same traffic dataset. R package fpp3 [27] was used to construct the ARIMA model and evaluate the performances. Python library GPU version of Tensorflow (backbone) + Keras (deep learning framework) was used for LSTM with attention mechanism. The proposed model was run and evaluated on windows 10 PC with Intel Core i7-2600, 16G RAM, GTX 1080 GPU.

3.2. ARIMA model

3.2.1. Basic Steps of ARIMA Modelling. Generally the forecasting steps involve processes of problem definition, collecting and analysis of the dataset, designing and optimizing of the model, and forecasting and evaluating. The web traffic could be modelled as time series data in that they followed the time order. We selected one randomly from the whole dataset and checked the need for pre-processing, after that the data was graphed to help finding the patterns, trend, seasonality of the data, and even locating the outliers. After analysing the characteristics of the stochastic web traffic which presented little trend or seasonality properties, we proposed using the ARIMA family or ETS (exponential smoothing methods) models. Summarization of the steps was illustrated in figure 2.

![Figure 2. General steps of ARIMA modelling.](image)

3.2.1. Model Designing and Evaluation
Graphs enable many features of the data to be visualised, including patterns, unusual observations, changes over time, and relationships between variables. The features observed from the plots of the data must then be incorporated into the forecasting methods. If the data presents non-stationarity, take orders of differences of the data until the data reach stationarity. Autocorrelation Coefficient (ACF) and Partial Autocorrelation Coefficient (PACF) of stationary time series was examined. By drawing the ACF and PACF diagrams of the first-order difference, the specific web traffic was analysed and judged to be suitable for AR, MA or ARMA models.

ACF and PACF of the time series instruct how to choose from AR, MA, ARMA models. The PACF of stationary series is truncated with ACF tailed, the AR model is applied; if the PACF of stationary series is tailed with ACF truncated, the MA model is applied; if the PACF and ACF of the stationary series are both tailed, it is suitable for ARMA model. The function value is all 0 after the lag period k>q, which is called truncated. Tailing is with k increasing, the function value exhibits exponential or
oscillating attenuation and tends to 0. When the original data exhibit non-stationarity, differencing should be employed. For example the difference d=1, that is: ARIMA (p,1,q), where p means the order of the autoregressive, d degree of first differencing involved, and q order of the moving average.

There are several autocorrelation coefficients, corresponding to each panel in the lag plot. For example, r_1 measures the relationship between y_i and y_{i-1}, r_2 measures the relationship between y_i and y_{i-2}. Metrics of AICc, RMSE, and MAE (equation 4) were used to evaluate and compare the model forecasting performances for a better model.

\[
\text{AIC} = -2 \times \log(L) + 2 \times (p + q + k + 1) \\
\text{AICc} = \text{AIC} + \left( \frac{2 \times (p + q + k + 1) \times (p + q + k + 2)}{T - p - q - k - 2} \right) \\
\text{SSE} = \sum_{i=1}^{n} e_{i}^{2} \quad \text{RMSE} = \frac{1}{\sqrt{n}} \text{SSE} \quad \text{MAE} = \frac{1}{n} \sum_{i=1}^{n} (x_{i} - \hat{x}_{i}) \tag{4}
\]

where L stands for the likelihood of the data, p, q are parameters from ARIMA (p,d,q), if c=0 then k=0 else k=1 where c means the average of the changes between the data observations. T stands for the number of observations in the time series. Forecasting error for data i: e_i = x_i - \hat{x}_i where \hat{x}_i represents the forecast data i. SSE stands for sum of squared error and RMSE root mean squared error.

The residual tests were used to measure the fitness of the model. Check the residuals by plotting the ACF of the residuals, and doing a portmanteau test. If the test of residuals presents random noise like characteristic, the model could be used otherwise the model should be modified. Portmanteau tests whether a group of autocorrelations of the residual time series are different from zero which is often used for autocorrelation in the residuals of a model. Uniroot test the stationarity conditions for the model. If the p complex roots of \(\phi(B)\) lie outside the unit circle, and the invertibility conditions are that the q complex roots of \(\theta(B)\) lie outside the unit circle. Inverse root means they should all lie inside the unit root to reach the stationarity and invertibility.

ETS could be roughly divided as additive and multiplicative models. Theoretically the two classes of models of ARIMA and ETS have some equivalence relationships for example, ETS (A,N,N) might construct the model comparable to ARIMA(0,1,1). The ARIMA models are presumed to be more general than ETS and we also simply compared the performances of ARIMA model with the ETS in our experiments.

3.3. LSTM with Attention

The attention mechanisms [20] map vectors input (query, key, values) to a vector output which is computed as a weighted sum. The Scaled Dot-Product (\(\odot\)) Attention computed attention function where queries were packed into a matrix Q, keys and values into matrices K an V. The attention computation is that Attention(Q,K,V) = softmax \(\left(\frac{QK^T}{\sqrt{d_k}}\right)\), where Q=[q^1, q^2, \ldots q^d], K=[k^1, k^2, \ldots k^d], and V=[v^1, v^2, \ldots v^d], d means the dimension of the q and k, \(a_{ij} = q^i \odot k^j / \sqrt{d_k}\).

We illustrated in figure 3 the basics of the attention mechanism which was used as the self-attention layer in the proposed model.

The architecture of LSTM with attention mechanism model was illustrated in figure 4. We designed one self-attention layer between two LSTM layers with 50 neurons and RELU activation. We reported the performances of losses, mean squared error rate, and the training time with 5 different optimizers (adadelta, adagrad, adam, rmsprop, and sgd).

4. Experiments

4.1. ARIMA Model

We followed the steps of ARIMA modelling. Firstly visualizing the original web traffic and plot of the ACF and PACF of the time series to obtain some information for p,d,q.
Two candidates of (1, 0, 0) and (1, 1, 2) were chosen (see left part in figure 5) for subsequent evaluation. Secondly we checked residuals of these two set of parameters, then we chose the better ARIMA model under the evaluation metrics. Finally, the fitted model (right part of figure 5) and the forecasting comparisons among common statistical models.

The black curve in the right part of figure 5 was the original web traffic, and the red curve represented the fitted values of the ARIMA model. The ARIMA (1, 1, 2) model was compared with the ETS (A, N, N) model using the RMSE, MAE metric.

Performances of ARIMA models with different (p, k, q) were made and the more suitable model of ARIMA (1, 1, 2) was chosen as the ARIMA forecasting model. We compared the performances of ARIMA and ETS models (see figure 6). The AIC, AICc and BIC metrics were used as the criteria for model selection and they were displayed in table 1. The less values indicate the better model.
Figure 6. Comparisons between ARIMA and ETS models.

Table 1. Performances comparison between ETS and ARIMA model.

| Model         | RMSE | MAE |
|---------------|------|-----|
| ETS(A,N,N)    |      |     |
| Training set  | 47.71| 29.80 |
| Test set      | 46.04| 10.04 |
| ARIMA(1,1,2)  |      |     |
| Training set  | 48.53| 30.29 |
| Test set      | 47.89| 23.89 |

4.2. LSTM with Attention

We trained 100 epochs for each optimizer for 10 times and found that training and testing time ranges from 6 to 10 minutes per optimizer and the best performed optimizer was Adam. This model achieved the comparable performances with the ARIMA models (See figure 7 and table 2 for the results).

From RMSE scores of LSTM with attention (table 1) and ARIMA model (table 2) we found that the LSTM with attention performed slightly better than the traditional statistical ARIMA model. The neural network achieved comparable performances to the traditional statistical models.

Figure 7. Results for LSTM with attention mechanism.
5. Conclusions
Time series modelling and prediction can be roughly divided into traditional and deep learning-based methods. Traditional modelling such as stochastic process, ARIMA family, ETS and others are relatively mature. Although deep learning such as LSTM technology has achieved better accuracy than traditional models in the field of sequence prediction, its complexity is generally higher. Deep learning NN need to be designed, while some traditional models can be easily constructed which requires less computing resources. Deep learning models lack interpretability, such as the design of the number of neurons in the input layer and hidden layer, and the tuning of hyperparameters was like alchemy. Although LSTM with attention mechanism sometimes achieved better than traditional models in TSF, ARIMA could be used for small-scale of TSF work considering the network structure, traffic characteristics, accuracy, complexity and other factors.
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