Deep Learning Models for Calculation of Cardiothoracic Ratio from Chest Radiographs for Assisted Diagnosis of Cardiomegaly
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Abstract
We propose an automated method based on deep learning to compute the cardiothoracic ratio and detect the presence of cardiomegaly from chest radiographs. We develop two separate models to demarcate the heart and chest regions in an X-ray image using bounding boxes and use their outputs to calculate the cardiothoracic ratio. We obtain a sensitivity of 0.96 at a specificity of 0.81 with a mean absolute error of 0.0209 on a held-out test dataset and a sensitivity of 0.84 at a specificity of 0.97 with a mean absolute error of 0.018 on an independent dataset from a different hospital. We also compare three different segmentation model architectures for the proposed method and observe that Attention U-Net yields better results than SE-Resnext U-Net and EfficientNet U-Net. By providing a numeric measurement of the cardiothoracic ratio, we hope to mitigate human subjectivity arising out of visual assessment in the detection of cardiomegaly.

1 Introduction
Chest X-rays (CXR) are most commonly used for the diagnosis of heart and chest related pathologies. The research in computer-aided diagnosis of pathology from chest X-ray has progressed rapidly in the past few years, which has resulted in the generation of a massive corpus of open-source X-ray data along with ground truths, and the development of a large number of complex deep learning algorithms. However, the performance and outputs of complex deep learning algorithms on these large datasets are often subjective and lack an intuitive interpretable understanding of pathology.

Cardiomegaly manifests in the form of enlargement of the heart due to congenital causes, high blood pressure, or as a result of other pathologic conditions such as congenital heart diseases, valvular diseases, coronary artery disease, athletic heart, etc. It presents itself with several forms of primary or acquired cardiomyopathies and may involve enlargement of the right, left, or both ventricles or the atria[1]. Diagnosis of cardiomegaly is primarily made using imaging techniques, which aid in measuring the heart’s size. Additionally, a quantitative measure called Cardiothoracic ratio (CTR) is also used to determine the presence of cardiomegaly. CTR is the ratio of maximal horizontal cardiac diameter (Wh) to maximal horizontal thoracic (Wt) diameter (inner edge of ribs/edge of pleura) as shown in figure 1.

\[ CTR = \frac{Wh}{Wt} \]

The range of CTR values between 0.42 and 0.50 indicates a normal condition. Values lesser than 0.42 or greater than 0.5 imply pathologic conditions. A higher CTR is suggestive of cardiomegaly.

We propose an automated method that employs a U-Net-based architecture to segment the lungs and the heart from a CXR followed by calculation of the cardiothoracic ratio to determine the presence or absence of cardiomegaly. The segmentation outputs for the lung and heart region and the automated CTR calculation makes the overall decision given by the deep learning model interpretable. Moreover, we conduct three experiments with three different segmentation-based architectures to decide the best segmentation-based architecture compatible with the proposed method.

2 Related Work
Computer aided-diagnosis has been used to detect cardiomegaly in a chest X-ray with or without using deep learn-
ing techniques. Initially, cardiomegaly was identified by calculating CTR using the segmentation method \cite{Islam}. In one such study, Candemir et al.\cite{candemir} used pre-segmented images to localize the heart and lungs on the CXRs to extract the detailed radiographic index from the heart and lung boundaries. These radiographic indices assisted in the diagnosis of cardiomegaly. The study used multiple radiographic indexes to build a classifier that classified patients with cardiomegaly with a sensitivity of 0.77 at a specificity of 0.76.

Islam et al.\cite{isam} and Candemir et al.\cite{candemir} proposed the use of simple classification deep learning architectures to detect cardiomegaly. To predict Cardiomegaly’s presence with more objectivity, CTR had to be calculated using deep learning techniques. A fully convolutional neural network was employed to segment CXR images and calculate CTR. Li et al.\cite{li} adopted a UNET architecture\cite{UNET} that identified and localized the lungs and heart to get the heart and chest width, which were then used to calculate CTR. They used a private dataset of 5000 posteroanterior (PA) view CXRs, in which the lungs and heart boundaries were annotated.

A similar technique was used by Chamveha et al.\cite{Chamveha} where they used UNET architecture with VGG-16\cite{VGG} as the backbone of the encoder. Montgomery\cite{Montgomery}, JSRT\cite{JSRT}, and a subset of the NIH dataset\cite{NIH} were used for training the model and the validation set contained images from CheXpert dataset. Human radiologists evaluated the obtained CTR measurements, and 76.5% of the AI results were accepted and included in medical reports without any need for adjustment. Sogancioglu et al.\cite{Soganci} compared segmentation and classification approaches and demonstrated that segmentation models perform better for detecting cardiomegaly on chest radiographs. Moreover, they indicated that segmentation models needed fewer images to learn and the output is interpretable as compared to classification models.

3 Data and Methods

3.1 Data

We aggregated the chest X-ray images from an open-source research dataset NIH\cite{NIH}, two private hospitals (which we name as D1, D2), and a private dataset which was collected from population screening (which we name as D3). A team of expert radiologists annotated the CXRs by drawing bounding boxes around the heart and chest region using the VIA Annotation Software\cite{VIA}. After drawing the bounding boxes, the CTR is automatically calculated by the software by considering the relative cardiac width and thoracic width from the annotated bounding boxes. A total of 2623 CXRs (table 1) were used for the study. For the NIH dataset, out of 30,805 patients with 112,120 radiographs, we randomly sampled 1440 X-rays of 1440 patients. The sampling was done so that cardiomegaly was present in half of the X-ray images (720) and not present in the other half (720). Both sets had 50% CXRs with an anteroposterior (AP) view (360) and the other half with a PA view (360). The reason for this sampling was to create enough data variation to increase the robustness of the model. 1000 X-ray images from D1 and D3 were used. We used 183 images from D2 to evaluate the model’s performance on an out-of-source dataset. For training, 1952 CXRs were used. 244 CXRs were used for validation, and 244 CXRs were used for testing the result.

| Dataset | Train | Validation | Test | Total |
|---------|-------|------------|------|-------|
| NIH     | 1152  | 144        | 144  | 1440  |
| D1 + D3 | 800   | 100        | 100  | 1000  |
| D2      | -     | -          | 183  | 183   |
| Total   | 1952  | 244        | 244 + 183 | 2623 |

Table 1: Distribution of Cardiomegaly CXR’s

3.2 Pre-processing and Augmentation

The CXRs of various dimensions were reduced to 512x512x3 pixels. All the CXRs were normalized before training such that values of pixels ranging from 0 to 255 were bounded in the range 0 to 1. The model was trained to get a dual-channel output. The first channel of the output was a heart’s mask and the second channel was the thorax’s mask.

We experimented with different types of augmentations to upsample the training dataset\cite{upsample}. We resorted to geometric augmentations (except for Gaussian blur) of the CXRs as we wanted the model to detect the width of the heart and thorax efficiently. We found that combining shearing (along with the x and y-axis), scaling, a little bit of grid distortion, and gaussian blurring improved the model’s results. The training and validation dataset was randomly upsampled by 75%. The augmentation was done so that only one or two of the augmentations, as mentioned earlier, were performed at a time. To maintain the output accuracy while augmentation, the output masks for the heart and thorax were also changed to match the correct outlines of the heart and thorax on augmented CXR. To avoid randomness while training every different model, the augmentations of the CXRs were done only once, and the subsequent data, along with output masks, were stored. The final training dataset had 1952 original CXRs and 1464 (75% upsampled) augmented CXRs, i.e., a total of 3416 CXRs.

3.3 Procedure and Post-processing

We used the same training and validation datasets for training on all three models. Adam optimizer\cite{Adam} and binary cross-entropy loss were used with a learning rate that was reduced on the plateau i.e. the learning rate was reduced when the metric (validation loss) stopped improving. The model which had the lowest validation loss was saved and used for analysis. While inferring the model, for each CXR, the network predicts a region of interest with bounding coordinates for the input image. The pixel probability was thresholded to get a clear-cut mask. The pixel probability of less than the threshold value was converted to 0, and anything above it was converted to 1. Following the thresholding, morphological
Figure 2: Illustration of the architecture of the segmentation pipeline for calculation of CTR to determine the presence of Cardiomegaly. The model gives two segmentation maps for heart and thorax, which are then processed to calculate CTR.

transformations\cite{19,20} were performed on the output masks to reduce the noise and error. The morphological transformation did not improve the specificity and the sensitivity of the model; however, it reduced the MAE and RMSE (Root Mean Squared Error). The transformations that yielded better results were erosion for two iterations, followed by dilation for one iteration. The change in the output masks doesn’t seem apparent to human eyes, but we observed MAE reduction by 12.5% and RMSE by 9%.

The performance of all three models’ was calculated on two independent datasets. One was a held-out test dataset with the same source as the training and validation dataset, while the other was an out-of-source dataset D2. We compared our results for three different UNET\cite{9} based architectures. The first was enhanced UNET with Spatial-attention gate\cite{21,22} (Attention UNET) with Xception encoder\cite{23}. The second one was UNET with Squeeze-and-Excitation\cite{24} network blocks incorporated with the ResNext50\cite{25} (SE-ResNext 50) backbone. The third one was simple UNET with EfficientNet-b4\cite{26,27} as its encoder. All of these networks were pre-trained with ImageNet\cite{28} weights.

4 Results

Three different multi-class segmentation architectures were used to train three different models on the same datasets to determine the best performing robust model. Although inherently, all were UNET architectures, the encoders and the intermediate layers were different for each model. Hyperparameter optimization, image augmentation, and image processing were done to ensure the best possible results. The comparison of these models on the test dataset and D2 dataset can be seen in Tables 2 and 3, respectively. Since the results were close, it was hard to assess which model performs better for cardiomegaly classification based on CTR. It can be observed that the best performance classification metrics, i.e., sensitivity, specificity, and F-1 score, vary for all the models. Also, a trade-off between sensitivity and specificity cannot be altered as the cut-off for positive prediction of cardiomegaly is based on the theoretical cut-off value of CTR at 0.5. For classification performance, UNET SE-Resnext has the lowest performance for the D2 dataset, lowest F-1 score on the test dataset, making it the weakest contender. On the
Figure 4: Scatter plot of annotated CTR and predicted CTR on D2 test dataset.

test dataset, the F-1 score of the UNET EfficientNet model is only marginally higher than Attention UNET, whereas the latter model has a significantly higher f-1 score on the D2 dataset. For regression metrics, however, the results were explicit. The Mean Absolute Error (MAE) and Root Mean Squared Error (RMSE) for Attention UNET are the lowest indicating far better masks resulting in much accurate CTR calculation. Attention UNET was used for further analysis due to its better performance. The scatter plot of predicted CTR and annotated CTR can be seen in figure 3 and 4. The misclassification of cardiomegaly, where CTR is close to 0.5, is inevitable due to inter-reader variability. The misclassification cases, where the difference between annotated and predicted CTR is significantly high, are 6 for test datasets and only 5-6 for D2 datasets.

| Metrics    | Attention UNET | SE-Resnext UNET | Efficient Net UNET |
|------------|----------------|-----------------|--------------------|
| Sensitivity| 0.96           | 0.87            | 0.94               |
| Specificity| 0.81           | 0.86            | 0.83               |
| F-1 Score  | 0.87           | 0.86            | 0.88               |
| MAE        | 0.0209         | 0.0206          | 0.0328             |
| RMSE       | 0.0312         | 0.0317          | 0.0798             |

Table 2: Results on the held-out test dataset

5 Conclusion

The diagnosis of cardiomegaly is subjective and varies from radiologist-to-radiologist. A limitation of the classification approach to detect cardiomegaly is that the results are not interpretable and lack objectivity. Furthermore, many radiologists diagnose cardiomegaly only if it’s severe, and many borderline cases go unnoticed [29]. Using the classification approach will not improve the correctness of the diagnosis as it does not CTR into account. In this study, we built a model to detect changes in the width of the cardiac silhouette. Unlike other pathologies, cardiomegaly is a quantifiable pathology, and calculating the CTR will help establish the necessary output. Our adapted Attention UNET architecture exhibited excellent chest X-ray image segmentation.

To determine cardiomegaly, CTR is usually calculated on the posteroanterior (PA) view of the CXR rather than anteroposterior due to better visualization of the cardiac silhouette in PA view [30]. We deliberately chose to use images without taking into account whether they are AP or PA views. This step was done to correctly identify the cardiac silhouette and thoracic outline to get the width of both, respectively. The ratio calculated will guide the radiologists in clinical settings without subjecting them into considering the established ideology of a better CTR assessment in PA view.

Another challenge in our study was to make the model robust as to make it work in practical clinical settings. Since different hospitals use different X-ray machines with various manual and automatic settings before exposing the radiographic films, the seemingly similar CXRs may show irregu-
larities. Thus a model trained on one-source of data usually performs poorly on another source of data. We tackled this problem by incorporating data from multiple sources while training and using image augmentations. A dataset from an entirely different hospital setup was kept aside to evaluate out-of-source performance. The model’s ability to perform well on out-of-source hospital dataset was demonstrated.
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