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Abstract
We study stability of so-called synchronous slowly oscillating periodic solutions (SOPSs) for a system of identical delay differential equations (DDEs) with linear decay and nonlinear delayed negative feedback that are coupled through their nonlinear term. Under a row sum condition on the coupling matrix, existence of a unique SOPS for the corresponding scalar DDE implies existence of a unique synchronous SOPS for the coupled DDEs. However, stability of the SOPS for the scalar DDE does not generally imply stability of the synchronous SOPS for the coupled DDEs. We obtain an explicit formula, depending only on the spectrum of the coupling matrix, the strength of the linear decay and the values of the nonlinear negative feedback function near plus/minus infinity, that determines the stability of the synchronous SOPS in the asymptotic regime where the nonlinear term is heavily weighted. We also treat the special cases of so-called weakly coupled systems, near uniformly coupled systems, and doubly nonnegative coupled systems, in the aforementioned asymptotic regime. Our approach is to estimate the characteristic (Floquet) multipliers for the synchronous SOPS. We first reduce the analysis of the multidimensional variational equation to the analysis of a family of scalar variational-type equations, and then establish limits for an associated family of monodromy-type operators. We illustrate our results with examples of systems of DDEs with mean-field coupling and systems of DDEs arranged in a ring.
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1 Introduction

1.1 Background and Motivation

Models for networks of coupled oscillators with time delays arise in the study of complex biological systems. Examples include models of neuronal networks where the spatial distribution of neurons leads to propagation delays \[2,9,29,35,42,43\] and networks of genetic oscillators where lengthy transcription processes lead to signaling delays \[14,30,31\]. Of special interest for such a system is the synchronous state in which the elements of the system oscillate in unison. A natural problem in this context, which has received considerable attention in the literature, is to characterize the stability of the synchronous state; see, for example, \[1,3–5,12,13,16–18,36,39,44\].

In this work we consider the system of delay differential equations (DDEs)

\[
\dot{x}^j(t) = -\alpha x^j(t) + \beta \sum_{k=1}^{n} G^{jk} f(x^k(t - 1)), \quad j = 1, \ldots, n, \quad t > 0, \tag{1}
\]

where \(n \geq 2, x^1, \ldots, x^n\) are real-valued continuous functions on \([-1, \infty)\) that are continuously differentiable on \((0, \infty)\), \(\alpha \geq 0\) and \(\beta > 0\) are constants, \(G = (G^{jk})\) is an \(n \times n\) real-valued coupling matrix whose rows each sum to 1, and \(f\) is a continuously differentiable real-valued function on \(\mathbb{R} = (-\infty, \infty)\) satisfying the negative feedback condition \(\xi f(\xi) < 0\) for all \(\xi \neq 0\). We refer to the system of equations (1) as the \(n\)-dimensional coupled DDE associated with \((\alpha, \beta, f, G)\). Due to the dependence of the dynamics on the past in (1), the natural state descriptor for a solution \(x = (x^1, \ldots, x^n)\) of the coupled DDE (1) at time \(t \geq 0\) is the continuous \(n\)-dimensional function \(x_t\) on the delay interval \([-1, 0]\) defined by \(x_t(\theta) = x(t + \theta)\) for \(\theta \in [-1, 0]\), which takes values in \(C([-1, 0], \mathbb{R}^n)\), the vector space of \(n\)-dimensional continuous functions on \([-1, 0]\) equipped with the uniform norm. Our focus is on stability of so-called synchronous slowly oscillating periodic solutions (SOPSs) for the coupled DDE (1), in the asymptotic regime \(\beta \to \infty\). By focusing on this asymptotic regime, we are able to treat a broad class of nonlinearities \(f\) and coupling matrices \(G\), which is in contrast to many related works that impose additional symmetry conditions on the system, such as restricting to oscillators arranged in a ring \[4,5,16–18,44\] or, more generally, symmetric circulant coupling matrices \[3,41\].

Before defining a synchronous SOPS for the coupled DDE (1), we first define an SOPS for the related scalar DDE

\[
\dot{x}(t) = -\alpha x(t) + \beta f(x(t - 1)), \quad t > 0, \tag{2}
\]

where \(x\) is a real-valued continuous function on \([-1, \infty)\) that is continuously differentiable on \((0, \infty)\) and \(\alpha, \beta\) and \(f\) are as in system (1). We refer to Eq. (2) as the scalar DDE associated with \((\alpha, \beta, f)\). Analogous to the coupled DDE setting, the natural state descriptor for a solution \(x\) of the scalar DDE (2) at time \(t \geq 0\) is the continuous real-valued function \(x_t\) on the delay interval \([-1, 0]\) defined by \(x_t(\theta) = x(t + \theta)\) for all \(\theta \in [-1, 0]\), which takes values in \(C([-1, 0], \mathbb{R})\), the vector space of real-valued continuous functions on \([-1, 0]\) equipped with the uniform norm. An SOPS for the scalar DDE (2) is a solution \(p\) satisfying...
the following property: there are constants $z_0 \geq -1$, $z_1 > z_0 + 1$ and $z_2 > z_1 + 1$ such that
\begin{align*}
p(t) > 0, & \quad z_0 < t < z_1, \\
p(t) < 0, & \quad z_1 < t < z_2.
\end{align*}

and $p$ is periodic with period $\omega = z_2 - z_0$; that is, $p(t + \omega) = p(t)$ for all $t \geq -1$. Here “slowly oscillating” refers to the fact that $p$ oscillates about zero and the separation between zeros is greater than the delay length, which is normalized to be 1 in both the scalar DDE (2) and coupled DDE (1). Given an SOPS $p$ of the scalar DDE (2), its orbit in $C([-1, 0], \mathbb{R})$ is given by $O_p = \{p_t, t \geq 0\}$. We say an SOPS $p$ of the scalar DDE (2) is orbitally unique if given any other SOPS $\tilde{p}$ of the scalar DDE (2) their orbits are equal; that is, $O_p = O_{\tilde{p}}$.

We say $p$ is asymptotically stable with an exponential phase if the follow property holds: there are positive constants $C$ and $\gamma$, and an open set $W \subset C([-1, 0], \mathbb{R})$ containing the orbit $O_p$ such that if $\phi \in W$ and $x$ is the solution of the scalar DDE (2) with initial condition $x_0 = \phi$ then there exists $s = s(\phi) \geq 0$ such that

$$\sup_{\theta \in [-1, 0]} |x_t(\theta) - p_{s+t}(\theta)| \leq Ce^{-\gamma t} \sup_{\theta \in [-1, 0]} |\phi(\theta) - p_s(\theta)|, \quad t \geq 0.$$ 

There are a number of works on conditions for existence, uniqueness, and stability of an SOPS for the scalar DDE (2); see, for example, the discussion in [10, Chapter XV.9]. Here we impose the following conditions on $f$, under which Xie [45] proved uniqueness and stability of an SOPS for the scalar DDE (2) when $\beta$ is sufficiently large.

**Assumption 1** The function $f : \mathbb{R} \to \mathbb{R}$ satisfies the following conditions:

1. **Regularity:** $f$ is continuously differentiable.
2. **Bounded negative feedback:** $f'(0) < 0$, $f(\xi)\xi < 0$ for all $\xi \neq 0$, and there exist constants $a, b > 0$ such that $\lim_{\xi \to \infty} f(\xi) = -a$ and $\lim_{\xi \to -\infty} f(\xi) = b$.
3. **Super-linear decay of the derivative:** $\int_{-\infty}^{\infty} |f'(\xi)| \, d\xi < \infty$ and $\lim_{|\xi| \to \infty} \xi f'(\xi) = 0$.

**Remark 1** Let $a, b > 0$. An example of a function $f : \mathbb{R} \to \mathbb{R}$ satisfying Assumption 1 is

$$f(\xi) = \begin{cases} -a \tanh(\xi/a), & \xi \geq 0, \\ -b \tanh(\xi/b), & \xi < 0. \end{cases} \quad (3)$$

**Theorem 1** [45, Theorem 1] Suppose $\alpha \geq 0$ and $f$ satisfies Assumption 1. There is a $\beta_0 = \beta_0(\alpha, f) > 0$ such that for each $\beta > \beta_0$ there exists an orbitally unique SOPS $p$ of the scalar DDE (2) associated with $(\alpha, \beta, f)$. Furthermore, $p$ is asymptotically stable with an exponential phase.

We are interested in so-called synchronous SOPSs of the coupled DDE (1), defined as follows. A synchronous SOPS of the coupled DDE (1) is a periodic solution $p$ whose components are all equal to an SOPS $p$ of the scalar DDE (2); that is, $p = (p, \ldots, p)^T$, where superscript “$T$” denotes the transpose operation. Analogously to the scalar setting, given a synchronous $p$ of the coupled DDE (1), we define its orbit in $C([-1, 0], \mathbb{R}^n)$ by $O_p = \{p_t, t \geq 0\}$ and say it is orbitally unique if given any other synchronous SOPS $\tilde{p}$ of the coupled DDE (1) their orbits are equal; that is, $O_p = O_{\tilde{p}}$. Under a row sum condition on $G$, it is readily verified that $p$ is a solution of the scalar DDE (2) if and only if $p = (p, \ldots, p)^T$ is a solution of the coupled DDE (1). Indeed, we have the following corollary of Theorem 1, which is stated without proof.
Corollary 1  Suppose $\alpha \geq 0$ and $f$ satisfies Assumption 1. Given $\beta > \beta_0$ let $p$ denote the orbitally unique SOPS for the scalar DDE (2) associated with $(\alpha, \beta, f)$. For each $n \geq 2$ and $n \times n$ real-valued matrix $G$ with row sums equal to 1, $p = (p, \ldots, p)^T$ is the orbitally unique synchronous SOPS for the $n$-dimensional coupled DDE (1) associated with $(\alpha, \beta, f, G)$.

According to Theorem 1, an SOPS of the scalar DDE (2) is always asymptotically stable provided $\beta$ is sufficiently large; however, this is not the case for synchronous SOPS of the coupled DDE (1). Our main results, presented below, are conditions on $\alpha$, $f$ and $G$ that describe the stability of a synchronous SOPS, in the asymptotic regime $\beta \to \infty$.

1.2 Statements of Main Results

We have four main results on local stability of a synchronous SOPS. Our first main result treats systems with general coupling. Our second, third and fourth main results respectively treat the special cases of so-called weakly coupled systems, near uniformly coupled systems and doubly nonnegative coupled systems. The proofs of our main results are given in Sect. 8. In Sect. 9 we illustrate our main results with examples of mean-field coupled systems and systems arranged in a ring with nearest neighbor coupling.

Analogously to the scalar setting, we say that the synchronous SOPS $p$ is asymptotically stable with an exponential phase if the following property holds: there are positive constants $N$ and $\gamma$, and an open set $W \subset C([−1, 0], \mathbb{R}^n)$ containing the orbit $O_p$ such that if $\phi \in W$ and $x$ is the solution of the coupled DDE (1) with initial condition $x_0 = \phi$ then there exists $s = s(\phi) \geq 0$ such that

$$
\sup_{\theta \in [−1, 0]} |x_t(\theta) - p_{s+t}(\theta)| \leq N e^{-\gamma t} \sup_{\theta \in [−1, 0]} |\phi(\theta) - p_s(\theta)|, \quad t \geq 0.
$$

We say $p$ is unstable if there is an open set $W \subset C([−1, 0], \mathbb{R}^n)$ containing the orbit $O_p$ with the property that for every subset $V \subset W$ containing the orbit $O_p$ there exists $\phi \in V$ such that if $x$ is the solution of the coupled DDE (1) with initial condition $x_0 = \phi$, then $x_t \notin W$ for some $t > 0$.

1.2.1 Systems with General Coupling

Our first main result treats systems with general coupling. “General coupling” refers to any system with coupling matrix $G$ that has row sums equal to 1. In order to present our first main result we need the following definitions. Given $\alpha \geq 0$ and $f$ satisfying Assumption 1, define constants the $0 < \varrho_1, \varrho_2 < e^{-\alpha}$ by

$$
\varrho_1 = \frac{a}{a + b} e^{-\alpha} \quad \text{and} \quad \varrho_2 = \frac{b}{a + b} e^{-\alpha},
$$

and define the complex quadratic function $\nu_\diamond : \mathbb{C} \to \mathbb{C}$ by

$$
\nu_\diamond(\lambda) = \frac{(\lambda - \varrho_1)(\lambda - \varrho_2)}{(1 - \varrho_1)(1 - \varrho_2)}, \quad \lambda \in \mathbb{C},
$$

where $\mathbb{C}$ denotes the complex plane. Throughout the paper, the diamond symbol $\diamond$ is used to distinguish objects associated with the asymptotic regime $\beta \to \infty$ from their prelimit counterparts.
Theorem 2 Suppose $\alpha \geq 0$ and $f$ satisfies Assumption 1. Let $\delta \in (0, 1)$ and $K$ be a compact subset of $\mathbb{C}$. There exists $\beta_1 = \beta_1(\alpha, f, \delta, K) > \beta_0$ such that for every $\beta > \beta_1$, $n \geq 2$ and $n \times n$ real-valued matrix $G$ with row sums equal to 1 and whose spectrum, $\sigma(G)$, is contained in $K$, the following hold:

(i) If the eigenvalue $\lambda = 1$ of $G$ has simple algebraic multiplicity and $|\nu_0(\lambda)| < 1 - \delta$ for all $\lambda \in \sigma(G) \setminus \{1\}$, then the unique synchronous SOPS of the $n$-dimensional coupled DDE (1) associated with $(\alpha, \beta, f, G)$ is asymptotically stable with an exponential phase.

(ii) If $|\nu_0(\lambda)| > 1 + \delta$ for some $\lambda \in \sigma(G)$, then the unique synchronous SOPS of the $n$-dimensional coupled DDE (1) associated with $(\alpha, \beta, f, G)$ is unstable.

In view of Theorem 2 the placement of the spectrum of $G$ relative to the regions of the complex plane

$$
S_0(\delta) = \{ \lambda \in \mathbb{C} : |\nu_0(\lambda)| < 1 - \delta \}, \quad U_0(\delta) = \{ \lambda \in \mathbb{C} : |\nu_0(\lambda)| > 1 + \delta \}
$$

is relevant for determining the stability of a synchronous SOPS when $\delta \in (0, 1)$ and $\beta$ is sufficiently large. The boundaries $\partial S_0(\delta) = \{ \lambda \in \mathbb{C} : |\nu_0(\lambda)| = 1 - \delta \}$ and $\partial U_0(\delta) = \{ \lambda \in \mathbb{C} : |\nu_0(\lambda)| = 1 + \delta \}$, for $\delta \geq 0$, are classical curves known as Ovals of Cassini, which are described in [28, Section 5.16] and include the Lemniscate of Bernoulli as a special case.

1.2.2 Weakly Coupled Systems

Our second main result addresses the special case of so-called weakly coupled systems [11, 22, 25]. “Weakly coupled” refers to systems where the coupling matrix is a small perturbation of the identity matrix; that is, for some $n \geq 2$ and $n \times n$ real-valued matrix $H$ with row sums equal to zero, the coupling matrix is given by

$$
G = I_n + \eta H,
$$

where $I_n$ denotes the $n \times n$ identity matrix and $\eta \neq 0$ is small. The identity $I_n + \eta H - (1 + \eta\lambda)I_n = \eta(H - \lambda I_n)$ implies

$$
\sigma(I_n + \eta H) = \{ 1 + \eta\lambda : \lambda \in \sigma(H) \}. \tag{7}
$$

Since $\nu_0(\cdot)$ is continuous and $\nu_0(1) = 1$, for every fixed $\delta \in (0, 1)$ there exists $\eta \neq 0$ sufficiently small such that $\lambda \notin S_0(\delta)$ and $\lambda \notin U_0(\delta)$ for all $\lambda \in \sigma(I_n + \eta H)$. Therefore, Theorem 2 is not informative about the stability of the synchronous SOPS when $\beta$ is fixed and $\eta$ is (infinitesimally) close to 0. Our main result for weakly coupled systems addresses the stability of such a synchronous SOPS in terms of the placement of the spectrum of $H$ relative to the imaginary axis.

Theorem 3 Suppose $\alpha \geq 0$ and $f$ satisfies Assumption 1. There is a $\beta_2 = \beta_2(\alpha, f) \geq \beta_0$ such that for every $\beta > \beta_2$, $n \geq 2$ and an $n \times n$ real-valued matrix $H$ with row sums equal to zero, there exists $\eta_H > 0$ such that the following hold:

(i) If the eigenvalue $\lambda = 0$ of $H$ has simple algebraic multiplicity and $\Re \lambda < 0$ (resp. $\Re \lambda > 0$) for all $\lambda \in \sigma(H) \setminus \{0\}$, then the unique synchronous SOPS of the $n$-dimensional coupled DDE (1) associated with $(\alpha, \beta, f, I_n + \eta H)$ (resp. $(\alpha, \beta, f, I_n - \eta H)$) is asymptotically stable with an exponential phase for all $\eta \in (0, \eta_H)$.

(ii) If $\Re \lambda > 0$ (resp. $\Re \lambda < 0$) for some eigenvalue $\lambda \in \sigma(H)$, then the unique synchronous SOPS of the $n$-dimensional coupled DDE (1) associated with $(\alpha, \beta, f, I_n + \eta H)$ (resp. $(\alpha, \beta, f, I_n - \eta H)$) is unstable for all $\eta \in (0, \eta_H)$.
1.2.3 Near Uniformly Coupled Systems

Our third main result, which parallels Theorem 3 on weakly coupled systems in many respects, treats the special case of so-called near uniformly coupled systems. “Near uniformly coupled” refers to systems where the coupling matrix is a small perturbation of the matrix whose entries are all identical; that is, for some \( n \geq 2 \) and an \( n \times n \) real-valued matrix \( H \) with row sums equal to zero, the coupling matrix is given by

\[
G = J_n + \eta H,
\]

where \( J_n = (J_n^{jk}) \) denotes the \( n \times n \) matrix with \( J_n^{jk} = \frac{1}{n} \) for all \( j, k = 1, \ldots, n \), and \( \eta \neq 0 \) is small. Part (i) of the result treats the case \( \alpha > 0 \) and is a corollary of our first result, Theorem 2.

On the other hand, to treat the case \( \alpha = 0 \), we claim that for \( \eta \) sufficiently small, 1 is an eigenvalue of \( J_n + \eta H \) with simple algebraic multiplicity and all other eigenvalues \( \lambda \) satisfy \( |\lambda| \leq |\eta| \rho(H) \), where \( \rho(H) = \max \{ |z| : z \in \sigma(H) \} \). To see the claim holds, first observe that \( \mathbf{1}_n = (1, \ldots, 1)^T \) is in the null space of \( H \) and is an eigenvector of \( J_n + \eta H \) associated with eigenvalue 1. Let \( v \) be an eigenvector of \( J_n + \eta H \), \( \mathbf{u} = n^{-\frac{1}{2}} (v, \mathbf{1}_n) \) \( \mathbf{1}_n \) denote the orthogonal projection of \( v \) onto the span of \( \mathbf{1}_n \), and \( w = v - \mathbf{u} \) denote the orthogonal component. Choose \( |\eta| < (\rho(H))^{-1} \). Then \( (J_n + \eta H)v = \mathbf{u} + \eta Hw \), so either \( v \) is in the span of \( \mathbf{1}_n \) or \( v \) is an eigenvector of \( H \) orthogonal to \( \mathbf{1}_n \) associated with eigenvalue \( \lambda \) satisfying \( |\lambda| < |\eta| \rho(H) \). This establishes the claim.

Thus, by the continuity of \( v_\sigma(\cdot) \) and the fact that \( v_\sigma(0) = 1 \) when \( \alpha = 0 \), it follows that for every fixed \( \delta \in (0, 1) \) there exists \( \eta \neq 0 \) sufficiently small such that \( \lambda \notin \mathbb{S}_c(\delta) \) and \( \lambda \notin \mathbb{U}_c(\delta) \) for all \( \lambda \in \sigma(J_n + \eta H) \). Therefore, Theorem 2 is not informative about the stability of the synchronous SOPS when \( \beta \) is fixed and \( \eta \) is (infinitesimally) close to 0. Parts (ii) and (iii) of our main result for near uniformly coupled systems address the stability of a synchronous SOPS when \( \alpha = 0 \) in terms of the placement of the spectrum of \( H \) relative to the imaginary axis.

**Theorem 4** Suppose \( \alpha \geq 0 \) and \( f \) satisfies Assumption 1. There is a \( \beta_3 = \beta_3(\alpha, f) \geq \beta_0 \) such that given \( \beta > \beta_3 \), \( n \geq 2 \) and an \( n \times n \) real-valued matrix \( H \) with row sums equal to zero, there exists \( \eta_H > 0 \) such that the following hold:

(i) If \( \alpha > 0 \), the unique synchronous SOPS of the \( n \)-dimensional coupled DDE (1) associated with \( (\alpha, \beta, f, J_n + \eta H) \) is asymptotically stable with an exponential phase for all \( \eta \in (-\eta_H, \eta_H) \).

(ii) If \( \alpha = 0 \), the eigenvalue \( \lambda = 0 \) of \( H \) has simple algebraic multiplicity, and \( \Re \lambda > 0 \) (resp. \( \Re \lambda < 0 \)) for all \( \lambda \in \sigma(H) \setminus \{0\} \), then the unique synchronous SOPS of the \( n \)-dimensional coupled DDE (1) associated with \( (0, \beta, f, J_n + \eta H) \) (resp. \( (0, \beta, f, J_n - \eta H) \)) is asymptotically stable with an exponential phase for all \( \eta \in (0, \eta_H) \).

(iii) If \( \alpha = 0 \) and \( \Re \lambda < 0 \) (resp. \( \Re \lambda > 0 \)) for some eigenvalue \( \lambda \in \sigma(H) \), then the unique synchronous SOPS of the \( n \)-dimensional coupled DDE (1) associated with \( (0, \beta, f, J_n + \eta H) \) (resp. \( (0, \beta, f, J_n - \eta H) \)) is unstable for all \( \eta \in (0, \eta_H) \).

1.2.4 Doubly Nonnegative Coupled Systems

Our final result treats stability of synchronous SOPS for doubly nonnegative coupled systems. “Doubly nonnegative coupled” refers to the case that the coupling matrix \( G \) is irreducible and doubly nonnegative, where we recall that a real-valued \( n \times n \) matrix is **doubly nonnegative** if
it has nonnegative entries and is positive semidefinite. Doubly nonnegative systems arise, for example, in the study of systems with so-called mean-field coupling and systems of DDEs arranged in a ring with symmetric coupling strengths (see Sect. 9). Given \( \alpha \geq 0 \) and \( f \) satisfying Assumption 1 recall definition (4) for \( \varrho_1, \varrho_2 \in (0, e^{-\alpha}) \) and define the constants

\[
\rho_0 = \frac{e^{-\alpha}}{2}
\]

and

\[
\Delta = \left( \frac{\varrho_1 - \varrho_2}{2} \right)^2 - (1 - \varrho_1)(1 - \varrho_2)
\]

\[
= \left( \frac{a - b}{a + b} \right)^2 \left( \frac{e^{-\alpha}}{2} \right)^2 - \left( 1 - \frac{ae^{-\alpha}}{a + b} \right) \left( 1 - \frac{be^{-\alpha}}{a + b} \right).
\]

**Theorem 5** Suppose \( \alpha \geq 0 \) and \( f \) satisfies Assumption 1. Suppose \( \Delta < 0 \). There exists \( \beta_4 = \beta_4(\alpha, f) \geq \beta_0 \) such that for every \( \beta > \beta_4, n \geq 2 \) and \( n \times n \) irreducible doubly nonnegative coupling matrix \( G \) with row sums all equal to 1 (if \( \alpha = 0 \) then additionally assume \( G \) is positive definite) the following holds:

(i) The unique synchronous SOPS of the \( n \)-dimensional coupled DDE (1) associated with \( (\alpha, \beta, f, G) \) is asymptotically stable with an exponential phase.

On the other hand, suppose \( \Delta > 0 \). Let

\[
0 < \varepsilon < \min \left( \sqrt{-\Delta}, \rho_0 - \sqrt{-\Delta} \right).
\]

There exists \( \beta_5 = \beta_5(\alpha, f, \varepsilon) \geq \beta_0 \) such that for every \( \beta > \beta_5, n \geq 2 \) and \( n \times n \) irreducible doubly nonnegative coupling matrix \( G \) with row sums all equal to 1 (if \( \alpha = 0 \) then additionally assume \( G \) is positive definite) the following hold:

(ii) If \( |\lambda - \rho_0| > \sqrt{-\Delta} + \varepsilon \) for all \( \lambda \in \sigma(G) \setminus \{ 1 \} \), then the unique synchronous SOPS of the \( n \)-dimensional coupled DDE (1) associated with \( (\alpha, \beta, f, G) \) is asymptotically stable with an exponential phase.

(iii) If \( |\lambda - \rho_0| < \sqrt{-\Delta} - \varepsilon \) for some \( \lambda \in \sigma(G) \), then the unique synchronous SOPS of the \( n \)-dimensional coupled DDE (1) associated with \( (\alpha, \beta, f, G) \) is unstable.

**Remark 2** A straightforward calculation shows if \( \alpha > \ln \frac{1 + \sqrt{2}}{2} \), where \( \ln \) denotes the natural logarithm, then \( \Delta < 0 \) for all \( a, b > 0 \). In this case, for every \( f \) satisfying Assumption 1, \( \beta > \beta_4 = \beta_4(\alpha, f) \), \( n \geq 2 \) and \( n \times n \) irreducible doubly nonnegative coupling matrix \( G \) with row sums all equal to 1, the unique synchronous SOPS of the \( n \)-dimensional coupled DDE (1) associated with \( (\alpha, \beta, f, G) \) is asymptotically stable with an exponential phase.

**1.3 Relation to Prior Work**

There is considerable literature on stability of synchronous oscillatory periodic solutions for coupled systems of DDEs. Here we mention the works that treat systems of DDEs with a single fixed delay and allow for a nonlinearity \( f \) satisfying a negative feedback condition. The first body of related work is on systems of three coupled oscillators. The works [18,44] employ the theory of symmetric local Hopf bifurcation (see, e.g., [41]) to study pattern formations that arise under different coupling strengths. The next class considers systems of
DDEs arranged in a ring. In [5] Chen, Huang and Wu show that the synchronous SOPS is unstable when either $n$ is even or $n$ is odd and sufficiently large. The works [16,17] prove related results when allowing for a more general nonlinear feedback structure. We obtain a comparable result, in the asymptotic regime $\beta \to \infty$, for DDEs arranged in a ring (see Remark 11).

The next body of related work allows for general coupling and uses the so-called master stability function to characterize the stability of the coupled system [6,9,12,13,24,36]. Of particular interest, Flunkert et al. [13] and Sieber et al. [36] consider a system of multidimensional periodic oscillators and allow for a general class of nonlinear feedback as well as a general coupling structure with delayed coupling. They show that the characteristic multipliers for the synchronous periodic solution can be expressed in terms of the spectra of monodromy-type maps associated with a single system, which is an approach that we adopt here. The main difference between their work and ours is that they consider systems where the coupling delay significantly exceeds the period of oscillation, which is relevant in the context of optical networks. This is in contrast to our work, where we assume that the period is greater than the delay, which is relevant in systems where the oscillations arise because of the delay (e.g., in gene regulatory networks [14,30]). Moreover, this difference in structure leads to an interesting contrast in the results we obtain. For instance, in [13] the authors demonstrate that if the spectrum of the coupling matrix lies in a disc in the complex plane centered at the origin, then for sufficiently large delays, the synchronous oscillating periodic solution is stable; whereas in Theorem 2 we show that if the spectrum of the coupling matrix lies in the region $S_\delta(0)$, defined in (6), then for sufficiently large delays, the synchronous SOPS is stable, and the region $S_\delta(0)$ is not necessarily convex or even simply connected (see Remark 4).

Finally we mention the work of Campbell and Wang [3,39] on stability of synchronous periodic solutions in the case of circulant coupling and when the coupling between oscillators is weak (this setting is closely related to the weakly coupled regime considered in Sect. 1.2.2). They approximate their system with a phase coupled model, which is in contrast to our amplitude coupled model. They obtain simple criteria for the stability of synchronous oscillatory periodic solutions, which are expressed in terms of the relation between the spectrum of the coupling matrix and the imaginary axis [3, Theorem 2]. We obtain a comparable result for weakly coupled systems in the asymptotic regime $\beta \to \infty$ for a more general class of coupling matrices (Theorem 3).

1.4 Outline

In Sect. 2 we introduce the basis for our main results, Theorem 6, which states that the characteristic multipliers associated with the synchronous SOPS can be expressed in terms of the spectra of a family of monodromy-type operators $\{M_\lambda\}$, indexed by $\lambda$ in the spectrum of the coupling matrix $G$, associated with following parameterized family of (complex) scalar linear variational-type equations about the SOPS $p$ of the scalar DDE:

$$\dot{y}(t) = -\alpha y(t) + \lambda \beta f'(p(t-1))y(t-1).$$

We refer to linear DDE (11) as the extended variational equation (associated with $\lambda$) along $p$, and we refer to $\{M_\lambda\}$ as extended monodromy operators associated with $p$. In this way stability of the synchronous SOPS is reduced to characterizing the spectra of $\{M_\lambda\}$ and in Sect. 2.3 we state our four results on the spectra of $\{M_\lambda\}$ in the asymptotic regime $\beta \to \infty$. The approach is in the spirit of works by Pecora and Carroll [32] on stability of synchronous
solutions for coupled systems of ordinary differential equations, and by Flunkert et al. [12,13], who generalized the approach to coupled system of equations, with a delay introduced due to the coupling. The proof of Theorem 6 is given in Sect. 3.

The advantage of analyzing the system in the limiting regime $\beta \rightarrow \infty$ is that the limiting solutions of the extended variational equation (11) have explicit expressions. In Sect. 4 we recall results from [45] on the convergence of certain normalized SOPS, as $\beta \rightarrow \infty$. We say $z$ is the dominant multiplier of $M_\alpha$ if $z$ is in the spectrum of $M_\alpha$ and $|z| > |\tilde{z}|$ for all other eigenvalues $\tilde{z}$ in the spectrum of $M_\alpha$. In Sect. 5 we prove that the dominant multiplier of $M_\alpha$ exists for $\beta$ sufficiently large and converges to $\nu_\alpha(\lambda)$ as $\beta \rightarrow \infty$. One of the principal challenges is that the term $\beta f'(p(t - 1))$ appearing in extended variational equation (11) does not have a functional limit. In order to identify the correct limit for solutions to the extended variational equation (11), it is advantageous to instead view $\beta f'(p(t - 1))dt$ as a signed measure on the real line. After identifying the correct limiting measure we prove convergence properties for solutions of the extended variational equation (11) and the dominant multipliers of $\{M_\alpha\}$, as $\beta \rightarrow \infty$.

In Sect. 6 we prove that the extended monodromy operators $\{M_\alpha\}$ are holomorphic in $\lambda$, and the derivative of the dominant multiplier $M_\alpha$ converges to $\partial \nu_\alpha(\lambda)/\partial \lambda$ as $\beta \rightarrow \infty$. In Sect. 7 we use this convergence result to characterize the extended characteristic multipliers near $\lambda = 1$ and $\lambda = 0$, in the regime $\beta \rightarrow \infty$. As a corollary, we also characterize the extended characteristic multipliers for $\lambda$ in the interval $[0, 1)$. The points $\lambda = 1$ and $\lambda = 0$ are special because the dominant multipliers of $M_1$ (if $\alpha \geq 0$) and $M_0$ (if $\alpha = 0$) are both equal to 1, for all $\beta$ sufficiently large (see Proposition 4). In Sect. 8 we use Theorem 6 and the asymptotic characterization of the extended characteristic multipliers to prove our main results.

In Sect. 9 we illustrate our main results with two interesting applications of a mean-field coupled system and a system of DDEs arranged in a ring with nearest-neighbor coupling. In Sect. 10 we plot solutions of a 3-dimensional coupled DDE for different parameter values.

1.5 Notation

We now collect some commonly used notation.

1.5.1 Basic Notation

Let $\mathbb{N}$ denote the natural numbers, $\mathbb{Z}$ denote the integers, $\mathbb{R}$ denote the real line, $\mathbb{R}_+$ denote the nonnegative axis and $\mathbb{C}$ denote the complex plane. For $r \in \mathbb{R}$ let $\lfloor r \rfloor = \max\{j \in \mathbb{Z} : j \leq r\}$. Let $i = \sqrt{-1}$. For $z \in \mathbb{C}$ let $\text{Re}z$ and $\text{Im}z$ denote the real and imaginary parts of $z$, respectively, and let $\bar{z}$ denote the complex conjugate of $z$. For $r \in \mathbb{R}$ define the open half planes

$$\mathbb{C}_{<r} = \{z \in \mathbb{C} : \text{Re}z < r\} \quad \text{and} \quad \mathbb{C}_{>r} = \{z \in \mathbb{C} : \text{Re}z > r\}. \quad (12)$$

For a set $Z \subset \mathbb{C}$, let $\text{int}(Z)$ denote its interior, $\text{cl}(Z)$ denote its closure, $\partial Z = \text{cl}(Z) \setminus \text{int}(Z)$ denote its boundary, $1_Z(\cdot)$ denote the indicator function on $Z$ and, given $r \in \mathbb{R}$, let $rZ = \{rz : z \in Z\}$. Given another set $Y \subset \mathbb{C}$ let $d_H(Y, Z)$ denote the Hausdorff metric defined by

$$d_H(Y, Z) = \max \left\{ \sup_{y \in Y} \inf_{z \in Z} |y - z|, \sup_{z \in Z} \inf_{y \in Y} |y - z| \right\}.$$
For an integer \( n \geq 2 \), let \( \mathbb{R}^n \) denote \( n \)-dimensional Euclidean space and \( \mathbb{C}^n \) denote \( n \)-dimensional complex space. We use boldface type for vectors in \( \mathbb{R}^n \) and \( \mathbb{C}^n \). Given a column vector \( \mathbf{v} \) in \( \mathbb{R}^n \) or \( \mathbb{C}^n \), let \( \mathbf{v}^T \) denote its transpose and let \( v^j \) denote its \( j \)-th component, for \( j = 1, \ldots, n \). Let \( \mathbf{1}_n = (1, \ldots, 1)^T \) denote the column vector in \( \mathbb{R}^n \) whose entries all equal 1. For \( r \in \{0, 1\} \), let \( \mathbb{G}^r_n \) denote the subset of real-valued \( n \times n \) matrices whose row sums are all equal to \( r \); that is,

\[
\mathbb{G}^r_n = \{ n \times n \text{ real-valued matrices } H \text{ satisfying } H \mathbf{1}_n = r \mathbf{1}_n \}.
\]

Let \( I_n \in \mathbb{G}^1_n \) denote the \( n \times n \) identity matrix and \( J_n \in \mathbb{G}^1_n \) denote the \( n \times n \) matrix whose entries are all equal to \( 1/n \), i.e.,

\[
J_n^{jk} = \frac{1}{n}, \quad j, k = 1, \ldots, n.
\]

Given a Banach space \( (X, \| \cdot \|_X) \), an element \( \chi \in X \) and \( r > 0 \) we let \( \mathbb{B}_X(\chi, r) = \{ \chi \in X : \| \chi - \chi \|_X < r \} \) denote the ball of radius \( r \) centered at \( \chi \). When \( X = \mathbb{C} \), we drop the subscript \( \mathbb{C} \) and write \( \mathbb{B}(\chi, r) \) for \( \mathbb{B}_X(\chi, r) \).

We abbreviate “such that” as “s.t.”.

\subsection*{1.5.2 Function Spaces}

Given an interval \( \mathbb{I} \subset \mathbb{R} \) and \( X \in \{ \mathbb{R}, \mathbb{C}, \mathbb{R}^n, \mathbb{C}^n \} \) let \( D(\mathbb{I}, X) \) denote the set of functions from \( \mathbb{I} \) to \( X \) that are right continuous and have finite left limits. Let \( C(\mathbb{I}, X) \) denote the subset of continuous functions in \( D(\mathbb{I}, X) \), and let \( C_c(\mathbb{I}, X) \) denote the subset of functions in \( C(\mathbb{I}, X) \) with compact support. We equip \( D(\mathbb{I}, X) \) and its subsets with the topology of uniform convergence on compact subsets of \( \mathbb{I} \). When \( \mathbb{I} = [-1, 0] \), we use the abbreviated notation \( D(X) = D([-1, 0], X) \) and \( C(X) = C([-1, 0], X) \). Define the uniform norm on \( D(X) \) by

\[
\| \phi \|_{[-1,0]} = \sup_{\theta \in [-1,0]} |\phi(\theta)| < \infty.
\]

Then \( (D(X), \| \cdot \|_{[-1,0]}) \) and \( (C(X), \| \cdot \|_{[-1,0]}) \) are Banach spaces.

The following definitions are stated for \( \mathbb{F} \in \{ \mathbb{R}, \mathbb{C} \} \), \( n \geq 2 \) and \( s \geq 0 \). We use bold typeface for \( \mathbb{F}^n \)-valued functions. For \( x \in D([-s, 1, \infty), \mathbb{F}) \) (resp. \( x \in D([-s, 1, \infty), \mathbb{F}^n) \)) and \( t \geq s \) define \( x_t \in D(\mathbb{F}) \) (resp. \( x_t \in D(\mathbb{F}^n) \)) by \( x_t(\theta) = x(t + \theta) \) (resp. \( x_t(\theta) = x(t + \theta) \)) for \( \theta \in [-1, 0] \). Given an interval \( \mathbb{I} \subset \mathbb{R} \) a function \( x \in C(\mathbb{I}, \mathbb{F}) \) (resp. \( x \in C(\mathbb{I}, \mathbb{F}^n) \)) and \( t \in \mathbb{I} \) such that \( x \) (resp. \( x \)) is differentiable at \( t \), we let \( \dot{x}(t) \) (resp. \( \dot{x}(t) \)) denote the derivative of \( x \) (resp. \( x \)) at \( t \).

For \( p \in [1, \infty] \) we let \( L^p(\mathbb{R}) \) denote the Banach space of Lebesgue measurable functions \( g : \mathbb{R} \to \mathbb{R} \) with finite \( L^p \)-norm, where functions that are almost everywhere equal are identified. Given a constant \( N < \infty \) and a subset \( \mathbb{I} \subset \mathbb{R} \) let

\[
L^{\infty}_N(\mathbb{R}) = \{ g \in L^{\infty}(\mathbb{R}) : \|g\|_{L^{\infty}(\mathbb{R})} \leq N \}
\]

denote the subset of functions in \( L^{\infty}(\mathbb{R}) \) bounded by \( N \) and let

\[
L^{\infty}_{N,1}(\mathbb{R}) = \{ g \in L^{\infty}_N(\mathbb{R}) : g \text{ is Lipschitz continuous on } \mathbb{I} \text{ with Lipschitz constant } N \}
\]

denote the further subset of functions that are Lipschitz continuous on \( \mathbb{I} \) with Lipschitz constant \( N \).
1.5.3 Solutions of the DDEs

Let \( \alpha \geq 0, \beta > 0, f: \mathbb{R} \to \mathbb{R} \) and \( G \in \mathbb{G}^1_n \) be given. Under Assumption 1, \( f \) is uniformly Lipschitz continuous and it follows from [21, Chapter 2, Theorem 2.3] that for each \( \phi \in C(\mathbb{R}) \) there exists a unique solution of the scalar DDE (2) associated with \( \phi \), which we denote by \( x(\phi) \). Similarly, for each \( \phi \in \mathcal{C}(\mathbb{R}^n) \) there exists a unique solution of the coupled DDE (1) associated with \((\alpha, \beta, f, G)\) starting at \( \phi \), which we denote by \( x(\phi) \).

1.5.4 Bounded and Compact Linear Operators

Given Banach spaces \((X, \|\cdot\|_X)\) and \((Y, \|\cdot\|_Y)\), let \( B(X, Y) \) denote the vector space of bounded (continuous) linear operators from \( X \) to \( Y \) equipped with the operator norm \( \|\cdot\| \). Let \( B_0(X, Y) \) denote the subset of compact linear operators in \( B(X, Y) \). When \( Y = X \), we use the abbreviations \( B(X) = B(X, X) \) and \( B_0(X) = B_0(X, X) \). We let \( I_X \) denote the identity operator in \( B(X) \). Given \( A \in B(X) \) let \( \sigma(A) \) denote the spectrum of \( A \) in \( \mathbb{C} \), and let \( \rho(A) \) denote the spectral radius of \( A \). If \( \lambda \in \sigma(A) \) is such that \(|\lambda| > |z|\) for all \( z \in \sigma(A) \setminus \{\lambda\} \) then \( \lambda \) is referred to as the dominant multiplier of \( A \). For \( r \in \{0, 1\} \) define

\[
\sigma_{-r}(A) = \begin{cases} 
\sigma(A) \setminus \{r\} & \text{if } r \text{ is a simple eigenvalue of } A, \\
\sigma(A) & \text{otherwise.}
\end{cases}
\]

Recall that \( \sigma(\cdot) \) is a continuous function from \( B_0(X) \) to \( B(\mathbb{C}) \), where \( B(\mathbb{C}) \) denotes the Borel subsets of \( \mathbb{C} \) equipped with the Hausdorff metric. For \( \lambda \in \sigma(A) \) let \( m_A(\lambda) \) equal the dimension of the generalised eigenspace \( E_\lambda = \bigcup_{j=1}^{\infty} \text{Null}(A - \lambda I_X)^j \). For a Banach space \( X \) over \( \mathbb{C} \) let \( X^* = B(X, \mathbb{C}) \) denote the dual of \( X \) equipped with the operator norm. For \( A \in B_0(X) \), let \( A^* \in B_0(X^*) \) denote the adjoint of \( A \). Then \( \sigma(A) = \sigma(A^*) \) and \( m_A(\lambda) = m_{A^*}(\lambda) \) for all \( \lambda \in \mathbb{C} \) (see, e.g., [8, Chapter 6, Theorem 6.1]).

Let \( \mathcal{M}(\mathbb{R}) \) denote the set of signed measures on the \( \sigma \)-algebra of Borel subsets of \( \mathbb{R} \). Each element \( \mu \in \mathcal{M}(\mathbb{R}) \) can be viewed as an element of \( B(C_c(\mathbb{R}, \mathbb{R}), \mathbb{R}) \), as follows:

\[
\mu(g) = \int_{\mathbb{R}} g(t) d\mu(t), \quad g \in C_c(\mathbb{R}, \mathbb{R}).
\]

Given a family \( \{\mu_r\}_{r \geq 0} \) in \( \mathcal{M}(\mathbb{R}) \), we say \( \mu_r \) converges to \( \mu \in \mathcal{M}(\mathbb{R}) \) in the weak-* topology if \( \lim_{r \to \infty} \mu_r(g) = \mu(g) \) for all \( g \in C_c(\mathbb{R}, \mathbb{R}) \).

2 Extended Characteristic Multipliers

In this section we express the characteristic multipliers of a synchronous SOPS \( p = p1_n \) in terms of so-called extended characteristic multipliers of the SOPS \( p \). We then describe the extended characteristic multipliers in the regime where \( \beta \) is large. In Sect. 8 we use this relation between the characteristic multipliers of \( p \) and the extended characteristic multipliers of \( p \), along with the asymptotic characterization of the extended characteristic multipliers, to prove our main results.

2.1 Background and Definitions

Recall the definition of \( \mathbb{G}^1_n \) given in (13). Fix \( \alpha \geq 0, \beta > \beta_0, n \geq 2 \) and \( G \in \mathbb{G}^1_n \), and let \( p = p1_n \) denote the unique synchronous SOPS with period \( \omega \) of the \( n \)-dimensional SOPS for
the coupled DDE (1) associated with \((\alpha, \beta, f, G)\). Linearizing the coupled DDE (1) about  \(p\) yields the \(n\)-dimensional (linear) variational equation

\[
\dot{y}^j(t) = -\alpha y^j(t) + \beta \sum_{k=1}^{n} G^{jk} f'(p(t - 1)) y^k(t - 1), \quad j = 1, \ldots, n. \tag{17}
\]

Define the monodromy operator \(M : C(\mathbb{C}^n) \to C(\mathbb{C}^n)\) associated with  \(p\) by

\[
M\psi = y_\omega(\psi), \quad \psi \in C(\mathbb{C}^n),
\]

where  \(y = y(\psi) = (y^1(\psi), \ldots, y^n(\psi))^T\) denotes the unique function in \(C([-1, \infty), \mathbb{C}^n)\) that satisfies  \(y_0 = \psi\), is continuously differentiable on \((0, \infty)\) and satisfies the variational equation (17) for all  \(t > 0\). Then \(M\) is a compact linear operator (see, e.g., [10, Chapter III, Corollary 4.7]), the elements of its spectrum,  \(\sigma(M)\), are invariant under time-translations of  \(p\) (see, e.g., [10, Chapter XIV, p. 367]), and the nonzero elements of  \(\sigma(M)\) are referred to as characteristic (Floquet) multipliers of the periodic solution  \(p\). We say  \(\mu\) is a simple characteristic multiplier if  \(\mu\) is a simple eigenvalue of  \(M\). Since  \(p\) satisfies the coupled DDE (1), it follows that its time derivative  \(\dot{p}\) is periodic with period  \(\omega_0\) and satisfies the variational equation (17), and so  \(\mu = 1\) is always an eigenvalue of  \(M\) with associated eigenvector  \(\phi_0\), and we refer to  \(\mu = 1\) as the trivial characteristic multiplier. A synchronous SOPS  \(p\) for the coupled DDE (1) is linearly stable if the trivial characteristic multiplier  \(\mu = 1\) of  \(p\) is simple and  \(|\mu| < 1\) for every nontrivial characteristic multiplier of  \(p\); and a synchronous SOPS is linearly unstable if  \(|\mu| > 1\) for some characteristic multiplier of  \(p\).

Remark 3  Recall the definitions of “asymptotically stable with an exponential phase” and “unstable” given in Sect. 1.2. If a synchronous SOPS is linearly stable then it is asymptotically stable with an exponential phase. On the other hand, if a synchronous SOPS is linearly unstable then it is unstable (see, e.g., [20, Chapter 10, Theorem 3.1 & Corollary 3.1]).

We now define extended characteristic multipliers associated with the SOPS  \(p\). Recall the extended variational equation (11) along  \(p\), parameterized by  \(\lambda \in \mathbb{C}\). For  \(\lambda \in \mathbb{C}\) and  \(\psi \in C(\mathbb{C})\) let  \(y = y(\lambda, \psi)\) denote the unique function in \(C([-1, \infty), \mathbb{C})\) that satisfies  \(y_0 = \psi\), is continuously differentiable on \((0, \infty)\) and satisfies the extended variational equation (11) for all  \(t > 0\). Define the family  \(\{M_\lambda\} = \{M_\lambda, \lambda \in \mathbb{C}\}\) of extended monodromy operators associated with  \(p\) as follows. For each  \(\lambda \in \mathbb{C}\) define  \(M_\lambda : C(\mathbb{C}) \to C(\mathbb{C})\) by

\[
M_\lambda \psi = y_\omega(\lambda, \psi), \quad \psi \in C(\mathbb{C}).
\]

For each  \(\lambda \in \mathbb{C}\),  \(M_\lambda\) is a compact linear operator and its spectrum  \(\sigma(M_\lambda)\) is invariant under time translations of the SOPS (see, e.g., [10, Chapter XIII.3]). We refer to the nonzero eigenvalues of the extended monodromy operators  \(\{M_\lambda\}\) as extended characteristic (Floquet) multipliers of the SOPS  \(p\).

When  \(\lambda = 1\), the extended variational equation (11) reduces to the following variational equation, which is obtained by linearizing the scalar DDE (2) about the SOPS  \(p\):

\[
\dot{y}(t) = -\alpha y(t) + \beta f'(p(t - 1)) y(t - 1).
\]

The monodromy operator associated with the SOPS  \(p\) is the compact linear operator  \(M\) that maps an element  \(\psi \in C(\mathbb{C})\) to the solution  \(y\) of the variational equation (20) with initial condition  \(y_0 = \psi\). Thus, the monodromy operator  \(M\) is equal to the extended monodromy operator  \(M_1\). The nonzero elements of  \(\sigma(M)\) are referred to as the characteristic (Floquet) multipliers of the periodic solution  \(p\). Thus, according to [45, Theorem 1], if  \(\beta > \beta_0\) then  \(\mu = 1\) is a simple characteristic multiplier of  \(M\) and every other multiplier satisfies  \(|\mu| < 1\).
2.2 Relation to Stability of a Synchronous SOPS

The following theorem, whose proof is given in Sect. 3, expresses the characteristic multipliers of the synchronous SOPS $p = p_1^n$ in terms of the extended characteristic multipliers of the SOPS $p$. Recall the definitions of $G_1^n$ and $\sigma_{-1}(\cdot)$ given in (13) and (16), respectively.

**Theorem 6** Suppose $\alpha \geq 0$, $f$ satisfies Assumption 1. Given $\beta > \beta_0$, $n \geq 2$ and $G \in \mathbb{G}_n^1$, let $p = p_1^n$ denote the unique synchronous SOPS associated with $(\alpha, \beta, f, G)$. Let $M$ denote the monodromy operator associated with the synchronous SOPS $p$ and let $\{M_\lambda\}$ denote the family of extended monodromy operators associated with the SOPS $p$. Then

$$\sigma(M) = \bigcup_{\lambda \in \sigma(G)} \sigma(M_\lambda).$$

(21)

Consequently, the following hold:

(i) If $\rho(M_\lambda) < 1$ for all $\lambda \in \sigma_{-1}(G)$ then the unique synchronous SOPS of the $n$-dimensional coupled DDE (1) associated with $(\alpha, \beta, f, G)$ is linearly stable.

(ii) If $\rho(M_\lambda) > 1$ for some $\lambda \in \sigma(G)$ then the unique synchronous SOPS of the $n$-dimensional coupled DDE (1) associated with $(\alpha, \beta, f, G)$ is linearly unstable.

It follows from Theorem 6 that the regions $S$ and $U$ in $\mathbb{C}$, defined by

$$S = \{\lambda \in \mathbb{C} : \rho(M_\lambda) < 1\}, \quad U = \{\lambda \in \mathbb{C} : \rho(M_\lambda) > 1\},$$

(22)

which do not depend on the coupling matrix, are important for determining if a synchronous SOPS is linearly stable or unstable. In particular, given a characterization of $S$ and $U$, linear stability of the synchronous SOPS $p$ associated with a given coupling matrix $G \in \mathbb{G}_n^1$ depends on the placement of its spectrum $\sigma(G)$—specifically, the associated synchronous SOPS $p$ is linearly stable if $\sigma_{-1}(G) \subset S$, and linearly unstable if $\sigma(G) \cap U \neq \emptyset$. The remainder of this work is largely devoted to characterizing the sets $S$ and $U$ when $\beta$ is large.

2.3 Asymptotic Characterization

We now state four results describing the regions $S$ and $U$ when $\beta$ is sufficiently large, which, along with Theorem 6, will respectively be used to prove our four main results in Sect. 8.

2.3.1 Limits of the Extended Characteristic Multipliers

In the following theorem, whose proof is given in Sect. 5.3, we describe the limit of the spectrum $\sigma(M_\lambda)$ as $\beta \to \infty$. Recall the definition of $\nu_\diamond(\lambda)$ given in (5) and the definitions for the sets $S_\diamond(\delta)$ and $U_\diamond(\delta)$ given in (6).

**Theorem 7** Suppose $\alpha \geq 0$ and $f$ satisfies Assumption 1. Let $\delta \in (0, 1)$ and $K$ be a compact subset of $\mathbb{C}$. There is a $\beta_1 = \beta_1(\alpha, f, K, \delta) \geq \beta_0$ such that if $\beta > \beta_1$ then

$$d_H(\sigma(M_\lambda), \{0, \nu_\diamond(\lambda)\}) < \delta, \quad \lambda \in K.$$  

(23)

Consequently, $S_\diamond(\delta) \cap K \subset S \cap K$ and $U_\diamond(\delta) \cap K \subset U \cap K$ for all $\beta > \beta_1$. 

\[ \text{Springer} \]
Fig. 1 Plots of the boundaries $\partial S_\diamond(0) = \{\lambda \in \mathbb{C} : |\nu_\diamond(\lambda)| = 1\}$, where $\nu_\diamond(\lambda)$ is defined in (5), for fixed $a = \frac{1}{8}$ and $b = 1$, and $a$ varies between 1 and 24.

Remark 4 In view of Theorem 7 we see that given $\delta \in (0, 1)$ and a compact set $K$ in $\mathbb{C}$, we have $\mathbb{S} \cap K \subset S_\diamond(\delta) \cap K$ and $\mathbb{U} \cap K \subset U_\diamond(\delta) \cap K$ for all $\beta$ sufficiently large. In particular, the sets $\mathbb{S} \cap K$ and $\mathbb{U} \cap K$ respectively converge to $S_\diamond(0) \cap K$ and $U_\diamond(0) \cap K$ in the Hausdorff metric, as $\beta \to \infty$. In Fig. 1 we plot the boundaries $\partial S_\diamond(0)$ when $\alpha = \frac{1}{8}$, $b = 1$ and $a$ varies between 1 and 24. In Fig. 2a we plot the sets $S_\diamond(\delta)$ and $U_\diamond(\delta)$ when $\alpha = 0$, $a = 21$, $b = 4$ and $\delta = \frac{1}{20}$.

For $\beta > \beta_1(\alpha, f, \delta, K)$, Theorem 7 is only informative about the relation between $\rho(M_\lambda)$ and 1 if $\lambda \in S_\diamond(\delta)$ or $\lambda \in U_\diamond(\delta)$—see the blue and dark green regions in Fig. 2. In particular, Theorem 7 is not informative about the relation between $\rho(M_\lambda)$ and 1 when $|\nu_\diamond(\lambda)|$ is infinitesimally close to 1 (i.e., when $\lambda$ is infinitesimally close to the black line in Fig. 2). Our next two results further characterize the relation between $\rho(M_\lambda)$ and 1 for such $\lambda$.

2.3.2 Extended Characteristic Multipliers for $\lambda$ Near 1

From the definition of $\nu_\diamond$ given in (5), $\nu_\diamond(1) = 1$ and $\nu_\diamond(\cdot)$ is continuous. Thus, for fixed $\beta$ large, Theorem 7 is not informative about the sets $\mathbb{S}$ and $\mathbb{U}$ for $\lambda$ infinitesimally close to 1, and this region is relevant in the analysis of weakly coupled systems (see Sect. 8.2). Our next theorem, whose proof is given in Sect. 7.1, further characterizes the sets $\mathbb{S}$ and $\mathbb{U}$ for $\lambda$ infinitesimally close to 1.

Theorem 8 Suppose $\alpha \geq 0$ and $f$ satisfies Assumption 1. There are open sets $A_{<1} \subset \mathbb{C}_{<1}$ and $A_{>1} \subset \mathbb{C}_{>1}$ with $1 \in \partial A_{<1} \cap \partial A_{>1}$ such that the following hold:
Fig. 2  a Depicts the sets $S_\circ(\delta)$ (blue region with white horizontal–vertical cross-hatching) and $U_\circ(\delta)$ (dark green region with white diagonal cross-hatching) defined in (6), and the sets $A_{<0}$ (black region with white diagonal lines), $A_{>0}$ (orange region with black horizontal lines), $A_{<1}$ (light green region with vertical lines) and $A_{>1}$ (gray region with black diagonal lines) defined in (134), (133), (126) and (127), respectively, with $\alpha = 0, a = 21, b = 4$ and $\delta = \frac{1}{20}$. The black curve between the dark green and blue regions denotes the set $\{\lambda \in \mathbb{C} : |\nu_\circ(\lambda)| = 1\}$. b An enlargement of the region containing the sets $A_{<0}$ and $A_{>0}$. c An enlargement of the region containing the sets $A_{<1}$ and $A_{>1}$. Note that the cross-hatching in subfigure a is not to scale with the cross-hatching in subfigures b, c. (Color figure online)

(i) For each $\lambda \in \mathbb{C}_{<0}$ there exists $\eta_\lambda > 0$ such that $1 + \eta \lambda \in A_{<1}$ for all $\eta \in (0, \eta_\lambda)$.

(ii) For each $\lambda \in \mathbb{C}_{>0}$ there exists $\eta_\lambda > 0$ such that $1 + \eta \lambda \in A_{>1}$ for all $\eta \in (0, \eta_\lambda)$.

In addition, there is a $\beta_2 = \beta_2(\alpha, f) \geq \beta_0$ such that if $\beta > \beta_2$ then the following hold:

(iii) $A_{<1} \subset S$, i.e., $\rho(M_\lambda) < 1$ for all $\lambda \in A_{<1}$.

(iv) $A_{>1} \subset U$, i.e., $\rho(M_\lambda) > 1$ for all $\lambda \in A_{>1}$.
Remark 5 Explicit expressions for the sets $A_{<1}$ and $A_{>1}$ are given in Eqs. (126)–(127) of the proof. In Fig. 2c we depict the sets $A_{<1}$ and $A_{>1}$ in the case $\alpha = 0, a = 21$ and $b = 4$.

2.3.3 Extended Characteristic Multipliers for $\lambda$ Near 0

Next we consider the case that $\lambda$ is infinitesimally close to 0, which is relevant in the analysis of near uniformly coupled systems (see Sect. 8.3). By the definition of $v_\circ$ in (5),

$$v_\circ(0) = \left(\frac{e^{-\alpha} - \varrho_1}{1 - \varrho_1} \right) \left(\frac{e^{-\alpha} - \varrho_2}{1 - \varrho_2} \right) \in (0, 1].$$

If $\alpha > 0$, then $|v_\circ(0)| < 1$ and we can apply Theorem 7 to show that $0 \in \mathcal{S}$ for $\beta$ sufficiently large. However, if $\alpha = 0$, then $v_\circ(0) = 1$ and since $v_\circ(\cdot)$ is continuous, it follows that for fixed $\beta$ large, Theorem 7 is not informative about the sets $\mathcal{S}$ and $\mathcal{U}$ for $\lambda$ infinitesimally close to 0. Our next theorem, whose proof is given in Sect. 7.2, further characterizes the sets $\mathcal{S}$ and $\mathcal{U}$ for $\lambda$ infinitesimally close to 0.

**Theorem 9** Suppose $\alpha = 0$ and $f$ satisfies Assumption 1. There is a $\beta_3^\dagger = \beta_3^\dagger(f) \geq \beta_0(0, f)$ and open sets $A_{>0} \subset \mathbb{C}_{>0}$ and $A_{<0} \subset \mathbb{C}_{<0}$ with $0 \in \partial A_{>0} \cap \partial A_{<0}$ such that

(i) For each $\lambda \in \mathbb{C}_{>0}$ there exists $\eta_\lambda > 0$ such that $\eta_\lambda \lambda \in A_{>0}$ for all $\eta \in (0, \eta_\lambda)$.

(ii) For each $\lambda \in \mathbb{C}_{<0}$ there exists $\eta_\lambda > 0$ such that $\eta_\lambda \lambda \in A_{<0}$ for all $\eta \in (0, \eta_\lambda)$.

In addition, if $\beta > \beta_3^\dagger$ then

(iii) $A_{>0} \subset \mathcal{S}$, i.e., $\rho(M_\lambda) < 1$ for all $\lambda \in A_{>0}$.

(iv) $A_{<0} \subset \mathcal{U}$, i.e., $\rho(M_\lambda) > 1$ for all $\lambda \in A_{<0}$.

**Remark 6** Explicit expressions for the sets $A_{>0}$ and $A_{<0}$ are in (133)–(134) of the proof. In Fig. 2b we depict the sets $A_{<0}$ and $A_{>0}$ in the case $\alpha = 0, a = 21, b = 4$.

2.3.4 Extended Characteristic Multipliers for $\lambda \in [0, 1)$

As a corollary of Theorems 7, 8 and 9, we have the following characterization of the $\mathbb{S} \cap [0, 1)$ and $\mathcal{U} \cap [0, 1)$, which are relevant in the analysis of doubly nonnegative coupled systems (see Sect. 8.4). A detailed proof of the corollary is given in Sect. 7.3. Recall the definitions of the constants $r_0$ and $\Delta$ given in (8) and (9), respectively.

**Corollary 2** Suppose $\alpha \geq 0$ and $f$ satisfies Assumption 1. Suppose $\Delta < 0$. Then there exists $\beta_4 = \beta_4(\alpha, f) \geq \beta_0$ such that for every $\beta > \beta_4$, the following hold:

(i) If $\alpha > 0$ then $\mathcal{S}_\circ(0) \cap [0, 1) = [0, 1)$ and $[0, 1) \subset \mathcal{S}$.

(ii) If $\alpha = 0$ then $\mathcal{S}_\circ(0) \cap [0, 1) = (0, 1)$ and $(0, 1) \subset \mathcal{S}$.

On the other hand, suppose $\Delta > 0$. Let $\varepsilon$ satisfy inequality (10). Then there exists $\beta_5 = \beta_5(\alpha, f, \varepsilon) \geq \beta_0$ such that for every $\beta > \beta_5$, the following hold:

(iii) If $\alpha > 0$ then $\mathcal{S}_\circ(0) \cap [0, 1) = [0, r_0 - \sqrt{\Delta}) \cup (r_0 + \sqrt{\Delta}, 1)$ and $[0, r_0 - \sqrt{\Delta} - \varepsilon) \cup (r_0 + \sqrt{\Delta} + \varepsilon, 1) \subset \mathcal{S}$.

(iv) If $\alpha = 0$ then $\mathcal{S}_\circ(0) \cap [0, 1) = (0, r_0 - \sqrt{\Delta}) \cup (r_0 + \sqrt{\Delta}, 1)$ and $(0, r_0 - \sqrt{\Delta} - \varepsilon) \cup (r_0 + \sqrt{\Delta} + \varepsilon, 1) \subset \mathcal{S}$.

(v) $\mathcal{U}_\circ(0) \cap [0, 1) = (r_0 - \sqrt{\Delta}, r_0 + \sqrt{\Delta})$ and $(r_0 - \sqrt{\Delta} + \varepsilon, r_0 + \sqrt{\Delta} - \varepsilon) \subset \mathcal{U}$.

**Remark 7** In Fig. 2 we depict the regions $\mathcal{S}_\circ(\delta), \mathcal{U}_\circ(\delta), A_{<0}, A_{>0}, A_{<1}$ and $A_{>1}$ in the case that $\alpha = 0, \Delta < 0$ and $\delta \in (0, 1)$ is sufficiently small so that $(0, 1) \subset A_{>0} \cup \mathcal{S}_\circ(\delta) \cup A_{<1}$, which corresponds to the setting in Corollary 2(ii). In this case, if $\beta > \beta_4$, then $(0, 1) \subset \mathcal{S}$. 

\(\square\) Springer
3 Proof of Theorem 6

Before proving Theorem 6 we first state and prove the following useful lemma.

**Lemma 1** Suppose $H$ is an $n \times n$ real-valued matrix and $L_1, L_2 \in C(\mathbb{R}^+, B(C(\mathbb{C})))$. Define $V \in C(\mathbb{R}^+, B(C(\mathbb{C}^n)))$ by $V(t)\psi = u_t$ for $t \geq 0$ and $\psi \in C(\mathbb{C}^n)$, where $u = (u^1, \ldots, u^n)^T \in C([-1, \infty), \mathbb{C}^n)$ is continuously differentiable on $(0, \infty)$, and satisfies $u_0 = \psi$ and

$$\dot{u}^j(t) = L_1(t)u^j_t + \sum_{k=1}^n H^{jk}L_2(t)u^k_t, \quad j = 1, \ldots, n. \quad (24)$$

For $\lambda \in \mathbb{C}$, define $V_\lambda \in C(\mathbb{R}^+, B(C(\mathbb{C})))$ by $V_\lambda(t)\psi = u_t$ for $t \geq 0$ and $\psi \in C(\mathbb{C})$, where $u \in C([-1, \infty), \mathbb{C})$ is continuously differentiable on $(0, \infty)$, and satisfies $u_0 = \psi$ and

$$\dot{u}(t) = L_1(t)u_t + \lambda L_2(t)u_t. \quad (25)$$

Then for each $t_0 \geq 1$, $V(t_0) \in B_0(C(\mathbb{C}^n))$ and $V_\lambda(t_0) \in B_0(C(\mathbb{C}))$ for all $\lambda \in \mathbb{C}$, and

$$\sigma(V(t_0)) = \bigcup_{\lambda \in \sigma(H)} \sigma(V_\lambda(t_0)).$$

**Proof** First note that the continuity of $V(\cdot)$ and the continuity of $V_\lambda(\cdot), \lambda \in \mathbb{C}$, follow from the continuity of the solutions $u$ and $V$. The compactness of $V(t)$ and $V_\lambda(t), \lambda \in \mathbb{C}$, for $t \geq 1$ follow, for example, from [10, Chapter III, Corollary 4.7].

Fix $t_0 \geq 1$. Suppose $\lambda \in \sigma(H), \mu \in \sigma(V_\lambda(t_0))$ and $\psi_\mu \in C(\mathbb{C})$ is such that $\psi_\mu \neq 0$ and $V_\lambda(t_0)\psi_\mu = \mu \psi_\mu$. Let $u \in C([-1, \infty), \mathbb{C})$ denote the solution of the scalar linear DDE (25) with $u_0 = \psi_\mu$ so that $u_{t_0} = \mu \psi_\mu$. Choose an eigenvector $v_\lambda \in \mathbb{C}^n$ associated with $\lambda$ so that $Hv_\lambda = \lambda v_\lambda$ and define $u = u^j v_\lambda \in C([-1, \infty), \mathbb{C}^n)$. Then for all $t > 0$, we have

$$\dot{u}(t) = v_\lambda L_1(t)u_t + H v_\lambda L_2(t)u_t = L_1(t)u_t + HL_2(t)u_t,$$

where $L_j(t)u_t = (L_j(t)u^1_t, \ldots, L_j(t)u^n_t)^T$, for $j = 1, 2$. Thus, $u$ is a solution of the system of linear DDEs (24) with $u_0 = v_\lambda \psi_\mu$ and $u_{t_0} = \mu v_\lambda \psi_\mu$. It follows that $\mu$ is an eigenvalue of $V(t_0)$ with associated eigenvector $\psi_\mu = v_\lambda \psi_\mu$. This proves that $\sigma(V(t_0)) \subset \sigma(V(\cdot))$ for all $\lambda \in \sigma(H)$.

Now suppose $\mu \in \sigma(V(t_0))$ and $\psi_\mu \in C(\mathbb{C}^n)$ is such that $\psi_\mu \neq 0$ and $V(t_0)\psi_\mu = \mu \psi_\mu$. Let $u$ denote the solution of the system of linear DDEs (24) with $u_0 = \psi_\mu$ so that $u_{t_0} = \mu \psi_\mu$. Writing $H$ in its Jordan form we have there is a real invertible $n \times n$ matrix $P$ and a complex upper triangular $n \times n$ matrix $D$ such that $H = PDP^{-1}$ and the diagonal elements of $D$, which we denote by $\lambda_1, \ldots, \lambda_n$, are the eigenvalues of $H$. Define $w = P^{-1}u$. Using the definition of $L_j(t), j = 1, 2$, given above, we have

$$\dot{w}(t) = P^{-1}L_1(t)u_t + D P^{-1}L_2(t)u_t = L_1(t)w_t + DL_2(t)w_t.$$

Since $w$ is nonzero, there is a unique $k \in \{1, \ldots, n\}$ such that $w^k$ is nonzero and $w^j$ is zero for $k < j \leq n$. Then, due to the fact that $D$ is upper triangular, we see that for all $t > 0$,

$$\dot{w}^k(t) = L_1(t)w^k_t + \lambda_k L_2(t)w^k_t.$$

Thus, $w^k$ is a solution of scalar linear DDE (25) with $w^k_{t_0} = [P^{-1}u_0]^k$ and $w^k_{t_0} = \mu [P^{-1}u_0]^k$. Therefore, $\mu$ is an eigenvalue of $V_\lambda(t_0)$ with associated eigenvector $\psi_\mu = [P^{-1}\psi_\mu]^k$. Hence, $\sigma(V(t_0)) \subset \cup_{\lambda \in \sigma(H)} \sigma(V_\lambda(t_0))$, which completes the proof. \[\square\]
Proof of Theorem 6 Let \( y = y(\psi) \) denote the solution to the variational equation (17) with initial condition \( y_0 = \psi \). Then \( y = (y^1, \ldots, y^p) \) satisfies the system of linear DDEs (24) with \( H = G \) and \( L_1, L_2 \in C(\mathbb{R}_+, B_0(C(\mathbb{C}))) \) given by \( L_1(t)y = -\alpha \psi(0) \) and \( L_2(t)y = \beta f'(p(t-1))\psi(-1), \) for \( t \geq 0 \) and \( \psi \in C(\mathbb{C}) \). It follows from Lemma 1 and the respective definitions of \( M \) and \( M_\beta \) in (18) and (19), that \( \nabla(\omega) = M, V_{\lambda}(\omega) = M_\lambda \) for all \( \lambda \in \mathbb{C} \), and the equality in (21) holds.

Next, by Theorem 1, \( p \) is linearly stable, and so the trivial characteristic multiplier \( \mu = 1 \) is a simple eigenvalue of \( M_1 \) and \( |\mu| < 1 \) for all other eigenvalues of \( M_1 \). Suppose \( \rho(M_\lambda) < 1 \) for all \( \lambda \in \sigma_-(G) \). Then by the equality in (21), we have

\[
\max \{ |\mu| : \mu \in \sigma_-(M) \} = \max \left\{ |\mu| : \mu \in \sigma_-(M_1) \cup \bigcup_{\lambda \in \sigma_-(G)} \sigma(M_\lambda) \right\} < 1.
\]

This proves that \( p \) is linearly stable. Now suppose \( \rho(M_\lambda) > 1 \) for some \( \lambda \in \sigma(G) \). Then by the equality in (21), we have \( \max \{ |\mu| : \mu \in \sigma(M) \} \geq \rho(M_\lambda) > 1 \). This proves that \( p \) is linearly unstable.

4 Convergence of Normalized SOPS

In this section we recall results from [45, Section 3] on the convergence of normalized SOPS to the solution of a scalar DDE with step function nonlinearity.

We make the following assumptions, which will hold throughout the remainder of this work unless otherwise noted. Fix \( \alpha \geq 0 \) and \( f \) satisfying Assumption 1. Without loss of generality, we assume \( a \geq b \), where \( a, b > 0 \) are the constants in condition 2 of Assumption 1. Let \( \beta_0 > 0 \) be as in Theorem 1 so that for each \( \beta > \beta_0 \), there exists a unique SOPS \( p^\beta \) and it is linearly stable. Let \( \omega^\beta > 2 \) denote the (minimal) period of \( p^\beta \). We extend the definition of \( p^\beta \) to all of \( \mathbb{R} \) so that \( p^\beta \) is periodic on \( \mathbb{R} \) with period \( \omega^\beta \). Furthermore, by possibly performing a time translation, we assume that \( p^\beta \) satisfies

\[
p^\beta(-1) = 0 \quad \text{and} \quad \dot{p}^\beta(-1) > 0.
\]

We let \( z^\beta_1 > 0 \) and \( z^\beta_2 > z^\beta_1 + 1 \) be the unique times such that \( \omega^\beta = z^\beta_2 + 1, p^\beta(t) > 0 \) for all \( -1 < t < z^\beta_1 \) and \( p^\beta(t) < 0 \) for all \( z^\beta_1 < t < z^\beta_2 \).

For each \( \beta > \beta_0 \) define the normalized SOPS \( \bar{p}^\beta \in C(\mathbb{R}, \mathbb{R}) \) by

\[
\bar{p}^\beta(t) = \beta^{-1} p^\beta(t), \quad t \in \mathbb{R}.
\]

Define the step function \( f^\circ : \mathbb{R} \to \mathbb{R} \) by

\[
f^\circ(\xi) = \begin{cases} -a & \text{if } \xi \geq 0, \\ b & \text{if } \xi < 0. \end{cases}
\]

For \( \alpha > 0 \) let

\[
q^\circ_1 = \frac{1}{\alpha} \log \left\{ 1 + a^{-1}b(1 - e^{-\alpha}) \right\} \quad \text{and} \quad q^\circ_2 = \frac{1}{\alpha} \log \left\{ 1 + ab^{-1}(1 - e^{-\alpha}) \right\}.
\]

and define the function \( \bar{p}^\circ \in C(\mathbb{R}, \mathbb{R}) \) by

\[
\bar{p}^\circ(t) = \begin{cases} \frac{b}{\alpha} \left( 1 - e^{-\alpha(t+1)} \right) & \text{for } -q^\circ_2 - 1 \leq t \leq 0, \\ -\frac{a}{\alpha} \left( 1 - e^{-\alpha(t-q^\circ_1)} \right) & \text{for } 0 < t \leq q^\circ_1 + 1. \end{cases}
\]
Fig. 3 Graph of \( \bar{p}^\circ \) defined in (30) with \( \alpha = 1, \alpha = 2 \) and \( b = 1 \)

For \( \alpha = 0 \), \( q_1^\circ \), \( q_2^\circ \) and \( \bar{p} \) are taken to be the pointwise limits of the definitions in (29) and (30) as \( \alpha \downarrow 0 \); specifically,

\[
q_1^\circ = a^{-1}b \quad \text{and} \quad q_2^\circ = ab^{-1},
\]

and

\[
\bar{p}^\circ(t) = \begin{cases} 
-a + b(t + q_2^\circ + 1) & \text{for } -q_2^\circ - 1 < t \leq 0, \\
b - at & \text{for } 0 < t < q_1^\circ + 1.
\end{cases}
\]

Note that our assumption \( a \geq b \) implies that \( q_1^\circ \leq q_2^\circ \). Since \( \bar{p}^\circ(-q_2^\circ - 1) = \bar{p}^\circ(q_1^\circ + 1) \), we can (uniquely) extend the definition of \( \bar{p}^\circ \) to all of \( \mathbb{R} \) so that \( \bar{p}^\circ \) is continuous and periodic with period \( \omega^\circ = q_1^\circ + q_2^\circ + 2 \). See Fig. 3 for a graph of \( \bar{p}^\circ \).

Define

\[
\mathcal{I} = \{ t \in \mathbb{R} : \bar{p}^\circ(t) = 0 \} = \{ -1 + k\omega^\circ, q_1^\circ + k\omega^\circ : k \in \mathbb{Z} \},
\]

\[
\mathcal{J} = \{ t \in \mathbb{R} : \bar{p}^\circ(t - 1) = 0 \} = \{ k\omega^\circ, q_1^\circ + 1 + k\omega^\circ : k \in \mathbb{Z} \}.
\]

Note that \( \mathcal{J} = \{ t + 1 : t \in \mathcal{I} \} \). Then \( \bar{p}^\circ \) is continuously differentiable on \( \mathbb{R} \setminus \mathcal{J} \) and \( \hat{\dot{\bar{p}}}^\circ \) satisfies (for \( \alpha \geq 0 \))

\[
\dot{\bar{p}}^\circ(t) = \begin{cases} 
be^{-\alpha(t+1)} & \text{if } -q_2^\circ - 1 < t < 0, \\
-a e^{-\alpha(t-q_1^\circ)} & \text{if } 0 < t < q_1^\circ + 1.
\end{cases}
\]

We extend the definition of \( \hat{\dot{\bar{p}}}^\circ \) to all of \( \mathbb{R} \) by setting \( \hat{\dot{\bar{p}}}^\circ \) to be right continuous at all \( t \in \mathcal{J} \), so that \( \hat{\dot{\bar{p}}}^\circ \in D(\mathbb{R}, \mathbb{R}) \).

We close this section by stating convergence properties of \( z_1^\beta, z_2^\beta, \omega^\beta, \bar{p}^\beta \) and \( \hat{\dot{\bar{p}}}^\beta(t) \) as \( \beta \to \infty \). For \( \varepsilon > 0 \), let

\[
\mathcal{I}_\varepsilon = \{ t \in \mathbb{R} : d_\mathbb{R}(\mathcal{I}, t) < \varepsilon \},
\]

\[
\mathcal{J}_\varepsilon = \{ t \in \mathbb{R} : d_\mathbb{R}(\mathcal{J}, t) < \varepsilon \}.
\]

**Proposition 1** [45, Theorem 14 & Corollary 15] Suppose \( \alpha \geq 0 \) and \( f \) satisfies Assumption 1. Then the following limits hold:

\[
\lim_{\beta \to \infty} |z_1^\beta - q_1^\circ| = 0,
\]
By the definition of $h$ fact that to identify the correct limiting object, it is advantageous to instead consider $\beta$ and for all compact $K \subset \mathbb{R}$ and all $\epsilon > 0$,

$$\lim_{\beta \to \infty} \sup_{t \in K} |\bar{p}^\beta(t) - \bar{p}^\circ(t)| = 0,$$

$$\lim_{\beta \to \infty} \sup_{t \in K \setminus J_\epsilon} |\tilde{p}^\beta(t) - \tilde{p}^\circ(t)| = 0.$$

5 Limits of the Extended Characteristic Multipliers

This section is devoted to the proof of Theorem 7, which states that the spectrum of the extended monodromy operator, $\sigma(M_\beta)$, converges to $\{0, \nu_\circ(\lambda)\}$ as $\beta \to \infty$. Recall that we have fixed $\alpha \geq 0$ and $f$ satisfying Assumption 1.

5.1 Convergence of the Measure Appearing in the Extended Variational Equation

In the next section, Sect. 5.2, we analyze limits for solutions to the extended variational equation (11), as $\beta \to \infty$. The term $\beta f'(p^\beta(t - 1))$ appearing on the right hand side of the extended variational equation (11) converges, as $\beta \to \infty$, to zero at all $t \in \mathbb{R} \setminus J$ and to negative infinity at all $t \in J$, where we recall the definition of $J$ in (34). Therefore, in order to identify the correct limiting object, it is advantageous to instead consider $\beta f'(p^\beta(t - 1))dt$ as a (signed) measure on $\mathbb{R}$. In this section we prove convergence properties for the measure $\beta f'(p^\beta(t - 1))dt$ as $\beta \to \infty$.

To this end, we first make some useful observations. Recall the assumptions stated at the beginning of Sect. 4 and the definitions of $f^\circ, q_1^\circ, q_2^\circ, p^\circ$ and $I$ in (28)–(33). For each $\beta > \beta_0$ define the function $h^\beta : \mathbb{R} \to \mathbb{R}$ by

$$h^\beta(t) = f(p^\beta(t)), \quad t \in \mathbb{R}. \quad (43)$$

Define $h^\circ \in D(\mathbb{R}, \mathbb{R})$ to be periodic with period $\omega^\circ$ and satisfy

$$h^\circ(t) = \begin{cases} -a, & t \in [-1, q_1^\circ), \\ b, & t \in [q_1^\circ, q_1^\circ + q_2^\circ + 1). \end{cases} \quad (44)$$

Then $h^\circ$ satisfies $h^\circ(t) = f^\circ(\bar{p}^\circ(t))$ for all $t \in \mathbb{R} \setminus I$ and, in view of Proposition 1 and the fact that $f$ is bounded by part 2 of Assumption 1,

$$h^\beta \text{ converges to } h^\circ \text{ uniformly on compact intervals contained in } \mathbb{R} \setminus I \text{ as } \beta \to \infty. \quad (45)$$

By the definition of $h^\beta$ in (43), the chain rule and the definition of $\tilde{p}^\beta$ in (27), we have

$$\beta f'(p^\beta(t))dt = (\tilde{p}^\beta(t))^{-1}dh^\beta(t), \quad t \notin \{s \in \mathbb{R} : \tilde{p}^\beta(s) = 0\}. \quad (46)$$

For $\epsilon > 0$ and $N < \infty$, recall the definitions of $I_\epsilon$ and $L^\infty_{N, I_\epsilon}(\mathbb{R})$ in (36) and (15), respectively.

In the next proposition we prove convergence properties for the measure $\beta f'(p^\beta(t))dt$, as $\beta \to \infty$. In particular, the result implies that $\beta f'(p^\beta(t))dt$ converges to $(\tilde{p}^\circ(t))^{-1}dh^\circ(t)$ in the weak-* topology, as $\beta \to \infty$ (see Remark 8 following the proposition).
Proposition 2 For all $-\infty < t_0 < t_1 < \infty$,
\[ \sup_{\beta > \beta_0} \int_{t_0}^{t_1} |f'(p_\beta(t))| \, dt < \infty, \]
and for all $N < \infty$ and $\varepsilon \in (0, q_1^o/2)$,
\[ \lim_{\beta \to \infty} \sup_{g \in L^1_N\chi I(\mathbb{R})} \left\{ \left| \int_{t_0}^{t_1} g(t)\beta f'(p_\beta(t)) \, dt - \int_{t_0}^{t_1} g(t)(\hat{p}_\beta(t))^{-1} \, dh^\infty(t) \right| \right\} = 0. \]

Remark 8 For $\beta > \beta_0$ let $\mu^\beta \in \mathcal{M}(\mathbb{R})$ denote the measure defined by
\[ \mu^\beta((t_0, t_1)) = \int_{t_0}^{t_1} \beta f'(p_\beta(t)) \, dt, \quad -\infty < t_0 < t_1 < \infty, \]
and let $\mu^o \in \mathcal{M}(\mathbb{R})$ denote the measure defined by
\[ \mu^o((t_0, t_1)) = \int_{t_0}^{t_1} (\hat{p}^o(t))^{-1} \, dh^o(t), \quad -\infty < t_0 < t_1 < \infty. \]
Given any Lipschitz continuous $g \in C_c(\mathbb{R}, \mathbb{R})$, let $N < \infty$ be its Lipschitz constant and choose $t_0 < t_1$ such that the support of $g$ is contained in $[t_0, t_1]$. Then Proposition 2 implies that
\[ \lim_{\beta \to \infty} \int_{\mathbb{R}} g(t) \, d\mu^\beta(t) = \int_{\mathbb{R}} g(t) \, d\mu^o(t). \]
The limit (49) can be readily extended to all $g \in C_c(\mathbb{R}, \mathbb{R})$; however this result is not needed here, so we omit the proof. In particular, $\mu^\beta$ converges to $\mu^o$ in the weak-* topology on $\mathcal{M}(\mathbb{R})$ as $\beta \to \infty$.

In addition, by the equation for $\hat{p}$ in (35) and the definition of $h^o$ in (44), given a Borel set $A$ of $\mathbb{R}$,
\[ \mu^o(A) = -(1 + ab^{-1}) \sum_{k \in \mathbb{Z}} \delta_{-1 + k o^o}(A) - (1 + a^{-1}b) \sum_{k \in \mathbb{Z}} \delta_{q_1^o + k o^o}(A), \]
where, for $t \in \mathbb{R}$, $\delta_t(\cdot)$ is the Dirac delta measure at $t$ defined by $\delta_t(A) = 1$ if $t \in A$ and $\delta_t(A) = 0$ otherwise.

The remainder of this section is devoted to the proof of Proposition 2. We first analyze the limit (48) for $[t_0, t_1] \subset \mathbb{R}\setminus\mathcal{I}$ and $[t_0, t_1] \subset \mathcal{I}_c$ separately, where $\mathcal{I}$ and $\mathcal{I}_c$ are respectively defined in (33) and (36). In the next lemma we consider compact intervals that are contained in $\mathbb{R}\setminus\mathcal{I}$.

Lemma 2 Let $-\infty < t_0 < t_1 < \infty$ be such that $[t_0, t_1] \cap \mathcal{I} = \emptyset$. Then
\[ \lim_{\beta \to \infty} \int_{t_0}^{t_1} |\beta f'(p_\beta(t))| \, dt = 0. \]

Proof Since $[t_0, t_1] \cap \mathcal{I} = \emptyset$, it follows from definition for $p^o$ in (29)–(32) that $c = \inf_{t \in [t_0, t_1]} |\hat{p}_\beta(t)| > 0$. Along with the convergence shown in Proposition 1, this implies that for all $\beta$ sufficiently large,
\[ \inf_{t \in [t_0, t_1]} |\hat{p}_\beta(t)| \geq \frac{c}{2}. \]
In view of the definition of $\tilde{p}^\beta$ in (27), the lower bound on $\tilde{p}^\beta$ in (51), and the super-linear decay of $f'$ in condition 3 of Assumption 1, we have
\[
\lim_{\beta \to \infty} \sup_{t \in [t_0,t_1]} |\beta f'(p^\beta(t))| = \lim_{\beta \to \infty} \sup_{t \in [t_0,t_1]} |\beta f'(\beta \tilde{p}^\beta(t))| = 0.
\]
This completes the proof of the lemma.

In the next two lemmas we consider intervals that are contained in $\mathcal{I}_\varepsilon$. We will use the fact that by the equation for $\tilde{p}^\beta$ in (35) and the periodicity of $\tilde{p}^\beta$, given $k \in \mathbb{Z}$,
\[
\inf_{t \in [-1+k\omega^\delta-q_i^*/2,-1+k\omega^\delta+q_i^*/2]} |\tilde{p}^\beta(t)| = be^{-aq_i^*/2}, \tag{52}
\]
\[
\inf_{t \in [q_i^*/2+k\omega^\delta,3q_i^*/2+k\omega^\delta]} |\tilde{p}^\beta(t)| = ae^{-aq_i^*/2}, \tag{53}
\]
and so, by the convergence of $\tilde{p}^\beta$ stated in (42), there exists $\beta(k)^* \geq \beta_0$ such that for all $\beta > \beta(k)^*$,
\[
\inf_{t \in [-1+k\omega^\delta-q_i^*/2,-1+k\omega^\delta+q_i^*/2]} |\tilde{p}^\beta(t)| \geq \frac{1}{2} be^{-aq_i^*/2}, \tag{54}
\]
\[
\inf_{t \in [q_i^*/2+k\omega^\delta,3q_i^*/2+k\omega^\delta]} |\tilde{p}^\beta(t)| \geq \frac{1}{2} ae^{-aq_i^*/2}. \tag{55}
\]

**Lemma 3** Suppose $\varepsilon \in (0, q_i^* / 2)$. Then for any $k \in \mathbb{Z}$,
\[
\lim_{\beta \to \infty} \int_{-1+k\omega^\delta}^{+\varepsilon} -1+k\omega^\delta \beta f'(p^\beta(t)) dt - \int_{-1+k\omega^\delta}^{+\varepsilon} (\tilde{p}^\beta(t))^{-1} dh^\delta(t) = 0, \tag{56}
\]
\[
\lim_{\beta \to \infty} \int_{q_i^*/2+k\omega^\delta}^{+\varepsilon} q_i^*/2+k\omega^\delta \beta f'(p^\beta(t)) dt - \int_{q_i^*/2+k\omega^\delta}^{+\varepsilon} (\tilde{p}^\beta(t))^{-1} dh^\delta(t) = 0. \tag{57}
\]

**Proof** Fix $k \in \mathbb{Z}$. We first consider the limit in (56). By the relation in Eq. (46) and the definition of $h^\delta$ in (44), for $\beta > \beta(k)^*$,
\[
\int_{-1+k\omega^\delta}^{+\varepsilon} -1+k\omega^\delta \beta f'(p^\beta(t)) dt - \int_{-1+k\omega^\delta}^{+\varepsilon} (\tilde{p}^\beta(t))^{-1} dh^\delta(t)
\]
\[
= \int_{-1+k\omega^\delta}^{+\varepsilon} (\tilde{p}^\beta(t))^{-1} dh^\delta(t) - \int_{-1+k\omega^\delta}^{+\varepsilon} (\tilde{p}^\beta(t))^{-1} dh^\delta(t) = 0. \tag{58}
\]
Then, using the equality in (58), the lower bound for $\tilde{p}^\beta$ in (54) and the respective definitions for $h^\beta$ and $h^\delta$ in (43) and (44), we obtain the following inequality
\[
\int_{-1+k\omega^\delta}^{+\varepsilon} -1+k\omega^\delta \beta f'(p^\beta(t)) dt - \int_{-1+k\omega^\delta}^{+\varepsilon} (\tilde{p}^\beta(t))^{-1} dh^\delta(t)
\]
\[
\leq \frac{2e^{aq_i^*/2}}{b} \left| \int_{-1+k\omega^\delta}^{+\varepsilon} dh^\beta(t) - \int_{-1+k\omega^\delta}^{+\varepsilon} dh^\delta(t) \right|. \tag{59}
\]
Therefore, by the convergence of $h^\beta$ stated in (45) and the definition of $\mathcal{I}$ in (33), taking limits as $\beta \to \infty$ on both sides of inequality (59), yields
\[
\lim_{\beta \to \infty} \int_{-1+k\omega^\delta}^{+\varepsilon} -1+k\omega^\delta \beta f'(p^\beta(t)) dt - \int_{-1+k\omega^\delta}^{+\varepsilon} (\tilde{p}^\beta(t))^{-1} dh^\delta(t) = 0. \tag{60}
\]
Next, by the definition of \( h^\circ \) in (44),
\[
\left| \int_{-1+k\omega^\circ - \varepsilon}^{-1+k\omega^\circ + \varepsilon} \left[ (\hat{p}^\beta(t))^{-1} - (\hat{p}^{\circ}(t))^{-1} \right] dh^\circ(t) \right| = (1 + ab^{-1}) \left| \frac{1}{\hat{p}^\beta(-1 + k\omega^\circ)} - \frac{1}{\hat{p}^{\circ}(-1 + k\omega^\circ)} \right|. \tag{61}
\]

Thus, by the respective lower bounds for \( \hat{p}^{\circ} \) and \( \hat{p}^\beta \) in Eqs. (52) and (54), and the convergence of \( \hat{p}^\beta \) shown in the limit (42), taking limits as \( \beta \to \infty \) on both sides of Eq. (61), we obtain
\[
\lim_{\beta \to \infty} \left| \int_{-1+k\omega^\circ - \varepsilon}^{-1+k\omega^\circ + \varepsilon} \left[ (\hat{p}^\beta(t))^{-1} - (\hat{p}^{\circ}(t))^{-1} \right] dh^\circ(t) \right| = 0. \tag{62}
\]

Together the limits (60) and (62) imply the limit in (56). The proof of the limit in (57) follows an analogous argument, but uses Eqs. (53) and (55) in place of (52) and (54), respectively. To avoid repetition, we omit the details. \( \square \)

**Lemma 4** Let \( N < \infty \) and \( \varepsilon \in (0, q_1^\circ / 2) \). Then, for all \( k \in \mathbb{Z} \),
\[
\lim_{\beta \to \infty} \sup_{g \in L^\infty_{N,I_e}(\mathbb{R})} \left| \int_{-1+k\omega^\circ - \varepsilon}^{-1+k\omega^\circ + \varepsilon} g(t)\beta f'(p^\beta(t))dt \right. \left. - \int_{-1+k\omega^\circ - \varepsilon}^{-1+k\omega^\circ + \varepsilon} g(t)(\hat{p}^\beta(t))^{-1}dh^\circ(t) \right| = 0, \tag{63}
\]
\[
\lim_{\beta \to \infty} \sup_{g \in L^\infty_{N,I_e}(\mathbb{R})} \left| \int_{q_1^\circ + k\omega^\circ - \varepsilon}^{q_1^\circ + k\omega^\circ + \varepsilon} g(t)\beta f'(p^\beta(t))dt \right. \left. - \int_{q_1^\circ + k\omega^\circ - \varepsilon}^{q_1^\circ + k\omega^\circ + \varepsilon} g(t)(\hat{p}^\beta(t))^{-1}dh^\circ(t) \right| = 0. \tag{64}
\]

**Proof** Fix \( k \in \mathbb{Z} \). We first consider the limit in (63). Given \( g \in L^\infty_{N,I_e}(\mathbb{R}) \), we have
\[
\int_{-1+k\omega^\circ - \varepsilon}^{-1+k\omega^\circ + \varepsilon} g(t)\beta f'(p^\beta(t))dt = g(-1 + k\omega^\circ) \int_{-1+k\omega^\circ - \varepsilon}^{-1+k\omega^\circ + \varepsilon} \beta f'(p^\beta(t))dt + \int_{-1+k\omega^\circ - \varepsilon}^{-1+k\omega^\circ + \varepsilon} (g(t) - g(-1 + k\omega^\circ))\beta f'(p^\beta(t))dt,
\]
so in view of the convergence shown in Lemma 3, it suffices to show that
\[
\lim_{\beta \to \infty} \sup_{g \in L^\infty_{N,I_e}(\mathbb{R})} \left| \int_{-1+k\omega^\circ - \varepsilon}^{-1+k\omega^\circ + \varepsilon} (g(t) - g(-1 + k\omega^\circ))\beta f'(p^\beta(t))dt \right| = 0. \tag{65}
\]

Let \( \delta \in (0, 1) \). In view of the definitions of \( I_e \) and \( L^\infty_{N,I_e}(\mathbb{R}) \) in (36) and (15), respectively, we can choose \( \eta \in (0, \varepsilon) \) sufficiently small so that
\[
\sup_{g \in L^\infty_{N,I_e}(\mathbb{R})} |g(t) - g(-1 + k\omega^\circ)| < \frac{be^{-\omega q_1^\circ / 2}}{2(a + b)} \delta, \quad t \in (-1 + k\omega^\circ - \eta, -1 + k\omega^\circ + \eta). \tag{66}
\]
Then by upper bound in (65), the limit established in Lemma 2 and the definition of $I$ in (33),

$$
\lim_{\beta \to \infty} \sup_{g \in L_{\mathcal{N}, I, e}(\mathbb{R})} \left| \int_{-1+k\omega^{\circ}+\epsilon}^{1+k\omega^{\circ}+\epsilon} (g(t) - g(-1+k\omega^{\circ}))\beta f'(\beta(t))dt \right| = \lim_{\beta \to \infty} \sup_{g \in L_{\mathcal{N}, I, e}(\mathbb{R})} \left| \int_{-1+k\omega^{\circ}+\eta}^{1+k\omega^{\circ}-\eta} (g(t) - g(-1+k\omega^{\circ}))\beta f'(\beta(t))dt \right|. \quad (67)
$$

By the respective definitions of $h^{\beta}$ and $h^{\circ}$ in (43) and (44), the upper bound in (66) and the lower bound for $\dot{\bar{\omega}}$ in (54), for all $\beta > \beta(k)$,

$$
\sup_{g \in L_{\mathcal{N}, I, e}(\mathbb{R})} \left| \int_{-1+k\omega^{\circ}+\eta}^{1+k\omega^{\circ}-\eta} (g(t) - g(-1+k\omega^{\circ}))\beta(\beta(t))^{-1}d\beta(t) \right| < \frac{\delta}{a+b} \lim_{\beta \to \infty} \left| f(\beta \beta(-1+k\omega^{\circ}+\eta)) - f(\beta \beta(-1+k\omega^{\circ}-\eta)) \right|. \quad (68)
$$

Using the limit in (67) and the upper bound in (68), the convergence of $\dot{\bar{\omega}}$ shown in Proposition 1, the definition of $\dot{\bar{\omega}}$ given in (30) and (32), and the limits for $f$ stated in part 2 of Assumption 1, we see that

$$
\lim_{\beta \to \infty} \sup_{g \in L_{\mathcal{N}, I, e}(\mathbb{R})} \left| \int_{-1+k\omega^{\circ}+\epsilon}^{1+k\omega^{\circ}+\epsilon} (g(t) - g(-1+k\omega^{\circ}))\beta(\beta(t))^{-1}d\beta(t) \right| < \delta.
$$

Since $\delta \in (0, 1)$ was arbitrary, this proves the limit in (65) holds, and so the limit in (63) also holds. The proof of the limit in (64) follows an analogous argument, but uses inequality (55) in place of inequality (54). To avoid repetition, we omit the details.

We now use Lemmas 2 and 4 to prove Proposition 2.

**Proof of Proposition 2** Fix $-\infty < t_0 < t_1 < \infty$. We first prove the bound in (47). Define

$$
k_0 = \max\{k \in \mathbb{Z} : -1 + k\omega^{\circ} - q_1^{\circ}/2 \leq t_0\}, \quad (69)
$$

$$
k_1 = \min\{k \in \mathbb{Z} : q_1^{\circ} + k\omega^{\circ} + q_1^{\circ}/2 \geq t_1\}. \quad (70)
$$

For $k \in \{k_0, \ldots, k_1\}$, let $\beta^{(k)} \geq \beta_0$ be sufficiently large so that the uniform lower bounds on $\dot{\bar{\omega}}$ in inequalities (54) and (55) hold for all $\beta > \beta^{(k)}$. Then, for $\beta > \max\{\beta^{(k)} : k = k_0, \ldots, k_1\}$,

$$
\beta \int_{t_0}^{t_1} \left| f'(\beta(t)) \right| dt \leq \beta \int_{-1+k\omega^{\circ}+q_1^{\circ}/2}^{1+k\omega^{\circ}+q_1^{\circ}/2} \left| f'(\beta(t)) \right| dt
$$

$$
\leq \sum_{k=k_0}^{k_1} \int_{-1+k\omega^{\circ}+q_1^{\circ}/2}^{1+k\omega^{\circ}+q_1^{\circ}/2} \beta \left| f'(\beta(t)) \beta(t) \right| dt
$$

$$
+ \sum_{k=k_0}^{k_1} \beta \int_{-1+k\omega^{\circ}+q_1^{\circ}/2}^{1+k\omega^{\circ}+q_1^{\circ}/2} \left| f'(\beta(t)) \right| dt
$$

 Springer
In view of the lower bound for \( \hat{p}^\beta \) in inequality (54), we see that \( p^\beta \) is monotone on the intervals \([-1 + k\omega + q_1^\circ / 2, -1 + k\omega + q_1^\circ / 2]\) and \([q_1^\circ + k\omega - q_1^\circ / 2, q_1^\circ + k\omega + q_1^\circ / 2]\). Along with the fact that \( f' \in L^1(\mathbb{R}) \) by part 3 of Assumption 1, this implies
\[
\int_{-1 + k\omega + q_1^\circ / 2}^{1 + k\omega + q_1^\circ / 2} \beta \left| f'(p^\beta(t)) \right| dt \leq \frac{2 e^{a q_1^\circ / 2}}{b} \left\| f' \right\|_{L^1(\mathbb{R})}.
\]
and
\[
\int_{q_1^\circ + k\omega - q_1^\circ / 2}^{q_1^\circ + k\omega + q_1^\circ / 2} \beta \left| f'(p^\beta(t)) \right| dt \leq \frac{2 e^{a q_1^\circ / 2}}{a} \left\| f' \right\|_{L^1(\mathbb{R})}.
\]
By Lemma 2, for each \( k = k_0, \ldots, k_1 \),
\[
\lim_{\beta \to \infty} \beta \int_{-1 + k\omega + q_1^\circ / 2}^{1 + k\omega + q_1^\circ / 2} \left| f'(p^\beta(t)) \right| dt = 0.
\]
Combining inequalities (71)–(73), the limit (74) and using the assumption \( a \geq b \) yields
\[
\lim_{\beta \to \infty} \sup_{t_0} \beta \int_{t_0}^{t_1} \left| f'(p^\beta(t)) \right| dt \leq \frac{4 e^{a q_1^\circ / 2}}{b} (k_1 - k_0 + 1) \left\| f' \right\|_{L^1(\mathbb{R})}.
\]
This proves the bound in (47). Next we show that the limit in (48) holds. Let \( N < \infty \) and \( \varepsilon \in (0, q_1^\circ / 2) \). First recall that \( \hat{h}^\omega \) is piecewise constant and its discontinuities are contained in the set \( \mathcal{I} \), and so, for each \( k = k_0, \ldots, k_1 \),
\[
\int_{-1 + k\omega + \varepsilon}^{1 + k\omega - \varepsilon} g(t)(\hat{p}^\omega(t))^{-1} dh^\omega(t) = \int_{q_1^\circ + k\omega + \varepsilon}^{q_1^\circ + k\omega - \varepsilon} g(t)(\hat{p}^\omega(t))^{-1} dh^\omega(t) = 0.
\]
Thus, using the respective definitions for \( k_0 \) and \( k_1 \) in (69) and (70), and the definition of \( L^\infty_{N, I}(\mathbb{R}) \) in (15) with \( \mathbb{I} = I_r \), we have
\[
\sup_{g \in L^\infty_{N, I}(\mathbb{R})} \left| \int_{t_0}^{t_1} g(t) \beta f'(p^\beta(t)) dt - \int_{t_0}^{t_1} g(t)(\hat{p}^\omega(t))^{-1} dh^\omega(t) \right|
\]
\[
\leq \sum_{k=k_0}^{k_1} \sup_{g \in L^\infty_{N, I}(\mathbb{R})} \left| \int_{-1 + k\omega + \varepsilon}^{-1 + k\omega - \varepsilon} g(t) dh^\beta(t) - \int_{-1 + k\omega - \varepsilon}^{-1 + k\omega + \varepsilon} g(t)(\hat{p}^\omega(t))^{-1} dh^\omega(t) \right|
\]
\[
+ \sum_{k=k_0}^{k_1} \sup_{g \in L^\infty_{N, I}(\mathbb{R})} \left| \int_{q_1^\circ + k\omega - \varepsilon}^{q_1^\circ + k\omega + \varepsilon} g(t) dh^\beta(t) - \int_{q_1^\circ + k\omega - \varepsilon}^{q_1^\circ + k\omega + \varepsilon} g(t)(\hat{p}^\omega(t))^{-1} dh^\omega(t) \right|
\]
\[
+ C \sum_{k=k_0}^{k_1} \int_{-1 + k\omega + \varepsilon}^{-1 + k\omega - \varepsilon} \left| \beta f'(p^\beta(t)) \right| dt + C \sum_{k=k_0}^{k_1} \int_{q_1^\circ + k\omega - \varepsilon}^{q_1^\circ + k\omega + \varepsilon} \left| \beta f'(p^\beta(t)) \right| dt.
\]
5.2 Convergence of the Extended Monodromy Operators

In this section we prove convergence of extended monodromy operators. Since the eigenvalues of the extended monodromy operator are invariant under time translations of the SOPS, it will be advantageous for us to consider a family of time-dependent extended monodromy operators described as follows. Given $\beta > \beta_0$ let $p^\beta \in C(\mathbb{R}, \mathbb{R})$ denote the SOPS with period $\omega^\beta$ that satisfy the relations in (26). For $\lambda \in \mathbb{C}$, $s \in \mathbb{R}$ and $\psi \in C(\mathbb{C})$, let $y^\beta = y^\beta(\lambda, s, \psi) \in C((s-1, \infty), \mathbb{C})$ denote the unique function that is continuously differentiable on $(s, \infty)$, satisfies the extended variational equation (11) for all $t > s$ and has initial condition $y^\beta_s = \psi$. Let $\{U^\beta_\lambda\} = \{U^\beta_\lambda(s), \lambda \in \mathbb{C}, s \in \mathbb{R}\}$ be the family of extended monodromy operators associated with $p^\beta$ defined, for each $\lambda \in \mathbb{C}$ and $s \in \mathbb{R}$, by

$$U^\beta_\lambda(s)\psi = y_{s+\omega^\beta}(\lambda, s, \psi), \quad \psi \in C(\mathbb{C}).$$

Then, as remarked on in Sect. 2, $U^\beta_\lambda(s) \in B_0(C(\mathbb{C}))$ and the spectrum of $U^\beta_\lambda(s)$ is independent of $s \in \mathbb{R}$. In addition, when $s = 0$, the operator $U^\beta_\lambda(0)$ coincides with the monodromy operator $M_\lambda$ defined in (19) for fixed $\beta > \beta_0$. Therefore, for fixed $\beta > \beta_0$, $\sigma(M_\lambda) = \sigma(U^\beta_\lambda(s))$ for all $s \in \mathbb{R}$.

Next, we define a family of limiting extended monodromy operators, which we denote by $\{U^\beta_\lambda\} = \{U^\beta_\lambda(s), \lambda \in \mathbb{C}, s \in \mathbb{R}\}$, associated with the limiting SOPS $\hat{p}^\circ$. In order to define the limiting extended monodromy operator, we first define a limiting extended variational equation. In the previous section, Sect. 5.1, we showed that $\beta f^\prime(p(t))dt$ converges to $(\hat{p}^\circ(t))^{-1}dh^\circ(t)$ in the weak-* topology as $\beta \to \infty$. We define the limiting extended variational equation to be the formal limit of the extended variational equation (11) as $\beta \to \infty$ with $(\hat{p}^\circ(t))^{-1}dh^\circ(t)$ serving as the formal limit of $\beta f^\prime(p(t))dt$. In particular, for $\lambda \in \mathbb{C}$, the limiting extended variational equation is given by

$$dy^\circ(t) = -\alpha y^\circ(t)dt + \lambda y^\circ(t-1)(\hat{p}^\circ(t-1))^{-1}dh^\circ(t-1).$$

(77)

Recall the definitions of $D(\mathbb{C})$ and $D((s-1, \infty), \mathbb{C})$ given in Sect. 1.5.2. For $\lambda \in \mathbb{C}$, $s \in \mathbb{R}$ and $\psi \in D(\mathbb{C})$ we say $y^\circ \in D((s-1, \infty), \mathbb{C})$ is a solution of the limiting extended variational equation (77) on $(s-1, \infty)$ with initial condition $\psi$ if $y^\circ_s = \psi$ and

$$y^\circ(t) = \psi(0) - \alpha \int_s^t y^\circ(u)du + \lambda \int_{s-1}^{t-1} y^\circ(u)(\hat{p}^\circ(u))^{-1}dh^\circ(u), \quad t > s.$$  

(78)

**Lemma 5** Let $\lambda \in \mathbb{C}$, $s \in \mathbb{R}$ and $\psi \in D(\mathbb{C})$ be given. Then $y^\circ \in D((s-1, \infty), \mathbb{C})$ satisfies $y^\circ_s = \psi$ and (78) if and only if $y^\circ = \psi$ and the following holds:

$$y^\circ(t) = e^{-\alpha(t-s)} y^\circ(s) + \lambda \int_{s-1}^{t-1} e^{-\alpha(t-1-u)} y^\circ(u)(\hat{p}^\circ(u))^{-1}dh^\circ(u), \quad t > s.$$  

(79)

Consequently, there exists a unique solution of the limiting extended variational equation (77) on $(s-1, \infty)$ with initial condition $\psi$, which we denote by $y^\circ(\lambda, s, \psi)$.

**Remark 9** It follows from Eq. (79) for $y^\circ$, the definition of $h^\circ$ in (44) and Eq. (35) for $\hat{p}^\circ$, that given any $\lambda \in \mathbb{C}$, $s \in \mathbb{R}$ and $\psi \in C(\mathbb{C})$, the function $y^\circ(\lambda, s, \psi)$ is continuous on $(s-1, \infty) \setminus \mathcal{J}$, where $\mathcal{J}$ is the set defined in (34).
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Section.

Also, define the continuous function $t_k$ step. Therefore, by the principle of mathematical induction the fact that $h_0$ is constant on $(t_k - 1, t_{k+1} - 1)$ for all $k \in \mathbb{N}$ and $t_k \to \infty$ as $k \to \infty$. We use the principle of mathematical induction to show that $y_0$ satisfies (79) for all $t \in (s, t_k)$, for $k \in \mathbb{N} \cup \{0\}$. The base case $k = 0$ trivially holds. Now let $k \in \mathbb{N}$ and suppose the following induction hypothesis holds: $y_0$ satisfies (79) for all $t \in (s, t_k)$. By (78) and the fact that $h_0$ is constant on $(t_k - 1, t_{k+1} - 1)$, we have

$$y_0(t) = y_0(t_k)e^{-\alpha(t-t_k)}, \quad t \in (t_k, t_{k+1}).$$

Furthermore, again using (78) and the fact that $h_0$ is constant on $(t_k - 1, t_{k+1} - 1)$, we see that

$$y_0(t_{k+1}) = y_0(t_k) + \int_{t_k}^{t_{k+1}} e^{-\alpha(t-u)} h_0(u)(\tilde{p}_0(u) - p_0(u)) - \alpha y_0(u) - \int_{t_k}^{t_{k+1}} e^{-\alpha(t-u)} y_0(u)(\tilde{p}_0(u) - p_0(u)) - \alpha y_0(u) d\lambda(u).$$

Therefore, by the induction hypothesis and the fact that $h_0$ is constant on $(t_k - 1, t_{k+1} - 1)$,

$$y_0(t) = e^{-\alpha(t-s)} y_0(s) + \int_{t}^{t_{k+1}} e^{-\alpha(t-u)} y_0(u)(\tilde{p}_0(u) - p_0(u)) - \alpha y_0(u) d\lambda(u),$$

for all $t \in (t_k, t_{k+1})$. In particular, $y_0$ satisfies (79) on $(s, t_{k+1})$. This completes the induction step. Therefore, by the principle of mathematical induction, the fact that $t_k \to \infty$ as $k \to \infty$, $y_0$ satisfies (79). To complete the proof, a similar argument can be used to show that if $y_0$ satisfies (79) then $y_0$ also satisfies (78). To avoid repetition, we omit the details. \[ \square \]

For $\lambda \in \mathbb{C}$ and $s \in \mathbb{R}$ define $U_0^\omega(s) \in B(D(\mathbb{C}))$ by

$$U_0^\omega(s)\psi = y_0(s+\omega)(\lambda, s, \psi), \quad \psi \in D(\mathbb{C}).$$

The following is the main convergence result of this section.

### Proposition 3

Let $s \in (-q_0^\omega, 0)$ and $K$ be a compact set in $\mathbb{C}$. Then

$$\lim_{\beta \to -\infty} \sup_{\lambda \in K} \|U_0^\beta(s) - U_0^\omega(s)\| = 0.$$

The remainder of this section is devoted to the proof of Proposition 3. Our first step is to explicitly construct solutions of the limiting variational equation (77), which yields an explicit form of the limiting extended monodromy operator. To this end, define $F : (-q_0^2, 0) \times \mathbb{C} \to \mathbb{C}$ by

$$F(s, \lambda, z_1, z_2) = -\left[ z_1 - \lambda z_2 (1 + ab^{-1})e^{-\alpha s} \right] \frac{\lambda - q_0^1}{1 - q_0^2} e^{-\alpha(q_0^2 + 1)}. \quad (81)$$

Also, define the continuous function $Q : \mathbb{C} \to [2, \infty)$ by

$$Q(\lambda) = \left[ 1 + |\lambda| (1 + ab^{-1}) \right] \left[ 1 + |\lambda| (1 + a^{-1}b) \right]. \quad (82)$$

Observe that $F$ and $Q$ also depend on $\alpha \geq 0$ and $a, b > 0$, which are fixed throughout this section.

### Lemma 6

For $\lambda \in \mathbb{C}$, $s \in (-q_0^\omega, 0)$ and $\psi \in C(\mathbb{C})$, the solution $y_0(\lambda, s, \psi)$ of the limiting extended variational equation (78) with initial condition $\psi$ is continuously differentiable on $(0, q_0^0 + 1) \cup (q_0^0 + 1, \omega^0)$,

$$\sup_{t \in [s, \omega^0 - \varepsilon]} \|y_0(t; \lambda, s, \psi)\| \leq \|\psi\|_{[-1,0]} Q(\lambda) \quad \text{for} \quad \varepsilon \in (0, \omega^0). \quad (83)$$
and its derivative satisfies
\[
\left| \frac{dy^\circ(t; \lambda, s, \psi)}{dt} \right| \leq \|\psi\|_{[-1, 0]} Q(\lambda) \max\{\alpha, 1\}, \quad (84)
\]
for all \( t \in (0, q_1^\circ + 1) \cup (q_1^\circ + 1, \omega^\circ) \). In addition, the associated limiting extended monodromy operator is explicitly given by
\[
\left[ U^\circ_\lambda(s) \psi \right](\theta) = F(s, \lambda, \psi(0), \psi(-1 - s))e^{-\alpha \theta}, \quad \theta \in [-1, 0]. \quad (85)
\]
Consequently, the restriction of \( U^\circ_\lambda(s) \) to \( C(\mathbb{C}) \) is a compact linear operator from \( C(\mathbb{C}) \) to \( C(\mathbb{C}) \), i.e., \( U^\circ_\lambda(s)|_{C(\mathbb{C})} \in B_0(C(\mathbb{C})) \), and the spectrum of \( U^\circ_\lambda(s)|_{C(\mathbb{C})} \) is equal to \( \{0, \nu_0(\lambda)\} \).

Furthermore, if \( \lambda \not\in \{\varrho_1, \varrho_2\} \), then \( \nu_0(\lambda) \) is the unique nonzero eigenvalue of \( U^\circ_\lambda(s)|_{C(\mathbb{C})} \), is a simple eigenvalue of \( U^\circ_\lambda(s)|_{C(\mathbb{C})} \), and has corresponding unit eigenfunction \( \psi_0 \in C(\mathbb{C}) \) given by
\[
\psi_0(\theta) = e^{-\alpha(\theta + 1)}, \quad \theta \in [-1, 0]. \quad (86)
\]

**Proof** First observe that by the definitions of \( \varrho_1, \varrho_2 \) in (4) and the definitions of \( q_1^\circ, q_2^\circ \) in (29) and (31), we have
\[
\frac{\lambda - \varrho_2}{1 - \varrho_1} e^{\alpha(q_1^\circ + 1)} = \lambda e^a \left( 1 + \frac{a}{b} \right) - 1, \quad (87)
\]
\[
\frac{\lambda - \varrho_1}{1 - \varrho_2} e^{\alpha(q_2^\circ + 1)} = \lambda e^a \left( 1 + \frac{b}{a} \right) - 1. \quad (88)
\]
Let \( \lambda \in \mathbb{C}, s \in (-q_1^\circ, 0), \psi \in C(\mathbb{C}) \) and \( y^\circ = y^\circ(\lambda, s, \psi) \). By the equation for \( y^\circ \) in (79) and Remark 8 we see that \( y^\circ(t) = \psi(0)e^{-\alpha(t-s)} \) for \( t \in [s, 0) \)
\[
y^\circ(0) = \psi(0)e^{a s} + \lambda y^\circ(-1 - s)\mu^\circ([-1]) = \psi(0)e^{a s} - \lambda \psi(-1 - s)(1 + ab^{-1}), \quad (89)
\]
where we have used the fact that \( q_1^\circ \leq 1, -1 - s \in [-1, 0] \) and the definition of \( h^\circ \) in (44). Continuing, we have \( y^\circ(t) = y^\circ(0)e^{-\alpha t} \) for \( t \in [0, q_1^\circ + 1) \) and
\[
y^\circ(q_1^\circ + 1) = y^\circ(0)e^{-\alpha (q_1^\circ + 1)} - \lambda y^\circ(0)e^{-\alpha q_1^\circ}(1 + a^{-1}b) = -y^\circ(0)\frac{\lambda - \varrho_1}{1 - \varrho_2}, \quad (90)
\]
where we have used the definition of \( h^\circ \) in (44) and the identity in (88). Next,
\[
y^\circ(t) = -y^\circ(0)\frac{\lambda - \varrho_1}{1 - \varrho_2} e^{-\alpha(t-q_1^\circ-1)}, \quad t \in [q_1^\circ + 1, \omega^\circ). \quad (91)
\]
Along with the expression for \( y^\circ(0) \) in Eq. (89) this proves that Eq. (85) for \( U^\circ_\lambda(s) \psi \) holds, which immediately implies that \( U^\circ_\lambda(s)|_{C(\mathbb{C})} \in B_0(C(\mathbb{C})) \). In addition, it follows that \( y^\circ \) is continuously differentiable on \( (0, q_1^\circ + 1) \cup (q_1^\circ + 1, \omega^\circ) \) with derivative bounded by \( \|\psi\|_{[-1, 0]} Q(\lambda) \max\{\alpha, 1\} \), and the bound in (83) holds. Now suppose \( \mu \) is a nonzero eigenvalue of \( U^\circ_\lambda(s)|_{C(\mathbb{C})} \). Let \( \psi \in C(\mathbb{C}) \) be a corresponding eigenfunction. Using the equation for \( U^\circ_\lambda(s) \psi \) in (85) we obtain
\[
\mu \psi(\theta) = F(s, \lambda, \psi(0), \psi(-1 - s))e^{-\alpha \theta}, \quad \theta \in [-1, 0]. \quad (92)
\]
Therefore, \( \psi(\theta) = ze^{-\alpha \theta}, \theta \in [-1, 0] \), for some constant \( z \in \mathbb{C} \). First, substituting this form of \( \psi \) into Eq. (92), then using the definition of \( F \) in (81), the identity in (87) and the definition of \( \nu_0(\lambda) \) in (5) yields \( \mu = \nu_0(\lambda) \). This proves that \( \nu_0(\lambda) \) is the only nonzero eigenvalue (provided \( \lambda \not\in \{\varrho_1, \varrho_2\} \)) and its associated generalized eigenspace is equal to the span of \( \psi_0 \). Thus, \( \nu_0(\lambda) \) is a simple eigenvalue of \( U^\circ_\lambda(s) \). \( \square \)
Remark 10 Given \( \lambda \in \mathbb{C}, s \in \mathbb{R} \) and \( \psi \in C(\mathbb{C}) \), we let \( y^\beta = y^\beta(\lambda, s, \psi) \in C([s - 1, \infty), \mathbb{C}) \) denote the unique solution of the extended variational equation (11) that satisfies \( y^\beta_q = \psi \). Then \( y^\beta \) satisfies

\[
y^\beta(t) = \psi(0)e^{-a(t-s)} + \lambda \beta \int_{s-1}^{t-1} e^{-a(t-u-1)} f'(p^\beta(u))y^\beta(u)du, \quad t > s.
\] (93)

Lemma 7 Suppose \( s, t \in \mathbb{R}\setminus I \) satisfy \( s \leq t \) and \( K \) is a compact subset of \( \mathbb{C} \). There exists \( R_0 = R_0(s, t, K) < \infty \) such that for any \( \lambda \in K \) and \( \beta > \beta_0 \),

\[
\sup_{u \in [s-1, t]} |y^\beta(u; \lambda, s, \psi)| \leq R_0 \|\psi\|_{[-1,0]}.
\]

Proof Let \( \Lambda_K = \sup\{|\lambda| : \lambda \in K\} < \infty \). It follows from Eq. (93) that for \( \lambda \in K \),

\[
\sup_{u \in [t-1, s]} |y^\beta(u; \lambda, s, \psi)| \leq \|\psi\|_{[-1,0]} \exp \left[ \Lambda_K \beta \int_{s-1}^{t-1} |f'(p^\beta(r))| dr \right].
\]

Then by inequality (47) of Proposition 2, the lemma holds with

\[
R_0(s, t, K) = \exp \left[ \Lambda_K \sup_{\beta > \beta_0} \beta \int_{s-1}^{t-1} |f'(p^\beta(r))| dr \right] < \infty.
\]

\[\square\]

Lemma 8 Let \( \varepsilon \in (0, q_1^\infty/4) \) and \( K \) be a compact set in \( \mathbb{C} \). Then for all \( s \in (-q_1^\infty + 2\varepsilon, -2\varepsilon) \),

\[
\lim_{\beta \to \infty} \sup_{t \in \mathcal{I}_s, \lambda \in K, \psi \in C(\mathbb{C})} \{|y^\beta(t; \lambda, s, \psi) - y^\phi(t; \lambda, s, \psi)| : \|\psi\|_{[-1,0]} \leq 1\} = 0,
\]

where \( \mathcal{I}_s = [s - 1, s + \omega^\phi + 2\varepsilon] \setminus \mathcal{I}_e = [s - 1, -\varepsilon] \cup [\varepsilon, q_1^\infty + 1 - \varepsilon] \cup [q_1^\infty + 1 + \varepsilon, s + \omega^\phi + 2\varepsilon] \).

Proof Let \( s \in (-q_2^\infty + 2\varepsilon, -2\varepsilon) \). Define the positive integer \( m \) and the finite sequence \( \{r_k\}_{k=1}^m \) in \([s, s + \omega^\phi + 2\varepsilon]\) as follows: set \( r_1 = s \) and for \( k \geq 1 \) such that \( r_k < s + \omega^\phi + 2\varepsilon \), recursively define

\[
r_{k+1} = \max \left\{ [r_k + 1/2, r_k + 1] \cap \mathcal{I}_{s,e} \right\}.
\]

If \( r_{k+1} = t + \omega^\phi + 2\varepsilon \) for some \( k \in \mathbb{N} \), set \( m = k + 1 \) and end the sequence. Since \( \varepsilon < q_1^\infty /4 \leq 1/4 \) and \( \mathcal{I}_{s,e} \) is a closed set, it follows that \([r_k + 1/2, r_k + 1] \cap \mathcal{I}_{s,e} \) is nonempty for each \( k = 1, \ldots, m - 1 \), and

\[
r_k \in \mathcal{I}_{s,e}, \quad k = 1, \ldots, m.
\] (94)

Let \( R_0 = R_0(t, t + \omega^\phi + 2\varepsilon, K) \) be as in Lemma 7 and set

\[
\Lambda_K = \sup_{\lambda \in K} Q(\lambda) < \infty,
\]

where \( Q(\lambda) \) is defined in (82) and clearly satisfies \( Q(\lambda) \geq |\lambda| \) for all \( \lambda \in K \). Define

\[
C_1 = 2 + R_0 + \Lambda_K + \Lambda_K \sup_{\beta > \beta_0} \beta \int_{s-1}^{s+\omega^\phi + 2\varepsilon} |f'(p^\beta(u))| du,
\] (95)
where the last term on the right hand side is finite due to the bound in (47) of Proposition 2. Let \( \eta > 0 \) and define
\[
\eta_k = \eta C_1^{-(m-k)}, \quad k = 1, \ldots, m.
\]
By Proposition 1, there is a \( \beta' > \beta_0 \) such that for each \( \beta > \beta' \),
\[
|\omega^\beta - \omega^\circ| < 2\varepsilon.
\]
From Lemma 6 and the fact that \( s + \omega^\circ + 2\varepsilon < \omega^\circ \) we see that for any \( \lambda \in K \) and \( \psi \in C(\mathbb{C}) \) satisfying \( \|\psi\|_{[-1,0]} \leq 1 \), \( y^\circ(\lambda, s, \psi) \) is continuously differentiable on \( (0, q_1^\circ + 1) \cup (q_1^\circ + 1, \infty) \) with derivative bounded by \( \Lambda_K \) max\{\( \alpha, 1 \) and \( y^\circ(\lambda, s, \psi) \) satisfies the uniform bound
\[
\sup_{t \in [s-1,s+\omega^\circ+2\varepsilon]} |y^\circ(t; \lambda, s, \psi)| \leq \Lambda_K.
\]
Consequently, \( y^\circ(\lambda, s, \psi) \) is Lipschitz continuous on \( \mathcal{I}_{s,\varepsilon} \) with Lipschitz constant depending only on \( \alpha, K \) and \( \varepsilon \). Therefore, by Proposition 2 and Lemma 7, and by choosing \( \beta' \) possibly larger, we have, for each \( \beta > \beta' \), \( \lambda \in K \), \( \psi \in C(\mathbb{C}) \) satisfying \( \|\psi\|_{[-1,0]} \leq 1 \), \( k = 2, \ldots, m \) and \( t \in [r_k, r_{k+1}] \cap \mathcal{I}_{s,\varepsilon} \),
\[
\int_{r_k-\varepsilon}^{t-\varepsilon} e^{-\alpha(t-u)} y^\circ(u; \lambda, s, \psi) \beta f'(p^\beta(u)) du
- \int_{r_k-\varepsilon}^{t-\varepsilon} e^{-\alpha(t-u)} y^\circ(u; \lambda, s, \psi) (\hat{\beta}^\circ(u))^{-1} dh^\circ(u) < \frac{\eta_k}{\Lambda_K}.
\]
By Lemma 2 and Proposition 2, and again choosing \( \beta' \) possibly larger, for each \( \beta > \beta' \), we have
\[
\int_{r_k-\varepsilon}^{t-\varepsilon} e^{-\alpha(t-u)} y^\circ(u; \lambda, s, \psi) \beta f'(p^\beta(u)) du < \frac{\eta_k}{\Lambda_K}.
\]
Suppose \( \beta > \beta' \). Let \( \lambda \in K \) and \( \psi \in C(\mathbb{C}) \) be such that \( \|\psi\|_{[-1,0]} \leq 1 \). We use finite induction to prove that for each \( k = 1, \ldots, m, \)
\[
\sup \left\{ \|y^\beta(t; \lambda, s, \psi) - y^\circ(t; \lambda, s, \psi)\| : t \in [s, r_k] \cap \mathcal{I}_{s,\varepsilon} \right\} < \eta_k.
\]
Since \( r_m = s + \omega^\circ + 2\varepsilon \) and \( \eta > 0 \) was arbitrary, this will complete the proof. For notational convenience, throughout the remainder of the proof we write \( y^\beta \) and \( y^\circ \) for \( y^\beta(\lambda, s, \psi) \) and \( y^\circ(\lambda, s, \psi) \), respectively. The base case \( (k = 1) \) holds because \( r_1 = s \) and \( y_s^\beta = y_s^\circ = \psi \) by definition. Next, we prove the induction step. Suppose the bound in (100) holds for some \( k \in \{1, \ldots, m-1\} \). Let \( t \in [r_k, r_{k+1}] \cap \mathcal{I}_{s,\varepsilon} \). The respective equations for \( y^\beta \) and \( y^\circ \) in (93) and (79) imply the following equality
\[
y^\beta(t) - y^\circ(t) = y^\beta(r_k) - y^\circ(r_k)
+ \lambda \int_{r_k}^{t-\varepsilon} 1_{[r_k-1,r_k-1]} \mathcal{J}_u(u) e^{-\alpha(t-u)} (y^\beta(u) - y^\circ(u)) \beta f'(p^\beta(u)) du
+ \lambda \int_{r_k}^{t-\varepsilon} \mathcal{J}_u(u) e^{-\alpha(t-u)} (y^\beta(u) - y^\circ(u)) \beta f'(p^\beta(u)) du
+ \lambda \int_{r_k}^{t-\varepsilon} e^{-\alpha(t-u)} y^\circ(u) \beta f'(p^\beta(u)) du
\]
\[-\lambda \int_{r_{k-1}}^{t-1} e^{-\alpha(t-u)} (\hat{p}^\circ(u))^{-1} y^\circ(u) dh^\circ(u). \tag{101} \]

In view of the inclusion stated in (94) and the induction hypothesis (100), we have
\[|y^\beta(r_k) - y^\circ(r_k)| < \eta_k. \tag{102} \]

Due to the bound $|\lambda| \leq A_K$, the uniform bound on $y^\beta$ established in Lemma 7, the uniform bound for $y^\circ$ in (83), and the bound in (99), it follows that
\[
\left| \lambda \int_{r_{k-1}}^{t-1} 1_{[r_{k-1}, t-1]}(\mathcal{J}_x(u) e^{-\alpha(t-u)} (y^\beta(u) - y^\circ(u)) \beta f'(p^\beta(u)) du \right| \\
\leq A_K \sup_{u \in [r_{k-1}, r_{k+1}-1]} \left( |y^\beta(u)| + |y^\circ(u)| \right) \\
\times \int_{r_{k-1}}^{r_{k+1}-1} 1_{[r_{k-1}, r_{k+1}-1]}(\mathcal{J}_x \beta f'(p^\beta(\tilde{u}))) |d\tilde{u}| \\
\leq \eta_k (R_0 + A_K). \tag{103} \]

Continuing, by the bound $|\lambda| \leq A_K$ and our induction hypothesis (100), we have
\[
\left| \lambda \int_{r_{k-1}}^{t-1} 1_{[r_{k-1}, t-1]}(\mathcal{J}_x(u) e^{-\alpha(t-u)} (y^\beta(u) - y^\circ(u)) \beta f'(p^\beta(u)) du \right| \\
\leq \eta_k A_K \sup_{\beta > \beta'} \int_{r_{k-1}}^{r_{k+1}-1} |f'(p^\beta(u))| du. \tag{104} \]

Then, by the bound in (98) and the bound $|\lambda| \leq A_K$, we see that
\[
\left| \lambda \int_{r_{k-1}}^{t-1} e^{-\alpha(t-u)} y^\circ(u) \beta f'(p^\beta(u)) du \\
- \lambda \int_{r_{k-1}}^{t-1} e^{-\alpha(t-u)} (\hat{p}^\circ(u))^{-1} y^\circ(u) dh^\circ(u) \right| < \eta_k. \tag{105} \]

Using the expression for $y^\beta(t) - y^\circ(t)$ in Eq. (101) along with the inequalities (101)–(105) yields
\[|y^\beta(t) - y^\circ(t)| \leq \eta_k \left( 2 + R_0 + A_K + A_K \sup_{\beta > \beta'} \int_{r_{k-1}}^{r_{k+1}-1} |f'(p^\beta(u))| du \right). \]

Substituting in with the respective definitions for $C_1$ and $\eta_{k+1}$ in (95) and (96), we obtain
\[|y^\beta(t) - y^\circ(t)| \leq \eta_k C_1 \leq \eta_{k+1}. \tag{106} \]

Since the inequality (106) holds for all $t \in [r_k, r_{k+1}]$, it follows that the induction hypothesis (100) holds with $k + 1$ in place of $k$. Then by the principle of mathematical induction, the bound in (100) holds for all $k = 1, \ldots, m$, thus completing the proof. \hfill \Box

We can now prove the main result of this section.

**Proof of Proposition 3** Fix $\eta > 0$. Choose $\varepsilon \in (0, q^\circ_1/2)$ sufficiently small so that $s \in (-q^\circ_1 + \varepsilon, -\varepsilon)$. By Proposition 1 and Lemma 8 there exists $\beta^* > 0$ such that for all $\beta > \beta^*$, the following hold:
\[|\omega^\beta - \omega^\circ| < \min \left( \varepsilon, \frac{\eta}{2 \max(\alpha, 1) \sup_{\lambda \in K} Q(\lambda)} \right). \tag{107} \]
where $Q(\lambda)$ is the continuous function defined in (82), and, for all $\lambda \in K$ and $\psi \in C(\mathbb{C})$ satisfying $\|\psi\|_{[-1,0]} \leq 1$,

$$\sup \{|y^\beta(t; \lambda, s, \psi) - y^\circ(t; \lambda, s, \psi)| : t \in [s + \omega^\circ - 1 - \varepsilon, s + \omega^\circ + \varepsilon]\} < \frac{\eta}{2}, \quad (108)$$

where we have used the fact that $\omega^\circ = q_1^\circ q_2^\circ + 2$ and so $[s + \omega^\circ - 1 - \varepsilon, s + \omega^\circ + \varepsilon] \subset [q_1^\circ + 1 + \varepsilon, s + \omega^\circ + \varepsilon]$. Suppose $\beta > \beta^\dagger$. Let $\lambda \in K$ and $\psi \in C(\mathbb{C})$ be such that $\|\psi\|_{[-1,0]} \leq 1$. By the Lipschitz continuity of $y^\circ(\lambda, s, \psi)$ (see Lemma 6), the fact that $\|\psi\|_{[-1,0]} \leq 1$ and the bound in (107),

$$|y^\circ(s + \omega^\beta + \theta; \lambda, s, \psi) - y^\circ(s + \omega^\circ + \theta; \lambda, s, \psi)| < \frac{\eta}{2}. \quad (109)$$

Therefore, by the triangle inequality and the last two inequalities (108) and (109),

$$\|U_\lambda^\beta(s)\psi - U_\lambda^\circ(s)\psi\|_{[-1,0]} \leq \sup_{\theta \in [-1,0]} |y^\beta(s + \omega^\beta + \theta; \lambda, s, \psi) - y^\circ(s + \omega^\circ + \theta; \lambda, s, \psi)| < \eta. \quad (110)$$

Since this holds for all $\lambda \in K$ and $\psi \in C(\mathbb{C})$ satisfying $\|\psi\|_{[-1,0]} \leq 1$, and $\eta > 0$ was arbitrary, this proves the proposition. \hfill \Box

### 5.3 Proof of Theorem 7

**Proof of Theorem 7** Suppose $\varepsilon = q_1^\circ/2$ and $s \in (-q_1^\circ + \varepsilon, -\varepsilon)$. Throughout this proof we write $U_{\lambda^\circ}(s)$ to mean its restriction to $C(\mathbb{C})$. Let $\{\beta_k\}_{k=1}^\infty$ be a sequence in $(\beta_0, \infty)$ with $\lim_{k \to \infty} \beta_k = \infty$ and $\{\lambda_k\}_{k=1}^\infty$ be a sequence in $K$. By possibly taking a subsequence, we can assume there exists $\lambda \in K$ such that $\lim_{k \to \infty} \lambda_k = \lambda$. Then by Proposition 3, the explicit expression for $U_{\lambda^\circ}(s)$ in (85) and the continuity of $\lambda \mapsto F(s, \lambda, \psi(0), \psi(-1 - s))$ that follows from its definition in (81),

$$\lim_{k \to \infty} \|U_{\lambda_k^\circ}(s) - U_{\lambda^\circ}(s)\| \leq \lim_{k \to \infty} \|U_{\lambda_k}^{\beta_k}(s) - U_{\lambda^\circ}(s)\| + \lim_{k \to \infty} \|U_{\lambda_k}^{\circ}(s) - U_{\lambda^\circ}(s)\| = 0.$$ 

Therefore, by the continuity of $\sigma(\cdot)$ (see Sect. 1.5.4), Lemma 6 and the continuity of $v_\circ(\cdot)$ that follows from its definition in (5),

$$\lim_{k \to \infty} d_H \left(\sigma(U_{\lambda_k}^{\beta_k}(s)), \sigma(U_{\lambda^\circ}^{\circ}(s))\right) \leq \lim_{k \to \infty} d_H \left(\sigma(U_{\lambda_k}^{\beta_k}(s)), [0, v_\circ(\lambda_k)]\right)$$

$$+ \lim_{k \to \infty} |v_\circ(\lambda) - v_\circ(\lambda_k)| = 0.$$

Since this holds for every such pair of sequences $\{\beta_k\}_{k=1}^\infty$ and $\{\lambda_k\}_{k=1}^\infty$, we have

$$\lim_{\beta \to \infty} \sup_{\lambda \in K} d_H(\sigma(U_{\lambda}^{\beta}(s)), [0, v_\circ(\lambda)]) = 0.$$ 

The theorem then follows because $\sigma(M_\lambda) = \sigma(U_{\lambda}^{\beta}(s))$ for fixed $\beta$. \hfill \Box

### 6 Limits of the Derivatives of the Extended Characteristic Multipliers

In this section we show that the derivative (with respect to $\lambda$) of the dominant multiplier of the extended monodromy operator $M_\lambda$ exists for $\beta$ sufficiently large and converges to
$\partial v_\omega(\lambda)/\partial \lambda$, as $\beta \to \infty$. This is used in the next section to characterize the sets $\mathbb{S}$ and $\mathbb{U}$, defined in (22), near $\lambda = 1$ and $\lambda = 0$, and on the interval $[0, 1)$. The following is the main result of this section. Recall the definition of $U_\beta^\lambda(s)$ in (76), and that we have fixed $\alpha \geq 0$ and $f$ satisfying Assumption 1.

**Proposition 4** Let $s \in (-q_1, 0)$. Suppose $K$ is a compact set in $\mathbb{C}\setminus[q_1, q_2]$. For all $\beta > \beta_0$ sufficiently large, there exists a unique function $v_\beta : K \to \mathbb{C}$ such that $v_\beta(\cdot)$ is holomorphic on $\text{int}(K)$, and

$$v_\beta(\lambda) \in \sigma(U_\beta^\lambda(s)) \quad \text{and} \quad \rho(U_\beta^\lambda(s)) = |v_\beta(\lambda)| \quad \text{for all } \lambda \in K. \quad (111)$$

Furthermore, $v_\beta(r) \in \mathbb{R}$ and $\partial v_\beta(r)/\partial \lambda \in \mathbb{R}$ for all $r \in K \cap \mathbb{R}$; if $1 \in K$, then $v_\beta(1) = 1$; and if $\alpha = 0$ and $0 \in K$, then $v_\beta(0) = 1$. In addition,

$$\lim_{\beta \to \infty} \sup_{\lambda \in K} |v_\beta(\lambda) - v_\omega(\lambda)| = 0 \quad \text{and} \quad \lim_{\beta \to \infty} \sup_{\lambda \in K} \left| \frac{\partial v_\beta(\lambda)}{\partial \lambda} - \frac{\partial v_\omega(\lambda)}{\partial \lambda} \right| = 0. \quad (112)$$

The remainder of this section is devoted to the proof of Proposition 4.

### 6.1 Regularity of the Extended Monodromy Operators

In this section we show that for certain fixed $s \in \mathbb{R}$ the operator $U_\beta^\lambda(s)$ is continuous in $(\beta, \lambda)$ and holomorphic in $\lambda$. These results will be used in the next section to prove convergence of the derivatives of the extended monodromy operators.

To this end, we first need some definitions. Define the solution maps $S : (0, \infty) \times C(\mathbb{R}) \times \mathbb{R}_+ \to C(\mathbb{R})$ and $T : (0, \infty) \times C(\mathbb{R}) \times \mathbb{R}_+ \to \mathbb{R}$, for $(\beta, \phi, t) \in C(\mathbb{R}) \times \mathbb{R}_+$, by

$$S(\beta, \phi, t) = x_\beta^\beta(\phi),$$

$$T(\beta, \phi, t) = x_\beta^\beta(t; \phi).$$

Then $S$ is continuous on its domain and continuously differentiable on $(0, \infty) \times C(\mathbb{R}) \times (1, \infty)$ (see, e.g., [21, Chapter 2, Theorem 4.1] & [10, Chapter VII, Theorem 6.2]). Since the projection mapping $\psi \mapsto \psi(-1)$ from $C(\mathbb{R})$ to $\mathbb{R}$ is continuously differentiable, the function $T$ is continuously differentiable on $(0, \infty) \times C(\mathbb{R}) \times (0, \infty)$. Define the hyperplane

$$\mathcal{H} = \{ \phi \in C(\mathbb{R}) : \phi(-1) = 0 \}$$

and note that by the time-translations performed at the beginning of Sect. 4, $p_0^\beta \in \mathcal{H}$ for all $\beta > \beta_0$. The following lemma, which is a consequence of the implicit function theorem (see, e.g., [7, Chapter 2, Theorem 2.3]), is a version of [46, Lemma 1] stated for our setting.

**Lemma 9** For each $\beta > \beta_0$ there exists a neighborhood $W^\beta$ of $(\beta, p_0^\beta)$ in $(\beta_0, \infty) \times \mathcal{H}$ and a unique function $q^\beta : W^\beta \to (1, \infty)$ such that $q^\beta(\beta, p_0^\beta) = \omega^\beta - 1$ and $T(\beta, \phi, q^\beta(\beta, \phi)) = 0$ for all $(\beta, \phi) \in W^\beta$. Furthermore, $q^\beta$ is continuously differentiable on $W^\beta$.

**Proof** Let $\beta > \beta_0$. By the periodicity of $p^\beta$ and the fact that $p_0^\beta \in \mathcal{H}$, we see that $T(\beta, p_0^\beta, \omega^\beta - 1) = p^\beta(-1) = 0$ and $D_t T(\beta, p_0^\beta, \omega^\beta - 1) = \dot{p}^\beta(-1) > 0$. The lemma then follows immediately from the implicit function theorem and the fact that $\omega^\beta > 2$. □

Recall that for $\phi \in C(\mathbb{R})$ we let $x(\phi)$ denote the solution of the DDE starting at $\phi$. For $t \geq -1$, we let $x(t; \phi)$ denote evaluation of $x(\phi)$ at time $t$. Given $\beta > \beta_0$ define the shift
Proof \(\Phi^\beta : W^\beta \to \mathcal{H}\) by

\[
\Phi^\beta (\tilde{\beta}, \phi) = S(\tilde{\beta}, \phi, q^\beta (\tilde{\beta}, \phi) + 1) = x^\beta_{q^\beta(\tilde{\beta},\phi)+1}(\phi), \quad (\tilde{\beta}, \phi) \in W^\beta. \quad (113)
\]

Observe that \(\Phi^\beta (\beta, p_0^\beta) = p_0^\beta\) and due to the regularity properties of \(S\) and \(q^\beta\), it follows that \(\Phi^\beta\) is continuously differentiable on \(W^\beta\). The following lemma is a version of [46, Theorem 9] stated for our setting.

**Lemma 10** Let \(\beta > \beta_0\). Then \(D_\phi \Phi^\beta (\beta, p_0^\beta) \in B_0(C(\mathbb{R}))\) and \(1 \notin \sigma(D_\phi \Phi^\beta (\beta, p_0^\beta))\).

Lemma 10 follows from the main functional analytic result in [46]. In Appendix A we state the main result from [46] and prove Lemma 10. We can now show that the family of SOPS are continuously differentiable in \(\beta\).

**Lemma 11** For each \(t \in \mathbb{R}\) the function \(\beta \mapsto p_t^\beta\) from \((\beta_0, \infty)\) to \(C(\mathbb{R})\) is continuously differentiable.

**Proof** Let \(\beta > \beta_0\). Let \(W^\beta\) and \(q^\beta\) be as in Lemma 9, and define \(\Phi^\beta : W^\beta \to \mathcal{H}\) as in (113). Define \(\Psi^\beta : W^\beta \to C(\mathbb{R})\) by

\[
\Psi^\beta (\tilde{\beta}, \phi) = \Phi^\beta (\tilde{\beta}, \phi) - \phi, \quad (\tilde{\beta}, \phi) \in W^\beta.
\]

Since \((\beta, p_0^\beta)\) is a fixed point of \(\Phi^\beta\), we have \(\Psi^\beta (\beta, p_0^\beta) = 0\). By Lemma 10, \(\Psi^\beta\) is continuously differentiable and its Frechét derivative with respect to \(\phi\) satisfies \(D_\phi \Psi^\beta (\beta, p_0^\beta) = D_\phi \Phi^\beta (\beta, p_0^\beta) - I_{C(\mathbb{R})}\). Since \(1 \notin \sigma(D_\phi \Phi^\beta (\beta, p_0^\beta))\) by Lemma 10, it follows that \(\text{Null } D_\phi \Psi^\beta (\beta, p_0^\beta) = \{0\}\). Thus, by the implicit function theorem, there is a neighborhood \(A^\beta\) of \(\beta\) in \((\beta_0, \infty)\) and a continuously differentiable function \(P^\beta : A^\beta \to \mathcal{H}\) such that \(P^\beta (\beta) = p_0^\beta\) and \(\Psi^\beta (\tilde{\beta}, P^\beta (\tilde{\beta})) = 0\) for all \(\tilde{\beta} \in A^\beta\). Thus \(\Phi^\beta (\tilde{\beta}, P^\beta (\tilde{\beta})) = P^\beta (\tilde{\beta})\) for all \(\tilde{\beta} \in A^\beta\). It follows that, for each \(t > 1\), the function \(\tilde{\beta} \mapsto S(\tilde{\beta}, P^\beta (\tilde{\beta}), t) = x^\beta_{P^\beta (\tilde{\beta})}(\tilde{\beta})\) is continuously differentiable on \(A^\beta\) and, for each \(\tilde{\beta} \in A^\beta\), \(x^\beta_{P^\beta (\tilde{\beta})}(\tilde{\beta})\) is a periodic solution of the scalar DDE (2). We now argue that there is a possibly smaller neighborhood \(\tilde{A}^\beta\) of \(\beta\) such that, for each \(\tilde{\beta} \in \tilde{A}^\beta\), \(x^\beta_{P^\beta (\tilde{\beta})}(\tilde{\beta})\) is an SOPS. To see this, recall that \(z_1^\beta > 0\) and \(p^\beta (s) > 0\) for all \(s \in (-1, z_1^\beta]\). Let \(0 < \varepsilon < \min\{z_1^\beta, 1\}\) so that \(S(\beta, P^\beta (\beta), \varepsilon)(\theta) = p^\beta (\theta) > 0\) for all \(\theta \in [-1, 0]\). Since \(\tilde{\beta} \mapsto S(\tilde{\beta}, P^\beta (\tilde{\beta}), \varepsilon) = x^\beta_{P^\beta (\tilde{\beta})}(\tilde{\beta})\) is continuous on \(A^\beta\), there is a neighborhood \(\tilde{A}^\beta \subset A^\beta\) of \(\beta\) such that \(x^\beta_{P^\beta (\tilde{\beta})}(\tilde{\beta})(\theta) > 0\) for all \(\theta \in [-1, 0]\). By a standard argument, this implies that \(x^\beta_{P^\beta (\tilde{\beta})}(\tilde{\beta})\) is slowly oscillating (see, e.g., [10, Chapter XV, Lemma 3.2]), and therefore an SOPS. In particular, \(x^\beta_{P^\beta (\tilde{\beta})}(\tilde{\beta})\) is an SOPS that satisfies \(x^\beta_{P^\beta (\tilde{\beta})}(\tilde{\beta}) \in \mathcal{H}\) and \(x^\beta_{P^\beta (\tilde{\beta})}(s; P^\beta (\tilde{\beta})) > 0\) for all \(s \in [\varepsilon - 1, \varepsilon]\). By the uniqueness of SOPS stated in Theorem 1 and the time translations performed at the beginning of Sect. 4, it must hold that \(P^\beta (\tilde{\beta}) = p^\beta (\beta)\) and \(x^\beta_{P^\beta (\tilde{\beta})}(\tilde{\beta}) = p^\beta (\beta)\) for all \(\tilde{\beta} \in \tilde{A}^\beta\). Since \(\beta > \beta_0\) was arbitrary, this proves that the function \(\beta \mapsto p_0^\beta\) from \((\beta_0, \infty)\) to \(C(\mathbb{R})\) is continuously differentiable. Therefore, \(\beta \mapsto S(\beta, p_0^\beta, t)\) is continuously differentiable on \((\beta_0, \infty), \) for each \(t > 1\). The periodicity of \(p^\beta\) then implies this holds for all \(t \in \mathbb{R}\).

\(\square\)

**Proposition 5** Given \(s \in \mathbb{R}\) the function \((\beta, \lambda) \mapsto U^\beta_s(\lambda)\) from \((\beta_0, \infty) \times \mathbb{C}\) to \(B_0(C(\mathbb{C}))\) is continuous in \(\beta\) and holomorphic in \(\lambda\).
Proof Fix \( s \in \mathbb{R} \) and \( t \geq s \). Let \( m = \min\{ j \in \mathbb{N} : j \geq t - s \} \). Set \( s_j = s + j \) for \( j = 0, \ldots, m - 1 \) and set \( s_m = t \). Let \( \psi \in \mathcal{C}(\mathbb{C}) \) and write \( y^\beta(\lambda) \) in place of \( y^\beta(\lambda, s, \psi) \). For \( t \geq s - 1 \) we let \( y^\beta(t; \lambda) \) denote evaluation of \( y^\beta(\lambda) \) at time \( t \). We show that for each \( j = 0, \ldots, m \), the following hold:

(i) \( (\beta, \lambda) \mapsto y^\beta_{s_j}(\lambda) \) is continuous on \( (\beta_0, \infty) \times \mathbb{C} \); and

(ii) For each \( (\beta, \lambda) \in (\beta_0, \infty) \times \mathbb{C} \), \( \partial y^\beta(r; \lambda)/\partial \lambda \) exists for all \( r \in [s - 1, s_j] \), \( \partial y^\beta(\cdot; \lambda)/\partial \lambda \) is continuous on \([s - 1, s_j]\) and

\[
\lim_{z \to 0} \sup_{r \in [s - 1, s_j]} \left| \frac{\partial y^\beta(r; \lambda)}{\partial \lambda} - \frac{y^\beta(r; \lambda + z) - y^\beta(r; \lambda)}{z} \right| = 0. \tag{114}
\]

Since \( t = s_m \), this will prove that \( (\beta, \lambda) \mapsto y^\beta(\lambda) \) is continuous and holomorphic in \( \lambda \). The fact that \( (\beta, \lambda) \mapsto U^\beta_t(s) \) is continuously differentiable then follows by taking \( t = s + \omega^\beta \) and using the linearity of the operator \( U^\beta_t(s) \).

Fix \( (\beta, \lambda) \in (\beta_0, \infty) \times \mathbb{C} \). The proof proceeds by induction. The base case \( j = 0 \) follows from the fact that \( y^\beta_{s_0}(\lambda) = \psi \) for all \( (\beta, \lambda) \in (\beta_0, \infty) \times \mathbb{C} \). Now suppose that (i) and (ii) hold for some \( j \in \{0, \ldots, m - 1\} \). We first prove (i) holds with \( j + 1 \) in place of \( j \). By Eq. (93) for \( y^\beta \) and the induction hypothesis, for \( (\beta, \lambda), (\tilde{\beta}, \tilde{\lambda}) \in (\beta_0, \infty) \times \mathbb{C} \),

\[
\sup_{r \in [s - 1, s_j + 1]} |y^\beta(r; \lambda) - y^\beta(r; \tilde{\lambda})| \\
\leq |\lambda \beta - \tilde{\lambda} \tilde{\beta}| \int_{s - 1}^{s_j} |f'(p^\beta(u))y^\beta(u; \lambda)| du \\
+ |\tilde{\lambda} \tilde{\beta}| \int_{s - 1}^{s_j} |f'(p^\beta(u))y^\beta(u; \lambda) - f'(p^\beta(u))\tilde{y}^\beta(u; \tilde{\lambda})| du. \tag{115}
\]

It follows from the bounded convergence theorem, the induction hypothesis and Lemma 11 that the right hand side of the inequality (115) converges to zero as \( (\beta, \lambda) \to (\beta, \lambda) \). Thus, \( (\lambda, \beta) \mapsto y^\beta_{s_j}(\lambda) \) is continuous. This completes the proof of (i).

Next we prove (ii) holds with \( j + 1 \) in place of \( j \). By Eq. (93) for \( y^\beta \), the induction hypothesis and the dominated convergence theorem, we have, for \( r \in [s_j, s_{j + 1}] \),

\[
\frac{\partial y^\beta(r; \lambda)}{\partial \lambda} = \lim_{z \to 0} \frac{y^\beta(r; \lambda + z) - y^\beta(r; \lambda)}{z} \\
= \beta \lim_{z \to 0} \int_{s - 1}^{r - 1} e^{-\alpha(r-u-1)} f'(p^\beta(u))y^\beta(u; \lambda + z) du \\
+ \lambda \beta \lim_{z \to 0} \int_{s - 1}^{r - 1} e^{-\alpha(r-u-1)} f'(p^\beta(u))\frac{y^\beta(u; \lambda + z) - y^\beta(u; \lambda)}{z} du \\
= \beta \int_{s - 1}^{r - 1} e^{-\alpha(r-u-1)} f'(p^\beta(u))y^\beta(u; \lambda) du \\
+ \lambda \beta \int_{s - 1}^{r - 1} e^{-\alpha(r-u-1)} f'(p^\beta(u))\frac{\partial y^\beta(u; \lambda)}{\partial \lambda} du. \tag{116}
\]

It follows that \( \partial y^\beta(r; \lambda)/\partial \lambda \) exists for all \( r \in [-1, s_{j + 1}] \) and \( \partial y^\beta(\cdot; \lambda)/\partial \lambda \) is continuous on \([-1, s_{j + 1}] \). In addition, by Eq. (93) for \( y^\beta \), Eq. (116), and the induction hypothesis, for
nonzero \( z \in \mathbb{C} \),

\[
\sup_{r \in [s^{-1}, s_{j+1}]} \left| \frac{y^\beta(r; \lambda + z) - y^\beta(r; \lambda)}{z} - \frac{\partial y^\beta(r; \lambda)}{\partial \beta} \right| 
\leq |\lambda| \sup_{r \in [s^{-1}, s_{j}]} \int_{s^{-1}}^{s_{j}} \left| f'(p^\beta(u)) y^\beta(u; \lambda + z) - f'(p^\beta(u)) y^\beta(u; \lambda) \right| du 
\]

\[
+ |\lambda| \beta \sup_{r \in [s^{-1}, s_{j}]} \left| \frac{y^\beta(r; \lambda + z) - y^\beta(r; \lambda)}{z} - \frac{\partial y(r; \lambda)}{\partial \lambda} \right| \int_{s^{-1}}^{s_{j}} \left| f'(p^\beta(u)) \right| du.
\]

By the induction hypothesis, taking limits as \( z \to 0 \) in the last inequality yields the limit in (114) with \( s_{j+1} \) in place of \( s_{j} \). This completes the proof of (ii). This proves the induction step. Thus, by the principle of mathematical induction, (i) and (ii) hold with \( j = m \). \( \square \)

To complete the proof of the continuity of \( v_\beta \) at \( \beta = \infty \), it is useful work in a neighborhood of 0 as opposed to infinity. To this end set \( \zeta_0 = \beta_0^{-1} \) and, for \( s \in (-q_1^\zeta, 0) \), define the function \( V_s : (-\zeta_0, \zeta_0) \times \mathbb{C} \to B_0(C(\mathbb{C})) \), for \( (\zeta, \lambda) \in (-\zeta_0, \zeta_0) \times \mathbb{C} \), by

\[
V_s(\zeta, \lambda) = \begin{cases} 
U_k^{[\zeta]}(s), & \text{if } \zeta \neq 0, \\
U_k^{\zeta}(s), & \text{if } \zeta = 0.
\end{cases}
\]  

(117)

We have the following corollary.

**Corollary 3** Let \( s \in (-q_1^\zeta, 0) \). The function \( V_s(\cdot, \cdot) \) is continuous on \((-\zeta_0, \zeta_0) \times \mathbb{C} \) and for each \( \zeta \in (-\zeta_0, \zeta_0) \), the function \( V_s(\zeta, \cdot) \) is holomorphic on \( \mathbb{C} \). Finally, if \( \lambda \notin \{\psi_1, \psi_2\} \) then \( v_\lambda(\lambda) \) is the unique nonzero eigenvalue of \( V_s(0, \lambda) \) and \( v_\lambda(\lambda) \) is a simple eigenvalue of \( V_s(0, \lambda) \).

**Proof** The continuity of \( V_s \) follows from Propositions 5 and 3, and the definition of \( U_k^{\zeta}(s) \) in (85). The fact that, for each \( \zeta \in (-\zeta_0, \zeta_0) \), the function \( V_s(\zeta, \cdot) \) is holomorphic on \( \mathbb{C} \) follows from Proposition 5 and the definition of \( U_k^{\zeta}(s) \). The final line follows from Lemma 6. \( \square \)

### 6.2 Useful Functional Analysis Results

In preparation for proving Proposition 4, we state some useful results.

**Theorem 10** [7, Chapter 14, Corollary 3.2] Let \( X \) and \( Y \) be Banach spaces, \( O \subset \mathbb{X} \) be an open set, \( V : O \to B(Y) \) be a continuous function and \( \chi_0 \in O \). Suppose \( \mu_0 \in \mathbb{C} \) is a simple eigenvalue of \( V(\chi_0) \) with associated unit eigenfunction \( \psi_0 \in Y \). Then there is a \( \delta \in (0, 1) \) and continuous functions \( \mu : \mathbb{B}_X(\chi_0, \delta) \to \mathbb{B}(\mu_0, \delta) \) and \( \psi : \mathbb{B}_X(\chi_0, \delta) \to Y \) such that \( \mu(\chi_0) = \mu_0, \psi(\chi_0) = \psi_0 \) and for each \( \chi \in \mathbb{B}_X(\chi_0, \delta), \mu(\chi) \) is the unique simplest eigenvalue of \( V(\chi) \) and \( \psi(\chi) \) is a unit eigenfunction of \( V(\chi) \) associated with \( \mu(\chi) \). In addition, if \( V \) is holomorphic, then \( \mu \) and \( \psi \) are also holomorphic.

We will need the following corollary, whose proof is deferred to Appendix A. For a Banach space \( Y \) and an operator \( A \in B_0(Y) \), recall from Sect. 1.5.4 that \( Y^* = B_0(Y, \mathbb{C}) \) denotes the dual space of \( Y \), \( A^* \in B_0(Y^*) \) denotes the adjoint of \( A \), and \( \sigma(A) = \sigma(A^*) \).

**Corollary 4** Let \( X \) and \( Y \) be Banach spaces, \( O \subset \mathbb{X} \) be an open set, \( V : O \to B_0(Y) \) be a continuous function and \( \chi_0 \in O \). Suppose \( \mu_0 \in \mathbb{C} \setminus \{0\} \) is a simple eigenvalue of \( V(\chi_0) \) and \( \psi_0 \in Y \) is an associated unit eigenfunction. Let \( \delta \in (0, 1) \), \( \mu : \mathbb{B}_X(\chi_0, \delta) \to \mathbb{B}(\mu_0, \delta) \)
and $\psi : \mathbb{B}_X(\chi_0, \delta) \to Y$ be as in Theorem 10. Suppose $\psi_0^* \in Y^*$ is a unit eigenfunction of $V^*(\chi_0)$ associated with $\mu_0$ such that $\psi_0^*(\psi_0) \neq 0$. Then there is a $\delta_0 \in (0, \delta]$ such that for all $\chi \in \mathbb{B}_X(\chi_0, \delta_0)$, $\mu(\chi)$ is the unique eigenvalue of $V(\chi)$ in $\mathbb{B}(\mu_0, \delta_0)$.

For $s \in (-q_1^0, 0)$ and $\lambda \in \mathbb{C}$ let $(U_\lambda^0(s))|_{C(\mathbb{C})} \subset B(C(\mathbb{C}), \mathbb{C}) \ni B(C(\mathbb{C}), \mathbb{C})$ denote the adjoint of $U_\lambda^0(s)|_{C(\mathbb{C})}$. Recall the definition for $F(s, \lambda, z_1, z_2)$ in (81).

Lemma 12 Let $s \in (-q_1^0, 0)$, The spectrum of $(U_\lambda^0(s))|_{C(\mathbb{C})}$ is equal to $\{0, \nu_\lambda(\lambda)\}$ and if $\lambda \notin \{q_1, q_2\}$, then $\nu_\lambda(\lambda)$ is the unique simple eigenvalue of $(U_\lambda^0(s))|_{C(\mathbb{C})}$ and has corresponding eigenfunction $\psi_\lambda^*(\psi) \in B(C(\mathbb{C}), \mathbb{C})$ given by

$$\psi_\lambda^*(\psi) = F(s, \lambda, \psi(0), \psi(-s))e^s, \quad \psi \in C(\mathbb{C}),$$

which satisfies $\psi_\lambda^*(\psi_0) = \nu_\lambda(\lambda)$, where $\psi_0$ is defined in (86).

Proof Let $\lambda \notin \{q_1, q_2\}$. By the respective definitions of $F(s, \lambda, z_1, z_2)$ and $\psi_0$ in (81) and (86),

$$\psi_\lambda^*(\psi_0) = F(s, \lambda, \psi(0), \psi(-s))e^s = -\left[1 - \lambda e^s(1 + ab^{-1})\right] \frac{\lambda - q_1}{1 - q_2} e^{-s(q_2^0 + 1)} = \nu_\lambda(\lambda) \neq 0.$$  \hfill (118)

Suppose $\psi \in C(\mathbb{C})$. Then by Eq. (85) for $U_\lambda^0(s)\psi$ and Eq. (118),

$$\left[(U_\lambda^0(s))^* - \nu_\lambda(\lambda)I_{B(C(\mathbb{C}), \mathbb{C})}\right] \circ \psi_\lambda^*(\psi) = \psi_\lambda^* \circ \left[U_\lambda^0(s) - \nu_\lambda(\lambda)I_{B(C(\mathbb{C}), \mathbb{C})}\right](\psi) = F(s, \lambda, \psi(0), \psi(-s))e^s \psi_\lambda^*(\psi_0) - \nu_\lambda(\lambda) \psi_\lambda^*(\psi) = 0.$$

It follows that $\nu_\lambda(\lambda)$ is an eigenvalue of $(U_\lambda^0(s))^*$ with associated eigenfunction $\psi_\lambda^*$.

6.3 Proof of Proposition 4

Proof of Proposition 4 Let $\delta \in (0, 1)$ and $K \subset \mathbb{C}\setminus\{q_1, q_2\}$ be compact. Since $\nu_\lambda$ is continuous and nonzero on $K$, we have

$$\epsilon_0 = \frac{1}{2} \inf\{\nu_\lambda(\lambda) : \lambda \in K\} > 0.$$  \hfill (117)

Set $\xi_0 = \beta_0^{-1}$ and define $V_\lambda$ as in (117). By Corollary 3, $V_\lambda(\cdot, \cdot)$ is continuous on $(-\xi_0, \xi_0) \times \mathbb{C}$ and $\nu_\lambda(\epsilon)$ is a simple eigenvalue of $V_\lambda(0, \lambda)$ for each $\lambda \in \mathbb{C}$. Let $\lambda_1 \in K$ and define $\psi_{\lambda_1}^* \in B_0(C(\mathbb{C}), \mathbb{C})$ as in Lemma 12 so that $\psi_{\lambda_1}^*$ is an eigenfunction of $(U_{\lambda_1}^0(s))^*$ associated with $\nu_\lambda(\lambda_1)$ that satisfies $\psi_{\lambda_1}^*(\psi_0) \neq 0$. By renormalizing, we can assume that $\psi_{\lambda_1}^*$ is a simple eigenfunction associated with $\nu_\lambda(\lambda_1)$ that satisfies $\psi_{\lambda_1}^*(\psi_0) \neq 0$. We now apply Theorem 10 and Corollary 4 with $X = \mathbb{R} \times \mathbb{C}$ and norm $\| (\xi, z) \|_X = \max\{|\xi|, |z|\}$ for $(\xi, z) \in X$, $O = (-\xi_0, \xi_0) \times \mathbb{C}$, $Y = C(\mathbb{C})$, $Y^* = B_0(C(\mathbb{C}), \mathbb{C})$, $V = V_\lambda$, and $\chi_0(\epsilon) = 0, \epsilon_1 \lambda_1$. Together they imply there is an $0 < \epsilon_1 < \min(\xi_0, \epsilon_0)$ such that for each $\xi \in (-\epsilon_1, \epsilon_1)$ and $\lambda \in \mathbb{B}(\lambda_1, \epsilon_1)$, there is a unique eigenvalue $\mu_1(\xi, \epsilon)$ of $V_\lambda(\xi, \epsilon)$ in $\mathbb{B}(\nu_\lambda(\lambda_1), \epsilon_1)$. Furthermore, $\mu_1(\cdot, \cdot)$ is continuous on $(-\epsilon_1, \epsilon_1) \times \mathbb{B}(\lambda_1, \epsilon_1)$. Since $K$ is compact, there are finitely many $\lambda_1, \ldots, \lambda_m \in K$ and $0 < \epsilon_1, \ldots, \epsilon_m < \min(\xi_0, \epsilon_0)$ such that $K \subset \mathbb{B}(\lambda_1, \epsilon_1) \cup \cdots \cup \mathbb{B}(\lambda_m, \epsilon_m)$ and for each
For $k = 1, \ldots, m$, there exists $\mu_k : (-\varepsilon_k, \varepsilon_k) \times \mathbb{B}(\lambda_k, \varepsilon_k) \to \mathbb{C}$ satisfying the aforementioned properties (with $k$ in place of 1). Let $\varepsilon = \min(\delta, \varepsilon_1, \ldots, \varepsilon_m)$ and define the continuous function $\mu : (-\varepsilon, \varepsilon) \times K \to \mathbb{C}$ by

$$
\mu(\xi, \lambda) = \mu_k(\xi, \lambda) \quad \text{if } \lambda \in \mathbb{B}(\lambda_k, \varepsilon_k), \quad k = 1, \ldots, m.
$$

To see that $\mu(\cdot, \cdot)$ is well defined on $(-\varepsilon, \varepsilon) \times K$, suppose $\eta \in (-\varepsilon, \varepsilon)$ and $\lambda \in \mathbb{B}(\lambda_j, \varepsilon_j) \cap \mathbb{B}(\lambda_k, \varepsilon_k)$ for some $j \neq k$. Then $\mu_j(\eta, \lambda)$ and $\mu_k(\eta, \lambda)$ are both equal to the unique eigenvalue of $V_{\lambda}(\eta, \lambda)$ in $\mathbb{B}(\nu_0(\lambda), \varepsilon_k)$. Thus, $\mu$ is well defined and continuous on $(-\varepsilon, \varepsilon) \times K$, and for each $(\xi, \lambda) \in (-\varepsilon, \varepsilon) \times K$, $\mu(\xi, \lambda)$ is the unique eigenvalue of $V_{\lambda}(\xi, \lambda)$ in $\mathbb{B}(\nu_0(\lambda), \varepsilon_k)$. Next we show that $\mu$ is holomorphic in $\lambda$. Let $\xi \in (-\varepsilon, \varepsilon)$. By Corollary 3, $V_{\lambda}(\xi, \cdot)$ is holomorphic on $\mathbb{C}$. Let $\lambda \in \text{int}(K)$. By a second application of Theorem 10, this time with $O = X = \mathbb{C}$, $Y = B_0(\mathbb{C}(\mathbb{C}))$, $V(\cdot) = V_{\lambda}(\xi, \cdot)$ and $\zeta_0 = \lambda$, there exists $\tilde{\varepsilon} > 0$ such that $\mu(\xi, \cdot)$ is holomorphic on $\mathbb{B}(\lambda, \tilde{\varepsilon})$. Since this holds for all $\lambda \in \text{int}(K)$, it follows that $\mu(\xi, \cdot)$ is holomorphic on all of $\text{int}(K)$.

We can now define the functions $v_{\beta} : K \to \mathbb{C}$. For each $\beta > \varepsilon^{-1}$ and $\lambda \in K$, define $v_{\beta}(\lambda) = \mu(\beta^{-1}, \lambda)$. Then $v_{\beta}(\cdot)$ is holomorphic on $\text{int}(K)$ and, for each $\lambda \in K$, $v_{\beta}(\lambda)$ is the unique eigenvalue of $U^\beta(\lambda) = V_{\lambda}(\beta^{-1}, \lambda)$ in $\mathbb{B}(\nu_0(\lambda), \varepsilon)$. By the definition of $v_{\beta}$ and the regularity of $\mu$,

$$
\lim_{\beta \to \infty} \sup_{\lambda \in K} |v_{\beta}(\lambda) - \nu_0(\lambda)| = \lim_{\xi \to 0} \sup_{\lambda \in K} |\mu(\xi, \lambda) - \mu(0, \lambda)| = 0.
$$

Since $v_{\beta}(\cdot)$ is holomorphic and $v_{\beta}$ converges to $v_0$ uniformly on compacts sets, as $\beta \to \infty$, it follows that the derivative $\partial v_{\beta}$ converges to $\partial v_0$ uniformly on compact sets, as $\beta \to \infty$ (see, e.g., [27, Theorem 1.2]); that is,

$$
\lim_{\beta \to \infty} \sup_{\lambda \in K} \left| \frac{\partial v_{\beta}(\lambda)}{\partial \lambda} - \frac{\partial v_0(\lambda)}{\partial \lambda} \right| = \lim_{\xi \to 0} \sup_{\lambda \in K} \left| \frac{\partial \mu(\xi, \lambda)}{\partial \lambda} - \frac{\partial \mu(0, \lambda)}{\partial \lambda} \right| = 0.
$$

Then along with Theorem 7 this implies there exists $\beta' \geq \beta_0$ such that for all $\lambda \in K$, the limits in (112) hold and $d_H(\sigma(U^\beta_1(s)), \{0, \nu_0(\lambda)\}) < \varepsilon$ for all $\beta > \beta'$. Since $v_{\beta}(\lambda)$ is the unique eigenvalue of $U^\beta_1(s)$ in $\mathbb{B}(\nu_0(\lambda), \varepsilon)$ and $\varepsilon \leq \frac{1}{2} |\nu_0(\lambda)|$, it follows that (111) holds.

Suppose $\beta > \beta'$. Let $r \in K \cap \mathbb{R}$. Note that solutions of the extended variational equation (11) with real-valued initial conditions are real-valued. Thus, $U^\beta_1(s)|_{\mathbb{C}(\mathbb{R})} \in B_0(\mathbb{C}(\mathbb{R}))$ and so the elements of $\sigma(U^\beta_1(s)|_{\mathbb{C}(\mathbb{R})})$ are real or in conjugate pairs. Since $v_0(r) \in \mathbb{R}$, $v_{\beta}(r)$ is the unique simple eigenvalue of $U^\beta_1(s)$ in $\mathbb{B}(\nu_0(r), \varepsilon)$ and the non-real-valued eigenvalues of $U^\beta_1(s)$ are in conjugate pairs, it follows that $v_{\beta}(r)$ must be real-valued. Using the facts that $v_0(\cdot)$ maps $K \cap \mathbb{R}$ to $\mathbb{R}$ and is holomorphic, we conclude that $\partial v_{\beta}(r)/\partial r$ is real-valued for all $r \in K \cap \mathbb{R}$. To prove the final statement, suppose $1 \in K$. It follows from Theorem 1 that 1 is a simple eigenvalue of $U^\beta_1(0)$. Since $v_0(1) = 1$ and $v_{\beta}(1)$ is the unique eigenvalue of $U^\beta_1(0)$ in $\mathbb{B}(\nu_0(1), \varepsilon)$, we see that $v_{\beta}(1) = 1$. Now suppose $0 \in K$. Note that when $\alpha = \lambda = 0$, the extended variational equation (11) reduces to $\dot{y}(t) = 0$. It follows that $\sigma(U^\beta_0(0)) = \{0, 1\}$ and 1 is a simple eigenvalue of $U^\beta_0(0)$ with corresponding eigenspace equal to the span of $\dot{\psi}$, where $\dot{\psi}(\cdot) \equiv 1$ is the constant function identically equal to 1. Hence, $v_{\beta}(0) = 1$. □
7 Limits of the Extended Characteristic Multipliers for \( \lambda \) Near 1, 0 and in \([0, 1)\)

We now prove our remaining results on the characterization of the extended characteristic multipliers when \( \beta \) is large.

7.1 Proof of Theorem 8

The next lemma, which follows from Laurent’s Theorem for holomorphic functions, will be useful in the proof of Theorem 8, as well as in the proof of Theorem 9 in the next section, Sect. 7.2.

Lemma 13 Suppose \( z \in \mathbb{C}, r > 0 \) and \( g \) is holomorphic on an open set that contains \( B(z, r) \). Then

\[
|g(\tilde{z}) - g(z) - g'(z)(\tilde{z} - z)| \leq \frac{N|\tilde{z} - z|^2}{r(r - |\tilde{z} - z|)}, \quad \tilde{z} \in B(z, r),
\]

where \( N = \sup\{|g(\tilde{z})| : \tilde{z} \in \partial B(z, r)\} \).

Proof By Laurent’s theorem (see, e.g., [27, Chapter III, Theorem 7.3]),

\[
g(\tilde{z}) = g(z) + g'(z)(\tilde{z} - z) + \sum_{k=2}^{\infty} \frac{g^{(k)}(z)}{k!}(\tilde{z} - z)^k, \quad \tilde{z} \in B(z, r),
\]

and

\[
\left| \sum_{k=2}^{\infty} \frac{g^{(k)}(z)}{k!}(\tilde{z} - z)^k \right| \leq N \sum_{k=2}^{\infty} \frac{|\tilde{z} - z|^k}{r^k} = \frac{N|\tilde{z} - z|^2}{r(r - |\tilde{z} - z|)}. \quad (120)
\]

The lemma then follows after rearranging Eq. (119) and using inequality (120).

Proof of Theorem 8 By the definition of \( \nu_\diamond \) in (5), we see that \( \nu_\diamond(1) = 1 \) and

\[
\nu'(1) = \frac{1}{1-\varrho_1} + \frac{1}{1-\varrho_2} \geq 2. \quad (121)
\]

By definitions of \( \varrho_1, \varrho_2 \) in (4) and our assumption that \( a \geq b > 0 \), we have \( 0 < \varrho_2 \leq \varrho_1 < 1 \). Let \( \varepsilon = (1 - \varrho_1)/2 > 0 \) and define the compact set \( K = \text{cl}(B(1, \varepsilon)) \subset \mathbb{C}\{\varrho_1, \varrho_2\} \) so that, by the definition of \( \nu_\diamond(\lambda) \),

\[
m = \inf\{|\nu_\diamond(\lambda)| : \lambda \in K\} > 0.
\]

Define the positive constants

\[
d = \frac{\nu'(1)}{2}, \quad \delta = \min(m, d), \quad c = \frac{\varrho^2}{4N}. \quad (122)
\]

By Proposition 4, there exists \( \beta_2 = \beta_2(\alpha, f) \geq \beta_0 \) such that for each \( \beta > \beta_2 \), there exists a function \( \nu_\beta : K \to \mathbb{C} \), holomorphic on \( \text{int}(K) \), such that \( \nu_\beta(1) = 1 \) and the following hold:

\[
\rho(U_\lambda^\beta(s)) = |\nu_\beta(\lambda)|, \quad \lambda \in K, \quad (123)
\]
and
\[
\sup \{|\nu_\beta(\lambda)| : \lambda \in K| \leq N, \tag{124}\]
and
\[
d \leq v'_\beta(1) \leq 3d. \tag{125}\]

**Definitions of \(A_{<1}\) and \(A_{>1}\):** Define the continuous functions \(g_1, g_2 : \mathbb{C} \rightarrow \mathbb{R}_+\) by
\[
g_1(\lambda) = |1 + d(\text{Re } \lambda - 1) + i3d \text{ Im } \lambda| + \frac{(|\lambda - 1|^2}{c}, \quad \lambda \in \mathbb{C},
\]
\[
g_2(\lambda) = |1 + d(\text{Re } \lambda - 1) + id \text{ Im } \lambda| - \frac{(|\lambda - 1|^2}{c}, \quad \lambda \in \mathbb{C}.
\]
Let
\[
A_{<1} = \{\lambda \in \mathbb{C}_{<1} \cap B(1, \varepsilon/2) : g_1(\lambda) < 1\}, \tag{126}
A_{>1} = \{\lambda \in \mathbb{C}_{>1} \cap B(1, \varepsilon/2) : g_2(\lambda) > 1\}. \tag{127}
\]
Since \(g_1\) and \(g_2\) are continuous, \(g_1(1) = g_2(1) = 1\), \(g_1(r) \in (0, 1)\) for all \(r \in (1 - cd, 1)\) and \(g_2(r) \in (1, \infty)\) for all \(r \in (1, 1 + cd)\), it follows that \(A_{<1}\) and \(A_{>1}\) are nonempty open sets with \(1 \in \partial A_{<1} \cap \partial A_{>1}\).

**Proof of parts (i) and (ii):** Let \(\lambda \in \mathbb{C}_{<0}\) and let \(r > 0\) and \(\theta \in (-\pi/2, \pi/2)\) be such that \(\lambda = re^{i\theta}\). Then for \(\delta \in (0, 1),\)
\[
g_1(1 + \delta \lambda) = \sqrt{1 - 2d\delta r \cos \theta + (d\delta r \cos \theta)^2 + (3d\delta r \sin \theta)^2 + \frac{\delta^2 r^2}{c},
\]
and
\[
\lim_{\delta \downarrow 0} \frac{g_1(1 + \delta \lambda) - g_1(1)}{\delta} = -dr \cos \theta < 0.
\]
Therefore, since \(g_1(1) = 1\), there exists \(\delta \lambda > 0\) such that \(1 + \delta \lambda \in B(1, \varepsilon/2)\) and \(g_1(1 + \delta(\lambda)) < 1\) for all \(\delta \in (0, \delta \lambda)\), so \(1 + \delta \lambda \in A_{<1}\). Thus, part (i) holds. Now let \(\lambda \in \mathbb{C}_{>0}\) and let \(r > 0\) and \(\theta \in (-\pi/2, \pi/2)\) be such that \(\lambda = re^{i\theta}\). An analogous argument (using \(g_2\) instead of \(g_1\)) shows that there exists \(\delta \lambda > 0\) such that \(1 + \delta \lambda \in A_{>1}\) for all \(\delta \in (0, \delta \lambda)\), so (ii) holds. To avoid repetition, we omit the details.

**Proofs of parts (iii) and (iv):** Fix \(\beta > \beta_2\). Recall that \(\nu_\beta(1) = 1\). Suppose \(\lambda \in B(1, \varepsilon/2)\) so that \(\varepsilon - |\lambda - 1| > \varepsilon/2\). By Lemma 13 with \(z = 1\) and \(r = \varepsilon\), the upper bound for \(\nu_\beta\) in (124) and definitions of \(N\) and \(c\) in (122), we have
\[
|\nu_\beta(\lambda) - 1 - \nu_\beta(1)(\lambda - 1)| \leq \frac{N |\lambda - 1|^2}{\varepsilon(\varepsilon - |\lambda - 1|)} \leq \frac{|\lambda - 1|^2}{c}. \tag{128}\]
Let \(\lambda \in A_{<1} \subset B(1, \varepsilon/2)\). Inequalities (125) and (128) and the definition of \(A_{<1}\) imply
\[
|\nu_\beta(\lambda)| \leq |1 + \nu_\beta'(1)(\text{Re } \lambda - 1) + i\nu_\beta'(1) \text{ Im } \lambda| + |\nu_\beta(\lambda) - 1 - \nu_\beta(1)(\lambda - 1)|
\leq |1 + d(\text{Re } \lambda - 1) + i3d \text{ Im } \lambda| + \frac{|\lambda - 1|^2}{c}
< 1.
\]
Along with Eq. (123) for \(\rho(U_\lambda^\beta(s))\), this proves that \(\rho(U_\lambda^\beta(s)) < 1\) for all \(\lambda \in A_{<1}\), so part (iii) holds. Alternatively, let \(\lambda \in A_{>1}\). An analogous argument, which we omit to avoid...
repetition, shows that \(|\nu_\beta(\lambda)| > 1\) for all \(\lambda \in A_{>1}\). Along with Eq. (123) this proves that \(\rho(U^\beta_\lambda(s)) > 1\), so part (iv) holds.

7.2 Proof of Theorem 9

The proof of Theorem 9 follows an exactly analogous structure to the proof of Theorem 8. For completeness, we include the details of the proof.

**Proof of Theorem 9** By the definition of \(\nu_\diamond\) in (5), the definitions of \(\varrho_1, \varrho_2\) in (4) and the fact that \(\alpha = 0\), we have \(\nu_\diamond(0) = 1\), \(\varrho_1 + \varrho_2 = 1\) and

\[
\nu_\diamond'(0) = -\frac{1}{(1 - \varrho_1)(1 - \varrho_2)} \leq -4.
\]

By our assumption \(a \geq b > 0\), we have \(0 < \varrho_2 \leq \varrho_1 < 1\). Let \(\varepsilon = \varrho_2/2\) and define the compact set \(K = \text{cl}(B(0, \varepsilon)) \subset \mathbb{C}\setminus\{\varrho_1, \varrho_2\}\) so that, by the definition of \(\nu_\diamond\) in (5),

\[
m = \inf\{|\nu_\diamond(\lambda)| : \lambda \in K\} > 0.
\]

Define the positive constants

\[
d = -\frac{\nu_\diamond'(0)}{2}, \quad \delta = \min(m, d), \quad c = \frac{\varepsilon^2}{4N}.
\]

By Proposition 4, there \(\beta_3 \geq \beta_0\) such that for each \(\beta > \beta_3\) there exists a function \(\nu_\beta : K \to \mathbb{C}\), holomorphic on \(\text{int}(K)\), such that \(\nu_\beta(0) = 1\) and the following hold:

\[
\rho(U^\beta_\lambda(s)) = |\nu_\beta(\lambda)|, \quad \lambda \in K, \quad (130)
\]

and

\[
\sup\{|\nu_\beta(\lambda)| : \lambda \in K\} \leq N, \quad (131)
\]

and

\[
-3d \leq \nu_\beta'(1) \leq -d. \quad (132)
\]

Let

\[
g_1(\lambda) = |1 + d(\text{Re} \lambda - 1) + i3d \text{ Im} \lambda| + \frac{|\lambda - 1|^2}{c}, \quad \lambda \in \mathbb{C}
\]

**Definitions of \(A_{>0}\) and \(A_{<0}\):** Define the continuous functions \(g_1, g_2 : \mathbb{C} \to \mathbb{R}_+\) by

\[
g_1(\lambda) = |1 - d \text{ Re} \lambda + i3d \text{ Im} \lambda| + \frac{|\lambda|^2}{c}, \quad \lambda \in \mathbb{C},
\]

\[
g_2(\lambda) = |1 - d \text{ Re} \lambda + id \text{ Im} \lambda| - \frac{|\lambda|^2}{c}, \quad \lambda \in \mathbb{C}.
\]

Set

\[
A_{>0} = \{\lambda \in \mathbb{C}_{>0} \cap \mathbb{B}(0, \varepsilon/2) : g_1(\lambda) < 1\}, \quad (133)
\]

\[
A_{<0} = \{\lambda \in \mathbb{C}_{<0} \cap \mathbb{B}(0, \varepsilon/2) : g_2(\lambda) > 1\}. \quad (134)
\]
Since \( g_1 \) and \( g_2 \) are continuous, \( g_1(0) = g_2(0) = 1, g_1(r) \in (0, 1) \) for all \( r \in (0, cd) \) and \( g_2(r) \in (1, \infty) \) for all \( r \in (-cd, 0) \), it follows that \( A_{>0} \) and \( A_{<0} \) are nonempty open sets with \( 0 \in \partial A_{>0} \cap \partial A_{<0} \).

Proofs of parts (i) and (ii): Let \( \lambda \in \mathbb{C}_{>0} \) and let \( r > 0 \) and \( \theta \in (-\pi/2, \pi/2) \) be such that \( \lambda = re^{i\theta} \). Then for \( \delta \in (0, 1) \),

\[
 g_1(\delta \lambda) = \sqrt{1 - 2d \delta r \cos \theta + (d \delta r \cos \theta)^2 + (3d \delta r \sin \theta)^2 + \frac{\delta^2 r^2}{c}},
\]

and

\[
 \lim_{\delta \to 0^+} \frac{g_1(\delta \lambda) - g_1(0)}{\delta} = -dr \cos \theta < 0.
\]

Therefore, since \( g_1(0) = 1 \), there exists \( \delta_\lambda > 0 \) such that \( \delta \lambda \in \mathbb{B}(0, \varepsilon/2) \) and \( g_1(\delta \lambda) < 1 \) for all \( \delta \in (0, \delta_\lambda) \), so \( \delta \lambda \in A_{>0} \). Thus part (i) holds. Now, let \( \lambda \in \mathbb{C}_{<0} \) and \( r > 0 \) and \( \theta \in (-\pi/2, \pi/2) \) be such that \( \lambda = -re^{i\theta} \). An analogous argument (using \( g_2 \) instead of \( g_1 \)) shows that there exists \( \delta_\lambda > 0 \) such that \( \delta \lambda \in A_{<0} \) for all \( \delta \in (0, \delta_\lambda) \), so (ii) holds. To avoid repetition, we omit the details.

Proofs of parts (iii) and (iv): Fix \( \beta > \beta_1^\dagger \). Recall that \( v_\beta(0) = 1 \). Suppose \( \lambda \in \mathbb{B}(0, \varepsilon/2) \) so that \( \varepsilon - |\lambda| > \varepsilon/2 \). By Lemma 13 with \( z = 0 \) and \( r = \varepsilon \), the bound in (131) and the definitions of \( N \) and \( c \) in (129), we have

\[
 |v_\beta(\lambda) - 1 - v_\beta(0)\lambda| < \frac{2N |\lambda|^2}{\varepsilon(\varepsilon - |\lambda|)} \leq \frac{|\lambda|^2}{c}. \tag{135}
\]

Let \( \lambda \in A_{>0} \subset \mathbb{B}(0, \varepsilon/2) \). The triangle inequality, the inequalities (132) and (135), and the definition of \( A_{>0} \) in (133) imply

\[
 |v_\beta(\lambda)| \leq |1 + v_\beta(0) \Re \lambda + i v_\beta(0) \Im \lambda| + |v_\beta(\lambda) - 1 - v_\beta(0)\lambda|
\]

\[
 \leq |1 - d \Re \lambda + i3d \Im \lambda| + \frac{|\lambda|^2}{c} \quad < 1.
\]

Along with Eq. (130) for \( \rho(U^{\beta}_\lambda(s)) \), this proves that \( \rho(U^{\beta}_\lambda(s)) < 1 \) for all \( \lambda \in A_{>0} \), so part (iii) holds. Alternatively, let \( \lambda \in A_{<0} \). An analogous argument, which we omit to avoid repetition, shows that \( |v_\beta(\lambda)| > 1 \) for all \( \lambda \in A_{<0} \). Along with Eq. (130) this proves that \( \rho(U^{\beta}_\lambda(s)) > 1 \) for all \( \lambda \in A_{<0} \), so part (iv) holds.

\[\square\]

7.3 Proof of Corollary 2

Proof of Corollary 2 By the definition of \( v_\phi \) in (5), for \( r \in [0, 1] \),

\[
 v_\phi(r) = \frac{(1 - \varrho_1 - (1 - r))(1 - \varrho_2 - (1 - r))}{(1 - \varrho_1)(1 - \varrho_2)}
\]

\[
 = 1 - \frac{(1 - e^{-\alpha} + r)(1 - r)}{(1 - \varrho_1)(1 - \varrho_2)}
\]

\[
 = -1 - \frac{\Delta - (r - r_0)^2}{(1 - \varrho_1)(1 - \varrho_2)}. \tag{136}
\]

It follows that \( v_\phi(r) < 1 \) for all \( r \in (0, 1) \). Solving for \( v_\phi(r) < -1 \) yields the characterization of \( S_\phi(0) \) in parts (i)–(iv) and the characterization of \( U_\phi(0) \) in part (v).
Next, we complete the proofs of parts (i) and (iii). Suppose $\alpha > 0$. Let $\beta_2(\alpha, f) \geq \beta_0$ and $A_{<1} \subset \mathbb{C}_{<1}$ be as in Theorem 8. By Theorem 8(i) with $\lambda = 0$, there exists $\eta > 0$ such that $[1 - \eta, 1) \subset A_{<1}$. Suppose $\Delta < 0$. Then it follows from Eq. (136) for $\nu_\alpha(r)$ and the assumption $\alpha > 0$ that

$$
\gamma_a = \sup \{ |\nu_\alpha(r)| : r \in [0, 1 - \eta] \} < 1.
$$

Set $\delta_a = 1 - \gamma_a > 0$ so that $[0, 1) \subset S_\alpha(\delta_a) \cup A_{<1}$. Let $\beta_1(\alpha, f, [0, 1 - \eta], \delta_a) \geq \beta_0$ be as in Theorem 7. By Theorems 7 and 8(iii), if $\beta > \max(\beta_1(\alpha, f, [0, 1 - \eta], \delta_a), \beta_2(\alpha, f))$ then $\mathbb{S}_\alpha(\delta_a) \cup A_{<1} \subset \mathbb{S}$. This proves part (i). Now suppose $\Delta > 0$ and $\varepsilon \in (0, \sqrt{\Delta})$. It follows from Eq. (136) for $\nu_\alpha(r)$ and the assumption $\alpha > 0$ that

$$
\gamma_c = \sup \{ |\nu_\alpha(r)| : r \in \left[0, r_0 - \sqrt{\Delta} - \varepsilon \right] \cup \left[r_0 + \sqrt{\Delta} + \varepsilon, 1 - \eta\right] \} < 1.
$$

Set $\delta_c = 1 - \gamma_c > 0$ so that $[0, r_0 - \sqrt{\Delta} - \varepsilon) \cup (r_0 + \sqrt{\Delta} + \varepsilon, 1) \subset S_\alpha(\delta_c) \cup A_{<1}$. Let $\beta_1(\alpha, f, [0, 1 - \eta], \delta_c) \geq \beta_0$ be as in Theorem 7. By Theorems 7 and 8(iii), if $\beta > \max(\beta_1(\alpha, f, [0, 1 - \eta], \delta_c), \beta_2(\alpha, f))$ then $S_\alpha(\delta_c) \cup A_{<1} \subset \mathbb{S}$. This proves part (iii).

Next, we complete the proofs of parts (ii) and (iv). Suppose $\alpha = 0$. Let $\beta_2(0, f) \geq \beta_0$ and $A_{<1} \subset \mathbb{C}_{<1}$ be as in Theorem 8, and let $\beta_3(f) \geq \beta_0$ and $A_{>0} \subset \mathbb{C}_{>0}$ be as in Theorem 9. By Theorem 8(i) with $\lambda = 0$ and Theorem 9(i) with $\lambda = 1$, there exists $\eta > 0$ such that $[1 - \eta, 1) \subset A_{<1}$ and $(0, \eta) \subset A_{>0}$. Suppose $\Delta < 0$. By Eq. (136) for $\nu_\alpha(r)$,

$$
\gamma_b = \sup \{ |\nu_\alpha(r)| : r \in [\eta, 1 - \eta] \} < 1.
$$

Set $\delta_b = 1 - \gamma_b > 0$ so that $[0, 1) \subset A_{>0} \cup S_\alpha(\delta_b) \cup A_{<1}$. Let $\beta_1(\alpha, f, [\eta, 1 - \eta], \delta_b) \geq \beta_0$ be as in Theorem 7. By Theorems 7, 8(iii) and 9(iii), if $\beta > \max(\beta_1(\alpha, f, [\eta, 1 - \eta], \delta_b), \beta_2(0, f), \beta_3(f))$ then $A_{>0} \cup S_\alpha(\delta_b) \cup A_{<1} \subset \mathbb{S}$. This proves part (ii).

Now suppose $\Delta > 0$ and $\varepsilon \in (0, \sqrt{\Delta})$. By Eq. (136) for $\nu_\alpha(r)$,

$$
\gamma_d = \sup \{ |\nu_\alpha(r)| : r \in \left[\eta, r_0 - \sqrt{\Delta} - \varepsilon \right] \cup \left[r_0 + \sqrt{\Delta} + \varepsilon, 1 - \eta\right] \} < 1.
$$

Set $\delta_d = 1 - \gamma_d > 0$ so that $[0, r_0 - \sqrt{\Delta} - \varepsilon) \cup (r_0 + \sqrt{\Delta} + \varepsilon, 1) \subset A_{>0} \cup S_\alpha(\delta_d) \cup A_{<1}$. Let $\beta_1(\alpha, f, [\eta, 1 - \eta], \delta_d) \geq \beta_0$ be as in Theorem 7. By Theorems 7 and 8(iii), if $\beta > \max(\beta_1(\alpha, f, [\eta, 1 - \eta], \delta_d), \beta_2(0, f), \beta_3(f))$ then $A_{>0} \cup S_\alpha(\delta_d) \cup A_{<1} \subset \mathbb{S}$. This proves part (iv).

Lastly, we complete the proof of part (v). Suppose $\Delta > 0$ and $\varepsilon \in (0, r_0 - \sqrt{\Delta})$. By Eq. (136) for $\nu_\alpha(r)$,

$$
\gamma_e = \inf \{ |\nu_\alpha(r)| : r \in \left[r_0 - \sqrt{\Delta} + \varepsilon, r_0 + \sqrt{\Delta} - \varepsilon\right] \} > 1.
$$

Set $\delta_e = \gamma_e - 1 > 0$ so that $(r_0 - \sqrt{\Delta} + \varepsilon, r_0 + \sqrt{\Delta} - \varepsilon) \subset U_\alpha(\delta_e)$. By Theorem 7, if $\beta > \beta_1(\alpha, f, [r_0 - \sqrt{\Delta}, r_0 + \sqrt{\Delta}], \delta_e)$ then $U_\alpha(\delta_e) \subset U$. This proves part (v). □

### 8 Proofs of Main Results

We now use Theorem 6 on the relation between extended characteristic multipliers and stability of a synchronous SOPS, along with our description for the asymptotics of the extended characteristic multipliers given in Sect. 2.3 to prove our main results. Throughout this section we recall that if a synchronous SOPS is linearly stable then it is asymptotically stable with an exponential phase, and if a synchronous SOPS is linearly unstable then it is unstable (see Remark 3).
8.1 Proof of Theorem 2

In this section we use the limits of the extended characteristic multipliers established in Theorem 7 to prove our main result on systems with general coupling.

**Proof of Theorem 2** Let \( \beta_1 = \beta_1(\alpha, \beta, f, G) \geq \beta_0 \) be as in Theorem 7. Let \( \beta > \beta_1, n \geq 2 \) and \( G \in \mathbb{C}_n \) be such that \( \sigma(G) \subset K \). Suppose the eigenvalue \( \lambda = 1 \) of \( G \) has simple algebraic multiplicity and \( |v_0(\lambda)| < 1 - \delta \) for all other eigenvalues \( \lambda \) of \( G \). In view of Theorem 7, this implies that

\[
\rho(M_\lambda) < |v_0(\lambda)| + \delta < 1, \quad \text{for all } \lambda \in \sigma_-(G).
\]

Thus, by Theorem 6, the synchronous SOPS \( p \) for the \( n \)-dimensional coupled DDE (1) associated with \( (\alpha, \beta, f, G) \) is linearly stable, and therefore asymptotically stable with an exponential phase. On the other hand, suppose \( |v_0(\lambda)| > 1 + \delta \) for some eigenvalue \( \lambda \) of \( G \). In view of Theorem 7, this implies that

\[
\rho(M_\lambda) > |v_0(\lambda)| - \delta > 1, \quad \text{for some } \lambda \in \sigma(G).
\]

Hence, by Theorem 6, the synchronous SOPS \( p \) for the \( n \)-dimensional coupled DDE (1) associated with \( (\alpha, \beta, f, G) \) is linearly unstable, and therefore unstable. \( \square \)

8.2 Proof of Theorem 3

**Proof of Theorem 3** Let \( A_{<1} \subset \mathbb{C}_{<1}, A_{>1} \subset \mathbb{C}_{>1} \) and \( \beta_2 = \beta_2(\alpha, f) \geq \beta_0 \) be as in Theorem 8. Let \( \beta > \beta_2, n \geq 2 \) and \( H \in \mathbb{C}_n^0 \). Suppose \( \sigma_{-0}(H) \subset \mathbb{C}_{<0} \). It follows from the expression (7) for \( \sigma_{-0}(I_n + \eta H) \) and parts (i) and (iii) of Theorem 8 that there exists \( \eta_H > 0 \) such that \( \sigma_{-1}(I_n + \eta H) \subset A_{<1} \subset \mathbb{C} \) for all \( \eta \in (0, \eta_H) \). Linear stability of the synchronous SOPS then follows from Theorem 6. Therefore the synchronous SOPS is asymptotically stable with an exponential phase. The case that \( \sigma_{-0}(H) \subset \mathbb{C}_{>0} \) can be shown using an exactly analogous argument (and by choosing \( \eta_H > 0 \) possibly smaller), and so we omit the details. This proves (i).

On the other hand, suppose \( \sigma_{-0}(H) \cap \mathbb{C}_{>0} \neq \emptyset \). Let \( \lambda \in \sigma_{-1}(H) \cap \mathbb{C}_{>0} \). By the expression (7) for \( \sigma_{-0}(I_n + \eta H) \) and parts (ii) and (iv) of Theorem 8, and by possibly choosing \( \eta_H > 0 \) smaller, we see that \( 1 + \eta \lambda \in A_{>1} \subset \mathbb{C} \) for all \( \eta \in (0, \eta_H) \). Thus, \( \sigma_{-1}(I_n + \eta H) \cap \mathbb{C} \neq \emptyset \) for all \( \eta \in (0, \eta_H) \). Linear instability of the synchronous SOPS then follows from Theorem 6. Therefore the synchronous SOPS is unstable. The case that \( \sigma_{-0}(H) \cap \mathbb{C}_{<0} \neq \emptyset \) can be shown using an exactly analogous argument (and by choosing \( \eta_H > 0 \) possibly smaller), and so we omit the details. This proves part (ii).

8.3 Proof of Theorem 4

**Proof of Theorem 4** Suppose \( \alpha > 0 \). Let \( \delta = \frac{1}{2}(1 - v_0(0)) > 0 \), \( K = \overline{\mathbb{B}(0, \delta)} \cup \{1\} \), and \( \beta_1 = \beta_1(\alpha, f, \delta, K) \geq \beta_0 \) as in Theorem 7. Let \( \beta > \beta_1, n \geq 2 \) and \( H \in \mathbb{C}_n^0 \). Recall that \( I_n \) is an eigenvector of \( J_n \) (resp. \( H \)) associated with eigenvalue 1 (resp. 0), and any eigenvector \( v \) of \( J_n + \eta H \) are either in the span of \( I_n \) or is orthogonal to \( I_n \). If \( v \) is an eigenvector of \( J_n + \eta H \) associated with eigenvalue \( \lambda \) that is orthogonal to \( I_n \), then \( (J_n + \eta H)v = \eta Hv = \eta \lambda v \). Thus,

\[
\sigma_{-1}(J_n + \eta H) = \eta \sigma_{-0}(H).
\] (137)
Therefore, we can choose \( \eta_H > 0 \) such that \( \eta \sigma_0(H) \subset B(0, \delta) \) for all \( \eta \in (-\eta_H, \eta_H) \). Thus, \( \sigma(J_n + \eta H) = (\eta \sigma_1(H)) \cup \{1\} \subset K \) for all \( \eta \in (-\eta_H, \eta_H) \) and

\[
\rho(M_\lambda) < v_\eta(0) + \delta = \frac{1}{2}(1 + v_\eta(0)) < 1 \quad \text{for all } \lambda \in \sigma_0(H).
\]

Linear stability of the synchronous SOPS then follows from Theorem 6. Therefore the synchronous SOPS is asymptotically stable with an exponential phase.

Let \( A_{>0} \subset \mathbb{C}_{>0}, A_{<0} \subset \mathbb{C}_{<0} \) and \( \beta_3^\dagger = \beta_3^\dagger(f) \geq \beta_0 \) be as in Theorem 9. Let \( \beta > \beta_3^\dagger, n \geq 2 \) and \( H \in \mathbb{G}_n^0 \). Suppose \( \sigma_{-0}(H) \subset \mathbb{C}_{>0} \). It follows from relation (137) and parts (i) and (iii) of Theorem 9, and by possibly choosing \( \eta_H > 0 \) smaller, that \( \sigma_{-1}(J_n + \eta H) \subset A_{>0} \subset S \) for all \( \eta \in (0, \eta_H) \). Linear stability of the synchronous SOPS then follows from Theorem 6. Therefore the synchronous SOPS is asymptotically stable with an exponential phase. The case that \( \sigma_{-0}(H) \subset \mathbb{C}_{<0} \) can be shown using an exactly analogous argument (and by choosing \( \eta_H > 0 \) possibly smaller), and so we omit the details. This proves (ii).

On the other hand, suppose \( \sigma_{-0}(H) \cap \mathbb{C}_{<0} \neq \emptyset \). Let \( \lambda \in \sigma_{-1}(H) \cap \mathbb{C}_{<0} \). By relation (137) and parts (ii) and (iv) of Theorem 9, and by possibly choosing \( \eta_H > 0 \) smaller, we see that \( \eta \in A_{<0} \subset U \) for all \( \eta \in (0, \eta_H) \). Thus, \( \sigma_{-1}(J_n + \eta H) \cap U \neq \emptyset \) for all \( \eta \in (0, \eta_H) \). Linear instability of the synchronous SOPS then follows from Theorem 6. Therefore the synchronous SOPS is unstable. The case that \( \sigma_{-0}(H) \cap \mathbb{C}_{>0} \neq \emptyset \) can be shown using an exactly analogous argument (and by choosing \( \eta_H > 0 \) possibly smaller), and so we omit the details. This proves part (iii).

This completes the proof with \( \beta_3(\alpha, f) = \max(\beta_1(\alpha, f, \delta, K), \beta_3^\dagger(f)) \).

8.4 Proof of Theorem 5

**Proof of Theorem 5** First recall that if \( G \in \mathbb{G}_n^1 \) is an irreducible doubly nonnegative matrix, then by the Perron-Frobenius theorem (see, e.g., [23, Theorem 8.4.4]) and the fact that \( G \) has nonnegative eigenvalues, we have \( \sigma_{-1}(G) \subset [0, 1) \). If \( G \) is also positive definite, then \( G \) has positive eigenvalues and so \( \sigma_{-1}(G) \subset (0, 1) \).

Suppose \( \Delta < 0 \). Let \( \beta_4 = \beta_4(\alpha, f) \geq \beta_0 \) be as in Corollary 2. Let \( \beta > \beta_4, n \geq 2 \) and \( G \in \mathbb{G}_n^1 \) be an irreducible doubly nonnegative matrix. If \( \alpha > 0 \) then by the fact that \( \sigma_{-1}(G) \subset (0, 1) \) and Corollary 2, \( \sigma_{-1}(G) \subset S \). Alternatively, if \( \alpha = 0 \) and \( G \) is also positive definite, then \( \sigma_{-1}(G) \subset (0, 1) \subset S \). In either case, Theorem 6 implies that the synchronous SOPS is linearly stable and so (i) holds.

Next, suppose \( \Delta > 0 \) and let \( \varepsilon \) satisfy the bounds (10). Let \( \beta > \beta_5, n \geq 2 \) and \( G \in \mathbb{G}_n^1 \) be an irreducible doubly nonnegative matrix. Suppose \( |\lambda - r_0| > \sqrt{\Delta} + \varepsilon \) for all \( \lambda \in \sigma_{-1}(G) \). If \( \alpha > 0 \) then by the fact that \( \sigma_{-1}(G) \subset (0, 1) \) and Corollary 2, \( \sigma_{-1}(G) \subset [0, r_0 - \sqrt{\Delta} - \varepsilon) \cup (r_0 + \sqrt{\Delta} + \varepsilon, 1) \subset S \). Alternatively, if \( \alpha = 0 \) and \( G \) is also positive definite then by the fact that \( \sigma_{-1}(G) \subset (0, 1) \) and Corollary 2, \( \sigma_{-1}(G) \subset (0, r_0 - \sqrt{\Delta} - \varepsilon) \cup (r_0 + \sqrt{\Delta} + \varepsilon, 1) \subset S \). In either case, Theorem 6 implies that the synchronous SOPS is linearly unstable and so (ii) holds. Now suppose there is \( \lambda \in \sigma(G) \) such that \( |\lambda - r_0| < \sqrt{\Delta} - \varepsilon \). By the fact that \( \sigma_{-1}(G) \subset [0, 1) \) and Corollary 2, \( \lambda \in (r_0 - \sqrt{\Delta} + \varepsilon, r_0 + \sqrt{\Delta} - \varepsilon) \subset U \). Thus, Theorem 6 implies (iii) holds.
9 Examples

In this section we apply our results to examples of systems of DDEs with mean-field coupling and systems of coupled DDEs arranged in a ring with nearest neighbor coupling, which are commonly studied coupling topologies in both the scientific and mathematical literature.

9.1 Systems of DDEs with Mean-Field Coupling

Systems of coupled oscillators with mean field coupling were among the first to be addressed (in the setting without delays) \[26,40\]. Suppose \( \alpha \geq 0 \) and \( f \) satisfies Assumption 1. For each \( n \geq 2 \) and \( \kappa \in \mathbb{R} \), define the coupling matrix \( M_{n,\kappa} = (M_{n,k}^j) \in \mathbb{C}^n_+ \) by

\[
M_{n,k}^j = \begin{cases} 
1 - \frac{(n - 1)\kappa}{n} & \text{if } j = k, \\
\kappa & \text{if } j \neq k.
\end{cases}
\] (138)

The spectrum of \( M_{n,\kappa} \) satisfies \( \sigma(M_{n,\kappa}) = \{1 - \kappa, 1\} \), where \( \lambda = 1 \) is a simple eigenvalue of \( M_{n,\kappa} \) and the eigenvalue \( \lambda = 1 - \kappa \) has multiplicity \( n - 1 \). Observe that for \( \kappa \in (0, 1] \) the matrix \( M_{n,\kappa} \) is irreducible and doubly nonnegative, and if \( \kappa < 1 \) also holds then \( M_{n,\kappa} \) is positive definite. Thus, we have the following immediate corollary of Theorem 5.

Corollary 5 Suppose \( \alpha \geq 0 \) and \( f \) satisfies Assumption 1. Define \( r_0 \) and \( \Delta \) as in (8) and (9), respectively. Suppose \( \Delta < 0 \). Then there exists \( \beta_4 = \beta_4(\alpha, f) \geq \beta_0 \) such that for every \( \beta > \beta_4 \), \( n \geq 2 \) and \( \kappa \in (0, 1) \) (if \( \alpha = 0 \) then additionally assume \( \kappa < 1 \)), the following holds:

(i) The synchronous SOPS of the \( n \)-dimensional coupled DDE associated with \((\alpha, \beta, f, M_{n,\kappa})\) is asymptotically stable with an exponential phase.

On the other hand, suppose \( \Delta > 0 \). Let \( \varepsilon \) satisfy (10). Then there exists \( \beta_5 = \beta_5(\alpha, f, \varepsilon) \geq \beta_0 \) such that for every \( \beta > \beta_5 \), \( n \geq 2 \) and \( \kappa \in (0, 1) \) (if \( \alpha = 0 \) then additionally assume \( \kappa < 1 \)), the following holds:

(ii) If

\[
kappa < 1 - r_0 - \sqrt{\Delta} - \varepsilon \quad \text{or} \quad \kappa > 1 - r_0 + \sqrt{\Delta} + \varepsilon,
\]

the unique synchronous SOPS of the \( n \)-dimensional coupled DDE associated with \((\alpha, \beta, f, M_{n,\kappa})\) is asymptotically stable with an exponential phase.

(iii) If

\[
1 - r_0 - \sqrt{\Delta} + \varepsilon < \kappa < 1 - r_0 + \sqrt{\Delta} - \varepsilon,
\]

the unique synchronous SOPS of the \( n \)-dimensional coupled DDE associated with \((\alpha, \beta, f, M_{n,\kappa})\) is unstable.

9.2 Systems of DDEs Arranged in a Ring

Consider a system of \( n \geq 3 \) coupled DDEs arranged in a ring with nearest neighbor coupling; that is, the coupling matrix \( R_n = (R_{n,k}^j) \) satisfies \( R_{n,k}^j = 0 \) if \( j - k \pmod{n} > 1 \). Systems of DDEs arranged in a ring arise in biological applications, including models of neuronal networks \[33,34,37\] and cardiac rhythms \[38\], and the stability of the synchronous state
when the dimension of the system is large has been studied in the mathematical literature [5, 18].

For $n \geq 3$ and $\kappa \in \mathbb{R}^2 \setminus \{(0, 0)\}$ define the coupling matrix $R_{n, \kappa} \in \mathbb{C}^n_+$ by

$$
R^{jk}_{n, \kappa} = \begin{cases} 
\frac{\kappa^1}{2} & \text{if } j = (k - 1) \mod n, \\
1 - \frac{\kappa^1 + \kappa^2}{2} & \text{if } j = k, \\
\frac{\kappa^2}{2} & \text{if } j = (k + 1) \mod n, \\
0 & \text{otherwise}.
\end{cases}
$$

(139)

The spectrum of the coupling matrix is given by $\sigma(R_{n, \kappa}) = \{z_j\}_{j=0}^{n-1}$, where

$$
z_j = z_j(n, \kappa) = 1 - \frac{\kappa^1 + \kappa^2}{2} \left(1 - \cos \frac{2\pi j}{n}\right) + i \frac{\kappa^1 - \kappa^2}{2} \sin \frac{2\pi j}{n}, \quad j = 0, \ldots, n - 1
$$

and $z_0 = 1$ is a simple eigenvalue of $R_{n, \kappa}$ (see, e.g., [15, Theorem 3.1]). Consider the case of symmetric coupling (i.e., $\kappa^1 = \kappa^2$). In this case

$$
z_j = 1 - \kappa^1 \left(1 - \cos \frac{2\pi j}{n}\right), \quad j = 0, \ldots, n - 1,
$$

(141)

and so $\sigma(R_{n, \kappa}) \subset [1 - 2\kappa^1, 1]$ for all $n \geq 3$ and $\kappa^1 \geq 0$. Note that for $\kappa^1 \in (0, \frac{1}{2}]$ the coupling matrix $R_{n, \kappa}$ is irreducible and doubly nonnegative matrix, and if $\kappa^1 < \frac{1}{2}$ also holds then $R_{n, \kappa}$ is positive definite. We have the following corollary of Theorem 5. Given $\alpha \geq 0$ and $f$ satisfying Assumption 1, recall the definitions of $r_0$ and $\Delta$ given in (8) and (9), respectively.

**Corollary 6** Suppose $\alpha \geq 0$ and $f$ satisfies Assumption 1. Suppose $\Delta < 0$. Let $\beta_4 = \beta_4(\alpha, f) \geq \beta_0$ be as in Theorem 5. Then for every $\beta > \beta_4$, $n \geq 3$, and $\kappa \in (0, \frac{1}{2}]$, with additional assumption $\kappa < \frac{1}{2}$ if $\alpha = 0$, the following holds:

(i) The synchronous SOPS of the $n$-dimensional coupled DDE associated with $(\alpha, \beta, f, R_{n, \kappa})$ is asymptotically stable with an exponential phase.

On the other hand, suppose $\Delta > 0$. Suppose $\epsilon$ satisfies (10). Let $\beta_5 = \beta_5(\alpha, f, \epsilon) \geq \beta_0$ be as in Theorem 5. Then for every $\beta > \beta_5$, $n \geq 3$, and $\kappa \in (0, \frac{1}{2}]$ (if $\alpha = 0$ then additionally assume $\kappa < \frac{1}{2}$), the following hold:

(ii) If for each $1 \leq j \leq n - 1$, one of the following inequalities holds

$$
\kappa < \frac{1 - r_0 - \sqrt{\Delta} - \epsilon}{1 - \cos \frac{2\pi j}{n}} \quad \text{or} \quad \kappa > \frac{1 - r_0 + \sqrt{\Delta} + \epsilon}{1 - \cos \frac{2\pi j}{n}},
$$

then the unique synchronous SOPS of the $n$-dimensional coupled DDE associated with $(\alpha, \beta, f, R_{n, \kappa})$ is asymptotically stable with an exponential phase.

(iii) If for some $1 \leq j \leq n - 1$, the following inequality holds

$$
\frac{1 - r_0 - \sqrt{\Delta} + \epsilon}{1 - \cos \frac{2\pi j}{n}} < \kappa < \frac{1 - r_0 + \sqrt{\Delta} - \epsilon}{1 - \cos \frac{2\pi j}{n}},
$$

(142)

then the unique synchronous SOPS of the $n$-dimensional coupled DDE associated with $(\alpha, \beta, f, R_{n, \kappa})$ is unstable.

We also have the following corollary of Theorem 2 for the case that $\kappa > \frac{1 - r_0}{4}$. 

\[ \text{ Springer} \]
Corollary 7 Suppose $\alpha \geq 0$ and $f$ satisfies Assumption 1. Given $\delta \in (0, 1)$, let $\beta_1 = \beta_1(\alpha, f, \delta, [-1, 1 + \delta]) \geq \beta_0$ be as in Theorem 2. Then for every $\beta > \beta_1$, $n \geq 3$, and $\kappa \in \{(1 - r_0)(1 + \sqrt{1 + \delta})/4, 1\}$, the following hold:

(i) If $n$ is even then the synchronous SOPS of the $n$-dimensional coupled DDE associated with $(\alpha, \beta, f, R_{n, \kappa})$ is unstable.

(ii) If $n$ is odd and $\kappa > (1 - r_0)(1 + \sqrt{1 + \delta})$ then the synchronous SOPS of the $n$-dimensional coupled DDE associated with $(\alpha, \beta, f, R_{n, \kappa})$ is unstable.

Remark 11 We compare the corollary with the main result in [5], which states that if $\alpha > 0$ and $\kappa = 1$, then for any $\beta > \beta_0$, and either $n$ odd and sufficiently large or $n$ even, the synchronous SOPS is unstable. Fix $\alpha > 0$ and $\kappa = 1$. Let $\delta > 0$ be sufficiently small so that $(1 - r_0)(1 + \sqrt{1 + \delta}) < 2$. Then, by Corollary 6, if $\beta > \beta_1 = \beta_1(\alpha, f, \delta, [-1, 1 + \delta])$ and either $n$ is odd and sufficiently large so that inequality (143) holds with $\kappa = 1$ or $n$ is even, then the synchronous SOPS associated with $(\alpha, \beta, f, R_{n, \kappa})$ is unstable. In particular, we recover the main result from [5] in the asymptotic regime $\beta \to \infty$.

10 Numerical Simulations

In this section we plot examples of solutions of the coupled DDE (1) to gain insight into how large $\beta$ needs to be in order for our limit theorems to be informative about the stability of the synchronous SOPS.

Let $\alpha = \frac{1}{8}$, $a = 24$ and $b = 1$, and let $f : \mathbb{R} \to \mathbb{R}$ be the hyperbolic tangent function defined in (3). In Fig. 4 we depict the corresponding level sets $\partial S_\delta(0.1) = \{\lambda \in \mathbb{C} : |v_\lambda(\lambda)| = 0.9\}$, $\partial S_\delta(0) = \{\lambda \in \mathbb{C} : |v_\lambda(\lambda)| = 1\}$ and $\partial U_\delta(0.1) = \{\lambda \in \mathbb{C} : |v_\lambda(\lambda)| = 1.1\}$ defined in Sect. 1.2.1, and we mark the following points (and their conjugates) with red dots (we also list the approximate value of $v_\lambda$ at each point):

$\lambda_1 = \arg\max\{\text{Re } \lambda : \lambda \in S_\delta(0.1) \cap C_{\geq \frac{1}{2}}\} \approx 0.99$, $\nu_\delta(\lambda_1) = 0.9$.

Fig. 4 The level sets $\partial S_\delta(0.1)$, $\partial S_\delta(0)$, and $\partial U_\delta(0.1)$ corresponding to parameters $\alpha = \frac{1}{8}$, $a = 24$ and $b = 1$. See the text for the coordinates of the red points lying in the level sets $\partial S_\delta(0.1)$ and $\partial U(0.1)$.
Here $g_x(t)$ is the measure of “synchrony” defined in Eq. (144) and $x$ is the solution of the coupled DDE (1) associated with $(\frac{1}{2}, \beta, f, R_3, \kappa)$ starting at $\phi$, for $\ell = 1, \ldots, 6$ and varying $\beta$. Note that the axes of the plots are not identical. As stated in the text, $|\nu(\lambda_\ell)| = 0.9$ for $\ell = 1, 2, 3, 4, 5, 6$. Therefore, by Theorem 2, for $\beta$ sufficiently large, the synchronous SOPS of the coupled DDE (1) associated with $(\frac{1}{2}, \beta, f, R_3, \kappa)$ is asymptotically stable with an exponential phase (resp. unstable) for $\ell = 1, 2, 3$ (resp. $\ell = 4, 5, 6$). For $\ell = 4$ and $\beta = \beta_{\text{Hopf}} + 0.01$, we see that $x$ appears to converge to a synchronous SOPS of the coupled DDE (1), suggesting that asymptotic stability in fact holds for all $\beta > \beta_{\text{Hopf}}$. On the other hand, for $\ell = 5, 6$, we see that there appears to be a critical $\beta$ where the synchronous SOPS of the coupled DDE (1) transitions from asymptotically stable to unstable.

\[
\lambda_2 = \arg\max\{\text{Im } \lambda : \lambda \in \mathbb{S}_o(0.1) \cap \mathbb{C}_{\geq \frac{1}{2}}\} \approx 0.80 + i0.16, \quad \nu_0(\lambda_2) \approx -0.49 + i0.98, \\
\lambda_3 = \arg\min\{\text{Re } \lambda : \lambda \in \mathbb{S}_o(0.1) \cap \mathbb{C}_{\geq \frac{1}{2}}\} \approx 0.62, \quad \nu_0(\lambda_3) = -0.9, \\
\lambda_4 = \arg\max\{\text{Re } \lambda : \lambda \in \mathbb{U}_o(0.1) \cap \mathbb{C}_{\geq \frac{1}{2}}\} \approx 1.01, \quad \nu_0(\lambda_4) = 1.1, \\
\lambda_5 = \arg\max\{\text{Im } \lambda : \lambda \in \mathbb{U}_o(0.1) \cap \mathbb{C}_{\geq \frac{1}{2}}\} \approx 0.80 + i0.2, \quad \nu_0(\lambda_5) \approx -0.40 + i0.81, \\
\lambda_6 = \arg\min\{\text{Re } \lambda : \lambda \in \mathbb{U}_o(0.1) \cap \mathbb{C}_{\geq \frac{1}{2}}\} \approx 0.49, \quad \nu_0(\lambda_6) = -1.1.
\]
Fig. 6 Plots of the solutions $x$ of the coupled DDE (1) associated with $(1\beta, f, R_3, \kappa_\ell)$ starting at $\phi$, for $\ell = 1, 2, 3$ over the time intervals $[-1, 5]$ and $[60, 80]$. In this case, $\sigma_0(R_3, \kappa_\ell) = \{\lambda_\ell, \bar{\lambda}_\ell\}$ and $|v_0(\lambda_\ell)| = 0.9$. Thus, according to Theorem 2, for $\beta$ sufficiently large, the synchronous SOPS of the coupled DDE (1) associated with $(1\beta, f, R_3, \kappa_\ell)$ is asymptotically stable with an exponential phase. These plots suggest that, in each case, the synchronous SOPS is asymptotically stable for all $\beta > \beta_{\text{Hopf}}$.

Recall the definition of the coupling matrix $R_{3, \kappa} \in \mathbb{R}^1_{\mathbf{k}}$ defined in Eq. (139). Using Eq. (140) we solve for $\kappa_\ell \in \mathbb{R}^2$ such that $\sigma_0(R_{3, \kappa_\ell}) = \{\lambda_\ell, \bar{\lambda}_\ell\}$, for $j = 1, \ldots, 6$. The approximate values for $\kappa_\ell$ are

\begin{align*}
\kappa_1 & \approx (0.0045, 0, 0.0045), & \kappa_2 & \approx (-0.03, 0.15), & \kappa_3 & \approx (0.13, 0.13), \\
\kappa_4 & \approx (-0.0043, -0.0043), & \kappa_5 & \approx (-0.05, -0.18), & \kappa_6 & \approx (0.17, 0.17).
\end{align*}

According to Theorem 2, for $\beta$ sufficiently large, the synchronous SOPS of the coupled DDE (1) associated with $(1\beta, f, R_{3, \kappa_\ell})$ is asymptotically stable with an exponential phase (resp. unstable) for $\ell = 1, 2, 3$ (resp. $\ell = 4, 5, 6$). Note that the minimal value of $\beta$ is $\beta_{\text{Hopf}}$, defined by

$$\beta_{\text{Hopf}} = \frac{1}{|f'(0)|} \frac{\theta_0}{\sin \theta_0} \approx 1.65,$$

where $\theta_0 \in \left(\frac{\pi}{2}, \pi\right)$ denotes the solution to $\theta_0 + \alpha \tan \theta_0 = 0$ if $\alpha > 0$ and $\theta_0 = \frac{\pi}{2}$ if $\alpha = 0$. At $\beta_{\text{Hopf}}$ there is a Hopf bifurcation such that for $\beta > \beta_{\text{Hopf}}$ the trivial solution of the scalar DDE (2) is linearly unstable (see, e.g., [19]). In order to quantify how “synchronous” a solution
Fig. 7 Plots of the solution $x$ of the coupled DDE (1) associated with $( \frac{1}{6}, \beta_{\text{Hopf}} + 0.01, f, R_3, k_4 )$ starting at $\phi$, over the time intervals $[-1, 40], [200, 240]$ and $[460, 500]$. In this case, $\sigma_{-1}(R_3, k_4) = \{ \lambda_4, \bar{\lambda}_4 \}$ and $\nu_{\circ}(\lambda_4) = 1.1$. Thus, according to Theorem 2, for $\beta$ sufficiently large, the synchronous SOPS of the coupled DDE (1) associated with $( \frac{1}{6}, \beta, f, R_3, k_4 )$ is unstable. These plots (and additional plots that are not shown) suggest the synchronous SOPS is unstable for all $\beta > \beta_{\text{Hopf}}$.

$x = (x^1, x^2, x^3)$ is, we also plot $g_x \in C([0, \infty), R_+)$ defined by

$$g_x(t) = \sup \left\{ |x_j(s) - x_k(s)| : j \neq k, \max(t - \omega_\circ, 0) \leq s \leq t \right\}, \quad t \geq 0, \quad (144)$$

where we recall that $\omega_\circ$ is the period of the limiting SOPS $p_\circ$ defined in Sect. 4. In Fig. 5, we plot $g_x$, where $x$ is the solution of the coupled DDE (1) associated with $( \frac{1}{6}, \beta, f, R_3, k_4 )$, for $\ell = 1, \ldots, 6$ and different $\beta$, and initial condition $x_0 = \phi$ defined by

$$\phi(t) = \beta t \mathbf{1}_3 + \frac{1}{10 \sqrt{2}} (0, 1, -1)^T, \quad t \in [-1, 0].$$

In Figs. 6, 7, 8 and 9 we plot the solutions $x$, which were generated using Mathematica’s NDSolve function. The plots suggest that in some cases the stability/instability established in our limit theorems appears to in fact hold for all $\beta > \beta_{\text{Hopf}}$, whereas in other cases $\beta$ must be chosen larger. Based on Figs. 5 and 6, as well as additional numerical tests that are not included, we conclude with the following conjecture, whose proof is beyond the scope of this work. Suppose $p$ is a synchronous SOPS of the coupled DDE (1) associated with $(\alpha, \beta, f, G)$, where $\alpha \geq 0$ and $f$ satisfies Assumption 1. We conjecture that $p$ is asymptotically stable with an exponential phase provided that $\beta > \beta_{\text{Hopf}}, f$ is monotone and $\sigma_{-1}(G) \subset S_\circ(0)$. Based on Figs. 5, 7, 8 and 9, the case where $\sigma(G) \cap \mathbb{U}_\circ(0) \neq \emptyset$ appears to be more complicated.
Fig. 8 Plots of the solutions $x$ of the coupled DDE (1) associated with $(\frac{1}{\xi}, \beta, f, R_3, \kappa)$ starting at $\phi$, for $\beta = 6.6, 6.7$, over the time intervals $[-1, 40], [1770, 1810]$ and $[2360, 2400]$. The plots suggest there is a critical value of $\beta \in (6.6, 6.7)$ such that the synchronous SOPS of the 3-dimensional coupled DDE (1) associated with $(\frac{1}{\xi}, \beta, f, R_3, \kappa)$ is asymptotically stable with an exponential phase for $\beta$ less than the critical value and unstable for $\beta$ greater than the critical value. For comparison, $\beta_{\text{Hopf}} \approx 1.65$. 
Fig. 9 Plots of the solutions \( x \) of the coupled DDE (1) associated with \((\frac{1}{5}, \beta, f, R_3, \kappa)\) starting at \( \phi \), for \( \beta = 7.35, 7.5 \), over the time intervals \([-1, 40], [1640, 1720] \) and \([1960, 2000] \). The plots suggest there is a critical value of \( \beta \in (7.35, 7.5) \) such that the synchronous SOPS of the 3-dimensional coupled DDE (1) associated with \((\frac{1}{5}, \beta, f, R_3, \kappa)\) is asymptotically stable with an exponential phase for \( \beta \) less than the critical value and unstable for \( \beta \) greater than the critical value. For comparison, \( \beta_{Hopf} \approx 1.65 \)
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Appendix A: Functional Analysis Results

The proofs of Lemma 10 and Corollary 4 rely on the following theorem, which is a slight variant of [46, Theorem 10] that immediately follows from the linearity of the operators. Suppose \( X \) is a complex Banach space and \( V \in B_0(X) \). For \( \lambda \in \sigma(V) \) recall that \( m_V(\lambda) \) is equal to the dimension of the generalized eigenspace \( E_\lambda = \bigcup_{j=1}^{\infty} \text{Null}(V - \lambda I_X)^j \).

**Theorem 11** Let \( X \) be a complex Banach space and \( V \in B_0(X) \) satisfy \( V \chi_0 = \mu \chi_0 \) for some \( \mu \in \mathbb{C} \setminus \{0\} \) and \( \chi_0 \in X \setminus \{0\} \). If \( L \in B(X, \mathbb{C}) \) is a continuous linear functional such that \( L \chi_0 = 1 \) and \( W : X \to X \) is defined by \( W \chi = V \chi - L(V \chi) \chi_0 \) for \( \chi \in X \), then \( W \in B_0(X) \) and

\[
m_W(\lambda) = \begin{cases} m_V(\lambda) & \text{if } \lambda \neq \mu, \\ m_V(\lambda) - 1 & \text{if } \lambda = \mu. \end{cases}
\]
In particular, if \( \mu = 1 \) then \( \sigma_{-1}(V) = \sigma(W) \).

The following proof of Lemma 10 closely parallels the proof of [46, Theorem 9].

Proof of Lemma 10 Define \( L \in B_0(C(\mathbb{R}), \mathbb{R}) \) by \( L \phi = \phi(-1) \) for all \( \phi \in C(\mathbb{R}) \) so that \( T(\beta, \phi, t) = LS(\beta, \phi, t) \) for all \( \beta > 0, \phi \in C(\mathbb{R}) \) and \( t \geq 0 \). Recall that for each \( \beta > \beta_0 \), by the definition of the monodromy operator, \( D_\phi S(\beta, p_0^\beta, \omega^\beta) = U_1^\beta(0) \) (see, e.g., [21, Chapter 2, Theorem 4.1]). It follows that \( D_\phi T(\beta, \phi, \omega^\beta) = LU_1^\beta(0) \) for each \( \beta > \beta_0 \). Let \( \beta > \beta_0 \).

By Lemma 9, \( T(\beta, \phi, q^\beta(\beta, \phi)) = 0 \) for all \( (\beta, \phi) \in W^\beta \) and so

\[
0 = D_\phi \left[ T(\beta, \phi, q^\beta(\beta, \phi)) \right]_{(\beta,\phi)=(\beta,p_0^\beta)} = D_\phi T(\beta, p_0^\beta, \omega^\beta - 1) + D_\phi q^\beta(\beta, p_0^\beta) = LU_1^\beta(0) + \bar{p}^\beta(-1)D_\phi q^\beta(\beta, p_0^\beta).
\]

Hence,

\[
D_\phi q^\beta(\beta, p_0^\beta) = -\frac{LU_1^\beta(0)}{\bar{p}^\beta(-1)}.
\]

By the definition of \( \Phi^\beta \) in (113), the derivative of \( \Phi^\beta \) with respect to \( \phi \) satisfies

\[
D_\phi \Phi^\beta(\beta, p_0^\beta) = D_\phi S(\beta, p_0^\beta, \omega^\beta) + D_\phi q^\beta(\beta, p_0^\beta) = U_1^\beta(0) - \frac{\bar{p}_0^\beta}{\bar{p}^\beta(-1)}LU_1^\beta(0).
\]

Since \( U_1^\beta(0) \in B_0(C(\mathbb{R})) \), we see that \( D_\phi \Phi^\beta(\beta, p_0^\beta) \in B_0(C(\mathbb{R})) \). Now an application of Theorem 11 with \( X = C(\mathbb{R}), V = U_1^\beta(0), \chi_0 \in C(\mathbb{R}) \) defined by \( \chi_0(\theta) = \frac{\bar{p}_0^\beta(\theta)}{\bar{p}^\beta(-1)} \) for \( \theta \in [-1, 0], \mu = 1 \), and \( W = D_\phi \Phi^\beta(\beta, p_0^\beta) \) implies that \( \sigma(D_\phi \Phi^\beta(\beta, p_0^\beta)) = \sigma_{-1}(U_1^\beta(0)) \).

By [45, Theorem 1], 1 is a simple eigenvalue of \( U_1^\beta(0) \), thus completing the proof of the lemma.

Given a Banach space \( X, \chi \in X \) and \( r > 0 \), recall that \( B_X(\chi, r) \) denotes the ball of radius \( r \) centered at \( \chi \).

Proof of Corollary 4 Let \( \delta \in (0, 1) \), \( \mu \) and \( \psi \) be as in Theorem 10. Let \( Y^* = B(Y, \mathbb{C}) \) denote the dual of \( Y \). We claim, and prove below, that there is a \( \delta_0 \in (0, \delta] \) such that for each \( \chi \in B_X(\chi_0, \delta_0) \) there is a linear functional \( L(\chi) \in Y^* \) such that \( L(\chi) \psi(\chi) = 1 \), and \( L \) is continuous in \( \chi \). Assuming the claim holds, define, for each \( \chi \in B_X(\chi_0, \delta_0) \), the operator \( W(\chi) \in B_0(Y) \) by

\[
W(\chi)\xi = V(\chi)\xi - (L(\chi)\xi)\psi(\chi), \quad \xi \in Y.
\]

Then \( W(\chi) \) is continuous in \( \chi \), and by Theorem 11 and the fact that \( \mu(\chi) \) is a simple eigenvalue of \( V(\chi) \) for each \( \chi \in B_X(\chi_0, \delta_0) \), it follows that \( W(\chi) \in B_0(Y) \) and \( \mu(\chi) \notin \sigma(W(\chi)) \) for each \( \chi \in B_X(\chi_0, \delta_0) \). Since \( W(\chi_0) \) is compact, it has an isolated spectrum, which along with the continuity of the function \( \chi \mapsto \sigma(W(\chi)) \), implies that by choosing \( \delta_0 > 0 \) possibly smaller, we can ensure that for each \( \chi \in B_X(\chi_0, \delta_0) \), the spectrum of \( W(\chi) \) does not contain any elements in \( \mathbb{B}(\mu_0, \delta_0) \).

We are left to prove the claim. For each \( \chi \in O \) let \( V^*(\chi) \in B_0(Y^*) \) denote the adjoint of \( V(\chi) \). Then \( V^* : O \to B_0(Y^*) \) is continuous and for each \( \chi \in B_X(\chi_0, \delta), \mu(\chi) \) is the
unique simple eigenvalue of $V(\chi)$. Moreover, $\psi^*_0 \in Y^*$ is a unit eigenfunction associated with $\mu_0$. Applying Theorem 10 again, this time with $Y^*$, $V^*$ and $\psi^*_0$ in place of $Y$, $V$ and $\psi_0$, respectively, there is a $\delta_0 > 0$ and a continuous function $\psi^* : B(\chi_0, \delta_0) \rightarrow Y^*$ such that for each $\chi \in B(\chi_0, \delta_0)$, $\psi^*(\chi)$ is a unit eigenfunction of $V^*(\chi)$ associated with $\mu(\chi)$. Since $\psi^*_0(\psi_0) \neq 0$, by choosing $\delta_0 > 0$ possibly smaller, we can ensure that $\psi^*(\chi)(\psi(\chi)) \neq 0$ for all $\psi \in B_X(\chi_0, \delta_0)$. For each $\chi \in B_X(\chi_0, \delta_0)$, define $L(\chi) \in Y^*$ by

$$L(\chi)\xi = \frac{\psi^*(\chi)(\xi)}{\psi^*(\chi)(\psi(\chi))}, \quad \xi \in Y.$$ 

Then $L(\chi)\psi(\chi) = 1$ for all $\chi \in B_X(\chi_0, \delta_0)$, and $L(\chi)$ is a continuous function of $\chi$. This completes the proof of the claim.
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