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Abstract—Visual localization is an essential component of intelligent transportation systems, enabling broad applications that require understanding one's self-location when other sensors are not available. It is mostly tackled by image retrieval such that the location of a query image is determined by its closest match in the pre-collected images. Existing approaches focus on large-scale localization where landmarks are helpful in finding the location. However, visual localization becomes challenging in small-scale environments where objects are hardly recognizable. In this paper, we propose a visual localization framework that robustly finds the match for a query among the images collected from indoor parking lots. It is a challenging problem when the vehicles in the images share similar appearances and are frequently replaced, e.g., parking lots. We propose to 1) employ a deep dense local feature matching that resembles human perception to find correspondences and 2) eliminate matches from vehicles automatically with a vehicle detector. The proposed solution is robust to the scenes with low textures and invariant to false matches caused by vehicles. We compare our framework with alternatives to validate our superiority on a benchmark dataset containing 267 pre-collected images and 99 query images taken from 34 sections of a parking lot. Our method achieves 86.9% accuracy, outperforming the alternatives.

Index Terms—Indoor visual localization, Textureless environment, Deep dense local feature matching, Vehicle removal

I. INTRODUCTION

VISUAL localization is to find the place where the query image is taken. It enables location-based services such as navigation systems and recommending nearby attractions. It is an essential component of intelligent transportation systems, especially when other sensors are not available. The common practice of visual localization considers the problem as matching the query image to the pre-collected images so that the system produces the annotated location of the closest image.

Fig. 1 illustrates our problem setting. We assume that the images of an indoor parking lot are taken by a front-looking camera on a vehicle parked on a section, and the annotators have assigned the sections to the images. Given a query image from another parked vehicle, we predict the location where the vehicle is parked, marked by the section IDs. Visual localization in parking lots is a challenging problem in two senses: the walls are texture-less and vehicles act as noise. The texture-less walls make finding correspondence difficult. Multiple identical-looking vehicles are likely to appear and disappear.

Early approaches regard visual localization as recognizing landmarks in the scene because the global coordinates of the landmarks are known and the landmarks are unique.

However, such approaches are not applicable in our problem because the two conditions are not met: objects repeatedly occur and are replaceable (Fig. 2). On the other hand, matching feature points is not restricted to recognizing unique landmarks, but is able to find correspondences between ordinary images.

Finding sparse correspondences consists of three steps: 1) detecting interest points, 2) extracting descriptors, and 3) matching the points. Most existing interest point detectors struggle in our problem because the scenes are poorly textured, e.g., painted walls. Fig. 3 provides examples where sparse correspondences cannot be found. On the other hand, dense matching approaches employ correlation-based techniques which are robust to poorly-textured environments.

To this end, we propose a framework with a deep dense local feature matching that resembles human perception to find correspondences and 2) eliminates matches from vehicles automatically with a vehicle detector. The deep dense matcher plays an important role, providing reliable correspondences even in the textureless regions. The vehicle remover handles the overwhelming number of matches on identical-looking vehicles from different locations. These two aspects pose our solution as superior to place recognition approaches and SLAM approaches in parking lot scenarios.

The test dataset contains 267 images taken from a parking lot which is split into 34 sections. The sections are manually annotated to the images by humans. The query set consists of 99 images, each of which is labeled to the corresponding section as well. The dataset will be publicly available.

Our method is robust to the environments with low textures and to the false matches caused by repeating similar
II. RELATED WORK

In this section, we briefly summarize existing methods and describe the necessity of our framework.

A. Place recognition

Approaches with vectors of locally aggregated descriptors (VLAD) [8] based on deep neural networks [1], [9], [10] have achieved impressive performance in place recognition. They use a CNN pre-trained for image classification to extract feature maps whose per-pixel vectors are interpreted as local descriptors. Then, the local descriptors are divided into a fixed number of clusters and each cluster produces a vector by weighted accumulation. However, this approach may fail when the environment does not have distinctive objects such as indoor parking lots. The same issue arises in CNN-based place recognition models such as [11] and [12]. On the other hand, our framework finds correspondences on textureless scenes and filter out correspondences on vehicles to prevent false matches.

B. Point matching

a) Handcraft features. SIFT and SURF are commonly used traditional algorithms for extracting distinctive features in the given images. Since they are manually engineered, they offer the advantage of not requiring any training procedures or datasets. These methods are insensitive to geometric transformation such as rotation or scaling. However, they are weak to illumination changes or low textures, which is problematic in indoor parking lots. Thus, we consider recent deep learning-based approaches robust to various factors.

b) Deep features. Recent deep neural networks have shown promising results in feature extraction. The extracted features can be used for finding correspondences between images. TimeCycle [13] and VideoWalk [14] learn correspondence from the cycle-consistency of time. Although they achieve reasonable performance on images with distinctive local appearances, they suffer from uncertainty of cycle-consistency on homogeneous regions. On the other hand, LoFTR [15] produces dense matches even in the low-textured areas, thanks to positional encoding. Therefore, we adopt LoFTR as a local feature matcher.

C. SLAM and image retrieval

Recent methods on simultaneous localization and mapping (SLAM) [16]–[18] have achieved impressive performance in real-time scenarios, even with dynamic environments. However, SLAM works on calibrated cameras and sequence of
images, which are impractical in in-the-wild settings and the limited number of images, respectively. In this work, we tackle visual localization of parked vehicles on parking lots; the vehicles have different camera settings and the number of query images is limited to one, i.e., only the last image is available taken just before the vehicle shuts down. Hence, we exclude SLAM and rely on point-matching.

Image retrieval [19], [20] has a similar goal to visual localization: finding matches of a query image from a set of images. However, it considers diverse aspects of images such as salient objects, color distribution, styles, and semantics. On the other hand, visual localization aims to find the exactly same observations but maybe in different conditions. Hence, we also exclude image retrieval approaches.

III. PROPOSED FRAMEWORK

In this section, we describe our problem setting and framework to solve the problem.

A. Overview

We formulate the visual localization problem as finding the closest match of a query image among a set of stored images. It is a reasonable choice because the stored images can be paired to their locations on the map in advance, e.g., a section in a parking lot. Our framework consists of matching, removing vehicles, and localization. The matcher finds dense correspondences between two images. The vehicle remover discards matches on vehicles. Given the filtered matches, the query image is predicted to be the same section of the image with the most matches. Fig. 4 overviews our framework.

B. Deep local feature matching

Local feature matching is to find corresponding points between two images. Most traditional methods [2], [3] consist of three separate phases: detecting interest points, building descriptors, and matching. Detecting interest points approaches struggle when the scenes are poorly textured. Hence, we employ deep dense local feature matching [15] which does not require detecting interest points.

Fig. 5 illustrates the procedure of deep dense local feature matching. First, LoFTR computes coarse-level feature maps $F^A$ and $F^B$, and fine-level feature maps $F^A$ and $F^B$, given a pair of images $I^A$ and $I^B$, respectively, using a CNN. A coarse-level global matcher predicts coarse correspondences $\mathcal{M}_1$ from $F^A$ and $F^B$. For every coarse correspondence $(i, j) \in \mathcal{M}_1$, its local patches are cropped from the fine-level feature maps. Then, the final matcher produces fine-grained matches $(i, j) \in \mathcal{M}_1$ by refining their coordinates to subpixel level.

The coarse-level global matcher computes the similarity between all pairs of locations and produces categorical probability distributions by applying softmax functions. A pair is considered as a correspondence if the points are mutual nearest neighbors and the probability is greater than a threshold.

The above procedure is efficient and robust since it resembles the human perception that reflects surroundings for finding correspondences. Hence, we count the number of correspondences between a query and pre-collected images to consider the image with the most correspondences as the match.

C. Vehicle removal

Even if we assume that the deep dense local feature matching finds all visual correspondences between images correctly, the correspondences from vehicles lead to false positives. We use a vehicle remover to filter out these correspondences.
matches because there can be identical or similar-looking vehicles between false matches. Furthermore, vehicles are not fixed to specific locations; matches on the vehicles may not contribute to the localization.

Hence, we remove the correspondences found on vehicles using an off-the-shelf object detector \cite{21,22} as shown in Fig. 6. The detector finds bounding boxes of vehicles so that the points in the boxes are ignored. This post-processing improves the performance and robustness of our framework. 

a) Choice of the vehicle detector: We choose YOLOv5 \cite{24} as our vehicle detector. The smaller models (YOLOv5s and YOLOv5m) are disregarded due to their inaccuracies, e.g., detecting one vehicle among three vehicles in a scene. Larger models (YOLOv5x6 and YOLOv5l6) are disregarded due to their misclassifications.

D. Localization criterion

Given the filtered correspondences between the query image and all pre-collected images, we count the number of correspondences and output the section with the highest number of correspondences.

IV. EXPERIMENTS

In this section, we demonstrate the effectiveness of our method on the new dataset collected from a parking lot.

A. Dataset

In order to evaluate our framework, we collect a set of images from a vehicle with side-looking cameras, slowly driving through the aisles. We run the collecting drive twice: one for the pre-collected images and one for the queries. Although the ideal procedure is to take a front-looking image from each parked location, it immensely increases the time to collect the images. Collecting images on a driving car makes the practice much easier. Example images are shown in Fig. 7. Each query may have up to two ground truth labels because there are ambiguous cases where the query image covers two sections (last row in Fig. 7).

| Statistics of the collected dataset |
|------------------------------------|
| pre-collected images | 267 |
| query images         | 99  |
| sections             | 36  |
Fig. 8. **Visualization of the number of correspondences.** An element in the matrices represents the number of local correspondences between a pair of the query image and pre-collected image. The diagonal elements show the number of local correspondences between ground truth image pairs. We divide each row by the maximum for normalization.

Fig. 9. **Vulnerability of the methods due to false correspondences.** We compute the ratio of the number of correspondences of the second-best pair to the number of correspondences of the best pair. Then the higher ratio implies that the method tends to confuse the best and the second-best images. The bars denote the number of samples in their bins and the curve denotes the probability density function. The lower the ratio, the better the distinction between the first and second closest regions.

**TABLE II**

| Method     | Accuracy   |
|------------|------------|
| SIFT       | 9.1%       |
| TimeCycle  | 66.7%      |
| NetVLAD    | 83.8%      |
| Ours       | 86.9%      |

is considered correct if its prediction is in the ground truth labels.

D. **Quantitative comparison**

Table II shows the accuracies of the competitors. The interest-point-based method (SIFT) struggles as expected. We suppose that 1) the interest points are hardly detectable on the textureless walls and pillars, and 2) the correspondences on the identical cars in different locations misleads the localization. Although TimeCycle is trained with reasonable supervision for dense correspondence, still, textureless walls make the cycle-consistency ambiguous so that the correspondences are unstable. NetVLAD achieves the closest performance to ours. We attribute the loss of accuracy to the similar-looking objects on which NetVLAD relies. Lastly, our choice achieves the best performance among the competitors. It is due to the coarse-to-fine nature of LoFTR.

E. **Analysis**

Fig. 8 illustrates the number of matches between the query images and pre-collected images. We manually collected 57 ground truth image pairs from two different sets of collected images, i.e., the image pairs capture the same place with similar viewpoints. Since the maximum number of matches varies considerably depending on the query image, we divide each row of the matrix by its maximum score for easy comparison. Furthermore, Fig. 9 illustrates histograms of the ratio of the second-most matches to the most matches of each query image. Our approach, marked in blue, tends to exhibit
Fig. 10. **Qualitative comparison across the competitors.** Our method produces correct matches while other methods struggle with different challenges.

Fig. 11. **Examples of vehicle removal.** (a) Identical or similar-looking vehicles may produce false matches. (b) Removing the correspondences on the vehicles leads the correct images to win the most correspondences.

F. **Qualitative comparison**

Fig. 10 illustrates differences across the competitors. SIFT completely fail to find correspondences. TimeCycle finds only small number of correspondences on poorly textured walls and floors. NetVLAD achieves reasonable performance but is fooled by a similar-looking exit indicator on the pillar. Our choice shows robust performance in most cases thanks to the robustness of LoFTR.

G. **Effectiveness of the vehicle remover**

Table III supports the necessity of the vehicle remover by comparing accuracies of our framework with and without the vehicle remover. Without the vehicle remover, the accuracy falls by 2.1%p. Fig. 11 illustrates examples where vehicle remover is effective. The gap will be larger if there are more vehicles parked in the parking lot.

| Need of Vehicle Remover | Accuracy  |
|-------------------------|-----------|
| Ours without vehicle remover | 0.848   |
| Ours full               | 0.869   |
H. Failure cases

As our method relies on local correspondences, it may fail when false correspondences occur. For example, there are many similar-looking regions on dark walls or floors (Fig. 12). When the number of such false correspondences overwhelms the number of correct matches, our method fails because it assigns the query image to the image with the most number of correspondences. While it is a common pitfall of correspondence-based approaches, rejecting the correspondences with different geometry or rejecting the images with differences may improve the performance.

V. CONCLUSION

In this paper, we proposed a framework for visual localization, especially for indoor parking lot environments. Indoor parking lots are challenging environments because the walls are poorly textured and identical vehicles are confusing. Our framework consists of carefully chosen components: deep dense local feature matcher and vehicle remover with an off-the-shelf detector. LoFTR robustly finds correspondences while alternatives struggle on poorly textured walls or similar-looking objects. The vehicle remover effectively disregards spurious matches on vehicles to alleviate confusion due to identical vehicles. Experiments on a real-world dataset quantitatively and qualitatively validate the superiority of our framework upon alternatives. Our framework can be further improved by employing a sequence of query images to the final location or physical sensors such as an accelerometer.

ACKNOWLEDGMENT

This work is collaborated by Jeongmin Bae, Sanghuk Lee, and Youngjung Uh. Jeongmin Bae, Sanghuk Lee, and Youngjung Uh are with the Department of Artificial Intelligence at Yonsei University. We highlight that this manuscript aims to share an empirical cutting-edge use case of visual localization in indoor environments rather than suggesting academic contribution.

REFERENCES

[1] R. Arandjelovic, P. Gronat, A. Torii, T. Pajdla, and J. Sivic, “Netvlad: Can architecture for weakly supervised place recognition,” in Proceedings of the IEEE conference on computer vision and pattern recognition, 2016, pp. 5297–5307.
[2] D. G. Lowe, “Distinctive image features from scale-invariant keypoints,” International journal of computer vision, vol. 60, no. 2, pp. 91–110, 2004.
[3] H. Bay, T. Tuytelaars, and L. Van Gool, “Surf: Speeded up robust features,” in European conference on computer vision. Springer, 2006, pp. 404–417.
[4] M. Calonder, V. Lepetit, C. Strecha, and P. Fua, “Brief: Binary robust independent elementary features,” in European conference on computer vision. Springer, 2010, pp. 778–792.
[5] E. Rublee, V. Rabaud, K. Konolige, and G. Bradski, “Orb: An efficient alternative to sift or surf,” in 2011 International conference on computer vision. Ieee, 2011, pp. 2564–2571.
[6] D. DeTone, T. Malisiewicz, and A. Rabinovich, “Superpoint: Self-supervised interest point detection and description,” in Proceedings of the IEEE conference on computer vision and pattern recognition workshops, 2018, pp. 224–236.
[7] P.-E. Sarlin, D. DeTone, T. Malisiewicz, and A. Rabinovich, “Superglue: Learning feature matching with graph neural networks,” in Proceedings of the IEEE/CVF conference on computer vision and pattern recognition, 2020, pp. 4938–4947.
[8] H. Jégou, F. Perronnin, M. Douze, J. Sánchez, P. Pérez, and C. Schmid, “Aggregating local image descriptors into compact codes,” IEEE transactions on pattern analysis and machine intelligence, vol. 34, no. 9, pp. 1704–1716, 2011.
[9] J. Yu, C. Zhu, J. Zhang, Q. Huang, and D. Tao, “Spatial pyramid-enhanced netvlad with weighted triplet loss for place recognition,” IEEE transactions on neural networks and learning systems, vol. 31, no. 2, pp. 661–674, 2019.
[10] S. Hauser, S. Garg, M. Xu, M. Milford, and T. Fischer, “Patch-netvlad: Multi-scale fusion of locally-global descriptors for place recognition,” in Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition, 2021, pp. 14141–14152.
[11] Z. Chen, O. Lam, A. Jacobson, and M. Milford, “Convolutional neural network-based place recognition,” arXiv preprint arXiv:1411.1509, 2014.
[12] N. Sünderrauf, S. Shirazi, A. Jacobson, F. Dayoub, E. Pepperell, B. Upcroft, and M. Milford, “Place recognition with convnet landmarks: Viewpoint-robust, condition-robust, training-free,” Robotics: Science and Systems XI, pp. 1–10, 2015.
[13] X. Wang, A. Jabri, and A. A. Efros, “Learning correspondence from the cycle-consistency of time,” in Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition, 2019, pp. 2566–2576.
[14] A. Jabri, A. Owens, and A. A. Efros, “Space-time correspondence as a contrastive random walk,” *Advances in Neural Information Processing Systems*, 2020.

[15] J. Sun, Z. Shen, Y. Wang, H. Bao, and X. Zhou, “Loft: Detector-free local feature matching with transformers,” in *Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition*, 2021, pp. 8922–8931.

[16] A. J. Davison, “Real-time simultaneous localisation and mapping with a single camera,” in *Computer Vision, IEEE International Conference on*, vol. 3. IEEE Computer Society, 2003, pp. 1403–1403.

[17] R. F. Salas-Moreno, R. A. Newcombe, H. Strasdat, P. H. Kelly, and A. J. Davison, “Slam++: Simultaneous localisation and mapping at the level of objects,” in *Proceedings of the IEEE conference on computer vision and pattern recognition*, 2013, pp. 1352–1359.

[18] R. Mur-Artal, J. M. M. Montiel, and J. D. Tardos, “Orb-slam: a versatile and accurate monocular slam system,” *IEEE transactions on robotics*, vol. 31, no. 5, pp. 1147–1163, 2015.

[19] A. Babenko and V. Lempitsky, “Aggregating local deep features for image retrieval,” in *Proceedings of the IEEE international conference on computer vision*, 2015, pp. 1269–1277.

[20] A. Gordo, J. Almazán, J. Revaud, and D. Larlus, “Deep image retrieval: Learning global representations for image search,” in *European conference on computer vision*. Springer, 2016, pp. 241–257.

[21] R. Girshick, “Fast r-cnn,” in *Proceedings of the IEEE international conference on computer vision*, 2015, pp. 1440–1448.

[22] T.-Y. Lin, P. Goyal, R. Girshick, K. He, and P. Dollár, “Focal loss for dense object detection,” in *Proceedings of the IEEE international conference on computer vision*, 2017, pp. 2980–2988.

[23] J. Redmon, S. Divvala, R. Girshick, and A. Farhadi, “You only look once: Unified, real-time object detection,” in *Proceedings of the IEEE conference on computer vision and pattern recognition*, 2016, pp. 779–788.

[24] “Yolo v5.” [https://github.com/ultralytics/yolov5](https://github.com/ultralytics/yolov5)