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Abstract—Students are the most crucial aspects in determining the successful implementation of every program offered within educational institutions. Monitor the progress and students’ achievement, enhance the ability of students, consider the number of students who have graduated, the ratio of the total number of students, the competence of graduates, are several major factors that require attention and serious consideration from the higher educational institutions. This study is mainly based on the data mining technique by implementing two common algorithms namely Naive Bayes Classifier and K-Nearest Neighbour due to classifying students’ graduation (on time and overtime). The main objectives of this paper are to compare the achievement of both algorithms (NBC and KNN) towards students’ graduation classification. This paper also focuses to identify the most important variables to predict students’ performance. Leading to two categories of dependent variables namely graduate on time or graduate overtime. The considerations of these variables are based on the importance of each towards classifying the target. A Cross-validation technique is applied to evaluate both algorithms. This study is beneficial for the center of graduate studies, educators, policymakers, and others in order to identify the main factors that impact the students’ graduation status in higher educational institutions.
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I. INTRODUCTION

One of the main goals of higher education institutions is to provide quality education to every student [1]. Universities are encouraged to provide quality education to every student in order to produce knowledgeable, skilled, creative and competitive human resources [2]. According to Abdul Rohman (2015), one of the quality measures for higher education is students and graduates. Students are often referred to as community groups with more intellectual characteristics than their non-student peers. with this intelligence that students are able to deal with and find the source of the problems systematically and can be applied later in life and able to compete in the job market [3].

Students are an important aspect in evaluating the success of a program of study at an educational institution. Therefore, it is important that Institutions of Higher Education focus on monitoring student progress and achievement, improving student capacity, taking into account undergraduate and total student ratios, and graduate competencies in the job market.

Data mining (DM) is one of the processes for obtaining knowledge of patterns from data sets that can be used to classify student data so that its output can be used as a decision-making tool [4]. Data mining can be used for a variety of applications in the education sector for the purpose of enhancing student performance and accreditation of educational institutions [5]. It is called educational data mining. Educational data mining is a process used to extract useful information and patterns from a huge educational database [6]. Therefore, a systematic review is proposed to support the objectives of this study, which are:

- To compare the achievement of both algorithms (NBC and KNN) towards students’ graduation classification
- To identify the most important variables to predict students' performance

II. METHODOLOGY

The aim of the systematic literature review is to provide the answers to proposed research questions [7]. Furthermore, the research questions also useful to identify the scope of the study and to guide the result.

A. Research Questions

The research questions (RQ) were designed by following the Kitchenhams steps, which consists of Population, Intervention, Outcome, and Context (PIOC). Table 1 shows the (PIOC) structure of the research questions.

| Criteria      | Details                               |
|---------------|---------------------------------------|
| Population    | University (student graduation)       |
| Intervention  | Methods or techniques for prediction  |
| Outcome       | Prediction accuracy, important variables |
| Context       | Studies in academic institutions      |

Therefore, the research questions in this study are:

- Q1: What are the important variables used to predict students’ graduation?
- Q2: Which one has the highest accuracy between NBC and KNN?

B. Search Strategy

In a systematic review, the search process consists of selecting digital libraries and defining the search string. An
extensive search for research papers was conducted to try answering the proposed research questions. The resulting search strings are as follows: (student graduation) AND (systems OR application OR method OR process OR system OR technique OR methodology OR procedure) AND (educational data mining) AND (prediction OR classification OR assessment). Searched databases: IEEE Xplore, Science Direct, ACM digital Library, Springer Link. Search items: Journal articles and conference papers. Publication period: Since 2012. This search items was limited until mid-year of 2019.

III. RESEARCH RESULT AND DISCUSSION

This section will discuss the important variables used to predict students’ graduation and accuracy score between NBC and KNN. Figure 1 shows a list of common variables and methods used in predicting student’s graduation. The first subsection will focused on the important variables to predict student’s graduation and second will be focused on accuracy score between NBC and KNN.

A. The important variables to predict student’s graduation

The variables that have been frequently applied is Cumulative Grade Point Average (CGPA) and academic assessment. Seven papers have used CGPA as their main variable to predict or classify student’s graduation. Most of the researchers using CGPA as the main attributes because it has a significant input variable to predict student's graduation. Academic assessment such as assignment mark, attendance, quizzes. The third variable that has been frequently used also Gender. The reason why gender is frequently used by researcher to predict student’s graduation is because they have different style in learning process between male and female.

B. The accuracy score between NBC and KNN

The aim of the comparison between NBC and KNN is to know which technique is better to predict student's graduation. most researchers use a cross-validation technique to evaluate the algorithm and to get the accuracy score in predicting student's graduation. Table 2 shows the accuracy score of NBC and KNN. By looking at the table 2, NBC has a higher score of 91.10% rather than KNN 85.15%.

IV. CONCLUSION

This paper reviewed the current research on the important factors for predicting or classifying students' graduation time. Most of the researchers have used CGPA and academic assessment as datasets. The accurate prediction will help the university to manage graduation rates, due to good graduation rates will improve the university’s rank.
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