Band Selection for Dehazing Algorithms Applied to Hyperspectral Images in the Visible Range
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Abstract: Images captured under bad weather conditions (e.g., fog, haze, mist, dust, etc.), suffer from poor contrast and visibility, and color distortions. The severity of this degradation depends on the distance, the density of the atmospheric particles and the wavelength. We analyzed eight single image dehazing algorithms representative of different strategies and originally developed for RGB images, over a database of hazy spectral images in the visible range. We carried out a brute force search to find the optimum three wavelengths according to a new combined image quality metric. The optimal triplet of monochromatic bands depends on the dehazing algorithm used and, in most cases, the different bands are quite close to each other. According to our proposed combined metric, the best method is the artificial multiple exposure image fusion (AMEF). If all wavelengths within the range 450–720 nm are used to build a sRGB renderization of the images, the two best-performing methods are AMEF and the contrast limited adaptive histogram equalization (CLAHE), with very similar quality of the dehazed images. Our results show that the performance of the algorithms critically depends on the signal balance and the information present in the three channels of the input image. The capture time can be considerably shortened, and the capture device simplified by using a triplet of bands instead of the full wavelength range for dehazing purposes, although the selection of the bands must be performed specifically for a given algorithm.
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1. Introduction

In outdoor conditions, captured images are affected by the absorption and scattering of particles in the atmosphere as they travel from the scene to the camera [1,2], reducing the contrast and visibility of the objects and changing their color [3]. This degradation depends on the distance, the density of the atmospheric particles and the wavelength. We can differentiate between haze and fog by taking into account not only the radius size of water particles (less than 1 micron corresponds to haze) but also their concentration (more than 100 particles/cm$^3$ is considered as fog) [4,5]. In either case, these factors make it difficult to identify the main features of the objects recorded in the image, especially in distant scenes with high haze and/or fog density, which hinders further image-processing tasks due to poor visibility, whether performed by a human observer or by computer vision algorithms.

Dehazing (or defogging) techniques aim to eliminate or reduce this degradation and improve the visual quality of images for computer-aided applications and human interpretation. The objective of these methods is to obtain an image as free as possible from either haze or fog. Image dehazing is an indispensable step in many applications such as air and maritime transport, surveillance, driver assistance systems, remote sensing, agronomy, archaeology, astronomy, medical sciences and environmental studies [6–19]. In the last decade, a large number of dehazing algorithms have been proposed, and this has become
a growing area of research and development. Depending on the proposed paradigm, dehazing methods can be classified in different ways [5,20,21]. Thus, for example, it is usual to distinguish between methods based on image enhancement [22–26], methods based on image fusion [27,28], methods based on image restoration [29] and Deep-Learning based methods, which often combine different strategies in the network design [30–33]. In addition, we can find classifications that differentiate between methods based on physical models [34] and methods based on the statistical information contained in each scene (not based on physical models) [35–37]. On the other hand, we can find a third classification based on the number of images used: a single image or multiple images [38].

The most recent dehazing techniques mainly focus on the single image strategy. Such techniques have gained popularity due to the Dark Channel Prior (DCP) method proposed by He et al. [39]. Although physical model-based methods provide more accurate image retrieval, they fail to produce good results when the haze present in the scene is not well modeled [40,41]. Such physical model-based methods are based on Koshmieder’s law [4,29] (see Equation (1)). This is a pixel-to-pixel wavelength-dependent dichromatic atmospheric scattering model that combines the direct transmission and airlight terms to describe the spectral radiance of the image $I(x, \lambda)$ as

$$I(x, \lambda) = L_0(x, \lambda)e^{-\beta(\lambda)d(x)} + L_\infty(x, \lambda)\left(1 - e^{-\beta(\lambda)d(x)}\right),$$

(1)

where $x$ refers to the 2D pixel coordinates in the image $(x_1, x_2)$, $I(x, \lambda)$ represents the spectral radiance of the captured image, $L_0(x, \lambda)$ is the spectral radiance coming from the spatial location $x$ (i.e., the object), $L_\infty(x, \lambda)$ is the horizon spectral radiance, $\beta(\lambda)$ is the atmospheric extinction coefficient, $\lambda$ the wavelength and $d(x)$ the distance between the object and the imaging device. As discussed above, the light reflected by the objects is attenuated, which can be spectrally selective, due to scattering and absorption phenomena along the path from the objects to the observer. In addition, light scattered in the atmosphere by particles beyond this path is added to the direct light. This is the component of the light received by the observer, called airlight $(A(x))$ and defined in Equation (2) [42]. The transmission $(t(x))$, which describes the portion of the light that is not scattered and therefore reaches the camera, is defined as shown in Equation (3). Regrouping the airlight $(A(x))$ and the transmission terms $(t(x))$ such that as

$$A(x, \lambda) = L_\infty(x, \lambda)\left(1 - e^{-\beta(\lambda)d(x)}\right),$$

(2)

$$t(x, \lambda) = e^{-\beta(\lambda)d(x)},$$

(3)

the above Equation (1) can be rewritten as Equation (4).

$$I(x, \lambda) = D(x, \lambda) + A(x, \lambda),$$

(4)

where $D(x, \lambda) = L_0(x, \lambda)t(x, \lambda)$ represents the direct transmission.

In most single-image dehazing procedures found in the literature, the main drawback of using the above law is that the number of unknowns is larger than the number of equations. In general, $\beta$ depends on the wavelength and it is different for each color channel. To solve this problem, various dehazing methods often assume that the dependence of $\beta$ with wavelength is negligible for the estimation of both airlight and transmission from a single RGB image with haze [43].

Thanks to advances in image sensors and spectral filters, interest in multispectral and hyperspectral imaging systems has increased in recent years and the range of application fields has widened considerably [5]. Despite this, in general there is a great scarcity of hyperspectral imaging databases in the domain of image dehazing, especially in uncontrolled conditions.

In a previous study [5], we investigated how dehazing methods behave in the hyperspectral imaging domain. Our main aim was to test whether dehazing algorithms,
originally developed to work on RGB images, were able to deal with spectral images and if they would perform better for particular wavelengths. To tackle this objective, an adaptation of several single-image dehazing methods was performed by constructing a three-channel monochrome image (with the same information in each channel, corresponding to one wavelength). Subsequently, we evaluated them based on the analysis of eleven state-of-the-art metrics.

Since most of the existing dehazing methods work with three channel color images as input, in this study we have taken a step forward by searching for the optimal triplet of spectral bands to use as input for a given algorithm. This can also be related to the simplification of the capture device used for a particular application. The selection of the three optimum bands has been carried out by means of a brute force search strategy imposing some initial constraints for better optimization. We also carried out the performance evaluation of eight dehazing algorithms in a different way than we used in the previous study [5]. In this work, we introduce a new combined metric of image quality evaluation using three metrics commonly used in dehazing [44–46]. We also studied the performance of the different algorithms using the information from all wavelengths within the range 450–720 nm to produce a sRGB renderization of the spectral image. The main contributions of this paper are: the selection of the three optimum bands in the visible range by an exhaustive search method, from the original hyperspectral images which contained 28 bands; the evaluation of eight state-of-the-art single-image dehazing algorithms and the proposal of a combined metric for image quality evaluation, built from three image quality metrics that take into account different aspects of evaluating contrast enhancement and the presence of artifacts in the image.

The paper is organized as follows: Section 2 describes the database used, Section 3 the selected dehazing methods, Section 4 the image quality metrics used for performance evaluation, Section 5 both the procedure followed to obtain the optimal bands and the renderization method, Section 6 shows the analysis of the results obtained and the comparison between the two strategies. Finally, Section 7 discusses the conclusions and possible objectives for future work.

2. Spectral Hazy Image Database

Currently, a number of useful databases are available for use in dehazing, but the specific characteristics of each database can significantly influence the expected results. Most of them are composed of conventional color images or a combination of color and infrared images. It is important to note that many of them are databases without a reference image (i.e., a haze-free image of the same scene). This is due to the difficulty encountered in capturing the same scenes with identical conditions, save for the presence of haze. For this reason, the need to generate synthetic hazy images by computation and artificial hazy images using haze machines has increased. A brief review of the currently available databases can be grouped into three categories: databases of real haze-affected images [47–50], databases of simulated haze-affected images [6,51–57] and databases of artificially generated haze-affected images [58–64]. To the best of our knowledge, there is only one database for dehazing that contains spectral images (captured in controlled conditions), called the SHIA (Spectral Hazy Image Database) [64]. Here, we used this database [64], composed of real image pairs captured with and without various haze densities under the same conditions. The details about the capture device can be found in [64]. The SHIA database has two scenes and ten density levels of artificially generated haze whose particles are water droplets with a radius close to that of the atmospheric fog (1–10 µm). We selected the M1 scene from SHIA database, which is in the 450–720 nm spectral range with a spectral resolution of 10 nm and a medium haze density level (level 7). The image size is 1312 × 1082 pixels and the integration time is 530 ms, for all wavelengths. The fact that the integration time is the same for all wavelengths in this database [64] results in an increase of noise for short wavelengths due to the low spectral response to the irradiance incident on the sensor. The low spectral response at wavelengths below 500 nm is caused by the
low responsivity of CMOS and the low transmittance of the liquid crystal tunable filter, which are not uniform throughout the spectrum and results on lower values for short wavelengths within the visible range [17].

3. Dehazing Methods

We selected the following eight state-of-the-art dehazing algorithms for this study: Dark Channel Prior (DCP) [39], Meng [65], DehazeNet [66], Berman [43], Contrast Limited Adaptive Histogram Equalization (CLAHE) [67], RGB response ratio constancy (Luzón) [68], Artificial Multiple Exposure image Fusion (AMEF) [69] and Image Dehazing and Exposure Using an Enhanced Atmospheric Scattering Model (IDE) [26]. These are a set of algorithms representative of different strategies within the single image dehazing approach.

3.1. The Dark Channel Prior (DCP) Method

This method [39] is based on the statistics of outdoor haze-free images. It is based on the assumption that, in most local windows of a color image, at least one color channel contains very low intensity pixels. This channel is called the dark channel and these pixels directly provide a robust estimate of the haze transmission. By adding a smoothing step, it is possible to create a depth map and recover high quality haze-free images. This is a method capable of handling distant objects in images with high haze density. One of its drawbacks is that due to its use of statistical information, it may not work well for certain images, such as those in which the objects in the scene are very similar to the airlight and no shadows are cast on them. In addition to this, as it is based on the dichromatic atmospheric scattering model, it may not work well in certain situations: it assumes constant airlight (when the sunlight is very influential this assumption is not adequate) and constant transmission for all color channels (when atmospheric particles are very small or objects are very far away the transmission depends on the wavelength and would be different for each color channel). Moreover, a good choice of the window size of the selected image is important; if it is too large, halos appear near edges and if it is too small we would have an oversaturated image (although it is assumed that the larger the window size, the more likely we are to find a darker pixel). On the other hand, resizing the input image might be needed due to its slow computation time, and it tends to produce a high increase in contrast. This introduces an alteration in the appearance of the image that is more noticeable for long wavelengths and low haze density [5]. In spite of this, it is important to mention that the alteration of the image appearance is not necessarily a limitation; it depends very much on the intended application. When the aim is to obtain a better contrast or to make the objects present in the scene more visible for object or text recognition, for example, this fact would not be a disadvantage).

3.2. The Meng Method

An often-overlooked point that has already been cited is the fact that single-image-based methods present a problem due to the sparsity of constraints. In this method [65], this aspect is improved by modifying the Dark Channel Prior concept [39]. This is carried out by introducing a set of lower bound constraints followed by a contextual regularization for transmission estimation that can better handle bright sky regions. It provides comparable results to Dark Channel Prior in situations with high haze density, although Meng’s method performs better in regions of non-uniform depth in the scene. However, it neglects the dependence of airlight with wavelength and it produces artifacts in the presence of rather large and achromatic objects.

3.3. The DehazeNet Method

An important aspect in the improvement of dehazing is the estimation of the transmission map for a hazy image. In this method [66], this estimation is performed using a trainable convolutional neural network system. The neural network is trained with syn-
thetic hazy images using a simplified model for transmission estimation. The naturalness is maintained, without increasing the contrast too much [5]. Although an improvement in training is needed for a more accurate estimation of the transmission map, DehazeNet is able to locate the region corresponding to the sky (if present in the scene), keeping its color and ensuring an adequate haze removal in other regions. DehazeNet also has the limitation of assuming the airlight term is a constant, but the estimation of airlight and transmission is better than the one provided by DCP [39]. The main drawback is the lack of success at high haze densities (due to the low haze density present in the images used for training). Although there are other methods based on Deep Learning [30–33,70,71], we chose this one as a representative of the Deep Learning strategy because it is the most widely used in the literature.

3.4. The Berman Method

The degradation effect due to haze is different for each pixel of the image and depends on the distance between the object location and the imaging device. This method [43] proposes a pixel-to-pixel transmission estimation. It is assumed that the colors of a haze-free image can be approximated by using a series of colors from different distances that form groups in the RGB space (called haze lines). This method needs to apply a radiometric correction to obtain pixels with homogeneous intensity values, as it can fail when the airlight is brighter than the objects in the scene. In addition, the results show a degradation of performance with increasing noise and some alteration in terms of naturalness, with increased contrast [5].

3.5. The CLAHE Method

In an attempt to address the problem of low contrast in images affected by haze, a limited adaptive histogram equalization method of contrast enhancement is proposed in [67]. It is an improvement on previously developed histogram equalization methods [72] (one of the most successful non-physical model-based strategies). This is achieved by converting the image to the HSI color space, imposing a maximum value for each pixel intensity and cropping the histogram, redistributing the cropped pixels evenly across each gray level. One important aspect is that it is not designed for dehazing, so it is not based on the dichromatic atmospheric scattering model and it works correctly for removing haze with a constant thickness. On the other hand, it introduces some noise in the dehazed image that increases with haze density [64]. Its main advantages are its short processing time and its simplicity.

3.6. The Luzón Method

This method has been developed based on the results previously obtained by different authors [68] that found a linear relationship with a high correlation coefficient between the pairs of excitation values of each cone of the human visual system (L, M and S) for different objects under different illuminants [73]. The method is based on the constancy of the response ratio of the sensors of a RGB camera when objects are observed under two different illuminants (haze-free vs. hazy images in a dehazing context). Its purpose is to achieve an image with a low haze component and objects with more contrast. Satisfactory results in terms of visibility, contrast and color are achieved in the restored images without prior knowledge of the image characteristics. As in CLAHE [67], its simplicity, speed of processing and good color recovery performance are relevant aspects of this method. However, it does not deal well with very distant objects and high haze densities.

3.7. The AMEF Method

The greater the depth in the image scene, the greater the degradation caused by haze. Methods that start from a single image are intended to achieve enhancements without external knowledge. However, even simplified physical models need information about object distances in the image to obtain satisfactory contrast enhancement or color recovery.
Galdran [69] proposed a new approach for dehazing called Artificial Multi-Exposure Fusion (AMEF), without the need of prior information about distance, and partially based on physical models. An artificial modification of the exposure is performed by gamma correction, generating an additional set of both underexposed and overexposed images. This is followed by a fusion of the multi-exposed images. Then, the underexposed images are used for obtaining the haze map. Finally, CLAHE [67] is applied for further contrast enhancement. The main advantage of this method is its speed, and that it avoids the need to estimate the airlight and transmission map. Its main weakness is that the haze thickness must be constant to obtain satisfactory results.

3.8. The IDE Method

The atmospheric scattering model is widely used as a base for image dehazing algorithms. However, it is fair to point out that this model has an intrinsic limitation, which leads to a dim effect in the recovered results. The limitation is related to the absorption of light, which takes place in the scene and it is influenced by local factors (depth, texture of the objects present in the scene). A reformulation of the atmospheric scattering model including several additional parameters was recently proposed by Ju et al. (2021) and included in a dehazing model based on image processing within local image patches, called Image Dehazing and Exposure (IDE) [26]. Relying on this enhanced atmospheric scattering model, a simple yet effective gray-world-assumption-based technique is used to enhance the visibility of hazy images, with high quality results. It is worth mentioning that IDE does not require any training process or extra information related to scene depth, which makes it very fast and robust. Moreover, the stretching strategy used in IDE can effectively avoid some undesirable effects in the dehazed images, e.g., over-enhancement, over-saturation, and mist residue, among others [26].

4. Image Quality Metrics

Many image quality assessment methods have been used for the evaluation of dehazing algorithms in the literature [20]. They can be roughly classified into three categories: full-reference metrics that require the haze-free image as reference [44–46,74,75], reduced reference metrics that use the hazy image as reference [76–78] and no reference metrics [79,80]. Using full reference metrics requires databases that include corresponding haze-free images, which are not very common as we commented in Section 1. Moreover, the fact that each metric evaluates different image features or characteristics must be considered. Therefore, it is necessary to establish common ground to choose an adequate set of metrics for the analysis of results in our experiments.

We worked with three-channel images in this study, as described in Section 1. The method for generating these images is fully detailed in Section 5. Since we used a database that contains reference haze-free images, we chose a subset of full-reference metrics for the analysis of our results. The selected metrics are Peak Signal-to-Noise Ratio (PSNR) [81], multi-scale structural similarity (MS-SSIM) [44], visual information fidelity (VIF) [45] and multi-scale improved color image difference (MS-iCID) [46].

4.1. Peak Signal-to-Noise Ratio (PSNR)

This metric [81] is related to MSE (mean square error) [82], which directly compares two images through the mean of the pixel-by-pixel squared differences between the two images. Both PSNR and MSE are complementary metrics. Since PSNR is inversely proportional to MSE, the higher the value of PSNR, the more similar two images are. It makes sense to use this metric for comparison between the restored image and the ground truth (haze-free) image. Some care needs to be taken when interpreting the metric’s results, because a low PSNR value could be due to mean gray level or contrast differences. It belongs to the group of full-reference metrics.
4.2. Multi-Scale Structural Similarity (MS-SSIM)

The well-known SSIM image quality metric [83] exploits the fact that images have structured signals that are dependent on neighborhood pixels [84], and that the human visual system is used to extract structural information from a given scene. SSIM tackles image quality evaluation by being sensitive to distortions that are critical for a human observer’s perception of the scene. Three components are considered in this metric: luminance, contrast and structure. The multi-scale structural similarity metric (MS-SSIM) was introduced as an improvement to SSIM that considers the best spatial scale according to the visualization conditions of the scene (viewing distance and display resolution). So MS-SSIM integrates different spatial resolutions and viewing distances into its definition to take this factor into account [85]. The closer the metric value to unity, the more similar the two images being compared are.

4.3. Visual Information Fidelity (VIF)

VIF [45] evaluates the quality of the dehazed image based on an estimation of the amount of shared information between the haze-free and dehazed images. The loss of information due to distortions is quantified using natural scene statistics (NSS), a simplified human visual system (HVS) model and an image distortion model in an information-theoretic framework. The reference image is modeled as being the output of a stochastic ‘natural’ source that passes through the HVS channel and is later processed by the brain. Then, the information content of the reference image is quantified as being the mutual information between the input and output of the HVS channel. This is the information that the brain could ideally extract from the output of the HVS. Finally, the amount of information of a distorted image is quantified, thereby estimating the information that the brain could ideally extract from the test image. VIF is then calculated as the ratio between the two information estimations corresponding to the test and reference images. The closer to unity the value is, the better the result, although the metric value can also be above unity if an enhanced version of the image is compared with the original version.

4.4. Multi-Scale Improved Color Image Difference (MS-iCID)

This metric was proposed [46] as an improvement of the color image difference metric (CID) [86], which is the version of SSIM adapted to color difference assessment. As with CID, hue and chroma differences are considered apart from the three factors originally used in SSIM, but also multiple scales are applied to the image to obtain the final result. This metric can be used for distortion assessment in gamut mapping applications [41]. The closer the value of the result to zero, the more similar the two images being compared are.

4.5. Combined Metric for Dehazed Image Evaluation (CM-DIE)

As described in Section 1, in this study we proposed a novel metric for quality assessment of dehazed images known as the combined metric for dehazed image evaluation (CM-DIE), which is a combination of the MS-SSIM [44], VIF [45] and MS-iCID [46] metrics. This combined metric, CM-DIE, yields a unique value for image quality assessment, which allows for the brute-force optimization method to be carried out for selecting the best three bands for each dehazing algorithm since the results depend on the metric used taking into account that different features are evaluated. The combined metric is defined as shown in Equation (5):

\[ CM-DIE = W_1 |1 - VIF| + W_2 (MSiCID) + W_3 (1 - MSSSIM), \]

where, \( W_1 = 0.146, W_2 = 0.309 \) and \( W_3 = 0.545 \) are relative weights, \( VIF \) represents the VIF value, \( MSiCID \) the MS-iCID value, \( MSSSIM \) the MS-SSIM value for the image pair, and the straight bars represent the absolute value function. The relative weights have been computed to ensure that each term of the metric has the same mean value in our set of
1540 images. The weights have been normalized to unity. As it is defined, the closer the metric value to zero, the more similar the two images being compared are.

5. Algorithm Parameter Selection and Brute Force Optimization

5.1. Algorithm Parameters

Most of the dehazing methods selected for this study have been designed to work with three-channel color images. Most of them are also parametric. We decided to use most parameters as set in the original references. A few of them have been modified to achieve the best results possible for each algorithm, as described below.

For the DCP [39], the constant parameter that controls the small amount of haze considered for the distant objects (ω) has been set to 0.95, patch size $15 \times 15$ pixels, the maximum width and height of the image is 1313 pixels and the neighborhood for the median filter is $5 \times 5$ pixels.

For the Meng method [65], there are many parameters that need to be fixed: the patch size for airlight estimation (12 pixels), the patch size for transmission restriction (3 pixels), the regularization parameter ($\lambda = 2$), the parameter serving as the role of the medium extinction coefficient ($\delta = 0.85$), the transparency parameter ($\alpha = 0.5$), and the radiance bounds ($C_0 = 30$ and $C_1 = 300$).

For the Berman method [43], the gamma correction value is set to 1, and the rest of the parameters are set as shown in the original reference.

For the IDE algorithm, all parameters have been set as in the original reference [26], since we found that the quality of the dehazed image was not influenced significantly by changing the window size and percentage of pixels that are saturated in the image within reasonable limits.

5.2. Brute-Force Band Optimization

The SHIA Database [64] spectral range covers 28 channels between 450 nm and 720 nm. The aim of the band selection step is to find the optimum triplet of bands for the different dehazing methods, so we used a false color three-channel image as the input for the dehazing algorithms. We imposed several restrictions to the brute-force optimization, to initially reduce the number of combinations that were possible. We only considered combinations of three bands with the following restrictions: (1) minimum distance of 40 nm between each pair of bands; and (2) bands ranked from higher to lower wavelengths, emulating the RGB ranking of the channels in a conventional color image. With these restrictions, the possible combinations were reduced from 21952 to 1540, allowing us to perform the optimization via brute-force and thus test all the possible combinations. This method ensures that the optimal combination within the restricted group of three band images for our dataset is found. The optimal combination was the one corresponding to the minimum value of the CM-DIE.

6. Results and Discussion

In this section, we evaluate the results obtained for the different dehazing methods tested using the quantitative data of quality metrics. We also show (just for visualization purposes) the original haze-free, hazy and dehazed images in grayscale that correspond to the optimum three bands selected for each algorithm. To generate this grayscale image, we averaged the intensity values of the three bands, to allow for better comparison amongst methods with different optimum triplet bands.

Finally, we used all wavelengths data within the range 450–720 nm to generate the CIE 1931 XYZ tristimulus values for each pixel of the scene, and we transformed these XYZ values to sRGB values using the standard transformation [87]. This allowed us to obtain the quality metrics corresponding to a standard sRGB color image generated from the spectral data, and compare the values with the quality obtained using the optimal triplets for each method. In Figure 1, we show a detailed workflow of the generation of the results and the analysis procedure.
6.1. Quality Metrics for The Optimum Triplet Band for Each Dehazing Algorithm

In Table 1, five different quality metrics (PSNR [81], MS-SSIM [44], VIF [45], MS-iCID [46] and CM-DIE) mean and standard deviation for the 1540 tested triplets are shown for each dehazing algorithm, along with the wavelength triplet bands selected by the brute force approach described in Section 5. The range of values between the minimum and the maximum obtained for the CM-DIE metric is also shown in the column named ‘Range’.

Table 1. Distribution of the quality metrics (mean, standard deviation and range) for the metrics used in this study. The fourth column shows the wavelengths of the optimum bands selected by brute force. The best-performing algorithm is shown in blue, and the second best in green.

| Method   | Mean Value (std) | Range      | Best Value Triplet (nm) | Mean Value (std) |
|----------|------------------|------------|-------------------------|------------------|
|          | CM-DIE           | R-G-B      |                         |                  |
|          |                  |            |                         |                  |
| DCP [39] | 0.186 (0.045)    | 0.015-0.341| 710–530–450             | 14.901 (0.989)   |
| Meng [65]| 0.126 (0.020)    | 0.061-0.174| 530–490–450             | 24.753 (1.346)   |
| DehazeNet [66] | 0.216 (0.018)   | 0.133-0.255| 530–490–450             | 26.017 (0.141)   |
| Berman [43] | 0.108 (0.024)    | 0.059-0.249| 560–510–450             | 25.378 (0.260)   |
| CLAHE [67] | 0.098 (0.012)    | 0.064-0.124| 710–650–610             | 27.515 (0.259)   |
| Luzón [68] | 0.209 (0.019)    | 0.128-0.236| 530–490–450             | 25.632 (1.489)   |
| AMEF [69] | 0.089 (0.013)    | 0.048-0.119| 550–490–450             | 27.086 (1.501)   |
| IDE [26]  | 0.211 (0.016)    | 0.137-0.238| 530–490–450             | 24.679 (1.551)   |

The best-performing algorithm is shown in blue, and the second best in green. Not all the metrics shown in Table 1 produce the same ranking of the algorithms, which is not surprising if we consider that they are sensitive to different image changes, or that they quantify these changes (artifacts or distortions) in different ways. Nevertheless, all of them, save for PSNR, rank AMEF as the best-performing method and CLAHE as the second best on average for the 1540 images. According to the PSNR metric values, DCP shows the worst result, indicating less similarity between the haze-free and dehazed images. The VIF values are above unity for DCP and CLAHE, which shows that the changes introduced by the dehazing algorithms could be consistent with image enhancement in some features such as contrast. The MS-SSIM shows less discriminative capacity (the best- and worst-performing algorithms are closer in value for this metric than for the others), and the worst result corresponds to the DCP method, in agreement with the PSNR results. For MS-iCID
the worst values correspond to the IDE, DehazeNet and Luzón methods, maybe reflecting some alteration in the distribution of intensity values within the bands as a consequence of dehazing. We focused our analysis mainly on the values of the combined metric (CM-DIE), since the optimization was performed according to the distribution of values of this metric. The smallest value of standard deviation corresponds to CLAHE followed by AMEF, which is also related not only to a lesser dispersion of the values of the metric, but also to a smaller average value. The difference between AMEF and CLAHE is not very large for the average CM-DIE value, standard deviation or range.

The worst-performing methods are DehazeNet, IDE and Luzón. In the case of DehazeNet, it is likely that the amount of haze in the images was too high for it to perform acceptably, a trend that we also found in a previous study with single band images [5]. Regarding Luzón, the very reduced distance range and the uniformity in haze thickness in the scene are generally unfavorable for methods that work well in natural hazy outdoor scenes, such as those based on physical models (DCP, Meng Berman) and also those for which the underlying idea of the design is based on physical models (Luzón, IDE). The relatively poor results of IDE may also be related to the fact that the MS-iCID and VIF results are not optimal for this algorithm. Using this algorithm with three-channels images not corresponding to a standard RGB intensity distribution could also have caused a decrease in performance for this method, as well as for Berman to a lesser extent.

In Galdran’s study [69] AMEF was compared to the DCP, Meng and CLAHE methods and demonstrated a better performance than these methods with less computation time, using a database of synthetic hazy images and other quality metrics (SSIM [83], FADE [79] and CORNIA [88]). This method is probably less conditioned by the fact that the haze in the SHIA database has been artificially generated.

Regarding the peak position of the optimal bands selected for each algorithm (corresponding to the minimum values of the metrics range shown in Table 1), as expected there is considerable variability in the distribution of peak positions across the algorithms. The method that yields spectral positions that are most similar to the typical RGB peak positions in a conventional camera is the DCP, which is not amongst the best ranked. Nevertheless, DCP provides the widest wavelength range for the triplet selected, with two wavelengths in the red range and one in the blue-green range of the spectrum. The shortest wavelength selected for the DCP (and also by other six dehazing algorithms) is also the shortest in the spectral range of the SHIA database, which is 450 nm. The reduced spectral range is one of the limitations of this database. The CLAHE method has selected bands within the long wavelength range, in which the contrast of the haze-free images is higher, whilst Meng, DehazeNet, Berman, Luzón, IDE and AMEF methods use wavelengths above 450 nm and below 560 nm. The selected triplet by Meng, DehazeNet, Luzón and IDE is the same. In addition, the two shortest wavelengths in the selected triplets by Meng, DehazeNet, Luzón, AMEF and IDE are common (450 nm and 490 nm). This could be related to the fact that relatively poor-quality haze-free and dehazed images tend to be intrinsically more similar, and the quality is low even for the haze-free images near the short end of the spectral range in the SHIA database.

In Figure 2, both the CM-DIE mean and median values for the different algorithms are presented in a bar graph, including the standard deviation as error bars. This figure allows an easier comparison of the performance of the algorithms at a glance. It is clear that the performance of the AMEF, CLAHE, Berman and also the Meng methods is relatively similar. We carried out a statistical analysis of the CM-DIE distributions to elucidate if the differences in performance were significant. As a first step, we determined whether the distributions were normal or not according to the Kolmogorov–Smirnov test [81]. The results indicated that none of the distributions is normal. We then carried out a parametric test (Wilcoxon Signed Rank [89]) to compare the mean values of the distributions pair-wise. The results of this test show that all pairs are significantly different ($p_{max} = 5.06 \times 10^{-21}$). Taking into account both the mean and median values, we observe that there is a negligible
difference between these values, which indicates that we are not dealing with skewed distributions.

![Figure 2. Mean and median of the CM-DIE for each dehazing algorithm in the 1540 band combinations tested. The yellow bars refer to the mean values whilst the blue points represent the median values. The standard deviation values are shown as error bars.](image)

6.2. Visualization of The Optimal Triplets

After the previous quantitative analysis, we concluded that the AMEF [69] is the method that provides the best results. Starting from the optimal triplet for the best value of the combined metric, we generated the grayscale images through the average value of the three channels with each of the methods including a contrast stretch step only for visualization purposes (Figure 3). The left image in each case corresponds to the original haze-free image. Next, the hazy image is shown in the center position. Additionally, thirdly, the image on the right is the dehazed image with each of the methods shown.

The contrast stretch step used in Figure 3 produces images with a high contrast, although they also amplify the presence of some artifacts such as noise. In agreement with the quantitative analysis data, the DehazeNet [66] and Luzón [68] methods show the worst results, removing very little amount of haze. By contrast, IDE [26] seems to have removed a fair amount of haze in spite of the poor sharpness of the dehazed image and the present of notable artifacts. The Meng [65] and Berman [43] methods are in an intermediate performance level, although the Meng method seems to remove a lesser amount of haze; almost all objects can be easily distinguished, but some artifacts were caused by a large number of negative values in the dehazed image, which has been rescaled for display. In the case of the CLAHE [67] and AMEF [69] methods, CLAHE seems to produce visually a better result in the contrast-enhanced grayscale images. This might be linked to the quality of the hazy image corresponding to the optimal bands selected in each case. Since AMEF has selected a triplet of wavelengths within the short-medium range, and CLAHE within the long range, the AMEF optimal triplet image is influenced by the limitations of the database at short wavelengths, already discussed in Section 2. In the case of the optimal triplet, the two algorithms are not dealing with the same haze-free and hazy images, and the hazy image for CLAHE is noticeably less noisy and it contains a lesser amount of haze than AMEF’s hazy image.
Despite having chosen image quality metrics that evaluate different aspects of the retrieved image (Table 1), it is important to emphasize that, as previously mentioned in the literature [85], the existing image quality evaluation metrics do not provide us with information that can precisely reproduce a quality assessment based on the observed visual appearance.
The results for this evaluation were obtained using a PC with an Intel Core i7-8700K 3.7 GHz processor with 64 GB of RAM. The mean (and standard deviation) processing times for 50 runs of each dehazing method with 1312 \times 1082 pixels images are shown in Table 2. The slowest method is DCP, and the two fastest methods are Luzón and CLAHE.

**Table 2.** Mean processing time and standard deviation for 50 runs of each dehazing method with RGB images of 1312 \times 1082 pixels for each selected dehazing method.

| Method       | Mean Runtime (s) | Standard Deviation (s) |
|--------------|------------------|------------------------|
| DCP [39]     | 64.684           | 2.790                  |
| Meng [65]    | 3.621            | 0.114                  |
| DehazeNet [66] | 6.506           | 0.362                  |
| Berman [43]  | 4.169            | 0.182                  |
| CLAHE [67]   | 0.537            | 0.034                  |
| Luzón [68]   | 0.083            | 0.009                  |
| AMEF [69]    | 1.871            | 0.106                  |
| IDE [26]     | 5.173            | 0.147                  |

6.3. **sRGB Rendering from The Spectral Image**

Following on from the previous results it is also interesting to analyze the performance of each method through a sRGB rendering from the full spectral images of the SHIA database [64] (see Table 3). In this case, the best result is provided by the AMEF [69] algorithm closely followed by the CLAHE [67] method, according to the CM-DIE metric. The CLAHE method is ranked first for the MS-iCiD metric, and the IDE algorithm is ranked first according to MS-SSIM, with a very similar performance to AMEF. The VIF metric ranks DCP as first, and IDE as second best. Overall, the results of IDE have improved considerably when using the sRGB-rendered image, which could indicate that the parameters need to be specifically optimized in this algorithm when adapting it for multispectral or hyperspectral images. In the sRGB rendering, we have information pertaining to the entire visible spectrum, instead of the three bands we had in the generation of our false RGB images analyzed in the previous section. The sRGB-rendered images, as well as a contrast stretched version for visualization purposes, are shown in Figure 4. In this case, a visual analysis of the quality of the dehazed images would agree with the results provided in Table 3 in ranking CLAHE and AMEF as the best-performing methods. This highlights the fact that it is important to compare results using the same image as input for all methods, something which was not possible in Section 6.1 when comparing the optimal triplet images.

**Table 3.** Quantitative results of sRGB rendering image quality metrics for the different dehazing methods. The best method is marked in bold.

| Method       | PSNR [81] | CM-DIE | MS-SSIM [46] | VIF [47] | MS-iCiD [48] |
|--------------|-----------|--------|--------------|----------|--------------|
| DCP [39]     | 8.638     | 0.145  | 0.931        | 0.736    | 0.224        |
| Meng [65]    | 11.084    | 0.134  | 0.941        | 0.691    | 0.183        |
| DehazeNet [66] | 25.836    | 0.191  | 0.931        | 0.297    | 0.165        |
| Berman [43]  | 26.388    | 0.202  | 0.926        | 0.263    | 0.173        |
| CLAHE [67]   | **27.818**| 0.128  | 0.939        | 0.651    | **0.141**    |
| Luzón [68]   | 11.761    | 0.168  | 0.932        | 0.450    | 0.164        |
| AMEF [69]    | 12.671    | **0.127**| 0.949        | 0.632    | 0.149        |
| IDE [26]     | 10.553    | 0.131  | **0.951**    | 0.711    | 0.200        |
The DCP [39] again provides an image with much higher contrast and greater alteration in terms of color, which results in its being ranked first for the VIF metric, but last for the MS-iCiD metric, which is more sensitive to color variations. The same trend is observed for the IDE algorithm. Meng [65] is also ranked third best for VIF and third last for MS-iCiD, after DCP and IDE. In addition, we can observe some artifacts in the B channel in the contrast stretched version of the images, that are also present in the hazy image. Something similar can be observed in the case of IDE. Once again, we confirm that DehazeNet [66] and Luzón [68] methods both present a weak haze removal and it is difficult to identify the objects contained in the scene. In CLAHE [67], the color is recovered better than in AMEF [69]. Moreover, for CLAHE the artifacts are much less noticeable than when using the DCP, Meng, Berman and AMEF methods.

7. Conclusions

Our results suggest that algorithms generating an image more similar to the haze-free one and with few artifacts also provide better similarity metrics (AMEF [69], CLAHE [67]). However, the algorithms that tend to generate greater image variations, or that are sensitive to the contrast quality of the original image (DCP [39], CLAHE [67]), tend to perform better with bands around the long wavelengths, which have higher image quality in both the original haze-free and the dehazed images. Not being able to rely on image data with uniform quality across wavelengths within the visible range has been a major limitation in our study.

The optimal wavelengths selected within the restrictions imposed in this study depend on the algorithm used for dehazing, and this fact makes it difficult to obtain a fair visual assessment of the results, even using gray-scale images for displaying the original and dehazed images. It is likely that the optimal wavelengths also depend on the particle size and density.

Methods based on image processing techniques (such as CLAHE [67]) obtain better results than those based on physical methods (e.g., DCP [39]), although this fact might be related to the use of artificially created fog in the database, which might not be as well described by the physical models as naturally occurring haze.

The sRGB rendering of the images obtained with the full spectrum of the scene shows different quality results than the average in the groups of three bands pre-selected before the brute-force optimization. The AMEF algorithm produces better results for the optimal triplet according to the quality metrics used, while CLAHE is ranked as second best for the sRGB image and for the optimal triplet. In general, we can conclude that using the full spectrum does not lead to better results according to the quality metrics and visual appearance of the images (save for the IDE algorithm), and so it would be a much better solution to capture only the information in the optimal bands. This suggests that trying to reduce the complexity of a hyperspectral capture device by using a reduced number of relatively narrow bands is a good strategy. Despite losing a certain amount of radiance, it
is very likely that a conventional sensor would be able to deliver enough signal in each of the three bands to allow a high quality final captured image in outdoor conditions.
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