Abstract—High cost and lack of reliability has precluded the widespread adoption of dexterous hands in robotics. Furthermore, the lack of a viable tactile sensor capable of sensing over the entire area of the hand impedes the rich, low-level feedback that would improve learning of dexterous manipulation skills. This paper introduces an inexpensive, modular, robust, and scalable platform - the D’Manus - aimed at resolving these challenges while satisfying the large-scale data collection capabilities demanded by deep robot learning paradigms. Studies on human manipulation point to the criticality of low-level tactile feedback in performing everyday dexterous tasks. The D’Manus comes with ReSkin sensing on the entire surface of the palm as well as the fingertips. We demonstrate effectiveness of the fully integrated system in a tactile aware task - bin picking and sorting. Code, documentation, design files, detailed assembly instructions, trained models, task videos, and all supplementary materials required to recreate the setup can be found on http://roboticsbenchmarks.org/platforms/dmanus

I. INTRODUCTION

As humans, we routinely operate in unstructured, cluttered environments through a series of imprecise, improvised motions. Think about finding the keys hiding at the bottom of your bag, pulling a box from the back of the fridge or finding the steel ladle among the wooden spatulas. While we rely on vision for these tasks to plan motion at a high level, executing each of these motions involves using low-level tactile signals to understand the environment and characterize the objects we touch along the way so as to effectively leverage the dexterity of the human hand. In moving towards endowing robots with this ability, we present a fully sensorized prehensile hand with the sensory capabilities to feel around and distinguish objects in a cluttered environment.

As data-driven methods have gathered momentum for robot learning in the real world [1], [2], [3], success with dexterous manipulators has been limited and often restricted to simulation [4], [5]. While dexterous hands are inherently difficult to control due to the large number of degrees of freedom (DoF) as well as the contact-rich nature of the tasks involved, their high cost [6] and lack of reliability is fundamentally incompatible with the large-scale data collection needs of modern-day deep learning. Efforts aimed at developing reliable hardware that can withstand the data demands of real-world robot learning have been few and far in between [7], [8]. As a result, dexterous learning in the real world has been limited to the few groups that have access to the significant cost and resources involved [9].
level softness and texture identification. Furthermore, we demonstrate generalization of our learned models to unseen objects and environments by validating their performance in a highly tactile-aware task – bin sorting.

II. RELATED WORK

A. Data-driven methods and dexterous manipulation

Dexterous manipulation evolves in a compact space which is inhibited by the static (joint limits) and dynamic constraints (intermittent contact with objects, self collisions, slip) from the hand as well as the object’s DoFs. Classical methods [14], [15], [16] that explicitly reason over the entire space struggle to scale due to the curse of dimensionality. The rise of deep learning and its promised potential for handling large action spaces has prompted a number of recent efforts aimed at solving dexterous manipulation using deep neural networks [17], [18], [9], [19]. Conspicuously, most of these methods use a single exteroceptive sensory modality – vision [20], [9]. While vision provides rich sensory information about the scene and the visual properties of objects, and has been successfully used in robot learning [1], [2], [21], [3], dexterous tasks are generally contact-rich and require reasoning about contact information that cannot be captured entirely using vision. We posit that the lack of rich tactile information limits a manipulator’s ability to effectively perform real-world dexterous manipulation tasks involving force control, flexible objects, and deformable media (dough making), particularly with smaller objects which receive degraded visual signals due to occlusions.

Additionally, if we look to humans for inspiration, it is apparent that our end-effectors (hands) have all-over sensing, which is imperative to our ability to effectively perform contact-rich manipulation tasks [10]. This points to a need for a similar sensing modality in robotic end effectors that can capture local contact characteristics over the possible contact areas of the hand. There has been some recent work in adding MEMS sensors [22], audio [23], contact microphones [24], [25] and optical tactile sensors [26], [27] as additional modalities to vision for robot learning. However, their constraints on form factor have restricted these sensors to parallel jaw grippers. With this work, we present a low-cost, reliable dexterous platform with integrated large area sensing that offers a rich tactile sensory modality with large spatial coverage suitable for contact-rich manipulation.

B. Robot hands

The versatility of the human hand has long inspired a number of efforts aimed at creating similarly capable robotic hands dating back to the early days of robotics [28], [29], [30], [31]. Concurrent work in prosthetics and assistive robotics [32], [33], [34] has often overlapped with and contributed to research in creating general-purpose robotic hands. More recently, advances in material science and rapid prototyping as well as control algorithms have further pushed the envelope of capable dexterous hands [35]. Since these efforts have primarily been directed towards demonstrating added functionality on human control, they tend to fall short on the scalability, reliability, affordability, and other capabilities required for prolonged operation in unstructured settings. Despite the recent advancements in data-driven robotics [1], [2], robust platforms capable of meeting the data needs of real-world learning have been few and far in between [7], [19], [36]. This has restricted recent investigations with dexterous hands to simulation [4], [5] or the few researchers who can afford the hardware expense [9].

Beyond reliability, most dexterous hands entirely lack or possess limited tactile sensing [11]. Discovery of contact rich dexterous behaviors, difficult due to the high DoF, is further complicated by a lack of critical contact information from extrinsic tactile sensing. Most attempts at adding tactile sensors to robot hands have been restricted to fingertip sensing [37], [38], [39], [40], [41]. Moreover, these solutions tend to be bulky [37], difficult to fabricate and replace [38], [39], [37], [42], and/or further add to the cost of the already expensive hand [43]. In contrast, we present D’Manus—a robust low cost prehensile hand capable of meeting the sensing [13], [12] and robustness [7] needs of data driven methods. To the best of our knowledge, we present the first sensorized hand with full tactile sensing on the palm, which has been shown to be critical to human dexterous ability [44], [45].

C. Tactile sensing

Tactile sensing has a long history in robotic grasping and manipulation [46]. A number of different modalities like capacitive [47], [48], [42], resistive [37], piezoelectric [39] and MEMS [38]-based sensors have been explored as tactile sensing alternatives for robotics. With the recent success of deep learning, especially in computer vision, optical tactile sensors [49], [50] have emerged as the popular choice of tactile sensor, due to their high resolution as well as their compatibility with neural architectures for processing signals. Most of these solutions however are either bulky [49], [50], difficult to fabricate [47], [48], [37] or lack shear sensing capabilities. Further, a number of sensors need direct electrical connections between the circuitry and the interface [38], [39], [37] and cannot be easily replaced – an important consideration for large-scale data collection given the inevitable wear-and-tear that comes from soft-hard interfaces. Moreover, a number of these sensors do not scale to larger spatial coverage which is critical to capturing contact characteristics for contact-rich dexterous manipulation tasks. Some recent attempts that have been more successful at creating sensing skins with large area coverage include the MIT Glove [51], hex-o-skin [42], [52] among others [47], [48], [53]. None of these works however, demonstrate the use of these large-area sensing capabilities in a robot learning setting. In this paper, we build on ReSkin [13], [12], a magnetic elastomer-based tactile sensor that avoids these pitfalls. The variable form factor and versatility of the sensor enables us to scale it up to the entire area of the palm as well as the fingertips while preserving the sharp fingertips/nails that imperative to dexterous manipulation [44], [45].
Fig. 2: Anatomy of the D’Manus hand: The hand is actuated at joint level using Dynamixel XM430-210 smart actuators. ReSkin sensors are integrated with the fingertips and the palm. Each fingertip sensor is comprised of 8 magnetometers while the palm sensor consists of 32 magnetometers for a total of 56 magnetometers. Sensor and motor interfacing components are housed in the core of the hand.

III. PLATFORM AND SYSTEM DETAILS

The D’Manus is a low-cost, reliable prehensile robotic hand with immersive tactile sensing over its larger contact surfaces, i.e. the palm and fingertips. To the benefit the community and facilitate adoption, D’Manus is released as an open-sourced manipulation platform. In this section, we detail the features and properties of the system.

A. The Hand: Construction and Interfacing

The D’Manus hand is a three-fingered, 10-DoF hand – each finger has three degrees of freedom, with a fourth DoF for the thumb. The hand is actuated at joint-level via Dynamixel smart actuators. A 12V power supply is used to power the hand and a USB-serial bus is used for communication between the hand and a control computer. Non-actuated elements of the hand like the palm and the fingertips are 3D printed and the actuators are daisy chained. This allows the D’Manus to be easily customized and assembled while maintaining a low price point ($4000). The hand can be made compatible to be mounted on any robot arm or wrist attachment of choice using a simple 3D printed adaptor. While we experimented with versions of the platform with up to 16 DoFs, we converged on the 10 DoF D’Manus as it strikes a balance between dexterity, cost, robustness, weight, and size.

B. Large-area Exteroceptive Sensing: ReSkin

We use ReSkin [13], [12] to endow the hand with large-area exteroceptive tactile sensing. ReSkin uses a magnetic elastomer interface with magnetometer circuits underneath to detect deformation. Drawing from [12], we scale the sensor circuits and the skins to the size of the palm and the fingertips while maintaining a thickness of 2mm for the skins. The magnetic elastomers are similarly scaled to the size of the fingertips and the palm with a change in their magnetization procedure – the skins are allowed to cure at room temperature without interfering magnetic fields and then magnetized using a pulse magnetizer with a 4 Tesla (40 kOe) impulse. This change is motivated by two factors: (a) a stronger magnetic field (2-3x) for the same deformation, and (b) ease and scalability of fabrication by eliminating individual molds made of magnets that scale poorly with the size of the skin. Data from the sensors is streamed to the control computer via USB through a microcontroller + I2C mux.

| Property                  | Options                                      |
|---------------------------|----------------------------------------------|
| Control                   | Position, Velocity, Extended Position, Current, PWM |
| Proprioceptive Sensing    | Position, Velocity, Current, Realtime tick, Trajectory, Input Voltage |
| Exteroceptive Sensing     | ReSkin (30 Hz)                               |
| Limits                    | Position, Velocity, PWM, Current             |
| Baudrate                  | 9600 bps ~ 4.5 Mbps                          |

TABLE I: Operational Details for the D’Manus
C. Proprioceptive Sensing, Control and Reliability

The use of Dynamixel smart actuators affords the D’Manus a range of control modes as well as proprioceptive sensing capabilities as outlined in Table I. In terms of reliability, amongst various versions of the platform we have over 10,000 hours of operational time over the course of 12 months in 3 different locations with a total of 5 breakages. These consisted of three motor failures, one 3D printed part failure, and operational deterioration of wires – all of which were repaired in-house within 30 minutes by non expert users. The version of the platform being release has significantly benefited from aggressive real world testing of prior versions. The specific copy of the D’Manus we are presenting results on has been used for over 400 hours over the last 8 months with no breakages.

D. Software

D’Manus comes with a python driver that exposes all operational modalities outlined in Table I. We also developed a detailed simulation model of the D’Manus based on MuJoCo (Figure 3) that features a data-driven approximate model of ReSkin sensors intended for experimental prototyping.

IV. EXPERIMENTAL SETUP AND DESIGN

To further explicate the capabilities of the proposed D’Manus, we provide three sets of experiments. First, we study the dexterity of the prehensile hand in grasping a diverse set of objects. Next, to validate our emphasis on large area tactile sensing, we start with a controlled experiment investigating the ability of the D’Manus to perform object identification based on tactile properties agnostic to shape and size characteristics. We follow this up with a study on generalization of such tactile associations to unseen objects by learning models for category-level identification of softness and textures. Finally, we corroborate the generalizability of our identification models to unseen real world interactions by deploying the D’Manus in a tactile-rich binning setup and demonstrating automated bin sorting purely from tactile information (no visual inputs). In the remainder of this section, we elaborate on the hardware setup and the data collection procedure used for the tactile sensing validation experiments.

A. Hardware setup

While D’Manus can be mounted on any robot arm of choice using a 3D printed attachment, we use a Franka Emika Panda robot (integrated using the polymetis drivers [54]) for all our experiments.

B. Data Collection

For ease of collecting tactile interaction data, we fix the palm in an upright position as shown in Fig. 4. To collect a trajectory of interaction data for an object, it is individually placed on the palm and a human scripted policy (30 Hz) for motor babbling is executed to gather data for 10 seconds. Each frame in the trajectory consists of tactile signals (3-axis magnetic flux measurements for each of the 56 magnetometers concatenated into a 168-dimensional signal) and the corresponding object label. These object labels are used to assign a category label for each frame during training and inference depending on the task in question.

Fig. 4: Data collection setup: Tactile data is collected by placing the object on the palm and executing a human-scripted interaction policy for motor babble.

C. Model Architecture

For all our learning experiments, we examine two neural architectures: a fully-connected architecture (MLP) and a recurrent architecture (RNN) which consists of an LSTM followed by fully connected layers. Each frame of tactile data from ReSkin consists of a 168-dimensional magnetic flux vector. The use of a recurrent architecture is an attempt to leverage the temporally correlated nature of streamed tactile data. We sequentially feed in single frames of data from the entire trajectory and make predictions at every timestep. In the same vein, to provide the MLP networks with temporal information, we input stacked frames of ReSkin data to the network. For each of our experiments, we sweep over different parameters for the MLP – frame-stack size, frames skipped between stacked frames, hidden layer size, number of hidden layers – and the RNN – LSTM parameters(layer size, number of layers), fully connected layers (layer sizes, number of layers). Results presented in the following section correspond to the best performing models for each architecture. Details of the ablation studies and the parameter sweeps over model parameters can be found in the Appendix VI-C.

V. RESULTS

A. Dexterity of the D’Manus

We qualitatively demonstrate the dexterous capabilities of the D’Manus (Fig. 5) from interactions with everyday objects. We observe that the D’Manus is effective at grasping
and (in-hand as well as hand-arm) manipulation of day-to-day objects. Its abilities, however, are somewhat restricted for in-hand manipulation of small objects (e.g., counting coins on palm). This is in accordance with the dexterity and robustness trade-off we made and detailed in Sec. \ref{sec:exp-motivation}.

B. Object Identification using Tactile Data

To validate the capability of the D’Manus to distinguish objects based on their texture and softness, we start with a simple object identification task. The goal of this task is to use learned discriminative models to quantify the differentiability of the tactile information obtained by the D’Manus. We pick a set of six objects and allow the D’Manus to interact with these objects. This data is used to train neural networks that can identify the object in contact purely from tactile information. We use this restrictive, controlled setting to ensure that models can only learn to differentiate using contact surface characteristics. We explicitly make this task agnostic to shape and size by using a set of six identical balls, each with a different outer covering – small bubble wrap, large bubble wrap, corrugated cardboard, silicone sponge, a combination of all these materials, and no covering material – as shown in Fig. 6. We collect 35 trajectories for each ball and use a 30-5 training-validation split.

We train classification models to learn to predict one of the six objects from tactile interaction data. These models are trained using standard cross-entropy loss minimization. Results for Object Identification can be found in Table II. We see that our networks are successfully able to distinguish between the six balls, thereby confirming the discriminability of the tactile data. Further, we note that the MLP and the RNN models are comparable in performance for this simple task. As we move to more difficult tasks in the following sections, we begin to see a greater discrepancy in performance.

| Model type          | Architecture Detail | Validation Acc |
|---------------------|---------------------|----------------|
| **Object Identification** |                     |                |
| MLP                 | [256, 128, 64]      | 72.00%         |
| RNN                 | LSTM(512) \(\times 2\) \(\rightarrow\) [512] | 71.24%         |
| **Softness Classification** |                     |                |
| MLP                 | [256, 128, 64]      | 71.38%         |
| RNN                 | LSTM(512) \(\times 2\) \(\rightarrow\) [512] | 76.17%         |
| **Texture Classification: Vanilla** |                   |                |
| MLP                 | [512, 512, 512]     | 30.43%         |
| RNN                 | LSTM(512) \(\times 2\) \(\rightarrow\) [512] | 30.67%         |
| **Texture Classification: Joint Softness-Texture** |          |                |
| MLP                 | [256, 128, 64]      | 32.85%         |
| RNN                 | LSTM(512) \(\times 2\) \(\rightarrow\) [512] | 36.65%         |
| **Texture Classification: Softness-Conditioned** |                     |                |
| MLP                 | [64, 64, 64]        | 48.85%         |
| RNN                 | LSTM(512) \(\times 2\) \(\rightarrow\) [256,128,64] | 59.03%         |

TABLE II: Comparison of different neural architectures on the object identification, and softness and texture identification tasks

\(^2\)We use ReLU activation between hidden layers. \([a,b,c]\) denotes 3 fully-connected layers of sizes \(a\), \(b\) and \(c\) respectively. LSTM\((k \times N)\) denotes \(N\) LSTM hidden layers of size \(k\).

\(^3\)Details of all labelled objects can be found in the Appendix.

C. Category-Level Softness and Texture Identification

Having verified the ability of the D’Manus to use contact characteristics to distinguish objects, we investigate its ability to learn tactile inference models that can generalize to unseen objects. To learn general identification models, we would need quantifiable descriptions of surface characteristics that can extend to unseen objects. We decide to use softness and texture as these descriptions and create a three-point scale to quantify softness – Hard, Medium, Soft – as well as texture – Smooth, Medium, Rough. We manually assign softness and texture labels to over 50 objects by consensus among the authors before starting the study. A few sample objects from each of these categories can be seen in Fig. 7. The goal is to learn softness and texture classification models and examine their generalizability to unseen objects. We use a set of 18 training objects and 9 validation objects for these tasks. The corresponding datasets are created by collecting 15 trajectories of tactile interaction data for each of the training objects and 5 trajectories for each of the validation objects.

1) Softness Classification: We train two sets of classification models – the MLP and RNN models defined in Sec. \ref{sec:exp-motivation} – to predict softness categories. The performance of the best performing models in each set is presented in Table II. While our models are able to successfully distinguish between objects on the softness scale, we also note that the RNN performs better than the MLP. This increased margin of performance can be attributed to the LSTM’s ability to better capture temporal correlations between data and make better predictions as a result.

2) Texture Classification: Similarly, we train MLP and RNN models for texture classification. These vanilla models however, fail to generalize to the validation set. This failure can be attributed to the dependence of texture on object softness. Texture in this context refers to spatial discontinuities in the force profile felt by the interface in contact with the object. Gradation of texture therefore varies significantly with changes in softness. As a case in point, think about a neatly folded T-shirt – while this folded T-shirt can be said to have smooth texture, the same T-shirt clumped into a ball will have a number of folds that could make it feel highly textured. For a harder object, like the spiky ball in the bottom left corner of Fig. 7, the texture remains consistent due to its structural integrity. Further, the interaction force profile is spatially discontinuous to a larger extent than softer textured objects. Thus, object texture is difficult to quantify and analyze independently of softness properties.

To get around this problem, we perform an ablation study with two additional texture classification models – a Joint Softness-Texture prediction model that learns to jointly predict softness and texture and three individual Softness-Conditioned models corresponding to each of the softness categories. Each individual Softness-Conditioned model is trained on the subset of the training data corresponding to the softness category. We report the mean accuracy

Details of all labelled objects can be found in the Appendix.
Fig. 5: Illustration of the D'Manus grasping different objects.

**Fig. 6: Material coverings for Object Identification Task:** Uncovered, small bubble wrap, large bubble wrap, corrugated cardboard, silicone sponge and combination of materials.

**Fig. 7: Softness and Texture Categories:** Sample objects for the three-point scales defined in Sec. V-C.

over these models in Table III and note that the softness-conditioned models significantly outperform other models. This improvement in performance can be attributed to the disentanglement of softness and texture allowing the models to capture meaningful texture information.

As the D'Manus operates in unstructured environments where it interacts with objects of varying shapes and sizes, it is possible that different parts of the hand are in contact with different objects at any given time (Fig.1). This would require prediction models corresponding to individual components of the hand to be good at independently identifying contact characteristics. To investigate this capability, we evaluate the performance of individual models learned on data from each component of the hand and present the results in Table III. The performance on the individual finger models is significantly lower than the palm as well as the full prediction model. This discrepancy can be explained by the fingers making and breaking contact in the course of the data collection policy while the palm continues to stay in contact. This ability to effectively capture contact characteristics with individual components of the hand holds the D'Manus in good stead for operating in cluttered, unstructured human environments.

**TABLE III: Comparison of models trained using data from different components of the hand.**

| Component | Softness Accuracy | Texture Accuracy |
|-----------|------------------|-----------------|
| Finger 1  | 56.27%           | 49.77%          |
| Finger 2  | 48.48%           | 46.99%          |
| Finger 3  | 59.59%           | 50.50%          |
| Palm      | 74.31%           | 54.20%          |
| All       | 76.17%           | 59.03%          |

**D. Tactile Bin Sorting**

As our final experiment, we examine the capacity of our trained models to generalize to realistic environments and tasks. For this evaluation, we pick a cluttered bin sorting experiment. We attempt to pick objects from a cluttered bin and sort them according to softness and texture from tactile signals as a test of the generalizability of our learned models. We start with a cluttered bin containing a variety of objects as shown in Fig. 1. The robot samples a random location above the bin and reaches down into the bin. Once the magnitude of the ReSkin signal from the D'Manus exceeds a certain threshold, the hand stops moving and executes a grasp. If it successfully grasps an object, we predict the softness and texture of the grasped object. We then replace it with a new object and the process is continued. Over 20 successful grasps of different objects, our models achieve a prediction accuracy of 65% on both softness and texture prediction, confirming the ability of our models to extend to unseen tasks and environments in the real world.

**VI. CONCLUSIONS AND LIMITATIONS**

We present the D'Manus – a low-cost, 3D printable, prehensile robotic hand with multiple actuation modes, proprioceptive sensing abilities as well as ReSkin-based large-area tactile sensing. We demonstrate the dexterity of this platform by grasping a variety of objects. To exemplify the utility of the large-area sensing, we validate the discriminability of the tactile signal by learning models for object identification as well as category-level softness and texture identification. Further, we illustrate the transferability of learned tactile models to unstructured, real-world environments through a touch-based bin picking and sorting task.

**Limitations:** While we validate the tactile capabilities of the hand, we would like to fully evaluate the dexterous
capabilities of the hand by integrating tactile sensing into a dexterous policy learning setup in future work. In addition, we believe that unlocking the full potential of all-over tactile sensing requires the integration of other sensory modalities like vision and audio, allowing the robotic system richer sensory inputs to solve complex dexterous tasks. Finally, another limitation of this work is the lack of quantitative comparisons to other existing platforms due to the high resource cost involved in such a pursuit.
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APPENDIX

A. Classification Datasets

1) **Object Identification with Tactile Data**: Our set of objects for small-scale object classification consists of six identical plastic balls of 3.5 inch diameter.

2) **Category-Level Softness and Texture Identification**: We used a wide variety of household objects to collect data for category-level softness and texture identification experiments so as to enable and demonstrate the generalization capability of the D’Manus. Figures 9, 10 and 11 shows the training, validation and test sets used for these experiments.

B. Data Collection and Inference

All training and validation data is collected using the data collection setup described in Sec. IV-B. Data is collected at a frequency of 30 Hz and we collect a baseline measurement before the motor babble policy is executed. To do this, we place the object on the hand and collect 100 sensor measurements, which are then averaged to obtain the baseline measurement. Training and inference works by using baseline-subtracted data.

When the models are deployed for bin picking, we use a similar approach to baseline measurement. The robot samples a random location above the bin and moves to this point. We collect 100 sensor measurements and average them to obtain a baseline measurement. The robot then descends and attempts a grasp based on a simple heuristic policy – the grasp is executed if the norm of the ReSkin data exceeds a threshold. If the grasp succeeds, the trained models are used to infer softness and texture labels from baseline-subtracted data.

The D’Manus weighs 1.5 kilograms (with Reskin sensing). We use Franka Emika robot arm for all our experiments. Figure 8 outlines the gravity compensation parameters we used. The coordinate frame for these parameters was chosen such that the positive z-axis is normal and pointing outwards from the surface of the palm. The positive x-axis bisects the palm and points from the base of the hand towards the index and little fingers.

C. Ablations and Parameter Sweeps

To build a better understanding of the best ways to process ReSkin data, we run a number of ablations and hyperparameter sweeps.

1) **Sweep over Frequency**: We test multiple sampling frequencies for the object identification task and create three datasets with sampling frequencies of 10, 20 and 30 Hz. We then train MLP as well as RNN models described in Sec. V sweeping over different parameters of the respective models. We find that the performance of the MLP models does not vary significantly as the sampling frequency is varied. The performance of the RNN model, however, is seen to improve significantly with higher sampling frequencies as can be seen from Table IV. Due to the significant gain in performance of the RNN and the agnostic nature of the MLP, we stick to a frequency of 30 Hz in subsequent experiments.

| Frequency | RNN Validation Accuracy |
|-----------|-------------------------|
| 10 Hz     | 87.04%                  |
| 20 Hz     | 79.62%                  |
| 30 Hz     | 68.52%                  |

**TABLE IV**: RNN accuracy over different data collection frequencies for the object identification task

2) **Sweep over Neural Architecture parameters**: All the results presented in Sec. V correspond to the best performing parameters for the MLP as well as the RNNs. For the MLP we sweep over the number of layers, layer size, the number of stacked frames (stack-size) and the number of frames skipped between them (frame-skip) in the input to the network. Table V outlines the range of hyperparameters swept over. For the MLP, we found that a stack size of 2 worked best across tasks and was generally agnostic to the number of frames skipped between stack elements.

| Hyperparameter                  | Sweep Range                          |
|--------------------------------|--------------------------------------|
| MLP stack-size                 | [2, 5, 8, 11]                        |
| MLP frame-skip                 | [2, 5, 8, 11]                        |
| MLP number of layers           | [2, 3, 4]                            |
| MLP layer sizes                | [64, 128, 256, 512, 1024]            |
| RNN LSTM number of layers      | [2, 3, 4]                            |
| RNN LSTM layer size            | [128, 256, 512, 1024]                |
| RNN fully-connected number of layers | [1, 2, 3]                         |
| RNN fully-connected layer size | [64, 128, 256, 512]                  |

**TABLE V**: Parameter ranges for hyperparameter sweeps
### Training Data

|       | Hard | Medium | Soft |
|-------|------|--------|------|
| Smooth| ![Image](image1.png) | ![Image](image2.png) | ![Image](image3.png) |
| Medium| ![Image](image4.png) | ![Image](image5.png) | ![Image](image6.png) |
| Rough | ![Image](image7.png) | ![Image](image8.png) | ![Image](image9.png) |

Fig. 9: Training Dataset

### Validation Data

|       | Hard     | Medium   | Soft     |
|-------|----------|----------|----------|
| Smooth| ![Image](image10.png) | ![Image](image11.png) | ![Image](image12.png) |
| Medium| ![Image](image13.png) | ![Image](image14.png) | ![Image](image15.png) |
| Rough | ![Image](image16.png) | ![Image](image17.png) | ![Image](image18.png) |

Fig. 10: Validation Dataset

### Test Data

|       | Hard | Medium | Soft |
|-------|------|--------|------|
| Smooth| ![Image](image19.png) | ![Image](image20.png) | ![Image](image21.png) |
| Medium| ![Image](image22.png) | ![Image](image23.png) | ![Image](image24.png) |
| Rough | ![Image](image25.png) | ![Image](image26.png) | ![Image](image27.png) |

Fig. 11: Test Dataset