OPTIMAL CONTROL PROBLEM OF VARIABLE-ORDER DELAY SYSTEM OF ADVERTISING PROCEDURE: NUMERICAL TREATMENT
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Abstract. This paper presents an optimal control problem of the general variable-order fractional delay model of advertising procedure. The problem describes the flow of the clients from the unaware people group to the conscious or bought band. The new formulation generalizes the model that proposed by Muller. Two control variables are considered to increase the number of customers who purchased the products. An efficient nonstandard difference approach is used to study numerically the behavior of the solution of the mentioned problem. Properties of the proposed system were introduced analytically and numerically. The proposed difference schema maintains the properties of the analytic solutions as boundedness and the positivity. Numerical examples, for testing the applicability of the utilized method and to show the simplicity, accuracy and efficiency of this approximation approach, are presented with some comprising with standard difference methods.

1. Introduction. It is widely known, that the goal of the advertisements is to persuade the people to buy specific goods, which consists on the focusing on the necessity of the goods in generic and by appearing the difference between a particular kind over the other goods for motivating the audiences to purchases the product. There are many strategies to modify the thought of audience on goods or services. The advertising messages are one of these methods. These missions may be through magazines, newspapers, television and radio, which known as the body media. The missions, also, maybe through soft media like letters, text websites, and speech [15].

Usually, the effect of the advertising is delayed in time, thus we need to incorporate the memory to systems of advertisement. So, to describe the strategies of the advertisement, the models in which the present status follows all of its prior
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statuses are more suitable than those in which the present status follows only its first previous one.

It is well known, the delay differential equations form a class of mathematical models which allow the systems rate of change to depend on its past history. The most important difference between ordinary differential equations and delay differential equations is that the derivative at any time on the delay differential equation depends on the solution at prior times. Systems of delay differential equations now occupy a place of central importance in all areas of science because it give more realistic distributed assumptions.

Also, calculus of fractional order has obtained major fame and gravity depending on its attractive applications as a new mathematical modeling which labor in engineering and scientific fields, like thermoelasticity ([1], [28], [40]) viscoelasticity [16], hydrology [7], fractional dynamics ([45], [41]) and system control ([27], [6] and [5]). Differential equations which have fractional order is consider to be the best method to depict the fractional systems. Unfortunately, rarely and in some easy cases we can take out the proper solutions of fractional differential equations. Therefore, it is very important to use numerical approaches to find approximation solutions of those models, these methods require great efforts.

On the other hand, a lot of differential operators in huge number of dynamic phenomena are fractional operator and have a dynamical properties, that means their order of derivative is field-changeable, that can flux with time and/or space. Thereafter, many scientists have studied the properties of the fractional derivatives of variable-order. Samko ([30], [31]), starting from 1993, with his team have proposed this interesting concept by updating the constant fractional order of fractional derivatives into fractional derivatives with order as a function of at least one variable. After that, a lot of authors have introduced many concepts of fractional derivative with variable-order. Lorenzo et al. in [19] discussed the relation between the derivative operators of variable-order and introduced some definitions of variable-order derivatives. A novel definition for fractional operator of variable-order was proposed by Coimbra [12]. In this operator, he used the Laplace transformation of the Caputo concept for fractional derivative. Many mathematical, engineering, physical, mechanical, viscoelasticity and financial, phenomena have been described using differential operators of variable order, see ([4], [11], [35], [42]-[44]). Also,

So, in this paper we analysis numerically an updated general model of advertising phenomena with variable-order fractional derivatives and delay on time.

The analytic exact solution of like differential models of fractional variable-order is very difficult to be obtained [3]. So on, to approximate the solutions of these models, it is important to develop some numerical method. The finite difference methods (FDMs) have been mostly updated to approximate the solution of the variable-order fractional differential equations (see [10], [42], [44], [47], [34] and [33]). Though it is easy to implement FDMs, their local character and limited accuracy are the main challenges in FDMs, whereas the fractional derivatives are well known to be global character. Therefore, modified techniques like NSFDM are more appropriate to discretizing differential operators of fractional order. Being in mind that most of the biological systems are stiff, therefore, it is necessary to use efficient numerical methods for obtaining good results when approximate the solution of those systems.

It is very important to study the strategies of advertisement which raise the rate of sales and to obtain superior earn for the companies. Therefore, building
and studying suitable dynamic advertising models for describing the sales, which depends on the time and depends on the public population \[9\]. There are many proposed systems for describing the issue of the advertisement that study these issues from viewpoint of economic, operations management and marketing (\[15\] and \[46\]), such that analyzing of the advertisement policies are done over time using dynamical systems (\[25\] and \[13\]). Most of these dynamical systems are considered to be differential models, such that the market subpopulations, sales, share and the all significant status variables are supposed to be continuously changeable with respect to the time. The advertisement models will be constructed depending on the purposes of the advertising. Kinds of these models are aimed at the comparison between more than two products. Other may be aimed to inject a new product to the market.

Furthermore, it is well known that the optimal control problem is the procedure of determining both the state variables and the control trajectories for the studied dynamical model during interval of time to minimize or maximize an attitude index. The state variable (or function) is the set of variables (functions) that utilized for describing the mathematical status of the model. Historically, optimal control is an amplification of the calculus of variations. To solve the basic optimal control problems, some set of the necessary conditions should be satisfied. In the 1950’s, Pontryagin, a Russian mathematician and his co-authors introduced these conditions. They proposed the adjoint function to place the studied differential equation to a function which called an objective functional. As the Lagrange multipliers in multivariable calculus, these functions do an identical target.

In the recent years, fractional optimal control problems (FOCPs) refers to the minimization (maximization) of an objective functional with dynamic constraints, on state and control variables, such that this conditions have derivative of fractional order. Some numerical methods to find approximation solutions of some types of FOCPs were recorded (\[37\]-\[39\]) and the references cited therein.

The purpose of this article is: to study numerically the approximation solutions of the following variable-order fractional optimal control problem of the advertising model with time delay memory \(\tau\):

\[
J(u, v) = \int_0^{t_{final}} e^{-rt} \left[ cz(t) - \frac{B_1}{2}(1 - u(t))^2 - \frac{B_2}{2}(1 - v(t))^2 \right] dt, \tag{1}
\]

subject to variable order fractional differential equations:

\[
\begin{align*}
\frac{c_0}{\tau} D_t^\alpha x(t) &= -u(t)x(t - \tau) - \frac{k^\alpha(t)}{N(t)}x(t)(N(t) - x(t)) + \mu_b^\alpha N(t) - \mu_d^\alpha x(t), \\
\frac{c_0}{\tau} D_t^\alpha z(t) &= (a^\alpha(t) + v(t))(N(t) - x(t - \tau) - z(t - \tau)) - \delta^\alpha(t)z(t) - \mu_d^\alpha z(t). \tag{2}
\end{align*}
\]

The problem here is to seek the control variables \(u^*(t)\) and \(v^*(t)\) such as to maximize the objective functional \(J\), i.e,

\[
J(u^*, v^*) = \max \left\{ J(u, v), u, v \in U \right\}.
\]

Here, the admissible controls set \(U\) is defined as the following

\[
U = \{ u : 0 \leq u, v \leq b < 1, t \in [0, t_f], u and v are lebesgue measurable functions \}
\]

This study will depend on developing a straightforward and efficient method based on the NSFD technique. System (2) is generalization of the system which was
Table 1. Notations in the proposed model (1)-(2) with their definition

| Symbol | Definition |
|--------|------------|
| $N(t)$ | The whole number of the population, $N(t) = x(t) + y(t) + z(t)$; (summation of all unknowns) |
| $\frac{D^{\alpha(t)}}{D^t}$ | Fractional variable order derivative operator in Caputo sense. |
| $\alpha(t)$ | The order of variable fractional derivative. |
| $x(t)$ | $t \geq 0$, time. |
| $u$ | The cardinality of the set of persons who did not realize anything about the goods. |
| $v$ | Trial advertisement, which switches the people from the prospective one $y(t)$ by letting them know the goods. |
| $y(t)$ | The cardinality of the set of persons who realize the goods but they did not purchase it till now. |
| $z(t)$ | The cardinality of the set of individuals who really bought the goods. |
| $a$ | First purchase, (Trial rate). |
| $r$ | Contact rate. |
| $q$ | Discount rate. |
| $s$ | Switching rate. |
| $c$ | $c = q(r + s + g)$. |
| $p$ | Net price. |
| $g$ | Repeat purchase. |
| $\mu_b$ | Birth rate. |
| $\rho_d$ | Death rate. |

proposed, in case $\alpha(t) = 1$, by Muller [25] as the following:

$$
x'(t) = -ux(t) \frac{k}{N(t)} x(t)(N(t) - x(t)),
$$

$$
y'(t) = ux(t) + \frac{k}{N(t)} x(t)(N(t) - x(t)) - (a + v)y(t) + \delta z(t),
$$

$$
z'(t) = (a + v)y(t) - \delta z(t).
$$

(3)

where $x(0) = x_0$, $y(0) = y_0$, $z(0) = z_0$ and $N(t) = x(t) + y(t) + z(t)$ is the total population number at time $t$. In addition, we assume, for financial reasons, that $x(\theta)$, $y(\theta)$ and $z(\theta)$ are nonnegative continuous functions for $\theta \in [-\tau, 0]$.

The system describes how the consumers flows from group into different one. Where the whole number of persons $ux(t)$ flow to the potential set $y(t)$ depending on advertisement. Furthermore, $(N(t) - x(t))$ consumers whom know about the output, inform and contact the whole of $k(N(t) - x(t))$, out of them only the quotient $x(t)/N(t)$ are latterly acquainted. In our previous work [43] we have approximated the solution of the fractional system of this phenomena without delay. Also, Benito et al. [9] solved a fractional case of this model without delay using a numerical technique.

Definitions of the parameters and variables in the above equations are given in the table (1). It is necessary to mention here that all the parameters in the new system follow $\alpha(t)$, the fractional derivative order. We will omit the symbol $\alpha(t)$ from the above of the parameters to make it easier, in the notation in the successions of the current article.

We concern in the case of derivative of fractional variable-order because the action of advertisements is not immediate, then combining the memory is so necessary to understand and explain the advertisement with both elements: trial and awareness advertisement. We refer to ([9], [25] and [13]), to understand deeply the elaboration of this model.

The main contribution of this paper is utilizing an efficient method to approximate the solution of a variable-order fractional nonlinear optimal control model with delay. This system describes the advertising procedure that aims to increase
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the income of the companies. All systems like the studied one have no explicit exact solutions and it is very rare to find in literature a paper that studies a similar model. This motivated us to deal with this optimal control problem using the proposed stable nonstandard discretization technique.

The article is structured as follows: In the following section, we introduce the preliminaries of NSFDM and recollect pertinent definitions on fractional variable order derivative. In section 3 we discuss some characteristics of the solutions of the proposed model. Necessary optimality conditions for the proposed model was introduced in Section 4. In Section 5, the nonstandard finite difference scheme (NSFDS) for system (2) was proposed then we demonstrated that this schema preserves the boundedness and the positivity of the actual solutions of the proposed model, we also, studied the stability of the proposed discretization scheme. In Section 6, we simulated numerically the proposed model and we stated the results to display the applicability and the efficiency of NSFDM. Finally, the conclusion of the paper is offered in the last section.

2. Preliminaries and notations. Here, we will mention a few necessary preparations for posterior debates. Firstly, we define the NSFDM. Secondly, we mention few helpful definitions and mathematical preliminaries of fractional calculus.

2.1. The nonstandard finite difference technique. Mickens ([22], [24]) was the first mathematician who modified the finite difference method to the NSFDM approach. The adaptive method depends on construction a modulated discretize numerical schema for ordinary differential equations (ODEs) or partial differential equations (PDEs). This method can maintain the attributes of the analytic exact solution of the studies differential model depending on some specific steps:

1. The terms which are not linear should be approximated using a nonlocal manner.
2. The denominator of the approximated derivatives should be a function of the step size.
3. The NSFD schema must not have a solution that does not consort to the solutions of the original differential equation.
4. Any specific properties that the solutions of the differential equations have should be also properties for the schema of the nonstandard finite difference method.
5. The actual derivatives which appear in the studied differential equations and the corresponding approximation derivatives should have the same order.

Briefly, using Euler’s method to approximate \( \frac{dy}{dt} \) instead of using \( \frac{y(t + h) - y(t)}{h} \), we utilize \( \frac{y(t + h) - y(t)}{\phi(h)} \), such that \( \phi(h) \) is a function of the step size \( h \) which must be continuous function, and when \( h \rightarrow 0 \) then

\[
\phi(h) = h + O(h^2), \quad 0 < \phi(h) < 1.
\]

Further more to this replacement, the appeared nonlinear terms in the studied differential equation, if it exists, we may change it to a linear term by approximating
2.2. Definitions of fractional variable-order derivatives. In literatures, many definitions of the operators of variable-order fractional derivatives are introduced (see e.g., [18], [8], [35], [36]). The Grünwald Letnikov, Riemann Liouville, or Caputo definitions, are usually used to define the time variable-order fractional derivatives.

Describing the derivative in terms of Caputo variable-order fractional operators in the initial value problems has a lot of advantages. The most useful characteristic of the variable-order Caputo’s operator is that the conditions at the initial value for the differential equations with the variable-order Caputo operator are usually taken to be the same as in the case of standard derivative of integer order. So, the Caputo variable-order operator are often taken to define the time variable-order fractional derivatives.

Definition 2.1. The Caputo’s definition of derivative of variable order fractional \( \alpha(t) \), \( \alpha(t) \in \mathbb{R}^+ \), is

\[
\left( \overset{\circ}{0}D_t^{\alpha(t)} f \right)(t) = \frac{1}{\Gamma(n - \alpha(t))} \int_0^t \frac{f^{(n)}(x)}{(t-x)^{1-n+\alpha(t)}} dx, \quad t > 0,
\]

such that \( n = \lfloor \alpha(t) \rfloor + 1 \), \( f(x) \in C^n[0, \infty] \).

Depending on the above operator definition we notice that the derivative of any constant depending on Caputo’s definition will be zero, and

\[
\overset{\circ}{0}D_t^{\alpha(t)} t^\beta = \begin{cases} 
0, & \text{for } \beta < \alpha(t), \\
\frac{\Gamma(\beta + 1)}{\Gamma(\beta + 1 - \alpha(t))} t^{\beta - \alpha(t)}, & \text{for } \beta \geq \alpha(t).
\end{cases}
\]

Furthermore, as to the standard derivative of integer-order, the Caputo’s variable order fractional operator satisfy the linearity property, i.e.

\[
\overset{\circ}{0}D_t^{\alpha(t)}(\lambda f(t) + \gamma g(t)) = \lambda \overset{\circ}{0}D_t^{\alpha(t)} f(t) + \gamma \overset{\circ}{0}D_t^{\alpha(t)} g(t).
\]

Notice, if \( \alpha(t) \in \mathbb{N} \) then Caputo’s derivative will matches with the standard derivative of an integer order.

3. Properties of the solution of the advertising model.

3.1. Stability.

Theorem 3.1. [21] Let \( g(t) \) is the function on right hand side of the model (2), the equilibrium points of this system are carried out by finding \( t \) which satisfy: \( g(t) = 0 \).

The obtained equilibrium points will be asymptotically local stable when \( \lambda_i \) are satisfy the condition: \( |\arg(\lambda_i)| > \frac{\alpha(t)\pi}{2} \), where \( \lambda_i \) the eigenvalues of the matrix \( J = \frac{\partial g}{\partial t} \) that calculated at these points. The associated matrix \( J = \frac{\partial g}{\partial t} \) called Jacobian matrix.

The equilibrium points of system (2) is \( x = 0, \ z = \frac{N(a+\eta)}{a+v+\delta} \). The Jacobian matrix \( J \) for this system that calculated at the obtained equilibrium point is:

\[
J = \begin{pmatrix} 
-u - k & 0 \\
-a - v & -a - v - \delta 
\end{pmatrix},
\]
where the eigenvalues are found to be as the following
\[ \sigma_1 = -k - u, \quad \sigma_2 = -a - \delta - v. \]
So, all equilibrium points for the model are locally asymptotically stable, for all \( t. \)

3.2. **Positivity.** It is well known that the populations must always be non-negative then we can prove that the solutions of the proposed model are positive. For proving the theorem of the positivity we will use the following Lemma (which call generalized mean value theorem):

**Lemma 3.2.** [26] If the function \( g(t) \in C[a, b] \) and \( \mathbb{D}_t^\alpha g(t) \in C[a, b], \) when \( 0 < \alpha(t) \leq 1. \) Therefore:
\[
g(t) = g(a) + \mathbb{D}_t^\alpha g(\xi) \frac{(t-a)^\alpha}{\Gamma(\alpha(t))},
\]
with \( 0 \leq \xi \leq t. \)

So, If the function \( g \) satisfies the following conditions: \( g(t) \in C[0, b], \mathbb{D}_t^\alpha g(t) \in C[0, b] \) and also \( \mathbb{D}_t^\alpha g(t) \geq 0 \) then the function \( g \) is nondecreasing.

**Theorem 3.3.** There is a unique solution for system (2) and the solution is positive.

**Proof.** The existence and uniqueness of the solutions of (2) follow from the results given in [17]. Depending on the above lemma and because we have:
\[
\mathbb{D}_t^\alpha x(t)|_{x=0} \geq 0,
\]
\[
\mathbb{D}_t^\alpha z(t)|_{z=0} \geq 0.
\]
So \( x(t) \geq 0 \) and \( z(t) \geq 0 \) for any \( t. \)

4. **Prerequisite optimality conditions for the studied problem.** Depending on the objective functional (1) and the constraints equations (2), the Hamiltonian function of the studied fractional optimal control problem is introduced, using a Lagrange multiplier technique, in the following form:
\[
H = e^{-\tau t}[cz(t) - \frac{B_1}{2} (1-u(t))^2 - \frac{B_2}{2} (1-v(t))^2] + \lambda_1 [-u(t)x(t) - \frac{k}{N(t)} x(t)(N(t) - x(t)) + \mu_b N(t) - \mu_d x(t)] + \lambda_2 [(a + v(t))(N(t) - x(t) - z(t - \tau)) - \delta z(t) - \mu_d z(t)].
\]
Where \( \lambda_1 \) and \( \lambda_2 \) are the co-state variables (Lagrange multipliers). Agrawal [2] derived the necessary optimality conditions for the fractional optimal control problem when the derivatives are defined using Caputo fractional operator. Therefore, the necessary optimality conditions of the proposed model are derived as following:

Let the optimal controls \( u^*, v^* \) and the solutions of the corresponding state system (2) \( x \) and \( z \) then there are co-state variables \( \lambda_1 \) and \( \lambda_2 \) such that:

- **State equations**
\[
\mathbb{D}_t^\alpha x(t) = -u(t)x(t) - \frac{k}{N(t)} x(t)(N(t) - x(t)) + \mu_b N(t) - \mu_d x(t), \quad x(0) = N,
\]
\[
\mathbb{D}_t^\alpha z(t) = (a + v(t))(N(t) - x(t - \tau) - z(t - \tau)) - \delta z(t) - \mu_d z(t), \quad z(0) = 0.
\]
Adjoint variable order fractional differential equations

\[ \frac{d}{dt} \int_{t_*}^{t_f} \lambda_1(t) = \frac{\partial H}{\partial x} + \chi_{[0,t_f-t]} \frac{\partial H(t + \tau)}{\partial x(t - \tau)}, \]

\[ \frac{d}{dt} \int_{t_*}^{t_f} \lambda_2(t) = \frac{\partial H}{\partial z} + \chi_{[0,t_f-t]} \frac{\partial H(t + \tau)}{\partial z(t - \tau)}. \]

Such that

\[ \chi_{[0,t_f-t]} = \begin{cases} 1, & t \in [0,t_f-t] \\ 0, & \text{otherwise}. \end{cases} \]

Those co-state equations condition which obtained similarly to the procedure of Pontryagin’s maximum principle with delay can be formulated as the following

\[ \frac{d}{dt} \int_{t_*}^{t_f} \lambda_1(t) = \lambda_1(t) \left( -\frac{k}{N(t)(N(t) - x(t))} + \frac{k}{N(t)} x(t) - \mu_d \right) - \chi_{[0,t_f-t]} u(t + \tau) \lambda_1(t + \tau), \]

\[ \frac{d}{dt} \int_{t_*}^{t_f} \lambda_2(t) = \lambda_2(t) \left( -\delta - \mu_d \right) - \chi_{[0,t_f-t]} (a + v(t + \tau)) \lambda_2(t + \tau). \]

Stationarity conditions

\[ \frac{\partial H}{\partial u} = 0, \quad \frac{\partial H}{\partial v} = 0, \]

i.e.,

\[ u^* = \min \left\{ \max \left\{ 1 - \frac{\lambda_1 x}{B_1 e^{-\rho \tau}}, 0 \right\}, 1 \right\}, \quad v^* = \min \left\{ \max \left\{ 1 + \frac{\lambda_2 (N - x - z)}{B_2 e^{-\rho \tau}}, 0 \right\}, 1 \right\}. \]

Transversality conditions

\[ \lambda_1(t_{final}) = 0, \quad \lambda_2(t_{final}) = 0. \]

The constraints system (8) coupled with the co-state system (9) and with the transversality conditions (12) together with the relationship (11) construct the optimality system.

Existence of an optimal solution is guaranteed depending on using a result by Fleming and Rishel in [14] such that the following statements are satisfied:

- The sets of state variables and controls variable are nonempty.
- The control set \( U \) is closed and convex.
- The right-hand sides of the state system are bounded by linear combinations of the control variables and state variables.
- The integrand in the objective functional \( J \) is convex on \( U \).
- There are \( c_1, c_2 > 0 \), and \( \rho > 1 \), constants, where the integrand \( L(u, v, z) \) of the objective functional \( J \) has the following property

\[ L(u, v, z) \geq c_2 + c_1 (u^2 + v^2)^{\rho/2}. \]

Condition 1 is satisfied depending on the existence of solution of system (2) with bounded coefficients that follow from the existence result by Lukes [20]. The set of the control variables is closed and convex depending on its definition. concerning the state system is linear in \( u, v \), then the right hand side of (2) satisfies condition 3, that depending on the boundedness of the solution. The integrand in the objective functional (1) is convex on \( U \). Farther more, one can easily prove that there are positive numbers \( c_1 \) and \( c_2 \) and a constant \( \rho > 1 \) such that

\[ L(u, v, z) \geq c_2 + c_1 (u^2 + v^2)^{\rho/2}. \]
5. **Numerical technique.** Here, we use NSFDM to built an explicit discretization formula of the optimality system. To construct the new schema, an appropriate non-local approximation is applied to discretize the nonlinear terms and approximations of the derivatives is used with an appropriate function in the denominator.

Let the coordinate of the mesh points as following:

\[ t_n = n \Delta t, \quad n = 0, 1, 2, \ldots, N_n, \]

such that \( N_n \) is a specific positive integer number and

\[ h := \Delta t = \frac{t_{j+1}}{N_n}. \]

Also, \( \alpha_n, x_n, z_n, u_n \) and \( v_n \) are approximation values of \( \alpha, x, z, u, \) and \( v \), respectively, at the mesh points \( (t_n) \). The approximation of Caputo derivative operator is built depending on the Grünwald-Letnikov method using nonstandard technique:

\[
\left. \frac{\partial^\alpha}{\partial t^\alpha} x(t) \right|_{t=x_n} = \frac{1}{(\varphi(\Delta t))^\alpha(n)} (x_{n+1} - \sum_{i=1}^{n+1} w_i^n x_{n+1-i} - r_{n+1} x_0), \quad (13)
\]

where

\[ w_i^n = (-1)^{i-1} \left( \begin{array}{c} \alpha_n \\ i \end{array} \right), \quad w_1^n = \alpha_n, \]

\[ r_i = \frac{i^{-\alpha_n}}{\Gamma(1-\alpha_n)}, \quad i = 1, 2, \ldots, n + 1. \]

**Theorem 5.1.** [32] Let \( \alpha(t) \in (0,1) \), then the following two relations:

\[ 0 < r_{i+1} < r_i < \ldots < r_1 = \frac{1}{\Gamma(1-\alpha_n)}, \quad (14) \]

\[ 0 < w_{i+1}^n < w_i^n < \ldots < w_1^n = \alpha_n < 1. \quad (15) \]

are satisfied for the coefficients \( r_i \) and \( w_i \) where \( i \geq 1 \).

**Proof.** see [32].

Using relation (13) and the nonstandard technique with \( \tau = qh \), then the explicit nonstandard schema of the model (8) is:

\[
x_{n+1} - \sum_{i=1}^{n+1} w_i^n x_{n+1-i} - r_{n+1} x_0 = (\varphi(h))^{\alpha_n} (-u_n x_{n-q} - \frac{k}{N} x_{n+1}(N - x_n) + \mu_k N - \mu_d x_{n+1}),
\]

\[
z_{n+1} - \sum_{i=1}^{n+1} w_i^n z_{n+1-i} - r_{n+1} z_0 = (\varphi(h))^{\alpha_n} [(a + v_n)(N - x_{n-q} - z_{n-q}) - \delta z_{n+1} - \mu_d z_{n+1}).
\]

Since each of these equations is linear in \( x_{n+1} \) and \( z_{n+1} \) so, some calculations give us the following expressions, which are explicit:

\[
x_{n+1} = \frac{1}{1 + \varphi(h))^{\alpha_n} \left( \frac{k}{N} (N - x_n) + \mu_d \right) \sum_{i=1}^{n+1} w_i^n x_{n+1-i} + r_{n+1} x_0 + (\varphi(h))^{\alpha_n} (\mu_k N - u_n x_{n-q})],
\]

\[
z_{n+1} = \frac{1}{1 + \varphi(h))^{\alpha_n} \left( \frac{\delta}{\mu_d} \right) \sum_{i=1}^{n+1} w_i^n z_{n+1-i} + r_{n+1} z_0 + (\varphi(h))^{\alpha_n} [a + v_n)(N - x_{n-q} - z_{n-q})].
\]

(16)
5.1. Stability of NSFDS. We consider the model test problem of linear fractional delay differential equation \[ (\frac{D_t^\alpha}{\Gamma(1-\alpha)}f)(t) = \rho_0 f(t) + \rho_1 f(t-\tau), \quad t \geq 0, \quad 0 < \alpha \leq 1, \quad (17) \]
\[ f(t) = \Psi(t), \quad t \in [-\tau,0], \quad f(0) = f_0, \]
such that \( 0 < \alpha(t) \leq 1, \rho_0 < 0, \rho_1 < \rho_0 \) and \( \Psi(t) \) is continuous and bounded function.

Let \( f(t_n) = f_n = \xi_n \) is the approximate solution of this equation.

**Theorem 5.2.** The NSFD technique is consistent and stable when was used to discretize the test problem (17) for all positive \( t \).

**Proof.** Let the approximate solution of (17) has the form \( f(t_n) \approx f^n \equiv \xi_n \), then (17) can be rewrite as the following:
\[
\frac{1}{\Gamma(1-\alpha_n)} \left( \xi_{n+1} - \sum_{i=1}^{n+1} w^n_i \xi_{n+1-i} - r_{n+1} \xi_0 \right) = \rho_0 \xi_n + \rho_1 \xi_{n-\tau},
\]
or
\[
\xi_{n+1} = h^{\alpha_n} \rho_0 \xi_n + h^{\alpha_n} \rho_1 \xi_{n-\tau} + \sum_{i=1}^{n+1} w^n_i \xi_{n+1-i} + r_{n+1} \xi_0, \quad n \geq 1.
\]
Since \( w_1^n < 1, \rho_0 < 0 \) and \( 0 < r_{n+1} < r_{n} < ... < r_1 = \frac{1}{\Gamma(1-\alpha_n)}, \) then
\[
\xi_1 \leq \xi_0, \quad \xi_{n+1} \leq h^{\alpha(t)} \rho_0 \xi_n + h^{\alpha(t)} \rho_1 \xi_{n-\tau} + \xi_n + \sum_{i=1}^{n+1} w^n_i \xi_{n+1-i}, \quad n \geq 1. \quad (19)
\]
Thus, for \( n = 1 \), the inequality (19) implies
\[
\xi_2 \leq \alpha(t) \rho_0 \xi_1 + h^{\alpha_n} \rho_1 \xi_{n-\tau} + w^n_1 \xi_1 + w^n_2 \xi_0 \leq (\alpha_n \rho_0 + w^n_1) \xi_1 + w^n_2 \xi_0.
\]

Using the relation (18) and the positivity of the coefficients \( \rho_0, w^n_1, w^n_2 \) and \( \alpha(t) \) we get
\[
\xi_2 \leq \xi_1. \quad (20)
\]
Repeating the process, we have from (19)
\[
\xi_{n+1} \leq h^{\alpha_n} \rho_0 \xi_n + h^{\alpha_n} \rho_1 \xi_{n-\tau} + \sum_{i=1}^{n+1} w^n_i \xi_{n+1-i} \leq \xi_n.
\]
Thus,
\[
\xi_{n+1} \leq \xi_n \leq \xi_{n-1} \leq \xi_{n-2} \leq ... \leq \xi_0
\]
with the assumption that
\[
\xi_{n+1} = ||f^{n+1}| \leq \xi_0 = ||f^0||, \quad \text{which entails} \quad ||f^{n+1}|| \leq ||f^0||, \quad \text{so that we have stability.}
\]
5.2. Properties of the NSFD solutions. In the current subsection, we study some properties of the introduced scheme (16).

**Theorem 5.3. (Positivity).** Let \( x_0 \geq 0, \ z_0 \geq 0 \), then \( x_n > 0, \ z_n > 0 \) for all \( n = 1, 2, \ldots \) is satisfied and all the parameter of this system are positive.

**Proof.** Using induction. Let \( n = 0 \), then from system (16) we have:

\[
\begin{align*}
x_1 &= \frac{1}{1 + (\varphi(h))^{\alpha_n}(\frac{k}{N}(N-x_0) + \mu_d)}[w_0^0 x_0 + r_1 x_0 + (\varphi(h))^{\alpha_n}(\mu_b N - u_0 x_{-q})] \geq 0, \\
z_1 &= \frac{1}{1 + (\varphi(h))^{\alpha_n}(\delta + \mu_d)}[w_1^0 z_0 + r_1 z_0 + (\varphi(h))^{\alpha_n}(a + v_0)(N - x_{-q} - z_{-q})] \geq 0. \quad (21)
\end{align*}
\]

Supposing, for all \( n < n + 1 \), that \( x_n \geq 0 \), and \( z_n \geq 0 \), then depending on this hypothesis and (5.1) we have

\[
\begin{align*}
&x_{n+1} = \frac{1}{1 + (\varphi(h))^{\alpha_n}(\frac{k}{N}(N-x_n) + \mu_d)}\left[\sum_{i=1}^{n+1} w_i^n x_{n+1-i} + r_{n+1} x_0 + (\varphi(h))^{\alpha_n}(\mu_b N - u_n x_{-q})\right] \geq 0, \\
&z_{n+1} = \frac{1}{1 + (\varphi(h))^{\alpha_n}(\delta + \mu_d)}\left[\sum_{i=1}^{n+1} w_i^n z_{n+1-i} + r_{n+1} z_0 + (\varphi(h))^{\alpha_n}(a + v_n)(N - x_{-q} - z_{-q})\right] \geq 0. 
\end{align*}
\]

(22)

**Theorem 5.4. (Boundedness).** Let \( x_0 = N, \ z_0 = 0 \) are the initial conditions such that \( x_0 + z_0 = N \), then for all \( n = 1, 2, \ldots \) we have \( x_n \) and \( z_n \) to be bounded.

**Proof.** By multiplying each single equation of the system (16) by its denominator we get:

\[
\begin{align*}
x_{n+1}(1 + (\varphi(h))^{\alpha_n}(a_n + \frac{k}{N}(N-x_n) + \mu_d)) + z_{n+1}(1 + (\varphi(h))^{\alpha_n}(\delta + \mu_d)) \\
&= \sum_{i=1}^{n+1} w_i^n (x_{n+1-i} + z_{n+1-i}) + r_{n+1} N + (\varphi(h))^{\alpha_n}(\mu_b N - u_n x_{-q}) + (a + v_n)(N - x_{-q} - z_{-q}), \\
&\leq \sum_{i=1}^{n+1} w_i^n (x_{n+1-i} + z_{n+1-i}) + r_{n+1} N + N(\varphi(h))^{\alpha_n}(\mu_b + a + v_0), \quad (23)
\end{align*}
\]

using induction, let \( n = 0 \), then:

\[
\begin{align*}
x_1(1 + (\varphi(h))^{\alpha_n}(u_0 + \mu_d)) + z_1(1 + (\varphi(h))^{\alpha_n}(\delta + \mu_d)) \\
&\leq w_0^0 N + r_1 N + N(\varphi(h))^{\alpha_n}(\mu_b + a + v_0), \\
&\leq N\left(1 + \frac{1}{\Gamma(1 - \alpha_n)} + m_0\right), \\
&= NM_0, \quad (24)
\end{align*}
\]

such that \( m_0 = \mu_b + a + v_0 \) and \( M_0 = 1 + \frac{1}{\Gamma(1 - \alpha_n)} + m_0 \).

So, we have

\[
x_1 \leq \frac{NM_0}{(1 + (\varphi(h))^{\alpha_n}(u_0 + \mu_d))}, \quad z_1 \leq \frac{NM_0}{(1 + (\varphi(h))^{\alpha_n}(\delta + \mu_d))},
\]

i.e.,

\[
x_1 \leq NM_0, \quad z_1 \leq NM_0.
\]
For $n = 1$, we have:

\[
x_2(1 + (\varphi(h))^{\alpha_1}(u_1 + \frac{k}{N}(N - x_1) + \mu_d)) + z_2(1 + (\varphi(h))^{\alpha_1}(\delta + \mu_d)) \\
\leq w_1^1(x_1 + z_1) + w_2^1(x_0 + z_0) + r_2N + N(\varphi(h))^{\alpha_1}(\mu_b + a + v_1), \\
\leq 2NM_0 + N + r_1N + N(\mu_b + a + v_1), \\
= N(1 + 2M_0 + \frac{1}{\Gamma(1 - \alpha_n)} + m_1), \\
= NM_1,
\]

such that $m_1 = \mu_b + a + v_1$ and $M_1 = 1 + 2M_0 + \frac{1}{\Gamma(1 - \alpha_n)} + m_1$.
So,

\[
x_2 \leq NM_1, \quad z_2 \leq NM_1.
\]

For $n = 2$, we have:

\[
x_3(1 + (\varphi(h))^{\alpha_2}(u_2 + \frac{k}{N}(N - x_2) + \mu_d)) + z_3(1 + (\varphi(h))^{\alpha_2}(\delta + \mu_d)) \\
\leq w_1^2(x_2 + z_2) + w_2^2(x_1 + z_1) + w_3^2(x_0 + z_0) + r_3N + N(\varphi(h))^{\alpha_2}(\mu_b + a + v_2), \\
\leq 2NM_1 + 2NM_0 + N + r_1N + N(\mu_b + a + v_2), \\
= N(1 + 2M_0 + 2M_1 + \frac{1}{\Gamma(1 - \alpha_n)} + m_2), \\
= NM_2,
\]

such that $m_2 = \mu_b + a + v_2$ and $M_2 = 1 + 2M_0 + 2M_1 + \frac{1}{\Gamma(1 - \alpha_n)} + m_2$.
So,

\[
x_3 \leq NM_2, \quad z_3 \leq NM_2.
\]

Now we suppose that

\[
x_n \leq NM_{n-1}, \quad z_n \leq NM_{n-1},
\]

where,

\[
m_{n-1} = \mu_b + a + v_{n-1},
\]

and

\[
M_{n-1} = 1 + 2M_0 + 2M_1 + 2M_2 + ... + 2M_{n-2} + \frac{1}{\Gamma(1 - \alpha_n)} + m_{n-1}.
\]

Now, we will proof

\[
x_{n+1} \leq NM_n, \quad z_{n+1} \leq NM_n,
\]

where

\[
M_n = 1 + 2M_0 + 2M_1 + 2M_2 + ... + 2M_{n-1} + \frac{1}{\Gamma(1 - \alpha_n)} + m_n.
\]

and

\[
m_n = \mu_b + a + v_n.
\]
From Eq. (23) we have
\[
x_{n+1}(1 + (\varphi(h))^{\alpha}(u_n + k(N - x_n) + \mu_d)) + z_{n+1}(1 + (\varphi(h))^{\alpha}(\delta + \mu_d)) \\
\leq w_1^n(x_n + z_n) + \ldots + w_n^2(x_n + z_n) + r_{n+1}N + N(\varphi(h))^{\alpha}(\mu_b + a + v_n). \\
\leq 2N\lambda_n^{b-1} + \ldots + 2N\lambda_1^2 + 2NM_0 + N + r_iN + N(\mu_b + a + v_n), \\
= N(1 + 2M_0 + 2M_1 + 2M_2 + \ldots + 2M_{n-1} + \frac{1}{\Gamma(1 - \alpha_n)} + m_n), \\
= NM_n, \tag{27}
\]
so,
\[
x_{n+1} \leq NM_n, \quad z_{n+1} \leq NM_n.
\]

5.3. Stable solutions.

**Definition 5.5.** The proposed schema (16) is called asymptotically stable, if \( L_1 \) and \( L_2 \) are exist as constants when \( \alpha(t) \rightarrow 1 \), such that
\[
x_{n+1} \leq L_1 \text{and} \quad z_{n+1} \leq L_2,
\]
satisfy for \( 0 < x_0 + z_0 = N \), the arbitrary initial values.

Depending on the boundedness theorem we deduce that the introduced NSFDS (16) is asymptotically stable.

In the following algorithm we summarize the process for obtaining the optimal solution:

5.4. **Algorithm of the procedure.** This algorithm has the following steps, in its specific order:

1. **Step 1.** Let the tolerance \( \epsilon > 0 \), and \( u^* \) and \( v^* \) are the initial control values, \( (x_0^*, z_0^*) \) are the starting point of state system (16) and for the adjoint system \( (\lambda_0^*, \mu_0^*), i = 1, 2 \).
2. **Step 2.** Use \( (x_0^*, z_0^*) \) to solve the state system (16) for \( (x^*, z^*) \) forward in time and use \( \varphi(h) = e^h - 1 \).
3. **Step 3.** Using the transversality conditions \( \lambda_i^*(t_f) = 0, i = 1, 2 \), solve the adjoint system (10) backward in time and use \( \varphi(h) = e^h - 1 \).
4. **Step 4.** Calculate the new control variables depending on equations (11) to find \( u^* \) and \( v^* \).
5. **Step 5.** If \( |u_j^* - u_{j+1}^*| < \epsilon \), and \( |v_j^* - v_{j+1}^*| < \epsilon \), ten stop the procedure, else put \( j = j + 1 \), and go to the step number 1.

6. **Numerical simulation.** In order to perform the numerical simulations in the potential section, we adopted NSFDM to solve the fractional optimization system numerically with the transversality conditions. NSFDM avoids a long computational’s time. For the following numerical treatment we choose the denominator of the discrete approximations of the derivative to be \( \varphi(h) = \frac{1 - e^{-2h}}{2} \).

The parameters of our numerical simulations are taken to be \( \delta = 0.2 \) the switching rate, first purchase rate \( a = 0.02 \), advertising trial rate \( r = 0.1 \), \( g = 0.1 \), \( p = 0.2 \), \( \mu_b = \mu_d = 0 \) and \( k = 0.01 \), where \( B_1 = B_2 = 500 \) and \( N = 100 \) total population. The conditions at the first time are \( x(0) = N \) and \( z(0) = 0 \). The role of the positive parameters \( B_1, B_2 \) is only to balance the terms size in the equations.
Figure (1) shows the approximations of control variables $u, v$ (obtained by NSFDM) when $\alpha(t) = 1$ and $\tau = 0$.

Figure (2) comparison between the solutions of $x, z$ with control and without control when $\alpha(t)$ has different constant values.

Figure (3) compares the solutions utilizing NSFDM when $\tau$ and $\alpha(t)$ have different values at the final time is 5.

Figure (4) compares the solutions utilizing NSFDM when $\tau$ and $\alpha(t)$ have different values at the final time is 10.

Figure (5) simulates the solutions of $x, z$ when $\tau$ has different values, $\alpha(t) = 0.5 + 0.5e^{-(t)^2-1}$ and the final time is 5.

Figure (6) simulates the solutions of $x, z$ when $\tau$ has different values, $\alpha(t) = \frac{5 + \cos^2(t)}{10}$ and the final time is 5.

Figure (7) simulates the solutions of $x, z$ when $\tau$ has different values, $\alpha(t) = 0.5 + 0.5e^{-(t)^2-1}$ and the final time is 10.

Figure (8) simulates the solutions of $x, z$ when $\tau$ has different values, $\alpha(t) = \frac{5 + \cos^2(t)}{10}$ and the final time is 10.

Figure (9) depicts the relationship between the variables $x(t)$ and $x(t - \tau)$ for different values of $\tau$ and $\alpha(t)$.

Table (2) contains the value of the cost functional and the final values of $x$ and $z$, which obtained using NSFDM, for different $\alpha(t)$ when final time is 10 and $\tau = 0.2$.

![Figure 1](image1.png) ![Figure 2](image2.png)

**Figure 1.** Approximations of the control variables with different final time.

Depending on the shown diagrams, we notice that the amount of consumers who are not informed about the existence of the product is decreased rapidly when the control variables are used and the amount of individuals who have purchased the product is higher when we use control variables than without using these control variables. Also, comparing between changing of the populations in the advertisement model with derivative of integer order and the inhabitants in the advertisement system with variable order derivative we notice that the variations are slower in the model with the variable order fractional derivatives. That is explain action of memory. Furthermore, It is clear from the figures that $x(t)$ and $x(t - \tau)$ will be identical after long time, similar to $z(t)$ and $z(t - \tau)$. 
Figure 2. Comparison between the solutions of $x$, $z$ with control and without control when $\alpha(t)$ takes different constant values.

Table 2. Final values of the states variables and the values of objective functional using NSFDM and SFDM when $t_{\text{final}} = 10$ and different $\alpha(t)$.

| $\alpha(t)$                         | NSFDM          |
|-------------------------------------|----------------|
|                                     | $J$  | $x$  | $z$  |
| 1                                   | 286.14 | 0    | 834  |
| 0.9                                 | 267.09 | 17   | 804  |
| $0.5 + 0.5e^{-(t)^2-1}$             | 248.98 | 42   | 762  |
| $\frac{5+\cos^2(t)}{10}$           | 256.74 | 77   | 709  |

7. Conclusion. Our work in this article contributes to a growing literature on applying variable-order fractional optimal control techniques to advertisement procedure. The studied nonlinear optimal model has two control variables and delay on the time was analyzed numerically to explain the awareness and trial advertising phenomena. The proposed variable order fractional advertisement system with delay on the time, like the most models of fractional variable order derivative, has solutions which are more convenient than the models with the derivatives of integer-order, that due to the advertising proceedings have a souvenir impact on the individuals. The utilized method to study numerically the proposed problem was NSFDM. This approximation method is preserve the properties of the analytic solutions like positivity and boundedness. Numerical outcomes are introduced to show the validity and applicability of the proposed scheme. By utilizing the
Figure 3. Solutions of $x$ and $z$ when $\tau$ and $\alpha(t)$ have different values.

NSFD scheme, numerical instabilities and the false solutions can be taken away, and accurate numerical solutions are accomplished for each time-step size.
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