**ABSTRACT**

We present a machine learning (ML) pipeline to identify star clusters in the multi–color images of nearby galaxies, from observations obtained with the Hubble Space Telescope as part of the Treasury Project LEGUS (Legacy ExtraGalactic Ultraviolet Survey). **StarcNet** (STAR Cluster classification NETwork) is a multi–scale convolutional neural network (CNN) which achieves an accuracy of 68.6% (4 classes)/86.0% (2 classes: cluster/non–cluster) for star cluster classification in the images of the LEGUS galaxies, nearly matching human expert performance. We test the performance of StarcNet by applying pre–trained CNN model to galaxies not included in the training set, finding accuracies similar to the reference one. We test the effect of StarcNet predictions on the inferred cluster properties by comparing multi–color luminosity functions and mass–age plots from catalogs produced by StarcNet and by human–labeling; distributions in luminosity, color, and physical characteristics of star clusters are similar for the human and ML classified samples. There are two advantages to the ML approach: (1) reproducibility of the classifications: the ML algorithm’s biases are fixed and can be measured for subsequent analysis; and (2) speed of classification: the algorithm requires minutes for tasks that humans require weeks to months to perform. By achieving comparable accuracy to human classifiers, StarcNet will enable extending classifications to a larger number of candidate samples than currently available, thus increasing significantly the statistics for cluster studies.
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**1. INTRODUCTION**

The birth and evolution of star clusters are seamlessly tied to the process of star formation. Most stars are formed in clustered structures (Lada & Lada 2003), but only a fraction of them are forming in gravitationally bound clusters,
The Hubble Space Telescope (HST) has provided detailed observations for large samples of young star clusters (YSCs, age <300 Myr) in nearby galaxies, allowing detailed studies of their physical properties, which are fundamental for understanding their formation and evolution. The distributions of clusters’ luminosities and masses are tracers of the mechanisms of cluster formation (e.g. Whitmore et al. 1999; Larsen 2002; Gieles et al. 2006a,b; Mora et al. 2009; Whitmore et al. 2010, 2014; Johnson et al. 2017) and of the fraction of star formation that takes place in bound clusters (e.g. Bastian et al. 2012; Adamo et al. 2015; Chandar et al. 2015; Johnson et al. 2016; Messa et al. 2018a), while the age distributions reveal how rapidly clusters are disrupted (e.g. Gieles et al. 2006c; Gieles 2009; Bastian et al. 2012; Silva-Villa et al. 2014; Chandar et al. 2014, 2016; Adamo et al. 2017; Messa et al. 2018b).

Throughout the literature, observations show that both the initial cluster mass and luminosity functions (CMF and CLF, respectively) are well described by a power-law slope $\sim -2$, which traces the hierarchical star forming structures from which YSCs emerge (Whitmore et al. 1999, 2010, 2014; Larsen 2002; Bik et al. 2003; Gieles et al. 2006c,a; Mora et al. 2009; Chandar et al. 2014; Adamo et al. 2017; Messa et al. 2018a, among many others). However, recent measurements have uncovered a dearth in the number of very massive clusters ($\gtrsim 10^5 M_\odot$) in nearby spirals, suggesting that the formation of massive clusters may be disfavored in these environments (Adamo et al. 2015; Johnson et al. 2017; Messa et al. 2018a). This dearth, or truncation mass, may depend on the galactic environment in a similar manner to what is observed for the fraction of star formation in clusters and the disruption strength of clusters. Variations in the truncation mass appear to be present both between galaxies with different global properties (e.g. Johnson et al. 2017) and between sub-regions of the same galaxy that trace different environments (Silva-Villa et al. 2014; Adamo et al. 2015; Messa et al. 2018b), but the issue is far from settled (e.g. Chandar et al. 2017; Mok et al. 2019, 2020).

The main impediment to reach a consensus on the role of environment on clusters’ formation and evolution is the absence of large samples of uniformly–selected YSCs across a wide range of galaxies’ properties. The HST Treasury Program Legacy ExtraGalactic UV Survey (LEGUS; GO-13364) attempted to fill this gap by observing 50 nearby ($d \lesssim 16$ Mpc) galaxies in 5 broad bands, from the near–UV to the I, with the goal of extracting YSCs catalogs with well-defined physical properties (Calzetti et al. 2015). While star clusters are easily detectable up to $\approx 100$ Mpc, at distances where individual stars are no longer so, their identification is challenging. The clusters, especially those younger than a few Gyr, are projected against the uneven background of the host galaxy’s disk, and their colors are often similar to those of the surrounding stellar populations or of background galaxies. Confusion, artifacts, and isolated or chance superposition of stars are the main reasons for the failure of automatic approaches that rely on physical or geometrical parametrization (source concentration, colors, luminosity, symmetry, etc.). These contaminants are usually culled from automatic catalogs via visual inspection, a labor–intensive approach that requires humans to evaluate each source individually, with often inconsistent results among different classifiers. The need for human intervention explains the limited number of star cluster catalogs commonly available in the literature and the fact that the LEGUS collaboration has released catalogs for only 31 of their 50 galaxies, two-thirds of which for sparsely–populated dwarfs (Cook et al. 2019).

Crowd–sourcing approaches (e.g., “citizen science”), while effective when the galaxies are located in the Local Group and the clusters are projected against a sparse stellar field (like in the case of the galaxy M31; Johnson et al. 2015), become ineffective once the galaxies are beyond a few Mpc, and the star clusters are projected against an unresolved and uneven background. In these conditions, even human experts have difficulties yielding reproducible classifications: the same individual is usually able to reproduce their own classifications less than 90% of the times, and different experts do not agree among themselves to better than about 70%–75% of the times, across four identification classes (Adamo et al. 2017; Grasha et al. 2019; Wei et al. 2020). Thus, training of citizen classifiers becomes time-consuming and low-yield; an experiment run by the LEGUS collaboration using a citizen-science platform yielded close-to-random classifications for galaxies at about 10 Mpc distance.

Machine learning, and computer vision in particular, offer tools that can potentially be game changers for the field: they can be trained to reproduce at least the level of quality of expert classifiers; their classifications are self–consistent and reproducible; and they require a tiny fraction of the time, thus enabling multiple classification trials to be applied to the same catalog, as the training sets improve. Visual recognition is a core research activity of the computer science community that is finding increasing applications in astronomy, including classification of galaxies (Domínguez...
Figure 1. The StarcNet pipeline. Graphic sketch of the machine learning pipeline used in this work to classify cluster candidates in the LEGUS images. (Left): The Hubble Space Telescope images as processed by the LEGUS project through a custom pipeline to generate automatic catalogs of cluster candidates, which are part of the public LEGUS catalogs release (Calzetti et al. 2015; Adamo et al. 2017); we apply StarcNet to the LEGUS catalogs and images. (Center–Left): The region surrounding each candidate is selected from the 5 band images at three magnifications, and is used as input to our multi-scale StarcNet. (Center–Right and Right): Each of the three pathways of the CNN consists of 7 convolutional layers, which are later connected to produce a prediction for the candidate in one of four classes.

The goal of this paper is to design a deep network to classify star cluster candidates trained on the largest and most robust catalogs available and improve on previous approaches. We develop a three-pathway convolutional neural network (CNN) called StarcNet to classify star clusters in the LEGUS five–band images (Figure 1); our approach consists of applying a CNN to the region surrounding each cluster candidate at three increasing magnification levels, and then combining the resulting outputs to produce a classification using a 4–class morphological scheme (Adamo et al. 2017). For training, we use the entire collection of identified LEGUS star clusters from all released catalogs (Adamo et al. 2017), both to increase the number of examples and to use catalogs classified by multiple experts.

This paper is organized as follows: in § 2 we present the catalogs and images from the LEGUS project used in this work; in § 3 we describe the architecture of StarcNet, while we test different configurations in § 4. We discuss the performance of our approach in § 5. In § 6 we study the average cluster properties in each of the four morphological classes, focusing on how the classification given by StarcNet affects them. Finally, we briefly present the outlook for future developments in § 7 and summarize our results in § 8.

2. DATA AND CATALOGS

The LEGUS survey consists of 50 galaxies at distances between 3.5 Mpc and ∼16 Mpc, observed in 63 pointings with the Hubble Space Telescope in five broad bands, using either the WFC3/UVIS camera or archival ACS/WFC images when available. The five bands are: NUV (WFC3-F275W filter), U (WFC3-F336W filter), B (either WFC3-F438W or ACS-F435W filter), V (either WFC3-F555W, ACS-F555W or ACS-F606W filter) and I (either WFC3-F814W or ACS-F814W filter). A full description of the project, the sample selection, and the observing strategy is provided in Calzetti et al. (2015). Automatically–generated catalogs of star cluster candidates were produced using a six–step pipeline as described in Adamo et al. (2017) and are publicly available at the Mikulski Archive for Space Telescopes (MAST) for 31 galaxies, in 37 separate pointings1. The six steps are described in detail in Adamo et al. (2017); in brief, they consist of running SExtractor (Bertin & Arnouts 1996) on the HST processed and aligned images2, applying basic
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1 https://archive.stsci.edu/prepds/legus/; the different pointings of NGC5194+NGC5195 are combined into a single catalog, for a total of 34 separate star cluster catalogs. DOI:10.17909/T9J01Z
2 All LEGUS images are aligned and sampled to a common pixel scale, 0.04″/pix.
selection functions to remove as many stars and artefacts as possible, and generating aperture-corrected photometry. Subsequently, spectral energy distribution fits are performed on cluster candidates that are detected in at least four separate bands, to derive ages, masses, and extinction, and their uncertainties. Finally, visual classification is performed on candidates that are brighter than $V=−6$ mag (Adamo et al. 2017), as the automatic selection still leaves about 50\% contaminants in the catalogs (Table 1).

The visual classification was performed by at least three human classifiers in the LEGUS team, with an additional one or two tie-breakers for ambiguous cases, using the following morphology-based classification scheme (Figure 2; more details in Adamo et al. 2017):

1. **Class 1**: symmetric, compact objects, with a light distribution more extended than the stellar one;

2. **Class 2**: compact objects with slightly elongated density profiles;

3. **Class 3**: multiple peak systems on top of diffuse underlying emission, referred to as compact associations;

4. **Class 4**: spurious detections (foreground/background sources, single bright stars, asterisms, artifacts); this class is highly inhomogeneous, as it contains everything that the classifiers deemed a ‘non-cluster’.

The three (or more) independent classifications were then combined into a final class label, defined as the mode of the classifications of each candidate. The catalogs with classified cluster candidates for the 31 LEGUS galaxies available from the MAST Archive include a total of around 15,000 candidates across the 4 classes. The 31 galaxies span the full range of distances of the LEGUS sample. A detailed presentation and discussion of the classification approach for the LEGUS sample will be given in a forthcoming paper (Hwi et al., in prep.) and we report in Appendix B a summary of the distribution of cluster candidates by class for each galaxy, along with the galaxy distance. These catalogs are the focus of the present work, and their cumulative statistics are listed in Table 1.

We use the location of each source as listed in the catalogs to produce $32 \times 32$ pixels ($\sim1.3'' \times 1.3''$) cutouts from the images in the five bands, which we use as inputs for our algorithm; we call these cutouts ‘input arrays’ in the
remaining of the paper. We split the dataset of the classified sources in a uniformly random fashion (as in Table 1) as follows: 80% of the total classified sources are used for training and validation (trainval set), and the remaining 20% for testing. From the trainval set, we use 90% of the classified candidates for training, and the remaining 10% for validation.

2.1. Accuracy of human classifications

In order to evaluate the level of accuracy we can achieve with the ML predictions, we compare classifications from different individuals among themselves, as a metric for the highest possible agreement that can be reached between ML and humans. Individual classifications (as opposed to the mode or final classification) are available for a total of ~6,000 sources across 13 galaxies. The fraction of sources with the same classification, weighted by the number of sources in each class, gives the agreement among the two classifiers. We take the mean of all the possible combinations of classifiers as the mean agreement. The resulting agreement among two separate classifiers is 57.3%, as shown by the confusion matrix in Figure 3 (left panel). When instead the labels given by each classifier are compared with the final classification, the mean agreement is 75.0% (Figure 3, right panel). The higher level of agreement between any individual classifier and the final classification is also due to the degeneracy that the final classification includes the classifier’s own classification. We can, therefore, expect that a well-constructed ML algorithm will yield accuracies above the 57.3% of the individual-to-individual comparison, but not quite at the 75% level of the individual-to-final comparison for our samples, because the ML-to-final classification comparison does not include the same degeneracy as the individual-to-final one.

The agreement is not uniform across classes, as it is higher for classes 1 and 4, and is the lowest in class 3. Class 3 indeed remains the most challenging class to recognize, as the detection of diffuse emission underlying multiple peaks depends on the depth of the image (Adamo et al. 2017). The agreement is not even uniform across different galaxies, as it goes from ~ 95% in NGC 3738 (over 400 sources) to less than 50% in NGC 628 (~1800 sources). The level of (dis-)agreement highlights the difficulty of performing morphological classifications of sources embedded in unresolved galaxies. The variations in the level of disagreement may be contributed by the large number of people (>10) involved in the classification process, which introduces personal biases. However, the overall agreement is in line with what found in similar comparisons by other authors (Grasha et al. 2019; Wei et al. 2020), indicating that: (1) the LEGUS classifications are as robust as any others found in the literature; and (2) we should expect the predictive accuracy of our ML algorithm to be no better than about 70%–75% when measured against human labels. In Appendix A we present the most frequent cases of mis-classification along with additional examples.

2.2. Binary classification

For a number of applications, cluster samples do not need to have the detailed 4-class morphological classification developed by LEGUS, and a binary (cluster/non-cluster) classification suffice. We will test the accuracy of STARCNET for binary classifications on our samples by aggregating class 1 and 2 as the ‘clusters’ class and class 3 and 4 as the ‘non-clusters’ class (as e.g. in Bastian et al. 2012; Adamo et al. 2015; Hollyhead et al. 2016; Messa et al. 2018a). The human agreement between classifiers, presented in the previous section, increases noticeably when a binary classification is
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3 The training set is the sample of data used to fit the model. The validation set is the sample of data used to provide an intermediate evaluation of a model fit on the training dataset while tuning model hyperparameters. The test set is the sample of data used to provide an unbiased evaluation of a final model fit on the training dataset.

4 This number is smaller than the total ~ 15,000 sources visually classified, as it is limited by the current availability of single-classifier files within the LEGUS collaboration.
Figure 3. Consistency of human classification. Mean confusion matrices for the comparison between independent human classifiers (left panels) and for the comparison of a human classifier with the final (mode) classification (right panels). The overall accuracies are 57.3% and 75.0% for the 4–class and 78.1% and 87.2% for the binary classifications, respectively.

adopted; the human–to–human agreement of the LEGUS sample increases from 57.3% to 78.1%, while the human–to–mode agreement increases from 75.0% to 87.2% (bottom panels of Figure 3). There is no consensus in the literature about excluding class 3 sources from the ‘cluster’ class; we discuss in § 5.2 the accuracies resulting from considering different binary classifications. In the same section, we discuss the results of training STARCNET directly on binary classification.

3. METHOD

Our approach to star cluster classification is based on a deep Convolutional Neural Network (CNN). Over the last decade CNNs have emerged as the leading model in many visual recognition tasks such as categorization of images, semantic segmentation, and object detection. The proposed network called STARCNET is based on networks used for color image classification, but is modified to take into account the multiple channels, normalization and multi-scale spatial context of the input. STARCNET chains simple building blocks or layers to form a network, and uses gradient-based optimization of all the parameters of these layers using backpropagation of a loss function which measures how far off the result produced by the model is from the expected result on training data (§ 3.1). Modern libraries for deep learning (e.g., Tensorflow (Abadi et al. 2015), PyTorch (Paszke et al. 2019)) allow a modular definition of the network architecture and support gradient based learning of parameters given a dataset of objects with class labels. Below we provide an overview of the relevant building blocks.

3.1. Background

Convolutional Neural Network (CNN)—A CNN is a parameterized function $y = f(x; \theta)$, mapping inputs $x$ to outputs $y$ given parameters $\theta$. The network consists of layers denoting sequential operations that transform the input to its output. We will denote the inputs to layer $l$ as $\Phi^{(l)}$ and its output as $\Phi^{(l+1)}$. Thus a convolutional network with $n$ layers has $\Phi^{(1)} = x$ and with $\Phi^{(n+1)} = y$. Common layers for convolutional network are:

- Convolution layer: A convolutional layer consists of applying a set of filters over inputs with spatial dimensions. For images, the inputs to the layer $l$ are 3D arrays of size $\Phi^{(l)} \in \mathbb{R}^{h \times w \times c}$ where $h$ and $w$ denote the spatial
dimensions (e.g., height and width) and \( c \) denotes the number of channels. For example, the first convolutional layer of our network takes an input represented as a 3D array of \( 32 \times 32 \times 5 \) bands. A convolutional layer with \( k \) filters is parameterized by filter weights \( w(l) \in \mathbb{R}^{m \times n \times d} \) and bias \( b(l) \in \mathbb{R}^{d} \), producing an output \( \Phi(l+1) \in \mathbb{R}^{h' \times w' \times d} \) where \( m \) and \( n \) are the filter spatial dimensions, \( c \) is the number of channels (which corresponds to the number of channels \( c \) of the input to the layer \( l \)), and \( d \) is the number of filters. The output \( \Phi(l+1) \) of a convolution layer is a set of \( d \) feature maps. A feature map can be thought of as a representation of the input or as a response of a single filter \( d_i \) applied to the input \( \Phi(l) \). The output at a location \( (x, y) \) for a filter \( d \) is given by:

\[
\Phi(l+1)[x,y,z] = \sum_{i=1}^{m} \sum_{j=1}^{n} \sum_{k=1}^{c} \Phi(l)[x-i,y-j,k]w[i,j,k,z] + b(l)[z], \text{ for } z = \{1, 2, ..., d\}. \tag{1}
\]

Convolution layers are used as feature extractors of the input array. We use three different sets of convolution layers to extract features of each input array at three different magnifications. The extracted features from the three pathways are then combined using a fully-connected layer.

- **Pooling layer**: Pooling replaces the value in a neighborhood with an overall statistic, such as the max or avg, resulting in reduction of the spatial dimension of the input and adding invariance to small deformations. The layer is parameterized by the neighborhood size over which the overall statistic is computed and stride denoting the offset between neighborhoods. For example, pooling an input \( \Phi(l) \in \mathbb{R}^{h \times w \times d} \) with a stride \( k \) leads to an output \( \Phi(l+1) \in \mathbb{R}^{h'/k \times w'/k \times d} \). The parameters are set manually and are typically not learned. Our network uses a pooling layer after the fourth convolution layer on each of the pathways of our network as shown in Figure 1.

- **Non-linear activation layer**: These layers are based on applying a non-linear transformation to the input. Some commonly used non-linear activation layers are — Recified linear unit (Nair & Hinton 2010): \( \text{ReLU}(x) = \max(0, x) \), Leaky ReLU (Maas et al. 2013): \( \text{LReLU}(x) = \max(0, x) + \rho \min(0, x) \) where \( \rho \) is a positive number, and sigmoid: \( \sigma(x) = 1/(1 + \exp(-x)) \). Non-linearities allow the network to learn complex mappings between inputs and outputs. These are typically applied after each convolution and fully-connected layer in a network.

- **Fully-connected layer**: These layers are common for inputs with no spatial dimensions and connect all inputs \( \Phi(l) \in \mathbb{R}^{m} \) to outputs \( \Phi(l+1) \in \mathbb{R}^{n} \) via a weight matrix \( w(l) \in \mathbb{R}^{m \times n} \) and bias \( b(l) \in \mathbb{R}^{n} \):

\[
\Phi(l+1) = \Phi(l)w(l) + b(l). \tag{2}
\]

Fully-connected layers are usually used as the latter layers to learn the classifier part of the network. In our case is also used to combine the features of each of the pathways as shown in Figure 1.

- **Dropout layer**: With dropout (Srivastava et al. 2014), a vector \( r(l) \) of independent Bernoulli random variables (each of which has probability \( p \) of being 1) is multiplied element-wise with the outputs of the previous layer \( \Phi(l) \) to produce thinned outputs \( \Phi_{\times}(l) = \Phi(l) \odot r(l) \) before using them as inputs for the next layer. If dropout is used, the output of a layer is given by:

\[
\Phi(l+1) = \Phi_{\times}(l)w(l) + b(l). \tag{3}
\]

Randomly dropping activations during training has been shown to improve generalization.

CNNs stack several blocks of convolution—pooling—non-linear layers. The hierarchical nature of the network allows the emergence of simple features such as edges and blobs in the early layers and complex features such as a human face in higher layers. Modern CNNs contain up to hundreds of these blocks, totalling millions of parameters, and are highly effective for visual recognition.

**Dataset and training** — A labeled dataset consists of pairs \( \{(x_i, y_i)\}_{i=1}^{N} \). In our case each \( x_i \) is a cluster candidate and \( y_i \) is its class label (1 through 4). All the parameters \( \theta \) corresponding to the layers of the network, e.g. the filter and bias weights of the convolutional layers, must be learned. This is done by minimizing a loss \( \ell \) over the training set plus a regularization term \( R(\theta) \) over the parameters:

\[
\hat{\theta} \leftarrow \arg \min_{\theta} \left( \sum_{i=1}^{N} \ell(f(x_i; \theta), y_i) + R(\theta) \right). \tag{4}
\]
The loss measures the error between the network’s prediction and class labels, while the regularization encourages simpler models. A common regularization is the squared $\ell_2$ norm of the parameters, i.e., $R(\theta) = \|\theta\|_2^2$. In the classification setting the predictions $\hat{y} = f(x; \theta)$ denote the probability of $C$ target classes, and class labels $y$ denote the one-hot encoding of the correct class (i.e., a vector with length equal to the number of categories in the data set with value 1 in the class position and 0 elsewhere), and we use the cross-entropy loss denoted by:

$$\ell(\hat{y}, y) = -\sum_{k=1}^{C} y^{(k)} \log \hat{y}^{(k)}.$$  \hspace{1cm} (5)

Training on large datasets is computationally demanding as computing gradients require summation over the entire dataset (Equation 4). A common practice is to perform stochastic gradient descent where a small batch of training examples $B$ are selected at random at each iteration, and the gradient $\Delta \theta^{(t)}$ of the loss with respect to the current parameters $\theta^{(t)}$ are obtained by back propagating the gradients of the loss:

$$\Delta \theta^{(t)} = \left( \sum_{(x,y) \in B} \left( \frac{\partial \ell(f(x; \theta), y)}{\partial \theta} \right) + \gamma \frac{\partial R}{\partial \theta} \right) \bigg|_{\theta=\theta^{(t)}}.$$ \hspace{1cm} (6)

The parameters are updated by taking a step $\eta$ in the negative direction of the gradient:

$$\theta^{(t+1)} = \theta^{(t)} - \eta \Delta \theta^{(t)}.$$ \hspace{1cm} (7)

The overall training consists of initialization of the weights $\theta$ and performing gradient updates for a number of iterations till the loss on a validation set stops decreasing. Initialization is either random or obtained by training the network on a different task (e.g., in the setting of transfer learning). A number of modifications have been proposed to this basic scheme that include feature normalization schemes that allow larger step sizes (e.g., batch normalization (Ioffe & Szegedy 2015), layer normalization (Ba et al. 2016)), novel layer blocks (e.g., highway (Srivastava et al. 2015), residual (He et al. 2015), squeeze-excite (Hu et al. 2017), bilinear (Lin et al. 2015)), and optimization techniques (e.g., Adam (Kingma & Ba 2015), AdaGrad (Duchi et al. 2010)). These have allowed training larger networks on bigger datasets, often leading to improved generalization. See the book of Goodfellow et al. (2016) for a detailed background on CNNs.

Data augmentation—A common practice in training deep networks is to synthetically augment the training data by adding random transformations to the input which do not change the class label. These include injecting noise to the pixel values, performing image scaling, rotations, and translations. Our images are centered at the star cluster so we would expect full rotational and mirror symmetry, but not to scaling and translations. The effect of data augmentation is described in § 4.

Transfer learning—Training deep networks with millions of parameters on small datasets poses a risk of overfitting. Transfer learning is a strategy to alleviate this problem. In this scheme the network is first trained on a large dataset of labeled objects and then fine-tuned by modifying a small number of the parameters on a target dataset where labels or human classifications are limited. The efficacy of the transfer depends on how close the source and target datasets are, as well as the fine-tuning strategy that is employed. A key reason for the popularity of deep networks is that CNNs trained on the ImageNet dataset (Deng et al. 2009), which consists of millions of images of common objects (plants, flowers, animals, etc.) taken from the Internet, have been shown to transfer well to a wide variety of visual recognition tasks. However, such networks are trained on three–band RGB images, which is challenging to transfer to astronomical classifications if the latter use a larger number of bands. In the case of star clusters from the LEGUS project, the input arrays consist of 5 bands. When training a CNN from scratch we can directly design the convolutional layers to have the appropriate number of channels, one per band. But when performing transfer training, the input or the lower layers of the network need to be adapted to enable transfer. One strategy is to manually combine the astronomical images and reduce them to the three–band RGB color images; a second strategy is to learn the transformation as part of the transfer learning strategy. We discuss these schemes in § 4. We note that, in the case of the present work, the ~15,000 classified sources available across the four classes are enough to train our deep network, as shown by the by the accuracy achieved by STARcNET (in particular see Table 3 in § 4).

Evaluation metric—We use the accuracy for the 4–class classification on the test set as the primary metric to compare models. We also visualize the confusion matrices that indicates the distribution of the errors made by the model, as well as recall and precision. The confusion matrix of our best model is shown in Figure 4.
3.2. StarcNet architecture and training

Network architecture—The best performing StarcNet is a three-pathway architecture that simultaneously processes three input arrays of the same source at three different scales. To build the magnified input arrays we center crop and resize them back to $32 \times 32$ pixels using nearest-neighbor interpolation, so all the input arrays have the same pixel size despite containing visual information at three different magnifications, as shown in Figure 1. StarcNet is a function $y = f(x_1, x_2, x_3; \theta)$ that receives as input three object-centered arrays $x_1, x_2, x_3 \in \mathbb{R}^{32\times32\times5}$ and outputs $y \in \mathbb{R}^4$, the probability distribution over the four categories. The three input arrays $x_1, x_2,$ and $x_3$ contain the photometric information of a single object at three different magnifications ($1\times$, $1.6\times$, and $3.2\times$). Each input array is passed through a single pathway or sub-network $y_i = f(x_i; \theta_i)$ for $i = 1, 2, 3$. Each pathway is composed of 7 modules, with each module consisting of a convolutional layer, group normalization (Wu & He 2018), and leaky ReLU activation layer. All convolutional layers contain $3 \times 3$ filters. After the fourth module we add a pooling layer to obtain a global representation of the input. The extracted features $y_i \in \mathbb{R}^m$ from each pathway are then concatenated into vector $y_c = [y_1 \ y_2 \ y_3]$ and passed though a fully-connected layer $y = f(y_c; \theta_{fc})$ to output a probability distribution $y \in \mathbb{R}^4$ over the target labels.

Training—The learnable parameters $\theta = \{\theta_1, \theta_2, \theta_3, \theta_{fc}\}$ corresponding to the three pathways and the combination layer are initialized with Xavier initialization (Glorot & Bengio 2010) and trained using ADAM optimizer (Kingma & Ba 2015). Xavier initializes the weights by drawing them independently from a Gaussian distribution $\mathcal{N}(0, \sigma^2)$, with $\sigma^2 = 1/k$, where $k$ is the dimension of the input. The entire network is trained for 15 epochs (one epoch is a full pass over the training set) using a learning rate of $\eta=1E-04$ and cross-entropy loss as described in Equation 4. We determine the number of training epochs by selecting when the best validation performance is achieved.

4. EXPERIMENTS

This section is dedicated to ablation studies of StarcNet, by altering parameters one by one in the input arrays and in the network, to investigate their effect on the output accuracy of the classifications.

4.1. Classification accuracy on LEGUS

As mentioned in § 2, the trainval set (the set used for training and validation) contains 80% of the total number of star cluster candidates. We use 10% of the trainval set as validation set to conduct hyper-parameter tuning and architecture choices. The test set, containing the remaining 20% of the total cluster candidates, is used for testing the pipeline. We carry out transfer learning experiments using state-of-the-art pre-trained models. We perform the evaluation using a confusion matrix normalized over the human classifications (rows) and the overall accuracy for comparison between models. In addition, we include precision-recall (PR) curves to show the trade-off between the precision and the recall for every possible cut-off in the prediction score for each class. The performance of our model StarcNet described in § 3.2 is shown in Figure 4. The overall accuracy of StarcNet evaluated on the test set of the LEGUS dataset is 68.6% when 4 classes are used and 86.0% for binary classification. In § 4.2, we carry out hyper-parameter tuning and evaluate architecture choices experimentally using the validation set for calculating the accuracy, which yields different (slightly lower) accuracy values from the test set.

4.2. Ablation studies

Here we systematically evaluate the design choices for training StarcNet. We define a modular architecture consisting of blocks with a convolution layer, a normalization layer, and an activation layer. We experimentally choose the filter size and number of convolution layers, the type of normalization, and activations. We experiment with different architecture depths, varying the number of blocks from 4 up to 12, with filters of sizes $3 \times 3$, $5 \times 5$, and $7 \times 7$ pixels. Furthermore, we experiment using batch and group normalization, with group sizes from 4 to 32, and ReLU and LeakyReLU activations. Our best initial model consists of 7 modules with convolution layers of 128 filters of size $3 \times 3$, group normalization (with a group size of 16), and LeakyReLU activations (with a pooling layer after the fourth module). Using our best initial model we perform tuning of the training hyper-parameters. We experiment with batch sizes from 16 to 256 samples and learning rate $\eta$ values from 1E-5 to 1E-2. We get the best performance when training with a batch size of 128 input arrays and a learning rate of $\eta=1E-04$. We prevent overfitting by controlling the complexity of our model, increasing our training set size with data augmentation, and adding regularization techniques like dropout layers (Srivastava et al. 2014).
Figure 4. Performance of StarcNet on the test set. Confusion matrix normalized over the classes in test set of the LEGUS dataset (20% of the total sources or about 3000 objects). The rows show the distribution of the human-classified sources, while the columns are the predictions of StarcNet. Parenthesis in the confusion matrix refers to the unnormalized values. (Left) Overall accuracy evaluated for 4 class classification using raw bands as input. (Middle) Results calculated with 2 classes (cluster/non-cluster classification). (Right) Precision-recall curves for each of the four classes, as well as for binary classification. The overall accuracy is 68.6% with 4 classes and 86.0% with binary classification.

In addition, we experiment with different sizes and pre-processing of the input arrays, and data augmentation techniques. Lastly, we study the benefits of extracting features from different scales with multi-path architectures. We expand the description of our experiments in the remaining of this section and present a summary of the ablation studies in Table 2. The values in this Table should not be directly compared with the accuracy quoted in Figure 4; the accuracies in Table 2 refer to the validation set, while the accuracy of Figure 4 refers to the test set (Table 1), which explains why the two accuracy values are slightly different.

Size of input arrays—We test different input array sizes from 24 × 24 × 5 (where the first two numbers refer to the number of pixels in the array, and subtend spatial scales ∼ 14 – 82 pc, depending on galaxy distance) to 96 × 96 × 5 (∼ 60 – 330 pc). A smaller input makes for more efficient processing but might reduce the contextual information required to make an accurate prediction. The best result is achieved by using input arrays of size 32 × 32 × 5 pixels (∼ 20 – 110 pc). Results using different input sizes are shown in Table 2a.

Input pre-processing—We consider various approaches to pre-processing of the input arrays (Table 2b), in order to test whether any such approach improves the output accuracy. As mentioned in § 3.1, transfer learning is generally applied to RGB inputs. We reduce the dimensionality of our input arrays from five to three, to create RGB arrays. In separate experiments, we pre-process the input arrays by removing the galaxy’s background, by inverting the gain, and by combining these two. In all cases, the unprocessed input arrays produce the highest output accuracy.

Data augmentation—As shown in Table 1, the amount of objects per class is unbalanced. To balance the training dataset we apply horizontal and vertical (or both) reflections. After the training set is balanced, we apply data augmentation using scaling and rotations. The best performing model was obtained by data augmentation using scaling to a magnification of 1.07× with 50% probability, and adding rotations of 90º and 270º (Table 2c). Resulting images after applying 180º rotations are the same as resulting images after applying reflections on both axes, therefore it is not used. The improvements provided by scaling, resizing, and rotations are easily understood. Star clusters and compact associations do not have fixed projected sizes, and this characteristic is mimicked by small scaling and resizing transformations. Furthermore, the sources do not have fixed orientations, so adding rotations and reflections to the input arrays to increase their numbers help increase and diversify the input sample. Overall the benefits of data augmentation is significant, improving performance from 63.0% to 67.9%. After augmentation the training set consists of ∼115,000 sources, or about 10 times the original training set (Table 1).
Table 2. **StarcNet ablation experiments on the validation set.** Ablation experiments showing the effect of different input sizes, preprocessing of the input, variations of CNN architectures, and data augmentation techniques. Results are presented using the overall accuracy on the validation set for both the four-class and binary (cluster/non-cluster) classification. (a) Quantitative results using different input image sizes, expressed in number of pixels. (b) Quantitative results using different pre-processing over 32×32×5 candidates. (c) Quantitative results using different techniques of data augmentation. Best results are obtained using data augmentation with scaling and rotations. Data augmentation with cropped arrays from the original input array reduces the performance of the model. Before performing the data augmentation we apply balancing on the training set using reflections. The multiplication factor over “no data augmentation” is shown next to each data augmentation technique. (d) Quantitative results using different number of pathways for our model. 1-pathway CNN corresponds to a standard CNN.

| Input size | Accuracy (%)* | Preprocessing | Accuracy (%)* |
|------------|---------------|---------------|---------------|
| 24×24×5    | 61.8/83.7     | 32×32×5 w/o preprocessing | 67.9/85.5     |
| 28×28×5    | 63.0/84.3     | 32×32×3 RGB image          | 63.3/83.1     |
| 32×32×5    | **67.9/85.5** | 32×32×5 background removed | 63.1/83.7     |
| 48×48×5    | 65.1/83.8     | 32×32×5 gain inverse       | 64.4/84.2     |
| 64×64×5    | 60.1/82.6     | 32×32×5 gain inverse + background removed | 63.1/83.3     |
| 96×96×5    | 57.3/80.1     |               |               |

(a) Input size

| Data augmentation | Accuracy (%)* | CNN architecture | Accuracy (%)* |
|-------------------|---------------|------------------|---------------|
| No data augmentation | 63.0/83.0     | 1-pathway       | 66.3/86.3     |
| Scaling only (×2)  | 64.1/84.3     | 2-pathway       | 67.2/86.3     |
| Rotations only (×3)| 65.1/84.6     | 3-pathway (StarcNet) | **67.9/85.5**|
| Scaling and rotations (×6) | **67.9/85.5** |               |               |
| Scaling, rotations, and cropping (×30) | 64.8/82.6     |               |               |

(c) Data augmentation

* Values correspond to 4-way (left) and binary classification (right) accuracy.

Architecture choices—Table 2d shows the effect of varying the number of pathways in the network. Compared to a single-path network the three-path network provides a 1.6% improvement in accuracy for 4–class classification, although the accuracy of the binary classification decreases slightly, by 0.8%.

Transfer learning—To use transfer learning with a model trained on ImageNet we have to adapt our input (size and number of channels/bands) to what the models expect, which is typically a 224 × 224 image with three channels (e.g., RGB), and replace the last layer of the CNN to predict the four categories of our application. A commonly used strategy is to only train the parameters of the last layer, or to allow updating the entire network but with a small learning rate. To adapt the input we rescale our 32 × 32 input arrays of five bands to a size of 224 × 224 using bilinear interpolation. To adapt the five bands of the HST to the three RGB channels, we weight each image by the band’s photometric zeropoint and combine them (UV with U to get blue channel, and V with I to get red channel). Table 3 shows results using deep networks currently popular for image understanding. The number of parameters vary from 6.8–123 million and the models have been pretrained on the ImageNet dataset. We obtained the best results using GoogleNet (Szegedy et al. 2015) as the network architecture and training over the entire network parameters. However, the performance is still below the proposed StarcNet.

As shown in Table 3, the best result using transfer learning is worse than the best result that uses training from scratch (which is this work’s approach). We speculate that this outcome is due to the fact that by combining the five bands into three channels we lose the intrinsic information of each independent band.

5. DISCUSSION

5.1. **StarcNet accuracy**
Table 3. Transfer learning experiments on the validation set. Results on the validation set using ImageNet pre-trained networks. Left column indicate the network architecture used, middle column shows the number of parameters of each network, and right column the accuracy for the four class and binary classification. The last row shows the network developed in this work, on which no transfer learning was applied. § 5.1 and § 5.4 discuss confidence intervals for the accuracy.

| Network architecture                          | # Parameters | Accuracy (%) |
|-----------------------------------------------|--------------|--------------|
| AlexNet (Krizhevsky et al. 2012)              | 61M          | 63.0/84.7    |
| VGG16 (Simonyan & Zisserman 2014)            | 138M         | 65.3/84.2    |
| VGG19_BN (Simonyan & Zisserman 2014)         | 144M         | 65.7/86.5    |
| ResNet18 (He et al. 2015)                    | 12M          | 63.2/85.7    |
| ResNet34 (He et al. 2015)                    | 22M          | 62.3/84.5    |
| ResNet50 (He et al. 2015)                    | 26M          | 65.5/85.0    |
| SqueezeNet1_1 (Iandola et al. 2016)          | 1.2M         | 64.6/85.4    |
| GoogleNet (Szegedy et al. 2015)              | 6.8M         | 66.3/85.4    |
| ShuffleNet_v2_x1_0 (Zhang et al. 2017)       | 2.3M         | 63.1/84.1    |
| DenseNet161 (Huang et al. 2016)              | 29M          | 64.1/82.2    |
| **StarcNet (This work – no transfer learning)** | **15M**    | **67.9/85.5** |

We state in § 4 that we reach 68.6% level accuracy when classifying LEGUS sources with our StarcNet algorithm. In order to evaluate this performance we need to compare it to the agreement achieved by the human classifiers. In fact, as the classification given by the LEGUS experts is used to train StarcNet, their agreement act as an upper value achievable by our model. As reported in the confusion matrix in Figure 3 (right panel), LEGUS classification experts agree with the final classification, used to train and test the model, at an average value of 75% for four classes and 87% for two classes. As a reminder, this accuracy is higher than the true one, since the final classification includes the results from individual classifiers. For comparison, pairs of individual classifiers generally agree at the level of 57% for four classes and 78% for two classes (Figure 3, left panel). It is therefore reasonable that the StarcNet model cannot surpass the \(\lesssim 75\%/87\%\) (4/2 classes) level of accuracy, given that the training/testing sample is itself at that level. In order to estimate a confidence interval for the accuracy, we calculate the results of StarcNet using bootstrapping (random sampling with replacement) on the training and validation sets ten times and average the result. We obtain an accuracy uncertainty of \(\pm 0.8\%) for 4 class classification and of \(\pm 0.7\%) for binary classification. It is worth noticing that the accuracy mentioned is not uniform within classes or within galaxies, as we are going to discuss more in details in the following paragraphs.

5.1.1. Accuracy by class

The larger difficulty encountered by human classifiers in recognizing class 2 and 3 sources (Figure 3) is reflected in a lower accuracy given by the StarcNet predictions in those two classes (Figure 4). A high fraction of class 3 sources (\(\sim 40\%\)) are misinterpreted as class 4 by StarcNet, and a lower but considerable fraction (\(\sim 15\%\)) as class 2. Similarly, almost half of class 2 sources are predicted by StarcNet as class 1, 3 or 4, with a slight preference for class 1 (\(\sim 20\%\)). The difficulty in classifying class 2 and 3 sources can be also traced in the probability distributions given by StarcNet to each classification. StarcNet assigns a score (from 0 to 1) to each class whenever it runs a prediction (see Figure 1). We show in Figure 5 the scores assigned to each of the predictions in the test sample. Such scores can be interpreted as the “confidence” of StarcNet for each classification, since when a source falls clearly in one of the classes it will receive a score close to 1, while when its classification is very uncertain it will have a score distributed across more than 1 class, and the final predicted class will have a score much lower than 1 (close to 0.25 if there is uniform uncertainty among all classes). Figure 5 indicates that StarcNet is on average very “confident” when assigning a class 1, with 50% of the sources predicted as class 1 receiving a score higher than 0.8. On the other hand, for 50% of the sources classified as either class 2 or 3 the score is lower than 0.6, indicating a high degree of uncertainty. This behavior closely traces the accuracy retrieved by the confusion matrix in Figure 4. In addition to revealing the level of accuracy in each class, the scores can be used in a more practical way to select sub-samples of the catalogs, namely selecting on the base of the “confidence” in the classification. It must be noticed, however, that selecting only sources with a score above a certain limit, would bias the sample against class 2 and 3 sources.
5.1.2. Accuracy by galaxy distance

The major difference among the galaxies of our sample, in terms of the possible effects on the training of STARCNET, is their distance. The distance of a galaxy is inversely proportional to the angular size of star clusters, and therefore to the number of pixels subtended by each source. In § 4 we tested different sizes in pixels for the input arrays used to train the model, finding that images of $32 \times 32$ pixels result in the best final accuracy. Our galaxies span the distance range $\sim 3–18$ Mpc and $32$ pixels (at the scale of $0.04''$/pix) are equivalent to physical sizes $\sim 20 – 110$ pc (Table 6). Clusters have on average effective radii of $2 – 3$ pc (Ryon et al. 2015, 2017) and are therefore fully contained in the $32 \times 32$ pix cutouts even in the closest galaxies. This remain true even for the magnified arrays, which subtend $6–7$ pc in the closest galaxies. In the case of distant galaxies it can be argued the cutouts contain a large fraction of the cluster surroundings, that may act as noise for the classification process.

In order to check the impact of distance, STARCNET accuracies for single galaxies are plotted against their distances in Figure 6. We test for possible correlations using the Spearman’s rank correlation test, but we do not find evidence for any (coefficient $\rho = -0.2$, $p_{value} = 0.2$), not even considering a binary classification ($\rho = -0.2$, $p_{value} = 0.3$). Accuracies cover the range from $\sim 0.5$ to 1.0 and galaxies with few sources appear to drive most of the scatter in accuracy (Figure 6). We account for the sample size of each galaxy by calculating a weighted accuracy in 5 distance bins, using distance limits at 5, 7, 9 and 11 Mpc; in this way every bin contains $\sim 500$ sources (the first bin contains $\sim 1000$ sources). The distance-weighted accuracies are shown as orange stars in Figure 6. The Spearman’s test suggests the presence of a distance–accuracy anti–correlation ($\rho = -0.8$), but with low significance ($p_{value} = 0.1$), which could be caused by having only 5 data points. In the case of a binary classification, the anti–correlation is weaker ($\rho = -0.5$), and still with low significance ($p_{value} = 0.4$).

One of the possible causes of the large scatter retrieved in the accuracies is the disagreement among classifiers. Even if the model were able, in principle, to label sources with 100% accuracy, the measured accuracy would be lower because the human classifiers can only achieve $\lesssim 75\%$ level of internal accuracy over four classes. Thus, galaxies with lower overall human accuracy could result in a lower recovered STARCNET accuracy. We tested this possibility using the Spearman’s test to compare the STARCNET accuracy with the human agreement; the result is a correlation coefficient $\rho = 0.3$ with a $p_{value} = 0.4$, indicating that the data cannot confirm the presence of a correlation. We conclude that we have no evidence that our results are impacted by this effect. Using the binary classification yields a similar result ($\rho = 0.5$, $p_{value} = 0.1$).

5.2. Accuracy for binary classifications (clusters vs non-clusters)
Throughout the paper we mentioned binary accuracies by merging together class 1 and 2 as ‘clusters’ and class 3 and 4 as ‘non clusters’. To account for variations in the literature on what is considered a YSC, we also consider the case that classes 1, 2 and 3 are ‘clusters’ and only class 4 are ‘non–clusters’ (as, e.g., in Chandar et al. 2014). Re–arranging the confusion matrix of the binary classification in Figure 4 results in an accuracy of 80.1%, lower than the accuracy (86.0%) obtained with our default definition of binary classification. Finally, some studies consider class 1 and 2 sources together as clusters, and keep class 3 and class 4 as separate classes (e.g. Adamo et al. 2017). In this case StarcNet would result in an accuracy of 74.4%.

So far, we have measured the accuracy for a binary classification starting from an algorithm trained on a 4-class labels. We can instead directly train the model using a binary classification. For this test we keep the architecture of StarcNet fixed and we use the same training and testing samples as described in the previous sections. The only difference is that we aggregate the class 1 and 2 sources in the ‘cluster’ category and the class 3 and 4 sources in the ‘non-cluster’ category prior to performing any training. Running our pipeline from start to finish under these conditions yields a final accuracy of 86.0%, identical to what obtained when training on 4 classes and only aggregating the final outputs (see Figure 4). Repeating the experiment with classes 1, 2 and 3 as ‘clusters’ and class 4 as ‘non–clusters’ yields an accuracy of 80.0%, again identical to training with 4 separate classes (see above). We conclude that training our model on four– or two–class classification does not improve its final accuracy for binary classification, which remains \( \geq 80\% \).

5.3. Classification heterogeneity among human classifiers

The LEGUS approach of obtaining classifications from several human classifiers raises the issue of heterogeneity in the training catalogs. We thus test whether removing classifications with the largest disagreement among human classifiers can lead to an improvement of the overall performance of StarcNet. As described in § 2, we train StarcNet using the mode of the various individual human classifications. In addition to the mode, the LEGUS catalogs report the mean of the classifications for each object. For the present experiment, we leverage both mode and mean, to train StarcNet only on those objects where the \( |\text{mean} - \text{mode}| \leq \epsilon \). This mimics the situation of higher agreement among different human classifiers. We performed experiments varying the value of \( \epsilon \) from 0.1 to 3.0 (the latter number is the maximum variance we expect over four classes). For every value of \( \epsilon \) the classification accuracy of StarcNet was worse than using all objects. The best result of this experiment was 65% using a value of \( \epsilon = 2.0 \). This value is lower than the highest accuracy we achieve when using the entire training set, irrespective of the (dis)agreement among human classifiers. The result in this section underscores that samples of classified clusters are still small in size, and reducing the number of training sets decreases the performance of automatic classification algorithms more drastically than including discrepant classifications.
5.4. Comparison with other algorithms in the literature

Grasha (2018) and Grasha et al. (2019) presented an early attempt at developing a ML-driven cluster classification scheme based on a bagged decision tree algorithm, trained on a small sample of eight LEGUS catalogs (all those available at the time) and applied to the galaxy NGC 5194. The results from the ML classifications were used in detailed analyses of the characteristics of the star cluster population in Messa et al. (2018a,b) and Grasha et al. (2019). Messa et al. (2018a) also compared the catalog of NGC 5194 with other existing catalogs, concluding that the main differences consisted in the quality of the data (Bastian et al. 2005) and in the definition of star cluster (Chandar et al. 2016).

The major drawback of the ML classification of star clusters described in Grasha (2018) and Grasha et al. (2019) is the incapability of the algorithm to recognize class 3 sources, which were mostly labeled as class 4. For this reason, only class 1 and class 2 sources were included in all analyses using that catalog. In NGC 5194 only 47 class 3 sources were found by the bagged decision tree algorithm when classifying ∼ 8400 sources without human labeling (0.6%). As a term of comparison, ∼ 15% of the sources with human labels in NGC 5194 were class 3 clusters. StarcNet is an important improvement over that first attempt, in recognizing class 3 sources with better accuracy. A test run on NGC 5194 recovered ∼ 10× more class 3 sources relative to the earlier algorithm.

For a direct and internally consistent comparison between the two approaches, we trained a bagged decision tree model as described in Grasha et al. (2019), using our larger set of LEGUS catalogs. The model includes 100 trees, trained on object-centered patches of size 15 × 15 pixels corresponding to the HST filter bands F336W, F555W, and F814W, and data augmentation by rotations of 90, 180, and 270 degrees. We train the model using ensemble.BaggingClassifier of the scikit-learn library with a decision tree base estimator using the same train and validation set objects used to train StarcNet. We choose the best split on each tree node using “Gini impurity” as the function to measure its quality. The maximum depth of the tree is set to default (i.e. the nodes are expanded until all leaves are pure or until all leaves contain less than 2 samples). As in Grasha et al. (2019), we train the model using a 1 × 675 vector with raw pixel values (i.e. after reshaping the 15 × 15 × 3 patch). The accuracy of the model evaluated over our validation set is 57.1% with four class classification (compared to 67.9% achieved with StarcNet) and 78.4% with binary classification (compared to 85.5% with StarcNet). The PR curves for this model are shown in Figure 7.

Additionally, we train bagged decision tree models by varying the input size. First, use a vector of size 1 × 3072 (32 × 32 × 3) instead which corresponds to the input spatial size used for StarcNet. Next, we use a 1 × 5120 (32 × 32 × 5) input which includes the remaining 2 bands not included in Grasha et al. (2019) (F275W and F435W). Both cases lead to a reduction in accuracy — 56.4/81.3% and 56.8/85.5% respectively for four-class/binary classification. However, we get a small improvement (58.2/78.6%) when training the model using an input vector of size 1 × 1125 (15 × 15 × 5), which matches the spatial size as in Grasha et al. (2019) but uses all the bands.

More recently, Wei et al. (2020) applied deep transfer learning to the classification of star clusters. They utilized the same LEGUS 4-classes classification scheme and the training of their model was based on LEGUS images. It is therefore worthy a comparison between their results and the ones achieved by StarcNet. The Wei et al. (2020)’s experimental framework differs from ours in two important aspects. First, we have included every LEGUS galaxy with published cluster photometric catalogs, with the classifications provided by at least three human classifiers per source. This increases by 38% our set of human-classified sources relative to Wei et al. (2020)’s. Although larger datasets may introduce more variability in the classifications, the approach makes sense when training a general discriminator. Wei et al. (2020) also used a second, smaller, (10 galaxies, about 5,000 sources) dataset, obtained from classifications performed by a single human classifier; this approach provides more internally-consistent classifications throughout the entire sample but introduces the potentially systematic bias of the classifier. The second difference between the two works is that StarcNet is a custom model trained from randomly initialized weights in contrast to the transfer learning model used by Wei et al. (2020). Using a custom model gives us freedom regarding the architecture design which allows us to use directly the LEGUS photometric information. We investigate this second aspect, by quantifying the difference in performance between the two architectures.

An exact comparison is not possible as the code and experimental setup to reproduce Wei et al. (2020)’s experiments is not publicly available. In order to compare our approach to theirs, we run their algorithms using our catalogs, which provide a consistent platform for evaluating performance. Table 3 shows results using transfer learning with different architectures. Wei et al. (2020) tested both VGG19-BN and ResNet18; those algorithms applied to our more diverse catalogs yield accuracies of 65.7% and 63.2%, respectively, while StarcNet yields an accuracy of 67.9%. Thus,
the accuracy achieved with STARCNet on a 4-class classification is higher than using transfer learning. For binary classification the accuracies are 86.5%, 85.7%, and 85.5%, respectively, closer to each other than the 4-class case (Table 3).

Our best result for the 4-class classification from transfer learning is with the GoogleNet architecture, where we obtain an overall accuracy of 66.3% (Table 3). We show PR curves with the results over the validation set of STARCNet and GoogleNet in Figure 7. As we can see, STARCNet consistently achieves better precision for all recall values compared to transfer learning with GoogleNet for all the four classes and binary classification.

We estimate confidence intervals for GoogleNet using bootstrapping on the training and validation sets ten times and average the result, as done previously for STARCNet. We obtain an uncertainty on the accuracy of ±0.7% for 4-class classification and ±0.6% for binary classification (to be compared with ±0.8% for 4-class classification and ±0.7% for binary classification obtained for STARCNet).

5.5. Applying STARCNet to galaxies outside the training sample

5.5.1. Leave-one-out test

We study how STARCNet performs on galaxies that are not part of the training sample. As first test, we re-train STARCNet, with the only difference that we leave one of our galaxies completely out of the training sample. We then use this newly trained STARCNet to make predictions on that same galaxy. In this way we are treating the selected galaxy as if it were a galaxy outside the LEGUS sample. We repeat this process, in turn, for all the galaxies in our sample. We show in Figure 8 (left panels) the confusion matrix obtained as the mean of the confusion matrices of all the galaxies estimated with the new training setup. Note that the matrices in this case were evaluated over the validation sample and the accuracy of the mean matrix (66.6% for four classes; 84.2% for binary classification) should be compared to the accuracy over the validation sample for the reference training, as reported in Table 2 (67.9% for four classes; 85.5% for binary classification). For 50% of the galaxies, the accuracy does not change compared to the one obtained from the reference STARCNet training. The accuracy decreases with the new training scheme for 30% of the galaxies while it actually increases for the remaining 20% of the sample. The change in accuracy given by the mean matrix (−1.3% with respect to the reference accuracy) suggests that, on average, the exclusion of a galaxy from the training sample does not heavily affect STARCNet predictions.

We show in Figure 8 (central panels) the confusion matrix for one of the LEGUS galaxies, NGC3344, which can be considered an average galaxy of the sample, both in terms of number of clusters (557 labelled sources; 449 used for the trainval set) and of distance (7 Mpc). The accuracy of NGC3344 using STARCNet trained on the default set (i.e. without excluding any galaxy from the training set) is 62.1% for four-class classification, below the STARCNet overall one. Leaving this one galaxy out of the training sample and then running predictions on it does not change the resulting accuracy. For other galaxies in the sample this test produce variations in accuracies up to ±20%. In the case of galaxies with few sources, variations are expected, due to low-number statistics. For galaxies with a numerous

---

**Figure 7.** Precision-recall curves for four class classification and binary (cluster/non-cluster) classification over the validation set. Results using: (left) STARCNet, (middle) GoogleNet, and (right) the bagged decision tree approach of Grasha et al. (2019).
Table 4. Classifications of the sources in NGC 1512+1510 given by the mode of the human classification and by the StarcNet predictions. For the predictions we report the statistics both for the 300 sources with human classifications (center) and for the entire sample of 906 sources (right).

| Class  | Human classification | StarcNet prediction (center) | StarcNet prediction (right) |
|--------|----------------------|-----------------------------|-----------------------------|
| Class 1| 42 (14.0%)           | 65 (21.7%)                  | 188 (20.8%)                 |
| Class 2| 55 (18.3%)           | 34 (11.3%)                  | 101 (11.1%)                 |
| Class 3| 25 (8.3%)            | 68 (22.7%)                  | 201 (22.2%)                 |
| Class 4| 178 (59.3%)          | 133 (44.3%)                 | 416 (45.9%)                 |
| Total  | 300                  | 300                         | 906                         |

5.5.2. NGC 1512+1510

As a further test, we consider a galaxy in the LEGUS sample that does not have manually classified sources, and therefore is not included in either the training, validation, or testing sets. We focus on the galaxy interacting pair NGC 1512+1510 made of a barred-spiral and a dwarf galaxy at a distance of 11.6 Mpc (Calzetti et al. 2015). We consider a single source catalog made by the merging of the catalogs for the two galaxies.

The total number of sources in the merged catalog is 906, all classified using StarcNet. Independently, 300 sources in the catalog, drawn to cover randomly the entire range of positions and luminosities of the parent sample, were classified by three human classifiers (co-authors of this paper). Only one of these three classifiers had taken part in the LEGUS classification previously; the other two were trained to classify sources according to the LEGUS scheme described in § 2. The human classification was performed without any knowledge of the ML classification and, at the same time, each classifier worked independently of the other two. The three independent classifications were merged into the final human classification using the same methodology of the LEGUS project (Adamo et al. 2017). The overall agreement of the human classifiers amongst themselves is 54.3%, 64.0% and 65.0%, respectively (considering pairs of two classifiers). The agreement between each classifier and the final classification is 77.7%, 76.7% and 87.3%, for the three humans, respectively. The agreement percentages were calculated in the same way as in § 4, i.e. weighting the number of sources in each class (e.g. see Figure 4). As noted before, the higher agreement between individual classifiers and final class is due to the final class including the classifications of all classifiers. The great majority of sources (59.3%) are in class 4, stressing again the necessity of cleaning automatic catalogs of spurious entries. The other sources are distributed among the remaining classes as shown in Table 4.

When we compare the ML predictions with the human classification for the 300 sources in common, we find an overall agreement of 58.7%, lower than the overall accuracy of StarcNet, but consistent with the agreement among human classifiers (see above). The confusion matrix in Figure 8 (right panels) reveals a lower accuracy for class 2 and 4 compared with the one found when testing StarcNet. We stress again the fact that, like humans, StarcNet struggles between class 3 and class 4 and between class 1 and class 2. These distinctions however become less relevant when a binary classification (cluster/non-cluster) is considered, improving the accuracy to a much higher 83.3%. We point out that, while StarcNet accuracy for this galaxy is well below the average value, it is consistent with the accuracies of galaxies at similar distances, as seen in § 5.1.2. We conclude that the tests done in this section suggest that the accuracy of StarcNet when classifying galaxies outside the training sample is consistent with its reference accuracy.

6. TESTS ON CLUSTER PROPERTIES

Previous LEGUS studies suggest that the morphological classification of star clusters is linked to physical differences among classes. Clusters show younger ages and smaller masses with increasing class number (from 1 to 3, Grasha et al. 2015, 2017; Adamo et al. 2017; Messa et al. 2018a), on average. In addition, class 3 sources show a stronger degree of clustering at small spatial scales, compared to class 1 and 2, suggesting that they are still distributed according to the hierarchical structure typical of young (< 40 − 50 Myr) star forming regions (Grasha et al. 2015, 2017). Conversely, class 1 sources are distributed more uniformly than class 2 or 3, which indicates the clusters are old enough to have had enough time to disperse from their natal area, i.e. are several tens to a few hundreds of Myr in age. In this section
Figure 8. **StarcNet performance on leave-one-out-experiments.** Confusion matrices for leave-one-out experiments on the trainval set. (Left) Mean confusion matrix of all LEGUS galaxies in the leave-one-out experiments. The overall agreement is 66.6% for four classes (top-left) and 84.2% for binary classification (bottom-left). (Middle) Confusion matrix for the human classification and the ML predictions of 449 sources in NGC 3344. The overall agreement is 62.1% for four classes (top-middle) and 85.7% for binary classification (bottom-middle). (Right) Confusion matrix for the human classification and the ML predictions of 300 sources in NGC 1512+1510. The overall agreement is 58.7% for four classes (top-right) and 83.3% for binary classification (bottom-right).

we test whether the classification performed with our network StarcNet maintains the same observed trends in the cluster population properties as the classifications performed by humans.

### 6.1. Overall distributions of cluster properties

We consider the test sample, consisting of a little over 3,000 classified sources across 31 galaxies, the same used to test the performance of the StarcNet classification, resulting in an overall accuracy of 68.6% and the confusion matrix of Figure 4. We report in Table 5 the distribution of the source classifications in this set. We compare the distributions of the main properties of cluster in this set, dividing them by class according to their human label and to the StarcNet prediction, as shown in Figure 9 and Figure 10.

The photometric cluster properties are summarized in Figure 9, which shows the $V$–band luminosity functions (LF, defined as the number of clusters per luminosity bin, and usually modeled as a power law, $\text{LF} \equiv dN/dL \propto L^{-\alpha}$) and the color–color diagrams. Classes labeled by humans and predicted by StarcNet follow the same trends; in details:

- the overall colors of the clusters move from red (bottom–right of the color–color diagrams) to blue (top–left) going from class 1 to class 3. Class 4 sources spans the entire range of colors. Colors are related to the cluster age, as highlighted by the stellar tracks on the color–color diagrams of Figure 9, and therefore the evolution of colors suggests an evolution of cluster ages with class;

- the luminosity functions steepen going from class 1 to class 3, meaning that there are, on average, brighter sources in class 1 than in class 3. The luminosity function of Class 4 sources is steep at the low-luminosity end but then becomes the shallowest at the bright end, exhibiting double power-law shape. As a reminder, class 4 sources are not star cluster candidates, but the ‘rejects’ (non-clusters). Luminosity functions are plotted using
CNN for Star Clusters

| Human label | STARCNet prediction |
|-------------|---------------------|
| Class 1     | 528 (17.1%)         |
|             | 569 (18.4%)         |
| Class 2     | 612 (19.8%)         |
|             | 575 (18.6%)         |
| Class 3     | 617 (19.9%)         |
|             | 493 (15.9%)         |
| Class 4     | 1338 (43.2%)        |
|             | 1458 (47.1%)        |
| Total       | 3095                |

Table 5. Classifications of the sources in the test samples, given by the mode of the human classification and by the STARCNet predictions.

their two most popular parametrisations. The binned luminosity functions are fitted using a power-law (down to $-7$ Mag) and the two slopes found for each class agree with each other within 1σ.

The main physical cluster properties are summarized in the top row panels of Figure 10, which show the distribution of ages, masses and extinctions as a function of cluster class. Mass and age functions, with equivalent definition as the luminosity function, are shown in the bottom row of Figure 10. Again, the distributions obtained with human and STARCNet classifications show consistent trends:

- Class 1 clusters are older and more massive than class 2, which in turn are older and more massive than clusters in class 3. Class 4 distributions have median values similar to the ones in class 3 but with larger scatter. The same trends are retrieved using the mass and age functions. The mass function steepens going from class 1 to class 3. In the case of class 4 sources the same function is similar to the luminosity function’s one described above. Also age functions become steeper going from class 1 to class 3, with class 4 having a slope similar to class 2. In the case of both mass and age functions, the slopes obtained by fitting the human and STARCNet classifications agree with each other within 1σ in each class;

- Extinction distributions move to lower values going from class 1 to class 3, in contrast to what found by for the median values by Grasha et al. (2015). The difference in median $E(B-V)$ values is however less than 0.1 mag. Class 4 sources have a similar distribution as those in class 1.

We conclude that the overall trends of cluster photometric and physical properties are not affected by considering STARCNet predictions.

6.2. Mis–classified clusters

Having discussed the overall distribution of properties, we focus in detail on how the populations of false positives (FPs) and false negatives (FNs) from STARCNet predictions are distributed. We report, in the left column of Figure 11, the age–mass distribution of clusters in each class, using different markers for the clusters correctly predicted, the FPs, and the FNs. We also report histograms of the distributions of FPs and FNs both in the age and mass spaces. Figure 11 suggests the following:

Class 1: We find a relatively high fraction of mis–classifications at the lowest masses; when we consider the high-mass end only, most of the mis–classifications are with class 2 clusters (both FPs and FNs). We do not observe a clear trend with age;

Class 2: the most massive clusters in this class are actually FPs, from class 1 but also from the other classes, across all ages;

Class 3: we see many FPs (from class 2 and 4) also in class 3, especially at very young ages. From the previous analysis we already know that class 3 is the one with the lowest accuracy;

Class 4: this class includes a number of very massive sources ($M > 10^5 M_\odot$) with old ages ($\geq 10^9$ yr) that are correctly classified. Visual inspection shows that they are mostly foreground stars and background galaxies.

In order to quantify the observed trends we focus on the high–mass clusters and calculate the fraction of mis–classified ones. We report in Figure 12 (left panels) the confusion matrix for clusters with $\log_{10}(M) \geq 4.5$; the deviation of the mass function from a power-law has been debated widely in the literature (see e.g. Bastian et al. 2012; Adamo et al. 2015).
Figure 9. Properties of the test set divided by class. Class 1, 2, 3 and 4 are color-coded as red, yellow, blue and green respectively (light colors for the human-classified classes and dark colors for the predictions given by StarcNet). The left panels shows color-color diagrams with contours enclosing 50% and 75% of the sources. Stellar evolutionary tracks for Padova-AGB models with solar metallicity indicate the evolution of color with age, from 1 Myr to 9 Gyr (white broken lines and circles). Crosses symbols (×) are used for the clusters with human labeling, plus symbols (+) are used for clusters with StarcNet predictions. The right panels show the luminosity function both in the cumulative (top) and in the binned (bottom) form, with the best fits over-plotted as dashed (StarcNet) and solid (human) lines; the fit was performed using only the bins brighter than −7 mag (black dotted vertical lines).

2015; Chandar et al. 2016; Mok et al. 2019) and is observed above these masses in nearby galaxies (e.g. Messa et al. 2018a). There are 77 class 1 clusters correctly classified, with the addition of 7 false-positives, 5 of which are actually class 2; 7 class 1 clusters have been predicted as class 2. We deduce that most of the confusion for massive clusters in class 1 is with class 2, and therefore not crucial in studies that consider those two classes together as ‘clusters’. This is supported by the confusion matrix for binary classification in Figure 12 (bottom panels). At the opposite end, 39 class 4 sources have been correctly classified, with only 8 inclusions from FPs (3 from class 3). 6 class 4 sources have been assigned to other classes (2 of them to class 3). Again, we conclude that the mis–classification in this class is not elevated. As previously noticed in Figure 11, mis–classification at high-masses heavily affect sources of class 2 and 3. At the same time, the number of high-mass sources in these two classes is much smaller than in class 1 or 4. Therefore we conclude that, overall, mis–classification will have only a small impact on the study of the high–end of the mass function, as also suggested by the high accuracy of the binary classification in this case (90.8%, bottom left panel of Figure 12).

Similarly, we can focus on the brightest sources only; the confusion matrix of sources with MagV < −8 is shown in Figure 12 (right panels). This limit is 2 mag brighter than the one used as completeness in LEGUS catalogs and is indicated as the black dashed lines in Figure 11, left panels. Similar trends to the ones observed for the high–mass sources are recovered. The confusion matrix is not very different, in terms of accuracy, from the one found for the entire sample (Figure 4). We conclude that StarcNet performs similarly for bright sources as for the rest of the sample.
Figure 10. Physical properties of the test set divided by class. The same colors as Figure 9 are used. In the top row, the distribution of ages, masses and extinctions are shown as box-and-whisker plots. The distributions of the extinctions have a maximum value at E(B−V) = 1.5 mag in all classes. The bottom row shows the mass functions in the cumulative form (left panel), and in the binned form (central panel) and the age functions (right panel). Results of the best-fit slopes are over-plotted as dashed (for StarcNet–predicted) and solid (for human-labelled) lines. The mass function was fitted down to masses of 10^4 M⊙ in order to avoid incompleteness. For the same reason, and in order to avoid contaminants, the age functions were fitted in the age range between 10 and 300 Myr.

7. FUTURE IMPROVEMENTS

Throughout this work, we have shown that StarcNet can be trained to reproduce the same level of accuracy as the human classifications. Thus, future improvements to the overall accuracy need to include larger human–classified catalogs, possibly with higher accuracy. While this goal can be achieved by using the classifications of a single expert (Wei et al. 2020), it is not a desirable path especially if samples larger than several 10’s of thousands classifications (i.e., larger than the LEGUS sample) need to be collected. The creation of visualization and classification tools with easy access (e.g., browser-based visualization tools) that facilitate and speed–up human classifications may prove important for progress in this area. Larger and more accurate catalogs would increase the discriminating power of the algorithm and reduce the confusion created by ambiguous human classifications.

Faint star clusters are an unexplored region of the luminosity parameter space. The LEGUS collaboration classified clusters brighter than V=-6 mag, leaving the bulk of faint clusters untouched. However, faint (low mass) star clusters are important discriminants for evolution models. Absence of classified faint clusters makes it difficult to train StarcNet on these sources. Faint clusters are difficult to classify also for human classifiers. A potential way around this problem is to generate artificial clusters by dimming the existing, classified (bright) clusters in the HST images, and train StarcNet onto these artificial sources. Additional applications of artificially generated clusters include the exploration of wavelength regimes, such as the JWST one, which are outside those analyzed in this paper.

Finally, we point out that, although StarcNet was trained and tested on the cluster catalogs of LEGUS, it can be used to classify sources in other nearby galaxies, at least within the distance range covered by LEGUS (≲20 Mpc). The HST archive, for example, is already a large repository of multi–band images of nearby galaxies, from which cluster catalogs to be inspected by StarcNet can be easily created with automatic extraction tools, like the one used by LEGUS...
Figure 11. (Left column): age–mass plots showing sources with correct predictions (filled circles), false positives (+) and false negatives (×). We use red color for class 1, orange for class 2, blue for class 3 and green for class 4. The dashed black lines indicate the limit of $\text{Mag}_V = -8$. (Second and third columns): distribution of correct classifications (solid lines) FPs (dashed) and FNs (dotted) in the age and mass spaces.
8. SUMMARY AND CONCLUSIONS

We developed StarcNet, a multi-scale CNN, with the goal of morphologically classifying stellar clusters in nearby galaxies. StarcNet aims at speeding up by orders of magnitude the process of visual cluster classification, which currently is the single-most important limitation to securing large catalogs for studies of these sources. Availability of reliable and fast ways to classify star clusters will become even more critical with the advent of extremely large surveys, such as those that will be produced by the Vera Rubin Observatory and the Nancy Roman Space Telescope.

StarcNet is a three-pathway CNN that processes each input source at three different magnifications. Each pathway consists of a set of modules containing a convolutional layer, a group normalization layer, and a Leaky ReLU activation with a single pooling layer after the fourth module. Each of the three pathways’ extracted features are combined into a fully-connected layer to output a probability distribution of the corresponding source class.

The classification adopted consist of 4 classes, where class 1 and 2 are for spherical and elongated, but compact, clusters, respectively, class 3 includes multi-peaked systems with diffuse nebular emission that may be compact stellar associations, and class 4 is for spurious detections, i.e. all sources that can be defined as non-clusters.

More than 15,000 sources, visually classified by at least 3 experts from LEGUS HST Treasury Project are used to train and test StarcNet. We test different architectures, e.g. by changing the number of pathways in the network, and different inputs, e.g. by changing the size of input arrays. The final version of StarcNet reaches an overall accuracy of ∼69%, nearly matching the agreement among human classifiers. The accuracy is not uniform across classes, as a better performance is achieved for classes 1 and 4; this in-homogeneity traces the difficulty of the human classifiers in confidently identifying clusters in class 2 and 3.

Since many cluster studies in the literature rely on a simpler classification scheme than the one adopted by LEGUS, i.e. they simply separate clusters (what LEGUS classified as class 1 and 2) from non-clusters (class 3 and 4), we re-measure the accuracy of our algorithm using this binary classification. The StarcNet accuracy reaches 86% when
merging the four classes into a binary classification. Training StarcNet directly on the binary classification does not bring improvement to the final accuracy, which remains around 86%.

A low–significance anti–correlation between StarcNet accuracy and galaxy distance is found. However, we do not find a correlation between the StarcNet accuracy and the level of agreement among human classifiers, when different galaxies are considered individually. We test the performance of StarcNet on galaxies not included in the training set, first by removing, in turn, one galaxy from the training sample and making predictions on its sources, and second by considering the galaxy pair NGC1510+1512, one of the LEGUS galaxies without a human–classified cluster catalog. These tests highlight that the StarcNet accuracy on new galaxies is comparable to the reference one.

We analyze the outputs from our pipeline, paying particular attention to whether the classifications given by StarcNet affect the average physical properties of the sources within the four classes. We consider color–color diagrams and luminosity functions, as well as age, mass and extinction distributions, mass functions and age functions. We find that the ML classification does not introduce changes in the recovered statistical properties and median distributions.

StarcNet proves to be a successful improvement over an early LEGUS attempt to develop a ML–driven cluster classification algorithm (Grasha 2018; Grasha et al. 2019). This early attempt, tested on the cluster population of NGC 5194, performed poorly in recognizing class 3 sources; conversely, StarcNet has a 10× higher recovery rate for class 3 clusters in NGC 5194 than the earlier classification code. Recently, Wei et al. (2020) applied deep transfer learning to the classification of LEGUS star clusters, reaching an overall accuracy and per-class distribution very similar to the StarcNet ones. A direct comparison of the two approaches is not straightforward, due to the absence of a publicly released code and experimental setup by Wei et al. (2020). However, a comparison between our algorithm and those of Wei et al. (2020) by using our own catalogs shows that the algorithms presented by Wei et al. (2020) reach accuracy 2.2% – 4.7% lower than StarcNet for four class classification and 0.2% – 1.0% higher for binary classification.

Future developments of StarcNet will include applications to the faint (low mass) sources found in the HST images. With training on appropriate sets, StarcNet can be readily applied to a range of cases, from HST images of nearby galaxies to ground based images of Local Group galaxies.
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APPENDIX

A. MIS–CLASSIFICATIONS

We explore here several of the reasons for classification disagreements between different human classifiers, which the confusion matrix of Figure 3 summarizes, by showing that the largest disagreement is usually found for class 2 and 3 sources. The type of classification requested by the LEGUS project’s approach, i.e. the division of cluster candidates into 3 morphological classes plus a fourth class for non-clusters, requires high accuracy and is subject to judgement calls in many instances. Therefore, even a single highly–trained classifier cannot always be 100% sure of their own choices, and is not able to always repeat their own classifications. This uncertainty has been quantified at ≤80% repeatability across four classes Wei et al. (2020). This intrinsic difficulty, which is driven by subjective evaluations of

5 https://www.astropy.org/
6 https://www.scipy.org/
7 https://scikit-image.org/
8 https://scikit-learn.org/stable/
9 https://pytorch.org/
the morphology of a source, explains the failure of crowd-sourcing approaches for cluster identification/classification in cases where the galaxy’s background is semi–resolved or unresolved. We summarize below several of the most common causes of mis-classification.

**Decreased contrast**—A secure identification of a source, of any class, is facilitated if the contrast between the source and the background is high. The contrast can be low under several circumstances, including that the local galaxy background is high, a neighboring source is bright, or the source to identify is intrinsically faint. A few examples are given in Figure 13(a).

**Compact sources**—Although most sources consistent with a stellar PSF are removed at the stage of catalog construction, sources with PSF barely larger than the stellar one are retained. These sources can be either classified as class 1 or 2 (cluster) or as class 4 (non-cluster) depending on the judgment of the classifier. An example of this situation is given in Figure 13(b). However, as implied by the confusion matrices in Figure 3, this type of mis-classification is not frequent, occurring about 3.7% of times for class 1 to 4 confusion, and increasing to 11.3% if both class 1 and 2 mis-classifications are included.

**Diffuse light in class 3**—The main discriminant between the multi–peaked class 3 sources and random groupings of stars (asterisms, class 4) is the presence of diffuse emission between the peaks of the class 3 source. However, the diffuse emission can be faint, leading to potential confusion and mis-classifications. An example is given in Figure 13(c). The confusion between class 3 and 4 is at the level of 13.7%.

**Separating class 1 from class 2 sources**—The main difference between class 1 and class 2 sources is that the latter display either elongated or asymmetric light profiles. However, there is no strict value of the ellipticity that separates the two classes. In some cases this leads to confusion between a class 2 cluster candidate and a slightly elongated (or slightly asymmetric) class 1, which can be further complicated by an uneven background causing distortions in the light profiles (an example is given in Figure 13(d). This problem applies to approximately 7% of the sources.

**Overlaps of source pairs**—Asterisms can appear as a single distorted object when two sources align almost perfectly along the line of sight and have similar colors; in this case the two objects appears like a single elongated one (i.e. a class 2 sources). An example is shown in Figure 13(e). This case is different from the one shown in Figure 2, where the two sources can be discriminated by their color difference, leading to the correct class 4 classification.

B. SUMMARY OF LEGUS GALAXIES WITH CLUSTER CLASSIFICATIONS

We report in Table 6 the number of cluster candidates in each of the four classes for the 31 LEGUS galaxies with available catalogs, along with the galaxy distance and the physical scale subtended by one pixel (0".04/pixel).
Figure 13. Examples of possible confusion and mis-classifications among classes: (a) sources that are hard to classify because they are faint, lie in a region of high background or next to a much brighter source; (b) isolated sources that can have similar light profiles, barely larger than the stellar PSF, and are here classified one as class 1 (upper source) and the other as a star, class 4 (bottom source); (c) class 3 sources (upper) that can be difficult to discriminate from a serendipitous collection of stars, i.e. class 4 (bottom); (d) slightly asymmetric class 1 sources (upper) that can be confused with class 2 ones with moderate elongation (bottom); (e) chance overlap of two sources with similar colors (classified as class 4) that can resemble a class 2 source. All the light profiles, 2D contours and 3D plots are referred to the V band. All examples are from the LEGUS cluster catalog of the galaxy NGC 1566.
Table 6. LEGUS star cluster catalog used for training, validation, and testing of StarcNet.

| Galaxy               | Class 1 | Class 2 | Class 3 | Class 4 | Total (by galaxy) | Dist. \(^a\) (Mpc) | Resolution (pc/pixel) |
|----------------------|---------|---------|---------|---------|-------------------|---------------------|----------------------|
| IC 4247              | 1       | 4       | 3       | 37      | 45                | 5.11                | 0.99                 |
| IC 559               | 9       | 12      | 4       | 18      | 43                | 5.3                 | 1.03                 |
| NGC 1313             | 127     | 286     | 332     | 759     | 1504              | 4.39                | 0.85                 |
| NGC 1433             | 51      | 61      | 56      | 138     | 306               | 8.3                 | 1.61                 |
| NGC 1566             | 477     | 404     | 692     | 878     | 2451              | 17.9                | 3.44                 |
| NGC 1705             | 16      | 13      | 13      | 54      | 96                | 5.1                 | 0.99                 |
| NGC 3344             | 119     | 118     | 159     | 161     | 557               | 7                   | 1.36                 |
| NGC 3351             | 118     | 80      | 94      | 326     | 618               | 10                  | 1.95                 |
| NGC 3738             | 49      | 93      | 86      | 214     | 442               | 4.9                 | 0.95                 |
| NGC 4242             | 117     | 60      | 14      | 42      | 233               | 5.8                 | 1.13                 |
| NGC 4395             | 39      | 76      | 61      | 50      | 226               | 4.3                 | 0.84                 |
| NGC 4449             | 143     | 282     | 182     | 874     | 1481              | 4.31                | 0.84                 |
| NGC 45               | 45      | 52      | 20      | 43      | 160               | 6.61                | 1.29                 |
| NGC 4656             | 93      | 91      | 78      | 169     | 431               | 5.5                 | 1.07                 |
| NGC 5194+5195        | 363     | 502     | 365     | 1,261   | 2491              | 7.66                | 1.49                 |
| NGC 5238             | 4       | 4       | 1       | 9       | 18                | 4.51                | 0.88                 |
| NGC 5253             | 20      | 37      | 23      | 154     | 234               | 3.15                | 0.61                 |
| NGC 5474             | 48      | 95      | 34      | 144     | 321               | 6.8                 | 1.32                 |
| NGC 5477             | 5       | 9       | 9       | 49      | 72                | 6.4                 | 1.25                 |
| NGC 628              | 426     | 437     | 413     | 664     | 1940              | 9.9                 | 1.93                 |
| NGC 6503             | 71      | 96      | 131     | 172     | 470               | 5.27                | 1.03                 |
| NGC 7793             | 83      | 160     | 169     | 140     | 552               | 3.44                | 0.67                 |
| UGC 1249             | 13      | 35      | 40      | 133     | 221               | 6.9                 | 1.34                 |
| UGC 4305             | 16      | 29      | 40      | 147     | 232               | 3.05                | 0.59                 |
| UGC 4459             | 2       | 5       | 3       | 20      | 30                | 3.66                | 0.71                 |
| UGC 5139             | 2       | 7       | 7       | 23      | 39                | 3.98                | 0.77                 |
| UGC 685              | 7       | 4       | 3       | 6       | 20                | 4.83                | 0.94                 |
| UGC 695              | 4       | 7       | 6       | 94      | 111               | 10.9                | 2.1                  |
| UGC 7408             | 19      | 16      | 11      | 32      | 78                | 6.7                 | 1.30                 |
| UGC 281              | 2       | 9       | 4       | 34      | 49                | 5.9                 | 1.15                 |
| Total (by class)     | 2,489   | 3,084   | 3,053   | 6,845   | 15471             |                     |                     |

\(^a\)The distances of the LEGUS galaxies from Calzetti et al. (2015). The distance of NGC 1566 is from Sabbi et al. (2018).
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