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Abstract: In this paper, we present an explicit formula that connects the Kontsevich-Witten tau-function and the Hodge tau-function by differential operators belonging to the $\hat{GL}(\infty)$ group. Indeed, we show that the two tau-functions can be connected using Virasoro operators. This proves a conjecture posted by Alexandrov in (From Hurwitz numbers to Kontsevich-Witten tau-function: a connection by Virasoro operators, Letters in Mathematical physics, doi:10.1007/s11005-013-0655-0, 2014).

1. Introduction

The tau-functions have been playing a very important role in the study of integrable systems. One of the known facts is that the set of all tau-functions of the KP hierarchy forms an orbit under the action of the group $\hat{GL}(\infty)$. This group is associated to the infinite dimensional Lie algebra $\hat{gl}(\infty)$, which is a central extension of the $gl(\infty)$ algebra. Many well-known tau-functions arose in algebraic geometry, such as the Kontsevich-Witten tau-function, Hodge tau-function and Hurwitz tau-function. Since the group $\hat{GL}(\infty)$ preserves the KP integrability, relations between such tau-functions using operators of this type are particularly interesting. For example, Kazarian proved in [14] that the Hodge tau-function $\exp(F_H(u, q))$ is indeed a tau-function for the KP hierarchy, where $F_H(u, q)$ is obtained from the Hodge series $F_H(u, t)$ after a change of variables derived in [14]. The main idea of his proof was to show that $\exp(F_H(u, q))$ is connected to the Hurwitz tau-function $\exp(H)$ by a $\hat{GL}(\infty)$ operator, where $H$ is the generating function of simple Hurwitz numbers and it was known that $\exp(H)$ is a tau-function of the KP hierarchy (cf. [15, 23]).

The Kontsevich-Witten tau-function, denoted by $\exp(F_K(q))$, satisfies the KdV hierarchy (cf. [16]). The function $F_K(q)$ is obtained from the generating function $F_K(t)$ for
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the intersection numbers of $\psi$-classes after the variable change $t_i = (2i - 1)!!q^{2i+1}$. Using Mumford’s theorem in [22], one can transform $F_K(t)$ into the Hodge series $F_H(u, t)$ using a differential operator $W$ described by Eq. (5), namely,

$$\exp(F_H(u, t)) = e^W \cdot \exp(F_K(t)).$$

However, $W$ does not belong to the $\widehat{gl}(\infty)$ algebra. Recently, Alexandrov posted a conjecture in [1] stating that there exists a $\widehat{GL}(\infty)$ operator connecting the Kontsevich-Witten tau-function $\exp(F_K(q))$ and Hurwitz tau-function $\exp(H)$. This operator consists of two parts, where the first part connecting $\exp(H)$ and $\exp(F_H(u, q))$ is already known in [14]. Note that the tau-function $\exp(H)$ has a description of the cut-and-join operator [11], which belongs to the $\widehat{GL}(\infty)$ group. Hence, if this conjecture is proved, not only will it allow us to have a $\widehat{GL}(\infty)$ operator description of the Kontsevich-Witten tau-function, but also provides a possible way to derive the Virasoro constraints for the Hurwitz tau-function. Later, Alexandrov refined this conjecture as Conjecture 2.1 in [2] stating that there exists a $\widehat{GL}(\infty)$ operator $\widehat{G}^+_+$ formed by Virasoro operators, such that

$$\widehat{G}^+_+ \cdot \exp(F_H(u, q)) = \exp(F_K(q)).$$

He also verified this conjecture up-to an unknown factor, which is a Taylor series in variable $u$, and hence confirmed a weaker version of this conjecture (see Sect. 4).

In this paper, we give a complete proof of Alexandrov’s conjecture in [1]. Our method is totally different from the method used in [2]. In our proof, we can see a clear relation between actions of the differential operator $W$ and the Virasoro operators. We will also give a more explicit way for computing coefficients of the Virasoro operators. We first present an explicit $\widehat{GL}(\infty)$ operator that connects the two tau-functions $\exp(F_H(u, q))$ and $\exp(F_K(q))$:

**Theorem 1.** The relation between the two tau-functions $\exp(F_H(u, q))$ and $\exp(F_K(q))$ can be written as the following:

$$\exp(F_H(u, q)) = \exp\left(\sum_{m>0} a_m u^m L_m\right) \exp(P) \cdot \exp(F_K(q)), \quad \text{(2)}$$

where $L_m, m \geq 1$, is the Virasoro operator

$$L_m = \sum_{k>0, k+m>0} (k+m)q_k \frac{\partial}{\partial q_{k+m}} + \frac{1}{2} \sum_{a+b=m} ab \frac{\partial^2}{\partial q_a \partial q_b}.$$

The coefficients $\{a_m\}$ can be computed from the equation

$$\exp\left(\sum_{m>0} a_m z^{1-m} \frac{\partial}{\partial z}\right) \cdot z = \left(-2 \log(1 - \frac{1}{1+z}) - \frac{2}{1+z}\right)^{-\frac{1}{2}}. \quad \text{(3)}$$

And $P$ is a first order differential operator of the form

$$P = -\sum_{k=1}^{\infty} b_{2k+1} u^{2k} \frac{\partial}{\partial q_{2k+3}},$$
where the numbers \( \{b_{2k+1}\} \) are uniquely determined by the recursion relation,

\[
(n + 1)b_n = b_{n-1} - \sum_{k=2}^{n-1} kb_k b_{n-1-k}
\]

with \( b_1 = 1, \ b_2 = 1/3 \).

The coefficients \( \{a_m\} \) are first determined by Lemma 9 below. In Sect. 3, we will prove this main result. The method is to decompose the two operators \( \exp(W) \) and \( \exp(\sum_{m>0} a_m u^m L_m) \) into several factors using the Zassenhaus formula, then study the action of these factors and compare them. One of the difficulties in the proof lies in the fact that \( F_K(q) \) only involves odd variables \( q_{2i+1} \) while \( F_H(u, q) \) involves all variables \( q_i \). This causes the problem that the decompositions of the above two operators do not exactly match with each other. We will show that the differences of these operators do not matter when acting on the function \( \exp(F_K(q)) \). For this purpose, we need to implement an integral transform on functions using Gaussian integrals. We also need to use properties of the gamma and beta functions. More details can be found in Sect. 3.3.

We can also use an explicit function \( h(z) \) defined in Corollary 12 to determine the coefficients \( \{a_m\} \). The power series \( h \) and the function on the right hand side of Eq. (3) are both related to the Lambert W function, about which we will explain more in Sect. 2.3. After a brief introduction in Sect. 2.2, we can see that the Virasoro operators and \( \mathcal{P} \) all belong to the infinite dimensional Lie algebra \( \widehat{gl}(\infty) \) acting on the space of KP solutions. Therefore the KP integrability is preserved in our expression. Note that the operator \( \exp(P) \) performs a shift of arguments on a series. The extra parameter \( u \) in \( \mathcal{P} \) guarantees that \( \exp(P) \cdot \exp(F_K(q)) \) is a well-defined formal series. Furthermore, due to the fact that the Kontsevich-Witten tau-function satisfies the Virasoro constraints, an application of Theorem 1 is the following

**Corollary 2.** There exists a sequence of numbers \( \{e_m\} \), such that

\[
\exp(F_H(u, q)) = \exp(\sum_{m>0} e_m u^m L_m) \cdot \exp(F_K(q)).
\]

The coefficients \( \{e_m\} \) are determined by Eq. (64) below.

This gives a complete proof of Alexandrov’s conjecture in [1]. We have computed the first few terms of \( \{e_m\} \) by hand, and they coincide with Alexandrov’s data. We will explain this in Sect. 4. Moreover, since the Kontsevich-Witten tau-function satisfies the KdV hierarchy, Theorem 1 gives an alternative proof for Kazarian’s theorem that \( \exp(F_H(u, q)) \) is a tau-function of the KP hierarchy. This proof does not need the theory of Hurwitz numbers and ELSV formula.

2. Preliminaries

2.1. Kontsevich-Witten and Hodge series. Let \( \overline{M}_{g,n} \) be the moduli space of complex stable curves of genus \( g \) with \( n \) marked points, and \( \psi_i \) be the first Chern class of the cotangent space over \( \overline{M}_{g,n} \) at the \( i \)th marked point. The intersections of the \( \psi \)-classes are evaluated by the integral:

\[
< \tau_{d_1} \ldots \tau_{d_n} > = \int_{\overline{M}_{g,n}} \psi_1^{d_1} \ldots \psi_n^{d_n}.
\]
The Kontsevich-Witten generating function in variables $t_k$ is defined as

$$F_K(t) = \sum <\tau_0^{k_0} \tau_1^{k_1}> \frac{t_0^{k_0} t_1^{k_1}}{k_0! k_1!} \cdots$$

Let $\lambda_j$ be the $j$th Chern class of the Hodge bundle over $\bar{M}_{g,n}$ whose fibers over each curve is the space of holomorphic one-forms on that curve. The Hodge integrals are the intersection numbers of the form

$$<\lambda_j \tau_{d_1} \cdots \tau_{d_n}> = \int_{\bar{M}_{g,n}} \lambda_j \psi_{d_1} \cdots \psi_{d_n}.$$

They are defined to be zero when the numbers $j$ and $d_i$ do not satisfy the condition

$$j + \sum_{i=1}^n d_i = \text{dim}(\bar{M}_{g,n}) = 3g - 3 + n.$$

Hodge series is defined as

$$F_H(u, t) = \sum (-1)^j <\lambda_j \tau_{d_1} \cdots \tau_{d_n}> u^{2j} \frac{t_0^{k_0} t_1^{k_1}}{k_0! k_1!} \cdots$$

where $u$ is the parameter marking the $\lambda$-class. In fact, $F_H(0, t) = F_K(t)$. As we have mentioned before, the two functions $F_K(t)$ and $F_H(u, t)$ are related by operator $\exp(W)$ as in Eq. (1), (cf. [8, 10]), where

$$W = -\sum_{k \geq 1} B_{2k} u^{2(2k-1)} \frac{\partial}{\partial t_{2k}} - \sum_{i \geq 0} t_i \frac{\partial}{\partial t_{i+2k-1}} + \frac{1}{2} \sum_{i+j=2k-2} (-1)^i \frac{\partial^2}{\partial t_i \partial t_j}. \quad (5)$$

Here $B_{2k}$ is the Bernoulli numbers defined by:

$$\frac{t}{e^t - 1} = \sum_{m=0}^\infty B_m \frac{t^m}{m!}.$$

Note that $W$ does not belong to the $\widehat{\text{gl}}(\infty)$ algebra.

Now let

$$F_K(q) = F_K(t)|_{t_1 = (2k-1)!! q_{2k+1}}.$$

It is well-known that $\exp(F_K(q))$ is a tau-function for the KdV hierarchy [16]. And $\exp(F_H(u, t))$ is a tau-function for the KP hierarchy after the a change of variables derived in [14]. It can be described in the following way. Let

$$\widehat{D} = (u + z)^2 \frac{\partial}{\partial z}. \quad (6)$$

Consider the following sequence of polynomials $\phi_k(u, z)$:

$$\phi_0(u, z) = z, \quad \phi_k(u, z) = \widehat{D}^k z = \sum_{j=1}^{2k+1} \alpha_{j}^{(k)} u^{2k+1-j} z^j,$$
for some constants $\alpha^{(k)}_j$, where $\alpha^{(k)}_{2k+1} = (2k - 1)!!$. Let $\tilde{\phi}_k(u, q)$ be the polynomial in variables $q_i$ and $u$ obtained by replacing $z^m$ with $q_m$ in $\phi_k(u, z)$. Then the variable change is in the form

$$t_k = \tilde{\phi}_k(u, q) = \sum_{j=1}^{2k+1} \alpha^{(k)}_j u^{2k+1-j} q_j,$$

For example,

$$t_0 = q_1$$
$$t_1 = u^2 q_1 + 2u q_2 + q_3$$
$$t_2 = u^4 q_1 + 6u^3 q_2 + 12u^2 q_3 + 10u q_4 + 3q_5$$
$$t_3 = u^6 q_1 + 14u^5 q_2 + 61u^4 q_3 + 124u^3 q_4 + 131u^2 q_5 + 70u q_6 + 15q_7$$

Note that, by definition of the double factorial, $0!! = (-1)!! = 1$. Let

$$F_H(u, q) = F_H(u, t)|_{t_k = \tilde{\phi}_k(u, q)}.$$

If we set $u = 0$, the polynomial $\tilde{\phi}_k(u, q)$ only has the term $(2k - 1)!! q_{2k+1}$, and $\exp(F_H(0, q))$ becomes the Kontsevich-Witten tau-function $\exp(F_K(q))$.

2.2. The transformation group $\hat{G}L(\infty)$. The space of tau-functions for the KP hierarchy forms a group orbit [7]. We denote this group by $\hat{G}L(\infty)$, and it is defined from the infinite dimensional Lie algebra $\hat{gl}(\infty)$ via the exponential map. Note that, strictly speaking, the “group elements” in $\hat{G}L(\infty)$ constructed in this way do not belong to a well-defined group, because the products of these elements might be divergent. Hence when we want to use a “group element” formed by a product of other such elements, we need to check whether this product is well-defined.

Here, we introduce some sample operators that belong to the Lie algebra $\hat{gl}(\infty)$ and will be used in our results. We refer the readers to [20] or other related articles for more details. Suppose the tau-functions are in variables $q_k$. The operators $q_k$ (i.e. multiplication by $q_k$) and $\partial/\partial q_k$ belong to $\hat{gl}(\infty)$. It follows that adding a linear function to the solution or a shift of arguments preserve the solutions of the KP hierarchy. The Virasoro operators $\{L_m\}$ that generate the Virasoro algebra with central charge $c = 1$ also belong to this Lie algebra. For $m \in \mathbb{Z}$, setting $q_j = 0$ and $\partial/\partial q_j = 0$ for $j < 1$, we can write $L_m$ as

$$L_m = \sum_{k>0, k+m>0} (k+m)q_k \frac{\partial}{\partial q_{k+m}} + \frac{1}{2} \sum_{a+b=m} a b \frac{\partial^2}{\partial q_a \partial q_b} + \frac{1}{2} \sum_{a+b=-m} q_a q_b,$$

and they satisfy the commutator relation

$$[L_m, L_n] = (m-n)L_{m+n} + \frac{1}{12} \delta_{m,-n}(m^3 - m).$$

In particular, the degree operator $L_0 = \sum k q_k \partial/\partial q_k$. In Sect. 3, we will discuss how we deal with the exponential of Virasoro operators when they act on functions.
2.3. Gamma function and beta function. The gamma function $\Gamma(z)$ is an extension of the factorial function. If $z$ is a positive integer $n$, then

$$\Gamma(n + 1) = n!.$$  

And when $z$ is a complex number with positive real part, then the following equation holds

$$\Gamma(z + 1) = z\Gamma(z).$$

It can be defined by a definite integral, known as the Euler integral of the second kind,

$$\Gamma(z) = \int_0^\infty x^{z-1}e^{-x}dx. \quad (7)$$

This definition is only valid for complex number $z$ with positive real part. The function $\Gamma(z)$ can be extended to a meromorphic function on the whole complex plane with simple poles at non-positive integers. Furthermore, using Stirling’s approximation, one can obtain an asymptotic expansion for $\Gamma(z)$ with the value of $|z|$ large enough:

$$\Gamma(z) \sim z^{z-\frac{1}{2}}e^{-z}\sqrt{2\pi} \sum_{i=0}^{\infty} C_i z^{-i}, \quad (8)$$

with $C_0 = 1$. The coefficients $\{C_i\}$ play an important role here in this paper. In fact,

$$C_i = (2i + 1)!! b_{2i+1}, \quad (9)$$

where the coefficients $\{b_{2i+1}\}$ appear in the relation (4) (cf. [18]). If we take the logarithm on $\Gamma(z)$, the coefficients $B_{2k}$ appearing in the expansion are simply the Bernoulli numbers:

$$\log(\Gamma(z)) \sim \left(z - \frac{1}{2}\right) \log(z) - z + \frac{1}{2} \log(2\pi) + \mathcal{B}(z),$$

where

$$\mathcal{B}(z) = \sum_{k=1}^{\infty} \frac{B_{2k}}{2k(2k - 1)}z^{-2k+1}.$$  

This implies

$$e^{\mathcal{B}(z)} = \sum_{i=0}^{\infty} C_i z^{-i}. \quad (10)$$

If we expand the left hand side of the above equation, we obtain the general formula as

$$e^{\mathcal{B}(z)} = 1 + \sum_{m>0} \frac{1}{m!} \sum_{k_1,...,k_m \geq 1} \prod_{j=1}^{m} \frac{B_{2k_j}}{2k_j(2k_j - 1)} z^{-\sum_{j=1}^{m} 2k_j}.$$  

Hence

$$C_i = \sum_{m=1}^{i} \frac{1}{m!} \sum_{\sum_{j=1}^{m} 2k_j=i+m} \prod_{j=1}^{m} \frac{B_{2k_j}}{2k_j(2k_j - 1)}.$$  

(11)

The fact that $\mathcal{B}(z)$ is an odd function immediately implies the following relation on the coefficients $\{C_i\}, i \geq 0$.  

Lemma 3. For all $k \geq 1$, we have

$$
\sum_{i=0}^{k} (-1)^i C_i C_{k-i} = 0.
$$

Furthermore, for $i \geq 1$, $C_i$ has some nice combinatorial interpretations. It can be explicitly given by

$$
C_i = \sum_{k=1}^{2i} (-1)^k \frac{d_3(2i + 2k, k)}{2^{2k}(i+k)!},
$$

where $d_3(n, k)$ is the number of permutations on $n$ elements consisting of $k$ permutation cycles with length greater than 2, (cf. [6]).

The following results from [18] gives us an equation that packs all the coefficients $\{b_i\}$ into its solution. We first observe that the function $ve^{1-v}$ is increasing for $v \in [0, 1]$, and decreasing for $v \in [1, \infty)$. Now, consider the equation

$$
v e^{1-v} = e^{-\frac{1}{2}x^2}.
$$

The above equation defines a one-to-one relation between $v(x)$ in $[1, \infty)$ and $x$ in $[0, \infty)$. In this case, $v$ increases with $x$, and we can write $v$ as a power series of $x$ in the form

$$
v = 1 + \sum_{i=1}^{\infty} b_i x^i.
$$

The existence of the power series $v(x)$ is guaranteed by the Lagrange inversion theorem [12]. Then, differentiate the equation by $x$ on both sides, we have

$$
v' (v-1) = x v.
$$

This gives us exactly the relation (4) on the coefficients $\{b_i\}$ with $b_1 = 1$. Since $v' \geq 0$, we have $b_1 = 1$. The choice of $-1$ for $b_1$ leads to another solution $w(x)$ for Eq. (12) with $w \in (0, 1), x \in [0, \infty)$, and $w$ is decreasing with respect to $x$. In this paper, we always set $b_1 = 1$. Then $w(x)$ is written as

$$
w = 1 + \sum_{i=1}^{\infty} (-1)^i b_i x^i.
$$

Note that both $v$ and $w$ satisfy the Eq. (14). Also, it was pointed out in [4] that the series $v$ (and $w$) converges for all finite $x$ using the properties of the Lambert W function. In fact, many power series appeared in our context are related to $v$ and $w$.

The Euler integral of the first kind defines the Beta function $B(x, y)$ for complex numbers $x$ and $y$ with positive real parts:

$$
B(x, y) = \int_{0}^{1} t^{x-1} (1-t)^{y-1} dt.
$$

And it has many other forms including

$$
B(x, y) = \frac{\Gamma(x) \Gamma(y)}{\Gamma(x+y)}.
$$

All the formulas and results mentioned in this section will be used in our later proofs.
3. From \( F_K(q) \) to \( F_H(u, q) \)

Before proving Theorem 1 in this section, we first give an outline for the main ideas of the proof. What we aim to show is that after switched to the variables \( q_i \), Eq. (1) implies Eq. (2), i.e. the following diagram commutes:

\[
\begin{array}{ccc}
\exp(F_k(t)) & \text{Equation (1)} & \exp(F_H(u, t)) \\
\text{t}_k = (2k - 1)!!q_{2k+1} & \sum_{m>0} a_m u^m L_m e^P & \text{t}_k = \phi_k(u, q) \\
\exp(F_k(q)) & \text{Equation (2)} & \exp(F_H(u, q)) \\
\end{array}
\]

For this purpose, we want to study the relation between the operators in Eq. (2) and \( \exp(W) \) after the change of variables. The crucial steps in our proof can be summarized into several propositions, which will be proved later.

Exponential of second order differential operators are very complicated in general. Therefore it is rather difficult to compare operators \( \exp(\sum_{m>0} a_m L_m) \) and \( \exp(W) \) directly. On the other hand, the exponential of a derivation is much simpler since when acting on a function, it just behaves like a change of variables. Inspired by this fact, we will decompose operators \( W \) and \( L_m \) into several factors, and first compare the exponential of the derivation part of these operators. Such comparison will determine the coefficients \( a_m \) in Theorem 1.

For the operator \( W \) defined in Eq. (5). Let

\[
W = \mathcal{B}_t + \frac{1}{2} Q_0^W + P_0, \tag{18}
\]

where

\[
\mathcal{B}_t = \sum_{k=1}^{\infty} B_{2k} u^{2(2k-1)} \sum_{i=0}^{\infty} t_i \frac{\partial}{\partial t_i + 2k-1},
\]

\[
P_0 = -\sum_{k=1}^{\infty} B_{2k} u^{2(2k-1)} \frac{\partial}{\partial t_{2k}}, \tag{19}
\]

\[
Q_0^W = \sum_{k \geq 1} B_{2k} u^{2(2k-1)} \sum_{i, j \geq 0} (-1)^{i+1} \frac{\partial^2}{\partial t_i \partial t_j}.
\]

Using Zassenhaus formula [cf. Eq. (37)], we can decompose the operator \( \exp(W) \) into the following form:

**Proposition 4.**

\[
\exp(W) = \exp(\mathcal{B}_t) \exp\left(\frac{1}{2} Q_0^W\right) \exp(P_t),
\]

where \( P_t \) is a first order differential operator defined in Lemma 14, and \( Q_0^W \) is a second order differential operator defined in Lemma 15.
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This proposition follows from Lemmas 14 and 15 in Sect. 3.2. Using this proposition, we can transform Eq. (1) into

$$\exp(F_H(u, t)) = \exp(\mathfrak{B}_t) \exp\left(\frac{1}{2} Q^W_t\right) \exp(P_t) \cdot \exp(F_K(t)).$$

(20)

The operator $\exp(P)$ in Eq. (2) is obtained immediately from $\exp(P_t)$ in Lemma 14 after the change of variables $t_k = (2k - 1)!! q_{2k+1}$.

For $m > 0$, let $L_m = X_m + Y_m$, where

$$X_m = \sum_{k > 0, k+m > 0} (k + m)q_k \frac{\partial}{\partial q_{k+m}}, \quad Y_m = \frac{1}{2} \sum_{a+b=m} ab \frac{\partial^2}{\partial q_a \partial q_b}.$$  

(21)

We then compare operators $\exp(\mathfrak{B}_t)$ and $\exp(\sum_{m>0} a_m X_m)$, where the coefficients $a_m$ are chosen in the way such that the following proposition holds:

**Proposition 5.** For any polynomial or power series $G$ in variables $u$ and $t_k$, $k \geq 0$, we have

$$\exp\left(\sum_{m>0} a_m u^m X_m\right) \cdot \left( G\big|_{t_k=(2k-1)!! q_{2k+1}} \right) = \left( e^{\mathfrak{B}_t} \cdot G \right)\big|_{t_k=\tilde{\varphi}_k(u, q)},$$

where the numbers $\{a_m\}$ are determined by Eq. (3), and $t_k = \tilde{\varphi}_k(u, q)$ is defined in Sect. 2.1 before.

We need to explain the notation “·” used in the above formula. For a differential operator $D$ and a function $f$, we always use the notation “$D \cdot f$” to represent the action of $D$ on $f$, in order to distinguish from “$D f$” which could represent the multiplication of $D$ and $f$ as operators when $f$ is considered as an operator acting on the space of functions by multiplication.

We will prove the above proposition using Lemma 9, which is how we obtain the series on the right hand side of (3) to represent the numbers $\{a_m\}$ in the first place.

Let

$$Q^W_q = Q^W_t \bigg|_{t_k=(2k-1)!! q_{2k+1}}.$$

Applying the change of variables $t_k = \tilde{\varphi}_k(u, q)$ on both sides of Eq. (20), and using Proposition 5 for $G = \exp(\frac{1}{2} Q^W_t) \exp(P_t) \cdot \exp(F_K(t))$, we can establish the following connection between $\exp(F_H(u, q))$ and $\exp(F_K(q))$:

**Corollary 6.**

$$\exp(F_H(u, q)) = \exp\left(\sum_{m>0} a_m u^m X_m\right) \exp\left(\frac{1}{2} Q^W_q\right) \exp(P) \cdot \exp(F_K(q)).$$

This expression is very close to Eq. (2) in Theorem 1 now. To complete the proof of Theorem 1, we need to compare the following two operators:

$$\exp(\sum_{m>0} a_m u^m X_m) \exp\left(\frac{1}{2} Q^W_q\right) \text{ and } \exp(\sum_{m>0} a_m u^m L_m).$$

Since $L_m = X_m + Y_m$, we can use Zassenhaus formula to obtain the following decomposition.
Proposition 7.

$$\exp(\sum_{m>0} a_m u^m L_m) = \exp(\sum_{m>0} a_m u^m X_m) \exp\left(\frac{1}{2} Q^+\right),$$

where $Q^+$ is a second order differential operator defined in Corollary 18.

It turns out that the operators $Q^+$ and $Q^+_q$ are not the same. This fact explains in some sense why it is difficult to compare operators $\exp(\sum_{m>0} a_m L_m) \exp(P)$ and $\exp(W)$ directly without decomposing them first. The application of Zassenhaus formula in our proof singles out the major difference between these operators. Fortunately such difference does not affect Theorem 1 due to the following proposition:

Proposition 8. Let $Q^+_{\text{odd}}$ be the sum of terms in $Q^+$ involving only odd variables $q_{2k+1}$. Then,

$$Q^+_q = Q^+_{\text{odd}}.$$  

We would like to remark that the expressions for $Q^+$ and $Q^+_q$ which arose during the process of applying Zassenhaus formula are very different. The relation of these two operators as given in the above proposition is not obvious at all when we first saw them. To prove this proposition, we need to express these operators in simpler forms. Hence in Sect. 3.2, we introduce the formal power series $Q^B(x, y)$ in Lemma 15 and $Q(x, y)$ in Eq. (54) to represent $Q^+_q$ and $Q^+$ respectively. We then perform a transformation of $Q^+$ using the Gaussian integral and also use properties of Gamma function and beta functions to prove Proposition 8 in Sect. 3.3.

Combining the above results, we have

$$\exp(F_H(u, q)) = \exp(\sum_{m>0} a_m u^m X_m) \exp\left(\frac{1}{2} Q^+_{\text{odd}}\right) \exp(P) \cdot \exp(F_K(q))$$

$$= \exp(\sum_{m>0} a_m u^m X_m) \exp\left(\frac{1}{2} Q^+\right) \exp(P) \cdot \exp(F_K(q))$$

$$= \exp(\sum_{m>0} a_m u^m L_m) \exp(P) \cdot \exp(F_K(q)).$$

The first equality above follows from Corollary 6 and Proposition 8. The second equality follows from the fact that $\exp(F_K(q))$ and the operator $\exp(P)$ only contain odd variables $q_{2k+1}$. The third equality follows from Proposition 7. This completes the proof of Theorem 1. As mentioned before, we can replace the operator $\exp(P)$ with the exponential of a linear combinations of Virasoro operators, using the fact that the Kontsevich-Witten tau-function satisfies the Virasoro constraints. This leads to a proof of Corollary 6, which will be given in Sect. 4.

In the rest part of this section, we will prove the above propositions.

3.1. Proof Proposition 5. In this subsection, will prove Proposition 5 and also discuss properties of the sequence of numbers $a_m$ appeared in this proposition. We first discuss change of variables using differential operators in the form $e^X$, where $X$ is a derivation. This is due to the following basic fact. Suppose we have two elements $f$ and $g$ from a
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commutative algebra, and $X$ is a derivation on the algebra satisfying Leibniz rule, that is, $X \cdot (fg) = (X \cdot f)g + f(X \cdot g)$. Then, it is easy to verify, by induction for instance, that

$$X^n \cdot (fg) = \sum_{i+j=n} (i+j)! \frac{X^i \cdot f}{i!} \frac{X^j \cdot g}{j!},$$

and

$$e^X \cdot (fg) = (e^X \cdot f)(e^X \cdot g).$$

It follows that applying an exponential of a derivation on a polynomial function or a series simply performs a change of variables. This works for series with infinite number of variables too.

In this paper, many problems involve differential operators and series with infinitely many variables. However, we will reduce such problems to those with just one variable and containing infinitely many terms. This method can simplify the computation process, and it has been frequently used in many papers, e.g. [14]. In other words, we will use power series in one variable to describe the action of the operators used in our context. For the knowledge of power series, including the compositional and multiplicative inverse of a power series, derivatives, composition of two power series and products, we refer the readers to the book [12].

First, we will consider $X_m$ and $\mathcal{B}_t$, which are derivations appeared in the Virasoro operator $L_m$ and the operator $W$, and are defined in Eqs. (21) and (19) respectively. Since we need to deal with operators in the form $\exp(\sum_{m>0} a_m u^m L_m)$ and $\exp(W)$, it is necessary to discuss how the two operators

$$\exp(\sum_{m>0} a_m u^m X_m) \quad \text{and} \quad \exp(\mathcal{B}_t)$$

behave as changes of variables. The connection between these operators is given by Proposition 5. Since $X_m$ and $\mathcal{B}_t$ are derivations, to prove Proposition 5, we only need to consider the case $G(t) = t_n$, which has the following form

**Lemma 9.** There exists a unique sequence of numbers $\{a_m\}$, $m \geq 1$, such that, for all $n \geq 0$,

$$\exp \left( \sum_{m>0} a_m u^m X_m \right) \cdot q_{2n+1} = \frac{1}{(2n-1)!!} \left( e^{\mathcal{B}_t} \cdot t_n \right)_{t_k = \phi_k(u,q)}.$$

To prove this lemma, we will use operators with one variable $z$ to help us with the calculation. First we introduce an isomorphism $\Theta_1$ between the vector space of formal power series in variable $z$ and the vector space of linear functions in variables $q_i$: $

$$\Theta_1 : \{ \sum_{i \geq 1} \alpha_i z^i \mid \alpha_i \text{ are constants} \} \longrightarrow \{ \sum_{i \geq 1} \alpha_i q_i \mid \alpha_i \text{ are constants} \}$$

$$\Theta_1 \left( \sum_{i \geq 1} \alpha_i z^i \right) = \sum_{i \geq 1} \alpha_i q_i.$$
For a sequence of numbers \( \{a_k\} \), let

\[
\Phi_z^+ = \sum_{k=1}^{\infty} a_k z^{1+k} \frac{\partial}{\partial z}, \quad \Phi_z^- = \sum_{k=1}^{\infty} a_k z^{1-k} \frac{\partial}{\partial z}.
\]

The action of \( e^{\Phi_z^\pm} \) on \( z^n \) for \( n \in \mathbb{Z} \) is of the form:

\[
e^{\Phi_z^\pm} \cdot z^n = z^n + \sum_{m>0} \frac{1}{m!} (\Phi_z^\pm)^m \cdot z^n = z^n + \sum_{m>0} \frac{1}{m!} \sum_{k_1, \ldots, k_m \geq 1} n a_{k_1} (n \pm k_1) a_{k_2} \ldots (n \pm \sum_{j=1}^{m-1} k_j) a_{k_m} z^{n \pm (\sum_{j=1}^{m-1} k_j)}.
\]

(22)

The result of this action is a formal Laurent series. We can use this series to obtain the action of the following two operators on variables \( q_n \) for \( n \geq 1 \) respectively:

\[
\exp\left( \sum_{m<0} a_m X_m \right), \quad \exp\left( \sum_{m>0} a_m X_m \right).
\]

For example, for the second case above, we have the following formula:

\[
\exp\left( \sum_{m>0} a_m X_m \right) \cdot q_n = q_n + \sum_{m>0} \frac{1}{m!} \sum_{k_1, \ldots, k_m \geq 1} n a_{k_1} (n - k_1) a_{k_2} \ldots (n - \sum_{j=1}^{m-1} k_j) a_{k_m} q_n^{- (\sum_{j=1}^{m-1} k_j)},
\]

and this gives us a linear function in variables \( q_i \). The coefficient of \( q_i \) on the right hand side of the above equation is the same as the coefficient of \( z^i \) with \( i \geq 1 \), in the series \( \exp(\Phi_z^-) \cdot z^n \). More precisely, let

\[
F(z) = e^{\Phi_z^-} \cdot z^n = z^n + \sum_{i=1}^{\infty} A_i^{(n)} z^{n-i},
\]

(23)

and define \((F(z))_+\) to be

\[
(F(z))_+ = z^n + \sum_{i=1}^{n-1} A_i^{(n)} z^{n-i}.
\]

Then,

\[
\Theta_1 \left( (e^{\Phi_z^-} \cdot z^n)_+ \right) = \exp\left( \sum_{m>0} a_m X_m \right) \cdot q_n.
\]

Note that in this formula, we can not replace \( z^n \) by a formal power series \( p(z) = \sum_{n=1}^{\infty} \alpha_n z^n \) since both sides of this equation are not well-defined in this case. The action
of \( \exp \left( \sum_{m>0} a_m u^m X_m \right) \) on \( q_n \) can be obtained by the variable change \( q_k \rightarrow u^{-k} q_k \) in the above equation, that is

\[
\exp \left( \sum_{m>0} a_m u^m X_m \right) \cdot q_n = q^n + \sum_{i=1}^{n-1} A_i^{(n)} u^i q_{n-i}.
\]

Similarly, we can deduce that

\[
\Theta_1 \left( e^{\Phi^*_1} \cdot z^n \right) = \exp \left( \sum_{m<0} a_{-m} X_m \right) \cdot q_n.
\] (24)

More generally, for any power series \( p(z) = \sum_{n \geq 1} a_n z^n \), we have

\[
\Theta_1 \left( e^{\Phi^*_1} \cdot p(z) \right) = \exp \left( \sum_{m<0} a_{-m} X_m \right) \cdot \Theta_1 \left( p(z) \right).
\] (25)

On the other hand, the action of \( \exp(\mathcal{B}_t) \) on \( t_n \) is of the form:

\[
\exp(\mathcal{B}_t) \cdot t_n = t_n + \sum_{m>0} \frac{1}{m!} \sum_{i+m=m' \geq 1} \prod_{i+1 \leq k_j \leq 1} B_{2k_j} \frac{u^{2i}}{2k_j(2k_j-1)} t_{n-i}
\]

\[
= \sum_{i=0}^{n} C_i u^{2i} t_{n-i},
\]

where the last step is implied by Eq. (11). Applying the variable change

\[
t_k = \tilde{\phi}_k(u, q) = \sum_{j=1}^{2k+1} \alpha_j^{(k)} u^{2k+1-j} q_j,
\]

to the last equation, we have

\[
\left. \left( e^{\mathcal{B}_t} \cdot t_n \right) \right|_{t_k = \tilde{\phi}_k(u, q)} = \sum_{i=0}^{n} C_i u^{2i} \tilde{\phi}_{n-i}(u, q)
\]

\[
= \sum_{i=0}^{n} C_i \sum_{j=1}^{2(n-i)+1} \alpha_j^{(n-i)} u^{2n+1-j} q_j.
\]

Hence, in order to prove Lemma 9, we only need to consider the case when \( u = 1 \), that is,

\[
\exp \left( \sum_{m>0} a_m X_m \right) \cdot q_{2n+1} = \frac{1}{(2n-1)!!} \sum_{i=0}^{n} C_i \tilde{\phi}_{n-i}(1, q).
\] (26)

The general case can also be obtained from the above equation after the change \( q_k \rightarrow u^{-k} q_k \). Let

\[
D = (1+z)^2 \frac{\partial}{\partial z}.
\]
which is the operator \( \hat{D} \) defined by Eq. (6) with \( u = 1 \). Under the isomorphism \( \Theta_1 \) we introduced before, the left hand side of Eq. (26) is equal to \( \Theta_1 \left( (e^{\Phi^-} \cdot z^{2n+1})_+ \right) \). And on the right hand side, by the definition of \( \phi_k(u, z) \) and \( \tilde{\phi}_k(u, q) \) introduced in Sect. 2.1, we can see that

\[
\Theta_1 \left( D^{n-i} \cdot z \right) = \Theta_1 \left( \phi_{n-i}(1, z) \right) = \tilde{\phi}_{n-i}(1, q).
\]

Therefore Lemma 9 follows from the next lemma:

**Lemma 10.** There exists a unique sequence of numbers \( \{a_m\}, m \geq 1 \), for the operator \( \Phi^-_z \), such that, for all \( n \geq 0 \),

\[
(e^{\Phi^-_z} \cdot z^{2n+1})_+ = \frac{1}{(2n - 1)!} \sum_{i=0}^{n} C_i D^{n-i} \cdot z.
\]

**Proof.** We first prove the uniqueness part by induction. Assume there exists a sequence \( \{a_m\}, m \geq 1 \), for operator \( \Phi^-_z \), such that Eq. (27) holds for all \( n \geq 0 \). When \( n = 0 \), both sides of Eq. (27) are equal to \( z \). For \( n = 1 \), we have, on the left hand side of Eq. (27),

\[
(e^{\Phi^-_z} \cdot z^3)_+ = z^3 + 3a_1z^2 + (3a_1^2 + 3a_2)z.
\]

On the right hand side, we have

\[
Dz + C_1z = z^3 + 2z^2 + \frac{13}{12}.
\]

This gives us the only solution \( a_1 = 2/3, a_2 = -1/12 \). Now we assume \( \{a_i\} \), for \( 1 \leq i \leq k \), are all uniquely determined by Eq. (27). Then, we choose \( n \) large enough such that \( 2n \geq k \). By Eq. (22), the coefficient of \( z^{2n-k} \) in \( (e^{\Phi^-_z} \cdot z^{2n+1})_+ \) is

\[
A_{k+1}^{(2n+1)} = (2n + 1)a_{k+1}
\]

\[
+ \sum_{m \geq 2} \frac{1}{m!} \sum_{j=1}^{m} \frac{1}{\sum_{j=1}^{k} k_{j}} (2n + 1)k_{1} \ldots (2n + 1 - \sum_{j=1}^{m} k_{j})a_{k_{m}}z^{2n+1-(\sum_{j=1}^{m} k_{j})}.
\]

The summation in the second term on the right hand side of the above equation consists of only \( \{a_1, \ldots, a_k\} \), and \( A_{k+1}^{(2n+1)} \) is uniquely given by the right hand side of Eq. (27). Hence there is only one solution for \( a_{k+1} \). This proves the uniqueness.

Now we discuss the existence part. In order to find the coefficients \( \{a_m\} \), we need to find a series \( f \) such that \( f = \exp(\Phi^-_z) \cdot z \). To do so, we first define a function \( f(z) \) to be

\[
f(z) = (-2 \log(1 - \frac{1}{1+z}) - \frac{2}{1+z})^{-\frac{1}{2}}.
\]

Note that \( f \) is a solution of the equation

\[
Df = f^3.
\]
And its asymptotic expansion, which we also denote by \( f \), can be computed in the following way (we explain why choosing this function in the remark later). By the equation above, we have

\[
\frac{f^2}{z^2} = \frac{-\frac{1}{2}z^{-2}}{\log(1 - \frac{1}{1+z}) + \frac{1}{1+z}} = -\frac{1}{2}z^{-2} - \frac{1}{2}z^{-3} - \sum_{n=1}^{\infty} \frac{(-1)^n \cdot n \cdot z^{-n}}{n} = 1 - 2 \sum_{n=3}^{\infty} (-1)^n \cdot n \cdot \frac{1}{n} \cdot z^{-n-1}
\]

Hence the expansion of \( f \) is of the form

\[
f = z + \frac{2}{3} - \frac{1}{12}z^{-1} + \cdots.
\]

Note that the coefficient of \( z \) in \( f \) is set to be 1, not \(-1\). The above series \( f \) determines a unique set of coefficients \( \{a_n\} \) for \( \Phi^-_z \). To see this, we set \( f = \exp(\Phi^-_z) \cdot z \), then by Eq. (23), for \( n = 1 \) and \( k \geq 1 \),

\[
f = \sum_{i=1}^{\infty} A_i^{(1)} z^{1-i},
\]

where, by Eq. (22),

\[
A_1^{(1)} = a_1;
\]

\[
A_k^{(1)} = a_k + \sum_{m=2}^{k-1} \frac{1}{m!} \sum_{\sum_{j=1}^{m} k_j = k \quad k_j \geq 1} a_{k_1}(1 - k_1)a_{k_2} \cdots (1 - \sum_{j=1}^{m-1} k_j) a_{k_m}.
\]

Using induction on \( k \), we can see that a fixed set \( \{A_k^{(1)}\} \) uniquely determines \( \{a_k\} \) and vice versa. From now on, we always assume \( \{a_m\} \) are determined by

\[
\exp(\Phi^-_z) \cdot z = f,
\]

where \( f \) is the function (28). The existence part of Lemma 10 follows from Lemma 11 below. In other words, the coefficients \( \{a_m\} \) determined here are exactly what we need for Lemma 10. \( \square \)

Remark. 1. The series \( \exp(\Phi^-_z) \cdot z^{-1} \) can be seen as the multiplicative inverse \( f^{-1} \) of \( f \). Since \( \exp(\Phi^-_z) \cdot 1 = 1 \), we have

\[
\exp(\Phi^-_z) \cdot (z^{-1}z) = (\exp(\Phi^-_z) \cdot z^{-1})f = 1.
\]

The standard definition of the multiplicative inverse of a power series usually requires that the series has a constant term (cf. [12]). However, in our case, the series \( f/z \) can be
seen as a power series in $z^{-1}$ with the constant term 1. Hence $f^{-1}$ can be understood as $z^{-1}(f/z)^{-1}$. From the discussion at the beginning of this section, we can deduce that, for $k \in \mathbb{Z}$,

$$f^k = e^{\Phi_z} \cdot z^k,$$

and for negative integer $k$, $f^k$ is a formal Laurent series.

2. To see where the function $f$ defined in Eq. (28) comes from, we present a heuristic argument here. From the previous remark, we can see that Eq. (27) can be transformed into

$$(f^{2n+1})_+ = \frac{1}{(2n-1)!!} \sum_{i=0}^{n} C_i D^{n-i} \cdot z.$$ 

This gives us a hint that the series $f^{2n+1}$ behaves like the formal expression

$$\frac{1}{(2n-1)!!} \sum_{i=0}^{\infty} C_i D^{n-i} \cdot z.$$ 

This expression is not well-defined because it contains negative power of operator $D$. However, it gives us a possible equation that $f$ might satisfy. In particular, for $n = 2$, since

$$\frac{1}{3} \sum_{i=0}^{\infty} C_i D^{2-i} \cdot z = \frac{1}{3} D \sum_{i=0}^{\infty} C_i D^{1-i} \cdot z,$$

we might expect $f$ to satisfy

$$f^5 = \frac{1}{3} D \cdot f^3 = f^2(D \cdot f),$$

which gives us

$$f^3 = D \cdot f.$$

Solving this ODE we obtain a solution $f(z)$ which is the function defined by Eq. (28).

□

**Lemma 11.** For all $n \geq 0$,

$$(f^{2n+1})_+ = \frac{1}{(2n-1)!!} \sum_{i=0}^{n} C_i D^{n-i} \cdot z.$$ 

**Proof.** By the definition of function $f$ given in Eq. (28), we have

$$e^{-\frac{1}{z} f^{-2}} = (1 - \frac{1}{1 + z})e^{\frac{1}{1z}}.$$ 

Setting $(1+z)^{-1} = 1 - v$ and $f = x^{-1}$ in the above equation leads us to Eq. (12). Since Eq. (12) has two solutions $v(x)$ and $w(x)$, we obtain

$$(1+z)^{-1} = \pm \sum_{i=0}^{\infty} b_{2i+1} f^{-2i-1} - \sum_{i=1}^{\infty} b_{2i} f^{-2i}.$$
Now apply $D$ on both sides of the above equation. Since $Df = f^3$, we have $Df^{-i} = (-i) f^{-i+2}$. Hence
\[ z = \pm \sum_{i=0}^{\infty} (2i + 1)b_{2i+1} f^{-2i+1} - \sum_{i=1}^{\infty} (2i) b_{2i} f^{-2i+2}. \]

It is easy to see that the highest power of $z$ in the series $f^k = \exp(\Phi z) \cdot z^k$ is $k$ for $k \in \mathbb{Z}$ by Eq. (22). Then $f^k$ for $k \leq 0$ will not contain terms of $z$ with positive degree. Since the coefficient of $z$ in $f$ is 1, we can only take the positive sign in the above equation. This implies that
\[ f = z - \sum_{i=1}^{\infty} (2i + 1)b_{2i+1} f^{-2i+1} + \sum_{i=1}^{\infty} (2i) b_{2i} f^{-2i+2}. \]  

From the equation $D \cdot f = f^3$, we have $D^n \cdot f = (2n - 1)!! f^{2n+1}$. Then we can transform the equation in the lemma into
\[ (D^n \cdot f) + = \sum_{i=0}^{n} C_i D^{n-i} \cdot z. \]  

Furthermore, $D^n \cdot f^{-2i-1}$ will contain positive degree of $z$ if and only if $n > i$. Since $D^n \cdot f^{-2n}$ is a constant, $D^n \cdot f^{-2i}$ will not contain terms of $z$ with positive degree for all $n, i \geq 1$. Now we prove the lemma by induction.

When $n = 0$, both sides of Eq. (32) are equal to $z$. When $n = 1$, we apply $D$ on Eq. (31) to obtain
\[ (D \cdot f)_+ = (D \cdot z + (-3b_3) D \cdot f^{-1})_+ = D \cdot z + C_1 z, \]
where $C_1 = 3b_3$ by the relation (9). So Eq. (32) holds for $n = 1$. Assume Eq. (32) holds for all $n \leq k$. Let $n = k + 1$. We apply $D^{k+1}$ on Eq. (31) to obtain
\[ (D^{k+1} \cdot f)_+ = D^{k+1} \cdot z + \sum_{i=1}^{k+1} (-1)(2i + 1)b_{2i+1}(D^{k+1} \cdot f^{-2i+1})_+ \]
\[ = D^{k+1} \cdot z + \sum_{i=1}^{k+1} (-1)^{i+1}(2i + 1)!! b_{2i+1}(D^{k+1-i} \cdot f)_+ \]
\[ = D^{k+1} \cdot z + \sum_{i=1}^{k+1} (-1)^{i+1} C_i \sum_{j=0}^{k+1-i} C_{k+1-j} D_j \cdot z \]
\[ = D^{k+1} \cdot z + \sum_{j=0}^{k} \left( \sum_{i=1}^{k+1-j} (-1)^{i+1} C_i C_{k+1-j-i} \right) D_j \cdot z \]
\[ = D^{k+1} \cdot z + \sum_{j=0}^{k} C_{k+1-j} D_j \cdot z, \]
where the last step is implied by Lemma 3. Hence Eq. (32) holds for $n = k + 1$. This completes the proof of the lemma and also completes the proof of Proposition 5. \[\square\]
Corollary 12. For the operator $\Phi^+_z$ with coefficients $\{a_m\}$ determined by Eq. (30), we define the series $h(z)$ to be

$$h(z) = e^{\Phi^+_z} \cdot z.$$  

For the series $w(z)$ defined by Eq. (15), we have

$$h(z) = \frac{1}{w(z)} - 1 = \left(\sum_{i=0}^{\infty} (-1)^i b_i z^i\right)^{-1} - 1,$$

and

$$\frac{1}{h(z)} = \sum_{i=1}^{\infty} (-1)^i i b_i z^{i-2}.$$  

In particular, since $w(z)$ is convergent and non-zero, $h(z)$ also converges for all $z \neq \infty$.

Proof. We denote the compositional inverse function of $f$ to be $\psi(z)$. Since

$$z = e^{-\Phi^-_z} e^{\Phi^+_z} \cdot z = e^{-\Phi^-_z} \cdot f(z) = f(e^{-\Phi^-_z} \cdot z),$$

we have

$$\psi = e^{-\Phi^-_z} \cdot z.$$  

By Eq. (22), we have

$$h(z) = e^{\Phi^+_z} \cdot z$$

$$= z + \sum_{m>0} \frac{1}{m!} \sum_{k_1 \ldots k_m \geq 1} (-1)(-a_{k_1}) \ldots (-1 - \sum_{j=1}^{m-1} k_j)(-a_{k_m}) z^{1 + \sum_{j=1}^{m} k_j}.$$  

On the other hand,

$$\psi^{-1} = e^{-\Phi^-_z} \cdot z^{-1}$$

$$= z^{-1} + \sum_{m>0} \frac{1}{m!} \sum_{k_1 \ldots k_m \geq 1} (-1)(-a_{k_1}) \ldots (-1 - \sum_{j=1}^{m-1} k_j)(-a_{k_m}) z^{-1 - \sum_{j=1}^{m} k_j}.$$  

Compare the above two expressions, we obtain

$$h(z) = \psi^{-1}(z^{-1}) \quad \text{and} \quad \frac{1}{h(z)} = \psi(z^{-1}).$$  

Since $\psi$ is the compositional inverse function of $f$, by Eq. (31), we have

$$\psi = \sum_{i=1}^{\infty} (-1)^{i-1} i b_i z^{2-i}.$$  

(33)

Since

$$\frac{dw}{dz} = \sum_{i=1}^{\infty} (-1)^i i b_i z^{i-1}.$$  

we have

\[ h(z) = z \left( \sum_{i=1}^{\infty} (-1)^{i-1} i b_i z^{i-1} \right) = -\frac{z}{dw/dz}. \]

By the relation \( w'(w - 1) = zw \) from Eq. (14), we obtain

\[ h(z) = 1 - \frac{1}{w(z)}. \] (34)

which gives us the form of \( h(z) \) used in this Corollary and Theorem 1. □

Note that the coefficients \( \{a_m\} \) can be computed easily using either the series \( f(z) \) or \( h(z) \). Also, since \( h(z) = 1/w(z) - 1 \), by Eq. (12), we have

\[ \frac{1}{1 + h} e^{-\frac{1}{1 + h}} = e^{-\frac{1}{2} z^2 - 1}. \] (35)

**Corollary 13.** Let

\[ \eta(u, z) = \exp(- \sum_{m=1}^{\infty} a_m u^m z^{1+m} \frac{\partial}{\partial z}) \cdot z. \]

Then

\[ \eta(u, z) = \frac{1}{u \sqrt{2 \log(1 + uz) - 2 + \frac{2}{1 + uz}}}. \] (36)

**Proof.** Solving \( z \) in terms of \( h \) using Eq. (35), we obtain

\[ z = \sqrt{2 \log(1 + h) - 2 + \frac{2}{1 + h}}. \]

When \( u = 1 \), the function \( \eta(1, z) \) is the compositional inverse function of \( h(z) \). Therefore

\[ \eta(1, z) = \sqrt{2 \log(1 + z) - 2 + \frac{2}{1 + z}}. \]

Note that the coefficient of \( z \) in \( \eta(1, z) \) is set to be 1. It is easy to see that

\[ u \eta(u, z) = \eta(1, uz). \]

This completes the proof. □
3.2. Proof of Propositions 4 and 7. In this subsection, we will prove Proposition 4 and Proposition 7. The main ingredient for the proof of these propositions is the Zassenhaus formula, which can be considered as the inverse of the Baker-Campbell-Hausdorff (BCH) formula.

The BCH formula is the expression of $Z$ as
$$Z = \log(e^X e^Y)$$
for two elements $X$ and $Y$ from some Lie algebra over a field of characteristic zero. A general formula was introduced by Eugene Dynkin in [5], expressing $Z$ as a sum of nested commutators involving $X$ and $Y$. If we add another parameter $\alpha$ to $Z$ by letting $Z = \log(e^{\alpha X} e^{\alpha Y})$, and write $Z = \sum_{m>0} \alpha^m Z_m$, the recursion relation in [25] allows us to compute $Z_m$ starting from $Z_1 = X + Y$. This relation and the general formula can be used in principal to construct the series $Z$ to arbitrary degree in terms of commutators. However, once we carry out the computation, we will meet its limitation very soon, since many identities involving the nested commutators, such as the Jacobi identity, are hidden inside the formula.

We use the notation “$ad^j$” to denote the following nested commutator,
$$ad^0_X Y = Y, \quad ad^1_X Y = [X, Y], \quad ad^j_X Y = [X, ad^{j-1}_X Y].$$

The Zassenhaus formula is known to be the inverse (or dual) of the BCH formula. It states that we can expand $e^{\alpha(X+Y)}$ as
$$e^{\alpha(X+Y)} = e^{\alpha X} e^{\alpha P_1} e^{\alpha^2 P_2} e^{\alpha^3 P_3} \ldots,$$
where, $P_1 = Y$, and for $n \geq 2$, $P_n$ is a homogeneous Lie polynomial in $X$ and $Y$ of degree $n$, (cf. [17]). The existence of such formula can be shown by using induction and the BCH formula on the product
$$e^{-\alpha P_n} e^{-\alpha P_{n-1}} e^{-\alpha X} e^{\alpha(X+Y)},$$
for $n \geq 2$. In fact, the result in (cf. [3]) shows that the term $P_n$ can be written as
$$P_n = -\frac{1}{n} \sum_{i=0}^{n-2} \frac{(-1)^{n-1}}{i!(n-1-i)!} ad^i_X ad^{n-1-i}_Y.$$

The Zassenhaus formula itself is a formal expression involving a product of infinite number of elements. When applying this formula on a specific case, one should check that the product of elements is well-defined and does not cause any problem of divergence. Later we will see that, in our case, the Zassenhaus formula works very well.

We mainly concern with the differential operators from the following three types:

$$g_1 = \left\{ X = \sum_{i \geq 0, j \geq 1} \alpha_{ij} t_i \frac{\partial}{\partial t_{i+j}} \bigg| \alpha_{ij} \text{ are constants} \right\},$$

$$g_2 = \left\{ Y = \sum_{i \geq 0} \beta_i \frac{\partial}{\partial t_i} \bigg| \beta_i \text{ are constants} \right\},$$

$$g_3 = \left\{ Z = \sum_{a,b \geq 0} \gamma_{ab} \frac{\partial^2}{\partial t_a \partial t_b} \bigg| \gamma_{ab} \text{ are constants, } \gamma_{ab} = \gamma_{ba} \right\}.$$
Each $g_i$ is a Lie algebra, and so is the direct sum $g_1 \oplus g_2 \oplus g_3$. In particular, elements in $g_2 \oplus g_3$ commute with each other. For $X, X' \in g_1, Y \in g_2, Z \in g_3$, we have

\[
[X, X'] \in g_1; \quad [X, Y] = -\sum_{i \geq 0, j \geq 1} \alpha_{ij} \beta_i \frac{\partial}{\partial t_i + j} \in g_2; \quad [X, Z] = -\sum_{a, b \geq 0, j \geq 1} 2\alpha_{aj} \gamma_{ab} \frac{\partial^2}{\partial t_a + j \partial t_b} \in g_3.
\]

Suppose we apply the Zassenhaus formula on $\exp(X + Y)$. Then we can write the operator as

\[
e^X e^{P_1(1)} e^{P_2(1)} e^{P_3(1)} \ldots,
\]

where, by Eq. (39),

\[
P_n^{(1)} = \frac{(-1)^{n-1}}{n!} a d_X^{n-1} Y.
\]

This is because $ad_X^{n-1} Y \in g_2$ for all $n \geq 1$, which means that $ad_Y^{n-1-i} Y = 0$ for $i \geq 1$. Hence all operators $P_n^{(1)}$ commute with each other, and

\[
\exp(X + Y) = \exp(X) \exp(\sum_{n=1}^{\infty} P_n^{(1)}).
\]

Also, observe that $ad_X^{n-1} Y$ is a first order differential operator that only contains operators $\partial/\partial t_a$ with $a \geq n$. Therefore, in $\sum_{n=1}^{\infty} P_n^{(1)}$, the coefficient of $\partial/\partial t_a$ is always finite for all $a \geq 1$. Similarly, we can easily obtain

\[
\exp(X + Z) = \exp(X) \exp(\sum_{n=1}^{\infty} P_n^{(2)}),
\]

with

\[
P_n^{(2)} = \frac{(-1)^{n-1}}{n!} a d_X^{n-1} Z,
\]

where $P_n^{(2)}$ is a second order differential operator that only contains operators $\partial t_a \partial t_b$ with $a + b \geq n - 1$. This guarantees that the operator $\sum_{n=1}^{\infty} P_n^{(2)}$ is well-defined. Our argument still works if we use variables $q_i$ with $i \geq 1$ for the operators. We can also check the validity of the two formulas (40) and (41) by applying the BCH formula on the right hand sides. And we refer the readers to the appendix for more details.

Now we apply Zassenhaus formula to some exponential operators used in our context. We first prove Proposition 4 which is the combination of Lemmas 14 and 15 below. We will apply Zassenhaus formula to the decomposition

\[
W = B_t + \frac{1}{2} Q_0^W + P_0
\]

as given in Eq. (18). It is easy to see that $B_t \in g_1, P_0 \in g_2$, and $Q_0^W \in g_3$. 
Lemma 14.

$$\exp(W) = \exp(\mathfrak{B}_t + \frac{1}{2} Q_0^W) \exp(P_t),$$

where

$$P_t = - \sum_{i=1}^{\infty} C_i u^2 \frac{\partial}{\partial t_i}$$

with $C_i$ defined by Eq. (11).

Proof. First we notice that $ad^{m-1}_\mathfrak{B}_t P_0 \in \mathfrak{g}_2$ for all $m \geq 1$, and since $P_0$ commute with $Q_0^W$, we have

$$ad^{m-1}_\mathfrak{B}_t + \frac{1}{2} Q_0^W P_0 = ad^{m-1}_\mathfrak{B}_t P_0.$$  

From the discussion before, we can compute $P_t$ in Eq. (42) as

$$P_t = \sum_{m=1}^{\infty} \frac{(-1)^{m-1}}{m!} ad^{m-1}_\mathfrak{B}_t P_0.$$  

For, $m \geq 1$, the formula for the nested commutator $ad^{m-1}_\mathfrak{B}_t P_0$ is in fact

$$ad^{m-1}_\mathfrak{B}_t P_0 = (-1)^m \sum_{i=m+1}^{\infty} \sum_{j=1}^{m} \left( \prod_{j=1}^{m} \frac{B_{2k_j}}{2k_j(2k_j-1)} \right) u^{4i-2m} \frac{\partial}{\partial t_{2i-m+1}}.$$  

We can check this using induction. In order to simplify the expression of equations later, we define the number $\tilde{B}_k$ to be

$$\tilde{B}_k = \frac{B_{2k}}{2k(2k-1)}.$$  

When $m = 1$,

$$ad^0_{\mathfrak{B}_t} P_0 = P_0 = - \sum_{i=1}^{\infty} \tilde{B}_i u^{4i-2} \frac{\partial}{\partial t_{2i}}.$$  

Assume the formula (43) holds for $m = n, n \geq 1$. Then, when $m = n + 1$, we have

$$ad^n_{\mathfrak{B}_t} P_0 = [\mathfrak{B}_t, ad^{n-1}_{\mathfrak{B}_t} P_0].$$  

For $k_{n+1} \geq 1$, since

$$\left[ \sum_{j=0}^{\infty} t_j \frac{\partial}{\partial t_{j+2k_{n+1}-1}}, \frac{\partial}{\partial t_i} \right] = - \frac{\partial}{\partial t_{i+2k_{n+1}-1}},$$
by the definition of $\mathcal{B}_i$ in Eq. (19), we have

$$ad^n_{\mathcal{B}_i} P_0 = \left[ \mathcal{B}_i, ad^{n-1}_{\mathcal{B}_i} P_0 \right]$$

$$= (-1)^{n+1} \sum_{k_{n+1}=1}^{\infty} \tilde{B}_{k_{n+1}} u^{2(2k_{n+1}-1)} \sum_{l=n}^{\infty} \sum_{k_{l} \geq 1 \atop \sum_{j=1}^{l} k_j = l} \left( \prod_{j=1}^{n} \tilde{B}_{k_j} \right) u^{4l-2n} \frac{\partial}{\partial t_{2l+2k_{n+1}-n}}$$

$$= (-1)^{n+1} \sum_{i=n+1}^{\infty} \sum_{k_{1}, \ldots, k_{n+1} \geq 1 \atop \sum_{j=1}^{i} k_j = i} \left( \prod_{j=1}^{n+1} \tilde{B}_{k_j} \right) u^{4i-2(n+1)} \frac{\partial}{\partial t_{2i-n}}.$$ 

This proves the formula for $ad^{m-1}_{\mathcal{B}_i} P_0$, and we obtain

$$P_t = -\sum_{i=1}^{\infty} \sum_{m=1}^{i} \frac{1}{m!} \sum_{k_{1}, \ldots, k_{m} \geq 1 \atop \sum_{j=1}^{m} 2k_j = i+m} \left( \prod_{j=1}^{m} \tilde{B}_{k_j} \right) u^{2i} \frac{\partial}{\partial t_{i+1}}.$$ 

Then the lemma follows from Eq. (11). \qed

Note that, by Eq. (9), we can obtain the operator $P$ in Theorem 1 from the change of variable as:

$$P = P_t \mid_{t_k = (2k-1)!q_{2k+1}}.$$

Next, we define another linear map $\Theta_2$ from the space of power series of $x$ and $y$ to the space of second order differential operators with constant coefficients of variables $t_i$ by the following formula

$$\Theta_2 \left( \sum_{i,j \geq 1} \alpha_{ij} x^i y^j \right) = \sum_{i,j \geq 1} \alpha_{ij} \frac{\partial^2}{\partial t_i \partial t_j},$$

where $\alpha_{ij}$ are constants. This map is an isomorphism when restricted to the subspaces

$$\Theta_2 : \left\{ \sum_{i,j \geq 1} \alpha_{ij} x^i y^j \mid \alpha_{ij} = \alpha_{ji} \right\} \longrightarrow \left\{ \sum_{i,j \geq 1} \alpha_{ij} \frac{\partial^2}{\partial t_i \partial t_j} \right\}$$

with the inverse map given by

$$\Theta_2^{-1} \left( \frac{\partial^2}{\partial t_i \partial t_j} \right) = \frac{1}{2} (x^i y^j + x^j y^i).$$

Using this isomorphism, we have the following lemma.

**Lemma 15.** Define the series $Q^B(x, y)$ to be

$$Q^B(x, y) = \frac{1 - \exp(\mathcal{B}(\frac{1}{x}) + \mathcal{B}(\frac{1}{y}))}{x + y}$$

$$= \frac{1 - \exp \left\{ \sum_{k=1}^{\infty} \frac{B_{2k}}{2k(2k-1)} (x^{2k-1} + y^{2k-1}) \right\}}{x + y}.$$
Then
\[
\exp(\mathfrak{B}_t + \frac{1}{2} Q_0^W) = \exp(\mathfrak{B}_t) \exp(\frac{1}{2} Q_0^W)
\]

where
\[
Q_t^W = \Theta_2(Q^B(x, y))|_{t_k \rightarrow u^{-2k-1}t_k}.
\]

**Proof.** Using the Zassenhaus formula, we can see that
\[
Q_t^W = \sum_{n=1}^{\infty} (-1)^{n-1} \frac{n}{n!} \text{ad}^{n-1} Q_0^W.
\]

Similar to the induction we have made in the proof of previous lemma, we can also derive the formula for the nested commutator \(\text{ad}^{n-1} Q_0^W\). First, for simplicity, we will use the following convention for summations and products:
\[
\sum_{k} \left( \cdots \right) = 0 \quad \text{and} \quad \prod_{k} \left( \cdots \right) = 1 \quad \text{for} \quad l > k.
\]

Using the notation (44), we have,
\[
\text{ad}^{n-1} Q_0^W = \sum_{k_1, \ldots, k_n \geq 1} \left( \prod_{m=1}^{n} B_{km} u^{2(2km-1)} \right)
\]
\[
\times \sum_{i, j \geq 0 \atop i + j = 2k-2} (-1)^{i+n} \sum_{l=0}^{n-1} \left( \frac{n-1}{l} \right) \frac{\partial^2}{\partial t_{i+i+n} \sum_{m=1}^{i+1} 2(2km-1) \partial t_{j+\sum_{m=1}^{n} 2(2km-1)}}.
\]

We prove this formula by induction on \(n\). In fact, when \(n = 1\),
\[
\text{ad}^0 Q_0^W = Q_0^W = \sum_{k \geq 1} \sum_{i, j \geq 0 \atop i + j = 2k-2} (-1)^{i+1} \frac{\partial^2}{\partial t_i \partial t_j}.
\]

Assume that, for \(n \geq 2\), the above formula for \(\text{ad}^{n-1} Q_0^W\) holds. Since
\[
\left[ \sum_{j=0}^{\infty} t_j \frac{\partial}{\partial t_{j+2k+1}}, \frac{\partial^2}{\partial t_a \partial t_b} \right] = -\frac{\partial^2}{\partial t_a \partial t_{b+2k+1}} - \frac{\partial^2}{\partial t_{a+2k+1} \partial t_b},
\]
we have

\[
\text{ad}^n_{\mathfrak{B}_t} Q^W_0 = [\mathfrak{B}_t, \text{ad}^{n-1}_{\mathfrak{B}_t} Q^W_0] = \sum_{k_1, \ldots, k_{n+1} \geq 1} \left( \prod_{m=1}^{n+1} \tilde{B}_{k_m} \mu^{2(k_m-1)} \right) \times \sum_{i, j \geq 0 \atop i + j = 2k_1 - 2} (-1)^{i+n+1} \left\{ \sum_{l=0}^{n-1} \binom{n-1}{l} \frac{\partial^2}{\partial t_i \sum_{m=2}^{i+1} (2(k_m-1)) \partial t_j \sum_{m=1}^{n+1} (2(k_m-1))} \right\} \times + \sum_{l=1}^{n} \frac{n-1}{l-1} \frac{\partial^2}{\partial t_i \sum_{m=2}^{l+1} (2(k_m-1)) \partial t_j \sum_{m=l+2}^{n+1} (2(k_m-1))} \right) \times \sum_{i, j \geq 0 \atop i + j = 2k_1 - 2} (-1)^{i+n+1} \sum_{l=0}^{n-1} \binom{n-1}{l} \frac{\partial^2}{\partial t_i \sum_{m=2}^{l+1} (2(k_m-1)) \partial t_j \sum_{m=l+2}^{n+1} (2(k_m-1))}.
\]

Note that in the above equation, we have used the Pascal’s rule

\[
\binom{n}{l} = \binom{n-1}{l-1} + \binom{n-1}{l},
\]

for \(1 \leq l \leq n - 1\). This shows that the above formula for the nested commutator \(\text{ad}^{n-1}_{\mathfrak{B}_t} Q^W_0\) is valid. Hence

\[
Q^W_t = \sum_{n=1}^{\infty} \frac{1}{n!} \sum_{k_1, \ldots, k_n \geq 1} \left( \prod_{m=1}^{n} \tilde{B}_{k_m} \mu^{2(k_m-1)} \right) \times \sum_{i, j \geq 0 \atop i + j = 2k_1 - 2} (-1)^{i+1} \sum_{l=0}^{n-1} \binom{n-1}{l} \frac{\partial^2}{\partial t_i \sum_{m=2}^{i+1} (2(k_m-1)) \partial t_j \sum_{m=l+2}^{n+1} (2(k_m-1))}.
\]

On the other hand, by the definition of \(Q^B(x, y)\) in the lemma, we have

\[
Q^B(x, y) = -\sum_{n=1}^{\infty} \frac{1}{n!} \left( \mathfrak{B} \left( \frac{1}{x} \right) + \mathfrak{B} \left( \frac{1}{y} \right) \right)^n \frac{1}{x+y} = \frac{\left( \mathfrak{B} \left( \frac{1}{x} \right) + \mathfrak{B} \left( \frac{1}{y} \right) \right) n}{x+y} \sum_{n=1}^{\infty} \frac{1}{n!} \left( \mathfrak{B} \left( \frac{1}{x} \right) + \mathfrak{B} \left( \frac{1}{y} \right) \right)^{n-1}.
\]
Since $x^{2k-1} + y^{2k-1} = (x + y) \sum_{i=0}^{2k-2} (-1)^i x^i y^{2k-2-i}$, we can expand $Q^B(x, y)$ as:

$$Q^B(x, y) = \left( \sum_{k=1}^{\infty} \tilde{B}_{k1} \sum_{i,j \geq 0 \atop i+j=2k-2} (-1)^{i+1} x^i y^j \right) \sum_{n=1}^{\infty} \frac{1}{n!} \sum_{l=0}^{n-1} \binom{n-1}{l} \mathcal{B}(1_x) \mathcal{B}(1_y)^{n-1-l}$$

$$= \left( \sum_{k=1}^{\infty} \tilde{B}_{k1} \sum_{i,j \geq 0 \atop i+j=2k-2} (-1)^{i+1} x^i y^j \right)$$

$$\times \sum_{n=1}^{\infty} \frac{1}{n!} \sum_{k_2, \ldots, k_n \geq 1} \binom{n-1}{l} \left( \prod_{m=2}^{l+1} \tilde{B}_{km} x^{2km-1} \right) \left( \prod_{m=l+2}^{n} \tilde{B}_{km} y^{2km-1} \right)$$

$$= \sum_{n=1}^{\infty} \frac{1}{n!} \sum_{k_1, \ldots, k_n \geq 1} \left( \prod_{m=1}^{n} \tilde{B}_{km} \right)$$

$$\times \sum_{i,j \geq 0 \atop i+j=2k_1-2} (-1)^{i+1} \sum_{l=0}^{n-1} \binom{n-1}{l} x^{i+\sum_{m=2}^{l+1} (2km-1)} y^{j+\sum_{m=l+2}^{n} (2km-1)}.$$

For the degree of $u$ in $Q^W_i$, observe that

$$i + \sum_{m=2}^{l+1} (2km-1) + j + \sum_{m=l+2}^{n} (2km-1) = -1 + \sum_{m=1}^{n} (2km-1).$$

Then $Q^W_i$ can be obtained from $\Theta_2(Q^B(x, y))$ by the variable change $t_k \rightarrow u^{-2k-1} t_k$. This completes the proof of the Lemma and Proposition 4. \( \square \)

Furthermore, we can write $Q^B(x, y)$ as the following expression, using the Stirling’s approximation for the gamma function (8):

$$Q^B(x, y) = \frac{1}{x+y} - \frac{1}{2\pi} \frac{1}{\sqrt{xy}} \frac{e^{\frac{1}{2} - \frac{1}{2} \Gamma(x/y)} - \Gamma(1) \Gamma(1/y)}{x+y}. \quad (45)$$

We will use the above expression later in our proofs. From the definition of $Q^B(x, y)$ in the previous lemma, we can see that its expansion is of the form

$$Q^B(x, y) = \sum_{i,j \geq 0} Q^B_{ij} x^i y^j, \quad (46)$$

for some constants $Q^B_{ij}$ with $Q^B_{ij} = Q^B_{ji}$. Now we check that the following action is well-defined:

$$\exp(\frac{1}{2} Q^W_i) \exp(P_t) \cdot \exp(F_K(t)).$$

The operator $\exp(P_t)$ performs a shift $t_k \rightarrow t_k - C_{k-1} u^{2k-2}$ for $k \geq 2$, which means that $t_0$ and $t_1$ remains unchanged, and other $t_k$ will be added by a term of $u$ with positive
degree $2k - 2$. Hence $\exp(P_t) \cdot \exp(F_K(t))$ is a well-defined formal series. Since the degree of $u$ in any term of the operator $Q^W_t$ is always positive, the coefficient of a fixed term in $\exp(\frac{1}{2} Q^W_t) \exp(P_t) \cdot \exp(F_K(t))$ can only be a finite summation. Hence the above action is well-defined.

We go back to Eq. (1). By Lemmas 14, 15 and the discussion above, we have concluded the relation (20) presented at the beginning of this section.

**Remark.** We note that Eq. (20) and the expression of $Q_B(x, y)$ are similar to results on page 11 of Givental’s paper [9]. Givental’s results also describe a relation between Kontsevich-Witten tau function and a generating function for Hodge integrals with a parametrization which is different from that of the Hodge tau function considered in this paper. The power series which determines the second order differential operator in his paper was deduced from the theory of Frobenius manifolds. In our case, the series $Q_B(x, y)$ arises naturally from the Zassenhaus formula. It is interesting to observe that these two power series are essentially the same up to change of signs.

To prove Proposition 7, we can use Zassenhaus formula to obtain a decomposition of the following form

$$\exp\left(\sum_{m>0} a_m u^m L_m\right) = \exp\left(\sum_{m>0} a_m u^m X_m\right) \exp\left(\frac{1}{2} Q^+\right).$$

(47)

To compute the operator $Q^+$, we set

$$X^+ = \sum_{m>0} a_m u^m X_m \quad \text{and} \quad Y^+ = \sum_{m>0} a_m u^m Y_m,$$

where $X_m$ and $Y_m$ are defined in Eq. (21). Since $X^+ \in g_1, Y^+ \in g_3$, we have

$$\frac{1}{2} Q^+ = \sum_{n=1}^{\infty} \frac{(-1)^{n-1}}{n!} a d^{n-1} X^+ Y^+.$$  

(48)

Such a decomposition is entirely similar to the case of $\exp(\sum_{m<0} a_m u^m L_m)$. To see this, first, we define $g'_1, g'_3$ to be

$$g'_1 = \left\{ \sum_{i \geq 1, j \geq 1} \alpha_{ij} q_{i+j} \frac{\partial}{\partial q_i} \bigg| \alpha_{ij} \text{ are constants} \right\},$$

$$g'_3 = \left\{ \sum_{a, b \geq 1} \gamma_{ab} q_a q_b \bigg| \gamma_{ab} \text{ are constants, } \gamma_{ab} = \gamma_{ba} \right\}.$$

By a similar discussion at the beginning of this subsection, we can see that $g'_1, g'_3$ and $g'_1 \bigoplus g'_3$ are all Lie algebras.

Let $\Xi$ be the Lie algebra isomorphism from $g'_1 \bigoplus g'_3$ to $g_1 \bigoplus g_3$ (in variables $q_i$) defined by

$$\Xi(q_{i+j} \frac{\partial}{\partial q_i}) = -\frac{i+j}{i} q_i \frac{\partial}{\partial q_{i+j}},$$

$$\Xi(q_{i+j} \frac{\partial}{\partial q_i}) = -\frac{i+j}{i} q_i \frac{\partial}{\partial q_{i+j}}.$$
The fact that $\Xi$ is a Lie algebra isomorphism is due to Lemma 19 in Appendix A.2.

For $m < 0$, we also write $L_m = X_m + Y_m$ where $X_m$ is defined as in Eq. (21) and

$$Y_m = \frac{1}{2} \sum_{a+b=-m} q_a q_b.$$ 

Set

$$X^- = \sum_{m<0} a_{-m} u^{-m} X_m \quad \text{and} \quad Y^- = \sum_{m<0} a_{-m} u^{-m} Y_m.$$ 

We can see that

$$\Xi(\ -X^-\ ) = X^+ \quad \text{and} \quad \Xi(\ -Y^-\ ) = Y^+.$$ 

Also, by the Zassenhaus formula, we have

$$\exp(\ -\sum_{m<0} a_{-m} u^{-m} L_m\ ) = \exp(\ -X^-\ ) \exp(\ -\frac{1}{2} Q^-\ ),$$

where

$$-\frac{1}{2} Q^- = \sum_{n=1}^{\infty} \frac{(-1)^{n-1}}{n!} ad_{-X^-}^{n-1}(Y^-).$$

Since $\Xi$ preserves the commutator relation, we can easily deduce that

$$\Xi(\ -Q^-\ ) = Q^+.$$ \hspace{1cm} (49)

Inspired by Lemma 4.5 in [14], we introduce a method to calculate the quadratic form $Q^-$ explicitly, and then obtain the form of $Q^+$ using the isomorphism $\Xi$.

Suppose $\{V_m\}$ is a set of differential operators indexed by negative integers satisfying

$$[V_m, V_n] = (m-n)V_{m+n}.$$ 

The first thing we want to do is to differentiate the operator $\exp(A(u))$ by $u$, where

$$A(u) = \sum_{m<0} \alpha_m u^{-m} V_m,$$

and $\alpha_m$ are constants. Then we have

**Lemma 16.** *For a fixed sequence of numbers $\{\alpha_m\}$, there exists a unique sequence $\{d_m\}$, such that*

$$\frac{\partial}{\partial u} e^{A(u)} = (\sum_{m<0} d_m u^{-m-1} V_m) e^{A(u)}.$$
Here we are dealing with differentiation of an operator-valued function. For more details about this and a proof of the above lemma, we refer the readers to Appendix A.3. Observe that, for negative integers \( m \), the sets of operators \( \{L_m\} \), \( \{X_m\} \) and \( \{z^{1-m} \partial / \partial z\} \) all satisfy the same commutator relation as \( \{V_m\} \) defined before. Hence they all satisfy Lemma 16.

Let

\[
E(u) = \exp\left(\sum_{m<0} \alpha_m u^{-m} L_m \right)
\]

\[
= \exp\left(\sum_{m<0} \alpha_m u^{-m} X_m \right) \exp\left(\frac{1}{2} Q^L(u) \right),
\]

where \( Q^L(u) \) is a quadratic form. Then,

\[
\frac{\partial}{\partial u} E(u) = \left( \frac{\partial}{\partial u} \exp\left(\sum_{m<0} \alpha_m u^{-m} X_m \right) \right) \exp\left(\frac{1}{2} Q^L(u) \right)
\]

\[
+ \exp\left(\sum_{m<0} \alpha_m u^{-m} X_m \right) \left( \frac{\partial}{\partial u} \exp\left(\frac{1}{2} Q^L(u) \right) \right).
\] (50)

Consider the first term on the right hand side of Eq. (50). Since \( \{X_m\} \) satisfy Lemma 16, we have

\[
\left( \frac{\partial}{\partial u} \exp\left(\sum_{m<0} \alpha_m u^{-m} X_m \right) \right) \exp\left(\frac{1}{2} Q^L(u) \right) = \left( \sum_{m<0} d_m u^{-m-1} X_m \right) E(u).
\]

For the second term on the right hand side of Eq. (50), its action on an arbitrary function \( G \) in variables \( q_i \) is

\[
\left\{ \exp\left(\sum_{m<0} \alpha_m u^{-m} X_m \right) \left( \frac{\partial}{\partial u} \exp\left(\frac{1}{2} Q^L(u) \right) \right) \right\} \cdot G
\]

\[
= \exp\left(\sum_{m<0} \alpha_m u^{-m} X_m \right) \cdot \left\{ \left( \frac{\partial}{\partial u} \exp\left(\frac{1}{2} Q^L(u) \right) \right) G \right\}
\]

\[
= \exp\left(\sum_{m<0} \alpha_m u^{-m} X_m \right) \cdot \left\{ \left( \frac{\partial}{\partial u} \frac{1}{2} Q^L(u) \right) \left( \exp\left(\frac{1}{2} Q^L(u) \right) G \right) \right\}
\]

\[
= \left\{ \exp\left(\sum_{m<0} \alpha_m u^{-m} X_m \right) \cdot \frac{\partial}{\partial u} \frac{1}{2} Q^L(u) \right\} \times \left\{ \exp\left(\sum_{m<0} \alpha_m u^{-m} X_m \right) \cdot \left( \exp\left(\frac{1}{2} Q^L(u) \right) G \right) \right\}
\]

\[
= \left\{ \exp\left(\sum_{m<0} \alpha_m u^{-m} X_m \right) \cdot \frac{\partial}{\partial u} \frac{1}{2} Q^L(u) \right\} E(u) \cdot G.
\]
\[
\begin{align*}
\exp(\sum_{m<0} \alpha_m u^{-m} X_m) \left( \frac{\partial}{\partial u} \exp\left(\frac{1}{2} Q^L(u)\right) \right) \\
= \left\{ \exp(\sum_{m<0} \alpha_m u^{-m} X_m) \cdot \frac{\partial}{\partial u} \frac{1}{2} Q^L(u) \right\} E(u).
\end{align*}
\]

Hence,
\[
\frac{\partial}{\partial u} E(u) = \left( \sum_{m<0} d_m u^{-m-1} X_m + \exp(\sum_{m<0} \alpha_m u^{-m} X_m) \cdot \frac{\partial}{\partial u} \frac{1}{2} Q^L(u) \right) E(u).
\]

On the other hand, applying Lemma 16 on the case \( V_m = L_m \), we have
\[
\frac{\partial}{\partial u} E(u) = \left( \sum_{m<0} d_m u^{-m-1} L_m \right) E(u).
\]

Therefore, since \( E(u) \) is invertible,\[
\frac{\partial}{\partial u} \frac{1}{2} Q^L(u) = \exp(-\sum_{m<0} \alpha_m u^{-m} X_m) \cdot \sum_{m<0} d_m u^{-m-1} Y_m. \tag{51}
\]

This gives us a way to compute \( Q^L(u) \) when the coefficients \( \{\alpha_m\} \), which also determines \( \{d_m\} \) by Lemma 16, are given. Note that by the definition of \( Y_m \), \( Y_{-1} \) is defined to be 0. And we can see from the above equation that the power of \( u \) for the term \( q_i q_j \) in \( Q^L(u) \) is always \( i + j \). Usually, an easy way to obtain \( \{d_m\} \) is to apply Lemma 16 on operators \( \{z^{1-m} \partial / \partial z\} \), when we know the explicit form of the function \( x(u, z) \) defined as
\[
x(u, z) = \exp(\sum_{m<0} \alpha_m u^{-m-1} \frac{\partial}{\partial z}) \cdot z. \tag{52}
\]

Again, by Lemma 16,
\[
\frac{\partial}{\partial u} \exp(\sum_{m<0} \alpha_m u^{-m} z^{1-m} \frac{\partial}{\partial z}) \\
= \left( \sum_{m<0} d_m u^{-m-1} z^{1-m} \frac{\partial}{\partial z} \right) \exp(\sum_{m<0} \alpha_m u^{-m} z^{1-m} \frac{\partial}{\partial z}).
\]

We use the operators on both sides of the above equation acting on \( z \). Since
\[
\frac{\partial}{\partial u} \exp(\sum_{m<0} \alpha_m u^{-m} z^{1-m} \frac{\partial}{\partial z}) \cdot z = \frac{\partial}{\partial u} \left( \exp(\sum_{m<0} \alpha_m u^{-m} z^{1-m} \frac{\partial}{\partial z}) \cdot z \right),
\]
we have
\[
\frac{\partial}{\partial u} x(u, z) = \left( \sum_{m<0} d_m u^{-m-1} z^{1-m} \frac{\partial}{\partial z} \right) x(u, z). \tag{53}
\]

So the coefficients \( \{d_m\} \) can be easily obtained by comparing the partial derivatives of \( x(u, z) \) with respect to \( u \) and \( z \). Now, for the sequence of numbers \( \{a_{-m}\} \) determined in Lemma 10, \( m < 0 \), let \( a_m = -a_{-m} \), then
\[
Q^L(u) = -Q^{-}. 
\]
Now, to determine $Q^-$, it is convenient to consider the power series $Q(x, y)$ defined by the following function

$$Q(x, y) = \log\left(\frac{1}{h(x)} - \frac{1}{h(y)}(\frac{xy}{y-x})\right), \quad (54)$$

where $h$ is the function defined in Corollary 12. The series can be obtained in the following way. Using the series $1/h$ in Corollary 12, we have

$$\left(\frac{1}{h(x)} - \frac{1}{h(y)}(\frac{xy}{y-x})\right) = xy \sum_{i=1}^{\infty} (-1)^i ib_i \frac{x^{i-2} - y^{i-2}}{y-x} = 1 + \sum_{i=3}^{\infty} (-1)^i ib_i \sum_{m=1}^{i-2} x^m y^{i-1-m}.\$$

Since the series $\sum_{i=3}^{\infty} (-1)^i ib_i \sum_{m=1}^{i-2} x^m y^{i-1-m}$ has no constant term, the logarithm of the above series is well-defined and we have

$$Q(x, y) = \sum_{n=1}^{\infty} \frac{(-1)^{n-1}}{n} \left( \sum_{i=3}^{\infty} (-1)^i ib_i \sum_{m=1}^{i-2} x^m y^{i-1-m} \right)^n.$$ 

Let the series $Q(x, y)$ be of the form

$$Q(x, y) = \sum_{i, j \geq 1} Q_{ij} x^i y^j, \quad (55)$$

for some constants $Q_{ij}$. From the definition (54) we can see that $Q(x, y) = Q(y, x)$. Hence $Q_{ij} = Q_{ji}$. Next, similar to the map $\Theta_2$, we define the linear map $\Theta_3$ from the space of power series of $x$ and $y$ to the space of quadratic functions with constant coefficients in variables $q_i$ by the following formula

$$\Theta_3\left( \sum_{i, j \geq 1} \alpha_{ij} x^i y^j \right) = \sum_{i, j \geq 1} \alpha_{ij} q_i q_j,$$

where $\alpha_{ij}$ are constants. This map is an isomorphism when restricted to the subspaces

$$\Theta_3 : \left\{ \sum_{i, j \geq 1} \alpha_{ij} x^i y^j \mid \alpha_{ij} = \alpha_{ji} \right\} \rightarrow \left\{ \sum_{i, j \geq 1} \alpha_{ij} q_i q_j \right\}$$

with the inverse map given by

$$\Theta_3^{-1}(q_i q_j) = \frac{1}{2}(x^i y^j + x^j y^i).$$

Now we prove that

**Lemma 17.**

$$Q^- = \Theta_3(Q(x, y))|_{q_k \rightarrow u^k q_k}.$$
Proof. After setting $\alpha_m = -a_m$, the function $x(u, z)$ defined in Eq. (52) becomes $\eta = \eta(u, z)$ defined in Corollary 13. Since

$$\frac{\partial}{\partial u} \eta(u, z) = -\frac{\eta}{u} + \frac{z^2}{u(1 + uz)^2} \frac{1}{\eta}$$

and

$$\frac{\partial}{\partial z} \eta(u, z) = \frac{z}{(1 + uz)^2} \frac{1}{\eta},$$

we have

$$\frac{\partial}{\partial u} \eta(u, z) = \left( \frac{z}{u} - \frac{(1 + uz)^2}{uz} \eta^2 \right) \frac{\partial}{\partial z} \eta(u, z)$$

$$= \left( \sum_{n=2}^{\infty} (-1)^{n-1} \frac{4}{(n + 1)n(n - 1)} u^{n-2}z^n \right) \frac{\partial}{\partial z} \eta(u, z).$$

From Eq. (53), we can see that, in this case,

$$d_{-n+1} = (-1)^{n-1} \frac{4}{(n + 1)n(n - 1)}$$

for $n \geq 2$. Let

$$Q^- = \sum_{i, j \geq 1} Q^-_{ij} u^i q_j$$

for some constants $Q^-_{ij}$ with $Q^-_{ij} = Q^-_{ji}$. Note that as explained in the remark after Eq. (51), the power of $u$ before $q_i q_j$ should be $i + j$. Hence

$$-\frac{1}{2} \frac{\partial}{\partial u} Q^- = -\frac{1}{2} \sum_{i, j \geq 1} (i + j) Q^-_{ij} u^{i+j-1} q_i q_j.$$ 

On the other hand, by Eq. (51),

$$-\frac{1}{2} \frac{\partial}{\partial u} Q^- = \exp \left( \sum_{m < 0} a_m u^{-m} X_m \right) \cdot \left( \sum_{n=2}^{\infty} d_{-n+1} u^{n-2} Y_{-n+1} \right).$$

(56)

We want to find a series $T(x, y)$, such that

$$T(x, y) = \sum_{n=3}^{\infty} \frac{1}{2} d_{-n+1} \sum_{i=1}^{n-2} x^i y^{n-1-i},$$

which gives us

$$\Theta_3(T(x, y)) = \sum_{n=3}^{\infty} \frac{1}{2} d_{-n+1} \sum_{i=1}^{n-2} q_i q_{n-1-i} = \sum_{n=2}^{\infty} d_{-n+1} Y_{-n+1}.$$
This series is nothing but the following one

\[ T(x, y) = \frac{x}{x-y} \left( \frac{1+y}{y} \right)^2 \log(1+y) - \frac{y}{x-y} \left( \frac{1+x}{x} \right)^2 \log(1+x) - \frac{1}{x} - \frac{1}{x} - \frac{3}{2}. \]

One way to see this is that

\[ \frac{x-y}{xy} \sum_{n=3}^{\infty} \frac{1}{2} d_{n+1} \sum_{i=1}^{n-2} x^i y^{n-1-i} \]

\[ = \sum_{n=3}^{\infty} (-1)^{n-1} \frac{2}{(n+1)n(n-1)} (x^{n-2} - y^{n-2}) \]

\[ = \sum_{n=3}^{\infty} (-1)^{n-1} \left( \frac{1}{n+1} - \frac{2}{n} + \frac{1}{n-1} \right) (x^{n-2} - y^{n-2}) \]

\[ = - \frac{1}{x^2} (\log(1+x) - x + \frac{x^2}{2} - \frac{x^3}{3}) - \frac{2}{x^2} (\log(1+x) - x + \frac{x^2}{2}) - \frac{1}{x} (\log(1+x) - x) \]

\[ + \frac{1}{y^2} (\log(1+y) - y + \frac{y^2}{2} - \frac{y^3}{3}) + \frac{2}{y^2} (\log(1+y) - y + \frac{y^2}{2}) + \frac{1}{y} (\log(1+y) - y) \]

\[ = \frac{1}{y} \left( \frac{1+y}{y} \right)^2 \log(1+y) - \frac{1}{x} \left( \frac{1+x}{x} \right)^2 \log(1+x) - \frac{1}{y^2} + \frac{1}{x^2} - \frac{3}{2y} + \frac{3}{2x} \]

\[ = \frac{x-y}{xy} T(x, y). \]

Note that \( T(x, y) = T(y, x) \). Similar to the isomorphism \( \Theta_1 \) defined in Sect. 3.1, we define

\[ \Theta_1 \left( \sum_{i=1}^{\infty} \alpha_i x^i \right) = \Theta_1 \left( \sum_{i=1}^{\infty} \alpha_i y^i \right) = \sum_{i=1}^{\infty} \alpha_i q_i \]

for constants \( \alpha_i \). In fact, it is easy to see that, for two series \( f_1(x), f_2(y) \)

\[ \Theta_3(f_1(x) f_2(y)) = \Theta_1(f_1(x)) \Theta_1(f_2(y)). \]

On the other hand, since \( h^i(z) = e^{\Phi^z_i} \cdot z^i \) by the definition of \( h \) in Corollary 12, by Eq. (24), we have

\[ \Theta_1(h^i(x)) \Theta_1(h^j(y)) = \exp(\sum_{m<0} a_{-m} X_m) \cdot (q_i q_j) \]

for all \( i, j \geq 1 \). This implies that

\[ \Theta_3 \left( \sum_{n=1}^{\infty} \frac{1}{2} d_{n+1} \sum_{i=1}^{n-2} h^i(x) h^{n-1-i}(y) \right) \]

\[ = \exp(\sum_{m<0} a_{-m} X_m) \cdot \left( \sum_{n=3}^{\infty} \frac{1}{2} d_{n+1} \sum_{i=1}^{n-2} q_i q_{n-1-i} \right). \]
Then, by Eq. (56), and setting $u = 1$, we have

$$
\Theta_3 \left( T(h(x), h(y)) \right) = -\frac{1}{2} \sum_{i, j \geq 1} (i + j) Q_{ij} q_i q_j = -\frac{1}{2} \Theta_3 \left( \sum_{i, j \geq 1} (i + j) Q_{ij} x^i y^j \right).
$$

The series $h$ has no constant term. Hence the composition $T(h(x), h(y))$ is well-defined. Since both sides of the above equation are symmetric with respect to $x$ and $y$, we obtain

$$
T(h(x), h(y)) = -\frac{1}{2} \sum_{i, j \geq 1} (i + j) Q_{ij} x^i y^j. \quad (57)
$$

To simplify the expression for $T(h(x), h(y))$, we take derivative of both sides of Eq. (35) with respect to $z$ and replacing $e^{-\frac{1}{2}z^2} - 1$ by the left hand of the Eq. (35). We then obtain the following formula for the derivative of $h(z)$:

$$
\frac{dh}{dz} = \frac{z(1 + h)^2}{h}. \quad (58)
$$

Also, after taking the logarithm on Eq. (35), we can obtain an expression for $\log(1 + h)$,

$$
\log(1 + h) = \frac{1}{2} z^2 + \frac{h}{1 + h}.
$$

Therefore,

$$
\frac{(1 + h)^2}{h^2} \log(1 + h) = \frac{1}{2} \frac{d}{dz} \left( \frac{h}{1 + h} \right) = \frac{1}{2} \frac{d}{dz} \left( \frac{h}{1 + h} \right) + \frac{1}{h} + 1.
$$

Using the above equation, we obtain

$$
T(h(x), h(y)) = \frac{h(x)}{h(x) - h(y)} \left( \frac{y}{2h(y)} \frac{dh(y)}{dy} + \frac{1}{h(y)} + 1 \right)
- \frac{h(y)}{h(x) - h(y)} \left( \frac{x}{2h(x)} \frac{dh(x)}{dx} + \frac{1}{h(x)} + 1 \right)
- \frac{1}{h(x)} - \frac{1}{h(y)} - \frac{3}{2},
$$

$$
= \frac{h(x) - h(y)}{2(h(x) - h(y))} \left( \frac{y}{h^2(y)} \frac{dh(y)}{dy} - \frac{x}{h^2(x)} \frac{dh(x)}{dx} + \frac{1}{h(x)} \right).
$$

By Eq. (57), we have

$$
\sum_{i, j \geq 1} Q_{ij} (i + j) x^i y^j = \left( \frac{1}{h(x)} - \frac{1}{h(y)} \right) \left( \frac{d(x/h(x))}{dx} - \frac{d(y/h(y))}{dy} \right).
$$

We replace $x$ and $y$ by $ux$ and $uy$ respectively in the above equation. By the chain rule, we have

$$
\sum_{i, j \geq 1} Q_{ij} (i + j) u^{i+j-1} x^i y^j = \left( \frac{u}{h(ux)} - \frac{u}{h(uy)} \right) \left( \frac{\partial}{\partial u} \left( \frac{u}{h(ux)} - \frac{u}{h(uy)} \right) \right). \quad (58)
$$
By the formula of $1/h$ in Corollary 12, we have

\[
\frac{u}{h(ux)} - \frac{u}{h(uy)} = \frac{1}{x} - \frac{1}{y} + \sum_{n=3}^{\infty} (-1)^{n-1} nb_n u^{n-1} (x^{n-2} - y^{n-2})
\]

\[
= \left( \frac{1}{x} - \frac{1}{y} \right) \left( 1 + \sum_{n=3}^{\infty} (-1)^{n} nb_n u^{n-1} \sum_{i=1}^{n-2} x^i y^{n-1-i} \right).
\]

Let

\[
K(x, y, u) = \left( \frac{1}{x} - \frac{1}{y} \right)^{-1} \left( \frac{u}{h(ux)} - \frac{u}{h(uy)} \right) = \frac{xy}{y-x} \left( \frac{u}{h(ux)} - \frac{u}{h(uy)} \right).
\]

Then

\[
K(x, y, u) = 1 + \sum_{n=3}^{\infty} (-1)^{n} nb_n u^{n-1} \sum_{i=1}^{n-2} x^i y^{n-1-i}
\]

and $\log K(x, y, u)$ is well-defined. Equation (58) can be written as

\[
\sum_{i, j \geq 1} Q^-(i + j) u^{i+j-1} x^i y^j = K(x, y, u) - \frac{\partial}{\partial u} K(x, y, u) = \frac{\partial}{\partial u} \log K(x, y, u).
\]

This shows that both series $\sum_{i, j \geq 1} Q^-(i + j) u^{i+j-1} x^i y^j$ and $\log K(x, y, u)$ have the same derivatives with respect to $u$ and both of them are 0 at $u = 0$. Therefore we have

\[
\sum_{i, j \geq 1} Q^+(i + j) u^{i+j} x^i y^j = \log K(x, y, u) = Q(ux, uy).
\]

Applying $\Theta_3$ on both sides of this equation, we obtain the lemma.

\[\square\]

**Remark.** Until now, we have introduced two series $Q^B(x, y)$ and $Q(x, y)$. In this paper, we use the formal power series to describe the coefficients of our differential operators, and we only need to capture the values of the coefficients in the series. The values of $x$ and $y$ are not important to us.

Using the relation (49), we can deduce that

**Corollary 18.** The operator $Q^+$ in Eq. (47) is given by

\[
Q^+ = \sum_{i, j \geq 1} Q_{ij} u^{i+j} x^i y^j \frac{\partial^2}{\partial q_i \partial q_j}.
\]

This completes the proof of Proposition 7.
3.3. Proof of Proposition 8. To prove this proposition, it is equivalent to show that

\[ Q_{ij}^B = (2i + 1)!!(2j + 1)!!Q_{2i+1,2j+1}. \]

where \( Q_{ij}^B \) are the coefficients of the series \( Q^B(x, y) \) defined in Eq. (46) and \( Q_{ij} \) are the coefficients of the series \( Q(x, y) \) defined in Eqs. (54) and (55), \( i, j \geq 0 \). Let

\[ \Delta(x, y) = x \frac{\partial}{\partial y} Q(x, y) = x \frac{\partial}{\partial y} \log \left( \frac{1}{h(x)} - \frac{1}{h(y)} \right)(\frac{xy}{y - x}) \].

Since \( h = w^{-1} - 1 \) by Eq. (34), we have

\[ \Delta(x, y) = x \frac{w'(y)}{w(y) - w(x)} + \frac{x}{x - y} + \frac{xw'(y)}{1 - w(y)} + \frac{x}{y}. \]  

(59)

Using the Gaussian integral

\[ \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} e^{-\frac{z^2}{2}} dz = (2k + 1)!!, \quad k \geq 0, \]

We consider the following integral transform

\[ I(x, y) = \frac{1}{2\pi} \int_{\mathbb{R}^2} \Delta(xt, ys) e^{-\frac{t^2 + s^2}{2}} dt ds. \]

On one hand, from Eq. (55), we can see that the expansion of \( \Delta(x, y) \) is of the form

\[ \Delta(x, y) = \sum_{i, j \geq 1} jQ_{ij} x^{i+1} y^{j-1}. \]

Hence the expansion of \( I(x, y) \) is

\[ I(x, y) = \frac{x}{y} \sum_{a, b \geq 0} Q_{2a+1,2b+1} (2a + 1)!!(2b + 1)!!x^{2a+1} y^{2b+1}. \]  

(60)

On the other hand, for the last two terms on the right hand side of Eq. (59),

\[ \int_{\mathbb{R}} \left( \frac{xtw'(ys)}{1 - w(ys)} + \frac{xt}{ys} \right) e^{-\frac{t^2}{2}} dt = 0 \]

since the integrant is skew symmetric with respect to \( t \). Therefore we only need to consider the integral transform of the first two terms of Eq. (59), namely

\[ I(x, y) = \frac{1}{2\pi} (I_1 + I_2), \]

where

\[ I_1 = \int_{\mathbb{R}^2} \frac{xtw'(ys)}{w(ys) - w(xt)} e^{-\frac{t^2 + s^2}{2}} dt ds, \]

\[ I_2 = \int_{\mathbb{R}^2} \frac{xt}{xt - ys} e^{-\frac{t^2 + s^2}{2}} dt ds. \]
We first calculate the double integral $I_1$. Let $w_1 = w(xt)$, $w_2 = w(ys)$. From now on we consider $w_1$ and $w_2$ as functions in variable $t$ and $s$ respectively, and treat $x$ and $y$ as non-zero constants. By the relation

$$x = w'(x)(1 - w^{-1}(x))$$

in Eq. (14), we can transform $I_1$ into the following form

$$I_1 = \int_{\mathbb{R}^2} \frac{1}{xy} \frac{dw_1}{dr} \frac{dw_2}{ds} (1 - \frac{1}{w_1}) \frac{1}{w_2 - w_1} e^{-\frac{y^2 x^2}{2}} dr ds.$$

Observe that the two series $v$ and $w$ introduced in Sect. 2.3 have the relation $w(-z) = v(z)$. We extend the domain of $w$ to $\mathbb{R}$ by defining $w(z) = v(-z)$ for $z < 0$. Then the range of $w$ is $(0, \infty)$. Also $w(xt)$ satisfies

$$w(xt)e^{1-w(xt)} = \left( e^{-\frac{x^2}{2}} \right)^{x^2}$$

by Eq. (12). Hence

$$e^{-\frac{x^2}{2}} = w_1^{-x^2} e^{-x^2 - w_1 x^2}.$$

The integral $I_1$ can be written as

$$I_1 = \frac{e^{x^2+y^2}}{xy} \int_0^\infty \int_0^\infty (1 - \frac{1}{w_1}) \frac{1}{w_2 - w_1} w_1^{-x^2} w_2^{-y^2} e^{-w_1 x^2 - w_2 y^2} dw_1 dw_2.$$

Consider the change of variables $(w_1, w_2) \rightarrow (z, u)$, $w_1 = x^2 z u$, $w_2 = y^2 z (1 - u)$. Since $w_1, w_2 > 0$, and

$$z = w_1 x^{-2} + w_2 y^{-2}, \quad u = \frac{w_1 x^{-2}}{w_1 x^{-2} + w_2 y^{-2}},$$

we have $z \in (0, \infty)$ and $u \in (0, 1)$. Then

$$I_1 = \frac{e^{x^2+y^2}}{xy} (x^2 y^{-2})^{1+y^2} \int_0^1 \int_0^\infty (1 - \frac{1}{x^2 z u}) \frac{u^{-2}(1-u)^{y^2}}{y^2 - (x^2 + y^2) u} z^{x^2+y^2} e^{-z} dz du.$$

We solve the double integral in the above equation by two steps. First, we integrate by $z$. Using formula (7), we have

$$\frac{u^{-2}(1-u)^{y^2}}{y^2 - (x^2 + y^2) u} \int_0^\infty (1 - \frac{1}{x^2 z u}) z^{x^2+y^2} e^{-z} dz$$

$$= \frac{u^{-2}(1-u)^{y^2}}{y^2 - (x^2 + y^2) u} \left( u \int_0^\infty z^{x^2+y^2} e^{-z} dz - \int_0^\infty z^{x^2+y^2-1} e^{-z} dz \right)$$

$$= \frac{u^{-2}(1-u)^{y^2}}{y^2 - (x^2 + y^2) u} \left( u \Gamma(x^2 + y^2 + 1) - x^2 \Gamma(x^2 + y^2) \right)$$

$$= \frac{(x^2 + y^2) u - x^{-2} \Gamma(x^2 + y^2) u^{x^2-1}(1-u)^{y^2}}{y^2 - (x^2 + y^2) u}$$

$$= -x^{-2} y^2 \Gamma(x^2 + y^2) u^{x^2-1}(1-u)^{y^2}.$$
Secondly, we integrate by $u$. Using formula (16), we have

$$
\int_0^1 u^{y-2-1}(1-u)^{y-2} du = B(x^{-2}, y^{-2} + 1).
$$

Hence,

$$
I_1 = -\frac{1}{xy} e^{x^{-2}+y^{-2}} (x^2)^{x^{-2}} (y^2)^{y^{-2}} \Gamma(x^{-2} + y^{-2}) B(x^{-2}, y^{-2} + 1)
$$

$$
= -\frac{x e^{x^{-2}+y^{-2}}}{y} (x^2)^{x^{-2}} (y^2)^{y^{-2}} \frac{\Gamma(x^{-2}) \Gamma(y^{-2})}{x^2 + y^2},
$$

where the second step above is from Eq. (17). For the second integral $I_2$, we consider the change of variables $u = t - \frac{y}{x}s$, $z = s$. Then $I_2$ can be transformed into

$$
I_2 = -\int_{\mathbb{R}^2} u + \frac{yz}{u} e^{-\frac{(ux+yz)^2}{2}} e^{-\frac{z^2}{2}} du dz
$$

$$
= \int_{\mathbb{R}^2} e^{-\frac{(ux+yz)^2}{2}} e^{-\frac{z^2}{2}} dz + \frac{y}{x} \int_{\mathbb{R}^2} zu^{-1} e^{-\frac{(ux+yz)^2}{2}} e^{-\frac{z^2}{2}} du dz.
$$

Next, we will use the following two formulas of the Gaussian integral to calculate the above integral $I_2$: For $a > 0$,

$$
\int_{-\infty}^{\infty} e^{-ax^2-bx} dx = \sqrt{\pi} \frac{b^2}{a e^{\frac{b^2}{4a}}}
$$

and

$$
\int_{-\infty}^{\infty} xe^{-ax^2-bx} dx = -\sqrt{\pi b} a^{-\frac{3}{2}} e^{\frac{b^2}{4a}}.
$$

First, we compute

$$
\int_{\mathbb{R}^2} e^{-\frac{(ux+yz)^2}{2}} e^{-\frac{z^2}{2}} du dz = \int_{-\infty}^{\infty} e^{-\frac{x^2}{2}} \int_{-\infty}^{\infty} e^{-\frac{y^2}{2}} dz du
$$

$$
= \sqrt{2\pi} \int_{-\infty}^{\infty} e^{-\frac{z^2}{2}} dz = 2\pi,
$$

and

$$
\int_{\mathbb{R}^2} zu^{-1} e^{-\frac{(ux+yz)^2}{2}} e^{-\frac{z^2}{2}} du dz = \int_{-\infty}^{\infty} u^{-1} e^{-\frac{u^2}{2}} \int_{-\infty}^{\infty} ze^{-\frac{x^2}{2}} e^{-\frac{y^2}{2}} du dz
$$

$$
= -\sqrt{2\pi} \frac{y}{x} (\frac{x^2 + y^2}{x^2})^{-\frac{3}{2}} \int_{-\infty}^{\infty} e^{-\frac{z^2}{2}} e^{-\frac{y^2}{2}} du
$$

$$
= -2\pi \frac{xy}{x^2 + y^2}.
$$
Then we have
\[
I_2 = 2\pi - 2\pi \frac{y}{x} \frac{xy}{x^2 + y^2} = 2\pi \frac{x^2}{x^2 + y^2}.
\]

Finally, we obtain
\[
\frac{y}{x} I(x, y) = \frac{1}{2\pi} \frac{x y}{x^2 + y^2} - \frac{1}{2\pi} \frac{(x^2)^{x^2-2}(y^2)^{y^2-2}e^{x^2+y^2}}{x^2 + y^2} \frac{1}{\Gamma(x^2)} \frac{1}{\Gamma(y^2)}
\]
\[
= xy Q^B(x^2, y^2),
\]
where the last step above is by Eq. (45). Using equations (60) and (46), we can deduce that
\[
(2a + 1)!!(2b + 1)!! Q_{2a+1,2b+1}^L = Q^B_{ab}.
\]
This completes the proof of Proposition 8 and thus also completes the proof of Theorem 1.

\[\square\]

4. Proof of Corollary 6

We prove Corollary 2 in this section. Our following discussion is quite similar to the one in [2], except that it is based on Theorem 1 we have proved, and we also use the Zassenhaus formula, which is more clear in terms of the computation here. Later we can see that, since Eq. (63) holds for any set of coefficients \( \{l_m\} \), the expression similar to Eq. (2) that connects the two tau-functions using exponential of Virasoro operators and first order differential operators is not unique.

The Virasoro constraints for the Kontsevich-Witten tau-function in variables \( t \) are (cf. [13]):
\[
\hat{L}_m = \sum_{k \geq m} \frac{(2k + 1)!!}{(2k - 2m - 1)!!} t_{k-m} \frac{\partial}{\partial t_k} + \frac{1}{2} \sum_{k+l=m-1} (2k + 1)!!(2l + 1)!! \frac{\partial^2}{\partial t_k \partial t_l}
\]
\[
-(2m + 3)!! \frac{\partial}{\partial t_{m+1}} + \frac{t_0^2}{2} \delta_{m,-1} + \frac{1}{8} \delta_{m,0}, \quad (m = 0, 1, 2, \ldots)
\]
such that
\[
\hat{L}_m \cdot \exp(F_K(t)) = 0,
\]
for \( m \geq -1 \). If we remove the terms in \( L_{2m} \) involving the even variables \( q_{2k} \), then it coincides with the sum of the first two terms of the operator \( \hat{L}_m \) after the variable change \( t_k = (2k - 1)!! q_{2k+1} \). Now, we choose the Virasoro constraints \( \hat{L}_m \) with \( m \geq 1 \). Since \( \exp(F_K(q)) \) has no even variables \( q_{2k} \), we can deduce that,
\[
\hat{V}_{2m} \cdot \exp(F_K(q)) = 0,
\]
where
\[
\hat{V}_{2m} = L_{2m} - (2m + 3) \frac{\partial}{\partial q_{2m+3}}.
\]
Hence, for any sequence of numbers \( \{l_m\} \), we have
\[
\exp\left(\sum_{m=1}^{\infty} l_m \bar{V}_{2m}\right) \cdot \exp(F_K(q)) = \exp(F_K(q)).
\]

Using the Zassenhaus formula, we have
\[
\exp\left(\sum_{m=1}^{\infty} l_m \bar{V}_{2m}\right) = \exp\left(\sum_{m=1}^{\infty} l_m L_{2m}\right) \exp\left(-\sum_{k=1}^{\infty} \tilde{b}_k \frac{\partial}{\partial q^{2k+3}}\right),
\]
for a set of numbers \( \{\tilde{b}_k\} \) with
\[
\tilde{b}_1 = 5l_1;
\]
\[
\tilde{b}_k = (2k + 3)l_k + (2k + 3) \sum_{n \geq 2} \frac{1}{n!} \sum_{m_j \geq 1 \atop \sum_{j=1}^{n} m_j = k} l_{m_1}(3 + 2m_1) \ldots l_{m_n}(3 + 2 \sum_{j=1}^{n} m_j).
\]

The above formula can be obtained using the methods introduced in the proof of Lemma 14. The induction is entirely similar. So here we will skip the details, and only give the formula for the nested commutator
\[
ad_{\sum_{m=1}^{n-1} l_m L_{2m}} (-\sum_{m=1}^{\infty} l_m (2m + 3) \frac{\partial}{\partial q^{2m+3}})
= (-1)^n \sum_{k=1}^{\infty} \sum_{m_j \geq 1 \atop \sum_{j=1}^{n} m_j = k} l_{m_1}(3 + 2m_1) \ldots l_{m_n}(3 + 2 \sum_{j=1}^{n} m_j) \frac{\partial}{\partial q^{2k+3}}.
\]

We can also see from Eq. (62) that \( \{\tilde{b}_k\} \) uniquely determine the coefficients \( \{l_m\} \) and vice versa, using the same deduction in the proof of Lemma 10. And replacing \( l_m \) with \( u^{2m} l_m \), we have
\[
\exp\left(\sum_{m=1}^{\infty} l_m u^{2m} \bar{V}_{2m}\right) = \exp\left(\sum_{m=1}^{\infty} l_m u^{2m} L_{2m}\right) \exp\left(-\sum_{k=1}^{\infty} \tilde{b}_k u^{2k} \frac{\partial}{\partial q^{2k+3}}\right).
\]

Hence, we can conclude that
\[
\exp\left(-\sum_{k=1}^{\infty} \tilde{b}_k u^{2k} \frac{\partial}{\partial q^{2k+3}}\right) \cdot \exp(F_K(q)) = \exp\left(-\sum_{m=1}^{\infty} l_m u^{2m} L_{2m}\right) \cdot \exp(F_K(q)).
\]

In our case, if we set \( \tilde{b}_k = b_{2k+1} \), then the operator \( \exp(P) \) in Theorem 1 can be replaced by the exponential of Virasoro operators at the right hand side of the above equation with the corresponding coefficients \( \{l_m\} \). Another way to represent the relationship between the two sets of coefficients \( \{b_{2k+1}\} \) and \( \{l_m\} \), like we have done before, is to use a power series. Let
\[
\theta(z) = \exp\left(-\sum_{m=1}^{\infty} l_m z^{1-2m} \frac{\partial}{\partial z}\right) \cdot z.
\]
Then, by Eq. (22),
\[ \theta^{-3}(z) = \exp\left(- \sum_{m=1}^{\infty} l_m z^{1-2m} \frac{\partial}{\partial z}\right) \cdot z^{-3} = z^{-3} + 3 \sum_{n \geq 1} \frac{1}{n!} \sum_{m_1, \ldots, m_n \geq 1} l_{m_1}(3 + 2m_1) \cdots l_{m_n}(3 + 2 \sum_{j=1}^{n-1} m_j) z^{-3-2 \sum_{j=1}^{n-1} m_j}. \]

And by Eq. (62), we have
\[ \theta^{-3}(z) = 3 \sum_{k=0}^{\infty} \frac{b_{2k+1}}{2k+3} z^{2k-3}, \]
which gives us
\[ \theta(z) = \left( 3 \sum_{k=0}^{\infty} \frac{b_{2k+1}}{2k+3} z^{2k-3} \right)^{-\frac{1}{3}}. \]

Note that if we transform the above equation into
\[ \frac{1}{3 \theta^3(z)} = \frac{1}{3z^3} = \sum_{k=1}^{\infty} \frac{b_{2k+1}}{2k+3} z^{-2k-3}, \]
this expression is very similar to Eq. (2.146) in [2]. The first few terms of \( \theta(z) \) are
\[ \theta(z) = z - \frac{1}{180} z^{-1} - \frac{67}{453,600} z^{-3} + \ldots \]

Furthermore, the following two operators can be combined into one using the Baker-Campbell-Hausdorff formula:
\[ \exp\left( \sum_{m=1}^{\infty} a_m u^m L_m \right) \exp\left( - \sum_{m=1}^{\infty} l_m u^{2m} L_{2m} \right) = \exp\left( \sum_{m=1}^{\infty} e_m u^m L_m \right). \]

Since \( \{u^m L_m\} \) and \( \{z^{1-m} \partial/\partial z\} \) satisfy the same commutator relation as \( V_m \), that is, \( [V_m, V_n] = (m-n)V_{m+n} \), it is easy to see that
\[ \exp\left( \sum_{m=1}^{\infty} a_m z^{1-m} \frac{\partial}{\partial z}\right) \exp\left( - \sum_{m=1}^{\infty} l_m z^{1-2m} \frac{\partial}{\partial z}\right) = \exp\left( \sum_{m=1}^{\infty} e_m z^{1-m} \frac{\partial}{\partial z}\right). \]

Using \( \theta(z) \), we can obtain the coefficients \( \{e_m\} \) from the following series
\[ \exp\left( \sum_{m=1}^{\infty} e_m z^{1-m} \frac{\partial}{\partial z}\right) \cdot z = \theta\left( \exp\left( \sum_{m=1}^{\infty} a_m z^{1-m} \frac{\partial}{\partial z}\right) \cdot z \right) = \theta(f(z)), \quad (64) \]
where $f(z)$ is defined in Eq. (28). This proves Corollary 2. The first few terms of $\theta(f(z))$ are

$$\theta(f(z)) = z + \frac{2}{3} - \frac{4}{45}z^{-1} + \frac{2}{45}z^{-2} + \ldots$$

The computation here is very straightforward, since both series $\theta$ and $f$ are given explicitly. We have computed the first three coefficients $e_m$ by hand, they coincide with the data listed in Alexandrov’s paper [1] (with the opposite sign, since our operators act on the Kontsevich-Witten tau-function, not Hodge tau-function):

| $m$ | 1   | 2   | 3   |
|-----|-----|-----|-----|
| $e_m$ | $\frac{2}{3}$ | $-\frac{2^2}{3^2.5}$ | $\frac{2}{3^3.5}$ |

5. Further Remarks

In the paper [2], Alexandrov established the following relation between $\exp(F_H(u, q))$ and $\exp(F_K(q))$:

$$\exp(F_K(q)) = c(u)\hat{G}_+ \cdot \exp(F_H(u, q)),$$

where $c(u)$ is an unknown Taylor series which is conjectured to be one,

$$\hat{G}_+ = \beta^{-\frac{4}{3}L_0} \exp\left(\sum_{k=1}^{\infty} \hat{a}_k \beta^{-k} L_k\right) \beta^{\frac{4}{3}L_0},$$

where the coefficients $\{\hat{a}_k\}$ are determined by a series $f_+$, and $u = \beta^{1/3}$. More precisely, $\{\hat{a}_k\}$ are determined by the relation

$$f_+ = \exp\left(\sum_{k=1}^{\infty} \hat{a}_k z^{1-k} \frac{\partial}{\partial z}\right) \cdot z$$

and $f_+$ is given as a solution of the following equation

$$\frac{f_+(z)}{1 + f_+(z)} \exp(-\frac{f_+(z)}{1 + f_+(z)}) = E \exp(-E),$$

where

$$E = 1 + \sqrt{\frac{1}{1 + f_+(z)}^2 + \frac{4}{3z^2}}. $$

The operator $\beta^{\frac{4}{3}L_0}$ is treated as the exponential of the degree operator $\frac{4}{3} \log(\beta)L_0$. The action is

$$\exp\left(\frac{4}{3} \log(\beta)L_0\right) \cdot q_k = \beta^{4k} q_k.$$

The use of parameter $\beta$ in the conjectural Eq. (65) is due to the relation between the Hodge and Hurwitz tau-function [14].
At this moment it is not clear what is the relation between $f_*$ and
\[
\exp(- \sum_{m=1}^{\infty} e_m z^{1-m} \frac{\partial}{\partial z}) \cdot z.
\]
Based on our known results, it is possible to derive an explicit equation that has $\theta(f(z))$ as its solution. But we believe that the formula (2) may contain more information due to the appearance of numbers $C_k = (2k + 1)!!b_{2k+1}$. If we switch to variables $t_i$ in $P$, the generating function after the shift
\[
\exp(P) \cdot F_K(t) = F(t_0, t_1, t_2 - C_1 u^2, t_3 - C_2 u^4, \ldots),
\]
which also satisfies the KdV hierarchy, looks particularly interesting. We think that there may exist some special connection between this shift and the one derived in [21].
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Appendix

A.1 Special cases of Zassenhaus formula. The Zassenhaus formula is not as well known as the BCH formula and it needs more caution when applying Zassenhaus formula. In this appendix, we will verify formulas (40) and (41), which was deduced from Zassenhaus formula before, using the following form of the BCH formula (cf. [19]):
\[
\log(e^X e^Q) = X + Q - \left(\int_0^1 \sum_{n=1}^{\infty} \frac{(1 - e^{adX} e^{radQ})^n}{n(n+1)} dt\right) Q. \tag{66}
\]
Note that for the summation inside the integral above, $ad_X$ and $ad_Q$ are treated as two non-commutative variables. Hence the integral will give us a formal power series in $ad_X$ and $ad_Q$. Suppose $X \in g_1$ and $Q \in g_2$ (or $g_3$). Then
\[
e^{adX} Q \in g_2\text{ (or } g_3),
\]
and, for any $Q' \in g_2\text{ (or } g_3),
\[
e^{radQ} Q' = Q'.
\]
This implies that, for $n \geq 0$,
\[
(e^{adX} e^{radQ})^n Q = (e^{adX})^n Q.
\]
Hence, in this case, the formula (66) can be simplified into
\[
\log(e^X e^Q) = X + Q - \left(\sum_{n=1}^{\infty} \frac{(1 - e^{adX})^n}{n(n+1)} \right) Q
\]
\[
= X + Q - \left(\sum_{n=1}^{\infty} \frac{(1 - e^{adX})^n}{n} - \sum_{n=1}^{\infty} \frac{(1 - e^{adX})^n}{n+1} \right) Q.
\]
\[ \begin{align*}
&= X + Q - \left( -\log(e^{\text{ad}_X}) + \frac{1}{1 - e^{\text{ad}_X}} \log(e^{\text{ad}_X}) + 1 \right) Q \\
&= X + Q - \left( \frac{e^{\text{ad}_X}}{1 - e^{\text{ad}_X}} \text{ad}_X + 1 \right) Q = X - \left( \frac{e^{\text{ad}_X}}{1 - e^{\text{ad}_X}} \text{ad}_X \right) Q \\
&= X + \left( \frac{\text{ad}_{e^{\text{ad}_X}}}{1 - e^{-\text{ad}_X}} \right) Q.
\end{align*} \]

Now we consider
\[ Q = \sum_{n=1}^{\infty} \frac{(-1)^{n-1}}{n!} \text{ad}_X^{n-1} Y = \left( \frac{1 - e^{-\text{ad}_X}}{\text{ad}_X} \right) Y, \]

for \( Y \in g_2 \) (or \( g_3 \)). Then
\[ \log(e^{\text{ad}_X}e^Q) = X + \left( \frac{\text{ad}_X}{1 - e^{-\text{ad}_X}} \frac{1 - e^{-\text{ad}_X}}{\text{ad}_X} \right) Y = X + Y. \]

This shows that the two formulas (40) and (41) are valid.

A.2 The Lie algebra isomorphism \( \Xi \).

**Lemma 19.** Let \( \Xi \) be a linear map from \( g'_1 \oplus g'_3 \) to \( g_1 \oplus g_3 \) (in variables \( q_i \)) defined by
\[ \Xi(q_i + j \frac{\partial}{\partial q_i}) = -\frac{i + j}{i} q_i \frac{\partial}{\partial q_i}, \]

and
\[ \Xi(q_i q_j) = -ij \frac{\partial^2}{\partial q_i \partial q_j}. \]

Then \( \Xi \) is a Lie algebra isomorphism.

**Proof.** It is easy to see that the map \( \Xi \) is a bijection by the definition. To check that \( \Xi \) preserves the commutator relation, for example, we can check the following:

Since
\[ \begin{align*}
[q_i + j \frac{\partial}{\partial q_i}, q_i \frac{\partial}{\partial q_i - k}] &= q_i + j \frac{\partial}{\partial q_i - k}; \\
[q_i + j \frac{\partial}{\partial q_i}, q_i q_k] &= q_i + j q_k, \quad \text{for } i \neq k; \\
[q_i + j \frac{\partial}{\partial q_i}, q_i^2] &= 2q_i + j q_i,
\end{align*} \]

by the definition of \( \Xi \),
\[ \begin{align*}
[\Xi(q_i + j \frac{\partial}{\partial q_i}), \Xi(q_i \frac{\partial}{\partial q_i - k})] &= [-\frac{i + j}{i} q_i \frac{\partial}{\partial q_i + j}, -\frac{i}{i - k} q_i - k \frac{\partial}{\partial q_i}] \\
&= -\frac{i + j}{i - k} q_i - k \frac{\partial}{\partial q_i + j} = \Xi(q_i + j \frac{\partial}{\partial q_i - k}),
\end{align*} \]
and

\[ \left[ \Xi(q_{i+j}, \frac{\partial}{\partial q_{i-k}}), \Xi(q_i q_k) \right] = \left[ -i + j \frac{\partial}{\partial q_i + j}, \frac{\partial^2}{\partial q_i \partial q_{i+k}} \right] \]

\[ = -(i + j)k \frac{\partial^2}{\partial q_{i+j} \partial q_{k}} = \Xi(q_{i+j} q_k); \]

\[ \left[ \Xi(q_{i+j}, \frac{\partial}{\partial q_{i-k}}), \Xi(q_i^2) \right] = \left[ -i + j \frac{\partial}{\partial q_i + j}, -i^2 \frac{\partial^2}{\partial q_i} \right] \]

\[ = 2(i + j) \frac{\partial^2}{\partial q_{i+j} \partial q_i} = \Xi(2q_{i+j} q_i). \]

The above calculations shows that \( \Xi \) is an isomorphism. \( \square \)

A.3 Differentiation of an operator-valued function. The differentiation of an operator-valued function falls into the field of non-commutative calculus of operator derivatives. Derivatives of such functions have been discussed in the paper [24], where operators considered are those acting on Banach spaces. Since we are not working with Banach spaces, we will not directly use formulas in [24]. In our case, we treat \( A = A(u) \) as a formal power series in \( u \). We denote the formal derivative of \( A(u) \) to be \( A' \),

\[ A' = \frac{\partial}{\partial u} A(u) = \sum_{m<0} (-m) \alpha_m u^{-m-1} V_m. \]

First we show that

\[ \frac{\partial}{\partial u} e^A = \left( \sum_{n=1}^{\infty} \frac{1}{n!} \text{ad}^{n-1} A \right) e^A. \]

Similar results can be found in [24]. Since our setting is different from that in [24], here we provide a proof of the above formula for completeness. A straightforward computation shows that

\[ \frac{\partial}{\partial u} e^A = \sum_{n=1}^{\infty} \frac{1}{n!} \frac{\partial}{\partial u} A^n \]

\[ = \sum_{n=1}^{\infty} \frac{1}{n!} \sum_{k=1}^{n} A^{k-1} A' A^{n-k} \]

\[ = \sum_{n=1}^{\infty} \frac{1}{n!} \left( n A^{n-1} A' - \sum_{k=1}^{n} A^{k-1} \text{ad}_{A^{n-k}} A' \right). \]

Since \( \text{ad}_{A^2} A' = 2A(\text{ad}_A A') - \text{ad}_A^2 A' \), and \( [A, \text{ad}_A] = 0 \), we can obtain, by induction,

\[ \text{ad}_{A^k} A' = \left( A^k - (A - \text{ad}_A)^k \right) A'. \]
Using the following formula for the rising sum of binomial coefficients
\[
\sum_{m=i}^{n} \binom{n}{i} = \binom{n+1}{i+1},
\]
for any \( i \geq 0, \ n \geq i \), we have
\[
\frac{\partial}{\partial u} e^A = \sum_{n=1}^{\infty} \frac{1}{n!} \sum_{k=1}^{n} A^{k-1} (A - ad_A)^{n-k} A'^{i+1}
\]

\[
= \sum_{n=1}^{\infty} \frac{1}{n!} \sum_{k=1}^{n} A^{n-1-i} (n-k) \binom{n-k}{i} (-1)^i ad_A A' + \sum_{n=1}^{\infty} \frac{1}{n!} \sum_{i=0}^{n-1} A^{n-1} \binom{n-i}{i} (-1)^i ad_A A'
\]

\[
= \sum_{n=1}^{\infty} \frac{1}{n!} \sum_{i=0}^{n-1} A^{n-1-i} \binom{n}{i+1} (-1)^i ad_A A'
\]

\[
= \sum_{n=1}^{\infty} \frac{1}{(n-1-i)!} A^{n-1-i} \binom{n-i}{i} (-1)^i ad_A A'
\]

\[
= \sum_{i=0}^{\infty} \frac{1}{(n-1-i)!} A^{n-1-i} \binom{n-i}{i} (-1)^i ad_A A'
\]

\[
= e^A \left( \sum_{i=0}^{\infty} \frac{(-1)^i}{(i+1)!} ad_A A' \right).
\]

Furthermore, using the formula
\[
e^{ad_A} M = e^A M e^{-A},
\]
and the equality
\[
\sum_{i,j \geq 0, \ i+j=m} \frac{(-1)^j}{i! j!} = \frac{(1-1)^m}{m!} = 0
\]
for any \( m \geq 1 \), we have
\[
\frac{\partial}{\partial u} e^A = \left( \sum_{i,j=0}^{\infty} \frac{(-1)^j}{i!(j+1)!} ad_A^{i+j} A' \right) e^A = \left( \sum_{n=1}^{\infty} \frac{1}{n!} ad_A^{n-1} A' \right) e^A.
\]

\[\square\]

Proof of Lemma 16. Since \( \{ V_m \} \) satisfy the relation
\[
[V_m, V_n] = (m-n)V_{m+n},
\]
we can deduce that
\[
\left( \sum_{n=1}^{\infty} \frac{1}{n!} \text{ad}^{n-1}_A A \right) e^A = \left( \sum_{m<0} d_m u^{-m-1} V_m \right) e^A,
\]
for some constants \{d_m\}. Note that \text{ad}^{n-1}_A A consists of terms \(u^{-m-1} V_m\) with \(m \leq -n\). Hence \(\sum_{m<0} d_m u^{-m-1} V_m\) is well-defined and \{d_m\} are uniquely determined by \{\alpha_m\} and the bracket relation of \{V_m\}. □
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