STRICHARTZ ESTIMATES FOR THE DIRAC EQUATION ON SPHERICALLY SYMMETRIC SPACES
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Abstract. We prove local in time Strichartz estimates for the Dirac equation on spherically symmetric manifolds. As an application, we give a result of local well-posedness for some nonlinear models.

1. Introduction

In this paper we continue the study of the dynamics of the Dirac equation on curved spaces that we began in [10], in which we proved weak dispersive estimates for the flow in some different frameworks. We recall that the general form of the Dirac operator on a manifold \( M \) with a given metric \( g_{\mu \nu} \) is the following

\[
\mathcal{D} = i\gamma^a e^\mu_a D_\mu
\]

where the matrices \( \gamma_0 = \beta \) and \( \gamma^j = \gamma^0 \alpha_j \) for \( j = 1, 2, 3 \) with

\[
\alpha_k = \begin{pmatrix} 0 & \sigma_k \\ \sigma_k & 0 \end{pmatrix}, \quad k = 1, 2, 3, \quad \beta = \begin{pmatrix} I_2 & 0 \\ 0 & -I_2 \end{pmatrix}
\]

and

\[
\sigma_1 = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad \sigma_2 = \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix}, \quad \sigma_3 = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix},
\]

\( e^\mu \) is a vierbein (i.e. a set of matrices that, essentially, connect the curved space-time to the Minkowski one and corresponds to a choice of frame for the tangent space in Cartesian formalism) and \( D_\mu \) defines the covariant derivative for fermionic fields. For all the details on the construction and properties of the Dirac operator on a non-flat background we refer to [10, 24]. In what follows, we shall again restrict to metrics \( g_{\mu \nu} \) having the following structure

\[
g_{\mu \nu} = \begin{cases} \phi(t) & \text{if } \mu = \nu = 0 \\ 0 & \text{if } \mu \nu = 0 \text{ and } \mu \neq \nu \\ -h_{\mu \nu}(\vec{x}) & \text{otherwise}, \end{cases}
\]
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that is, decouple time and space. Also, as a further simplification, we assume \( \phi(t) = 1 \); this after a change of variable in time, actually allows to cover all the possible choices of \( \phi(t) \) strictly positive for all \( t \). In this setting, the (Cauchy problem for the) Dirac equation assumes the convenient form

\[
\begin{cases}
    i\partial_t u - Hu = 0, \\
    u(0, x) = u_0(x)
\end{cases}
\]

where \( H \) is an operator such that \( H^2 = -\Delta_h + \frac{1}{4}\mathcal{R}_h + m^2 \), \( \Delta_h \) is the Laplace-Beltrami operator for Dirac spinors, that is, \( \Delta_h = D^j D_j \) where \( D_j \) is the covariant derivative for Dirac spinors that we properly define later, and \( \mathcal{R}_h \) is the scalar curvature associated to the spatial metrics \( h \). As a consequence, it can be proved that if \( u \) solves equation (1.5) then \( u \) also solves the equation

\[
-\partial_t^2 u + \Delta_h u - \frac{1}{4}\mathcal{R}_h u - m^2 u = 0.
\]

We point out that the scalar curvature term vanishes when specializing formula above to the standard Minkowski space, so that in this case this formula recovers the well-known one. What is more, the covariant derivatives in the usual choice of vierbein is simply given by \( D_\mu = \partial_\mu \). This remark is extremely useful, as it often allows to translate some well-known facts for the wave or Klein-Gordon equations to the Dirac setting. In particular, this remark is key for proving dispersive estimates for the Dirac flow, also in presence of small potential perturbations: in \cite{10} indeed, the classical Morawetz-multiplier method was adapted to equation (1.6) to obtain local smoothing estimates for different choices of the metrics \( h_{\mu\nu} \), which include asymptotically flat and some warped product manifolds.

The subsequent natural step would now be to prove Strichartz estimates for the Dirac equation in these settings; unfortunately, it is not really possible to apply the standard Duhamel trick combined with local smoothing (see e.g. \cite{4}) to deal with equation (1.5) as a perturbation of of the flat Dirac equation, due to the fact that we are in presence of a high order perturbation. Therefore, as it is often the case when it comes to variable coefficients dispersive PDEs, some different strategies need to be developed in order to obtain Strichartz estimates.

In this manuscript we focus on the case of spherically symmetric manifolds, i.e. manifolds \( (M,g) \) defined by \( M = \mathbb{R}^t \times \Sigma \) where \( \Sigma = \mathbb{R}^r_+ \times \mathbb{S}^2_{\theta,\phi} \) equipped with the Riemannian metrics

\[
d\sigma = dr^2 + \varphi(r)^2 d\omega_{\mathbb{S}^2}^2
\]

where \( d\omega_{\mathbb{S}^2}^2 = (d\theta^2 + \sin^2 \theta d\phi^2) \) is the Euclidean metrics on the 2D sphere \( \mathbb{S}^2 \). Notice that taking \( \varphi(r) = r \) reduces \( \Sigma \) to the standard 3D euclidean space, and therefore \( M \) to be the standard Minkowski space. Obviously, various different assumptions can
be made on the functions $\varphi(r)$ leading to very different geometrical situations; we assume the following set of hypothesis.

**Assumptions (A1)** Take $\varphi(r) \in C^\infty(\mathbb{R}^+)$ strictly positive on $(0, +\infty)$, such that

(1.8) \hspace{1cm} \varphi(0) = \varphi^{(2n)}(0) = 0, \hspace{0.5cm} \varphi'(0) = 1, \hspace{0.5cm} \left| \frac{\varphi'(r)}{\varphi(r)} \right| \leq C \hspace{0.5cm} \inf_{r \geq 1} \varphi(r) > 0.

We also assume that the scalar curvature of $M$ is bounded. It might be negative though.

**Remark 1.1.** These assumptions are fairly natural for the present contest: indeed, in order for a smooth and spherically symmetric manifold $M$ to have a global metrics of the form (1.7) the function $\varphi(r)$ must be the restriction to $\mathbb{R}^+$ of a $C^\infty$ odd function with $\varphi(0) = 0$ and $\varphi'(0) = 1$. In fact, these are essentially the same assumptions made by the authors in [2] in order to obtain similar results for the Schrödinger equation. Also, these assumptions guarantee that the manifold $M$ is smooth (see [25] paragraph 1.3.4).

The basic advantage in having a spherically symmetric manifold relies on the fact that it is possible to decompose the Dirac operator (and analogously its flow) in a sum of ”radial” Dirac operators (see section 3 for details) and so, somehow, handle the geometric term after a change of variable as a potential perturbation. This strategy is strongly inspired by [2], in which the authors obtain local and global in time Strichartz estimates for the Schrödinger flow on spherically symmetric manifolds. However, we should stress the two main differences with respect to their case, which also represent the two main difficulties here: first, the ”radial” decomposition for the Dirac operator is much more subtle, and forces to work on 2-dimensional angular spaces, due to the fact that the Dirac operator does not preserve radial spinors. Second, this approach naturally produces, as we will see, scaling critical potential perturbations, and while for the Schrödinger equation with inverse square potential dispersive estimates are well known (see [6], [7]), for the Dirac equation with a Coulomb-type potential only some weak local smoothing effect has been proved (see [12]) but nothing is known at the level of Strichartz estimates.

Before stating our main results, let us fix some notations.

**Notations.** We will use the standard notation $L^p$, $\dot{H}^s$, $H^s$, $W^{p,q}$ to denote, respectively, the Lebesgue and the homogeneous/non homogeneous Sobolev spaces of functions from $\mathbb{R}^3$ to $\mathbb{C}^4$. We will use the same notation to denote these functional spaces on the (spatial) manifold $(M_h, h)$, which is in our structure (1.4), i.e. with time and space already decoupled, by adding the dependence $L^p(M)$, $\dot{H}^s(M)$, $H^s(M)$,
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\( W^{p,q}(M) \): e.g., the norm \( L^p(M) \) will be given by

\[
\| f \|_{L^p(M)}^p := \int |f(x)|^p \sqrt{\det(h(x))} \, dx
\]

and so on. In particular, due to the spherically symmetric structure of the metrics (1.7), for a radial function \( f_{\text{rad}}(|x|) \) we will have

\[
\| f_{\text{rad}} \|_{L^p(M)}^p := \int_0^{+\infty} |f_{\text{rad}}(r)|^p \varphi(r)^2 \, dr
\]

and similarly for the Sobolev spaces. Note that since we are dealing with vectors in \( \mathbb{C}^4 \), \( |f(x)| \) should be understood as

\[
|f(x)| = \sqrt{\langle f(x), f(x) \rangle_{\mathbb{C}^4}}
\]

and because we are dealing with spinors, the derivatives we take for the Sobolev norms are covariant derivatives. For instance, the \( \dot{H}^1(M) \) norm of some map \( f \) is given by

\[
\| f \|_{\dot{H}^1(M)}^2 = \sum_{j=1}^3 \int |D_j f(x)|^2 \sqrt{\det h(x)} \, dx,
\]

which can be written, since \( M \) is smooth as

\[
\| f \|_{\dot{H}^1(M)}^2 = -\int \langle \Delta_h f(x), f(x) \rangle_{\mathbb{C}^4 \sqrt{\det h(x)}} \, dx
\]

with \( \Delta_h = D^j D_j \) the covariant Laplace-Beltrami operator for Dirac (bi)spinors.

The norms in time will be denoted by \( L^p_t(I) \), and the time interval \( I \) will be allowed to be bounded or unbounded. The mixed Strichartz spaces will be denoted by \( L_t^p(I) L^q(M) = L^p(I; L^q(M, \mathbb{C}^4)) \). In what follows we will also need Lebesgue spaces which separate radial from angular regularity: we will use the notation

\[
\| f \|_{L_t^p L^q_s} := \int_0^{+\infty} \| f(r, \cdot) \|_{L_t^q(S^2)}^q \varphi(r)^2 \, dr.
\]

The operator \( \Lambda_\omega \) will denote the fractional Laplace-Beltrami operator on \( S^2 \), that is \( \Lambda_\omega = (1 - \Delta_{S^2})^{s/2} \). A crucial role in our analysis will be played by the so called partial wave decomposition, a detailed discussion of which is postponed to section 3. In order to state the result, we only limit here to recall the notations from [27]: there exists an orthogonal decomposition

\[
L^2(S^2)^4 \cong \bigoplus_{j,m_j,k_j} \mathcal{H}_{j,m_j,k_j}
\]
where the spaces \( H_{j,m,k} \) are called partial wave subspaces. They are defined as in [27] Subsection 4.6.4, each \( H_{j,m,k} \) is of dimension 2 and the indexation works as 
\[ j \in \frac{1}{2} + \mathbb{N}, \ m_j \in (\frac{1}{2} + \mathbb{Z}) \cap [-j,j] \] and 
\[ k_j = \pm (j + \frac{1}{2}). \]

In order to have a more compact notation, we introduce the spaces 
\[ H_j = \bigoplus_{m_j,k_j} H_{j,m,k} \]
and with the convention \( H_{-1/2} = \{0\} \), for \( n \in \mathbb{N} \), 
\[ P_n = H_{n-1/2} \oplus H_{n+1/2}. \]
We also write \( S_n \) the spherical harmonics from \( S^2 \) to \( \mathbb{C}^4 \) with degree \( n \). Note that 
\[ S_n \subseteq P_n. \]

We are now ready to state our first Theorem, that contains local-in-time Strichartz estimates for the Dirac flow under the Assumptions (A1) for initial condition with prescribed angular component.

**Theorem 1.1.** Let \( g \) be as in (1.4), \( h \) having the structure (1.7) and satisfying Assumptions (A1). Then for any bounded interval \( I = (0,T) \), \( T > 0 \), there exists a constant \( C_T \) such that the solutions \( u \) to (1.5) with initial condition \( u_0 \in H^s((0, +\infty)\varphi(r)^2 dr) \otimes P_n \) for a fixed \( n \) satisfy estimates 
\[ \left\| \varphi(r) \frac{1}{r} \right\|_{L^p_t(I) L^q_x(M)} \leq C_T(n) \| u_0 \|_{H^s(M)} \]
provided \( s = 2/p, \frac{2}{p} + \frac{2}{q} = 1 \) and \( p \in ]2, \infty] \) but also
\[ \left\| \varphi(r) \right\|_{L^p_t(I) L^q_x(M)} \leq C_T(n) \| u_0 \|_{H^s(M)} \]
provided that \( m \neq 0, s = 1/p, \frac{2}{p} + \frac{3}{q} = \frac{3}{2} \) and \( p \in [2, \infty] \).

**Remark 1.2.** Notice that if \( \varphi(r) \geq r \), i.e. if the volume element of \( M \) grows faster than the one in the Euclidean case, these estimates actually produce a gain in space with respect to the Strichartz estimates in the flat case. In fact, the growth of the term \( \varphi(r) \geq r \) can be related to the sign of the curvature of the manifold, and more precisely to the one of the tangential sectional curvature. Indeed, the tangential component of the sectional curvature \( \sec_{tan} \) in the setting of spherically symmetric manifolds is given by
\[ \sec_{tan} = -\frac{(\varphi')^2 - 1}{\varphi^2}. \]
Suppose that this is non-positive for any \( r \geq r_0 \), for some \( r_0 \). Then \( \varphi'(r) \geq 1 \) for all \( r \geq r_0 \) because \( \varphi'(r) \) is continuous and \( \varphi \) is assumed positive: this rules out the case \( \varphi'(r) \leq -1 \) for \( r \geq r_0 \). But then

\[
\varphi(r) - \varphi(r_0) = \int_{r_0}^{r} \varphi'(s)ds \geq r - r_0
\]

which for \( r \to +\infty \) gives

\[
\frac{\varphi(r)}{r} \geq 1.
\]

(1.13)

Therefore, the negativity of the tangential sectional curvature results in (1.13), which ensures in fact a ”gain” in estimates (1.11)-(1.12). This fact was already remarked in [2].

**Remark 1.3.** As it is often the case when dealing with potential perturbations, the estimates in the massless case need the full non homogeneus Sobolev norm on the initial condition: the \( L^2 \) norm is indeed needed to control derivatives in the weighted case (see forthcoming Lemma 4.1).

**Remark 1.4.** As we mentioned, the basic idea of the proof relies, roughly speaking, in using partial wave decomposition to reduce the problem to a radial one, and then introducing suitable weighted spinors so that, in the new variable, the equation becomes a ”flat” Dirac equation with a perturbative term that can be seen (and handled) as a potential perturbation. Then, the validity of weighted Strichartz estimates for the dynamics on this curved setting corresponds to the validity of Strichartz estimates for some potential perturbed flow on \( \mathbb{R}^3 \) (see Proposition 2.1).

**Remark 1.5.** It is interesting to compare the present situation with the Schrödinger equation counterpart (see in particular Remark 2.7 in [2]). The Laplace operator associated to a metric with the form (1.7) is indeed, in a generic dimension \( n \geq 3 \),

\[
\Delta_M = \partial_r^2 + \frac{n - 1}{2} \frac{\varphi'(r)}{\varphi(r)} \partial_r + \frac{1}{\varphi^2(r)} \Delta_{S^{n-1}}.
\]

Therefore, when taking a polynomial-type \( \varphi(r) = r^m \), for some integer \( m \geq 1 \), the radial part of the operator above reduces to the radial part of the Laplacian on \( \mathbb{R}^N \) with \( N = 1 + m(n - 1) \geq n \). If one considers radial solutions then, it is possible to introduce a weighted function such that the restricted radial equation becomes indeed a radial, flat Schrödinger equation with a potential which, in general, will be bounded and will have again a scaling critical behaviour at infinity.

By relying on orthogonality and unitarity of spherical harmonics, we can deduce from Theorem 1.1 weighted Strichartz estimates with loss of angular derivatives for generic initial condition.
We introduce the spaces $H^{a,b}$ for $a, b \in \mathbb{R}$ by defining the norms
\[
\| f \|_{H^{a,b}} = \left[ \sum_{j,m,j,k,\pm} (k_j)^{2b} \| f_{j,m,j,k,\pm} \|_{L^2(\varphi^2(r)dr)}^2 + \| f_{j,m,j,k,\pm} \|_{H^a(\varphi^2(r)dr)}^2 \right]^{1/2}
\]
where
\[
f_{j,m,j,k,\pm} = \langle f, \Phi_{m,j,k,\pm}^\pm \rangle_{L^2(S^2)}
\]
with $\{\Phi_{m,j,k,\pm}^+, \Phi_{m,j,k,\pm}^-\}$ an orthonormal basis of $H_{j,m,j,k}$. In other words, we are taking $a$ derivatives in radial coordinates, $b$ derivatives in angular coordinates, and the $L^2$ norm on the whole manifold.

With these notations, interpolating the estimates in Theorem 1.1 with the conservation of the $L^2$ norm and using Littlewood-Paley theory on the sphere, we get the following.

**Corollary 1.2.** Let $g$ be as in (1.4), $h$ having the structure (1.7) and satisfying Assumptions (A1). Let $p, q \in [2, \infty]$ and $a, b \geq 0$. Assume either $p > 2$, $b > \frac{4}{q}$, $\frac{1}{p} + \frac{1}{q} = \frac{1}{2}$ and $\frac{2}{pa} + \frac{2}{pb} < 1$ or $m \neq 0$, $b \geq \frac{3}{p}$, $\frac{2}{pa} + \frac{3}{pb} = \frac{3}{2}$ and $\frac{1}{pa} + \frac{2}{pb} \leq 1$. Then for any bounded interval $I = (0, T)$, $T > 0$, there exists a constant $C_T$ such that the solutions $u$ to (1.5) with initial condition $u_0$ such that $u_0 \in H^{a,b}$ satisfy the estimates
\[
\left\| u \left( \frac{\varphi(r)}{r} \right)^{1-\frac{2}{q}} \right\|_{L^p_t(I, L^q)} \leq C_T \| u_0 \|_{H^{a,b}}.
\]

**Remark 1.6.** It is reasonable to expect that these results can be adapted to the more general setting of warped product manifolds, i.e. manifolds $(M, g)$ with $M = \mathbb{R}_t \times \Sigma$ and $\Sigma$ equipped with the Riemannian metrics
\[
d\sigma = dr^2 + \varphi(r)^2 d\beta
\]
with some compact geometry $\beta$ which is now not necessarily the sphere. One should get indeed
\[
D_h = \gamma^1 \partial_r + \frac{1}{\varphi(r)} D_\beta
\]
with $D_\beta$ not depending on $r$. If $D_\beta$ is diagonalisable then one can produce the same type of theorems, provided $\beta$ induces a Littlewood-Paley theory. We intend to deal with this problem in forthcoming works.

**Remark 1.7.** Estimates involving angular regularity have been already widely investigated and exploited in the contest of the flat space. In particular, we mention [22] in which is proved a the 3D endpoint Strichartz estimates with an $\varepsilon$-loss of angular regularity for the Dirac and wave equations, and [9] (which is actually closer in spirit to the strategy of the present paper), in which the same problem is dealt with, also with the additional presence of small potentials.
As an application of our estimates, we can prove a local well-posedness result in a subcritical regime for some nonlinear Dirac equations with "radial" initial conditions. In particular, we are interested in the study of the nonlinear Dirac equation in the form

\[ i\gamma^\mu D_\mu u - mu = \lambda \langle \gamma^0 u, u \rangle \mathcal{C}u \]

which, after multiplying times \( \gamma^0 \) can be written in the equivalent way

\[ (1.16) \quad i\partial_t u + \mathcal{D}u - m\gamma^0 u = \lambda \langle \gamma^0 u, u \rangle \gamma^0 u \]

to isolate the time. The problem of studying local/global well posedness for equation (1.17) (and, more in general, with polynomial type nonlinearities in the form \( |\langle \gamma^0 u, u \rangle|^{p-1}u, p \geq 3 \)) in the flat setting has been addressed by several authors (see [26, 18, 23, 19, 22]). In particular, in [19] the authors provided a fairly complete picture of well posedness in the subcritical range. Improvements involving additional angular regularity, exploiting some refined Strichartz estimates, were subsequently given in [22]. We should also mention [3], in which the authors proved global well posedness (and scattering) for the cubic nonlinear Dirac equation with data in \( H^1 \), i.e. in the critical case.

Here, relying on our new Strichartz estimates, we can prove the following result of local well posedness on a non flat background.

**Theorem 1.3.** Assume \( \inf \frac{\varphi(r)}{r} > 0 \) and Assumption A. Let \( r > 0 \), \( r' = \max(r, 2) \) and let \( s_1 = \frac{3}{2} - \frac{3}{r'} \). Let \( a, b > s_1 \) such that \( a < 2 \) and

\[ \frac{2}{r'} \left( \frac{1}{a - s_1} + \frac{1}{b - s_1} \right) < 1 \quad \text{and} \quad b > \frac{1}{r'} + \frac{3}{2}. \]

Then, for all \( R \geq 0 \) there exists \( T(R) > 0 \) such that for all \( u_0 \in H^{a,b} \) with \( \|u_0\|_{H^{a,b}} \leq R \), the Cauchy problem

\[ (1.17) \quad \begin{cases} 
  i\partial_t u - Hu = |\langle \beta u, u \rangle|^{\frac{r}{r'}}u, \\
  u(0, x) = u_0(x) \in H^{a,b} 
\end{cases} \]

has a unique solution in \( \mathcal{C}([-T, T], H^{a,b}) \) and the flow hence defined is continuous in the initial datum.

**Remark 1.8.** Note that the condition on \( a \) means that \( a \) must be taken strictly bigger than the scaling-critical regularity \( s_c = \frac{3}{2} - \frac{1}{r'} > s_1 \) of the equation in the flat case.

**Remark 1.9.** Taking the initial datum \( u_0 \) in \( H^a((0, +\infty)\varphi(r)^2 dr) \otimes \mathcal{H}_j \), we have that \( u_0 \) belongs to \( H^{a,b} \) for any \( b \), and thus the equation admits a unique local solution in \( \mathcal{C}([-T, T], H^{a,b}) \) for any \( b \) (though the time of existence depends on \( b \)) and the flow is continuous in the initial datum on \( H^a((0, +\infty)\varphi(r)^2 dr) \otimes \mathcal{H}_j \).

We also have the following theorem for "radial" data.
Theorem 1.4. Assume \( \inf \varphi(r) > 0 \) and Assumption A. Let \( r > 0 \), \( r' = \max(2, r) \) and \( s_c = \frac{3}{2} - \frac{1}{r'} \). Take \( (m_{1/2}, k_{1/2}) \) in \( \{(-1/2, -1), (-1/2, 1), (1/2, -1), (1/2, 1)\} \). Assume \( a > s_c \) then for all \( R \geq 0 \) there exists \( T(R) > 0 \) such that for all \( u_0 \in H^a((0, +\infty)\varphi(r)^2 dr) \otimes H_{1/2,m_{1/2},k_{1/2}} \) with \( \|u_0\|_{H^a} \leq R \), the Cauchy problem

\[
\begin{align*}
&i\partial_t u - Hu = |\langle \beta u, u \rangle|^{\frac{1}{2}} u \\
&u(0, x) = u_0(x) \in H^a \otimes H_{1/2,m_{1/2},k_{1/2}}
\end{align*}
\]

has a unique solution in \( C([-T, T], H^a \otimes H_{1/2,m_{1/2},k_{1/2}}) \) and the flow hence defined is continuous in the initial datum.

Remark 1.10. In particular the Soler model, that corresponds to the choice \( r = 2 \), is locally well-posed in \( H^a \) for \( a > s_c = 1 \).

Remark 1.11. We stress the fact that the idea of relying on partial wave subspaces to define a nonlinear Dirac equation (with somehow improved results of well posedness) is not new and has already exploited to give some partial results in the 3D cubic (flat) case (see [22]), also in presence of external potentials (see [8, 9]). Indeed, the main advantage is that the nonlinear dynamics preserves the partial wave decomposition provided the initial condition has prescribed angular component, more precisely its angular part belongs to one of the four \( H_{1/2} \) spaces.

2. Preliminaries: the Dirac equation on \( \mathbb{R}^3 \)

In this section we recall some results on the dispersive dynamics of the Dirac equation with potentials in the Euclidean setting; in particular, we show that local in time Strichartz estimates hold true in presence of bounded perturbations.

2.1. Strichartz estimates. Strichartz estimates for the Dirac equation in the Euclidean setting, both in the massless and massive case, are well known and in view of (1.6) can be easily deduced by the corresponding ones for the wave and Klein-Gordon equations. We recall indeed that the solutions to the 3-dimensional Dirac equation

\[
\begin{align*}
i\partial_t u + Du + m\beta u &= 0, & u(t, x) : \mathbb{R}_t \times \mathbb{R}^3_x &\rightarrow \mathbb{C}^N \\
u(0, x) &= u_0(x)
\end{align*}
\]

satisfy the following families of

**Strichartz estimates (S)**

- **Case** \( m = 0 \):

\[
\|e^{itD}u_0\|_{L^p_tL^q_x(\mathbb{R}^3)} \lesssim \|D^{\frac{2}{p}}u_0\|_{L^2(\mathbb{R}^3)}
\]

\[
\|D^{-\frac{2}{p}} \int_0^t e^{i(t-s)D}F\|_{L^p_tL^q_x(\mathbb{R}^3)} \lesssim \|D^{\frac{2}{p}}F\|_{L^p_tL^q_x(\mathbb{R}^3)}
\]

\[
\|D^{-\frac{2}{p}} \int_0^t e^{i(t-s)D}F\|_{L^p_tL^q_x(\mathbb{R}^3)} \lesssim \|D^{\frac{2}{p}}F\|_{L^p_tL^q_x(\mathbb{R}^3)}
\]

\[
\|D^{-\frac{2}{p}} \int_0^t e^{i(t-s)D}F\|_{L^p_tL^q_x(\mathbb{R}^3)} \lesssim \|D^{\frac{2}{p}}F\|_{L^p_tL^q_x(\mathbb{R}^3)}
\]

\[
\|D^{-\frac{2}{p}} \int_0^t e^{i(t-s)D}F\|_{L^p_tL^q_x(\mathbb{R}^3)} \lesssim \|D^{\frac{2}{p}}F\|_{L^p_tL^q_x(\mathbb{R}^3)}
\]

\[
\|D^{-\frac{2}{p}} \int_0^t e^{i(t-s)D}F\|_{L^p_tL^q_x(\mathbb{R}^3)} \lesssim \|D^{\frac{2}{p}}F\|_{L^p_tL^q_x(\mathbb{R}^3)}
\]

\[
\|D^{-\frac{2}{p}} \int_0^t e^{i(t-s)D}F\|_{L^p_tL^q_x(\mathbb{R}^3)} \lesssim \|D^{\frac{2}{p}}F\|_{L^p_tL^q_x(\mathbb{R}^3)}
\]

\[
\|D^{-\frac{2}{p}} \int_0^t e^{i(t-s)D}F\|_{L^p_tL^q_x(\mathbb{R}^3)} \lesssim \|D^{\frac{2}{p}}F\|_{L^p_tL^q_x(\mathbb{R}^3)}
\]

\[
\|D^{-\frac{2}{p}} \int_0^t e^{i(t-s)D}F\|_{L^p_tL^q_x(\mathbb{R}^3)} \lesssim \|D^{\frac{2}{p}}F\|_{L^p_tL^q_x(\mathbb{R}^3)}
\]

\[
\|D^{-\frac{2}{p}} \int_0^t e^{i(t-s)D}F\|_{L^p_tL^q_x(\mathbb{R}^3)} \lesssim \|D^{\frac{2}{p}}F\|_{L^p_tL^q_x(\mathbb{R}^3)}
\]

\[
\|D^{-\frac{2}{p}} \int_0^t e^{i(t-s)D}F\|_{L^p_tL^q_x(\mathbb{R}^3)} \lesssim \|D^{\frac{2}{p}}F\|_{L^p_tL^q_x(\mathbb{R}^3)}
\]

\[
\|D^{-\frac{2}{p}} \int_0^t e^{i(t-s)D}F\|_{L^p_tL^q_x(\mathbb{R}^3)} \lesssim \|D^{\frac{2}{p}}F\|_{L^p_tL^q_x(\mathbb{R}^3)}
\]

\[
\|D^{-\frac{2}{p}} \int_0^t e^{i(t-s)D}F\|_{L^p_tL^q_x(\mathbb{R}^3)} \lesssim \|D^{\frac{2}{p}}F\|_{L^p_tL^q_x(\mathbb{R}^3)}
\]

\[
\|D^{-\frac{2}{p}} \int_0^t e^{i(t-s)D}F\|_{L^p_tL^q_x(\mathbb{R}^3)} \lesssim \|D^{\frac{2}{p}}F\|_{L^p_tL^q_x(\mathbb{R}^3)}
\]

\[
\|D^{-\frac{2}{p}} \int_0^t e^{i(t-s)D}F\|_{L^p_tL^q_x(\mathbb{R}^3)} \lesssim \|D^{\frac{2}{p}}F\|_{L^p_tL^q_x(\mathbb{R}^3)}
\]

\[
\|D^{-\frac{2}{p}} \int_0^t e^{i(t-s)D}F\|_{L^p_tL^q_x(\mathbb{R}^3)} \lesssim \|D^{\frac{2}{p}}F\|_{L^p_tL^q_x(\mathbb{R}^3)}
\]

\[
\|D^{-\frac{2}{p}} \int_0^t e^{i(t-s)D}F\|_{L^p_tL^q_x(\mathbb{R}^3)} \lesssim \|D^{\frac{2}{p}}F\|_{L^p_tL^q_x(\mathbb{R}^3)}
\]
provided both \((p, q)\) and \((\tilde{p}, \tilde{q})\) satisfy the admissibility condition

\[
\frac{2}{p} + \frac{2}{q} = 1, \quad 2 \leq p \leq \infty, \quad 2 \leq q < \infty
\]

(2.2) holds.

- **Case** \(m \neq 0\)

\[
\|e^{it(D+\beta)}u_0\|_{L^p(I) L^q(\mathbb{R}^3)} \lesssim \|\langle D \rangle^{\frac{1}{p}} u_0\|_{L^2}
\]

\[
\left\| \langle D \rangle^{-\frac{1}{p}} \int_0^t e^{i(t-s)D} F \right\|_{L^p(I) L^q(\mathbb{R}^3)} \lesssim \|\langle D \rangle^{\frac{1}{p}} F\|_{L^{p'} L^{q'}(\mathbb{R}^3)}
\]

provided both \((p, q)\) and \((\tilde{p}, \tilde{q})\) satisfy the admissibility condition

\[
\frac{2}{p} + \frac{3}{q} = \frac{3}{2}, \quad 2 \leq p \leq \infty, \quad 2 \leq q \leq 6
\]

(2.3) holds.

Notice that the time interval \(I\) can be bounded or unbounded.

**Remark 2.1.** Using the fact that the wave flow commutes with Fourier multiplier, it is of course possible to move (some of) the derivatives on the initial data on the left hand side in estimates above. In particular, thanks to Sobolev inequalities, the estimate in the case \(m \neq 0\) implies the estimate in the case \(m = 0\) and thus, we have the first one for any \(m \in \mathbb{R}\).

**Remark 2.2.** The problem of studying dispersive, and in particular global Strichartz, estimates for potential perturbations of the Dirac equation is quite well investigated. Indeed, it is now understood that, essentially, **subcritical** (with respect to scaling) potentials do not provide any obstruction to dispersion: more precisely (see [14]), the flow \(e^{it(D+V)}\) satisfies the same family of Strichartz estimates as in the free case as long as

\[
|V(x)| \leq \frac{\delta}{w_\kappa(x)}
\]

with \(w_\kappa(x) = |x|(1 + |\log |x||)^\kappa, \kappa > 1\) and \(\delta\) sufficiently small. Refined results can be obtained if one deals with radial potentials (see [11]), so that one can take into account angular regularity as well. When the perturbation becomes scaling critical, that is the case of the Coulomb potential \(V(x) \approx 1/|x|\), the situation becomes considerably more complicated and it is not known whether the corresponding dynamics preserves Strichartz estimates or not: to the best of our knowledge, the only available result in this direction is [12], in which the authors were only able to prove a suitable family of local smoothing estimates. It is worth noticing that this fact provides some major difference with respect to the Schrödinger (and wave) equations, for which scaling critical electric-potential perturbations, that are represented
by inverse-square potentials, are known not to alter the dispersive dynamics. This difference might be understood by means of formula (1.6): this suggests indeed that the Dirac-Coulomb model should behave much closer to a system of wave equations with a scaling-critical first order perturbation, for which, as far as we know, no results are available.

While proving global-in-time Strichartz estimates for a potential perturbation of the flow might require some technical tool, due essentially to the loss of derivatives in the free estimates that does not allow to directly rely on the $TT^*$ method, local-in-time estimates are much easier to obtain for "small" potentials. We prove the following

**Proposition 2.1.** Let $V$ be a continuous operator from $L^2(\mathbb{R}^3)$ to $L^2(\mathbb{R}^3)$ which is also continuous from $H^1$ to itself, $m \geq 0$, $I$ a bounded time interval. Assume that the flow $S(t) = e^{it(D_\mathbb{R}^3 + m \beta + V)}$ is continuous from $H^s$ to $C(\mathbb{R}, H^s)$ for $s \in [0, 1]$ then for all $p, q, s \in [2, \infty]^2 \times \mathbb{R}_+$ satisfying $\frac{1}{p} + \frac{1}{q} = 1$, $p > 2$, $s = \frac{2}{p}$ or $m \neq 0$, $\frac{2}{p} + \frac{3}{q} = \frac{3}{2}$, $s = \frac{1}{p}$, we have for all $u_0 \in H^s$,

$$\|S(t)u_0\|_{L^p(I)L^q(\mathbb{R}^3)} \lesssim C(I)(1 + \|V\|_{H^s \to H^s})(1 + \|S(t)\|_{H^s \to L^\infty,H^s})\|u_0\|_{H^s}.$$  

**Proof.** In this proof, we write $D$ for $D_\mathbb{R}^3$.

We show the case when $m = 0$, the other one being completely analogous.

We use Duhamel formula to represent the solution $u(t) = e^{it(D + m \beta + V)}u_0$ and take any admissible Strichartz norm. We have that

$$u(t) = e^{itD}u_0 - i \int_0^t e^{i(t-\tau)D}(Vu)(\tau)d\tau.$$  

We use Strichartz estimates and Christ-Kiselev lemma to get

$$\|u\|_{L^p(I)L^q(\mathbb{R}^3)} \lesssim \|u_0\|_{H^{2/p}} + \|V\|_{L^1(I)H^{2/p}(\mathbb{R}^3)}.$$  

We use that $V$ is continuous from $H^{2/p}$ to itself to get

$$\|u\|_{L^p(I)L^q(\mathbb{R}^3)} \lesssim \|u_0\|_{H^{2/p}} + \|I\|\|V\|_{H^{2/p} \to H^{2/p}}\|u\|_{L^\infty(I)H^{2/p}(\mathbb{R}^3)}.$$  

We use the continuity of $S(t)$ from $H^{2/p}$ to $C(\mathbb{R}, H^{2/p})$ to get

$$\|u\|_{L^p(I)L^q(\mathbb{R}^3)} \lesssim \|u_0\|_{H^{2/p}} + \|I\|\|V\|_{H^{2/p} \to H^{2/p}}\|S(t)\|_{H^{2/p} \to L^\infty,H^{2/p}}\|u_0\|_{H^{2/p}}.$$  

This concludes the proof.

**Remark 2.3.** Any $V$ which is the multiplication by a $W^{1,\infty}$ map is an admissible choice.
3. The radial Dirac Equation on symmetric manifolds

We devote this section to show how the Dirac equation writes in spherically symmetric manifolds, and how the introduction of weighted spinors transforms the equation into an equation with potential on Minkowski space. In this section, $\psi$ denotes a solution to the linear Dirac equation in a spherically symmetric manifold.

3.1. The Dirac operator in spherical coordinates. The construction of the Dirac operator on a 4D manifold is a delicate task, and requires the introduction of the so called vierbein which, essentially, define some proper frames that connect the metrics of the manifold $(M, g)$ to the Monkowski one $\eta$; details can be found in the predecessor of this paper, [10], and in [24]. Anyway, when the metrics has the particular structure (1.7) it is possible to write some explicit formulas by using spherical coordinates (similar calculations were developed in [16]). First, let us recall that the Dirac equation can be written in the general form

$$ (\gamma^j D_j - m)\psi = 0 $$

where $m \geq 0$ is the mass, the $\gamma^j$ matrices are an adaptation of the standard one, i.e. they are a set of matrices satisfying the anticommuting relation

$$ \{\gamma^i, \gamma^j\} = 2g^{ij}, $$

and can be written using the standard ones as $\gamma^j = e^j_a \gamma^a$ where $e^i_a$ is a vierbein for $M, g$ and the $\gamma^a$ are the standard gamma matrices satisfying

$$ \{\gamma^i, \gamma^j\} = 2\eta^{ij}. $$

Classicaly, one takes

$$ (\gamma^0 = \begin{pmatrix} \sigma_0 & 0 \\ 0 & -\sigma_0 \end{pmatrix}, \quad \gamma^j = \begin{pmatrix} 0 & \sigma_j \\ -\sigma_j & 0 \end{pmatrix} ) , $$

where the $\sigma$ matrices are the well known Pauli matrices

$$ \sigma_0 = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}, \quad \sigma_1 = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad \sigma_2 = \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix}, \quad \sigma_3 = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}. $$

The differential operator $D_j$ is the covariant derivative for spinors, and it is defined as

$$ D_j = \partial_j + \Gamma_j $$

where $\Gamma_j$ is given by

$$ \Gamma_j = \frac{1}{8} \omega_{j}^{ab}[\gamma_a, \gamma_b] $$

which contains a purely algebraic part $[\gamma_a, \gamma_b]$ that corresponds to the generators of the underlying Lie algebra for Dirac bi-spinors, and a purely geometric one $\omega_{j}^{ab}$, namely the spin connection. It is given by

$$ \omega_{j}^{ab} = e^a_i \Gamma_{jk}^i e^{kb} + e^a_i \partial_j e^{ib} $$
and is characterized by the formula
\[(3.6) \quad de^a + \omega^a_b \wedge e^b = 0 \]
where \( e^a = e^a_j dx^j \) and \( \omega^a_b = \omega^a_{bj} dx^j \).

In our assumption on the metrics (1.7), by using spherical coordinates, it is natural to choose the dreibein (which connects the flat metrics to the spatial metrics \( h \)):
\[
e_1 = \partial_r, \quad e_2 = \frac{1}{\varphi(r)} \partial_{\theta}, \quad e_3 = \frac{1}{\varphi(r) \sin \theta} \partial_{\phi},
\]
that is \( e^a_j \) is the matrix
\[
\begin{pmatrix}
1 & 0 & 0 \\
0 & \varphi(r) & 0 \\
0 & 0 & \varphi(r) \sin \theta
\end{pmatrix}.
\]
Thus, the associated dual 1-forms are
\[
e^1 = dr, \quad e^2 = \varphi(r) d\theta, \quad e^3 = \varphi(r) \sin \theta d\phi.
\]
We can write the exterior derivatives of these forms to be
\[
de^1 = 0, \quad de^2 = \frac{\varphi'(r)}{\varphi(r)} e^1 \wedge e^2, \quad de^3 = \frac{\varphi'(r)}{\varphi(r)} e^1 \wedge e^3 + \frac{\cot(\theta)}{\varphi(r)} e^2 \wedge e^3.
\]
Given the characterization of \( \omega \), (3.6), one finds the explicit formulas
\[
\omega^1_2 = -\frac{\varphi'(r)}{\varphi(r)} e^2, \quad \omega^1_3 = -\frac{\varphi'(r)}{\varphi(r)} e^3, \quad \omega^2_3 = -\frac{\cot(\theta)}{\varphi(r)} e^3.
\]
In terms of coordinates, this gives,
\[
\begin{align*}
\omega^a_{1b} &= 0 & \text{for all } ab \\
\omega^2_{12} &= -\varphi'(r) \\
\omega^2_{2b} &= 0 & \text{if } ab \neq 12 \text{ and } 21 \\
\omega^3_{23} &= -\cos \theta \\
\omega^1_{33} &= -\varphi'(r) \sin \theta \\
\omega^3_{3b} &= 0 & \text{if } a = b \text{ or } ab = 12 \text{ or } 21.
\end{align*}
\]
Therefore, after recalling (3.5), one can write
\[
\begin{align*}
\Gamma_1 &= 0 \\
\Gamma_2 &= -\frac{1}{2} \varphi'(r) \gamma_1 \gamma_2 \\
\Gamma_3 &= -\frac{1}{2} \left( \cos \theta \gamma_2 \gamma_3 + \varphi'(r) \sin \theta \gamma_1 \gamma_3 \right)
\end{align*}
\]
which in turns implies
\[
D_1 = \partial_r \\
D_2 = \partial_\theta - \frac{1}{2} \phi'(r) \gamma_1 \gamma_2 \\
D_3 = \partial_\phi - \frac{1}{2} \left( \cos \theta \gamma_2 \gamma_3 + \phi'(r) \sin \theta \gamma_1 \gamma_3 \right).
\]

We have
\[
e^a_j \gamma^a D_j = \gamma^1 D_1 + \frac{1}{\varphi(r)} \gamma^2 D_2 + \frac{1}{\varphi(r) \sin \theta} \gamma^3 D_3.
\]
Using anti-commutation rules between the $\gamma^a$s, we get that $e^a_j \gamma^a D_j$ is equal to
\[
\gamma^1 \partial_r + \frac{1}{\varphi(r)} \left( \gamma^2 \partial_\theta + \gamma^1 \frac{\phi'(r)}{2} \right) + \frac{1}{\varphi(r) \sin \theta} \left( \gamma^3 \partial_\phi + \gamma^2 \frac{\cos \theta}{2} + \gamma^1 \frac{\sin \theta \phi'(r)}{2} \right).
\]
Rearranging the sum, we can rewrite equation (3.1) as
\[
\left[ \gamma^0 \partial_t + \gamma^1 \left( \partial_r + \frac{\phi'(r)}{\varphi(r)} \right) + \frac{1}{\varphi(r)} \left( \partial_\theta + \frac{i \cot(\theta)}{2} \right) \gamma^2 + \frac{1}{\sin \theta} \partial_\phi \gamma^3 \right] \psi = 0.
\]
It is helpful to rewrite the equation above in the Hamiltonian form: multiplying it times $i \gamma^0$ yields
\[
i \partial_t \psi = (\mathcal{D} + \gamma^0 m) \psi
\]
where the Dirac operator is now written as
\[
\mathcal{D} = -i \gamma^0 \gamma^1 \left( \partial_r + \frac{\phi'(r)}{\varphi(r)} \right) + \frac{1}{\varphi(r)} \left( -i \partial_\theta - \frac{i \cot(\theta)}{2} \right) \gamma^0 \gamma^2 - \frac{i}{\sin \theta} \partial_\phi \gamma^0 \gamma^3.
\]
To simplify the notations, we denote with
\[
\alpha^j := \gamma^0 \gamma^j, \quad j = 1, 2, 3;
\]
notice that these matrices satisfy now the anticommutation relation
\[
\{\alpha^j, \alpha^k\} = 2 \delta^{jk}, \quad \forall j, k = 1, 2, 3.
\]
We also write
\[
\mathcal{D}_{S^2} = \alpha^2 \left( -i \partial_\theta - \frac{i \cot(\theta)}{2} \right) - \alpha^3 \frac{i}{\sin \theta} \partial_\phi.
\]
Putting things together, we have finally reached the following representation for the Dirac equation on a spherically symmetric manifold $(M, g)$ with a metric of the form (1.7)
\[
(3.7) \quad i \partial_t \psi = (\mathcal{D} + \gamma^0 m) \psi, \quad \mathcal{D} = -i \alpha^1 \left( \partial_r + \frac{\phi'(r)}{\varphi(r)} \right) + \frac{1}{\varphi(r)} \mathcal{D}_{S^2}.
\]
3.2. Diagonalization. We want to diagonalize this operator and put it in a more convenient form. For this, we use the existence in the physics literature, see [1], of a diagonalization of a "cousin" to $D_{S^2}$ that is, the Dirac operator on the sphere $S^2$:

$$i\hat{\nabla} = -i\sigma_1\left(\partial_{\theta} + \frac{\cot \theta}{2}\right) - i\frac{\sigma_2}{\sin \theta}\partial_{\phi}.$$ 

Writing $H_\varphi = m\beta - i\alpha^1\left(\partial_r + \frac{\varphi'}{\varphi}\right) + \frac{1}{\varphi}D_{S^2}$, we get that $H_\varphi$ can be written in blocks as

$$\begin{pmatrix} m & A \\ A & -m \end{pmatrix}$$

with

$$A = -i\sigma_1\left(\partial_r + \frac{\varphi'}{\varphi}\right) + \frac{1}{\varphi}\left( -i\sigma_2\left(\partial_{\theta} + \frac{\cot \theta}{2}\right) - \frac{\sigma_3}{\sin \theta}\partial_{\phi}\right).$$

The following permutation

$$\sigma_2 \leftrightarrow \sigma_1 \quad \sigma_3 \leftrightarrow \sigma_2 \quad \sigma_1 \leftrightarrow \sigma_3$$

is equivalent in the gamma matrices framework to the permutation

$$\alpha_2 \leftrightarrow \alpha_1 \quad \alpha_3 \leftrightarrow \alpha_2 \quad \alpha_1 \leftrightarrow \alpha_3 \quad \beta \leftrightarrow \beta,$$

which in turns corresponds to an orthogonal change of basis in $\mathbb{C}^4$. In other words, up to a rotation in $\mathbb{C}^4$, $\psi$ satisfies $i\partial_t \psi = H_\varphi \psi$ with

$$H_\varphi = \begin{pmatrix} m & -i\sigma_3\left(\partial_r + \frac{\varphi'}{\varphi}\right) + \frac{1}{\varphi}\left(-i\hat{\nabla}\right) \\ -i\sigma_3\left(\partial_r + \frac{\varphi'}{\varphi}\right) + \frac{1}{\varphi}\left(-i\hat{\nabla}\right) & -m \end{pmatrix}.$$ 

The operator $-i\hat{\nabla}$ diagonalises into (we refer to Section 2.3 in [1])

$$-i\hat{\nabla} \Gamma^\pm_{j,m} = \pm \lambda_j \Gamma^\pm_{j,m}$$

where $j \in \frac{1}{2} + \mathbb{N}$ and $m_j \in \frac{1}{2} + \mathbb{Z}$ with the constraint $-j \leq m_j \leq j$ and finally $\lambda_j = \frac{1}{2} + j$. Note that the parametrization in $j, m_j$ corresponds to the parametrization of the diagonalization of $D_{S^3}$ one can find in Thaller’s book, as $j$ corresponds to the primary quantum number of total angular momentum and $m_j$ to the secondary one. One can choose such $\Gamma^\pm_{j,m_j}$ such that

$$\Gamma^\pm_{j,m_j} = \pm i\sigma_3 \Gamma^\mp_{j,m_j} \iff -i\sigma_3 \Gamma^\pm_{j,m_j} = \pm \Gamma^\mp_{j,m_j}.$$
And of course, they are chosen such that they form an orthogonal basis of $L^2$, that is

$$\langle \Gamma_1^{j,m_j}, \Gamma_2^{j,m_j} \rangle = \delta^{j_1,j_2} \delta_{m_1,m_2}.$$

Set $\tilde{H}_\varphi = -i\sigma_3 \left( \partial_t + \frac{\varphi'}{\varphi} \right) + \frac{1}{\varphi} (-i \nabla)$. In other words, we have

$$H_\varphi = \left( \frac{m}{\tilde{H}_\varphi} \, \tilde{H}_\varphi \right).$$

Let $E_{j,m_j}^\pm = \frac{1}{\sqrt{2}} \left( \Gamma_{j,m_j}^+ \pm \Gamma_{j,m_j}^- \right)$. Now, we see how $\tilde{H}_\varphi$ acts on $H^1(\varphi(r)^2 dr) \otimes E_{j,m_j}^\pm$; we have for $f \in H^1(\varphi(r)^2 dr)$

$$\tilde{H}_\varphi f E_{j,m_j}^\pm = \left( \mp \left( \partial_t + \frac{\varphi'}{\varphi} \right) f + \frac{\lambda_j}{\varphi} f \right) E_{j,m_j}^\pm.$$

The $E_{j,m_j}^\pm$ form an orthogonal basis of $L^2(S^2, \mathbb{C}^2)$. We introduce

$$F_{-j,m} = \left( E_{-j,m_j}^- \right), \quad F_{+j,m} = \left( E_{+j,m_j}^+ \right), \quad G_{+j,m} = \left( E_{+j,m_j}^+ \right), \quad G_{-j,m} = \left( -E_{-j,m_j}^- \right).$$

These form an orthogonal basis of $L^2(S^2, \mathbb{C}^4)$. We see now how $H_\varphi$ acts on $H^1(\varphi(r)^2 dr) \otimes F_{j,m_j}^\pm$. Let $f \in H^1(\varphi(r)^2 dr)$, we have:

$$H_\varphi f F_{-j,m} = \left( \left( \partial_t + \frac{\varphi'}{\varphi} \right) f + \frac{\lambda_j}{\varphi} f \right) F_{-j,m},$$

For the same reasons

$$H_\varphi f F_{+j,m} = \left( \left( \partial_t + \frac{\varphi'}{\varphi} \right) f + \frac{\lambda_j}{\varphi} f \right) F_{+j,m} - m f F_{+j,m}. $$

Therefore, on the subspace $H^1(\varphi(r)^2 dr) \otimes \text{Vect}(F_{j,m}, F_{j,m})$, $H_\varphi$ acts like

$$(3.8) \quad h_{j,m,\lambda} = \begin{pmatrix} 0 & \left( \partial_t + \frac{\varphi'}{\varphi} \right) + \frac{\lambda_j}{\varphi} \\ \left( \partial_t + \frac{\varphi'}{\varphi} \right) + \frac{\lambda_j}{\varphi} & -m \end{pmatrix}.$$ 

We call $\tilde{H}_{j,m,\lambda}$ the subspace of $L^2(S^2, \mathbb{C}^4)$ generated by $F_{j,m_j}^\pm$. We see now how $H_\varphi$ acts on $H^1(\varphi(r)^2 dr) \otimes G_{j,m_j}^\pm$. Let $f \in H^1(\varphi(r)^2 dr)$, we have:

$$H_\varphi f G_{+j,m} = \left( \left( \partial_t + \frac{\varphi'}{\varphi} \right) f + \frac{\lambda_j}{\varphi} f \right) G_{-j,m_j}^+ + \left( \left( \partial_t + \frac{\varphi'}{\varphi} \right) f - \frac{\lambda_j}{\varphi} f \right) G_{+j,m_j}^-.$$

For the same reasons

$$H_\varphi f G_{-j,m} = \left( \left( \partial_t + \frac{\varphi'}{\varphi} \right) f - \frac{\lambda_j}{\varphi} f \right) G_{+j,m_j}^- - m f G_{-j,m_j}^-.$$
Therefore, on the subspace $H^1(\varphi(r)2dr) \otimes \text{Vect}(G_{j,m_j}^+, G_{j,m_j}^-)$, $H_\varphi$ acts like

$$h_{j,m_j,-\lambda_j} = \left( \begin{array}{cc} m & -\left( \partial_t + \frac{\varphi'}{\varphi} \right) \lambda_j \\ \frac{\partial_t + \varphi'}{\varphi} & -m \end{array} \right).$$

We call $H_{j,m_j,-\lambda_j}$ the subspace of $L^2(S^2, \mathbb{C}^4)$ generated by $G_{j,m_j}^+, G_{j,m_j}^-$. We now refer to [1] eq (62) p12 to get that up to a local rotation

$$R_1 = e^{i\sigma_2} e^{i\sigma_3} \frac{1}{2},$$

the maps $\Gamma_{j,m_j}^\pm$ belong to a combination of spherical harmonics of degree $j - \frac{1}{2}, j + \frac{1}{2}$. More precisely, we have

$$R_1^* \Gamma_{j,m_j}^\pm = \frac{1}{\sqrt{2}} \left( \begin{array}{c} \sqrt{\frac{j+m}{2j}} Y_{j,m_j}^- \\ \frac{1}{\sqrt{2}} \frac{j-m}{2j} Y_{j,m_j}^+ \end{array} \right)$$

where $Y_{j,m_j}$ are the standard spherical harmonics, $j^\pm$ and $m_j^\pm$ stands respectively for $j \pm \frac{1}{2}$ and $m_j \pm \frac{1}{2}$. In terms of $E$, that means

$$R_1^* E_{j,m_j}^+ = \left( \begin{array}{c} \sqrt{\frac{j+m}{2j}} Y_{j,m_j}^- \\ \sqrt{\frac{j-m}{2j}} Y_{j,m_j}^+ \end{array} \right) \text{ and } R_1^* E_{j,m_j}^- = \left( \begin{array}{c} \sqrt{\frac{j-m}{2j}} Y_{j,m_j}^- \\ \sqrt{\frac{j+m}{2j}} Y_{j,m_j}^+ \end{array} \right).$$

Hence, we get that

$$\left( \begin{array}{c} Y_{j,m_j}^- \\ 0 \end{array} \right) \text{ and } \left( \begin{array}{c} 0 \\ Y_{j,m_j}^+ \end{array} \right)$$

are linear combinations of $R_1^* E_{j,m_j}^-$ and $R_1^* E_{j+1,m_j}^+$. Writing $\mathcal{H}_{j,m_j,k_j} = (R_1^* \oplus R_1^*) \mathcal{H}_{j,m_j,k_j}$ and keeping in mind the notations of the introduction (1.9), (1.10), we get as desired

$$S_n \subseteq \mathcal{P}_n.$$
and $\tilde{\Pi}_{j,m_j,k_j}^*$ its adjoint. Note that its image is $\tilde{\mathcal{H}}_{j,m_j,k_j}$. We write $\Pi_{j,m_j,k_j} = R_1 \oplus R_1 \tilde{\Pi}_{j,m_j,k_j}$. Its adjoint $R_1^* \oplus R_1^* \tilde{\Pi}_{j,m_j,k_j}^*$ has image $\mathcal{H}_{j,m_j,k_j}$.

Let $\psi$ be a solution to

$$i\frac{\partial}{\partial t} \psi = H_\phi \psi = \sum_{j,m_j,k_j} \tilde{\Pi}_{j,m_j,k_j}^* h_{j,m_j,k_j} \tilde{\Pi}_{j,m_j,k_j} \psi.$$ 

We introduce $u = (R_1^* \oplus R_1^*) \psi$, we have that $u$ solves

$$i\frac{\partial}{\partial t} u = \sum_{j,m_j,k_j} \Pi_{j,m_j,k_j} h_{j,m_j,k_j} \Pi_{j,m_j,k_j} \psi.$$ 

We prove Strichartz estimates and indeed work for $u$ as it is equivalent (even in the nonlinear model) to working on $\psi$, given the form of $R_1$.

**Remark 3.1.** The fact that we have to apply this rotation $R_1$ is due to the fact that we have chosen to work with a different representation from the cartesian coordinates one can find in Thaller’s book. The solution $u$ is actually the spinor we would work on if we had chosen the cartesian representation instead of the spherical one from the beginning. We chose the spherical one to avoid very heavy computations.

### 3.3. The Dirac equation on weighted spinors.

The idea now is to reduce the study of the Dirac equation on a partial wave subspace to the one of a (radial) Dirac equation on $\mathbb{R}^3$ with a potential.

We introduce the multiplication by $\sigma$ with

$$\sigma(r) := \frac{r}{\varphi(r)}. \tag{3.10}$$

Straightforward calculations show that

$$\sigma'(r) = \frac{\varphi(r) - r\varphi'(r)}{\varphi(r)^2}$$

so that

$$\frac{\sigma'}{\sigma} = \frac{1}{r} - \frac{\varphi'(r)}{\varphi(r)}. \tag{3.11}$$

Therefore, the operator $D$ in (3.7) acts on the weighted spinor (the angular part is left unchanged) as

$$\sigma^{-1} D \sigma = -i\alpha^1 \left( \partial_r + \frac{1}{r} \right) + \frac{1}{\varphi(r)} D_\varphi. \tag{3.12}$$

The operators (3.8), (3.9) are accordingly modified into the operator

$$h_{m_j,k_j}^\sigma = \begin{pmatrix} m & -\frac{d}{dr} - \frac{1}{r} + \frac{k_j}{\varphi(r)} \\ \frac{d}{dr} + \frac{1}{r} + \frac{k_j}{\varphi(r)} & -m \end{pmatrix}. \tag{3.13}$$
In other words, the multiplication by $\sigma$ given by (3.10) has turned the Dirac equation on $L^2(\varphi^2(r)dr) \otimes H_{j,m_j,k_j}$ into the system on $L^2(r^2 dr)^2$:

$$
\begin{align*}
(3.14) \quad & \begin{cases} 
    i \partial_t g^+_k + mg^+_k + \left( \frac{d}{dr} - \frac{1}{r} + \frac{k_j}{\varphi(r)} \right) g^-_k = 0 \\
    i \partial_t g^-_k - mg^-_k + \left( \frac{d}{dr} + \frac{1}{r} + \frac{k_j}{\varphi(r)} \right) g^+_k = 0.
\end{cases}
\end{align*}
$$

Notice now that system above can be seen as the restriction of the Dirac equation on $\mathbb{R}^{1+3}$ to the $k_j$-th partial wave subspace perturbed with a (radial) potential (compare with (4.104) pag. 125 in [27] or [21] pag 108). This allows to rely on the well developed theory for potential perturbations of dispersive flows on $\mathbb{R}^n$ to obtain, quite straightforwardly, local in time Strichartz estimates. By summing and subtracting the angular Dirac operator $D_{S^2}$ with the weight $r^{-1}$, which is the one corresponding to the flat case, we can indeed rewrite (3.12) as

$$
(3.15) \quad \sigma^{-1}D\sigma = D_{\mathbb{R}^3} + \left( \frac{1}{\varphi(r)} - \frac{1}{r} \right) D_{S^2}.
$$

This suggests that we are dealing with a standard Dirac equation perturbed, on each partial wave subspace, with a radial potential of the form $V(r) = k_j \left( \frac{1}{\varphi(r)} - \frac{1}{r} \right) \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}$.

**Remark 3.2.** We should recall at this point that the action of the Dirac operator in the flat case perturbed by potentials of the form $V(x) = V(|x|)1_4 + i\beta \cdot e_1 V_2(|x|)$, where $V_1$ and $V_2$ are two scalar functions, leaves invariant the partial wave subspaces defined above, and such action can be represented by the $2 \times 2$ matrix

$$
(3.16) \quad \begin{pmatrix} m + V_1(r) & -\frac{d}{dr} - \frac{1}{r} + \frac{k_j}{\varphi(r)} + V_2(r) \\ \frac{d}{dr} + \frac{1}{r} + \frac{k_j}{\varphi(r)} + V_2(r) & -m + V_1(r) \end{pmatrix}.
$$

This is formula (4.129) in [27]; we should stress that the additional term $\frac{1}{r}$ that we have above, and that is missing in [27], is due to the fact that here we have introduced a different weighted spinor, in order to deal with the metrics-type perturbative term. Therefore, if we take $V_1 = 0$ and $V_2 = k_j \left( \frac{1}{\varphi(r)} - \frac{1}{r} \right)$ we have a structure as above.

**Remark 3.3.** Relation (3.15), has a direct implication on the self-adjointness of the operator $D$. Indeed, if we restrict it to any partial wave subspace, it defines a selfadjoint operator on $D(h_{m_j,k_j}^\sigma) = H^1(\mathbb{R}, \mathbb{C}^4)$ due to Kato-Rellich Theorem as in fact the perturbative term $V(r) = k_j \left( \frac{1}{\varphi(r)} - \frac{1}{r} \right)$ is bounded in our assumptions (A1). Therefore $\sigma^{-1}D\sigma$ is a self-adjoint operator in $\mathbb{R}^3$ with domain $H^1(\mathbb{R}^3)$. Given that for any test functions $u$, $v$,

$$
\langle \sigma^{-1}D\sigma u, v \rangle_{\mathbb{R}^3} = \langle \sigma D\sigma u, v \rangle_M
$$
we get that $\mathcal{D}$ is a self-adjoint operator in $M$ with domain $\sigma^{-1}H^1(\mathbb{R}^3) = H^1(M)$ as explained in the proof of Theorem 1.1.

**Remark 3.4.** Note that it would be possible to define a slightly more general form of weighted spinors (3.10) by setting, for any $\kappa \in \mathbb{N}$,

$$
\sigma(r) := \frac{r^{\kappa+1}}{\varphi(r)}.
$$

This more general choice will not produce any significant advantage for the purpose of the present paper, and therefore we retrieve the specialized form with $\kappa = 0$ of (3.10). Anyway, we mention the fact that it might be useful in view of proving global Strichartz estimates: indeed, by squaring the resulting system (that is, the analogue of (3.14) for the new weighted spinors), one would obtain a system of decoupled Klein-Gordon equations on a higher space dimension $\mathbb{R}^N$ with $N > 3$ perturbed with a radial potential that, in general, will have an inverse-square decay. This kind of dynamics have been widely investigated in literature (see e.g. [5]) and dispersive estimates are well known for them; there is thus the chance to adapt these results to the present setting, and this will be the object of future investigations. We mention that a similar point of view has been developed in [17] in the different contest of the study of equivariant wave maps.

### 4. Radial Strichartz estimates: proof of Theorem 1.1

This section is devoted to the proof of the weighted Strichartz estimates stated in Theorem (1.1). The main idea will be to use the decomposition discussed in the previous section to reduce the problem to a Dirac equation on $\mathbb{R}^3$ perturbed with a potential, and then rely on Proposition 2.1.

**Lemma 4.1.** Let $V = \left(\frac{1}{r} - \frac{1}{r^3}\right)\mathcal{D}_{S^2}$. Let $V_n$ be the restriction of $V$ to $\mathcal{P}'_n := L^2(r^2dr) \otimes \mathcal{P}_n$. We have that $V_n$ is an endomorphism of $\mathcal{P}'_n$, it is continuous from $H^s(\mathbb{R}^3)$ to itself for any $s \in [0, 1]$ and

$$
\|V_n\|_{H^s \to H^s} \lesssim \langle n \rangle.
$$

**Remark 4.1.** All the norms appearing both in the statement above and in the next proof, when not differently specified, will be taken on $\mathbb{R}^3$.

**Proof.** We have that

$$
V_n = \left( \bigoplus_{j=n-1/2, m_j, k_j} V_{j,m_j,k_j} \right) \oplus \left( \bigoplus_{j=n+1/2, m_j, k_j} V_{j,m_j,k_j} \right)
$$

where $V_{j,m_j,k_j}$ is the restriction to $L^2(r^2dr) \otimes \mathcal{H}_{j,k_j,m_j}$ of $V_n$, that is the restriction to $L^2(r^2dr) \otimes \mathcal{H}_{j,k_j,m_j}$ of $V$. 

The operator $V_{j,m,k_j}$ is represented by the matrix

$$V_{j,m,k_j} = \left( \frac{1}{\varphi(r)} - \frac{1}{r} \right) k_j \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix},$$

therefore

$$\|V_{j,m,k_j}\|_{L^2 \rightarrow L^2} \leq \left\| \frac{1}{\varphi(r)} - \frac{1}{r} \right\|_{L^\infty} |k_j|$$

and

$$\|V_{j,m,k_j}\|_{H^1 \rightarrow H^1} \leq \left\| \frac{1}{\varphi(r)} - \frac{1}{r} \right\|_{W^{1,\infty}} |k_j|.$$

We have that

$$\frac{1}{\varphi(r)} - \frac{1}{r} = \frac{r - \varphi(r)}{r \varphi(r)}.$$

Since as $r$ goes to 0,

$$\varphi(r) = r + o(r^2)$$

we get that there exists $\eta > 0$ such that for all $r < \eta$

$$|\varphi(r) - r| \leq r^2 \text{ and } \varphi(r) \geq \frac{r}{2}$$

hence

$$\left| \frac{1}{\varphi(r)} - \frac{1}{r} \right| \leq 2.$$

For $r \geq \eta$, we use that $\varphi$ is bounded by below for $r \geq 1$ and that $\varphi$ is smooth and positive on $(0, \infty)$ to get

$$\sup_{r \geq \eta} \left| \frac{1}{\varphi(r)} - \frac{1}{r} \right| < \infty.$$

Hence

$$\left\| \frac{1}{\varphi(r)} - \frac{1}{r} \right\|_{L^\infty} < \infty.$$

What is more

$$\partial_r \left( \frac{1}{\varphi(r)} - \frac{1}{r} \right) = \frac{1}{r^2} \frac{\varphi'(r)}{\varphi^2(r)} = \frac{\varphi^2(r) - r^2 \varphi'(r)}{r^2 \varphi^2(r)}.$$

Since when $r$ goes to 0, $\varphi(r)^2 - r^2 \varphi'(r) = O(r^4)$ and since $\varphi^2(r) = r^2 + o(r^3)$ we get that there exists $C, \eta$ such that for all $r < \eta$,

$$|\varphi^2(r) - r^2 \varphi'(r)| \leq Cr^4 \text{ and } r^2 \varphi^2(r) \geq \frac{r^4}{2}$$

from which we get

$$\left| \partial_r \left( \frac{1}{\varphi(r)} - \frac{1}{r} \right) \right| \leq 2C.$$
We use that $\frac{1}{\varphi}$ and $\varphi'/\varphi$ are bounded on $[\eta, \infty[$ to get
\[
\sup_{r \geq \eta} \left| \partial_r \left( \frac{1}{\varphi(r)} - \frac{1}{r} \right) \right| < \infty.
\]
Therefore,
\[
\left\| \frac{1}{\varphi(r)} - \frac{1}{r} \right\|_{W^{1,\infty}} < \infty.
\]
We get that there exists $C_\varphi$ such that
\[
\| V_{j,m,j,k_j} \|_{L^2 \to L^2} \leq C_\varphi |k_j|
\]
and by interpolation for all $s \in [0, 1],$
\[
\| V_{j,m,j,k_j} \|_{H^s \to H^s} \leq C_\varphi |k_j|
\]
and since $|k_j| = j + \frac{1}{2} = n$ or $n + 1$ we get by summing up
\[
\| V_n \|_{H^s \to H^s} \leq C_\varphi \langle n \rangle.
\]
\[\square\]

**Lemma 4.2.** Let $s \in [0, 1]$ and $\sigma$ be given by (3.10). We have that the multiplication by $\sigma$ is continuous from $H^s(\mathbb{R}^3)$ to $H^s(M)$ and that the multiplication by $\sigma^{-1}$ is continuous from $H^s(M)$ to $H^s(\mathbb{R}^3).$

**Proof.** For $s = 0,$ the multiplication by $\sigma$ is an isometry from $L^2(\mathbb{R}^3)$ to $L^2(M)$ which implies both continuities.

For $s = 1,$ we have for $u \in H^1(\mathbb{R}^3)$
\[
\| \sigma u \|_{H^1(M)} = \| \nabla (\sigma u) \|_{L^2(M)} \leq \| (\nabla \sigma) u \|_{L^2(M)} + \| \sigma \nabla u \|_{L^2(M)}.
\]
We have that
\[
\| \sigma \nabla u \|_{L^2(M)} = \| \nabla u \|_{L^2(\mathbb{R}^3)} = \| u \|_{H^1(\mathbb{R}^3)}.
\]
What is more
\[
\| (\nabla \sigma) u \|_{L^2(M)} = \left\| \frac{\sigma'}{\sigma} u \right\|_{L^2(\mathbb{R}^3)}.
\]
We have
\[
\frac{\sigma'}{\sigma} = \frac{1}{r} - \frac{\varphi'}{\varphi} = \frac{\varphi - r \varphi'}{r \varphi}.
\]
We use that as $r$ goes to 0
\[
\frac{\varphi - r \varphi'}{r \varphi} = o(1)
\]
and that for any $\eta > 0,$ for all $r \geq \eta,$
\[
\left| \frac{\sigma'}{\sigma} \right| \leq \frac{1}{\eta} + \| \varphi'/\varphi \|_{L^\infty([\eta, \infty[)}.
\]
to get that

$$\frac{\sigma'}{\sigma} \in L^\infty$$

and obtain that the multiplication by $\sigma$ is continuous from $H^1(\mathbb{R}^3)$ to $H^1(M)$ and by interpolation from $H^s(\mathbb{R}^3)$ to $H^s(M) = [0, 1]$.

For $u \in H^1(M)$, we have

$$\|\sigma^{-1} u\|_{H^1(\mathbb{R}^3)} = \|\nabla (\sigma^{-1} u)\|_{L^2(\mathbb{R}^3)} \leq \frac{\|\sigma'\|_{L^2(\mathbb{R}^3)}}{\|\sigma\|_{L^2(\mathbb{R}^3)}} \|\sigma^{-1} u\|_{L^2(\mathbb{R}^3)}.$$  

We have

$$\|\sigma^{-1} \nabla u\|_{L^2(\mathbb{R}^3)} = \|\nabla u\|_{L^2(M)} = \|u\|_{H^1(M)} \leq \|\sigma^{-1} u\|_{H^1(M)}$$

and

$$\|\sigma' \sigma^{-1} u\|_{L^2(\mathbb{R}^3)} = \|\sigma'\|_{L^2(\mathbb{R}^3)} \|\sigma^{-1} u\|_{L^2(\mathbb{R}^3)}$$

and since $\frac{\sigma'}{\sigma} \in L^\infty$, we get

$$\|\sigma^{-1} u\|_{H^1(\mathbb{R}^3)} \leq C\|u\|_{H^1(M)}$$

hence the multiplication by $\sigma^{-1}$ is continuous from $H^1(M)$ to $H^1(\mathbb{R}^3)$ and from $L^2(M)$ to $L^2(\mathbb{R}^3)$ and by interpolation from $H^s(M)$ to $H^s(\mathbb{R}^3)$ for $s \in [0, 1]$. \qed

**Lemma 4.3.** Let $V = \left(\frac{1}{\nu} - \frac{1}{r}\right)D_{S^2}$. The, the flow $e^{it(D_{R^3} + m\beta + V)}$ is continuous from $H^s(\mathbb{R}^3)$ to $C(\mathbb{R}, H^s(\mathbb{R}^3))$ for any $s \in [0, 1]$.

**Proof.** Indeed, we have that

$$\sigma^{-1} D\sigma = D_{R^3} + m\beta + V$$

therefore

$$S(t) := e^{it(D_{R^3} + m\beta + V)} = e^{it(\sigma^{-1} D\sigma)} = \sigma^{-1} e^{itD} \sigma.$$  

We deduce

$$\|S(t)\|_{H^s(\mathbb{R}^3) \to C(\mathbb{R}, H^s(\mathbb{R}^3))} \leq \|\sigma^{-1}\|_{H^s(M) \to H^s(\mathbb{R}^3)} \|e^{itD}\|_{H^s(\mathbb{R}^3) \to C(\mathbb{R}, H^s(M))} \|\sigma\|_{H^s(\mathbb{R}^3) \to H^s(M)}.$$  

The last lemma ensures that $\|\sigma\|_{H^s(\mathbb{R}^3) \to H^s(M)}$ and $\|\sigma^{-1}\|_{H^s(M) \to H^s(\mathbb{R}^3)}$ are bounded.

We recall that the scalar curvature is bounded and that

$$D^2 = -D^jD_j + \frac{1}{4}R_h + m^2.$$  

Therefore,

$$\Lambda := D^2 + \frac{1}{2}\|R_h\|_{L^\infty(M)} - m^2$$

is a positive operator that commutes with $D$ and such that

$$\|\Lambda u\|_{L^2} \sim \|u\|_{H^2}.$$
From the conservation of the $L^2$ norm under the flow of the Dirac equation we get for all $t \in \mathbb{R}$,
\[
\|e^{itD}\|_{H^2 \to H^2} \sim \|\Lambda e^{itD} \Lambda^{-1}\|_{L^2 \to L^2} = \|e^{itD}\|_{L^2 \to L^2} = 1.
\]
By interpolation, we get that for any $s \in [0, 2]$, $t \mapsto e^{itD}$ belongs to $H^s \to C(\mathbb{R}, H^s)$.

We use this continuity of the flow $e^{itD}$ to get
\[
\|S(t)\|_{H^s(\mathbb{R}^3) \to C(\mathbb{R}, H^s(\mathbb{R}^3))} \lesssim \|\sigma^{-1}\|_{H^s(M) \to H^s(\mathbb{R}^3)} \|\sigma\|_{H^s(\mathbb{R}^3) \to H^s(M)} < \infty.
\]

\[\square\]

**Proof.** (of Theorem 1.1) We focus on $m = 0$, the case $m \neq 0$ being analogous. We write $S_n$ the restriction to $\mathcal{P}_n' = L^2(r^2dr) \otimes \mathcal{P}_n$ of $S : t \mapsto S(t) = e^{it(\mathcal{D} \partial_3 + m \beta + V)}$ We have that
\[
S_n(t) = e^{it(\mathcal{D} \partial_3 + m \beta + V_n)}.
\]

Let $p > 2$, $q \geq 2$ such that $\frac{1}{p} + \frac{1}{q} = \frac{1}{2}$. Let $I$ be a bounded interval of $\mathbb{R}$. We have that
\[
\|V_n\|_{H^2/p \to H^2/p} \leq C_\varphi(n)
\]
and
\[
\|S_n\|_{H^2/p'(\mathbb{R}^3) \to C(\mathbb{R}, H^2/p(\mathbb{R}^3))} \leq \|S\|_{H^2/p'(\mathbb{R}^3) \to C(\mathbb{R}, H^2/p(\mathbb{R}^3))} \leq C_\varphi.
\]
Hence by Lemma 2.1, we get for all $v_0 \in \mathcal{P}_n' \cap H^2/p(\mathbb{R}^3)$,
\[
\|S(t)v_0\|_{L^2(\mathbb{R}^3)} \leq C_\varphi(n)\|v_0\|_{H^2/p(\mathbb{R}^3)}.
\]

Let $f \in L^q(\mathbb{R}^3)$, we have that $\sigma^{2/q}f$ belongs to $L^q(M)$ and
\[
\|\sigma^{2/q}f\|_{L^q(M)}^q = \int \sigma^2 |f(r\omega)|^q \varphi^2(r) drd\omega = \int \sigma^{2-2} |f(r\omega)|^q r^2 drd\omega = \|f\|_{L^q(\mathbb{R}^3)}.
\]

Let $u_0 \in H^2/p(M) \cap L^2(\varphi^2(r) dr) \otimes \mathcal{P}_n$, we use that $e^{itD} = e^{itD} = \sigma S(t)\sigma^{-1}$ to get
\[
\|\sigma^{2/q} e^{itD} u_0\|_{L^2(\mathbb{R}^3)} = \|\sigma^{2/q} S(t)\sigma^{-1} u_0\|_{L^q(\mathbb{R}^3)}.
\]

We use the last remark to get
\[
\|\sigma^{2/q} e^{itD} u_0\|_{L^2(\mathbb{R}^3)} = \|S(t)\sigma^{-1} u_0\|_{L^q(\mathbb{R}^3)}.
\]
We have that $\sigma^{-1} u_0 \in \mathcal{P}_n' \cap H^2/p(\mathbb{R}^3)$ because $\sigma^{-1}$ is an isometry from $L^2(\varphi^2(r) dr) \otimes \mathcal{P}_n$ to $\mathcal{P}_n'$ and is continuous from $H^2/p(M)$ to $H^2/p(\mathbb{R}^3)$.

Hence
\[
\|\sigma^{2/q} e^{itD} u_0\|_{L^2(\mathbb{R}^3)} \leq C_\varphi(n)\|\sigma^{-1} u_0\|_{H^2/p(\mathbb{R}^3)}
\]
from which we get
\[
\|\sigma^{2/q} e^{itD} u_0\|_{L^q(\mathbb{R}^3)} \leq C_\varphi(n)\|u_0\|_{H^2/p(\mathbb{R}^3)}
\]
\[\square\]
5. Strichartz estimates with angular regularity: proof of Corollary 1.2 in

In this section we show how to extend the Strichartz estimates on partial wave subspaces proved in Theorem 1.1 to general initial data; the main tool is given by the Littlewood-Paley decomposition on the sphere. We will deal separately with the case \( m = 0 \) and \( m \neq 0 \).

5.1. The case \( m = 0 \). First, by interpolating Theorem 1.1 and the conservation of the \( L^2 \) norm we get the following lemma.

**Lemma 5.1.** Let \( p > 2, q \geq 2 \) such that \( \frac{1}{p} + \frac{1}{q} = \frac{1}{2} \). Let \( \varepsilon > 0 \). Let \( I \) be a bounded interval of \( \mathbb{R} \). There exists \( C \) such that for all \( u_0 \in L^2(\varphi^2(r)dr) \otimes \mathcal{P}_n \cap H^{2/\nu}(M) \) the solution \( u \) to the linear Dirac equation (3.7) with initial datum \( u_0 \) satisfies

\[
\left\| u \left( \varphi \right)^{2/p} \right\|_{L^p_t(I)L^q(M)} \leq C \left\langle n \right\rangle^{2/p + \varepsilon} \| u_0 \|_{H^{2/\nu}(M)}.
\]

**Proof.** If \( \theta := \frac{2}{p} + \varepsilon \geq 1 \) then this is a direct consequence of Theorem 1.1. Otherwise, let \( p_1 = \theta p \) and \( \frac{1}{q_1} = \frac{1}{2} - \frac{1}{p_1} = \frac{1}{\theta} \left( \frac{1}{q} - \frac{1-\theta}{2} \right) \).

We have \( \frac{1}{p} = \frac{1}{\infty} + \frac{\theta}{p_1} \) and \( \frac{1}{q} = \frac{1-\theta}{2} + \frac{\theta}{q_1} \). We can interpolate the conservation of the \( L^2 \) norm

\[
\| u \|_{L^\infty_t(I)L^2(M)} \leq \| u_0 \|_{L^2(M)}
\]

and

\[
\left\| u \left( \varphi \right)^{2/p_1} \right\|_{L^{p_1}_t(I)L^{q_1}(M)} \leq C \left\langle n \right\rangle \| u_0 \|_{H^{2/p_1}(M)}
\]

to get

\[
\left\| u \left( \varphi \right)^{2/p} \right\|_{L^p_t(I)L^q(M)} \leq C \left\langle n \right\rangle^\theta \| u_0 \|_{H^{2/p}(M)}
\]

which concludes the proof. \( \square \)

By summing over the decomposition in \( \mathcal{P}_n \) and using Littlewood-Paley decomposition, we thus get the following lemma.

**Lemma 5.2.** Let \( p > 2, q \geq 2 \) such that \( \frac{1}{p} + \frac{1}{q} = \frac{1}{2} \). Let \( a, b > 0 \) such that \( b > \frac{4}{p} \) and \( \frac{a}{pa} + \frac{2}{pb} < 1 \). Let \( I \) be a bounded interval of \( \mathbb{R} \). There exists \( C \) such that for all \( u_0 \in H^{a,b} \) the solution \( u \) to the linear Dirac equation (3.7) with initial datum \( u_0 \) satisfies

\[
\left\| u \left( \varphi \right)^{2/p} \right\|_{L^p_t(I)L^q(M)} \leq C \| u_0 \|_{H^{a,b}}.
\]
We use Littlewood-Paley theory on the sphere. We refer essentially to Chapter 3.4 in [15] and in particular Theorem 3.4.2. We recall that $S_n$ are the spherical harmonics of degree $n$ and that $S_n$ is included in $P_n$. For $j \in \mathbb{N}$, we introduce $\pi_j$ be the orthogonal projection over

$$\tilde{\mathcal{S}}_j = \bigoplus_{n \in [2^j, 2^{j+1}[} S_n$$

and $p_j$ be the orthogonal projection over

$$\tilde{\mathcal{P}}_j = \bigoplus_{n \in [2^j, 2^{j+1}[} P_n.$$

By convention, $\tilde{\mathcal{S}}_{-1} = S_0$ and $\pi_{-1}$ is the projection on $\tilde{\mathcal{S}}_{-1}$ and we define similarly $\tilde{\mathcal{P}}_{-1} = P_0$, and $p_{-1}$ to be the orthogonal projection on $\tilde{\mathcal{P}}_{-1}$.

We have for $u_0 \in H^{a,b}$,

$$\|u\|_{L^p_t(I) L^q(M)} = \left\| \|u(t,r)\|_{L^q(S^2)} \right\|_{L^p_t(I) L^q(\varphi^2 dr)}.$$

Since $q \geq 2$, by Littlewood-Paley theory, we get

$$\|u\|_{L^p_t(I) L^q(M)} \lesssim \left( \sum_{j \in \{-1\} \cup \mathbb{N}} \|\pi_j u(t,r)\|_{L^q(S^2)}^2 \right)^{1/2} \|u(t,r)\|_{L^q}.$$

We use that $S_n$ is included in $P_n$ and thus $\tilde{\mathcal{S}}_j \subseteq \tilde{\mathcal{P}}_j$ to get

$$\pi_j u(t,r) = \pi_j p_j u(t,r).$$

We also recall thanks to Littlewood-Paley theory that

$$\|\pi_j p_j u(t,x)\|_{L^q(S^2)} \leq \left( \sum_k |\pi_k p_j u(t,x)|^2 \right)^{1/2} \|u(t,r)\|_{L^q}.$$

Since $p$ and $q$ are bigger than 2, by Minkowski inequality, we have

$$\|u\|_{L^p_t(I) L^q(M)} \lesssim \left( \sum_{n \in \mathbb{N}} \|p_j u(t,r)\|_{L^q(S^2)}^2 \right)^{1/2} \|u(t,r)\|_{L^q}.$$

We use the last lemma to get, for any $\varepsilon > 0$,

$$\|u\|_{L^p_t(I) L^q(M)} \lesssim \left( \sum_{n \in \mathbb{N}} \langle 2^j \rangle^{4/p+\varepsilon} \|p_n u_0(r)\|_{H^{3/p}(M)}^2 \right)^{1/2}.$$

Let $\Lambda_r = \sqrt{1 - \frac{1}{\varphi^2(r)} \partial_r \varphi^2(r) \partial_r}$, we have

$$\|p_j u_0(r)\|_{H^{3/p}}^2 \lesssim \langle 2^j \rangle^{4/p} \|u_0\|_{L^2(M)}^2 + \|\Lambda_r^{3/p} u_0\|_{L^2(M)}^2.$$

Since

$$x^{4/p+\varepsilon} y^{4/p} \leq x^{2b} + y^{2a}$$
as soon as \( \frac{1}{q} \left( 2/p + \varepsilon/2 \right) + \frac{1}{a} 2/p \leq 1 \), we get that for all \( b > 4/p \) and \( \frac{2}{p} \left( \frac{1}{a} + \frac{1}{b} \right) < 1 \), we have

\[
\|u\|_{L^p_t(L^q_s(M))} \lesssim \left( \sum_{j \in \{-1\} \cup \mathbb{N}} \|p_j u_0\|_{H^{a,b}}^2 \right)^{1/2},
\]

and since \( P_n = H_{n-1/2} + H_{n+1/2} \) and \( L^2(S^2) = \bigoplus_j H_j \), we get

\[
\|u\|_{L^p_t(L^q_s(M))} \lesssim \|u_0\|_{H^{a,b}}.
\]

5.2. The case \( m \neq 0 \). One advantage with respect to the case \( m = 0 \) is that we have the end point: for all \( u_0 \in L^2(\varphi^2(r^2)dr) \otimes P_n \cap H^{1/p}(M) \), the solution \( u \) of the linear Dirac equation satisfies

\[
\left\| \frac{\varphi^2(r^2)}{r} \right\|_{L^q(I)L^p_s(M)} \lesssim \langle n \rangle \|u_0\|_{H^{1/p}}.
\]

Hence, by interpolation Theorem 1.1 and the conservation of the \( L^2 \) norm we get the following lemma.

**Lemma 5.3.** Let \( p \geq 2 \), \( q \geq 2 \) such that \( \frac{2}{p} + \frac{3}{q} = \frac{3}{2} \). Let \( I \) be a bounded interval of \( \mathbb{R} \). There exists \( C \) such that for all \( u_0 \in L^2(\varphi^2(r)dr) \otimes P_n \cap H^{1/p}(M) \) the solution \( u \) to the linear Dirac equation (3.7) with initial datum \( u_0 \) satisfies

\[
\|u\left( \frac{\varphi^2}{r} \right)^{1-2/q} \|_{L^p_t(I)L^q_s(M)} \leq C \langle n \rangle^{2/p} \|u_0\|_{H^{1/p}}.
\]

By summing over the decomposition in \( P_n \) and using Littlewood-Paley decomposition, we thus get the following lemma.

**Lemma 5.4.** Let \( p \geq 2 \), \( q \geq 2 \) such that \( \frac{2}{p} + \frac{3}{q} = \frac{3}{2} \). Let \( a, b > 0 \) such that \( b \geq \frac{3}{p} \) and \( \frac{1}{pa} + \frac{2}{pb} \leq 1 \). Let \( I \) be a bounded interval of \( \mathbb{R} \). There exists \( C \) such that for all \( u_0 \in H^{a,b} \) the solution \( u \) to the linear Dirac equation (3.7) with initial datum \( u_0 \) satisfies

\[
\|u\left( \frac{\varphi^2}{r} \right)^{1-2/q} \|_{L^p_t(I)L^q_s(M)} \leq C \|u_0\|_{H^{a,b}}.
\]

**Proof.** We use the same notations as in the proof of Lemma 5.2. We have by definition:

\[
\|u\|_{L^p_t(I)L^q_s(M)} = \left\| \|u(t,r)\|_{L^q(S^2)} \right\|_{L^p(I)L^q(\varphi^2 dr)}.
\]

Since \( q \geq 2 \), we get by Littlewood-Paley theory

\[
\|u\|_{L^p_t(I)L^q_s(M)} \leq \left\| \left( \sum_{j \in \{-1\} \cup \mathbb{N}} \|p_j u(t,r)\|_{L^q(S^2)}^2 \right)^{1/2} \right\|_{L^p(I)L^q(\varphi^2 dr)}.
\]
We use that $\mathcal{S}_n$ is included in $\mathcal{P}_n$ to get

$$\pi_j u(t, r) = \pi_j p_j u(t, r).$$

We also recall thanks to Littlewood Paley theory that

$$\|\pi_j p_j u(t, x)\|_{L^q(\mathbb{S}^2)} \lesssim \|p_j u(t, r)\|_{L^p}.$$ 

Since $p$ and $q$ are bigger than 2, by Minkowski inequality, we have

$$\|u\|_{L^p(I) L^q(M)} \lesssim \left( \sum_{j \in \{-1\} \cup \mathbb{N}} \|p_j u(t, r)\|^2_{L^p(I) L^q(M)} \right)^{1/2}.$$ 

We use Lemma 5.3 to get

$$\|u\|_{L^p(I) L^q(M)} \lesssim \left( \sum_{j \in \{-1\} \cup \mathbb{N}} \langle 2^j \rangle^{4/p} \|p_j u_0(r)\|^2_{L^2(M)} \right)^{1/2}.$$ 

We have

$$\|p_j u_0(r)\|^2_{L^2(M)} \leq \langle 2^j \rangle^{2/p} \|u_0\|^2_{L^2(M)} + \|\Lambda_{r}^{1/p} u_0\|^2_{L^2(M)}.$$ 

Since

$$\frac{2}{p} + \frac{1}{ap} \leq 1,$$ 

as soon as $\frac{2}{p} + \frac{1}{ap} \leq 1$, we get that for all $b \geq 3/p$ and

$$\frac{1}{p} \left( \frac{1}{a} + \frac{2}{b} \right) \leq 1$$

we have

$$\|u\|_{L^p(I) L^q(M)} \lesssim \left( \sum_{j \in \{-1\} \cup \mathbb{N}} \|p_j u_0\|^2_{H^{a,b}} \right)^{1/2}.$$ 

and since $\mathcal{P}_n = \mathcal{H}_{n-1/2} + \mathcal{H}_{n+1/2}$ and $L^2(\mathbb{S}^2) = \bigoplus_j \mathcal{H}_j$, we get

$$\|u\|_{L^p(I) L^q(M)} \lesssim \|u_0\|_{H^{a,b}}.$$ 

6. A NONLINEAR APPLICATION

This section will be devoted to the proofs of Theorem 1.3 and Corollary 1.4, which will be based on a standard contraction argument relying on Strichartz estimates. In this whole section, we assume $\inf \frac{\phi(r)}{r} > 0$. 
6.1. Proof of Theorem 1.3. Let us begin with the following Lemma.

**Lemma 6.1.** Let $p > 2$, $q \geq 2$ such that $\frac{1}{p} + \frac{1}{q} = \frac{1}{2}$. Take $\kappa \in [0, \frac{1}{q})$ and $a, b > \kappa$ such that $\frac{2}{p(a-\kappa)} + \frac{2}{p(b-\kappa)} < 1$, $b - \kappa > \frac{4}{p}$. Let $I$ be a bounded interval of $\mathbb{R}$. There exists $C$ such that for all $u_0 \in H^{a,b}$ the solution $u$ to the Dirac equation with initial datum $u_0$ satisfies:

$$\|u\|_{L^p_t(L^q(I)W^{\kappa,q}(M))} \leq C\|u_0\|_{H^{a,b}}$$

**Proof.** The case $\kappa = 0$ is a consequence of Corollary 1.2 and of the existence of $\alpha$ such that $\varphi(r) \geq \alpha r$. Assume $\kappa > 0$. Take $\theta = \frac{\kappa}{2} \in (0, 1)$. Define $p_1, q_1, a_1$ and $b_1$ such that

$$\frac{1}{p_1} = (1 - \theta)p,$$
$$\frac{1}{q_1} + \frac{1}{p_1} = \frac{1}{2},$$
$$a_1 = (1 - \theta)^{-1}(a - \kappa),$$
$$b_1 = (1 - \theta)^{-1}(b - \kappa).$$

We have $p_1 > (1 - \frac{2}{q})p = 2$ and

$$\frac{1}{a_1} + \frac{1}{b_1} = (1 - \theta)\left(\frac{1}{a - \kappa} + \frac{1}{b - \kappa}\right) < (1 - \theta)p = \frac{p_1}{2}$$

and finally

$$b_1 = (1 - \theta)^{-1}(b - \kappa) > (1 - \theta)^{-1}\frac{4}{p} = \frac{4}{p_1}.$$

Thus we have

$$(6.1) \quad \|e^{itD}u_0\|_{L_t^{p_1}L^{q_1}(I)L^{a_1,b_1}(M)} \lesssim \|u_0\|_{H^{a_1,b_1}}.$$  

What is more, we have

$$\frac{1}{p} = \frac{1 - \theta}{p_1} + \frac{\theta}{\infty},$$
$$\frac{1}{q} = \frac{1 - \theta}{q_1} + \frac{\theta}{2},$$
$$\sigma = \theta^2,$$
$$a = (1 - \theta)a_1 + \theta^2,$$
$$b = (1 - \theta)b_1 + \theta^2,$$

therefore, we can interpolate (6.1) and

$$\|e^{itD}u_0\|_{L_t^\infty(I)L^2(M)} \lesssim \|u_0\|_{H^{2,2}(M)}.$$
to get
\[ \|e^{itD}u_0\|_{L^1(I)W^{s,q}(M)} \lesssim \|u_0\|_{H^{a,b}}. \]

**Remark 6.1.** When \( a < 2 \) interpolating the continuity of \( e^{itD} \) from \( H^2 \) to \( \mathcal{C}(\mathbb{R}, H^2) \) and from \( H^{0,b_1} \) to \( \mathcal{C}(\mathbb{R}, H^{0,b_1}) \) (\( \mathcal{D} \) and \( \mathcal{D}_{S^2} \) commute), we get the continuity of \( e^{itD} \) from \( H^{a,b} \) to \( \mathcal{C}(\mathbb{R}, H^{a,b}) \).

**Proof of Theorem 1.3.** Let \( s_1 = \frac{3}{2} - \frac{3}{r'} \) and \( a, b > s_1 \) satisfying:
\[
\frac{2}{r'} \left( \frac{1}{a - s_1} + \frac{1}{b - s_1} \right) < 1, \quad b > \frac{1}{r'} + \frac{3}{2}.
\]
Let \( f : [r', P) \to \mathbb{R}_+ \) with \( P = \frac{6}{3 - 2a} \) if \( a < \frac{3}{2} \), \( P = \infty \) otherwise, defined as
\[
f(p) = \frac{2}{p} \left( \frac{1}{a - s_1(p)} + \frac{1}{b - s_1(p)} \right).
\]
such that \( s_1(p) = \frac{3}{2} - \frac{3}{p} \). Since \( a \) and \( b \) are strictly bigger than \( s_1 \), the map \( f \) is continuous at \( r' \) and besides \( p \mapsto s_1(p) \) is continuous on \([r', \infty)\). Thus there exists \( p > r' \) such that
\[
\frac{2}{p} \left( \frac{1}{a - s_1(p)} + \frac{1}{b - s_1(p)} \right) < 1
\]
and \( b > \frac{1}{p} + \frac{3}{2} \).

This implies that \( b - s_1(p) = b - \frac{3}{2} + \frac{3}{p} > \frac{4}{p} \). By continuity of
\[
k \mapsto \left( \frac{1}{a - k} + \frac{1}{b - k} \right)
\]
at \( s_1(p) \), we get that there exists \( k \in (s_1(p), \frac{4}{3}s_1(p)) \) such that
\[
\frac{2}{p} \left( \frac{1}{a - k} + \frac{1}{b - k} \right) < 1 \quad \text{and} \quad b - k > \frac{4}{p}.
\]
Let \( q \) be given by \( \frac{1}{q} + \frac{1}{p} = \frac{1}{2} \) (which is possible since \( p > r' \geq 2 \)), we have \( q \geq 2 \) and \( s_1(p) = \frac{2}{q} \), that is \( \kappa \in \left( \frac{2}{q}, \frac{4}{q} \right) \).

Denoting \( S(t) \) the flow of the linear Dirac equation we get the Strichartz estimate:
\[
\|S(t)u_0\|_{L^p(I, W^{\kappa,q}(M))} \lesssim \|u_0\|_{H^{a,b}}.
\]

For \( T \in (0, 1] \) write
\[
X(T) = \mathcal{C}([-T, T], H^{a,b}) \cap L^p([-T, T], W^{\kappa,q}(M))
\]
By Strichartz inequality, since \([-T, T] \subseteq [-1, 1]\), we have that there exists a constant \( C \) independent on \( T \) such that for all \( u_0 \in H^{a,b} \)
\[
\|S(t)u_0\|_{X(T)} \leq C\|u_0\|_{H^{a,b}}.
\]
Let $R = \|u_0\|_{H^{a,b}}$, we prove that $B = B_{X(T)}(0, 2CR)$ is stable under

$$A_{u_0} : u \mapsto (t \mapsto S(t)u_0 - i \int_0^t S(t - \tau)|u(\tau)|^r u(\tau) d\tau)$$

where $|u|^2$ is either the density of mass $|u|^2 = \langle u, u \rangle_{C^4}$ or the density of charge $|u|^2 = \langle u, \beta u \rangle_{C^4}$ if $T$ is small enough.

What is more, we prove that $A_{u_0}$ is contracting on $B$ if $T$ is small enough.

Let $u \in B$, we have

$$\|A_{u_0}(u)\|_{X(T)} \leq C\|u_0\|_{H^{a,b}} + C\|u\|_{L^1_t H^{a,b}} + C\|\tau^r u\|_{L^1_t H^{a,b}}.$$

Notice that in the course of this proof we will use the more convenient notation $L^p_T = L^p_t([-T, T])$. We use the Leibniz rule to get

$$\|\|u\|^r u\|_{H^{a,b}} \lesssim \|u\|_{L^\infty} \|u\|_{H^{a,b}}.$$

We then use the fact that $\kappa > \frac{3}{q}$ and Sobolev’s estimates to get

$$\|u\|_{L^\infty} \lesssim \|u\|_{W^{\kappa,q}(M)}.$$

To sum up, we get that

$$\|A_{u_0}(u)\|_{X(T)} \leq C\|u_0\|_{H^{a,b}} + C_1\|u\|_{W^{\kappa,q}(M)} \|u\|_{H^{a,b}} \|L^1_t H^{a,b} \|.$$

Finally, we use that $p > r' \geq r$ to use Hölder inequality :

$$\|A_{u_0}(u)\|_{X(T)} \leq C\|u_0\|_{H^{a,b}} + C_1\|u\|_{W^{\kappa,q}(M)} \|u\|_{L^p_t H^{a,b}} \|1\|_{L^p_t/(p-r)}.$$

Using that $u \in B$, we get

$$\|A_{u_0}(u)\|_{X(T)} \leq CR + C_1(2CR)^{r+1} |2T|^{(p-r)/p}.$$

Taking $T \leq \frac{1}{2^{2(p-r)/(p-r)}C^p/(p-r)(2CR)^{r+1}/(p-r)} = \frac{1}{2CR^{p/(p-r)}(p-r)}$, we get that

$$\|A_{u_0}(u)\|_{X(T)} \leq 2CR$$

hence $B$ is stable under $A_{u_0}$.

We proceed in the same way for the contraction and get

$$\|A_{u_0}(u) - A_{u_0}(v)\|_{X(T)} \leq C_3 R^p T^{(p-r)/p} \|u - v\|_{X(T)}.$$

Hence for $T \leq \left(\frac{1}{2C^p R^p}\right)^{p/(p-r)} = \frac{1}{C_4 R^{p/(p-r)}}$, we get

$$\|A_{u_0}(u) - A_{u_0}(v)\|_{X(T)} \leq \frac{1}{2} \|u - v\|_{X(T)}$$

which make $A_{u_0}$ contracting which implies Theorem 1.3.  \[\square\]
6.2. Proof of Theorem 1.4. The crucial remark here is that the first partial wave subspaces are left invariant by the action of the nonlinear term $|\langle \beta u, u \rangle| p u$ for every $p$. More precisely, it is possible to prove the following

**Lemma 6.2.** Let $j = 1/2$ and let $(m_{1/2}, k_{1/2})$ be one of the couples

$(-1/2, -1), (-1/2, 1), (1/2, -1), (1/2, 1)$.

Then the partial wave subspaces $C_0^\infty((0, \infty), dr) \otimes \mathcal{H}_{m_{1/2}, k_{1/2}}$ are invariant for the nonlinear terms $F(u) = \langle u, u \rangle u$ and $\langle \beta u, u \rangle u$, i.e.

$$u \in C_0^\infty((0, \infty), dr) \otimes \mathcal{H}_{m_{1/2}, k_{1/2}} \Rightarrow F(u) \in C_0^\infty((0, \infty), dr) \otimes \mathcal{H}_{m_{1/2}, k_{1/2}}.$$  

**Proof.** The proof of this result is already contained in [8], but we report it here for the sake of completeness. We write down for $j = 1/2$ the functions $\Phi^+, \Phi^-$ that span $\mathcal{H}_{j, m_j, k_j}$ in the four cases: they turn out to be

$$\Phi^+_{-1/2, -1} = \begin{pmatrix} 0 \\ i \\ 0 \\ 0 \end{pmatrix}, \quad \Phi^-_{-1/2, -1} = \begin{pmatrix} 0 \\ 0 \\ 1 \\ -2\sqrt{\pi} \cos \theta \end{pmatrix};$$

$$\Phi^+_{1/2, 1} = \begin{pmatrix} 0 \\ -i \\ 0 \\ 0 \end{pmatrix}, \quad \Phi^-_{1/2, 1} = \begin{pmatrix} 0 \\ 0 \\ 1 \\ -2\sqrt{\pi} \sin \theta \end{pmatrix};$$

$$\Phi^+_{1/2, -1} = \begin{pmatrix} i \\ 0 \\ 0 \\ 0 \end{pmatrix}, \quad \Phi^-_{1/2, -1} = \begin{pmatrix} 0 \\ 0 \\ 1 \\ 2\sqrt{\pi} e^{i\phi} \sin \theta \end{pmatrix};$$

$$\Phi^+_{1/2, 1} = \begin{pmatrix} 0 \\ -i \\ 0 \\ 0 \end{pmatrix}, \quad \Phi^-_{1/2, 1} = \begin{pmatrix} 0 \\ 0 \\ 1 \\ 2\sqrt{\pi} \cos \theta \end{pmatrix}.$$
We prove our statement for the couple \((1/2, 1)\), i.e. for functions of the form (6.6), being the proof for the other cases completely analogous. The generic function \(u \in L^2((0, \infty), dr) \otimes \mathcal{H}_{1/2,1}\) can be written as

\[
  u(r, \theta, \phi) = u^+(r)\Phi^+_{1/2,1}(\theta, \phi) + u^-(r)\Phi^-_{1/2,1}(\theta, \phi)
\]

for some radial functions \(u^+, u^-\). So \(u\) takes the vectorial form

\[
  u = \begin{pmatrix}
    u^+(r) \frac{i}{2\sqrt{\pi}} \cos \theta \\
    u^+(r) \frac{i}{2\sqrt{\pi}} e^{i\phi} \sin \theta \\
    u^-(r) \\
    \sqrt{\frac{1}{4\pi}}
  \end{pmatrix}.
\]

Thus the Hermitian product \(\langle u, u \rangle\) yields

\[
  \langle u, u \rangle = \frac{1}{4\pi} \cos^2 \theta |u^+(r)|^2 + \frac{1}{4\pi} \sin^2 \theta |u^+(r)|^2 + \frac{1}{4\pi} |u^-(r)|^2 = \frac{1}{4\pi} (|u^+(r)|^2 + |u^-(r)|^2)
\]

that has no angular components. This proves that if \(u \in C^\infty_0((0, \infty), dr) \otimes \mathcal{H}_{m_{1/2},k_{1/2}}\) then \(\langle u, u \rangle u \in C^\infty_0((0, \infty), dr) \otimes \mathcal{H}_{m_{1/2},k_{1/2}}\). Minor modifications yield the same result also for the nonlinear term \(\langle \beta u, u \rangle u\). We have remarked indeed that the operator \(\beta\) acts on the partial wave subspaces in a very simple way with respect to the basis \(\{\Phi^+, \Phi^-\}\): if in fact we associate to the function \(u\) its coordinates \((u^+(r), u^-(-r))\) with respect to such a basis we have \(\beta u = (u^+(r), -u^-(r))\), so that

\[
  \langle \beta u, u \rangle = \frac{1}{4\pi} \cos^2 \theta |u^+(r)|^2 + \frac{1}{4\pi} \sin^2 \theta |u^+(r)|^2 - \frac{1}{4\pi} |u^-(r)|^2 = \frac{1}{4\pi} (|u^+(r)|^2 - |u^-(r)|^2)
\]

that again has no angular components, and this shows that if \(u \in C^\infty_0((0, \infty), dr) \otimes \mathcal{H}_{m_{1/2},k_{1/2}}\) then \(\langle \beta u, u \rangle u \in C^\infty_0((0, \infty), dr) \otimes \mathcal{H}_{m_{1/2},k_{1/2}}\).

**Proof of Theorem 1.4.** The theorem is a direct consequence of Theorem 1.3 and Lemma 6.2. We omit the details.  

\[
\Box
\]
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