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1. Introduction

Artificial neural network is a system consisting of a large number of neurons (processing units) [1]. This system has strong independent learning ability and nonlinear and nonlocal characteristics. It is proposed based on modern neuroscience research achievements and attempts to design a new machine to make it have the information processing ability similar to the human brain by simulating the way of processing and remembering information of the brain neural network [2].

As an excellent tool for the study of complex problems, neural network technology gives full play to its super performance in the fields of identification filtering, pattern recognition, automatic control, such as student performance prediction, equipment failure diagnosis, and weather prediction. Through continuous trial and learning, the neural network can find regularity in complex data, which is the biggest advantage compared with other evaluation modes. In the evaluation system of art education, the artificial neural network can not only solve the relationship between quantitative and qualitative problems but also overcome the difficult problem of establishing complex mathematical model in the traditional evaluation process. In addition, it can overcome the artificial subjectivity and improve the efficiency of evaluation. Any noncontinuous function problem with precision approximation can be dealt with accurately in the modeling process by using the neural network method. At the same time, information storage and processing occur simultaneously in this process, which makes the neural network to be with high error correction and high processing speed. The input and output of neural network can be freely selected, and the multivariable system or single-variable system can be calculated with a general model. In the calculation process, there is no need to consider the influence of each system, and the qualitative information and quantitative information can be comprehensively processed.

The back propagation neural network (BP neural network) uses the error back propagation algorithm to learn
autonomously [3]. According to the characteristics and rules of functions, the BP neural network can automatically learn the experience from the complex data samples provided. It carries out scientific and reasonable analysis on complex problems and finds the most effective strategy and method to solve the problem. It has three layers, the input layer belongs to the front part, the hidden layer belongs to the middle part, and the output layer belongs to the end part, which forms the BP neural network.

The traditional evaluation of art education is subjective and tendentious, and the evaluation results are easily affected by the subjective judgment of the evaluators. At present, art education evaluation is also developing with the development of education big data, and gradually diversifying to the quality dimension. Therefore, in the evaluation of art education, it is necessary to collect multiple index data from multiple perspectives. The evaluation of art education also needs long-term and continuous monitoring, and the traditional evaluation method of art education is difficult to achieve timely and continuous unified standard evaluation. In order to achieve the goal of big data analysis and prediction of art education, researchers need to explore more objective and quantitative evaluation methods to achieve multidimensional and long-term evaluation.

The emergence of neural network provides hope for solving the problems of big data analysis and prediction in art education. The characteristic information of evaluation object should be collected in advance, and it becomes the input vector of neural network, and the corresponding comprehensive evaluation can only be used as the output of neural network. The trained neural network can be regarded as a tool with qualitative and quantitative functions, and the objects for comprehensive evaluation can cover the objects beyond the sample. The BP neural network is used to analyze and forecast the big data of art education, which provides theoretical support and more diversified evaluation methods for the reform and development of art education. The big data analysis and prediction method of art education based on the BP neural network enriches the evaluation theory of art education, provides new ideas for the evaluation of art education, and is conducive to the construction and development of the discipline. On the other hand, this paper provides a new thinking direction and research ideas for the follow-up related evaluation research. The analysis and prediction of art education evaluation can also help teachers improve their teaching strategies and promote the quality of art education cultivation.

2. Literature Review

2.1. BP Neural Network. The neural network consists of a large number of individual neuron nodes and the weighted values of the interactional connections between them [4]. Each node in the network represents an operation, which is called activation function. It makes neural network have a judgment and reasoning ability similar to human’s through mathematical statistical method.

After more than half a century of development, the BP algorithm becomes the most widely used and successful so far [5]. The BP neural network is a network model with the topology structure of the input layer, hidden layer, and output layer. The number of layers of the neural network is correlated with the prediction accuracy. Increasing the number of layers of the neural network is beneficial to improving the output accuracy of the model, but it also increases the training time of the network. Nodes between adjacent layers of the BP network are interconnected, but nodes at the same layer are not [6]. Here, the three-layer neural network structure with a topology of $1 \times 1 \times 1$ is taken as an example, as shown in Figure 1.

In the process of forward transmission of the BP neural network, neurons at the latter layer receive input signals transmitted by neurons at the previous layer, assign weight to these signals, and compare the sum result with the threshold value of current neurons, and then process the result through the activation function to obtain the output of neurons [7]. Common activation functions include Sigmoid activation function, tanh activation function, ReLU activation function, and leaky ReLU activation function. In the BP neural network, the continuously differentiable sigmoid function is often selected as the activation function [8]. The sigmoid function is shown in formula (1), and its image is shown in Figure 2.

$$f(x) = \frac{1}{1 + e^{-x}}.$$  

When sigmoid function is used, the relationship between the input layer and the output layer is

$$\text{Input } X = x_1w_2 + x_2w_1 + x_3w_3 + \cdots + x_nw_n,$$
$$\text{Output } Y = f(X) = \frac{1}{1 + e^{-x}}.$$  

Input $X$ is the input matrix, which contains the input vector $x = (x_1, x_2, x_3, \ldots, x_n)$, and Output $Y$ is the output matrix.

The core of the BP neural network algorithm is to realize the forward propagation of signals and then reverse propagation of errors. It reverses transmission of errors from the hidden layer to the input layer through the dynamic adjustment of weights between neurons [9, 10].

A BP neural network should include Input $X$ and expected Output $Y$. The BP neural network has a topological structure of $m \times l \times n$, where the input vector $x = (x_1, x_2, x_3, \ldots, x_m)$, the hidden layer input vector $h_l = (h_{l1}, h_{l2}, h_{l3}, h_{ln})$, the hidden layer output vector $h_o = (h_{o1}, h_{o2}, h_{o3}, \ldots, h_{on})$, the output layer input vector $y_l = (y_{l1}, y_{l2}, y_{l3}, \ldots, y_{ln})$, the output layer output vector $y_o = (y_{o1}, y_{o2}, y_{o3}, \ldots, y_{on})$, and $x = (d_1, d_2, d_3, \ldots, d_n)$ is the expected output vector. The BP neural network mainly includes the weight matrix between the three layers, which are $w_{in}$ and $w_{on}$, respectively [11]. The threshold values of the hidden layer and the output layer are $t_h$ and $t_o$, respectively.

Input and output neurons could be calculated in the hidden layer and output layer:
When the expected value is not equal to the actual value, the error will occur. If the feedback loop is used to reduce the error and then the global error is calculated with Formula (7):

$$e = \frac{1}{2} \sum_{o=1}^{m} (d_o - y_o)^2. \quad (7)$$

Substitute (4)–(5) into (7), then we will get

$$e = \frac{1}{2} \sum_{o=1}^{m} \left\{ d_o - f \left( \sum_{h=1}^{l} w_{ho} h o_h - b_o \right) \right\}^2. \quad (8)$$

It can be seen from (8) that the error term is a functional expression of weights between layers.

Therefore, the error level of the BP neural network is reduced by adjusting the weight to achieve the desired goal [12]. The partial derivative \( \delta \) of the error function is calculated to obtain a more specific weight adjustment formula using (10):

$$\frac{\partial e}{\partial w_{ho}} = \frac{\partial e}{\partial y_i} \frac{\partial y_i}{\partial w_{ho}} \quad (9)$$

According to (5),

$$\frac{\partial y_i}{\partial w_{ho}} = \frac{\partial}{\partial w_{ho}} \left( \sum_{h=1}^{l} w_{ho} h o_h - b_o \right) = h o_h, \quad h = 1, 2, \ldots, l. \quad (10)$$

According to (7),

$$\frac{\partial e}{\partial y_i} = -(d_o - y_o) f'(y_i), \quad o = 1, 2, \ldots, n. \quad (11)$$

Making \( \delta o = (d_o - y_o) f'(y_i) \), then we get \( \delta o \) of each neuron in layers, and the results are as follows:

$$\Delta w_{ho} = -\eta \frac{\partial e}{\partial w_{ho}} = -\eta \delta o h o_h, \quad (12)$$

$$\Delta w_{ih} = -\eta \frac{\partial e}{\partial w_{ih}} = -\eta \delta h x_i. \quad (13)$$

According to (12) and (13), the impression factors of weight adjustment include training rate \( \eta \), error signal \( \delta \) of this layer, and input value \( x \) (or \( y \)).

The operation principle of the BP neural network derived above not only includes the three-layer neural network but...
2.2. The BP Neural Network Algorithm. This paper mainly uses the following steps to complete sample data processing and analyze the final results [14].

First, the sample mode and training times counter \((k, p)\) are reset to 1, the systematic error \(e\) is reset to 0, the training rate \(\eta\) is set to 0–1 decimal, and the network training precision \(e_{\text{min}}\) is preset [15]. At the same time, the weight matrix \(w_{ih}\) and who are initialized with random numbers. Second, the input vector \(x\) and expected vector \(d\) were input, and the output vector \(h_0\) and the actual output value \(y_0\) of the hidden layer were calculated with (2)–(5) [16]. Then the error \(e\) corresponding to different samples was calculated with (6), and all the errors were summarized to obtain the total error of the network. The error signal \(\delta\) of the hidden and output layers is calculated and the weight adjustment values \(\Delta w_{ho}\) and \(\Delta w_{ih}\) are obtained according to (10) and (11), and then the new weight matrix of \(w_{ih}\) and who is obtained. Finally, comparing the number of input samples with the size of counter \(k\) to determine whether all samples participated in the training [17] and if all samples did not participate in the training, then we return to formula (2) for sample training again and compare the overall error \(e\) with the preset error \(e_{\text{min}}\). If \(e < e_{\text{min}}\), the loop was jumped out, and the whole neural network training ended; otherwise, the step of (2) continued [18]. The algorithm flow chart is shown in Figure 3.

2.3. Evaluation of Art Education. In the course of human development, evaluation and prediction are common and important decision-making processes. The evaluation of advantages and disadvantages or value is called evaluation, which covers the activity of judging and describing behavior. The estimation of future development direction is prediction. Art education evaluation is the collecting, recording, analyzing of students’ learning process, and learning outcome data, which is an important link of art education. Some scholars define art education evaluation as “the process of evaluating students’ behaviors according to certain standards” [19]. In art education, the main purpose of evaluating students’ learning process or results through certain standards is to diagnose students’ realization of the expected goals, examine whether each student’s potential has been maximized in teaching, and test its teaching effect. The evaluation of art education is of great significance in the whole teaching [20]. The measurement evaluation in the development of teaching plan helps teachers to understand the needs and interests of students and, on this basis, to improve the teaching plan. The formative and diagnostic evaluation in the teaching process can give feedback on students’ learning status in time so that teachers can improve the teaching focus and teaching mode constantly according to students’ specific learning situation. Summative evaluation at the end of teaching not only reflects students’ learning results but also verifies the realization of teaching objectives and inspires teachers to make new teaching plans.

Due to the particularity of art education, teachers’ subjective evaluation is still often used in the current evaluation methods, lacking unity and objectivity. Big data are characterized by large quantification and diversification. This paper collects a large number of diversified evaluation index data of art education. The big data analysis and prediction method of art education provides quantitative and objective technical support for the evaluation of art education and helps to promote the evaluation and prediction of art education objectively and fairly.

3. Method

3.1. Index Construction and Grade Determination of the Art Education Evaluation Index System

3.1.1. Extraction of Art Education Evaluation Index Elements. Based on the perspective of literature, case analysis, and in-depth interview, this paper extensively collects the evaluation index elements of art education, then removes the elements with low frequency and integrates the elements with the same phrase semantics, and conducts in-depth discussion with experts and scholars on the preliminary evaluation index elements of art education. Finally, an art education index system with 10 first-level indexes and 30 second-level indexes is constructed.
3.1.2. Using the Delphi Method to Create Art Education Evaluation Grade. To measure the grade of art education, this work uses the Delphi method to judge the grade of art education of prototype objects. The first is the selection of experts. The selection of experts is the key to the success of Delphi method [21]. In the selection of expert members, attention should be paid to the inclusion of experts in different fields, highlighting the heterogeneity, and only a single field of education "peer experts" is not scientific and comprehensive. The second is the implementation of the Delphi law. Step 1: state the objective of the evaluation and the target to be achieved by the indicator system. Step 2: synthesize the answers of the experts in the previous step and evaluate the order according to the importance. Step 3: according to the first two steps, each indicator is listed in turn according to the importance of the majority of experts and then compared with each expert on whether it meets the expectations of each expert standard; if not, please say or fill in their own reasons. Step 4: based on the above three steps, the final art education grade can be made and a relatively consistent conclusion can be drawn.

The sample objects are divided into the following five grades with the score of art education level, and the results are as shown in Figure 4. The scale can be given as the poor grade: 0–55, the qualified grade: 55–65, the middle grade: 65–75, the good grade 75–85, and the excellent grade: 85–100.

3.2. Designing of the Art Education Evaluation Model Based on the BP Neural Network

3.2.1. Determining the Number of Neural Network Layers. In 1998, Robert Hecht-Nielson verified that the BP neural network is a complete network that can realize complete mapping. The premise of the verification is that any closed interval is a continuous function, and then the mapping from $n$ dimension to $m$ dimension is realized through the process of infinite squeezing of the BP network with the hidden layer [22]. Kolmogorov theorem reveals that even three-layer neural network has a wide range of applications and strong performance, so a three-layer neural network can approach the set function with any error, provided that the number of hidden layer nodes is not limited [23]. Increasing the number of hidden layers has both advantages and disadvantages. Therefore, in order to obtain a lower training error, the optimal choice is to create a three-layer neural network model.

3.2.2. Defining the Number of Neurons at Each Layer. Determining the number of neurons in the input layer. The number of neurons in the input layer is an important internal characteristic of the neural network. On this basis, the evaluation indexes and the number of neurons are equivalent and unified, and the evaluation indexes are 30, so the number of neurons in the input layer is $n = 30$. 

![Evaluation grading.](image)
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![Error comparison under different learning rates and training times.](image)
Determining the number of neurons in the hidden layer and output layer. The actual output value of the network is equal to the number of neurons in the output layer, that is, \( m = 1 \). If the number of neurons is few, there is few information; if the number is large, it will lead to poor fault tolerance, too long training time, and "excessive match." Therefore, the optimal value exists, which can be obtained by the formula

\[
l = \sqrt{n + m + a}.
\]  
(14)

Through analysis, it is found the hidden layer contains 3–13 neurons and the training error decreases continuously, indicating that there is association. The test error fluctuates when the value of hidden layer neurons is 10–13. In general analysis, the number of hidden layer neurons is 10, which is the best choice, as shown in Figure 5.

### 3.2.3. Determining the Learning Rate

The efficiency of neural network training and testing were affected by learning rate. The learning rate is equivalent to \( \eta \). When the learning rate is large, the weight is large and the convergence is fast, leading to the network fluctuation. Low learning rate leads to variable network efficiency and slow convergence. Such problems can be solved by introducing the momentum term \( \alpha \).

\[
\Delta \mathbf{W}_{ij}(n) = \alpha \Delta \mathbf{W}_{ij}(n-1) + \eta \delta_j(n) \mathbf{V}_i(n).
\]  
(15)

According to the evaluation results, the errors and training times in Figure 6 are analyzed; with the change of learning rate, the number of training also changes. When the learning rate is 0.01, the number of training is the smallest. Therefore, the learning rate of text selection is not 0.01.

### 3.2.4. Determining the Training Function

Six kinds of training functions with representation which are widespread used are listed in Table 1. The training results of different training functions are compared from the training steps and performance, respectively, and the performance advantages of different training functions are highlighted. The Levenberg–Marquardt algorithm is the most widely used nonlinear least squares algorithm. It is the use of gradient to find the maximum (small) value of the algorithm, figuratively speaking, and it is a "mountain climbing" method. It has the advantages of both the gradient method and Newton method. Previous studies have shown that the Levenberg–Marquardt algorithm has the best performance and the minimum mean square error. Therefore, it is the optimal choice to select the Levenberg–Marquardt algorithm as training function in this paper.

### 3.2.5. Determining the Momentum Factor \( \alpha \)

The momentum factor plays an important role to the neural network, especially in the process of training which can effectively avoid network which produces the phenomenon such as local minimum and local maximum, trial and error method summarized according to the experiment, and the momentum factor value of 0.85 or so commonly; therefore, in this paper, based on the experimental trial and error method, the momentum factor value is 0.9, and the neural network model achieves the best effect of the experiment.

### 3.2.6. Data Initialization

The BP neural network has been trained by the collected data, the verified and tested data becomes an effective prediction model, and the corresponding art education grade categories are summarized according to the Delphi method.

### 4. Results

In this work, 2546 research samples were selected. The research objects were all sophomores in art colleges, who had certain artistic ability, which is helpful to objectively measure their artistic level. The art education evaluation indexes were taken as the input vector of BP neural network model, and the corresponding score of the art education level was taken as the output vector, respectively, into the neural network model for model training, and then the accuracy of the model was verified, and finally the evaluation model was tested.

#### 4.1. Creating the BP Neural Network

According to the test requirements and characteristics, this work used MATLAB to complete the construction of neural network model, choose neural network fitting tools, data fitting, and modeling.

First, questionnaires were issued according to the evaluation indicators of art education, data were collected, and evaluation grades were determined according to the Delphi method. Second, the BP neural network model is established to determine the number of nodes in each layer of the neural network and determine the learning rate, and then the data is imported into the neural network model to train the neural network. When the error range is met or the training number is the maximum, the training is finished. Finally, the test data and expected data are input for

| Algorithm                                      | Function     | The training steps | Performance |
|-----------------------------------------------|--------------|--------------------|-------------|
| Levenberg–Marquardt algorithm                 | TRAINLM      | 1000               | 4.93        |
| Rprop algorithm                               | TRAINRP      | 68                 | 2.86        |
| Scaled conjugate gradient algorithm           | TRAINSCG     | 1000               | 1.71        |
| One-step secant algorithm                     | TRAINSOSS    | 1000               | 1.35        |
| Gradient descent method                       | TRAINGD      | 1000               | 2.69        |
| Gradient descent method with adaptive learning rate and the momentum factor | TRAINIDX     | 235                | 2.89        |
simulation experiments. Among them, the art education evaluation index data are imported into the neural network model platform as input vector, and the expected value is imported into the network model as target vector to provide data support for the next network model training. As long as the data are imported correctly, the model can be more scientific and reasonable.

In the data group of training, verification, and testing, the data collected are divided into 70% training data, 15% verification data, and 15% testing data according to the principle of random allocation of data. Data partitioning plays a key role in the accuracy and rationality of the network model.

When the number of hidden layer nodes is 3–13, after comparison, adjustment, and re-experiment, the results show that when the number of nodes in the hidden layer is 3–9, the fit degree is low, while when the number of nodes in the hidden layer is 11 and 12, the over-fit degree is serious. Therefore, the best fit degree is when the number of nodes in the hidden layer is 10, which is more in line with the requirements of the simulation experiment. At this time, the BP neural network model has higher accuracy and effectiveness. Therefore, the number of hidden layer nodes in the final experiment is determined to be 10.

4.2. Training the BP Neural Network. The BP neural network model was applied and created on the MATLAB software platform. According to the above analysis, the three-layer neural network structure of the BP neural network model was set as $30 \times 10 \times 1$. Input vector $P$ and target vector $T$ are imported into the BP neural network model with all parameters set. Data are randomly divided during the neural network training algorithm. The training algorithm is the L-M algorithm, and the performance is mean square error. There are also attributes of training time, performance, gradients, and verification checks in the training process.

According to the parameters of the BP neural network model and the training results, it is proved that the training process and verification process of the BP neural network as well as the overall test results are quite ideal. According to the analysis in Figure 7, the $R$ value in the fitting regression of training process is equal to 0.91584, the $R$ value in the fitting regression of verification process is equal to 0.91759, and the $R$ value in the fitting regression of overall process is equal to 0.91625. According to literature [24], the closer the $R$ is to 1, the fitting effect of the BP neural network model is more ideal, which also shows that the experimental data and model have a certain degree of discipline and rationality. The accuracy of the experiment was further verified by fitting the regression analysis graph with the neural network.

4.3. Testing the BP Neural Network. After training the BP neural network, the test data are randomly selected to test the BP neural network model to obtain the corresponding evaluation value of art education. The comparison between
the actual value of the network output and the expected value and errors is shown in Figure 8. The overall analysis of results shows that the actual value is basically consistent with the expected value without significant change. It also reflects the reliability of the neural network model and the rationality of the collected data. Through the BP neural network test and output of the actual value, the actual value is valid, the expected value is reasonable, and the maximum relative error of the two is 1.72%, which basically tends to the ideal state. The actual value of the neural network after training is basically consistent with the expected value, except that local fluctuation occurs at the numbers 9, 10, 15, 16, 19, and 20, which is also within the acceptable range.

4.4. Analysis of Evaluation Results. According to the analysis, the comparison result of the actual value and the expected value is relatively ideal. Each scoring result corresponds to the data of 30 evaluation indexes of a student, which is mapped to the art education ability level through different scoring values. Therefore, the evaluation results are analyzed as follows. The higher the evaluation score, the stronger the artistic foundation. Some of the students who scored above 85 had participated in art competitions. Most of the students who scored above 75 had many years of art training experience.

5. Discussion

Although this research has made some progress and breakthrough, there are still some deficiencies to be further studied. The training results of the BP neural network will be directly affected by sample data, so how to select representative data is of great importance and is one of the directions for further research in the future. Although the simulation experiment shows that BP neural network can be used in this research and the effect is good, there is still a lack of effective test for the results of artificial neural network, which makes the results less convincing.

At the same time, when the error of standard BP algorithm decreases, it will inevitably produce the oscillation phenomenon, which will seriously affect the convergence speed of the network. For some complex problems, the BP algorithm may need several hours or even longer learning and training, and the biggest weakness of learning is that convergence is difficult to master. The learning error of the BP neural network often stays at a standstill during the descent process. After thousands of iterations, it can recover to a fast descent speed. In the process of training, a decrease in the stagnant state of error often occurs because the network falls into the local minimum point. When the BP neural network is trapped in the local minimum, it is difficult for the error to continue to decrease, and it is likely to stop learning the structure of the BP neural network because it mistakenly thinks that the optimal weight is found. The determination of the structure of the BP neural network lacks sufficient theoretical basis. When using the BP neural network, the first difficulty encountered is to determine the optimal structure of the network. In practical application, different structure determination principles are followed, and a large number of simulation experiments are needed to verify the rationality of the selected structure. How to determine the number of network layers and nodes to be selected for each layer is mostly determined by experience, and the theoretical basis is not sufficient.

The big data analysis and prediction of art education based on the BP neural network also needs to solve which method to initialize sample data and how to select indicators for different objects in different periods. It is suggested that researchers in this field should combine the neural network algorithm with the traditional detection method in the next stage to improve the evaluation process of art education. Because of the complexity of different problems, the number of training sample sets, the number of thresholds, target errors, and many other factors affect the selection of neural network types, and the modeling methods needed in different environments are completely different, so it is still necessary to find a reasonable model to solve the modeling problems in the future work.

6. Conclusion

This study proposes and uses the BP neural network to analyze and forecast the big data of art education. It has the characteristics of high convergence speed and strong learning ability, which can effectively analyze and forecast art education. The big data analysis and prediction of art education based on the BP neural network overcome the complexity of traditional art education evaluation, make the evaluation simulation results more accurate and conform to the actual situation, and weaken the influence of human factors in the traditional model. In the simulation experiment, the model can give full play to the superiority of artificial neural network and is a brand-new evaluation method of art education, which can objectively reflect the quality of education, put forward suggestions for improvement, and cultivate artistic talents. This paper innovatively uses the BP neural network technology and big data
technology to predict art education and improve the accuracy of art education prediction.
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