Effective response theory for Floquet topological systems
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We present an effective field theory approach to the topological response of Floquet systems with symmetry group \( G \). This is achieved by introducing a background \( G \) gauge field in the Schwinger-Keldysh formalism, which is suitable for far from equilibrium systems. We carry out this program for chiral topological Floquet systems (anomalous Floquet-Anderson insulators) in two spatial dimensions, and the group cohomology models of topological Floquet unitaries. These response actions serve as many-body topological invariants for topological Floquet unitaries. The effective action approach also leads us to propose novel topological response functions.
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Topological phenomena in periodically driven systems (Floquet systems) have been widely discussed recently. For recent review articles, see, e.g., [1–3]. In a typical setup, we consider dynamics governed by the Hamiltonian which depends periodically on time \( t \): \( H(t+T) = H(t) \). Correspondingly, we consider the time-evolution operator

\[
U(t,t_0) = T \exp \left[ -i \int_{t_0}^t dt' H(t') \right],
\]

where \( T \) represents time-ordering. As a slight variation of the problem, we also consider a periodic time evolution described by a periodic unitary \( U(t+T) = U(t) \), without mentioning Hamiltonians.

It has been discovered that such periodic drive can give rise to topological phenomena of at least two different kinds: (i) The periodic drive can turn a non-topological static system into a topological system, which can essentially be understood as a static topological system. (ii) The periodic drive can give rise to a topological phenomenon, which is unique to periodically driven systems, and has no analogue in static systems. Initial studies of topological Floquet systems were limited to the first kind of dynamical topological phenomena [4–8]. On the other hand, phenomena of the second kind have been discovered and studied more recently [9–19]. Of particular interest in this paper are topological chiral Floquet drives (anomalous Floquet-Anderson insulators) in two spatial dimensions [20–26], which are characterized by the 3d winding number of their single-particle Floquet unitary operators.

The purpose of this paper is to develop an effective response field theory approach to Floquet topological systems. Our primary focus will be topological phenomena of the second kind which are intrinsic
We discuss gapped excited states. For example, in terms of effective response field theories, the presence/absence of the topological codes purely the properties of the ground state. In the topological term in the response field theory, we should also note that in the presence of the gap, the expansion and leads to a local effective action. It can then be "safely" integrated over, i.e., the integration over the matter field can be controlled by the inverse gap. If the matter fields represent "fast" degrees of freedom and can then be "safely" integrated over, i.e., the integration over the matter field can be controlled by the inverse gap expansion and leads to a local effective action. It should also be noted that in the presence of the gap, the topological term in the response field theory encodes purely the properties of the ground state. In other words, the presence/absence of the topological term in the response theory can be deduced from the adiabatic response of the ground state, without discussing gapped excited states. For example, in the case of the integer quantum Hall effect, the coefficient of the Chern-Simons term is expressed in terms of the many-body Chern number.

In this paper, we develop an effective response theory approach for periodically driven (topological) systems, paralleling effective response theories for static topological phases with symmetry. Specifically, we will work with the Schwinger-Keldysh generating functional of Floquet unitaries,

$$\mathcal{Z}[A_1, A_2] = \text{Tr} \left[ U(A_1) \rho_0 U^\dagger(A_2) \right] ,$$

where we have introduced external (non-dynamical) U(1) gauge fields $A_1$ and $A_2$, which couple to the evolution operator $U(t)$ and to its conjugate $U^\dagger(t)$, respectively. The initial state $\rho_0$, will be taken to be a Gibbs ensemble at infinite temperature, $\rho_0 \sim e^{\alpha Q}$, where $\alpha$ is a chemical potential, and $Q$ is the $U(1)$ charge operator. We will demonstrate that the Schwinger-Keldysh generating functional $W[A_1, A_2] = -i \log \mathcal{Z}[A_1, A_2]$ for many-body localized Floquet systems is a local functional of $A_1$ and $A_2$, and, furthermore, encodes the topology of the system. In fact, we will see that this framework can be applied to many-body localized systems whose explicit time dependence is not necessarily periodic, as the topological origin of our response functional—i.e., its independence on smooth deformations of the system—is completely unrelated to time periodicity of the microscopic system. Periodicity, combined with other properties, will only be used to show quantization of topological response.

The paper is organized as follows. In Sec. I, we explain how to apply the Schwinger-Keldysh approach to topologically periodically driven systems. In Sec. II, we consider chiral Floquet drives (topological Floquet Anderson insulators) in two spatial dimensions, for which we explicitly compute the Schwinger-Keldysh effective action, and identify the topological term. In Sec. III, we describe two generalizations of effective response corresponding to candidate novel topology which was not discussed before. Further material and technical details are discussed in the Appendix. In Appendix A, we study yet another class of topological Floquet drives, those

---

1 One can also promote static background gauge fields to dynamical ones, by integrating over the gauge field. The effect of such dynamical gauging was discussed in [18]. In this work, we will confine ourselves to background gauge fields.
which are constructed by using the group cohomology. There, we find that the topological terms of the Schwinger-Keldysh functional are members of (labeled by) $H^d(G,U(1))$ where $G$ is the symmetry group and $d$ is the spatial dimension. In Appendix B, we discuss an approach based on the so-called channel-state map, which provides a perspective complementary to the Schwinger-Keldysh approach.

I. SCHWINGER-KELDYSH RESPONSE

A. Generalities

In this section, we introduce the basic framework that will be used as a systematic approach to topological Floquet phases. While our interest lies in Floquet systems, we shall start with general discussions that can be applied to any time-dependent Hamiltonian $H(t)$. A modern introduction to the Schwinger-Keldysh formalism can be found in \[30, 31\].

We will assume that $H(t)$ possesses a $U(1)$ symmetry, and we couple it to an external gauge field $A_\mu(t,\vec {r})$, so that the evolution operator is given by

$$U(t_1, t_0; A) = \exp \left[ -i \int_{t_0}^{t_1} dt' H(t'; A) \right],$$

where $H(t; A)$ is the Hamiltonian coupled to $A_\mu(t, \vec r)$. The current conjugate to $A_\mu$ will be denoted as $J^\mu$.

We introduce the Schwinger-Keldysh generating functionals $Z[A_1, A_2]$ and $W[A_1, A_2]$ by \[30, 31\]

$$Z[A_1, A_2] = e^{iW[A_1, A_2]} \quad (6)$$

$$= \text{Tr} \left[ U(t_1, t_0; A_1) \rho_0 U^\dagger(t_1, t_0; A_2) \right],$$

where $\rho_0$ is the initial state of the system at $t = t_0$. The operator inside the trace can be thought of as the time evolution of the density matrix $\rho_0$, $\rho(t_1) = U(t_1, t_0; A_1) \rho_0 U^\dagger(t_1, t_0; A_2)$, where each factor of the evolution is coupled to a different gauge field $A_{1\mu}$ and $A_{2\mu}$.

In typical applications, we adiabatically switch on perturbations causing nonequilibrium dynamics. It is then convenient to start the time-evolution from $t_0 = -\infty$ with the initial state $\rho_0$ in the remote past which is chosen as an equilibrium state. We also send $t_1 \to +\infty$ when discussing correlation functions with operators located at arbitrary late times. Then, the Schwinger-Keldysh contour runs from $-\infty$ to $+\infty$ and back. One striking feature is that this approach does not require knowing the final state.

The Schwinger-Keldysh trace with background (6) provides a compact and efficient way to encode various non-equilibrium correlation functions. Indeed, differentiating $Z[A_1, A_2]$ $n$ times with respect to $A_{1\mu}$ and $m$ times with respect to $A_{2\mu}$ leads to a correlation function of $n$ time ordered and $m$ anti-time ordered currents $J^\mu$

$$\text{Tr} \left[ \rho_0 \tilde{T} (J^\mu(x_1) \cdots) \tilde{T} (J^\nu(x_{n+1}) \cdots) \right] \quad (7)$$

$$= \frac{1}{i^n(-i)^m} \delta^{n+m} e^{W[A_1, A_2]} \left| \left. \delta A_{1\mu}(x_1) \cdots \delta A_{2\nu}(x_{n+1}) \cdots \right| A_{1,2}=0 \right.,$$

where $x = (t, \vec{r})$ and $\tilde{T}$ represents anti-time ordering. The generating functional $W[A_1, A_2]$ should satisfy certain basic properties due to unitarity of the evolution:

$$W[A_1, A_2] = -W^*[A_2, A_1], \quad W[A, A] = 0,$$

$$\text{Im} W[A_1, A_2] \geq 0 \quad (8)$$

where the first two can be seen straightforwardly from the definition (6), while the last condition follows from the fact that the absolute value of the trace of the operator $U(\infty, -\infty; A_1) \rho_0 U^\dagger(\infty, -\infty; A_2)$ is bounded by unity \[31, 32\].

B. Application to (topological) Floquet systems

We will now apply the Schwinger-Keldysh formalism to study topological properties of Floquet systems.

a. Choice of the initial state. For static systems, one typically chooses the initial state $\rho_0$ to be the ground state or the thermal state. In the case of our interest, we observe that the time dependence of the Hamiltonian is not slow compared to the energy gap of the instantaneous Hamiltonian $H(t)$, and thus there is no notion of ground state, nor of thermal equilibrium. The most natural choice in this context, in the absence of any symmetry, is to choose $\rho_0$ to be the infinite temperature state,

$$\rho_0 = I/\mathcal{N},$$

where $I$ is the identity operator and the normalization factor $\mathcal{N}$ is the dimension of the Hilbert space.
In the Appendix B, we will see that with this choice of initial state, the Schwinger-Keldysh trace can be viewed as an inner product of unitaries when unitaries are mapped to states by using the channel-state map (the so-called Choi-Jamiołkowski isomorphism).

In the presence of a symmetry, the most natural choice of $\rho_0$ is the Gibbs ensemble formed by the conserved charges of the system,

$$\rho_0 = \frac{e^{\alpha Q}}{\text{Tr} e^{\alpha Q}},$$

(10)

where $Q$ is the charge operator (number operator) associated to the $U(1)$ symmetry, and the parameter $\alpha$ plays the role of chemical potential. Instead of introducing $\alpha$ in the initial state $\rho_0$, $\alpha$ can also be introduced as the difference between the (uniform and time-independent) temporal component of $A_1$ and $A_2$ in $U(t_1, t_0; A_1)$ and $U(t_1, t_0; A_2)$.

This choice of initial state allows us to put our focus on properties of evolution operators themselves, rather than the time evolution of individual states. (See, for example, [33] which also uses the infinite temperature state.) We also recall that under Floquet time evolution, states may indefinitely be heated up by the drive, which may wash out any topological phenomena. Various mechanisms in the literature are used to prevent this (e.g., many-body localization or prethermalization [34–38]). It is also worth recalling that eigenstates of Floquet unitaries are all expected to behave similarly, e.g., no mobility gap separating ergodic and many-body localized states.

b. Choice of the Schwinger-Keldysh contour
We now describe our choice of the Schwinger-Keldysh contour. First, we note that there are characteristic values of times, integer multiples of the period of the Floquet drive $T$. In our discussion, we will evaluate the Schwinger-Keldysh generating functional for $t_1 - t_0 = (\text{integer}) \times T$. At these values the generating functional will exhibit additional important properties in relation to topology when dealing with special models — see Sec. II.

Second, for generic systems, it will be important to take the integers $m, n$ to be large. A convenient object to study response to $A_1$ is then

$$Z[A_1, A_2] = e^{iW[A_1, A_2]} = \lim_{\kappa \to \infty} \text{Tr} \left[ U(\kappa T, -\kappa T; A_1) \rho_0 U^\dagger(\kappa T, -\kappa T; A_2) \right],$$

(11)

where we chose $t_1 = -t_0 = \kappa T$ with $\kappa$ a half-integer; for simplicity, we have chosen the Schwinger-Keldysh contour to be symmetric around $t = 0$. As we will see, the infinite time limit guarantees that, for generic models, when the system is in the localized regime, only topological contributions will survive, as in the infinite time limit non-topological effects are averaged out, making them transparent to the response captured by the generating functional $W[A_1, A_2]$.

Having fixed the definition of the time contour, we now discuss the structure of the gauge transformations. These have the form

$$A_{1\mu} \to A_{1\mu} + \partial_\mu \lambda_1, \quad A_{2\mu} \to A_{2\mu} + \partial_\mu \lambda_2,$$

(12)

where $\lambda_1(t, \vec{r})$ and $\lambda_2(t, \vec{r})$ are independent functions, except at the end points $t_0$ and $t_1$, where they must be related as

$$\lambda_1(t_0, \vec{r}) = \lambda_2(t_0, \vec{r}) + 2\pi n_0,$$

$$\lambda_1(t_1, \vec{r}) = \lambda_2(t_1, \vec{r}) + 2\pi n_1,$$

(13)

where $n_0$ and $n_1$ are integers. Small gauge transformations will satisfy $\lambda_1, \lambda_2 \to 0$ at $t = t_0, t_1$. The gauge invariance of the effective action will be further discussed in Sec. II A.

c. Slowly-varying background
We will restrict to background sources which are slowly varying in space and time. In our discussion, we will be concerned with systems which are in the localized regime. As far as the system localizes, we expect the generating functional $W$ to be a local functional in $A_1$ and $A_2$, which is a crucial feature of our formulation as it will allow to write down $W$ in a derivative expansion in $A_1$ and $A_2$, as far as the latter are sufficiently slowly varying, enabling us to identify particular couplings in $W$ which contribute to topological response.

$$\uparrow \uparrow \uparrow$$

---

2 We assume that, in the operator formalism, gauge transformations are implemented by unitary transformations of the form $V(t) = e^{i\sum_n \lambda(t, r) n_r}$, where $n_r$ is the charge density operator. The evolution operators in the Schwinger-Keldysh generating functional transform as

$$U(t_1, t_0; A_1) \to V_1(t_1) U(t_1, t_0; A_1) V_1^\dagger(t_0),$$

(14)

and

$$U(t_1, t_0; A_2) \to V_2(t_1) U(t_1, t_0; A_2) V_2^\dagger(t_0),$$

(15)

which implies eq. (13).
Below we will be interested in the structure of the Schwinger-Keldysh generating functional $W$, which depends on background $U(1)$ gauge fields $A_{1\mu}, A_{2\mu}$ and on the constant chemical potential $\alpha$. For the rest of the paper, we will further take $A_0 = 0$ and $A_i = A_i(\vec{r})$, for both copies of the background. We will thus restrict to “static” response. Operationally, these configurations are the most general for which we can analytically compute topological response from the microscopic models that we are interested in, and take the continuum limit. We will see that this choice is sufficient to capture the topological character of periodically driven systems.\footnote{We remark that, from the point of view of our effective response, there is no technical limitation in considering terms which depend on $A_{10}, A_{20}$, and which have (slow) time dependence. We leave this to future work.}

Furthermore, we will focus on 2+1-dimensional systems with particle-hole symmetry, i.e. we will require

$$e^{iW[A_1, A_2]} = e^{iW[-A_1, -A_2]}$$

with $\alpha \rightarrow -\alpha$.

It is convenient to introduce a new basis for the background,

$$A_{ri} = \frac{1}{2}(A_{1i} + A_{2i}), \quad A_{ai} = A_{1i} - A_{2i},$$

(16)

where this change of basis is sometimes referred to as the Keldysh rotation [30]. This basis is convenient as the constraints (8) can be easily implemented. We will write $W$ as an expansion in number of derivatives acting on $A_{ri}, A_{ai}$, and a power expansion in $A_{ai}$, which will make it easy to enumerate the list of terms compatible with (8). Note that the second condition in (8) requires each term in $W$ to contain at least one power of $A_{ai}$. To zeroth order in derivatives, there is no invariant gauge term that we can write down. To first order in derivatives, the most general generating functional is

$$W = -\frac{i}{2\pi T} \int dt d^2r B_n, \quad B_n = \varepsilon^{ij}\partial_i A_{aj},$$

(17)

where $\Theta(\alpha)$ is an arbitrary function of $\alpha$. One immediately sees that (17) satisfies conditions (8). Additional terms will be at least second order in derivatives, such as $(\varepsilon^{ij}\partial_i A_{aj})^2$ or $(\varepsilon^{ij}\partial_i A_{aj})(\varepsilon^{kl}\partial_k A_{al})$. Since we are interested in topological responses, we will focus on (17), as it is the only term with a coupling constant that is dimensionless in length units. In the next sections we will focus on a family of systems which displays precisely this type of response, and we will see how their topological properties are encoded in the function $\Theta(\alpha)$. We will look at Floquet systems defined on closed as well as open spatial manifolds. In the first case, we will consider backgrounds with nontrivial flux in order for (17) to contribute, while in the second case (17) can be written as a boundary term.

## II. TOPOLOGICAL CHIRAL FLOQUET DRIVE

In this section we shall study in detail the Schwinger-Keldysh Floquet response of a particular model. Consider a two-dimensional square lattice with periodic boundary conditions of size $L_x \times L_y$, where $L_x, L_y$ are even integers. The total number of sites is $L_x L_y = N$. We denote site coordinates with $r = (x, y) \in \mathbb{Z} \times \mathbb{Z}$, and split sites into sublattice $A$, with coordinates $x + y \in 2\mathbb{Z}$, and sublattice $B$ with coordinates $x + y \in 2\mathbb{Z} + 1$. The model is given by a Floquet Hamiltonian $H(t)$ of period $T$ obtained as follows. Divide the period $T$ in five intervals of equal duration $T/5$, where each of the first four intervals has Hamiltonian $H_n$, with $n = 1, 2, 3, 4$, where

$$H_n = \sum_{r \in A} H_{n,r},$$

(18)

$$H_{n,r} = -J \left( e^{iA_{rr} + b_n} c_r^{+} c_r + h.c. \right),$$

with $J = \frac{2\pi e}{T}$, and where

$$b_1 = b_3 = (1, 0), \quad b_2 = b_4 = (0, 1),$$

(19)
while during the fifth interval the Hamiltonian is zero. The fifth interval will be of practical use later, when we shall introduce disorder. Note that the \( H_{n,r} \) and \( H_{n,r'} \) commute with each other, so the evolution can be factorized on each site \( r \in A \). The resulting evolution is to move a particle around a plaquette, and bring it back to its original position after one period, as illustrated in Fig. 1. This model was originally introduced in [20] and has been extensively studied e.g. in [21, 22]. In addition, we added a minimal coupling to a background \( U(1) \) gauge field, where

\[
A_{r,r+b} = \int_r^{r+b} dr \cdot A(r) \tag{20}
\]

is the gauge link from site \( r \) to site \( r + b \). Note that, as mentioned in Sec. I, we are restricting to background gauge fields with \( A_0 = 0 \) and \( A_1 = A_1(r) \). In principle, one can take slowly time-dependent background sources \( A_1(t, \vec{r}) \) and perturbatively solve the model by doing derivative expansion in time. However, we expect such configurations to contribute only through higher derivatives to the generating functional \( W \). Static configurations will be sufficient to evaluate \( \Theta(n) \) introduced in (17), thus capturing the topological character of these periodically driven systems.

The Floquet unitary is given by

\[ U(T/2, -T/2) \equiv U_F = U_4 U_3 U_2 U_1 , \]

\[ U_n = \prod_r e^{-i T / 5 H_{n,r}} \]

with

\[
e^{-i T / 5 H_{n,r}} = 1 - (n_r - n_{r+b})^2 \]
\[ + i (n_r - n_{r+b})^2 \left( e^{i A_n} c^\dagger_{r+b} c_{r+b} + \text{h.c.} \right) . \tag{21}\]

Crucially, we notice that this model has a unitary on-site particle-hole symmetry, given by

\[ c_r \to (-1)^r c^\dagger_r , \quad c^\dagger_r \to (-1)^r c_r , \]
\[ A_1(r) \to -A_1(r) , \]

where \((-1)^r = +1\) or \(-1\) if \( r \) belongs to sublattice \( A \) or \( B \), respectively. This \( Z_2 \) symmetry will imply an effective theory argument for the quantization of our response. This Floquet drive is special or ideal in the sense that, in the absence of the background gauge field, \( U_F = I \). I.e., the Floquet Hamiltonian is identically zero, and hence no heating. For more generic models, this is not the case and \( U_F = \exp(-i TH_F) \), where \( H_F \) is a Floquet Hamiltonian. To avoid heating, we need to demand \( H_F \) is, e.g., many-body localizing.

**A. Response functional on the torus**

We shall now compute the Schwinger-Keldysh generating functional \( W[A_1, A_2] \) introduced in (6) for the chiral Floquet drive, subject to the periodic boundary conditions described in the beginning of this Section. Since the Hamiltonian is quadratic (\( U \) is Gaussian), \( W \) reduces to a quantity built from the single-particle counter part of the Floquet unitary: \( U(t_1, t_0) \) transforms the fermion creation/annihilation operators as \( U(t_1, t_0)c_i U^\dagger(t_1, t_0) = U_{ij}(t_1, t_0)c_j \) and \( U(t_1, t_0)c^\dagger_i U^\dagger(t_1, t_0) = U^\dagger_{ji}(t_1, t_0)c^\dagger_j = c^\dagger_j U_{ji}(t_1, t_0) \) where the \( N \times N \) unitary matrix \( U_{ij}(t_1, t_0) \) is the single-particle evolution operator acting on the single-particle Hilbert space. By noting the formula,

\[ \text{Tr} \left( e^{\sum_{i,j} c^\dagger_i A_{ij} c_j} \right) = \det \left( I + e^A \right) , \tag{22}\]

we then find

\[ e^{i W} = \frac{1}{\text{Tr} (e^{\alpha Q})} \det \left[ e^{-\frac{\alpha}{2} I} + e^{\frac{\alpha}{2} \mathcal{U}(A_1) \mathcal{U}^\dagger(A_2)} \right] , \tag{23}\]

where we used (10) as initial density matrix, and \( \mathcal{U}(A) \equiv \mathcal{U}(\kappa T, -\kappa T; A) \). (Here and henceforth, “tr” and “det” denote the trace and determinant in the \( N \)-dimensional single-particle Hilbert space, respectively, as opposed to “Tr” which is the trace taken over the \( 2^N \)-dimensional many-body Hilbert space.) We used a “particle-hole symmetrized” definition of number operator, i.e.

\[ Q = \sum_r (n_r - 1/2) , \quad n_r = c^\dagger_r c_r , \tag{24}\]

where the eigenvalues of \( Q \) run from \(-N\) to \( N\), and \( \text{Tr} (e^{\alpha Q}) = \prod_r (e^{-\frac{\alpha}{2}} + e^{\frac{\alpha}{2}}) = (2 \cosh \frac{\alpha}{2})^N \). The chemical potential \( \alpha \) can be used to project the “unnormalized” generating functional to a given sector with fixed particle number:

\[ \text{Tr} (e^{\alpha Q}) e^{i W} = \sum_q e^{\alpha q} Z_{q+N/2}[A_1, A_2] , \tag{25}\]
where the subscript $q + N/2$ is the non-symmetrized particle number running from $0$ to $N$. For the case of Gaussian Floquet unitaries, expanding the determinant in (23) we obtain, for example,

$$Z_1[A_1, A_2] = \text{tr}[U(A_1)U^+(A_2)],$$

$$Z_N[A_1, A_2] = \text{det}[U(A_1)U^+(A_2)].$$

(26)

It is easy to check that $U_F(A)$ is diagonal with its diagonal elements given by $e^{iB_r}$ where $B_r$ is a flux picked up by a particle which is located initially at $r$: $U_F(A) = \sum_r e^{iB_r}|r\rangle\langle r|$. Then,

$$e^{iW} = \left(\frac{1}{2\cosh \frac{2\pi}{N}}\right)^N \times \sum_{\{n_r\}=0,1} e^{i\frac{n_r}{2}i\int \phi \sum_r (B_{1r} - B_{2r})n_r} \cdot$$

$$= \left(\frac{1}{2\cosh \frac{2\pi}{N}}\right)^N \prod_r \left[e^{-\frac{\pi}{2}} + e^{\frac{\pi}{2}i\int \frac{\phi}{2} (B_{1r} - B_{2r})}\right].$$

(27)

Note that the time integral in the exponents $\int dt$ should be thought of as $\int_{-\kappa T}^\kappa T dt$, with $\kappa$ a sufficiently large integer. We can check that (27) is consistent with particle-hole symmetry,

$$\frac{Z[-A_1, -A_2, -\alpha]}{Z[A_1, A_2, \alpha]} = e^{i\int \frac{\phi}{2} \sum_r (B_{1r} - B_{2r}) = 1},$$

(28)

where we noted the quantization of the total flux $\sum_r B_{sr} = 2\pi \times \text{(integer)}$ ($s = 1, 2$) on a close manifold since $A_{r}, r'$ is an angular variable, $A_{r}, r' \equiv A_{r, r'} + 2\pi$.

Equation (27) is the exact microscopic result and can be used to study systems with arbitrary configurations of the background gauge fields – See around Eqs. (31) and (37), for example. We now specialize to background configurations which are slowly varying compared to the lattice constant. In this limit, $\partial A_i/\partial r_j \ll A_i$, i.e. one expands $e^{iB_{r}} = 1 + iB_{r} + \cdots$, and resumming, the only finite contribution to the generating functional will be

$$\exp iW[A_1, A_2] = \exp i\frac{\Theta(\alpha)}{2\pi} \int \frac{dt}{T} \int d^2r |B_1(r) - B_2(r)|,$$

(29)

\[\Theta(\alpha) = \theta + f(\alpha),\]

\[\theta = \Theta(0) = \pi, \quad f(\alpha) = -\pi \tanh \frac{\alpha}{2} .\]

Note that the generating functional is now a pure phase, and topological in the sense that it does not require (spatial) metric for its definition.

The effective action (29) is a Schwinger-Keldysh analogue of the theta term, $\exp[i\int dA/2M]$, which appears, e.g. as an effective response functional of (1+1)-dimensional static topological insulators (e.g., the SSH model), where $M$ is the $(1+1)$-dimensional spacetime [27]. For the static case, $\theta$ is a periodic variable, $\theta \equiv \theta + 2\pi$, because of the Dirac quantization condition: for any (1+1)-dimensional closed Euclidean spacetime $M_2$, $\int_{M_2} dA = 2\pi \times \text{integer}$, which is a consequence of the large $U(1)$ gauge invariance. Imposing a discrete particle-hole symmetry quantizes $\theta$ to be $\theta = \text{integer} \times \pi$, and then “predicts” symmetry-protected topological phases (phases which are not smoothly connected to each other) protected by particle-hole symmetry. In other words, the theta term, once quantized by symmetry, serves as a topological invariant which can be used to distinguish/label topologically distinct particle-hole symmetric phases.

For the Schwinger-Keldysh functional (29), the situation seems more complicated in the sense that the combination $A_{ni} = A_{1i} - A_{2i}$ entering in (29) is “neutral” under spatial large gauge transformations, i.e. transformations which allow a nontrivial flux of $A_{ni}$ across the torus. Indeed, due to (13), $\lambda_1(t_0, r)$ and $\lambda_2(t_0, r)$ must be topologically equivalent as spatial functions, as well as $\lambda_1(t_1, r)$ and $\lambda_2(t_1, r)$, and hence there is no large gauge transformation to quantize $\int dA_{n} = \int (dA_{1} - dA_{2})$ (where we consider the integral only over the space, as $\int dt/T$ is simply an integer). Nevertheless, we can still argue that $\Theta(\alpha)$ in (29) has a periodicity $\Theta(\alpha) \equiv \Theta(\alpha) + 2\pi$. First we note that, if the dependence on $A_1$ and $A_2$ of the generating functional $Z[A_1, A_2]$ enters through the total fluxes $\sum_r B_{1r}$ and $\sum_r B_{2r}$, they have to be separately quantized since $A_1$ and $A_2$ are angular variables, $A_{sr} \equiv A_{sr} + 2\pi$.

Second, periodicity of $\Theta(\alpha)$ can also be proven from the following argument. When we switch off one of the gauge fields, $A_2$, say, the Floquet unitary of the model reduces to identity $U(\kappa T, -\kappa T; A_2 = 0) = I$, i.e., the second Schwinger-Keldysh copy simply disappears. Hence the Schwinger-Keldysh trace (6) reduces to $e^{iW[A_1, A_2=0]} = \text{Tr}[U(A_1)/\rho_0]$ which is now
invariant under the “accidental” large gauge transformation $A_{1i} \to A_{1i} + \partial_i \lambda$, while $A_{2i}$ remains zero.\(^5\) On the other hand, the effective action (29) reduces to $\exp[-i \frac{2\alpha}{\pi} \int \frac{dt}{T} \int d^2 r B_1(r)]$ in which $\Theta(\alpha)$ should be now periodic because of the (large) gauge invariance under $A_{1i} \to A_{1i} + \partial_i \lambda$.

In the latter argument above, we relied on a special feature of the model, $U(\kappa T; A) = I$, which is not true in general: for more general cases $U(\kappa T, -\kappa T; A) = 0$ it is not the identity, by given by the exponentiated Floquet Hamiltonian, $U(\kappa T, -\kappa T; A) = \exp(-i2\kappa TH_F)$. Nevertheless, the periodicity of the theta angle $\Theta(\alpha)$ in the Schwinger-Keldysh effective action will persist at least for a wide class of models, thanks to the fact that the value of $\Theta(\alpha)$ is independent of continuous deformations of the system, as will be shown in Sec. II.C. Indeed, Floquet unitaries $U(t)$ can be smoothly deformed into the form $U'(t) = U(t) \exp(-iTH_F)$, where $U(t)$ is periodic (the so-called micro motion part), with $U(t = T) = I$, and $\exp(-iTH_F)$ captures the non-periodic part. If one can then smoothly deform $U(t)$ into $U(t)$ (see e.g. [19]), which one can do with the non-periodic evolutions of the models discussed in latter sections, the identification $\Theta(\alpha) = \Theta(\alpha) + 2\pi$ continues to hold.

Now, under particle-hole symmetry (22), $(A_{1i}, A_{2j}, \alpha) \to (-A_{1i}, -A_{2j}, -\alpha)$, i.e.,

$$\exp iW[A_1, A_2] \to \exp -\frac{\Theta(-\alpha)}{2\pi} \int \frac{dt}{T} \int d^2 r [B_1(r) - B_2(r)],$$

which means that, when $\alpha = 0$, $\theta$ is quantized as $\theta = \pi \times \text{integer}$. As in the case of static topological insulators, the quantized theta term can be thought of as a topological invariant differentiating topologically distinct (many-body localized) Floquet unitaries (regardless of the microscopic details of the system, and even for strongly coupled many-body systems, as far as the thermodynamic limit is well-defined). For generic values $\alpha$, one can see that particle-hole symmetry implies $f(\alpha) = -f(-\alpha)$. In the next Section, we will show that $\Theta(\alpha)$ is independent of continuous deformations of the Hamiltonian, and that $f(\alpha)$ contains additional topological information of the system.

We close this subsection with a few remarks. First, while we have been focusing on smooth configurations of the background gauge fields, it is also interesting to consider non-smooth configurations, e.g., a pair of localized magnetic fluxes $\phi$ and $-\phi$ inserted through two plaquettes. The corresponding background gauge field can be introduced by considering a “string” on the dual lattice connecting these two plaquettes, and assigning $e^{iA_{r,r'}} = e^{\pm i\phi}$ for those links intersecting the string. It is straightforward to see

$$Z[A_1, A_2 = 0] = (1/2)(1 + \cos \phi)$$

where we set $\alpha = 0$ for simplicity. The partition function is real and its amplitude is zero for $\phi = \pi \times \text{integer}$. This background configuration is fairly singular, and cannot be described by the topological effective action. The situation is similar to the response effective action of the (integer) quantum Hall effect; in the presence of the Chern-Simons term, the response partition function vanishes when one introduces a monopole. (See [39] for example.)

Second, while we have been discussing the free fermion model, the topological response functional (27) can be also derived for more generic models. Consider the floquet models introduced and discussed in Refs. [23, 40]. These models consist of swap operators, acting on each link. As an example, we follow [40]. The model consists of hard-core bosons living on a square lattice. For each link, we define a SWAP operator,

$$S_{r,r'}|n_r, n_{r'}\rangle = |n_r, n_{r'}\rangle$$

where $n_r = 0, 1$ is the occupation number of hard core bosons at site $r$. $S_{r,r'}$ can be given explicitly as

$$S_{r,r'} = 1 + b_{r}^\dagger b_{r'} + b_{r'}^\dagger b_{r} - n_{r} - n_{r'} + 2n_{r}n_{r'}.\) \quad (33)$$

Combining these SWAP operators, $U_j = \prod_{r \in A} S_{r,r+b_j}$, the total Floquet drive is given by $U_F = U_4U_3U_2U_1$. In the absense of boundaries, one can readily check that $U$ is the identity operator,

$$\langle \{n\}|U_F|\{n'\} \rangle = \delta_{\{n\}, \{n'\}} = \prod_r \delta_{n_r, n_r'}.$$ \quad (34)

\(^5\) This enhanced symmetry can also be seen without setting $A_2 = 0$ by simply noting that $U(A_2)$, for this particular model, commutes with gauge transformations.

\(^6\) In fact, some literature just entirely focuses on periodic Floquet unitaries $U(0) = U(T) = I$, see Ref. [19].
The time-evolution of $Z[A_1, A_2]$ for the static gauge field configuration (37) for $3T/4 < t < T$ for $L_x = L_y = 4, 8, 12, 16, 20$ with $\alpha = 0.8$ (from the bottom at $t = T$). The dotline represents $\Theta(\alpha = 0.8) = 1.94795$.

The background $U(1)$ gauge field can be introduced by replacing $b^g_r b^g_{r'} \rightarrow b^g_r g_{rr'} b^g_{r'}$ in $S_{rr'}$ where $g_{rr'} = g^{*}_{r'r}$ and $g_{rr'} = e^{iA_{rr'}} \in U(1)$. One can check easily $S_{rr'}(A) |n_r, n_{r'}\rangle = g_{rr'}^{n_r-n_{r'}} |n_r, n_{r'}\rangle$. $U_F(A)$ is diagonal in the occupation number basis and given by:

$$\langle \{n\} | U_F(A) | \{n'\} \rangle = \exp[i I(n, A)] \delta_{\{n\}, \{n'\}}.$$ (35)

Here, for a fixed configuration $\{n\}$, $e^{i I(n, A)}$ can be written as

$$e^{i I(n, A)} = \prod_r e^{i B_r} = \prod_r e^{iB_r n_r} = e^{i \sum_r B_r n_r}.$$ (36)

where the product $\prod_r n_r = 1$ is over all $r$ where a particle is present, $n_r = 1$. It is then straightforward to see that the topological response functional is given by (27).

Third, while we have focused for the Floquet unitary at $t_1 - t_0 = (\text{integer}) \times T$, we can monitor the time-evolution of the partition function $Z[t_1, t_0; A_1, A_2]$ numerically for arbitrary $t_0, t_1$ and for a given static gauge field configuration. In Fig. 2, $Z[t_1, t_0 = -T/2; A_1, A_2]$ is plotted as a function of $t_1$ for the background field configuration $A_{2i} = 0$ and

$$A_{1x}(x, y) = 0,$$

$$A_{1y}(x, y) = \begin{cases} 0, & y = 1, \ldots, L_y - 1, \\ \frac{2\pi x}{L_x}, & y = L_y. \end{cases}$$ (37)

In this configuration, the magnetic flux is inserted through plaquette located on a row at $y = L_y$. The total flux is $2\pi$. We see that the amplitude $|Z[A_1, A_2]|$ approaches to $\sim 1$ as $t_1 \rightarrow T/2$. On the other hand, away from $t_1 = T/2$, the amplitude $|Z[A_1, A_2]|$ can be very small (nearly zero); in these time regions, $Z[A_1, A_2]$ seems not to be topological in nature. In addition, as $t_1 \rightarrow T/2$, $\arg Z \rightarrow \Theta(\alpha)$. 

FIG. 2: The time-evolution of $Z[A_1, A_2]$ for the static gauge field configuration (37) for $3T/4 < t < T$ for $L_x = L_y = 4, 8, 12, 16, 20$ with $\alpha = 0.8$ (from the bottom at $t = T$). The dotline represents $\Theta(\alpha = 0.8) = 1.94795$.

FIG. 3: Chiral Floquet drive with open boundary. (a) Cylindrical geometry with open (periodic) boundary condition in $y$ ($x$) direction, and (b) “Disc” geometry with open boundary condition in both $x$ and $y$ directions. Shaded (unshaded) sites belong to the boundary (bulk) Hilbert space.
B. Open boundary conditions and magnetization

1. Separating bulk and boundary unitaries

We now move on to discuss the chiral Floquet drive in the presence of open boundary conditions. Let us first recall that, in the absence of boundaries, and with background gauge field, the single-particle unitary \( U_F(A) \) is diagonal in the occupation number basis, with the diagonal elements depending on the background \( A \). Let us now make a boundary by removing some links. While the bulk part of \( U_F(A) \) continues to be diagonal, the boundary part is not, as after one period the location of a particle on the boundary is shifted, see Fig. 3. We can then decompose \( U_F(A) \) as

\[
U_F(A) = U_{\text{bulk}}(A) \otimes U_{\text{bdry}}(A),
\]

where \( U_{\text{bulk}} \) and \( U_{\text{bdry}} \) are supported by two spaces orthogonal to each other; we will refer them as the bulk and boundary Hilbert spaces. For our current model, the boundary Hilbert space consists of a subset of sites living on the boundary, as in Fig. 3. Correspondingly, the many-body Floquet unitary factorizes, \( U_F = U_{\text{bulk}} \otimes U_{\text{bdry}} \), leading to the factorization of the generating functional:

\[
e^{iW[A_1, A_2]} = \text{Tr} \left[ U(A_1) \rho_0 U^\dagger(A_2) \right] \\
= \text{Tr} \left[ U_{\text{bulk}}(A_1) \rho_{0, \text{bulk}} U_{\text{bulk}}^\dagger(A_2) \right] \\
\times \text{Tr} \left[ U_{\text{bdry}}(A_1) \rho_{0, \text{bdry}} U_{\text{bdry}}^\dagger(A_2) \right] \\
= e^{iW_{\text{bulk}}[A_1, A_2]} e^{iW_{\text{bdry}}[A_1, A_2]},
\]

where we also split the initial density matrix into bulk and boundary parts: \( \rho_0 = \rho_{0, \text{bulk}} \otimes \rho_{0, \text{bdry}} \).

The bulk effective functional \( W_{\text{bulk}}[A_1, A_2] \) can be computed in the same way as the torus case, and is essentially given by (27), where now in the product \( \prod_r \) we simply remove sites which belong to the boundary Hilbert space. Taking the continuum limit,

\[
W_{\text{bulk}}[A_1, A_2] = \frac{\Theta(\alpha)}{2\pi} \frac{1}{T} \int dt \int_{\text{bulk}} d^2r \left[ B_1(r) - B_2(r) \right].
\]

We also note that

\[
\frac{Z_{\text{bdry}}[-A_1, -A_2, -\alpha]}{Z_{\text{bulk}}[A_1, A_2, \alpha]} = e^{-i \oint \Sigma_{\text{bdry}}^\dagger(B_1, -B_2)} \\
\ne^{-i \oint \Sigma_{\text{bdry}}^\dagger(B_1, -B_2)} \neq 1,
\]

since the total flux \( \sum_r B_r \) on an open manifold is not subject to the quantization condition; particle-hole symmetry is broken.

The effective functional for the boundary unitary \( W_{\text{bdry}} \) can also be evaluated directly. Note however that in contrast to the bulk unitary the boundary unitary is not gapped (many-body localized), \( U_{\text{bdry}}(A = 0) \) is not identity, and hence we do not expect \( W_{\text{bdry}} \) to be local; we do not write down \( W_{\text{bdry}} \) explicitly here. Nevertheless, one can verify

\[
\frac{Z_{\text{bdry}}[-A_1, -A_2, -\alpha]}{Z_{\text{bdry}}[A_1, A_2, \alpha]} = e^{-i \oint \Sigma_{\text{bdry}}^\dagger(A_1, A_2)} \neq 1
\]

where \( \Sigma_{\text{bdry}} \) represents the sum taken over links on the boundary region (an analogue of a 1d line integral \( \oint \) along the boundary), and \( L \) is the circumference of the boundary. The “Wilson loop” \( e^{-i \oint \Sigma_{\text{bdry}}^\dagger(A_1, A_2)} \) is not subject to quantization condition, and hence particle-hole symmetry is broken, as in the bulk. On the hand, when the bulk and boundary effective functionals are combined, the total effective functional respects the particle-hole symmetry, \( Z[-A_1, -A_2, -\alpha]/Z[A_1, A_2, \alpha] = 1 \). The situation is similar for the trace of the single unitary operator \( \text{Tr} [U_{\text{bdry}}(A)] \) (which is not the Schwinger-Keldysh trace), which takes a simple form and is given by

\[
\text{Tr} [U_{\text{bdry}}(A)] = e^{-L \frac{\pi}{2}} + e^{+L \frac{\pi}{2}} e^{i \oint \Sigma_{\text{bdry}}^\dagger A}
\]

where \( L \) is the total number of sites in the boundary Hilbert space. The trace (44) does not preserve particle-hole symmetry, while it enjoys the large \( U(1) \) gauge invariance. On the other hand, by adding (multiplying) a counter term, \( e^{-i/2 \oint \Sigma_{\text{bdry}}^\dagger A} \text{Tr} [U_{\text{bdry}}(A)] \) is particle-hole symmetric, but not invariant under large \( U(1) \) gauge transformations. The situation is completely analogous to the well-known mixed anomaly (a conflict between particle-hole and \( U(1) \) symmetry) in \((0+1)\)-dimensional field theory [41]. This is consistent with

\[
\frac{Z_{\text{bdry}}[-A_1, -A_2, -\alpha]}{Z_{\text{bdry}}[A_1, A_2, \alpha]} = e^{-i \oint \Sigma_{\text{bdry}}^\dagger(A_1, A_2)}
\]
the fact that the boundary unitary realizes a single chiral (Weyl) fermion; the single particle boundary unitary in momentum space is given simply by $U_{\text{bdry}}(A) = \exp ik_x$ where $k_x$ is single particle momentum along the boundary.

Two comments are in order. First, the bulk response has the same form as that of the closed system discussed in the previous subsection. This is expected as the system is localized. In other words, thanks to localization, particle-hole invariance implies that $\theta$ is quantized even for the open system. We will support this statement with more general considerations per unit area as

$$m_\alpha = -\frac{\Theta(\alpha)}{2\pi T},$$

so that, for $\alpha = 0$, the averaged magnetization is half-quantized. In [22] it was found that the averaged magnetization is quantized. The relative factor of 1/2 is in that we are considering the sum over states with arbitrary particle numbers.

If we focus on the $N$-particle sector of the Hilbert space, we have the integral quantization of the averaged magnetization. Indeed, explicit evaluation of the generating functional restricted to the $N$-particle sector $Z_N[A_1, A_2]$ gives

$$-i \log Z_N, \text{bulk}[A_1, A_2] = \frac{2\theta}{2\pi} \int dt \int d^2r \left[ B_1(r) - B_2(r) \right],$$

for smooth background gauge fields. Note the relative factor of 2 as compared to (40). Using again eq. (45), where this time $\rho_0$ is the density matrix supported on the bulk and restricted to particle number $N$, gives

$$\frac{\partial}{\partial B} Z_N, \text{bulk}[A, 0] = -i \int_{-\kappa T}^{\kappa T} dt \text{Tr} M(t),$$

where $\text{Tr}'$ is $N$-particle trace taken over the bulk sites. This then gives the time-averaged magnetization per unit area as

$$\frac{1}{2\kappa L_x L_y} \int_{-\kappa T}^{\kappa T} dt \text{Tr}' M(t) = \frac{\theta}{\pi}.$$

C. Stability under deformations

We shall now show that $\Theta(\alpha)$ must be independent of continuous deformations of the Hamiltonian, as far as the system is localized. In any geometry, such as the torus described in Sec. II A or the strip of Fig. 4, consider smoothly deforming the Hamiltonian inside two regions $I$ and $II$ whose size and distance is much larger than the localization length,
and denote by \( H_I(t), H_{II}(t) \) the Hamiltonian in region \( I, II \), respectively. Further, assume that the length scale of deformation from \( H_I(t) \) to \( H_{II}(t) \) is much shorter than the scale of variation of the gauge field \( A_r \). The response at first derivative order must then be

\[
W[A] = \frac{1}{2\pi i} \int_0^T \int d^2 r \Theta(\alpha, r) e^{ij} \partial_i A_j(r) ,
\]

where \( \Theta(\alpha, r) \) approaches the value \( \Theta_I(\alpha), \Theta_{II}(\alpha) \) in region \( I, II \), respectively, and the chemical potential \( \alpha \) is constant everywhere. Varying the generating functional with respect to \( A_i(r) \) gives the time-averaged expectation value of the current,

\[
\frac{\delta \langle W[A] \rangle}{\delta A_i(r)} \bigg|_{A=0} = -i \int dt \text{Tr} \left[ \rho_0 U^+(t, -\kappa T) \frac{\partial H(t)}{\partial A_i(r)} U(t, -\kappa T) \right]
= -i \int dt \text{Tr}[\rho_0 J^I(r, t)] = -i \bar{J}^I(r) ,
\]

where we used steps similar to those around Eq. (45). Plugging in the functional (52) gives

\[
\bar{J}^I(r) = -\frac{1}{2\pi i} \int_0^T d^2 r e^{ij} \partial_j \Theta(r) .
\]

Due to localization this current should vanish, as far as \( r \) is sufficiently far from any boundaries, such as the boundary of the strip in Fig. 4, or the boundary of the cylinder itself. We now show why this is the case for a model of the form \( H(t) = H_0(t, A) + H_{\text{int}}(t) \), where \( H_0 \) is the chiral Floquet Hamiltonian in (18)-(19), and \( H_{\text{int}}(t) \) is a generic interaction term which does not depend on \( A_i \), and has a generic time dependence, i.e. it does not have to be periodic: any \( H_{\text{int}}(t) \) will be fine as far as the system remains many-body localized. The trace of the current operator for the Hamiltonian \( H(t) \) evaluated at \( r = \bar{r} \) is

\[
-\text{Tr}[\rho_0 J^I(\bar{r}, t)] = \text{Tr}[\rho_0 U^+(t)(c_{\bar{r}+t}^\dagger c_{\bar{r}} - c_{\bar{r}+t}^\dagger c_{\bar{r}})U(t)] .
\]

If the system is on a closed manifold, where \( \rho_0 \) does not project out any states, \( \rho_0 \) commutes with \( U(t) \) which immediately leads to the vanishing of the trace, \( \text{Tr}[\rho_0 U^+(t)(c_{\bar{r}+t}^\dagger c_{\bar{r}} - c_{\bar{r}+t}^\dagger c_{\bar{r}})U(t)] = \text{Tr}[\rho_0 (c_{\bar{r}+t}^\dagger c_{\bar{r}} - c_{\bar{r}+t}^\dagger c_{\bar{r}})] = 0 \). (See [42] for a similar discussion.) Thus, as far as \( W[A] \) is given by the local functional (52), \( \Theta(\alpha) \) must be independent of continuous deformations. In the presence of boundaries, such as the geometry similar to that of Fig. 4, one can still factorize the total unitary into its bulk and boundary parts (c.f. (38)). While the boundary unitary is not many-body localized, as far as the current operator is evaluated at location \( \bar{r} \) well inside the bulk region, we conclude that the trace of the current operator should still be zero, which then implies that \( \Theta \) cannot be changed continuously. Note that in the above proof we did not make any use of the periodicity of the Hamiltonian. Independence on continuous deformations of this topological response is guaranteed solely by localization.

### D. Numerical tests of stability

As mentioned in the beginning of this section, the topological chiral Floquet model (18)-(19) is somewhat special or ideal in the sense that its Floquet Hamiltonian is zero, \( \hat{U}_F = I \). In this subsection, we shall depart from the ideal model (18)-(19) by adding disorder and perturbations,

\[
H(A) = H_0(t, A) + \sum_r w_r c_r^\dagger c_r + \lambda \sum_r (-1)^{\eta_r} c_r^\dagger c_r ,
\]

where \( H_0(t, A) \) is the Hamiltonian introduced in (18)-(19) coupled to gauge field \( A_r \), the second term is a disorder potential, where \( w_r \) are uncorrelated and can take values between \( [-W/2, W/2] \) with equal probability, and finally, the third term is a clean potential, where \( \eta_r = 0 \) or 1 depending on whether \( r \) lies in sublattice \( A \) or \( B \), respectively. (Note that \( H_0(t, A) \) is zero for \( 4T/5 < t < T \) while the last two terms in (56) are present for all \( t \).) In the following, we shall probe numerically the stability of the response introduced above. The disorder term, when sufficiently strong, guarantees localization. On the other hand, what the small \( \lambda \) perturbation is expected to do is to induce a finite bandwidth in

---

8 We have also studied different topological Floquet models, which are translationally invariant, characterized by the non-zero 3d winding number topological invariant (and hence non-zero quantized magnetization), and having non-zero Floquet Hamiltonian \( H_F \neq 0 \). The results will be reported elsewhere.
the quasi energy spectrum, and non-zero Floquet Hamiltonian, \( H_F \neq 0 \): it can compete with the disorder term. Both of these terms, when sufficiently strong, can drive the system away from the topological phase with non-zero \( \Theta \) by going through a continuous transition. While such transition is interesting, in this paper, we limit our attention to small perturbations to the ideal chiral Floquet drive, and postpone the detailed study of the putative transition to future works.

We study the dependence of \( \Theta(\alpha) \) on the disorder strength \( W \). To this aim, we simulated the Hamiltonian (56) on a cylindrical lattice of size \( L_x = 20 \) and \( L_y = 40 \). As initial state, we populated a cylindrical strip of width 16, so that the distance from the boundaries is sufficiently large compared to the localization length, see Fig. 4. This ensures that we can neglect boundary effects. The generating functional and the theta angle \( \Theta(\alpha) \) are obtained by taking the average of the disorder realizations of the Schwinger-Keldysh trace:

\[
e^{iW[A_1,A_2]} = \text{Tr} \left[ U(W, A_1) \rho_0 U^\dagger(W, A_2) \right]
\]

where \( \cdots \) represents disorder averaging, in the presence of a fixed background field configuration with \( \int dA_1 = 2\pi \) and \( \int dA_2 = 0 \). In our simulation, we performed 20 disorder realizations. We emphasize that, as mentioned below eq. (11), we need to evaluate \( W[A_1, A_2] \) over a very long time in order to isolate the topological terms. One can indeed verify numerically that evaluating \( W[A_1, A_2] \) over a time which is comparable to the microscopic time scales of the system, \( \Theta(\alpha) \) quickly deviates from the unperturbed value as one increases disorder, even if the system is localized.\(^9\)

We first set \( \lambda = 0 \). Figure 5(a) shows the dependence of \( \Theta(\alpha) \) on \( W \) for different values of \( \alpha \). For values of \( W \) that are not too large compared to the quasi-energy gap of \( H_0, \varepsilon = 2\pi/T = 0.8 \), one sees the presence of a plateau. At larger values, the disorder seems sufficiently strong to generate a transition to a topologically trivial state. Confirming this requires more accurate numerical simulations, which we leave for future work. As a diagnostics of localization, we considered the quantity

\[
g(r) = \text{max}_{w_r} \lim_{\kappa \to \infty} \left| \frac{\langle r | U(\kappa T, -\kappa T; A = 0) | r_0 \rangle}{\langle r_0 | U(\kappa T, -\kappa T; A = 0) | r_0 \rangle} \right|
\]

which measures the correlation between a site in the middle of the strip, \( r_0 = (0, L_y/2) \) and site \( r \) after a long time evolution, and the correlation is maximized over disorder realizations. As plotted in Fig.

\(^9\) Evaluating \( W \) over short times is equivalent to having backgrounds \( A_{11}, A_{22} \) that vary fast in time, thus probing quasi-energy scales that are characteristic of the microscopic system.
6, we see that the system is localized for all values of \( W \) near the plateau.

Let us now switch on the third term, the clean potential term. Figure 6 shows that the localized regime holds for \( \lambda \ll W \), as expected. For \( W \) comparable or smaller than \( \lambda \), localization is lost and we thus expect to see a deviation of \( \Theta(\alpha) \) from the unperturbed value. This indeed happens for \( W < 0.2 - 0.3 \), as shown in Fig. 5(b), consistently with the delocalization-localization transition which happens around \( W = 0.2 \), as shown in Fig. 6. As \( W \) is increased, localization becomes stronger and \( \Theta(\alpha) \) is brought back to the unperturbed value. For strong enough disorder, we again see that \( \Theta(\alpha) \) drops to zero.

### E. Topological chiral Floquet \( p,q \) drives

In this section we apply our response theory to a generalization of chiral Floquet models which is motivated by and related to a class of models introduced in [24, 40]. Those authors found that a class of Floquet systems in two dimensions admits a topological classification by a rational number (GNVW or chiral unitary index), and characterizes asymmetric quantum information flow at their boundaries. The topological index can be defined without referencing any symmetry, and hence these topological Floquet drives do not require any symmetry for their existence. From the perspective of the Schwinger-Keldysh effective field theory approach we are pursuing, one possible way to detect such topological Floquet drives is to introduce a “gravitational” background, and look for a topological term in the gravitational effective action. Here, in this subsection, we instead consider a topological Floquet drive with \( U(1) \) symmetry, consisting of multiple species with different charges, which perform clockwise or counter clockwise chiral motions. We will see that the chiral unitary index is captured by the response we introduced in the earlier part of this Section, once we assign charges properly and study the \( \alpha \)-dependence of the effective functional.

We start again with a square lattice partitioned into two sublattices, precisely as described above Eq. (18). For each site we will now consider a Hilbert space \( \mathcal{H}_p \otimes \mathcal{H}_q \), where we further factorize \( \mathcal{H}_p = \bigotimes_{i=1}^{p_i} \mathcal{H}_{p_i} \) and \( \mathcal{H}_q = \bigotimes_{i=1}^{q_i} \mathcal{H}_{q_i} \), where \( p_i, q_i \) are prime numbers, and \( \mathcal{H}_k \) has dimension \( k \).

For a given site \( r \), we label states in \( \mathcal{H}_k \) by their \( U(1) \) charge as \( |n, n_k \rangle \) where \( n_k = 0, \cdots, k - 1 \) is the (particle-hole unsymmetrized) particle number. We then consider the following four-step Floquet drive

\[
U_F = U_4 U_3 U_2 U_1,
\]

\[
U_n = \prod_r \left( \prod_{p_i} U^{(p_i)}_{n,p_i} \right) \left( \prod_{q_i} U^{(q_i)}_{n,q_i} \right), \tag{59}
\]

where the action of these unitaries on a state \( |r, n_p \rangle \) is

\[
U^{(p_i)}_{n,r} |r, n_p \rangle = e^{i n_i A_{r,r+n}} |r + b_n, n_p \rangle, \tag{60}
\]

and similarly, the action on a state \( |r, n_q \rangle \) is

\[
U^{(q_i)}_{n,r} |r, n_q \rangle = e^{i n_i A_{r,r+b_{q_i}-n}} |r + b_{q_i-n}, n_q \rangle. \tag{61}
\]

In summary, \( U \) swaps the location of \( p \)-type particles following counter-clockwise rotation as in the chiral Floquet model (18)-(19), while it swaps the location of \( q \)-type particles following clockwise rotation. This type of evolution was introduced in [24, 40]. In our case, we additionally assign \( U(1) \) charges to particles so that our response can directly capture the topology of those models. In [24, 40], the topological classification was demonstrated by deformation arguments, where the deformations involved exchanging subspaces of \( \mathcal{H}_p \) of dimension \( p_i \) with subspaces of \( \mathcal{H}_q \) of dimension \( q_i \) whenever \( p_i = q_i \). This leads to a topological classification labeled by the factors \( p_i \) and \( q_i \), which are pairwise coprime, i.e. the classification is labeled by \( p/q \). Our assignment of charges has been made so that such deformations preserve the \( U(1) \) symmetry of our Hamiltonian. We can then hope that the response functional \( W[A_1, A_2] \) will automatically capture the topology property detected and classified by the chiral unitary index. This will turn out to be the case, which illustrates how \( W \) furnishes a systematic diagnostic tool for topology.

It would be interesting to deal directly with the neutral particles so that our response can directly capture the topology of those models. In [24, 40], the topological classification was demonstrated by deformation arguments, where the deformations involved exchanging subspaces of \( \mathcal{H}_p \) of dimension \( p_i \) with subspaces of \( \mathcal{H}_q \) of dimension \( q_i \) whenever \( p_i = q_i \). This leads to a topological classification labeled by the factors \( p_i \) and \( q_i \), which are pairwise coprime, i.e. the classification is labeled by \( p/q \). Our assignment of charges has been made so that such deformations, preserve the \( U(1) \) symmetry of our Hamiltonian. We can then hope that the response functional \( W[A_1, A_2] \) will automatically capture the topology property detected and classified by the chiral unitary index. This will turn out to be the case, which illustrates how \( W \) furnishes a systematic diagnostic tool for topology.

Let us now obtain the generating functional. First, the initial density matrix is \( \rho_0 = e^{\alpha Q}/\text{Tr}e^{\alpha Q} \), with \( Q \) the total charge,

\[
Q = \sum_r \left( \sum_i \tilde{n}_{p_i,r} + \sum_j \tilde{n}_{q_j,r} \right), \tag{62}
\]

where we again used particle-hole symmetrized numbers \( \tilde{n}_k \), in the sense that the map \( n_k \rightarrow k - 1 - n_k \)
FIG. 6: The plots show $g(r)$ as a function of $r = (x, 0)$ in the first row, and $r = (0, y)$ in the second row. As $W$ becomes larger than $\lambda$, correlations between sites drop exponentially.

becomes $\tilde{n}_k \rightarrow -\tilde{n}_k$. One then finds
\[
\text{Tr} e^{iQ} = \prod_r \prod_{p_i} \left( \sum_{k=0}^{p_i-1} e^{(k-\frac{p_i-1}{2}) \alpha} \right) 
\times \prod_{q_i} \left( \sum_{k=0}^{q_i-1} e^{(k-\frac{q_i-1}{2}) \alpha} \right).
\]

Repeating similar steps as those in the beginning of Sec. II A, we obtain the generating functional
\[
e^{iW[A_a]} = \frac{1}{\text{Tr} e^{iQ}} \prod_r \prod_{p_i} \left( \sum_{k=0}^{p_i-1} e^{(k-\frac{p_i-1}{2}) \alpha} e^{ik \frac{d}{d} B_r} \right) 
\times \prod_{q_i} \left( \sum_{k=0}^{q_i-1} e^{(k-\frac{q_i-1}{2}) \alpha} e^{-ik \frac{d}{d} B_r} \right).
\]

The structure of this generating functional is similar to that of (27), where, at each site $r$, we sum over all possible particle numbers and the corresponding flux collected through the micromotion of each particle around the corresponding plaquette. The continuum limit gives
\[
W[A_a] = \frac{\Theta_{p,q}(\alpha)}{2\pi} \int \frac{dt}{T} \int d^2 r B_a(r),
\]

where
\[
\Theta_{p,q}(\alpha) = \theta_{p,q} + f_{p,q}(\alpha),
\]

with
\[
\theta_{p,q} = \pi \sum_{i=1}^{r} (p_i - 1) - \pi \sum_{i=1}^{s} (q_i - 1),
\]
\[
f_{p,q}(\alpha) = \pi \sum_{i=1}^{r} \left( p_i \coth \frac{p_i \alpha}{2} - \coth \frac{\alpha}{2} \right) 
- \pi \sum_{i=1}^{s} \left( q_i \coth \frac{q_i \alpha}{2} - \coth \frac{\alpha}{2} \right).
\]

Notice that if there are common factors $p_i = q_i$, the corresponding terms will cancel out in $\Theta_{p,q}(\alpha)$, so the continuum limit depends only on factors of the two respective sets $\{p_i, \ i = 1, \ldots, r\}$ and $\{q_i, \ i = 1, \ldots, s\}$ which are different from each other, i.e. the response exactly depends on $p/q$! This is fully consistent with the chiral unitary index, which we now recover as a topological response. Interestingly, one can see that the phase of (64) is also only dependent on $p/q$. Following the argument of Sec. II D, one then concludes that $\Theta_{p,q}(\alpha)$ is independent of localization-preserving deformations of the system.
III. MORE ON EFFECTIVE THEORY OF RESPONSE

In Sec. II, our primary focus was to derive/calculcate the Schwinger-Keldysh effective response functional starting from microscopic models such as the 2d chiral Floquet drive. However, one of the advantages of the effective field theory approach is that, based on a few basic principles, one can put constraints on allowed terms in the effective action, and systematically enumerate them, even without knowing microscopic details of the system. In this Section, we illustrate the advantage of the effective theory approach to response by describing two new types of quantized response. We should emphasize that, while the examples below are consistent with the effective theory of response, we do not yet know whether and how they can be realized microscopically, which we leave to future work.

A. Geometric response

For the first example, we consider the response to particular geometric deformations. Recall that Floquet systems are invariant under discrete time translation by a period $T$ and that, since we probe the long time behavior, time translation can be viewed as a continuous symmetry. We now gauge this symmetry and introduce a corresponding gauge field. The gauge symmetry acts on the time coordinate as follows

$$t \rightarrow t + f(\vec{r}) .$$

The corresponding gauge field, which we denote as $a_i$, transforms as an abelian gauge field $\delta a_i = -\partial_i f(\vec{r})$. The gauge invariant generating functional is

$$e^{iW} = \text{Tr}[U(\infty, -\infty; a_{1i})\rho_0 U^{\dagger}(\infty, -\infty; a_{2i})] ,$$

where $\rho_0$, up to normalization, is the identity, or the projector on a strip such as that in Fig. 4. Gauge invariance of the generating functional $W$ implies that the current conjugated to $a_i$ is conserved (in the absence of other external fields):

$$Q^i = \frac{\delta W}{\delta a_i} , \quad \partial_i Q^i = 0 .$$

The current $Q^i$ is the (quasi-)energy current since time translation symmetry is responsible for the (quasi-)energy conservation.

To the leading order in derivatives $W$ takes the following form

$$W = \int \frac{dt}{T} \int d^2 r c_1 (\varepsilon^{ij} \partial_i a_{1j} - \varepsilon^{ij} \partial_j a_{2j}) ,$$

where as before the time integration is done on $t \in (-\kappa T, \kappa T)$, $\kappa$ a half-integer which we shall take to infinity at the end, and where the factor of $1/T$ has been inserted for convenience. We consider a geometry without boundaries where $a_i$ has a nontrivial flux. The spatial slice is assumed to be flat with the periodic boundary conditions, while $a_i$ is given by

$$a_i = \omega \varepsilon^{ij} r_j , \quad \omega = \frac{kT}{L^2} ,$$

where $T$ and $L$ are defined through the twisted spacetime boundary conditions

$$t \sim t + T , \quad r_1 \sim r_1 + L ,$$

$$(t, r_1, r_2) \sim (t - \omega L(r_1 - r_2), r_1, r_2 + L) .$$

Consistency of the above coordinate identifications implies that $k$ is an integer. The flux of $a_i$ will then be $2\omega$ which is quantized. The fact that real time is periodic means that we can consistently place on this geometry only systems whose evolution is truly periodic, $U(t, t_0) = U(t + T, t_0)$.

An example of such system is the unperturbed chiral Floquet model of Sec. II. Suppose that the system has time-reversal invariance, in the sense that $H^T(t, a_i) = H(-t, -a_i)$. Following the reasoning around (30), one then requires

$$c_1 \int_{-\kappa T}^{\kappa T} \frac{dt}{T} \int d^2 r \varepsilon^{ij} \partial_i a_j = c_1 2\kappa L^2 2\omega = 2\pi$$

$$\implies c_1 \in \frac{\pi}{T} \mathbb{Z} ,$$

thus leading to quantization of $c_1$.

---

10 Indeed, the composition of the second identification followed by the third one in (73) results in an identification which is equal to the composition of the third followed by the second one, up to a shift of time $t \sim t - \omega L^2$.

11 One could define a slightly more general notion of time-reversal invariance, i.e. $H^T(t, a_i) = H(t_0 - t, -a_i)$. This definition is equivalent to the one in the main text up to translating the definition of the Hamiltonian $H(t, a_i) \rightarrow H'(t, a_i) \equiv H(t + t_0/2, a_i)$. 

Next we discuss the physics interpretation of $c_1$. This coefficient describes the time-averaged “thermodynamic” quantity known as energy magnetization \[43–45\]. It is defined as the variational derivative\(^{12}\)

$$m_E = \frac{\delta W}{\delta (\rho_i \partial_j a_j)} ,$$

(76)
giving

$$Q^i = \varepsilon^{ij} \partial_j m_E ,$$

(77)
which justifies the definition. With this definition at hand we find that the energy magnetization takes the form

$$m_E = \frac{c_1}{2\pi T} .$$

(78)
The coefficients $\Theta$ in (17) and $c_1$ are completely independent of each other and provide two independent invariants characterizing a topological Floquet phase. Comparing to the quantization of the magnetization we have a relative factor of $2\pi/T.^{13}$

### B. Time-ordering sensitive topology

We now turn to the second extension of our effective response. So far we have seen response of factorized form $W[A_1, A_2] = W_0[A_1] - W_0[A_2]$, i.e. the two Schwinger-Keldysh copies of the background are decoupled, and setting one of them to zero would yield equivalent amount of information. We now show that, at least from the point of view of the effective theory, this is not always the case. The fact that the two copies can talk to each other gives rise to an additional type of topological terms which are related to time ordering. The most immediate example is the response to a $U(1)$ gauge field in 6+1 dimensions. At leading derivative order, the most general generating functional is

$$W = \frac{1}{4\pi^2} \int \frac{dt}{T} \int d^6x \varepsilon^{ijklpq} \left[ 3c_2 \partial_i A_{rj} \partial_k A_{rt} \partial_p A_{aq} + (c_3 + c_2/4) \partial_i A_{rj} \partial_k A_{rt} \partial_p A_{aq} \right] ,$$

(79)

where $c_2, c_3$ are constants, and we set the chemical potential to zero for simplicity. Moreover, we conveniently introduced

$$A_{ri} = \frac{1}{2} (A_{1i} + A_{2i}) , \quad A_{ai} = A_{1i} - A_{2i} .$$

(80)
The part proportional to $c_2$ can be factorized into

$$c_2 \varepsilon^{ijklpq} \left( \partial_i A_{1j} \partial_k A_{1t} \partial_p A_{aq} - \partial_i A_{2j} \partial_k A_{2t} \partial_p A_{2q} \right) ,$$

(81)
where the two copies of the background are decoupled as before. This means that, if $c_3 = 0$, $c_2$ captures information related to the time average of a non-time-ordered correlation function. The coefficient $c_3$ couples nontrivially $A_{1i}$ and $A_{2i}$, and is related to the time average of a non-time ordered correlation function. To see this more explicitly, let us specialize to the background configuration

$$(A_{s1}, A_{s2}) = \frac{B_{s,12}}{2} (-r_2, r_1) ,$$

$$(A_{s3}, A_{s4}) = \frac{B_{s,34}}{2} (-r_4, r_3) ,$$

$$(A_{s5}, A_{s6}) = \frac{B_{s,56}}{2} (-r_6, r_5) ,$$

(82)
where $s = 1, 2$ labels the Schwinger-Keldysh copies. Then (79) gives

$$\frac{\partial^3 e^{iW}}{\partial B_{1,12} \partial B_{1,34} \partial B_{1,56}} \bigg|_{B=0} = \frac{3\kappa L^6}{2\pi^2} (c_2 + 2c_3) ,$$

(83)
where $L^6$ is the volume of the system, and $\kappa = \frac{1}{2} \int \frac{dt}{T}$ is a half-integer as usual. Now introduce time-dependent $B_{1,12}(t), B_{1,34}(t), B_{1,56}(t)$. Using (7),

$$\frac{\partial^3 e^{iW}}{\partial B_{1,12}(t_1) \partial B_{1,34}(t_2) \partial B_{1,56}(t_3)} \bigg|_{B=0} = \text{Tr} \left[ \rho_0 T \left( M_{12}(t_1) M_{34}(t_2) M_{56}(t_3) \right) \right] ,$$

(84)
where $M_{12}(t)$ is the magnetization operator coupled to $B_{12}$ in the Heisenberg picture,\(^{14}\)

$$M_{12}(t) = -U(t, -\infty) \left( \frac{\partial H(t)}{\partial B_{12}} \right) U(t, -\infty) ,$$

(85)

\(^{12}\) Here we assume that $W$ depends on $a_i$ only through its flux.

\(^{13}\) This comes from that the “charge” of the system with respect to large time translations is $T$, due to the first identification in (73), while in the magnetization case, the $U(1)$ charge is $2\pi$.

\(^{14}\) For simplicity of illustration, in eq. (88) we neglected terms containing higher derivatives of the Hamiltonian with respect to magnetic field, e.g. $\frac{\partial^2 H(t, B)}{\partial H_i \partial B_{ij}}$. If the Hamiltonian has appreciable nonlinear dependence on the magnetic field, the contribution of such terms in (88) may become important.
and similarly for \( M_{34}(t) \) and \( M_{56}(t) \). Note that (83) is the time-integrated counterpart of (88), so that

\[
c_2 + 2c_3 = \frac{2\pi^2}{3\kappa L^6} \int dt_1 dt_2 dt_3 \times \text{Tr} \left[ \rho_0 T \left( M_{12}(t_1) M_{34}(t_2) M_{56}(t_3) \right) \right], \tag{86}
\]

i.e. \( c_2 + 2c_3 \) is the time integral of a time-ordered 3-point function of magnetization operators. Similarly, one gets

\[
\frac{\partial^3 e^{iW}}{\partial B_{1,12} \partial B_{1,34} \partial B_{2,56}} \bigg|_{B=0} = -\frac{3\kappa L^6}{2\pi^2} c_3. \tag{87}
\]

and, using (7),

\[
\frac{\delta^3 e^{iW}}{\delta B_{1,12}(t_1) \delta B_{1,34}(t_2) \delta B_{2,56}(t_3)} \bigg|_{B=0} = \text{Tr} \left[ \rho_0 T \left( M_{12}(t_1) M_{34}(t_2) M_{56}(t_3) \right) \right], \tag{88}
\]

and we see that \( c_3 \) is related to the time average of a 3-point function of the same operators as for \( c_2 + 2c_3 \), but with different time ordering:

\[
c_3 = -\frac{2\pi^2}{3\kappa L^6} \int dt_1 dt_2 dt_3 \times \text{Tr} \left[ \rho_0 T \left( M_{12}(t_1) M_{34}(t_2) M_{56}(t_3) \right) \right]. \tag{89}
\]

It would be very interesting to realize microscopic systems that lead to such “time-order sensitive” topology. We end this section by mentioning that, obviously, one can use standard methods of dimensional reduction to reduce the response (79) to lower dimensions.

### IV. CONCLUSION

In this paper, we put forward topological response theory for non-equilibrium topological systems using the Schwinger-Keldysh formalism. Taking the chiral Floquet drives in two spatial dimensions as an example, we identify topological terms in the Schwinger-Keldysh generating functional in the presence of static background \( U(1) \) gauge field. As yet another example, in Appendix A, we discuss the Schwinger-Keldysh generating functional for topological Floquet unitaries constructed from group cohomology \footnote{19} with symmetry \( G \) in \( d \)-spatial dimensions. There again, we identify topological response actions which are elements of \( H^d(G, U(1)) \), in agreement with the previous claim \footnote{13–15}.

The presence of these topological terms in the response actions provides the (many-body) definition of topological Floquet unitaries, and serves as (many-body) topological invariants. We expect that the Schwinger-Keldysh effective field theory approach should work beyond the models studied in this paper, in generic space dimensions and with various kinds of symmetries. Nevertheless, the case studied in this paper, namely, the 2d topological chiral Floquet drive with \( U(1) \) symmetry, may be somewhat special in the sense that the quantized topological term is readily related to the physically-meaningful response, i.e., quantized magnetization. For topological terms for other symmetries, it may be more difficult/non-trivial to relate them to insightful, physically measurable responses.

Our approach should work even in the absence of symmetry – one may be able to discuss the coupling of Floquet unitaries to a background gravitational field. This may be of particular interest, since there are topological Floquet unitaries without symmetry \footnote{23, 24}. These systems are characterized by asymmetric quantum information flow at their boundaries, and by the quantized edge topological index. It would be interesting if we can capture the topological index by properly introducing (a lattice version of) gravitational background and by the presence of a topological term in the gravitational effective action. (While we postpone the detailed implementation of this to future works, we discuss the possible geometric response of the coupling of 2d Floquet drives in Sec. III.)

There are plenty of open questions, such as an extension of our work to other symmetries, transitions between different Floquet topological phases, applications of our formalism to other non-equilibrium (topological) systems, etc. Among the most pressing issues is to develop a more comprehensive understanding of the structure of the Schwinger-Keldysh effective topological action. For example, we have limited our focus to background field configurations where \( A_{i,1}, A_{i,2} \) are time-independent, and \( \alpha \) is a constant. The motivation for this is that we can exactly compute the Schwinger-Keldysh effective action for these choices, but nevertheless, it would be important to study the effective action for generic time and for more generic background configurations.

Studying the Schwinger-Keldysh effective action in the presence of generic background field configurations seems also important to resolve the fol-
following puzzle: We identified the theta term in the Schwinger-Keldysh effective topological action for 2d chiral Floquet drives, which values in $\mathbb{Z}_2$ for closed spatial manifolds and in the presence of particle-hole symmetry. While the quantization of magnetization can be discussed by using open spatial manifolds, there is a question if the bulk effective action for closed spatial manifolds can fully capture the topological nature of 2d chiral Floquet drives. Also, the theta term is quantized by particle-hole symmetry. While it does exist in the model we looked at, one would expect that particle-hole symmetry may be a special property of the Floquet drive at particular times, but would ultimately be unnecessary for the fundamental topological property of chiral Floquet drives.

Another point to mention is that the Schwinger-Keldysh effective topological actions studied in this paper all have the factorized form, i.e. the effective response partition function factorizes between two Schwinger-Keldysh copies. (See also comments below (A23).) We may speculate that factorized response partition functions describe only the subset of topological Floquet drives, i.e., there may be topological Floquet drives for which the factorization does not take place, and the effective functional is given by a complicated polynomial of $A_\theta$ and $A_\pi$. This may happen in particular in higher dimensions, as discussed in Sec. III. We leave detailed study of such systems for future works.

Note added: While finalizing the manuscript, [42] appeared on arXiv, which has some overlap with our work.
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Appendix A: Group cohomology models

In this appendix, we consider topological Floquet drives preserving discrete symmetry $G$. It has been proposed that topological Floquet systems in $d$ spatial dimensions protected by $G$ can be systematically constructed by using the group cohomology $[13-16]\)

$$H^{d+1}(G \times \mathbb{Z}, U(1)) = H^{d+1}(G, U(1)) \times H^d(G, U(1)).$$  \hspace{1cm} (A1)$$

Here, $H^{d+1}(G, U(1))$ corresponds to static SPT phases in $d$ spatial dimensions protected by $G$. On the other hand, $H^{d+1}(G, U(1))$ describes non-trivial topological unitaries specific to Floquet drives.$^{15}$ For example, when $d = 1$ and $G = \mathbb{Z}_2 \times \mathbb{Z}_2$, $H^2(G \times \mathbb{Z}, U(1)) = H^2(G, U(1)) \times H^1(G, U(1)) = \mathbb{Z}_2 \times (\mathbb{Z}_2 \times \mathbb{Z}_2)$. Here, $H^2(G, U(1)) = \mathbb{Z}_2$ corresponds to the classification of static SPT phases protected by with $G = \mathbb{Z}_2 \times \mathbb{Z}_2$, which includes the Haldane phase: $H^1(G, U(1)) = \mathbb{Z}_2 \times \mathbb{Z}_2$ classifies to non-trivial topological unitaries specific to Floquet drives.

1. $d = 1$ and $G = \mathbb{Z}_2$

It is also possible to construct explicit lattice models corresponding to the group cohomology $H^2(G, U(1))$. As an example, consider the case of $d = 1$ and $G = \mathbb{Z}_2$ [13]. We consider a chain with the two-dimensional on-site local Hilbert space spanned by $\{|\pm\rangle\}$, where $|\pm\rangle$ are the eigen state of the Pauli matrix $\sigma^z$ with eigenvalues $\pm 1$. The $\mathbb{Z}_2$ symmetry is generated by $\prod_j \sigma^z_j$, where the product is over all sites in the chain. We consider the Floquet drive of the form:

$$U(t) = e^{-itH} = \prod_j e^{i\sigma^z_j \sigma^x_{j+1}}$$
\hspace{1cm} (A2)

where $H = -\sum_j \sigma^z_j \sigma^x_{j+1}$. When $t = \pi/2$, and with PBC, $U(t)$ is the identity operator, up to a phase factor: $U(\pi/2) = \prod_j [i\sigma^z_j \sigma^z_{j+1}] = i^N$ \hspace{1cm} (A3)

where $N$ is the total number of lattice sites. While trivial with PBC, the unitary $U(t = \pi/2)$ is non-trivial with open boundary condition.

---

$^{15}$ Recall that static SPT phases described by the group cohomology are expected to exhaustive for low spatial dimensions, and hence the group cohomology classifies all SPT phases.
Following the spirits of the preceding sections, let us now introduce \( Z_2 \) gauge fields \( \alpha_{ij,j+1} = \pm 1 \) for links on the chain, and consider:

\[
H[\alpha] = - \sum_j \sigma_j^x \alpha_{jj+1} \sigma_{j+1}^x. \tag{A4}
\]

Then, our Floquet unitary is:

\[
U(t, \alpha) = \prod_j \left( e^{+it \sigma_j^x} \alpha_{jj+1} \sigma_{j+1}^x \right)
\]

\[
= \prod_j \left( \cos(t) + i \sigma_j^x \alpha_{jj+1} \sigma_{j+1}^x \sin(t) \right). \tag{A5}
\]

When \( t = \pi/2 \) and with PBC,

\[
U(t = \pi/2, \alpha) = i^N \prod_j \alpha_{jj+1} =: i^N W(\alpha). \tag{A6}
\]

Hence, \( U(t = \pi/2, \alpha) \) is given by the identity multiplied by the Wilson loop for \( Z_2 \) gauge field \( W(\alpha) = \pm 1 \). It follows that the Schwinger-Keldysh trace for two Floquet unitaries \( U(t, \alpha') \) and \( U(t, \alpha) \) is given by

\[
Z[t; \alpha, \alpha'] = \text{Tr} \left[ e^{-i t H(\alpha)} e^{+i t H(\alpha')} \right]. \tag{A7}
\]

In particular, when \( t = \pi/2 \),

\[
Z[t = \pi/2; \alpha, \alpha'] = W(\alpha') W(\alpha). \tag{A8}
\]

2. Generic construction

a. The Dijkgraaf-Witten theory

The above construction for \( d = 1 \) and \( G = Z_2 \) can be readily extended to more generic cases [19]. To describe the generalization, let us briefly recall the basic ingredients in the Dijkgraaf-Witten theories [46]. Dijkgraaf and Witten gave a generic construction of (exponentiated) topological actions \( \exp(\imath I[g, M_n]) \) for discrete gauge theories with gauge group \( G \), where \( M_n \) is \( n \)-dimensional Euclidean spacetime, and \( \{ g \} \) represents a gauge field configuration (see below).

The first step of the construction is to triangulate spacetime in terms of \( n \)-simplices (“triangles”), and assign directions (arrows) to each link. (E.g., we assign numbers for each vertex in a simplex; for \( i < j \), \( \rightarrow \); for \( j < i \), \( \leftarrow \). For each elementary triangle \( (n\text{-simplex}) \), \( |\Delta| = \pm 1 \) represents the orientation of the simplex with respect to the orientation of spacetime.

We now assign gauge field \( g_{ij} \in G \) to each link. We only assign flat gauge field configurations. For example, when \( n = 2 \), each triangle has three links with three gauge fields \( g_{01}, g_{12}, \) and \( g_{02} \): we impose the flatness condition by \( g_{01} g_{12} = g_{02} \), so that two out the three gauge fields are independent. Next, we assign for each \( n \)-simplex \( \Delta \) a Boltzmann weight \( \omega_n(g_{01}, g_{12}, g_{23}, \cdots) \in U(1) \). (For the first entry in \( \omega \), we start from the vertex with no incoming edge, etc.) Then, the topological action for a given triangulation is given by

\[
\exp \imath I[g, M_n] = \prod_{\Delta^0} \omega_n(\{ g \}) |\Delta|^{\epsilon_n}. \tag{A9}
\]

As the final step, we demand the action functional to be independent of triangulations of \( M_n \). This leads to the condition on \( \omega_n \), the so-called cocycle condition, which is symbolically given by \( d\omega_n = 1 \). (We do not write down the definition of \( d \) here, but it can be found in the literature.) Each solution to this equation gives a topological action \( \exp \imath I[g, M_n] \). Inequivalent solutions to the cocycle condition are classified by the group cohomology \( H^0(G, U(1)) \).

b. SPT partition functions

Equation (A9) defines the action functional of the Dijkgraaf-Witten theory (topological gauge theory) on \( M_n \) with gauge group \( G \). Summing over all gauge field configurations \( \{ g \} \) defines the Dijkgraaf-Witten theory. On the other hand, the action functional \( \exp \imath I[g, M_n] \) itself can be viewed as a response theory of an SPT phase protected by symmetry \( G \) [47].

The path integral for the “matter field” can be constructed as follows. We first introduce degrees of freedom living on vertices; let us call them \( v_i \in G \) (where \( v_i \) is an element in the group algebra). We introduce \( G \)-gauge transformations as

\[
v_i \rightarrow \alpha_i v_i, \quad g_{ij} \rightarrow \alpha_i g_{ij} \alpha_j^{-1}. \tag{A10}
\]

Note that combinations \( v_i^{-1} g_{ij} v_j \) are gauge invariant. In some sense, \( \{ v_i \} \) can be identified as a gauge
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This can be considered as a partition function of an SPT phase protected by symmetry \( G \). If there is no boundary on \( M_n \), \( Z[M_n] = 1 \).

It is also convenient to introduce

\[ \nu(g_0, g_1, g_2, g_3, \ldots) \equiv \omega(g_0^{-1} g_1, g_1^{-1} g_2, g_2^{-1} g_3, \ldots). \]  

(\ref{A14})

\[ \nu \] satisfies (here, we take \( n = 3 \) for simplicity).

\[ \nu(g_0 g_1, g_2, g_3, g_4) = \nu(g_0, g_1, g_2, g_3), \]

\[ \nu(g_1, g_2, g_3, g_4) \nu(g_0, g_2, g_3, g_4) \nu(g_0, g_1, g_3, g_4) \nu(g_0, g_1, g_2, g_4) = 1. \]

(\ref{A15})

Conversely, when these conditions are satisfied by \( \nu \), one can construct a group cocycle \( \omega \) by

\[ \omega(g_1, g_2, g_3) = \nu(1, g_1, g_2, g_1 g_2 g_3). \]

(\ref{A16})

Using \( \nu \), the partition function can be written as

\[ Z[M_n] = \frac{1}{|G|^{N_n}} \sum_{\{ v \}} \nu(v_0, v_1, v_2, \ldots)^{|\Delta^n|}. \]  

(\ref{A17})

c. group cohomology models realizing topological floquet drives  
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response action functional \( \exp iI[g, M_d] \), or more pre-
cisely \( \exp iI[g_1, g_2, M_d] \)? We can actually simply take the SPT path integral (\ref{A17}) and “turn” it into a topological Floquet drive: Consider a unitary:

\[ U(t = T) = \sum_{\{ v \}} \prod_{\Delta^d} \nu(v_0, v_1, v_2, \ldots)^{|\Delta^d|} |\{ v \} \rangle \langle \{ v \}|, \]

(\ref{A18})
which is completely diagonal. One can check easily that $U(t=T)$ is the identity operator since

$$\langle \{v\}|U(t=T)|\{v'\}\rangle = \delta_{\{v\},\{v'\}} \prod_{i=0}^{d} \nu(v_0, v_1, v_2, \ldots)^{\Delta^d}$$

where we recall (A11). We can introduce a background gauge field and consider:

$$U(t=T,g) = \sum_{\{v\}} \omega(v_{0}^{-1} g_{01} v_{1}, v_{1}^{-1} g_{12} v_{2}, \ldots)^{\Delta^d} |\{v\}\rangle \langle \{v\}|,$$

Recalling (A11) again,

$$\langle \{v\}|U(t=T,g)|\{v'\}\rangle = e^{iS[g,v,M_d]} \delta_{\{v\},\{v'\}}$$

the Schwinger-Keldysh trace

$$Z[t; g_1, g_2] = N^{-1} \text{Tr} \left[ U(t, g_1) U^\dagger(t, g_2) \right]$$

is given by, when $t = T$, as a product of the group-cohomology partition functions:

$$Z[t = T; g_1, g_2] = \exp \left( +iI[g_1, M_d] - iI[g_2, M_d] \right).$$

The topological Schwinger-Keldysh response action (A23) is consistent with the general classification (A1) in the sense that the topological term is (A23) is a member of $H^d(G, U(1))$. Equation (A23) is also in harmony with (29) (although its microscopic counter part (27) is more complicated).

We note that in the group cohomology models, the Floquet unitary at $t = T$ is given by the identity operator, up to an over all phase factor which is given by $\omega \in H^d(G, U(1))$ (see (A21)). As a consequence, (A23) simply factorizes $Z[t = T; g_1, g_2] = N^{-1} \text{Tr} \left[ U(T, g_1) \right] \text{Tr} \left[ U^\dagger(T, g_2) \right]$. This is not the case for the 2d the chiral Floquet model; the Floquet unitary at $t = T$ is diagonal but not proportional to the identity; (27) does not simply factorize. Nevertheless, $\text{Tr} \left[ U(T, A_1) U^\dagger(T, A_2) \right]$ depends only on the difference, $A_2 = A_1 - A_2$, and for smooth (long-wave length) configurations, the topological term can still be written in the factorized form (29). The factorization of the response Schwinger-Keldysh action has an affinity with the proposed group cohomology classification (A1), in which we do not see any inkling of the Schwinger-Keldysh formalism; at least naively, the group cohomology $H^{d+1}(G \times Z, U(1))$ is expected to classify the Euclidean path integral without using the Schwinger-Keldysh copies. Nevertheless, the calculations presented here show the factorization of the Schwinger-Keldysh action, and the topological terms in each copies, $\text{Tr} \left[ U(t, g_1) \right]$ and $\text{Tr} \left[ U^\dagger(t, g_2) \right]$, are labeled by $H^d(G, U(1))$; we thus land on (A1).

**Appendix B: Channel-state map approach**

In this appendix, we introduce an approach based on the so-called channel-state map (the Choi-Jamiolkowski isomorphism), which maps arbitrary unitary operator, acting on a Hilbert space $\mathcal{H}$, to a state living in a bigger (doubled) Hilbert space, $\mathcal{H} \otimes \mathcal{H}^\ast$. In physics context, this has been used in the thermofield double state, and the thermo field dynamics [48]. This channel-state map allows us to “transplant” the approaches to static (topological) states to (topological) unitaries and develop an effective response theory.

As the Schwinger-Keldysh formalism, the thermo field dynamics provides a framework to describe the real-time non-equilibrium dynamics of finite temperature systems. In particular, at equilibrium, the thermo field dynamics and the Schwinger-Keldysh formalism are equivalent. In some sense, the purpose of this section is to “redo” what we have achieved in the main text using the Schwinger-Keldysh formalism by using the thermo field dynamics (channel-state map), although the precise relation between the Schwinger-Keldysh approach and the approach presented here is not entirely clear.

As a byproduct of using the channel-state map, we will be able to make a contact with the common trick used, e.g., in Ref. [25] to derive the periodic table of non-interacting Floquet fermion systems (the “Hermitian map”). There, one first artificially doubles the original (single-particle) Hilbert space, and then embeds Floquet unitaries into a Hermitian operator (“Hamiltonian”) acting on the doubled Hilbert space. We will provide a point of view in terms of the channel-state map.
1. Operator-state map

The channel-state map (the Choi-Jamiołkowski isomorphism) applies to an arbitrary quantum channel (trace-preserving completely positive (TPCP) map), and maps it to a quantum state (density matrix) in the doubled Hilbert space. In simplest cases, it maps a unitary operator $U$ acting on the Hilbert space $\mathcal{H}$ to a (pure) state in the doubled Hilbert space $\mathcal{H} \otimes \mathcal{H}^*$:

$$|U\rangle = (I \otimes U)|\Omega\rangle \tag{B1}$$

where $|\Omega\rangle$ is a maximally entangled state

$$|\Omega\rangle = (1/\sqrt{N}) \sum_i |\hat{\psi}_i\rangle \langle \hat{\psi}_i|, \quad N \equiv \dim \mathcal{H} = \text{Tr}_\mathcal{H} I. \tag{B2}$$

Essentially the same mapping from an operator to a state is used in the context of the thermo-field double state, where a thermal density operator is mapped state to a state (thermo-field double state) in the doubled Hilbert space. Observe that the overlap of two states corresponding to unitaries $U$ and $U'$ is

$$\langle U|U'\rangle = (1/N) \text{Tr}_\mathcal{H} [U^\dagger U'], \tag{B3}$$

which can be represented as a Schwinger-Keldysh path-integral with the infinite temperature thermal state as the initial state.

2. Fermionic chiral floquet drive

Let us now consider a fermionic system described by a set of fermion annihilation/creation operators, $\{\hat{\psi}_a, \hat{\psi}_b^\dagger\} = \delta_{ab}$. Here, $a, b = 1, \ldots, N$ and $N$ is the number of independent “orbitals”, i.e., the dimension of the single-particle Hilbert space. Following our general discussion, we double the fermion Fock space, $\mathcal{H} \rightarrow \mathcal{H} \otimes \mathcal{H}$, and consider the state $(I \otimes U)|\Omega\rangle$ where $|\Omega\rangle$ is a suitable maximally entangled state in the doubled Hilbert space. For the current example, an appropriate choice of $|\Omega\rangle$ is given by

$$|\Omega\rangle = \prod_a \frac{1}{\sqrt{2}} \left[ \hat{\psi}_a^\dagger + \hat{\psi}_b^\dagger \right] |0\rangle, \tag{B4}$$

where we now have two independent sets of fermion annihilation/creation operators, $\{\hat{\psi}_a A, \hat{\psi}_a^\dagger A\}$ and $\{\hat{\psi}_b B, \hat{\psi}_b^\dagger B\}$, acting on each copy of the fermion Fock space, $\mathcal{H}_A$ and $\mathcal{H}_B$. Note that for a given “site” $a$, the state is an equal superposition of states of charge $q$ on $A$ and $-q$ on $B$, where $q = \pm 1/2$ is the total particle number measured from half-filling. $|\hat{\psi}_a^\dagger A + \hat{\psi}_b^\dagger B\rangle |0\rangle = |10\rangle + |01\rangle = \sum_q |q + 1/2, -q + 1/2\rangle$.

The state dual to $U$ can be constructed accordingly as $|U\rangle = (I \otimes \hat{U})|\Omega\rangle$.

We will be interested in “short-range correlated states”. I.e., all equal time correlation functions: $\langle U|\hat{\Psi}_1 \hat{\Psi}_2 \cdots |U\rangle = \langle \Omega|\hat{\Psi}_1 \hat{\Psi}_2 \cdots \hat{\Psi}_N \cdots |\Omega\rangle$ are local in the sense that they decay exponentially in distances. As far as evolution driven by $U$ is “local” or “non-ergodic”, as in the case of many-body localized evolution, we expect that $|U\rangle$ can be treated as a ground state of a gapped system.

The reference state $|\Omega\rangle$ is a unique ground state of the “parent” Hamiltonian

$$\hat{K}_0 = \sum_{a,b} \left( \hat{\psi}_a^\dagger \hat{\psi}_b^\dagger \hat{\psi}_b \hat{\psi}_a + h.c. \right), \tag{B5}$$

acting on $\mathcal{H} \otimes \mathcal{H}$. Similarly, $|U\rangle$ is a unique ground state of

$$\hat{K} = (I \otimes \hat{U}) \hat{K}_0 (I \otimes \hat{U}^\dagger) = \sum_{a,b} \left( \hat{\psi}_a^\dagger \hat{U} \hat{\psi}_b \hat{U}^\dagger + h.c. \right). \tag{B6}$$

Let us have a closer look at of this mapping for the case of a quadratic Hamiltonian $\hat{H} = \sum_{a,b=1}^N \hat{\psi}_a^\dagger \hat{\psi}_b \hat{\psi}_b^\dagger \hat{\psi}_a$ and the corresponding unitary evolution operator $\hat{U}$. The many-body unitary operator $\hat{U}$ defines a unitary matrix $U$ through $\hat{U} \hat{\psi}_a \hat{U}^\dagger = U_{ab} \hat{\psi}_b$. The state $|U\rangle = (I \otimes \hat{U})|\Omega\rangle$ can be explicitly calculated easily:

$$|U\rangle = \prod_{a=1}^N \frac{1}{\sqrt{2}} \left[ \hat{\psi}_a^\dagger + \sum_{b=1}^N U_{ab} \hat{\psi}_b \right] |0\rangle. \tag{B7}$$

The parent Hamiltonian is

$$\hat{K} = \sum_{i,j=1}^{2N} \hat{\Psi}_i^\dagger \hat{\psi}_j \hat{\Psi}_j = \sum_{a,b=1}^N \left[ \hat{\psi}_a^\dagger U_{ab} \hat{\psi}_b + \hat{\psi}_b^\dagger U_{ab}^\dagger \hat{\psi}_a \right], \tag{B8}$$

where $\hat{\Psi}$, $\Psi$ and the $2N \times 2N$ matrix $\mathcal{K}$ are given by

$$\hat{\Psi} = \begin{bmatrix} \hat{\psi}_A^\dagger & \hat{\psi}_B^\dagger \end{bmatrix}, \quad \mathcal{K} = \begin{bmatrix} 0 & U \\ U^\dagger & 0 \end{bmatrix}, \quad \hat{\Psi} = \begin{bmatrix} \hat{\psi}_A \\ \hat{\psi}_B \end{bmatrix}. \tag{B9}$$
Passing from the original (single-particle) unitary matrix $U$ to the hermitian matrix $K$ is the “Hermitian map” used in, e.g., Ref. [25] to derive the periodic table of Floquet topological systems. While the original Hamiltonian $\mathcal{H}$ is a member of symmetry class A (if we do not assume any symmetry), $K$ is a member of symmetry class AIII; $K$ is invariant under the following antiunitary transformation (chiral symmetry):

\begin{align}
\hat{S} \hat{\psi}_A \hat{S}^{-1} &= \hat{\psi}_A, \quad \hat{S} \hat{\psi}_B \hat{S}^{-1} = -\hat{\psi}_B, \\
\hat{S} \hat{\psi}_A^{\dagger} \hat{S}^{-1} &= \hat{\psi}_B, \quad \hat{S} \hat{\psi}_B^{\dagger} \hat{S}^{-1} = -\hat{\psi}_A. \tag{B10}
\end{align}

This transformation can be considered as a composition of the modular conjugation operator (tilde conjugation operator) in the Tomita-Takesaki theory (the thermofield double theory), and the swap operation $\hat{\psi}_A \leftrightarrow \hat{\psi}_B$.

3. **Building effective response field theories by dimensional reduction**

Note that the spectrum of $K$ is gapped and completely “flat”: Its eigenvalues are all either $\pm 1$. Any $K$ of this form can be obtained from a more “physical” Hamiltonian preserving chiral symmetry and having a energy gap by spectral flattening [49]. As $|U\rangle$ is realized as a unique ground state of a gapped Hamiltonian $K$, its topological properties can be studied and classified by using the techniques of static (symmetry-protected) topological phases.

With the help of the operator-state map, and assuming the presence of reasonable parent Hamiltonians $K$, we now proceed to develop effective response field theories. We henceforth resurrect the so-far neglected time-dependence in the unitaries, $U(t)$, and work with periodic unitaries, $U(t + T) = U(t)$.

Following the recipe of deriving effective response field theories for static topological phases, we introduce an imaginary-time spacetime path integral of type (2). Naively, this would introduce yet another time than the real time $t$, which simply enters in the path integral as a parameter; For a Floquet system living on physical $(d+1)$-spacetime dimensions, we have $(d+2)$-dimensional spacetime. As we will see, this issue can be naturally solved if we make a contact with the theory of adiabatic quantum pump, a typical example of which is the Thouless pump in (1+1)-dimensional system. The topological properties of Floquet unitary operators in $(d+1)$-dimensions, may be related to $(d+2)$-dimensional topological phases. The response field theory of the latter can be dimensionally reduced to describe the target $(d+1)$-dimensional physics. This means that we are effectively considering the adiabatic evolution of Floquet unitaries $U(t)$ as a function of $t$, while the time-evolution of physical states by Floquet unitaries are not adiabatic in general.

Observe also that, if we start from systems with no-symmetry (class A), mapping unitaries to states by the channel-state map transforms the symmetry class from A to AIII by working with the doubled Hilbert space. This is in a perfect harmony with the above dimensional shift $(d + 1) \rightarrow (d + 2)$, and with the Bott periodicity.

Now, following the recipe of deriving effective response field theories for static topological phases, we introduce a background $U(1)$ gauge field $V = V_\mu dx^\mu$. This in principle has nothing to do with physical electromagnetic $U(1)$ gauge field $A_\mu dx^\mu$, as it is introduced in the doubled Hilbert space. (See the comments below, though.) By integrating over the matter field, we would then arrive at the effective response theory. Since we are in $(3+1)$-d, and since our Hamiltonian $K$ belongs to class AIII, the topological part of the resulting effective action is given by the axion term:

\begin{equation}
W_{\text{eff}}[V] = \frac{\theta}{8\pi^2} \int du^3 x \, \varepsilon_{\mu\nu\kappa\lambda} \partial_\mu V_\nu \partial_\kappa V_\lambda, \tag{B11}
\end{equation}

where $u$ is the fictitious imaginary time, which is analytically continued to the Lorentz signature in Eq. (B11). The $\theta$ angle here is pinned to quantized values, $\theta = \pi \times (\text{integer})$, by the chiral symmetry.

The next step is to dimensionally reduce this action to $(2+1)$d: we shrink the size of $z$-direction $L_z$ to zero, and decompose the vector field $V_\mu$ in $(3+1)$d into vector and scalar fields in $(2+1)$d. Explicitly, we introduce the scalar in terms of the $z$-component of $V$ as $\Phi(u, x, y) = V_z(u, x, y)/L_z$. The resulting action is given by

\begin{equation}
W_{\text{eff}}[V] = \frac{\theta}{2\pi^2} \int du dy \varepsilon_{\mu\nu\lambda} \partial_\mu \Phi \partial_\nu V_\lambda. \tag{B12}
\end{equation}

From the effective response action we can read off the topological responses and also topological invariants. (See, for example, Ref. [29].) We consider the magnetic field $B_V = \epsilon_{ij} \partial_i V_j$, and define the local magnetization density $M(u, x, y)$ by

\begin{equation}
M(u, x, y) \equiv \frac{\delta W_{\text{eff}}}{\delta B_V} = \frac{\theta}{2\pi^2} \partial_u \Phi(u, x, y). \tag{B13}
\end{equation}
We also introduce the magnetization per unit volume
\[ m(u) = \frac{1}{Vol} \int dxdy M(u, x, y). \quad (B14) \]

Then, the time-average of \( m(u) \) is
\[
\bar{m}(u) = \frac{1}{T} \int_0^T du \frac{\theta}{2\pi^2} \frac{d\Phi}{du} = \frac{1}{T} \frac{\theta}{2\pi^2} [\Phi(T) - \Phi(0)] 
= \frac{1}{T} \frac{\theta}{\pi}. \quad (B15)
\]

Recalling \( \theta = \pi \times \text{integer} \), this fictitious magnetization is quantized. Its connection to the physical magnetization is unclear, though. Nevertheless, we note that it can be shown that the \( \theta \)-angle is given in terms of the winding number topological invariant associated with the unitary matrix \( U(t) \) [49]. This then proves, indirectly, that the fictitious magnetization agrees with the physical magnetization discussed in [22].
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