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Abstract
Nonlinear matrix equations are encountered in many applications of control and engineering problems. In this work, we establish a complete study for a class of nonlinear matrix equations. With the aid of Sherman Morrison Woodbury formula, we have shown that any equation in this class has the maximal positive definite solution under a certain condition. Furthermore, a thorough study of properties about this class of matrix equations is provided. An acceleration of iterative method with R-superlinear convergence with order \( r > 1 \) is then designed to solve the maximal positive definite solution efficiently.
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1. Introduction
In the paper we consider a class of nonlinear matrix equations (NMEs) with the plus sign
\[ X + A^H f(X)^{-1} A = Q \] (1a)
and the minus sign
\[ X - A^H f(X)^{-1} A = Q, \] (1b)
where \( A \in \mathbb{F}^{n \times n} \), \( Q \) is a Hermitian (or symmetric) matrix with size \( n \times n \), and the \( n \)-square matrix \( X \) is an unknown Hermitian matrix and will be determined. The base field \( \mathbb{F} \) can be the real field \( \mathbb{R} \) and complex field \( \mathbb{C} \). The transformation \( f : \mathbb{F}^{n \times n} \to \mathbb{F}^{n \times n} \) is a matrix operator satisfying the following suitable assumptions:
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(a1) Period-2: \( f^{(2)}(A) := f(f(A)) = A, \) \( A \in \mathbb{F}^{n \times n}. \)

(a2) Preserve additions (or additivity): \( f(A + B) = f(A) + f(B), \) \( A, B \in \mathbb{F}^{n \times n}. \)

(a3) Preserve products: Multiplication order preserving if \( f(AB) = f(A)f(B) \) or multiplication order reversing if \( f(AB) = f(B)f(A), \) \( A, B \in \mathbb{F}^{n \times n}. \)

(a4) Preserve nonnegativity: \( f(A) \geq 0 \) whenever \( A \geq 0. \) Here, we use the usual partial order for Hermitian matrices, i.e., \( X > Y (X \geq Y) \) if \( X - Y \) is positive definite (semidefinite) for two Hermitian matrices \( X \) and \( Y. \)

We begin with a brief study of some basic properties of operator \( f. \) Some interesting features about \( f \) are given here.

**Proposition 1.1.**

(1) \( f(rX) = rf(X) \) for any rational number \( r \) and every \( X \in \mathbb{F}^{n \times n}. \) Moreover, \( f \) is a continuous operator on \( \mathbb{F}^{n \times n} \) if \( f \) is continuous at \( X = 0. \)

(2) \( f \) is said to be unital, i.e., \( f(I_n) = I_n. \) And \( A \) is nonsingular if and only if \( f(A) \) is nonsingular. Moreover, \( f(A^{-1}) = f(A)^{-1} \) whenever \( A \) is invertible.

(3) \( f \) is the so-called order preserving operator on \( \mathbb{H}^{n \times n}, \) i.e., \( f(A) \geq f(B) \) \( \) \( f(A) \geq f(B) \) for \( A \geq B (A > B), A, B \in \mathbb{H}^{n \times n}, \) where \( \mathbb{H}^{n \times n} \) is the set of all \( n \times n \) Hermitian matrices.

(4) \( f \) is adjoint-preserving, i.e., \( f(A^H) = f(A)^H \) for all \( A \in \mathbb{F}^{n \times n}. \)

**Proof.**

1. Let \( X \in \mathbb{F}^{n \times n} \) and \( r = m/n, \) where \( m \) and \( n \) are two integers with \( n \neq 0. \) It can be easily seen that \( f(0_{n \times n}) = 0_{n \times n} \) and \( f(-X) = -f(X). \) Without loss of generality we assume that \( m \) and \( n \) are positive. Clearly, \( nf(rX) = f(nrX) = f(mX) = mf(X) \) and therefore \( f(rX) = rf(X). \) The remaining part follows directly from the definition of a continuous operator.

2. Let \( A \in \mathbb{F}^{n \times n} \) be a nonsingular matrix. Since \( A = f(f(A)I_n) = Af(I_n) \) or \( f(I_n)A, \) thus \( f(I_n) = I_n. \) It is trivial that \( f(A) \) is nonsingular and \( f(A) = f(A^{-1})^{-1}. \) This completes the proof.

3. In the case of \( “\geq” \), the result is immediately clear from the definition of the order preserving operator. The result is valid in the case of \( “>” \) since \( A - B \) is nonsingular.

4. First, for a Hermitian matrix \( A \) it is easily seen that \( A \) can be decomposed as \( A = A_1 - A_2 \) with two positive matrices \( A_1 \) and \( A_2 \) and thus \( f(A^H) = f(A_1) - f(A_2) = f(A)^H. \) Now, for an arbitrary complex matrix \( A \) we have the so-called Cartesian decomposition \[ A = H_1 + iH_2, \]
where $H_1$ and $H_2$ are two Hermitian matrices. The result will be verified by showing that

$$f(-iH_2) = f(iH_2)^H.$$  

Indeed, $f(iH_2)^2 = f(-H_2^2) < 0$. We conclude that $f(iH_2)$ is unitarily equivalent to a diagonal matrix $\text{diag}(\pm i\sqrt{h_1}, \ldots, \pm i\sqrt{h_n})$, where $h_i$ are real positive eigenvalues of $-f(iH_2)^2$, $i = 1, \ldots, n$. The result is proved.

Clearly, for any $X \in F_{n \times n}$ the identity operator $f(X) := X$, the transpose operator $f(X) := X^\top$ if $F = \mathbb{R}$, and the conjugate operator $f(X) := \overline{X}$ if $F = \mathbb{C}$ all of these satisfy conditions (a1)–(a4). Let $F = \mathbb{R}$ and $f$ be a bijective linear operator. It follows from [4] that there exists an invertible matrix $T_f$ such that

a. $f(X) = T_fXT_f^{-1}$ if $f$ is multiplication preserving,

or

b. $f(X) = T_fX^\top T_f^{-1}$ if $f$ is multiplication reversing,

for all $X \in F_{n \times n}$. See [4, 12] for details. Therefore, a bijective continuous operator $f$ satisfying (a3) can be reduced to the identity or transpose operator $f$ in the real field.

NMEs like the form (1) occur frequently in many applications, that include control theory, ladder networks, dynamic programming, stochastic filtering and statics when $f$ is the identity operator [1, 25]. Notable examples include algebraic Riccati equations [9, 8, 16, 15, 20]. The main application of Eq. (1a) with conjugate operator $f$ arises from the study of consimilarity. For more details of application of NMEs, see [19, 26]. In this paper, we are interested in the study of the positive definite solutions of Eqs. (1) and its solvable condition. By making use of Sherman Morrison Woodbury formula [2], first we propose a kind of fixed-point iterative method

$$X_k = F(X_{k-1}, X_1),$$  

(2a)

$$X_1 \text{ is given},$$  

(2b)

for finding the maximal positive definite solutions of Eqs. (1). As is well-known in the study of ordinary differential equations, let $x(t)$ be a solution of the autonomous system,

$$\dot{x} = F(x(t)), \ t \geq 0,$$  

(3a)

$$x(0) = x_0 \text{ is given},$$  

(3b)

and we define a flow $\phi$ which is the mapping $\phi_{x_0}(t) := x(t)$. Then, for any $s, t \geq 0$ the flow $\phi$ satisfies the following group law

$$\phi_{x_0}(s + t) = \phi_{x_s}(t) = \phi_{x_t}(s)$$

if the problem (3) is uniquely solvable for any initial value $x(0)$. Similar to the group law of the phase flow of a differential equation with an initial value, let
the ordinary difference equation be
\[ x(k + 1) = F(x(k)), \quad k \geq 1, \tag{4a} \]
\[ x(1) = x_1 \text{ is given,} \tag{4b} \]
associated with the iterated function \( F \) and a starting value \( x_1 \). We also have
\[ \phi_{x_1}(s + t - 1) = \phi_{x_1}(t) = \phi_{x_1}(s), \quad s, t \geq 1, \tag{5} \]
where the iteration solution \( \phi_{x_1}(n) := x(n) \) for the problem (4). However, the group law (5) is not always guaranteed if \( F \) is associated with the initial value \( x_1 \).

Example 1.1. Let \( x_k = f(x_{k-1}, x_1) = ax_{k-1} + x_1 \), where \( a \) and \( x_1 \) are given as two nonzero real numbers. Then, \( \phi_{x_1}(k) = \sum_{i=0}^{k-1} a^i x_1 \). Clearly, \( \phi_{x_1}(s+t-1) \neq \phi_{x_1}(t) \) for \( s = 2, t = 1 \) and \( a \neq -1 \).

The group law (5) plays an important role in the techniques to study an efficient iterative algorithm for solving the solutions of some nonlinear matrix equations [6, 3]. In the paper, we derive a property similar to the group law to the iteration (2). With the help of this property, two accelerated iterative methods for solving the maximal positive definite solution of Eqs. (1) are developed based on (2). In addition, many elegant properties of this kind of iteration (2) will be established.

We introduce the following well-known results which we need in the rest of the paper. The results in the following lemma either follow immediately from the definition or are easy to verify.

Lemma 1.1. [2] Let \( A \) be an arbitrary matrix of size \( n \). \( X \) and \( Y \) are two \( n \times n \) positive definite matrices. Then,

1. [Sherman Morrison Woodbury formula (SMWF)] Assume that \( Y^{-1} \pm AX^{-1}A^H \) is nonsingular. Then, \( X \pm A^H Y A \) is invertible and
   \[ (X \pm A^H Y A)^{-1} = X^{-1} \mp X^{-1} A^H (Y^{-1} \pm AX^{-1} A^H)^{-1} AX^{-1}. \]

2. [Schur complement] A square complex matrix \( \Psi \) is partitioned as
   \[ \Psi := \begin{bmatrix} X & A \\ A^H & Y \end{bmatrix}. \]
   Then, \( \Psi > 0 \) (\( \Psi \geq 0 \)) if and only if \( Y - A^H X^{-1} A > 0 \) (\( Y - A^H X^{-1} A \geq 0 \)) if and only if \( X - A Y^{-1} A^H > 0 \) (\( X - A Y^{-1} A^H \geq 0 \)).

3. \( X > Y \) (\( X \geq Y \)) if and only if \( \rho(Y X^{-1}) = \rho(X^{-1} Y) < 1 \) (\( \rho(X^{-1} Y) \leq 1 \)), where \( \rho(X) \) denotes the spectral radius of \( X \).
Without loss of generality we assume that $f$ is multiplication order preserving throughout the paper. Let $\| \cdot \|$ denote a norm on $\mathbb{R}^{n \times n}$ as well as the induced matrix norm. We say that a sequence of matrices $\{X_n\}$ converges R-linearly to $X$ if
\[ \|X_{k+1} - X\| < c\sigma^k, \]
and converges R-superlinearly to $X$ with order $r$ if
\[ \|X_{k+1} - X\| < c\sigma^k, \]
for arbitrary positive integer $k$, where $c > 0$, $0 < \sigma < 1$, and $r$ is an integer greater than 1. The quantity $\sigma$ is called the convergence rate of this sequence. Especially, $X_k$ converges to $X$ is said to be R-sublinearly, R-quadratically and R-cubically if $X_k \to X$ as $k \to \infty$ and $\sigma = 1$ in (6), $r = 2$ in (7), $r = 3$ in (7), respectively, see [22, 18, 3] and the references therein. A positive definite solution $X_M$ of NME (1a) (or (1b)) is called maximal (or minimal) if $X_M \geq X$ (or $X_M \leq X$) for any symmetric solution $X$ of Eq. (1a) (or (1b)). The symbol $\mathbb{P}^{n \times n}$ stand for the set of $n \times n$ positive definite matrices. We denote the $m \times m$ identity matrix by $I_m$, the conjugate transpose matrix of $A$ by $A^H$, the spectrum of $A$ by $\sigma(A)$ and use $\det(A)$ to denote the determinant of a square matrix $A$. Given a matrix operator $F$, $F^{(i)}$ denote the composition of $F$ with itself $i$ times and $F^{(0)} := I$ is the identity map.

The paper is organized as follows. In Sections 2 and 3, we describe how to transform Eqs. (1) to a standard nonlinear matrix equation and provide a fixed-point iteration to compute the maximal positive definite solution. Moreover, we formulate the necessary and sufficient conditions for the existence of the maximal positive definite solution of Eq. (1a) or Eq. (1b) directly by means of the solvable analysis of the standard nonlinear matrix equation. A R-superlinearly convergent iterative method with order $r > 1$ is briefly discussed in Section 4. Also, in Section 5 an alternating iteration gives the same result as considering a different substraction. Finally, concluding remarks are given in Section 6.

2. The transformation technique based on SMWF

In [5], we recently proposed a standard way to find a sufficient condition for the unique solvability of a class of Sylvester equations. A useful method to investigate a famous matrix equation is to simplify it by applying suitable transformations to the unknowns or to the coefficient matrices. There, the goal was to analyze Eqs. (1) with the help of some well-known matrix equations.

To facilitate our discussion, we first transform Eqs. (1) into the standard nonlinear matrix equation after one step of SMWF:
\[ X + (A^{(1)})^H (X - B^{(1)})^{-1} A^{(1)} = Q^{(1)}, \]
where the initial matrices
\[ A^{(1)} := f(A)f(Q)^{-1}A, \quad B^{(1)} := f(A)f(Q)^{-1}f(A)^H, \quad Q^{(1)} := Q - A^H f(Q)^{-1}A \]
\[(9a)\]
corresponding to the Eq. (1a) and the initial matrices
\[ A^{(1)} := f(A)f(Q)^{-1}A, \quad B^{(1)} := -f(A)f(Q)^{-1}f(A)^H, \quad Q^{(1)} := Q + A^Hf(Q)^{-1}A \] (9b)
corresponding to the Eq. (1b). For the sake of simplicity let the matrix operators \( \mathcal{F}_+ \) and \( \mathcal{F}_- \) be defined by
\[ X = \mathcal{F}_\pm(X) := Q \mp A^Hf(X)^{-1}A, \] (10)
respectively, and let \( \mathcal{G}_\pm \) be defined by
\[ \tilde{X} = \mathcal{G}_\pm(\tilde{X}) := Q \mp f(A)f(\tilde{X})^{-1}f(A)^H. \] (11)
Clearly, \( \mathcal{F}_+ \) and \( -\mathcal{F}_- \) are order preserving for any positive integer \( k \). For convenience we adopt the notation \( \mathcal{F}(X) \) by \( Q^{(1)} - (A^{(1)})^H(X - B^{(1)})^{-1}A^{(1)} \), repeating the same argument gives that
\[ X = \mathcal{F}^{(k)}(X) := Q^{(k)} - (A^{(k)})^H(X - B^{(k)})^{-1}A^{(k)}, \] (12)
where the sequences of matrices \( \{A^{(k)}\}, \{B^{(k)}\} \) and \( \{Q^{(k)}\} \) are generated (if no breakdown occurs) by
\[ A^{(k)} := A^{(1)}(Q^{(1)} - B^{(k-1)})^{-1}A^{(k-1)}, \] (13a)
\[ B^{(k)} := B^{(1)} + A^{(1)}(Q^{(1)} - B^{(k-1)})^{-1}(A^{(1)})^H, \] (13b)
\[ Q^{(k)} := Q^{(k-1)} - (A^{(k-1)})^H(Q^{(1)} - B^{(k-1)})^{-1}A^{(k-1)}, \] (13c)
for any positive integer \( k > 1 \). Now, we study some characteristics about the iterated function (13). For simplicity’s sake we define the symbol \( \tilde{\mathcal{X}}^{(k)} := (\tilde{A}^{(k)}, \tilde{B}^{(k)}, \tilde{Q}^{(k)}) \) and we rewrite the iteration
\[ \tilde{A}^{(k)} := A_2(Q_2 - \tilde{B}^{(k-1)})^{-1}A^{(k-1)}, \]
\[ \tilde{B}^{(k)} := B_2 + A_2(Q_2 - \tilde{B}^{(k-1)})^{-1}(A_2)^H, \]
\[ \tilde{Q}^{(k)} := \tilde{Q}^{(k-1)} - (\tilde{A}^{(k-1)})^H(Q_2 - \tilde{B}^{(k-1)})^{-1}\tilde{A}^{(k-1)}, \]
with initial matrices \( \mathcal{X}_1 := (A_1, B_1, Q_1) \) and constant matrices \( \mathcal{X}_2 := (A_2, B_2, Q_2) \) as the notation
\[ \hat{\mathcal{X}}^{(k)} = \mathcal{I}_{\mathcal{X}_1}(\tilde{\mathcal{X}}^{(k-1)}, \mathcal{X}_2), \] (14)
where the iterated function \( \mathcal{I}_{\mathcal{X}_1} : \mathbb{H}^n \times \mathbb{H}^n \times \mathbb{H}^n \to \mathbb{H}^n \times \mathbb{H}^n \times \mathbb{H}^n \) presents the relationship between \( (\tilde{A}^{(k-1)}, \tilde{B}^{(k-1)}, \tilde{Q}^{(k-1)}) \) and \( (\tilde{A}^{(k)}, \tilde{B}^{(k)}, \tilde{Q}^{(k)}) \). Especially, we denote the iteration (13) with initial matrices \( \mathcal{X}^{(1)} = (A^{(1)}, B^{(1)}, Q^{(1)}) \) by \( \mathcal{X}^{(k)} = \mathcal{I}_{\mathcal{X}^{(1)}}(\mathcal{X}^{(k-1)}, \mathcal{X}^{(1)}) = (A^{(k)}, B^{(k)}, Q^{(k)}) \). Now, the following fundamental group-like law holds and would provide a great advantage for emerging some numerical algorithms.
Proposition 2.1. Suppose that all sequences of matrices generated by iterations \( \mathfrak{T} \) with initial matrices \( \mathfrak{X} \) are no breakdown. Assume that \( \mathfrak{X}^{(k)} = \mathcal{I}_{\mathfrak{X}^{(1)}}(\mathfrak{X}^{(k-1)}, \mathfrak{X}^{(j)}) \) is well-defined for any integers \( i, j \geq 1 \) and \( k > 1 \). We conclude that the sequence \( \{\mathfrak{X}^{(i)}\} \) satisfies

\[
\mathfrak{X}^{(i+j)} = \hat{\mathfrak{X}}^{(2)}.
\]

Namely, we have

\[
\begin{align*}
A^{(i+j)} &= A^{(i)}(Q^{(j)} - B^{(i)})^{-1} A^{(i)}, \\
B^{(i+j)} &= B^{(i)} + A^{(i)}(Q^{(j)} - B^{(i)})^{-1}(A^{(j)})^H, \\
Q^{(i+j)} &= Q^{(i)} - (A^{(i)})^H(Q^{(j)} - B^{(i)})^{-1} A^{(i)}.
\end{align*}
\]

Furthermore, we have

\[
\mathfrak{X}^{(i+(k-1)j)} = \hat{\mathfrak{X}}^{(k)},
\]

where \( k \) is any positive integer.

Proof. First, let \( i \) and \( j \) be any two integers and \( \Delta_{j,i} := (Q^{(j)} - B^{(i)})^{-1} \). For each \( j \), we will prove \( \mathfrak{X}^{(j)} \) by the principle of mathematical induction with respect to \( i \). The proof is divided into two parts,

1. For \( i = 1 \), we show that

\[
\begin{align*}
A^{(1+j)} &= A^{(j)} \Delta_{1,1} A^{(1)}, \\
B^{(1+j)} &= B^{(j)} + A^{(j)} \Delta_{1,1} (A^{(j)})^H, \\
Q^{(1+j)} &= Q^{(1)} - (A^{(1)})^H \Delta_{1,1} A^{(1)}.
\end{align*}
\]

by using induction. For \( j = 1 \) it is trivial from the definition of \( A^{(2)}, B^{(2)} \) and \( Q^{(2)} \). Now suppose that it is true for \( j = s \). Note that

\[
\Delta_{1,s+1} = \Delta_{1,s} A^{(s)} \Delta_{s+1,1} (A^{(s)})^H \Delta_{1,s},
\]

\[
\Delta_{s+1,1} = \Delta_{s,1} + \Delta_{s,1} (A^{(1)})^H \Delta_{1,s+1} A^{(1)} \Delta_{s,1}.
\]

Then,

\[
A^{(s+2)} = A^{(1+s+1)} = A^{(1)} \Delta_{s+1,1} A^{(s+1)}
\]

\[
= A^{(1)} \left[ \Delta_{1,s} + \Delta_{1,s} A^{(s)} \Delta_{s+1,1} (A^{(s)})^H \Delta_{1,s} \right] A^{(s)} \Delta_{s,1} A^{(1)}
\]

\[
= A^{(s+1)} \left[ \Delta_{s,1} + \Delta_{s+1,1} (A^{(s)})^H \Delta_{1,s} A^{(s)} \Delta_{s,1} \right] A^{(1)}
\]

\[
= A^{(s+1)} \Delta_{s+1,1} \left[ Q^{(s+1)} - B^{(1)} + (A^{(s)})^H \Delta_{s,1} A^{(s)} \right] \Delta_{s,1} A^{(1)}
\]

\[
= A^{(s+1)} \Delta_{s+1,1} A^{(1)}.
\]
2. Now suppose that (15) is true for \( i \)
and any \( j \). Note that
\[
\Delta_{j,s+1} = \Delta_{j,s} + \Delta_{j,s} (A(s))_j (A(s))_j \Delta_{j,s},
\Delta_{s+j,1} = \Delta_{s+1} + \Delta_{s+1} (A(s))_j \Delta_{j,s+1} A(s) \Delta_{s,1}.
\]
Then,
\[
A(s+1+j) = A(s+j) \Delta_{s+j,1} A(s+1)
= A(j) \Delta_{j,s} A(s) \left[ \Delta_{s,1} - \Delta_{s,1} \Delta_{j,s+1} A(s) \Delta_{s,1} \right] A(s)
= A(j) \left[ \Delta_{j,s} - \Delta_{j,s} \Delta_{s,1} \Delta_{j,s+1} A(s) \Delta_{s,1} \right] A(s+1)
= A(j) \Delta_{j,s} \left[ Q(j) - B(s+1) - A(s) \Delta_{s,1} (A(s))_j \right] \Delta_{j,s+1} A(j)
= A(j) \Delta_{j,s+1} A(s+1),
\]
\[
B(s+1+j) = B(s+j) + A(s+j) \Delta_{s+j,1} A(s+j)
= B(j) + A(j) \left[ \Delta_{j,s} + \Delta_{j,s} A(s) \Delta_{s+j,1} A(s) \Delta_{j,s} \right] A(j)
= B(j) + A(j) \Delta_{j,s+1} A(s+1),
\]
and
\[
Q(s+1+j) = Q(s+1+j) = Q(j) - (A(s))_j \Delta_{s+j,1} A(s)
= Q(j) - (A(s))_j \Delta_{s,1} A(s) - (A(s))_j \Delta_{s+j,1} \Delta_{s,1} A(s)
= Q(s+1) - (A(s))_j \Delta_{s,1} (A(s))_j \Delta_{s+j,1} A(s) \Delta_{s,1} A(s)
= Q(s+1) - (A(s))_j \Delta_{s+j,1} A(s+1).
\]
The induction process is now finished and thus the result is followed.

\[B^{(s+2)} = B^{(1+s+1)} = B^{(1)} + A^{(1)} \Delta_{1,s+1} (A^{(1)})^H = B^{(s+1)} + A^{(s+1)} \Delta_{s+1,1} (A^{(s+1)})^H \]
and
\[
Q^{(s+2)} = Q^{(1+s+1)} = Q^{(s+1)} - (A^{(s+1)})^H \Delta_{1,s+1} A^{(s+1)} = Q^{(s+1)} - (A^{(s+1)})^H \Delta_{s+1,1} A^{(s+1)} \Delta_{s,1} A^{(s)}.\]
Therefore, we have proved (15). In addition, the formula (16) for any integer \( k \geq 1 \) can easily be proved by using induction. For \( k = 1 \) it is clear that the formula holds. Assume that (16) is true for \( k = s \) and any positive integers \( i \) and \( j \). Together with the group property we have

\[
\hat{X}^{(s+1)} = \mathcal{I}_{\mathcal{R}(1)}(\hat{X}^{(s)}, X^{(i)}) = \mathcal{I}_{\mathcal{R}(s)}(\hat{X}^{(1)}, X^{(i)}) = \mathcal{I}_{\mathcal{R}(i+(s-1)j)}(\hat{X}^{(1)}, X^{(i)}) = X^{(i+sj)}.
\]

This completes the proof.

**Remark 2.1.**

1. In the recursive algorithm (13), the iteration \( B^{(k)} \) is clear independent of the other two iterations. From Proposition 2.1 we also have

\[
Q^{(k)} = Q^{(1)} - (A^{(1)})^H(Q^{(k-1)} - B^{(1)})^{-1}A^{(1)},
\]

i.e., the iteration \( Q^{(k)} \) is also independent of the other two iterations (13a) and (13b) and is the fixed-point iteration of Eq. (8). On the other hand, the \( k \)th iterations \( Q^{(k)} \) and \( B^{(k)} \) can be obtained from the following finite series form,

\[
Q^{(k)} = Q^{(1)} - \sum_{i=1}^{k-1} (A^{(i)})^H(Q^{(1)} - B^{(i)})^{-1}A^{(i)},
\]

\[
B^{(k)} = B^{(1)} + \sum_{i=1}^{k-1} A^{(i)}(Q^{(i)} - B^{(1)})^{-1}(A^{(i)})^H,
\]

respectively.

2. We notice that two sequences \( \{Q^{(k)}\} \) and \( \{B^{(k)}\} \) can be respectively written as

\[
Q^{(k)} = F^{(2)}_+(Q^{(k-1)}) \quad \text{and} \quad B^{(k)} = G^{(2)}_+(B^{(k-1)}) = f(AG_+(Q-B^{(k-1)})^{-1}A^H),
\]

with the initial matrices (9a). And the sequences \( Q^{(k)} \) and \( B^{(k)} \) can be respectively written as

\[
Q^{(k)} = F^{(2)}_-(Q^{(k-1)}) \quad \text{and} \quad B^{(k)} = G^{(2)}_-(B^{(k-1)}) = -f(AG_- (Q-B^{(k-1)})^{-1}A^H),
\]

with the initial matrices (9b).

In order to study the Eq. (1a) and Eq. (1b) explicitly and conveniently, the rest of this section is divided into two parts to investigate the existence of the positive definite solutions of those two equations.
2.1. The solvability of Eq. (1a)

To study the existence of the positive definite solutions of the Eq. (1a), we need some conditions on matrices $A$, $B$ and operator $f$. The following lemma provides a mild condition for the existence of the maximal positive definite solutions of the Eq. (1a). Note that the sequence of matrices $\{X^{(k)}\}$ is generated by the iterations (13) with initial matrices $X^{(1)}$ in (9a) in this subsection.

**Lemma 2.1.** For the nonlinear matrix equation (1a), suppose that the following condition holds,

$$S \neq \phi, \quad \text{where } S := \{X_S > 0; X_S \leq F_+(X_S)\}. \quad (18)$$

Then, $X^{(k)}$ is well-defined for any integer $k \geq 1$. Furthermore, we have the following properties,

1. The condition (18) implies that $X_S$ is a lower bound of $\{Q^{(k)}\}$ and is an upper bound of $\{B^{(k)}\}$. Furthermore, we have

$$Q \geq Q^{(k)} \geq Q^{(k+1)} \geq X_S > B^{(k+1)} \geq B^{(k)} \geq 0, \quad (19)$$

where $X_S$ is any positive definite matrix in $S$.

2. $Q^{(k)} \geq F_+(Q^{(k)})$.

**Proof.** Since part (1) implies that $Q^{(i)} > B^{(j)}$ with any positive integers $i$ and $j$. It shall be sufficient to proof the part (1) and part (2).

1. For part (1), $Q \geq X_S$ is evident. Otherwise, we will prove (19) by induction. For $i = 1$ let $\Psi := \begin{bmatrix} f(X_S) & A \\ A^T & Q \end{bmatrix}$. From Lemma 1.1 we know that $\Psi > 0$ since $Q - A^T f(X_S)^{-1} A \geq X_S > 0$. Thus, $f(X_S) > A Q^{-1} A^T$. The result $X_S > B^{(1)}$ follows from the assumption that $f$ preserves positivity. On the other hand, we have

$$Q - Q^{(1)} = A^T f(Q)^{-1} A \geq 0,$$

$$Q^{(1)} - X_S \geq A^T (f(X_S)^{-1} - f(Q)^{-1}) A \geq 0,$$

$$B^{(2)} - B^{(1)} = A^{(1)}(Q^{(1)} - B^{(1)})^{-1}(A^{(1)})^T \geq 0,$$

$$Q^{(1)} - Q^{(2)} = (A^{(1)})^T (Q^{(1)} - B^{(1)})^{-1} A^{(1)} \geq 0.$$ 

Now assume that the statement (19) is true for $i = s$. Then we want to prove that it holds in the case of $i = s + 1$ as well. Let $\Psi_{s+1} := \begin{bmatrix} X_S - B^{(1)} & A^{(1)} \\ (A^{(1)})^T & Q^{(1)} - B^{(s)} \end{bmatrix}$. From Lemma 1.1 $\Psi_{s+1} > 0$ since $Q^{(1)} - B^{(s)} - (A^{(1)})^T (X_S - B^{(1)})^{-1} A^{(1)} \geq X_S - B^{(s)} > 0$. Thus, $X_S > B^{(1)} + A^{(1)}(Q^{(1)} - B^{(s)})^{-1} (A^{(1)})^T = B^{(s+1)}$. Note that

$$Q - Q^{(s+1)} = Q - Q^{(s)} + (A^{(s)})^T (Q^{(1)} - B^{(s)})^{-1} A^{(s)} \geq 0,$$

$$Q^{(s+1)} - X_S \geq (A^{(s)})^T ((X_S - B^{(s)})^{-1} - (Q^{(1)} - B^{(s)})^{-1}) A^{(s)} \geq 0,$$

$$B^{(s+2)} - B^{(s+1)} = A^{(1)}((Q^{(1)} - B^{(s+1)})^{-1} - (Q^{(1)} - B^{(s)})^{-1})(A^{(1)})^T \geq 0,$$

$$Q^{(s+1)} - Q^{(s+2)} = (A^{(s+1)})^T (Q^{(1)} - B^{(s+1)})^{-1} A^{(s+1)} \geq 0.$$
The induction process is now finished and thus the result of part (1) is followed.

2. Applying the matrix operator $\mathcal{F}_+$ with $2(k - 1)$ times to both sides

$$Q^{(1)} = \mathcal{F}_+(Q) \geq \mathcal{F}_+(Q^{(1)}),$$

we get $Q^{(k)} \geq \mathcal{F}_+(Q^{(k)})$ for any integer $k \geq 1$.

For the dual Eq. (11) with plus sign, we show that the condition (18) can be rewritten in an equivalent condition.

**Proposition 2.2.** Let $A$ be a nonsingular matrix. $X_S \in S$ in the condition (18) is equivalent to

$$Q - X_S \in S := \{\bar{X}_S > 0; \bar{X}_0 \leq G_+(\bar{X}_S)\}.$$

In other words, $S \neq \phi$ is equivalent to $\bar{S} \neq \phi$.

**Proof.** Note that $Q - X_S \geq A^H f(X_S)^{-1} A > 0$ since $A$ is nonsingular. Let

$$\Psi := \begin{bmatrix} f(X_S) & A \\ A^H & Q - X_S \end{bmatrix}.$$ Then, $\Psi \geq 0$ if $S \neq \phi$. It is straightforward to show that $f(X_S) \geq A(Q - X_S)^{-1} A^H$ or $Q - X_S \in \bar{S} := \{\bar{X}_S > 0; \bar{X}_S \leq G_+(\bar{X}_S)\}$.

In order to perform the main result we also need the following lemma,

**Lemma 2.2.** Let $A$ be a nonsingular matrix. Consider the dual equation (11) with plus sign

$$\tilde{X} = G_+ (\tilde{X}) = Q - f(A)f(\tilde{X})^{-1}f(A)^H.$$

Suppose that the condition (18) holds. Then, $\{\tilde{X}^{(k)}\}$ generated by the iterations (13) with initial matrices $\tilde{X}^{(1)} = (A^H f(Q)^{-1} f(A)^H, A^H f(Q)^{-1} A, Q - f(A)f(Q)^{-1} f(A)^H)$ is well-defined and

$$A^{(k)} = (\tilde{A}^{(k)})^H, \tilde{Q}^{(k)} = B^{(k)} = \tilde{W}^{(k)} + Q^{(k)} = Q,$$

for each positive integer $k$, where $(A^{(k)}, B^{(k)}, Q^{(k)})$ is defined in Lemma 2.4.

**Proof.** We will prove (20) by induction. For $k = 1$ is trivial that (20) holds. Now assume that the statement is true for a positive integer $k = s - 1$. Together with Proposition 2.4 we have

$$(A^{(s)})^H = A^{(s-1)}(Q^{(s-1)} - B^{(s-1)})^{-1} A^{(1)} = A^{(s)},$$

$$\tilde{B}^{(s)} + \tilde{Q}^{(s)} = B^{(s)} + (Q - B^{(s-1)}) + A^{(s-1)}(Q^{(1)} - B^{(s-1)})^{-1} (A^{(s-1)})^H = Q,$$

$$Q^{(s)} + \tilde{B}^{(s)} = Q^{(s)} + (Q - Q^{(1)}) + (A^{(1)})^H (Q^{(s-1)} - B^{(1)})^{-1} A^{(1)} = Q.$$

This shows that (20) is also true for integers $k = s$. By induction principle, (20) is true for all positive integers $k$. 
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We can now propose our main result for Eq. (1a) in this subsection.

**Theorem 2.1.** Suppose that the operator $f$ is a continuous map from $\mathbb{P}^{n \times n}$ into itself and the assumption (18) is satisfied. Then the following statements hold,

1. $Q^{(\infty)} := \lim_{\ell \to \infty} Q^{(\ell)}$ is the maximal positive definite solution of Eq. (1a).

2. $Q - B^{(\infty)} := Q - \lim_{\ell \to \infty} B^{(\ell)}$ is the maximal positive definite solution of dual Eq. (11) with plus sign if $A$ is nonsingular.

3. $B^{(\infty)}$ is the minimal positive definite solution of Eq. (1a) if $A$ is nonsingular.

**Proof.**

1. By taking limit as $k \to \infty$ on both side of part (2) of Lemma 2.1 we obtain $\mathcal{F}^{(2)}_+(Q^{(\infty)}) = Q^{(\infty)} \geq \mathcal{F}_+(Q^{(\infty)}) \geq \mathcal{F}^{(2)}_+(Q^{(\infty)})$. That is, $Q^{(\infty)} = \mathcal{F}_+(Q^{(\infty)})$.

2. From Lemma 2.1 and Proposition 2.2 it follows that the dual equation (11) with plus sign has maximal Hermitian positive definite solution $\tilde{Q}^{(\infty)}$. Next, the result immediately follows from the foregoing Lemma 2.2.

3. When $A$ is nonsingular, it is easy to check that $\tilde{X} = G_+(\tilde{X})$ is equivalent to $X = \mathcal{F}_+(X)$, where $\tilde{X} := Q - X$. From part (2) it follows that

$$Q - \lim_{\ell \to \infty} B^{(\ell)} = \tilde{X}^{(\infty)} \geq \tilde{X} = Q - X.$$

This completes the proof of part (3).

2.2. The solvability of Eq. (1b)

As aforementioned above, Eq. (1b) can be also transformed into the standard nonlinear matrix equation (8) with coefficient matrices (9b). Let the sequence of matrices \{\$X^{(k)}\$\} be generated by the iterations (13) with initial matrices $X^{(1)}$ in (9b). Analogously to the foregoing result we can verify the following consequences.

**Lemma 2.3.**

a. Let the set of Hermitian matrix solutions of the nonlinear matrix equation (11) be

$$K := \{X_K \in \mathbb{H}^{n \times n}; X_K = \mathcal{F}_-(X_K)\}. \quad (21)$$

Then, $K \cap \mathbb{P}^{n \times n}$ is nonempty if $f$ is a continuous map from $\mathbb{P}^{n \times n}$ into itself. That is, Eq. (1b) always has a positive definite solution $X$. Furthermore, $K$ admits a negative definite solution if $A$ is nonsingular.
b. For any integer \( k \geq 1 \), the sequence \( \{X^{(k)}\} \) is well-defined. Furthermore, we have two following properties,

(1) \( X_K \) is a lower bound of \( \{Q^{(k)}\} \) and is an upper bound of \( \{B^{(k)}\} \). Furthermore,

\[
B^{(k)} \leq B^{(k+1)} \leq 0 < Q \leq X_K \leq Q^{(k+1)} \leq Q^{(k)},
\]

where \( X_K \in K \cap \mathbb{P}^{n \times n} \).

(2) Suppose that \( A \) is nonsingular. Let \( f \) be a continuous map from \( \mathbb{P}^{n \times n} \) into itself, then \( Q^{(\infty)} := \lim_{i \to \infty} Q^{(i)} \) is a unique positive definite solution of Eq. (1b).

**Proof.**

a. First given a positive definite \( X \) such that \( Q \leq X \leq Q^{(1)} \). It is clear that \( Q \leq f_{-}(X) = Q + A^H f(X)^{-1} A \leq Q + A^H f(Q)^{-1} A = Q^{(1)} \). The existence of the positive solution of Eq. (1b) follows immediately Schauder’s fixed point theorem under the assumption that \( f \) is continuous on \( \mathbb{P}^{n \times n} \). Let \( A \) be a nonsingular matrix. Then, \( \tilde{X} := Q - X = -A^H f(X)^{-1} A \) is nonsingular and Eq. (1b) is equivalent to \( \tilde{X} = G_{-}(\tilde{X}) \). Thus, there exists a negative definite solution \( Y \) of Eq. (1b) such that \( -A^H f(Q)^{-1} A \leq Y < 0 \).

b. Since part (1) implies that \( Q^{(i)} > 0 \geq B^{(j)} \) with any positive integers \( i \) and \( j \). It shall be sufficient to proof the part (1)–part (2).

1. For part (1), \( B^{(1)} \leq 0 \) is evident. Otherwise, we will prove this by induction. It follows that

\[
\begin{align*}
Q - Q^{(1)} &= -A^H f(Q)^{-1} A \leq 0, \\
Q^{(1)} - X_K &= A^H (f(Q)^{-1} - f(X_K)^{-1}) A \geq 0, \\
B^{(2)} - B^{(1)} &= A^{(1)} (Q^{(1)} - B^{(1)})^{-1} (A^{(1)})^H \geq 0, \\
Q^{(1)} - Q^{(2)} &= (A^{(1)})^H (Q^{(1)} - B^{(1)})^{-1} A^{(1)} \geq 0.
\end{align*}
\]

Now assume that the inequality in part (1) is true for \( i = s \), then we want to prove that it also holds for \( i = s + 1 \). Note that

\[
\begin{align*}
B^{(s+1)} &= -f(A)(f(Q) + A(Q - B^{(s)})^{-1} A^H)^{-1} f(A)^H \leq 0, \\
Q^{(s+1)} - X_K &= (A^{(s)})^H ((X_K - B^{(s)})^{-1} - (Q^{(1)} - B^{(s)})^{-1}) A^{(s)} \geq 0, \\
B^{(s+2)} - B^{(s+1)} &= A^{(1)} ((Q^{(1)} - B^{(s+1)})^{-1} - (Q^{(1)} - B^{(s)})^{-1}) (A^{(1)})^H \geq 0, \\
Q^{(s+1)} - Q^{(s+2)} &= (A^{(s+1)})^H (Q^{(1)} - B^{(s+1)})^{-1} A^{(s+1)} \geq 0.
\end{align*}
\]

So part (1) also holds for \( i = s + 1 \), which we have shown.
2. First, the matrix equation \( X = F^{(2)}(X) \) is equivalent to the discrete algebraic Riccati equation
\[
X = Q + \hat{A}^H X \hat{A} - \hat{A}^H X (X - B^{(1)})^{-1} X \hat{A},
\]
where \( \hat{A} = f(A)^{-H} A \) is nonsingular. Let \( Q = Q_1^H Q_1 \) for a positive definite matrix \( Q_1 \). It is clear that \((\hat{A}, I_n)\) is stabilizable and \((\hat{A}, Q_1)\) is detectable. From part (1) and [3] or [10, Theorem 5.6], \( Q^{(\infty)} \) is the unique positive definite solution of the equation \( X = F^{(2)}(X) \). Thus, \( Q^{(\infty)} = F_-(Q^{(\infty)}) > 0 \) is the unique positive definite solution of the equation of Eq. (1b) since Eq. (1b) always has a positive definite solution.

The proofs of the following results follow in a similar manner as the proofs of Lemma 2.2 and Theorem 2.1. We omit it here.

**Lemma 2.4.** Consider the dual equation (11) with minor sign
\[
\tilde{X} = G_-(\tilde{X}) = Q + f(A) f(\tilde{X})^{-1} f(A)^H.
\]
Then, the sequence \( \{\tilde{X}^{(k)}\} \) is well-defined by the iterations (13) with initial matrices
\[
\tilde{X}^{(1)} = (A^H f(Q)^{-1} f(A)^{-1}, -A^H f(Q)^{-1} A, Q + f(A) f(\tilde{X})^{-1} f(A)^H)
\]
and
\[
A^{(k)} = (\tilde{A}^{(k)})^H, \quad Q^{(k)} + B^{(k)} = \tilde{B}^{(k)} + Q^{(k)} = Q,
\]
for each positive integer \( k \), where \((A^{(k)}, B^{(k)}, Q^{(k)})\) is defined in Lemma 2.3.

**Theorem 2.2.** Suppose that the operator \( f \) is a continuous map from \( \mathbb{R}^{n \times n} \) into itself and \( A \) is nonsingular. Then, the following statements hold.

1. \( Q^{(\infty)} := \lim_{\ell \to \infty} Q^{(\ell)} \) is the maximal positive definite solution of Eq. (11).
2. \( Q - B^{(\infty)} \) is the maximal positive definite solution of dual Eq. (11) with minor sign.
3. \( B^{(\infty)} := \lim_{\ell \to \infty} B^{(\ell)} \) is the minimal negative definite solution of Eq. (11).

**Remark 2.2.**

1. Let \( f \) be a matrix operator with only the assumption (a4). The existence of solutions of nonlinear matrix equations of the kind \( X \pm A^H f(X) A = Q \) has been studied extensively. It is worthwhile to mention that El-Sayed et al. provide the necessary and sufficient conditions [17, Theorem 3.1] of existence of a positive definite solution of a generalization of Eq. (11). Moreover, some sufficient conditions for the existence of a positive semidefinite solution of Eq. (11) are obtained in [24, Lemma 2.2].
2. In the part (3) of Theorem 2.1 and 2.2, it is easy to show that rank \((\mathbf{B}(k)) = \text{rank}(\mathbf{A}) = \text{rank}(\mathbf{A}(k))\) for any positive integer \(k\) from the part (2) of Remark 2.1. Thus \(\mathbf{B}^{(\infty)}\) is not the solution (positive or negative definite) of Eqs. (1) if \(\mathbf{A}\) is singular.

3. The convergence analysis of iteration \(\text{(13)}\)

In this section we will study the numerical behavior of iteration \(\text{(13)}\) with initial matrices \(\text{(9)}\). For the sake of simplicity we denote the maximal positive definite solutions of Eqs. (1) and dual Eqs. (11) by \(\mathbf{X}_M\) and \(\mathbf{Q} - \mathbf{Y}_M\), respectively. As mentioned before, if Eq. (1a) (or Eq. (1b)) have a symmetric positive definite solution, then \(\mathbf{X}_M\) exists and the sequence \(\{\mathbf{Q}(k)\}\) converges to \(\mathbf{X}_M\) of Eq. (1a) (or Eq. (1b) if \(\mathbf{A}\) is nonsingular). As a summary of previous section, the following recursive algorithm is presented to compute \(\mathbf{X}_M\) and \(\mathbf{Y}_M\) under some mild conditions.

**Algorithm 3.1.** (Fixed point iteration for solving Eqs. (1))

1. \((\mathbf{A}(1), \mathbf{B}(1), \mathbf{Q}(1))\) is given in \(\text{(9)}\).
2. For \(k = 1, 2, \ldots\), compute

\[
\begin{align*}
\mathbf{A}(k+1) &:= \mathbf{A}(1)(\mathbf{Q}(1) - \mathbf{B}(k))^{-1}\mathbf{A}(k), \\
\mathbf{B}(k+1) &:= \mathbf{B}(1) + \mathbf{A}(1)(\mathbf{Q}(1) - \mathbf{B}(k))^{-1}(\mathbf{A}(1))^H, \\
\mathbf{Q}(k+1) &:= \mathbf{Q}(k) - (\mathbf{A}(k))^H(\mathbf{Q}(1) - \mathbf{B}(k))^{-1}\mathbf{A}(k),
\end{align*}
\]

until convergence.
3. \(\mathbf{X}_M = \mathbf{Q}^{(\infty)}\) and \(\mathbf{Y}_M = \mathbf{B}^{(\infty)}\).

Naturally, we are interested in the rate of convergence and the error estimate formula on this iterative method. To begin with, suppose that \(f\) is a continuous operator, the hypotheses \(\text{(13)}\) corresponding to Eq. (1a) holds and \(\mathbf{A}\) is nonsingular in Eq. (1b) through this section. Let the sequence \(\{\mathbf{X}(k)\}\) be generated by Algorithm 3.1. The following results play an important role in this section.

**Lemma 3.1.** Let \(T_k := (\mathbf{X}_M - \mathbf{B}(k))^{-1}\mathbf{A}(k)\) and \(S_k := \mathbf{A}(k)(\mathbf{Q}(k) - \mathbf{Y}_M)^{-1}\) for each positive integer \(k\). Then, the following results hold,

\[
\begin{align}
\Delta^{(k)} &:= (\mathbf{X}_M - \mathbf{B}(k))^{-1} = \sum_{i=0}^{k-1}(T_i)^i\Delta^{(1)}(T_i^H)^i, \tag{22a} \\
\tilde{\Delta}^{(k)} &:= (\mathbf{Q}(k) - \mathbf{Y}_M)^{-1} = \sum_{i=0}^{k-1}(S_i^H)^i\tilde{\Delta}^{(1)}(T_1)^i, \tag{22b}
\end{align}
\]
and equations (22a) and (22b) can be rewritten as
\[
\Delta^{(k)} - T_1 \Delta^{(k)} T_1^H = \Delta^{(1)} - T_1^k \Delta^{(1)} (T_1^H)^k, \tag{23a}
\]
\[
\tilde{\Delta}^{(k)} - S_1 \tilde{\Delta}^{(k)} S_1^H = \tilde{\Delta}^{(1)} - S_1^k \tilde{\Delta}^{(1)} (S_1^H)^k, \tag{23b}
\]
respectively.

(2)
\[
T_k = T_1^k, S_k = S_1^k,
\]
\[
Q^{(k)} - X_M = T_k^H (X_M - B^{(k)}) T_k,
\]
\[
Y_M - B^{(k)} = S_k (Q^{(k)} - Y_M) S_k^H.
\]

(3) \[T_1 S_1^H = \Delta^{(1)} (Y_M - B^{(1)}), \quad S_1^H T_1 = \tilde{\Delta}^{(1)} (X_M - Q^{(1)}). \]
Furthermore, all eigenvalues of \(T_1 S_1^H\) are real and nonnegative.

**Proof.**

1. First note that
\[
X_M - B^{(k)} = (X_M - B^{(1)}) - A^{(1)} (Q^{(1)} - B^{(k-1)})^{-1} (A^{(1)})^H
\]
and
\[
X_M - B^{(k-1)} = Q^{(1)} - B^{(k-1)} - (A^{(1)})^H (X_M - B^{(1)})^{-1} A^{(1)}.
\]
Applying SMWF we conclude that
\[
\Delta^{(k)} = \Delta^{(1)} + T_1 \Delta^{(k-1)} T_1^H.
\]
Equalities (22a) and (23a) immediately follow by induction. the proof of two equalities (22b) and (23b) is analogous to the proof above.

2. Let us first define two matrices \((M^{(k)}, L^{(k)})\) with a positive integer \(k\),
\[
M^{(k)} := \begin{bmatrix} A^{(k)} & 0 \\ Q^{(k)} & -I_n \end{bmatrix}, \quad L^{(k)} := \begin{bmatrix} -B^{(k)} & I_n \\ (A^{(k)})^H & 0 \end{bmatrix}.
\]
We can easily prove the following identities,
\[
M^{(k)} \begin{bmatrix} I_n \\ X_M \end{bmatrix} = L^{(k)} \begin{bmatrix} I_n \\ X_M \end{bmatrix} T_k, \tag{24a}
\]
\[
M^{(k)} \begin{bmatrix} I_n \\ Y_M \end{bmatrix} S_k^H = L^{(k)} \begin{bmatrix} I_n \\ Y_M \end{bmatrix}. \tag{24b}
\]
Also, assume further that
\[
M_*^{(k)} := \begin{bmatrix} A^{(1)} (Q^{(1)} - B^{(k)})^{-1} & 0 \\ -(A^{(1)})^H (Q^{(1)} - B^{(k)})^{-1} & I_n \end{bmatrix},
\]
\[
L_*^{(k)} := \begin{bmatrix} I_n & -A^{(1)} (Q^{(1)} - B^{(k)})^{-1} \\ 0 & (A^{(1)})^H (Q^{(1)} - B^{(k)})^{-1} \end{bmatrix}.
\]
By direct computation we have $M_f^{(k)}L_e^{(k)} = L_f^{(k)}M_e^{(1)}$, and
$$M^{(k+1)} = M_f^{(k)}M_e^{(k)}, L^{(k+1)} = L_f^{(k)}L_e^{(1)}.$$ 
Thus, $T_{k+1} = T_kT_1$ and $S_{k+1} = S_1S_k$ by direct inspection. The equalities $T_k = T_f^k$ and $S_k = S_f^k$ are proved by induction. Finally, comparing both sides of (24) yields
$$Q(k) - X_M = (T_1^k)(X_M - B^{(k)})T_1^k, \quad (25a)$$
$$Y_M - B^{(k)} = S_1^k(Q(k) - Y_M)(S_1^k)^H. \quad (25b)$$

The remaining part of part (2) immediately follows.

3. The first part follows from direct computations and it is omitted. The second part is obvious from the fact that all eigenvalues of the product of two positive semidefinite matrices are real and nonnegative.

The following proposition concerning perturbation theory for the operator $F_+$ is also needed in the proof of the main result.

**Proposition 3.1.** We consider the nonlinear matrix equation
$$X = F_+(X) := Q_e - A^Hf(X)^{-1}A$$
with $Q_e > Q$. Then, for any integer $k > 0$,
$$Q_e^{(k)} - Q^{(k)} \geq Q_e - Q, \quad B_e^{(k)} \leq B^{(k)}.$$

**Proof.** It is clear that $F_+(Q_e^{(k)}) > F_+(Q^{(k)})$ and thus $Q_e^{(k+1)} - Q^{(k+1)} = (F_+^{(k)})^2(Q_e^{(k)}) - F_+^{(k)}(Q^{(k)}) = (Q_e - Q) + A^H(f(F_+(Q^{(k)}))^{-1} - f(F_+(Q_e^{(k)})))A \geq Q_e - Q$. On the other hand, $B_e^{(k+1)} = f(A)(f(Q_e) - A(Q_e - B_e^{(k)}))^{-1}A^H - f(A)H \leq f(A)(f(Q) - A(Q - B^{(s)}))^{-1}A^H - f(A)H = B^{(k+1)}$.

The main theorem of this section is stated below.

**Theorem 3.1.** For nonlinear matrix equations (1), we have $\sigma(T_1) = \sigma(S_1)$, $\rho(T_1) \leq 1$ and $\rho(T_1S_1^H) \leq 1$. Furthermore,

1. $X_M > Y_M$ if and only if $\rho(T_1) < 1$ if and only if $\rho(T_1S_1^H) < 1$.

2. For Eq. (1), $X_M - Y_M$ is always a positive definite matrix. In other words, $\rho(T_1)$ is forever less than one.

3. For Eq. (1), $X_M - Y_M$ is singular if and only if $\rho(T_1) = 1$ if and only if $1 \in \sigma(T_1S_1^H)$. Moreover, the dimension of the null space of $X_M - Y_M$ is equal to the algebraic multiplicity of the one eigenvalue of $T_1S_1^H$.
(4) All sequences generated by Algorithm 3.1 are well-defined. In addition, the convergence speed is R-linearly if \( \rho(T_1) < 1 \) and the convergence rate can be shown

\[
\limsup_{k \to \infty} k \sqrt{\|A^{(k)}\|} \leq \rho(T_1),
\]
\[
\limsup_{k \to \infty} k \sqrt{\|Q^{(k)} - X_M\|} \leq \rho(T_1)^2,
\]
\[
\limsup_{k \to \infty} k \sqrt{\|Q - B^{(k)} - Y_M\|} \leq \rho(T_1)^2.
\]

**Proof.** Since \( X_M = \lim_{k \to \infty} Q^{(k)} \geq \lim_{k \to \infty} B^{(k)} = Y_M \), it suffices to show the result of part (1), part (2) and part (3), and part (4) immediately follows.

1. Suppose that \( X_M \) is greater than \( Y_M \). Since each term of right hand side of (22a) is positive definite, we have \( T_1^{i(1)} \Delta^{(1)} \rightarrow 0 \) as \( i \to \infty \). Thus, \( \rho(T_1) < 1 \). Similarly one can prove that \( \rho(S_1) < 1 \). Conversely, the condition \( \rho(T_1) < 1 \) guarantees the existence of a unique positive definite solution \( X = \Delta^{(\infty)} \) of the following matrix equation

\[
X - T_1 X T_1^H = \Delta^{(1)},
\]

which is the Stein matrix equation \( 23a \) when \( k \to \infty \). Therefore \( X_M > Y_M \). In addition, it can easily be checked that

\[
p(\lambda) := \det(M^{(1)} - \lambda L^{(1)}) = \det(L^{(1)} - \lambda M^{(1)}) = \lambda^{2n} p(1/\lambda),
\]

where \( \lambda \in \mathbb{C} \), \( \lambda \neq 0 \). Namely, \( p(\lambda) \) is a conjugate reciprocal polynomial \( 24 \). It implies that the conjugate-reciprocity property, i.e., \( 1/\lambda \in \sigma(M^{(1)} - \lambda L^{(1)}) \) if \( \lambda \in \sigma(M^{(1)} - \lambda L^{(1)}) \) (1/0 := \infty). Moreover, the algebraic multiplicity of \( \lambda_0 \in \sigma(M^{(1)} - \lambda L^{(1)}) \) is equal to the algebraic multiplicity of \( 1/\lambda_0 \). Together with \( 24 \) the spectral of \( T_1 \) is coincident with the spectral of \( S_1^H \). Finally, together with the part (3) of Lemma 3.1, the last necessary and sufficient condition follows from Lemma 1.1.

2. From the part (1) of Lemma 2.3 it implies that

\[
Y_M \leq 0 < Q \leq X_M,
\]

the result immediately follows from the foregoing conclusion.

3. In the case of \( X_M - Y_M \geq 0 \), then \( Q^{(\infty)} - B^{(\infty)} \geq Q - Q > 0 \) for arbitrary \( \epsilon > 0 \) from Proposition 3.1. Based on the continuity argument, \( \rho(T_1) = \lim_{\epsilon \to 0^+} T_1' \leq 1 \) if and only if \( X_M - Y_M \geq 0 \). And, \( \rho(T_1) = 1 \) is equivalent to \( X_M - Y_M \) is singular. Finally, the remaining part now follows from the foregoing result that \( I_n - T_1 S_1^H = (X_M - B^{(1)})^{-1}(X_M - Y_M) \). We remark that the equality \( \sigma(T_1) = \sigma(S_1) \) is still correct in this situation.
4. Combining equalities (25) with previous Lemmas 2.1 and 2.3 gives this result.

**Remark 3.1.** In the paper we study the existence of the maximal positive definite solution of Eq. (1a) or Eq. (1b) by means of the existence of the maximal positive definite solution of the standard nonlinear matrix equation (8). As is well-known, the existence of a symmetric positive definite solution and a maximal symmetric positive definite solution of (8) has been established in [11]. The result in [11] is obtained by utilizing an analytic factorization approach. We state with a review of this result as following:

**Theorem 3.2.** [11] Let \( \psi(\lambda) \) be a rational matrix-valued function defined by

\[
\psi(\lambda) = Q^{(1)} - B^{(1)} + \lambda A^{(1)} + \lambda^{-1} (A^{(1)})^H.
\]

Then, the standard NME (8) has a symmetric positive definite solution if and only if the following two assumptions hold,

1. **(F1)** \( \psi(\lambda) \) is regular, i.e., \( \det(\psi(\lambda)) \neq 0 \) for some \( \lambda \in \mathbb{C} \).
2. **(F2)** \( \psi(\lambda) \) is nonnegative on unit circle, i.e., \( \psi(\lambda) \geq 0 \) for all \( |\lambda| = 1 \).

In that case \( \psi(\lambda) \) factors as the well-known operator-valued Fejér-Riesz factorization:

\[
\psi(\lambda) = (C_0^* + \lambda^{-1} C_1^*)(C_0 + \lambda C_1)
\]

with \( \det(C_0) \neq 0 \), then \( X = B^{(1)} + C_0^* C_0 \) is a solution of Eq. (8). Every positive definite solution is obtained in this way. Moreover, for the maximal solution \( X_M \), we have \( \rho((X_M - B^{(1)})^{-1} A^{(1)}) \leq 1 \) and for any other symmetric positive definite solution \( X \), we have \( \rho((X_M - B^{(1)})^{-1} A^{(1)}) > 1 \).

Let \( f \) be the identity operator in Eq. (1a), we contribute a different approach to the necessary and sufficient conditions for the existence of maximal positive definite solution. That is, the condition (18) is equivalent to conditions (F1) and (F2). Also, we investigate the relationship between the nullity of the matrix \( X_M - Y_M \) and the spectral radius of \( T_1 \), which is important to clarify the convergence speed of Algorithm 3.1. As compared to earlier work on this topic, the results here are obtained with only using elementary matrix theory, and the analysis here is much simpler.

4. Two Accelerative iterations

According to the foregoing discussions, we know that solving the maximal positive definite solutions \( X_M \) of Eqs. (11) is equivalent to finding the maximal positive definite solution \( X_M \) of the standard nonlinear matrix equation Eq. (8). The standard approach for solving the Eq. (8) is to compute its generalized Lagrangian eigenspaces of a certain matrix pencil [11]. Otherwise, the fixed-point iteration in Algorithm 3.1 is a basic and simple method for solving the maximal positive definite solutions of the Eq. (8). However, the convergence
speed of all of these methods have been shown to be very slow while $\rho(T_1)$ is very close to 1 or $T_1$ has eigenvalues on the unit circle. When $\rho(T_1)$ is sufficiently small, a method for choosing the initial guess $Q^{(1)}$ for fixed-point iterations [17] was introduced in [17] that guarantees a faster convergence rate to the maximal positive definite solutions of Eq. (8). In [20], a structure-preserving doubling algorithm (SDA) was proposed for finding the maximal positive definite solution $X_M$ of the Eq. (8), and, it was proven that this algorithm converges $R$-quadratically when all eigenvalues of $T_1$ lie inside the unit circle. Moreover, the convergence rate is at least $R$-linear with rate $1/2$ when each iteration $Q^{(k)} - B^{(k)}$ is invertible and $B^{(k)}$ is bounded [7]. Note that other iterative solution processes, by using Newton’s iteration or cyclic reduction, have been introduced in [13, 14, 21] and linear convergence for problems with semi-simple unimodular eigenvalues has been observed and proved in [13].

There are several techniques for convergence acceleration of the sequences produced by fixed point iteration. By further analyzing of the deep structure of the iteration (14) in the previous discussion, we are going to give an theoretical interpretation for this by using the well properties (16) in this section. We first present a new accelerative iteration that contains the original iteration (13) and a special initial matrices. Second, we propose an iterative method with $R$-superlinear with order $r$ from a very simple point of view, where $r$ is a given integer greater than 1.

Assume that the hypotheses (18) holds and suppose that $f$ is a continuous operator through this section. Let $\widehat{X}^{(k)} := I_X^{(1)}(\widehat{X}^{(k-1)}, X^{(\ell)})$ with a prescribed positive integer $\ell$. It is known that $\widehat{X}^{(k)} = X^{(k\ell)}$ by applying the group-like law (15). That is, the original nonlinear matrix equation (8) becomes the standard nonlinear matrix equation (12) by applying $F$ with $\ell$ times. Finally $\widehat{X}^{(k)}$ can be designed as the following accelerative iteration.

Algorithm 4.1. (Accelerative iteration 1 for solving Eqs. (1))

1. Given a prescribed positive integer $\ell$.
2. $(\widehat{A}^{(1)}, \widehat{B}^{(1)}, \widehat{Q}^{(1)}) = (A^{(\ell)}, B^{(\ell)}, Q^{(\ell)})$ is provided in Algorithm 3.1.
3. For $k = 1, 2, \ldots$, compute

\[
\begin{align*}
\widehat{A}^{(k+1)} &:= \widehat{A}^{(1)}(\widehat{Q}^{(1)} - \widehat{B}^{(k)})^{-1}\widehat{A}^{(k)}, \\
\widehat{B}^{(k+1)} &:= \widehat{B}^{(1)} + \widehat{A}^{(1)}(\widehat{Q}^{(1)} - \widehat{B}^{(k)})^{-1}(\widehat{A}^{(1)})^H, \\
\widehat{Q}^{(k+1)} &:= \widehat{Q}^{(k)} - (\widehat{A}^{(k)})^H(\widehat{Q}^{(1)} - \widehat{B}^{(k)})^{-1}\widehat{A}^{(k)},
\end{align*}
\]

until convergence.

Recall that all sequences generated by Algorithm 4.1 are well-defined, and the convergence speed is $R$-linearly if $\rho(T_1) < 1$ and the convergence rate can be
shown
\[
\limsup_{k \to \infty} \sqrt[k]{\| \hat{A}^{(k)} \|} \leq \rho(T_1)^r,
\]
\[
\limsup_{k \to \infty} \sqrt[k]{\| \hat{Q}^{(k)} - X_M \|} \leq \rho(T_1)^{2r},
\]
\[
\limsup_{k \to \infty} \sqrt[k]{\| Q - \hat{B}^{(k)} - Y_M \|} \leq \rho(T_1)^{2r}.
\]

We remark that the accelerative iteration \([11]\) is basically a fixed-point iteration for solving the maximal positive solution \(X_M\) of Eq. \((8)\).

In order to maintain an accelerative iteration that converges R-superlinearly with order \(r\) to \(X_M\) of Eq. \((8)\), let \(\hat{X}^{(k)} := Y^{(2)}\) for any integer \(k > 1\) and \(\hat{X}^{(1)} := X^{(1)}\), where \(Y^{(s)} := T_{\hat{X}^{(s-1)}}(X^{(s-1)}, X_{r-1}(k-1))\) and \(X_{r-1}(k)\) are recursively defined by
\[
X_{i}(k) := Y^{(2)}_i \text{ with } Y^{(s)}_i := T_{\hat{X}^{(s)}}(Y^{(s-1)}_i, X_{i-1}(k)), \quad 2 \leq i \leq r - 1,
\]
\[
X_1(k) := \hat{X}^{(k)},
\]
with a prescribed positive integer \(r > 1\). Then, \(X_i(k) = X^{(ir^k-1)}\) can be easily verified from Proposition \([2.1]\) for any integer \(k \geq 1\) and thus \(\hat{X}^{(k)} = X^{(r^{k-2}+(r-1)r^{k-2})} = X^{(r^{k-1})}\) for any integer \(k > 1\). Summary, \(\hat{X}^{(k)}\) can be designed as the following recursive algorithm.

**Algorithm 4.2.** (Accelerative iteration 2 for solving Eqs. \([1]\))

1. Given a prescribed positive integer \(r > 1\).
2. \((\hat{A}^{(1)}, \hat{B}^{(1)}, \hat{Q}^{(1)})\) is given in \([9]\).
3. For \(k = 1, 2, \ldots\), compute
\[
\hat{A}^{(k+1)} = \hat{A}^{(k)}(\hat{Q}^{(k)} - B_{r-1}(k))^{-1} A_{r-1}(k),
\]
\[
\hat{B}^{(k+1)} = \hat{B}^{(k)} + \hat{A}^{(k)}(\hat{Q}^{(k)} - B_{r-1}(k))^{-1} (\hat{A}^{(k)})^H,
\]
\[
\hat{Q}^{(k+1)} = Q_{r-1}(k) - A_{r-1}(k)^H(\hat{Q}^{(k)} - B_{r-1}(k))^{-1} A_{r-1}(k),
\]
until convergence, where \((A_{r-1}(k), B_{r-1}(k), Q_{r-1}(k))\) is defined in step 4.
4. For \(i = 1, \ldots, r - 2\), iterate
\[
A_{i+1}(k) = \hat{A}^{(k)}(\hat{Q}^{(k)} - B_i(k))^{-1} A_i(k),
\]
\[
B_{i+1}(k) = \hat{B}^{(k)} + \hat{A}^{(k)}(\hat{Q}^{(k)} - B_i(k))^{-1} (\hat{A}^{(k)})^H,
\]
\[
Q_{i+1}(k) = Q_i(k) - A_i(k)^H(\hat{Q}^{(k)} - B_i(k))^{-1} A_i(k),
\]
with \((A_1(k), B_1(k), Q_1(k)) = (\hat{A}^{(k)}, \hat{B}^{(k)}, \hat{Q}^{(k)})\).

As we have already discussed that all sequences generated by Algorithm \([4.2]\) are well-defined, the convergence speed is R-superlinearly with order \(r\) if \(\rho(T_1) < 1\).
Algorithm 4.3. (Accelerative iteration 3 for solving Eqs. (1))

the following iteration according to the group-like property

Let \( \mathbf{A} \) be a positive integer-valued function on \( \mathbb{N} \). For \( r = 2 \), Algorithm 4.2 becomes the following so-called tripling algorithm, which is \( R \)-quadratically convergent,

\[
\hat{\mathbf{A}}^{(k+1)} := \hat{\mathbf{A}}^{(k)}(\hat{\mathbf{Q}}^{(k)} - \hat{\mathbf{B}}^{(k)})^{-1}\hat{\mathbf{A}}^{(k)},
\]

\[
\hat{\mathbf{B}}^{(k+1)} := \hat{\mathbf{B}}^{(k)} + \hat{\mathbf{A}}^{(k)}(\hat{\mathbf{Q}}^{(k)} - \hat{\mathbf{B}}^{(k)})^{-1}(\hat{\mathbf{A}}^{(k)})^H,
\]

\[
\hat{\mathbf{Q}}^{(k+1)} := \hat{\mathbf{Q}}^{(k)} - (\hat{\mathbf{A}}^{(k)})^H(\hat{\mathbf{Q}}^{(k)} - \hat{\mathbf{B}}^{(k)})^{-1}\hat{\mathbf{A}}^{(k)},
\]

with the initial matrices \( (\mathbf{A}^{(1)}, \mathbf{B}^{(1)}, \mathbf{Q}^{(1)}) \) as given in [9]. For \( r = 3 \), Algorithm 4.2 becomes the following so-called tripling algorithm, which is \( R \)-cubically convergent,

\[
\hat{\mathbf{A}}^{(k+1)} := \hat{\mathbf{A}}^{(k)}(\hat{\mathbf{C}}^{(k)})^{-1}\hat{\mathbf{D}}^{(k)},
\]

\[
\hat{\mathbf{B}}^{(k+1)} := \hat{\mathbf{B}}^{(k)} + \hat{\mathbf{A}}^{(k)}(\hat{\mathbf{C}}^{(k)})^{-1}(\hat{\mathbf{A}}^{(k)})^H,
\]

\[
\hat{\mathbf{Q}}^{(k+1)} := \hat{\mathbf{Q}}^{(k)} - \hat{\mathbf{B}}^{(k)} - (\hat{\mathbf{A}}^{(k)})^H(\hat{\mathbf{Q}}^{(k)} - \hat{\mathbf{B}}^{(k)})^{-1}\hat{\mathbf{A}}^{(k)},
\]

\[
\hat{\mathbf{C}}^{(k)} := \hat{\mathbf{Q}}^{(k)}(\hat{\mathbf{D}}^{(k)})^{-1},
\]

\[
\hat{\mathbf{D}}^{(k)} := \hat{\mathbf{A}}^{(k)}(\hat{\mathbf{C}}^{(k)})^{-1},
\]

with the initial matrices \( (\mathbf{A}^{(1)}, \mathbf{B}^{(1)}, \mathbf{Q}^{(1)}) \) as given in [3].

**Example 4.1.** For \( r = 2 \), Algorithm 4.2 becomes the following so-called doubling algorithm, which is \( R \)-quadratically convergent,

\[
\hat{\mathbf{A}}^{(k+1)} := \hat{\mathbf{A}}^{(k)}(\hat{\mathbf{Q}}^{(k)} - \hat{\mathbf{B}}^{(k)})^{-1}\hat{\mathbf{A}}^{(k)},
\]

\[
\hat{\mathbf{B}}^{(k+1)} := \hat{\mathbf{B}}^{(k)} + \hat{\mathbf{A}}^{(k)}(\hat{\mathbf{Q}}^{(k)} - \hat{\mathbf{B}}^{(k)})^{-1}(\hat{\mathbf{A}}^{(k)})^H,
\]

\[
\hat{\mathbf{Q}}^{(k+1)} := \hat{\mathbf{Q}}^{(k)} - (\hat{\mathbf{A}}^{(k)})^H(\hat{\mathbf{Q}}^{(k)} - \hat{\mathbf{B}}^{(k)})^{-1}\hat{\mathbf{A}}^{(k)},
\]

Example 4.2. Let \( \mathbb{N} \) be the set of natural numbers and let \( g \) be a positive integer-valued function on \( \mathbb{N} \). Generally, we can modify the Algorithm 4.2 to the following iteration according to the group-like property [13].

**Algorithm 4.3.** (Accelerative iteration 3 for solving Eqs. (1))

1. Given a function \( g : \mathbb{N} \rightarrow \mathbb{N} \).
2. \( (\hat{\mathbf{A}}^{(1)}, \hat{\mathbf{B}}^{(1)}, \hat{\mathbf{Q}}^{(1)}) \) is given in [9].
3. For \( k = 1, 2, \ldots \), compute

\[
\hat{\mathbf{A}}^{(k+1)} := \hat{\mathbf{A}}^{(k)}(\hat{\mathbf{Q}}^{(k)} - \mathbf{B}_{g(k)-1}(k))^{-1}\mathbf{A}_{g(k)-1}(k),
\]

\[
\hat{\mathbf{B}}^{(k+1)} := \hat{\mathbf{B}}^{(k)} + \hat{\mathbf{A}}^{(k)}(\hat{\mathbf{Q}}^{(k)} - \mathbf{B}_{g(k)-1}(k))^{-1}(\hat{\mathbf{A}}^{(k)})^H,
\]

\[
\hat{\mathbf{Q}}^{(k+1)} := \mathbf{Q}_{g(k)-1}(k) - (\mathbf{A}_{g(k)-1}(k))^H(\hat{\mathbf{Q}}^{(k)} - \mathbf{B}_{g(k)-1}(k))^{-1}\mathbf{A}_{g(k)-1}(k - 1),
\]

until convergence, where \( (\mathbf{A}_{g(k)-1}(k), \mathbf{B}_{g(k)-1}(k), \mathbf{Q}_{g(k)-1}(k)) \) is defined in step 4.
4. For \(i = 1, \cdots, g(k) - 2\), iterate
\[
A_{i+1}(k) = A_i(k)(Q_i(k) - B_i(k))^{-1}A_i(k),
\]
\[
B_{i+1}(k) = B_i(k) + A_i(k)(Q_i(k) - B_i(k))^{-1}A_i(k)^H,
\]
\[
Q_{i+1}(k) = Q_i(k) - A_i(k)^H(Q_i(k) - B_i(k))^{-1}A_i(k),
\]
with \((A_1(k), B_1(k), Q_1(k)) = (\hat{A}^{(k)}, \hat{B}^{(k)}, \hat{Q}^{(k)})\).

Instead of producing the sequence of matrices \((A^{(k)}, B^{(k)}, Q^{(k)})\), the iteration
\((\hat{A}^{(k)}, \hat{B}^{(k)}, \hat{Q}^{(k)})\) produce \((A^{2^{(k)}}, B^{2^{(k)}}, Q^{2^{(k)}})\), where \(s(k) = \prod_{i=1}^{k} g(i)\). Between Algorithms 4.2 and 4.3, the iteration in Algorithm 4.3 should has a faster rate of convergence by choosing a suitable \(g\). However, it is the most expensive since the enlarged steps of inner iteration may increase the computational cost.

From (25), the convergence behaviors in fixed-point iteration 3.1 and two accelerative iterations 4.1 and 4.2 are clear when \(\rho(T_1) < 1\). In the case that \(\rho(T_1) = 1\) (we refer as critical case), one can show that both algorithms 3.1 and 4.1 converge R-sublinearly to \(X_M\). However, there is no further information about the convergence for the Algorithm 4.2. The following theory discusses the convergence of the iterative method 4.2 in the critical case.

**Theorem 4.1.** In the critical case, all sequences generated in Algorithm 4.2 for finding the maximal positive definite solution \(X_M\) of (1) are well-defined, provided that the assumptions (18) corresponding to Eq. (1a) and \(A\) needs to be nonsingular corresponding to Eq. (1b) are satisfied. Moreover,
\[
A^{(k)} \rightarrow 0, \text{ R-linearly as } k \rightarrow \infty,
\]
\[
Q^{(k)} \rightarrow X_M, \text{ R-linearly as } k \rightarrow \infty,
\]
\[
B^{(k)} \rightarrow Q - Y_M, \text{ R-linearly as } k \rightarrow \infty,
\]
with convergence rate at least \(1/r\).

**Proof.** The proof is analogous to the [Theorem 3.2](#) and the detailed calculations for the convergence analysis are much tedious. We omit it here.

In the following example we show a scalar result that explains the convergence rates of Algorithm 4.1, 4.2 and 4.3 in the critical case.

**Example 4.3.** Assume that \(n = 1\) and \(f\) is the identity operator. Then the corresponding equation (1a) can be written as
\[
x + \frac{|a|^2}{x} = q,
\]
where \(a \in \mathbb{C}\) and the real number \(q > 0\). We focus on the critical case that \(\rho(T_1) = 1\), which is equivalent to \(q = 2|a|\). In this situation, \(x_+ = x_- = \frac{q}{2} = |a|\) and the Algorithm 4.1 gives
\[
a_k = \frac{x_+}{k}, \quad b_k = \frac{(k-1)x_+}{k}, \quad q_k = \frac{(k+1)x_+}{k}.
\]
Similar to Algorithm 4.1, the following results can be derived,
\[ a_k = \frac{x_+}{\ell k}, \quad b_k = \frac{(\ell k - 1)x_+}{\ell k}, \quad q_k = \frac{(\ell k + 1)x_+}{\ell k}. \]

The convergence speed of the fixed-point iterations 3.1 and 4.1 both are usually very slow. On the other hand, by induction it is easy to see that
\[ a_k = \frac{1}{r}a_{k-1}, \quad b_k = \frac{1}{r}(b_{k-1} - x_+), \quad q_k = \frac{1}{r}(q_{k-1} - x_+). \]
or
\[ a_k = \frac{x_+}{r^k}, \quad b_k = \frac{(r^k - 1)x_+}{r^k}, \quad q_k = \frac{(r^k + 1)x_+}{r^k}. \]
in Algorithm 4.2, which coincides with the results in Theorem 4.1.

5. An alternating iteration

As we have seen in the beginning of Section 2, three sequences of matrices \( \{A^{(k)}\}, \{B^{(k)}\} \) and \( \{Q^{(k)}\} \) are defined by applying \( F^{(2)} \) repeatedly to Eq. 12 with the help of SMWF. Another possible approach that makes the same result is applying \( F^{(2)} \) twice to Eqs. 10. In other words, \( \{A^{(k)}\}, \{B^{(k)}\} \) and \( \{Q^{(k)}\} \) in 13 can be proceeded by strictly alternating between the following two iterations (if exist)
\[ A^{(k)} := f(A)(f(Q) - B^{(k)}_{1/2})^{-1}A^{(k)}_{1/2}, \quad \text{(29a)} \]
\[ B^{(k)} := \pm f(A)(f(Q) - B^{(k)}_{1/2})^{-1}f(A)^H, \quad \text{(29b)} \]
\[ Q^{(k)} := Q^{(k)}_{1/2} \mp (A^{(k)}_{1/2})^H(f(Q) - B^{(k)}_{1/2})^{-1}A^{(k)}_{1/2}, \quad \text{(29c)} \]
and consequently,
\[ A^{(k)}_{1/2} := A(Q - B^{(k-1)}_{1/2})^{-1}A^{(k-1)}, \quad \text{(30a)} \]
\[ B^{(k)}_{1/2} := \pm A(Q - B^{(k-1)}_{1/2})^{-1}A^H, \quad \text{(30b)} \]
\[ Q^{(k)}_{1/2} := Q^{(k-1)}_{1/2} - (A^{(k-1)}_{1/2})^H(Q - B^{(k-1)}_{1/2})^{-1}A^{(k-1)}, \quad \text{(30c)} \]
with the initial matrices \( (A^{(1)}_{1/2}, B^{(1)}_{1/2}, Q^{(1)}_{1/2}) = (A, 0, Q) \), and any integer \( k > 1 \).

The monotonicity properties of new sequences are shown in the following theory.

**Theorem 5.1.** We have the following results for each positive integer \( k \),

(1) Consider iterations 29 and 30 corresponding to Eq. 10 with minus sign. Suppose that the assumption 15 holds. Let \( X_S \in S \), where \( S \) is defined in 18. For the monotonicity of the sequence of matrices \( \{B^{(k)}_{1/2}\} \), we
have \( B_{1/2}^{(k)} \leq B_{1/2}^{(k+1)} < f(X_S) \). Moreover, we have the following interlacing property,

\[
f(B_{1/2}^{(k)}) \leq B^{(k)} \leq f(B_{1/2}^{(k+1)}).
\] (31)

For the monotonicity of the sequence of matrices \( \{Q_{1/2}^{(k)}\} \), we also have

\[
Q_{1/2}^{(k+1)} \leq Q^{(k)} \leq Q_{1/2}^{(k)}.
\] (32)

(2) Consider iterations (29) and (30) corresponding to Eq. (10) with plus sign. For the monotonicity of the sequence of matrices \( \{B_{1/2}^{(k)}\} \) we have \( B_{1/2}^{(k+1)} \leq B_{1/2}^{(k)} \leq 0 \). Moreover, we have the following interlacing property,

\[
B^{(k)} \leq f(B_{1/2}^{(k+1)}) \leq f(B_{1/2}^{(k)}).
\] (33)

For the monotonicity of the sequence of matrices \( \{Q_{1/2}^{(k)}\} \), we also have

\[
Q_{1/2}^{(k)} \leq Q_{1/2}^{(k+1)} \leq Q^{(k)}.
\] (34)

(3) For the convergence of sequences of matrices \( \{A_{1/2}^{(k)}\}, \{B_{1/2}^{(k)}\} \), and \( \{Q_{1/2}^{(k)}\} \), we have \( A_{1/2}^{(k)} \to 0, B_{1/2}^{(k)} \to A(Q - Y_M)^{-1}A^H \) and \( Q_{1/2}^{(k)} \to X_M \) as \( k \to \infty \).

**Proof.**

1. First, \( B_{1/2}^{(1)} = 0 < f(X_S) \) is clear. Since \( Q - B^{(k)} - A^H f(X_S)^{-1}A \geq X_S - B^{(k)} > 0 \), the result \( f(X_S) - B_{1/2}^{(k+1)} = f(X_S) - A(Q - B^{(k)})^{-1}A^H > 0 \) follows from Lemma 1.3. Otherwise, the following two equalities

\[
f(B_{1/2}^{(k+1)}) - B^{(k+1)} = f(A)[(f(Q) - f(B^{(k)}))]^{-1} - (f(Q) - B_{1/2}^{(k+1)})^{-1}f(A)^H,
\]

\[
f(B^{(k)}) - B_{1/2}^{(k+1)} = A[(Q - f(B^{(k)}))]^{-1} - (Q - B^{(k)})^{-1}A^H,
\]

are directly inspired by iterations (29) and (30). It implies that \( f(B_{1/2}^{(k+1)}) \leq B^{(k+1)} \) if \( B^{(k)} \leq f(B_{1/2}^{(k+1)}) \) and the last inequality holds if \( f(B_{1/2}^{(k)}) \leq B^{(k)} \). Thus, the inequality (31) holds. Finally, the inequality (32) is guaranteed from the definition of \( Q_{1/2}^{(k)} \) and \( Q^{(k)} \).

2. Using similar arguments as in part (1), we can prove results (33) and (34).

3. These convergence results can be verified easily from the iteration (30).

From Theorem 5.1, the sequence of matrices \( \{A_{1/2}^{(k)}, B_{1/2}^{(k)}, Q_{1/2}^{(k)}\} \) generated by iterations (29) and (30) can be carried out with no breakdown. Similar to Proposition 2.1 it is easy to show that iterations (29) and (30) also have the following group-like law property. The proof is almost the same as that of the foregoing manner, thus it will be omitted.
Proposition 5.1. Suppose that the sequence of matrices \((A_{1/2}^{(k)}, B_{1/2}^{(k)}, Q_{1/2}^{(k)})\) is generated by iterations (29) and (30) with initial matrices \((A_{1/2}^{(1)}, B_{1/2}^{(1)}, Q_{1/2}^{(1)}) = (A, 0, Q)\). Then,

\[
A^{(i+j)} = f(A_{1/2}^{(i)})(f(Q_{1/2}^{(i)}) - B_{1/2}^{(j)})^{-1}A_{1/2}^{(j)},
\]
\[
B^{(i+j)} = f(B_{1/2}^{(i)}) \pm f(A_{1/2}^{(i)})(f(Q_{1/2}^{(i)}) - B_{1/2}^{(j)})^{-1}f(A_{1/2}^{(i)})^H,
\]
\[
Q^{(i+j)} = Q_{1/2}^{(j)} \mp (A_{1/2}^{(j)})^H(f(Q_{1/2}^{(i)}) - B_{1/2}^{(j)})^{-1}A_{1/2}^{(j)},
\]

and

\[
A_{1/2}^{(i+j)} = A_{1/2}^{(i)}(Q_{1/2}^{(i)} - B^{(j)})^{-1}A^{(j)},
\]
\[
B_{1/2}^{(i+j)} = B_{1/2}^{(i)} + A_{1/2}^{(i)}(Q_{1/2}^{(i)} - B^{(j)})^{-1}(A_{1/2}^{(i)})^H,
\]
\[
Q_{1/2}^{(i+j)} = Q^{(j)} - (A^{(j)})^H(Q_{1/2}^{(i)} - B^{(j)})^{-1}A^{(j)},
\]

where \(i\) and \(j\) are any integers.

Remark 5.1.

1. On the following fixed-point iterations,

\[
X_k = Q \mp A^H f(X_{k-1})^{-1}A,
\]
\[
X_1 = Q,
\]

we observe that

\[
Q^{(k)} = X_{2k}, \quad Q_{1/2}^{(k)} = X_{2k-1}.
\]

2. From Proposition 5.1 we have the new representation of \((A_{1/2}^{(k)}, B_{1/2}^{(k)}, Q_{1/2}^{(k)})\) which only depends on itself, i.e.,

\[
A_{1/2}^{(k)} = A_{1/2}^{(k-1)}(Q_{1/2}^{(k-1)} - B^{(1)})^{-1}A^{(1)},
\]
\[
B_{1/2}^{(k)} = B_{1/2}^{(k-1)} \pm A_{1/2}^{(k-1)}(Q_{1/2}^{(k-1)} - B^{(1)})^{-1}(A_{1/2}^{(k-1)})^H,
\]
\[
Q_{1/2}^{(k)} = Q^{(1)} - (A^{(1)})^H(Q_{1/2}^{(k-1)} - B^{(1)})^{-1}A^{(1)},
\]

for any integer \(k > 1\). It is interesting to study the convergence rate of iterations (29) and (30). The reduction process will need some steps. In the beginning we can easily checked that the matrix equations

\[
X \pm (A_{1/2}^{(k)})^H(f(X) - B_{1/2}^{(k)})^{-1}A_{1/2}^{(k)} = Q_{1/2}^{(k)}
\]

can be rewritten as

\[
M_{1/2}^{(k)} \begin{bmatrix} I_n \\ X_M \end{bmatrix} = L_{1/2}^{(k)} \begin{bmatrix} I_n \\ f(X_M) \end{bmatrix} T_{1/2}^{(k)},
\]
where
defined by
and
As discussed before, the convergence speed of iterations (29) and (30) is highly related to the magnitude of 
More precisely, gives rise to the estimation of the error bound for this iterative method.

\[ \|Q_{1/2}^{(k)} - X_M\| = \|(A^{(k-1)})^H(Q - B^{(k-1)})^{-1}A^H T_{1/2}^{(k)}\| \leq \frac{\|X_M - Y_M\|\|T^{(1)}\|^k}{\|Q\| - \|Y_M\|} \|T_{1/2}^{(k)}\|. \]

It is natural to ask whether the spectral radius of \( T_{1/2}^{(1)} \) is less than or equal to one and \( T_{1/2}^{(k)} = (T_{1/2}^{(1)})^k \). Unfortunately, the answer is no. Consider a conjugate NME with coefficient matrices \( A \) and \( Q \) given by

\[ A = \begin{bmatrix} 26i & -16 + 2i \\ -14 + 9i & -19 - 9i \end{bmatrix}, \quad Q = \begin{bmatrix} 128.193 & 24.813 + 92.180i \\ 24.813 - 92.180i & 97.003 \end{bmatrix}, \]

which is generated randomly by Matlab. Then the maximal positive definite solution \( X_M = \begin{bmatrix} 120.595 & 28.387 + 85.261i \\ 28.387 - 85.261i & 80.758 \end{bmatrix} \) and we see that \( \rho(T_{1/2}^{(1)}) = 1.222 > 1.042 = \rho(T_{1/2}^{(2)}) > 1 \). However, it might be interesting to investigate the relationship between \( T^{(k)} \) and \( T_{1/2}^{(k)} \), which we state below.

**Theorem 5.2.** For any positive integers \( i, j \) and \( k \), we have

\[ T_{i+j-1} = f(T_{1/2}^{(i)})T_{1/2}^{(j)} \quad T_{i/2}^{(i+j)} = T_{1/2}^{(i)}T_{1/2}^{(j)}, \]

and we conclude that

\[ T_{1/2}^{(i+j+k-1)} = T_{1/2}^{(k)}f(T_{1/2}^{(i)})T_{1/2}^{(j)}. \]

Specially, \( T_{1/2}^{(k)} = T_{1/2}^{(1)}T_{1/2}^{(k-1)} \).

**Proof.** Let
defined by

\[ M_{*,(i,j)}^{(i,j)} := \begin{bmatrix} f(A_{1/2}^{(i)})\left( f(Q_{1/2}^{(i)}) - B_{1/2}^{(j)} \right)^{-1} & 0 \\ \mp (A_{1/2}^{(i)})^H\left( f(Q_{1/2}^{(i)}) - B_{1/2}^{(j)} \right)^{-1} & I_n \end{bmatrix}, \]

\[ L_{*,(i,j)}^{(i,j)} := \begin{bmatrix} I_n & f(A_{1/2}^{(i)})\left( f(Q_{1/2}^{(i)}) - B_{1/2}^{(j)} \right)^{-1} \\ 0 & \pm (A_{1/2}^{(i)})^H\left( f(Q_{1/2}^{(i)}) - B_{1/2}^{(j)} \right)^{-1} \end{bmatrix}. \]
And

\[
\mathcal{M}_{1/2, *}(i,j) := \begin{bmatrix}
A^{(i)}_{1/2}(Q^{(i)}_{1/2} - B^{(j)})^{-1} & 0 \\
\pm(A^{(j)}_{1/2})^H(Q^{(i)}_{1/2} - B^{(j)})^{-1} & I_n
\end{bmatrix},
\]

\[
\mathcal{L}_{1/2, *}(i,j) := \begin{bmatrix}
I_n & -A^{(i)}_{1/2}(Q^{(i)}_{1/2} - B^{(j)})^{-1} \\
0 & \pm(A^{(j)}_{1/2})^H(Q^{(i)}_{1/2} - B^{(j)})^{-1}
\end{bmatrix}.
\]

Then, \( \mathcal{M}_{*}(i,j) \mathcal{L}(j) = \mathcal{L}(i,j) f(\mathcal{M}(i)) \) and \( \mathcal{M}(i,j) \mathcal{L}(j) = \mathcal{L}(i,j) \mathcal{M}(i) \). Further, \( \mathcal{M}(i+j-1) = \mathcal{M}_{*}(i,j) \mathcal{M}(i)/2, \mathcal{L}(i+j-1) = \mathcal{L}(i,j) f(\mathcal{L}(i)/2), \) and \( \mathcal{M}(i+j) = \mathcal{M}_{*}(i,j) \mathcal{M}(i), \mathcal{L}(i+j) = \mathcal{L}(i,j) \mathcal{L}(i). \) We are now in a position to present this result, as the following comparison with both sides,

\[
\mathcal{M}(i+j-1) \begin{bmatrix} I_n \\ X_M \end{bmatrix} = \mathcal{M}_{*}(i,j) \mathcal{M}(i)/2 \begin{bmatrix} I_n \\ X_M \end{bmatrix} = \mathcal{M}(i,j) \mathcal{L}(i)/2 \begin{bmatrix} I_n \\ f(X_M) \end{bmatrix} T_{1/2}^{(j)}
\]

\[
= \mathcal{L}(i,j) f(\mathcal{M}(i)/2) \begin{bmatrix} I_n \\ f(X_M) \end{bmatrix} T_{1/2}^{(j)} = \mathcal{L}(i,j) f(\mathcal{L}(i)/2) \begin{bmatrix} I_n \\ f(T_{1/2}^{(i)}) T_{1/2}^{(j)} \end{bmatrix}
\]

Thus \( T_{i+j-1} \) is equal to \( f(T_{1/2}^{(i)}) T_{1/2}^{(j)}. \) Next,

\[
\mathcal{M}(i+j+k-1) \begin{bmatrix} I_n \\ X_M \end{bmatrix} = \mathcal{M}(k,i+j-1) \mathcal{M}(i+j-1) \begin{bmatrix} I_n \\ X_M \end{bmatrix}
\]

\[
= \mathcal{M}_{(i+j+k-1)/2, *}(i+j-1) \begin{bmatrix} I_n \\ X_M \end{bmatrix} f(T_{1/2}^{(i)}) T_{1/2}^{(j)} = \mathcal{L}(k,i+j-1) \mathcal{M}(i+j) \begin{bmatrix} I_n \\ X_M \end{bmatrix} f(T_{1/2}^{(i)}) T_{1/2}^{(j)}
\]

This completes the proof.

From Theorem 5 and Eq. (68), we know that

\[
\limsup_{k \to \infty} \mathbf{t}_{1/2}^{(k)} \leq \rho(T_{1/2}^{(1)})^2.
\]

When \( \rho(T_{1/2}^{(1)}) < 1 \), \( Q_{1/2}^{(1)} \) converges R-linearly to \( X_M \) with rate \( \rho(T_{1/2}^{(1)})^2 \). Otherwise, we can establish the sub-linear convergence property for \( Q_{1/2}^{(1)} \) by using of the same technique in [7]. This issue is not discussed further here.

6. Concluding Remark

In this paper, we investigate the positive definite solutions of a class of non-linear matrix equations. Taking advantage of some famous transformations, the
structure of this equation is still preserved. Under some certain conditions, it is proved that the maximum positive definite solution of Eq. (1a) (or Eq. (1b)) coincides with the maximum positive definite solution of the standard nonlinear matrix equation \( \bar{A} \). In addition, an iterative method with R-superlinear with order \( r > 1 \) for solving the maximum positive definite solution of the equation has been investigated considerably based on a fixed-point iteration. The techniques of the Proposition 2.1 can be employed in the convergence analysis of this acceleration of iterative method. An interesting issue is how many iterations like the form \( (2) \) satisfying the group-like law property \( (10) \). This will be further explored in the future.
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