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Delay-tolerant networks (DTNs) are wireless mobile networks, which suffer from frequent disruption, high latency, and lack of a complete path from source to destination. The intermittent connectivity in DTNs makes it difficult to efficiently deliver messages. Research results have shown that the routing protocol based on reinforcement learning can achieve a reasonable balance between routing performance and cost. However, due to the complexity, dynamics, and uncertainty of the characteristics of nodes in DTNs, providing a reliable multihop routing in DTNs is still a particular challenge. In this paper, we propose a Fuzzy-logic-based Double Q-Learning Routing (FDQLR) protocol that can learn the optimal route by combining fuzzy logic with the Double Q-Learning algorithm. In this protocol, a fuzzy dynamic reward mechanism is proposed, and it uses fuzzy logic to comprehensively evaluate the characteristics of nodes including node activity, contact interval, and movement speed. Furthermore, a hot zone drop mechanism and a drop mechanism are proposed, which can improve the efficiency of message forwarding and buffer management of the node. The simulation results show that the fuzzy logic can improve the performance of the FDQLR protocol in terms of delivery ratio, delivery delay, and overhead. In particular, compared with other related routing protocols of DTNs, the FDQLR protocol can achieve the highest delivery ratio and the lowest overhead.

1. Introduction

Nowadays, with the improvement of network technologies, the application scenarios are also expanding. Network environments with low delivery ratio, high latency, and limited connectivity are becoming increasingly common, such as interplanetary networks [1], sensor networks [2], and vehicular networks [3]. In these networks, for example, the frequent topology changes caused by the high mobility of nodes make the messages lost or delivered with large delay, and thus, the traditional routing protocols are unreliable or even invalid. In order to solve these problems, delay-tolerant networks (DTNs) [4] are proposed, where messages are forwarded by communication opportunities when nodes meet each other. However, the multihop routing in DTNs is still a considerable challenge, and an efficient routing algorithm adapting to the DTN environment is very necessary.

The typical routing in DTNs is to select the optimal path from the source node to the destination node through a set of intermediate nodes. Store-carry-forward-based routing is one of the most important mechanisms to deal with routing problems in DTNs. This mechanism ensures a message can be forwarded and successively stored on the intermediate nodes until the message reaches the destination node. Based on the store-carry-forward routing, researchers have proposed many routing protocols for DTNs, which can be classified into two types: replication-based routings and forwarding-based routings. However, the replication-based routing protocols (e.g., Epidemic [5] and Spray and Wait [6]) usually cause flooding and exhaust the limited network resources, because they generate excessive message copies in the network. Although the forwarding-based routing protocols (e.g., First Contact [7] and Direct Delivery [8]) can conserve the network resources, they may worsen the deliv-
Delay-tolerant networks (DTNs) are wireless mobile networks, which are characterized by frequent disconnectivity and high latency. DTNs are intended to deal with the scenarios involving intermittent connectivity between adjacent nodes, lack of contemporaneous end-to-end links, and exceptionally high delays and error rates. To solve these problems, several routing protocols have been proposed, such as Epidemic and PROPHET. The Epidemic routing protocol [5] is one of the flooding routings that replicate messages to neighbor nodes randomly, without using any predictions of the path forwarding probabilities. The Probabilistic Routing Protocol (PROPHET) [9] relies on the delivery predictability of the current node’s neighbors to deliver messages to reliable relay nodes. Thus, the PROPHET protocol exploits the historical information of the node encounters and message deliveries to determine whether to forward messages. The Predict and Relay (PER) routing protocol [12] adopts a landmark trajectory prediction method that is different from previous prediction-based DTN routing algorithms because it considers when two nodes will encounter each other. However, those protocols mentioned above cannot estimate the movement pattern of nodes very well. Therefore, some routing protocols based on the reinforcement learning (RL) algorithm have been proposed recently, which can indirectly estimate the movement pattern of nodes and constantly learn the knowledge from the network. Reinforcement learning [13] refers to a trial-and-error way of learning and can be expressed as a Markov decision-making process. In the network environment of routing selection based on reinforcement learning, nodes attempt to learn information collected from neighbor nodes and networks. Then, the corresponding rewards can be given, and the action with the highest reward can be regarded as the best policy for the next hop routing. Q-Learning [14] algorithm is well-known as a Temporal Difference (TD) algorithm for reinforcement learning and is widely applied to dynamic networks. Q-Learning algorithm can obtain the best choice via continuous interactions with the environment rather than the prior knowledge. QLAODV [15] is an enhanced routing protocol for ad hoc networks, which relies on a Q-Learning algorithm to infer the network link states and dynamically
change the routes based on the learned information. QLAODV also utilizes a route change request/reply mechanism to check the path availability in a real-time manner. Adaptive Reinforcement-Based Routing (ARB) [16] uses Collaborative Reinforcement Learning (CRL) as a self-organizing technique, which considers the mobility statistics, congestion, and buffer occupancy as feedback in the quality-metric function. QKS [17] uses the Q-Learning algorithm associated with kinematic and sweeping features to explore the routing in an underwater network environment. Delay-Tolerant Reinforcement-Based (DTRB) [10] is a Q-Learning routing protocol, which utilizes multiagent Q-Learning techniques to learn about routes in the network and forwards or replicates messages that produce the best rewards. In the DTRB framework, rewards are associated with the time of the messages reaching the destination. It is shown that DTRB improves the delivery ratio in dense population areas. However, using Q-Learning in DTNs can also suffer a large penalty, because it can produce a positive bias by using the maximum value as the approximation of the maximum expected value. Therefore, we proposed DQLR [11] to solve the above problems. In the DQLR protocol, the Double Q-Learning algorithm is used to decouple the selection from the evaluation to obtain an unbiased estimation. In addition, the dynamic reward and intermediate value mechanisms are proposed to adapt to the node mobility and the change of network topology, which improve the performance of the routing protocol.

However, in the real DTN environment, the delivery ratio and delivery delay of the message forwarding is directly affected by the characteristics of nodes (e.g., node activity, contact interval, and movement speed), which are not taken into account in the DQLR protocol. Besides, these characteristics are complex, dynamic, and uncertain in DTNs. For example, it is difficult to use clear criteria to indicate the speed of node movement and the time of contact interval in DTNs. Therefore, Fuzzy Logic (FL) is introduced to handle these various characteristics and evaluate the quality of nodes as next hop nodes in DTN routings [18]. FL is a classical method for dealing with uncertain and imprecise information, which is present in real-world problems. Additionally, in DTNs, FL is appropriate due to its ability in “implementing” the approximate reasoning. AFsNw [19] is proposed based on the Spray and Wait protocol, which mainly adopts a fuzzy decision that combines the transmission count and message size, and classifies messages into different prioritization levels in a buffer to improve the delivery ratio. EFSNWR [20] employs a fuzzy prioritization-based message scheduling policy along with a random drop policy, which optimizes the mechanism of message priority in AFsNw by aggregating three parameters, i.e., the number of message replicas, message size, and remaining Time-To-Live (TTL). AFRON [21] is also a fuzzy routing protocol for opportunistic networks, which takes the parameters (transmission count, message size, and remaining TTL) as fuzzy input parameters to discover a path to the destination. In [22], a Fuzzy-assisted Position-Based Routing protocol with DTN capability (FPBR-DTN) is proposed for Vehicular Ad hoc NETworks (VANETs). FPBR-DTN is a hybrid routing protocol and has three main modes including greedy, perimeter, and DTN. FPBR-DTN improves the greedy routing by applying the fuzzy logic and parameters such as the number of neighbors, neighboring vehicles’ speed, direction, and distance from a destination; a forwarding chance value is calculated for each neighbor node. Then, the node having the highest chance value among the neighbors is selected for greedy forwarding. A fuzzy constraint Q-Learning routing protocol for vehicular networks was proposed in [23], which is the improvement of QLAODV. It employs fuzzy logic to evaluate the link statuses by bandwidth, mobility, and signal strength, and a Q-Learning based approach is provided to select a stable and efficient routing. However, it is based on the Ad hoc On-demand Distance Vector (AODV) routing protocol, which is designed for the mobile ad hoc network rather than DTNs. FQLRP [24] is a novel routing protocol for opportunistic networks, which uses fuzzy-based Q-Learning for efficient routing. FQLRP predicts the next optimal forwarder of a message based on a reward mechanism that considers the node’s energy, movement, and buffer space as parameters.

A summary of the related routing protocols discussed in this section is presented in Table 1, where these protocols are compared in terms of routing history, learning method, routing or reward mechanism, fuzzy logic, fuzzy input parameter, drop policy, and network type. We can find that few routing protocols are utilizing both fuzzy logic and Double Q-Learning in DTNs or taking into account the impacts of practical network environment and node characteristics on routing decisions. Therefore, based on the DQLR protocol, we present an enhanced routing protocol called FDQLR, which uses a Double Q-Learning algorithm to select the next hop nodes with an unbiased estimation, and utilizes fuzzy logic to comprehensively evaluate the characteristics such as node activity, contact interval, and movement speed, which directly affect the performance of message delivery. Also, we propose a hot zone mechanism, which consists of the neighbor nodes that meet the destination node within a certain time to improve the message forwarding efficiency. Moreover, we present a drop mechanism, which controls the number of messages carried by nodes and discards the messages that have not been forwarded for a long time.

3. System Model

Reinforcement learning refers to a type of learning that is achieved through interaction. In RL, the learner and decision maker are called an agent, and the surrounding with which they interact is called the environment. The agent selects the actions, and the environment, in return, provides rewards and a new state. The reinforcement learning algorithm is aimed at finding a policy, which means a mapping from state to action, which maximizes the expected cumulative reward (value function) under that policy. To describe our model and algorithm clearly, we provide a list of notations in Table 2.

Based on reinforcement learning, FDQLR can be modeled as follows: DTNs can be regarded as environment E, which includes mobile nodes, messages delivered by nodes, and transmissions among nodes. Each message delivered
from source node to destination node denotes an agent. All nodes in the network can be seen as the set of states $S$. A node represents the state $s$ ($s \in S$) when the message is delivered to the node. All the processes of the next hop (state) selection for transmitting messages can be taken as a set of actions denoted by $A$. Each node is equipped with an omnidirectional antenna with a fixed transmission range. Two neighbors can communicate with each other only if they are within the transmission range of each other. We define all neighbors of the current node carrying messages as a state set, and the process of the next hop (state) selection from all neighbors can be regarded as an action, $a$ ($a \in A$). Let $d$ be the destination node of a message; we define $Q_i(d, a)(s, d \in S; a \in A)$ as the estimation of the future rewards if a message in node (state) $s$ takes an action $a$ to the destination node $d$.

The learning task must be done in a distributed way for each node since a global view of the network state is impossible. Thus, the state transition policy of the next hop nodes is essential for delivering messages from the current node $c$ to the destination node $d$. Suppose all messages have definite destinations and the selection of the next hop to the destinations can influence the network environment. Once the optimal next hop for messages is determined, the action of the current node to next hop $i$ will receive the immediate reward $R_i(d, i)$. According to the information of different next hops, the corresponding rewards will be given, and the best choice can be made as the action with the highest future rewards. By the Double Q-Learning algorithm, we define $Q_i^d(d, i)$ and $Q_i^b(d, i)$ as the two values of future rewards that current node $c$ bound to destination node $d$ through the next hop $i$ ($i \in D_c$), where $D_c$ is the set of neighbors of the current node. Besides, it should be noted that the action of the next hop selection from current node $c$ to next hop $i$ is denoted by $i$ in $Q_i^d(d, i)$ and $Q_i^b(d, i)$ for simplicity. Therefore, the selection of the next hop in a greedy strategy can be expressed by Equations (1) and (3), and the update rule in $Q_i^d(d, i)$ and $Q_i^b(d, i)$ can be written as Equations (2) and (4).

\begin{equation}
y^* = \arg \max_{j \in D_i} Q_i^d(d, j), \tag{1}
\end{equation}

\begin{equation}
Q_i^d(d, i) \leftarrow (1 - \delta)Q_i^d(d, i) + \delta \left[ R_i(d, i) + \eta Q_i^b(d, y^*) \right], \tag{2}
\end{equation}

\begin{equation}
z^* = \arg \max_{j \in D_i} Q_i^b(d, j), \tag{3}
\end{equation}

\begin{equation}
Q_i^b(d, i) \leftarrow (1 - \delta)Q_i^b(d, i) + \delta \left[ R_i(d, i) + \eta Q_i^d(d, z^*) \right], \tag{4}
\end{equation}

| Name of protocol | Routing history | Learning method | Routing/reward mechanism | Fuzzy logic | Fuzzy input parameter | Drop policy | Network type |
|------------------|----------------|----------------|--------------------------|-------------|----------------------|-------------|-------------|
| Epidemic [5]     |                |                |                          |             |                      |             | DTNs        |
| PRoPHET [9]      | Yes            |                | Contact probability      |             |                      |             | DTNs        |
| PER [12]         | Yes            |                | Contact time             |             |                      |             | DTNs        |
| QLAODV [15]      | Yes            | Q              | Link status              |             |                      |             | Ad hoc      |
| ARBR [16]        | Yes            | Q              | Mobility statistics; congestion; buffer occupancy |             |                      |             | DTNs        |
| QKS [17]         | Yes            | Q              | Kinematic and sweeping features |             |                      |             | Ad hoc      |
| DTRB [10]        | Yes            | Q              | Time to destination      |             |                      |             | DTNs        |
| DQLR [11]        | Yes            | Double Q       | Dynamic reward; intermediate value |             |                      |             | DTNs        |
| AFSnW [19]       | Yes            |                | Prioritization of message |             |                      |             | DTNs        |
| EFSnWR [20]      | Yes            |                | Prioritization of message |             |                      |             | DTNs        |
| AFROn [21]       | Yes            |                | Prioritization of message |             |                      |             | DTNs        |
| FPBR-DTN [22]    | Yes            |                | Forwarding chance       |             |                      |             | Ad hoc/DTNs |
| FQLAODV [23]     | Yes            | Q              | Link status              |             |                      |             | DTNs        |
| FQLRP [24]       | Yes            | Q              | Reward                   |             |                      |             | DTNs        |
| FDQLR            | Yes            | Double Q       | Dynamic reward; intermediate value; hot zone |             |                      |             | DTNs        |

| Name of protocol | Routing history | Learning method | Routing/reward mechanism | Fuzzy logic | Fuzzy input parameter | Drop policy | Network type |
|------------------|----------------|----------------|--------------------------|-------------|----------------------|-------------|-------------|
| Epidemic [5]     |                |                |                          |             |                      |             | DTNs        |
| PRoPHET [9]      | Yes            |                | Contact probability      |             |                      |             | DTNs        |
| PER [12]         | Yes            |                | Contact time             |             |                      |             | DTNs        |
| QLAODV [15]      | Yes            | Q              | Link status              |             |                      |             | Ad hoc      |
| ARBR [16]        | Yes            | Q              | Mobility statistics; congestion; buffer occupancy |             |                      |             | DTNs        |
| QKS [17]         | Yes            | Q              | Kinematic and sweeping features |             |                      |             | Ad hoc      |
| DTRB [10]        | Yes            | Q              | Time to destination      |             |                      |             | DTNs        |
| DQLR [11]        | Yes            | Double Q       | Dynamic reward; intermediate value |             |                      |             | DTNs        |
| AFSnW [19]       | Yes            |                | Prioritization of message |             |                      |             | DTNs        |
| EFSnWR [20]      | Yes            |                | Prioritization of message |             |                      |             | DTNs        |
| AFROn [21]       | Yes            |                | Prioritization of message |             |                      |             | DTNs        |
| FPBR-DTN [22]    | Yes            |                | Forwarding chance       |             |                      |             | Ad hoc/DTNs |
| FQLAODV [23]     | Yes            | Q              | Link status              |             |                      |             | DTNs        |
| FQLRP [24]       | Yes            | Q              | Reward                   |             |                      |             | DTNs        |
| FDQLR            | Yes            | Double Q       | Dynamic reward; intermediate value; hot zone |             |                      |             | DTNs        |
where \( \eta \) is the discount factor, \( \delta \) is the learning rate, and \( D_i \) is the set of neighbors of node \( i \).

The next hop \( y^\ast \) and \( z^\ast \) in Equations (1) and (3) denote the neighbors of node \( i \) with the maximum value of \( Q_i^A(d, j) \) and \( Q_i^B(d, j) \), respectively. Then, we update \( Q_i^A(d, i) \) with \( Q_i^B(d, y^\ast) \) and update \( Q_i^B(d, i) \) with \( Q_i^A(d, z^\ast) \) by Equations (2) and (4).

The discount factor \( \eta \) should satisfy that \( 0 < \eta \leq 1 \), and it determines the degree of the importance of the future rewards. If \( \eta \) is too low, the immediate rewards are dominated, and if \( \eta \) is too high, the future rewards will be considered with a greater weight.

The learning rate \( \delta (0 < \delta \leq 1) \) limits the learning speed. In FDQLR, it affects how quickly the future rewards can change with a network topology change. A low learning rate may cause the routing algorithm unable to adapt to the network mobility, whereas a high learning rate may lead nodes to receive incorrect rewards and reflect the wrong network mobility.

\( \tilde{R}_c(d, i) \) represents the immediate reward function that is nonnegative and will have a positive value if \( c \) is one of the neighbors of the destination node. To comprehensively consider the characteristics of nodes in DTNs, fuzzy logic is used in the definition of \( \tilde{R}_c(d, i) \), which makes the routing algorithm fully consider the status of the network and nodes when evaluating the next hop of messages. In addition, a dynamic reward mechanism is employed for \( \tilde{R}_c(d, i) \), which is subjected to exponential decay and related to \( h \), i.e., the number of hops from the source node to the destination node. That is, a larger number of hops give rise to a smaller reward. Hence, \( \tilde{R}_c(d, i) \) can be defined as

\[
\tilde{R}_c(d, i) = \begin{cases} 
((1 - \sigma) + \sigma F_c(d))e^{-h}, & \text{if } c \in D_d, \vspace{1ex} \\
0, & \text{otherwise},
\end{cases}
\]

Table 2: List of notations.

| Notation | Description | Notation | Description |
|----------|-------------|----------|-------------|
| \( E \)  | DTN environment | \( n_i \) | Number of the current node encounters nondestination nodes |
| \( S \)  | Set of states | \( n_{d,i} \) | Number of the current node that encounters the destination node |
| \( s \)  | A state of \( S \) | \( \varepsilon \) | Encounter weight |
| \( A \)  | Set of actions | \( n \) | Total number of the current node that encounters other nodes in the network |
| \( a \)  | An action of \( A \) | \( \Delta t_{\text{now}} \) | Average contact interval between the current node and other nodes |
| \( d \)  | Destination node | \( \Delta t_{\text{max}} \) | The minimum contact interval between the current node and other nodes in the network |
| \( Q_i(d, a) \) | Future rewards of \( s \) taking an action \( a \) to the destination node \( d \) | \( s_{\text{raw}} \) | Speed of the current node at the current time |
| \( c \)  | Current node | \( s_{\text{max}} \) | The lowest speed of the current node in the network |
| \( \tilde{R}_c(d, i) \) | Reward function of current node \( c \) taking action of selecting \( i \) as the next hop to the destination node \( d \) | \( s_{\text{max}} \) | The highest speed of the current node in the network |
| \( Q_i^A(d, i) \) | Value \( A \) of the future rewards | \( y_1 \) | Aging constant of \( Q \) value |
| \( Q_i^B(d, i) \) | Value \( B \) of the future rewards | \( \mu_1 \) | Number of time units having elapsed |
| \( D_c \) | Set of neighbors of node \( c \) | \( \alpha \) | Balance factor |
| \( D_{d,c} \) | Set of neighbors of destination node | \( \beta \) | Scaling constant |
| \( i \)  | Neighbor of node \( c \) | \( \gamma_1 \) | Aging constant of \( Q \) value |
| \( j \)  | Neighbor of node \( i \) | \( \gamma_2 \) | Aging constant of hot zone |
| \( y^\ast \) | Neighbor of node \( i \) with the maximum value of \( Q_i^A(d, j) \) | \( t_0 \) | Time period of hot zone |
| \( z^\ast \) | Neighbor of node \( i \) with the maximum value of \( Q_i^B(d, j) \) | \( t_i \) | The contact interval between the node \( i \) and the destination node in the hot zone |
| \( \eta \)  | Discount factor | \( H_c(t_i) \) | Hot zone strength of node \( i \) in the hot zone |
| \( \delta \) | Learning rate | \( \mu_2 \) | Number of time units having elapsed of hot zone |
| \( h \)  | Number of hops from the source node to the destination node | \( \omega \) | Joint coefficient |
| \( F_c(d) \) | Fuzzy reward coefficient of current node \( c \) relative to destination node \( d \) | \( U_c(d, i, t_i) \) | Joint utility function |
where $D_d$ is the set of neighbors of the destination node $d$; $F_c(d)$ represents the fuzzy reward coefficient of the current node $c$ relative to the destination node $d$, which will be described in the next section, and $\sigma (0 \leq \sigma \leq 1)$ is the fuzzy weight, which determines the degree of relationship between $R_c(d, i)$ and $F_c(d)$.

4. Fuzzy Double Q-Learning Routing

In this section, we discuss the proposed routing protocol FDQLR, which considers the characteristics of nodes with fuzzy logic. The rest of the section consists of four parts. We first discuss the fuzzy dynamic reward mechanism. Then, we present the value aging and intermediate value mechanism. Besides, we propose a hot zone and drop mechanisms. Finally, we describe the proposed routing algorithm.

4.1. Fuzzy Dynamic Reward Mechanism. In DTNs, routing is a particular challenge because of the complex, dynamic, and uncertain node characteristics such as node activity, contact interval, and movement speed. Therefore, fuzzy logic is adopted to improve the describing ability for these fuzzy

Figure 1: Fuzzy system for generating $F_c(d)$.

Figure 2: Fuzzy membership functions of NAF, CIF, and MSF.
4.1.1. Definition of Multiple Factors. In this paper, we define the Node Activity Factor (NAF), which represents the degree of activity of the current node in the network. The NAF can be described by the nondestination and destination nodes encountered by the current node, and different weights are assigned to the nondestination nodes and destination nodes. The node will be given higher weights when it encounters the destination node. Hence, the NAF is defined as

\[
NAF = \varepsilon \frac{n_i}{n} + (1 - \varepsilon) \frac{n_d}{n},
\]

where \(n_i\) is the number of nondestination nodes encountered by the current node, \(n_d\) is the number of current nodes encountered by the destination node, and \(n\) is the total number of the current nodes encountered by other nodes in the network. \(\varepsilon (0 \leq \varepsilon \leq 1)\) is the encounter weight, which indicates the difference of nondestination nodes and destination nodes.

Contact Interval Factor (CIF) represents the normalized factor of the contact interval between the current node and other nodes, which is used to find the most appropriate time interval required for transmitting messages between nodes. CIF is defined as

\[
CIF = \frac{\Delta t_{\text{now}} - \Delta t_{\text{min}}}{\Delta t_{\text{max}} - \Delta t_{\text{min}}},
\]

where \(\Delta t_{\text{now}}\) denotes the average contact interval between the current node and other nodes and \(\Delta t_{\text{min}}\) and \(\Delta t_{\text{max}}\) represent the minimum and maximum contact intervals between the current node and other nodes in the network, respectively.

Movement Speed Factor (MSF) represents the normalized factor of the relative speed of the current nodes in the network. The MSF also plays an important role in the message transmission process. If the factor is too large, i.e., the relative speed of the node is large, then the message transmission process will be hard to succeed and some messages will be lost. MSF is defined as

\[
MSF = \frac{s_{\text{now}} - s_{\text{min}}}{s_{\text{max}} - s_{\text{min}}},
\]

where \(s_{\text{now}}\) represents the speed of the current node at the current time and \(s_{\text{min}}\) and \(s_{\text{max}}\) represent the lowest and highest speeds of the current node in the network, respectively.

4.1.2. Fuzzification. Fuzzification is the process of converting crisp values of characteristics to fuzzy values by the fuzzy database. Linguistic variables and membership functions are needed to be defined before the fuzzification. In this

### Table 3: Fuzzy rule base.

| Rule | NAF  | CIF  | MSF  | Rank       |
|------|------|------|------|------------|
| Rule 1 | Bad  | Long | Fast | Little acceptable (LA) |
| Rule 2 | Bad  | Long | Medium | Little good (LG) |
| Rule 3 | Bad  | Long | Slow | Bad (B) |
| Rule 4 | Bad  | Medium | Fast | Good (G) |
| Rule 5 | Bad  | Medium | Medium | Little perfect (LP) |
| Rule 6 | Bad  | Medium | Slow | Little good (LG) |
| Rule 7 | Bad  | Short | Fast | Acceptable (A) |
| Rule 8 | Bad  | Short | Medium | Good (G) |
| Rule 9 | Bad  | Short | Slow | Little acceptable (LA) |
| Rule 10 | Medium | Long | Fast | Acceptable (A) |
| Rule 11 | Medium | Long | Medium | Good (G) |
| Rule 12 | Medium | Long | Slow | Little acceptable (LA) |
| Rule 13 | Medium | Medium | Medium | Very good (VG) |
| Rule 14 | Medium | Medium | Slow | Acceptable (A) |
| Rule 15 | Medium | Medium | Slow | Good (G) |
| Rule 16 | Medium | Short | Fast | Very acceptable (VA) |
| Rule 17 | Medium | Short | Medium | Very good (VG) |
| Rule 18 | Medium | Short | Slow | Acceptable (A) |
| Rule 19 | Good | Long | Fast | Good (G) |
| Rule 20 | Good | Long | Medium | Little perfect (LP) |
| Rule 21 | Good | Long | Slow | Little good (LG) |
| Rule 22 | Good | Medium | Fast | Perfect (P) |
| Rule 23 | Good | Medium | Medium | Very perfect (VP) |
| Rule 24 | Good | Medium | Slow | Little perfect (LP) |
| Rule 25 | Good | Short | Fast | Perfect (P) |
| Rule 26 | Good | Short | Medium | Very good (VG) |
| Rule 27 | Good | Short | Slow | Good (G) |
paper, three input linguistic variables of NAF, CIF, and MSF are defined, and each input linguistic variable consists of three linguistic terms, which are represented by the membership functions. The results of the membership functions show the degree that linguistic variables belong to their corresponding linguistic terms. Therefore, the fuzzy membership functions of linguistic variables of NAF, CIF, and MSF are defined in Figure 2, where the fuzzy linguistic terms of NAF are {Bad, Medium, Good}, the fuzzy linguistic terms of CIF are {Long, Medium, Short}, and the fuzzy linguistic terms of MSF are {Fast, Medium, Slow}.

4.1.3. Fuzzy Rule Base and Fuzzy Inference. After defining the input linguistic variables of NAF, CIF, and MSF, we define an output linguistic variable called node Rank to represent the quality of a node serving as the next hop, which in fuzzy linguistic terms consists of 10 ranks, i.e., {Bad (B), Little Acceptable (LA), Acceptable (A), Very Acceptable (VA), Little Good (LG), Good (G), Very Good (VG), Little Perfect (LP), Perfect (P), and Very Perfect (VP)}. Then, the fuzzy rule base is defined, which contains fuzzy IF/THEN rules for the inference of a node rank. The rule is "IF (antecedent) part of the rule and then evaluating the THEN (consequent) part of the rule." Table 3 shows the fuzzy rule base for fuzzy linguistic variables. Since there are three input linguistic variables in the fuzzy system, and each of them consists of three linguistic terms, we can obtain 27 (i.e., $3^3$) rules for reasoning the node Rank. For example, Rule 3 means "IF the NAF is Bad, CIF is Long, and MSF is Slow, THEN the Rank is Bad (B)," and Rule 23 means "IF the NAF is Good, CIF is Medium, and MSF is Medium, THEN the Rank is Very Perfect (VP)." Rule 3 and Rule 23 express the two extreme cases in the inference of a node rank. It should be pointed out that the fuzzy rule base in Table 3 is determined by our practical experience and intuition in DTN routing. It does not exclude the possibility of other definitions of rules, and the optimal fuzzy rule base will be left as an open problem for future work.

In the process of fuzzy reasoning, usually, multiple rules are satisfied in parallel and the antecedent of a rule has more than one fuzzy linguistic variables. Therefore, some inference methods should be applied to these rules, such as Min–Max, Prod-Max, and Prod-Sum. Without loss of generality, we adopt the Min–Max method because it is simple and widely used [25]. In this method, for each rule, the minimum value of the antecedent is used as the level of rank. When combining different rules, the maximum value of the antecedent is used as the final rank, for example, when NAF, CIF, and MSF belong to the corresponding linguistic variable with terms {Bad: 0, Medium: 0, Good: 1}, {Long: 0.25, Medium: 0.75, Short: 0}, and {Fast: 0, Medium: 0.5, Slow: 0.5}, respectively. In this case, multiple rules are matched including Rule 20, Rule 21, Rule 23, and Rule 24. For Rule 20, the degree of

| Input: |
| --- |
| Destination node, d |
| Current node, c |
| The set of neighbors of c, Dc |
| One neighbor of node c, i ∈ Dc |
| The set of neighbors of i, Di |
| One neighbor of i, j ∈ Di |

| Output: |
| --- |
| Optimal next hop, iT |

1: for all i ∈ Di do
2: Compute multiple factors of NAF, CIF, and MSF by Equations (6)–(8)
3: Compute $F_c(d)$ by fuzzy set and rules
4: Compute $R_c(d, i)$ by Equation (5)
5: Randomly update $Q^{c}_j(d, i)$ or $Q^{d}_j(d, i)$ by Equation (2) or Equation (4), respectively
6: Compute $Q_c(d, i)$ by Equation (11)
7: if $i$ is then
8: $i^T = i$
9: return $i^T$
10: else
11: for all j ∈ Dc do
12: Use the intermediate value mechanism to compute $Q_c(d, j)$ by Equation (12)
13: Update $Q_c(d, i)$ by Equation (11)
14: Compute $H_c(t_i)$ by Equation (13)
15: Compute $U_c(d, i, t_i)$ by Equation (15)
16: end for
17: end if
18: end for
19: $i^T = \arg \max \{U_c(d, c, t_i), U_c(d, i, t_i)\}$
20: return $i^T$

Algorithm 1: FDQLR.
NADF for Good is 1, the degree of CIF for Long is 0.25, and the degree of MSF for Medium is 0.5. By the Min–Max method, we take the minimal value and the degree of Rank for Little Perfect is 0.25. Similarly, the degree of Little Good (LG) in Rule 21 is 0.25, the degree of Very Perfect (VP) in Rule 23 is 0.5, and the degree of Little Perfect (LP) in Rule 24 is 0.5. It is easy to find that both Rule 20 and Rule 24 lead to the Rank of Little Perfect (LP), according to the Min–Max method. The maximal value of their consequents is taken, and the degree of Rank for Little Perfect (LP) is 0.5. In this way, all rules are combined, and the fuzzy results are obtained.

4.1.4. Defuzzification. The process of converting the fuzzy inference results into a crisp value based on the output membership function and the corresponding membership degrees is called defuzzification. In this paper, the output membership function of Rank is defined as in Figure 3. There are several common defuzzification methods including Center of Gravity (COG), Bisector of Area (BOA), Mean of Maximum (MOM), and so on. Here, we use the COG method, which returns the center of the area under the curve and is one of the best methods in defuzzification. For example, if the degrees of Rank for Very Good (VG), Little Perfect (LP), and Perfect (P) are 0.25, 0.5, and 0.5, respectively, a shadow shape can be formed according to the output membership function, as shown in Figure 3. Then, we calculate the centroid of this shape and define the x-coordinate of this centroid as the fuzzy reward coefficient $F_i(d)$.

4.2. Value Aging and Intermediate Value Mechanisms. In this paper, the value aging and intermediate value mechanism is based on our previous work [11], which are denoted by $Q^A_i(d, i)$ and $Q^B_i(d, i)$:

$$Q^A_i(d, i) = Q^A_{old}(d, i) + \gamma \alpha_i Q^B_i(d, i),$$

$$Q^B_i(d, i) = Q^B_{old}(d, i) + \gamma \alpha_i Q^A_i(d, i),$$

where $\gamma (0 \leq \gamma < 1)$ is the aging constant and $\alpha_i$ is the number of time units that have elapsed since the last time the metric was aged.

In the Double Q-Learning algorithm, the two value functions of the future rewards are learned from the separate experience sets, while the action of selecting the next hop should be based on one value. Therefore, we assign a balance factor to the two value functions and define a mixed future reward as $\bar{Q}_i(d, i)$. We calculate the mixed future rewards for each action and perform the greedy exploration with it. The update of $\bar{Q}_i(d, i)$ is given as

$$\bar{Q}_i(d, i) = \alpha Q^A_i(d, i) + (1 - \alpha)Q^B_i(d, i),$$

where $0 \leq \alpha \leq 1$ is a balance factor.

Since the future rewards of encounter are transitive, the intermediate value mechanism is used to calculate the future rewards of the action of delivering a message through an intermediate node, even though the current node and the next hop nodes have not encountered yet. This means that when the current node $c$ encounters node $i$, and node $i$ will encounter node $j$ ($j \in D_i$) later, the future rewards of the action from node $c$ to $j$ can be calculated by node $i$. When node $c$ encounters $j$ in the future, the actions of two nodes already have some future rewards compared to other actions. The update of $\bar{Q}_i(d, j)$ is given as

$$\bar{Q}_i(d, j) = \bar{Q}_i(d, i) + \beta[\bar{Q}_i(d, i) + \bar{Q}_i(d, j)]$$

where $0 \leq \beta \leq 1$ is a scaling constant and indicates the impact of the transitivity on the FDQLR protocol.

4.3. Hot Zone and Drop Mechanisms. In the FDQLR protocol, we store the information of nodes that the current node has met within a time period $T_0$ into an encounter table, which includes the node ID and the last encounter interval. When the current node carrying messages meets other nodes, they exchange and update the encounter tables firstly. If the current node finds that its neighbor has met the destination node of the message within $T_0$, then the neighbor is called a node in the hot zone. The hot zone strength of a node is related to the contact interval between the node and the destination node. The definition of the hot zone strength of node $i$ is shown as

$$H_i(t_i) = e^{-t_i/\tau_i}, \quad \text{if } i \in \text{hot zone},$$

$$0, \quad \text{otherwise}$$

where $t_i(0 \leq t_i \leq T_0)$ represents the contact interval between node $i$ and the destination node in the hot zone.

The values of $H_i(t_i)$ should also age over time since node $i$ met the destination node the last time; the aging of $H_i(t_i)$ can be shown as

<Figure 4: The ONE simulation environment for FDQLR.>
\[ H_c(t_i) \leftarrow H_c(t_i)_{\text{old}} + \gamma_2, \]  
\[(14)\]

where \( \gamma_2 (0 \leq \gamma_2 < 1) \) is the aging constant of hot zone and \( \mu_2 \) is the number of elapsed time units since last updated.

In the FDQLR protocol, we consider both the future reward and the hot zone strength when selecting the next hop node and define \( U_c(d, i, t_i) \) as the joint utility function whose update rule is shown as

\[ U_c(d, i, t_i) \leftarrow \omega \hat{Q}_c(d, i) + (1 - \omega) H_c(t_i), \]  
\[(15)\]

where \( \omega (0 \leq \omega \leq 1) \) represents the joint coefficient.

In addition, the node buffer is an important kind of resource and basis for improving the delivery ratio of routing in DTNs. Therefore, it is necessary to use the drop mechanism to manage the node buffer reasonably.

In this paper, we notice that when the node buffer is full, the message copies that have been sent to the destination node or waited for a long time can be considered invalid message copies. These invalid message copies will waste network resources of DTNs; therefore, they should be dropped. Here, a drop mechanism is proposed to control the number of message copies in the network without reducing the delivery ratio. The drop mechanism is simple and only has the following two rules:

1. Regardless of whether the node buffer is full or not, each node drops the copies of the message that has been delivered to the destination node. This ensures that the node can have more buffer size to receive new copies of messages.

2. When the node buffer is full and a copy of each message is not delivered to the destination node, the message copy with a longer carrying time should be preferentially dropped, but the message of the source node should be kept in the network.

4.4. Routing Algorithm. Based on the mechanisms proposed above, the pseudocode of FDQLR is presented in Algorithm 1.

According to Algorithm 1, the FDQLR protocol uses a fuzzy logic-based approach to evaluate the node status. Each node will periodically update the node information and encounter table. Then, the FDQLR protocol calculates the status of the node according to characteristics of NAF, CIF, and MSF, and uses fuzzy logic to consider these different indicators comprehensively to update the fuzzy reward coefficient \( F_c(d) \). In order to improve the adaptability of the fuzzy system, the parameters used in fuzzy logic (e.g., membership functions and fuzzy rules) are stored in external files. Currently, these parameters are configured according to the proposed mechanism aforementioned. In the future, we can also adjust them by experiments to make the system adapt to different network environments. Moreover, we use the Double Q-Learning algorithm to update the two Q values of the future reward values and the intermediate value mechanism to update the Q values of the potential relay nodes. In addition, the hot zone mechanism is proposed to give the relay node in the hot zone a higher priority. Besides, nodes will drop unnecessary message copies according to the drop mechanism. Therefore, the FDQLR protocol can effectively find the best next hop node and improve the efficiency of message forwarding.

Next, we analyze the computational complexity of Algorithm 1. Since the algorithm adopts the distributed learning scheme, for forwarding a single message, the current node \( c \) needs to maintain the set of its neighbors (i.e., \( D_c \)). Hence, the outer loop statement of Algorithm 1 (Line 1) will iterate at most \( |D_c| \) times. Furthermore, node \( c \) also needs to maintain the neighbor set of its neighbor node \( i \) (i.e., \( D_i \)) for the intermediate value mechanism, and thus, the inner loop statement of Algorithm 1 (Line 11) will iterate \( |D_i| \) times. Usually, the nested loop in the algorithm will iterate \( |D_c| \cdot |D_i| \) times. However, in the worst case, all \( n \) nodes in the network can become neighbors, that is, \( |D_c| = |D_i| = n \). Therefore, the computational time and space complexity of the algorithm are both \( O(n^2) \). By comparing with other algorithms, we can find that FDQLR has the same computational time and space complexity \( O(n^2) \) as DQLR, which adopts the intermediate value mechanism as well. Although the algorithm of PRoPHET only maintains a table of delivery predictability for each node and has the computational time and space complexity of \( O(n) \), the performance evaluation in Section 5 shows that PRoPHET cannot be as efficient as the proposed algorithm.

5. Performance Evaluation

5.1. Experiment Setup. In this paper, we use the Opportunistic Network Environment (ONE) [26] network simulator to simulate the FDQLR protocol. The ONE simulator is a Java-based tool offering a broad set of DTN protocol simulation capabilities in a single extensible framework, which mainly consists of movement models, event generators, routings, and simulation results, etc.

Figure 4 shows the ONE simulation environment for FDQLR. Two movement models are used in our simulation experiments. The first movement model is the external trace model, which is derived from the RioBuses dataset on CRAWDAD and contains the real mobile trajectories covering 1,200 square kilometers and involving 17,723 buses in Rio de Janeiro, Brazil. The second movement model is the Shortest Path Map-Based Movement (SPMBM) model, where the nodes move on the shortest path decided by the Dijkstra algorithm in the simulation map. Additionally, the
message event generator is used to create messages to be delivered randomly. Then, both the mobility traces and message events are fed to the simulation engine to produce the connectivity data that drives the routing modules including FDQLR and other routings. Finally, by collecting the feedback routing data, the simulation engine can obtain the simulation results and generate reports, which contain the message stats (e.g., delivery ratio, delivery delay, overhead, and hop count) for different scenarios of the performance evaluation. In this paper, FDQLR is implemented as a class by extending the ActiveRouter class in the ONE. The node characteristics, the set of neighbors, the double Q values, and related parameters are all maintained as members of the FDQLR class. And the fuzzy system of FDQLR is as defined as a separate class called Fuzzy Attribute, where all components of the fuzzy logic are implemented. Based on this, all functions of the FDQLR algorithm are complete (e.g., the fuzzy inference, double Q value update, hot zone, and intermediate value mechanisms) to select the optimal node of the next hop.

We run the ONE simulation of performance evaluation on a computer with a Windows operation system, 3.4 GHz CPU main frequency, and 6.0 GB memory. In the simulated network environment, we employ the RioBuses dataset as the main movement model and concentrate on a 12-hour period from 7 am to 7 pm and 55 buses as nodes in the area of 35 km × 25 km of the dataset. Furthermore, we also adopt the SPMBM model as a different network scenario for comparison. In running the simulation, when any two nodes meet each other, i.e., move within the transmission range, they exchange and update the node states and information firstly. If any of them carries a message to be forwarded, the corresponding routing protocol (e.g., FDQLR or other related protocols) is invoked to determine the next hop of the message. The process of message forwarding will continue until the message reaches the destination node. We let the simulator run long enough that at least 500 messages were generated and delivered. Then, at the end of the simulation time, we calculate the mean and 95% confidence interval for the performance metrics reported by the simulator. Considering the real network scenario, the settings of simulation parameters of the two movement models are shown in Table 4.

The following metrics are used in our simulations:

(i) Delivery ratio: the ratio of the number of messages that reached the destination and the number of messages generated in the system

(ii) Delivery delay: the average time a message takes to reach the destination node

(iii) Overhead: the average number of copies of a message in the system, at the time of reaching the destination

(iv) Hop count: the average hops a message takes to reach the destination node

5.2. Impact of Parameters. The learning rate $\delta$ and the discount factor $\eta$ are critical parameters in our routing protocol. Next, we evaluate the impact of the two parameters on the delivery ratio of the FDQLR protocol using the RioBuses dataset. From Figure 5(a), we can find that when $\delta$ is larger than 0.9, the delivery ratio drops. Because $\delta$ determines the ability of new information to cover old information, if we choose $\delta = 1$, it means that agents only consider the newest information and ignore old information. Therefore, we choose $\delta = 0.88$ for the FDQLR protocol. In Figure 5(b), the delivery ratio rises with the increase of $\eta$. Because $\eta$ determines the importance of future rewards, if $\eta$ is too low, the immediate rewards are mainly optimized in learning; if $\eta$ is high, the future rewards are obtained. Therefore, we choose $\eta = 0.4$ for the FDQLR protocol.

![Figure 5: Performance of delivery ratio against learning rate and discount factor.](image-url)
The relationship between the fuzzy reward coefficient \( F_c(d) \) and the immediate reward \( \tilde{R}_c(d,i) \) is observed by adjusting the fuzzy weight \( \sigma \). When \( \sigma = 1 \) and \( \sigma = 0 \), \( \tilde{R}_c(d,i) \) is completely related and unrelated to \( F_c(d) \), respectively. In particular, \( \tilde{R}_c(d,i) \) is partially related to \( F_c(d) \) when \( \sigma = 0.5 \). In order to study the effect of fuzzy logic, we evaluate the performance of FDQLR with different values of \( \sigma \). It can be seen from Figure 6 that the delivery ratio, delivery delay, and overhead of the FDQLR protocol are improved continually with the increase of \( \sigma \). That is, the fuzzy logic has a greater impact on the performance of the protocol. Moreover, notice that the results of FDQLR with \( \sigma = 0 \) are equivalent to those of DQLR with a hot zone and a drop mechanism added. These phenomena validate fuzzy logic as well. Hence, we take \( \sigma = 1 \) in the following performance evaluation of the FDQLR protocol.

\[
\begin{array}{|c|c|c|c|}
\hline
\text{Routing protocol} & \text{Q-Learning} & \text{DQLR} & \text{FDQLR} \\
\hline
\delta \text{ (learning rate)} & 0.88 & 0.88 & 0.88 \\
\eta \text{ (discount factor)} & 0.4 & 0.4 & 0.4 \\
\varepsilon \text{ (encounter weight)} & -- & -- & 0.1 \\
\alpha \text{ (balance factor)} & -- & 0.75 & 0.75 \\
\beta \text{ (scaling constant)} & -- & 0.1 & 0.1 \\
\gamma_1 \text{ (aging constant of } \text{Q value)} & 0.13 & 0.13 & 0.13 \\
\gamma_2 \text{ (aging constant of hot zone)} & -- & -- & 0.35 \\
\omega \text{ (joint coefficient)} & -- & -- & 0.82 \\
\sigma \text{ (fuzzy weight)} & -- & -- & 1 \\
\hline
\end{array}
\]

Figure 6: Performance of FDQLR with different \( \sigma \).

Table 5: Protocol parameters.
5.3. **Performance Comparison.** Firstly, we compare the performance of the FDQLR protocol with the PRoPHET, Q-Learning, and DQLR protocols with regard to the delivery ratio, delivery delay, overhead, and hop count while changing the buffer size of nodes and TTL of messages. The PRoPHET protocol is one of the early routing protocols in DTNs, which determines whether to forward messages based on the historical information about the encounters between nodes and deliveries of messages. The Q-Learning protocol utilizes a simple forwarding strategy, which determines whether to forward messages according to future rewards. The DQLR protocol is our previous work that uses the Double Q-Learning algorithm to decouple the selection from the evaluation, and it also uses the dynamic reward mechanism and intermediate value mechanism to improve forwarding efficiency. The FDQLR protocol extends the DQLR protocol, which is based on fuzzy logic, and proposed the hot zone mechanism and the drop mechanism additionally. The parameters in the Q-Learning, DQLR, and FDQLR protocols are shown in Table 5, where the values of $\delta$, $\eta$, and $\sigma$ are determined according to the simulation results in Section 5.2, and other parameters are set by our experiences that make FDQLR perform better. For comparison under the same condition, the same parameters of different protocols are set to the same values. Besides, the PRoPHET protocol has four parameters, and we use the default PRoPHET protocol parameters as recommended in the ONE simulator.

Figures 7(a)–7(d) show the simulation results of the delivery ratio, delivery delay, overhead, and hop count versus buffer size for different protocols using the RioBuses dataset. It can be seen from Figure 7(a) that the delivery ratio of different protocols increases with the buffer size because there can be more message copies stored in the network as the buffer size increases, which makes more messages to be delivered successfully. The delivery ratio of PRoPHET is lower than that of the other three protocols since PRoPHET forwards messages only according to the historical information, but the other Q-Learning-based protocols utilize the future rewards further. In addition, DQLR obtains a larger delivery ratio than the Q-Learning protocol due to the unbiased...
Double Q-Learning algorithm. Furthermore, the delivery ratio of FDQLR is obviously higher than that of other protocols, e.g., when the buffer size is 25 M, FDQLR can effectively improve the delivery ratio by about 18%, 20%, and 22% compared with the DQLR, Q-Learning, and PRoPHET protocols, respectively. This is because FDQLR uses fuzzy logic to jointly consider the node characteristics with the dynamic reward mechanism and largely avoids forwarding messages to nodes with poor status. Besides, it has been shown in Figure 6 that FDQLR is better than DQLR with the hot zone and drop mechanisms added, which verifies the effectiveness of fuzzy logic as well. Figure 7(b) shows the delivery delay of different protocols. Their delivery delay also increases with the buffer size, because when the buffer increases, the number of messages to be forwarded also increases, and the average delivery delay will increase as more messages are delivered. Furthermore, the queuing delay may increase when more messages are stored in the buffer. It can be seen from Figure 7(b) that the delivery delay of Q-Learning and DQLR is smaller than that of PRoPHET. However, for FDQLR, when the buffer size is small (e.g., ≤25 M), the delivery delay of FDQLR is relatively high, since the larger delivery ratio of FDQLR will lead to more messages with higher delay to be delivered. Otherwise, when the buffer size is increased (e.g., >25 M), the delivery delay of FDQLR becomes the lowest compared with the other three protocols. In this case, the drop mechanism of FDQLR plays an important role to discard those older messages and reduce the delivery delay. In Figure 7(c), the overhead of different protocols decreases with the increase of the buffer size as a whole. The reason is that the average number of copies of each message decreases with the increase of delivered messages in the network, and thus, the overhead is reduced. Besides, we can see that the overhead of FDQLR protocol is greatly lower than other protocols because FDQLR uses the drop mechanism, which discards both the delivered and the older message copies in the network to provide buffer space for new coming messages. Figure 7(d) shows the hop count of different protocols. Their hop count is maintained at about 3, which does not change obviously with the increase of the buffer size. Thus, all of

Figure 8: Performance of protocols with different TTL (RioBuses).
Figure 8(a)–8(d) show the simulation results of the delivery ratio, delivery delay, overhead, and hop count versus TTL for these four protocols using the RioBuses dataset. As shown in Figure 8(a), with the increase of the TTL, the delivery ratio of all protocols increases, because messages will have a longer time to be delivered when the TTL becomes larger. The delivery ratio of FDQLR is also higher than that of other protocols, e.g., when the TTL is 120 min, FDQLR can effectively improve the delivery ratio by about 3%, 5%, and 8% compared with the DQLR, Q-Learning, and PRoPHET protocols, respectively. Furthermore, in Figure 8(b), we can see that the delivery delay increases with the TTL since the average lifetime of the delivered messages increases as the TTL increasing, and FDQLR protocol shows better performance in delivery delay as a whole. Additionally, as shown in Figure 8(c), the overhead of the Q-Learning, DQLR and PRoPHET protocols increases with the TTL because the number of copies of each message will increase when the TTL becomes large. On the contrary, FDQLR protocol shows very low overhead compared with others. In addition, it is interesting that the overhead of FDQLR protocol decreases with the TTL. The main reason for this phenomenon is that the FDQLR protocol uses a drop mechanism, which will actively discard older message copies with the increase of the TTL, and so the number of older messages in the network will decrease. Next, Figure 8(d) also shows that these four protocols have a similar performance on hop count, which is between 2 and 3 within the change range of TTL.

To evaluate the behaviour of the proposed protocols with different scenarios, node densities, and mobility models, the SPMBM model is used to compare the performance of different protocols. Figures 9(a)–9(c) show the simulation results of delivery ratio, delivery delay, and overhead versus TTL for these four protocols using the SPMBM model. It can be seen that the results of the SPMBM model are similar to the previous experiments, that is, FDQLR can achieve the highest
delivery ratio and lowest delivery delay and overhead compared with the ProPHET, Q-Learning, and DQLR protocols. In conclusion, the FDQLR protocol can improve the delivery ratio with lower delivery delay and overhead through the proposed mechanisms in this paper.

6. Conclusion

In this paper, the routing protocol FDQLR is proposed, which considers the complexity, dynamics, and uncertainty of characteristics in the DTNs and integrates the fuzzy logic and Double Q-Learning algorithm to optimize messages forwarding. Then, the fuzzy-based dynamic reward mechanism is proposed to comprehensively evaluate the status of the nodes with fuzzy logic, and the fuzzy reward coefficient is obtained with the fuzzy rules in the fuzzy process. Besides, the hot zone mechanism is proposed based on the encounter table to improve the efficiency of message forwarding. Furthermore, the drop mechanism is proposed to discard the delivered and older message copies to reduce the buffer occupation. The simulation results show that the fuzzy logic can obviously improve the performance of the FDQLR protocol, which can achieve a satisfactory delivery ratio with low forwarding overhead compared with other routing protocols of DTNs.

In the future, we are going to evaluate the proposed fuzzy system with different methods of fuzzy inference and defuzzification as well as fuzzy rule base and membership functions to increase its efficiency. We are also planning to optimize the parameters of the proposed protocol to improve its performance by more extensive simulations under different mobility models and traces. Last but not least, we will research on the adaptive learning mechanism of the protocol so that the FDQLR protocol can be more suitable for the real network environment of DTNs.
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