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Abstract

In a recent paper by the authors, it is shown that there exists a quasi-Monte Carlo (QMC) rule which achieves the best possible rate of convergence for numerical integration in a reproducing kernel Hilbert space consisting of smooth functions. In this paper we provide an explicit construction of such an optimal order QMC rule. Our approach is to exploit both the decay and the sparsity of the Walsh coefficients of the reproducing kernel simultaneously. This can be done by applying digit interlacing composition due to Dick to digital nets with large minimum Hamming and Niederreiter-Rosenbloom-Tsfasman metrics due to Chen and Skriganov. To our best knowledge, our construction gives the first QMC rule which achieves the best possible convergence in this function space.
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1 Introduction and the main result

In this paper we study numerical integration of smooth functions defined on the $s$-dimensional unit cube. For an integrable function $f : [0,1]^s \to \mathbb{R}$, we denote the true integral of $f$ by

$$ I(f) = \int_{[0,1]^s} f(x) \, dx. $$

For an $N$ element point set $P = \{x_0, \ldots, x_{N-1}\} \subset [0,1]^s$ and an arbitrary real tuple $w = \{w_0, \ldots, w_{N-1}\}$, we consider a quadrature rule of the form

$$ I(f; P, w) = \sum_{n=0}^{N-1} w_n f(x_n), $$

---
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as an approximation of $I(f)$. In particular, we are interested in the case where $w_0 = \cdots = w_{N-1} = 1/N$, i.e., an approximation by an equal-weight quadrature rule where the weights sum up to 1. This type of quadrature rule is called a quasi-Monte Carlo (QMC) rule and has been extensively studied in the literature, see for instance [9, 20, 25]. Since a QMC rule depends only on the choice of a point set $P$, we simply write

$$I(f; P) = \frac{1}{|P|} \sum_{x \in P} f(x),$$

to denote a QMC rule using a point set $P$, where points are counted according to their multiplicity.

We measure the quality of a quadrature rule in terms of the so-called worst-case error. Let $V$ be a function space with norm $\| \cdot \|_V$. The worst-case error of a quadrature rule in $V$ is defined as the supremum of the approximation error in the unit ball of $V$, i.e.,

$$e_{\text{wor}}(V; P, w) := \sup_{f \in V, \|f\|_V \leq 1} |I(f; P, w) - I(f)|.$$

In case of a QMC rule, we simply write

$$e_{\text{wor}}(V; P) := \sup_{f \in V, \|f\|_V \leq 1} |I(f; P) - I(f)|.$$

As an important example of a normed space, a reproducing kernel Hilbert space of Sobolev type consisting of functions with relatively low smoothness has been often considered in the literature, see for instance [9, Section 2] and [15]. Such a function space is not only connected to geometric discrepancies of point sets, but also considered relevant to financial applications [22, Appendix A].

Function spaces with high smoothness have received considerable attention in recent applications in the area of partial differential equations with random coefficients, see for instance [8, 17]. In fact, such applications are in need of using quadrature rules which can exploit the smoothness of functions and achieve high order convergence. Dick and his collaborators [2, 3, 5, 6] have developed an important class of QMC rules named higher order digital nets achieving almost optimal convergence of order $N^{-\alpha}(\log N)^{c(s, \alpha)}$ for functions with smoothness $\alpha \in \mathbb{N}$, $\alpha \geq 2$, for some $c(s, \alpha) > 0$. Although this order of convergence is the best possible up to some power of a $\log N$ factor, it has been unknown until recently whether the exponent $c(s, \alpha)$ can be improved to optimal. As far as the authors know, there are only two papers addressing this issue [14, 16]. In [16] Hinrichs et al. considered periodic Sobolev spaces and periodic Nikol’skii-Besov spaces with (real-valued) dominating mixed smoothness up to 2, and obtained $c(s, \alpha) = (s-1)/2$ for order 2 digital nets, which is best possible. In [14] the authors of this paper considered a reproducing kernel Hilbert space of Sobolev type consisting of non-periodic functions with smoothness $\alpha \in \mathbb{N}$, $\alpha \geq 2$, and proved the existence of a digitally shifted order $\beta$ digital nets achieving $c(s, \alpha) = (s-1)/2$ when $\beta \geq 2\alpha$. Although the resulting value of $c(s, \alpha)$ is best possible, a random element that stems from digital shift was involved in the result so that the construction is not explicit.
In this study, as a continuation of the paper [13], we provide an explicit construction of higher order digital nets which achieve the best possible order of convergence without requiring a random element. Our main idea is to exploit both the decay and the sparsity of the Walsh coefficients of the reproducing kernel simultaneously. The decay of the Walsh coefficients can be exploited by digit interlacing composition due to Dick [5, 6], whereas the sparsity of the Walsh coefficients can be exploited by digital nets with large minimum Hamming and Niederreiter-Rosenbloom-Tsfasman (NRT) metrics due to Chen and Skriganov [4, 24]. Hence our construction is simply given by applying Dick’s digit interlacing composition to Chen-Skriganov’s digital nets, which shall be discussed in detail in Section 3. Historically, Chen-Skriganov’s digital nets are the first explicit construction of QMC point sets for any dimension $s$ with the best possible $L_p$ discrepancy for each $1 < p < \infty$, and their approach is indeed to exploit the sparsity of the Walsh coefficients of the characteristic function of axes-parallel rectangles anchored in zero. In this paper, instead of the characteristic function, we shall deal with the Walsh coefficients of Bernoulli polynomials as studied in [2, 7, 28], see also [32] from which a similar result can be derived.

We now state the main result of this paper. Here $\mathcal{H}_{\alpha,s}$ denotes an $s$-variate Sobolev space with smoothness $\alpha \in \mathbb{N}$, $\alpha \geq 2$. (We shall give the precise definition of $\mathcal{H}_{\alpha,s}$ later in Subsection 2.2.)

**Theorem 1.** Let $s, \alpha \in \mathbb{N}$, $\alpha \geq 2$. Let $\beta, g \in \mathbb{N}$ with $\beta \geq 2\alpha$, $g \geq 2\alpha s$ and $g \geq \lfloor s(\beta - 1)/2 \rfloor$, and let $b \geq \beta gs$ be a prime. Then for every $w \in \mathbb{N}$, we can explicitly construct a point set $P$ of cardinality $N = b^{g\alpha}$ such that

$$e_{\text{wor}}(\mathcal{H}_{\alpha,s}; P) \leq C_{\alpha,\beta,b,s} \frac{(\log N)^{(s-1)/2}}{N^s},$$

where $C_{\alpha,\beta,b,s}$ is positive and independent of $w$.

This theorem implies that the convergence of order $N^{-(\alpha - (s-1)/2)}$ can be achieved in this function space. As already mentioned, this order is actually best possible, as can be seen from the lower bound on $e_{\text{wor}}(\mathcal{H}_{\alpha,s}; P, w)$ for any $P$ and $w$, see [13, Proposition 1]. The same order of convergence can be achieved in a similar function space by using the Frolov lattice rule in conjunction with periodization strategy [11, 29, 30]. The Frolov lattice rule is an equal-weight quadrature rule, although the weights do not sum up to 1 in general. Therefore, the Frolov lattice rule is not a QMC rule. To our best knowledge, our presented construction gives the first QMC rule which achieves the best possible convergence in $\mathcal{H}_{\alpha,s}$.

The remainder of this paper is organized as follows. In Section 2, we shall introduce the necessary background and notation, including digital nets, Sobolev spaces, and Walsh functions. In Section 3 after reviewing Chen-Skriganov’s digital nets and Dick’s digit interlacing composition, we shall give an explicit construction of point sets which achieve the best possible convergence in $\mathcal{H}_{\alpha,s}$. Finally in Section 4, we shall give the proof of the main result.

## 2 Preliminaries

Throughout this paper we shall use the following notation. Let $\mathbb{N}$ be the set of positive integers and $\mathbb{N}_0 = \mathbb{N} \cup \{0\}$. Let $\mathbb{C}$ be the set of all complex numbers.
For a prime $b$, let $\mathbb{F}_b$ be the finite field with $b$ elements, which is identified with the set $\{0, 1, \ldots, b-1\}$ equipped with addition and multiplication modulo $b$. The operators $\oplus$ and $\ominus$ denote digitwise addition and subtraction modulo $b$, respectively, that is, for $\{\eta\}$

$$k \oplus k' := \sum_{i=1}^{\infty} \lambda_i b^{i-1}$$

and

$$k \ominus k' := \sum_{i=1}^{\infty} \lambda'_i b^{i-1},$$

where $\lambda_i = \eta_i + \epsilon_i$ (mod $b$) and $\lambda'_i = \eta_i - \epsilon_i$ (mod $b$). In case of vectors in $\mathbb{N}_0^s$, the operators $\oplus$ and $\ominus$ are applied componentwise.

### 2.1 Digital nets

Here we introduce the definition of digital nets over $\mathbb{F}_b$ due to Niederreiter [20].

**Definition 1.** For a prime $b$ and $s, m, n \in \mathbb{N}$, let $C_1, \ldots, C_s \in \mathbb{F}_b^{n \times m}$. For each integer $0 \leq h < b^m$, denote the $b$-adic expansion of $h$ by $h = r_0 + r_1 b + \cdots + r_{m-1} b^{m-1}$ with $r_0, r_1, \ldots, r_{m-1} \in \mathbb{F}_b$. For $1 \leq j \leq s$, consider

$$x_{h, j} = \frac{\xi_{1, h, j}}{b} + \frac{\xi_{2, h, j}}{b^2} + \cdots + \frac{\xi_{n, h, j}}{b^n} \in [0, 1),$$

where $\xi_{1, h, j}, \xi_{2, h, j}, \ldots, \xi_{n, h, j} \in \mathbb{F}_b$ are given by

$$(\xi_{1, h, j}, \xi_{2, h, j}, \ldots, \xi_{n, h, j})^\top = C_j \cdot (r_0, r_1, \ldots, r_{m-1})^\top.$$

Then the set $P = \{x_0, x_1, \ldots, x_{b^m-1}\} \subset [0, 1)^s$ with $x_h = (x_{h, 1}, \ldots, x_{h, s})$ is called a digital net over $\mathbb{F}_b$ with generating matrices $C_1, \ldots, C_s$.

The concept of dual nets shall play a crucial role in our subsequent analysis. We give two different notions of dual nets below.

**Definition 2.** For a prime $b$ and $s, m, n \in \mathbb{N}$, let $P$ be a digital net over $\mathbb{F}_b$ with generating matrices $C_1, \ldots, C_s \in \mathbb{F}_b^{n \times m}$. We define

$$P^\perp := \{k \in \{0, 1, \ldots, b^n - 1\}^s : C_1^\top \operatorname{tr}_n(k_1) \oplus \cdots \oplus C_s^\top \operatorname{tr}_n(k_s) = 0 \in \mathbb{F}_b^n \}$$

and

$$P_{\perp} := \{k \in \mathbb{N}_0^s : C_1^\top \operatorname{tr}_n(k_1) \oplus \cdots \oplus C_s^\top \operatorname{tr}_n(k_s) = 0 \in \mathbb{F}_b^n \},$$

where $k = (k_1, \ldots, k_s)$ and we denote $\operatorname{tr}_n(k) = (\kappa_0, \ldots, \kappa_{n-1})^\top \in \mathbb{F}_b^n$ for $k \in \mathbb{N}_0$ with $b$-adic expansion $k = \kappa_0 + \kappa_1 b + \cdots$, which is actually a finite expansion.

Here we note the difference between $P^\perp$ and $P_{\perp}$. Obviously we have $P^\perp \subset \{0, 1, \ldots, b^n - 1\}^s$, $P_{\perp} \subset \mathbb{N}_0^s$, $P_{\perp} \subset P_{\perp}$ and $P_{\perp} \setminus P_{\perp} \subset \mathbb{N}_0^s \setminus \{0, 1, \ldots, b^n - 1\}^s$ for any digital net $P$ with finite $n$. The case $n = \infty$, where the difference between $P_{\perp}$ and $P_{\perp}$ vanishes, has been discussed in [13], although we shall only consider the case where $n$ is finite in this paper.

We introduce two metric functions on $\mathbb{N}_0$: the Hamming metric and the Dick metric. Note that the Dick metric introduced in [5, 6] is a generalization of the NRT metric introduced in [13, 23], which itself is a generalization of the Hamming metric.
Definition 3. For $k \in \mathbb{N}$, we denote its $b$-adic expansion by $k = \kappa_1 b^{a_1 - 1} + \cdots + \kappa_v b^{a_v - 1}$ with $\kappa_1, \ldots, \kappa_v \in \{1, \ldots, b - 1\}$ and $a_1 > \cdots > a_v > 0$. For $k = 0$, we assume that $v = 0$ and $a_0 = 0$.

1. The Hamming metric $\varpi : \mathbb{N}_0 \to \mathbb{R}$ is defined as the number of non-zero digits in the $b$-adic expansion, i.e., $\varpi(k) := v$.

2. Let $\alpha \in \mathbb{N}$. The Dick metric $\mu_\alpha : \mathbb{N}_0 \to \mathbb{R}$ is defined by

   $\mu_\alpha(k) := \min_{i=1}^{\min(v, \alpha)} a_i.$

   In particular, the metric $\mu_1$ is called the NRT metric.

In case of a vector $k = (k_1, \ldots, k_s) \in \mathbb{N}_0^s$, we define

   $\varphi(k) := \sum_{j=1}^{s} \varphi(k_j),$ for $\varphi \in \{\varpi, \mu_\alpha\}$.

For a digital net $P$, we define its minimum metric by

   $\varphi(P) := \min_{\substack{k, l \in P^\perp \  k \neq l \}} \varphi(k \oplus l) = \min_{k \in P^\perp \setminus \{0\}} \varphi(k),$ for $\varphi \in \{\varpi, \mu_\alpha\}$. In the above, the latter equality stems from the fact that $P^\perp$ is a subgroup of $\{0, 1, \ldots, b^n - 1\}^s$ with the group operation $\oplus$. Roughly speaking, the minimum metric of $P$ measures how uniformly $P$ is distributed in $[0, 1)^s$. For instance, explicit constructions due to Sobol’ [27], Faure [10], Niederreiter [19], and Niederreiter and Xing [21] provide digital nets with large minimum NRT metric and the star discrepancy of such digital nets is known to decay with order $(\log N)^{s-1}/N$. We refer to [29] Section 8] for more information on these constructions.

2.2 Sobolev spaces

Here we introduce the function space which we deal with in this paper. First let us consider the univariate case. For a given $\alpha \in \mathbb{N}$, $\alpha \geq 2$, the Sobolev space with smoothness $\alpha$ which we consider is given by

   $\mathcal{H}_\alpha := \{f : [0, 1) \to \mathbb{R} \mid \frac{d^r f}{dx^r}(x) \text{ absolutely continuous for } r = 0, \ldots, \alpha - 1, f^{(\alpha)} \in L^2[0, 1)\},$

where $f^{(r)}$ denotes the $r$-th derivative of $f$. As in [31] Section 10.2 this space is indeed a reproducing kernel Hilbert space with the reproducing kernel $\mathcal{K}_\alpha : [0, 1) \times [0, 1) \to \mathbb{R}$ and the inner product $\langle \cdot, \cdot \rangle_\alpha$ given as follows:

   $\mathcal{K}_\alpha(x, y) = \sum_{r=0}^n \frac{B_r(x)B_r(y)}{(r!)^2} + (-1)^{\alpha+1} \frac{B_{2\alpha}(|x - y|)}{(2\alpha)!},$
for $x, y \in [0,1)$, where $B_r$ denotes the Bernoulli polynomial of degree $r$, and

$$\langle f, g \rangle_{\alpha} = \sum_{r=0}^{\alpha-1} \int_0^1 f^{(r)}(x) \, dx \int_0^1 g^{(r)}(x) \, dx + \int_0^1 f^{(\alpha)}(x) g^{(\alpha)}(x) \, dx,$$

for $f, g \in H_{\alpha}$.

In the $s$-variate case, we consider the $s$-fold tensor product space of the one-dimensional space introduced above. That is, the Sobolev space $H_{\alpha,s}$ which we consider is simply given by $H_{\alpha,s} = \bigotimes_{j=1}^s H_{\alpha}$. Then it is known from [1, Section 8] that the reproducing kernel of the space $H_{\alpha,s}$ is the product of the reproducing kernels for the one-dimensional space $H_{\alpha}$. Therefore, $H_{\alpha,s}$ is the reproducing kernel Hilbert space whose reproducing kernel $K_{\alpha,s} : [0,1)^s \times [0,1)^s \to \mathbb{R}$ and inner product $\langle \cdot, \cdot \rangle_{\alpha,s}$ are given as follows:

$$K_{\alpha,s}(x, y) = \prod_{j=1}^s K_{\alpha}(x_j, y_j),$$

for $x = (x_1, \ldots, x_s), y = (y_1, \ldots, y_s) \in [0,1)^s$, and

$$\langle f, g \rangle_{\alpha,s} = \sum_{u \subseteq \{1, \ldots, s\}} \sum_{r_u \in \{0, \ldots, \alpha-1\}^{\abs{u}}} \int_{[0,1]^{\abs{u}}} f^{(r_u, \alpha)}(x) \, dx_u \left( \int_{[0,1]^{\abs{u}}} g^{(r_u, \alpha)}(x) \, dx_u \right) \sum_{x_{\{1,\ldots,s\}\setminus u}} dx_u,$$

for $f, g \in H_{\alpha,s}$, where we use the following notation: For $u \subseteq \{1, \ldots, s\}$ and $x \in [0,1)^s$, we write $x_u = (x_j)_{j \in u}$. Moreover, for $r_u = (r_j)_{j \in u} \in \{0, \ldots, \alpha-1\}^{\abs{u}}$, $(r_u, \alpha)$ denotes the $s$-dimensional vector whose $j$-th component is $r_j$ if $j \in u$, and $\alpha$ otherwise. Note that an integral and sum over the empty set is the identity operator.

Note that the so-called weight parameters, or more simply the weights, are not taken account of in the definition of $H_{\alpha,s}$. As in [22, 26], the weights moderate the importance of different variables or groups of variables in function spaces and play an important role in the study of tractability. However, such an investigation is out of the scope of this paper since we are interested in showing the optimal exponent of log $N$ term in the error bound.

### 2.3 Walsh functions

The system of Walsh functions is the key tool for the error analysis of digital nets. We refer to [8, Appendix A] for comprehensive information on Walsh functions in the context of QMC integration. First let us define the one-dimensional Walsh functions.

**Definition 4.** For $b \in \mathbb{N}$, $b \ge 2$, let $\omega_b := \exp(2\pi \sqrt{-1}/b)$. For $k \in \mathbb{N}_0$, we denote its $b$-adic expansion by $k = k_0 + k_1 b + \cdots$, which is actually a finite expansion. The $k$-th $b$-adic Walsh function $\text{walk}_b : [0,1) \to \{1, \omega_b, \ldots, \omega_b^{b-1}\}$ is defined by

$$\text{walk}_b(k)(x) := \omega_b^{k_0 x + k_1 x_2 + \cdots},$$
where we denote the $b$-adic expansion of $x \in [0,1)$ by $x = \sum_{i=1}^{\infty} \xi_i b^{-i}$ with $\xi_i \in \mathbb{F}_b$, which is understood to be unique in the sense that infinitely many of the $\xi_i$’s are different from $b-1$.

The above definition can be extended to the high-dimensional case as follows.

**Definition 5.** For $b \in \mathbb{N}$, $b \geq 2$ and $k = (k_1, \ldots, k_s) \in \mathbb{N}_0^s$, the $k$-th $b$-adic Walsh function $\text{wal}_k : [0,1)^s \to \{1, \omega_b, \ldots, \omega_{b^s-1}\}$ is defined by

\[
\text{wal}_k(x) := \prod_{j=1}^s \text{wal}_{k_j}(x_j).
\]

Since we shall always use Walsh functions in a fixed prime base $b$, we omit the subscript and simply write \text{wal}_k or wal_k.

As in [9, Theorem A.11], the Walsh system $\{\text{wal}_k : k \in \mathbb{N}_0^s\}$ is a complete orthonormal system in $L^2([0,1)^s)$ for any $s \in \mathbb{N}$. Thus, we can define the Walsh series of $f \in L^2([0,1)^s)$ by

\[
\sum_{k \in \mathbb{N}_0^s} \hat{f}(k) \text{wal}_k(x),
\]

where $\hat{f}(k)$ denotes the $k$-th Walsh coefficient of $f$ defined by

\[
\hat{f}(k) := \int_{(0,1)^s} f(x) \overline{\text{wal}_k(x)} \, dx.
\]

We refer to [9, Appendix A.3] and [12, Lemma 18] for a discussion on the pointwise absolute convergence of the Walsh series. In fact, regarding the reproducing kernel $K_{\alpha,s}$ introduced before, we have the pointwise absolute convergence of the Walsh series, i.e., we have

\[
K_{\alpha,s}(x, y) = \sum_{k, l \in \mathbb{N}_0^s} \hat{K}_{\alpha,s}(k, l) \text{wal}_k(x) \overline{\text{wal}_l(y)},
\]

for any $x, y \in [0,1)^s$, where we define

\[
\hat{K}_{\alpha,s}(k, l) := \int_{(0,1)^{2s}} K_{\alpha,s}(x, y) \text{wal}_k(x) \overline{\text{wal}_l(y)} \, dx \, dy.
\]

for $k, l \in \mathbb{N}_0^s$.

### 3 Explicit construction of point sets

In this section, we first recall a construction of digital nets due to Chen and Skriganov and digit interlacing composition due to Dick in Subsections 3.1 and 3.2 respectively. Then we provide an explicit construction of point sets which achieve the best possible convergence in $H_{\alpha,s}$.
3.1 Chen and Skriganov’s construction

The key property of Chen-Skriganov’s digital nets is that both the minimum Hamming and NRT metrics are large enough simultaneously. In what follows we first introduce a construction of digital nets due to Chen and Skriganov \[4, 24\] by following the exposition of \[9, Section 16.4\] and then provide its key property.

Let \(s, g, w \in \mathbb{N}\) and \(b \geq gs\) be a prime. Let \(\{\beta_{j,l}\}_{1 \leq j \leq s, 1 \leq l \leq g}\) with \(\beta_{j,l} \in \mathbb{F}_b\) be a set of \(gs\) distinct elements. An explicit construction of digital nets over \(\mathbb{F}_b\) consisting of \(b^gw\) points due to Chen and Skriganov is given by the generating matrices \(C_1, \ldots, C_s \in \mathbb{F}_b^{gw \times gw}\) which are defined by

\[
C_j = (c^{(j)}_{u,v})_{u,v=1,\ldots,gw},
\]

where

\[
c^{(j)}_{(l-1)w+i,v} = \binom{v-1}{i-1} \beta_{j,l}^{v-i},
\]

for \(1 \leq i \leq w, 1 \leq l \leq g, 1 \leq v \leq gw\) and \(1 \leq j \leq s\). In the above, \(\binom{i}{j}\) denotes a binomial coefficient modulo \(b\) and we use the usual conventions that \(\binom{i}{j} = 0\) whenever \(i < j\) and that \(0^0 = 1\). This construction can be regarded as a generalization of the construction of digital nets due to Faure \[10\], who studied the case \(g = 1\).

The following key property is obtained in \[4, Lemma 2E\], see also \[9, Theorem 16.28\].

**Lemma 1.** Let \(s, g, w \in \mathbb{N}\) and \(b \geq gs\) be a prime. Let \(P\) be a digital net over \(\mathbb{F}_b\) consisting of \(b^gw\) points due to Chen and Skriganov. Then we have

\[
\kappa(P) \geq g + 1 \quad \text{and} \quad \mu_1(P) \geq gw + 1.
\]

3.2 Dick’s digit interlacing composition

Here we recall digit interlacing composition due to Dick \[6, 7\] to construct digital nets with large minimum \(\mu_\alpha\) metric (for a given integer \(\alpha \geq 2\)) from digital nets with large minimum NRT metric. First we introduce the definition of order \(\alpha\) digital \((t, m, s)\)-net over \(\mathbb{F}_b\) for \(\alpha \geq 1\).

**Definition 6.** For a prime \(b\) and \(s, \alpha, m, n \in \mathbb{N}\) with \(n \geq \alpha m\), let \(P\) be a digital net over \(\mathbb{F}_b\) with generating matrices \(C_1, \ldots, C_s \in \mathbb{F}_b^{nm \times m}\). We denote by \(c_{i,j} \in \mathbb{F}_b^{nm}\) the \(i\)-th row vector of \(C_j\) for \(1 \leq i \leq n\) and \(1 \leq j \leq s\). Let \(t\) be an integer with \(0 \leq t \leq \alpha m\) which satisfies the following condition: For all \(1 \leq i, j, v < \cdots < i, j, l \leq n\) such that

\[
\sum_{j=1}^{s} \min(\alpha, v_j) \sum_{l=1}^{i} i, j, l \leq \alpha m - t,
\]

the vectors \(c_{i_1, v_1, 1}, \ldots, c_{i_1, v_1, s}, \ldots, c_{i_s, v_s, 1}, \ldots, c_{i_s, v_s, s}\) are linearly independent over \(\mathbb{F}_b\). Then we call \(P\) an order \(\alpha\) digital \((t, m, s)\)-net over \(\mathbb{F}_b\).

It follows from the above linear independence of the rows of generating matrices that any order \(\alpha\) digital \((t, m, s)\)-net \(P\) over \(\mathbb{F}_b\) satisfies

\[
\mu_\alpha(P) \geq \alpha m - t + 1.
\]
Therefore, order $\alpha$ digital $(t, m, s)$-nets with small $t$-value are exactly digital nets with large minimum $\mu_\alpha$ metric. There are many explicit constructions of order 1 digital $(t, m, s)$-nets with small $t$-value for an arbitrary dimension $s$. We again refer to [10, 19, 21, 27] as well as [9, Chapter 8] on such constructions. Note that, in this light, Chen-Skriganov’s digital nets can be seen as order 1 digital $(0, gw, s)$-nets over $\mathbb{F}_b$ for $g, w \in \mathbb{N}$ and a prime $b \geq gs$.

In order to construct order $\alpha$ digital $(t, m, s)$-nets with small $t$-value, we now introduce the digit interlacing composition due to Dick: For a prime $b$ and $s, \alpha, m \in \mathbb{N}$ with $\alpha \geq 2$, let $Q \subset [0, 1)^s$ be a digital net over $\mathbb{F}_b$ with generating matrices $C_1, \ldots, C_{\alpha s} \in \mathbb{F}_b^{m \times m}$. We denote by $c_{i,j} \in \mathbb{F}_b$ the $i$-th row vector of $C_j$ for $1 \leq i \leq m$ and $1 \leq j \leq \alpha s$. Now we construct a digital net $P \subset [0, 1)^s$ with generating matrices $D_1, \ldots, D_s \in \mathbb{F}_b^{\alpha m \times m}$ such that the $(\alpha(h - 1) + i)$-th row vector of $D_j$ equals $c_{h,\alpha(j-1)+i}$ for $1 \leq h \leq m$, $1 \leq i \leq \alpha$ and $1 \leq j \leq s$. The key property of this construction algorithm is given as follows, see for instance [3, Corollary 3.4].

**Lemma 2.** Let $Q$ be an order 1 digital $(t', m, \alpha s)$-net over $\mathbb{F}_b$ with $0 \leq t' \leq m$. Then a digital net $P$ constructed as above is an order $\alpha$ digital $(t, m, s)$-net over $\mathbb{F}_b$ with

$$t = \alpha \min \left\{ m, t' + \left\lfloor \frac{s(\alpha - 1)}{2} \right\rfloor \right\}.$$

Therefore, $P$ satisfies

$$\mu_\alpha(P) \geq \max \left\{ 0, \alpha \left( m - t' - \left\lfloor \frac{s(\alpha - 1)}{2} \right\rfloor \right) \right\} + 1.$$

Further, we need the so-called propagation property shown in [5, Theorem 3.3] and [6, Theorem 4.10] as follows:

**Lemma 3.** Let $1 \leq \alpha' < \alpha$ and $0 \leq t \leq \alpha m$. Any order $\alpha$ digital $(t, m, s)$-net over $\mathbb{F}_b$ is also an order $\alpha'$ digital $(t', m, s)$-net over $\mathbb{F}_b$ with

$$t' = \lceil t \alpha' / \alpha \rceil.$$
for \(1 \leq i \leq w, 1 \leq l \leq g, 1 \leq v \leq gw\) and \(1 \leq j \leq \beta s\). Then we construct a
digital net \(P \subset [0,1]^s\) over \(F_b\) with generating matrices \(D_1, \ldots, D_s \in F_b^{gw \times gw}\)
by applying the digit interlacing composition to \(Q\), that is, \(D_1, \ldots, D_s\) are given such that the \((\beta(h-1)+1)\)-th row of \(D_j\) equals \(c_{h,\beta(j-1)+1}\) for \(1 \leq h \leq gw, 1 \leq i \leq \beta\) and \(1 \leq j \leq s\).

Note that a digital net \(P\) constructed as above consists of \(b^{gw}\) points for \(w \in N\). The following important property of \(P\) will be crucial in the proof of our main result.

**Lemma 4.** Let \(P\) be a digital net in \([0,1]^s\) constructed as above. Then we have

\[
\varkappa(P) \geq g + 1 \quad \text{and} \quad \mu_\beta(P) \geq \max\left\{0, \beta \left( gw - \left\lfloor \frac{s(\beta - 1)}{2} \right\rfloor \right) \right\} + 1.
\]

**Proof.** Let \(Q\) be a digital net in \([0,1)^{\beta s}\) constructed as above. Since \(Q\) is nothing
but the Chen-Skriganov’s digital net, it follows that \(Q\) is an order 1 digital
\((0,gw,\beta s)\)-net, and moreover from Lemma 4 we have

\[
\varkappa(Q) \geq g + 1 \quad \text{and} \quad \mu_1(Q) \geq gw + 1.
\]

First we prove \(\varkappa(P) = \varkappa(Q)\), from which the result for the first part follows.

Let \(E_\beta : N_0^s \to N_0\) be defined by

\[
E_\beta(k_1, \ldots, k_\beta) := \sum_{a=0}^{\infty} \sum_{j=1}^{\beta} \kappa_{a,j} b^{a\beta+j-1},
\]

where we denote the \(b\)-adic expansion of \(k_j\) by \(k_j = \kappa_{0,j} + \kappa_{1,j} b + \cdots\), which
is actually a finite expansion. It is obvious that \(E_\beta\) is a bijection between the
set \(\{0, \ldots, b^m - 1\}^\beta\) and the set \(\{0, \ldots, b^{\beta m} - 1\}\) for any \(m \in N\). For any
\((k_1, \ldots, k_\beta) \in \{0, \ldots, b^{gw} - 1\}^\beta\) we have

\[
C_1^T \text{tr}_{gw}(k_1) \oplus \cdots \oplus C_\beta^T \text{tr}_{gw}(k_\beta)
= \left( e_{1,1}^T, \ldots, e_{1,gw,1}^T, \kappa_{0,1}, \kappa_{1,1}, \ldots, \kappa_{gw-1,1} \right)^T
  \oplus \cdots \oplus \left( e_{1,\beta}^T, \ldots, e_{1,gw,\beta}^T, \kappa_{0,\beta}, \kappa_{1,\beta}, \ldots, \kappa_{gw-1,\beta} \right)^T
= \left( e_{1,1}^T, \ldots, e_{1,gw,1}^T, \kappa_{0,1}, \kappa_{1,1}, \ldots, \kappa_{gw-1,1}, \kappa_{0,\beta}, \kappa_{1,\beta}, \ldots, \kappa_{gw-1,\beta} \right)^T
= D_1^T \text{tr}_{\beta gw}(E_\beta(k_1, \ldots, k_\beta)),
\]

where the last equality stems from the digit interlacing composition of \(D_1\) and
the definition of \(E_\beta\). In case of vectors in \(N_0^\beta\), we apply \(E_\beta\) to every non-overlapping block of consecutive \(\beta\) components, i.e., we define

\[
E_\beta(k_1, \ldots, k_{\beta s}) := (E_\beta(k_1, \ldots, k_\beta), \ldots, E_\beta(k_{\beta(s-1)+1}, \ldots, k_{\beta s})) \in N_0^s.
\]

Again it is obvious that \(E_\beta\) is a bijection between the set \(\{0, \ldots, b^m - 1\}^\beta s\) and
the set \(\{0, \ldots, b^{\beta m} - 1\}\) for any \(m \in N\). Then using the above result we have

\[
C_1^T \text{tr}_{gw}(k_1) \oplus \cdots \oplus C_{\beta s}^T \text{tr}_{gw}(k_{\beta s})
= D_1^T \text{tr}_{\beta gw}(E_\beta(k_1, \ldots, k_{\beta s})) \oplus \cdots \oplus D_{\beta s}^T \text{tr}_{\beta gw}(E_\beta(k_{\beta(s-1)+1}, \ldots, k_{\beta s})),
\]
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for any \((k_1, \ldots, k_{\beta s}) \in \{0, \ldots, b^{gw} - 1\}^{\beta s}\), from which it follows that
\[
P^\perp = \{ \mathcal{E}_\beta(k): k \in Q^\perp \} =: \mathcal{E}_\beta(Q^\perp).
\]
It is also obvious that for any \(k = (k_1, \ldots, k_{\beta s}) \in \{0, \ldots, b^{gw} - 1\}^{\beta s}\) we have
\[
\varepsilon(k) = \varepsilon(\mathcal{E}_\beta(k)).
\]
Therefore it holds that
\[
\varepsilon(P) = \min_{k \in P^\perp \setminus \{0\}} \varepsilon(k) = \min_{k \in \mathcal{E}_\beta(Q^\perp) \setminus \{0\}} \varepsilon(k).
\]
which proves the first part of this lemma.

Using the fact that \(Q\) is an order 1 digital \((0, gw, \beta s)\)-net and Lemma 2, we can easily see that \(P\) is an order \(\beta\) digital \((t, gw, s)\)-net with
\[
t = \beta \min \left\{ g w, \left\lfloor \frac{s(\beta - 1)}{2} \right\rfloor \right\}.
\]
Therefore, \(P\) satisfies
\[
\mu_\beta(P) \geq \max \left\{ 0, \beta \left( gw - \left\lfloor \frac{s(\beta - 1)}{2} \right\rfloor \right) \right\} + 1,
\]
which proves the second part of this lemma.

**Remark 1.** Let \(\alpha \in \mathbb{N}, \alpha \geq 2\). As already stated in Theorem 1, we need to set \(\beta \geq 2\alpha\) and \(g \geq 2\alpha s\) in order for \(P\) to achieve the best possible rate of convergence in \(H_{\alpha,s}\). The condition \(\beta \geq 2\alpha\) is required to exploit the decay of the Walsh coefficients of \(K_{\alpha,s}\) in a suitable manner as done in [14], whereas the condition \(g \geq 2\alpha s\) is to exploit the sparsity of the Walsh coefficients, which shall be made clear in the next section. The additional condition \(g \geq \lfloor s(\beta - 1)/2 \rfloor\) in Theorem 1 is included just for a trivial technical reason such that the \(t\)-value of \(P\) as an order \(\beta\) digital net is independent of the choice \(w \in \mathbb{N}\).

4 The proof of the main result

We first provide the proof of Theorem 1 by using the results which shall be shown later in Subsections 4.1, 4.2 and 4.3.

**Proof of Theorem 1.** Here we only consider the case \(\alpha \geq 3\), although the case \(\alpha = 2\) can be shown in a similar way. For any digital net \(P\) over \(\mathbb{F}_b\) with generating matrices of the size \(n \times m\), we have

\[
(e^\text{xor}(H_{\alpha,s}; P))^2 = \sum_{k,l \in P^\perp \setminus \{0\}} |\hat{\mathcal{K}}_{\alpha,s}(k,l)|^2 \leq \sum_{k \in P^\perp \setminus \{0\}} |\hat{\mathcal{K}}_{\alpha,s}(k,0)|^2 + \sum_{l \in P^\perp \setminus \{0\}} |\hat{\mathcal{K}}_{\alpha,s}(0,l)|^2 + \sum_{k \in P^\perp \setminus \{0\}} |\hat{\mathcal{K}}_{\alpha,s}(k,l)| \leq \sum_{k \in P^\perp \setminus \{0\}} |\hat{\mathcal{K}}_{\alpha,s}(k,0)| + \sum_{l \in P^\perp \setminus \{0\}} |\hat{\mathcal{K}}_{\alpha,s}(0,l)| + \sum_{k \in P^\perp \setminus \{0\}} |\hat{\mathcal{K}}_{\alpha,s}(k,l) |
\]
Let us consider the one-dimensional case first. In the following, we write
\[
\hat{b}_r(k) = \int_0^1 \frac{B_r(x)}{r!} \text{wal}_k(x) \, dx,
\]
and
\[
\hat{b}_{r,\text{per}}(k, l) = \int_0^1 \int_0^1 \frac{B_r(x-y)}{r!} \text{wal}_k(x) \text{wal}_l(y) \, dx \, dy,
\]
for \( r \in \mathbb{N}_0 \) and \( k, l \in \mathbb{N}_0 \), where \( \tilde{B}_r : \mathbb{R} \to \mathbb{R} \) is defined by extending \( B_r \) periodically to \( \mathbb{R} \). Note that we have \( B_r(x-y) = \tilde{B}_r(x-y) \) for even \( r \) and \( B_r(x-y) = (-1)^{x<y} \tilde{B}_r(x-y) \) for odd \( r \) for any \( x, y \in [0,1) \), where \( 1_{x<y} \) equals \( 1 \) if \( x < y \) and \( 0 \) otherwise. Then it is obvious that
\[
\hat{K}_{\alpha}(k, l) = \sum_{\tau=0}^{\alpha} \hat{b}_r(k) \hat{b}_r(l) + (-1)^{\alpha+1} \hat{b}_{2\alpha,\text{per}}(k, l).
\]

In the following proposition, we show that \( \hat{K}_{\alpha}(k, l) = 0 \) for many choices of \( k, l \in \mathbb{N}_0 \), which means that the Walsh coefficients \( \hat{K}_{\alpha} \) are actually sparse.

**Proposition 1.** For \( \alpha \in \mathbb{N}, \alpha \geq 2 \), let \( k, l \in \mathbb{N}_0 \) with \( \pi(k \oplus l) > 2\alpha \). Then we have \( \hat{K}_{\alpha}(k, l) = 0 \).
In order to prove Proposition \ref{13} it suffices to show that every term on the right-hand side of (2) is 0 whenever \( \kappa(k \odot l) > 2\alpha \), which shall be proven in Lemmas \ref{5} and \ref{6} below. Throughout this subsection, we denote the \( b \)-adic expansions of \( k, l \in \mathbb{N} \) by \( k = \kappa_1 b^{a_1-1} + \cdots + \kappa_v b^{a_v-1} \) and \( l = \lambda_1 b^{l_1-1} + \cdots + \lambda_w b^{l_w-1} \), respectively, where \( \kappa_1, \ldots, \kappa_v, \lambda_1, \ldots, \lambda_w \in \{1, \ldots, b-1\} \), \( a_1 > \cdots > a_v > 0 \) and \( d_1 > \cdots > d_w > 0 \). When \( k = 0 \) (\( l = 0 \), resp.), we assume that \( v = 0 \) and \( a_0 = 0 \) (\( w = 0 \) and \( d_0 = 0 \), resp.). Note that we have \( \kappa(k) = v \) and \( \kappa(l) = w \).

Lemma 5. For \( \alpha \in \mathbb{N} \), \( \alpha \geq 2 \), let \( k, l \in \mathbb{N}_0 \) with \( \kappa(k \odot l) > 2\alpha \). Then we have \( \hat{b}_{r}(\kappa)(\kappa) = 0 \) for any \( 0 < r \leq \alpha \).

Proof. Since \( \kappa(k \odot l) \leq \kappa(k) + \kappa(l) = v + w \), we must have either \( v > \alpha \) or \( w > \alpha \) whenever \( \kappa(k \odot l) > 2\alpha \). Then it follows from \cite{7} Section 4] that either \( \hat{b}_{r}(k) = 0 \) or \( \hat{b}_{r}(l) = 0 \) for all \( 0 \leq r \leq \alpha \), which completes the proof.

Lemma 6. For \( r \in \mathbb{N} \), \( r \geq 2 \), let \( k, l \in \mathbb{N}_0 \) with \( \kappa(k \odot l) > r \). Then we have \( \hat{b}_{r,\text{per}}(k, l) = 0 \).

Proof. We prove this lemma by induction on \( r \geq 2 \). For \( k, l \in \mathbb{N}_0 \), we shall write \( k' = k - \kappa_1 b^{a_1-1}, \ k'' = k' - \kappa_2 b^{a_2-1}, l' = l - \lambda_1 b^{l_1-1} \) and \( l'' = l' - \lambda_2 b^{l_2-1} \).

Let us consider the case \( r = 2 \) first. For \( k, l \in \mathbb{N}_0 \) with \( \kappa(k \odot l) > 2 \), it never follows that \( k = l, k' = l' \) with \( k \neq l, k = l', k' = l = l' \), or \( k = l' \), since we have \( \kappa(k \odot l) = 0, 2, 1, 1, 2 \), respectively. Then the result immediately follows from \cite{7} Lemma 10].

Now assume that the result holds true for \( r - 1 \). That is, we assume that \( \hat{b}_{r-1,\text{per}}(k, l) = 0 \) for \( k, l \in \mathbb{N}_0 \) with \( \kappa(k \odot l) > r - 1 \). (3)

If either \( k = 0 \) or \( l = 0 \) holds, the result \( \hat{b}_{r,\text{per}}(k, l) = 0 \) immediately follows from \cite{7} Lemma 11]. Thus we focus on the case \( k, l > 0 \) in the following. As in \cite{9} Equation 14.18, for any \( k, l \in \mathbb{N} \) and \( r > 2 \) we have the identity

\[
\hat{b}_{r,\text{per}}(k, l) = -\frac{1}{b^{\kappa_1}} \left( \frac{1}{1 - \omega_{b^{-\kappa_1}}} \hat{b}_{r-1,\text{per}}(k', l) + \left( \frac{1}{2} + \frac{1}{\omega_{b^{-\kappa_1}} - 1} \right) \hat{b}_{r-1,\text{per}}(k, l) \right).
\]

Thus, in order to prove \( \hat{b}_{r,\text{per}}(k, l) = 0 \) for \( k, l \in \mathbb{N} \) with \( \kappa(k \odot l) > r \), it suffices to prove that (i) \( \hat{b}_{r-1,\text{per}}(k', l) = 0 \), (ii) \( \hat{b}_{r-1,\text{per}}(k, l) = 0 \) and (iii) \( \hat{b}_{r-1,\text{per}}(\theta b^{c+a_1-1} + k, l) = 0 \) for any \( c \in \mathbb{N} \) and \( 1 \leq \theta \leq b - 1 \) whenever \( \kappa(k \odot l) > r \). Here, from the assumption \cite{9}, it is trivial that \( \hat{b}_{r-1,\text{per}}(k, l) = 0 \) also for \( k, l \in \mathbb{N} \) with \( \kappa(k \odot l) > r \). The remaining two items (i) and (iii) can be proven in the following way.

Since we have

\[
\kappa(k \odot l) = \kappa(k') \odot l \odot \kappa_1 b^{a_1-1} \leq \kappa(k') + \kappa_1 b^{a_1-1}
\]

it holds that \( \kappa(k') \odot l \geq \kappa(k \odot l) - 1 > r - 1 \). Thus, again from the assumption \cite{9}, it follows that \( \hat{b}_{r-1,\text{per}}(k', l) = 0 \), which completes the proof of the item (i).
Similarly, since we have
\[ \kappa(k \odot l) = \kappa(k \odot l \odot \theta b^{c+a_1-1} \odot \theta b^{c+a_1-1}) \]
\[ \leq \kappa(k \odot l \odot \theta b^{c+a_1-1}) + \kappa(\theta b^{c+a_1-1}) \]
\[ = \kappa((\theta b^{c+a_1-1} + k) \odot l) + 1, \]
for any \( c \in \mathbb{N} \) and \( 1 \leq \theta \leq b-1 \), it holds that \( \kappa((\theta b^{c+a_1-1} + k) \odot l) \geq \kappa(k \odot l) - 1 > r-1 \). Again from the assumption \( \mathcal{K} \), it follows that \( \hat{b}_{r-1,pe_1}(\theta b^{c+a_1-1} + k, l) = 0 \), which completes the proof of the item (iii).

Let us move on to the high-dimensional case. As a corollary of Proposition \( \mathcal{K} \) we have the following, which shows the sparsity of the Walsh coefficients \( \hat{\mathcal{K}}_{\alpha,s} \).

**Corollary 1.** For \( s, \alpha \in \mathbb{N} \), \( \alpha \geq 2 \), let \( k, l \in \mathbb{N}_0^s \) with \( \kappa(k \odot l) > 2\alpha s \). Then we have \( \hat{\mathcal{K}}_{\alpha,s}(k, l) = 0 \).

**Proof.** From the definitions of \( \mathcal{K}_{\alpha,s} \) and Walsh functions, we have
\[ \hat{\mathcal{K}}_{\alpha,s}(k, l) = \int_{[0,1]^2} \prod_{j=1}^s \mathcal{K}_{\alpha}(x_j, y_j) \overline{\text{wal}_{k_j}(x_j)} \overline{\text{wal}_{l_j}(y_j)} \, dx \, dy \]
\[ = \prod_{j=1}^s \int_{[0,1]^2} \mathcal{K}_{\alpha}(x_j, y_j) \overline{\text{wal}_{k_j}(x_j)} \overline{\text{wal}_{l_j}(y_j)} \, dx \, dy_j \]
\[ = \prod_{j=1}^s \hat{\mathcal{K}}_{\alpha}(k_j, l_j), \quad (4) \]
for any \( k, l \in \mathbb{N}_0^s \). From the definition of \( \kappa \), it follows that \( \kappa(k \odot l) = \sum_{j=1}^s \kappa(k_j \odot l_j) \). From the assumption \( \kappa(k \odot l) > 2\alpha s \) and the pigeonhole principle, it follows that there exists at least one index \( j \in \{1, \ldots, s\} \) such that \( \kappa(k_j \odot l_j) > 2\alpha \). For such a \( j \), it follows from Proposition \( \hat{\mathcal{K}} \) that \( \hat{\mathcal{K}}_{\alpha}(k_j, l_j) = 0 \), which completes the proof. \( \square \)

### 4.2 An upper bound on the main part
We recall that we have assumed that \( P \) is a digital net constructed as in Subsection \( \mathcal{K} \) with \( \beta \geq 2\alpha \) and \( g \geq 2\alpha s \), and that
\[ \kappa(P) = \min_{k, l \in P^s, k \neq l} \kappa(k \odot l). \]
Since our explicit construction of \( P \) gives \( \kappa(P) \geq g + 1 \geq 2\alpha s + 1 \) (see Lemma \( \mathcal{K} \) and Remark \( \mathcal{K} \)), it follows that \( \kappa(k \odot l) > 2\alpha s \) for any \( k, l \in P^s \) with \( k \neq l \).

Using this fact and Corollary \( \mathcal{K} \), we have
\[ \sum_{k, l \in P^s \setminus \{0\}} \left| \hat{\mathcal{K}}_{\alpha,s}(k, l) \right| = \sum_{k \in P^s \setminus \{0\}} \left| \hat{\mathcal{K}}_{\alpha,s}(k, k) \right| + \sum_{k, l \in P^s \setminus \{0\}} \left| \hat{\mathcal{K}}_{\alpha,s}(k, l) \right| \]
\[ = \sum_{k \in P^s \setminus \{0\}} \left| \hat{\mathcal{K}}_{\alpha,s}(k, k) \right|. \]
From Equation (4) and [2, Proposition 20], each summand in the last expression can be bounded by

\[ \left| \hat{K}_{\alpha,s}(k,k) \right| = \prod_{j=1}^{s} \left| \hat{K}_{\alpha}(k_j,k_j) \right| \leq \prod_{j: k_j \neq 0} D_{\alpha,b} b^{-2\mu_{\alpha}(k_j)} \leq \max\{1, D_{\alpha,b}^s\} b^{-2\mu_{\alpha}(k)}, \]

where \( D_{\alpha,b} \) is positive and depends only on \( \alpha \) and \( b \). Thus we have

\[ \sum_{k,l \in P^\perp \setminus \{0\}} \left| \hat{K}_{\alpha,s}(k,l) \right| \leq \max\{1, D_{\alpha,b}^s\} \sum_{k \in P^\perp \setminus \{0\}} b^{-2\mu_{\alpha}(k)} . \]

In what follows, we shall show an upper bound on the last sum by following an argument similar to that used in [14].

By Lemma 4, the digital net \( P \) constructed as in Subsection 3.3 is an order \( \beta \) digital \( (t, gw, s) \)-net over \( \mathbb{F}_b \) with

\[ t = \beta \min \left\{ gw, \left\lfloor \frac{s(\beta - 1)}{2} \right\rfloor \right\} = \beta \left\lfloor \frac{s(\beta - 1)}{2} \right\rfloor , \]

for any \( w \in \mathbb{N} \). It is clear that the \( t \)-value of \( P \) is independent of \( w \). It is also known from Lemma 3 that \( P \) is an order 1 digital \( (t', gw, s) \)-net over \( \mathbb{F}_b \) with

\[ t' = \left\lceil \frac{s(\beta - 1)}{2} \right\rceil , \]

which is again independent of \( w \). Therefore, \( P \) satisfies

\[ \mu_\beta(P) \geq \beta gw - t + 1 \quad \text{and} \quad \mu_1(P) \geq gw - t' + 1 . \]

Moreover, in [14, Lemma 3], the authors of this paper introduced an interpolation property of the Dick metric functions, that is, for any \( 1 < \alpha \leq \beta \) and \( k \in \mathbb{N}_0^s \), we have

\[ \mu_\alpha(k) \geq A_{\alpha,\beta} \mu_\beta(k) + B_{\alpha,\beta} \mu_1(k) , \]

with

\[ A_{\alpha,\beta} = \frac{\alpha - 1}{\beta - 1} \quad \text{and} \quad B_{\alpha,\beta} = \frac{\beta - \alpha}{\beta - 1} . \]

Here we note that \( B_{\alpha,\beta} \geq 1/2 \) since we impose the condition \( \beta \geq 2\alpha \).

Using these facts, we have

\[ \sum_{k \in P^\perp \setminus \{0\}} b^{-2\mu_{\alpha}(k)} \leq \sum_{k \in P^\perp \setminus \{0\}} b^{-2A_{\alpha,\beta} \mu_\beta(k) - 2B_{\alpha,\beta} \mu_1(k)} \leq b^{-2A_{\alpha,\beta} \mu_\beta(P)} \sum_{k \in P^\perp \setminus \{0\}} b^{-2B_{\alpha,\beta} \mu_1(k)} = b^{-2A_{\alpha,\beta} \mu_\beta(P)} \sum_{z=\mu_1(P)}^{\infty} b^{-2B_{\alpha,\beta} z} \sum_{k \in P^\perp \setminus \{0\}} 1 . \]
where we denote $|l|_1 := l_1 + \cdots + l_s$. Since $P^\perp$ is a subgroup of $\{0, 1, \ldots, b^{gw} - 1\}$ with the group operation $\oplus$, it follows from [24] Lemma 2.2] that the innermost sum in the last expression can be bounded above by

$$\sum_{\mu \in P^\perp \setminus \{0\}} 1 \leq b^{l_1 + 1} = b^{-l_1} + 1,$$  \hspace{1cm} (5)$$

where the right-hand side is independent of the choice of $l \in N_0^s$. Further the number of possible choices of $l \in N_0^s$ with $|l|_1 = z$ is given by the usual binomial coefficient $\binom{z-1}{s-1}$. Thus by using these results and the inequality

$$\sum_{t=t_0}^{\infty} q^{-t} \binom{t + k - 1}{k - 1} \leq q^{-t_0} \binom{t_0 + k - 1}{k - 1} \left(1 - \frac{1}{q}\right)^{-k},$$

which holds for any real number $q > 1$ and any $k, t_0 \in \mathbb{N}$ (see for instance [9, Lemma 13.24]) we have

$$\sum_{z=\mu_1(P)}^{\infty} b^{-2A_{\alpha, \beta} z} \sum_{\Gamma \in N_0^s \setminus \{0\}} \sum_{\mu(k_j) = \mu_1(P) \cap \mu_1(P)} 1 \leq \sum_{z=\mu_1(P)}^{\infty} b^{-2A_{\alpha, \beta} z} \binom{z + s - 1}{s - 1} b^{-l_1(P) + 1}$$

$$= b^{-l_1(P) + 1} \sum_{z=\mu_1(P)}^{\infty} b^{-2A_{\alpha, \beta} z} \binom{z + s - 1}{s - 1}$$

$$\leq b^{-2A_{\alpha, \beta} \mu_1(P) + 1} \binom{\mu_1(P) + s - 1}{s - 1} \left(1 - b^{-2A_{\alpha, \beta} z - 1}\right)^{-s}$$

$$\leq G_{\alpha, \beta, b, s} \frac{\binom{\mu_1(P) + 1}{s - 1}}{b^{2A_{\alpha, \beta} \mu_1(P)}},$$

with $G_{\alpha, \beta, b, s} = b \left(1 - b^{-2A_{\alpha, \beta} z - 1}\right)^{-s} > 0$, where the last inequality stems from the inequality

$$\binom{\mu_1(P) + s - 1}{s - 1} = \prod_{j=1}^{s-1} \frac{\mu_1(P) + s - j}{s - j} \leq \binom{\mu_1(P) + 1}{s - 1}.$$

Substituting the above bound into (4) and using the fact that $\mu_1(P)$ cannot be greater than $gw + 1$, we have

$$\sum_{k \in P^\perp \setminus \{0\}} b^{-2A_{\alpha, \beta} z} \leq G_{\alpha, \beta, b, s} \frac{\binom{\mu_1(P) + 1}{s - 1}}{b^{2A_{\alpha, \beta} \mu_1(P) + 2A_{\alpha, \beta} \mu_1(P)}}$$

$$\leq G_{\alpha, \beta, b, s} b^{2A_{\alpha, \beta} z} \binom{gw + 2}{s - 1}$$

$$\leq G'_{\alpha, \beta, b, s} \frac{(gw + 2)^{s-1}}{b^{2A_{\alpha, \beta} gw + 2A_{\alpha, \beta} gw}}$$

$$\leq C'_{\alpha, \beta, b, s} \frac{(gw + 2)^{s-1}}{b^{2A_{\alpha, \beta} gw}} \leq C''_{\alpha, \beta, b, s} \frac{\log N)^{s-1}}{N^{2\alpha}},$$

where $G'_{\alpha, \beta, b, s}, C''_{\alpha, \beta, b, s} > 0$ and we write $N = b^{pw}$. In summary, we have got an upper bound on the main part as follows.
Proposition 2. Let $s, \alpha \in \mathbb{N}$, $\alpha \geq 2$. Let $\beta, g \in \mathbb{N}$ with $\beta \geq 2\alpha$, $g \geq 2\alpha s$ and $g \geq \lceil s(\beta - 1)/2 \rceil$, and let $b \geq bs$ be a prime. Then for $w \in \mathbb{N}$, a digital net $P$ of cardinality $N = b^{gew}$ constructed as in Subsection 3.3 satisfies

$$\sum_{k, t \in P^w \setminus \{0\}} \left| \mathcal{K}_{\alpha,s}(k, t) \right| \leq A_{\alpha, \beta, b, s}^{(1)} \frac{(\log N)^{s-1}}{N^{2\alpha}},$$

where $A_{\alpha, \beta, b, s}^{(1)} > 0$.

4.3 An upper bound on the discretization part

Throughout this subsection, let $n = \beta gw$ for ease of notation. Following an argument similar to that used in the main part, we have

$$\sum_{k \in N_0^w \setminus \{0, 1, \ldots, b^n - 1\}} \prod_{(k, t) \in P^w \setminus \{0\}} D_{\alpha, b}^{-\mu_n(k)} - \mu_n(t) \leq \max \{1, D_{\alpha,b}^n \} \sum_{k \in N_0^w \setminus \{0, 1, \ldots, b^n - 1\}} b^{-\mu_n(k)} \sum_{t \in P^w \setminus \{0\}} b^{-\mu_n(t)},$$

where we use Equation (4) and [2, Proposition 20] in the first equality and the inequality, respectively.

Since $P$ is an order $\beta$ digital $(t, gw, s)$-net over $\mathbb{F}_b$ with $t = \beta \lceil s(\beta - 1)/2 \rceil$ as stated in the last subsection, it follows from Lemma 3 that $P$ is also an order $\alpha$ digital $(t', gw, s)$-net with

$$t' = \lceil t\alpha/\beta \rceil = \alpha \left\lfloor \frac{s(\beta - 1)}{2} \right\rfloor$$

and the precision $n = \beta gw$. Applying the result of [2] Lemma 15.20 with $t', \alpha/\beta$ (the notations used in this paper) substituted into $t, \beta$ therein, respectively, we have

$$\sum_{t \in P^w \setminus \{0\}} b^{-\mu_n(t)} = \sum_{\emptyset \neq u \subseteq \{1, \ldots, s\}} \sum_{(t_u, 0) \in P^w} b^{-\mu_n(t_u)} \leq \sum_{\emptyset \neq u \subseteq \{1, \ldots, s\}} H_{\alpha, b, |u|} \frac{(n\alpha/\beta - t' + 2)|u|\alpha}{b^{n\alpha/\beta - t'}} \leq H'_{\alpha, b, s} \frac{n^{s\alpha}}{b^{n\alpha/\beta}}$$

where $H_{\alpha, b, |u|} > 0$ for all $\emptyset \neq u \subseteq \{1 : s\}$ and $H'_{\alpha, b, s} > 0$.

In what follows, let

$$S_1 := \sum_{k=0}^{\infty} b^{-\mu_n(k)} \quad \text{and} \quad S_{2,n} := \sum_{k=0}^{b^n-1} b^{-\mu_n(k)}.$$
Here we note that \( S_1 \) is finite when \( \alpha \geq 2 \), see for instance [9, Lemma 15.33]. Then we have

\[
\sum_{k \in \mathbb{N}_0 \setminus \{0, \ldots, b^n - 1\}} b^{-\mu_0(k)} = \sum_{k \in \mathbb{N}_0} b^{-\mu_0(k)} = \left( \sum_{k=0}^{\infty} b^{-\mu_0(k)} \right)^s \quad \left( \sum_{k=0}^{b^n-1} b^{-\mu_0(k)} \right)^s
\]

\[
= S_1^s - S_{2,n}^s
\]

\[
= (S_1 - S_{2,n}) \sum_{a=0}^{s-1} S_1 S_{2,n}^{s-1-a}
\]

\[
\leq (S_1 - S_{2,n}) \sum_{a=0}^{s-1} S_1^{s-1} = (S_1 - S_{2,n}) sS_1^{s-1}.
\]

Therefore right now we have the following bound on the discretization part:

\[
\sum_{k \in \mathbb{N}_0 \setminus \{0, \ldots, b^n - 1\}} |\tilde{K}_{\alpha,s}(k,l)| \leq \frac{S_1 - S_{2,n}}{b^{\alpha_0/\beta}} H''_{\alpha,\beta,b,s} H^{s,a},
\]

where we set \( H''_{\alpha,\beta,b,s} = sS_1^{s-1} H''_{\alpha,\beta,b,s} \).

In the following, we give a bound on \( S_1 - S_{2,n} \). For an integer \( k \geq b^n \), we denote its \( b \)-adic expansion by \( k = \kappa_1 b^{a_1-1} + \cdots + \kappa_v b^{a_v-1} \) with \( \kappa_1, \ldots, \kappa_v \in \{1, \ldots, b-1\}, a_1 > \cdots > a_v > 0 \) and \( a_1 > n \). We have

\[
S_1 - S_{2,n} = \sum_{k=b^n}^{\infty} b^{-\mu_0(k)}
\]

\[
= \sum_{v=1}^{\infty} \sum_{\kappa_1, \ldots, \kappa_v \in \{1, \ldots, b-1\}, a_1 > \cdots > a_v > 0} \sum_{a_1 > n} b^{-\mu_0(\kappa_1 b^{a_1-1} + \cdots + \kappa_v b^{a_v-1})}
\]

\[
= \sum_{v=1}^{\infty} (b-1)^v \sum_{a_1 > \cdots > a_v > 0} b^{-\mu_0(b^{a_1-1} + \cdots + b^{a_v-1})}
\]

\[
= \sum_{v=1}^{\infty} (b-1)^v T_{v,n} + \sum_{v=\alpha}^{\infty} (b-1)^v U_{v,\alpha,n},
\]

where we write

\[
T_{v,n} := \sum_{a_1 > \cdots > a_v > 0} b^{-(a_1 + \cdots + a_v)} \quad \text{and} \quad U_{v,\alpha,n} := \sum_{a_1 > \cdots > a_v > 0} b^{-(a_1 + \cdots + a_v)}.
\]

For any \( 1 \leq v < \alpha \) we have

\[
T_{v,n} = \sum_{a_v=1}^{\infty} \sum_{a_{v-1}=a_v+1}^{\infty} \cdots \sum_{a_2=a_3+1}^{\infty} \sum_{a_1=a_2+1}^{\infty} b^{-(a_1 + \cdots + a_v)}
\]

\[
\leq \sum_{a_v=1}^{\infty} b^{-a_v} \sum_{a_{v-1}=a_v+1}^{\infty} \cdots \sum_{a_2=a_3+1}^{\infty} b^{-a_2} \sum_{a_1=a_2+1}^{\infty} b^{-a_1}
\]
where the empty product equals 1. Similarly, for any \( v \geq \alpha \) we have

\[
U_{v,\alpha,n} = \sum_{a_{v+1} \geq a_{v} \geq \ldots \geq a_{2} \geq a_{1} = n+1} b^{-a_{1} - \ldots - a_{v}}
\]

\[
\leq \sum_{a_{v+1} \geq a_{v} \geq \ldots \geq a_{2} \geq a_{1} = n+1} b^{-a_{1} - \ldots - a_{v}}
\]

\[
= \frac{1}{b^\alpha(b-1)} \left( \prod_{i=1}^{\alpha-1} \frac{1}{b^{\nu_i} - 1} \right) \sum_{a_{v+1} \geq a_{v} \geq \ldots \geq a_{2} \geq a_{1} = n+1} b^{-(a_1 + \ldots + a_v)}
\]

\[
= \frac{1}{b^\alpha(b-1)} \left( \prod_{i=1}^{\alpha-1} \frac{1}{b^{\nu_i} - 1} \right) v^{-\alpha}.
\]

Therefore, \( S_1 - S_{2,n} \) can be bounded above by

\[
S_1 - S_{2,n} \leq \sum_{v=1}^{\alpha-1} \frac{1}{b^\nu} \prod_{i=1}^{\nu-1} \frac{b-1}{b^i - 1} + \sum_{v=1}^{\infty} \frac{1}{b^\nu} \left( \prod_{i=1}^{\nu-1} \frac{b-1}{b^i - 1} \right) \left( \frac{b-1}{b^{\alpha-1} - 1} \right)^{v-\alpha}
\]

\[
= \frac{1}{b^\nu} \left[ \prod_{v=1}^{\nu-1} \frac{b-1}{b^i - 1} + \prod_{v=1}^{\nu-1} \frac{b^\alpha-1 - 1}{b^\nu - 1} \right] =: b_{\alpha,b} \nu^\nu,
\]

when \( \alpha \geq 3 \). Note that the second term of (7) does not converge when \( \alpha = 2 \), and thus, we need a further argument to obtain a bound on \( S_1 - S_{2,n} \) as below.

Let \( \alpha = 2 \). For any \( v > n \) it obviously holds that \( a_1 > n \), so that we have

\[
U_{v,2,n} = \sum_{a_{v+1} \geq a_{v} \geq \ldots \geq a_{2} \geq a_{1} = n+1} b^{-a_{1} - \ldots - a_{v}}
\]

\[
= \frac{1}{b-1} \left( \frac{1}{b^2 - 1} \right)^{v-1}
\]

Applying this bound on \( U_{v,2,n} \), \( S_1 - S_{2,n} \) can be bounded above by

\[
S_1 - S_{2,n} = (b-1)T_{1,n} + \sum_{v=2}^{n} (b-1)^v U_{v,2,n} + \sum_{v=n+1}^{\infty} (b-1)^v U_{v,2,n}
\]

\[
\leq \frac{1}{b^\nu} + \sum_{v=2}^{n} \frac{1}{b^\nu} + \sum_{v=n+1}^{\infty} \left( \frac{1}{b+1} \right)^{v-1}
\]
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\[
\begin{align*}
  n \leq b^n + \frac{1}{b} \left( \frac{1}{b+1} \right)^{n-1} \leq \frac{n+1}{b^n} \leq \frac{2n}{b^n}.
\end{align*}
\]

Applying the above bounds on \( S_1 - S_{2,n} \) to the right-hand side of (6), it follows that
\[
\sum_{k \in N_0 \setminus \{0, 1, \ldots, b^n - 1\}} \left| \hat{K}_{\alpha,s}(k, l) \right| \leq \frac{1}{b^{n(\alpha/\beta+1)}} B_{\alpha,\beta,b,s} n^{s_{\alpha}}.
\]
for \( \alpha \geq 3 \), and
\[
\sum_{k \in N_0 \setminus \{0, 1, \ldots, b^n - 1\}} \left| \hat{K}_{\alpha,s}(k, l) \right| \leq \frac{1}{b^{n(\alpha/\beta+1)}} 2H_{\alpha,\beta,b,s} n^{s_{\alpha}+1}.
\]
for \( \alpha = 2 \). Let us recall that we used the notation \( n = \beta gw \) and that \( P \) consists of \( N = b^m \) points and \( \beta \geq 2\alpha \). In summary, we have got an upper bound on the discretization part as follows.

**Proposition 3.** Let \( s, \alpha \in \mathbb{N} \), \( \alpha \geq 2 \). Let \( \beta, g \in \mathbb{N} \) with \( \beta \geq 2\alpha \), \( g \geq 2s \alpha \) and \( g \geq \lfloor n(\beta-1)/2 \rfloor \), and let \( b \geq \beta gs \) be a prime. Then for \( w \in \mathbb{N} \), the discretization part is bounded above by
\[
\sum_{k \in N_0 \setminus \{0, 1, \ldots, b^{\beta gw} - 1\}} \left| \hat{K}_{\alpha,s}(k, l) \right| \leq A_{\alpha,\beta,b,s}^{(2)} \frac{(\log N)^{s_{\alpha}}}{N^{3\alpha}},
\]
when \( \alpha \geq 3 \), where \( A_{\alpha,\beta,b,s}^{(2)} > 0 \). Similarly we have
\[
\sum_{k \in N_0 \setminus \{0, 1, \ldots, b^{\beta gw} - 1\}} \left| \hat{K}_{\alpha,s}(k, l) \right| \leq A_{\beta,b,s}^{(3)} \frac{(\log N)^{s_{\alpha}+1}}{N^{3\alpha}},
\]
when \( \alpha = 2 \), where \( A_{\beta,b,s}^{(3)} > 0 \).
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