Abstract: Due to Industry 4.0 technologies, small- and medium-sized enterprises have a great opportunity to increase their competitiveness. However, the question remains as to whether they are truly able to implement such modern technologies faster and carry out digital transformation. The main aim of the paper is to classify small- and medium-sized enterprises into various groups, according to the level of implementation of Industry 4.0, using the Index of Industry 4.0. Based on the results of the cluster analysis, the small and medium enterprises are categorized into four different groups, according to the level of implementation of Industry 4.0. There are top Industry 4.0 technological enterprises, I4 start enterprises, noobs enterprises, and I4 advances enterprises. So far, the largest group consists of the small- and medium-sized enterprises that are just starting out with the introduction of Industry 4.0 technologies, such as IT infrastructure, digitalization (data, cloud, data analysis, and information systems), and sensors. On the other hand, the top I4 technological enterprises group is the least numerous. The analysis carried out comparing the small- and medium-sized enterprises with the large enterprises shows that the SMEs still have a lower level of Industry 4.0 implementation. This confirms the assumption that the large enterprises have greater opportunities to use new technologies and transform them into smart factories. However, this situation may change in the future if new technologies become more accessible, and SMEs are worth investing in Industry 4.0 in terms of the return on investment.
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1. Introduction

Industry 4.0 (I4) is understood to be a revolutionary method of production. It brings a new perspective on the synergy of production with modern technologies, the maximum possible output, and the minimum resources used (German Standardization Roadmap Industrie 4.0—Version 3, b.r.). The new industrial revolution is changing the rules of competition, as the business models are completely changing as a result of the digitization of factories and the adoption of the Internet of Things concept [1]. The modern Industry 4.0 concept was originally designed as a national initiative for the development of the German economy in 2011.

Initially, Industry 4.0 technology was only available to large enterprises, due to high capital requirements [2]. However, in many countries, the small- and medium-sized enterprises (SMEs) represent more than 90% of all the enterprises [3]. Even such enterprises are beginning to introduce modern technologies into production gradually [4]. For this reason, it is necessary to map their situation and the degree of implementation of Industry 4.0 so that the enterprises are able to compare each other and get a closer overview of their position on the market. In relation, it is also necessary
to better evaluate future steps in implementing Industry 4.0, so that they do not face unnecessary implementation difficulties, such as, by Ingaldi [5] and Turkes [6], the narrow product portfolio of SMEs, which does not guarantee full use of the efficiency of automated and autonomous production systems, the cost of obtaining money, the turbulence of the environment from the micro and macro aspect, lack of knowledge about Industry 4.0, more focus on operation at the costs of developing the company, lack of understanding of the strategic importance of industry 4.0, too few human resources, need for continued education of employees, and lack of standards.

The paper is structured as follows: Section 1 is the introduction; Section 2 offers the theoretical background with a current review of the literature; Section 3 covers the materials and methods, describing the main objectives, methods (cluster analysis), and hypotheses; Section 4 contains the results of the analysis and includes SMEs categorization, comparison with large enterprises, and validation of results; Section 5 offers a discussion focused on the main contributions and limitations of the research; and Section 6 is the conclusion, which contains the main results and further research challenges.

2. Theoretical Background

Industry 4.0, or the fourth industrial revolution, means the use of digital technology in the manufacturing process to produce higher-quality goods at reduced costs. This process has different names throughout the world, e.g., Industry 4.0 in Germany, New Industrial France in France, the National Network for Manufacturing Innovation in the USA, Society 5.0 in Japan, and Made in China 2025 in China, etc.

In general, Industry 4.0 is consists of several elements for small- and medium-sized enterprises: autonomous robots, horizontal and vertical integration, the aforementioned Internet of Things (IoT), cloud computing, high-volume data, and additive manufacturing [7]. Taking into account the general paradigm shift from mass production to mass customization, there is also a need for configurable automatic technologies such as the robots [8]. Although the role of humans in the vision of a new industrial revolution is still considered irreplaceable, with the advances in data visualization, new technical interactions seem to make robots suitable for integration into the industrial environment [9].

This article understands Industry 4.0 as a revolutionary industrial concept of the production process in manufacturing, focused on new technologies that interconnect machines and equipment with digital data into automatic, intelligent systems. This definition is based on a number of authors [10–17], mainly Schumacher [18,19], who analyzed more than 70 works focused on Industry 4.0; Rainer [20], who examined Industry 4.0 on more than 1000 questionnaires; and Kaltenbach [21], who researched Industry 4.0 on 30 German enterprises.

Advanced manufacturing systems, together with Information and Communication Technologies (ICT) analysis tools in small- and medium-sized enterprises, transform production into a modern form of ICT known as the Internet of Things [22]. ICT is a prerequisite for efficient supply chain management, and it plays a vital role in the ability to integrate suppliers and customers to improve supply chain performance [23].

Internet of Things is a new era of computing that is completely outside the traditional desktops. In the new industrial revolution, RFID (Radio Frequency Identification) technologies should meet the requirements of identifiable objects that are located in a computer network in one form or another and in which ICT is invisibly built into the environment around us [24]. Madakam, Ramaswamy, and Tripathi [25] define Internet of Things as an open and comprehensive network of intelligent objects capable of organizing and sharing information, data, and resources and responding to sudden changes in the environment.

One of the other indispensable elements of Industry 4.0 is the largescale data, Big Data, which is gradually coming from the Smart cities, through large enterprises to SMEs, as mentioned by Dwevedi [26]. Big data refers to large data files with a more diverse and complex structure and related processes of visualization, analysis, and storage [27]. Babiceanu and Seker [28] noticed that data analysis alone is the most important aspect of Big Data, without which sub-aspects such as storage or
collection would not be of great value, and appropriate data analysis can reveal new information and facilitate timely response to emerging opportunities and threats [29].

The basic building block is Cloud Computing, which is more and more often used by SMEs [30]. Assuming an enterprise has the resources to deal with information on the network, Cloud Computing is an alternative for the enterprises that do not intend to invest in their own Information and Communication Technologies resources [31]. The combination of Big Data and Cloud Computing enables process participants to collaborate from different locations, in real time, to improve productivity and security, and ensure project feasibility [32]. Another element of the Industry 4.0 concept, which is increasingly being introduced by SMEs, is additive manufacturing [33], a technology that is rapidly evolving and integrated into production processes and into our daily lives [34]. Additive manufacturing is defined as a group of processes that create objects arising from the deposition of material on layers [35]). Urhal, Weightman, Diver, and Bartolo [36] also noticed that additive production disrupts the traditional supply chain, as the products are produced closer to the intended place of use at the time of the need.

The modern production concept is complemented by other elements of the holistic system, such as modern enterprise resource planning (ERP) cores, simulation, cyber security, augmented/virtual reality, and 3D printing [37,38]. Together, these elements are embedded systems with decentralized control and advanced connectivity that collect and exchange real-time information to identify, track, monitor, and optimize the production process [39]. The importance of connectivity and the continuous flow of information created the new machine-to-machine (M2M) interactions wherein products, machines, and factories are connected and they communicate through the industrial Internet.

Another type of interaction is human-to-machine (H2M), which is necessary, as complex and unstructured assignments to robots and production lines are too complex to be fully automated, while these systems are still predominantly tested [40], and SMEs are afraid of it. With increasing digitization and the availability of industry-based data, many new jobs are emerging [41]. Compared to the SMEs, the large enterprises are able to quickly identify new opportunities [42] brought by new technologies, for example, in the areas of ecology [43], monitoring [44], and project management [45]. These and other factors are a critical success factor for SMEs in the current extremely strong and competitive environment [32]. It is assumed that Industry 4.0 will result in a comprehensive communications network that will bring together factories, suppliers, logistics, resources, customers, etc. Each participant in the process will be able to optimize the configuration in real time, depending on the current requirements and status of other participants [46].

SMEs are not yet convinced of the benefits of the Industry 4.0 concepts. The high investment costs of technology and the question of its return rate are factors that hinder the persuasion of enterprises [47]. The most important technologies for SMEs in Romania are, according to Reference [6], robots, vertical and horizontal system integration, Big Data, the Internet of Things, and Cyber-Security. They investigated that the main barriers of implementation are lack of knowledge about Industry 4.0, operation and cost focus, other strategic priorities, lack of skilled employees, etc. The SMEs have a competitive disadvantage compared to large enterprises in up-to-date information technology and systems, lack of advance manufacturing technologies, lack of strategic management, and lack of standards [48]. A method for deciding on the best factors affecting the implementation of Industry 4.0 in Peruvian SMEs [49] was introduced. Their conclusion is that lack of capital and investment is the most important factor, followed by technology, management vision, and workers’ skills. The commitment of management in Pakistan in SMEs plays an important role in accessing and exploiting innovative capabilities [50]. The implementation process, research, development, and innovation management systems in industrial SME are analyzed in a case study [51].

The level of Industry 4.0 implementation and readiness in SMEs can be evaluated by various assessment tools. Hamidi, Aziz, Shuhidan, and Mokhsin [52] created the IMPULS maturity assessment model for SMEs in Malaysia. Twenty Italian SMEs examined Pirola, Chimini, and Pinto [53] to find out digital readiness of SMEs, with respect to Industry 4.0. Ganzarain and Errasti [54] presented an Industry 4.0 maturity model for SMEs which starts with vision, followed by roadmap and appropriate projects
to achieve transformation of an enterprise business model. Kolla, Minufekr, and Plapper [55] linked lean with Industry 4.0 in an assessment model for SMEs. The strategy, manufacturing and operations, technology, digitalization, and people capability are dimensions of the Industry 4.0 maturity model by Reference [56]. However, most of these models do not categorize enterprises. Another maturity model for SMEs was developed by Reference [57], who used a three-dimensional axis composed of organizational dimensions, toolboxes, and maturity levels based on critical review.

The reviewed literature of various approaches, technologies, barriers, and assessment models (tools) illustrates that implementation of Industry 4.0 technologies in SMEs is a contemporary challenge. For evaluating the levels of implementation of Industry 4.0, it is appropriate to use some tools, e.g., the Vrchota–Pech Industry 4.0 index (VPi4 index) [58]. However, there are still possibilities to improve. For the comparison of SMEs, it is preferable to create special groups of mutually comparable enterprises (categorize SMEs). In our paper, we also analyze the level of implementation of Industry 4.0 in SMEs and, based on these results, create their categorization.

3. Materials and Methods

The main aim of the paper was the classification of small- and medium-sized enterprises into various groups, according to the level of implementation of Industry 4.0. The first partial objective of the paper was to analyze the readiness of the small and medium enterprises for the implementation of Industry 4.0. The second objective (a sub-objective) was to compare the level of Industry 4.0 of small- and medium-sized enterprises to that of large enterprises, through the VPi4 index.

3.1. Data

The research sample was compiled on the basis data from the Czech Statistical Office, which states that, in the Czech Republic, there were 175,894 enterprises in the manufacturing industry in 2005 [59]. In February 2018 to May 2019, approximately 2500 randomly selected enterprises were asked through the managers to ensure that the 95% confidence requirement was met at 5% error margin and 15% questionnaire return. For equal representation of these 2500 enterprises, we used stratified random sampling based on the size (about 50% micro and small enterprises; 50% medium-sized enterprises) and technological intensity (about 50% of high-tech and low-tech enterprises) of enterprises. The composition of the sample corresponds to this distribution (Table 1).
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| Group                | Category of Group                                      | Number (%) |
|----------------------|--------------------------------------------------------|------------|
| Size                 | Micro Enterprises (0–9 Employees)                     | 16.13      |
|                      | Small Enterprise (10–49 Employees)                    | 40.32      |
|                      | Medium Enterprise (50–249 Employees)                  | 43.55      |
| Technological Intensity | High-Tech and Medium High-Tech Intensity (HTI)     | 48.92      |
|                      | of which High-Tech Sector (HTS)                       | 5.91       |
|                      | and Medium High-Tech Sector (MHTS)                   | 43.01      |
|                      | Low-Tech and Medium Low-Tech Intensity (LTI)           | 51.08      |
|                      | of which Low-Tech Sector (LTS)                        | 39.25      |
|                      | and Medium Low-Tech Sector (MLTS)                     | 11.83      |

The actual rate of return of the questionnaires was 12.5%, and 314 questionnaires were completed (18 questionnaires were further excluded due to the existence of one year on the market and completeness of the survey). A total of 90 questionnaires were filled in by the large enterprises, not included in the cluster analysis for the purpose of the paper; however, they were used in comparison with the small- and medium-sized enterprises.

The sample of small- and medium-sized enterprises therefore comprises a total of 186 enterprises. The questionnaire focused on the main characteristics of Industry 4.0, and its questions were defined
in cooperation with the managers in the framework of quality research. The main areas of the questionnaire were 13 variables characterizing the various technologies of Industry 4.0 used by enterprises. Table 1, below, summarizes the characteristics of SMEs in terms of technological demands. Classification of the enterprises by size was based on the number of employees of the enterprise, as defined by the methodology of the European Commission [60].

3.2. Industry 4.0 Index Methodology

An Industry 4.0 index (VPi4) was used to determine the level of implementation of Industry 4.0 in the small- and medium-sized enterprises. The VPi4 index was developed based on a survey which asked managers of enterprises if they use different Industry 4.0 technologies and processes. The index is based on exploratory factor analysis which identified 3 factors consisting of 13 variables (technologies) described in Reference [58]. These factors and variables were chosen for classification of small- and medium-sized enterprises into various groups, according to the level of implementation of Industry 4.0.

The answers from the questionnaire survey of a sample of small- and medium-sized enterprises were transformed into VPi4 variables, using factor score (as weights), and the levels of the VPi4 index were further calculated. The connection of the VPi4 and questionnaire is described in a previous study [58], which also explains the procedures for creating VPi4. The index consists of three follow-up levels (the factor scores of variables are reported in brackets):

1. The First Level of VPi4 (Digitization and Human Resources Infrastructure)—skilled people (0.61), collecting data (0.82), data storage in cloud (0.63), and data analysis (0.86).
2. The Second Level of VPi4 (Automation and information system/information technology (IS/IT) Infrastructure)—information technology (IT) infrastructure (0.53), MES and ERP (0.75), linked data M2M (0.58), robots in production (0.54), mobile terminals (0.54), and sensors (0.58).
3. The Third Level of VPi4 (Learning and AI Infrastructure)—learning software (0.44), sharing data with suppliers (0.67), virtual reality (VR), and simulations (0.68).

As the factor analysis provides the factors that do not correlate with each other, three levels of VPi4 were appropriate for the cluster analysis. Principal Component Analysis (PCA) was performed to check the level independence, which is also part of the results of the paper. In general, its aim is to reduce high-dimensional data to a few so-called “principal” dimensions, to reveal structure in the data, and so to facilitate their interpretation (for more, see Reference [61]). Consequently, VPi4 levels are to be used for the division and categorization of the SMEs through cluster analysis. Specifically, factor scores of the enterprises, standardized by z-score, are used. The standardization process consists of transforming the variables such that they have mean zero and standard deviation one.

3.3. K-Means Clustering

Cluster analysis employs a measure of similarity or dissimilarity for assigning points in space to a cluster [62]. K-means clustering is the most popular unsupervised clustering technique for partitioning a given dataset into a set of k-groups (clusters). It is an iterative optimization method based on the initial division of objects into k-clusters. The distribution is based on the determination of the k-centroids that form the center of the clusters. The distance of each object to the centroids is then examined based on the Euclidean distance. The object is then assigned to the nearest centroid. A new centroid is then calculated for each cluster as an m-dimensional vector of the average values of each variable. The cycle is then repeated by calculating distances and assigning objects to these clusters. The process is performed as long as the objects are moved between the clusters [63].

The purpose of cluster analysis was to discover a system for categorizing and grouping the enterprises based on correlation obtained by evaluating factor variables. The enterprises with high positive correlation were grouped and separated by negative correlators. Cluster analysis calculations
were performed by software R, using the following packages: ggplot2 [64], factoextra [65] and cluster [66], rg[67], scatterplot3d [68], gridExtra [69], and dplyr [70].

K-means algorithm can be summarized as follows [71]:

1. Specify the number of clusters \((k)\) based on the Elbow method (graphical form) and Average Silhouette method (Equation (1)). Silhouette coefficient \((SC)\) finds the average distance to the best-fitting cluster, compared to the average distance between a data point, \(x \in C_k\), and other points of \(C_k\), for determining cluster system appropriateness [62]:

\[
SC = \frac{1}{N} \sum_{i=1}^{N} \frac{b(x) - a(x)}{\max\{a(x), b(x)\}},
\]

where \(x_i\) is a data object belonging to the cluster \(C_k\), \(a(x)\) is cohesion (average distance of \(x\) to all other vectors in the same cluster), and \(b(x)\) is separation (average distance of \(x\) to the vectors in other clusters). A value of \(+1\) indicates a perfect clustering choice, and a value below \(0\) indicates a bad clustering choice. We try to find the minimum among the clusters.

2. Initialize Cluster Centroids by randomly selecting \(k\)-objects from the dataset as the initial cluster centers or means.

3. Form \(k\)-clusters by assigning each object \((x_i)\) to its closest centroid, based on the Euclidean distance (Equation (2)) between the object and the centroid [72]:

\[
W(C_k) = \sum_{x_i \in C_k} (x_i - \mu_k)^2,
\]

where \(x_i\) is a data object belonging to the cluster \(C_k\), and \(\mu_k\) is the mean value of the objects assigned to the cluster \(C_k\).

4. Re-compute the centroid of each cluster. For each of the \(k\)-clusters, update the cluster centroid by calculating the new mean values of all the data points in the cluster.

5. Repeat Steps 3 and 4, until the cluster assignments stop changing or the maximum number of iterations (usually 10) is reached. Iteratively minimize the total within sum of square (Equation (3)) of the objects to their assigned cluster centers \((\mu_k)\). Total within sum of square is defined as follows [72]:

\[
\sum_{k=1}^{k} W(C_k) = \prod_{k=1}^{k} \sum_{x_i \in C_k} (x_i - \mu_k)^2,
\]

The smaller the value \(W(C_k)\), the better the clustering \((C_k, x_i)\). Although, finding an optimal pair \((C_k, x_i)\) is quite a computationally intensive task; finding either optimal \(S\) or optimal \(c\) is fairly easy.

6. Clusters validation consists of measuring the goodness of clustering results, using one-way Analysis Of Variance (ANOVA test). The ANOVA F-test evaluates if there are any differences between group means of clusters. Further, the Tukey method of “Honest Significant Difference” is performed for multiple pairwise comparisons of the means of clusters in the analysis of variance (for more, see Reference [61]).

3.4. Statistical Analysis and Hypotheses

The research results were also tested by a statistical analysis. The aim of this analysis was to compare the results of the Industry 4.0 VPi4 index of the small- and medium-sized enterprises with those of the large enterprises. A comparison was performed at three VPi4 levels, including the overall index:

\(H_1\): The VPi4 index of small- and medium-sized enterprises and VPi4 index of large enterprises are identical populations.
H1_A: The VPi4 index of small- and medium-sized enterprises and VPi4 index of large enterprises are different populations.

Furthermore, the dependence between subjective perception of Industry 4.0 level and VPi4 Index was investigated by using Pearson and Spearman correlation coefficients. The index was expected to correlate, to some extent, with the subjective perception of the situation in the enterprise. The working hypotheses, verified at the 5% significance level, are as follows:

H2_0: There is no dependency between the perception of Industry 4.0 in enterprises and the VPi4 index of small- and medium-sized enterprises.

H2_A: There is dependency between the perception of Industry 4.0 in enterprises and the VPi4 index of small- and medium-sized enterprises.

Statistical evaluation of tests was performed by using Statistica 12 and R software.

4. Results

This is a summary of the results obtained at various stages of the research. The results are divided into two parts: cluster of SMEs analysis and comparison SMEs index of VPi4 with large enterprises.

4.1. Cluster Analysis of Small- and Medium-Sized Enterprises

The aim of the cluster analysis was to categorize and categorize SMEs based on three levels of the Industry 4.0 index (VPi4). First, the procedure of selecting variables (factors) for clustering is summarized, and then the optimal number of clusters is found, using Elbow and Silhouette methods. The next part presents the results of k-means cluster analysis, including the description of the clusters. Finally, the results of the cluster analysis are validated.

4.1.1. Variables Selection and Principal Component Analysis

Before performing the cluster analysis, it was necessary to choose the variables to be used in clustering. Based on the results of the questionnaire survey, the VPi4 index was calculated for the SMEs. The index consists of three factors (levels): VPi4 Level 1, VPi4 Level 2, and VPi4 Level 3. These factors should not correlate with each other, so it was advisable to use three levels of the VPi4 index. Principal Component Analysis (PCA) was performed to check the independence of these factors. The results are summarized in Table 2. All three dimensions have very similar % of total variance explained.

| Variable * | Eigenvalue | Total Variance % | Cumulative Eigenvalue | Cumulative % |
|------------|------------|------------------|-----------------------|--------------|
| VPi4 Level 1 | 1.0954     | 36.41            | 1.0954                | 36.41        |
| VPi4 Level 2 | 1.0097     | 33.66            | 2.1051                | 70.17        |
| VPi4 Level 3 | 0.8949     | 29.83            | 3.0000                | 100.00       |

* Note: variables are Industry 4.0 index values (VPi4) at different levels.

4.1.2. Optimal Number of Clusters Determination

In this step, the goal is to determine the optimal number of clusters suitable for k-means cluster analysis. It is advisable to use more methods for this purpose, i.e., the Elbow and Silhouette methods in particular (Figure 1). The procedure consists in performing decompositions for different numbers of k-clusters. A value of total within sum of square is calculated for each decomposition (in Elbow method Equation (3)) and Silhouette coefficient (Equation (1)). Using the k-means algorithm, we divide the data sequentially into two to ten clusters and construct the corresponding function of the number of the clusters. In this case, there is a steep bending in four clusters (Figure 1a). In the case of the Silhouette method, the analysis is performed similarly, obtaining the optimal number of clusters based
on the maximum value of the coefficient (Figure 1b). Both methods choose four clusters as the best solution for k-means clustering.

4.1.3. Results of Cluster Analysis

Based on the performed PCA to select the clustering variables and to determine the optimal number of analysis clusters, a k-means cluster analysis was performed. The calculations were performed in software R, using factoextra and cluster packages. The results are summarized in Table 3, which shows that four rather consistent clusters with 32 to 65 elements were created. Table 3 reports the values within sum of squares (WSS), maximum within cluster distances as diameter, average distance within clusters (which should be as small as possible), and separation with minimum distances of a point in the cluster to a point to another cluster reported for each cluster.

| Variable                | Cluster 1   | Cluster 2   | Cluster 3   | Cluster 4   |
|-------------------------|-------------|-------------|-------------|-------------|
| Within Sum of Squares   | 57.6031     | 61.8557     | 73.8122     | 33.4195     |
| Diameter                | 3.9006      | 3.7375      | 3.5976      | 2.7862      |
| Average Distance        | 1.7915      | 1.4810      | 1.4024      | 1.1872      |
| Separation              | 0.2584      | 0.3370      | 0.2584      | 0.3583      |
| Cluster Size            | 32          | 49          | 65          | 40          |

The graphical depiction of the cluster analysis is shown in Figure 2, which shows the results of the cluster analysis in relation to factor variables (VPi4 Level 1, Level 2, and Level 3) in 3D and then in 2D space. It is also evident from Figure 2b that the dimensions of the variables have different directions, confirming their independence. However, it is also evident that there is some overlap in the clusters. This overlap is also explained by the fact that the factor variables are partly complementary and reflect the levels of Industry 4.0. Achieving the second level is conditional by the first level; the achievement of the third level is partly conditional by reaching the first and second levels.
First, the characteristics related to the VPi4 index are defined: It is clear from Figure 3a that the clusters differ in the level (0–100%) achieved by the VPi4 index values. Cluster 4 enterprises (“noobs enterprises”) account for more than 80% of the very low 0–25% index. On the other hand, Cluster 1 (“top technological enterprises”) and Cluster 2 (“advances enterprises”) have the largest share of the 50–100% index. Both of these categories of the enterprises thus achieve a relatively significant index value. Cluster 3 (“start enterprises”) contains mainly the enterprises with an index of 25–50%. 

### 4.1.4. Comprehensive Description of the Clusters

The next part describes the characteristics of clusters in details, based on the characteristics of the enterprises that make them up. It is mainly the relation of the clusters to VPi4 index, its levels, the technologies used by the enterprises, the existence of Industry 4.0 strategies, subjective perception of Industry 4.0 levels by the managers, composition in terms of size, and technological demands of the enterprises in the clusters and others. Based on the prevailing tendencies, the clusters are named as follows:

- Cluster 1—top I4 technological enterprises;
- Cluster 2—advances I4 enterprises;
- Cluster 3—I4 starting enterprises;
- Cluster 4—I4 noobs enterprises.

First, the characteristics related to the VPi4 index are defined: It is clear from Figure 3a that the clusters differ in the level (0–100%) achieved by the VPi4 index values. Cluster 4 enterprises (“noobs enterprises”) account for more than 80% of the very low 0–25% index. On the other hand, Cluster 1 (“top technological enterprises”) and Cluster 2 (“advances enterprises”) have the largest share of the 50–100% index. Both of these categories of the enterprises thus achieve a relatively significant index value. Cluster 3 (“start enterprises”) contains mainly the enterprises with an index of 25–50%.

Table 4 shows results of k-means clustering according to the centroids average characteristics of the Industry 4.0 levels in individual clusters. Cluster 1 is strongly represented by the first and second levels of the VPi4 index. This means that Cluster 1 contains the enterprises with the highest industry implementation rate of 4.0 on average. Cluster 2 only shows a high rate for Factor 3, which is a certain extension of the implementation of Industry 4.0 technologies. Cluster 3 achieves positive values only for the first level of the VPi4 index. So far, its average enterprise achieves only a certain initial industry-leading implementation level of 4.0. The latest cluster, Cluster 4, contains the lowest average values at almost all levels. On average, it is an enterprise with a very low implementation rate of Industry 4.0.

| Factor       | Cluster 1 | Cluster 2 | Cluster 3 | Cluster 4 |
|--------------|-----------|-----------|-----------|-----------|
| VPi4 Level 1 | 0.6123    | -0.2678   | 0.7175    | -1.3276   |
| VPi4 Level 2 | 1.3700    | -0.0685   | -0.7312   | 0.0931    |
| VPi4 Level 3 | -0.4001   | 1.5000    | -0.2943   | -0.7022   |

Figure 2. K-means and PCA analysis results: (a) clusters based on three factors (i.e., F1, F2, and F3) in 3D space; (b) biplot—PCA combined with cluster analysis (relations of the clusters and factors).
4.1.5. Description of Each Cluster

Further, the clusters are described separately for better clarity of the differences in the use of the technologies and characteristics of the enterprises. Following four clusters are described:

(a) Figure 3b shows a more detailed resolution of each index level. Cluster 4 has low VPi4 index value at all levels; Cluster 3 has low VPi4 index value at the first two levels, in particular; and Clusters 1 and 2 have a decent rating at all the levels of the index. The distinction between Cluster 1 and Cluster 2 is subjected to further analysis with regard to the similarity of the VPi4 index level.

Other criteria in describing the characteristics of the clusters are related to a subjective evaluation of VPi4 level by the managers and the existence of Industry 4 strategy. Figure 4a summarizes the results of the subjective evaluation of Industry 4 level by the managers on a scale of 1 (low) to 5 (high). From the results, it is clear that, even in the case of Cluster 4, the managers perceived the level of Industry 4 at most companies at a low level. A relatively large proportion of managers reported their ranking to be low, similarly, in Cluster 3. The enterprises in Clusters 3 and 4 (mostly 80% of them) have no Industry 4.0 strategy (Figure 4b). The best subjective perception of the implementation of Industry 4.0 was in Clusters 1 and 2. The enterprises in these clusters (approximately 50% of them) also have an Industry 4.0 strategy. These characteristics divide the clusters into two groups (Figure 4b).

(b)
1. **Top Industry 4.0 Technological Enterprises (Cluster 1)**

There are 32 enterprises in the cluster. In terms of size, these are medium-sized enterprises (40.65%). Cluster 1 is characterized by 53.13% enterprises that implement the strategy of Industry 4.0. Mostly, there are the enterprises (56.25%) with high-tech and medium-high tech intensity (HTI), mostly electro and engineering (53.13%). These enterprises use a large variety of I4 technologies (Figure 5a). Technological enterprises have a very high value of variables at the first level of the VPi4, such as people, data, cloud, and analysis. These enterprises have a high value of variables as mobile platforms and IT and an average value of sensors and M2M at the second level of the VPi4. At the third level of the VPi4, these enterprises have an average value of VR, sharing data, and learning software. Some enterprises already use nanotechnologies and 3D printers. In general, the technology is the largest in these enterprises, especially at the first and second levels of the index. Due to this, they are called “I4 top technological enterprises”.

2. **Industry 4.0 Advances Enterprises (Cluster 2)**

The second cluster comprises 49 enterprises, of which 65.31% are the medium-sized enterprises. A total of 46.94% of the enterprises in this cluster have an Industry 4.0 strategy. Similar to the first cluster, there are predominantly (65.31%) high-tech and medium-high intensity (HTI) enterprises in the electro and engineering sector (63.27%). The cluster is characterized by the enterprises with a high rating for some technologies (Figure 5b). These enterprises have average values of variables at first VPi4 level, such as analysis, data, and people. However, most of them still have not using cloud. At the second VPi4 level, they use a high level of IT and IS (ERP and MES). They already introduced some technologies as sharing data and learning software from the third VPi4 level. Some companies use, to a lesser extent, other Industry 4.0 applications, such as nanotechnologies, 3D printers, or auto-vehicles. Overall, enterprises in this cluster use technologies that are supported mainly by IT and infrastructure at the second level of the index. However, some higher-level technologies are used. Due to this, they are called “Advances I4 enterprises”.

![Figure 5. Clusters’ characteristics: (a) Cluster 1—I4 technological enterprises; (b) Cluster 2—I4 advances enterprises.](image-url)
3. Industry 4.0 Starting Enterprises (Cluster 3)

The third cluster consists of a total of 65 enterprises. The vast majority of these enterprises is small (47.69%). However, only 21.54% of them developed an Industry 4.0 strategy. In terms of technological intensity, there are mostly the (61.54%) enterprises with low-tech and medium low-tech intensity (LTI), predominantly the electro and engineering enterprises (38.47%). This cluster includes enterprises which have started implementing Industry 4.0 technologies (Figure 6a). These enterprises have a very high value of variables at the first level of VPi4, such as in people, data, and analysis and average value of cloud. They already have IT infrastructure and, at the average level, have IS and sensors. These enterprises did not use robots, M2M, or mobile technologies. The third level value of VPi4 is very low, as compared to other applications of Industry 4.0. In general, these enterprises are characterized by the introduction of technology only at the first level of the index. Due to this, they are called “I4 starting enterprises”.

![Figure 6. Clusters characteristics: (a) Cluster 3—I4 starting enterprises; (b) Cluster 4—I4 noobs enterprises.](image)

4. Industry 4.0 Noobs Enterprises (Cluster 4)

The fourth cluster consists of 40 enterprises of a very low level of technology. Of the total, 40% are the small enterprises, and 30% are the micro-enterprises. Only 20% of them have an Industry 4.0 strategy. These are mostly (60%) the enterprises with low-tech and medium low-tech intensity (LTI). Almost 32.5% of them produce the products for domestic market, so that they probably do not require high technology use. These enterprises have very low values of almost all technologies of Industry 4.0 (Figure 6b). They are usually without new technologies or they are using only basic IT infrastructure. Second or third level of VPi4 and other applications of Industry 4.0 are not presented yet. Due to this, they are called “I4 noobs”.

4.1.6. Validation of Cluster Analysis

The validity of the cluster analysis results was verified by one-way ANOVA F-tests for each clustered factor (VPi4 Level 1, Level 2, and Level 3). The results of this analysis should verify whether there are statistically significant differences between the clusters. In the one-way ANOVA test, we used a p-value significance level 0.05, but some of the cluster means are different. If the p-value for all four variables is greater than 0.05 (labeled by ‘*’ in Table 5), excluding them from the analysis should be
considered. The results of the factor ANOVA are shown in Table 5. The results show that, for all variables, there are some differences among the clusters.

Table 5. Results of ANOVA test.

| Clusters       | Sum Sq | Mean Sq | F-Value | Pr(>F)  |
|----------------|--------|---------|---------|---------|
| VPi4 Level 1   | 144.45 | 48.15   | 110.6   | $2 \times 10^{-16}$ *** |
| VPi4 Level 2   | 86.98  | 28.994  | 79.33   | $2 \times 10^{-16}$ *** |
| VPi4 Level 3   | 109.84 | 36.61   | 77.91   | $2 \times 10^{-16}$ *** |

1 Significance codes: *** 0.001, ** 0.01, and * 0.05.

However, the ANOVA results cannot be interpreted unambiguously, as it is not clear which pairs of clusters are different. It is advisable to use the Tukey Honest Significant Difference (HSD) test (for multiple pairwise comparison) to find out if there is a statistically significant difference between the means of certain cluster pairs. The results of this analysis are summarized in Table 6. In most cases, the differences between the clusters are statistically significant. However, there were no differences between Cluster 3 and Cluster 1 for VPi4 Level 1; there were no the differences between Clusters 4 and 2 for VPi4 level 2, and three differences for VPi4 level 3. This means that there are some overlaps between the clusters, especially for VPi4 Level 3 factor variables. Such lack of differences in the clusters may partly be due to the fact that all factors are considered follow-up levels of the VPi4 index. In the case of the small- and medium-sized enterprises, it is typical that most of these enterprises do not reach the high third level of the index. Therefore, their values are rather lower, and this causes the similarity of the clusters. Therefore, the differences in clusters of VPi4 Level 3 are not so significant. However, such conclusion should not diminish the significance of the cluster analysis and the fact that the clusters are different. The differences are also reported by Table 3 (see within sum of squares, diameter, average distance, separation, etc.).

Table 6. Results of the Tukey Honest Significant Difference (HSD) test.

| Dependent Variable | Clusters Comparison | Mean Difference | Lower Bound 2 | Upper Bound 2 | p-Value 1 |
|--------------------|---------------------|----------------|---------------|---------------|-----------|
| VPi4 Level 1       | 2–1                 | −0.9677        | −1.3565       | −0.5788       | $2 \times 10^{-5}$ *** |
|                    | 3–1                 | 0.1157         | −0.2538       | 0.4851        | 0.848     |
|                    | 4–1                 | −2.1330        | −2.5388       | −1.7272       | $2 \times 10^{-5}$ *** |
|                    | 3–2                 | −1.0833        | −1.4070       | −0.7997       | $2 \times 10^{-5}$ *** |
|                    | 4–2                 | 1.1654         | 0.8088        | 1.5299        | $2 \times 10^{-5}$ *** |
|                    | 4–3                 | −2.2487        | −2.5925       | −1.9049       | $2 \times 10^{-5}$ *** |
| VPi4 Level 2       | 2–1                 | −1.4048        | −1.7611       | −1.0486       | $2 \times 10^{-5}$ *** |
|                    | 3–1                 | −2.0085        | −2.3470       | −1.6700       | $2 \times 10^{-4}$ *** |
|                    | 4–1                 | −1.2576        | −1.6294       | −0.8858       | $2 \times 10^{-4}$ *** |
|                    | 3–2                 | 0.6036         | 0.3071        | 0.9002        | $2 \times 10^{-4}$ *** |
|                    | 4–2                 | −0.1473        | −0.4813       | 0.1868        | 0.662     |
|                    | 4–3                 | 0.7509         | 0.4359        | 1.0659        | $2 \times 10^{-4}$ *** |
| VPi4 Level 3       | 2–1                 | 1.6700         | 1.2660        | 2.0740        | 0.001 *** |
|                    | 3–1                 | 0.1087         | −0.2751       | 0.4926        | 0.8824    |
|                    | 4–1                 | −0.3104        | −0.7320       | 0.1111        | 0.2261    |
|                    | 3–2                 | 1.5613         | 1.2250        | 1.8976        | 0.001 *** |
|                    | 4–2                 | 1.9805         | 1.6017        | 2.3592        | 0.001 *** |
|                    | 4–3                 | −0.4191        | −0.7763       | −0.0619       | 0.0142 * |

1 Significant codes: *** 0.001, ** 0.01, and * 0.05. 2 The lower and the upper end point of the confidence interval at 95% (default).

Another method of cluster analysis validation is related to the abovementioned methods, to determining the optimal number of clusters, the Silhouette and Elbow method. The methods were used to determine the parameters of the cluster analysis in order to achieve the most accurate results. However, it should be noted that the average value of Silhouette coefficient is only 0.32. The reason for
this is the overlap of the factor VPi4 Level 3. Another way to verify the validity of a cluster analysis is, for example, the Dunn index, calculated as the ratio of minimum separation/maximum diameter \[73,74\], 0.06623, in the paper. The higher the Dunn index value, the better the clustering is.

4.2. Comparison SMEs Index of VPi4 with Large Enterprises

Subsequently, the large enterprises (90 enterprises) and the SMEs were compared in terms of VPi4%. After the Mann–Whitney–Wilcox test was used to test the statistics, at a significance level of 0.05, the differences between the two groups of the enterprises were tested in the overall VPi4% index and also at the different levels (Levels 1–3). In all cases, the null hypothesis (H10) on the agreement of both groups) was rejected in favor of the alternative hypothesis (H1A, claiming that the large enterprises reach a higher VPi4% level). The results in Table 7 show that the VPi4 index of small- and medium-sized enterprises (SMEs) and VPi4 index of large enterprises (LEs) is different populations.

Table 7. Industry 4.0 index (VPi4) distribution, using Mann–Whitney–Wilcox test.

| Variable          | Median Les | Median SMEs | Z    | p-Value |
|-------------------|------------|-------------|------|---------|
| VPi4% Total       | 57.212     | 39.070      | 6.061| 0.000   |
| VPi4% Level 1     | 64.741     | 50.512      | 5.002| 0.000   |
| VPi4% Level 2     | 62.855     | 42.451      | 6.512| 0.000   |
| VPi4% Level 3     | 43.654     | 25.198      | 5.667| 0.000   |

1 Note: differences between VPi4 index median of large enterprises (LEs) and small- and medium-sized enterprises (SMEs).

The normalization of the data of both variables was verified by the Shapiro–Wilk tests, with the p-value of VPi4% = 0.002 and the perception of Industry 4.0 by the enterprises p-value = 0.000, assuming the normality of the data, as also shown by both histograms. After that, the VPi4% and the subjective perception rate of Industry 4.0 were compared by using both Pearson and Spearman correlation coefficients. The Table 8 below shows the values of the tested statistics for both samples. It is apparent from p-values close to zero that, in both large and small enterprises, VPi4% correlates with the subjective perception of enterprises. In both cases, the correlation rate is very similar. Results show that there is dependency between the perception of Industry 4.0 in the enterprises and the VPi4 index of the small- and medium-sized enterprises. The H20 hypothesis was rejected in favor of H2A (Hypothesis 2A) at a significance level of 0.05.

Table 8. Relation to subjective perception of Industry 4.0, based on Pearson and Spearman coefficients.

| Variables  | Perception | VPi4 | p-Value | Perception | VPi4 | p-Value |
|------------|------------|------|---------|------------|------|---------|
| LEs        | Perception | 1.000| 0.384   | 0.000      | 1.000| 0.383   |
|            | Index VPi4 | 0.384| 1.000   | 0.000      | 0.383| 1.000   |
| SMEs       | Perception | 1.000| 0.385   | 0.000      | 1.000| 0.387   |
|            | Index VPi4 | 0.385| 1.000   | 0.000      | 0.387| 1.000   |

1 Note: Research was conducted between large enterprises (LEs) and small- and medium-sized enterprises (SMEs).

Overall, the results show that these small- and medium-sized enterprise groups differ statistically significantly from large enterprises in their implementation and use of Industry 4.0 technologies.

5. Discussion

Here we present a discussion of our major findings and results. This section offers contributions and identifies limitations of the research.
5.1. General Discussion of Results

The cluster approach has gained extensive acceptance among academics and policymakers as an effective development strategy both for an industry and society [75], as evidenced by a number of studies focusing on innovation in SMEs [76–79] or technology SMEs [80] or their performance [81–83]. In this paper, according to statistical models, SMEs were divided into four clusters. This number is very common for this type of enterprises, as evidenced by the studies by References [84,85]; or a very similar number is used, as with References [86,87]. An appropriate study of Industry 4.0 clusters and levels is also supported by the Austrian study on the implementation of Industry 4.0 [88], where deployed technologies also determine the level of implementation.

As confirmed by the results, Cluster 1 enterprises have the highest level, and they are characterized by a high level of Industry 4.0 deployment and have all the technology levels that they use successfully. These conclusions are also supported by a Romanian study on barriers to deployment [6], when the importance of technology for Industry 4.0 is emphasized by Reference [89], an article by a Finnish author on production systems. Brozzi [90] used self-assessment tools for Industry 4.0 readiness in SMEs with current and expected levels of digitalization. This author distinguished an average score of the current four-level groups of enterprises: traditional craftsman (very low score), digital newcomer (low score), ambitious (high score), and digital champion (very high score). These categories are almost similar to the categories in our research.

The contributions were in agreement with the research of Woods [84], who confirmed differences in Industry 4.0 levels among SMEs and large enterprises, while supporting the claim of Dubrova [87] that small businesses often do not have high technology; this can also be due to their difficulty in accessing free capital and the associated IT spending, as reported by Statista [91], and they start to increase significantly year-on-year (5% increase between 2017 and 2018; 15% increase between 2018 and 2019). Data for the largest expenditure areas around the world from 2006 to 2021 [92] show that SMEs increased investment into business services (7.1%) and software (6.9%). By contrast, only 54% of small- and medium-sized businesses store data in the cloud, compared to 92% of large businesses [93], where the research from Cluster 2 is lagging behind most. According to Computer Economics [94], differences in robotic process automation adoption rate in 2019 among small- and medium-sized enterprises (9%) and large enterprises (24%) are very high. These differences are more pronounced for the rate of investment in the robotic process, where large enterprises covar about 49%, while small-sized ones have only 14%, and middle-sized enterprises about 17% investment.

As the results showed, technological enterprises have very high value of variables at the first level VPi4. The importance of people is also emphasized by Nickel et al. [95], data by Chunnumporn et al. [96], cloud by Erasmus et al. [97] and analysis by Choy et al. [98]. These enterprises have high value of variables as mobile platforms and IT; average value of sensors and M2M at second-level VPi4, which is not yet widely used by SMEs [99]. At the third level of VPi4, these enterprises have an average value of VR, sharing data, and learning software. Some enterprises already use nanotechnologies and 3D printers, which is contrary to the study of Pallas [100], which claims that these technologies attribute predominantly to large companies; Gaudin [101] makes the same claim, but stresses their importance for sustainable development.

5.2. Theoretical and Practical Implications

Based on the VPi4 index, SMEs can be divided into four groups. The practical benefits include the possibility of comparing the company with others, both based on the classic VPi4 index and in terms of classification into one of four groups of clusters. Managers of SMEs can compare their own enterprises with those of competitors and understand which technologies may be suitable for further deployment in relation to the competitive advantage. The enterprise can better analyze the current weaknesses and strengths of technical factors. In practice, it is very difficult to determine the level of technology in an enterprise, especially in SMEs, which have limited capacities and funding opportunities. Thanks to
our model, managers will get a better overview of the current situation, as they can use our model in planning and strategy development for the future.

Developed classification of enterprises extends the possibilities of VPi4 index especially for SMEs. SMEs are specific in terms of I4 technology implementation. The proposed categorization of enterprises into four groups also offers easy comparison of enterprises. Due to the limited capital and the necessity to choose only one of many possible technologies, the implementation process of I4 in SMEs is not usually gradual by individual index levels (from first to second level and above). Small- and medium-sized enterprises often have different needs when introducing new technologies. Their preferences are evidenced by clustering.

The results point out which Industry 4.0 technologies are most often used by small- and medium-sized enterprises. The results confirmed that these are mainly technologies at the first level, i.e., analysis, collecting data, cloud storage (and for them having skilled people). With the exception of I4 technological enterprises group and partly I4 advances enterprises group, small- and medium-sized enterprises do not use a higher level of VPi4 index technologies (virtual reality, data sharing, and learning software) or special applications, such as 3D printing, drones, or nanotechnology. From this perspective, the paper extends knowledge about the use of technology in SMEs.

Another theoretical contribution is confirmation of the hypothesis of different approaches to technology between SMEs and large enterprises. The differences between SMEs and large enterprises show that large enterprises have a higher level of Industry 4.0 implementation. On the other hand, SMEs have the advantage of implementing new technologies due to greater flexibility; more involved, empowered employees; less bureaucracy and coordination due to the usually leaner organizational structure; and the ability to produce customized products and close relationship with customers. These benefits should be used by SMEs to increase value-added services and tailored manufacturing processes.

5.3. Limitations

However, some study limitations should be acknowledged. In the paper we used for cluster analysis the VPi4 index [58], which has some limitations. First, the VPi4 index does not include some Industry 4.0 technologies (block chain, laser technology, RFID, drones, 3D printers, track-n-trace, nanotechnology, autonomous vehicles, etc.). Second, the VPi4 index is based on the results of a questionnaire survey. Some limitations of this kind of method should therefore be considered. Third, the VPi4 index was not verified by confirmatory factor analysis and structural model equation method. This problem will be resolved in the future, after the third wave of questionnaire survey research on Industry 4.0. Currently, the results and structure of the VPi4 index are confirmed by relation to subjective perception of the level of Industry 4.0 by the enterprises and re-test in second wave of the research [58]. Fourth, the VPi4 index is based on the research in the Czech Republic and can be limited to the specifics of this Country. Our study was conducted in the same country, so it should not be a problem. Another limit may be the use of only factors in the field of technology, without taking into account, for example, financial data, which also prove to be very important in terms of sustainable development [102].

The questionnaire research on small- and medium-sized enterprises had a lower rate of return than we expected. Therefore, the margin of error (5.86%) was higher than 5% at 95% confidence level. The error, therefore, slightly exceeded the planned level. However, we assume that this will not affect the results. Moreover, the sample size was not representative in the case of proportionality of the Czech Republic enterprise population. Rather, the research sample was created in regard to the size of the enterprises and technological demands of the industry.

Other limitations include problems related to k-cluster analysis methods. The main issues of this method are handling empty clusters (special situation) and outliers (centroids may not be representative for all cases). K-means is not suitable for all types of data. It cannot handle non-globular clusters
or data without a specific center [71]. Another issue could be selecting the wrong number of initial clusters. This can be solved by Elbow, Silhouette, or other methods.

The results of the factory analysis validation based on the Tukey HSD test shows similarities between clusters especially at the third level of the VPi4 index. Similarly, this overlap is also confirmed by the average Silhouette coefficient and the lower Dunn index. This clustering issue is based on the fact that most small- and medium-sized enterprises do not reach the highest level of the VPi4 index. Similarity is therefore in low index values. However, in spite of this problem, the different categories of clusters are different from each other. With the increasing level of implementation of Industry 4.0 in SMEs, this issue will be eliminated in the future, and the differences between the clusters will become more noticeable. However, the relation between Industry 4.0 implementation and the size of an enterprise is still significant [103].

6. Conclusions

To conclude this paper, we summarize the results of the research. The paper deals with the analysis of the level of Industry 4.0 implementation in SMEs. Based on cluster analysis, we developed a categorization of the enterprises which consists of four groups, namely top I4 technological enterprises, advances I4 enterprises, I4 starting enterprises, and I4 noobs enterprises. The largest group is formed by SMEs, which are just-introduced Industry 4.0 technologies. Depending on their classification, enterprises differ in the use of preferred technologies. Generally, SMEs are more used technologies that can be found at lower levels of the VPi4 index (data collection, analysis, Cloud, IS, IT, and mobile platforms). At the same time, SMEs with a higher level of implementation of Industry 4.0 reported enough skilled human resources.

The research examined hypotheses about the differences between SMEs and large enterprises in the implementation of Industry 4.0. Results of comparisons show that SMEs have, so far, a lower level of Industry 4.0 implementation. This confirms the assumption that large enterprises have greater opportunities to use new technologies and transform them into smart factories. However, this situation may change in the future if new technologies become more accessible (for example, using leasing financing) and more appropriate for investment of SMEs.

As part of future research, we plan to conduct a deeper analysis of the implementation of Industry 4.0 in SMEs, focusing on the main barriers. Case studies on specific enterprises will be appropriate. These case studies could explain why SMEs are not yet implementing Industry 4.0 to a greater extent. We plan to show the procedure of how to rank the implementation steps or technologies in a single enterprise. It may be interesting to compare the current and required (or expected) level of Industry 4.0 in SMEs. Other challenges for future research include developing a methodology (step-by-step roadmap) to implement Industry 4.0 in enterprises. SMEs often do not have much information on how they can turn their business into a digital form; however, in the current situation (pandemic of coronavirus), they are forced to use home office and reduced working hours. New Industry 4.0 technologies can help them with this current challenge.
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