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Abstract: Identifying how the urban environment affects pedestrian volume is a traditional urban planning topic. Recently, because of climate change and air pollution, interest in the effects of urban microclimates has been increasing. However, it is unclear whether the effects of microclimate on pedestrian volume can vary depending on the urban environment. This study determines whether microclimate’s influence on pedestrian volume differs according to land-use in the urban environment in Seoul, Korea. We constructed eight models with microclimate factors (temperature, precipitation, and PM10) as independent variables, using pedestrian volume as the dependent variable. We classified the models according to season and land-use and conducted a negative binomial regression analysis. The results confirmed that the effect of microclimate on pedestrian volume varies by land-use. A summary of the results is as follows. First, residential areas had more microclimate factors that significantly affected pedestrian volume compared to commercial areas. Second, for microclimate variables that had significant influences in commercial areas, the size of their influence was greater in commercial than in residential areas. Third, the influence of microclimatic factors on pedestrian volume in mixed-use areas has intermediate characteristics between residential and commercial areas.
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1. Introduction

1.1. Background and Purpose

Climate change influences a large number of cities and urban populations worldwide. The change is associated with extreme weather and a high concentration of particulate matter (PM), which affects activities in public spaces. The degree of change in the microclimate environment has been identified as an important factor in the vitality of public space [1–3]. Climate change not only influences the long-term climate of regions, but also the temporary microclimate of small areas. Microclimate changes are expected to have a greater impact on thermal comfort and air pollution in urban spaces. Accordingly, it is necessary to encourage effective discussions between experts in microclimate knowledge and urban planning. However, the relationship between human behavior and unusual microclimates, such as extreme heat and high concentrations of PM, has not been sufficiently studied and is often neglected in contemporary city-making practices.

Microclimate changes in urban spaces are mainly manifested by extreme heat events (EHE). EHEs have been connected to high mortality rates in cities across the globe because cities’ existing climate-adaptive capacities do not match the degree of the EHEs [4]. For example, the mortality rate in Chicago, USA increased drastically by 31% in 1995 because of heatwaves [5]. In Paris, France, mortality increased by 130% in 2003 because of heatwaves [6]. Climate change is also having an impact in Korea. The average annual temperature in Korea over the past decade has been 0.5 °C higher than 1980–2010, and...
the number of heatwave days above 33 °C increased from an average of 9.4 in the 1980s to 15.5 in the 2010s [7]. In addition to heatwaves, abnormal weather events, such as cold waves, heavy rains, typhoons, heavy snows, and droughts, have increased over the past decade [7].

Another microclimate that is a problem in many cities in Asian countries, including South Korea, is the high concentration of PM. PM is an air pollutant that threatens the health of citizens in East Asia and has recently become a serious urban problem. Due to economic growth in East Asia, air pollution is becoming so severe that it poses a particularly serious threat to public health [8,9]. According to the World Health Organization (WHO), air pollution in East Asia (including South Korea and China) killed a total of 1.67 million people in 2012 [8]. The Organization for Economic Cooperation and Development (OECD) stated that air pollution-related deaths worldwide are projected to be between 6–9 million annually by 2060 [10]. In particular, the OECD predicted that the number of premature deaths due to air pollution in South Korea will reach 1109 in 2060 [10].

These microclimate changes have a negative impact on outdoor activities, leading to a decrease in urban pedestrians. Since the publication of Jane Jacobs’ book [11], it has been widely known that pedestrian activity is important to the vitality of the city. Research on various environmental factors to encourage pedestrians, in the fields of urban planning, transportation, and health policy, has been continuously conducted. In particular, urban planning is focusing on finding physical environments that can improve walking [12,13]. However, the issues of climate change adaptation are complex [14], and there is insufficient discussion of microclimate effects on a city. The value of good urban planning can be defined as enhancing the adaptive level of contemporary cities affected by microclimatic variations. Therefore, to improve a city into a climate-adaptive one, it is necessary to understand how climate change affects our lives and urban spaces.

Pedestrian volume (PV) is the number of people walking through a section of the street for a certain period. Recently, Gehl and Svarre [15] showed that PV can be used as an index representing the vitality of a district. Discovering the relationship between the urban physical environment, microclimate, and PV can have many implications for improving a city’s ability to respond to climate change. The influence of the physical environment on PV is a traditional research topic in the urban planning field, and abundant research has been conducted [12,16,17]. It is well known that the “three Ds” (Density, Diversity, and Design) affect PV [18]; furthermore, the “two Ds” (Distance to transit and Destination accessibility) have been suggested as additional influencing factors [19]. In addition, many studies on the effect of climate on outdoor activities, including walking, have been conducted in the public health field [20–22]. In recent years, as climate-adaptive cities have become an issue, interest in the impact of microclimate factors on walking in urban spaces is also increasing in the urban planning field [16,23,24]. However, research on the interaction of the urban physical environment and the influence of microclimate on PV is insufficient.

This study focuses on land-use among urban physical environments. Land-use is an important factor in determining the physical environment of the city, such as the use of buildings and the density of buildings, and has a significant impact on people’s behavior in the area. Accordingly, the purpose of this study is to clarify the differences in the effect of microclimate on PV according to land-use.

1.2. Public Spaces and Microclimatic Conditions

Public spaces are important because they function as social spaces where people experience interpersonal connections or social interactions, such as greeting, talking, or meeting with others [25]. Public spaces must meet the needs of those who want comfortable, recreational places, and the need for active and passive participation in built environments [26]. Streets are especially functioning as social and moving spaces in urban areas.

While Gehl [27], Whyte [1], and Jacobs [11] reported that the design qualities of public spaces made the difference in common, they also referred to the microclimatic conditions for livable spaces, such as squares and streets. Whyte [1] and Gehl [27] considered that
Microclimatic conditions are important for stimulating participation in public spaces. The microclimatic condition that people experience while shopping, traveling to transit stops, and walking around is one factor that influences how they feel about urban space. In particular, recent changes in microclimate conditions due to climate change have emerged as a factor of interest determining the attractiveness of urban spaces. The arguments put forth in the existing studies are logically based on experience and intuition; however, because of the lack of an empirical approach, it is necessary to empirically clarify which microclimate factors can affect urban PV.

1.3. Previous Perspectives on Microclimatic Conditions and Environments

Microclimatic conditions are important in regard to keeping public spaces comfortable and frequently used [1,3,27]. Meanwhile, Lezholzer and Van Der Wulp [3] studied the thermal environment in three different urban squares in the Netherlands. These scholars confirmed that the degree of thermal environment might be affected by the perception of built environmental variables, such as spatial structures and materials. Spatial characteristics, such as the width of the squares, spatial openness, and appearance of materials, are important for long-term thermal experience.

On the other hand, numerous studies have argued for the importance of green infrastructure, such as greenways, parks, and waterfront areas, in alleviating the negative effects of heat islands or EHEs [4,28,29]. Perini and Magliocco [28] identified the effects of different green areas, such as vegetation on the floor and on rooftops, on temperature mitigation and thermal comfort improvements in a Mediterranean climate. Norton et al. [4] suggested the use of urban green infrastructure as a climate change adaptation strategy to mitigate the effects of the sweltering heat in the area’s hot and dry summers; further, these scholars emphasized that mitigating the highest temperatures needs to be a priority. Klemm et al. [29] focused on the benefits of urban green infrastructure, such as street trees and front gardens, for increasing long-term thermal comfort in the Netherlands with its moderate climates. They asserted that street greenery could be a convenient adaptive strategy to create thermally comfortable environments.

The influence of microclimate on street vitality, such as PV, varies depending on the climatic context of the study sites. Studies on the effects of seasons and the weather on physical activity have long been discussed [30,31]. However, such studies have similar findings, but do provide different results in certain contexts. In general, physical activity is lowest in summer [32], but the level of activity is higher in spring than in autumn and winter [33,34]. Although many studies have reported that people are more active during the warm months, there are also claims that there is no relationship between the season and level of physical activity [35]. Seasonal and weather effects on outdoor activity do not always flow in the same direction. For example, Pivarnik et al. [36] and Plasqui and Westerterp [37] produced research on adult activity in the United States and the Netherlands, respectively, and provided contradictory results. Pivarnik et al. [36] reported that in winter, American adults did not engage in outdoor leisure activities, but instead were active in spring and summer. On the other hand, Plasqui and Westerterp [37] found that adults in the Netherlands were more physically active in summer than in winter, but no distinct seasonal effect was found.

Researchers have also studied the effect of PM in a city, with a focus on PV. PM not only causes damage as a pollutant, but also has a negative effect via reducing physical activity. As PM reduces outdoor activities, it has a negative impact on the local economy, as well as a public health [38,39]. Changes in daily life due to PM mainly appear in the form of a decrease in various urban activities, such as walking, leisure, labor, and consumption [40,41]. In Korea, studies have also reported that PM affects PV [42], bicycle use [44], and outdoor leisure activities [43].

Studies on the impact of PM on the local economy are also being conducted. Yoon [44] demonstrated that higher PM10 decreased sales revenue after the PM10 level worsened beyond a status of “Bad”.
2. Materials and Methods

2.1. Model Classification

The purpose of this study was to evaluate whether there is a difference in the effect of microclimatic factors on PV according to land-use. To this end, this study constructed regression models with PV as the dependent variable and microclimatic factors as independent variables. We classified regression models according to land-use and compared the coefficients of the microclimatic factor variables for each model. In Korea’s land-use zoning system, the land-use area of urban areas is largely divided into four special-purpose areas (SPAs). An SPA is an area determined by an urban management plan that does not mutually overlap, and it limits land-use, building use, building-to-land ratios, floor area ratios, and building heights within the area [45]. In other words, an SPA determines the use and density of buildings that can be located in the area. As shown in Table 1, the four SPAs are residential, commercial, industrial, and green, and these are subdivided into 16 SPAs.

Table 1. Land-use zoning system of the urban area in Korea.

| Special-Purpose Area (SPA) of Urban Area | Re-Classification in This Study |
|----------------------------------------|--------------------------------|
| Residential Area                       | Residential                     |
| Class 1 Exclusive Residential Area     |                                 |
| Class 2 Exclusive Residential Area     |                                 |
| Class 1 General Residential Area       |                                 |
| Class 2 General Residential Area       |                                 |
| Class 3 General Residential Area       |                                 |
| Quasi-Residential Area                 | Mixed-Use                       |
| Commercial Area                        |                                 |
| Central Commercial Area                | Commercial                      |
| General Commercial Area                |                                 |
| Neighboring Commercial Area            |                                 |
| Circulative Commercial Area            |                                 |
| Industrial Area                        | Not included in this study       |
| Exclusive Industrial Area              |                                 |
| General Industrial Area                |                                 |
| Quasi-Industrial Area                  |                                 |
| Green Area                             |                                 |
| Green Conservation Area                |                                 |
| Green Production Area                  |                                 |
| Green Natural Area                     |                                 |

Residential areas are the zones where houses are mainly located. In exclusive residential areas, most non-residential buildings are prohibited. In general residential areas, neighborhood living facilities, such as small shops, clinics, and restaurants, are allowed. As the number of classes in a residential area increases, there are more types of buildings allowed in that SPA, and the allowed density increases. A quasi-residential area is an SPA that is intermediate between residential and commercial. In addition to housing, various commercial buildings are allowed to be located in quasi-residential areas; accordingly, these are mixed-use areas that are as dense as a commercial area.

Commercial areas are areas where commercial and business buildings are mainly located. The central commercial areas have the highest density and diversity of buildings, followed by general commercial areas and neighboring commercial areas. The purpose of a circulative commercial area is mainly to house logistics facilities, and therefore, it is difficult to view it as a general urban area. Industrial areas are where factories are located. Factories with a high risk of pollutant emissions can be located in exclusive industrial areas, and factories with a relatively low risk of pollutant emissions can be located in the general industrial area. Light industry factories, business facilities, and commercial facilities can all be located in a quasi-industrial area.

Rivers, mountains, parks, and agricultural areas within the city are designated as green areas. Green conservation areas are mainly designated in mountainous areas where conservation is necessary. Green production areas are designated as agricultural land.
Rivers and parks are included in the green natural area. Buildings are unlikely to be built in green areas, and most green areas are open spaces.

Figure 1 shows the spatial distribution of Seoul’s SPAs. Among the total SPAs, residential areas occupy the largest proportion, and a wide commercial area is distributed in the central business district (CBD) in the center of the city. Industrial areas are concentrated in some areas to the East and West of the city.

Figure 1. Special-Purpose Area (SPA) of Seoul.

It is not practical to classify and analyze models based on 16 detailed SPAs; therefore, we reclassified the SPAs for the analysis. First, we excluded from the analysis of industrial areas and green areas where pedestrian patterns differ from general urban spaces. For the same reason, we also excluded circulative commercial areas for logistics facilities. The remaining SPAs can be largely divided into residential and commercial areas. However, because residential and commercial facilities are mixed in a quasi-residential area, we classified them as mixed-use areas. The reclassification is as follows: Residential, commercial, and mixed-use areas, as displayed on the right side of Table 1.

Figure 2 shows the monthly temperature changes in Seoul. The maximum temperature in Seoul during the year is 34.4 °C, and the minimum temperature is –12.9 °C, which is a difference of nearly 50 °C. In other words, the seasonal climate change is very large in Korea, which indicates that there is a limit to the analysis with a one-season model. Therefore, the models were classified according to seasons in this study.

It is ideal for building a model for each of Korea’s four seasons; however, there are limitations in the data that prevent this. This study used 2009 Pedestrian Volume Survey (PVS) data prepared by the Seoul Metropolitan Government (SMG). The SMG implemented PVS in 2009, 2012, 2013, 2014, and 2015 with the goal of establishing the world’s largest pedestrian volume database [46]. As shown in Table 2, the 2009 PVS had the most survey points, and was measured over the longest period. The 2009 PVS data only includes four months of data (from August to November), even though this survey covered a longer period of time than all existing PVSs. Therefore, there is a limit to creating a model that reflects the characteristics of all four seasons.
From August to November, October is the month in which the average monthly temperature is the closest to the annual average temperature (12.9 °C), and it is the most preferred month for cool and pleasant weather. Therefore, we extracted the October data, which was set as the base model. In addition, we extracted the August data, which was set as the hot weather model given that August has the highest temperatures. The average temperature in August is 25.7 °C, and the maximum temperature is 34.4 °C. Therefore, the influence of microclimate on PV in extremely hot climates can be analyzed using the August model. In addition, the average temperature in Korea is rising because of climate change, and the frequency of the occurrence of extremely hot weather is increasing [7]. Therefore, the hot weather model is expected to be helpful in estimating the change in the relationship between weather and walking in Korea in the future.

Through the above process, as shown in Table 3, we set eight models based on season and land-use. We divided the seasons into two categories: Autumn and summer, and we divided land-use into four categories: Total, residential, commercial, and mixed-use.

Table 3. Classification of models.

| Season          | Base Model (Autumn) | Hot Weather Model (Summer) |
|-----------------|---------------------|-----------------------------|
|                 | Land-Use            | Total | Residential | Commercial | Mixed-Use | Total | Residential | Commercial | Mixed-Use |
| Model           | Model 1             | Model 2 | Model 3   | Model 4   | Model 5 | Model 6 | Model 7   | Model 8    |

2.2. Analysis Method

As shown in Figure 3, PV, the dependent variable, has large skewness and kurtosis and is skewed to the left. That is, the dependent variable is not normally distributed. In such cases, it is necessary to use a generalized linear model, since the widely used OLS regression model cannot be used. Among the generalized linear models, when the dependent variable is a countable variable, either a Poisson regression analysis or negative binomial regression analysis can be used [47]. We conducted a goodness-of-fit analysis, and subsequently, determined that a negative binomial regression analysis is most suitable for...
this data. A negative binomial regression is a statistical model used in various fields and has been proven to be highly effective in many existing studies in similar fields [24]. As mentioned previously, we used PV as the dependent variable and the microclimatic factors (temperature, precipitation, and PM10) as independent variables. Section 2.4 provides details on the configuration of the specific variables and the data construction methods.

![Histogram of PV](image)

Figure 3. Histogram of PV: (a) Model 1; (b) Model 2; (c) Model 3; (d) Model 4; (e) Model 5; (f) Model 6; (g) Model 7; (h) Model 8.

2.3. Data Source and Data Construction

As mentioned earlier, this study used 2009 PVS data provided by SMG because the 2009 PVS is the only dataset that can be analyzed for seasonal changes, as it includes survey data from August to November. Since the relationship between microclimatic factors and walking behavior is not expected to change significantly over time, the limitation of not using the latest data is not significant. Accordingly, the temporal scope of this study is 2009, and the spatial scope is the city of Seoul.

As explained above, we extracted the October and August data from the 2009 PVS dataset to build models. Therefore, out of the total PVS survey points, we only extracted the points that were surveyed in October and August. In addition, we extracted the points that were surveyed in three land-use areas (residential, commercial, and mixed-use). Accordingly, Figure 4 illustrates the PVS survey points included in this study. PVS points for August are marked with circles, and PVS points for October are marked with X. Table 4 shows the number of PVS survey points included in each model.

The PV survey is performed multiple times at one PVS point. Basically, five days of surveys are made according to the day of the week at one PVS point. The days of the week are divided into five categories: Monday, Tuesday/Thursday, Wednesday, Friday, and Saturday. At each PVS point, five days’ surveys must be done between August and November. Most points were surveyed for five days in the same month. However, there are some points in which the five days’ investigations were not completed in the same month because of the survey schedule. At points like these, investigations will continue next month. In addition, depending on the characteristics of the point, there are some
points that are only surveyed on weekdays and only on weekends. In this study, only weekday data were used, excluding data on Saturdays where walking behavior is expected to be different. For this reason, the number of survey days per month appears from 1 to 4, depending on the point.

Figure 4. PVS point, automatic weather station (AWS), and air quality monitoring station (AQMS) locations in Seoul.

Table 4. The number of samples and survey points by model.

| Season          | Land-Use Total | Base Model (Autumn) | Hot Weather Model (Summer) |
|-----------------|----------------|---------------------|----------------------------|
|                 | PVS points     | Residential         | Commercial                 | Mixed-Use | Total   | Residential | Commercial | Mixed-Use | Total   | Residential | Commercial | Mixed-Use | Total   |
| Model           | Model 1        | Model 2             | Model 3                    | Model 4    | Model 5 | Model 6    | Model 7    | Model 8    |         |           |           |           |
|                 | 3516           | 2763                | 575                        | 178        | 3679    | 2729        | 703        | 247        |         |           |           |           |
| Included Samples| 195,564        | 155,203             | 30,579                     | 9782       | 159,376 | 115,661     | 32,007     | 11,708     |         |           |           |           |
| Excluded Samples| 11,118         | 9101                | 1376                       | 641        | 6202    | 4466        | 1166       | 570        |         |           |           |           |
| Total Samples   | 206,682        | 164,304             | 31,955                     | 10,423     | 165,578 | 120,127     | 33,173     | 12,278     |         |           |           |           |

The daily survey was conducted from 7:30 to 21:30, and the survey was conducted by counting the number of pedestrians at the survey point. The investigator observes the number of pedestrians for five minutes, then records them and rests for 10 minutes. Therefore, data on the PV at each PVS point are generated every 15 minutes, and the value of PV in this data indicates the number of pedestrians counted for five minutes at each PVS point. This study attempted to construct data in as small a time unit as possible because microscopic microclimatic factor fluctuations affect the PV.

PVS data are provided in 15-minutes units, but microclimatic factor data are provided in 1-h units. Therefore, we summed the four units of PV values and set the value as the 1-h PV. The PV value derived in this way is the PV measured for 20 minutes, excluding the recording and resting time; therefore, it can be interpreted as 1/3 of the total PV for that period. The PV values summed in 1-h units were used as the dependent variable in this study. Table 4 shows the number of samples included in each model. The number of
samples is much larger than the number of PVS points because surveys are conducted at one point over several days and times. Samples with missing values among the variables were excluded from the models.

It would be ideal if microclimatic data were measured for each PVS point; however, microclimatic data were not measured at many points. In Seoul, there are 25 air quality monitoring stations (AQMS) measuring PM10 data and 52 automatic weather stations (AWS) measuring weather data. All AQMS in Seoul are operated by the Korea Environment Corporation, while AWSs are operated by the Korea Meteorological Administration (KMA) and the SMG. In Figure 4, AWS operated by KMA are indicated by a green circle, and AWS operated by the SMG are indicated by a blue circle. AQMS collects SO2, CO, O3, NO2, and PM10 data [48], and AWS collects temperature, wind direction, wind speed, precipitation, humidity, and air pressure data [49]. We used the PM and weather values measured at the nearest AQMS and AWS at each PVS point as the PM and weather values for that PVS point. The locations of the AQMS and AWS are shown in Figure 4, and they are evenly distributed throughout Seoul.

2.4. Variables

Table 5 summarizes the variables used in this study. As described above, the dependent variable is PV constructed through PVS by the SMG. As microclimatic factor variables, temperature, precipitation, and particulate matter were included in the model as independent variables. The PM10 data measured by the nearest AQMS were used as the PM variable. PM10 is measured by the concentration of particles in the air of 10 µm or less. The weather variable was measured from the nearest AWS. The AWS measures temperature, precipitation, wind speed, wind direction, air pressure, and humidity. Among these weather variables, we included temperature and precipitation in the model. This is because temperature and precipitation are known to affect walking and have the same values in a relatively large area. Wind direction and wind speed change greatly depending on the location. Therefore, it is difficult to assume that the value measured in the nearest AWS is the value of the PVS point.

| Table 5. List of variables included in this study. |
|-----------------------------------------------|
| **Variable** | **Unit** | **Source** |
| Dependent Variable | Pedestrian Volume (PV) | Person | Recombined from PVS data |
| Independent Variable | Microclimatic Factors | Particulate matter | µg/m³ | Closest AQMS |
| | Temperature | °C | |  |
| | Precipitation | mm | |  |
| Urban Environment | No. of Lanes | Lanes | PVS data |
| | Bus Stop (Nominal) | Dummy | PVS data |
| Control Variable | Time Periods (Nominal) | Early Morning 7:30–9:30 (Reference); Morning 9:30–11:30; Lunch Time 11:30–13:30; Afternoon 13:30–17:30; Dinner time 17:30–19:30; Evening 19:30–21:30 | Recombined from PVS data |

The physical environment of the city has a great influence on PV. In Korea, it is known that land-use-related variables [50,51] and micro-environmental factors affect PV [13,52,53]. In this study, since the model was classified by land-use, variables related to land-use were not included in the models. There is a limit to establishing microscopic environmental variables of more than 3000 PVS points. Accordingly, we included the number of lanes and bus stops in the model as variables representing the microscopic environmental factors of the street. The number of lanes can represent the hierarchy and width of the street, and bus
stops can represent accessibility to public transport. The bus stop variable was constructed in the form of a dummy variable that measures whether or not there is a bus stop within 50m from each PVS point.

Since the PVS was surveyed from 7:30 to 21:30, there are 14 time periods in 1-h unit PV data. The time period is also known to have a great influence on the PV in urban spaces [53,54]. Therefore, it is necessary to control the change in PV according to the time period. For this purpose, 14 time periods were divided into six time periods according to their characteristics and included in the model in the form of nominal variables.

3. Results
3.1. Descriptive Statistics

Table 6 summarizes the descriptive statistics of the ratio scale variables included in each model, and Table 7 summarizes the descriptive statistics of the nominal scale variables. As for the dependent variable, the average value of PV is 58.94 in the total land-use model in autumn (Model 1) and 63.49 in the total land-use model in summer (Model 5). In regard to the land-use area, the average PV of residential areas (60.66) is highest in autumn, but the average PV of the commercial areas (96.17) is highest in summer.

As explained above, the difference in climate by season in Korea is quite large. The average temperature of Model 1 (autumn) was 17.69, and the average temperature of Model 5 (summer) was 27.66. The mean value of precipitation in Model 1 was 0.60, and the mean value in Model 5 was 4.64. The maximum value of precipitation is 19.5 for Model 1 and 114 for Model 5, which is even greater. This is because torrential rains occur mainly in summer in Korea. The average PM10 value of Model 1 is 53.73, which is higher than the WHO daily average guideline of 50 µg/m$^3$ [55]. The average PM10 value of Model 5 is 32.02, which is much smaller than that of Model 1. However, the maximum PM10 value is 180 in Model 1 and 170 in Model 5, and the difference is not significant.

The average value for each model for a number of lanes, which is a control variable, represents a value between 2.5 and 3.5. The PVS survey was mainly conducted on streets with between two and four lanes. In regard to the time period variable, “afternoon” (which includes 4 hours) accounts for the most samples. Of the total sample, cases where there is a bus stop around the PVS point account for 20–30%.

### Table 6. Descriptive statistics for the ratio scale variables.

| Model          | Variables     | N   | Min   | Max    | Mean  | S.D  |
|----------------|---------------|-----|-------|--------|-------|------|
| **Total**      |               |     |       |        |       |      |
| (Model 1)      | PV            | 195,564 | 0.00 | 4670.00 | 58.94 | 104.01 |
|                | Temperature (°C) | 195,564 | 4.60 | 25.20  | 17.69 | 3.17  |
|                | Precipitation (mm) | 195,564 | 0.00 | 19.50  | 0.60  | 2.51  |
|                | PM10 (µg/m$^3$) | 195,564 | 3.00 | 180.00 | 53.73 | 29.69 |
|                | No. of Lanes   | 195,564 | 1.00 | 14.00  | 2.75  | 2.34  |
| **Residential**|               |     |       |        |       |      |
| (Model 2)      | PV            | 155,203 | 0.00 | 4670.00 | 60.66 | 109.09 |
|                | Temperature (°C) | 155,203 | 4.60 | 25.20  | 17.73 | 3.15  |
|                | Precipitation (mm) | 155,203 | 0.00 | 19.50  | 0.56  | 2.41  |
|                | PM10 (µg/m$^3$) | 155,203 | 3.00 | 180.00 | 53.26 | 29.81 |
|                | No. of Lanes   | 155,203 | 1.00 | 14.00  | 2.72  | 2.29  |
| **Commercial** |               |     |       |        |       |      |
| (Model 3)      | PV            | 30,579  | 0.00 | 1880.00 | 52.31 | 81.53 |
|                | Temperature (°C) | 30,579  | 6.90 | 25.20  | 17.65 | 3.25  |
|                | Precipitation (mm) | 30,579  | 0.00 | 19.50  | 0.69  | 2.70  |
|                | PM10 (µg/m$^3$) | 30,579  | 5.00 | 180.00 | 55.33 | 29.44 |
|                | No. of Lanes   | 30,579  | 1.00 | 14.00  | 2.95  | 2.58  |
| **Mixed-Use**  |               |     |       |        |       |      |
| (Model 4)      | PV            | 9782   | 0.00 | 1145.00 | 52.44 | 80.44 |
|                | Temperature (°C) | 9782   | 4.90 | 24.50  | 17.19 | 3.18  |
|                | Precipitation (mm) | 9782   | 0.00 | 19.50  | 1.01  | 3.30  |
|                | PM10 (µg/m$^3$) | 9782   | 7.00 | 180.00 | 56.06 | 28.26 |
|                | No. of Lanes   | 9782   | 1.00 | 10.00  | 2.65  | 2.24  |
### Table 6. Cont.

| Model Variables | N    | Min | Max   | Mean  | S.D  |
|-----------------|------|-----|-------|-------|------|
| Total (Model 5) | PV   | 159,376 | 0.00  | 3305.00 | 65.49 | 83.32 |
| Temperature (°C) | 159,376 | 17.60 | 35.80 | 27.66 | 2.82 |
| Precipitation (mm) | 159,376 | 0.00  | 114.00 | 4.64 | 16.97 |
| PM10 (µg/m³) | 159,376 | 1.00  | 170.00 | 32.02 | 23.16 |
| No. of Lanes | 159,376 | 1.00  | 18.00  | 3.21 | 2.53 |
| Residential (Model 6) | PV | 115,661 | 0.00  | 3305.00 | 56.68 | 73.24 |
| Temperature (°C) | 115,661 | 17.60 | 35.80 | 27.68 | 2.85 |
| Precipitation (mm) | 115,661 | 0.00  | 114.00 | 4.70 | 17.35 |
| PM10 (µg/m³) | 115,661 | 1.00  | 170.00 | 31.81 | 23.74 |
| No. of Lanes | 115,661 | 1.00  | 14.00  | 3.28 | 2.47 |
| Commercial (Model 7) | PV | 32,007 | 0.00  | 2021.00 | 96.17 | 111.74 |
| Temperature (°C) | 32,007 | 17.60 | 35.70 | 27.57 | 2.73 |
| Precipitation (mm) | 32,007 | 0.00  | 114.00 | 4.53 | 16.03 |
| PM10 (µg/m³) | 32,007 | 1.00  | 170.00 | 32.43 | 21.22 |
| No. of Lanes | 32,007 | 1.00  | 18.00  | 3.03 | 2.72 |
| Mixed-Use (Model 8) | PV | 11,708 | 0.00  | 667.00 | 68.72 | 63.33 |
| Temperature (°C) | 11,708 | 17.60 | 35.80 | 27.65 | 2.72 |
| Precipitation (mm) | 11,708 | 0.00  | 101.00 | 4.40 | 16.03 |
| PM10 (µg/m³) | 11,708 | 1.00  | 170.00 | 32.91 | 22.40 |
| No. of Lanes | 11,708 | 1.00  | 9.00   | 3.05 | 2.54 |

### Table 7. Descriptive statistics for the nominal scale variables.

| Season | Variables | Total | Residential | Commercial | Mixed-Use |
|--------|-----------|-------|-------------|------------|-----------|
|        |           | N     | Ratio       | N          | Ratio     | N          | Ratio     | N          | Ratio     |
| Autumn | Evening   | 28,282 | 14.5%       | 22,436     | 14.5%     | 4409       | 14.4%     | 1437       | 14.7%     |
|        | Dinner Time | 28,497 | 14.6%       | 22,617     | 14.6%     | 4447       | 14.5%     | 1433       | 14.6%     |
|        | Afternoon | 55,058 | 28.2%       | 43,719     | 28.2%     | 8605       | 28.1%     | 2734       | 27.9%     |
|        | Lunch Time | 27,237 | 13.9%       | 21,650     | 13.9%     | 4228       | 13.8%     | 1359       | 13.9%     |
|        | Morning   | 28,130 | 14.3%       | 21,650     | 14.3%     | 4228       | 13.8%     | 1359       | 13.9%     |
|        | Early Morning | 28,360 | 14.5%       | 22,522     | 14.5%     | 4430       | 14.5%     | 1408       | 14.4%     |
|        | Sum       | 195,564 | 100%       | 155,203    | 100%      | 30,579     | 100%      | 9782       | 100%      |
|        | Yes       | 44,782 | 22.9%       | 36,030     | 23.2%     | 6801       | 22.2%     | 1951       | 19.9%     |
|        | No        | 150,782 | 77.1%     | 119,173    | 76.8%     | 23,778     | 77.8%     | 7831       | 80.1%     |
|        | Sum       | 195,564 | 100%       | 155,203    | 100%      | 30,579     | 100%      | 9782       | 100%      |
| Summer | Evening   | 23,081 | 14.5%       | 16,787     | 14.5%     | 4581       | 14.3%     | 1713       | 14.6%     |
|        | Dinner Time | 23,093 | 14.5%       | 16,814     | 14.5%     | 4579       | 14.3%     | 1703       | 14.5%     |
|        | Afternoon | 45,534 | 28.6%       | 33,038     | 28.6%     | 9150       | 28.6%     | 3346       | 28.6%     |
|        | Lunch Time | 22,108 | 13.9%       | 16,011     | 13.8%     | 4497       | 14.1%     | 1600       | 13.7%     |
|        | Morning   | 22,750 | 14.3%       | 16,468     | 14.2%     | 4608       | 14.4%     | 1674       | 14.3%     |
|        | Early Morning | 22,810 | 14.3%       | 16,543     | 14.3%     | 4592       | 14.3%     | 1675       | 14.3%     |
|        | Sum       | 159,576 | 100%       | 115,661    | 100%      | 32,007     | 100%      | 11,708     | 100%      |
|        | Yes       | 42,668 | 26.8%       | 31,454     | 27.2%     | 8422       | 26.3%     | 2792       | 23.8%     |
|        | No        | 116,708 | 73.2%     | 84,207     | 72.8%     | 23,585     | 73.7%     | 8916       | 76.2%     |
|        | Sum       | 159,576 | 100%       | 115,661    | 100%      | 32,007     | 100%      | 11,708     | 100%      |

3.2. Seasonal Differences in the Influence of Microclimate (Weather and Air Quality) on PV

Table 8 shows the results of the negative binomial regression analysis of Model 1 (autumn) and Model 5 (summer), including all land-use areas (residential, commercial, and mixed-use). The statistical significance level was set at 5%. According to Model 1, all
microclimatic factor variables (temperature, precipitation, and PM10) have a statistically significant effect on PV. The temperature has a positive effect on PV, which means that PV increases as it gets warmer. Precipitation has a negative effect on PV, which means that PV decreases with more rain. PM10 has a negative effect on PV, which means that PV decreases as the concentration of PM increases.

Table 8. Negative binominal regression analysis results by season.

| Variables         | Coeff. (Autumn) | p  | Coeff. (Summer) | p  |
|-------------------|-----------------|----|-----------------|----|
| Constant          | 3.91824         | 0.000 | 3.76358         | 0.000 |
| Time Periods      |                 |    |                 |    |
| Evening           | 0.30858         | 0.000 | 0.47794         | 0.000 |
| Dinner time       | 0.10690         | 0.000 | 0.30533         | 0.000 |
| Afternoon         | 0.02142         | 0.021 | 0.32405         | 0.000 |
| Lunch Time        | 0.25899         | 0.000 | 0.41073         | 0.000 |
| Morning           | 0.01689         | 0.062 | 0.11042         | 0.000 |
| Early Morning     | 0 (Reference)   |    | 0 (Reference)   |    |
| Urban Environment |                 |    |                 |    |
| Bus Stop (Yes)    | −0.00286        | 0.626 | 0.05452         | 0.000 |
| Bus Stop (No)     | 0 (Reference)   |    | 0 (Reference)   |    |
| No. of Lanes      | 0.01450         | 0.000 | 0.07695         | 0.000 |
| Microclimatic Factors |        |    |                 |    |
| Temperature       | 0.00513         | 0.000 | −0.00545        | 0.000 |
| Precipitation     | −0.00465        | 0.000 | −0.00167        | 0.000 |
| PM10              | −0.00153        | 0.000 | 0.00000         | 0.972 |

According to the results of Model 5, unlike Model 1, temperature negatively affects PV, and PM10 does not have a significant effect. Precipitation has a significant negative effect on PV, as in Model 1. However, the coefficient value is −0.00185, which is only half of the value in Model 1 (−0.00349). The fact that the influence of independent variables, the direction of influence, and the magnitude of the influence differ depending on the season indicates that there is a large difference in the effect of microclimatic factors on PV by season. In addition, it confirms the necessity of analyzing this topic with models that have been classified by season.

Most time periods have the effect of increasing PV compared to the reference item (early morning). The number of lanes has a significant positive effect on PV in both models. However, the coefficient value in Model 1 is 0.01450, which is 1/5 of the value (0.07695) in Model 5. This means that in autumn, pedestrians are less crowded in large streets than in summer. Autumn is the season with the most pleasant weather, and many pedestrians are crowded on small roads and alleys rather than large streets. Such results were also observed in a previous study [56]. In addition, the bus stop variable has no significant effect in Model 1. In other words, the phenomenon where pedestrians gather on the main street near bus stops does not occur in autumn.

3.3. Difference in Influences of Microclimate (Weather and Air Quality) on PV by Land-Use

Table 9 shows the results of the negative binomial regression analyses for Models 2, 3, and 4, which classified autumn data by land-use. The statistical significance level was set at 5%. As shown in Table 9, there is a difference in the influence of microclimatic factors on PV depending on the land-use area. First, in residential areas (Model 2), the microclimatic factor variables had a significant effect on PV. The higher the temperature, the less precipitation, and the lower the PM10, the higher the PV. On the other hand, in commercial areas (Model 3), only precipitation had a significant effect on PV, while temperature and PM10 did not affect PV. In mixed-use areas (Model 4), where residential and commercial uses were mixed, temperature and precipitation had a significant effect on...
PV. The temperature has a positive effect, and precipitation has a negative effect. Because the uses of residential and commercial areas are mixed, the effects of microclimate also have an intermediate character between residential and commercial areas.

Table 9. Negative binominal regression analysis results by land-use (autumn).

| Variables          | Model 2 Residential Area | Model 3 Commercial Area | Model 4 Mixed-Use Area |
|--------------------|--------------------------|-------------------------|------------------------|
|                    | Coeff. | p    | Coeff. | p    | Coeff. | p    |
| Constant           | 3.92832 | 0.000 | 3.94739 | 0.000 | 3.58198 | 0.000 |
| Time Periods       |         |      |         |      |         |      |
| Evening            | 0.31018 | 0.000 | 0.30174 | 0.000 | 0.26791 | 0.000 |
| Dinner time        | 0.10481 | 0.000 | 0.12829 | 0.000 | 0.06400 | 0.105 |
| Afternoon          | 0.01640 | 0.120 | 0.06919 | 0.002 | −0.03028 | 0.443 |
| Lunch Time         | 0.26105 | 0.000 | 0.27039 | 0.000 | 0.18838 | 0.000 |
| Morning            | 0.01814 | 0.075 | 0.02142 | 0.340 | −0.02463 | 0.539 |
| Early Morning      | 0 (Reference) |      | 0 (Reference) |      | 0 (Reference) |      |
| Urban Environment  |         |      |         |      |         |      |
| Bus Stop (Yes)     | 0.00314 | 0.632 | −0.05042 | 0.001 | −0.09332 | 0.001 |
| Bus Stop (No)      | 0 (Reference) |      | 0 (Reference) |      | 0 (Reference) |      |
| No. of Lanes       | 0.01849 | 0.000 | −0.00059 | 0.810 | 0.03296 | 0.000 |
| Microclimatic Factors |         |      |         |      |         |      |
| Temperature        | 0.00602 | 0.000 | −0.00447 | 0.058 | 0.01378 | 0.001 |
| Precipitation      | −0.00226 | 0.050 | −0.00970 | 0.000 | −0.00924 | 0.009 |
| PM10               | −0.00174 | 0.000 | −0.00036 | 0.064 | 0.00014 | 0.704 |
| \( \chi^2 \)       | 2910.574 |      | 388.982 |      | 201.496 |      |
| LL                 | −792,159,891 |     | −151,682,669 |     | −48,507,269 |     |
| deviation/df       | 1.296 |      | 1.113 |      | 1.114 |      |

The coefficient of precipitation, which represents a significant effect on all three land-use areas, indicates that the residential area is −0.00226, the mixed-use area is −0.00924, and the commercial area is −0.00970. That is, the magnitude of the influence of precipitation on PV is the largest in commercial areas and the smallest in residential areas, with the mixed-use areas falling in the middle. In other words, the number of microclimatic factor variables that have a significant influence on PV is the largest in residential areas, but the influence of variables that have a significant effect on the PV increases as the proportion of commercial functions increases.

Among the control variables, time periods showed similar results to total land-use (Model 1). The number of lanes had a significant positive effect on PV in residential and mixed-use areas. On the other hand, there was no significant effect on the commercial area. It is believed that this is because wide roads in commercial areas are often not comfortable for walking because of noise and exhaust gas. It is likely that this also explains why bus stops exhibit a negative effect on PV in commercial and mixed-use areas.

Table 10 shows the results of Models 6, 7, and 8, which classified summer data by land-use. In residential areas (Model 6), all microclimatic variables had a significant effect on PV. In particular, PM, which did not affect the total land-use model (Model 5), also affected PV. In the commercial area (Model 6), none of the microclimate variables significantly affected PV. In particular, precipitation, which had an effect in commercial areas in autumn (Model 3), did not have a significant effect. In mixed-use areas, temperature and PM10 have a significant negative effect, and the magnitude of the effect is very large compared to residential areas. Similar to the autumn models, it is thought that the influence of microclimatic factor variables increases when commercial functions are mixed.

The control variables show similar results to the summer total model (Model 5). The number of bus stops and lanes has a significant positive effect on PV. Unlike autumn, it is thought that pedestrians prefer wide streets in summer.
Table 10. Negative binominal regression analysis results by land-use (summer).

| Variables          | Model 6 Residential Area | Model 7 Commercial Area | Model 8 Mixed-Use Area |
|--------------------|--------------------------|-------------------------|------------------------|
|                    | Coeff.       | P    | Coeff.       | P    | Coeff.       | P    |
| Constant           | 3.63535      | 0.000 | 3.84847      | 0.000 | 4.05857      | 0.000 |
| Time Periods       |              |      |              |      |              |      |
| Evening            | 0.45605      | 0.000 | 0.50604      | 0.000 | 0.53870      | 0.000 |
| Dinner time        | 0.28118      | 0.000 | 0.32527      | 0.000 | 0.37557      | 0.000 |
| Afternoon          | 0.29414      | 0.000 | 0.33432      | 0.000 | 0.38621      | 0.000 |
| Lunch Time         | 0.40823      | 0.000 | 0.37429      | 0.000 | 0.42744      | 0.000 |
| Morning            | 0.11437      | 0.000 | 0.07526      | 0.001 | 0.13180      | 0.000 |
| Early Morning      | 0 (Reference)|      | 0 (Reference)|      | 0 (Reference)|      |
| Urban Environment  |              |      |              |      |              |      |
| Bus Stop (Yes)     | 0.05136      | 0.000 | 0.03296      | 0.028 | 0.02300      | 0.330 |
| Bus Stop (No)      | 0 (Reference)|      | 0 (Reference)|      | 0 (Reference)|      |
| No. of Lanes       | 0.07866      | 0.000 | 0.09101      | 0.000 | 0.04890      | 0.000 |
| Microclimatic Factor|            |      |              |      |              |      |
| Temperature        | −0.00524     | 0.000 | 0.00319      | 0.233 | −0.01019     | 0.029 |
| Precipitation      | −0.00226     | 0.000 | −0.00034     | 0.384 | −0.00093     | 0.154 |
| PM10               | −0.00039     | 0.006 | 0.00048      | 0.100 | −0.00119     | 0.009 |
| $\chi^2$          | 7898.681     |      | 3370.060     |      | 486.098      |      |
| LL                 | −579,695.856 |      | −176,635.14 |      | −61,074.999  |      |
| deviation/df       | 0.808        |      | 0.835        |      | 0.670        |      |

4. Discussion

For a compact discussion, Table 11 summarizes only the coefficients of the microclimatic variables in the eight negative binomial regression models. Based on the significance level of 5%, only the coefficient values of variables that have a significant effect on PV are indicated, and variables without significant effect are indicated as blanks. According to the results, the influence of microclimatic factors on PV is clearly different according to land-use, and seasonal differences also appear.

Table 11. Summary of the microclimatic variable regression coefficients.

| Season | Land-Use      | Model | Temperature | Precipitation | PM10  |
|--------|---------------|-------|-------------|---------------|-------|
| Autumn | Total         | Model 1 | 0.00513     | −0.00465      | −0.00153 |
|        | Residential   | Model 2 | 0.00602     | −0.00226      | −0.00174 |
|        | Commercial    | Model 3 | −0.00970    |               |        |
|        | Mixed-Use     | Model 4 | 0.01378     | −0.00924      |       |
| Summer | Total         | Model 5 | −0.00545    | −0.00167      | −0.0039 |
|        | Residential   | Model 6 | −0.00524    | −0.00226      | −0.00039 |
|        | Commercial    | Model 7 |             |               |       |
|        | Mixed-Use     | Model 8 | −0.01019    | −0.00119      |       |

Comparing Model 1 and Model 5, we can see a distinct seasonal difference. First, in autumn and summer, the influence of temperature variables is reversed. In autumn, it has a positive effect (0.00513), while it has a negative effect in summer (−0.00545). This is because summer in Korea is very hot. In many studies, the temperature has a positive effect on outdoor activities [31], but studies in Texas (with its hot climate) have shown negative effects [32]. Another difference in the comparison between Model 1 and Model 5 is that PM10 has a significant effect only in Model 1. This is likely because the average PM concentration in summer is lower than in autumn. As shown in Table 6, the average of PM10 in summer (Model 5) is 32.02, which is lower than that of 53.73 in autumn (Model 1). In addition, 32.02 is lower than the WHO’s daily average PM10 guideline of 50 µg/m$^3$ [55].

The analysis results of the models divided by land-use identified a number of notable features, which are as follows. First, there are more microclimatic factors affecting PV in residential areas than in commercial areas. In residential area models (Models 2 and 6), all
three microclimatic variables had significant effects on PV, whereas, among commercial area models (Models 3 and 7), only the precipitation variables in Model 3 showed significant effects. This is thought to be due to the large number of people in residential areas that are sensitive to weather and air pollution, such as children and the elderly. Such a sensitive class seems to adjust the amount of walking in response to various microclimatic factors. Particularly, PM10, which did not have a significant effect on the total land-use model in summer (Model 5), has a significant effect in the residential area model in summer (Model 6). As stated above, the overall PM concentration in summer is lower than in autumn. Nevertheless, pedestrians in residential areas are sensitive to this.

Second, the size of the influence of the microclimatic variables in commercial or mixed-use areas is greater than that of residential areas. In other words, in areas with more commercial functions than residential functions, the size of the influence of the microclimatic variables increases. When observing the absolute values of the coefficients in the autumn models, the coefficient of precipitation is large in the order of commercial (−0.00970), mixed-use (−0.00924), and residential (−0.00465). The coefficient of temperature is also twice as high in mixed-use areas (0.01327) compared to residential areas (0.00602). Among the summer models, commercial areas do not have significant microclimatic variables, so mixed-use areas and residential areas can be compared. In the mixed-use area (Model 8), the coefficient of temperature is −0.01019, and the coefficient of PM10 is −0.00119. This is very large compared to the absolute value of the coefficient (temperature −0.00524, PM10 −0.00039) in residential areas (Model 6). This is thought to be because there are various options for transportation in commercial areas, compared to residential areas. Therefore, it is thought that the decrease in PV due to bad weather or air pollution is greater than in residential areas.

Third, the influence of microclimatic factors on PV in mixed-use areas has intermediate characteristics between residential and commercial areas. The number of microclimate variables that have a significant effect on PV in mixed-use areas is the value between residential and commercial areas. The coefficient value of the significant variable also represents the value between residential and commercial areas. This suggests that changes in building use and density according to land-use can induce a gradual change in the influence of microclimatic factors on PV.

Fourth, the influence of temperature and precipitation on PV has seasonality. The direction of the influence of temperature on PV in the summer models is opposite to that of the autumn models. Precipitation had a significant effect on PV in all land-uses in autumn, but only in residential areas in summer. This result is because the level of climate elements in Korea varies greatly from season to season, as shown in Figure 2 and Table 6. Considering this seasonality, when data becomes available, follow-up studies through winter and spring models are needed.

5. Conclusions

This study analyzed whether the influence of microclimatic factors on PV differs according to land-use. Eight models classified according to season and land-use were analyzed using negative binomial regression analysis, and it was confirmed that the influence of microclimate factors on PV differs according to land-use. In residential areas, all microclimate variables affected PV, but only a very limited number of variables affected PV in commercial areas. On the other hand, the size of the influence of the significant microclimatic variables was larger in the commercial areas, or the areas where commercial functions were mixed, than in the residential areas. In addition, in the mixed-use areas, the influence of microclimate factors on PV was intermediate between residential and commercial areas.

The results of this study suggest several implications for urban planning. First, efforts to solve the problem of reduced PV caused by bad microclimatic conditions must be different for each land-use. Reducing PV reduces the vitality of cities, and many city governments are trying to mitigate the negative effects of microclimate. According to
the results of this study, a differentiated policy for each land-use is required because the influence of microclimatic factors on PV is very different for each land-use. Second, it is possible to offset the negative effects of microclimatic factors on PV through the mixing of land-uses. According to the results of this study, the influence of microclimatic factors in the mixed-use area showed intermediate characteristics between residential and commercial areas. Therefore, it is expected to be able to offset weaknesses from the influence of microclimatic factors in each land-use area through the mixing of land-uses.

This study makes the following contributions: This is an early study that demonstrated that the effects of microclimate on PV may vary depending on land-use. In particular, in addition to the general weather factors, the inclusion of PM, which is a problem in many cities, can be suggested as the significance of the study. In addition, this study compared autumn (the season with the general climate of Korea) with the very hot season. Through this, it is possible to predict the change in the direction of PV in the future due to climate change.

However, this study has some limitations. It is possible that the 2009 data do not reflect the latest pedestrian behavior, though we think this is unlikely. In addition, the generalization of the results may be limited by using data from one city. Another limitation of the PV data used in this study is that there is no trip purpose information. Therefore, there is a limitation in the interpretation of research results based on the trip purpose. These challenges are due to the limitations of the data. If more data are provided in the future, it will be possible to conduct research that overcomes these limitations. Moreover, this study’s design did not reflect the more diversely classified land-uses. Therefore, there is a need for a study that clarifies the difference in the influence of microclimatic factors on PV based on more detailed land-use.
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