Abstract: We rewrite the recently derived cubic action of Double Field Theory on group manifolds [1] in terms of a generalized metric and extrapolate it to all orders in the fields. For the resulting action, we derive the field equations and state them in terms of a generalized curvature scalar and a generalized Ricci tensor. Compared to the generalized metric formulation of DFT derived from tori, all these quantities receive additional contributions related to the non-trivial background. It is shown that the action is invariant under its generalized diffeomorphisms and 2D-diffeomorphisms. Imposing additional constraints relating the background and fluctuations around it, the precise relation between the proposed generalized metric formulation of DFTWZW and of original DFT from tori is clarified. Furthermore we show how to relate DFTWZW of the WZW background with the flux formulation of original DFT.
1 Introduction

For several years, dualities have become a well established instrument to study fundamental aspects of string theory and the corresponding low energy effective field theories. Hence, it is not a surprise that there is a growing interest in a theory called Double Field Theory (DFT) \cite{2–9} which makes abelian T-duality a manifest symmetry in the low energy description of closed string theory. To this end, it seizes the idea \cite{2,10–13} to double the coordinates of the target space. Adding $D$ additional dual coordinates allows to take winding excitations of the closed string on a compact background into account. Exchanging winding and momentum excitations is the mechanism underpinning T-duality on a torus and thus the doubled target space of DFT permits to capture this mechanism through a global $O(D,D)$ symmetry. The doubling of the coordinates can be also viewed as introducing $D$ left-moving and $D$ right-moving closed string coordinates, where the ordinary and dual coordinates are just the sums and the differences of left- and right-moving coordinates.

However, there are still conceptual questions about the current status of DFT. They are mainly triggered by the strong constraint which is required for a consistent low energy formulation. The strong constraint is a consequence of the toroidal background used in the original
derivation [3] and it states that winding and momentum excitations in the same direction are not allowed. Violating the strong constraint, it is impossible to choose a torus radius in the corresponding direction to make all fields much lighter than the string scale. Either momentum or winding modes are heavier than the first massive string excitations and spoil a consistent truncation. On the other hand, applying the strong constraint identifies DFT with the well studied NS/NS sector of SUGRA. Thus, except for an effective rewriting, it does not give any new physical insights. Moreover, such a rewriting is also available in terms of Hitchin’s generalized complex geometry [14,15] which is an appropriate replacement for DFT in this case. The situation is more intriguing, but unfortunately also more speculative, if one weakens the strong constraint. In this case so called non-geometric backgrounds [12,13,16,17] arise. They are partly inspired by generalized Scherk-Schwarz compactifications which give rise to gauged supergravities not accessible by flux compactifications from the SUGRA regime [11,18–21]. Some of these backgrounds have an uplift to string theory in terms of left-right asymmetric orbifold constructions [11,21–23], but in general their fate is unknown.

In order to improve this situation three of the authors proposed an alternative theory with a doubled coordinate space called DFTWZW [1]. It originates from tree-level Closed String Field Theory (CSFT) calculations up to cubic order in the fields and leading order of $\alpha'$ on a group manifold. This theory is governed by a Wess-Zumino-Witten model on the worldsheet. In DFTWZW the doubling of the coordinates basically refers to the left- and right-moving currents of the WZW model on a group manifold. Interestingly, it turned out that this theory does not reproduce all results known from original DFT: The strong constraint, the gauge transformations and the action receive corrections from the non-trivial string background. Furthermore, the closure of the gauge algebra only requires the strong constraint for fluctuations, whereas the weaker closure constraint is sufficient for the background fields. In this way, one can obtain a consistent tree-level description of non-geometric backgrounds. All these properties suggest that DFTWZW should be considered as a generalization of original DFT. However, a direct comparison between the two at cubic level seems to be impossible. Therefore, in this paper we derive the full generalized metric formulation of the theory. Let us summarize our results in the following.

The resulting action to all orders in the fields reads

$$S = \int dX^{2D} e^{-2d}\mathcal{R}$$

where $d$ denotes the generalized dilaton and $\mathcal{R}$ represents the generalized curvature scalar

$$\mathcal{R} = 4\mathcal{H}^{IJ}\nabla_I\nabla_J d - \nabla_I\nabla_J\mathcal{H}^{IJ} - 4\mathcal{H}^{IJ}\nabla_I d\nabla_J d + 4\nabla_I d\nabla_J d\mathcal{H}^{IJ} + 1/8\mathcal{H}^{KL}\nabla_K\mathcal{H}_{IJ}\nabla_L\mathcal{H}^{IJ} - 1/2\mathcal{H}^{IJ}\nabla_J \mathcal{H}^{KL}\nabla_L\mathcal{H}_{IK} + 1/6 F_{IKM} F_{JLN} \mathcal{H}^{IJ} \mathcal{H}^{KL} \mathcal{H}^{MN}$$

of DFTWZW. It incorporates the generalized metric $\mathcal{H}^{IJ}$ combining fluctuations and background, the covariant derivative

$$\nabla_I V^J = \partial_I V^J + \Gamma_{IK}^J V^K$$

and the background metric $H^{IJ}$ with the associated structure coefficients $F_{IJK}$ of the group manifold. Thus we have $\mathcal{H}^{IJ} = H^{IJ} + \Delta H^{IJ}$ and the connection appearing in the covariant derivative is determined entirely by the background. In this sense, the theory presented here is manifestly
background dependent. As we will discuss in section 5, this is not a contradiction in being a generalization of DFT which is background independent once the strong constraint is invoked. We show that the proposed action (1.1) is invariant under the generalized diffeomorphisms

\[ \partial_\xi H^{IJ} = L_\xi H^{IJ} = \lambda^K \nabla_K H^{IJ} + (\nabla^I \lambda_K - \nabla_K \lambda^I) H^{KJ} + (\nabla^J \lambda_K - \nabla_K \lambda^J) H^{IK} \]

\[ \partial_\xi d = L_\xi d = \xi^I \nabla_I d - \frac{1}{2} \nabla_I \xi^I, \]

(1.4)

where \( L_\xi \) denotes the generalized Lie derivative of the theory. In all calculations, we assume the strong constraint

\[ \nabla_I \partial_I \cdot = 0 \]

(1.5)

to be fulfilled for the generalized dilaton \( d \), the generalized metric \( H^{AB} \), the parameter \( \xi^A \) of the generalized Lie derivative and arbitrary products of them. The strong constraint only applies to quantities in flat indices. To switch between curved and flat indices the generalized vielbein \( E_{AI} \) of the background is used. Additionally, we also apply the Jacobi identity

\[ F_{IJM} F_{MKL} + F_{KIM} F_{MJL} + F_{JKM} F_{MIL} = 0 \]

(1.6)

for the structure coefficients of the background. Besides generalized diffeomorphisms, (1.1) is manifestly invariant under 2D-diffeomorphisms

\[ \delta_\xi E_{A}^I = L_\xi E_{A}^I = \xi^J \partial_J E_{A}^I - E_{A}^J \partial_J \xi^I, \]

\[ \delta_\xi e^{-2d} = L_\xi e^{-2d} = \xi^P \delta_P e^{-2d} + e^{-2d} \partial_I \xi^I, \]

(1.7)

(1.8)

with \( L_\xi \) denoting the ordinary Lie derivative. In view of this, DFT\(_{WZW} \) seems to implement a non-trivial extension of the DFT gauge algebra as proposed by Cederwall [24,25]. Still, there exists an important difference. Whereas Cederwall considered only torsionless covariant derivatives, the covariant derivative (1.3) exhibits a torsionful connection.

One of the objectives of this paper is to clarify the relation between background dependent DFT\(_{WZW} \) and original DFT. We will succeed to identify DFT\(_{WZW} \) with the generalized metric formulation of DFT [26] under two special assumptions: First, a distinguished generalized vielbein which fulfills the strong constraint of DFT is required and second an extended strong constraint

\[ \partial_I b \partial_I f = 0, \]

(1.9)

linking background fields \( b \) and fluctuations \( f \), has to be imposed. It is important to note that this constraint is totally optional in the framework of our theory. Hence, it is reasonable to suspect that there exist valid field configurations in DFT\(_{WZW} \) that go beyond DFT. This statement even holds, if the background group manifold is purely geometric or T-dual to a geometric one. Identifying the two theories under the assumptions mentioned above, we confirm the background independence of DFT suggested in [5]. This background independence is a result of the very restrictive strong constraint in DFT which renders it equivalent to SUGRA.

The organization of this paper follows the outline given in the last paragraph. After a short review of the DFT\(_{WZW} \) cubic action and the required notation, section 2 presents the generalized metric formulation of the action and its gauge transformations. Section 3 discusses
the equations of motion of this action. Further, it derives the generalized curvature scalar and the
the generalized Ricci tensor. In section 4, we proof the invariance of the action under generalized
diffeomorphisms and 2D-diffeomorphisms. At last, we show the equivalence of our theory and
original DFT in section 5. A small outlook, discussing the potential and possible applications of
DFTWZW concludes the paper in section 6.

2 Generalized metric formulation

Starting from the results derived in [1], we derive the generalized metric formulation of the
DFTWZW action in this section. As a preliminary, subsection 2.1 reviews the most important
aspects of the cubic action derived in [1] and introduces the required notation. Although already
discussed in [1], we shortly present the gauge transformations and the C-bracket governing the
gauge algebra in subsection 2.2 before discussing the new results for action in subsection 2.3.

2.1 Review of cubic action and notation

The cubic action and gauge transformations were derived at the leading order of \( \alpha' \) from CSFT
in [1]. The starting point are fields \( \epsilon^{ab} \) that can be considered as fluctuations around the WZW
background. The indices \( a \) and \( b \) refer to the adjoint representation of the corresponding group
\( G_L \times G_R \). In addition we also introduce gauge parameters \( \lambda^a \) and \( \bar{\lambda}^{\bar{a}} \). In contrast to the
toroidal case, one does not consider momentum and winding modes but one considers different
representations \( R = (\Sigma_L, \Sigma_R) \) of \( G_L \times G_R \). Here, we do not use the form stated in [1], but instead
perform the field redefinition

\[
\epsilon^{ab} \rightarrow -2\epsilon^{ab}, \quad \lambda^a \rightarrow 2\lambda^a \quad \text{and} \quad \bar{\lambda}^{\bar{a}} \rightarrow 2\bar{\lambda}^{\bar{a}}
\]

(2.1)
giving rise to

\[
(2\kappa^2)S = \int d^2D X \sqrt{|H|} \left[ \epsilon_{ab} \Box \epsilon^{ab} + (D^b \epsilon_{ab})^2 + (D^a \epsilon_{ab})^2 + 4\tilde{d} D^a D^b \epsilon_{ab} - 4\tilde{d} \Box \tilde{d} \right.
\]

\[
-2\epsilon_{ab} \left( D^a \epsilon_{cd} D^b \epsilon^{cd} - D^a \epsilon_{cd} D^b \epsilon^{cd} - D^c \epsilon^{ad} D^b \epsilon_{cd} \right)
\]

\[
+ 2\epsilon_{ab} \left( F^{ac} d D^c \epsilon^{db} \epsilon_{cd} + F^{bc} \tilde{d} D^c \epsilon^{ad} \epsilon_{cd} \right) + \frac{2}{3} F^{ace} F^{bde} \epsilon_{ab} \epsilon_{cd} \epsilon_{ef}
\]

\[
+ \tilde{d} \left( 2(D^a \epsilon_{ab})^2 + 2(D^b \epsilon_{ab})^2 + (D_c \epsilon_{ab})^2 + (D_c \epsilon_{ab})^2 + 4\epsilon^{ab} (D_a D^c \epsilon_{cb} + D_b D^c \epsilon_{ac}) \right)
\]

\[
- 8\epsilon_{ab} \tilde{d} D^a D^b \tilde{d} + 4\tilde{d}^2 \Box \tilde{d} \right]
\]

(2.2)

with the abbreviation

\[
\Box = \frac{1}{2} (D_a D^a + D_{\bar{a}} D^{\bar{a}})
\]

(2.3)

and the corresponding gauge transformations

\[
\delta \lambda \epsilon^{ab} = -D^b \lambda^a + D^a \lambda^b - D_c \lambda^a \epsilon^{cb} + \lambda^c D_c \epsilon^{ab} + F^a_{cd} \lambda^c \epsilon^{db} +
\]

\[
- D^a \lambda^b - D^b \lambda^a \epsilon^{ab} - D_c \lambda^b \epsilon^{ac} + \lambda^c D_c \epsilon^{ab} + F^b_{cd} \lambda^c \epsilon^{ad},
\]

(2.4)

\[
\delta \bar{\lambda} \tilde{d} = -\frac{1}{2} D_a \lambda^a + \lambda_a D^a \tilde{d} - \frac{1}{2} D_{\bar{a}} \lambda^{\bar{a}} + \lambda_{\bar{a}} D^{\bar{a}} \tilde{d}.
\]
Besides, further rescaling in the definitions given later in this subsection, this field redefinition helps to get rid of a $1/2$ factor which arises in [1] between the DFT and the DFT$_{WZW}$ results. To allow a clear distinction between background fields and fluctuations, we have changed the notation of [1]. Now, $\tilde{d}$ denotes fluctuations of the generalized dilaton $d = \bar{d} + \tilde{d}$ which combines the background field $\bar{d}$ and the fluctuations. As a consequence of level-matching in closed string theory, the fields $\epsilon_{ab}$, $\bar{d}$ and the gauge parameters $\lambda_a$ and $\lambda_{\bar{a}}$ have to fulfill the strong constraint

\[ (D_a D^a - D_{\bar{a}}D^{\bar{a}}) \cdot = 0, \quad (2.5) \]

where $\cdot$ not only denotes the mentioned field but also arbitrary products of them.

On the world sheet, the theory is governed by a CFT with two independent, a chiral (left mover) and an anti-chiral (right mover), Kač-Moody current algebras. The structure coefficients of their central extensions $g_L \times g_R$ are denoted by $F_{abc}$ and $F_{\bar{a}\bar{b}\bar{c}}$. Bared and unbared indices allow to distinguish between the algebras for the left and right moving part of the closed string. These indices run from $1 \ldots D$, the dimension of the group manifold used as background. The integration in (2.2) is performed over a product manifold combining the Lie groups $G_L \times G_R$ associated to the Lie algebras $g_L \times g_R$. This manifold is parameterized by the $2D$ coordinates $X^I = (x^i \ x^{\bar{i}})$ and is equipped with the metric

\[ S_{AB} = 2 \begin{pmatrix} \eta_{ab} & 0 \\ 0 & \eta_{\bar{a}\bar{b}} \end{pmatrix} \quad \text{and its inverse} \quad S^{AB} = \frac{1}{2} \begin{pmatrix} \eta_{ab} & 0 \\ 0 & \eta_{\bar{a}\bar{b}} \end{pmatrix} \quad (2.6) \]

in flat indices. It combines the killing metrics $\eta_{ab} / \eta_{\bar{a}\bar{b}}$ of the Lie algebras $g_L / g_R$ which are used to raise flat indices. Moreover, it is very convenient to introduce the vielbein

\[ E_A^I = \begin{pmatrix} e_a^i \\ 0 \\ e_{\bar{a}}^{\bar{i}} \end{pmatrix} \quad \text{and its inverse transposed} \quad E^A_I = \begin{pmatrix} e^a_i \\ 0 \\ e^{\bar{a}}_{\bar{i}} \end{pmatrix} \quad (2.7) \]

in order to switch between flat and curved indices. Applying it on the partial derivatives $\partial_I = (\partial_i \ \partial_{\bar{i}})$ of the background manifold $G_L \times G_R$, it gives rise to the doubled flat derivative

\[ D_A = E_A^I \partial_I = (D_a \ D_{\bar{a}}). \quad (2.8) \]

Finally $H_{IJ}$, whose determinante $H$ is used in (2.2), is defined as the curved version

\[ H_{IJ} = E^A_I S_{AB} E^B_J \quad (2.9) \]

of $S_{AB}$. As a consequence of the rescaled flat metric $S_{AB}$, $H_{IJ}$ differs by a factor 2 from the definition in [1]. To keep the action integral (2.2) invariant, one has to perform the compensating change of variables $X^I \to X^I / \sqrt{2}$. Besides the background metric $S_{AB}$ in flat indices, it is convenient to introduce the metric

\[ \eta_{AB} = 2 \begin{pmatrix} \eta_{ab} & 0 \\ 0 & -\eta_{\bar{a}\bar{b}} \end{pmatrix} \quad \text{and its inverse} \quad \eta^{AB} = \frac{1}{2} \begin{pmatrix} \eta_{ab} & 0 \\ 0 & -\eta_{\bar{a}\bar{b}} \end{pmatrix} \quad (2.10) \]

to raise and lower doubled indices. In combination with the doubled flat derivative (2.8) it e.g. allows to express the strong constraint (2.5) in the compact form

\[ \eta_{AB} D_A D_B \cdot = D_A D^A \cdot = 0. \quad (2.11) \]
2.2 Gauge transformations

Switching from the notation with bared and unbared indices to doubled indices, generally simplifies the equations in DFT\(_{\text{WZW}}\) a lot. In this respect, the strong constraint (2.11) is a toy example. More drastic is the effect on the gauge transformations (2.4). In order to express them in doubled notation, we follow [1] and introduce the symmetric, \(O(D,D)\) matrix

\[
\mathcal{H}^{AB} = \exp(\epsilon^{AB}) = S^{AB} + \epsilon^{AB} + \frac{1}{2} \epsilon^{AC} S_{CD} \epsilon^{DB} + \frac{1}{6} \epsilon^{AC} S_{CD} \epsilon^{DE} S_{EF} \epsilon^{FB} + \ldots ,
\]

called generalized metric. It is generated by

\[
\epsilon^{AB} = \begin{pmatrix} 0 & \epsilon^{ab} \\ \epsilon^{\bar{a} \bar{b}} & 0 \end{pmatrix} \quad \text{with} \quad \epsilon^{ab} = (\epsilon^T)^{ba} ,
\]

which embeds the fluctuations \(\epsilon^{\bar{a} \bar{b}}\) into a tensor with doubled indices. Furthermore, we define the flat covariant derivatives

\[
\nabla_A V^B = D_A V^B + \frac{1}{3} F^B_{AC} V^C \quad \text{and} \quad \nabla_A V_B = D_A V_B + \frac{1}{3} F_{BA} C V_C ,
\]

where

\[
F^{ABC} = \begin{cases} F^{abc} & \text{if } A = B = C \\ F^{\bar{a} \bar{c}} & \text{if } A = B = C \text{ are both } \bar{a} \bar{b} \text{ indices} \\ 0 & \text{otherwise} \end{cases}
\]

combines the structure coefficients defining the Kač-Moody algebras for the strings left and right moving parts. At this point, let us recall the conventions from [1]: \(D_A\), \(F_{ABC}\) and \(\xi^A\) are considered as “fundamental” objects, meaning their bared and unbared components do not receive additional minus signs or prefactors. From these quantities all others are derived by raising/lowering the doubled indices with the \(\eta\)-metric. A simple example is

\[
\xi^A = (\xi^a \xi^{\bar{a}}) \quad \text{and} \quad \xi_A = \xi^B \eta_{BA} = (2 \xi^a - 2 \xi^{\bar{a}}) .
\]

Now, we expand the generalized metric (2.12) into components

\[
\mathcal{H}^{AB} = \begin{pmatrix} \frac{1}{2} \eta^{ab} + \epsilon^{ac} \eta_{cd} \epsilon^{db} & \epsilon^{\bar{a} \bar{b}} + \frac{2}{3} \epsilon^{ac} \eta_{cd} \epsilon^{de} \eta_{ef} \epsilon^{fb} \\ \epsilon^{\bar{a} \bar{b}} + \frac{2}{3} \epsilon^{ac} \eta_{cd} \epsilon^{de} \eta_{ef} \epsilon^{fb} & \frac{1}{2} \eta^{\bar{a} \bar{b}} + \epsilon^{ac} \eta_{cd} \epsilon^{de} \eta_{ef} \epsilon^{fb} \end{pmatrix} + \mathcal{O}(\epsilon^4)
\]

up to cubic order in the fields. Plugging this expansion into

\[
\delta \xi \mathcal{H}^{AB} = \mathcal{L}_\xi \mathcal{H}^{AB} = \lambda^C \nabla_C \mathcal{H}^{AB} + (\nabla^{A} \lambda_C - \nabla_{C} \lambda^A) \mathcal{H}^{CB} + (\nabla^{B} \lambda_C - \nabla_{C} \lambda^B) \mathcal{H}^{AC}
\]

\[
\delta \xi \tilde{d} = \mathcal{L}_\xi \tilde{d} = \xi^A D_A \tilde{d} - \frac{1}{2} D_A \xi^A ,
\]

one recovers the gauge transformations (2.4) up to additional terms which are not linear in the field or the gauge parameter. The same holds for the C-bracket

\[
[\lambda_1, \lambda_2]_C^A = \lambda_1^B \nabla_B \lambda_2^A - \frac{1}{2} \lambda_1^B \nabla^A \lambda_2_{,B} - (1 \leftrightarrow 2) .
\]
2.3 Action

In this subsection, we rewrite the action (2.2) in terms of the generalized metric. The guiding principle is inspired by the results for the gauge transformations and the C-bracket discussed in the last subsection: in the expressions known from traditional DFT, one has to substitute partial derivatives by covariant derivatives (2.14). Taking into account the original DFT action in the generalized metric formulation [26] and following this principle, the action should read

\[ S = \int d^2 D X e^{-2d} \left( \frac{1}{8} H^{CD} \nabla_C H_{AB} \nabla_D H^{AB} - \frac{1}{2} H^{AB} \nabla_B H^{CD} \nabla_D H_{AC} - 2 \nabla_A H^{AB} + 4 H^{AB} \nabla_A \nabla_B d \right). \] (2.20)

Subsequently, we proof that, up to cubic terms in the fields, this action indeed reproduces (2.2) up to a missing term that has to be added to (2.20). To keep this straightforward though cumbersome calculation as traceable as possible, we begin with terms containing two flat derivatives like e.g.

\[ e^{-2d} \frac{1}{8} H^{CD} D_C H_{AB} D_D H^{AB}. \] (2.21)

We further simplify the calculation by first considering the term

\[ \frac{1}{8} S^{CD} D_C H_{AB} D_D H^{AB}, \] (2.22)

which gives rise to

\[ \frac{1}{8} S^{CD} D_C H_{AB} D_D H^{AB} = - \frac{1}{2} \left( D \epsilon \epsilon \right) - \epsilon \epsilon + D_d \epsilon \epsilon + \epsilon \epsilon + \epsilon \epsilon, \] (2.23)

after plugging in the components of \( S^{AB} \) and \( H^{AB} \), according to (2.6) and (2.17). From the first to the second line in (2.23), we perform integration by parts by applying the rule

\[ \int d^2 D X e^{-2d} u D_A v = - \int d^2 D \sqrt{|H|} e^{-2d} (-2 u D_a d + D_a u) v = \int d^2 D X e^{-2d} (2 u D_a d - D_a u) v. \] (2.24)

It automatically arises, if one splits the generalized dilaton

\[ d = d + \tilde{d} = - \frac{1}{2} \log \sqrt{|H|} + \tilde{d} \] (2.25)

into the background part \( \tilde{d} \) and the fluctuations \( \tilde{d} \) around this background. Performing integrations by parts again and dropping the terms in quartic order in the fields, we obtain

\[ \frac{1}{8} S^{CD} D_C H_{AB} D_D H^{AB} = \epsilon \epsilon + \epsilon \epsilon + \epsilon \epsilon + \epsilon \epsilon + \epsilon \epsilon. \] (2.26)

Now, it is straightforward to read off the remaining terms of (2.21), namely

\[ e^{-2d} \frac{1}{8} H^{CD} D_C H_{AB} D_D H^{AB} = \sqrt{H} \left[ \epsilon \epsilon + \epsilon \epsilon - 2 \epsilon \epsilon D_d \epsilon + \epsilon \epsilon + \epsilon \epsilon \right]. \] (2.27)
Here and in the following, $\mathcal{O}(\ldots)$ is suppressed for brevity. The last term in (2.26) cancels against a term arising in the expansion of

$$e^{-2d} = \sqrt{|H|}(1 - 2\tilde{d} + 2\tilde{d}^2 + \ldots).$$  \hfill (2.28)

Next, we turn to the term

$$-\frac{1}{2}\mathcal{H}^{AB}D_B\mathcal{H}^{CD}D_DD_AC$$  \hfill (2.29)

for which the calculations are more cumbersome. Using the commutation relations for flat derivatives

$$[D_a, D_b] = F_{ab}^c D_c, \quad [D_a, D_{\tilde{b}}] = F_{\tilde{a}\tilde{b}}^c D_c$$  \hfill (2.30)

and performing integration by parts, we finally obtain the result

$$-e^{-2d}\frac{1}{2}\mathcal{H}^{AB}D_B\mathcal{H}^{CD}D_DD_AC = \sqrt{|H|}\left[(D_a^c)^2 + (D_\tilde{a}^c)^2\right]$$

$$- (F_{\tilde{d}a}^c D_a D_{\tilde{d}}^c + F_{\tilde{a}c}^D D_c D_{\tilde{a}}^c)(1 - 2\tilde{d})$$

$$+ 2\tilde{d} (D_\tilde{d}^c D_a D_{\tilde{d}}^c \epsilon_{cb} - 2\tilde{d} D_a D_\tilde{c}^c \epsilon_{cb} - 2\tilde{d} D_\tilde{c}^c \epsilon_{cb} D_a)$$

$$+ 2\tilde{d} (\epsilon_{cb} D_\tilde{b} D_\tilde{c}^c \epsilon_{ac} - 2\tilde{d} D_\tilde{b} D_\tilde{c}^c \epsilon_{ac} - 2\tilde{d} D_\tilde{c}^c \epsilon_{ab} D_b)$$

$$+ 2\epsilon_{ab}(D_a^c D_{\tilde{d}}^d \epsilon_{cb} + D_\tilde{c}^c \epsilon_{ad} D_d^\tilde{b} \epsilon_{ca}).$$  \hfill (2.31)

All remaining terms in the action (2.20) contain covariant derivatives acting on the generalized dilaton $d$. Its background part $\tilde{d}$ is covariantly constant and the fluctuations $\tilde{d}$ transform like a scalar. Thus, we are able to identify

$$\nabla_A d = D_A \tilde{d}. $$  \hfill (2.32)

In combination with the expansion (2.17) of $\mathcal{H}^{AB}$, this identity gives rise to

$$4\mathcal{H}^{AB}D_A \tilde{d} D_B \tilde{d} = 2D_a \tilde{d} D_a \tilde{d} + 2D_a \tilde{d} D_\tilde{d} \tilde{d} + 8\epsilon_{ab} D_a \tilde{d} D_\tilde{b} \tilde{d}. $$  \hfill (2.33)

Taking into account the prefactor $e^{-2d}$, we obtain

$$e^{-2d} 4\mathcal{H}^{AB}D_A \tilde{d} D_B \tilde{d} = \sqrt{|H|}\left[-4\tilde{d} ^2 \tilde{d} + 8\epsilon_{ab} D_a \tilde{d} D_\tilde{b} \tilde{d} + 4\tilde{d} ^2 \Box \tilde{d}\right]$$  \hfill (2.34)

where we applied the relation

$$\sqrt{|H|} \tilde{d}^2 \Box \tilde{d} = \sqrt{|H|}( - 4D_a \tilde{d} D^a \tilde{d} - 4D_\tilde{d} \tilde{d} D_\tilde{d} \tilde{d} ). $$  \hfill (2.35)

The last term in (2.20), which contains two flat derivatives, gives rise to

$$-e^{-2d} 2D_A \tilde{d} D_B \mathcal{H}^{AB} = \sqrt{|H|}\left[4d^a D_a \tilde{d} D_\tilde{b} \tilde{d} - 8\epsilon_{ab} D_a \tilde{d} D_\tilde{b} \tilde{d} - 8\tilde{d} \epsilon_{ab} D_a D_\tilde{b} \tilde{d} \right]$$

$$+ 2\tilde{d}(D_a^c \epsilon_{ab})^2 + 2\tilde{d}(D_\tilde{a}^c \epsilon_{ab})^2 + 2\tilde{d} \epsilon_{ab} D_a D_\tilde{c}^c \epsilon_{ab} + 2\tilde{d} \epsilon_{ab} D_\tilde{b} D_\tilde{c}^c \epsilon_{ab}$$

$$+ 2\tilde{d} D_\tilde{c}^c \epsilon_{ab} D_a \epsilon_{\tilde{b}} + 2\tilde{d} D_\tilde{b} D_\tilde{c}^c \epsilon_{ab} + 2\tilde{d} D_a D_\tilde{c}^c \epsilon_{ab} + 2\tilde{d} D_a D_\tilde{c}^c \epsilon_{\tilde{b}}$$

$$+ 2\tilde{d}(D_\tilde{b} D_\tilde{c}^c \epsilon_{ab}) \epsilon_{ac}. $$  \hfill (2.36)
Now, we are done with all terms required for the abelian case $F_{ABC} = 0$. Hence, it is a convenient check of the results obtained so far to write down the complete abelian action

$$S|_{F_{ABC}=0} = \int d^{2n}X \sqrt{|H|} \left[ \epsilon_{ab} \nabla_a \epsilon^{ab} + (D^a \epsilon_{ab})^2 + (\tilde{D} b \epsilon_{ab})^2 + 4\tilde{d} D_{a} D_{b} \epsilon^{ab} - 4\tilde{d} \Box \tilde{d} + 2(D^a \epsilon_{ab})^2 + (D \epsilon_{ab})^2 + (\tilde{D} \epsilon_{ab})^2 + 4\epsilon^{ab}(D_a D^c \epsilon_{ab} + D_b D^c \epsilon_{ac}) \right]$$

It indeed matches with the action (2.2) after dropping all terms depending on the structure coefficients $F_{abc}$ and $F_{abc}$.

Let us now consider these terms so that we have to consider the full covariant derivative instead of only using its flat derivative part. Let us start with

$$-2\nabla_A \tilde{d} \nabla_B H^{AB} = -D_A \tilde{d} \left( D_B H^{AB} + \frac{1}{3} (F^{A} B C H^{CB} + F^{B} C B H^{AC}) \right)$$

$$= -D_A \tilde{d} D_B H^{AB},$$

where the second term in the first line vanishes due the total antisymmetry of $F_{ABC}$ and the symmetry of $H^{AB}$. The third term is zero due to the unimodularity condition

$$F^{A} A B = 0,$$

which the structure coefficients have to fulfill [1]. At this point, we come to the more challenging part

$$\frac{1}{8} H^{CD} \nabla_C H_{AB} \nabla_D H^{AB} - \frac{1}{2} H^{AB} \nabla_B H^{CD} \nabla_D H^{AC}.$$ (2.40)

In the subsequent computation, we ignore all terms which contain more than one flat derivative, because we already discussed these contributions above. The first part of (2.40) gives rise to

$$\frac{1}{8} H^{CD} \nabla_C H_{AB} \nabla_D H^{AB} = \frac{1}{12} H^{CD} D_C H_{AB} F^{A} D E H^{EB} + \frac{1}{12} H^{CD} F_{AC} F H^{EF} F D H^{AB}$$

$$+ \frac{1}{36} H^{CD} F_{AC} F H^{EF} F B F^{A} D E H^{EB} + \frac{1}{36} H^{CD} F_{AC} F H^{EF} F B F^{B} D E H^{AE} + \mathcal{O}(D^2),$$ (2.41)

where the second term on the right hand side is equivalent to

$$H^{CD} F_{AC} F H^{EF} F B D H^{AB} = H^{CD} F^{A} D E H^{EB} D C H_{AB},$$ (2.42)

after using the symmetry of $H^{AB}$ and relabeling the indices. For the fourth term, we use the total antisymmetry of the structure coefficients to yield

$$H^{CD} F_{AC} F H^{EF} F B D H^{AE} = -F_{AC} F H^{AB} H^{CD} H^{EF}.$$ (2.43)

Applying these two substitutions, (2.41) simplifies to

$$\frac{1}{8} H^{CD} \nabla_C H_{AB} \nabla_D H^{AB} = \frac{1}{6} H^{CD} D_C H_{AB} F^{A} D E H^{EB} + \frac{1}{36} H^{CD} F_{AC} F H^{EF} F B H^{EB}$$

$$- \frac{1}{36} F_{AC} F H^{AB} H^{CD} H^{EF} + \mathcal{O}(D^2).$$ (2.44)
For the second part of (2.41), we obtain in a similar fashion

\[
-\frac{1}{2} \mathcal{H}^{AB} \nabla_B \mathcal{H}^{CD} \nabla_D \mathcal{H}_{AC} = \frac{1}{3} \mathcal{H}^{CD} D_C \mathcal{H}_{AB} F^A_{DE} \mathcal{H}^{EB} - \frac{1}{6} \mathcal{H}^{AB} D_B \mathcal{H}^{CD} F_{CD}^{\ E} \mathcal{H}_{AE} \\
- \frac{1}{6} \mathcal{H}^{AB} F^{BE} \mathcal{H}^{CE} D_D \mathcal{H}_{AC} - \frac{1}{18} F_{ACF} F_{BEF} \mathcal{H}^{AB} \mathcal{H}^{CD} \mathcal{H}^{EF} \\
+ \frac{1}{18} \mathcal{H}^{CD} F_{AC} F^A_{DE} \mathcal{H}_{FB} \mathcal{H}^{EB} + \mathcal{O}(D^2) .
\]  

(2.45)

After combining these results, we finally get

\[
e^{-2d} \left[ \frac{1}{8} \mathcal{H}^{CD} \nabla_C \mathcal{H}_{AB} \nabla_D \mathcal{H}^{AB} - \frac{1}{2} \mathcal{H}^{AB} \nabla_B \mathcal{H}^{CD} \nabla_D \mathcal{H}_{AC} \right] \\
= \sqrt{|\mathcal{H}|} \left[ 2 \epsilon_{ab} (F^{ac}_{\ d} F^{db}_{\ e} \epsilon_{\ cd} \epsilon_{\ ef} + F^{bc}_{\ d} F^{de}_{\ \epsilon_{\ cd} \epsilon_{\ ef}}) + \frac{2}{3} \epsilon_{ae} F^{bf}_{\ \epsilon_{\ cd}} \epsilon_{\ cd} \epsilon_{\ ef} \\
- \frac{1}{6} (F^{ac}_{\ cd} F^{bd}_{\ \epsilon_{\ ac}} \epsilon_{\ cd} + F^{\ a}_{\ cd} F^{\ b}_{\ \epsilon_{\ cd}} \epsilon_{\ cd} \epsilon_{\ ef}) (1 - 2 \tilde{d}) + \mathcal{O}(D^2) \right] .
\]  

(2.46)

The first line on the right hand side exactly reproduces the structure coefficients dependent terms in the cubic action (2.2), but the second line has to be canceled to successfully reproduce the action. Achieving this is done by adding the term

\[
\frac{1}{6} F_{ACF} F_{BEF} \mathcal{H}^{AB} S^{CD} S^{EF} = \frac{1}{6} (F^{ac}_{\ cd} F^{bd}_{\ \epsilon_{\ ac}} \epsilon_{\ cd} + F^{\ a}_{\ cd} F^{\ b}_{\ \epsilon_{\ cd}} \epsilon_{\ cd} \epsilon_{\ ef}) + \frac{2 \sqrt{V} D}{3 \alpha'} \mathcal{H}^{AB} \nabla_B \mathcal{H}^{CD} \nabla_D \mathcal{H}_{AC}
\]  

(2.47)

to the naive action (2.20). Because it neither affects the equations of motion nor the gauge transformations, we do not care about the constant shift. If desired, it can be canceled by an additional term in the action. We close this section with the complete action of DFT$_{WZW}$

\[
S = \int d^{2D} x e^{-2d} \left( \frac{1}{8} \mathcal{H}^{CD} \nabla_C \mathcal{H}_{AB} \nabla_D \mathcal{H}^{AB} - \frac{1}{2} \mathcal{H}^{AB} \nabla_B \mathcal{H}^{CD} \nabla_D \mathcal{H}_{AC} \\
- 2 \nabla_A d \nabla_B \mathcal{H}^{AB} + 4 \mathcal{H}^{AB} \nabla_A d \nabla_B d + \frac{1}{6} F_{ACF} F_{BEF} \mathcal{H}^{AB} S^{CD} S^{EF} \right) ,
\]  

(2.48)

in the generalized metric formulation. For obtaining the action in curved indices, one has to remember the vielbein compatibility condition \( \nabla_I E_A^J = 0 \) of the covariant derivative. Due to this condition it is legitimate to simply substitute all flat indices with curved ones.

3 Equations of motion

After deriving the full action of DFT$_{WZW}$ in the last section, we now discuss its equations of motion. It is convenient to split them into two independent parts. First, we present the variation of the action (2.48) with respect to the generalized dilaton \( d \) in subsection 3.1. It gives rise to the generalized curvature scalar \( \mathcal{R} \). Furthermore, we show how the action can be rewritten in terms of this scalar. In the second step, we perform the variation with respect to the generalized metric \( \mathcal{H}^{AB} \) in subsection 3.2. Just as in the generalized metric formulation of DFT [26], we have to apply an appropriate projection, taking into account the \( \mathcal{O}(D, D) \) property of the generalized metric, to obtain the generalized Ricci tensor \( \mathcal{R}_{IJ} \).
3.1 Generalized curvature scalar

Following [26], we define the generalized scalar curvature $\mathcal{R}$ of DFT$_{WZW}$ using the variation of the action (2.48)

$$\delta S = -2 \int d^{2D} X e^{-2d} \mathcal{R} \delta d,$$

with respect to the generalized dilaton $d$. A straightforward calculation gives rise to

$$\mathcal{R} = 4 \mathcal{H}^{AB} \nabla_A \nabla_B \mathcal{H} - 4 \mathcal{H}^{AB} \nabla_A d \nabla_B \mathcal{H} + 4 \nabla_A d \nabla_B \mathcal{H}^{AB} + \frac{1}{8} \mathcal{H}^{CD} \nabla_C \mathcal{H}_{AB} \nabla_D \mathcal{H}^{AB} - \frac{1}{2} \mathcal{H}^{AB} \nabla_B \mathcal{H}^{CD} \nabla_D \mathcal{H}_{AC} + \frac{1}{6} F_{ACDE} F_{BDEF} \mathcal{H}^{AB} S^{CD} S^{EF}.$$  (3.2)

In order to prove the invariance of the action (2.48) under generalized diffeomorphisms in the next section, it is very convenient to express it in the form

$$S = \int d^{2D} X e^{-2d} \mathcal{R}. \quad (3.3)$$

To this end, we rewrite (2.48) as

$$S = \int d^{2D} X e^{-2d} \mathcal{R} + \int d^{2D} X \sqrt{|\mathcal{H}|} D_A \left[ e^{-2d} (\nabla_B \mathcal{H}^{AB} - 4 \mathcal{H}^{AB} \nabla_B d) \right]$$

where the last term is a vanishing boundary term. Due to the compatibility of the covariant derivative with the generalized vielbein, it is trivial to express the generalized scalar curvature in curved instead of flat indices. One only has to relabel the indices to obtain the desired result (1.2) stated in the introduction. The generalized dilaton part of the equation of motion reads

$$\mathcal{R} = 0. \quad (3.5)$$

3.2 Generalized Ricci tensor

Now, we consider the variation of the action (2.48) with respect to the generalized metric $\mathcal{H}^{AB}$. In analogy to (3.1), we consider

$$\delta S = \int d^{2D} X e^{-2d} \delta \mathcal{H}^{AB} \mathcal{K}_{AB}. \quad (3.6)$$

As discussed in [26], the variation $\delta \mathcal{H}^{AB}$ is symmetric and thus it is sufficient to study the symmetric part of $\mathcal{K}_{AB}$ only. Performing the variation explicitly and afterwards symmetrizing $\mathcal{K}_{AB}$ gives rise to

$$\mathcal{K}_{AB} = \frac{1}{8} \nabla_A \mathcal{H}_{CD} \nabla_B \mathcal{H}^{CD} - \frac{1}{4} \nabla_C \mathcal{H}^{CD} \nabla_D \mathcal{H}_{AB} + 2 \nabla_C \mathcal{H}^{CD} \nabla_D \mathcal{H}_{AB} + \nabla_C \mathcal{H}^{CD} \nabla_D \mathcal{H}_{AB}$$

$$+ \left[ \frac{1}{8} \nabla_C \nabla_D \mathcal{H}_{AB} \mathcal{H}^{CD} \nabla_E \mathcal{H}_{AB} + \frac{1}{6} F_{ACDE} F_{BDEF} \mathcal{H}^{AB} S^{CD} S^{EF} \right].$$

Furthermore, the $O(D,D)$ constraint

$$\mathcal{H}^{AC} \eta_{CD} \mathcal{H}^{DB} = \eta^{AB}. \quad (3.8)$$
has to be preserved under the variation [26]. This implies that only a certain projection of $K_{AB}$ gives rise to the equations of motion. Hence, it is necessary to introduce the projection operators

$$P_{AB} = \frac{1}{2} (\eta_{AB} - S_{AB}), \quad \text{and} \quad \tilde{P}_{AB} = \frac{1}{2} (\eta_{AB} + S_{AB})$$  \hspace{1cm} (3.9)$$

which are used to define the generalized Ricci tensor

$$R_{AB} = 2 P_{(A} C D_{B|} K_{C D}. \hspace{1cm} (3.10)$$

This projection cancels the term in the last line of (3.7). Thus, we find a generalized Ricci tensor whose structure matches the one of toroidal DFT. However, all partial derivatives have to be replaced with covariant ones.

4 Local symmetries

The CSFT derivation of DFT$_{WZW}$ in [1] was very challenging. The recasting of the action and the gauge transformations in section 2 is a good, first indication that everything is consistent: All the different terms with bared and unbarred indices integrate nicely into doubled objects. However, a much more important consistency check is the invariance of the action (2.48) under the gauge transformations (2.18). If all previous calculations were performed correctly, the CSFT framework guarantees this invariance up to cubic order in the fields. As we will show in subsection 4.1, it even holds to all higher orders introduced by the generalized metric formulation. Besides generalized diffeomorphism invariance, the action is also manifestly invariant under 2D-diffeomorphisms, as we proof in subsection 4.2.

4.1 Generalized diffeomorphisms

It does not matter whether one proofs the invariance under gauge transformations for the action (2.48) or (3.3). Both only differ by a vanishing total derivative. We choose the latter one, with the generalized curvature scalar $R$. Proving its invariance, requires two step: First, we show that $R$ transforms as a scalar under generalized diffeomorphisms. Second, we consider the remaining term $e^{-2d}$ and show that it transforms as a weight +1 scalar density.

In order to show that the generalized curvature (3.2) is a scalar under generalized diffeomorphisms, we have to compare its transformation behavior under gauge transformations with the results we expect from generalized diffeomorphisms mediated by the generalized Lie derivative. The failure of a quantity $V$ to transform covariantly under generalized diffeomorphisms reads

$$\Delta_{\xi} V = \delta_{\xi} V - L_{\xi} V, \hspace{1cm} (4.1)$$

where $L_{\xi}$ is the generalized Lie derivative

$$L_{\xi} V^A = \xi^B \nabla_B V^A + (\nabla^A \xi_B - \nabla_B \xi^A) V^B, \hspace{1cm} (4.2)$$

with the usual generalization to higher order tensors. $\delta_{\xi}$ denotes the gauge transformations (2.18) discussed in section 2.2. From the definition (4.1), it is obvious that

$$\Delta_{\xi} H^{AB} = 0 \quad \text{and} \quad \Delta_{\xi} \tilde{d} = 0 \hspace{1cm} (4.3)$$
hold. Furthermore, $\Delta_\xi$ is linear and fulfills the product rule

$$\Delta_\xi(VW) = (\Delta_\xi V)W + V(\Delta_\xi W).$$

(4.4)

Please note that the gauge transformations $\delta_\xi$ act on the fields $\mathcal{H}^{AB}$ and $\tilde{d}$ only, whereas the generalized Lie derivative $\mathcal{L}_\xi$ acts on the full tensorial structure. As an instructive example take e.g.

$$\Delta_\xi(D_A\mathcal{H}^{BC}) = \delta_\xi(D_A\mathcal{H}^{BC}) - \mathcal{L}_\xi(D_A\mathcal{H}^{BC}) = D_A(\mathcal{L}_\xi\mathcal{H}^{BC}) - \mathcal{L}_\xi(D_A\mathcal{H}^{BC}).$$

(4.5)

We now calculate $\Delta_\xi$ for all sub-terms appearing in the generalized curvature scalar (3.2). Finally, we combine these results, using the product rule and the linearity of $\Delta_\xi$ to compute $\Delta_\xi\mathcal{R}$. We begin with

$$\Delta_\xi(\nabla_A\tilde{d}) = \Delta_\xi(D_A\tilde{d}) = -\frac{1}{2}D_A(D_D\xi^D),$$

(4.6)

and since

$$\mathcal{H}^{MN}\nabla_M\nabla_N\tilde{d} = \mathcal{H}^{MN}D_MD_N\tilde{d}$$

(4.7)

holds, we only need to consider

$$\Delta_\xi(D_A\mathcal{H}^{BC}) = (D_A\mathcal{H}^{BC})_D\tilde{d} - \frac{1}{2}D_A(D_B\mathcal{H}^{CD}) + F_{BD}C(D_A\xi^D)(D_C\tilde{d}).$$

(4.8)

Furthermore, we obtain

$$\Delta_\xi(\nabla_A\mathcal{H}^{BC}) = 2D_AD(B\xi^D\mathcal{H}^{CD}) - 2D_AD_B\xi(D_D\xi^D) + \frac{2}{3}F^{(B\mathcal{H}^{CD})D}(D^E\xi^D - D_D\xi^E)$$

$$+ \frac{4}{3}F^{(B\mathcal{H}^{CD})E}D_A\xi^D + \frac{2}{3}F^{(B\mathcal{H}^{CD})E}D_D\xi_A$$

$$+ \frac{2}{3}F^{D\mathcal{H}^{(B\mathcal{H}^{CD})E}}D_D\xi_A - \frac{2}{3}F^{D\mathcal{H}^{(B\mathcal{H}^{CD})E}}D_D\xi_E$$

(4.9)

and

$$\Delta_\xi(\nabla_A\nabla_B\mathcal{H}^{AB}) = \frac{2}{3}F_{ACE}F^{EFB\xi^C D\mathcal{H}^{AB}} + \frac{4}{3}F_{ACE}F^{EB\mathcal{H}^{AB}C\xi_D}D_B\mathcal{H}^{CD} - \frac{1}{3}F_{ACE}\mathcal{H}^{AB}D_BD^{(D\xi^E)}$$

$$+ \frac{2}{3}F_{ACE}\xi^A D^C D_CF^{EF}\mathcal{H}^{AB} + \frac{10}{3}F_{ACE}\mathcal{H}^{AB}D^C D_B\xi^E + 2F_{ACE}D^A\xi^C D_B\mathcal{H}^{DE}$$

$$+ F_{ACE}D^A\xi^C D_B\mathcal{H}^{DE} - \frac{2}{3}F_{ACE}\xi^A D_BD^C \mathcal{H}^{DE} - D_AD_B\xi^C D_C\mathcal{H}^{AB}$$

$$- 2D_A\mathcal{H}^{AB}D_C D_B\xi^C - 2\mathcal{H}^{AB}D_C D_AD_B\xi^C + \frac{2}{27}F_{ACE}F_{BDF}F^{EDF}\mathcal{H}^{BC}\xi^A.$$ 

(4.10)

On the right hand side, we canceled all terms of the form

$$F_{ABC}(D^B\cdot)(D^C\cdot) = (D^B\cdot)([D_A, D_B]\cdot) = 0.$$ 

(4.11)

They vanish due to the strong constraint (2.11). Combining these results, we are finally able to calculate $\Delta_\xi$ of the naive generalized Ricci scalar (3.2) without the $F_{ACE}F_{BDF}\mathcal{H}^{AB}S^{CD}S^{EF}$
term. It is denoted as $\hat{R}$ and its failure to transform as a scalar under generalized diffeomorphisms reads
\[
\Delta_\xi \hat{R} = \frac{1}{6} \left( \frac{1}{3} F_{A F H} F_{C G I} F_{E H}^I \eta_{B D} - \frac{1}{3} F_{A C H} F_{E F I} F_{G H}^I \eta_{B D} - F_{A B H} F_{C D F} F_{E G}^H \right) \mathcal{H}^{B C} \mathcal{H}^{D E} \mathcal{H}^{E F G} \xi^A \\
+ \frac{1}{3} F_{A C D} F^{C D E} \mathcal{H}^{A B} D_B \xi^E + \frac{1}{6} F_{A C D} F^{C D E} \mathcal{H}^{A B} D^E \xi_B \\
+ \frac{1}{6} \left( F_{I A G} F^{G C D} + F_{C I G} F^{E A D} + F_{A C G} F^{I D} \right) \mathcal{H}^{B C} \mathcal{H}^{D E} \xi^A D_E \mathcal{H}^{F I} \\
+ F_{A C D} D^A \xi_B D^C \mathcal{H}^{B D} - \frac{1}{2} F_{A C D} D^A \mathcal{H}^{B D} D_B \xi^C + F_{A C D} \mathcal{H}^{A B} D^D D^C \xi_B \\
- \frac{1}{2} F_{A C D} \mathcal{H}^{A B} \mathcal{H}^{E F} D_E \xi^D D^C \mathcal{H}_{B E} + \frac{1}{2} F_{A C D} \mathcal{H}^{A B} \mathcal{H}^{E F} D^C \xi_E D^D \mathcal{H}_{B F} .
\] (4.12)

Here, we ordered the terms according to the number of derivatives. All terms with three flat derivatives vanish in the same way as they do for toroidal DFT [26]. The third line of (4.12) vanishes due to the Jacobi identity
\[
F_{A B E} F^{C E D} + F_{C A E} F^{B D} + F_{B C E} F^{A D} = 0 .
\] (4.13)

Additionally, one is able to rewrite the first line as
\[
\frac{1}{18} \mathcal{H}^{A B C} \left( F_{A P} \mathcal{H}_{P F} + F_{A F} \mathcal{H}_{P E} \right) \left( F_{B}^{(E} F_{G H J} + F_{C}^{(E} F_{H B J} + F_{D}^{(E} F_{B G J}) \right) \mathcal{H}^{F)H} ,
\] (4.14)

showing that it is zero due to the Jacobi identity, too. Simplifying the remaining terms in (4.12), we make use of the $O(D, D)$ property
\[
\mathcal{H}_{A B} \mathcal{H}^{B C} = \delta^C_A \quad \text{and following from it} \quad D_D \mathcal{H}_{A B} \mathcal{H}^{B C} = - \mathcal{H}_{A B} D_D \mathcal{H}^{B C} ,
\] (4.15)

which gives rise to
\[
\Delta_\xi \hat{R} = \frac{1}{3} F_{A C D} F^{C D E} \mathcal{H}^{A B} D_B \xi^E + \frac{1}{6} F_{A C D} F^{C D E} \mathcal{H}^{A B} D^E \xi_B \\
+ \frac{1}{2} F_{A C D} D^A \xi_B D^C \mathcal{H}^{B D} + F_{A C D} \mathcal{H}^{A B} D^D D^C \xi_B .
\] (4.16)

Further, due to the antisymmetry of the structure coefficients we identify
\[
F_{A C D} \mathcal{H}^{A B} D^D D^C \xi_B = \frac{1}{2} F_{A C D} \mathcal{H}^{A B} \left[ D^D, D^C \right] \xi_B = \frac{1}{2} F_{A C D} \mathcal{H}^{A B} F^{D C E} D^E \xi_B \\
= - \frac{1}{2} F_{A C D} \mathcal{H}^{A B} F^{C D E} D^E \xi_B
\] (4.17)

and obtain
\[
\Delta_\xi \hat{R} = \frac{1}{3} F_{A C D} F^{C D E} \mathcal{H}^{A B} D_B \xi^E - \frac{1}{3} F_{A C D} F^{C D E} \mathcal{H}^{A B} D^E \xi_B + \frac{1}{2} F_{A C D} D^A \xi_B D^C \mathcal{H}^{B D} .
\] (4.18)

The last term vanishes due to 4.11. For the remaining two terms we use the identity
\[
F_{A C D} F^{B C D} = \frac{2h^\nu}{\alpha^k} S_{A B} ,
\] (4.19)
which yields

\[ \Delta_\xi \tilde{R} = \frac{2h^V}{3\alpha'k} \left[ S_{AE} \mathcal{H}^{AB} D_B \xi^E - S_{AE} \mathcal{H}^{AB} D^E \xi_B \right]. \tag{4.20} \]

This non-vanishing failure of \( \tilde{R} \) to transform like a scalar should be canceled by the term

\[ \frac{1}{6} F_{ACE} F_{BDF} \mathcal{H}^{AB} S^{CD} S^{EF} = \frac{h^V}{3\alpha'k} S^{AB} \mathcal{H}_{AB}, \tag{4.21} \]

that we have not taken into account yet. Indeed, \( \Delta_\xi \) applied on this term gives rise to

\[ \frac{h^V}{3\alpha'k} \Delta_\xi (S^{AB} \mathcal{H}_{AB}) = -\frac{2h^V}{3\alpha'k} \left[ S_{AE} \mathcal{H}^{AB} D_B \xi^E - S_{AE} \mathcal{H}^{AB} D^E \xi_B \right], \tag{4.22} \]

after remembering \( \delta_\xi S_{AB} = 0 \) (gauge transformations act on fluctuations only, but not on background fields [1]). Ultimately, we obtain the desired result

\[ \Delta_\xi \mathcal{R} = \Delta_\xi \tilde{R} + \frac{1}{6} \Delta_\xi \left( F_{ACD} F_{B}^{CD} \right) = 0 \tag{4.23} \]

which proofs that the generalized curvature scalar 3.2 is indeed a scalar under generalized diffeomorphisms.

In addition to \( \mathcal{R} \), we have to check the transformation behavior of the factor \( e^{-2d} \) in the action (3.3). To this end, we first rewrite the generalized Lie derivative of the dilaton fluctuations (2.18) in terms of covariant derivatives

\[ \mathcal{L}_{\xi} \tilde{d} = \xi^A \nabla_A \tilde{d} - \frac{1}{2} \nabla_A \xi^A = \xi^A D_A \tilde{d} - \frac{1}{2} D_A \xi^A - \frac{1}{6} F^A_{AB} \xi^B \tag{4.24} \]

where the last term vanishes due to the unimodularity of the structure coefficients. Next, we consider

\[ \delta_\xi e^{-2d} = -2e^{-2d} \delta_\xi d = -2e^{-2d} \mathcal{L}_{\xi} \tilde{d}, \tag{4.25} \]

where we take into account that the background field \( \tilde{d} \) is not affected by gauge transformations. With \( \mathcal{L}_{\xi} \tilde{d} \) written in terms of covariant derivatives, it is trivial to switch to curved indices. Doing so and plugging in (4.24), \( \delta_\xi e^{-2d} \) reads

\[ \delta_\xi e^{-2d} = \xi^I \partial_I e^{-2d} + e^{-2d} (\nabla_I \xi^I + \xi^I 2 \partial_I \tilde{d}) = \xi^I \partial_I e^{-2d} + e^{-2d} (\nabla_I \xi^I - \Gamma_{JI}^J \xi^I) \]

\[ = \xi^I \partial_I e^{-2d} + e^{-2d} \partial_I \xi^I \tag{4.26} \]

after identifying

\[ 2 \partial_I \tilde{d} = -\Gamma_{JI}^J \tag{4.27} \]

as explained in [1]. Thus, we see that \( e^{-2d} \) transforms like a scalar density with the weight +1 and the integral over the product \( e^{-2d} \mathcal{R} \), which is equivalent to the action, is invariant.

Besides the action, the generalized Lie derivative (4.2) transforms covariantly under generalized diffeomorphisms. Indirectly, this property has already been proven by showing the closure of the gauge algebra

\[ [\mathcal{L}_{\xi_1}, \mathcal{L}_{\xi_2}] V^A = \mathcal{L}_{[\xi_1, \xi_2]} V^A \tag{4.28} \]
in [1]. However to make it more explicit, we consider
\[ \Delta_\xi \mathcal{L}_\lambda V^A = \mathcal{L}_\xi (\mathcal{L}_\lambda V^A) - \mathcal{L}_{\xi \lambda} V^A - \mathcal{L}_\lambda (\mathcal{L}_\xi V^A) = 0. \] (4.29)

In combination with (4.28) it vanishes
\[ \Delta_\xi \mathcal{L}_\lambda V^A = \mathcal{L}_{[\xi,\lambda]} V^A - \mathcal{L}_\xi \mathcal{L}_\lambda V^A = 0 \] (4.30)
after rewriting the C-bracket
\[ [\xi,\lambda]^A \mathcal{C} = \mathcal{L}_\xi \lambda^A - \frac{1}{2} \nabla^A (\xi_B \lambda^B) \] (4.31)
in terms of the generalized Lie derivative and the trivial gauge transformation \(-1/2\nabla^I (\xi_I \lambda^J)\).

### 4.2 2D-diffeomorphisms

Besides the generalized diffeomorphisms discussed in the previous subsection, one can change the coordinates parameterizing the fields of DFT\(_{\text{WZW}}\) through the standard Lie derivative. This gives rise to a 2D-diffeomorphisms under which the action (3.3) is even manifestly invariant. In order to proof this claim, we follow very similar steps as in the subsection 4.1. However, in this case we will not apply the strong constraint in any of the following steps.

Again, we start by introducing the failure
\[ \Delta_\xi V = \delta_\xi V - \mathcal{L}_\xi V. \] (4.32)
of an arbitrary quantity \( V \) to transform covariantly. Here, we use the standard Lie derivative \( \mathcal{L}_\xi \) instead of the generalized Lie derivative. The transformation behavior of the generalized vielbein \( E_A^I \) and the generalized dilaton fluctuations \( \tilde{d} \) is given by
\[ \delta_\xi E_A^I = \mathcal{L}_\xi E_A^I = \xi^J \partial_J E_A^I - E_A^J \partial_J \xi^I \] and
\[ \delta_\xi \tilde{d} = \mathcal{L}_\xi \tilde{d} = \xi^P \partial_P \tilde{d}. \] (4.34)

From these two equations, we see that \( E_A^I \) transforms as a vector and \( \tilde{d} \) as a scalar under 2D-diffeomorphisms. Next, we check the failure
\[ \Delta_\xi (\nabla_I V^J) = \Delta_\xi (\partial_I V^J) + \Delta_\xi (\Gamma^I_{JK}) V^J \] (4.35)
of the covariant derivative
\[ \nabla_I V^J = \partial_I V^J + \Gamma^I_{JK} V^K \] (4.36)
to transform as a covariant quantity. Being called a ‘covariant’ derivative, this failure should vanish of course. We start by calculating the first term in (4.35) and obtain
\[ \Delta_\xi (\partial_I V^J) = -V^K \partial_K \partial_I \xi^J. \] (4.37)
The second terms is a bit more challenging. In order to evaluate it, we need the definition of the Christoffel symbols
\[ \Gamma^I_{JK} = -\frac{1}{3} (2 \Omega^I_{JK} + \Omega^I_{JL} \Omega^{LK}) \] (4.38)
where \( \Omega_{IJK} \) denotes the coefficients of anholonomy

\[
\Omega_{IJK} = E^A_I E^B_J E^C_K \Omega_{ABC} = -\partial_I E^A_J E^K
\]

in curved indices. With these definitions at hand, one obtains

\[
\Delta_\xi \Omega_{IJK} = -\partial_I \partial_J \xi^K \quad \text{and finally} \quad \Delta_\xi \Gamma_{IJK} = \partial_I \partial_J \xi^K .
\]

(4.40)

Thus, (4.35) gives rise to the expected result

\[
\Delta_\xi (\nabla_I V^J) = -V^K \partial_K \partial_I \xi^J + V^K \partial_K \partial_J \xi^K = 0
\]

(4.41)

and \( \nabla_I \) is indeed the covariant derivative under 2D-diffeomorphisms.

Even though we have shown the vanishing \( \Delta_\xi \) of a covariant derivative applied on a vector, this result generalizes to arbitrary tensors. Especially, the failures

\[
\Delta_\xi (\nabla_I H^{JK}) = 0 \quad \text{and} \quad \Delta_\xi (\nabla_I d) = 0
\]

vanish. The last ingredient in the definition of the generalized curvature scalar (3.2) are the structure coefficients \( F_{IJK} \). Fortunately, their failure to transform covariantly

\[
\Delta_\xi (\partial_I d) = 2\Omega_{IJ} \partial_J \xi^K = 0
\]

(4.43)

vanishes, too. Applying the linearity and the product rule of \( \Delta_\xi \), we immediately obtain

\[
\Delta_\xi (e^{-2\tilde{d}} R) = 0,
\]

(4.44)

which proofs that the product \( e^{-2\tilde{d}} R \) transforms as a scalar under 2D-diffeomorphisms. For the action (3.3) to be invariant, the remaining factor \( e^{-2\tilde{d}} \) has to transform as a weight +1 scalar density. Indeed, we have

\[
e^{-2\tilde{d}} = \sqrt{|H|},
\]

(4.45)

which exactly transforms in the right way. Hence, the DFT\textsubscript{WZW} action exhibits a manifest 2D-diffeomorphism invariance.

 containing covariant derivatives only, the generalized Lie derivative (4.2) transforms covariantly, too. Hence, it fulfills

\[
\Delta_\xi L_{\lambda} V^A = 0.
\]

(4.46)

Rewriting this equation, we obtain

\[
\Delta_\xi L_{\lambda} V^A = L_\xi (L_{\lambda} V^A) - L_{L_\xi \lambda} V^A - L_{\lambda} (L_\xi V^A) = 0
\]

(4.47)

giving rise to the algebra

\[
[L_\xi, L_{\lambda}] V^A = L_{L_\xi \lambda} V^A
\]

(4.48)

which links 2D-diffeomorphisms and generalized diffeomorphisms. Equipped with this algebra, our theory implements an extension of the DFT gauge algebra proposed by Cederwall \[24, 25\]. However, there are some important differences we would like to comment on. Cederwall considered a covariant derivative without torsion on an arbitrary pseudo Riemannian manifold.
in order to define a generalized Lie derivative formally matching the one of DFT\textsubscript{WZW}. Applying the Bianchi identity without torsion

$$R_{[IJK]}^L = 0 \quad (4.49)$$

he shows in full generality that the gauge algebra closes. We consider a torsionful covariant derivative on a group manifold, a very special case of a pseudo Riemannian manifold. Interestingly, the Bianchi identity with torsion

$$R_{[IJK]}^L + \nabla^L_{[IJ}T^K_{J]} - T^M_{[IJ}T^L_{K]M} = \frac{2}{9} \left( F_{IJ}^M F_{MK}^L + F_{KI}^M F_{MI}^L + F_{JK}^M F_{MI}^L \right) = 0 \quad (4.50)$$

reproduces on the group manifold the Jacobi identity which we used to show the closure of the DFT\textsubscript{WZW} gauge algebra and the invariance of the action under generalized diffeomorphisms. Thus, one is inclined to conjecture that the whole formalism presented here is not limited to a group manifold as background but could hold for arbitrary pseudo Riemannian manifolds.

5 Transition to original DFT

Assuming the geometric group manifold as a background, in this section we study the connection between DFT\textsubscript{WZW} and the original formulation. A link between them was already conjectured in [1], but no explicit calculation was provided yet. Now, with the generalized metric formulation available, we prove that under an additional constraint both theories can be identified. For that purpose, first we introduce a distinguished generalized vielbein in subsection 5.1. Afterwards, we discuss an additional constraint that links the background fields with the fluctuations around it. We call it the extended strong constraint. As subsection 5.2 shows, this constraint allows us to identify the covariant fluxes $F_{ABC}$ of the DFT flux formulation [7,21,27] with the structure coefficients $F_{ABC}$ of the group manifold. Applying the extended strong constraint, in subsection 5.3 we prove the equivalence of the gauge transformations and the action in both theories. In this context, we will briefly discuss the background independence of DFT.

5.1 Appropriate generalized vielbein

The starting point for the following discussion is a background generalized vielbein $E_A^I$ fulfilling the strong constraint of DFT. Due to 2D-diffeomorphism invariance proven in section 4.2, one is not forced to parameterize it with the left/right moving coordinates $x^i/x^\bar{i}$. Instead, we choose the momentum $x^i$ and winding $\tilde{x}_i$ coordinates which are common in the generalized metric formulation of DFT [26]. They give rise to

$$X^I = (\tilde{x}_i \ x^i), \quad \partial_I = (\tilde{\partial}^i \ \partial_i) \quad \text{and} \quad \eta_{IJ} = \begin{pmatrix} 0 & \delta_j^i \\ \delta_i^j & 0 \end{pmatrix}. \quad (5.1)$$

A canonical choice for the vielbein in the DFT flux formulation [7,21,27] is

$$E_A^I = \begin{pmatrix} e_a^i & 0 \\ -e_a^j B_{ji} & e_a^i \end{pmatrix}. \quad (5.2)$$
The strong constraint of DFT requires that it only depends on half of the coordinates. Without any loss of generality, we choose $E_\hat{A}^I$ to depend on the momentum coordinates $x^i$. Note that a hat over a doubled index indicates that the $\eta$-metric

$$\eta_{\hat{A}\hat{B}} = \begin{pmatrix} 0 & \delta^b_a \\ \delta^a_b & 0 \end{pmatrix}$$

and its inverse is $\eta^{\hat{A}\hat{B}} = \begin{pmatrix} 0 & \delta^a_b \\ \delta^b_a & 0 \end{pmatrix}$ (5.3)

are used to lower and raise this index. In order to identify this representation of $\eta$ with the diagonal form (2.10) common in DFT$_{WZW}$, we apply the coordinate independent $O(2D)$ rotation

$$M_A^{\hat{C}} M_B^{\hat{D}} \eta_{\hat{C}\hat{D}} = \eta_{AB}.$$ (5.4)

It leaves the background metric invariant and thus yields

$$M_A^{\hat{C}} M_B^{\hat{D}} S_{\hat{C}\hat{D}} = S_{AB} \text{ with } S_{\hat{A}\hat{B}} = \begin{pmatrix} \eta^{ab} & 0 \\ 0 & \eta^{\bar{a}\bar{b}} \end{pmatrix}.$$ (5.5)

Switching to curved indices, $S^{\hat{A}\hat{B}}$ gives rise to the generalized metric

$$H^{IJ} = E_\hat{A}^I S^{\hat{A}\hat{B}} E_\hat{B}^J = \begin{pmatrix} g_{ij} - B_{ik}g^{kl}B_{lj} & B_{ik}g^{kj} \\ -g^{jk}B_{kj} & g^{ij} \end{pmatrix}.$$ (5.6)

It is important to note that the canonical generalized vielbein (2.7) of DFT$_{WZW}$ is not an $O(D,D)$ element, because it gives rise to different representations of the $\eta$-metric in flat and curved indices, namely

$$E_\hat{A}^I \eta^{\hat{A}\hat{B}} E_\hat{B}^J = \eta^{IJ} = 2 \begin{pmatrix} g^{ij} & 0 \\ 0 & -g^{ij} \end{pmatrix}.$$ (5.7)

This is an apparent problem, if one tries to compare DFT$_{WZW}$ and DFT. A short calculation shows that the generalized vielbein defined in (5.2) fixes this problem. It fulfills the relation

$$E_\hat{A}^I \eta^{\hat{A}\hat{B}} E_\hat{B}^J = \eta^{IJ} = \begin{pmatrix} 0 & \delta^i_j \\ \delta^j_i & 0 \end{pmatrix}.$$ (5.8)

and hence is an $O(D,D)$ matrix.

This new generalized vielbein should give rise to the constant structure coefficients

$$F_{ABC} = 2\Omega_{[AB][C]} \text{ with } \Omega_{ABC} = E_\hat{A}^I \partial_I E_\hat{B}^J E_{C[J}.$$ (5.9)

from which the derivation of DFT$_{WZW}$ in [1] starts. Unfortunately, this does not work out because the resulting structure coefficients fail to be constant. A way around is to consider the covariant fluxes

$$F_{\hat{A}\hat{B}\hat{C}} = 3\Omega_{[\hat{A}\hat{B}\hat{C}]}$$ (5.10)

instead. Backgrounds of DFT$_{WZW}$ correspond to a generalized Scherk-Schwarz ansatz which has by definition constant covariant fluxes. Following [27] and remembering that the vielbein $e_a^i$ and the $B$-field $B_{ij}$ depend on the momentum coordinates $x^i$ only, we obtain

$$F_{abc} = -3e_a^i e_b^j e_c^k \partial_i B_{jk} = -H_{abc} = -F_{abc} \text{ and }$$

$$F^a_{bc} = 2e_b^i \partial_i e_c^j e^a_j = 2\Omega_{[bc]}^a = F^a_{bc}.$$ (5.11)
The remaining independent components $\mathcal{F}^{ab}_{~c}$ and $\mathcal{F}^{abc}$ vanish. Next, we switch from $\mathcal{F}_{ABC}$ to $\mathcal{F}^{ABC}$ by applying the transformation $M^{AB}_{~C}$ defined in (5.4). Doing so gives rise to

$$
\mathcal{F}^{ABC} = \begin{cases} 
\mathcal{F}_{abc} + \eta_{ad}\mathcal{F}^{bd}_{~c} + \eta_{bd}\mathcal{F}^{ad}_{~c} + \eta_{cd}\mathcal{F}^{ab}_{~d} = 2\mathcal{F}_{abc} \\
\mathcal{F}_{acb} - \eta_{ad}\mathcal{F}^{bd}_{~c} + \eta_{bd}\mathcal{F}^{ad}_{~c} + \eta_{cd}\mathcal{F}^{ab}_{~d} = 0 \\
\mathcal{F}_{abc} - \eta_{ad}\mathcal{F}^{bd}_{~c} - \eta_{bd}\mathcal{F}^{ad}_{~c} + \eta_{cd}\mathcal{F}^{ab}_{~d} = -2\mathcal{F}_{abc} \\
\mathcal{F}_{abc} - \eta_{ad}\mathcal{F}^{bd}_{~c} - \eta_{bd}\mathcal{F}^{ad}_{~c} - \eta_{cd}\mathcal{F}^{ab}_{~d} = -4\mathcal{F}_{abc},
\end{cases}
$$

(5.13)

which are constant but still do not match the strict left/right separation in the structure coefficients required to formulate DFT$_{WZW}$. However, there is still a way to cure this problem without spoiling the $O(D, D)$ property (5.8). To this end, we apply a coordinate dependent $O(D) \times O(D)$ transformation which acts on

$$
E_A^I = M^{AB}_C E_B^I = \begin{pmatrix} e_{ai} + e_{aj} B_{ji} e_a^i \\
-e_{ai} + e_{aj} B_{ji} e_a^i \end{pmatrix}
$$

(5.14)

as $\tilde{E}_A^I = T_A^B (x^i) E_B^I$.

In the second row of $E_A^I$, we drop the bar over the index $a$ of $e_{ai}$ and $e_a^i$ respectively to emphasis that, in contrast to (2.7), we use the left mover vielbein only. It is connected to the one for the right movers by the $O(D)$ transformation

$$
e_a^i = t_a^b e_b^i \quad \text{with} \quad t_a^b = \mathcal{K}(t_a, g^b g^{-1}),
$$

(5.15)

where $\mathcal{K}$ denotes the Killing form

$$
\mathcal{K}(x, y) = -\frac{\alpha' k}{2} \frac{\text{Tr}(ad_x ad_y)}{2h^y}, \quad \text{with} \quad x, y \in g
$$

(5.16)

introduced in [1] and $g$ is the group element parameterized by the coordinates $x^i$. This transformation is embedded into

$$
T_A^B = \begin{pmatrix} \delta_a^b & 0 \\
0 & t_a^b \end{pmatrix}
$$

(5.17)

producing

$$
\tilde{E}_A^I = \begin{pmatrix} e_{ai} + e_{aj} B_{ji} e_a^i \\
-e_{ai} + e_{aj} B_{ji} e_a^i \end{pmatrix},
$$

which ‘recovers’ the correct index structure. Due to the coordinate dependence of this transformation, it modifies the coefficients of anholonomy according to

$$
\tilde{\Omega}_{ABC} = T_A^D T_B^E T_C^F (\Omega_{DEF} - E_D^I \partial_I T_{HE} T^{HF}).
$$

(5.18)

After some algebra and keeping the definition $t_a = -t_a$ in mind, we obtain

$$
\partial_I t_{a b} t^d_{~c} = \mathcal{K}([t_b, t_c], t_a) e_a^i = e_a^i F_{abc}
$$

(5.19)

and finally

$$
E_A^I \partial_I T_{DB} T^D_C = 2E_A^I \begin{pmatrix} 0 & 0 \\
0 & -\partial_I t_{a b} t^d_{~c} \end{pmatrix} = -2 \begin{pmatrix} F_{abc} \\
F_{abc} \\
0 \end{pmatrix}
$$

(5.20)

otherwise.
This result is nice, because it allows us the fix the problems we encountered with the covariant
fluxes $F_{ABC}$ in (5.13). After proper antisymmetrization of $\tilde{\Omega}_{ABC}$, the covariant fluxes for the
$O(D) \times O(D)$ rotated generalized vielbein $\tilde{E}_A^I$ read

$$\tilde{F}_{ABC} = 2 \begin{cases} F_{abc} & \text{or in the standard form } \tilde{F}_{AB}^C = \begin{cases} F_{ab}^c & \text{if } \text{otherwise} \end{cases} \\ -F_{\bar{a}\bar{b}\bar{c}} & 0 \end{cases}$$

(5.21)

They are now compatible with the left/right separation of the structure coefficients in DFT$_{WZW}$. Thus, via (5.17) we have succeeded to properly embed the WZW background into the flux formulation of original DFT.

### 5.2 Extended strong constraint

There is still a small but peculiar difference in the two definitions of the structure coefficients

$$F_{ABC} = 2\Omega_{[ABC]} \quad \text{and the covariant fluxes } \quad \mathcal{F}_{ABC} = 3\Omega_{[ABC]}.$$  

(5.22)

In order to identify them even so, first note that $\Omega_{ABC}$ is antisymmetric with respect to its last
two indices due to $O(D,D)$ property (5.8). Thus, we are able to write

$$\mathcal{F}_{ABC} = \Omega_{ABC} + \Omega_{CAB} + \Omega_{BCA} = F_{ABC} + \Omega_{CAB}.$$  

(5.23)

Moreover, the purpose of $F_{ABC}$ in DFT$_{WZW}$ is to define the commutator relation

$$[D_A, D_B] = F_{ABC} D_C$$  

(5.24)

between flat derivatives. Thus, it is sufficient to study

$$\mathcal{F}_{ABC} D_C \cdot = F_{ABC} D_C \cdot + (D^C E_A^I) E_B D_C \cdot.$$  

(5.25)

where $\cdot$ denotes arbitrary products of fluctuations $\epsilon^{AB}$, $\tilde{d}$ and the gauge parameter $\xi^A$, which we
do not consider as a fluctuation. In DFT$_{WZW}$, the strong constraint only acts on these fluctuations,
whereas it does not apply for the background or the relation between background and fluctuations. However, we can of course introduce an additional constraint, the so called extended
strong constraint

$$D_A b D^a f = 0,$$  

(5.26)

linking background fields $b$ with fluctuations $f$. It restricts all valid field configurations in
DFT$_{WZW}$ to a particular subset which allows to cancel the last term in (5.25) and therefore to
identify $\mathcal{F}_{ABC} = F_{ABC}$. Furthermore, it allows to cancel the last term in the strong constraint
in curved indices giving rise to

$$(\partial_I \partial^I - 2 \partial_I \tilde{d} \partial^I) \cdot = \partial_I \partial^I \cdot = 0,$$  

(5.27)

which is apparently equivalent to the strong constraint in the original DFT formulation.
5.3 Gauge transformations and action

Using the covariant fluxes $F_{ABC}$ instead of the structure coefficients $F_{ABC}$, we have to recalculate the Christoffel symbols of the covariant derivative. To this end, we solve the frame compatibility condition

$$\nabla_A E_B^I = D_A E_B^I + \frac{1}{3} F_{BA}^C E_C^I + E_A^K \Gamma_{KJ}^I E_B^J = 0$$

(5.28)

which gives rise to

$$\Gamma_{IJ}^K = -\Omega_{IJ}^K + \Omega_{[IJK]} \eta^{LK} = \frac{1}{3} (-2\Omega_{IJ}^K + \Omega_{KIJ}^J + \Omega_{JKI}^K).$$

(5.29)

For this connection, the generalized torsion

$$T_{IJK} = 2\Gamma_{[JK]}^I + \Gamma_{I}^I = 0,$$

(5.30)

vanishes. The latter links the C-bracket

$$[\xi_1, \xi_2]_{\text{C}} = [\xi_1, \xi_2]_{\text{DFT}, \text{C}} + T^I_{JK} \xi_1^J \xi_2^K$$

(5.31)

of DFTWZW and DFT. Thus, both theories share besides the strong constraint (5.27) the same gauge algebra, too. This also holds for the generalized Lie derivative, which can be derived from the C-bracket as

$$L_{\xi} V^I = [\xi, V]^I_{\text{C}} + \frac{1}{2} \nabla^I (\xi_j V^j) = [\xi, V]^I_{\text{DFT}, \text{C}} + \frac{1}{2} \partial^I (\xi_j V^j) = L_{\text{DFT}} \xi V^I.$$

(5.32)

Even if the Christoffel symbols $\Gamma_{IJ}^K$ get modified, they still keep their transformation behavior (4.40) under 2D-diffeomorphisms. In this sense, 2D-diffeomorphisms are still a manifest symmetry of the action and its gauge transformations. However, this symmetry gets partially broken due to the constraint

$$L_{\xi} \eta_{IJ}^0 = 0 = \partial^I \xi^J + \partial^J \xi^I$$

(5.33)

which preserves the $O(D, D)$ property (5.8) of the background generalized vielbein $E_{AI}$. Further, the strong constraint for $E_{AI}$ and the extended strong constraint have to transform covariant which gives rise to the additional restrictions

$$\Delta_{\xi} (\partial_I E_{A^I} \partial^I f) = -E_{A}^K \partial_K \partial_I \xi^J \partial^J f = 0,$$

(5.34)

$$\Delta_{\xi} (\partial_I E_{A^I} \partial^I E_{B^K}) = -E_{A^I} \partial_L \partial_I \xi^J \partial^J E_{B^K} - \partial_I E_{A^I} E_{B^K} \partial_L \partial^I \xi^K = 0$$

(5.35)

requiring

$$\partial_I \xi^J \partial^I f = 0 \quad \text{and} \quad \partial_I \xi^J \partial^J E_{A^K} = 0 \quad \text{or} \quad \partial_I \xi^K = \text{const.}.$$ 

(5.36)

The latter allows for global $O(D, D)$ rotations. Besides them, only transformations of the form

$$L_{\xi} E_{A^I} = \xi^J \partial_J E_{A^I} + E_{A^I} \partial_I \xi^J = E_{A^I} \begin{pmatrix} 0 & 0 \\ \partial_{[i} \xi_{j]} & 0 \end{pmatrix}$$

(5.37)

are possible. They correspond to $B$-field gauge transformations with

$$B_{ij} \rightarrow B_{ij} + \partial_t \xi_{ij}$$

(5.38)
and, as well as the global $O(D, D)$ rotations, can be expressed in terms of generalized diffeomorphisms. Hence, the additional 2D-diffeomorphism invariance of DFT$_{WZW}$ is completely broken by the extended strong constraint (5.26) and the $O(D, D)$ valued background generalized vielbein. 

The new connection (5.29) has a non-trivial effect on the background dilaton $\bar{d}$ defined in (2.25), too. To be compatible with integration by parts, $\bar{d}$ has to fulfill

$$\nabla_I \bar{J} = \Omega^I_{JJ} = -2\partial_J \bar{d}. \quad (5.39)$$

In flat indices, this condition is equivalent to

$$F_A = \Omega^{AB} + 2D_A \bar{d} = 0. \quad (5.40)$$

By default this is the case, since the backgrounds in DFT$_{WZW}$ arise from a generalized Scherk-Schwarz ansatz which posses (5.40) as a consistency constraint.

Subsequently, we show that the action $S$ of DFT$_{WZW}$ in curved indices can be written as $S = S_{DFT} + S_\Delta$ with the traditional DFT action

$$S_{DFT} = \int d^{2D} X e^{-2d} \left( \frac{1}{8} \mathcal{H}^{KL} \partial_K \mathcal{H}_{IJ} \partial_L \mathcal{H}^{IJ} - \frac{1}{2} \mathcal{H}^{IJ} \partial_I \mathcal{H}^{KL} \partial_L \mathcal{H}_{IK} \right. \left. - 2\partial_I \partial_J \mathcal{H}^{IJ} + 4 \mathcal{H}^{IJ} \partial_I \partial_J \bar{d} \right) \quad (5.41)$$

and the additional term

$$S_\Delta = - \int d^{2D} X e^{-2d} \frac{2}{3} \mathcal{H}^{IJ} \mathcal{K}_{IJ}. \quad (5.42)$$

Of course, this splitting only holds under the extended strong constraint (5.26). The tensor $\mathcal{K}_{IJ}$ arises during the derivation of the DFT equations of motion (see section 3.2 or [26] for more details). It gives rise to the generalized Ricci tensor $\mathcal{R}_{IJ}$ of traditional DFT after performing the projection (3.10). For the here considered Scherk-Schwarz type background, $\mathcal{K}_{IJ}$ reads

$$\mathcal{K}_{IJ} = \frac{1}{4} \mathcal{F}_{IKL} \mathcal{F}_{JMN} (\eta^{KM} \eta^{LN} - \mathcal{H}^{KM} \mathcal{H}^{LN}). \quad (5.43)$$

It is important to keep in mind the difference between the two generalized metrics used here. Although $\mathcal{H}^{IJ}$ combines fluctuations and background into one generalized metric, $H^{IJ}$ describes the background only. If (5.42) holds,

$$S - S_{DFT} - S_\Delta = \int d^{2D} X e^{-2d} \Delta \quad (5.44)$$

has to vanish. Expressing all covariant derivatives in terms of partial derivatives and the connection (5.29), $\Delta$ can be simplified to

$$\Delta = \mathcal{H}^{IJ} \left( \Omega_{IKL} \Omega^{KL}_{JJ} - \Omega^K_{KI} \Omega^L_{JJ} + \frac{1}{2} \Omega_{KLI} \Omega^{KL}_{JJ} \right) \left. - \Omega_{IJ} \partial_K \mathcal{H}^{IJ} + 2 \Omega^K_{KI} \mathcal{H}^{IJ} \partial_J \bar{d} - \Omega^K_{KI} \partial_J \mathcal{H}^{IJ} + 2 \mathcal{H}^{IJ} \Omega_{IJ} \partial_K \bar{d}. \quad (5.45)$$
The last term in the first line vanishes under the strong constraint of the background fields. After integration by parts analog to (2.24) and splitting the generalized dilaton according to (2.25), one obtains

\[ \begin{align*}
-\Omega_{IJK} \partial^K \mathcal{H}^{IJK} &= -2 \mathcal{H}^{IJK} \Omega_{IJK} \partial^K \tilde{d} + \mathcal{H}^{IJK} \Omega_{IJK} \Omega^{LJK} + \partial_K \Omega_{IJK} \mathcal{H}^{IJK} \quad \text{and} \\
-\Omega^{IJK} \partial_J \mathcal{H}^{IJK} &= -2 \Omega^{IJK} \Omega^{KIJ} \partial^J \tilde{d} + \mathcal{H}^{IJK} \Omega^{KIJ} \Omega^{LJK} + \mathcal{H}^{IJK} \partial^J \Omega^{KIJ}.
\end{align*} \] (5.46)

Here, we also applied (5.40) to get rid of derivatives acting on \( \tilde{d} \). After these substitutions, \( \Delta \) reads

\[ \Delta = \mathcal{H}^{IJK} (\Omega_{IKL} \Omega^{KIJ} + \Omega_{IJK} \Omega^{LJK} + \partial_K \Omega_{IJK} + \partial_I \Omega^{KIJ}) . \] (5.48)

Finally, by taking the definition of \( \Omega_{IJK} \) (4.39) into account, it is straightforward to show that

\[ \partial_K \Omega_{IJK} + \partial_I \Omega^{KIJ} = -\Omega_{IJK} \Omega^{LJK} - \Omega_{IKL} \Omega^{KLJ} \] (5.49)

holds and thus one obtains the desired result

\[ \Delta = 0 . \] (5.50)

We will now calculate \( \mathcal{K}_{IJ} \). To this end, it is convenient to switch from curved to flat indices. In flat indices, the strict left/right separation of the covariant fluxes (5.21) allows us to identify

\[ \mathcal{F}_{ACE} \mathcal{F}_{BDF} \eta^{CD} \eta^{EF} = F_{ACE} F_{BDF} S^{CD} S^{EF} \] (5.51)

which immediately gives rise to

\[ \mathcal{K}_{AB} = \frac{1}{4} \mathcal{F}_{ACE} F_{BDF} (\eta^{CD} \eta^{EF} - S^{CD} S^{EF}) = 0 , \] (5.52)

implying \( \mathcal{K}_{IJ} = 0 \) in curved indices. Hence, from (5.42) immediately follows the main result of this section

\[ S = S_{DFT} . \] (5.53)

Finally, let us show that the \( O(D) \times O(D) \) gauge fixing that we performed in subsection 5.1 is nice from a pedagogical point of view but in general not necessary. In fact we show that \( S = S_{DFT} \) is invariant under local \( O(D) \times O(D) \) transformations which leave

\[ \delta_A \eta^{AB} = \Lambda^A \eta^{CB} + \Lambda^B \eta^{AC} = 0 \quad \text{and} \quad \delta_A S^{AB} = \Lambda^A S^{CB} + \Lambda^B S^{AC} = 0 \] (5.54)

invariant. In order to prove this claim, we show that the failure

\[ \Delta_A \mathcal{K}_{AB} = 0 \] (5.55)

of \( \mathcal{K}_{AB} \) to transform covariantly vanishes. Taking into account \( \Delta_A \) of the covariant fluxes [27]

\[ \Delta_A \mathcal{F}_{ABC} = 3 D_{[A} \Lambda_{BC]} , \] (5.56)

one obtains

\[ \Delta_A \mathcal{K}_{AB} = \frac{3}{4} (D_{[A} \Lambda_{CE]} F_{BDF} + D_{[B} \Lambda_{DF]} F_{ACE}) (\eta^{CD} \eta^{EF} - S^{CD} S^{EF}) \] (5.57)
which indeed vanishes after using the identity
\[ S^{AC} \Lambda_{CD} S^{DB} = \Lambda^{AB} \] (5.58)
following from (5.54). Therefore, we are free to choose an arbitrary realization of the background
generalized vielbein \( E_A^I \) as long as it fulfills the strong constraint. E.g., one could choose the
bivector \( \beta^j \) instead of \( B_{ij} \) or use a vielbein \( e^a_i \) which neither belongs to the left nor to the right
moving Maurer Cartan form.

The calculations shown in this subsection generalize in some sense the endeavor of [5] to find
a background independent version of the cubic DFT action derived in [3]. The main idea behind
those technically challenging calculations in that paper is that ‘…one can absorb a constant
part of the fluctuation field \( e_{ij} \) into a change of the background field \( E_{ij} \). The dilaton plays no
role in the background dependence; …’ ([5] page six, first paragraph). In our context, we have
a similar situation by splitting the generalized metric into
\[ H_{IJ} = H^I_{IJ} + h^I_{IJ}, \quad \text{where} \quad h^I_{IJ} = \epsilon^I_{IJ} + \frac{1}{2} \epsilon^I_K H_{KL} \epsilon^L_{IJ} + \ldots \] (5.59)
i.e. the background field \( H^I_{IJ} \) and the fluctuation field \( h^I_{IJ} \). As opposed to [5], we consider the
generalized dilaton (2.25), too. Furthermore, we are not limited to constant background fields,
because \( H^I_{IJ} \) is not constant for an arbitrary group manifold. It is only constant for the special
case of a torus. For being a consistent background, it always has to fulfill the field equations
of the theory. Still, we were able to reproduce the background independence of ordinary DFT
proposed by [5].

As we have seen, for this background independence we have to impose the extended strong
constraint, which rules out any solutions beyond SUGRA. To this extent, DFTWZW possesses
the same background independence as DFT but still allows to have a glimpse at physics not
covered by SUGRA. Moreover, the derivation in this subsection shows that DFT breaks the
2D-diffeomorphism invariance of DFTWZW. Especially in the context of the doubled sigma
model with a manifest 2D-diffeomorphism invariance like e.g. in [28], this could be interesting.

6 Outlook

In the course of this paper, we have derived the generalized metric formulation of the DFTWZW
action and proven its invariance under generalized diffeomorphisms and 2D-diffeomorphisms.
Afterwards, we have shown that our theory contains the original formulation of DFT as a subset.
To this end, we restricted the background vielbein \( E_A^I \) to be \( O(D,D) \) valued and fulfilling the
strong constraint of DFT. Furthermore, the so called extended strong constraint had to link
background and fluctuations. There is no reason why there should not be consistent solutions
outside this subset. They are beyond the scope of SUGRA and could contain new physics.
Hence, it is worth to study them.

In general DFTWZW only needs the closure constraint (CC) for background fields \( b \) and the
strong constraint (SC) for fluctuations \( f \). Depending on how one extends these constraint, the
following solutions are accessible:
Besides the most general case giving rise to non-geometric backgrounds, one could drop the extended strong constraint but keeping the strong constraint for the background fields. This choice guarantees that the underlying CFT has a modular invariant partition function but still goes beyond conventional SUGRA. Such solutions could be linked to non-trivial deformations of the Courant algebroid underlying the symmetries of DFT. Some of these deformations are known to give rise to non-commutative deformations of the target space in terms of a Poisson structure [29,30]. Recently, there has been put much effort into understanding non-commutativity and even non-associativity in gravity theories [31–35]. All of them are closely connected to backgrounds with fluxes. Being able to handle such kinds of backgrounds, DFTWZW might be an appropriate tool to push these efforts forward. Another interesting challenge would be an extension from group manifolds to arbitrary background geometries. To this end, one should follow the observations made at the end of section 4.1.
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