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Abstract
We introduce a novel clustering algorithm for data sampled from a union of nonlinear manifolds. Our algorithm extends a popular manifold clustering framework, which first computes a sparse similarity graph over the input data and then uses spectral methods to find clusters in this graph. While previous manifold learning algorithms directly compute similarity scores between pairs of data points, our algorithm first augments the data set with a small handful of representative atoms and then computes similarity scores between data points and atoms. To measure similarity, we express each data point as sparse convex combination of nearby atoms. To learn the atoms, we employ algorithm unrolling, an increasingly popular technique for structured deep learning. Ultimately, this departure from established manifold learning techniques leads to improvements in clustering accuracy and scalability.

1 Introduction

The manifold hypothesis is a fundamental guiding principle of modern machine learning. This hypothesis asserts that if a high-dimensional data set arises from a real-world phenomenon, then it is only high-dimensional in a superficial sense; in reality, the data must lie on or near a low-dimensional manifold in the ambient space. In order to exploit the manifold hypothesis, many modern machine learning pipelines make use of manifold learning, a collection of techniques for nonlinear dimensionality reduction that preserve the geometric structure of the underlying data manifold. Examples of classic manifold learning algorithms include Kernel PCA, Isomap, and Locally Linear Embedding.

In manifold clustering, we are given a data set sampled from the disjoint union of multiple low-dimensional manifolds, which may differ in terms of their intrinsic geometric properties, and our goal is to cluster these data according to the manifolds in which they lie. Many existing clustering algorithms can be construed as instances of manifold clustering. For example, in recent years, a popular clustering paradigm involves training a deep autoencoder to embed the input data in a low-dimensional latent space. Viewing the decoder as a coordinate chart, it becomes clear that any partition of the latent space (e.g., by k-means) corresponds to a partition of the original data set into an approximate union of low-dimensional manifolds.

1.1 Spectral Clustering

Spectral clustering is perhaps the quintessential manifold clustering algorithm. Given a set of data points, this algorithm first constructs a graph with vertices corresponding to points
and weighted edges connecting highly similar points. Next, the algorithm embeds the data in a low-dimensional space using the eigenvectors of the graph’s normalized Laplacian matrix. This embedding, known as the spectral embedding or Laplacian eigenmap algorithm, is closely related to the notion of normalized graph cuts. Finally, standard techniques, such as $k$-means, are used to identify clusters in the embedding space.

The empirical success of spectral clustering is owed in large part to the choices made when constructing the similarity graph. One classic approach selects a constant $\varepsilon > 0$ and then constructs the graph by inserting an edge of weight 1 between each pair of data points separated by a distance of at most $\varepsilon$. Another approach is to add an edge of weight 1 from each point to its $k$ nearest neighbors. Yet another popular strategy is to add edges between all pairs of points, with weights decaying exponentially as a function of their squared pairwise distance [1].

### 1.2 Sparse Subspace Clustering

In the last decade, a plethora of far more sophisticated algorithms have been proposed to construct meaningful similarity graphs for spectral clustering. One powerful class of such algorithms arose from studying the special case of data manifolds that are actually affine subspaces.

In this setting, the problem of manifold clustering is known as subspace clustering, a well-studied problem in machine learning that has amassed a rich history and literature [7, 15, 23, 14, 28, 29, 27]. The study of subspace clustering was originally motivated by the fact that in several real-world scenarios, the underlying data manifolds are not only low-dimensional but also flat. Indeed, images of faces under varying lighting conditions and handwritten digits with varying transformations are both examples of data sets that have been empirically observed to lie on or near flat, low-dimensional affine subspace [7].

One compelling approach to subspace clustering exploits a property called self-expressiveness, which posits that data points sampled from a union of affine subspaces can be accurately reconstructed by a sparse linear combination of other data points in that subspace. The process of computing these linear combinations is known as sparse self-representation. The key idea behind the classic sparse subspace clustering algorithm is to use the magnitude of these sparse self-representation coefficients as edge weights for a similarity graph, which can then be used for spectral clustering [7].

In its most basic form, there are two drawbacks to learning the similarity graph via sparse self-representation. First, representing each data point as a sparse linear combination of the remaining data points requires solving an optimization problem over a very large number of parameters, which grows quadratically with the number of data points. Said differently, sparse subspace clustering searches the entire space of weighted similarity graphs, and the number of potential graph edges scales quadratically with the number of vertices.

Another drawback is that the notion of “similarity” used by the algorithm relies strongly on the assumption that the underlying data manifolds have a global affine structure. Although sparse self-representation produces a highly meaningful similarity graph when this assumption holds, it’s not immediately clear how to extend the method to the case of nonlinear data manifolds (without falling back on techniques like $\varepsilon$-neighborhoods and $k$-nearest neighbors).

Some works, such as Sparse Manifold Clustering and Embedding [6] and others [17, 9, 16], have attempted to transfer sparse self-representation from the realm of subspace clustering to the realm of manifold clustering. These works nevertheless suffer from the same scalability issues as the original sparse subspace clustering algorithm.
Ultimately, these two limitations make it difficult to reap the benefits of sparse self-representation when constructing a similarity graph on large data sets with nonlinear structure.

1.3 Our Contributions

The main contribution of our work is a novel manifold learning and clustering algorithm based on sparse self-representation that overcomes both of the obstacles described in the previous section. Our algorithm learns a similarity graph on the data in an incremental, online fashion. Unlike existing manifold learning algorithms based on self-representation, our approach does not require the full data set in order to start building the similarity graph, but rather processes the data in small batches. This makes our algorithm more scalable than previous approaches. Our algorithm is also applicable to data sets with nonlinear structure.

In order to achieve these goals, our algorithm employs a novel variant of sparse self-representation which does not attempt to represent points as sparse linear combinations of the full data set, but rather as sparse convex combinations of a small set of additional atoms, which are also learned by our algorithm. We handle nonlinear structure in the data by incorporating a simple Laplacian penalty term in the optimization procedure, which acts as a kind of manifold regularization by encouraging data points to be reconstructed from nearby atoms.

Another contribution of our work is our algorithm to learn the set of auxiliary atoms. Our approach, which is based on incrementally updating the weights of a structured deep autoencoder, is an unconventional application of iterative algorithm unrolling, a technique for designing interpretable deep neural networks that has recently gained traction in the signal and image processing communities. Our particular deep autoencoder is derived from the unfolded iterations of a first-order weighted $\ell_1$-minimization algorithm, which arises from our need to represent data points as sparse convex combinations of nearby atoms.

1.4 Outline

In Section 2, we describe the optimization problem underpinning our novel manifold clustering algorithm and provide a simple geometric interpretation of the solution to this optimization problem. In Section 3, we discuss an optimization algorithm for our problem based on structured deep learning. In Section 4, we share experimental results on real and synthetic data sets that demonstrate our algorithm’s ability to learn meaningful data representations and achieve high unsupervised clustering accuracy.

2 Proposed Method

Assume that $Y = [y_1, \ldots, y_n] \in \mathbb{R}^{d \times n}$ is a collection of $n$ data points in $\mathbb{R}^d$ sampled from the union of $k$ disjoint low-dimensional manifolds. Given $Y$, our goal is to cluster $Y$ according to these underlying manifolds by drawing a similarity graph on the data and applying spectral clustering to this graph.

In the case that the underlying manifolds are actually affine subspaces, the principle of sparse self-representation suggests that we compute a coefficient matrix $X = [x_1, \ldots, x_n] \in \mathbb{R}^{m \times n}$ that solves the following optimization problem:
\[
\begin{align*}
\text{minimize} & \quad \|X\|_{1,1} \\
\text{subject to} & \quad Y = YX, \\
& \quad \text{diag}(X) = 0.
\end{align*}
\]

In this problem, the conditions \(Y = YX\) and \(\text{diag}(X) = 0\) ensure that each data point is represented as a linear combination of other data points, so that the absolute value of the coefficient \(|x_{ij}|\) can be used as a heuristic measure of the similarity between the points \(y_i\) and \(y_j\). The objective function \(\|X\|_{1,1} = \sum_{i,j} |x_{ij}|\) ensures that the coefficient matrix \(X\) is sparse, and hence that the symmetrized coefficient matrix \((|X| + |X|^T)/2\) can be used as the adjacency matrix for a sparse similarity graph on the \(n\) data points.

Provided that \(k\) is small and \(X\) is sparse, computing Laplacian eigenmaps of this graph will be efficient. However, computing \(X\) itself may still take \(\Omega(n^2)\) time. Moreover, if the underlying manifolds of the data are not affine subspaces, then the coefficients in \(X\) will fail to capture meaningful similarity relationships among the data. As promised in Section 1.3, we now derive a variant of the above optimization algorithm that simultaneously addresses these two issues.

First, in order to make the computation of \(X\) more efficient, let us abandon the overly ambitious goal of drawing a similarity graph on all \(n\) vertices. Instead, let us first choose \(m \ll n\) new atoms \(A = [a_1, \ldots, a_m] \in \mathbb{R}^{d \times m}\) and learn a similarity graph whose edges are only permitted to connect vertices of the type \(y_i\) with vertices of the type \(a_j\), and vice versa. This is a bipartite graph on \(n + m\) vertices with at most \(nm \ll n^2\) edges that can be represented compactly by a matrix \(X \in \mathbb{R}^{m \times n}\). In order to preserve sparse self-representation, we will choose \(A\) and \(X\) such that \(Y = AX\).

In order for \(X\) to contain useful information for clustering, we will make two further changes to the model. First, we will insist that the coefficients in each column of \(X\) be non-negative, and sum to 1. In other words, we will reconstruct data points as sparse convex combinations of the atoms. Next, rather than minimizing the entrywise \(\ell_1\)-norm \(\|X\|_{1,1}\), we will instead minimize a weighted penalty term of the form \(\sum_{i,j} x_{ij} \|y_i - a_j\|^2\). Ultimately, we arrive at the following optimization problem:

\[
\begin{align*}
\text{minimize} & \quad \sum_{i,j} x_{ij} \|y_i - a_j\|^2 \\
\text{subject to} & \quad Y = AX, \\
& \quad X^\top 1 = 1 \\
& \quad x_{ij} \geq 0, \text{ for all } i \text{ and } j.
\end{align*}
\]

Using the coefficients \(X\) that solve this optimization problem, we construct the similarity graph on the \(n + m\) data points and atoms \(y_1, \ldots, y_n, a_1, \ldots, a_m \in \mathbb{R}^d\) by including an edge of weight \(|x_{ij}|/2\) between each data point \(y_i\) and each atom \(a_j\).

### 2.1 Motivating the Regularizer

The expression \(\sum_{i,j} x_{ij} \|y_i - a_j\|^2\) used in our proposed optimization objective can be motivated in many ways.

First, it can be viewed as a \textit{weighted \(\ell_1\)-norm penalty} on the entries of \(X\). Combined with the constraint \(x_{ij} \geq 0\) for all \(i\) and \(j\), it’s clear that minimizing this expression has a sparsity-inducing effect on the entries of \(X\) (verified empirically in Section 4). We say that the penalty is \textit{weighted}...
because the scalar quantity $\|y_i - a_j\|^2$ more harshly penalizes a large coefficient $x_{ij}$ when the points $y_i$ and $a_j$ are far apart, while accommodating a large coefficient $x_{ij}$ more easily when the points $y_i$ and $a_j$ are very close together.

The expression $\sum_{i,j} x_{ij} \|y_i - a_j\|^2$ can also be interpreted elegantly in terms of the learned similarity graph on the $n + m$ data points and atoms. Since this is an undirected graph with edge weights determined by $x_{ij}$, the summation is precisely the \textit{Laplacian quadratic form} of the graph, evaluated on the function mapping vertices of the graph to their corresponding positions in $\mathbb{R}^d$. In this sense, the penalty term has a \textit{manifold regularization} effect. The authors of [29], who also use this regularizer, describe it as an “adaptive distance regularization”.

Yet another interpretation of the objective function is as a soft relaxation of the $k$-means objective function, in which $x_i$ places a certain positive probability mass on each atom in some subset of $A$.

### 2.2 Similarity Graph Structure

In this section, we make rigorous the following informally-stated claim: for a fixed point $y$ and a fixed set of atoms $A$, the convex combination $y = Ax$ that minimizes $\sum_j x_j \|y - a_j\|^2$ only uses atoms that are “most similar” to $y$. Although it is clear that a property of this kind is desirable for sparse self-representation, it is not always clear what notion of “similarity” a particular algorithm achieves. In the case of our algorithm, we can characterize this “similarity” as follows:

**Theorem 1.** Let $y \in \mathbb{R}^d$ lie in the convex hull of the points $a_1, \ldots, a_m \in \mathbb{R}^d$, and let $x \in \mathbb{R}^m$ be a solution to the following optimization problem.

\[
\begin{align*}
\text{minimize} & \quad \sum_{j} x_j \|y - a_j\|^2 \\
\text{subject to} & \quad y = \sum_{j} x_j a_j \\
& \quad \sum_{j} x_j = 1 \\
& \quad x_j \geq 0, \text{ for all } j.
\end{align*}
\]

If the points $a_1, \ldots, a_m$ have a unique Delaunay triangulation, then the set of points $a_j$ such that $x_j \neq 0$ comprise the vertices of some face of this triangulation that contains $y$.

**Proof.** It suffices to show that if a Delaunay cell of $a_1, \ldots, a_m$ contains $y$, then each point $a_j$ such that $x_j \neq 0$ is a vertex of this cell. To this end, consider an arbitrary Delaunay cell containing $y$ defined by the vertices $\{a_j : j \in S\}$. Here, $S \subseteq [m]$ denotes a set of $d + 1$ indices. We will prove that $x_j \neq 0$ only if $j \in S$.

Since $y$ lies in the Delaunay cell, we may write it as a convex combination of only the vertices $\{a_j : j \in S\}$ using a coefficient vector $x' \in \mathbb{R}^n$, which may differ from the solution $x$ to the optimization problem.

Observe that for any vector $c \in \mathbb{R}^d$, the identities $y = \sum_j x_j a_j$ and $\sum_j x_j = 1$ imply

\[
\sum_j x_j \|y - a_j\|^2 = \sum_j x_j (\|a_j - c\|^2 - 2\langle y - c, a_j - c \rangle + \|y - c\|^2)
\]

\[
= \sum_j x_j \|a_j - c\|^2 - \|y - c\|^2.
\]
The above identity also holds if we replace \( x_j \) with \( x'_j \).

By the definition of a Delaunay cell, there is a sphere with center \( c \) and radius \( r \) such that \( \|a_j - c\| = r \) for each \( j \in S \) and \( \|a_j - c\| > r \) for each \( j \notin S \) (this is where we use the assumption that the triangulation is unique). Since the support of \( \mathbf{x}' \) is contained in \( S \) and the support of \( \mathbf{x} \) is not, we have

\[
\sum_j x'_j \|y - a_j\|^2 = \sum_j x'_j \|a_j - c\|^2 - \|y - c\|^2 < \sum_j x_j \|a_j - c\|^2 - \|y - c\|^2 = \sum_j x_j \|y - a_j\|^2,
\]

which contradicts the optimality of \( \mathbf{x} \). Thus, each point \( a_j \) such that \( x_j \neq 0 \) is a vertex of the cell. We conclude that \( \{a_j : x_j \neq 0\} \) are the vertices of some face of the triangulation containing \( y \). \( \square \)

3 Optimization Algorithm

There are two key steps to solving the optimization problem proposed in Section 2. First, given the data set, we must select a suitably representative set of atoms. Next, given the data set and the atoms, we must compute the coefficients that best reconstruct each data point as a sparse convex combination of nearby atoms.

Of these two steps, the latter is relatively straightforward. In fact, if we treat the data set \( \mathbf{Y} \) and atoms \( \mathbf{A} \) as fixed, then the resulting optimization problem over the coefficients \( \mathbf{X} \) is simply a weighted \( \ell_1 \)-minimization problem. Convex optimization problems of this kind have been studied extensively, and there exists a rich array of efficient first-order methods to solve them.

In contrast, the process of choosing the optimal atoms is far from straightforward. One heuristic is to sample the atoms uniformly at random from the data set, but doing so is unlikely to lead to optimal performance. Another approach, inspired by our problem’s resemblance to sparse dictionary learning, is alternating minimization, which takes turns minimizing the objective function over the atoms and over the coefficients. Ultimately, we’d like an approach for learning the atoms that goes beyond these traditional frameworks.

The goal of this section is to describe an algorithm that solves both steps of the proposed optimization problem in tandem. Our algorithm is an unconventional application of algorithm unrolling, a technique for structured deep learning that has recently gained traction in the signal and image processing communities. Since our algorithm involves training a neural network, it has the unique advantage of being able to learn the atoms and coefficients entirely from online passes over the data set.

3.1 Relaxing the Exact Recovery Constraint

Our optimization algorithm solves the following relaxation of the problem from Section 2. Let

\[
S = \text{conv}\{\mathbf{e}_1, \ldots, \mathbf{e}_m\} = \left\{ \mathbf{x} \in \mathbb{R}^m : x_1, \ldots, x_m \geq 0 \text{ and } \sum_{j=1}^m x_j = 1 \right\}
\]
denote the standard simplex (a.k.a. the “probability simplex”) in $\mathbb{R}^m$. For a set of atoms $A \in \mathbb{R}^{m \times d}$, a data point $y \in \mathbb{R}^d$, and a coefficient vector $x \in \mathbb{R}^m$, define the loss function

$$L(A, y, x) = \begin{cases} \frac{1}{2}\|y - Ax\|^2 + \lambda \sum_{j=1}^{m} x_j \|y - a_j\|^2 & \text{if } x \in S \\ +\infty & \text{if } x \notin S. \end{cases}$$

If $y$ is sampled uniformly from the data set $Y \in \mathbb{R}^{d \times n}$, then the relaxed optimization problem is

$$\min_A \mathbb{E} \min_y \min_x L(A, y, x).$$

In this formulation of the problem, we have replaced the exact recovery constraint $Y = AX$ with a more flexible $\ell_2$ reconstruction error term $\|y - Ax\|^2$ in the objective function. The trade-off between this term and the Laplacian penalty term, which determines the sparsity of $x$, is controlled by the parameter $\lambda > 0$.

### 3.2 Algorithm Unrolling

In order to solve the relaxed optimization problem stated in the previous section, we introduce an autoencoder architecture that implicitly solves the problem when trained by backpropagation. The network has weights $A$, which are initialized to a random subset of the data $Y$. The autoencoder takes as input a single data point $y$ (or a batch of such points), and outputs a reconstructed point $\hat{y}$. The output of the encoder (and input to the decoder) is a sparse coefficient vector $x$.

Specifically, given weights $A$ and input $y$, the encoder produces a coefficient vector $x$ that best represents $y$ as a sparse convex combination of the atoms in $A$. The layers of this encoder are derived from the unrolled iterations of a projected gradient descent algorithm for minimizing the loss function $L$ with respect to the variable $x$.

This process of designing this kind of highly-structured recurrent neural network is known as algorithm unrolling; although our application of the technique for manifold learning is new, there exists a rich, burgeoning literature on the subject in the context of sparse dictionary learning [8, 18, 22, 3].

Given $x$, the decoder multiplies $x$ by the weight matrix $A$ to compute an estimate $\hat{y}$ of the input data $y$. We train the autoencoder by backpropagation on the loss function $L$, applied to the network weights $A$, input data samples $y$, and estimated coefficient vectors $x$ computed by the

Figure 1: Block diagram of the structured autoencoder used to learn $A$. The encoder performs $T$ unrolled iterations of accelerated projected gradient descent. Note that $Q(y) = \sum_j \|y - a_j\|^2$ is a quadratic neuron. Activation $P_S(x) = \text{ReLU}(x + b(x) \cdot 1)$ projects $x$ onto the standard simplex.
encoder. The remainder of this section is devoted to describing the autoencoder architecture in greater detail.

**Forward Pass.** Given $A$ and $y$, there are several efficient first-order convex optimization algorithms at our disposal to compute an optimal coefficient vector

$$x^*(A, y) \in \arg\min_x L(A, y, x).$$

One such method is accelerated projected gradient descent [2]. This method initializes $x^{(0)} = \tilde{x}^{(0)} = 0$ and iterates

$$x^{(t+1)} = \mathcal{P}_S \left( \tilde{x}^{(t)} - \alpha \nabla_x L(A, y, \tilde{x}^{(t)}) \right),$$

$$\tilde{x}^{(t+1)} = x^{(t+1)} + \gamma(t) (x^{(t+1)} - x^{(t)}),$$

for $0 \leq t \leq T$. The parameter $\alpha$ is a step size, which is best initialized to be inversely proportional to the square of $\sigma_{\text{max}}(A)$. The constants $\gamma(t)$ are given by the recurrence

$$\eta(0) = 0, \quad \eta(t+1) = 1 + \frac{1 + 4\eta(t)^2}{2}, \quad \gamma(t) = \eta(t) - 1.$$

The gradient of the loss function $L$ is given by

$$\nabla_x L(A, y, x) = A^T (Ax - y) + \sum_{j=1}^m \|y-a_j\|^2 e_j.$$

The operator $\mathcal{P}_S$ projects its input onto $S$, the standard simplex. It is known [25] that this operator has the form

$$\mathcal{P}_S(x) = \text{ReLU}(x + b(x) \cdot 1)$$

for a certain piecewise-linear bias function $b : \mathbb{R}^m \rightarrow \mathbb{R}$. Thus, the approximate code $x^{(T)}(A, y) \approx x^*(A, y)$ is the output of a recurrent encoder with input $y$, weights $A$, and activation function $\mathcal{P}_S$.

**Backward Pass.** In order to approximate

$$A^* \in \arg\min_A \mathbb{E} L(A, y, x^*(A, y)),$$

it suffices to minimize

$$\frac{1}{n} \sum_{i=1}^n L(A, y_i, x^{(T)}(A, y_i))$$

by backpropagation through $L$, the regularized squared $\ell_2$ reconstruction error of the decoder, and the computation graph of $x^{(T)}(A, y)$, which is computed by the encoder. We also use backprop to train the encoder step size $\alpha$ described in the previous section.

A complete diagram of the autoencoder architecture is shown in Figure 1.

### 4 Experiments

In this section, we conduct experiments to evaluate the behavior of our algorithm on synthetic and real data sets. Our goal is to gain insight into the atoms learned by our structured autoencoder, their associated representation coefficients, and (in the case of labeled data sets) the unsupervised clustering accuracy achieved by performing spectral clustering on the resulting similarity graph.
In each experiment, unless otherwise specified, we choose the parameter $\lambda \in \{0.1, 1, 10\}$ that results in the most even balance between the two terms in the objective function, namely the squared $\ell_2$ reconstruction error term and the weighted $\ell_1$ penalty term. In general, we found that setting $\lambda = 1$ achieved this balance reasonably well, which can be partially explained by the fact that for any $x \in \mathbb{R}^m$ lying in the standard simplex, the terms $\frac{1}{2} \|y - Ax\|^2$ and $\sum_j x_j \|y - a_j\|^2$ are both bounded in magnitude by $\max_j \|y - a_j\|^2$.

4.1 Reconstructing Synthetic Data

For our first experiment, we focus on the atoms and coefficients learned by our autoencoder when the data is sampled from one-dimensional manifolds in $\mathbb{R}^2$. Figure 2 shows two such data sets. The first is the unit circle in $\mathbb{R}^2$. The second is the classic two moons data set, which consists of two disjoint semicircular arcs in $\mathbb{R}^2$.

For each of these two data sets, we trained the autoencoder on an infinite stream of data sampled uniformly from the underlying manifold(s). We added small Gaussian white noise to each data point to make the representation learning problem more challenging.

Figure 2 shows the result of training the autoencoder on these data sets. We see that in each case, the atoms learned by the model are meaningful. Moreover, in each case, we accurately reconstruct each data point as sparse convex combinations of these atoms, modulo the additive white noise.

![Figure 2: Circle and two moons. Autoencoder input (left) and output (right). Atoms in red.](https://github.com/pbt17/manifold-learning-with-simplex-constraints)
4.2 Clustering Synthetic Data

Our next experiment assesses the clustering capabilities of our algorithm. We studied a simple family of data distributions consisting of two underlying clusters in $\mathbb{R}^2$. These clusters took the shape of two concentric circles of radii $r_{\text{outer}} = 1$ and $r_{\text{inner}} = 1 - \delta$, where $\delta \in [0, 1]$ is a separation parameter. For multiple values of $\delta$, we trained our structured autoencoder with $m$ atoms on an infinite stream of data sampled uniformly from these two manifolds (each with half the probability mass). For this experiment, we did not add any Gaussian noise to this data.

Figure 4 shows the result of training the autoencoder on a handful of these data sets for various combinations of $m$ and $\delta$. Figure 5 shows the accuracy achieved by performing spectral clustering on the corresponding similarity graphs. Based on these results, it appears that our clustering algorithm is capable of distinguishing between clusters of arbitrarily small separation $\delta$, provided that the number of atoms is sufficiently large.

We also remark that the clustering accuracy of our algorithm on the two moons data set, shown earlier in Figure 2, is over 98%, as well.

Figure 4: Clustering accuracy for concentric circles with varying degrees of separation and atoms.
4.3 Clustering Handwritten Digits

For our third experiment, we ran our clustering algorithm with \( m = 400 \) atoms on a subset of the MNIST handwritten digit data set, consisting of the five digits 0, 1, 3, 6, and 7. Figure 6 shows a handful of the randomly initialized atoms, their “smoothed” counterparts after training, and their predicted cluster labels. Ultimately, performing spectral clustering on the learned similarity graph recovers the true digit labels with over 98% unsupervised clustering accuracy.

Figure 6: A subset of the randomly initialized atoms for MNIST (Digits 0, 1, 3, 6, and 7) before training (left) and after training and clustering (middle). Degrees of vertices in the learned similarity graph (right). Despite being very sparse, the similarity graph retains enough information about the original data set that spectral clustering recovers the 5 digits with over 98% accuracy.
5 Conclusion

In this work, we proposed a new manifold learning and clustering algorithm for large, nonlinear data sets that utilizes the principle of sparse self-representation. Our algorithm first trains a highly structured deep autoencoder to identify a small set of representative atoms for the data. We then reuse this autoencoder to express each data point as a sparse convex combination of these atoms—a process that amounts to solving a natural convex optimization problem with simplex constraints. Finally, we use the sparse representation coefficients to construct a similarity graph on the data and the atoms, opening the door to nonlinear dimensionality reduction and clustering via spectral methods. Our experiments demonstrated the ability of our algorithm to learn meaningful representations of nonlinear data manifolds in terms of a small set of atoms, as well as its ability to accurately recover class labels in an unsupervised fashion. Ultimately, we believe that our approach opens a promising new avenue for efficient yet interpretable manifold learning.
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