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Abstract

The current state of the art for large-scale quantum-mechanical simulations is the planewave (PW) pseudopotential method, as implemented in codes such as VASP, ABINIT, and many others. However, since the PW method uses a global Fourier basis, with strictly uniform resolution at all points in space, it suffers from substantial inefficiencies in calculations involving atoms with localized states, such as first-row and transition-metal atoms, and requires significant nonlocal communications, which limit parallel efficiency. Real-space methods such as finite-differences (FD) and finite-elements (FE) have partially addressed both resolution and parallel-communications issues but have been plagued by one key disadvantage relative to PW: excessive number of degrees of freedom (basis functions) needed to achieve the required accuracies. In this paper, we present a real-space partition of unity finite element (PUFE) method to solve the Kohn-Sham equations of density functional theory. In the PUFE method, we build the known atomic physics into the solution process using partition-of-unity enrichment techniques in finite element analysis. The method developed herein is completely general, applicable to metals and insulators alike, and particularly efficient for deep, localized potentials, as occur in calculations at extreme conditions of pressure and temperature. Full self-consistent Kohn-Sham calculations are presented for LiH, involving light atoms, and CeAl, involving heavy atoms with large numbers of atomic-orbital enrichments. We find that the new PUFE approach attains the required accuracies with substantially fewer degrees of freedom, typically by an order of magnitude or more, than the PW method. We compute the equation of state of LiH and show that the computed lattice constant and bulk modulus are in excellent agreement with reference PW results, while requiring an order of magnitude fewer degrees of freedom to obtain.
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1. Introduction

First principles \textit{(ab initio)} quantum mechanical simulations based on density functional theory (DFT) \cite{1, 2} are a vital component of research in condensed matter physics and molecular quantum chemistry. The parameter free, quantum-mechanical nature of the theory facilitates both fundamental understanding and robust predictions across the gamut of materials systems, from metallic actinides to insulating organics, at ambient and extreme conditions alike. However, the solution of the equations of DFT is a formidable task and this has severely limited the range of materials systems that can be investigated by such accurate means. First and foremost, an \textit{ab initio} quantum mechanical description is required whenever departures from isolated-atomic or known condensed-matter configurations may be significant, as in materials at extreme conditions of pressure and temperature where charge is transferred, new phases emerge, and bonds are formed and broken. However, a merely \textit{ab initio} approach is not enough in the investigation of such unfamiliar systems: the approach must be general, equally applicable to all atomic species and configurations, and systematically improvable so that errors can be clearly known and strictly controlled.

For condensed matter systems—solids, liquids, and mixed-phase—the planewave (PW) pseudopotential method \cite{3} is among the most widely used \textit{ab initio} methods that afford this level of generality and systematic improbability. The accuracy and generality of the PW method arises from its nature and basis: a variational expansion approach in which solutions are represented in a Fourier basis. By virtue of the completeness of the basis, any condensed matter system can be modeled with arbitrary accuracy, in principle, by simply adding sufficient wavenumbers to the basis. In practice, however, the PW method has significant limitations with respect to the solution of large, complex problems: a global Fourier basis with uniform resolution at all points in space, leading to inefficiencies in calculations with localized states and significant nonlocal communications which compromise parallel efficiency. These limitations have inspired extensive research over the past two decades into real-space methods, among the more mature of which are the finite-difference (FD), finite-element (FE), and wavelet based approaches \cite{4–9}.

The advantages of a strictly local, real-space approach in large-scale calculations have been amply demonstrated in the context of finite-difference (FD) methods \cite{5, 6, 10–23}. These methods allow for some variable resolution in real space, can accommodate a variety of boundary conditions, and require no computation- or communication-intensive transforms. Finite-difference methods achieve these advantages, however, by giving up the use of a basis altogether, instead discretizing operators directly on a real-space grid, which leads to disadvantages such as limited accuracy in integrations \cite{6, 15, 24} and nonvariational convergence \cite{5, 6}. Furthermore, because FD methods lack a basis, it is difficult to build known physics into these methods in order to increase the efficiency of the representation. Despite these disadvantages, however, it has recently been shown that finite-difference codes can outperform established planewave codes not only in isolated-system (e.g., molecule, cluster) calculations but in condensed matter (e.g., solid, liquid) calculations as well \cite{22, 23} in moderately large calculations on parallel computers. Such FD codes may thus present a viable alternative to planewave codes in such a context.

Applications of the finite element method \cite{25} to the electronic structure of atoms and molecules go back to the 1970s \cite{26, 27} (see, e.g., Ref. \cite{21} for a review). Applications to condensed matter systems appeared about a decade later \cite{7, 28–30}, and have been in active development by a
number of groups since then [6, 7, 29–36]. In the present work, we shall focus on condensed matter systems; however, the methodology presented is equally applicable to isolated systems as well. Early solid-state calculations [29–33] employed relatively low-order elements, typically cubic or lower. Due to the relatively high accuracy required in quantum mechanical calculations, however, it was soon appreciated that higher-order elements should be advantageous [35, 37, 38] to reduce the degrees of freedom (DOFs) (basis functions) needed to attain the required accuracies. It has recently been shown that such a high-order spectral-element (SE) formulation can outperform established planewave codes in calculations of isolated systems, though not yet for condensed matter systems [35]. While the number of DOFs required can be greatly reduced, it still exceeds that required by standard planewave methods in the context of such condensed matter systems. Moreover, as polynomial order is increased in SE methods, the cost per DOF increases. However, superior parallelization of SE methods relative to PW stands to compensate these disadvantages in large-scale calculations as SE based methods are further developed.

The significant flexibility of the finite element method to concentrate degrees of freedom in real space where needed and omit them where not, via standard $h$- or $p$-adaptive refinement techniques [35–48] allows a much more efficient representation of highly inhomogeneous problems, as occur in ab initio electronic structure, than is possible by either FD or PW approaches. By exploiting only the scale of variations and not the known orbital nature in electronic structure, however, such methods must invariably overcome a quite substantial DOF disadvantage relative to mature orbital-based methods [49–51] in order to be competitive, in addition to overcoming the overhead of mesh generation and associated load balance issues in parallel implementations. To overcome the critical DOF disadvantage of FE methods relative to PW, the known atomic physics must be leveraged. The Kohn-Sham wavefunctions in a multi-atom system are well approximated by isolated-atom wavefunctions near the atom centers. And isolated-atom wavefunctions are readily computed using standard radial solvers. Furthermore, it is in precisely this region, near the atom centers, where the multi-atom system wavefunctions vary most rapidly. Hence, a substantial reduction in DOFs stands to be achieved by adding isolated-atom wavefunctions to the standard FE basis, thus leaving the FE basis to take up only the smooth perturbation away from isolated atom solutions, as the atoms are brought together to form a molecule or solid. Dusterhoft and coworkers [52] exploited this idea by adding atomic orbitals to a Lagrange FE basis in 2D axisymmetric all-electron calculations of $C_2$, whereas Yamaka and Hyodo [53, 54] demonstrated the substantial gains in efficiency that can be realized by adding well chosen Gaussian basis functions to the FE basis in full 3D all-electron molecular calculations. A significant disadvantage of the above approaches, however, as noted in Ref. [54], is that by adding such extended functions to the otherwise strictly local FE basis, sparseness and locality are compromised, leading to inefficiencies in parallel implementation.

Modern partition of unity finite element (PUFE) methods provide an elegant and highly efficient solution to the quantum-mechanical problem. Jun [55] has reported non-self-consistent results using a meshfree basis to solve the Schrödinger equation in periodic solids, whereas Chen and coworkers [56] and Suryanarayana and coworkers [57] have employed meshfree partition-of-unity basis functions in full self-consistent calculations. Finite element basis functions as the partition-of-unity, however, offer significant advantages: locality is retained to the maximum extent
possible, which facilitates parallel implementation, variational convergence is ensured by the min-max theorem [25], numerical integration errors can be strictly controlled, and Dirichlet as well as periodic boundary conditions are readily imposed. Sukumar and Pask [58, 59] have demonstrated the substantial reductions in DOFs that can be achieved by PUFE relative to standard FE in solutions of Schrödinger and Poisson equations in both pseudopotential and all-electron calculations, and have shown those advantages are retained in Kohn-Sham calculations [60].

In this work, we show the substantial degree-of-freedom reduction afforded by the PUFE solution of the Kohn-Sham equations relative to both classical FE and current state-of-the-art PW methods. In particular, we show in calculations of total energy, equation of state, lattice constant, and bulk moduli that the PUFE method can achieve an order-of-magnitude or more reduction in DOFs relative to state-of-the-art PW methods, while remaining systematically improvable and strictly local in real space, thus facilitating efficient parallel implementation.

The remainder of this paper is organized as follows. In Section 2, we introduce the essentials of the partition of unity finite element method and discuss its particular suitability for quantum mechanical problems. In Section 3, we review the Kohn-Sham equations to be solved, and in Section 4 discuss solution in a PUFE basis. We discuss key implementational issues in Section 5 and present applications to systems involving both light and heavy atoms in Section 6, where we find order-of-magnitude reductions in basis size relative to current state-of-the-art methods in calculations of total energy, equation of state, lattice constant, and bulk modulus. Finally, we conclude with our main findings and future outlook in Section 7.

2. Partition-of-unity finite elements

The partition of unity finite element method [61, 62] generalized the standard finite element method by providing a means to incorporate analytical as well as numerical solutions of boundary-value problems into the finite element approximation. Any set of functions \( \{ \phi_i(x) \}_{i=1}^{n} \) that sum to unity is said to form a partition-of-unity (PU). For \( C^0 \) Lagrange finite elements, a basis function \( \phi_j(x) \) is associated with node \( j \) in the mesh. Consider a domain \( \Omega \subset \mathbb{R}^d \). The PUFE approximation for a scalar-valued function \( u : \Omega \rightarrow \mathbb{R} \) is of the form [61]:

\[
u^h(x) = \sum_{i=1}^{n} \phi_i(x)u_i + \sum_{\alpha=1}^{m} \sum_{j=1}^{\bar{n}} \phi_j^{PU}(x)\Psi_\alpha(x)b_{j\alpha},
\]

where \( \phi_i(x) \) are FE basis functions, \( \phi_j^{PU}(x) \) form a partition of unity, and \( \Psi_\alpha(x) \) are referred to as enrichment functions; so that \( u_i \) are the standard finite element degrees of freedom, and \( b_{j\alpha} \) are additional enriched degrees of freedom. In the present quantum mechanical context, we construct efficient enrichment functions \( \Psi_\alpha(x) \) from isolated-atom solutions and employ trilinear FE basis functions \( \phi_j^{PU}(x) \) for the partition of unity in order to impose strict locality while minimizing additional DOFs. Moreover, we employ higher-order FE basis functions \( \phi_i(x) \) to efficiently attain required accuracies. An illustration of the substantial gains afforded by such enrichment is provided in the Supplementary Materials. We elaborate on the application to the Kohn-Sham equations below.
3. Kohn-Sham equations

Kohn-Sham density functional theory (KS-DFT) replaces the \(N\)-body problem of interacting electrons by a computationally tractable problem of noninteracting electrons moving in an effective mean field. To this end, one-electron Schrödinger equations for Kohn-Sham orbitals are solved, which are used to predict the ground-state electronic density, total energy, and related material properties. The equations of DFT require the repeated solution of a one-electron Schrödinger equation in the presence of an effective potential that consists of nuclear (external potential), Hartree (electron-electron repulsion), and exchange-correlation contributions. In KS-DFT, the exchange-correlation functional is not known exactly and so approximations must be made. Common approximations include the local density approximation (LDA) \[2\] and generalized gradient approximation (GGA) \[63\], the former of which we employ in the present work.

The Schrödinger equation for the \(i\)-th KS-orbital is:

\[
\mathcal{H} \psi_i := \left[ -\nabla^2 \psi_i(x) + \hat{V}_{\text{eff}}(x) \right] \psi_i(x) = \varepsilon_i \psi_i(x), \tag{2}
\]

where \(\mathcal{H}\) is the Hamiltonian operator, \(\psi_i\) is the \(i\)-th wavefunction, \(\varepsilon_i\) is the corresponding energy eigenvalue, and we have used atomic units here and throughout. The effective potential

\[
\hat{V}_{\text{eff}}(x) = V_n(x) + V_H(x; \rho_e(x)) + V_{xc}(x; \rho_e(x)), \tag{3}
\]

where \(V_n(x)\) and \(V_H(x; \rho_e(x))\) are the nuclear potential and the Hartree potential, respectively, \(V_{xc}(x; \rho_e(x))\) is the exchange correlation potential, and \(\rho_e(x)\) is the electronic charge density. From the KS-orbitals, the electronic charge density is constructed as

\[
\rho_e = -\sum_{k=1}^{N_{\text{occ}}} f_k |\psi_k|^2, \tag{4}
\]

where \(0 \leq f_k \leq 2\) specifies the occupation of state \(k\) (neglecting spin) and \(N_{\text{occ}}\) is the number of occupied states.

In the pseudopotential approximation \[3\], the potential of the nucleus and core electrons is replaced by a smooth, effective pseudopotential, expressed as a sum of local ionic (\(V^l_I\)) and nonlocal ionic (\(\hat{V}^{nl}_I\)) contributions. This leaves only smooth valence states to be determined, which are readily computed by PW and real-space methods. The Kohn-Sham effective potential is then given by \[3, 34\]:

\[
\hat{V}_{\text{eff}}(x) = V^l_I(x) + \hat{V}^{nl}_I(x) + V_H(x; \rho_e(x)) + V_{xc}(x; \rho_e(x)), \tag{5a}
\]

\[
V^l_I(x) = \sum_a V_{l,a}(x), \tag{5b}
\]

\[
\hat{V}^{nl}_I(x) \psi_i = \sum_a \int V^{nl}_{l,a}(x, x') \psi_i(x') \, dx', \tag{5c}
\]

\[
V_H(x; \rho_e) = -\int \frac{\rho_e(x')}{|x - x'|} \, dx', \tag{5d}
\]
where $V_{I,a}$ and $V_{nl,I,a}$ are the local and nonlocal parts of the ionic pseudopotential of atom $a$, the integrals extend over all space, and the summations over all atoms $a$ in the system. Since the ionic potentials $V_{I,a}$ decay as $Z_a/r$, with $Z_a$ the valence charge of atom $a$, they can be generated by ionic charge densities $\rho_{I,a}$ strictly localized in real space. The total charge density can then be constructed as $\rho = \rho_{I} + \rho_e$, where $\rho_{I} = \sum_a \rho_{I,a}$ [34]. Instead of the integral (5d) for the Hartree term, we can then compute the total Coulomb potential $V_C = V^\ell_I + V_H$ by solving the Poisson equation

$$\nabla^2 V_C = 4\pi \rho,$$

whereupon (5a) can be reduced to

$$\hat{V}_{\text{eff}}(x) = (V_C(x; \rho_e) + V_{xc}(x; \rho_e)) + \hat{V}_{nal}^{\ell}(x) \equiv V^{\ell}(x) + \hat{V}^{\text{nl}}(x).$$

Since $\psi_i$ in (2) depends on $\hat{V}_{\text{eff}}$, which depends on $\rho$, which itself depends on $\psi_i$ in (4), the KS equations constitute a nonlinear eigenvalue problem. The equations are typically solved by fixed-point (“self-consistent field”) iteration (Fig. 1), whereby the unique energy-minimizing density $\rho_e$ is obtained, corresponding to the physical electronic density in the molecular or condensed matter system. Energies, forces, and other properties of interest are then computed from the self-consistent density and eigenfunctions so obtained [64]. In the present work, we compute total energies as in Pask and Sterne [34].

4. Solution in PUFE basis

The key computational step in the solution of the Kohn-Sham equations is the solution of the effective Schrödinger equation (2) for all occupied eigenfunctions $\psi_i(x)$ and associated eigenvalues $\varepsilon_i$. We now focus on this key step in the context of condensed matter calculations.
We consider a parallelepiped unit-cell domain \( \Omega \subset \mathbb{R}^3 \) defined by primitive lattice vectors \( a_i \) \((i = 1, 2, 3)\). In a periodic system, the charge density and electrostatic potential are periodic, i.e.,
\[
\rho(x + R) = \rho(x), \quad V(x + R) = V(x),
\]
and the wavefunction \( \psi \), the solution of Schrödinger’s equation, satisfies Bloch’s theorem
\[
\psi(x + R) = \exp(ik \cdot R)\psi(x),
\]
where \( R = i_1 a_1 + i_2 a_2 + i_3 a_3 \) \((i_1, i_2, i_3 \in \mathbb{Z})\) is a lattice translation vector, \( k \) is the wavevector, and \( i = \sqrt{-1} \) [65]. For \( k = 0 \) (\( \Gamma \)-point), the wavefunction is periodic; otherwise, there is a phase shift \( \exp(ik \cdot R) \) with translation \( R \) from cell to cell in the periodic system.

The strong form of the Schrödinger problem (2) in the unit cell is then [32]:
\[
-\frac{1}{2} \nabla^2 \psi(x) + V^l(x)\psi(x) + \hat{V}^{nl}(x)\psi(x) = \varepsilon \psi(x) \quad \text{in } \Omega, \tag{10a}
\]
\[
\psi(x + a_\ell) = \exp(ik \cdot a_\ell)\psi(x) \quad \text{on } \Gamma_\ell, \tag{10b}
\]
\[
\nabla \psi(x + a_\ell) \cdot \hat{n} = \exp(ik \cdot a_\ell)\nabla \psi(x) \cdot \hat{n} \quad \text{on } \Gamma_\ell, \tag{10c}
\]
where \( \psi \) is the wavefunction (eigenfunction), \( V^l \) and \( \hat{V}^{nl} \) are the local and nonlocal potentials defined in (7), \( \varepsilon \) is the energy eigenvalue, \( a_\ell \) are the primitive lattice vectors, \( \hat{n} \) is the unit outward normal at \( x \), and \( \Omega \) and \( \Gamma_\ell \) are the domain and bounding surfaces, respectively. Note that, since the boundary conditions are complex-valued, the wavefunctions are in general complex also; however, due to the self-adjoint operator, the eigenvalues are real.

Now, since we wish to discretize in a \( C^0 \) basis, we require the weak form of (10). On taking the inner product of the differential equation (10a) with an arbitrary (complex-valued) test function \( w(x) \), applying the divergence theorem, and imposing the derivative boundary condition (10c), we obtain the weak form [7]: Find functions \( \psi \in \mathcal{W} \) and scalars \( \varepsilon \in \mathbb{R} \) such that
\[
a(w, \psi) = \varepsilon(w, \psi) \quad \forall w \in \mathcal{W}, \tag{11a}
\]
\[
a(w, \psi) = \frac{1}{2} \int_\Omega \nabla \psi^* \cdot \nabla \psi \, dx + \int_\Omega w^* V^l \psi \, dx + \int_\Omega w^* \hat{V}^{nl} \psi \, dx, \quad (w, \psi) = \int_\Omega \psi^* \, dx, \tag{11b}
\]
\[
\mathcal{W} = \{ w \in H^1(\Omega) : w(x + a_\ell) = \exp(ik \cdot a_\ell)w(x) \text{ on } \Gamma_\ell \}. \tag{11c}
\]
We now discretize the weak form in the PUFE basis
\[
\{ \varphi_k(x) \} \equiv \{ \phi_i(x) \} \cup \{ \phi_{j}^{PU}(x)\Psi_a(x) \}, \tag{12}
\]
where \( \phi_i(x) \) are the standard FE basis functions, \( \phi_{j}^{PU}(x) \) form the partition of unity, and \( \Psi_a(x) \) are the enrichment functions. The trial wavefunction in the PUFE method is then [58]:
\[
\psi^h(x) = \sum_{i \in \mathcal{I}} \phi_i(x)u_i + \sum_{a} \sum_{j \in \mathcal{J}} \phi_{j}^{PU}(x)\Psi_a(x)b_{ja} \equiv \sum_{k=1}^{N} \varphi_k(x)c_k, \tag{13}
\]
where $\mathbb{I}$ is the index set consisting of all nodes in the mesh, $\mathbb{J} \subseteq \mathbb{I}$, $N$ is the total number of basis functions (degrees of freedom), and $u_i$ and $b_{j\alpha}$ are nodal coefficients associated with the FE and PU enrichment bases, respectively. Substituting the trial function (13) into the weak form (11) and taking $\varphi_i(x)$ as test functions then yields a sparse Hermitian generalized eigenproblem for the eigenvalues and eigenfunction coefficients [7, 58]:

$$Hc = \varepsilon Sc, \quad c = \{u \ b\}^T, \quad (14a)$$

$$H_{ij} = \int_{\Omega} \left( \frac{1}{2} \nabla \varphi_i^* \cdot \nabla \varphi_j + \varphi_i^* Vf \varphi_j + \varphi_i^* \hat{V}^{nf} \varphi_j \right) dx, \quad (14b)$$

$$S_{ij} = \int_{\Omega} \varphi_i^* \varphi_j dx, \quad (14c)$$

where for a separable nonlocal potential [3], the nonlocal term is evaluated as [7]:

$$\int_{\Omega} \varphi_i^* \hat{V}^{nf} \varphi_j dx = \sum_{a,L} f_{L}^{ai} h_{L}^{ai} \left( f_{L}^{aj} \right)^*, \quad f_{L}^{ai} = \int_{\Omega} \varphi_i^*(x) \sum_n e^{ik_a x} \nu_{L}^{a} (x - \tau_a - a_n) dx, \quad (14d)$$

where $a$ and $L$ are atom- and angular momentum indices, respectively, $h_{L}^{ai}$ are weights, $\nu_{L}^{a} (x - \tau_a - a_n)$ are projector functions associated with image atoms at $\tau_a + a_n$, and $n$ runs over all lattice vectors.

Solution of the discrete eigenproblem (14a) for eigenvalues and eigenfunction coefficients then yields the PUFE approximations $\varepsilon_h$ and $\psi_h(x)$ of the eigenvalues $\varepsilon$ and eigenfunctions $\psi$ of the continuous eigenproblem (10); which for self-consistent Kohn-Sham potential $Vf$ are the desired Kohn-Sham eigenvalues and eigenfunctions from which materials properties are computed.

5. Implementation

5.1. Partition of unity enrichment functions

The key to the efficiency of the PUFE method is the accuracy with which enrichment functions $\Psi_\alpha(x)$ added to the standard FE basis $\{\phi_i(x)\}$ represent the solutions sought, in the present case, the Kohn-Sham wavefunctions in the condensed matter system of interest. To construct such accurate enrichment in the quantum mechanical context, we exploit the fact that the wavefunctions of a condensed matter system resemble those of the constituent atoms in the vicinity of each atom; the closer to the atom center, the closer the resemblance. Hence, isolated-atom wavefunctions stand to be an excellent choice for enrichment. However, the atomic wavefunctions have extended exponential tails, which would require significant storage and long-range lattice summations to obtain all contributions in the unit cell. On the other hand, the information of interest in the atomic wavefunctions is contained within a few atomic units of the atom centers, the remainder of the wavefunctions being smoothly decaying and easily represented by the classical FE part of the basis. Therefore, for efficiency, we use smoothly truncated atomic wavefunctions for enrichment rather than the extended atomic wavefunctions themselves.

Since the potential of an isolated atom is spherical, the eigenfunctions have the form

$$\tilde{\Psi}_{nlm}(x) = R_{nl}(r)Y_{lm}(\theta, \phi), \quad (15)$$
where $Y_{\ell m}(\theta, \phi)$ are the spherical harmonics and $R_{n\ell}(r)$ can be obtained by solving the associated radial Schrödinger equation [66], which we carry out using a high-order spectral solver. The numerically computed radial solutions are output at discrete points and to ensure continuity and value-periodicity (11c) of the PUFE approximation, we set $R_{n\ell}(r)$ to be the cubic spline-fit of the product of the numerically computed pseudoatomic wavefunction $\tilde{R}_{n\ell}(r)$ and a $C^3$ cutoff function

$$h(r, r_c) = \begin{cases} 
1 + \frac{20r^7}{r_c^7} - \frac{70r^6}{r_c^6} + \frac{84r^5}{r_c^5} - \frac{35r^4}{r_c^4}, & r \leq r_c, \\
0, & r > r_c
\end{cases},$$

where $r_c \equiv r^{n\ell}_c$ is the cutoff radius, which limits the extent of the enrichment function. The smooth cutoff also ensures that the enrichment function is smooth within each element in order to facilitate efficient quadrature. The value of $r^{n\ell}_c$ is set so that second nearest neighbor cells are sufficient to determine the total enrichment contribution in the unit cell. For enriching a valence state ($n$ and $\ell$ specified), all nodes that lie within the support radius $r^{n\ell}_c$ of the atom are enriched. Since the enrichment functions are most rapidly varying at small $r$ and smoothly varying at large $r$, as $r^{n\ell}_c$ approaches $r^{n\ell}_e$, the condition number of the system matrices worsens, and therefore one strikes a compromise between improved accuracy and ill-conditioning, which dictates the choice of $r^{n\ell}_e$.

To construct the enrichment function associated with a given atomic state (indexed by quantum numbers $n$, $\ell$, and $m$) in the unit cell, second-nearest-neighbor cell contributions are summed to form

$$\Psi_{n\ell m}(x) = \sum_{R} f(R) \tilde{\Psi}_{n\ell m}(|x - \tau - R|),$$

where $f(R) = 1$ for periodic enrichment and $f(R) = \exp(ik \cdot R)$ for Bloch-periodic enrichment. The enrichment function is centered at the atom position $\tau$ and the lattice translation vectors $R = i_1a_1 + i_2a_2 + i_3a_3$ ($i_1, i_2, i_3 = -2, \ldots, 2$).

Once the enrichment functions $\Psi_{\alpha}(x)$ are constructed, there remains the choice of partition of unity $\phi_{PU}^\alpha(x)$ to form the final, strictly local partition of unity enrichment functions $\phi_{PU}^\alpha(x)\Psi_{\alpha}(x)$ of the PUFE basis. In order to minimize the number of partition of unity functions needed, we choose trilinear FE basis functions for the partition of unity, regardless of polynomial order chosen for the classical FE part of the PUFE basis, which is typically chosen to be higher-order in order to most efficiently attain the accuracies required with minimal degrees of freedom.

5.2. Adaptive quadrature

For hexahedral finite elements, it suffices to perform numerical integration using tensor-product Gauss quadrature rules. For PUFE, since the enrichment functions adopted to solve the Schrödinger eigenproblem are nonpolynomial with sharp, local variations, accurate and efficient integration of the weak form integrals is needed to realize optimal rates of convergence and ensure satisfaction of the min-max theorem. Furthermore, since an atom can be located anywhere inside an element, many of the standard methods for numerical integration prove to be inefficient. To address this, we employ an adaptive quadrature scheme [67] which attains high accuracy at minimal cost, and which provides the required efficiency to solve the quantum-mechanical problem.
Since numerous integrals are carried out during the course of the Kohn-Sham solution—for matrix elements, normalizations, total energies, etc.—and are carried out a number of times as the fixed point iteration proceeds, we construct a single quadrature rule for all integrals based on adaptive quadrature of the most rapidly varying integrands, rather than perform adaptive quadrature afresh for each integral individually. To construct a rule sufficient for all integrals, we consider the terms $\Psi^2$ and $\nabla \Psi \cdot \nabla \Psi$ ($\Psi$ is the enrichment function) that appear in the integrands of the Hamiltonian and overlap matrices. We then construct a quadrature rule over each finite element that satisfies a given error tolerance for these integrands. We begin with a $5 \times 5 \times 5$ tensor-product Gauss quadrature rule over each element. An $8 \times 8 \times 8$ tensor-product Gauss rule is then used to compute the reference value for these integrals to estimate the local error. If the absolute error of integration is larger than the prescribed tolerance, the integration domain is uniformly subdivided into eight cells and the adaptive integration is performed over each cell recursively. This process is started for the two integrands indicated above, and at each step only those functions whose integration error is higher than the tolerance are passed to the next level. This process is repeated until all functions are accurately integrated, and the output is an optimized nonuniform quadrature rule consisting of quadrature points and weights in each element. In the numerical computations, we use a tolerance of $10^{-6}$ to generate the adaptive quadrature rule over each element. Further details on the adaptive scheme can be found in Ref. [67].

6. Results and discussion

6.1. Model pseudopotential

To assess the efficiency of the PUFE method relative to current state-of-the-art electronic-structure methods for the Schrödinger eigenproblem, we compare PUFE head-to-head against a standard PW code and modern conventional FE codes on a standard test problem with a localized potential of the form [31, 68]:

$$V^f(r) = V_0 \exp\left(-\frac{r^2}{r_0^2}\right), \quad V_0 = -16, \quad r_0 = 0.5,$$

which is representative of typical ab initio pseudopotentials for elements such as transition metals and actinides. The domain $\Omega = (-3, 3) \times (-2.5, 2.5) \times (-2.5, 2.5)$, the total potential contribution is the sum of Gaussian potentials (double-well) that are 2 a.u. apart, and each atom is enriched separately. The two enrichment functions are shown in Fig. 2a.

Figure 2b shows the error in the computed ground state energy for the localized test problem versus number of degrees of freedom using standard PW, real-space FE, and real-space PUFE methods. The horizontal line indicates an error of $10^{-3}$ Ha, as typical in ab initio calculations. First, we see that that PW method requires fewer degrees of freedom to reduce the error to this level than any of the standard FE methods. This demonstrates the significant DOF disadvantage that must be overcome by such methods to compete effectively with current state-of-the-art PW based methods. Next, we consider the linear FE + PU result. This achieves the required level of accuracy with a factor of 5 fewer degrees of freedom than the PW method, using just the simplest, least accurate uniform-mesh linear FE basis. Quadratic and cubic FE bases would converge even
Figure 2: Localized (model pseudopotential) test problem. (a) Enrichment functions at $z = 0$. (b) Error in computed ground state energy versus number of degrees of freedom using standard PW, real-space FE, and real-space PUFE methods. The coarsest mesh for linear FE is $8 \times 8 \times 8$. Linear FE + PU ($\uparrow$ enrichment) corresponds to linear FE with $6 \times 6 \times 6$ mesh and enrichment support radius increasing from 0.01 a.u. to 2.51 a.u. Linear FE + PU ($\uparrow$ elements) corresponds to linear FE with fixed enrichment support radius of 2.15 a.u. and increasing number of elements in each direction.

faster. Even for this moderately localized potential and linear FE basis, the advantages of PU enrichment are substantial.

6.2. Self-consistent calculations

Since the Fourier basis is global, the convergence of energies and eigenvalues with respect to number of basis functions (degrees of freedom) in the PW method is spectral, i.e., faster than any polynomial. In contrast, since finite element basis functions are polynomial in nature, the convergence of FE and other such real-space methods is determined by polynomial completeness. For a polynomial basis that is complete to order $p$, the errors in energies and eigenvalues of self-adjoint operators are $O(h^{2p})$, whereas the errors in the associated eigenfunctions are $O(h^{p+1})$ \cite{25}. Hence, for sufficiently high accuracies, the spectral convergence of PW-based methods dominate and require fewer DOFs than fixed-degree polynomial based methods such as finite elements. However, at lower accuracies, with partition-of-unity enrichment in particular, the FE basis can require fewer DOFs, substantially fewer in fact, as we show below.

In the PUFE calculations that follow, we use cubic (serendipity) finite elements with 32 nodes per element, multiplied by appropriate phase factors at domain boundaries \cite{58}, to form the Bloch-periodic classical FE part $\{\phi_i(x)\}$ of the PUFE basis and trilinear finite elements with 8 nodes, multiplied by appropriate phase factors at domain boundaries, to form the Bloch-periodic partition of unity $\{\phi_{PU}^{M}(x)\}$. With both Bloch-periodic FE and Bloch-periodic partition of unity, the enrichment functions $\Psi_{\alpha}(x)$ are then constructed to be periodic \cite{58}, with $f(R) = 1$ in (16).
6.2.1. LiH

We compare the PUFE method head-to-head against the current state-of-the-art PW method and standard FE method in total energy calculations of LiH, using hard, transferable HGH pseudopotentials [69]. The unit cell is cubic with lattice parameter $a = 4.63$ bohr. The position of the Li atom in lattice coordinates is $\tau = 0$ and that of the H atom is $\tau = (1/2, 1/2, 1/2)$.

Two enrichments are used for Li (1s and 2s states in valence) and one enrichment for H (1s state in valence). The cutoff radius $r_{c}^{\text{eff}}$ for all enrichment functions is set to $2a$. Plots of the radial parts of the enrichment functions are shown in Fig. 3a. The Brillouin zone is sampled at two $k$-points: $k = (0.00, 0.00, 0.00)$ and $k = (0.12, -0.24, 0.37)$. The reference result for the total energy is $-8.091160$ Ha, obtained from a PW calculation with 300 Ha planewave cutoff.

Figure 3b shows the error in computed total energy for LiH versus number of degrees of freedom (basis functions) using PW, real-space FE, and real-space PUFE methods. The horizontal line indicates an error of $10^{-3}$ Ha/atom, as typical in ab initio calculations. We first note that PW calculations require a factor of 9 fewer DOFs to reduce the error to the desired level than the real-space cubic FE method, which demonstrates the extent of the DOF disadvantage real-space methods must overcome to be competitive with planewaves. We now consider the cubic PUFE result. This achieves the required level of accuracy with a factor of 12 fewer DOFs than the PW method. The significant benefits of PU enrichment are manifest. On a fixed $3 \times 3 \times 3$ cubic FE mesh, increasing the enrichment support radii from 1.5 a.u. to 3.0 a.u. (just 64 additional DOFs) renders a more than two order of magnitude improvement in accuracy. Then, on refining the mesh for a fixed enrichment support radius of 3 a.u., the convergence rate of the PUFE error becomes comparable to standard cubic FE.

While increasing accuracy dramatically and retaining strict locality, the improvements afforded by partition-of-unity enrichment come with some cost: worsened conditioning. To quantify these aspects, we compute the sparsity and condition number of the overlap matrix in LiH calculations for a series of enrichment support radii. In Table 1, we report the sparsity and condition numbers of the overlap matrix for a $3 \times 3 \times 3$ cubic FE mesh and enrichment support radii $r_{e} = 0, 1, 2, 3$ a.u. ($r_{e} = 0$ is a standard cubic FE calculation). For a fixed mesh spacing $h$, the condition number of the PUFE overlap matrix worsens with increasing enrichment support radius. Condition numbers in the range $10^7$ to $10^9$ in Table 1 are comparable to those of high-quality Gaussian basis sets in quantum chemistry [70]. The PUFE solution with $r_{e} = 3$ delivers less than 1 mHa/atom error in energy (Fig. 3b). From Table 1, the sparsity of the overlap matrix is, however, just 38.3%. This is a consequence of the small 2-atom unit cell. Since the PUFE basis is strictly local, the number of nonzeros per row of the overlap matrix is independent of system size, and so sparsity increases with systems size. For example, for a 16-atom unit cell with $6 \times 6 \times 6$ cubic FE mesh and $r_{e} = 3$, the sparsity of the overlap matrix increases to 92.1%. For small problems, where dense matrix methods can be applied, the conditioning presents no particular problem. However, for larger problems, where iterative methods must be employed, the conditioning requires special attention, as discussed in Ref. [71].

6.2.2. CeAl

To assess the performance of the PUFE method in the worst case, we apply it to a difficult f-electron system: triclinic CeAl using hard, nonlocal HGH pseudopotentials [69], with atoms
Figure 3: Enrichment functions and convergence of total energy for Kohn-Sham calculations of LiH. (a) Radial part of enrichment functions (1s and 2s for Li, 1s for H). (b) Error in computed total energy per atom of LiH versus number of degrees of freedom using standard PW, real-space FE, and real-space PUFE methods. Enrichment support radii and mesh sizes are indicated next to corresponding data points for PUFE. Planewave cutoffs are indicated next to corresponding data points for PW.

Table 1: Sparsity and condition number of PUFE overlap matrix for LiH calculation.

| Method | \( r_e \) | Sparsity (%) | Condition number |
|--------|---------|--------------|------------------|
| FE     | –       | 51.7         | \( 2.2 \times 10^3 \) |
| PUFE   | 1.0     | 51.2         | \( 9.2 \times 10^6 \) |
| PUFE   | 2.0     | 46.8         | \( 1.3 \times 10^8 \) |
| PUFE   | 3.0     | 38.3         | \( 2.3 \times 10^9 \) |
displaced from ideal positions. The unit cell is triclinic, with primitive lattice vectors and atomic positions

\[
\begin{align*}
\mathbf{a}_1 &= a(1.00 \ 0.02 \ -0.04), \\
\mathbf{a}_2 &= a(0.01 \ 0.98 \ 0.03), \\
\mathbf{a}_3 &= a(0.03 \ -0.06 \ 1.09), \\
\tau_{\text{Ce}} &= a(0.01 \ 0.02 \ 0.03), \\
\tau_{\text{Al}} &= a(0.51 \ 0.47 \ 0.55),
\end{align*}
\]

with lattice parameter \( a = 5.75 \) bohr and atomic positions in lattice coordinates.

Because Ce has a full complement of s, p, d, and f states in valence, it requires 17 enrichment functions to span the occupied space (whereas, e.g., Li requires only two), making this a particularly severe test for the efficiency of PUFE relative to planewaves. The cutoff radius for all enrichment functions was 10 a.u. The radial parts of the enrichment functions for Ce and Al are shown in Figs. 4a and 4b, respectively. The Brillouin zone is sampled at the same two \( k \)-points used for LiH. The reference result for the total energy is \(-40.675698\) Ha, taken from a planewave calculation with 170 Ha planewave cutoff. Figure 4c shows the error in the total energy for CeAl versus number of degrees of freedom using PW, real-space FE, and real-space PUFE methods. We first note that PW calculations require a factor of 16 fewer DOFs to reduce the error to the desired level than the real-space cubic FE method. We now consider the cubic PUFE result. Remarkably, even with the large number of enrichment functions for Ce, the PUFE method still attains the required accuracy with a factor of 5 fewer DOFs than the current state-of-the-art PW method.

### 6.2.3. EOS of LiH

As a last example, we compute the equation of state (EOS) of LiH. The model of the unit cell for LiH and the enrichment functions for Li and H are shown in Fig. 3. The EOSs computed by PUFE, PW at 85 Ha cutoff, and PW at 200 Ha cutoff are shown in Fig. 5. The error for the PW calculation at 200 Ha cutoff is \( \sim 10^{-6} \) Ha/atom, and so is taken as the reference. The PW calculation at 85 Ha cutoff required from 2398 basis functions at the smallest volume to 4132 basis functions at the largest volume to attain the required accuracy. In contrast, the PUFE calculation required just 269 basis functions to attain the required accuracy at all volumes, a more than order of magnitude reduction in total DOFs. The computed lattice constants and bulk moduli, obtained from a 4th order Birch-Murnaghan fit [72] are presented in Table 2. Both lattice constant and bulk modulus show excellent agreement with the PW benchmark, while obtained with a basis \( \sim 1/40 \) the size.

Table 2: Equilibrium volume, lattice parameter, and bulk modulus of LiH computed by PW and PUFE methods.

| Method   | \( V_0 \) (Bohr\(^3\)) | \( a_0 \) (Bohr) | \( B_0 \) (GPa) |
|----------|-------------------------|------------------|-----------------|
| PW (200 Ha) | 92.5719                  | 4.5237           | 45.6656         |
| PW (85 Ha)  | 92.5885                  | 4.5240           | 45.8108         |
| PUFE       | 92.6241                  | 4.5245           | 46.8282         |

14
Figure 4: Enrichment functions and convergence of total energy for Kohn-Sham calculations of CeAl. Radial parts of enrichment functions for (a) Ce and (b) Al. (c) Convergence of computed total energy per atom for PW, real-space FE, and real-space PUFE methods versus number of degrees of freedom. PUFE calculations use a $4 \times 4 \times 4$ FE mesh. Enrichment support radii are indicated next to corresponding data points for PUFE. Planewave cutoff and FE mesh for $\sim 10^{-3}$ Ha/atom error are indicated next to corresponding points.
7. Concluding remarks

In this paper, we have shown that a strictly local, systematically improvable, real-space basis can attain the accuracies required in quantum mechanical materials calculations with not only fewer but substantially fewer degrees of freedom than current state-of-the-art planewave based methods. This was achieved by building known atomic physics into the solution process using modern partition-of-unity techniques in finite element analysis. Our results show order-of-magnitude reductions in basis size relative to state-of-the-art PWs for a range of problems, especially those involving localized states. The method developed herein is completely general, applicable to any crystal symmetry and to both metals and insulators alike. The accuracy and rate of convergence were assessed on simple systems with light atoms (LiH) as well as a complex f-electron system (CeAl), which required a large number of atomic-orbital enrichments. In both cases, the PUFE method attained the required accuracies with 5 to 10 times fewer degrees of freedom than planewave-based methods. We computed the EOS of LiH and extracted its lattice constant and bulk modulus, finding again excellent agreement with benchmark planewave results, while requiring an order of magnitude fewer DOFs to obtain.

Having overcome the substantial degree-of-freedom disadvantage of real-space methods relative to current state-or-the-art PW methods, while retaining both strict locality and systematic improvability, there remain two key issues to be addressed: computational cost per degree of freedom and parallel implementation. First, to be competitive with existing parallel planewave codes in terms of time to solution will require an efficient parallel implementation which exploits the strict locality of the PUFE basis in real space and associated freedom from communication-intensive transforms such as FFTs. Second, to reduce computational cost per degree of freedom will require efficient solution of the sparse generalized eigenproblem generated by the method, which can become ill-conditioned. An algorithm for ill-conditioned generalized eigenproblems has been developed by Cai and coworkers [71] and has shown excellent efficiency when applied to PUFE system matrices but requires a sparse-direct factorization in its present formulation, limiting problem size. However, possibilities exist to avoid the ill-conditioned generalized eigenproblem as
well. One such possibility is to employ flat-top partition-of-unity functions [73, 74], which can be constructed to mitigate ill-conditioning and deliver a standard, rather than generalized, eigenproblem. Another possibility is to move to a discontinuous representation [75], thus admitting any desired enrichment while retaining both orthonormality and strict locality. Both directions are being pursued by the authors presently.
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Appendix A. Supplementary Materials

Appendix A.1. Partition-of-unity finite-element method applied to a 1D model problem

To illustrate the substantial advantages of partition-of-unity enrichment in the context of problems where much is known about solutions locally, as in quantum mechanical calculations of molecular and condensed matter systems, we consider a 1D model problem. Let the one-dimensional domain \( \Omega = [-\pi, \pi] \). We consider the approximation of a one-dimensional function \( u(x) : \Omega \rightarrow \mathbb{R} \) representative of a quantum-mechanical wavefunction in a molecule or solid (see Fig. A.6):

\[
u(x) = \Psi(x) + \delta(x), \quad x \in [-\pi, \pi]
\]

where

\[
\Psi(x) = \exp(-ax^2)\cos(bx), \quad x \in [-\pi, \pi], \quad (A.1b)
\]

\[
\delta(x) = c(1 + dx^2)\cos(x - 0.5), \quad x \in [-\pi, \pi], \quad (A.1c)
\]

and we choose \( a = 1.3, b = 2.9, c = -0.15, d = 0.25 \). In (A.1c), \( \delta(x) \) represents a perturbation arising from interactions with neighboring atoms. Let the domain be discretized by six elements as shown in Fig. A.7a. The coordinates of the seven nodes are: \( x_1 = -\pi, x_2 = -2, x_3 = -1, x_4 = 0, x_5 = 1, x_6 = 2, x_7 = \pi \). Now, consider the following PUFE approximation:

\[
u^h(x) = \sum_{i=1}^{7} \phi_i(x)u_i + \sum_{i=1}^{7} \phi_i(x)\Psi_i b_i \equiv \sum_{j=1}^{14} \varphi_j(x)c_j,
\]

where \( \phi_i(x) \) are linear finite element basis functions, \( \Psi(x) \) is the enrichment function given in (A.1b), and the functions \( \phi_i(x) \) serve as both standard FE basis and partition of unity for enrichment function \( \Psi(x) \). If \( b_i = 0 \) for all \( i \), then we recover the standard FE approximation. To compute these
coefficients for both FE and PUFE approximations, we construct the $L^2$ projection of $u(x)$ onto the space spanned by the PUFE basis $\{\phi_j(x)\}$. Let

$$ (u, w) \equiv (u, w)_2 := \int_{-\pi}^{\pi} uw \, dx $$

denote the $L^2$ inner product for functions $u, w \in L^2(-\pi, \pi)$. Then, the best-fit to $u(x)$ is obtained by minimizing $(u - u^h, u - u^h)/2$. Since

$$ \frac{1}{2}(u - u^h, u - u^h) = \frac{1}{2}(u, u) - (u, u^h) + \frac{1}{2}(u^h, u^h), $$

we can equivalently minimize $\Pi(u, u^h) = (u^h, u^h)/2 - (u, u^h)$. Now,

$$ \frac{1}{2}(u^h, u^h) = \frac{1}{2}c^T M c, \quad M_{ij} = \int_{-\pi}^{\pi} \varphi_i(x)\varphi_j(x) \, dx, $$

$$ (u, u^h) = c^T f, \quad f_i = \int_{-\pi}^{\pi} \varphi_i(x)u(x) \, dx, \quad c = [c_1 \ldots c_{14}]^T. $$

Therefore, setting $\partial\Pi/\partial c = 0$ leads to the following linear system of equations:

$$ M c = f, \quad (A.2) $$

which is solved to obtain the minimizing coefficients $c$.

The bases and resulting approximations are shown in Fig. A.7. The classical FE basis functions $\phi_i(x)$ and PU enrichment functions $\phi_i(x)\Psi(x)$ are shown in Figs. A.7a and A.7b, respectively. The PUFE basis then consists of the classical basis functions $\phi_i(x)$ and PU enrichment functions $\phi_i(x)\Psi(x)$ together. On comparing the FE and PUFE approximations shown in Figs. A.7c and A.7d, the significant advantage of the PUFE basis is clear: the accuracy of the standard FE approximation is dramatically improved by adding the PU enrichment functions to the basis.
Figure A.7: FE and PUFE approximations of model wavefunction. (a) FE basis functions. (b) PU enrichment functions. (c) FE approximation. (d) PUFE approximation.
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