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The ability to perceive emotional states is a critical part of social interactions, shaping how people understand and respond to each other. In face-to-face communication, people perceive others’ emotions through observing their appearance and behavior. In virtual reality, how appearance and behavior are rendered must be designed. In this study, we asked whether people conversing in immersive virtual reality (VR) would perceive emotion more accurately depending on whether they and their partner were represented by realistic or abstract avatars. In both cases, participants got similar information about the tracked movement of their partners’ heads and hands, though how this information was expressed varied. We collected participants’ self-reported emotional state ratings of themselves and their ratings of their conversational partners’ emotional states after a conversation in VR. Participants’ ratings of their partners’ emotional states correlated to their partners’ self-reported ratings regardless of which of the avatar conditions they experienced. We then explored how these states were reflected in their nonverbal behavior, using a dyadic measure of nonverbal behavior (proximity between conversational partners) and an individual measure (expansiveness of gesture). We discuss how this relates to measures of social presence and social closeness.

Keywords: virtual reality, emotion perception, nonverbal communication, personality traits, emotional states, expansiveness of gesture, avatars, proximity

1 INTRODUCTION

Perceiving emotional states is a critical part of social interactions, shaping how people understand and respond to each other. In face-to-face communication, people’s perceptions of emotions depend on multiple factors including facial expressions (Montagne et al., 2007; Schirmer and Adolphs, 2017), and verbal (De Gelder and Vroomen, 2000, Doyle and Lindquist, 2017), and nonverbal behavior (Hertenstein et al., 2009; Enea and Iancu, 2016). As immersive technology becomes more prevalent, more interpersonal communication is occurring in social virtual reality platforms (McVeigh-Schultz et al., 2018). One important measure of user experience in social VR is thus the ability to perceive emotional states. In virtual reality, how an avatar appears and what behavior is tracked and rendered must be designed. This allows nonverbal behavior as well as other affective cues to be conveyed in ways that diverge from the usual human appearance. Thus, understanding the relationship between avatar appearance, how people recognize others’ emotions and how they express themselves can help guide the design of expressive avatars and the user experience elicited.

Previous research has found that both the appearance and the behavior of avatars impacts participants' emotional reactions (Mousas et al., 2018). One study result showed that participants...
expressed different anxiety levels when giving a speech to virtual audiences depending on whether they presented negative, positive or neutral emotions (Pertaub et al., 2002). In another study, the rapport towards agent-avatars depended on an interaction between appearance and personality, meaning that under some circumstances, realism could be a better choice for avatars (Zibrek et al., 2018). The interaction of avatar realism and avatar appearance influences users’ social perceptions (Garau et al., 2003; Thomas et al., 2017; Nowak and Fox, 2018), including in the social domain (Ehrsson et al., 2005; Bailenson et al., 2006; Lugrin et al., 2015; Latoschik et al., 2017). This paper makes several contributions to understanding emotion perception in avatars. First, we describe two types of avatars, one abstract and one humanoid, both of which convey important qualities of nonverbal behavior. Second, we examine emotion recognition during social interactions in virtual reality, comparing partners’ accuracy with participants’ self-reports. Third, we examine how tracked nonverbal behaviors relates to emotion recognition. Finally, we relate emotion recognition to other measures of user experience, including social presence and social closeness.

Below we review the literature on avatar appearance and behavior, describe our experimental setup and results, and discuss the implications of these findings for avatar design.

1.1 Avatar Appearance and Behavior

To interact with other people in immersive VR platforms, people need to be embodied with virtual avatars. This opens up opportunities for people to create or choose virtual representations that may or may not resemble themselves. Such avatars can have different levels of consistency with the user’s own body, from realistic humanoid avatars that closely resemble the user’s physical body to abstract shapes with no customized features (Bailenson et al., 2006). People can even break traditional norms of embodiment, such as magnifying nonverbal cues (Yee et al., 2008) or remapping the avatars’ movement in a novel way (Won et al., 2015).

Avatar appearances not only reflect people’s virtual identities and their self-perceptions, but also can impact how they behave and interact with others (Garau, 2003; Roth et al., 2016). For example, the Proteus effect demonstrated that embodiment in an avatar could lead the user to behave according to their expectations of that avatar (Yee and Bailenson, 2007). Different avatar appearances also have been found to yield different interaction outcomes (Latoschik et al., 2017). People have responded to anthropomorphic avatars more positively and have been more willing to choose an avatar that reflects their gender (Nowak and Rauh, 2005). Some research suggests that customized avatars significantly improve users’ sense of presence and body ownership in virtual reality (Waltemate et al., 2018). However, due to the limitations of avatar creation and control, some avatar appearances may fall into the “uncanny valley,” such that the representations, though closely resembling humans, are not quite real enough to be acceptable (Mori, 1979). For example, researchers found that avatar realism created “eeriness” that influenced people’s accuracy to judge extroversion and agreeableness as personality traits (Shin et al., 2019). On the other hand, other research has found that avatars with human appearance elicit a slightly lower ‘illusion of virtual body ownership’ compared to machine-like and cartoon-like avatars (Lugrin et al., 2015). To continue these investigations we aimed to explore how avatars of varying realism that gave similar nonverbal information might affect emotion recognition.

1.2 Emotion Perception From Movement

Though facial expressions and voice are important channels for emotion recognition (Banse and Scherer, 1996), bodily movements and posture also convey critical emotional cues (Dael et al., 2012). Gesture is an integral part of nonverbal communication that conveys emotion (Dael et al., 2013). Furthermore, body movement could also be used to predict people’s emotional ratings of others (De Meijer, 1989). By combining gestures and facial expressions, people were able to be more accurate in emotion recognition (Gunes and Piccardi, 2007), as people infer each other’s emotions through channels that process implicit messages (Cowie et al., 2001). Emotions can even be identified from minimal information about body movements, as in the phenomenon “point light display” (Atkinson et al., 2004; Clarke et al., 2005; Lorey et al., 2012). First introduced by Johansson (Johansson, 1973), the phenomenon has been confirmed and evolved with new findings (Kozlowski and Cutting, 1977; Missana et al., 2015). For example, when body movements were exaggerated, recognition became more accurate and led to higher emotional ratings (Atkinson et al., 2004).

Researchers have found that Big Five personality traits are related to verbal and nonverbal behavior in VR (Yee et al., 2011). Biological motion also correlated to personality traits. For example, with minimal movement information that people relied on to make the first impression, people were able to predict others’ perceived personality (Koppensteiner, 2013). Even when the personality traits were inferred from a thin slice of movement, there is a significant correlation with the information provided by knowledgeable informants (Borkenau et al., 2004). Understanding others’ personality traits is important because it influenced how people felt about their interactions with others, and how they evaluated themselves and others in virtual reality (Astrid et al., 2010). Some personality traits that exhibited specific movement patterns were predictive of people’s evaluations (Astrid et al., 2010). In terms of social interactions with a virtual character, a study showed that certain personality traits were found to be more easily inferred from the avatars and those avatars also revealed accurate information about specific personality traits of people who created them (Fong and Mar, 2015). How much people like the virtual characters depended on an interaction between the virtual avatars’ appearances and personalities (Zibrek et al., 2018). Thus, in our study, we asked participants to report on both emotional state and personality trait for themselves and their partners.

Researchers have proposed various ways to analyze behavior in virtual reality using the movement data provided by trackers in virtual reality headsets and hand controllers (Kobylinski et al., 2019). Using movement data, researchers found that people who performed a communication task better in virtual reality had more movement using their gestures as an aid to communicate...
Depending on where the participant held the hand tracker, controllers. In the cube avatar, the sides of the cube scaled information about the position of the hands. The humanoid headset, and the position of the two hand controllers. In both the we were limited to tracking data derived from the position of the appearances to convey approximately the same information perception, such that a conversational partner perceives now for the measures were not analyzed elsewhere, and we analyze them as the distance between the participants in a pair (Won et al., 2018). In addition to answering this question, we conducted exploratory analyses on participants’ tracked movements and related these to participants’ self-reported emotional states. Finally, we also collected participants’ self-reported personality traits and their ratings of their partners as part of a larger on-going study. While we did not pre-register research questions for these data, we did duplicate the analyses for emotional states with these data. We present those results in the supplementary materials in Appendix B.

The complete data set can be found here (https://doi.org/10.6077/xvcp-p578) and is available on submission of an approved IRB protocol to the archive.

1.3 Current Study
This paper describes the second part of a pre-registered study on nonverbal behavior and collaboration in immersive virtual reality (Sun et al., 2019). In the first paper from this study, we followed our pre-registered hypotheses and research questions to examine whether nonverbal synchrony would emerge naturally during conversations in virtual reality; if it would differ depending on the types of avatars participants used, and if nonverbal synchrony would be linked to task success. Stronger positive and negative correlations between real pairs compared to an artificial “pseudosynchrony” pairs were found supporting the hypothesis that nonverbal synchrony occurred naturally in dyadic conversations in virtual reality. Though there was no significant correlation between the task success and nonverbal synchrony, we found a positive significant correlation between social closeness and nonverbal synchrony. In this second paper, we address the remaining research question and add exploratory analyses to address the relationship between emotion recognition, individual and dyadic measures of nonverbal behavior (specifically, proximity and openness of gesture) and avatar appearance. We defined open gestures as the expansiveness of participants’ hand movements, and operationalized this measure as the distance between the participants’ hands. We asked participants to self-report their own emotional states, as well as to estimate their partners’ emotional states. These state measures were not analyzed elsewhere, and we analyze them now for the first time to answer the final research question of that pre-registration:

RQ4: Will there be an effect of appearance on emotion perception, such that a conversational partner perceives emotion differently depending on whether participants are represented by a cube or a realistic-looking avatar?

In our study, we designed two conditions with different avatar appearances to convey approximately the same information about users’ posture and gestures. One avatar was humanoid, and the other cube-shaped. Because we used consumer headsets, we were limited to tracking data derived from the position of the headset, and the position of the two hand controllers. In both the humanoid and cube avatars, the position of the avatar was linked to the head tracker. Similarly, we aimed to provide equivalent information about the position of the hands. The humanoid avatar hands followed the position of the participants’ hand controllers. In the cube avatar, the sides of the cube scaled depending on where the participant held the hand tracker. Thus, we explored two measures of nonverbal behavior that were clearly related to this positional or postural information. One behavior was measured on the pair level: proximity, or the distance between the two participants in a pair (Won et al., 2018). The other measure was on the individual level: expansiveness of gesture, or how far apart an individual participant held his or her hands (Li et al., 2018).

2 METHODS AND MATERIALS

2.1 Participants
This study was approved by the Institutional Review Board and all participants gave informed consent. We excluded one pair of participants due to motion sickness and one pair who reported being close friends or relatives. After removing participants with missing movement data, due to sensor issues, there were 76 pairs of participants left for the analyses.

Participants \((n = 152)\) were 49 males, 102 females and one participant who preferred not to reveal their gender. Participants were randomly assigned to pairs, resulting in 33 male-female pairs, eight male-male pairs, and 34 female-female pairs, and one pair whose gender composition was not revealed. When describing their race/ethnicity, 12 participants described themselves as African Americans, 68 as Asian or Pacific Islanders, 69 as Caucasians as multi-racial, 7 people selected more than one race/ ethnicity, eight people described themselves as “other” and three people chose “I prefer not to answer this question.” Participants received course credits or cash compensation for the experiment. 41 pairs of participants were assigned to the humanoid avatar condition, and 35 pairs of participants to the cube avatar condition.

2.2 Apparatus
Participants wore Oculus Rifts and held Oculus Touch hand controllers. Movement data from these components were stored on a database on a local server. The experimental environment was created using the game engine Unity 3D.

2.3 Data Collection Procedure
A tracking platform saved the movement data from both participants at 30 times per second. Data timestamping was done on the movement tracking platform to avoid discrepancies arising from using each client’s individual system.
clock. The setup for the tracking platform, its architecture, and the procedures used to minimize noise due to latency are described in detail in (Shaikh et al., 2018).

2.4 Experiment Flow

Each participant visited the lab twice. First, they visited the lab to be photographed. The photographs were taken in a passport style with no glasses and in neutral lighting.

Participants were then randomly assigned to one of two avatar appearance conditions; humanoid avatar and cube avatar. If participants were assigned to the humanoid avatar conditions, research assistants then created their avatars based on their photos, using the procedure described in Shaikh et al. (2018). In the humanoid avatar condition, participants could see their hands and bodies from the first person perspective. In the abstract cube condition, participants were represented by generic white cubes with no personalized features.

2.4.1 Second Visit: The Experiment

At their second visit, participants were instructed to go to two different lab rooms on different sides of the building so that they did not see each other in person before the experiment. A research assistant in each room assisted participants with the head-mounted display and the hand controllers. Participants completed the remainder of the task in a minimal networked virtual environment consisting of a plain white platform with directional lighting.

Participants first experienced their avatar body in a solitary mirror scene. They performed three exercises: raising up their arms, holding their arms wide and then folding them, and stepping toward and back from the mirror. These exercises helped the participants to gain a sense of embodiment in the assigned avatars.

In the humanoid avatar condition, the avatar’s head and hands followed the movement of the head and hand trackers, while the rest of the avatar body was animated by inverse kinematics (Tolani et al., 2000). Participants could see avatars customized with their own faces in the first, mirror scene, but during the interaction, which occurred in a separate scene without a mirror, could only see avatar hands and the rest of their avatar bodies from the first person perspective.

In the abstract cube condition, the volume of the cube avatar shrank or grew as participants moved their hands. In other words,
each cube got bigger or smaller as participants moved the hand controllers closer together or farther apart. In addition, the angle and position of the cube followed the angle and position of the participant’s head. Participants could see their own shadows as well as the avatars and shadows of conversational partners.

After the mirror scene, participants were then connected to their conversational partners in a mirror-less environment. Figures 1, 2 show the humanoid avatar pairs and the abstract cube pairs. Participants then completed a brainstorming task, either competing or collaborating with their conversational partners. While participants’ ideas were scored to answer earlier hypotheses, they are not further discussed in this paper. Collaborative and competitive conditions differed only in small variations in the verbal instructions to participants. For the purposes of this analysis, we collapse across conditions.

After the 5-min brainstorming task in VR, participants were directed to another laptop to complete a post-test survey.

2.5 Measures

Below, we list the measures of emotional accuracy. In response to this issue’s call to reanalyze previous research from a new perspective, we also have reanalyzed the measures of presence found in Sun et al. (2019) as well as the Witmer and Singer immersion measures which were not previously analyzed.

2.5.1 Social Closeness

In order to have a proxy for rapport, we used a measure of social closeness that was previously collected but had not previously been used in emotion recognition analysis. Following previous work on social closeness, we asked 10 questions on liking, affiliation, and connectedness (Won et al., 2018) (alpha = 0.92). We averaged 10 questions for each individual, and averaged these with their partners’ scores to create a pair-level social closeness measure (M = 3.429, SD = 0.586). Unlike the other measures discussed, this measure was previously correlated with nonverbal synchrony in the previous paper.

2.5.2 Emotional State

In the post-experiment questionnaire, participants were asked to rate to what extent the 18 emotional adjectives represent their current feelings and states. Then they were asked to rate how they guessed the same adjectives would represent their conversational partners’ feelings and states. The rating was on a 4-point scale (1 = disagree strongly to 4 = agree strongly).

This questionnaire was adapted from the UWIST mood checklist (Matthews et al., 1990). The 18 adjectives were grouped into three categories: hedonic tone items, tense arousal items, and energetic arousal items. For each item there were three positive and three negative adjectives respectively. To process the data, we first reverse coded the ratings for the negative adjectives. Then we categorized the adjectives into three groups for each participant and took the average of the adjective ratings in that group to create three new variables: hedonic tone, tense arousal, and energetic arousal. For each individual, we thus had their self-rating of their emotional state, and their other-rating of their partner’s emotional state. For each group, we created the group self-ratings on hedonic (M = 2.439, SD = 0.587), tense (M = 1.823, SD = 0.548) and energetic (M = 2.965, SD = 0.595) states as well as the group partner ratings hedonic (M = 2.253, SD = 0.553), tense (M = 1.837, SD = 0.462) and energetic (M = 3.034, SD = 0.536) states by averaging both participants’ self ratings and their ratings on their partners respectively.

To create the emotional consensus measure, we calculated the correlation between two participants in a pair’s emotional ratings. First we calculated the correlation between Participant A’s eighteen self emotional ratings and Participant B’s emotional ratings to A. Then vice versa to get Participant B’s eighteen self-ratings. The emotional consensus score for the pair is the average of these two ratings (M = 0.298, SD = 0.251).

There is at least one other way to score participants' accuracy on ratings of emotional state. This could be done by calculating the difference between the two participants’ ratings, as follows. First we calculated the difference between Participant A’s self emotional ratings and Participant B’s emotional ratings of Participant A. Then vice versa to get Participant B’s self-ratings and Participant A’s ratings of Participant B. The pairwise emotional recognition score is thus the average of these two ratings, or how close each person’s rating of their partner was to the “ground truth” of their partner’s self-rating (M = 0.827, SD = 0.230). This method produces very similar results to the measure of emotional accuracy described above, so for brevity, we describe those outcome measures in Appendix A.

2.5.3 Personality Traits

In the post experiment questionnaire, the participants were also asked to choose the extent to which they agree or disagree with ten personality traits that might or might not apply to them. Participants were also asked to rate the same ten personality traits that may or may not apply to their conversational partners. As with the emotional state measures, these ratings were then calculated to create both individual and pair measures. The ratings were on a 7-point scale (1 = disagree strongly to 7 = agree strongly). The questionnaire was adapted from Ten Item Personality Measure (TIPI) (Gosling et al., 2003). For each individual, we thus had their self-rating of their personality traits, and their other-rating of their partner’s personality traits.

To create the trait consensus measure, we calculated the correlation between two participants in a pair’s personality traits ratings. First we calculated the correlation between Participant A’s self-rating of personality traits and Participant B’s rating of A’s personality traits. Then, we repeated that calculation in reverse to get Participant B’s ratings. The personality traits score for the pair is the average of these two ratings (M = 0.394, SD = 0.265).

2.5.4 User Experience/Presence

In the post-experiment questionnaire, the participants were asked 10 questions about their user experience and sense of presence in the virtual environment (Witmer and Singer, 1998). Based on the categorizations of those questions described in Witmer et al.
(2005), we broke these measures into five categories: adaptation/immersion, involvement, visual quality, audio quality and distraction. The detailed survey questions are listed in Table 1.

**Adaptation/immersion**
Due to the low internal consistency score for the three questions above (alpha = 0.51). The question “How much delay did you experience between your actions and expected outcomes?” was dropped for analysis, which increased the alpha to 0.69. For every participant in the pair, the adaptation/immersion score is the average of the two questions (M = 3.645, SD = 0.608).

**Involvement**
The questions about how “natural or compelling” the experience was were categorized based on Witmer et al. (2005). The internal consistency was low (alpha = 0.66). After dropping the question “How well did your intentions with the environment seem consistent with your real world experiences?” the alpha was increased to 0.72, and this subset was then used for the rest of the analysis. For every participant in the pair, the involvement score was the average of the three questions (M = 2.414, SD = 0.859).

**Visual quality**
For every participant in the pair, the visual quality score is the average of this question (M = 2.151, SD = 1.031).

**Audio quality**
For every participant in the pair, the audio quality score is the average of this question (M = 3.217, SD = 1.150).

**Distraction**
For every participant in the pair, the distraction score is the average of this question (M = 2.795, SD = 1.133).

We compared these measures to two other measures of presence that were discussed in Sun et al. (2019), self-presence (alpha = 0.84) and social presence (alpha = 0.82).

Then, the self-presence scores and the social presence scores from two participants in a pair were averaged respectively to get the group’s self-presence scores (M = 2.277, SD = 0.656) and the group’s social presence scores (M = 3.086, SD = 0.594).

### 3 RESULTS
Below, we report all analyses conducted on these measures. Some presence measures were examined on both the pair level (social closeness and social presence) while other measures were examined only on the individual level (self-presence and the Witmer and Singer immersion questions).

#### 3.1 Emotion Recognition Accuracy and Avatar Appearance
We first sought to answer our final research question in our previous pre-registration link here: RQ4: **Will there be an effect of appearance on emotion perception, such that a conversational partner perceives emotion differently depending on whether participants are represented by a cube or a realistic-looking avatar?**

First, we explored whether there is a difference in how emotional states were perceived by participants depending on the appearance of the avatar used during their interaction. In other words, did participants who saw their partners represented by cubes rate their partner’s emotional state as more tense, more energetic, or more hedonic than did participants who saw their partners represented by humanoid avatars?

We used a linear mixed-effect model in R’s lme4 package, including the pair ID as a random effect to account for the non-independence of the two partner’s ratings. We tested whether the appearance of the partners’ avatar (both members of a pair always

---

**TABLE 1 | User experience and presence questionnaire.**

| Categories          | Survey questions                                                                 |
|---------------------|----------------------------------------------------------------------------------|
| Adaptation/Immersion| • How quickly did you adjust to the virtual environment experience?              |
|                     | • How proficient in moving and interacting with the virtual environment did you feel at the end of the experience? |
|                     | • How much delay did you experience between your actions and expected outcomes?  |
| Involvement         | • How much did your experiences in the virtual environment seem consistent with your real world experiences? |
|                     | • How compelling was your sense of moving around inside the virtual environment? |
|                     | • How natural did your intentions with the environment seem?                     |
|                     | • How well could you concentrate on the assigned tasks or required activities rather than on the mechanisms used to perform those tasks or activities? |
| Visual Quality      | • How much did the visual aspects of the environment involve you?                |
| Audio Quality       | • How much did the auditory aspects of the environment involve you?              |
| Distraction         | • How much did the visual display quality interfere or distract you from performing assigned tasks or required activities? |
| Self-presence       | • If something happened to the avatar, it was happening to me                   |
|                     | • The avatar was an extension of me                                            |
|                     | • The avatar represented my actions well                                       |
| Social Presence     | • I felt like the other participant was present                                 |
|                     | • I felt like I was in the same room with the other participant                 |
|                     | • I felt like the other participant was aware of my presence                    |
|                     | • I felt like the other participant was real                                    |
had the same avatar condition) predicted participants’ ratings of their conversational partners’ emotional states. We found no difference between participants’ ratings of their conversational partners’ hedonic (F = 0.129, p = 0.721), tense (F = 0.009, p = 0.926) or energetic (F = 0.207, p = 0.650) emotional states regardless of the avatar appearances of their conversational partners. In other words, avatar appearance did not impact participants’ perceptions of their partners’ emotional states.

Secondly, we explored whether participants who saw their partner in a humanoid avatar could perceive their partner’s emotional states more accurately than those who saw their partner represented by an animated cube. To do this, we used the emotional consensus scores.

The emotional consensus score, which was generated by averaging the correlation between participants’ ratings of their partners and their partner’s rating of themselves, indicated that participants were able to recognize each other’s emotional states at a rate significantly different than chance across both conditions (M = 0.298, SD = 0.251) using a one sample t-test comparing the result with 0 (t (71) = 10.077, p < 0.001).

Since the emotional consensus score is normally distributed (W = 0.984, p = 0.520) using a Shapiro-Wilk normality test, we used a Welch Two Sample t-test. And we found that there was no significant difference in the emotion consensus scores (t (66.093) = 0.155, p = 0.878) whether participants were represented by humanoid avatars or cubes. In other words, we did not see a difference between conditions in participants’ ability to recognize their partners’ emotional state.

We also examined the relationship between recognizing partners’ self-reported personality traits and avatar appearance. The results were highly similar to those for emotion recognition. However, as with emotional state ratings, these ratings did not differ by condition (all p’s larger than 0.100) and there was no difference in trait consensus by condition. For detailed results, please see Appendix B.

We summarize these findings as follows. If we assume that self-report is a reasonable “ground truth” for emotional states, then participants were able to identify each other’s emotional states at a rate higher than chance. This ability was not significantly affected by the appearance of the avatars in which participants were embodied.

### 3.2 Emotional Recognition Accuracy and User Experience/Presence

A linear mixed-effect model was used to test whether adaptation/immersion, involvement, visual quality, audio quality and distraction predict how well participants are able to tell their partners’ emotional states. The pair ID is included as a random effect to account for the non-independence of the two partner’s ratings.

We found no significant effect of adaptation/immersion (F = 1.130, p = 0.290) or distraction (F = 0.166, p = 0.684), involvement (F = 0.251, p = 0.617), visual quality (F = 0.095, p = 0.758), audio quality (F = 0.134, p = 0.715). This result indicates that the participants’ experience of a virtual environment does not impact how they interpret their conversational partners’ emotional states.

Additionally, we checked whether there was a significant effect of participants’ self-presence measures to predict how their conversational partners predict their emotional states. There was no significant effect of self-presence on their partners’ interpretation of their emotional states (F = 0.566, p = 0.453).

### 3.3 Social Closeness and Social Presence

We found a marginally significant effect of social closeness on how well the participants predicting their conversational partners’ emotional states (F = 3.438, p = 0.066). On the pair level, there was a significant positive correlation between social closeness and how well participants predict others emotional states (S = 39.882, p = 0.00197, rho = 0.359).

There was no significant effect of social presence on participants’ prediction of their conversational partners’ emotional states (F = 0.264, p = 0.609). On the pair level, there was not a significant correlation between social closeness and their prediction of their conversational partners’ emotional states (S = 52.246, p = 0.180, rho = 0.160).

### 3.4 Movement Measures

The lack of significant differences between avatar conditions in participants’ perception of each other’s emotional states implies that the mere appearance of the avatars did not have an effect on emotion recognition. There are several potential explanations for this. Participants may have focused on the voice, or words, of their partners to get information about their emotional state and other affective information, rather than taking cues from their partner’s non-verbal behavior as they would do during face to face interactions. This aligns with previous work in which participants reported using tone of voice as a primary cue for emotional state (Sun et al., 2019), and also with the finding that audio quality predicted emotional recognition accuracy. While we find this explanation plausible, it is also true that both the cube avatar and humanoid avatar conditions were designed to convey similar information about participants’ gestures and postures, since in both, participant’s head position and hand positions were rendered in the avatars. So, participants could have been using nonverbal behavior similarly in both conditions. This hypothesis is supported by the idea that visual quality also predicted emotion recognition. In fact, other research has found that even when participants report attending primarily to voice they are still influenced by nonverbal behavior (Garau et al., 2003). Thus, we also wanted to explore whether nonverbal cues that would be observable in these avatar conditions could be related to participants’ self-reported states of mind, or their partners’ estimations of their states of mind.

In order to do this, we selected two nonverbal behaviors to explore. One behavior was on the pair level: proximity, or the distance between the two participants in a pair. The second behavior was on the individual level: expansiveness of gesture. These were the only measures that we generated from movement data in this exploratory analysis.
3.4.1 Proximity
We selected the measure of proximity as a between-pairs measure of rapport, following Tickle-Degnen and Rosenthal (1987). To create the proximity measure, for each pair of participants, we calculated the Euclidean distance between two participants’ tracked distance between their head-mounted displays using the X and Z positions. We excluded the y position from our measure because they position shows participants’ height, which could introduce noise in the measure due to individual differences in height. We then took the average of the distance between their heads over the entire interaction for each pair.

3.4.2 Expansive Gesture
We selected the measure of expansiveness as an individual-level measure that has been used in the literature as an indicator of extraversion in humans (Campbell and Rushton, 1978; Gallaher, 1992; Argyle, 2013) as well as in agent-avatars to express extraversion (André et al., 2000; Pelachaud, 2009). We operationalized expansiveness of gesture by how far apart an individual participant held their hands. To create the expansive gesture measure, for each participant, we calculated the Euclidean distance between their left and right hands using the X, Y, and Z position. Then the distance of the hand movement over the entire interaction was averaged for each participant to create an open gesture measure for each individual. As described in Sun et al. (2019), we filtered out eleven pairs of participants due to either left hand or right hand data missing due to the technical tracking issue before calculating the measure of expansiveness.

If either of these movement measures could be linked to participants’ self-reported states of mind, or their estimations of their partners’ states of mind, then this would support the possibility that participants were still using nonverbal behavior as information. In order to limit our analyses, these were the only two nonverbal behaviors we explored.

3.4.3 Emotional States and Proximity
We first explored proximity, measured by the distance between participants’ heads. Using a t-test, we found no significant difference (t (65.324) = 0.491, p = 0.625) in proximity between pairs in the humanoid avatar condition (M = 2.516, SD = 0.643) and the cube condition (M = 2.433, SD = 0.794).

First, we tested whether the distance between pair members correlated to pairs’ average ratings of their own emotional states. Using a Shapiro-Wilk normality test, we found that the proximity measure was normally distributed (W = 0.970, p = 0.065). Because proximity is a measure taken at the pair level of analysis, we combined participants’ emotional state self-reports to get a joint measure of emotional state. We used a Pearson’s r correlation test and found that there was a negative significant relationship between participants’ joint ratings of how tense they felt and the proximity between their two heads (r (73) = -0.344, p = 0.003). In other words, the closer participants were standing to each other, the more tense emotions they reported experiencing. We also found a positive significant correlation between participants’ energetic emotion and proximity (r (74) = 0.262, p = 0.022). The more participants felt energetic about their own emotional states, the larger their interpersonal distance. However, there was not a significant correlation between hedonic emotion and proximity (r (74) = -0.148, p = 0.203). Figure 3 shows the correlation between proximity and group self-ratings on emotional states.

3.4.4 Proximity and Social Closeness
We next used a Pearson’s r correlation test to check whether proximity is related to social closeness. We found that there was a marginally significant positive correlation between proximity and social closeness (r (74) = 0.202, p = 0.080). Surprisingly, the higher distance between the two participants, the more social closeness on average that they reported.

In order to further explore this result, we used a linear model examining the interaction between avatar appearance and proximity. In this model, there was no significant interaction, nor any significant main effect of these two variables on social closeness (all p’s larger than 0.200). In other words, proximity predicted social closeness ratings no matter what kind of avatar participants used.

3.4.5 Extraversion, Emotional States and Expansive Gesture
Second, we investigated the relationship between individuals’ gestures; their self-reported emotional states, and their partners’ ratings. To do so we used the measure of expansiveness of gesture reflected by how far apart participants held their hands. In the case of the humanoid avatar, this would have been reflected by the distance between the avatar’s hands; in the case of the cube avatar, this would have been reflected by the width of the cube which would have grown wider as participants moved their hands apart. Because some participants’ left or right hand data were missing, we dropped 11 participant pairs from our analysis, leaving 65 pairs of participants.

We used the lme4 package in R to test linear mixed effect models. In order to control for differences in participant size, which could also have influenced the distance between hands, we used participant height (operationalized by the mean of the Y-axis position of the head) as a fixed effect in all models. We used pair ID as a random effect to account for the non-independence of the two partner’s self-ratings.

We next examined whether participants’ self-ratings of extraversion were related to the expansiveness of their gestures. We again included height as a fixed effect and pair ID as a random effect. We found a non-significant difference between expansiveness of gesture and participant’s self-reported extraversion ratings, such that participants with higher ratings of extraversion had a slightly greater distance between their hands on average (F = 1.663, p = 0.200). As the literature would predict, we did not find a significant difference in the rest of the participants’ self-rating of personality traits when they had different open gestures (all p’s larger than 0.150).
Finally, we examined whether there was an interaction between avatar appearance and expansiveness of gesture predicting self-ratings of extraversion using a linear mixed-effects model with the lmer function from the lme4 package in R. Appearance and extraversion were used as fixed effects, and pair ID as a random effect in the model. We found a significant interaction between appearance and expansiveness of gesture, such that participants in the cube condition who self-rated themselves as being more extraverted also had more expansive gestures ($F = 6.013, p = 0.016$) (see Figure 4). We also found a main effect of appearance, such that participants in the cube condition had more expansive gestures overall. This aligns with our observations of participants in the cube condition; when participants first saw their new appearance in the mirror scene, many were intrigued by their ability to make the cube grow and shrink by moving their arms and spent some time playing with this ability, which may have made this gesture more salient.

4 DISCUSSION

In this paper, we explored whether differences in avatar appearance led to differences in participants’ perception of their conversational partners’ personality or emotional states. Participants’ ratings of their partners’ emotional states agreed with the partners’ self-ratings at a rate significantly higher than chance across both conditions. However, we did not find any significant differences in emotion perception between avatar appearance conditions. We propose two possible explanations for this. First, the gestural and postural information participants received in both conditions might have been equivalently informative. Alternatively, because some important parts of interpersonal communication were missing from virtual reality, participants may not have relied on their partner’s movements at all. For example, there was no eye contact, lip sync or facial expressions rendered for participants’ avatars in either condition, which are all important information streams that could aid in emotion recognition. In this case, in both conditions, participants might rely primarily on the voice and words of their conversational partner.

To further investigate this, we looked at nonverbal cues that could be communicated through these avatars: proximity and expansiveness of gesture, and whether these clues could be linked to participants’ self report of their own or their partner’s states of mind. Participants’ joint self ratings on energetic emotion were positively correlated with their proximity with each other; participants who reported higher levels of energetic emotion stood further apart. Tense emotion was negatively correlated with proximity; participants who reported higher joint levels of tension stood closer together. Surprisingly, social closeness also correlated positively with proximity; participant pairs who expressed higher levels of social closeness stood far apart.

In order to better understand whether this last finding might be a false positive, we explored whether there was an interaction effect of the avatar appearance and open gesture on proximity. Because open gestures caused the cubes to grow in all three dimensions, this may have made their avatar appear closer, participants who were making open gestures may have increased the distance between themselves and their partners to maintain an appropriate interpersonal space. However, we did not find a significant interaction effect: the interaction between avatar appearance no S and the open gestures did not impact the
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**FIGURE 3** | Correlation between proximity and group self-ratings on emotional states.
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**FIGURE 4** | Interaction between self-extraversion ratings and expansiveness.
proximity in a statistically significant way. Thus, we are left without a good explanation for the unexpected positive relationship between the distance between participants and social closeness ratings. However, this result does point to the idea that changes in avatar embodiment may have unexpected effects both on emergent nonverbal behavior, and also how people perceive and interpret newly emergent nonverbal behaviors.

Expansiveness of gesture was predictive of self-ratings of extraversion, but only in the cube condition. Participants did not appear to change their ratings of their partner’s extraversion according to expansiveness in either condition.

We interpret these exploratory findings as supporting the possibility that even though participants may have primarily used audio channels to determine their partners’ emotional states, emergent nonverbal behavior, which may or may not have been informative to their partners, was reflected in their avatar gestures, and this visual information may have also aided emotion recognition. Interestingly, some behavior, like expansiveness of gesture, may have been more salient in the abstract conditions. Further work is necessary to confirm these exploratory findings, and also to determine whether such visually apparent nonverbal behavior is eventually used by conversational partners to aid in the interpretation of states of mind. Even if this is possible, it may take time for participants to learn to extrapolate from their own avatar gestures to interpret those of others.

Notably, there were few relationships between conventional measures of presence and emotion recognition. For this reason, we argue that measures of emotion recognition may be an important and overlooked indicator of usability in social virtual environments, especially in those where the avatar may not closely resemble a human form.

### 4.1 Limitations

There were several limitations that could be improved in future studies. First, while we have limited our exploratory analyses, and we report all of the analyses we did run, further confirmatory experiments are necessary to build on these findings.

When considering the variable of proximity or interpersonal distance, there are some potential confounds. For example, in the cube condition, if people expand their arms, the cubes will enlarge in all directions. Although the expansion of the cube was meant to resemble the way humanoid avatars would take up more space when their arms were extended, this was not a perfect match because humans would generally extend their arms more in the X axis. When the cube avatars expanded, they expanded in X axis but also in the Y and the Z axes. The Z axis in particular could also give the appearance of increased proximity. Thus, future work that specifically examines proximity should use more precisely designed comparison conditions.

In theory, emotion could be perceived even with the minimal three points available through tracked avatar movements. However, our exploratory work probably does not show the full picture of people’s emotional states and personality traits. As tracking improves in consumer systems, future work can examine movement data more granularly.

### 4.2 Next Steps

In this study we used participants’ self-reported emotional states as the “ground truth” of emotional scores. Future work could cross-validate participants’ self-reported emotional state and psychological trait scores; for example, by running prosodic analysis on participants’ voice recordings as the “ground truth”.

Future work could also seek other ways to create virtual humanoid avatars to include more nonverbal features. Some current virtual environments render gaze or mouth movements in social interactions. In some social VR platforms such as Facebook spaces (Facebook, 2019), users can create multiple avatars, and this visual information may have also aided emotion recognition. Interestingly, some behavior, like expansiveness of gesture, may have been more salient in the abstract conditions. Further work is necessary to confirm these exploratory findings, and also to determine whether such visually apparent nonverbal behavior is eventually used by conversational partners to aid in the interpretation of states of mind. Even if this is possible, it may take time for participants to learn to extrapolate from their own avatar gestures to interpret those of others.

Notably, there were few relationships between conventional measures of presence and emotion recognition. For this reason, we argue that measures of emotion recognition may be an important and overlooked indicator of usability in social virtual environments, especially in those where the avatar may not closely resemble a human form.

### 5 Conclusion

This study examined our final pre-registered research question on the relationship between emotion recognition, individual and dyadic measures of the proximity and openness of gesture, in the context of humanoid and abstract (cube) avatar appearance. We found no difference in emotional state and personality trait recognition between two different avatar appearances. However, recognition was significantly higher than chance in both instances—people were able to perceive each other’s emotional states and personality traits, even when inhabiting an abstract cube-shaped avatar. To help elucidate this result, we explored how emotion correlated to proximity and expansiveness of gesture, and found significant correlations between proximity and emotional states as well as certain personality traits.

Whether emotional and psychological perception was aided by the nonverbal behavior available in both avatar conditions, or was purely dependent on other cues, remains unknown. Further investigation is needed to understand what information streams people perceived from their partners’ avatar representations, and how those perceptions influenced emotion recognition in virtual reality.

### DATA AVAILABILITY STATEMENT

We have packaged our data for sharing on a permanent server through Cornell Center for Social Sciences. Because movement data can provide sensitive information about individuals (Bailenson, 2018), we will require an IRB before releasing movement data. Our movement data has been packaged with
our processing code so that researchers can exactly replicate our findings or run their own analyses.
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APPENDIX A: EMOTIONAL DIFFERENCE SCORES

We replicated the results in section 3.1 with the emotional difference score, which was generated by taking the difference of the participants’ ratings of their partners and their partners’ rating of themselves, indicating that participants were able to recognize each other’s emotional states at a rate significantly different than chance across both conditions (M = 0.827, SD = 0.230) using a one sample t-test comparing the result with 0 (t (71) = 30.441, p < 0.001).

Since the emotional consensus score was not normally distributed (W = 0.960, p = 0.022) using a Shapiro-Wilk normality test, we used a Wilcoxon rank sum test, finding that there were no significant differences in the emotional consensus scores (W = 716, p = 0.415) whether participants were represented by humanoid avatars or cubes. In other words, we did not see a difference between conditions in participants’ ability to recognize their partners’ emotional states.

APPENDIX B: TRAIT RECOGNITION AND AVATAR APPEARANCE

Similar to emotion recognition, we explored whether there was a difference in how personality traits were perceived by participants depending on the appearance of the avatar used during the interaction. In other words, did participants who saw their partners represented by cubes rate their partner’s personality as being more open, conscientious, extroverted, agreeable or neurotic compared to participants who saw their partners represented by humanoid avatars?

Using a linear mixed-effect model, we tested whether the avatar’s appearance is a predictor of every participant’s ratings to their conversational partners’ personality traits. We found no significant difference in participants’ ratings of their conversational partners’ characteristics of openness to new experiences (F = 0.087, p = 0.769), conscientiousness (F = 2.121, p = 0.147), extroversion (F = 0.319, p = 0.574), agreeableness (F = 2.300, p = 0.132), emotional stability (F = 1.177, p = 0.282), regardless of the avatar appearance of their conversational partners.

Secondly, we explored whether participants who saw their partners in a humanoid avatar could perceive their partners’ personality traits more accurately compared to those who saw their partners represented by an animated cube. We tested whether there was a significant difference in the trait consensus scores and trait perception scores when participants were represented by different avatar appearances.

The traits consensus score, which was generated by averaging the correlation between participants’ trait ratings of their partners and their partner’s rating of themselves, indicated that participants were able to recognize each other’s traits at a rate significantly different than chance across both conditions (M = 0.394, SD = 0.265) using a one sample t-test comparing the result with 0 (t (68) = 12.339, p < 0.001).

Since the traits consensus score is not normally distributed (W = 0.939, p = 0.002) using a Shapiro-Wilk normality test, we used a Wilcoxon rank sum test, finding that there were no significant differences in the traits consensus scores (W = 675, p = 0.253) whether participants were represented by humanoid avatars or cubes. In other words, we did not see a difference between conditions in participants’ ability to recognize their partners’ traits.