HILBERT EXPANSION FOR KINETIC EQUATIONS WITH NON-RELATIVISTIC COULOMB COLLISION
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Abstract. In this paper, we study the hydrodynamic limits of both the Landau equation and the Vlasov-Maxwell-Landau system in the whole space. Our main purpose is two-fold: the first one is to give a rigorous derivation of the compressible Euler equations from the Landau equation via the Hilbert expansion; while the second one is to prove, still in the setting of Hilbert expansion, that the unique classical solution of the Vlasov-Maxwell-Landau system converges, which is shown to be globally in time, to the resulting global smooth solution of the Euler-Maxwell system, as the Knudsen number goes to zero. The main ingredient of our analysis is to derive some novel interplay energy estimates on the solutions of the Landau equation and the Vlasov-Maxwell-Landau system which are small perturbations of both a local Maxwellian and a global Maxwellian, respectively. Our result solves an open problem in the hydrodynamic limit for the Landau-type equations with Coulomb potential and the approach developed in this paper can seamlessly be used to deal with the problem on the validity of the Hilbert expansion for other types of kinetic equations.
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1. Introduction

The continuous transitions from the kinetic equations for perfect gases or particles to hydrodynamics is related to the sixth problem of Hilbert. As the first example of the program proposed by himself, Hilbert introduced the famous Hilbert expansion in the Knudsen number $\varepsilon$ cf. [30, 54]. The rigorous justification of the validity of such an expansion for kinetic equations is a challenging problem since then.

In this article, at the kinetic level, we consider the following rescaled Landau equation

$$\partial_t F^\varepsilon + v \cdot \nabla_x F^\varepsilon = \frac{1}{\varepsilon} \mathcal{C}(F^\varepsilon, F^\varepsilon)$$

(1.1)

and the rescaled Vlasov-Maxwell-Landau (VML for short in the sequel) system

$$\partial_t F^\varepsilon + v \cdot \nabla_x F^\varepsilon - e_- \left( E^\varepsilon + v \times B^\varepsilon \right) \cdot \nabla_v F^\varepsilon = \frac{1}{\varepsilon} \mathcal{C}(F^\varepsilon, F^\varepsilon),$$

$$\partial_t E^\varepsilon - c \nabla_x \times B^\varepsilon = 4\pi \int_{\mathbb{R}^3} v F^\varepsilon dv,$$

$$\partial_t B^\varepsilon + c \nabla_x \times E^\varepsilon = 0,$$

$$\nabla_x \cdot E^\varepsilon = 4\pi e_- \left( 1 - \int_{\mathbb{R}^3} F^\varepsilon dv \right),$$

$$\nabla_x \cdot B^\varepsilon = 0.$$

(1.2)

Here, $\varepsilon > 0$ is the Knudsen number, $\nabla_x = (\partial_{x_1}, \partial_{x_2}, \partial_{x_3})$, $\nabla_v = (\partial_{v_1}, \partial_{v_2}, \partial_{v_3})$. The unknown function $F^\varepsilon = F^\varepsilon(t, x, v) \geq 0$ is the number density function for electrons at time $t \geq 0$, position $x = (x_1, x_2, x_3) \in \mathbb{R}^3$ and velocity $v = (v_1, v_2, v_3) \in \mathbb{R}^3$. $-e_-$ is the charge of the electrons, $c$ is the speed of light, and $[E^\varepsilon, B^\varepsilon] = [E^\varepsilon(t, x), B^\varepsilon(t, x)]$ stands for the electromagnetic field. Without loss of generality and for notational simplicity, we normalize the constants $e_-$ and $c$ to be one in the rest of this paper. Moreover, the Landau collision operator $\mathcal{C}(\cdot, \cdot)$ is given by

$$\mathcal{C}(G, H) = \nabla_v \cdot \left\{ \int_{\mathbb{R}^3} \phi(v - v') \left[ G(v') \nabla_v H(v) - H(v) \nabla_v G(v') \right] dv' \right\},$$

$$= \sum_{i,j=1}^3 \partial_{v_i} \int_{\mathbb{R}^3} \phi^{ij}(v - v') \left[ G(v') \partial_{v_j} H(v) - H(v) \partial_{v_j} G(v') \right] dv'.$$

Here, $\phi(v) := (\phi^{ij}(v))_{3 \times 3}$ is a non-negative matrix with $\phi^{ij}(v)$ being given by

$$\phi^{ij}(v) = \left\{ \delta_{ij} - \frac{v_i v_j}{|v|^2} \right\} |v|^\gamma + 2.$$  

(1.3)

Here, $\delta_{ij}$ is the Kronecker delta and $\gamma$ is a parameter leading to the standard classification of the hard potential ($\gamma > 0$), Maxwellian molecule ($\gamma = 0$) or soft potential ($\gamma < 0$). In this paper, we focus on the case of $\gamma = -3$, which corresponds to the Coulomb interaction in plasma physics.

The purpose of this paper is to rigorously justify that the Hilbert expansion is valid for both the Landau equation (1.1) and the VML system (1.2) in the whole space with the initial datum

$$F^\varepsilon(0, x, v) = F^\varepsilon_0(x, v)$$

(1.4)
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for the Landau equation (1.1) and
\[ F^\varepsilon(0, x, v) = F_0^\varepsilon(x, v), \quad E^\varepsilon(0, x) = E_0^\varepsilon(x), \quad B^\varepsilon(0, x) = B_0^\varepsilon(x) \] (1.5)
for the VML system (1.2), respectively.

To make the presentation clear, we divide the rest of this section into several subsections and the first one is concerned with the formal Hilbert expansions for the Landau equation (1.1) and the VML system (1.2).

1.1. Hilbert expansions. This subsection focuses on the formal Hilbert expansion for both the Landau equation (1.1) and the VML system (1.2).

1.1.1. Hilbert expansion of the Landau equation. Let \( k \geq 2 \) be some integer, we consider the following Hilbert expansion for the Landau equation (1.1)
\[ F^\varepsilon(t, x, v) = \sum_{n=0}^{2k-1} \varepsilon^n F_n + \varepsilon^k F_R^\varepsilon. \] (1.6)
To determine the coefficients \( F_0(t, x, v), \ldots, F_{2k-1}(t, x, v) \), we plug the above expansion into the rescaled equations (1.1) to obtain
\[ \partial_t \left( \sum_{n=0}^{2k-1} \varepsilon^n F_n + \varepsilon^k F_R^\varepsilon \right) + v \cdot \nabla_x \left( \sum_{n=0}^{2k-1} \varepsilon^n F_n + \varepsilon^k F_R^\varepsilon \right) = \frac{1}{\varepsilon} \mathcal{C} \left( \sum_{n=0}^{2k-1} \varepsilon^n F_n + \varepsilon^k F_R^\varepsilon, \sum_{n=0}^{2k-1} \varepsilon^n F_n + \varepsilon^k F_R^\varepsilon \right), \] (1.7)
and from which one can deduce by comparing the coefficients of \( \varepsilon^k \) for \( k = -1, 0, \ldots, 2k - 1 \) on both side of the above equation that the coefficients \( F_j(t, x, v)(j = 0, 1, \ldots, 2k - 1) \) satisfy
\[ \frac{1}{\varepsilon} : \mathcal{C}(F_0, F_0) = 0, \]
\[ \varepsilon^0 : \partial_t F_0 + v \cdot \nabla_x F_0 = \mathcal{C}(F_1, F_0) + \mathcal{C}(F_0, F_1), \]
\[ \varepsilon^n : \partial_t F_n + v \cdot \nabla_x F_n = \sum_{i+j=n+1 \atop i, j \geq 0} \mathcal{C}(F_i, F_j), \]
\[ \varepsilon^{2k-1} : \partial_t F_{2k-1} + v \cdot \nabla_x F_{2k-1} = \sum_{i+j=2k \atop i, j \geq 1} \mathcal{C}(F_i, F_j). \] (1.8)
Then we see from (1.7) and (1.8) that the remainder term \( F_R^\varepsilon(t, x, v) \) solves
\[ \partial_t F_R^\varepsilon + v \cdot \nabla_x F_R^\varepsilon - \frac{1}{\varepsilon} \left[ \mathcal{C} \left( F_R^\varepsilon, F_0 \right) + \mathcal{C} \left( F_0, F_R^\varepsilon \right) \right] = \varepsilon^{k-1} \mathcal{C} \left( F_1 F_R^\varepsilon + \sum_{i+j=2k-1 \atop 2 \leq i, j \leq 2k-1} \mathcal{C} \left( F_i F_R^\varepsilon \right) + \mathcal{C} \left( F_R^\varepsilon F_i \right) + \mathcal{P} \right), \]
with \( \mathcal{P} = \sum_{i+j \geq 2k+1 \atop 2 \leq i, j \leq 2k-1} \mathcal{C} \left( F_i F_R^\varepsilon \right). \)
(1.8) tells us that $F_0(t, x, v)$ is nothing but a local Maxwellian $M$, i.e.

$$F_0(t, x, v) = M = M_{[\rho, u, T]} = \frac{\rho(t, x)}{(2\pi RT(t, x))^{3/2}} \exp\left( -\frac{|v - u(t, x)|^2}{2RT(t, x)} \right).$$

(1.9)

Here $\rho(t, x), u(t, x)$ and $T(t, x)$ are the fluid density, bulk velocity and temperature, respectively, $R$ is the gas constant which will be taken to be $\frac{3}{8}$ in this paper for convenience.

With this local Maxwellian $M$, we write $F^\varepsilon(t, x, v)$ as

$$F^\varepsilon = M^{1/2} f^\varepsilon,$$

(1.10)

then it is easy to see that $f^\varepsilon(t, x, v)$ satisfies

$$(\partial_t + v \cdot \nabla_x) f^\varepsilon + \frac{1}{\varepsilon} \mathcal{L}_M[f^\varepsilon] = - f^\varepsilon M^{-1/2} (\partial_t + v \cdot \nabla_x) M^{1/2} + \varepsilon^{k-1} \Gamma_M(f^\varepsilon, f^\varepsilon)$$

(1.11)

$$+ \sum_{i=1}^{2k-1} \varepsilon^{i-1} \left[ \Gamma_M(M^{-1/2} F_i, f^\varepsilon) + \Gamma_M(f^\varepsilon, M^{-1/2} F_i) \right] + \mathcal{P}_0,$$

where $\mathcal{P}_0 = M^{-1/2} \mathcal{P}$, $\mathcal{L}_M[f]$ is the linearized Landau collision operator defined by

$$- \mathcal{L}_M[f] = \mathcal{A}_M[f] + \mathcal{K}_M[f] = M^{-1/2} \left[ \mathcal{C}(M, M^{1/2} f) + \varepsilon \mathcal{C}(M^{1/2} f, M) \right],$$

(1.12)

and $\Gamma_M(f, g)$ is the nonlinear Landau collision operator given by

$$\Gamma_M(f, g) = M^{-1/2} \mathcal{C}(M^{1/2} f, M^{1/2} g).$$

(1.13)

Moreover, $\mathcal{A}_M[f]$ and $\mathcal{K}_M[f]$ are defined as

$$\mathcal{A}_M[f] = M^{-1/2} \mathcal{C}(M, M^{1/2} f), \quad \mathcal{K}_M[f] = M^{-1/2} \mathcal{C}(M^{1/2} f, M).$$

On the other hand, we also introduce a global Maxwellian

$$\mu = \frac{1}{(2\pi R T_c)^{3/2}} \exp\left( -\frac{|v|^2}{2RT_c} \right),$$

(1.14)

where $T_c > 0$ is a positive constant whose precise range will be specified in Corollary 1.1, and set

$$F^\varepsilon_R = \mu^{1/2} h^\varepsilon.$$

(1.15)

Then it is straightforward to see that $h^\varepsilon(t, x, v)$ satisfies the following equation

$$(\partial_t + v \cdot \nabla_x) h^\varepsilon + \frac{1}{\varepsilon} \mathcal{L}[h^\varepsilon] = - \frac{1}{\varepsilon} \mathcal{L}_d[h^\varepsilon] + \varepsilon^{k-1} \Gamma(h^\varepsilon, h^\varepsilon)$$

(1.16)

$$+ \sum_{i=1}^{2k-1} \varepsilon^{i-1} \Gamma(\mu^{-1/2} F_i, h^\varepsilon) + \mathcal{C}(h^\varepsilon, \mu^{-1/2} F_i) + \mathcal{P}_1,$$

where $\mathcal{P}_1 = \mu^{-1/2} \mathcal{P}$, $\mathcal{L}[f]$ and $\Gamma(f, g)$ are given by

$$- \mathcal{L}[f] = \mathcal{A}[f] + \mathcal{K}[f] = \mu^{-1/2} \left[ \mathcal{C}(\mu^{1/2} f, \mu) + \varepsilon \mathcal{C}(\mu^{1/2} f, \mu) \right]$$

(1.17)

and

$$\Gamma(f, g) = \mu^{-1/2} \mathcal{C}(\mu^{1/2} f, \mu^{1/2} g),$$

respectively.

In addition, $\mathcal{L}_d[f]$ is the difference of the linear collision operators $\mathcal{L}_M[f]$ and $\mathcal{L}[f]$:

$$- \mathcal{L}_d[f] = \mathcal{A}_d[f] + \mathcal{K}_d[f] = \mu^{-1/2} \left[ \mathcal{C}(M - \mu^{1/2} f) + \varepsilon \mathcal{C}(\mu^{1/2} f, M - \mu) \right].$$

(1.18)

Note that the explicit expressions of $\mathcal{A}_M, \mathcal{K}_M, \mathcal{A}_d$ and $\mathcal{K}_d$ will be given in Section 2.
1.1.2. Hilbert expansion of the VML system. For the VML system (1.2) and some integer $k \geq 2$, we consider the following Hilbert expansion

$$F^\varepsilon = \sum_{n=0}^{2k-1} \varepsilon^n F_n + \varepsilon^k E^\varepsilon_R, \quad E^\varepsilon = \sum_{n=0}^{2k-1} \varepsilon^n E_n + \varepsilon^k E^\varepsilon_R, \quad B^\varepsilon = \sum_{n=0}^{2k-1} \varepsilon^n B_n + \varepsilon^k B^\varepsilon_R. \quad (1.19)$$

Similar to that of the Landau equation (1.1), we can deduce that the coefficients $[F_n(t, x, v), E_n(t, x, B_n(t, x))]$ with $0 \leq n \leq 2k - 1$ and the remainder $[F^\varepsilon_R(t, x, v), E^\varepsilon_R(t, x), B^\varepsilon_R(t, x)]$ solve

$$\frac{1}{\varepsilon} : \mathcal{C}(F_0, F_0) = 0,$$

$$\varepsilon^0 : \partial_t F_0 + v \cdot \nabla_x F_0 - \left( E + v \times B \right) \cdot \nabla_v F_0 = \mathcal{C}(F_1, F_0) + \mathcal{C}(F_0, F_1),$$

$$\partial_t E - \nabla_x \cdot B = 4\pi \int_{\mathbb{R}^3} v F_0 dv,$$

$$\partial_t B + \nabla_x \times E = 0,$$

$$\nabla_x \cdot E = 4\pi \left( 1 - \int_{\mathbb{R}^3} F_0 dv \right), \quad \nabla_x \cdot B = 0,$$

$$\nabla_x \cdot F_n = -4\pi \int_{\mathbb{R}^3} F_n dv, \quad \nabla_x \cdot B_n = 0,$$

$$\nabla_x \cdot F_{2k-1} = -4\pi \int_{\mathbb{R}^3} F_{2k-1} dv, \quad \nabla_x \cdot B_{2k-1} = 0,$$

$$\partial_t E_{2k-1} - \nabla_x \cdot B_{2k-1} = 4\pi \int_{\mathbb{R}^3} v F_{2k-1} dv,$$

$$\partial_t B_{2k-1} + \nabla_x \times E_{2k-1} = 0,$$

$$\nabla_x \cdot E_{2k-1} = -4\pi \int_{\mathbb{R}^3} F_{2k-1} dv, \quad \nabla_x \cdot B_{2k-1} = 0$$

and

$$\partial_t F^\varepsilon_R + v \cdot \nabla_x F^\varepsilon_R - \left( E^\varepsilon_R + v \times B^\varepsilon_R \right) \cdot \nabla_v F_0$$

$$- \left( E + v \times B \right) \cdot \nabla_v F^\varepsilon_R - \frac{1}{\varepsilon}[\mathcal{C}(F^\varepsilon_R, F_0) + \mathcal{C}(F_0, F^\varepsilon_R)]$$

$$= \varepsilon^{k-1}[\mathcal{C}(F^\varepsilon_R, F^\varepsilon_R) + \sum_{i=1}^{2k-1} \varepsilon^{i-1}[\mathcal{C}(F_i, F^\varepsilon_R) + \mathcal{C}(F^\varepsilon_R, F_i))] + \varepsilon^k \left( E^\varepsilon_R + v \times B^\varepsilon_R \right) \cdot \nabla_v F^\varepsilon_R.$$
\begin{equation}
\begin{aligned}
\frac{\partial}{\partial t}E_R^\varepsilon - \nabla_x \times B_R^\varepsilon &= 4\pi \int_{\mathbb{R}^3} v F_R^\varepsilon dv, \\
\frac{\partial}{\partial t}B_R^\varepsilon + \nabla_x \times E_R^\varepsilon &= 0, \\
\nabla_x \cdot E_R^\varepsilon &= -4\pi \int_{\mathbb{R}^3} F_R^\varepsilon dv, \\
\nabla_x \cdot B_R^\varepsilon &= 0,
\end{aligned}
\end{equation}

respectively. Here we have denoted \([E_0, B_0]\) by \([E, B]\) and

\begin{equation}
Q = \sum_{i+j\geq 2k+1} \sum_{1\leq i, j \leq 2k-1} \varepsilon^{i+j-2k-1} Q(F_i, F_j) + \sum_{i+j\geq 2k} \sum_{1\leq i, j \leq 2k-1} \varepsilon^{i+j-2k} \left( F_i + v \times B_i \right) \cdot \nabla_v F_j.
\end{equation}

(1.20) implies that \(F_0(t, x, v) = M(t, x, v)\) with \(M(t, x, v)\) being given by (1.9). If we define \(f^\varepsilon\) as in (1.10), then we can rewrite (1.21) as

\begin{equation}
\begin{aligned}
\frac{\partial}{\partial t} f^\varepsilon + v \cdot \nabla_x f^\varepsilon + \frac{(E_R^\varepsilon + v \times B_R^\varepsilon)}{RT} \cdot (v - u) M^\frac{1}{2} \\
+ \left( E + v \times B \right) \cdot \frac{v - u}{2RT} f^\varepsilon - \left( E + v \times B \right) \cdot \nabla_v f^\varepsilon + \frac{\mathcal{L}_M[f^\varepsilon]}{\varepsilon} &= -M^{-\frac{1}{2}} f^\varepsilon \left[ \frac{\partial}{\partial t} + v \cdot \nabla_x - \left( E + v \times B \right) \cdot \nabla_v \right] M^\frac{1}{2} + \varepsilon^{k-1} \Gamma_M(f^\varepsilon, f^\varepsilon) \\
+ \sum_{i=1}^{2k-1} \varepsilon^{i-1} \left[ \Gamma_{\mathcal{M}}(M^{-\frac{1}{2}} F_i, f^\varepsilon) + \Gamma_{\mathcal{M}}(f^\varepsilon, M^{-\frac{1}{2}} F_i) \right] + \varepsilon^{k} \left( E_R^\varepsilon + v \times B_R^\varepsilon \right) \cdot \nabla_v f^\varepsilon \\
- \varepsilon^{k} \left( E_R^\varepsilon + v \times B_R^\varepsilon \right) \cdot \frac{v - u}{2RT} f^\varepsilon &+ \varepsilon^{\frac{k}{2}} \left( E_i + v \times B_i \right) \cdot \nabla_v f^\varepsilon + \frac{(E_R^\varepsilon + v \times B_R^\varepsilon)}{RT} \cdot \nabla_v f^\varepsilon \\
- \sum_{i=1}^{2k-1} \varepsilon^{i} \left[ \left( E_i + v \times B_i \right) \cdot \frac{(v - u)}{2RT} f^\varepsilon \right] + \varepsilon^{k} Q_0
\end{aligned}
\end{equation}

and

\begin{equation}
\begin{aligned}
\frac{\partial}{\partial t}E_R^\varepsilon - \nabla_x \times B_R^\varepsilon &= \int_{\mathbb{R}^3} v M^\frac{1}{2} f^\varepsilon dv, \\
\frac{\partial}{\partial t}B_R^\varepsilon + \nabla_x \times E_R^\varepsilon &= 0, \\
\nabla_x \cdot E_R^\varepsilon &= -\int_{\mathbb{R}^3} M^\frac{1}{2} f^\varepsilon dv, \\
\nabla_x \cdot B_R^\varepsilon &= 0,
\end{aligned}
\end{equation}

where \(Q_0 = M^{-\frac{1}{2}} Q\).

Moreover, if we define \(h^\varepsilon\) as in (1.15), we can then deduce that \(h^\varepsilon\) satisfies

\begin{equation}
\begin{aligned}
\frac{\partial}{\partial t} h^\varepsilon + v \cdot \nabla_x h^\varepsilon + \frac{(E_R^\varepsilon + v \times B_R^\varepsilon)}{RT} \cdot (v - u) \mu^{-\frac{1}{2}} M \\
+ \frac{E \cdot v}{2RT} h^\varepsilon - \left( E + v \times B \right) \cdot \nabla_v h^\varepsilon + \frac{\mathcal{L}[h^\varepsilon]}{\varepsilon} &= -\frac{\mathcal{L}_d[h^\varepsilon]}{\varepsilon} + \varepsilon^{k-1} \Gamma(h^\varepsilon, h^\varepsilon) + \sum_{i=1}^{2k-1} \varepsilon^{i-1} \left[ \Gamma(\mu^{-\frac{1}{2}} F_i, h^\varepsilon) + \Gamma(h^\varepsilon, \mu^{-\frac{1}{2}} F_i) \right]
\end{aligned}
\end{equation}
Remark 1.1. To simplify notation, without causing confusion, for both the Landau equation (1.1) and the VML system (1.2), we will use $F^\varepsilon(t,x,v)$ to denote their solutions, $f_j(t,x,v)$ to stand for the coefficients of the Hilbert expansion with $0 \leq j \leq 2k - 1$, $f^\varepsilon(t,x,v)$ and $h^\varepsilon(t,x,v)$ the corresponding remainders. It is easy to see that $M_{[\rho,u,T]} \doteq M_{[\rho,u,T]}^2 f_0(t,x,v)$.

1.2. Notations. Throughout this paper, $C$ denotes a generic positive constant which is independent of the Knudsen number $\varepsilon$ but may change line by line. The notation $a \lesssim b$ implies that there exists a generic positive constant $C$ independent of the Knudsen number $\varepsilon$ such that $a \leq Cb$ and $a \approx b$ means that both $a \lesssim b$ and $b \lesssim a$ hold.

The multi-indices $\alpha = [\alpha_1, \alpha_2, \alpha_3]$ and $\beta = [\beta_1, \beta_2, \beta_3]$ will be used to record spatial and velocity derivatives, respectively. And $\partial^\alpha = \partial_1^{\alpha_1} \partial_2^{\alpha_2} \partial_3^{\alpha_3}$, $\partial_1^{\beta_1} \partial_2^{\beta_2} \partial_3^{\beta_3}$. Similarly, the notation $\partial^\alpha$ will be used when $\beta = 0$ and likewise for $\partial_3$. The length of $\alpha$ is denoted by $|\alpha| = \alpha_1 + \alpha_2 + \alpha_3$. $\alpha' \leq \alpha$ means that no component of $\alpha'$ is greater than the corresponding component of $\alpha$, and $\alpha' < \alpha$ means that $\alpha' \leq \alpha$ and $|\alpha'| < |\alpha|$. And it is convenient to write $\nabla^k_x = \partial^k$ with $|\alpha| = k$.

$\langle \cdot, \cdot \rangle$ is used to denote the $L^2 \times L^2$ inner product in $\mathbb{R}^3_{x,v}$, with the $L^2$ norm $| \cdot |_{L^2}$. For notational simplicity, $\langle \cdot, \cdot \rangle$ denotes the $L^2 \times L^2$ inner product either in $\mathbb{R}^3_x \times \mathbb{R}^3_v$ or in $\mathbb{R}^3_x$ with the $L^2 \times L^2$ norm $| \cdot |$. For each non-negative integer $k$ and $1 \leq p \leq +\infty$, we also use $W^{k,p}$ to denote the standard Sobolev spaces for $(x,v) \in \mathbb{R}^3 \times \mathbb{R}^3_v$ or $x \in \mathbb{R}^3$, and denote $H^s = W^{s,2}$ with $\|f\|^2_{H^s} := \sum_{|\alpha| = 0} \|\partial^\alpha f\|^2$. To simplify the presentation, for each $i \in \mathbb{N}$, we use $(\nabla^i_x f, \nabla^i_v g)$ and $\langle \nabla^i_x f, \nabla^i_v g \rangle$ to denote $\sum_{|\alpha| = 1} \langle \partial^\alpha f, \partial^\alpha g \rangle$ and $\sum_{|\alpha| = 1} \langle \partial^\alpha f, \partial^\alpha g \rangle$, respectively. Recall that $\nabla_x = (\partial_{x_1}, \partial_{x_2}, \partial_{x_3})$, $\nabla_v = (\partial_{v_1}, \partial_{v_2}, \partial_{v_3})$.

Let

$$\sigma^{ij}(v) = \int_{\mathbb{R}^3} \phi^{ij}(v - v') \mu(v') dv'$$

with $\phi^{ij}(v)$ being defined by (1.3), we now introduce the dissipation norm in $v \in \mathbb{R}^3$ by

$$|f(t,x)|_{D}^2 := \int_{\mathbb{R}^3} \sigma^{ij}(v) \partial_{v_i} f(t,x,v) \partial_{v_j} f(t,x,v) dv + \frac{1}{4RT_c^2} \int_{\mathbb{R}^3} \sigma^{ij}(v) v_i v_j f(t,x,v)^2 dv,$$  \hspace{0.5cm} (1.23)

the corresponding dissipation norm in $(x,v) \in \mathbb{R}^3 \times \mathbb{R}^3$ by

$$\|f(t)\|_{D}^2 := \int_{\mathbb{R}^3 \times \mathbb{R}^3} \sigma^{ij}(v) \partial_{v_i} f(t,x,v) \partial_{v_j} f(t,x,v) dwdx + \frac{1}{4RT_c^2} \int_{\mathbb{R}^3 \times \mathbb{R}^3} \sigma^{ij}(v) v_i v_j f(t,x,v)^2 dwdx,$$

and the Sobolev dissipation norm

$$\|f(t)\|_{H_D}^2 := \sum_{|\alpha| = 0}^{s} \|\partial^\alpha f(t)\|_{D}^2, \hspace{0.5cm} s \geq 2.$$

Here and in the sequel, Einstein’s summation convention is used.
For constant $\ell \leq s$, we set $\langle v \rangle = \sqrt{1 + |v|^2}$ and introduce the following velocity weight functions

$$w_i(t, v) := \langle v \rangle^{\ell - i} \exp \left( \frac{(1 + |v|^2)}{8RT_c \ln(e + t)} \right), \quad 0 \leq i \leq s$$

and then define the weighted norms

$$\|wh\|^2_{H^s} := \sum_{i=0}^{s} \|w_i \nabla_x^i h\|^2, \quad \|wh\|^2_{H^s_D} := \sum_{i=0}^{s} \|w_i \nabla_x^i h\|^2_D.$$ 

For simplicity, we also denote

$$X(t) := \exp \left( \frac{1}{8RT_c \ln(e + t)} \right)$$

and it is easy to see that

$$Y(t) := -\frac{X'(t)}{X(t)} = \frac{1}{8RT_c(e + t)(\ln(e + t))^2} > 0.$$ 

Finally, it is easy to see that the null space of the linearized Landau operator $L_M$ is given by

$$N_M = \text{span} \left\{ M^\frac{1}{2}, (v_i - u_i)M^\frac{1}{2} (1 \leq i \leq 3), \left( \frac{|v - u|^2}{RT} - 3 \right) M^\frac{1}{2} \right\},$$

while the null space of the linearized operator $L$ is given by

$$N = \text{span} \left\{ \mu_i^\frac{1}{2}, v_i \mu_i^\frac{1}{2} (1 \leq i \leq 3), (|v|^2 - 3) \mu_i^\frac{1}{2} \right\}.$$ 

We now define $P_M$ as the orthogonal projection from $L^2 v$ onto $N_M$, and $P$ as the orthogonal projection from $L^2$ onto $N$, respectively. Furthermore, let us use $\chi_j (0 \leq j \leq 4)$ to denote the orthonormal basis of the null space of $L_M$ and be given by

$$\chi_0 = \frac{1}{\sqrt{\rho}} \sqrt{M}, \quad \chi_i = \frac{v_i - u_i}{\sqrt{\rho RT}} \sqrt{M}, \quad i = 1, 2, 3, \quad \chi_4 = \frac{1}{\sqrt{6\rho}} \left( \frac{|v - u|^2}{2RT} - 3 \right) \sqrt{M},$$

then we write

$$P_M[f_n] = \frac{\rho_n}{\sqrt{\rho}} \chi_0 + \sum_{i=1}^{3} \frac{1}{\sqrt{\rho RT}} u_n^i \chi_i + \frac{T_n}{\sqrt{6\rho}} \chi_4.$$ 

(1.25)

Here the hydrodynamic field of $f_n$ is defined to be $[\rho_n, u_n, T_n]$, which represents the density, velocity, and temperature fluctuations physically.

1.3. Solutions of fluid equations. Formally, by the first two equations of (1.8), we see that the leading order $M$ of the Hilbert expansion of the Landau equation (1.1) gives the compressible Euler equations:

$$\partial_t \rho + \nabla_x \cdot (\rho u) = 0,$$

$$\partial_t [\rho u] + \nabla_x \cdot [\rho u \otimes u] + \nabla_x p = 0,$$

$$\partial_t \left[ \rho \left( E + \frac{1}{2} |u|^2 \right) \right] + \nabla_x \cdot \left[ \rho u \left( E + \frac{1}{2} |u|^2 \right) \right] + \nabla_x (pu) = 0,$$

with the equation of state

$$p = \rho RT = \frac{2}{3} \rho E,$$

where $E$ is the internal energy. Recalling that we take $R = \frac{2}{3}$ in this paper, we can thus conclude that $E = T$. 


Similarly, by setting $T = E = \rho^{2/3}$, the leading order of the Hilbert expansion (1.19) for the VML system (1.2) yields the following compressible Euler-Maxwell system

$$\partial_t \rho + \nabla_x \cdot (\rho u) = 0,$$

$$\partial_t [\rho u] + \nabla_x \cdot (\rho u \otimes u) + \frac{2}{3} \nabla_x \rho^3 + \rho (E + u \times B) = 0,$$

$$\partial_t E - \nabla_x \times B = 4\pi \rho u,$$

$$\partial_t B + \nabla_x \times E = 0,$$

$$\nabla_x \cdot E = 4\pi (1 - \rho),$$

$$\nabla_x \cdot B = 0.$$ (1.27)

Now we state some well-established well-posedness results on the Cauchy problems of the Euler equations (1.26) and the Euler-Maxwell system (1.27).

In fact, for the local smooth solvability of the Euler equations (1.26) with prescribed initial datum

$$[\rho, u, T](0, x) = [\rho_0, u_0, T_0](x),$$ (1.28)

we have the following result, cf.[48, Theorem 2.1, pp.30].

**Proposition 1.1** (Local solvability of the Euler system). Assume $[\rho_0 - 1, u_0, T_0 - 1] \in H^s$ with $s > \frac{5}{2}$ and

$$\inf_{x \in \mathbb{R}^3} \rho_0(x) > 0, \quad \inf_{x \in \mathbb{R}^3} T_0(x) > 0.$$  

Moreover, let

$$\epsilon_0 = \|\rho_0 - 1, u_0, T_0 - 1\|_{H^s}.$$  

Then there exists a time interval $[0, t_e]$ with $t_e > 0$ such that the Cauchy problem (1.26) and (1.28) admits a unique smooth solution $[\rho, u, \theta](t, x) \in C^1([0, t_e] \times \mathbb{R}^3)$ with

$$\inf_{(t,x) \in [0, t_e] \times \mathbb{R}^3} \rho(t, x) > 0,$$  

$$\inf_{(t,x) \in [0, t_e] \times \mathbb{R}^3} T(t, x) > 0$$

and $t_e$ depending on $\|\rho_0 - 1, u_0, T_0 - 1\|_{H^s}$, $\inf_{x \in \mathbb{R}^3} \rho_0(x)$ and $\inf_{x \in \mathbb{R}^3} T_0(x)$. Furthermore, there exists a constant $C(t_e) > 0$ independent of $\epsilon_0$ such that

$$\sup_{t \in [0, t_e]} \|\rho(t, x) - 1, u(t, x), T(t, x) - 1\|_{H^s} \leq C(t_e) \epsilon_0.$$ (1.29)

For the Cauchy problem of the Euler-Maxwell system (1.26) with initial datum

$$[\rho, u, T, E, B](0, x) = [\rho_0, u_0, T_0, E_0, B_0](x), \quad T_0 = \rho_0^{2/3},$$ (1.30)

it is shown in [35, Theorem 1.3, pp. 2359] that such a Cauchy problem does exist a global smooth solution $[\rho(t, x), u(t, x), E(t, x), B(t, x)]$.

**Proposition 1.2** (Global solvability of the Euler-Maxwell system). Let $N_0 > 10^4$ be a sufficiently large integer and denote

$$\|\rho_0 - 1, u_0, T_0 - 1, E_0, B_0\|_{H^N_0} + \|\mathbf{I} - \Delta\|^{1/2} u_0\|_Z + \|\mathbf{I} - \Delta\|^{1/2} E_0\|_Z = \epsilon_1,$$  

where the norm $\|\cdot\|_Z$ is defined by [35, (2.18), pp. 2371].

Assume that

$$\rho_0 = -\nabla_x \cdot E_0, \quad B_0 = \nabla_x \times u_0,$$
and $\epsilon_1 > 0$ is chosen suitably small, there exists a unique global smooth solution $(\rho(t, x), u(t, x), T(t, x), E(t, x), B(t, x))$ with $T(t, x) = \rho(t, x)^{2/3}$ to the Cauchy problem (1.27) and (1.30) which satisfies

$$
\sup_{t \in [0, \infty]} \|[\rho(t, x) - 1, T(t, x) - 1, u(t, x), E(t, x), B(t, x)]\|_{H^{N_0+1}} + \|\nabla_x [T(t, x) - 1]\|_{\infty} + \|\nabla_x E(t, x)\|_{\infty} + \|\nabla_x B(t, x)\|_{\infty} \leq C\epsilon_1,
$$

where $3 \leq N_1 < N_0$, $p_0 > 1$, $C$ is some positive constant independent of $\epsilon_1$.

From the estimates (1.29) and (1.31), it is seen that for any given generic positive constant $C_0 \geq 1$, if both $\epsilon_0$ and $\epsilon_1$ are chosen suitably small, we can deduce that the solutions obtained in Propositions 1.1 and 1.2 satisfy the following property

**Corollary 1.1.** For any given generic positive constant $C_0 \geq 1$, if we assume further that $\epsilon_0$ and $\epsilon_1$ are sufficiently small, then one can always find a positive constant $T_c$ such that either

$$
\frac{\epsilon_0}{C_0} \leq T(t, x) - T_c \leq C_0\epsilon_0
$$

holds for all $(t, x) \in [0, t_c] \times \mathbb{R}^3$ or

$$
\frac{\epsilon_1}{C_0} \leq T(t, x) - T_c \leq C_0\epsilon_1
$$

holds for all $(t, x) \in [0, \infty) \times \mathbb{R}^3$.

### 1.4. Main results

In this subsection, we shall present our main results. Our first main result is concerned with the rigorously justification of the local validity of the Hilbert expansion of the Landau equation (1.1). Before stating our result, we first define the following energy functional

$$
\mathcal{E}(t) = \sum_{i=0}^{2} \epsilon^i \left( \|\nabla_x f^\varepsilon(t)\|^2 + \epsilon \|\nabla_x h^\varepsilon(t)\|^2 \right)
$$

and the following energy dissipation rate functional

$$
\mathcal{D}(t) \simeq \sum_{i=0}^{2} \epsilon^{i-1} \left( \|\nabla_x (I - \mathbf{P}_M)[f^\varepsilon(t)]\|^2_D + \epsilon \|\nabla_x (I - \mathbf{P})[h^\varepsilon(t)]\|^2_D \right),
$$

then our first result can be stated as follows.

**Theorem 1.1 (Local Hilbert expansion of the Landau equation).** Assume that

- The initial daun $F_0^\varepsilon(x, v)$ satisfies

$$
F_0^\varepsilon(x, v) = \sum_{n=0}^{2k-1} \varepsilon^n F_{n,0}(x, v) + \varepsilon^k F_{0,0}^\varepsilon(x, v) \geq 0
$$

and $[\rho(t, x), u(t, x), T(t, x)]$ is a smooth solution of the Euler equation (1.26) constructed in Proposition 1.1;

- $T_c > 0$ is suitably chosen such that (1.32) holds for all $(t, x) \in [0, t_c] \times \mathbb{R}^3$;

- There exists constant $C > 0$ such that for $N \geq 2$

$$
\sum_{|\alpha|+|\alpha| \leq N+4k-2n+2} \|\partial_x^{\alpha_0} \partial_x^{\alpha} [\rho_{n,0}, u_{n,0}, T_{n,0}] (x)\| \leq C, \quad 1 \leq n \leq 2k - 1;
$$

where $\alpha_0 + |\alpha| \leq N + 4k - 2n + 2$.
• $k \geq 3$ and
\[ \mathcal{E}(0) \lesssim 1, \]
then there exists a constant $\varepsilon_0 > 0$ such that for $0 < \varepsilon \leq \varepsilon_0$, the Cauchy problem of the Landau equation (1.1) and (1.4) admits a unique smooth solution $F^\varepsilon(t, x, v)$ which satisfies
\[ F^\varepsilon(t, x, v) = \sum_{n=0}^{2k-1} \varepsilon^n F_n + \varepsilon^k F_R^\varepsilon \geq 0 \]
in the time interval $[0, t_c]$. Moreover, for any $t \in [0, t_c]$, it holds that
\[ \lim_{\varepsilon \to 0^+} \sup_{0 \leq t \leq t_c} \left\| M^{-\frac{1}{2}}(t) (F^\varepsilon(t) - M(t)) \right\|_{H^2} = 0, \]
and
\[ \mathcal{E}(t) + \int_0^t \mathcal{D}(s) \, ds \lesssim \mathcal{E}(0) + \varepsilon^{2k+3}. \] (1.37)

Our second result in the article is concerned with the Hilbert expansion of the VML system (1.2). As (1.34) and (1.35), we first define the energy functional
\[ \mathcal{E}(t) = \sum_{i=0}^{2} \varepsilon^i \left( \left\| \sqrt{4\pi RT} \nabla_x^i f^\varepsilon(t) \right\|^2 + \left\| \nabla_x^i E_R^\varepsilon(t) \right\|^2 + \left\| \nabla_x^i B_R^\varepsilon(t) \right\|^2 + \varepsilon^{\frac{1}{2}} \left\| w_i \nabla_x^i h^\varepsilon(t) \right\|^2 \right), \] (1.38)
and the dissipation rate functional
\[ \mathcal{D}(t) \asymp \sum_{i=0}^{2} \varepsilon^i \left( \frac{1}{\varepsilon} \left\| \nabla_x^i (I - P_M) \left[ f^\varepsilon \right](t) \right\|^2_D + \varepsilon^{\frac{1}{2}} \left\| w_i \nabla_x^i h^\varepsilon(t) \right\|^2_D \right. \] \[ \left. + \varepsilon^{\frac{4}{3}} Y(t) \left\| (1 + |v|) w_i \nabla_x^i h^\varepsilon(t) \right\|^2 \right), \] (1.39)
then our main result can be stated as follows

**Theorem 1.2** (Global Hilbert expansion of the VML system). Assume that

- The initial data $[F^\varepsilon_0(x, v), E^\varepsilon_0(x), B^\varepsilon_0(x)]$ satisfies
\[ F^\varepsilon_0 = \sum_{n=0}^{2k-1} \varepsilon^n F_{n,0} + \varepsilon^k F_{R,0}^\varepsilon \geq 0, \]
and
\[ E^\varepsilon_0 = \sum_{n=0}^{2k-1} \varepsilon^n E_{n,0} + \varepsilon^k E_{R,0}^\varepsilon, \quad B^\varepsilon_0 = \sum_{n=0}^{2k-1} \varepsilon^n B_{n,0} + \varepsilon^k B_{R,0}^\varepsilon, \]
and $[\rho(t, x), u(t, x), T(t, x), E(t, x), B(t, x)]$ is a smooth solution constructed in Proposition 1.2 for the Euler-Maxwell system (1.27);
- $T_c$ is suitably chosen such that there exists a positive constant $C_0 > 1$ (1.33) is valid for all $(t, x) \in [0, \infty) \times \mathbb{R}^3$;
- There exists constant $C > 0$ such that for $N \geq 2$
\[ \sum_{\alpha_0 + |\alpha| \leq N + 4k - 2n + 2} \left\| \partial_t^{\alpha_0} \partial_x^{\alpha} \rho_{n,0}, u_{n,0}, T_{n,0}, E_{n,0}, B_{n,0}(x) \right\| \leq C, \quad 1 \leq n \leq 2k - 1; \] (1.40)
- $k \geq 3$ and
\[ \mathcal{E}(0) \lesssim 1, \]
then there exists a constant $\varepsilon_0 > 0$ such that for $0 < \varepsilon \leq \varepsilon_0$, the Cauchy problem of the VML system (1.2) and (1.5) admits a unique smooth solution $[F^\varepsilon(t, x, v), E^\varepsilon(t, x), B^\varepsilon(t, x)]$ satisfying

$$F^\varepsilon = \sum_{n=0}^{2k-1} \varepsilon^n F_n + \varepsilon^k F_R \geq 0, \quad E^\varepsilon = \sum_{n=0}^{2k-1} \varepsilon^n E_n + \varepsilon^k E_R, \quad B^\varepsilon = \sum_{n=0}^{2k-1} \varepsilon^n B_n + \varepsilon^k B_R.$$ 

Furthermore, it holds that

$$\lim_{\varepsilon \to 0^+} \sup_{0 \leq t \leq \varepsilon^{-1/3}} \left\| M^{-1/2}(t) (F^\varepsilon(t) - M(t)) \right\|_{H^2} = 0$$

and

$$E(t) + \int_0^t D(s) \, ds \lesssim E(0) + 1, \quad 0 \leq t \leq \varepsilon^{-1/3}. \quad (1.41)$$

The following remark is concerned with the initial condition of the coefficients $F_n (1 \leq n \leq 2k - 1)$ in the Hilbert expansion.

**Remark 1.2.** The $t$–derivatives in (1.36) and (1.40) are understood through the moment equations of evolution equations (1.8) and (1.20), for instance, $\partial_t [p_n, 0, v_n, 0, T_n, 0, E_n, 0, B_n, 0](x)$ is given by (4.6). It should also be pointed out that only the initial data of the macroscopic part of the coefficients are imposed because the microscopic component is determined by iteration relation in (1.36) and (1.40).

1.5. **Literatures.** There have been many results on the link between the kinetic equations and the systems of fluid dynamics (i.e., Euler or Navier-Stokes equations). It turns out that the relations between the fluid-dynamic picture and the kinetic description can be explored from several mathematical points of view. One of those is to study the equivalence of kinetic equations and fluid systems in the time-asymptotic sense, see [40], particularly we refer to [7, 10, 34, 44, 47] for the study of this equivalence from the perspective of dissipative waves.

Another available strategy is to study the small Knudsen number limits of the kinetic equations. Generally speaking, there are also some different kinds of program to investigate such kinds of approximation. One is based on the Chapman-Enskog procedure [5], the first order approximation of which gives the compressible Euler equations and the second order approximation is the compressible Navier-Stokes system. Along this direction, Nishida [50], Ukai-Asano [57] proved this compressible Euler approximation by semigroup method in the framework of analytical function space. Recently, such a validity has been established near a shock wave [60], rarefaction wave [58], contact wave [31] and the composition of the basic wave patterns [32, 33]. We also mention that the validity of the Chapman-Enskog expansion of the Boltzmann equation to the solution of compressible Navier-Stokes system was studied in [43] and was recently justified by Liu-Yang-Zhao [46] for the Cauchy problem and by Duan-Liu [8] for initial-boundary value problem with physical boundary conditions. The second program mainly developed by Bardos-Golse-Levermore is concerned with the incompressible fluid limits via the renormalized solutions, entropy and weak convergence method. We refer to Bardos-Golse-Levermore [2, 3], Golse-Saint-Raymond [18, 19], Jiang-Masmoudi[39], Lions-Masmoudi [45], Masmoudi-Saint-Raymond [49], Saint-Raymond [54]. Moreover, Guo [22] discussed the incompressible Navier-Stokes-Fourier limits of both the Boltzmann equation and Landau equation via diffusive expansion in the framework of classical solutions.

To justify the small Knudsen number limits of the kinetic equations rigorously, the third approach is based on the Hilbert expansion. For results in this direction, the validity of the Hilbert expansion of the Boltzmann equation in one dimension to the classical solutions of
the compressible Euler equations in a finite time, was justified by Caflisch [4] via a robust decomposition of the remainder equation. Later on, Lachowicz studied the multidimensional case including the initial layer in Sobolev space [41] and also in $C^0$ space [42]. Around 2010, the compressible Euler limits and acoustic limits as well as the nonnegativity of solution of the Boltzmann equation were justified by Guo-Jang-Jiang [27, 28] with the aid of a new $\varepsilon$-dependent energy functional and an $L^2 - L^\infty$ approach developed in [23]. When the physical boundary is also taken into consideration, Esposito-Lebowitz-Marra [16, 17] investigated the Hilbert expansion for the stationary Boltzmann equation in a slab with diffusive reflection boundary condition. Very recently, Guo-Huang-Wang [25], Jang-kim [36] and Jiang-Luo-Tang [37, 38] studied the half space problem with physical boundary conditions. It should be pointed out that the Hilbert expansion requires the existence of smooth solution of the compressible Euler type equations, thus the solution of the Boltzmann equation is obtained before the shock formations in the compressible Euler flow. For the more complicate model Vlasov-Poisson-Boltzmann (VPB for short in the sequel) system, based on [20], Guo-Jang [26] proved that the Hilbert expansion of VPB is valid for all time in the $L^2 - L^\infty$ setting, which implies the global in time convergence from the VPB system to the Euler-Poisson system. Recently, Arsénio-Saint-Raymond [1] discussed the magnetohydrodynamic limits of the Vlasov-Maxwell-Boltzmann system by mainly using some generalized relative entropy method.

Although the well-posedness of the Landau equation has already been established cf. [21, 9], much less is known about the validity of the Hilbert expansion of the Landau equation, let alone the VML system, which is due to the severe singularity of the large velocities and differential dissipation structure of the Landau collision operator. We further mention that the stability of contact wave of Landau equation was proved by Duan-Yang-Yu [11] and the global classical solution of the VML system was constructed in [6, 59]. Recently, Rachid [53] investigated the incompressible fluid limits of the Landau equation in a weak convergence regime, Duan-Yang-Yu validate the Chapman-Enskog expansion of the Landau equation [12] and the Vlasov-Maxwell-Boltzmann system [13] in a perturbative framework via an energy method and a careful analysis of the Burnett function. In the case of relativistic models, Speck-Strain [56] studied the local-in-time hydrodynamic limit of the relativistic Boltzmann equation using a Hilbert expansion, and in a series of papers, Guo-Xiao showed the validity of the Hilbert expansion for the relativistic Vlasov-Maxwell-Boltzmann system [29] by the generalized $L^2 - L^\infty$ approach and Ouyang-Wu-Xiao discussed the the Hilbert expansion for both the relativistic Landau equation [51] and the relativistic VML system [52] by an energy method with exponential momentum weights. In this paper, we aim to justify the compressible fluid approximation of both the Landau equation and the VML system in the setting of Hilbert expansion. To the best of our knowledge, our paper appears to be the first result to justify the validation of the Hilbert expansion for such Landau type equations.

1.6. Strategies and ideas. One typical difficulty in the rigorous justification of the Hilbert expansion for non-relativistic kinetic equations in perturbative regime is the large velocity growth caused by the leading order $M_{[\rho, u, T]}$, which leads to $|v|^3$ growth after acted by transport operator, namely

$$\partial^\alpha f^\varepsilon M^{-\frac{1}{2}} (\partial_t + v \cdot \nabla_x) M^{\frac{1}{2}} \lesssim \|\partial_{t,x}[\rho, u, T]\|_{L^\infty} (1 + |v|^3) |\partial^\alpha f^\varepsilon|.$$  \hfill (1.42)

For the Boltzmann type equations with cut-off potentials, to overcome such a difficulty, Caflisch [4] and Guo-Jang-Jiang [27, 26] introduced the global Maxwellian $\mu$ defined by (1.14) with $T_c < T(t, x)$, and by making full use of the nice structures and properties of the Boltzmann collision operator with cut-off potentials, they succeeded in justifying rigorously
the validity of the Hilbert expansion of these equations. As far as we know, it is still an interesting and challenging problem to see whether the approaches developed in [4, 27, 26] can be adapted to deal with the same problem for the Landau type equations and the Boltzmann type equations for long-range interactions or not.

While for the relativistic Landau type equations, the resulting difficult term corresponding to (1.42) leads to linear growth in momentum only. Based on such an observation, Ouyang-Wu-Xiao [51, 52] proved the validity of the Hilbert expansion for the relativistic Landau equation and the relativistic VML system by introducing an exponentially weighted energy method around the local Maxwellians $\mathbf{M}$.

Motivated by these works, the main idea in this paper is to introduce an energy method around both the local Maxwellian $M$ and global Maxwellian $\mu$ by setting

$$
F_R^\varepsilon = \sqrt{M} f^\varepsilon = \sqrt{\mu h^\varepsilon} \text{ with } T_c < T,
$$

and the key point in our analysis is to make use of an interplay of the energy estimates for $f^\varepsilon$ and $h^\varepsilon$ such that we can close the energy estimates, from which the wellposedness of the remainder $F_R^\varepsilon$ can be established in Sobolev space.

Now we first outline the whole picture of strategies employed in our proof for the local validity of the Hilbert expansion of the Landau equation (1.1).

For the energy estimates around the local Maxwellian $M$, that is the energy type estimates of $f^\varepsilon$, to deal with the problematic term corresponding to (1.42), we divide $\mathbb{R}^3$ into the low velocity part and the high velocity part. For the low velocity part, we can bound its microscopic part and macroscopic part by $\frac{1}{\varepsilon} \| \partial^\alpha (I - P_M) [f^\varepsilon] \|_{L^2}$ and $\| f^\varepsilon \|_{H^{[\alpha]}}$, respectively; while for the high velocity part, noticing that

$$
|\partial^\alpha f^\varepsilon| \lesssim \sum_{j=0}^i \langle v \rangle^{2(|\alpha| - j)} \exp \left( - \frac{(T - T_c)|v|^2}{8RTc} \right) |\partial^j h^\varepsilon|, \quad 0 \leq |\alpha| \leq 2, \quad (1.44)
$$

which is a direct consequence of the assumption that $M$ and $\mu$ are sufficiently close, we can control it via $\| h^\varepsilon \|_{H^{[\alpha]}}^2$.

To derive the desired estimates of $h^\varepsilon$, we need to estimate the term $\frac{1}{\varepsilon} |\langle \partial \mathbf{L}_{d}[h^\varepsilon], \partial^\alpha h^\varepsilon \rangle|$, which can be estimated as follows

$$
\frac{1}{\varepsilon} |\langle \partial \mathbf{L}_{d}[h^\varepsilon], \partial^\alpha h^\varepsilon \rangle| \lesssim \frac{\varepsilon_0}{\varepsilon} \| h^\varepsilon \|_{H^{[\alpha]}}^2 \lesssim \frac{\varepsilon_0}{\varepsilon} \left( \| (I - P) [h^\varepsilon] \|_{H^{[\alpha]}}^2 + \| P [h^\varepsilon] \|_{H^{[\alpha]}}^2 \right), \quad (1.45)
$$

but the macroscopic component $\frac{\varepsilon_0}{\varepsilon} \| P [h^\varepsilon] \|_{H^{[\alpha]}}^2$ is out of control due to the $\varepsilon$-singularity. To overcome such a difficulty, our another contribution of this paper is to use $f^\varepsilon$ to dominate this trouble term because one can check that

$$
\| P [h^\varepsilon] \|_{H^{[\alpha]}}^2 \lesssim \| P [f^\varepsilon] \|_{H^{[\alpha]}}^2 \lesssim \| f^\varepsilon \|_{H^{[\alpha]}}^2 \quad (1.46)
$$

by using (1.43) again.

Now we explain our strategy to make use of the interplay of the estimates $\| f^\varepsilon (t) \|_{H^2}$ and $\| h^\varepsilon (t) \|_{H^2}$ to yield the desired estimates. In fact, when performing the energy estimates on $f^\varepsilon$, as observed in [51, 52], since the linear collision operator term $\frac{\varepsilon_0}{\varepsilon} \mathbf{L}_{d} [f^\varepsilon]$ and $P_M [f^\varepsilon]$ do not commute with the spatial derivative operator $\partial^\alpha$, singularities $\varepsilon^{-|\alpha|}$ appear in the estimate of $\| \partial^\alpha f^\varepsilon \|_{H^{[\alpha]}}^2$. Similarly, as a consequence of (1.45) and (1.46), when we deduce an estimate on $\| h^\varepsilon \|_{H^{[\alpha]}}$, the term $\frac{\varepsilon}{\varepsilon_0} \| f^\varepsilon \|_{H^{[\alpha]}}^2$ with the singular factor $\varepsilon^{-1}$ must appear in its upper bound estimates. To remove these singularities, we equip norms $\| \partial^\alpha f^\varepsilon \|_{H^{[\alpha]}}^2$ with a coefficient $\varepsilon^{|\alpha|}$ for $0 \leq |\alpha| \leq 2$ and multiply the norms $\| \partial^\alpha h^\varepsilon \|_{H^{[\alpha]}}^2$ by a weight $\varepsilon^{[\alpha]+1}$ to yield the desired energy type estimates. This is the very reason for our introduction of the energy functional $\mathcal{E}(t)$ defined in (1.34). By such an interplay of the energy estimates $\| f^\varepsilon \|_{H^2}$ and
\[ \| h^\varepsilon \|^2_{H^2} \] around both the local Maxwellian \( M \) and the global Maxwellian \( \mu \), we finally arrive at a closed \textit{a priori} estimates.

Compared with the local validity of the Hilbert expansion for the Landau equation (1.1), the problem on the global Hilbert expansion of the VML system (1.2) is more complicated and the main difficulties are two-folds: the first one is due to the presence of the Lorentz force terms, while the another is that we need to show that the Hilbert expansion is valid globally. Our main ideas to solve the first problem can be summarized as in the following:

- For the energy estimates of \( f^\varepsilon \), the biggest difficulty comes from terms like \(-(E + v \times B) \cdot \nabla_v f^\varepsilon\), which include velocity growth and velocity derivatives. These terms can be estimated in an analogous way as the problematic term (1.42). In fact, we can also obtain upper bound estimates for \( \partial^\alpha \nabla_v f^\varepsilon \) similar to (1.44). And for the high velocity part of the corresponding velocity weighted norm estimates of \( \partial^\alpha \nabla_v f^\varepsilon \), it can be controlled via \( \| h^\varepsilon \|^2_{H^{|\alpha|}} \) and \( \| h^\varepsilon \|^2_{H^{|\alpha|}} \) for \( 0 \leq |\alpha| \leq 2 \).

- For estimates of the remainder \( h^\varepsilon \), except for the problems mentioned in the case of the Landau equation (1.1), there are some additional difficulties. The first one stems from the interaction between particles and electromagnetic field, such as \((E + v \times B) \cdot \nabla_v h^\varepsilon, \frac{E_c}{8RT_c} h^\varepsilon\), etc., and these terms include velocity growth and derivatives and thus cannot be controlled directly in the energy estimates. To control the term \((E + v \times B) \cdot \nabla_v h^\varepsilon\), as in [24], a polynomial weight depending on the order of the \( x\)-derivatives is designed to alleviate the velocity growth, while for the more delicate term \( \frac{E_c}{8RT_c} h^\varepsilon \), it leads to temporal decay but velocity growth in the form of

\[
\epsilon_1(1 + t)^{-p_0} \| \langle v \rangle w^0 h^\varepsilon \|^2
\]  

for some \( p_0 > 1 \), which is also beyond control. To overcome such a difficulty, following the technique developed in [14, 15], we introduce the time-dependent exponential weight function \( \exp \left( \frac{(1 + |v|^2)}{8RT_c \ln(e + t)} \right) \) while performing the energy estimates, because this weight function gives the time degenerate damping

\[
\frac{1}{8RT_c(e + t)(\ln(e + t))^2} \| \langle v \rangle w^0 h^\varepsilon \|^2.
\]

From which and thanks to the good temporal-decay of solutions to the Euler-Maxwell system (1.27), we can then control (1.47) suitably.

As to the second problem, although generally speaking, we can only deduce that the coefficients \([F_n, E_n, B_n]\) enjoy the polynomial temporal growth for \( 1 \leq n \leq 2k - 1 \), by employing the nice temporal-decay properties of solutions to the Euler-Maxwell system (1.27), we can kill the above mentioned time growth via corresponding power of \( \varepsilon \) and prove that the Hilbert expansion of the VML system (1.2) is valid for \( t \leq \varepsilon^{-1/3} \). It is worth to pointing out that, to guarantee that \( \| f^\varepsilon \|^2_{H^{|\alpha|}} \) is integrable over \( t \leq \varepsilon^{-1/3} \), compared with the design of the energy functional \( \mathcal{E}(t) \) to the Landau equation (1.1) defined by (1.34), an additional weight \( \varepsilon^{1/3} \) should be added to the norms \( \| h^\varepsilon \|^2_{H^{|\alpha|}} \) to kill the time growth.

With the well-designed energy functional \( \mathcal{E}(t) \) given by (1.38), we arrive at a closed \textit{a priori} estimates by an interplay of the energy estimates \( \| f^\varepsilon \|^2_{H^2} \) and \( \| w h^\varepsilon \|^2_{H^2} \) around both the local Maxwellian \( M \) and the global Maxwellian \( \mu \), respectively.

Our paper is organized as follows. In Section 2, we collect some estimates concerning the collision operators \( \mathcal{L}_M, \mathcal{L}_d \) and \( \Gamma_M \) defined in (1.12), (1.18) and (1.13), respectively. Section 3 is devoted to justifying the local validity of the Hilbert expansion (1.6) for the Cauchy problem (1.1), (1.4) of the Landau equation (1.1), while the rigorous justification of
the global Hilbert expansion (1.19) of the Cauchy problem (1.2), (1.5) of the VML system (1.2) will be given in Section 4.

2. Preliminaries

In this section, we collect some estimates concerning the collision operators $L_M, L_d$ and $\Gamma_M$ defined in (1.12), (1.18) and (1.13), respectively. To do this, we first give the following explicit expressions of $A_M, K_M, A_d, K_d$ and $\Gamma_M$.

**Lemma 2.1.** It holds that

\[
\begin{align*}
A_M[f] &= \partial_t \left[ \sigma^{ij}_M \partial_j f \right] - \sigma^{ij}_M \left( \frac{v_i - u_i(v_j - u_j)}{4RT^2} \right) f + \partial_t \left[ \sigma^{ij}_M \frac{v_j - u_j}{2RT} \right] f, \\
K_M[f] &= -M^{-\frac{1}{2}} \partial_t \left[ M \left( \phi^{ij} * M^\frac{1}{2} \left( \partial_j f + \frac{v_j - u_j}{2RT} \right) \right) \right],
\end{align*}
\]

(2.1)

\[
\begin{align*}
A_d[h] &= \partial_t \left[ \sigma^{ij}_M \left( \frac{v_i - u_i}{RT} + \frac{T_c - T}{RT c} v_j \right) h \right] - \sigma^{ij}_M \left( \frac{v_i}{RT} + \frac{T_c - T}{RT c} v_j \right) h \\
&\quad + \partial_t \left[ \sigma^{ij}_{(M-\mu)} \partial_j h \right] - \sigma^{ij}_{(M-\mu)} \frac{v_i v_j}{RT} f + \partial_t \left[ \sigma^{ij}_{(M-\mu)} \frac{v_j}{RT} \right] h, \\
K_d[h] &= -M^{-\frac{1}{2}} \partial_t \left[ \left( \frac{u_j}{RT} M + \frac{RT}{RT c} (M-\mu) v_j \right) \left( \phi^{ij} * M^\frac{1}{2} \left( \partial_j h - \frac{v_j}{2RT c} \right) \right) \right], \\
\end{align*}
\]

(2.2)

and

\[
\Gamma_M(f_1, f_2) = \partial_t \left[ \left( \phi^{ij} * M^\frac{1}{2} f_1 \right) \partial_j f_2 - \left( \phi^{ij} * M^\frac{1}{2} \partial_j f_1 \right) f_2 \right] \\
- \left( \phi^{ij} * \frac{v_j - u_j}{2RT} M^\frac{1}{2} f_1 \right) \partial_j f_2 + \left( \phi^{ij} * \frac{v_j - u_j}{2RT} M^\frac{1}{2} \partial_j f_1 \right) f_2,
\]

where $\partial_i = \partial_{v_i}$ ($i = 1, 2, 3$) and

\[
\sigma^{ij}_g = \int_{\mathbb{R}^3} \phi^{ij}(v - v')g(v')dv'.
\]

**Proof.** The proof will be done in a similar way as in [21, Lemma 1, pp. 395]. For brevity, we only show (2.2). For this purpose, direct calculation gives

\[
A_d[h] = -\frac{1}{2} C(M - \mu, \mu^\frac{1}{2} h)
\]

\[
= \frac{1}{2} \partial_t \left[ \sigma^{ij}_{(M-\mu)} \frac{1}{2} \left( \partial_j h - \frac{v_j}{2RT c} \right) - \frac{1}{2} \left( \phi^{ij} * \left( \frac{-v_j + u_j}{RT} M + \frac{v_j}{RT c} \mu \right) \right) \right]
\]

\[
= \frac{1}{2} \partial_t \left[ \mu^\frac{1}{2} h \left( \phi^{ij} * \left( \frac{-u_j}{RT} + \frac{T_c - T}{RT c} v_j \right) M \right) \right] + \frac{1}{2} \partial_t \left[ \mu^\frac{1}{2} \sigma^{ij}_{(M-\mu)} \left( \partial_j h + \frac{v_j}{2RT c} \right) \right]
\]

\[
= \partial_t \left[ \sigma^{ij}_M \left( \frac{-u_j}{RT} + \frac{T_c - T}{RT c} v_j \right) h \right] - \sigma^{ij}_M \frac{v_i v_j}{2RT c} \left( \frac{-u_j}{RT} + \frac{T_c - T}{RT c} v_j \right) h \\
+ \partial_t \left[ \sigma^{ij}_{(M-\mu)} \partial_j h \right] - \sigma^{ij}_{(M-\mu)} \frac{v_i v_j}{4RT c} h + \partial_t \left[ \sigma^{ij}_{(M-\mu)} \frac{v_j}{2RT c} \right] h
\]

and

\[
K_d[h] = -\frac{1}{2} C(\mu^\frac{1}{2} h, M - \mu)
\]

\[
= \frac{1}{2} \partial_t \left[ \left( \phi^{ij} * \mu^\frac{1}{2} h \right) \left( \frac{-v_j + u_j}{RT} M + \frac{v_j}{RT c} \mu \right) \right] \\
- \left( M - \mu \right) \left( \phi^{ij} * M^\frac{1}{2} \left( \partial_j h - \frac{v_j}{2RT c} \right) \right)
\]

\[
= \frac{1}{2} \partial_t \left[ \left( \frac{u_j}{RT} M + \frac{T_c - T}{RT c} (M - \mu) v_j \right) \left( \phi^{ij} * \mu^\frac{1}{2} h \right) \right]
\]
Lemma 2.3. Let $D$–norm be defined as (1.23), then there exists $C > 0$ such that

$$|g|_D^2 \geq C \left\{ \left| (1 + |v|)^{-2} (P_v \partial_j g) \right|_{L^2}^2 + \left| (1 + |v|)^{-2} (\mathbf{I} - P_v) \partial_j g \right|_{L^2}^2 + \left| (1 + |v|)^{-2} g \right|_{L^2}^2 \right\},$$

where $P_v$ is the projection defined by

$$P_v h_j = \sum h_k v_k \frac{v_j}{|v|^2}, \quad 1 \leq j \leq 3,$$

for any vector-valued function $h(v) = [h_1(v), h_2(v), h_3(v)]$.

We now give the coercivity estimates of the linearized operator $L$ and $L_M$ and the upper bound of the difference operator $L_d$.

Lemma 2.2. The linearized operator $L$ and $L_M$ satisfy the following coercivity estimates:

(i) Let $L$ be given by (1.17), it holds that

$$\langle \mathcal{L} h, h \rangle \geq \langle (I - P) h \rangle_D^2. \tag{2.3}$$

(ii) Let $M = M_{[\rho, u, T]}$, where $[\rho, u, T]$ is determined by either Proposition 1.1 or Proposition 1.2, then there exists a $\delta > 0$ such that

$$\langle L_M f, f \rangle \geq \delta \langle (I - P_M) f \rangle_D^2. \tag{2.4}$$

Moreover, for $|\beta| > 0$, $\ell \geq 0$ and $q \in [0, 1)$, it holds that

$$\langle \partial^\beta L_M f, \langle v \rangle^{2(\ell - |\beta|)} M^{-q/2} \partial^\beta f \rangle_D \geq \delta \langle \langle v \rangle^{(\ell - |\beta|)} M^{-q/2} \partial^\beta f \rangle_D^2 - (\eta + C\bar{\epsilon}) \sum_{\alpha' \leq \alpha} \sum_{|\beta'| = |\beta|} \langle \langle v \rangle^{(\ell - |\beta'|)} M^{-q/2} \partial^{\alpha'} f \rangle_D \tag{2.5}$$

$$- C(\eta) \sum_{\alpha' \leq \alpha} \sum_{|\beta'| < |\beta|} \langle \langle v \rangle^{(\ell - |\beta'|)} M^{-q/2} \partial^{\alpha'} f \rangle_D^2,$$

where $\bar{\epsilon} = \max\{\epsilon_0, \epsilon_1\}$, and for $|\beta| = 0$, $\ell \geq 0$ and $q \in [0, 1)$, it holds that

$$\langle \partial^\alpha L_M f, \langle v \rangle^{2\ell} M^{-q} \partial^\alpha f \rangle_D \geq \delta \langle \langle v \rangle^{\ell} M^{-q/2} \partial^\alpha f \rangle_D^2 - C\bar{\epsilon} \sum_{|\alpha'| < |\alpha|} 1_{|\alpha'| \geq 1} \langle \langle v \rangle^{\ell} M^{-q/2} \partial^{\alpha'} h \rangle_D^2 \tag{2.6}$$

$$- C(\eta) \sum_{\alpha' \leq \alpha} \langle \langle v \rangle^{\ell} M^{-q/2} \partial^{\alpha'} f \rangle_{L^2(BC(\eta))}^2.$$

Here $\eta > 0$ is some small constant, $BC(\eta)$ is the ball in $\mathbb{R}^3$ with radius $C(\eta)$.
 Furthermore, for $|\alpha| > 0$, there exists a polynomial $\mathcal{U}(\cdot)$ with $\|U(\cdot)\| = 0$ such that

$$\langle \partial^\alpha L_M f, \partial^\alpha f \rangle \geq \frac{3\delta}{4} \|\partial^\alpha (I - P_M) f\|_D^2 - C\mathcal{U}(\|\nabla_x [\rho, u, T]\|_{W^{[|\alpha|-1, \infty]}}) \tag{2.7}$$

$$\times \left( \frac{1}{\bar{\epsilon}} \|I - P_M f\|_{H^{[|\alpha|-1]}_{q/2}}^2 + \epsilon \|f\|_{H^{[|\alpha|]}_{q/2}}^2 \right).$$
Proof. (2.3) is directly from [21, Lemma 5, pp. 400]. Since \( [\rho, u, T] \) satisfies either (1.29) or (1.31), (2.4) follows again from a similar argument as in the proof of [21, Lemma 5, pp. 400].

We now turn to prove (2.5). Recalling \(-\mathcal{L}_M = A_M + K_M\) with \(A_M\) and \(K_M\) being given by (2.1), direct calculation gives

\[
\left( \partial_{\beta}^\alpha A_M f, \langle v \rangle^{2(\ell-|\beta|)} M^{-q/2} \partial_{\beta}^\alpha f \right) = - \left| \langle v \rangle^{(\ell-|\beta|)} M^{-q/2} \partial_{\beta}^\alpha f \right|^2_D - 1_{\alpha + \beta > 0} \sum_{0 < \alpha' + \beta' \leq \alpha + \beta} C_{\alpha}^\alpha C_{\beta}^\beta \left( \partial_{\beta'}^{\alpha'} \sigma_{M}^{ij} \partial_{\beta}^{\alpha} \partial_{\beta'} f, \langle v \rangle^{2(\ell-|\beta|)} M^{-q} \partial_{\beta}^\alpha \partial_{\alpha} f \right)
\]

\[
- \sum_{\alpha' \leq \alpha, \beta' \leq \beta} C_{\alpha}^\alpha C_{\beta}^\beta \left( \partial_{\beta'}^{\alpha'} \left( \langle v \rangle^{(\ell-|\beta|)} M^{-q/2} \right) \partial_{\beta'}^{\alpha} \sigma_{M}^{ij} \partial_{\beta' \beta} f, \langle v \rangle^{2(\ell-|\beta|)} M^{-q} \partial_{\beta}^\alpha \partial_{\alpha} f \right)
\]

\[
- 1_{\alpha + \beta > 0} \sum_{0 < \alpha' + \beta' \leq \alpha + \beta} C_{\alpha}^\alpha C_{\beta}^\beta \left( \partial_{\beta'}^{\alpha'} \left( \langle v \rangle^{(\ell-|\beta|)} M^{-q/2} \right) \partial_{\beta'}^{\alpha} \sigma_{M}^{ij} \partial_{\beta' \beta} f, \langle v \rangle^{2(\ell-|\beta|)} M^{-q} \partial_{\beta}^\alpha \partial_{\alpha} f \right)
\]

\[
+ \sum_{\alpha' + \beta' \leq \alpha + \beta} C_{\alpha}^\alpha C_{\beta}^\beta \left( \partial_{\beta'}^{\alpha'} \left( \sigma_{M}^{ij} \frac{(v_j - u_j)(v_j - u_j)}{4RT^2} \right) \partial_{\beta' \beta} f, \langle v \rangle^{2(\ell-|\beta|)} M^{-q} \partial_{\beta}^\alpha \partial_{\alpha} f \right),
\]

(2.8)

where

\[
\left| \langle v \rangle^{(\ell-|\beta|)} M^{-q/2} \partial_{\beta}^\alpha f \right|^2_D = \int_{\mathbb{R}^3} \langle v \rangle^{(\ell-|\beta|)} M^{-q/2} \sigma_{M}^{ij} \partial_{v_i} f \partial_{v_j} f dv + \frac{1}{4RT^2} \int_{\mathbb{R}^3} \langle v \rangle^{(\ell-|\beta|)} M^{-q/2} \sigma_{M}^{ij} (v_i - u_i)(v_j - u_j) f^2 dv.
\]

Noting that \([\rho, u, T]\) satisfies either (1.32) or (1.33), one gets by denoting \(\bar{c} = \max \{c_0, \epsilon_1\}\) that

\[
\left| \langle v \rangle^{(\ell-|\beta|)} M^{-q/2} \partial_{\beta}^\alpha f \right|^2_D \geq \left| \langle v \rangle^{(\ell-|\beta|)} M^{-q/2} \partial_{\beta}^\alpha f \right|^2_D - C \bar{c} \left| \langle v \rangle^{(\ell-|\beta|)} M^{-q/2} \partial_{\beta}^\alpha f \right|^2_D.
\]

Next, by using (1.32) and (1.33) and by performing the similar calculation as in the proof of [55, Lemma 8, pp. 319], we see that the rest terms in the right hand side of (2.8) can be dominated by

\[
(\eta + C \bar{c}) \sum_{\alpha' \leq \alpha} \sum_{|\beta'| = |\beta|} \left| \langle v \rangle^{(\ell-|\beta'|)} M^{-q/2} \partial_{\beta'}^\alpha f \right|^2_D + C(\eta) \sum_{\alpha' \leq \alpha} \sum_{\beta' < |\beta|} \left| \langle v \rangle^{(\ell-|\beta'|)} M^{-q/2} \partial_{\beta'}^\alpha f \right|^2_D,
\]

where \(0 < \eta \ll 1\).

Now for the estimates involving \(K_M\), we first have from (2.1) that

\[
\left( \partial_{\beta}^\alpha K_M f, \langle v \rangle^{2(\ell-|\beta|)} M^{-q/2} \partial_{\beta}^\alpha f \right) = - \left( \partial_{i} \left( \langle v \rangle^{2(\ell-|\beta|)} M^{-q} \partial_{\beta}^\alpha \left\{ M^2 \left( \phi^{ij} * M^2 \left( \partial_{j} f + \frac{v_j - u_j}{2RT} f \right) \right) \right\} \right), \partial_{\beta}^\alpha f \right) + \left( \partial_{i} \left( \langle v \rangle^{2(\ell-|\beta|)} M^{-q} \partial_{\beta}^\alpha \left\{ M^2 \left( \phi^{ij} * M^2 \left( \partial_{j} f + \frac{v_j - u_j}{2RT} f \right) \right) \right\} \right), \partial_{\beta}^\alpha f \right)
\]

\[
+ \left( \langle v \rangle^{2(\ell-|\beta|)} M^{-q} \partial_{\beta}^\alpha \left\{ \frac{v_j - u_j}{2RT} M^2 \phi^{ij} \left( \partial_{j} f + \frac{v_j - u_j}{2RT} f \right) \right\} \right), \partial_{\beta}^\alpha f \right).
\]

Since for any finite \(k \in \mathbb{N}\) and any multi-indices \(\alpha, \alpha', \beta'\), it follows from (1.29) and (1.31) that

\[
\nabla^k \left\{ \langle v \rangle^{(\ell-|\beta|)} M^{-q/2} \right\} M^{1/2} \leq CM^{\frac{k+1}{2}}, \quad \partial_{\beta'}^\alpha \left\{ \frac{v_i - u_i}{2RT} M^2 \phi^{ij} \right\} \leq CM^{\frac{1}{2}},
\]
one has by using the same argument as for obtaining the estimates on \( K \) in [55, Lemma 8, pp. 319] that

\[
\left( \partial_\beta^n K_M f, \langle v \rangle^{2(|\beta| - |\alpha|)} M^{-q} \partial_\beta^n f \right) \\
\leq \left\{ \left| \langle v \rangle^{(\ell - |\beta|)} \partial_\beta^n f \right|_D + \left| \langle v \rangle^{(\ell - |\beta|)} f \right|_{L^2(B_C(0))} \right\} \left| \langle v \rangle^{(\ell - |\beta|)} M^{-q/2} \partial_\beta^n f \right|_D.
\]

Putting the above estimates for \( A_M \) and \( K_M \) together, we see that (2.5) is true. (2.6) can be proved similarly as above.

As for (2.7), applying (2.4), we get

\[
\langle \partial^\alpha L_M f, \partial_\beta^n f \rangle \\
= \langle L_M \partial^\alpha (I - P_M) f, (I - P_M) \partial^\alpha f \rangle + \langle [\partial^\alpha, L_M] (I - P_M) f, \partial^\alpha f \rangle \\
= \langle L_M \partial^\alpha (I - P_M) f, \partial^\alpha (I - P_M) f \rangle + \langle [\partial^\alpha, L_M] (I - P_M) f, \partial^\alpha f \rangle \\
\geq \delta \| \partial^\alpha (I - P_M) f \|^2_D + \langle L_M \partial^\alpha (I - P_M) f, \| \partial^\alpha, L_M \| (I - P_M) f, \partial^\alpha f \rangle \\
+ \langle [\partial^\alpha, L_M] (I - P_M) f, \partial^\alpha f \rangle \\
\geq \delta \| \partial^\alpha (I - P_M) f \|^2_D - C \| \partial^\alpha f \|^2_D + \langle [\partial^\alpha, L_M] (I - P_M) f, \partial^\alpha f \rangle.
\]

Here \( [A, B] = AB - BA \) is the commutator of \( A \) and \( B \).

Noting that if \( \alpha > 0 \), \( \partial^\alpha \) acts on the local Maxwellian \( \mathcal{M} \) at least once in the commutators \([\partial^\alpha, P_M]\), \([\partial^\alpha, L_M]\) and by the definition of the operator \( P_M \), we see that there exists a polynomial \( U(\cdot) \) with \( U(0) = 0 \) such that

\[
\| [\partial^\alpha, P_M] f \|^2_D \lesssim U(\| \nabla_x [\rho, u, T] \|_{W^{[\alpha - 1, \infty]}}) \| P_M f \|_{H^{[\alpha - 1, \infty]}}^2 \\
\lesssim U(\| \nabla_x [\rho, u, T] \|_{W^{[\alpha - 1, \infty]}}) \| f \|_{H^{[\alpha - 1, \infty]}}^2.
\]

Moreover, by using (2.1) and Cauchy-Schwarz’s inequality with \( \varepsilon > 0 \), one gets that

\[
\left| \langle [\partial^\alpha, L_M] (I - P_M) f, \partial^\alpha f \rangle \right| \\
\lesssim U(\| \nabla_x [\rho, u, T] \|_{W^{[\alpha - 1, \infty]}}) \| (I - P_M) f \|_{H^{[\alpha - 1, \infty]}} \| \partial^\alpha f \|_D \\
\lesssim U(\| \nabla_x [\rho, u, T] \|_{W^{[\alpha - 1, \infty]}}) \| (I - P_M) f \|_{H^{[\alpha - 1, \infty]}} \left( \| \partial^\alpha (I - P_M) f \|_D + \| \partial^\alpha P_M f \|_D \right) \\
\lesssim \varepsilon \| \partial^\alpha (I - P_M) f \|_D^2 + U(\| \nabla_x [\rho, u, T] \|_{W^{[\alpha - 1, \infty]}}) \left( \frac{1}{\varepsilon} \| (I - P_M) f \|_{H^{[\alpha - 1, \infty]}}^2 + \varepsilon \| f \|_{H^{[\alpha - 1, \infty]}}^2 \right).
\]

Putting the above estimates together gives (2.7). The proof of Lemma 2.3 is finished. \( \square \)

Recalling that the nonlinear collision operators \( \Gamma \) and \( \Gamma_M \) are defined as

\[
\Gamma(f, g) = \mu^{-\frac{1}{2}} c(\mu^{\frac{3}{2}} f, \mu^{\frac{3}{2}} g)
\]

and

\[
\Gamma_M(f, g) = \mu^{-\frac{1}{2}} c(M^{\frac{3}{2}} f, M^{\frac{3}{2}} g)
\]

respectively, we now state the trilinear estimates on these nonlinear collision operators. The first results is concerned with the trilinear estimates of \( \Gamma \) and \( \Gamma_M \) without velocity weight.

**Lemma 2.4.** It holds that

\[
\left| \langle \partial^\alpha \Gamma(f, g), \partial^\alpha h \rangle \right| \lesssim \sum_{\alpha' + \tilde{\alpha} = \alpha} \left( \| \partial^\alpha f \|_{L^2} \| \partial^\alpha g \|_D + \| \partial^\alpha f \|_D \| \partial^\alpha g \|_{L^2} \right) \| \partial^\alpha h \|_D 
\]

(2.9)

and

\[
\left| \langle \partial^\alpha \Gamma_M(f, g), \partial^\alpha h \rangle \right| 
\]
\[
\lesssim \sum_{\alpha' + \alpha = \alpha} \left( |\varphi^{\alpha'} f|_{L^2} |\partial^\beta g|_{D} + |\varphi^{\alpha'} f|_{D} |\partial^\alpha g|_{L^2} \right) |\partial^\alpha h|_{D}
\]
\[
+ \sum_{\alpha' + \alpha = \alpha} 1_{|\alpha'| \geq 2} \mu(\|\nabla_x [\rho, u, T]\|_{W^{m, \infty}}) \left( |\varphi^{\alpha'} f|_{L^2} |\partial^\beta g|_{D} + |\varphi^{\alpha'} f|_{D} |\partial^\alpha g|_{L^2} \right) |\partial^\alpha h|_{D}.
\]
\]
(2.10)

Here and in the sequel, \(1_{\Omega}\) is the usual indicator function of the set \(\Omega\).

**Proof.** [21, Lemma 3, pp. 406] with \(\theta = 0\) and \(\beta = 0\) gives (2.9). The proof of (2.10) is the same as that of (2.12) below, we omit the details for brevity. This ends the proof of Lemma 2.4. \(\square\)

The following lemma is devoted to the trilinear estimates of the nonlinear operator \(\Gamma\) and \(\Gamma_M\) with weight velocity and velocity derivatives.

**Lemma 2.5.**

(i) For any \(\ell \geq 0\), it holds that
\[
|\langle \partial^\alpha \Gamma(f, g), w_{|\alpha|}^2 \partial^\alpha h \rangle| \leq \sum_{\alpha' \leq \alpha} \left( |\langle v \rangle^{\ell - |\alpha|} \varphi^{\alpha'} f |_{L^2} w_{|\alpha'|}^2 |\partial^\alpha - \alpha' g|_{D} + |\langle v \rangle^{\ell - |\alpha|} \varphi^{\alpha'} f |_{D} w_{|\alpha'|}^2 |\partial^\alpha - \alpha' g|_{L^2} \right) |w_{|\alpha|}^2 \partial^\alpha h|_{D}.
\]
(2.11)

(ii) Let \(q \in [0, 1)\) and \(\ell \geq 0\), it holds that
\[
\left| \left( \langle v \rangle^{(\ell - |\beta'|)} \partial^\alpha f, \|v\|_{W^{q/2}} \partial^\alpha g \right) \right| \leq \sum_{\beta' + \beta' = \beta} \left( |\langle v \rangle^{(\ell - |\beta'|)} \partial^\alpha f |_{L^2} |\langle v \rangle^{(\ell - |\beta'|)} \partial^\alpha g |_{L^2} \right) |\partial^\alpha \Gamma(f, g)|_{D} + \sum_{|\alpha'| \leq |\alpha| - 1} 1_{m \geq 0} \mu(\|\nabla_x [\rho, u, T]\|_{W^{m, \infty}}) \left( |\langle v \rangle^{(\ell - |\beta'|)} \partial^\alpha f |_{L^2} |\langle v \rangle^{(\ell - |\beta'|)} \partial^\alpha g |_{L^2} \right) |\partial^\alpha \Gamma(f, g)|_{D}.
\]
(2.12)

**Proof.** (2.11) directly follows from [55, Lemma 10, pp. 327]. We only prove (2.12) here. To do this, we first denote \(W = \langle v \rangle^{(\ell - |\beta'|)} \partial^\alpha \Gamma(f, g)|_{D}\) for simplicity, then write
\[
\left| \left( \partial^\alpha \Gamma(f, g), W_{|\beta|}^2 \partial^\beta h \right) \right| = \sum_{\alpha' \leq \alpha} G_{\alpha', \alpha''} C_{\beta}^\beta \alpha' G_{\alpha', \alpha'', \beta'},
\]
where \(G_{\alpha', \alpha'', \beta'} = \sum_{i=1}^{6} G_{\alpha', \alpha'', \beta'}^{i} \) with
\[
G_{1}^{\alpha, \alpha', \beta'} = - W^{2} \left( \phi^{ij} \ast \partial^\beta \left\{ \varphi^{\alpha''} \left\{ M_{\beta}^{\frac{1}{2}} \right\} \partial^\alpha - \alpha' \right\} \right) \partial_j \partial^\beta - \alpha' g, \partial^\beta \partial^\beta h,\n\]
\[
G_{2}^{\alpha, \alpha', \beta'} = W^{2} \left( \phi^{ij} \ast \partial^\beta \left\{ \varphi^{\alpha''} \left\{ M_{\beta}^{\frac{1}{2}} \right\} \partial^\alpha - \alpha' \right\} \right) \partial^\beta - \alpha' g, \partial^\beta \partial^\beta h,\n\]
\[
G_{3}^{\alpha, \alpha', \beta'} = - W^{2} \left( \phi^{ij} \ast \partial^\beta \left\{ \varphi^{\alpha''} \left\{ M_{\beta}^{\frac{1}{2}} \right\} \partial^\alpha - \alpha' \right\} \right) \partial^\beta - \alpha' \partial_{j} g, \partial^\beta h,\n\]
\[
G_{4}^{\alpha, \alpha', \beta'} = W^{2} \left( \phi^{ij} \ast \partial^\beta \left\{ \varphi^{\alpha''} \left\{ M_{\beta}^{\frac{1}{2}} \right\} \partial^\alpha - \alpha' \right\} \right) \partial^\beta - \alpha' \partial_{j} g, \partial^\beta h,\n\]
\[
G_{5}^{\alpha, \alpha', \beta'} = - \partial_{j} W^{2} \left( \phi^{ij} \ast \partial^\beta \left\{ \varphi^{\alpha''} \left\{ M_{\beta}^{\frac{1}{2}} \right\} \partial^\alpha - \alpha' \right\} \right) \partial^\beta - \alpha' \partial_{j} g, \partial^\beta h,\n\]
\[
G_{6}^{\alpha, \alpha', \beta'} = - \partial_{j} \partial_{j} W^{2} \left( \phi^{ij} \ast \partial^\beta \left\{ \varphi^{\alpha''} \left\{ M_{\beta}^{\frac{1}{2}} \right\} \partial^\alpha - \alpha' \right\} \right) \partial^\beta - \alpha' \partial_{j} g, \partial^\beta h,\n\]
$$G_{\alpha^\prime,\alpha''}^{\beta\gamma} = \left( \partial_i W^2 \left( \phi^{ij} \partial_{\beta^\prime} \left\{ \partial^{\alpha''} \left\{ M^{\beta} \right\} \partial^{\alpha'-\alpha''} \partial_j f \right\} \right) \partial^{\alpha'-\alpha''} \partial_{\beta^\prime} g, \partial^{\alpha''}_\beta h \right).$$

If $\alpha'' = 0$, since it follows from either (1.32) or (1.33) that

$$\rho \sim 1, \ u \sim 0, \ T \sim T_c,$$

then performing the same calculation as for proving [55, Lemma 10, pp. 327], one sees that all of $G_{\alpha^\prime,\alpha''}^{\beta\gamma} (1 \leq i \leq 6)$ can be controlled by the first part of the right hand side of (2.12).

If $\alpha'' > 0$, using (1.32) or (1.33) again, we get

$$\left| \partial^{\alpha''} M^2 \right| \leq C \left( \left\| \nabla_x [\rho, u, T] \left\|_{W^{[\alpha'']}_{[1, \infty)}} \right. \right) M^3\right.$$

and

$$\left| \partial^{\alpha''} \left\{ M^2 \frac{v_i - u_i}{2RT} \right\} \right| \leq C \left( \left\| \nabla_x [\rho, u, T] \left\|_{W^{[\alpha'']}_{[1, \infty)}} \right. \right) M^3.$$

From the above estimates and by repeating the similar computations as for deriving [55, Lemma 10, pp. 327] again, one sees that all of $G_{\alpha^\prime,\alpha''}^{\beta\gamma} (1 \leq i \leq 6)$ can be bounded by the second part of the right hand side of (2.12). This ends the proof of Lemma 2.5.

Our last lemma in this section is concerned with some estimates related to the difference operator $\mathcal{L}_d$.

**Lemma 2.6.** Let $\rho(t, x), u(t, x)$ and $T(t, x)$ satisfy (1.29) or (1.31), and suppose both (1.32) and (1.33) are valid. Let the weight function $w_i, 0 \leq i \leq s$, be defined in (1.24), then it holds that

$$\left| \left\langle \partial^{\alpha} \mathcal{L}_d [h], w^2_{[\alpha]} \partial^{\alpha} h \right\rangle \right| \lesssim \| \nabla h \|^2_{H^1_D}. \quad (2.13)$$

Moreover, if we set $\sqrt{M} f = \sqrt{\mu} h$, then it holds that

$$\left| \left\langle \partial^{\alpha} \mathcal{L}_d h, \partial^{\alpha} h \right\rangle \right| \lesssim \| (\mathbf{I} - \mathbf{P}) h \|^2_{H^1_D} + \| f \|^2_{H^1_D} \quad (2.14)$$

and

$$(\partial^{\alpha} \mathcal{L}[h], w^2_{[\alpha]} \partial^{\alpha} h) \geq \delta \left( \left| \left\langle w_{[\alpha]} \partial^{\alpha} h \right\rangle \right|^2_D - C \sum_{\alpha' \leq \alpha} \left| \left\langle \partial^{\alpha'} f \right\rangle \right|^2_{L^2_D}. \quad (2.15)$$

**Proof.** By (1.18), we rewrite

$$-\mathcal{L}_d f = \Gamma \left( \frac{M - \mu}{\sqrt{\mu}}, f \right) + \Gamma \left( f, \frac{M - \mu}{\sqrt{\mu}} \right). \quad (2.16)$$

On the other hand, from (1.32) and (1.33), it follows that

$$\left| \partial^{\alpha} M \right| \lesssim \epsilon \mu^{5/3} \quad (2.17)$$

holds for any $\alpha > 0$. Moreover (1.32) and (1.33) together with mean value theorem gives

$$|M - \mu| = \left| \nabla_{[\rho, u, T]} M(\bar{\rho}, \bar{u}, \bar{T}) \cdot (\rho - 1, u, T - T_c) \right| \lesssim \epsilon \mu^{5/6}, \quad (2.18)$$

where $\bar{\rho} \in \min\{\rho, 1\}, \max\{\rho, 1\}, \bar{u}_i \in \min\{u_i, 0\}, \max\{0, u_i\}$ with $1 \leq i \leq 3$ and $\bar{T} \in (T_c, T)$.

Thus, (2.17) and (2.18) yield

$$\left| \partial^{\alpha} \left[ \mu^{-\frac{1}{3}} (M - \mu) \right] \right| \lesssim \epsilon \mu^{\frac{2}{3}}, \quad (2.19)$$

and then (2.13) follows from (2.16), (2.19) and (2.11) in Lemma 2.5. Once (2.13) is proved, (2.14) follows from

$$h = \mu^{-\frac{1}{2}} M^\frac{1}{2} f \quad (2.20)$$
and the fact that
\[ \| \partial^\alpha P [h^\varepsilon] \|^2_D \lesssim \| \partial^\alpha P [h^\varepsilon] \|^2 \lesssim \| f^\varepsilon \|^2_{H^{|\alpha|}}. \] (2.21)

It remains now to prove (2.15). To this end, we have by applying [55, Lemma 9, pp. 323] with \( q = 1/(8 \ln(e + i)) \) that
\[ (\partial^\alpha L h, w_{|\alpha|}^2 \partial^\alpha h) \geq \delta |w_{|\alpha|} \partial^\alpha h|^2_D - C(\eta) |\partial^\alpha h|_{L^2(B(\eta))}. \]
This together with (2.20) gives (2.15). This completes the proof of Lemma 2.6. \( \square \)

3. Hilbert Expansion for the Landau Equation

In this section, we intend to justify the validity of the Hilbert expansion (1.6) for the Cauchy problem (1.1) and (1.4) of the Landau equation (1.1). To this end, the main task is to determine the coefficients \( F_n (0 \leq n \leq 2k - 1) \) and to solve the remainder \( F_R^\varepsilon \) via the equation (1.11) together with the initial datum
\[ f^\varepsilon (0, x, v) = f_0^\varepsilon (x, v) = \varepsilon^{-k} M^{-\frac{1}{2}} \left\{ F_0^\varepsilon (x, v) - \sum_{n=0}^{2k-1} \varepsilon^n F_n,0 (x, v) \right\}. \]

Note that \( h^\varepsilon (0, x, v) = h_0^\varepsilon (x, v) = \mu^{-\frac{1}{2}} M_{[\rho_0, u_0, T_0]}^\varepsilon f_0^\varepsilon (x, v). \)

3.1. The coefficients. Recall that \( F_0 = M_{[\rho, u, T]} \) with \([\rho, u, T]\) being given by Proposition (1.1), thus to obtain the estimates of the coefficients \( F_n \) for all \( 0 \leq n \leq 2k - 1 \) in the expansion (1.6), it suffices to show the following lemma.

Lemma 3.1. Under the condition (1.36), for \( q \in (0, 1) \) and \( \ell \geq 0 \), there exists \( C > 0 \) such that
\[ \sum_{\alpha_0 + |\alpha| + |\beta| \leq N + 4k - 2n + 2} \left| \partial^{\alpha_0} \partial^{\alpha_\beta} \left( \frac{F_n}{\sqrt{M}} \right) \right| \leq C(\varepsilon) - \ell + n + |\beta| M^{\frac{2}{4}}, \quad 1 \leq n \leq 2k - 1. \] (3.1)

Proof. The proof is much similar to that of Lemma 4.1, we thus omit the details for brevity. \( \square \)

Remark 3.1. The main purpose of introducing the velocity derivatives in (3.1) is to obtain the \( L^\infty \) bound of the coefficients \( F_n (t, x, v) \) only, which is further used to prove the nonnegativity of the solutions \( F^\varepsilon (t, x, v) \), see the details given in [22, Appendix, pp. 680]. Similar consideration will be also presented in Lemma 4.1 in Section 4.

3.2. The remainder. Once the coefficients \( F_n (0 \leq n \leq 2k - 1) \) are given as above, we can now turn to determine the remainder \( f^\varepsilon \) through the following Cauchy problem
\[ \begin{cases} (\partial_t + v \cdot \nabla_x) f^\varepsilon + \frac{1}{\varepsilon} L_M [f^\varepsilon] = -f^\varepsilon M^{-\frac{1}{2}} (\partial_t + v \cdot \nabla_x) M^\frac{1}{2} + \varepsilon^{k-1} \Gamma_M (f^\varepsilon, f^\varepsilon) \\ \quad + \sum_{i=1}^{2k-1} \varepsilon^{i-1} \left[ \Gamma_M (M^{-\frac{1}{2}} F_i, f^\varepsilon) + \Gamma_M (f^\varepsilon, M^{-\frac{1}{2}} F_i) \right] + P_0, \quad (3.2) \end{cases} \]
\[ f^\varepsilon (0, x, v) = f_0^\varepsilon (x, v). \]

As we pointed out in the introduction, in order to deduce the estimates of \( f^\varepsilon \), it is necessary to consider \( h^\varepsilon \) which is connected to \( f^\varepsilon \) by \( \sqrt{M} f^\varepsilon = \sqrt{\mu} h^\varepsilon \) and satisfies
\[ \begin{cases} (\partial_t + v \cdot \nabla_x) h^\varepsilon + \frac{1}{\varepsilon} L_M [h^\varepsilon] = -\frac{1}{\varepsilon} L_M [h^\varepsilon] + \varepsilon^{k-1} \Gamma (h^\varepsilon, h^\varepsilon) \\ \quad + \sum_{i=1}^{2k-1} \varepsilon^{i-1} \left[ \Gamma_M (\mu^{-\frac{1}{2}} F_i, h^\varepsilon) + C(\varepsilon, \mu^{-\frac{1}{2}} F_i) \right] + P_1, \quad (3.3) \end{cases} \]
\[ h^\varepsilon (0, x, v) = h_0^\varepsilon (x, v) = \mu^{-\frac{1}{2}} \sqrt{M} f_0^\varepsilon (x, v). \]
In fact, the existence in arbitrary time interval \([0, t_e]\) of (3.2) and (3.3) follows from a local existence in a small time interval and the \emph{a priori} energy estimate as well as a continuation argument. Here, for the sake of simplicity, we only show the \emph{a priori} energy estimate under the \emph{a priori} energy assumption

\[
\sup_{0 \leq t \leq t_e} \mathcal{E}(t) \lesssim \epsilon^{-\frac{1}{2}},
\]

where

\[
\mathcal{E}(t) = \sum_{i=0}^{2} \epsilon^i \left( \left\| \nabla_x^i f^\epsilon(t) \right\|^2 + \epsilon \left\| \nabla_x^i h^\epsilon(t) \right\|^2 \right).
\]

Our first result in this direction is on the energy estimates of \(f^\epsilon\), which can be stated as in the following proposition.

**Proposition 3.1.** Assume that \(f^\epsilon\) and \(h^\epsilon\) are smooth solutions of the system (3.2) and (3.3) in time interval \([0, t_e]\) and satisfy (3.4), then it holds that

\[
\frac{d}{dt} \sum_{i=0}^{2} \epsilon^i \left\| \nabla_x^i f^\epsilon \right\|^2 + \delta \sum_{i=0}^{2} \epsilon^{i-1} \left\| \nabla_x^i (I - P_M) [f^\epsilon] \right\|^2_D
\]

\[
\lesssim \epsilon_0 \left\| (I - P_M) [f^\epsilon] \right\|_{H^0}^2 + \epsilon_0 \sum_{i=0}^{2} \epsilon^i \left\| f^\epsilon \right\|_{H^i}^2 + C_{\epsilon_0} \exp \left( -\frac{\epsilon_0}{8RT_c^2 \sqrt{\epsilon}} \right) \left\| h^\epsilon \right\|_{H^2}^2 + \sum_{i=0}^{2} \epsilon^{2k+3+i}. \tag{3.5}
\]

To prove Proposition 3.1, the trouble term is the velocity cubic growth \(M^{-\frac{1}{2}} (\partial_t + v \cdot \nabla_x) M^{\frac{1}{2}}\). Our strategy to overcome this difficulty is to use \(M^{-\frac{1}{2}} \mu^{\frac{1}{2}}\) to absorb such a growth. To illustrate this and make our presentation clear, we conclude the corresponding estimates in the following lemma.

**Lemma 3.2.** Assume that \(f^\epsilon\) and \(h^\epsilon\) are smooth solutions of the system (3.2) and (3.3) in time interval \([0, t_e]\), it holds for each \(i = 0, 1, 2\) that

\[
\left| \left\langle \nabla_x^i \left( f^\epsilon M^{-\frac{1}{2}} (\partial_t + v \cdot \nabla_x) M^{\frac{1}{2}} \right), \nabla_x^j f^\epsilon \right\rangle \right|
\]

\[
\lesssim \epsilon_0 \left\| f^\epsilon \right\|_{H^i}^2 + \sum_{j=0}^{i} \frac{\epsilon_0}{\epsilon^{(i+1-j)}} \left\| \nabla_x^j (I - P_M) [f^\epsilon] \right\|_{D}^2 \tag{3.6}
\]

\[+ C_{\epsilon_0} \exp \left( -\frac{\epsilon_0}{8RT_c^2 \sqrt{\epsilon}} \right) \left\| h^\epsilon \right\|_{H^i}^2.
\]

**Proof.** First of all, from (1.29), it follows that

\[
\left| \left\langle \nabla_x^i \left( f^\epsilon M^{-\frac{1}{2}} (\partial_t + v \cdot \nabla_x) M^{\frac{1}{2}} \right), \nabla_x^j f^\epsilon \right\rangle \right|
\]

\[
\lesssim \sum_{j=0}^{i} U \left( \parallel \nabla_x [p, u, T] \parallel_{W^{i,j,\infty}} \right) \left\| \langle v \rangle^{3/2+2j} \nabla_x^j f^\epsilon \right\| \left\| \langle v \rangle^{3/2} \nabla_x^i f^\epsilon \right\| \tag{3.7}
\]

\[+ \sum_{j=0}^{i} \epsilon_0 \left\| \langle v \rangle^{3/2+2(i-j)} \nabla_x^j f^\epsilon \right\| \left\| \langle v \rangle^{3/2} \nabla_x^i f^\epsilon \right\| \cdot
\]

In order to eliminate the velocity growth in the right hand side of (3.7), we divide the domain of the \(v\)-integration \(P_v^3\) into \(\epsilon\)-dependent low velocity part and high velocity part, so that the microscopic and macroscopic component of the low velocity part can be bounded by \(\frac{1}{\epsilon} \parallel \partial^2_x (I - P_M) [f^\epsilon] \parallel_{D}^2\) and \(\parallel f^\epsilon \parallel_{H^i}^2\) respectively, while the high velocity part can be bounded
by \(\|h^\varepsilon\|^2_{H^s}\) due to the choice of \(T_c\) in the global Maxwellian \(\mu\). More specifically, by (1.32), one has for suitably small \(\epsilon_0 > 0\),

\[
M^{-\frac{1}{2}}\mu^\frac{1}{2} = \left(\frac{1}{\rho}\right)^\frac{1}{2} \left(\frac{T}{T_c}\right)^{3/2} \exp\left(\frac{(T - T_c)|v|^2}{4RTT_c} + \frac{v \cdot u}{2RT} + \frac{|u|^2}{4RT}\right)
\]

\[
\lesssim \exp\left(-\frac{(T - T_c)|v|^2}{8RTT_c}\right) \lesssim C_{\epsilon_0} \exp\left(-\frac{\epsilon_0|v|^2}{16RT_c^2}\right),
\]

which further implies that

\[
|\nabla_x^i f^\varepsilon| = |\nabla_x^i (M^{-\frac{1}{2}}\mu^\frac{1}{2} h^\varepsilon)| \lesssim C_{\epsilon_0} \sum_{j=0}^i |\nabla_x^j h^\varepsilon| \exp\left(-\frac{\epsilon_0|v|^2}{16RT_c^2}\right).
\]

Thus we get from (3.8) that

\[
\sum_{j=0}^i \left\| \langle v \rangle^{3/2+2(i-j)} \nabla_x^j f^\varepsilon \right\|^2 \\
\lesssim \sum_{j=0}^i \int_{\mathbb{R}^3} \int \langle v \rangle^{4(i+1-j)} f^\varepsilon \nabla_x^j \left| f^\varepsilon \right|^2 \, dv \, dx \\
+ \sum_{j=0}^i \int_{\mathbb{R}^3} \int \langle v \rangle^{4(i+1-j)} f^\varepsilon \nabla_x^j \left| f^\varepsilon \right|^2 \, dv \, dx \\
\lesssim \sum_{j=0}^i \left\| \langle v \rangle^{3/2+2(i-j)} \nabla_x^j \left( f^\varepsilon \mathbf{P}_M \right) \right\|^2 + \sum_{j=0}^i \frac{1}{\epsilon^{(i+1-j)}} \left\| \nabla_x^j (\mathbf{I} - \mathbf{P}_M) \right\|^2_D \(3.9\)
\]

\[
+ \sum_{j=0}^i C_{\epsilon_0} \int_{\mathbb{R}^3} \int \langle v \rangle^{4(i+1-j)} f^\varepsilon \exp\left(-\frac{\epsilon_0|v|^2}{8T_c^2}\right) \left| h^\varepsilon \right|^2 \, dv \, dx \\
\lesssim \sum_{j=0}^i \left\| f^\varepsilon \right\|^2_{H^j} + \sum_{j=0}^i \frac{1}{\epsilon^{(i+1-j)}} \left\| \nabla_x^j (\mathbf{I} - \mathbf{P}_M) \right\|^2_D \\
+ C_{\epsilon_0} \exp\left(-\frac{\epsilon_0}{8RT_c^2 \sqrt{\varepsilon}}\right) \left\| h^\varepsilon \right\|^2_{H^j}.
\]

\[
\left\| \langle v \rangle^{3/2} \nabla_x^i f^\varepsilon \right\| \text{ enjoys the same bound as above. This completes the proof of Lemma 3.2.}
\]

Now we turn to prove Proposition 3.1 with the aid of Lemmas 2.3, 2.4 and 3.2.

**Proof.** The proof is divided into the following three steps.

**Step 1. Zeroth order energy estimate on \(f^\varepsilon\).** In this step we deduce the zeroth order energy estimate on \(f^\varepsilon\). In fact, we can obtain that

\[
\frac{d}{dt} \left\| f^\varepsilon \right\|^2 + \frac{\delta}{\varepsilon} \left\| (\mathbf{I} - \mathbf{P}_M) [f^\varepsilon] \right\|^2_D \lesssim \epsilon_0 \left\| f^\varepsilon \right\|^2 + C_{\epsilon_0} \exp\left(-\frac{\epsilon_0}{8RT_c^2 \sqrt{\varepsilon}}\right) \left\| h^\varepsilon \right\|^2 + \varepsilon^{2k+3}. \(3.10\)
\]

To this end, we take the \(L^2\) inner product of \(f^\varepsilon\) and (1.11) and use (2.4) to get that

\[
\frac{1}{2} \frac{d}{dt} \left\| f^\varepsilon \right\|^2 + \frac{\delta}{\varepsilon} \left\| (\mathbf{I} - \mathbf{P}_M) [f^\varepsilon] \right\|^2_D \leq \left| \left\langle f^\varepsilon M^{-\frac{1}{2}} \left( \partial_t + v \cdot \nabla_x \right) M^{\frac{1}{2}}, f^\varepsilon \right\rangle \right| + \varepsilon^{k-1} \left| \left\langle \Gamma_M (f^\varepsilon, f^\varepsilon), f^\varepsilon \right\rangle \right| \(3.11\)
\]
In this step, we proceed to derive the

\[ + \sum_{i=1}^{2k-1} \varepsilon^{i-1} |\langle [\Gamma_M(M^{-\frac{1}{2}}F_i, f^\varepsilon) + \Gamma_M(f^\varepsilon, M^{-\frac{1}{2}}F_i), f^\varepsilon \rangle | + |\langle P_0, f^\varepsilon \rangle |. \]

We now turn to estimate terms on the R.H.S. of (3.11) term by term.

From (3.6) in Lemma 3.2, one sees that the first term on the R.H.S. of (3.11) can be dominated by

\[ \frac{C\varepsilon_0}{\varepsilon} \| (I - P_M)[f^\varepsilon] \|_D^2 + C\varepsilon_0 \| f^\varepsilon \|_D^2 + C\varepsilon_0 \exp \left( -\frac{\varepsilon_0}{8RT^2 \sqrt{\varepsilon}} \right) \| h^\varepsilon \|_D^2. \]

For the second term on the R.H.S. of (3.11), noting that for \( k \geq 3 \), we can deduce from the \textit{a priori} assumption (3.4) that

\[ \varepsilon^{k-1} \| f^\varepsilon \|_{H^2} \lesssim \varepsilon^{\frac{1}{2}}, \]

thus we can get by (2.10) that

\[ \varepsilon^{k-1} |\langle \Gamma_M(f^\varepsilon, f^\varepsilon), f^\varepsilon \rangle | = \varepsilon^{k-1} |\langle \Gamma_M(f^\varepsilon, f^\varepsilon), (I - P_M)[f^\varepsilon] \rangle | \]

\[ \lesssim \varepsilon^{k-1} \int_{\mathbb{R}^3} |f^\varepsilon|_L^2 |f^\varepsilon|_D |(I - P_M)[f^\varepsilon]|_D \]

\[ \lesssim \varepsilon^{k-1} \| f^\varepsilon \|_{H^2} \left( \| (I - P_M)[f^\varepsilon] \|_D + \| P_M[f^\varepsilon] \|_D \right) \| (I - P_M)[f^\varepsilon] \|_D \]

\[ \lesssim \varepsilon^{\frac{1}{2}} \| (I - P_M)[f^\varepsilon] \|_D + \varepsilon^{\frac{1}{2}} \| P_M[f^\varepsilon] \|_D^2 \]

\[ \lesssim \varepsilon^{\frac{1}{2}} \| (I - P_M)[f^\varepsilon] \|_D + \varepsilon \| f^\varepsilon \|_D^2. \]

For the third term on the R.H.S. of (3.11), we get from (3.1) that

\[ \sum_{i=1}^{2k-1} \varepsilon^{i-1} |\langle \left[ \Gamma_M(M^{-\frac{1}{2}}F_i, f^\varepsilon) + \Gamma_M(f^\varepsilon, M^{-\frac{1}{2}}F_i) \right], f^\varepsilon \rangle | \]

\[ \lesssim \frac{o(1)}{\varepsilon} \| (I - P_M)[f^\varepsilon] \|_D^2 + \varepsilon \left( \| f^\varepsilon \|_D^2 + \varepsilon \| f^\varepsilon \|_D^2 \right) \]

\[ \lesssim \frac{o(1)}{\varepsilon} \| (I - P_M)[f^\varepsilon] \|_D^2 + \varepsilon \| f^\varepsilon \|_D^2. \]

For the last term on the R.H.S. of (3.11), using Cauchy’s inequality, we have

\[ |\langle P_0, f^\varepsilon \rangle | \lesssim \frac{o(1)}{\varepsilon} \| (I - P_M)[f^\varepsilon] \|_D^2 + \varepsilon \sum_{i+j \geq 2k+1} \epsilon_{ij} 2k-1 \| F_i \|_{H^2} \| F_j \|_D \]

\[ \lesssim \frac{o(1)}{\varepsilon} \| (I - P_M)[f^\varepsilon] \|_D^2 + \varepsilon^{2k+3}. \]

Finally, substituting the above estimates into (3.11) gives (3.10).

\textbf{Step 2. Estimates on the first order derivative of \( f^\varepsilon \).} In this step, we proceed to derive the estimate of \( \nabla_x f^\varepsilon \). For results in this direction, we have

\[ \frac{d}{dt} (\varepsilon \| \nabla_x f^\varepsilon \|_D^2) + \delta \| \nabla_x (I - P_M)[f^\varepsilon] \|_D^2 \]

\[ \lesssim \frac{\varepsilon_0}{\varepsilon} \| (I - P_M)[f^\varepsilon] \|_D^2 + \varepsilon_0 \left( \| f^\varepsilon \|_D^2 + \varepsilon \| f^\varepsilon \|_{H^1}^2 \right) \]

\[ + C\varepsilon_0 \exp \left( \frac{-\varepsilon_0}{8RT^2 \sqrt{\varepsilon}} \right) \left( \| \nabla_x h^\varepsilon \|_D^2 + \| h^\varepsilon \|_D^2 \right) + \varepsilon^{2k+4}. \]
To prove (3.13), we have by applying $\partial_x^\alpha (1 \leq |\alpha| \leq 2)$ to (1.11) that
\[
(\partial_t + v \cdot \nabla) \partial_x^\alpha \mathcal{E}^\varepsilon + \frac{1}{\varepsilon} \varepsilon \mathcal{L}_M[\mathcal{E}^\varepsilon] \\
= - \partial_x^\alpha \left( \mathcal{E}^\varepsilon \mathcal{M}^{-\frac{1}{2}} (\partial_t + v \cdot \nabla_x) \mathcal{M}^{\frac{1}{2}} \right) + \varepsilon^{k-1} \partial_x^\alpha \Gamma_M(\mathcal{E}^\varepsilon, \mathcal{E}^\varepsilon) \\
+ \sum_{i=1}^{2k-1} \varepsilon^{i-1} \left[ \partial_x^\alpha \Gamma_M(\mathcal{M}^{-\frac{1}{2}} \mathcal{F}_i, \mathcal{E}^\varepsilon) + \partial_x^\alpha \Gamma_M(\mathcal{E}^\varepsilon, \mathcal{M}^{-\frac{1}{2}} \mathcal{F}_i) \right] + \partial_x^\alpha \mathcal{P}_0.
\]

Letting $|\alpha| = 1$, we take the inner product of (3.14) with $\partial_x^\alpha \mathcal{E}^\varepsilon$ to obtain
\[
\frac{1}{2} \frac{d}{dt} \| \nabla_x \mathcal{E}^\varepsilon \|^2 + \frac{1}{\varepsilon} \langle \nabla_x \mathcal{L}_M[\mathcal{E}^\varepsilon], \nabla_x \mathcal{E}^\varepsilon \rangle \\
\leq \left| \left\langle \nabla_x \left( \mathcal{E}^\varepsilon \mathcal{M}^{-\frac{1}{2}} (\partial_t + v \cdot \nabla_x) \mathcal{M}^{\frac{1}{2}} \right), \nabla_x \mathcal{E}^\varepsilon \right\rangle \right| + \varepsilon^{k-1} \left| \left\langle \nabla_x \Gamma_M(\mathcal{E}^\varepsilon, \mathcal{E}^\varepsilon), \nabla_x \mathcal{E}^\varepsilon \right\rangle \right| \\
+ \sum_{i=1}^{2k-1} \varepsilon^{i-1} \left| \left\langle \nabla_x \Gamma_M(\mathcal{M}^{-\frac{1}{2}} \mathcal{F}_i, \mathcal{E}^\varepsilon) + \nabla_x \Gamma_M(\mathcal{E}^\varepsilon, \mathcal{M}^{-\frac{1}{2}} \mathcal{F}_i), \nabla_x \mathcal{E}^\varepsilon \right\rangle \right| + \left| \left\langle \nabla_x \mathcal{P}_0, \nabla_x \mathcal{E}^\varepsilon \right\rangle \right|.
\]

For the second term on the L.H.S of (3.15), it follows from (2.7) that
\[
\frac{1}{\varepsilon} \langle \nabla_x \mathcal{L}_M[\mathcal{E}^\varepsilon], \nabla_x \mathcal{E}^\varepsilon \rangle \\
\geq \frac{3\delta}{4\varepsilon} \| \nabla_x (I - \mathcal{P}_M)[\mathcal{E}^\varepsilon] \|_{L^2}^2 - C\varepsilon_0 \left( 1 + \frac{1}{\varepsilon^2} \| (I - \mathcal{P}_M)[\mathcal{E}^\varepsilon] \|_{H^1}^2 \right) + \frac{1}{\varepsilon} \| \mathcal{E}^\varepsilon \|^2.
\]

We now control the terms on the R.H.S. of (3.15). For the first term on the R.H.S. of (3.15), from (3.6) with $i = 1$, it follows
\[
\left| \left\langle \nabla_x \left( \mathcal{E}^\varepsilon \mathcal{M}^{-\frac{1}{2}} (\partial_t + v \cdot \nabla_x) \mathcal{M}^{\frac{1}{2}} \right), \nabla_x \mathcal{E}^\varepsilon \right\rangle \right| \\
\lesssim \varepsilon_0 \| \mathcal{E}^\varepsilon \|^2_H + \frac{1}{\varepsilon^2} \| \nabla_x (I - \mathcal{P}_M)[\mathcal{E}^\varepsilon] \|_{L^2}^2 + \frac{1}{\varepsilon^2} \| (I - \mathcal{P}_M)[\mathcal{E}^\varepsilon] \|_{L^2}^2 \\
+ C\varepsilon_0 \exp \left( - \frac{1}{8RT^2} \right) \left( \| \nabla_x \mathcal{E}^\varepsilon \|^2 + \| \mathcal{E}^\varepsilon \|^2 \right).
\]

For the second term on the R.H.S. of (3.15), we use (2.10) and (3.12) to obtain
\[
\varepsilon^{k-1} \left| \left\langle \nabla_x \Gamma_M(\mathcal{E}^\varepsilon, \mathcal{E}^\varepsilon), \nabla_x \mathcal{E}^\varepsilon \right\rangle \right| \\
\lesssim \varepsilon^{k-1} \| \mathcal{E}^\varepsilon \|_{H^1} \left( \| \nabla_x (I - \mathcal{P}_M)[\mathcal{E}^\varepsilon] \|_{L^2} + \| \nabla_x \mathcal{P}_M[\mathcal{E}^\varepsilon] \|_{L^2} \right) \left( \| \nabla_x (I - \mathcal{P}_M)[\mathcal{E}^\varepsilon] \|_{L^2} + \varepsilon_0 \| \mathcal{E}^\varepsilon \| \right) \\
+ \varepsilon_0 \varepsilon^{\frac{3}{2}} \left( \| (I - \mathcal{P}_M)[\mathcal{E}^\varepsilon] \|_{L^2} + \| \mathcal{E}^\varepsilon \| \right) \left( \| \nabla_x (I - \mathcal{P}_M)[\mathcal{E}^\varepsilon] \|_{L^2} + \| \mathcal{E}^\varepsilon \|_{H^1} \right) \\
\lesssim \| \nabla_x (I - \mathcal{P}_M)[\mathcal{E}^\varepsilon] \|_{L^2}^2 + \| (I - \mathcal{P}_M)[\mathcal{E}^\varepsilon] \|_{L^2}^2 + \varepsilon_0 \left( \| \mathcal{E}^\varepsilon \|^2 + \varepsilon \| \mathcal{E}^\varepsilon \|^2_{H^1} \right).
\]

For the third term on the R.H.S. of (3.15), in view of (2.10) and (3.1), we have
\[
\sum_{i=1}^{2k-1} \varepsilon^{i-1} \left| \left\langle \nabla_x \Gamma_M(\mathcal{M}^{-\frac{1}{2}} \mathcal{F}_i, \mathcal{E}^\varepsilon) + \nabla_x \Gamma_M(\mathcal{E}^\varepsilon, \mathcal{M}^{-\frac{1}{2}} \mathcal{F}_i), \nabla_x \mathcal{E}^\varepsilon \right\rangle \right| \\
\lesssim \left( \| \mathcal{E}^\varepsilon \|_{H^1} + \| \mathcal{E}^\varepsilon \|_{H^1} \right) \left( \| \nabla_x (I - \mathcal{P}_M)[\mathcal{E}^\varepsilon] \|_{L^2} + \| \nabla_x \mathcal{P}_M[\mathcal{E}^\varepsilon] \|_{L^2} \right) \\
+ \varepsilon_0 \| \mathcal{E}^\varepsilon \| + \| \mathcal{E}^\varepsilon \|_{L^2} \left( \| \nabla_x (I - \mathcal{P}_M)[\mathcal{E}^\varepsilon] \|_{L^2} + \| \mathcal{E}^\varepsilon \|_{H^1} \right) \\
\lesssim \frac{1}{\varepsilon} \| \nabla_x (I - \mathcal{P}_M)[\mathcal{E}^\varepsilon] \|_{L^2}^2 + \| (I - \mathcal{P}_M)[\mathcal{E}^\varepsilon] \|_{L^2}^2 + \varepsilon_0 \| \mathcal{E}^\varepsilon \|_{H^1}^2.
\]
Similarly, for the last term on the R.H.S. of (3.15), one gets from (2.10) and (3.1) that
\[
\left| \langle \nabla_x P_0, \nabla_x f^\varepsilon \rangle \right| \lesssim \frac{\varepsilon_0}{\varepsilon} \|\nabla_x (I - P_M)[f^\varepsilon]\|_D^2 + \frac{\varepsilon_0}{\varepsilon} \|\nabla_x (I - P_M)[f^\varepsilon]\|_D^2 + \frac{\varepsilon_0}{\varepsilon} \|f^\varepsilon\|_D^2 + \varepsilon^{2k+3}.
\]

Finally, plugging the estimates above into (3.15) and multiplying the resulting inequality by \(\varepsilon\) gives (3.13).

**Step 3. Estimates on the second order derivative of \(f^\varepsilon\).** In this step, we intend to derive the energy estimates on \(\partial^2 f^\varepsilon\) for \(|\alpha| = 2\). For results in this direction, we have
\[
\frac{d}{dt} (\varepsilon^2 \|\nabla_x^2 f^\varepsilon\|^2) + \delta \varepsilon \|\nabla_x^2 (I - P_M)[f^\varepsilon]\|_D^2 \lesssim \varepsilon_0 \|\nabla_x (I - P_M)[f^\varepsilon]\|_D^2 + \varepsilon \|f^\varepsilon\|_D^2 + \varepsilon \|f^\varepsilon\|^2 + C_\varepsilon \exp \left( - \frac{\varepsilon_0}{8RT_{\varepsilon} \sqrt{\varepsilon}} \right) \|h^\varepsilon\|_D^2 + \varepsilon^{2k+5}.
\]

To prove (3.16), we first get from (3.14) with \(|\alpha| = 2\) that
\[
\frac{1}{2} \frac{d}{dt} \|\nabla_x^2 f^\varepsilon\|^2 + \frac{1}{\varepsilon} \left( \langle \nabla_x \mathcal{L}_M[f^\varepsilon], \nabla_x f^\varepsilon \rangle \right) \lesssim \varepsilon_0 \|\nabla_x (I - P_M)[f^\varepsilon]\|_D^2 + \|\nabla_x f^\varepsilon\|_D^2 + \varepsilon \|f^\varepsilon\|_D^2 + \frac{\varepsilon_0}{\varepsilon} \|f^\varepsilon\|^2 + C_\varepsilon \exp \left( - \frac{\varepsilon_0}{8RT_{\varepsilon} \sqrt{\varepsilon}} \right) \|h^\varepsilon\|_D^2.
\]
We now turn to estimate the terms on the R.H.S. of (3.17) separately. For the first term on the R.H.S. of (3.17), we get from (3.6) with \(i = 2\) that
\[
\left| \langle \nabla_x^2 \left( f^\varepsilon \mathcal{M}(M^{-\frac{1}{2}}(\partial_t + v \cdot \nabla_x) M^{\frac{1}{2}}) \right), \nabla_x^2 f^\varepsilon \rangle \right| \lesssim \varepsilon_0 \|f^\varepsilon\|_D^2 + \frac{\varepsilon_0}{\varepsilon} \|\nabla_x (I - P_M)[f^\varepsilon]\|_D^2 + \frac{\varepsilon_0}{\varepsilon} \|\nabla_x f^\varepsilon\|_D^2 + \frac{\varepsilon_0}{\varepsilon} \|f^\varepsilon\|^2 + C_\varepsilon \exp \left( - \frac{\varepsilon_0}{8RT_{\varepsilon} \sqrt{\varepsilon}} \right) \|h^\varepsilon\|_D^2.
\]
For second term on the R.H.S. of (3.17), we can obtain by using (2.10) and (3.12) as well as Sobolev’s inequalities that
\[
\varepsilon^{k-1} \left| \left( \nabla_x^2 \Gamma_M(f^\varepsilon, f^\varepsilon), \nabla_x^2 f^\varepsilon \right) \right| \lesssim \varepsilon^{k-1} \int_{\mathbb{R}^3} \left( \|\nabla_x^2 f^\varepsilon\|_D f^\varepsilon \right) \|f^\varepsilon\|_D \|f^\varepsilon\|_D + \|\nabla_x f^\varepsilon\|_D \|\nabla_x f^\varepsilon\|_D \|f^\varepsilon\|_D \times \left( \|\nabla_x^2 (I - P_M)[f^\varepsilon]\|_D + \|\nabla_x^2 P_M[f^\varepsilon]\|_D \right)
\]
\[
+ \varepsilon_0 \varepsilon^{k-1} \|f^\varepsilon\|_H^2 \left( \|\nabla_x^2 (I - P_M)[f^\varepsilon]\|_H^2 + \|\nabla_x f^\varepsilon\|_H^2 \right) \left( \|\nabla_x^2 (I - P_M)[f^\varepsilon]\|_D + \|\nabla_x^2 P_M[f^\varepsilon]\|_D \right)
\]
\[
+ \varepsilon_0 \varepsilon^{k-1} \left( \|\nabla_x^2 (I - P_M)[f^\varepsilon]\|_H^2 + \|f^\varepsilon\|_H^2 \right) \left( \|\nabla_x^2 (I - P_M)[f^\varepsilon]\|_D + \|f^\varepsilon\|_H^2 \right) + \varepsilon_0 \varepsilon^{k-1} \left( \|\nabla_x^2 (I - P_M)[f^\varepsilon]\|_H^2 + \|f^\varepsilon\|_H^2 \right) \left( \|\nabla_x^2 (I - P_M)[f^\varepsilon]\|_D + \|f^\varepsilon\|_H^2 \right)
\]
In this step, we deduce the basic energy estimate of \( h^\varepsilon \) into two steps.

Proposition 3.2. Assume that \( f^\varepsilon \) and \( h^\varepsilon \) are smooth solutions of the system (3.2) and (3.3) in time interval \([0, t_0]\) and satisfy (3.4), then it holds that

\[
\frac{d}{dt} \sum_{i=0}^{2} \left( \varepsilon^{i+1} ||\nabla_x h^\varepsilon||^2 + \delta \sum_{i=0}^{2} \varepsilon^i ||\nabla_x (I - P)[h^\varepsilon]||^2_D \right) \lesssim \varepsilon_0 \sum_{i=0}^{2} \varepsilon^i ||(I - P)[h^\varepsilon]||^2_{H^2_d} + \varepsilon_0 \sum_{i=0}^{2} \varepsilon^i ||f^\varepsilon||^2_{H^1} + \sum_{i=0}^{2k+3} \varepsilon^{2k+3+2i}.
\]

Proof. The proof of Proposition 3.18 is easier than that of Proposition 3.1, since the operators we will deal with are perturbations of the global Maxwellian \( \mu \). Our proof is divided into two steps.

Step 1. Basic Energy Estimate of \( h^\varepsilon \). In this step, we deduce the basic \( L^2 \) estimates of \( h^\varepsilon \). For results in this direction, we have

\[
\frac{d}{dt} \left( \varepsilon ||h^\varepsilon||^2 + \frac{\delta}{\varepsilon} ||(I - P)[h^\varepsilon]||^2_D \right) \lesssim \varepsilon_0 ||f^\varepsilon||^2 + \varepsilon^{2k+3}.
\]
For the first term on the R.H.S. of (3.20), by (2.14), we have
\[
\frac{1}{\varepsilon} \left| \langle [\mathcal{L}_d, h^\varepsilon], h^\varepsilon \rangle \right| \lesssim \frac{\varepsilon_0}{\varepsilon} \left( \| (I - P) [h^\varepsilon] \|_D^2 + \| f^\varepsilon \|_D^2 \right).
\]

Next, note that for \( k \geq 3 \),
\[
\varepsilon^{k-1} \| h^\varepsilon \|_{H^2} \lesssim 1 \tag{3.21}
\]
by (3.4), using this and (2.9), we see that the second term on the R.H.S. of (3.20) can be dominated by
\[
\varepsilon^{k-1} \left| \langle \Gamma(h^\varepsilon, h^\varepsilon), h^\varepsilon \rangle \right| \lesssim \varepsilon^{k-1} \int_{\mathbb{R}^3} |h^\varepsilon|_{L^2} |h^\varepsilon|_D \| (I - P) [h^\varepsilon] \|_D \\
\lesssim \varepsilon^{k-1} \| h^\varepsilon \|_{H^2} \left( \| (I - P) [h^\varepsilon] \|_D + \| P[h^\varepsilon] \|_D \right) \| (I - P) [h^\varepsilon] \|_D \\
\lesssim \| (I - P) [h^\varepsilon] \|_D^2 + \| P[h^\varepsilon] \|_D^2 \lesssim \| (I - P) [h^\varepsilon] \|_D^2 + \| f^\varepsilon \|_D^2.
\]
It should be pointed out that we always bound \( P[h^\varepsilon] \) by \( f^\varepsilon \) so that the \( \varepsilon \)-singularity of \( P[h^\varepsilon] \) can be avoid.

For the third term on the R.H.S. of (3.20), from (2.9) and (3.1), it follows that
\[
\sum_{i=1}^{2k-1} \varepsilon^{i-1} \left| \langle \Gamma(\mu^{-\frac{i}{2}} F_i, h^\varepsilon) + \Gamma(h^\varepsilon, \mu^{-\frac{i}{2}} F_i), h^\varepsilon \rangle \right| \\
\lesssim \| (I - P) [h^\varepsilon] \|_D^2 + \varepsilon \left( \| f^\varepsilon \|_D^2 + \| f^\varepsilon \|_D^2 \right) \\
\lesssim \frac{o(1)}{\varepsilon} \| (I - P) [h^\varepsilon] \|_D^2 + \varepsilon \| f^\varepsilon \|_D^2.
\]
Finally, for the last term on the R.H.S. of (3.20), using Cauchy’s inequality, we have
\[
\left| \langle p_1, h^\varepsilon \rangle \right| \lesssim \frac{o(1)}{\varepsilon} \| (I - P) [h^\varepsilon] \|_D^2 + \varepsilon \sum_{i+j \geq 2k+1} \varepsilon^{2(i+j-k)} \| F_i \|_H^2 \| F_j \|_D^2 \\
\lesssim \frac{o(1)}{\varepsilon} \| (I - P) [h^\varepsilon] \|_D^2 + \varepsilon^{2k+3}.
\]
Substituting the above estimates into (3.20) and multiplying the resulting inequality by \( \varepsilon \) give (3.19).

**Step 2. Higher order energy estimates of \( h^\varepsilon \).** In this step, we shall deduce the \( H^2 \) estimate of \( h^\varepsilon \), our results in this direction can be summarized as follows
\[
\frac{d}{dt} \left( \varepsilon^2 \| \nabla_x h^\varepsilon \|_D^2 \right) + \varepsilon \| \nabla_x (I - P) [h^\varepsilon] \|_D^2 \lesssim \varepsilon_0 \varepsilon \| (I - P) [h^\varepsilon] \|_D^2 + \varepsilon_0 \varepsilon \| f^\varepsilon \|_{H^1}^2 + \varepsilon^{2k+5} \tag{3.22}
\]
and
\[
\frac{d}{dt} \left( \varepsilon^2 \| \nabla_x^2 h^\varepsilon \|_D^2 \right) + \varepsilon^2 \| \nabla_x^2 (I - P) [h^\varepsilon] \|_D^2 \lesssim \varepsilon_0 \varepsilon^2 \left( \| (I - P) [h^\varepsilon] \|_{H^1}^2 + \| f^\varepsilon \|_{H^2}^2 \right) + \varepsilon^{2k+6}. \tag{3.23}
\]
For brevity, we only prove (3.23), since (3.22) can be shown similarly. To do this, applying \( \partial_x^{|\alpha|} \) with \( |\alpha| = 2 \) to (1.16) and using (2.3), one has
\[
\frac{1}{2} \frac{d}{dt} \| \nabla_x^2 h^\varepsilon \|_D^2 + \varepsilon \| \nabla_x (I - P) [h^\varepsilon] \|_D^2 \\
\lesssim \frac{1}{\varepsilon} \left( \langle \nabla_x^2 L_d [h^\varepsilon], \nabla_x^2 h^\varepsilon \rangle \right) + \varepsilon^{k-1} \left| \langle \nabla_x^2 \Gamma(h^\varepsilon, h^\varepsilon), \nabla_x^2 h^\varepsilon \rangle \right| \tag{3.24}
\]
We now turn to compute the R.H.S. of \((3.24)\) term by term. For the first term on the R.H.S. of \((3.24)\), in light of \((2.14)\), one has
\[
\frac{1}{\varepsilon} |\langle \nabla_x^2 \mathcal{L} (h^\varepsilon), \nabla_x^2 h^\varepsilon \rangle | \lesssim \frac{\varepsilon_0}{\varepsilon} (\| (I - P) [h^\varepsilon] \|^2_{H^2_D} + \| f^\varepsilon \|^2_{H^2}).
\]

For second term on the R.H.S. of \((3.24)\), by \((2.21), (2.9), (3.21)\) and Sobolev’s inequalities, we have
\[
\varepsilon^{k-1} |\langle \nabla_x^2 \Gamma (h^\varepsilon, h^\varepsilon), \nabla_x^2 h^\varepsilon \rangle | \\
\lesssim \varepsilon^{k-1} \int_{\mathbb{R}^3} \left( |\nabla_x^2 h^\varepsilon|_{L^2} |h^\varepsilon|_D + |h^\varepsilon|_{L^2} |\nabla_x^2 h^\varepsilon|_D + |\nabla_x h^\varepsilon|_{L^2} |\nabla_x h^\varepsilon|_D \right) (I - P) [\nabla_x^2 h^\varepsilon]_D \\
\lesssim \varepsilon^{k-1} \| h^\varepsilon \|_{H^2} \| \nabla_x^2 h^\varepsilon \|_D (I - P) [\nabla_x^2 h^\varepsilon]_D \\
\lesssim \| (I - P) [\nabla_x^2 h^\varepsilon]_D^2 + \| P [\nabla_x^2 h^\varepsilon]_D^2 \| \lesssim \| \nabla_x^2 (I - P) [h^\varepsilon] \|_{H^1_D} + \varepsilon \| f^\varepsilon \|^2_{H^2}.
\]

Similarly, for the third and fourth term on the R.H.S. of \((3.24)\), by \((2.9)\) and \((3.1)\), we obtain
\[
\sum_{i=1}^{2k-1} \varepsilon^{i-1} |\langle \nabla_x^2 \Gamma (\mu^{-\frac{1}{2}} F_i, h^\varepsilon), \nabla_x^2 h^\varepsilon \rangle | \\
\lesssim \frac{o(1)}{\varepsilon} \| (I - P) [\nabla_x^2 h^\varepsilon] \|_D^2 + \varepsilon \left( \| h^\varepsilon \|^2_{H^2_D} + \| h^\varepsilon \|^2_{H^2} \right) \\
\lesssim \frac{o(1)}{\varepsilon} \| (I - P) [\nabla_x^2 h^\varepsilon] \|_D^2 + \varepsilon \| (I - P) [h^\varepsilon] \|_{H^1_D}^2 + \varepsilon \| f^\varepsilon \|^2_{H^2}
\]
and
\[
|\langle \nabla_x^2 P_1, \nabla_x^2 h^\varepsilon \rangle | \lesssim \frac{o(1)}{\varepsilon} \| \nabla_x^2 (I - P) [h^\varepsilon] \|_D^2 + \varepsilon^{2k+3}.
\]

Plugging the above estimates into \((3.24)\) and multiplying the resulting inequality by \(\varepsilon^3\) give \((3.23)\).

Finally, \((3.18)\) follows from \((3.19), (3.22)\) and \((3.23)\), this finishes the proof of Proposition 3.2. \(\square\)

3.3. The Proof of the Theorem 1.1. We are now in a position to complete the Proof of Theorem 1.1. We will only show that the energy estimates \((1.37)\) holds and omit the details of proof of the non-negativity of \(F^\varepsilon\) since it is the same as the proof in \([51, 52]\).

To this end, we first get from Propositions 3.1 and 3.2 that
\[
\frac{d}{dt} \mathcal{E}(t) + \frac{\delta}{2} \sum_{i=0}^{2} \varepsilon^{i} \left( \frac{1}{\varepsilon} \| \nabla_x (I - P M) [f^\varepsilon] \|_{H^2_D} + \| \nabla_x (I - P) [h^\varepsilon] \|_{H^2_D} \right) \\
\lesssim \varepsilon_0 \left( \varepsilon^2 \| f^\varepsilon \|^2_{H^2} + \varepsilon \| f^\varepsilon \|_{H^1} + \| f^\varepsilon \|^2 \right) + C_{\varepsilon_0} \exp \left( \frac{-\varepsilon_0}{8RT \sqrt{\varepsilon}} \right) \| h^\varepsilon \|^2_{H^2} + \varepsilon^{2k+3},
\]
where \(\mathcal{E}(t)\) is defined in \((1.34)\).

Next, by choosing \(\varepsilon_0 > 0\) sufficiently small such that
\[
C_{\varepsilon_0} \exp \left( \frac{-\varepsilon_0}{8RT \sqrt{\varepsilon_0}} \right) \lesssim \varepsilon_0^3,
\]
then for \( \varepsilon \leq \varepsilon_0 \) and \( t \in [0, t_e] \), we can get from Gronwall’s inequality and (3.25) that
\[
\mathcal{E}(t) + \int_0^t \mathcal{D}(s) \, ds \lesssim \mathcal{E}(0) + \varepsilon^{2k+3}, \quad t \in [0, t_e],
\]
where \( \mathcal{D}(t) \) is given in (1.35). The proof of Theorem 1.1 is then complete.

4. Hilbert expansion for VML system

In this section, we shall justify the validity of the Hilbert expansion (1.19) for the VML system (1.2). As discussed in Section 3, the proof relies on two ingredients, the first one is to determine the coefficients \([F_n, E_n, B_n]\), which is given by the iteration equations (1.20), the other is to prove the wellposedness of the remainder \([f^e, E^e_R, B^e_R]\) via the equations (1.22) with prescribed initial data
\[
f^e(0, x, v) = f^e_0(x, v) = \varepsilon^{-k} M^{-\frac{1}{2}} \left\{ F^e_0(x, v) - \sum_{n=0}^{2k-1} \varepsilon^k F_{n,0}(x, v) \right\},
\]
\[
E^e_R(0, x) = E^e_{R,0}(x) = \varepsilon^{-k} \left\{ E^e_0(x) - \sum_{n=0}^{2k-1} \varepsilon^k E_{n,0}(x) \right\},
\]
\[
B^e_R(0, x) = B^e_{R,0}(x) = \varepsilon^{-k} \left\{ B^e_0(x) - \sum_{n=0}^{2k-1} \varepsilon^k B_{n,0}(x) \right\}.
\]
Recall that \( h^e(0, x, v) = h^e_0(x, v) = \mu^{-\frac{1}{2}} M^\frac{1}{2} f^e_0(x, v) \).

4.1. The coefficients. This subsection is devoted to determining the coefficients \( F_n \) for all \( 1 \leq n \leq 2k - 1 \) in the expansion (1.19). Our results are the following

**Lemma 4.1.** Under the condition (1.40), for \( q \in (0, 1) \), \( \ell \geq 0 \) and \( 1 \leq n \leq 2k - 1 \), there exists \( C > 0 \) such that
\[
\sum_{\alpha_0 + |\alpha| + |\beta| \leq N + 2k - 2n + 2} \left| \partial_\alpha^0 \partial_\beta \left( \frac{F_n}{\sqrt{M}} \right) \right| \leq C \varepsilon_1(t) (1 + t)^n \tag{4.1}
\]
and
\[
\sum_{\alpha_0 + |\alpha| \leq N + 2k - 2n + 2} \left| \partial_\alpha^0 \partial^\alpha \left[ E_n, B_n \right] \right| \leq C \varepsilon_1(1 + t)^n. \tag{4.2}
\]

**Proof.** The main argument applied here is originally used in [22] for the case of cutoff Boltzmann equation and Landau equation around global Maxwellian. Setting \( F_n = \sqrt{M} f_n \) and recalling the definition (2.25), we write
\[
P_M[f_n] = \frac{\rho_n}{\sqrt{\rho}} \chi_0 + \sum_{i=1}^3 \frac{1}{\sqrt{R \rho T}} u_n^i \chi_i + \frac{T_n}{\sqrt{6 \rho}} \chi_4.
\]
Next, from (1.20), one sees that \( f_n \) satisfies the following iterative equations
\[
L_M f_1 = -M^{-\frac{1}{2}} \{ \partial_t M + v \cdot \nabla_x M \} + M^{-\frac{1}{2}} (E + v \times B) \cdot \nabla_v M,
\]
\[
\partial_t f_1 + v \cdot \nabla_x f_1 + f_1 M^{-\frac{1}{2}} (\partial_t + v \cdot \nabla_x) M^\frac{1}{2} - (E + v \times B) \cdot \nabla_v f_1
\]
\[= -f_1 M^{-\frac{1}{2}} (E + v \times B) \cdot \nabla_v M^\frac{1}{2} - M^{-\frac{1}{2}} (E_1 + v \times B_1) \cdot \nabla_v M + \mathcal{L}_n f_2 = \Gamma_M(f_1, f_1),
\]
\[\cdots \cdots \cdots \cdots ...
\]
\[ \partial_t f_n + v \cdot \nabla_x f_n + f_n M^{-\frac{1}{2}} (\partial_t + v \cdot \nabla_x) M^\frac{1}{2} - (E + v \times B) \cdot \nabla_v f_n \]
\[ - f_n M^{-\frac{1}{2}} (E + v \times B) \cdot \nabla_v M^\frac{1}{2} - M^{-\frac{1}{2}} (E_n + v \times B_n) \cdot \nabla_v M \]
\[ - \mathbf{1}_{n>1} \sum_{i+j=n, i,j \geq 1} (E_i + v \times B_i) \cdot \nabla_v f_j - \mathbf{1}_{n>1} \sum_{i+j=n, i,j \geq 1} f_j M^{-\frac{1}{2}} (E_i + v \times B_i) \cdot \nabla_v M^\frac{1}{2} + \mathcal{L} M f_{n+1} \]
\[ = \sum_{i+j=n+1, i,j \geq 1, i \neq j} \{ \Gamma_M (f_i, f_j) + \Gamma_M (f_j, f_i) \} + \mathbf{1}_{n+1=22} \Gamma_M (f_{n+1}, f_{n+1}), \quad (4.3) \]

\[ \partial_t f_{2k-2} + v \cdot \nabla_x f_{2k-2} + f_{2k-2} M^{-\frac{1}{2}} (\partial_t + v \cdot \nabla_x) M^\frac{1}{2} - (E + v \times B) \cdot \nabla_v f_{2k-2} \]
\[ - f_{2k-2} M^{-\frac{1}{2}} (E + v \times B) \cdot \nabla_v M^\frac{1}{2} - M^{-\frac{1}{2}} (E_{2k-2} + v \times B_{2k-2}) \cdot \nabla_v M \]
\[ - \sum_{i+j=2k-2, i,j \geq 1} (E_i + v \times B_i) \cdot \nabla_v f_j - \sum_{i+j=2k-2, i,j \geq 1} f_j M^{-\frac{1}{2}} (E_i + v \times B_i) \cdot \nabla_v M^\frac{1}{2} + \mathcal{L} M f_{2k-1} \]
\[ = \sum_{i+j=2k-1, i,j \geq 1} \Gamma_M (f_i, f_j). \]

To prove (4.1) and (4.2), our purpose now is to show that
\[
\sum_{|\alpha|+|\beta| \leq N+4k-2n-2} \left| \langle v \rangle^{\ell-n-|\beta|} |M^{-\frac{1}{2}} \partial_\beta^\alpha f_n \rangle \right| + \sum_{|\alpha_0|+|\alpha| \leq N+2k-2n-2} |\partial_\beta^\alpha \partial_\alpha^{\alpha_0} [E_n, B_n]| \leq C \epsilon_1 (1 + t)^n, \quad (4.4)
\]
holds for \( N \geq 2 \).

In fact, (4.4) follows from
\[
\sum_{|\alpha|+|\beta| \leq N+4k-2n+2} \left\| \langle v \rangle^{\ell-n-|\beta|} M^{-\frac{q}{2}} \partial_\beta^\alpha f_n \right\|_D + \sum_{|\alpha_0|+|\alpha| \leq N+2k-2n+2} |\partial_\beta^\alpha \partial_\alpha^{\alpha_0} [E_n, B_n]| \leq C \epsilon_1 (1 + t)^n \quad (4.5)
\]
with \( 0 < q < q' < 1 \), because for \( 0 < \eta \ll 1 \), we have the following estimates
\[
\left\| M^{-\frac{q}{2}} \partial_\beta^\alpha f_n \right\|_D \leq C \left\| M^{-\frac{q'}{2}} \partial_\beta^\alpha f_n \right\|_D
\]
and
\[
\sum_{|\alpha|+|\beta| \leq m} \left| \langle v \rangle^{\ell-n-|\beta|} M^{-\frac{q}{2}} \partial_\beta^\alpha f_n \right|^2
\]
estimates, it follows from (4.6) and (1.31) that
\[ l \leq 1 \leq n \leq m + 4 \]
where \( l \leq \beta \) and \( q < q' - \eta \).

We now verify (4.5) by the method of induction. To do so, the macroscopic and microscopic parts of \( f_n \) should be estimated separately. For the macroscopic component \( P_M[f_n] \), taking the following velocity moments
\[ \mathbf{M}^{1/2}, (v - u)\mathbf{M}^{1/2}, \left( \frac{|v - u|^2}{RT} - 3 \right) \mathbf{M}^{1/2} \]
with \( 1 \leq i, j \leq 3 \) for the equation (4.3), respectively, one has
\[
\begin{align*}
\left\{ \begin{array}{l}
\partial_t \rho_n + \nabla_x \cdot u_n + \nabla_x \cdot (\rho_n u) = 0, \\
\partial_t u_n + \nabla_x [RT(\rho_n + 2T_n)] + \nabla_x \cdot (u_n \otimes u_n) + \rho_n E + u_n \times B + \rho_n u \times B + \rho E_n + \rho u \times B_n \\
\quad + \rho_n u \times B_n + \nabla_x \cdot (\rho_n u \times B_n + \rho E_n + \rho u \times B_n) \\
\quad + \sum_{i+j \geq 1} (\rho_i E_j + u_i \times B_j + \rho_j u \times B_j) \\
\quad = -\nabla_x \cdot \left( \left[ (v - u) \otimes (v - u) - \frac{|v - u|^2}{2} I \right] \mathbf{M}^{1/2}, (\mathbf{I} - P_M)[f_n] \right), \\
\partial_t T_n + 2\nabla_x \cdot u_n + \nabla_x \cdot (u_n T_n) + \frac{\partial_t}{\partial t} \left( 3\rho_n + T_n \right) + 5\nabla_x T_n u_n + \nabla_x T_n (3\rho_n + T_n) \\
\quad = -\nabla_x \cdot \left( \left[ (v - u) \left( \frac{|v - u|^2}{RT} - 5 \right) \right] \mathbf{M}^{1/2}, (\mathbf{I} - P_M)[f_n] \right) , \\
\partial_t E_n - \nabla_x \cdot B_n = u_n + \rho_n u, \\
\partial_t B_n + \nabla_x \cdot E_n = 0, \\
\nabla_x \cdot E_n = -\rho_n, \ nabla_x \cdot B_n = 0,
\end{array} \right.
\end{align*}
\] (4.6)
where \( 1 \leq n \leq 2k - 1 \) and \( \mathbf{I} \) stands for the unit \( 3 \times 3 \) matrix. Then, by standard energy estimates, it follows from (4.6) and (1.31) that
\[
\begin{align*}
\frac{d}{dt} \sum_{\alpha_0 + \alpha | \alpha | \leq m} \| \partial^\alpha \rho [\rho_n, u_n, T_n, E_n, B_n] \|^2 \\
\leq C(1 + t)^{-p_0} \sum_{\alpha_0 + \alpha | \alpha | \leq m} \| \partial^\alpha \rho [\rho_n, u_n, T_n, E_n, B_n] \|^2 \\
\quad + C \sum_{\alpha_0 + \alpha | \alpha | \leq m + 1} \| \partial^\alpha \rho (\mathbf{I} - P_M)[f_n] \|^2 \sum_{|\alpha| \leq m} \| \partial^\alpha \rho [\rho_n, u_n, T_n, E_n, B_n] \| \quad (4.7)
\end{align*}
\]
where \( m > 0 \) is finite.

To close our estimate, we now turn to estimate the microscopic part \( (\mathbf{I} - P_M)[f_n] \). For \( n = 1 \), in view of the first equation for \( e^0 \) in (1.20), one has for \( q' \in (0, 1) \)
\[
\begin{align*}
\langle M^{-q'/2} \partial^\alpha \rho [L_M(\mathbf{I} - P_M)[f_1]], (v)^{2(\ell - 1 - |\beta|)} M^{-q'/2} \partial^\alpha \rho (\mathbf{I} - P_M)[f_1] \rangle \\
= -\langle M^{-q'/2} \partial^\alpha \rho [M^{-\frac{1}{2}}(\partial_t M + v \cdot \nabla M)], (v)^{2(\ell - 1 - |\beta|)} M^{-q'/2} \partial^\alpha \rho (\mathbf{I} - P_M)[f_1] \rangle ,
\end{align*}
\]
from this and (2.5) as well as (1.31), we get for $\beta > 34$ Y. J. LEI, S. Q. LIU, Q. H. XIAO, AND H. J. ZHAO

Thus (4.8) and (4.7) with $n$ holds for $1 < \beta$. This together with (4.7) yields

Putting the above estimates together, we conclude that

and for $\beta = 0$

and

Putting the above estimates together, we conclude that

Thus (4.8) and (4.7) with $n = 1$ gives

Now we assume that

holds for $1 \leq n \leq 2k - 2$, then by repeating the argument used to deduce (4.8), one has

this together with (4.7) yields

\[
\begin{align*}
\sum_{\alpha_0 + |\alpha| + |\beta| \leq m + 2k - 2n - 3} & \left\| \langle v \rangle^{\ell - 1 - |\beta|} M^{-q'/2} \partial_t^{\alpha_0} \partial_\beta (I - P_M) [f_{n+1}] (t) \right\|_D \\
+ & \sum_{\alpha_0 + |\alpha| \leq m + 2k - 2n - 4} \left\| \partial_t^{\alpha_0} \partial^\alpha [E_{n+1}, B_{n+1}] \right\| \\
\leq & C \sum_{\alpha_0 + |\alpha| \leq m + 2k - 2n - 2} \left\| \partial_t^{\alpha_0} \partial^\alpha [\rho_n, u_n, T_n, E_n, B_n] (0, x) \right\| + C\epsilon_1 (1 + t)^n 
\end{align*}
\]
\[ \leq C \epsilon_1 (1 + t)^{n+1}. \]

Finally, by taking \( m = N + 4 \), (4.10) with \( 0 \leq n \leq 2k - 2 \) gives (4.5). Thus the proof of Lemma 4.1 is complete. \( \square \)

4.2. The remainder. In this subsection, we intend to construct the wellposedness of the remainders \( f^\epsilon, E_R^\epsilon, B_R^\epsilon \) and \( h^\epsilon \) which satisfy the following equations

\[
\partial_t f^\epsilon + v \cdot \nabla_x f^\epsilon + \frac{(E_R^\epsilon + v \times B_R^\epsilon)}{RT} \cdot (v - u) M^{\frac{1}{2}} + \left( E + \nu \times B \right) \cdot \frac{v - u}{2RT} f^\epsilon - \left( E + \nu \times B \right) \cdot \nabla_v f^\epsilon + \frac{\mathcal{L}[f^\epsilon]}{\epsilon} = - M^{-\frac{1}{2}} f^\epsilon \left[ \partial_t + v \cdot \nabla_x - \left( E + \nu \times B \right) \cdot \nabla_v \right] M^{\frac{1}{2}} + \epsilon^{k-1} \Gamma_M (f^\epsilon, f^\epsilon) + \varepsilon \epsilon^{i-1} \left[ \Gamma_M (M^{-\frac{1}{2}} F_i, f^\epsilon) + \Gamma_M (f^\epsilon, M^{-\frac{1}{2}} F_i) \right] + \epsilon \left( E_R^\epsilon + v \times B_R^\epsilon \right) \cdot \nabla_v f^\epsilon - \epsilon \frac{v - u}{2RT} f^\epsilon
\]

(4.11)

\[
\partial_t E_R^\epsilon - \nabla_x \times B_R^\epsilon = \int_{\mathbb{R}^3} v M^{\frac{1}{2}} f^\epsilon dv,
\]

\[
\partial_t B_R^\epsilon + \nabla_x \times E_R^\epsilon = 0,
\]

(4.12)

\[
\nabla_x \cdot E_R^\epsilon = - \int_{\mathbb{R}^3} M^{\frac{1}{2}} f^\epsilon dv, \quad \nabla_x \cdot B_R^\epsilon = 0,
\]

and

\[
\partial_t h^\epsilon + v \cdot \nabla_x h^\epsilon + (E_R^\epsilon + v \times B_R^\epsilon) \cdot (v - u) \mu^{-\frac{1}{2}} M + \frac{E \cdot v}{2RT_{\epsilon}} h^\epsilon - \left( E + \nu \times B \right) \cdot \nabla_v h^\epsilon + \frac{\mathcal{L}[h^\epsilon]}{\epsilon} = - \frac{\mathcal{L}_d[h^\epsilon]}{\epsilon} + \epsilon^{k-1} \Gamma (h^\epsilon, h^\epsilon) + \sum_{i=1}^{2k-1} \epsilon^{i-1} \left[ \Gamma (\mu^{-\frac{1}{2}} F_i, h^\epsilon) + \Gamma (h^\epsilon, \mu^{-\frac{1}{2}} F_i) \right] + \epsilon \left( E_R^\epsilon + v \times B_R^\epsilon \right) \cdot \nabla_v h^\epsilon - \epsilon \frac{E_R^\epsilon \cdot v}{2RT_{\epsilon}} h^\epsilon
\]

(4.13)

\[
+ \sum_{i=1}^{2k-1} \epsilon^{i} \left[ (E_i + v \times B_i) \cdot \nabla_v h^\epsilon + (E_R^\epsilon + v \times B_R^\epsilon) \cdot \nabla_v F_i \right] - \sum_{i=1}^{2k-1} \epsilon^{i} \frac{E_i \cdot v}{2RT_{\epsilon}} h^\epsilon + \epsilon h Q_1,
\]

together with the initial datum

\[
[f^\epsilon(0, x, v), E_R^\epsilon(0, x), B_R^\epsilon(0, x), h^\epsilon(0, x, v)] = [f_0^\epsilon(x, v), E_{R,0}^\epsilon(x), B_{R,0}^\epsilon(x), h_0^\epsilon(x, v)].
\]

The global existence of (4.11), (4.12), (4.13) and (4.14) can be established by the local-in-time existence and the a priori energy estimate as well as the continuation argument.
For the sake of simplicity, we only prove the *a priori* energy estimate (4.1) under the *a priori* assumption

\[
\sup_{0 \leq t \leq \varepsilon^{-\frac{1}{3}}} \mathcal{E}(t) \lesssim \varepsilon^{-\frac{1}{2}}. \tag{4.15}
\]

Due to the presence of the Lorentz force, the energy estimates for the VML system (1.2) are much more complicated than those of Section 3 for the Landau equation (1.1). Before deducing the *a priori* energy estimate (4.1), we first give some key estimates in the following lemmas. The first one is concerned with the velocity growth caused by local Maxwellian \( M_{[\rho, u, T]} \) and electromagnetic field without velocity derivatives.

**Lemma 4.2.** Assume that \( f^\varepsilon, E_r^\varepsilon, B_r^\varepsilon \) and \( h^\varepsilon \) are smooth solutions of the Cauchy problem (4.11), (4.12), (4.13) and (4.14) for the VML system (1.2) and satisfy (4.15), then for \( i = 1, 2 \), it holds that

\[
\left| \left\langle \nabla_x^i \left( f^\varepsilon M^{-\frac{1}{2}} \left( \partial_t + v \cdot \nabla_x \right) M^\frac{1}{2} \right), 4\pi RT \nabla_x^i f^\varepsilon \right\rangle \right| \lesssim \varepsilon_1 (1 + t)^{-p_0} \left( \| f^\varepsilon \|_{H^1} + \sum_{j=0}^{i} \frac{1}{\varepsilon^{(i+1-j)}} \| \nabla_x^j (I - P_M) [f^\varepsilon] \|_D + C_{\varepsilon_1} \exp \left( - \frac{\varepsilon_1}{8\varepsilon T^2 \sqrt{\varepsilon}} \right) \| h^\varepsilon \|_{H^1}^2 \right) \tag{4.16}
\]

\[
\lesssim \varepsilon_1 (1 + t)^{-p_0} \left( \| f^\varepsilon \|_{H^1} + \sum_{j=0}^{i} \frac{1}{\varepsilon^{(i+1-j)}} \| \nabla_x^j (I - P_M) [f^\varepsilon] \|_D + C_{\varepsilon_1} \exp \left( - \frac{\varepsilon_1}{8\varepsilon T^2 \sqrt{\varepsilon}} \right) \| h^\varepsilon \|_{H^1}^2 \right), \tag{4.17}
\]

\[
\lesssim \varepsilon \left( \| f^\varepsilon \|_{H^1}^2 + \sum_{j=0}^{i} \frac{1}{\varepsilon^{(i+1-j)}} \| \nabla_x^j (I - P_M) [f^\varepsilon] \|_D + C_{\varepsilon_1} \exp \left( - \frac{\varepsilon_1}{8\varepsilon T^2 \sqrt{\varepsilon}} \right) \| h^\varepsilon \|_{H^1}^2 \right), \tag{4.18}
\]

and for \( 0 \leq t \leq \varepsilon^{-\frac{1}{3}} \),

\[
\sum_{n=1}^{2k-1} \varepsilon^n \left| \left\langle \nabla_x^i \left( (E_n + v \times B_n) \cdot \frac{(v - u)}{T} f^\varepsilon \right), 2\pi T \nabla_x^i f^\varepsilon \right\rangle \right| \lesssim \varepsilon_1 \left( \| f^\varepsilon \|_{H^1}^2 + \sum_{j=0}^{i} \frac{1}{\varepsilon^{(i+1-j)}} \| \nabla_x^j (I - P_M) [f^\varepsilon] \|_D + C_{\varepsilon_1} \exp \left( - \frac{\varepsilon_1}{8\varepsilon T^2 \sqrt{\varepsilon}} \right) \| h^\varepsilon \|_{H^1}^2 \right). \tag{4.19}
\]

**Proof.** We only prove (4.19), since (4.16), (4.17) and (4.18) can be proved similarly. To this end, for \( 0 \leq t \leq \varepsilon^{-\frac{1}{3}} \), we get from (4.4) that

\[
\sum_{n=1}^{2k-1} \varepsilon^n \left| \left\langle \nabla_x^i \left( (E_n + v \times B_n) \cdot \frac{(v - u)}{T} f^\varepsilon \right), 2\pi T \nabla_x^i f^\varepsilon \right\rangle \right| \lesssim \sum_{n=1}^{2k-1} \varepsilon^n (1 + t)^n \| (v) f^\varepsilon \|_{H^1}^2 \lesssim \varepsilon^\frac{3}{4} \| (v) f^\varepsilon \|_{H^1}^2 .
\]

This together with (3.6) then gives (4.19). This ends the proof of Lemma 4.2. \( \square \)

The following lemma is devoted to the convection terms also caused by Lorentz force, in particular, the extra velocity derivatives are involved in, which makes the estimates more delicate.
Lemma 4.3. Assume that \( f^\varepsilon, E_R^\varepsilon, B_R^\varepsilon \) and \( h^\varepsilon \) are smooth solutions of the Cauchy problem (4.11), (4.12), (4.13) and (4.14) for the VML system (1.2) and satisfy (4.15), then for \( i = 1, 2 \), it holds that

\[
\left| \left\langle \nabla_x^i \left[ \left( E + v \times B \right) \cdot \nabla_v f^\varepsilon \right], 4\pi RT \nabla_x^i f^\varepsilon \right\rangle \right| 
\lesssim \epsilon_1 (1 + t)^{-p_0} \left[ \| f^\varepsilon \|_{H^i}^2 + \frac{1}{\varepsilon} \| \nabla_x^{i-1} (I - P_M) [f^\varepsilon] \|_{D}^2 \right] 
+ C_{\epsilon_1} \exp \left( - \frac{\epsilon_1}{8RT_c} \frac{5}{\sqrt{\varepsilon}} \right) \left[ \| h^\varepsilon \|_{H^{i-1}}^2 + \| h^\varepsilon \|_{H_D^{i-1}}^2 \right],
\]

(4.20)

and

\[
\sum_{n=1}^{2k-1} \epsilon^n \left| \left\langle \nabla_x^i \left[ \left( E_n + v \times B_n \right) \cdot \nabla_v f^\varepsilon + \left( E_R^\varepsilon + v \times B_R^\varepsilon \right) \cdot \nabla_v F_n \right], 4\pi RT \nabla_x^i f^\varepsilon \right\rangle \right| 
\lesssim \epsilon^\frac{1}{2} \left[ \| f^\varepsilon \|_{H^i}^2 + \| E_R^\varepsilon \|_{H^i}^2 + \| B_R^\varepsilon \|_{H^i}^2 + \frac{1}{\varepsilon} \| \nabla_x^{i-1} (I - P_M) [f^\varepsilon] \|_{D}^2 \right] 
+ C_{\epsilon_1} \exp \left( - \frac{\epsilon_1}{8RT_c} \frac{5}{\sqrt{\varepsilon}} \right) \left[ \| h^\varepsilon \|_{H^{i-1}}^2 + \| h^\varepsilon \|_{H_D^{i-1}}^2 \right],
\]

(4.21)

\[
\lesssim \epsilon^k \left[ \| f^\varepsilon \|_{H^i}^2 + \| E_R^\varepsilon \|_{H^i}^2 + \| B_R^\varepsilon \|_{H^i}^2 \right] \left( \| \langle v \rangle \nabla_v \nabla_x^{i-1} f^\varepsilon \|^2 + \| \nabla_x^i f^\varepsilon \|^2 \right) \]

(4.23)

and

\[
\lesssim \epsilon^k \left( \| E_R^\varepsilon \|_{H^2}^2 + \| B_R^\varepsilon \|_{H^2}^2 \right) \left( \| \langle v \rangle \nabla_v \nabla_x^i f^\varepsilon \|^2 + \| \nabla_x^i f^\varepsilon \|^2 \right)
\]

(4.24)

\[
\lesssim \epsilon \left( \| \langle v \rangle \nabla_v \nabla_x^i f^\varepsilon \|^2 + \| \nabla_x^i f^\varepsilon \|^2 \right).
\]

(4.25)

Then it suffices to control \( \| \langle v \rangle \nabla_v \nabla_x^i f^\varepsilon \|^2 \) with \( i = 0, 1, 2 \). To see this, similar to argument to derive (3.8), one has

\[
\| \nabla_x^i f^\varepsilon \| \lesssim \sum_{j=0}^{i} \exp \left( - \frac{\epsilon_1 |v|^2}{8RT_c} \right) \left[ \| v \|_{2(i-j)+1}^2 |h^\varepsilon| + \langle v \rangle^{2(i-j)} \| \nabla_v \nabla_x^j h^\varepsilon \| \right] 
\lesssim \sum_{j=0}^{i} C_{\epsilon_1} \exp \left( - \frac{\epsilon_1 |v|^2}{12RT_c} \right) \left[ |h^\varepsilon| + \| v \|_{2j} |h^\varepsilon| \right].
\]
Next, similar to (3.9), we use Lemma 2.2 to obtain
\[
\left\| \langle v \rangle \nabla v \nabla_x^i f^\varepsilon \right\|^2 \\
\lesssim \int_{\mathbb{R}^3} \left( \langle v \rangle^2 \left| \nabla v \nabla_x^i f^\varepsilon \right|^2 \right) dv dx + \int_{\mathbb{R}^3} \left( \langle v \rangle^2 \left| \nabla v \nabla_x^i f^\varepsilon \right|^2 \right) dv dx \\
\lesssim \left\| \nabla_x f^\varepsilon \right\|^2 + \frac{1}{\varepsilon} \left\| \nabla_x (I - P_M) [f^\varepsilon] \right\|^2_D \\
+ C_{c_1} \int_{\mathbb{R}^3} \int_{\langle v \rangle^4 \geq \frac{1}{\varepsilon}} \exp \left( \frac{\varepsilon_1 \|v\|^2}{8RT_\varepsilon} \right) \sum_{j=0}^{i} \left( |\nabla v \nabla_x^j h^\varepsilon|^2 + |\nabla_x^j h^\varepsilon|^2 \right) dv dx \\
\lesssim \left\| \nabla_x f^\varepsilon \right\|^2 + \frac{1}{\varepsilon} \left\| \nabla_x (I - P_M) [f^\varepsilon] \right\|^2_D + C_{c_1} \exp \left( -\frac{\varepsilon_1}{8RT_\varepsilon \sqrt{\varepsilon}} \right) \left( \|h^\varepsilon\|^2_{H^1} + \|h^\varepsilon\|^2_{H^2} \right).
\]  
(4.25)

Finally, combing (4.25) and (4.23), (4.24) gives the desired estimates. This ends the proof of Lemma 4.3. □

We are ready to deduce the following proposition.

**Proposition 4.1.** Assume that \( f^\varepsilon, E_R^\varepsilon, B_R^\varepsilon \) and \( h^\varepsilon \) are smooth solutions of the Cauchy problem (4.11), (4.12), (4.13) and (4.14) for the VML system (1.2) and satisfy (4.15), then it holds that
\[
\frac{d}{dt} \sum_{i=0}^{2} \varepsilon^i \left( \|\sqrt{4\pi RT} \nabla_x^i f^\varepsilon\|^2 + \|\nabla_x^i E_R^\varepsilon\|^2 + \|\nabla_x^i B_R^\varepsilon\|^2 \right) \\
+ \frac{\delta}{2} \sum_{i=0}^{2} \varepsilon^{i-1} \left\| \nabla_x^i (I - P_M) [f^\varepsilon] \right\|^2_D \\
\lesssim \sum_{i=0}^{2} \varepsilon^i \left[ (1 + t)^{-p_0} + \varepsilon^{\frac{3}{2}} \right] \left( \|\nabla_x^i f^\varepsilon\|^2 + \|E_R^\varepsilon, B_R^\varepsilon\|^2_{H^1} + C_{c_0} \exp \left( -\frac{\varepsilon_1}{8RT_\varepsilon \sqrt{\varepsilon}} \right) \left( \|h^\varepsilon\|^2_{H^1} + \|h^\varepsilon\|^2_{H^2} \right) \right) \\
+ \sum_{i=1}^{2} \varepsilon^{i-1} \left[ (1 + t)^{-p_0} + \varepsilon^{\frac{3}{2}} \right] \|f^\varepsilon\|_{H^{-1}} + \sum_{i=0}^{2} \left( \varepsilon^{2k+1+i} (1 + t)^{4k+2} + \varepsilon^{k+i} (1 + t)^{2k} \|\nabla_x^i f^\varepsilon\| \right).
\]  
(4.26)

**Proof.** The proof is divided into three steps.

**Step 1. Basic energy estimate of the remainders.** In this step, we derive the \( L^2 \) estimates on \( [f^\varepsilon, E_R^\varepsilon, B_R^\varepsilon] \). Taking the \( L^2 \) inner product of (4.11) with \( 4\pi RT f^\varepsilon \) and by applying (2.4), one has
\[
\frac{1}{2} \frac{d}{dt} \left( \|\sqrt{4\pi RT} f^\varepsilon\|^2 + \|E_R^\varepsilon\|^2 + \|B_R^\varepsilon\|^2 \right) + \frac{\delta}{\varepsilon} \|\nabla_x^i (I - P_M) [f^\varepsilon] \|^2_D \geq \frac{1}{2} \left| \langle \partial_t T f^\varepsilon, 4\pi RT f^\varepsilon \rangle \right| + \left| \langle (E_R^\varepsilon + v \times B_R^\varepsilon) \cdot u M^\frac{1}{2}, 4\pi f^\varepsilon \rangle \right| \\
+ \left| \langle (E + v \times B) \cdot (v - u) f^\varepsilon, 2\pi f^\varepsilon \rangle \right| \\
+ \left| \langle f^\varepsilon M^{-\frac{1}{2}} (\partial_t + v \cdot \nabla_x) M^\frac{1}{2}, 4\pi RT f^\varepsilon \rangle \right| + \varepsilon^{k-1} \left| \langle \Gamma_M (f^\varepsilon, f^\varepsilon), 4\pi RT f^\varepsilon \rangle \right| \\
+ \sum_{i=1}^{2k-1} \varepsilon^{i-1} \left| \langle \Gamma_M (M^{-\frac{1}{2}} F_i, f^\varepsilon) + \Gamma_M (f^\varepsilon, M^{-\frac{1}{2}} F_i), 4\pi RT f^\varepsilon \rangle \right| \\
+ \varepsilon^k \left| \langle (E_R^\varepsilon + v \times B_R^\varepsilon) \cdot (v - u) f^\varepsilon, 2\pi f^\varepsilon \rangle \right| \]  
(4.27)
Here we have used the following identity
\[
\frac{1}{2} \frac{d}{dt} (\|E_R(t)\|^2 + \|B_R(t)\|^2) = 4\pi \langle v \cdot E_R, f^\varepsilon \rangle
\]
from (4.12).

Now we turn to estimate the terms on the R.H.S. of (4.27) individually. By (1.31), we see that the first and second terms on the R.H.S. of (4.27) can be dominated by
\[
C\|\partial_t T\|_\infty \|f^\varepsilon\|^2 + C\|u\|_\infty \left( \|f^\varepsilon\|^2 + \|E_R^\varepsilon\|^2 + \|B_R^\varepsilon\|^2 \right) 
\]
\[
\lesssim \left( \|\nabla \rho\|_\infty + \|u\|_{W^{1,\infty}} + \|\nabla x T\|_\infty \right) \left( \|f^\varepsilon\|^2 + \|E_R^\varepsilon\|^2 + \|B_R^\varepsilon\|^2 \right) 
\]
\[
\lesssim (1 + t)^{-\rho_0} \varepsilon_1 \left( \|f^\varepsilon\|^2 + \|E_R^\varepsilon\|^2 + \|B_R^\varepsilon\|^2 \right).
\]

In view of Lemma 4.2 and Lemma 4.3, the 3rd, 4th, 7th, 8th and 9th terms on the R.H.S. of (4.27) can be controlled by
\[
C \left[ \varepsilon_1 (1 + t)^{-\rho_0} + \varepsilon^{\frac{3}{2}} \right] \left( \|f^\varepsilon\|^2 + \|E_R^\varepsilon\|^2 + \|B_R^\varepsilon\|^2 \right) 
\]
\[
+ \frac{1}{\varepsilon} \|\langle I - P_M\rangle [f^\varepsilon]\|_D^2 + C_{\epsilon_0} \exp \left( - \frac{\epsilon_0}{8RT^2c^2\varepsilon} \right) \|h^\varepsilon\|^2 \right).
\]

For the 5th term on the R.H.S. of (4.27), one has by the a priori assumption (4.15) that
\[
\varepsilon^{-k-1} \|f^\varepsilon\|_{H^2} \lesssim \varepsilon^{\frac{1}{2}}. \quad (4.28)
\]
From which, we get from (2.10), Sobolev’s inequality and (4.28) that
\[
\varepsilon^{-k-1} \left| \langle \Gamma_M(f^\varepsilon, f^\varepsilon), 4\pi RT f^\varepsilon \rangle \right|
\]
\[
= \varepsilon^{-k-1} \left| \langle \Gamma_M(f^\varepsilon, f^\varepsilon), 4\pi RT(I - P_M)[f^\varepsilon] \rangle \right|
\]
\[
\lesssim \varepsilon^{-k-1} \int_{\mathbb{R}^3} |f^\varepsilon|_{L^2}^2 |f^\varepsilon|_D \|I - P_M\|[f^\varepsilon]\|_D
\]
\[
\lesssim \varepsilon^{-k-1} \|f^\varepsilon\|_{H^2} \left( \|\langle I - P_M\rangle [f^\varepsilon]\|_D + \|P_M[f^\varepsilon]\|_D \right) \|I - P_M\|[f^\varepsilon]\|_D
\]
\[
\lesssim \|\langle I - P_M\rangle [f^\varepsilon]\|_D^2 + \varepsilon \|P_M[f^\varepsilon]\|_D^2 + \varepsilon \|f^\varepsilon\|^2.
\]

For the 6th term on the R.H.S. of (4.27), from (2.10) and (4.1), it follows that
\[
\sum_{i=1}^{2k-1} \varepsilon^{-i-1} \left| \langle \Gamma_M(M^{-\frac{1}{2}} F_i, f^\varepsilon) + \Gamma_M(f^\varepsilon, M^{-\frac{1}{2}} F_i), 4\pi RT f^\varepsilon \rangle \right|
\]
\[
\lesssim \sum_{i=1}^{2k-1} \varepsilon^{-i-1} (1 + t)^2 \|f^\varepsilon\|_{H^2} \left( \|\langle I - P_M\rangle [f^\varepsilon]\|_D + \|P_M[f^\varepsilon]\|_D \right) \|I - P_M\|[f^\varepsilon]\|_D
\]
\[
\lesssim \frac{o(1)}{\varepsilon} \|\langle I - P_M\rangle [f^\varepsilon]\|_D^2 + \varepsilon (1 + t)^2 \|P_M[f^\varepsilon]\|_D^2
\]
\[
\lesssim \frac{o(1)}{\varepsilon} \|\langle I - P_M\rangle [f^\varepsilon]\|_D^2 + \varepsilon \|f^\varepsilon\|^2,
\]
where we also used the fact that $0 \leq t \leq \varepsilon^{-1/3}$. 

For the last term on the R.H.S. of (4.27), using Cauchy’s inequality, (4.1) and (4.2), we have
\[
\left| \langle Q_0, 4\pi RT f^\varepsilon \rangle \right| \lesssim \frac{\alpha(1)}{\varepsilon} \| (\mathbf{I} - \mathbf{P}_M) [f^\varepsilon] \|_D^2 + \varepsilon \sum_{i+j \geq 2k+1} \varepsilon^{2(i+j-k-1)} \| F_i \|_H^2 \| F_j \|_D^2
\]
\[
+ \sum_{i+j \geq 2k} \varepsilon^{i+j} \sum_{1 \leq i, j \leq k-1} \left( \| E_i \|_{L^\infty} + \| B_i \|_{L^\infty} \right) \| (1 + v) \mathbf{M}^{-\frac{1}{2}} \nabla_v F_j \| \left\| f^\varepsilon \right\|
\]
\[
\lesssim \frac{\alpha(1)}{\varepsilon} \| (\mathbf{I} - \mathbf{P}_M) [f^\varepsilon] \|_D^2 + \varepsilon^{2k+1} (1 + t)^{4k+2} + \varepsilon^k (1 + t)^{2k} \| f^\varepsilon \|.  
\]

Substituting the above estimates in (4.27) leads to
\[
\frac{d}{dt} \left( \| \sqrt{4\pi RT} f^\varepsilon \|_2^2 + \| E_R^\varepsilon \|_2^2 + \| B_R^\varepsilon \|_2^2 \right) + \frac{\delta}{\varepsilon} \| (\mathbf{I} - \mathbf{P}_M) [f^\varepsilon] \|_D^2
\]
\[
\lesssim \left[ (1 + t)^{-p_0} + \varepsilon^{\frac{1}{2}} \right] \left( \| f^\varepsilon \|_2^2 + \| E_R^\varepsilon \|_2^2 + \| B_R^\varepsilon \|_2^2 + C_c \exp \left( -\frac{c_1}{8RT^2 \varepsilon} \right) \| h^\varepsilon \|_2^2 \right)
\]
\[
+ \varepsilon^{2k+1} (1 + t)^{4k+2} + \varepsilon^k (1 + t)^{2k} \| f^\varepsilon \|.  
\]

Step 2. Estimates on the first order derivative of the remainders. In this step, we proceed to deduce the estimate of \( \nabla_x f^\varepsilon, \nabla_x E^\varepsilon \) and \( \nabla_x B^\varepsilon \). For this, applying \( \partial^\alpha_x (1 \leq |\alpha| \leq 2) \) to (4.11) gives
\[
\partial_t + v \cdot \nabla_x \partial^\alpha_x f^\varepsilon + \partial^\alpha_x \left[ \left( \frac{E^\varepsilon_R + v \times B^\varepsilon_R}{RT} \right) \cdot (v - u) \mathbf{M}^2 \right]
\]
\[
+ \partial^\alpha_x \left[ \left( E + v \times B \right) \cdot \frac{v - u}{2RT} f^\varepsilon \right] - \partial^\alpha_x \left[ \left( E + v \times B \right) \cdot \nabla_v f^\varepsilon \right] + \frac{\partial^\alpha_x \mathcal{L} [f^\varepsilon]}{\varepsilon}
\]
\[
= - \partial^\alpha_x \left[ \mathbf{M}^{-\frac{1}{2}} f^\varepsilon \left[ \partial_t + \hat{p} \cdot \nabla_x - \left( E + v \times B \right) \cdot \nabla_v \right] \mathbf{M}^\frac{1}{2} \right] + \varepsilon^{k-1} \partial^\alpha_x \Gamma_M (f^\varepsilon, f^\varepsilon)
\]
\[
+ \sum_{i=1}^{2k-1} \varepsilon^i \partial^\alpha_x \left[ \left( E^\varepsilon_i + v \times B^\varepsilon_i \right) \cdot \nabla_v f^\varepsilon + \left( E^\varepsilon_R + v \times B^\varepsilon_R \right) \cdot \nabla_v f_i \right]
\]
\[
- \varepsilon^k \partial^\alpha_x \left[ \left( E^\varepsilon_R + v \times B^\varepsilon_R \right) \cdot \frac{v - u}{2RT} f^\varepsilon \right]
\]
\[
+ \sum_{i=1}^{2k-1} \varepsilon^i \partial^\alpha_x \left[ \left( E_i + v \times B_i \right) \cdot \nabla_v f^\varepsilon \right] + \partial^\alpha_x \left[ \left( E^\varepsilon_R + v \times B^\varepsilon_R \right) \cdot \nabla_v f_0 \right].
\]
It follows from Lemma 4.3 that the 4th, 9th and 11th terms on the R.H.S. of (4.31) can be
By Lemma 4.2, we see that the 5th, 6th, 10th and 12th terms on the R.H.S. of (4.31) can
have
For the 7th term on the R.H.S. of (4.31), using (2.10), (3.12) and Sobolev’s inequalities, we
have
\[
\int_{R^3} \left( |\nabla x f^\varepsilon| |D f^\varepsilon|_{L^2} + |\nabla x f^\varepsilon| |L^2|_{D} [\nabla x (I - PM)] [f^\varepsilon] |D + ||\nabla x, PM|| [f^\varepsilon]|D \right)
\]
\[
+ \epsilon_1^k (1 + t)^{-p_0} [f^\varepsilon]|H^1  + \epsilon_1 \sqrt{\frac{\epsilon_1}{8RT^2\varepsilon}} \left( ||h^\varepsilon||^2_{H^1} + ||h^\varepsilon||^2_{H^1} \right)
\]
\[
\leq \epsilon_1 (1 + t)^{-p_0} \left( \epsilon_1 \sqrt{\frac{\epsilon_1}{8RT^2\varepsilon}} \left( ||h^\varepsilon||^2_{H^1} + ||h^\varepsilon||^2_{H^1} \right) \right)
\]
For the 7th term on the R.H.S. of (4.31), using (2.10), (3.12) and Sobolev’s inequalities, we have
\[
\epsilon_1^k \left( \left| \nabla x \Gamma_M (f^\varepsilon, f^\varepsilon), T \nabla x f^\varepsilon \right| \right)
\]
\[
\leq \epsilon_1^k \left( \left| \nabla x, f^\varepsilon| |D f^\varepsilon|_{L^2} + |\nabla x f^\varepsilon| |L^2|_{D} [\nabla x (I - PM)] [f^\varepsilon] |D \right) + ||\nabla x, PM|| [f^\varepsilon]|D \right)
\]
\[
+ \epsilon_1^2 (1 + t)^{-p_0} [f^\varepsilon]|H^2  \left( ||\nabla x (I - PM)] [f^\varepsilon]|D + ||PM[f^\varepsilon]|D \right)
\]
\[
\times \left( ||\nabla x (I - PM)] [f^\varepsilon]|D + ||\nabla x PM[f^\varepsilon]|D \right)
\]
\[
\leq \epsilon_1^k \left( \left| \nabla x (I - PM)] [f^\varepsilon]|D + ||\nabla x PM[f^\varepsilon]|D \right) \left( ||\nabla x (I - PM)] [f^\varepsilon]|D + \epsilon_1 \|f^\varepsilon\| \right)
\]
\[ + \epsilon_1 \varepsilon^2 (1 + t)^{-p_0} \left( \| (I - P_M)[f^\varepsilon]\|_D + \| f^\varepsilon \| \right) \left( \| \nabla_x (I - P_M)[f^\varepsilon]\|_D + \| f^\varepsilon \|_{H^1} \right) \]
\[ \lesssim \| \nabla_x (I - P_M)[f^\varepsilon]\|_D^2 + \|(I - P_M)[f^\varepsilon]\|_D^2 + \epsilon_1 (1 + t)^{-p_0} \left( \| f^\varepsilon \|^2 + \varepsilon \| f^\varepsilon \|^2_{H^1} \right). \]

For the 8th term on the R.H.S. of (4.31), note that \( 0 \leq t \leq \varepsilon^{-1/3} \), by virtue of (4.1), (2.10) and Cauchy’s inequalities, we get
\[ \sum_{i=1}^{2k-1} \varepsilon^{i-1} \left| \langle \nabla_x \Gamma_M(M^{-\frac{1}{2}} F_i, f^\varepsilon) + \nabla_x \Gamma_M(f^\varepsilon, M^{-\frac{1}{2}} F_i), T \nabla_x f^\varepsilon \rangle \right| \]
\[ \lesssim (1 + t) \left( \| f^\varepsilon \|_{H^1} + \| f^\varepsilon \|_{H^1_b} \right) \left( \| \nabla_x (I - P_M)[f^\varepsilon]\|_D + \| \nabla_x, P_M[f^\varepsilon]\|_D \right) \]
\[ + \epsilon_1 (1 + t)^{-p_0} \left( \| f^\varepsilon \| + \| f^\varepsilon \|_D \right) \left( \| \nabla_x (I - P_M)[f^\varepsilon]\|_D + \| f^\varepsilon \|_{H^1} \right) \]
\[ \lesssim O \left( \frac{1}{\varepsilon} \| \nabla_x (I - P_M)[f^\varepsilon]\|_D^2 + \frac{\epsilon_1}{\varepsilon} \|(I - P_M)[f^\varepsilon]\|_D^2 \right) \]
\[ + \frac{\epsilon_1}{\varepsilon} (1 + t)^{-p_0} \| f^\varepsilon \|^2 + \epsilon^{2k+1} (1 + t)^{4k+2} + \epsilon^{k+1} (1 + t)^{2k} \| \nabla_x f^\varepsilon \|. \]

Finally, plugging the above estimates into (4.31) and multiplying the resulting inequality by \( \varepsilon \), we arrive at
\[ \frac{d}{dt} \varepsilon \left( \| \sqrt{4 \pi RT} \nabla^2_x f^\varepsilon \|^2 + \| \nabla_x E_R^\varepsilon \|^2 + \| \nabla_x B_R^\varepsilon \|^2 \right) + \delta \| \nabla_x (I - P_M)[f^\varepsilon]\|_D^2 \]
\[ \lesssim \varepsilon \left( (1 + t)^{-p_0} + \varepsilon^2 \right) \left( \| \nabla_x f^\varepsilon \|^2 + \frac{1}{\varepsilon} \| f^\varepsilon \|^2 + \| E_R^\varepsilon \|_{H^1} + \| B_R^\varepsilon \|^2_{H^1} \right) \]
\[ + C_\varepsilon \exp \left( - \frac{\epsilon_1}{8 \sqrt{RT}^2} \right) \left( \| h^\varepsilon \|_{H^2}^2 + \| h^\varepsilon \|_{H^2_b}^2 \right) \]
\[ + \frac{\epsilon_1}{\varepsilon} \| (I - P_M)[f^\varepsilon]\|_D^2 \]
\[ + \varepsilon^{2k+2} (1 + t)^{4k+2} + \varepsilon^{k+1} (1 + t)^{2k} \| \nabla_x f^\varepsilon \|. \]

**Step 3. Estimates on the second order derivative of the remainders.** In this step, we proceed to derive the estimate of \( \| [\nabla^2_x f^\varepsilon, \nabla^2_x E_R^\varepsilon, \nabla^2_x B_R^\varepsilon] \|. \) For results in this direction, we have
\[ \frac{d}{dt} \varepsilon^2 \left( \| \sqrt{4 \pi RT} \nabla^2_x f^\varepsilon \|^2 + \| \nabla_x E_R^\varepsilon \|^2 + \| \nabla_x B_R^\varepsilon \|^2 \right) + \delta \| \nabla^2_x (I - P_M)[f^\varepsilon]\|_D^2 \]
\[ \lesssim \varepsilon^2 \left( (1 + t)^{-p_0} + \varepsilon^2 \right) \left( \| \nabla^2_x f^\varepsilon \|^2 + \frac{1}{\varepsilon} \| f^\varepsilon \|^2 + \| E_R^\varepsilon \|_{H^2} + \| B_R^\varepsilon \|^2_{H^2} \right) \]
\[ + C_\varepsilon \exp \left( - \frac{\epsilon_1}{8 \sqrt{RT}^2} \varepsilon^{-\frac{1}{6}} \right) \left( \| h^\varepsilon \|^2_{H^2} + \| h^\varepsilon \|^2_{H^2_b} \right) \]
\[ + \epsilon_1 \| (I - P_M)[f^\varepsilon]\|_{H^2}^2 \]
\[ + \epsilon_1 \| (I - P_M)[f^\varepsilon]\|_D^2 + \varepsilon^{2k+3} (1 + t)^{4k+2} + \epsilon^{k+2} (1 + t)^{2k} \| \nabla_x f^\varepsilon \|. \]

To prove (4.33), we first take the inner product of \( 4 \pi RT \partial_t^2 f^\varepsilon \) and (4.30) with \( |\alpha| = 2 \) to obtain
\[ \frac{1}{2} \frac{d}{dt} \left( \| \sqrt{4 \pi RT} \nabla^2_x f^\varepsilon \|^2 + \| \nabla_x E_R^\varepsilon \|^2 + \| \nabla_x B_R^\varepsilon \|^2 \right) + \frac{1}{\varepsilon} \langle \nabla^2_x \mathcal{L}_M[f^\varepsilon], 4 \pi RT \nabla^2_x f^\varepsilon \rangle \]
\[ \lesssim \langle \partial_t T \nabla^2_x f^\varepsilon, \nabla^2_x f^\varepsilon \rangle + \sum_{|\alpha + \alpha'| = 2} \left| \langle \partial^{\alpha'}(E_R^0 + v \times B_R^0) \cdot \partial^{\alpha'} \left[ \frac{v - u}{T} \mathcal{M}^{1/2} \right], T \nabla^2_x f^\varepsilon \rangle \right| \]
are no more than In view of Lemma 4.3, one sees that the 4th, 9th and 11th terms on the R.H.S. of (4.34) we get that For the 7th term on the R.H.S. of (4.34), applying (2.9), (4.28) and Sobolev’s inequalities, it follows from (1.31) that the first three terms on the R.H.S. of (4.34) can be bounded by Using (1.31) and (2.7) again, we see that the 2nd term on the L.H.S. of (4.34) can be bounded by Using (1.31) and (2.7) again, we see that the 2nd term on the L.H.S. of (4.34) can be bounded by
\[
\sum_{i=1}^{2k-1} \varepsilon^{|i|-1} \left| \langle \nabla^2 \Gamma_M(M^{-\frac{1}{2}} F_i, f^\varepsilon) + \nabla^2 \Gamma_M(f^\varepsilon, M^{-\frac{1}{2}} F_i), T \nabla_x^2 f^\varepsilon \rangle \right|
\]
Using (1.31) and (2.7) again, we see that the 2nd term on the L.H.S. of (4.34) can be bounded by
\[
\frac{1}{\varepsilon} \langle \nabla^2 \mathcal{L}_M[f^\varepsilon], 4\pi RT \nabla_x^2 f^\varepsilon \rangle \geq \frac{3\delta}{4\varepsilon} \left\| \nabla^2 \epsilon (I - \mathbf{P}_M) \right\|_{H}^2 - \frac{C_1}{\varepsilon^2} \left\| \nabla^2 \epsilon - f^\varepsilon \right\|_{H}^2 + \left\langle (I - \mathbf{P}_M)[f^\varepsilon] \right\|_{H}^2 \epsilon^2
\]
It follows from (1.31) that the first three terms on the R.H.S. of (4.34) can be bounded by
\[
C \left( \left\| \nabla_x \rho \right\|_{W^{1,\infty}} + \left\| \nabla_x u \right\|_{W^{1,\infty}} + \left\| \nabla_x T \right\|_{W^{1,\infty}} \right) \left[ \left\| f^\varepsilon \right\|^2_{H^2} + \left\| E^\varepsilon \right\|^2_{H^2} + \left\| B^\varepsilon \right\|^2_{H^2} \right]
\]
In view of Lemma 4.3, one sees that the 4th, 9th and 11th terms on the R.H.S. of (4.34) are no more than
\[
C \left[ \varepsilon^2 (1 + t)^{-p_0} + \varepsilon^2 \right] \left[ \left\| \nabla^2 \epsilon - f^\varepsilon \right\|_{H}^2 + \left\| E^\varepsilon \right\|^2_{H^2} + \left\| B^\varepsilon \right\|^2_{H^2} + \left\| E^\varepsilon \right\|^2_{H^2} \right] + C_\epsilon \exp \left( - \frac{\epsilon}{8RT^2 \sqrt{\varepsilon}} \right) \left[ \left\| h^\varepsilon \right\|_{H^2} + \left\| h^\varepsilon \right\|^2_{H^2} \right]
\]
By Lemma 4.2, we see that the 5th, 6th, 10th and 12th term on the R.H.S. of (4.34) can be controlled by
\[
C \left[ \varepsilon (1 + t)^{-p_0} + \varepsilon^2 \right] \left[ \left\| f^\varepsilon \right\|_{H^2}^2 + \sum_{j=0}^{2} \frac{1}{\varepsilon^{3-j}} \left\| \nabla^2 \epsilon - \mathbf{P}_M \right\|_{H}^2 + \left\| h^\varepsilon \right\|^2_{H^2} \right] + \exp \left( - \frac{\epsilon}{8RT^2 \sqrt{\varepsilon}} \right) \left[ \left\| h^\varepsilon \right\|^2_{H^2} \right]
\]
For the 7th term on the R.H.S. of (4.34), applying (2.9), (4.28) and Sobolev’s inequalities, we get that
\[
\varepsilon^{k-1} \left\| \nabla^2 \Gamma_M(f^\varepsilon, f^\varepsilon) \right\| \leq \varepsilon^{k-1} \int_{\mathbb{R}^3} \left[ \left\| \nabla^2 f^\varepsilon \right\|_{L^2} + \left\| \nabla^2 f^\varepsilon \right\|_{L^2} + \left\| \nabla \cdot f^\varepsilon \right\|_{L^2} \right] \left( \left\| \nabla^2 (I - \mathbf{P}_M)[f^\varepsilon] \right\|_{D} + \left\| \nabla^2 (I - \mathbf{P}_M)[f^\varepsilon] \right\|_{D} + \varepsilon \right)
\]
while estimating the nonlinear collision operator \( \text{Landau operator} \). Nevertheless, this polynomial velocity weight also cause velocity growth being the order of \( \varepsilon \).

Proposition 4.1, one further needs to deduce the \( h \) by (4.13) and (4.14). However, compared to the case of the Landau equation (1.1), the \( \square \) For the 8th term on the R.H.S. of (4.34), (2.10) and (4.1) lead us to

\[ \text{Lemma 4.4.} \]

For the last term on the R.H.S. of (4.34), one gets from (4.1) that

Finally, (4.26) follows from (4.29), (4.32) and (4.33), this ends the proof of Proposition 4.1.

As what we have done in Section 3, in order to close the estimate (4.26) constructed in Proposition 4.1, one further needs to deduce the \( H^2 \) estimates of \( h^\varepsilon \) which is determined by (4.13) and (4.14). However, compared to the case of the Landau equation (1.1), the estimate of \( h^\varepsilon \) for the VML system (1.2) is more complicated. Firstly, the velocity growth terms such as \( \frac{E^\varepsilon}{RT}\varepsilon^2\varepsilon^2 \) cannot be dominated by the degenerate dissipation of the linearized Landau collision operator at large velocity, to overcome this difficulty, a time-dependent exponential weight exp \( \left( \frac{(1+|v|^2)}{8RT_c \ln(e+t)} \right) \), which leads to extra dissipation term, is introduced so that these velocity growth can be eliminated. Secondly, in order to handle the terms like \(- (E + v \times B) \cdot \nabla_v h^\varepsilon \), we also design a polynomial velocity weight function \( \langle v \rangle^{k-1} \) with \( i \) being the order of \( x \)-derivatives to compensate the weak dissipation of the linearized Landau operator. Nevertheless, this polynomial velocity weight also cause velocity growth while estimating the nonlinear collision operator \( \varepsilon^{k-1} \Gamma(h^\varepsilon, h^\varepsilon) \). Fortunately, these growths can be absorbed by the exponential weight in the sense that

\[ \sup_{v \in \mathbb{R}^3} \left[ \langle v \rangle^i \exp \left( \frac{\varepsilon_1 (1 + |v|^2)}{8RT_c \ln(e+t)} \right) \right] \lesssim \left( \frac{\ln(e+t)}{\varepsilon_1} \right)^{\frac{i}{2}} \quad (4.35) \]

Before estimating \( h^\varepsilon \), we give some useful lemmas which will be used later, the first one is concerned with the velocity growth caused by the electric field.

**Lemma 4.4.** Assume that \( f^\varepsilon, E^\varepsilon_R, B^\varepsilon_R \) and \( h^\varepsilon \) are smooth solutions of the Cauchy problem (4.11), (4.12), (4.13) and (4.14) for the VML system (1.2) and satisfy (4.15), then for
Proof. For brevity, we only verify (4.36), the other two inequalities can be treated similarly. To this end, by (1.31), one has for $t \leq \varepsilon^{-\frac{1}{3}}$ that

$$
2k-1 \sum_{n=1}^{2k-1} \varepsilon^n \left\langle \nabla_x^i \left[ E_n \cdot v \right] h^\varepsilon, w_i^2 \nabla_x^i h^\varepsilon \right\rangle \lesssim \varepsilon (1 + t) \left( \| \langle v \rangle w_i \nabla_x^i h^\varepsilon \|^2 + I_{i \geq 1} \| w h^\varepsilon \|_{H^{-1}}^2 \right) \\
\lesssim \varepsilon h^{\frac{1}{2}} Y(t) \| \langle v \rangle w_i \nabla_x^i h^\varepsilon \|^2 + \varepsilon^2 I_{i \geq 1} \| w h^\varepsilon \|_{H^{-1}}^2.
$$

Thus the proof of Lemma (4.4) is finished. \(\square\)

The following Lemma is devote to the control of the velocity growth caused by Lorentz force.

Lemma 4.5. Assume that $f^\varepsilon, E_R^\varepsilon, B_R^\varepsilon$ and $h^\varepsilon$ are smooth solutions of the Cauchy problem (4.11), (4.12), (4.13) and (4.14) for the VML system (1.2) and satisfy (4.15), then for $i = 0, 1, 2$, it holds that

$$
\left| \left\langle \nabla_x^i \left[ (E + v \times B) \cdot \nabla v h^\varepsilon \right], w_i^2 \nabla_x^i h^\varepsilon \right\rangle \right| \lesssim \varepsilon_1 \left( Y(t) \| \langle v \rangle w_i \nabla_x^i h^\varepsilon \|^2 + I_{i \geq 1} \| w h^\varepsilon \|_{H^{-1}}^2 \right),
$$

(4.37)

$$
\varepsilon^k \left| \left\langle \nabla_x^i \left[ (E_R^\varepsilon + v \times B_R^\varepsilon) \cdot \nabla v h^\varepsilon \right], w_i^2 \nabla_x^i h^\varepsilon \right\rangle \right| \lesssim \varepsilon^2 \left( Y(t) \| \langle v \rangle w_i \nabla_x^i h^\varepsilon \|^2 + \varepsilon \| w h^\varepsilon \|_{H^{-1}}^2 \right),
$$

(4.38)

and

$$
2k-1 \sum_{n=1}^{2k-1} \varepsilon^n \left| \left\langle \nabla_x^i \left[ (E_n + v \times B_n) \cdot \nabla v h^\varepsilon + (E_R^\varepsilon + v \times B_R^\varepsilon) \cdot \nabla v F_n \right], w_i^2 \nabla_x^i h^\varepsilon \right\rangle \right| \lesssim \varepsilon^\frac{1}{2} Y(t) \| \langle v \rangle w_i \nabla_x^i h^\varepsilon \|^2 + \varepsilon^2 \left( \| E_R^\varepsilon \|_{H^1}^2 + \| B_R^\varepsilon \|_{H^1}^2 + I_{i \geq 1} \| w h^\varepsilon \|_{H^{-1}}^2 \right).
$$

(4.39)

Proof. We will prove (4.37) and (4.38) and omit the proof of (4.39) for brevity. To prove (4.37), from (1.31) and Lemma 2.2, it follows that

$$
\left| \left\langle \nabla_x^i \left[ (E + v \times B) \cdot \nabla v h^\varepsilon \right], w_i^2 \nabla_x^i h^\varepsilon \right\rangle \right| \\
\lesssim \sum_{|\alpha + \alpha'| = i} I_{i \geq 1} \left| \left\langle \partial^{\alpha} E \cdot \nabla v \partial^{\alpha'} h^\varepsilon, w_i^2 \nabla_x^i h^\varepsilon \right\rangle \right| + \left| \left\langle E \cdot \nabla_v (w_i^2) \nabla_x^i h^\varepsilon, \nabla_x^i h^\varepsilon \right\rangle \right| \\
+ \sum_{|\alpha + \alpha'| = i} I_{i \geq 1} \left| \left\langle (v \times \partial^{\alpha} B) \cdot (I - P_v) [\nabla_v \partial^{\alpha'} h^\varepsilon], w_i^2 \nabla_x^i h^\varepsilon \right\rangle \right| \\
\lesssim \left( \| E \|_{W^{1, \infty}} + \| B \|_{W^{1, \infty}} \right) \left[ \| \sqrt{1 + |v| w_i \nabla_x^i h^\varepsilon} \|_{H^{-1}}^2 + I_{i \geq 1} \| \langle v \rangle w_i \nabla_x^i h^\varepsilon \| \right] \\
\times \left( \| \langle v \rangle^{-1} w_i \nabla_v h^\varepsilon \|_{H^{-1}} + \| \frac{|v|}{\langle v \rangle} w_i (I - P_v) [\nabla_v h^\varepsilon] \|_{H^{-1}} \right) \\
\times \left( \| \langle v \rangle^{-1} w_i \nabla_v h^\varepsilon \|_{H^{-1}} + \| \frac{|v|}{\langle v \rangle} w_i (I - P_v) [\nabla_v h^\varepsilon] \|_{H^{-1}} \right) \\
\lesssim \varepsilon_1 \left( Y(t) \| \langle v \rangle w_i \nabla_x^i h^\varepsilon \|^2 + I_{i \geq 1} \| w h^\varepsilon \|_{H^{-1}}^2 \right).
$$
\[ \varepsilon_1 (1 + t)^{-p_0} \left( \| \langle \nu \rangle w_i \nabla_x h^\varepsilon \|^2 + \| w h^\varepsilon \|^2_{H^{p_0 - 1}_D} \right) \]
\[ \lesssim \varepsilon_1 \left( Y(t) \| \langle \nu \rangle w_i \nabla_x h^\varepsilon \|^2 + \mathbf{I}_{i \geq 1} \| w h^\varepsilon \|^2_{H^{p_0 - 1}_D} \right) . \]

For (4.38), one has
\[ \varepsilon^k \left| \sum_{(\alpha + \alpha') = i} I_{i \geq 1} \left( \| \partial^\alpha E_R^\varepsilon \|_{L^\infty} \| \langle \nu \rangle^{-1} w_i \nabla_v \partial^{\alpha'} h^\varepsilon \|_{L^2_x L^2_T} \right) \right| \]
\[ \lesssim \varepsilon^k \sum_{(\alpha + \alpha') = i} \left( \| \partial^\alpha E_R^\varepsilon \|_{L^\infty} \| \langle \nu \rangle^{-1} w_i \nabla_v \partial^{\alpha'} h^\varepsilon \|_{L^2_x L^2_T} \right) \]
\[ \lesssim \varepsilon^k \sum_{(\alpha + \alpha') = i} \left( \| \partial^\alpha E_R^\varepsilon \|_{L^\infty} \| \langle \nu \rangle^{-1} w_i \nabla_v \partial^{\alpha'} h^\varepsilon \|_{L^2_x L^2_T} \right) . \]

Furthermore, by Lemma 2.2, for \( |\alpha'| < i \) and \( 1 \leq i \leq 2 \), we can get that
\[ \| \langle \nu \rangle^{-1} w_i \nabla_v \partial^{\alpha'} h^\varepsilon \|^2_{L^2_x L^2_T} = \int_{\mathbb{R}^3} \langle \nu \rangle^{-2} w^2_i |\nabla_v \partial^{\alpha'} h^\varepsilon |^2_{L^2_x} dv \]
\[ \leq \int_{\mathbb{R}^3} \left( \langle \nu \rangle^{-\frac{3}{2}} w_i |\nabla_v \partial^{\alpha'} h^\varepsilon |_{L^6_x} \right) \left( \langle \nu \rangle^{-\frac{3}{2}} w_i |\nabla_v \partial^{\alpha'} h^\varepsilon |_{L^6_x} \right) \]
\[ \lesssim \left\| w_{i - 1} \nabla^{|\alpha'|} h^\varepsilon \right\|_{D} \left\| w_i \nabla^{|\alpha'| + 1} h^\varepsilon \right\|_{D} , \]

and similarly,
\[ \left\| \frac{w_{i}}{\langle \nu \rangle} w_i (I - P_v) [\nabla_v \partial^{\alpha'} h^\varepsilon ] \right\|^2_{L^2_x L^2_T} \leq \int_{\mathbb{R}^3} w^2_i [(I - P_v) [\nabla_v \partial^{\alpha'} h^\varepsilon ]]^2_{L^2_x} dv \]
\[ \leq \int_{\mathbb{R}^3} \left( \langle \nu \rangle^{-\frac{1}{2}} w_i [(I - P_v) [\nabla_v \partial^{\alpha'} h^\varepsilon ]]_{L^6_x} \right) \left( \langle \nu \rangle^{-\frac{1}{2}} w_{i - 1} [(I - P_v) [\nabla_v \partial^{\alpha'} h^\varepsilon ]]_{L^6_x} \right) dv \]
\[ \lesssim \left\| w_{i - 1} \nabla^{|\alpha'|} h^\varepsilon \right\|_{D} \left\| w_i \nabla^{|\alpha'| + 1} h^\varepsilon \right\|_{D} . \]

Noting that \( (1 + t)^{-\beta} \leq Y(t) \) and \( \varepsilon \lesssim \varepsilon^2 Y(t) \) for \( t \leq \varepsilon^{-1/3} \), we thus conclude that
\[ \varepsilon^k \left| \sum_{(\alpha + \alpha') = i} \left( \| \partial^\alpha E_R^\varepsilon \|_{L^\infty} \| \langle \nu \rangle^{-1} w_i \nabla_v \partial^{\alpha'} h^\varepsilon \|_{L^2_x L^2_T} \right) \right| \]
\[ \lesssim \varepsilon^k \left( \| \partial^\alpha E_R^\varepsilon \|_{L^\infty} \| \langle \nu \rangle^{-1} w_i \nabla_v \partial^{\alpha'} h^\varepsilon \|_{L^2_x L^2_T} \right) \]
\[ \lesssim \varepsilon^k \left( \| \partial^\alpha E_R^\varepsilon \|_{L^2} \| \langle \nu \rangle^{-1} w_i \nabla_v \partial^{\alpha'} h^\varepsilon \|_{L^2_x L^2_T} \right) \]
\[ \lesssim \varepsilon^k \left( \| \partial^\alpha E_R^\varepsilon \|_{L^\infty} \| \langle \nu \rangle^{-1} w_i \nabla_v \partial^{\alpha'} h^\varepsilon \|_{L^2_x L^2_T} \right) . \]

This ends the proof of Lemma 4.5. \( \square \)

We now state our main result on the weighted energy estimates on \( h^\varepsilon \) as follows.

**Proposition 4.2.** Assume that \( f^\varepsilon, E_R^\varepsilon, B_R^\varepsilon \) and \( h^\varepsilon \) are smooth solutions of the Cauchy problem (4.11), (4.12), (4.13) and (4.14) for the VML system (1.2) and satisfy (4.15), then
it holds that
\[
\frac{d}{dt} \sum_{i=0}^{2} \left( \varepsilon^{\frac{3}{2}+i} ||w_i \nabla_x h^\varepsilon||^2 \right) + \sum_{i=0}^{2} \varepsilon^{\frac{3}{2}+i} Y(t) \| \langle v \rangle w_i \nabla_x h^\varepsilon \|^2 + \delta \sum_{i=0}^{2} \varepsilon^{\frac{3}{2}+i} ||w_i \nabla_x h^\varepsilon||^2_D \tag{4.40}
\]
\[
\lesssim \sum_{i=0}^{2} \varepsilon^{\frac{3}{2}+i} \| f^\varepsilon \|^2_H + \sum_{i=0}^{2} \varepsilon^{\frac{3}{2}+i} \left( ||E_R^\varepsilon||^2_H + ||B_R^\varepsilon||^2_H + \|wh^\varepsilon\|^2_{H^2_D} \right) + \sum_{i=0}^{2} \varepsilon^{\frac{10}{2}+i} ||wh^\varepsilon||^2_{H^2_D} \\
+ \epsilon_1 \sum_{i=0}^{1} \varepsilon^{\frac{7}{2}+i} \left( (1 + t)^{-p} \|wh^\varepsilon\|^2_H + \|wh^\varepsilon\|^2_{H^2_D} \right) \\
+ \sum_{i=0}^{2} \varepsilon^{2k+\frac{5}{2}} (1 + t)^{1k+2} + \sum_{i=0}^{2} \varepsilon^{k+\frac{3}{2}} (1 + t)^{2k} \|w_i \nabla_x h^\varepsilon\|.
\]

**Proof.** The proof is divided into three steps.

**Step 1. Basic weighted energy estimate of $h^\varepsilon$.** In this step, we deduce the weighted $L^2$ estimates of $h^\varepsilon$. For results in this direction, we have
\[
\frac{d}{dt} \left( \varepsilon^{\frac{3}{2}} ||w_0 h^\varepsilon||^2 \right) + \varepsilon^{\frac{3}{2}} Y \| \langle v \rangle w_0 h^\varepsilon \|^2 + \delta \varepsilon^{\frac{3}{2}} ||w_0 h^\varepsilon||^2_D \tag{4.41}
\]
\[
\lesssim \varepsilon^{\frac{3}{2}} \| f^\varepsilon \|^2 + \varepsilon^{\frac{3}{2}} \left( ||E_R^\varepsilon||^2 + ||B_R^\varepsilon||^2 + \|w_0 h^\varepsilon\|^2 \right) + \varepsilon^{\frac{10}{2}} ||wh^\varepsilon||^2_{H^2_D} \\
+ \varepsilon^{2k+\frac{5}{2}} (1 + t)^{1k+2} + \varepsilon^{k+\frac{3}{2}} (1 + t)^{2k} \|w_0 h^\varepsilon\|.
\]

To prove this, we first take the $L^2$ inner product of $w_0^2 h^\varepsilon$ with (4.13) and use (2.15), to obtain
\[
\frac{1}{2} \frac{d}{dt} \|w_0 h^\varepsilon\|^2 + Y \| \langle v \rangle w_0 h^\varepsilon \|^2 + \delta \|w_0 h^\varepsilon\|^2_D \tag{4.42}
\]
\[
\leq \frac{C}{\varepsilon} \| f^\varepsilon \|^2 + \frac{1}{\varepsilon} \langle L_d [h^\varepsilon], w_0^2 h^\varepsilon \rangle + \left| \left( \langle E_R^\varepsilon + v \times B_R^\varepsilon \rangle \cdot \frac{v - u}{RT} \mu^{-\frac{3}{2}} \mathbf{M}, w_0^2 h^\varepsilon \rangle \right) \right| \\
+ \left| \left( \langle E + v \times B \rangle \cdot \nabla v h^\varepsilon, w_0^2 h^\varepsilon \rangle \right) \right| + \left| \left( \frac{E \cdot v}{2RT_c} h^\varepsilon, w_0^2 h^\varepsilon \rangle \right) \right| \\
+ \varepsilon^{k-1} \left| \left( \langle \Gamma (h^\varepsilon, h^\varepsilon), w_0^2 h^\varepsilon \rangle \right) \right| + \sum_{i=1}^{2k-1} \varepsilon^{i-1} \left| \langle \Gamma (\mu^{-\frac{3}{2}} F_i, h^\varepsilon) + \Gamma (h^\varepsilon, \mu^{-\frac{3}{2}} F_i), w_0^2 h^\varepsilon \rangle \right| \\
+ \varepsilon^k \left| \langle \left( E_R^\varepsilon + v \times B_R^\varepsilon \rangle \cdot \nabla v h^\varepsilon, w_0^2 h^\varepsilon \rangle \right) \right| + \varepsilon^k \left| \langle \frac{E_R^\varepsilon \cdot v}{2RT_c} h^\varepsilon, w_0^2 h^\varepsilon \rangle \right| \\
+ \sum_{i=1}^{2k-1} \varepsilon^i \left| \langle E_i + v \times B_i \rangle \cdot \nabla v h^\varepsilon + \langle E_R^\varepsilon + v \times B_R^\varepsilon \rangle \cdot \nabla v F_i, w_0^2 h^\varepsilon \rangle \right| \\
+ \sum_{i=1}^{2k-1} \varepsilon^i \left| \langle \frac{E_i \cdot v}{2RT_c} h^\varepsilon, w_0^2 h^\varepsilon \rangle \right| + \left| \langle Q_1, w_0^2 h^\varepsilon \rangle \right|.
\]

We now turn to estimate the right hand side of (4.42) term by term. For the 2nd term on the R.H.S. of (4.42), (2.13) directly gives
\[
\frac{1}{\varepsilon} \left| \langle L_d [h^\varepsilon], w_0^2 h^\varepsilon \rangle \right| \lesssim \frac{\epsilon_1}{\varepsilon} ||w_0 h^\varepsilon||^2_D.
\]
For the 3rd term on the R.H.S. of (4.42), from (1.32), it follows that $\langle v \rangle w_0 \mu^{-\frac{1}{2}} M$ is bounded, therefore, we have

$$
\left| \left( E_R^v + v \times B_R^e \right) \cdot \frac{v - u}{RT} \mu^{-\frac{1}{2}} M, w_0^2 h^\varepsilon \right| \lesssim \frac{o(1)}{\varepsilon} \| w_0 h^\varepsilon \|^2_D + \varepsilon \left( \| E_R^v \|^2 + \| B_R^e \|^2 \right).
$$

Since $\varepsilon \ll \varepsilon_1$, by Lemma 4.5, we see that the 4th, 8th and 10th terms on the R.H.S. of (4.42) can be bounded by

$$
C \varepsilon_1 Y \| \langle v \rangle w_0 h^\varepsilon \|^2 + C \varepsilon^\frac{2}{3} \left( \| E_R^v \|^2 + \| B_R^e \|^2 \right).
$$

For the 5th, 9th and 11th terms on the R.H.S. of (4.42), using Lemma 4.4, one sees that they share the same upper bound $C \varepsilon_1 Y \| \langle v \rangle w_0 h^\varepsilon \|^2$.

For the 6th term on the R.H.S. of (4.42), we get from (2.11) and Sobolev’s inequality that

$$
\varepsilon^{k-1} \left| \langle \Gamma(h^\varepsilon, h^\varepsilon), w_0^2 h^\varepsilon \rangle \right| 
\lesssim \varepsilon^{k-1} \int_{\mathbb{R}^3} \left( \| \langle v \rangle f h^\varepsilon \|_{L^2} |w_0 h^\varepsilon|_D + |w_0 h^\varepsilon|_L^2 \| \langle v \rangle f h^\varepsilon \|_D \right) |w_0 h^\varepsilon|_D
$$

(4.43)

Here we have used Sobolev’s inequality $\| f \|_{L^\infty} \lesssim \| f \|_{H^2}$ to bound both $|\langle v \rangle f h^\varepsilon|_{L^2}$ and $|\langle v \rangle f h^\varepsilon|_D$, because either $|w_0 h^\varepsilon|_{L^2}$ or $|w_0 h^\varepsilon|_D$ cannot bear more $x$–derivative. Furthermore, using (4.35), one has

$$
\| \langle v \rangle f h^\varepsilon \|_{H^2} \lesssim \sup_{v \in \mathbb{R}^3} \| \langle v \rangle^2 \exp \left( \frac{-\epsilon_1 (1 + |v|^2)}{8RT \epsilon \ln(e + t)} \right) \| \| w h^\varepsilon \|_{H^2} \lesssim \frac{1}{\epsilon_1} \ln(e + t) \| w h^\varepsilon \|_{H^2},
$$

(4.44)

and similarly

$$
\| \langle v \rangle f h^\varepsilon \|_{H^2} \lesssim \sup_{v \in \mathbb{R}^3} \| \langle v \rangle^2 \exp \left( \frac{-\epsilon_1 (1 + |v|^2)}{8RT \epsilon \ln(e + t)} \right) \| \| w h^\varepsilon \|_{H^2} \lesssim \frac{1}{\epsilon_1} \ln(e + t) \| w h^\varepsilon \|_{H^2}.
$$

(4.45)

Moreover, for $k \geq 3$, it follows

$$
\varepsilon^{k-1} \| w h^\varepsilon \|_{H^1} \lesssim \varepsilon^{k-2-\frac{1}{3}} \lesssim \varepsilon^{1-\frac{1}{3}}
$$

(4.46)

according to (4.28).

Thus, in view of $t \leq \varepsilon^{-1/3}$ and the assumption $\varepsilon \ll \varepsilon_1$, we get by plugging (4.44), (4.45) and (4.46) into (4.43) that

$$
\varepsilon^{k-1} \left| \langle \Gamma(h^\varepsilon, h^\varepsilon), w_0^2 h^\varepsilon \rangle \right| 
\lesssim \varepsilon^{k-1} \frac{1}{\epsilon_1} \ln(e + t) \| w_0 h^\varepsilon \|_{D}^2 + \frac{o(1)}{\epsilon} \| w_0 h^\varepsilon \|_{D}^2 + \frac{1}{\epsilon_1} \ln^2(e + t) \varepsilon^3 \| w h^\varepsilon \|_{H^2}^2
$$

$$
\lesssim \frac{o(1)}{\epsilon} \| w_0 h^\varepsilon \|_{D}^2 + \varepsilon^2 \| w h^\varepsilon \|_{H^2}^2.
$$

For the 7th term on the R.H.S. of (4.42), (4.1) and Lemma 2.5 give

$$
\sum_{i=1}^{2k-1} \varepsilon^{i-1} \left| \langle \Gamma(\mu^{-\frac{1}{2}} F_i, h^\varepsilon) + \Gamma(h^\varepsilon, \mu^{-\frac{1}{2}} F_i), w_0^2 h^\varepsilon \rangle \right| 
\lesssim \sum_{i=1}^{2k-1} \varepsilon(1 + t)^{i-1} (1 + t) \left( \| w_0 h^\varepsilon \| + \| w_0 h^\varepsilon \|_D \right) \| w_0 h^\varepsilon \|_D
$$

$$
\lesssim \frac{o(1)}{\epsilon} \| w_0 h^\varepsilon \|_{D}^2 + \varepsilon^\frac{1}{2} \| w_0 h^\varepsilon \|^2.
$$
Similarly, for the last term on the R.H.S. of (4.42), we have
\[
\left| \langle Q_1, w_0^2 h^\varepsilon \rangle \right| \lesssim \frac{\varepsilon_1}{\varepsilon} \| w_0 h^\varepsilon \|^2_D + \varepsilon^{2k+1} (1 + t)^{4k+2} + \varepsilon^k (1 + t) 2^k \| w_0 h^\varepsilon \|.
\]

Putting the above estimates into (4.42) and multiplying the resulting inequality by \( \varepsilon^4 \) yields (4.41).

**Step 2. First order derivative estimates of \( h^\varepsilon \) with weight.** In this step, we continue to deduce the estimate of \( \| w_1 \nabla_x h^\varepsilon \| \). Applying \( \partial_x^\alpha (1 \leq |\alpha| \leq 2) \) to (4.13) yields
\[
\partial_t \partial_x^\alpha h^\varepsilon + v \cdot \nabla_x \partial_x^\alpha h^\varepsilon + \partial_x^\alpha \left( \frac{E_R + v \times B_R^\varepsilon}{RT} \cdot (v - u) \mu_{-\frac{1}{2}} \mathbf{M} \right) \\
+ \partial_x^\alpha \left( \frac{E \cdot v}{2RT_c} h^\varepsilon \right) - \partial_x^\alpha \left( (E + v \times B) \cdot \nabla_x h^\varepsilon \right) + \partial_x^\alpha \mathcal{L}[h^\varepsilon] = 0.
\]

(4.47)

Next, taking the \( L^2 \) inner product of \( w_i^2 \partial_x^\alpha h^\varepsilon \) and (4.47) with \( |\alpha| = 1 \) and applying (2.15), one has
\[
\frac{1}{2} \frac{d}{dt} \| w_1 \nabla_x h^\varepsilon \|^2 + Y(t) \| \langle v \rangle w_1 \nabla_x h^\varepsilon \|^2 + \frac{\delta}{\varepsilon} \| w_1 \nabla_x h^\varepsilon \|_D^2 \leq \frac{C}{\varepsilon} \| f^\varepsilon \|^2_{H^1} + \frac{1}{\varepsilon} \left| \langle \nabla_x \mathcal{L}_d[h^\varepsilon], w^2_1 \nabla_x h^\varepsilon \rangle \right|
\]

(4.48)

We now turn to estimate the R.H.S. of (4.31) individually. For the 2nd term on the R.H.S. of (4.31), by (2.13), we obtain
\[
\frac{1}{\varepsilon} \left| \langle \nabla_x \mathcal{L}_d[h^\varepsilon], w^2_1 \nabla_x h^\varepsilon \rangle \right| \leq \frac{\varepsilon_1}{\varepsilon} \left( \| w_1 \nabla_x h^\varepsilon \|^2_D + \| w_1 h^\varepsilon \|^2_D \right).
\]
For the 3rd term on the R.H.S. of (4.31), direct calculation gives

\[
\frac{o(1)}{\varepsilon} \|w_1 \nabla x h^\varepsilon\|_D^2 + C\varepsilon \left(\|E_R^\varepsilon\|_{H^1} + \|B_R^\varepsilon\|_{H^1}\right).
\]

Applying Lemma 4.4, we can bound the 4th, 9th and 11th terms on the R.H.S. of (4.31) by

\[
e_1 Y(t)\|\langle v \rangle w_1 \nabla x h^\varepsilon\|^2 + \left[(1 + t)^{-p_0} + \varepsilon^{\frac{3}{2}}\right]\|w_0 h^\varepsilon\|^2.
\]

For the fifth, eighth and tenth term on the R.H.S. of (4.31), assuming \(\varepsilon \ll \varepsilon_1\) and using Lemma 4.5, we see that they enjoy the same upper bound

\[
C_1 Y(t)\|\langle v \rangle w_1 \nabla x h^\varepsilon\|^2 + C\varepsilon \left(\|E_R^\varepsilon\|_{H^1} + \|B_R^\varepsilon\|_{H^1}\right) + e_1\|wh^\varepsilon\|^2_{H^2}.
\]

For the 6th term on the R.H.S. of (4.48), we get from (2.11) and Sobolev's inequalities that

\[
e^{k-1} \|\langle v \rangle \nabla x \Gamma(h^\varepsilon, h^\varepsilon, w_1^2 \nabla x h^\varepsilon)\|
\]

\[
\lesssim e^{k-1} \int_{\mathbb{R}^3} \left(\|\langle v \rangle \xi^{\varepsilon-1} h^\varepsilon\|_{L^2} |w_1 \nabla x h^\varepsilon| + |w_1 \nabla x h^\varepsilon|_{L^2} \|\langle v \rangle \xi^{\varepsilon-1} h^\varepsilon\|_{L^2} \right) |w_1 \nabla x h^\varepsilon|_{L^2} + |w_1 \nabla x h^\varepsilon|_{L^2} \|\langle v \rangle \xi^{\varepsilon-1} h^\varepsilon\|_{H^2} \|w_1 \nabla x h^\varepsilon|_{L^2}
\]

Next, similar to (4.44) and (4.45), one has

\[
\|\langle v \rangle \xi^{\varepsilon-1} h^\varepsilon\|_{H^2} \lesssim \sup_{v \in \mathbb{R}^3} \left[\langle v \rangle \exp \left(-\frac{\varepsilon_1 (1 + |v|^2)}{\sqrt{R} t \ln(e + t)}\right)\right] \|w_1 \nabla x h^\varepsilon\|_{H^2} \lesssim \frac{\sqrt{\ln(e + t)}}{\sqrt{\varepsilon_1}} \|w_1 \nabla x h^\varepsilon\|_{H^2},
\]

and

\[
\|\langle v \rangle \xi^{\varepsilon-1} h^\varepsilon\|_{H^2} \lesssim \sup_{v \in \mathbb{R}^3} \left[\langle v \rangle \exp \left(-\frac{\varepsilon_1 (1 + |v|^2)}{\sqrt{R} t \ln(e + t)}\right)\right] \|w_1 \nabla x h^\varepsilon\|_{H^2} \lesssim \frac{\sqrt{\ln(e + t)}}{\sqrt{\varepsilon_1}} \|w_1 \nabla x h^\varepsilon\|_{H^2}.
\]

These estimates together with (4.46) leads us to

\[
e^{k-1} \|\langle v \rangle \nabla x \Gamma(h^\varepsilon, h^\varepsilon, w_1^2 \nabla x h^\varepsilon)|
\]

\[
\lesssim \frac{\sqrt{\ln(e + t)}}{\sqrt{\varepsilon_1}} \|w_1 \nabla x h^\varepsilon\|_{L^2}^2 + \frac{o(1)}{\varepsilon} \|w_1 \nabla x h^\varepsilon\|_{L^2}^2 + \frac{\sqrt{\ln(e + t)}}{\sqrt{\varepsilon_1}} \|w_1 \nabla x h^\varepsilon\|_{L^2}^2 + \frac{\sqrt{\ln(e + t)}}{\sqrt{\varepsilon_1}} \|w_1 \nabla x h^\varepsilon\|_{L^2}^2,
\]

where (4.46), \(t \leq \varepsilon^{-1/3}\) and \(\varepsilon \ll \varepsilon_1\) are used again.

For the 7th term on the R.H.S. of (4.48), from (4.1) and Lemma 2.5, we get for \(t \leq \varepsilon^{-1/3}\) that

\[
\sum_{i=1}^{2k-1} e^{i-1} \|\langle v \rangle \nabla x \Gamma(\mu^{-\frac{1}{2}} F_i, h^\varepsilon) + \nabla x \Gamma(h^\varepsilon, \mu^{-\frac{1}{2}} F_i), w_1^2 \nabla x h^\varepsilon)\|
\]

\[
\lesssim \sum_{i=1}^{2k-1} \left[\varepsilon (1 + t) |\xi^{\varepsilon-1} (1 + t)\right] \|w_1 h^\varepsilon\|_{H^1} + \|w_1 h^\varepsilon\|_{H^2} \|w_1 \nabla x h^\varepsilon\|_{L^2} + \frac{o(1)}{\varepsilon} \|w_1 \nabla x h^\varepsilon\|_{L^2}^2 + \varepsilon^{\frac{3}{2}} \|w_1 \nabla x h^\varepsilon\|_{L^2}^2 \|w_1 \nabla x h^\varepsilon\|_{L^2}.
\]

Similarly, for the last term on the R.H.S. of (4.48), one has

\[
\|\langle v \rangle Q_1, w_1^2 \nabla x h^\varepsilon\| \lesssim \frac{\varepsilon_1}{\varepsilon} \|w_1 \nabla x h^\varepsilon\|_{L^2}^2 + \varepsilon^{2k+1} (1 + t)^{4k+2} + \varepsilon^k (1 + t)^{2k} \|w_1 \nabla x h^\varepsilon\|_{L^2}.
Putting the above estimates into (4.48) and multiplying the resulting inequality by $\varepsilon^{7/3}$, we arrive at

$$\frac{d}{dt} \left( \varepsilon^7 \| w_1 \nabla_x h^\varepsilon \|^2 \right) + \varepsilon^7 Y \| \langle v \rangle w_1 \nabla_x h^\varepsilon \|^2 + \delta \varepsilon^7 \| w_1 \nabla_x h^\varepsilon \|^2_D \geq 0$$

(4.49)

We proceed to deduce the estimate of $\| w_2 \nabla_x^2 h^\varepsilon \|$. For results in this direction, we have

$$\frac{d}{dt} \left( \varepsilon^{10} \| w_2 \nabla_x^2 h^\varepsilon \|^2_D + \varepsilon^{10} Y \| \langle v \rangle w_2 \nabla_x^2 h^\varepsilon \|^2 + \delta \varepsilon^7 \| w_2 \nabla_x^2 h^\varepsilon \|^2_D \right) \geq 0$$

(4.50)

To show this, we first take the $L^2$ inner product of $w_2^2 \partial_t^2 h^\varepsilon$ and (4.47) with $|\alpha| = 2$ and use (2.15) to obtain

$$\frac{1}{2} \frac{d}{dt} \| w_2 \nabla_x^2 h^\varepsilon \|^2 + Y(t) \| \langle v \rangle w_1 \nabla_x h^\varepsilon \|^2 + \delta \varepsilon \| w_2 \nabla_x^2 h^\varepsilon \|^2_D \geq 0$$

(4.51)

We now turn to estimate the R.H.S. of (4.51) term by term. For the 2nd term on the R.H.S. of (4.51), by (2.13), we have

$$\frac{1}{\varepsilon} \| \nabla_x^2 \mathcal{L}_d[h^\varepsilon], w_2^2 \nabla_x^2 h^\varepsilon \| \leq \varepsilon^k \| w_2 \nabla_x^2 h^\varepsilon \|^2_D$$

The 3rd term on the R.H.S. of (4.51) can be directly bounded by

$$\| \nabla_x^2 \left[ (E_R + v \times B_R) \cdot \frac{v - u}{RT} \mu^{-\frac{1}{2}} \mathbf{M} \right], w_2^2 \nabla_x^2 h^\varepsilon \|$$
For the 7th term on the R.H.S. of (4.51), by (4.1) and Lemma 2.5, we get
\[ \lesssim \frac{o(1)}{\varepsilon} \|w_2 \partial_2^2 h^\varepsilon\|_D^2 + \varepsilon \left( \|E_{Rc}\|_{H^2}^2 + \|B_{Rc}\|_{H^2}^2 \right). \]

For the 4th, 9th and 11th term on the R.H.S. of (4.34), in light of Lemma 4.4, we can bound them by
\[ \varepsilon_1 Y(t) \|w_2 \nabla_2^2 h^\varepsilon\|_D^2 + \left[ (1 + t)^{-p_0} + \varepsilon^{\frac{2}{3}} \right] \|w h^\varepsilon\|_{H^1}^2. \]

Assuming \( \varepsilon \ll \varepsilon_1 \) and using Lemma 4.5, we see that the fifth, eighth and tenth terms on the R.H.S. of (4.34) share the same bound
\[ C\varepsilon_1 Y(t) \|w_2 \nabla_2^2 h^\varepsilon\|_D^2 + C\varepsilon_1^2 \left( \|E_{Rc}\|_{H^2}^2 + \|B_{Rc}\|_{H^2}^2 \right) + \varepsilon_1 \|w h^\varepsilon\|_{H^2}^2. \]

For the 6th term on the R.H.S. of (4.51), applying (2.11), (4.46) and Sobolev’s inequalities, one has
\[ \varepsilon^{k-1} \|w_2 \partial_2^2 h^\varepsilon\|_D^2 + \varepsilon \left( \|w_2 \nabla_2^2 h^\varepsilon\|_D^2 + \|w_2 \partial_2 h^\varepsilon\|_D^2 \right) \]
\[ \lesssim \sum_{i=1}^{2k-1} \varepsilon^{i-1} \|\langle [\nabla_2^2 \Gamma_1(h^\varepsilon, \varepsilon), w_2 \nabla_2^2 h^\varepsilon\rangle \|_D^2 \]
\[ \lesssim \sum_{i=1}^{2k-1} \varepsilon (1 + t)^{-i-1} (1 + t) \left( \|w_2 h^\varepsilon\|_{H^2}^2 + \|w_2 h^\varepsilon\|_{H^2}^2 \right) \|w_2 \nabla_2 h^\varepsilon\|_D^2 \]
\[ \lesssim \frac{o(1)}{\varepsilon} \|w_2 \nabla_2 h^\varepsilon\|_D^2 + \varepsilon^{\frac{2}{3}} \left( \|w h^\varepsilon\|_{H^2}^2 + \|w h^\varepsilon\|_{H^2}^2 \right). \]

Similarly, for the last term on the R.H.S. of (4.51), it follows
\[ \|\langle \nabla_2 Q_1, w_2 \nabla_2^2 h^\varepsilon\rangle \| \lesssim \frac{o(1)}{\varepsilon} \|w_2 \nabla_2^2 h^\varepsilon\|_D^2 + \varepsilon^{2k+1} (1 + t)^{4k+2} + \varepsilon^k (1 + t)^{2k} \|w_2 \nabla_2^2 h^\varepsilon\|. \]

Submitting these estimates in (4.51) and multiplying the resulting inequality by \( \varepsilon^{10/3} \) gives (4.50).

Finally, (4.40) follows from (4.41), (4.49) and (4.50), this ends the proof of Proposition 4.2. \( \square \)

4.3. Proof of the Theorem 1.2. We are now ready to complete the Proof of Theorem 1.2. For brevity, we only derive the energy estimates (1.37) and omit details of the proof of non-negativity proof of \( F^\varepsilon \) since it is similar to the proof given in [51, 52].

For this purpose, combining Propositions 4.2 and 4.1, one has
\[ \frac{d}{dt} \varepsilon(t) + \frac{\delta}{2} \sum_{i=0}^{2} \varepsilon^i \left( \frac{1}{\varepsilon} \left( \|\nabla_2^i (\mathbf{I} - \mathbf{P}_M) f^\varepsilon\|_D^2 + \varepsilon^{\frac{4}{3}} \|w_2 \nabla_2^1 h^\varepsilon\|_D^2 + \varepsilon^{\frac{4}{3}} \|\langle v \rangle w_1 \nabla_2^1 h^\varepsilon\|_D^2 \right) \right) \]
\[ \lesssim \sum_{i=0}^{2} \varepsilon^{i+\frac{1}{2}} \left( \|\nabla_2^i f^\varepsilon\|_D^2 + \left( \varepsilon^{\frac{3}{2}} + \varepsilon (1 + t)^{-p_0} \right) \|w_2 \nabla_2^1 h^\varepsilon\|_D^2 + \varepsilon_1 \|w_2 \nabla_2^1 h^\varepsilon\|_D^2 \right) \]
\[
+ \varepsilon^{10} \| w \hat{e} \|_{H^1_{D_0}}^2 + \sum_{i=0}^2 \varepsilon^i \left( (1 + t)^{-p_0} + \varepsilon^{\frac{1}{3}} \right) \left[ \| \nabla_x f^{\varepsilon} \|^2 + \| E^{\varepsilon}_R \|^2_{H^1} + \| B^{\varepsilon}_R \|^2_{H^1} \right] \\
+ C_{\varepsilon_1} \exp \left( -\frac{\varepsilon_1}{8RT_c^2 \sqrt{\varepsilon}} \right) \left( \| h^{\varepsilon} \|_{H^1}^2 + \| h^{\varepsilon} \|_{H^1_{D_0}}^2 \right) \\
+ \varepsilon^{2k+1} (1 + t)^{4k+2} + \varepsilon^k (1 + t)^{2k} \sum_{i=0}^2 \varepsilon^i \left( \| \nabla_x f^{\varepsilon} \| + \varepsilon^{\frac{4}{3}} \| w_i \nabla_x h^{\varepsilon} \| \right),
\]

where \( E(t) \) is defined in (1.38).

Next, choosing \( \varepsilon_0 > 0 \) sufficiently small such that
\[
C_{\varepsilon_1} \exp \left( -\frac{\varepsilon_1}{8RT_c^2 \sqrt{\varepsilon}} \right) \lesssim \varepsilon_0^2,
\]
we have
\[
\frac{d}{dt} E(t) + D(t) \lesssim \left[ \varepsilon^{\frac{1}{3}} + (1 + t)^{-p_0} + \varepsilon^k (1 + t)^{2k} \right] E(t) + \varepsilon^{2k+1} (1 + t)^{4k+2},
\]
where \( D(t) \) is given by (1.39). Then for \( 0 < \varepsilon \leq \varepsilon_0 \), we apply Gronwall’s inequality over \( t \in [0, \varepsilon^{-1/3}] \) to obtain
\[
E(t) + \int_0^t D(s) \, ds \lesssim E(0) + 1.
\]
This completes the proof of Theorem 1.2.
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