ALMOST SURE SCATTERING FOR THE ONE DIMENSIONAL NONLINEAR
SCHRÖDINGER EQUATION

NICOLAS BURQ AND LAURENT THOMANN

Abstract. We consider the one-dimensional nonlinear Schrödinger equation with a nonlinearity of degree $p > 1$. We exhibit measures on the space of initial data for which we describe the non trivial evolution by the linear Schrödinger flow and we show that their nonlinear evolution is absolutely continuous with respect to this linear evolution. We deduce from this precise description the global well-posedness of the equation for $p > 1$ and scattering for $p > 3$. To the best of our knowledge, it is the first occurrence where the description of quasi-invariant measures allows to get quantitative asymptotics (here scattering properties) for the nonlinear evolution.
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1. Introduction and results

1.1. General introduction. Let $p > 1$. In this paper we study long time dynamics for the one-dimensional nonlinear Schrödinger equation

\[
\begin{aligned}
\left\{ 
\begin{array}{ll}
  i\partial_s U + \partial_y^2 U = |U|^{p-1}U, & (s, y) \in \mathbb{R} \times \mathbb{R}, \\
  U|_{s=s_0} = U_0, &
\end{array}
\right.
\end{aligned}
\]

where $U_0$ is a random initial condition, with low Sobolev regularity. The distribution of $U_0$ will be given by a Gaussian measure and we will study its evolution under the nonlinear flow of $(NLS_p)$, denoted by $\Psi(s, s_0)$, and compare it with the evolution under the linear flow $\Psi_{lin}(s, s_0) = e^{i(s-s_0)\partial_y^2}$.

When working on compact manifolds $M$ instead of $\mathbb{R}_x$, there exists natural Gaussian measures $\mu$ supported in some Sobolev spaces $H^s(M)$ which are invariant by the flow $\Sigma_{lin}(s)$ of the linear equation (Wiener measures, see Section 3 for more details). At some particular scales of regularity these measures can be suitably modified (Gibbs measures) to ensure that they are invariant by the nonlinear flow [8], or only quasi-invariant (renormalized energies) [11, 25, 26, 24]. In our context, and more generally on $\mathbb{R}^d$, the situation is different, since dispersion prohibits the existence of measures invariant by the flow of the linear or nonlinear Schrödinger equation (see Proposition 3.1, Proposition 3.2 and Proposition 3.3). The purpose of the present work is twofold. First we define measures on the space of initial data for which we can describe precisely the non trivial evolution by the linear flow (notice that even this first step is non trivial). Second, we prove that the nonlinear evolution of these measures is absolutely continuous with respect to their (explicit) linear evolutions (we actually prove a precise quantitative version of the absolute continuity, characterizing the integrability of the Radon-Nikodym derivative, see Theorem 2.4), and finally we get benefit from this precise description to prove almost sure scattering of our solutions of $(NLS_p)$ for $p > 3$. Let us emphasize that these precise quantitative estimates for the quasi-invariance are the key point to the proof of almost sure scattering. We refer to Section 2 for complete statements. To the best of our knowledge, the results in the present article are the first ones giving insight, in a non compact setting on the time evolution of the statistical distribution of solutions of a nonlinear PDE (see also Ammari-Nier [11] in a completely different context). They also are the first ones providing scattering for NLS for large initial data without assuming decay at infinity: our solutions are essentially in $L^2$, but they actually miss the $L^2$ space by a
logarithmic divergence both in space and in frequency, namely they are in the Besov space $B^0_{2,\infty}(\mathbb{R})$ built on the harmonic oscillator (see Appendix 1.2). Finally, we are not aware of any other results using the existence and description of invariant or quasi-invariant measures to describe the large time behaviour of solutions to PDE’s going beyond the globalisation argument from Bourgain [7, 8] and the elementary Poincaré recurrence theorem.

1.2. Measures with non trivial linear evolution. We shall define families of measures supported essentially on $L^2(\mathbb{R})$ (modulo a logarithmic divergence, see Appendix 1.2) for which one can get a good description of the (non trivial) linear evolution, and prove that the nonlinear evolution of the measure is indeed quasi-invariant with respect to this linear evolution.

We denote by

$$H = -\partial_x^2 + x^2,$$

the harmonic oscillator in one space dimension, and by $(e_n)_{n \geq 0}$ the Hermite functions its $L^2$-normalised eigenfunctions, $He_n = \lambda_n^2 e_n = (2n+1)e_n$. Recall that the family $(e_n)_{n \geq 0}$ forms a Hilbert basis of $L^2(\mathbb{R})$.

For $\sigma \geq 0$, denote by

$$(1.1) \quad \mathcal{H}^\sigma(\mathbb{R}) = \{ u \in L^2(\mathbb{R}) : (1 - \Delta)^{\sigma/2} u \in L^2(\mathbb{R}), \ |x|^\sigma u \in L^2(\mathbb{R}) \},$$

and for $\sigma \geq 0$, $\mathcal{H}^{-\sigma}(\mathbb{R})$ is its dual space. We shall denote by $X^0(\mathbb{R}) = \bigcap_{k > 0} \mathcal{H}^{-k}(\mathbb{R})$. Notice that $L^2(\mathbb{R}) \subset X^0(\mathbb{R})$.

We start with a typical Gaussian measure. Consider a probability space $(\Omega, \mathcal{F}, \mathbb{P})$ and let $(g_n)_{n \geq 0}$ be a sequence of independent complex standard Gaussian variables. Let $\epsilon > 0$, we define the probability Gaussian measure $\mu_0$ on $\mathcal{H}^{-\epsilon}(\mathbb{R})$ as the law of the random variable $\gamma$

$$(1.2) \quad \Omega \rightarrow \mathcal{H}^{-\epsilon}(\mathbb{R}) \quad \omega \mapsto \gamma^\omega = \sum_{n=0}^{+\infty} \frac{1}{\lambda_n} g_n(\omega)e_n, \quad \mu_0 = \mathbb{P} \circ \gamma^{-1}.$$

The measure $\mu_0$ satisfies $\mu_0(L^2(\mathbb{R})) = 0$ and $\mu_0(X^0(\mathbb{R})) = 1$. The following theorem gives a flavour of our results in this paper.

**Theorem 1.1.** Let $p > 1$ and assume that $s_0 = 0 \in [\text{NLS}_0]$. For $\mu_0$—almost every initial data $U_0 \in X^0(\mathbb{R})$, there exists a unique, global in time, solution $U = \Psi(s,0)U_0$ to $(\text{NLS}_0)$.

Furthermore, the evolution of the measure $\mu_0$ by this nonlinear flow, $\Psi(s,0)\#\mu_0$ is absolutely continuous with respect to the evolution by the linear flow, $\Psi_{\text{lin}}(s,0)\#\mu_0$.

Finally, the solution takes the form

$$\Psi(s,0)U_0 = e^{is\sigma_0^2}U_0 + V,$$

where $V$ satisfies for some $C, K > 0$ and all $s \in \mathbb{R}$

$$\|V(s)\|_{\mathcal{H}^\sigma(\mathbb{R})} \leq C\langle s \rangle^K,$$

and where $\sigma < \sigma_0$ can be chosen arbitrarily close to $\sigma_0 = \begin{cases} \frac{p-1}{2} & \text{if } 1 < p \leq 2 \\ \frac{1}{2} & \text{if } p \geq 2. \end{cases}$

In the sequel, we will see that for all $s \in \mathbb{R}$, $\Psi_{\text{lin}}(s,0)\#\mu_0$ is given by an explicit time-dependent Gaussian measure. Moreover, we will see that these measures are supported in the Besov space $B^0_{2,\infty}(\mathbb{R})$ based on the harmonic oscillator. We refer to Section 2.2 and Appendix [9] for more details.

The values of $\sigma_0$ in Theorem 1.1 will play a key role in the proof of the scattering result (Theorem 1.2) for which we need the embedding $\mathcal{H}^\sigma \subset L^{p+1}$ to control the nonlinearity. Let us however mention that the value of $\sigma_0$ obtained in Theorem 1.1 in the case $1 < p \leq 2$ is not optimal, and a slight modification in the proof may improve it.
1.3. Scattering results. Using a quantified version of the absolute continuity, we are able to go beyond the usual easy consequences (global existence, Poincaré recurrence theorem, logarithmic bounds on the time evolution of the complexity of solutions...). Namely, we shall use the precise knowledge of the nonlinear evolution of our measures to prove almost sure scattering properties of solutions of \((\text{NLS}_p)\) for \(p > 3\) (notice that quasi-invariance without estimates does not even imply Poincaré recurrence).

**Theorem 1.2.** Assume that \(p > 1\). Then the solutions to \((\text{NLS}_p)\) we have constructed in \(\textbf{Theorem 1.1}\) disperse: for \(\mu_0\)-almost every initial data \(U_0 \in X^0(\mathbb{R})\), there exists a constant \(C > 0\) such that for all \(s \in \mathbb{R}\)

\[
\|\Psi(s,0)U_0\|_{L^{p+1}(\mathbb{R})} \leq \begin{cases} C\left(1+\log(s)^{1/(p+1)}\right) & \text{if } 1 < p < 5 \\ \frac{C}{s^{3/(p+1)}} & \text{if } p \geq 5. \end{cases}
\]

Assume now that \(p > 3\). Then there exist \(\sigma, C, \eta > 0\) and \(W_\pm \in \mathcal{H}_\sigma(\mathbb{R})\) such that for all \(s \in \mathbb{R}\)

\[
(1.3) \quad \|\Psi(s,0)U_0 - e^{i\sigma t^p}(U_0 + W_\pm)\|_{\mathcal{H}_\sigma(\mathbb{R})} \leq C|s|^{-\eta},
\]

and

\[
(1.4) \quad \|e^{-i\sigma t^p}\Psi(s,0)U_0 - (U_0 + W_\pm)\|_{\mathcal{H}_\sigma(\mathbb{R})} \leq C|s|^{-\eta}.
\]

In the case \(p \geq 5\), we can precise the result: for all \(\sigma < \frac{1}{2}\) there exist \(C, \eta > 0\) such that for all \(s \in \mathbb{R}\)

\[
(1.5) \quad \|\Psi(s,0)U_0 - e^{i\sigma t^p}(U_0 + W_\pm)\|_{\mathcal{H}_\sigma(\mathbb{R})} \leq C|s|^{-\eta}.
\]

Notice that since \(e^{\pm i\sigma t^p}\) does not act on \(\mathcal{H}_\sigma(\mathbb{R})\), the properties (1.3) and (1.4) are different. Actually we prove a more general result. We construct a four-parameter family \((\mu_q)\) of Gaussian measures on \(X^0(\mathbb{R})\), for which the previous statement holds true (see \(\textbf{Theorem 2.4}\) and \(\textbf{Theorem 11.4}\)).

In our previous work [10] we performed part of the program above, namely we proved the scattering result in the particular case \(p \geq 5\). In this case monotonicity properties allow to greatly simplify the proof and a fine description of the nonlinear evolution of the measures was unnecessary to get scattering properties. We emphasize that the convergence in (1.5) holds in the usual Sobolev space \(H^\sigma\) but not in the weighted space \(\mathcal{H}_\sigma\) (the statement (1.3) is a corrected version of [10, Theorem 1.2]). This is due to a lack of continuity of the lens transform in the \(\mathcal{H}_\sigma\) spaces (see Lemma [A.1]).

In the case \(p \leq 3\), Barab [4] showed that a non trivial solution to \((\text{NLS}_p)\) never scatters, thus even with a stochastic approach one can not hope for scattering in this case. Therefore the condition \(p > 3\) in \(\textbf{Theorem 1.2}\) is optimal. In [35], Tsutsumi and Yajima proved a scattering result in \(L^2(\mathbb{R}^d), d \geq 2\) but assuming additional \(H^1\)-regularity on the initial conditions.

We refer to [29, \textbf{Theorem 1.4}] for an almost sure scattering result for the two-dimensional NLS. In this latter case, one could use a probabilistic smoothing property on the Hermite functions which only holds in dimension \(d \geq 2\). For other almost sure scattering results for NLS, we refer to [18, 21]. In particular, the results in this paper were recently generalised by Latocca [23] in the multi-dimensional case, in the radial setting. See also Nakanishi [22] for deterministic scattering results for \((\text{NLS}_p)\) in Sobolev spaces \(H^\sigma\) for \(\sigma \geq 1\).

1.4. Plan of the paper. The plan of the paper is the following. In Section 2 we define the measures, state our main results precisely and prove some properties about the measures (description of the linear evolution, absolute continuity...). In Section 3 we prove elementary results on the non existence of invariant measures for the Schrödinger equation on \(\mathbb{R}\), recall some tools of functional analysis and give a characterization of weak \(L^p\) regularity of Radon-Nikodym derivatives. Section 4 is devoted to the estimate of the time evolution of the measures under the Galerkin approximations of the nonlinear flow. In Section 5 we prove the main nonlinear estimates that we need in the sequel. There, a difficulty is induced by the low regularity of our nonlinearity \(F(u) = |u|^{p-1}u\) which is not \(C^2\) for \(p < 2\). In Section 6 we introduce the spaces in which we are able to prove the local (and later global) well-posedness. Here, another difficulty is that due to a lack of smoothness of our initial data, the spaces for the initial data \((Y^0)\), and the solutions \((X^p)\) are different. For the initial data, we exploit some probabilistic smoothness while for the solution we gain some deterministic
smoothness. In Section [4] we show that almost surely our initial data are indeed in the spaces $Y^{p,e}$ and we prove large deviation estimates. In Section [5] we develop a suitable Cauchy theory for the nonlinear problem. In Section [6] we prove the almost sure global well-posedness. Finally in Section [10] we prove the quasi-invariance properties of our measures, while in Section [11] we use this quasi-invariance to prove decay for $p > 1$ and scattering for $p > 3$. We gathered in an Appendix some technical results.

1.5. Notations. In this paper $c, C > 0$ denote constants the value of which may change from line to line. These constants will always be universal, or uniformly bounded with respect to the other parameters. We denote by $H = -\partial_x^2 + x^2$ the harmonic oscillator on $\mathbb{R}$, and for $\sigma \in \mathbb{R}$ we define the Sobolev space $\mathcal{H}^\sigma(\mathbb{R})$ by the norm \( \|u\|_{\mathcal{H}^\sigma(\mathbb{R})} = \|H^{\sigma/2}u\|_{L^2(\mathbb{R})} \). More generally, we define the spaces $W^{\sigma,p}(\mathbb{R})$ by the norm \( \|u\|_{W^{\sigma,p}(\mathbb{R})} = \|H^{\sigma/2}u\|_{L^p(\mathbb{R})} \) (see also Section [3.2] for more details and notations). The Fourier transform is defined by $\mathcal{F} f(\xi) = \int_\mathbb{R} e^{-ix\xi} f(x) dx$, for $f \in \mathcal{S}(\mathbb{R})$. The Fourier multiplier $D_x^\alpha$ is defined as a tempered distribution $\mathcal{F}(D_x^\alpha f)(\xi) = |\xi|^\alpha \mathcal{F}(f)(\xi)$ for $f \in \mathcal{S}'(\mathbb{R})$.

2. The measures, linear analysis

2.1. Definition of the Gaussian measure $\mu_0$. Consider a system of complex, independent, centered, $L^2$-normalized Gaussians $(g_n)_{0 \leq n \leq N}$ on a probability space $(\Omega, \mathcal{T}, \mu)$. Let us first recall that the density distribution of $\frac{1}{\lambda_n^2} g_n \sim \mathcal{N}_C(0, \lambda_n^{-2})$ is given by

$$
\frac{\lambda_n^2}{\pi} e^{-\lambda_n^2 |u_n|^2} du_n db_n = \frac{\lambda_n^2}{\pi} e^{-\lambda_n^2 (a_n^2 + b_n^2)} da_n db_n,
$$

and where $du_n db_n$ is the Lebesgue measure on $\mathbb{C}$. Denote by $\mu_N$ the distribution random variable

$$
\omega \mapsto \sum_{n=0}^N \frac{1}{\lambda_n} g_n(\omega) e_n(x) =: \gamma_N(\omega, x).
$$

Let $\epsilon > 0$, then $(\gamma_N)_{N \geq 0}$ is a Cauchy sequence in $L^2(\Omega; \mathcal{H}^{-\epsilon}(\mathbb{R}))$ which defines

$$
\gamma(\omega, x) := \sum_{n=0}^{+\infty} \frac{1}{\lambda_n} g_n(\omega) e_n(x),
$$

as the limit of $\gamma_N$. Now the map $\omega \mapsto \gamma(\omega, x)$ defines a Gaussian measure on $\mathcal{H}^{-\epsilon}(\mathbb{R})$ which we shall denote by $\mu_0$. Notice also that the measure $\mu_0$ can be decomposed into

$$
\mu_0 = \mu_N \otimes \mu_N
$$

where $\mu_N$ is the distribution of the random variable $\sum_{n=N+1}^{\infty} \frac{1}{\lambda_n} g_n(\omega) e_n(x)$ on $E_N^\perp$. In other words

$$
d\mu_N = \bigotimes_{0 \leq n \leq N} \mathcal{N}_C(0, \lambda_n^{-2}), \quad d\mu_N = \bigotimes_{n > N} \mathcal{N}_C(0, \lambda_n^{-2}),
$$

and the measure $\mu_0$ can be represented (rather informally) by

$$
d\mu_0 = \bigotimes_{n \geq 0} \mathcal{N}_C(0, \lambda_n^{-2}) = \bigotimes_{n \geq 0} \frac{\lambda_n^2}{\pi} e^{-\lambda_n^2 |u_n|^2} du_n db_n \Rightarrow \mu_0(A) = \int_A \prod_{n \geq 0} \frac{\lambda_n^2}{\pi} e^{-\|\sqrt{\lambda_n} u_n\|_{L^2(\mathbb{R})}^2} du_n db_n,
$$

where we decompose $u = \sum_n u_n e_n$ and hence identify $\mathcal{H}^{-s}$ which supports the measure $\mu_0$ with $\mathbb{C}^N$. Finally we define

$$
X^0(\mathbb{R}) = \bigcap_{\epsilon > 0} \mathcal{H}^{-\epsilon}(\mathbb{R}),
$$

so that $\mu_0$ is a probability measure on $X^0(\mathbb{R})$. 

2.2. Evolution of the Gaussian measures $\mu_q$. In this section we define a four-parameter family of Gaussian measures $(\mu_q)$, which relies on the symmetries of the linear Schrödinger group.

The space dilations $u \mapsto \Lambda_\beta u = \beta^{1/2} u(\beta \cdot)$, time translations $u \mapsto \Psi_{lin}(s,s_0)u := e^{i(s-s_0)\partial^2_y}u$, space translations $u \mapsto \tau_\theta u = u(\cdot - \theta)$, and homotheties $u \mapsto M_\alpha u = \alpha u$ are invariances of the Schrödinger flow and their actions on $L^2(\mathbb{R})$ define a four-parameter family of measures. Set

$$Q := \mathbb{R} \times \mathbb{C}^* \times \mathbb{R}_+^* \times \mathbb{R}, \quad q = (s, \alpha, \beta, \theta) \in Q,$$

and define the family of Gaussian measures

$$\Psi_{lin}(s,0) \circ M_\alpha \circ \Lambda_\beta \circ \tau_\theta \# \mu_0 = \mu_{(s,\alpha,\beta,\theta)} = \mu_q,$$

given by

$$\mu_q(A) = \mu_{(s,\alpha,\beta,\theta)}(A) := \mu_0((\Psi_{lin}(s,0) \circ M_\alpha \circ \Lambda_\beta \circ \tau_\theta)^{-1} A).$$

In the particular case $q = (0, 1, 1, 0)$ we have $\mu_q = \mu_0$. Notice that since in the definition \([1,2]\) the law of complex random variables $g_0$ is invariant by the multiplication by any complex number of modulus 1, we have $\mu_{(s,|\alpha|,|\beta|,\theta)} = \mu_{(s,|\alpha|,|\beta|,\theta)}$. Notice also that it is a direct consequence of the definition that

$$\Psi_{lin}(s_1 + s_0, 0) \# \mu_{(s_0,\alpha_0,\beta_0,\theta_0)} = (e^{i s_1 \partial^2_y}) \# \mu_{(s_0,\alpha_0,\beta_0,\theta_0)} = \mu_{(s_1 + s_0, \alpha_0, \beta_0, \theta_0)}.$$

For all $q \in Q$ and all $\epsilon > 0$, the measure $\mu_q$ is supported on $\mathcal{H}^{-\epsilon}(\mathbb{R})$ while $\mu_q(L^2(\mathbb{R})) = 0$. More precisely, we can prove that $\mu_q$ is supported in the Besov space $\mathcal{B}_2^{0,\infty}(\mathbb{R})$ based on the harmonic oscillator (see Proposition \([3,4]\)).

The following result is proved in Section \([3.3]\).

**Proposition 2.1.** Let $j = 1, 2$ and $q_j = (s_j, \alpha_j, \beta_j, \theta_j) \in Q$, then the measures $\mu_{q_1}$ and $\mu_{q_2}$ are absolutely continuous with respect to each other if and only if

$$(s_1, |\alpha_1|, |\beta_1, \theta_1|) = (s_2, |\alpha_2|, |\beta_2, \theta_2|).$$

When the measures are not absolutely continuous with respect to each other, they are mutually singular (supported on disjoint sets of $\mathcal{H}^{-\epsilon}(\mathbb{R}), \epsilon > 0$). Actually, thanks to the Hajek-Feldman theorem \([6]\) Theorem 2.7.2, two Gaussian measures on the same space are either equivalent or mutually singular.

We can now state precisely our main results. We assume that $s_0 = 0$ in \([NLS_p]\).

**Theorem 2.2.** Let $p > 1$ and $q_0 = (s_0, \alpha_0, \beta_0, \theta_0) \in Q$. Let $q_s = (s + s_0, \alpha_0, \beta_0, \theta_0)$. There exists a set $S \subset X^p(\mathbb{R})$ of full $\mu_{q_0}$-measure such that for all $U_0 \in S$, there exists a unique, global in time, solution to \([NLS_p]\) in the class

$$e^{is\partial^2_y}U_0 + C(\mathcal{H}^\sigma(\mathbb{R})),
$$

where $\sigma < \sigma_0$ can be chosen arbitrarily close to $\sigma_0 = \left\{ \begin{array}{ll} \frac{p-1}{2} & \text{if } 1 < p \leq 2 \\ \frac{1}{2} & \text{if } p \geq 2. \end{array} \right.$

Denote by $\Psi(s,0)$ the flow such defined on $S$ and denote by $S_s = \Psi(s,0)S$. Then the set $S_s$ is of full $\mu_q$-measure and there exists $K_p > 0$ such that $\mu_{q_0}$-almost surely there exists $C > 0$ such that we have the estimates

$$\Psi(s,0)U_0 = e^{is\partial^2_y}U_0 + V, \quad \|V(s)\|_{\mathcal{H}^\sigma(\mathbb{R})} \leq C(s)^{M_p, \sigma}.$$
Theorem 2.4. Let \( p > 1 \) and \( q_0 \in \mathbb{Q} \). Denote by \( \Psi(s,0) \) the flow on \( S \) defined in Theorem 2.2. We have a fine description of the time evolution of the measures \( \mu_{q_0} \).

- For all \( s \in \mathbb{R} \), the measures \( \Psi(s,0) \# \mu_{q_0} \) and \( \Psi_{lin}(s,0) \# \mu_{q_0} \) are equivalent (they have the same zero measure sets);

- For all \( s' \neq s \), the measures \( \Psi(s,0) \# \mu_{q_0} \) and \( \Psi(s',0) \# \mu_{q_0} \) are mutually singular.

More precisely, in the particular case \( q_0 = (0,1,1,0) \), denoting by

\[
\rho_s = e^{-\frac{(1+4s^2)}{p+1} \|u\|_{L^{p+1}}^{p+1} \mu_{q_s}}, \quad q_s = (s,1,1,0),
\]

we have for all \( 0 \leq |s'| \leq |s| < +\infty \) and all \( A \subset S \),

\[
\rho_s(\Psi(s,0)A) \leq \begin{cases} 
\rho_{s'}(\Psi(s',0)A) & \text{if } 1 \leq p \leq 5 \\
(\rho_{s'}(\Psi(s',0)A))^{\frac{(1+4s'^2)^2}{1+4s^2}} & \text{if } p \geq 5
\end{cases}
\]

and

\[
\rho_s'(\Psi(s',0)A) \leq \begin{cases} 
(\rho_{s'}(\Psi(s,0)A))^{\frac{(1+4s'^2)^2}{1+4s^2}} & \text{if } 1 \leq p \leq 5 \\
\rho_{s'}(\Psi(s,0)A) & \text{if } p \geq 5.
\end{cases}
\]

- There exists \( \mu_{q_0} \) almost surely a constant \( C > 0 \) such that for all \( s \in \mathbb{R} \),

\[
\|\Psi(s,0)U_0\|_{L^{p+1}(\mathbb{R})} \leq \begin{cases} 
C^{\frac{(1+\log(s))^{1/(p+1)}}{p+1}} & \text{if } 1 \leq p \leq 5 \\
\frac{C}{s^\frac{5}{2}} & \text{if } p \geq 5.
\end{cases}
\]

- Assume moreover that \( p > 3 \). Then the solutions to \( \text{(NLS)}_p \) constructed above scatter \( \mu_{q_0} \) almost surely when \( s \to +\infty \): there exist \( C, \sigma, \eta > 0 \), and \( W_\pm \in \mathcal{H}^\sigma(\mathbb{R}) \) such that for all \( s \in \mathbb{R} \),

\[
\|\Psi(s,0)U_0 - e^{is\partial_y^2} (U_0 + W_\pm)\|_{\mathcal{H}^\sigma(\mathbb{R})} \leq C(s)^{-\eta},
\]

and

\[
\|e^{-is\partial_y^2}\Psi(s,0)U_0 - (U_0 + W_\pm)\|_{\mathcal{H}^\sigma(\mathbb{R})} \leq C(s)^{-\eta}.
\]

(Notice that since \( e^{\pm is\partial_y^2} \) does not act on \( \mathcal{H}^\sigma(\mathbb{R}) \), the two estimates above are different.)

- In the case \( p \geq 5 \), we can precise the result: for all \( \sigma < \frac{1}{2} \) there exist \( C, \eta > 0 \) such that for all \( s \in \mathbb{R} \),

\[
\|\Psi(s,0)U_0 - e^{is\partial_y^2}(U_0 + W_\pm)\|_{\mathcal{H}^\sigma(\mathbb{R})} \leq C(s)^{-\eta},
\]

Assume that \( 1 < p < 5 \), then the equation \( \text{(NLS)}_p \) is globally well-posed in \( L^2(\mathbb{R}) \), see [14, Section 4.6]. In the case \( p = 5 \), the equation is \( L^2 \)-critical, and global well-posedness and scattering in \( L^2(\mathbb{R}) \) has been proved by Dodson [17]. Let \( p > 1 \), then \( \text{(NLS)}_p \) is globally well-posed in \( H^1(\mathbb{R}) \) by [19]. In [36], Visciglia shows moreover that for any \( U_0 \in H^1(\mathbb{R}) \), and any \( 2 < r \leq +\infty \), \( \|\Psi(s,0)U_0\|_{L^r(\mathbb{R})} \to 0 \), when \( s \to +\infty \). Therefore (2.5) gives a similar rate of decay for rough but random initial conditions.

For large times \( |s| \gg 1 \), the bound (2.5) is up to the logarithmic term, the decay of linear solutions. Namely, recall that for all \( \varphi \in \mathcal{S}(\mathbb{R}) \) we have the classical dispersion bound

\[
\|e^{is\partial_y^2}\varphi\|_{L^{p+1}(\mathbb{R})} \leq \frac{C}{|s|^\frac{1}{2} + \frac{1}{p+1}} \|\varphi\|_{L^{(p+1)'}(\mathbb{R})}, \quad s \neq 0,
\]

therefore, the power decay in \( s \) is optimal. With the arguments developed in the present paper one could show that the logarithm can be removed for some \( p < 5 \) close to 5, but we do not now what happens for general \( 1 < p < 5 \). For \( s = 0 \), the bound (2.5) is a consequence of the fact that the measures \( \mu_q \) are supported in \( \bigcap_{r \geq 2} L^r(\mathbb{R}) \), see Section 4.

It is worth mentioning that the powers appearing in (2.3) and (2.4) are optimal. Actually, any improvement in these exponents would imply stronger decay in (2.5), which is impossible.
Corollary 2.5. Let \( q_0 = (0, 1, 1, 0) \) and denote by

\[
\rho_s = e^{-\frac{(1+4s^2)^2}{p+1}||u||^p_{L^{p+1}q_0}}, \quad q_s = (s, 1, 1, 0).
\]

Assume that \( 0 \leq |s'| \leq |s| < +\infty \). The measures \( \Psi(s', s) \# \rho_s \) and \( \rho_{s'} \) are absolutely continuous with respect to each other and satisfy

\[
\Psi(s', s) \# \rho_s \leq \rho_{s'}, \quad \rho_{s'} \leq (\Psi(s', s) \# \rho_s)^{\left(\frac{1+4(s')^2}{1+4s^2}\right)^{\frac{5-p}{p}}}
\]

if \( 1 < p \leq 5 \)

\[
\Psi(s', s) \# \rho_s \leq (\rho_{s'})^\left(\frac{1+4(s')^2}{1+4s^2}\right)^{\frac{5-p}{5}} \quad \rho_{s'} \leq \Psi(s', s) \# \rho_s
\]

if \( p \geq 5 \).

As a consequence, from Proposition 2.5, if one denotes by \( f_{s', s} \) the Radon-Nikodym derivative of \( \Psi(s', s) \# \rho_s \) with respect to \( \rho_{s'} \), we have

\[
\begin{cases}
 f_{s', s} \in L^\infty, & f_{s', s}^{-1} \in L^p(s', s), \quad \frac{1}{p(s', s)} = 1 - \frac{(1+4(s')^2)^2}{1+4s^2}, \quad f_{s', s}^{-1} \in L^\infty, \quad \text{if } 1 < p \leq 5 \\
 f_{s', s}^{-1} \in L^p(s', s), & \quad \frac{1}{p(s', s)} = 1 - \frac{(1+4(s')^2)^2}{1+4s^2}, \quad \text{if } p \geq 5,
\end{cases}
\]

where \( L^q \) is the weak \( L^q \) space.

Equivalently, the previous result can be stated for the measures \( \Psi(0, s) \# \rho_s \) and \( \Psi(0, s') \# \rho_{s'} \), with \( 0 \leq |s'| \leq |s| < +\infty \).

2.3. From \((\text{NLS}_p)\) to \((\text{NLSH}_p)\). As in [32, 10], we use the lens transform which allows to work with the Schrödinger equation with harmonic potential. More precisely, suppose that \( U(s, y) \) is a solution of the problem \((\text{NLS}_p)\). Then the function \( u(t, x) \) defined for \( |t| < \frac{\pi}{4} \) and \( x \in \mathbb{R} \) by

\[
u(t, x) = \mathcal{L}(U)(t, x) := \frac{1}{\cos^2(2t)} U\left(\frac{\tan(2t)}{2}, \frac{x}{\cos(2t)}\right) e^{-\frac{i2\tan(2t)}{2}}, \quad \mathcal{L}(U)(s = \frac{\tan(2t)}{2}) \]

where

\[
\mathcal{L}(G)(x) = \frac{1}{\cos^2(2t)} G\left(\frac{x}{\cos(2t)}\right) e^{-\frac{i2\tan(2t)}{2}},
\]

solves the problem

\[
(\text{NLSH}_p) \quad \begin{cases}
 i\partial_t u - Hu = \cos\frac{p-5}{2}(2t)|u|^{p-1}u, & |t| < \frac{\pi}{4}, \ x \in \mathbb{R}, \\
 u(0, \cdot) = U_0,
\end{cases}
\]

where \( H = -\partial_x^2 + x^2 \). Similarly, if \( U = e^{is\partial_x} U_0 \) is a solution of the linear Schrödinger equation, then \( u = e^{-itH} U_0 = \mathcal{L}(U) \) is the solution of the linear harmonic Schrödinger equation with the same initial data. In other words, if we denote by \( \Psi(s, s') \) the map which sends the data at time \( t' \) to the solution at time \( t \) of \((\text{NLSH}_p)\), the family \( (\mathcal{L}_t)_{|t| < \frac{\pi}{4}} \) conjugates the linear and the nonlinear flows: with \( t(s) = \frac{\arctan(2s)}{2} \),

\[
\mathcal{L}_{t(s)} \circ e^{i(s-s')\partial_x^2} = e^{-i(t(s)-t(s'))H} \circ \mathcal{L}_{t(s')},
\]

and

\[
\mathcal{L}_{t(s)} \circ \Psi(s, s') = \Phi(t(s), s') \circ \mathcal{L}_{t(s')}.
\]

As a consequence, precise description of the time evolutions of our measures on the harmonic oscillator side (for the functions \( u(t, x) \) solutions to \((\text{NLSH}_p)\)) will imply precise descriptions of the evolution on the NLS side (for the functions \( U(s, y) \) solutions to \((\text{NLS}_p)\)).

Denote by \( q_s = (s, 1, 1, 0) \), then for all \( s \in \mathbb{R} \)

\[
\mathcal{L}_{t(s)}^{-1} \# \mu_0 = \mu_{q_s}.
\]
Actually, set $\Psi_{\text{lin}}(t, t') = e^{-i(t-t')H}$, then by (2.8) and (3.3), for all measurable set $A \in \mathcal{H}^\epsilon$, 
$$
\mu_0(\mathcal{L}_t s \ A) = \mu_0(\Phi_{\text{lin}}(t(s), 0)\Psi_{\text{lin}}^{-1}(s, 0)A) = \mu_0(\Psi_{\text{lin}}^{-1}(s, 0)A) = \mu_0(A),
$$
hence the result.

3. Measures and functional analysis

3.1. On invariant measures. Assume that $M$ is a compact manifold and denote by $\Delta_M$ the corresponding Laplace-Beltrami operator. Then there exists a Hilbert basis of $L^2(M)$, denoted by $(h_n)_{n \geq 0}$, composed of eigenfunctions of $\Delta_M$ and we write $-\Delta_M h_n = \lambda_n^2 h_n$ for all $n \geq 0$.

Consider a probability space $(\Omega, \mathcal{F}, p)$ and let $(g_n)_{n \geq 0}$ be a sequence of independent complex standard Gaussian variables. Let $(\alpha_n)_{n \geq 0}$ and define the probability measure $\mu$ via the map

$$
\omega \mapsto \gamma_\omega = \sum_{n=0}^{+\infty} \alpha_n g_n(\omega) h_n.
$$

Then, by the invariance of the complex Gaussians $(g_n)_{n \geq 0}$, by multiplication with $z_n$ such that $|z_n| = 1$, for all $t \in \mathbb{R}$, the random variable $e^{it\Delta_M} \gamma_\omega = \sum_{n=0}^{+\infty} \alpha_n e^{-it\lambda_n^2} g_n(\omega) h_n$ has the same distribution as $\gamma_\omega$. In other words, the measure $\mu$ is invariant under the flow of the equation

$$
i \partial_t U + \Delta_M U = 0, \quad (s, y) \in \mathbb{R} \times M.$$

The same remark holds when $M$ is replaced by $\mathbb{R}$, and $\Delta_M$ by $H = -\partial_s^2 + x^2$ (in which case, the $(h_n)_{n \geq 0}$ are the Hermite functions and $\lambda_n^2 = 2n + 1$).

Without some compactness in phase-space, the situation is dramatically different, as shown by the next elementary result.

Proposition 3.1. Let $\sigma \in \mathbb{R}$ and consider a probability measure $\mu$ on $H^\sigma(\mathbb{R})$ (endowed with the cylindrical sigma-algebra). Assume that $\mu$ is invariant under the flow $\Sigma_{\text{lin}}$ of the equation

\[
\begin{cases}
i \partial_s U + \partial_y^2 U = 0, & (s, y) \in \mathbb{R} \times \mathbb{R}, \\
U(0, \cdot) = U_0.
\end{cases}
\]

Then $\mu = \delta_0$.

Proof. Let $\sigma \in \mathbb{R}$ and assume that $\mu$ is a probability measure on $H^\sigma(\mathbb{R})$ which is invariant. Let $\chi \in C_0^\infty(\mathbb{R})$. By invariance of the measure, for all $t \in \mathbb{R}$ we have

$$
\int_{H^\sigma(\mathbb{R})} \|\chi u\|_{H^\sigma}^2 d\mu(u) = \int_{H^\sigma(\mathbb{R})} \|\chi \Sigma_{\text{lin}}(t) u\|_{H^\sigma}^2 d\mu(u),
$$
and by unitarity of the linear flow in $H^\sigma$, we get

(3.1)

$$
\int_{H^\sigma(\mathbb{R})} \frac{\|\chi u\|_{H^\sigma}^2}{1 + \|u\|_{H^\sigma}^2} d\mu(u) = \int_{H^\sigma(\mathbb{R})} \frac{\|\chi \Sigma_{\text{lin}}(t) u\|_{H^\sigma}^2}{1 + \|u\|_{H^\sigma}^2} d\mu(u).
$$

We now prove that the right hand side of (3.1) tends to 0 when $t \to +\infty$. This will in turn imply that $\|\chi u\|_{H^\sigma} = 0$, $\mu$—almost surely, and therefore we will have, since the cut-off $\chi \in C_0^\infty(\mathbb{R})$ is arbitrary, that $u \equiv 0$ on the support of $\mu$, namely $\mu = \delta_0$.

By continuity of the product by $\chi$ in $H^\sigma$ and unitarity of the linear flow in $H^\sigma$, we have

$$
\frac{\|\chi \Sigma_{\text{lin}}(t) u\|_{H^\sigma}}{1 + \|u\|_{H^\sigma}^2} \leq C \frac{\|\Sigma_{\text{lin}}(t) u\|_{H^\sigma}}{1 + \|u\|_{H^\sigma}^2} = C \frac{\|u\|_{H^\sigma}}{1 + \|u\|_{H^\sigma}^2} \leq C.
$$

Let $u \in H^\sigma(\mathbb{R})$. For all $\delta > 0$, there exists $u_\delta \in C_0^\infty(\mathbb{R})$ such that $\|u - u_\delta\|_{H^\sigma} \leq \delta$ and we have

(3.2)

$$
\|\chi \Sigma_{\text{lin}}(t) u\|_{H^\sigma} \leq C \|\Sigma_{\text{lin}}(t) (u - u_\delta)\|_{H^\sigma} + \|\chi \Sigma_{\text{lin}}(t) u_\delta\|_{H^\sigma}.
$$
The first term in the previous line can be bounded as follows
\[ \|\chi \Sigma_{lin}(t)(u - u_\delta)\|_{H^\sigma} \leq C\|u - u_\delta\|_{H^\sigma} \leq C\delta. \]

For the second term we distinguish the cases \( \sigma \geq 0 \) and \( \sigma < 0 \). If \( \sigma \leq 0 \),
\begin{equation}
\|\chi \Sigma_{lin}(t)u_\delta\|_{H^\sigma} \leq \|\Sigma_{lin}(t)u_\delta\|_{L^4} \leq \|\chi\|_{L^4}\|\Sigma_{lin}(t)u_\delta\|_{L^4}. \tag{3.3}
\end{equation}

Now we use the classical dispersion inequality \( \|\Sigma_{lin}(t)u_\delta\|_{L^4} \leq Ct^{-1/4}\|u_\delta\|_{L^{4/3}} \), which proves, together with (3.2) and (3.3) that \( \|\chi \Sigma_{lin}(t)u\|_{H^\sigma} \to 0 \), when \( t \to \infty \). We conclude with the Lebesgue dominated convergence theorem. Now assume that \( \sigma \geq 0 \). Then by the fractional Leibniz rule
\[ \|\chi \Sigma_{lin}(t)u_\delta\|_{H^\sigma} \leq \|\chi\|_{W^{\sigma,4}}\|\Sigma_{lin}(t)u_\delta\|_{W^{\sigma,4}}, \]
and the dispersion inequality \( \|\Sigma_{lin}(t)u_\delta\|_{W^{\sigma,4}} \leq Ct^{-1/4}\|u_\delta\|_{W^{\sigma,4/3}} \), allows to conclude similarly. \( \square \)

The previous argument can be adapted to the case of a nonlinear equation, provided that one has a suitable global existence result with scattering on the support of the measure. Let us illustrate this with the \((L^2-\text{critical})\) quintic Schrödinger equation.

**Proposition 3.2.** Consider a probability measure \( \mu \) on \( L^2(\mathbb{R}) \). Assume that \( \mu \) is invariant under the flow \( \Sigma \) of the equation
\begin{equation}
\begin{cases}
    i\partial_s U + \partial_y^2 U = |U|^4 U, & (s, y) \in \mathbb{R} \times \mathbb{R}, \\
    U(0, \cdot) = U_0.
\end{cases}
\end{equation}

Then \( \mu = \delta_0 \).

**Proof.** By [17], the equation (3.4) is globally well-posed in \( L^2(\mathbb{R}) \), and we denote by \( \Sigma \) its flow. Moreover, the solution scatters: for all \( U_0 \in L^2(\mathbb{R}) \) there exists \( U_0^+ \in L^2(\mathbb{R}) \) such that
\begin{equation}
\|\Sigma(s)U_0 - e^{is\phi_0}U_0^+\|_{L^2(\mathbb{R})} \to 0, \quad \text{when} \quad s \to +\infty. \tag{3.5}
\end{equation}

We follow the same strategy as in the proof of Proposition 3.1. Assume that \( \mu \) is a probability measure on \( L^2(\mathbb{R}) \) which is invariant by \( \Sigma \) and let \( \chi \in C_0^\infty(\mathbb{R}) \). By invariance of the measure, for all \( s \in \mathbb{R} \) we have
\begin{equation}
\int_{L^2(\mathbb{R})} \frac{\|\chi u\|_{L^1}}{1 + \|u\|_{L^2}} d\mu(u) = \int_{L^2(\mathbb{R})} \frac{\|\chi \Sigma(s)u\|_{L^1}}{1 + \|\Sigma(s)u\|_{L^2}} d\mu(u) = \int_{L^2(\mathbb{R})} \frac{\|\chi \Sigma(s)u\|_{L^1}}{1 + \|u\|_{L^2}} d\mu(u), \tag{3.6}
\end{equation}

where we used the conservation of the \( L^2 \)-norm. By Cauchy-Schwarz we have
\[ \frac{\|\chi \Sigma(s)u\|_{L^1}}{1 + \|u\|_{L^2}^2} \leq \frac{\|\chi\|_{L^2}\|u\|_{L^2}}{1 + \|u\|_{L^2}^2} \leq C. \]

This bound allows to use the Lebesgue theorem to show that (3.6) tends to 0, provided that we show a punctual decay. Actually,
\[ \|\chi \Sigma(s)u\|_{L^1} \leq \|\chi e^{is\phi_0}u^+\|_{L^1} + \|\chi(\Sigma(s)u - e^{is\phi_0}u^+)\|_{L^1} \leq \|\chi e^{is\phi_0}u^+\|_{L^1} + \|\chi\|_{L^2}\|u - e^{is\phi_0}u^+\|_{L^2}, \]

where \( u^+ \) is chosen as in (3.5). The first term can be treated as in the proof of Proposition 3.1 and the second tends to 0 by (3.5). \( \square \)

Let us state a third result which shows that in the previous argument scattering can be replaced by the decay of the nonlinear solution in some \( L^r \) norm, \( r > 2 \).

**Proposition 3.3.** Consider a probability measure \( \mu \) on \( H^1(\mathbb{R}) \). Let \( p > 1 \). Assume that \( \mu \) is invariant under the flow \( \Sigma \) of the equation
\begin{equation}
\begin{cases}
    i\partial_s U + \partial_y^2 U = |U|^{p-1}U, & (s, y) \in \mathbb{R} \times \mathbb{R}, \\
    U(0, \cdot) = U_0.
\end{cases}
\end{equation}

Then \( \mu = \delta_0 \).
Proof. The equation (3.7) is globally well-posed in $H^1(\mathbb{R})$, by [19], and we denote by $\Sigma$ its flow. Under these assumptions, we do not know whether the solution scatters, but in [36], Visciglia shows that when $u \in H^1(\mathbb{R})$, then for all $2 < r \leq +\infty$,

$$\|\Sigma(s)u\|_{L^r(\mathbb{R})} \to 0, \quad \text{when} \quad s \to +\infty. \quad (3.8)$$

Assume that $\mu$ is a probability measure on $H^1(\mathbb{R})$ which is invariant by $\Sigma$ and let $\chi \in C^\infty_0(\mathbb{R})$. By invariance of the measure, as in (3.10), for all $s \in \mathbb{R}$, we get

$$\int_{H^1(\mathbb{R})} \frac{\|\chi u\|_{L^2}^2}{1 + \|u\|_{L^2}^2} d\mu(u) = \int_{H^1(\mathbb{R})} \frac{\|\chi \Sigma(s)u\|_{L^2}^2}{1 + \|\Sigma(s)u\|_{L^2}^2} d\mu(u) = \int_{H^1(\mathbb{R})} \frac{\|\chi \Sigma(s)u\|_{L^2}^2}{1 + \|u\|_{L^2}^2} d\mu(u). \quad (3.9)$$

On the one hand we have the bound

$$\|\chi \Sigma(s)u\|_{L^2} \lesssim \frac{\|\chi\|_{L^\infty} \|\Sigma(s)u\|_{L^2}}{1 + \|u\|_{L^2}},$$

and on the other hand, by (3.8)

$$\|\chi \Sigma(s)u\|_{L^2} \lesssim \frac{\|\chi\|_{L^\infty} \|\Sigma(s)u\|_{L^\infty}}{1 + \|u\|_{L^2}} \to 0,$$

when $s \to +\infty$. By the Lebesgue theorem, every term in (3.9) cancels, which implies that $\mu$-a.s. $\|\chi u\|_{L^2} = 0$, hence (since $\chi$ is arbitrary) the result. \qed

Remark 3.4. The main ingredient in all these results is the knowledge that locally in space, the solutions of the PDE (linear or nonlinear) tend to 0 when $t \to +\infty$. It would be an interesting question to know whether this is true in the simplest case of $\{NLS\}$, for $1 < p < 5$ and for general initial data in $L^2$.

3.2. Some functional analysis.

3.2.1. The harmonic oscillator. Let us recall some elementary facts concerning $H = -\partial_x^2 + x^2$ (we refer to [27] for more details). The operator $H$ has a self-adjoint extension on $L^2(\mathbb{R})$ (still denoted by $H$) and has eigenfunctions $(e_n)_{n \geq 0}$, called the Hermite functions, which form a Hilbert basis of $L^2(\mathbb{R})$ and satisfy $He_n = \lambda_n^2 e_n$ with $\lambda_n = \sqrt{2n+1}$. Indeed, $e_n$ is given by the explicit formula

$$e_n(x) = (-1)^n c_n e^{x^2/2} \frac{d^n}{dx^n}(e^{-x^2}), \quad \text{with} \quad \frac{1}{c_n} = (n!)^{1/2} 2^{n} \pi^{1/4}. \quad (3.10)$$

3.2.2. Projectors. We define the finite dimensional complex vector space $E_N$ by

$$E_N = \text{span}_C(e_0, e_1, \ldots, e_N).$$

Then we introduce the spectral projector $\Pi_N$ on $E_N$ by

$$\Pi_N \left( \sum_{n=0}^{+\infty} c_n e_n \right) = \sum_{n=0}^{N} c_n e_n,$$

and we set $\Pi^N = I - \Pi_N$. Let $\chi \in C^\infty_0(-1,1)$, so that $\chi = 1$ on $[-\frac{1}{2}, \frac{1}{2}]$ and $0 \leq \chi \leq 1$. Let $S_N$ be the operator

$$S_N \left( \sum_{n=0}^{+\infty} c_n e_n \right) = \sum_{n=0}^{+\infty} \chi \left( \frac{2n+1}{2N+1} \right) c_n e_n = \chi \left( \frac{H}{2N+1} \right) \left( \sum_{n=0}^{+\infty} c_n e_n \right). \quad (3.10)$$

It is clear that $\|S_N\|_{L(G^2)} = \|\Pi_N\|_{L(G^2)} = 1$ and we have

$$S_N \Pi_N = \Pi_N S_N = S_N, \quad \text{and} \quad S^*_N = S_N.$$

The smooth cut-off $S_N$ is continuous on all the $L^q$ spaces, for $1 \leq q \leq +\infty$ (see [10] Proposition 4.1),

$$\|S_N\|_{L(G^2)} \leq C,$$

uniformly with respect to $N \geq 0$. Such a property does not hold true for $\Pi_N$. 

\[ \text{A.S. SCATTERING FOR THE ONE DIMENSIONAL NLS} \]
3.2.3. **Usual Sobolev and Besov spaces.** The Sobolev spaces on $\mathbb{R}$ are defined for $\sigma \in \mathbb{R}$, $p \geq 1$ by

$$W^{\sigma,p} = W^{\sigma,p}(\mathbb{R}) = \{ u \in \mathscr{S}'(\mathbb{R}), \ (1 - \Delta)^{\sigma/2} u \in L^p(\mathbb{R}) \},$$

and

$$H^\sigma = H^\sigma(\mathbb{R}) = W^{\sigma,2}.$$  

These spaces are endowed by the natural norms $|u|_{W^{\sigma,p}(\mathbb{R})} = \|(1 - \Delta)^{\sigma/2} u\|_{L^p(\mathbb{R})}$.

We consider a partition of unity on $\mathbb{R}^+$

$$1 = \sum_{j=0}^{+\infty} \chi_j(\xi), \quad \forall j \geq 1, \quad \chi_j(\xi) = \chi(2^{-j}\xi), \quad \chi \in C_0^\infty\left(\frac{1}{2}, 2\right),$$

and we define the Fourier multiplier $\Delta_j u = \chi_j(\sqrt{1 - \Delta}) u$. Let $\sigma \in \mathbb{R}$ and $1 \leq p, q \leq +\infty$. Then the Besov spaces are defined by

$$B^\sigma_{p,q} = B^\sigma_{p,q}(\mathbb{R}) = \{ u \in \mathscr{S}'(\mathbb{R}), \ \|2^{j\sigma} \Delta_j u\|_{L^p(\mathbb{R})} \in \ell^q \},$$

and we equip them with the natural norm

$$\|u\|_{B^\sigma_{p,q}} = \left( \sum_{j \geq 0} \|2^{j\sigma} \Delta_j u\|^q_{L^p(\mathbb{R})} \right)^{\frac{1}{q}}.$$  

Moreover, one can check that $B^2_{2,2} = H^\sigma$.

Assume that $0 < \sigma < 1$ and $1 \leq p, q \leq +\infty$. Then by [33, Theorem 2, p. 242], the spaces $B^\sigma_{p,q}$ can be characterized by

$$B^\sigma_{p,q} = \left\{ u \in L^p(\mathbb{R}), \ |u|_{L^p} + \left( \int_{|t| < 1} \frac{|u(t) - u(\cdot)|^q_{L^p}}{|t|^{1+\sigma q}} dt \right)^{\frac{1}{q}} < +\infty \right\},$$

and the corresponding norm is equivalent to (3.13).

3.2.4. **Sobolev and Besov spaces based on the harmonic oscillator.** Similarly we define the Sobolev spaces associated to $H$ for $\sigma \in \mathbb{R}$, $p \geq 1$ by

$$\mathcal{W}^{\sigma,p} = \mathcal{W}^{\sigma,p}(\mathbb{R}) = \{ u \in L^p(\mathbb{R}), \ H^{\sigma/2} u \in L^p(\mathbb{R}) \},$$

and

$$\mathcal{H}^\sigma = \mathcal{H}^\sigma(\mathbb{R}) = \mathcal{W}^{\sigma,2}.$$  

These spaces are endowed by the norms $|u|_{\mathcal{W}^{\sigma,p}(\mathbb{R})} = \|H^{\sigma/2} u\|_{L^p(\mathbb{R})}$. It turns out (see [37, Lemma 2.4]), that for $1 < p < +\infty$, and up to equivalence of norms we have

$$|u|_{\mathcal{W}^{\sigma,p}} = \|H^{\sigma/2} u\|_{L^p} \equiv \|(-\Delta)^{\sigma/2} u\|_{L^p} + \|\langle x \rangle^{\sigma} u\|_{L^p}.$$  

In particular, we recover the characterization (111). Recall that we also have the following description of the $\mathcal{H}^s$ norm: if $u = \sum_{n=0}^{+\infty} c_n e_n$, then $|u|_{\mathcal{H}^s}^2 = \sum_{n=0}^{+\infty} \lambda_n^s |c_n|^2$.

We consider a partition of unity on $\mathbb{R}^+$ as in (3.12) and we define the Hermite multiplier $\tilde{\Delta}_j u = \chi_j(\sqrt{H}) u$. Then the Besov spaces based on the harmonic oscillator are defined by

$$B^\sigma_{p,q} = B^\sigma_{p,q}(\mathbb{R}) = \{ u \in \mathscr{S}'(\mathbb{R}), \ \|2^{j\sigma} \tilde{\Delta}_j u\|_{L^p(\mathbb{R})} \in \ell^q \},$$

and are endowed with the natural norm

$$\|u\|_{B^\sigma_{p,q}} = \left( \sum_{j \geq 0} \|2^{j\sigma} \tilde{\Delta}_j u\|^q_{L^p(\mathbb{R})} \right)^{\frac{1}{q}}.$$  

In particular, one can check that $B^2_{2,2} = \mathcal{H}^\sigma$. Moreover, for any $1 \leq p, q \leq +\infty$, and any $\rho \geq 0$, one has the continuous embedding $B^\rho_{p,q} \subset B^\rho_{p,q}$ (see Lemma E.1).
3.3. **Radon-Nikodym derivatives.** In the sequel we shall give quantitative estimates on the quasi-invariance of measures transported by linear or nonlinear flows. The next result shows that the bounds on the measures that we will obtain in Proposition 3.2 are actually equivalent to bounds on the Radon-Nikodym derivative.

**Proposition 3.5.** Let $\mu, \nu$ be two finite measures on a measurable space $(X, \mathcal{T})$. Assume that

$$\mu \ll \nu, \quad \text{(3.17)}$$

and more precisely

$$\exists 0 < \alpha \leq 1, \quad \exists C > 0, \quad \forall A \in \mathcal{T}, \quad \mu(A) \leq C \nu(A)^\alpha. \quad \text{(3.18)}$$

By the Radon-Nikodym theorem, assumption (3.17) implies that there exists a $f \in L^1(\nu)$ with $f \geq 0$, such that $d\mu = fd\nu$. We call $f = \frac{d\mu}{d\nu}$ the Radon-Nikodym derivative of the measure $\mu$ with respect to the measure $\nu$.

(i) The assertion (3.18) is satisfied with $0 < \alpha < 1$ iff $f \in L_\infty^p(\nu) \cap L_1(\nu)$ with $p = \frac{1}{1-\alpha}$. In other words, if $f \in L^1(\nu)$ and

$$\nu(\{x : |f(x)| \geq \lambda\}) \leq C\langle \lambda \rangle^{-p}, \quad \forall \lambda > 0,$$

(ii) The assertion (3.18) is satisfied with $\alpha = 1$ iff $f \in L_\infty^p(\nu) \cap L_1(\nu)$.

Recall that the weak $L^p$ spaces, denoted by $L_w^p$, satisfy

$$L_w^p(\nu) \cap L^1(\nu) \subset L^q(\nu), \quad \forall 1 \leq q < p.$$

**Proof.** The first part of the statement is the classical Radon-Nikodym theorem, see e.g. [13, Theorem 10.22] for a proof.

(i) Assume that there exist $\alpha \in (0, 1)$ and $C > 0$ such that $\mu(A) \leq C \nu(A)^\alpha$. Let $\lambda > 0$, then with $A = \{f \geq \lambda\}$ we get

$$\lambda \nu(f \geq \lambda) \leq \int_{\{f \geq \lambda\}} fd\nu = \mu(f \geq \lambda) \leq C \nu(f \geq \lambda)^\alpha,$$

which implies $\nu(f \geq \lambda) \leq C\lambda^{-1/(1-\alpha)}$, which was the claim.

Assume now that $f = \frac{d\mu}{d\nu} \in L_\infty^p(\nu) \cap L_1(\nu)$ with $p = \frac{1}{1-\alpha}$, and let $A \in \mathcal{T}$. Then

$$\mu(A) = \int_{\{f \geq \lambda\} \cap A} fd\nu + \int_{\{f < \lambda\} \cap A} fd\nu \leq \int_{\{f \geq \lambda\}} fd\nu + \lambda \int_A d\nu. \quad \text{(3.19)}$$

Now we claim that for any $f \in L_w^p(\nu)$ and any $E \in \mathcal{T}$ such that $\nu(E) < +\infty$,

$$\int_E fd\nu \leq \frac{p}{p-1} \nu(E)^{1-1/p} \|f\|_{L_w^p(\nu)}, \quad \text{(3.20)}$$

where $\|f\|_{L_w^p(\nu)}$ is defined by $\|f\|_{L_w^p(\nu)}^p = \sup_{\lambda > 0} \{ \lambda^p \nu(f \geq \lambda) \}$. For $\Lambda > 0$, we write

$$\int_E fd\nu = \int_0^{+\infty} \nu(1_E f > \lambda) d\lambda = \int_0^\Lambda \nu(1_E f > \lambda) d\lambda + \int_\Lambda^{+\infty} \nu(1_E f > \lambda) d\lambda \leq \nu(E) \Lambda + \|f\|_{L_w^p(\nu)}^p \int_\Lambda^{+\infty} \lambda^{-p} d\lambda = \nu(E) \Lambda + \frac{1}{p-1} \|f\|_{L_w^p(\nu)}^p \Lambda^{-p+1}.$$

Finally, we choose $\Lambda = \nu(E)^{-1/p} \|f\|_{L_w^p(\nu)}$ which implies (3.20).

We apply (3.20) with $E = \{f \geq \lambda\}$ and together with (3.19) we get

$$\mu(A) \leq C \nu(f \geq \lambda)^{1-1/p} + \lambda \nu(A) \leq C \lambda^{-p+1} + \lambda \nu(A).$$

Now we optimize the previous inequality with $\lambda = \nu(A)^{-1/p}$.
(ii) Assume that $f \notin L^\infty(\nu)$. Then for all $M > 0$, there exists $A \in \mathcal{T}$ such that $f > M$ on $A$ and $\nu(A) > 0$. Then $\mu(A) = \int_A f d\nu > M\nu(A)$ which is the contraposition of (3.18).

If $f \in L^\infty(\nu)$, then for all $A \in \mathcal{T}$, $\mu(A) \leq \|f\|_{L^\infty(\nu)}\nu(A)$, which is (3.18). \qed

4. Evolution of the Gaussian measure

4.1. Hamiltonian structure of the approximate problem. Recall the definition (3.10) of the operator $S_N$ and that $E_N = \text{span}_{\mathbb{C}}(e_0, e_1, \ldots, e_N)$. We consider the truncated equation

$$\begin{cases}
i\partial_t u - H u = \cos \frac{p-5}{2} (2t) S_N(|S_N u|^{p-1} S_N u), & |t| < \frac{\pi}{4}, x \in \mathbb{R}, \\
u_{t=s} \in E_N.
\end{cases}$$

(4.1)

For $u \in E_N$, write

$$u = \sum_{n=0}^{N} c_n e_n = \sum_{n=0}^{N} (a_n + ib_n)e_n, \quad a_n, b_n \in \mathbb{R}.$$ 

Then we have the following result.

Lemma 4.1. Set

$$J_N(t, u) = \int \left( \frac{\nabla_x u^2 + |xu|^2}{2} + \frac{\cos(2t)^{\frac{p-5}{2}}}{p+1} |S_N u|^{p+1} \right) dx =$$

$$J_N(t, a_0, \ldots, a_N, b_0, \ldots, b_N)$$

$$= \frac{1}{2} \sum_{n=0}^{+\infty} \lambda_n^2 |a_n^2 + b_n^2| + \frac{\cos(2t)^{\frac{p-5}{2}}}{p+1} \left\| S_N \left( \sum_{n=0}^{N} (a_n + ib_n)e_n \right) \right\|_{L^{p+1}(\mathbb{R})}^{p+1}.$$ 

The equation (4.1) is a Hamiltonian ODE of the form

$$\dot{a}_n = \frac{\partial J_N}{\partial b_n}, \quad \dot{b}_n = -\frac{\partial J_N}{\partial a_n}, \quad 0 \leq n \leq N.$$ 

Remark that $J_N$ is not conserved by the flow of (4.1), due to the time dependance of the Hamiltonian $J_N$, however the mass

$$\|u\|_{L^2(\mathbb{R})}^2 = \sum_{n=0}^{N} (a_n^2 + b_n^2)$$

is conserved under the flow of (4.1). As a consequence, (4.1) has a well-defined global flow $\Phi_N$ because it is actually an ordinary differential equation for $n \leq N$ and a linear equation for $n > N$.

Set

$$\mathcal{E}_N(t, u(t)) = \frac{1}{2} \|\sqrt{H} u(t)\|_{L^2(\mathbb{R})}^2 + \frac{\cos \frac{p-5}{2} (2t)}{p+1} \|S_N u(t)\|_{L^{p+1}(\mathbb{R})}^{p+1}.$$ 

A direct computation shows that along the flow of (4.1) one has

$$\frac{d}{dt} \left( \mathcal{E}_N(t, u(t)) \right) = \frac{(5-p)\sin(2t)\cos \frac{p-5}{2} (2t)}{p+1} \|S_N u(t)\|_{L^{p+1}(\mathbb{R})}^{p+1}.$$ 

(4.2)

Observe that actually we have

$$\mathcal{E}_N(t, u(t)) = \mathcal{E}_N(t, \Pi_N(u(t))) + \frac{1}{2} \|\sqrt{H} \Pi_N(u(t))\|_{L^2}^2,$$

and the last term is constant along the evolution given by $\Phi_N$. 
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4.2. Evolution of measures: a first result. Recall that the measures \( \mu_N \) and \( \mu^N \) are defined in (2.1), then we define the measure \( \nu_{N,t} \) on \( E_N \) by

\[
d\nu_{N,t} = e^{-\frac{\cos^p - \frac{5}{2}}{p+1} \|S_N u\|_{L^p+1(\mathbb{R})}^p} d\mu_N, \quad \forall N \geq 1, \quad -\frac{\pi}{4} < t < \frac{\pi}{4},
\]

and notice that \( \nu_{N,t} \) has finite total mass but is not a probability measure. This definition implies that for all measurable set \( A \subset E_N, t \in (-\frac{\pi}{4}, \frac{\pi}{4}) \),

\[
\nu_{N,t}(A) \leq \mu_N(A).
\]

Similarly, we define the measures \( \nu_t \) and \( \tilde{\nu}_{N,t} = \nu_{N,t} \otimes \mu^N \) by

\[
(4.3) \quad d\nu_t = e^{-\frac{\cos^p - \frac{5}{2}}{p+1} \|u\|_{L^p+1(\mathbb{R})}^p} d\mu_0, \quad d\tilde{\nu}_{N,t} = e^{-\frac{\cos^p - \frac{5}{2}}{p+1} \|S_N u\|_{L^p+1(\mathbb{R})}^p} d\mu_0, \quad -\frac{\pi}{4} < t < \frac{\pi}{4}.
\]

Proposition 4.2. For all \( s, t \in (-\frac{\pi}{4}, \frac{\pi}{4}) \),

\[
(4.4) \quad \Phi_N(t, s) \# \mu_N \ll \mu_N \ll \Phi_N(t, s) \# \mu_N.
\]

More precisely, for all \( 0 \leq |s| \leq |t| < \frac{\pi}{4} \),

\[
\nu_{N,t}(\Phi_N(t, s)A) \leq \begin{cases} 
\nu_{N,s}(A) & \text{if } 1 \leq p \leq 5 \\
[\nu_{N,s}(A)]^{\frac{p-5}{2}} \left(\frac{\cos(2t)}{\cos(2s)}\right)^\frac{p}{2} & \text{if } p \geq 5,
\end{cases}
\]

and

\[
(4.5) \quad \nu_{N,s}(A) \leq \begin{cases} 
[\nu_{N,t}(\Phi_N(t, s)A)]^{\frac{2-p}{2}} \left(\frac{\cos(2t)}{\cos(2s)}\right)^\frac{p-5}{2} & \text{if } 1 \leq p \leq 5 \\
\nu_{N,t}(\Phi_N(t, s)A) & \text{if } p \geq 5.
\end{cases}
\]

Another way to state the previous result is :

- For \( 1 \leq p \leq 5 \)

\[
[\nu_{N,s}(A)]^{\frac{p-5}{2}} \left(\frac{\cos(2t)}{\cos(2s)}\right)^\frac{p}{2} \leq \nu_{N,t}(\Phi_N(t, s)A) \leq \nu_{N,s}(A).
\]

- For \( p \geq 5 \)

\[
\nu_{N,s}(A) \leq \nu_{N,t}(\Phi_N(t, s)A) \leq [\nu_{N,s}(A)]^{\frac{p-5}{2}} \left(\frac{\cos(2t)}{\cos(2s)}\right)^\frac{p}{2}.
\]

Proof. By definition we have, for all \( t \in (-\frac{\pi}{4}, \frac{\pi}{4}) \)

\[
\mu_N \ll \nu_{N,t} \quad \text{and} \quad \nu_{N,t} \ll \mu_N,
\]

and in particular

\[
(4.6) \quad \mu_N \ll \nu_0 \quad \text{and} \quad \nu_0 \ll \mu_N.
\]
This will imply (4.4) thanks to (4.6). By (4.2), if we write \( u(t) = \Phi_N(t, s)u_0 \), we have
\[
\frac{d}{dt} \nu_{N,t}(\Phi_N(t, s)A) =
\]
\[
= \frac{d}{dt} \int_{v \in \Phi_N(t, s)A} e^{-\frac{1}{2} \| \mathcal{T}v \|_{L^2(\mathbb{R})}^2 - \frac{p-5}{p+1} \| S_Nv \|_{L^{p+1}(\mathbb{R})}^{p+1}} dv
\]
\[
= \frac{d}{dt} \int_{v \in A} e^{-\frac{1}{2} \| \mathcal{T}v \|_{L^2(\mathbb{R})}^2 - \frac{p-5}{p+1} \| S_Nv \|_{L^{p+1}(\mathbb{R})}^{p+1}} dv
\]
\[
= \int_{A_0} \frac{(p - 5) \sin(2t) \cos \frac{p-7}{2}(2t)}{p + 1} \| S_Nu(t) \|_{L^{p+1}(\mathbb{R})}^{p+1} e^{-\varepsilon_N(t, u(t))} du_0, M
\]
\[\tag{4.7}
\]
where \( \alpha(t, u) = \frac{\cos \frac{p-5}{p+1}(2t)}{p+1} \| S_Nu \|_{L^{p+1}(\mathbb{R})}^{p+1} \) and to pass from the first line to the second line we used that according to Liouville Theorem (see Appendix C) the Jacobian of the change of variables \( v = \Phi_N(t, s)u_0 \mapsto u_0 \) is equal to 1.

In the following, we assume that \( 0 \leq s < t < \frac{5}{4} \). If \( 1 \leq p \leq 5 \) the r.h.s. of (4.7) is non positive and we get by monotonicity
\[\nu_{N,t}(\Phi_N(t, s)A) \leq \nu_{N,s}(A).\]

When \( p \geq 5 \) by the Hölder inequality, for any \( k \geq 1 \),
\[
\frac{d}{dt} \nu_{N,t}(\Phi_N(t, s)A) \leq (p - 5) \tan(2t) \left( \int_A \alpha^k(t, u) e^{-\varepsilon_N(t, u(t))} du_0 \right)^{\frac{1}{k}} \left( \int_A e^{-\varepsilon_N(t, u(t))} du_0 \right)^{\frac{k-1}{k}}
\]
\[
= (p - 5) \tan(2t) \left( \int_A \alpha^k(t, u) e^{-\varepsilon_N(t, u(t))} du_0 \right)^{\frac{1}{k}} \left( \nu_{N,t}(\Phi_N(t, s)A) \right)^{\frac{k-1}{k}}.
\]

We use that \( \alpha^k(t, u)e^{-\alpha(t, u)} \leq k^k e^{-k} \), then
\[
\frac{d}{dt} \nu_{N,t}(\Phi_N(t, s)A) \leq (p - 5) \tan(2t) \left( \int_A \alpha^k(t, u) e^{-\alpha(t, u)} \varepsilon_N(t, u(t)) \| u(t) \|_{L^2(\mathbb{R})} \right)^{\frac{1}{k}} \left( \nu_{N,t}(\Phi_N(t, s)A) \right)^{\frac{k-1}{k}}.
\]

We now optimize the inequality above by choosing \( k = -\log \left( \nu_{N,t}(\Phi_N(t, s)A) \right) \), which gives
\[
\frac{d}{dt} \nu_{N,t}(\Phi_N(t, s)A) \leq -(p - 5) \tan(2t) \log \left( \nu_{N,t}(\Phi_N(t, s)A) \right) \nu_{N,t}(\Phi_N(t, s)A).
\]

This in turn implies
\[
- \frac{d}{dt} \log \left( - \log \left( \nu_{N,t}(\Phi_N(t, s)A) \right) \right) \leq (p - 5) \tan(2t) = -\frac{(p - 5)}{2} \frac{d}{dt} \log(\cos(2t))
\]
and consequently
\[
- \log \left( \nu_{N,t}(\Phi_N(t, s)A) \right) \geq - \log \left( \nu_{N,s}(A) \right) \frac{(\cos(2t))^{(p-5)}}{\cos(2s)}.
\]

Therefore, for all \( 0 \leq s \leq t < \frac{5}{4} \),
\[\nu_{N,t}(\Phi_N(t, s)A) \leq \left[ \nu_{N,s}(A) \right] \left( \cos(2s) \right)^{\frac{p-5}{p}}.
\]

The reverse inequality is obtained by backward integration of the estimate and reads similarly when \( p \geq 5 \)
\[\nu_{N,s}(A) \leq \nu_{N,t}(\Phi_N(t, s)A),\]
5. Strichartz estimates.

We still true with \( \nu \)

\[
\mu_N(\cdot) \sim \mu_N(\cdot) \quad \text{and in the decomposition}
\]

\[
E_N \quad \text{where the extension on}
\]

\[
E_N^\perp = \text{Vect}\{e_n, n > N\}
\]

is given by the linear flow \( e^{-itH} \). Using that \( \nu_{N,t} = \nu_{N,t} \otimes \mu_N \)

and in the decomposition

\[
\mathcal{H}^* = E_N \times E_N^\perp
\]

and \( T > 0 \) then for all \( \nu_{N,t} \) so that for all \( u_0 \) \( \in \mathcal{H}^* (\mathbb{R}) \) we have

\[
\| \|e^{-itH}u_0\|_{L_t^q([-T,T];\mathcal{H}^*(\mathbb{R}))} \leq C_T \|u_0\|_{\mathcal{H}^*(\mathbb{R})}.
\]

We will also need the inhomogeneous version of the Strichartz estimates; for all \( T > 0 \), there exists \( C_T > 0 \) so that for all admissible couple \( (q, r) \) and function \( F \in L^{q'}((T, T); W^{s, r'}(\mathbb{R})) \),

\[
\left\| \int_0^t e^{-i(s-s)H} F(s)ds \right\|_{L_t^q([-T,T];\mathcal{H}^*)} \leq C_T \|F\|_{L_t^{q'}((T, T); W^{s, r'}(\mathbb{R}))},
\]

where \( q' \) and \( r' \) are the Hölder conjugate of \( q \) and \( r \). We refer to [28] for a proof.

In the sequel, we will also need similar estimates in Besov spaces (recall definition (3.16)).

**Proposition 5.1.** Assume that \((q, r)\) is admissible and \( \rho \geq 0 \). Then there exists \( C_T > 0 \) such that

\[
\|e^{-itH}u_0\|_{L_t^q((-T,T);B^\rho_{r,2})} \leq C_T \|u_0\|_{\mathcal{H}^\rho},
\]

and

\[
\left\| \int_0^t e^{-i(s-s)H} F(s)ds \right\|_{L_t^q((-T,T);B^\rho_{r,2})} \leq C_T \|F\|_{L_t^{q'}((-T,T);\mathcal{H}^\rho)}.
\]

**Proof.** For the inequality (5.3), we use the Minkowski inequality (because \( q \geq 2 \)) and (5.1)

\[
\|e^{-itH}u_0\|_{L_t^q((-T,T);B^\rho_{r,2})} = \|2^j \tilde{\Delta}_j e^{-itH} u_0\|_{L_t^\rho;\ell_j^2;L_x^2} \leq \|2^j e^{-itH} \tilde{\Delta} e^{-itH} u_0\|_{\ell_j^2;L_x^2} \leq C \|u_0\|_{\mathcal{H}^\rho},
\]

which was the claim. The inequality (5.4) follows from (5.3) and the Minkowski inequality. \( \square \)
Let
\[ F(u) = |u|^{p-1}u. \]
In the following, the analysis of the Cauchy problem will be different according whether \( p \geq 2 \) (the nonlinearity is \( C^2 \)) or \( 1 < p < 2 \) (the nonlinearity is only \( C^1 \)).

5.2. The estimates for the local theory. In this section we prove the main estimates allowing to perform a fixed point to establish the local existence for our nonlinear equations. When \( p \leq 2 \), the lack of smoothness of the nonlinearity \( F(u) = |u|^{p-1}u \) forces us to prove a priori estimates in strong norm (see Proposition 5.4) and contraction in weak norm (see Proposition 5.5). As a consequence, in Section 8 we shall in this case perform a quasi-linear type fixed point.

The starting point is the following set of results from Christ-Weinstein [16]. In the sequel, \( D_x^\alpha u \) is defined as a tempered distribution using the Fourier transform: \( \mathcal{F}(D_x^\alpha u)(\xi) = |\xi|^\alpha \mathcal{F}(u)(\xi) \).

**Proposition 5.2** ([16 Proposition 3.1]). Assume that \( G \in C^1(\mathbb{C}; \mathbb{C}) \), and let \( 0 \leq \alpha \leq 1, 1 < p, q, r < +\infty, r^{-1} = p^{-1} + q^{-1} \). Assume that \( u \in W^{\alpha, q, r} \) and \( G'(u) \in L^p \), then \( G(u) \in W^{\alpha, r} \), and
\[
\|D_x^\alpha G(u)\|_{L^r} \leq C\|G'(u)\|_{L^p}\|D_x^\alpha u\|_{L^q}.
\]

**Proposition 5.3** ([16 Proposition 3.3]). Let \( 0 \leq \alpha \leq 1, 1 < r_1, r_2, q_i < +\infty, i = 1, 2 \), and \( r^{-1} = p_i^{-1} + q_i^{-1} \). Assume that \( f \in L^{r_1}, D_x^\alpha f \in L^{r_2}, \) and \( g \in L^{q_1}, D_x^\alpha g \in L^{q_2} \). Then \( D_x^\alpha (fg) \in L^r \) and
\[
\|D_x^\alpha (fg)\|_{L^r} \leq C\left(\|f\|_{L^{r_1}}\|D_x^\alpha g\|_{L^{q_1}} + \|D_x^\alpha f\|_{L^{r_2}}\|g\|_{L^{q_2}}\right).
\]

From the previous results we deduce

**Proposition 5.4.** Let \( p > 1 \) and \( \rho, \sigma \geq 0 \). Then
\[
\|F(u)\|_{\mathcal{H}^\rho(\mathbb{R})} \leq C\left(\frac{u}{\langle x \rangle^\sigma}\|\mathcal{W}^{\rho, q}(\|\langle x \rangle^{\frac{\rho}{\sigma}} u\|_{L^{4(p-1)}}^\sigma)\|_{\mathcal{H}^\rho(\mathbb{R})} + \|\langle x \rangle^{\frac{\rho}{\sigma}} v\|_{L^{4(p-1)}}^\sigma\right).
\]
Assume moreover that \( 1 < p < \frac{3}{2} \). Then for any \( 2 < r < \frac{2}{1-\frac{2}{p-1}} \), there exists \( C > 0 \) such that, with \( s = \frac{2(2p-1)\rho}{r-2} \) (\( \geq 1 \))
\[
\|F(u)\|_{\mathcal{H}^\rho(\mathbb{R})} \leq C\|u\|_{\mathcal{W}^{\rho, \sigma}(\mathbb{R})}\|u\|^{s-1}_{L^{4s}(\mathbb{R})}.
\]

**Proposition 5.5.** Let \( p > 2 \) and \( \rho, \sigma \geq 0 \). Then there exists \( C > 0 \) such that
\[
\|F(u) - F(v)\|_{\mathcal{H}^\rho(\mathbb{R})} \leq C\|u - v\|_{\mathcal{W}^{\rho, \sigma}(\mathbb{R})}\left(\frac{1}{\langle x \rangle^\sigma}\|\mathcal{W}^{\rho, q}(\|\langle x \rangle^{\frac{\rho}{\sigma}} (u_1 - v_1)\|_{L^{4(p-1)}}^\sigma) + \|\langle x \rangle^{\frac{\rho}{\sigma}} (u_2 - v_2)\|_{L^{4(p-1)}}^\sigma\right)
\]
+ \( C\|\mathcal{W}^{\rho, q}(\|\langle x \rangle^{\frac{\rho}{\sigma}} (u_1 - v_1)\|_{L^{4(p-1)}}^\sigma) + \|\langle x \rangle^{\frac{\rho}{\sigma}} (u_2 - v_2)\|_{L^{4(p-1)}}^\sigma\)(\(\frac{1}{\langle x \rangle^\sigma}\|\mathcal{W}^{\rho, q}(\langle x \rangle^{\frac{\rho}{\sigma}} (u_1 - v_1)\|_{L^{4(p-1)}}^\sigma) + \|\langle x \rangle^{\frac{\rho}{\sigma}} (u_2 - v_2)\|_{L^{4(p-1)}}^\sigma\).

Let \( 1 < p \leq 2 \), then for any \( r \geq 2 \), there exists \( C > 0 \) such that, with \( s = \frac{2(2p-1)\rho}{r-2} \)
\[
\|F(u) - F(v)\|_{L^{2}(\mathbb{R})} \leq C\|u - v\|_{L^{r}(\mathbb{R})}\left(\frac{1}{\langle x \rangle^\sigma}\|\mathcal{W}^{\rho, q}(\|\langle x \rangle^{\frac{\rho}{\sigma}} (u_1 - v_1)\|_{L^{4(p-1)}}^\sigma) + \|\langle x \rangle^{\frac{\rho}{\sigma}} (u_2 - v_2)\|_{L^{4(p-1)}}^\sigma\right).
\]

**Proof of Proposition 5.4.** Let us first show (5.5). We use (3.15) which gives
\[
\|F(u)\|_{\mathcal{H}^\rho(\mathbb{R})} \sim \|\langle x \rangle^{\rho} F(u)\|_{L^2(\mathbb{R})} + \|D_x^\rho F(u)\|_{L^2(\mathbb{R})}.
\]

The contribution of the first term is bounded by
\[
\|\langle x \rangle^{\rho} F(u)\|_{L^2} \leq \|\langle x \rangle^{\rho} \frac{1}{\langle x \rangle^\sigma}\|_{L^4}\|\langle x \rangle^\sigma |u|^p\|_{L^4} \leq C\|\frac{1}{\langle x \rangle^\sigma}\|_{\mathcal{W}^{\rho, q}}\|\langle x \rangle^{\frac{\rho}{\sigma}} u\|_{L^{4(p-1)}}^\sigma.
\]
while the contribution of the second term is bounded using Proposition 5.2 with the choice \( G(z) = |z|^{p-1}z \) which is \( C^1 \) because \( p > 1 \) (it is clearly \( C^1 \) away from \( 0, 0 \)) and its differential is homogeneous of degree \( p - 1 \) in \( (x, y) \), hence vanishing at \( (0, 0) \). Therefore we obtain
\[
\|D_x^\rho F(u)\|_{L^2} \leq C\|D_x^\rho u\|_{L^4}\|\langle x \rangle^{\rho} |u|^p\|_{L^4} \leq C\|u\|_{\mathcal{W}^{\rho, q}}\|u\|_{L^{4(p-1)}}^\sigma.
\]
which is the result with \( \sigma = 0 \). In order to treat the general case \( \sigma \geq 0 \), we introduce a partition of unity

\[
1 = \sum_{j=0}^{+\infty} \chi_j(x), \quad \forall j \geq 1, \quad \chi_j(x) = \chi(2^{-j}x), \quad \text{supp} \chi \subset \{ x; \frac{1}{2} \leq |x| \leq 2 \},
\]

and choose \( \tilde{\chi}_j \) equal to 1 on the support of \( \chi_j \). Then by (5.9)

\[
\| F(u) \|_{\dot{H}^{\sigma}}^2 \leq \sum_{j \geq 0} \| \chi_j F(u) \|_{\dot{H}^{\sigma}}^2 = \sum_{j \geq 0} \| \chi_j F(\tilde{\chi}_j u) \|_{\dot{H}^{\sigma}}^2
\]

\[
\leq C \sum_{j \geq 0} \| \tilde{\chi}_j u \|_{W^{\sigma,4}}^2 \| \tilde{\chi}_j u \|_{L^{2(p-1)}}^{2(p-1)} = C \sum_{j \geq 0} \frac{u}{\| \tilde{\chi}_j \|_{W^{\sigma,4}}} \| \tilde{\chi}_j u \|_{L^{2(p-1)}}^{2(p-1)}.
\]

Therefore we get

\[
\| F(u) \|_{\dot{H}^{\sigma}}^2 \leq C \left( \sum_{j \geq 0} \| \tilde{\chi}_j \|_{\| (x) \|_{W^{\sigma,4}}}^2 \right)^{\frac{1}{2}} \left( \sum_{j \geq 0} \| \tilde{\chi}_j \|_{\| (x) \|_{p\rightarrow r}}^2 \right)^{\frac{1}{2}} \| u \|_{L^{2(p-1)}}^{2(p-1)},
\]

which gives (5.5). To get (5.6), we use Proposition 5.2 to estimate

\[
\| D_x^p F(u) \|_{L^2} \leq C \| D_x^p u \|_{L^r} \| u \|_{L^{2(r-1)}} \leq C \| u \|_{W^{\sigma,4}} \| u \|_{L^{\sigma}}^{p-1},
\]

which was the claim.

**Proof of Proposition 5.3.** Let us now turn to the proof of 5.7. By the Taylor formula,

\[
F(u) - F(v) = (u - v) \int_0^1 \partial_x F(v + \theta(u-v), \overline{v} + \theta(\overline{u-v})) d\theta + (u - v) \int_0^1 \partial_x F(v + \theta(u-v), \overline{v} + \theta(\overline{u-v})) d\theta.
\]

On the first hand, since \( |\partial F(z, \overline{z})| \leq C|z|^{p-1} \), we deduce

\[
\| (x)^\rho (F(u) - F(v)) \|_{L^2} \leq C \| \frac{1}{(x)^{\rho}} (x)^\rho (u - v) \|_{L^4}(\| (x)^{\frac{\rho}{p-1}} u \|_{L^{4(p-1)}} + \| (x)^{\frac{\rho}{p-1}} v \|_{L^{4(p-1)}}).
\]

On the other hand, according to Proposition 5.3 with \( r = 2, (p_1, q_1) = (4(p-1), \frac{4(p-1)}{2p-3}), (p_2, q_2) = (4, 4) \), we have, using again the same partition of unity (5.10),

\[
\| F(u) - F(v) \|_{\dot{H}^{\sigma}}^2 \sim \sum_{j \geq 0} \| \chi_j (F(u) - F(v)) \|_{\dot{H}^{\sigma}}^2 = \sum_{j \geq 0} \| \chi_j (F(\tilde{\chi}_j u) - F(\tilde{\chi}_j v)) \|_{\dot{H}^{\sigma}}^2.
\]

Next, for all \( j \geq 0 \), we compute

\[
\| D_x^p (\tilde{\chi}_j (u - v) \int_0^1 \partial_x F(\tilde{\chi}_j (v + \theta(u-v)), \tilde{\chi}_j (\overline{v} + \theta(\overline{u-v}))) d\theta) \|_{L^2} \leq C \| \tilde{\chi}_j (u - v) \|_{L^{4(p-1)}} \| D_x^p \int_0^1 \partial_x F(\tilde{\chi}_j (v + \theta(u-v)), \tilde{\chi}_j (\overline{v} + \theta(\overline{u-v}))) d\theta \|_{L^{4(p-1)}}
\]

\[
+ C \| D_x^p \tilde{\chi}_j (u - v) \|_{L^4} \| \int_0^1 \partial_x F(\tilde{\chi}_j (v + \theta(u-v)), \tilde{\chi}_j (\overline{v} + \theta(\overline{u-v}))) d\theta \|_{L^4}.
\]

\[\boxed{\text{(5.12)}}\]
The second term in the r.h.s. of (5.12) is easily bounded by (recall that \(|\partial_x F| \leq C|z|^{p-1}\)

\[
(5.13) \quad \|D^p_x \tilde{X}_j(u - v)\|_{L^4} \leq \int_0^1 \partial_x F(\tilde{X}_j(v + \theta(u - v)), \tilde{X}_j(\nu + \theta(u - v))) d\theta \|_{L^4} \leq \int_0^1 \|D^p_x \tilde{X}_j(u - v)\|_{L^4} \left(\|\tilde{X}_j u\|_L^{4(p-1)} + \|\tilde{X}_j v\|_L^{4(p-1)}\right).
\]

To bound the first term in the r.h.s. of (5.12), we apply Proposition 5.2 with the choice of functions \(G(u) = \partial_x F(u, \nu)\) which is \(C^1\) (because \(p > 2\) and the second derivative which is defined away from \((0, 0)\) is homogeneous of degree \(p - 2\), hence vanishing at \((0, 0)\)). We get with the choice \((r, p, q) = (\frac{4(p-1)}{2p-3}, \frac{4(p-1)}{p-2}, 4)\),

\[
(5.14) \quad \|D^p_x \int_0^1 \partial_x F(\tilde{X}_j(v + \theta(u - v)), \tilde{X}_j(\nu + \theta(u - v))) d\theta\|_{L^{\frac{4(p-1)}{2p-3}}} \leq \int_0^1 \|D^p_x \partial_x F(\tilde{X}_j(v + \theta(u - v)), \tilde{X}_j(\nu + \theta(u - v)))\|_{L^{\frac{4(p-1)}{2p-3}}} d\theta \leq C \int_0^1 \|\tilde{X}_j u\|_L^{4(p-1)} + \|\tilde{X}_j v\|_L^{4(p-1)} \left(\|D^p_x \tilde{X}_j u\|_L^4 + \|D^p_x \tilde{X}_j v\|_L^4\right).
\]

From (5.12), (5.13) and (5.14) we deduce

\[
\|D^p_x \left(\tilde{X}_j(u - v) \int_0^1 \partial_x F(\tilde{X}_j(v + \theta(u - v)), \tilde{X}_j(\nu + \theta(u - v))) d\theta\right)\|_{L^2} \leq C\|D^p_x \tilde{X}_j(u - v)\|_{L^4} \left(\|\tilde{X}_j u\|_L^{4(p-1)} + \|\tilde{X}_j v\|_L^{4(p-1)}\right) + C\|\tilde{X}_j(u - v)\|_L^{4(p-1)} \left(\|\tilde{X}_j u\|_L^{4(p-1)} + \|\tilde{X}_j v\|_L^{4(p-1)}\right) \left(\|D^p_x \tilde{X}_j u\|_L^4 + \|D^p_x \tilde{X}_j v\|_L^4\right).
\]

Putting the weights \(<x>\) and using that these weights are essentially constant on the support of \(\tilde{X}_j\), we get the estimate for the contribution of the first term in the r.h.s. of (5.11). The estimate for the second term is similar. This concludes the proof of (5.7). Finally (5.8) follows from (5.11) and the Hölder inequality.

### 5.3. The estimates for the continuity of the flow.

**Proposition 5.6.** Let \(\frac{3}{2} \leq p \leq 2\) and \(\rho, \sigma \geq 0\). Then there exists \(C > 0\) such that

\[
(5.15) \quad \|F(u) - F(v)\|_{H^\sigma(\mathbb{R})} \leq C\|\frac{u - v}{\langle x \rangle^\sigma}\|_{L^2(\mathbb{R})} \left(\|\langle x \rangle^\frac{\sigma}{p-1} u\|_{L^{4(p-1)}(\mathbb{R})} + \|\langle x \rangle^\frac{\sigma}{p-1} v\|_{L^{4(p-1)}(\mathbb{R})}\right) + C\|\frac{v}{\langle x \rangle^\sigma}\|_{L^2(\mathbb{R})} \langle x \rangle^\frac{\sigma}{p-1} \|u - v\|_{L^{4(p-1)}(\mathbb{R})}.
\]

Let \(1 < p < \frac{3}{2}\) and \(\rho \geq 0\). Then for any \(2 < r < \frac{2}{2-\rho}\), there exists \(C > 0\) such that, with \(s = \frac{2(p-1)r}{r-2} > 2\)

\[
(5.16) \quad \|F(u) - F(v)\|_{H^\rho(\mathbb{R})} \leq C\|u - v\|_{L^r(\mathbb{R})} + C\|u\|_{L^1(\mathbb{R})} \|v\|_{L^1(\mathbb{R})} + C\|v\|_{L^1(\mathbb{R})} \|u - v\|_{L^1(\mathbb{R})}.
\]

**Proof.** We first consider the case \(\sigma = 0\). Since \(0 < \rho < 1\), we can use the characterization (5.14) of the usual \(H^\rho(\mathbb{R})\) norm, namely

\[
(5.17) \quad \|g\|_{H^\rho(\mathbb{R})} = \|g\|_{L^2(\mathbb{R})} + \int_{|t| < 1} \frac{|g(x + t) - g(x)|^2}{|t|^{2\rho+1}} dtdx.
\]
We only prove (5.13), the proof of (5.16) being similar. We have
\[
F(u)(x) - F(u)(y) =
= (u(x) - u(y)) \int_0^1 \partial_x F(u(x) + \theta(x, u(x) - u(y)), \nabla(x) + \theta(x, u(x) - u(y))) d\theta
+ (u(x) - u(y)) \int_0^1 \partial_x F(u(x) + \theta(x, u(x) - u(y))) d\theta.
\]
We deduce
\[
(5.18) \quad (F(u)(x) - F(u)(y)) - (F(v)(x) - F(v)(y)) =
= (u - v)(x) - (u - v)(y)) \int_0^1 \partial_x F(u(x) + \theta(x, u(x) - u(y))) d\theta
+ (u - v)(x) - (u - v)(y)) \int_0^1 \partial_x F(u(x) + \theta(x, u(x) - u(y))) d\theta
+ (v(x) - v(y)) \int_0^1 \partial_x F(v(x) + \theta(x, v(x) - v(y))) d\theta
+ (v(x) - v(y)) \int_0^1 \partial_x F(v(x) + \theta(x, v(x) - v(y))) d\theta
\]
Recall that, assuming \(1 < p \leq 2\), we have \(\partial_x F(z, \theta) = \frac{p+1}{2}|z|^{p-1} \) and \(\partial_x F(z, \theta) = \frac{p-1}{2}|z|^{p-2} z\) which satisfy (see e.g. (2.26) & (2.27))
\[
(5.19) \quad |z_1|^{p-1} - |z_2|^{p-1} | z_1 |^{p-2} z_1 - |z_2|^{p-2} z_2 | \leq C |z_1 - z_2|^{p-1}.
\]
From (5.18) and (5.19) we deduce
\[
\|(F(u)(x) - F(u)(y)) - (F(v)(x) - F(v)(y))\| \leq C |(u - v)(x) - (u - v)(y)| \left( |u|(x) + |v|(x) + |v|(y) \right)^{p-1}
+ C |v(x) - v(y)| \left( |u - v|(x) + |u - v|(y) \right)^{p-1}.
\]
Plugging this estimate into (5.17) we get (notice that the roles of \(x\) and \(y\) are symmetric)
\[
\|F(u) - F(v)\|_{2, H^p(\mathbb{R})}^2 \leq \|\langle x \rangle^p (F(u) - F(v))\|_{L^2(\mathbb{R})}^2 +
+ \int_{|t| < 1} \|\langle \langle x \rangle^p (F(u) - F(v))(x + t) - (F(u) - F(v))(x)\|_t^{2p+1} dx dt
\]
\[
\leq \|\langle x \rangle^p (F(u) - F(v))\|_{L^2(\mathbb{R})}^2 +
+ C \int_{|t| < 1} \|\langle x \rangle^p (u(x + t) - u(x))\|_t^{2p+1} \left( |u|(x) + |v|(x) + |u|(x) + |v|(x) \right)^2 dx dt
\]
\[
+ C \int_{|t| < 1} \|\langle x \rangle^p (v(x + t) - v(x))\|_t^{2p+1} \left( |u - v|(x + t) + |u - v|(x) \right)^{2(p-1)} dx dt.
\]
The first term, \(\|\langle x \rangle^p (F(u) - F(v))\|_{L^2(\mathbb{R})}^2\) is easily bounded by
\[
\|\langle x \rangle^p (u - v)\|_{L^4} \left( |u|_{L^4(\mathbb{R})}^{p-1} + |v|_{L^4(\mathbb{R})}^{p-1} \right) \leq C \|u - v\|_{W^{0,p}} \left( |u|_{L^4(\mathbb{R})}^{p-1} + |v|_{L^4(\mathbb{R})}^{p-1} \right).
\]
Using the Cauchy-Schwarz inequality for the $x$ integral and (3.14), the contributions of the second and third term are bounded by
\[ C\|u - v\|_{B^0_{p,2}} \left( \|u\|_{L^4(p-1)}^{p-1} + \|v\|_{L^4(p-1)}^{p-1} \right) + C\|v\|_{B^0_{p,2}} \|u - v\|_{L^4(p-1)}^{p-1}. \]
This proves (5.15) for $\sigma = 0$ with $B^0_{p,2}$ instead of $B^0_{p,2}$. To conclude (when $\sigma = 0$) we apply Lemma E.1.

To get the result for any $\sigma \geq 0$, we follow the same method as in Section 5.2 using the partition of unity. Finally, the proof of (5.16) is similar. \qed

6. Functional spaces $Y^{p,\epsilon}$ and $X^{p}_{t_0,\tau}$

In this section we define the spaces required to develop our Cauchy theory. The rule of the game is the following: the spaces for the initial data must be of full measures, while the spaces for the solutions must be strong enough to perform fixed points, and to ensure that after solving, the final data is controlled in the space of the data. Last but not least, to be able to show the decay properties of the solutions, the spaces for the initial data must be of full measures, while the spaces for the solutions must be controlled in the norms involved must control the $L^4$ norm. This proves (5.15) for $\sigma$.

In the sequel we will work on the interval $I_{t_0,\tau} = (t_0 - \tau, t_0 + \tau) \subset (-\frac{\pi}{4}, \frac{\pi}{4})$.

In the next sections, we define the spaces $Y^{p,\epsilon}$ of the initial conditions, and the solution spaces $X^{p}_{t_0,\tau}$. Before we define precisely these spaces, let us state the main properties they need to satisfy:

- The space $Y^{p,\epsilon}$ is of full measure and large deviation estimates are available (see Proposition 7.1).
- The space $Y^{p,\epsilon}$ is invariant by the linear flow: if $u \in Y^{p,\epsilon}$, then for all $t \in \mathbb{R}$ we have $e^{-itH}u \in Y^{p,\epsilon}$ and $\|e^{-itH}u\|_{Y^{p,\epsilon}} = \|u\|_{Y^{p,\epsilon}}$.
- The spaces $(Y^{p,\epsilon})_{p>0,\epsilon>0}$ are included in each other, with compact embeddings: if $0 < p < p'$ and $0 < \epsilon' < \epsilon$, then $Y^{p',\epsilon'} \subset Y^{p,\epsilon}$.
- We have the continuous embedding $H^p \subset Y^{p,\epsilon}$ (see Lemma 6.1).
- There exists $\delta > 0$ such that for $u \in Y^{p,\epsilon}$ we have $\|e^{-itH}u\|_{L^\infty((-\pi,\pi);W^{\delta,p+1})} \leq C\|u\|_{Y^{p,\epsilon}}$. This will be proved in Proposition 7.3.
- The solution space $X^{p}_{t_0,\tau}$ is the usual Strichartz space for the Schrödinger equation with harmonic potential and data in $H^p$, and including a Besov norm when $F$ is not regular enough ($1 < p \leq 2$).

The definitions of these spaces depend whether $1 < p \leq \frac{3}{2}$ or $\frac{3}{2} < p \leq 2$ or $p > 2$. This is due to the regularity of the nonlinearity $F$ and is a consequence of the results of Section 5.

Set
\[ \rho_0 = \frac{1}{2} - \frac{1}{p + 1} = \frac{p - 1}{2(p + 1)}, \]
then we have the Sobolev embedding $H^{\rho_0} \subset L^{\rho+1}$ and for all $\rho \geq \rho_0$
\[ H^\rho \subset W^{\rho_0,p+1}. \]

In the following we will also need the notation
\[ \sigma_q = \begin{cases} \frac{1}{2} - \frac{1}{q} & \text{if } 2 \leq q \leq 4 \\ \frac{q}{4} + \frac{4}{q} & \text{if } q \geq 4 \end{cases}, \]
and we refer to Proposition 7.1 for a justification of this parameter.

6.1. Spaces for $p > 2$. Let $\max(0, \frac{1}{2} - \frac{1}{2(p+3)}, \rho_0) < \rho < \frac{1}{2}$. Denote by $\eta = \min(\frac{\rho_0}{2}, \sigma_{p+1})$, where $\sigma_{p+1}$ is defined in (6.2). For $0 < \epsilon < \eta$, we define the spaces for the initial data $Y^{p,\epsilon}$
\[ Y^{p,\epsilon} := \left\{ u \in H^{-\epsilon}: e^{-itH}u \in L^{8(p-1)}((-\pi,\pi);W^{\rho_0,p+1}) \right\}, \]
\[ e^{-itH}u \in C^0((-\pi,\pi);W^{\eta-\epsilon,p+1}), \quad \frac{1}{(x)^{\rho/2}}e^{-itH}u \in L^8((-\pi,\pi);W^{\rho+4}). \]
and we equip them with the natural norm
\[ \|u\|_{Y^{p,\epsilon}} = \|u\|_{H^{-\epsilon}} + \|e^{-itH}u\|_{L^8(p-1)(\mathbb{R};W^{\rho,p-1})}, \]
\[ + \|e^{-itH}u\|_{L^\infty((\pi,\pi);W^{\eta-\epsilon,p+1})} + \frac{1}{(t\rho)^{p/2}} \|e^{-itH}u\|_{L^8((\pi,\pi);W^{p,4})}. \]

We define \( X^\rho_{t_0,\tau} \) the spaces for the solutions by
\[ X^\rho_{t_0,\tau} := C^0(I_{t_0,\tau};H^\rho) \cap L^4(I_{t_0,\tau};W^{p,\infty}), \]
equipped with the natural norm
\[ \|u\|_{X^\rho_{t_0,\tau}} = \|u\|_{L^\infty(I_{t_0,\tau};H^\rho)} + \|u\|_{L^4(I_{t_0,\tau};W^{p,\infty})}. \]

6.2. Spaces for \( \frac{3}{2} < p \leq 2 \). We can check that for all \( \frac{3}{2} < p \leq 2 \) we have \( \max(0, \frac{4p-7}{4(p-1)}, \rho_0) < \frac{p-1}{2} \) and we consider \( \max(0, \frac{4p-7}{4(p-1)}, \rho_0) < \rho < \frac{p-1}{2} \). We denote by \( \eta = \min\left(\frac{p-\rho_0}{2}, \sigma_{p+1}\right) \). Let \( 0 < \epsilon < \eta \), and define the spaces for the initial data \( Y^{\rho,\epsilon} \) by
\[ Y^{\rho,\epsilon} := \left\{ u \in H^{-\epsilon} : e^{-itH}u \in L^8(p-1)((\pi,\pi);W^{2(p-3)/4,\rho(1-\epsilon)(p-1)}), \right. \]
\[ \left. e^{-itH}u \in C^0([\pi,\pi];W^{\eta-\epsilon,p+1}), \frac{1}{(t\rho)^{p/2}} \|e^{-itH}u\|_{L^8((\pi,\pi);W^{p,4})} \right\}, \]
equipped with the natural norm
\[ \|u\|_{X^\rho_{t_0,\tau}} = \|u\|_{L^\infty(I_{t_0,\tau};H^\rho)} + \|u\|_{L^4(I_{t_0,\tau};W^{p,\infty})}. \]

6.3. Spaces for \( 1 < p \leq \frac{3}{2} \). Let \( \rho_0 < \rho < \frac{p-1}{2} \). Similarly to the previous cases, denote by \( \eta = \min\left(\frac{p-\rho_0}{2}, \sigma_{p+1}\right) \). Then for \( \kappa > 0 \) small enough, we consider the Strichartz-admissible couple \( (q,r) = (\frac{4p-7}{4(p-1)}, \rho; \rho_0, \frac{p-1}{2}) \). The spaces for the initial data are given by
\[ Y^{\rho,\epsilon} := \left\{ u \in H^{-\epsilon} : e^{-itH}u \in L^\infty((\pi,\pi);H^{-\epsilon}) \cap L^q((\pi,\pi);W^{p,r}) \cap C^0([\pi,\pi];W^{\eta-\epsilon,p+1}) \right\}, \]
equipped with the natural norm
\[ \|u\|_{X^\rho_{t_0,\tau}} = \|u\|_{L^\infty(I_{t_0,\tau};H^\rho)} + \|u\|_{L^4(I_{t_0,\tau};W^{p,\infty})} + \|u\|_{B^\rho_{r,2}}. \]

6.4. The space \( X^0_{t_0,\tau} \). In the sequel, we will also need the space
\[ X^0_{t_0,\tau} = L^\infty(I_{t_0,\tau};L^2) \cap L^4(I_{t_0,\tau};L^\infty). \]
6.5. Further properties of $Y^{\rho, \epsilon}$. As a consequence of the Strichartz inequalities, we have

**Lemma 6.1.** Let $p > 1$. Under the above assumptions on $\rho$, we have for all $\epsilon > 0$ small enough

$$H^\rho \subset Y^{\rho, \epsilon}.$$  

Namely, there exists $C_0 > 0$ such that for all $u \in Y^{\rho, \epsilon}$

$$\|u\|_{Y^{\rho, \epsilon}} \leq C_0\|u\|_{H^\rho}.$$  

As a consequence,

$$X^\rho_{I_0, \tau} \subset L^\infty(I_{I_0, \tau}; Y^{\rho, \epsilon}),$$

and for all $v \in X^\rho_{I_0, \tau}$

$$\|v\|_{L^\infty(I_{I_0, \tau}; Y^{\rho, \epsilon})} \leq C_0\|v\|_{X^\rho_{I_0, \tau}}.$$  

**Proof.**

- **Case $p > 2$.** The bound
  $$\|e^{-itH}u\|_{L^\infty((-\pi, \pi), W^{q-\kappa, p+1})} \leq C\|u\|_{H^\rho}$$

  is a direct consequence of (6.1). On the other hand, the couple $(8, 4)$ is admissible which implies

  $$\|\frac{1}{(k)^{\rho/2}} e^{-itH}u\|_{L^8((-\pi, \pi), W^{q, 4})} \leq C\|e^{-itH}u\|_{L^8((-\pi, \pi), W^{q, 4})} \leq C\|u\|_{H^\rho}.$$  

  To bound the last term, we use the Strichartz inequality (5.1) and get

  $$\|e^{-itH}u\|_{L^8((-\pi, \pi); W^{q, r})} \leq C\|u\|_{H^\rho}, \quad \frac{1}{r} = \frac{1}{2} - \frac{1}{4(p-1)}.$$  

  It remains to check that by Sobolev embeddings, we have

  $$W^{\rho, r} \subset W^{4(p-1)/4, (p-1)}_{(\rho-1)/4},$$

which follows from

$$\rho(1 - \frac{1}{2(p-1)}) \geq \frac{1}{r} - \frac{1}{4(p-1)} = \frac{1}{2} - \frac{1}{2(p-1)} \quad \iff \quad \rho \geq \frac{1}{2} - \frac{1}{2(p-3)} = \frac{p-2}{2p-3}.$$  

- **Case $\frac{3}{2} < p \leq 2$.** The proof follows the same lines. To bound the last term, it is enough to check here the Sobolev embedding

  $$W^{\rho, r} \subset W^{2p-3/4(p-1), 4(p-1)}_{(\rho-1)/4},$$

which holds true under the condition

$$\rho - \frac{2p-3}{4(p-1)} \geq \frac{1}{r} - \frac{1}{4(p-1)} = \frac{1}{2} - \frac{1}{2(p-1)} \quad \iff \quad \rho > \frac{4p-7}{4(p-1)}.$$  

We conclude with (6.8).

- **Case $1 < p \leq \frac{3}{2}$.** Recall that $(q, r) = (\frac{4}{p-1-\kappa}, \frac{2}{2-p+\kappa})$ is an admissible couple. From the Sobolev embedding (6.1) we obtain

  $$\|e^{-itH}u\|_{L^\infty((-\pi, \pi), W^{q-\kappa, p+1})} \leq \|e^{-itH}u\|_{L^\infty((-\pi, \pi), W^{q, p-\rho_0+1})} \leq C\|u\|_{H^\rho}.$$  

The bound

$$\|e^{-itH}u\|_{L^4((-\pi, \pi); W^{q, r})} \leq C\|u\|_{H^\rho},$$

is given by the Strichartz estimate (5.1).

Finally, the embedding (6.6) follows from the fact that $X^\rho_{I_0, \tau} \subset L^\infty(I_{I_0, \tau}; H^\rho)$ and (6.5). \(\square\)

As a consequence of (6.11), we can show

**Lemma 6.2.** Assume that $\epsilon, \rho > 0$ and $\sigma > 0$. There exists $C > 0$ such that for any $N \geq 1$, and any $u \in Y^{\rho, \epsilon}$ and any $v \in X^\rho_{I_0, \tau}$,

$$\|S_N u\|_{Y^{\rho, \epsilon}} \leq C\|u\|_{Y^{\rho, \epsilon}}, \quad \|S_N v\|_{X^\rho_{I_0, \tau}} \leq C\|v\|_{X^\rho_{I_0, \tau}}.$$
We also have the following statement.

**Lemma 6.3.** Let $\rho > 0$ and $\varepsilon > 0$. Then for any $u \in Y^{\rho, \varepsilon}$ and $N \geq 1$,

$$\left\| (1 - S_N)u \right\|_{Y^{\rho, \varepsilon}} = o(1)_{N \to +\infty}.$$

Assume moreover that $0 < \rho < \rho'$ and $0 < \varepsilon' < \varepsilon$. Then for any $u \in Y^{\rho', \varepsilon'}$ and $N \geq 1$,

$$\left\| (1 - S_N)u \right\|_{Y^{\rho, \varepsilon}} \leq CN^{-\min(\rho - \rho', \varepsilon - \varepsilon')} \left\| u \right\|_{Y^{\rho', \varepsilon'}}. \tag{6.11}$$

One can easily see that the analysis above implies that $S_N u$ is a Cauchy sequence in $L^2(\Omega; Y^{\rho, \varepsilon})$ and thus we may see the measures $\mu_0$ and $\nu_t$ as finite Borel measures on $Y^{\rho, \varepsilon}$.

The property (6.11) will be used to obtain uniform bounds for the approximate flow (see Lemma 10.2), which is a key ingredient in the proof of the quasi-invariance result (Proposition 10.1). Notice in particular that (6.11) implies that, for $0 < \rho < \rho'$ and $0 < \varepsilon' < \varepsilon$, the embedding $Y^{\rho', \varepsilon'} \subset Y^{\rho, \varepsilon}$ is compact.

**Proof.** Notice that the assumptions $\rho < \rho'$ and $\varepsilon' < \varepsilon$ gain some positive power in $H$ (hence positive powers of $N \geq 1$), and consequently compactness in the space variable because powers of $H$ control both powers of $D_x$ and of $x$. On the other hand, since the second and the third term in the definition of $Y^{\rho, \varepsilon}$ are defined in terms of the free evolution, we may exchange some saving derivatives in $H$ for some time derivatives and hence some compactness in time. We omit the details. \( \square \)

### 7. Large Deviation Bounds

We start by recalling the following large deviation bound, which is a variation around results obtained in [32; 10], leading to an improvement in the time variable.

**Proposition 7.1.** Assume that $(\sigma, q)$ satisfy $\sigma < \sigma_q$, where

$$\sigma_q = \begin{cases} \frac{1}{2} - \frac{1}{q} & \text{if } 2 \leq q \leq 4 \\ \frac{1}{q} + \frac{1}{3q} & \text{if } q \geq 4 \end{cases}.$$

Then

$$\mu_0 \left( \left\{ u_0 \in X^0(\mathbb{R}) : \left\| e^{-itH} u_0 \right\|_{L^\infty((-\pi, \pi); W^{\sigma, q})} \geq R \right\} \right) \leq C e^{-cR^2}. \tag{7.1}$$

**Proof.** From [32 Theorem 2.1, (\infty, 2, 1)] and [10 Lemma A.8],

$$\left\| e_n \right\|_{L^2} = 1, \quad \left\| e_n \right\|_{L^4} \leq C \log^{\frac{1}{2}}(\lambda_n) \lambda_n^{-\frac{1}{q}}, \quad \left\| e_n \right\|_{L^\infty} \leq C \lambda_n^{-\frac{1}{q}}. \tag{7.2}$$

We deduce by Hölder inequality

$$\forall \sigma < \sigma_q, \quad \exists \varepsilon = \frac{\sigma_q - \sigma}{\varepsilon}; \quad \left\| H^{\varepsilon} e_n \right\|_{L^4} = \left\| \lambda_n^\varepsilon e_n \right\|_{L^4} \leq C \lambda_n^{-\varepsilon}. \tag{7.3}$$

We now revisit the proof of [11 Proposition 4.4], see also [12 Section 3] and [32 Proposition 6.2], with a slightly different treatment of the time variable. To begin with, observe that

$$D_t^\alpha e^{-itH} u_0 = H^\alpha e^{-itH} u_0,$$

as can be checked by a decomposition in Hermite series together with a Fourier transform in time.
Next, let \( s \geq r > \frac{4}{3} > q \), let \( \chi \in C^\infty(\mathbb{R}) \) equal to 1 on \([-\frac{\pi}{4}, \frac{\pi}{4}]\). By the Minkowski inequality we have
\[
\| \chi(t) \langle D_t \rangle \frac{\xi}{2} H^\frac{\xi}{2} e^{-itH} \left( \sum_{n \geq 0} \frac{\gamma_n}{\lambda_n(x)} e_n(x) \right) \|_{L^q(\Omega); L^r(\mathbb{R}_t); L^s(\mathbb{R}_x)} \leq \\
\leq \| \sum_{n \geq 0} \langle \lambda_n \rangle \frac{\xi}{2} \lambda_n^{\sigma - 1} \chi(t) e^{-it\lambda_n} e_n(x) g_n \|_{L^2(\mathbb{R}_x); L^r(\Omega)} \\
\leq C \sqrt{\gamma} \left( \sum_{n \geq 0} \langle \lambda_n \rangle e_2 \lambda_n^{2 \sigma - 2} |\chi(t)|^2 |e_n|^2(x) \right)^{1/2} \| L^q(\mathbb{R}_x); L^r(\mathbb{R}_t) \\
\leq C \sqrt{\gamma} \left( \sum_{n \geq 0} \langle \lambda_n \rangle e_2 \lambda_n^{2 \sigma - 2} \|e_n|^2(x) \|_{L^q(\mathbb{R}_x); L^r(\mathbb{R}_t)} \right)^{1/2} \\
\leq C \sqrt{\gamma} \sum_{n \geq 0} \langle \lambda_n \rangle e_2 \lambda_n^{2 \sigma - 2} \|e_n|^2(x) \|_{L^q(\mathbb{R}_x); L^r(\mathbb{R}_t)} < C' \sqrt{\gamma}
\]
where we used that for i.i.d normalised Gaussian random variables
\[
\| \sum_{n \geq 0} \beta_n g_n \|_{L^q(\Omega)} \leq C \sqrt{\gamma} \sum_{n \geq 0} |\beta_n|^2 \frac{1}{2},
\]
and in the last line we used (7.3) and the fact that \( \lambda_n = \sqrt{2n + 1} \).

The Bienaymé-Tchebychev inequality and an optimisation with respect to the parameter \( s \geq 1 \) (see e.g. \( \| \| \) (5.1) & (5.2))) gives
\[
(7.4) \quad \mu_0(\{ u_0 \in X^0(\mathbb{R}) : \| \chi(t) \langle D_t \rangle \frac{\xi}{2} H^\frac{\xi}{2} e^{-itH} u_0 \|_{L^q(\mathbb{R}_x); L^r(\mathbb{R}_t)} \geq R \}) \leq Ce^{-cR^2}.
\]
Finally, to get (7.1), we just remark using Sobolev embedding in the time variable (recall that \( \frac{4}{3} > \frac{1}{r} \))
\[
\| e^{-itH} u_0 \|_{L^\infty((-\pi,\pi); W^{\rho,\rho})} = \| H^\frac{\xi}{2} e^{-itH} u_0 \|_{L^\infty((-\pi,\pi); L^q)} \leq \\
\leq \| H^\frac{\xi}{2} e^{-itH} u_0 \|_{L^q_\gamma; L^\infty((-\pi,\pi)} \leq \| \chi(t) \langle D_t \rangle \frac{\xi}{2} H^\frac{\xi}{2} e^{-itH} u_0 \|_{L^q_\gamma; L^r(\mathbb{R}_t)},
\]
which together with (7.4) yields the result. \( \square \)

We shall also need the following result

**Proposition 7.2.** Assume that \( 0 < \gamma < \frac{1}{4} \). Then for any \( \rho < \frac{1}{4} + \gamma \), there exist \( c, C > 0 \) such that
\[
\mu_0(\{ u_0 \in X^0(\mathbb{R}) : \| \chi(t) \langle D_t \rangle \frac{\xi}{2} H^\frac{\xi}{2} e^{-itH} u_0 \|_{L^\infty((-\pi,\pi); W^{\rho,\rho})} \geq R \}) \leq Ce^{-cR^2}.
\]

**Proof.** The proof follows the same lines as the proof of Proposition 7.1 after replacing the bound (7.2) by the bound (D.4) in Appendix D. \( \square \)

We can now proceed to show that \( \mu_0 \)-almost every function is in \( Y^{\rho,\epsilon} \).

**Proposition 7.3.** Assume that \( \rho, \epsilon > 0 \) satisfy the assumptions in Sections 6.1, 6.2, 6.3. Then
\[
\exists c, C > 0 ; \quad \mu_0(\{ u \in X^0(\mathbb{R}) : \| u \|_{Y^{\rho,\epsilon}} \geq R \}) \leq Ce^{-cR^2}.
\]

**Proof.** • Case \( p > 2 \). Recall that
\[
Y^{\rho,\epsilon} = \left\{ u \in H^{-\epsilon} : e^{-itH} u \in L^8(p-1)((-\pi, \pi); W^{2(p-1), 4(p-1)}), \quad e^{-itH} u \in C^0([0, \pi]; W^{\rho - \epsilon, p+1}), \quad \frac{1}{(\lambda)^d/2} e^{-itH} u \in L^8((-\pi, \pi); W^{\rho,4}) \right\}.
\]
Since \( \rho < \frac{1}{4} \), we have \( \rho < \frac{1}{4} + \frac{\epsilon}{2} \). Therefore, we can apply Proposition 7.2 with \( \gamma = \frac{\rho}{4} < \frac{1}{4} \), which allows to control the last term in the definition of \( Y^{\rho,\epsilon} \). To control the other terms, it is enough to check
\begin{align}
\frac{\rho}{2(p-1)} < \sigma_{4(p-1)} &= \frac{p+1}{6(p-1)} \\
\eta - \epsilon < \sigma_{p+1}.
\end{align}

The inequality (7.6) holds true because we made the choice \( \eta = \min \left( \frac{2p-\rho}{4}, \sigma_{p+1} \right) > 0 \) and \( \epsilon > 0 \) is small enough. Condition (7.5) follows from the fact that \( p > 2 \) and \( \rho < \frac{3}{2} \).

- Case \( \frac{3}{2} < p \leq 2 \). Recall that
\[ Y^{\rho, \epsilon} = \left\{ u \in H^{-\epsilon} : e^{-itH} u \in L^8(p-1) \left( (-\pi, \pi); \mathcal{W}^{2(p-3)}_{\rho, \epsilon,p-1} \right), \right. \]
\[ e^{-itH} u \in C^0 \left[ -\pi, \pi \right]; \mathcal{W}^{\eta-\epsilon,p+1}_{\rho, \epsilon,p+1} \left( [x]^{(2p-3)/4} e^{-itH} u \in L^8 \left( (-\pi, \pi); \mathcal{W}^{\rho,p} \right) \right] \}.
\]

In this case we apply Proposition 7.2 with \( \gamma = \frac{2p-3}{4} < \frac{1}{4} \) and \( \rho < \frac{1}{4} + \frac{2p-3}{4} = \frac{p-1}{2} \). Then, we have to check the conditions
\[ \frac{2p-3}{4(p-1)} - \epsilon < \sigma_{4(p-1)} = \frac{2p-3}{4(p-1)} \]
\[ \eta - \epsilon < \sigma_{p+1}, \]
which both hold true.

- Case \( 1 < p \leq \frac{3}{2} \). Recall that
\[ Y^{\rho, \epsilon} = \left\{ u \in H^{-\epsilon} : e^{-itH} u \in L^8 \left( (-\pi, \pi); H^{-\epsilon} \right) \cap L^q((-\pi, \pi); \mathcal{W}^{\rho,r}) \cap C^0 \left[ -\pi, \pi \right]; \mathcal{W}^{\eta-\epsilon,p+1}_{\rho, \epsilon,p+1} \right] \}, \]

with \( 0 < \rho < \frac{p-1}{2} \) and where \( (q,r) = \left( \frac{4}{p-1-\kappa}, \frac{2}{2-p+\kappa} \right) \) is a Strichartz-admissible couple. Here, the conditions to check are
\[ \rho < \sigma_r = \frac{1}{2} - \frac{1}{r} = \frac{p-1-\kappa}{2} \]
\[ \eta - \epsilon < \sigma_{p+1}, \]
and there are both satisfied if \( \epsilon, \kappa > 0 \) are small enough. \( \square \)

Remark 7.4. As a consequence of the proof (namely the proof of Proposition 7.1), all the results in this section remain true if we replace \( H^{-\epsilon} \) by \( E_N \) and \( \mu_0 \) by \( \mu_N \), with the same constants (hence uniform with respect to \( N \geq 1 \)).

8. The local Cauchy theory

We consider the equation
\begin{equation}
\begin{cases}
i\partial_t u - Hu = \cos \frac{\mu}{\tau} (2t)|u|^{p-1}u, & (t, x) \in \left( -\frac{\pi}{4}, \frac{\pi}{4} \right) \times \mathbb{R}, \\
u_{|t=t_0} = u_0.
\end{cases}
\end{equation}

Recall that \( F(u) = |u|^{p-1}u \), then (8.1) admits the Duhamel formula
\[ u = e^{-i(t-t_0)H} u_0 - i \int_{t_0}^{t} \cos \frac{\mu}{\tau} (2s) e^{-i(t-s)H} F(e^{-i(s-t_0)H} u_0 + v(s)) ds, \]

and consequently setting \( u = e^{-i(t-t_0)H} u_0 + v \), the function \( v \) must satisfy \( v = K(v) \) with
\begin{equation}
K(v) := -i \int_{t_0}^{t} \cos \frac{\mu}{\tau} (2s) e^{-i(t-s)H} F(e^{-i(s-t_0)H} u_0 + v(s)) ds.
\end{equation}

For \( t_0, t \in \left( -\frac{\pi}{4}, \frac{\pi}{4} \right) \), thanks to a fixed point argument, we will prove that equation (8.1) admits, on the interval \( I_{t_0, \tau} = (t_0 - \tau, t_0 + \tau) \), a solution of the form \( u = e^{-i(t-t_0)H} u_0 + v \), where \( v \in X^p_{t_0, \tau} \).

The main result we shall need to prove for the a.s. global existence is the following.
Proposition 8.1. Let $p > 1$ and $t_0 \in (-\frac{\pi}{4}, \frac{\pi}{4})$. Let
\[
\rho < \begin{cases} 
\frac{p-1}{2} & \text{if } 1 < p \leq 2 \\
\frac{1}{2} & \text{if } p \geq 2 
\end{cases}
\]
chosen sufficiently close to $\frac{p-1}{2}$ or $\frac{1}{2}$ respectively so that the assumptions in Section 6 are satisfied. Let $\epsilon > 0$ chosen small enough in the definition of the space $Y^{\rho,\epsilon}$. There exist $c > 0$ and $\kappa, \delta \geq 1$ such that for any $R > 0$, setting
\[
\tau \leq \begin{cases} 
cR^{-\kappa}(\frac{p}{4} - |t_0|) & \text{if } 1 < p \leq 5 \\
cR^{-\kappa} & \text{if } p \geq 5 
\end{cases}
\]
for any $u_0 \in Y^{\rho,\epsilon}$ such that $\|u_0\|_{Y^{\rho,\epsilon}} \leq R$, there exists a unique solution $u = e^{-itH}u_0 + v$, with $v \in X^\rho_{t_0,\tau}$, to the equation (8.1) on the interval
\[
I_{t_0,\tau} = (t_0 - \tau, t_0 + \tau),
\]
which satisfies
\[
\|v\|_{X^\rho_{t_0,\tau}} \leq \frac{1}{C_0}, \quad \|v\|_{L^\infty(t_0,\tau; Y^{\rho,\epsilon})} \leq 1,
\]
where $C_0 > 0$ is the constant in (6.7).

Furthermore, for two such initial data $u_0, \tilde{u}_0 \in Y^{\rho,\epsilon}$ such that $\|u_0\|_{Y^{\rho,\epsilon}} \leq R$, we have
\[
\begin{cases} 
\|u - \tilde{u}\|_{X^0_{t_0,\tau}} \leq C\|u_0 - \tilde{u}_0\|_{Y^{\rho,\epsilon}} & \text{if } 1 < p \leq 2 \\
\|u - \tilde{u}\|_{X^\rho_{t_0,\tau}} \leq C\|u_0 - \tilde{u}_0\|_{Y^{\rho,\epsilon}} & \text{for some } \theta > 0 \text{ if } 1 < p \leq 2 \\
\|u - \tilde{u}\|_{X^\rho_{t_0,\tau}} \leq C\|u_0 - \tilde{u}_0\|_{Y^{\rho,\epsilon}} & \text{if } p > 2 
\end{cases}
\]
and for any $t \in (t_0 - \tau, t_0 + \tau)$,
\[
\begin{cases} 
\|u(t) - \tilde{u}(t)\|_{Y^{\rho,\epsilon}} \leq C\|u_0 - \tilde{u}_0\|_{Y^{\rho,\epsilon}} & \text{for some } \theta > 0 \text{ if } 1 < p \leq 2 \\
\|u(t) - \tilde{u}(t)\|_{Y^{\rho,\epsilon}} \leq C\|u_0 - \tilde{u}_0\|_{Y^{\rho,\epsilon}} & \text{if } p > 2. 
\end{cases}
\]
In addition, after possibly taking smaller $c > 0$, and larger $\delta, \kappa \geq 1$, the solution satisfies
\[
\sup_{t \in (t_0, t_0 + \tau)} \|u(t) - u_0\|_{L^{p+1}} \leq 1.
\]

Finally, let $\rho' > \rho$, $\epsilon' < \epsilon$ and assume in addition that $u_0 \in Y^{\rho',\epsilon'}$, then there exists $M > 0$ such that
\[
\|u\|_{L^\infty(t_0, t_0 + \tau; Y^{\rho',\epsilon'})} \leq M\|u_0\|_{Y^{\rho',\epsilon'}}, \quad u = e^{-it(t-t_0)H}u_0 + v, \quad \|v\|_{X^\rho_{t_0,\tau}} \leq \|u_0\|_{Y^{\rho',\epsilon'}}.
\]

Remark 8.2. Proposition 8.1 holds for the equation
\[
\begin{cases} 
i\partial_t u - Hu = \cos \frac{p-1}{2}(2t)S_N(|S_N u|^{p-1}S_N u), & (t, x) \in (-\frac{\pi}{4}, \frac{\pi}{4}) \times \mathbb{R}, \\
u|_{t=t_0} = u_0 \in E_N,
\end{cases}
\]
with uniform estimates with respect to the parameter $N \geq 1$. This is a direct consequence of the proof of Proposition 8.1 and the boundedness of $S_N$ on $L^q(\mathbb{R})$ spaces for $1 \leq q \leq +\infty$ (see 8.11 and Lemma 6.2).

Proof of Proposition 8.1. Consider the constant $C_0 > 0$ in (6.7). We will show that the operator $K$, defined in (8.2), has a unique fixed point $v$ in the closed ball of radius $1/C_0$ centered around $u_0^* := e^{-it(t-t_0)H}u_0$ in $X^\rho_{t_0,\tau}$.

Step 1: the operator $K$ maps a ball of $X^\rho_{t_0,\tau}$ into itself. We have to distinguish several cases with respect to $p > 1$.
- Case $p > 2$. From (5.3) applied with $\sigma = \rho/2$, we get
\[
\|F(u_0^* + v)\|_{H^{\rho/2}} \leq C(\|\frac{1}{(x)^{\rho/2}}u_0^*\|_{Y^{\rho,4}} + \|\frac{1}{(x)^{\rho/2}}v\|_{Y^{\rho,4}})(\|\langle x \rangle^{\frac{p}{2}\rho/2-1}u_0^*\|_{L^{4(p-1)}} + \|\langle x \rangle^{\frac{p}{2}\rho/2-1}v\|_{L^{4(p-1)}}).
\]
Taking the $L_t^1$ norm and using Hölder inequality gives,

$$\| F(u_0^f + v) \|_{L^1(I_{t_0, \tau}; \mathcal{H}^p)} \leq C \tau^{\frac{1}{2} - \frac{s}{p}} \left( \| \frac{1}{(x)^{p/2}} u_0^f \|_{L^s(I_{t_0, \tau}; \mathcal{H}^p)} + \| \frac{1}{(x)^{p/2}} v \|_{L^s(I_{t_0, \tau}; \mathcal{H}^p)} \right) \left( \| \langle x \rangle^{2\beta_{p, \tau} - 1} u_0^f \|_{L^{p-1}(I_{t_0, \tau}; L^4(p-1))} + \| \langle x \rangle^{2\beta_{p, \tau} - 1} v \|_{L^{p-1}(I_{t_0, \tau}; L^4(p-1))} \right)$$

(8.8)

Therefore, since $\tau \leq \frac{1}{2} |t_0|$, for all $t \in I_{t_0, \tau}$, we have $\frac{1}{2} |t_\leq |t_0| - \tau > \frac{1}{2} |t_0| - |t_0|$, hence

$$\forall t \in I_{t_0, \tau}, \quad \cos \frac{p-\delta}{2} (2t) \leq C \left( \frac{\pi}{4} - |t_0| \right)^{\frac{p-\delta}{2}}.$$

and together with (8.8) we deduce

$$\| \cos \frac{p-\delta}{2} (2s) F(u_0^f + v) \|_{L^1(I_{t_0, \tau}; \mathcal{H}^p)} \leq C \tau^{\frac{3}{2}} \left( \frac{\pi}{4} - |t_0| \right)^{\frac{p-\delta}{2}} \left( \| u_0 \|_{\mathcal{H}^p} + \| v \|_{X^p_{t_0, \tau}} \right)^{p}.$$

Thus we get, using the inhomogeneous Strichartz estimates (5.2)

$$\| K(v) \|_{X^p_{t_0, \tau}} \leq C \tau^{\frac{3}{2}} \left( \frac{\pi}{4} - |t_0| \right)^{\frac{p-\delta}{2}} \left( \| u_0 \|_{\mathcal{H}^p} + \| v \|_{X^p_{t_0, \tau}} \right)^{p}.$$

As a consequence, in (8.3), taking $\kappa, \delta > 1$ large enough and $c > 0$ small enough shows that the operator $K$ maps the unit ball of $X^p_{t_0, \tau}$ into itself.

- Subcase $p > 5$. In this case, we simply use that $0 < \cos \frac{p-\delta}{2} (2t) \leq 1$ and get

$$\| K(v) \|_{X^p_{t_0, \tau}} \leq C \tau^{\frac{3}{2}} \left( \frac{\pi}{4} - |t_0| \right)^{\frac{p-\delta}{2}} \left( \| u_0 \|_{\mathcal{H}^p} + \| v \|_{X^p_{t_0, \tau}} \right)^{p}$$

and conclude similarly.

- Case $\frac{3}{2} < p \leq 2$. We can proceed as in the previous case, but here we apply (5.3) with $\sigma = \frac{2p-3}{4}$. In particular we get the estimate

$$\| \cos \frac{p-\delta}{2} (2s) F(u_0^f + v) \|_{L^1(I_{t_0, \tau}; \mathcal{H}^p)} \leq C \tau^{\frac{3}{2}} \left( \frac{\pi}{4} - |t_0| \right)^{\frac{p-\delta}{2}} \left( \| u_0 \|_{\mathcal{H}^p} + \| v \|_{X^p_{t_0, \tau}} \right)^{p}.$$

With the inhomogeneous Strichartz estimates (5.2) we deduce

$$\| K(v) \|_{X^p_{t_0, \tau}} \leq C \tau^{\frac{3}{2}} \left( \frac{\pi}{4} - |t_0| \right)^{\frac{p-\delta}{2}} \left( \| u_0 \|_{\mathcal{H}^p} + \| v \|_{X^p_{t_0, \tau}} \right)^{p}.$$

Hence we get, as before, taking in (8.3) the parameters $\kappa, \delta > 1$ large enough and $c > 0$ small enough, that the operator $K$ maps the ball of radius $1/C_0$ of $X^p_{t_0, \tau}$ into itself.

- Case $1 < p \leq \frac{3}{2}$. We now use (5.6), and get

$$\| F(u_0^f + v) \|_{\mathcal{H}^p(\mathbb{R})} \leq C \left( \| u_0^f \|_{\mathcal{H}^p} + \| v \|_{\mathcal{H}^p} \right) \left( \| u_0^f \|_{L^s} + \| v \|_{L^s} \right)^{-1},$$

and using the Hölder inequality in time, the bounds (8.3) and (6.4), we get

$$\| \cos \frac{p-\delta}{2} (2s) F(u_0^f + v) \|_{L^1(I_{t_0, \tau}; \mathcal{H}^p(\mathbb{R}))} \leq$$

$$\leq C \tau^{\frac{s-\delta}{8}} \left( \frac{\pi}{4} - |t_0| \right)^{\frac{p-\delta}{2}} \left( \| u_0^f \|_{L^s(I_{t_0, \tau}; \mathcal{H}^p)} + \| v \|_{L^s(I_{t_0, \tau}; \mathcal{H}^p)} \right) \left( \| u_0^f \|_{L^s(I_{t_0, \tau}; L^s)} + \| v \|_{L^s(I_{t_0, \tau}; L^s)} \right)^{-1} \leq C \tau^{\frac{s-\delta}{8}} \left( \frac{\pi}{4} - |t_0| \right)^{\frac{p-\delta}{2}} \left( \| u_0 \|_{\mathcal{H}^p} + \| v \|_{X^p_{t_0, \tau}} \right)^{p}.$$

With the inhomogeneous Strichartz estimates (5.2) we deduce

$$\| K(v) \|_{X^p_{t_0, \tau}} \leq C \tau^{\frac{s-\delta}{8}} \left( \frac{\pi}{4} - |t_0| \right)^{\frac{p-\delta}{2}} \left( \| u_0 \|_{\mathcal{H}^p} + \| v \|_{X^p_{t_0, \tau}} \right)^{p},$$

(8.13)
and conclude similarly.

Step 2: the operator $K$ is a contraction. Let $v, w \in X^p_{t_0, \tau}$ be such that $\|v\|_{X^p_{t_0, \tau}}, \|w\|_{X^p_{t_0, \tau}} \leq 1/C_0$. The contraction argument depends on whether $p > 2$ or $p \leq 2$.

- Case $p > 2$. We follow the same lines as in Step 1, but using (5.7) instead of (5.6). We get

$$\| \cos^{\frac{p-5}{2}} (2s)(F(u^f_0 + v) - F(u^f_0 + w)) \|_{L^1(I_{t_0, \tau}; H^p)} \leq C_0 \tau^\frac{3}{4} - |t_0| \frac{p-5}{2} \|v - w\|_{X^p_{t_0, \tau}} \left(\|u^f_0\|_{Y^{\rho, \epsilon}} + \|v\|_{X^p_{t_0, \tau}}\right)^{p-1}$$

which implies according to the inhomogeneous Strichartz estimates (2.2),

$$\|K(v) - K(w)\|_{X^p_{t_0, \tau}} \leq C_0 \tau^\frac{3}{4} - |t_0| \frac{p-5}{2} \|v - w\|_{X^p_{t_0, \tau}} \left(\|u^f_0\|_{Y^{\rho, \epsilon}} + \|v\|_{X^p_{t_0, \tau}}\right)^{p-1}$$

and we get the contraction by choosing $\kappa, \delta > 1$ large enough and $\epsilon > 0$ small enough in (8.3).

- Case $\frac{3}{2} < p \leq 2$. We shall prove that $K$ is a contraction in a weaker norm. Recall that $X^0_{t_0, \tau} = L^\infty(I_{t_0, \tau}; L^2) \cap L^4(I_{t_0, \tau}; L^\infty)$. From Proposition 5.5 we get

$$(8.14) \quad \|F(u^f_0 + v) - F(u^f_0 + w)\|_{L^2} \leq C \|v - w\|_{L^2} \left(\|u^f_0\|_{L^\infty} + \|v\|_{L^\infty} + \|w\|_{L^\infty}\right)^{p-1}$$

and as previously we get

$$\| \cos^{\frac{p-5}{2}} (2s)(F(u^f_0 + v) - F(u^f_0 + w)) \|_{L^1(I_{t_0, \tau}; L^2)} \leq C_0 \tau^\frac{3}{4} - |t_0| \frac{p-5}{2} \|v - w\|_{X^0_{t_0, \tau}} \left(\|u^f_0\|_{Y^{\rho, \epsilon}} + \|v\|_{X^p_{t_0, \tau}} + \|w\|_{X^p_{t_0, \tau}}\right)^{p-1}.$$  

Taking in (8.3) the values $\kappa, \delta > 1$ large enough, $\epsilon > 0$ small enough we get (since $\|v\|_{X^p_{t_0, \tau}} \leq 1/C_0$ and $\|w\|_{X^p_{t_0, \tau}} \leq 1/C_0$),

$$\|K(v) - K(w)\|_{X^0_{t_0, \tau}} \leq \frac{C_0}{2} \|v - w\|_{X^0_{t_0, \tau}}.$$  

The map $K$ sending the ball of radius $1/C_0$ of $X^0_{t_0, \tau}$ into itself and being a contraction for the $X^p_{t_0, \tau}$ topology has a unique fixed point in the ball of radius $1/C_0$ of $X^0_{t_0, \tau}$.

- Case $1 < p \leq \frac{3}{2}$. The proof is similar to the previous case, but using (5.8) with the parameter $r > 2$ appearing in the definition of $Y^{\rho, \epsilon}$ instead of (8.14).

Step 3: Regularity of the fluctuation. To conclude the proof of the first part of Proposition 8.1 it remains to prove that

$$v \in C((t_0 - \tau, t_0 + \tau); H^p(\mathbb{R})).$$

Since $v = K(v)$, we get

$$v(t_2) - v(t_1) = -i \int_{t_1}^{t_2} \cos^{\frac{p-5}{2}} (2s)e^{-i(t-s)H} F(u^f_0(s) + v(s)) ds.$$  

Then, as in (8.9) (resp. (8.10), (8.11) and (8.13)) we get

$$\|v(t_2) - v(t_1)\|_{H^p} \leq C \|t_2 - t_1\| \frac{p-5}{4} - |t_0| \eta \left(\|u^f_0\|_{Y^{\rho, \epsilon}} + \|v\|_{X^p_{t_0, \tau}}\right)^{p},$$

with $\eta = \max(\frac{5-p}{2}, 0)$, hence the result.

This concludes the proof of the first part in Proposition 8.1 (existence, uniqueness, and regularity of the solution).

Step 4: proof of (8.4) and (8.5). Consider two solutions $u = u^f_0 + v$ and $\tilde{u} = \tilde{u}^f_0 + \tilde{v}$ of the equation (8.1).

- Case $p > 2$. To prove (8.4), we again use (5.7) and get

$$\| \cos^{\frac{p-5}{2}} (2s)(F(u^f_0 + v) - F(u^f_0 + \tilde{v})) \|_{L^1(I_{t_0, \tau}; H^p)} \leq C_0 \tau^\frac{3}{4} - |t_0| \frac{p-5}{2} \|u^f_0 + v - (\tilde{u}^f_0 + \tilde{v})\|_{X^p_{t_0, \tau}} \left(\|u^f_0\|_{Y^{\rho, \epsilon}} + \|\tilde{u}^f_0\|_{Y^{\rho, \epsilon}} + \|v\|_{X^p_{t_0, \tau}} + \|\tilde{v}\|_{X^p_{t_0, \tau}}\right)^{p-1}.$$
which implies, choosing again \( \kappa, \delta > 1 \) large enough and \( c > 0 \) small enough,

\[
(8.15) \quad \| K_{u_0}(v) - K_{\tilde{u}_0}(\tilde{v}) \|_{X^p_{t_0, T}} \leq \\
\leq C R^{\frac{3}{4}} - |t_0|^{\frac{p - 3}{2}} \left( \| u_0 - \tilde{u}_0 \|_{Y^{p, \epsilon}} + \| v - \tilde{v} \|_{X^p_{t_0, T}} \right) \left( \| u_0 \|_{Y^{p, \epsilon}} + \| \tilde{u}_0 \|_{Y^{p, \epsilon}} + \| v \|_{X^p_{t_0, T}} + \| \tilde{v} \|_{X^p_{t_0, T}} \right)^{p - 1} \\
\leq \frac{1}{2} \left( \| u_0 - \tilde{u}_0 \|_{Y^{p, \epsilon}} + \| v - \tilde{v} \|_{X^p_{t_0, T}} \right).
\]

Since for the two solutions \( K_{u_0}(v) = v, K_{\tilde{u}_0}(\tilde{v}) = \tilde{v} \), we get

\[
\| v - \tilde{v} \|_{X^p_{t_0, T}} = \| K_{u_0}(v) - K_{\tilde{u}_0}(\tilde{v}) \|_{X^p_{t_0, T}} \leq \| u_0 - \tilde{u}_0 \|_{Y^{p, \epsilon}}.
\]

Coming back to the solutions \( u = e^{-i(t-t_0)H} u_0 + v, \tilde{u} = e^{-i(t-t_0)H} \tilde{u}_0 + \tilde{v} \), we get

\[
\| u - \tilde{u} \|_{X^p_{t_0, T}} \leq C \| u_0 - \tilde{u}_0 \|_{Y^{p, \epsilon}}.
\]

Finally, to prove (8.5), we only use that, since \( v - \tilde{v} = K_{u_0}(v) - K_{\tilde{u}_0}(\tilde{v}) \), we have from (8.15)

\[
\| v - \tilde{v} \|_{L^\infty(I_{t_0, T}; \mathcal{H}^p)} \leq \| u_0 - \tilde{u}_0 \|_{Y^{p, \epsilon}}
\]

together with

\[
\| u(t) - \tilde{u}(t) \|_{Y^{p, \epsilon}} \leq \| e^{-i(t-t_0)H} (u_0 - \tilde{u}_0) \|_{Y^{p, \epsilon}} + \| v(t) - \tilde{v}(t) \|_{\mathcal{H}^p} \leq 2 \| u_0 - \tilde{u}_0 \|_{Y^{p, \epsilon}}.
\]

- Case \( \frac{3}{2} < p \leq 2 \). Let \( u = u_0^f + v \) and \( \tilde{u} = \tilde{u}_0^f + \tilde{v} \). With the arguments of Step 2, we get the bound

\[
\| v - \tilde{v} \|_{X^p_{t_0, T}} \leq C \| u_0 - \tilde{u}_0 \|_{Y^{p, \epsilon}}.
\]

Then by interpolation of this bound with \( \| v \|_{X^p_{t_0, T}}, \| \tilde{v} \|_{X^p_{t_0, T}} \leq 1/C_0 \), we deduce that for all \( 0 < \rho'' < \rho \)

\[
(8.16) \quad \| v - \tilde{v} \|_{X^p_{t_0, T}} \leq C \| u_0 - \tilde{u}_0 \|^\theta_{Y^{p, \epsilon}}, \quad \theta = 1 - \frac{\rho''}{\rho}.
\]

We are going to follow a strategy inspired from [15]. According to (8.15) with \( \sigma = \frac{2p - 3}{4} \), we get that for all \( \| u_0 \|_{Y^{p, \epsilon}}, \| \tilde{u}_0 \|_{Y^{p, \epsilon}} \leq R \)

\[
\| F (u_0^f + v) - F (\tilde{u}_0^f + \tilde{v}) \|_{L^1(I_{t_0, T}; \mathcal{H}^p)} \leq \\
\leq C (R^{p - 1} + \| v \|_{X^p_{t_0, T}}^{p - 1} + \| \tilde{v} \|_{X^p_{t_0, T}}^{p - 1} (\| u_0 - \tilde{u}_0 \|_{Y^{p, \epsilon}} + \| v - \tilde{v} \|_{X^p_{t_0, T}}) + \\
+ C (R + \| v \|_{X^p_{t_0, T}} + \| \tilde{v} \|_{X^p_{t_0, T}}) \| v - \tilde{v} \|_{X^p_{t_0, T}}^{p - 1} \\
\leq \frac{2p - 3}{4} \| u_0 - \tilde{u}_0 \|_{Y^{p, \epsilon}} + \| v - \tilde{v} \|_{X^p_{t_0, T}} + C R \| v - \tilde{v} \|_{X^p_{t_0, T}}^{p - 1},
\]

for some \( \frac{4p - 7}{4(p - 1)} < \rho'' < \rho \), by (6.10). Now, we use (8.16) together with Proposition 5.1 and get

\[
\| v - \tilde{v} \|_{X^p_{t_0, T}} \leq \\
\leq C R^{p - 1} \left( \frac{\pi}{4} - |t_0| \right)^{\frac{4p - 7}{2p - 3}} \| u_0 - \tilde{u}_0 \|_{Y^{p, \epsilon}} + \| v - \tilde{v} \|_{X^p_{t_0, T}} + C R (\frac{\pi}{4} - |t_0|) \| u_0 - \tilde{u}_0 \|_{Y^{p, \epsilon}}^{\theta(p - 1)}.
\]

Thus, choosing \( C R (\frac{\pi}{4} - |t_0|) \frac{p - 3}{2} < 1/2 \), gives

\[
\| v - \tilde{v} \|_{X^p_{t_0, T}} \leq \| u_0 - \tilde{u}_0 \|_{Y^{p, \epsilon}} + \| u_0 - \tilde{u}_0 \|_{Y^{p, \epsilon}}^{\theta(p - 1)},
\]

which proves (8.4) when \( \frac{3}{2} < p \leq 2 \).

- Case \( 1 < p < \frac{3}{2} \). The proof in this case is similar to the previous one, by replacing (5.16) in Proposition 5.6 by (5.16). We do not write the details.
Step 5: proof of (8.7). Finally, to prove (8.7), we revisit the first step. We detail for example the case $1 < p \leq \frac{3}{2}$. Starting from (8.12), with $\rho$ replaced by $\rho' > \rho$, and the same choice of $\tau > 0$, we get

$$\|F(u_0^f + v)\|_{L^1(I_{0,\tau};H^{p'}(\mathbb{R}))} \leq C T^{-\frac{p}{8}} \left( \|u_0^f\|_{L^8(I_{0,\tau};W^{p',r})} + \|v\|_{L^8(I_{0,\tau};W^{p',r})} \right) \left( \|u_0\|_{L^8(I_{0,\tau};L^s)} + \|v\|_{L^8(I_{0,\tau};L^s)} \right)^{p-1} \leq C T^{-\frac{p}{8}} \left( \|u_0\|_{Y^{p',r}} + \|v\|_{X^{p',r}} \right) \left( \|u_0\|_{Y^{p',r}} + \|v\|_{X^{p',r}} \right)^{p-1}.$$

We deduce with the previous choice of $\tau > 0$ (possibly choosing a smaller $c > 0$ in $\tau$),

$$\|v\|_{X^{p',r}} \leq C T^{-\frac{p}{8}} \left( \frac{\pi}{4} - |t_0| \right)^{-\frac{5}{2}} \left( \|u_0\|_{Y^{p',r}} + \|v\|_{X^{p',r}} \right) \left( \|u_0\|_{Y^{p',r}} + \|v\|_{X^{p',r}} \right)^{p-1} \leq \frac{1}{2} \left( \|u_0\|_{Y^{p',r}} + \|v\|_{X^{p',r}} \right)$$

which implies

$$\|v\|_{X^{p',r}} \leq 2\|u_0\|_{Y^{p',r}}.$$

Coming back to $u$ gives (8.7).

Step 6: proof of (8.6). Again, we detail for example the case $1 < p \leq \frac{3}{2}$. We study the contributions of $u = e^{-i(t-t_0)H}u_0$ and $v = K(v)$. Since the $Y^{p',r}$ norm controls the $L^\infty; W^{\eta-\epsilon,p+1}$ norm of $e^{-itH}u_0$, we have

$$\|e^{-i(t-t_0)H}u_0 - u_0\|_{W^{\eta-\epsilon,p+1}} \leq 2 \epsilon_0.$$

On the other hand, since

$$\|e^{-i(t-t_0)H}u_0 - u_0\|_{W^{\eta-\epsilon,p+1}} = \|\int_{t_0}^t \partial_s(e^{-i(s-t_0)H}u_0)ds\|_{W^{\eta-\epsilon,p+1} \subset L^\infty; W^{\eta-\epsilon,p+1} \leq R|t-t_0| \leq R\tau.}

Interpolating between (8.17) and (8.18) gives

$$\|e^{-i(t-t_0)H}u_0 - u_0\|_{L^p} \leq 2 R^{\epsilon_0}$$

for some $\epsilon_0 > 0$, and a suitable choice of $c, \delta, \kappa > 0$ ensures that

$$\|e^{-i(t-t_0)H}u_0 - u_0\|_{L^{p+1}} \leq \frac{1}{2}.$$

Let us now turn to the analysis of the contribution of $v$. Replacing in (8.12) the interval $I_{0,\tau}$ by $(t', t)$, we get

$$\|v(t) - v(t')\|_{H^p} \leq \|\cos^{\frac{p}{2}}(2s)F(e^{-i(s-t_0)H}u_0 + v(s))\|_{L^1((t', t); H^p)} \leq C|t-t'|^\frac{p}{8} \left( \frac{\pi}{4} - |t_0| \right)^{\frac{5}{2}} R^p.$$

Now according to the Sobolev embeddings $H^p \subset L^{p+1}$, which implies

$$\|v(t) - v(t')\|_{L^{p+1}} \leq C|t-t'|^\frac{p}{8} \left( \frac{\pi}{4} - |t_0| \right)^{\frac{5}{2}} R^p$$

and a suitable choice of $c, \delta, \kappa > 0$ ensures that

$$|t-t'| \leq \tau \Rightarrow \|u(t) - u(t')\|_{L^{p+1}} \leq \frac{1}{2},$$

hence the result. □
9. Global existence for $p > 1$

In this section, we assume $q_0 = (0, 1, 1, 0)$, i.e. $\mu_{q_0} = \mu_0$. We show that the problem $[\text{NLS}_p]$ is globally well-posed on a set of full $\mu_0-$measure (Theorem 1.1). We start with a result on the harmonic oscillator.

**Proposition 9.1.** Let $p > 1$ and consider

$$\rho < \begin{cases} \frac{p-1}{2} & \text{if } 1 < p \leq 2 \\ \frac{1}{2} & \text{if } p \geq 2 \end{cases}$$

chosen sufficiently close to $\frac{p-1}{2}$ or $\frac{1}{2}$ respectively so that the assumptions in Section 6 are satisfied. Let $\epsilon > 0$ chosen small enough in the definition of the space $Y^{p,\epsilon}$. There exists a set $\Sigma$ of full $\mu_0-$measure such that the local solution $u$ of (8.1) with initial condition $u_0 \in \Sigma$ is defined on

$$I = \begin{cases} (-\frac{p}{4}, \frac{p}{4}) & \text{if } 1 < p < 5 \\ \mathbb{R} & \text{if } p \geq 5 \end{cases}$$

and we shall denote it by

$$u = \Phi(t, t_0)u_0 = e^{-i(t-t_0)H}u_0 + v.$$

Moreover, for every $u_0 \in \Sigma$ and for any $\eta > 0$, there exists $C > 0$ such that

$$\|\Phi(t, t_0)u_0\|_{Y^{p,\epsilon}} \leq \begin{cases} C \left(1 + (\frac{p}{4} - |t|)^\frac{p-5}{2} - \eta\right), & \forall t \in (-\frac{p}{4}, \frac{p}{4}) \text{ if } 1 < p < 5 \\ C \left(1 + \log^\frac{4}{2}(1 + |t|)\right), & \forall t \in \mathbb{R} \text{ if } p \geq 5. \end{cases}$$

Furthermore, we have an additional smoothness property: there exist $K, \gamma > 0$ such that for all $u_0 \in \Sigma$, there exists $C > 0$ such that

$$\|v(t)\|_{H^p} \leq \begin{cases} C \left(1 + (\frac{p}{4} - |t|)^{-K}\right), & \forall t \in (-\frac{p}{4}, \frac{p}{4}) \text{ if } 1 < p < 5 \\ C \left(1 + |t|\right)(1 + \log^\frac{4}{2}(1 + |t|))^\gamma, & \forall t \in \mathbb{R} \text{ if } p \geq 5. \end{cases}$$

(9.1)

We emphasize that the constants $K, \gamma > 0$ which appear in the previous statement are deterministic, and depend only on $p > 1$ and $\rho > 0$. They are obtained by an iteration of the local well-posedness result on small time intervals (see the proof of Proposition 9.2).

We proceed in three steps. First we prove bounds (independent of $N \geq 1$) on the solution of the approximate equation (4.1), then we pass to the limit $N \to +\infty$ to get well-posedness for (8.1) on the interval $I$. Finally, we prove the quasi-invariance result. For simplicity, in the proofs, we only address the existence for positive times.

9.1. Uniform estimates.

**Proposition 9.2.** Let $p > 1$ and consider

$$\rho < \begin{cases} \frac{p-1}{2} & \text{if } 1 < p \leq 2 \\ \frac{1}{2} & \text{if } p \geq 2 \end{cases}$$

chosen sufficiently close to $\frac{p-1}{2}$ or $\frac{1}{2}$ respectively so that the assumptions in Section 6 are satisfied. Let $\epsilon > 0$ chosen small enough in the definition of the space $Y^{p,\epsilon}$. Let $\eta > 0$, then for all $i, N \in \mathbb{N}^*$, there exists a $\mu_N-$measurable set $\Sigma^i_N \subset E_N$ so that there exist $c, C, \epsilon_0 > 0$ with

$$\mu_N \left(E_N \setminus \Sigma^i_N \right) \leq Ce^{-c\epsilon_0},$$

and for all $u_0 \in \Sigma^i_N$

$$\|\Phi_N(t, t_0)u_0\|_{Y^{p,\epsilon}} \leq \begin{cases} i + 2 + (\frac{p}{4} - |t|)^\frac{p-5}{2} - \eta, & \forall t \in (-\frac{p}{4}, \frac{p}{4}) \text{ if } 1 < p < 5 \\ i + 2 + \log^\frac{4}{2}(1 + |t|), & \forall t \in \mathbb{R} \text{ if } p \geq 5. \end{cases}$$

(9.2)
Moreover, there exist $K_p, \gamma_p > 0$ such that for all $u_0 \in \tilde{\Sigma}_N$, setting $v_N := \Phi_N(t_0)u_0 - e^{-i(t-t_0)H}u_0$, there exists $C > 0$ such that
\[
\|v_N(t)\|_{H^o} \leq \begin{cases} 
C(i + 2 + (\frac{4}{5} - |t|)^{-K_p})^{\gamma_p}, & \forall t \in (-\frac{4}{5}, \frac{4}{5}) \quad \text{if } 1 < p < 5 \\
C(1 + |t|)(i + 2 + \log^\frac{4}{5}(1 + |t|))^{\gamma_p}, & \forall t \in \mathbb{R} \quad \text{if } p \geq 5.
\end{cases}
\]

9.1.1. The case $1 < p < 5$. It is enough to consider the case $t_0 = 0$. We set, for $i, j \geq 1$ integers,
\[
B_{ij} := \{ u \in E_N : \|u\|_{Y^{p, c}} \leq i + j \}.
\]

Let $0 < \alpha < \frac{4}{5-p}$. For any $t' \in (-\frac{4}{5} + \frac{2}{\alpha^2}, \frac{4}{5} - \frac{2}{\alpha^2})$, thanks to Proposition 8.1, there exist $i_0 \in \mathbb{N}$ and $\gamma > 1$, which only depends on $\rho > 0$ and $p > 1$, such that
\[
\tau = c(i + j)^{-\gamma}
\]
for every $t \in (t' - \tau, t' + \tau)$, $i \geq i_0$.

\[
\Phi_N(t, t')(B_{ij}) \subset \{ u \in E_N : \|u\|_{Y^{p, c}} \leq i + j + 1 \}.
\]

Namely, the time of existence of Proposition 8.1 is $c(i + j)^{-\gamma} (\frac{4}{5} - t')^\delta \geq c(i + j)^{-\gamma}$ for $\gamma = \frac{\delta + \alpha}{\alpha}$. In the sequel, $[x]$ stands for the integer part of $x \in \mathbb{R}$. Remark that for $|k| \leq [(\frac{4}{5} - \frac{2}{\alpha^2})/\tau]$, and since for $i \geq i_0$ large enough we have $\alpha < \gamma$, then
\[
(k + 2)\tau \leq \frac{\pi}{4} - \frac{2}{j^\alpha} + 2c(i + j)^{-\gamma} \leq \frac{\pi}{4} \Rightarrow k\tau \leq \frac{\pi}{4} - 2\tau,
\]
and similarly
\[
\frac{\pi}{4} + 2\tau \leq k\tau.
\]

Let
\[
B_{ij,k} = \Phi_N(k\tau, 0)^{-1}(B_{ij}), \quad \Sigma_N := \bigcap_{k = [(\frac{4}{5} - \frac{2}{\alpha^2})/\tau]}^{[(\frac{4}{5} - \frac{2}{\alpha^2})/\tau]} B_{ij,k}.
\]

Notice that thanks to (9.5), we obtain that the solution of (4.1) with data $u_0 \in \Sigma_N$ satisfies
\[
\|\Phi_N(t, 0)u_0\|_{Y^{p, c}} \leq i + j + 1, \quad t \leq \frac{\pi}{4} - \frac{2}{j^\alpha}.
\]

Indeed, for $t \leq \frac{\pi}{4} - \frac{2}{j^\alpha}$, we can find an integer $|k| \leq [(\frac{4}{5} - \frac{2}{\alpha^2})/\tau]$, and $\tau_1 \in [-\tau, \tau]$ so that $t = k\tau + \tau_1$ and thus $u(t) = \Phi_N(k\tau + \tau_1, k\tau)(\Phi_N(k\tau, 0)u_0)$. Since $u_0 \in \Sigma_N$ implies that $\Phi_N(k\tau, 0)u_0 \in B_{ij}$, we can apply (3.5) and get (9.6).

By Proposition 1.2, the measure $\nu_{N,k}$ is quasi-invariant by the flow $\Phi_N$ and more precisely from (4.5) with $s = 0$
\[
\nu_{N,0}(E_N \setminus B_{ij}^{k}) \leq \nu_{N,k\tau}(\Phi_N(k\tau, 0)(E_N \setminus B_{ij}^{k}))^{\cos \frac{\pi}{2 \alpha}(2k\tau)} \leq \nu_{N,k\tau}(E_N \setminus B_{ij}^{k})^{\cos \frac{\pi}{2 \alpha}(2k\tau)} \leq \mu_N(E_N \setminus B_{ij}^{k})^{\cos \frac{\pi}{2 \alpha}(2k\tau)}.
\]

Now, since
\[
k\tau \leq \frac{\pi}{4} - \frac{2}{j^\alpha}, \quad \cos(2k\tau) \geq \frac{4}{j^\alpha}, \quad \alpha < \frac{4}{5-p},
\]
by the large deviation bound of Proposition 7.3 and Remark 7.4, we have
\[
\mu_N(E_N \setminus B_{ij}^{k})^{\cos \frac{\pi}{2 \alpha}(2k\tau)} \leq Ce^{-c(i + j)^22^{\left(\frac{j^\alpha}{4} - 1\right)}} \leq Ce^{c'(i + j)^\alpha},
\]
where \( \epsilon_0 = 2 + \alpha \frac{p-5}{2} > 0 \). We deduce
\[
(9.7) \quad \nu_{N,0}(E_N \setminus \Sigma_N^{i,j}) \leq C(i+j)^{\gamma} e^{-c(i+j)^{\gamma_0}} \leq C e^{-c(i+j)^{\gamma_0}}.
\]

Next, we set
\[
(9.8) \quad \Sigma_N^{i,j} = \bigcap_{j=1}^{+\infty} \Sigma_N^{i,j}.
\]

Thanks to (9.7),
\[
(9.9) \quad \nu_{N,0}(E_N \setminus \Sigma_N^{i,j}) \leq C \sum_{j \leq i} e^{-c(i+j)^{\gamma_0}} + C \sum_{j > i} e^{-c(i+j)^{\gamma_0}} \leq C e^{-c(i+j)^{\gamma_0}}.
\]

In addition, using (9.6), we get that for every \( i \geq i_0 \), every \( N \geq 1 \), every \( u_0 \in \Sigma_N^{i,j} \), every \( 0 < t < \frac{\pi}{4} \),
\[
\| \Phi_N(t,0)u_0 \|_{Y^{p,\epsilon}} \leq i + 2 + \left( \frac{\pi}{4} - t \right)^{-\frac{1}{\alpha}}.
\]

Indeed, for \( 0 < t < \frac{\pi}{4} \) there exists \( j \geq 2 \) such that \( \frac{1}{(j-1)^{\gamma_0}} < \frac{\pi}{4} - t < \frac{1}{j} \) and we apply (9.6) with this \( j \geq 2 \). Choosing \( \alpha < \frac{4}{5-p} \) but arbitrarily close to \( \frac{4}{5-p} \) proves (9.2). To prove (9.3), for \( u_0 \in \Sigma_N^{i,j} \), we apply Proposition 8.1 with Remark 8.2 which implies that on each interval \([k\tau, (k+1)\tau]\), we have
\[
u_N(t,0)u_0 = e^{-itH}u_0 + v_N, \quad \|v_N(t)\|_{H^{p}} \leq 1.
\]

Iterating this estimate between 0 and \( t \) leads to (recall that \( \tau = c(i+j)^{-\gamma} \))
\[
\Phi_N(t,0)u_0 = e^{-itH}u_0 + v_N, \quad \|v_N(t)\|_{H^{p}} \leq C(i+j)^{\gamma},
\]
and for \( u_0 \in \Sigma_N^{i,j} \), choosing again \( \frac{1}{(j-1)^{\gamma_0}} < \frac{\pi}{4} - t < \frac{1}{j} \) gives
\[
\Phi_N(t,0)u_0 = e^{-itH}u_0 + v_N, \quad \|v_N(t)\|_{H^{p}} \leq C \left( i + \left( \frac{\pi}{4} - t \right)^{-\frac{1}{\alpha}} \right)^{\gamma},
\]
which proves (9.3).

9.1.2. The case \( p \geq 5 \). We revisit the proof above, taking benefit from the better estimate in Proposition 8.1 and (1.5). Thanks to Proposition 8.1 there exist \( i_0 \geq 1 \) and \( \gamma = \kappa > 0 \) (only depending on \( p > 0 \) and \( p \geq 5 \)) such that if we set
\[
\tau = c(i+j)^{-\gamma}, \quad \gamma = \kappa,
\]
for every \( t_0 \in \mathbb{R} \) and for every \( t_1 \in (t_0 - \tau, t_0 + \tau) \), \( i \geq i_0 \),
\[
(9.10) \quad \Phi_N(t_1, t_0)(B_N^{i,j}) \subset \left\{ u \in E_N : \|u\|_{Y^{p,\epsilon}} \leq i + j + 1 \right\}.
\]

Let \( \epsilon_0 > 0 \) to be fixed later and
\[
B_N^{i,j,k} = \Phi_N(k\tau,0)^{-1}(B_N^{i,j}), \quad \Sigma_N^{i,j} := \bigcap_{k=-[2^\epsilon_0 j^2/\tau]}^{[2^\epsilon_0 j^2/\tau]} B_N^{i,j,k},
\]
where \([2^\epsilon_0 j^2/\tau]\) stays for the integer part of \( 2^\epsilon_0 j^2/\tau \). Notice that thanks to (9.10), we obtain that the solution of (4.1) with data \( u_0 \in \Sigma_N^{i,j} \) satisfies
\[
(9.11) \quad \| \Phi_N(t,0)u_0 \|_{Y^{p,\epsilon}} \leq i + j + 1, \quad t \leq 2^\epsilon_0 j^2.
\]

Indeed, for \( t \leq 2^\epsilon_0 j^2 \), we can find an integer \( k = \lfloor t/\tau \rfloor \leq 2^\epsilon_0 j^2/\tau \), and \( \tau_1 \in [-\tau, \tau] \) so that \( t = k\tau + \tau_1 \) and thus \( u(t) = \Phi_N(k\tau + \tau_1, k\tau)(\Phi_N(k\tau,0)u_0) \). Since \( u_0 \in \Sigma_N^{i,j} \) implies that \( \Phi_N(k\tau,0)u_0 \in B_N^{i,j} \), we can apply (9.10) and get (9.11).
Now we apply Proposition 4.2 with \( s = 0 \), and from (4.3) we deduce
\[
\nu_{N,0}(E_N \setminus B_{i,j,k}^{N}) \leq \nu_{N,k\tau}(\Phi_N(k\tau,0)(E_N \setminus B_{i,j,k}^{N})) \leq \nu_{N,k\tau}(E_N \setminus B_{i,j,k}^{N}) \leq \mu_N(E_N \setminus B_{i,j,k}^{N}).
\]
Then, by Proposition 7.3 and Remark 7.4 we have
\[
\mu_N(E_N \setminus B_{i,j,k}^{N}) \leq Ce^{-c(i+j)^2},
\]
which in turn implies
\[
\nu_{N,0}(E_N \setminus \Sigma_N^{i,j}) \leq C(i+j)^2e^{-c(i+j)^2} \leq Ce^{-c(i+j)^2},
\]
if \( c_0 < c/2 \). Next, we set
\[
\tilde{\Sigma}_N^{i,j} = \bigcap_{j=1}^{+\infty} \Sigma_N^{i,j}.
\]
Thanks to (9.12),
\[
\nu_{N,0}(E_N \setminus \tilde{\Sigma}_N^{i,j}) \leq C \sum_{j \geq 1} e^{-c(i+j)^2} \leq Ce^{-c' i^2}.
\]
In addition, using (9.11), for every \( i \geq i_0 \), every \( N \geq 1 \), every \( u_0 \in \tilde{\Sigma}_N^{i,j} \), every \( t > 0 \),
\[
\| \Phi_N(t,0)u_0 \|_{X_{\rho,\epsilon}} \leq i + 2 + \log \frac{1}{t}(1 + t).
\]
Indeed for \( t > 1 \) there exists \( j \geq 1 \) such that \( 2^{\omega(j-1)^2} \leq t < 2^{\omega j^2} \) and we apply (9.11) with this \( j \geq 1 \). This proves (9.2). To prove (9.3), for \( u_0 \in \Sigma_N^{i,j} \), we apply Proposition 8.1 with Remark 8.2 which gives that on each interval \([k\tau, (k+1)\tau]\), we have
\[
\nu_{N,0}(E_N \setminus \Sigma_N^{i,j}) \leq C \sum_{j \geq 1} e^{-c(i+j)^2} \leq Ce^{-c' i^2}.
\]
9.2. Passing to the limit \( N \to +\infty \). For integers \( i \geq i_0 \) and \( N \geq 1 \), we define the cylindrical sets
\[
\Sigma_N^{i} := \{ u \in X^0(\mathbb{R}) : \Pi_N u \in \tilde{\Sigma}_N^{i} \},
\]
where \( \tilde{\Sigma}_N^{i} \) is defined in (9.8) or in (9.13). Next, for \( i \geq i_0 \), we define
\[
\Sigma' := \{ u \in X^0(\mathbb{R}) : \forall N_k, \lim_{k \to +\infty} N_k = +\infty, \exists u_{N_k} \in \Sigma_N^{i}, \lim_{k \to +\infty} \| S_{N_k} u_{N_k} - u \|_{Y^{\rho,\epsilon}} = 0 \}.
\]
Let us prove that \( \Sigma' \) is a closed subset of \( Y^{\rho,\epsilon} \). The closedness property is clear, it is enough to show that \( \Sigma' \subset Y^{\rho,\epsilon} \). Assume that there exists \( u_{N_k} \in \Sigma_N^{i} \) such that \( \lim_{k \to +\infty} \| S_{N_k} u_{N_k} - u \|_{Y^{\rho,\epsilon}} = 0 \). Then for any \( P \in \mathbb{N} \), as soon as \( N_k \gg P \), we have
\[
\| S_{P}(u_{N_k} - u) \|_{Y^{\rho,\epsilon}} = \| S_{P}(S_{N_k} u_{N_k} - u) \|_{Y^{\rho,\epsilon}} \leq C \| S_{N_k} u_{N_k} - u \|_{Y^{\rho,\epsilon}} \to 0.
\]
As a consequence, using (9.2) (with \( t = t_0 = 0 \)) and Lemma 6.2, we deduce
\[
\| S_{P} u \|_{Y^{\rho,\epsilon}} \leq \limsup_{k \to +\infty} \| S_{P}(u_{N_k}) \|_{Y^{\rho,\epsilon}} \leq C(i + 1)
\]
and passing to the limit \( P \to +\infty \), we deduce that \( u \in Y^{\rho,\epsilon} \) and
\[
\| u \|_{Y^{\rho,\epsilon}} \leq C(i + 1).
\]
Next, we prove we have the following inclusions

\begin{equation}
\limsup_{N \to +\infty} \Sigma_N^i = \bigcap_{N=1}^{+\infty} \bigcup_{N_1=N}^{+\infty} \Sigma_{N_1}^i \subset \Sigma^i.
\end{equation}

Indeed, if \( u \in \limsup_{N \to +\infty} \Sigma_N^i \), there exists \( N_k \to +\infty \) such that

\[ \Pi_{N_k} u \in \Sigma_{N_k}^i, \]

and the same proof as above shows that

\[ u \in Y^{p,\epsilon}, \quad \|u\|_{Y^{p,\epsilon}} \leq C(i + 1). \]

Now, we clearly have

\[ \|S_n u - u\|_{Y^{p,\epsilon}} = o(1)_{n \to +\infty}, \]

and since \( S_n(\Pi_n u) = \Pi_n u \), the sequence \( u_{N_k} := \Pi_{N_k} u \) is the one ensuring that \( u \in \Sigma^i \). This proves (9.15).

Consider \( G_N(u) = \exp(-\frac{1}{p+1}\|S_n u\|_{L^{p+1}(\mathbb{R})}^{p+1}), \quad G(u) = \exp(-\frac{1}{p+1}\|u\|_{L^{p+1}(\mathbb{R})}^{p+1}) \) and recall that

\[ dv_0 = G(u) d\mu_0, \quad d\nu_{N,0} = G_N(u) d\mu_0. \]

As a consequence of (9.15), we get the inequality

\begin{equation}
\nu_0(\Sigma^i) \geq \limsup_{N \to +\infty} \Sigma_N^i.
\end{equation}

Using Fatou’s lemma, we get

\begin{equation}
\nu_0(\limsup_{N \to +\infty} \Sigma_N^i) \geq \limsup_{N \to +\infty} \nu_0(\Sigma_N^i).
\end{equation}

We have (because the set \( \Sigma_N^i \) is cylindrical),

\[ \nu_0(\Sigma_N^i) = \int_{\Sigma_N^i} G(u) d\mu_0(u), \]

and

\[ \nu_{N,0}(\Sigma_N^i) = \int_{\Sigma_N^i} G_N(u) d\mu_N(u) = \int_{\Sigma_N^i} G_N(u) d\mu_0(u). \]

We deduce

\[ \left| \nu_0(\Sigma_N^i) - \nu_{N,0}(\Sigma_N^i) \right| \leq \int_{\Sigma_N^i} |G(u) - G_N(u)| d\mu_0(u) = o(1)_{N \to +\infty}, \]

where we used the dominated convergence theorem and the fact that \( \mu_0 - a.s. \) \( u \in L^{p+1} \) and consequently \( \mu_0 - a.s. \)

\[ \lim_{N \to +\infty} G_N(u) = G(u). \]

Therefore, using Proposition 9.2 we obtain

\[ \limsup_{N \to +\infty} \nu_0(\Sigma_N^i) = \limsup_{N \to +\infty} \nu_{N,0}(\Sigma_N^i) \]

\[ \geq \limsup_{N \to +\infty} \left( \nu_{N,0}(E_N) - C e^{-c|\rho|} \right) = \nu_0(X^0(\mathbb{R})) - C e^{-c|\rho|}. \]

Collecting the last estimate, (9.16), and (9.17), we obtain that

\begin{equation}
\nu_0(\Sigma^i) \geq \nu_0(X^0(\mathbb{R})) - C e^{-c|\rho|}.
\end{equation}

Now, we set

\[ \Sigma := \bigcup_{i=0}^{+\infty} \Sigma^i. \]
Then, by (9.18), the set $\Sigma$ is of full $\nu_0$–measure (and hence also of full $\mu_0$–measure). It turns out that one has global existence for any initial condition $u_0 \in \Sigma$. Recall that $\tilde{\Phi}_N$ stands for the extension of the flow $\Phi_N$ on $\mathcal{H}^{-\sigma}(\mathbb{R})$, see (4.8). We now state the global existence results.

**Proposition 9.3.** Let $p > 1$ and consider

$$\rho < \begin{cases} \frac{p-1}{2} & \text{if } 1 < p \leq 2 \\ \frac{1}{2} & \text{if } p \geq 2 \end{cases}$$

chosen sufficiently close to $\frac{p-1}{2}$ or $\frac{1}{2}$ respectively so that the assumptions in Section 6 are satisfied. Let $\epsilon > 0$ chosen small enough in the definition of the space $Y^{\rho,\sigma}$. For any initial condition $u_0 \in \Sigma$, there exists a unique global solution $u$ of (8.1) in the class

$$u = e^{-i(t-t_0)H}u_0 + C(I; \mathcal{H}^{\rho}(\mathbb{R})), $$

where

$$I = \begin{cases} (-\frac{\pi}{4}, \frac{\pi}{4}) & \text{if } 1 < p < 5 \\ \mathbb{R} & \text{if } p \geq 5. \end{cases}$$

We shall denote this solution by $u = \Phi(t,0)u_0$. Moreover, every integer $i \geq i_0$ and for any $\eta > 0$, there exists $C > 0$ such that for every $u_0 \in \Sigma^i$

$$\|\Phi(t,t_0)u_0\|_{Y^{\rho,\sigma}} \leq \begin{cases} C(i + 2 + (\frac{\pi}{4} - |t|)^{\frac{p-1}{2}-\eta}) & \forall t \in (-\frac{\pi}{4}, \frac{\pi}{4}) \text{ if } 1 < p < 5 \\ C(i + 2 + \log^\frac{1}{2} (1 + |t|)) & \forall t \in \mathbb{R} \text{ if } p \geq 5, \end{cases}$$

and if $\Phi(t,t_0)u_0 = e^{-i(t-t_0)H}u_0 + v$ we have the bounds

$$\|v(t)\|_{\mathcal{H}^{\rho}} \leq \begin{cases} C(i + (\frac{\pi}{4} - |t|)^{-K_\rho}) & \forall t \in (-\frac{\pi}{4}, \frac{\pi}{4}) \text{ if } 1 < p < 5 \\ C(1 + |t|)(i + 2 + \log^\frac{1}{2} (1 + |t|))^{\rho} & \forall t \in \mathbb{R} \text{ if } p \geq 5. \end{cases}$$

Furthermore, if $(u_{0,N_k})_{k \geq 0} \in \Sigma^{i}_{N_k}$, $N_k \rightarrow +\infty$ are so that

$$\lim_{k \rightarrow +\infty} \|S_{N_k}u_{0,N_k} - u_0\|_{Y^{\rho,\sigma}} = 0,$$

then for all $t \in I$

$$\forall \sigma < \rho, \lim_{k \rightarrow +\infty} \|\tilde{\Phi}_{N_k}(t,0)u_{0,N_k} - u(t)\|_{Y^{\sigma,\sigma}} = 0.$$

The key point in the proof of Proposition 9.3 is the following lemma. Recall the notation $I_{0,\tau} = (t_0 - \tau, t_0 + \tau)$ and recall that the set $\Sigma^{i}_{N}$ is defined in (9.14), (9.8), and (9.13).

**Lemma 9.4.** There exist $\kappa, \delta \geq 1$ and $c > 0$ such that the following holds true. Let $\rho$ satisfying the assumptions of Proposition 9.3. For any $R \geq 1$, consider a sequence $u_{0,N_k} \in \Sigma^{i}_{N_k}$ and $u_0 \in Y^{\rho,\sigma}$ such that

$$\|u_{0,N_k}\|_{Y^{\rho,\sigma}} \leq R, \|u_0\|_{Y^{\rho,\sigma}} \leq R, \forall \sigma < \rho, \lim_{k \rightarrow +\infty} \|u_{0,N_k} - u_0\|_{Y^{\sigma,\sigma}} = 0.$$

Then if we set

$$\tau \leq \begin{cases} cR^{-\kappa}(\frac{\pi}{4} - |t_0|)^{\delta} & \text{if } 1 < p < 5 \\ cR^{-\kappa} & \text{if } p \geq 5 \end{cases}$$

the quantities $\tilde{\Phi}_{N_k}(t,t_0)u_{0,N_k}$ and $\Phi(t,t_0)u_0$ exist for $|t - t_0| \leq \tau$ and satisfy

$$\|\tilde{\Phi}_{N_k}(t,t_0)u_{0,N_k}\|_{L^\infty(I_{0,\tau};Y^{\rho,\sigma})} \leq R + 1, \|\Phi(t,t_0)u_0\|_{L^\infty(I_{0,\tau};Y^{\sigma,\sigma})} \leq R + 1.$$

Furthermore,

$$\forall \sigma < \rho, \lim_{k \rightarrow +\infty} \|\tilde{\Phi}_{N_k}(t,t_0)u_{0,N_k} - \Phi(t,t_0)u_0\|_{L^\infty(I_{0,\tau};Y^{\sigma,\sigma})} = 0.$$
Proof of Lemma 9.4. The first part of this lemma is a direct consequence of our local well-posedness results of Proposition 8.1 and Remark 8.2. It remains to prove (9.24). For that, let us write
\[ \Phi(t,t_0)u_0 = u = e^{-i(t-t_0)H}u_0 + v, \]
\[ \tilde{\Phi}_{N_k}(t,t_0)u_{0,N_k} = u_k = e^{-i(t-t_0)H}u_{0,N_k} + v_k. \]
Let us now remark that from the first part in the lemma,
\[ \|\tilde{\Phi}_{N_k}(t,t_0)u_{0,N_k} - \Phi(t,t_0)u_0\|_{L^\infty((t_0,\tau);L^\infty(\mu_x,\nu_x))} \leq 2R + 2, \]
and consequently it is enough to prove (9.24) for some \( \sigma > 0 \). We have
\[ u - u_k = e^{-i(t-t_0)H}(u_0 - u_{0,N_k}) + (v - v_k). \]
By assumption, for any \( 0 < \sigma < \rho \)
\[ \|e^{-i(t-t_0)H}(u_0 - u_{0,N_k})\|_{Y^\sigma,\varsigma} = \|u_0 - u_{0,N_k}\|_{Y^\sigma,\varsigma} = o(1)_{k \to +\infty}. \]
Therefore it remains to show that some \( \sigma > 0 \) we have
\[ (9.25) \quad \|v - v_k\|_{L^\infty(I_{t_0,\tau};Y^\sigma,\varsigma)} = o(1)_{k \to +\infty}, \]
for \( \tau > 0 \) chosen as in the statement of the lemma. Set \( w_k = v - S_{N_k}v_k \) and let us prove that
\[ (9.26) \quad \|w_k\|_{L^\infty(I_{t_0,\tau};Y^\sigma,\varsigma)} = o(1)_{k \to +\infty}, \]
which will imply (9.25) by Lemma 6.3 and (8.7). Observe that \( w_k \) solves the problem
\[ (i\partial_t - H)w_k = \cos \frac{p-5}{2}(2t)(|u|^{p-1}u - S_{N_k}^2(|S_{N_k}u_k|^{p-1}S_{N_k}u_k)) \]
\[ = \cos \frac{p-5}{2}(2t)(1 - S_{N_k}^2)(|u|^{p-1}u) + \cos \frac{p-5}{2}(2t)S_{N_k}^2(|u|^{p-1}u - |S_{N_k}u_k|^{p-1}S_{N_k}u_k) \]
with initial condition \( w_k |_{t=t_0} = 0. \) Standard estimates now show
\[ \|\cos \frac{p-5}{2}(2t)|u|^{p-1}u\|_{L^1(I_{t_0,\tau};L^2)} \leq C\tau^\kappa \|u\|_{X^{p-1}_{t_0,\tau}}^{p-1} \leq C\tau^\kappa(R + 1)^p \]
and consequently, by dominated convergence,
\[ (9.28) \quad \|\cos \frac{p-5}{2}(2t)(1 - S_{N_k}^2)(|u|^{p-1}u)\|_{L^1(I_{t_0,\tau};L^2)} \to 0 \quad \text{as} \quad k \to +\infty. \]
Thus from the Strichartz estimates (5.2) in \( Z^0 \), we deduce that the contribution of this term to \( w_k \) is bounded by \( o(1) \) in \( L^\infty;L^2 \). We estimate the second term in the r.h.s. of (9.27) by using a direct manipulation on the expression \( |z_1|^{p-1}z_1 - |z_2|^{p-1}z_2 \). Recall that \( X^0_{t_0,\tau} = L^\infty(I_{t_0,\tau};L^2) \cap L^4(I_{t_0,\tau};L^\infty) \) and denote by \( X^0_{t_0,\tau} = L^5(I_{t_0,\tau};L^4) \cap L^4(I_{t_0,\tau};L^\infty) \). Then by Proposition 5.5
\[ (9.29) \quad \|\cos \frac{p-5}{2}(2t)S_{N_k}(|u|^{p-1}u - |S_{N_k}u_k|^{p-1}S_{N_k}u_k)\|_{L^1(I_{t_0,\tau};L^2)} \leq \]
\[ \leq C\tau^\kappa \|u - S_{N_k}u_k\|_{\tilde{X}^0_{t_0,\tau}} \|u\|_{X^0_{t_0,\tau}} + \|S_{N_k}u_k\|_{X^0_{t_0,\tau}}^{p-1} \]
\[ \leq C\tau^\kappa(R + 1)^{p-1}(\|e^{-i(t-t_0)H}(u_0 - S_{N_k}u_0,N_k)\|_{L^\infty(I_{t_0,\tau};Y^\sigma,\varsigma)} + \|w_k\|_{X^0_{t_0,\tau}}) \]
\[ \leq C\tau^\kappa(R + 1)^{p-1} \|u_0 - S_{N_k}u_{0,N_k}\|_{Y^\sigma,\varsigma} + \|w_k\|_{X^0_{t_0,\tau}} \]
\[ \leq o(1)_{k \to +\infty} + C\tau^\kappa(R + 1)^{p-1}\|w_k\|_{X^0_{t_0,\tau}}. \]
We deduce from (9.28) and (9.29),
\[ \|w_k\|_{X^0_{t_0,\tau}} \leq C\tau^\kappa(R + 1)^{p-1}\|w_k\|_{X^0_{t_0,\tau}} + o(1)_{k \to +\infty}. \]
By taking \( C\tau^\kappa(R + 1)^{p-1} \leq 1/2 \), we infer that \( \|w_k\|_{X^0_{t_0,\tau}} = o(1)_{k \to +\infty} \). Next, by interpolation with (8.7), we deduce that for any \( 0 < \sigma < \rho \), we have \( \|w_k\|_{X^\sigma_{t_0,\tau}} = o(1)_{k \to +\infty} \). Finally we choose \( \sigma < \rho \) large enough such that we can apply (6.6) which implies (9.26). This completes the proof of Lemma 9.4. \( \square \)
Proof of Proposition 9.3. The local existence result follows from Proposition 8.1. Here the main points are the globalisation and the limit (9.21). We only consider the case $1 < p < 5$, the case $p \geq 5$ being similar. We assume in the sequel that $t_0 = 0$ in (8.1). Let $u_0 \in \Sigma'$. By assumption, we know that there exist sequences $N_k \in \mathbb{N}$, $u_{0,N_k} \in \Sigma'_{N_k}$ such that
\[
\lim_{k \to +\infty} \| S_{N_k} u_{0,N_k} - u_0 \|_{Y^{p,\epsilon}} = 0.
\]
Consequently, by Proposition 9.2, we know that for any $\eta > 0$
\[
(9.30) \quad \| \Phi_{N_k}(t,0)(\Pi_{N_k} u_{0,N_k}) \|_{Y^{p,\epsilon}} \leq i + 2 + \left(\frac{\pi}{4} - t\right)^{\frac{p-5}{4}} - \eta.
\]
The strategy of proof consists in proving that as long as the solution to (8.1) exists, we can pass to the limit (9.30) and there exists a constant $C'$ independent of $i \geq i_0$ such that
\[
(9.31) \quad \| \Phi(t,0)u_0 \|_{Y^{p,\epsilon}} \leq C'(i + 2 + \left(\frac{\pi}{4} - t\right)^{\frac{p-5}{4}} - \eta)
\]
which (taking into account that the norm in $Y^{p,\epsilon}$ controls the local existence time), implies that the solution is global and satisfies (9.31) for all times.

Let us fix $T \in (-\frac{\pi}{4},\frac{\pi}{4})$. We assume
\[
(9.32) \quad \| \Phi_{N_k}(t,0)(\Pi_{N_k} u_{0,N_k}) \|_{Y^{p,\epsilon}} \leq \Lambda, \quad \text{for } |t| \leq T
\]
and we want to show
\[
(9.33) \quad \| \Phi(t,0)u_0 \|_{Y^{p,\epsilon}} \leq C'\Lambda, \quad \text{for } |t| \leq T.
\]
As a first step, let us fix $t = 0$. For $Q \in \mathbb{N}$, if $N_k \geq Q$, $\Pi_{N_k} S_Q = S_Q$ and consequently, using Lemma 6.2 and the definition of $\Sigma'$, we obtain
\[
\| S_Q u_0 \|_{Y^{p,\epsilon}} = \lim_{k \to +\infty} \| S_Q(\Pi_{N_k} u_{0,N_k}) \|_{Y^{p,\epsilon}} \leq C'\Lambda
\]
and passing to the limit $Q \to +\infty$, we deduce
\[
\| u_0 \|_{Y^{p,\epsilon}} = \lim_{Q \to +\infty} \| S_Q u_0 \|_{Y^{p,\epsilon}} \leq C'\Lambda.
\]
This implies that the sequences $\Pi_{N_k} u_{0,N_k}$ and $u_0$ satisfy the assumptions of Lemma 9.4 (with $R = C'\Lambda$). As a consequence, we know that
\[
\forall \sigma < \rho, \quad \lim_{k \to +\infty} \| \Phi_{N_k}(t,0)(\Pi_{N_k} u_{0,N_k}) - \Phi(t,0)u_0 \|_{L^\infty(\mathbb{R},\Sigma^{\sigma,\epsilon})} = 0
\]
for $\tau = cT\Lambda^{-\kappa}$ given in (9.22). Now we show that this convergence allows to pass to the limit in (9.32) for $t = \tau$, using Lemma 6.2 again. Indeed, fix $Q$, then for $N_k \gg 2Q$, the sequence $S_Q(\Phi_{N_k}(\tau,0)(\Pi_{N_k} u_{0,N_k}))$ is bounded in $Y^{p,\epsilon}$ by $C'\Lambda$, and converges to $S_Q(\Phi(\tau,0)u_0)$ in $Y^{\gamma,\epsilon}$ for all $0 < \sigma < \rho$. Here, the constant $C' > 0$ is given by Lemma 6.2. We deduce that $S_Q(\Phi(\tau,0)u_0) \in Y^{p,\epsilon}$ and
\[
\| S_Q(\Phi(\tau,0)u_0) \|_{Y^{p,\epsilon}} \leq C'\Lambda.
\]
Next, passing to the limit $Q \to +\infty$, we deduce that $\Phi(\tau,0)u_0 \in Y^{p,\epsilon}$ and
\[
\| \Phi(\tau,0)u_0 \|_{Y^{p,\epsilon}} \leq C'\Lambda.
\]
Now, we can apply the results in Lemma 9.4 with the same $\Lambda$ as in the previous step (remark that the assumption (9.22) is now true for any $\sigma < \rho$) which implies that (9.33) holds for $t \in [0,2\tau]$, and so on and so forth.

Notice here that at each step the a priori bound does not get worse, because we only use the results in Lemma 9.4 to obtain the convergence of $\| \Phi_{N_k}(t,0)(\Pi_{N_k} u_{0,N_k}) - \Phi(t,0)u_0 \|_{Y^{p,\epsilon}}$ to 0, and then obtain the estimates on the norm $\| \Phi(t,0)u_0 \|_{Y^{p,\epsilon}}$ by passing to the limit in (9.32) (applying first $S_Q$, passing to the limit $k \to +\infty$, then to the limit $Q \to +\infty$). A completely analogous argument holds for the negative times $t$. \qed
10. Quasi-invariance of the measures

10.1. Passing to the limit \( N \to +\infty \) in Proposition 10.2 Recall that the measure \( \nu_t \) is defined in \([1,3]\) by

\[
d\nu_t = e^{-\frac{\cos(\frac{p-5}{2}t)}{p+1} \|u\|_{L^{p+1}(\mathbb{R})}^{p+1}} d\mu_0.
\]

In particular

\[
\nu_t \ll \mu_0 \quad \text{and} \quad \mu_0 \ll \nu_t.
\]

The purpose of this section is to show the following result.

**Proposition 10.1.** For all \( t, t' \in (-\frac{\pi}{4}, \frac{\pi}{4}) \),

\[
\Phi(t, t')_\# \mu_0 \ll \mu_0 \ll \Phi(t, t')_\# \mu_0.
\]

More precisely, for all \( 0 \leq |t'| \leq |t| < \frac{\pi}{4} \) and all \( A \subset \Sigma \),

\[
\nu_t(\Phi(t, 0)A) \leq \begin{cases} 
\nu_t(\Phi(t', 0)A) & \text{if } 1 \leq p \leq 5 \\
\nu_t(\Phi(t, 0)A) \left(\frac{\cos(2t')}{\cos(2t)}\right)^{\frac{5-p}{2}} & \text{if } p \geq 5
\end{cases}
\]

and

\[
\nu_t(\Phi(t', 0)A) \leq \begin{cases} 
\nu_t(\Phi(t, 0)A) & \text{if } 1 \leq p \leq 5 \\
\nu_t(\Phi(t, 0)A) & \text{if } p \geq 5
\end{cases}
\]

(10.1)

We will need the following statement comparing \( \Phi(t, t_0) \) and \( \Phi_N(t, t_0) \) for small \( |t - t_0| \)

**Lemma 10.2.** Let \( t_0, t \in (-\frac{\pi}{4}, \frac{\pi}{4}) \). Let \( \rho' > \rho > 0 \) and \( 0 < \epsilon' < \epsilon \) which satisfy the assumptions of Proposition 9.3. There exists \( \kappa, \delta \geq 1 \) and \( c > 0 \) such that if we set

\[
\tau \leq \begin{cases} 
\frac{cR^{-\kappa}(\frac{1}{4} - |t|)}{\frac{1}{4} - |t_0|} & \text{if } 1 < p \leq 5 \\
\frac{cR^{-\kappa}}{p} & \text{if } p \geq 5
\end{cases}
\]

the following holds true: there exist \( C, \delta' > 0 \) such that for every \( R > 0 \), every \( R' > 0 \), every \( u_0 \in Y^{\rho', \epsilon} \) such that \( \|u_0\|_{Y^{\rho, \epsilon}} \leq R \) and \( \|u_0\|_{Y^{\rho', \epsilon'}} \leq R' \), if \( |t - t_0| < \tau \), then

\[
\|\Phi(t, t_0)u_0 - \Phi_N(t, t_0)u_0\|_{Y^{\rho, \epsilon}} < CR'N^{-\delta'}.
\]

**Proof of Lemma 10.2.** Recall the notation \( u^f_0 = e^{-i(t-t_0)H}u_0 \). First, we write

\[
\Phi(t, t_0)u_0 = u^f_0 + v, \quad \Phi_N(t, t_0)u_0 = u^f_0 + v_N
\]

with

\[
v = K(v), \quad v_N = S_N(K(v_N)),
\]

where the operator \( K \) is defined in \([8,2]\). We deduce

\[
\Phi(t, t_0)u_0 - \Phi_N(t, t_0)u_0 = v - v_N = w_N,
\]

where

\[
(i\partial_t + H)w_N = (1 - S_N)(F(u^f_0 + v)) + S_N(F(u^f_0 + v) - F(u^f_0 + S_Nv_N)).
\]

From \([8,7]\), we know

\[
\|v\|_{X^{\rho', \epsilon}_{t_0, \tau}} + \|v_N\|_{X^{\rho', \epsilon}_{t_0, \tau}} \leq 2R'
\]

\[
\|F(u^f_0 + v)\|_{L^1((t_0, t); H^{\rho'})} \leq R'.
\]

We get

\[
\|w_N\|_{X^{\rho', \epsilon}_{t_0, \tau}} \leq CR'N^{-\rho'} + \|F(u^f_0 + v) - F(u^f_0 + S_Nv_N)\|_{L^1((t_0, t); L^2)}.
\]
From the Hölder inequality we get easily
\[ \|F(u_0^t + v) - F(u_0^t + S_Nv_N)\|_{L^1((t_0,t);L^2)} \leq C^\delta R^{p-1}\|v - v_N\|_{X_{t_0}^0}, \]
where \(X_{t_0}^0 = L^\infty(I_{t_0,\tau};L^2) \cap L^4(I_{t_0,\tau};L^\infty).\) Then taking \(c > 0\) small enough and \(\kappa > 0\) large enough in the definition of \(\tau,\) and using the Strichartz estimate \((\ref{8.2})\) in \((\ref{10.3})\) gives
\[ \|w_N\|_{X_{t_0}^0} \leq CR'N^{-\delta'} + \frac{1}{2}\|w_N\|_{X_{t_0}^0} \Rightarrow \|w_N\|_{X_{t_0}^0} \leq 2CR'N^{-\delta'}. \]
Interpolation between this bound and \((\ref{10.4})\), we get that for all \(0 < \rho < \rho'\)
\[ \|w_N\|_{X_{t_0}^0} \leq 2CR'N^{-(\rho' - \rho)}. \]
which implies Lemma \((\ref{10.2}).\)

**Proof of Proposition \((\ref{10.7}).\)** Let us prove for example \((\ref{10.2}).\) in the case \(1 < p \leq 5.\) By the regularity properties of the measures \(\mu,\) it is enough to prove this result if the set \(A\) is closed. Now we assume that \(0 < t' < t < \frac{\pi}{4}.\) Recall that our measures \(\mu\) are seen as finite Borel measures on \(Y^{p,\epsilon}.\) Let \(\Sigma\) (resp. \(\Sigma = \Phi(t,0)\Sigma\)) be the set of all \(\nu_0\) (resp. \(\nu_t\)) measure constructed in the previous section. Clearly, for all \(0 \leq t' < t < \frac{\pi}{4},\)
\[ \Sigma_t = \Phi(t,0)\Sigma, \quad \Sigma_t = \Phi(t,t')\Sigma', \quad \Sigma = \bigcup_{i=1}^{+\infty} \Sigma_i, \quad \Sigma_t = \bigcup_{i=1}^{+\infty} \Sigma_t^i, \quad \Sigma_t^i = \Phi(t,t')\Sigma_t^i, \]
and by Fatou’s Lemma,
\[ \forall B \in \Sigma_t, \quad \nu_t(B) = \lim_{i \to +\infty} \nu_t(B \cap \Sigma_t^i). \]
As a consequence, we can replace \(A\) by \(A \cap \Sigma^i\) (which is also closed). Let \(T < \frac{\pi}{4}.\) From Section \((\ref{8.2})\) we know that \(\Sigma^i\) are closed in \(Y^{p,\epsilon},\) and from Proposition \((\ref{9.3})\) the set \(\Sigma_t^i\) is bounded in \(Y^{p,\epsilon}\) uniformly with respect to \(t \in [0,T]\) by
\[ C(i + 2 + (\frac{\pi}{4} - T)^{\frac{p}{2} - \eta}). \]
Let \(\rho' > \rho, \epsilon' < \epsilon\) sufficiently close to each other. Now from the large deviation bounds in Section \((\ref{7})\) if \(B_n\) is the ball of radius \(n\) in \(Y^{p,\epsilon'},\) we have, for \(B \in \Sigma_t,\)
\[ \mu_0(B) = \mu_0(B \cap Y^{p,\epsilon'}) = \lim_{k \to +\infty} \mu_0(B \cap B_k), \]
and the same relation holds with \(\mu_0\) replaced by \(\nu_t.\) As a consequence, we can replace \(A\) by \(A \cap \Sigma^i \cap B_k.\)
Dividing the interval \([0,T]\) by a finite number \(P\) of intervals of size \(\tau,\) applying \((\ref{8.7})\) we get that for any \(t \in [0,T],\) \(\Phi(t,0)(A \cap \Sigma^i \cap B_k)\) is bounded in \(Y^{p,\epsilon'}\) by \(M^{\frac{i}{\kappa}} := C_{i,k}.\) Hence we can assume that \(\Phi(t,0)A\) is closed in \(Y^{p,\epsilon}\) and bounded in \(Y^{p,\epsilon}\) uniformly with respect to \(t \in [0,T].\) Now, let \(0 \leq t' < t \leq T < \frac{\pi}{4}.\) For \(A \in \Sigma^i,\) we have
\[ \nu_t(\Phi(t',0)A) = \nu_t(\bigcup_k \Phi(t',0)(A \cap B_k)) = \lim_{k \to +\infty} \nu_t(\Phi(t',0)(A \cap B_k)), \]
thus
\[ \nu_t(\Phi(t,0)A) = \nu_t(\Phi(t,t')\Phi(t',0)A) \geq \lim_{k \to +\infty} \nu_t(\bigcup_k \Phi(t,t')(\Phi(t',0)A \cap B_k)) \geq \limsup_{k \to +\infty} \nu_t(\Phi(t,t')(\Phi(t',0)A \cap B_k)). \]
As a consequence, it is enough to prove \((\ref{10.2}).\) with \(\tilde{A} = \Phi(t',0)A\) replaced by \(\tilde{A}_k = (\Phi(t',0)A \cap B_k\) and \(\Phi(t,t')\tilde{A}\) replaced by \(\Phi(t,t')\tilde{A}_k.\) Notice that according to \((\ref{8.7}),\) since \(\tilde{A}_k\) is bounded by \(k\) in \(Y^{p,\epsilon'},\) we know that \(\Phi(t,t')\tilde{A}_k\) is bounded uniformly with respect to \(t \in [0,T]\) in \(Y^{p,\epsilon'}\) by the constant \(C_{i,k} > 0.\)
We now proceed and prove \((\ref{10.2}).\) by time increments \(|t - t'| \leq \tau\) as defined in Lemma \((\ref{10.2}).\) Let \(\epsilon_0 > 0\) and \(N \geq 1\) large enough such that
\[ CR'N^{-\delta'} < \epsilon_0. \]
From Lemma 10.2 between $t'$ and $t'+\tau$ we have, $B_\epsilon$ being the ball of radius $\epsilon_0$ in $Y^{p,\epsilon}$, with $A_k^{t'} = \Phi(t',0)\tilde{A}_k$,  

$$
\nu_t(\Phi(t'+\tau,t')A_k^{t'} + B_\epsilon) = \lim_{N\to+\infty} \bar{\nu}_{N,t}(\Phi(t'+\tau,t')A_k^{t'} + B_\epsilon) \geq \limsup_{N\to+\infty} \bar{\nu}_{N,t}(\Phi_{N}(t'+\tau,t')A_k^{t'}),
$$

where the first limit above is simply obtained by the Lebesgue dominated convergence theorem. From (10.3) combined with Remark 4.3 we have  

$$
\bar{\nu}_{N,t'}(A_k^{t'}) \leq \begin{cases} 
\bar{\nu}_{N,t}(\Phi_N(t'+\tau,t')A_k^{t'}) & \text{if } 1 \leq p \leq 5 \\
\bar{\nu}_{N,t}(\Phi_N(t'+\tau,t')A_k^{t'}) & \text{if } p \geq 5
\end{cases}
$$

which implies  

$$
(10.5) \quad \nu_t(A_k^{t'}) = \lim_{N\to+\infty} \bar{\nu}_{N,t'}(A_k^{t'}) \leq \begin{cases} 
\nu_t(\Phi(t'+\tau,t')A_k^{t'} + B_\epsilon) & \text{if } 1 \leq p \leq 5 \\
\nu_t(\Phi(t'+\tau,t')A_k^{t'}) & \text{if } p \geq 5
\end{cases}
$$

We have  

$$
\lim_{\epsilon_0 \to 0} \nu_t(\Phi(t'+\tau,t')A_k^{t'} + B_\epsilon) = \nu_t(\Phi(t'+\tau,t')A_k^{t'}),
$$

and since $\Phi(t'+\tau,t')A_k^{t'}$ is closed in $Y^{p,\epsilon}$, passing to the limit $\epsilon_0 \to 0$ in (10.5) gives  

$$
\nu_t(A_k^{t'}) \leq \begin{cases} 
\nu_t(\Phi(t'+\tau,t')A_k^{t'}) & \text{if } 1 \leq p \leq 5 \\
\nu_t(\Phi(t'+\tau,t')A_k^{t'}) & \text{if } p \geq 5
\end{cases}
$$

Applying this estimate between $t'$ and $t$ by increments smaller than $\tau$ gives (10.2) for all $0 \leq |\tau'| \leq |t| \leq T$. Since $T < \frac{\pi}{4}$ is arbitrary, this proves (10.2). The proof of (10.1) is similar. The proof of Proposition 10.1 is therefore completed.\[\square\]

10.2. Global existence for $(NLS_p)$: proof of Theorem 2.2 We are now ready to prove Theorem 2.2 in the particular case $q_0 = (0,1,1,0)$ ($\mu_{q_0} = \mu_0$). For this we use the inverse of the lens transform (2.6)–(2.7). From Proposition 9.3 and Proposition 10.1 we know that we can solve (8.1) for every initial data in the particular case $NLS_p$ and Proposition 9.1 and Lemma A.1. Applying the inverse lens transform and (2.9), we define the sets  

$$
S_s := \Psi(s,0)\Sigma = \mathcal{L}_t^{-1}(\Sigma_t(s)).
$$

We now check that these sets are of full $\mu_{q_s}$–measure with $q_s = (s,1,1,0)$. Actually by (2.10) we have  

$$
\mu_{q_s}(S_s) = \mu_0(\mathcal{L}_t^{-1}(\Sigma_t(s))) = \mu_0(\Sigma_t(s)) = 1.
$$

The first part of Theorem 2.2 is just the fact that the lens transform conjugates the flows of $(NLS_p)$ and $(NLS_H)$, and the second part follows from Proposition 9.1 and Lemma A.1.

11. Decay estimates and scattering

In this section we are going to exploit the quasi-invariance properties of the measures $\Phi(t,0)\mu_0$ to get almost sure estimates for the evolution of the $L^{p+1}$ norms, and prove the scattering results in Theorem 1.2.

11.1. Decay estimates. The first step is to prove the following estimates on our solutions on the harmonic oscillator side, obtained in Proposition 9.1.

**Proposition 11.1.** There exists a set $\tilde{\Sigma}$ of full $\mu_0$–measure such that for all $u_0 \in \tilde{\Sigma}$, there exists $C > 0$ such that the global solution of $(NLS_H)$, given by $\Phi(t,0)u_0$, satisfies  

$$
\|\Phi(t,0)u_0\|_{L^{p+1}} \leq \begin{cases}
C|\log^{\frac{1}{p+1}}(\frac{\pi}{2} - |t|)|, & \forall t \in (-\frac{\pi}{2}, \frac{\pi}{2}), \text{ if } 1 < p < 5 \\
C(1 + \log^\frac{1}{p}(1 + |t|)), & \forall t \in \mathbb{R}, \text{ if } p \geq 5.
\end{cases}
$$
By applying the inverse lens transform (2.7), \( t \in (-\frac{\pi}{4}, \frac{\pi}{4}) \to s(t) \in \mathbb{R} \) using that
\[
\|\mathcal{L}_t(G)\|_{L^q} = \cos^{\frac{1}{2} - \frac{1}{2}}(2t) \|G\|_{L^q},
\]
we can translate this result into

**Corollary 11.2.** There exists a set \( \tilde{\Sigma} \) of full \( \mu_0 \)-measure such that for all \( u_0 \in \tilde{\Sigma} \), there exists \( C > 0 \) such that the global solution of \( \text{[NLS]}_\ell \), given by \( \Psi(s, 0)u_0 \), satisfies for all \( s \in \mathbb{R} \)
\[
\|\Psi(s, 0)u_0\|_{L^{p+1}} \leq \begin{cases} 
C \frac{(1+\log(s))^{1/(p+1)}}{\langle s \rangle^{\frac{p}{2} - \frac{1}{p+1}}} & \text{if } 1 < p < 5 \\
C \frac{1}{\langle s \rangle^{\frac{p}{2} - \frac{1}{p+1}}} & \text{if } p \geq 5.
\end{cases}
\]

For \( p \geq 5 \), Proposition 11.1 follows from (9.19) and the fact that the \( Y^{p, \epsilon} \) norm controls the \( L^{p+1} \) norm. For \( 1 < p < 5 \), the starting point is the following observation.

**Lemma 11.3.** Assume that \( 1 < p < 5 \). Let \( \Lambda > 0 \) and
\[
\mathcal{K}_\Lambda = \{ u \in X^0(\mathbb{R}) : \|u\|_{L^{p+1}} > \Lambda \}.
\]
For any \( 0 \leq |t| < \frac{\pi}{4} \)
\[
\nu_0(\Phi(t, 0)^{-1}\mathcal{K}_\Lambda) \leq Ce^{-\frac{\Lambda^{p+1}}{p+1}}.
\]

**Proof.** The proof is straightforward. According to (10.2) with \( \tau' = 0 \) and \( A = \Phi(t, 0)^{-1}\mathcal{K}_\Lambda \) we have
\[
\nu_0(A) \leq \left( \nu_t(\mathcal{K}_\Lambda) \right)^{\cos \frac{5}{2} - \frac{1}{2}}(2t) \leq \left( e^{-\frac{\cos (2t) \Lambda^{p+1}}{p+1}} \int_{\mathcal{K}_\Lambda} d\mu_0 \right)^{\cos (2t) \frac{5}{2} - \frac{1}{2}} = e^{-\frac{\Lambda^{p+1}}{p+1} (\mu_0(\mathcal{K}_\Lambda))^{\cos \frac{5}{2} - \frac{1}{2}}(2t)} \leq e^{-\frac{\Lambda^{p+1}}{p+1}},
\]
which was the claim. \( \square \)

**Proof of Proposition 11.1.** We detail the case \( 1 < p < 5 \) (the case \( p \geq 5 \) is similar). It is enough to consider the case \( t > 0 \). Let \( M > 0 \) large enough, to be fixed later, and
\[
A^{i,j}_N = \{ u \in E_N; \|S_N u\|_{L^{p+1}} \leq M \log \frac{1}{(i+j)} \}.
\]
As in the proof of Lemma 11.3 we get
\[
\nu_{N,0}(\Phi_N(t, 0)^{-1}(E_N \setminus A^{i,j}_N)) \leq (i+j)^{-\frac{M^{p+1}}{p+1}}
\]
Then with \( \tau = (i+j)^{-\gamma} \) as in (9.21), define
\[
A^{i,j,k}_N = \Phi_N(k\tau, 0)^{-1}(A^{i,j}_N), \quad S^{i,j}_N = \bigcap_{k=-(\frac{\pi}{4} - \frac{\pi}{4})/\tau}^{[(\frac{\pi}{4} - \frac{\pi}{4})/\tau]} A^{i,j,k}_N,
\]
and from (11.2), we get
\[
\nu_{0,N}(E_N \setminus A^{i,j,k}_N) \leq (i+j)^{-\frac{M^{p+1}}{p+1}}
\]
therefore
\[
\nu_{0,N}(E_N \setminus S^{i,j}_N) \leq \frac{C}{\tau} (i+j)^{-\frac{M^{p+1}}{p+1}} \leq C(i+j)^{-\frac{M^{p+1}}{p+1}}.
\]
Now let
\[
\bar{S^{i,j}_N} = \bigcap_{j=1}^{+\infty} S^{i,j}_N,
\]
and choose $M > 0$ large enough such that if $\gamma - \frac{Mp+1}{p+1} < -1$, so that
\[
\nu_{0,N}(E_N \setminus \tilde{S}_N) \leq C \sum_{j=0}^{+\infty} (i + j)^{\gamma - \frac{Mp+1}{p+1}} \leq C i^{1+\gamma - \frac{Mp+1}{p+1}}.
\]

Then from (9.9) we deduce
\[
\nu_{0,N}(E_N \setminus (\tilde{S}_N \cap \Sigma_i)) \leq C i^{1+\gamma - \frac{Mp+1}{p+1}} + C e^{-ci^\alpha}.
\]

We now claim that for any $u \in \Sigma_i \cap \tilde{S}_N$, we have
\[
\|\Phi_N(t,0)u\|_{L^{p+1}} \leq M \log \frac{1}{\pi^\gamma} (i + 1 + (\frac{\pi}{4} - t)^{-\gamma}) \leq 1.
\]

Indeed, for $0 \leq t < \frac{\pi}{4}$, let $j \geq 2$ be such that
\[
t \in \left[\frac{\pi}{4} - 2(j - 1)^{-\gamma}, \frac{\pi}{4} - 2j^{-\gamma}\right],
\]
which implies $j \leq 1 + (\frac{\pi}{4} - t)^{-1/\gamma}$. With $\tau = c(i + j)^{-\gamma}$, we can find an integer $|k| \leq \left(\frac{\pi}{4} - \frac{2}{\pi}\right)/\tau$, and $\tau_1 \in [0, \tau]$ so that $t = k\tau + \tau_1$ and thus since from the definition of $S_N^j$ we have
\[
\|\Phi_N(k\tau,0)u\|_{L^{p+1}} \leq M \log \frac{1}{\pi^\gamma} (i + j) \leq M \log \frac{1}{\pi^\gamma} (i + 1 + (\frac{\pi}{4} - t)^{-1/\gamma}).
\]

As a consequence (11.3) follows from (8.6) in Proposition 8.1.

For integers $i \geq i_0$ and $N \geq 1$, we now define the cylindrical sets
\[
S^i_N := \{ u \in X^0(\mathbb{R}) : \Pi_N(u) \in \tilde{S}_N^i \}.
\]

Next, for $i \geq i_0$, we set
\[
S^i = \{ u \in X^0(\mathbb{R}) : \exists N_k, \lim_{k \to +\infty} N_k = +\infty, \exists u_{N_k} \in \Sigma_{N_k} \cap S^i_{N_k}, \lim_{k \to +\infty} \|N_k u_{N_k} - u\|_{Y_{p,\epsilon}} = 0 \},
\]
so that, as in (9.18),
\[
\nu_0(X^0(\mathbb{R}) \setminus (S^i \cap \Sigma^i)) \leq C i^{1+\gamma - \frac{Mp+1}{p+1}} + C e^{-ci^\alpha}.
\]

Therefore, combining the a priori bound (11.3) with (9.21) we get for all $u \in S^i \cap \Sigma^i$
\[
\|\Phi(t,0)u\|_{L^{p+1}} \leq M \log \frac{1}{\pi^\gamma} (i + j) \leq M \log \frac{1}{\pi^\gamma} (i + 1 + (\frac{\pi}{4} - t)^{-1/\gamma}).
\]

Finally, define
\[
S = \bigcup_{i=1}^{+\infty} (\Sigma^i \cap S^i),
\]
which is a set of full $\mu_0$–measure (since $\nu_0$ and $\mu_0$ have the same 0 measure sets), and this concludes the proof of Proposition 11.1. \hfill \Box

11.2. Proof of Theorem 1.2 We are now able to prove the following result which will imply Theorem 1.2.

Theorem 11.4. Assume that $p > 3$. Then the solutions to (NLS) constructed above scatter almost surely when $s \rightarrow \pm \infty$. There exist $\epsilon_0, \epsilon_1, \eta_0, \eta_1 > 0$ and for $\mu_0$–almost every initial data $U_0$, there exist $W_{\pm} \in H^{\epsilon}(\mathbb{R})$ such that
\[
\|\Psi(s,0)U_0 - e^{is\partial_x^2}(U_0 + W_{\pm})\|_{H^\epsilon(\mathbb{R})} \leq C(s)^{-\eta_0}, \quad s \rightarrow \pm \infty,
\]
and
\[
\|e^{-is\partial_x^2}\Psi(s,0)U_0 - (U_0 + W_{\pm})\|_{H^{\eta}(\mathbb{R})} \leq C(s)^{-\eta_1}, \quad s \rightarrow \pm \infty.
\]

When $p \geq 5$, we can precise the result: for all $\delta < \frac{1}{2}$,
\[
\|\Psi(s,0)U_0 - e^{is\partial_x^2}(U_0 + W_{\pm})\|_{H^{\delta}(\mathbb{R})} \leq C(s)^{-\eta_0}, \quad s \rightarrow \pm \infty.
\]
For all $\delta < \frac{p+1}{p+2}$, 

$$
\|\Psi(s,0)U_0 - e^{is\partial_x^2}(U_0 + W_\pm)\|_{\chi^\delta(\mathbb{R})} \leq C(s)^{-\eta_0}, \quad s \to \pm \infty.
$$

\textbf{Remark 11.5.} Remark that since $e^{is\partial_x^2}$ does not act on $\mathcal{H}^\alpha$, hence (11.4) and (11.5) are different.

\textbf{Remark 11.6.} Recall that $U_0$ is essentially $L^2$ (actually $\mathcal{B}^{0}_{2,\infty}$, see Section B.2). Theorem 11.4 shows that the scattering operators, 

$$
\mathcal{S}^\pm : U_0 \mapsto U_0 + W_\pm,
$$

which associate to the initial data $U_0$ the asymptotic profiles, are the sum of the identity and smoothing operators, almost surely defined from $\mathcal{B}^{0}_{2,\infty}$ to $\mathcal{H}^\alpha$.

In the following we give the argument in the particular case $q_0 = (0,1,1,0)$, and thus $\mu_{q_0} = \mu_0$. We refer to Section B.4 where we explain how to treat the case of a general Gaussian measure $\mu_q$, as it is stated in Theorem 11.3. We only treat the case $s \to +\infty$ (the case $s \to -\infty$ is similar). The first step is

\textbf{Lemma 11.7.} Let $3 < p < 5$. There exist $\epsilon_0, \eta > 0$ such that for $\mu_0$-almost every initial data $u_0$, there exists an asymptotic state $v_+ \in \mathcal{H}^\alpha$ such that the solution to (NLS)$\mu_0$ satisfies 

$$
u = \Phi(t,0)u_0 = e^{-it\mathcal{H}}u_0 + v,
$$

where for all $0 \leq t < \frac{\pi}{4}$ 

$$
\|v(t) - v_+\|_{\mathcal{H}^\alpha(\mathbb{R})} \leq C\left(\frac{\pi}{4} - t\right)^{\alpha + \eta}.
$$

\textbf{Proof.} In the sequel, we use the notation $u^f_0 = e^{-it\mathcal{H}}u_0$. The function $v$ satisfies 

$$
v(t) = -i \int_0^t \cos \frac{\nu}{2}(2s) e^{-i(t-s)\mathcal{H}} F(u^f_0(s) + v(s)) ds.
$$

Let $\sigma = \frac{1}{2} - \frac{1}{p+1} \leq \frac{1}{3}$. Let us show that there exists $\delta > 0$ such that 

$$
\int_t^\pi \cos \frac{\nu}{2}(2s) \|F(u^f_0(s) + v(s))\|_{\mathcal{H}^{-\sigma}} ds \leq C\left(\frac{\pi}{4} - t\right)^{\delta},
$$

this will imply that there exists $v_+ \in \mathcal{H}^{-\sigma}(\mathbb{R})$ such that $v \to v_+$ in $\mathcal{H}^{-\sigma}(\mathbb{R})$ when $t \to \frac{\pi}{4}$, with the rate 

$$
\|v(t) - v_+\|_{\mathcal{H}^\alpha} \leq \|v(t) - v_+\|_{\mathcal{H}^{-\sigma}} \leq C\left(\frac{\pi}{4} - t\right)^{\delta}.
$$

By Sobolev, $\mathcal{H}^\sigma(\mathbb{R}) \subset L^{p+1}(\mathbb{R})$ and therefore by duality $L^{\frac{p+1}{p}}(\mathbb{R}) \subset \mathcal{H}^{-\sigma}(\mathbb{R})$. Thanks to Proposition 11.1 we compute for $0 \leq t < \frac{\pi}{4}$ 

$$
\left| \int_t^\pi \cos \frac{\nu}{2}(2s) \|F(u^f_0(s) + v(s))\|_{\mathcal{H}^{-\sigma}} ds \right| \leq C \left(\frac{\pi}{4} - t\right)^{\frac{3}{2} + \frac{3}{p}} \int_t^\pi \left(\frac{\pi}{4} - s\right) \left(\frac{\pi}{4} - t\right) ds
$$

where we used that $p > 3$. As a consequence we get (11.9). Let us prove that for all $\kappa > 0$, there exists $\varepsilon > 0$ such that 

$$
\|v(t)\|_{W^{\kappa,p+1}} \leq C\left(\frac{\pi}{4} - t\right)^{-\kappa}.
$$

By Sobolev, for $\delta = \rho + \frac{1}{p+1} - \frac{1}{2} > 0$ if we choose $\rho$ sufficiently close to $\frac{1}{2}$, we get, using (9.20),

$$
\|v(t)\|_{W^{\delta,p+1}} \leq C\|v(t)\|_{\mathcal{H}^\rho} \leq C\left(\frac{\pi}{4} - t\right)^{-K}.
$$
The estimate (11.11) then follows from an interpolation between (11.12) and Proposition 11.1.

Now let \( \epsilon > 0 \) to be fixed later, and compute
\[
\frac{d}{ds} \int_{\mathbb{R}} |H^{t/2}v(s)|^2 &= 2 \text{Im} \int_{\mathbb{R}} i \partial_s v \overline{H^{t}v} \\
&= 2 \cos \frac{\epsilon - 5}{2} \int_{\mathbb{R}} F(u_0' + v(s)) \overline{H^{t}v} \\
&= 2 \cos \frac{\epsilon - 5}{2} \int_{\mathbb{R}} H^{t/2} \left( F(u_0' + v(s)) \right) \overline{H^{t/2}v} \\
&\leq C \cos \frac{\epsilon - 5}{2} \int_{\mathbb{R}} F(u_0' + v(s)) \|v\|_{W^{p+1}} \|v\|_{W^{p+1}}.
\]

From Proposition 5.2, we get that for any \( 1 < q_1, q_2 < +\infty \) such that \( 1/q_1 + 1/q_2 = 1/q \),
\[
\|u\|_{p-1} \leq C \|u\|_{L^{p+1}} \|v\|_{W^{p+1}},
\]
hence, with the choices \( q_1 = \frac{p+1}{p-1}, q_2 = p + 1 \), and \( q = \frac{p+1}{p} \), we get
\[
\frac{d}{ds} \int_{\mathbb{R}} |H^{t/2}v(s)|^2 \leq C \left( \frac{\pi}{4} - s \right)^{p-5} \left( \|u_0\|_{L^{p+1}} + |v|_{L^{p+1}} \right) \left( \|u_0\|_{W^{p+1}} + \|v\|_{W^{p+1}} \right) \|v\|_{W^{p+1}}.
\]
By time integration, for \( 0 < t \leq \pi/4 \), thanks to (11.11), we get
\[
\|v(t)\|_{H^\kappa}^2 \leq \|v_0\|_{H^\kappa}^2 + C_R \int_0^t \left( \frac{\pi}{4} - s \right)^{p-5} \frac{d \delta}{ds} \leq C_R,
\]
provided \( \kappa > 0 \) (and hence \( \epsilon > 0 \)) is small enough (depending only on \( p > 3 \)).

The estimate (11.13) shows indeed that \( v_+ \in H^\kappa(\mathbb{R}) \). Now, let \( 0 < \theta \leq 1 \), and set \( \sigma(\theta) = -\theta/3 + (1 - \theta)\epsilon \), then by interpolation
\[
\|v(t) - v_+\|_{H^{\sigma(\theta)}} \leq \|v(t) - v_+\|_{H^{1/3}} \leq C \left( \frac{\pi}{4} - t \right)^{\delta \kappa}.
\]
Next, choosing \( \theta = \theta_0 - \theta_1 \), with \( \theta_0 = \frac{3\epsilon}{1 - \delta} \) and \( \theta_1 < \theta_0 \). Then we set \( \epsilon_0 := \sigma(\theta) = \left( \frac{1}{3} + \epsilon \right) \theta_1 > 0 \) and \( \eta := \theta \delta - \epsilon_0 > 0 \) for \( \theta_1 > 0 \) small enough, which implies (11.8).

**Proof of Theorem 11.4.** Now we need to come back to the NLS side. Denote by \( U(s, y) \) the solution to (NLS), and by \( u = U(T) \) the solution to (NLS). By Lemma 11.7, there exists \( v_+ \in H^0 \) such that \( v(t) = u(t) - e^{-itH}u_0 \rightarrow v_+ \) in \( H^\kappa \) when \( t \rightarrow \pi/4 \), with the rate (11.8). Observe that from (2.8)
\[
\mathcal{L}(s)(e^{i\theta_0^2 t} v_0) = e^{-itH} v_0.
\]
Denote by \( W_+ := e^{i\pi/4} v_+ \in H^\kappa \) and let \( 0 < \epsilon_1 < \epsilon_0 \). By Lemma A.1, (11.14) and (2.9) we have, with \( t(s) = \frac{\arctan(2s)}{2} \),
\[
\|U(s) - e^{i\theta_0^2 (u_0 + W_+)}\|_{H^\kappa} \leq C \left( \frac{\pi}{4} - t(s) \right)^{-\epsilon_1} \mathcal{L}(s) U(s) - \mathcal{L}(e^{i\theta_0^2 (u_0 + W_+)} \|_{H^\kappa},
\]
\[
\leq C \left( \frac{\pi}{4} - t(s) \right)^{-\epsilon_1} \left( v(t(s)) - e^{-i(t(s)-\pi/4)H} v_+ \|_{H^\kappa}.
\]
Then by (11.8)
\[
\left( \frac{\pi}{4} - t(s) \right)^{-\epsilon_1} \|v(t(s)) - v_+\|_{H^\kappa} \leq C \left( \frac{\pi}{4} - t(s) \right)^{\eta} \sim (s)^{-m}, \quad s \rightarrow +\infty.
\]

Using the equation we have
\[
\| (1 - e^{-i(t(s)-\pi/4)H}) v_+\|_{H^\kappa} = \| \int_{t(s)}^\pi \partial_t (e^{-i(t(s)-\pi/4)H} v_+) dt \|_{H^\kappa} \leq \left( \frac{\pi}{4} - t(s) \right) v_+ \|_{H^\kappa}.
\]
while on the other hand,
\[
\| (1 - e^{-i(\pi/4-t(s))H}) v_+\|_{H^\kappa} \leq 2 \|v_+\|_{H^\kappa}.
\]
By interpolation this implies, choosing $\epsilon_1 < \frac{\epsilon_0}{3}$

\begin{equation}
(11.17) \quad \left\| (1 - e^{-it(s) - \pi/4}) v_+ \right\|_{\mathcal{H}^{1}} \leq C \left( \frac{\pi}{4} - t(s) \right)^{\frac{\alpha + 1}{2}} \left\| v_+ \right\|_{\mathcal{H}^{0}} + C \left( \frac{\pi}{4} - t(s) \right)^{\epsilon_1 + \eta_2} \left\| v_+ \right\|_{\mathcal{H}^{0}},
\end{equation}

for some $\eta_2 > 0$. Putting the estimates (11.16) and (11.17) together with (11.15), we deduce that

\[ \left\| U(s) - e^{is\delta^2} (U_0 + W_+) \right\|_{\mathcal{H}^{1}} \leq C(s)^{-\gamma_0}, \quad s \to +\infty, \]

which is (11.4).

It remains to prove (11.5). According to Lemma A.1 and (11.14), we have

\[ \left\| e^{-is\delta^2} v_0 \right\|_{\mathcal{H}^{0}} \leq C(s)^{\eta} \left\| \mathcal{L}_{t(s)}(e^{-is\delta^2} v_0) \right\|_{\mathcal{H}^{0}} = C(s)^{\eta} \left\| e^{it(s)H} v_0 \right\|_{\mathcal{H}^{0}} = C(s)^{\eta} \left\| v_0 \right\|_{\mathcal{H}^{0}}. \]

Applying this estimate to $v_0 = U(s) - e^{is\delta^2} (U_0 + W_+)$ gives (using (11.4)), with $\eta = \frac{1}{2} \min(\epsilon_0, \eta_0)$,

\[ \left\| e^{-is\delta^2} U(s) - (U_0 + W_+) \right\|_{\mathcal{H}^{0}} \leq C(s)^{\eta} \left\| U(s) - e^{is\delta^2} (U_0 + W_+) \right\|_{\mathcal{H}^{0}} \leq C(s)^{\eta} \left\| U(s) - e^{is\delta^2} (U_0 + W_+) \right\|_{\mathcal{H}^{0}} \leq C(s)^{\eta} \left( s^{-\gamma_0} \right) \leq C(s)^{\eta} \left( s^{-\gamma_0/2} \right). \]

which proves Theorem 1.2 when $3 < p < 5$.

Let us now revisit the proof above when $p \geq 5$. From Proposition 9.3 [9.20], with $v_+ = v(\frac{\pi}{4})$,

\[ \forall \rho < \frac{1}{2}, \quad \lim_{t \to \frac{3}{4}} \left\| u(t) - e^{-itH} u_0 - v_+ \right\|_{\mathcal{H}^{\rho}} = \lim_{t \to \frac{3}{4}} \left\| v(t) - v(\frac{\pi}{4}) \right\|_{\mathcal{H}^{\rho}} = 0, \]

which proves (11.6). On the other hand, as in (11.10), and using Proposition 11.1 we get

\[ \left\| v - v_+ \right\|_{\mathcal{H}^{-\sigma}} \leq \int_{t}^{\frac{3}{4}} \cos \left( \frac{\pi}{2} (2s) \right) \left\| u(t)^p + v(s)^p \right\|_{\mathcal{H}^{-\sigma}} ds \leq C \left( \frac{\pi}{4} - t \right)^{\frac{p - 3}{2}}. \]

Interpolating between these two estimates gives

\[ \left\| u(t) - e^{-itH} u_0 - v_+ \right\|_{\mathcal{H}^{\delta}} \leq C \left( \frac{\pi}{4} - t \right)^{\left( \frac{p - 3}{2} \right) \delta}, \quad \delta = -\sigma + (1 - \theta) \rho, \]

Taking $\rho$ arbitrarily close to $\frac{1}{2}$ and using $\sigma = \frac{1}{2} - \frac{1}{p + 1}$ gives

\[ \left\| u(t) - e^{-itH} u_0 - v_+ \right\|_{\mathcal{H}^{\delta}} \leq C \left( \frac{\pi}{4} - t \right)^{\frac{\alpha + 1}{2} \left( \frac{1}{2} - \frac{3}{2} \right) + \epsilon} \]

where $\epsilon > 0$ can be taken arbitrarily small. We deduce that for any $\delta < \frac{p + 1}{2(2p + 1)}$, there exist $\eta > 0$ and $C > 0$ such that

\[ \left\| u(t) - e^{-itH} u_0 - v_+ \right\|_{\mathcal{H}^{\delta}} \leq C \left( \frac{\pi}{4} - t \right)^{\delta + \eta}. \]

Applying the inverse of the lens transform and using Lemma A.1 gives (11.7). \qed

### 11.3 Nonlinear evolution of measures and proof of Theorem 2.4

We first consider the particular case $q_0 = (0, 1, 1, 0)$. Estimates (2.3) and (2.4) are just consequences of (10.1) and (10.2), and Lemma A.1. Let us prove for instance (2.4) in the case $1 < p \leq 5$. The bound (10.2) gives

\begin{equation}
(11.18) \quad \nu_t(s') \left( \Phi(t(s'), 0) A \right) \leq \left[ \nu_t(s) \left( \Phi(t(s), 0) A \right) \right] \left( \frac{\cos(2t(s))}{\cos(2t(s'))} \right)^{\frac{3 - p}{2}}.
\end{equation}

Then, since $t(s) = \frac{\arctan(2s)}{2}$, we have

\begin{equation}
(11.19) \quad \cos(2t(s)) = \cos(\arctan(2s)) = \frac{1}{\sqrt{1 + 4s^2}}.
\end{equation}

Next, by (2.3), we have $\mathcal{L}_{t(s)} \circ \Psi(s, 0) = \Phi(t(s), 0)$, therefore if we denote by $\rho_s = \mathcal{L}_{t(s)}^{-1} \nu_t(s)$, from (11.8) we obtain

\[ \rho_s \left( \Psi(s', 0) A \right) \leq \left[ \rho_s \left( \Psi(s, 0) A \right) \right] \left( \frac{1 + 4(s')^2}{1 + 4s^2} \right)^{\frac{3 - p}{2}}. \]
It remains to compute the measure \( \rho_s = \mathcal{L}_{t(s)}^{-1} \# \nu_t(s) \). Let \( F : \mathcal{H}^{-\sigma}(\mathbb{R}) \rightarrow \mathbb{R} \) be a measurable function. We compute
\[
\int_{\mathcal{H}^{-\sigma}(\mathbb{R})} F(v) d\rho_s(v) = \int_{\mathcal{H}^{-\sigma}(\mathbb{R})} F(v) e^{-\frac{\mu(x)}{\mu+1} (2t)^{\nu} ||\mathcal{L}_{t(s)}(v)||_{L^{p+1}(\mathbb{R})}^p d(\mu_0(\mathcal{L}_{t(s)}(v)))}
\]
\[
= \int_{\mathcal{H}^{-\sigma}(\mathbb{R})} F(v) e^{-\frac{\mu(x)}{\mu+1} (2t)^{\nu} ||v||_{L^{p+1}(\mathbb{R})}^p d(\mathcal{L}_{t(s)}^{-1} \# \mu_0(v))}
\]
where we used (11.1), (11.19), and (2.10). Therefore
\[
\rho_s = \mathcal{L}_{t(s)}^{-1} \# \nu_t(s) = e^{-\frac{1+4u^2}{q+1} ||u||_{L^{p+1} \mu_0}},
\]
hence the result.

The bound (2.5) is the result of Corollary 11.2 and the scattering results follow from Theorem 11.4. In order to treat the general case \( q_0 \in \mathcal{Q} \), we refer to Section 13.4. The first part of Corollary 2.5 follows directly from Theorem 2.3 while the second part is an application of Proposition 3.5.

Appendix A. Action of the lens transform on Sobolev spaces

The next result shows that the mapping \( \mathcal{L}^{-1}_t \) (defined in (2.7)) is not continuous in \( \mathcal{H}^\sigma \) spaces.

Lemma A.1. Let \( 0 \leq |t| < \pi/4 \) and let \( u \) and \( U \) be related by
\[
u(x) = \mathcal{L}_t(U)(x) = \frac{1}{\cos^2(2t)} U\left( \frac{x}{\cos(2t)} \right) e^{-\frac{x^2 \tan(2t)}{2}}.
\]

(i) There exists \( C > 0 \) such that for any \( 0 \leq \sigma \leq 1 \) and \( 0 \leq |t| < \pi/4 \),
\[
\|u\|_{\mathcal{H}^\sigma(\mathbb{R})} \leq C \|v\|_{\mathcal{H}^\sigma(\mathbb{R})}, \quad \|v\|^\sigma_{\mathcal{H}^\sigma(\mathbb{R})} \leq C \|v\|_{\mathcal{H}^\sigma(\mathbb{R})},
\]
(ii) There exists \( C > 0 \) such that for any \( 0 \leq \sigma \leq 1 \) and \( 0 \leq |t| < \pi/4 \),
\[
\|\nu\|_{\mathcal{H}^\sigma(\mathbb{R})} \leq C\left( \frac{\pi}{4} - |t| \right)^{-\sigma} \|u\|_{\mathcal{H}^\sigma(\mathbb{R})}, \quad \|u\|_{\mathcal{H}^\sigma(\mathbb{R})} \leq C\left( \frac{\pi}{4} - |t| \right)^{-\sigma} \|u\|_{\mathcal{H}^\sigma(\mathbb{R})}.
\]

The dependence in \( t \) of the constant in (A.1) is optimal, hence when \( \sigma > 0 \) the term \( \|u\|_{\mathcal{H}^\sigma(\mathbb{R})} \) does not control \( \|U\|_{\mathcal{H}^\sigma(\mathbb{R})} \), uniformly in \( t \in [-\pi/4, \pi/4] \).

This lemma is a corrected version of (10) Lemma 10.2.

Proof. Firstly, we write
\[
U(y) = \cos^\frac{1}{2}(2t) u\left( y, \cos(2t) \right) e^{-\frac{\nu^2 \cos(2t) \sin(2t)}{2}}.
\]

(i) We compute
\[
\partial_y U(y) = \cos^\frac{1}{2}(2t) \left( \partial_x u\left( y, \cos(2t) \right) + iy \sin(2t) u\left( y, \cos(2t) \right) \right) e^{-\frac{\nu^2 \cos(2t) \sin(2t)}{2}},
\]
with a change of variables, we get
\[
\int_{\mathbb{R}} |\partial_y U(y)|^2 dy \leq C \cos^3(2t) \int_{\mathbb{R}} |\partial_x u\left( y, \cos(2t) \right)|^2 dy + C \cos^3(2t) \sin^2(2t) \int_{\mathbb{R}} y^2 |u\left( y, \cos(2t) \right)|^2 dy
\]
\[
= C \cos^2(2t) \int_{\mathbb{R}} |\partial_x u(x)|^2 dx + C \sin^2(2t) \int_{\mathbb{R}} x^2 |u(x)|^2 dx
\]
\[
\leq C \|u\|_{\mathcal{H}^1(\mathbb{R})}^2,
\]
which together with the relation \( \|U\|_{L^2} = \|u\|_{L^2} \) yields the result for \( \sigma = 1 \). The general result follows by interpolation.
A more precise description of the measures $\mu_q$.

In this Section, we prove a result which characterizes the $\mu_q$ as image measures by an explicit map.

**Lemma B.1.** For $q = (s, \alpha, \beta, \theta) \in \mathcal{Q}$, we define

$$e_n^q = (\Psi_{lin}(s, 0) \circ M_{\alpha} \circ \Lambda_{\beta} \circ \tau_{\theta}) e_n.$$  

Then the family $(e_n^q)_{n \geq 0}$ is the $L^2$-eigenbasis of a twisted harmonic oscillator

$$H_q := (\Psi_{lin}(s, 0) \circ M_{\alpha} \circ \Lambda_{\beta} \circ \tau_{\theta}) H (\Psi_{lin}(s, 0) \circ M_{\alpha} \circ \Lambda_{\beta} \circ \tau_{\theta})^{-1}$$

(B.1)

associated to the eigenvalues $2n + 1$ (we have $\|e_n^q\|_{L^2} = |\alpha|$).

**Proof.** First we have $\tau_{\theta} H \tau_{-\theta} = -\partial_x^2 + (x - \theta)^2$, then

(B.2)

$$\Lambda_{\beta} \tau_{\theta} H \tau_{-\theta} \Lambda_{\beta}^{-1} = -\frac{1}{\beta^2} \partial_x^2 + (\beta x - \theta)^2.$$  

Next, in order to show that

(B.3) $$e^{i s \partial^2_x} (\Lambda_{\beta} \tau_{\theta} H \tau_{-\theta} \Lambda_{\beta}^{-1}) e^{-i s \partial^2_x} = -\frac{1 + 4 \beta^4 s^2}{\beta^2} \partial_x^2 + 4i \beta s (\beta x - \theta) \partial_x + \beta^2 (x^2 + 2i s),$$

we use the Fourier transform. Define $Ff(\xi) = \int e^{-ix\xi} f(x) dx$. Then for $f \in \mathcal{S}(\mathbb{R})$,

$$F \left[ e^{i s \partial^2_x} (\Lambda_{\beta} \tau_{\theta} H \tau_{-\theta} \Lambda_{\beta}^{-1}) e^{-i s \partial^2_x} f \right](\xi) = e^{-i s \xi^2} \left( \frac{\xi^2}{\beta^2} - (i \beta \partial_x - \theta)^2 \right) e^{i s \xi^2} \hat{f}(\xi)$$

$$= \left[ \frac{1 + 4 \beta^4 s^2}{\beta^2} \xi^2 - 2i \beta s \xi \partial_x - \partial_x^2 + 4i \beta s \partial_x + 2i \beta s \right] \hat{f}(\xi)$$

$$= F \left[ \left( -\frac{1 + 4 \beta^4 s^2}{\beta^2} \partial_x^2 + 4i \beta s \partial_x + 2i \beta s \partial_x^2 + (\beta x - \theta)^2 - 4i \beta s \partial_x + 2i \beta s \right) \hat{f}(\xi) \right],$$

which implies (B.3), since the conjugaison by $M_\alpha$ is trivial.  

**Proposition B.2.** For $q = (s, \alpha, \beta, \theta) \in \mathcal{Q}$, the measure $\mu_q$ defined in (2.22) is the image of the probability measure $p$ on $\Omega$ by the map

$$\Omega \rightarrow \mathcal{H}^{-\epsilon}(\mathbb{R})$$

$$\omega \mapsto \gamma^\omega_q = \sum_{n=0}^{+\infty} \frac{1}{\lambda_n} g_n(\omega) e_n^q.$$  

**Proof.** Let $q = (s, \alpha, \beta, \theta) \in \mathcal{Q}$, and $F : \mathcal{H}^{-\epsilon}(\mathbb{R}) \rightarrow \mathbb{R}$ be a measurable function. We compute

$$\int_{\mathcal{H}^{-\epsilon}(\mathbb{R})} F(v) d\mu_q(v) = \int_{\mathcal{H}^{-\epsilon}(\mathbb{R})} F(v) d\left(\mu_0 \circ (\Psi_{lin}(s, 0) \circ M_{\alpha} \circ \Lambda_{\beta} \circ \tau_{\theta})^{-1}\right)(v)$$

$$= \int_{\mathcal{H}^{-\epsilon}(\mathbb{R})} F((\Psi_{lin}(s, 0) \circ M_{\alpha} \circ \Lambda_{\beta} \circ \tau_{\theta})(v)) d\mu_0(v)$$

$$= \int_{\Omega} F((\Psi_{lin}(s, 0) \circ M_{\alpha} \circ \Lambda_{\beta} \circ \tau_{\theta})(\gamma^\omega_q)) d\rho(\omega),$$
then using
\[(\Psi_{lin}(s, 0) \circ M_\alpha \circ \Lambda_\beta \circ \tau_0)(\gamma^\omega) = \gamma^\omega_{(\alpha, \beta, 0)} = \gamma^\omega_q,\]
we get the result.

Remark B.3. Denote by \(\Phi_{lin}(t, t') = e^{-i(t-t')H}\) the linear flow of the harmonic oscillator. Then using that for all \(\tau \in \mathbb{R}\), the r.v. \(e^{-i\tau \lambda_n}g_n\) and \(g_n\) have the same Gaussian distribution \(N(0, 1)\)
\[(B.4) \Phi_{lin}(t, t') \# \mu_0 = \mu_0.\]
See also Section 3.1.

B.2. **The measures \(\mu_q\) are supported on \(B_{2,\infty}^0\).** Recall that \(H_q\) is the twisted harmonic defined in (B.1).
By Lemma B.1 \(H_q e_n^q = \lambda_q^2 e_n^q\) with \(\lambda_n = \sqrt{2n+1}\). For \(j \geq 0\) denote by
\[
I(j) = \{ n \in \mathbb{N}, \ 2^j \leq \lambda_n < 2^{j+1} \}.
\]
We have \#I(j) \(\sim c2^j\) when \(j \to +\infty\). Since the family \((e_n^q)_{n \geq 0}\) forms a Hilbert basis of \(L^2(\mathbb{R})\) (but with \(|e_n^q|_{L^2} = |\alpha|\), for \(\sigma \in \mathbb{R}\), any \(u \in H^\sigma(\mathbb{R})\) can be decomposed
\[(B.5) u = \sum_{j=0}^{+\infty} u_j, \ \text{with} \ u_j = \sum_{n \in I(j)} c_n e_n^q.
\]
Then, following (3.16), we can define the Besov space \(B_{2,\infty}^0(\mathbb{R})\), using the dyadic decomposition \((B.5)\), by the norm
\[
\|u\|_{B_{2,\infty}^0(\mathbb{R})} := \sup_{j \geq 0} \|u_j\|_{L^2(\mathbb{R})} < +\infty.
\]
Observe that for every \(\sigma \in \mathbb{R}\), the norm \(\|u\|_{H^\sigma(\mathbb{R})}\) is equivalent to the norm
\[
\left( \sum_{j=0}^{+\infty} 2^{2j\sigma} \|u_j\|_{L^2(\mathbb{R})}^2 \right)^{1/2}.
\]
Therefore, for \(\epsilon > 0\), we have the embeddings
\(L^2(\mathbb{R}) \subset B_{2,\infty}^0(\mathbb{R}) \subset X^0(\mathbb{R}) \subset H^{-\epsilon}(\mathbb{R}).\)

**Proposition B.4.** Let \(q \in \mathbb{Q}\). The measure \(\mu_q\) is supported on \(B_{2,\infty}^0(\mathbb{R})\), namely
\[
\mu_q(B_{2,\infty}^0(\mathbb{R})) = 1.
\]
Moreover, there exist \(c, K_0 > 0\) such that for all \(K \geq K_0\),
\[
\mu_q(\{ u \in X^0(\mathbb{R}) : \|u\|_{B_{2,\infty}^0} > K \}) \leq e^{-cK^2}.
\]
**Proof.** For \(j \geq 0\), we set \(E_j = \text{span}\{e_n^q, \ n \in I(j)\}\). We define the probability measure \(\nu_j\) on \(E_j\) via the map
\[
\Omega \to E_j \quad \omega \mapsto \gamma_j^\omega = \sum_{n \in I(j)} \frac{1}{\lambda_n} g_n(\omega) e_n^q.
\]
Let \(K > 0\) and denote by
\[
B_j^K = \{ u_j \in E_j : \|u_j\|_{L^2(\mathbb{R})} \leq K \},
\]
and
\[
B^K = \{ u \in X^0(\mathbb{R}) : \|u\|_{B_{2,\infty}^0} \leq K \}.
\]
Then \(B^K = \bigotimes_{j=0}^{+\infty} B_j^K\), so that
\[(B.6) \mu_q(B^K) = \prod_{j=0}^{+\infty} \nu_j(B_j^K).\]
We now show that there exists $c_0 > 0$ such that
\[
\nu_j(B^K_j) \geq 1 - e^{-c_0 2^{2j} K^2}.
\]
By definition
\[
\nu_j(u_j \in E_j : \|u_j\|_{L^2(\mathbb{R})} > K) = p(\omega \in \Omega : \|\gamma_j\|_{L^2(\mathbb{R})} > K).
\]
We have
\[
\|\gamma_j\|_{L^2(\mathbb{R})}^2 = \sum_{n \in I(j)} |g_n|^2 \leq \frac{1}{2^{2j}} \sum_{n \in I(j)} |g_n|^2,
\]
then by the Markov inequality (recall that the law of a complex normalised Gaussian r.v. is $\frac{1}{\pi} e^{-|x|^2} dx$, where $dx$ is the 2-dimensional Lebesgue measure on $\mathbb{C}$), for all $t > 0$
\[
p(\omega \in \Omega : \|\gamma_j\|_{L^2(\mathbb{R})} > K) \leq p(\omega \in \Omega : \sum_{n \in I(j)} |g_n|^2 > 2^{2j} K^2)
\leq e^{-t2^{2j} K^2} \prod_{n \in I(j)} \mathbb{E}[e^{t|g_n|^2}] = e^{-t2^{2j} K^2 (1 - t)^{-\#I(j)}}
\leq e^{-2^{2j}(K^2 + c'(1-t))} \leq e^{-c_0 2^{2j} K^2},
\]
with the choice $t = 1/2$ and $K > 0$ large enough. This implies (B.7). Finally, from (B.6) we get
\[
\mu_q(u \in X^0(\mathbb{R}) : \|u\|_{\mathcal{E}_2^q} > K) \leq 1 - \prod_{j=0}^{+\infty} (1 - e^{-c_0 2^{2j} K^2}) \leq e^{-c_1 K^2},
\]
which was the claim. \hfill \Box

B.3. Singular measures: proof of Proposition 2.1. Let $q_0, q_1 \in \mathcal{Q}$. In the sequel, for simplicity we shall assume that $q_0 = (0,1,1,0)$ in such a way that $H_{q_0} = H$ (the general case is similar). Let $q_1 = (s, \alpha, \beta, \theta)$. Consider two sequences $(g_n)_{n \geq 0}$ and $(\ell_n)_{n \geq 0}$ of independent standard complex Gaussian random variables $\mathcal{N}_C(0,1)$ and define the random variables
\[
\gamma_{q_0}(\omega, x) = \sum_{n=0}^{+\infty} g_n(\omega) \frac{x_n}{\lambda_n} e_n(x), \quad \gamma_{q_1}(\omega, x) = \sum_{n=0}^{+\infty} \ell_n(\omega) \frac{x_n^{q_1}}{\lambda_n} e_n(x).
\]
Since $(e_n)_{n \geq 0}$ and $(e_n^{q_1}/\alpha)_{n \geq 0}$ are Hilbert bases of $L^2(\mathbb{R})$, the random series
\[
\sum_{n=0}^{+\infty} g_n(\omega) e_n(x), \quad \frac{1}{\alpha} \sum_{n=0}^{+\infty} \ell_n(\omega) e_n^{q_1}(x),
\]
both define the same measure called the white noise measure. Recall the definition (12.1) of $H_q$, then by application of $\alpha H_{q_1}^{-1/2}$ we deduce that
\[
\chi_{q_1}(\omega, x) := \alpha \sum_{n=0}^{+\infty} g_n(\omega) H_{q_1}^{-1/2} e_n(x) \quad \text{and} \quad \gamma_{q_1}(\omega, x) = \sum_{n=0}^{+\infty} \ell_n(\omega) e_n^{q_1}(x),
\]
both define the same measure, which we denote by $\mu_{q_1}$. Define
\[
T = \frac{1}{\alpha} H^{-1/2} H_{q_1}^{1/2}.
\]
Then we have $T \chi_{q_1} = \gamma_{q_0}$, which in turn implies $T \# \mu_{q_1} = \mu_{q_0}$. Actually, for all measurable set $A$,
\[
T \# \mu_{q_1}(A) = \mu_{q_1}(T^{-1}(A)) = p(\chi_{q_1}^{-1} \circ T^{-1}(A)) = p((T \chi_{q_1})^{-1}(A)) = \mu_{q_0}(A).
\]
By [3, Theorem 6.3.2] the measures $\mu_{q_1}$ and $\mu_{q_0}$ are equivalent if and only if the map
\[
K = TT^* - I : \mathcal{H}^1(\mathbb{R}) \to \mathcal{H}^1(\mathbb{R})
\]
is Hilbert-Schmidt (here the adjoint is taken with respect to the $\mathcal{H}^1$ scalar product). We compute $H_{q_1}^* = H^{-1}H_{q_1}H$, thus $T^* = \frac{1}{\alpha^2}H^{-1/2}H_{q_1}^{1/2}H^{1/2}$ so that

$$K = TT^* - I = \frac{1}{|\alpha|^2}H^{-1/2}H_{q_1}^{1/2}H^{-1}H_{q_1}^{1/2}H^{1/2} - I.$$

The operator $K : \mathcal{H}^1(\mathbb{R}) \to \mathcal{H}^1(\mathbb{R})$ is Hilbert-Schmidt if and only if $\|K\|_{HS} < +\infty$ where

$$\|K\|^2_{HS} = \sum_{n=0}^{+\infty} \|H^{1/2}KH^{-1/2}e_n\|^2_{L^2(\mathbb{R})}$$

(recall that this norm does not depend on the choice of the Hilbert basis $(e_n)_{n \geq 0}$ in $L^2(\mathbb{R})$). We observe that $H^{1/2}KH^{-1/2} = \frac{1}{|\alpha|^2}H_{q_1}^{1/2}H^{-1}H_{q_1}^{1/2} - I$, then

$$\|K\|^2_{HS} = \frac{1}{|\alpha|^2} \sum_{n=0}^{+\infty} \|H_{q_1}^{1/2}H^{-1}H_{q_1}^{1/2} - |\alpha|^2e_n\|_{L^2(\mathbb{R})}^2$$

using that the operator $H_{q_1}^{1/2}H^{-1}H_{q_1}^{1/2}$ is self-adjoint on $L^2(\mathbb{R})$. We now claim that

$$((H_{q_1}^{1/2}H^{-1}H_{q_1}^{1/2} - |\alpha|^2)e_n, e_n)_{L^2(\mathbb{R})} \to n \to +\infty C(q_1),$$

with $C(q_1) > 0$ for $(|\alpha|, s, \beta) \neq (1, 0, 1)$. This will imply in this case that $\|K\|_{HS} = +\infty$, and the measures $\mu_{q_0}$ and $\mu_{q_1}$ are mutually singular, reducing the study to $q_0 = (0, 1, 1, 0)$ and $q_1 = (0, 1, 1, \theta)$.

We set $h_n = (2n + 1)^{-1}, z = x\sqrt{h_n}$ and $f^{h_n}(z) = h_n^{-1/4}e_{q_1}^n(z/\sqrt{h_n})$. Then by Lemma B.1

$$f^{h_n}(z) = \left(-\frac{(1 + 4\beta^2 s^2)}{\beta^2}h_n^2\partial_z^2 + 4i\beta s(\beta - \sqrt{h_n}\theta)h_n\partial_z + (\beta\theta - \sqrt{h_n}\theta)^2 + 2i\beta^2 sh_n\right)f^{h_n}(z).$$

Similarly, we define $\tilde{e}_n(z) = h_n^{-1/4}e_n(z/\sqrt{h_n})$, which is an $L^2$-normalised solution of

$$(-h_n^2\partial_z^2 + z^2 - 1)\tilde{e}_n = 0.$$

Let us now recall a little of semi-classical symbolic calculus adapted to the harmonic oscillator (we refer to [30, 20] or to [27, Chapter 3] for a review of this theory). For $k \in \mathbb{R}$ we define the symbol class

$$\Gamma^k = \{a \in C^\infty(\mathbb{R}^2; C); \forall j, \ell \in \mathbb{N}, \exists C > 0; |\partial_x^j\partial_\xi^\ell a(x, \xi)| \leq C(1 + |x| + |\xi|)^{k-j-\ell}\}.$$

For a symbol $a \in \Gamma^k$ and $0 < h < 1$, we consider the semi-classical quantification

$$A^h u(z) = Op_h(a)u(z) := \frac{1}{2\pi h} \int_{\mathbb{R}^2} e^{i(z-y)\xi/h}a(z, \xi)u(y)dyd\xi,$$

which, for any $\sigma \in \mathbb{R}$, defines a family of uniformly bounded operators $L(\mathcal{H}^{k+\sigma}; \mathcal{H}^{\sigma})$,

$$\forall a \in \Gamma^k, \exists C > 0; \forall h > 0, \|Op_h(a)\|_{L(\mathcal{H}^{k+\sigma}; \mathcal{H}^{\sigma})} \leq C.$$

For $a \in \Gamma^{k_1}$, $b \in \Gamma^{k_2}$, we have the symbolic calculus

$$Op_h(a)Op_h(b) = Op_h(ab) + hOp_h(c) + R, \quad \forall C > 0; \forall h > 0, \|R\|_{L(\mathcal{H}^{k+\sigma}; \mathcal{H}^{\sigma+2})} \leq Ch^2$$

with $c \in \Gamma^{k_1+k_2-1}$ given by

$$c(z, \xi) = -i\partial_xa(z, \xi)\partial_\xi b(z, \xi).$$
Similarly, we define
\[
\frac{i}{\hbar}[\text{Op}_{h}(a), \text{Op}_{h}(b)] = \text{Op}_{h}(a)\text{Op}_{h}(b) - \text{Op}_{h}(b)\text{Op}_{h}(a)
\]
\[
= \text{Op}_{h}(\partial_{\xi}a(z, \xi)\partial_{z}b(z, \xi) - \partial_{\xi}b(z, \xi)\partial_{z}a(z, \xi))
\]
(B.12)
with
\[
\{a, b\}(z, \xi) = \partial_{z}a(z, \xi)\partial_{z}b(z, \xi) - \partial_{\xi}b(z, \xi)\partial_{z}a(z, \xi) \in \Gamma^{k_{1} + k_{2} - 1}
\]
is the Poisson bracket of \(a\) and \(b\). Coming back to (B.10) we have \(M_{q_{1}, h_{n}}^{h} = \text{Op}_{h_{n}}(m_{q_{1}, h_{n}})\) and
\[
\text{Op}_{h_{n}}(m_{q_{1}, h_{n}})f^{h_{n}} = f^{h_{n}},
\]
where
\[
m_{q_{1}, h_{n}}(z, \xi) := \frac{(1 + 4\beta^{2}s^{2})}{\beta^{2}}z^{2} - 4\beta s(\beta z - \sqrt{\hbar}\theta)\xi + (\beta z - \sqrt{\hbar}\theta)^{2} + 2i\hbar.
\]
Similarly, we define \(m(z, \xi) := z^{2} + \xi^{2}\) and \(M^{h} := \text{Op}_{h_{n}}(m) = -\hbar^{2}\partial_{z}^{2} + z^{2}\). By a change of variables we have
\[
(H_{q_{1}}^{1/2}H^{-1}H_{q_{1}}^{1/2} - |\alpha|^{2}\epsilon_{n}, \epsilon_{n})_{L^{2}(\mathbb{R}) \times L^{2}(\mathbb{R})} =
\]
\[
= \left(\left(\left|M_{q_{1} h_{n}}^{h}\right|^{1/2}(M_{h_{n}}^{h})^{-1/2}(M_{q_{1} h_{n}}^{h})^{1/2} - |\alpha|^{2}\epsilon_{n}, \epsilon_{n}\right)\right)_{L^{2}(\mathbb{R}) \times L^{2}(\mathbb{R})}
\]
\[
= \left(\text{Op}_{h}\left((m_{q_{1}, h_{n}}/m - |\alpha|^{2})\epsilon_{n}, \epsilon_{n}\right)\right)_{L^{2}(\mathbb{R}) \times L^{2}(\mathbb{R})} + O(h_{n})_{n \to +\infty}
\]
where we used the symbolic calculus. To understand the limit when \(n \to +\infty\) of
\[
\left(\text{Op}_{h}\left((m_{q_{1}, h_{n}}/m - |\alpha|^{2})\epsilon_{n}, \epsilon_{n}\right)\right)_{L^{2}(\mathbb{R}) \times L^{2}(\mathbb{R})},
\]
let us recall (see e.g. [2])

**Lemma B.5 (Semi-classical measures).** For any bounded sequence \(u_{n} \in L^{2}(\mathbb{R})\), and any sequence \((h_{n})\) such that \(h_{n} > 0\) and \(h_{n} \to 0\), there exist subsequences \((u_{n_{k}}, h_{n_{k}})\) and a Radon measure \(\mu\) on \(\mathbb{R}^{2}\) such that for any \(a \in \Gamma^{0}\), compactly supported in \((z, \xi)\)
\[
\lim_{k \to +\infty} \left(\text{Op}_{h_{n_{k}}} (a) u_{n_{k}}, u_{n_{k}}\right)_{L^{2}(\mathbb{R}) \times L^{2}(\mathbb{R})} = \langle \mu, a \rangle.
\]

Let us apply this procedure to the couples \((\tilde{e}_{n}, h_{n})\). Using (B.11) which implies that for \(|z| > 1\), \(\tilde{e}_{n}\) is exponentially decaying and for \(|\xi| > 1\), its Fourier transform \(\mathcal{F}(\tilde{e}_{n})\) is also exponentially decaying. It is easy to check that the following properties hold true:

- The convergence actually holds for any \(a \in \Gamma^{k}\) (dropping the compact support assumption and allowing polynomial growth of \(a\)).
- The measure \(\mu\) has total mass 1.

We will now prove that the measure \(\mu\) is the Liouville measure on the circle \(\{(z, \xi); z^{2} + \xi^{2} = 1\}\). We have
\[
0 = \left(\text{Op}_{h_{n_{k}}} (a) \tilde{e}_{n_{k}}, (-\hbar_{k}^{2}\partial_{z}^{2} + z^{2} - 1)\tilde{e}_{n_{k}}\right)_{L^{2}(\mathbb{R}) \times L^{2}(\mathbb{R})} = \left((-\hbar_{k}^{2}\partial_{z}^{2} + z^{2} - 1)\text{Op}_{h_{n_{k}}} (a) \tilde{e}_{n_{k}}, \tilde{e}_{n_{k}}\right)_{L^{2}(\mathbb{R}) \times L^{2}(\mathbb{R})}.
\]
Then, a direct computation gives
\[
(-\hbar_{k}^{2}\partial_{z}^{2} + z^{2} - 1)\text{Op}_{h_{n_{k}}} (a) = \text{Op}_{h_{n_{k}}} ((\xi^{2} + z^{2} - 1)a) - 2i\hbar_{k} \text{Op}_{h_{n_{k}}} (\xi \partial z a) - \hbar_{k}^{2} \text{Op}_{h_{n_{k}}} (\partial_{z}^{2} a),
\]
and therefore by (B.11), we deduce that
\[
\left((-\hbar_{k}^{2}\partial_{z}^{2} + z^{2} - 1)\text{Op}_{h_{n_{k}}} (a) \tilde{e}_{n_{k}}, \tilde{e}_{n_{k}}\right)_{L^{2}(\mathbb{R}) \times L^{2}(\mathbb{R})} \to \langle \mu, (\xi^{2} + z^{2} - 1)a \rangle.
\]
We deduce that the measure $\mu$ is supported in the circle $\{(z, \xi); \ z^2 + \xi^2 = 1\}$. On the other hand, by (B.12) and Lemma B.3,

$$0 = \frac{i}{h_k} \left[ (h_k^{-2} \partial_z^2 + z^2 - 1), \mathcal{O}p_{h_k}(a) \right] \overline{e_{n_k}} e_{n_k} \right)_{L^2(\mathbb{R}) \times L^2(\mathbb{R})}
= \left( \mathcal{O}p_{h_k}(\{z^2 + \xi^2, a\}) \overline{e_{n_k}} e_{n_k} \right)_{L^2(\mathbb{R}) \times L^2(\mathbb{R})} + \mathcal{O}(h_k) \longrightarrow \langle \mu, \{z^2 + \xi^2, a\} \rangle.$$

Denoting by

$$J_m = 2\xi \partial_z - 2z \partial_\xi$$
the Hamiltonian vector field of the symbol $m(z, \xi) = z^2 + \xi^2 - 1$, we get

$$\forall a \in \Gamma^0, \quad \langle J_m \mu, a \rangle = \langle \mu, J_m(a) \rangle = \langle \mu, \{p, a\} \rangle = 0,$$

which implies that the measure satisfies $J_m \mu = 0$. Summarizing, we proved

- The measure $\mu$ has total mass 1.
- The measure $\mu$ is supported on the circle $\{m(z, \xi) = 1\} = \{(z, \xi); \ z^2 + \xi^2 = 1\}$
- The measure $\mu$ is invariant by the flow of the vector field $J_m$.

We deduce that the measure $\mu$ is the (uniform) Liouville measure on the circle, which we denote by $dL$. Remark finally that since the limit measure $\mu$ is unique (the Liouville measure), the extraction process in the construction of the measure was unnecessary (if it is possible to extract converging subsequences and if for all such converging subsequences the limit is the same, then the initial sequence was already converging to the unique possible limit measure).

From the previous considerations, we deduce

$$\langle \mathcal{O}p_{h_k}(\{m_{q_1, h_n}/m - |\alpha|^2\})^2 \overline{e_{n_k}} e_{n_k} \rangle_{L^2(\mathbb{R}) \times L^2(\mathbb{R})} \longrightarrow \int_{z^2 + \xi^2 = 1} \left[ \frac{(1 + 4|\beta|^2 \xi^2 - 4|\beta|^2 \xi \xi + \beta^2 \xi^2)}{m(z, \xi)} - |\alpha|^2 \right]^2 dL = C(q_1) > 0$$

Notice that $C(q_1) > 0$ for any $(s, |\alpha|, |\beta|) \neq (0, 1, 1)$, simply because we integrate on $(0, 2\pi)$ a continuous non negative function which is not identically 0. This proves (B.9).

We now study the action of the translations. We still assume that $q_0 = (0, 1, 0)$ and we set $q_1 = (0, 1, 1, \theta)$. We will prove that

$$\langle (M^{h_n}_{q_1, h_n})^{1/2}(M^{h_n}_{q_1, h_n})^{-1}(M^{h_n}_{q_1, h_n})^{1/2} - |\alpha|^2 \rangle \overline{e_{n_k}} e_{n_k} \rangle_{L^2(\mathbb{R}) \times L^2(\mathbb{R})} \sim 2h_n \theta^2,$$

which by (B.13) (recall that $h_n = (2n + 1)^{-1}$) will imply

$$\langle (H^{1/2}_{q_1} H^{-1} H^{1/2}_{q_1} - |\alpha|^2 \rangle \overline{e_{n_k}} e_{n_k} \rangle_{L^2(\mathbb{R}) \times L^2(\mathbb{R})} \sim \frac{\theta^2}{n},$$

By the semi-classical calculus, we have

$$\langle (M^{h_n}_{q_1, h_n})^{1/2} = \mathcal{O}p_{h_n}(m^{h_n}_{q_1, h_n}) + \mathcal{O}(h_n) = \mathcal{O}p_{h_n}(m^{1/2} - \sqrt{h_n} \theta z m^{-1/2}) + \mathcal{O}(h_n)$$

thus

$$\langle (M^{h_n}_{q_1, h_n})^{1/2}(M^{h_n}_{q_1, h_n})^{-1}(M^{h_n}_{q_1, h_n})^{1/2} - 1 = -2\sqrt{h_n} \theta \mathcal{O}p_{h_n}(z m^{-1}) + \mathcal{O}(h_n),$$

hence

$$\langle (M^{h_n}_{q_1, h_n})^{1/2}(M^{h_n}_{q_1, h_n})^{-1}(M^{h_n}_{q_1, h_n})^{1/2} - 1 \rangle^2 = 4h_n \theta^2 \mathcal{O}p_{h_n}(z^2 m^{-2}) + \mathcal{O}(h_n^{3/2}).$$

As a consequence, when $n \longrightarrow +\infty$

$$\langle (M^{h_n}_{q_1, h_n})^{1/2}(M^{h_n}_{q_1, h_n})^{-1} - |\alpha|^2 \rangle \overline{e_{n_k}} e_{n_k} \rangle_{L^2(\mathbb{R}) \times L^2(\mathbb{R})} \sim 4h_n \theta^2 \int_{\{m(z, \xi) = 1\}} \frac{z^2 dL}{m^2(z, \xi)} \sim 2h_n \theta^2,$$

which implies B.15). As a consequence, the series (B.8) diverges, which implies that the measures $q_0$ and $q_1$ are singular.
B.4. From $\mu_0$ to $\mu_q$. In this section we show how Theorem 2.2 and Theorem 2.4 for $\mu_0$ imply the same results for $\mu_q$ the set of all parameters $q \in Q$. The proof is in two steps. First we pass from $q_0 = (0,1,1,0)$ (i.e. $\mu_{q_0} = \mu_0$) to $q_1 = (0,\alpha,\beta,\theta)$. This first step is harmless as the parameter $\theta$ is just a translation in space, the parameter $\alpha$ is just an homothety, and $\beta$ is a scaling parameter. Hence this transformation amounts just to perform the following changes

- We change the harmonic oscillator $H = -\partial_t^2 + x^2$, for another harmonic oscillator (see \[B.2\])
  \[ H_q = -\frac{1}{\beta^2} \partial_x^2 + (\beta x - \theta)^2. \]

- We change the lens transform from \[2.6\], \[2.7\] to another lens transform
  \[ u(t, x) := \mathcal{L}_q(U)(t, x). \]

- We change the law of our random variables \[1.2\] to
  \[ \Omega \ni \omega \mapsto \gamma_q^\omega = \sum_{n=0}^{+\infty} \frac{1}{\lambda_n} g_n(\omega) e_n^q, \quad \mu_q = \mathcal{P} \circ \gamma_q^{-1}, \]

where now $(e_n^q)_{n \geq 0}$ is the $L^2$–eigenbasis of eigenfunctions (with $\|e_n^q\|_{L^2} = |\alpha|$) of our new harmonic oscillator $H_q$, see Lemma B.1.

This first step is harmless as modulo these simple changes, the proof is the same word by word. Once this step is achieved, it remains to study the action of the time translation $e^{i\mu_q t} \delta_q^2$ and pass from $q_0 = (0,\alpha,\beta,\theta)$ to $q = (s_0, \alpha, \beta, \theta)$. We are going to take benefit from the time translation invariance of \[NLS_p\] and use that if $U$ solves \[NLS_p\] with initial data distributed according to $\mu_q = e^{i\mu_{q_0} t} \delta_q^2 \mu_{0,\alpha,\beta,\theta}$, then $U(s, y) = U(s-s_0, y)$ solves also \[NLS_p\] with data at $s_0$ distributed according to $\mu_q = e^{i\mu_{q_0} t} \delta_q^2 \mu_{0,\alpha,\beta,\theta}$. However, from Step 1, we know that for all data in $S_0$ (which is of full $\mu_{q_0}$–measure), we can solve globally \[NLS_p\], and the set $S_{s_0} = \Psi(s_0,0)(S_0)$ is of full $\mu_q$–measure. As a consequence, we can solve globally for all data at $s = s_0$ in the set $S_{s_0}$. The estimates in Theorem 2.2 and Theorem 2.4 for $s_0 \neq 0$ follow from this argument and the estimates for $s_0 = 0$.

**Appendix C. On the Liouville theorem**

Let us recall that the flow of a vector field with vanishing divergence preserves the Lebesgue measure. Though it is often taught in the context of time independent vector fields (mis)leading to believe that it only true in this context, this assumption is unnecessary and we can allow time dependent vector fields as shown by the classical proof. See e.g. also [3, Theorem 9.9 p. 529].

Let us denote by $\varphi(t, x_0)$ the solution of the ODE
\[ \dot{x} = X(t, x(t)), \quad x(0) = x_0. \]

Let us denote by $\Psi(t)$ the map $x_0 \mapsto \varphi(t, x_0)$. It is well known that (for small time, and we shall see for all times) this map is a $C^1$ diffeomorphism and that the family of differentials $d\Psi(t)$ satisfies the ODE
\[ \frac{d}{dt} d\Psi(t) \varphi(t, x_0) = dX(t, \varphi(t, x_0)) d\Psi(t) \varphi(t, x_0), \]
and consequently using the chain rule and the fact that the differential of the determinant at $A$ is
\[ B \mapsto \det(A) \text{Tr}(A^{-1} B), \]
we get
\[
\frac{d}{dt} \left( \det(d\Psi(t) \varphi(t, x_0)) \right) = \det(d\Psi(t) \varphi(t, x_0)) \text{Tr}(d\Psi(t)^{-1} \varphi(t, x_0)) \frac{d}{dt} \left( d\Psi(t) \varphi(t, x_0) \right) \\
= \det(d\Psi(t) \varphi(t, x_0)) \text{Tr}(d\Psi(t)^{-1} \varphi(t, x_0)) dX(t, \varphi(t, x_0)) d\Psi(t) \varphi(t, x_0)) \\
= \det(d\Psi(t) \varphi(t, x_0)) \text{Tr}(dX(t, \varphi(t, x_0))) \\
= \det(d\Psi(t) \varphi(t, x_0)) \text{div}(X)(t, \varphi(t, x_0)) = 0.
\]
Hence the Jacobian of the change of variables is constant along the integral curves. At time \( t = 0 \) the change of variable is the identity. Hence the Jacobian is identically equal to 1.

**APPENDIX D. Weighted estimates on Hermite functions**

Recall that the family \((e_n)_{n \geq 0}\) denotes the Hermite functions. The purpose of this section is to prove the following result.

**Proposition D.1.** Let \( \gamma < \frac{1}{4} \). Then there exists \( C > 0 \) such that for any eigenfunction of the harmonic oscillator satisfies

\[
\left\| \frac{e_n}{|x|} \right\|_{L^4} \leq C \log^\frac{1}{4}(\lambda_n) \lambda_n^{-\frac{1}{4} - \gamma}.
\]

In order to prove Proposition D.1, we first need some technical results. Define the function \( E \) for \((x, y, \alpha) \in \mathbb{R} \times \mathbb{R} \times [0, 1]\) by

\[
E(x, y, \alpha) = \sum_{n \geq 0} \alpha^n e_n(x) e_n(y).
\]

Then we have an explicit formula for \( E \).

**Lemma D.2 ([10] Lemma A.5).** For all \((x, y, \alpha) \in \mathbb{R} \times \mathbb{R} \times [0, 1]\)

\[
E(x, y, \alpha) = \frac{1}{\sqrt{\pi(1 - \alpha^2)}} \exp\left(-\frac{1}{2} - \frac{\alpha(x + y)^2}{4} - \frac{1 + \alpha(x - y)^2}{4}\right).
\]

We will also need the following expansions

**Lemma D.3.** Let \( 0 < \epsilon < 1/2 \), then we have

\[
(1 - x^2)^{-\frac{1}{2}} = \sum_{n \geq 0} a_n x^{2n}, \quad \text{with } |a_n| \leq C(1 + n)^{-\frac{1}{2}}
\]

\[
(1 - x)^{-\epsilon} = \sum_{n \geq 0} b_n x^n, \quad \text{with } |b_n| \leq C(1 + n)^{\epsilon - 1}
\]

\[
(1 + x)^\epsilon = \sum_{n \geq 0} c_n x^n, \quad \text{with } |c_n| \leq C(1 + n)^{-1 + \epsilon}.
\]

**Proof of Lemma D.3** Indeed,

\[
a_n = \frac{1}{n!} \left( \frac{1}{2} - \frac{3}{2} \times \cdots \times \frac{2n - 1}{2} \right) = \frac{(2n)!}{2^{2n}(n!)^2}
\]

\[
b_n = \frac{1}{n!} \epsilon \times (\epsilon + 1) \times \cdots \times (\epsilon + n - 1) = \frac{\Gamma(n + \epsilon)}{n! \Gamma(\epsilon)}
\]

\[
c_n = \frac{(-1)^n \epsilon^{-n}}{n!} \times (1 - \epsilon) \times \cdots \times (n - 1 - \epsilon) = \epsilon \frac{(1 - \epsilon)^n}{n!} \frac{\Gamma(n - \epsilon)}{\Gamma(1 - \epsilon)}
\]

and the estimates follow from the Stirling formula. \( \Box \)

We are now able to prove Proposition D.1.

**Proof of Proposition D.1** Denote by

\[
I(\alpha, \beta, \gamma) := \int_{\mathbb{R}} E(x, x, \alpha) E(x, x, \beta) |x|^{-4\gamma} dx
\]

\[
= \sum_{n, m \geq 0} \alpha^n \beta^m \int_{\mathbb{R}} e_n^2(x) e_m^2(x) |x|^{-4\gamma} dx.
\]

Then using (D.2), we get with \( \epsilon = \frac{1}{2} - 2\gamma \),

\[
I(\alpha, \beta, \gamma) = \delta_0 (1 - \alpha^2)^{-\frac{1}{2}} (1 - \beta^2)^{-\frac{1}{2}} \left( \frac{1 - \alpha \beta}{(1 + \alpha)(1 + \beta)} \right)^{-\epsilon},
\]
with \( \delta_0 := \pi^{-1} \int_{\mathbb{R}} e^{-2y^2} \, |y|^{-4\gamma} \, dy \). We deduce
\[
(1 - x^2)^{-\frac{2}{3}}(1 + x)^{\epsilon} = \sum_{n \geq 0} d_n x^n, \quad d_n = \sum_{p+q=n} a_p c_q,
\]
with
\[
|d_n| \leq \sum_{0 \leq p \leq \frac{n}{2}} a_p c_{n-p} + \sum_{\frac{n}{2} < p \leq n} a_p c_{n-p} \leq C n^{-\frac{4}{3}}
\]
which implies
\[
\int_{\mathbb{R}} e_n^2(x) e_m^2(x) |x|^{-4\gamma} \, dx = \delta_0 \sum_{p+q=n} d_p b_q d_r.
\]
Therefore,
\[
\int_{\mathbb{R}} e_n^4(x) |x|^{-4\gamma} \, dx = \delta_0 \sum_{p+q=n} d_p^2 b_q + \delta_0 \sum_{p+q=n} d_p^2 b_q \leq C \log(n) n^{\epsilon-1},
\]
which (recall that \( \lambda_n^2 = (2n + 1) \)) is Proposition \([D.1]\) □

**Appendix E. Proof of the Embedding** \( \mathcal{B}_{p,q}^0 \subset \mathcal{B}_{p,q}^\rho \)

Recall the definitions of Section \([\text{3.2}]\). In this section we prove

**Lemma E.1.** Then for any \( 1 \leq p, q \leq +\infty \), and any \( \rho \geq 0 \),
\[
\mathcal{B}_{p,q}^\rho \subset \mathcal{B}_{p,q}^\rho
\]
with continuous injection.

**Proof.** Recall that the Fourier multiplier \( D_x \) is defined by the formula \( \mathcal{F}(D_x u)(\xi) = |\xi| \mathcal{F}(u)(\xi) \) for \( f \in \mathcal{S}'(\mathbb{R}) \). Let \( \chi_j \in C_0^\infty(\mathbb{R}) \) be as in \([\text{3.12}]\) and set \( \Delta_j = \chi(2^{-j} D_x) \) and \( \Delta_k = \chi(2^{-k} \sqrt{P}) \). We write
\[
\Delta_j = \sum_{k=0}^{+\infty} \Delta_j \Delta_k.
\]
In this sum, we distinguish two contributions from \( \{k \leq j - 3\} \) and \( \{k > j - 2\} \) respectively. To study the first contribution, let us just recall that for any \( \chi \in C_0^\infty(\mathbb{R}) \), the operator \( \chi(h \sqrt{P}) \) is an \( h \)-pseudo-differential operator with symbol in \( \Gamma^0 \) (recall the notations of Section \([\text{1.3}]\)), and its (formal) symbol \( a \) is supported in \( \{ (x, \xi) : \sqrt{x^2 + \xi^2} \in \text{supp} \chi \} \). As a consequence, if \( \chi \in C_0^\infty \left( \left[ \frac{1}{2}, 2 \right) \right) \), then \( \chi(2^{-j} D_x) \chi(2^{-k} \sqrt{P}) \) is, for \( k \leq j - 3 \), a pseudo-differential operator with vanishing (formal) symbol, hence gaining any number of derivatives and any power of \( |x| \). We deduce
\[
\forall N > 0, \exists C > 0; \forall j, \forall k \leq j - 3, \quad \| \chi(2^{-j} D_x) \chi(2^{-k} \sqrt{P}) \|_{\mathcal{L}(L^p)} \leq C 2^{-jN}.
\]
As a consequence,
\[
\left\| \sum_{k=0}^{j-3} \Delta_j \Delta_k f \right\|_{L^p} \leq C N 2^{-jN} \| f \|_{L^p}.
\]
To study the contribution of the second term, we just use that \( \chi(2^{-j} D_x) \) is bounded on \( L^p \) with uniform bound with respect to \( j \), and
\[
(\text{E.1}) \quad \| 2^{k\rho} \Delta_j \sum_{k \geq j-2} \Delta_k u \|_{L^p} \leq C \sum_{k \geq j-2} 2^{-(k-j)\rho} \| 2^{k\rho} \Delta_k u \|_{L^p}.
\]
According to Schur lemma, the convolution by \( 2^{k\rho} 1_{\ell \leq -2} \) is bounded on \( \ell^1 \), and \( \ell^\infty \), and hence by interpolation on \( \ell^q \). This implies
\[
\left\| \| 2^{k\rho} \Delta_j \sum_{k \geq j-2} \Delta_k u \|_{L^p} \right\|_{\ell^q} \leq C \left\| \| 2^{k\rho} \Delta_k u \|_{L^p} \right\|_{\ell^q},
\]
which together with (\text{E.1}) enables to complete the proof. □
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