Correlation between the Quality of Talent Training and Regional Economic Development Based on Multivariate Statistical Analysis Model
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Entering the era of knowledge economy, the economic value of talent education is more and more emphasized, and it contributes more and more to the local economy and injects new vitality into local economic development. However, there are still some difficulties in the synergistic development of talent education and local economy, such as the low degree of integration of “industry, profession, and employment” and the lack of synergy between schools and enterprises, which affects the high-quality development of talent education and restricts the long-term development of regional economy. This paper incorporates machine learning algorithms to construct a multivariate statistics analysis model based on the correlation analysis model between talent training quality and regional economic development. Based on the multi-variate statistical analysis theory and method, the qualitative analysis and quantitative analysis are closely combined to scientifically pick up the main indicators affecting the comprehensive quality of talent cultivation and overcome the drawbacks of artificial subjective assignment of values. Through the judicious selection of evaluation indexes, a scientific and fair evaluation model is established, and the targets of talent cultivation are combined with regional economic development, in a comprehensive analysis, which provides a new means for the development of the regional economy.

1. Introduction

The normal function of the economy cannot be separated from talent, capital, land, technology, and other factors. In the beginning of economic development, there is often an adequate labor force [1], which ensures the direct contribution of labor as well as human capital to economic growth. This period can also be used to curb the process of diminishing returns to capital by shifting labor to increase the rate of resource allocation and effectively promote sustained economic growth. This is also known as the demographic bonus. The demographic dividend has played a considerable role in China’s long periods of rapid economic growth after the reform and opening up [2]. It was only around the turn of the century that the demographic structure of our country began to show the characteristics of an aging society, labor is also becoming short, and the cost of labor for enterprises is raising, the influence of the traditional factors supporting economic growth is diminishing, and the bottleneck is coming [3]. Despite the demographic dividend generated by the quantity of the labor force disappearing, the quality of the working-age population, such as education, skills, and education experience, also offers a great potentiality for economic growth and is entering a new period of economic development in which the quality of the labor force is the main motivating factor.

For the nation’s sustainable economic growth, scientific and technological progress, the number of labor force, and the improvement of the economic system are all essential and important factors [4]. A certain amount and quality of human capital is a more critical factor to bring the above influences to a reasonable level. Nowadays, the total labor surplus and temporary shortage of labor in China coexist, and there is a lack of labor with high quality and high skills. The overall level of human capital in China is still in an unreasonable state of uneven distribution and low quality; on the one side, China is facing an imbalance between labor
supply and demand, and on the other side, it is exposed to the contrast between the low cultural quality and professional skills of the labor force and the backward level of human resource management, while generating the awkward situation of uneven distribution and large overall quantity of human capital in China [5]. And human capital shows a certain profit-seeking nature, human capital will flow to economically developed areas, which leads to the phenomenon of talent mobility. With low fertility levels, the country is no longer able to rely on the quantity of the workforce to drive economic development and must shift to a workforce quality-driven economy; thus, there is a demand to continuously improve the quality and skills of workers, increase total factor productivity, and transform China from a country with a large population to a country with strong human capital. Talent represents high-quality labor, the bearer of knowledge, and the creator of value; therefore, having talent is a source of inexhaustible capital power. The strength of a region’s talent competitiveness has a great influence on its economic development, and human resources have become an important factor in economic development, which has received attention from various countries and regions. Our government attaches great importance to talent, and Secretary Xi Jinping frequently puts forward talent-related discourse, where he underlined how the competition of comprehensive national power is ultimately the competition of talents, and should improve the mechanism of talent development and establish a sound system of talent system, etc., and he notes the strong role of talent and the importance of maintaining its resources [6].

Education is an important way to form human capital, while vocational education is an essential part of education. Vocational education is principally about developing skilled human capital [7]. With the swift development of China’s economy and society, the continuous optimization and upgrading of industrial structure has promoted the demand for highly skilled personnel. The recent increase in the number of technology-, knowledge-, and capital-intensive industries has made highly skilled personnel an increasingly important part of the workforce. The demand for talents at this stage mainly rests on the supply of vocational education talents, and vocational education plays a vital role in the long process of economic and social development. In the past few years, the State Council has proposed to accelerate the development of modern vocational education and gradually develop a vocational level education system with Chinese characteristics [8], such as adapting to the needs of industrial development, deepening the integration of industry and education, and coordinating vocational education with general education. The report of the 19th National Congress proposes to accelerate the development of modernization of vocational education, which can not only ease the pressure of employment but also provide more highly skilled personnel [9]. Studying the spatial effects of vocational education talent supply on economic growth based on human capital perspective and the imbalance in the geospatial distribution of human capital caused by many factors such as spatial heterogeneity and the level of economic development is taken into account to provide a theoretical basis for the formulation of policies related to the development of vocational education in China.

Recently, various regions in China are facing transformation and upgrading, and the target of competition is shifting from natural resources and capital to talents. Many first- and second-tier cities, such as Shenzhen, Xi’an, Nanjing, Changsha, and Tianjin, have introduced a number of talent attraction policies as a way to attract the majority of knowledge-based and skilled talent to come. Since 2016, the Shenzhen government has been dramatically relaxing the requirements for settling in the city and granting additional subsidies to college students who come to work in the city. Then, Changsha and Wuhan likewise adopted a policy of liberalizing their household registration and offering housing concessions. At the end of May 2017, the Xi’an Municipal Government issued 23 talent attraction policies, and it plans to invest heavily in attracting 1 million talents over a 5-year period.

Analyzing the major factors affecting the quality and attractiveness of talent training and correctly assessing the impact of the regional economy on the quality and attractiveness of talent training. National and international scholars have evaluated the attractiveness of talent in each region using various statistical methods. In this paper, by combing the existing literature, they study the correlation between the quality of talent training and regional economic development from various dimensions such as economic development environment, living service environment, and science and technology education environment. At this stage, talent has emerged as an important strategic resource for economic development, so we need to have a comprehensive understanding of the needs of regional economic development and the overall status of local development to attract talent. Second, this paper investigates both the number and structure of talents by combining the statistical methods of machine learning algorithms, qualitative, and quantitative and analyzes the role of its quantity on economic development, the degree of its structure, and industrial structure fit. Based on the above analysis, we are looking for a balance factor suitable for regional economic development and talent training quality.

2. Related Works

2.1. Interactive Development of Talent Quality and Regional Economy. Now, China’s talent education shows a good development trend, deep development of human resources, to create a dividend of talent-driven regional economic development, which has made an important contribution to the local economy [10]. Serving regional economic development is one of the missions of local universities, and it is the path of common development for both local universities and regional society to establish a healthy interactive development relationship. In line with the transformation of the national economic structure, industrial structure, and economic development mode, it has become a common social concern how higher education institutions can play a role in participating in regional economic and social development [11]. Thus, many local universities focus their
attention on improving the quality of talent cultivation to enhance the service capacity to the regional economy.

It is not merely the development trend of higher education but also the objective need of social development and the inherent requirement of national strategic development. The location and features of the university are in line with the development of the times and the real needs of social and economic construction and are also formed during the long-term development process of school operation. The rational positioning of the school and the deepening of its characteristics are the prerequisites for the realization of serving the regional economy, and the quality of talent training is the key to serve the regional economic development. In the time of the massification of higher education, the differentiation of social demand requires a clear hierarchy of talent cultivation [12, 13]. Local universities base on the needs of regional economic and social development, clarify the fundamental task of cultivating talents for regional social development, the specification of talent cultivation, and explore the innovation of talent cultivation system and new mode suitable for the positioning of local universities.

In line with the quick development of the country’s economy, higher requirements have been put forward for talent training. To make the professional setting closer to the needs of economic and social development, while actively developing programs to restructure majors and build special majors, local schools should clearly understand that as a distinctive local teaching and research university, they should not merely foster applied innovative talents but also train top innovative talents, cultivate multi-disciplinary cross-composite talents such as engineering and management, and cultivate high-quality engineering and technology talents [14]; not only to fulfill the development needs of industries and enterprises but also to meet the regional economic and social development and the national economic demand for higher education, and even international needs; not only should the overall objectives of knowledge, ability, and quality be required but also provide different development directions according to students’ individual development. Students will not only be able to perform general science and management work but also have the ability to innovate and will even become leaders in the industry. For this, a school should be based on its own advantages and specialties, should elaborate training programs, and provide diversified training of innovative talents [15].

Besides, to further complete the school-enterprise joint training mechanism, it needs to be oriented to the needs of society, with actual engineering as the background and engineering technology as the main line to focus on improving students’ engineering awareness, engineering quality, and engineering practice ability. Make full use of the role of enterprises in the cultivation of engineering talents to promote students’ engineering literacy, cultivate, and create a large number of high-quality engineering and technology talents with strong innovation ability and adapt to the needs of economic and social development focusing on cross-fertilization of disciplines and cultivate compound talents. The present development of society displays a highly diversified trend, which requires the school to produce talents with not only solid professional basic knowledge but also complex talents with broad foundation, interdisciplinary background, and national competitiveness. For this, the university’s overall optimization of multidisciplinary innovative talent cultivation program and construct credit mutual recognition courses, set up a joint training course platform, and build a composite talent training program in accordance with the principle of emphasizing the foundation and cross-discipline.

2.2. Multivariate Statistical Analysis Methods and Their Main Types. The methodology of principal component analysis is the application of mathematical dimensionality reduction methods, whose intention is to replace the old variables with new ones, which are independent of each other, and to allow the user to decide whether or not to transform the distribution statistics [16]. Therefore, principal component analysis is a mode of analysis in which a few uncorrelated variables are replaced by a majority of correlated variables. The key feature of principal component analysis is that it can avoid the influence of set parameters and actual errors to the final statistical analysis results, and the analytic method selects more variables in the process of statistics, which improves the accuracy of the base size of the variables. Also, there are fewer variables in the process of analysis, and fewer variables do not affect each other; a process like this can make the statistical analysis results more consistent with the actual situation [17, 18].

The factor analysis method is an analysis method developed on the basis of principal component analysis, and its main target of study is the degree of connection within the matrix, that is, taking the matrix with the original index data as the basis, studying the internal structure of this matrix, and then searching for independent new factors that have a dominant effect on this structure so as to locate those particular factors that can influence the variables. The purpose of factor analysis is not to find the main factors [19, 20] but to know what these factors stand for. But the principal component analysis method finds the initial loading matrix of the solution of the principal factor that does not satisfy the simple structure principle and the typical variables represented by each factor are not very prominent, thus leading to ambiguity in the meaning of the factors. Therefore, it is not easy to explain economically by factors. For this, it is possible to rotate the factors to obtain satisfactory results [21].

The basic interpretation of cluster analysis is to summarize variables with similar properties by counting the distribution of variables and summarizing them in the analysis process so as to achieve a statistical approach for the purpose of reducing systematic variables. Actually, the cluster analysis method is a way to find a statistic, that is, a statistic that can objectively reflect the degree of close association between variables and classify these variables on that basis [22]. The two commonly used clustering statistics are coefficient of distance and similarity coefficient. However, there are three kinds of cluster analysis methods: systematic clustering method, tuning method, and graph theory method.

Statistical analysis of multivariate data is a branch of mathematical statistics that has emerged with the rapid
development of computers, and its statistical analysis applications have been developed with the help of computers’ superior data processing power, making statistical analysis easier, and allowing for larger volumes of data to be processed. The great data era has arrived, and multivariate statistical analysis methods have been applied to various areas of economic development. Statistical analysis of multi-variable data is focused on the theoretical and methodological application of the principles of mathematical and statistical methods, which leads to the study of multivariable problems, and it can simplify the complex Gini indicators and give a clearer picture of the meaning behind the economic indicators, which is also the most important utility of multivariate statistical analysis. Multivariate statistical analysis methods allow for variation and model construction without compromising existing information, which makes complex data simple.

3. Methodology

Figure 1 gives the schematic framework of the talent training quality and economic correlation analysis model based on the machine learning algorithm constructed in this paper. The three major modules include data pre-processing, machine learning model building and training, and correlation analysis.

3.1. Data Pre-Processing. The quality of data determines the accuracy of data digging outcomes to a large extent. Thus, data pre-processing techniques play a pivotal role in the data mining process [23]. In fact, a wide range of raw data sources, with missing value anomalies, noisy data, and inconsistent data, and these data can heavily compromise the quality and execution efficiency of data mining results, and may even lead to biased experimental results. Therefore, pre-processing operations such as cleaning, integration, transformation, and statute should be performed on the data before data mining to provide a reliable and standard dataset for later data analysis and mining.

3.1.1. Data Cleaning. Data cleansing is the elimination of inaccurate, incomplete, inconsistent, and outlier data from a vast amount of raw data. Data cleaning is the most basic and time-consuming task in data pre-processing [24]. Generally speaking, the treatment of missing values primarily includes no treatment (the missing value has no effect on the data analysis), deletion (considering the amount of data with missing values), and data interpolation (the missing data is reasonably filled in). The most used operation for missing data completion in practical applications, and the common missing value completions are manual fill, average fill, and special value fill. Inconsistencies and outliers generally occur because the original data are stored in multiple databases or because of inconsistent data naming rules, and eliminate data inconsistencies by naming and specifying data consistently, which is also a prerequisite for data integration. The processing of outliers is generally handled legally using a delete or mean correction operation.

3.1.2. Data Integration. To make data mining results more accurate and effective, we can integrate and summarize data from different data sources by using data from multiple data sources [25]. Due to the differences in data storage methods and data types, attention should be paid to the naming and formatting of each data source during the integration process, and attribute redundancy issues and entity identification issues should be fully considered.

3.1.3. Data Transformation. Data conversion is mainly the normalization of data to form a data format that conforms to data mining methods, and the normative processed data are a fundamental task in the data mining process. Different source data often have various magnitudes and values, and the large variation of data objects can affect the data mining results to a large extent. Therefore, normalizing the data and scaling the attribute data to the scale to distribute its values in a specific area to facilitate data analysis of data objects. Commonly used data transformation methods contain min–max normalization and zero-mean normalization [26].

Min–max normalization [27]: the given data attributes are transformed to map them in the interval $[0, 1]$. Min–max normalization keeps the original relationships of data attributes of data objects and removes the problem of large
differences in data levels and data ranges of data objects, as shown in equation (1).

\[ v_{\text{data}} = \frac{v - \min}{\max - \min}, \quad (1) \]

where \( v_{\text{data}} \) indicates the data value of the data object after the \( \min - \max \) normalization process. \( v \) indicates the initial value of the data object; \( \max \) and \( \min \) denote the maximum and minimum values of the data object, respectively.

Zero-mean specification [28]: let the mean and variance of attribute \( A \) be \( \bar{A} \) and \( \sigma \), respectively, change the value of attribute \( A \) to 0 mean and 1 deviation by data transformation, the calculation is shown in equation (2).

\[ v_{\text{data}'} = \frac{v - \bar{A}}{\sigma}. \quad (2) \]

Data discretization is the division of continuous data into small segments and puts these data in a discretized interval. Frequently used data discretization includes equal-width discretization, equal-frequency, and clustering discretization; the equal-width discretization is the division of data attribute values into intervals of the same width; frequency discretization is the placement of the same amount of data in each interval; and clumping discretization is performed by clustering the algorithm to obtain \( k \) clusters, and then labeling the classification values of each cluster.

3.1.4. Data Statute. In practical applications, the data being analyzed are often characterized by a large volume of data and voluminous data sets comprise redundant data that is not relevant to data mining, which makes data analysis and mining time-consuming. Thus, the data size is reduced by relevant means before data analysis and mining, and the data attributes after data statute still maintains almost the integrity of the original data, and the volume of data is relatively small, so that the performance and efficiency of analysis mining on the statute dataset is greatly improved and produces almost identical analysis results. The data statute mainly includes the attribute statute and the record statute.

3.2. Machine Learning Algorithm-Based Talent Training Quality and Economic Relevance Analysis Model

3.2.1. Text Mining Principle. From a technical point of view, text mining is a multifaceted research area involving meaning mining, information retrieval, keyword processing, multi-field screening, and many other elements. Text mining is an efficient mining tool that is both effective in extracting the deeper meanings and accurate in processing the effective parts of them. The text agglomerations in the application of text clustering technology mainly refer to the unified data objects that are judged and divided into multiple categories, which allows for a high degree of similarity in meaning between keywords while different data have opposite meanings. The categorization process is first of all a text feature extraction process. On this basis, text objects with similar keywords are divided into the same groups, and a clustering model is rebuilt according to the groups in turn; the analysis of the clusters is implemented using software description methods based on all the algorithms describing the clusters. The above process is shown in Figure 2.

3.2.2. Text Classification Representation. Based on the principle of text mining technology, a support vector machine (SVM) is selected as the text clustering model construction method. The SVM model expresses the similarity degree of words in terms of spatial similarity. Using the vector calculation method of space to classify texts, the degree of similarity between texts can be calculated using spatial vectors. Calculating the cosine distance is a classical method for analyzing text similarity measures. In the SVM model [29], since the information in each text set must be converted into a variety of multidimensional data that the computer can process, the entire computer’s text set is represented by a space vector function.

For a document set \( D_1 = \{ (T_1, W_1), \ldots, (T_n, W_n) \} \), since \( T_i \) in a document collection is likely to seriously affect the text analysis due to its order and repetitiveness. To make it straightforward to understand, it is assumed that the document \( T_k \) ignores the order of documents and is not duplicated. At this point, the \( n \)-dimensional coordinates can be expressed as \( \{ T_1, T_2, \ldots, T_n \} \), treating the weight \( \{ W_1, W_2, \ldots, W_n \} \) as a corresponding position and coordinate. The flow of SVM construction is shown in Figure 3.

Optimized data streams are commonly used in text mining for clustering analysis, and the necessary operation before performing stream clustering analysis on the text is to use a specific algorithm to perform similarity measures on the text. This paper uses the composite metric. The two correlation vectors in the model library can be represented as a document vector \( \vec{d} = \{ t_1, t_2, \ldots, t_n \} \), \( t_i \) is the feature content of this model library, where \( i = 1, 2, 3, \ldots, n \). The simulation of the similarity between vectors can be expressed as shown in equation (3).

\[ d(d_1, d_2) = \sqrt{(\vec{d}_1 - \vec{d}_2)^2}, \quad (3) \]

where \( \vec{d}_1 \) and \( \vec{d}_2 \) represent the feature vectors of two documents in the model library, respectively, and \( d(d_1, d_2) \) denotes the Euclid distance. The Hermann distance between texts is calculated by equation (4).

\[ d(d_1, d_2) = \left( |\vec{d}_1 - \vec{d}_2|^{1/k} \right)^k, \quad (4) \]
where $k$ denotes the parameter in the Hermann distance, and when this parameter is 2, the Hermann distance and the Euclid distance can be obtained by one calculation. Next, we can use sine similarity to measure the similarity of two texts, the sinusoidal similarity between two vectors, that is, the vectors of correlation between talent training quality and regional economy, $v_i$ and $v_{i+1}$, is calculated as shown in equation (5).

$$\sin \left( \overrightarrow{v_i}, \overrightarrow{v_{i+1}} \right) = \frac{\overrightarrow{v_i} \cdot \overrightarrow{v_{i+1}}}{\|\overrightarrow{v_i}\| \cdot \|\overrightarrow{v_{i+1}}\|}.$$  \hfill (5)

The text similarity in the established data vector space model is measured by the sine similarity of two vectors ranging between 0 and 1. The association between two document vector similarity measures, that is, the quality of talent development and regional economy, can be expressed by equation (6).

$$jac(v_1, v_2) = \frac{x \cap y}{x \cup y},$$  \hfill (6)

where $x \cap y$ is the set of two documents with the same features, and $x \cup y$ is the set of all the contents of the two documents.

4. Experiment

4.1. Experimental Environment and Evaluation Index. The experimental runtime environment uses Intel(R) Core(TM) i7-8750H CPU@ 2.20GHz, the graphics card is NAIDIA GTX 1080Ti 16G RAM, python 3.7, and utilizes the pytorch deep learning framework. The optimizer uses Adam; the initial learning rate is $5 \times 10^{-4}$, the weight decay factor is 0.0005, and the batch size is 32. The model training loss curve is shown in Figure 4. In Figure 4, when the number of model iterations epoch is 12, the loss curves of both the training and test sets tend to be smooth, indicating that the model has converged.

In this paper, considering the sparsity of the data, 60% of the data are selected as training data and 40% as testing data. The SVM model is treated as a base classifier, and the robustness and generalization capabilities of the model are evaluated using various predictors.
4.2. Association Mining Visualization. Taking into account that calculating the dissimilarity based on the same set of features between two vectors yields a rather general result. Thus, it is necessary to optimize the data stream clustering algorithm. The optimization data streaming clustering algorithm refer to the optimization of the input data to output the data that satisfy the conditions, and the visualization of the clustering division is shown in Figure 5. The sequential steps of initial clustering points, initial division, modification of clustering points, and re-division are indicated in the order of top to bottom and left to right. We can see that the weight-balanced mean centroid of each clustered object is calculated to derive the maximum distance between each clustered object and the centroid of and compare them with the corresponding clustered objects according to the minimum distance, and recalculate all the clustering center objects that have changed according to the optimized data. The process of the above two steps is cyclic at a time until the individual clustering centers no longer have any changes when performing the calculation. This yields a cluster of $k$ individuals that satisfy the minimum variance accuracy criterion.

4.3. Analysis of Results. To authenticate the proposed correlation model based on the machine learner statistical model to evaluate and analyze the impact of talent training quality on regional economic development, a single random forest (RF) [30], a GBDT [31], and an Xgboost [32] were constructed in the same experimental setting, respectively. The first modeling is based on a number of factors related to talent development that affect regional economic development. And using historical data for training, we evaluate the prediction ability of the model by predicting the indicators of the regional economy and comparing them with the actual indicators. Comparing the model evaluation metrics accuracy, precision, recall, and $F_1$, the comparison results are shown in Figure 6.

We can see that the prediction model proposed in this paper has a great improvement in all four metrics compared with the single random forest, GBDT, and Xgboost models, and the prediction accuracy is higher. It can also be seen that the classification effect of individual models for regional economic forecasting differs significantly from the real data, and even though the improved version or optimized model improves the final prediction to some extent, the core of the real decision of the model accuracy is the selection of multivariate statistical data features and the fusion of models. The main reason why multivariate statistical models are better than individual models is that multivariate statistical models integrate multiple classification models and they
can adequately consider each algorithm to observe data from different data spaces and structures, and give full play to the advantages of different algorithms. From a model optimal perspective, individual model training runs the risk of falling into local minima, which may give rise to poor model generalization performance, the power fusion of multiple base learners can effectively reduce the probability of falling into local minima.

Figure 7 gives the time overhead of the model in this paper and all the comparison models, and we can see that the overall advantage of our model is obvious with better real-time performance, both in the training and testing phases. Especially, the training time overhead of the model in this paper is 11.2 s and the testing time overhead is 6.1 s. The time overhead of training falls by 3 s compared to the best-performing GBDT model among all comparison models.

4.4. Ablation Studies. To further verify the effect of different settings of the distance metric function on the overall performance of the model, we use the Euclid distance, edit distance (Ed), and cosine similarity (Cos) measures for clustering samples for clustering simulation, respectively, and the initial parameters of the algorithm remain the same, and the impact curves of different distance metric functions on the prediction performance are shown in Figure 8. We can see from that the obvious advantage of using Euclid over Cos and Ed. The dominant cause is the simplicity of the Euclid computation, where the distance metric is implemented for clustering and similarity features only by calculating the
length of the line segment between two points. And cosine similarity does not consider the magnitude of the vectors but only their direction. Moreover, the structure is relatively complex and the time overhead is high for high-dimensional data. The two-editor distance, Ed, is usually used in the calculation of character similarity and needs to be normalized before calculation.

To check the effectiveness of various features for the overall performance, the combination of different features is, respectively, predicted, and the results are shown in Figure 9.

Here, in all, we considered the characteristics of education (A), degree of industrial development (B), culture (C), attraction policy (D), talent policy (E), economic environment (F), and government service concept and level of government (G). We can see from Figure 9 that the prediction model accuracy tends to increase as the number of features increases and the prediction accuracy is relatively high, especially when characteristics related to educational policies and cultural climate are taken into account.

5. Conclusion

Serving regional economic development is one of the missions of local universities. It is the only way for local universities and regional society to create a benign interactive development relationship for their common development. This paper establishes a multivariate statistical analysis model of the correlation between talent training quality and regional economic development with the assistance of machine learning algorithms, and it also introduces how universities base on regional economic development and incorporate the upgrading of the ability to serve regional economic development with talent training mode, which explores an excellent path of innovation in strengthening the service of regional economy and improving the quality of talent training in terms of diversified talent training mode innovation, strengthening practical teaching, and the combination of industry-university-research.

Data Availability

The datasets used during the current study are available from the corresponding author upon reasonable request.

Conflicts of Interest

The authors declared that they have no conflicts of interest regarding this work.

Acknowledgments

The research is supported by the Education Department of Hainan Province (project number: Hnjg2022-51), and the Hainan Provincial Natural Science Foundation of China (project number: 722QN307).

References

[1] R. Wang and J. Tan, “Exploring the coupling and forecasting of financial development, technological innovation, and economic growth,” Technological Forecasting and Social Change, vol. 163, no. 2, pp. 66–72, 2021.
[2] J. Fu, C. Zang, and J. Zhang, “Economic and resource and environmental carrying capacity trade-off analysis in the Haihe River basin in China,” Journal of Cleaner Production, vol. 270, no. 1, pp. 122–127, 2020.
[3] Y. Xu and A. Li, “The relationship between innovative human capital and interprovincial economic growth based on panel data model and spatial econometrics,” Journal of Computational and Applied Mathematics, vol. 365, no. 6, pp. 112–138, 2020.
[4] B. Doğan, O. M. Driha, D. Balsalobre Lorente, and U. Shahzad, “The mitigating effects of economic complexity and renewable energy on carbon emissions in developed countries,” Sustainable Development, vol. 29, no. 1, pp. 1–12, 2021.
[5] D. Awunyo-Vitor and R. A. Sackey, “Agricultural sector foreign direct investment and economic growth in Ghana,” Journal of Innovation and Entrepreneurship, vol. 7, no. 1, pp. 1–15, 2018.
[6] N. A. Pambudi and B. Harjanto, “Vocational education in Indonesia: history, development, opportunities, and challenges,” Children and Youth Services Review, vol. 115, no. 3, pp. 10–26, 2020.
[7] H. O. Musibau, A. H. Yusuf, and K. L. Gold, “Endogenous specification of foreign capital inflows, human capital development and economic growth: a study of pool mean group,” International Journal of Social Economics, vol. 13, no. 2, pp. 105–116, 2019.
[8] S. Wang, X. Lin, H. Xiao, N. Bu, and Y. Li, “Empirical study on human capital, economic growth and sustainable development: taking Shandong province as an example,” Sustainability, vol. 14, no. 12, pp. 72–86, 2022.
[9] O. Oliinyk, Y. Bilan, H. Mishchuk, O. Akimov, and L. Vasa, “The impact of migration of highly skilled workers on the
country’s competitiveness and economic growth,” Montenegro Journal of Economics, vol. 13, no. 2, pp. 109–131, 2021.

[10] L. Liang, Z. B. Wang, D. Luo, Y. Wei, and J. Sun, “Synergy effects and its influencing factors of China’s high technological innovation and regional economy,” PLoS One, vol. 15, no. 5, article e0231335, 2020.

[11] Y. Lin, Y. Li, and Z. Ma, “Exploring the interactive development between population urbanization and land urbanization: evidence from Chongqing, China (1998–2016),” Sustainability, vol. 10, no. 6, pp. 1741–1752, 2018.

[12] S. Q. Cabell, T. A. Zucker, J. DeCoster, C. Melo, L. Forston, and B. Hamre, “Prekindergarten interactive book reading quality and children’s language and literacy development: classroom organization as a moderator,” Early Education and Development, vol. 30, no. 1, pp. 1–18, 2019.

[13] D. Roopa, R. Prabha, and G. A. Senthil, “Revolutionizing education system with interactive augmented reality for quality education,” Materials Today: Proceedings, vol. 46, no. 2, pp. 3860–3863, 2021.

[14] X. Lei, T. Shanshan, and Z. Ximing, “A research on innovation-driven effect of two-way FDI interactive development in the manufacturing industry,” Science Research Management, vol. 41, no. 2, pp. 26–33, 2020.

[15] E. M. Akishina, “Developing potential of the interactive project game in the process of improving the quality of basic and additional education,” Revista Espacios, vol. 39, no. 21, pp. 16–40, 2018.

[16] Z. Akhter, J. Saran, K. Verma, and N. Pushkarna, “Moments of order statistics from length-biased exponential distribution and associated inference,” Annals of Data Science, vol. 16, no. 3, pp. 1–26, 2020.

[17] I. V. Rodionov, “Discrimination of close hypotheses about the distribution tails using higher order statistics,” Theory of Probability & Its Applications, vol. 63, no. 3, pp. 364–380, 2019.

[18] M. A. Abd Elgawad, M. A. Alawady, H. M. Barakat, and S. Xiong, “Concomitants of generalized order statistics from Huang–Kotz Farlie–Gumbel–Morgenstern bivariate distribution: some information measures,” Bulletin of the Malaysian Mathematical Sciences Society, vol. 43, no. 3, pp. 2627–2645, 2020.

[19] N. A. Nechval, G. Berzins, K. N. Nechval, and J. Krasts, “A new technique of intelligent constructing unbiased prediction limits on future order statistics coming from an inverse Gaussian distribution under parametric uncertainty,” Automatic Control and Computer Sciences, vol. 53, no. 3, pp. 223–235, 2019.

[20] N. Gupta and Z. Anwar, “Relations for single and product moments of odds generalized exponential-Pareto distribution based on generalized order statistics and its characterization,” Statistics, Optimization & Information Computing, vol. 7, no. 1, pp. 160–170, 2019.

[21] A. Pisciotta, A. K. Tiwari, and M. De Maio, “An integrated multivariate statistical analysis and hydrogeochemical approaches to identify the major factors governing the chemistry of water resources in a mountain region of northwest Italy,” Carbonates and Evaporites, vol. 34, no. 3, pp. 955–973, 2019.

[22] W. Chen, J. Zeng, X. Xu, S. Luo, and C. Gao, “Structured sparsity modeling for improved multivariate statistical analysis based fault isolation,” Journal of Process Control, vol. 98, no. 6, pp. 66–78, 2021.

[23] C. Fan, M. Chen, X. Wang, J. Wang, and B. Huang, “A review on data preprocessing techniques toward efficient and reliable knowledge discovery from building operational data,” Frontiers in Energy Research, vol. 9, no. 2, pp. 37–52, 2021.

[24] Z. Wang, L. Wang, and C. Huang, “A fast abnormal data cleaning algorithm for performance evaluation of wind turbine,” IEEE Transactions on Instrumentation and Measurement, vol. 70, no. 5, pp. 1–12, 2020.

[25] P. Mishra, J. M. Roger, D. Jouan-Rimbaud-Bouresse et al., “Recent trends in multi-block data analysis in chemometrics for multi-source data integration,” TrAC Trends in Analytical Chemistry, vol. 137, no. 7, pp. 116–131, 2021.

[26] X. Wang, Y. Jin, M. Long, J.-M. Wang, and M. I. Jordan, “Transferable normalization: towards improving transferability of deep neural networks,” Advances in Neural Information Processing Systems, vol. 32, no. 1, pp. 106–118, 2019.

[27] S. Georganos, M. Lennert, T. Grippa, S. Vanhuyse, B. Johnson, and E. Wolff, “Normalization in unsupervised segmentation parameter optimization: a solution based on local regression trend analysis,” Remote Sensing, vol. 10, no. 2, pp. 22–36, 2018.

[28] M. J. Keefe, M. A. R. Ferreira, and C. T. Franck, “On the formal specification of sum-zero constrained intrinsic conditional autoregressive models,” Spatial statistics, vol. 24, no. 2, pp. 54–65, 2018.

[29] E. Meng, S. Huang, Q. Huang, W. Fang, L. Wu, and L. Wang, “A robust method for non-stationary streamflow prediction based on improved EMD-SVM model,” Journal of Hydrology, vol. 568, no. 8, pp. 462–478, 2019.

[30] J. L. Speiser, M. E. Miller, J. Tooze, and E. Ip, “A comparison of random forest variable selection methods for classification prediction modeling,” Expert Systems with Applications, vol. 134, no. 1, pp. 93–101, 2019.

[31] Y. Sun, Z. Li, X. Li, and J. Zhang, “Classifier selection and ensemble model for multi-class imbalance learning in education grants prediction,” Applied Artificial Intelligence, vol. 35, no. 4, pp. 290–303, 2021.

[32] A. Asselman, M. Khalidi, and S. Aammou, “Enhancing the prediction of student performance based on the machine learning XGBoost algorithm,” Interactive Learning Environments, vol. 11, no. 3, pp. 1–20, 2021.