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Abstract We consider a system of semilinear parabolic variational inequalities with time-dependent convex obstacles. We prove the existence and uniqueness of its solution. We also provide a stochastic representation of the solution and show that it can be approximated by the penalization method. Our proofs are based upon probabilistic methods from the theory of Markov processes and the theory of backward stochastic differential equations.
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1 Introduction

Let $E$ be a bounded domain in $\mathbb{R}^d$, $E_T = [0, T] \times E$ and let $D = \{D(t, x), (t, x) \in E_T\}$ be a family of uniformly bounded closed convex sets in $\mathbb{R}^m$ with nonempty interiors. In
the paper we study the problem, which roughly speaking can be stated as follows: for
measurable function \( \varphi : E \to \mathbb{R}^m \) such that \( \varphi(x) \in D(T, x), x \in E \), and measurable
\( f : E_T \times \mathbb{R}^m \times \mathbb{R}^{m \times d} \to \mathbb{R}^m \) find \( u = (u^1, \ldots, u^m) : E_T \to \mathbb{R}^m \) such that
\[
u(t, x) \in D(t, x) \quad \text{for} \quad (t, x) \in E_T, \quad u(T) = \varphi, \quad u(t, \cdot)_{|\partial E} = 0, \quad t \in (0, T)
\]
and
\[
\int_0^T \left( \frac{\partial u}{\partial t} + L_t u + f_u, v - u \right)_H \, dt \geq 0 \quad (1.2)
\]
for every \( v = (v^1, \ldots, v^m) \) such that \( v^i \in L^2(0, T; H^1_0(E)), i = 1, \ldots, m \), and
\( v(t, x) \in D(t, x) \) for \( (t, x) \in E_T \). In (1.2), \((\cdot, \cdot)_H\) is the usual inner product in
\( H = [L^2(E)]^m \),
\[
f_u(t, x) = f(t, x, u(t, x), \sigma \nabla u^1(t, x), \ldots, \sigma \nabla u^m(t, x)), \quad (t, x) \in E_T \quad (1.3)
\]
and
\[
L_t = \frac{1}{2} \sum_{i, j=1}^d \frac{\partial}{\partial x_j} \left( a_{ij}(t, x) \frac{\partial}{\partial x_i} \right),
\]
where \( a : E_T \to \mathbb{R}^d \otimes \mathbb{R}^d \) is a measurable symmetric matrix-valued function such that for some \( \Lambda \geq 1 \),
\[
\Lambda^{-1} |y|^2 \leq \sum_{i, j=1}^d a_{ij}(t, x) y_i y_j \leq \Lambda |y|^2, \quad y \in \mathbb{R}^d \quad (1.4)
\]
for a.e. \((t, x) \in E_T \). By putting \( a(t, x) = a(0, x) \) for \( t \notin [0, T], x \in E \) we can
and will assume that \( a \) is defined and satisfies (1.4) in all \( \mathbb{R} \times E \). In (1.3), \( \sigma \) is the
symmetric square root of \( a \).

The main feature of the paper is that we deal with time-dependent obstacles. In case
of single equation, i.e. when \( m = 1 \), problem (1.1), (1.2) is quite well investigated.
For various results on existence, uniqueness and approximation of solutions in case
of \( L^2 \) data and one or two regular obstacles, i.e. when \( D \) has the form \( D(t, x) = \{ y \in \mathbb{R} : h(t, x) \leq y \leq \bar{h}(t, x) \} \) for some regular \( h, \bar{h} : E_T \to \bar{\mathbb{R}} \) (possibly \( h \equiv -\infty \) or
\( \bar{h} \equiv +\infty \)) see the monograph [2, Sects. 2.2, 2.18] and more recent papers [4,13,15].
Linear problem of the form (1.1), (1.2) with \( L^2 \) data and one irregular barrier is
investigated in [20,26]. For recent results on semilinear problem see [8] (one merely
measurable obstacle) and [9] (two measurable obstacles satisfying some separation
condition). The problem with two irregular obstacles and \( L^1 \) data is investigated in
[11].
In case of systems of equations the situation is quite different. To our knowledge, in this case only few partial results exist (see [20, Sect. 1.2] for the existence of solutions of weakly coupled systems and Example 9.3 and Theorem 9.2 in [18, Chap. 2] for the special case $0 \in D(t_2, \cdot) \subset D(t_1, \cdot)$ if $0 \leq t_1 \leq t_2$; see also [14] for existence results concerning a different but related problem). The aim of the present paper is to prove quite general results on existence, uniqueness and approximation of solutions of (1.1), (1.2) in case the data are square integrable and $D$ satisfies some mild regularity assumptions. The case of $L^1$ data and irregular obstacles is more difficult but certainly deserves further investigation.

In our opinion one of the main problem one encounters when dealing with systems and time-dependent obstacles lies in the proper choice of the definition of a solution. In fact, this probabilistic representation may serve as an equivalent definition of a solution of (1.1), (1.2) in case the data are square integrable and

$$(c)$$

is meaningful, but also allows us to give a probabilistic representation of solutions. The definition used in the present paper is a natural extension to systems of the definition used in one-dimensional case in [26] and then in [8,9,11]. By a solution of (1.1), (1.2) we mean a pair $(u, \mu)$ consisting of a function $u = (u^1, \ldots, u^m) : E_T \to \mathbb{R}^m$ and vector $\mu = (\mu^1, \ldots, \mu^m)$ of signed Borel measures on $E_T$ satisfying the following three conditions:

(a) $u^i$ are quasi-continuous (with respect to the parabolic capacity determined by $L_t$) functions of class $C([0, T]; H) \cap L^2(0, T; H^1_0(E))$ and $\mu^i$ are smooth (with respect to the same capacity) measures of finite variation,

(b) $u$ is a weak solution of the problem

$$\frac{\partial u}{\partial t} + L_t u = -f_u - \mu, \quad u(T, \cdot) = \varphi, \quad u(t, \cdot) |_{\partial E} = 0, \quad t \in (0, T),$$

such that $u(t, x) \in D(t, x)$ for quasi-every (q.e. for short) $(t, x) \in (0, T] \times E$,

(c) for every quasi-continuous function $h = (h^1, \ldots, h^m)$ such that $h(t, x) \in D(t, x)$ for q.e $(t, x) \in (0, T] \times E$,

$$\sum_{i=1}^m \int_t^T \int_E (u^i - h^i) \, d\mu^i \leq 0, \quad t \in (0, T).$$

In the above definition $\mu$ may be called the “obstacle reaction measure”. It may be interpreted as the energy we have to add to the system to keep the solution inside $D$. Condition (c) is some kind of minimality condition imposed on $\mu$. In case $m = 1$ it reduces to the usual minimality condition saying that $\mu = \mu^+ - \mu^-$, where $\mu^+$ (resp. $\mu^-$) is a positive measure acting only when $u$ is equal to the lower obstacle $\underline{h}$ (resp. upper obstacle $\overline{h}$). Also remark that an important requirement in our definition is that $u$ is quasi-continuous and $\mu$ is smooth. It not only ensures that the integral in (c) is meaningful, but also allows us to give a probabilistic representation of solutions. In fact, this probabilistic representation may serve as an equivalent definition of a solution of (1.1), (1.2).

As in classical monographs [2,5,17,18], and papers [14,15,20], in the present paper we work in $L^2$ setting. We assume that $\varphi \in [L^2(E)]^m$, $f(\cdot, \cdot, 0, 0) \in L^2(0, T; [L^2(E)]^m)$ and $f(t, x, \cdot, \cdot)$ is Lipschitz continuous for $(t, x) \in E_T$. An
important, model example of operator \( L_t \) satisfying (1.4) is the Laplace operator. But as in [17, 18, 20], to cover classic examples, like temperature control in domains with discontinuous coefficient of thermal conductivity (see [17, Chap. 1, §3.4], [5, Chap. I, §3.3, 4.4]), in the paper we consider divergence form operator with possibly discontinuous coefficient of thermal conductivity (see [17, Chap. 1, §3.4], [5, 123]) and the one dimensional case (see [9]). Nevertheless, it is satisfied in many interesting situations.

As in [8, 9, 11], to prove our result we use probabilistic methods. In particular, we rely heavily on the results of our earlier paper [12] devoted to reflected backward stochastic differential equations with time-dependent obstacles and in proofs we use the methods of the theory of Markov processes and probabilistic potential theory. Also note that the first results on multidimensional reflected backward stochastic differential equations were proved in [7] in case \( D \) is a fixed convex domain. The results of [7] were generalized in [25] to equations with Wiener–Poisson filtration. For related results with some time-depending domains see the recent paper [22].

2 Preliminaries

For \( x \in \mathbb{R}^m \), \( z \in \mathbb{R}^{m \times d} \) we set \( |x|^2 = \sum_{i=1}^m |x_i|^2 \), \( \|z\|^2 = \text{trace}(z^*z) \). By \( \langle \cdot, \cdot \rangle \) we denote the usual scalar product in \( \mathbb{R}^m \). Given a Hilbert space \( \mathcal{H} \) we denote by \( [\mathcal{H}]^m \) its product equipped with the usual inner product \( \langle u, v \rangle_{[\mathcal{H}]^m} = \sum_{i=1}^m \langle u^i, v^i \rangle_{\mathcal{H}} \) and norm \( \|u\|_{[\mathcal{H}]^m} = ((u, u)_{[\mathcal{H}]^m})^{1/2} \). We will identify the space \( [L^2(0, T; \mathcal{H})]^m \) with \( L^2(0, T; [\mathcal{H}]^m) \).

Throughout the paper, \( E \) is a nonempty bounded connected open subset of \( \mathbb{R}^d \). \( \bar{E} \) is the closure of \( E \) in \( \mathbb{R}^d \), \( E^1 = \mathbb{R} \times E \), \( E_T = [0, T] \times E \), \( E_{0,T} = (0, T] \times E \). We set \( H = [L^2(E)]^m \), \( V = [H_0^1(E)]^m \), \( V' = [H^{-1}(E)]^m \), where \( H^{-1}(E) \) is the dual of the Sobolev space \( H_0^1(E) \). For \( u \in V \) we set \( \|\nabla u\|_H^2 = \sum_{k=1}^d \sum_{i=1}^m \| \frac{\partial u_i}{\partial x_k} \|_{L^2(E)}^2 \).

The Lebesgue measure on \( \mathbb{R}^d \) will be denoted by \( m \). By \( m_1 \) we denote the Lebesgue measure on \( E^1 \).
2.1 Convex Sets and Functions

By Conv we denote the space of all bounded closed convex subsets of \( \mathbb{R}^m \) with non-empty interiors endowed with the Hausdorff metric \( \rho \), that is for any \( D, G \in \text{Conv} \) we set

\[
\rho(D, G) = \max \left( \sup_{x \in D} \text{dist}(x, G), \sup_{x \in G} \text{dist}(x, D) \right),
\]

where \( \text{dist}(x, D) = \inf_{y \in D} |x - y| \).

Let \( D \in \text{Conv} \) and let \( N_y \) denote the set of inward normal unit vectors at \( y \in \partial D \).

It is well known (see, e.g., [19]) that \( n \in N_y \) if and only if \( \langle y - x, n \rangle \leq 0 \) for every \( x \in D \). If moreover \( a \in \text{Int} D \) then for every \( n \in N_y \),

\[
\langle y - a, n \rangle \leq -\text{dist}(a, \partial D). \tag{2.1}
\]

If \( \text{dist}(x, D) > 0 \) then there exists a unique \( y = \Pi_D(x) \in \partial D \) such that \( |y - x| = \text{dist}(x, D) \). One can observe that \( (y - x)/|y - x| \in N_y \). Moreover (see [19]), for every \( a \in \text{Int} D \),

\[
\langle x - a, y - x \rangle \leq -\text{dist}(a, \partial D)|y - x|. \tag{2.2}
\]

Also note that for any nonempty bounded closed convex sets \( D, G \subset \mathbb{R}^m \) and any \( x, y \in \mathbb{R}^m \),

\[
|\Pi_D(x) - \Pi_G(y)|^2 \leq |x - y|^2 + 2[\text{dist}(x, D) + \text{dist}(y, G)]\rho(D, G) \tag{2.3}
\]

(see [21, Chap. 0, Proposition 4.7]).

2.2 Time-Dependent Dirichlet Forms

Let \( A = \{a(t; \cdot, \cdot), t \in \mathbb{R}\} \) be the family of bilinear forms on \( H^1_0(E) \times H^{-1}_0(E) \) defined as

\[
a(t; \varphi, \psi) = \frac{1}{2} \sum_{i,j=1}^d \int_E a_{ij}(t, x) \frac{\partial \varphi}{\partial x_i} \frac{\partial \psi}{\partial x_j} dx.
\]

and let \( \mathcal{V} = L^2(\mathbb{R}; H^1_0(E)), \mathcal{V}' = L^2(\mathbb{R}; H^{-1}_0(E)) \), \( \mathcal{W} = \{u \in \mathcal{V} : \frac{\partial u}{\partial t} \in \mathcal{V}'\} \).

We equip \( \mathcal{W} \) with the usual norm \( \|u\|_{\mathcal{W}} = \|u\|_{\mathcal{V}} + \|\frac{\partial u}{\partial t}\|_{\mathcal{V}'} \).

By \( \mathcal{E} \) we denote the time-dependent form determined by \( A \), i.e.

\[
\mathcal{E}(u, v) = \begin{cases} 
\langle -\frac{\partial u}{\partial t}, v \rangle + \int_\mathbb{R} a(t; u(t), v(t)), & u \in \mathcal{W}, v \in \mathcal{V}, \\
\langle \frac{\partial v}{\partial t}, u \rangle + \int_\mathbb{R} a(t; u(t), v(t)), & u \in \mathcal{V}, v \in \mathcal{W},
\end{cases} \tag{2.4}
\]

where \( \langle \cdot, \cdot \rangle \) is the duality pairing between \( \mathcal{V}' \) and \( \mathcal{V} \).
For $T > 0$ we set $\mathcal{H}_{0,T} = L^2(0, T; L^2(E; m))$, $\mathcal{V}_{0,T} = L^2(0, T; H^1_0(E))$, $\mathcal{V}'_{0,T} = L^2(0, T; H^{-1}(E))$, $\mathcal{W}_{0,T} = \{u \in \mathcal{V}_{0,T} : \frac{\partial u}{\partial t} \in \mathcal{V}'_{0,T}\}$ and $\mathcal{W}_0 = \{u \in \mathcal{W}_{0,T} : u(0) = 0\}$, $\mathcal{W}_T = \{u \in \mathcal{V}_{0,T} : u(T) = 0\}$. By $\mathcal{E}^{0,T}$ we denote the time-dependent form defined as

$$\mathcal{E}^{0,T}(u, v) = \left\{ \begin{array}{ll}
\left\langle \frac{\partial u}{\partial t}, v \right\rangle + \int_0^T a(t; u(t), v(t)), & u \in \mathcal{W}_T, v \in \mathcal{V}_{0,T}, \\
\left\langle \frac{\partial u}{\partial t}, u \right\rangle + \int_0^T a(t; u(t), u(t)), & u \in \mathcal{V}_{0,T}, v \in \mathcal{W}_0,
\end{array} \right.$$ 

where now $\langle \cdot, \cdot \rangle$ denote the duality pairing between $\mathcal{V}'_{0,T}$ and $\mathcal{V}_{0,T}$. Note that the forms $\mathcal{E}$, $\mathcal{E}^{0,T}$ can be identified with some generalized Dirichlet form (see [28, Example I.4.9.(i)]).

By Propositions I.3.4 and I.3.6 in [28] the form $\mathcal{E}^{0,T}$ determines uniquely a strongly continuous resolvents $(G^{0,T}_\alpha)_{\alpha > 0}$ on $\mathcal{H}_{0,T}$ such that $(G^{0,T}_\alpha)_{\alpha > 0}$, $(\hat{G}^{0,T}_\alpha)_{\alpha > 0}$ are sub-Markov, $G^{0,T}_\alpha(\mathcal{H}_{0,T}) \subset \mathcal{W}_T$, $\hat{G}^{0,T}_\alpha(\mathcal{H}_{0,T}) \subset \mathcal{W}_0$, and

$$\mathcal{E}^{0,T}_\alpha(G^{0,T}_\alpha \eta, u) = (u, \eta)_{\mathcal{H}_{0,T}}, \quad \mathcal{E}^{0,T}_\alpha(u, \hat{G}^{0,T}_\alpha \eta) = (u, \eta)_{\mathcal{H}_{0,T}}$$ 

for $u \in \mathcal{V}_{0,T}$, $\eta \in \mathcal{H}_{0,T}$, where $\mathcal{E}^{0,T}_\alpha(u, v) = \mathcal{E}^{0,T}(u, v) + \alpha(u, v)_{\mathcal{H}_{0,T}}$ and $(\cdot, \cdot)_{\mathcal{H}_{0,T}}$ denotes the usual inner product in $\mathcal{H}_{0,T}$.

In the paper by cap we denote the parabolic capacity determined by the form $\mathcal{E}$ (for the construction and properties of cap see [23, Sect. 4] or [24, Sect. 6.2]). We will say that some property is satisfied quasi-everywhere (q.e. for short) if it is satisfied except for some Borel subset of $E^1$ of capacity cap zero. Using cap we define quasi-continuity as in [23]. By [23, Theorem 4.1] each function $u \in \mathcal{W}$ has a quasi-continuous $m_1$-version, which we will denote by $\tilde{u}$.

Let $\mu$ be a Borel signed measure on $E^1$. In what follows $|\mu|$ stands for the total variation of $\mu$. By $\mathcal{M}_{0,b}(E^1)$ we denote the set of all Borel measures on $E^1$ such that $|\mu|$ does not charge sets of zero capacity cap and $|\mu|(E^1) < \infty$. By $\mathcal{M}_{0,b}(E_{0,T})$ we denote the subset of $\mathcal{M}_{0,b}(E^1)$ consisting of all measures with support in $E_{0,T}$.

### 2.3 Markov Processes

By general results from the theory of Markov process (see, e.g., [24, Theorems 6.3.1, 6.3.10]) there exists a continuous Hunt process $\mathbf{M} = (\Omega, (\mathcal{F}_t)_{t \geq 0}, (X_t)_{t \geq 0}, \zeta, (P_z)_{z \in E^1 \cup \Delta})$ with state space $E^1$, life time $\zeta$ and cemetery state $\Delta$ properly associated with $\mathcal{E}$ in the resolvent sense. By [23, Theorem 5.1],

$$X_t = (\tau(t), X_{\tau(t)}), \quad t \geq 0,$$

where $\tau(t)$ is the uniform motion to the right, i.e. $\tau(t) = t$, $\tau(0) = s$, $P_z$-a.s. for $z = (s, x)$. For an alternative construction of $\mathbf{M}$, for which the starting point is the fundamental solution for the operator $\frac{\partial}{\partial t} + L$, see [11, Sect. 2]. It is also known (this follows for instance from the construction of $\mathbf{M}$ given in [11]) that $X = \{(X, P_{s,x}) :$
(s, x) ∈ \( \mathbb{R}_+ \times E \)), where \( X \) is the second component of \( X \), is a continuous time-inhomogeneous Markov process whose transition density \( p_E \) is the Green function for \( \frac{\partial}{\partial t} + L_t \) on \([0, T) \times E\) (for construction and properties of Green’s function see [1]).

Let \( \mu, \nu \) be Borel measures on \( E^1 \) and \( E \), respectively. In what follows we write \( P_\mu(\cdot) = \int_{E^1} P_{s,x}(\cdot) \, d\mu(s, x) \), \( P_{s,\cdot}(\cdot) = \int_{E^1} P_{x,s}(\cdot) \, \nu(dx) \). By \( E_\mu \) (resp. \( E_{s,\nu} \)) we denote the expectation with respect to \( P_\mu \) (resp. \( P_{s,\nu} \)).

Note that if \( u \) is quasi-continuous then it is \( M \)-quasi-continuous, i.e. for q.e. \( (s, x) \in E^1 \), \( P_{s,x}([0, \infty) \ni t \mapsto u(X_t) \) is continuous)=1 (see, e.g., [23, p. 298]).

Set \( \sigma_B = \inf \{ t > 0, X_t \in B \} \). It is known (see remarks following [23, (5.2)]) that for a Borel set \( B \subseteq E^1 \), \( \text{cap}(B) = 0 \) if and only if \( B \) is \( M \)-exceptional, i.e.

\[
P_{m_1}(\sigma_B < \infty) = \int_{\mathbb{R}} P_{s,m}(\exists t > 0 : X_t \in B) \, ds = 0. \tag{2.6}
\]

**Remark 2.1** (i) From (2.6) and the fact that \( p_E(s, x, t, \cdot) \) is strictly positive on \( E \) it follows that \( \text{cap}((s) \times \Gamma) > 0 \) for any \( s \in (0, T) \) and Borel set \( \Gamma \subseteq E \) such that \( m(\Gamma) > 0 \). Hence, if some property holds for q.e. \((s, x) \in (0, T) \times E \) then it holds for \( m \)-a.e. \( x \in E \) for every \( s \in (0, T) \).

(ii) If \( P_{m_1}(\sigma_B < \infty) = 0 \) then in fact \( P_{s,\cdot}(\sigma_B < \infty) = 0 \) for q.e. \((s, x) \in E^1 \). This follows from the fact that the function \((s, x) \mapsto P_{s,\cdot}(\sigma_B < \infty) \) is excessive (see remark at the end of [23, p. 294]).

Let \( A \) be a positive continuous additive functional of \( M \) and let \( \mu \in \mathcal{M}_{0,b}(E_{0,T}) \) be a positive measure. We will say that \( A \) corresponds to \( \mu \) (or \( \mu \) corresponds to \( A \)) if for q.e. \((s, x) \in (0, T) \times E \),

\[
E_{s,x} \int_0^{\xi_t} f(X_t) \, dA_t = \int_s^T \int_E f(t, y) p_E(s, x, t, y) \, \mu(dt\,dy) \tag{2.7}
\]

for every \( f \in C_c([0, T] \times E) \), where

\[
\xi_t = \xi \wedge (T - \tau(0)).
\]

Since \( p_E(s, x, \cdot, \cdot) \) is strictly positive on \((s, T] \times E \), if \( \mu_1 \) and \( \mu_2 \) correspond to \( A \) then \( \mu_1 = \mu_2 \). It is also known (see, e.g., Proposition (2.12) in [3, Chap. IV]) that if \( \mu \in \mathcal{M}_{0,b}(E_{0,T}) \) corresponds to \( A^1 \) and to \( A^2 \) then \( A^1 \) and \( A^2 \) are equivalent, i.e. for each \( t \in [0, T] \), \( P_{s,\cdot}(A^1_t = A^2_t) = 1 \) for q.e. \((s, x) \in [0, T] \times E \). If \( \mu \in \mathcal{M}_{0,b}(E_{0,T}) \) then we say that \( \mu \) corresponds to \( A \) if \( A = A^+ - A^- \), where \( A^+ \), \( A^- \) are positive continuous additive functionals of \( M \) such that \( A^+ \) corresponds to \( \mu^+ \) and \( A^- \) corresponds to \( \mu^- \) (here \( \mu^+ \) (resp. \( \mu^- \)) is the positive (resp. negative) part of the Jordan decomposition of \( \mu \)). Also note that (2.7) is some sort of the Revuz correspondence.

The following proposition is probably well known, but we do not have a reference.
Proposition 2.2 Let \( \varphi \in H, f \in L^2(0, T; H) \) and let \( \tilde{u} \) be a quasi-continuous version of the solution \( u \in \mathcal{W}^m \) of the Cauchy problem
\[
\frac{\partial u}{\partial t} + L_t u = -f, \quad u(T) = \varphi. \tag{2.8}
\]
Then
\[
\tilde{u}(X_{t \wedge \tau}) - \tilde{u}(X_0) = M^{[u]}_{t \wedge \tau} - \int_0^{t \wedge \tau} f(X_\theta) \, d\theta, \quad t \in [0, T],
\]
where \( M^{[u]} = (M^{[u], 1}, \ldots, M^{[u], m}) \) is a continuous martingale AF of \( M \) with the quadratic variation
\[
[M^{[u], k}]_t = \sum_{i,j=1}^d \int_0^t a_{ij} \frac{\partial u^k}{\partial x_i} \frac{\partial u^k}{\partial x_j} (X_\theta) \, d\theta, \quad t \geq 0, \quad k = 1, \ldots, m. \tag{2.9}
\]
Moreover,
\[
M^{[u], k}_t = \sum_{i=1}^d \int_0^t \frac{\partial u^k}{\partial x_i} (X_\theta) \, dM^i_\theta, \quad t \geq 0,
\tag{2.10}
\]
where \( M = (M^1, \ldots, M^d) \) is a continuous martingale AF of \( M \) with the quadratic covariation
\[
[M^i, M^j]_t = \sum_{i,j=1}^d \int_0^t a_{ij} (X_\theta) \, d\theta, \quad t \geq 0, \quad k = 1, \ldots, m. \tag{2.11}
\]

Proof We provide sketch of the proof. Since \( \mathcal{E}^{0,T} \) is a generalized Dirichlet form, it follows from [29, Theorem 4.5] that
\[
\tilde{u}(X_{t \wedge \tau}) - \tilde{u}(X_0) = M^{[u]}_{t \wedge \tau} + N^{[u]}_{t \wedge \tau}, \quad t \in [0, T],
\]
where \( M^{[u]} = (M^{[u], 1}, \ldots, M^{[u], m}) \) is a continuous martingale AF of \( M \) and \( N^{[u]} \) is continuous AF of \( M \) of finite energy. Let \( A_t = \int_0^t f(X_\theta) \, d\theta, t \in [0, T]. \) One can show that for every \( v \in \mathcal{W}_T, \)
\[
\lim_{\alpha \to \infty} \alpha^2 E_{v,m_1} \int_0^{\tau_T} e^{-\alpha t} A_t \, dt = (f, v)_{L^2(0, T; H)}. \tag{2.12}
\]
Since \( u \) satisfies (2.8), we see that the left-hand side of (2.12) equals \( \mathcal{E}^{0,T}(u, v) \). From this and an analogue of [23, Theorem 7.4] for the form \( \mathcal{E}^{0,T} \) it follows that \( N^{[u]}_{t \wedge \tau} = -A_t, \quad t \in [0, T]. \) Modifying slightly the proof of [23, (7.13)] we show (2.9). Finally, to show (2.10), let us denote by \( M^{u,k} \) the process on the right-hand side of (2.10) and consider
a sequence \( \{u_n\} \) of smooth functions such that \( u_n \to u \) in \( \mathcal{W} \). Then by the chain rule (see [29, Theorem 5.5]), \( M^{[u_n], k} = M^{u_n, k} \). It is clear that \( \{M^{u_n, k}\}_n \) is \( e \)-convergent to \( M^{u, k} \). On the other hand, arguing as in the proof of [23, Theorem 7.2]) we show that \( \{M^{[u_n], k}\}_n \) is \( e \)-convergent to \( M^{[u], k} \), which proves (2.10). \( \Box \)

Let \( Y \) be a special \((\mathcal{F}_t), P_z\)-semimartingale on \([0, T]\), i.e. an \((\mathcal{F}_t), P_z\)-semimartingale admitting a (unique) decomposition \( Y_t = Y_0 + M_t + B_t, t \in [0, T] \), with \( M_0 = B_0 = 0, M \) a local \((\mathcal{F}_t), P_z\)-martingale and \( B \) an \((\mathcal{F}_t)\)-predictable finite variation process (see, e.g., [27, Sect. III.7]). Recall that the quadratic variation of \( M \) (see [29, Theorem 5.5]), will assume that \( \varepsilon > 0 \) is a (unique) decomposition \( M = M^{[\varepsilon]} + M^{\varepsilon} \), \( \varepsilon > 0 \) is a local martingale and \( B \) is under \( P \). By \( \mathcal{H}^2(P_z) \) we denote the space of all special \((\mathcal{F}_t), P_z\)-semimartingales on \([0, T]\) with finite \( \mathcal{H}^2(P_z) \) norm.

**Remark 2.3** (i) Let \( z \in E_{0,T} \) and let \( \varphi, f \) satisfy the assumptions of Proposition 2.2. Then \( M^{[u]} \) of Proposition 2.2 is a martingale under \( P_z \) (see [29, p. 327]),

\[ E_z[\tilde{\varphi}(X)]^2 = [\tilde{\varphi}(z)]^2 < \infty, E_z[M^{[u],k}]. \]

Recall that the quadratic variation of \( M \) is defined to be \( ||Y||_{\mathcal{H}^2(P_z)} = (E_z[Y_0]^2)^{1/2} + (E_z[M].T)^{1/2} + (E_z[B].T)^{1/2} \), where \( [M] \) is the quadratic variation of \( M \) and \( |B|_T \) is the variation of \( B \) on the interval \([0, T]\). By \( \mathcal{H}^2(P_z) \) we denote the space of all special \((\mathcal{F}_t), P_z\)-semimartingales on \([0, T]\) with finite \( \mathcal{H}^2(P_z) \) norm.

(ii) Let \( M = (M^1, \ldots, M^d) \) be the AF of Proposition 2.2. Then \( M \) is a martingale under \( P_z \) for q.e. \( z \in E_{0,T} \) (see [24, Sect. 5.1.2]). Set

\[ B^i_j = \sum_{j=1}^d \int_0^t \sigma_{ij}^{-1}(X_\theta) dM^j_\theta, \quad t \geq 0, \quad i = 1, \ldots, d, \quad (2.13) \]

where \( \sigma^{-1} \) is the inverse matrix of \( \sigma \). By Lévy’s theorem and (2.11), for q.e. \( z \in E_{0,T} \) the process \( B = (B^1, \ldots, B^d) \) is under \( P_z \) a \( d \)-dimensional standard Brownian motion with respect to \((\mathcal{F}_t)_{t \geq 0}\). Finally, note that by (2.10) and (2.13),

\[ M^{[u], k}_t = \sum_{i,j=1}^d \int_0^t \frac{\partial M^k}{\partial x_i}(X_\theta) \sigma_{ij}(X_\theta) dB^j_\theta, \quad t \geq 0, \quad k = 1, \ldots, m. \]

### 3 Probabilistic Solutions of the Obstacle Problem

Let \( \varphi : E \to \mathbb{R}^m, f : E_T \times \mathbb{R}^m \times \mathbb{R}^{m \times d} \to \mathbb{R}^m \) be measurable functions and let \( D = \{D(t, x) : (t, x) \in E_T\} \) be a family of closed convex sets in \( \mathbb{R}^m \) with nonempty interiors. Given \( \varepsilon > 0 \) we set \( D*(t, x) = \{y \in D(t, x) : \text{dist}(y, \partial D(t, x)) \geq \varepsilon\} \). We will assume that

(A1) \( \varphi(x) \in D(T, x) \) for \( x \in E, \varphi \in H \),

(A2) \( f(\cdot, 0, 0, \cdot) \in L^2(0, T; H) \),

(A3) \( f : E_T \times \mathbb{R}^m \times \mathbb{R}^{m \times d} \to \mathbb{R}^m \) is a measurable function and there exist \( \alpha, \beta \geq 0 \) such that

\[ |f(t, x, y_1, z_1) - f(t, x, y_2, z_2)| \leq \alpha |y_1 - y_2| + \beta \|z_1 - z_2\| \]
for all $y_1, y_2 \in \mathbb{R}^m$ and $z_1, z_2 \in \mathbb{R}^{m \times d}$.

As for the family $D$, we will need the following assumptions:

(D1) The sets $D(t, x)$ are bounded uniformly in $(t, x) \in E_T$ and the mapping $E_T \ni (t, x) \mapsto D(t, x) \in \text{Conv}$ is continuous.

(D2) For some $\varepsilon > 0$ chosen so that $\text{Int}D^*(t, x) \neq \emptyset$ for $(t, x) \in E_T$ and some $f_\ast \in L^2(0, T; H)$ and $\varphi_\ast \in H$ such that $\varphi_\ast(x) \in D^*(T, x)$ for $x \in E$ there exists a solution $u_\ast \in \mathcal{W}$ of the Cauchy problem (1.5) such that $u_\ast(t, x) \in D^*(t, x)$ for q.e. $(t, x) \in E_{0,T}$.

**Remark 3.1** Condition (D2) implies the following condition:

(D3) There exists a quasi-continuous function $u_\ast : E_{0,T} \to \mathbb{R}^m$ such that the process $Y^* \equiv Y^*_t = u_\ast(X_{t \wedge \tau}, t \in [0, T])$ has the following properties:

(a) $Y^*_t \in \text{Int}D(X_{t \wedge \tau})$ and $\text{dist}(Y^*_t, \partial D(X_{t \wedge \tau})) \geq \varepsilon$, $t \in [0, T]$, $P_{s, x}$-a.s. for q.e. $(s, x) \in E_{0,T}$,

(b) $Y^*_{t, i}$, $i = 1, \ldots, m$, is a special semimartingale of class $\mathcal{H}^2(P_{s, x})$ for q.e. $(s, x) \in [0, T) \times E$.

To see this, it suffices to consider a quasi-continuous version $\tilde{u}_\ast$ of $u_\ast$ of condition (D2). From quasi-continuity of $\tilde{u}_\ast$, condition (D2) and Remark 3.5 it follows that the process $Y^* = \tilde{u}_\ast(X_{\wedge \tau})$ satisfies condition (a) [see Remark 3.5(i) below]. By Proposition 2.2, $Y^*$ admits decomposition (2.8) with $u$ replaced by $u_\ast$ and $f$ replaced by $f_\ast$. Therefore $Y^*$ satisfies condition (b) by remarks following Proposition 2.3.

Condition (D2) is satisfied in the following natural situations.

**Example 3.2** Assume that one can find $r > 0$ such that for every $(t, x) \in E_T$, $B(0, r) \subset D(t, x)$, where $B(0, r)$ denotes the open ball with radius $r$ and center at $0$. Then $D$ satisfies (D2). To see this, it suffices to consider the constant function $u_\ast = (u^1_\ast, \ldots, u^m_\ast) = (0, \ldots, 0)$. For instance, the above condition on $D$ is satisfied if $D(t, x) = \{y \in \mathbb{R}^m : h^i(t, x) \leq y_i \leq h^i(t, x), i = 1, \ldots, m\}$, where $h^i, \bar{h}^i : [0, T] \times \bar{E} \to \mathbb{R}$ are continuous functions such that $h^i(t, x) < 0 < \bar{h}^i(t, x)$ for $(t, x) \in [0, T) \times \bar{E}$, $i = 1, \ldots, m$.

**Example 3.3** Let $D(t, x) = \{y \in \mathbb{R}^m : h^i(t, x) \leq y_i \leq \bar{h}^i(t, x), i = 1, \ldots, m\}$, where $h^i, \bar{h}^i : [0, T] \times \bar{E} \to \mathbb{R}$ are continuous functions such that $h^i(t, x) < \bar{h}^i(t, x)$ for $(t, x) \in [0, T) \times \bar{E}$. Assume that there are continuous functions $h^i_0, \bar{h}^i_0 : [0, T] \times \bar{E} \to \mathbb{R}$ such that $h^i(t, x) \leq \bar{h}^i_0(t, x) \leq \bar{h}^i(t, x)$ for $(t, x) \in [0, T] \times \bar{E}$, $h^i_0, \bar{h}^i_0 \in \mathcal{W}_{0,T}$ and $(\frac{\partial}{\partial t} + L_t)h^i_0, (\frac{\partial}{\partial x} + L_t)\bar{h}^i_0 \in L^2(0, T; L^2(E))$, $i = 1, \ldots, m$. Then (D2) is satisfied with $u_\ast = (h^i_0 + \bar{h}^i_0)/2, i = 1, \ldots, m$. Of course, the last condition for $h^i_0, \bar{h}^i_0$ is satisfied if $h^i_0, \bar{h}^i_0 \in W^{1,2}_T((0, T) \times E)$ and $\frac{\partial a_{ij}}{\partial x_k} \in L^\infty((0, T) \times E)$ for $i, j, k = 1, \ldots, d$.

In what follows we are going to show that under assumptions (A1)–(A3), (D1), (D2) there exists a unique solution of the problem (1.1), (1.2). It is convenient to start with probabilistic solutions. Solutions of (1.1), (1.2) in the sense of the definition given in Sect. 1 will be studied in the next section. Note that the definition formulated below is an extension, to the case of systems, of the probabilistic definition adopted in [9, 11] in case of single equation.
Definition 3.4 We say that a pair \((u, \mu)\) consisting of a measurable function \(u = (u^1, \ldots, u^m) : E_{0,T} \to \mathbb{R}^m\) and a measure \(\mu = (\mu^1, \ldots, \mu^m)\) on \(E_{0,T}\) is a probabilistic solution of the obstacle problem with data \(\varphi, f, D\) (OP(\(\varphi, f, D\)) for short) if

(a) \(u\) is quasi-continuous, \(f^i \in L^1(E_{0,T})\), \(\mu^i \in \mathcal{M}_{0,b}(E_{0,T})\), \(i = 1, \ldots, m\),

(b) For \(q.e.\) \((s, x) \in E_{0,T}\) and \(i = 1, \ldots, m\),

\[
\begin{align*}
    u^i(X_t) &= \varphi^i(X_{\xi^i}) + \int_{t \wedge \xi^i}^{\xi^i} f^i_u(X_{\theta}) \, d\theta + \int_{t \wedge \xi^i}^{\xi^i} \sigma \nabla u^i(X_{\theta}) \, dB_\theta, \\
    &\quad - \int_{t \wedge \xi^i}^{\xi^i} \sigma \nabla u^i(X_{\theta}) \, dB_\theta, \quad t \in [0, T], \quad P_{s,x}-a.s.,
\end{align*}
\]

(3.1)

where \(A^{\mu^i}, i = 1, \ldots, m\), is the continuous additive functional of \(M\) associated with \(\mu^i\) in the sense of (2.7),

(c) \(u(t, x) \in D(t, x)\) for \(q.e.\) \((t, x) \in E_{0,T}\) and for every quasi-continuous function \(h = (h^1, \ldots, h^m)\) such that \(h(t, x) \in D(t, x)\) for \(q.e.\) \((t, x) \in E_{0,T}\) we have

\[
\int_0^{\xi^i} \langle u(X_t) - h(X_t), dA^{\mu^i}_t \rangle \leq 0, \quad P_{s,x}-a.s. \tag{3.2}
\]

for \(q.e.\) \((s, x) \in E_T\).

Remark 3.5

(i) From the fact that \(u\) is quasi-continuous and \(u(t, x) \in D(t, x)\) for \(q.e.\) \((t, x) \in E_{0,T}\), it follows that \(u(X_{t \wedge \xi^i}) \in D(X_{t \wedge \xi^i}), t \in [0, T], P_{s,x}-a.s.\) for \(q.e.\) \((s, x) \in E_{0,T}\). To see this, let us set \(B = \{(t, x) \in E_{0,T}: u(t, x) \notin D(t, x)\}\) and \(\sigma_B = \inf\{t > 0 : X_t \in B\}\). Since \(\text{cap}(B) = 0\), the set \(B\) is \(\mathcal{M}\)-exceptional, and hence, by 2.1(ii), \(P_{s,x}(\sigma_B < \infty) = 0\) for \(q.e.\) \((s, x) \in E_{0,T}\). Hence \(P_{s,x}(X_{t \wedge \xi^i} \in B, t \in (0, T]) = 0\), which implies that \(u(X_{t \wedge \xi^i}) \in D(X_{t \wedge \xi^i}), t \in (0, T], P_{s,x}-a.s.\) for \(q.e.\) \((s, x) \in E_{0,T}\). In fact, we can replace \((0, T]\) by \([0, T]\), because \(X\) is right-continuous at \(t = 0\) and \(D\) satisfies (D1).

(ii) Conditions (3.1), (3.2) of the above definition say that under \(P_{s,x}\) the pair \((Y_t, Z_t) = (u(X_{t \wedge \xi^i}), \sigma \nabla u(X_{t \wedge \xi^i})), t \in [0, T]\), is a solution of the generalized Markov-type reflected BSDE with final condition \(\varphi\), coefficient \(f\), finite variation process \(A^{\mu}\) and obstacle \(D\).

(iii) Taking \(t = 0\) in (3.1) and then integrating with respect to \(P_{s,x}\) we see that for \(q.e.\) \((s, x) \in E_{0,T}\),

\[
\begin{align*}
    u^i(s, x) &= E_{s,x} \left( \varphi^i(X_{\xi^i}) + \int_0^{\xi^i} f^i_u(X_{\theta}) \, d\theta + \int_0^{\xi^i} \sigma \nabla u^i(X_{\theta}) \, dB_\theta \right), \quad i = 1, \ldots, m.
\end{align*}
\]

By this and [10, Proposition 3.4], if \(u \in L^2(0, T; H)\) then \(u^i \in C([0, T]; L^2(E)), i = 1, \ldots, m\).

(iv) From continuity of \(A^{\mu^i}\) and (2.7) one can deduce that \(\mu^i([t] \times E) = 0\) for every \(t \in [0, T]\)
We begin with uniqueness of probabilistic solutions.

**Proposition 3.6** Assume (A3), (D1). Then there exists at most one probabilistic solution of OP(φ, f, D).

**Proof** Let \((u_1, \mu_1), (u_2, \mu_2)\) be two solutions of OP(φ, f, D). Set \(u = u_1 - u_2, \mu = \mu_1 - \mu_2\) and \(Y_t = u(X_t \wedge \xi), Z_t = \sigma \nabla u(X_t \wedge \xi), K_t = A_t^\mu \wedge \xi, D_t = D(X_t \wedge \xi), t \in [0, T].\) Applying Itô’s formula and using (A3) shows that there is \(C > 0\) depending only on \(\alpha, \beta\) such that for q.e. \((s, x) \in E_T,\)

\[
E_{s,x} |Y_t|^2 + \frac{1}{2} E_{s,x} \int_{t \wedge \xi_t} \|Z_\theta\|^2 \, d\theta \leq C E_{s,x} \int_{t \wedge \xi_t} |Y_\theta|^2 \, d\theta + 2 E_{s,x} \int_{t \wedge \xi_t} \langle Y_\theta, dK_\theta \rangle
\]

for all \(t \in [s, T].\) By (D1) and (2.3) the mapping \(E_T \ni (t, x, y) \mapsto \Pi_D(t, x)(y) \in \mathbb{R}^m\) is continuous. Therefore the mappings \(E_T \ni (t, x) \mapsto \Pi_D(t, x)(u_1(t, x)) \in \mathbb{R}^m, i = 1, 2,\) are quasi-continuous. Using this and condition (3.2) we get

\[
\langle Y_t, dK_t \rangle = \langle Y_t^1 - \Pi_{D_1}(Y_t^2), dK_t^1 \rangle + \langle \Pi_{D_1}(Y_t^2) - Y_t^2, dK_t^1 \rangle
\]

\[
+ \langle Y_t^2 - \Pi_{D_2}(Y_t^1), dK_t^2 \rangle + \langle \Pi_{D_2}(Y_t^1) - Y_t^1, dK_t^2 \rangle
\]

\[
\leq |\Pi_{D_1}(Y_t^2) - Y_t^2| \, |K_t^1| + |\Pi_{D_2}(Y_t^1) - Y_t^1| \, |K_t^2| = 0.
\]

Hence

\[
E_{s,x} |Y_t|^2 + \frac{1}{2} E_{s,x} \int_{t \wedge \xi_t} \|Z_\theta\|^2 \, d\theta \leq C \int_{t \wedge \xi_t} E_{s,x} |Y_\theta|^2 \, d\theta, \quad t \in [s, T] \quad (3.3)
\]

for q.e. \((s, x) \in E_T.\) Applying Gronwall’s lemma yields \(E_{s,x} |Y_t|^2 = 0.\) Since \(Y_1, Y_2\) are continuous, \(Y_t^1 = Y_t^2, t \in [0, T], P_{s,x}\)-a.s. for q.e. \((s, x) \in E_T.\) This and (3.3) imply that \(Z_1 = Z_2, P_{s,x}\)-\(d\)-a.e. on \(\Omega \times [0, T].\) That \(K_t^1 = K_t^2, t \in [0, T], P_{s,x}\)-a.s. now follows from the fact that \((Y_t, Z_t, K_t), i = 1, 2\) satisfy the equation of condition (b) of Definition 3.4. \(\square\)

**Proposition 3.7** Assume that \(\varphi, f\) satisfy (A1)–(A3), \(D\) satisfies (D1) and there exists \(u_* = (u_*^1, \ldots, u_*^m) \in [W]^m\) such that \(u_* \in D(t, x)\) for q.e. \((t, x) \in E_{0,T}.\)

(i) For every \(n \in \mathbb{N}\) there exists a unique strong solution \(u_n \in [W]^m\) of the problem

\[
\frac{\partial u_n}{\partial t} + L_t u_n = -f u_n + n(u_n - \Pi_{D(\cdot, \cdot)}(u_n)), \quad u_n(T) = \varphi. \quad (3.4)
\]

(ii) There is \(C\) depending only on \(\alpha, \beta, \Lambda\) and \(\|u_*\|_{[W]^{m}}\) such that

\[
\sup_{0 \leq s \leq T} \|u_n(s)\|_H^2 + \int_0^T \|\nabla u_n(t)\|_H^2 \, dt \leq C (\|\varphi\|_H^2 + \|f(\cdot, \cdot, 0, 0)\|_L^2(0, T; H)). \quad (3.5)
\]

\(\square\ Springer\)
Proof Since u is a strong solution of (3.4) if and only if \( \hat{u} = e^{\lambda t}u \) is a strong solution of (3.4) with \( L_t \) replaced by \( L_t - \lambda \), \( \varphi \) replaced by \( e^{\lambda t} \varphi \in H \) and \( f \) replaced by some \( \tilde{f} \) still satisfying (A2) and (A3), without loss of generality we may replace \( L_t \) in (3.4) by \( L_t - \lambda \). Let \( A : L^2(0, T; V) \rightarrow L^2(0, T; V') \) be the operator defined as \( (Av)(t) = L_t v(t) - \lambda v(t) + f_v(t) - n(v(t) - \Pi_{D_{(\cdot \cdot)}(v(t)))}. \) By (D1) and (2.3) the mapping \((t, x, y) \mapsto -n(y - \Pi_{D_{(\cdot \cdot)}(y)}) \) is continuous and Lipschitz continuous in \( y \) for each fixed \((t, x) \in E_T \). Therefore for sufficiently large \( \lambda > 0 \) (depending on \( \alpha \) and \( \beta \)) the operator \( A \) is bounded, hemicontinuous, monotone and coercive, i.e. satisfies condition (7.84) from [18, Chap. 2]. Therefore the existence of a unique strong solution \( u_n \in [V]^m \) of (3.4) follows from Theorem 7.1 and Remark 7.12 in [18, Chap. 2]. To prove (ii), set \( \varphi_* = u_*(T), f_* = -\frac{\partial u_*}{\partial t} - L_t u_* \). Then \( \varphi_* \in H, f_* \in L^2(0, T; V'), u_n - u_* \in [V]^m, (u_n - u_*) = \varphi - \varphi_* \) and

\[
\frac{\partial (u_n - u_*)}{\partial t} + L_t (u_n - u_*) = -(f_n - f_*) + n(u_n - \Pi_{D_{(\cdot \cdot)}(u_n))}.
\]

Multiplying the above equation by \( u_n - u_* \) and integrating by parts we obtain

\[
\int_s^T \frac{\partial (u_n - u_*)}{\partial t}(t), u_n(t) - u_*(t) \bigg|_{V', V} dt
\]

\[
- \sum_{k=1}^m \int_s^T a(t; u_n^k(t) - u_*^k(t), u_n^k(t) - u_*^k(t)) dt
\]

\[
= -\int_s^T (f_n(t) - f_*(t)), u_n(t) - u_*(t) \bigg|_{V', V} dt
\]

\[
+ n\int_s^T (u_n(t) - \Pi_{D_{(\cdot \cdot)}(u_n)}(t), u_n(t) - u_*(t))_H dt.
\]

By (2.2), \( (u_n(t) - \Pi_{D_{(\cdot \cdot)}(u_n)}(t), u_n(t) - u_*(t))_H \geq 0 \). Therefore from the above equality and (A3) it follows that

\[
\frac{1}{2}\|u_n - u_*(s)\|_H^2 + \sum_{k=1}^m \int_s^T a(t; u_n^k(t) - u_*^k(t), u_n^k(t) - u_*^k(t)) dt
\]

\[
\leq \frac{1}{2}\|\varphi - \varphi_*\|_H^2 + \int_s^T \|f_*(t)\|_{V'} \cdot \|u_n(t) - u_*(t)\|_V dt
\]

\[
+ \int_s^T \|f(t, \cdot, 0, 0, u_n(t) - u_*(t))_H \| dt
\]

\[
+ \int_s^T (\alpha\|u_n(t)\|_H \cdot \|u_n(t) - u_*(t)\|_H + \beta\|\nabla u_n(t)\|_H^2 \cdot \|u_n(t) - u_*(t)\|_H^2) dt.
\]

Using this and standard arguments (we apply Poincaré’s inequality and Gronwall’s lemma) shows (ii). \qed

In the proof of our main theorem on existence and approximation we will use some additional notation. Let \( \hat{M} = \hat{X}, (\hat{P}_x)_{x \in E \cup \Delta} \) denote a dual process associated with \( \hat{M} \).
the form defined by (2.4) (see [23, Theorem 5.1]). For \( \mu \in \mathcal{M}_{0,b}(E^1) \) let \( A^\mu \) denote the additive functional of \( M \) associated with \( M \) in the sense of (2.7), and let \( \hat{A}^\mu \) denote the additive functional of \( \hat{M} \) associated with \( \mu \). Given \( \alpha \geq 0 \) and \( \mu \in \mathcal{M}_{0,b}(E^1) \) we set (whenever the integral exists)

\[
R^0_{\alpha,T} \mu(s,x) = E_{s,x} \int_0^{\xi_s} e^{-\alpha t} \, dA^\mu_t, \quad \hat{R}^0_{\alpha,T} \mu(s,x) = \hat{E}_{s,x} \int_0^{\hat{\xi}_{\alpha,T}(0)} e^{-\alpha t} \, d\hat{A}^\mu_t
\]

(3.6)

for \((s,x) \in E^1\), where \( \hat{E}_{s,x} \) denotes the expectation with respect to \( \hat{P}_{s,x} \) and \( \hat{\xi} \) is the life time of \( \hat{M} \). By \( \hat{S}_{00}(E_0,T) \) we denote the set of all \( \mu \in \mathcal{M}_{0,b}(E_0,T) \) such that \(|\mu|\) is a finite energy integral measure on \( E^1 \) (see [23] for the definition) and \( \|\hat{R}^0_{\alpha,T}|\mu||_\infty < \infty \).

**Theorem 3.8** Assume that \( \varphi, f \) satisfy (A1)–(A3) and \( D \) satisfies (D1), (D2).

(i) There exists a unique solution \((u, \mu)\) of OP(\( \varphi, f, D \)).

(ii) \( u^i \in C([0,T]; H) \cap L^2(0,T; H^1(\Omega)) \), \( \mu^i \in \mathcal{M}_{0,b}(E_0,T), \) \( i = 1, \ldots, m \), and

\[
\sup_{0 < s \leq T} \|u(s)\|^2_H + \int_0^T \|\nabla u(t)\|^2_H \, dt \leq C(\|\varphi\|^2_H + \|f(\cdot, \cdot, 0, 0)\|^2_{L^2(0,T; H)})
\]

(3.7)

with constant \( C \) of Proposition 3.7.

(iii) Let \( u_n \in \mathcal{W}^m \) be a solution of (3.4). Then

\[
\|u_n - u\|^2_{L^2(0,T; H)} \to 0, \quad \int_0^T \|\nabla (u_n - u)(t)\|^2_H \, dt \to 0
\]

(3.8)

and

\[
\mu_n \rightharpoonup \mu \text{ weakly* on } (0,T] \times E.
\]

(3.9)

**Proof** Let \( u_n \in \mathcal{W}^m \) be a quasi-continuous version of a strong solution of (3.4). Since \( -\bar{f}_n + n(u_n - \Pi_{D(\cdot, \cdot)}(u_n)) \in L^2(0,T; H) \), it follows from Proposition 2.2 (and remark following it) that for q.e. \((s,x) \in E_0,T\) the pair

\[
(Y^n_t, Z^n_t) = (u_n(X_{t \wedge \xi_t}, \sigma \nabla u_n(X_{t \wedge \xi_t})), \ t \in [0,T]
\]

is a solution of the BSDE

\[
u_n(X_{t \wedge \xi_t}) = \varphi(X_{\xi_t}) + \int_{t \wedge \xi_t}^{\xi_t} (f(X_\theta, u_n(X_\theta), \sigma \nabla u_n(X_\theta)) \, d\theta + \int_{t \wedge \xi_t}^{\xi_t} K^n_{t \wedge \xi_t} \, dB_\theta, \ t \in [0,T], \ P_{s,x}-\text{a.s.},
\]

(3.10)
\[ K^n_t = -n \int_{t \wedge \xi_t}^{\xi_t} (u_n(X_\theta) - \Pi_{D(X_\theta)}(u_n(X_\theta))) \, d\theta. \]

Set
\[(Y^*_n, Z^*_n) = (u_*(X_{t \wedge \xi_t}), \sigma \nabla u_*(X_{t \wedge \xi_t})), \quad t \in [0, T],\]

where \( u_* \) denotes a quasi-continuous version of the function from condition (D2). By Remark 3.1, \( Y^* \) satisfies (D3). By Itô’s formula,
\[
E_{s,x} \left( |Y^n_t - Y^*_t|^2 + \int_t^{\xi_t} \|Z^n_\theta - \sigma \nabla u_*(X_\theta)\|^2 \, d\theta \right) \leq E_{s,x} |(\varphi - \varphi_*)(X_{\xi_t})|^2 \\
+ 2E_{s,x} \left( \int_t^{\xi_t} \langle Y^n_\theta - Y^*_\theta, (f_n - f_*)(X_\theta) \rangle \, d\theta + \int_t^{\xi_t} \langle Y^n_\theta - Y^*_\theta, dK^n_\theta \rangle \right).
\]

Since by (2.1) and (D3),
\[
\int_t^{\xi_t} \langle Y^n_\theta - Y^*_\theta, dK^n_\theta \rangle \leq -\int_t^{\xi_t} \text{dist}(Y^*_\theta, \partial D(X_\theta)) \, d|K^n|_\theta \leq -\varepsilon \int_t^{\xi_t} d|K^n|_\theta,
\]

we have
\[
E_{s,x} \left( |Y^n_t - Y^*_t|^2 + \int_t^{\xi_t} \|Z^n_\theta - \sigma \nabla u_*(X_\theta)\|^2 \, d\theta + \varepsilon \int_t^{\xi_t} d|K^n|_\theta \right) \leq E_{s,x} |(\varphi - \varphi_*)(X_{\xi_t})|^2 + CE_{s,x} \left( \int_t^{\xi_t} \left( |Y^n_\theta - Y^*_\theta|^2 + |Y^*_\theta - Y^*_t| \cdot |Y^*_t| \right) \right. \\
+ \left. |Y^*_\theta - Y^*_t| \cdot (\|Z^n_\theta - Z^*_\theta\| + \|Z^*_\theta\|) + |Y^*_\theta - Y^*_t| \cdot |f_*(X_\theta, 0, 0) - f_*(X_\theta)| \right) \, d\theta.
\]

Using standard arguments one can deduce from this that
\[
E_{s,x} \left( \sup_{0 \leq t \leq T} |Y^n_t - Y^*_t|^2 + \int_0^{\xi_t} \|Z^n_t - Z^*_t\|^2 \, dt + \varepsilon E_{s,x} |K^n|_{\xi_t} \right) \leq CE_{s,x} |(\varphi - \varphi_*)(X_{\xi_t})|^2 \\
+ \int_0^{\xi_t} \left( |f_*(X_t, 0, 0) - f_*(X_t)|^2 + |Y^*_t|^2 + \|Z^*_t\|^2 \right) \, dt.
\]

Set \( \mu_n = (\mu_n^1, \ldots, \mu_n^m) \), where
\[
d\mu_n^i(t, y) = -n(u_n^i(t, y) - (\Pi_{D(t,y)}(u_n(t, y))))^i \, dt \, dy.
\]
Then
\[ d|\mu_n^i|(t, y) = n|u_n^i(t, y) - (\Pi D_{(i,y)}(u_n(t, y)))^i| \, dt \, dy, \quad |\mu_n| = \sum_{i=1}^m |\mu_n^i|. \]

Since \( u_* \in L^2(0, T; V) \), it follows from (3.11) and [10, Proposition 3.13] that
\[
\varepsilon \sup_{n \geq 1} |\mu_n|(E_{0,T}) \leq C \left( \|\phi - \phi_*\|_H^2 + \|f(\cdot, \cdot, 0, 0) - f_*\|_{L^2(0, T; H)}^2 \right. \\
\left. + \|u_*\|_{L^2(0, T; H)}^2 + \int_0^T \|\nabla u_*(t)\|_H^2 \, dt \right).
\]

Set
\[
\xi = \phi(X_{\zeta_t}), \quad \tilde{f}(t, x, y) = f(X_{t \wedge \zeta_t}, y, z), \quad D_t = D(X_{t \wedge \zeta_t}), \quad t \in [0, T].
\]

We now show that from (A1)–(A3), (D1), (D2) it follows that for q.e. \((s, x) \in E_{0,T}\), under the measure \(P_{s,x}\) the data \(\xi, \tilde{f}, D = \{D_t, t \in [0, T]\}\) satisfy the hypotheses (H1)–(H4) from [12]. In the notation of the present paper, for fixed probability measure \(P_{s,x}\), these hypotheses read as follows:

(H1) \(\xi \in D_T, E_{s,x}|\xi|^2 < \infty\),

(H2) \(E_{s,x}\int_0^T |\tilde{f}(t, 0, 0)|^2 \, dt < \infty\),

(H3) \(\tilde{f} : [0, T] \times \Omega \times \mathbb{R}^m \times \mathbb{R}^{m \times d} \to \mathbb{R}^m\) is measurable with respect to \(\text{Prog} \otimes B(\mathbb{R}^m) \otimes \mathcal{B}^{m \times d}\) (\(\text{Prog}\) denotes the \(\sigma\)-field of all progressive subsets of \([0, T] \times \Omega\)) and there are \(\alpha, \beta \geq 0\) such that \(P_{s,x}\text{-a.s.}\) we have
\[
|\tilde{f}(t, y_1, z_1) - \tilde{f}(t, y_2, z_2)| \leq \alpha|y_1 - y_2| + \beta\|z_1 - z_2\|
\]
for all \(y_1, y_2 \in \mathbb{R}^m\) and \(z_1, z_2 \in \mathbb{R}^{m \times d}\),

(H4) for each \(N\) the mapping \(t \mapsto D_t \cap \{x \in \mathbb{R}^d : |x| \leq N\} \in \text{Conv}\) is càdlàg \(P_{s,x}\text{-a.s.}\) (with the convention that \(D_T = D_{T_{\infty}}\)), and there is a semimartingale \(A \in \mathcal{H}^2(P_{s,x})\) such that \(A_t \in \text{Int}D_t, t \in [0, T], \text{ and } \inf_{t \leq T} \text{dist}(A_t, \partial D_t) > 0\).

Clearly (A1) implies that \(\xi\) satisfies (H1), and (A3) implies that \(\tilde{f}\) satisfies (H3) under \(P_{s,x}\) for \((s, x) \in E_T\). To prove (H2), let us set \(g(s, x) = E_{s,x}\int_0^T |\tilde{f}(t, 0, 0)|^2 \, dt\) and \(B = \{(s, x) \in E_{0,T} : g(s, x) = \infty\}\). For every \(v \in \hat{S}_{00}(E_{0,T})\) we have
\[
\int_{E_{0,T}} g \, dv = E_v \int_0^{\zeta_T} |f(X_t, 0, 0)|^2 \, dt = \int_{E_{0,T}} R_0^{0,T} |f|^2(\cdot, \cdot, 0, 0) \, dv. \quad (3.13)
\]

Since
\[
\int_{E_{0,T}} R_0^{0,T} |f|^2(\cdot, \cdot, 0, 0) \, dv = \left( |f|^2(\cdot, \cdot, 0, 0), R_0^{0,T} v \right)_{L^2(0,T;L^2(E))}
\]
(see [10, p. 1226]), it follows from (3.13) that

$$\int_{E_{0,T}} g \, d\nu \leq \|\hat{R}_{0,T}^{0} \|_{\infty} \cdot \|f\|_{L^{1}(0, T; \|\cdot\|_{L^{1}(E)})}.$$

Therefore if (A2) is satisfied then \(v(B) = 0\) for every \(\nu \in \hat{S}_{00}(E_{0,T})\). By this and a known analogue of [6, Theorem 2.2.3], \(\text{cap}(B) = 0\), where \(\text{cap}\) denotes the dual capacity (see [23, p. 292]). Consequently, \(\text{cap}(B) = 0\), because \(\text{cap}(B) = \text{cap}(B)\) (see [23, p. 292]). This shows that if (A2) is satisfied then (H2) holds true under hypotheses (H1)–(H4) are satisfied under \(P_{s,x}\) for q.e. \((s, x) \in E_{0,T}\). That \(D\) satisfies (H4) under \(P_{s,x}\) for q.e. \((s, x) \in E_{0,T}\) follows from (D1), (D2) and Remark 3.1. Since hypotheses (H1)–(H4) are satisfied under \(P_{s,x}\) for q.e. \((s, x) \in E_{0,T}\), it follows from [12, Theorem 3.6] that for q.e. \((s, x) \in E_{0,T}\) there exists a unique solution \((Y_{s,x}^{s,x}, Z_{s,x}^{s,x}, K_{s,x}^{s,x})\) of the reflected BSDE with final condition \(\xi\), coefficient \(\hat{f}\) and obstacle \(D\). This means that \(Y_{t}^{s,x} \in D_{t}\) for \(t \in [s, T]\),

\[Y_{t}^{s,x} = \varphi(X_{s}^{0}) + \int_{t}^{\xi_{t}} f(X_{\theta}, Y_{\theta}^{s,x}, Z_{\theta}^{s,x}) \, d\theta + \int_{t \land \xi_{t}}^{\xi_{t}} K_{\theta}^{s,x} - \int_{t \land \xi_{t}}^{\xi_{t}} Z_{\theta}^{s,x} \, dB_{\theta}, \quad t \in [0, T], \quad P_{s,x}-\text{a.s.} \quad (3.14)\]

and for every quasi-continuous \(h = (h^{1}, \ldots, h^{m})\) such that \(h(t, x) \in D(t, x)\) for q.e. \((t, x) \in E_{0,T}\) we have

\[\int_{0}^{\xi_{t}} \langle Y_{t}^{s,x} - h(X_{t}), dK_{t}^{s,x} \rangle \leq 0 \quad (3.15)\]

(observe that \(h(X_{t \land \xi_{t}}) \in D_{t}, t \in [0, T], P_{s,x}-\text{a.s.}\) by Remark 3.5(i)). By [12, Theorem 4.9], for any \((s, x)\) for which (3.10) is satisfied for all \(n \in \mathbb{N}, \text{i.e.}\) for q.e. \((s, x) \in E_{0,T}\),

\[\sup_{0 \leq t \leq T} |Y_{t}^{n} - Y_{t}^{s,x}| \to 0, \quad \int_{0}^{T} \|Z_{t}^{n} - Z_{t}^{s,x}\|^{2} \, dt \to 0, \quad \sup_{0 \leq t \leq T} |K_{t}^{n} - K_{t}^{s,x}| \to 0 \quad (3.16)\]

in probability \(P_{s,x}\) as \(n \to \infty\). By (3.16) and [6, Lemma A.3.4] one can find versions \(Y, K\) of \(Y_{s,x}^{s,x}, K_{s,x}^{s,x}\) not depending on \(s, x\) such that for q.e. \((s, x) \in E_{0,T}\),

\[\sup_{0 \leq t \leq T} |Y_{t}^{n} - Y_{t}| \to 0, \quad \sup_{0 \leq t \leq T} |K_{t}^{n} - K_{t}| \to 0 \quad (3.17)\]

in probability \(P_{s,x}\). From (3.11) and (3.17) it follows in particular that for q.e. \((s, x) \in E_{0,T}\),

\[E_{s,x}|u_{n}(s, x) - Y_{0}| = E_{s,x}|u_{n}(X_{0}) - Y_{0}| \to 0,\]
i.e. \( \{u_n\} \) is converges q.e. in \( E_{0,T} \). Let us put \( u(s, x) = \lim_{n \to \infty} u_n(s, x) \) for those \((s, x) \in E_{0,T}\) for which the limit exists and is finite, and \( u(s, x) = 0 \) otherwise. Then there is an \( m_1 \)-version of \( u \) (still denoted by \( u \)) such that \( u \) is quasi-continuous and

\[
Y_t = u(X_{t \wedge \xi_t}^{\varepsilon}), \quad t \in [0, T], \quad P_{s,x}-a.s. \tag{3.18}
\]

for q.e. \((s, x) \in E_{0,T}\). Indeed, by (3.17), \( \sup_{0 \leq t \leq T} |u_n(X_{t \wedge \xi_t}^\varepsilon) - Y_t| \to 0 \) in probability \( P_{s,x} \) for q.e. \((s, x) \in E_{0,T}\). On the other hand, since the set for which \( \{u_n(s, x)\} \) does not converge is \( \mathcal{M} \)-exceptional, it follows from Remark 2.1(ii) that \( \sup_{0 \leq t \leq T} |u_n(X_{t \wedge \xi_t}^\varepsilon) - u(X_{t \wedge \xi_t})| \to 0 \) \( P_{s,x} \)-a.s. for q.e. \((s, x) \in E_{0,T}\). This shows (3.18). In particular, since \( Y \) is continuous, \([0, T] \ni t \mapsto u(X_{t \wedge \xi_t}^\varepsilon)\) is continuous under \( P_{s,x} \) for q.e. \((s, x) \in E_{0,T}\), from which it follows that \( u \) has a quasi-continuous \( m_1 \)-version. Since \( u_n \to u \) \( m_1 \)-a.e. and \( u_n(s, \cdot) \to u(s, \cdot) \) \( m \)-a.e. for every \( s \in (0, T] \) [see Remark 2.1(i)], it follows from (3.5) that the first convergence in (3.8) holds true,

\[
\|u_n(s) - u(s)\|_H \to 0 \tag{3.19}
\]

for every \( s \in (0, T] \) and (3.7) is satisfied. Moreover, \( \nabla u_n \to \nabla u \) weakly in \( L^2(0, T; H) \) as \( n \to \infty \). By the Banach-Saks theorem there is a subsequence \( (n_k) \) such that the sequence of the Cesàro mean \( \bar{u}_N = \frac{1}{N} \sum_{k=1}^N u_{n_k} \) converges strongly, i.e.

\[
\int_0^T \|\nabla(\bar{u}_N - u)(t)\|^2_H \, dt \to 0 \tag{3.20}
\]

as \( N \to \infty \). For every \( \nu \in \hat{S}_0(E_{0,T}) \),

\[
E_\nu \int_0^T \|\nabla(\bar{u}_N - u)(X_t)\|^2 \, dt \leq \|\hat{R}_{0,T}^0 \nu\|_\infty \int_0^T \|\nabla(\bar{u}_N - u)(t)\|^2_H \, dt. \tag{3.21}
\]

From (3.20), (3.21) and a known analogue of [6, Theorem 2.2.3] we conclude that \( E_{s,x} \int_0^T \|\sigma \nabla(\bar{u}_N - u)(X_t)\|^2 \, dt \to 0 \) for q.e. \((s, x) \in E_{0,T}\). On the other hand, by (3.16), \( \int_0^T \|\frac{1}{N} \sum_{k=1}^N Z_{t}^{n_k} - Z_{t}^{\cdot,x}\|^2 \, dt \to 0 \) in probability \( P_{s,x} \) for q.e. \((s, x) \in E_{0,T}\). Consequently,

\[
\int_0^T \|Z_{t}^{\cdot,x} - \sigma \nabla u(X_t)\|^2 \, dt = 0, \quad P_{s,x}-a.s. \tag{3.22}
\]

for q.e. \((s, x) \in E_{0,T}\). From this and (3.16) we deduce that (3.20) holds with \( \bar{u}_N \) replaced by \( u_n \), i.e. the second part of (3.8) is satisfied. By (3.12) there is a subsequence (still denoted by \( n \)), and a bounded measure \( \mu \) on \((0, T] \times E\) such that (3.9) is satisfied. By (2.7), for any \( f \in C_c((s, T) \times E \) and \( i = 1, \ldots, m \) we have

\[
E_{s,x} \int_0^T f(X_t) \, dK_{t}^{n,i} = \int_s^T \int_E f(t, y) \, pE(s, x, t, y) \, d\mu_n^i(t, y)
\]
for q.e. \((s, x) \in E_{0, T}\). Letting \(n \to \infty\) and using (3.17), (3.9) and the fact that 
\((s, T) \times E \ni (t, y) \to p_E(s, x, t, y)\) is continuous we obtain 
\[
E_{s,x} \int_0^{\xi_t} f(X_t) \, dK_t^i = \int_s^T \int_E f(t, y) p_E(s, x, t, y) \, d\mu^i(t, y), \quad i = 1, \ldots, m.
\]
(3.23)

Hence \(K = A^\mu\) [see (2.7)]. Thus \((Y, Z, A^\mu)\) is a version of \((Y^{s,x}, Z^{s,x}, K^{s,x})\) for q.e. \((s, x) \in E_{0, T}\). In particular, by (3.14) and (3.15),
\[
Y_t = \varphi(X_{\xi_t}) + \int_{\xi_t}^{\xi_t} f(X_\theta, Y_\theta, Z_\theta) \, d\theta
\]
\[+ \int_{\xi_t}^{\xi_t} A^\mu_\theta \, dB_\theta, \quad t \in [0, T], \quad P_{s,x}-\text{a.s.}\]
and
\[
\int_0^{\xi_t} (Y_t - h(X_t), dA^\mu_t) \leq 0
\]
for q.e. \((s, x) \in E_{0, T}\). When combined with (3.18) and (3.22) this proves that \((u, \mu)\) satisfies (3.1), (3.2). What is left is to show that \(\mu \in S(E_{0, T})\). To prove this, for fixed \(s \in (0, T)\) set \(q(s; t, y) = \int_E p_E(s, y, t, x) \, dx\). Observe that \((s, T) \times E \ni (t, y) \mapsto v(s, y) := q(s; t, y)\) is a weak solution of the Cauchy-Dirichlet problem 
\[
(\frac{\partial}{\partial t} - L_t)v = 0 \text{ in } (s, T) \times E, \quad v|_{(s,T) \times \partial E} = 0, \quad v(s) = 1 \text{ (see [1, Sect. 8])}.
\]
In particular, \(v\) is strictly positive and continuous on \((s, T) \times E\). Let \(B\) be a Borel subset of \((s, T) \times E\) such that \(\text{cap}(B) = 0\), and let \(H\) be a compact subset of \(B\). By an approximation argument, (3.23) holds true for every bounded Borel function \(f\) on \((s, T) \times E\). In particular, taking \(f = 1_H\) in (3.23) we get
\[
\int_H q(s; t, y) \, d\mu^i(t, y) = \int_E \left( \int_H p_E(s, x, t, y) \, d\mu^i(t, y) \right) \, dx
\]
\[= \int_E \left( E_{s,x} \int_0^{\xi_t} 1_H(X_t) \, dK_t^i \right) \, dx = 0,
\]
the last equality being a consequence of (2.6). Since \(\inf_{(t,y) \in H} q(s; t, y) > 0\), it follows that \(\mu^i(H) = 0\). Since \(s \in (0, T)\) was arbitrary, \(\mu^i(H) = 0\) for every compact subset \(H\) of \(E_{0, T}\). This and [23, (4.4)]) imply that \(\mu(B) = 0\). Thus \(\mu\) charges no set of capacity zero. Hence \(\mu \in \mathcal{M}_{0,b}(E_{0,T})\), which completes the proof.

It is perhaps worth remarking that in case the operator \(L\) is in nondivergence form [for instance, \(L\) is the Laplace operator \(\Delta\), or, more generally, \(\frac{\partial^2 a_{ij}}{\partial x_k} \in L^\infty((0, T) \times E)\) for \(i, j, k = 1, \ldots, d\)], then the process \(X\) corresponding to \(L\) can be constructed by solving an Itô equation. This allows simplifying some arguments in the proofs of the results presented above, but actually not much. One reason is that we are working
in $L^2$ setting, so even in the case where $L = \Delta$ the solution of (1.1), (1.2) need not be continuous. On the other hand, since we use a stochastic approach via BSDEs [the basic relation is $Y = u(X)$, where $Y$ is the first component of the solution of the corresponding BSDE; see Remark 3.5(ii)], we must know that $Y$ is continuous, and hence that $u$ is quasi-continuous. This in turn requires the introduction of quasi-notions (capacity, quasi-continuity, etc.) and we still have to use some results from the probabilistic potential theory.

4 Variational Solutions

In this section we show that results of Sect. 3 can be translated into results on solutions of (1.1), (1.2) in the sense of the analytical definition formulated below. Solutions in the sense of this definition will be called variational solutions.

Definition 4.1 We say that a pair $(u, \mu)$, where $u = (u^1, \ldots, u^m) : E_T \to \mathbb{R}^m$ and $\mu = (\mu^1, \ldots, \mu^m)$ is a signed Borel measure on $E_0 \times T$, is a variational solution of $\text{OP}(\varphi, f, D)$ if

(a) $u$ is quasi-continuous, $u^i \in C([0, T]; H) \cap L^2(0, T; H^1_0(E))$, $\mu^i \in \mathcal{M}_{0,b}(E_0, T)$, $i = 1, \ldots, m$,

(b) for every $\eta = (\eta^1, \ldots, \eta^m)$ such that $\eta^i$ is bounded and $\eta^i \in \mathcal{W}_0$ for $i = 1, \ldots, m$ we have

$$
(u(t), \eta(t))_H + \int_t^T \left( \frac{\partial \eta}{\partial s}(s), u(s) \right)_V ds + \int_t^T a^{(s)}(u(s), \eta(s)) ds = (\varphi, \eta(T))_H + \int_t^T (f_{u}(s), \eta(s))_H ds + \int_t^T \int_E \langle \eta, d\mu \rangle
$$

for all $t \in [0, T]$, where $\{a^{(t)}(\cdot, \cdot), t \geq 0\}$ is the family of bilinear forms on $V \times V$ defined as

$$
a^{(t)}(\varphi, \psi) = \frac{1}{2} \sum_{k=1}^{m} \sum_{i,j=1}^{d} \int_E a_{ij}(t, x) \frac{\partial \varphi^k}{\partial x_i} \frac{\partial \psi^k}{\partial x_j} dx.
$$

(c) $u(t, x) \in D(t, x)$ for q.e. $(t, x) \in E_{0,T}$, and for every quasi-continuous function $h = (h^1, \ldots, h^m)$ such that $h(t, x) \in D(t, x)$ for q.e. $(t, x) \in E_{0,T}$,

$$
\int_t^T \int_E \langle u - h, d\mu \rangle \leq 0
$$

for all $t \in (0, T)$. 

Springer
Remark 4.2 If condition (b) of Definition 4.1 is satisfied then for any bounded \( v \in \mathcal{W}_0 \) we have

\[
\mathcal{E}^{0,T}(u^i, \eta) = (\varphi^i, \eta(T))_H + \int_0^T (f^i_u(s), \eta(s))_H \, ds + \int_{E_{0,T}} \eta \, d\mu^i, \quad i = 1, \ldots, m. \tag{4.3}
\]

To see this it suffices to take \( t = 0 \) in (4.1) and consider \( \eta \) such that \( \eta^j = v, \eta^i = 0 \) for \( j \neq i \). Also note that using a standard argument (see, e.g., the reasoning following (1.16) in [16, Chap. III]) and the fact that \( \mu([t] \times E) = 0 \) for \( t \in [0, T] \) [see Remark 3.5(iv)] one can show that (4.3) implies (4.1).

Remark 4.3 Assume that \( m = 1 \) and \( D(t, x) = \{ y \in \mathbb{R} : h(t, x) \leq y \leq \bar{h}(t, x) \} \) for some quasi-continuous \( h, \bar{h} : E_T \rightarrow \mathbb{R} \) such that \( h < \bar{h} \). Then (4.2) reduces to the condition \( \int_{E_{0,T}} (u - h) \, d\mu^+ = \int_{E_{0,T}} (\bar{h} - u) \, d\mu^- = 0 \), where \( \mu^+ \) (resp. \( \mu^- \)) is the positive (resp. negative) part of the Jordan decomposition of \( \mu \). The case of merely measurable obstacles is discussed in [8,9,11].

Proposition 4.4 Assume (A3), (D1). Then there exists at most one variational solution of \( \text{OP}(\varphi, f, D) \).

Proof Suppose that \((u_1, \mu_1), (u_2, \mu_2)\) are solutions of \( \text{OP}(\varphi, f, D) \) and set \( u = u_1 - u_2, \mu = \mu_1 - \mu_2 \). Then from (4.1) it follows that for every bounded quasi-continuous \( \eta \in \mathcal{W}_0 \),

\[
(u(t), \eta(t))_H + \int_t^T \left( \frac{\partial \eta}{\partial s}, u(s) \right)_{V', V} \, ds + \int_t^T a(s)(u(s), \eta(s)) \, ds
\]

\[
= \int_t^T (f_{u_1}(s) - f_{u_2}(s), \eta(s))_H \, ds + \int_t^T \int_E (\eta, d(\mu_1 - \mu_2)). \tag{4.4}
\]

Set \( u^i_{\alpha} = \alpha \hat{R}^{0,T}_{\alpha} u^i, i = 1, \ldots, m \), where \( \hat{R}^{0,T}_{\alpha} u^i \) is defined by (3.6) with \( \mu = u^i \, dm_1 \).

By [10, (3.17)], \( \hat{R}^{0,T}_{\alpha} u^i \) is an \( m_1 \)-version of \( \hat{G}^{0,T}_{\alpha} u^i \), where \( \hat{G}^{0,T}_{\alpha} > 0 \) is the co-resolvent associated with the form \( \mathcal{E}^{0,T} \) (see (2.5)). Taking \( \eta = u_{\alpha} = (u^1_{\alpha}, \ldots, u^m_{\alpha}) \) as test function in (4.4) we obtain

\[
(u(t), u_{\alpha}(t))_H + \int_t^T \left( \frac{\partial u_{\alpha}}{\partial s}(s), u(s) \right)_{V', V} \, ds + \int_t^T a(s)(u(s), u_{\alpha}(s)) \, ds
\]

\[
= \int_t^T (f_{u_1}(s) - f_{u_2}(s), u_{\alpha}(s))_H \, ds + \int_t^T \int_E (u_{\alpha}, d(\mu_1 - \mu_2)). \tag{4.5}
\]

The generator \( \hat{L} \) of the co-resolvent \( \hat{G}^{0,T}_{\alpha} > 0 \) has the form \( \hat{L}v(s) = -\frac{\partial v}{\partial s}(s) + L_1 v(s) \) for \( v \in \mathcal{W}_0 \). Hence \( \alpha - (\hat{L}v(s)) \hat{R}^{0,T}_{\alpha} u = u, \) and consequently

\[
\left( -\frac{\partial}{\partial s} + L_1 \right) u_{\alpha} = \alpha(u_{\alpha} - u).
\]
Therefore
\[
\int_t^T \left( \frac{\partial u_\alpha}{\partial s}(s, u(s)) \right)_{V', V} ds + \int_t^T a'(s)(u(s), u_\alpha(s)) ds = \int_t^T \alpha(u(s) - u_\alpha(s), u(s)) ds
\]
and
\[
\frac{1}{2} \|u_\alpha(T)\|^2_H - \frac{1}{2} \|u_\alpha(t)\|^2_H + \int_t^T a'(s)(u_\alpha(s), u_\alpha(s)) ds
\]
\[
= \int_t^T \alpha(u(s) - u_\alpha(s), u_\alpha(s)) ds.
\]
By the last two equalities,
\[
\int_t^T \left( \frac{\partial u_\alpha}{\partial s}(s, u(s)) \right)_{V', V} ds + \int_t^T a'(s)(u(s), u_\alpha(s)) ds
\]
\[
= \int_t^T \alpha(u(s) - u_\alpha(s), u(s) - u_\alpha(s)) ds + \int_t^T \alpha(u(s) - u_\alpha(s), u_\alpha(s)) ds
\]
\[
\geq \int_t^T a'(s)(u_\alpha(s), u_\alpha(s)) ds + \frac{1}{2} \|u_\alpha(T)\|^2_H - \frac{1}{2} \|u_\alpha(t)\|^2_H. \tag{4.6}
\]
Since \( u \in L^2(0, T; V) \) and it is known that \( \hat{G}_\alpha^{0, T} \) is strongly continuous (see, e.g., [28, Proposition I.3.7]), \( u_\alpha \to u \) in \( L^2(0, T; V) \) as \( \alpha \to \infty \). Hence, for every \( t \in [0, T] \),
\[
\int_t^T a'(s)(u_\alpha(s), u_\alpha(s)) ds \to \int_t^T a'(s)(u(s), u(s)) ds. \tag{4.7}
\]
Since \( u \) is quasi-continuous, \([0, T] \ni t \mapsto u(\hat{X}_t)\) is continuous \( P_{s,x}\)-a.s. for q.e. \((s, x) \in E_{0,T}. \) Hence \( \alpha \int_0^t e^{-\alpha t} u(\hat{X}_t) dt = \int_0^t e^{-\alpha t} u(\hat{X}_t) dt \to u(X_0) \) \( P_{s,x}\)-a.s. as \( \alpha \to \infty \) for q.e. \((t, x) \in E_{0,T}. \) Since \( u(t, y) \in D(t, y) \) for q.e. \((t, y) \in E_{0,T} \) and the sets \( D(t, y) \) are uniformly bounded, it follows from this and the Lebesgue dominated convergence theorem that \( u_\alpha(s, x) \to E_{s,x}u(X_0) = u(s, x) \) for q.e. \((s, x) \in E_{0,T}. \) Hence, by the Lebesgue dominated convergence theorem again,
\[
(u(t), u_\alpha(t))_H \to \|u(t)\|^2_H, \quad \|u_\alpha(t)\|^2_H \to \|u(t)\|^2_H \tag{4.8}
\]
and
\[
\int_t^T \int_E \langle u_\alpha, d(\mu_1 - \mu_2) \rangle \to \int_t^T \int_E \langle u, d(\mu_1 - \mu_2) \rangle. \tag{4.9}
\]
By (4.2), the right-hand side of (4.9) is nonpositive. Therefore letting \( \alpha \to \infty \) in (4.5) and using (4.6)–(4.9) we get
\[ \frac{1}{2} \| u(t) \|_H^2 + \int_t^T a^{(s)}(u(s), u(s)) \, ds \leq \int_t^T (f_{u_1}(s) - f_{u_2}(s), u(s))_H \, ds, \quad t \in [0, T]. \]

Using (A3) and Gronwall’s lemma we deduce from the above inequality that \( u = 0 \) a.e. \( \square \)

**Theorem 4.5** Under the assumptions of Theorem 3.8 there exists a unique variational solution of \( \text{OP}(\varphi, f, D) \).

**Proof** We need only prove the existence of a solution. By Theorem 3.8 there exists a probabilistic solution \((u, \mu)\) of \( \text{OP}(\varphi, f, D) \). By (3.7) and Remark 3.5(iii), \( u \in C([0, T]; H) \), and hence \((u, \mu)\) satisfies condition (a) of Definition 4.1. To see that (b) and (c) are satisfied, let us consider solutions \( u_n \) of (3.4). Then for every \( \eta = (\eta^1, \ldots, \eta^m) \) such that \( \eta_i \in C_c(E_{0,T}) \) for \( i = 1, \ldots, m \) we have

\[
(u_n(t), \eta(t))_H + \int_t^T \left( \frac{\partial \eta}{\partial s}(s), u_n(s) \right)_{V', V} \, ds + \int_t^T a^{(s)}(u_n(s), \eta(s)) \, ds = (\varphi, \eta(T))_H + \int_t^T (f_{u_n}(s), \eta(s))_H \, ds + \int_t^T \int_E \eta \, d\mu_n.
\]

Letting \( n \to \infty \) in the above equality and using (3.8), (3.9), (3.19) and (A3) we conclude that (4.1) is satisfied for \( \eta \) as above, and hence for \( \eta \in \mathcal{W}_0 \) since \( C_c(E_{0,T}) \) is dense in \( \mathcal{W}_0 \). Moreover, by (2.7) and (3.2), for every quasi-continuous \( h \) such that \( h(t, x) \in D(t, x) \) for q.e. \((t, x) \in E_{0,T}\) we have

\[
\sum_{i=1}^m \int_s^T \int_E (u^i - h^i)(t, y) p_E(s, x, t, y) \, d\mu^i(t, y) = E_{s,x} \int_0^\tau \langle u(X_t) - h(X_t), dA_t^\mu \rangle \leq 0
\]

for q.e. \((s, x) \in E_{0,T}\). Integrating with respect to \( x \) and using Remark 2.1(i) we obtain

\[
\sum_{i=1}^m \int_s^T \int_E (u^i - h^i)(t, y) \varrho(s; t, y) \, d\mu^i(t, y) \leq 0
\]

for every \( s \in (0, T] \), which implies (4.2), because \( \varrho(s; \cdot, \cdot) \) is strictly positive. \( \square \)

**Remark 4.6** Let the assumptions of Theorem 3.8 hold. Then the first component \( u \) of the solution of \( \text{OP}(\varphi, f, D) \) satisfies the following parabolic variational inequality: for every \( v \in \mathcal{W} \) such that \( v(t, x) \in D(t, x) \) for a.e. \((t, x) \in E_T\),

\[
\int_0^T \left( \frac{\partial v}{\partial t}(t), v(t) - u(t) \right)_{V', V} \, dt - \int_0^T a^{(t)}(u(t), v(t) - u(t)) \, dt + \int_0^T (f_{u(t)}, v(t) - u(t))_H \, dt \leq \frac{1}{2} \| v(T) - \varphi \|_H^2. \tag{4.10}
\]
To see this, let us consider the solution $u_n$ of (3.4). Taking $v - u_n$ as test function in (3.4) we get

$$
\int_0^T \left\langle \frac{\partial u_n}{\partial t}, v(t) - u_n(t) \right\rangle_{V', V} dt - \int_0^T a(t)(u_n(t), v(t) - u_n(t)) dt = -\int_0^T (f(u_n(t), v(t) - u_n(t))_H dt - \int_{E_0,T} \langle v - u_n, d\mu_n \rangle.
$$

(4.11)

Since

$$
\int_0^T \left\langle \frac{\partial u_n}{\partial t}, v(t) - u_n(t) \right\rangle_{V', V} dt = \int_0^T \left\langle \frac{\partial v}{\partial t}, v(t) - u_n(t) \right\rangle_{V', V} dt - \frac{1}{2} \| v(T) - \varphi \|_H^2 + \frac{1}{2} \| v(0) - u_n(0) \|_H^2,
$$

it follows from (4.11) that

$$
\int_0^T \left\langle \frac{\partial v}{\partial t}, v(t) - u_n(t) \right\rangle_{V', V} dt - \int_0^T a(t)(u_n(t), v(t) - u_n(t)) dt
$$

$$
+ \int_0^T (f(u_n(t), v(t) - u_n(t))_H dt
$$

$$
= \frac{1}{2} \| v(T) - \varphi \|_H^2 - \frac{1}{2} \| v(0) - u(0) \|_H^2 - \int_{E_0,T} \langle v - u_n, d\mu_n \rangle \leq \frac{1}{2} \| v(T) - \varphi \|_H^2,
$$

the last inequality being a consequence of (2.2). Letting $n \to \infty$ and using (3.8), (3.9) and (A3) we get (4.10).

We close this section with stating some open problems. In the whole paper we assume that $E$ is bounded. Therefore our results do not apply to single equations with one obstacle or, for instance, to systems of equations with obstacles of the form

$$
D(t, x) = \{ y \in \mathbb{R}^m : y_i \geq h^i(t, x) \} \quad \text{or} \quad D(t, x) = \{ y \in \mathbb{R}^m : y_i \leq h^i(t, x) \}.
$$

(4.12)

It would be desirable to extend our results to the setting which cover these examples. By the way, note that in the paper [12], on which we rely, $E$ need not be bounded [see condition (H4) formulated in the proof of Theorem 3.8]. Another natural problem is to generalize the results of the present paper to systems involving more general operators, for instance nonsymmetric operators of the form $L_b^t = L_t + \sum_{i=1}^d b_i(x) \frac{\partial}{\partial x_i}$ with bounded measurable $b : [0, T] \times E \to \mathbb{R}^d$. It is worth noting here that in [20, Sect. 1.2] the existence of solutions of variational inequalities with obstacles of the form (4.12) and operator $L_b^t$ is proved in the special case where $f = (f^1, \ldots, f^m)$ and $f^i(t, x, y) = \sum_{j=1}^m c_{ij}(t, x)y_j$ with bounded measurable $c_{ij}$ such that $c_{ij} \geq 0$ a.e. for $i \neq j$ (in fact, in [20], the principal part and the first order part of the operator

\[ Springer\]
need not be the same in each equation of the system). Still another problem of interest is to generalize the results of the paper to irregular obstacles and/or $L^1$ data (for one dimensional results in this direction see \[8,9,11\]).
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