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ABSTRACT

Massive binary black holes (MBBHs) in nearby galactic centers, if any, may be nano-Hertz gravitational wave (GW) sources for pulsar timing arrays (PTAs) to detect. Normally the objective GWs for PTA experiments are approximated as plane waves because its sources are presumably located faraway. For nearby GW sources, however, this approximation may be inaccurate due to the curved GW wave front and the GW strength changes along the paths of PTA pulsar pulses. In this paper, we analyze the near-field effect in the PTA detection of nearby sources and find it is important if the source distance is less than a few tens Mpc, and ignoring this effect may lead to a significant signal-to-noise underestimation especially when the source distance is comparable to the pulsar distances. As examples, we assume a nano-Hertz MBBH source located at either the Galactic Center (GC) or the Large Magellanic Cloud (LMC) according to the observational constraints/hints on the MBBH parameter space, and estimate its detectability by current/future PTAs. We find that the GC MBBH may be detectable by the Square Kilometer Array (SKA) PTA. It is challenging for detecting the LMC MBBH; however, if a number (N ≳ 10) of stable millisecond pulsars can be found in the LMC center, the MBBH may be detectable via a PTA formed by these pulsars. We further illustrate the near-field effects on the PTA detection of an isotropic GW background contributed mainly by nearby GW sources, and the resulting angular correlation is similar to the Hellings-Downs curve.
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1. INTRODUCTION

Pulsar Timing Arrays (PTAs) are aiming at detecting low frequency gravitational waves (GWs) emitting from massive binary black holes (MBBHs; Begelman et al. 1980; Yu 2002) and cosmic strings, etc. (e.g., Sazhin 1978; Detweiler 1979; Mingarelli 2015; van Haasteren 2014; Creighton & Anderson 2011; Maggiore 2008; Blair et al. 2015; Taylor et al. 2019; Sesana et al. 2009; Sesana & Vecchio 2010; Sesana 2013). Current PTAs include the Parkes PTA (PPTA; Manchester et al. 2013)1, the European PTA (EPTA; Kramer & Champion 2013)2, the North American Nanohertz Observatory for Gravitational Waves (NANOGrav; McLaughlin 2013; Ransom et al. 2019)3, the Indian Pulsar Timing Array (InPTA; Joshi et al. 2018), and the Chinese pulsar timing array (CPTA). The first four combined together to form the International PTA (IPTA; Manchester & IPTA 2013; Perera et al. 2019)4. NANOGrav, PPTA, EPTA, and IPTA have all shown the existence of a signal from common-spectrum process in the data, which might be due to the GW background (GWB) but lack significant evidence for quadrupolar spatial correlation (Arzoumanian et al. 2020; Goncharov et al. 2021; Chen et al. 2021a; Antoniadis et al. 2022). This signal is possibly (partly) due to the ephemeris systematics and/or a single pulsar in the PTA data sets (Arzoumanian et al. 2021a). It was proposed to be even due to a non-Einsteinian polarization mode (scalar-transverse mode) signal (Chen et al. 2021b), but one should be cautious with the detailed data analysis and the probability for the existence of the scalar-transverse mode could be insignificant (Arzoumanian et al. 2021a). Nevertheless, it may suggest that the nano-Hertz GWB is close to be detected in the near future.

MBBHs with mass ratio ≳ 0.01 are predicted to exist in about a fraction of a few to ten percent of nearby galaxies (Chen et al. 2020), some of which are also expected to be

1 http://www.atnf.csiro.au/research/pulsar/ppta/
2 http://www.epta.eu.org/
3 http://nanograv.org/
4 http://www.ipta4gw.org/
detected by PTAs in the future. These individual MBBHs (with distances at least many Mpc's away; Sesana & Vecchio 2010; Deng & Finn 2011; Schutz & Ma 2016; Perera et al. 2019; Charisi et al. 2022; Taylor et al. 2016; Arzoumanian et al. 2021b) are usually much more distant than those of the stable millisecond pulsars (MSPs) in the Milky Way adopted in the PTAs (typically hundreds to ten thousands of pc away from the Earth; Brazier et al. 2016; Manchester et al. 2005). In this case, GW emitted from an individual source can be regarded as the plane wave in the data analysis as done in many previous studies (e.g., Romano & Cornish 2017).

It has been proposed that MBBHs may even exist in our Galactic center (GC), or some nearby galaxies, such as Large Magellanic Cloud (LMC), etc. (e.g., Tsuboi et al. 2019; Yu & Tremaine 2003; Portegies Zwart et al. 2006; Yu et al. 2007; Genzel et al. 2010; Girma & Loeb 2018; Arzoumanian et al. 2021b; Mingarelli et al. 2017), which can also be potential sources for future PTAs. However, these MBBHs are quite close to the Earth, with distances less than a few tens kpc. Therefore, the conventional plane-wave assumption is probably inaccurate or even invalid when considering the detectability of these nearby MBBHs, if exist, via PTAs (e.g., Deng & Finn 2011; Kocsis et al. 2012; McGrath & Creighton 2021). In this paper, we construct a general framework for studying the detectability of nanohertz GWs emitted from nearby MBBHs, if any, via PTAs, by considering that the propagation directions and amplitude of the GW from nearby sources are different at different locations along the path of pulses from a pulsar to the Earth (for comparison, see Anholm et al. 2009; Maggiore 2008; Mingarelli 2015; Taylor 2021; van Haasteren 2014, for distant GW sources).

Kocsis et al. (2012) discussed the problem to detect the GW from a hypothetical MBBH in the GC. They mainly considered the case where all PTA pulsars were assumed to be located in the neighborhood of the GC. However, almost all known MSPs adopted in the current PTAs are not that close to the GC (Manchester & IPTA 2013; Brazier et al. 2016; Perera et al. 2019), and no MSP is found in directions close to the GC, yet (e.g., Manchester et al. 2005). Therefore, it is interesting to consider more realistic cases, in which MSPs adopted are the same as those adopted in current PTAs or similar to those expected from future surveys by Five-hundred meter Aperture Spherical Telescope (FAST; Nan et al. 2011; Smits et al. 2009) and/or Square Kilometer Array (SKA; Lazio 2013; Wang & Mohanty 2017). In such a study, the GWs emitted from the hypothetical MBBHs cannot be approximated as plane waves because they are so close to PTA(s) and thus the "near-field" effect must be considered. Here the "near-field" effect means the effects of GWs from nearby sources by including both the curvature of the GW wavefront and the change of the GW amplitude and phase along the paths of PTA pulsar pulses. It is worthy to note that the definition of the "near-field" effect considered in Kocsis et al. (2012) is different from ours, which refer to the post-Newtonian effect (or Einstein delay) and tidal effects due to the MBBH on the motion of nearby pulsars (or Roemer delay) that was not considered in our paper for simplicity. Nevertheless, the PTA geometrical configuration considered in Kocsis et al. (2012) can be regarded as a special case of those in the present paper (see Appendix E).

McGrath & Creighton (2021) recently developed, for the first time, a Fresnel formalism to consider the non-planar wave front for nearby GW sources, which is a treatment closer to the reality compared to the plane-wave approximation. For a nearby GW source, if any, the Fresnel approximation is even not sufficient. The reason is that the Fresnel formalism is still only valid under the far-field approximation, even though it improves the plane-wave approximation. In the present paper we consider the accurate geometrical configuration without making those approximations and calculate the near-field effect for assumed nearby GW sources numerically, which is distinguished from that presented in McGrath & Creighton (2021).

This paper is organized as follows. We provide a general framework for considering the detectability of both nearby and distant nano-hertz GW sources via PTAs in Section 2. Then we consider the cross correlation between the signals from two MSPs in the near-field regime in Section 3 both for individual sources and a GWB contributed mostly by nearby sources. Then we investigate detection strategies for PTAs (the matched-filtering and cross-correlation method) in Section 4 and calculate the influence of the near-field effect for PTA experiments in Section 5. In Section 6, we apply the framework to a hypothetical MBBH in the GC or nearby galaxies to calculate the signal-to-noise ratio (SNR) of the GWs emitted from these MBBHs. Conclusions and discussions are given in Section 7.

2. PERTURBATIONS ON THE PROPAGATION OF PULSES FROM PULSARS BY THE GWS FROM AN MBBH

In this section, we introduce a general framework for calculating the redshift of frequency of pulses radiated from distant MSPs due to metric perturbations by GWs from distant sources. It can be reduced to the far-field approximation that is generally adopted in the PTA analysis.

2.1. General Framework

Figure 1 shows the schematic diagrams for PTA experiments with a single MSP, for both the general case [left diagram (a)] and the far field approximation [right diagram (b)]. In the general case, the distances of GW sources $r$ could be comparable to, smaller than, or larger than distances of PTA...
MSPs \( L \). It includes the near field case where \( r \lesssim L \). In the far-field approximation, the distances of GW targets are much larger than those of the PTA MSPs and the GW radiation can be securely approximated as the plane wave [see diagram (b)].

The redshift of frequency \( \nu \) of pulses from the MSP, received by an observer at time \( t_E \), due to the perturbation of GWs can be expressed as (e.g., Anholm et al. 2009)

\[
    z(t_E) = \sum a \int_0^L \mathcal{F}^a(l) \frac{dh_a|Q}{dl} dl,
\]

where \( z(t_E) = (\nu(t_E) - \nu_0)/\nu_0 \) represents the frequency shift and the integral is from the Earth \( (l = 0) \) to MSP \( (l = L) \), \( \nu_0 \) and \( \nu(t_E) \) represent the received frequency of pulses without and with including GW induced redshift, respectively, \( a = +, x, \) and the antenna pattern functions in the source frame

\[
    \mathcal{F}^+ = F^+ \cos 2\psi - F^x \sin 2\psi, \quad (2)
\]

\[
    \mathcal{F}^x = F^+ \sin 2\psi + F^x \cos 2\psi. \quad (3)
\]

In the above equations, \( F^+ \) and \( F^x \) are the antenna pattern functions for PTA in the detector frame, \( \psi \) is the polarization angle (defined in Apostolatos et al. 1994, see Fig. 1 therein), i.e., the rotation angle \((-\pi < \psi \leq \pi)\) of the coordinate axis from a basis vector \( \hat{e}_1 \) to a principal reference direction in the source frame. Here \( \hat{e}_1 \) is defined to be the unit vector perpendicular to the pulsar-Earth-GW source plane, and the reference direction is defined as \( \hat{n} \times \hat{\Omega} \) in the plane perpendicular to the GW propagation direction \( \hat{\Omega} \), with \( \hat{n} \) representing the normal vector of the MBBH orbital plane. We also define a unit vector \( \hat{e}_2 \), which is in the pulsar-Earth-GW source plane and perpendicular to \( \hat{\Omega} \), thus \( (\hat{e}_1, \hat{e}_2, \hat{\Omega}) \) can be taken as the basis vectors of a rectangular coordinate system. The inclination angle \( \iota \) is defined as the angle between the GW propagation direction \( \hat{\Omega} \) and \( \hat{n} \) (e.g., see Moore et al. 2015b; Zhu et al. 2014, 2015, 2016; Ellis et al. 2012; Babak & Sesana 2012) and \( \iota = t_E \) when \( \hat{\Omega} = \hat{\Omega}_E \). \( L \) is the distance from MSP to Earth, \( l \) is the distance between the Earth and point \( Q \) on the path from MSP to the Earth, and \( h_a|Q \) denotes the GW signal at point \( Q \) encoded in the pulsar pulses received by an observer at a given time \( t_E \). For definitions of these relevant geometric quantities, see Figure 1.

For continuous GW, we have

\[
    h_+ = A_+ h_0 \cos \Phi(t), \quad (4)
\]

\[
    h_\times = A_\times h_0 \sin \Phi(t). \quad (5)
\]

where \( h_0 = \frac{4G^{5/3} M^{2/3} (\pi f)^{2/3}}{c^3 r_p} \), \( A_+ (\iota) = \left( 1 - \cos^2 \iota \right)^{1/2} \), \( A_\times (\iota) = \cos \iota \), \( M \) is the chirp mass of this system and \( \Phi(t) \) is the phase of GW. For convenience, we put the dependence of the GW signal on \( \iota \) out of \( h_a|Q \) (along with \( \mathcal{F}^a \)) rather than directly in \( h_a|Q \) in our following analysis. The antenna pattern functions are given by

\[
    F^+ = \frac{1}{2} \frac{\hat{p}^i \hat{p}^j}{1 + \hat{p} \cdot \hat{\Omega}} e^{+}_{ij} = \frac{1}{2} \left( \hat{p} \cdot \hat{e}_1 \right) \frac{\left( \hat{p} \cdot \hat{e}_2 \right)}{1 + \hat{p} \cdot \hat{\Omega}}, \quad (6)
\]

and

\[
    F^x = \frac{1}{2} \frac{\hat{p}^i \hat{p}^j}{1 + \hat{p} \cdot \hat{\Omega}} e^x_{ij} = \frac{1}{1 + \hat{p} \cdot \hat{\Omega}}, \quad (7)
\]

respectively, where \( \hat{p} \) is a unit vector pointing from the Earth to MSP, and \( \hat{p}^i \) and \( \hat{p}^j \) represent the components of \( \hat{p} \) with \( i = 1, 2, j = 1, 2 \). The components of the basis tensor \( e^a \) represent by \( e^a_{ij} \), where

\[
    e^+ = \hat{e}_1 \hat{e}_1 - \hat{e}_2 \hat{e}_2, \quad (8)
\]

\[
    e^x = \hat{e}_1 \hat{e}_2 + \hat{e}_2 \hat{e}_1, \quad (9)
\]

where

\[
    \hat{e}_1 = \frac{\hat{p} \times \hat{\Omega}}{|\hat{p} \times \hat{\Omega}|},
\]

\[
    \hat{e}_2 = \hat{e}_1 \times \hat{\Omega}.
\]

In the near-field regime, \( \hat{\Omega} \) are different at different \( Q \) between the Earth and MSP, the inclination and polarization angles \( (\iota, \psi) \) vary with \( l \) significantly. Thus GW cannot be regarded as the plane wave in the near-field regime with \( L \) comparable to or smaller than \( r \). Hence \( \mathcal{F}^a \) is also a function of \( l \), thus it cannot be separated from the integral, which is different from that adopting the far-field approximation (e.g., see Anholm et al. 2009).

We denote the phase of the GW received by an observer at time \( t_E \) as \( \Phi_E(t_E) \). The phase of the GW at point \( Q \) (\( \Phi|Q \)) encoded in pulsar pulses received by the observer at \( t_E \) is thus related to \( \Phi_E \) due to the time delay \( (l + r' - r)/c \) as

\[
    \Phi|Q = \Phi_E \left( t_E - \frac{l + r' - r}{c} \right), \quad (10)
\]

where \( (r') \) is the distance between the GW source and Earth (Q point). Since amplitude \( h_0(r) \propto 1/r \), we have

\[
    h_0|Q = h_0 \left( t_E - \frac{l + r' - r}{c} \right) \bigg|_{E}^{r'}/r' \quad (11)
\]

Therefore, \( h_a|Q \) can be expressed in the inverse Fourier transform as

\[
    h_a|Q = \frac{r A_a(t)}{r' A_a(t_E)} \int_{-\infty}^{\infty} df e^{-2\pi f(t_E - \frac{i}{r} - \frac{r'}{r'})} \tilde{h}_a(f) \bigg|_E \quad (12)
\]

where \( \tilde{h}_a(f) \bigg|_E \) is the strain spectrum of the GW signal \( h_a(t_E)|_E \) at the Earth.

Combining Equations (12) and (1), the Fourier transform of the redshift is given by

\[
    \tilde{z}(f) = \sum_a \frac{\tilde{h}_a(f)\bigg|_E}{A_a(t_E)} \int_0^L d\ell \mathcal{F}^a(l) \frac{d}{d\ell} \left( \frac{r A_a(t)}{r'} e^{-2\pi f(t_E - \frac{i}{r} - \frac{r'}{r'})} \right) \equiv \sum_a \mathcal{F}^a(f) \tilde{h}_a|Q(f). \quad (13)
\]
In the above Equation, \( h_a(f) \big|_E \) and \( A_a(\xi_E) \) are independent of \( l \), and the integral
\[
\mathcal{P}_a(f) \equiv \int_0^L dl F^a(l) \frac{d}{dl} \left( \frac{r A_a(l)}{r'} e^{-i 2 \pi f (\frac{r + r'}{r'})} \right),
\]
is integrated over \( l \) from 0 to \( L \), \( r A_a(l) e^{-i 2 \pi f (\frac{r + r'}{r'})} \) is a complex function of \( l \), and its differential expression is too tedious to be explicitly shown here; \( \mathcal{P}_a(f) \) represents the response of a PTA pulsar to the GW signal, \( h_a, \chi \equiv h_a(f) \big|_E / A_a(\xi_E) \) equals the GW strain in the case with an optimal orientation (\( \xi_E = 0 \)) and it is invariant for any \( \xi_E \) (\( \neq 0 \)). (For the expression of \( r' \) in the above equation, see Appendix B.)

According to Equation (13), redshift \( \tilde{z}(f) \) can be obtained given known GW spectrum, distances (which can be measured accurately with timing parallax as proposed in Lee et al. 2011, see also D’Orazi & Loeb 2021), and directions to PTA pulsars, which suggests that the standard matched-filtering method (Moore et al. 2015a; Maggiore 2008; Creighton & Anderson 2011) can be adopted to extract GW signals and properties of GW systems. The optimum filter can be defined as \( \tilde{z}(f)/S_n(f) \), with \( S_n(f) \) describing the power spectrum density (PSD) of the noise for a given PTA. The SNR \( \varrho \) is then given by
\[
\varrho^2 = \int_0^\infty df \frac{|\tilde{z}(f)|^2}{S_n(f)}. \tag{15}
\]

In the literature, for the detection of the GWB, it is straightforward to prove that (Hawking & Israel 1989; Maggiore 2008; Robson et al. 2018)
\[
(\mathcal{F}^+)^2 = (\mathcal{F}^\times)^2, \tag{16}
\]

\( \mathcal{F}^+ \) and \( \mathcal{F}^\times \) are the plus and cross components of the vector. (For the expression of \( \mathcal{F}^+ \) and \( \mathcal{F}^\times \), see Appendix B.)

The long overbar symbol \( \overline{\cdots} \) in the above Equations represent the sky and polarization average defined by
\[
\overline{X} = \frac{1}{4\pi^2} \int_0^\pi d\psi_E \int d^2\Omega_n X, \tag{18}
\]
where \( \Omega_n \) represents the position of GW source.

For the detection of individual MBBHs, the position of the GW source is fixed, and the average should be taken over the sky for the directions of PTA MSPs (\( \hat{\Omega}_p \)). Note here that the cases for individual MBBHs and GWB are somewhat symmetric, which are an average over many pulsars (for a single source) and an average over many GW sources (background), respectively. According to the definition of \( \mathcal{P}_a(f) \) in Equation (14), we have
\[
\overline{\mathcal{P}^+} + \overline{\mathcal{P}^\times} = \overline{\mathcal{F}^+} \overline{\mathcal{F}^\times} = 0, \tag{19}
\]
if the PTA MSPs are uniformly distributed. In the estimation of SNR, we define a mean quantity as
\[
\chi^2 = \frac{|\overline{\mathcal{F}^+}|^2 + |\overline{\mathcal{F}^\times}|^2}{2}, \tag{20}
\]
which represents the geometrical effect of the spatial distribution of PTA pulsars relative to the GW propagation direction, and \( \chi \) usually depends on \( \xi_E \) and may also depend on \( L \).\(^5\) We use \( \chi \) to represent the average of \( \chi \) over \( \xi_E \) in section 5.3 (Eqs.72 and 74).

\(^5\) In some literature, \( \chi \) is denoted as the signal response function \( R(f) \).
The averaged SNR can thus be estimated as (Gourgoulhon et al. 2019)
\[
|h_\alpha(f)|^2 \equiv |h_{+\alpha}(f)|^2 + |h_{\times\alpha}(f)|^2,
\]
which is independent of \(\iota_E\), and then we have
\[
|\tilde{z}(f)|^2 \approx \chi^2(f) |\tilde{h}_\alpha(f)|^2.
\]
The averaged SNR can thus be estimated as
\[
g^2 = \int_0^\infty df \frac{4\chi^2(f)|\tilde{h}_\alpha(f)|^2}{S_n(f)}.
\]

2.2. Reduction to the Far-Field Approximation

Targets of nano-Hertz GWs are mostly inspiral MBBHs in galactic centers far away from the Earth and the distances from the Earth to those GW sources (\(\gg 1 \) Mpc) are much larger than the distances from the Earth to those MSPs (on the order of kpc) that are monitored by PTAs. Therefore, one may approximate the GWs emitted from those distant MBBHs as plane waves when considering its perturbation on the propagation of pulsar pulses to Earth.

If \(r \gg L, \zeta \approx 0\), then \(\Omega_E, \iota_E, r' = r - l \cos \vartheta, r'/r \approx 1, A_\alpha(\iota)/A_\alpha(\iota_E) \approx 1\). Therefore, Equation (13) can be reduced to
\[
\tilde{z}(f) = \sum_\alpha \tilde{h}_\alpha(f) \mathcal{F}_\alpha \cdot (e^{-i2\pi fL(1-\cos \vartheta)/c} - 1)
\equiv \sum_\alpha \mathcal{P}_\alpha(f) \tilde{h}_\alpha,\alpha(f),
\]
and
\[
\mathcal{P}_\alpha(f) = (e^{-i2\pi fL(1-\cos \vartheta)/c} - 1) \mathcal{F}_\alpha A_\alpha.
\]
This is the expression resulting from the far-field approximation adopted in many previous works (e.g., Sazhin 1978; Detweiler 1979).

In the near-field regime, however, both the amplitudes and phases of GWs at different points \(Q\) may vary significantly, different from that in the case adopting the far-field approximation. The relative difference of GW amplitudes at \(r\) and \(r' = [h_0(r) - h_0(r')]/h_0(r) = 1 - r/r' \ll 10^{-3}\) when \(r > 10^3 L \sim O(\text{Mpc})\). Therefore, the amplitude difference is negligible if \(r \gg 1\) Mpc. If the pulsar-to-Earth line is perpendicular to the Earth-to-GW source line, the difference between GW propagation direction at pulsar and that at Earth is the largest. The maximum distance difference between \(r'\) and \(r\) is \(\sqrt{r'^2 + L^2} - r \sim L^2/2r\). If \(L^2/2r \ll \lambda_{\text{GW}}/2\) (e.g., \(\sim O(1\text{pc})\) for \(f = 10^{-8}\) Hz), the phase difference can be ignored since it leads to a distortion of wave front much less than a half wavelength assuming pulsar distance \(\sim \text{kpc}\).

Therefore, the phase difference can be nearly ignored as well if \(r \gg 10\) Mpc. We conclude that the far-field approximation can be safely adopted if the distances of GW sources are much larger than 10 Mpc and the distances of PTA pulsars \(\sim 1\) kpc, while the near-field effect must be considered if otherwise.

3. CROSS-CORRELATION OF GW SIGNALS

In the previous section, we have considered the case of a single MSP in the near-field regime. Below we consider the cross-correlations of GW signals in the time of arrival (TOA) data series of two MSPs for individual monochromatic GW sources (Section 3.1), non-monochromatic individual GW sources (Section 3.2) in the near-field regime, and the near-field effect on the Hellings-Downs curve for a GWB (Section 3.3).

3.1. Individual monochromatic GW sources

The cross-correlation method can be also adopted to detect individual sources by two MSPs (or more) as an analogy to the method for the stochastic GWB (Anholm et al. 2009; Hellings & Downs 1983; Maggiore 2008; Rosado et al. 2015; Taylor 2021). If
\[
\langle \tilde{h}_{a,\alpha}(f)\tilde{h}_{a',\alpha}(f') \rangle = \frac{1}{2} \delta_{aa'} \delta(f - f')S_h(f)
\]
can be applied to an individual source (e.g., individual monochromatic GW sources), where \(\tilde{h}_a(f)\) and \(\tilde{h}_{a'}(f')\) are the GW frequency spectra at the Earth encoded in the TOA data series of these two MSPs, respectively, \(S_h(f)\) is the GW PSD, and \(\langle \cdots \rangle\) represents an ensemble average over many noise realizations (in reality, it can be replaced by a time average for a stationary stochastic noise). From Equation (13), we have
\[
\langle \tilde{z}_1(f)\tilde{z}_2(f') \rangle = \left\langle \sum_{\alpha} \sum_{\alpha'} \mathcal{P}_{\alpha 1}(f) \mathcal{P}_{\alpha' 2}(f') \tilde{h}_{a,\alpha}(f) \tilde{h}_{a',\alpha'}(f') \right\rangle
= \frac{1}{2\beta_{12}} \delta(f - f')S_h(f) \Gamma_{12}(f),
\]
for two MSPs, where the overlap reduction function (ORF)\(^6\) in the near-field regime is defined as
\[
\Gamma_{12}(f) \equiv \beta_{12} \sum_{\alpha} \mathcal{P}_{\alpha 1}(f) \mathcal{P}_{\alpha 2}(f),
\]
and a normalization constant \(\beta_{12}\) is chosen for making \(\Gamma_{12}(f) = 1\) for coincident co-aligned detectors.

Similar to Anholm et al. (2009), the cross-correlation statistic can be defined as
\[
S = \int_{-\infty}^{\infty} df \int_{-\infty}^{\infty} df' \delta_{\Gamma}(f - f') \tilde{s}_1(f) \tilde{s}_2(f') \hat{Q}(f'),
\]
\(^6\) Here the ORF in equation (28) is defined for individual sources, not for GWBs to be discussed in Section 3.3.
where \( \hat{s}(f) \) is the Fourier transform of \( s(t) = z(t) + n(t) \) with \( n(t) \) representing the stochastic noise, and \( \hat{Q}(f') \) is a filter, \( \delta_T(f) = \sin(\pi f T)/(\pi f) \), and \( T \) is the observation time span. If the noise is stationary and Gaussian, then the mean of \( S \) is

\[
\mu = \langle S \rangle = \int_{-\infty}^{\infty} df \int_{-\infty}^{\infty} df' \delta_T(f-f') \langle \hat{z}_2^*(f) \hat{z}_2(f') \rangle \hat{Q}(f')
\]

\[
= \frac{T}{2\beta_{12}} \int_{-\infty}^{\infty} df S_h(f) \Gamma_{12}[S_n(f)] \hat{Q}(f).
\]  

(30)

Assuming that the noise \( n(t) \) is much greater than the signal \( z(t) \), the variance is

\[
\sigma^2 = \langle S^2 \rangle - \langle S \rangle^2 \approx \langle S^2 \rangle = \frac{T}{4} \int_{-\infty}^{\infty} df S_n(f) S_{n2}(f) (\hat{Q}(f))^2,
\]

where

\[
\langle \hat{n}_i^*(f) \hat{n}_i(f') \rangle = \frac{1}{2} \delta(f-f') S_{ni}(f)
\]

for \( i = 1, 2 \).\(^7\) Defining an inner product as

\[
(A, B) = \int_{-\infty}^{\infty} df A^*(f) B(f) S_n(f) S_{n2}(f),
\]

then the mean and its variance can be rewritten as

\[
\mu = \frac{T}{2\beta_{12}} \left( \hat{Q}^*(f), \frac{\hat{S}_h(f) \Gamma_{12}[S_n(f)]}{S_n(f)S_{n2}(f)} \right),
\]

(31)

and

\[
\sigma^2 \approx \frac{T}{4} \left( \hat{Q}^*(f), \hat{Q}^*(f) \right),
\]

(32)

and the SNR is defined as

\[
\varrho^2 = |\mu|^2/\sigma^2.
\]

According to the Schwartz inequality \( |(A, B)|^2 \leq (A, A)(B, B) \), the optimum filter is

\[
\hat{Q}^*(f) = \frac{\hat{S}_h(f) \Gamma_{12}[S_n(f)]}{S_n(f)S_{n2}(f)}
\]

(33)

and the maximum SNR is

\[
\varrho^2 = \frac{T}{\beta_{12}^2} \left( \frac{S_h(f) \Gamma_{12}[S_n(f)]}{S_n(f)S_{n2}(f)}, \frac{S_h(f) \Gamma_{12}[S_n(f)]}{S_n(f)S_{n2}(f)} \right)
\]

(34)

i.e.,

\[
\varrho^2 = \frac{2T}{\beta_{12}^2} \int_{0}^{\infty} df S_n^2(f) \Gamma_{12}[S_n(f)]^2 S_n(f)S_{n2}(f)
\]

(35)

\[
\varrho^2 = \frac{2}{T \beta_{12}^2} \int_{0}^{\infty} df \frac{S_n^2(f) \Gamma_{12}[S_n(f)]^2}{S_n(f)S_{n2}(f)}
\]

(36)

\[
\varrho^2 = \frac{2}{T \beta_{12}^2} \int_{0}^{\infty} df \frac{S_n^2(f) \Gamma_{12}[S_n(f)]^2}{S_n(f)S_{n2}(f)}
\]

(37)

\[
\varrho^2 = \frac{2}{T \beta_{12}^2} \int_{0}^{\infty} df \frac{S_n^2(f) \Gamma_{12}[S_n(f)]^2}{S_n(f)S_{n2}(f)}
\]

(38)

3.2. Individual non-monochromatic GW sources

For individual non-monochromatic GW sources [not satisfying Equation (26)], the mean of the cross-correlation statistics may be then generally defined as

\[
\mu = \int_{-\infty}^{\infty} df \langle \hat{z}_1^*(f) \hat{z}_2(f) \rangle \hat{Q}(f)
\]

\[
= \left( \hat{Q}^*(f), \frac{\langle \hat{z}_1^*(f) \hat{z}_2(f) \rangle}{S_n(f)S_{n2}(f)} \right)
\]

(39)

Similarly, the optimum filter and the maximum SNR are given by

\[
\hat{Q}^*(f) = \frac{\langle \hat{z}_1^*(f) \hat{z}_2(f) \rangle}{S_n(f)S_{n2}(f)}
\]

(40)

and

\[
\varrho^2 = \frac{8}{T} \int_{0}^{\infty} df \frac{|\hat{z}_1(f)|^2 |\hat{z}_2(f)|^2}{S_n(f)S_{n2}(f)}
\]

(41)

If the different polarization states of GW are independent from each other, \( \langle \hat{n}_a^*(f) \hat{n}_a(f) \rangle = \delta_{aa'} \langle \hat{n}_a^*(f) \hat{n}_a(f) \rangle \), Equation (41) can be replaced by

\[
\varrho^2 = \frac{8}{T \beta_{12}^2} \int_{0}^{\infty} df \frac{|\Gamma_{12}[S_n(f)]|^2 |\hat{n}_a(f)|^4}{S_n(f)S_{n2}(f)}
\]

(42)

3.3. Near-field effects on the Hellings-Downs curve

In the traditional PTA data analysis for the GWB detection, it is assumed that the GWB is due to faraway GW sources and the angular correlation between the responses of different pulsars to the GWB should provide critical evidence for the existence of such a GWB (if any) (Hellings & Downs 1983, the so-called Hellings-Downs curve). If the GWB is mainly contributed by many nearby GW sources, one may think there might be some near-field effects on the detection of such a GWB, and in this case the resulting angular correlation may be different from the Hellings-Downs curve. Below we estimate the near-field effect on the angular correlation between the responses of different PTA pulsars to the GWB, in addition to the main goal of the present paper that is to consider the near-field effect for the PTA detection of individual sources.

The total redshift due to the GWB \( z^b(t) \) can be expressed as the superposition of redshift \( z(t, \Omega_E) \) of many individual sources from all directions \( \Omega_E \), i.e.,

\[
z^b(t) = \int d^2 \Omega_E z(t, \Omega_E).
\]

(43)
For a stationary, Gaussian, isotropic, unpolarized GWB, we have (Anholm et al. 2009; Hellings & Downs 1983; Maggiore 2008; Rosado et al. 2015; Taylor 2021)

\[
\left\langle \tilde{h}_a(f, \tilde{\Omega}_E)\tilde{h}_{a'}(f', \tilde{\Omega}_E') \right\rangle = \frac{1}{8\pi} \delta(\tilde{\Omega}_E - \tilde{\Omega}_E')\delta_{aa'}\delta(f - f')S_h(f).
\]

(44)

Combining Equations (13) and (43), we obtain

\[
\left\langle \tilde{z}_{1a}(f)\tilde{z}_{2b}(f') \right\rangle = \frac{1}{2\beta_1^b}\delta(f - f')S_h(f)\Gamma_{12}^b(f),
\]

(45)

for two MSPs, i.e., 1 and 2. Here the ORF for the GWB in the near-field regime is defined as

\[
\Gamma_{12}^b(f) \equiv \beta_1^b \int d^2\tilde{\Omega}_E \sum_a \hat{P}_{1a}(f, \tilde{\Omega}_E)\hat{P}_{2a}(f, \tilde{\Omega}_E)\frac{A_a^2(\tilde{\Omega}_E)}{A_a^2(\tilde{\Omega}_E)},
\]

(46)

and a normalization constant \(\beta_1^b\) is chosen to make \(\Gamma_{12}^b(f) = 1\) for coincident co-aligned detectors (two identical MSPs located at the same position). Some detailed formulas for the calculations of the ORF are listed in Appendix F. Different from the calculation of the ORF with the far-field approximation, the ORF in the near-field regime depends on the inclination angle \(\iota\), the pulsar distances \(L\), and the sources’ distances \(r\). Since \(\iota\) for GW sources may be randomly distributed, we can obtain the average ORF, i.e.,

\[
\Gamma_{12}^b(f) = \frac{\beta_1^b}{4\pi} \int d^2\tilde{n} \int d^2\tilde{\Omega}_E \sum_a \hat{P}_{1a}(f, \tilde{\Omega}_E)\hat{P}_{2a}(f, \tilde{\Omega}_E)\frac{A_a^2(\tilde{\Omega}_E)}{A_a^2(\tilde{\Omega}_E)},
\]

(47)

by averaging over \(\tilde{n}\). Denoting the angle between two PTA MSPs as \(\theta_{12}\), \(\Gamma_{12}^b\) is a function of \(\theta_{12}\). To estimate \(\Gamma_{12}^b\) with consideration of the near-field effect, it needs to know the number distribution of the “nearby GW sources” as a function of \(r\) and the distances of PTA pulsars \(L\). For simplicity, we assume that all the “nearby GW sources” are located at the same distance to the observer (fixed \(r\)) and all the PTA pulsars have the same \(L\). In this way, \(\Gamma_{12}^b\) can be calculated for each given set of \(r\) and \(L\). We take \(\Gamma_{12}^b\) as the angular correlation function corresponding to the Hellings-Downs curve with considering the near-field effects.

Figure 2 illustrates the resulted \(\Gamma_{12}^b\) as a function of \(\theta_{12}\) for \(L = 2\) kpc, and \(r = 10\) kpc (magenta solid line), 100 kpc (red solid line), and 1000 kpc (cyan solid line), respectively. For comparison, we also show the standard Hellings-Downs curve obtained for a GWB contributed by faraway sources (black dot-dashed line) (Hellings & Downs 1983), with which the far-field approximation is suitable to be adopted, i.e.,

\[
\Gamma_{12}^b|_{r=\infty} = \frac{1}{2} - \frac{x}{8} + \frac{3}{4}x \ln \frac{x}{2},
\]

(48)

where \(x = 1 - \cos \theta_{12}\) and \(\Gamma_{12}^b|_{r=\infty}\) is renormalized to 1/2 at \(\theta_{12} \to 0^\circ\). We also renormalize those \(\Gamma_{12}^b\) obtained by limiting \(r\) to nearby sources to 1/2 at \(\theta_{12} \to 0^\circ\). As seen from this figure, \(\Gamma_{12}^b\) in the near field regime is similar to the standard Hellings-Downs curve obtained with the far-field approximation. This similarity can be understood by the following argument. Along the propagation path of the pulses from a pulsar to the observer, the metric perturbation due to the GWB should be uncorrelated with that at a different spacetime point along a different propagation direction of the pulses from another pulsar to the observer, if the distance of that point to the observer is much larger than the GW wavelength. The contribution to the ORF comes mainly from the angular correlation of the effective metric perturbations at the same observer’s spacetime point (where the effective metric perturbation means the product of the metric perturbation and the pulsar antenna pattern function), similar to the case of the far-field approximation. That similarity also suggests that the near-field effect on the GWB SNR estimation is negligible.

We further note that the ORF value \(\Gamma_{12}^b(\theta)\) at \(\theta_{12} = 0^\circ\) is 1.64 (or 1.00) when the sources contributed to the GWB are all at \(r = 3(\text{or} 8)\) kpc, while the un-normalized value \(\Gamma_{12}^b(\theta = 0^\circ)/\beta_1^b\) is 2/3 under the far-field approximation. This may indicate the difference between the near-field regime and the far-field regime.

Note also in the above analysis, the GWB from nearby sources is assumed to be isotropically distributed. One should be cautious about this assumption as a GWB produced by nearby sources may be anisotropic and thus the analysis should be significantly different, which deserves a further study.

4. PULSAR TIMING ARRAYS

For a PTA with \(N_p(\geq 3)\) MSPs, two different methods may be adopted to deal with data, which give different SNR estimates. Below we introduce the formulas for SNR estimates via the matched-filtering and the cross-correlation methods in section 4.1 and section 4.2, respectively.

4.1. The Matched-Filtering Method

Coherent network analysis has been developed for detecting individual sources via PTA (e.g., Ellis et al. 2012; Arzoumanian et al. 2014; Wang et al. 2014, 2015; Rosado et al. 2015), which is similar to that for the network of ground-based GW detectors (Jaranowski et al. 1996). For the TOA data from each MSP, the standard matched-filtering method can be used to estimate SNR. With this method, the total SNR obtained from the PTA observations can be given by

\footnote{When \(\theta_{12} = 0^\circ\), its value is 1 but we do not show it in the figure and Eq. (48). The unnormalized \(\Gamma_{12}^b\) values at \(\theta_{12} \neq 0^\circ\) are basically consistent with each other.}
Figure 2. The angular correlation obtained by a PTA with all pulsars at distances of $L = 2$ kpc for a GWB due to nearby GW sources at a fixed distance of 10 kpc (magenta solid line), 100 kpc (red solid line), and $10^6$ kpc (cyan solid line), respectively. The black dotted line shows the Hellings-Downs curve obtained by adopting the far-field approximation (Eq. 48; Hellings & Downs 1983). Note here all these curves are normalized to 1/2 at $\theta_{12} \rightarrow 0^\circ$ as done for the Hellings-Downs (HD) curve (see Eq. 48).

(see Section 2.1)

$$\varrho^2 = \sum_{i=1}^{N_p} \int_0^\infty df \frac{4 \chi^2(f) |\tilde{h}_o(f)|^2}{S_n(f)},$$

where the summation is over all $N_p$ MSPs. For convenience, the total SNR used for theoretical analysis may be approximated as

$$\varrho^2 \simeq N_p \int_0^\infty df \frac{4 \chi^2(f) |\tilde{h}_o(f)|^2}{S_n(f)},$$

by assuming that all MSPs contribute to the SNR equally (see also Moore et al. 2015b).

The SNR estimate given by the above Equation can be treated as an effective SNR, though the real SNR for a PTA observations can be obtained only by considering the detailed properties of each MSP adopted in the PTA. For example, the effective SNR was adopted in Moore et al. (2015b), Huerta et al. (2015), and Thrane & Romano (2013), to estimate sensitivity curves for PTAs. In reality, different MSPs adopted in the PTA may have quite different properties and thus contribute to SNR differently. The contributions to SNR may be led by several close-to-source MSPs with small timing RMS noise. Therefore, more careful estimation of SNR should consider the properties of each MSP adopted in the PTA observations.

4.2. The Cross-Correlation Method

Cross-correlation method has also been introduced for detecting individual sources via PTA, similarly to that for the detection of a stochastic GWB (Moore et al. 2015b; Maggiore 2008), particularly when the redshift $\bar{z}(f)$ is difficult to obtain. According to Section 3, the SNR estimated from the cross-correlation method for any two PTA MSPs $(i, j, \text{and } i \neq j)$ is

$$\varrho^2_{ij} = \frac{2T}{\beta_{ij}^2} \int_0^\infty df \frac{S_n^2(f) |\Gamma_{ij}(f)|^2}{S_n(f) S_{nj}(f)}$$

or

$$\varrho^2_i = \frac{8}{T} \int_0^\infty df \frac{\chi^2(f) |\tilde{h}_o(f)|^4}{S_n(f) S_{nj}(f)}.$$ 

In equation (51), the ORF of the $i$- and $j$-MSPs is defined as

$$\Gamma_{ij}(f) \equiv \beta_{ij} \sum_{a} \mathcal{P}_i^a(f) \mathcal{P}_j^a(f),$$

where $\beta_{ij}$ is adopted to make $\Gamma_{ij}(f) = 1$ for coincident co-aligned detectors (see also in Eq. 28 for $\Gamma_{12}$). The total SNR is the summation of $\varrho_{ij}$ over all MSP pairs, i.e., (Moore et al. 2015b; Maggiore 2008)

$$\varrho^2 = \sum_{i=1}^{N_p} \sum_{j=1}^{N_p} \varrho^2_{ij}.$$ 

If also assuming that different MSPs contribute equally, the total SNR can be roughly estimated as

$$\varrho^2 = \frac{4N_p(N_p-1)}{T} \int_0^\infty df \frac{\chi^4(f) |\tilde{h}_o(f)|^4}{S_n^2(f)}.$$ 

5. THE NEAR-FIELD EFFECT

In this Section, we compare the differences of some characteristic quantities in the cases adopting the far-field approximation from that in the general framework by including the near-field effect. We then estimate the values of $\chi$ for some example systems in these two cases, of which the difference mainly represents the importance of near-field effect on average.

5.1. The function $\mathcal{P}^a(f)$

We first analyze the function $\mathcal{P}^a(f)$ in both the far-field and near-field regimes in some special cases to illustrate their differences.

5.1.1. The Far-Field Approximation

If denoting $\Delta \Phi$ as $\Delta \Phi = -2\pi fL/(1 - \cos \vartheta)/c$, then $e^{i\Delta \Phi} - 1 = 2 \sin(\Delta \Phi/2) e^{i\Delta \Phi/2 + \pi/2}$. According to Equation (25), we have the far-field approximation of $\mathcal{P}^a(f)$ as

$$\mathcal{P}^a(f) = 2 \sin \left( \frac{\Delta \Phi}{2} \right) e^{i(\Delta \Phi/2 + \pi/2)} \mathcal{P}^a.$$
If \( L \approx 1 \text{kpc}, \ f \sim 10^{-8}\text{Hz}, \) then \( fL/c \approx 10^{3} \gg 1, \) and the exponential factor oscillates with frequency \( f \) rapidly. Hence \( |\mathcal{P}^{a}(f)| \) also oscillates with \( f \) in the range \([0,2\mathcal{F}]\) rapidly, and the average of its absolute value is \( |\mathcal{P}^{a}_{\hat{\upsilon}}(f)| = \sqrt{2}\mathcal{F}^{a} \). This oscillation of \( \mathcal{P}^{a}(f) \) modulates the waveform detected by the PTA and thus it should be carefully considered in the SNR estimates.

An example is provided below to show how to calculate \( \mathcal{F}^{a} \). We define a coordinate system, in which the GW source is located at the negative direction of \( z \)-axis and PTA pulsars are located in the \( yOz \) plane (see Fig. 1b). In this coordinate system, \( \hat{\Omega} = (0,0,1), \hat{\rho} = (0,\sin \vartheta, -\cos \vartheta) \) if adopting the far-field approximation. According to Equations (6) and (7), one should have

\[
|\mathcal{P}^{+}(f)| = -\frac{\sin^{2} \vartheta}{2(1-\cos \vartheta)} = -\frac{1+\cos \vartheta}{2}, \quad (57)
\]

\[
|\mathcal{P}^{\times}(f)| = 0, \quad (58)
\]

and also

\[
|\mathcal{P}^{+}_{l}(f)| \propto (1+\cos \vartheta) \left| \sin \left( \frac{\Delta \Phi}{2} \right) \right|, \quad (59)
\]

\[
|\mathcal{P}^{\times}_{l}(f)| = 0. \quad (60)
\]

This result is consistent with that derived in Lee et al. (2011). Furthermore, if the inclination angle \( \vartheta = 0 \) and polarization angle \( \psi = 0 \), then

\[
|\mathcal{P}^{+}_{l}(f)| = (1+\cos \vartheta) \left| \sin \left( \frac{\Delta \Phi}{2} \right) \right|. \quad (61)
\]

5.1.2. The Near-Field Regime

In this near-field regime, we define a coordinate system \((\hat{e}_{1}, \hat{e}_{2}, \hat{\Omega})\) (See Appendix A), which rotates with GW propagation direction to make \( \hat{\Omega} = (0,0,1) \) even for different \( l \), and \( \hat{\rho} = (0, \sin \gamma, \cos \gamma) \). The inclination angle \( \zeta \) changes along the path of pulsar pulses. In this case, \( \mathcal{P}^{a}(f) \) can be calculated numerically (for details, see Appendix B and Fig. 1a) and it also oscillates with \( f \), similar to that shown for the case adopting the far-field approximation. To illustrate the behavior of \( \mathcal{P}^{a}(f) \) as a function of frequency, we assume \( \vartheta = \pi/2, L = 1 \text{kpc}, \) and \( r = 8 \text{kpc} \) (i.e., a source at the GC), \( \psi = \psi_{E} = 0, \) thus \( \mathcal{P}^{\times}(f) \neq 0 \) and \( \mathcal{P}^{\times}(f) = 0. \) For these settings, we adopt both the far-field approximation as described in 5.1.1 and the general formulas that include the near-field effect to calculate \( \mathcal{P}^{+}_{l}(f) \) and \( \mathcal{P}^{\times}(f) \), respectively. Figure 3 shows the relative difference between \( \mathcal{P}^{+}_{l}(f) \) and \( \mathcal{P}^{\times}(f) \) which is significant at a large fraction of frequencies.

The quantity \( \mathcal{P}^{a}(f) \) also depends on the relative angle between the directions of MSP and GW source \( \vartheta \). Figure 4 illustrates such an angular dependence for two assumed nearby GW sources in a plane of \( \rho \) versus \( \vartheta \). Here \( \rho \) represents the absolute value of \( \mathcal{P}^{\times}(f) \). The red solid line represents the envelope curve of \( |\mathcal{P}^{+}_{l}(f)| \) by adopting the far-field approximation, i.e., \( \rho = 1+\cos \vartheta \), which is consistent with that studied in Lee et al. (2011) for the response pattern of distant sources. The red dashed line represents the curve \( \rho = \rho_{0}(1+\cos \vartheta) \) with \( \rho_{0} = \max(|\mathcal{P}^{+}(f)|) \), which has similar shape with red solid line. As seen from this Figure, the near-field effect leads to the shape distortion of \( |\mathcal{P}^{\times}(f)| \) dependent on \( \vartheta \). There are small white empty areas around \( \rho = 0 \) in both panels of Figure 4, different from that shown for the case adopting far-field approximation in Lee et al. (2011). The reason is as follows. If the far-field approximation is valid, the amplitude and propagation direction of GWs are almost the same at different \( Q \) on the path of pulses, respectively, and only the GW phases are different at different \( Q \). At phases \( 2\pi n \) (\( n \) is an integer), \( \mathcal{P}^{a}_{l}(f) \) vanishes even \( \mathcal{F}^{a} \neq 0, \) as indicated by Equation (25). However, in the near-field regime, the GWs from the same source have different directions, amplitudes, and phases, at different \( Q \) on the path of pulses. The superposition of GW effect at different parts of the path generally does not vanish, and thus \( \mathcal{P}^{a}_{l}(f) \) is oscillating but cannot reach 0 as shown in Figure 4.

The small-scale spiky features (Fig. 4) may enable precise localization of GW sources via PTA observations, if pulsar distances can be measured accurately by the timing parallax and the curvature of GW waveform (Deng & Finn 2011) or some other methods with an error not larger than the GW wavelength (see Lee et al. 2011). The angular dependence is much different from the dependence on the frequency or pulsar distance, therefore, they can be distinguished. In principle, it is plausible that timing parallax can give accurate distance measurements for pulsars. In observations, however, pulsar distances may be difficult to be measured via timing parallax with an accuracy \( \ll 0.1\% \) and the GW radiation may...
be not strictly monochromatic (due to the finite observation time span $T$), and thus $f$ and $L$ are degenerate with each other in the case adopting the far-field approximation. However, the degeneracy between $f$ and $L$ may be broken in the near-field regime since $\mathcal{P}_I(f)$ is not strictly periodic. The spiky features in the response of PTA can also help to locate the angular position of a GW source within a lobe as these spiky lobes form many concentric circles in the sky and the intersection of the concentric circles of many PTA pulsars gives the source position (Lee et al. 2011). From Figure 4 (left-bottom sub-figure), we can see that the width of each lobe is $\lesssim 1^\circ$, thus the location of the GW source at $r = 8$ kpc may be identified with an accuracy of $1^\circ$. However, the precision may be significantly decreased because of the non-zero noises in the actual observations.

It is therefore important to adopt the general formalism presented in Section 2.1 when considering the detection of nearby GW sources by PTAs, as adopting the (inaccurate) far-field approximation in such cases would introduce significant errors in the waveform templates (as the production of $\mathcal{P}_I(f)$ and $\hat{h}(f)$; for an example, see Fig. 8 below) and thus in the parameter estimates.

If inaccurate GW templates are used to match, then it leads to a decline of SNR or wrong parameter estimations. Such an effect can be described by the fitting factor (FF) defined as (Ajith et al. 2008)

$$\text{FF} \equiv \frac{\{s|h\}}{\sqrt{\{|s|\}{|h|}}},$$

(62)

where $s$ is the actual signal, $h$ is the template, and $\{·|·\}$ represents the inner product defined as

$$\{s|h\} \equiv 4\Re \left( \int_0^\infty \tilde{s}^*(f) \tilde{h}(f) S_n(f) \, df \right),$$

(63)

and $\Re(Z)$ represents the real part of $Z$. When $s = h$, we obtain the optimal SNR, i.e., $\varrho_{\text{opt}} = \sqrt{\{|s|\}}$, while if $h$ is close to $s$, but not equal to $s$, we obtain the actual SNR with template $h$ as $\varrho = \sqrt{\{|s|\}} \simeq \sqrt{\text{FF}_{\text{opt}}}$. In our example, we regard the accurate waveform in the near field (at distance $r$) as $s$, and regard the waveform in the far-field approximation as $h$. We can then define a threshold for FF as

$$\text{FFS} \equiv 1 - \frac{1}{2\varrho_{\text{th}}^2},$$

(64)

to show the significance of the near-field effect (see Lindblom et al. 2008; Fang et al. 2019). This criterion is FFS =

---

Figure 4. $|\mathcal{P}_I(f)|$ as a function of $\vartheta$ (Eqs. 14 and B3). Left panel: the GW source is located at $r = 8$ kpc (e.g., at the GC) and the pulsar distance is $L = 1$ kpc; a sub-figure at the left bottom corner shows the detail of the pattern, and we use several grey dashed lines to represent $1^\circ$ mesh grid. Right panel: $r = 400$ pc, $L = 200$ pc, $f = 10^{-5}$ Hz, and $\vartheta_k = 0$. The red solid line represents the envelope curve of $|\mathcal{P}_I(f)|$ obtained by adopting the far-field approximation, i.e., $\rho = 1 + \cos \vartheta$. The red dashed line represents $\rho = \rho_0 (1 + \cos \vartheta)$ with $\rho_0 = \max(|\mathcal{P}_I(f)|)$ representing the maximum value of $|\mathcal{P}_I(f)|$ over $\vartheta$ in the range from 0 to $2\pi$. The near-field effect is clearly shown by the difference between the red solid curve and the outer envelope of the blue curve. The rapid oscillation of $|\mathcal{P}_I(f)|$ with $\vartheta$ may suggest a high angular resolution for the detection of individual GW sources. The right panel shown here is only for illustration purpose. See details in Section 5.1.2.

Note that this threshold FF is valid only when $s \simeq h$. If the difference between $s$ and $h$ is too large, this criterion would be invalid.
0.944 when adopting a threshold of SNR as $\varrho_{th} = 3$, and 0.995 when adopting $\varrho_{th} = 10$, respectively. As an example, we calculate FF of the templates resulting from the far-field approximation and those after considering the near-field effect, respectively. In reality, each pulsar in a PTA has a different direction and distance that leads to different waveform to match in the near-field regime. To clearly show the dependence of FF (or $\delta \varrho$, whose definition can be seen from Eq. 65 at the end of this subsection) on each variable, for simplicity, we assume the same GW waveform is adopted to calculate the FF (or $\delta \varrho$) for all PTA pulsars. According to Equation (62), we obtain FF$= 0.54$ for a monochromatic GW signal with $h_0 = 10^{-15}$ and $f = 10^{-8}$ Hz from the GC, monitored by the SKA-PTA with properties listed in Table 1 (for simplicity, we set $L = 1$ kpc). This small FF value means that the adoption of inaccurate templates under the far-field approximation, without considering the near-field effect, leads to a significant SNR decline (e.g., by a factor of 1.36 for the above case) and a less good match.

Figure 5 (top panel) shows FF for those GW sources with similar properties but located at different distances $r$, monitored by a PTA with MSPs at $L = 2$ kpc or $L = 10$ kpc. It is clear that the near-field effect is important at least for GW sources at $r \lesssim 2$ Mpc and it should be considered when considering the detectability and extracting the GW signal of nearby sources in the PTA data. For different parameters settings (e.g., $\vartheta$), the results may be quantitatively different, but we can still obtain similar near-field effect qualitatively (as seen in Appendix D). We defer a more comprehensive investigation of the errors in the parameter estimates induced by ignoring the near-field effect to future work.

If the difference between waveform $s$ and $h$ is significant, i.e. $s \sim h$ is incorrect, we can describe the difference of $s$ and $h$ by a relative quantity as (Guo & Lu 2022)

$$\delta \varrho \equiv \sqrt{\frac{(s-h)(s-h)}{s^2}}.$$  

When $s \equiv h$, $\delta \varrho = 0$. Figure 5 also shows $\delta \varrho$ as the function of source distance $r$ (bottom panel). The larger $\delta \varrho$ is, the larger difference between $s$ and $h$. Despite the differences in the definitions of $\delta \varrho$, $\varrho_s$, and $\varrho_f$, they give similar results on the significance of the near-field effect as a function the GW source distance (top and bottom panels).

5.2. Overlap Reduction Function $\Gamma_{12}(f)$ for individual sources

In this subsection, we show the difference of overlap reduction function between far-field approximation and near-field regime.

5.2.1. The Far-Field Approximation

According to Equation (28), the absolute value of overlap reduction function (ORF) is given by

$$|\Gamma_{12}(f)| = \left| \beta_{12} \sum_a \mathcal{P}_1^a(f) \mathcal{P}_2^a(f) \right|. \quad (66)$$

For simplicity, we calculate the ORF values in a case assuming that two MSPs are located in different directions ($\vartheta$) but the same plane (e.g., $yOz$, see Fig. 1).\(^{10}\) For such a setting,

$$|\Gamma(f)| \propto |(1+\cos \vartheta_1)(1+\cos \vartheta_2)| \sin \left( \frac{\Delta \Phi_1}{2} \right) \sin \left( \frac{\Delta \Phi_2}{2} \right), \quad (67)$$

where $\Delta \Phi_1 = -2\pi f L_1(1-\cos \vartheta_1)/c$, $\Delta \Phi_2 = -2\pi f L_2(1-\cos \vartheta_2)/c$. The frequency dependence of ORF is the product of two sinusoidal oscillations. If one of the angle $\vartheta_i$ is fixed, the angular dependence is the same as that of $|\mathcal{P}_1^a(f)|$.

\(^{10}\) For cases that they are located in different planes, the conclusions are similar.
5.2.2. The Near-Field Regime

To illustrate the frequency dependence of ORF $\Gamma_{12}(f)$ in the near-field regime, we investigate a simple example by setting $\beta_{12} = 1$ and $L_1 = L_2 = 1\,\text{kpc}$ and $\vartheta_1 = \frac{\pi}{2}$, $\vartheta_2 = \frac{\pi}{4}$. Figure 6 shows $|\Gamma_{12}(f)|$ as a function of $f$ in this case, which is rapidly oscillating with $f$ with some structures. And he angular dependence of ORF with the angle $\vartheta_1$ (or $\vartheta_2$) in the near-field regime is similar to Figure 4 when the other angle $\vartheta_2$ (or $\vartheta_1$) is fixed.

5.3. The geometric factor $\chi$

According to the definition of $\chi$ given in Equation (20), $\chi$ for a PTA with $N_p$ MSPs where $N_p (\gg 1)$ and PTA MSPs are uniformly distributed on the sky is

$$\chi^f = \sqrt{\frac{2\pi N_p}{2}} \sum_{j=1}^{N_p} \left[ \frac{e^{i2\pi fL_j(1+\tilde{\Omega})}/c - 1}{2} \right]^2 (f_j^+ + f_j^\times)^2,$$

when the far-field approximation is valid. If not averaging over $\psi$, we may define $\chi^f$ as

$$\chi^f = \frac{1}{2}\frac{N_p}{2} \sum_{j=1}^{N_p} \left| e^{i2\pi fL_j(1+\tilde{\Omega})}/c - 1 \right|^2 (f_j^+ + f_j^\times)^2.$$

(68)

By averaging over all MSPs, the above equation may be further approximated as

$$\chi^f \approx \frac{1}{N_p} \sum_{j=1}^{N_p} (f_j^+ + f_j^\times)^2,$$

(69)

$$\chi^f \approx \frac{1}{N_p} \sum_{j=1}^{N_p} (f_j^+ + f_j^\times)^2,$$

(70)

since $fL/c \gg 1$ and the average of the function $|e^{i\theta} - 1|^2$ over all $\theta$ ($\in (0, 2\pi)$) is 2. Moore et al. (2015b) define $\chi$ by approximating the above equation to an average over all directions if the number of MSPs is large and its sky distribution is uniform and set $\ell = 0^\circ$, $\psi = 0^\circ$.

$$\chi'' \approx \frac{1}{4\pi} \int d^2\Omega \hat{p}_j (f_j^+ + f_j^\times)^2 = \frac{1}{\sqrt{3}},$$

(71)

where $d^2\Omega$ is the solid angle corresponding to pulsar positions.

For individual sources, the inclination angle $\iota_\mathrm{E}$ can be any value. To estimate the average SNR, we define the mean $\bar{\chi}_f$ by averaging $\chi_f$ on all possible $\iota_\mathrm{E}$.

$$\bar{\chi}_f \equiv \sqrt{\frac{1}{2} \int d\cos \iota \frac{\bar{\chi}_f^2(\iota)}{\bar{\chi}_f^2}(\iota)} \approx 0.365,$$

(72)

in which case, $\iota = \iota_\mathrm{E}$.

In the near-field regime, we can also define

$$\chi_n \equiv \frac{1}{2\pi} \int d\psi_E \frac{1}{2N_p} \sum_{j=1}^{N_p} |\mathcal{P}_j^+(f) + \mathcal{P}_j^\times(f)|^2,$$

(73)

which may be also approximated as

$$\chi_n \approx \sqrt{\frac{1}{2} \int d\cos \iota \frac{\bar{\chi}_n^2(\iota)}{\bar{\chi}_n^2}(\iota)} \approx 0.365,$$

(74)

by averaging over the whole sky.

For individual sources, the inclination angle $\iota_\mathrm{E}$ can be any value. To estimate the average SNR, we can also define the mean $\bar{\chi}_n$ by averaging $\chi_n$ on all possible $\iota_\mathrm{E}$.

$$\bar{\chi}_n = \sqrt{\int d\cos \iota \frac{1}{2\pi} \int d\psi_E \frac{1}{2N_p} \sum_{j=1}^{N_p} |\mathcal{P}_j^+(f) + \mathcal{P}_j^\times(f)|^2).$$

(75)

The calculation details and the orientation dependence of $\chi$ can be seen in Appendix B. We adopt $\bar{\chi}_n$ in our SNR calculation and compare the difference of $\chi_n$ and $\bar{\chi}_f$ as follows.

If adopting the optimal templates for detection, the differences of SNR estimations between the near-field regime cases and those adopting the far-field approximation are at least partly represented by the differences in $\bar{\chi}$. It is worthy to note here that a low value of FF reflects the SNR decline due to the utilization of inaccurate GW templates, while the variation of $\bar{\chi}$ reflects the SNR change due to the geometric configuration of different PTA pulsars from the configuration in the far-field approximation (which is separated from the

11 The misprint in Equation (11) in Moore et al. (2015b) is corrected and

$$\chi \approx \sqrt{\int_{\phi=0}^{2\pi} \int_{\theta=0}^{\pi} \sin \theta d\theta d\phi \frac{1}{4\pi} \left( \frac{1}{2} \hat{p}_j \hat{p}_j \left( A^+H_{ij}^+ + A^+H_{ij}^\times \right) \right)^2 \frac{1}{1 + \tilde{\Omega} \cdot \hat{p}}} = \frac{1}{\sqrt{3}}$$

$$\chi \approx \sqrt{\int_{\phi=0}^{2\pi} \int_{\theta=0}^{\pi} \sin \theta d\theta d\phi \frac{1}{4\pi} \left( \frac{1}{2} \hat{p}_j \hat{p}_j \left( A^+H_{ij}^+ + A^+H_{ij}^\times \right) \right)^2 \frac{1}{1 + \tilde{\Omega} \cdot \hat{p}}} = \frac{1}{\sqrt{3}}$$

$$\chi \approx \sqrt{\int_{\phi=0}^{2\pi} \int_{\theta=0}^{\pi} \sin \theta d\theta d\phi \frac{1}{4\pi} \left( \frac{1}{2} \hat{p}_j \hat{p}_j \left( A^+H_{ij}^+ + A^+H_{ij}^\times \right) \right)^2 \frac{1}{1 + \tilde{\Omega} \cdot \hat{p}}} = \frac{1}{\sqrt{3}}$$
effects of inaccurate GW templates. The $\bar{\chi}$ represents the average response of stochastic uniform distributed PTA to GW source. We illustrate the dependence of such differences on the distance of GW sources below. We first consider a GW source located at the GC ($r = 8$ kpc) with a typical PTA frequency $f = 10^{-8}$ Hz (or $10^{-7}$ Hz; the $\chi$ value is independent of $f$), with which the distance between MSP and Earth $L$ is much larger than the GW wavelength $\lambda_{GW} \sim 1 - 0.1$ pc. We calculate $\bar{\chi}_n$ and $\bar{\chi}_f$ according to Equations (73) and (68) for the near-field and far-field regimes, respectively, for PTAs with different typical pulsar distance $L$. (The averaged $\bar{\chi}_f \simeq 0.365$.) Figure 7 shows the resulting $\bar{\chi}_n$ (solid lines, left panel), $\bar{\chi}_f$ (black dashed line), and their ratio versus pulsar distance $L$ with a fixed source distance $r$, either 8 kpc (GC distance) or 50 kpc (LMC distance), and also $\bar{\chi}_n$ (solid lines, right panel) as a function of the GW source distance $r$, with a fixed MSP distance $L$, either 2 kpc or 10 kpc. According to this Figure and our calculation results, a number of conclusions are summarized as follows.

- $\bar{\chi}_n$ is roughly 0.365 when $L$ is a factor of about 4 times smaller than $r$ (or $L \ll r$), which is exactly the cases that the far-field approximation works. $\bar{\chi}_n$ begins to increase when $L$ is larger and reaches a maximum value when $L \simeq r$, then $\bar{\chi}_n$ declines rapidly to a value of $\simeq 0.26$ when $L$ becomes larger than $r$ and this value is even less than $\bar{\chi}_f$ (see Fig. 7). The change of $\bar{\chi}_n$ with $L$ suggests that the near-field effect is significant when $L$ is comparable to or larger than the GW source distance.

- The large value of $\bar{\chi}_n$ at $L \simeq r$ is mainly due to the contribution from PTA pulsars with small $\vartheta$. For small $\vartheta$, $\bar{\chi}_n$ can be inversely proportional to $\vartheta$, as seen from Equation (E16) in Appendix E.

- When $L \gg r$ or $r \ll L$, $\bar{\chi}_n$ becomes flat and can be smaller than $\bar{\chi}_f$ as shown in Figure 7. The main reason is as follows. The contribution from those PTA pulsars with small $\vartheta$ becomes small due to the responses in the pulses of a pulsar to the GW signals at the near side of the pulse path is (partly) canceled by those at the far side of the pulse path.

- Both $\bar{\chi}_n$ and $\bar{\chi}_f$ do not depend on the GW frequency. The reason is that $f$ is only included in the phase factor of $\mathcal{B}^a(f)$, which is averaged over $\vartheta$ of many different MSPs in the calculations of $\bar{\chi}$.

One should keep in mind that the $\bar{\chi}$ here is a mean geometric factor averaged over PTA MSPs. In real observations, the exact near-field effect depends on the properties of those PTA MSPs and the position of the source.

6. APPLICATIONS

In this Section, we apply the theoretical framework presented in Section 4 to estimate SNRs of some hypothetical MBBHs in the GC and the center of LMC, monitored by current and future PTAs, thus check whether they can be detected by PTAs, if any.
The GW from MBBHs in the PTA band is almost monochromatic since the frequency variation rate is negligible. In this case, the GW strain can be approximated as Equation (4) and (5), where the GW phase \( \Phi(t) = 2\pi f_0 t \), GW amplitude \( h_0 = 4(GM_c)^{\frac{5}{2}}f_0^{-\frac{7}{3}}c^{-4}r \) with \( M_c = (M_{c1}M_{c2})^{3/5}/M_{c1}^{1/5}, M_{c1} = M_{c1} + M_{c2}, M_{c1} \) and \( M_{c2} \) are the masses of two components. The Fourier transforms of the GW strains are

\[
\tilde{h}_{+),(\omega)(f) = h_0(f_0)(\delta(f - f_0) + \delta(f + f_0))/2, \quad (76)
\]

\[
\tilde{h}_{x,(\omega)(f) = h_0(f_0)(\delta(f - f_0) - \delta(f + f_0))/2. \quad (77)
\]

Only the half with \( f > 0 \) of the frequency spectrum appears in the integral for estimating SNR (see Eqs. (85) and (87) below), thus the RMS strain is

\[
|h_{a,(\omega)}(f)| = \frac{h_0(f_0)\delta(f - f_0)}{\sqrt{2}}. \quad (78)
\]

In reality, the total observation time \( T \) cannot be infinite, and thus \( \delta(f) \) should be replaced by \( \delta_T(f) = \sin(\pi f T)/(\pi f) \) (Moore et al. 2015b).

Figure 8 shows \( \tilde{h}_a(f) \) and \( |\tilde{z}(f)| \) obtained for an example MBBH with \( h_0 = 10^{-15} \) at \( f_0 = 10^{-8} \) Hz, according to Equation (13) by assuming \( \Phi = \pi/2, L = 1 \text{kpc}, r = 8 \text{kpc}, \) and \( t_E = \psi_E = 0 \) (see Section 5.1.2). In this case, \( \tilde{\Phi}(f) = 0 \), therefore,

\[
|\tilde{z}(f)| = |\tilde{\Phi}(f)| |\tilde{h}_{+,(\omega)}(f)|. \quad (79)
\]

The frequency spectrum of redshift \( |\tilde{z}(f)| \) is a modulated GW signal spectrum due to the oscillation of \( \tilde{\Phi}(f) \). This modulation is important in the matched filtering. If the far-field approximation is adopted and only the Earth term is considered, the waveform template is not modulated as it should be, which may lead to a significant decline of SNR estimated for nearby GW sources and large errors in parameter estimations of the GW system. For the SKA-PTA, we obtain the fitting factor FF = 0.758 if the un-modulated \( |\tilde{h}_{+,(\omega)}(f)| \) is adopted to match \( |\tilde{z}(f)| \). This demonstrates the importance of the near-field effect, otherwise it would lead to SNR underestimation with a factor \( \sqrt{FF} \approx 0.87 \).

The noises for PTA detection of individual GW sources can be divided into three main parts: the red noise, the shot noise, and the confusion from the GWB (Rosado et al. 2015; Goldstein et al. 2019). Here we do not consider the (intrinsic) red noises of pulsars though they are practically important. The main reason is that there are larger uncertainties in these red noises and their behaviour currently are not fully understood (e.g., Goncharov et al. 2020; Lentati et al. 2016). Generally, the PSD of the GWB strain contributed by the shot noise is described as (Creighton & Anderson 2011)

\[
S_{n,s}(f) = 8\pi^2\sigma^2f^2\Delta t, \quad (80)
\]

where \( \sigma \) is the root mean square (RMS) of pulsar timing noise and \( \Delta t \) is the mean cadence of the PTA observations. The strain of GWB due to GW radiation from numerous distant MBBHs can be described as (Chen et al. 2020, c.f., Sampson et al. 2015)

\[
h_b = A\sqrt{(f/1yr^{−1})^{2/3}}[1 + (f_{\text{bend}}/f)^{\kappa_{gw}}]^{1/(2\gamma_{gw})}. \quad (81)
\]

We adopt \( \log A \sim -15.70, f_{\text{bend}} = 2.45 \times 10^{-10} \text{Hz}, \kappa_{gw} = 3.74, \gamma_{gw} = 0.19 \), which are the median values for the GWB predictions in Chen et al. (2020). The total noise for individual PTA sources is then

\[
S_n(f) = S_{n,s} + h_n^2/f, \quad (82)
\]

or

\[
h_n(f) = \sqrt{fS_{n,s} + h_n^2}, \quad (83)
\]

In the calculation of the SNR in this paper, we consider the GWB as a source of noise. It is also plausible to only consider the shot noise to give optimistic SNR estimates after the GWB is well modelled and extracted from the PTA data. For the cross-correlation method, both GWB and signal from an individual source are cross correlated, though they have different spectra. It is necessary to distinguish them from each other by using the matched-filtering method to extract individual signals and power-law modelling of the GWB. Combining the cross-correlation and matched filtering methods together, it is possible to obtain even higher SNR for single sources.

6.3. SNR

We further derive the formulas to estimate SNR for monochromatic GW sources monitored by a coherent network of PTA within a limited time duration \( T \) as follows.

- **Matched-Filtering Method**: the expected SNR can be roughly estimated as (combining Eqs. 50 and 78),

\[
\varrho^2 = N_p \int_0^\infty df 2\pi x h_0^2(f_0)\delta_T^2(f-f_0)/S_n(f),
\]

\[
\approx N_p 2\pi x h_0^2(f_0)T/S_n(f_0), \quad (84)
\]

where \( \delta_T(f) = \sin(\pi f T)/(\pi f) \) and \( \delta_T(0) = T \) (Moore et al. 2015b) or equivalently,

\[
\varrho^2 \approx N_p \chi^2 h_c^2/h_n^2, \quad (85)
\]

where the characteristic strain \( h_c = h_0\sqrt{2fT} \), and \( h_n^2 = fS_n \) (see Moore et al. 2015a).
Figure 8. $|\tilde{h}_{\alpha,\nu}(f)|$ (Eq. 78) and $|\tilde{\nu}(f)|$ (Eq. 79) (both in unit of second) obtained from the Fast Fourier Transformation (FFT) of a monochromatic GW source located at $r = 8$ kpc with amplitude $h_0 = 10^{-15}$ and frequency $f = 10^{-8}$ Hz in the frequency domain “observed” by a PTA with $L = 1$ kpc over a time span of $T = 20$ yr. The $|\tilde{\nu}(f)|$ shown here is a modulated GW signal spectrum. This modulation occurs only when the pulsar term (in the term of $P^+ (f)$ in Eq. 79) is considered and the results obtained in the near-field case are different from those obtained in the case adopting the far-field approximation. See section 6.1 for details.

First, the PSD $S_n$ defined by Equation (82) (see also Creighton & Anderson 2011) is different from that defined in these two works. In Moore et al. (2015b), the adopted shot noise $S_n = 2\sigma^2 \Delta t$ is the PSD of the timing residuals, while $S_n = 24\pi^2 \Delta t \sigma^2 f^2$ in Huerta et al. (2015) (from Thrane & Romano 2013) is the PSD of the GW strain. The shot noise (see Eq. 80) we adopt is similar to Huerta et al. (2015) and Thrane & Romano (2013), but with a different coefficient of $8\pi^2$. The influence from the GWB is included in our PSD $S_n$, but not in Huerta et al. (2015) and Thrane & Romano (2013). Second, we do not make approximations like those in Moore et al. (2015b), in which the power of 4 in their Equation (12) was replaced by 2, and then extended to the low- and high-frequency limits. We keep the accurate expression to calculate sensitivity curves numerically. Third, the dependence of SNR $n$ on $N_p$ in this paper is a little different from that in Huerta et al. (2015). For simple superposition of coherent networks (such as Wang et al. 2014, 2015; Rosado et al. 2015), we have $g^2 \propto N_p h_c^2 / h_n^2$; while if the cross-correlation method was adopted for each pulsar pairs, we have $g^2 \propto N_p (N_p - 1) h_c^2 / h_n^2$ (Moore et al. 2015b). However, Huerta et al. (2015) obtained $g^2 \propto N_p (N_p - 1) h_c^2 / h_n^2$, which may overestimate the sensitivity of a PTA when $N_p$ is high if setting $n \equiv 1$ to define the PTA sensitivity. We also note here that the difference between the SNRs given by the matched-filtering method and the cross-correlation method results partly from the different definitions of the signals. The former is defined to be linear in the GW strain amplitude, while the latter as a quantity quadratic in the strain amplitude or linear in the GW power, which is the difference between these two methods (see also Maggiore 2008).

6.4. Hypothetical GC MBBH
We assume that there exists a circular intermediate mass BH(IMBH)-MBH binary in the GC ($r = 8 \text{kpc}$) with a total mass of $M_{\bullet} = 4.4 \times 10^6 M_\odot$ as given by observations (e.g., Boehle et al. 2016; Gillessen et al. 2017; Schödel et al. 2003; Genzel et al. 2010; Do et al. 2019) and the mass ratio is $q = M_{\bullet,2}/M_{\bullet,1}$, though the probability for the existence of an MBBH with large $q$ (e.g., $> 0.001$) in the GC may be little (see Abuter et al. 2020). We also assume that the GW frequency is either $f_0 = 10^{-8}, 3 \times 10^{-8}$, or $10^{-7}$ Hz, in the PTA band. Therefore, the GW strain and characteristic GW frequency is

$$h_0 \approx 8.2 \times 10^{-15} \frac{q}{(1 + q)^2} \left( \frac{f_0}{10^{-8} \text{Hz}} \right)^{\frac{2}{5}},$$

and

$$h_c \approx 2.0 \times 10^{-14} \frac{q}{(1 + q)^2} \left( \frac{f_0}{10^{-8} \text{Hz}} \right)^{\frac{2}{5}} \times \left( \frac{T}{10 \text{yr}} \right)^{\frac{2}{5}} \frac{r}{8 \text{kpc}} \left( \frac{M_{\bullet}}{4.4 \times 10^6 M_\odot} \right)^{\frac{2}{5}},$$

respectively. Adopting the mean of the distances of pulsars ($L$) for EPTA/NANOGrav/PPTA, IPTA, CPTA, and SKA-PTA as $\approx 2 \text{kpc}$ (Manchester et al. 2005), $\chi_n \approx 0.368$ (see Fig. 7), almost the same as that given by the far-field approximation $\chi_f$. We then estimate the SNRs for these different PTAs as listed in Table 1. It appears that the current PTAs (NANOGrav/EPTA/PPTA) are not likely to detect the GW signal with $f \sim 10^{-8} - 10^{-7}$ Hz from a hypothetical MBBH in the GC with $q \sim 0.01$ or less.

If the IPTA can include more pulsars (e.g., $N_p = 200$), observe more frequently (e.g., $\Delta t = 0.01$ yr) with a higher timing precision ($\sigma_{\Delta t} = 30 \text{ ns}$), like the row for IPTA$^{opt}$ in Table 1, such GW signals may be detectable in the frequency range of $f \sim 10^{-8} - 10^{-7}$ Hz with SNR $\varrho > 3$. The CPTA may be only able to detect the GW signal from a hypothetical MBBH with $q$ as small as $\approx 0.01$ at $f \sim 3 \times 10^{-8}$ Hz with $\varrho > 3$. If the mass ratio $q \ll 0.01$, the IPTA$^{opt}$ and CPTA are not expected to detect such GW sources with substantially large SNR, but the SKA-PTA may be able to detect the GW signal from a hypothetical MBBH with $q$ as small as $\lesssim 0.001$ with a SNR $\varrho \gtrsim 3$.

We also estimate the expected SNRs for hypothetical MBBHs in the GC monitored by a possible PTA composed of MSPs close to it (cf., Kocsis et al. 2012). The properties of such a GC-PTA are assumed to be as the “GC-PTA” row listed in Table 1. From Equation (E16), we have

$$\bar{\chi} \approx 2.92 \times 10^3 \left( \frac{r_p}{1 \text{pc}} \right)^{-1}.$$

The obtained SNRs via the GC PTA are high enough even if only 10 MSPs with timing noises of $100 \text{ ns}$ can be detected and applied. With such a GC-PTA, even the GW signals from a BH with mass down to several hundred times of solar masses rotating around the central MBH may be also detectable. This suggests that MSPs, if existing in the vicinity of the GC MBH, should be useful in detecting/constraining low frequency GWs emitted from IMBHs or even stellar mass BHs rotating around the GC MBH.

### 6.5. LMC

An MBH with $M_{\bullet,1} \approx 2 \times 10^4 M_\odot$ is suggested to exist in the center of LMC (Boyce et al. 2017). There was also tentative evidence for the existence of an MBBH in LMC center, e.g., hypervelocity star ejected from the LMC (e.g., Erkal et al. 2019). Suppose there exists another IMBH with mass $M_{\bullet,2} \approx 2 \times 10^3 M_\odot$ rotating around the central MBH $M_1$, and the GW emission from such a binary system is at a frequency either of $f_0 \approx 10^{-8}, 3 \times 10^{-8}$, or $10^{-7}$ Hz. The distance from the LMC to Earth is about $r = 49.97 \text{kpc}$ (Pietrzyński et al. 2013). Thus the GW strain received at the Earth can be obtained from Equations (88) and (89). In this case, it is difficult to detect the GW signal by current PTAs and even future SKA-PTA. However, if the hypothetical MBBH is monitored via a PTA composed of MSPs at the LMC center as listed in Table 1, then

$$\bar{\chi} \approx 1.82 \times 10^4 \left( \frac{r_p}{1 \text{pc}} \right)^{-1}.$$

As shown in Table 1 (the last two rows), as long as 20 MSPs in the center of LMC with $r_p \sim 1$ pc can be detected and applied to form a PTA, the GW signal can be detected with SNR $\approx 4 - 15$; if only 5 MSPs at $r_p \sim 0.1$ pc, the GW signal can be detected with a SNR $\approx 20 - 340$. Note that the farthest the pulsar is $59.7 \text{kpc}$ away from Earth in pulsar catalog\textsuperscript{12} (Manchester et al. 2005), and 21 pulsars in the LMC have been discovered (Cordes & Chatterjee 2019). It is possible that many MSPs in the LMC may be detected in the SKA era. However, it would be difficult for the PTA to detect GWs.

### 7. CONCLUSIONS

We investigate the detection of GWs emitted from nearby MBBHs via PTAs and introduce a general theoretical framework to study the near-field effect on detecting these MBBHs by utilizing the standard matched-filtering method and the cross-correlation method. We find that the traditional plane wave approximation adopted for faraway GW sources is not valid in the cases for detecting MBBHs at distances comparable or not much larger than the distances of PTA pulsars.

\textsuperscript{12} http://www.atnf.csiro.au/people/pulsar/psrcat
Table 1. Estimated SNR values for hypothetical GW sources at different frequencies monitored by current, future, and hypothetical PTAs with assumed properties by using different SNR estimation methods.

| PTAs        | $N_p$ | $\sigma$ (ns) | $T$ (yr) | $\Delta t$ (yr) | $r_p$ (pc) | $M_{\bullet\bullet}$ ($M_{\odot}$) | $q$ | Location | SNR$_{MF}(f)$ | SNR$_{CC}(f)$ |
|-------------|-------|---------------|---------|---------------|-----------|-----------------------------------|----|----------|-------------|--------------|
| Single PTA  | 20    | 100           | 20      | 0.04          | 1         | $4.26 \cdot 10^6$                | 0.01| GC       | 0.41        | 0.31         |
| IPTA        | 49    | 100           | 20      | 0.04          | 1         | $4.26 \cdot 10^6$                | 0.01| GC       | 0.64        | 0.49         |
| IPTA$^{opt}$| 200   | 30            | 20      | 0.01          | 1         | $4.26 \cdot 10^6$                | 0.01| GC       | 3.09        | 6.32         |
| CPTA        | 100   | 20            | 20      | 0.04          | 1         | $4.26 \cdot 10^6$                | 0.01| GC       | 2.10        | 3.49         |
| SKA         | $10^3$| 10            | 20      | 0.04          | 1         | $4.26 \cdot 10^6$                | 0.01| GC       | 7.13        | 20.4         |
| SKA$^{opt}$ | $10^3$| 10            | 20      | 0.01          | 1         | $4.26 \cdot 10^6$                | 0.001| GC      | 0.74        | 3.49         |
| GC-PTA      | 10    | 100           | 20      | 0.02          | 1         | $4.26 \cdot 10^6$                | 0.0001| GC      | 21.8        | 17.7         |
| LMCC-PTA1   | 20    | 100           | 10      | 0.02          | 1         | $2.4 \cdot 10^4$                 | 0.1 | LMC      | 3.70        | 4.55         |
| LMCC-PTA2   | 5     | 100           | 10      | 0.02          | 1         | $2.4 \cdot 10^4$                 | 0.1 | LMC      | 18.5        | 22.8         |

Note—Columns from left to right lists the name of the PTAs, number of pulsars ($N_p$), pulsar timing precision ($\sigma$) in unit of ns, total observational period $T_{\text{obs}}$ in unit of year, time interval for each observation $\Delta t$ in unit of year, distance of the pulsar to the GW source $r_p$ in unit of pc, total MBBH mass $M_{\bullet\bullet}$ in unit of solar mass, mass ratio $q$, location of the GW source, estimated SNR values for those GW sources at frequency $f = 10^{-8}$, $3 \times 10^{-8}$, and $10^{-7}$ Hz, by the matched filtering method (MF) and the cross-correlation method (CC), respectively.

In this framework, we derive new and general expressions for some physical quantities, such as the geometric factor $\chi$, the overlap reduction function, and the SNR estimators for both the matched-filtering and the cross-correlation detection methods. Our main conclusions are summarized as follows.

- The near-field effect is significant in extracting GW signals from nearby MBBHs via PTA observations, as the matched-filtering is sensitive to the exact GW waveform in the frequency domain. For the detection of such nearby MBBHs, an appropriate modification should be made on the GW templates used in the far-field approximation, otherwise it will lead to a underestimate of the SNR (e.g., up to a factor of 1.36 for a MBBH in the GC; see Fig. 5) and further large uncertainties in the estimation of the system parameters.

- Combining the small-scale spiky features of the angular distribution of the response of PTA and the GW parallax effects due to the curvature of the wavefronts of GWs, the spatial locations of nearby GW sources may be determined with high precision (e.g., $\lesssim 1^\circ$ as seen from Fig. 4) and thus the degeneracy between GW frequency and MSP distances may be also broken in the near-field regime.

- MSPs in the GC, if any, will be powerful probes to nano-Hertz GWs emitted from the GC. If some stable MSPs located around GC are discovered in the future, the GW signal from an MBBH (if any) in the GC can be detected with a high SNR even if only several suitable stable MSPs are observed. Similarly, a PTA composed of some stable MSPs in the LMC can also be used to detect the GW signal from an MBBH (if any) in the LMC.

- For most known MSPs ($L \sim 1 - 2$ kpc) currently adopted in PTAs, the near-field effect is significant if the MBBH distance $r \lesssim 30$ Mpc in actual detection. Many galaxies are located within this distance and they may have MBBHs in their centers as possible GW sources for PTAs (Schutz & Ma 2016), therefore, the near-field effect needs to be carefully considered when using PTA to search for such GW sources. If more MSPs with higher distances were adopted in future PTAs, the near-field effect could be significant for MBBHs at even larger distances.

- The angular correlation between the responses of different pulsars to an isotropic GWB contributed by isotropically distributed nearby sources is similar to the Hellings-Downs curve obtained by the far-field approximation except for the value at $\theta_{12} = 0^\circ$.

For simplicity, in our analysis we have neglected some observational effects, such as high-order effects in real observations like the red noises in pulsar timings (Goncharov et al. 2020; Rosado et al. 2015), the post-Newtonian effects (Kocsis et al. 2012), etc. These effects should be considered carefully when extracting GW signals of MBBHs from the TOA data series of PTAs.
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APPENDIX

A. TWO COORDINATE SYSTEMS

In general cases, the GW propagation directions $\hat{\Omega}$ are different at different $Q$ (see Fig. 1). We can define two kinds of coordinate systems. One is such a frame rotating with $\hat{\Omega}$ in the pulsar-Earth-GW source plane, and $(\hat{e}_1, \hat{e}_2, \hat{\Omega})$ are taken as the $x$-, $y$-, $z$- axis bases. Here $\hat{e}_1$ is perpendicular to the pulsar-Earth-GW source plane, $\hat{e}_2$ is a unit vector in the pulsar-Earth-GW source plane perpendicular to $\hat{\Omega}$. This coordinate system is denoted as the $(\hat{e}_1, \hat{e}_2, \hat{\Omega})$ system. Rotating this coordinate system by a polarization angle $\psi$, we can obtain the coordinate system in traverse traceless (TT) gauge. It is convenient to calculate the antenna pattern function in such a coordinate system because $\hat{e}_1, \hat{e}_2, \hat{\Omega}$ are invariant, though the pulsar direction $\hat{p} = (0, \sin \gamma, \cos \gamma)$ does change. In this coordinate system, antenna pattern functions are expressed as

$$F^+(l) = -\frac{\sin^2 \gamma}{2(1 + \cos \gamma)} = -\frac{1 - \cos \gamma}{2}, \quad (A1)$$

$$F^x(l) = 0. \quad (A2)$$

Another one is the fixed coordinate system relative to the observer’s sky. We choose $(\hat{e}_1, \hat{e}_{2,E}, \hat{\Omega}_{E})$ at Earth as the $x$, $y$, $z$ axis bases. We denote it as the $(\hat{e}_1, \hat{e}_{2,E}, \hat{\Omega}_{E})$ coordinate system. In this coordinate system, the pulsar direction $\hat{p} = (0, \sin \vartheta, -\cos \vartheta)$ and $\hat{e}_1$ does not change, however, $\hat{e}_2$ and $\hat{\Omega}$ change with $Q$ and $\hat{e}_2 = (0, \cos \zeta_1, -\sin \zeta_1), \hat{\Omega} = (0, \sin \zeta_1, \cos \zeta_1)$. It is convenient to transfer this frame to the celestial coordinates. We can also obtain the same antenna pattern function in this coordinate system, if choosing the same bases. These two coordinate systems are approximately the same in the far-field regime, i.e., the GW source is faraway from PTA MSPs.

B. SOME FORMULAS FOR CALCULATING $\chi$

According to the geometry illustrated in Figure 1(a) for a general configuration of the GW source, Earth, and PTA MSP, we have

$$r'^2 = l^2 + r^2 - 2lr \cos \vartheta, \quad (B3)$$

$$\cos \gamma = \frac{l - r \cos \vartheta}{\sqrt{l^2 + r^2 - 2lr \cos \vartheta}}, \quad (B4)$$

and

$$\cos \zeta_1 = \frac{r - l \cos \vartheta}{\sqrt{l^2 + r^2 - 2lr \cos \vartheta}}, \quad (B5)$$

where $\vartheta$ is the angle between the line of sight to the GW source and that to the pulsar. For a given GW source, $r'$ is a function of $l$ as $r$ and $\vartheta$ are fixed.

Since $l$ can be comparable to $r$, $\gamma$ and $\zeta_1$ may vary significantly for different points $Q$ along the propagation paths of pulses from pulsars to Earth. If $i_E = 0^\circ$, we have $l = \zeta$ at any point $Q$ between the Earth and pulsar. Because $\Omega$ is always located in the pulsar-Earth-GW source plane, even if $i_E \neq 0^\circ$, as long as $\hat{n}$ is in the pulsar-Earth-GW source plane, $\hat{n} \times \hat{\Omega}$ is always parallel to $\hat{e}_1$. Thus we have the polarization angle $\psi = 0$ for any point $Q$ in this case.

For the general case with $\psi_E \neq 0^\circ$ and $i_E \neq 0^\circ$ (see Fig. 9), we denote the unit normal vector of the BBH orbital plane as $\hat{n}$. We use $\psi_E$ and $i_E$ to denote the angle between the pulsar-Earth-GW source plane and $\hat{n} \cdot \hat{\Omega}_E$ plane, and the angle between $\hat{\Omega}_E$ and $\hat{n}$, respectively. From the spherical law of cosines and sines, we have

$$\hat{n} \cdot \hat{\Omega} = \cos \iota = \cos \zeta \cos i_E + \sin \zeta \sin i_E \cos \psi_E, \quad (B6)$$

$$\sin \psi = \sin \psi_E \frac{\sin i_E}{\sin \iota}, \quad (B7)$$

and

$$\cos \psi = \frac{\cos \iota \cos \zeta - \cos i_E}{\sin \iota \sin \zeta}. \quad (B8)$$
For a GW source with fixed $\iota_E$, we can use an average over $\cos \vartheta$ and $\psi_E$ to represent the PTA MSPs that uniformly distributed in the observer’s sky.

To show the orientation dependence of $\chi$ with $\iota_E$ and $\psi_E$, we define

$$\chi(\iota_E, \psi_E) = \sqrt{\int \frac{d\Omega_{\hat{q}}}{8\pi} \left| \mathcal{P}(f) + \mathcal{P} \times (f) \right|^2}. \quad (B9)$$

For illustration, Figure 10 shows $\chi(\iota_E, \psi_E)$ as the function of $\iota$ and $\psi$ for an example GW source with distance $r = 8$ kpc monitored by a PTA with $L = 2$ kpc. Here we show the results for the region $\psi \in [0, \pi]$, and the results for the region $\psi \in [-\pi, 0]$ has a similar pattern due to the symmetry. The mean value of $\chi$ can be given by

$$\bar{\chi} = \sqrt{\int_{-1}^{1} \frac{d\cos \iota_E}{2} \int_{0}^{\pi} \frac{d\psi_E}{\pi} \int \frac{d\Omega_{\hat{q}}}{8\pi} \left| \mathcal{P}(f) + \mathcal{P} \times (f) \right|^2}. \quad (B10)$$

C. CELESTIAL COORDINATE SYSTEM

In practice, only the celestial coordinates of pulsars and GW sources are known. These angles need to be expressed in a celestial coordinates system. From the spherical law of cosines, it’s easy to obtain

$$\cos \vartheta = \cos \delta \cos \delta_p \cos(\alpha - \alpha_p) + \sin \delta \sin \delta_p,$$

(e.g., Wahlquist 1987; Lee et al. 2011; Zhu et al. 2015, 2016), where $\alpha$ and $\alpha_p$ are the right ascensions of the GW source and the pulsar, respectively, $\delta$ and $\delta_p$ are the declinations of the GW source and the pulsar, respectively. For convenience, we define that the normal vector $\hat{n}$ of GW source orbital plane points at a direction $(\alpha_n, \delta_n)$ in the celestial sphere. The pulsar (p), GW source (S), $\hat{n}$ (n) three points in the celestial sphere can form a spherical triangle pSn. Its three sides are given by

$$\widehat{pS} = \vartheta,$$

$$\widehat{Sn} = \arccos(\cos \delta \cos \delta_n \cos(\alpha - \alpha_n) + \sin \delta \sin \delta_n),$$

and

$$\widehat{pn} = \arccos(\cos \delta_n \cos \delta_p \cos(\alpha_n - \alpha_p) + \sin \delta_n \sin \delta_p).$$
Figure 10. Dependence of $\chi(\iota_E, \psi_E)$ on $\iota_E$ and $\psi_E$ for a GW source located at $r = 8$ kpc monitored by a PTA with MSP distances $L = 2$ kpc. Different colors represent different $\chi(\iota_E, \psi_E)$ value as indicated by the right color bar.

We also define the angle at point S between sides $\vec{p}S$ and $\vec{Sn}$ of the triangle on the celestial sphere as $\angle pSn$. It is easy to obtain that

$$\cos \angle pSn = \frac{\cos \vec{pn} - \cos \vec{Sn} \cos \vartheta}{\sin \vec{Sn} \sin \vartheta},$$

thus polarization angle $\psi_E$ can be expressed as $|\psi_E| = \angle pSn$ or $\pi - \angle pSn$.

D. WAVEFORM DIFFERENCES FOR DIFFERENT ANGLE $\vartheta$

We have shown the FF and $\delta \hat{\varrho}$ for the case with $\vartheta = \frac{\pi}{4}$ in the main text (see Fig. 5). We also calculate the FF and $\delta \hat{\varrho}$ for cases with $\vartheta = \frac{\pi}{2}$ and $\frac{3\pi}{4}$, respectively (see Fig. 11). For those cases with $L = 1$ kpc or 2 kpc, the FF and $\delta \hat{\varrho}$ of waveforms of a nearby source at $r = 8$ kpc by adopting the far-field approximation ($r = \infty$) are also summarized in Table 2. Although for different $\vartheta$, the resulting FF and $\delta \hat{\varrho}$ are different, qualitatively they all suggest that the near-field effect is important for GW sources with distances (i.e., $r$) not much larger than the PTA pulsar distance (i.e., $L$), irrespective to the directions of PTA pulsars. Further, we also calculate the maximum distance $r$ (Mpc) that the near-field effect may be important (corresponding to a FF threshold of 0.944 or 0.995) for cases with given PTA pulsar distance $L$ and angle $\vartheta$ as listed Table 3. The differences of these maximum distances for cases with different $\vartheta$ are about a factor of 3 or less (see also Fig. 11).

E. PULSARS LOCATED AROUND GW SOURCES

If all PTA MSPs are located around the GW sources, similar to the configuration studied in Koçis et al. (2012) with all MSPs located in the neighborhood of the GC, it can be also regarded as a special case of the frame work considered in section 2.1. In this case, we have $\vartheta \approx 0$ and $L \approx r$, and we define the position vector from the MSP to the GW source as $\vec{r}_p = \vec{r} - L\hat{\varrho}$ and the distance between them is $r_p = |\vec{r}_p|$. Thus Equation (13) can be rewritten as

$$\tilde{z}(f) = \sum_a \tilde{h}_a(f) \int_0^L dl \mathcal{F}^a(l) \frac{d}{dl} \left( \frac{r A_a(l)}{(r - l) A_a(\iota_E)} \right) \approx \sum_a \tilde{h}_a(f) \mathcal{F}^a(0) \cdot \left( \frac{r A_a(l_p)}{r_p A_a(\iota_E)} - 1 \right).$$
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\[ L = 2\text{ kpc} \quad \text{and} \quad L = 10\text{ kpc} \]

\[ 10^{-2} \quad 10^{-1} \quad 10^{0} \quad 10^{1} \quad 10^{2} \quad 10^{3} \]

\[ 2\text{ kpc} \quad 10\text{ kpc} \]

\[ \pi/4 \quad \pi/2 \quad 3\pi/4 \]

\[ 0.490 \quad 0.487 \quad 0.572 \]

\[ 1.00 \quad 1.00 \quad 0.999 \]

\[ 0.993 \quad 0.995 \quad 1.01 \]

Table 2. FF (see Eq. 62) and \( \delta \hat{\varrho} \) (see Eq. 65) obtained for several cases with different choices of \( \vartheta \) and \((L, r)\).

\[
\begin{array}{cccccc}
(L, r) & (1\text{ kpc}, 8\text{ kpc}) & (2\text{ kpc}, 8\text{ kpc}) \\
\hline
\vartheta & \text{FF} & \delta \hat{\varrho} & \text{FF} & \delta \hat{\varrho} \\
\hline
\pi/4 & 0.490 & 1.00 & 0.487 & 1.00 \\
\pi/2 & 0.537 & 0.999 & 0.581 & 0.993 \\
3\pi/4 & 0.572 & 0.995 & 0.635 & 1.01 \\
\end{array}
\]

Table 3. The maximum distance \( r \) (Mpc) obtained for those cases with different angles \( \vartheta \) for which FF\textless FFS (see definitions of FF and FFS in Eqs. (62) and (64)).

\[
\begin{array}{cccccc}
L & 2\text{ kpc} & 10\text{ kpc} \\
\hline
\vartheta & \text{FF<0.944} & \text{FF<0.995} & \text{FF<0.944} & \text{FF<0.995} \\
\hline
\pi/4 & 13.7 & 46.0 & 338 & 1140 \\
\pi/2 & 27.1 & 91.3 & 572 & 1933 \\
3\pi/4 & 13.5 & 45.4 & 241 & 821 \\
\end{array}
\]

where the following approximations are adopted,

\[
\int_{0}^{L} \frac{d l \mathcal{F}^{a}(l)}{dl} \frac{r A_{a}(t)}{(r-l) A_{a}(t_{E})} = \mathcal{F}^{a}(L) \frac{r A_{a}(t_{p})}{r_{p} A_{a}(t_{E})} - \mathcal{F}^{a}(0) - \int_{0}^{L} \frac{r A_{a}(t)}{(r-l) A_{a}(t_{E})} \frac{d \mathcal{F}^{a}(l)}{dl} dl, \tag{E12}
\]

and

\[
\int_{0}^{L} \frac{r A_{a}(t)}{(r-l) A_{a}(t_{E})} \frac{d \mathcal{F}^{a}(l)}{dl} dl = \int_{0}^{L-\epsilon} \frac{r A_{a}(t)}{(r-l) A_{a}(t_{E})} \frac{d \mathcal{F}^{a}(l)}{dl} dl + \int_{L-\epsilon}^{L} \frac{r A_{a}(t)}{(r-l) A_{a}(t_{E})} \frac{d \mathcal{F}^{a}(l)}{dl} dl \tag{E13}
\]

\[
\approx 0 + \frac{r}{r_{p} A_{a}(t_{E})} \left[ \mathcal{F}^{a}(L) - \mathcal{F}^{a}(0) \right], \tag{E14}
\]
where $\epsilon$ is a small quantity relative to $L$ but greater than $r_p$. As $\frac{r_L}{r_p} \ll \frac{r}{r_p} < \frac{r}{r_p}$, the first integral at the right hand side of Equation (E14) is $< \frac{r}{r_p} (\mathcal{F}_a(L - \epsilon) - \mathcal{F}_a(0))$ and $\mathcal{F}_a(l)$ does not change much in the integration range of $l$ from 0 to $L - \epsilon$. Therefore, the first integral is small compared with the second one and thus can be ignored. For the second integral, we make an approximation $\frac{r}{r_p} \approx \frac{r}{r_p}$ between $L - \epsilon$ and $L$. Although the variation of $\epsilon$ may be significant between $L - \epsilon$ and $L$ that depends on $\psi_E, \iota_E, r_p$, etc. As an approximation, we may use inclination $\iota$ at MSPs to replace all $\epsilon$ because the integral may be dominated by the contribution from $l \approx L$, and we also adopt the approximation $\mathcal{F}_a(L - \epsilon) \approx \mathcal{F}_a(0)$ to get Equation (E14).

Thus

$$\mathcal{P}_a(f) \approx \mathcal{F}_a(0) A_a(\iota_E) \cdot \left( \frac{r}{r_p} \frac{A_a(\iota_p)}{A_a(\iota_E)} - 1 \right) \approx \mathcal{F}_a A_a(\iota_p) \frac{r}{r_p}. \quad (E15)$$

For a GC-PTA, if $r_p \sim 1 \text{pc}$, $|\frac{r}{r_p}| \sim 10^3 > 1$, and $\frac{A_a(\iota_p)}{A_a(\iota_E)} \sim O(1)$ on average, therefore, the pulsar term is much greater than the Earth term, and the Earth term can be ignored. This geometrical configuration is the same as the case considered in Kocsis et al. (2012). The above equations are derived for a single pulsar, and the pulsar term is dominant in Equation (E15). Note that the approximation of taking only one single pulsar term may be inaccurate (see Kocsis et al. 2012), because the combined effect from a PTA should be averaged over all the different pulsars around the source applied in the PTA. Adopting the general framework presented in Section 2.1 of the present paper, we obtain

$$\bar{\chi} \approx \frac{r}{r_p} \bar{\chi}_I \approx 0.365 \frac{r}{r_p} \quad (E16)$$

by averaging over $(\psi_E, \iota_E)$ for different pulsars.

### F. RELEVANT GEOMETRY FOR CALCULATIONS OF THE ANGULAR CORRELATION FUNCTION IN THE NEAR-FIELD REGIME

For a pair of PTA pulsars (denoted by $i = 1$ and 2, respectively), we set a coordinate system for them so that they are located at $\hat{p}_1 = (0, 0, 1)$ and $\hat{p}_2 = (0, \sin \theta_{12}, \cos \theta_{12})$ with $\theta_{12}$ denoting the angle between their directions. We set $-\hat{\Omega}_E = (\sin \theta_{gw} \cos \phi_{gw}, \sin \theta_{gw} \sin \phi_{gw}, \cos \theta_{gw})$, $\hat{n} = (\cos \theta_n \cos \phi_n, \sin \theta_n \cos \phi_n, \cos \theta_n)$ with $\theta_{gw}$ and $\phi_{gw}$ represent the polar angle and azimuthal angle of the direction of GW source, and $\theta_n$ and $\phi_n$ represent the polar angle and azimuthal angle of the direction of normal vector $\hat{n}$ of the orbital plane in this coordinate system. Then we have

$$\cos \iota_E = \hat{\Omega}_E \cdot \hat{n},$$

$$\cos \theta_i = -\hat{p}_i \cdot \hat{\Omega}_E,$$

$$\sin \psi_{E,i} = \text{sign}[(\hat{p}_i \times \hat{\Omega}_E) \cdot \hat{n}] \frac{|(\hat{p}_i \times \hat{\Omega}_E) \times (\hat{n} \times \hat{\Omega}_E)|}{|\hat{p}_i \times \hat{\Omega}_E||\hat{n} \times \hat{\Omega}_E|},$$

$$\cos \psi_{E,i} = \frac{(\hat{p}_i \times \hat{\Omega}_E) \cdot (\hat{n} \times \hat{\Omega}_E)}{|\hat{p}_i \times \hat{\Omega}_E||\hat{n} \times \hat{\Omega}_E|},$$

for $i = 1, 2$. Thus we can transform these angles ($\theta_{gw}, \phi_{gw}, \theta_n, \phi_n$) into $(\iota_E, \psi_{E,i}, \theta_i)$ for $i = 1, 2$. According to Appendix B, we can calculate $\iota, \psi$ and so on. For each pulsar $i$, we can calculate $\mathcal{P}_a(f)$ for $a = +, \times$, once $(\iota_E, \psi_{E,i}, \theta_i), L$, and the distances of GW sources $r$ are given. We can then obtain $\Gamma_{12}^b(f)$ according to Equation (47). When $\iota_E = \frac{\pi}{2}, A_\chi = \cos \iota_E = 0$ is a singularity in the numerical integration of equation (47). To avoid this singularity, we excise $|\cos \iota_E| < 10^{-2}$ part in the calculation. Another way to avoid the singularity is to re-define the ORF as

$$\frac{\rho_{12}^b}{4\pi} \int d^2 \hat{n} \int d^2 \hat{\Omega}_E \sum_a \mathcal{P}_a^1(f, \hat{\Omega}_E) \mathcal{P}_a^2(f, \hat{\Omega}_E),$$

instead of Equation (47). The resulting ORF shape is also similar to that obtained from Equation (47) except for a normalization difference of $\sim 2.5$.

Besides using spherical triangle relation to obtain $\psi$ as shown in Appendix B, we also have another way to calculate $\psi$ according to vector expressions. If $(\hat{p} \times \hat{\Omega}_E) \cdot \hat{n} > 0$, $\psi \in (0, \pi)$, $\sin \psi > 0$, $\psi = \text{angle}[(\hat{n} \times \hat{\Omega}, \hat{p} \times \hat{\Omega})]$, where $\text{angle}(\mathbf{a}, \mathbf{b})$ is a function defined to represent the angle between vectors $\mathbf{a}$ and $\mathbf{b}$. If $(\hat{p} \times \hat{\Omega}_E) \cdot \hat{n} < 0$, $\psi \in (-\pi, 0)$, $\sin \psi < 0$, $\psi = \text{angle}[(\hat{n} \times \hat{\Omega}, -\hat{p} \times \hat{\Omega}) - \pi]$. The coordinates of $\hat{\Omega}$ can be obtained from rotating $\Omega_\text{E}$ by angle $\zeta$ around axis $\hat{p} \times \hat{\Omega}_E$. Then we have

$$\sin \psi_i = \text{sign}[(\hat{p}_i \times \hat{\Omega}) \cdot \hat{n}] \frac{|(\hat{p}_i \times \hat{\Omega}) \times (\hat{n} \times \hat{\Omega})|}{|\hat{p}_i \times \hat{\Omega}||\hat{n} \times \hat{\Omega}|},$$
\[
\cos \psi_i = \frac{(\hat{p}_i \times \hat{\Omega}) \cdot (\hat{n} \times \hat{\Omega})}{|\hat{p}_i \times \hat{\Omega}| |\hat{n} \times \hat{\Omega}|}.
\]
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