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Abstract: Under the constraint of memory capacity of the neural network and the document length, it is difficult to generate summaries with adequate salient information. In this work, the self-matching mechanism is incorporated into the extractive summarization system at the encoder side, which allows the encoder to optimize the encoding information at the global level and effectively improves the memory capacity of conventional LSTM. Inspired by human coarse-to-fine understanding mode, localness is modeled by Gaussian bias to improve contextualization for each sentence, and merged into the self-matching energy. The refined self-matching mechanism not only establishes global document attention but perceives association with neighboring signals. At the decoder side, the pointer network is utilized to perform a two-hop attention on context and extraction state. Evaluations on the CNN/Daily Mail dataset verify that the proposed model outperforms the strong baseline models and statistical significantly.
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1. Introduction

Automatic summarization systems have been made great progress in many applications, such as headline generation [1], single or multi-document summarization [2,3], opinion mining [4], text categorization, etc. The system aims to shorten the input and retain the salient information from the source document. Practical needs for such systems grow with the continuous increasing text sources in various fields. Text summarization methods would be divided into two categories: abstractive and extractive. The extractive methods select salient informative sentences from the source document as a summary, while the abstractive methods can generate words or sentences that are not present in the source document. The abstractive summarization is more difficult as it has to deal with factual or grammatical errors, semantic incoherence, as well as problems with the obtaining of explicit textual paraphrases and generalizations. Extractive methods relieve these problems by identifying important sentences from the document, therefore summary generated by extractive methods are generally better than that generated by abstractive methods in terms of grammaticality and factuality. However, those methods may encounter problems like the lack of core information and incomprehensive generalization. With the advantages of simpler calculation and higher generation efficiency, numerous empirical comparisons in recent years have shown that the state-of-the-art extractive methods usually have better performance than the abstractive ones [5].

Classical document extractive summarizer relies on sophisticated feature engineering that mainly based on the statistical properties of the document, such as word probability, term frequency–inverse document frequency (TF-IDF) weights, sentence position, sentence length, etc. [6]. Graph-based
methods, such as Lexrank [7], and TextRank [8], use graph weights to measure the sentence importance. In recent years, some neural network-based methods [9–12] have been proposed and applied to news datasets. Deep learning models with thousands of parameters require large annotated datasets. In the summarization field, Chen et al. [13] overcame this difficulty by creating news stories datasets from Central News Networks (CNN) and Daily Mail, which consist of 280 K documents and human writing summaries.

Deep learning models would learn hidden features of text owing to their strong generalization ability, they avoid burdensome manual feature extraction. Such advantages would be promoting to achieve end-to-end integration of key content selection and importance assessment modules in the extractive summarization system. Attention mechanism [14,15] has been broadly used in the automatic summarization task and incorporated into neural network models, in which decoders extract important information according to the weighted attention score. Despite their popularity, neural network-based approaches still have some problems when they are applied to summarization tasks. The architectures of the summarizers mostly are variants of recurrent neural networks (RNNs), such as Gated recurrent unit (GRU) and long short-term memory (LSTM). Although they can remember each past decisions within fixed-size state space in theory, practically they can only remember limited document context [16,17]. In addition, salience assessment would be harder at each time step of RNN due to the lack of guidance of the comprehensive document information. Moreover, since there are no explicit alignments between documents and its summary, the weighted score of attention usually contains noisy information and further affects the representation of the local context.

The automatic summarization system is required to hold original text information in a finite vector space, and then reproduce that expression in short form [13]. Therefore, comprehensive encoding representation has been a hot and hard issue in this field [2,18]. Some approaches based on attention mechanism attend to only limited semantic space of sentences rather than comprehensive document information. These end-to-end models attempt to make simple concatenation among forward and backward hidden states, which is hard to integrate relative information of the whole document, resulting in the suboptimal summary. Most of the previous extractive methods focused on treating extractive summarizer as a sequence labeling task. These methods firstly encode sentences in the document and specify whether the sentence should be included in the summary. The process of selecting sentences is constrained by length limitation and relies on the meaning representation [10,13]. However, such methods only estimate the current sentence importance at each time step and ignore the relative importance gain of the sentence selected in the previous steps.

In this work, we designed the Refined self-matching mechanism for extractive summarization (RSME) to overcome the problems mentioned above. In particular, for the first time, the self-matching mechanism is applied to extractive summarization model, which enables the model to attend to global semantic information of the document. In order to effectively simulate human coarse-to-fine reading behavior, the Gaussian focal bias is applied to establish the localness according to signals that come from neighboring words and sentences. We integrate the Gaussian bias into the original self-matching weights. When the RSME aggregates the important information at the global level without regarding the distance barrier, the model can also recognize the semantic information near the current sentence at the local level. Finally, it establishes the long-term dependency and locality for each sentence in the document to help the model extract key information in a comprehensive way and pinpoint the important portions.

Our contributions are as follows:

1. We propose a refined self-matching mechanism and apply it to the extractive summarization, that dynamically aggregate relative information at the local and global level for each sentence in the document, the localness and long-term dependency are modeled comprehensively.
2. The Bidirectional Encoder Representation from Transformers (BERT) is incorporated into RSME flexibly. A hierarchical encoder is developed to effectively extracted the information at sentence-level and document-level, which helps capture the hierarchical property of the document.
The pointer network is utilized to select salient sentences based on current extraction state and relative importance gain of previous selections.

Extensive experiments are conducted on the CNN/Daily Mail dataset, and the experimental results showed that the proposed RSME significantly improves the ROUGE score compared with the state-of-art baseline methods.

2. Related Works

Extractive summarization has been widely studied in past researches. These methods manually define features to score sentence saliency and select most important sentences [6,13]. The vast majority of these methods score each sentence independently and then select top-scored sentences to generate a summary, but the process is not included in the learning process.

In recent years, neural network-based methods have been gaining popularity over classical methods, as they perform better in large corpus [13]. The core of neural network model is the structure of encoder and decoder. These models typically utilize convolutional neural networks (CNNs) [19], recurrent neural networks [11,20], or combination of them to create sentence and document representations, input words are represented as word embedding. These vectors are then fed into the decoder and output summary. Summary quality can be heuristically improved by maximum profit, integer linear programming. Yin and Pei et al. [21] used CNNs to map sentences to a continuous vector space, then defined diverseness and prestige to minimize loss functions. Cheng et al. [13] conceptualized extractive summarization as a sequence labeling task, which used a document encoder to score each sentence independently, and an attention-based decoder to label each sentence. Nallapati et al. [10] proposed an RNN-based model with some interpretable features, such as saliency and content richness of sentence; the model treated the extractive summarization as one sentence classification problem and used a byte decision (0/1) to determine whether the sentence should appear in the summary. Zhou et al. [9] proposed a joint learning model for sentence scoring and selection to lead the two tasks interact simultaneously, and multiple layer perceptron (MLP) is introduced to score sentences according to both the previously selected sentences and remains. Zhang et al. [3] developed a hierarchical convolution model with an attention mechanism to extract keywords and key sentences simultaneously, and a copy mechanism was incorporated to resolve the problem of out of vocabulary (OOV) [22]. In addition, reinforcement learning (RL) has been proven to be effective in improving the performance of the summarization system [12,23] by allowing directly maximize the measure metric of summary quality, such as the ROUGE score between the generated summary and the ground truth. However, the RL-based models still have some problems, such as difficulty in optimization, adjustment and slow training.

It is worth noting that some elements of the RSME framework have been used and introduced in the earlier work [17]. The pointer network combines attention mechanism with a glimpse operation [16] to solve combinatorial optimization problems, as well as point directly to relevant sentences and words in extractive and abstractive summarizers based on previous decisions. The work most similar to us is the HSSAS [18] developed by Sabahi et al. It uses a self-attentive model to construct the hierarchy of the document and scores each sentence based on modeling of abstract features (such as content richness, saliency, and novelty in terms of the entire document). There are two main differences between our work and HSSAS. First, in order to effectively obtain embedded representations of documents and sentences, HSSAS applies a hierarchical attention mechanism to create representations of sentences and documents. However, we take advantage of the nature of CNN and RNN to represent features with different granularities and introduce pre-trained language model BERT [24] to strengthen the document representation. It completes the interaction in three levels, namely, word-sentence, sentence-sentence, and sentence-document. Second, in order to extract sentences with significant information, HSSAS adopts the weighted average of all previous states as additional input to calculate the next state, but we argue that the weighted average would suppresses communication among neighboring words and sentences. However, we develop the refined
self-matching mechanism to model the localness and long term dependency respectively, and integrate them into the propagation process of the neuron, so that the model can complete effective information extraction and weight allocation without any manual feature. The RSME follows the principle: if a sentence is salient, it should carry comprehensive representation of the document.

3. Method

In this section we will describe the RSME in terms of the following details: (I) problem description of extractive method. (II) Hierarchical neural network-based document encoder. (III) Self-matching mechanism. (IV) Localness modeling. (V) Pointer network-based decoder. The overall framework of RSME is shown in Figure 1.

![Figure 1. The model architecture of refined self-matching mechanism for extractive summarization (RSME), the embedding layer is responsible for transforming input text into continuous value vector; the hierarchical encoder is composed of convolutional neural networks (CNNs) and long short-term memory (LSTM), which are respectively used to construct state representation of the sentence and document; the self-matching module is responsible for establishing long-term dependency and locality for current sentence representation; the decoder is responsible for selecting sentences based on the current extraction status and the previously selected relative importance gain.]

3.1. Problem Description of Extractive Summarizer

Given an input document consists of \( n \) sentences \( D = \{ s_1, s_2, \ldots, s_n \} \), each sentence \( s_i = \{ w_1, w_2, \ldots, w_{|s_i|} \} \) contains \(|s_i|\) words. The objective of summarization system is to produce a summary \( Y \) by selecting \( m \) (\( m < n \)) sentences from the source document. We predict the label of the \( i \)th sentence \( y_i \) as \((0,1)\). The labels of sentences in the summary are set as...
The goal of training is to learn a set of model parameters \( \theta \) to maximize probability of \( \text{predict}(Y|D, \theta) = \prod_i p(y_i|y_{i-1}, \ldots, y_2, y_1, D, \theta) = \prod_i p(y_i|y_<i, D, \theta) \).

Existing summarizers usually contain the following modules: sentence encoder, document encoder, and decoder. Firstly the sentence encoder will be utilized to encode each word in the sentence and then assemble them into a sequential representation. Secondly, the document encoder contextualizes the sentential representation into document representation. Finally, the decoder selects the sentence according to document meaning representation until reaching the length limit.

### 3.2. Hierarchical Neural Network Based Encoder

In this work, a hierarchical encoder was developed to capture the sentential representation. For each words in a sentence, their word embedding representations \( x \) could be projected from word2vec [25] or BERT [24]. A temporal CNN was exploited to encode all the words in the sentence to obtain the sentential representation; the filter component could map new features within a fixed-size window.

\[
x_t = f_{\text{conv}}(W_c[w_{t-k}, \ldots, w_{t+k}] + b_c)
\]

In which, the \( f_{\text{conv}} \) is a nonlinear function, \( W_c \in \mathbb{R}^{d_w \times k} \) are training parameters, \( d_w \) is the embedding dimension, \( b_c \in \mathbb{R}^{k} \) is the bias term, \( k \) is the kernel size. The hidden state of the whole sentence can be expressed as:

\[
s'_t = (x_1, x_2, \ldots, x_{|s_t|})
\]

when the continuous representation of the sentence is obtained, they are further fed into bi-directional LSTM (BiLSTM), which contains a forward LSTM that reads document from \( s_1 \) to \( s_n \) as Equation (3), and a backward LSTM that reads document from \( s_n \) to \( s_1 \) as Equation (4). The BiLSTM captures the temporal dependency among the context. For each sentence \( s_t \), bidirectional hidden space will be concatenated together to denote current state \( h_t \).

\[
\overrightarrow{h_t} = \text{LSTM}(s'_t, \overrightarrow{h_{t-1}}) \tag{3}
\]

\[
\overleftarrow{h_t} = \text{LSTM}(s'_t, \overleftarrow{h_{t-1}}) \tag{4}
\]

\[
h_t = [\overrightarrow{h_t}; \overleftarrow{h_t}] \tag{5}
\]

Let \( d_n \) denotes the number of hidden units of the BiLSTM, \( n \) is the number of sentences contained in each document, \( H_D \) is the hidden state of the whole LSTM calculated by Equation (6), the dimension of \( H_D \) is \( \mathbb{R}^{n \times d_n} \).

\[
H_D = (h_1, h_2, \ldots, h_n) \tag{6}
\]

### 3.3. Self-Matching Mechanism

The basic requirement of automatic summarizer is that the system can retrieve the sentences with salient information from the whole document semantic space. A large number of LSTM-based methods [10,11] have been proposed to solve the problem: how to model abstractive salience to guide sentence representation. It is well known that if a sentence is salient, the meaning it represents would be retrieved in multiple parts from the document [5]. Although in theory, the RNN-based models are capable to remember all previous decisions, in practice it can only remember limited knowledge of context. For the above observation, we hope to emphasize document-awareness to each word and sentence to guide the salient feature representation, and compensate for the model memory capability in the global context. In past researches, Jiang and Wang et al. [26] established matching relationships between hypotheses and premises word by word in the natural language inference.
tasks. The global information generated by the matching result of each word serve as additional input of the LSTM to guide the encoding process. Thus the hidden state of each word is enriched with global information, and improves the original LSTM component ‘remember gate’ and ‘forgotten gate’. Wang et al. [27] proposed a self-matching attention mechanism to deal with the different importance of each word to inference, and applied a gate unit to adaptively control global information from itself or self-matching results.

Inspired by their work, we adapted the self-matching mechanism to the extractive summarizer system. In this work, the self-matching mechanism would match the document against itself, which would dynamically aggregate relevant information from the whole document for each word and sentence, this information is related to the matching degree of each sentence representation with the whole document information. The similar gate unit [27] is employed which is based on current sentence representation and its attention-pooling vector. The matching global information is further merged into the final hidden representation to make the recurrent neural network dynamically incorporates the obtained relative matching information. Intuitively, the document pair can be viewed as the document evidence and the question to be answered. Furthermore, sentence representation containing limited knowledge context is improved, and the sentence representation is expanded.

The dot-product is applied to calculate the matching degree $q_t$ between the semantic representation of each sentence and the whole document, namely, the matching attention-weight matrix. The matching weight $a_{t,i}$ would measure the relevance of each sentence to the global document information, then the context $c_t$ can be enriched with the above matching information. A joint representation of context information and hidden state of LSTM are defined as intermediate representation $m_t$. The share of global information contained in the sentence $s_t$ can be adjusted adaptively by gate unit $p_t$, in intuition, masking out the irrelevant parts and emphasizing the important ones. Global information $glo_t$ dynamically extracts knowledge from itself or the matched relevant information of document. Finally, $glo_t$ is taken as the extra input of RNN to establish global document awareness for the recurrent neural network.

Formally, giving the current state of sentence $h_t$, all hidden states of the encoder $h^c$. Matching attention weight $a_{t,i}$ can be calculated:

$$q_{t,i} = h_t \odot (h^c_i)^T$$  \hspace{1cm} (7)$$

$$a_{t,i} = \frac{\exp(q_{t,i})}{\sum_{j=1}^{n} \exp(q_{t,j})}$$  \hspace{1cm} (8)$$

c_t is the context representation based on matched attention:

$$c_t = \sum_{i=1}^{n} a_{t,i} h_t.$$  \hspace{1cm} (9)$$

The final hidden state for sentence $s_t$ can be calculated as:

$$h'_t = LSTM(h'_{t-1}, [h_t; glo_t])$$  \hspace{1cm} (10)$$

$$glo_t = p_t * h_t + (1 - p_t) * m_t$$  \hspace{1cm} (11)$$

$$p_t = \sigma(W_g [h_t; c_t])$$  \hspace{1cm} (12)$$

$$m_t = U_g^T \tanh(W_m [h_t; c_t])$$  \hspace{1cm} (13)$$

where $W_g$ and $W_m$ are two learnable weight matrices, $\sigma$ is the sigmoid activation function.
3.4. Localness Modeling

The self-matching mechanism can establish long-term dependencies for each sentence without concerning distance. Such an operation will disperse the attention distribution and result in overlooking neighboring signals. We argue that the self-matching mechanism may be further enhanced by local information modeling [28]. Conventional self-matching mechanisms focus on all sentences when collecting document information, but some secondary information may confuse the model and lead to suboptimal performance [29]. Moreover, the usage of weighted averages can inhibit the expression of relationships among neighboring words or sentences. In linguistic intuition, if a word \( x_i \) is aligned to \( x_j \) on the semantic matching, we also hope that words neighboring \( x_j \) can be perceived, which can capture phrases patterns or sentence segments that contain more explicit local context. Take the word-level local information as an example. In Figure 2, if “children” is aligned to “make”, we hope to pay more attention to nearby “a pray”. Eventually, “children” can aggregate the phrase information “make a pray” in the matching process. It is obvious that such neighboring information can contribute to expanding the relationship expression among words and the local context. Similar principles can be extended to sentences and related segments.

Figure 2. Case for localness modeling.

A learnable Gaussian distribution is utilized to model the local context [30,31] which contains valuable fine-grained information, whose scope is \( D \) as Figure 2. Similar to reference [30], the setting of scope size relies on the matching result itself. The Gaussian distribution will serve as the regularization term of attention and added to the original distribution.

\[
\alpha_t = \text{softmax}(q_t + G)
\]  

(14)

The first term in the equation is the original dotted product distribution, and \( G \) is the local Gaussian bias term. The improved mechanism can model both the long term dependency and the localness, better simulating human coarse-to-fine understanding behavior. Since the prediction of each central position and window depend on their corresponding context representation, we apply a feed-forward network to transform \( q_t \) into the hidden state of center position and window. The motivation of this design is that the central position and window size interdependently locate local scope, hence condition on the similar hidden state. The center position scalar \( \mu_t \) and dynamic coverage scalar \( \sigma_t \) are predicted by the matching energy \( q_t \). They can be view as the center and the scope of the locality to be paid attention, intuitively they correspond to “pray” and Gaussian scope “D” in Figure 2. The center position scalar and the coverage scalar are calculated as follows:

\[
\mu_t = U_p^T \tanh(W_p q_t)
\]

(15)

\[
\sigma_t = U_c^T \tanh(W_c q_t)
\]

(16)

where \( W_p \in \mathbb{R}^{d_a \times d_a} \) and \( W_c \in \mathbb{R}^{d_a \times d_a} \) are shared parameters, \( U_c \in \mathbb{R}^{d_h} \) and \( U_p \in \mathbb{R}^{d_h} \) are two different linear projection weighted vectors. \( \mu_t \) and \( \sigma_t \) are further normalized to the interval \([0, I]\), where \( I \) represents the number of input sentences.

\[
\begin{pmatrix}
\tilde{\mu}_t \\
\tilde{\sigma}_t
\end{pmatrix}
= I \ast \text{sigmoid}
\begin{pmatrix}
\mu_t \\
\sigma_t
\end{pmatrix}
\]

(17)
According to the definition of Gaussian distribution, local bias for the \( t \) encoding step is calculated with \( \tilde{\mu}_t, \tilde{\sigma}_t \):

\[
G_{i,j} = -\frac{(i - \tilde{\mu}_t)}{\tilde{\sigma}_t^2/2} \quad (18)
\]

The local bias \( G \in (-\infty, 0] \) is added to the original attention distribution is approximate to multiplying by the weight \((0, 1]\) as the exponential operation.

### 3.5. Sentence Selection Based on Pointer Network

We make sentence selection based on the above encoding representation, and use another LSTM to train pointer network for extracting sentences recurrently. Given the sentence vector \((s_1, s_2, \ldots, s_n)\), and the target sequential indices \((r_1, r_2, \ldots, r_{(t-1)})\), \(\forall r_j \in \mathbb{N} \), \((e_1, e_2, \ldots, e_n)\) and \((d_1, d_2, \ldots, d_m)\) denote the hidden state of encoder and decoder respectively. The attention distribution of pointer network at each decoding step \( t \) can be calculated as following:

\[
u_t^i = v_p^T \tanh(W_e e_i + W_d z'_t)
\]

\[
p(r_t| r_1, r_2, \ldots, r_{(t-1)}) = \text{softmax}(u_t) = \frac{\exp(u_t^i)}{\sum_{k=1}^n \exp(u_t^k)} \quad (20)
\]

where \( z'_t \) represents the result of glimpse operation [32]:

\[
d_t = \text{LSTM}(d_{t-1}, [W_l(r_{t-1}); e_t]) \quad (21)
\]

\[
z'_t = v_s^T \tanh(W_e e_t + W_d d_t) \quad (22)
\]

\[att_t = \text{Softmax}(z_t) \quad (23)\]

\[
z_t = \sum_i att_t^i W_s e_i \quad (24)
\]

where \( v_e, W_e, W_d \) are automatically learned scalar weights. \( \text{Softmax} \) function normalized vector \( z_t \) into the attention mask over input. At each decoding step, the pointer network selects one vector with the highest probability from the \( n \) input vectors. \( d_t \) is the output of the added LSTM-based decoder. Pointer network performs two-hop attention at each time step: firstly, it pays attention to the encoder state \( e_t \) to obtain context vector \( z'_t \), secondly, it attends to \( e_t \) for extraction probabilities. Thus, the pointer network effectively takes the previous decisions as relative importance gain during each decoding step.

### 4. Experiments

#### 4.1. Dataset

A large corpus is crucial for training deep learning models. The experiments were conducted on the CNN/Daily Mail dataset \([10,33]\) without anonymizing entities or lower case tokens. We used the standard split of CNN/Daily Mail for training, validation, and testing. The dataset contained 287,227 documents for training, 13,362 documents for validation, and 11,490 documents for testing. The average number of sentences in the original document and the human-generated summary was 28 and 3.5, respectively.

#### 4.2. Evaluation Metric

We adapted the commonly used recall-oriented understanding for gisting evaluation (ROUGE) for automatic evaluation, which measured the quality of summary by comparing generated summaries with gold summaries. Three variants of this (the script can be found at: https://github.com/falcondai/
pyrouge): ROUGE-1, ROUGE-2, and ROUGE-L were calculated by matching unigrams, bigrams, and the longest common subsequences (LCS) respectively. In order to compare with most baseline models, the full-length F1 ROUGE is reported.

4.3. Settings

During the training process, the word embedding dimension for context-independent representations was set to 100. The cross-entropy loss was employed. We neither limited the length of sentences nor the maximum number of sentences for per-document. The hidden state dimension of LSTM was set to 300. We used Adam optimizer and the parameters were set to: learning rate = 0.001, $\beta_1 = 0.9$, $\beta_2 = 0.999$. We utilized the gradient clipping to regularize our model, and early stopping based on validation loss. At the test time, we selected sentences based on the predicted probability until they reached the maximum length limit.

4.4. Comparison Baselines

We compared the RSME with strong baselines from previous state-of-art abstractive and extractive summarization systems.

**Abstractive:**
- **ConvS2S**: Gehring et al. [19] innovatively applied the convolutional neural network the sequence to sequence (seq2seq) model and improved on several tasks, including the abstractive summarization.
- **PGN + Cov**: See et al. [15] integrated pointer and coverage mechanism into seq2seq-based abstractive system for solving out of vocabulary (OOV) and repetition problems during generation.
- **Fast-abs**: Chen et al. [23] proposed a novel sentence-level policy gradient method to bridge the sentence selection network and sentence rewriting network in a hierarchical way.

**Extractive:**
- **Lead-3**: The most common baseline model, which selects the lead three sentences in the document as a summary.
- **HSSAS**: Sabahi et al. [18] used the hierarchical structure self-attention mechanism to create sentence and document representation.
- **Refresh**: Narayan et al. [20] directly optimized the evaluation metric ROUGE through a reinforcement learning objective function.
- **BanditSum**: Dong et al. [12] proposed to regard the extractive method as a context bandit problem, and using a policy gradient reinforcement learning algorithm to select the sentences with maximize ROUGE.
- **SWAP-NET**: Jadhav et al. [5] proposed a two-level pointer network architecture for modeling the interaction of keywords and highlighted sentences respectively.

5. Results

5.1. Experimental Results Analysis

The results of the automatic evaluation in Table 1 show that the proposed RSME outperformed those compared abstractive baseline models, although abstractive methods were more faithful to the real summarization task (human-written summary combined information from several crucial pieces of the original document), most abstractive-based models still lagged behind the LEAD-3 in ROUGE. Among the abstractive methods, the Fast-abs proposed by Chen et al. [23] achieved the best performance and was comparable to ours. Interestingly, their system was mostly extractive as they followed the two-step principle that extracting and then rewriting. Consequently, the quality of summary heavily relied on the information of the extracted sentences at the first step.
Table 1. The full-length ROUGE F1 score on the non-anonymized CNN/Daily Mail dataset. Those marked with ‘#’ represent training and evaluation on the anonymous version. All of our ROUGE scores are reported by the official ROUGE script, with a 95% confidence interval of at most ±0.24. The promotion is statistically significant with respect to those strong baselines. Results with * are statistical significantly.

| Categories       | Model  | ROUGE-1 | ROUGE-2 | ROUGE-L |
|------------------|--------|---------|---------|---------|
| Abstractive      | ConvS2S| 39.8    | 17.3    | 36.5    |
|                  | PGN + Cov| 39.5    | 17.3    | 36.4    |
|                  | Fastabs| 41.4    | 18.7    | 37.7    |
| Extractive       | LEAD-3 | 40.3    | 17.7    | 36.6    |
|                  | HSSAS # | 42.3    | 17.8    | 37.6    |
|                  | Refresh| 40.0    | 18.2    | 36.6    |
|                  | BanditSum| 41.5    | 18.7    | 37.6    |
|                  | SWAP-NET #| 41.6    | 18.3    | 37.7    |
| Extractive (ours)| RSME  | 41.5    | 18.8    | 37.7    |
|                  | BERT-RSME| 42.4 *  | 19.8 *  | 38.9 *  |

Among the extractive comparisons, the RSME achieved 41.5, 18.8, and 37.7 points respectively in the three ROUGE variants respectively, and the results showed a large promotion by +1.2, +1.1, and +1.1 points compared with LEAD-3. Notably, by modeling abstract feature such as document structure and novelty in the prediction process, HSSAS effectively calculated the respective probability of sentence-summary membership, and achieved a great score of 42.3 on ROUGE-1, leading the RSME by +0.8 points. While the RSME performed better on other metrics, especially on ROUGE-L with a large margin up to +1.0. To some extent, it proves that the proposed RSME was superior in the strategy of capturing document hierarchical property and extracting salient information. Moreover, our model surpassed the complicated reinforcement learning based models Refresh and BanditSum in a simpler method. The SWAP-NET was comparable to ours, and credit should be given to RSME in capturing the effective representation. Our BERT-RSME model consistently outperforms all the strong baselines on three metrics with a large margin.

5.2. Ablation Test

In order to analyze the contribution of different components to the final performance, we performed ablation tests on the RSME. The experimental results are shown in Table 2. When the Gaussian bias component was removed, the performance declined by 0.4 on ROUGE-1, 0.2 on ROUGE-2. When we removed the self-matching component, the performance declined by a large margin on all three indicators by 0.7, 0.4 and 0.8 respectively. The deviation strongly reveals that global document awareness is crucial to the long document summarization task. The Gaussian bias was used to measure the distance between the predicted center and alignment, which can effectively model the localness and improve the representation of the local context. The improved performance of the two components on ROUGE was 1.1, 0.6, and 0.7, which reveals that combining them to the coarse-to-fine strategy was effective. When the pointer network component was removed, the performance decreased slightly by 0.2, 0.2 and 0.5 on the three indicators respectively, since pointer network can guide the sentence selection with respect to the relative importance gain of the previous selection. Pointer network was efficient in many tasks, and also embodied important value in our work.
Table 2. Ablation test for RSME, “-“ means removing the corresponding component based on the previous system. In short, “-Pointer Network” represents a model contains only a document encoder and a simple classifier.

| Models               | ROUGE-1 | ROUGE-2 | ROUGE-L |
|----------------------|---------|---------|---------|
| RSME                 | 41.5    | 18.8    | 37.7    |
| -Gaussian bias       | 41.1    | 18.6    | 37.7    |
| -Self Matching       | 40.4    | 18.2    | 37.0    |
| -Pointer Network     | 40.2    | 18.0    | 36.5    |

5.3. Discussion

Throughout the ablation testing process, the self-matching mechanism contributed the most to the model, to further explore the influence of self-matching. In this part, we discuss different level document encoding strategies, that is, the impact of document information representation for summarization task. We have implemented the unidirectional LSTM with a simple linear projection based classifier, namely “UniLSTM + Classifier”, and the bidirectional LSTM with classifier (as the basic model), namely “BiLSTM + Classifier”. The bidirectional LSTM with self-matching mechanism, namely “BiLSTM + Self Matching”, to further study how the richness of global information work and affect the document information encoding.

As shown in Table 3, performance on the bidirectional LSTM based model were better than the model with single LSTM, since bidirectional LSTM can encode documents from both forward and backward, that can include more document information. On the contrary, unidirectional LSTM may lose numerous effective features due to memory problems. After the addition of the self-matching mechanism, the performance improved consistently on three indicators, which gives a clear direction to our future work, that is, to improve the global information richness of the document encoding.

Table 3. Analysis of the effect of encoding information richness on experimental results.

| Models               | ROUGE-1 | ROUGE-2 | ROUGE-L |
|----------------------|---------|---------|---------|
| UniLSTM + Classifier | 39.8    | 17.9    | 36.4    |
| BiLSTM + Classifier  | 40.2    | 18.0    | 36.5    |
| BiLSTM + Self Matching| 40.9    | 18.3    | 37.6    |

From previous Table 1, it can be seen that BERT significantly improved the overall performance, even surpassed the contribution of any single component. To study whether the strength of pre-trained knowledge would cover the effect of RSME, referring to Figure 1, we select GloVe [34] or BERT in the embedding layer, and remove the refined self-matching layer, and kept the rest unchanged, forming GloVe-basic and BERT-basic. The experimental results in Table 4 show that the proposed RSME has a promising improvement on the baseline of BERT and GloVe. We found that architectures with context-independent GloVe made little contribution to the current models, while models equipped with BERT are improved with a large margin, which explains that RSME is irreplaceable in comprehensive document information extraction.

Table 4. Analysis of pre-trained knowledge on experimental results.

| Models              | ROUGE-1 | ROUGE-2 | ROUGE-L |
|---------------------|---------|---------|---------|
| RSME                | 41.5    | 18.8    | 37.7    |
| GloVe-basic         | 40.4    | 18.1    | 36.7    |
| GloVe-RSME          | 41.4    | 18.7    | 37.8    |
| BERT-basic          | 42.0    | 19.3    | 38.5    |
| BERT-RSME           | 42.4    | 19.8    | 38.9    |
5.4. Case Study

In order to further vividly analyze the proposed RSME and the reasons for performance improvements. We compared the quality of summary generated by the abstractive PGN+cov system, basic extractive system, and RSME with reference summary. In the Table 5, we marked the key information of the reference with a yellow background, and the generated summary with high semantic similarity to the key information were marked in pink. The key information contained in the reference can be abstracted into the following two points: (1) There is a calf called Nandi with five mouths, two of which drink milk, it may be the calf with the most mouths ever seen. Among the RSME-generated summary, the first and second sentences almost contain the information of this part. (2) People are flocking to pray and touch his hooves. The third sentence in the output of RSME corresponds to that. The performance of the abstractive method ConvS2S is the most unsatisfactory. Although three generated sentences with shorter length are more concise than the extractive methods, there are some fatal repetition and factual false problems. Among the sentences selected by our basic extractive model, two have little relevance to the reference and lack of key information. Our RSME can well understand the content of the original text, and the selected three sentences have a high semantic similarity with the reference summary. The above case analysis can reveal that the proposed RSME improves the capability of capturing comprehensive signals of the document. However, there remain difficulties for further research, such as generated sentences are not concise enough.

| Reference Summary: |
|--------------------|
| bizarre-looking creature can drink through two of his five mouths. |
| local people in narnaul are flocking to see him and pray at his hooves. |
| the calf, called Nandi, is thought to have the most mouths of any bovine. |

| Basic model: |
|--------------|
| in India’s Hindu culture, cows are revered as a symbol of life. Nandi is attracting a constant stream of visitors wanting to celebrate him. |
| many of them kneel before him to pray and touch his hooves. |
| baby teeth: one of Nandi’s mouths is clearly bigger than the others, which hang around his face. |

| ConvS2S: |
|----------|
| Sukhbir said Nandi was in good health despite health. However, Nandi could only see the side of its body, not the front. |
| Two years ago, an American farm revealed that it had a calf with two heads |
| On everyone’s lips: this baby calf with five mouths and draws a crowd of tourists. |

| RSME: |
|-------|
| talk about gobby! this little fellow has been born with five mouths - believed to be the most ever seen on a calf. |
| the strange-looking baby opens all ten lips when he is sucking at his mother’s udders. but he can only take in milk through two of his mouths. |
| many of them kneel before him to pray and touch his hooves. |

6. Conclusions and Future Works

In this work, we propose a novel model for extractive summarization that apply a refined self-matching mechanism to enhance the document encoding representation. The self-matching mechanism helps the model dynamically collect information from the full document without regarding distance barrier, and establish long-term dependence for each sentence. The central position scalar and the coverage scalar are spontaneously determined according to the sentence state. They are utilized to construct the Gaussian bias, which is incorporated into the original matching energy to further contextualize the neighboring signals. Moreover, at each step of sentence selection, the relative importance gain of the previous decisions and the current extraction state are considered. The ROUGE
evaluation on the CNN/Daily Mail dataset shows that the proposed RSME performs better than the recent strong baseline models. Future research effort can be devoted to the combination of the extractive and abstractive method. Such as using the extractive system to select informative sentences, then using the abstractive method to rewrite sentences, hence improve the relevance and conciseness of summary.
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