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SUMMARY  Path planning and motion control are fundamental components to realize safe and reliable autonomous driving. The discrimination of the role of these two components, however, is somewhat obscure because of strong mathematical interaction between these two components. This often results in a redundant computation in the implementation. One of attracting idea to overcome this redundancy is a simultaneous path planning and motion control (SPPMC) based on a model predictive control framework. SPPMC finds the optimal control input considering not only the vehicle dynamics but also the various constraints which reflect the physical limitations, safety constraints and so on to achieve the goal of a given behavior. In driving in the real traffic environment, decision making has also strong interaction with planning and control. This is much more emphasized in the case that several tasks are switched in some context to realize higher-level tasks. This paper presents a basic idea to integrate decision making, path planning and motion control which is able to be executed in realtime. In particular, lane-changing behavior together with the decision of its initiation is selected as the target task. The proposed idea is based on the nonlinear model predictive control and appropriate switching of the cost function and constraints in it. As the result, the decision of the initiation, planning, and control of the lane-changing behavior are achieved by solving a single optimization problem under several constraints such as safety. The validity of the proposed method is tested by using a vehicle simulator.
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1. Introduction

Autonomous driving becomes a promising solution for problems in the mobility of future society, such as traffic congestion, accidental injury, environmental pollution, and so on [1]. The autonomous driving is particularly aspired from elderly and/or handicapped people who is losing sufficient driving skills. Even normal drivers sometimes prefer the autonomous driving in the case that they want to spend more time for their jobs or for communications in the car. Although these motivations undoubtedly accelerate the implementation of fully autonomous driving on the traffic society, it may take some decades to complete the transition to autonomous driving society. In the duration of the transition, the autonomous/manual mixed traffic situation must be considered and be reflected in the design of autonomous driving. From this viewpoint, the autonomous driving system is expected to be in charge of making consensus with surrounding vehicles which may be controlled by a human driver.

Typical components to realize the autonomous driving are the localization, driving environment recognition, decision making, path planning, and motion control. The path planning and motion control are fundamental components to realize safe, reliable and comfortable autonomous driving [2]. Generally speaking, the reference path which achieve the driving objectives such as following the driving lane, following a lead car, avoiding the obstacles and so on is planned [2]–[4] at first, and the path is given to the motion controller to track the created path [5]–[10].

These two functions essentially have strong mathematical interactions, i.e., the planned path must be feasible by the motion controller under various physical constraints. Therefore, the obtained solution (control input) may not be desirable when these two functions are considered independently. Although the increase of the considered constraints for path planning may resolve such problem, this results in the redundant computation in the implementation of the path planning and motion control. In order to solve this problem, the idea of simultaneous path planning and motion control (SPPMC) is considered and attracting great attention [11]–[15]. In SPPMC, a unified optimization problem to find the optimal control input is addressed by considering not only the vehicle dynamics but also the goal of the task and various constraints such as the physical limitations, safety constraints and so on. SPPMC is well studied in the robotics field as shown in the papers [16]–[18]. Although off-line computation is sometimes applied since the SPPMC requires high computational cost, the realtime computation framework is necessary for the automotive application because of time-varying characteristics, uncertainty and openness of the driving environment.

In addition, as the demand for the harmonized driving with surrounding vehicles rises, the importance of the function of decision making is highly regarded [19]–[23]. There also exists a strong interaction between decision making and path planning/motion control. It is highly desired to develop a framework to realize the decision making, path planning and motion control as a single package for a future
autonomous vehicle. This will lead to the development of an explainable driving intelligence package.

Based on these backgrounds, this paper presents how to integrate the functions of path planning, motion control and decision making particularly focusing on lane-changing behavior. Lane changing behavior is one of tasks which require high cognitive workload and the driver have to decide the position to cut in among surrounding cars driving on main lane [24]. Although many literatures have studied the realization of automatic lane changing with decision making [7], [19], [25], [26], those works must execute the path planning and motion control separately with facing the redundancy problem mentioned above. On the other hand, some literatures which tried SPPMC based on the system control technique could not handle the decision making in the framework because the decision making part is usually discrete time event and handled out of the SPPMC. [12]–[14], [20], [27]–[29]. The proposed architecture is based on a nonlinear model predictive control (MPC) [6], [9], [30]–[32] with a switched cost function, and it can find not only smooth path and control input of the vehicle but also the instant of initiating the lane-changing behavior and the place to merge on the target lane. In the proposed MPC, some weighting parameters and the reference position (not path) on the lane, which is specified in the cost function, are switched depending on the driving situation. The validity of the proposed method is tested in the simulation experiment using a vehicle dynamics simulator with targeting a simple lane-changing behavior focusing on the proof of controller concept.

2. Problem Setting

2.1 Target Task

A lane-changing behavior, which is shown in Fig. 1, is addressed in this study. The control target is Car E which is driving in the right lane in Fig. 1. The Car E tries to change the driving lane after the Car E reaches at the point \(x = 100\) (lane-changing behavior is initiated after a certain condition is satisfied). There are two cars, Car 1 and Car 2, on the left lane and they drive straightly without changing their driving lane. Car E can select where to cut-in ahead of Car 1 (point 3), between Car 1 and Car 2 (point 2) or behind of Car 2 (point 1, in Fig. 1) depending on the situation. The driving speed of Car E, Car 1 and Car 2 are assumed to be constant in this study for the simplicity of the problem, however, this limitation can be relaxed by modifying the behavior model of cars and the constraints.

Note that the addressed task in this paper is not a general lane-changing behavior but one specified lane-changing situation of them [24]. More general lane-changing tasks must be considered in the real application, such as the lane-changing situation considering leader and follower cars of ego car, sudden driving speed change of surrounding cars, number of driving lanes, double lane-change situation and so on. This paper, however, is focusing on establishing how to handle the ‘decision making’ aspect in the SPPMC framework and the targeting task is chosen to make the problem simple for the proof of its concept. The validation with various lane-changing scenario is necessary to confirm the usefulness and the applicability of the proposed method to car control application in a realistic driving environment.

2.2 Features of Lane-Changing Behavior

Generally speaking, lane-changing behavior is executed by the following procedure:

1. cruising current driving lane,
2. selecting where to cut-in,
3. decision making about the timing of lane change
4. generating the reference path to change the driving lane
5. following the reference path.

The lane cruising and the reference path following are usually executed by the vehicle controller regarding the center of the lane and/or the planned path. The reference path generation is sometimes executed by the continuous curve generation method [3], [4], [28]. On the other hand, the cut-in position and the timing to change the driving lane are decided according to the simple logic or machine learning considering driving safety. [19], [20], [24], [25] In Fig. 1, there are four possible location for Car E to cut-in as follows:

- entering at front of Car 1,
- entering between Car 1 and Car 2,
- entering behind Car 2,
- no lane changing.

The choice of the target location strongly affects on the path planning and motion control. Such interaction among decision making, path planning and motion control makes the design of the lane-changing behavior difficult.

3. Simultaneous Decision Making, Path Planning and Motion Control Platform

3.1 Outline of Proposed System

To overcome the difficulty mentioned in the previous section, this paper proposes a new framework for lane-changing behavior based on unified optimization and implemented by receding horizon manner. Figure 2 shows the architecture of the proposed system. The proposed control system can be regarded as one of the non-linear model predictive control (MPC).
MPC is a general framework which can accept various objective functions and constraints depending on the goal of the control system. As shown in Fig. 2, selected task by the driver’s intention or the higher-level planner gives the set of the reference state (e.g. the lateral position of the center of desired driving lane) and the constraints (e.g. constraints for collision avoidance) to the optimizer. One of the key idea to realize the unification is to use the common MPC across the various tasks as long as possible by switching the reference state and the constraints instead of switching the MPC controller itself. This makes easy to ensure the continuity of the control input thanks to the consideration of the dynamics and the physical limitation of the cars.

Because of the nature of MPC as the regulation problem, the proposed system can accept not only the reference path but the reference state which means the goal of the selected task to determine the optimal state trajectory and the control input. Other interesting features of lane-changing behavior realized by the proposed system are the decision on the timing and the location to cut-in. The timing to depart the driving lane and the place to cut-in must be decided to determine the reference state or to switch the controller in advance usually according to the safety discriminant in conventional MPC. On the other hand, the proposed system applies the switched cost function and the switched constraints to realize the path planning and motion control together with the decision making in single optimizer without switching neither the reference nor the controller itself. Note that the timing and the selection of the place to enter are not included explicitly as the variable but decided implicitly in the resulting optimal state trajectory. This may help to consider the stability of the controller from the viewpoint of Lyapunov function since the reference tracking problem is sometimes more difficult to consider its stability than the regulation problem. The discussion about the stability is beyond the scope of this paper.

### 3.2 Outline of Mathematical Formulation

Although the proposed system is a general framework which can be applied to various practical tasks in driving situations, the lane-keeping task and the lane-changing task are considered as the examples in this section too. The goal of the optimization problem is to find the optimal input profiles and the state trajectory in several seconds future. The constraints and objective function considered in this problem are changed depending on the task as mentioned in the previous section. The optimization problem for the proposed system is formulated in the following sections. The C/GMRES (Continuation / Generalized Minimum RESidual) method [30] which is the fast computation method for the non-linear model predictive control explained later is utilized in this paper to obtain the optimal input in each control step in real-time. Thanks to the capability of the method, the objective function, the vehicle dynamics, and the other constraints can be formulated as nonlinear functions.

### 3.3 Input and State

Firstly, input and state variables are defined. The control input vector \( u_t \) at the time of \( t \) is defined as follow:

\[
\begin{align*}
\text{u}_t &= \{\delta_t\},
\end{align*}
\]

where \( \delta_t \) is the tire angle of ego car (Car E). Generally, not only the tire angle but also the speed or the acceleration of the car should be considered in SPPMC. However, the constant driving speed is assumed for all cars from the viewpoint of computational complexity while this extension of the problem would be straightforward.

The state vector \( x_t \) is defined as

\[
\begin{align*}
x_t &= \begin{bmatrix} p_x & p_y & \theta & \dot{\theta} & p_s \end{bmatrix}^T,
\end{align*}
\]

where \( p_x \) and \( p_y \) are the longitudinal and the lateral position of Car E, \( \theta \) is the yaw angle of Car E, respectively, as shown in Table 2. The definition of the input vector and the state vector should be kept as consistent as possible among the target tasks.

### Table 1 Parameters of vehicle model

| symbol | value | unit |
|--------|-------|------|
| Mass of the vehicle | \( M \) | 1370 | kg |
| Yaw moment of inertia | \( I_z \) | 2870 | kg \cdot m^2 |
| Distance from gravity to front axis | \( I_f \) | 1.11 | m |
| Distance from gravity to rear axis | \( I_r \) | 2.66 | m |
| Cornering stiffness - Front tire | \( C_f \) | 0.0000 | N/rad |
| Cornering stiffness - Rear tire | \( C_r \) | 0.0000 | N/rad |

### Table 2 Definition of variables

\[
\begin{align*}
\text{Position of Car E} &= \{p_x, p_y\} \, [m] \\
\text{Speed of Car E} &= \{v_x, v_y\} \, [m/s] \\
\text{Yaw angle of Car E} &= \theta \, [rad] \\
\text{Yaw rate of Car E} &= \dot{\theta} \, [rad/s] \\
\text{Lateral deviation from center of lane of Car E} &= y_e \, [m] \\
\text{Driving speed in local coordinate of Car E} &= V \, [m/s] \\
\text{Curvature of center of lane} &= \rho \, [1/m] \\
\text{Yaw angle of tangent of driving lane} &= \theta_d \, [rad] \\
\text{Tire angle input for Car E} &= \delta \, [rad] \\
\text{Index of cars} &= c \in \{1, 2, 3\} \\
\text{Positions of Car c} &= \{p'_x, p'_y\} \, [m]
\end{align*}
\]
to be small. The benefit to consider the error system form the center of the driving lane is that the obtained formula can be applied not only to the straight road but also to the curvy road by considering the curvature of the road. Since 
\[ \theta = \theta_e + \theta_d, \]
the yaw rate of the vehicle \( r \) is expressed as follows:
\[ r = \dot{\theta}_e + \dot{\theta}_d = \dot{\theta}_e + \rho V, \]  
(12)\[ \dot{r} = \dot{\theta}_e, \]  
(13)\[ \theta_d \]
is the yaw angle of the tangent of the driving lane and \( \dot{\theta}_d \) is equivalent to \( \rho V \). In addition, the position of ego vehicle, \( (p_x, p_y) \) are easily computed as:
\[ \dot{p}_x = V \cos \theta, \quad \dot{p}_y = V \sin \theta. \]  
(14)\[ \rho = 0 \] is always set to be zero since the straight road is considered in this paper.

Finally, the behavior model of Car E formulated as the state equation is given as follows:
\[ \frac{\partial}{\partial t} x = f(x, u), \]
\[ = \begin{bmatrix} -\frac{a_{11}}{V} \dot{p}_y + \frac{a_{12}}{V} \dot{\theta} + b_1 \delta + (a_{12} - V^2)\rho \\ -\frac{a_{21}}{V} \dot{p}_y + \frac{a_{22}}{V} \dot{\theta} + b_2 \delta + a_{22} \rho \end{bmatrix}, \]  
(15)\[ V \cos \theta \] and the others in the longitudinal direction and \( D \) is the lateral position of the border of the prohibited area not to collide other cars in the lateral direction. The parameters \( C_y \) and \( D \) can be decided not only from the physical size of

3.4 Behavior Models

Secondly, the behavior models of the Car E is introduced. The predicted positions of Car 1 and Car 2 over the prediction horizon are given to the problem by applying the linear prediction instead of considering the behavior models of other cars explicitly in the state equation. The behavior models of other cars must be included in state equation if there exists any interaction among Car E, Car 1 and Car 2.

The equivalent bicycle model [5] shown in Fig. 3 is considered as the behavior model of the Car E. According to the equivalent bicycle model, the time derivatives of the lateral velocity and yaw rate of the vehicle are expressed as follows:
\[ \begin{bmatrix} \dot{v}_y \\ \dot{r} \end{bmatrix} = \begin{bmatrix} -\frac{a_{11}}{v_x} & \frac{a_{12}}{v_x} \\ -\frac{a_{21}}{v_x} & \frac{a_{22}}{v_x} \end{bmatrix} \begin{bmatrix} v_y \\ r \end{bmatrix} + \begin{bmatrix} b_1 \\ b_2 \end{bmatrix} \delta, \]  
(3)\[ \begin{bmatrix} a_{11} \\ a_{12} \\ a_{21} \\ a_{22} \\ b_1 \\ b_2 \end{bmatrix} \]
where, \( a_{ij} \) and \( b_k \) are the constant parameters of the vehicle \( i, j, k = 1, 2. \) These parameters can be computed from the original physical parameters as follows:
\[ a_{11} = (C_f + C_r)/M, \]  
(4)\[ a_{12} = -(l_f C_f - l_r C_r)/M, \]  
(5)\[ a_{21} = (l_f C_f - l_r C_r)/I_z, \]  
(6)\[ a_{22} = -(l_f^2 C_f + l_r^2 C_r)/I_z, \]  
(7)\[ b_1 = C_f/M, \]  
(8)\[ b_2 = l_f C_f/I_z, \]  
(9)\[ \begin{bmatrix} a_{11} \\ a_{12} \\ a_{21} \\ a_{22} \\ b_1 \\ b_2 \end{bmatrix} \]
with setting each physical parameters as listed in Table 1.

The driving speed of the ego car, \( V \), is assumed to be constant in this paper as mentioned in previous sections. Assuming the slip angle \( \beta \) is small enough, the first and second order time derivatives of the lateral deviation from the center of lane \( y_e \) can be computed as follows:
\[ \dot{y}_e = V \sin(\beta + \theta_e) \approx V(\beta + \theta_e) \]  
(10)\[ \ddot{y}_e = \dot{v}_y + V \dot{\theta}_e, \]  
(11)\[ \begin{bmatrix} a_{11} \\ a_{12} \\ a_{21} \\ a_{22} \\ b_1 \\ b_2 \end{bmatrix} \]
where \( \theta_e \), the difference of the angle between the vehicle heading and the tangent of the driving lane, is also assumed

3.5 Constraints for Safety Driving

One benefit to solve the unified SPPMC problem is to consider the feasibility of the optimal trajectory regarding the physical limitations and/or the other various constraints. For examples, the physical limitations of the car, the constraints to achieving the given task (e.g. driving the certain point at a certain speed) and the safety constraint, which can be regarded as one of the most important issue on the motion control as shown by a number of studies [1], can be included.

The safety constraints,
\[ p_y \leq C_y \quad \text{if } 3c \in \{1, 2\}, \]  
(16)\[ p_x - D \leq p_x \leq p_x + D, \]  
where \( c \) is the index of the surrounding cars and \( p_x^c \) is the longitudinal position of the Car c as shown in Table 2, is introduced to realize the collision avoidance to the other cars in this paper.

Here \( D[m] \) is the length of the overlapped area between Car E and the others in the longitudinal direction and \( C_y \) is the lateral position of the border of the prohibited area not to collide other cars in the lateral direction. The parameters \( C_y \) and \( D \) can be decided not only from the physical size of
cars in the driving situation but also to take a margin for the safety and fearless driving. Note that the parameter $D$ is particularly set to larger value than its physical size in order to take a enough safety margin for the case when surrounding cars change their driving speed suddenly. $D = 20 [m]$ used in this paper, for example, means 1.8 [s] of safety margin in time head way.

Generally speaking, the gradient-based optimization algorithm such as the C/GMRES method can not handle the hard inequality constraint directly. One of an idea to implement the inequality constraints is to use the slack variable [33]. The detail of how to use inequality as the hard constraints is directed in the references [30], [33], however, another idea, which introduces a barrier function as the soft constraint, is used in this paper. The barrier function applied in this paper is as follows:

$$ J_b = \sum_{c=1}^{2} J_b^c $$

where

$$ J_b^c = \begin{cases} -k \log(C_y-p_y) & \text{if } p_x^c - D < p_x \wedge \phi_k \frac{p^c_x}{p^c_x + D} \\ 0 & \text{otherwise} \end{cases} $$

This barrier function is switched depending on the relative distance between the Car E and the other cars in longitudinal direction. These functions take a non-zero value only when the ego car and another car drives side by side as shown in Fig. 4. It is desirable if it is possible to consider the constraint with ‘if’ condition and the logical operations from the viewpoint of the describability than using the approximated simple shape to express the prohibited area as shown in [27].

3.6 Cost Function

As usual MPC, the deviation from the reference state is evaluated in the cost function. In addition, the cost function also includes the terms for soft constraints denoted in the previous section.

The cost function $J$ computed from the input series $\hat{u}(t) = [\hat{u}_0, \cdots, \hat{u}_{N-1}]$ at the time of $t$ is given as follows:

$$ J(\hat{u}(t)) = \frac{1}{2} J_b(\hat{x}(N|t) + \frac{1}{2} \sum_{k=0}^{N-1} \sum_{c=1}^{2} J_b^c \phi_k x_{ref} + J_s(k|t))h $$

(19)

$$ \phi(\hat{x}(k|t)) = (\hat{x}(k|t) - x_{ref}(k|t))^T Q_s(\hat{x}(k|t) - x_{ref}(k|t)) $$

(20)

$$ L(\hat{x}(k|t), \hat{u}(k|t)) = \phi(\hat{x}(k|t)) + \hat{u}(k|t)^T R_s \hat{u}(k|t) $$

(21)

where $h$ is the control interval and $Q_s$ and $R_s$ are weights for the state error and the input, respectively. The $\phi_k$ evaluates the penalty for the state error and the $L_s$ is the penalties evaluating both of the state error and the magnitude of the input. $\hat{x}_k$ is the predicted state and $x_{ref}$ is given reference state. While the reference $x_{ref}$ is switched according to the selected task, the parameters $Q_s$ is also switched in a lane-changing task as explained in the following sections.

3.7 Switching of Reference State Depending on Task

In contrast to that the some conventional path tracking control requires the planned path and/or the driving lane information from the map, the proposed SPPMC framework requires only the desired terminal state depending on the selected task. The reference state used in this paper is defined as $x_{ref}(t) = [p_x^{ref}(t), p_y^{ref}(t), \theta^{ref}(t), \delta^{ref}(t), p_x^{ref}(t)]$ and is set to be $[p_x^{ref}(t), 0, 0, 0, 0]$ to keep driving straight on the desired lateral position $p_x^{ref}(t)$ in this paper. The reference lateral position is switched when the Car E approaches at the initiation point $x = 100 [m]$ and the selected task is changed.

The $p_y^{ref}(t)$ can be simply specified as follows:

$$ p_y^{ref}(t) = \begin{cases} 0 & \text{if } p_x(t) < 100 \text{ (right lane)} \\ 3 & \text{if } p_x(t) \geq 100 \text{ (left lane)} \end{cases} $$

(22)

from the physical meaning of the tasks. This switching can be regarded as the change of the intention of the autonomous system or the human driver to try the lane-changing.

3.8 Design of Switched Cost Function for Safety Lane-Changing

In the proposed method, the weight parameters in the cost function are switched depending on the predicted state in the prediction horizon. Note that only the lane-changing task after the reference is changed is discussed in this section since no switching is necessary in the lane-keeping task.

While the lane-change task is started by changing the reference state, the proposed system does not initiate the lane-changing behavior immediately. The initiation timing and the position to cut-in is determined implicitly by the optimization process of the control input and the state trajectory with considering the safety margin thanks to the switched cost function. The weight parameter for the state error $Q(k|t)$ at the kth step of prediction horizon at the time $t$ is written as follows:

$$ Q(k|t) = \begin{cases} Q_H & \text{if } d^\text{min}(k|t) < L_m, \\ Q_A & \text{if } d^\text{min}(k|t) \geq L_m, \end{cases} $$

(23)

where

$$ d^\text{min}(k|t) = \min_{c=1,2} \left| \hat{p}_c(k|t) - \hat{p}_c^c(k|t) \right| $$

(24)
Table 3 Parameters used in simulation

| parameter | value |
|-----------|-------|
| $h$       | 0.01  |
| $N$       | 500   |
| $L_m$     | 50    |
| $Q_A$     | diag[0 0 100 0 10000 0] |
| $Q_B$     | diag[0 0 100 0 1 10000 0] |
| $S_{fA}$  | diag[0 0 100 0 10000 0] |
| $S_{fB}$  | diag[0 0 100 0 10000 0] |
| $R_{b}$   | 2000  |

Fig. 5 Switching scheme of objective function weights for safety lane-changing

(a) ego vehicle drives straight when only section (B) appears

(b) ego vehicle change its driving lane when section (A) appeared after section (B)

where $\hat{p}_x(k|t)$ and $\hat{p}_y(k|t)$ are the predicted longitudinal position of the ego car and the other car, respectively.

An example of the $Q_A$ and $Q_B$ are shown in Table 3, and the illustrative example of the weight parameter switching scheme is shown in Fig. 5. This switched $Q$ function means that the deviation of the lateral position and the yaw angle from the reference state are considered by using $Q_B$ when the enough margin is predicted among the predicted positions of Car E ($\hat{p}_x(k|t)$) and Car c ($\hat{p}_y(k|t)$) (section B in Fig. 5) while they are ignored otherwise (section A in Fig. 5). The section A which is depicted as the blue area in Fig. 5 can be considered as the transient section to wait the initiation of the lane-changing behavior to keep the enough margin.

The Car E may start lane-changing behavior immediately and drives with almost contacting the other cars after changing the reference if the switching cost function is not introduced. This behavior is quite unnatural even if the collision-free is ensured by the safety constraints. Although the safety margin $L_m$ must be designed to determine the characteristics of the lane-changing behavior, the system designer can decide $L_m$ without being too conservative since the collision-free is guaranteed by the safety constraint explicitly.

There can be another idea to switch the reference state depending on the predicted state instead of switching the parameter. It is not guaranteed anymore whether the solution will be converged because there exist strange loop between the state and the reference state if the reference state is the function of the predicted state. Section A and B must be determined by another planner in advance in that case, and it may not be simultaneous optimization anymore.

3.9 Formulation of Input Series Optimization Problem

Finally, the optimization problem at time $t$ is described as follows:

for given:

$$\dot{x}(t) = A(t) \dot{x}(t) + B(t)u(t),$$

$$x_{ref}(t), p_x^1(k|t), p_y^1(k|t), p_x^2(k|t), p_y^2(k|t)$$

where $x(t), p_x(k|t), p_y(k|t)$ are the predicted state and optimized parameter. It is not guaranteed anymore whether the solution will be converged because there exist strange loop between the state and the reference state if the reference state is the function of the predicted state. Section A and B must be determined by another planner in advance in that case, and it may not be simultaneous optimization anymore.

subject to:

(Eq. (14)), (Eq. (15)), (Eq. (18))

This input optimization must be solved in realtime by using the C/GMRES method [30], [33] summarized in next section.

3.10 Fast Computation for Non-Linear MPC Based on Continuation

The optimization problem defined in the previous section must be solved every control cycle in realtime in non-linear MPC framework. In [30], [33], a fast computation method, which is called C/GMRES method (Continuation / Generalized Minimum RESidual), for non-linear MPC that is based on the continuation, technique is presented. The key idea of continuation is to track the necessary optimality condition by feed-backing the deviation from the Karush-Kuhn-Tucker (KKT) condition in realtime. Here the outline of C/GMRES method as the general MPC (without inequality constraints) is introduced. In MPC, the series of control input $[u^*_{t|0:N-1}]$ are the finding variables with assuming a discrete-time nonlinear state equation $x_{k+1} = x_k + f(x_k, u_k)h$

where $x_k$ is the state vector at the time step $k$ and $h$ is the time interval, respectively. $[u^*_{t|0:N-1}]$ is found as the optimal input which minimizes the following objective function

$$J([u^*_{t|0:N-1}]) = \Phi(\tilde{x}_N) + \sum_{k=0}^{N-1} L(\tilde{x}_k, \tilde{u}_k)h.$$ (27)

where $\tilde{x}_k$ and $\tilde{u}_k$ denote the predicted state and optimized control input at $k$th step of the prediction horizon. Then the
Hamiltonian function using the co-state $\lambda_k$ and the Lagrange multiplier for the constraint $\mu_k$ are defined as follows:

$$H(\hat{x}_k, \hat{u}_k, \lambda_k, \mu_k) = L(\hat{x}_k, \hat{u}_k) + \lambda_k^T f(\hat{x}_k, \hat{u}_k) + \mu_k^T C(\hat{x}_k, \hat{u}_k).$$  \hspace{1cm} \text{(28)}$$

Here the condition,

$$\hat{x}_0 = x_i, \lambda_N = \Phi(\hat{x}_N)^T,$$

$$\hat{x}_{k+1} = \hat{x}_k + f(\hat{x}_k, \hat{u}_k) h,$$

$$\lambda_k = \lambda_{k+1} + H(\hat{x}_k, \hat{u}_k, \lambda_{k+1}, \mu_{k+1})^T h,$$

$$H_k(\hat{x}_k, \hat{u}_k, \lambda_{k+1}, \mu_k) = 0$$

(29)

gives the sufficient condition for optimality for $\forall k \in \{0 : N - 1\}$ where the $x_t$ denotes the measurement at the time of $t$. Then, by letting $U = [u_0, u_0, u_1, \ldots, u_{N-1}, \mu_{N-1}]^T$ be a vector composed of all control input and Lagrange multiplier in prediction horizon, (Eq. (29)) can be seen as a nonlinear equation system $F(U, x_t) = 0$ of $U$ when the $x_t$ is given.

The key idea of the continuation is using the optimal control input obtained in the previous control cycle instead of recomputing $U$ at every control cycle. Let $\delta x = x_t - x_{t-1}$ be the time difference of the state vector of the plant and $\delta U$ be the amount of correction for the input sequence to track the optimal condition. Then the change of $F$ (simple notation of $F(U, x_t)$) is given by

$$\delta F = F_U \delta U + F_x \delta x.$$  \hspace{1cm} (30)

where the $F_U$ is the partial derivatives of $F$ respecting that the $U$ and the $F_x$ are the partial derivatives of $F$ with respect to $x$. The value of $F$ can be converged to 0 gradually when the condition $\delta F = -\alpha F$ ($0 < \alpha < 1$) is hold every control cycle. To realize this behavior, $\delta U$ is obtained as the solution of the following linear equations:

$$F_U \delta U = -(\alpha F + F_x \delta x).$$  \hspace{1cm} (30)

This process can be regarded as a kind of feedback to regulate the $F$ to be zero. Once $\delta U$ is obtained, $U_t$ is obtained by integrating $\text{delta}U$ as $U_t = U_{t-1} + \delta U$. In this manner, a single update of the control input sequence can be done by solving a linear equations system (Eq. (30)) instead of computing a nonlinear optimization problem. In addition, (Eq. (30)) can be approximately solved by GMRES method which is known as the fast computation technique to solve a large-scale linear equations with limited computation time. Thus the computational burden is kept small and that computation can be completed before the next control step. The partial derivatives $F_x$ and $F_U$ can be calculated efficiently by the forward difference approximation. Other partial derivatives, $H_x$ and $H_u$ are obtained analytically once the cost function is given as $C^2$ continuous function. Note that the Hamiltonian function in the proposed system in this paper is not differentiable at the border of the switching. The gradient near the discontinuity is replaced by the gradient of the nearest continuous point. Although this approximation is a rough approximation, the obtained problem is enough practical as shown in the latter simulation experiment.

4. Simulation Results

4.1 Setting of the Simulation

Here the simulation setting is explained in this section. The Car E starts from $x_E = 0$ and initiate the lane-changing by setting the reference of lateral position of the cost function to be $p_E^{ref}(t) = 3$ when the Car E reaches to $p_E(t) > 100$[m]. The other parameters are set as shown in Table 1 and Table 3. The control interval $h$ and the number of prediction steps $N$ must be chosen considering the computational speed and the preferred prediction time. Five second is chosen for the prediction time arbitrary regarding the time duration needed for accomplishment of lane change at first, and the $N = 500$ with $h = 0.01[\text{s}]$ are selected in order to finish the computation in each control frame. $L_m = 50$[m] which is used to the condition to switch the weights in cost function was decided with considering the driving distance over the prediction horizon which is almost equal to 55.5[m] since the driving speed of ego car is approximately 11.1[m/s]. Other parameters, i.e. weight parameters in cost functions, are decided by cut and try with looking the resulting control performance. The initial positions of the Car E and Car 2 are varied in each simulation to test various driving situations. In this paper, five cases shown in Table 4 are tested in this paper.

4.2 Real-Time Computation Capability

At the first of discussion, the time spent for the simulation by proposed method are listed in Table 5. The result is obtained with a desktop computer with Intel Core i7 3.4GHz CPU and 8GB of main memory. Table 5 shows the mean,
1 percentile and 99 percentile of the computation time used for the optimization problem in one control step. The result shows that the 99 percentile of the computation time with \( N = 500 \) is less than 10[msec] which is the control interval in this paper. Here the real-time computation ability of the proposed method is confirmed when \( N \leq 500 \).

4.3 Discussion on Obtained Trajectories

The resulting trajectories by the simulation computed with the proposed method are shown in Fig. 6 to Fig. 9. The horizontal axis of all figures show the longitudinal position and the vertical axes show the lateral positions of cars. In those figures, the Car Es are indicated by a red icon that starts from \( x_E = 0 \). The time \( t \) in the figure shows the time instances of each snapshot. The times, \( t' = 24.14 \) in Fig. 6, \( t' = 25.48 \) in Fig. 7 and \( t' = 26.93 \) in Fig. 8 which are called the time to leave (TTL) are the time instances when the Car E start to leave its driving lane (\( y_E > 0.1 \)) On the other hand, the \( t^\text{init} \) is defined as the time instance when the car changes the reference lateral position in the cost function to initiate the lane-changing, when the Car E passes the point \( e = 100[m] \) in other words, for the convenience.

Figure 6 shows the result which the Car E cut-in into ahead of the Car 1 since the Car E drives faster than other cars. The Car E does not leave its driving lane immediately after \( t^\text{init} \) and keeps driving straightly until passing the Car 1. Actual lane-changing is started around \( t = 24.14[s] \) since the enough margin is predicted in future between the Car E and the Car 1 by model prediction.

Figure 7 shows the result that the Car E cut-in into the gap between the Car 1 and the Car 2. In this case, the Car E drives faster than Car 2 but slower than Car 1. So the Car E waits for the leaving of Car 1 and waits until the Car E passes Car 2. After the prediction of the both gaps between the Car E and Car 1 and Car E and Car 2 become larger than \( L_m \), the Car E started to leave its driving lane and finished the lane-change smoothly.

Figure 8 shows the another result that the Car E waits for the leaving of other cars. Car E can not leave its driving lane immediately after \( t^\text{init} \) because both of the Car 1 and Car 2 drives close to the Car E. After a while, Car E leaves its driving lane when it is predicted the Car E can follow the Car 2 with keeping more margin to \( L_m \) after the accomplishment of lane-changing.

Figure 9 shows the result that the Car E does not
change its driving lane. The Car E and Car 2 drives same speed with shorter distance than \(L_m\). So the Car E can not keep the safety margin to satisfy the condition to change the parameter of cost function \(Q\). Although the decision was made successfully to realize the safe driving, however, it is necessary to consider not only the steering but also the driving speed as the input to accomplish the lane-changing in this case. This problem will be tackled in our future work.

As a result, the proposed algorithm realize not only the motion control but also the decision of the timing to start the lane-changing by applying the proposed SPPMC method in real-time without two-stage optimization for path planning and motion control. Although this paper focused on verification of the applicability of a non-linear MPC based on C/GMRES method to a SPPMC framework, the performance in computational speed, control accuracy and so on are not compared with other state-of-the-art methods. Those comparison are our next step in addition to the validation with various and realistic driving situation.

4.4 Validity of Safety Constraint

Finally, the validity of safety constraints is tested.

The margin for the safety, \(L_m\) should be kept enough long in order to avoid the collision, usually. Here the collision between Car E and Car 2 are tested by setting the safety margin, \(L_m\), to be zero. Figure 10 shows the simulated trajectory with \(v_2 = 18[\text{km/h}]\) while \(v_E = 40[\text{km/h}]\). Car E starts lane-changing immediately when it passes the starting point \(x = 100[\text{m}]\) because the margin \(L_m\) is always less than the distance between Car E and Car 2.

It is confirmed that the lateral position \(y_E\) is kept less than \(2[\text{m}]\) thanks to the safety constraint, \(y_E \geq 2\). The ego car completed the lane-changing smoothly after passing Car 2 without any collision. This means the designer of the controller can choose \(L_m\) according to the driver’s characteristics or preference freer since the implemented constraints can ensure the safety at the critical moment. In addition, needless to say, various types of constraints, such as for the safety, for the physical limitations and/or for the achievement of the aimed task can be also included as long as those constraints can be handled by C/GMRES method.

5. Conclusion

This paper proposed a simultaneous motion planning and control method realizing a simple decision making in the real-time optimization utilizing a non-linear model predictive control. A lane-change behavior was chosen as the targeting task. Smooth and safe lane change was realized without making a detailed reference path in advance by applying a switched cost function depending on the predicted state in real-time optimization. The non-linear model predictive control (MPC) framework is used to obtain the optimal control input in real-time dealing with these equality and inequality constraints. The validity of the proposed system was checked through the simulation with a realistic vehicle dynamics simulator, and it is confirmed that the suitable decision making of the timing of lane-change and the gap to cut-in besides the smooth and safe path planning and control in the simulation.

Generally speaking, the computational load should get large if the targeting car has more than two surrounding cars, and the applicability of the proposed system in such a case should be checked in future work. The addressed lane-changing task in this paper is also relatively simple case regarding the realistic driving situation. Validation of the proposed method with more realistic driving situation and with the real car are also other future issues to confirm the robustness and usefulness of the proposed method. In addition, the proposed method must be compared with other conventional state-of-the-art methods for path planning and motion control in future work.
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