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Abstract—This paper presents a safe imitation learning approach for autonomous vehicle driving, with attention on real-life human driving data and experimental validation. In order to increase occupant’s acceptance and gain drivers’ trust, the autonomous driving function needs to provide a both safe and comfortable behavior such as risk-free and naturalistic driving. Our goal is to obtain such behavior via imitation learning of a planning policy from human driving data. In particular, we propose to incorporate barrier functions and smooth spline-based motion parametrization in the training loss function. The advantage is twofold: improving safety of the learning algorithm, while reducing the amount of needed training data. Moreover, the behavior is learned from highway driving data, which is collected consistently by a human driver and then processed towards a specific driving scenario. For development validation, a digital twin of the real test vehicle, sensors, and traffic scenarios are reconstructed toward high-fidelity and physics-based modeling technologies. These models are imported to simulation tools and co-simulated with the proposed algorithm for validation and further testing. Finally, we present experimental results and analyses, and compare with the conventional imitation learning technique (behavioral cloning) to justify the proposed development.

I. INTRODUCTION

Recently, comfort appears as a crucial challenge for automotive manufacturers and suppliers in Advanced Driver Assistance Systems (ADAS) development. The main objective is the design of ADAS functions that gain user acceptance and improve driving experience, while still providing an appropriate trade-off with safety requirements. The challenge includes not only algorithm developments but also finding appropriate testing and validation technologies.

Since (good) human drivers are capable of operating vehicles in a comfortable manner, a way to improve autonomous driving control systems would be to recreate human-like driving policies in them [1]. In this paper, we attempt to collect human driving data and mimic it with imitation learning. Although recent studies showed the potential of end-to-end learning [2]–[4], mapping images to controls, it is also known to have many disadvantages, such as sample inefficiency [5] and the lack of safety guarantees and stability properties, being prone to catastrophic errors even by low disturbances [6]. On the other hand, mid-to-mid approaches, combining learning and model-based components can provide interpretability of the framework and the possibilities to formally consider safety aspects [7]–[9].

In the proposed algorithm, we consider two main properties. First, safety should always be prioritized over comfort. Hence, constraints to avoid hazards on the passengers are explicitly treated and formally guaranteed. Secondly, sample efficiency is preferable. In the view of a novel design process of ADAS and Autonomous Vehicles (AV), involving continuous data collection, learning and updates throughout the entire life cycle of the product, we recognize the need of an agile learning, easy to integrate in an infinite development loop. Accordingly, it is preferable that the designed learning modules are trained with small amounts of data and in a short amount of time.

Recently, we have proposed [10] a novel methodology for imitation learning combined with model-based information for training a neural network to output planned trajectories mimicking demonstrated ones. The methodology proposed to employ smooth spline-based motion planning in a loss-constrained neural network, using the convex hull property of B-splines. The approach has shown potential in increasing safety and sample efficiency of imitation learning algorithms (e.g. DAgger [11]). In this paper, the proposed safe imitation learning is validated on real-life data to learn a highway driving planning policy from humans.

Hence, the designed ADAS policies need to be properly tested to compare the learned behavior to the human collected one and validate their safety. Previous works, including ours, validated their algorithms in the same environment where the data was collected, e.g. generating simulated expert data from an optimal planner [8]–[10]. However, in this case, human driving data is collected in the real world but, for safety and economical reasons, testing should be done in simulation. This induces the domain shift problem [12], i.e. the challenge of transferring a policy learned into the real domain to a simulated one. Indeed, following the learned trajectories in a simulated setting can produce a completely different distribution of feedback states, from vehicle and environment, and impair the performance evaluation of the algorithms. In this paper, we also demonstrate a testing approach to mitigate this challenge. It consists in the creation of a digital twin i.e., an accurate reconstruction of the real-life framework, made of all its components: vehicle dynamics, traffic scenario and perception.

The paper is organized as follows: Section II provides background on imitation learning algorithms and on B-splines. Section III formulates the safe imitation learning methodology. The description of the experimental setting and the validation results are provided in Section IV.
II. BACKGROUND

A. Imitation Learning

Imitation learning aims at learning how to mimic a certain behavior, called expert policy, defined as \( a_t^* = \pi^*(o_t, \theta^*) \), i.e. a mapping between observations and actions. A dataset of expert demonstrations is available \( D^* = \{(o^*_1, a^*_1), \ldots, (o^*_N, a^*_N)\} \), defining the set of visited states as \( S^* \). Applying supervised learning on \( D^* \), a policy \( \hat{\pi} \) is learned such that

\[
\hat{\pi} = \arg \min_{\pi \in \mathcal{C}} \mathcal{L}(\pi(\theta), \pi^*(\theta^*)),
\]

where \( \mathcal{L} \) is usually represented by the Mean Squared Error between actions generated by the two policies and \( \hat{\pi} \) is chosen to belong inside a class of functions \( \mathcal{C} \), and with \( \theta \) parameters. This is also known as behavioral cloning and the class \( \mathcal{C} \) is usually represented by neural networks. The learning is not always accurate, and \( \hat{\pi} \) will present imperfections that will lead the system, when in a closed-loop setting, to reach states not included in \( S^* \), for which the policy behavior becomes unpredictable. This is usually called compounding of errors problem and it is due to the fact that the statistical i.i.d. assumption between training and testing data is not valid for sequential predictions. Common solutions to mitigate the unsafe consequences of this problem require data augmentation. This can be done online by the expert, as in the DAgger algorithm [11]. However, this is impossible with a human expert, as in our case. It has also been proposed an entirely offline learning algorithm enriched by synthesized perturbations in the training dataset [7], creating artificial corrective trajectories from artificially perturbed states. The effect of adding such demonstrations, enhanced by having a small dataset, could be contamination in the driving pattern that we are trying to learn, acting as misguiding outliers. Hence, in this paper, both solutions are excluded. Instead, the integration of constraints and domain-aware information inside the training loss function of the neural network is proposed, through barrier function constraints.

B. B-splines parametrization

Splines are piecewise polynomial function that can represent trajectories as smooth, continuous functions by only a limited number of variables. The points where the pieces meet are called knots, which are sorted in non-decreasing order and not necessarily distinct. A spline can be expressed as a linear combination of B-splines basis function \( B_i(\tau) \) with spline coefficients \( \alpha_i \) as

\[
s(\tau) = \sum_{i=1}^{n} \alpha_i B_i(\tau). \tag{1}
\]

The number of coefficients \( n \) depends on the basis function degree \( d \) and the number of spline knots \( m \), that is, \( n = m - d - 1 \). The coefficients \( \alpha_i \) can be points in the \( x, y \) plane and are also called control points. A B-spline is always contained in the convex hull of its control points. Consequently, a constraint on the values of the \( \alpha_i \) coefficients would imply an equivalent constraint on the amplitude of the spline function \( s(\tau) \) for any \( \tau \). Apart from imposing position constraints over the entire time horizon, we could also impose other kinematic limits such as velocity, acceleration and jerk constraints in the similar manner.

III. SAFE IMITATION LEARNING

In our proposed safe imitation learning approach [10], the policy network makes use of B-splines coefficients, i.e. points in 2D plane, to parametrize the output trajectory and enhances the safety of the learned policy with domain-aware information, in the form of barrier-function constraints added to the imitation loss, keeping its trajectories contained in a safe convex hull. Considering an imitation loss as \( \mathcal{L} = \|a_t - a_t^*\|_2^2 \), the constrained loss can be made by adding a barrier function, yielding: \( \mathcal{L}_{safe} = \mathcal{L} + \mathcal{L}(a_t, a_t^*) \). The advantages of using B-splines lie mainly in the convex hull property. Secondarily, using coefficients as outputs allows a forced smooth trajectory, imposition of constraints at each time instant just by limiting the coefficient values and few output nodes. In this way, it is more scalable for longer horizons.

Eventually, our proposed learning method (as shown in Figure 1) can generate a driving imitation policy to avoid unsafe behaviors due to the compounding errors problem when tested in a closed-loop framework. The algorithms were trained and validated in simulators only.

IV. EXPERIMENTAL VALIDATION ON HIGHWAY DRIVING

The presented safe imitation learning algorithm is implemented and evaluated on human driving data in a highway scenario. Firstly, the data has been collected and processed, to be ready to use for imitation learning algorithms. Then, the planning and control system, including a policy network trained with safe imitation learning is implemented. Finally, the designed system is validated with respect to its similarity with human driving data, and compared with a system trained with behavioral cloning, showing both ability in replicating
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with 8 knots is chosen (open uniform normalized knot vector [0, 0, 0, 0, 1, 1, 1, 1]), resulting in $n = 4$ coefficients, each of them being a point in $\mathbb{R}^2$. Since the trajectory always starts from the origin of the current local reference frame, the coefficient multiplying the first B-spline is always null and can be neglected. Therefore, the total number of network outputs is 6, i.e. $(\alpha_{x1}, \alpha_{yi})_{i=1, \ldots, 3}$, regardless of the length of the planned trajectory. The barrier functions can be written as a linear combination of other functions $\sigma(z)$, in similar form to softplus functions: $\sigma(z) = \ln(1 + e^z)$, limiting the values of the coefficients according to collision avoidance and lane boundaries constraints and, thanks to the convex hull property, the overall trajectory will be contained inside the safe area.

Here, the barrier function is selected as following:

$$I(a_l, a_r) = K \sum_{i=1}^{3} \sigma(\alpha_{yi} - \left( c_{0l} + c_{1l} \alpha_{xi} + c_{2l} \alpha_{x2i}^2 - \frac{T}{2} \right))$$

$$+ K \sum_{i=1}^{3} \sigma(-\alpha_{yi} + \left( c_{0r} + c_{1r} \alpha_{xi} + c_{2r} \alpha_{x2i}^2 + \frac{T}{2} \right))$$

$$+ K \sum_{i=1}^{3} \sigma(\alpha_{xi} - d_{lead}(i)),$$

where $K = 1000$. For the lane boundaries constraints [4, 5]: $T$ represents the track, i.e. the width, of the vehicle and $c_{il}$ and $c_{ir}$ are respectively the coefficients of the polynomials fitting the left and right lane. For the collision constraints [4]: the leading vehicle is modeled with constant speed, such that $d_{lead}(i) = d_{lead}(t = 0) + v_{lead}t(i)$, where $t(i)$ is the time instant corresponding to the $i^{th}$ control point, computed from the knot vector.

C. Closed-Loop Validation Methodology

Also on-policy performance should be tested, i.e. letting the network act on the actual system, in closed-loop, and compare the resulting states with the ones recorded during human driving.

This is a challenge that can be addressed through the use of a digital twin [13], i.e. a simulated replica of the scenario and platform where the human driving data is collected.

The digital twin that fits our use case is made of a virtual driving scenario, which will give the feedback inputs to the planner, and of a high-fidelity vehicle model, so that the provided control actions can generate realistic vehicle dynamics behaviors. This combination, one focused on the vehicle dynamics and one focused on the environment outside the vehicle, yields the basis for the virtual validation of the learned planner [14].

1) Leave-One-Out and Scenario Creation in Simcenter Prescan©: From the maneuvers extracted from the dataset, a sample maneuver can be extracted and excluded from the training data. For example, 50 samples of a 10 seconds car-following maneuver at 115km/h are left out. From the recorded dataset, at each timestamp, the position of the lane boundaries and the speed of the leading vehicle are known, as well as the initial states. This information is enough to easily recreate the scenario. To do this, Simcenter Prescan is employed: a traffic simulator which is also able to model ADAS sensors at different fidelity levels.

2) Full Vehicle Modelling in Simcenter Amesim©: A vehicle dynamics model for ADAS validation is not trivial to obtain; while Automotive OEMs have access to full or high-fidelity vehicle models, having such information is usually a significant challenge for software suppliers who need to develop and validate their ADAS solutions. In this project, a test-driven full vehicle model identification is proposed. The approach maximizes the use of vehicle driving data, while limiting as much as possible the need for bench tests. The identified vehicle characteristics are then easily plugged in a 15 degree-of-freedom model in Simcenter Amesim.

D. Validation Results

According to the presented strategy, the proposed planning and control system is validated. Two planning policies are trained: one using our safe imitation learning approach and one using standard behavioral cloning, as baseline. We evaluate the two resulting systems for:

- Human-like performance: we replicate a collected driving scenario in simulation and compare the closed-loop simulated states with human real-life ones.
- Safety performance: we define multiple artificial test scenarios, in simulation and with varying external pa-
rameters, and check the ability of the two controllers to respect safety constraints.

a) Human-like performance: As shown in Figure 6 with behavioral cloning the compounding error problem causes the vehicle to drift off the lane after a few seconds. This makes it impossible to check the human-like performance of the policy. The descending step in the lower right diagram (Distance to the leading vehicle) is due to sensors not detecting anymore the leading vehicle. Conversely, by training the network with the safe imitation learning method, the vehicle can respect the lane boundaries also when deviating from the training features distribution.

From the figure, it is interesting to see how the planning network has an averaging effect on the capture of the driving pattern: indeed, its main preferred behavior is replicated, but at the cost of losing the higher-frequency dynamics characterizing the collected human driving. This is expected, considering that the imitation loss considers a mean of $L_2$ errors between different splines coefficients.

b) Safety performance: Additionally, the two controllers are tested on other artificially created scenarios for car following. A curved track of 500m radius and 1km length is designed in Prescan, and a leading vehicle is added in front of the simulated ego vehicle, with a constant random speed between 25 and 32 m/s. Both algorithms are tested at the same time in closed-loop, and a flag is raised whenever a safety constraint is violated, i.e. when the vehicle exits its own lane or when it gets too close to the vehicle in front (time to collision $\leq 1$ s). Then, it is computed the percentage of completed path before the flag is raised, and the results can be seen in Figure 7. In general, safe imitation learning performs better, being able to complete paths, whereas behavioral cloning could not. In some scenarios (4-6-7), where safe imitation learning violated safety constraints, it can be seen that the leading vehicle was close to its possible minimum speed (25m/s), hence provided a smaller time-to-collision since the beginning of the path.

V. CONCLUSIONS

This paper presented the validation on real-life data of a safe imitation learning approach in the design of a human-like autonomous driving system for highway driving, during maneuvers concerning lane keeping and car following. For safety, sample efficiency and easy simulation-based testing, the system has been designed with a motion planning neural network policy followed by a model-based control. The planning policy has been learned to mimic the human driving patterns but, based on previous studies, has also been informed about safety constraints through barrier functions in the training loss, limiting the control points of a B-spline convex hull. The use of real-life data required a fine data processing, analytically discovering and removing the scenarios that acted as outliers in the learning process, e.g. cut-ins/cut-outs/merging. The system has been tested using a digital twin of a recorded real life scenario, where it was possible to compare the simulated vehicle states, controlled by our system, to the collected ones, controlled by the human driver. The results show that, in the tested scenario, the policy generates an averaged human-like driving behavior, presenting a similar pattern when considering slow-changing dynamics. Moreover, it has been shown that, without any possibility of online learning with interactive expert, our safe imitation learning is able to stay within safety limit, whereas a common behavioral cloning algorithm could not.
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