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Abstract

In this work we address the question of efficiency of distributed computing in anonymous, congested and highly dynamic and not-always-connected networks/systems. More precisely, the system consists of an unknown number of anonymous nodes with congestion on links and local computation. Links can change arbitrarily from round to round, with only limitation that the union of any $T$ consecutive networks must form a temporarily connected (multi-)graph on all nodes (knowledge of $T$ is the only information the nodes require, otherwise the communication would not be feasible). Nodes do not have any IDs, only some number $\ell$ of them have a bit distinguishing them from nodes without such a bit. In each round a node can send and receive messages from its current neighbors. Links and nodes are congested, in the sense that the length of messages and local cache memory for local computation is (asymptotically) logarithmic.

All-to-all communication is a fundamental principle in distributed computing – it assumes that each node has an input message to be delivered to all other nodes. Without loss of generality, the size of each input message is logarithmic to fit in the link and node congestion assumption; otherwise, they could be split in logarithmic batches and considered one-by-one. Because of anonymity, each node needs to receive only a set of all input messages, each accompanied by a number of initiating nodes (message multiplicity). We prove that this task can be done in time polynomial in the (initially unknown) number of nodes $n$ and in the lower bound on the isoperimetric numbers of dynamically evolving graphs. This allows to efficiently emulate a popular Congested Clique model on top of Anonymous Dynamic Congested Systems (ADCS) with Opportunistic Connectivity, even if the number of nodes may arbitrarily change in the beginning of emulation.

1 Introduction

The Congested Clique [40] is a standard synchronous message passing model of distributed computation. In such model there are $n$ labeled nodes that synchronously, in rounds, communicate among them. In each round, each node may send a message of $O(\log n)$ bits to each of the other nodes and perform some local computations. Performance is measured in rounds of communication. But can we efficiently run Congested Clique algorithms if the nodes are anonymous (e.g., for the sake of privacy), of restricted capacity (e.g., logarithmic local memory) and their number is unknown? Even more, what if links may be available only occasionally, depending on an adversarial schedule, and the only necessary requirement is that the union of any $T$ consecutive networks, for some known parameter $T$, forms a temporally connected multi-graph? Could deterministic distributed computing on such Congested Clique be made efficient? In this work we address and answer this question in the affirmative by presenting an ALL-TO-ALL COMMUNICATION algorithm to emulate one round of Congested Clique under a harsh Dynamic Network model that includes all those restrictions.

Distributed computations in the Congested Clique model have attracted a lot of attention recently [4, 8, 9, 16, 17, 21, 23, 22, 30, 32, 39, 43, 50], the reason being that all-to-all communication is becoming a frequent feature of modern
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distributed systems. However, algorithms developed for such environments are not compatible with many systems where not all nodes are directly connected. Thus, in order to apply the wealth of Congested Clique research to those systems, protocols to emulate a single round of all-to-all communication in congested multi-hop networks are needed.

System restrictions may go far beyond multi-hop communication. Indeed, in some environments network connectivity may be highly dynamic due to mobility or unreliability (e.g. Dynamic Networks [25][36][38]). Also, node identifiers may not be feasible in massive low-cost platforms, or one may not want to reveal the identifiers due to privacy concerns (e.g. Anonymous Dynamic Networks [12][13][33][35][41]). Additionally, in a system where message size is limited (as in the Congested Clique) it is natural to apply the same limitation to memory access, specially when nodes are expected to be low-cost devices (e.g. Weak Sensor Model [18][19]).

Following up on the CONGEST model [51], in the Congested Clique nodes initially know their neighbors. Being a clique implies that they know the total number of nodes. However, when implementing the Congested Clique in a multi-hop topology, nodes may not be connected to all other nodes. Moreover, in face of dynamicity and anonymity, each node does not even know the number of its neighbors before receiving messages from them. Thus, in this work we assume that neither the exact number, nor even an upper bound on the total number of nodes, is initially known. Even more, the network does not need to be connected at all, as long as a union of $T$ consecutive networks is temporally connected, for some given parameter $T$.

To the best of our knowledge, our Anonymous Dynamic Congested Systems model described above is the most challenging for distributed computing among the existing models in the Dynamic Networks literature.

Our Contributions and Approach. In this work, we present a deterministic protocol to emulate a single round of the Congested Clique on Anonymous Dynamic Congested Systems (ADCS) with Opportunistic Connectivity. That is, on systems where nodes lack identifiers, message size and memory access are limited to $O(\log n)$ bits, where $n$ is the number of nodes (initially unknown), and the communication network is multi-hop and adversarially dynamic, allowing even disconnection with some limitations. The overhead introduced by our emulator is a polynomial function of $n$ and, if known, a lower bound $i_{min}$ on the isoperimetric numbers of dynamic networks\(^1\), making our bounds tighter for networks with good expansion – more precisely, the $i_{min}$ in the denominator of the time complexity formula could be as large as $\Theta(n)$ for networks with good expansion. See Table 1 for details and comparison with most closely related work. We also prove that the knowledge of the connectivity parameter $T$ and the number $\ell$ of distinguished nodes (they have additional distinguishing bit, and are called supervisors throughout the paper) is necessary for ALL-TO-ALL COMMUNICATION in ADCS with Opportunistic Connectivity. Similarly, using $o(\log n)$ local memory bits are not enough for ALL-TO-ALL COMMUNICATION in the model.

| Ref | Known $n$ | Connected | Message size | Memory access | IDs | Time complexity |
|-----|-----------|-----------|--------------|---------------|-----|----------------|
| this work | no | no | $O(\log n)$ | $O(\log n)$ | no | $O\left(\frac{2^{1+2T(1+\varepsilon)}}{i_{min}^2} \log n \log \left(\frac{n}{i}\right) + \frac{n^{\ell}}{i_{min}(1+i_{min})} \log^2 n\right)$ |
| [37] | no | yes | $O(\log n)$ | no limit | yes | $O(n^2)$ |
|       | no | yes | $O(\log n)$ | no limit | yes | $\Omega(n \log n)$ |
| [26] | upper bound | yes | $b \geq \log n$ | no limit | yes | $O\left(\frac{dn^2}{b^2}\right)$ ($b \geq d \geq \log n$) |

Table 1: Comparison of most relevant deterministic ALL-TO-ALL COMMUNICATION results in Dynamic Networks. Message size and memory access are in bits, and time complexity is in rounds of communication. $n$ denotes the number of nodes (initially unknown), $n'$ – the number of different input messages, $\ell$ – the number of nodes with distinguishing bit (supervisors), $T$ – the connectivity parameter, $\varepsilon > 0$ – any chosen constant, $i_{min}$ – the lower bound on the isoperimetric numbers of the ADCS as defined in Section 4.2 (if unknown, the formula holds after substituting $2/n$ for $i_{min}$). $d$ is the size of the input message in [26].

Our algorithmic approach is not a simple classic gossip-based technique, which is well-known in Distributed Systems.

\(^1\) Formally, it is a lower bound on an isoperimetric number of the product of $T$ consecutive networks, as defined formally in Section 4.2.
Computing \([20,24,31,33,41,43]\). In such algorithms initially nodes hold some values to be shared with neighboring nodes repeatedly until some stopping rule is met. In fact, the ADCS model yields such techniques incorrect, as multiplicities of the same input message may not be counted correctly due to anonymity and dynamic behavior of the underlying networks. Therefore, we combine a spreading-with-stopping technique with coding messages and distribution of potential, c.f., some of their applications in less-demanding systems \([20,33,43]\). Combining them in a carefully selected way results in a complex algorithm, which occurs surprisingly efficient in very demanding systems such as ADCS with Opportunistic Connectivity.

One of the critical components of our ALL-TO-ALL COMMUNICATION algorithm is based on distribution of potential. We use it when counting all active nodes or nodes with an identified input message. The main challenge is to show that the potential distribution process stabilizes (with negligible deviations at nodes) at a desired value – unlike a typical mass-distribution process, c.f., \([2,43,54,55]\), our process has to accommodate (1) lack of connectivity (only due to congested links/nodes), and (3) lack of any knowledge of \(T\)

We use it when counting all active nodes or nodes with an identified input message. The main challenge is to show that the potential distribution process stabilizes (with negligible deviations at nodes) at a desired value – unlike a typical mass-distribution process, c.f., \([2,43,54,55]\), our process has to accommodate (1) lack of connectivity (only due to congested links/nodes), and (3) lack of any knowledge of \(n\) (in the beginning).

**Roadmap.** In Section 2 we discuss the related work. Section 3 presents the model and useful definitions, while Section 4 states preliminary results on imposibility of all-to-all communication and properties of dynamic networks. The main ALL-TO-ALL COMMUNICATION algorithm is presented and analyzed in Section 5 while its major components, MULTIPLICITY and RESTRICTED METHODOLOGICAL COUNTING, are given and analyzed in Sections 6 and 7 respectively.

## 2 Related Work

To the best of our knowledge, there is no previous study of distributed computations under a Dynamic Networks model that include all the restrictions of Anonymous Dynamic Congested Systems. That is, worst-case dynamicity with connectivity that is only opportunistic, communication limited to \(O(\log n)\) bits per round, local memory access also limited to \(O(\log n)\) bits per round, and nodes without ID’s. We overview in this section the Dynamic Networks extant work on related models.

Two closely related works on ALL-TO-ALL COMMUNICATION in Dynamic Networks are \([26,37]\). In both, the model includes node ID’s, continuous connectivity, and unbounded memory access. Nevertheless, lower bounds under weaker conditions apply to the ADCS stricter model. For deterministic algorithms, a lower bound of \(\Omega(n \log n)\) rounds was proved in \([37]\), even for centralized algorithms.

The most frequent model of worst-case dynamicity still assumes continuous connectivity. That is, even though the set of links may change arbitrarily from round to round, it is guaranteed that in every round of communication there is a path between every pair of nodes. For instance, in the population protocol model in \([1]\) and the continuous connectivity model in \([49]\). Later on, in \([37]\), Kuhn, Lynch and Oshman parameterized the continuous connectivity assumption in the \(T\)-interval connectivity model where the topology may change, but changes are restricted to maintain an underlying connected static graph over each sequence of \(T\) rounds. Instantiating \(T = 1\) the model is equivalent to continuous connectivity.

In none of the above models disconnection is allowed, not even temporarily. In a more recent work \([42]\), Michail, Chatzigiannakis, and Spirakis do consider disconnections, with limitations that yield opportunistic connectivity. Specifically, in at most \(k\) rounds every node influences at least one other node that has not been influenced yet (meaning for example that the status of a node is learned by some other node in at most \(k\) rounds). Since the limitation holds for every node, the model is more restrictive than simply parameterizing the overhead on dissemination of one message to a factor of \(k \geq 1\). In fact the authors show that for \(k = 1\) it is not possible to influence only one node in every round. In the same paper, the authors study a second model of opportunistic connectivity where communication between neighboring nodes must be allowed within some time window, but the underlying topology is fixed. The ALL-TO-ALL COMMUNICATION problem is not studied in that work.

Communication congestion has been thoroughly studied in the Congested Clique model and others \([4,8,9,16,17,21,23,27,30,32,39,48,50]\), but to the best of our knowledge ours is the first model to combine communication and memory access congestion.

Finally, with respect to Dynamic Networks with anonymous nodes, the Anonymous Dynamic Networks (ADN) model has attracted also a lot of attention recently \([10,12,15,33,35,41,44]\). A comprehensive overview of work
related to ADNs can be found in a survey by Casteigts, Flocchini, Quattrociocchi, and Santoro [7]. In all these works continuous connectivity is assumed.

Other studies also dealing with the time complexity of information gathering exist [3, 5, 11, 46, 52, 53], but include in their model additional assumptions, such as the network having the same topology frequently enough or node identifiers.

3 Problem and Model

To emulate a single round of communication in the Congested Clique, we study the ALL-TO-ALL COMMUNICATION problem defined as follows. Initially all nodes hold an input message, and to solve the problem all nodes must receive the input message of all other nodes. For each input message initially held by more than one node, nodes must receive the number of copies of that input message as well.

We study ALL-TO-ALL COMMUNICATION in Anonymous Dynamic Congested Systems (ADCS) formed by \( n \) processing nodes. Nodes lack identifiers and the set of communication links among nodes is adversarially dynamic, with some limits on disconnection as specified below. When two nodes are able to communicate (that is, they are the endpoints of a communication link), we say that they are neighbors. We assume that \( n \) is initially unknown. Moreover, due to dynamicity, each ADCS node does not know even the number of its neighbors before receiving messages from them. That is, a node knows the number of its neighbors in any one round after receiving messages, but it does not who they are. Nonetheless, although we refer to the set of neighbors of a node and we label nodes in the presentation of algorithms and the analysis, we do it only for the sake of clarity – the nodes have only access to the messages sent by neighbors. Throughout the paper, references to algorithms lines are given as \((\text{algorithm}\#), (\text{line}\#)\) for succinctness.

Time is discretized in communication rounds. In each round of communication, each node may send a message to all its neighbors (the same to all\(^2\)), receive messages from all its neighbors, access local memory, and perform local computations. We evaluate time complexity in rounds of communication, given that in comparison local memory access and local computations take negligible time.

Each message is limited to \( O(\log n) \) bits, as in the Congested Clique [40] and CONGEST [51] models. Additionally, each memory access is limited to \( O(\log n) \) bits as well – this is the reason we call nodes congested as well. Specifically, each memory access is limited to \( O(\log n) \) bits as well – this is the reason we call nodes congested as well. The additional internal memory for local computation also holds \( O(\log n) \) bits. It implies, in particular, that a local computation algorithm may process a constant number of received messages (in their buffers) at a time, aggregating them somehow in local memory, and continuing with other buffers. (In other words, in a single round the algorithm may check all messages, but cannot upload them from the buffers all at once but instead needs to process them in constant batches). At the end of the round, the algorithm may store some \( O(\log n) \)-bit information in external memory, e.g., the learned input message together with its multiplicity. We show below that this restriction is tight. That is, if memory access is restricted to \( o(\log n) \) bits, some instances of ALL-TO-ALL COMMUNICATION cannot be solved.

We assume the presence of \( \ell \) distinguished nodes, called supervisors, where \( 0 < \ell < n \). That is, the set of nodes is partitioned in two classes: supervisors and supervised nodes. The number of supervisors \( \ell \) is known to all nodes. As we show later, these assumptions are necessary to solve ALL-TO-ALL COMMUNICATION deterministically without knowing \( n \). Within each class, nodes are indistinguishable.

The communication network topology model is a \( T \)-connected time-evolving graph, defined as follow.\(^3\)

Given a fixed set \( V \) of \( n \) nodes, let a time-evolving graph (or evolving graph for short) be an infinite sequence of graphs \( G = \{ G^{(t)} \}_{t \in \mathbb{N}} \) such that \( G^{(t)} = (V, E^{(t)}) \), where each \( E^{(t)} \) is the (possibly different) set of links of the graph \( G^{(t)} \). We call each \( G^{(t)} \) a constituent graph.

For any pair of nodes \( u, v \in V \) in an evolving graph \( G \), let an opportunistic path of length \( k > 0 \) from \( u \) to \( v \) be a sequence of links \( (x_1, x_2), (x_2, x_3), \ldots, (x_{k-1}, x_k) \) where \( x_i \in V \) for every \( i \in [k] \), \( x_1 = u, x_k = v \), and for every consecutive pair of links \( (x_{i-1}, x_i), (x_i, x_{i+1}) \) in the sequence, such that \( 1 < i < k \), if \( (x_{i-1}, x_i) \in E^{(t)} \) and

\(^2\)Dynamicity and anonymity prevent the nodes from sending destination-oriented messages.

\(^3\)There are many formalisms in the literature to specify graphs that change with time. Names include temporal graphs, dynamic graphs, evolving graphs, time-varying graphs, and others. We adopt the notation that provides more clarity to our analysis.
For the sake of contradiction, assume there exists such algorithm, call it Proof. ℓ nodes

Observation 4. Given a \( T \)-connected evolving graph \( G \), for any sequence of constituent graphs of \( G^{(t+1)}, G^{(t+2)}, \ldots, G^{(t+T)} \), \( t \geq 0 \), the union graph \( G_{\cup t} = \left( V, \bigcup_{i=1}^{T} E^{(t+i)} \right) \) is connected.\(^4\)

4Notice that the one or more paths between each pair of nodes \( u, v \in V \) in \( G_{\cup t} \) are derived from the opportunistic path from \( u \) to \( v \) and the opportunistic path from \( v \) to \( u \), which exist due to \( T \)-connectivity.

4.1 Impossibility Results

We start this section establishing some impossibility facts that validate the assumptions of our model.

Observation 1. For each ALL-TO-ALL COMMUNICATION deterministic algorithm \( A \), there exists an ADCS with \( T \)-connected evolving graph topology such that, if \( A \) does not use \( T \), the problem cannot be solved.

Proof. For the sake of contradiction, assume there exists such algorithm \( A \). Let \( T \) be the worst-case running time of \( A \) on a 1-connected ADCS of \( n \) nodes. Consider an ADCS with \( n + 1 \) nodes that during the first \( T \) rounds of execution of \( A \) is formed by a clique of \( n \) nodes and an isolated node \( v \), which connects to the clique for round \( T + 1 \). The nodes in the clique are not able to communicate with \( v \) during the \( T \) execution steps of \( A \). Hence they stop, but then the ALL-TO-ALL COMMUNICATION problem was not solved (as nodes in the clique do not know the message of the other node), and the described execution is feasible for \( T \)-connected ADCS, where \( T = T + 1 \) is unknown to the algorithm.

Observation 2. There is no deterministic algorithm to solve ALL-TO-ALL COMMUNICATION in an ADCS without at least one distinguished node, and without knowledge of the total number of nodes \( n \) and the number of distinguished nodes \( \ell \).

Proof. For the sake of contradiction, assume there exists such algorithm, call it \( A \). Then, we can use \( A \) to compute \( n \) by simply assigning a message 1 to each node and counting how many 1’s are received. However, this is a contradiction because, even for Anonymous Dynamic Networks without node and edge congestion it has been shown in [41] that counting the number of nodes deterministically is not possible without some distinguished node. It was also shown in [55] that the number of distinguished nodes needs to be known.

Observation 3. There exist applications of ALL-TO-ALL COMMUNICATION where, if memory access is limited to \( o(\log n) \) bits, the problem cannot be solved.

Proof. Consider an ALL-TO-ALL COMMUNICATION algorithm used to compute the number of nodes \( n \) in an ADCS, where \( n \) is unknown (i.e., each node has initially the same message 1). For each \( n \) there should be at least one final state of a node in which the node stops and outputs \( n \). On the other hand, nodes with internal memory \( \mu = o(\log n) \) may result in only \( 2^\mu = o(n) \) states; hence, for some \( n \) there will be no terminating state outputting \( n \) and the ALL-TO-ALL COMMUNICATION fails.

4.2 Expansion in Evolving Graphs with Opportunistic Connectivity

The relevant property that \( T \)-connectivity provides to our analysis is the following.

Observation 4. Given a \( T \)-connected evolving graph \( G \), for any sequence of constituent graphs of \( G^{(t+1)}, G^{(t+2)}, \ldots, G^{(t+T)} \), \( t \geq 0 \), the union graph \( G_{\cup t} = \left( V, \bigcup_{i=1}^{T} E^{(t+i)} \right) \) is connected.
Consider a $\mathcal{T}$-connected evolving graph $\mathcal{G}$ conceptually divided in subsequences of $\mathcal{T}$ consecutive constituent graphs. That is, $\mathcal{G} = \{G_i\}_{i=0}^\infty$, where $G_i = \{G_{i\mathcal{T}+1}\}_{i=1}^\mathcal{T}$. By Observation[4] for each $i \geq 0$, the union graph $G_{i\mathcal{T}+1}$ defined on $\mathcal{G}_i$ is connected, whereas each constituent graph of $\mathcal{G}$ may be not connected. Thus, rather than analyzing the potential distribution process as a Markov chain on the evolving graph $\mathcal{G}$, we study the process on the evolving graph $\mathcal{G}^* = \{G_{i\mathcal{T}+1}\}_{i=0}^\infty$, where each constituent union graph $G_{i\mathcal{T}+1}$ is connected. We do so taking into account that, in fact, each union graph corresponds to a sequence of graphs from $\mathcal{G}$.

The potential distribution process can be seen as a multiplication of a vector of values, one component for each node, by a matrix of shares, where component $(u,v)$ corresponds to the fraction of potential shared by node $u$ with neighboring node $v$. Let $P^{(t)}$ be the matrix of shares used by a gossip-based algorithm in round $t$ (corresponding to a constituent graph $G^{(t)}$). Then, for each $i \geq 0$, the matrix of shares corresponding to the potential distribution on the evolving graph $\mathcal{G}_i$ is $P_i = \prod_{t=1}^T P^{(t\mathcal{T}+1)}$. Each $P^{(t)}$ is doubly stochastic, hence, $P_i$ is also doubly-stochastic.

For each $i \geq 0$, consider a time-homogeneous Markov chain $X_i$ with state space $V$ and transition matrix $P_i$. $X_i$ is finite, irreducible and aperiodic, and given that each $G_{i\mathcal{T}+1}$ is connected, it is ergodic. Thus, the stationary distribution of $X_i$ is unique [47]. The uniform distribution, that is, $\pi_v = 1/n$ for all $v \in V$, is a solution of $\pi P_i = \pi$ because $P_i$ is doubly stochastic. Thus, the stationary distribution of $X_i$ is uniform.

Classic bounds on mixing time of Markov chains require the transition matrix to be symmetric [55], but the $P_i$’s above may not be. Thus, we apply instead a bound by Mihail [43] that is applicable to arbitrary irreducible Markov chains, as long as they are strongly aperiodic (as in our case where nodes keep at least half of the potential), and it is a function of transition matrix conductance.

The conductance of a transition matrix $P = (p_{uv})$ of a Markov chain $X_i$ over state space $V$ with stationary distribution $\pi$ is defined as follows:

$$\phi(P) = \min_{S \subseteq V : |S| \leq n/2} \phi_P(S), \quad \text{where} \quad \phi_P(S) = \frac{\sum_{u \in S} \sum_{v \in V \setminus S} p_{uv} \pi_u}{\sum_{v \in S} \pi_v}$$

and $w_{uv} = \pi_u p_{uv} \pi_v$.

We instantiate this definition on $P_i = (p_{uv})$ and $\pi = \frac{1}{n}$ as follows:

$$\phi(P_i) = \min_{S \subseteq V : |S| \leq n/2} \phi_{P_i}(S), \quad \text{where} \quad \phi_{P_i}(S) = \frac{1}{|S|} \sum_{u \in S} \sum_{h \in V \setminus S} p_{uh} \pi_h.$$ 

**Theorem 1.** (derived from Theorem 3.1 in [43].) For an irreducible strongly aperiodic Markov chain $X_i$ with state space $V$, such that $|V| = n$, with a unique uniform stationary distribution and transition matrix $P_i$, it is

$$\left\| \Pi_{i+1} - \frac{I}{n} \right\|_2^2 \leq (1 - \phi(P_i)^2) \left\| \Pi_i - \frac{I}{n} \right\|_2^2.$$ 

Where $\Pi_i$ is the distribution after $t \geq 0$ steps of $X_i$.

Notice that the above analysis applies to each $i \geq 0$. That is, each $P_i$ may be different for each $G_{i\mathcal{T}+1}$, but all of the $X_i$ converge to a uniform stationary distribution and the bounds in Theorem[1] apply to each $X_i$. Thus, by application of these bounds to each sequence of $\mathcal{T}$ rounds, the convergence time for the evolving graph $\mathcal{G}$ can be obtained.

We define the minimum conductance $\phi_{\min}$ corresponding to the transition matrices $P_i = \prod_{t=1}^T P^{(i\mathcal{T}+1)}$ used by our algorithms on the evolving graph topology $\mathcal{G}$ as follows:

$$\phi_{\min} = \min_{i=0,1,2,...} \phi(P_i).$$

Conductance is a useful expansion characteristic to provide tighter time bounds, but being a function of the probabilities of transition it is specific for each algorithm. To obtain bounds that depend on network characteristics only, we will use the isoperimetric number[5]. The isoperimetric number of a static graph $G = (V,E)$ is defined as follows:

$$i(G) = \min_{X : |X| \leq |V|/2} \frac{|\partial X|}{|X|},$$

The isoperimetric number of a graph (a.k.a. graph Cheeger constant) is the discrete analogue of the Cheeger isoperimetric constant, c.f., [6].
where \( \partial X \) denotes the set of links of \( G \) that have one end in \( X \) and the other end in \( V \setminus X \). We apply this definition to each constituent union graph \( G_{\cup j} \) of the evolving graph \( G^{*} = \{G_{\cup j}\}_{j=0}^{\infty} \), and obtain:

\[
i(G_{\cup j}) = \min_{X:|X| \leq |V|/2} \frac{\partial X}{|X|} \quad \text{for each } j = 0, 1, \ldots \quad \text{and then } \quad i_{\min} = \min_{j=0,1,2,\ldots} i(G_{\cup j}).
\]

The following relation between conductance and isoperimetric number will be used. For each \( P(t) \), let each non-zero entry be at least \( 1/d \) for some \( d > 0 \). Given that \( P_j = \prod_{t=1}^{T} P(jT + t) \), we have that each non-zero entry of \( P_j \) is at least \( 1/d^T \). Thus, for each \( j = 0, 1, \ldots \) we have

\[
\phi(P_j) \geq \min_{X \subseteq V:|X| \leq |V|/2} \frac{1}{|X|} \sum_{u_i \in X} \sum_{u_j \in V \setminus X} \frac{1}{d^T} = \frac{1}{d^T} \min_{X \subseteq V:|X| \leq |V|/2} \frac{\partial X}{|X|} = \frac{i(G_{\cup j})}{d^T}.
\]

### 5 All-to-all Communication

Assume each node \( v \in V \) has an input message to send to every other node consisting of at most \( \ell_v \leq \lceil \log n \rceil \) bits (recall that \( n \) is unknown to nodes, but this is only an upper bound on the input message length). This length could be scaled by any constant \( c > 0 \) w.l.o.g. The set of neighbors \( N \) and nodes are labeled only for presentation, but nodes do not have and do not use such knowledge; instead, they can only send and receive messages to/from them, see the pseudo-codes.

Our **ALL-TO-ALL COMMUNICATION** Algorithm [1] starts with counting the number of participants \( n \) using the **RESTRICTED METHODICAL COUNTING** algorithm (refer to Section [7]), and then proceeds in subsequent epochs. Each epoch is dedicated to finding a new input message (see the Discovery Part) and counting how many copies of this input message are at nodes (see the Processing Part). The Discovery Part proceeds in phases. Each phase parameterized by \( i \) corresponds to the discovery of the index bit of some input message, whose first index \( i - 1 \) bits have been discovered in preceding phases (but of an input message not been discovered and counted in previous epochs). This discovery is done by spreading and updating variables \( \text{match}_1 \) at each node, and if no node is discovered, then spreading and updating variables \( \text{match}_0 \). The phases’ parameter \( i \) is numbered from 1 to \( \lceil \log n \rceil \) (the latter being an upper bound on the input message’s length). In each phase, a sufficiently long broadcast is run to update information on whether the index bit being matched is 1 or 0. The length of the broadcast \( r' = \lceil T \ln n/ \ln(1 + i_{\min}) \rceil \) is a bound on temporal diameter of the evolving graph \( G^{*} \) based on the initially computed \( n \), the connectivity parameter \( T \), and, if known, a bound \( i_{\min} \) on the isoperimetric number, which otherwise can be lower bounded by a function of \( n \) (refer to the first line in Algorithm [1] and Section [4.2]). Nodes whose input messages have been discovered in previous epochs, or whose input message does not match the bits already discovered in the current epoch (which is encoded by setting the variable \( \text{match} \) to \( \text{false} \)) only forward the received information in the main algorithm and the procedure **MULTIPLICITY** (see Algorithm [2] in Section [5]) run in the Processing Part. All nodes whose input message has been discovered (and so, also delivered to all nodes) in the Discovery Part of the current epoch (which is encoded by setting the variable \( \text{delivered} \) to \( \text{true} \)) are counted using the procedure **MULTIPLICITY** by all nodes. The output—the discovered input message and its multiplicity—is stored in external storage at the end of the epoch. The algorithm finishes when no new input message is discovered.

#### 5.1 Analysis of ALL-TO-ALL COMMUNICATION

In this section we present the main theorem of this work, showing the correctness and running time of our **ALL-TO-ALL COMMUNICATION** algorithm. For the purpose of the analysis, we conceptually divide time into blocks of \( T \) rounds. The analysis of **RESTRICTED METHODICAL COUNTING** () and **MULTIPLICITY** () is included in the sections that follow. The following lemma will be used.

**Lemma 1.** Consider an ADCS with a \( T \)-connected evolving graph topology with \( n \) nodes, each holding a true/false value. Then, if all nodes broadcast true values (initially held or received from others) for at least \( r' = T \ln n/ \ln(1 + i_{\min}) \) rounds, all nodes know whether there was initially some true value in the system or not.
Algorithm 1: ALL-TO-ALL COMMUNICATION algorithm for each node. input message is the input message initially held by this node. \( N \) is the set of neighbors of this node in the current round -- the node does not know them, but can send and receive short messages to/from them. \( r' = \lceil T \ln n / \ln(1 + i_{\text{min}}) \rceil \) as in Lemma 1, where \( i_{\text{min}} \) is the minimum isoperimetric number of the evolving graph topology as defined in Section 4.2.

1. \( n \leftarrow \text{RESTRICTED METHODOICAL COUNTING}() \) // Counting \( n \)
2. delivered \( \leftarrow \text{false} \) // Own input message not delivered yet
3. while true do // Iterating Epochs -- as long as there are undelivered input messages
   4. match \( \leftarrow \neg \text{delivered} \) // match will indicate if discovered bits match own input message
   5. new input message \( \leftarrow \text{empty string of bits} \) // Discovery Part
   6. for index \( \leftarrow 1 \) to \( \lceil \log n \rceil \) do // Iterating Phases -- from most to least
      7. bit \( \leftarrow \text{extract bit index from input message} \)
      8. match0 \( \leftarrow \text{match} \land (\text{bit} = 0) \) // Indicates matching so far, with 0 in index bit
      9. match1 \( \leftarrow \text{match} \land (\text{bit} = 1) \) // Indicates matching so far, with 1 in index bit
   10. for round \( \leftarrow 1 \) to \( r' \) do // Broadcasting match1
       11. Send \( \langle \text{match1} \rangle \) and Receive \( \langle \text{match1}_v \rangle, \forall v \in N \) // To/from neighbors in \( N \)
       12. match1 \( \leftarrow \bigvee_{v \in N} \text{match1}_v \bigvee \text{match1} \) // Incorporating neighbors' knowledge about match1
       13. if match1 = true then // Discovered index bit 1
          14. append '1' to new input message
          15. if bit = 0 then match \( \leftarrow \text{false} \)
       16. else
          17. for round \( \leftarrow 1 \) to \( r' \) do // Broadcasting match0
             18. Send \( \langle \text{match0} \rangle \) and Receive \( \langle \text{match0}_v \rangle, \forall v \in N \) // To/from neighbors in \( N \)
             19. match0 \( \leftarrow \bigvee_{v \in N} \text{match0}_v \bigvee \text{match0} \) // Incorporating neighbors' knowledge on match0
             20. if match0 = true then // Discovered index bit 0
                 21. append '0' to new input message
                 22. if bit = 1 then match \( \leftarrow \text{false} \)
             23. else return // No more matches, all input messages delivered
       24. end if
   25. end for
   26. end for
   27. end for
   28. end for
   29. end if
30. end if
31. count \( \leftarrow \text{MULTIPlicity} \langle \text{new input message} \rangle \) // Move newly discovered info to external storage
32. output \( \langle \text{new input message}, \text{count} \rangle \) // Processing Part
33. if match = true then delivered \( \leftarrow \text{true} \) // Own input message was delivered in this epoch
Proof. Let \( \{S_i, V \setminus S_i\} \) be a partition of the set of nodes at the beginning of some block \( i \) with transition matrix \( P_i = \prod_{t=1}^i P_t^{(T+t)} \). By definition of isoperimetric number (refer to Section 4.2) we know that \( i_{\min} \leq |\partial S_i|/|S_i| \). That is, the number of links crossing the partition \( \{S_i, V \setminus S_i\} \) is larger than \( |S_i|i_{\min} \). Hence, adding a 1-hop neighbourhood to any initial subset of nodes \( |S_i| \), the new subset at the beginning of block \( i+1 \) is such that \( |S_{i+1}| \geq (1 + i_{\min})|S_i| \).

Consider any node that did not receive true yet, call it \( x \), and let \( S_i = \{x\} \). The question of how many blocks are needed for \( x \) to receive a true (if there is any) is equivalent to ask what is the minimum \( t \) such that the \( t \)-hop neighbourhood of \( x \) (in the evolving graph) includes all nodes. That is, we want to find what is the minimum \( r' \) such that \( (1 + i_{\min})^r' \geq n \). Manipulating the latter equation, and taking into account that each block has \( T \) rounds, the claimed \( r' = T \ln n/\ln(1 + i_{\min}) \) follows.

Theorem 2. Consider an ADCS with a \( T \)-connected evolving graph topology, \( T \in O(1) \), with minimum isoperimetric number \( i_{\min} \), formed by \( \ell \geq 1 \) supervisor nodes and \( n - \ell \) supervised nodes, \( n \geq 2 \), each holding an input message, running the ALL-TO-ALL COMMUNICATION algorithm. Then, the ALL-TO-ALL COMMUNICATION problem is solved in

\[
O\left(\frac{n^{1+2T(1+\epsilon)}}{\ell i_{\min}^2} \log n \log \left(\frac{n}{\ell}\right) + \frac{n^{r'}}{\ln(1 + i_{\min})} \log^2 n\right)
\]

rounds,

where \( n' \leq n \) is the number of different input messages.

Proof. The correctness of RESTRICTED METHODOICAL COUNTING () and MULTIPLECTITY () is proved in Theorems 4 and 3 respectively. Thus, to complete the proof of correctness, it is enough to prove that all input messages are discovered, that every discovered input message is an input message held by some node, and that the algorithm runs under the restrictions of the ADCS model. Refer to Algorithm 1.

Assume first for the sake of contradiction that there is some node \( v \) with input message \( m \) that is not discovered. Each bit of each newly discovered input message \( m' \) is matched to the input messages of all other nodes holding \( m' \) in Lines 1.13 (for a 1 bit) or 1.20 (for a 0 bit). Thus, \( m \) will be discovered as long as the number of rounds \( r' \) is enough to broadcast the match status of \( v \) to all other nodes. Lemma 1 proves that \( r' \) is large enough for \( v \) to disseminate its match. Therefore \( m \) is discovered, which is a contradiction.

Assume now, again for the sake of contradiction, that there is some input message \( m \) that is discovered but it is not an input message of any node in the system. However, an input message is discovered when there is a match of the input message of some node (or nodes). Therefore, if \( m \) is not the input message of any node it cannot be discovered.

RESTRICTED METHODOICAL COUNTING () and MULTIPLECTITY () are proved to run under the restrictions of the ADCS model in Theorems 4 and 3 respectively, and the rest of the messages and calculations in the rest of the algorithm are on Boolean variables. Thus, RESTRICTED METHODOICAL COUNTING does not violate the \( O(\log n) \) bits limit on message size and local computation. All the analysis of the various parts of the algorithm apply to \( T \)-connected evolving graph topologies. Therefore, the proof of correctness is complete.

Regarding the running time complexity, recall that performance is measured in rounds of communication. Theorems 4 and 3 prove the time complexity of RESTRICTED METHODOICAL COUNTING () and MULTIPLECTITY () respectively. The running time of the remaining parts can be obtained by simple inspection. Namely, communication is carried out in Lines 1.11 and 1.18, each inside a loop of \( r' \) iterations, each nested in another loop of \( \phi_{\min}^2 \) iterations (Line 1.6), and the latter nested in a loop of \( n' \) iterations (Line 1.5), where \( n' \) is the number of different input messages. Thus, the total number of rounds excluding RESTRICTED METHODOICAL COUNTING () and MULTIPLECTITY () is

\[
2r' \ln n \ln n' = \frac{2T \ln n \ln n' n'}{\ln(1 + i_{\min})}.
\]

Combining the latter with the running times \( O(\ln n/\phi_{\min}^2) \) proved in Theorem 3 and \( O(n \ln n \log(n/\ell)/(\ell \min \{\phi_{\min}^2, \ln(1 + i_{\min})\})) \) in Corollary 1 (to Theorem 3), the total time complexity is

\[
O\left(\frac{n \ln n \log(n/\ell)}{\ell \min \{\phi_{\min}^2, \ln(1 + i_{\min})\}} + \frac{n' \ln n \log n}{\ln(1 + i_{\min})}\right).
\]

Using the bound in Equation 1 to replace \( \phi_{\min} \), we obtain the claimed time complexity.
6 Counting the Number of Copies of an input message

In the main ALL-TO-ALL COMMUNICATION Algorithm at the end of each epoch we count the number of nodes that have a discovered input message as its own input message. We do counting using the following procedure MULTIPLICITY (refer to Algorithm). It tries to locally balance potential truncated to \( c \log d \) bits for a sufficiently long time, and once it (almost) stabilizes, returns it after scaling by the number of all nodes \( n \) (recall that in the main algorithm ALL-TO-ALL COMMUNICATION all nodes compute \( n \) in the very beginning).

Algorithm 2: MULTIPLICITY algorithm for each node. \( \text{input message} \) is the input message initially held by this node and \( \text{new input message} \) is the input message whose multiplicity has to be counted. \( N \) is the set of neighbors of this node in the current round - the node does not know them, but can send and receive short messages to/from them. Parameters \( d, r'' \), and \( c \) are as defined in Theorem.

```plaintext
1 if \text{input message} = \text{new input message} then \Phi ← 1 else \Phi ← 0 // Assign initial potential
2 for \text{round} = 1 to \( r'' \) do
3 \quad Send \langle \Phi \rangle and Receive \langle \Phi_{v} \rangle, \forall v ∈ N // To/from neighbors in \( N \)
4 \quad \Phi ← \Phi + \sum_{v \in N}[d^{c-1}\Phi_{v}] / d^{c} - |N|[d^{c-1}\Phi] / d^{c} // Share potential truncated to \( c \log d \) bits
5 return \( \Phi \cdot n \) rounded to the closest integer (up or down)
```

6.1 Analysis of MULTIPLICITY

We analyze the evolution of potentials in the MULTIPLICITY algorithm as a Markov chain on the \( T \)-connected evolving graph \( G = \{ G_{j} \}_{j=0}^{\infty} \), where \( G_{j} = \{ G_{j,T+1} \}_{t=1}^{T} \), as defined in Section. We adjust the potentials distribution after each \( T \) rounds by the error produced by the truncation of potentials. In different nodes such error may delay the convergence to the stationary distribution. To upper bound the total time, we upper bound the delay (that is, the additional error with respect to the stationary distribution due to truncation). As a worst case we assume that the convergence may be delayed at all nodes.

For the purpose of the analysis, we conceptually divide time into blocks of \( T \) rounds. Let \( b = r'' / T \) be the number of blocks in MULTIPLICITY. We denote the vector of potentials at the beginning of round \( i \) of block \( j \) as \( \Phi_{i,j} \). For clarity, we will sometimes refer to round \( i \) of block \( j \) as round \( (i,j) \). For inductive arguments we may refer to the round that follows (resp. precedes) as \( (i+1,j) \) (resp. \( (i-1,j) \)), omitting the fact that such round may correspond to a different block (i.e., \( (1,j+1) \) and \( (T,j-1) \), resp.) - this is only for notation and will not influence technical arguments. Also, we denote the potential right after the potential distribution is stopped (i.e. after the loop in Line as \( \Phi_{1,b+1} \), meaning the potential after the last block of rounds \( b \).

Theorem 3. Consider an ADCS with a \( T \)-connected evolving graph topology with \( n \geq 2 \) nodes running the MULTIPLICITY algorithm with parameters \( d \geq 2n, c \geq 5\alpha + 2T + 4, \) and \( r'' = Tb \), where \( b \geq 4\alpha \ln n / \phi_{\min}^{2}, \alpha \geq \max \{ \log_{n}(3T), 3 \} \). Let \( 1 \leq \delta \leq n \) be the number of copies being counted. Then, all nodes return the correct count \( \delta \).

Proof. The algorithm runs under the ADCS restrictions because the potentials are truncated to \( O(\log n) \) bits.

Consider the initial distribution \( \Pi_{1} \) on the overall potential \( \| \Phi_{1,1} \|_{1} = \delta \). Given that \( d \geq 2n \), the transition matrix is strongly aperiodic. Then, using Theorem we know that after \( T \) rounds the distribution \( \Pi_{T+1} \) at the beginning of round \( T + 1 \) would be such that

\[
\left\| \Pi_{T+1} - \frac{1}{n} \Pi_{1} \right\|_{2}^{2} \leq \frac{1}{n} \left( 1 - \phi(P_{0})^{2} \right)^{n} \left\| \Pi_{1} - \frac{1}{n} \Pi_{1} \right\|_{2}^{2}.
\]

(2)

Where \( \phi(P_{0}) \) is the conductance of \( P_{0} = \prod_{t=1}^{T} P^{(t)} \), and \( P^{(t)} \) is the matrix of shares used by the algorithm in round \( t \).
On the other hand, due to truncation, the vector of potentials is such that

$$\left\| \frac{\Phi_{1,2}}{\|\Phi_{1,1}\|} - \frac{1}{n} \right\|_2^2 \leq \sum_{v \in V} \left( \left| \Pi_{T+1}(v) - \frac{1}{n} \right| + \xi(v) \right)^2,$$

where $\xi(v)$ is the error introduced by the truncation at node $v$ during the $T$ rounds. As a worst case we have assumed that $\xi(v)$ contributes to the deviation with respect to the stationary distribution. Then, we have that

$$\left\| \frac{\Phi_{1,2}}{\|\Phi_{1,1}\|} - \frac{1}{n} \right\|_2^2 \leq \sum_{v \in V} \left( \left( \Pi_{T+1}(v) - \frac{1}{n} \right)^2 + 2\xi(v) \left| \Pi_{T+1}(v) - \frac{1}{n} \right| + \xi(v)^2 \right)$$

$$= \left\| \Pi_{T+1} - \frac{1}{n} \right\|_2^2 + \sum_{v \in V} \left( 2\xi(v) \left| \Pi_{T+1}(v) - \frac{1}{n} \right| + \xi(v)^2 \right)$$

$$\leq \left\| \Pi_{T+1} - \frac{1}{n} \right\|_2^2 + \sum_{v \in V} (2\xi(v) + \xi(v)^2).$$

(3)

The potential received from each neighboring node is truncated to $c \log d$ bits after dividing by $d$. Thus, the error introduced in the calculation of its new potential in each round is at most $(n - 1)/d^c \leq 1/d^{c-1}$. Therefore, we have that after $T$ rounds it is $\xi(v) \leq T/c^{c-1}$, which given that $c \geq 5\alpha + 2T + 4 \geq \log_d T + 1$ it is $\xi(v) \leq 1$. Then,

$$\sum_{v \in V} (2\xi(v) + \xi(v)^2) \leq \sum_{v \in V} 3\xi(v) \leq \sum_{v \in V} \frac{3Tn}{d^{c-1}} = \frac{3Tn}{d^{c-1}} \leq \frac{3T}{d^{c-2}}. \quad (4)$$

Replacing Eqs. 2 and 4 in 3, we have that

$$\left\| \frac{\Phi_{1,2}}{\|\Phi_{1,1}\|} - \frac{1}{n} \right\|_2^2 \leq \left(1 - \phi(R_0)^2\right) \left\| \Pi_1 - \frac{1}{n} \right\|_2^2 + \frac{3T}{d^{c-2}} \leq \left(1 - \phi(R_0)^2\right) \left\| \frac{\Phi_{1,1}}{\|\Phi_{1,1}\|} - \frac{1}{n} \right\|_2^2 + \frac{3T}{d^{c-2}}.$$

The distribution of normalized potential at the beginning of round $T + 1$ (which is the same as round $\langle 1, 2 \rangle$) is also a probability distribution. Thus, the above analysis applies inductively to every subsequent block of $T$ rounds.

Then, the vector of potentials after $b$ blocks is such that

$$\left\| \frac{\Phi_{1,b+1}}{\|\Phi_{1,1}\|} - \frac{1}{n} \right\|_2^2 \leq \left(1 - \phi_{\text{min}}^2\right)^b \left\| \frac{\Phi_{1,1}}{\|\Phi_{1,1}\|} - \frac{1}{n} \right\|_2^2 + \frac{3T}{d^{c-2}} \sum_{i=1}^{b-1} \left(1 - \phi_{\text{min}}^2\right)^i$$

$$\leq \left(1 - \phi_{\text{min}}^2\right)^b \left\| \frac{\Phi_{1,1}}{\|\Phi_{1,1}\|} - \frac{1}{n} \right\|_2^2 + \frac{3T}{d^{c-2}} \frac{1}{\phi_{\text{min}}^2} \leq \exp \left(-b\phi_{\text{min}}^2\right) + \frac{3T}{d^{c-2}\phi_{\text{min}}^2}.$$

In potential distribution algorithms where each non-zero entry of $P(jT+i)$ is at least $1/d$, for any $j > 0$, $i \in [1, T]$, and some $d \geq 1$, as it is the case in the MULTIPLICITY algorithm, it is $\phi_{\text{min}} \geq 2/(nd^T) \geq 2/d^{T+1}$. Then, it is

$$\left\| \frac{\Phi_{1,b+1}}{\|\Phi_{1,1}\|} - \frac{1}{n} \right\|_2^2 \leq \exp \left(-b\phi_{\text{min}}^2\right) + \frac{3T}{4d^{c-2}T-4}. \quad (5)$$

Given that $b \geq 4\alpha \ln n/\phi_{\text{min}}^2$, it is

$$\left\| \frac{\Phi_{1,b+1}}{\|\Phi_{1,1}\|} - \frac{1}{n} \right\|_2^2 \leq \frac{1}{n^{4\alpha}} + \frac{3T}{4d^{c-2}T-4}.$$

Replacing $\alpha \geq \log_d(3T)$ and $d \geq n$, it is

$$\left\| \frac{\Phi_{1,b+1}}{\|\Phi_{1,1}\|} - \frac{1}{n} \right\|_2^2 \leq \frac{1}{n^{4\alpha}} + \frac{1}{4n^{c-2}T-4-\alpha}.$$
And for $c \geq 5\alpha + 2T + 4$ we have that
\[
\left\| \frac{\Phi_{1,b+1}'}{\Phi_{1,1}'} - \frac{1}{n} \right\|^2_2 \leq \frac{5}{4n^{2\alpha}} \leq \frac{1}{n^{2\alpha}}, \text{ for } \alpha \geq 1/2 \text{ and } n \geq 5/4.
\]

Given that \( (\Phi_{1,b+1}'[v]/\|\Phi_{1,1}'\|_1 - 1/n)^2 \leq \left\| \Phi_{1,b+1}'/\|\Phi_{1,1}'\|_1 - \frac{1}{n} \right\|^2_2 \) for any node \( v \), we have that \( (\Phi_{1,b+1}'[v]/\|\Phi_{1,1}'\|_1 - 1/n)^2 \leq 1/n^{2\alpha} \) and hence \( 1/n - 1/n^{\alpha} \leq \Phi_{1,b+1}'[v]/\|\Phi_{1,1}'\|_1 \leq 1/n + 1/n^{\alpha} \).

Then, we have \( (\delta/n - 1/n^{\alpha-1}) \leq \Phi_{1,b+1}'[v] \leq (\delta/n + 1/n^{\alpha-1}) \) and so \( \delta - 1/n^{\alpha-2} \leq \Phi_{1,b+1}'[v]n \leq \delta + 1/n^{\alpha-2} \). Replacing \( \alpha \geq 3 \) and \( n \geq 2 \) we have that \( \delta - 1/2 \leq \Phi_{1,b+1}'[v]n \leq \delta + 1/2 \). Thus, after rounding to the closest integer in Line 25 the returned value is \( \delta \) as claimed.

7 Counting the Number of Nodes in the System

The first step of our ALL-TO-ALL COMMUNICATION algorithm is to compute the unknown number of nodes \( n \). Counting the number of nodes in Anonymous Dynamic Networks has attracted a lot of attention recently [12,13,33,35,41]. Most notably, the METHODICAL COUNTING (MC) protocol [33] was the first one to achieve polynomial time after a flurry of papers improving bounds that started with doubly-exponential time [41]. The ADN model is challenging due to lack of node identifiers and arbitrary topology changes, but still lags behind real-world constraints such as limited bandwidth, disconnection of the network, and/or limited computational resources.

In this work, as an integral part of our ALL-TO-ALL COMMUNICATION algorithm, but also of independent interest, we present the RESTRICTED METHODICAL COUNTING (RMC) algorithm which computes the number of nodes under the harsh restrictions of Anonymous Dynamic Congested Systems with opportunistic \( T \)-connectivity. RMC is inspired on an extension of MC called METHODICAL MULTI-COUNTING (MMC) [35], but carefully adapted to cope with limited messages, memory accesses, and connectivity. Our analysis relies on a bound on mixing time for \( T \)-connected evolving graphs. The analysis and design of the algorithm handle the errors produced by truncation of the calculations, purposely introduced to stay within the limits on message size and memory access. We describe RMC in the following section and analyze its properties afterwards. The pseudocode of RMC can be found in Algorithms 5 and 4.

7.1 The Restricted Methodical Counting Algorithm

RMC is executed synchronously by all nodes. Given that no preliminary knowledge of the network size is available, nodes maintain a running estimate of \( n \) that starts with the minimum possible, that is, one more than the number of supervisors \( \ell \). By means of various alarms, the estimate is detected to be either low, high, or correct. Starting with the initial value, the estimate is updated by exponential search until it is correct. If the estimate becomes high (that is, if the correct value is skipped) the correct estimate is found by binary search in the last range between low and high detection.

The evaluation of each estimate is implemented as follows. In each round of communication nodes share some potential values with neighbors in a gossip-based fashion. The fraction of potential shared, as well as the truncation of messages and calculations to adapt to the limits in communication and memory access, are functions of the running estimate, given that \( n \) is not known. This gossiping continues for a number of rounds after which supervisors move their potential to a separate accumulator completing what is called conceptually a phase. The process repeats for a number of phases to complete the evaluation of the current estimate. The number of rounds and phases are functions of the running estimate, the errors produced by truncation, and the disconnection characteristic \( T \).

If the estimate is correct, the number of rounds and phases are such that supervisors have moved almost all the initial potential to their accumulators. Then, supervisors univocally decide that the estimate is correct comparing the value in their accumulators with some carefully designed range, and they disseminate the news to all other nodes by simple broadcast.

If on the other hand the estimate is incorrect, that is, if it is either low or high, the algorithm detects by one or more of the following alarms. If nodes receive messages from more neighbors than the running estimate, the estimate is obviously low. If early in the execution potentials are above some carefully calculated threshold, the estimate is low as
our analysis shows. Finally, if the supervisors accumulated potential is outside the abovementioned range, or a node receives a notification of wrong estimate from other nodes, the estimate is either low or high (whatever corresponds).

A crucial difference between RMC and MMC is the way that potentials are shared and updated in each round to cope with limits in communication and memory access. Specifically, in MMC the potential $\Phi$ of each node $u$ is updated in round $r$ of phase $p$ of an epoch with estimate $k$ as

$$\Phi_{p,r+1}[u] = \Phi_{p,r}[u] + \sum_{v \in N_{p,r}[u]} \frac{\Phi_{p,r}[v]}{d} - \frac{|N_{p,r}[u]|}{d} \Phi_{p,r}[u],$$

where $N_{p,r}[u]$ is the set of neighbors of $u$ in round $r$ of phase $p$, $d = 2k^{1+\epsilon}$ and $\epsilon > 0$ is an arbitrarily small constant.

In words, each node shares a fraction $1/d$ with its neighbors. So, node $u$ adds to its current potential a $1/d$ fraction of the potential of each neighbor, and subtracts a $1/d$ fraction of its own potential for each neighbor. The potential $\Phi$ is transmitted as a whole rather than the fraction since all nodes know $d = 2k^{1+\epsilon}$ because the algorithm is synchronous.

However, after successive rounds of dividing by $d$, the potential of some nodes may require $\omega(\log d)$ bits of precision. That is, for $k \in \omega(\sqrt[4]{n})$, they would require $\omega(\log n)$ bits of precision, violating the limits on communication and memory access. To avoid it, in RMC shared potentials are truncated to the most significant $c \log d$ bits, for some constant $c$ defined later. More precisely, in RMC the potential $\Phi$ of each node $u$ is updated in round $r$ of phase $p$ of an epoch with estimate $k$ as

$$\Phi_{p,r+1}[u] = \Phi_{p,r}[u] + \sum_{v \in N_{p,r}[u]} \frac{|d^{-1}\Phi_{p,r}[v]|}{d} - \frac{|N_{p,r}[u]|}{d} \frac{|d^{-1}\Phi_{p,r}[u]|}{d}.$$

Also, to attain strong aperiodicity as required by Theorem 1, we set $d = 2k^{1+\epsilon}$. Given that throughout the execution $k < 2n$, RMC does not violate the limits on communication and memory access.

### 7.2 Analysis of Restricted Methodical Counting

We analyze the evolution of potentials as a Markov chain on the $T$-connected evolving graph $G = \{G_j\}_{j=0}^{\infty}$, where $G_j = \{G_jT+t\}_{t=1}^{T}$, as defined in Section 4.2. We adjust the potentials distribution after each $T$ rounds by the error produced by the truncation of potentials. In different nodes such error may delay the convergence to the stationary distribution. To upper bound the total time, we upper bound the delay (that is, the additional error with respect to the stationary due to truncation). As a worst case we assume that the convergence is delayed at all nodes.

For the purpose of the analysis, we conceptually divide each phase in blocks of $T$ rounds. (The number of rounds in each phase will be a multiple of $T$.) We denote the vector of potentials at the beginning of round $i$ of block $j$ of phase $h$ as $\Phi_{i,j,h}$. For clarity, we will sometimes refer to round $i$ of block $j$ of phase $h$ as round $(i,j,h)$, and for inductive arguments we may refer to the round that follows (resp. preceeds) as $(i+1,j,h)$ (resp. $(i-1,j,h)$), omitting the fact that such round may correspond to a different block. Also, we refer to the potential right before the beginning of phase $h > 1$, denoted as $\Phi_{0,0,h}$, meaning the potential after the last round of phase $h - 1$, before the potential is reset at the beginning of phase $h$.

First, we prove the following two claims about properties of the potential during the execution of RMC, for later use.

**Claim 1.** Given an ADCS of $n$ nodes running RMC with parameter $d$, for any round $(i,j,h)$ of phase $h$, if $d$ was larger than the number of neighbors of each node $x$ for every round $(i',j',h)$ before round $(i,j,h)$, then $||\Phi_{i,j,h}||_1 = ||\Phi_{1,1,h}||_1$.

**Proof.** For any given round $(i,j,h)$ and any given node $u$, if $d/2$ is larger than the number of neighbors of $u$, the potential is updated as (refer to Lines 3.10 and 5.2)

$$\Phi_{i+1,j,h}[u] = \Phi_{i,j,h}[u] + \sum_{v \in N_{i,j,h}[u]} \frac{|d^{-1}\Phi_{i,j,h}[v]|}{d} - \frac{|N_{i,j,h}[u]|}{d} \frac{|d^{-1}\Phi_{i,j,h}[u]|}{d},$$

Notice that nodes do not know $N_{p,r}[u]$, but they know $|N_{p,r}[u]|$ after receiving messages. Also, recall that nodes are labeled only for the presentation, but nodes do not have identifiers.
Algorithm 3: **Restrict Methodical Counting** algorithm for each *supervisor node*. $N$ is the set of neighbors of this node in the current round – the node does not know them, but can send and receive short messages to/from them. $\ell$ is the number of supervisor nodes. The parameters $d, p, r, \tau$ and $c$ are as defined in Theorem 4.

1. $k \leftarrow \ell + 1, \min \leftarrow k, \max \leftarrow \infty$  
   // initial size estimate and range
2. repeat  
   // iterating epochs
3.   status $\leftarrow$ probing  
4.   $\Phi \leftarrow 0$  
5.   $\rho \leftarrow 0$  
6.   for phase = 1 to $p$ do  
7.     for round = 1 to $r$ do  
8.       Send $\langle \Phi, \text{status} \rangle$ and Receive $\langle \Phi_i, \text{status}_i \rangle, \forall i \in N$  
9.       if status = probing and $|N| < d/2$ and $\forall i \in N : \text{status}_i = \text{probing}$ then  
10.          $\Phi \leftarrow \Phi + \sum_{v \in N} \left( d^{-1} \Phi_v \right) / d^\ell - |N| \left( d^{-1} \Phi \right) / d^\ell$  
11.              // Share potential truncated to $c \log d$ bits
12.       else  
13.          // $k < n$
14.          status $\leftarrow$ probing, $\Phi \leftarrow \ell$
15.       if phase = 1 and $\Phi > \tau$ then status $\leftarrow$ low, $\Phi \leftarrow \ell$  
16.          // $k < n$
17.       if status = probing then  
18.          $\rho \leftarrow \rho + \Phi$  
19.              // consume potential
20.          $\Phi \leftarrow 0$
21.       if status = probing then  
22.          if $(k - \ell)(1 - k^{-\gamma}) \leq (k - \ell)(1 + k^{-\gamma})$ then  
23.              status $\leftarrow$ done  
24.              // $k = n$
25.          if $\rho < (k - \ell)(1 - k^{-\gamma})$ then status $\leftarrow$ high  
26.              // $k > n$
27.          if $\rho > (k - \ell)(1 + k^{-\gamma})$ then status $\leftarrow$ low  
28.              // $k < n$
29.       for round = 1 to $d$ do  
30.          Broadcast $\langle \text{status} \rangle$ and Receive $\langle \text{status}_i \rangle, \forall i \in N$  
31.          if status = low then  
32.              $\min \leftarrow k + 1$
33.          if max = $\infty$ then $k \leftarrow 2k$ else $k \leftarrow \lfloor (\min + max) / 2 \rfloor$
34.          else  
35.              if status = high then  
36.                  $\max \leftarrow k - 1$
37.                  // $k < n$
38.              $k \leftarrow \lfloor (\min + max) / 2 \rfloor$
39.       until status = done
40. return $k$
Algorithm 4: Restricted Methodical Counting algorithm for each supervised node. \( N \) is the set of neighbors of this node in the current round – the node does not know them, but can send and receive short messages to/from them. \( \ell \) is the number of supervisor nodes. The parameters \( d, p, r, \tau \) and \( c \) are as defined in Theorem 4.

\[
k \leftarrow \ell + 1, \min \leftarrow k, \max \leftarrow \infty \quad \text{// initial size estimate and range}
\]

\[
\text{repeat} \\
\text{// iterating epochs}
\]

\[
\text{status} \leftarrow \text{probing} \\
\Phi \leftarrow \ell \quad \text{// current potential}
\]

\[
\text{for phase = 1 to } p \text{ do} \\
\text{// iterating phases}
\]

\[
\text{for round = 1 to } r \text{ do} \\
\text{// iterating rounds}
\]

\[
\text{Send } \langle \Phi, \text{status} \rangle \text{ and Receive } \langle \Phi_i, \text{status}_i \rangle, \forall i \in N \quad \text{// To/from neighbors in } N
\]

\[
\text{if status = probing and } |N| < d/2 \text{ and } \forall i \in N : \text{status}_i = \text{probing} \text{ then}
\]

\[
\Phi \leftarrow \Phi + \sum_{v \in N} \left\lfloor \frac{d^{c-1} \Phi_v}{d^{c-1} \Phi} \right\rfloor / |N| \left\lfloor \frac{d^{c-1} \Phi}{d^{c-1} \Phi} \right\rfloor \quad \text{// Share potential truncated to } c \log d \text{ bits}
\]

\[
\text{else} \\
\text{// } k < n
\]

\[
\text{if phase = 1 and } \Phi > \tau \text{ then } \text{status} \leftarrow \text{low}, \Phi \leftarrow \ell \quad \text{// } k < n
\]

\[
\text{for round = 1 to } d \text{ do} \\
\text{// disseminate status}
\]

\[
\text{Broadcast } \langle \text{status} \rangle \text{ and Receive } \langle \text{status}_i \rangle, \forall i \in N
\]

\[
\text{if status = low then} \\
\min \leftarrow k + 1
\]

\[
\text{if max = } \infty \text{ then } k \leftarrow 2k \text{ else } k \leftarrow \lfloor (\min + \max) / 2 \rfloor
\]

\[
\text{else}
\]

\[
\text{if status = high then}
\]

\[
\max \leftarrow k - 1
\]

\[
\text{k} \leftarrow \lfloor (\min + \max) / 2 \rfloor
\]

\[
\text{until status = done}
\]

\[
\text{return } k
\]
where $N_{i,j,h}[u]$ is the set of neighbors of $u$ in round $\langle i, j, h \rangle$. Inductively, assume that the claimed overall potential holds for some round $\langle i, j, h \rangle$, we want to show that consequently it holds for $\langle i + 1, j, h \rangle$. The potential for round $\langle i + 1, j, h \rangle$ is

$$||\Phi_{i+1,j,h}||_1 = ||\Phi_{i,j,h}||_1 + \frac{1}{d^c} \sum_{u,v \in V: v \in N_{i,j,h}[u]} \left( |d^{-c} \Phi_{i,j,h}[v]| - |N_{i,j,h}[u]| |d^{-c} \Phi_{i,j,h}[u]| \right). \quad (6)$$

In the ADCS model, communication is symmetric. That is, for every pair of nodes $x, y \in V$, and round $\langle i, j, h \rangle$ it is $x \in N_{i,j,h}[y] \iff y \in N_{i,j,h}[x]$. Fix a pair of nodes $x', y' \in V$ such that in round $\langle i, j, h \rangle$ it is $y' \in N_{i,j,h}[x']$ and hence $x' \in N_{i,j,h}[y']$. Consider the summations in Equation $6$. Due to symmetric communication, we have that the potential $\Phi_{i,j,h}[y']$ appears with positive sign when the indices of the summations are $x = x'$ and $y = y'$, and with negative sign when the indices are $x = y'$ and $y = x'$. (Notice that it is truncated the same way at both nodes.) This observation applies to all pairs of nodes that communicate in any round. Therefore, we can re-write Equation $6$ as

$$||\Phi_{i+1,j,h}||_1 = ||\Phi_{i,j,h}||_1 + \frac{1}{d^c} \sum_{u,v \in V: v \in N_{i,j,h}[u]} \left( |d^{-c} \Phi_{i,j,h}[v]| - |d^{-c} \Phi_{i,j,h}[u]| + |d^{-c} \Phi_{i,j,h}[v]| - |d^{-c} \Phi_{i,j,h}[u]| \right) = ||\Phi_{i,j,h}||_1.$$

Thus, the claim follows.

**Claim 2.** Given an ADCS with $\ell > 0$ supervisors and $n - \ell > 0$ supervised nodes running RMC with parameter $c \geq 2$, for any round $\langle i, j, h \rangle$ and any node $u \in V$, it is $\Phi_{i,j,h}[u] \geq 0$.

**Proof.** At the beginning of the first round the potential of the supervisor nodes is 0 and the potential of any supervised node $x$ is $\ell$. Thus, the claim follows.

Inductively, for any round $\langle i, j, h \rangle$ after the first round, we consider two cases according to node status. If a node $x$ is in alarm status “low” at the beginning of the round, then it is $\Phi_{i,j,h}[x] = \ell$ because, whenever the status of a node is updated to “low”, its potential is set to $\ell$ and will not change until the next epoch (refer to Algorithms 3 and 4).

In the second case, if a node $u$ is in “probing” status at the beginning of round $\langle i, j, h \rangle$, it means that it had its potential updated in all previous rounds $\langle i', j', h' \rangle$ as (refer to Lines 310 or 319)

$$\Phi_{i',j',h'}[u] + \sum_{v \in N_{i',j',h'}[u]} \frac{|d^{-c} \Phi_{i',j',h'}[v]| - |N_{i',j',h'}[u]| |d^{-c} \Phi_{i',j',h'}[u]|}{d^c} \leq \Phi_{i',j',h'}[u] + \sum_{v \in N_{i',j',h'}[u]} \frac{\Phi_{i',j',h'}[v]}{d} - |N_{i',j',h'}[u]| \frac{\Phi_{i',j',h'}[u]}{d} + |N_{i',j',h'}[u]| \frac{1}{d^c}.$$ \quad (7)

Where the last term is the maximum extra potential kept by node $u$ due to truncation to $c \log d$ bits by nodes in $N_{i,j,h}[u]$. For all rounds $\langle i', j', h' \rangle$, node $u$ exchanged potential with less than $d/2$ neighbors, because otherwise it would have been changed to alarm status (refer to Lines 312 and 314). Therefore it is $|N_{i',j',h'}[u]| \Phi_{i',j',h'}[u]/d < \Phi_{i',j',h'}[u]$ which implies $\Phi_{i,j,h}[u] \geq 0$.

The general structure of the rest of the proof is the following. We divide the analysis in 4 cases according to the relation between the estimate $k$ and the network size $n$.

| $k^{1+\varepsilon}$ | $k < n \leq k^{1+\varepsilon}$ | $k = n$ | $k > n$ |
|------------------|------------------|----------|----------|
| then $\rho > (k-\ell) \left( 1 + \frac{1}{\ell^2} \right)$ | $\rho > (k-\ell) \left( 1 + \frac{1}{\ell^2} \right)$ | $\rho < (k-\ell) \left( 1 + \frac{1}{\ell^2} \right)$ | $\rho < (k-\ell) \left( 1 + \frac{1}{\ell^2} \right)$ |
| proved in | $\text{Lemma 6 \& auxiliary 4 and 5}$ | $\text{Lemma 3}$ | $\text{Lemma 2}$ |

| proved in | $\text{Lemma 7}$ |

We begin the analysis considering the case $k = n$, as follows.
Lemma 2. Consider an ADCS with a $\mathcal{T}$-connected evolving graph topology with $\ell > 0$ supervisors and $n - \ell > 0$ supervised nodes running the RMC protocol with parameters $d \geq 2k$, $p \geq (2\gamma \ln k) / (\ell (\frac{1}{k} + \frac{1}{k^n}))$, $r \geq 4\mathcal{T} \alpha \ln k/\phi_{\min}^2$, and $c \geq 5\alpha + 2\mathcal{T} + 4$, where $\gamma > 0$ and $\alpha \geq \max\{2, 1 + \gamma + \log_k 3, \log_k (3\mathcal{T})\}$. Then, if $k = n$, the potential $\rho$ consumed by each of the $\ell$ supervisor nodes is such that

$$(k - \ell) \left(1 - \frac{1}{k^\gamma}\right) \leq \rho \leq (k - \ell) \left(1 + \frac{1}{k^\gamma}\right).$$

Proof. Given that $d \geq 2n$ and $c > \log_d \mathcal{T} + 1$, we have from Eq. 5 in the proof of Theorem 3 (changing the notation appropriately) that right before the beginning of any phase $h > 1$ it is

$$
\left\| \frac{\Phi_{0,0,2}}{\Phi_{1,1,1}} - \frac{1}{n} \right\|_2^2 \leq \exp \left(-b\phi_{\min}^2\right) + \frac{3\mathcal{T}}{4d^{c-2}T^{4}}.
$$

The above applies to any phase as long as $d \geq n$. Thus, we have that right before the beginning of any phase $h > 1$:

$$
\left\| \frac{\Phi_{0,0,h}}{\Phi_{1,1,h-1}} - \frac{1}{n} \right\|_2^2 \leq \exp \left(-b\phi_{\min}^2\right) + \frac{3\mathcal{T}}{4d^{c-2}T^{4}}.
$$

(8)

Given that $r \geq 4\mathcal{T} \alpha \ln k/\phi_{\min}^2$ and each block has $\mathcal{T}$ rounds, it is $b \geq 4\alpha \ln k/\phi_{\min}^2$. Thus,

$$
\left\| \frac{\Phi_{0,0,h}}{\Phi_{1,1,h-1}} - \frac{1}{n} \right\|_2^2 \leq \frac{1}{k^{4\alpha}} + \frac{3\mathcal{T}}{4d^{c-2}T^{4}}.
$$

Replacing $\alpha \geq \log_k (3\mathcal{T})$ and $d \geq k$, it is

$$
\left\| \frac{\Phi_{0,0,h}}{\Phi_{1,1,h-1}} - \frac{1}{n} \right\|_2^2 \leq \frac{1}{k^{4\alpha}} + \frac{1}{4d^{c-2}T^{4} - 4 - \alpha}.
$$

And for $c \geq 5\alpha + 2\mathcal{T} + 4$ we have that

$$
\left\| \frac{\Phi_{0,0,h}}{\Phi_{1,1,h-1}} - \frac{1}{n} \right\|_2^2 \leq \frac{5}{4k^{4\alpha}} \leq \frac{1}{k^{2\alpha}}, \text{ for } \alpha \geq 1/2 \text{ and } k \geq 2.
$$

Given that $(\Phi_{0,0,h}(v)) / \Phi_{1,1,h-1}(1 - 1/n)^2 \leq \left\| \Phi_{0,0,h} / \Phi_{1,1,h-1} \right\|_2$ for any node $v$ and phase $h > 1$, we have that $(\Phi_{0,0,h}(v)) / \Phi_{1,1,h-1}(1 - 1/n)^2 = (\Phi_{0,0,h}(v)) / (1/k)^2 \leq 1/k^{2\alpha}$ and hence $\Phi_{0,0,h}(v) \geq (1/k - 1/k^\alpha) \Phi_{1,1,h-1}$. Notice that the latter is true for any initial distribution. Therefore, after each phase a supervisor node consumes between $1/k - 1/k^\alpha$ and $1/k + 1/k^\alpha$ fraction of the total potential in the system, and the total potential in the system drops by at least $\ell(1/k - 1/k^\alpha)$ and by at most $\ell(1/k + 1/k^\alpha)$ fraction. Recall that the initial overall potential in the system is $\ell(n - \ell) = \ell(k - \ell)$, and that by Claim 1 if $d > n$, the overall potential in the system is the same throughout each phase.

Using the latter observations, we first find conditions on the number of phases $p$ to obtain the desired bounds on $\rho$, as follows. After $p$ phases a supervisor node consumes at least

$$
\rho \geq \ell(k - \ell) \left(1 - \frac{1}{k^\alpha}\right) \sum_{i=0}^{p-1} \left(1 - \ell \left(\frac{1}{k} + \frac{1}{k^\alpha}\right)\right)^i,
$$

(9)

and at most

$$
\rho \leq \ell(k - \ell) \left(1 + \frac{1}{k^\alpha}\right) \sum_{i=0}^{p-1} \left(1 - \ell \left(\frac{1}{k} - \frac{1}{k^\alpha}\right)\right)^i.
$$

(10)
Given that $0 < \ell \left(\frac{1}{k} + \frac{1}{k^\alpha}\right) < 1$ for $\alpha \geq 2$ and $k > \ell$, Equation 10 is

$$\rho \geq \ell(k - \ell) \frac{1}{k} \left(1 - \left(1 - \ell \frac{1}{k} + \frac{1}{k^\alpha}\right)^p\right) \left(1 - \left(1 - \ell \frac{1}{k} + \frac{1}{k^\alpha}\right)^p\right).$$

Given that $0 < \ell \left(\frac{1}{k} + \frac{1}{k^\alpha}\right) < 1$ for $\ell < k$ and $\alpha \geq 2$, it is

$$\rho \geq (k - \ell) \frac{k^\alpha - k}{k^\alpha + k} \left(1 - \exp(-p\ell \left(\frac{1}{k} + \frac{1}{k^\alpha}\right))\right).$$

Thus, to prove the lower bound on $\rho$, it is enough to find values of $p$ and $\alpha$ such that

$$\frac{k^\alpha - k}{k^\alpha + k} \left(1 - \exp(-p\ell \left(\frac{1}{k} + \frac{1}{k^\alpha}\right))\right) \geq 1 - \frac{1}{k^\gamma}.$$

We note first that for

$$p \geq \frac{2\gamma \ln k}{\ell \left(\frac{1}{k} + \frac{1}{k^\alpha}\right)},$$

it is

$$1 - \exp\left(-p\ell \left(\frac{1}{k} + \frac{1}{k^\alpha}\right)\right) \geq 1 - \frac{1}{k^{2\gamma}}.$$

Replacing, it is enough to prove

$$\frac{k^\alpha - k}{k^\alpha + k} \left(1 + \frac{1}{k}\right) \geq 1 \quad \alpha = 2k^{1-\gamma}.$$

Thus, for $\gamma > 0$ it is enough to prove $k^{\alpha - \gamma} \geq 3k$, which is true for $\alpha \geq 1 + \gamma + \log_k 3$. We show now the upper bound on $\rho$ starting from Equation 11

$$\rho \leq \ell(k - \ell) \left(\frac{1}{k} + \frac{1}{k^\alpha}\right)^{p-1} \sum_{i=0}^{p-1} \left(1 - \ell \left(\frac{1}{k} - \frac{1}{k^\alpha}\right)\right)^i.$$

Given that $1 - \ell \left(\frac{1}{k} - \frac{1}{k^\alpha}\right) < 1$ for $\alpha \geq 2 > 1$, it is

$$\rho \leq \ell(k - \ell) \left(\frac{1}{k} + \frac{1}{k^\alpha}\right)^{1 - \left(1 - \ell \left(\frac{1}{k} - \frac{1}{k^\alpha}\right)^p\right)} \left(1 - \left(1 - \ell \left(\frac{1}{k} - \frac{1}{k^\alpha}\right)^p\right)\right).$$

Given that $0 < \ell \left(\frac{1}{k} - \frac{1}{k^\alpha}\right) < 1$ and $p > 0$, it is $\left(1 - \left(1 - \ell \left(\frac{1}{k} - \frac{1}{k^\alpha}\right)^p\right)\right) < 1$. Then, replacing, we get

$$\rho \leq (k - \ell) \frac{k^\alpha + k}{k^\alpha - k}.$$

Thus, to prove the upper bound on $\rho$, it is enough to show that

$$\frac{k^\alpha + k}{k^\alpha - k} \leq 1 + \frac{1}{k^\gamma}.$$

This is the same as Equation 11 and hence the claim follows.

The previous lemma shows that, after running RMC enough time, if for some supervisor node it is $\rho > (k - \ell) \left(1 + \frac{1}{k^\alpha}\right)$ or $\rho \leq (k - \ell) \left(1 - \frac{1}{k^\alpha}\right)$, for some $\gamma > 0$, we know that the estimate $k$ is wrong. However, the complementary case, that is, $(k - \ell) \left(1 - \frac{1}{k^\alpha}\right) \leq \rho \leq (k - \ell) \left(1 + \frac{1}{k^\alpha}\right)$, may occur even if the estimate is $k \neq n$ and hence the error has to be detected by other means. To prove correctness in this case we further separate the range of $k$ in three cases. The first one, when $k < n \leq k^{1+\epsilon}$, for some $\epsilon > 0$, in the following lemma, which is based on upper bounding the potential left in the system after running RMC long enough.
Lemma 3. Consider an ADCS with a $T$-connected evolving graph topology with $\ell > 0$ supervisors and $n - \ell > 0$ supervised nodes running the RMC protocol with parameters $d \geq k^{1+\epsilon}$, $p \geq 2\delta (ln k)/(\ell (1/n + 1/k^\delta))$, $r \geq 4T \beta \ln k/\phi^2_{\text{min}}$, and $c \geq 5\beta + 2T + 4$, where $\beta \geq \log_{k^\gamma} \max\{(n(2k^\delta + 1), 3T), \beta > 2, \delta > \log_k(nk^\gamma/(nk^\gamma - (n - 1)(k^\gamma + 1))), \gamma > \log_k(n - 1), \text{ and } \epsilon > 0$. Then, if $k < n \leq k^{1+\epsilon}$, the potential $\rho$ consumed by any supervisor node is $\rho > (k - \ell)(1 + 1/k^\gamma)$.

Proof. Given that $d \geq n$ and $c > \log_d T + 1$, we have from Eq. 8 that right before the beginning of any phase $h > 1$

$$\left\| \frac{\Phi_{0,0,h}}{\|\Phi_{1,1,h-1}\|} - \frac{1}{n} \right\|_2^2 \leq \exp(-b\phi^2_{\text{min}}) + \frac{3T}{4d^2-2T+4}.$$  

Given that $r \geq 4T \beta \ln k/\phi^2_{\text{min}}$ and each block has $T$ rounds, it is $b \geq 4\beta \ln k/\phi^2_{\text{min}}$. Thus,

$$\left\| \frac{\Phi_{0,0,h}}{\|\Phi_{1,1,h-1}\|} - \frac{1}{n} \right\|_2^2 \leq \exp(-4\beta \ln k) + \frac{3T}{4d^2-2T+4} = \frac{1}{k^{4\beta}} + \frac{3T}{4d^2-2T+4}.$$  

Given that $c \geq 5\beta + 2T + 4$ and $d > k$ we have that

$$\left\| \frac{\Phi_{0,0,h}}{\|\Phi_{1,1,h-1}\|} - \frac{1}{n} \right\|_2^2 \leq \frac{1}{k^{4\beta}} + \frac{3T}{4d^{2\beta}}.$$  

And for $d > k$ and $\beta \geq \log_k(3T)$, it is

$$\left\| \frac{\Phi_{0,0,h}}{\|\Phi_{1,1,h-1}\|} - \frac{1}{n} \right\|_2^2 \leq \frac{5}{4k^{4\beta}} \leq \frac{1}{k^{2\gamma}}, \text{ for } \beta \geq 1/2 \text{ and } k \geq 2.$$  

Given that $\langle \Phi_{0,0,h}[v]/\|\Phi_{1,1,h-1}\|1 - 1/n \rangle^2 \leq \left\| \frac{\Phi_{0,0,h}}{\|\Phi_{1,1,h-1}\|} - \frac{1}{n} \right\|_2^2$ for any node $v$, we have that $\langle \Phi_{0,0,h}[v]/\|\Phi_{1,1,h-1}\|1 - 1/n \rangle^2 \leq 1/k^{2\beta}$ and hence $\Phi_{0,0,h}[v] \geq (1/n - 1/k^{2\beta})\|\Phi_{1,1,h-1}\|1$. The latter is true for any initial distribution and any phase $h$. Therefore, after each phase a supervisor node consumes at least $1/n - 1/k^{2\beta}$ fraction of the total potential in the system, and the total potential in the system drops by at most $\ell(1/n + 1/k^{2\beta})$ fraction. Recall that the initial overall potential in the system is $\ell(n - \ell)$, and that by Claim 1 if $d > n$, the overall potential in the system does not change during each phase.

Using the latter observations, after $p$ phases, any given supervisor node consumes at least

$$\rho \geq \ell(n - \ell) \left( 1 - \frac{1}{k^{2\beta}} \right)^{p-1} \sum_{i=0}^{p-1} (1 - \ell(1/n + 1/k^{2\beta}))^i.$$  

Given that $0 < \ell(1/n + 1/k^{2\beta}) < 1$ for $\beta \geq 2$ and $k > \ell$, we have that

$$\rho \geq \ell(n - \ell) \left( 1 - \frac{1}{k^{2\beta}} \right) \frac{1 - \ell(1/n + 1/k^{2\beta})^p}{1 - \ell(1/n + 1/k^{2\beta})} = (n - \ell) \frac{k^{2\beta} - n}{k^{2\beta} + n} \left( 1 - \left( 1 - \ell(1/n + 1/k^{2\beta}) \right)^p \right).$$  

Again using that $0 < \ell(1/n + 1/k^{2\beta}) < 1$ for $\beta \geq 2$ and $k > \ell$, and given that $1 - x \leq e^{-x}$ for any $0 < x < 1$ [45], we have

$$\rho \geq (n - \ell) \frac{k^{2\beta} - n}{k^{2\beta} + n} \left( 1 - \exp\left( -p\ell\left( 1 + \frac{1}{k^{2\beta}} \right) \right) \right), \text{ replacing } p \geq \frac{2\delta \ln k}{\ell(1/n + 1/k^{2\beta})};$$

$$\geq (n - \ell) \frac{k^{2\beta} - n}{k^{2\beta} + n} \left( 1 - \frac{1}{k^{2\beta}} \right) \geq (n - \ell) \frac{k^{2\beta} - n}{k^{2\beta} + n} \left( 1 + \frac{1}{k^{2\beta}} \right) \left( 1 - \frac{1}{k^{2\beta}} \right) \geq (n - \ell) \left( 1 - \frac{1}{k^{2\beta}} \right).$$  

The latter inequality holds for $\beta \geq \log_k(n(2k^{2\beta} + 1))$. Then, to complete the proof, it is enough to show that

$$(n - \ell) \left( 1 - \frac{1}{k^{2\beta}} \right) > (k - \ell) \left( 1 + \frac{1}{k^{2\beta}} \right).$$  

Which is true for $k < n$, $\delta > \log_k(nk^{2\beta}/(nk^{2\beta} - (n - 1)(k^{2\beta} + 1)))$ and $\gamma > \log_k(n - 1).$.  
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We now consider the case \( k^{1+\epsilon} < n \). We focus on the first phase. We define a threshold \( \tau \) and a number of rounds \( r \) such that, after the phase is completed, all nodes that have potential above \( \tau \) can send an alarm to the leader, as such potential indicates that the estimate is low.

In order to do that, we first establish an upper bound of at most \( k^{1+\epsilon} \) nodes with potential at most \( \tau \) at the end of the first phase (Lemma 3). Given that \( k^{1+\epsilon} < n \), using this lemma we know that there is at least one node with potential above \( \tau \) at the end of the first phase. Second, we show that if the estimate is not low, that is \( k \geq n \), then all nodes have potential at most \( \tau \) at the end of the first phase (Lemma 5). That is, a potential above \( \tau \) can only happen when indeed the estimate is low. Finally, we show that if \( k^{1+\epsilon} < n \) an alarm “low” initiated by nodes with potential above \( \tau \) must be received after \( k^{1+\epsilon} \) further rounds of communication (Lemma 6).

**Lemma 4.** Consider an ADCS with a \( T \)-connected evolving graph topology with \( \ell > 0 \) supervisors and \( n - \ell > 0 \) supervised nodes running the RMC protocol. For \( \epsilon > 0 \), after running the first phase, there are at most \( k^{1+\epsilon} \) nodes that have potential at most \( \tau = (1 - \ell/k^{1+\epsilon}) \).

**Proof.** We define the slack of node \( x \) at the beginning of round \( (i, j, h) \) as \( s_{i,j,h}[x] = \ell - \Phi_{i,j,h}[x] \) and the vector of slacks at the beginning of round \( (i, j, h) \) as \( s_{i,j,h} \). In words, the slack of a node is the “room” for additional potential shared by nodes in \( i, j, h \). That is, the slack of a node is the “room” for additional potential at the beginning of the first phase. Second, we show that if the estimate is not low, that is \( k \geq n \), then all nodes have potential at most \( \tau \) at the end of the first phase (Lemma 5). That is, a potential above \( \tau \) can only happen when indeed the estimate is low. Finally, we show that if \( k^{1+\epsilon} < n \) an alarm “low” initiated by nodes with potential above \( \tau \) must be received after \( k^{1+\epsilon} \) further rounds of communication (Lemma 6).

**Lemma 5.** Consider an ADCS with a \( T \)-connected evolving graph topology with \( \ell > 0 \) supervisors and \( n - \ell > 0 \) supervised nodes running the RMC protocol with parameters \( d > k \), \( p > 0 \), \( r \geq T b \), \( b \geq \)
(5 + 2\epsilon - 2\log_k(k^{\epsilon} - 1)) \ln k/\phi_{\text{min}}^2, \text{and } c \geq 5 + 2\epsilon - 2\log_k(k^{\epsilon} - 1) + 2T + 4 + \alpha, \text{where } \epsilon > 0, \text{and } \alpha \geq \log_k(3T).

Then, if \( k \geq n \), at the end of the first phase no individual node has potential larger than \( \tau = \ell(1 - \ell/k^{1+\epsilon}). \)

**Proof.** Given that \( d \geq n \) and \( c > \log_d T + 1 \), we have from Eq.\( \ref{eq:potential} \) that right before the beginning of phase 2 it is

\[
\| \Phi_{0,2} \|_{\Phi_1,1,1} - \frac{1}{n} \|_2^2 \leq \exp \left( -2\phi_{\text{min}}^2 \right) + \frac{3T}{4d^{k-2T-4}}.
\]

Given that \( b \geq (5 + 2\epsilon - 2\log_k(k^{\epsilon} - 1)) \ln k/\phi_{\text{min}}^2, \) it is

\[
\| \Phi_{0,2} \|_{\Phi_1,1,1} - \frac{1}{n} \|_2^2 \leq \frac{1}{k^{5+2\epsilon-2\log_k(k^{\epsilon} - 1)}} + \frac{3T}{4d^{k-2T-4}}.
\]

Replacing \( \alpha \geq \log_k(3T) \) and \( d \geq k \) we have that

\[
\| \Phi_{0,2} \|_{\Phi_1,1,1} - \frac{1}{n} \|_2^2 \leq \frac{1}{k^{5+2\epsilon-2\log_k(k^{\epsilon} - 1)}} + \frac{1}{4d^{k-2T-4-\alpha}}.
\]

For \( c \geq 5 + 2\epsilon - 2\log_k(k^{\epsilon} - 1) + 2T + 4 + \alpha \) we have that

\[
\| \Phi_{0,2} \|_{\Phi_1,1,1} - \frac{1}{n} \|_2^2 \leq \frac{5}{4k^{5+2\epsilon-2\log_k(k^{\epsilon} - 1)}} \leq \frac{1}{k^{4+2\epsilon-2\log_k(k^{\epsilon} - 1)}}.
\]

The latter is true because \( k \geq 2 \).

Given that for any node \( j \), it is \( (\Phi_{0,2}[j]/\| \Phi_1,1,1 \|_1 - 1/n)^2 \leq \| \Phi_{0,2} \|_{\Phi_1,1,1} - \frac{1}{n} \|_2^2 \), we have that

\[
(\Phi_{0,2}[j]/\| \Phi_1,1,1 \|_1 - 1/n)^2 \leq 1/k^{4+2\epsilon-2\log_k(k^{\epsilon} - 1)/\ln k}.
\]

Hence, it is \( \Phi_{0,2}[j] \leq (1/n + 1/k^{2+\epsilon-\log_k(k^{\epsilon} - 1)})/\| \Phi_1,1,1 \|_1 \) for any node \( j \). Moreover, given that \( d > k \geq n \) the total potential in the network is \( \ell(n - \ell) \) (Claim\( \ref{claim:potential} \)). Thus, no individual node should have potential larger than \( \ell(n - \ell)(1/n + 1/k^{2+\epsilon-\log_k(k^{\epsilon} - 1)}). \)

We show that the latter is at most \( \tau = \ell(1 - \ell/k^{1+\epsilon}) \) as follows. We want to prove

\[
\ell(n - \ell) \left( \frac{1}{n} + \frac{1}{k^{2+\epsilon-\log_k(k^{\epsilon} - 1)}} \right) \leq \ell \left( 1 - \frac{\ell}{k^{1+\epsilon}} \right)
\]

\[
\frac{n - \ell}{k^{2+\epsilon-\log_k(k^{\epsilon} - 1)}} \leq \frac{n - \ell}{k^{1+\epsilon}}.
\]

Given that \( k \geq n \), it is enough to show that

\[
\frac{k - \ell}{k^{2+\epsilon-\log_k(k^{\epsilon} - 1)}} \leq \frac{\ell}{k} - \frac{\ell}{k^{1+\epsilon}}
\]

\[
k - \ell \leq \ell(k^{\epsilon} - 1)k^{1-\log_k(k^{\epsilon} - 1)}
\]

\[
k - \ell \leq \ell k.
\]

And the latter is true because \( \ell \geq 1 \).

The previous lemma shows that, if the estimate is “not-low” \( (k \geq n) \), at the end of the first phase all nodes must have “low” potential \( \Phi_{0,0,2} \leq \tau \). (Notice the inverse relation between estimate and potential.) So, to complete the proof of the case \( k^{1+\epsilon} < n \) (i.e. low estimate) we show in the following lemma that if \( k^{1+\epsilon} < n \) (i.e. low estimate) there are some nodes with \( \Phi_{0,0,2} > \tau \) (i.e. high potential), and that all the other nodes will know this within the following phase.

**Lemma 6.** Consider an ADCS with a \( T \)-connected evolving graph topology with \( \ell > 0 \) supervisors and \( n - \ell > 0 \) supervised nodes running the RMC protocol with parameters \( d > k, p > 1 \) and \( r \geq T/4 \), where \( b \geq (5 + 2\epsilon - 2\log_k(k^{\epsilon} - 1)) \ln k/\min \{ \phi_{\text{min}}^2, \ln(1 + t_{\text{min}}) \} \), and \( \epsilon > 0 \). Then, if \( k^{1+\epsilon} < n \) within the second phase all nodes receive an alarm status “low”.
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Proof. Consider a partition \( \{L, H\} \) of the set of nodes, where \( L \) is the set of nodes with potential at most \( \tau \) at the end of the first phase. As shown in Lemma \( 4 \), the size of \( L \) is at most \( k^{1+\epsilon} \), and because \( k^{1+\epsilon} < n \) the size of \( H \) is at least 1.

Based on their “high” potential (above \( \tau \)), and the property proved in Lemma \( 5 \), that in case of not-low estimate, \( k \geq n \) there would not be any node like them (notice that \( b \) fulfills the condition of such lemma), all nodes in \( H \) move to alarm status “low” at the end of phase 1 (refer to Lines \( 3.13 \) or \( 4.12 \)). (Notice the inverse relation between potential and status, which in turn indicates whether the estimate is low or not.) We want to compute the number of blocks until \( k \geq 1 \) to alarm status “low” at the end of phase \( h \).

Proof. Consider a partition \( \{L, H\} \) it can be proved that \( \ln d / \ln(1+i_{min}) \) blocks are enough to disseminate the alarm throughout the network. Therefore, within the following \( (1+\epsilon) \ln k / \ln(1+i_{min}) \) blocks after the beginning of the second phase any \( x \in L \) receives the alarm. Given that \( b \) is larger, the claim follows.

Finally, to complete the proof of correctness, we show in the following lemma that if \( k > n \), supervisor nodes detect that the potential consumed is too low for the estimate to be correct.

**Lemma 7.** Consider an ADCS with a \( T \)-connected evolving graph topology with \( \ell > 0 \) supervisors and \( n - \ell > 0 \) supervised nodes running the RMC protocol with parameters \( d > k \),

\[
p \leq 2\delta \ln k \frac{1 - \ell (\frac{n}{k} - \frac{1}{k^n})}{\ell (\frac{n}{k} - \frac{1}{k^n})},
\]

\[
r \geq T b, \ b \geq 4\beta \ln k / \phi_{\min}^2, \text{ and } c \geq 5\beta + 2T + 4, \text{ where } \beta \geq \log_k(n(2k^\delta - 1)), \gamma > \log_k(n - \ell + 1), \text{ and}
\]

\[
\delta > \log_k \frac{k^\gamma(n - \ell)}{k^\gamma - (n - \ell) - 1}.
\]

Then, if \( k > n \), the potential \( \rho \) consumed by any supervisor node is \( \rho < (k - \ell)(1 - 1/k^\gamma) \).

Proof. Given that \( d > k > n \) and \( c \geq 5\beta + 4T + 2 > \log_d 2T + 1 \), we have from Eq. \( 8 \) that right before the beginning of any phase \( h > 1 \) it is

\[
\left\| \frac{\Phi_{0,0,h}}{||\Phi_{1,1,h-1}||_1} - \frac{I}{n} \right\|_2^2 \leq \exp (-b\phi_{\min}^2) + \frac{3T}{4d^{c-2T-4}}.
\]

For a number of blocks \( b \geq 4\beta \ln k / \phi_{\min}^2 \), it is

\[
\left\| \frac{\Phi_{0,0,h}}{||\Phi_{1,1,h-1}||_1} - \frac{I}{n} \right\|_2^2 \leq \exp (-4\beta \ln k) + \frac{3T}{4d^{c-2T-4}} = \frac{1}{k^{4\beta}} + \frac{3T}{4d^{c-2T-4}}.
\]

Given that \( c \geq 5\beta + 2T + 4 \) and \( d > k \) we have that

\[
\left\| \frac{\Phi_{0,0,h}}{||\Phi_{1,1,h-1}||_1} - \frac{I}{n} \right\|_2^2 \leq \frac{1}{k^{4\beta}} + \frac{3T}{4d^{5\beta}}.
\]

And for \( d \geq k \) and \( \beta \geq \log_k(3T) \), it is

\[
\left\| \frac{\Phi_{0,0,h}}{||\Phi_{1,1,h-1}||_1} - \frac{I}{n} \right\|_2^2 \leq \frac{5}{4k^{4\beta}} \leq \frac{1}{k^{2\beta}}, \text{ for } \beta \geq 1/2 \text{ and } k \geq 2.
\]

For any node \( j \), given that \( \left( \Phi_{0,0,h}[j]/||\Phi_{1,1,h-1}||_1 - 1/n \right)^2 \leq \left\| \frac{\Phi_{0,0,h}}{||\Phi_{1,1,h-1}||_1} - \frac{I}{n} \right\|_2^2 \) we have that

\[
\left( \Phi_{0,0,h}[j]/||\Phi_{1,1,h-1}||_1 - 1/n \right)^2 \leq \frac{1}{k^{2\beta}} \text{ and hence } \Phi_{0,0,h}[j] \geq (1/n - 1/k^\beta)||\Phi_{1,1,h-1}||_1. \text{ The latter is true for any initial distribution. Therefore, after each phase a supervisor node consumes at most } 1/n + 1/k^\beta \text{ fraction of the total potential in the system, and the total potential in the system drops by at least } \ell(1/n - 1/k^\beta) \text{ fraction. Recall that}
\]
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the initial overall potential in the system is \( \ell(n - \ell) \), and that by Claim[1] if \( d > n \), the overall potential in the system does not change during each phase.

Using the latter observations, after \( p \) phases, any given supervisor node consumes at most

\[
\rho \leq \ell(n - \ell) \left( \frac{1}{n} + \frac{1}{k^\beta} \right) \frac{p - 1}{1 - \ell (\frac{1}{n} - \frac{1}{k^\beta})} \sum_{i=0}^{p-1} \left( 1 - \ell \left( \frac{1}{n} - \frac{1}{k^\beta} \right) \right)^i.
\]

Given that \( 0 < \ell \left( \frac{1}{n} - \frac{1}{k^\beta} \right) < 1 \) for \( \beta \geq 1 \) and \( k > n > \ell \), we have that

\[
\rho \leq \ell(n - \ell) \left( \frac{1}{n} + \frac{1}{k^\beta} \right) \frac{1 - (1 - \ell (\frac{1}{n} - \frac{1}{k^\beta}))^p}{1 - (1 - \ell (\frac{1}{n} - \frac{1}{k^\beta}))} (n - \ell) \frac{k^\beta + n}{k^\beta - n} \left( 1 - \ell (\frac{1}{n} - \frac{1}{k^\beta}) \right)^p.
\]

Again using that \( 0 < \ell \left( \frac{1}{n} - \frac{1}{k^\beta} \right) < 1 \) for \( \beta \geq 1 \) and \( k > n > \ell \), we have that

\[
\rho \leq \frac{(n - \ell) k^\beta + n}{k^\beta - n} \left( 1 - \exp \left( -p \frac{\ell (\frac{1}{n} - \frac{1}{k^\beta})}{1 - \ell (\frac{1}{n} - \frac{1}{k^\beta})} \right) \right),
\]

\[
\leq (n - \ell) \frac{k^\beta + n}{k^\beta - n} \left( 1 - \frac{1}{k^\beta} \right) = (n - \ell) \frac{k^\beta + n}{k^\beta - n} \left( 1 + \frac{1}{k^\beta} \right) \left( 1 - \frac{1}{k^\beta} \right) \leq (n - \ell) \left( 1 + \frac{1}{k^\beta} \right).
\]

The latter inequality holds for \( \beta \geq \log_k(n(2k^\delta - 1)) \) and \( \delta \geq \log_k(3/2) \). The second inequality is true because \( k^{\log_k(n(2k^\delta - 1))} > \log_k(3/2) \) for \( k > n > \ell > 0 \). Then, to complete the proof, it is enough to show that

\[
(n - \ell) \left( 1 + \frac{1}{k^\gamma} \right) < (k - \ell) \left( 1 - \frac{1}{k^\gamma} \right),
\]

which is true for \( k > n \), \( \delta > \log_k \frac{k^{\gamma(n - \ell)}}{k^{\gamma(n - \ell)} - 1} \) and \( \gamma > \log_k(n - \ell + 1) \). Hence, the claim follows. \( \qed \)

We establish the correctness and running time of RMC in the following theorem.

**Theorem 4.** Consider an ADCS with a \( T \)-connected evolving graph topology with \( \ell > 0 \) supervisors and \( n - \ell > 0 \) supervised nodes running the RMC protocol with parameters:

\[
d = 2k^{1 + \epsilon},
\]

\[
p = \left[ \frac{2 \ln k}{\ell} \max \left\{ \frac{\gamma}{1/k + 1/k^\alpha}, \frac{\delta}{1/k + 1/k^\beta} \right\} \right],
\]

\[
r = \lceil \frac{T \beta}{2} \rceil,
\]

\[
\tau = \ell(1 - 1/k^{1 + \epsilon}),
\]

\[
c \geq 2T + 4 + \max\{5\beta, 5 + \alpha + 2\epsilon - 2\log_k(k^\epsilon - 1)\},
\]

where the number of blocks \( b \) is the following.

(i) If the isoperimetric number \( i_{\min} \) is known:

\[
b = \max\{\alpha, \beta, 5 + 2\epsilon - 2\log_k(k^\epsilon - 1)\} 2^{2T(2+\epsilon)} \frac{n^{2T(1+\epsilon)}}{i_{\min}^2} \ln k.
\]

(ii) Otherwise:

\[
b = \max\{\alpha, \beta, 5 + 2\epsilon - 2\log_k(k^\epsilon - 1)\} 2^{2T(2+\epsilon)} n^{2+2T(1+\epsilon)} \ln k.
\]
Then, under the following conditions:

\[
\alpha \geq \max\{1 + \gamma + \log_k 3, \log_k (3T)\}, \\
\beta \geq \log_k \max\{d(2^\delta + 1), 3T\}, \\
\gamma > \log_k (d - 1), \\
\delta > \log_k \frac{d^\gamma}{k^\gamma + 1 - d}, \\
\epsilon > 0, \\
T \in O(1),
\]

all nodes stop after at most \(\sum_{k \in E \cup B} (pr + d)\) rounds of communication and output \(n\), for \(E = \{2^i(\ell + 1) : i = 0, 1, \ldots, \log\lceil n/(\ell + 1) \rceil\}\), and \(B = \{2^{\log\lceil n/(\ell + 1) \rceil} - 2^i(\ell + 1) : i = 0, 1, \ldots, \log\lceil n/(\ell + 1) \rceil - 2\}\).

**Proof.** The proof of correctness of the computation and running time for Part (i) is similar to [35], adapted to our parameters and applying the bound on conductance in Eq. 1, and Part (ii) is obtained applying the lower bound \(i_{\text{min}} \geq 2/n\) to Equation 12.

About the ADCS limitations, messages sent by nodes are only their status and potential. The status requires only 4 bits. Potentials are truncated to \(c \log d \leq c(1 + (1 + \epsilon) \log(2n))\) bits (refer to Lines 3.10 and 4.9) fulfilling the restrictions on message size and memory access at the same time as long as there exists a \(c \in O(1)\), which can be seen replacing tight bounds on the conditions above.

In the following corollary we relate the knowledge of network characteristics to the asymptotic running time of RMC.

**Corollary 1.** The time complexity of RMC on an ADCS with \(\ell > 0\) supervisor nodes and \(n - \ell > 0\) supervised nodes is the following.

(i) If the isoperimetric number \(i_{\text{min}}\) is known:

\[
\tilde{O}\left(\frac{n^{1+2T(1+\epsilon)}}{\ell i_{\text{min}}^2}\right).
\]

(ii) Otherwise:

\[
\tilde{O}\left(\frac{n^{3+2T(1+\epsilon)}}{\ell}\right).
\]

**Proof.** Fixing \(\gamma = \log_k d\) it would be \(\log_k \frac{d^\gamma}{k^\gamma + 1 - d} = \log_k d^2 = 2(\log_k 2 + 1 + \epsilon)\). That is, it is enough to set \(\gamma = \log_k d\) and \(\delta = 2(2 + \epsilon)\) to meet the conditions on those parameters in Theorem 4. Replacing these and \(d = 2^{k^{1+\epsilon}} < 2(2n)^{1+\epsilon}\),

\[
p < \left\lceil \frac{2d \ln d}{\ell} \right\rceil \in O\left(\frac{n \ln n}{\ell}\right).
\]

Replacing \(\gamma\) and \(\delta\) in \(\alpha\) and \(\beta\), and \(T \in O(1)\) it is

\[
r \in O\left(\frac{1}{\min\{\phi_{\text{min}}^2, \ln(1 + i_{\text{min}})\}}\right).
\]

Then, it is

\[
pr + d \in O\left(\frac{n \ln n}{\ell \min\{\phi_{\text{min}}^2, \ln(1 + i_{\text{min}})\}}\right).
\]

The total number of terms in the summation of the running time in Theorem 4 is \(O(\log \frac{n}{T})\), hence the claim follows.
8 Discussion and Open Problems

Although the presented algorithm is the first that guarantees a polynomial emulation of ALL-TO-ALL COMMUNICATION on the top of anonymous congested highly-dynamic (and not necessarily always connected) systems, the main challenges are to further shrink the polynomials and/or provide lower bounds better than long-time known $\Omega(D + n \log n)$, where $D$ stands for temporal diameter. We hypothesize that shrinking this complexity gap may depend on computational power, for instance, being able to process history trees may allow provably faster ALL-TO-ALL COMMUNICATION.
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