Uncovering the hidden quantum critical point in disordered massless Dirac and Weyl semi-metals
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We study the properties of the avoided or hidden quantum critical point (AQCP) in three dimensional Dirac and Weyl semi-metals in the presence of short range potential disorder. By computing the averaged density of states (along with its second and fourth derivative at zero energy) with the kernel polynomial method (KPM) we systematically tune the effective length scale that eventually rounds out the transition and leads to an AQCP. We show how to determine the strength of the avoidance, establishing that it is not controlled by the long wavelength component of the disorder. Instead, the amount of avoidance can be adjusted via the tails of the probability distribution of the local random potentials. A binary distribution with no tails produces much less avoidance than a Gaussian distribution. We introduce a double Gaussian distribution to interpolate between these two limits. As a result we are able to make the length scale of the avoidance sufficiently large so that we can accurately study the properties of the underlying transition (that is eventually rounded out), unambiguously identify its location, and provide accurate estimates of the critical exponents \( \nu = 1.01 \pm 0.06 \) and \( z = 1.50 \pm 0.04 \). We also show that the KPM expansion order introduces an effective length scale that can also round out the transition in the scaling regime near the AQCP.

In this manuscript we establish how to tune the effective cross-over energy scale \( \langle E^* \rangle \) associated with non-perturbative effects that hid the QCP, so that we can...
FIG. 1. (color online) (a) Schematic crossover diagram as a function of energy \((E)\) and disorder \((W)\) with each relevant regime: SM, QC fan, and DM. For \(E > A\) the low energy description in terms of a linear dispersion no longer applies and \(E_{\text{SM}}\) is set by the distance to the AQCP. Varying the disorder distribution \((\sigma)\) controls the strength of the non-perturbative effects that round out the QCP and (as we will show) tunes the cross over energy \(E^*\) increasing the size of the QC regime. (b) Schematic of a disorder profile for a rare configuration and a rare low-[\(-E\)] eigenstate that is power law quasi-localized like \(\sim 1/r^2\) in the DM regime at small \(W/t\). For \(\sigma = 1\) the unbounded tails of the distribution leads to large local fluctuations of the potential on one or two sites that can non-perturbatively produce these rare eigenstates. \(\sigma = 0\) suppresses the probability to generate rare eigenstates, here we expect such a rare state will be produced by a large cluster of sites all with the same sign of \(W\).

We consider taking various different choices for the probability distribution for the disorder potential \(P[V]\) in order to tune the length scale associated with the AQCP, see Fig. 1. We consider five choices for \(P[V]\): a gaussian with zero mean and variance \(W^2\), a “colored” gaussian with a variance in momentum space \((|V(k)|^2) = W^2(\sum_\mu \sin(k_\mu)^2)\), which gives rise to correlated disorder with a vanishing long wavelength component, a box distribution \(V(r) \in [-W/2, W/2]\) (variance \(W^2 = W^2/12\)), an equal distribution which takes values \(\pm W\) with equal probability, and a double gaussian distribution that interpolates between the gaussian and binary distributions.

For the double gaussian we sample two gaussians with equal probability that have means \(\pm W\sqrt{1 - \sigma^2}\) and have a standard deviation \(W\sigma\), thus the full distribution always has a variance \(W^2\). This allows us to tune between gaussian and binary distributions, i.e. \(\sigma \rightarrow 1\) it is a single gaussian and \(\sigma \rightarrow 0\) it is the binary distribution.

We use the kernel polynomial method \(\text{KPM}\) to compute the average DOS

\[
\rho(E) = \frac{1}{N_RV} \sum_{rr}^{N_R} \sum_{r}^{2V} \delta(E - E_i(r)),
\]

where \(V = L^3\) is the volume, \(N_R\) is the number of disorder realizations, and \(E_i(r)\) is the \(i\)th eigenvalue of the \(r\)th disorder realization. We average over \(N_R = 1,000\) disorder realizations that each have a random twist vector \(\theta = (\theta_x, \theta_y, \theta_z)\) \((\theta_i\) is sampled uniformly between \([0, \pi])\). We take odd \(L\) and average over the twist to minimize finite size effects at all \(E\) \(\text{KPM}\). We evaluate the stochastic trace within KPM using normalized random vectors \(\hat{\psi}\). The KPM expands the DOS in terms of Chebyshev polynomials to an order \(N_C\) and we use the Jackson kernel to filter out Gibbs oscillations. The Jackson kernel broadens each Dirac-delta function in the DOS into a Gaussian \(\text{KPM}\) of width \(\pi D/N_C\) (for a bandwidth \(D)\). As we will show, this broadening introduces an effective length scale into the problem that is controlled by the expansion order \(N_C\), which can also round out the transition when the strength of the avoidance is sufficiently weak (after suppressing non-perturbative effects).

**Tuning the strength of avoidance**: To characterize the strength of avoidance we expand the DOS (using the symmetry of the model) at low energies under the assumption that it is always analytic,

\[
\rho(E) = \rho(0) + \frac{1}{2} \rho''(0) E^2 + \frac{1}{4!} \rho^{(4)}(0) E^4 + \ldots,
\]

where we extract the second and fourth derivative (with respect to energy) of the DOS by directly computing them from the KPM expansion (we can also estimate them from fitting \(\rho(E)\) at low \(E\) \(\text{KPM}\)). If the DOS were ever to become non-analytic \(\rho''(0)\) and \(\rho^{(4)}(0)\) would both diverge. Here, however, since the QCP is always rounded out, both derivatives have a peak centered very close to
the location of the AQCP (see Fig. 2). Thus, we can use the magnitude of the peak in $\rho''(0)$ and $\rho''(4)$ to measure the strength of the avoidance.

For the gaussian distribution the effects of rare regions are significant and the QCP is strongly avoided [38]. By changing $P[V]$ we make the probability to generate rare events substantially lower, which decreases $E^*$ near the AQCP, and the model can thus access a larger quantum critical regime before the transition is rounded out. As shown in Fig. 2, the size and sharpness of the peaks of $\rho''(0)$ and $\rho''(4)$ are controlled by $P[V]$. For gaussian disorder we find a very broad and weak peak, whose size is unaffected by removing the leading perturbative finite size effect or by suppressing the long wavelength components of the disorder, see Fig. 2(a). Thus for these cases the transition is very strongly avoided. In contrast, as shown in Fig. 2(b), for binary disorder we find a very large and sharp peak, while the double gaussian naturally interpolates between these two, and the box distribution falls in between $\sigma = 0.5$ and 0.25. The peak in $\rho''(0)$ is sharp and large ($\sim 10^6$) for binary disorder. We also find that the location of the AQCP (estimated from the peak location $W_p$) is tied to the strength of avoidance: for the binary case it is the largest and for gaussian it is the smallest, with a monotonic behavior between the two. Stronger non-perturbative rare region effects destabilize the semi-metal moving the avoided critical point to smaller $W$ while making the transition more avoided.

In our numerical work, the transition can be rounded by finite-$L$ and by finite-$N_C$ effects, in addition to the intrinsic rounding due to non-perturbative rare region effects. For each finite $N_C$ we go to large enough $L$ to suppress the finite-size effects [42], as illustrated in Fig. 3(a). However, as shown in Fig. 3(b) and (c) [43] after we suppress the finite-size effects there still remains a strong dependence on $N_C$. The broadening of the individual eigenenergies has introduced a finite length scale into the problem, which in conjunction with the non-perturbative effects is rounding out the transition. Therefore, in order to access the regime where the transition is only rounded due to the non-perturbative effects, we need the results to be independent of $N_C$, which requires larger $N_C$ as the transition becomes less avoided. As shown in Fig. 3(d), the peak height has a very strong dependence on $N_C$. For $\sigma = 1$ the peak is saturated at $N_C = 2048$; for $\sigma = 0.5$, we find the peak is sharper, saturating at $N_C = 4096$; for box disorder the peak is saturated at $N_C = 8192$; and for $\sigma = 0$ the peak is very sharp and perhaps still not fully saturated at a large expansion order of $N_C = 16384$. Thus for $\sigma = 0$ the transition is very weakly avoided as the evolution of the peak with $N_C$ is quite dramatic rising to a value of $\sim 550$ and $\rho''(0) \sim 10^7$ [43]. In each case after removing all of the systematic effects of $L$ and $N_C$ the divergence of $\rho''(0)$ is always rounded out and therefore we conclude that the non-perturbative rare region effects always induce an AQCP albeit for $\sigma = 0$ this occurs at a very large length scale. Lastly we have established that the cross over energy scale $E^* = E^* (\sigma)$ decreases as $\sigma$ decreases and thus the avoidance is suppressed.

Properties of the AQCP: For $\sigma = 0$ the QCP is very weakly avoided we are in an excellent position to use this distribution to study quantitatively the critical properties of the AQCP, which could not be as accurately done for the other $P[V]$ due to the stronger avoid-
At $E = 0$ we find the following power law forms \cite{21} for the DOS and its various derivatives

$$|\rho(2n)(0)| \sim |\delta|^{-[(z(2n+1)-d)\nu]},$$

where $\delta \equiv (W - W_c)/W_c$ is the distance to the AQCP, as shown in Fig. 1(b). For $\rho(0)$ this holds for $W > W_c$, and we find $(d - z)\nu = 1.51 \pm 0.09$, thus $\nu = 1.01 \pm 0.06$. The divergence of $\rho''(0)$ has the same power law for $W < W_c$ and $W > W_c$, however since the statistical errors in the calculation of $\rho''(0)$ are larger for $W > W_c$ \cite{43} we only fit the power law to $\rho''(0)$ for $W < W_c$; we find $3(z-1)\nu = 1.53 \pm 0.12$, yielding $\nu = 1.02 \pm 0.08$. It is interesting that the extracted numerical values of $z$ and $\nu$ are quite close to the one-loop renormalization group (RG) prediction \cite{20} and deviate strongly from the two loop RG estimates \cite{32,36}, which is perhaps understandable since the RG expansion parameter ($= 1$) is not small here. We emphasize that our estimate of the critical exponents are much more reliable than all earlier calculations in the literature which ignored the intrinsic rounding due to non-perturbative effects. For $\sigma = 0$ we find an entire decade of power law dependence (opposed to half a decade for box disorder \cite{30}). We stress that these data deviate from the power law closer to the AQCP because the correlation length ($\xi \sim |\delta|^{-\nu}$) is saturated by the rare region length scale ($\xi^{-\nu} \equiv E^*$); this rounds out the transition and is neither a finite $L$ nor finite $N_C$ effect.

Far enough from the AQCP and at large enough $N_C$, the expected quantum critical scaling is

$$\rho(E, W) \sim |\delta|^{\nu(d-z)f_{\pm}(E|\delta|^{-\nu z})}.\quad (5)$$

$f_{\pm}(x)$ are scaling functions for positive and negative $\delta$. This scaling breaks down due to the non-perturbative effects when we go too close to the avoided transition or for $W < W_c$ too close to $E = 0$. To compare with Eq. 4, ideally we would use a large enough $N_C$ so that the rounding of the transition is purely due to the intrinsic avoidance, but the required $N_C$ is too computationally demanding to get a complete set of such scaling data. Thus we use $N_C = 2048$ and $L = 71$ for $\sigma = 0$, despite some of the apparent avoidance is actually due to $N_C$, as long as we use data far enough from the AQCP, this still allows us to study the underlying critical behavior.

The scaling collapse in $E$ and $\delta$ is quite rich: As shown in Fig. 3(c) for $W < W_c$, we find three regimes in $E\delta^{-\nu z}$. The DM regime $E \ll E^*$ where the data “rolls” off the scaling function for all these $W$, the intermediate SM regime $E^* < E < E_{SM}$ the data collapses for $0.7 \leq W/t \leq 0.82$, and the QC regime with $E_{SM} < E < \Lambda$ where all of the data collapses onto one common curve. For $W > W_c$ [Fig. 4(d)] there are two scaling regimes, the QC regime at intermediate $\delta^{-\nu z}E/t$ and the DM regime at low energies. We find the collapsed data in the QC regime matches the universal cross over functions \cite{30} obtained from a one-loop RG analysis \cite{20}.

FIG. 4. (color online) Critical properties of the AQCP for binary disorder. (a) Scaling in $E$ and $N_C$ at the AQCP $W_c/t = 0.86$ with an excellent scaling collapse in the QC regime for over two decades using $z = 1.5$. (Inset) Dependence of $\rho(E)$ on $N_C$ at $W_c$ with a fit to the largest $N_C$ to the power law form $E^{(d/z)-1}$ yields $z = 1.50 \pm 0.04$. (b) Scaling in the vicinity of the AQCP in terms of $E$ and $\delta$ for $L = 71$ and $N_C = 2048$ for $W < W_c$ (c) and $W > W_c$ (d). Dashed lines in (c) and (d) are the cross over functions from the one loop RG analysis \cite{21} (after adjusting the two bare RG scales), our data collapses onto one common curve in agreement with the cross over functions for two decades (c) and four decades (d).
In conclusion, we have shown how to systematically control the non-perturbative effects and their associated finite (but large) length scale that always rounds out the transition. By making the probability to generate rare events weakly avoided, allowing an accurate study of the critical properties of the “hidden” QCP.
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SUPPLEMENTAL MATERIAL

In the supplemental material we give the expression for $\rho''(0)$ within the KPM and its error with increasing $L$ and $W$. We compare the fitted value of the peak versus the direct evaluation using KPM and give more results on $\rho''(0)$ and $\rho^{(4)}(0)$.

The second derivative of the DOS within the KPM is obtained by analytically evaluating the second derivative of the Chebyshev expansion of the DOS with respect to energy and it is given by

$$\rho''(E) = \frac{1}{\pi} g_0 \rho_0 R_0(E) + \frac{2}{\pi} \sum_{n=1}^{N_C} g_n \rho_n R_n(E), \quad (S1)$$

where we have introduced the functions $R_j(E)$ that depend on the band width $a = (E_{\text{max}} - E_{\text{min}})/2$ and asymmetry $b = (E_{\text{max}} + E_{\text{min}})/2$. These are given by

$$R_0(E) = \frac{3(E-b)^2}{(a^2 - (E-b)^2)^{5/2}} + \frac{1}{(a^2 - (E-b)^2)^{3/2}}, \quad (S2)$$

$$R_n(E) = \frac{a^2 + 2(E-b)^2}{a^2 - (E-b)^2} T_n(E-b/a) + \frac{2n(E-b)}{a(a^2 - (E-b)^2)^{3/2}} U_{n-1}([E-b]/a)$$

$$+ \frac{n}{a(a^2 - (E-b)^2)^{3/2}} [(n-1)(b-E)U_{n-1}([E-b]/a) + anU_{n-2}([E-b]/a)]. \quad (S4)$$

We are denoting Chebyshev polynomials of the first and second kind as $T_n(x)$ and $U_n(x)$ respectively. The fourth derivative can also be evaluated similarly in a straightforward but lengthy manner, however the expression is so long we do not list it here.

We find that the fit always underestimate the size of the peak, as is natural since the fit is a more restrictive measure of the second derivative, see Fig. S1(a). It is also not straightforward to estimate the statistical error in the fit, where as we can directly compute the error bars for $\rho''(0)$ and $\rho^{(4)}(0)$, see Figs S1(b) and (c). We do find that the fluctuations across $W$ are less for the fitted value of $\rho''(0)$. This allows us to get a reasonably accurate estimate of small system sizes even when $N_C$ is large. This is shown in Fig. S2(a), where we reproduce the $L$ dependence from the direct calculation in Fig. 3(a) of the main text for $N_C = 1024$, but we are also able to see the peak systematically round out with $L$ for $N_C = 4096$ as shown in Fig. S2(b).

In Fig. S3(a) we show the results for gaussian disorder with a shifted potential $V(r) = V(r) - \sum_r V(r)/L^3$ extracting $\rho''(0)$ from the fit, which shows we can easily saturate the peak in $L$ and $N_C$. However, going to box disorder the dependence of the peak is much stronger and in Fig. S3(b) it is not completely saturated (but it does eventually saturate as shown in Fig.3(d) of the main text).

The evolution of the peak in $\rho^{(4)}(0)$ for fixed $N_C$ and various values of $\sigma$ is qualitatively similar to that of $\rho''(0)$, increasing and becoming sharper as we tune $\sigma$ from 1 to 0 but with a very large magnitude on the order of $10^6$ [see Fig. S4(a)]. For binary disorder the peak evolves dramatically as we increase $N_C$ and $L$ becoming very sharp on the order of $10^7$ for $N_C = 4096$, as shown in Fig. S4(b).
FIG. S2. (color online) Systematic rounding of the peak in $\rho''(0)$ (extracted from fitting the DOS) due to a finite system size $L$ for $N_C = 1024$ for binary disorder (a) and $N_C = 4096$ (b).

FIG. S3. (color online) Peak in $\rho''(0)$ for gaussian disorder with a shifted random potential extracted via fitting $\rho(E)$ (a) and box disorder from computing $\rho''(0)$ directly with KPM (b) as a function of $W$. At these values of $N_C$ and $L$ we have completely saturated the peak for Gaussian disorder but not for the box distribution. The peak for box distribution is eventually saturated at an expansion order $N_C = 8192$ (see Fig. 3(d) in the main text).

FIG. S4. (color online) $\rho^{(4)}(0)$ as a function of $W$ for binary disorder. The evolution of the peak in $\rho^{(4)}(0)$ as a function of $\sigma$ (this is the inset of Fig. 2(b) reproduced for clarity) displaying similar properties as $\rho''(0)$, but the fourth derivative is sharper and much larger on the order of $10^6$ for this expansion order. (b) Evolution of the peak for binary disorder as a function of $W$ for increasing $N_C$ and $L$. For $N_C = 4096$ the peak in $\rho^{(4)}(0)$ is substantial on the order of $10^7$. 