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Abstract. In this paper we prescribe a fourth order conformal invariant on the standard $n$-sphere, with $n \geq 5$, and study the related fourth order elliptic equation. We first find some existence results in the perturbative case. After some blow up analysis we build a homotopy to pass from the perturbative case to the non-perturbative one under some flatness condition. Finally we state some existence results under the assumption of symmetry.

0. Introduction.

Let $(M^4, g)$ be a smooth 4-dimensional manifold, $S_g$ the scalar curvature of $g$, $\text{Ric}_g$ the Ricci curvature of $g$ and $\Delta_g = \text{div}_g \nabla_g$ the Laplace-Beltrami operator on $M^4$. Let us consider the fourth order operator discovered by Paneitz [24] in 1983:

$$\mathcal{P}_g^4 \psi = \Delta_g^2 \psi - \text{div}_g \left( \frac{2}{3} S_g - 2 \text{Ric}_g \right) d\psi.$$

The Paneitz operator is conformally invariant on 4-manifolds, that is if $g_\omega = e^{2\omega} g$ then

$$\mathcal{P}_{g_\omega}(\psi) = e^{-4\omega} \mathcal{P}_g(\psi) \quad \text{for all} \quad \psi \in C^\infty(M^4).$$

(1) Supported by M.U.R.S.T. under the national project “Variational Methods and Nonlinear Differential Equations.”.
and it can be considered as a natural extension of the conformal laplacian on 2-manifolds. It is also known that
\[ P^4_g \omega + 2Q_g e^{4\omega} = 2Q_g \]
where
\[ Q_g = \frac{1}{12} \left( -\Delta_g S_g + S_g^2 - 3|\text{Ric}_g|^2 \right). \]
Such a \( Q_g \) is a fourth order invariant called \( Q \)-curvature, because it is analogous for the Paneitz operator of the scalar curvature. It is natural to pose the problem of prescribing the \( Q \)-curvature on \( S^4 \): given a smooth function \( \hat{Q} \) on \( S^4 \), to find a conformal metric \( g_\omega \) such that \( Q_{g_\omega} \) is \( \hat{Q} \). This problem leads to the following equation
\[ P^4_{g_\omega} \omega + 2\hat{Q} e^{4\omega} = 2Q_{g_\omega} \quad \text{on} \ (S^4, g_\omega) \]
which has been studied in [26]. For more details about the basic properties of the Paneitz operator one can see [10] and [15]. We also refer to [9, 12, 13, 19] for results about \( P^4_g \).

The Paneitz operator was generalized to higher dimension by Branson [8]. Given a smooth compact Riemannian \( n \)-manifold \((M^n, g)\), \( n \geq 5 \), the Branson-Paneitz operator is defined as
\[ P^n_g \psi = \Delta_g^2 \psi - \text{div}_g (a_n S_g g + b_n \text{Ric}_g) d\psi + \frac{n-4}{2} Q^n_g \psi, \]
where
\[ a_n = \frac{(n-2)^2 + 4}{2(n-1)(n-2)}; \quad b_n = -\frac{4}{n-2}; \]
\[ Q^n_g = -\frac{1}{2(n-1)} \Delta_g S_g + \frac{n^3 - 4n^2 + 16n - 16}{8(n-1)^2(n-2)^2} S_g^2 - \frac{2}{(n-2)^2} |\text{Ric}_g|^2. \]
See [16] for details about the properties of \( P^n_g \). If \( g_v = v^{\frac{n-4}{n-2}} g \) is a conformal metric to \( g \), one has that for all \( \psi \in C^\infty(M) \),
\[ P^n_g (\psi v) = v^{\frac{n+4}{n-2}} P^n_{g_v} \psi \]
and
\[ P^n_{g_v} = \frac{n-4}{2} Q^n_{g_v} v^{\frac{n+4}{n-2}}. \quad (0.1) \]

It is natural to study the problem of prescribing \( Q \) on the standard sphere \((S^n, g_0)\), that is of finding solutions to equation (0.1) with \( Q^n_{g_v} \) equal to some prescribed function \( \hat{Q} \), i.e.
\[ P^n_{g_0} v = \frac{n-4}{2} \hat{Q} v^{\frac{n+4}{n-4}}, \quad v > 0. \quad (P) \]
Problem \((P)\) can be viewed as the analogue of the classic scalar curvature problem on \((S^n, g_0)\). While the scalar curvature problem has been widely studied, (see for example the monographs [6, 20], see also [21, 22]), problem \((P)\) concerning the \( Q \)-curvature has been faced in [16, 17, 18] for dimension \( n = 5, 6 \) only. The purpose of the present paper
is to study \((P)\) and prove results that are the counterpart of those known for the scalar curvature problem.

In Section 1 we start proving an existence result for equation \((P)\) on \((S^n, g_0)\) in the case \(\hat{Q} = 1 + \varepsilon K\) (see Section 1, Theorem 1.5) using a perturbative method introduced in [1] and [2] and generalizing to the Branson-Paneitz operator the results of [3]. This result is a slight improvement of [17, Theorem 1.3], where problem \((P)\) is solved in the perturbative case with some more assumptions on \(\hat{Q}\).

In Section 2 we extend to \((P)\) the results of [21]. We first adapt the arguments of [21] to carry out some blow up analysis for a family of equations approximating \((P)\). In particular, in Theorem 2.12 we prove that, making some flatness assumption on \(\hat{Q}\), no blow up occurs and hence any positive solution to problem \((P)\) with \(\hat{Q}\) replaced by \(\hat{Q}_t = t\hat{Q} + (1 - t)(n^2 - 4)n/8\) stays in a compact set of \(C^{4, \alpha}(S^n), \ 0 < \alpha < 1\). This compactness result allows us to pass from the perturbative case treated in Section 1 to the non-perturbative one by means of a homotopy argument like in [21]. In this way we obtain an existence result for \((P)\) (Theorem 2.13). Let us point out that in [18] no flatness condition is required and blow up can occur when \(n = 6\). A more precise comparison with the results of [18] is made in Remark 2.14.

Finally, in Section 3 we consider the symmetric case and generalize to the Branson-Paneitz operator the results of [5] in the perturbative case and of [4] in the non-perturbative one.

Our techniques are strongly based on those of [18] and [21]. As far as [21] is concerned, we assume that the reader is familiar with the results and the techniques of this work, while we recall the formulas we need from [18].

Acknowledgements

The author wishes to thank Prof. A. Ambrosetti for having proposed her the study of this problem and for his useful advices, and Dr. M. Ould Ahmedou and Dr. A. Malchiodi for helpful suggestions.

1. Perturbation existence results

We consider the Paneitz operator on the standard unit sphere \((S^n, g_0)\)

\[ P^n_{g_0} v = \Delta^2_{g_0} v - c_n \Delta_{g_0} v + d_n v \]  

(1.1)

where \(n \geq 5\), \(\Delta_{g_0}\) stands for the Laplace-Beltrami operator on \(S^n\), and

\[ c_n = \frac{1}{2}(n^2 - 2n - 4), \quad d_n = \frac{n - 4}{16} n(n^2 - 4). \]

We deal with problem \((P)\) on \(S^n\). Denoting the euclidean metric on \(\mathbb{R}^n\) by \(\delta\) and the stereographic projection on \(\mathbb{R}^n\) by \(\pi\), one has

\[ (\pi^{-1})^* g_0 = \varphi_{n-4}^4 \delta \]
where
\[ \varphi(y) = \left( \frac{2}{1 + |y|^2} \right)^{\frac{n-4}{2}}. \] (1.2)

Using this conformal change of metric and the conformal covariant properties of \( \mathcal{P}^n \) one has
\[ \mathcal{P}_{g_0}^{\text{n}}(\Phi(u)) = \varphi^{-\frac{n+4}{n-4}} \mathcal{P}^n_\delta(u) = \varphi^{-\frac{n+4}{n-4}} \Delta^2 u \quad \forall \ u \in C^\infty(\mathbb{R}^n), \] (1.3)

where
\[ \Phi : \mathcal{D}^{2,2}(\mathbb{R}^n) \rightarrow H^2(S^n), \quad \Phi(u)(x) = \frac{u(\pi(x))}{\varphi(\pi(x))} \]
is an isomorphism between \( H^2(S^n) \) and \( E := \mathcal{D}^{2,2}(\mathbb{R}^n) \), the completion of \( C_c^\infty(\mathbb{R}^n) \) w.r.t. the norm \( \|u\|^2 = \int_{\mathbb{R}^n} |\Delta u|^2. \)

After the transformation \( v = \Phi(u) \) and letting \( Q = \hat{Q} \circ \pi^{-1} \), problem \( (P) \) becomes, up to an uninfluent constant,
\[ \begin{cases} 
\Delta^2 u = Qu^{\frac{n+4}{n-4}} \\
u > 0, \quad \text{in} \ \mathbb{R}^n.
\end{cases} \]

We take \( Q \) of the form \( 1 + \varepsilon K \) for some bounded function \( K \), such that problem \( (P) \) in the perturbative case after stereographic projection is the following
\[ \Delta^2 u = (1 + \varepsilon K)u^p, \quad u > 0 \quad \text{in} \ \mathbb{R}^n \] (1.4)

where
\[ p = 2^# - 1 = \frac{n+4}{n-4} \quad \text{and} \quad 2^# = \frac{2n}{n-4}. \]

We recall that by the Sobolev embedding theorem, we have the embedding \( H^2(S^n) \hookrightarrow L^{2^#}(S^n) \) which is not compact. Consider the functional \( f_\varepsilon : E \rightarrow \mathbb{R} \) given by
\[ f_\varepsilon(u) = \frac{1}{2} \int_{\mathbb{R}^n} (\Delta u)^2 - \frac{1}{p + 1} \int_{\mathbb{R}^n} |u|^{p+1} - \frac{\varepsilon}{p + 1} \int_{\mathbb{R}^n} K(x)|u|^{p+1}. \]

Plainly, \( f_\varepsilon \in C^2(E, \mathbb{R}) \) and any critical point \( u \in E \) is a solution of
\[ \Delta^2 u = (1 + \varepsilon K)|u|^{p-1}u \quad \text{in} \ \mathbb{R}^n. \] (1.5)

1.1. Critical points of \( f_\varepsilon \). It is known (see [23]) that the positive solutions of the unperturbed problem
\[ \Delta^2 u = |u|^{p-1}u \]
are given by the functions
\[ z_{\mu, \xi}(y) = \mu^{-\frac{n+4}{2}} z_0 \left( \frac{y - \xi}{\mu} \right), \quad \mu \in \mathbb{R}^+, \ \xi \in \mathbb{R}^n \]
where
\[ z_0(y) = C_n(1 + |y|^2)^{-\frac{n+4}{4}}, \quad C_n = \left[n(n^2 - 4)(n - 4)\right]^{-\frac{n+4}{4}}. \]

We set
\[ Z = \{z_{\mu, \xi} : \mu > 0, \xi \in \mathbb{R}^n\}. \]

We can face problem (1.4) with the same approach used in [3] for the scalar curvature problem, i.e. the abstract perturbation method discussed in [1] and [2].

In order to apply the abstract setting of [1] and [2], we need the following result.

**Lemma 1.1.** \( f_0 \) satisfies the following properties
(i) \( \dim Z = n + 1 \);
(ii) \( D^2 f_0(z) = I - C \quad \forall z \in Z \), where \( I \) is the identity and \( C \) is compact;
(iii) \( T_{z_{\mu, \xi}} Z = \ker \{D^2 f_0(z_{\mu, \xi})\} \quad \forall \mu > 0, \xi \in \mathbb{R}^n \).

**Proof.** It is sufficient to give only the proof of (iii), which is a nondegeneracy condition.

Up to a translation, we can assume that \( \xi = 0 \) and for simplicity, we consider \( \mu = 1 \). We have
\[ u \in \ker \{D^2 f_0(z_0)\} \iff \mathcal{D}^n u = \Delta^2 u = p z_0^{p-1} u \quad \text{in} \quad \mathbb{R}^n \]
that is, using (1.3), if and only if
\[ \varphi^\frac{n+4}{n-4} \mathcal{D}^n \varphi^{\frac{n}{n-4}} (\Phi(u)) = \frac{n+4}{n-4} z_0^{p-1} u. \]

Hence \( u \in \ker \{D^2 f_0(z_0)\} \) if and only if \( v = \Phi(u) \) satisfies
\[ \mathcal{D}^n_v = \frac{n+4}{n-4} z_0^{p-1} \varphi^\frac{n}{n-4} v = \frac{1}{16} n(n^2 - 4)(n + 4)v \quad \text{in} \quad S^n. \tag{1.6} \]

Recalling (1.1), equation (1.6) can be written as
\[ \Delta_{g_0}^2 v - c_n \Delta_{g_0} v = \left[\frac{1}{16} n(n^2 - 4)(n + 4) - \frac{1}{16} n(n^2 - 4)(n - 4)\right] v = \frac{1}{2} n(n^2 - 4)v. \]

Therefore \( \ker \{D^2 f_0(z_0)\} = \Phi^{-1}(V) \) where \( V \) is the eigenspace of \( \Delta_{g_0}^2 - c_n \Delta_{g_0} \) corresponding to the eigenvalue \( \frac{1}{2} n(n^2 - 4) \). It is easy to check (2) that there is a correspondence between the spectrum of the Paneitz operator and the spectrum of the Laplace-Beltrami operator: for any \( \alpha > 0 \) one has
\[ \text{Sp} (\Delta_{g_0}^2 - \alpha \Delta_{g_0}) = \{\lambda^2 + \alpha \lambda : \lambda \in \text{Sp} (-\Delta_{g_0})\}. \]

(2) An explicit proof of this is given in the preprint of [16]; in the final version it has been eliminated.
Moreover $v$ is an eigenfunction of $\Delta^2_{g_0} - \alpha \Delta_{g_0}$ associated to $\lambda^2 + \alpha \lambda$ if and only if $v$ is an eigenfunction of $-\Delta_{g_0}$ associated to $\lambda$.

In our case, we take $\alpha = c_n$ and hence from $\lambda^2 + \alpha \lambda = \frac{1}{2}n(n^2 - 4)$ we infer $\lambda = n$. Then $V$ coincides with the eigenspace of $-\Delta_{g_0}$ associated to $n$. It is well-known [7] that the spectrum of the Laplace-Beltrami operator on the $n-$standard sphere $S^n$ is given by

$$
\lambda_k = k(n + k - 1), \quad k \geq 0
$$

and the dimension of the eigenspace associated to $\lambda_k$ is

$$
\frac{(n + k - 2)! (n + 2k - 1)}{k!(n - 1)!} \quad \forall k \geq 0.
$$

Since $\lambda_1 = n$, one has that $\dim V = n + 1$ hence $\dim \ker \{D^2f_0(z_0)\} = n + 1 = \dim T_{z_0}Z$ and this gives (iii).

Now we follow closely the procedure of [3] and assume that the reader is quite familiar with it. The previous lemma allows us to apply the abstract method and to define, for $\varepsilon$ small, a smooth function $w_\varepsilon(z) : Z \to (T_zT)^\perp$ such that the perturbed manifold $Z_\varepsilon = \{z_{\mu,\xi} + w_\varepsilon(z_{\mu,\xi})\}$ is a natural constraint for $f_\varepsilon$. There results

$$
\varphi_\varepsilon(z_{\mu,\xi}) := f_\varepsilon(z_{\mu,\xi} + w_\varepsilon(z_{\mu,\xi})) = b - \varepsilon \Gamma(\mu, \xi) + o(\varepsilon) \quad \varepsilon \to 0
$$

where

$$
b := \frac{2}{n} \int_{\mathbb{R}^n} z_0^{2\#} = f_0(z) \quad \forall z \in Z
$$

and

$$
\Gamma(\mu, \xi) = \frac{1}{2\#} \int_{\mathbb{R}^n} K(y) z_{\mu,\xi}^{2\#}(y) dy = \frac{1}{p + 1} \int_{\mathbb{R}^n} K(\mu z + \xi) z_0^{p+1}(z) dz.
$$

Thanks to [3, Theorem 2.1 and Remark 2.2], if $\Gamma$ satisfies

(A) $\Gamma$ has an isolated set of critical points $C$ such that $\deg(\Gamma', \Omega, 0) \neq 0$, where $\Omega$ is an open bounded neighbourhood of $C$,

then for $\varepsilon$ small enough, the functional $f_\varepsilon$ has a critical point $u_\varepsilon$ such that $u_\varepsilon$ approaches the critical manifold $Z$ as $\varepsilon \to 0$. Since $\Gamma$ has the same form as in [3], we can repeat one of the arguments of Section 3 of [3] to handle with one of the possible cases which have been treated there. Here we state just one result for the sake of brevity and remark that also the other results of [3] can be generalized to our problem.

**Lemma 1.2.** Assume that $K$ satisfies

$$(K1) \begin{cases}
(K1.a) \exists \rho > 0 : \langle K'(y), y \rangle < 0 \quad \forall |y| \geq \rho,
(K1.b) \langle K'(\cdot), \cdot \rangle \in L^1(\mathbb{R}^n) \text{ and } \int_{\mathbb{R}^n} \langle K'(y), y \rangle dy < 0,
(K1.c) K \in L^\infty(\mathbb{R}^n) \cap C^1(\mathbb{R}^n)
(K1.d) K \text{ has finitely many critical points}
\end{cases}$$
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and that

\[(\text{K2}) \quad \forall \xi \in \text{Crit}(K) \exists \beta \in ]1, n[ \text{ and } a_j \in C(\mathbb{R}^n) \text{ with } \tilde{A}_\xi := \sum a_j(\xi) \neq 0 \text{ and such that } K(y) = K(\eta) + \sum a_j|y - \eta|^\beta + o(|y - \eta|^\beta) \text{ as } y \to \eta \quad \forall \eta \text{ locally near } \xi. \]

Moreover there results

\[
\sum_{\tilde{A}_\xi < 0} \deg_{\text{loc}}(K', \xi) \neq (-1)^n.
\]

Then for any \( \varepsilon > 0 \) small, \( f_\varepsilon \) has a critical point \( u_\varepsilon \in D^{2,2}(\mathbb{R}^n) \) near \( Z \); in particular \( u_\varepsilon \) is a solution of (1.5).

**1.2. Positivity.** Now, following the techniques by Van Der Vorst [25] as in [17], we prove that \( u_\varepsilon \) is strictly positive for \( \varepsilon \) sufficiently small, so that it is solution of problem (1.4).

In order to prove \( u_\varepsilon > 0 \) we come back to \( S^n \) and write problem (1.5) in the form

\[
\mathcal{P}^n_{g_0} v_\varepsilon = (1 + \varepsilon \hat{K})|v_\varepsilon|^{2^* - 2} v_\varepsilon,
\]

where \( v_\varepsilon = \Phi(u_\varepsilon) \) and \( \hat{K} = K \circ \pi \). We recall that the volume element with respect to \( g_0 \) is

\[
dV_{g_0} = |g_0|^\frac{1}{2} dy = \left[ \frac{2^{n-4}}{C_n} \right] \frac{2^{2^*}}{z_0^{2^*}} dy
\]

and observe that the solutions \( u_\varepsilon \) of (1.5) given by the previous lemma approach some \( \bar{z} \in \text{Crit}(\Gamma) \) or some isolated set of critical points of \( \Gamma \) included in \( Z \). For simplicity, let us assume that \( u_\varepsilon \) converges to \( z_0 \) in \( E \), hence \( v_\varepsilon = \Phi(u_\varepsilon) \) converges in \( H^2(S^n) \) to some positive constant \( \bar{c}_n \) satisfying \( \bar{c}_n^{2^{*} - 2} = d_n \). In particular, thanks to the Sobolev inequality, \( v_\varepsilon \) converges to \( \bar{c}_n \) in \( L^{2^*}(S^n) \) and in measure.

**Lemma 1.3.** \( v_\varepsilon \) is bounded in \( L^\infty(S^n) \).

**Proof.** Let us set

\[
\Omega_\varepsilon = \{ x \in S^n : |v_\varepsilon(x)| < 2\bar{c}_n \}.
\]

Since \( v_\varepsilon \) converges to \( \bar{c}_n \) in measure, the limit of \( |S^n \setminus \Omega_\varepsilon| \) as \( \varepsilon \) goes to 0 is 0. Now, after noting that

\[
\mathcal{P}^n_{g_0} v = L^2_{g_0} v - v
\]

where \( L_{g_0} v = -\Delta_{g_0} v + \frac{c_n}{2^*} v \), we can write (1.7) as

\[
L^2_{g_0} v_\varepsilon = q_\varepsilon|v_\varepsilon|^{2^* - 2} v_\varepsilon + g_\varepsilon
\]

where

\[
q_\varepsilon(x) = \left( 1 + \varepsilon \hat{K}(x) + \frac{1}{|v_\varepsilon(x)|^{2^* - 2}} \right) \chi_{S^n \setminus \Omega_\varepsilon}(x)
\]

\[
g_\varepsilon(x) = [(1 + \varepsilon \hat{K}(x))|v_\varepsilon(x)|^{2^* - 2} + 1]v_\varepsilon(x) \chi_{\Omega_\varepsilon}(x).
\]
Remark that, since on $S^n \setminus \Omega_\varepsilon$ $v_\varepsilon$ is far away from 0, $q_\varepsilon$ is bounded in $L^\infty$. Moreover one has
\[
\|q_\varepsilon|v_\varepsilon|^{2^# - 2}\|_{L^{2^#}} = \int_{S^n \setminus \Omega_\varepsilon} \left(1 + \varepsilon \hat{K} + \frac{1}{|v_\varepsilon|^{2^# - 2}}\right)^{\frac{4}{3^# - 2}} |v_\varepsilon|^{2^#} \, dV_{g_0} \xrightarrow{\varepsilon \to 0} 0 \tag{1.8}
\]
and
\[
\|g_\varepsilon\|_{L^\infty} < \text{const} < \infty \quad \forall \varepsilon > 0. \tag{1.9}
\]
We now use the following proposition which is proved in [17] using the techniques of [25].

**Proposition 1.4.** Let $p \in [1, 2^# - 1], q \in L^\infty(S^n)$, and $g \in L^\infty(S^n)$. Suppose that $v \in H^2(S^n)$ is a weak solution of the equation
\[
L^2_{g_0} v = q|v|^{p-1}v + g, \quad \text{in } S^n.
\]
Then, for any $s > pn/4$, there exists a positive constant $\delta_n$ depending only on $n$, and a positive constant $C$ depending on $n$, $s$, and $\|q\|_{L^\infty}$, with the following properties. If $q|v|^{p-1} \in L^{2^#}(S^n)$ and $\|q|v|^{p-1}\|_{L^{2^#}} \leq \delta_n$, then $v \in L^\infty(S^n)$ and its $L^\infty$ norm can be estimated as
\[
\|v\|_{L^\infty} \leq C(\|g\|_{L^s} + \|g\|_{L^s}^p).
\]

**Proof of Lemma 1.3 completed.** Taking $p = 2^# - 1$, in view of (1.8) and (1.9) we can apply the previous proposition and deduce that $\{v_\varepsilon\}_{\varepsilon > 0}$ is bounded in $L^\infty(S^n)$ with a positive constant not depending on $\varepsilon$. □

Let us write (1.7) in the form
\[
L^2_{g_0} v_\varepsilon = b_\varepsilon v_\varepsilon, \tag{1.10}
\]
where
\[
b_\varepsilon = (1 + \varepsilon \hat{K})|v_\varepsilon|^{2^# - 2} + 1,
\]
or in the equivalent form
\[
L^2_{g_0} (v_\varepsilon - \bar{c}_n) = b_\varepsilon (v_\varepsilon - \bar{c}_n) + \bar{c}_n \left(b_\varepsilon - \frac{c_n^2}{4}\right). \tag{1.11}
\]

Owing to the convergence of $v_\varepsilon$ to $\bar{c}_n$ and the boundness of $\{v_\varepsilon\}$ in $L^\infty(S^n)$, by dominated convergence there results that $b_\varepsilon \to c_n^{2^# - 2} + 1 = \frac{c_n^2}{4}$ in $L^s$ for any $1 \leq s < \infty$. We set, for $\varepsilon_0 > 0$,
\[
\Omega_{\varepsilon_0} = \{x \in S^n : |v_\varepsilon(x) - \bar{c}_n| < \delta \quad \text{for} \quad \varepsilon \leq \varepsilon_0\}.
\]
Since $v_\varepsilon \to \bar{c}_n$ in measure, one has
\[
|S^n \setminus \Omega_{\varepsilon_0}| \to 0, \quad \text{as} \quad \varepsilon_0 \to 0.
\]
Let us write problem (1.11) in the form
\[
L^2_{g_0} (v_\varepsilon - \bar{c}_n) = q_\varepsilon (v_\varepsilon - \bar{c}_n) + w_\varepsilon
\]}
where
\[ q_\varepsilon = b_\varepsilon \chi_{S^n \setminus \Omega_{\varepsilon_0}} \quad \text{and} \quad \]
\[ w_\varepsilon = b_\varepsilon (v_\varepsilon - \bar{c}_n) \chi_{\Omega_{\varepsilon_0}} + \bar{c}_n \left( b_\varepsilon - \frac{c_n^2}{4} \right). \]

From Lemma 1.3, there exists \( c_1(n) > 0 \) such that
\[ \|q_\varepsilon\|_{L^\infty} \leq c_1(n), \quad \|w_\varepsilon\|_{L^\infty} \leq c_1(n), \quad \|q_\varepsilon\|_{L^{\frac{n}{2}}} \leq c_1(n)|S^n \setminus \Omega_{\varepsilon_0}|^{\frac{1}{2}}. \]

Using now Proposition 1.4 with \( p = 1, q = q_\varepsilon, g = w_\varepsilon \) and \( s > \frac{n}{2} \), we obtain that there exists a positive constant \( c_2(n) \) and \( \varepsilon_1 > 0 \) small enough such that for any \( \varepsilon \leq \varepsilon_1 \)
\[ \|v_\varepsilon - \bar{c}_n\|_{\infty} \leq c_2(n)\|w_\varepsilon\|_{L^s}. \quad (1.12) \]

Since \( b_\varepsilon \to \frac{c_n^2}{4} \) in \( L^s(S^n) \), by definition of \( \Omega_{\varepsilon_0} \), it is clear that there exists \( \varepsilon_2 \) such that for any \( \varepsilon \leq \varepsilon_2 \)
\[ \|w_\varepsilon\|_{L^s} \leq c_3 \delta. \quad (1.13) \]

for some positive constant \( c_3 \) independent of \( \delta \) and \( \varepsilon \). Since \( \delta \) can be chosen arbitrarily small, from (1.12) and (1.13) we have that, for \( \varepsilon \) small, \( v_\varepsilon \) is closed in the uniform norm to a positive number; in particular \( v_\varepsilon \) (and so \( u_\varepsilon \)) is positive. \( \Box \)

**Theorem 1.5.** If \( K \) satisfy (K1-2). Then for \( \varepsilon \) small (1.4) admits at least one positive solution.

**Proof.** From Lemma 1.2 \( f_\varepsilon \) has a critical point \( u_\varepsilon \in E \) solving (1.5). The preceding arguments imply that \( u_\varepsilon \) is positive and hence it is a solution of (1.4), too. \( \Box \)

**1.3. Other results.** In this subsection we discuss some results which are the counterpart of those of [3, Sections 4,5,6]. For the sake of brevity, we will state here only some specific results. The proofs are easily obtained, as before, extending all the arguments of [3] to our setting. Of course, the positivity of the solutions has to be proved by means of the Van Der Vorst techniques, as carried out in the preceding subsection.

**Theorem 1.6.** Let \( K \) satisfy
\[
(K3) \quad \left\{ \begin{array}{l}
K \in L^\infty(\mathbb{R}^n) \cap C^1(\mathbb{R}^n), \\
K(y) = K(r), \quad r = |y|, \\
r^{-\alpha}K(r) \in L^1([0, \infty), r^{n-1} \, dr) \quad \text{for some} \quad \alpha < n
\end{array} \right.
\]

and \( K(0) = 0, \ K \not\equiv 0 \). Then for \( |\varepsilon| \) small, (1.4) has a positive radial solution \( u_\varepsilon \in D^{2,2} \).

**Theorem 1.7.**
- Let \( h \) satisfy
\[
(h1.a) \quad h \in C^2(\mathbb{R}^n) \cap L^\infty(\mathbb{R}^n)
\]
and $h \not\equiv 0$. Then for $|\varepsilon|$ small

\[ \Delta^2 u = \varepsilon h(y) u + u^p, \quad y \in \mathbb{R}^n, \quad n > 8 \]  

(1.14)

has a positive solution $u_{\varepsilon} \in D^{2,2}(\mathbb{R}^n)$. Furthermore, if $\exists \xi_1, \xi_2 \in \mathbb{R}^n$ such that $h(\xi_1) > 0$, $h(\xi_2) < 0$, then for $|\varepsilon|$ small (1.14) has at least two distinct positive solutions.

- Let $h \in L^1(\mathbb{R}^n) \cap L^\infty(\mathbb{R}^n)$ with $\int_{\mathbb{R}^n} h \neq 0$. Then for $|\varepsilon|$ small

\[ \Delta^2 u = \varepsilon h(y) u + u^p, \quad y \in \mathbb{R}^n, \quad n \geq 5 \]

has a positive solution $u_{\varepsilon} \in D^{2,2}(\mathbb{R}^n)$.

**Theorem 1.8.** Let us assume $n \geq 5$, $1 < q < p$, and $h \in L^1(\mathbb{R}^n) \cap L^\infty(\mathbb{R}^n)$, $h \not\equiv 0$. Then for $|\varepsilon|$ small enough problem

\[ \Delta^2 u = \varepsilon h(y) u^q + u^p, \quad y \in \mathbb{R}^n, \quad 1 < q < p = \frac{n+4}{n-4} \]  

(1.15)

has a positive solution in $D^{2,2}(\mathbb{R}^n)$.

2. The non-perturbative case

In order to treat the non-perturbative case we follow the procedure that Y. Y. Li has used for the scalar curvature problem in [21]. The present section is divided in three parts; in the first we make a blow up analysis for $(P)$ and prove that only simple isolated blow up points can occur. Then we show that under some flatness assumption there are not blow up points and finally we make a homotopy in order to pass from the perturbative case to the non-perturbative one.

2.1. Blow up points have to be simple isolated. We are interested in the family of problems

\[ \mathcal{P}^n_{g_0} v = \frac{n-4}{2} \hat{Q}_i(x) v^p, \quad v > 0, \quad \text{on} \, S^n. \]  

(2.1)$_i$

If $v_i$ is a solution of (2.1)$_i$ then $u_i(y) = \varphi(y) v_i(\pi^{-1}(y))$ is a solution of

\[ \Delta^2 u = \frac{n-4}{2} Q_i(y) u^p, \quad u > 0, \quad \text{in} \, \mathbb{R}^n, \]  

(2.2)$_i$

where $\varphi$ is given by (1.2) and $Q_i = \hat{Q}_i \circ \pi^{-1}$. The question is what happens to $u_i$ when $i \to \infty$. For the reader’s convenience here we report the definition of blow up point that
one can find in [18]. Let \( B_2 = \{ y \in \mathbb{R}^n : |y| < 2 \} \) and \( Q_i \) be a sequence of \( C^1(B_2) \) functions such that

\[
\frac{1}{A_1} \leq Q_i(y) \leq A_1 \quad \forall i, \forall y \in B_2, \text{ for some } A_1 > 0
\] (2.3)

and consider the equations

\[
\Delta^2 u = \frac{n-4}{2} Q_i(y) u^p, \quad u > 0, \quad -\Delta u > 0, \quad y \in B_2.
\] (2.4)

**Definition 2.1.** Let \( \{ u_i \}_i \) be a sequence of solutions of (2.4). A point \( \bar{y} \in B_2 \) is called a blow up point of \( \{ u_i \}_i \) if there exists a sequence \( \{ y_i \}_i \) converging to \( \bar{y} \) such that \( u_i(y_i) \to \infty \).

In the sequel, if \( \bar{y} \) is a blow up point for \( \{ u_i \}_i \), writing \( y_i \to \bar{y} \) we mean that \( y_i \) are local maxima of \( u_i \) and \( u_i(y_i) \to +\infty \) as \( i \to +\infty \).

**Definition 2.2.** A blow up point \( \bar{y} \) is said to be an isolated blow up point of \( \{ u_i \}_i \) if there exist \( \bar{r} \in (0, \text{dist}(\bar{y}, \partial B_2)) \), \( \bar{c} > 0 \) and a sequence \( \{ y_i \}_i \) converging to \( \bar{y} \) such that \( y_i \) is a local maximum of \( u_i \), \( u_i(y_i) \to \infty \) and

\[
u_i(y) \leq \bar{c}|y - y_i|^{-\frac{4}{p-1}} \quad \forall y \in B_{\bar{r}}(y_i).
\]

**Definition 2.3.** An isolated blow up point \( \bar{y} \in B_2 \) of \( \{ u_i \}_i \) is said to be an isolated simple blow up point of \( \{ u_i \}_i \) if there exists some positive \( \rho \) independent of \( i \) such that

\[
u_i(r) = \frac{r^{\frac{4}{p-1}}}{|\partial B_r|} \int_{\partial B_r} u_i \quad r > 0
\]

has precisely one critical point in \( (0, \rho) \) for large \( i \).

Suppose that there exist

\[
\begin{cases}
\beta \geq 2, & \beta \in (n-4, n), \\
A_1, L_1, L_2 > 0,
\end{cases}
\]

such that

(Q1) \( Q_i \in C^{[\beta]-1,1}_{\text{loc}}(B_2) \) and \( \frac{1}{A_1} \leq Q_i \leq A_1 \) in \( B_2 \);

(Q2) \( \| \nabla Q_i \|_{C^0(\Omega_i)} \leq L_1 \) and

\[
|\nabla^s Q_i(y)| \leq L_2|\nabla Q_i(y)|^{\frac{s}{[\beta]-s}} \quad \forall 2 \leq s \leq [\beta], \forall y \in \Omega_i : \nabla Q_i(y) \neq 0,
\]

where \( \Omega_i \) is a neighbourhood of the set of critical points of \( Q_i \).

In the sequel \( c_1, c_2, \ldots \) will denote positive constants which may vary from formula to formula and which may depend only on \( \rho, A_1, L_1, L_2, n \). The following two lemmas are
proved in the Appendix following the scheme of Lemma 2.6 and 2.8 in [21] and using some results of [18].

**Lemma 2.4.** Assume that (Q1-2) hold in $B_2$. Let $u_i$ satisfy (2.4) and suppose that $y (y_i \to \bar{y})$ is an isolated simple blow up point. We have that

$$|\nabla Q_i(y_i)| \leq c_1 u_i^{-2}(y_i) + c_2 u_i^{-\frac{2}{n-4}} \left( \frac{\beta-\lfloor \beta \rfloor}{\beta-1} \right) (y_i).$$

**Lemma 2.5.** Under the same assumptions as in Lemma 2.4 and for all $0 < \sigma < 1$ we get:

for $\beta = 2$

$$\left| \int_{B_\sigma(y_i)} (y - y_i) \cdot \nabla Q_i u_i^{p+1} \right| \leq c u_i^{-\frac{1}{n-4}}(y_i) + o \left( \nabla Q_i(y_i) u_i^{-\frac{2}{n-4}}(y_i) \right)$$

and for $\beta > 2$

$$\left| \int_{B_\sigma(y_i)} (y - y_i) \cdot \nabla Q_i u_i^{p+1} \right| \leq c_1 |\nabla Q_i(y_i)| u_i^{-\frac{2}{n-4}}(y_i) + c_2 u_i^{-\frac{2}{n-4}} \left( \lfloor \beta \rfloor + \frac{\beta - \lfloor \beta \rfloor}{\beta-1} \right) (y_i).$$

Thanks to the previous lemmas, we obtain a corollary, which is the analogous of Corollary 2.1 of [21].

**Corollary 2.6.** Assume (Q1-2). Let $u_i$ satisfy (2.4) and suppose that $y_i \to 0$ is an isolated simple blow up point. Then for any $0 < \sigma < 1$ we have that

$$\lim_{i \to \infty} u_i^2(y_i) \int_{B_\sigma(y_i)} (y - y_i) \cdot \nabla Q_i u_i^{p+1} = 0.$$

**Proof.** Owing to Lemma 2.4 and Lemma 2.5 we have that

$$\left| u_i^2(y_i) \int_{B_\sigma(y_i)} (y - y_i) \cdot \nabla Q_i u_i^{p+1} \right|$$

$$\leq c_1 u_i^{-\frac{2}{n-4}}(y_i) \left[ c_2 u_i^{-2}(y_i) + c_3 u_i^{-\frac{2}{n-4}} \left( \frac{\beta-\lfloor \beta \rfloor}{\beta-1} \right) (y_i) \right]$$

$$= c_4 u_i^{-\frac{2}{n-4}}(y_i) + c_5 u_i^{-\frac{2}{n-4}} \left( \lfloor \beta \rfloor + \frac{\beta - \lfloor \beta \rfloor}{\beta-1} \right) (y_i).$$

Remark that $\lfloor \beta \rfloor + \frac{\beta - \lfloor \beta \rfloor}{\beta-1} > n - 4$ to obtain the statement. □

Corollary 2.6 can be used to prove that, in our hypotheses, blow up points for equation (2.4) have to be isolated simple blow up points. In particular, note that we can prove
the same results of [18, Proposition 2.19 and 3.2] (where (Q2) was not required) for any \( n \geq 5 \).

**Theorem 2.7.** In the same assumptions of Lemma 2.4, blow up points for equation (2.4)_i are isolated simple and finite.

**Sketch of the proof.**

**Step 1.** Any isolated blow up point has to be isolated simple. We can proceed as in [18, Proposition 2.19]. To prove that any isolated blow up point \( \bar{y} \) for \( \{u_i\}_i \) has to be simple, in [18, Proposition 2.19] it is shown that the function \( \bar{w}_i \) given by Definition 2.3 has precisely one critical point in \((0, R_i u_i^{-(p-1)/4})\) (for a suitable \( R_i \rightarrow +\infty \)). By contradiction suppose that \( \bar{y} \) is not simple and let \( \mu_i \geq R_i u_i^{-(p-1)/4} \) be the second critical point of \( \bar{w}_i \). Assume \( y_i = 0 \) and set \( \xi_i(y) = \mu_i^{4/(p-1)} u_i(\mu_i y), \quad |y| \leq 1/\mu_i \). \( \xi_i \) satisfies

\[
\begin{aligned}
\Delta^2 \xi_i(y) &= Q_i(\mu_i y) \xi_i(y)^p, \quad |y| < \frac{1}{\mu_i} \\
|y|^{4/(p-1)} \xi_i(y) &\leq \text{const}, \quad |y| < \frac{1}{\mu_i} \\
\lim_{i} \xi_i(0) &= +\infty.
\end{aligned}
\]

(2.5)

In [18] it is proved that \( 0 \) is an isolated simple blow up point for equation (2.5) and that

\[
\xi_i(0) \xi_i(y) \longrightarrow h(y) = a|y|^{4-n} + b(y) \quad \text{in} \quad C^4_{\text{loc}}(\mathbb{R}^n \setminus 0)
\]

for some biharmonic function \( b \) and for some constant \( a > 0 \). Then it is shown that setting

\[
B(r, y, h, \nabla h, \nabla^2 h, \nabla^3 h) = -\frac{n-2}{2} \Delta h \frac{\partial h}{\partial \nu} - r \frac{1}{2} |\Delta h|^2 + \frac{n-4}{2} h \frac{\partial}{\partial \nu} (\Delta h)
\]

\[
+ \langle y, \nabla h \rangle \frac{\partial}{\partial \nu} (\Delta h) - \Delta h \sum_i y_i \frac{\partial}{\partial \nu} h_i.
\]

(2.6)

one has

\[
0 > \int_{\partial B_\sigma} B(\sigma, y, h, \nabla h, \nabla^2 h, \nabla^3 h) \geq \lim_{i} \xi_i(0)^2 \frac{n-4}{2(p+1)} \sum_j \int_{B_\sigma} y_j \frac{\partial Q_i(\mu_i y)}{\partial y_j} \xi_i^{p+1}
\]

(2.7)

Only at this point of the proof of [18] the fact that \( n = 5, 6 \) is used to conclude that the last term of the previous inequality is 0 thus finding a contradiction. However, in our case it works for every \( n \geq 5 \) thanks to Corollary 2.6.

**Step 2. Blow up points have to be isolated.** We observe that, using Corollary 2.6 again, we are able to extend [18, Proposition 3.2] which states that for any \( p, q \in S^n \) blow up points of (2.4)_i one has

\[
|p - q| \geq \delta^*
\]

(2.8)
under flatness condition. Hence the number of blow up points is finite. (2.8) and [18, Proposition 3.1, statement (3)] show that the blow up points are indeed isolated. Therefore we get the thesis of the theorem. □

2.2. Blow up analysis under flatness assumption. The following theorem ensures that under our hypotheses there is at most one isolated simple blow up point. We prove it following the scheme of the proof of [21, Theorem 4.2].

Theorem 2.8. Suppose that \( \{\hat{Q}_i\}_{i \in \mathbb{N}} \subset C^1(S^n) \) with uniform \( C^1 \) modulo of continuity and

\[
\frac{1}{A_2} \leq \hat{Q}_i(q) \leq A_2 \quad \forall q \in S^n.
\]

Suppose also that there exists \( \beta \in (n - 4, n), \ \beta \geq 2 \) such that

\[
(\ast)_{\beta} \quad \left\{
\begin{aligned}
\hat{Q}_i \in C^{[\beta]-1,1}(\Omega_{d,i}), & \quad \|\nabla g_0 \hat{Q}_i\|_{C^0(\Omega_{d,i})} \leq L_1, \\
|\nabla g_0 \hat{Q}_i(y)| \leq L_2 |\nabla g_0 \hat{Q}_i(y)|^{\frac{\beta}{\beta + 2}} & \quad \forall 2 \leq s \leq [\beta], \ y \in \Omega_{d,i}, \ \nabla g_0 \hat{Q}_i(y) \neq 0,
\end{aligned}
\right.
\]

where

\[
\Omega_{d,i} = \{q \in S^n : |\nabla g_0 \hat{Q}_i(q)| < d\}.
\]

Let \( v_i \) be solutions of (2.1). Then, after passing to a subsequence, either \( \{v_i\}_i \) stays bounded in \( L^\infty(\Omega) \) (and hence in \( C^4,\alpha(S^n), 0 < \alpha < 1 \)) or \( \{v_i\}_i \) has precisely one isolated simple blow up point.

Proof. Owing to Theorem 2.7, any blow up point has to be simple isolated. Suppose by contradiction that \( \{v_i\}_i \) has two distinct simple isolated blow up points \( q^1 \neq q^2 \) and let \( q^1_i, q^2_i \) be local maxima of \( v_i \) with

\[
q^1_i \rightarrow q^1 \quad \text{and} \quad q^2_i \rightarrow q^2.
\]

We may assume that \( q^2 \neq -q^1 \) without loss of generality. We make a stereographic projection with \( q^1_i \) as the south pole. Note that if \( q \) is a blow up point for \( \{v_i\}_i \) then \( \pi(q) \) is a blow up point for \( \{u_i\}_i = \{v_i \circ \pi^{-1}\}_i \). In the stereographic coordinates \( q^1_i = 0 \) and we still use \( q^1, q^2_i \) to denote the stereographic coordinates of \( q^2, q^2_i \in S^n \). Then we get equation (2.2). It is easy to see that \( \{Q_i\}_i \) satisfies (Q2) for some constants \( L_1 \) and \( L_2 \) in some open set of \( \mathbb{R}^n \) containing 0 and \( q^2 \). Then an application of Lemma 2.4 yields \( \nabla Q_i(q^1_{i,2}) \rightarrow 0 \).

(2.8) implies that the number of blow up points is bounded by some constant independent of \( i \). Therefore we can argue as in the sketch of the proof of Theorem 2.7 and see that there exist some finite set \( S \subseteq \mathbb{R}^n \), \( 0, q^2 \in S \), some constants \( a, A > 0 \) and some function \( h(y) \in C^4(\mathbb{R}^n \setminus S) \) such that

\[
\begin{align*}
\lim_{i} u_i(0)u_i(y) &= h(y) \quad \text{in} \ C^4_{\text{loc}}(\mathbb{R}^n \setminus S), \\
h(y) &= a|y|^{4-n} + A + o(|y|), \quad \text{for} \ y \sim 0.
\end{align*}
\]
Corollary 2.6 implies that for any $0 < \sigma < 1$

$$\lim_i u_i(0)^2 \int_{B_\sigma} y \cdot \nabla Q_i u_i^{p+1} = 0. \tag{2.10}$$

Corollary 4.2 (part (ii)) in [18] yields

$$\lim_{r \to 0} \int_{\partial B_r} B(r, y, h, \nabla h, \nabla^2 h, \nabla^3 h) = -(n - 4)^2(n - 2)|S^{n-1}| < 0 \tag{2.11}$$

where $B$ is defined in (2.6). On the other side, using the Pohozaev type arguments one finds, see [18, Proposition 4.1],

$$\int_{\partial B_\sigma} B(\sigma, y, u_i, \nabla u_i, \nabla^2 u_i, \nabla^3 u_i) = \frac{n - 4}{2(p + 1)} \int_{B_\sigma} y \cdot \nabla Q_i(y) u_i^{p+1}$$

$$- \sigma \frac{n - 4}{2(p + 1)} \int_{\partial B_\sigma} Q_i u_i^{p+1}. \tag{2.12}$$

Recall now that from [18, Proposition 2.9]

$$C^{-1} \frac{|y - y_i|^{4-n}}{u_i(y_i)} \leq u_i(y) \leq C \frac{|y - y_i|^{4-n}}{u_i(y_i)} \quad \text{for} \quad R_i \frac{u_i^{-\frac{\nu - 1}{4}}(y_i)}{u_i(y_i)} \leq |y - y_i| \leq 1 \tag{2.13}$$

for a positive constant $C$ and for any $R_i \to \infty$ (up to a subsequence). Multiplying (2.12) by $u_i(0)^2$, using (2.9) and noting that from (2.13)

$$\int_{\partial B_\sigma} Q_i u_i^{p+1} \leq c u_i^{-p-1}(y_i) \xrightarrow{i \to \infty} 0$$

we get

$$\int_{\partial B_\sigma} B(\sigma, y, h, \nabla h, \nabla^2 h, \nabla^3 h) = \lim_i u_i(0)^2 \int_{\partial B_\sigma} B(\sigma, y, u_i, \nabla u_i, \nabla^2 u_i, \nabla^3 u_i)$$

$$= \lim_i u_i(0)^2 \frac{n - 4}{2(p + 1)} \sum_j \int_{B_\sigma} y_j \frac{\partial Q_i}{\partial y_j} u_i^{p+1}.$$  

From (2.11) we know that, for $\sigma$ small enough, the first integral in the above formula is strictly less than 0, whereas (2.10) implies that the last term above is 0, which is a contradiction.  \(\Box\)
We will now prove that if a point \( q_0 \in S^n \) satisfies the following condition

\[
\exists \varepsilon_0 > 0 : \hat{Q}_i \in C^{[\beta]-1,1}(B_{\varepsilon_0}(q_0)) \quad \text{and} \quad \hat{Q}_i(q_0) \geq \frac{1}{A_2} \quad \text{for some positive constant } A_2
\]

\[
\hat{Q}_i(y) = \hat{Q}_i(q_0) + \sum_{j=1}^{n} a_j |y_j|^\beta + \mathcal{R}_i(y), \quad |y| \leq \varepsilon_0,
\]

then the form of \( \hat{Q}_i \) near \( q_0 \) prevents blow up from happening there. The following theorem is the analogous of [21, Corollary 4.2].

**Theorem 2.9.** Suppose \( \{\hat{Q}_i\}_i \subseteq C^1(S^n) \) with uniform \( C^1 \) modulo of continuity and satisfies for some \( q_0 \in S^n \) condition \((**)_{\beta}\). Let \( v_i \) be positive solutions of \((P)\) with \( \hat{Q} = \hat{Q}_i \). If \( q_0 \) is an isolated simple blow up point of \( v_i \), then \( v_i \) has to have at least another blow up point.

**Remark 2.10.** Note that \((**)_{\beta}\) implies that \( \{Q_i\}_i = \{\hat{Q}_i \circ \pi^{-1}\}_i \) satisfies (Q2). See [21, Remark 0.3].

**Proof of Theorem 2.9.** Let us argue by contradiction. Suppose that \( v_i \) has no other blow up points. Let us take \( q_0 \) as the south pole and make stereographic projection on \( \mathbb{R}^n \), so that our equation becomes

\[
\begin{cases}
\Delta^2 u_i = \frac{n-4}{2} Q_i(y) u_i(y) \frac{\alpha+1}{\alpha+4} \quad \text{in } \mathbb{R}^n, \\
u_i > 0 \quad \text{in } \mathbb{R}^n,
\end{cases}
\]

where \( u_i(y) = \varphi(y) v_i(\pi^{-1}(y)) \). Let \( y_i \) be the local maximum of \( u_i \) and such that \( y_i \to 0 \).

It follows from Lemma 2.4 that

\[
|\nabla Q_i(y_i)| = O \left( u_i^{-2}(y_i) + u_i^{-\frac{2}{\alpha-2}} ([\beta]-1+\beta|y_i|) (y_i) \right).
\]

Multiply equation (2.14) by \( \nabla u_i \); it is easy to check by integration by parts that

\[
\int_{\mathbb{R}^n} \Delta^2 u_i \nabla u_i = 0.
\]
Then we obtain
\[ \int_{\mathbb{R}^n} Q_i u_i^{\frac{n+4}{n-4}} \nabla u_i = 0. \]

Another integration by parts yields
\[ 0 = \int_{\mathbb{R}^n} Q_i u_i^{\frac{n+4}{n-4}} \nabla u_i = -\frac{n-4}{2n} \int_{\mathbb{R}^n} u_i^{\frac{2n}{n-4}} \nabla Q_i. \tag{2.15} \]

Since we have assumed that \( v_i \) has no other blow up point but \( q_0 \), the Harnack inequality and (2.13) yield that
\[ v_i(q) \sim (\max_{S^n} v_i)^{-1} \quad \text{for } q \text{ away from } q_0, \]

and this implies that for \(|y| \geq \varepsilon > 0\) \( u_i(y) \leq \varepsilon|y|^{4-n}u_i^{-1}(y_i) \).

Therefore for \( \varepsilon > 0 \) small from (2.15) we obtain

\[
\begin{align*}
&\left| \int_{B_{\varepsilon}} \nabla Q_i(y + y_i) u_i^{\frac{2n}{n-4}} (y + y_i) \, dx \right| \\
&\quad + \left| \int_{\mathbb{R}^n \setminus B_{\varepsilon}} \nabla Q_i(y + y_i) u_i^{\frac{2n}{n-4}} (y + y_i) \, dx \right| \\
&\quad \leq C(\varepsilon) u_i^{-\frac{2n}{n-4}}(y_i). \tag{2.16}
\end{align*}
\]

Let us set \( T^{(\beta)}(y) = \sum_{j} a_j |y_j|^\beta \). Using \((**)_{\beta}\) (2.16) becomes

\[
\left| \int_{B_{\varepsilon}} [\nabla T^{(\beta)}(y + y_i) + \nabla R_i(y + y_i)] u_i^{\frac{2n}{n-4}} (y + y_i) \, dx \right| \leq C(\varepsilon) u_i^{-\frac{2n}{n-4}}(y_i). \tag{2.17}
\]

Since
\[
\frac{|\nabla R_i(y)|}{|\nabla T^{(\beta)}(y)|} \leq c \frac{|\nabla R_i(y)|}{|y|^{\beta-1}} \xrightarrow{y \to 0} 0 \quad \text{uniformly in } i,
\]

from (2.17) we deduce

\[
\left| \int_{B_{\varepsilon}} \left\{ \nabla T^{(\beta)}(y + y_i) + o_\varepsilon(1)|\nabla T^{(\beta)}(y + y_i)| \right\} u_i^{\frac{2n}{n-4}} (y + y_i) \right| \leq C(\varepsilon) u_i^{-\frac{2n}{n-4}}(y_i)
\]

where \( o_\varepsilon(1) \) stays for something going to 0 as \( \varepsilon \to 0 \) uniformly in \( i \). Multiplying the above by \( u_i^{\frac{2n}{n-4}(\beta-1)}(y_i) \), noting that \( \nabla T^{(\beta)}(\lambda y) = \lambda^{\beta-1} \nabla T^{(\beta)}(y) \) for any \( \lambda > 0 \), and setting
\[
\xi_i := u_i^{\frac{2}{n-4}}(y_i) y_i
\]

\[
A_i = \int_{B_{\varepsilon}} \left\{ \nabla T^{(\beta)}(u_i^{\frac{2}{n-4}(y_i)y + \xi_i}) + o_\varepsilon(1) \left| \nabla T^{(\beta)}(u_i^{\frac{2}{n-4}(y_i)y + \xi_i}) \right| \right\} u_i^{\frac{2n}{n-4}}(y + y_i),
\]

we get
\[
|A_i| \leq C(\varepsilon) u_i^{-\frac{2n}{n-4}(\beta-1-n)}(y_i). \tag{2.18}
\]
We now want to prove that $\{\xi_i\}_i$ is bounded. By contradiction, suppose that $\xi_i \to \infty$ along a subsequence. Let us set

$$I_i = \int_{|y| \leq R_i} \left\{ \nabla T^{(\beta)} \left( u_i^{\frac{2}{n-4}}(y_i) y_i + \xi_i \right) \right\} u_i^{\frac{2n}{n-4}}(y + y_i)$$

and

$$J_i = \int_{R_i} \left\{ \nabla T^{(\beta)} \left( u_i^{\frac{2}{n-4}}(y_i) y_i + \xi_i \right) \right\} u_i^{\frac{2n}{n-4}}(y + y_i).$$

Making the change of variable $z = u_i^{\frac{2}{n-4}}(y_i) y$ and using (4.7) of Appendix we get

$$|I_i| \sim c \left| \int_{|z| \leq R_i} (z + \xi_i)|z + \xi_i|^{\beta-2} \left( u_i^{-1}(y_i) u_i \left( u_i^{\frac{2}{n-4}}(y_i) z + y_i \right) \right)^{\frac{2n}{n-4}} \right| \sim |\xi_i|^{\beta-1} \quad (2.19)$$

and

$$|J_i| \leq c \left| \int_{R_i} \left\{ |u_i^{\frac{2}{n-4}}(y_i) y|^{\beta-1} + |\xi_i|^{\beta-1} \right\} u_i(y + y_i)^{\frac{2n}{n-4}} \right|. $$

Here and in the sequel we need the following estimate which one can find in [18, Lemma 2.17]: in the assumptions of Lemma 2.4 and for any sequence $R_i \to +\infty$ one has that (up to a subsequence)

$$\left\{ \int_{B_{r_i}} |y - y_i|^s u_i^{p+1} = O \left( u_i^{-\frac{2s}{n-4}}(y_i) \right) \right\}_{n < s < n} \quad (2.20)$$

for some positive constant $c$, where $r_i = R_i u_i^{-\frac{n-4}{4}}(y_i)$. The second of (2.20) with $s = \beta - 1$ gives

$$|J_i| \leq o \left( u_i^{\frac{2(\beta-1)-2s}{n-4}}(y_i) \right) + |\xi_i|^{\beta-1} o(1) \leq o(1)|\xi_i|^{\beta-1}. \quad (2.21)$$

Putting together (2.18), (2.19), and (2.21) we find

$$C(\varepsilon) u_i^{\frac{2}{n-4}(\beta-1-n)}(y_i) \geq |A_i| \geq |I_i| - |J_i| \geq |\xi_i|^{\beta-1}(1 - o(1)) \sim |\xi_i|^{\beta-1}. $$
Then

\[ |\xi_i| \leq c(\varepsilon) u_i^{-\frac{n-2}{n-4}}(y_i) \leq c \]

for some positive \( c \), which is a contradiction. Then

\[ |y_i| = u_i^{-\frac{2}{n-4}}(y_i) |\xi_i| = O\left(u_i^{-\frac{2}{n-4}}(y_i)\right). \tag{2.22} \]

Writing (2.12) in \( \mathbb{R}^n \) for equation (2.14) we have that

\[ \frac{n-4}{2(p+1)} \int_{\mathbb{R}^n} y \cdot \nabla Q_i(y) u_i^{p+1} = 0. \]

Using (2.15), we get

\[ \int_{\mathbb{R}^n} y \cdot \nabla Q_i(y + y_i) u_i^{\frac{2\alpha}{n-4}}(y + y_i) = 0 \]

so that for any \( \varepsilon > 0 \) small we have

\[ \left| \int_{B_\varepsilon} y \cdot \nabla Q_i(y + y_i) u_i^{\frac{2\alpha}{n-4}}(y + y_i) \right| \leq c(\varepsilon) u_i^{-\frac{2\alpha}{n-4}}(y_i). \]

Therefore (2.20)_s with \( s = \beta \) and \( s = 1 \) and (**)_\beta yield

\[ \int_{B_\varepsilon} y \cdot \nabla \mathcal{T}^{(\beta)}(y + y_i) u_i^{\frac{2\alpha}{n-4}}(y + y_i) \]

\[ \leq c(\varepsilon) u_i^{-\frac{2\alpha}{n-4}}(y_i) + o_\varepsilon(1) \int_{B_\varepsilon} |y||y + y_i|^{\beta-1} u_i^{\frac{2\alpha}{n-4}}(y + y_i) \]

\[ \leq c(\varepsilon) u_i^{-\frac{2\alpha}{n-4}}(y_i) + o_\varepsilon(1) \int_{B_\varepsilon} \{|y|^{\beta} + |y||y_i|^{\beta-1}\} u_i^{\frac{2\alpha}{n-4}}(y + y_i) \]

\[ \leq c(\varepsilon) u_i^{-\frac{2\alpha}{n-4}}(y_i) + o_\varepsilon(1) u_i^{-\frac{2\alpha}{n-4}}(y_i) + o_\varepsilon(1)|y_i|^{\beta-1} u_i^{-\frac{2}{n-4}}(y_i). \]

Multiplying the above by \( u_i^{\frac{2\beta}{n-4}}(y_i) \) and using (2.22) we have that

\[ \lim_{i \to \infty} u_i^{\frac{2\beta}{n-4}}(y_i) \left| \int_{B_\varepsilon} y \cdot \nabla \mathcal{T}^{(\beta)}(y + y_i) u_i^{\frac{2\alpha}{n-4}}(y + y_i) dy \right| \leq o_\varepsilon(1). \tag{2.23} \]

Moreover (2.20)_s with \( s = \beta \) and \( s = 1 \) and (2.22) yield

\[ u_i^{\frac{2\beta}{n-4}}(y_i) \left| \int_{R_1 u_i^{-\frac{2}{n-4}}(y_i) \leq |y| \leq \varepsilon} y \cdot \nabla \mathcal{T}^{(\beta)}(y + y_i) u_i^{\frac{2\alpha}{n-4}}(y + y_i) dy \right| \]

\[ \leq c u_i^{\frac{2\beta}{n-4}}(y_i) \left\{ \int_{R_1 u_i^{-\frac{2}{n-4}}(y_i) \leq |y| \leq \varepsilon} (|y|^{\beta} + |y||y_i|^{\beta-1}) u_i^{\frac{2\alpha}{n-4}}(y + y_i) dy \right\} \xrightarrow{i \to \infty} 0. \tag{2.24} \]
Set \( \xi := \lim_{i \to \infty} u_i^{\frac{2}{n-4}}(y_i) y_i \) (see (2.22)). Making the change of variable \( y = u_i^{\frac{2}{n-4}}(y_i) z \) and using (2.23-24) we get

\[
\left| \int_{|z| \leq R_i} z \cdot \nabla T^{(\beta)}(z + \xi) \left[ u_i^{-1}(y_i) u_i \left( u_i^{\frac{2}{n-4}} z + y_i \right) \right]^{\frac{2n}{n+4}} dz \right| = o_\varepsilon(1) + o(1).
\]

Thanks to (4.7) of Appendix we have that

\[
u_i^{-1}(y_i) u_i \left( u_i^{\frac{2}{n-4}} z + y_i \right) \xrightarrow{i \to \infty} (1 + k|z|^2)^{-n} \text{ uniformly}
\]

where \( k^2 = \lim_{i \to \infty} [2n(n-2)(n+2)]^{-1} Q_i(y_i) \). Therefore letting \( i \to \infty \) we get

\[
\left| \int_{\mathbb{R}^n} z \cdot \nabla T^{(\beta)}(z + \xi)(1 + k|z|^2)^{-n} dz \right| = o_\varepsilon(1).
\]

Hence we have that

\[
\int_{\mathbb{R}^n} z \cdot \nabla T^{(\beta)}(z + \xi)(1 + k|z|^2)^{-n} dz = 0. \tag{2.25}
\]

Using (2.15) and arguing as before we have

\[
\int_{\mathbb{R}^n} \nabla T^{(\beta)}(z + \xi)(1 + k|z|^2)^{-n} dz = 0. \tag{2.26}
\]

Using (2.25-26) and noting that \( T^{(\beta)}(x) = \frac{1}{\beta} x \cdot \nabla T^{(\beta)}(x) \), we deduce

\[
\int_{\mathbb{R}^n} T^{(\beta)}(z + \xi)(1 + k|z|^2)^{-n} dz = \beta^{-1} \int_{\mathbb{R}^n} (z + \xi) \cdot \nabla T^{(\beta)}(z + \xi)(1 + k|z|^2)^{-n} dz = 0. \tag{2.27}
\]

For any \( \vartheta \in \mathbb{R}^n \) we have that

\[
\int_{\mathbb{R}^n} \frac{\partial}{\partial y_j} T^{(\beta)}(y + \vartheta)(1 + k|y|^2)^{-n} dy = \beta a_j \int_{\mathbb{R}^n} |y_j + \vartheta_j|^\beta - 2(y_j + \vartheta_j)(1 + k|y|^2)^{-n} dy.
\]

It is easy to prove that the last integral is 0 if and only if \( \vartheta_j = 0 \), so that

\[
\int_{\mathbb{R}^n} \nabla T^{(\beta)}(y + \vartheta)(1 + k|y|^2)^{-n} dy = 0 \quad \text{if and only if} \quad \vartheta = 0. \tag{2.28}
\]

Then (2.28) and (2.26) yield \( \xi = 0 \) and so from (2.27) we get

\[
\int_{\mathbb{R}^n} T^{(\beta)}(y)(1 + k|y|^2)^{-n} dy = 0.
\]
On the other hand

\[
\int_{\mathbb{R}^n} T^{(\beta)}(y)(1 + k|y|^2)^{-n} \, dy = \sum_{j=1}^n \int_{\mathbb{R}^n} a_j |y_j|^\beta (1 + k|y|^2)^{-n} \, dy
\]

\[
= \left(\sum_{j=1}^n a_j\right) \int_{\mathbb{R}^n} |y_1|^\beta (1 + k|y|^2)^{-n} \, dy \neq 0
\]

which gives a contradiction.  \(\square\)

Remark 2.11. We can prove the same result of the previous theorem with the assumptions

\[
\begin{cases}
\hat{Q}_i \in C^{[\beta]-1,1}(B_{\varepsilon_0}(q_0)), & \hat{Q}_i(q_0) \geq \frac{1}{A_2}, \\
\hat{Q}_i(y) = \hat{Q}_i(0) + T^{(\beta)}_i(y) + R_i(y) & \text{for } |y| \leq \varepsilon_0,
\end{cases}
\]

where \(y\) is some geodesic normal coordinates centered at \(q_0\),

\[
\begin{align*}
T^{(\beta)}_i(\lambda y) &= \lambda^\beta T^{(\beta)}_i(y) & \forall \lambda > 0, & y \in \mathbb{R}^n, \\
\sum_{s=0}^{[\beta]} |\nabla^s R_i(y)||y|^{-\beta+s} & \to 0 & y \to 0 & \text{uniformly for } i,
\end{align*}
\]

\(T^{(\beta)}_i \to T^{(\beta)}\) in \(C^1(S^{n-1})\) and there exists a positive constant \(A_3\) such that

\[
A_3|y|^{\beta-1} \leq |\nabla T^{(\beta)}(y)|, & |y| \leq \varepsilon_0,
\]

\[
\left(\int_{\mathbb{R}^n} \nabla T^{(\beta)}(y\xi)(1 + |y|^2)^{-n} \, dy \right) \neq 0 & \forall \xi \in \mathbb{R}^n.
\]

Theorems 2.8 and 2.9 easily imply the following result.

**Theorem 2.12.** For \(n \geq 5\), suppose that \(\hat{Q} \in C^1(S^n)\) is some positive function such that for any critical point \(q_0\) there exists some real number \(\beta = \beta(q_0)\) with \(\beta \geq 2\) and \(\beta \in (n - 4, n)\) such that in some geodesic normal coordinate system centered at \(q_0\)

\[
\hat{Q}(y) = \hat{Q}(q_0) + \sum_{j=1}^n a_j |y_j|^\beta + R(y)
\]

(2.29)

where \(a_j = a_j(q_0) \neq 0\), \(\sum a_j \neq 0\), \(R(y) \in C^{[\beta]-1,1}\) near 0 and

\[
\sum_{s=0}^{[\beta]} |\nabla^s \hat{Q}(y)||y|^{-\beta+s} = o(1) & \text{as } y \to 0.
\]
Then for any $\varepsilon > 0$ there exists a positive constant $C(Q, n, \varepsilon)$ such that for all $\varepsilon \leq \mu \leq 1$ any positive solution $v$ of $(P)$ with $\hat{Q}$ replaced by
\[
\hat{Q}_t = t\hat{Q} + (1 - t)\frac{(n^2 - 4)n}{8}
\]
satisfies
\[
C(Q, n, \varepsilon)^{-1} \leq v(q) \leq c(Q, n, \varepsilon), \quad \forall \ q \in S^n.
\]

The following result is an existence theorem (which is the analogous of [21, Theorem 0.1]) which we will prove by making a homotopy which reduces the problem to the perturbative case.

2.3. A homotopy argument. We are able now to build a homotopy which allows us to pass from the perturbative case to the non-perturbative one.

**Theorem 2.13.** For $n \geq 5$, suppose that $\hat{Q}$ satisfies the assumptions of Theorem 2.12 and that
\[
\sum_{\nabla g_0 \hat{Q}(q_0) = 0, a_j(q_0) < 0} \sum_{j=1}^{n} a_j(q_0) = (-1)^n
\]
where
\[
i(q_0) = \#\{ a_j(q_0) : \nabla g_0 \hat{Q}(q_0) = 0, a_j(q_0) < 0, 1 \leq j \leq n \}.
\]
Then $(P)$ has at least one $C^4$ positive solution.

**Proof.** Let us consider $\hat{Q}_t = t\hat{Q} + (1 - t)(n^2 - 4)n/8$ and the associated problems
\[
\begin{cases}
\mathcal{P}^n_{g_0} v = \frac{n - 4}{2} \hat{Q}_t v^{n+4} \\
u > 0
\end{cases}
on S^n.
\]

Let $v_t$ be solutions of $(P_t)$, $0 \leq t \leq 1$. It follows from Theorem 2.8 that after passing to a subsequence either $\{v_t\}_{0 \leq t \leq 1}$ is bounded in $L^\infty(S^n)$ (and consequently in $C^{4,\alpha}(S^n)$, $0 < \alpha < 1$) or $\{v_t\}_{0 \leq t \leq 1}$ has precisely one isolated simple blow up point. Lemma 1.2 and Theorem 1.5 imply that for any $\delta > 0$ we have solutions corresponding to $\hat{Q}_\varepsilon$ for $\varepsilon$ small in the $\delta$–neighbourhood ($H^2(S^n)$–topology) of $Z_0$, where $Z_0$ is the set of the solutions of $(P_0)$
\[
\mathcal{P}^n_{g_0} v = \frac{(n - 4)(n^2 - 4)n}{16} v^{n+4},
\]
i.e. up to a constant $Z_0$ is the critical manifold $Z$ of Section 1.

Let us fix $\varepsilon > 0$ and consider solutions of $(P_t)$ for $\varepsilon \leq t \leq 1$. Lemma 2.4 implies that solutions can blow up only at a precisely one of the critical points of $Q$. Theorem 2.12 implies that for $\varepsilon \leq t \leq 1$ any solution of $(P_t) v$ satisfies
\[
C^{-1} \leq v(x) \leq C \quad \forall \ x \in S^n
\]
for some positive constant $C = C(Q, \varepsilon, n)$, and then all the solutions of $(P_t)$ for $\varepsilon \leq t \leq 1$ are in a compact set of the space

$$C^{4, \alpha}(S^n)_+ = \{ w \in C^{4, \alpha}(S^n) : w > 0 \text{ on } S^n \}.$$

Then we can find some bounded open subset of $C^{4, \alpha}(S^n)_+$ denoted by $O_\varepsilon$ which contains all positive solutions of $(P_t)$ for $\varepsilon \leq t \leq 1$. Thanks to the homotopy invariance of the Leray-Schauder degree we have

$$\deg_{C^{4, \alpha}(S^n)_+} \left( v - (P^n_{g_0})^{-1} \left( \frac{n - 4}{2} \widehat{Q} v^{\frac{n+4}{n-4}} \right), O_\varepsilon, 0 \right)$$

$$= \deg_{C^{4, \alpha}(S^n)_+} \left( v - (P^n_{g_0})^{-1} \left( \frac{n - 4}{2} \widehat{Q}_\varepsilon v^{\frac{n+4}{n-4}} \right), O_\varepsilon, 0 \right).$$

Arguing as in [11, 17, 21], one can prove that the right-hand side is equal to

$$\sum_{\nabla g_0 \widehat{Q}(q_0) = 0} (-1)^{i(q_0)} - (-1)^n \sum_{j=1}^n a_j(q_0) < 0$$

thus getting the conclusion.

**Remark 2.14.** Let us point out the main differences between the above results and the results of [18]. In [18] $\widehat{Q}$ is supposed to be a Morse function satisfying a non-degeneracy condition (namely $\Delta_{g_0} \widehat{Q}(x) \neq 0$ whenever $\nabla \widehat{Q}(x) = 0$); no flatness condition is required. Under these assumptions when $n = 5$ no blow up occurs. Instead the case $n = 6$ can present multiple blow up points. Making some more assumptions on $\widehat{Q}$ and after a more precise description of the blow up scheme, an existence results when $n = 6$ is stated in [18, Theorem 1.9]. In our case, the flatness assumption allows us to prove that there are no multiple blow up, thus getting compactness and allowing the homotopy argument for any $n \geq 5$.

### 3. The symmetric case

We now consider the case in which the prescribed curvature is invariant under the action of a group $\Sigma \subset O(n + 1)$. Let us start from the perturbative case. Suppose that $\widehat{K}$ is $\Sigma$-invariant. In this case we can argue as in [5] to find critical points of $f_\varepsilon$ and as in Section 1 (Van der Vorst techniques) to prove the positivity of such critical points so that we get exactly the analogous results of Theorem 5.1, 5.3, 5.4, 6.1, and 6.4 of [5]. In particular we get
Theorem 3.1. Let \( \text{Fix}(\Sigma) = \{ p \in S^n : p_1 = \ldots = p_k = 0 \} \) for some \( 1 \leq k \leq n \) and assume that \( P_N \) is a nondegenerate minimum for \( \hat{K} \) on \( S^n \). Moreover let \( K = \hat{K} \circ \pi \) satisfy

(i) \( Y_k := \text{Crit}(K) \cap V_{n-k} \) is finite and all \( \xi \in Y_k \) are non-degenerate,
where \( V_{n-k} = \{ \xi \in \mathbb{R}^n : \xi_1 = \ldots = \xi_k = 0 \} \);
(ii) \( \Delta K(\xi) \neq 0 \) \( \forall \xi \in Y_k \) and
\[
\sum_{\xi \in Y_k, \Delta K(\xi) < 0} (-1)^{\tilde{m}} - (-1)^{n-k} \neq 0
\]
where \( \tilde{m} \) is the Morse index of \( \xi \) as a critical point of \( K \) constrained
on \( V_{n-k} \).

Then (1.4) has a symmetric solution. \( \square \)

Remark 3.2. In an analogous way, using Lemma 1.2 and the arguments of [5], we can prove that, if \( \hat{Q} \) is of the form (2.29) near the critical fixed points, (1.4) has a symmetric solution provided
\[
\sum_{q_0 \in \text{Crit}(Q) \cap \text{Fix}(\Sigma)} (-1)^{i_\Sigma(q_0)} - (-1)^{n-k} \neq 0
\]
where \( i_\Sigma(q_0) \) denotes the Morse index of \( q_0 \) as a critical point of \( Q \) restricted to \( \text{Fix}(\Sigma) \).

We can treat the non-perturbative case as Ambrosetti-Li-Malchiodi did in [4] for the scalar curvature problem, thus getting the following

Theorem 3.3. For \( n \geq 5 \), let \( \hat{Q} \in C^{n-4,0}(S^n) \) positive and invariant under the action of a group \( \Sigma \subseteq O(n+1) \), such that

(H1) for all critical points of \( \hat{Q} \) in \( \text{Fix}(\Sigma) := \{ q \in S^n : \sigma q = q \ \forall \sigma \in \Sigma \} \),
\( \hat{Q} \) is of the form (2.29);

(H2) \( \hat{Q} \) satisfies \textit{(*)}_\beta near the critical points;

suppose that
\[
\text{Crit}(\hat{Q}) \cap \text{Fix}(\Sigma) \text{ is finite,}
\]
\[
\text{Fix}(\Sigma) = \{ x = (x_1, \ldots, x_{n+1}) \in S^n : x_1 = \ldots = x_k = 0 \}.
\]

Then all \( \Sigma \)-invariant solutions of \( (P) \) stay in a compact set of
\[
C^{4,0}(S^n)^+_{\Sigma} = \{ w \in C^{4,0}(S^n)^+ : w \text{ is } \Sigma \text{ - invariant} \}
\]
and
\[
\deg_{C^{4,0}(S^n)^+_{\Sigma}} \left( v - P_{g_0}^{-1} \left( \frac{n-4}{2} Q_{v \frac{n+4}{2}, \mathcal{O}, 0}^{\frac{n+4}{2}} \right) \right) = \sum_{q_0 \in \text{Crit}(Q) \cap \text{Fix}(\Sigma)} (-1)^{i_\Sigma(q_0)} - (-1)^{n-k}
\]
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where $\mathcal{O}$ is some bounded open set in $C^{4,\alpha}(S^n)_{\Sigma}^+$ containing all $\Sigma-$ invariant solutions of $(P)$. In particular, if the number on the right hand side of (3.4) is nonzero, $(P)$ has at least one $\Sigma-$ invariant solution.

**Proof.** We can repeat exactly the first part of the proof of the previous theorem. Since there is at most one blow up point, we know that $\Sigma-$ invariant solutions of $(P_t)$ for $0 \leq t \leq 1$ can not blow up at any point in $S^n \setminus \text{Fix}(\Sigma)$.

Fix now $\varepsilon > 0$ and consider $(P_t)$ for $\varepsilon \leq t \leq 1$. Away from $\text{Fix}(\Sigma)$, $\Sigma-$ invariant solutions stay uniformly bounded. Lemma 2.4 implies that solutions can blow up only at precisely one of the critical points of $Q$ in $\text{Fix}(\Sigma)$. Theorem 2.12 implies that there exists a bounded open subset of $C^{4,\alpha}(S^n)_{\Sigma}^+$ denoted as $\mathcal{O}_\varepsilon$ which contains all $\Sigma-$ invariant solutions of $(P_t)$ for $\varepsilon \leq t \leq 1$. As above, the homotopy invariance of the Leray-Schauder degree allows us to conclude the proof. \hfill \square

4. Appendix

Let us give the proof of the technical lemmas stated in Section 2.

**Proof of Lemma 2.4.** Let us take a cut-off function $\eta \in C^\infty_c(B_1)$ satisfying

$$\eta(x) = \begin{cases} 1, & \text{if } |x| \leq \frac{1}{4} \\ 0, & \text{if } |x| \geq \frac{1}{2} \end{cases}$$

and multiply (2.4) by $\eta \frac{\partial u_i}{\partial x_j}$

$$\int_{B_1} \Delta^2 u_i \eta \frac{\partial u_i}{\partial x_j} = \frac{n-4}{2} \int_{B_1} Q_i u_i^{p+1} \eta.$$ 

Integrating by parts on $B_1$ we get

$$\int_{B_1} Q_i u_i^{p+1} \eta = -\frac{1}{p+1} \int_{B_1} \frac{\partial Q_i}{\partial x_j} \eta u_i^{p+1} - \frac{1}{p+1} \int_{B_1} Q_i \frac{\partial \eta}{\partial x_j} u_i^{p+1}$$

and

$$\int_{B_1} \Delta^2 u_i \eta \frac{\partial u_i}{\partial x_j} = \int_{B_1} \Delta u_i \Delta \eta \frac{\partial u_i}{\partial x_j} + \int_{B_1} \Delta u_i \eta \Delta \left( \frac{\partial u_i}{\partial x_j} \right) + 2 \int_{B_1} \Delta u_i \left\langle \nabla \eta, \nabla \left( \frac{\partial u_i}{\partial x_j} \right) \right\rangle$$

$$= \int_{B_1} \Delta u_i \Delta \eta \frac{\partial u_i}{\partial x_j} - \frac{1}{2} \int_{B_1} (\Delta u_i)^2 \frac{\partial \eta}{\partial x_j} + 2 \int_{B_1} \Delta u_i \left\langle \nabla \eta, \nabla \left( \frac{\partial u_i}{\partial x_j} \right) \right\rangle.$$
Recalling that \( \nabla \eta \) and \( \Delta \eta \) vanish in \( B_1 \setminus \left( B_{\frac{1}{2}} \setminus B_{\frac{1}{4}} \right) \) the two previous equalities yield

\[
\frac{1}{p+1} \cfrac{n-4}{2} \int_{B_{\frac{3}{2}}} \frac{\partial Q_i}{\partial x_j} u_i^{p+1} \eta = -\int_{B_{\frac{3}{2}}} \Delta u_i \frac{\partial u_i}{\partial x_j} \Delta \eta + \frac{1}{2} \int_{B_{\frac{3}{2}}} \frac{\partial \eta}{\partial x_j} (\Delta u_i)^2 \\
- 2 \int_{B_{\frac{3}{2}}} \frac{\partial Q_i}{\partial x_j} \eta \left\langle \nabla \eta, \nabla \left( \frac{\partial u_i}{\partial x_j} \right) \right\rangle - \frac{n-4}{2} \frac{1}{p+1} \int_{B_{\frac{3}{2}}} \frac{\partial \eta}{\partial x_j} Q_i u_i^{p+1}. \tag{4.1}
\]

Owing to the weak Harnack inequality proved in [18, Lemma 2.5] and to Schauder’s elliptic estimates and using (2.13), from (4.1) we get

\[
\left| \int_{B_{\frac{3}{2}}} \frac{\partial Q_i}{\partial x_j} u_i^{p+1} \right| \leq c_1 u_i^{-2}(y_i) + c_2 u_i^{-p-1}(y_i) \leq c_3 u_i^{-2}(y_i). \tag{4.2}
\]

From (4.2), it follows

\[
\left| \frac{\partial Q_i}{\partial x_j}(y_i) \int_{B_{\frac{3}{2}}} u_i^{p+1} - c_1 u_i^{-2}(y_i) \right| \leq c_2 \left| \int_{B_{\frac{3}{2}}} u_i^{p+1} \left\{ \frac{\partial Q_i}{\partial x_j}(y_i) - \frac{\partial Q_i}{\partial x_j}(y) \right\} \right|. \]

Just to simplify notations, let us suppose that \( \beta \in \mathbb{N} \); it is clear the all the following arguments can be played also in the general case. Expanding \( \nabla Q_i \) and using (Q2) we deduce

\[
\left| \frac{\partial Q_i}{\partial x_j}(y_i) \int_{B_{\frac{3}{2}}} u_i^{p+1} - c_1 u_i^{-2}(y_i) \right| \leq c_2 \int_{B_{\frac{3}{2}}} \left\{ \sum_{s=2}^{\beta-1} |\nabla^s Q_i(y_i)||y-y_i|^{s-1} + \max_{0 \leq t \leq 1} |\nabla^\beta Q_i(y_i + t(y-y_i))||y-y_i|^{\beta-1} \right\} u_i^{p+1} \]

\[
\leq c_3 \int_{B_{\frac{3}{2}}} \left\{ \sum_{s=2}^{\beta-1} |\nabla Q_i(y_i)|^{\frac{\beta-s}{s-1}} |y-y_i|^{s-1} + c_4 |y-y_i|^{\beta-1} \right\} u_i^{p+1}. \]

Hence

\[
|\nabla Q_i(y_i)| \leq c_1 u_i(y_i)^{-2} + c_2 \int_{B_{\frac{3}{2}}} \left\{ \sum_{s=2}^{\beta-1} |\nabla Q_i(y_i)|^{\frac{\beta-s}{s-1}} |y-y_i|^{s-1} + c_3 |y-y_i|^{\beta-1} \right\} u_i^{p+1}.
\]

By the Young inequality with conjugate exponents \( q = \frac{\beta-1}{\beta-s} \) and \( q' = \frac{\beta-1}{s-1} \) we have that for any \( \delta > 0 \)

\[
|\nabla Q_i(y_i)|^{\frac{\beta-s}{s-1}} |y-y_i|^{s-1} \leq \frac{\beta-s}{\beta-1} \delta^{(\beta-1)/(\beta-s)} |\nabla Q_i(y_i)| + \frac{s-1}{\beta-1} \left( \frac{1}{\delta} \right)^{\frac{s-1}{\beta-1}} |y-y_i|^{\beta-1}
\]
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and hence
\[
|\nabla Q_i(y_i)| \leq c_1 u_i^{-2}(y_i) + c_2 \delta \frac{\beta - 1}{\beta - s} |\nabla Q_i(y_i)| \int_{B_\frac{1}{2}} u_i^{p + 1} + c_3 \int_{B_\frac{1}{2}} |y - y_i|^{-1} u_i^{p + 1}.
\]
(4.3)

Choosing \( \delta \) small enough and recalling that (2.20) \( s \) with \( s = 0 \) yields \( \int_{B_\frac{1}{2}} u_i^{p + 1} \leq \text{const} \) from (4.3) and (2.20) \( s \) with \( s = \beta - 1 \) again we deduce
\[
|\nabla Q_i(y_i)| \leq c_1 u_i^{-2}(y_i) + \frac{1}{2} |\nabla Q_i(y_i)| + c_2 \int_{B_\frac{1}{2}} |y - y_i|^{-1} u_i^{p + 1}
\]
\[
\leq c_1 u_i^{-2}(y_i) + \frac{1}{2} |\nabla Q_i(y_i)| + c_3 u_i^{-\frac{\beta - 1}{\beta - s}}(y_i).
\]
(4.4)

Estimate (4.4) yields the conclusion of the lemma for \( \beta \in \mathbb{N} \). In the general case the estimate can be proved with analogous calculations. \( \square \)

**Proof of Lemma 2.5.** We have that
\[
\left| \int_{B_\sigma(y_i)} (y - y_i) \cdot \nabla Q_i u_i^{p + 1} \right| \leq \left| \nabla Q_i(y_i) \cdot \int_{B_\sigma(y_i)} (y - y_i) u_i^{p + 1} \right|
\]
\[
+ \int_{B_\sigma(y_i)} |y - y_i||\nabla (Q_i)(y) - \nabla Q_i(y_i)| u_i^{p + 1}.
\]
(4.5)

The change of variable \( y = u_i^{-\frac{p - 1}{2}}(y_i)x + y_i \) yields
\[
\int_{B_\sigma(y_i)} (y - y_i) u_i^{p + 1} = u_i^{-(p-1)(n+1)}(y_i) \int_{B_{a_i}} x u_i^{p + 1} (u_i^{-\frac{p - 1}{2}}(y_i)x + y_i) dx
\]
(4.6)

where \( a_i = \sigma u_i^{-1/4}(y_i) \). Using [18, Proposition 2.7] we have that, up to a subsequence,
\[
J_i(x) := \frac{u_i^{p + 1} u_i^{-\frac{p - 1}{2}}(y_i)x + y_i}{u_i^{-p - 1}(y_i)} = \left( \frac{1}{1 + k_i |x|^2} \right)^n, \quad k_i^2 = [2n(n - 2)(n + 2)]^{-1} Q_i(y_i),
\]

satisfies
\[
\|J_i\|_{C^2(B_{2R_i})} \leq \varepsilon_i
\]
(4.7)

for any \( R_i \to \infty \) and \( \varepsilon_i \to 0^+ \). Then (4.6) gives
\[
\left| \int_{B_\sigma(y_i)} (y - y_i) u_i^{p + 1} \right| = \left| u_i^{-\frac{2}{n-1}}(y_i) \int_{B_{a_i}} x [1 + k_i |x|^2]^{-n} + J_i(x)] dx \right|
\]
\[
= \left| u_i^{-\frac{2}{n-1}}(y_i) \int_{B_{a_i}} x J_i(x) dx \right| \leq u_i^{-\frac{2}{n-1}}(y_i) \varepsilon_i a_i |B_{a_i}|.
\]
Since \( \{\varepsilon_i\}_i \) is an arbitrary sequence going to 0 we get that

\[
\nabla Q_i(y_i) \cdot \int_{B_\varepsilon(y_i)} (y - y_i) u_i^{p+1} = o \left( |\nabla Q_i(y_i)| u_i^{-\frac{2}{n-2}}(y_i) \right). 
\]

(4.8)

Suppose for simplicity \( \beta \in \mathbb{N} \). Using (Q2) and expanding \( \nabla Q_i \) in a neighbourhood of \( y_i \), we get

\[
\left| \frac{\partial Q_i}{\partial y_j}(y) - \frac{\partial Q_i}{\partial y_j}(y_i) \right| 
\leq c_1 \left\{ \sum_{s=2}^{\beta-1} |\nabla^s Q_i(y_i)||y - y_i|^{s-1} + \max_{0 \leq t \leq 1} |\nabla^\beta Q_i(y_i + t(y - y_i))| \cdot |y - y_i|^{\beta-1} \right\} 
\leq c_2 \left\{ \sum_{s=2}^{\beta-1} |\nabla Q_i(y_i)|^\frac{s-1}{\beta-s} |y - y_i|^{s-1} + |y - y_i|^{\beta-1} \right\} 
\leq c_3 \sum_{s=2}^{\beta} |\nabla Q_i(y_i)|^\frac{s-1}{\beta-s} |y - y_i|^{s-1} 
\]

and so

\[
\int_{B_\varepsilon(y_i)} |y - y_i| \cdot \left| \frac{\partial Q_i}{\partial y_j}(y) - \frac{\partial Q_i}{\partial y_j}(y_i) \right| u_i^{p+1} \leq c \int_{B_\varepsilon(y_i)} \sum_{s=2}^{\beta} |\nabla Q_i(y_i)|^\frac{s-1}{\beta-s} |y - y_i|^{s-1} u_i^{p+1}. 
\]

(4.9)

Note that by means of the Young inequality with the conjugate exponents \( q = \frac{\beta-1}{\beta-s} \) and \( q' = \frac{\beta-1}{s-1} \) we get

\[
|\nabla Q_i(y_i)|^\frac{\beta-s}{\beta-1} |y - y_i|^s = |y - y_i| |\nabla Q_i(y_i)|^\frac{\beta-s}{\beta-1} |y - y_i|^{s-1} 
\leq \frac{\beta-s}{\beta-1} |y - y_i| |\nabla Q_i(y_i)| + \frac{s-1}{\beta-1} |y - y_i|^{\beta}. 
\]

(4.10)

Then (4.9) and (4.10) yield

\[
\int_{B_\varepsilon(y_i)} |y - y_i| \cdot \left| \frac{\partial Q_i}{\partial y_j}(y) - \frac{\partial Q_i}{\partial y_j}(y_i) \right| u_i^{p+1} 
\leq c_1 |\nabla Q_i(y_i)| \int_{B_\varepsilon(y_i)} |y - y_i| u_i^{p+1} + c_2 \int_{B_\varepsilon(y_i)} |y - y_i|^{\beta} u_i^{p+1}. 
\]

(4.11)

If \( \beta = 2 \), from (4.5), (4.8), (4.9), and (2.20)_s with \( s = 2 \) we get

\[
\left| \int_{B_\varepsilon(y_i)} (y - y_i) \cdot \nabla Q_i u_i^{p+1} \right| \leq o \left( |\nabla Q_i(y_i)| u_i^{-\frac{2}{n-2}}(y_i) \right) + c_1 \int_{B_\varepsilon(y_i)} |y - y_i|^2 u_i^{p+1} 
\leq o \left( |\nabla Q_i(y_i)| u_i^{-\frac{2}{n-2}}(y_i) \right) + c_2 u_i^{-\frac{4}{n-4}}(y_i). 
\]
Consider now the case $\beta > 2$; applying (2.20) with $s = 1$ and $s = \beta$ and using (4.5), (4.8), and (4.11) we get

$$\left| \int_{B_\sigma(y_i)} (y - y_i) \nabla Q_i u_i^{p+1} \right|$$

$$\leq c_1 |\nabla Q_i(y_i)| u_i^{-\frac{2}{n-\beta}}(y_i) + c_2 \int_{B_\sigma(y_i)} |y - y_i| |\nabla Q_i(y) - \nabla Q_i(y_i)| u_i^{p+1}$$

$$\leq c_1 |\nabla Q_i(y_i)| u_i^{-\frac{2}{n-\beta}}(y_i) + c_3 |\nabla Q_i(y_i)| \int_{B_\sigma(y_i)} |y - y_i| u_i^{p+1} + c_4 \int_{B_\sigma(y_i)} |y - y_i|^\beta u_i^{p+1}$$

$$\leq c_5 |\nabla Q_i(y_i)| u_i^{-\frac{2}{n-\beta}}(y_i) + c_6 u_i^{-\frac{2\beta}{n-\beta}}(y_i).$$

As before, the above arguments can be played also in the general case, i.e. for $\beta \notin \mathbb{N}$. □
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