Numerical simulation of the mold filling process and its experimental validation
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Abstract
The present study deals with the simulation of the filling process in injection molding using Ansys CFX and its experimental validation. For this purpose, the filling process of an exemplary mold is investigated numerically as well as experimentally at different time steps. For the numerical investigation, a suitable model is elaborated in Ansys CFX, which enables such a comparison. In particular, the representation of a suitable viscosity model for polymers is not common in Ansys CFX. Therefore, the Carreau-WLF viscosity model is adapted for the considered polymer Schulamind 66 SK 1000 and integrated into Ansys CFX. The contribution focuses on the comparison of the numerically calculated flow front contour and the respective filling levels of the melt from experiments. Furthermore, a detailed numerical analysis of temperature and viscosity profiles is included in order to illustrate the effect of shear-induced temperature changes and the interplay between the temperature field and the viscosity of the injected polymer. In conclusion, the numerical model nicely fits the experimental results despite some slight deviations in the early filling stages.
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1 Introduction
The injection molding process is one of the most frequently used manufacturing processes for plastic components [1]. During the last few decades, the injection molding process and its computer-based prediction has been continuously improved. This includes the development of numerical simulation models, which should enable a preliminary part and mold design without experiments. Nowadays, the two-dimensional (2D) simulation models are the most frequently used approaches to simulate the filling stage due to their low computational cost compared to fully coupled 3D approaches [2, 3]. These are based on the Hele-Shaw formulation [4]. There are two different approaches for the computational analysis of 2D flows. The first approach is developed by Tadmor et al. [5] and is called network-flow. In this approach the cavity is discretized by a network of rectangular elements. The velocity field of the flow front is used to calculate the melt flow. Hieber and Shen [6] developed a two-stage predictor-corrector method. Their method works in a very similar way like the first approach. New finite elements are constantly created on the evolving flow front by tracking methods. The respective existing velocities and the current geometry are taken into account for the spatial discretization. Wang et al. [7] examined the flow of the melt in thin-walled cavities with a 3D configuration. This configuration consists of the hybrid application of the finite element method (FEM) and the finite difference method (FDM) with a control volume. The sprue, the distribution channels, and the cavity are discretized as a network of 1D pipe elements and triangular 2D shell elements. The melt is automatically distributed by calculating the volume fraction filled in and the subsequent assignment of the control volume. This approach is expanded in various commercial software applications (e.g., Moldex 3D, Moldflow, Cad-mould 3D-F, and Simpoe) as well as in research. These stages include the holding pressure stage [2, 8–10], mold cooling [11], fiber orientation [7, 12–15] as well as shrinkage and warpage [16–18]. However, this framework only...
applies to thin-walled and less complex structures \([19–28]\). Therefore, numerical approximations that represent a 3D flow of the mold filling are required for the simulation of these molded parts. Numerical 3D simulation programs, such as Ansys CFX, can represent these complex flow scenarios very accurately.

Optimizing product quality requires a high level of simulation accuracy and a deep understanding of the process \([29]\). However, before the influence of the process variables can be determined, a reliable and accurate simulation model must exist. Only then, the interaction between the process variables, such as volume flow, temperature, and process pressure, can be assessed. The assessment is based on typical quality features such as cycle time, shrinkage, and warpage. These simulation results can be used for iterative optimization, e.g., through the application of artificial neural networks, genetic algorithms, or machine learning techniques \([30–33]\).

2 Basic description of the injection molding process

In general, the numerical simulation of mold filling processes and their experimental validation require a basic understanding of the injection molding process. The structure of an injection molding machine with the most fundamental functional units is shown in Fig. 1. The so-called plasticizing and injection unit is of central importance for the injection molding process. The thermoplastic polymer (granules) is melted, homogenized, and metered up to the required quantity in this unit. The polymer is transported to the nozzle and collected between the nozzle and the screw. The polymer melt is then injected under high pressure into a molding cavity in the injection mold located in the clamping unit. After the cavity has been filled volumetrically (injection stage), the polymer is further compressed, cooled and the volume shrinkage is partly compensated in the holding pressure stage. As soon as sufficient rigidity has been achieved to allow demolding, the mold is opened, and the injection-molded part is ejected from the mold. This periodically recurring process is called an injection molding cycle. In this process, plastic components are often produced directly ready for use. The main advantages of the injection molding process are the extremely fast, automated, and cost-effective production of complex molded parts in large quantities, which usually do not require any post-processing. The main disadvantage is referred to the relatively high manufacturing costs of the injection molding tool for very complex injection geometries. For this reason, subsequent changes to the mold are cost-intensive and should be prevented by thorough numerical investigations in the early stages of product and mold design. To achieve optimum results in the injection molding process, various parameters, part properties, mold design, and material properties have to be coordinated in a purposeful manner. This requires a process-oriented design of the molded part, the optimization of gating systems, and the setting of suitable speed profiles to achieve uniform filling of single and multiple cavities, cf. \([34, 35]\). The injection molding process is fundamentally subject to considerable inhomogeneities and often involves thermal or rheological transient behavior. For example, different geometric thickness variations in the mold lead to inhomogeneous flow resistances \([36]\). The boundary layers of the melt solidifying at the cooler mold wall additionally cause a local and time-related change of the flow cross-sections. Consequently, the flow conditions become transient. The inhomogeneous filling conditions result from different flow velocities as well as shear stresses within the cavity and influence part properties, among other things, with regard to orientations of molecular chains as well as fillers. This can eventually cause significant geometric deformations (shrinkage and warpage) in the molded part, which are considered typical processing defects. Other phenomena that can be analyzed using injection molding simulation are weld lines, air traps, sink marks, surface defects, shrinkage voids, and burning (diesel effect) \([35]\). A balanced filling process, especially for complex geometries, and multiple cavities, is a very challenging task. For this purpose, numerical filling studies should be used in the early stages of product development and mold design to identify and eliminate design problems, if necessary. In the subsequent mold validation process, a filling study carried out in small steps allows the filling behavior of the injection mold to be mapped under real conditions and referenced with the simulations carried out in advance. In this way, for example, manufacturing inaccuracies that are not taken into account in the simulation can be corrected \([35]\). The characteristics of mold filling thus have a significant influence on the subsequent product quality. Therefore, the focus of this article will be on the injection stage in the mold.

**Fig. 1** Illustration of an injection molding machine (sectional view) with the plasticizing and injection unit (right) and the clamping unit with mold (left)
3 Numerical modelling of the mold filling

3.1 Presentation of the test scenario

In the scope of this contribution, the authors focus on the filling phase of an exemplary specimen. Within the testing scenario, liquid polymer melt fills the given cavity through a pre-defined sprue. During the filling process, the contained air is displaced by the melt. This actually involves a two-phase free surface flow. For the numerical modelling, it is crucial to capture the time-dependent velocity and pressure fields during filling subjected to the complex rheological properties of the polymer as well as the high compressibility of the entrained air. Figure 2 illustrates the geometrical configuration of the considered specimen.

3.2 Governing equations

A fully volumetric approach is used for the filling phase. This is based on the three-dimensional spatial discretization of the cavity. The cavity volume as well as the governing Navier-Stokes equations are discretized by means of the finite volume method (FVM). The FVM is the established standard discretization scheme for Computational Fluid Dynamics [29, 37, 38]. During the filling phase, the flow of the melt can be assumed to be incompressible [37] and, due to the relatively short process duration, isothermal [27]. In Ansys CFX, the filling of the cavity can be described by a homogeneous multiphase model or an inhomogeneous model. Since every phase in this model has its own flow field, the free-slip boundary condition can additionally be used for the second phase (air) [37]. The interaction of the phases takes place via interphase transfer terms [39].

In the following equations \( \alpha \) (melt) and \( \beta \) (air) represent the two phases. According to this model, the mass balance equation for each phase can be described by [37, 39, 42]:

\[
\frac{\partial}{\partial t} (r_\alpha \rho_\alpha) = \nabla (r_\alpha \rho_\alpha \mathbf{U}_\alpha) \tag{1}
\]

\[
\frac{\partial}{\partial t} (r_\beta \rho_\beta) = \nabla (r_\beta \rho_\beta \mathbf{U}_\beta) \tag{2}
\]

This equation includes the density \( \rho \), the velocity vector \( \mathbf{U} \), the time \( t \) and the volume fraction \( r \). The momentum balance for each phase can be described by the following equation [37, 39, 42]:

\[
\frac{\partial}{\partial t} (r_\alpha \rho_\alpha \mathbf{U}_\alpha) + \nabla (r_\alpha \rho_\alpha \mathbf{U}_\alpha \otimes \mathbf{U}_\alpha) = -r_\alpha \nabla \rho \\
+ \nabla \left[ r_\alpha \mu_\alpha \left( \nabla \otimes \mathbf{U}_\alpha + (\nabla \otimes \mathbf{U}_\alpha)^T \right) \right] \\
+ S_{M\alpha} + M_{\alpha\beta} \tag{3}
\]

\[
\frac{\partial}{\partial t} (r_\beta \rho_\beta \mathbf{U}_\beta) + \nabla (r_\beta \rho_\beta \mathbf{U}_\beta \otimes \mathbf{U}_\beta) = -r_\beta \nabla \rho \\
+ \nabla \left[ r_\beta \mu_\beta \left( \nabla \otimes \mathbf{U}_\beta + (\nabla \otimes \mathbf{U}_\beta)^T \right) \right] \\
+ S_{M\beta} + M_{\beta\alpha} \tag{4}
\]

The equations are subjected to the condition that the two phases completely fill the volume of the cavity. This condition is expressed as [37, 39]:

\[
r_\alpha + r_\beta = 1 \tag{5}
\]

For each phase, the terms \( S_{M\alpha} \) and \( S_{M\beta} \) are related to the momentum caused by the gravitational force and are given by [37, 39]:

\[
S_{M\alpha} = r_\alpha (\rho_\alpha - \rho_{\text{reference}}) \mathbf{g} \tag{6}
\]

\[
S_{M\beta} = r_\beta (\rho_\beta - \rho_{\text{reference}}) \mathbf{g} \tag{7}
\]

The momentum balances contain an interface that shows the interaction between the phases per unit volume, cf. [37]. These are described by the interphase momentum transfer.
terms $M_{ab}$ and $M_{ba}$ [39]. Their relationship is defined as follows [37, 39]:

$$M_{ab} = -M_{ba}$$  \hspace{1cm} (8)

According to Igreja and Frank [39, 42], the interphase momentum transfer term $M_{ab}$ can be described by:

$$M_{ab} = \frac{C_D}{d_{ab}} (\rho_\alpha \tau_\alpha + \rho_\beta \tau_\beta) \left| \mathbf{U}_\beta - \mathbf{U}_\alpha \right| (\mathbf{U}_\beta - \mathbf{U}_\alpha)$$  \hspace{1cm} (9)

Here $C_D$ is the drag coefficient and $d_{ab}$ is the interface length scale.

The rheological properties are used to describe the viscosity of a material. The fluid viscosity $\eta$ of a polymer melt is strongly dependent on the shear rate, temperature, and pressure. Thermoplastic polymers show typical pseudoplastic behavior at a high shear rate. To approximate the entire viscosity curve of a thermoplastic, the Carreau approach [43] is used with a constant temperature curve [44, 45].

$$\eta(\dot{\gamma}) = \frac{P_1}{(1 + \dot{\gamma} P_2)^{P_3}}$$  \hspace{1cm} (10)

The coefficient $P_1$ describes the zero viscosity, $P_2$ the transition area between the Newtonian and structurally viscous flow behavior, and $P_3$ the function’s gradient in the structurally viscous area. These coefficients are positive, and $P_3$ is less than 1. [44]

The temperature shift describes the thermal behavior of the fluid viscosity according to William–Landel–Ferry (WLF) [46]. The coefficients of the reference temperature $T_5$, the material-specific reference temperature $T_0$, and the material temperature $T$ can be summarized in Eq. 11 by the temperature shift factor $\alpha_T$ [47]. The constants $C_1$ and $C_2$ are dependent on the polymer and the reference temperature [48].

$$\log_{10}\alpha_T = \frac{C_1 (T_0 - T_5)}{C_2 + (T_0 - T_5)} - \frac{C_1 (T - T_5)}{C_2 + (T - T_5)}$$  \hspace{1cm} (11)

Measurements on different polymers show that the constants $C_1$ and $C_2$ are identical for almost all polymers as long as the glass transition temperature is used as the reference temperature [49]. The approach employed for the constants $C_1 = 8.86$ and $C_2 = 101.6$ [50, 51].

Taking into account the fluid viscosity and the temperature influence in the form of the temperature shift factor, the equation is obtained as the Carreau-WLF model [47].

$$\eta(\dot{\gamma}, T, p) = \frac{P_1 \alpha_T}{(1 + \dot{\gamma} P_2 \alpha_T)^{P_3}}$$  \hspace{1cm} (12)

### 3.3 Boundary conditions

The description of the boundary conditions for the test scenario is depicted in Fig. 3. The simulation employed an inhomogeneous multiphase model for the filling process [40]. Based on the research by Mukras and Al-Mufadi [37], the following boundary conditions are used to reproduce the real process properties of the mold filling during injection molding. Two different kinds of boundary conditions are used on the cavity walls. A no-slip boundary condition with the velocity vector $\mathbf{U} = 0$ is used on the cavity wall only for the melt $A_{wall,melt}$. The boundary condition for air at the wall $A_{wall,air}$ is specified as a free slip condition $\mathbf{T} \cdot \mathbf{n} = 0$. $\mathbf{T}$ represents the stress tensor and $\mathbf{n}$ the unit vector in the normal direction. The inlet surface $A_{inlet}$ is specified with a constant mass flow rate of the melt $\dot{m}_{melt}$. To optimize the calculation time, a halved geometry with a plane of symmetry was used, cf. Fig. 4. In addition, all variables are used with the initial boundary conditions or with the reasonable values [37].

### 3.4 Discretization

In the test scenarios, the same geometry is used for both the simulation and the experiments, cf. Fig. 5. The simulation of the mold filling is set up and realized in Ansys CFX. The melt is considered as a viscous fluid and the flow is non-Newtonian, isothermal, and incompressible. To describe the non-Newtonian flow behavior, the Carreau and Carreau-WLF are employed. Based on the studies of Baum and Anders [52], the parameters for the viscosity models of the polymer Schulamid 66 SK 1000 are shown in Table 1 and the material properties are given in Table 2.
The inlet was set up with a constant mass flow rate of \( \dot{m}_{\text{melt}} = 0.015996 \, \text{kg/s} \) for the halved geometry. The halved geometry is realized with a symmetry plane. The static pressure at the outlet is \( p_{\text{stat}} = 0 \, \text{bar} \) and was defined as an opening. The inlet was defined with a constant temperature of \( T_{\text{inlet}} = 280 \, ^\circ \text{C} \) and the wall is modelled with a constant temperature of \( T_{\text{wall}} = 80 \, ^\circ \text{C} \). The CFD simulation in Ansys CFX uses a full volumetric mesh and consisted of pyramids, tetrahedra, and wedges. In total, it is build up with 299115 elements. The mesh is prepared with 5 inflation layers at the walls and a maximum element size of 0.5 mm. The simulation makes use of an adaptive time step control with a maximum time step of \( 10^{-3} \, \text{s} \). For all equations, a residual convergence target of \( 10^{-5} \) is used with a limit of 50 iterations.

### 4 Experimental setup

The contribution focuses on a thorough investigation of the melt flow within the injection mold employing different viscosity models. Especially, the tracking of the flow front within a cavity is of great interest. In the experimental setup, a two-cavity mold is used for the production of the specimen. The cavity has a length and width of 62.0 mm and a thickness of 2.1 mm. The parts meet the geometrical requirements of DIN EN ISO 294 (Campus plate). A tie-bar-less all-electric injection molding machine (Engel EM 200/100) with a screw diameter of 30 mm and a maximum clamping force of 1000 kN was used. Polyamide 66 (SCHULAMID 66 SK 1000) is the material for the testing procedure. The basic properties of the plastic material are listed in Table 3.

The simulation results were validated in injection molding tests. Suitable parameters for injection molding are first determined and set. The corresponding setting parameters are shown in Table 4. Subsequently, a filling series was performed without holding pressure. This is done by starting with a metering volume set considerably too low and increasing it from cycle to cycle. The ejected parts then show the progression of the flow front. In this test, eight successive filling levels were conducted. These allow a step-by-step observation and range from the entry of the melt into the cavity to complete filling.

| Parameter | Value |
|-----------|-------|
| \( P_1 \) | 900.83269 Pa ⋅ s |
| \( P_2 \) | 0.026588668 s |
| \( P_3 \) | 0.50322362 |
| \( T_0 \) | 290 °C |
| \( T_s \) | 128.72119 °C |
| \( C_1 \) | 8.86 |
| \( C_2 \) | 101.6 |

### Table 2 Material properties for Schulamid 66 SK 1000 and air used for simulation

| Material | Property                  | Value               |
|----------|---------------------------|---------------------|
| Polymer  | Density (melt)            | 860 kg/m³          |
|          | Density (solid)           | 1060 kg/m³         |
|          | Specific heat capacity    | 1700 J/(kg K)      |
|          | Thermal conductivity      | 0.28 W/(m K)       |
|          | Thermal diffusivity       | 0.19 mm²/s         |
| Air      | Density (gas)             | 1.185 kg/m³        |
|          | Dynamic viscosity         | \( 1.831 \cdot 10^{-5} \, \text{kg/(m s)} \) |
|          | Thermal conductivity      | \( 2.61 \cdot 10^{-2} \, \text{W/(m K)} \) |
|          | Specific heat capacity    | 1004.4 J/(kg K)    |
Due to the filling pressure the melt column is compressed between the screw tip and the flow front. This column decompresses when the changeover point is reached and the injection is stopped. Accordingly, the size of this column affects the degree of filling achieved. Since the compressibility is not represented or considered in the simulation, the column should be kept constant. This allows comparability of the filling simulation with the experimental results.

For this purpose, the filling series was performed by changing the metering volume instead of varying the changeover point. In this way, the influence of the compressible melt column is kept constant over the filling levels and is not considered further in this study. The other setting parameters were kept at their previously determined values. It should also be mentioned that 10 cycles of each setting were initially carried out to achieve a steady-state on the machine and mold.

After the filling study has been carried out, the molded parts to be investigated were digitized for comparison with the simulation results. For this purpose, the molded parts were placed in the mold insert and photographed. For this, the mold was first oriented with the cavity pointing upwards (Fig. 6). The camera was fixed above the mold insert to ensure the same perspective for all images. The point-shaped tunnel sprue ensured precise insertion of the molded parts into the mold cavity.

After the filling levels have been recorded, the images were first processed and scaled. This correction was necessary because the parts are subject to the generally known (post-) shrinkage. In our case, the volumetric homogeneous shrinkage was 1.95%. The shrunken parts then no longer have the dimensions that would represent the actual fill level in the mold. Accordingly, the complete filled part was first used, and this was scaled in the image processing in length and width until it completely filled the cavity. The scaling factors obtained in this way were then applied to the other filling stages (images).

### Comparison of simulation results and experimental observations

In order to provide a sound comparison of the simulations results with the experimental observations from the injection molding machine, the temporal evolution of the mold filling is presented visually in a first step, cf. Fig. 7. The experimental mold filling is displayed on the left, and the simulation of the mold filling with the different viscosity models

#### Table 3 Material properties for Schulamid 66 SK 1000, a very high impact modified polyamide 66

| Property                        | Unit       | Value (dry/condensed) |
|---------------------------------|------------|-----------------------|
| Young’s modulus                 | MPa        | 1800 / 600            |
| Tensile yield stress            | MPa        | 50 / 30               |
| Tensile elongation              | %          | 6 / 32                |
| Charpy impact strength (23 °C)  | kJ/m²      | 80 / 120              |
| Vicat softening temperature     | °C         | 175                   |
| Melt temperature                | °C         | 280-300               |
| Mold temperature                | °C         | 60-100                |
| Moisture absorption             | %          | 2                     |
| Density (solid)                 | kg/m³      | 1060                  |
| Predrying time                  | h          | 4-6                   |
| Predrying temperature           | °C         | 80                    |

#### Table 4 Setting and process data of the injection molding process (Engel EM 200/100)

| Property                          | Unit    | Value |
|-----------------------------------|---------|-------|
| Clamping force                    | kN      | 500   |
| Mold temperature (inlet flow)     | °C      | 80    |
| Cylinder temp. zone 1 (nozzle)    | °C      | 275   |
| Cylinder temp. zone 2             | °C      | 280   |
| Cylinder temp. zone 3             | °C      | 265   |
| Cylinder temp. zone 4             | °C      | 255   |
| Cylinder temp. zone 5 (feeding)   | °C      | 40    |
| Injection speed                   | cm³/s   | 37.2  |
| Metering volume                   | cm³     | variable |
| Metering speed                    | m/s     | 0.4   |
| Back pressure                     | bar     | 50    |
| Residual cooling time             | s       | 15    |
| Melt cushion                      | cm³     | const. |
| Changeover point holding pressure | cm³     | const. |
| Shut-off nozzle (yes/no)          | -       | yes   |

Fig. 6 Setup for the digitization of the molded parts
are shown on the right side of the figure. This qualitative comparison provides different stages of the mold filling at the pre-defined time steps 0.05 s, 0.1 s, 0.16 s, 0.21 s, 0.26 s, 0.32 s, 0.37 s and 0.43 s. Figure 7 shows a good agreement between simulation and experiment.

For a more precise quantitative comparison, the coordinates of the points characterizing the flow front in the midplane of the volume are extracted from Ansys CFX, cf. Fig. 8. Due to the parabolic shape of the flow front in the thickness direction, the outermost area of the flow front can be used within the midplane.

The aforementioned points can be output as two-dimensional coordinates and connected by a polyline. For the transfer of the experimental flow front data into a two-dimensional coordinate system, the method described in Chapter 4 is used for digitization. To calculate the respective point data from the digitized images and provide it for the given two-dimensional coordinate system, the data extraction software Digizelt is employed. This software is used to transfer graphical information into digital information (in form of coordinate points) [53, 54]. The extracted values plotted in Fig. 8 illustrate the relatively accurate representation of experimental results by the simulated flow front. Especially in the middle area of the flow front, the parabolic expression of the flow front is very accurate. Only at the edge regions of the early filling stage minor differences between experiment and simulation are evident. These inaccuracies disappear in the later filling process. It is apparent that the real polymer flow in the mold is not perfectly symmetric due to slight asymmetries in the mold temperature distribution, the surface roughness and manufacturing tolerances. By comparing the simulation of the viscosity models with the experiments, it can be seen that the two flow fronts of the Carreau and Carreau-WLF models hardly differ in the early filling phase. In the further filling phases, it can be seen that the flow front of the Carreau model slightly separates and rushes ahead. On the other hand, the Carreau-WLF model reproduces the experimental results better, especially in the middle part of the flow front.

Figure 9 shows the temperature profile in the respective midplane of the top view and side view. These temperature profiles are shown at different time steps. The temperature field observed in the early filling phase is very similar for both viscosity models. Later on, the Carreau-WLF model shows increased temperature values mainly at the flow front due to internal fluid friction. In the Carreau model, lower temperature values evolve throughout the filled geometry as a result of the missing heat from shear-induced heating like in the Carreau-WLF model.

Figure 10 shows the viscosity profiles of both models at different time steps. There, a similar viscosity distribution is formed at the beginning. In the later progress, the flow in the Carreau-WLF framework obviously has to overcome higher viscosity than in the simple Carreau model. Especially in the edge region of the side view, one can see a significantly lower viscosity in the Carreau model over the entire course of time. From the time step 0.21 s, the typical flow behavior of the fountain flow is formed in the Carreau-WLF model.
with the cooling of the melt in the wall region. This cooling mechanism can also be seen in the view of the center plane in the advanced filling. The viscosity is very high in the lower corners close to the sprue. Compared with the Carreau model, a relatively homogeneous viscosity distribution can be seen over all time steps. This relatively homogeneous viscosity distribution can be explained by the assumption of constant temperature in the viscosity model. Only the shear rate has an influence on the viscosity in the Carreau model. Whereas in the Carreau-WLF model, the temperature influence is taken into account by the temperature shift factor. Both models can only show an identical viscosity if $T = T_0 = 290 \, ^\circ\text{C}$ and thus $\alpha_T = 0$. Due to the different viscosity distributions of the two models, the advance of the melt front can be explained by Fig. 8.

In the last step, the filling levels of the experiment and simulation are compared. Ansys CFX uses a filling level calculation described in Eq. 13.

$$FL_{\text{simulation}} = \frac{V_{\text{vol. frac.}}}{V_{\text{cavity}}} \cdot 100\%$$

This equation includes a volumetric filling level from the simulation $FL_{\text{simulation}}$, the volume fraction of the melt $V_{\text{vol. frac.}}$ and the volume of the cavity $V_{\text{cavity}}$. The calculations are performed automatically in Ansys CFX post-processing. The results are assigned to the respective time steps of the simulation and the experiments, cf. Table 5.

The filling levels of the experiments are determined on the basis of a mass ratio. As shown in Eq. 14, the respective mass of the current specimen is considered relative to the fully filled molded part.

$$FL_{\text{experiments}} = \frac{m_{\text{part}}}{m_{\text{fully filled part}}} \cdot 100\%$$

Here $FL_{\text{experiments}}$ is the filling level of the experiments, $m_{\text{part}}$ is the mass of the part and $m_{\text{fully filled part}}$ is the mass of the fully filled reference part, produced without holding pressure. For the calculation of the mass of the experiments, the arithmetic mean of five molded parts is taken into account. This arithmetic average of the mass $m_{\text{part}}$ is listed in Table 5 and serves as a reference for the calculation of the filling level. A fully filled molded part has a mass of $m_{\text{fully filled part}} = 7.65 \, \text{g}$. Please note that in our setup the filling levels $FL_{\text{simulation}}$ and $FL_{\text{experiments}}$ are equivalent, thus the packing phase after the mold filling is omitted. The mass of the molded parts was determined by using the
Fig. 9 Comparison of the temperature profile (midplane of top view and side view) between the Carreau model and the Carreau-WLF model at different time steps

Fig. 10 Comparison of the viscosity profile (midplane of top view and side view) between the Carreau model and the Carreau-WLF model at different time steps
high-precision scale Kern & Sohn EWJ 300-3. The results in Table 5 show that the filling levels are very close to each other. The figures of the melt fronts already give an idea of this difference. In these figures, it is easy to see that the edge region, in particular, was not so clearly pronounced in the experiments leading to a slight deviation of the filling levels in Table 5. A reason for the locally retarded polymer flow in the experiments maybe found in the contact mechanism between the polymer melt and the mold wall. In the results of the filling level, a clear tendency of the different viscosity models can be observed. Since higher viscosity is associated with greater flow resistance, the Carreau-WLF model produces a slightly slower filling than the simple Carreau model. This is also the reason for the better agreement to the experimental results. For filling larger product volumes and more complex geometries the deviation between the results for Carreau and Carreau-WLF model will become more pronounced.

| Time step | Dosing | Average part mass | Filling level (experiment) | Filling level (simulation) |
|-----------|--------|-------------------|---------------------------|---------------------------|
| 0.05 s    | 7.30 cm³ | 0.83 g            | 10.85%                    | 11.39%                    |
| 0.10 s    | 9.30 cm³ | 1.66 g            | 21.69%                    | 22.80%                    |
| 0.16 s    | 11.30 cm³ | 2.66 g          | 34.76%                    | 36.48%                    |
| 0.21 s    | 13.30 cm³ | 3.53 g          | 46.13%                    | 47.86%                    |
| 0.26 s    | 15.30 cm³ | 4.34 g          | 56.71%                    | 59.23%                    |
| 0.32 s    | 17.30 cm³ | 5.42 g          | 70.82%                    | 72.98%                    |
| 0.37 s    | 19.30 cm³ | 6.40 g          | 83.63%                    | 84.46%                    |
| 0.43 s    | 21.30 cm³ | 7.29 g          | 95.26%                    | 98.20%                    |

Since the differences between the experiments and the simulation are relatively small, it can be assumed that the filling process can be approximated very well with the Carreau-WLF viscosity model by the Ansys CFX software.

The contribution also illustrates the effect of shear-induced temperature changes and the interplay between the temperature field and the viscosity of the injected polymer in the Carreau-WLF framework. By a comparison to the simple Carreau model, the influence of the choice of viscosity model on the evolution of the flow front and the filling level is presented.

6 Conclusion and outlook

The provided study shows how numerical approximation of the injection molding filling process can be conducted with Ansys CFX. The framework of Ansys CFX is suitable for the wall thickness of typical injection molded parts. The experimental and numerical results are almost equivalent in terms of flow front evolution and the filling levels. Only in the boundary regions of the midplane between the polymer and the wall region minor differences are present. These may be due to the slightly worn surface in the edge region of the injection mold. The worn surface can cause increased shear stresses, which has a negative effect on melt spreading. Likewise, the neglected surface tension in the simulation can lead to an additional inaccuracy in the flow front expression [55]. The minor deviations in the mass can be explained by the slight experimental inaccuracy of the screw movement in the injection molding process.
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