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ABSTRACT

We study Brightest Cluster Galaxies (BCGs) in \( \sim 5000 \) galaxy clusters from the Hyper Suprime-Cam (HSC) Subaru Strategic Program. The sample is selected over an area of 830 deg\(^2\) and is uniformly distributed in redshift over the range \( z = 0.3 \) – 1.0. The clusters have stellar masses in the range \( 10^{11.8} \) – \( 10^{12.9} M_{\odot} \). We compare the stellar mass of the BCGs in each cluster to what we would expect if their masses were drawn from the mass distribution of the other member galaxies of the clusters. The BCGs are found to be "special", in the sense that they are not consistent with being a statistical extreme of the mass distribution of other cluster galaxies. This result is robust over the full range of cluster stellar masses and redshifts in the sample, indicating that BCGs are special up to a redshift of \( z = 1.0 \). However, BCGs with a large separation from the center of the cluster are found to be consistent with being statistical extremes of the cluster member mass distribution. We discuss the implications of these findings for BCG formation scenarios.
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1 INTRODUCTION

Brightest Cluster Galaxies (BCGs), the most luminous galaxies in clusters, are typically old and red elliptical galaxies which lie near the center of the cluster. These galaxies appear to be special or distinct from other cluster galaxies in many ways. They are generally uniform in color (Schneider et al. 1983a), have a narrow distribution of luminosities (Schneider et al. 1983b; Sandage 1972b; Postman & Lauer 1995), sit at the bottom of the cluster potential well (Quintana & Lawrie 1982; Jones & Forman 1984; Lin & Mohr 2004), are aligned with their parent cluster (Sastry 1968; Binggeli 1982; Lambas et al. 1988; Niederste-Ostholt et al. 2010; Hao et al. 2011), and have extended envelopes (Gonzalez et al. 2005; Zibetti et al. 2005; Huang et al. 2018), a higher [\( \alpha/\text{Fe} \)] than their satellite galaxies (Gü et al. 2018), as well as small peculiar velocities relative to the cluster mean (Postman & Lauer 1995; van den Bosch et al. 2005; Coziol et al. 2009). Many of these properties of BCGs allow for their use in a number of cosmological contexts. The high and nearly standard luminosities of BCGs have been used to study the Hubble flow out to large distances (Sandage 1972a,b; Gunn & Oke 1975). However, Tinsley & Gunn (1976) showed that uncertainties in stellar population evolution limit the use of BCGs as standard candles. Their potential as standard candles was improved when Hoessel (1980) showed that the BCG metric luminosity, \( L_m \), is correlated with the logarithmic slope of the curve of growth, \( \alpha \). The \( L_m - \alpha \) relation avoids the complications of characterizing and measuring the light from the extended envelopes of BCGs, enabling their use for more precise measurements of the Hubble flow and the local velocity field (Lauer & Postman 1994; Lauer et al. 2014; Rozo et al. 2010).

One explanation for the special properties of BCGs is the process of cannibalism, whereby a BCG in the center of the cluster potential tends to engulf and merge with its neighbors, causing it to have a very high luminosity (Ostriker & Tremaine 1975; Hausman & Ostriker 1978). Because dynamical friction is a mass-dependent process, massive galaxies will tend to merge quickly with the central galaxy. Such major mergers would then build up the mass of the central galaxy while also reducing the number of massive satellite galaxies. Lauer (1988) estimated a cannibalism rate for 8 Abell cluster BCGs of \( \sim 2L_\odot \) per \( 5 \times 10^9 \) yr by looking for evidence of interactions between the BCG and secondary galaxies. However, Merritt (1985) claimed that cannibalism is not a viable mechanism for BCG evolution, since tidal stripping would reduce the masses of the cluster galaxies, causing dynamical friction to be too slow for the BCG to capture other galaxies. BCGs might also grow via cooling flows, i.e. the radiative cooling of the intra-cluster medium, causing it to sink to the bottom of the cluster potential well, where the BCG is often located (Cowie & Binney 1977; Fabian & Nulsen 1977). We want to understand whether BCGs evolved to become special as a result of their environment (via cannibalism or cooling flows, for example), or whether they were born with their special properties. If the former is...
the case, we would like to determine the epoch at which the processes that made BCGs special took place.

Theoretical predictions for BCG evolution over cosmic time have typically utilized semi-analytical models of galaxy formation, as full cosmological hydrodynamical simulations would be very computationally expensive over the large volumes needed to study rare objects like BCGs. Semi-analytical models allow one to estimate the mass growth of BCGs over time (for example, see Aragon-Salamanca et al. (1998) and De Lucia & Blaizot (2007)). However, these models, by construction, have shock heated gas cooling radiatively and condensing only onto the central galaxy of a halo, i.e. the BCG. Furthermore, these models usually only account for mergers between the satellite galaxies and the central galaxy, neglecting mergers between different satellite galaxies. Thus, such semi-analytical models make BCGs special by design. Alternative methods of modeling BCG evolution, such as Dubinski (1998), Laporte & White (2015) and Ruszkowski & Springel (2009), use pure N-body simulations and only populate the dark matter halos with stellar subsystems below a redshift of \( z \approx 2 \). However, such methods assume that only dry mergers (i.e. those that are gas poor and with little star formation) are responsible for mass assembly in the inner parts of clusters. More recently, Ragone-Figueroa et al. (2018) used cosmological hydrodynamical simulations to study BCG growth in massive galaxy clusters and found that at high redshifts (\( z \geq 2 \)), global star formation in massive satellite galaxies is more important than in-situ star formation in the main progenitor. At lower redshifts, in-situ star formation becomes increasingly important, with the assembly of about half of the BCG mass happening at redshifts around \( z \approx 1.5 \). They also found a decrease in assembly redshifts and increase in mass growth factors with aperture, suggesting that an inside-out scenario for BCG growth is likely. We aim to use observational data to contribute to our understanding of BCG evolution in terms of the development with time of their special nature.

One way to characterize the special nature of BCGs, motivated by the narrow distribution of their luminosities, is by determining whether these luminosities are consistent with being a statistical extreme of the cluster member luminosity distribution. If their luminosities are higher than one would expect from the luminosity distribution of other galaxies, then they must follow their own special distribution. Early studies found that the BCG luminosities are consistent with simply being statistical extremes (Peebles 1968; Geller & Peebles 1976; Geller & Postman 1983) with some relative to the mass distribution of other cluster galaxies. Although the studies discussed above focus on BCG luminosities, we discuss the statistical nature of BCGs in terms of their stellar masses and the distribution of masses of other cluster galaxies. Although the stellar mass is an inferred quantity, rather than an observable, it is a more fundamental quantity, uncomplicated by issues of star formation histories and stellar ages. Furthermore, the stellar mass of central galaxies has been shown to correlate better with host properties rather than stellar luminosity (More et al. 2011).

The definition of the BCG can vary from study to study, with some considering proximity to the center of the cluster potential to be a defining characteristic, and therefore choosing the BCG to be the most luminous object near the center of the cluster. However, Skibba et al. (2011) find that the BCG is often not the central galaxy, with the fraction of non-central BCGs varying from \( \sim 0.25 \) to \( \sim 0.4 \), depending on the halo mass. We want to explore the special nature of BCGs in terms of their masses, and therefore use the term Brightest Cluster Galaxy quite literally, defining our BCGs to be the most luminous, or equivalently, the most massive galaxies in each cluster, regardless of position.

We apply two different methods to quantify the deviation of the BCG mass from what would be expected given the cluster member mass distribution. First, we use the magnitude-gap statistics proposed by Tremaine & Richstone (1977). We also apply the method proposed by Lin et al. (2010), which compares the observed BCG mass distribution to mock realizations of the mass distribution which we would expect if BCGs were simply statistical extremes of the cluster member mass distribution. These two approaches are complementary, as
the former assumes a power law shape for the bright-end of the luminosity (or mass) function, but nothing about the universality of the distribution across clusters. The latter assumes that the luminosity function is universal, but makes no assumptions about its shape.

The structure of this paper is as follows. In Section 2, we describe our cluster sample and the galaxy data. We describe the two tests of the statistical nature of BCGs in Section 3 and the results from each in Section 4. In Section 5 we discuss tests of the robustness of our results. We conclude by discussing the implications of our findings on BCG formation scenarios in Section 6.

Throughout this paper, we adopt a flat $\Lambda$CDM cosmological model where $\Omega_m = 0.3$, $\Omega_{\Lambda} = 0.7$ and $H_0 = 70$ km s$^{-1}$ Mpc$^{-1}$.

2 CLUSTER SAMPLE

2.1 The HSC-SSP Survey

The Hyper Suprime-Cam Subaru Strategic Program (HSC-SSP survey) is an ongoing imaging survey using the 8.2 m Subaru Telescope (Aihara et al. 2018a). The Hyper Suprime-Cam is a wide-field camera with 870 Megapixels covering a 1.5 deg diameter field of view (Miyazaki et al. 2012, 2018). The survey consists of a wide, a deep, and an ultra-deep layer, each observed in the grizy broadband filters (Kawamoto et al. 2018). The median seeing for the wide layer in the $i$ band is 0.6 arcsec, allowing for excellent image quality. In this paper, we use the wide survey, which aims to cover 1400 deg$^2$ with a point source 5$\sigma$ depth of $r \sim 26$ mag. Our cluster sample is based on the internal S20A data release, which covers an area of 830 deg$^2$.

The survey data is reduced by a pipeline, presented in Bosch et al. (2018), that has been developed in parallel with the pipeline for the Vera C. Rubin Observatory (Ivezić et al. 2019; Jurić et al. 2017). Astrometric and photometric calibrations are carried out by comparison with data from the PanSTARRS1 survey (Chambers et al. 2016). There have been two public data releases from the survey, presented in Aihara et al. (2018b, 2019). A notable difference between the pipeline version used for the S20A data and that used for Public Data Release 2 is that the former no longer uses the global sky subtraction algorithm (described in Section 4.1 of Aihara et al. 2019) for object detection, deblending and measurements. This results in better behavior of the deblender around bright objects and in dense environments, so we expect improved accuracy of the photometry in clusters in the S20A data.

2.2 Cluster and Galaxy Data

The galaxy clusters in this work are identified by applying the CAMIRA algorithm to object catalogs from the S20A internal data release of the HSC survey. We summarize the algorithm here, and refer the reader to Oguri (2014) and Oguri et al. (2018) for a more detailed description.

CAMIRA is a matched-filter cluster finding algorithm. It calibrates a stellar population synthesis (SPS) model using a sample of spectroscopically observed galaxies from a number of surveys, and then uses this model to search for overdensities of red-sequence galaxies at an assumed cluster location and redshift. The algorithm uses the SPS model of Bruzual & Charlot (2003), which characterizes the properties of galaxies by a number of parameters, including the age of the galaxy, its star formation history, its metallicity, its stellar mass and its dust extinction. The algorithm adjusts these parameters to reproduce the observed colors of red sequence galaxies, and uses the model to calculate the likelihood of galaxies being on the red sequence as a function of redshift. The model also gives a mass-to-light ratio for each galaxy. Since the CAMIRA algorithm looks for red-sequence galaxies, i.e. galaxies with old stellar populations, we expect the galaxies in our sample to have similar mass-to-light ratios, and so we expect the mass distribution of these galaxies to have a similar shape to the luminosity distribution. This allows us to employ tests of the special nature of BCGs that have historically been based on luminosity using the masses instead.

Each galaxy is fit separately to an exponential and a de Vaucouleurs profile. The image is then fit to a linear combination of the two, giving the $c_{\text{model}}$ magnitude (Abazajian et al. 2004; Bosch et al. 2018) reported by the HSC pipeline. Together, the mass-to-light ratio from the SPS model derived assuming the Salpeter (1955) initial mass function and the $c_{\text{model}}$ magnitude measured by the HSC pipeline give a stellar mass for each galaxy. We note that the $c_{\text{model}}$ magnitude likely does not capture the total magnitude of the galaxy leading to an underestimation of its stellar mass, particularly in the case of a galaxy like a BCG with an extended envelope. We show in Section 5.2, however, that this does not lead to biases in the statistics employed here. The algorithm then computes a three-dimensional richness map, based on Equation 11 of Oguri (2014), which it uses to identify cluster candidates. For each peak in the richness map, the candidate cluster is assigned a photometric redshift by maximizing a weighted likelihood of each galaxy being a red sequence galaxy at a redshift $z$ based on the SPS model. The cluster redshift estimate is refined by identifying a massive, high-significance galaxy near the peak of the richness map as the central galaxy, and then re-estimating the cluster redshift using the central galaxy position as the peak position. This process is repeated until the solution converges. The photometric redshifts inferred by this method are quite accurate, with a bias and scatter in $\Delta z/(1+z)$ of 0.005 and 0.01, respectively, over the redshift range of the sample.

After the final cluster candidate is obtained, each galaxy in the cluster is assigned a weight, $w$, representing its membership probability. This membership probability is based on the likelihood of it being a red sequence galaxy at redshift $z$, a stellar mass filter, which is $\sim 1$ for the high-mass galaxies that we are considering here, and a compensated spatial filter, which favors galaxies with a smaller projected distance from the cluster center. The spatial filter is close to unity for galaxies within $\sim 0.7$ Mpc of the cluster center. The cluster richness, $N_{\text{mem}}$, is defined to be the sum of these weights for all possible member galaxies, with an additional masking correction term to account for regions of the sky that are masked due to survey boundaries and bright stars. We impose a richness threshold of $N_{\text{mem}} > 15$ for our sample. The cluster stellar mass is the sum of the masses of the member galaxies, weighted by their membership probability. Note that we do not measure the cluster halo mass (see Murata et al. 2019; Chiu et al. 2020a,b, for the correlation between the richness and halo mass for CAMIRA clusters).

This results in a sample of 5731 clusters with $N_{\text{mem}} > 15$ with redshifts in the range $0.3 < z < 1.0$ from the internal S20A data release. The clusters have stellar masses in the range $10^{11.8} - 10^{12.9} M_\odot$ and richnesses in the range $15 < N_{\text{mem}} < 110$, corresponding to a halo mass of approximately $10^{14.4} - 10^{15.3} M_\odot$, based on the mass-richness relation found by Murata et al. (2018). The depth of the HSC survey, which has a limiting magnitude of $\sim 26$ mag, means that the galaxy sample probes the same range of luminosities ($L \geq 0.2 L_\star$), and hence galaxy masses ($M \geq 10^{10.2} M_\odot$), up to a redshift $z \sim 1$, so the distribution of clusters is flat over our redshift range. Figure 1 shows the number of clusters in the sample as a function of redshift, in redshift bins of width $z = 0.1$. There are two versions of the CAMIRA catalog - one which uses a bright-star mask provided by
the HSC database, and one which does not. We use the version without the star mask in the analysis below, but we have repeated these tests on the version with the star mask, and have found no significant differences.

Since the CAMIRA algorithm is a red sequence cluster finder, there is a possibility that we are missing blue, star-forming BCGs. We do not expect the fraction of blue BCGs to be very high (for example, see Pipino et al. 2011), although this fraction could increase at redshift closer to $z \sim 1$ (McDonald et al. 2016).

In our exploration of the statistical nature of BCG masses, we do not use the central galaxy which is identified by CAMIRA, as this is based on both the mass of the galaxy and its proximity to the center of the cluster. Instead, we define BCGs to be the most massive galaxy with a membership probability $w > 0.1$ in a given cluster. Due to these different definitions, the BCGs used in this study are not always at the center of their host clusters. The effect of this assumption is explored in Section 5.2.

Since the masses of the galaxies are estimated using the cmodel magnitudes, we would expect these masses to have large uncertainties in highly blended scenarios, and to be susceptible to errors from the deblending process. The high-density nature of clusters, and particularly cluster centers, makes it likely that BCGs will be blended with other galaxies in the field. In order to understand whether we should be concerned about inaccuracies in BCG masses due to deblending details, we use the absolute blendedness parameter, $b_{abs}$, in each band for each of the identified BCGs (Bosch et al. 2018). $b_{abs}$ represents the fraction of light from a given object that is affected by blending with other sources. It is an upper limit for how incorrect the photometry of a galaxy might be due to blending. If the deblender works perfectly, then the photometry is unaffected regardless of the blending fraction. In each band, about 90% of BCGs have $b_{abs} < 0.1$, suggesting that we do not need to be too concerned about the effects of the deblending process. We remove clusters that have a BCG with $i$-band $b_{abs} > 0.1$ from our analysis (about 463 clusters, or 8.1% of our total sample). We explore the effect of removing this blendedness cut, as well as making it more stringent, in Section 5.2. Additionally, we find 8 pairs of clusters that share the same BCG. Although this is allowed by the CAMIRA algorithm, we remove these clusters from our sample. This leaves us with a final sample of 5250 clusters.

### 3 Statistical Tests of BCG Dominance

Historically, tests of the statistical nature of BCGs have focused on the luminosity of BCGs and their relation to the luminosity distribution of other galaxies in the cluster. As mentioned above, in this study we use stellar mass, a more fundamental quantity. However, we begin by describing previously used tests of BCG specialness in terms of luminosity, keeping in mind that the uniform mass-to-light ratio for the old, red galaxies in our sample means that we can use mass and luminosity interchangeably. Note that we use $m$ to represent absolute magnitude, and $M$ to represent stellar mass.

The Tremaine & Richstone (1977) statistics, described below, rely on two assumptions about the nature of the galaxy luminosity distribution in clusters. The first is that the luminosity function follows the model of Scott (1957), i.e. for a given luminosity distribution, overlapping magnitude intervals are statistically independent. For a cumulative luminosity function $\psi(m)$, where $m$ is the absolute magnitude,

$$\psi(m) = \int_{-\infty}^{m} \phi(m')dm',$$

the probability of finding $v$ galaxies in the magnitude interval $[m_a, m_b]$ is given by Poisson statistics,

$$p_v(m_a, m_b) = \frac{[\psi(m_b) - \psi(m_a)]^v}{v!} \exp [\psi(m_a) - \psi(m_b)].$$

The probability of finding one galaxy in the infinitesimal interval $[m, m + dm]$ is then

$$dP = \phi(m)dm.$$

So, the probability distribution of the $j$th-brightest galaxy having a magnitude $m$ is the probability of $j - 1$ galaxies being brighter than $m$ and having one galaxy in the interval $[m, m + dm]$

$$p(j, dm) = p_{j-1}(-\infty, m) \times p_1(m, m + dm)$$

$$= \frac{\psi(m)^{j-1}}{(j-1)!} \exp [-\psi(m)] \phi(m)dm$$

The second assumption on which the Tremaine-Richstone statistics hinge is that the bright end of the luminosity function drops off as a power law in luminosity, or equivalently, an exponential in magnitude. That is, we can assume a universal bright end differential luminosity function in the form

$$\phi(m) \approx \exp [\alpha(m - m_0)]$$

where $\alpha$, which is negative, parameterizes the steepness of the function and $m_0$ gives the normalization of the luminosity function in any given cluster.

#### 3.1 Tremaine-Richstone Statistics

Tremaine & Richstone (1977) show that the difference in magnitudes between the first- and second-ranked member galaxies of a cluster can be used to determine whether both of these galaxies are drawn from the same power-law luminosity function ($\phi \sim \exp (am)$). The average magnitude difference between the first- and second-ranked galaxy, $m_{12} \equiv m_2 - m_1$, cannot be too large if both galaxies are drawn from the same luminosity function. The specific statistics proposed by Tremaine & Richstone are:

$$T_1 \equiv \frac{\sigma(m_{12})}{m_{12}} \geq 1.$$
and

\[ T_2 = \frac{\sigma(m_{12})}{\langle m_{12} \rangle} \geq 0.82, \]

where \( \sigma(m_i) \) is the standard deviation of the BCG magnitudes over the observed cluster sample, \( \langle m_{12} \rangle \) is the mean of the difference in magnitudes between the first- and second-ranked galaxy in each cluster, and \( \sigma(m_{12}) \) is the standard deviation of this difference. The limits of 1 and 0.82 (above which BCGs are consistent with being statistical extremes) are derived from their assumptions about the nature of the galaxy luminosity distribution. These statistics indicate that for the two galaxies to be drawn from the same luminosity function, the mean magnitude difference must be of the same order as the spread of the first-ranked galaxy magnitudes, and the spread of the magnitude difference must also be of the same order as the mean difference.

Although this test was designed with galaxy magnitudes in mind, the same statistics and inequalities can be used with stellar mass distributions instead of magnitude distributions. Assuming a constant mass-to-light ratio for our galaxy sample, the shape of the mass function on the bright end should be similar to that of the luminosity function. So, we can use these same statistics with the log of the stellar masses, rather than magnitudes.

\[ T_1 = \frac{\sigma(\log_{10}(M_1))}{\langle \log_{10}(M_1/M_2) \rangle} \geq 1. \]

and

\[ T_2 = \frac{\sigma(\log_{10}(M_1/M_2))}{\langle \log_{10}(M_1/M_2) \rangle} \geq 0.82. \]

where \( M_1 \) is the stellar mass of the first-ranked galaxy (the BCG) and \( M_2 \) is the stellar mass of the second-ranked galaxy.

We select the first- and second-ranked galaxies from the CAMIRA catalog list of member galaxies in each cluster by finding the most massive and second-most massive galaxy in each cluster with a minimum membership probability \( w > 0.1 \). We explore the effect of changing this threshold in Section 5.1.

We compute the \( T_1 \) and \( T_2 \) statistics for our full cluster sample, as well as in redshift bins of width \( \Delta z = 0.1 \), to search for evidence of redshift evolution in the special nature of BCGs, as well as to ensure that we are not sensitive to redshift-dependent selection effects.

The lower limits on \( T_1 \) and \( T_2 \) in Equations 8 and 9 are derived by Tremaine & Richstone (1977) by assuming that the luminosity distribution has a power law form. However, this is not necessarily the case for our data. For example, observations of galaxies, including Blanton et al. (2003), have shown that the optical luminosity function is better described by an exponential distribution at the high-luminosity end (Schechter 1976). We can repeat the Tremaine-Richstone test without assuming any particular form of the luminosity (or mass) distribution by using the galaxies in our data set to construct a comparison sample in which BCGs are assumed to not be special, and comparing the resulting \( T_1 \) and \( T_2 \) values to the ones obtained from our data set. Specifically, we populate mock realizations of our cluster sample by drawing galaxies from a pool consisting of all member galaxies in our sample, and thereby assuming that the BCG of any mock cluster has a mass drawn from the overall mass distribution of cluster member galaxies. This process is described in further detail in Section 3.2.

This allows us to use the Tremaine-Richstone statistics to determine whether BCGs are special without assuming a form for the mass (or luminosity) distribution of cluster member galaxies.

### 3.2 \( M_{\text{bcg}} - M_{\text{tot}} \) correlation

Lin et al. (2010) show that the two Tremaine-Richstone statistics do not always lead to the same conclusion about whether BCGs are special or statistical extremes. When applying these statistics to samples of low and high mass clusters from the C4 spectroscopic catalog (Miller et al. 2005) from the fifth data release of the SDSS (Adelman-McCarthy et al. 2007), they found that based on \( T_1 \), the BCGs in low mass clusters would appear to be "special" i.e., they violate Equation 8 and therefore do not follow the luminosity function of other galaxies. However, using \( T_2 \) would lead one to conclude that it is the BCGs in high mass systems that are the special ones. This suggests that the \( T_1 \) statistics, when considered together, may not unambiguously determine the statistical nature of BCGs with respect to cluster mass.

For this reason, we also try using an alternative test of the BCG luminosity function, following the method employed by Lin et al. (2010). This involves studying the BCG luminosity-cluster luminosity correlation, or in our case, the correlation between the BCG stellar mass, \( M_{\text{bcg}} \), and the cluster stellar mass, \( M_{\text{tot}} \). We create mock realizations of this correlation (assuming that BCGs are statistical extremes of the cluster member mass distribution) and compare it to the observed correlation.

We first create an overall galaxy pool, containing all member galaxies in our cluster sample with a weight parameter \( w > 0.1 \). We discuss the effect of changing the minimum weight in Section 5.1. For each cluster in the sample, we create a corresponding mock cluster by randomly drawing galaxies from the overall galaxy pool and adding their weighted mass \( w_i M_i \) to the cluster. This is done until the total stellar mass of the mock cluster matches the observed cluster mass \( M_{\text{tot}} \), as tabulated in the CAMIRA catalog. If the first \( N \) galaxies give a total stellar mass \( M_N < M_{\text{tot}} \), then the \( (N+1) \)th galaxy to bring the mock cluster mass to \( M_{\text{tot}} \) is included if \( M_N + 1 > M_{\text{tot}} \) is included if \( M_{N+1} < M_{\text{tot}} - M_N \). A galaxy drawn from the pool is considered for inclusion in the cluster with a probability equal to its weight (a galaxy with \( w = 1 \) will always be included, while a galaxy with a weight of 0.1 will be included 10% of the time).

We also impose the richness cut of \( N_{\text{mem}} > 15 \) that we used to select CAMIRA clusters. Without this cut, we end up with a large number of low-mass simulated clusters with a richness that is significantly smaller than 15. If a simulated cluster’s richness is not above this value, it is discarded and re-populated until it matches the mass of the corresponding CAMIRA cluster and falls above the richness cut. We then choose the galaxy with the largest unweighted mass to be the BCG of the simulated cluster. We then divide the simulated cluster sample into 15 equi-populated bins of cluster stellar mass, and find the median BCG mass in each bin, \( M_{\text{bcg, sim}} \). We then take the median of \( M_{\text{bcg, sim}} \) over 200 Monte Carlo realizations of the mock cluster ensemble, \( \overline{M_{\text{bcg, sim}}} \). This gives us the simulated \( M_{\text{bcg, sim}} - M_{\text{tot}} \) correlation which we can compare to the correlation from our actual data. As in the case of the Tremaine-Richstone statistics, we carry out this exercise for the full sample as well as in bins of redshift.

### 4 RESULTS

#### 4.1 Tremaine-Richstone Statistics

Using our full cluster sample, we find \( \sigma(\log_{10}(M_1)) = 0.17 \), \( \langle \log_{10}(M_1/M_2) \rangle = 0.18 \) and \( \sigma(\log_{10}(M_1/M_2)) = 0.16 \), giving \( T_1 = 0.97 \) and \( T_2 = 0.87 \). Recall that \( T_1 \geq T_{\text{lim}} = 1 \) and
$T_2 \geq T_{2,\text{lim}} = 0.82$ would suggest that BCGs are statistical extremes rather than objects with a special mass (or luminosity) distribution. The values that we have found do not allow us to conclusively determine the statistical nature of BCGs in our sample. We repeat this test with our sample divided into redshift bins of width $\Delta z = 0.1$ to search for redshift evolution of the statistical nature of the BCGs. The results are shown in Figure 2. We find that the $T_1$ statistic generally indicates that the BCGs in our sample are special, while the $T_2$ statistic generally suggests the opposite, i.e. that they are statistical extremes.

Noting that the limits $T_{1,\text{lim}} = 1$ and $T_{2,\text{lim}} = 0.82$ are dependent on the likely incorrect assumption of a power law form for the mass distribution, we adapt our analysis to be independent of the shape of the mass distribution. We construct ensembles of mock clusters as described in Section 3.2, select the two most massive galaxies in each mock cluster to be the BCG (with mass $M_1$) and the second-ranked galaxy (with mass $M_2$), and then compute the $T_1$ and $T_2$ statistics for each ensemble of mock clusters. The process by which these mock clusters are constructed explicitly assumes that their BCG has a mass that is drawn from the mass distribution of other cluster member galaxies. This allows us to determine whether the BCGs in our observed clusters are consistent with this assumption by comparing the $T_1$ and $T_2$ values from the mock clusters to those from our observed cluster sample. Specifically, we compare the distribution of $T_1$ and $T_2$ values from 1000 mock cluster realizations to the statistical uncertainty in the measurements of $T_1$ and $T_2$ from our observed clusters, derived from 200 bootstrap resamplings of the cluster sample. Figure 3 shows the distribution of $T_1$ and $T_2$ values for 1000 mock cluster ensembles and 200 bootstrap resamplings of our true cluster sample. The distributions are converged with respect to the number of resamplings, i.e. they are not significantly different when using a larger number of resamplings. These distributions allow us to conclusively state that the Tremaine-Richstone statistics for our cluster sample are consistently below the values one would expect if BCGs were statistical extremes of the empirical mass distribution of cluster member galaxies. That is, the BCGs in our sample are unambiguously special.

We repeat this analysis dividing our clusters into four subsamples of high and low redshift and stellar mass, based on the median redshift and cluster stellar mass of our sample ($z = 0.656$, $\log_{10} M_{\text{tot}} = 12.41$). The galaxies used to populate the mock clusters in each of these cases are drawn from a pool of galaxies belonging to the subsample of clusters under consideration. For example, a galaxy from a high redshift cluster will not be used in a mock version of a low redshift cluster. This ensures that the true and mock $T_1$ statistics are derived from the same galaxy population, and the only difference is that the mock clusters are constructed assuming that the BCG mass is drawn from the cluster member mass distribution. These results are shown in Figure 4. We come to the same conclusion for each of these subsamples, namely the distributions of both $T_1$ and $T_2$ are lower than what would be expected if BCGs were statistical extremes. Thus, we conclude that the BCGs in our sample are special at all redshifts and cluster stellar masses, with no obvious dependence on these quantities.
Table 1. Tremaine-Richstone statistics for the full cluster sample and a number of subsamples based on the median cluster redshift, stellar mass and richness of the full sample.

| Sample                  | $\sigma(\log_{10} M_1)$ | $\sigma(\log_{10}(M_1/M_2))$ | $\langle \log_{10}(M_1/M_2) \rangle$ | $T_1$ | $T_2$ |
|-------------------------|---------------------------|-------------------------------|-------------------------------------|-------|-------|
| Full sample             | 0.174                     | 0.157                         | 0.180                               | 0.968 | 0.870 |
| $z < 0.656$             | 0.172                     | 0.158                         | 0.182                               | 0.944 | 0.865 |
| $z \geq 0.656$          | 0.175                     | 0.156                         | 0.178                               | 0.985 | 0.875 |
| $\log_{10}(M_{\text{tot}}) < 12.41$ | 0.162                     | 0.158                         | 0.180                               | 0.899 | 0.878 |
| $\log_{10}(M_{\text{tot}}) \geq 12.41$ | 0.149                     | 0.155                         | 0.180                               | 0.826 | 0.862 |
| N$_{\text{mem}} < 19.33$ | 0.176                     | 0.160                         | 0.184                               | 0.954 | 0.868 |
| N$_{\text{mem}} \geq 19.33$ | 0.169                     | 0.153                         | 0.176                               | 0.962 | 0.871 |

Figure 4. As in Figure 3, the distribution of the values of the Tremaine-Richstone statistics for various subsamples of the CAMIRA clusters (based on 200 bootstrap resamplings, solid histogram) and the corresponding mock cluster ensembles (from 1000 ensembles, dashed histogram). From top to bottom, the subsamples in each panel are low redshift and low cluster mass, low redshift and high cluster mass, high redshift and low cluster mass, and finally high redshift and high cluster mass. The subsamples are defined based on the median redshift and cluster stellar mass of our sample ($z = 0.656$, $\log_{10}(M_{\text{tot}}) = 12.41$). There is little to no overlap between the two distributions in each subsample, with the $T_1$ values for the true data being consistently below those for the mock clusters.

4.2 $M_{\text{bcg}} - M_{\text{tot}}$ correlation

Figure 5 shows the results from the observed $M_{\text{bcg}} - M_{\text{tot}}$ correlation in our sample compared to that from the simulated clusters (as described in Section 3.2). In creating the simulated cluster sample, we assumed that BCG masses are drawn from the same mass distribution as other galaxies in the cluster. By galaxies in the same redshift bin as the CAMIRA clusters, and we find that $d_{\text{obs}}$ is effectively 0, with a $p$-value of $10^{-8}$.

We repeat this analysis in bins of redshift to understand whether there is any redshift evolution in the statistical nature of the BCG mass. As described in Section 4.1, the mock clusters are populated by galaxies in the same redshift bin as the CAMIRA clusters under consideration. Figure 6 shows $d_{\text{obs}}$ as a function of cluster mass for low and high redshift subsamples based on the median redshift ($z = 0.656$) of our full cluster catalog. We find no evidence of the deviation of the BCG mass from the expected mass changing with redshift. We also repeated this analysis with redshift bins of width $\Delta z = 0.1$ and once again found no evidence for the evolution of the $d_{\text{obs}}$ statistic with redshift. Thus, the $d_{\text{obs}}$ statistic also allows us to conclude that the BCGs in our sample are special independent of redshift and cluster stellar mass.

5 SYSTEMATIC TESTS

We explore the robustness of our results upon relaxing and tightening various assumptions we have made to construct our cluster sample, including the minimum galaxy weight required to be considered a member of the cluster and the maximum blendedness fraction for the BCGs. We also split our cluster sample based on the BCG proximity to the cluster center to understand the effect of different environments and potential mergers on the special nature of BCGs. Finally, we explore the sensitivity of our results to projection effects.

5.1 Cluster membership probabilities

In the analysis above, we include all galaxies with a weight $w > 0.1$ as cluster members. The weight for each galaxy is computed as described in Section 2.2. It is the likelihood of each galaxy being a red sequence galaxy at redshift $z$ convolved with a mass filter (which is very close to 1 for all the galaxies in our sample) and a spatial filter. The spatial filter downweights galaxies with a larger projected distance from the cluster center, where the cluster center is defined to be the position of a massive galaxy near the center of the peak in the
We find that BCGs are special independent of cluster stellar mass.

Figure 6. Value of $d_{\text{obs}} = \log_{10} \left( \frac{M_{\text{bcg, obs}}}{M_{\text{tot}}} \right) - \log_{10} \left( \frac{M_{\text{bcg, sim}}}{M_{\text{tot}}^{\text{sim}}} \right)$ in equi-populated bins of cluster mass split at the median redshift of the sample ($z = 0.656$). We do not see any evidence for redshift evolution of the special nature of the BCGs in our sample.

Figure 7. Distribution of projected distance of the BCG from the CAMIRA cluster center for BCGs in our sample with weights $w \geq 0.5$ and those with weights $0.1 < w < 0.5$. Lower weighted BCGs are more likely to be further from the cluster center than with those with higher weights.

Figure 5. $M_{\text{bcg}} - M_{\text{tot}}$ correlation for the CAMIRA clusters (top panel) and one of the Monte Carlo realizations of the mock cluster ensemble (middle panel). The squares in the top two panels are the median of the BCG mass in equi-populated cluster mass bins, $M_{\text{bcg, obs}}$ in the top panel and $M_{\text{bcg, sim}}$ in the middle panel. The crosses in the top two panels are the median simulated BCG masses in each $M_{\text{tot}}$ bin, averaged over 200 Monte Carlo realizations, $M_{\text{bcg, sim}}^{\text{sim}}$. The bottom panel shows $d_{\text{obs}} = \log_{10} \left( \frac{M_{\text{bcg, obs}}}{M_{\text{bcg, sim}}^{\text{sim}}} \right)$ (blue solid points) and $d_{\text{sim}} = \log_{10} \left( \frac{M_{\text{bcg, sim}}}{M_{\text{bcg, sim}}^{\text{sim}}} \right)$ (black open points). The error bars on $d_{\text{obs}}$ come from 200 bootstrap resamplings of the observed $M_{\text{bcg}} - M_{\text{tot}}$ correlation. We find that BCGs are special independent of cluster stellar mass.

5.2 Photometry

The results presented in Section 4 are based on a sample that does not include BCGs with a blendedness fraction $b_{\text{abs}} > 0.1$, as we would expect the estimated magnitudes, and hence the inferred masses of these objects to be more sensitive to errors in the deblending process. We explore the effect of changing this blendedness cut by making it more stringent (requiring $b_{\text{abs}} < 0.05$) as well as by removing it altogether, i.e. including all BCGs in the analysis, regardless of blendedness fraction. In the former case, we find $T_1 = 0.98$ and $T_2 = 0.88$ and for the latter, $T_1 = 0.97$ and $T_2 = 0.87$. These are very close to the values found when we required $b_{\text{abs}} < 0.1$, and when we repeat the test of comparing the distributions of $T_1$ and $T_2$ from the data to those of simulated clusters, we once again find no overlap, indicating that the BCGs are not drawn from the cluster member mass distribution. The results from the $M_{\text{bcg}} - M_{\text{tot}}$ correlation test are shown in Figure 8. The values of $d_{\text{obs}}$ are very similar across these three samples with different blendedness cuts, and we find that
BCGs are consistently more massive than would be expected if they were drawn from the cluster member mass distribution.

In addition to blending, we also consider the effect of uncertainties in the photometry and photometric redshift determination. Oguri et al. (2018) compare the estimated cluster photometric redshifts to spectroscopic redshifts for BCG identified by CAMIRA, using overlaps between HSC and a number of spectroscopic surveys (see Section 2.2 of Oguri et al. (2018) for details). The resulting scatter in the photometric redshift errors is $\sigma(z_{\text{ph}} - z_{\text{sp}})/(1 + z_{\text{sp}}) \sim 0.01$, which would translate to a ~ 2% uncertainty in the galaxy masses. Furthermore, the fraction of clusters that have a difference between the spectroscopic and photometric redshift of more than 5$\sigma$ is only 0.49%. We do not expect photometric redshift uncertainties to be the dominant source of error in the inferred stellar masses.

The formal quoted errors in the $i$ band $c_{\text{model}}$ magnitudes of the BCGs in our sample are typically a few percent or less, and are dominated by photon statistics. However, the $c_{\text{model}}$ magnitude does not necessarily capture the total magnitude of a galaxy as the local sky estimation can over-subtract the background, leading to an underestimation of the galaxy stellar mass. This might be of particular concern in galaxies like BCGs that often have extended envelopes. To determine whether such underestimation occurs and whether it has any impact on our results, we compare the inferred masses of the BCGs and other cluster member galaxies in our sample to the catalog by Huang et al. (2018) (hereafter H18), which characterizes the light profiles of a sample of ~ 7000 massive galaxies with $0.3 < z < 0.5$ in the HSC data out to 100 kpc. The light profiles are determined via elliptical isophote fitting, and the resulting luminosity is converted to a stellar mass via SED fitting (see H18 for details). We expect the masses determined via this method to be a more accurate estimate of the total stellar mass of these galaxies, as the diffuse light at the outskirts of these galaxies is better accounted for. We cross-match both our BCG and cluster member galaxy catalog, where the latter includes the second-ranked galaxy, with the H18 catalog. Upon doing so, we find that the 100 kpc aperture stellar mass is, on average, about 0.1 dex higher than the CAMIRA stellar mass. However, this difference is approximately constant across the range of masses covered by the H18 catalog, i.e. the difference is similar for BCGs, second-ranked galaxies and other massive member galaxies (the H18 catalog is complete down to $\log(M_{\ast,c_{\text{Model}}}/M_{\odot}) \sim 11.5$). Since the statistics employed in our analysis, both $T_1$ and $d_{\text{obs}}$, depend only on the difference of the log of galaxy masses, a systematic bias in the log of the estimated stellar mass that is consistent across mass will not affect our results. Although we are only able to do this comparison for objects in the redshift range $0.3 < z < 0.5$, we would expect the $c_{\text{model}}$ bias to become smaller at higher redshift, as the angular size of BCGs becomes smaller and cosmological dimming will make the extended halo quite faint. We conclude that uncertainties in the photometry and photometric redshifts do not have a significant impact on our results.

5.3 BCG offset from cluster center

If the luminosities and masses of BCGs are influenced by their environments, we would expect BCGs at the center of their clusters to be noticeably different from BCGs that are significantly offset from their cluster centers, since cluster centers are more densely populated. Furthermore, a BCG at the center of its cluster may indicate a more relaxed, virialized cluster, while BCGs with a large offset from the cluster center might be an indication of a cluster undergoing a merger. To test the effect of BCG position within the cluster, we divide the CAMIRA clusters into two subsamples, based on the projected separation of the BCG from the cluster center reported by CAMIRA. CAMIRA chooses the cluster center to be at the position of a massive galaxy (not necessarily the BCG that we have identified) near the richness peak. We define the large offset subsample to be the clusters for which the BCG-center separation is larger than 0.2 Mpc $h^{-1}$, which is true for ~ 41% of the clusters in our sample when using a minimum weight of $w > 0.1$ and for ~ 38% of the clusters when using $w > 0.5$. The small offset subsample are those objects with a separation $\leq 0.2$ Mpc $h^{-1}$. The results of the Tremaine-Richstone tests for the large and small offset samples are shown in Figure 9 for the $w > 0.1$ case and Figure 10 for the $w > 0.5$ case. We include a third control sample in each of these tests, which represents a randomly selected fraction of the overall sample, where that fraction is similar to the large offset BCG fraction. This represents a random assignment of ‘large offset’ or ‘small offset’ to each cluster, which allows us to confirm that the different results that we see for the true large offset sample are robust. Figure 11 shows the results of the $M_{\text{bcg}} - M_{\text{tot}}$ correlation test for both the large and small offset subsamples.

We see that regardless of the minimum weight requirement, the $T_1$ statistic suggests that BCGs with a large offset from the cluster center are statistical extremes, while those closer to the center are special. On the other hand, the $T_2$ statistic suggests that BCGs in both subsamples are special. For $w > 0.1$, the KS statistic of the $T_1$ distribution for the large offset sample and the mock clusters is 0.33 with a p-value of $10^{-16}$. For $w > 0.5$, the equivalent KS statistic is 0.51, with a p-value of $10^{-38}$. The KS statistic for the $T_2$ distributions of the large offset sample is 1.0 in both cases, with p-values of $\sim 10^{-145}$.

Although we do not see significant changes based on the choice of minimum weight for the Tremaine-Richstone statistics, the $d_{\text{obs}}$ values are lower for the $w > 0.5$ case than for $w > 0.1$. For $w > 0.1$, $d_{\text{obs}}$ is always greater than zero, indicating that BCGs in both the large and small offset subsamples are special, i.e. more massive than would be expected if they were drawn from the cluster member mass distribution. For $w > 0.5$, we see that the mass of BCGs in the large offset sample at low cluster masses is consistent with being drawn from the mass distribution of other cluster galaxies. Small offset BCGs are found to be special at all cluster masses regardless of the minimum weight used. These BCGs are even more massive than expected, compared to the large offset subsample, particularly...
Figure 9. Distribution of the values of the Tremaine-Richstone statistics for the clusters in the $w > 0.1$ sample (based on 200 bootstrap resamplings, solid histogram) and the mock clusters (from 1000 ensembles, dashed histogram). The true value for each subsample is indicated by a solid black line. The top panel is the subsample of clusters in which the BCG has a large offset from the cluster center, while the middle panel is the remaining clusters in the CAMIRA sample, i.e. the small offset sample. The bottom panel shows the results for a randomly drawn subsample of the cluster data, chosen to match the number of clusters in the large offset subsample. The small offset sample shows no overlap in $T_1$ values for the true data and the mock clusters, i.e. the Tremaine-Richstone statistics consistently indicate that the BCGs in small offset clusters are special. However, the large offset sample appears to be special based on the $T_2$ statistic, but is consistent with being a statistical extreme of the cluster member mass distribution based on the $T_1$ statistic.

Figure 10. Distribution of the values of the Tremaine-Richstone statistics for the clusters in the $w > 0.5$ sample. These results are consistent with those shown in Figure 9 for a minimum weight $w > 0.1$. The small offset BCGs are inferred to be special from both $T_1$ and $T_2$, while for the large offset BCGs, $T_2$ suggests that they are special, whereas $T_1$ indicates that they are consistent with being a statistical extreme of the cluster member mass distribution.

Figure 11. Value of $d_{\text{obs}}$ as a function of cluster mass for two subsamples of the CAMIRA clusters defined based on the projected separation of the BCG from the cluster center. The top panel shows the results from requiring a minimum weight of $w > 0.1$ for cluster members. Large offset BCGs are seen to be consistent with being statistical extremes of the cluster member mass distribution at low cluster masses when using a more stringent weight cut. Small offset BCGs appear to always be special.

at low cluster masses. It is possible that the $w > 0.1$ large offset sample includes contamination from massive foreground or background galaxies, which might explain why we see a signal in $d_{\text{obs}}$ for this sample, but not for the $w > 0.5$ large offset sample. We explore the impact of projection effects in Section 5.4.

These results generally suggest that unlike BCGs that are near the cluster center, BCGs which are further away have masses that are more consistent with being drawn from the mass distribution of other cluster galaxies. This might be explained by BCGs in the small offset subsample growing in mass by cannibalizing small galaxies in their vicinity. From a galaxy-halo connection point of view, this means that a halo with a central BCG assembled earlier than one with the same cluster mass but an offset BCG, and enough time has elapsed since the last major halo merger that the cluster itself is relatively relaxed. The large offset clusters might have had a recent halo merger, or have ongoing halo assembly. Such a conclusion is supported by Martel et al. (2014), who used N-body simulations with a semi-analytical subgrid treatment of galaxy formation, merging, and tidal destruction to show that major and semi-major mergers of clusters are responsible for off-center BCG positions. The original BCGs of clusters that are merging will have similar stellar masses, leading to a small mass difference between the first and second-ranked galaxy, and hence a larger value of $T_1$. These results are also consistent with the findings of Lauer et al. (2014), who showed that the log-slope of the BCG photometric curve of growth, $\alpha$, tends to decrease with increased BCG offset from the cluster center, indicating that BCGs were puffed up by processes like mergers taking place in the inner region of clusters.

An interesting question to ask is whether a BCG with a large offset from the cluster center is indicative of a second-ranked galaxy near the center that might be the true BCG (with the more massive galaxy being an interloper), or the BCG of an original, un-merged cluster. We find that generally over 50% of clusters with a BCG offset larger than $\sim 0.2 \text{ Mpc} h^{-1}$ have a second-ranked galaxy that is also offset from the cluster center by more than $0.2 \text{ Mpc} h^{-1}$. This suggests that many of these clusters might be undergoing a merger, such that the BCGs of the original clusters are both displaced from the center of the merged cluster.

However, large offset BCGs are also sensitive to other systematics in addition to projection effects, including mis-centering issues in...
the CAMIRA algorithm. Based on comparisons with clusters from the XMM Large Scale Structure survey (Pierre et al. 2004) and the XXL survey (Pierre et al. 2016), the CAMIRA algorithm is found to have a mis-centering fraction of ~ 32% (based on both the S16A data (Oguri et al. 2018) and the S20A data used in our analysis). That is, about one-third of the 31 CAMIRA clusters in our sample that can be cross-matched with the XXL catalog have an optically-identified cluster center that is significantly offset from the X-ray center. This was determined by fitting the distribution of offsets to a two-component Gaussian model. The ‘significantly offset’ clusters have a Gaussian distributed offset with a standard deviation of $0.26 \pm 0.04h^{-1}$ Mpc, while the ‘well-centered’ clusters have a standard deviation of $0.046 \pm 0.009h^{-1}$ Mpc (Oguri et al. 2018). The mis-centering by the CAMIRA algorithm could lead to an underestimation of the richness of the cluster, and therefore the cluster stellar mass values in Figure 11, as well as incorrect determinations of the BCG offset from the cluster center.

We investigate the relationship between mis-centering and BCG position here, although we note we are limited by the small number of clusters in the CAMIRA sample that lie in the XXL field. About 58% of the mis-centered clusters (based on the CAMIRA and X-ray centers) have BCGs with large offsets from the CAMIRA center. It is possible that a number of the BCGs from the large offset subsample are in fact closer to the X-ray center than the CAMIRA-identified cluster center, in which case they would still be at the bottom of the cluster potential well. However, this fraction is small: ~ 20% of the clusters whose CAMIRA centers are significantly (> 0.2 Mpc $h^{-1}$) different from the X-ray center have a BCG that is close to the X-ray center. These cases are contaminants in our large offset BCG sample, and could explain why $d_{\text{obs}}$ is not consistently zero over the range of cluster masses in Figure 11. However, the mis-centering fraction when comparing the X-ray center to the BCG position is actually larger, about 39%, indicating that there is much that is still not understood about the mis-centering problem.

### 5.4 Projection effects

Optical cluster finders like CAMIRA that rely on photometric data are susceptible to projection effects, where inaccurate photometric redshift estimates would lead the algorithm to mistakenly identify galaxies in distinct halos along the line of sight as a cluster, or erroneously assign galaxies along the line of sight to a bona-fide cluster. Oguri et al. (2018) use mock galaxy samples to evaluate the purity of the CAMIRA catalog, and find that 95% of the CAMIRA-identified clusters in the mock catalogs have counterparts in the halo catalog, down to the richness limit of $N_{\text{mem}} = 15$. However, projection effects were not considered in their study. We assess the sensitivity of our results to contamination from projection effects by running a CAMIRA-like algorithm on a galaxy catalog from the Millennium Simulation (Springel et al. 2005). The algorithm is described in detail in Murata et al. (2020), and the galaxy catalog is described in Sunayama & More (2019).

The Millennium Simulation is an N-body simulation of a flat ΛCDM universe with $\Omega_m = 0.25$, $\Omega_b = 0.045$, $n_s = 1$, $\sigma_8 = 0.9$ and $H_0 = 73 \text{ km s}^{-1}\text{Mpc}^{-1}$. The simulation uses $2160^3$ particles in a box of size $500h^{-1}$ Mpc with a mass resolution of $8.6 \times 10^8 h^{-1} M_\odot$. Halos and their self-bound subhalos were identified using the subfind algorithm (Springel et al. 2001). The galaxy population was created using the semi-analytic model for galaxy formation in Guo et al. (2011) and galaxies were selected from a snapshot at $z = 0.24$ using the same threshold as in Busch & White (2017). We require galaxies to have an i-band absolute magnitude $M_i < -20.14$ and specific star formation rate below $1.5 \times 10^{-11} h \text{ yr}^{-1}$. This gives us a sample of ~ 925,000 red galaxies with luminosity larger than $0.2L_\odot$.

The primary difference between the true CAMIRA algorithm and the CAMIRA-like algorithm used here is in the color information present in the galaxies. Since the simulated galaxies do not have realistic color information, the algorithm employs a tophat filter along the line-of-sight around each halo center to mimic the photometric redshift uncertainty, with an effective projection length of $d_{\text{eff}} = 40h^{-1}$ Mpc. The projection length is chosen based on the typical standard deviation of the differences between the cluster redshift in CAMIRA and the spectroscopic BCG redshift (when available). This is roughly constant over $0.1 \leq z_{\text{cl}} \leq 1.0$. Such an approach does not capture the effects of catastrophic photometric redshift errors, but we expect these to be negligible. Further details of the algorithm can be found in Murata et al. (2020).

We create two sets of cluster catalogs from the Millennium Simulation. The first contains the true clusters, with the member galaxies being ones that are actually found inside the halos from the simulations, i.e within the virial radius. The second catalog is the observed cluster catalog, which contains the member galaxies and membership probabilities, as determined by the CAMIRA-like algorithm. We then apply both tests of the statistical nature of BCGs to each catalog, expecting to see the impact of projection effects in the results from the second catalog, but not those from the first.

When computing the Tremaine-Richstone statistics, we find that ~ 50% of the second-ranked galaxies identified by the CAMIRA-like algorithm are interlopers, i.e. are not true members of the cluster. The BCGs identified in the CAMIRA-like catalog are always true members. This leads us to conclude that projection effects can lead to an overestimation of the second-ranked galaxy mass, and therefore an underestimation of the mass gap, i.e. the difference between the BCG and second-ranked galaxy masses. Since the Tremaine-Richstone statistics are dependent on the inverse of the mass gap, projection effects would lead to an overestimation of the values of these statistics. Indeed, the values of $T_1$ and $T_2$ estimated from the CAMIRA-like catalog ($T_1 = 0.79$, $T_2 = 0.74$) are larger than the values determined from the true cluster members from the Millennium simulations ($T_1 = 0.45$, $T_2 = 0.54$). Even if our sample is contaminated by projection effects, the estimated $T_1$ and $T_2$ statistics are already significantly below the values expected if BCG masses were consistent with being statistical extremes of the cluster member mass distribution. So, correcting for projection effects would only strengthen the significance of our results. We note that the estimate of contamination from projection effects (~ 50% of misidentified second-ranked galaxies) derived using this method is very likely an overestimate. The uncertainty in photometric redshift correlates with the magnitude of galaxies, which is not accounted for with the simple tophat filter used in the CAMIRA-like algorithm. Thus, the 50% fraction represents an upper limit on the degree of contamination.

We also apply our $M_{\text{BCG}} - M_{\text{tot}}$ correlation test to both the true member catalog and the CAMIRA-like catalog from the simulations. The resulting $d_{\text{obs}}$ for both catalogs is shown in Figure 12. We find that the true cluster catalog from the simulations shows the same signal of BCG masses being consistently larger than what would be expected if they were drawn from the cluster member mass distribution. This suggests that the simulations include processes in their modeling of central galaxies that make them special at the redshift of the simulations, $z = 0.24$ (we find that the central galaxy is the BCG in 99.86% of the simulated clusters). We also find that the catalog generated by the CAMIRA-like algorithm exhibits a cutoff in $d_{\text{obs}}$ at low cluster masses, around $10^{12.1} M_\odot$, which is not seen in the true cluster catalog, nor in the true (observed) CAMIRA data.
although the observed CAMIRA catalog does not reach such low cluster masses. Given that the CAMIRA-like algorithm identifies \( \sim 4300 \) clusters above the richness limit \( N_{\text{mem}} > 15 \), while there are only \( \sim 1800 \) clusters in the Millennium catalog with more than 15 true member galaxies, we believe that projection effects cause the algorithm to mistakenly identify a small group of galaxies as a cluster. In such low richness environments, we would not necessarily expect the ‘BCG’, or rather the brightest galaxy in this collection, to exhibit any special properties. This is more likely to happen at lower cluster stellar masses, as low mass clusters tend to have lower richness and are therefore more likely to be misclassified due to projection effects. This conclusion is supported by the larger comoving number density of the CAMIRA-like catalog, \( 3 \times 10^{-5} \, h^3 \, \text{Mpc}^{-3} \) compared to that of the true CAMIRA catalog which is less than \( 2 \times 10^{-5} \, h^3 \, \text{Mpc}^{-3} \) for the range of redshifts we consider here (see Figure 6 of Oguri et al. 2018). We do not see any cutoff in \( d_{\text{obs}} \) at low cluster masses in our data. Furthermore, we find from the simulations that projection effects would likely dilute the signal of BCG specialness. The fact that we still see strong and consistent evidence for the special nature of BCGs across the range of cluster stellar masses in our data indicates that our results are likely not driven by projection effects. It is not unreasonable to conclude that the true CAMIRA algorithm is likely less susceptible to projection effects than the CAMIRA-like algorithm employed in this check, as the tophat filter is a crude approximation of the process by which CAMIRA uses color information to determine photometric redshifts.

6 DISCUSSION AND CONCLUSIONS

We have used a large sample of optically selected clusters to show via two different methods that the masses of BCGs are generally inconsistent with being drawn from the mass distribution of other cluster member galaxies. The Tremaine-Richstone statistics lead to inconsistent results when compared to the limiting values derived assuming a power-law form for the luminosity distribution. However, we simulate ensembles of mock galaxy clusters by assuming that the BCG is drawn from the mass distribution of other cluster member galaxies, and compare the resulting distributions of \( T_1 \) and \( T_2 \) to the values obtained from our data. In doing so, we are able to clearly show that the mass gap between the BCG and the second-ranked galaxy is too large to be consistent with BCGs being statistical extremes of the mass distribution of other cluster member galaxies. We also directly compare the BCG masses, as a function of cluster stellar mass, to the correlation obtained from the galaxy cluster simulations, and once again find that BCGs are consistently more massive than would be expected if they were drawn from the cluster member mass distribution.

Upon dividing our sample into high- and low-redshift subsamples, we see no evidence for the evolution of the statistical nature of BCGs with redshift, i.e. BCGs appear to be drawn from a special mass distribution up to a redshift of at least \( z = 1.0 \). Moreover, the numerical values of \( T_1 \), \( T_2 \) and \( d_{\text{obs}} \) are essentially independent of redshift. This result is also robust as a function of cluster stellar mass. This indicates that if BCGs were made ‘special’ by a process like galactic cannibalism, it must have occurred earlier than \( z = 1.0 \). We conclude that cannibalism significant enough to change the BCG demographics could not have happened at late times, and therefore models for BCG formation which include such late-time processes are not viable. If BCGs grew via major mergers, then these mergers must have taken place earlier than \( z = 1 \). This is consistent with theoretical models of “inside-out” growth for BCGs, in which they grow via major mergers at early times and via minor mergers at late times (De Lucia & Blaizot 2007; van Dokkum et al. 2010; Bai et al. 2014; Ragone-Figueroa et al. 2018).

Future work will include extending this analysis to higher redshifts to understand whether there is an epoch at which galactic cannibalism or other processes took place to make BCGs special, or whether BCGs were born special. For example, Sawicki et al. (2020) find that Ultra-Massive Passively Evolving Galaxies at \( z \sim 1.6 \) are likely to be progenitors of the BCGs of present day galaxy clusters. They conclude that these progenitors have undergone major mergers at a redshift earlier than \( z \sim 1.6 \) (as they appear to no longer have any massive companions), and will only continue to grow via minor mergers. Another data set that might be used to study high redshift BCGs is the sample from the Massive and Distant Clusters of WISE Survey (MaDCoWS), which includes 2433 clusters with \( 0.7 \leq z \leq 1.5 \) in the Pan-STARRS field (Gonzalez et al. 2019). However, the mass assembly of early-type galaxies in clusters is believed to take place at \( z > 1 \), as little evolution is seen in their stellar mass functions up to \( z \sim 1.2 \) (Kodama & Bower 2003; Ellis & Jones 2004; Strazzullo et al. 2006). Beyond a redshift of about \( z \sim 1.5 \), very few virialized clusters are known. Instead, overdensities which are not yet virialized are often termed “protoclusters”. Kodama et al. (2007) study the color-magnitude relation of high redshift clusters and find that the bright end of the red sequence (\( M_{\text{stellar}} > 10^{11} M_\odot \)) is well populated by \( z \sim 2 \), but is much less so in \( z \sim 3 \) protoclusters. This suggests that this analysis should be extended up to \( z \sim 3 \) to probe BCG specialness up to the time at which these galaxies were born. To do this, one could study high redshift radio galaxies (HrRGs), which are believed to be the progenitors of BCGs (Miley & De Breuck 2008). For example, Wylezalek et al. (2013) identify a sample of \( \sim 35 \) clusters and protoclusters around radio-loud active galactic nuclei (AGN) between \( z = 1.3 \) and 3.2. Ito et al. (2019) identify 63 proto-BCGs at \( z \sim 4 \) from the brightest UV-selected galaxies in protoclusters, and find that these galaxies likely already had different star formation histories than other galaxies at the same epoch.

Upon dividing the clusters into large and small offset subsamples, based on the projected separation of the BCG from the cluster center (as identified by the CAMIRA algorithm), we find that BCGs with a large offset from the cluster center are more likely to be statistical extremes of the member galaxy mass distribution. This might be explained by the inability of a galaxy far from the center of the cluster potential to grow by galactic cannibalism, or by the large
offset being indicative of merging clusters. In the case of a merger, the original BCGs from both clusters would remain, causing one of them to act as a “rival” BCG. We suggest that a definition of the BCG of a cluster that is based on its luminosity (or mass) as well as its proximity to the cluster center, rather than luminosity alone, may be more sensitive to the special statistical nature of this class of galaxies.

Additional data from current and future surveys would help constrain BCG properties even further. The Vera C. Rubin Observatory (Ivezić et al. 2019) will provide a much larger optical cluster catalog, as it will cover a much larger solid angle than HSC, with ~1 mag greater depth. The next generation of spectroscopic surveys, including the Subaru Prime Focus Spectrograph (Takada et al. 2014) and the Dark Energy Spectroscopic Instrument (DESI Collaboration et al. 2016) will allow us to more accurately determine cluster membership, reducing potential impacts of projection effects and catastrophic photo-z errors. Wide-field infrared imaging surveys, including Euclid (Amendola et al. 2013) and the Nancy Grace Roman Space Telescope (Spergel et al. 2015) will help push this analysis to higher redshifts, allowing us to probe the redshifts at which clusters begin to virialize. X-ray and Sunyaev-Zel’dovich cluster catalogs from surveys including eROSITA (Merloni et al. 2012) and the Atacama Cosmology Telescope (Hilton et al. 2021) will provide independent measurements of large numbers of cluster centers, allowing us to better study the mis-centering effect in CAMIRA, and thereby better understand the nature of BCGs that are significantly offset from the cluster center.
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