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Abstract—Symbolic regression (SR) algorithms attempt to learn analytic expressions which fit data accurately and in a highly interpretable manner. Conventional SR suffers from two fundamental issues which we address here. First, these methods search the space stochastically (typically using genetic programming) and hence do not necessarily find the best function. Second, the criteria used to select the equation optimally balancing accuracy with simplicity have been variable and subjective. To address these issues we introduce exhaustive SR (ESR), which systematically and efficiently considers all possible equations—made with a given basis set of operators and up to a specified maximum complexity—and is therefore guaranteed to find the true optimum (if parameters are perfectly optimized) and a complete function ranking subject to these constraints. We implement the minimum description length principle as a rigorous method for combining these preferences into a single objective. To illustrate the power of ESR we apply it to a catalog of cosmic chronometers and the Pantheon+ sample of supernovae to learn the Hubble rate as a function of redshift, finding ~40 functions (out of 5.2 million trials functions) that fit the data more economically than the Friedmann equation. These low-redshift data therefore do not uniquely prefer the expansion history of the standard model of cosmology. We make our code and full equation sets publicly available.
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I. INTRODUCTION

SYMBOLIC regression (SR) is the umbrella term for machine-learning methods that incorporate the functional form into the search space of regression, enabling optimization over operators and their ordering as well as the values of numerical parameters. The most popular technique for SR is genetic programming (e.g., [1], [2], [3], and [4]), in which a population of equations is evolved through several generations by means of mutations and crossbreeding. Other techniques include reinforcement learning [5] and physics-inspired approaches which search for symmetries to simplify the data [6], [7].

Given a set of basis functions, the number of ways of combining such operators into equations scales exponentially with the number of operators used. The aim of SR is not just to fit the data but to be interpretable and hence produce the simplest equations possible. Increasingly complex functions achieve higher accuracy on the dataset but exhibit lower generalizability due to overfitting. Minimizing complexity thus becomes a second objective, and optimization produces a Pareto front of functions which are not surpassed in either objective without the other becoming worse. Since all models on the Pareto front are optimal with respect to these objectives, it is potentially unclear which of these should be selected if one only wanted a single equation.

By searching for simple, analytic descriptions of the data, the advantage of SR algorithms over traditional machine-learning methods is their interpretability and clear (although not necessarily accurate) extrapolation behavior when employed on data outside the range of the training set. A potentially more important, yet more optimistic, goal of SR is to uncover “physical laws” from data, which are necessarily analytic. For example, SR has recently been used to rediscover the laws governing planetary motions from the trajectories of the Sun and the Solar System’s planets and large moons [4]. SR has also been utilized in astrophysics and beyond to find effective prescriptions for the outcomes of complex, nonlinear numerical simulations. For example, it has been used to determine novel scaling laws [8] related to the Sunyaev–Zeldovich effect [9], improve models for the standard halo occupations distribution [10], and learn (macroscopic) transport terms required for continuity equations from microscopic-scale numerical simulations [11].

While state-of-the-art implementations of SR achieve high performance on test-bench problems, they are not infallible [12]. On any given dataset there is a (generally unknown) probability that the algorithm will fail to converge to the optimal solution, or more generally that functions near the Pareto front will not have been considered. We have therefore developed a new algorithm for SR, dubbed exhaustive SR (ESR). ESR explicitly considers every possible combination of operators from a predefined set up to a given complexity of equation, which we define as the number of nodes in the function’s tree representation. By considering all possible equations, our algorithm is guaranteed to find the best-fitting function at a given complexity (provided parameters are optimized perfectly), and hence the true Pareto front.
ESR differs from other deterministic approaches in explicitly evaluating every point in functional parameter space, as detailed in Section V-B.

Since the typical goal of SR is to find a tradeoff between accuracy and simplicity to obtain the “best” equation for a given dataset, one must define a procedure for combining these competing metrics. Currently, there exists almost as many methods for assessing this balance as there are SR implementations. For example, with PySR [13], [14], one can select the most accurate equation or the equation from some region of the Pareto front with the maximum score (defined to be the negative first derivative of the logarithm of the loss function with respect to complexity). The former of these clearly has no penalty for overly complicated equations, whereas the score method has little motivation from an information-theoretic perspective. The selection criterion and complexity definition utilized in AIFEYNMAN [6], [7] is better motivated, drawing on the minimum description length principle (MDL). However, their final selection criterion does not consider the number of parameters used, and all parameters are penalized in the complexity by an arbitrary number (set by a precision hyper-parameter), rather than by considering the constraining power of the data on these parameters. These limitations preclude the combination of accuracy and simplicity into a single objective.

To combat this fundamental issue with current SR algorithms, we develop an implementation of the MDL to assess functions, which naturally penalizes those that are more structurally or parametrically complex, and those whose parameters must be specified more precisely to yield a high accuracy. Statistics, such as the one derived in this work, could be incorporated into current and future SR implementations to enable a principled, objective model comparison: without such motivation it is difficult to assess the robustness of SR outputs.

This article presents the first iteration of the ESR algorithm in which we consider functions of only one variable (denoted \(x\) throughout) up to complexity 10. We present the algorithm in detail in Sections II and III and apply it to simple test cases to demonstrate its behavior in Section IV. We compare to traditional SR algorithms and discuss future avenues in Section V and conclude in Section VI. We publicly release the results and code.

A companion paper [15] presents the first detailed and substantially nontrivial application of ESR (to galaxy dynamics).

II. FUNCTION GENERATION

In this section, we describe how we generate all possible functions at a given complexity and fit the parameters of these functions to data. We then present the generated functions for an example set of basis functions and discuss the typical behavior which can be captured by such functions. As with all SR, the basis operator set must be specified by the analyst based on domain-specific knowledge and basic properties of the data. Of the variant forms for a function at given complexity, we select one to be the “unique equation” representing that subset. While all variants of the same unique equation will give the same maximum likelihood for the data, and thus we need to only optimize the parameters of the unique equations, these variants may provide simpler descriptions of the data in the information-theoretic sense that we make precise in Section III. We therefore retain all variants at this stage. We do not, however, consider any other choices for the numerical parameters unless the likelihood or dataset is changed, in which case the optimization must be repeated.

To do this, one must have a definition of complexity. By representing the basis functions as nodes, one can represent the functions of interest as trees, and thus a natural definition of complexity is the number of nodes in the tree. We therefore wish to generate all possible expressions from our basis functions that can be represented as a tree with a given number of nodes.

In this section, we outline how we achieve this. In Section II-A, we demonstrate how functions can be represented as trees, which can be stored as lists of operators. We then discuss how we produce all valid equations in Section II-B and how duplicates are identified and handled in Section II-C. The method used to optimize the parameters of the generated equations is outlined in Section II-D, and we detail the number of functions produced and their properties in Section II-E.

A. Tree Representation

To begin, we will assert that all operators take a fixed number of arguments. In this article, we will consider three types of operators: 1) binary (e.g., +, ×, and pow); 2) unary (e.g., exp, log, and square); or 3) nullary (parameters or variables). One sees a binary operator in the tree, for example, one knows that this node is either the “root” of the tree or has one “parent” node, and that it has two “child” nodes (the arguments of the function). Hence, one can uniquely reconstruct the tree from a list of operators if one has a rule for traversing the tree, where the length of the list equals the complexity of the function.

As in [16], the first operator in our list is the “root” node, which we place at the top of the tree. If this operator is binary, we draw two nodes connected to the root, and the second operator in the list is placed on the left-hand node. If the operator was unary, we would only draw one node connected to the root, as the second operator labels this node. We continue traversing the tree in a depth-first manner as far as possible, until we reach a nullary operator. We then go back up the tree to find the next node which has an unlabeled child on its right, and place the next operator in the list there. As an example, in Fig. 1, we give one of the tree representations of the expression \((\log(x))^\theta + \exp(\theta_1 x)\), written both as a tree and as the corresponding list of operators.

We note two important properties of this representation which we exploit in the ESR algorithm. First, the mapping between the list and the tree is bijective, hence we choose the list representation throughout. Therefore, our task is to find all possible lists of a given length which produce valid functions.

1One could also include constants in the nullary operator list, but this would require a different operator for each constant. Parameters, on the other hand, can take any value and are optimized in a separate step (Section II-D).
Second, a given function may have multiple tree representations and hence there is a redundancy to this notation. For efficiency in fitting parameters of the functions to data, an ESR algorithm should be able to identify these duplicates.

B. Generating Valid Trees

The number of equations grows exponentially with complexity; for \( n \) basis functions, the are \( n^k \) possible lists for functions composed of \( k \) nodes. However, not all of these will produce valid functions. For example, neither the list \([θ_0, +, x]\) nor \([+, +, x]\) produce valid functions. Fortunately, one does not have to check all \( n^k \) lists to see if they can represent functions, since, e.g., \([*, x, \exp]\) and \([*, x, \text{square}]\) fail for the same reason: both \( \exp \) and \( \text{square} \) are unary operators.

Our first task is to identify all possible tree structures (without being concerned about the node labels) and how these can be represented as lists. We produce all possible lists of length \( k \) made from combinations of “0,” “1,” and “2,” where 0, 1, and 2 are placeholders for nullary, unary, and binary operators, respectively. We then attempt to convert these lists into trees using the traversal rule outlined in Section II-A, and only keep those lists which produce valid trees. For example, for \( k = 4 \) there are only four valid graph structures: \([1, 1, 1, 0]\), \([1, 2, 0, 0]\), \([2, 0, 1, 0]\), and \([2, 1, 0, 0]\) out of a possible \( 3^4 = 81 \) combinations of 0, 1, and 2. The generation of all valid functions is trivial once we have all valid tree structures: one simply considers all possible ways of decorating the nodes with the correct type of operator from the list of basis functions.

In fact, we do not need to consider all \( 3^k \) trees. Since we know that (for \( k > 1 \)) the final node must be nullary, whereas the first node cannot be, we now only need to check the validity of \( 2 \times 3^{k-2} \) lists if \( k > 2 \), whereas there is only one valid tree shape for \( k = 1, 2 \). In general, this will be much smaller than \( n^k \). Moreover, one does not need to consider all \( 2 \times 3^{k-2} \) lists, since if a list of length \( k < k \) nodes forms a valid function, this list cannot form the start of a list for a function of complexity \( k \), so we can immediately rule out such cases.

C. Duplicate Checking and Simplifications

Now that we have all possible equations at a given complexity for a given set of basis functions, we could stop there and fit the parameters of each equation to the data. However, this would be inefficient as there exist duplicate equations, so it is sensible to identify the unique equations and only optimize their parameters. We therefore check for the following patterns which give duplicate equations.

1) Tree Reordering: The trees \([+, θ_0, x]\) and \([+, x, θ_0]\) give the same equation, as we have simply swapped the left and right nodes of the “+” operator. This highlights a redundancy in the tree notation. We identify all equations which are equivalent but whose operators have a different ordering in the tree.

2) Simplifications: We also search for functions which are mathematically equivalent but expressed in different ways. For example, one may generate both the factorized and expanded version of a polynomial. We use the SYMPY [17] package to convert our function trees into symbolic expressions to help identify these cases.

3) Parameter Permutations: The functions \( θ_0 + θ_1 x \) and \( θ_1 + θ_0 x \) are distinct for given parameters \( θ_0 \) and \( θ_1 \), however, we wish to fit these parameters to the data and thus these will return identical expressions once optimized, so should be identified as equivalent. This is a special case of reparameterization invariance.

4) Reparameterization Invariance: Suppose we have two functions \( \exp(θ_0 \times x) \) and \( \exp(θ_0) \times x \). When optimized, these will give different values of \( θ_0 \), however, the coefficient of \( x \) in the function will be the same in both cases. Therefore, these should be considered duplicate equations, and only one of these needs to be fitted to the data.

5) Parameter Combinations: If parameters only appear in our equations as combinations of other parameters (e.g., \( θ_0 + θ_1 + x \)), then these functions can be expressed as trees of lower complexity (\( θ_0 + x \) in our example). Since the more complicated version of this function will perform worse with respect to all sensible metrics which balance simplicity with accuracy, we discard the expression with two parameters in favor of the equation with one.

To perform this duplicate checking, in the current implementation we use the SYMPY package to transform our tree representations of functions into strings. We initially search for all unique strings, then explicitly search for patterns appearing in these equations which can be replaced with alternatives (e.g., sums, permutations, multiples, products, or inverses of constants). By performing such substitutions, we are able to identify additional duplicates, and we further use SYMPY’s expand and factorization routines to aid this search. This procedure is iterated until no new duplicates are found. We note that we do not need to find all duplicates, but only perform this search to reduce the number of equations we must fit to the data. This is the most memory intensive step of our method, as storing SYMPY representations of functions can be expensive.

Typically, one would not include integers in the set of basis function. However, some equations are more naturally
expressed if one chooses to include these; for example, one would write $2x$ instead of $x + x$. We therefore additionally search for sums of equivalent expressions in the generated equations and find tree representations where these are written as a constant multiplied by the repeated subexpression. Similarly, when evaluating logarithms and exponentials, one may prefer to write $\exp(4x)$ to $\text{square}(\text{square}(\exp(x)))$. Our duplicate checker also finds such equations (and the logarithmic equivalents) and generates new trees containing multiplication by constants. By design, these equations are not unique, however, these may be favorable representations when functions are compared in Section III.

D. Numerical Parameter Optimization

Functions up to complexity 10 contain 0–4 free parameters $\theta$. The next step is to optimize these parameters to maximize the likelihood, $L$, of the data given the function, for which we use the BFGS algorithm [18], [19].

Any individual run of the BFGS optimizer may converge to a local likelihood maximum, or fail to converge at all. We therefore repeat the optimization $N_{\text{iter}}$ times with different random starting positions, selecting the best result. To reduce runtime for functions that are simple to optimize, we end early if $N_{\text{conv}}$ iterations of the optimizer give a log $L$ within 0.5 of the best solution found so far. The count is reset to 0 if any iteration achieves a better log $L$ than the best solution so far found by at least 2, which we deem to be a different local maximum. We select random starting positions from a uniform distribution within [0, 3] in cases where $\theta$ itself is optimized. For the examples given in Section IV we choose $N_{\text{iter}} = 30$ and $N_{\text{conv}} = 5$.

We have found these hyperparameter choices to result in robust optimization in the great majority of cases: for example for the top-100 functions on the cosmic chronometer dataset (see Section IV), we find that only 1.7% of repetitions of the optimization procedure produce log($L/\hat{L}$) $> 1$ or $|\theta - \hat{\theta}|/\hat{\theta} > 1$ (for any parameter $\theta$), where hat denotes maximum-likelihood value. Excluding these, we find a standard deviation in log $L$ values of 0.01, which is driven by outliers because then only 2.5% of repetitions have log($L/\hat{L}$) $> 10^{-5}$. The standard deviation of $|\theta - \hat{\theta}|/\hat{\theta}$ is 0.03 (i.e., a 3% shift in the best-fit parameter values) while only 4.9% of repetitions have $|\theta - \hat{\theta}|/\hat{\theta} > 10^{-3}$. The optimal $N_{\text{iter}}$ and $N_{\text{conv}}$ are somewhat problem specific, but may readily be altered by the user in our public code release.

E. Generated Equations

To quantify the number of functions one should consider the impact of the simplification steps employed, we generate all possible equations for the set of basis functions \{x, a, inv, +, -, /, pow\} up to complexity 10.\(^2\) The number of equations with a given number of free parameters at each complexity are shown in Fig. 2. We show separately the number of unique equations, which are the only ones whose parameters we need to optimize, and the total number.

It is immediately clear that the simplification procedures implemented in the ESR algorithm dramatically reduces the number of functions one needs to consider. The naïve estimate of $n^k$ functions for $n$ basis functions and $k$ nodes would suggest that one should consider approximately 168 million functions up to complexity 10. We find only 5.2 million of these are valid trees, and 134,234 of these are unique, which is a factor of 1250 smaller than the original estimate. Moreover, we only need to optimize functions which contain parameters, and thus we must run our optimization procedure on only 119,861 functions (1400 times fewer than the original estimate). The parameter optimization step is readily achievable for this many functions because it is embarrassingly parallelizable: each function is optimized in isolation.

The functions generated when complexity equals 1 or 2 are extremely straightforward; at complexity 1, one can only generate a constant or the function $y = x$, and at complexity 2 one can either have a unary operator acting on $x$ or on a constant, the latter of which yields another constant. However, by complexity 3 one already has useful physical equations. For example, the function $\theta_0/x$, which represents the Newtonian gravitational potential for a point mass orbiting a spherically symmetric body, can be expressed as $[\div, \theta_0, x]$. At complexity 5, one can fit both a straight line ($[+, \times, \theta_0, x, \theta_1]$) and a power law ($[\times, \theta_0, \text{pow}, x, \theta_1]$). As will be discussed further in Section IV, at complexity 7 one can add a constant to a power law and thus generate a Friedmann equation for a universe consisting of a cosmological constant and a perfect fluid. A Navarro–Frenk–white (NFW) profile [20] with a free outer slope ($[\div, \theta_0, x, \times, \text{pow}, +, x, \theta_1, \theta_2]$) is produced at complexity 9, and thus at this complexity one can generate functions which have two power law limits. A Cauchy–Lorentz (Breit–Wigner)-like distribution is also produced at this complexity ($[\div, \theta_0, +, \text{pow}, -, x, \theta_1, \theta_2]$, allowing one to fit resonances. Of course, with a different set of basis functions one would find alternative equations at these complexities; however, even with our simple basis set, it is interesting to see

\(^2\)Note that several of these operators may be constructed from others, e.g., \(-\) from \(+\) and \(a\) and \(\text{inv}\) from \(\text{pow}\) and \(a\). Including them explicitly reduces the complexity of functions containing them, increasing the diversity of equations up to a given complexity.
how many useful physical expressions can be generated by complexity 10.

Up to and including complexity 10, one does not need to optimize more than four parameters. It is straightforward to show that, if one wants an equation which depends on the input variable $x$, then at complexity $k$ any function containing nullary, unary, and binary operators cannot contain more than $\lfloor(k - 1)/2\rfloor$ parameters.

The ESR algorithm is split into two distinct stages. First, one calculates all possible functions and attempts to remove duplicates, and in the second stage one fits these to the data. If one does not wish to change the basis functions, then the first step does not need to be rerun when one changes dataset or problem considered. Although we make the functions used in this work publicly available [21] so one may not need to repeat the function generation, for reference, we note that generating all equations and identifying duplicates took 46 m at complexity 10 when run with 196 cores (dual 12-core Xeon 2.2 GHz CPUs). The computational time is significantly reduced at lower complexity; by rerunning the equation generation step for different function sets and complexities, we find that the time required at complexity $c$ scales approximately as $(1.5k)^c$ if one uses $k$ basis functions.

### III. Model Selection by Minimum Description Length

We now require a metric for quantifying the “goodness” of a given equation. The simplest choice is of course the likelihood, $L$, itself, which describes the accuracy with which the equation reproduces the data. This is however prone to overfitting, since more complex equations will tend to match the data better while generalizing worse to unseen data. Common statistics for tackling overfitting include the Akaike (AIC), Bayesian (BIC), and Deviance (DIC) information criteria, which combine the maximum-likelihood value with a term that depends on the number of free parameters, and the Bayesian evidence which assesses the proximity of parameters’ posteriors to their priors. We do not adopt a Bayesian perspective here as we consider only the maximum-likelihood parameter values, although our procedure will naturally penalize parameters that must be fine-tuned to match the data well. Aside from the specific assumptions that go into the information criteria, their major issue is that they account for parametric but not functional complexity, making them suitable for numerical but not SR.

Two functions with an equal number of free parameters will have the same AIC, BIC, and DIC regardless of the operator set used in the functions and the number of times operators appear.

The MDL provides a natural framework in which to solve this problem [22]. MDL posits that the best functional representation of a dataset is the one that compresses it most, so that the fewest units of information are needed to communicate the data with the help of the function. This is best understood by means of a two-part code for conveying the data: first one encodes the functional form, then one encodes the residuals of the data points around the function’s expectation

$$L(D) = L(H) + L(D|H)$$

where $L$ here denotes codelength (not to be confused with likelihood $L$), $H$ is the functional hypothesis, and $D$ is the data. $L(D|H)$ is an accuracy term describing how well the function fits the data, and $L(H)$ penalizes more complex hypotheses. On the two extremes are: 1) a function which fits the dataset perfectly so that $L(D|H) = 0$ but $L(H)$ is probably very large and 2) the simplest hypothesis “0” which has $L(H) = 0$ and $L(D|H) = L(D)$ probably very large. The best equation, minimizing $L(D)$, will generally be somewhere in the middle. MDL is reviewed in [23], [24], and [25].

Under the Shannon–Fano coding scheme [26], the optimal encoding of the residuals has $L(D|H) = -\log(L_D(\theta))$, where $\theta$ are the function’s free parameters and a hat denotes the maximum-likelihood points (derived in Section II-D). We note that changing the units of the observable will change $L(D|H)$ by an additive constant, however, since this constant is the same for all models applied to the same data, this is unimportant in the context of model comparison. The description length of the model, $L(H)$, is composed of a functional part and a parameter part. For the functional part, if the number of nodes in the function’s tree is $k$ then we must transmit $k$ blocks of information, and each one must then specify which operator is appearing in that block. If the operator set has size $n$ (that is, the function is composed of $n$ unique operators), that requires $\log(n)$ nats per chunk, so that specifying the functional form in total requires $k\log(n)$ units of information. 3 We use the nat as our unit of information, so all logs, unless otherwise specified, are base-e.

Parameters are included in the operator set, but unlike the other operators we must also specify their values, which requires further information. Assuming that all parameters are real numbers (i.e., no simplification for integers or rationals), then the $i$th parameter requires $\log(|\theta_i|/\Delta_i) + \log(2)$ nats, where $1/\Delta_i$ is the precision to which it is specified and the final bit $(\log(2)$ nats) specifies the sign. 4 We use a codelength $\log(c)$ for any constant $c$ generated in a coefficient or exponent by the function simplification process (Section II-C), corresponding to a natural number representation. 5 We note that this represents a lower bound on the number of nats required to transfer $\theta_i$ or $c$, since, to be decipherable, the codewords used must form a prefix set. Various optimal schemes are possible, which require a code length $L(c)$ to transfer the natural number $c$ such that $\log(c) < L(c) < \log(c) + R(c)$, where $R(c)/\log(c) \to 0$ as $c \to \infty$ [27], but differ in their specific values for a given $c$. Since all optimal solutions have $\log(c)$ as their leading order term [27], we choose to ignore higher order corrections to remain agnostic to the exact prefix code utilized. As such, this term penalizes parameters slightly less than it would need to in practice.

---

3Note that technically this requires the operator set for each equation to be communicated in advance, which would require some information overhead. It also uses a coding scheme that treats all operators equally, while a more efficient one would prioritize simpler or more common operators.

4In practice, one would have to round up to an integer number of information units, but this is unnecessary for our purposes.

5Negation must therefore be included in the operator list should any constant be negative.
The total description length is then
\[ L(D) \equiv L(D(H)) + L(H) \]
\[ = -\log(L(\hat{\theta})) + k \log(n) + p \log(2) + \sum_j \log(c_j) \]
\[ + \sum_i^p \log(|\hat{\theta}_i|/\Delta_i) \] (2)
where \( p \) is the total number of free parameters. The only degrees of freedom here are the \( \Delta_i \). In keeping with the MDL principle, we choose these by minimizing the right-hand side of (2) [22]. Increasing \( \Delta_i \) (i.e., specifying the parameter to lower precision) reduces the parameter code length \( \log(|\hat{\theta}_i|/\Delta_i) \) but increases the first, log-likelihood term because the communicated, rounded value is likely to be further from the maximum-likelihood value. Rounding to the nearest \( \Delta_i \) gives \( \theta_i \) a uniform probability in \([\hat{\theta}_i - \Delta_i/2, \hat{\theta}_i + \Delta_i/2]\). We find what loss this incurs by Taylor-expanding \(-\log(L)\) around its minimum
\[ -\log(L(\hat{\theta} + d)) \approx -\log(L(\hat{\theta})) + \frac{1}{2} d' \mathbf{d} \] (3)
where \( d_i \) is a uniform random variable in \([-\Delta_i/2, \Delta_i/2]\) and \( \mathbf{d} \) is the Fisher information matrix. This provides an expected contribution to the description length
\[ L(\Delta) = \frac{1}{2} \sum_{ij} (l_{ij} d_{ij}) - \sum_i \log(\Delta_i) \] (4)
where the 2nd term on the right-hand side comes from the denominator of the final term in (2) (the only part that depends on \( \Delta_i \)). Since the \( d_i \) are independent of one another, \( l_{ij} d_{ij} = l_{ij} (d_{ij}^2) \delta_{ij} \) and we see that only the diagonal elements of the Fisher matrix contribute and the parameters’ contributions decouple. Using that \( d_{ij}^2 = \Delta_i^2/12 \), we have
\[ L(\Delta_i) = \frac{1}{24} l_{ii} \Delta_i^2 - \log(\Delta_i) \] (5)
which is minimized for \( \Delta_i = (12/l_{ii})^{1/2} \). We choose this \( \Delta_i \) such that the expectation value of \( L(\Delta) \) is minimized [22], [28], but note that an alternative common choice is to minimize the maximum of this quantity [27]. This difference—corresponding to minimization of an average or worse-case description length over possible datasets—is not important for our purposes. This implies a total description length
\[ L(D) = -\log(L(\hat{\theta})) + k \log(n) - \frac{p}{2} \log(3) \]
\[ + \sum_j \log(c_j) + \sum_i^p \left( \frac{1}{2} l_{ii} \log(l_{ii}) + \log(|\hat{\theta}_i|) \right) \] (6)
which is the quantity we seek to minimize over the function set.\(^6\)

There may arise cases in which \( |\hat{\theta}_i|/\Delta_i < 1 \) so that the maximum-likelihood value of a parameter cannot be distinguished from 0 within the tolerance given by \( \Delta_i \). Following Rissanen [22], in this case we set the parameter to 0, recalculate the likelihood and reduce \( p \) by 1. Since this occurs precisely in cases where the parameter is poorly distinguished from 0 anyway, this generally has little effect on \( L(D) \).

When we assess the tradeoff between simplicity and accuracy, the true tree representation will be important. Instead of simply discarding all duplicates found in Section II-C, we determine the function which maps the parameters in the unique function, \( \varphi \), to those in the original equation, \( \theta \). For example, equations \( \varphi_0 x \) and \( x/\theta_0 \) are viewed as duplicate equations, so we only need to optimize the first of these. One can then use \( \theta_0(\varphi_0) = 1/\varphi_0 \) to obtain the optimal parameter value for the second equation.

During the optimization step, we compute the observed Fisher matrix via finite differences with the numdiff tools package [29]. This is done for the unique functions at their maximum-likelihood points \( \varphi = \hat{\varphi} \), which, by the chain rule, can be related to a different set of parameters, \( \theta \), as
\[ \mathbf{I}(\varphi) = -\frac{\partial^2 \log L}{\partial \varphi_i \partial \varphi_j} \bigg|_{\varphi = \hat{\varphi}} \]
\[ = \left( \frac{\partial \theta_k}{\partial \varphi_i} \frac{\partial \varphi_j}{\partial \varphi_k} \right) \frac{\partial^2 \theta_k}{\partial \varphi_i \partial \varphi_j} - \frac{\partial^2 \theta_k}{\partial \varphi_i \partial \varphi_j} \frac{\partial \log L}{\partial \varphi_k} \bigg|_{\theta = \hat{\theta}} \] (7)
where we use the Einstein summation convention. The second term is zero by definition at the maximum-likelihood point, hence, defining the Jacobian for our transformation to be \( \mathbf{J}_{ij} \equiv \partial \theta_i / \partial \varphi_j \) we can transform the Fisher matrix as
\[ \mathbf{I}^{(\varphi)}_{ij} = -\frac{\partial^2 \log L}{\partial \theta_i \partial \theta_j} \bigg|_{\theta = \hat{\theta}} = \left( \mathbf{J}^{-1} \right)^T \mathbf{I}(\varphi) \mathbf{J}^{-1} \] (8)
For the previous example, this means that \( \mathbf{I} \) for the expression \( x/\theta_0 \) is equal to \( \mathbf{I} \) for \( \varphi_0 x \) multiplied by \( \varphi_0^4 \).

MDL is not wedged to the notion that there exists a “true” hypothesis which it is the job of the model selection algorithm to find. Rather, the principle formalizes Occam’s razor by seeking to find the most economical description of the data, which is typically the one that generalizes the best. Thus, it is naturally expected that MDL will prefer less simple but more accurate functions the more data is available: the simplicity terms in (6) become less important compared to the likelihood. This makes model selection based on MDL conservative, as one should only hope to recover the generating equation when data of sufficient quality and quantity are available; otherwise, one prefers simpler representations more likely to have reasonable extrapolation behavior. The accuracy and simplicity objectives of SR are made commensurable by expressing them in terms of bits of information, allowing single-objective optimization and the collapse of the Pareto front into the globally optimal solution. If, despite the advantages of MDL, an alternative quantification of Occam’s razor is desired, this may be readily calculated from the parameter-optimized full function set if it depends only on quantities appearing in (6). As an example, the BIC may be derived as a special case of the description length [24].

---

\(^6\)Note that we optimize the parameter vector purely for the likelihood. This is in general not the same as optimizing it for the codewidth due to the \( 1/2 \log(l_{ii}) + \log(|\hat{\theta}_i|) \) term. That alternative procedure is more computationally expensive as the full parameter codewidth would have to be calculated for each step of the optimizer.
IV. Case Study—Cosmic Expansion Rate

As an example of an application of the ESR algorithm, in this section we attempt to determine the expansion rate of the Universe near the present day. In the concordance model of cosmology (called ΛCDM for Λ [dark energy] and cold dark matter), the universe is homogeneous, isotropic, and spatially flat on large scales and at late times is composed primarily of dark matter and dark energy. The expansion of the Universe is completely determined by the Friedmann equation

\[ H(a)^2 = H_0^2 \left( \Omega_\Lambda + \Omega_\text{m} a^{-3} \right) \]  

where \( a \) is the scale factor of the Universe, \( H \equiv \dot{a}/a \) is the “Hubble parameter” describing the expansion rate, \( H_0 \) is \( H \) evaluated at the present time (\( a = 1 \)) and \( \Omega_X = (8\pi G \rho_X / 3H_0^2) \) is a normalized density of component \( X \) at the present day. \( a \) can be equivalently expressed in terms of redshift \( z \) describing the fractional increase in the wavelength of light emitted at that scale factor due to the expansion of the universe as it travels to us: \( a \equiv 1/(1 + z) \). Defining \( y(x = 1 + z) \equiv (H(z))^2 \), the ΛCDM expansion rate can be written

\[ y_{\Lambda\text{CDM}}(x) = \theta_0 + \theta_1 x^3 \]  

with \( \theta_0 = (8\pi G \rho_\Lambda / 3) \) and \( \theta_1 = (8\pi G \rho_\text{m}/3) \). We can also consider a generalization (“Λfluid”) in which the matter component has an arbitrary dependence on the scale factor, implying

\[ y_{\Lambda\text{fluid}}(x) = \theta_0 + \theta_1 x^{\theta_2}. \]  

For the basis functions described in Section II-E these are complexity-7 functions (+, \( \theta_0 \), x, \( \theta_1 \), pow, x, 3 or \( \theta_2 \)) and hence well within the scope of ESR.

We apply the ESR algorithm using this basis separately to a sample of \( H(z) \) measurements from cosmic chronometers and to measurements of the distances to supernovae of known redshift to determine whether (10) is preferred by the data, or whether there exists alternative best-fitting functions. We choose a maximum complexity of 10 and a basis operator set \( \{ x, a, \text{inv}, +, -, x, \div, \text{pow} \} \). We outline the observational data used and the likelihoods employed in Section IV-A, and the results are presented and discussed in Section IV-B. In Section IV-C, we analyze mock cosmic chronometer data generated according to ΛCDM, to determine the requirements for the MDL principle to select this as the best model. We note that SR has previously been applied to cosmological data using genetic programming [30], [31], [32], [33], [34], [35], [36], [37].

A. Observational Data

1) Cosmic Chronometers: Cosmic chronometers [38] use stellar populations that evolve passively as standard clocks to constraint \( H(z) \). In this section, we use a sample of 32 cosmic chronometer measurements of \( H(z) \) from [39], [40], [41], [42], [43], [44], [45], and [46], compiled by Morescu et al. [47]. We treat each of these measurements as independent and compare to our prediction, \( H(z) = \sqrt{\gamma} \), by assuming a Gaussian likelihood

\[ \log \mathcal{L} = -\frac{1}{2} \sum_i \left( \frac{(H(z)_i - H_0^i)^2}{\sigma_i^2} + \log(2\pi \sigma_i^2) \right) \]

where \( \{ H_0^i \} \) are the set of observed Hubble rates at redshifts \( \{ z_i^o \} \), each of which has an associated uncertainty \( \sigma_i \). For simplicity, we will ignore off diagonal terms in the covariance (although see [48]).

2) Type Ia Supernovae: Type Ia supernovae were the first objects to provide evidence of an accelerating Universe [49], [50], and have thus been used extensively over the last few decades to constrain parameters of ΛCDM and its extensions. In this work, we utilize the Pantheon+ sample of 1590 supernovae [51] alongside the Cepheid distances provided by the SHOES collaboration [52]. We make use of the publicly available (non-diagonal) covariance matrix, \( \Sigma \), produced as part of the Pantheon+ cosmological analysis [53].

To convert the Hubble parameter we are learning, \( H(z) = \sqrt{\gamma} \), to a distance modulus, \( \mu^o \), we will assume a flat universe. The luminosity distance, \( d_L \), to a supernova at redshift \( z \) is then

\[ d_L(z) = (1 + z) \int_0^z \frac{c \, dz'}{H(z')} \]

where \( c \) is the speed of light, and the corresponding distance modulus is \( \mu(z) = 5 \log_{10} \left( d_L(z)/10 \text{ parsec} \right) \). Parsec is an astronomical unit of distance. This is then compared to the observed supernova data using a Gaussian likelihood

\[ \log \mathcal{L} = -\frac{1}{2} \sum_i \left( \mu(z_i^o) - \mu^o \right)^T \Sigma^{-1} \left( \mu(z_i^o) - \mu^o \right) - \frac{1}{2} \log(\det(2\pi \Sigma)) \]

where \( \mu^o \) and \( \mu(z^o) \) are vectors describing the set of \( \mu^o \) and \( \mu(z^o) \) for a given supernova. Since \( \Sigma \) is independent of \( y(x) \), we do not include the final term in our optimization as this adds an arbitrary constant to \( \log \mathcal{L} \), and thus to \( L(D) \).

B. Results

Tables I and II show the best-fit ESR equations for the cosmic chronometer and Pantheon+ samples, respectively. In both cases, we observe that the top five functions—ranked according to their description lengths—contain only one or two parameters, since functions with more parameters require more information to specify their values and they require trees of higher complexity. For reference, in these tables we also show the first appearance of the Friedmann equations for cold dark matter (10) and the more general Λfluid (11). We find that the solution with a free exponent is approximately ΛCDM for both datasets, since \( \theta_2 \approx 3 \). For both datasets we find that (11) is not preferred by the data, but ranks in the top 100 functions, whereas ΛCDM performs better, and is in the top 40 functions. The ΛCDM equation ranks slightly higher for the Pantheon+ data owing to the increased constraining power of the data: the change in \( \log \mathcal{L} \) for the Pantheon data between (11) and the MDL function is smaller than for cosmic chronometers. Since constants are not included in the operator set this function was generated here from the multiplication of three xs and hence has complexity 9, rather than 7 which would be the case if it...
TABLE I
HIGHEST RANKED FUNCTIONS FOR \( y(x) = (1 + z)^2 \) INFERRED FROM COSMIC CHRONOMETERS USING THE ESR ALGORITHM. THE FUNCTIONS ARE ORDERED BY THEIR DESCRIPTION LENGTH, \( L(D) \). THE QUOTED PARAMETER VALUES ARE THOSE THAT MAXIMIZE THE LIKELIHOOD.

| Rank | \( y(x) \) / \( \text{km s}^{-2} \text{Mpc}^{-2} \) | Complexity | Parameters | Description length |
|------|---------------------------------|-------------|------------|-------------------|
| 1    | \( \theta_0 x^2 \)             | 5           | \( \theta_0 \) | 3838.44            |
| 2    | \( |\theta_0|^{1/2} \)           | 5           | \( \theta_1 \) | 3982.43            |
| 3    | \( \theta_0 |\theta_1|^{-1/2} \)      | 5           | \( \theta_2 \) | 1414.43            |
| 4    | \( \theta_0 x^{1/2} \)         | 5           |           | 3834.51            |
| 5    | \( x^2 (\theta_0 + x) \)       | 7           |           | 3881.85            |
| ...  |                                 |            |           |                   |
| 39   | \( \theta_0 + \theta_1 x^3 \) | 9           |           | 3164.02            |
| 84   | \( \theta_0 + \theta_1 x^{1/2} \) | 7           |           | 3322.96            |

\( 1 - \log L(\theta) \quad 2 \log(n) + \sum_{j} \log(c_j) \quad - \frac{2}{5} \log(3) + \sum_{j} \left( \frac{1}{2} \log(\theta_{ij}) \right) \)

TABLE II
SAME AS TABLE I, BUT FOR THE PANTHEON+ SUPERNOVAE DATA. THE FRIEDMANN EQUATION IS AGAIN NOT THE OPTIMAL FIT TO THE DATA, ALTHOUGH THE DIFFERENCE IN DESCRIPTION LENGTH COMPARED TO THE TOP ESR FUNCTION IS SMALLER THAN FOR COSMIC CHRONOMETERS, DUE TO THE GREATER INCREASED CONSTRAINING POWER OF THE SNE.

were formed from \( \text{pow}(x, 3) \). If we replace the complexity 9 variant by the complexity 7 one, then the description length of the \( \Lambda\text{CDM} \) function marginally decreases, improving the function’s ranking to 38th and 34th for the cosmic chronometer and Pantheon+ data, respectively. Although (11) has a larger \( \log L \) than any of the top-5 functions for the Pantheon+ data, there are 201 functions which perform better than this equation when ranked by likelihood.

Given that we find that a two-component universe is not the most economical description of the data, one may wonder whether a single-component universe provides a better fit. Indeed, the highest ranked function for the cosmic chronometer data is proportional to the square of \( 1 + z \). This would correspond to a universe consisting exclusively of curvature, however, a more appropriate interpretation is that this exponent falls between the values of dark matter (a cubic in \( 1 + z \)) and dark energy (a constant). Similarly, we find that a single component universe, \( y = \theta_0 x^{\theta_1} \), is the 11th highest-ranked function for the Pantheon+ data, with \( \theta_1 = 1.42 \). Again, this exponent is presumably capturing an “average” contribution of the two terms in (11), but it provides a worse fit by a change in log likelihood of 4.4. Interestingly, although containing just a single parameter, we find that a de Sitter universe \( y = \theta_0 + x^3 \) is severely disfavored by the data; this expansion history ranks 10058th for the cosmic chronometer data and our optimizer fails to converge on a value of \( \theta_0 \) for the Pantheon+ sample.

We see that (11) has a better accuracy (smaller \( -\log L \)) than any of the top-5 functions, when ranked by description length. If instead we order all functions by log likelihood, one finds that (11) actually performs worse; it is the 829th and 202nd most accurate function for the Pantheon+ data, respectively. The pure \( \Lambda\text{CDM} \) expression (10) is ranked even lower; it could not have performed better as it is a special case of (11). This highlights the importance of looking at functions off the Pareto front in SR: the “truth” (or at least the function for which we have the strongest theoretical prior) may not be a Pareto-optimal solution.

When one assesses equations according to the likelihood, the five best functions have complexities of either 9 or 10. For example, the highest likelihood function for the Pantheon+ data is

\[
y(x) = \left( \theta_1 + \frac{1}{\theta_0 - x} \right)^{\theta_2} \tag{15}
\]

with \( \theta = (1.87, 1788.46, 1.15) \). This is significantly more complex than the functions selected by MDL and arguably harder to interpret, demonstrating the advantage of using MDL to choose simple yet accurate functions. Note that this problem is exacerbated at higher complexity: one can always produce either a better fitting, or at least equally well-fitting, function by adding numbers near 0 or multiplying by numbers near 1, increasing the complexity in steps of 2. As one could anticipate, by making functions arbitrarily complex one can improve the fit, however selecting functions according the MDL gives a principled and unambiguous way of determining what complexity of expression is warranted by.
Fig. 3. Pareto front of functions generated with the ESR algorithm, compared to the cosmic chronometer (upper) and Pantheon+ (lower) data. We show the best-fitting functions according to the change in the description length, \( \Delta L \), and the likelihood, \( L \), relative to the corresponding minima, alongside the best-fit ΛCDM solutions and a more general Friedmann equation (11).

Fig. 4. Hubble parameter, \( H \), as a function of redshift, \( z \), learned using the ESR algorithm from cosmic chronometer data (blue points). In the bottom panel we subtract the best-fit ΛCDM prediction. We plot the top 150 functions up to complexity 10, ranked and colored by their description length, \( L(D) \), relative to the minimum, MDL.

Fig. 5. Distance moduli, \( \mu \), to Type Ia supernovae in the Pantheon+ catalog (blue points) as a function of redshift, \( z \). We plot the 150 highest ranked functions up to complexity 10 inferred using the ESR algorithm and in the lower panel we plot the residuals relative to the best-fit ΛCDM prediction.

this, let us first expand (9), using \( \Omega_m = 1 - \Omega_{\Lambda 0} \)

\[
y_{\Lambda CDM}(x) = H_0^2 \left( 1 + 3\Omega_m 0 z + 3\Omega_m 0 z^3 + \Omega_m 0 z^3 \right). \tag{16}
\]

If we now expand the highest ranked function from the Pantheon+ data about \( z = 0 \)

\[
y(x) = \theta_0 x^3 = \theta_0 \left( 1 + z + z^2 + \frac{1}{2} z^3 + \mathcal{O}(z^4) \right) \tag{17}
\]

one sees that, since \( \Omega_m 0 = 0.315 \pm 0.007 \approx 1/3 \) when inferred using the cosmic microwave background \([54]\), the Taylor series for the ΛCDM and best-fitting function are approximately equal up to and including second order, if one identifies \( \theta_0 = H_0^2 \). It is perhaps, therefore, merely a coincidence that a one-parameter function can fit the local expansion rate, owing to dark matter comprising approximately one third of the present-day energy budget of the Universe and having an equation of state parameter \( w = 0 \).

At redshifts \( z \gtrsim 1 \), we see that the predicted Hubble rate and distance moduli diverge rapidly for the different functions, due to the lack of data in this regime. By having an analytic expression, one can easily identify how these equations will diverge. One could therefore combine this analysis with higher-redshift probes to more tightly constrain the true Hubble rate, since we will no longer be in a regime where the Taylor expansion above is valid, and thus the functions identified in this work will have very different predictions.

C. ESR on Mock Data

We have observed that current cosmic chronometer and supernovae data are not sufficiently constraining to prefer ΛCDM over other expansion histories with smaller functional and parametric complexities. In this section, we investigate what one would require in order to recover ΛCDM from a cosmic chronometer dataset by analyzing mock catalogs.

We begin by drawing \( N_{cc} = 32000 \) redshifts randomly from the range used in Section IV-A1 (corresponding to a dataset which is 100 times larger than used here), drawing

the data. This can be observed in Fig. 3, where we plot the Pareto fronts of the cosmic chronometer and Pantheon+ data, comparing both the likelihood and description lengths. As one increases complexity, the maximum-likelihood plateaus to become approximately constant, whereas the description length shows a well-defined minimum at a complexity of 5 for both datasets. By collapsing the Pareto front into a single number (the description length), the task of choosing the best function becomes well defined.

To gain intuition as to why equations which are not Friedmann-like are preferred, in Figs. 4 and 5, we plot the 150 functions with the smallest description lengths alongside the data they are fitted to, and show the residuals with respect to ΛCDM. Almost all functions are effectively indistinguishable for \( z \lesssim 1 \), where the majority of the data is. To understand
from a uniform distribution in \log(1 + z). For each redshift, we compute the “true” Hubble expansion rate using (10) and assuming the Planck 2018 cosmology [54]. To convert this to an “observed” Hubble parameter, we assume that all measurements have the same fractional uncertainty, \(\sigma_H/H\), and draw these observations from a Gaussian with this width and a mean corresponding to the “true” value. Since the mean fractional uncertainty of the data used in Section IV-A1 is approximately 20%, we consider four different cases \(\sigma_H/H \in [0.01, 0.05, 0.10, 0.20]\) to investigate the effect of improved precision. We then run the ESR algorithm on these data and rank the functions according to the MDL principle.

Once we have run the analysis at fixed \(N_{cc}\), we wish to convert our results to arbitrary \(N_{cc}\). Assuming that one obtains the same parameters if one changed \(N_{cc}\), the only terms that dependent on \(N_{cc}\) in (6) are those containing \(\log \mathcal{L}\) and \(I_c\). Both of these variables scale linearly with \(N_{cc}\), allowing for a trivial transformation. Note that this introduces a term \(p/2 \log N_{cc}\) into the description length, which is reminiscent of one of the terms in the BIC.

For cases where \(\Lambda CDM\) ranks as the highest function, we compute the difference in description length between (10) and the second best function. Otherwise, we compute the difference between \(\Lambda CDM\) and the highest ranked function. We plot our findings as a function of \(N_{cc}\) for different \(\sigma_H/H\) in Fig. 6, where all points above zero are cases where we would find \(\Lambda CDM\) as the best fitting function. We indicate cases where \(\Lambda CDM\) does not lie in the top two functions by dashed lines.

We find that with current observational uncertainties, one would require \(\sim 10^3\) measurements of \(H\) in this redshift range to have sufficient constraining power for \(\Lambda CDM\) to be the best function. It is therefore no surprise that (10) performed so poorly on the observed data, where we only have 32 data points. However, if one could reduce the observational uncertainties by a factor of two, then one only requires a few hundred cosmic chronometers for \(\Lambda CDM\) to be recovered. The forecast is even more promising if one could measure \(H\) to within 1% or 5%, since in both cases, we see that \(\Lambda CDM\) has the MDL, even if one had only ten cosmic chronometers. These findings therefore suggest that reducing the observational uncertainties on cosmic chronometer measurements is more important than increasing the sample size if one wishes to discriminate between different expansion histories.

V. DISCUSSION

A. Limitations of ESR

Before we proceed with a more detailed comparison with other, well-established methods of SR, it is useful to briefly recap the limitations of our method. Most importantly, it is limited to functions of lower complexity than other methods; due to its thoroughness it cannot reach complexities \(\gtrsim 10\) for reasonable operator basis sets. Hence, we only consider univariate applications in this article. The larger the basis set, the larger the number of possible combinations of functions at a fixed complexity and hence the greater the runtime and memory requirement of the algorithm. An important part of this is the procedure for finding duplicate functions, which is essential for making ESR efficient. The procedure is however imperfect: we cannot identify every duplicate and hence must optimize the parameters of more than just the unique equations. Finally, the method is not optimized to find the best functions (the functions of lowest description length or those on or close to the Pareto front). While we are guaranteed to find them (provided that we find the global optima of the model parameters), it is only after an exhaustive scan is undertaken at each level of complexity. This contrasts (as described below) with other deterministic methods which use heuristics to increase the probability of finding good functions without a complete search.

B. Comparison With Other SR Algorithms

The ESR algorithm systematically searches through all possible equations which can be generated from a given set of basis functions and represented by trees with a fixed number of nodes. This is in contrast to traditional SR methods which do not consider all possible equations but rather attempt to search stochastically through the space of functions. Since a key goal of SR is interpretability, one typically does not want to produce highly complex functions, making an exhaustive search of function space feasible. We have found that the \(L(D)\) minimum for both the cosmic chronometer and Pantheon+ datasets is at complexity 5, showing that even real datasets with up to 1590 points can have optimal functional representations well within the scope of ESR according to MDL.

In the event that one did desire a symbolic expression with high complexity, then one would have to utilize one of these probabilistic methods. The necessity (or not) of this does not need to be estimated a priori but can be determined empirically from ESR: if a minimum of the description length is reached within the complexity range accessible to ESR then it is unlikely that further improvement is possible at higher complexity. (In principle, there may be local minima in \(L(D)\), but we do not find this to be a common occurrence.) Other algorithms have a generally unknown probability of failure.
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In Section III, we derived an expression (6) from the
description length (2) of a model which naturally combines
the accuracy with the parametric and structural complexity of
a function into a single summary, which one should optimize
to determine which equation is preferred by the data. This
statistic incorporates the features one would expect should
be in such a criterion: models with lower accuracy, more
parameters and more nodes are all punished. Other SR codes
tend to consider only a subset of these features in their
selection procedure. For example, PYSR considers the deriva-
tive of the logarithm of the loss with respect to the complexity;
however, (6) suggests differentiating with respect to the loga-

rithm of complexity is more appropriate. In AIFEYMAN the
description lengths of real numbers are calculated with a free
parameter precision, $1/\Delta_i$, which scales the parameter part of
$L(D)$ and hence leads to essentially arbitrary values. Their
choice for $1/\Delta_i$, $2^{-30}$, greatly penalizes real numbers relative
to integers or rationals. It is better motivated to select the pre-
cisions per parameter according to the Fisher information. The
MDL principle stands alone from the function generation part
of ESR as a model selection algorithm, and we recommend
that an implementation along the lines of (6) be incorporated
into all SR algorithms.

This is not however to say that the quantification of model
complexity has not been extensively studied in the literature
(e.g., [55], [56], [57], and [58]). In particular, a potential limita-
tion of MDL is that it uses purely structural (genotypic) as
opposed to behavioral (phenotypic) complexity and therefore
allows for highly nonlinear behavior such as discontinuous
derivatives [15]. Incorporating a penalization term for the order
of nonlinearity [59] could rectify this in cases where smooth-
ness is important. We note that MDL was first applied to

genetic programming by [60], where it was used to quan-
tify the goodness-of-fit of decision trees in a classification
context.

Deterministic methods have also been previously designed
for SR (e.g., [61], [62], and [63]). A common strategy is to
start from a very simple set of basis functions and then con-
sider all possible ways of adding to the functions’ trees to
increase the complexity. To expedite the process, functions to
expand may be prioritized according to their quality (accuracy
and/or simplicity). This affords a deterministic search through
function space toward higher complexity along pathways of
well-fitting functions, controlled by hyperparameters, such as
the relative weighting of accuracy and simplicity [62]. If a
given route comes to appear unpromising, expanding it fur-
ther may acquire lower priority than trying expansions in a
different region of function space instead. Thus, given enough
time these algorithms would explore all possible functions,
analogously to ESR. Normally, the goal for these determinis-
tic methods—and their advantage—is to reach good functions
quickly and then terminate the search, rather than evaluate the
space systematically as in the case of ESR. We note, however,
that there will always exist cases where the heuristics used
to expedite the search are counterproductive. Exhaustive scan-
ning obviously does not suffer from this “no free lunch” [64]
problem. Further advantages of ESR are that it is not iterative
so is much more efficiently parallelizable, and that it does not
have reduced probability of evaluating functions qualitatively
dissimilar to high-quality functions found previously. This
helps to discover substantially novel solutions and prevents
the algorithm becoming stuck trying to improve suboptimal
solutions with noisy data (a problem reported by [62]). We
also consider different functions to [62]: they limit the amount
of operator nesting and increase complexity through the addi-
tion of new terms, whereas we can reach higher complexity
through either addition of new terms or nesting.
we conclude that we have discovered the generating function. We note that the only reason we do not match this MSE is due to the finite precision of the numerical optimizers, but this is a customizable property of the optimizers and not a limitation of ESR itself.

DATAMODELER was able to produce a comparable MSE to the best found by ESR, but only at a much higher complexity. Examination of this function shows that it is not a Gaussian and hence provides no insight into the true generating function; it is merely a complicated fitting function. We verified that no other algorithm returned a function with the correct form and that reoptimizing parameters using the method described in Section II-D produces insignificant changes to the MSE.

For ESR, we find that we can use slightly relaxed settings compared to the defaults of Section II-D, $N_{\text{iter}} = 5$, $N_{\text{conv}} = 2$ and a reduced function walltime limit of 1 s, and achieve practically identical results. Including function generation, this had a run time of $\sim 150$-CPU hours, which is significantly less than we allocated for DATAMODELER and PYSR (240-CPU hours). If instead one used the precomputed functions, then one would only require 33-CPU hours with these settings. As mentioned above, halving the run time for DATAMODELER and PYSR does not change the results. This indicates that either these algorithms have converged (which is problematic as they have converged to the wrong answer) or that more time is required to converge, which is already longer than ESR.

This benchmark test highlights the advantages of an exhaustive search; if one only ran the nonexhaustive algorithms, one would have no way of knowing that there exists such a simple function which can fit the data very accurately. Although one could run a hyperparameter search to improve the results of the other algorithms (adding significantly to the runtime), it would remain unclear whether the true optimum had been found.

We reach similar conclusions using noisy data. We ran PYSR with the same configuration as above to determine the Pareto front for the cosmic chronometer dataset (Section IV-A1), attempting to find the same function as ESR and using the same likelihood (12). PYSR is able to obtain the true Pareto front up to and including complexity 6, but achieves little improvement beyond that. ESR is able to find solutions with a log $\mathcal{L}$ of up to 2.0 smaller than the PYSR function at complexity 7–10. Again, we find practically identical results if we run PYSR for 5 or 10 h, suggesting it has practically converged.

**D. Future Directions**

We now briefly discuss possible future developments of the algorithm we propose here. To begin with, for simplicity, we focused on univariate functions but, inevitably, we will want to consider multivariate functions. Such an extension is conceptually straightforward although will face the problem of increased number of functions at a given complexity.

In the future one may want to consider higher complexity functions. The main bottleneck is the task of finding duplicates; we have used the SYMPY package which requires a large amount of memory once one exceeds $\mathcal{O}(10^5)$
functions. Furthermore, SYMPY fails to find duplicates in many situations. It makes sense, then to develop a simpler, custom symbolic manipulation package with a particular focus on improving the duplicate finding procedure along the lines of [62] and [70].

Previous deterministic SR methods reach higher complexity without a complete scan of function space. ESR could provide a way to increase the efficiency of these searches by initializing them at much higher complexity where a greater range of model behavior is possible. This would reduce the risk of failing to find high-quality functions that are qualitatively different from the best fitting very simple ones. Another possibility is to use the complete knowledge of functional parameter space achieved by ESR to assign probabilities to the possible transformations in the priority queue for expanding them toward higher complexity. This would allow both the functions to expand and the transformations to apply to be learned from the data, which should expedite the discovery of good new functions.

Another potential improvement is in the method for removing duplicate equations. While were able to cull 97% of possible functions by considering the topology of tree representations, we find that only up to 26% of the remaining functions are unique. One may therefore wonder whether there is a more economic notation one could exploit with fewer redundancies.

Furthermore, when we optimize parameters we do not attempt preferentially to find integers or rational numbers over floats. Since such parameters could be encoded with fewer nats than floats, there could exist functions with shorter description lengths than the ones we consider. One way of doing this is if one could “snap” floating-point parameters to integers. The Fisher matrix calculated as part of the parameter codelength provides a natural way to do this by determining which integers or rationals are close enough to the best-fit float not to degrade the likelihood significantly. One may also wish to prioritize certain irrational numbers which commonly appear in physics (e.g., $\pi$, $e$, or $\sqrt{2}$), e.g., by defining corresponding custom nullary operators.

Our approach has privileged no class of function, which may be thought of as a uniform prior over functional parameter space (given the predefined operator set and the $k \log(n)$ penalization term). However, it may be possible to exploit symmetries in functions to reduce the description length, or to prefer Hamiltonian or Lagrangian systems. This would favor equations more likely to be found in physics and improve convergence on datasets possessing such features.

Finally, in this work, we have only considered the maximum-likelihood values of parameters. Although the Fisher matrix term of (6) prefers parameters which achieve a good fit to data across a wider range of parameter space, it may be preferable to consider a more Bayesian approach. This would involve using the Bayesian evidence instead of the maximum likelihood in (6), and thus would marginalize over the uncertainties in the parameters; we leave a complete analysis for future work. We note, however, that in [15] we show how explicit Bayesian inference using the lowest description length functions may be used to determine the posterior predictive distributions of physically interesting quantities and hence evaluate the probabilities of competing classes of models.

VI. CONCLUSION

SR is a class of inherently interpretable machine-learning methods which learn the analytic expressions that accurately describe data. The conventional approach to this problem involves a stochastic search through parameter space, through e.g., genetic programming, reinforcement learning, or by searching for symmetries in the data, to produce a Pareto front of viable solutions which balance simplicity with accuracy. Such techniques have a generally unknown probability of failing to obtain the best solution, and little effort has gone into comparing the objectives of simplicity and accuracy to obtain the optimal equation.

In this work, we have introduced a novel approach to SR—ESR—which aims to address both of these issues. First, motivated by the relative simplicity of the functions which tend to be selected by SR algorithms, we eliminate the risk of failing to obtain the optimal solution by explicitly considering all possible functions at a given complexity (defined as the number of nodes in the tree representation of a function) made from a given operator set. Although this problem scales exponentially with complexity, by considering the topology of valid trees and applying simplification procedures to identify duplicate functions, we find that we can reduce the number of functions one needs to fit to the data to a feasible number, which is a factor of $\sim 1400$ smaller than the naïve expectation. Second, we derive a statistic (6) which combines the likelihood and Fisher matrix with the parametric and structural complexities of a function into a single number describing the amount of information that must be communicated to specify the data with the help of the function. The MDL asserts that the function minimizing this number provides the optimal description of the data. In this way, we collapse the Pareto front into a 1-D ranking and thus remove the ambiguity associated with model selection in dual-objective SR algorithms (although of course the full Pareto front may be considered in ESR if desired). As a demonstration of our method, we reconstruct the (square of the) Hubble parameter as a function of redshift from both cosmic chronometers and the Pantheon+ sample of Type Ia supernovae.

We publicly release our code and the equations generated in this work [21]. Although we considered one set of basis functions in our analysis, this can be trivially modified to generate the appropriate function set for a given analysis. For example, in our companion paper [15], we apply our method to learn the functional form of the Radial Acceleration Relation of galaxy dynamics, and, motivated by previous fitting formulas, add square, exp, and $\sqrt{z}$ to our basis set. The equations generated in that paper are also made publicly available [21].

Automated discovery of symbolic expressions from data provides easily understood and readily usable descriptions of complex physical processes, and can even discover fundamental physical laws. It is therefore imperative that the model generation and selection algorithms of SR score equations in a rigorous and well-motivated way. By meeting this challenge,
the ESR framework improves the prospects of SR to become a key method for data analysis.

DATA AVAILABILITY

We make available the ESR code (https://github.com/DeaglanBartlett/ESR) and function sets generated in this work [21]. The cosmic chronometer data used in Section IV-A1 can be found in [47, Table 1]. The supernova data described in Section IV-A2 was taken from the publicly released Pantheon+ catalog (https://github.com/PantheonPlusSH0ES/DataRelease). Other data may be shared on request to the corresponding authors.
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