Surface and bulk entanglement in free-fermion chains
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Abstract. We consider free-fermion chains where full and empty parts are connected by a transition region with narrow surfaces. This can be caused by a linear potential or by time evolution from a step-like initial state. Entanglement spectra, entanglement entropies and fluctuations are determined for subsystems either in the surface region or extending into the bulk. In all cases there is logarithmic behaviour in the subsystem size, but the prefactors in the surface differ from those in the bulk by 3/2. A previous fluctuation result is corrected and a general scaling formula is inferred from the data.
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1. Introduction

The ground-state entanglement in critical quantum chains has been the topic of many studies, see e.g. [1]. For a subsystem of length $L$ in a larger total system, the entanglement entropy $S$ varies logarithmically, $S = c\nu/6 \ln L$, where $c$ is the central charge of the corresponding conformal field theory and $\nu = 1, 2$ is the number of contact points. With boundaries, the location of the subsystem enters, but only via a finite additive term. While found originally for homogeneous chains, these features persist if one adds couplings or potentials that vary in space according to power laws. Such studies have been performed for XX spin chains [2]–[5], the transverse Ising model [2], the XY model [3, 5] and free fermions in the continuum [6, 7]. In all these cases, one has logarithmic laws, either in the subsystem size or in a typical length connected with the perturbation or in the particle number, and the prefactor is the same as in the homogeneous case. However, although bipartitions of various kinds have been considered, one has been looking essentially only at bulk properties.

On the other hand, a system of free particles in a trapping potential has not only a varying density, but also a well-defined surface region, where this density falls to zero smoothly. The same is true for fronts evolving from an initially step-like magnetization in XX [8, 9] or XXZ chains [10], and it was pointed out recently that these surfaces have common universal features [11, 12]. In traps this is related to the linear variation of the potential near the Fermi energy [12], while the XX fronts can be mapped exactly to a static problem with a completely linear potential [11]. This raises the question about the entanglement in such surfaces and its relation to the bulk properties. Some results have already been shown in [11, 12]. In this paper, we investigate the problem in more detail.

The system we study is a free-fermion chain in a linear potential [2]. The ground state then has a sandwich structure with a full and an empty region connected by an interface
of width $2\ell$. This interface terminates on both sides in surface regions with another

typical length scale $\ell_s \ll \ell$. We consider subsystems located fully or partly in this surface

region and determine their entanglement with the remainder. This is done numerically,

using the correlation matrix and calculating its eigenvalues and eigenfunctions. These are

qualitatively very similar to the bulk case. As a result, one has logarithmic laws also in

the surface region, both for the entanglement entropy and for the closely related particle

fluctuations. However, the prefactors differ by $3/2$ from those in the bulk. For subsystems

extending into the bulk, we also find a simple scaling form for $S$ which connects both

regimes and also describes the case of a harmonic trap.

In our calculations we are actually treating the so-called Airy kernel, to which the

correlation matrix reduces in the surface. This operator is well known in random-matrix

theory [13] where it also describes an edge problem and where analytical results for the

fluctuations exist [14]. They confirm the logarithmic behaviour and indicate why the factor

$3/2$ appears, but contain small errors which we locate and correct.

In the following, we first introduce our model and collect some facts on the procedure

and on the correlation matrix in section 2. Then, in section 3, we discuss its eigenvalues and

eigenfunctions in the surface case. In section 4, we show the resulting entanglement entropy

and fluctuations for various choices of the subsystem and compare with analytical results.

In section 5, we analyse the eigenvalues and entropy for the bulk region. A summary

and discussion are given in section 6 and the appendix contains an outline of the correct

fluctuation calculation.

2. Setting and basic formulae

We consider a chain of free fermions with nearest-neighbour hopping in a linear potential

[2]. In spin language, this corresponds to an XX model with a gradient in the magnetic

$z$-field. The Hamiltonian is, for a finite system with open ends,

$$
H = -\frac{1}{2} \sum_n (c_n^\dagger c_{n+1} + c_{n+1}^\dagger c_n) + \sum_n h (n - 1/2)c_n^\dagger c_n.
$$

Here, the linear term is chosen such that it goes through zero between sites 0 and 1.

This Hamiltonian has a single-particle spectrum $\omega_k$ with equidistant levels in the centre

forming the famous Wannier–Stark ladder. For a large system, only these levels with

$\omega_k = h(k - 1/2)$ and eigenfunctions $\psi_k(n) = J_{n-k}(1/h)$ are relevant. Here, the $J_n$

are the usual Bessel functions and their argument defines a characteristic length $\ell = 1/h$, which

is also the inverse slope of the potential. In the ground state, the levels with $k \leq 0$ are

occupied and the density has the behaviour shown in figure 1 of [2]. Between a completely

full region $n \lesssim -\ell$ and a completely empty one $n \gtrsim \ell$ there is an interface with a slow

density variation in the centre and a rapid one near the edges, where the potential reaches

the critical values $\pm 1$. Our main interest will be in this surface region, $n \sim \ell$, for large

values of $\ell$.

The entanglement properties are determined by the correlation matrix $C_{mn} = \langle c_m^\dagger c_n \rangle$,

which is given by

$$
C_{mn} = \frac{\ell}{2(m-n)} [J_{m-1}(\ell)J_n(\ell) - J_m(\ell)J_{n-1}(\ell)].
$$
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Restricting $C_{mn}$ to the chosen subsystem, its eigenvalues $\zeta_k$ give the single-particle eigenvalues $\varepsilon_k = \ln[(1 - \zeta_k)/\zeta_k]$ of the entanglement Hamiltonian $\mathcal{H}$ in

$$
\rho = \frac{1}{Z} \exp(-\mathcal{H})
$$

where $\rho$ is the reduced density matrix [15, 16]. From them, the entanglement entropy $S = -\text{Tr}(\rho \ln \rho)$ follows as

$$
S = \sum_k \ln(1 + e^{-\varepsilon_k}) + \sum_k \frac{\varepsilon_k}{e^{\varepsilon_k} + 1}
$$

and the particle number fluctuations $\kappa_2 = \langle N^2 \rangle - \langle N \rangle^2$ in the subsystem as

$$
\kappa_2 = \sum_k \zeta_k (1 - \zeta_k) = \sum_k \frac{1}{4 \text{ch}^2(\varepsilon_k/2)}.
$$

The same density profile and correlation matrix as above also appear in a dynamical problem, namely if one considers a chain which at time $t = 0$ is completely filled for $n \leq 0$ and completely empty for $n \geq 1$ [8]. Evolving this state with the Hamiltonian (1) with $h = 0$, the correlation matrix at a later time $t$ is then given by (2) with $\ell$ replaced by $t$ and an additional factor $i^{n-n}$ which, however, does not affect the eigenvalues [17]. In this case, one is dealing with a moving front instead of a static surface.

The expression (2) simplifies in two limits. If $m$ and $n$ are kept finite and $\ell$ is large, one is in the bulk of a wide interface and obtains

$$
C_{mn} = \frac{\sin(\pi(m-n)/2)}{\pi(m-n)}
$$

which is the result for a half-filled homogeneous system.

If, on the other hand, $m = \ell + \ell_s x$ and $n = \ell + \ell_s y$, one is within a certain range given by the length

$$
\ell_s = (\ell/2)^{1/3}
$$

near the surface and one obtains for large $\ell$ [11]

$$
C_{mn} = (1/\ell_s) K(x, y)
$$

where

$$
K(x, y) = \frac{\text{Ai}(x)\text{Ai}'(y) - \text{Ai}'(x)\text{Ai}(y)}{x - y}
$$

with the Airy function $\text{Ai}(x)$. This so-called Airy kernel also appears if one considers the surface region of a system of fermions trapped in a potential well [12]. Moreover, it has been known for quite some time in the theory of random matrices where it governs the statistics of the eigenvalues in the Gaussian unitary ensemble at the edge of the spectrum [13]. All these surface problems are therefore connected. The surface length $\ell_s$ can also be obtained from a scaling argument [5].
In the following, we consider subsystems either in the surface region or reaching into the bulk and diagonalize the correlation matrix $C_{mn}$ numerically.

3. Surface region: eigenvalues and eigenfunctions

In this section, we consider subsystems extending from some point inside the surface all the way into the empty region. Thus, the variables $x$ and $y$ are taken in the interval $(-s, \infty)$, where $s > 0$, and the eigenvalue problem of $C_{mn}$ is solved for different $s$. This is done by restricting the indices to $m_{\text{min}} < m, n < m_{\text{max}}$, where $m_{\text{min}} = \ell - \ell_s s$ and $m_{\text{max}}$ is chosen sufficiently large such that all matrix elements with $m, n \geq m_{\text{max}}$ are negligibly small.

Figure 1 shows the resulting $\varepsilon_k$ for $\ell = 1000$ ($\ell_s \simeq 8$) and several values of $s$ corresponding to integer values of $m_{\text{min}}$. The qualitative behaviour is very reminiscent of that for homogeneous systems, namely one has a linear variation with additional slight curvature [17, 18]. The leftmost spectrum refers to a subsystem with rather small filling, and there are only two negative $\varepsilon_k$ (corresponding to occupation numbers $\zeta_k > 1/2$). As the subsystem extends more into the surface region, the filling also increases, more negative $\varepsilon_k$ appear and the dispersion curve is pulled down successively. At the same time, the slope becomes smaller, which leads to an increase of the entanglement (see section 4).

The first 15 eigenvectors for $s = 15.875$ are shown in figure 2 as functions of the variable $x$. There are about 150 points (sites) in the interval, so they appear as continuous curves and thus represent the continuous eigenfunctions of the Airy kernel (9). They also show very similar features to those of the sine kernel [18]. Thus, the lowest one looks like a Gaussian centred at $-s/2$, and for the higher states one has an increasing number of oscillations. Also, the amplitudes are smallest in the interior, which is seen especially in the left part. However, the empty region on the right leads to an asymmetry and, in particular, to the decay resembling the behaviour of an Airy function.
Figure 2. The lowest eigenfunctions of $\mathcal{H}$ and of the Airy kernel as functions of $x$ for $s = 15.875$. The left end of the figure is the boundary of the subsystem.

These features of the eigenfunctions can be understood qualitatively if one uses the fact that the Airy kernel (9) in the interval $(-s, \infty)$ commutes with the second-order differential operator [19]

$$D = -\frac{d}{dx} (x + s) \frac{d}{dx} + x(x + s).$$

(10)
Therefore, both operators have common eigenfunctions. Now, for \( x \) near \(-s/2\), \( D\) can be written approximately as
\[
D = \frac{s}{2} \left[ -\frac{d^2}{dx^2} + \frac{2}{s} \left( x + \frac{s}{2} \right)^2 - \frac{s}{2} \right]
\]
and is seen to be the Hamiltonian of a harmonic oscillator with frequency \( \omega^2 = 2/s \) centred at \( x = -s/2 \). This explains the similarity of the low eigenfunctions, concentrated near \(-s/2\), to those of the oscillator. For large \( x \), on the other hand, one can transform the eigenvalue equation \( D\phi = \mu\phi \) directly into the Airy equation.

4. Surface region: entanglement and fluctuations

Inserting the eigenvalues \( \varepsilon_k \) into (4) and (5) gives the results shown in figure 3, where \( S \) and \( \kappa_2 \) are plotted against \( \ln s \). One sees a clear linear behaviour for larger values of \( s \) with additional small oscillations which decrease with \( s \). If one continues to higher \( s \), the curves bend downwards since one is leaving the surface region. However, one can follow the law further by increasing the value of \( \ell \). The lines in the figure have the slopes \( 1/4 \) for the entropy and \( 3/4\pi^2 \) for the particle fluctuations and match the numerical results very well.

Thus one finds a logarithmic dependence on the subsystem size, but the prefactors differ from the homogeneous case. In particular, \( S \) is given by
\[
S = \frac{1}{2} \ln s + \text{const.}
\]
(12)

The ratio \( S/\kappa_2 = \pi^2/3 \), however, is the same as for homogeneous systems, where it follows from the behaviour of the cumulants in the full counting statistics [20]–[22]. In terms of the \( \varepsilon_k \), it is a simple consequence of the approximately linear spectrum, which gives a
constant density of states \( N(0) \) if one changes the sums over \( k \) into integrals over \( \varepsilon_k \). Then (4) and (5) become, with \( \omega = \varepsilon_k/2 \) and partial integrations in \( S \),

\[
S = 4N(0) \int_0^\infty d\omega \frac{\omega^2}{\cosh^2 \omega} = N(0) \frac{\pi^2}{3} 
\]

and

\[
\kappa_2 = N(0) \int_0^\infty d\omega \frac{1}{\cosh^2 \omega} = N(0) 
\]

from which the given ratio follows.

If the subsystem does not extend to infinity, but is an interval of length \( s \) with both end points in the surface region, one finds the results in figure 4. The entropy varies again logarithmically with \( s \), but there are two cases. If the right end is at \( x = 0 \) \( (m = \ell) \), the slope is again 1/4 and the values are very close to those for the semi-infinite case, which is also shown for comparison. If, however, the right end point is at a distance of order \( s \) inside the surface, the slope lies close to 1/2, i.e. it doubles. This is again the same situation as for homogeneous systems, where the number of contact points between the subsystem and the remainder enters into the prefactor of the logarithm. For the fluctuations, one finds the same features, and the ratio \( S/\kappa_2 \) has again the value \( \pi^2/3 \).

These findings can be compared with results obtained by Soshnikov [14] for the Airy kernel \( K \). In his approach, one first introduces the scaling variables

\[
z_i = \frac{2}{3\pi} x_i |x_i|^{1/2},
\]

in terms of which a new kernel can be defined as

\[
Q(z_1, z_2) = \frac{\pi}{|x_1|^{1/4} |x_2|^{1/4}} K(x_1, x_2).
\]
The factor in front of $K(x_1, x_2)$ takes into account the change of variables and ensures $\text{Tr } Q^n = \text{Tr } K^n$ for arbitrary $n$. Now, one can use the series approximation of the Airy functions and expand $K(x_1, x_2)$ for negative arguments $x_1, x_2 < 0$. It turns out that there are only two important contributions in the infinite series and one can write

$$Q = Q_1 + Q_2 + \Delta Q$$

where

$$Q_1(z_1, z_2) = \frac{\sin \pi(z_1 - z_2)}{\pi(z_1 - z_2)} \left[ \frac{(z_1^2)^{1/3} + (z_1 z_2)^{1/3} + (z_2^2)^{1/3}}{3(z_1 z_2)^{1/3}} \right],$$

$$Q_2(z_1, z_2) = \frac{\cos \pi(z_1 + z_2)}{\pi(z_1 + z_2)} \left[ \frac{(z_1^2)^{1/3} - (z_1 z_2)^{1/3} + (z_2^2)^{1/3}}{3(z_1 z_2)^{1/3}} \right].$$

The fluctuations, given by $\text{Tr } Q(1 - Q)$, can then be evaluated by using only the kernels $Q_1$ and $Q_2$ and further proving that the contributions from $\Delta Q$ vanish.

One can gain insight into this procedure by comparing numerically the rescaled Airy kernel $Q$ with its approximation $Q_1 + Q_2$. One then finds that for both the diagonal and the non-diagonal parts of the kernels, the sum $Q_1 + Q_2$ gives a very good approximation to $Q$ as long as the arguments $z_1$ and $z_2$ are not too close to zero. Therefore, this approximation is perfectly reasonable if one wants to obtain the fluctuations within an interval $-L < z_i < -1$, as done by Soshnikov. In this way one obtains

$$\kappa_2 = \text{Tr } Q(1 - Q) = \frac{1}{2\pi^2} \ln L + \text{const} = \frac{3}{4\pi^2} \ln s + \text{const}$$

if one uses $L = 2s^{3/2}/3\pi$. The calculation is sketched in the appendix, since there is a small mistake in [14] (in the quantity $I_3(u)$ on p 508), which leads to a prefactor $11/18\pi^2$ there instead of $1/2\pi^2$ in (19). Contrary to the statement in [14], the calculation also gives a doubled prefactor for the shifted intervals. From (A.12), one finds for an interval $(-ks, -(k-1)s)$

$$\kappa_2 = \frac{3}{2\pi^2} \left[ \ln s + \ln(k^{3/2} - (k - 1)^{3/2}) \right] + \text{const}, \quad k > 1,$$

and similarly for $S$. The second term causes an upward shift of the curve with increasing $k$, which is clearly seen in figure 4.

Thus, one obtains the numerical result for both types of subsystem in this way. The approach is also very instructive, because in the variables $z_i$ one comes back essentially to a homogeneous problem. The kernel $Q_1$ is a sine kernel times a factor and $Q_2$ resembles a reflected sine kernel times a factor, but these factors do not influence the leading behaviour, and the final result in terms of the variable $L$ actually is the homogeneous one. Thus, it is the rescaling (15) that is responsible for the changed prefactors.

5. Bulk region

The scaling laws (12) and (19) found in the previous section describe the entanglement and particle fluctuations in the surface region. However, if the distance $r$ of the subsystem boundary from the end of the interface far exceeds the surface length scale $\ell_s$, one expects
Figure 5. Left: $\varepsilon_k$ for various distances $r$ of the subsystem boundary from the edge of the interface, with $\ell = 1000$. The lines are obtained by fitting equation (21).

Right: fitted values of $c/\ell$ plotted against $z = r/\ell$ for two different $\ell$. The dashed line is the scaling function $[z(2 - z)]^{3/2}$.

A crossover to the bulk behaviour. In particular, if the boundary is in the centre of the interface, $r = \ell$, the bulk scaling laws for $S$ and $\kappa_2$ are recovered [2, 23].

The crossover behaviour for intermediate values of $r$ is captured by the corresponding spectra $\varepsilon_k$. The initial filling up of the negative levels for $r \sim \ell_s$ (see figure 1) is followed by a slow decrease of the slope around $\varepsilon_k = 0$, which persists for all values of $r \leq \ell$. Shifting the spectra above each other, as shown on the left of figure 5, one obtains a similar plot to that for the homogeneous chain, where the $\varepsilon_k$ follow from the eigenvalues of the sine kernel. In the latter case, the low-lying part of the spectrum is well described by the formula [18, 24, 25]

$$\frac{\varepsilon_k}{2\pi} \ln 4c - \varphi\left(\frac{\varepsilon_k}{2\pi}\right) = \pi \left( k - k_0 - \frac{1}{2} \right)$$

with $\varphi(z) = \arg \Gamma(1/2 + iz)$. Note that the factor 2 difference on the right hand side with respect to [18, 24] is due to the semi-infinite geometry, with a single boundary.

One can now view equation (21) as an ansatz for the inverse function $k(\varepsilon)$ with the fitting parameters $k_0$ and $c$. The fitted curves, shown by the lines on the left of figure 5, give a very good approximation for $\varepsilon_k$. The parameter $k_0$ is found to be equal to the average number of particles $\bar{N}$ in the subsystem, in agreement with the homogeneous case [18]. The parameter $c$ is obtained in a form $c = \ell f(z)$ with scaling variable $z = r/\ell$ and is shown on the right of figure 5. Due to the symmetry of the problem, the spectra for $r$ and $2\ell - r$ are identical and thus the scaling function $f(2 - z) = f(z)$.

Matching of the modified prefactor in the surface regime $r \sim \ell_s$ requires $f(z) \sim z^{3/2}$ for $z \to 0$. Remarkably, the simplest choice with these properties, $f(z) = [z(2 - z)]^{3/2}$, shown by the dashed line on the right of figure 5, gives excellent agreement with the numerical data.

It follows immediately from the above findings that the entropy has the form

$$S = \frac{1}{6} \ln [\ell f(r/\ell)] + \text{const}$$

It follows immediately from the above findings that the entropy has the form

$$S = \frac{1}{6} \ln [\ell f(r/\ell)] + \text{const}$$
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and a similar formula with prefactor $1/2\pi^2$ holds for $\kappa_2$. The effective length $R = \ell f(r/\ell)$ appearing in the argument gives the correct limiting cases $R \approx 2s^{3/2}$ for the surface region $r = \ell_s s$ and $R = \ell$ for the centre of the interface $r = \ell$. The functions $S$ and $\kappa_2$ are plotted in figure 6 for the full range of $R \leq \ell$, where one sees a perfect collapse for different $\ell$. On top of the logarithmic growth, both feature oscillations which, however, decrease as one moves deep into the bulk. In fact, $c = R$ holds only approximately, up to small oscillating corrections. However, neglecting the deviations, the spectrum in equation (21) is identical to that of a segment of length $R$ in a half-filled semi-infinite chain. Thus, one can even infer the subleading constants $0.478$ for $S$ \cite{25,26} and $0.150$ for $\kappa_2$ \cite{27,28}. These predictions are shown slightly shifted by the dotted lines in figure 6 to allow for comparison.

Finally, one should mention that a similar scaling behaviour is expected for Fermi gases in a trap. Indeed, in the surface region of a potential well the Airy kernel is obtained after appropriate rescaling of the correlation kernel \cite{12}. Furthermore, the bulk scaling behaviour of $S$ has also been observed for harmonic traps \cite{7}. In general, for potentials of the form $V_p(x) = x^p/p$ with $p$ even, one expects for the entropy

$$S = \frac{1}{6} \ln [N f_p(r/\ell_p)] + \text{const}$$

(23)

where $N$ is the number of particles and $\ell_p = V_p^{-1}(E_N)$ is the classical turning point for the particle at the Fermi level $E_N$ ($2\ell_p$ is the size of the density profile in the trap). The scaling function must behavie as $f_p(z) \sim z^{3/2}$ for $z \to 0$ in order to reproduce the surface scaling law in the region $r \sim \ell_{s,p} = [2V''(\ell_p)]^{-1/3}$ \cite{12}. In particular, we find for the harmonic trap $f_2(z) = f(z)$, which suggests a closer connection to the problem with the linear potential. Note, however, that in general $f_p(z)$ depends on the exponent $p$ and for $p \to \infty$ one must recover $f_{\infty} = \sin(\pi z/2)$, which is the scaling function for the hard-wall trap \cite{29,30}. In this case one has $f_\infty(z) \sim z$ for $z \to 0$, since the surface region vanishes completely. Thus, the transition from the soft-wall to the hard-wall trap must, in some way, be singular, the details of which are yet to be uncovered.
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6. Summary

We have studied the entanglement in a fermionic chain where the particle density varies and a surface region with its own length scale exists. In this surface region, we determined the nature of the entanglement Hamiltonian by looking at its single-particle eigenvalues and eigenfunctions. We found not only the well-known spectra but also the usual logarithmic behaviour of the entanglement entropy. The conformal prefactor, however, turned out to be modified by a factor of $3/2$, and one could interpret this as an effective central charge $c_{\text{eff}} = 3/2 c$.

Such effective central charges have also been found in other situations. For example, a defect in a free-particle chain leads to a continuously varying $c_{\text{eff}}$ [31]–[34], [6], and in strongly random spin chains one finds $c_{\text{eff}} = c \ln 2$ [35]. Also, a trap in a critical XY chain modifies $c$, if one works with the true trap size, namely by a factor $p/(p + 1)$, if the potential varies as $|n|^p$ [3]. However, in this case there is no well-defined surface and the effect results from a bulk length scale. By contrast, we have both bulk and surface regions and can sample both. Finally, while in all these examples $c$ is reduced, there are also special random or aperiodic systems where it is enhanced as in our case [36]–[39].

It is tempting to connect our result with the variation of the density in the surface. In the variable $x$, it is given by $\rho(x) = K(x, x) = Ai'(x)^2 - xAi(x)^2$ and varies roughly as $(−x)^{1/2}$. Integrating it in the interval $(-s, 0)$, or also in shifted intervals, gives a particle number $\sim s^{3/2}$. However, the particle number has no symmetry with respect to the centre of the interface and one cannot arrive at the scaling function found in section 5 in this way.

On the analytical side, we only invoked fluctuation results for the Airy kernel. However, using the commuting differential operator, one can probably also obtain expressions for the low-lying eigenvalues $\varepsilon_k$ in the large-$s$ limit. This would be analogous to the procedure used for the sine kernel in [24, 40], see also [18]. Such a calculation was started in [19], but limited to $\zeta_k$ in the vicinity of one, whereas small $\varepsilon_k$ correspond to $\zeta_k$ near one-half.
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Appendix

We calculate here the particle fluctuations in the subsystem, using $\kappa_2 = \text{Tr} Q(1 - Q)$ with $Q = Q_1 + Q_2$ and following [14]. The main quantities are $\text{Tr} Q_1^2$ and $\text{Tr} Q_2^2$.

We first consider the interval $-L \leq z_i \leq -1$. The trace then denotes

$$\text{Tr} AB = \int_{-L}^{-1} \int_{-L}^{-1} A(z_1, z_2)B(z_2, z_1)dz_1dz_2.$$  (A.1)
For Tr $Q_1^2$ one introduces new variables $u = z_1 - z_2$ and $z = z_2$ to rewrite the integral as

$$\text{Tr } Q_1^2 = \frac{2}{9} \int_0^{L-1} \left( \frac{\sin \pi u}{\pi u} \right)^2 I_1(u) \, du$$  \hspace{1cm} \text{(A.2)}$$

where

$$I_1(u) = \int_{1}^{L-u} \left[ \left( \frac{z + u}{z} \right)^{1/3} + 1 + \left( \frac{z}{z + u} \right)^{1/3} \right]^2 \, dz.$$  \hspace{1cm} \text{(A.3)}$$

This integral can be calculated in closed form,

$$I_1(u) = 3 \left[ z + z^{1/3}(z + u)^{2/3} + z^{2/3}(z + u)^{1/3} \right]_{z=1}^{z=L-u},$$  \hspace{1cm} \text{(A.4)}$$

which yields

$$I_1(u) = 3 \left[ (L - u - 1) + L \left( 1 - \frac{u}{L} \right)^{2/3} + L \left( 1 - \frac{u}{L} \right)^{1/3} - (1 + u)^{2/3} - (1 + u)^{1/3} \right].$$  \hspace{1cm} \text{(A.5)}$$

For $u \lesssim L$, this can be approximated by $I_1(u) \simeq 9L - 6u$. Inserting this into (A.2), the first term gives $L$, which is cancelled by $\text{Tr } Q_1 = L - 1$, and the second term leads to a logarithm due to the $1/u$ behaviour of the integrand. The result is

$$\text{Tr } Q_1 (1 - Q_1) = \frac{2}{3\pi^2} \ln L + \text{const.}$$  \hspace{1cm} \text{(A.6)}$$

The quantity $\text{Tr } Q_2^2$ can be evaluated in a similar way. In this case one has

$$\text{Tr } Q_2^2 = \frac{1}{9} \left[ \int_2^{L+1} \left( \frac{\cos \pi u}{\pi u} \right)^2 I_2(u) \, du + \int_{L+1}^{2L} \left( \frac{\cos \pi u}{\pi u} \right)^2 I_3(u) \, du \right]$$  \hspace{1cm} \text{(A.7)}$$

with the exact expressions

$$I_2(u) = \int_{1}^{u-1} \left[ \left( \frac{z}{u-z} \right)^{1/3} - 1 + \left( \frac{u-z}{z} \right)^{1/3} \right]^2 \, dz$$

$$= 3(u-2) - 6(u-1)^{2/3} + 6(u-1)^{1/3},$$  \hspace{1cm} \text{(A.8)}$$

$$I_3(u) = \int_{u-L}^{L} \left[ \left( \frac{z}{u-z} \right)^{1/3} - 1 + \left( \frac{u-z}{z} \right)^{1/3} \right]^2 \, dz$$

$$= 3(2L-u) + 6L \left( \frac{u}{L} - 1 \right)^{2/3} - 6L \left( \frac{u}{L} - 1 \right)^{1/3}.$$  \hspace{1cm} \text{(A.9)}$$

Due to the integration limits, $I_3(u)$ gives only a finite contribution for $L \to \infty$. The leading contribution from $I_2(u)$ is obtained by putting $I_2(u) \simeq 3u$. Inserting this into (A.7), one finds

$$\text{Tr } Q_2 (1 - Q_2) = -\frac{1}{6\pi^2} \ln L + \text{const}$$  \hspace{1cm} \text{(A.10)}$$
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since here $\text{Tr} \, Q_2$ is finite for large $L$. The same can be shown for $\text{Tr} \, Q_1 Q_2$. Thus, adding (A.6) and (A.10), one obtains the result

$$\text{Tr} \, Q(1 - Q) = \frac{1}{2\pi^2} \ln L + \text{const}$$

(A.11)
given in (19).

It is easy to see what the changes are for intervals $-L_2 \leq z_i \leq -L_1$. The integration limits then change correspondingly and are $z = L_1$ and $z = L_2 - u$ in (A.3). As a result, the approximate expression for $I_1(u)$ has contributions from all terms and becomes $I_1(u) \simeq 9(L_2 - L_1) - 9u$. Inserting this into (A.2) with upper limit $L_2 - L_1$, one obtains for large $L_2 - L_1$

$$\text{Tr} \, Q_1(1 - Q_1) = \frac{1}{\pi^2} \ln(L_2 - L_1) + \text{const.}$$

(A.12)

There is no logarithmic contribution from $Q_2$ in this case, since all integration limits in (A.7) are large. Therefore, (A.12) is already the final result for $\kappa_2$ and the prefactor is twice as large as in (A.11).
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