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Abstract. We consider the operator

\[ L = -(d/dx)^2 + x^2 y + w(x) y \]

in \( L^2(\mathbb{R}) \),

where

\[ w(x) = s [\delta(x - a) - \delta(x + b)] , \quad a \neq 0 \text{ real} , \quad s \in \mathbb{C} . \]

This operator has a discrete spectrum: eventually the eigenvalues are simple and

\[ \lambda_n = (2n + 1) + s^2 \frac{\kappa(n)}{n} + \rho(n) \]

where

\[ \kappa(n) = \frac{1}{2\pi} \left[ (-1)^{n+1} \sin \left( 2b\sqrt{2n} \right) - \frac{1}{2} \sin \left( 4b\sqrt{2n} \right) \right] \]

and

\[ |\rho(n)| \leq C \frac{\log n}{n^{3/2}} . \]

If \( s = i\gamma \), \( \gamma \) real, the number \( T(\gamma) \) of non-real eigenvalues is finite, and

\[ T(\gamma) \leq (C(1 + |\gamma|) \log(e + |\gamma|))^2 . \]

The analogue of (0.1)–(0.3) is given in the case of any two-point interaction perturbation

\[ w(x) = c_+ \delta(x - a) + c_- \delta(x + b) , \quad c_+, c_- \in \mathbb{C} . \]

1. Introduction

The operator

\[ L^0 = - \frac{d^2}{dx^2} + x^2 , \quad x \in \mathbb{R}^1 , \]

is the one-dimensional harmonic oscillator; this is an unbounded self-adjoint operator acting in \( L^2(\mathbb{R}) \). As one can see in any introductory book on quantum mechanics, \( L^0 \) has a discrete spectrum \( \Lambda^0 = \{ z_n \}_{n=0}^{\infty} \),

\[ z_n = 2n + 1 , \quad n = 0, 1, \ldots \]
and a compact resolvent
\begin{equation}
R^0(z) = (z - L^0)^{-1}, \quad z \notin \Lambda^0.
\end{equation}

A normalized orthogonal system of eigenfunctions can be chosen as the Hermite functions
\begin{equation}
h_n(x) = \left(\frac{\pi^{1/2}2^n n!}{2} \right)^{-1/2} e^{-x^2/2} H_n(x), \quad n = 0, 1, \ldots
\end{equation}
where
\begin{equation}
H_n(x) = e^{x^2/2} \left(e^{-x^2/2}\right)^{(n)}
\end{equation}
are Hermite polynomials.

Spectral analysis of perturbed operators
\begin{equation}
L = L^0 + W
\end{equation}
with special W, in particular, the point interaction perturbations
\begin{equation}
Wf = wf, \quad w(x) = \sum_{j=1}^{J} c_j \delta(x - b_j), \quad J \text{ finite}
\end{equation}
was studied in many mathematical and physical papers.

S. Fassari, F. Rinaldi and G. Inglese series of papers \cite{FI94, FI97, FR12} investigate the spectrum of \(L \in (1.4)\) when the perturbation
\begin{equation}
W = -\tau (\delta(x - b) + \delta(x + b)), \quad \tau, \beta > 0,
\end{equation}
i.e., \(L^0\) is perturbed by a pair of attractive point interactions of equal strength whose centers are situated at the same distance from the origin. In this case the operator \(L = L^0 + W\) is self-adjoint; the techniques used are based on Green’s function analysis.

D. Haag, H. Cartarius, and G. Wunner \cite{HCW14}, motivated by analysis of Bose-Einstein condensates with \(\mathcal{PT}\)-symmetric loss and gain, focused on the case of non-Hermitian perturbations
\begin{equation}
W = i\gamma \left[\delta(x - b) - \delta(x + b)\right].
\end{equation}
Their numerical estimates showed that for small \(\gamma\) the spectrum of \(L = L^0 + W\) is on the real line \(\mathbb{R}\), and they gave some predictions on the state of decay of the disk radii where the eigenvalues of the operator \(L\) are located. Now we provide a rigorous mathematical analysis of the asymptotics of eigenvalues \(\lambda_n = \lambda_n(L^0 + W)\).

We follow the techniques used in \cite{DM06, DM13, AM12b, MS13, Elt03, Elt04} and based on careful estimates related to the resolvent representation...
\[ R = R^0 + \sum_{j=1}^{\infty} U_j, \]

\[ U_0 = R^0, \quad U_k = R^0 W U_{k-1} = U_{k-1} W R^0, \quad k \geq 0. \]

Moreover, we essentially use the property of perturbations \( W \in \ell_1 \) to have such a matrix

\[ w_{jk} = \langle Wh_j, j_k \rangle, \quad j, k = 0, 1, \ldots \]

that for some \( \alpha > 0 \) there exists \( M > 0 \) such that

\[ |w_{jk}| \leq \frac{M}{(1 + j)^\alpha (1 + k)^\alpha}, \quad j, k = 0, 1, \ldots, \]

Detailed results on the spectrum and convergence of spectral decompositions of \( L = L^0 + W \) for a general \( W \) under the condition (1.10) were given by B. Mityagin and P. Siegl \[MS13\].

In the case (1.5) of the finite point interaction perturbations \( \alpha = \frac{1}{4} \).

2. Preliminaries, Technical Introduction, Review the Results

1. Our main concern is the harmonic oscillator operator (1.4) and its special perturbation \( W \). We will focus on this case, although many constructions are very general and could be performed in analysis of other differential operators — see \[DM06\], \[AM12a\], \[MS13\], \[Elt03\].

Let \( L^0 \) be an operator in \( \ell^2(\mathbb{Z}_+) \),

\[ L^0 e_k = z_k e_k, \quad z_k = (2k + 1), \quad k = 0, 1, \ldots, \]

and \( W = (w_{jk})_0^{\infty} \) a matrix such that for some \( \alpha > 0 \) and \( C_0 > 0 \),

\[ |w_{jk}| \leq \frac{C_0}{(1 + j)^\alpha (1 + k)^\alpha} \]

Then the quadratic-form method [see \[RS72\], Section VII.6] leads to the definition of the closed operator

\[ L = L^0 + W \]

with a dense domain — see details in \[MS13\]. Let us recall some facts, introduce notations and explain a few elementary but important inequalities.
2. To adjust our constructions to the set of eigenvalues of the unperturbed operator (2.1), let us define strips

\[ H_n = \{ z \in \mathbb{C} : |\text{Re } z - z_n| \leq 1 \}, \quad n \geq 1 \]

(2.4)

\[ H_0 = \{ z \in \mathbb{C} : \text{Re } z - z_0 \leq 1 \} \]

and the squares

(2.5)

\[ D_n = \left\{ z \in H_n : |\text{Re } z - z_n| \leq \frac{1}{2}, |\text{Im } z| \leq \frac{1}{2} \right\}, \quad n \geq 0 \]

around eigenvalues \( \{ z_n \}_{n=1}^{\infty} = \{ 2n + 1 \}_{n=0}^{\infty} \) in \( H_n \).

The resolvent

(2.6)

\[ R(z) = (z - L^0 - W)^{-1} \]

of the operator (2.3) is well-defined in the right half-plane

(2.7)

\[ \{ z : \text{Re } z \geq 2N^* \} \setminus \bigcup_{k=N^*}^{\infty} D_k \]

outside of the disks \( D_k, k \geq N^* \), if \( N^* \) is large enough.

It follows from the Neumann-Riesz decomposition

(2.8)

\[ R = R^0 + R^0 W R^0 + R^0 W R^0 W R^0 + \cdots = R^0 + \sum_{j=1}^{\infty} U_j, \]

where

(2.9)

\[ U_0 = R^0 = (z - L^0)^{-1}, \]

\[ U_j = R^0 W U_{j-1} = U_{j-1} W R^0, \quad j \geq 1. \]

Of course, the convergence of the series should be explained at least in (2.7). This is done in [AM12a, MS13]; now I’ll remind only the estimates of \( N^* \) because it will be important later (see Theorem [4.5] (4.36) and Corollary XXX) in accounting for points of the spectrum \( \sigma(L) \) outside of the real line.
3. Define a diagonal operator $K$,

$$Ke_j = \frac{1}{\sqrt{z-z_j}} e_j, \ j = 0, 1, \ldots, \ \text{Im} \ z \neq 0$$

with understanding that

$$\sqrt{\xi} = r^{1/2} e^{i\varphi/2} \text{ if } \xi = re^{i\varphi}, \ -\pi < \varphi \leq \pi.$$ 

Then $K^2 = R^0$, $z \in \mathbb{C} \setminus \mathbb{R}$; maybe, we lose analyticity but rough estimates – when just the absolute values of matrix elements work well – are good enough.

Indeed, (2.8), (2.9) could be rewritten as

$$R^0 = K^2, \ U_j = K(KWK)^j K,$$

$$R = R^0 + \sum_{j=1}^{\infty} K(KWK)^j K,$$

where

$$(KWK)_{km} = \frac{1}{\sqrt{z-z_k}} W_{km} \frac{1}{\sqrt{z-z_m}}, \ k, m = 0, 1, 2, \ldots, \ z \in \mathbb{C} \setminus \mathbb{R}.$$

**Lemma 2.1.** Under the assumptions (2.1) and (2.2), with $0 < \alpha < \frac{1}{2}$, if $z \in H_n \setminus D_n$, then $KWK$ is a Hilbert-Schmidt operator, and

$$\ell \equiv \|KWK\|_{HS} \leq C_0M(\alpha)\log(en) \frac{\log(en)}{n^{2\alpha}}, \ M(\alpha) \equiv 6 + \frac{4/3}{1-2\alpha} + \frac{1}{3\alpha}$$

**Proof.** If $z \in \partial(D_n)$, i.e,

$$z = (2n+1) + \xi + i\eta, \ |\xi| = \frac{1}{2}, \ |\eta| \leq \frac{1}{2},$$

$$\text{or} \ |\xi| \leq \frac{1}{2}, \ |\eta| = \frac{1}{2}; \ \xi, \eta \in \mathbb{R},$$

then

$$\frac{1}{2} \leq |z-z_j| \leq 3, \ j = n, n \pm 1,$$

and if $|n-j| \geq 2$,

$$\frac{3}{2} |n-j| \leq 2|n-j| - 1 \leq |z-z_j| \leq 2|n-j| + 1 \leq \frac{5}{2} |n-j|.$$ 

Therefore, by (2.2), (2.14),

$$\ell^2 = \sum_{j,k=1}^{\infty} \frac{|w_{jk}|^2}{|z-z_j||z-z_k|} \leq C_0^2 \mu^2$$
with

\begin{equation}
\mu = \sum_{j=0}^{\infty} \frac{1}{(1+j)^{2\alpha}|z-z_j|}.
\end{equation}

The sum of three terms for $j = n, n \pm 1$ in (2.20) by (2.17) does not exceed

\begin{equation}
3 \cdot \frac{1}{n^{2\alpha}} \cdot 2 = \frac{6}{n^{2\alpha}},
\end{equation}

and by (2.18), the remaining part of $\mu$, namely, \( \sum_{j=0}^{n-2} + \sum_{j=n+2}^{\infty} \), by the integral test does not exceed

\begin{equation}
\frac{2}{3} \left[ \frac{1}{n} + \frac{1}{n^{2\alpha}} + \int_{0}^{n-1} \frac{dx}{(1+x)^{2\alpha}(n-x)} \right] + \frac{2}{3} \left[ \frac{1}{2} \left( \frac{1}{n+3} \right) \frac{2\alpha}{(1+y)^{2\alpha}(y-n)} \right].
\end{equation}

The first integral (after the change of variables \( x = n\xi \)) is

\begin{equation}
\frac{1}{n^{2\alpha}} \int_{0}^{1-(1/n)} \frac{n d\xi}{n(1-\xi) \left( \frac{1}{n} + \xi \right)^{2\alpha}} \leq
\end{equation}

\begin{equation}
\leq \frac{1}{n^{2\alpha}} \left[ 2 \int_{0}^{1/2} \frac{d\xi}{\xi^{2\alpha}} + 2^{2\alpha} \int_{1/2}^{1-(1/n)} \frac{d\xi}{1-\xi} \right] =
\end{equation}

\begin{equation}
= \left( \frac{2}{n} \right)^{2\alpha} \left[ \frac{1}{1-2\alpha} + \log \frac{n}{2} \right].
\end{equation}

The second integral in (2.22) is equal to

\begin{equation}
\frac{1}{n^{2\alpha}} \int_{1+(2/n)}^{\infty} \frac{d\eta}{(\eta-1) \left( \frac{1}{n} + \eta \right)^{2\alpha}} \leq
\end{equation}

\begin{equation}
\leq \frac{1}{n^{2\alpha}} \left[ \int_{1+(2/n)}^{2} \frac{d\eta}{\eta-1} + \int_{2}^{\infty} \frac{d\eta}{(\eta-1)^{2\alpha+1}} \right] =
\end{equation}

\begin{equation}
= \frac{1}{n^{2\alpha}} \left[ \log \frac{n}{2} + \frac{1}{2\alpha} \right].
\end{equation}
If we collect the inequalities (2.21) to (2.24), we get (with $2^{2\alpha} \leq 2$)

$$
\mu \leq \frac{2}{3} n^{2\alpha} \left[ 9 + \frac{3}{2} + \frac{2}{1 - 2\alpha} + 3 \log\frac{en}{2} + \frac{1}{2\alpha} \right] \leq \frac{1}{n^{2\alpha}} [M(\alpha) + 2\log n].
$$

(2.25)

where $M(\alpha) = 6 + \frac{4}{3} \cdot 2 + \frac{2}{3} \leq 10$, and

$$
\mu \leq \frac{2}{\sqrt{n}} (5 + \log n)
$$

(2.26)

With (2.19) and (2.2) we come to (2.15).

Of course, the constant factors in inequalities (2.19) – (2.25) are not sharp but we get some idea on their magnitude. If $\alpha = \frac{1}{4}$ we have

$$
M\left(\frac{1}{4}\right) = 6 + \frac{4}{3} \cdot 2 + \frac{2}{3} < 10,
$$

(2.27)

and

$$
\mu \leq \frac{2}{\sqrt{n}} (5 + \log n)
$$

(2.28)

This case is important in analysis of the harmonic oscillator and its perturbations (1.5). The estimates (2.27) and (2.28) will be used later as well.

**Remark 2.2.** Let $s \equiv \sum_{j=0}^{\infty} \frac{1}{(1+j)^3} \cdot \frac{1}{|n-j|}$ Then

$$
s \leq \frac{M(\beta)}{n^\beta} \log en, \quad \text{if } 0 < \beta \leq 1,
$$

(2.29.i)

$$
s \leq \frac{M}{n}, \quad \text{if } \beta > 1.
$$

(2.29.ii)

Proof. The case $\beta = 2\alpha < 1$ is done in the proof of Lemma 2.1. Other cases could be explained in the same way; we omit details.

□

4. By (2.10) the operator $K$ is bounded if $z \in H_n \setminus D_n$ and by (2.17), (2.18) its norm

$$
\|K\| \leq \sqrt{\beta}.
$$

(2.30)

Therefore, for $U_j \in (2.12)$ if $j \geq 2$

$$
\|U_j\|_1 \leq 2\|KW K\|_2 \leq 2\nu^j \leq 2 \left[ M(\alpha) \frac{\log en}{n^{2\alpha}} \right]^j.
$$

(2.31)
But we can claim that \( U_1 \) is a trace-class operator as well, and
\[
\|U_1\|_1 = \|K(KWK)K\|_1 \leq \|K\|_4\|KWK\|_2\|K\|_4
\]
because \( K \in \mathcal{S}_4 \) [or any \( \mathcal{S}_p, \ p > 2, \) as a matter of fact]: just notice that by \((2.17), (2.18)\)
\[
\|K\|_4^4 = \sum_{j=0}^{\infty} \frac{1}{|z - z_j|^2} \leq 3/4 + 2 \sum_{k=2}^{\infty} \left( \frac{2}{3} \right)^2 \cdot \frac{1}{k^2} < 20 < \left( \frac{11}{5} \right)^4,
\]
so
\[
\|K\|_4 \leq \frac{11}{5}; \quad \|K\|_3^2 \leq 5.
\]
Therefore we can claim the following.

**Proposition 2.3.** Under the assumptions \((2.1), (2.2)\), \( 0 < \alpha < \frac{1}{2} \), suppose that \( N_\ast = N_\ast(\alpha) \) is chosen in such a way that
\[
M(\alpha) \log en n^{2\alpha} \leq \frac{1}{2} \quad \text{for all} \quad n \geq N_\ast.
\]
Then for \( n > N_\ast(\alpha) \) if \( z \in \partial(D_n) \) all the operators \( U_j \in (2.8) \) are of the trace class, their norms satisfy inequalities
\[
\|U_j\|_1 \leq 2 \left[ M(\alpha) \frac{\log en}{n^{2\alpha}} \right]^j, \quad j \geq 2,
\]
\[
\|U_1\|_1 = \|R^0WR^0\|_1 \leq \frac{5M(\alpha) \log en}{n^{2\alpha}}
\]
and the Neumann - Riesz series for the difference of two resolvents
\[
R - R^0 = \sum_{j=1}^{\infty} U_j
\]
converges by the \( \mathcal{S}_1 \)-norm and
\[
\|R - R^0\|_1 \leq 7M(\alpha) \frac{\log en}{n^{2\alpha}}
\]
and
\[
\left\| \sum_{j=m}^{\infty} U_j \right\|_1 \leq 4 \left( M(\alpha) \frac{\log en}{n^{2\alpha}} \right)^m, \quad m \geq 2.
\]
Proof. Inequality (2.36) is identical with (proven) line (2.31), (2.37) come if we combine (2.33), (2.32), and (2.15). Therefore, for \( m \geq 2 \), by (2.36) and (2.35),

\[
\left\| \sum_{j=m}^{\infty} U_j \right\|_1 \leq 2 \sum_{j=m}^{\infty} \left( M(\alpha) \frac{\log en}{n^{2\alpha}} \right)^j \leq 4 \left( M(\alpha) \frac{\log en}{n^{2\alpha}} \right)^m.
\]

Then by (2.37)

\[
\left\| R - R^0 \right\|_1 \leq \left\| U_1 \right\|_1 + \left\| \sum_{j=2}^{\infty} U_j \right\|_1 \leq M(\alpha) \frac{\log en}{n^{2\alpha}} \cdot \left( 5 + 4M(\alpha) \frac{\log en}{n^{2\alpha}} \right) \leq 7M(\alpha) \frac{\log en}{n^{2\alpha}}.
\]

□

3. Deviations of eigenvalues of the harmonic oscillator operator and its perturbations

1. Although the constructions and methods of this section are general and applicable to many operators with discrete spectrum and their perturbations, we’ll focus later in this section on the case of Harmonic Oscillator operator (2.1) and its functional representation

\[
L^0 y = -y'' + x^2 y
\]

in \( L^2(\mathbb{R}) \).

The Riesz-Neumann Series (2.38), (2.8) and (2.9) — as soon as its convergence in \( \mathcal{S}_1 \) is properly justified — can be used to evaluate eigenvalues of the operator \( L = L^0 + W \).

Under proper conditions, if \( n \geq N_* \), the operator \( L \) has the only eigenvalue \( \lambda_n \) in \( H_n \); moreover, \( \lambda_n \) is simple and \( \lambda_n \in \mathcal{D}_n \). Therefore, both of the projections

\[
P_n^0 = \frac{1}{2\pi i} \int_{\partial(D_n)} R^0(z) \, dz = \langle \cdot, h_n \rangle h_n
\]
and

\begin{equation}
P_n = \frac{1}{2\pi i} \int_{\partial(D_n)} R(z) \, dz = \langle \cdot, \psi_n \rangle \phi_n
\end{equation}

are of rank 1. [In (3.3), \(\phi_n\) is an eigenfunction of \(L\) and \(\psi_n\) is an eigenfunction of \(L^* = L^0 + W^*\), with an eigenvalue \(\mu_n = \lambda_n\) in \(D_n\). We will not use this specific information so nothing more is explained now.]

Therefore,

\begin{equation}
\text{Trace } P_n = \text{Trace } P_n = 1,
\end{equation}

\begin{equation}
\text{Trace } \frac{1}{2\pi i} \int_{\partial(D_n)} (R(z) - R^0(z)) \, dz = 0.
\end{equation}

and

\begin{equation}
z_n = \text{Trace } \frac{1}{2\pi i} \int_{\partial(D_n)} zR^0(z) \, dz = 2n + 1,
\end{equation}

\begin{equation}
\lambda_n = \text{Trace } \frac{1}{2\pi i} \int_{\partial(D_n)} zR(z) \, dz,
\end{equation}

So (3.4) to (3.7) imply

\begin{equation}
\lambda_n - z_n = \text{Trace } \frac{1}{2\pi i} \int_{\partial(D_n)} (z - z_n)[R(z) - R^0(z)] \, dz
= \sum_{j=1}^{\infty} T_j(n)
\end{equation}

where we put [with \(z_n = \lambda_n^0 = 2n + 1\)]

\begin{equation}
T_j(n) = T_j(n; W) = \frac{1}{2\pi i} \text{Trace } \int_{\partial(D_n)} (z - z_n)U_j(z) \, dz
\end{equation}

Proposition 2.3 is used in (3.8), (3.9). Trace is a linear bounded functional of norm 1, on the space \(S_1\) of trace-class operators. It implies the following.

**Corollary 3.1.** Under the assumptions of Proposition 2.3 with \(n \geq N_\ast\), we have

\begin{equation}
|T_j(n)| \leq M(\alpha) \left[\log en\right]^j \frac{1}{n^{2\alpha}}, \quad j \geq 2
\end{equation}
and

\[ |T_1(n)| \leq \frac{9}{4} M(\alpha) \frac{\log en}{n^{2\alpha}} \]  

\textbf{Proof.} With \(|\text{Trace } A| \leq \|A\|_1\) and

\[ |z - z_n| \leq \frac{1}{\sqrt{2}}, \quad z \in \partial(D_n), \]

\[ \text{length}(D_n) = 4 \]

rough estimates of integrals (3.9) with \(j \geq 2\) and \(j = 1\) based on (2.36) and (2.37) lead to (3.10) and (3.11).

\textbf{Corollary 3.2.} Under the assumptions of Proposition 2.3, with \(n \geq N_0\),

\[ \lambda_n = (2n + 1) + \sum_{j=1}^{q} T_j(n) + r_q(n), \quad q \geq 1, \]

where

\[ |r_q(n)| \leq 2 \left( M(\alpha) \frac{\log en}{n^{2\alpha}} \right)^{q+1} \]

\textbf{Proof.} The presentation of \(\lambda_n\) and the inequality follow from (3.8) and (2.40) if we put \(m = q + 1\) in (2.40) and notice that \(2\sqrt{2} < \pi\) when we multiply the constant factors in inequalities.

\textbf{2. Analysis of the function } \(N_0(\alpha)\). This function is determined by the inequality (2.35).

Later we consider potentials with the coupling coefficient \(s\) [see (4.2), (4.3)] so it is useful to know the behavior of \(X = X_\beta(t)\), the solution of the equation

\[ t \frac{\log eX}{X^\beta} = \frac{1}{2}, \quad \beta = 2\alpha, \quad \text{for large } t. \]

Let us rewrite it as

\[ \tau \log Y = Y, \quad \text{where } Y = (eX)^\beta \]

\[ \text{and } \tau = \frac{2}{\beta} e^{\beta t} \]

The equation (3.16) has solutions \(1 < y < Y\), such that

\[ y(\tau) = 1 + \frac{1}{\tau} + O \left( \frac{1}{\tau^2} \right), \quad \tau \to \infty \]
and

\[ Y(\tau) \to \infty, \quad \tau \to \infty. \]

**Lemma 3.3.** The solution \( Y \) is

\[ Y(\tau) = \tau \log \tau \cdot (1 + r(\tau)) \]

where

\[ r(\tau) = \frac{\log \log \tau}{\log \tau} (1 + o(1)) \]

so for any \( \delta \) we can find \( \tau^* \) such that

\[ Y(\tau) \leq \tau \log \tau + \tau(1 + \delta) \log \log \tau, \quad \tau \geq \tau^*. \]

or \( \tau_* < \tau^* \) such that

\[ Y(\tau) \leq (1 + \delta)\tau \log \tau, \quad \tau \geq \tau_*. \]

**Proof.** If we look for \( r \geq 0 \), in **(3.20)**, which solves **(3.16)** we have:

\[ \tau \log \tau [1 + r] = \tau [\log \tau + \log \log \tau + \log(1 + r)] \]

or

\[ r = \varphi(r), \quad \varphi(X) = \xi + \eta \log(1 + X), \quad r > 0 \]

where

\[ \xi = \frac{\log \log \tau}{\log \tau}, \quad \eta = \frac{1}{\log \tau} \]

For any \( 0 < \delta \leq \frac{1}{2} \) we can choose \( \tau^* \) such that

\[ 0 < \xi \leq \frac{\delta}{2}, \quad 0 < \eta < \frac{\delta}{2} \quad \text{if} \quad \tau \geq \tau^*. \]

Then the function \( \varphi, \varphi : [0, \delta] \to [0, \delta] \) is a contraction mapping, and **(3.25)** has the unique solution

\[ r = r(\tau), \quad 0 < r(\tau) \leq \delta. \]
Therefore,

\begin{equation}
(3.29) \quad r = \frac{\log \log \tau}{\log \tau} + \frac{\rho}{\log \log \tau}, \quad 0 < \rho \leq \delta.
\end{equation}

This implies (3.21) with

\begin{equation}
(3.30) \quad \frac{\rho}{\log \log \tau} = o(1).
\end{equation}

\[ \square \]

**Corollary 3.4.** The solution \( X(t) \) of (3.15), \( 0 < \beta \leq 1 \), goes to \( \infty \) when \( t \to \infty \) and

\begin{equation}
(3.31) \quad X(t) \leq 2^{1/\beta} \left( t \log \frac{At}{\beta} \right)^{1/\beta}, \quad A \text{ an absolute constant},
\end{equation}

if \( t \) is large enough.

**Proof.** If we put (3.17) into (3.22) or (3.23) elementary simplifications give the inequality (3.31). \[ \square \]

3. Inequalities (2.19) and (2.31) guarantee that we can use the representation (2.8) and eventually “asymptotics” (3.13) if

\begin{equation}
(3.32) \quad C_0 M(\alpha) \frac{\log \alpha n}{n^{2\alpha}} \leq \frac{1}{2}, \quad C_0 \in (2.2)
\end{equation}

and \( M(\alpha) \) by (2.26) is chosen as

\begin{equation}
(3.33) \quad M(\alpha) = \left[ 6 + \frac{4/3}{1 - 2\alpha} + \frac{1}{3\alpha} \right].
\end{equation}

Then (3.31), with \( \beta = 2\alpha < 1, \ t = 2C_0 M(\alpha), \) implies that \( N_* \) can be chosen as

\begin{equation}
(3.34) \quad N_* = N_*(C_0; \alpha) = \left[ 2C_0 M(\alpha) \log \left( \frac{A}{2\alpha} 2C_0 M(\alpha) \right) \right]^{1/(2\alpha)}
\end{equation}

Now if \( \alpha \) is fixed we are interested in the dependence of \( N_* \) on \( C_0 \in (2.2) \).

4. Recall that if \( W \) is a multiplier-operator

\begin{equation}
(3.35) \quad Wf = w(x)f(x), \text{ with } w \in L^p(\mathbb{R}), \quad 1 \leq p < \infty,
\end{equation}

then as we observed and used in [MS13]

\begin{equation}
(3.36) \quad w_{jk} = \langle Wh_j, h_k \rangle = \int_{-\infty}^{\infty} w(x)h_j(x)h_k(x) \, dx
\end{equation}
so by Hölder inequality
\[ |w_{jk}| \leq \|w\|_p \cdot \|h_j\|_{2q} \|h_k\|_{2q}, \quad \frac{1}{p} + \frac{1}{q} = 1. \]

with
\[ q > 1, \quad 2q > 2. \]

But
\[ |h_k(x)| \leq Ck^{-1/12} \]

so
\[ \int |h_k(x)|^{2q} \, dx = \int |h_k(x)|^2 |h_k(x)|^{2(q-1)} \, dx \]
\[ \leq C^{2(q-1)} k^{-(q-1)/6} \int |h_k(x)|^2 \, dx \]
and
\[ \|h_k\|_{2q} \leq C^{1/p} k^{-1/(12p)}, \quad p \geq 1. \]

This means that the matrix $W$ satisfies the condition (2.2) with $\alpha = \frac{1}{12p}$. This observation was crucial in [MS13]; it gives a broad class of operators covered by (2.2) so our claims of this sections are applicable to the operators (3.35).

But there are much better estimates of $L^p$ norms of the Hermite functions.

**Lemma 3.5.** As $n \to \infty$,
\[
\begin{align*}
&\|h_n\|_r \sim n^{-\frac{1}{2}} \left( \frac{1}{r} - \frac{1}{4} \right), \quad 1 \leq r < 4 \\
&\|h_n\|_r \sim n^{-\frac{1}{2}} \log n, \quad r = 4 \\
&\|h_n\|_r \sim n^{-\frac{1}{2}} (\frac{3}{2} + \frac{1}{2}), \quad r > 4
\end{align*}
\]

See [Tha93, Lemma 1.5.2] for the sketch of the proof and further explanations of these claims.

Therefore, (3.41) could be improved. If $p > 2$ then by (3.37) $q < 2$, $2q < 4$ so
\[ \|h_k\|_{2q} \sim k^{-\frac{1}{2}} \left( \frac{1}{r} - \frac{1}{4} \right) = k^{-\frac{1}{2p}}, \quad p > 2. \]
For $p = 2$ we have $2q = 4$ and

$$\|h_k\|_4 \sim k^{-\frac{1}{4}} \log k, \quad p = 2. \tag{3.44}$$

Finally, if $1 \leq p < 2$ then $2q > 4$ so

$$\|h_k\|_{2q} \sim k^{-\frac{1}{6}} \left( \frac{1}{2p} + \frac{1}{2} \right) = k^{-\frac{1}{6}} \left( \frac{2 - \frac{1}{p}}{2} \right), \quad 1 \leq p < 2 \tag{3.45}$$

All these estimates are used in Proposition 4.1, — see Section 4.1 below.

Of course, (3.39) shows that $\delta$-potentials

$$w(x) = \sum_{k=1}^{m} c_k \delta(x - b_k), \quad m \text{ finite}, \tag{3.46}$$

are good for us as well; in this case,

$$\langle Wh_j, h_i \rangle = \sum_{k=1}^{m} c_k h_j(b_k) h_i(b_l) \tag{3.47}$$

and

$$|W_{ji}| \leq CM j^{-1/12} i^{-1/12}, \quad i, j \geq 1, \quad M = \sum_{k=1}^{m} |c_k|. \tag{3.48}$$

But with more information on asymptotics of Hermite polynomials and Hermite functions we can be accurate in analysis of point-interaction potentials (3.46) and spectra of operators $L^0 + W$, $L^0 \in (3.1)$, or — equivalently — (2.1). This is the main goal of this paper. Now we go to detailed analysis of these operators.

4. Two-point interaction potentials

1. Now we apply general constructions of Sections 2, 3 to the case of the two-point interaction potentials

$$w(x) = c^+ \delta(x - b) + c^- \delta(x + b), \quad b > 0 \tag{4.1}$$

and particular cases of an odd potential

$$sv^o(x), \quad s \in \mathbb{C} \quad \text{where} \quad v^o(x) = \delta(x - b) - \delta(x + b) \tag{4.2}$$

and an even potential

$$tv^e(x), \quad t \in \mathbb{C} \quad \text{where} \quad v^e(x) = \delta(x - b) + \delta(x + b) \tag{4.3}$$
Of course, for any odd potential (3.35) or (3.46), not just for \( v^0 \in (4.2) \), the matrix elements \( w_{jk} \) have the property (4.6). Indeed, with parity

\[
\forall j, k \quad w_{jk} = \langle w(x) h_j(x), h_k(x) \rangle =\]

\[
= \langle w(-x) h_j(-x), h_k(-x) \rangle = -(-1)^{j+k} w_{jk}
\]

so

\[
(4.6) \quad w_{jk} = 0 \text{ if } j + k \text{ even.}
\]

If, however, \( w \) in (3.35) or (3.46) is even then we conclude

\[
(4.7) \quad w_{jk} = 0 \text{ if } j + k \text{ odd.}
\]

These observations lead to information on complex eigenvalues of \( L = L^0 + W \).

**Proposition 4.1.** Let the potential

\[
(4.8) \quad w(x) \in L^p, \ 1 \leq p < \infty, \ \nu = \|w\|_p, \ or
\]

\[
(4.9) \quad w(x) = \sum_{k=1}^{\infty} c_k \delta(x - b_k), \ \nu = \sum |c_k| < \infty,
\]

be real and odd. Then the operator

\[
(4.10) \quad L = L^0 + iW = -\frac{d^2}{dx^2} + x^2 + iw
\]

has at most finitely many non-real eigenvalues, if any, and their number does not exceed \( N^* \), where

\[
(4.11a) \quad N^* = D (\nu \log(1 + \nu))^{2p}, \qquad p > 2
\]

\[
(4.11b) \quad N^* = D^* (\nu \log^2(1 + \nu))^4, \qquad p = 2
\]

\[
(4.11c) \quad N^* = D (\nu \log(1 + \nu))^{\frac{3}{1 - \frac{3}{p}}}, \quad 1 \leq p < 2
\]

\[
(4.11d) \quad N^* = D_*(\nu \log(1 + \nu))^6, \quad \text{in the case (4.9)}
\]

and \( D^*, D_* \) are absolute constants although \( D = D(p) \) does not depend on the norm \( \nu \).

**Proof.** By (3.8) and estimates in Corollary (3.1) and in (3.34) we can use (3.8) to evaluate \( \lambda_n \), at least if \( p \neq 2 \) when we use (3.42). [Details of this case \( p = 2 \) are explained in Section 8] \( \square \)
Lemma 4.2. If $j$ is odd and $W$ is odd, then for $n \geq N^*$ ($N^*$ as defined in (4.11)),

\begin{equation}
T_j(n; W) = 0.
\end{equation}

Proof. By (3.9)

\begin{equation}
T_j(n) = T_j(n; W) = \frac{1}{2\pi i} \text{Trace} \int_{\partial(D_n)} (z - z_n)U_j(z) \, dz
\end{equation}

where

\begin{equation}
U_j = R^0W^0W \cdots W R^0
\end{equation}

with $j$ “letters” $W$ and $j + 1$ “letters” $R^0$ in this “word” $U$. All these operators are of trace class [see Corollary 3.1] so $\text{Trace}U_j$ is a sum of the diagonal elements $(U_j)_{mm}$ which in turn are sums of matrix elements \(\sum_g u(g)\), where \(g = \{g_1, g_2, \ldots, g_{j-1}\} \in \mathbb{Z}_{j-1}^+\) and

\begin{equation}
u(g) = \frac{1}{z - z_m} \cdot W(m, g_1) \cdot \frac{1}{z - z_{g_1}} \cdot W(g_1, g_2) \cdot \frac{1}{z - z_{g_2}} \cdots W(g_{j-1}, m) \cdot \frac{1}{z - z_m}
\end{equation}

If we put \(g_0 = g_j = m\) we have

\begin{equation}
\sum_{t=0}^{j-1} (g_{t+1} - g_t) = g_j - g_0 = 0
\end{equation}

The sum of all these differences in (4.16) is even (zero), so if $j$ is odd, then at least one of these differences, say

\begin{equation}g_{r+1} - g_r, \quad 0 \leq r < j,
\end{equation}

is even, and the factor $W(g_r, g_{r+1})$ in (4.15) by (1.6) is zero. Therefore, $u(g) = 0$, and this holds for all elements $u(g) \in (4.15)$ so $\sum u(g) = 0$. \(\square\)

Lemma 4.3. If $j$ is even and $W$ is real, then for $n \geq N^*$ ($N^*$ as defined in (4.11)),

\begin{equation}
T_j(n) \equiv T_j(n; iW) \text{ is real.}
\end{equation}

Proof. Now the number $j = 2q$ of $W$-factors in the product (4.15) is even for any $g \in \mathbb{Z}_{j-1}^+$ so

\begin{equation}p(g) = \prod_{t=0}^{j-1} iW(g_t, g_{t+1}) = (-1)^q \cdot \text{(real number)}
\end{equation}
is real by (4.8) or (4.9). and

\begin{equation}
\tag{4.20}
 u(g) = p(g) \cdot J(g), \quad \text{where}
\end{equation}

\begin{equation}
\tag{4.21}
 J(g) = \frac{1}{2\pi i} \int_{\partial(D_n)} F_g(z) \, dz, \quad \text{with}
\end{equation}

\begin{equation}
\tag{4.22}
 F_g(z) = (z - z_n) \cdot \frac{1}{(z - z_m)^2} \prod_{t=1}^{j-1} \frac{1}{z - z_{g_t}}
\end{equation}

For any \( g \) this integral is real number [see the next lemma]. Therefore, \( T_j(n) \) — as a sum of (absolutely) convergent series with real terms — is a real number. \( \square \)

This completes the proof of Proposition 4.1.

We will need more specific information about integrals \( J(g) \in (4.21) \). The following is true.

**Lemma 4.4.** If \( m = n \), and \( n \geq N^* \) (\( N^* \) as defined in (4.11)),

\begin{equation}
\tag{4.23}
 J(g) = 0 \quad \text{if at least one} \quad g(\tilde{t}) = n,
\end{equation}

and

\begin{equation}
\tag{4.24}
 J(g) = \left( \prod_{t=1}^{j-1} 2(n - g_t) \right)^{-1} \quad \text{otherwise}.
\end{equation}

If \( m \neq n \),

\begin{equation}
\tag{4.25}
 J(g) = 0 \quad \text{if} \quad \# \tau(g) \neq 2, \quad \text{where} \quad \tau(g) = \{ t : g_t = n \},
\end{equation}

and

\begin{equation}
\tag{4.26}
 J(g) = \frac{1}{4(n - m)^2} \left( \prod_{t \notin \tau(g)} 2(n - g_t) \right)^{-1} \quad \text{if} \quad \# \tau(g) = 2.
\end{equation}

**Proof.** The integrand (4.22) of (4.21) could have a pole inside of \( D_n \) only at \( z_n = 2n + 1 \). In the cases (4.23) and (4.25) the pole’s order \( \geq 2 \) or \( F_g(z) \) is analytic on \( \overline{D_n} \), so \( J(g) = 0 \). In the cases (4.24), (4.26) the pole’s order is one and \( J(g) \) is the residue of \( F_g(z) \) at \( z_n \). \( \square \)
2. An odd potential $v^0$ in (4.2). As it is noticed in (4.6),

\begin{equation}
\langle (\delta (x - b) - \delta (x + b)) h_j, h_k \rangle = [1 - (-1)^{j+k}] a_j a_k
\end{equation}

\begin{align}
(4.27) &
\begin{cases}
0, & \text{if } j + k \text{ even} \\
2a_j a_k, & \text{if } j + k \text{ odd}
\end{cases} \\
(4.28) &
\end{align}

where

\begin{equation}
a_k = h_k(b), \quad k = 0, 1, \ldots
\end{equation}

With $b > 0$ fixed, from now on we will use $(a_k)$ as in (4.29). By Lemmas 4.2 and 4.4 for $n \geq N^*$

\begin{equation}
T_j(n; v^0) \equiv T_j(n) = 0 \quad \text{if } j \text{ odd;}
\end{equation}

in particular,

\begin{equation}
T_1(n) = 0, \quad T_3(n) = 0.
\end{equation}

To evaluate $T_2(n)$ we’ll sum up (we did it in (4.15) in general setting) Cauchy integrals of functions

\begin{equation}
(z - z_n) \cdot \frac{1}{z - z_m} \cdot \frac{1}{z - z_k} \cdot \frac{1}{z - z_m}
\end{equation}

If $m \neq n$ it is analytic for any $k$ so Cauchy integral is zero. If $m = n$

\begin{equation}
v_{mk}^0 = 0 \quad \text{if } n - k \text{ is even.}
\end{equation}

Therefore, by Lemma 4.4 $j = 2$, with $z_n - z_k = 2(n - k)$,

\begin{equation}
T_2(n; v^0) \equiv T_2(n) = \sum_{k=0}^{\infty} \frac{v_{nk}^0 v_{kn}^0}{z_n - z_k} = \sum_{k=0}^{\infty} \frac{2a_n a_k \cdot 2a_k a_n}{2(n - k)} = 2a_n^2 \tilde{\sigma}(n)
\end{equation}

where

\begin{equation}
\tilde{\sigma}(n) = \sum_{k=0}^{\infty} \frac{a_k^2}{n - k}
\end{equation}
Technical analysis of the sequence $\tilde{\sigma}(n)$ is done in the next section. Of course, it is based on asymptotics of Hermite polynomials (or functions), (5.1) – (5.3). It will bring us the proof of the main result of this paper:

**Theorem 4.5.** The operator

$$L = -\frac{d^2}{dx^2} + x^2 + s[\delta(x - b) - \delta(x + b)], b > 0, s \in \mathbb{C}$$

has a discrete spectrum $\sigma(L)$.

There exists an absolute constant $D$ such that with

(4.36) $$N^* = (D|s|\log e|s|)^2$$

all eigenvalues $\lambda_n = \lambda_n(L)$ in the half-plane $\{z \in \mathbb{C} : \operatorname{Re} z > N^*\}$ are simple, and

(4.37) $$\lambda_n = (2n + 1) + s^2 \frac{\kappa(n)}{n} + \tilde{\rho}(n), \quad |\tilde{\rho}(n)| \leq C \frac{\log n}{n^{3/2}}$$

where

(4.38) $$\kappa_n = \frac{1}{2\pi} \left[ (-1)^{n+1} \sin(2b\sqrt{2n}) - \frac{1}{2} \sin(4b\sqrt{2n}) \right]$$

The proof of the theorem is based on the following lemma.

**Lemma 4.6.** With $\tilde{\sigma}(n) \in (4.35)$

(4.39) $$\tilde{\sigma}(n) = (-1)^{n+1} \frac{1}{2} \frac{\sin(2b\sqrt{2n})}{\sqrt{2n}} + \rho(n),$$

(4.40) $$|\rho(n)| \leq C \frac{\log n}{n}$$

The technical analysis of this sequence (4.35) and its variations is the core of this manuscript. Its proof is given in the sections which follow. The final steps to prove Theorem 4.5 are done in Section 7.3 (7.12) – (7.13).

3. **An even potential** $v^e \in (4.3)$. Recall (4.7); now

(4.41) $$v^{e}_{jk} = [1 + (-1)^{j+k}]a_ja_k$$

(4.42) $$v^{e}_{jk} = \begin{cases} 0, & \text{if } j + k \text{ odd} \\ 2a_ja_k, & \text{if } j + k \text{ even} \end{cases}$$

(4.43)
Therefore, by Lemma 4.4, \( j = 1 \),

\[
T_1(n; v^e) \equiv T_1(n) = v^e_{mn} = 2a_n^2
\]  

and [compare \((4.30)\) to \((4.35)\)]

\[
T_2(n; v^e) \equiv T_2(n) = 2a_n^2\sigma'(n),
\]

\[
\sigma'(n) = \sum_{k=0}^{\infty} \frac{a_k^2}{n-k}
\]

where \( \sum' \) means that \( k \neq n \).

But for the even potential there is no trivial claim \( T_3(n) = 0 \). We could make formal references to Lemma 4.4 but let us again look into those terms which form the sum-trace \( T_3(n) \). We integrate functions

\[
F = (z - z_n) \cdot \frac{1}{z - z_m} \cdot 2a_m a_k \cdot \frac{1}{z - z_k} \cdot 2a_k a_{\ell} \cdot \frac{1}{z - z_{\ell}} \cdot 2a_{\ell} a_m \cdot \frac{1}{z - z_m}
\]

excluding (by \((4.42)\)) triples \((m, k, \ell)\) if at least one of the differences \( m - k, k - \ell, \ell - m \) is odd.

If \( m = n \) then we can take only \( k, \ell \neq n \), otherwise the order of the pole at \( z_n \) would be \( \geq 2 \) and Cauchy integral \((4.21)\) be zero. Then the partial sum of \((4.13)\) over triples

\[
\{(m, k, \ell) | m = n, k \neq n, \ell \neq n, k - n, \ell - n \text{ even}\}
\]

would be

\[
2a_n^2 \sum'_{k, \ell \atop n-k, n-\ell \text{ even}} \frac{a_k^2 a_{\ell}^2}{(n-k)(n-\ell)} = 2a_n^2 (\sigma'(n))^2.
\]

If \( m \neq n \) Cauchy integral of \( F \in (4.47) \) is not zero only if \( k = \ell = n \), i.e., if we have two (and only two) zeros in the denominator to balance the factor \((z - z_n)\). This set of triples

\[
\{(m, k, \ell) | m \neq n, k = \ell = n, m - n \text{ even}\}
\]

leads to the subsum in \( T_3(n) \) coming from \((4.47)\)

\[
2a_n^4 \sum_{m=0}^{\infty} \frac{a_m^2}{(n-m)^2} = 2a_n^4 \sigma'(n)
\]
If we combine (4.48) – (4.51) we conclude that

$$T_3(n; v^e) = 2a_n^2 \left[ \sigma'(n)^2 + a_n^2 \tau'(n) \right]$$

We’ll analyze the sequences $\sigma'$, $\tau'$ later as well.

5. INEQUALITIES AND TECHNICAL ANALYSIS OF THE TERM $T_2(n)$ IN THE CASE OF AN ODD TWO-POINT $\delta$-POTENTIAL

First of all, let us recall the asymptotics of Hermite polynomials [see (8.22.8) in Szegö, [Sze75]].

With $M = 2m + 1$

$$\frac{\Gamma \left( \frac{m}{2} + 1 \right)}{\Gamma(m + 1)} e^{-x^2/2} H_m(x) = \cos \left( M^{1/2} x - m \frac{\pi}{2} \right) +$$

$$+ \frac{x^3}{6} M^{-1/2} \sin \left( M^{1/2} x - m \frac{\pi}{2} \right) + O \left( \frac{1}{m} \right).$$

The normalized Hermite functions $h_m(x)$, $\int h_m^2(x) \, dx = 1$, are

$$h_m(x) = (m!2^m \sqrt{\pi})^{-1/2} H_m(x)e^{-x^2/2}$$

so $(m \geq 1)$

$$h_m(x) = \frac{2^{1/4}}{\pi^{1/2} m^{1/4}} \left[ \cos \left( x\sqrt{2m + 1} - m \frac{\pi}{2} \right) + \right.$$

$$+ \frac{x^3}{6} \frac{1}{\sqrt{2m + 1}} \sin \left( x\sqrt{2m + 1} - m \frac{\pi}{2} \right) + O \left( \frac{1}{m} \right) \left. \right]$$

Of course, this information is crucial because

$$a_j = h_j(b)$$

and by (4.35)

$$\tilde{\sigma}(n) = \sum_{k=0}^{n} \frac{a_k^2}{n-k} \quad \text{for odd } n-k$$
1. We will chop and peel this sum by getting “error” terms $\rho$’s (with indices) of order $O\left(\frac{\log n}{n}\right)$. After finitely many steps we’ll sum up all these error-terms into $\rho(n)$ in (4.39) and (4.40).

First adjustment [to make us flexible to have the denominator $m^{1/4}$ without $m$ being zero] is to take away in (5.5) the term with $k = 0$ if $n$ is odd, i.e.

\begin{equation}
\rho_1 = \frac{a_0^2}{n} = \frac{1}{\pi} e^{-b^2} \cdot \frac{1}{n} = O\left(\frac{1}{n}\right).
\end{equation}

Maybe, more drastic is to change $(a_k)$ to the first term $a'_k$ in (5.3) so

\begin{align}
(a'_k)^2 &= \frac{2^{1/2}}{\pi} \frac{1}{\sqrt{k}} \cos^2 \left( b\sqrt{2k + 1} - \frac{k\pi}{2} \right) \\
&= \frac{1}{\pi} \cdot \frac{1}{\sqrt{2k}} \left( 1 + (-1)^k \cos 2b\sqrt{2k + 1} \right). \tag{5.7}
\end{align}

It will help us but let us explain first that the following is true.

**Lemma 5.1.** Let $\alpha_k, \alpha'_k$ be two sequences such that

\begin{align}
|\alpha_k|, |\alpha'_k| &\leq \frac{C}{k^{1/4}} \tag{5.9.i} \\
\delta_k = \alpha'_k - \alpha_k, \quad |\delta_k| &\leq \frac{C}{k^{3/4}} \tag{5.9.ii}
\end{align}

Then for their transforms

\begin{align}
A(n) &= \sum_{k=1}^{\infty} \frac{\alpha_k^2}{n-k} \quad \text{odd} \quad A'(n) = \sum_{k=1}^{\infty} \frac{\alpha'_k^2}{n-k} \quad \text{odd} \tag{5.10}
\end{align}

we have

\begin{equation}
|A_n|, |A'_n| \leq C \frac{\log n}{\sqrt{n}} \tag{5.11}
\end{equation}

and

\begin{equation}
|A_n - A'_n| \leq C \frac{\log n}{n} \tag{5.12}
\end{equation}

**Proof.** By (5.9.ii)
\[ |A(n)| \leq \sum_{k \neq n} \frac{|a_k|^2}{|n-k|} \leq C^2 \sum_{k=1}^n \frac{1}{k^{1/2}} \frac{1}{|n-k|} \leq \frac{C'}{\sqrt{n}} \log(en) \]  

(5.13)

The latter comes from (2.29.i) with \( \beta = \frac{1}{2} \); of course, the same is true for \( A'(n) \).

Next, by (5.9.i) and (5.9.ii),

\[ |\alpha_k^2 - \alpha_k'^2| = |\alpha_k - \alpha_k'| |\alpha_k - \alpha_k'| \leq 2C \frac{C}{k^{1/4}} \cdot \frac{C}{k^{3/4}} = \tilde{C} \]  

(5.14)

Again, (2.29.i), \( \beta = 1 \), implies

\[ |A(n) - A'(n)| \leq \frac{C}{n} \log(en). \]  

(5.15)

Lemma 5.1 shows that

\[ \rho_2(n) = \left| \sum_{n-k \text{ odd}}^{\infty} \frac{a_k^2 - a_k'^2}{n-k} \right| = O\left( \frac{\log n}{n} \right) \]  

so \( \rho_2 \) is under the restriction (4.40).

In this formula and later on we follow notation (5.4) and (5.5).

Therefore, we can proceed with a focus on the sequence (5.8) and the series

\[ \bar{\sigma}'(n) = \frac{1}{\pi \sqrt{2}} \sigma(n), \quad \sigma(n) = \sum_{\substack{k=1 \atop n-k \text{ odd}}}^{\infty} \frac{1}{\sqrt{k}} \left[ 1 + (-1)^{n+1} \cos 2b \sqrt{2k+1} \right] \frac{1}{n-k} \]  

(5.17)

It is important to point out that the coefficient \( (-1)^k \) in (5.8) dependent on \( k \) can be written in (5.17) as \( (-1)^{n+1} \) without dependence on the index \( k \) of summation because in this sum only \( k \equiv n+1 \) (mod 2) are involved.

Put

\[ \sigma(n) = \xi(n) + (-1)^{n+1} \eta(n) \]  

(5.18)
where

\begin{align*}
\xi(n) &= \sum_{\substack{k=1 \atop n-k \text{ odd}}}^{\infty} \frac{1}{\sqrt{k}} \cdot \frac{1}{n-k} \\
\eta(n) &= \sum_{\substack{k=1 \atop n-k \text{ odd}}}^{\infty} \frac{1}{\sqrt{k}} \cdot \cos \frac{2b\sqrt{2k+1}}{n-k}.
\end{align*}

2. We’ve already seen (Lemma 5.1) that \(|\xi(n)| = O \left(\log \frac{n}{\sqrt{n}}\right)\) but such an estimate is not good for \(\rho\) in (4.40). We could hope to get rid of \(\log n\) because of the sign-change in the term \(\frac{1}{n-k}\). However, \(\xi\) decays much faster than \(O \left(\frac{1}{\sqrt{n}}\right)\). The following is true.

**Lemma 5.2.** Let \(\xi \in (5.19)\). Then

\begin{equation}
|\xi(n)| \leq \frac{C}{n}
\end{equation}

*Proof.* The formulas are a little bit different for \(n\) even and odd. Let us write all the details for \(n = 2p + 1\) odd fixed; then only even \(k = 2m, m = 1, 2, \ldots\), are involved so

\begin{align*}
\xi(n) &= \xi(2p+1) = \frac{1}{2\sqrt{2}} \sum_{m=1}^{\infty} \frac{1}{\sqrt{m}} \cdot \frac{1}{(p-m)+\frac{1}{2}} \\
&= 2^{-3/2} [S_1 - S_2]
\end{align*}

where

\begin{align*}
S_1 &= \sum_{j=0}^{p-1} \frac{1}{j+1/2} \left( \frac{1}{\sqrt{p-j}} - \frac{1}{\sqrt{p+j+1}} \right), \\
S_2 &= \sum_{j=p}^{\infty} \frac{1}{j+1/2} \cdot \frac{1}{\sqrt{p+j+1}}.
\end{align*}

Put

\begin{equation}
P = p + \frac{1}{2}, \quad t_j = j + \frac{1}{2}, \quad \text{and}
\end{equation}

\begin{equation}
\varphi(x) = \frac{1}{x} \cdot \frac{1}{\sqrt{P+x}}, \quad x \geq P
\end{equation}
Then, with the integral test, we compare the sum

\[ S_2 = \sum_{j=p}^{\infty} \frac{1}{t_j} \cdot \frac{1}{\sqrt{P + t_j}} = \sum_{j=p}^{\infty} \varphi(t_j) \]  

and the integral

\[ I_2 = \int_P^{\infty} \varphi(x) \, dx. \]  

Monotonicity of \( \varphi(x) \) down implies that

\[ S_2 \geq I_2 \geq S_2 - \varphi(t_p) = S_2 - \frac{1}{\sqrt{2P^{3/2}}} \]  

so

\[ S_2 = I_2 + \rho_3(n), \]  

\[ 0 \leq \rho_3(n) \leq \frac{1}{\sqrt{2P^{3/2}}}; \]  

\( \rho_3 \) is well under the restriction (4.40).

(5.28) is evaluated explicitly:

\[ I_2 = \int_P^{\infty} dx \cdot \frac{1}{x} \cdot \frac{1}{\sqrt{P + x}} = \frac{1}{P^{1/2}} \int_1^{\infty} \frac{dt}{t} \cdot \frac{1}{\sqrt{1 + t}} = \]

\[ = \frac{1}{P^{1/2}} \int_0^1 dv \cdot \frac{\sqrt{v}}{v \sqrt{1 + v}} = B \cdot \frac{1}{P^{1/2}} \]

where \( B = \int_0^1 \frac{dv}{\sqrt{(v + \frac{1}{2})^2 - (\frac{1}{2})^2}} = \int_1^{\infty} \frac{du}{\sqrt{u^2 - 1}} = \)

\[ = \int_0^{\kappa} \frac{d(cosh \, s)}{sinh \, s} = \kappa, \quad cosh \, \kappa = 3, \quad \kappa > 0 \]

i.e. \( T + \frac{1}{T} = 6, \quad T = e^\kappa > 1, \)

\( T^2 - 6T + 1 = 0 \) so

\( T = 3 + \sqrt{8}, \quad \text{or} \)

\( \kappa = \log(3 + \sqrt{8}) = 2 \log(1 + \sqrt{2}) \)

[We changed the variables of integration as

\( x = Pt, \quad t = \frac{1}{v}, \quad \frac{u}{2} = v + \frac{1}{2}, \quad u = cosh \, s. \)]
Finally,

$$I_2 = BP^{-1/2}, \quad B = 2\log(1 + \sqrt{2}).$$

3. To analyze $S_1$ let us introduce functions

$$w = \sqrt{P^2 - x^2}$$

$$\psi(x) = \frac{1}{x} \left[ \frac{1}{\sqrt{P - x}} - \frac{1}{\sqrt{P + x}} \right],$$

$$\frac{1}{2} \leq x \leq P - 1 = p - \frac{1}{2}.$$

Then

$$\psi(x) = \frac{1}{x} \cdot \frac{\sqrt{P + x} - \sqrt{P - x}}{w} = \frac{2}{w \left[ \sqrt{P + x} + \sqrt{P - x} \right]} = \frac{\sqrt{2}}{w [P + w]^{1/2}},$$

monotone increasing,

and the sum

$$S_1 = \sum_{j=0}^{p-1} \psi(t_j), \quad t_j = j + \frac{1}{2}$$

could be compared with the integral

$$I_1 = \int_{1/2}^{p-1/2} \psi(x) \, dx.$$

Indeed

$$S_1 \geq I_1 \geq S_1 - \psi(t_{p-1})$$

$$\psi(t_{p-1}) = \frac{1}{p - \frac{1}{2}} \left[ 1 - \frac{1}{\sqrt{2p}} \right] \leq \frac{1}{p}$$

so [compare (5.30) and (5.31)]

$$S_1 = I_1 + \rho_4(n),$$

$$0 \leq \rho_4(n) \leq \psi(t_{p-1}) \leq \frac{1}{P},$$

well under the restriction (4.40).
Next, we evaluate $I_1 \in (5.38)$ and (5.34) explicitly, $w = \sqrt{P^2 - x^2}$, $p - \frac{1}{2} = P - 1$,

\[
I_1 = \int_{1/2}^{p-1/2} \frac{\sqrt{2} dx}{w[P + w]^{1/2}} = \int_{1/2}^{1-\frac{1}{P}} \frac{\sqrt{2}P dt}{P\sqrt{1-t^2} \cdot P^{1/2} \left(1 + \sqrt{1-t^2}\right)^{1/2}} = \int_0^1 \frac{\sqrt{2} dt}{\bar{w}(1 + \bar{w})^{1/2}} - \rho'_5 - \rho'_6 \quad \text{where} \quad \bar{w}(t) = \sqrt{1 - t^2},
\]

(5.44)

\[
\rho'_5 = \int_0^{1/2} \frac{dt}{\bar{w}(1 + \bar{w})^{1/2}},
\]

(5.45)

\[
\rho'_6 = \int_{1-\frac{1}{P}}^{1} \frac{dt}{\sqrt{1-t}} \cdot \frac{1}{\sqrt{1+t}} \left(1 + \bar{w} \right)^{1/2} \leq \sqrt{2} \int_0^{1/2} \frac{d\tau}{\sqrt{\tau}} = 3P^{-1/2}.
\]

(5.46)

If $P \geq 2$, then $\bar{w} \geq \frac{\sqrt{3}}{2}$ and the integrand of $\rho'_5$ does not exceed 2 if $t \in \left[0, \frac{1}{4}\right]$ so

\[
\rho'_5 \leq \frac{1}{P}
\]

(5.47)

These inequalities, together with (5.44), (5.45)- (5.47), (5.46), show that

\[
I_1 = AP^{-1/2} - \rho_5 - \rho_6
\]

(5.48)

where

\[
0 \leq \rho_5 = P^{-1/2} \rho'_5 \leq P^{-3/2},
\]

(5.49)

\[
0 \leq \rho_6 = P^{-1/2} \rho'_6 \leq 3P^{-1},
\]

(5.50)

and

\[
A = \int_0^1 \frac{\sqrt{2} dt}{\bar{w}(t) \sqrt{1 + \bar{w}(t)}}, \quad \bar{w} = \sqrt{1 - t^2}.
\]

(5.51)
Let us evaluate $A$; with $t = \sin \varphi$ we have:

$$A = \int_0^{\pi/2} \cos \varphi \frac{d \varphi}{\cos \varphi} \cdot \frac{1}{\left(\frac{1}{2}(1 + \cos \varphi)\right)^{1/2}} =$$

$$= \int_0^{\pi/2} \frac{d \varphi}{\cos \frac{\varphi}{2}} \cdot \cos \frac{\varphi}{2} = \int_0^{\pi/2} \frac{2 \sin \frac{\varphi}{2}}{1 - \sin^2 \frac{\varphi}{2}}$$

$$= 2 \int_0^{\sqrt{2}/2} \frac{d \tau}{1 - \tau^2} = \int_0^{1/\sqrt{2}} \left[ \frac{1}{1 - \tau} + \frac{1}{1 + \tau} \right] d\tau =$$

$$A = \log \frac{1 + t}{1 - t} \Bigg|_0^{1/\sqrt{2}} = \log(1 + \sqrt{2})^2 = 2 \log(1 + \sqrt{2}), \text{ i.e.,}$$

(5.52)  

$$A = 2 \log(1 + \sqrt{2}),$$

so by (5.53),

(5.53)  

$$A = B, \quad \text{and} \quad I_1 - I_2 = 0.$$

By (5.23), (5.30), (5.31), (5.41), (5.44), (5.49), and (5.50),

$$\xi(n) = 2^{-3/2} [S_1 - S_2] =$$

(5.54)  

$$= 2^{-3/2} \left[ (\rho_4 + AP^{-1/2} - \rho_5 - \rho_6) - (BP^{-1/2} + \rho_3) \right]$$

$$= 2^{-3/2} [\rho_4 - \rho_5 - \rho_6 - \rho_3].$$

If $P \geq 4$, with (5.42), (5.49), (5.50), (5.51) correspondingly, we have: $2^{-3/2} \leq \frac{2}{5}$ and

$$|\xi(n)| \leq \frac{2}{5} \left[ P - 1 + P^{-3/2} + 3P^{-1} + P^{-3/2} \right]$$

(5.55)  

$$\leq \frac{2}{5} P^{-1} \left[ 1 + \frac{1}{2} + 3 + \frac{1}{2} \right] = 2P^{-1}.$$

With $n = 2p + 1 = 2P$

(5.56)  

$$|\xi(n)| \leq \frac{4}{n} \quad \text{for} \quad n \geq 8.$$

This proves (5.21), at least for odd $n$.

If $n$ is even, say $n = 2p$, then [see (5.19)], with $k = 2m - 1,$
The document contains mathematical expressions and proofs. Here is a transcription of the content:

\(\xi(2p) = \sum_{m=1}^{\infty} \frac{1}{\sqrt{2m-1}} \cdot \frac{1}{2(p-m)+1}\)

\(= \frac{1}{2\sqrt{2}} \sum_{m=1}^{\infty} \frac{1}{\sqrt{m-\frac{1}{2}}} \cdot \frac{1}{(p-m)+\frac{1}{2}}.\)

For any \(d, m > 3|d|,\) for some \(\theta, |\theta| < 1,\)

\(\delta_m \equiv \left| \frac{1}{\sqrt{m-d}} - \frac{1}{\sqrt{m}} \right| = \frac{|d|}{2(m-d\theta)^{3/2}} \leq \frac{|d|}{2(m-|d|)^{3/2}} \leq \frac{3^{3/2}}{2^{5/2} m^{3/2}} < \frac{|d|}{m^{3/2}}.\)

By Remark 2.2, \(\beta = \frac{3}{2},\) \(d = \frac{1}{2},\)

\(\sum_m |\delta_m| \cdot \frac{1}{|p-m+\frac{1}{2}|} \leq \frac{C}{p} = O\left(\frac{1}{n}\right)\)

So

\(|\rho_7(n)| = |\xi(2p) - \xi(2p+1)| \leq \frac{C}{p}\)

and by (5.56) and (5.62)

\(|\xi(2p)| \leq \frac{C}{n}\)

This completes the proof of Lemma 5.2.

6. Asymptotics of the term \(\eta(n),\) Part 1

Recall (5.20):

\(\eta(n) = \sum_{k=1}^{\infty} \frac{1}{n-k \text{ odd}} \frac{\cos 2b\sqrt{2k+1}}{\sqrt{k} \cdot \frac{1}{n-k}}.\)
1. The second term in (5.8) or (5.17), (5.18) leads us to the sequence \( \eta(n) \) which — after Lemma 5.2 — could become a “leading” term in the asymptotics of \( \sigma'(n) \) or \( \sigma(n) \) \( \in (5.17) \) and eventually of \( T_2(n) \) in (4.34), (4.45).

One more adjustment along the lines of Remark 2.2 or inequalities (5.61), (5.62). For any \( \omega > 0 \) and \( d \) real, \( k > 2|d| \),

\[
\delta'_k \equiv \frac{\cos \omega \sqrt{k + d}}{\sqrt{k}} - \frac{\cos \omega \sqrt{k}}{\sqrt{k}} = \\
= -\frac{\omega}{\sqrt{k}} \cdot \frac{\sin \omega \sqrt{k + \theta_k d}}{2\sqrt{k + \theta_k d}}, \quad 0 \leq \theta_k \leq 1,
\]

so

\[
|\delta'_k| \leq \frac{\omega}{k},
\]

and if in the definition of \( \eta(k) \) we’ll write \( \sqrt{2k} \) instead of \( \sqrt{2k + 1} \), i.e., analyze

\[
\eta'(n) = \sum_{k=1}^{\infty} \frac{1}{\sqrt{k}} \cdot \frac{\cos 2b\sqrt{2k}}{n - k}
\]

the error

\[
\rho_8 = \eta - \eta'; \quad |\rho_8| \leq \sum_{n-k \text{ odd}}^{\infty} |\delta'_k| \cdot \frac{1}{n-k}
\]

by Remark 2.2 and its variations has an estimate [with (6.3)]

\[
|\rho_8(n)| \leq 4\omega \frac{\log n}{n},
\]

well under restrictions (4.40), so we can analyze \( \eta' \in (6.4) \) instead of \( \{\eta(n)\} \) itself.

2. As in Section 5, let us do details when \( n \) is odd, i.e., \( n = 2p + 1 \), so \( k = 2m \) and

\[
\eta'(n) = \sum_{m=1}^{\infty} \frac{1}{\sqrt{2m}} \cdot \frac{\cos (2b \cdot 2\sqrt{m})}{2(p - m) + 1} = \\
= \frac{1}{2\sqrt{2}} \sum_{m=1}^{\infty} \frac{\cos 4b\sqrt{m}}{\sqrt{m}} \cdot \frac{1}{(p - m) + \frac{1}{2}}.
\]

As in (5.23) and (5.24)

\[
\eta'(n) = 2^{-3/2}[S_1 - S_2]
\]
where

\begin{align}
S_1 &= \sum_{j=0}^{p-1} \frac{1}{j + \frac{1}{2}} \left[ \cos 4b \sqrt{\frac{p-j}{p}} - \frac{\cos 4b \sqrt{p} + j + 1}{\sqrt{p} + j + 1} \right], \tag{6.9} \\
S_2 &= \sum_{j=p}^{\infty} \frac{1}{j + \frac{1}{2}} \frac{\cos 4b \sqrt{p} + j + 1}{\sqrt{p} + j + 1}, \tag{6.10}
\end{align}

Proposition 6.1. With notations (6.9) and (6.10)

\begin{equation}
|S_2| \leq C \frac{1}{p} 
\end{equation}

and

\begin{equation}
S_1 = \pi \frac{\sin(4b \sqrt{p})}{\sqrt{p}} + \rho_0(n) = 2\pi \frac{\sin 2b \sqrt{2n}}{\sqrt{2n}} + O \left( \frac{\log n}{n} \right), \tag{6.12}
\end{equation}

\begin{equation}
|\rho_0(n)| \leq C \frac{\log p}{p}, \tag{6.13}
\end{equation}

Proof. Let us start to evaluate $S_2$; this is an easier part. Like in (5.25) to (5.31) put

\begin{equation}
\varphi(x) = \frac{1}{x} \frac{\cos r \sqrt{P + x}}{\sqrt{P + x}} = \cos(r \sqrt{P + x}) \cdot \psi(x), \quad r = 4b, \tag{6.14}
\end{equation}

\begin{equation}
\psi(x) = \frac{1}{x \sqrt{P + x}}, \quad P = p + \frac{1}{2} = \frac{1}{2} n. \tag{6.15}
\end{equation}

The function $\psi$ is monotone decreasing, so $\psi'(x)$ is negative and

\begin{equation}
|\psi'(x)| = -\psi'(x). \tag{6.16}
\end{equation}

If

\begin{equation}
t_j = j + \frac{1}{2}, \quad j \geq p, \quad \text{and} \quad I(j) = [t_j, t_j + 1], \quad \text{then} \tag{6.17}
\end{equation}

\begin{equation}
S_2 = \sum_{j=p}^{\infty} \varphi(t_j) \tag{6.18}
\end{equation}
and with some $\theta_j, t_j \leq \theta_j \leq t_{j+1}$

$$
\Delta_j \equiv \varphi(t_j) - \int_{I(j)} \varphi(x) \, dx = \varphi(t_j) - \varphi(\theta_j)
$$

(6.19)

$$
= - \int_{t_j}^{\theta_j} \varphi'(x) \, dx.
$$

Therefore,

(6.20)

$$
|\Delta_j| \leq \int_{I(j)} \left| \varphi'(x) \right| \, dx,
$$

but by (6.14)

(6.21)

$$
\varphi'(x) = - r \sin r \sqrt{P + x} \psi(x) + \cos r \sqrt{P + x} \cdot \psi'(x)
$$

so

(6.22)

$$
\left| \varphi'(x) \right| \leq \frac{r}{2} \frac{1}{x(P + x)} - \psi'(x).
$$

Then by (6.19)

(6.23)

$$
\sum_{j=p}^{\infty} |\Delta_j| \leq \sum_{j=p}^{\infty} \int_{I(j)} \left| \varphi'(x) \right| \, dx = 
\int_{P}^{\infty} \left| \varphi'(x) \right| \, dx \leq \frac{r}{2} \int_{P}^{\infty} \frac{dx}{x(P + x)} + \psi(P)
\leq \frac{r}{2} \frac{\log 2}{P} + \frac{1}{P \sqrt{2} P} \leq \frac{2b + 1}{P}.
$$

If

(6.24)

$$
J_2 = \int_{P}^{\infty} \varphi(x) \, dx
$$

we conclude from (6.18), (6.19), (6.23) that

(6.25)

$$
S_2 = J_2 + \rho_{10}, \quad |\rho_{10}| \leq \frac{2b + 1}{P}
$$

and instead of the sum $S_2$ we’ll analyze the integral $J_2 \in (6.24)$ with the integrand (6.14). A simple absolute value estimates would give the inequality

(6.26)

$$
|J_2| \leq \int_{P}^{\infty} \frac{dx}{x(P + x)^{1/2}} = \mu P^{-1/2}
$$
where

\[
\mu = \int_1^\infty \frac{d\xi}{\xi (1 + \xi)^{1/2}}
\]

but this is not good enough.

Recall that by (6.24), (6.14)

\[
J_2 = \int_P^\infty \frac{\cos r\sqrt{P + x}}{x\sqrt{P + x}} \, dx;
\]

put

\[
P + x = P(1 + t)^2 \quad \text{so}
\]

\[
x = Pt(2 + t), \quad dx = 2P(1 + t) \, dt
\]

and

\[
J_2 = \int_{\sqrt{2} - 1}^{\infty} \frac{\cos \left(rP^{1/2}(1 + t)\right)}{P(2 + t)P^{1/2}} \cdot \frac{2P(1 + t) \, dt}{(1 + t)} =
\]

\[
2P^{-1/2} \int_{\sqrt{2}}^{\infty} \frac{\cos \left(rP^{1/2}\tau\right)}{\tau^2 - 1} \, d\tau
\]

Now the integrand is absolutely integrable; moreover, we can integrate by parts with

\[
\cos rP^{1/2}\tau = \frac{1}{rP^{1/2}} d\left(\sin rP^{1/2}\tau\right), \quad \text{etc.,}
\]

to get

\[
\rho_{11} = J_2 = \frac{2\sin r\sqrt{2P + 1}}{rP} + O\left(\frac{1}{P^{3/2}}\right)
\]

and

\[
|\rho_{11}| \leq \frac{3}{r} \frac{1}{P},
\]

certainly, under restrictions of (4.40).

Together with (6.25)

\[
S_2 = \rho_{11} + \rho_{10}, \quad \text{and}
\]

\[
|S_2| \leq \left[\frac{1}{b} + 2b + 1\right] \frac{1}{P}
\]

Part (6.11) is proven.
3. Next, we analyze $S_1 \in (6.9)$. To avoid zero of $(P - x)$ at $x = P$, we consider

\[(6.36)\]
\[S_1' = \sum_{j=0}^{p-2} \frac{1}{j + \frac{1}{2}} \left[ \cos b\sqrt{P - j} - \cos b\sqrt{P + j + 1} \right],\]

\[(6.37)\]
\[S_1 = S_1' + \rho_{12},\]

\[\rho_{12} = \{ \text{the } (p - 1)-\text{th term in } S_1 \}\]

and

\[(6.38)\]
\[|\rho_{12}| \leq \frac{1}{p - \frac{1}{2}} \cdot \left[ \frac{\cos r}{1} + \frac{1}{\sqrt{2p}} \right] \leq \frac{2}{P}, \quad \text{if } p \geq 5.\]

We follow pp. 27–28, Section 5, but now the integrand

\[(6.39)\]
\[g(x) = \frac{1}{x} \left[ \frac{\cos r\sqrt{P - x}}{\sqrt{P - x}} - \frac{\cos r\sqrt{P + x}}{\sqrt{P + x}} \right],\]

\[P = p + \frac{1}{2}, \quad \frac{1}{2} \leq x \leq P - 1 = p - \frac{1}{2},\]

in the integral

\[(6.40)\]
\[J_1 = \int_{1/2}^{P-1/2} g(x) \, dx \quad \left[ \omega = \frac{1}{2}, q = p - 1 \text{ if to use Lemma 6.2} \right]\]

is not a monotone function. Now, as on pages 32–33, this section, we will use the following.

**Lemma 6.2.** Let $f$ be a $C^1$ function on the interval $[\omega, \omega + q]$, and

\[(6.41)\]
\[S = \sum_{j=0}^{q-1} f(\omega + j),\]

\[(6.42)\]
\[J = \int_{\omega}^{\omega+q} f(x) \, dx.\]

Then

\[(6.43)\]
\[|S - J| \leq \int_{\omega}^{\omega+q} |f'(x)| \, dx.\]

This is a well-known claim in elementary Numerical Analysis.

**Proof.** As on page 32 (6.17) define

\[(6.44)\]
\[I(j) = [\omega + j, \omega + j + 1], \quad 0 \leq j \leq q\]
Then with some $\theta_j$, $0 \leq \theta_j \leq 1$

\[
\Delta_j \equiv f(\omega + j) - \int_{I(j)} f(x) \, dx = f(\omega + j) - f(\omega + j + \theta_j) = -\int_{\omega+j}^{\omega+j+\theta_j} f'(x) \, dx
\]

so

\[
|\Delta_j| \leq \int_{\omega+j}^{\omega+j+1} |f'(x)| \, dx,
\]

and

\[
\sum_{j=0}^{q-1} |\Delta_j| \leq \int_{\omega}^{\omega+q} |f'(x)| \, dx.
\]

But by the notation (6.45)

\[
J - S = \sum_{j=0}^{q-1} \Delta_j
\]

so (6.47) implies (6.43). □

This lemma justifies our estimates which follow although we will not necessarily give formal references to Lemma 6.2 and its formulas.

4. Let us split $g$ of (6.39) as

\[
g = g_1 + g_2, \quad \text{where}
\]

\[
g_1(x) = \frac{1}{x} \left[ \frac{1}{\sqrt{P-x}} - \frac{1}{\sqrt{P+x}} \right] \cos r\sqrt{P-x}
\]

\[
= \psi_1(x) \cdot \cos r\sqrt{P-x}
\]

and

\[
g_2(x) = \frac{1}{x\sqrt{P+x}} \left[ \cos r\sqrt{P-x} - \cos r\sqrt{P+x} \right]
\]

\[
= \psi_2(x) \cdot \left[ \cos r\sqrt{P-x} - \cos r\sqrt{P+x} \right]
\]

Notice that as on pages 27 to 5.34

\[
\psi_1(x) = \frac{\sqrt{2}}{w(P+w)^{1/2}}, \quad w(x) = \sqrt{P^2-x^2}
\]
is a monotone increasing $C^1$-function, and as on p. 32 Section 6, (6.15),

\[ \psi_2(x) = \frac{1}{x\sqrt{P+x}} \]

is monotone decreasing,

so

\[ (6.54) \quad \psi'_1 > 0 \quad \text{and} \quad \psi'_2 < 0. \]

These properties will help us to deal with integration of $|\psi'_1(x)|$ or $|\psi'_2(x)|$ without explicit evaluation of derivatives, just Newton-Leibnitz formula.

Notice that

\[ (6.55) \quad w^2(P - 1) = \left(p + \frac{1}{2}ight)^2 - \left(p - \frac{1}{2}\right)^2 = 2p \]

so

\[ (6.56) \quad 0 \leq \psi_1(P - 1) = \frac{1}{\sqrt{p} (P + \sqrt{2p})^{1/2}} \leq \frac{1}{p} \]

and

\[ (6.57) \quad w^2 \left(\frac{1}{2}\right) = P^2 - \frac{1}{4} = \left(p + \frac{1}{2}\right)^2 - \frac{1}{4} = p(p + 1). \]

so

\[ (6.58) \quad 0 \leq \psi_1 \left(\frac{1}{2}\right) = \frac{\sqrt{2}}{\sqrt{p(p+1)} (P + \sqrt{p(p+1)})^{1/2}} \leq \frac{1}{p^{3/2}} \]

By (6.50), (6.52)

\[ (6.59) \quad g'_1(x) = \frac{r \sin r\sqrt{P-x}}{2\sqrt{P-x}} \psi_1(x) + \psi'_1(x) \cos r\sqrt{P-x} \]

and by (6.54) and (6.56)

\[ \int_{1/2}^{P-1} |g'_1(x)| \, dx \leq \frac{r}{2} \int_{1/2}^{P-1} \frac{\psi_1(x)}{\sqrt{P-x}} + \psi_1(P - 1) \]

\[ \leq \frac{r}{2} \int_{1/2}^{P-1} \frac{dx}{(P-x)\sqrt{P+x\sqrt{P+w}}} + \frac{1}{p} \leq \]

\[ 2bP^{-1} \int_1^P \frac{d\xi}{\xi} + \frac{1}{p} \leq \frac{1}{P} [2b \log p + 1], \quad P \geq 3 \]

This error term is $O \left(\frac{\log n}{n}\right)$ so it is acceptable for (4.40).
For $g_2 \in (6.51)$ we have:

\[
g_2'(x) = -\psi_2(x) \cdot \frac{r}{2} \left[ \frac{\sin r\sqrt{P-x}}{\sqrt{P-x}} \right] - \psi_2(x) \left[ \frac{\sin r\sqrt{P+x}}{\sqrt{P+x}} \right] \\
+ \psi_2'(x) \left[ \cos r\sqrt{P-x} - \cos r\sqrt{P+x} \right]
\]  

\[
\equiv v_1(x) + v_2(x) + v_3(x)
\]  

(6.62)

Then by (6.53), $r = 4b$,

\[
\int_{1/2}^{P-1} |v_1(x)| \, dx \leq 2b \int_{1/2}^{P-1} \frac{dx}{x\sqrt{P+x} \sqrt{P-x}} \\
\leq 2bP^{-1/2} \int_{P}^{P} \frac{dt}{P t P^{1/2} \sqrt{1-t}} \\
\leq 2bP^{-1} \left( \frac{3}{2} \int_{P}^{1/2} \frac{dt}{t} + 2 \int_{1/2}^{1} \frac{dt}{\sqrt{1-t}} \right) \\
\leq \frac{3b}{P} [\log P + 1]
\]

(6.64)

Next,

\[
\int_{1/2}^{P-1} |v_2(x)| \, dx \leq \frac{r}{2} \int_{1/2}^{P-1} \frac{dx}{x(P+x)} = \\
= 2bP^{-1} \int_{1/2}^{P-1} \left[ \frac{1}{x} - \frac{1}{P+x} \right] \, dx \\
\leq \frac{2b}{P} \log 2P
\]

(6.65)

(6.67)

Finally,

\[
\left| \cos r\sqrt{P-x} - \cos r\sqrt{P+x} \right| \leq \\
\leq r(\sqrt{P+x} - \sqrt{P-x}) = \frac{8bx}{\sqrt{P+x} + \sqrt{P-x}} \leq \frac{8bx}{\sqrt{P+x}}.
\]  

(6.68)

(6.69)
and
\begin{equation}
-\psi_2'(x) = \frac{1}{x^2} \frac{1}{\sqrt{P+x}} + \frac{1}{2x(P+x)^{3/2}}.
\end{equation}

so
\begin{equation}
\int_{1/2}^{P-1} |v_3(x)| \leq 4\sqrt{2b} \int_{1/2}^{P-1} \left[ \frac{1}{x\sqrt{P+x}} \frac{1}{(P+w)^{1/2}} + \frac{1}{2(P+x)^{3/2}} \right] dx
\end{equation}

and
\begin{equation}
\int_{1/2}^{P-1} |v_3(x)| dx \leq 8b \int_{1/2}^{P-1} \left[ \frac{1}{x(P+x)} + \frac{1}{2(P+x)^{3/2}} \right] dx
\end{equation}

\begin{equation}
\leq \frac{8b}{P} \left( \log 2P + \frac{1}{2} \right)
\end{equation}

With our notations (6.62) and (6.63), if we collect inequalities (6.65), (6.67) and (6.71) we have:
\begin{equation}
\int_{1/2}^{P-1} |g_2'(x)| \, dx \leq \frac{13b}{P} \log(4P).
\end{equation}

Together with (6.61) and (6.49) this implies
\begin{equation}
\int_{1/2}^{P-1} |g'(x)| \, dx \leq \frac{15b}{P} \log(4P)
\end{equation}

By Lemma (6.2)
\begin{equation}
S_1' = J_1 + \rho_{14},
\end{equation}
\begin{equation}
|\rho_{14}| \leq \frac{15b}{P} \log(4P),
\end{equation}

well under restrictions (4.40).

All of the above make \( J_1 \) a front-runner in the race to be “a leading term” of asymptotics of \( \eta(n) \) and \( \sigma(n) \).

5. To analyze \( J_1 \in (6.40) \) we split the integrand \( g \in (6.39) \) on the interval \( \left[ \frac{1}{2}, p - \frac{1}{2} \right] \) just as it is written there, i.e.,
\begin{equation}
g(x) = f_1(x) - f_2(x)
\end{equation}
where
\begin{align}
  f_1(x) &= \frac{1}{x} \cos \frac{r\sqrt{P-x}}{\sqrt{P-x}}, \\
  f_2(x) &= \frac{1}{x} \cos \frac{r\sqrt{P+x}}{\sqrt{P+x}}.
\end{align}

There are no zeros in the denominators; all functions \( g, f_1, f_2 \) are \( C^\infty \) on \([\frac{1}{2}, p - \frac{1}{2}] \) and for a while we can manipulate \( f_1, f_2 \) and their integrals separately. When the arguments of \( \cos \) would be linear functions it is easier to compare two components and balance two integrals
\begin{align}
  Q_i &= \int_{1/2}^{p-1/2} f_i(x) \, dx, \quad i = 1, 2.
\end{align}

To evaluate \( Q_1 \) put
\begin{align}
  P - x &= P(1 - \tau)^2 \quad \text{so} \\
  x &= P\tau(2 - \tau), \quad dx = 2P(1 - \tau) \, d\tau.
\end{align}

The lower bound \( x = \frac{1}{2} \) corresponds to
\begin{align}
  \tau_* &= 1 - \left(1 - \frac{1}{2P}\right)^{1/2} = \frac{1}{4P} + \epsilon, \\
  0 &\leq \epsilon \leq \frac{1}{(2P)^2}
\end{align}
and the upper bound \( x = P - 1 \) leads to
\begin{align}
  \tau^* &= 1 - \frac{1}{\sqrt{P}}.
\end{align}

Therefore,
\begin{align}
  Q_1 &= \int_{\tau_*}^{\tau^*} \frac{\cos \left( rP^{1/2}(1 - \tau) \right) 2P(1 - \tau)}{P\tau(2 - \tau)P^{1/2}(1 - \tau)} \, d\tau \\
  &= 2P^{-1/2} \int_{\tau_*}^{\tau^*} \frac{\cos \left( rP^{1/2}(1 - \tau) \right)}{\tau} \, d\tau.
\end{align}

For unification, let us change \( \tau_* \) to \( \frac{1}{4P} \) and \( \tau^* \) to 1, so
\begin{align}
  \int_{\tau_*}^{\tau^*} &= \int_0^1 - \int_{\frac{1}{4P}}^{\frac{1}{4P} + \epsilon} \equiv \int_{\frac{1}{4P}}^{1} + \rho_{15} + \rho_{16}, \quad \tau_* \geq \frac{1}{4P}
\end{align}
On \( \left[ \frac{1}{4P}, \frac{1}{4P} + \epsilon \right] \) the absolute value of integrand in (6.87) does not exceed \( 4P \) but — see (6.84) — the length of this interval \( \leq \frac{1}{4P} \); therefore,

\[
|\rho'_{15}| \leq \frac{1}{P} \quad \text{and} \quad \rho_{15} = 2P^{-1/2}\rho'_{15}, \quad |\rho_{15}| \leq 2P^{-3/2}.
\]

On \([\tau^*, 1]\) the function - integrand has absolute values \( \leq 2 \) if \( P \geq 4 \) (see (6.85)) so

\[
|\rho'_{16}| \leq 2(1 - \tau^*) = \frac{2}{\sqrt{P}}
\]

and

\[
\rho_{16} = 2P^{-1/2}\rho'_{16}, \quad |\rho_{16}| \leq 4P^{-1}.
\]

Therefore, by (6.87), (6.88)

\[
Q_1 = P^{-1/2} \int_{\frac{1}{4P}}^{1} \cos \left( \frac{rP^{1/2}(1 - \tau)}{\tau} \right) \frac{2d\tau}{2 - \tau} + \rho_{15} + \rho_{16}.
\]

One more adjustment: change factor \( \frac{2}{2 - \tau} \) to 1:

\[
\frac{2}{2 - \tau} = 1 + \frac{\tau}{(2 - \tau)},
\]

so the integral in (6.93) is equal to

\[
\int_{\frac{1}{4P}}^{1} \cos \left( \frac{rP^{1/2}(1 - \tau)}{\tau} \right) d\tau + \rho'_{17}
\]

where

\[
\rho'_{17} = \int_{\frac{1}{4P}}^{1} \cos \left( \frac{rP^{1/2}(1 - \tau)}{2 - \tau} \right) d\tau = \left[ \int_{0}^{1} - \int_{0}^{\frac{1}{4P}} \right]
\]

The absolute value of the integrand in \( \rho'_{17} \) is bounded by 1 so the second integral

\[
\left| \int_{0}^{\frac{1}{4P}} \cos \left( \frac{rP^{1/2}(1 - \tau)}{2 - \tau} \right) d\tau \right| \leq \frac{1}{4P}
\]
and

\begin{align}
\rho'_{17} &= \int_0^1 \frac{\cos \left( rP^{1/2} y \right)}{1 + y} \, dy + \rho'_{18}, \\
|\rho'_{18}| &\leq \frac{1}{4} P^{-1}
\end{align}

(6.98)

Riemann lemma tells us that for any $C^1$-function $\kappa$ on the interval $[A, B]$

\begin{equation}
\int_A^B e^{itx} \kappa(x) \, dx \leq \frac{1}{T} \left[ |\kappa(A)| + |\kappa(B)| + \int_A^B |\kappa'(x)| \, dx \right]
\end{equation}

(6.100)

Therefore, the integral in $\rho'_{17} \in (6.98)$ does not exceed

\begin{equation}
\frac{1}{rP^{1/2}} \left[ 1 + \frac{1}{2} + \frac{1}{2} \right] = \frac{1}{2b} \cdot P^{-1/2},
\end{equation}

(6.101)

and the adjustment (6.95), i.e.,

\begin{align}
\rho_{17} &= P^{-1/2} \rho'_{17}, \quad \text{satisfies} \\
|\rho_{17}| &\leq \frac{1}{2b} \cdot P^{-1} + |\rho'_{18}|
\end{align}

(6.102)

(6.103)

If we collect (6.90), (6.92), (6.103), and (6.99), we get

\begin{equation}
\delta = \sum_{i=15}^{18} |\rho_i| \leq P^{-1} \left[ 2P^{-1/2} + 4 + \frac{1}{2b} + \frac{1}{4} P^{-1/2} \right] \leq \left( 7 + \frac{1}{2b} \right) P^{-1}
\end{equation}

(6.104)

and with this error, instead of $Q_1 \in (6.93)$ we can consider

\begin{equation}
Q'_1 = P^{-1/2} \int_{rP^{1/2}}^{1} \cos \frac{rP^{1/2}(1 - \tau)}{\tau} \, d\tau.
\end{equation}

(6.105)

Indeed, by (6.104)

\begin{equation}
|Q_1 - Q'_1| \leq \left( 7 + \frac{1}{2b} \right) P^{-1}.
\end{equation}

(6.106)
6. Now we evaluate

\[ Q_2 = \int_{1/2}^{P-1} f_2(x) \, dx, \quad f_2 \in (6.79). \]

Many details are the same as in Section 6.5 or (pp. 33–34) Section 6.2. We’ll make explanations short but all the formulas are written explicitly. As in (6.28)–(6.29) put

\[ (6.107) \quad P + x = P(1 + t)^2 \quad \text{so} \]
\[ x = Pt(2 + t), \quad dx = 2P(1 + t) \, dt \]

and

\[ (6.108) \quad Q_2 = \int_{t_*}^{t^*} \cos \left( rP^{1/2}(1 + t) \right) \frac{2P(1 + t) \, dt}{Pt(2 + t)^{1/2}(1 + t)} \]

where

\[ (6.109) \quad t_* = \left( 1 + \frac{1}{2P} \right)^{1/2} - 1 = \frac{1}{4P} - \epsilon', \]
\[ 0 \leq \epsilon' \leq \frac{1}{4P^2}; \]
\[ (6.110) \quad t^* = \left( 2 - \frac{1}{P} \right)^{1/2} - 1 = \sqrt{2} - 1 - \epsilon'', \]
\[ 0 \leq \epsilon'' \leq \frac{1}{2P}. \]

With

\[ (6.111) \quad Q_2 = P^{-1/2} \int_{t_*}^{t^*} \frac{\cos \left( rP^{1/2}(1 + t) \right)}{t(2 + t)} \frac{2 \, dt}{2P} \]

If we change \( t_* \) to \( \frac{1}{2P} \) we are losing the interval \( \left[ t_*, \frac{1}{4P} \right] \) but its length is \( \leq \frac{1}{14P^2} \) [see (6.109)] and the integrand’s absolute value does not exceed \( 4P \) so the total “error” \( \rho_{19} \) is

\[ (6.112) \quad |\rho_{19}| \leq 4P \cdot \frac{1}{14P^2} \cdot 2P^{-1/2} = 2P^{-3/2} \]

The change of \( t^* \) to \( \sqrt{2} - 1 \) gives the “error” \( \rho_{20} \), and

\[ (6.113) \quad |\rho_{20}| \leq \frac{1}{2P} P^{-1/2} = \frac{1}{2} P^{-3/2} \]

Now we change the factor \( \frac{2}{2 + t} \) to 1 as in (6.91), (6.95);

\[ (6.114) \quad \frac{2}{2 + t} = 1 - \frac{t}{2 + t}, \]
and the difference-integral

\begin{equation}
\rho_{21} = P^{-1/2} \int_{\frac{1}{4P}}^{\frac{\sqrt{2} - 1}{4P}} \frac{\cos (rP^{1/2}(1 - t))}{(2 + t)} dt
\end{equation}

so by (6.100) we have

\begin{equation}
|\rho_{21}| \leq \frac{2}{rP^{1/2}} P^{-1/2} = \frac{1}{2b} \cdot \frac{1}{P}
\end{equation}

As in (6.104)

\begin{equation}
\delta' \equiv \sum_{i=19}^{21} |\rho_i| \leq \frac{1}{P} \left[ 2P^{-1/2} + \frac{1}{2} P^{-1/2} + \frac{1}{2b} \right]
\end{equation}

\begin{equation}
\leq \frac{1}{P} \left[ 2 + \frac{1}{2b} \right], \quad P \geq 4
\end{equation}

and

\begin{equation}
|Q_2 - Q_2'| \leq \left[ 2 + \frac{1}{2b} \right] \cdot \frac{1}{P}
\end{equation}

where

\begin{equation}
Q_2' = P^{-1/2} \int_{\frac{1}{4P}}^{\frac{\sqrt{2} - 1}{4P}} \frac{\cos r P^{1/2}(1 - t)}{1 + t} dt
\end{equation}

7. The two previous subsections [see (6.40), (6.105), (6.119)] explained that

\begin{equation}
J_1 = Q_1' - Q_2' + O \left( \frac{\log P}{P} \right),
\end{equation}

even with more accurate estimates of the error term \(O \left( \frac{\log P}{P} \right)\). Before the concluding claims about the \(J_1\)'s (i.e., \(\sigma(n)\)) asymptotics let us bring an integration for \(Q_1'\) and \(Q_2'\) to the same interval, say, \(\left[ \frac{1}{4P}, \frac{1}{4} \right]\) with understanding that \(\frac{1}{4} < 1\) and \(\frac{1}{4} < \sqrt{2} - 1\), so a piece of \(Q_1'\)

\begin{equation}
\rho_{22}' = \int_{1/4}^{1} \frac{\cos r P^{1/2}(1 - \tau)}{\tau} d\tau
\end{equation}

and a piece

\begin{equation}
\rho_{23}' = \int_{1/4}^{\sqrt{2} - 1} \frac{\cos r P^{1/2}(1 + \tau)}{\tau} d\tau
\end{equation}
could be estimated by Riemann Lemma \((6.100)\). We have

(6.123) \[ \rho_{22} = P^{-1/2} \rho'_{22}, \quad |\rho_{22}| \leq \frac{4 + 4}{rP} = \frac{1}{b} \frac{2}{\rho} \]

and

(6.124) \[ \rho_{23} = P^{-1/2} \rho'_{23}, \quad |\rho_{23}| \leq \frac{1}{b} \frac{2}{\rho} \]

Therefore

(6.125) \[ J_1 = \Delta + \rho_{22} - \rho_{23} \]

where

(6.126) \[ \Delta = P^{-1/2} \delta, \]

(6.127) \[ \delta = \int \frac{1}{4} \left[ \cos rP^{1/2}(1 - t) - \cos rP^{1/2}(1 + t) \right] dt \]

An elementary identity

\[ \cos u - \cos v = 2 \sin \left( \frac{u + v}{2} \right) \sin \left( \frac{v - u}{2} \right) \]

implies that

(6.128) \[ \delta = 2 \left( \sin rP^{1/2} \right) \cdot \int \frac{1}{4} \sin \frac{rP^{1/2}t}{t} \frac{dt}{t} \]

But

(6.129) \[ \rho'_{24} = \left| \int_{\pi r} \frac{\sin rP^{1/2}t}{t} \frac{dt}{t} \right| \leq \frac{1}{4P} \cdot rP^{1/2} \quad \text{and} \]

(6.130) \[ \rho_{24} = 2P^{-1/2} \rho'_{24}, \quad |\rho_{24}| \leq 2bP^{-1} \]

Next,

(6.131) \[ \int_0^{1/4} \sin \frac{rP^{1/2}t}{t} \frac{dt}{t} = \int_0^{1/4} - \frac{\sin x}{x} \frac{dx}{x} = \frac{\pi}{2} - \rho'_{25}, \]

(6.132) \[ \rho'_{25} = \int_{4rP^{1/2}}^\infty \frac{\sin x}{x} dx \]

with

(6.133) \[ \rho'_{25} = \int_{4rP^{1/2}}^\infty \frac{\sin x}{x} dx \]
where by (6.100)

\[ |\rho_{25}'| \leq \frac{2}{bP^{1/2}} \]

and

(6.134) \[ \rho_{25} = 2P^{-1/2}\rho_{25}', \quad |\rho_{25}| \leq \frac{4}{b}P^{-1}. \]

By (6.125), (6.126), (6.128), (6.132) we conclude

\[
|J_1 - \pi \frac{\sin rP^{1/2}}{P^{1/2}}| \leq \sum_{i=22}^{25} |\rho_i| \leq \left( b + \frac{10}{b} \right) \cdot P^{-1}
\]
and with (6.120) and (6.76), (6.76), (6.32), (6.8) the statement (6.12) is proven. \( \square \)

7. Asymptotics of the term \( \eta(n) \) — Part 2

1. In Section 6 from the start — see (6.7) — we did everything for odd \( n \). But if \( n = 2p \) is even we have to take in the sum (6.1) only odd \( k = 2m - 1, m = 1, 2, \ldots \) so

\[
\eta(n) = \eta(2p) = \sum_{m=1}^{\infty} \frac{1}{\sqrt{2m + 1}} \cdot \frac{\cos 2b\sqrt{4m - 1}}{2(p - m) + 1} \cdot \cos \sqrt{\frac{x}{2}} \cdot \frac{x}{2}\sqrt{x} + \frac{1}{2} - \cos \sqrt{\frac{x}{2}} \cdot \frac{x}{2}\sqrt{x} + \frac{1}{2}.
\]

At the same time [see (6.1)]

(7.2) \[ \eta(2p + 1) = \frac{1}{2\sqrt{2}} \sum_{m=1}^{\infty} \frac{\cos 4b\sqrt{m + \frac{1}{4}}}{\sqrt{m}} \cdot \frac{1}{(p - m) + \frac{1}{2}}. \]

We’ve already done such estimates at least twice but — to avoid any confusion — let us notice (with \( r = 4b \)): the following.

(7.3) \[ \left( \frac{\cos r\sqrt{\frac{x + \frac{1}{4}}{\sqrt{x}}}}{\sqrt{x}} \right)' = -\frac{r \sin r\sqrt{\frac{x + \frac{1}{4}}{\sqrt{x}}}}{2\sqrt{x + \frac{1}{4}} \cdot \sqrt{x}} \cdot \frac{\cos r\sqrt{\frac{x + \frac{1}{4}}{2x^{3/2}}}}{2}. \]
so if \( m \geq 2 \)

\[
\omega_m = \left| \frac{\cos r \sqrt{m - \frac{1}{2}}}{\sqrt{m - \frac{1}{2}}} - \frac{\cos r \sqrt{m + \frac{1}{2}}}{\sqrt{m}} \right| \leq \frac{1}{2} \cdot \frac{1}{2} \left[ \frac{r}{m - \frac{1}{2}} + \frac{1}{(m - \frac{1}{2})^{3/2}} \right] \leq \frac{1}{4} \left[ \frac{4}{m} + \left( \frac{4}{3} \right)^2 \frac{1}{m^{3/2}} \right] \leq \frac{1}{m} (2b + 1).
\]

These inequalities by Remark 2.2 \( \beta = 1 \), imply [compare (5.15)] that

\[
|\eta(2p) - \eta(2p + 1)| \leq \frac{1}{2} \sqrt{2} \sum_{m=1}^{\infty} \omega_m \cdot \frac{1}{|p - m| + \frac{1}{2}} \leq C (2b + 1) \frac{\log(ep)}{p}.
\]

2. Now we are ready to complete the proof of the following.

**Proposition 7.1.**

\[
\tilde{\sigma}(n) = \frac{(-1)^{n+1} \sin 2b \sqrt{2n}}{\sqrt{2n}} + O \left( \frac{\log n}{n} \right)
\]

**Proof.** With \( u \sim v \) meaning that \(|u - v| = O \left( \frac{\log n}{n} \right)\), we had by (6.8), (6.32), (6.75)–(6.76), (6.120), and (6.135)

\[
\tilde{\sigma}(n) \sim \frac{1}{\pi \sqrt{2}} \sigma(n) \sim \frac{(-1)^{n+1}}{\pi \sqrt{2}} \eta(n) \sim \frac{(-1)^{n+1}}{\pi \sqrt{2}} \eta'(n) \sim \frac{(-1)^{n+1}}{\pi \sqrt{2}} \cdot 2^{-3/2} S_1 \sim \frac{(-1)^{n+1}}{4 \pi} J_1 \sim \frac{(-1)^{n+1}}{4 \pi} \cdot 2 \pi \cdot \frac{\sin 2b \sqrt{2n}}{\sqrt{2n}} \sim \frac{(-1)^{n+1}}{2} \cdot \frac{\sin 2b \sqrt{2n}}{\sqrt{2n}}
\]

\( \square \)
3. In Section 4, (4.34), (4.35) we’ve seen that in the case of the odd potential \( v^o(x) = \delta(x - b) - \delta(x + b) \)

\[
T_1(n) = T_3(n) = 0, \quad \text{and} \quad T_2(n) = 2a^2_n \bar{\sigma}(n) \tag{7.9}\]

—see (4.34) and Propositions 6.1 and 7.1. Now we know \( \bar{\sigma}(n) \) — see Lemma 4.6 or Prop. 7.1. Of course, \((a_n)\) come from (8.22.8) in [Sze75] — see (5.2), (5.3) — so

\[
a_n^2 = \frac{1}{\pi} \cdot \frac{1}{\sqrt{2n}} \left[ 1 + (-1)^n \cos 2b\sqrt{2n} \right] + O \left( \frac{1}{n} \right). \tag{7.10}\]

Recall that by (7.0), (6.12),

\[
\bar{\sigma}(n) = \frac{1}{2} (-1)^{n+1} \frac{\sin 2b\sqrt{2n}}{\sqrt{2n}} + O \left( \frac{\log n}{n} \right) \tag{7.11}\]

Therefore, by (7.9)

\[
T_2(n) = \frac{\kappa(n)}{n} + O \left( \frac{\log n}{n^{3/2}} \right) \tag{7.12}\]

where

\[
\kappa(n) = \frac{1}{2\pi} \left[ (-1)^{n+1} \sin 2b\sqrt{2n} - \frac{1}{2} \sin 4b\sqrt{2n} \right]. \tag{7.13}\]

This proves (4.38), i.e., the second part of Theorem 4.5.

4. So far we were dealing with an odd potential \( v^o \in (4.2) \). But the technical hurdles we’ve overcome help to answer the questions on the asymptotics of eigenvalues in the case of an even perturbation \( v^e \), or \( tv^e, t \in \mathbb{C} \), — see (4.3).

In this case (see Section 4.3)

\[
T_1(n) = 2a^2_n \quad \text{by (4.46)} \tag{7.14}\]

\[
T_2(n) = 2a^2_n \sigma'(n), \tag{7.15}\]

\[
\sigma'(n) = \sum_{k=0}^{\infty} \frac{a^2_k}{n - k} \quad \text{if} \quad n - k \text{even, } k \neq n \tag{7.16}\]

and

\[
T_3(n) = 2a^2_n [\sigma'(n) + a^2_n \tau'(n)] \tag{7.17}\]
where

\begin{equation}
\tau'(n) = \sum_{m=0}^{\infty} \frac{a_m}{(n-m)^2}
\end{equation}

For a while we'll consider only two traces $T_1, T_2$ to get asymptotics (3.13) and (3.14),

\begin{equation}
\lambda_n = (2n+1) + T_1(n) + T_2(n) + O\left(\left(\frac{\log n}{n}\right)^3\right)
\end{equation}

in explicit form.

5. Of course, $T_1(n) \in (7.14)$ comes from (8.22.8) in [Sze75]—see (5.1) and (5.3), or

\begin{equation}
a_n = h_n(b) = \frac{2^{1/4}}{\pi^{1/2}} \frac{1}{n^{1/4}} \left[ \cos\left(b\sqrt{2n+1} - n\frac{\pi}{2}\right) \right.
\end{equation}

\begin{equation}
+ \frac{b^3}{6} \frac{1}{\sqrt{2n+1}} \sin\left(b\sqrt{2n+1} - n\frac{\pi}{2}\right) + O\left(\frac{1}{n}\right) \bigg].
\end{equation}

But we want to collect in (7.19) the coefficients for $\frac{1}{\sqrt{n}}$ and $\frac{1}{n}$ [sending “smaller” terms into $\rho = O\left(\left(\frac{\log n}{n}\right)^3\right)$] so now we need carefully to watch factors

\begin{equation}
\sqrt{2n} \text{ and } \sqrt{2n+1} = \sqrt{2n} + \frac{1}{2\sqrt{2n}} + O\left(\frac{1}{n^{3/2}}\right)
\end{equation}

or functions’ values at the points $\sqrt{2n}, \sqrt{2n+1}$. It was not necessary in analysis of $\tau^0$ in Section 5.6 because the accuracy of $\rho = O\left(\frac{\log n}{n}\right)$ in Lemma 4.6 did not depend on the term $\frac{1}{2\sqrt{2n}}$ in (7.21) and we could be indifferent to any divergence between $\sqrt{2n}$ and $\sqrt{2n+1}$. However, now we need to write

\begin{equation}
\cos 2b\sqrt{2n+1} = \cos\left(2b\sqrt{2n} + \frac{b}{\sqrt{2n}}\right) + O\left(\frac{1}{n^{3/2}}\right)
\end{equation}

\begin{equation}
= \cos 2b\sqrt{2n} - \frac{b}{\sqrt{2n}} \sin 2b\sqrt{2n} + O\left(\frac{1}{n}\right)
\end{equation}
so in the sequence

\[
a_n^2 = \frac{1}{\pi \sqrt{2n}} \left[ 1(-1)^n \cos 2b\sqrt{2n} \\
- \frac{(-1)^n}{\sqrt{2n}} b \left( 1 - \frac{b^2}{3} \right) \sin 2b\sqrt{2n} + O \left( \frac{1}{n} \right) \right]
\]

(7.23)

\[
\begin{align*}
&= \frac{1}{\pi \sqrt{2n}} \left[ 1 + (-1)^n \cos 2b\sqrt{2n} \right] + \\
&\quad + \frac{(-1)^{n+1}}{2\pi} \cdot \frac{1}{n} b \left( 1 - \frac{b^2}{3} \right) \sin \left( 2b\sqrt{2n} \right) + O \left( \frac{1}{n^{3/2}} \right),
\end{align*}
\]

an additive term with the coefficient \( \frac{1}{n} \) is important.

6. The term \( T_2 \in (7.15) \) has a factor \( a_n^2 \) so when we evaluate \( \sigma'(n) \) we can ignore — as we did in Sections 5, 6 — the second term of order \( \frac{1}{n} \) in (7.23). In particular, if \( n = 2p \) is even we evaluate

\[
\sigma'(n) = \sum_{m=0}^{\infty} \frac{a_{2m}^2}{2(p-m)}.
\]

(7.24)

We can follow all the constructions and analogues of inequalities of Sections 5, 6 but as in Section 7.1 we can avoid a new 30 page writing but observe that this presumably new sum adjusted by Lemma 5.1 looks as

\[
\frac{1}{2\pi} \sum_{m=1}^{\infty} \frac{1}{\sqrt{m}} \left[ 1 + \cos 4b\sqrt{m} \right] \cdot \frac{1}{p-m}
\]

(7.25)

(compare (5.17) or (5.20)), i.e., we need to give good estimates for

\[
\tau_0(p) = \sum_{m=1}^{\infty} \frac{1}{\sqrt{m}} \frac{1}{p-m}
\]

(7.26)

and

\[
\tau_1(p) = \sum_{m=1}^{\infty} \frac{\cos 4b\sqrt{m}}{\sqrt{m}} \frac{1}{p-m}.
\]

(7.27)

In Sections 5 and 6 we’ve analyzed the sequences

\[
\omega_0(p) = \sum_{m=1}^{\infty} \frac{1}{\sqrt{m}} \frac{1}{p-m + \frac{1}{2}} \quad \text{(see (5.24))}
\]

(7.28)
and

\[(7.29) \quad \omega_1(p) = \sum_{m=1}^{\infty} \frac{\cos 4b \sqrt{m}}{\sqrt{m}} \frac{1}{p - m + \frac{1}{2}} \text{ (see (6.7))} \]

The following is true.

**Lemma 7.2.**

\[(7.30a) \quad |\tau_0(p) - \omega_0(p)| \leq C \frac{\log p}{p^{3/2}} \]
\[(7.30b) \quad |\tau_1(p) - \omega_1(p)| \leq C \frac{\log p}{p} \]

**Part (a).** As in (5.23), (5.24) we rewrite \(\tau_0(p)\) as

\[(7.31) \quad \sum_{j=1}^{p-1} \frac{1}{j} \left[ \frac{1}{\sqrt{p-j}} - \frac{1}{\sqrt{p+j}} \right] - \sum_{j=p}^{\infty} \frac{1}{j} \frac{1}{\sqrt{p+j}} = s_1 - s_2 \]

and now compare \(s_2, s_1\) with \(S_2, S_1\) in (5.24). To deal with \(s_2, S_2\) let us notice that

\[(7.32) \quad S_2 - s_2 = \sum_{j=p}^{\infty} \left[ \frac{1}{j + \frac{1}{2}} \cdot \frac{1}{\sqrt{p+j} + 1} - \frac{1}{j} \frac{1}{\sqrt{p+j}} \right] \]
\[(7.33) \quad |S_2 - s_2| \leq \sum_{j=p}^{\infty} \left( \frac{1}{j^{5/2}} + \frac{1}{j^{5/2}} \right) \leq \frac{2}{p^{3/2}} \]

With

\[(7.34) \quad S_1 = \sum_{j=0}^{p-1} \frac{1}{j + \frac{1}{2}} \left( \frac{1}{\sqrt{p-j}} - \frac{1}{\sqrt{p+j+1}} \right) \]
and \( s_1 \) in (7.31) we have
\[
S_1 - s_1 = \sum_{j=1}^{p-1} \left[ \frac{1}{j + \frac{1}{2}} \left( \frac{1}{\sqrt{p-j}} - \frac{1}{\sqrt{p+j+1}} \right) + \frac{1}{j} \left( -\frac{1}{\sqrt{p+j+1}} + \frac{1}{\sqrt{p+j}} \right) \right] =
\]
(7.35)
\[
= \sum_{j=1}^{p-1} \left[ -\frac{1}{j} \cdot \frac{1}{\sqrt{p-j} \sqrt{p+j+1}} \cdot \frac{1}{\sqrt{p-j} + \sqrt{p+j+1}} + \frac{1}{j} \sqrt{p+j} \sqrt{p+j+1} \right]
\]
and
\[
|S_1 - s_1| \leq \sum_{j=1}^{p-1} \left[ \frac{1}{P^{1/2}} \cdot \frac{1}{j(p-j)} + \frac{1}{P^{1/2}} \cdot \frac{1}{j} \cdot \frac{1}{(p+j)} \right]
\]
(7.36)
\[
\leq \frac{2 \log P}{p^{3/2}}.
\]
Inequalities (7.33) and (7.36) prove (7.30a), i.e., Part (a) is done.

7. **Part (b).** As in Section 6 we write, \( r = 4b \),
\[
\tau_1(p) = \sum_{m=1}^{p-1} \frac{1}{j} \left[ \cos r \sqrt{p-j} - \cos r \sqrt{p+j} \right]
\]
(7.37)
\[
- \sum_{j=p}^{\infty} \frac{1}{j} \cos r \sqrt{p+j} \quad \quad \quad = \quad t_1 - t_2
\]
(7.38)
and compare \( t_1, t_2 \) with \( S_1, S_2 \in (6.9), (6.10) \) separately.

Again, an "easy" case is to explain
\[
|S_2 - t_2| \leq C \frac{\log p}{p}
\]
(7.39)
Put
\[
\mu(x) = \frac{\cos r \sqrt{p+x}}{\sqrt{p+x}};
\]
then
\[
- \mu'(x) = r \frac{\sin r \sqrt{p+x}}{p+x} + \frac{\cos r \sqrt{p+x}}{(p+x)^{3/2}}
\]
(7.41)
and

\[
S_2 - t_2 = \sum_{j=p}^{\infty} \left[ \left( \frac{1}{j + \frac{1}{2}} - \frac{1}{j} \right) \frac{\cos r \sqrt{p + j} + 1}{\sqrt{p + j} + 1} \right. \\
+ \frac{1}{j} \left( \frac{\cos r \sqrt{p + j} + 1}{\sqrt{p + j} + 1} - \frac{\cos r \sqrt{p} + j}{\sqrt{p} + j} \right) \right].
\]

(7.42)

The last difference is equal to \(\mu'(j + \theta_j), 0 \leq \theta_j \leq 1\), so

\[
|S_2 - t_2| = \sum_{j=p}^{\infty} \left[ \frac{1}{\sqrt{p}} \cdot \frac{1}{j(2j + 1)} + \frac{1}{j} \left( \frac{r}{p + j} + \frac{1}{j(p + j)^{3/2}} \right) \right] \leq \\
\leq \left( \frac{1}{2} \frac{1}{p^{3/2}} + \frac{r \log p}{p} + \frac{1}{p^{3/2}} \right) \\
\leq (r + 1) \frac{\log p}{p}
\]

(7.44)

(7.39) is proven. Finally, with

\[
S_1 = \sum_{j=1}^{p-1} \frac{1}{j + \frac{1}{2}} \left[ \cos r \frac{\sqrt{p - j}}{\sqrt{p - j}} - \cos r \frac{\sqrt{p + j} + 1}{\sqrt{p + j} + 1} \right]
\]

(7.45)

and

\[
t_1 = \sum_{j=1}^{p-1} \frac{1}{j} \left[ \frac{\cos r \sqrt{p - j}}{\sqrt{p - j}} - \frac{\cos r \sqrt{p + j}}{\sqrt{p + j}} \right]
\]

(7.46)

\[
S_1 - t_1 = \sum_{j=1}^{p-1} \left\{ \left( \frac{1}{j + \frac{1}{2}} - \frac{1}{j} \right) \left[ \cos r \frac{\sqrt{p - j}}{\sqrt{p - j}} - \cos r \frac{\sqrt{p + j} + 1}{\sqrt{p + j} + 1} \right] \\
+ \frac{1}{j} \left( \frac{\cos r \sqrt{p + j}}{\sqrt{p + j}} - \frac{\cos r \sqrt{p + j} + 1}{\sqrt{p + j} + 1} \right) \right\} = \\
= \sum_{j=1}^{p-1} \left\{ \frac{1}{j(2j + 1)} \mu'(\gamma_j)(2j + 1) + \frac{1}{j} \mu(j + \delta_j) \right\}
\]

(7.47)

where

\[
- j \leq \gamma_j \leq j + 1, \quad 0 \leq \delta_j \leq 1
\]

(7.48)
so

$$|S_1 - t_1| \leq \sum_{j=1}^{p-1} \left[ \frac{1}{j} \left( \frac{r}{2(p-j)} + \frac{1}{2(p-j)^{3/2}} \right) \right]$$

(7.50)

$$\leq \sum_{j=1}^{p-1} \frac{1}{j} \left( \frac{r}{2(p+j)} + \frac{1}{2(p+j)^{3/2}} \right) \leq \frac{2(r+1)}{P}$$

This inequality, together with (7.44), prove that

$$|\tau_1(p) - \omega_1(p)| \leq |S_1 - t_1| + |S_2 - t_2|$$

(7.51)

$$\leq 3(r + 1) \frac{\log P}{P}$$

and (7.30b).

Lemma 7.2 is proven. □

This lemma shows that up to the error-term $O\left(\frac{P}{\log P}\right)$ the evaluation of $\sigma'(n) \in (7.16)$ gives the same result for the potential $v^e$ as $\tilde{\sigma}(n) \in (7.6)$ for the potential $v^o$, at least, if $n$ is even. [The adjustment as in Section 7.1 shows that we get the same result for $n$ odd. We omit details.]

8.

**Corollary 7.3.** If $v^e \in (4.3)$ then

$$T_2(n) = 2a^2_n \sigma'(n) =$$

(7.52)

$$= \frac{\kappa(n)}{n} + O\left(\frac{\log n}{n^{3/2}}\right)$$

where

(7.53)

$$\kappa(n) = \frac{1}{2\pi} \left[ (-1)^{n+1} \sin 2b\sqrt{2n} - \frac{1}{2} \sin 4b\sqrt{2n} \right]$$

**Proof.** We showed in previous subsections 6 and 7 that in the case of an even potential $v^e$ $T_2(n)$ behave in the same way as in the case $v^o$ so

(7.54)

$$T_2(n) = 2a^2_n \sigma'(n)$$
where by (7.11)
\[(7.55) \quad \sigma'(n) = \frac{1}{2} (-1)^{n+1} \frac{\sin 2b \sqrt{2n}}{\sqrt{2n}} + O \left( \frac{\log n}{n} \right).\]

Recall that
\[(7.56) \quad 2a_n^2 = \frac{2}{\pi} \frac{1}{\sqrt{2n}} \left[ 1 + (-1)^{n} \cos(2b \sqrt{2n}) \right] + O \left( \frac{1}{n} \right).\]
or more precisely, see (7.23). These identities imply (7.52) and (7.53).

9. Although for an odd perturbation \( v^o \)
\[(7.57) \quad T_3(n) = 0, \quad n \geq N^*, \]
this is not true for an even \( v^e \); i.e., \( T_3(n; v^e) \) does hardly vanish.

By (4.52)
\[(7.58) \quad T_3(n) = 2a_n^2 \sigma'(n)^2 + 2a_n^4 \tau'(n),\]
where
\[(7.59) \quad \tau'(n) = \sum_{k=0}^{\infty} \frac{a_k^2}{(n - k)^2}.\]

Notice that
\[(7.60) \quad \sum_{k=1}^{\infty} \frac{1}{\sqrt{k}} \frac{1}{(n - k)^2} = \sum_{i=1}^{n-1} \frac{1}{i^2} \left[ \frac{1}{\sqrt{n - i}} + \frac{1}{\sqrt{n + i}} \right] + O \left( \frac{1}{n^{3/2}} \right) = O \left( \frac{1}{\sqrt{n}} \right)\]
It implies (with an analogue of Lemma 7.2) that
\[(7.61) \quad T_3(n) = O \left( \frac{1}{n^{3/2}} \right).\]

Without specifics of formulas (7.58) and (7.55), (7.56) we had a general claim [see Corollary 3.1 (3.10), \( \alpha = \frac{1}{4}, \ j = 3 \), and Corollary 3.2 (3.19), \( q = 2 \) and 3.1]:
\[(7.62) \quad |T_3(n)| \leq C \left( \frac{\log n}{\sqrt{n}} \right)^3\]
so (7.61) brings a slight gain of a factor \((\log n)^3\).
But $T_4$ and the entire tail

\[(7.63) \quad \sum_{j=4}^{\infty} |T_j(n)| \leq \left( \frac{C \log n}{\sqrt{n}} \right)^4 = O \left( \frac{1}{n^{3/2}} \right) \]

These observations, in particular (7.61), show that in both cases $v^o$ and $v^e$ we have by (3.13) of Corollary 3.2

\[(7.64) \quad \lambda_n = (2n + 1) + T_1(n) + T_2(n) + O \left( \frac{\log n}{n^{3/2}} \right) \]

Explicit form of $T_2(n)$ for odd $v^o$ is incorporated in (4.37) of Theorem 4.5. Now we are ready to give its analog for even $v^e$.

**Theorem 7.4.** In the case of the potential perturbation $v^e(x) = \delta(x - b) + \delta(x + b)$ asymptotically

\[(7.65) \quad \lambda_n = (2n + 1) + \frac{1}{\sqrt{2n}} \chi(n) + \frac{(-1)^{n+1}}{n} \left( \zeta(n) + \omega(n) \right) + O \left( \frac{\log n}{n^{3/2}} \right), \]

where

\[(7.66) \quad \chi(n) = \frac{4}{\pi} \left[ 1 + (-1)^n \cos 2b \sqrt{2n} \right], \]

\[(7.67) \quad \zeta(n) = \frac{b}{\pi} \left( 1 - \frac{b^3}{3} \right) \sin 2b \sqrt{2n}, \]

\[(7.68) \quad \omega(n) = \frac{1}{8} + (-1)^n \frac{1}{2} \sin 4b \sqrt{2n}. \]

10. Of course, if

\[(7.69) \quad W(x) = tv^e(x) \]

then

\[(7.70) \quad T_j(n; W) = t^j T_j(n; v^e) , \]

and

\[(7.71) \quad \lambda_n(W) = (2n + 1) + tT_1(n; v^e) + t^2 T_2(n; v^e) + O \left( \frac{\log n}{n^{3/2}} \right) \]

and the term “of order $\frac{1}{n}$” in $T_1$ comes with the coefficient $t$ although the term “of order $\frac{1}{n}$” in $T_2$ comes with the coefficient $t^2$. This observation implies the following.
Corollary 7.5. If the potential is (7.69) then

\begin{equation}
\lambda_n = (2n + 1) + \frac{t}{\sqrt{2n}} \chi(n) + \frac{1}{n} \left[ t\zeta(n) + t^2 \omega(n) \right] + O\left( \frac{\log n}{n^{3/2}} \right),
\end{equation}

with \( \chi, \zeta, \omega \) defined in (7.66) to (7.68).

Finally, we are ready to get asymptotic of eigenvalues in the case of any two-point \( \{\pm b\} \) \( \delta \)-potential.

Theorem 7.6. Let

\begin{equation}
w(x) = tv^e(x) + sv^o(x), \quad t, s \in \mathbb{C}.
\end{equation}

Then

\begin{equation}
L = -\frac{d^2}{dx^2} + x^2 + w(x)
\end{equation}

has a discrete spectrum, all its eigenvalues \( \{\lambda_n\} \) in the half-plane

\[ H(N) = \{z : \text{Re} \ z \geq 2N\} \]

are simple, and

\begin{equation}
\lambda_n = (2n + 1) + \frac{t}{\sqrt{2n}} \chi(n) + \frac{1}{n} \left[ t\zeta(n) + t^2 + s^2 \omega(n) \right] + O\left( \frac{\log n}{n^{3/2}} \right)
\end{equation}

Proof. \( T_1 \) is a linear function on \( w \)'s, so

\begin{equation}
T_1(n; W) = tT_1(n; v^e) + sT_1(n; v^o)
\end{equation}

(7.76)

This explains two terms with \( t \)-coefficient in (7.75). Next,

\begin{equation}
T_2(n; W) = \text{Trace} \frac{1}{2\pi i} \int_{\partial(D_n)} (z - z_n)R^0WR^0 d\zeta
\end{equation}

(7.77)

\begin{equation}
= t^2 T_2(n; v^e) + s^2 T_2(n; v^o) + tsT'' \quad \text{where}
\end{equation}

(7.78)

\begin{equation}
T'' = \text{Trace} \frac{1}{2\pi i} \int_{\partial(D_n)} (z - z_n) \left[ R^0 v^e R^0 R^0 v^o + R^0 v^o R^0 R^0 v^e \right] d\zeta = 0.
\end{equation}

Indeed

\begin{equation}
v_{mk}^e = 0 \quad \text{if } m - k \text{ odd}
\end{equation}

and

\begin{equation}
v_{kj}^o = 0 \quad \text{if } k - j \text{ even}
\end{equation}
So in (7.78)
\[ v^e_{mk}v^o_{km} = 0 \quad \text{and} \quad v^o_{mj}v^e_{jm} = 0 \]
for any \( \{m,k\} \) or \( \{m,j\} \) because at least one factor is zero. \( \square \)

8. Comments; miscellaneous

The technical estimates of Sections 5 to 7 [mostly Section 6] lead to asymptotics of the eigenvalues in the case of perturbations (4.9), at least, if the number of point interactions is finite, i.e.,

\[ w(x) = \sum_{j=1}^{J} c_j \delta(x - b_j), \quad J < \infty. \]  

Of course, if \( K = 2 \) and \( b_2 + b_1 = 0 \) the interactions are well balanced and many terms in the asymptotic formulas vanish. But for any set of points \( (b_k) \) and coupling coefficients \( (c_k) \) we could give general formulas if we know the values of \( \{T_j(n;w)\} \). Let us do this exercise for \( j = 1, 2 \).

1. Case \( b = 0, c = 2 \); i.e., \( v_\ast(x) = 2\delta(x) \). We put \( c = 2 \) to make possible a direct comparison with the case of perturbations \( v^e \) in (4.3). It seems we could use Thm. 7.4 and its formulas to claim Prop. 8.2 (see below). But in estimates of Sections 5–7 we often used an assumption \( b \neq 0 \); see for example, inequalities (6.33), (6.35); (6.103), (6.106); (6.118), (6.134) which are important in evaluation of the error-term (4.40) or its analogues. However, if \( b = 0 \) we do not face such terms and evaluation is straightforward.

Indeed, by (5.3) if \( w = v_\ast \)

\[ a_n = h_n(0) = \frac{2^{1/4}}{\pi^{1/2}} \cdot \frac{1}{n^{1/4}} \cdot \cos\left(\frac{n\pi}{2}\right) + O\left(\frac{1}{n^{5/4}}\right) \]

and

\[ a_k^2 = \begin{cases} \frac{2}{\pi} \cdot \frac{1}{\sqrt{2k}} + O\left(\frac{1}{k^{3/2}}\right), & k > 0 \text{ even} \\ 0, & k \text{ odd}. \end{cases} \]

Therefore, if \( n \geq N_\ast \),

\[ T_1(n;v_\ast) = 2a_n^2 = \begin{cases} \frac{4}{\pi} \cdot \frac{1}{\sqrt{2n}} + \rho_{30}(n), & n \text{ even} \\ 0, & n \text{ odd}. \end{cases} \]
where

\begin{equation} \label{eq:8.5}
|\rho_{30}(n)| \leq \frac{C}{n^{3/2}}.
\end{equation}

Next term by (4.34) is

\begin{equation} \label{eq:8.6}
T_2(n) = 2a_n^2 \cdot \tilde{\sigma}(n),
\end{equation}

where

\begin{equation} \label{eq:8.7}
\tilde{\sigma}(n) = \sum_{k=0}^{\infty} \frac{a_k^2}{n-k}.
\end{equation}

The subsum \( \tilde{\sigma}_{\text{odd}} \) by (8.4) and Remark 2.2, \( \beta = \frac{3}{2} > 1 \),

\begin{equation} \label{eq:8.8}
\tilde{\sigma}_{\text{odd}} = O \left( \frac{1}{n} \right),
\end{equation}

and with the same remarks

\begin{equation} \label{eq:8.9}
\tilde{\sigma}_{\text{even}} = \frac{2}{\pi} \sum_{\substack{k=1 \\ k \text{ even}}}^{\infty} \frac{1}{\sqrt{2k}} \cdot \frac{1}{n-k} + O \left( \frac{1}{n} \right).
\end{equation}

Now we refer to Lemma 5.2, (5.21), and Lemma 7.2, (7.30a), to claim

\begin{equation} \label{eq:8.10}
\tilde{\sigma}_{\text{even}} = O \left( \frac{1}{n} \right).
\end{equation}

This leads us to the following.

**Lemma 8.1.** If \( w(x) = 2\delta(x) \)

(i)

\begin{equation} \label{eq:8.11}
T_1(n; v_*) = \begin{cases} 
\frac{4}{\pi} \cdot \frac{1}{\sqrt{2n}} + \rho_{30}(n), & n \text{ even}, \\
0, & n \text{ odd}.
\end{cases}
\end{equation}

where

\begin{equation} \label{eq:8.12}
|\rho_{30}(n)| \leq \frac{C}{n^{3/2}},
\end{equation}

and

(ii)

\begin{equation} \label{eq:8.13}
T_2(n) = O \left( \frac{1}{n^{3/2}} \right).
\end{equation}
Proof. Part (i) has been explained by formulas (8.2) – (8.5). With $a^2_n$ given by (8.4)

$$a^2_n = O \left( \frac{1}{\sqrt{n}} \right),$$

and

$$\tilde{\sigma} = O \left( \frac{1}{n} \right)$$

by (8.8) and (8.10). Therefore, their product (8.6) is $O \left( \frac{1}{n^{3/2}} \right)$, i.e., (8.13) holds.

Finally, the term $T_3(n)$ — see (7.59), (7.58) or (4.52) — is by (7.59) – (7.61) and the formulas of the previous subsection is

$$\leq C \left[ \frac{1}{\sqrt{n}} \cdot \left( \frac{1}{n} \right)^2 + \frac{1}{n} \cdot \frac{1}{\sqrt{n}} \right]$$

so

$$|T_3(n)| \leq \frac{C}{n^{3/2}}.$$

We have proven the following.

**Proposition 8.2.** If $w = tv_* = 2t\delta(x)$ the eigenvalues of the operator (1.4) for $n \geq N_*$ are

$$\lambda_n = (2n + 1) + \frac{4t}{\pi} \cdot \frac{1}{\sqrt{2n}} + O \left( \frac{1}{n^{3/2}} \right), \quad n \text{ even}$$

$$= (2n + 1) + O \left( \frac{1}{n^{3/2}} \right), \quad n \text{ odd}.$$  

2. Let us conclude our example with a simple case of one-point interaction

$$w(x) = t\delta(x - b), \quad b \neq 0.$$

Again recall that

$$h_k(x) = \frac{2^{1/4}}{\pi^{1/2}} \cdot \frac{1}{k^{1/4}} \left[ \cos \left( x\sqrt{2k + 1} - k\frac{\pi}{2} \right) + \frac{x^3}{6\sqrt{2k + 1}} \sin \left( x\sqrt{2k + 1} - k\frac{\pi}{2} \right) + O \left( \frac{1}{k} \right) \right]$$
and if \( x = b \)

\[
h_k(x) = \frac{2^{1/2}}{\pi} \cdot \frac{1}{\sqrt{k}} \cdot \frac{1}{2} \cdot \left[ 1 + (-1)^k \cos \left( 2b\sqrt{2k+1} \right) + \right.
\]

\[
+ \frac{b^3}{6 \sqrt{2k+1}} (-1)^k \sin \left( 2b\sqrt{2k+1} \right) + O \left( \frac{1}{k} \right) \]
\]

(8.21)

\[
= \frac{1}{\pi} \cdot \frac{1}{\sqrt{2k}} \cdot \left[ 1 + (-1)^k \cos \left( 2b\sqrt{2k} \right) - \right.
\]

\[
- \frac{b^3}{6 \sqrt{2k}} (-1)^k \cdot b \left( 1 - \frac{b^2}{3} \right) \sin \left( 2b\sqrt{2k} \right) + O \left( \frac{1}{k} \right) \]
\]

Then

(8.22)

\[ T_1(n) = W_{nn} = ta_n^2 \]

and

(8.23)

\[ T_2(n) = \frac{t^2}{2} a_n^2 \sum_{k=1}^{\infty} \frac{a_k^2}{n - k} \]

Four terms in brackets on the right side of (8.21) give impacts into

(8.24)

\[ \bar{\sigma}(n) = \sum_{k=0}^{\infty} \frac{a_k^2}{n - k} \]

which are evaluated as

(8.25)

\[
\sum_{k=1}^{\infty} \frac{1}{\sqrt{k}} \cdot \frac{1}{n - k} = O \left( \frac{\log n}{n} \right) \quad \text{by Lemma 5.2, (5.21),}
\]

\[
\sum_{k=1}^{\infty} (-1)^k \frac{\cos 2b\sqrt{2k}}{n - k} = (-1)^n \left[ \sum_{k=1}^{\infty} - \sum_{k=1}^{\infty} \right]_{k=n \text{ even}} \]

(8.26)

\[
= (-1)^n \left[ c_s \frac{\sin 2b\sqrt{2n}}{\sqrt{2n}} - c_s \frac{\sin 2b\sqrt{2n}}{\sqrt{2n}} + O \left( \frac{\log n}{n} \right) \right]
\]

\[
= O \left( \frac{\log n}{n} \right)
\]

by Prop 6.1 (6.1) or (6.11). [It is important that coefficient \( c_s \) is the same for subsums over even and odd \( k \).]
The third and fourth terms are evaluated just by absolute value so

(8.27) \[ \sum_{k=1}^{\infty'} \frac{1}{\sqrt{k}} \cdot \frac{1}{\sqrt{k}} \cdot \frac{1}{|n-k|} = O \left( \frac{\log n}{n} \right) \] by Remark 2.2, \( \beta = 1 \),

and

(8.28) \[ \sum_{k=1}^{\infty'} \frac{1}{\sqrt{k}} \cdot \frac{1}{|n-k|} = O \left( \frac{1}{n} \right) \] by Remark 2.2, \( \beta = \frac{3}{2} \).

The estimates (8.25) – (8.28) explain that

(8.29) \[ \sigma(n) = O \left( \frac{\log n}{n} \right) \]

so by (8.23) and (8.21)

(8.30) \[ T_2(n) = O \left( \frac{\log n}{n^{3/2}} \right) \]

We have proven the following

**Proposition 8.3.** If \( w = t \delta (x - b) \) then the eigenvalues of the operator (1.4) for \( n \geq N_\ast \) are

(8.31) \[ \lambda_n = (2n + 1) + \frac{1}{\pi \sqrt{2n}} \left[ 1 + (-1)^n \cos(2b \sqrt{2n}) \right] \]

3. One more technical adjustment should be to cover the case \( p = 2 \) in Proposition 4.1.

If the condition (2.2) would be changed to

(8.32) \[ |w_{jk}| \leq C_0 \cdot \frac{\log(e + j)}{(1 + j)^\alpha} \cdot \frac{\log(e + k)}{(1 + k)^\alpha} \]

we could follow the lines of Section 2 but instead of (2.19), (2.20) we have to evaluate

(8.33) \[ \mu = \sum_{j=0}^{\infty} \frac{\log(e + j)}{(1 + j)^{2\alpha}} \cdot \frac{1}{|z - z_j|}, \quad z \in \partial(D_n) \]

We omit technicalities which mimick steps (2.21) – (2.26); they certainl lead us to the estimates (compare (2.25), (2.26)

(8.34) \[ \mu \leq \frac{G(\alpha)}{n^{2\alpha}} [\log(e n)]^2, \quad 2\alpha < 1. \]
If $\alpha = \frac{1}{8}$ by (3.32),

\[(8.35)\quad |w_{jk}| \leq C_0 \frac{\log(cj)}{j^{1/8}} \cdot \frac{\log(ek)}{k^{1/8}}\]

and

\[\mu \leq \frac{G^*}{n^{1/4}} [\log(en)]^2.\]

Therefore, in Proposition 4.1, $p = 2$, $N^*$ should be chosen to guarantee [compare (8.32)]

\[(8.36)\quad C_0 G^* \nu \frac{(\log en)^2}{n^{1/4}} \leq \frac{1}{2}, \quad \text{or}\]

\[(8.37)\quad \frac{c}{2} \nu^{1/2} \frac{\log en}{n^{1/8}} \leq \frac{1}{2}, \quad c^2 = (2C_0 G^*).\]

By (5.15), $\beta = \frac{1}{8}$, and Corollary 3.4 $N^*$ could be chosen as

\[
X_{1/8} \left( \frac{c}{2} \nu^{1/2} \right) \leq 2^8 \left( \frac{c}{2} \nu^{1/2} \log \left( 8A \nu^{1/2} \frac{C}{2} \right) \right)^8 \leq C_2 \left( \nu (\log \nu)^2 \right)^4, \quad \exists C_2.
\]

This explains the claim (4.11b) in Proposition 4.1.
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