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Abstract

In genome-wide association studies (GWASs), there is an increasing need for detecting the associations between a genetic variant and multiple correlated traits, which are often measured together in a single GWAS. Despite the multivariate nature of the studies, single-trait-based methods remain the most widely-adopted procedure, owing to their simplicity. However, the association between a genetic variant and single traits sometimes can be weak to detect, and ignoring the actual correlation among traits may lose power. On the contrary, multiple-trait methods that analyze all the traits simultaneously are much more powerful. Although multiple-trait methods have been developed, several drawbacks limit their wide application. First, many existing methods can only process continuous traits and fail to allow for binary traits which are ubiquitous in real-world problems. Second, as shown in our simulation, the performance of many existing methods is unstable under different scenarios where the correlation among traits and the signal proportion vary. In this paper, we propose a multiple-trait adaptive Fisher’s (MTAF) method to test associations between a genetic variant and multiple traits, by adaptively aggregating evidence from each trait. The proposed method can accommodate both continuous and binary traits and it has reliable performance under various scenarios. Using a simulation study, we compared our proposed method with several existing methods and demonstrated its competitiveness in terms of type I error and statistical power. We also applied the method to the Study of Addiction: Genetics and Environment (SAGE), and successfully identified several genes associated with substance dependence.

Introduction

Genome-wide association studies (GWASs) explore the associations between genetic variants, called single-nucleotide polymorphisms (SNPs), and traits [Visscher et al., 2012]. They have been successfully applied to identify numerous genetic variants associated with complex
human diseases [Buniello et al., 2019]. In GWASs, it is common to measure multiple traits underlying complex diseases, because due to pleiotropy one genetic variant can influence multiple phenotypic traits [Solovieff et al., 2013]. For example, many genetic variants are associated with both fasting glucose and fasting insulin of type 2 diabetes [Billings and Florez, 2010]; GWASs found a variant in gene SLC39A8 that influences the risk of schizophrenia and Parkinson disease [Pickrell et al., 2016]. In the last decade, single-trait methods have been widely adopted [Visscher et al., 2017] in which the association between the genetic variant and each single trait is tested one at a time. However, this type of method suffers from several disadvantages. First, sometimes the association between a single SNP and a trait is too weak to be detected by itself. Second, it ignores the correlation structure among the traits, which leads to the loss of statistical power when the traits are truly correlated. Third, the post-hoc combination of multiple tests without proper adjustment may lead to inflated type I error or compromised statistical power. As a result, there is an increasing need to develop powerful statistical methods that are capable of testing multiple traits simultaneously and properly.

Various statistical methods have been developed and applied to multiple-trait studies. Following an overview of multiple-trait methods by [Yang and Wang, 2012], we classify the existing methods into three categories. The first category is to combine test statistics or p-values from univariate tests. The O’Brien method [O’Brien, 1984; Wei and Johnson, 1985] combines the test statistics from the individual test on each trait weighted by inverse variance. The sum of powered score tests (SPU) [Pan et al., 2014] and adaptive SPU (aSPU) [Zhang et al., 2014] combines the score test statistics derived from generalized estimation equations (GEE). The Trait-based Association Test that uses Extended Simes procedure (TATES) [Van der Sluis et al., 2013] exploits the correlation among p-values from each univariate test and generate a new test statistic. Fisher’s method [Fisher, 1925; Yang et al., 2016] and Cauchy’s method [Liu and Xie, 2020] combines p-values of single-trait analyses and get the final p-values from known probability distributions. The second category is to reduce the dimensions of multiple traits. Principal components of heritability (PCH) [Klei
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et al., 2008] collapses the multiple traits to a linear combination of traits which maximizes the heritability and then tests the associations based on transformed traits. Canonical correlation analysis [Ferreira and Purcell, 2009] finds the linear combination of traits maximizing the covariance between a SNP and all traits. It is equivalent to multivariate analysis of variance (MANOVA) when there is only one SNP [Van der Sluis et al., 2013]. The third category relies on regression models. MultiPhen [O’Reilly et al., 2012] regresses genotypes on phenotypes via proportional odds logistic model. As mentioned, GEE has been utilized to generate score test statistics in aSPU [Zhang et al., 2014]. Besides linear models, kernel regression models (KMRs) also play a role in multiple-trait analysis, including multivariate kernel machine regression [Maity et al., 2012], multi-trait sequence kernel association test (MSKAT) [Wu and Pankow, 2016] and Multi-SKAT [Dutta et al., 2019]. Davenport et al. [2018] extended KMRs to multiple binary outcomes.

Currently, several limitations still exist in multiple-trait methods restricting their wide applications. First, many existing methods are unable to simultaneously analyze binary and continuous traits. For KMRs, multiple non-continuous traits can be both theoretically and computationally challenging and it is unclear how to integrate multiple different data types (e.g., multi-omics) [Larson et al., 2019]. MANOVA does not apply to non-Normal traits. Numerous studies in GWASs are case-control studies and the incapability of processing binary traits greatly limits their application. Second, the methods may have inconsistent performance under various scenarios depending on the number of traits, the strength of correlation, and the number of true associations, which are largely unknown in practice. Hence, there is a demand for methods with robust performance regardless of scenarios. Third, although many methods claimed the capability of handling covariates and confounders, few of them conducted the relevant simulations or real-data applications to demonstrate the type I error control and performance. As a matter of fact, our simulation study indicates the claims of some methods are inaccurate (see section ).

There is another kind of methods focusing on GWASs summary statistics such as MTAG
Despite their computational efficiency, working with the individual-level data might still be favored by researchers for several reasons. The individual-level data have more information than summary statistics data and the summary statistics methods can be inaccurate when linkage disequilibrium is mishandled. Moreover, sometimes it is necessary to use individual-level data rather than summary statistics, for example, image data.

In this paper, we propose a multiple-trait adaptive Fisher’s (MTAF) method for multiple traits based on adaptive Fisher’s (AF) method. It combines the single-trait p-values adaptively to aggregate the evidence and being adaptive means its estimation adapts to the specific condition in the data. A similar method named AFC was proposed by for GWASs, but it did not allow for covariate adjustment.

The remainder of this paper is organized as follows. In section , we elaborate the proposed method and introduce variations to tackle highly correlated traits. In section , we evaluate the performance of MTAF using simulation and apply it to a real GWAS of substance addiction traits. In section , we review the advantages and the limitations of the MTAF method and discuss our future work.

Materials and methods

Suppose there are n independent subjects. For each subject $i = 1, \ldots, n$, there are $K$ traits $Y_i = (y_{i1}, \ldots, y_{iK})'$ and $Y_k = (y_{1k}, \ldots, y_{nk})'$, and $x_i \in \{0, 1, 2\}$ is the genotype of a SNP coded as the number of minor alleles in the subject $i$. $x = (x_1, \ldots, x_n)$ is the vector of all subjects’ genotypes for this SNP. In terms of real applications, we suppose each subject $i$ has $M$ covariates (e.g. sex and race) $z_{i1}, \ldots, z_{iM}$ and $Z = \{z_{im}\}_{n \times M}$. After adjusting for covariates, we aim to test the associations between the SNP and $K$ traits under the null hypothesis $H_0$ that none of the $K$ traits associates with the SNP. To construct the
\[ P = \begin{bmatrix} p_{\text{obs}} & p_{\text{permute}} \\ \vdots & \vdots \\ \vdots & \vdots \\ p_{\text{obs}} & p_{\text{permute}} \end{bmatrix}_{(K \times (B+1))} \]

\[ p = ( \begin{array}{c} p_{a_{1}} \\ \vdots \\ p_{a_{K}} \end{array} ) \]

(a) AF combines p-values

(b) AF$_{1\text{side}}$ combines one-sided p-values

(c) Workflow of analyzing mixed traits

Figure 1: Summary of methods under MTAF framework
test statistics, the MTAF method combines the marginal p-values from the single-trait score tests in an adaptive way. At last, because our test statistic has no closed form, we conduct permutations to get the empirical p-values.

Score Test

Score test is one of the most popular test in GWASs of single traits, because it only requires fitting the null model thus is computationally inexpensive. Suppose for each SNP and subject $i$, a generalized linear model of the following form is assumed for the $k^{th}$ trait and the SNP with $M$ covariates:

$$g_k(E(Y_{ik})) = x_i \cdot \beta_k + \sum_{m=1}^{M} z_{im} \cdot \alpha_{mk},$$

where $\beta_k$ is the effect of the SNP and $\alpha$’s are the effects of the $M$ covariates on the $k^{th}$ trait. $g_k(\cdot)$ is the link function, which is identity function for continuous traits and logit function for binary traits. Different link functions make it possible to allow for both continuous traits and binary traits. Under $H_0 : \beta_k = 0$, the test statistic of score test for the SNP is:

$$U_k = \sum_{i=1}^{n} (x_i - \hat{x}_i)(Y_{ik} - \hat{Y}_{ik}),$$

where $\hat{x}_i$ is an estimate of $x_i$ and $\hat{Y}_{ik}$ is an estimate of $Y_{ik}$. Denote $V$ as Fisher information matrix which is the covariance matrix of $U = (U_1, \ldots, U_k)$ and $\text{Var}(U_k|H_0) = V_{kk}$ where $V_{kk}$ is the $k^{th}$ diagonal element of $V$. Asymptotically, we have $U_k/\sqrt{V_{kk}} \sim \mathcal{N}(0,1)$ and then the p-values (either one-sided or two-sided) can be generated. We get the p-values of the single-trait score tests computationally by R package statmod [Giner and Smyth, 2016].

MTAF Method

Denote $p_1, ..., p_K$ as the p-values of score tests between the $K$ traits and the SNP. Let $S_k = -\sum_{i=1}^{k} \log(p_{(i)})$ where $p_{(i)}$ is the $i^{th}$ smallest p-value and it is the sum of first $k$ smallest p-
values. Then the p-value of $s_k$ is $p_{s_k} = P(S_k \geq s_k)$ where $s_k$ is the observed value of $S_k$. In practice, this p-value can be obtained by permutation.

The proposed test statistic of the MTAF method is

$$T_{MTAF} = \min_{1 \leq k \leq K} p_{s_k}.$$  

**Permutation test**

Since it is intractable to get the p-value of the test statistic analytically, we turn to apply the permutation procedure to get the empirical p-values. We intend to test the conditional independence between the SNP and the traits given the covariates, i.e., $Y \perp x | Z$. The permutation procedure should break the associations between $Y$ and $x$ while preserving the associations between $Y$ and $Z$ and between $x$ and $Z$. Simply permuting the genotype $x$ leads to inflated type I error rate, because the correlation between the genotype and covariates are destroyed. Following [Potter 2005] and [Werft and Benner 2010], we permute residuals of regressions of $x$ on $Z$ for generalized regression models. In our method, we first regress the genotype on the covariates, then we permute the residuals derived from the regression. We replace the original genotype with the permuted residuals to perform score tests for the permuted data. It should be noted that even when no covariate is explicitly included in the mode, we still have a constant as our covariate.

Specifically, we denote the vector of residuals of regressing $x$ on $Z$ as $e_x$ and permute it for $B$ times. In the $b^{th}$ permutation, we regress $Y_k$ on $e_x^{(b)}$ and get the score tests p-values $p_k^{(b)}$ for the coefficient of $e_x^{(b)}$. After $B$ permutations, we get a $(B+1) \times K$ matrix $P = \{p_k^{(b)}\}$. Each element $p_k^{(b)}$ is the p-value measuring the $k^{th}$ trait in the $b^{th}$ permutation for $1 \leq b \leq B$ and $p_k^{(0)}$ is the observed p-value. Based on $P$, we can construct the MTAF method’s test statistics for both the observed data and permuted data.

For the matrix $P$, we can calculate the empirical p-values of the MTAF method for the observed data and permuted data with the following steps:
Suppose we have a $(B + 1) \times K$ matrix of p-values $\mathbb{P}$.

1. For each row $b \in \{0, 1, ..., B\}$, we calculate $s_k^{(b)}$ and

\[ p_{sk}^{(b)} = \frac{1}{B + 1} \sum_{j=0}^{B} \mathbb{1}\{s_k^{(j)} \geq s_k^{(b)}\}, \]

where $\mathbb{1}$ is the indicator function.

2. Then we can get a vector $t = (t^{(0)}_{MTAF}, t^{(1)}_{MTAF}, \ldots, t^{(B)}_{MTAF})$ where $t_{MTAF}^{(b)} = \min_{1 \leq k \leq K} p_{sk}^{(b)}$.

3. The p-values of MTAF test statistics are approximated by

\[ p_{MTAF}^{(b)} = \frac{1}{B + 1} \sum_{j=0}^{B} \mathbb{1}\{t_{MTAF}^{(j)} \leq t_{MTAF}^{(b)}\}, \]

where $p_{MTAF}^{(b)}$ is the empirical p-value of the MTAF method for the permuted data for $1 \leq b \leq B$ and $p_{MTAF}^{(0)}$ is the empirical p-value for the observed data.

To simplify the following discussion of the variation of MTAF method, we define the steps above as an AF operator $AF\{\cdot\}$ mapping $\mathbb{P}$ to $\mathbb{p} = (p_{MTAF}^{(0)}, p_{MTAF}^{(1)}, \ldots, p_{MTAF}^{(B)})$ (Figure 1a).

**Combination of One Sided P-values**

In practice, traits of a complex disease tend to be positively correlated intrinsically. Or, according to the prior knowledge, we can manually change the direction of effects to make them in the same direction. In the situation that effects are in the same direction, combining one-sided p-values aggregates evidence for the effects which tend to have the same signal and enjoys higher statistical power than combining two-sided p-values. Therefore, we recommend always combine one-sided p-values when it is appropriate. We separately combine the lower-tail p-values and the upper-tail p-values, and then unify these two results using another round of MTAF permutation. Specifically, we get $\mathbb{p}_{lower} = AF\{\mathbb{P}_{lower}\}$ and
\( p_{upper} = AF(P_{upper}) \) and then the empirical p-value of the observed data is the first element of \( p_{combo} = AF([p_{lower} p_{upper}]) \) (Figure 1b).

**PCA of continuous traits**

Alternatively, a SNP may not have strong associations with observed traits but hidden components, which can be difficult to detect those associations. PCA is widely used to reduce dimensions and it generates orthogonal linear combinations of variables maximizing the variability. We introduce PCA into the MTAF method with the purpose of uncovering the hidden components. In the MTAF method, PCA generates \( K \) independent principal components and we detect the associations between the SNP and the principal components. Specifically, for continuous traits, we first regress \( Y_k \) on the covariates \( Z \) and denote the residuals \( e_k \) for \( 1 \leq k \leq K \). PCA conducted on \( e_1, \ldots, e_K \) leads to \( K \) principal components which substitute for \( y_1, \ldots, y_K \). In the simulation study, the power of the MTAF method increases dramatically given correlated traits after applying PCA. Unlike its common use in practice that selects only several top principal components, it claims that using all principal components can have greater power [Aschard et al., 2014]. Therefore, the MTAF method keeps all principal components and it proves to be powerful. The MTAF method itself is powerful when signals are sparse, but usually the number of traits truly associated with the SNP and underlying correlation structure are unknown. Hence, when analyze continuous traits, initially we apply the original MTAF method and the MTAF method with PCA respectively, then combine the results from the two to get the final p-value. Specifically, we have \( p_{original} = AF(P_{original}) \) and \( p_{pca} = AF(P_{pca}) \). Then combine two vectors \( p_{original} \) and \( p_{pca} \) into a matrix \( P_{continuous} \). At last, we have \( P_{continuous} = AF(P_{continuous}) \) and the p-value is the first element of \( p_{continuous} \). To process a mixture of binary traits and continuous traits, we first apply the MTAF method to binary traits to get \( p_{binary} \) and then get \( p_{continuous} \) by the procedure above. Then we combine two p-value vectors to get \( P_{mix} = [p_{binary} p_{continuous}] \) and the empirical p-value is the first element of \( P_{mix} = AF(P_{mix}) \). The workflow of analyzing
mixed traits is illustrated in Figure 1c.

In the MTAF method, PCA is used to handle continuous traits rather than binary traits. Although some literature refers to generalized PCA \( \text{Landgraf and Lee, 2019} \), our method only applies PCA to continuous traits at this moment.

### Simulation Setup

To evaluate the performance of the MTAF method, we conduct a simulation study. In each dataset, we simulate 1000 subjects based on various parameters such as the number and types of traits, as well as the proportion of traits associated with the genotype and the strength of the association. We consider 10, 50, and 100 traits and we simulate three scenarios: continuous traits only, binary traits only, and a mixture of the two. We assume a compound symmetry (CS) structure underlying traits with either weak correlation \( \rho = 0.3 \) or strong correlation \( \rho = 0.6 \). For the proportion of associated traits, we define the sparse scenarios as when 2% of the traits are truly associated with the SNP, and the dense scenarios as when 20% are associated. However, when there are only 10 traits, we set the number of associated traits being 1 and 4 for the sparse and dense scenarios respectively. The detailed simulation steps are listed below.

First, we simulate the genotypes of the SNP. Since we focus on the association between single common SNPs and multiple traits, we only simulate one SNP genotype \( x_i \in \{0, 1, 2\} \) for each subject \( i \), such that \( x_i \sim \text{Bin}(2, 0.3) \), where 0.3 is the minor allele frequency (MAF) of the simulated SNP.

Next, the traits for each subject \( Y_i = (Y_{i1}, \ldots, Y_{iK})' \) are simulated via a linear model:

\[
Y_i = x_i \beta + \epsilon_i,
\]

where \( \beta = (\beta_1, \ldots, \beta_K) \) are the coefficients. The non-zero \( \beta_k \)'s are drawn from independent uniform distributions and we select the parameters of the uniform distributions to make
the differences among methods obvious. \( \epsilon_i \)'s are independently drawn from a multivariate Gaussian distribution \( N(0, \Sigma) \). To simulate correlated traits, \( \Sigma \) is simulated such that the variances are sampled independently from an inverse gamma distributions Inv-Gamma(4, 4) and the corresponding correlation matrix is CS with correlation \( \rho \).

In addition, we consider simulation scenarios with two binary covariates \( Z_{i1} \) and \( Z_{i2} \) to investigate the performance of the MTAF method in the presence of confounders, such as gender and race in the real datasets. These covariates are simulated by dichotomizing underlying covariates that are linearly associated with the genotype. Specifically, \( Z_{i1} \) is simulated by dichotomizing \( x_i \eta_1 + \omega_{i1} \), and \( Z_{i2} \) are simulated by dichotomizing \( x_i \eta_2 + \omega_{i2} \), where \( \eta_1 \) and \( \eta_2 \) are randomly drawn from uniform distributions \( U(0.5, 1) \), and \( \omega_{i1} \) and \( \omega_{i2} \) follow \( \mathcal{N}(0, 1) \). Then, we label the values greater than medians “1”, otherwise “0”. \( Y_i \) is simulated based on a linear model conditional on both the genotype and the covariates:

\[
Y_i = x_i \beta + Z_i \Gamma + \epsilon_i,
\]

where \( Z_i = (Z_{i1}, Z_{i2}) \) and \( \Gamma_{K \times 2} \) has coefficients drawn from iid uniform distribution \( U(0.5, 1) \).

To simulate binary traits, we first simulate the log-odds of \( Y_{ik} = 1 \) by replacing the corresponding \( Y_{ik} \) with \( \logit(E(Y_{ik})) \) in 1 and 2 and then we draw the binary traits based on the simulated odds.

To evaluate the performance of the MTAF method, competitor methods including MSKAT, aSPU, TATES, MANOVA, MultiPhen, and minP are also applied on the simulated datasets for comparison.

Data availability

The authors state that all data necessary for confirming the conclusions are represented fully within the article. The SAGE data was downloaded from the dbGAP using accession number phs000092.v1.p1. The R software package for the MTAF method and our simulation code
are available at https://github.com/songbiostat/MTAF.

Results

Simulation Results

Type I Error Rate

First, to assess whether the MTAF method and other methods can appropriately control type I error at the nominal level, we perform simulations under the null hypothesis where $\beta_1 = \cdots = \beta_K = 0$. The empirical p-values were calculated based on 1,000 permutations and the type I error rate is evaluated at the 0.05 nominal level. In addition to aSPU with default independent structure, we evaluated aSPU equipped with exchangeable correlation structure (aSPU-ex).

Table 1 shows that, when all traits were continuous, the empirical Type I error of most methods were well controlled allowing for different number of traits and strength of correlation. We found that MultiPhen had inflated Type I error, especially after adding covariates into the models. Thus, we decided not to include MultiPhen in the corresponding simulation studies. The similar phenomenon was reported by Konigorski et al. [Konigorski et al., 2020] that MultiPhen led to inflated or highly inflated type I errors and they did not include the method in the power study. Table 2 and 3 show that type I error were well controlled for the compared methods when all traits are binary, or when the traits are half binary and half continuous. Please be noted that only methods that can be applied on binary or mixed trait scenarios are included in tables 2 and 3.

Statistical Power

The power of these compared methods were evaluated under different scenarios at significance level of 0.05. The effect sizes for the associated traits were randomly drawn from uniform distributions. We include the original MTAF method (MTAF\textsubscript{original}) and its PCA
Table 1: Type I error: continuous traits

| # Covariates | Correlation | # Traits | MTAF | MSKAT | aSPU | aSPU-ex | MultiPhen | TATES | MANOVA | minP |
|--------------|-------------|---------|------|-------|------|---------|-----------|-------|--------|------|
| 0            | 0.3         | 10      | 0.042| 0.048 | 0.041| 0.049   | 0.049     | 0.045 | 0.050  | 0.049|
|              |             | 50      | 0.044| 0.038 | 0.047| 0.039   | 0.038     | 0.042 | 0.045  | 0.049|
|              |             | 100     | 0.049| 0.040 | 0.054| 0.051   | 0.041     | 0.050 | 0.049  | 0.052|
| 0.6          | 10          | 0.045  | 0.048| 0.041 | 0.049| 0.049   | 0.035     | 0.050 | 0.039  |      |
|              |             | 50      | 0.041| 0.038 | 0.050| 0.039   | 0.038     | 0.026 | 0.045  | 0.043|
|              |             | 100     | 0.051| 0.040 | 0.061| 0.047   | 0.041     | 0.044 | 0.049  | 0.054|
| 2            | 0.3         | 10      | 0.051| 0.049 | 0.039| 0.042   | 0.066     | 0.046 |        |      |
|              |             | 50      | 0.049| 0.064 | 0.040| 0.041   | 0.097     | 0.045 |        |      |
|              |             | 100     | 0.047| 0.042 | 0.056| 0.058   | 0.146     | 0.043 |        |      |
| 0.6          | 10          | 0.048  | 0.048| 0.043 | 0.050| 0.059   | 0.044     | 0.045 |        |      |
|              |             | 50      | 0.039| 0.064 | 0.034| 0.038   | 0.097     | 0.027 |        |      |
|              |             | 100     | 0.043| 0.040 | 0.033| 0.042   | 0.138     | 0.029 |        |      |

Table 2: Type I error: binary traits

| # Covariates | Correlation | # Traits | MTAF | aSPU | aSPU-ex | MultiPhen | TATES | minP |
|--------------|-------------|---------|------|------|---------|-----------|-------|------|
| 0            | 0.3         | 10      | 0.050| 0.055| 0.056   | 0.066     | 0.054 | 0.055|
|              |             | 50      | 0.050| 0.051| 0.040   | 0.072     | 0.055 | 0.052|
|              |             | 0.6     | 10    | 0.044| 0.048   | 0.055     | 0.059 | 0.048 | 0.046|
|              |             | 50      | 0.051| 0.046| 0.049   | 0.077     | 0.055 | 0.054|
| 2            | 0.3         | 10      | 0.039| 0.042| 0.043   | 0.526     | 0.047 | 0.049|
|              |             | 50      | 0.035| 0.034| 0.037   | 0.710     | 0.044 | 0.043|
|              |             | 0.6     | 10    | 0.043| 0.042   | 0.039     | 0.429 | 0.044 | 0.040|
|              |             | 50      | 0.038| 0.038| 0.044   | 0.606     | 0.049 | 0.052|

Table 3: Type I error: mixed traits with covariates

| Correlation | # Traits | MTAF | MultiPhen | TATES | minP |
|-------------|---------|------|-----------|-------|------|
| 0.3         | 10      | 0.054| 0.886     | 0.059 | 0.058|
|             | 50      | 0.043| 0.982     | 0.056 | 0.055|
| 0.6         | 10      | 0.049| 0.878     | 0.053 | 0.051|
|             | 50      | 0.040| 0.996     | 0.041 | 0.045|
expansion (MTAF\textsubscript{PCA}). The results show that the statistical power under dense scenarios was greatly improved by introducing PCA. Table 4 summarizes the power of the compared methods for continuous traits without covariates. We observe that when signals were sparse, the MTAF method was the most powerful method or performed similar to the most powerful method. On the other hand, when the signals were dense, MSKAT, MANOVA, and Multi-Phen were the powerful methods. Although the MTAF method had a slightly lower power, the performance of the MTAF method was close to these methods. Table 5 shows the results for continuous traits with two covariates. It shows that when confounders were included, only the MTAF method and MSKAT managed to preserve their power in both sparse and dense scenarios, while the performance of other methods deteriorated for the dense signal scenarios, especially when the number of traits got large. Table 6 shows the results for binary traits without covariates. Under this scenario, aSPU and aSPU-ex outperformed other methods. The MTAF method was slightly less powerful than aSPU methods, while TATES and minP performed well with sparse signal, but significantly underperforms with dense signals. In Table 7, we find that with two covariates, performance difference between the MTAF method and the aSPU methods diminished, and their powers were close in most simulations settings. Table 8 shows the results for mixed traits with two covariates. It should be noted that only four methods allow for mixture of binary and continuous traits, including MultiPhen, the MTAF method, TATES, and minP. Whereas we did not include MultiPhen in our comparison because it fails to control type I error as shown previously. According to the results, the MTAF method outperformed TATES and minP regardless of the number of traits, the strength of correlation, or the proportional of signals. In summary, MTAF was robustly one of the most powerful methods in all the simulation settings with various number of traits, strength of correlation, and proportion of signals, for both continuous traits and binary traits (or their mixture), with or without confounding covariates.
### Table 4: Power: continuous traits without covariates

| Sparsity | Correlation # Traits | Effect Size | MTAF_{PCA} | MTAF_{original} | MTAF | MSKAT | aSPU | aSPU-ex | MultiPhen | TATES | MANOVA | minP |
|----------|----------------------|-------------|------------|----------------|-------|-------|------|--------|----------|-------|--------|------|
| sparse   | 0.3                  | 10          | U(0.15,0.25) | 0.762          | 0.791 | 0.783 | 0.796 | 0.563  | 0.792    | 0.796 | 0.785  | 0.798 |
|          |                      | 50          | U(0.2,0.4)  | 0.787          | 0.822 | 0.816 | 0.825 | 0.688  | 0.807    | 0.826 | 0.904  | 0.836 |
|          |                      | 100         | U(0.15,0.3) | 0.779          | 0.924 | 0.919 | 0.843 | 0.400  | 0.656    | 0.845 | 0.895  | 0.894 |
| dense    | 0.6                  | 10          | U(0.15,0.25) | 0.907          | 0.858 | 0.905 | 0.918 | 0.590  | 0.859    | 0.918 | 0.799  | 0.918 |
|          |                      | 50          | U(0.2,0.4)  | 0.916          | 0.957 | 0.949 | 0.944 | 0.730  | 0.926    | 0.944 | 0.908  | 0.950 |
|          |                      | 100         | U(0.15,0.3) | 0.935          | 0.948 | 0.968 | 0.960 | 0.413  | 0.833    | 0.960 | 0.888  | 0.966 |

### Table 5: Power: continuous traits with covariates

| Sparsity | Correlation # Traits | Effect Size | MTAF_{PCA} | MTAF_{original} | MTAF | MSKAT | aSPU | aSPU-ex | TATES | minP |
|----------|----------------------|-------------|------------|----------------|-------|-------|------|--------|-------|------|
| sparse   | 0.3                  | 10          | U(0.15,0.3) | 0.769          | 0.760 | 0.765 | 0.784 | 0.390  | 0.781    | 0.789 | 0.785  | 0.798 |
|          |                      | 50          | U(0.05,0.12) | 0.808          | 0.629 | 0.812 | 0.865 | 0.134  | 0.422    | 0.866 | 0.866  | 0.914 |
|          |                      | 100         | U(0.02,0.1) | 0.615          | 0.418 | 0.637 | 0.716 | 0.082  | 0.266    | 0.716 | 0.334  | 0.742 |
| dense    | 0.6                  | 10          | U(0.05,0.15) | 0.907          | 0.907 | 0.907 | 0.907 | 0.301  | 0.701    | 0.933 | 0.627  | 0.933 |
|          |                      | 50          | U(0.05,0.12) | 0.909          | 0.654 | 0.964 | 0.987 | 0.119  | 0.630    | 0.987 | 0.457  | 0.988 |
|          |                      | 100         | U(0.02,0.1) | 0.929          | 0.437 | 0.936 | 0.970 | 0.074  | 0.348    | 0.970 | 0.273  | 0.974 |

### Table 6: Power: binary traits without covariates

| Sparsity | Correlation # Traits | Effect Size | MTAF | aSPU | aSPU-ex | TATES | minP |
|----------|----------------------|-------------|------|------|--------|-------|------|
| sparse   | 0.3                  | 10          | U(0.4,0.6)  | 0.747 | 0.837 | 0.839 | 0.805 |
|          |                      | 50          | U(0.4,0.6)  | 0.734 | 0.817 | 0.825 | 0.804 |
|          |                      | 100         | U(0.4,0.6)  | 0.761 | 0.818 | 0.832 | 0.818 |
| dense    | 0.6                  | 10          | U(0.2,0.3)  | 0.717 | 0.732 | 0.732 | 0.732 |
|          |                      | 50          | U(0.2,0.3)  | 0.734 | 0.747 | 0.747 | 0.747 |
|          |                      | 100         | U(0.2,0.3)  | 0.718 | 0.734 | 0.734 | 0.734 |

### Table 7: Power: binary traits with covariates

| Sparsity | Correlation # Traits | Effect Size | MTAF | aSPU | aSPU-ex | TATES | minP |
|----------|----------------------|-------------|------|------|--------|-------|------|
| sparse   | 0.3                  | 10          | U(0.4,0.6)  | 0.702 | 0.704 | 0.714 | 0.745 |
|          |                      | 50          | U(0.4,0.6)  | 0.745 | 0.725 | 0.753 | 0.800 |
|          |                      | 100         | U(0.4,0.6)  | 0.778 | 0.726 | 0.792 | 0.804 |
| dense    | 0.6                  | 10          | U(0.2,0.3)  | 0.610 | 0.589 | 0.590 | 0.590 |
|          |                      | 50          | U(0.2,0.3)  | 0.782 | 0.783 | 0.797 | 0.837 |
|          |                      | 100         | U(0.2,0.3)  | 0.548 | 0.534 | 0.525 | 0.490 |

### Table 8: Power: mixed traits with covariates and dense signals

| Correlation # Traits | Effect Size | MTAF | TATES | minP |
|---------------------|-------------|------|-------|------|
| 0.3                 | 10          | U(0.05,0.3) | 0.844 | 0.805 |
| 50                  | U(0.05,0.25) | 0.829 | 0.846 | 0.852 |
| 10                  | U(0.05,0.3) | 0.897 | 0.798 | 0.795 |
| 50                  | U(0.05,0.25) | 0.986 | 0.827 | 0.835 |
The Study of Addiction: Genetics and Environment (SAGE)

To further demonstrate the usage of the proposed method in real studies, we applied MTAF to The Study of Addiction: Genetics and Environment (SAGE) [Bierut et al., 2010] data from the database of Genotypes and Phenotypes (dbGaP) [Mailman et al., 2007], http://www.ncbi.nlm.nih.gov/projects/gap/cgi-bin/study.cgi?study_id=phs000092.v1.p1. SAGE is a case-control GWAS of addiction with unrelated individuals where cases are defined as individuals with Diagnostic and Statistical Manual of Mental Disorders 4th Edition (DSM-IV) alcohol dependence (lifetime) and potentially other illicit drug dependence. The individuals were selected from three large studies including the Collaborative Study on the Genetics of Alcoholism (COGA), the Family Study of Cocaine Dependence (FSCD), and the Collaborative Genetic Study of Nicotine Dependence (COGEND).

From dbGaP, We downloaded the data of 3,847 individuals who consented to provide their data for health research. Quality control was performed using PLINK 1.9 [Purcell et al., 2007]. We filtered data based on the genotyping rate (0.01), missingness (0.01), minor allele frequency (0.01), and Hardy-Weinberg equilibrium (p-value ≤ 0.01). After the filtering, we ended up with 3,557 individuals and 560,218 SNPs. In order to detect SNPs associated with addiction, we selected 18 traits (summarized in Table 9) that account for the addiction to alcohol, nicotine, marijuana, cocaine, opiates, and any other drug. Among these traits, 12 are binary and 6 are continuous. In addition, gender and race (black or white) are included in our analysis as confounding covariates.

We inspected the Pearson’s correlation among six continuous traits and Table 10 shows that all six traits are positively correlated. Then we applied the MTAF method to detect the associations between the SNPs and the 18 traits. To get accurate p-values at extremely small significance level (usually lower than $10^{-6}$) given limited computational resource, we performed the tests by adaptively increasing the number of permutations. We first set the number of permutation to be $B$ and filtered out insignificant SNPs with p-values greater than $5/B$ and updated the number of permutation to $10 \times B$. We started with $B = 100$ and repeat
Table 9: **SAGE data variables summary**

| variable name | description |
|---------------|-------------|
| nic_sx_tot    | number of nicotine symptoms endorsed |
| nic_sx1       | tolerance to nicotine |
| nic_sx2       | withdrawal from nicotine |
| cig_daily     | Has participant ever smoked cigarettes daily for a month or more? |
| mj_sx_tot     | number of marijuana dependence symptoms endorsed |
| mj_sx1        | tolerance to marijuana |
| mj_sx2        | withdrawal to marijuana |
| coc_sx_tot    | number of cocaine dependence symptoms endorsed |
| coc_sx1       | tolerance to cocaine |
| coc_sx2       | withdrawal to cocaine |
| op_sx_tot     | number of opiates dependence symptoms endorsed |
| op_sx1        | tolerance to opiates |
| op_sx2        | withdrawal to opiates |
| alc_sx_tot    | number of alcohol dependence symptoms endorsed |
| alc_sx1       | tolerance to opiates |
| alc_sx2       | withdrawal to opiates |
| max_drinks    | largest number of alcoholic drinks consumed in 24 hours |
| ever_oth      | Has participant ever used drugs other than marijuana, cocaine or opiates? |

Table 10: **Correlation of continuous traits in SAGE data**

|            | nicotine | marijuana | cocaine | alcohol | opiate | max drinks |
|------------|----------|-----------|---------|---------|--------|------------|
| nicotine   | 1        | 0.390     | 0.392   | 0.534   | 0.218  | 0.345      |
| marijuana  | 0.390    | 1         | 0.534   | 0.472   | 0.331  | 0.287      |
| cocaine    | 0.392    | 0.534     | 1       | 0.519   | 0.377  | 0.346      |
| alcohol    | 0.537    | 0.472     | 0.519   | 1       | 0.298  | 0.574      |
| opiate     | 0.218    | 0.331     | 0.377   | 0.298   | 1      | 0.175      |
| max drinks | 0.350    | 0.287     | 0.346   | 0.574   | 0.175  | 1          |
the above process until \( B = 10^7 \). By doing this, we managed to avoid permuting \( 10^7 \) times for most of the SNPs, and saved computation resource only for the most significant SNPs. Figure 2 shows the QQ-plot of the \(- \log_{10}(p\text{-values})\) of all the SNPs based on the MTAF method. As expected, the majority of the SNPs have p-values that are uniformly distributed, while only a small proportion of the SNPs has strong association with the phenotypes. Please be noted that the inflections observed in the QQ-plot are completely normal due to the adaptive permutation procedure. Figure 3 shows the p-values for all SNPs across 22 chromosomes in a Manhattan plot.

Figure 2: QQ-plot of p-values of the MTAF method testing the association between SNPs and multiple traits of substance dependence.

It was known that the SAGE dataset had no SNP achieving \( 5 \times 10^{-8} \) significance level. Instead, we set the significance level to \( 5 \times 10^{-6} \) and Yang et al. [2016] used the same level.
when they analyzed the SAGE dataset. At the significance level $5 \times 10^{-6}$, we identified 11 significant SNPs belonging to six genes as shown in Table 11. Most of these genes are related to the biological functions of nerve and brain, because addictions are considered to be related to mental health. Among these genes, EVI5 is a risk gene of multiple sclerosis (MS), a disease which causes damage to the nervous system [Hoppenbrouwers et al., 2008, Beecham et al., 2013]. Gouveia et al. [2019] found that ZNF385D is associated with cognitive function, and it was also reported to be associated with language impairment in previous literature [Gialluisi et al., 2019]. TPK1 produces thiamine pyrophosphate and its mutation can cause neurological disorder [Banka et al., 2014]. According to Davies et al. [2018], TPK1 is also associated with reaction time. Alzheimer’s disease (AD) is associated with LINC02008 which affects the age at onset and MIR4495 which affects memory performance. At last, CNTN1 is associated with AD, Parkinson’s disease (PD), and schizophrenia (SCZ) [Vacic et al., 2014, Beecham et al., 2014, Richards et al., 2020].

### Table 11: significant SNPs at $5 \times 10^{-6}$ level

| rsid  | chromosome | position | p-value  | gene     | diseases/traits associated |
|-------|------------|----------|----------|----------|---------------------------|
| rs1556662 | 1         | 9256466  | $4.0 \times 10^{-6}$ | EVI5     | MS [Hoppenbrouwers et al., 2008, Beecham et al., 2013] |
| rs1408916 | 1         | 92520700 | $3.1 \times 10^{-6}$ | EVI5     |                           |
| rs4847377 | 1         | 92557583 | $2.8 \times 10^{-6}$ | EVI5     |                           |
| rs4970712 | 1         | 92527990 | $3.8 \times 10^{-6}$ | EVI5     |                           |
| rs3108570 | 3         | 21855648 | $1.3 \times 10^{-6}$ | ZNF385D  | cognitive function and language impairment [Gouveia et al., 2019, Gialluisi et al., 2019] |
| rs7641064 | 3         | 8229346  | $1.4 \times 10^{-6}$ | LINC02008 | AD [Davies et al., 2018] |
| rs7645576 | 3         | 8227416  | $3.0 \times 10^{-6}$ | LINC02008 |                           |
| rs9852219 | 3         | 8232762  | $5.0 \times 10^{-6}$ | LINC02008 |                           |
| rs10224675 | 7        | 14495669 | $3.4 \times 10^{-6}$ | TPK1     | thiamine pyrophosphate production and reaction time [Banka et al., 2014, Davies et al., 2018] |
| rs11176569 | 12       | 40907530 | $2.0 \times 10^{-6}$ | CNTN1    | AD, PD, and SCZ [Vacic et al., 2014, Beecham et al., 2014, Richards et al., 2020] |
| rs2020139 | 12       | 97953656 | $3.1 \times 10^{-6}$ | MIR4495  | AD and memory performance [Davies et al., 2018] |

### Discussion

Although single-trait analysis methods have been widely used in multiple-trait studies, these methods may be insufficient when traits are truly correlated with each other. Hence, the multiple-trait association tests can increase statistical power by incorporating the information among traits. In this paper, we propose the MTAF method for multiple traits, by
Figure 3: Manhattan plot of the MTAF method testing the association between SNPs and multiple traits of substance dependence at a significance level of $5 \times 10^{-6}$
adaptively combining p-values from the single-trait analyses.

The MTAF method is very versatile for multiple-trait association testing. First, because the MTAF method only requires the p-values as inputs, it can process both continuous traits and binary traits simultaneously whenever p-values are provided. Second, we apply PCA on continuous traits to uncover hidden components underlying traits, which greatly improves the performance of MTAF when signals are weak and dense. Third, the MTAF method combines the one-sided p-values instead of two-sided p-values, which increases power given the effects of traits are in the same direction. When some of the traits are in the opposite direction of other traits, we can flip these traits such that all or most of the traits are positively correlated. At last, we paid special attention to the permutation test with covariates. By permuting the residuals of genotypes regressed on the covariates, we managed to control type I error while adjusting for confounders.

Relying on the permutation procedure to get the empirical p-values can be time-consuming when the validity of tiny p-values is required. Since in GWASs most SNPs have no significant effect on the traits, permuting the same number of times on each SNP is unnecessary and can be a waste of computing time and resources. A more efficient way is to permute the data iteratively on each SNP with the expectation that insignificant SNPs will be excluded in less permutation time. As a result, most SNPs get removed after the first few rounds and only significant SNPs require a large number of permutation time. We show the reduction in time complexity by the following example. Starting with $B = 100$, the chance that a SNP gets removed in the first round is 0.05. If the SNP remains, we would start the second round $B = 1000$ and the chance that the SNP gets removed in the second round would be 0.045 which is the difference between the chance of remaining in the first round 0.05 and the chance of advancing to the third round 0.005. Following the procedure, if we stop at $B = 10^7$, the expected permutation times for a SNP would be $0.95 \cdot 100 + 0.045 \cdot 1000 + \ldots + 4.5 \cdot 10^{-6} \cdot 10^7 \approx 45 \cdot \log_{10}(10^7)$, which is logarithmic time $\log_{10}(B)$. On the contrary, if we fix the permutation times at $10^7$, the expected permutation
times would be linear time $B$. Therefore, we reduce the time complexity from linear time to logarithmic time.

A SNP may not always influence the traits directly. Instead, it may indirectly affect correlated traits through an unobserved component, in which case, uncovering the hidden component can enhance the statistical power given correlated traits. In the MTAF method, we use PCA to uncover this potentially hidden component. By detecting the associations between the SNP and hidden components, we may increase the statistical power. This idea was supported by our simulation study in which PCA largely improved the statistical power under dense scenarios. Thus, depending on the correlation structure, PCA may increase the power of testing when traits are correlated.

Despite the advantages of the MTAF method, several limitations can be addressed in future work. First, the MTAF method can only analyze the single variant at this moment, the set-based analysis is common in GWASs though. [Cai et al. 2020] proposed a set-based AF method and the MTAF method might be extended to the set-based analysis or pathway analysis in the future. Second, the p-values are adaptively combined in the MTAF method and we do not aim at selecting the most related traits for the identified SNPs. Thus, in our future work, we can develop a method to provide a list of traits that are most related for each identified SNP. At last, because we need to permute the residuals of genotypes to control for type I error while adjusting for confounders or covariates, the MTAF method requires the individual-level genotype data to perform the test. However, the individual-level data are not always available or often require special permissions since they are considered as identifiable data. In the future work, we would explore whether the MTAF method can be extended to use the GWAS summary statistics without requiring the individual-level data.
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