Abstract—Quantum computers can speed up computationally hard problems. However, to realize their full potential, we must mitigate qubit errors (from noise) by developing noise-aware algorithms, compilers, and architectures. Thus, simulating quantum programs on classical computers with different noise models is a de-facto tool that is used by researchers and practitioners. Unfortunately, noisy quantum simulators iteratively execute the same circuit across multiple trials (shots) – thereby incurring high-performance overheads.

To address this, we propose a noisy simulation technique called Tree-Based Quantum Circuit Simulation (TQSim). TQSim exploits the reusability of the intermediate results during the noisy simulation and reduces computation. TQSim dynamically partitions a circuit into several subcircuits. It then reuses the intermediate results from these subcircuits during computation. As compared to a noisy Qulacs-based baseline simulator, TQSim achieves an average speedup of $2.51 \times$ across 48 different benchmark circuits. Additionally, across benchmarks, TQSim produces results with a normalized fidelity that is within 0.016 range of the baseline normalized fidelity.

I. INTRODUCTION

Lately, quantum computing (QC) hardware has achieved impressive results [2], [47], [50]. Several works have demonstrated the value of QC in cryptography [38], unstructured database search [18], and quantum system simulation [29]. However, access to real quantum computers continues to be limited, with industry players having around just over 20 quantum systems [23]. Quantum circuit simulation is seen as a mechanism that helps developers accelerate and validate QC-related research and overcome these constraints [19]. However, simulating gate-based quantum circuits is challenging. This is because, as the number of qubits in a quantum circuit grows, its computational state space also grows exponentially. What makes quantum circuit simulation even more challenging is the necessity to incorporate the effect of noise, i.e. the noisy simulation.

Quantum algorithms designed for near-term Noisy Intermediate-Scale Quantum (NISQ) computers rely on simulations that try to mimic the effect of noise in physical quantum computers. Quantum simulators, while employing multiple shots, could take up to $100 \times$ higher execution time to simulate noisy quantum circuits. Previous optimization techniques for quantum circuit simulation [16], [42], [44], [48] and parallelization methods, i.e. multiprocessing and GPU simulation, focus on improving the performance of the single-shot simulation process. We observe that there exists significant room for improving the performance of the multi-shot simulation process. The goal of this paper is to design a performance-efficient simulator for NISQ-era quantum algorithms and quantum computers.

Figure 1 shows the simulation time of the 15-qubit Quantum Fourier Transform ($QFT$) circuit for ideal and noisy simulation while executing on two 16-core Intel® Xeon® 6130 processors. The simulation time for the noisy circuits is $170 \times$ to $335 \times$ higher than that for the ideal circuits.

![Fig. 1: Simulation time (in seconds) of ideal and noisy simulation for a 15-qubit Quantum Fourier Transform ($QFT$) circuit while executing on two 16-core Intel® Xeon® 6130 processors. The simulation time of the noisy circuits is $170 \times$ to $335 \times$ higher than that for the ideal circuits.](image-url)
lines in Figure 2b have similar noisy operators. For those parts, modern NISQ simulators tend to repeat similar computations across multiple shots. Fortunately, one can reduce the computation by reusing these intermediate states. Figure 2c shows the noisy circuits when we reuse the intermediate states after gate B. This could reduce the total computation by 25%. Based on this insight, this paper presents a tree-based quantum circuit simulator called TQSim. TQSim is a Statevector-based simulator that reuses intermediate states to speed up noisy quantum simulation on a classical computer.

TQSim partitions the quantum circuit into subcircuits and executes them separately. The resulting subcircuit states, except for the one from the last subcircuit, are called intermediate states. TQSim reuses the intermediate states across multiple simulation shots. For instance, the circuit in Figure 2 has two subcircuits - the first one contains gates A, B and the second one contains gates C, D. The resulting state from the first subcircuit is thus reused twice.

TQSim faces two key challenges. First, decide how to efficiently partition the quantum circuit. Second, determine the number of reuses for each intermediate state. We observe that if we generate a large number of subcircuits, we can achieve an increasingly high speedup. However, it also requires a large memory capacity, as several more intermediate states would now need to be stored. Furthermore, if we can increase the reuse for these intermediate states, we can achieve significant performance gains. However, naively increasing the number of reuses can reduce the accuracy of the final result. Therefore, we need to maintain a balance between the obtainable speedups and desired final accuracy of the noisy quantum circuit simulator.

To address these challenges, TQSim proposes a dynamic circuit partition (DCP) technique that dynamically determines the circuit partitions and shot distributions according to the error rates and gate count of the circuit. This enables DCP to obtain a high speedup while producing results that are close to ones obtained from a precise noisy simulator.

We evaluate TQSim using 48 quantum circuits from 8 different circuit classes. We show that TQSim can have up to 3.89 \times speedup over baseline implementation for noisy simulation. On average, TQSim provides an average speedup of 2.51 \times. Furthermore, TQSim produces a result with a normalized fidelity that is within 0.016 range of the normalized fidelity of baseline result. On average, the difference between TQSim normalized fidelity and baseline normalized fidelity is 0.006.

II. BACKGROUND AND MOTIVATION

A. Quantum Computing: Bits and Gates

A quantum bit or qubit is the basic unit in quantum computing (QC). Its state, \( |\psi\rangle \), can be expressed as:

\[
|\psi\rangle = \alpha |0\rangle + \beta |1\rangle
\]

Here \(|0\rangle\) and \(|1\rangle\) are two basis states that are orthogonal to each other and the \(\alpha\) and \(\beta\) are their corresponding probability amplitudes. For an n-qubit quantum system, there are \(2^n\) basis states, therefore, the number of amplitudes for the n-qubit system is \(2^n\). The state of a given qubit system is generally expressed as a Statevector, of all the amplitudes.

B. Quantum Computing: Circuits

Quantum algorithms are expressed as circuits. A circuit is a list of quantum gates that need to be applied, in order, to modify the initial quantum state. Similarly, a quantum subcircuit is a consecutive sub-list of the original list of gate operations in the circuit. The five commonly used gates are, X, Y, Z, Hadamard (H), and CNOT.

C. Ideal Quantum Circuit Simulation

An ideal quantum circuit simulator multiplies the matrix representations of the quantum gates in the given circuit to the initial Statevector. The resulting Statevector is deemed as

\[\text{Ideal simulation and noisy operators.}
\]

\[\text{Flow of the baseline Statevector simulator.}
\]

\[\text{Flow of TQSim.}
\]
Memory Usage (MB)

10 10 10 10
Circuit Width

(a) 3-qubit Bernstein-Vazirani circuit.
(b) Classical simulation of the 3-qubit Bernstein-Vazirani circuit.

Fig. 3: Quantum circuit for the Bernstein-Vazirani algorithm and equivalent computation for its classical simulation.

the final state of the simulator from which the final outcome is sampled. We use the Bernstein–Vazirani (BV) algorithm [5], shown in Figure 3a, to describe the computation in a quantum circuit simulation. As shown in Figure 3b, the unitary matrix represents the gates and their interactions. This matrix is multiplied with a Statevector that describes the initial state. The outcome is sampled from the resulting Statevector.

D. Noisy Quantum Circuit Simulators: Taxonomy

Broadly, there are two practical methods for performing noisy quantum circuit simulation.

1) Density Matrix Simulator: A Density Matrix can be used to represent mixed states. It can be obtained by Equation 1 as shown below:

$$\rho = \sum_i p_i |\psi_i\rangle \langle \psi_i|$$  \hspace{1cm} (1)

where the $p_i$ is the probability of $|\psi_i\rangle$. The size of the Density Matrix is $2^n \times 2^n$ (where ‘n’ is the number of qubits). Thus its memory usage increases double exponentially with the number of qubits. As Density Matrix can represent mixed states, for noisy simulation, it only requires one full simulation and all the required outcomes can be sampled from the same resulting Density Matrix. However, the memory usage of the Density Matrix simulator limits its usability.

2) Statevector Simulator: Statevector simulation helps overcome the memory capacity overheads of the Density Matrix simulation technique. In the Statevector method, the Statevector that represents the initial state is multiplied by the matrix operator (described in Section II-C). The size of the Statevector is $2^n$, which has $2^n \times$ lower memory usage as compared to the Density Matrix simulator. As the Statevector can only represent pure quantum states, for noisy simulation, a Statevector simulator repeats the whole simulation process across several thousands of shots.

E. Noisy Simulation Using Statevector Simulator

The noisy-version of the quantum circuit is generated by inserting noise operators into the original quantum circuit [4]. Figure 4a shows the potential locations in the original circuit for these noise operators. Figure 4b shows the computations performed for the noisy simulation. This linear increase in computations with respect to the number of shots intuitively explains the performance overheads.

F. Quantifying the Overheads in Noisy Circuit Simulators

The main limitation of the Density Matrix simulator is its memory usage which is $O(2^{2n})$. As shown in Figure 5, the memory usage of Density Matrix is exponentially greater than the Statevector method (which is $O(2^n)$). For instance, for a quantum state with 16 qubits, the Statevector simulator requires only 1MB memory capacity while the Density Matrix simulator requires ~64GB of memory capacity.

Figure 6 shows the single-shot execution time for the Density Matrix and the Statevector simulators. The execution time of the Density Matrix simulator is several times greater than the Statevector simulator. For instance, for a circuit width of 16, the Statevector and the Density Matrix simulators require 9ms and 1788 seconds respectively executing on two 16-core Intel® Xeon® 6130 processors. Thus, for enabling a scalable simulation tool, we select the Statevector simulator to implement our proposal.
III. DESIGN: TREE-BASED QUANTUM SIMULATOR

This section presents the design of the Tree-Based Quantum Circuit Simulator (TQSim). TQSim uses a circuit partitioner to divide the given quantum circuit into subcircuits and determines the number of shots for each subcircuit.

Figure 7a shows the three-subcircuit representation of the 3-qubit BV circuit. For this representation, Figure 7b shows the simulation tree when using the baseline simulator. The simulation tree has the following characteristics. First, the root node is the initial state, $|\psi_1\rangle$. Second, the internal nodes with depth of $i + 1$ represent the $i_{th}$ subcircuit. Third, the arity of a given node indicates the number of reuses of the resulting state from that subcircuit. For example, in the baseline simulation, we have no reuses, therefore, the arity of all the nodes in Figure 7b is 1 except for the root node.

A. TQSim: Organization

TQSim creates a simulation tree with nodes on the same layer all having the same arity. We use the following notation for the tree structure (assuming $k$ subcircuits):

$$(A_0, A_1, ..., A_{k-1})$$

The $A_i$ is the arity of the nodes with a depth of $i$. For example, as the baseline simulation shown in Figure 7b incurs 64 shots, its simulation tree can be represented as $(64,1,1)$. In this representation, we can calculate the number of instances of $i_{th}$ subcircuit using the following equation:

$$i_{th} \text{ Subcircuit Instances} = \prod_{j=0}^{i-1} A_j$$

The total number of outcomes of a TQSim simulation tree, therefore, is $\prod_{j=0}^{k-1} A_j$.

B. Dynamic Circuit Partition (DCP)

1) Motivation: A straightforward and naive technique would be to equally partition the quantum circuit into $k$ subcircuits and uniformly distribute the shots. However, in this method, the total number of nodes increases exponentially as the depth of the tree increases. For example, if we have 3 subcircuits with 1000 total shots, we end up with an TQSim tree structure of $(10,10,10)$. This results in the first subcircuit being simulated 10 times, the second subcircuit 100 times, and the third subcircuit 1000 times. We can see there is a large gap between the number of instances for each subcircuit with the front subcircuits having very few instances and potentially reducing the accuracy. To address this, we propose a Dynamic Circuit Partition (DCP) method that actively determines the number of shots for the first subcircuit based on the given error rates and tries to provide speedup while maintaining accuracy.

2) The First Subcircuit: In the TQSim design, the first subcircuit is the portion of the original circuit that gets simulated the least number of times. Therefore, it is vital to determine how many shots we need to allocate for the first subcircuit. To ensure both near-optimal speedups and accuracy, we generate the first subcircuit with the minimum number of gates - determined based on the state copy overhead and will discuss more in detail in Section III-C. We then calculate its overall error rate using Equation 3.

$$\text{First Subcircuit Error Rate} = 1 - \prod_{i}(1 - e_i)$$

Where $e_i$ are the probabilities of inserting a noise operator after each of the gates in the first subcircuit. We use this error rate to calculate the number of shots for the first subcircuit such that we achieve very high accuracy and speedup. To this end, we reuse the concept of statistical sampling on the total number of shots.

For our analysis, we can consider that a part of the whole population involved in sample size calculation is of a special type. Specifically, the whole population is the total number of shots and the special type of population are the noisy circuits. The proportion of the noisy circuits is equal to the error rate of the first subcircuit. We calculate the number of shots for the first subcircuit with a confidence level of 95% and 5% margin of error using Equation 4 given below:

$$A_0 \geq \frac{z^2 \cdot \hat{p} (1 - \hat{p})}{\varepsilon^2} + \frac{1}{1 + \frac{z^2 \cdot \hat{p} (1 - \hat{p})}{\varepsilon^2 \cdot N}}$$

Where $'z'$ is the z-score of the given confidence level, $\varepsilon$ is the margin of error, $'N'$ is the total number of shots, and $\hat{p}$ is the overall error rate of the first subcircuit.

3) Remaining Subcircuits: Since the shot calculation for the first subcircuit ensures high accuracy, the key objective for partitioning the subsequent subcircuits is for maximizing speedup. DCP equally partitions the remaining part of the quantum circuit into ‘$k$’ subcircuits and assigns an equal arity to the rest of the subcircuits. In total DCP generates $(k + 1)$ subcircuits. Since $N = \prod_{j=0}^{k} A_j$, we can calculate the number of shots allocated to each subcircuit by Equation 5 as described below:

$$A_1, ..., A_k = A_r = \left\lfloor \frac{N}{\sqrt[k]{A_0}} \right\rfloor$$

If the calculated $A_r$ for the rest of the subcircuits is less than 2, it means we do not reuse any of the intermediate states. Thus, for optimal speedup, TQSim selects the maximum number of subcircuits (the maximum value of ‘$k$’) such that $A_r \geq 2$. It then adjusts the generated uniform sequence, by adding
Fig. 7: Graphical representation of the Bernstein-Vazirani circuit and the baseline simulation tree. The baseline simulation tree has 193 nodes – 192 subcircuit nodes and 1 initial state node. The baseline simulation produces 64 outcomes.

one to each individual shot starting from the first subcircuit. This ensures that TQSim always produces at least the user-specified number of outcomes. Figure 8 shows a simulation tree of the 3-qubit Bernstein-Vazirani circuit with three TQSim generated subcircuits.

Fig. 8: Simulation tree of TQSim using Dynamic Circuit Partition (DCP). The TQSim structure is (16,2,2). The simulation tree has 113 nodes and produces 64 outcomes.

C. Tradeoff: Number of Subcircuits vs State-Copy Overhead

The number of subcircuits determines the upper bound on the achievable speedup. For example, with two equal length subcircuits, one can obtain a maximum speedup with a TQSim structure of (1, N). The corresponding maximum speedup is \( \frac{1+N}{2N} \approx 1.5 \) and ignores the accuracy measure. On the other hand, we can easily achieve a similar speedup with a higher accuracy using more subcircuits.

The maximum speedup with ‘k’ equal-length subcircuits is \( \frac{k-1+N}{kN} \), where ‘N’ is the number of shots. We can see that the maximum speedup increases as ‘k’ increases. Therefore, a higher number of subcircuits results in a potentially higher speedup. However, we cannot naively increase the number of subcircuits as each additional subcircuit imposes a memory overhead (for storing the state) and execution overhead (for copying the state). To address the memory overhead constraint, we set the maximum number of subcircuits such that their size does not exceed the current memory capacity limit. To address the execution time overhead, we profile the state-copy cost, using a set of profiling circuits, and normalize it to the execution time of one gate. We use the state-copy cost to select the maximum number of subcircuits.

The final maximum number of subcircuits will be the minimum of the two limits we calculated with memory constraint and execution constraint.

D. Individual Qubit Error Rates

An important factor that affects the output accuracy is the individual qubit error frequency. We use a 12-qubit Quantum Fourier Transform (QFT) circuit to illustrate the result. The initial state we use for the QFT_12 circuit is the equal superposition state. The resulting state for QFT_12, therefore, should be \( |\psi> = |0>_0 \otimes |0>_1 \otimes |0>_2 \otimes |0>_3 \otimes |0>_4 \otimes |0>_5 \otimes |0>_6 \otimes |0>_7 \otimes |0>_8 \otimes |0>_9 \otimes |0>_10 \otimes |0>_11 \). Therefore, any measurement of \( |1> \) state from a qubit indicates a qubit error.
The fidelity is one, whereas fidelity is zero for two completely different (orthogonal) states.

\[ F_s(P_{\text{ideal}}, P_{\text{output}}) = \left( \sum_x P_{\text{ideal}}(x) P_{\text{output}}(x) \right)^2 \]  

(6)

One problem with the fidelity metric is that \( F_s \) is not 0 when the output is completely random, i.e., the \( P_{\text{output}} \) is uniform. To address this, we use the normalized fidelity metric, as defined by Hashim et. al. [20] and Lubinski et. al. [30], as shown below:

\[ F(P_{\text{ideal}}, P_{\text{output}}) = \frac{F_s(P_{\text{ideal}}, P_{\text{output}}) - F_s(P_{\text{ideal}}, P_{\text{uni}})}{1 - F_s(P_{\text{ideal}}, P_{\text{uni}})} \]  

(7)

For quantum simulators that do not model noise, we can evaluate the accuracy of a framework by first running the circuit on an ideal reference simulator and then running the same circuit on the proposed simulator, and computing their output similarity. This methodology is used by several prior works [42], [46]. Unfortunately, to quantify the accuracy of TQSim, we can not directly use normalized fidelity. This is because TQSim is designed to accelerate noisy quantum circuit simulations. Even on the baseline simulator, we may not get identical output simulations with the same ‘N’ shots due to the probabilistic nature of noise. Therefore, for a fair comparison, we first calculate a reference normalized fidelity using the baseline simulator and compare it with the normalized fidelity of TQSim. Closely matched normalized fidelity values show the baseline result and TQSim result are interchangeable.

B. Benchmarks

We use quantum circuits with 6 to 25 qubits from Qasm-Bench, Qiskit, Cirq, and Quacles [10], [12], [24], [41]. We use arithmetic quantum circuits such as Adders, Multipliers, Quantum Fourier Transform (QFT), Quantum Phase Estimation (QPE). These circuits are used as subroutines for factorization, chemistry simulation, and quantum search algorithms. Table I summarizes key parameters for these circuits such as the number of qubits and gate counts. Moreover, we use near-term quantum algorithms such as Quantum Approximate Optimization Algorithm (QAOA) and Bernstein Vazirani (BV) [5], [15]. These algorithms can be run on existing noisy quantum computers [9], [22].

To rigorously evaluate the accuracy and speedup of TQSim, we use Quantum Supremacy (QSC) and Quantum Volume (QV) circuits. These circuits are non-trivial to simulate due to lack of structure. QSC and QV circuits are also used to benchmark quantum hardware. For example, to compute the Quantum Volume, QV circuits are run on both the simulator and the real hardware wherein output from a simulator is used as a reference. Unfortunately, with increasing qubits, noisy QV simulations require exponentially longer time compared to ideal simulations. TQSim can help speed up such noisy simulations.
C. Simulation Parameters

1) Number of Shots: For speedup tests, we use 32,000 shots across benchmarks. We ensure that the number of shots is sufficient for the noisy quantum circuits with 6 to 25 qubits used in our evaluations. Additionally, we perform sensitivity tests that vary the number of shots and examine the accuracy and speedups of TQSim. For the two sensitivity tests on the accuracy, we reduce the number of shots to 1000 and 3200 respectively to amplify the effect of noise.

2) Noise Models: We use depolarizing noise model to highlight the benefits of TQSim. Additionally, for sensitivity studies, we select a set of circuits that have different characteristics to verify the accuracy of TQSim with an exhaustive set of noise models that are constructed using error channels including: thermal relaxation, amplitude damping, phase damping, and readout error.

1) Depolarizing Channel (DC): Uses Pauli operators (I, X, Y, Z) to model errors.
2) Thermal Relaxation Channel (TR): Models the decoherence of the qubit system. The channel is constructed using the T1, T2 and gate time of a quantum computer.
3) Amplitude Damping (AD): Models energy relaxation of the qubit systems through a set of Kraus operators. In our test, we use a damping ratio of 0.01.
4) Phase Damping (PD): Phase damping channel also uses a set of Kraus operators to model phase damping noise. We use a damping ratio of 0.01.
5) Readout Error (RE): During measurement, a measured classical bit is been flipped with a given probability.

The characteristics of the noise models we use for the sensitivity studies are listed in Table II.

| Name        | Error Channel(s)   |
|-------------|--------------------|
| DC          | Depolarizing Channel |
| DCR         | DC with Readout Error |
| TR          | Thermal Relaxation Channel |
| TRR         | TR with Readout Error |
| AD          | Amplitude Damping Channel |
| ADR         | AD with Readout Error |
| PD          | Phase Damping Channel |
| PDR         | PD with Readout Error |
| ALL         | All Channels Combined |

3) Error Rate: Our evaluations use realistic device error rates obtained from Google Sycamore [1], [2]. For error channels that don’t have profiled parameters from actual devices, we select the error parameters that cause a large noise effect on the result. For example, we use a damping ratio of 0.01 for both amplitude and phase damping channels. This is because a larger damping ratio will force the resulting state to be relaxed to the ground state and a smaller damping ratio have a negligible effect on the result.

D. System Configuration

We evaluate TQSim simulator on a platform with two Intel® Xeon® Gold 6130 processors @ 2.10 GHz, each has 16 physical cores with 192GB DDR4-2666 memory. We also evaluate the performance of TQSim design on a GPU-driven simulation setup using NVIDIA® V100 card with 16 GB of VRAM. Both baseline and TQSim use all compute cores and threads in CPU and GPU respectively.
V. EVALUATION

We use Qulacs \cite{14} as our baseline noisy quantum circuit simulator \footnote{The ideas on computation reuse that are proposed in the paper are focused on optimizing simulation time and accuracy in the presence of noise. Thus, they are independent of the choice of the underlying ideal simulator. The user will continue to experience the benefits of TQSim even if they replace Qulacs \cite{14} with any other simulator.}

A. TQSim: Performance

Figure 11 shows the performance of TQSim over the baseline Qulacs simulator for all the benchmark circuits. Overall, TQSim is 1.59× to 3.89× faster compared to baseline simulator and on average it provides 2.51× speedup. In general, the circuits with small width and depth, such as ADDER circuits, have the least room for improvement as we can not partition them into a large number of subcircuits. TQSim still achieves 2.2× speedup for such circuits.

With increasing circuit depth and gate count, we can increase the number of subcircuits to enable higher speedup. However, to maintain a high simulation accuracy for the realistic error rates, TQSim limits the maximum number of subcircuits. For example, to simulate QFT_14 that has 472 gates with a 0.1% gate error rate, TQSim partitions the input circuit into seven subcircuits and assigns 500 shots to the first subcircuit. This results in a theoretical maximum speedup of 3.53×. As shown in Figure 11E, TQSim provides 3.21× speedup for QFT_14, which is close to the theoretical maximum speedup. This indicates that the benefits of circuit partition and state reuse are higher than the overhead in creating copies for subcircuits.

The circuits with large width and small depth can not be partitioned into multiple subcircuits. Also, the intermediate state transfer overhead for the high width subcircuit is significantly higher than circuits with a smaller width. These two factors result in lower speedups for such benchmarks. For example, the BV circuits in Figure 11B can only be partitioned into 2 subcircuits. They show a speedup of 1.61×-1.89×. Table III shows the simulation time of three medium-scale circuits (18-20 qubits).

| Benchmark | Baseline Simulation Time (min) | TQSim Simulation Time (min) | Speedup |
|-----------|-------------------------------|----------------------------|---------|
| QV_18     | 21.5                          | 9.7                        | 2.33×   |
| QV_20     | 55.4                          | 36.6                       | 1.53×   |
| QFT_20    | 46.4                          | 16.1                       | 2.88×   |

Figure 11 summarizes the speedups with respect to both the circuit width and the gate count. From Figure 11A we observe that the main challenge of TQSim simulator is the relatively low speedups for circuits with high width and low depth, i.e. square circuits. However, square circuits have high fidelity on NISQ hardware. The real challenge is when we want to study how noise impacts the fidelity of circuits with higher depth. Circuits with large depth are significantly more prone to errors and noise, studying the effect of noise methodically becomes hard. Simulating quantum circuits with parametric noise can help us better understand the impact of noise on fidelity. Unfortunately, simulating high-depth circuits on a conventional quantum simulator is slow. For example, the baseline simulator takes around 46 minutes to simulate a medium-size 20-qubit QFT circuit for 32,000 shots, whereas TQSim solves this problem 2.88× faster compared to baseline simulations.

B. TQSim: Outcome Accuracy as Compared to Baseline

Figure 12 shows the differences between baseline normalized fidelity and TQSim normalized fidelity. For all benchmarks, we observe a difference of normalized fidelity values less than 0.016. The benchmark circuits cover a wide range of circuit width, length, and types of output distributions. Thus, with a fixed number of shots, we observe a wide range of baseline normalized fidelity. Still, TQSim manages to provide a result with a normalized fidelity that is within 0.016 range of the baseline normalized fidelity. We provide a more in-depth analysis of the accuracy of the TQSim as compared to baseline results in Section V.E.

C. Tradeoff: Outcome Accuracy versus Speedup

We examine the relation between speedup and the accuracy of the output distribution. To that end, we use a 9-qubit QPE circuit that has 120 gates as it is sensitive to the TQSim structure. Furthermore, we lower the total number of shots to 1000 to amplify the difference between baseline and TQSim in the output distributions. DCP generates one TQSim structure. Beyond that, we have manually created four additional TQSim structures that have a higher speedup potential but sacrifice accuracy. Thus, in total, we compare five TQSim structures with the baseline simulator. All the TQSim structures are having the same circuit partition but different shot allocations. Table IV shows the five TQSim structures and their maximum possible speedups. The maximum possible speedups for each TQSim structure is estimated by calculating the node ratios between its TQSim and baseline simulation tree.

For accuracy purposes, we repeat the same experiment 10 times and take the mean normalized fidelity value. Figure 13 shows the mean normalized fidelity difference across 48 benchmarks. The average and maximum difference is only 0.006 and 0.016 (negligible) respectively.

Fig. 12: Baseline and TQSim normalized fidelity difference across 48 benchmarks. The average and maximum difference is only 0.006 and 0.016 (negligible) respectively.
| TQSim Structure | Maximum Speedup |
|-----------------|-----------------|
| (250,2,2)       | 1.71x           |
| (20,10,5)       | 2.36x           |
| (10,10,10)      | 2.70x           |
| (5,10,20)       | 2.84x           |
| (2,2,250)       | 2.98x           |

shows the speedups and the mean normalized fidelity differences for each TQSim structure. TQSim can produce a highly accurate result with up to 2.52x speedup. Beyond that, a small increment in speedup causes a large drop in accuracy.

**Fig. 13:** Speedups and difference in normalized fidelity for QPE_9 using 5 TQSim structures as compared to baseline simulator while executing on two 16-core Intel® Xeon® 6130 processors.

**D. Sensitivity: Varying Number of Shots**

The total number of shots is an important factor for circuit partition. We present a sensitivity test with QPE_9 circuit using 1000 to 32000 shots. For accuracy measure, we repeat each experiment 10 times and report the mean speedup value and normalized fidelity.

![Speedup and Normalized Fidelity](image)

(a) Speedup of TQSim as the number of shots varies.  
(b) Baseline normalized fidelity and TQSim normalized fidelity for a different number of shots.

**Fig. 14:** Impact on speedup and accuracy of TQSim when varying the number of shots. These experiments are running on two 16-core Intel® Xeon® 6130 processors.

The total number of shots limits the height of the simulation tree and therefore limits the speedup. Figure 14a shows the speedups of TQSim with a different number of shots. The speedup increases from 1.3x to 3.1x as the total number of shots increases from 1,000 to 7,000. After that, the speedup value gradually saturates and eventually reaches 3.8x for 32,000 shots.

Figure 14b shows the normalized fidelity values for both baseline simulator and TQSim. The baseline normalized fidelity saturates at 0.85 from 9000 shots onward. The maximum difference in normalized fidelity between baseline result and TQSim result is 0.008.

**E. Sensitivity: Varying Noise Models**

In this section, we select three circuits that have different characteristics and output distributions to analyze the accuracy of TQSim. For each experiment, we repeat the simulation 10 times and report the average normalized fidelity for both baseline result and TQSim result.

With the baseline simulator, we observe that the depolarizing channel has the largest effect on the accuracy measure, thus, we use the parameters from depolarizing channel to generate the TQSim structure and use it across all noise models experiments for each circuit.

1) **QFT_12:** The 12-qubit QFT circuit outputs an equal superposition state when the input is $|0\rangle^{12}$ and outputs a $|0\rangle^{12}$ state when input is the equal superposition state. The initial state we use is $|0\rangle^{12}$ and we insert a set of Hadamard gates at the beginning of the circuit to make the output distribution in between of a uniform distribution and a distribution with a single possible output.

Figure 15a shows the accuracy results for QFT_12. The QFT_12 is not very prone to readout error as the error may convert a correct outcome to another correct outcome. However, its large gate count makes it sensitive to other error channels. With an all-combined noise model, the normalized fidelity dropped to 0.3 as compared to 0.9 when using the thermal relaxation channel. TQSim results are closely matched with baseline results for all noise models.

2) **QPE_9:** The QPE circuit estimates the phase (eigenvalue) corresponding to an eigenvector of a unitary operator. The eigenvalue this 9-qubit QPE circuit estimates is $\frac{1}{7}$ and cannot be exactly represented by a 9-bit fixed-point number. Thus, the output distribution is a narrow bell curve with high probability existing around fixed-point representations of the numbers that are closest to $\frac{1}{7}$.

Figure 15b shows the experimental results for QPE_9. The ideal output distribution of QPE_9 has fewer possible outcomes as compared to QFT_12, thus, it is more prone to readout errors. QPE_9 sensitive to DC, TR and AD due to its high gate count. This results in a very low normalized fidelity for QPE_9 when using an all-combined noise model. In all cases, TQSim produces a closely matched result across noise models.

3) **BV_10:** The 10-qubit BV Circuit has a single possible output which is the hidden string encoded in the oracle function. We set the hidden string to be all ones.

Figure 15c shows the accuracy results for BV_10. Since the ideal output has a single possible output, the readout error channel has the largest effect across all three benchmark circuits selected. Due to its shallow circuit depth, the effects of other error channels are much smaller. Again, TQSim manages to produce a result that is closely matched with the baseline result for all noise models tested.
Fig. 15: Normalized fidelity values for three benchmark circuits executing with nine noise models. The error channels each noise model contains is listed in Table II. For circuits with different output distributions and executing with different noise models, TQSim manages to produce a closely matched results.

F. TQSim: GPU-based Quantum Circuit Simulation

Figure [16] shows the performance for TQSim running on GPU compared to baseline Qulacs simulator also running on the same GPU. Our evaluations show similar results as the CPU simulator. This is expected as TQSim does not alter the parallel structure of the original computation task. Current optimization techniques, such as multiprocessing and GPU acceleration, for quantum circuit simulations are for the single-shot simulation. Therefore, the only overhead added by TQSim on the GPU simulator is the communication overhead between GPU and TQSim scheduler. Our evaluation shows that the overheads are negligible compare to the overall simulation time.

Fig. 16: The performance of TQSim-GPU as compared to Qulacs-GPU simulator for 48 benchmark circuits. The first six bars show the speedups for the six ADDER circuits, the rest of the bars can be interpreted in the same manner. The experiments are running on NVIDIA® Tesla® V100 GPU.

VI. DISCUSSION

A. Limitations of TQSim

We observe a reduction in TQSim speedup for both CPU and GPU with an increasing number of qubits for benchmarks like BV and QV. For these circuits, the total number of gates scales linearly with the number of qubits. As a result, the size of quantum states scales exponentially faster compared to circuit partition opportunities. For such square-shaped circuits, beyond 35 qubits, the overhead of creating copies of intermediate state can outweigh the reduction in computation enabled by TQSim. On the other hand, TQSim shows a significant speedup for key quantum circuits and subroutines such as QAOA, QFT, and QPE, wherein the total gates scale polynomially with qubits. Overall, TQSim can significantly enhance users’ ability to analyze the impact of noise on key quantum benchmarks.

B. Case Study: Grid Search for QAOA Parameters

TQSim can enable significantly faster design cycles. To illustrate this, we use TQSim and baseline simulators to run QAOA circuits designed to solve the Max-Cut problem. In Max-Cut, we want to partition all nodes of an input graph into two sets that maximize the number of edges that connect vertices from different sets. Figure [17] shows the two graphs and the optimal partition we use in our study. To run QAOA we need an input graph and two circuit parameters: beta and gamma. The range for both beta and gamma is (0, π). We use grid search with a step size of 0.1 to find the optimal beta and gamma that produces the optimal cut with a high probability. To search this parameter space, we need 32 * 32 = 1024 QAOA circuits for each graph.

Fig. 17: Graphs for QAOA case study and their results.

The tables in Figure [17] show optimal beta and gamma obtained for two graphs with TQSim and baseline. The expected cost of Max-Cuts, beta, and gamma values from the baseline simulator and the TQSim simulator are almost identical for both graph 1 and graph 2.
Quantum simulators and software tools will play a vital role in designing, verifying, and tuning the quantum circuits [8], [31], [36]. For example, quantum compilers optimize circuits by reducing the number of gates and tailoring quantum executables to enhance the application fidelity [7], [26], [28], [32]–[34], [37], [39], [43], [49]. Moreover, recent works focus on architecture and runtime systems for quantum architectures [8], [13], [14], [21], [25], [28]. The simulations tools, especially noise simulators, would be even more important in the future. This is because researchers will need to understand the impact of noise on different algorithms, compilers and architectures.

A. Ideal Simulation Optimization

Prior work HyQuas [48] for example, partitions the quantum circuit into multiple subcircuits by its depth and uses different simulation techniques for each subcircuit to enable speedup for ideal simulation. CutQC [42], on the other hand, partitions the quantum circuit into subcircuits along its width such that each subcircuit requires fewer qubits and can be executed on a smaller quantum computer and can be post-processed to generate complete output.

A recent work reduces the time for quantum circuit simulation by using gate fusion, data-level and thread-level parallelism, and improving cache utilization [16], whereas qHiPSTER [40], is a distributed quantum circuit simulator that can leverage multi-node HPC clusters. Many works focus on reducing the memory requirement of quantum simulation by using knowledge graphs, decision trees, and data compression [22], [44], [45]. Moreover, a class of quantum circuit simulators can simulate special quantum circuits efficiently [6], [17], [45].

Prior works on simulation methods primarily focus on ideal quantum circuits that sample from a single probability distribution [16], [40], [42], [48]. TQSim can be combined with techniques proposed to improve single-shot simulation time to achieve an even better simulation result.

B. Inter-Shot Noisy Simulation Optimization

Li et. al [27] proposed an inter-shots redundancy elimination technique. It searches, among all the noisy-version circuits, for the identical circuit portions and preserves intermediate states to save computation for those redundancies. Since the targets of elimination are identical computations, the accuracy of the final result is not affected. The experiment results show the redundancy elimination method can eliminate up to 90% or more computations for a small to medium scale circuit. However, the ratio of absolute redundancy drops as the gate count in the circuit increases. Under the current error rates that are profiled from Google’s Sycamore Quantum Computer, the ratio of redundancy drops to near zero as the gate count exceeds 200. The differences between the two methods are summarized in this section as follows:

1) Pre-processing overhead: The redundancy elimination method requires first generating all the noisy circuits and then searching for the common pattern among them. This introduces both memory overhead for storing the noisy circuits and execution overhead for searching.

2) Scalability: Both TQSim and redundancy elimination methods face scalability issues. In both methods, the available memory limits the number of additional states that can be preserved and any additional intermediate state also introduces state copy overhead. Beyond this, the scalability of the Redundancy Elimination Method is also limited by the length of the circuit. As the number of gate increases in the circuit, the proportion of the circuit that has consecutive identical gates decreases. As a result, the ratio of absolute identical subcircuits across shots decreases.

3) Experimental Results: Figure 18 shows the experiment results of the redundancy elimination method applied to the benchmarks used in this paper. For circuits with less than 150 gates, the redundancy elimination method performs very well and can have up to 2× the speedup as compared to TQSim. However, as the gate count further increases, the speedup of the redundancy elimination method drops below TQSim and stays close to 1.

VIII. Conclusion

Noisy quantum circuit simulators help the development of new algorithms and enable rapid design space exploration in the NISQ-era. Unfortunately, noisy quantum simulators iteratively execute noisy versions of the same circuit across

![Fig. 18: Experiment results of redundancy elimination (Redun-Elim) method as compared to TQSim. Noise is modelled using the depolarizing channel. The x label shows the benchmark name, width, and the number of gates it contains. The experiments are running on two 16-core Intel® Xeon® 6130 processors.](image-url)
multiple shots and can incur up to 100× higher performance overheads as compared to ideal simulation.

To address this, we propose TQSim, a simulator that leverages computational reuse by using some intermediate results across multiple shots in a noisy quantum circuit simulation task. To enable this, TQSim dynamically partitions the sub-circuits and proposes an efficient shot-assignment method. We develop TQSim to execute on CPUs and GPUs. Overall, our experiments show that TQSim achieves an average of 2.51× speedup over existing noisy simulators while producing a result with a normalized fidelity that is within 0.016 range of baseline result.
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