Gradient-Free optimization algorithm for single-qubit quantum classifier
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In the paper, a gradient-free optimization algorithm for single-qubit quantum classifier is proposed to overcome the effects of barren plateau caused by quantum devices. A rotation gate $R_X(\phi)$ is applied on a single-qubit binary quantum classifier, and the training data and parameters are loaded into $\phi$ with the form of vector-multiplication. The cost function is decreased by finding the value of each parameter that yield the minimum expectation value of measuring the quantum circuit. The algorithm is performed iteratively for all parameters one by one, until the cost function satisfies the stop condition. The proposed algorithm is demonstrated for a classification task and is compared with that using Adam optimizer. Furthermore, the performance of the single-qubit quantum classifier with the proposed gradient-free optimization algorithm is discussed when the rotation gate in quantum device is under different noise. The simulation results show that the single-qubit quantum classifier with proposed gradient-free optimization algorithm can reach a high accuracy faster than that using Adam optimizer. Moreover, the proposed gradient-free optimization algorithm can quickly completes the training process of the single-qubit classifier. Additionally, the single-qubit quantum classifier with proposed gradient-free optimization algorithm has a good performance in noisy environments.

PACS numbers:

I. INTRODUCTION

Classification has been one of the main issues in Quantum Machine Learning[1–4]. There are several types of quantum classifiers, some are inspired by their classical counterparts with their kernel parts replaced by a high-depth quantum circuit[5, 6], some are inspired by neural networks with multi-layer quantum circuit structures[7–11], and others are termed quantum circuit learning with a hybrid quantum-classical (HQC) structure[12–19].

By using a small amount of quantum resources, quantum classifiers based on HQC structure have become a promising candidate in the Noisy Intermediate Scale Quantum (NISQ) era. For examples, Ref.[17] presented a multiple data re-uploading method to increase circuit expressability, in which a quantum circuit was organized as a series of data re-uploading and single-qubit processing units. Ref.[18] built a model with only two qubits in quantum circuit that could simultaneously manipulate two classes of training samples. Furthermore, Ref.[19] trained multi-class data, more than 2 classes, simultaneously for classification tasks in the qubit system.

The gradient-based parameter optimization method inside quantum classifier, such as Adam optimizer, may cause the barren plateau[20] (i.e., vanishing gradient) problem. There are some solutions to overcome this issue. For instance, a layer wise learning optimization method was proposed by A. Skolik et al.[21] to update only subset of parameters in each training iteration. A Bayesian optimization (BO) based on Gaussian process regression (GPR) and noisy expected improvement (NEI) was proposed by G. Iannelli et al.[22] to provide a more precise estimation of the ground state energy in a few iterations. An efficient method for simultaneously optimizing both the structure and parameter values of quantum circuits was proposed by M. Ostaszewski et al.[23] by finding the angle of rotation that yield the minimum cost value directly for all the parameterized gates. However, these works focus mainly on applying the methods in the variational quantum eigensolver (VQE) area, it may not yield a higher accuracy when transfer these solutions to solve the classification tasks directly.

In this work, we propose a gradient-free optimization algorithm for a single-qubit quantum classifier. In this algorithm, a rotation gate $R_X(\phi)$ applied on one qubit initialized as $|0\rangle$ can be regarded as a binary quantum classifier. Training data and parameters of the quantum classifier are loaded into $\phi$ with the form of vector-multiplication. The cost function is decreased by finding the value of each parameter that yield the minimum expectation value of measuring the quantum circuit until it meet the stop condition. After several iterations, the cost function is converged and the optimal parameters are obtained. The classification information of an unclassified data can be determined by the result with the highest probability after measuring the circuit.

The advantages of the proposed gradient-free optimization algorithm are three-fold: 1) Compared with gradient-
based algorithm, gradient-free optimization algorithm requires lesser computations, which can save more computing resources; 2) Parameters are loaded as weights of each component of training data in single-qubit quantum classifier, which can save more qubits and quantum gates resources and further reduce the barren plateau problem; 3) The updated value of parameter is calculated with the usage of statistical average method, which can increase the accuracy of classification.

II. GRADIENT-FREE OPTIMIZATION ALGORITHM FOR SINGLE-QUBIT QUANTUM CLASSIFIER

In this section, we present the proposed gradient-free optimization (GFO) algorithm for a single-qubit quantum classifier in details.

The framework for optimizing parameters of the single-qubit quantum classifier is given in Fig.1. Due to the nature of the GFO algorithm that only one of all parameters in quantum circuit is updated in each iteration while other parameters are fixed, we suppose that the former \( i-1 \) parameters are have been updated already. In training processes, a rotation gate \( R_X(\phi) = \exp(-i\frac{\phi}{2} \sigma_X) \) applying on one qubit is used as the quantum circuit, where \( \phi \in (-\pi, \pi) \) is the angle of rotation and \( \sigma_X \) is the Pauli-X matrix. \( \vec{X} = (x_1, \ldots, x_n) \) is a \( n \)-dimension training data in a batch used for updating the \((i-1)\)-th parameter and \( \vec{X}' \)s are selected randomly from the training dataset which is defined as \( S = \{ \vec{X}, f(\vec{X}) \} \), \( f(\vec{X}) = 0 \) or 1 is the label of \( \vec{X} \). The method of loading training data and parameters is to perform multiplication operation between two \( n \)-dimensional vectors, \( \vec{X} \) and \( \vec{\theta} \), which makes two inputs into a single number, e.g. \( \phi = \sum_{i=1}^{n} \theta_i x_i \), \( \vec{\theta} = (\theta_1, \ldots, \theta_n) \) is the parameter vector need to be tuned for the quantum classifier. After loading a batch of training data \( \vec{X}'s \) and parameter vector \( \vec{\theta} \) into the quantum circuit, the value of cost function \( C_{\theta_{i-1}} \) specified by the \((i-1)\)-th parameter, where \( C_{\theta_{i-1}} = \frac{1}{M} \sum_{m=1}^{M} (1 - |\langle M\rangle_{\vec{X}'_m, \vec{\theta}_{i-1}}|^2) \), is obtained by using Hermitian operator \( M \) to measure the quantum circuit. \( \vec{X}'_m \) is the \( m \)-th training data in the batch. \( C_{\theta_{i-1}} \) is checked whether it satisfy the stop condition of training processes. If so, output the optimal parameter vector \( \vec{\theta}^* \) for testing processes; if not, continue to update the \( i \)-th parameter \( \theta_i \) in \( \vec{\theta} \). In testing processes, an unclassified data \( \vec{X}_{\text{unclassified}} \) and \( \vec{\theta}^* \) are loaded into the same quantum circuit termed single-qubit quantum classifier. The classification information of \( \vec{X}_{\text{unclassified}} \) can be obtained after performing measurements.

Here, we focus on the details of finding the optimal parameter vector \( \vec{\theta}^* \).

Inspired by optimization strategies in Ref.[23], the expectation value of a quantum circuit with structure \( U \) and initial state \( \rho \) can be rewritten as a function of angle \( \phi \), which has sinusoidal form as \( \langle M \rangle_{\phi} = \text{Tr}((MU\rho U^\dagger)) = A \sin(\phi + B) + C \), where \( A, B \) and \( C \) are coefficients need to be determined. In this work, we consider the problem of minimizing the value of cost function \( C_{\theta_i} \) by maximizing every \( \langle M \rangle_{\vec{X}'_m, \theta_i} \) part. Clearly, it can be ensured if the coefficients are estimated. Therefore, the expectation value characterized by the \( i \)-th parameter when training data is \( \vec{X}_m \) can be expressed as

\[
\langle M \rangle_{\theta_i} = \text{Tr}[MR_X(\phi)\rho R_X^\dagger(\phi)] = \text{Tr}[Me^{-i\sigma_X(\theta_imx_im + \theta'_m X'_m)/2}\rho e^{i\sigma_X(\theta_imx_im + \theta'_m X'_m)/2}] = \frac{1}{2} \big( \langle M \rangle_0 - \langle M \rangle_\pi \big) \cos(\theta'_m X'_m) + \big( \langle M \rangle_\frac{\pi}{2} - \langle M \rangle_{-\frac{\pi}{2}} \big) \sin(\theta'_m X'_m) \cos(x_{im}x_{im}) + \frac{1}{2} \big( \langle M \rangle_\frac{\pi}{2} - \langle M \rangle_{-\frac{\pi}{2}} \big) \cos(\theta'_m X'_m) + \frac{1}{2} \big( \langle M \rangle_0 - \langle M \rangle_\pi \big) \sin(\theta'_m X'_m) \sin(x_{im}x_{im}) + 1 \big( \langle M \rangle_0 + \langle M \rangle_\pi \big),
\]

where \( \theta'_m X'_m = \sum_{j=1}^{n} \theta_j x_{jm}, j \neq i \), and other \( n-1 \) parameters, except \( \theta_i \), are fixed to their current values. \( \langle M \rangle_0, \langle M \rangle_\pi, \langle M \rangle_{\pi/2} \) and \( \langle M \rangle_{-\pi/2} \) are achieved by set the value of \( i \)-th parameter as \( 0, \pi, \pi/2, -\pi/2 \). From the sine function of the identity \( \arcsin(x) + \arcsin(x) + c = \sqrt{a^2 + b^2}\sin(x + \arctan(2a, b)) + c \), we can obtain a compact expression of Eq.(1), which it’s easy to locate the maxima at \( x_{im}x_{im} = \pi/2 \). Therefore, the updated value of the \( i \)-th parameter has the expression as

\[
\theta_{im}^{\text{upd}} = \text{arg max} \langle M \rangle_{\theta_i} = \frac{\pi}{x_{im}} \frac{1}{2} \arctan \big( \frac{\langle M \rangle_0 - \langle M \rangle_\pi}{\langle M \rangle_{\pi/2} - \langle M \rangle_{-\pi/2}} \big) \cos(\theta'_m X'_m) + \frac{1}{x_{im}} \arctan \big( \frac{\langle M \rangle_{\pi/2} - \langle M \rangle_{-\pi/2}}{\langle M \rangle_0 - \langle M \rangle_\pi} \big) \cos(\theta'_m X'_m) + \frac{1}{x_{im}} \arctan \big( \frac{\langle M \rangle_0 - \langle M \rangle_{-\pi/2}}{\langle M \rangle_{\pi/2} - \langle M \rangle_\pi} \big) \sin(\theta'_m X'_m).
\]

The \( i \)-th parameter can not be optimized by one training data but a batch, a strategy of make the average value of \( m \) \( i \)-th updated parameters is used in each iteration,

\[
\theta_{i}^{\text{upd}} = \frac{1}{M} \sum_{m=1}^{M} \theta_{im}^{\text{upd}},
\]

where \( M \) is the number of training date in a batch. The algorithm finds each updated parameter in \( \vec{\theta} \) sequentially for all \( i = 1, \ldots, n \) in order to complete cycle by cycle until a stop condition is met. The gradient-free method is summarized in Algorithm 1.
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FIG. 1: The framework for optimizing parameters of the single-qubit quantum classifier. Arrow lines in the figure represent the flow of information. In the training processes (body lines), training data $\overrightarrow{X}$ and parameters $\theta$ are fed into the position of $\phi$ of the rotation gate with the form of vector-multiplication. The value of cost function is obtained by measuring the quantum circuit and check that whether it’s lesser than the given stop condition. If not, continue the next parameter-optimizing iteration where other parameters are fixed but update the $\theta_i$ only; if so, turn into the testing processes (dot lines), feed the optimal parameters vector $\theta^*$ and an unclassified data $\overrightarrow{X}_{\text{unclassified}}$ into the same circuit which named single-qubit quantum classifier. The classification information of $\overrightarrow{X}_{\text{unclassified}}$ can be specified by the result with the highest probability after measuring the circuit.

III. SIMULATION

In this section, we demonstrate the feasibility of the proposed GFO algorithm by simulations. Here, we use 10000 training samples and 1000 testing samples for each class, which are selected randomly from the MNIST dataset. We deal with each sample into 32 dimensions by Rough Grid Feature method[24], and use PennyLane[25] module in Python to realize the proposed algorithm. The simulations of GFO algorithm are performed separately based on circuits with and without noise deriving from the imperfection of quantum gate. We compare the optimizing results of the proposed GFO algorithm with Adam optimizer. Parameters of the quantum circuit has been updated for 15 loops each simulation.

We first consider the case that the quantum gate without noise. Fig.2 shows the classification accuracy(a) and the value of cost(b) against time for a two-class classification task. As it’s shown in Fig.2(a), in the beginning of optimizing, the fluctuation range of GFO algorithm is larger than that of Adam optimizer when the value of cost decreases. However, the convergence of GFO algorithm tends to be stable, appearing to be an advantage over Adam optimizer. As shown in Fig.2(b), GFO algorithm can achieve a high classification accuracy faster than Adam optimizer.

Furthermore, we consider the quantum gate which is affected by five different types of quantum noise, i.e., bit flip, depolarizing, phase damping, phase flip, and amplitude damping. We set that the rotation gate in quantum device has one of the five types of noise with 5% probability.

Results in Fig.3 show the case of bit flip noise. Fig.3(a) demonstrates that the convergence ability of GFO algorithm is better than Adam optimizer. While from Fig.3(b), one can see that GFO algorithm is able to reach a high accuracy faster than Adam optimizer.

Results in Fig.4 show the case of depolarizing noise. Fig.4(a) shows that the convergence ability of GFO algorithm is a bit weaker than that of Adam optimizer in the early stage but better later. Fig.4(b) shows that GFO algorithm can achieve a high classification accuracy faster, but the Adam optimizer can reach a higher accuracy than the GFO algorithm eventually. As the training process goes on, the GFO algorithm can maintain a stable and high classification accuracy, which is better than Adam optimizer.

Results in Fig.5 show the case of phase damping noise. Fig.5(a) shows that GFO algorithm has ability of resisting the phase damping noise and keeping stable contin-
FIG. 2: The classification accuracy and the cost function against the time of 15 loops for the two-class classification task, where (a) is the classification accuracy and (b) is the cost function.

FIG. 3: The classification accuracy and the cost function against the time of 15 loops for the two-class classification task with bit flip noise in quantum gate, where (a) is the classification accuracy and (b) is the cost function.

uous convergence, while Adam optimizer has a better convergence ability than GFO algorithm but fluctuate during later time. Fig.5(b) shows that GFO algorithm can achieve a high classification accuracy faster but with a large range of fluctuation in early time. Finally, GFO algorithm can maintain a stable and high classification accuracy, outperforming itself than Adam optimizer.

Results in Fig.6 show the case of phase flip noise. Fig.6(a) shows that GFO algorithm does not has a good ability of resisting the phase flip noise as Adam optimizer. Fig.6(b) shows that GFO algorithm can achieve a high classification accuracy more quick, but the eventual accuracy of Adam optimizer is higher.

Results in Fig.7 show the case of amplitude damping noise. As is shown in Fig.7(a), the convergence ability of GFO algorithm is weaker than Adam optimizer. Fig.7(b) shows that GFO algorithm can achieve a high classification accuracy faster but Adam optimizer can reach a higher accuracy eventually.

In general, GFO algorithm has a certain ability of resistance to noises and can keep the ability of continuous convergence. Although GFO algorithm is affected by the randomly initialized parameters, which makes the optimization performance of GFO algorithm fluctuate in early stage of training processes, GFO algorithm can always achieve a high classification accuracy faster than Adam optimizer and maintain stable in later stage. As gradients do not need to be calculated, GFO algorithm saves lots time of calculating and can quickly complete the training process of the single-qubit quantum classifier. While Adam optimizer is affected badly with different noise and use different time to finish the training processes in different noise environment.
FIG. 4: The classification accuracy and the cost value against the time of 15 loops for the two-class classification task with depolarizing noise in quantum gate, where (a) is the classification accuracy and (b) is the cost value.

FIG. 5: The classification accuracy and the cost function against the time of 15 loops for the two-class classification task with phase damping noise in quantum gate, where (a) is the classification accuracy and (b) is the cost function.

IV. DISCUSSION AND CONCLUSION

In this work, we have proposed a gradient-free algorithm for parameter optimization in a single-qubit quantum classifier. By loading training data and parameters in a summation form, only one rotation gate have been used in quantum circuit. The proposed gradient-free algorithm has used to optimize only one parameter each time, resulting in a shorter time for completing the training process of the single-qubit classifier. Furthermore, we have simulated the classification tasks with the GFO single-qubit quantum classifier, and have compared the results with that using Adam optimizer. The simulation results have shown that the single-qubit quantum classifier with proposed gradient-free optimization algorithm has obtained a higher accuracy and a shorter time than that using Adam optimizer. Additionally, the single-qubit quantum classifier with proposed gradient-free optimization algorithm has have a good performance in a noisy environment.

For the further work, we will focus on how to increase the the expression power of quantum circuit where parameters can optimized by this algorithm for other complexity classification tasks.
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Gradient-free optimization algorithm for single-qubit quantum classifier

\begin{algorithm}
\textbf{Require:} Initialize the parameters $\theta$, randomly, where $1 \leq i \leq n$; set batch size $M$ (we set $M$ as 10 in this work); a stop condition;
\begin{algorithmic}
\STATE \textbf{loop} \label{loop}
\STATE Calculate the value of cost function as cost-now.
\FOR{$i = 1$ to $n$} \label{for}
\FOR{$m = 1$ to $M$} \label{for2}
\STATE Estimate $\langle M \rangle_{0}, \langle M \rangle_{x}, \langle M \rangle_{z}$, and calculate $\bar{a}, \bar{b}, \bar{\theta}_{m}, X_{m}$;
\STATE $a = \frac{1}{M}[(\langle M \rangle_{0} - \langle M \rangle_{x})\cos(\bar{\theta}_{m}X_{m}) + (\langle M \rangle_{z} - \langle M \rangle_{-})\sin(\bar{\theta}_{m}X_{m})]$;
\STATE $b = \frac{1}{M}[(\langle M \rangle_{x} - \langle M \rangle_{-})\cos(\bar{\theta}_{m}X_{m}) + (\langle M \rangle_{0} - \langle M \rangle_{z})\sin(\bar{\theta}_{m}X_{m})]$;
\STATE $\bar{\theta}_{im} \leftarrow \frac{1}{X_{im}}(\bar{a} - \arctan2(a, b))$;
\ENDFOR \label{endfor}
\STATE Get the average: $\bar{\theta}_{i}^{\text{opt}} = \frac{1}{M} \sum_{m=1}^{M} \bar{\theta}_{im}^{\text{opt}}$.
\STATE Calculate cost value: cost-new.
\IF{cost-new < cost-now} \label{if}
\STATE $\bar{\theta}_{i}^{\text{opt}}$ changed;
\STATE cost-now = cost-new.
\ELSE
\STATE $\bar{\theta}_{i}^{\text{opt}}$ remain the same.
\ENDIF
\ENDFOR \label{endloop}
\end{algorithmic}
\end{algorithm}
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FIG. 6: The classification accuracy and the cost function against the time of 15 loops for the two-class classification task with phase flip noise in quantum gate, where (a) is the classification accuracy and (b) is the cost function.
FIG. 7: The classification accuracy and the cost function against the time of 15 loops for the two-class classification task with amplitude damping noise in quantum gate, where (a) is the classification accuracy and (b) is the cost function.