Abstract – Rewriting methods have been developed for the study of coherence for algebraic objects. This consists in starting with a convergent presentation, and expliciting a family of generating confluences to obtain a coherent presentation – one with generators, generating relations, and generating relations between relations (syzygies). In this article we develop these ideas for a class of monoids which encode the representation theory of complex symmetrizable Kac-Moody algebras, called plactic monoids. The main tools for this are the crystal realization of plactic monoids due to Kashiwara, and a class of presentations compatible with a crystal structure, called crystal presentations. We show that the compatibility of the crystal structure with the presentation reduces certain aspects of the study of plactic monoids by rewriting theory to components of highest weight in the crystal. We thus obtain reduced versions of Newman’s Lemma and Critical Pair Lemma, which are results for verifying convergence of a presentation. Further we show that the family of generating confluences of a convergent crystal presentation is entirely determined by the components of highest weight. Finally we apply these constructions to the finite convergent presentations of plactic monoids of type $A_n, B_n, C_n, D_n,$ and $G_2$, due to Cain-Gray-Malheiro.
1. INTRODUCTION

Plactic monoids of classical type are objects that encode the representation theory of finite dimensional complex semisimple Lie algebras. These objects enjoy a rich structure, and may be studied via different approaches: combinatorial, algebraic, geometric, and rewriting theory. The algebraic approach, due to Kashiwara, is centered around a notion of directed labeled graphs called crystals. A key concept in the theory of crystals are the vertices of elements of highest weight. The rewriting approach, due to Cain-Gray-Malheiro, provides finite convergent presentations for the plactic monoids, called column presentations. Convergent presentations allow for the study of the monoid via means of rewriting theory, where one can obtain a finite polygraphic resolution of the given monoid, which gives rise to a finitely generated free resolution of the monoid. The first step in this construction consists of identifying the generating relations between relations, also called the generating syzygies, that is a coherent presentation. Squier’s coherence theorem states how one can obtain a coherent presentation from a given convergent one. In this article, we prove a version of Squier’s theorem in the context of plactic monoids, by taking into account the fact that the crystal structure of the monoid interacts nicely with the sets of generators and relations of the column presentation. More precisely we show that Squier’s coherent extension is entirely determined by identifying the generating relations between relations at highest weight.

1.1. Plactic monoids

Plactic monoids are objects in mathematics that appear in the study of many, seemingly unrelated, problems. Initially Schensted [30] in 1961 uses the notion of Young tableau in an algorithmic solution to the problem of finding the longest monotonic subword of a given word $w$ in the alphabet $A_n = \{1, 2, \ldots, n\}$. In particular he introduces a notion of insertion which produces a tableau $P(w)$ from a word $w$, which contains relevant information on subwords of $w$. In 1970, Knuth [20] identifies the Knuth relations as the generating relations for the congruence on $A_n$ defined by $P(w_1) = P(w_2)$. Lascoux and Schützenberger [22] define and formally study the free monoid $A_n \ast$ quotiented by the Knuth relations, and call it the plactic monoid of type $A_n$. This plactic monoid of type $A_n$ finds many applications in algebra and representation theory of type $A_n$, algebraic objects, that is the symmetric group $S_n$, the general lineal group $GL_n(\mathbb{C})$, the special linear algebra $SL_n(\mathbb{C})$. For instance Schützenberger [31] uses it to give one of the first proofs of the Littlewood-Richardson, which is a result used to compute products of Schur functions, and tensor products of irreducible representations of $GL_n(\mathbb{C})$ or of the symmetric group $S_n$. A very detailed account of the plactic monoid $Pl(A_n)$ and its combinatorial realization can be found in [28].

With the emergence of the plactic monoid of type $A_n$ as a combinatorial tool which finds application in problems representation theory of type $A_n$, similar objects and constructions were searched for the other types of classical algebraic objects. To this end, Kashiwara [18] introduces a plactic monoid associated to any complex symmetrizable Kac-Moody algebra $\mathfrak{g}$. He achieves this in his study of representations of quantum groups Kac-Moody algebras $U_q(\mathfrak{g})$, via a notion of crystals. These are certain directed labeled graphs which encode the weight decomposition of integrable representations of $U_q(\mathfrak{g})$ and moreover there in a tensor product of crystals which models the tensor product of representations of $\mathfrak{g}$. Then the the elements of the plactic monoid $Pl(\mathfrak{g})$ may be viewed as the weight spaces of some in-
1.2. The study of monoids via rewriting theory

Rewriting theory is a discipline of mathematics that finds applications in studying algebraic objects via certain presentations. In the context of monoids, these presentations are pairs of sets $X = (X_1, X_2)$, with $X_1$ being the generators, and $X_2$ the oriented generating relations, i.e. the elements of $X_2$ are of the form $u \Rightarrow u'$ for $u, u' \in X_1^*$. The monoid presented by $X$ is the quotient $\overline{X} := X_1^*/\sim_{X_2}$, where $\sim_{X_2}$ is the congruence on $X_1^*$ generated by the relations in $X_2$. To such a presentation we associate a rewriting system $\mathcal{R}(X) := (X_1^* \mid tu \Rightarrow tu'$, for $u \Rightarrow u' \in X_2$, $t, v \in X_1^*)$. Two non-degeneracy properties of $X$ which facilitate the study of $\overline{X}$ are those of termination, which asserts that no infinite rewriting sequences $w_1 \Rightarrow w_2 \Rightarrow w_3 \Rightarrow \cdots$ exist; and confluence which states if a word $w \in X_1^*$ can be rewritten to two different words $w_1, w_2$, then $w_1$ and $w_2$ can be rewritten to a common word $w_3$. For a more detailed exposition of rewriting theory, see [19].

One advantage of convergent presentations of monoids is that they provide an algorithmic approach for the homotopical and homological study of the given monoid. In the classical work of Eilenberg-Maclane [3], for a given monoid $M$ they construct an $\infty$-dimensional CW-complex $Z$ such that its homotopy group $\pi_1(Z)$ is isomorphic to the universal enveloping group of the given monoid $M$. One can then use $Z$ for the study of homological invariants of $M$. However $Z$ can be very large, though if $M$ comes with a convergent presentation, one can collapse parts of it to obtain a much smaller and computationally-suitable CW-complex $Z'$ which preserves the homotopical structure of $Z$, see Brown [3]. The work of Guiraud-Malbos in [9] adopts a categorical language to express these notions. Moreover, they show that a finite convergent presentation $X = (X_1, X_2)$ of a monoid can be extended to an $\infty$-tuple $(X_1, X_2, X_3, \cdots)$ of sets, called a polygraphic resolution of $M$. Informally one may view the polygraphic resolution of $M$ as the data of generating $n$-cells via which one can construct any $n$-cell in the categorical version of $Z'$ simply by gluing the generators. As an application of this, one obtains an integrable representation of $g$, e.g. an element $p_\mu$ as a $\mu$-weight space of a representation $V_\mu$. The product of two elements $p_\mu \rtimes q_\nu$ corresponds to the $(\mu + \nu)$-weight space of $V_\mu \otimes V_\nu$. In other words, the plactic monoid $PI(g)$ is a model for the representation theory of $g$. These objects fulfill the desired goal for the plactic monoids of other classical types: they encode important algebraic information, and moreover lead to proofs of the Littelwood-Richardon rule in larger generality, see the work of Littelmann [26, 27].

Of particular interest are the plactic monoids of classical type $PI(A_n)$, $PI(B_n)$, $PI(C_n)$, $PI(D_n)$, and $PI(G_2)$, which correspond to the complex Lie algebras $sl_n$, $sp_{2n}$, $so_{2n+1}$ and $G_2$. Drawing from the theory of $PI(A_n)$, where the elements and product admit suitable combinatorial realizations, similar constructions were searched for the plactic monoids of other types. This enables one carry the study of representation theory of complex Lie algebra to a very rich combinatorial world. This was achieved in the works of Lecouvey [24, 23, 25] where he used adapted notions of tableau and insertion to realize the plactic monoids of classical type. A key notion in phrasing his constructions is that of admissible columns, due to Kashiwara-Nakashima [18]. In particular, Lecouvey gives presentations of the plactic monoids by generators and relations. The work of Cain-Gray-Malheiro [4] extends the work of Lecouvey by producing presentations for $PI(A_n)$, $PI(B_n)$, $PI(C_n)$, $PI(D_n)$, and $PI(G_2)$, where the generators are columns, and the generating are oriented and of the form $c_1c_2 \Rightarrow (c_1 \leftrightarrow c_2)$, where $(c_1 \leftrightarrow c_2)$ denotes the Schensted insertion of the column $c_2$ into $c_1$. Their presentations satisfy the properties of termination and confluence, and this opens up an approach for studying the plactic monoids via rewriting theory.
explicit free resolution of $\mathbb{Z}$ over $\mathbb{Z}M$, and since the construction of the generating $n$-cells in $[9]$ is very algorithmic, one may use an algorithmic approach for the homological study of $M$. The polygraphic resolution is a cofibrant replacement of the monoid $M$ relative to the folk-model on $(\omega, 1)$-categories, see $[21]$. We remark here that the approach of studying the homology of an algebraic object via convergent presentations also appears in the work of Anick $[1]$ and Hoffbeck-Guiraud-Malbos $[8]$ for associative algebras, and the work of Khoroshkin-Dotsenko $[5]$ for operads.

The first step in constructing a polygraphic resolution from a convergent presentation $A(f, g)$ of a monoid $M$ consists in identifying the set of generating 3-cells $w_3$, i.e. syzygies, which may be viewed as generating relations between relations. Such a triple $(X_1, X_2, X_3)$ where coherent presentation of the $M$. Squier’s coherence theorem describes how one can produce a coherent presentation from a convergent presentation $(X_1, X_2)$. The crucial notion in phrasing the theorem is that of the set $LBr(X)$ of local branchings of $X$, consisting of pairs of rewriting steps $(f, g)$ with $f, g \in R(X)$. This set is equipped with a partial order $\sqsubseteq$ generated by the relations $(f, g) \sqsubseteq (tfv, tgv)$ for $t, v \in X_1^*$. The minimal elements $(f, g)$ of $LBr(X)$ with respect to $\sqsubseteq$ are called critical branchings. Squier’s theorem states that if we take $X_3$ to consist of 3-cells of the form for each critical branching $(f, g)$ then $(X_1, X_2, X_3)$ is a coherent presentation for the monoid $M$. The work of Guiraud-Malbos $[10]$ provides a deterministic and algorithmic procedure for expliciting these generating 3-cells, via a notion of normalization strategies, which produces the pair $(f', g')$ from $(f, g)$. This approach has been employed to describe the coherence relations for different monoids by: Gaussent-Guiraud-Malbos $[7]$ for Artin monoids; by Hage-Malbos $[12]$ for the plactic monoid $Pl(A_n)$; by Hage-Malbos $[11]$ for the Chinese monoid.

1.3. Organization of the article

In this article we consider introduce a class of presentations that are compatible with a crystal structure, and show that this compatibility leads to a reduced process of obtaining coherence from convergence.

To this end, we begin Section 2 by recalling the necessary notions for phrasing the results of this article. The first part of this section, recalls the notion of a convergent presentation as well as two classical results in verifying convergence: Newman’s Lemma and the Critical Pair Lemma. We then recall Squier’s theorem which asserts how one obtains a coherent presentation from a convergent one, as well as the notion of normalization strategies. We remark that the exposition of these notions is based on $[9]$ and hence is done in a categorical language. The second part of this section recalls the notions of crystals, and of the plactic monoids of classical type. We give the definition of crystals according to Joseph $[15]$, though we restrict our considerations to a category of crystals denoted $g – \text{cryst}$ as in the work of Hénriques-Kamnitzer $[13]$. The advantage of this category is that it contains the crystals of classical type, and moreover satisfies a Schur’s Lemma. A simplified way to view crystals, due to Stembridge $[33]$ and Cain-Gray-Malheiro $[4]$, is as directed labeled graphs satisfying certain finiteness
conditions. Two key notions for crystals are connected components, and vertices of highest weight, which are vertices that no edge enters. We recall how the crystal structure extends to the free monoid generated by the vertices of the crystal $\Gamma$, as well as the crystal congruence $\sim_{\Gamma}$ which identifies the isomorphic connected components in $\Gamma^*$. We then recall the notions of plactic monoids as quotients $\Gamma^*/\sim_{\Gamma}$, and describe the combinatorial realization of $\text{Pl}(A_n)$. Finally we recall the finite convergent presentations of $\text{Pl}(A_n)$, $\text{Pl}(B_n)$, $\text{Pl}(C_n)$, $\text{Pl}(D_n)$, and $\text{Pl}(G_2)$ called column presentations, due to Cain-Gray-Malheiro \cite{4}.

In Section 3 we consider a more general notion of a crystal congruence $\sim$ on free crystal monoids $\Gamma^*$. We characterize the crystal monoids $M$ of the form $\Gamma^*/\sim$ as those monoids equipped with an underlying crystal structure such that the product of $M$ mimics the tensor product of crystals. We then develop a rewriting theory adapted to studying crystal congruences. This consists in considering crystal presentations, that is $X = (X_1, X_2)$ such that $X_1$, $X_2$ are crystals, and the source and target morphisms $s_1, t_1 : X_2 \to X_1^*$ are crystal morphisms. We show that given such a presentations, the crystal structure of $X$ extends to the sets of rewriting sequences, of local branchings, and of critical branchings of $X$. In particular we prove that termination and confluence of $X$ are entirely determined by rewriting rules of highest weight, that is $w_1 \Rightarrow w_2$ such that $w_1$ is a word of highest weight in $X_1^*$. In particular we obtain reduced versions of Newman’s Lemma and Critical Pair Lemma via which one can verify convergence of $X$ by considerations at highest weight. Further we show that the column presentations of plactic monoids are crystal presentations.

In Section 4 we begin by laying the groundwork for proving a reduced Squier’s coherence theorem for crystal presentation. We introduce a class of crystal 2-monoids $C$, whose sets of 1-cells and 2-cells are crystals, and are compatible with the $\star_0$ and $\star_1$ compositions of $C$. We then show that the the free 2-monoid $X_2^*$ and the free (2,1)-monoid $X_2^{T}$ generated by a crystal presentation $X$ are in fact crystal 2-monoids. Further we consider adapted notions of congruences on 2-monoids and normalization strategies to the context of crystal 2-monoids, and obtain the main result of this article

**4.2.4 Theorem.** Let $X$ be a convergent crystal 2-polygraph, $r$ a crystal section, and $\sigma$ a crystal normalization strategy for $r$. Let $\Omega$ be the family of generating confluences obtained from $r$ and $\sigma$. Then $\Omega$ is a crystal cellular extension of $X_2^T$, and the 2-spheres in $\Omega$ are entirely determined by the critical branchings of highest weight of $X$.

In other words, Theorem 4.2.4 says that if $(X_1, X_2, X_3)$ is Squier’s coherent extension of a convergent crystal presentation $(X_1, X_2)$, then $X_3$ itself is a crystal, and the shape of $A(f, g)$ as in (1) is entirely determined by $A(f^0, g^0)$, where $f^0$ and $g^0$ are the highest weight elements corresponding to $f$ and $g$ respectively. Finally we apply this result to the plactic monoids of classical type $\text{Pl}(\Gamma)$, and reduce the identification of their coherent presentations to certain computations with words of highest weights.

2. Preliminaries

In this preliminaries section we recall the notion of coherent presentations of monoids, and the theory of crystals. In the first part of this section, we recall coherent presentations in a categorical language, following the work of Guiraud-Malbos, see \cite{7, 10} for a more detailed account. In the second part of
2. Preliminaries

In this section we recall the notions from crystal theory sufficient for defining crystal monoids, see \[14, 15, 16, 17, 18\] for a more detailed account.

2.1. Coherent presentations of monoids

In this article we consider presentations of monoids given by generators and certain oriented relations. More formally, a 2-polygraph is a pair of sets \(X = (X_1, X_2)\) along with source and target maps \(X^*_1 \xrightarrow{s_1} X_2\).

The elements of \(X_1\) and \(X_2\) are respectively called generating 1-cells and generating 2-cells of \(X\). We often denote the 2-cells in \(X_2\) by \(s_1(\alpha) \Rightarrow t_1(\alpha)\). The monoid presented by \(X\), denoted \(\overline{X}\), is the quotient of the free monoid \(X^*_1\) by the congruence \(\sim_{X_2}\) generated by the relations of the form \(s_1(\alpha) \sim t_1(\alpha)\) for \(\alpha \in X_2\).

2.1.1. Termination and normal forms. A monoid presented by a 2-polygraph \(X\) can be studied via rewriting theory by associating to \(X\) the abstract rewriting system

\[
\mathcal{R}(X) := \left( X^*_1 \mid u s_1(\alpha) v \Rightarrow u t_1(\alpha) v, \text{ for } u, v \in X^*_1, \alpha \in X_2 \right).
\]

In other words, \(\mathcal{R}(X)\) is simply the set \(X^*_1\) along with an oriented relation \(\Rightarrow\) on \(X^*_1\) obtained by multiplying the generating 2-cells of \(X\) with elements of \(X^*_1\). We call a relation \(w \Rightarrow w'\) in \(\mathcal{R}(X)\) a rewriting step, and denote the set of rewriting steps by \(\text{Step}(X)\). A rewriting sequence of \(X\) is a (possibly infinite) sequence

\[
w_1 \Rightarrow_1 w_2 \Rightarrow_2 w_3 \Rightarrow_3 w_4 \Rightarrow_4 \cdots
\]

with \(w_i \Rightarrow w_{i+1}\) rewriting steps. We denote the set of rewriting sequences by \(\text{Seq}(X)\).

A 2-polygraph \(X\) is called terminating if \(\text{Seq}(X)\) contains no infinite rewriting sequences. A word \(w \in X^*_1\) is called a normal form if there exists no rewriting step with the word \(w\) as source. We denote the set of normal forms of \(X\) by \(\text{Nf}(X)\).

2.1.2. Branchings and confluence. A branching of a 2-polygraph \(X = (X_1, X_2)\) is a pair of rewriting sequences \((f, g)\) of \(X\) with same source, which we present graphically as

\[
\begin{array}{c}
\text{f} \\
\downarrow w \\
\text{g} \\
\downarrow w_2 \\
\end{array}
\]

If \(f\) and \(g\) are rewriting steps, the branching \((f, g)\) is called a local. We denote the set of branchings and local branchings of \(X\) respectively by \(\text{Br}(X)\) and \(\text{LBr}(X)\).

A branching \((f, g) \in \text{Br}(X)\) is called confluent if there exist rewriting sequences \(f', g' \in \text{Seq}(X)\) such that \(s_1(f') = t_1(f), s_1(g') = t_1(g), \text{ and } t_1(f') = t_1(g')\), which is graphically presented as

\[
\begin{array}{c}
\text{f} \\
\downarrow w_1 \Rightarrow \cdots \Rightarrow w_3 \\
\text{f'} \\
\downarrow \text{w_4} \\
\text{g} \\
\downarrow w_2 \Rightarrow \cdots \Rightarrow \text{w_5} \\
\text{g'} \\
\downarrow \text{w_6} \\
\end{array}
\]
2.1. Coherent presentations of monoids

We call the diagram in (2) a confluence diagram of the branching \((f, g)\). If all (local) branchings of a 2-polygraph \(X\) are confluent, we call \(X\) a (locally) confluent 2-polygraph. A 2-polygraph \(X\) is called convergent if it is terminating and confluent. In that case, any word \(w \in X^*_1\) can be rewritten to a unique normal form, denoted \([w]\).

The local branchings of a 2-polygraph \(X\) can be grouped into three families:

- **aspherical**
  \[
  \begin{array}{c}
  \xymatrix{
  t \ar@/^/[r]^{\alpha} \ar@/_/[r]_{\beta} & u \ar[d] \ar@/^/[r]^{\alpha} \ar@/_/[r]_{\beta} & v \ar[d] \\
  u_1 \ar[r] & u \ar[d] \ar@/^/[r]^{\alpha} \ar@/_/[r]_{\beta} & v \ar[d] \\
  & w \ar[l] & \\
  & \star \ar[l] & \star \ar[l] 
  \end{array}
  \]

- **Peiffer**
  \[
  \begin{array}{c}
  \xymatrix{
  f \ar@/^/[r]^{\alpha} \ar@/_/[r]_{\beta} & u \ar[d] \ar@/^/[r]^{\alpha} \ar@/_/[r]_{\beta} & v \ar[d] \\
  u_1 \ar[r] & u \ar[d] \ar@/^/[r]^{\alpha} \ar@/_/[r]_{\beta} & v \ar[d] \\
  & w \ar[l] & \\
  & \star \ar[l] & \star \ar[l] 
  \end{array}
  \]

with \(t, u, v, t', u', v', u'' \in X^*_1\) and \(f, g \in \text{Step}(X)\), and the remaining local branchings are called overlapping. The aspherical branchings are trivial and do not reveal much about the nature of \(X\) or the presented monoid \(\overline{X}\). Further, the Peiffer branchings trivially admit a confluence diagram via the pair \((u'g, f'v)\). Thus the overlapping branchings are the ones that should contain crucial information about \(X\) and \(\overline{X}\). This will be precised in 2.1.4 via the notion of free 2-monoids generated by 2-polygraphs.

The set of local branchings \(\text{LBr}(X)\) is equipped with an order \(\subseteq\) on \(\text{LBr}(X)\) generated by the relations \((f, g) \equiv (ufv, ugo)\) for \((f, g) \in \text{LBr}(X)\) and \(u, v \in X^*_1\). An overlapping local branching that is minimal with respect to the order \(\subseteq\) is called a critical branching or a critical pair of \(X\). We denote the set of critical branchings of the 2-polygraph \(X\) by \(\text{Crit}(X)\). A 2-polygraph may have two types of critical branchings, which we graphically present as:

\[
\begin{array}{cc}
\text{inclusion} & \text{overlapping} \\
\begin{array}{c}
\xymatrix{
  w \ar@/^/[r]^{\alpha} \ar@/_/[r]_{\beta} & w' \ar[l] \\
  t \ar@/^/[u] \ar@/_/[u] & u \ar@/^/[u] \ar@/_/[u] & v \ar@/^/[u] \ar@/_/[u] & \star \ar[l] \\
  \star \ar[l] & \star \ar[l] 
  \end{array}
\end{array}
\]

We recall here two classical results from rewriting theory on proving the properties of termination and confluence for 2-polygraphs.

2.1.3. **Theorem.** Let \(X\) be a 2-polygraph.

i) ([29], Newman’s Lemma) If \(X\) is terminating and locally confluent, then \(X\) is confluent.

ii) ([2], Critical Pair Lemma) \(X\) is locally confluent if and only if its critical branchings are confluent.
2. Preliminaries

2.1.4. Free 2-monoids from 2-polygraphs. Recall that a 2-monoid is a 2-category \( C \) with a single 0-cell. If all the 1-cells of \( C \) are invertible, we call \( C \) a (2,1)-monoid. We recall here two constructions of free 2-monoids generated by 2-polygraphs.

Let \( X = (X_1, X_2) \) be a 2-polygraph. The **free 2-monoid generated by** \( X \), denoted \( X^*_2 \), is defined as follows.

i) \( X^*_2 \) has a single 0-cell denoted by \(*\);

ii) the 1-cells of \( X^*_2 \) are the words in \( X^*_1 \), and the \(*_0\) composition is concatenation;

iii) the 2-cells are of the form \( w \ast_0 \alpha \ast_0 w' : wuw' \Rightarrow vwv' \), for \( t, v \in X^*_1 \) and \( \alpha : u \Rightarrow u' \in X_2 \). We graphically present them as

```
  p
\ast \downarrow \quad \alpha \quad \downarrow \quad \ast
\ast \downarrow \quad w \quad \downarrow \quad w'
\ast
```

The \(*_1\) composition of 2-cells \( w \ast_0 \alpha \ast_0 w' \) and \( w_1 \ast_0 \beta \ast_0 w'_1 \), satisfying \( w_1 t_1(\beta)w'_1 = ws_1(\alpha)w' \) is given by

\[(w \ast_0 \alpha \ast_0 w') \ast_1 (w_1 \ast_0 \beta \ast_0 w'_1) : wuw' \Rightarrow vwv' \Rightarrow w_1zw'_1.\]

Finally the set of 2-cells of is quotiented by the congruence generated by the relations

\[\alpha wv \ast_1 u'w\beta = uw\beta \ast_1 \alpha vw' \]  \hspace{1cm} (FM1)

for \( \alpha : u \Rightarrow u' \), \( \beta : v \Rightarrow v' \) in \( X_2 \), and \( w \in X^*_1 \).

The \(*_0\) composition of 2-cells is given by

\[
\begin{align*}
(\ast \ast \ldots \ast \ast_0 \ast_0 \ast \ast \ldots \ast_0 \ast_0) & = (\ast \ast \ldots \ast_0 \ast_0) \\
& \ast_1 u_1 t_1(a_m^m a_n^m a_1^m) u_1 s_1(b_1^m) v_1 \ast_0 \ast_1 \ldots \ast_0 \ast_0 \ast_1 \ldots \\
& \ast_1 u_1 t_1(a_m^m a_n^m a_1^m) u_1 s_1(b_1^m) v_1 \ast_0 \ast_1 \ldots \ast_0 \ast_0 \ast_1 \ldots 
\end{align*}
\]

(FM2)

Similarly a 2-polygraph generates a free (2,1)-monoid from a given 2-polygraph, that is one where all the 2-cells are invertible. For this, we consider the polygraph **dual** to \( X \), that is the pair \( X^- := (X_1, X^-) \) where \( X^- := \{t_1(\alpha) \Rightarrow s_1(\alpha) \mid \alpha \in X_2\} \). Then the **free (2,1)-monoid** generated by \( X \), denoted \( X^T_2 \), is the free 2-monoid generated by the 2-polygraph \((X_1, X_2 \sqcup X^-_2)\), with set of 2-cells quotiented by the congruence generated by the relations

\[uava \ast_1 uavan \equiv 1_{us(a)v} \quad \text{and} \quad uavan \ast_1 uava \equiv 1_{ut(a)v}. \]  \hspace{1cm} (FM3)

We note that by definition, every 2-cell of \( X^T_2 \) is invertible. Moreover two words \( u, v \in \mathcal{X}_2 \) represent the same element in the monoid \( X \) if and only if there exists a 2-cell \( f : u \Rightarrow v \in X^T_2 \). Note that such a 2-cell is a zig-zag rewriting sequence composed of the rewriting steps of \( X_2 \), i.e. is of the form

\[u = u_1 \Rightarrow u_2 \Leftarrow u_3 \Rightarrow \cdots \Rightarrow u_{k+1} = v.\]

with \( y_{2i-1} \in \text{Seq}(X) \) and \( y_{2i} \in \text{Seq}(X^-) \) for \( 1 \leq i \leq k/2 \).
2.1. Coherent presentations of monoids

2.1.5. Congruences on 2-monoids. We recall here the notion of congruences on a 2-monoid.

Let $C$ be a 2-monoid. A 2-sphere of $C$ is a pair $(f, g)$ of 2-cells of $C$ such that $s_1(f) = s_1(g) = p$ and $t_1(f) = t_1(g) = q$, for some $p, q \in X^*_1$. We also say that $f$ and $g$ are parallel 2-cells. We denote the set of 2-spheres of $C$ by $\text{Sph}(C)$. A congruence on the 2-monoid $C$ is an equivalence relation $\equiv$ on the parallel 2-cells of $C$, i.e. the relations are of the form $f \equiv g$ with $(f, g) \in \text{Sph}(C)$, which we present graphically as

$$
\begin{array}{c}
\ast \\
\downarrow f \\
\downarrow g \\
\ast
\end{array}
\equiv
\begin{array}{c}
\ast \\
\downarrow p \\
\downarrow q \\
\ast
\end{array}
$$

such that for any 2-cells $h, k$ of $C$ such that $h \star_1 f \star_1 k$ is defined, and 1-cells $w, w'$ of $C$ such that $w \star_0 (h \star_1 f \star_1 k) \star_0 w'$ is defined, we have

$$w \star_0 (h \star_1 f \star_1 k) \star_0 w' \equiv w \star_0 (h \star_1 g \star_1 k) \star_0 w'.$$

Graphically this means that if $f \equiv g$ as in (4), then the following 2-sphere is also in the relation $\equiv$

$$
\begin{array}{c}
\ast \\
\downarrow w \\
\downarrow f \\
\downarrow g \\
\ast
\end{array}
\equiv
\begin{array}{c}
\ast \\
\downarrow w' \\
\downarrow f \\
\downarrow g \\
\ast
\end{array}
$$

The quotient 2-monoid of $C$ by $\equiv$, denoted $C / \equiv$, is the 2-monoid defined as follows:

i) the 0-cells and 1-cells are those of $C$;

ii) the 2-cells are the equivalence classes of the 2-cells of $C$ under the congruence $\equiv$.

A cellular extension of $C$ is a collection of 2-spheres of $C$. More precisely, it is a set $\Omega$ along with a 2-source and a 2-target map $\text{Sph}(C) \xrightarrow{\Omega} \ast$ satisfying the globular relations $s_1 s_2 = s_1 t_2$ and $t_1 s_2 = t_1 t_2$.

For a cellular extension $\Omega$ of $C$, denote by $\equiv_\Omega$ the congruence on $C$ generated by the relations

$$s_2(\gamma) \equiv t_2(\gamma) \quad \text{for } \gamma \in \Omega.$$

We then denote by $C / \Omega$ the quotient monoid of $C$ by the congruence $\equiv_\Omega$.

2.1.6. Coherent presentations of monoids. Next we state the definition of a coherent presentation of a monoid in terms of the categorical language we have used so far. We begin by recalling the following 3-dimensional counterpart to the notion of a 2-polygraph.

A $(3,1)$-polygraph is a triple of sets $X = (X_1, X_2, X_3)$, along with source and target maps

$$
\begin{array}{cccc}
X_1^+ & \xrightarrow{t_1} & X_2^+ & \xrightarrow{t_2} & X_3^+
\end{array}
$$
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satisfying the globular relations \( s_i s_{i+1} = s_i t_{i+1} \) and \( t_i s_{i+1} = t_i t_{i+1} \) for \( i = 0, 1 \). Note that for a \((3,1)\)-polygraph \( X = (X_1, X_2, X_3) \), the pair \((X_1, X_2)\) along with the source and target maps \( s_1, t_1 : X_2 \rightarrow X_1^* \) is a 2-polygraph. The notion of coherent presentations is then formulated in terms of \((3,1)\)-polygraphs as follows.

2.1.7. Definition. Let \( M \) be a monoid, and \( C \) a 2-monoid.

i) A cellular extension \( \Omega \) of \( C \) is called acyclic if for any 2-sphere \((f, g)\) of \( C \) we have \( f \sim_{\Omega} g \).

ii) A coherent presentation for \( M \) is a \((3,1)\)-polygraph \( X = (X_1, X_2, X_3) \) such that the underlying 2-polygraph \((X_1, X_2)\) presents \( M \), and \( X_3 \) is an acyclic cellular extension of the free \((2,1)\)-category \( X_2^T \).

Squier’s coherence theorem asserts how one obtains a coherent presentation from a convergent one as follows. Let \( X \) be a convergent 2-polygraph. A family of generating confluences of \( X \) is a cellular extension \( \Omega \) of the free \((2,1)\)-category \( X_2^T \) that contains precisely one 3-cell

for each critical branching \((f, g)\) of \( X \). Such a family always exists, due to \( X \) being confluent, though it is not necessarily uniquely determined. We then have the following result due to Squier [32].

2.1.8. Theorem ([32], Squier’s coherence theorem). Let \( X \) be a convergent 2-polygraph presenting a monoid \( M \), and let \( \Omega \) be a family of generating confluences for \( X \). Then the \((3,1)\)-polygraph \((X, \Omega)\) is a coherent presentation for \( M \).

2.1.9. Normalization strategies. The work of Guiraud-Malbos in [9, 10] extends on the result of Squier by providing a deterministic approach for algorithmically constructing the 3-cells in \( \Omega \) via a notion of normalization strategies as follows.

Let \( X = (X_1, X_2) \) be a 2-polygraph presenting a monoid \( M \). Denote by \( \pi : X_1^* \rightarrow M \) the canonical projection, and denote the image \( \pi(u) \) simply by \( u \). Let \( s : M \rightarrow X_1^* \) be a section, that is a map which to each element \( u \) of the monoid \( M \) associates a representative \( \hat{u} \) of its equivalence class. In other words the map \( s \) satisfies \( \pi \circ s = id_M \). We also assume that \( \hat{T} = 1 \).

A normalization strategy for the pair \((M, s)\) is a map \( \sigma : X_1^* \rightarrow X_2^T \) which to each 1-cell \( u \in X_1^* \) associates a ‘rewriting path’ in \( X_2^T \) from \( u \) to the chosen representative \( \hat{u} \). More precisely, for \( u \in X_1^* \), \( \sigma(u) = \sigma_u \) is a 2-cell in \( X_2^T \) \( \sigma_u : (u \Rightarrow \hat{u}) \) such that \( \sigma(\hat{u}) = 1_{\hat{u}} \) for all 1-cells \( u \in X_1^* \). The normalization strategy \( \sigma \) is called left (resp. right) if the following is satisfied for all \( u, v \in X_1^* \)

\[ \sigma_{uv} = (\sigma_u \circ v) \circ 1_{\sigma_u v} \quad (\text{resp.} \quad \sigma_{vu} = (u \circ \sigma_v) \circ 1_{\sigma_v u}). \]

We recall from [10] that every 2-polygraph admits a left (resp. right) normalization strategy. In particular, for a class of 2-polygraphs called reduced, there are two types of practical normalization strategies. We first recall this class of 2-polygraphs.

A 2-polygraph \( X = (X_1, X_2) \) is called reduced if it satisfies the following conditions:
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i) if $u \rightarrow v \in X_2$, then $u$ is a normal form for the 2-polygraph $(X_1, X_2 \setminus \{ u \rightarrow v \})$;  

ii) if $u \rightarrow v \in X_2$, then $v$ is a normal form for the 2-polygraph $X$.

Let $X$ be a reduced 2-polygraph. To a word $u \in X_1$ we associate a set $\text{Step}(X)_u := \{ f \in \text{Step}(X) \mid s(f) = u \}$. We define an order on $\text{Step}(X)_u$ by setting $f \leq g$ if $f$ acts more to the left of $u$ than $g$, that is if there exist $t, t', v, v' \in X_2^*$ and $\alpha, \beta \in X_2$ such that $f = t\alpha t'$, $g = v\beta v'$ and $|t| < |v|$. If the polygraph $X$ is finite, then $\text{Step}(X)_u$ is also finite, and since $X$ is reduced, the order $\leq$ is total, thus there exist a minimal element $\lambda_u$ and a maximal element $\rho_u$ in $\text{Step}(X)_u$. We call these respectively the leftmost and rightmost rewriting steps with source $u$. Moreover if the polygraph $X$ is terminating, then an iteration of $\lambda$ (resp. $\rho$) gives rise to a normalization strategy called the leftmost (resp. rightmost) normalization strategy of $X$ given by

$$\sigma_u = \lambda_u \star_1 \sigma_{t(\lambda_u)} \quad \text{(resp. } \sigma_u = \rho_u \star_1 \sigma_{t(\rho_u)}) \quad (6)$$

We can use the leftmost and rightmost normalization strategies to obtain a family of generating confluenes for finite convergent 2-polygraphs $X$ by completing the confluence diagrams of critical branchings of $X$ as in (5) with $f' = \sigma_n$ and $g' = \sigma_u$.

2.2. Crystals and crystal monoids

The notion of crystals arose in the work of Kashiwara [18] in his study of the representation theory of the quantum groups associated to complex symmetrizable Kac-Moody algebras $\mathfrak{g}$. They are combinatorial objects that encode the data of integrable representations of $\mathfrak{g}$. Here we recall the notion of crystals by following [15], as well as the plactic monoids of classical type $A_n, B_n, C_n, D_n,$ and $G_2$ along with their finite convergent presentations due to [4].

2.2.1. Algebraic definition of crystals. Let $\mathfrak{g}$ be a complex symmetrizable Kac-Moody algebra with Cartan datum $(\mathbb{A}, \Pi, \Pi', P, \Pi')$. Denote its weight lattice by $P$, its set of dominant weights by $P^*$, its set of simple roots by $\{ \alpha_i \}_{i \in I}$, and its set of simple coroots by $\{ \alpha_i' \}_{i \in I}$. We follow the definition of crystals from Joseph [15] by only considering what he calls normal crystals.

A crystal for $\mathfrak{g}$ is a set $\Gamma$ along with the structure maps

$$\text{wt} : \Gamma \rightarrow P, \quad \epsilon_i, \varphi_i : \Gamma \rightarrow \mathbb{Z}, \quad e_i, f_i : \Gamma \rightarrow \Gamma \sqcup \{ 0 \} \quad (7)$$

for all $i \in I$, satisfying the following conditions for all $x \in \Gamma$ and $i \in I$:

1. $\varphi_i(x) - \epsilon_i(x) = (\text{wt}(b), \alpha_i')$,
2. $\epsilon_i(x) = \max\{ n \in \mathbb{N} \mid e_i^n \cdot x \neq 0 \}$ and $\varphi_i(x) = \max\{ n \in \mathbb{N} \mid f_i^n \cdot x \neq 0 \}$,
3. if $e_i x \neq 0$ then $\text{wt}(e_i x) = \text{wt}(x) + \alpha_i$, and if $f_i x \neq 0$ then $\text{wt}(f_i x) = \text{wt}(x) - \alpha_i$,
4. $\epsilon_i x = x'$ if and only if $f_i x' = x$.

The map $\text{wt}$ is called the weight map, and $e_i, f_i$ are called the Kashiwara operators. Condition ii) is what makes the crystal normal. Note that in this case, the maps $\epsilon_i$ and $\varphi_i$ can be defined in terms of the Kashiwara operators, and in this article when we equip a set with a crystal structure, we shall only specify the definitions of the weight map and the Kashiwara operators. Given an integrable representation $V$
of $\mathfrak{g}$, it admits a crystal $\Gamma$ describing a basis of $V$, where the Kashiwara operators represent the action of the Chevalley generators of $\mathfrak{g}$, see [17]. A crystal $\Gamma$ is called a highest weight crystal of highest weight $\lambda \in P^+$ if there exists a unique $x_\lambda \in \Gamma$ such that $e_i x_\lambda = 0$ for all $i \in I$, and such that any element of $\Gamma$ can be obtained by applying the $f_i$ operators to $x_\lambda$. For given $\lambda \in P^+$, such a crystal is unique and is denoted by $B(\lambda)$.

For two crystals $\Gamma_1, \Gamma_2$, their tensor product $\Gamma_1 \otimes \Gamma_2$ is equal to $\Gamma_1 \times \Gamma_2$ as a set, has weight map given by $\text{wt}(xy) = \text{wt}(x) + \text{wt}(y)$, and the Kashiwara operators are on $u \otimes v \in \Gamma_1 \otimes \Gamma_2$ via

$$e_i (u \otimes v) = \begin{cases} (e_i u) \otimes v & \text{if } \varphi_i(u) \geq \varepsilon_i(v), \\ u \otimes (e_i v) & \text{if } \varphi_i(u) < \varepsilon_i(v), \end{cases} \quad f_i (u \otimes v) = \begin{cases} (f_i u) \otimes v & \text{if } \varphi_i(u) > \varepsilon_i(v), \\ u \otimes (f_i v) & \text{if } \varphi_i(u) \leq \varepsilon_i(v). \end{cases}$$

(8)

Given a crystal $\Gamma$, we note that the free monoid $\Gamma^*$ inherits a crystal structure by viewing it as $\Gamma^* = \bigsqcup_{n=0}^{\infty} \Gamma^{\otimes n}$. We call $\Gamma^*$ the free crystal monoid generated by $\Gamma$. For a word $w \in \Gamma^*$, we denote by $B_{\Gamma^*}(w)$ the connected component of $w$ in $\Gamma^*$, which consists of all the vertices of $\Gamma^*$ obtained by successively applying the Kashiwara operators $f_i$ and $e_i$ to $w$. Evidently $B_{\Gamma^*}(w)$ is also a crystal with the restricted structure maps.

A morphism of crystals, called a strict morphism in literature [14, 15, 17], is a map $F : \Gamma_1 \rightarrow \Gamma_2$ that commutes with all the structure maps $\text{wt}, e_i, \varphi_i, e_i, f_i$, including the 0 element. For $\lambda, \mu \in P^+$ we have the following analogue of Schur’s Lemma, see [14]

$$\text{hom}(B(\lambda), B(\mu)) = \begin{cases} \text{id}_{B(\lambda)} & \text{if } \lambda = \mu, \\ \emptyset & \text{otherwise.} \end{cases}$$

In [13] Hénriques-Kamnitzer consider the category of crystals $\mathfrak{g}$-cryst whose objects are normal crystals $\Gamma$ such that for any $x \in \Gamma$ we have $B(\Gamma)(x) \equiv B(\lambda)$ for some $\lambda \in P^+$, and the morphisms in $\mathfrak{g}$-cryst are strict morphisms of crystals. This category is monoidal, that is closed under taking tensor products, hence in particular $\Gamma \in \mathfrak{g}$-cryst implies $\Gamma^* \in \mathfrak{g}$-cryst. In this article the word crystal will refer to an object of $\mathfrak{g}$-cryst.

While the definition of crystals is heavily linked to its origins in the study of Lie algebras, one might speak of crystals in a more graph theoretic way. This approach is developed by Stembridge in [33], in his work of axiomatizing the crystals which arise from integrable representations. Further this approach was refined by Cain-Gray-Malheiro [4] to give a graph-theoretic notion of crystals, sufficient for defining a notion of crystal monoid. In this approach, one speaks of crystals as directed $I$-labeled graphs $\Gamma$ satisfying the following two conditions:

(P1) for any $x \in V(\Gamma)$ and $i \in I$, there exists at most one edge $e$ with source (resp. target) $x$ and label $i$;

(P2) for any $i \in I$, there exists no infinite directed path in $\Gamma$ with edges labeled by $i$.

Crystals fit into this scheme via the identification

$$x \xrightarrow{i} y \quad \text{if } e_i y = x \quad \text{(equivalently if } f_i x = y).$$

The condition (P1) corresponds to the Kashiwara operators, and condition (P2) corresponds to the normality condition for crystals. In particular the quantity $\varepsilon_i(x) + \varphi_i$ gives the length of the longest
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Let \( \mathfrak{g} \) be a complex symmetrizable Kac-Moody algebra, \( \Gamma \) a crystal for \( \mathfrak{g} \), and consider the free monoid \( \Gamma^* \) along with the crystal structure on it. A crystal congruence \( \sim \) on \( \Gamma^* \) is such that if \( w_1 \sim w_2 \), then \( B(w_1) \cong B(w_2) \). In [4], Cain-Gray-Malheiro consider the equivalence relation \( \sim_\Gamma \) defined by setting \( w_1 \sim_\Gamma w_2 \) if \( B(w_1) \cong B(w_2) \). They show that this is a congruence on \( \Gamma^* \), and they define the crystal monoid associated to \( \Gamma \) as the quotient \( C(\Gamma) = \Gamma^*/\sim_\Gamma \). Clearly \( \sim_\Gamma \) is the largest crystal congruence on \( \Gamma^* \).

2.2.2. Crystal monoids. Let \( \mathfrak{g} \) be a complex symmetrizable Kac-Moody algebra, \( \Gamma \) a crystal for \( \mathfrak{g} \), and consider the free monoid \( \Gamma^* \) along with the crystal structure on it. A crystal congruence \( \sim \) on \( \Gamma^* \) is such that if \( w_1 \sim w_2 \), then \( B(w_1) \cong B(w_2) \). In [4], Cain-Gray-Malheiro consider the equivalence relation \( \sim_\Gamma \) defined by setting \( w_1 \sim_\Gamma w_2 \) if \( B(w_1) \cong B(w_2) \). They show that this is a congruence on \( \Gamma^* \), and they define the crystal monoid associated to \( \Gamma \) as the quotient \( C(\Gamma) = \Gamma^*/\sim_\Gamma \). Clearly \( \sim_\Gamma \) is the largest crystal congruence on \( \Gamma^* \).

2.2.3. Crystal bases of classical type. For \( \mathfrak{g} \) a complex semisimple Lie algebra of classical type \( A_n, B_n, C_n, D_n, \) and \( G_2 \), the following directed labeled graphs are the crystals corresponding to the fundamental representations \( \Lambda_1(\mathfrak{g}) \)

\[
A_n : 1 \rightarrow 2 \rightarrow \cdots \rightarrow n \rightarrow n-1 \rightarrow n
\]  
(9)

\[
B_n : 1 \rightarrow 2 \rightarrow \cdots \rightarrow n \rightarrow 0 \rightarrow n \rightarrow n-1 \rightarrow \cdots \rightarrow 2 \rightarrow 1 \rightarrow 1
\]  
(10)

\[
C_n : 1 \rightarrow 2 \rightarrow \cdots \rightarrow n \rightarrow n \rightarrow n-1 \rightarrow \cdots \rightarrow 2 \rightarrow 1 \rightarrow 1
\]  
(11)

\[
D_n : 
\begin{array}{ccc}
1 & 2 & \cdots & n-2 & n-1 \\
n & n & n-1 & 2 & 1 & 1
\end{array}
\]  
(12)

\[
G_2 : 1 \rightarrow 2 \rightarrow 3 \rightarrow 0 \rightarrow 3 \rightarrow 2 \rightarrow 1 \rightarrow 1
\]  
(13)

and are respectively called the crystal bases of classical type. They are equipped with a weight map to the weight lattice \( P \) of the corresponding Lie algebra. The exact definitions of the weight maps are not relevant for the contents of this article, though here we recall the weight map for \( A_n \). The weight lattice \( P \) is \( n \)-dimensional, and the weight map is defined as \( \text{wt}(i) = (0, \ldots, i, \ldots, 0) \), that is the \( j \)-th coordinate is given by the Kronecker delta \( \delta_{ij} \). The crystal monoids associated to the crystal bases \( \Gamma = A_n, B_n, C_n, D_n, G_2 \) are called the plactic monoids of type \( \Gamma \), and are denoted by \( Pl(\Gamma) \). Clearly the crystal structure of \( \Gamma^* \) descends to the plactic monoid \( Pl(\Gamma) \).
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2.2.4. Combinatorial realization of plactic monoids. The plactic monoids of classical type are realized combinatorially, with their elements parameterized by notions of tableaux, and the product via certain insertion algorithms. Since the intricacies of these realizations are not crucial for the results of this paper, we shall recall the constructions in detail for type $A_n$, and in more general terms for the other types $B_n, C_n, D_n, G_2$. For a more detailed exposition see [28].

The elements of $PL(A_n)$ are parameterized by semi-standard Young tableaux, which are a collection of left-adjusted rows of boxes, filled with entries from $A_n$ so that the entries are non-decreasing along rows, and increasing along columns. For instance the following is a semi-simple Young tableau for $A_5$

```
1 1 2 3
2 3 3
4 5
```

The set of semistandard Young tableaux is denoted $\text{Tab}(A_n)$, and we have a reading map $l_c : \text{Tab}(A_n) \rightarrow A_n^*$, which reads the columns of a tableau $T$ from right to left, and top to bottom. For the tableau in (14) we have $l_c(T) = 3 23 135 124$. As sets we have $PL(A_n) = \text{Tab}(A_n)$.

The product of $PL(A_n)$ is parameterized by Schensted’s insertion algorithm. It is an algorithm that takes as input a word $w \in A_n^*$ and produces a tableau $P_c(w) \in \text{Tab}(A_n)$, which is a representative of the equivalence class of $w$ in $PL(A_n)$. It is defined as a map $\text{ins}_c : A_n \times \text{Tab}(A_n) \rightarrow \text{Tab}(A_n)$ with $\text{ins}_c(x, T)$ defined as follows

1. for $x \in A_n$, set $\text{ins}_c \left( \begin{array}{|c|} \hline x \\ \hline \end{array} \right) = \begin{array}{|c|} \hline x \\ \hline \end{array};$

2. for $x \in A_n$, $T \in \text{Tab}(A_n)$, denote by $x_1, x_2, \ldots, x_k$ the entries of the first column of $T$, and by $T_1$ the tableau obtained by deleting the first column from $T$. Then $\text{ins}_c(x, T) = T'$ where $T'$ is determined as follows:

   2a. if $x > x_k$, $T'$ is obtained by adding a box $\begin{array}{|c|} \hline x \\ \hline \end{array}$ at the end of the first column of $T;$

   2b. if $x \leq x_k$, let $j$ be minimal with the property $x \leq x_j$. Then the first column of $T'$ is obtained by replacing $x_j$ with $x$, and its remaining columns are given by the tableau $\text{ins}_c(x_j, T_1)$.

Via $\text{ins}_c$ we have a map $P_c : A_n^* \rightarrow \text{Tab}(A_n)$ defined inductively on the length of words of $A_n^*$ by setting $P_c(x) = \begin{array}{|c|} \hline x \\ \hline \end{array}$ for $x \in A_n$, and $P_c(wx) = \text{ins}_c(x, P_c(w))$ for $x \in A_n$ and $w \in A_n^*$. Then the product $\ast$ of the monoid $PL(A_n)$ is encoded via the map $P_c$ as

$$T_1 \ast T_2 = P_c(l_c(T_2)l_c(T_1)).$$  \hspace{1cm} (15)

Similar constructions exits for the other classical types as well due to the work of Lecouvey [23, 24, 25]. We summarize this as follows. Let $\Gamma = A_n, B_n, C_n, D_n, G_2$. There exists a notion of tableaux in type $\Gamma$, with their set denoted by $\text{Tab}(\Gamma)$. As sets we have $PL(\Gamma) = \text{Tab}(\Gamma)$. Moreover, there exists a reading map $l_c : \text{Tab}(\Gamma) \rightarrow \Gamma^*$, and an insertion map $P_c : \Gamma^* \rightarrow \text{Tab}(\Gamma)$ such that the product of $T_1, T_2 \in \text{Tab}(\Gamma)$ is computed via (15).

Since $PL(\Gamma) = \text{Tab}(\Gamma)$, the set of tableau admits a crystal structure. We summarize here the interaction between the combinatorial and crystal realizations of plactic monoids.

2.2.5. Proposition ([25]). The reading map $l_c : \text{Tab}(\Gamma) \rightarrow \Gamma^*$ and the insertion map $P_c : \Gamma^* \rightarrow \text{Tab}(\Gamma)$ are morphisms of crystals.
2.2.6. Column presentation of plactic monoids. Let $\Gamma = A_n, B_n, C_n, D_n, G_2$. The work of Cain-Gray-Malheiro [4] makes use of the insertion map $P_\Gamma$ on a set of words in $\Gamma^*$, called admissible columns, to give finite convergent presentations for $Pl(\Gamma)$. In type $A_n$, admissible columns coincide with the notion of columns, which are simply words $w = x_1x_2 \cdots x_k$ with $x_1 < x_2 < \cdots < x_k$, while in other types the notion is more involved. The relevant information is that the set $Col(\Gamma)_1$ of admissible columns in type $\Gamma$ satisfies the two following conditions

i) $Col(\Gamma)_1$ is a crystal with the restricted structure maps of $\Gamma^*$,

ii) for $c \in Col(\Gamma)_1$ we have $P_\Gamma(c) = c$.

In order to construct finite convergent presentations of $Pl(\Gamma)$ in [4], the authors first prove the following result.

2.2.7. Proposition ([4], 2-column lemmata). Let $\Gamma = A_n, B_n, C_n, D_n$ and $c_1, c_2$ be two admissible columns in type $\Gamma$. Then the tableau $P_\Gamma(c_1c_2)$ consists of at most two columns. If $\Gamma = G_2$, then $P_\Gamma(c_1c_2)$ consists of at most three columns.

They use this result to define the column presentation of type $\Gamma$ as the 2-polygraph $Col(\Gamma) = (Col(\Gamma)_1, Col(\Gamma)_2)$, where

$$Col(\Gamma)_2 = \{c_1c_2 \implies P_\Gamma(c_1c_2) \mid \text{if } c_1c_2 \neq P_\Gamma(c_1c_2)\},$$

and prove the following.

2.2.8. Theorem ([4]). Let $\Gamma = A_n, B_n, C_n, D_n, G_2$. The 2-polygraph $Col(\Gamma)$ is a finite convergent reduced presentation of $Pl(\Gamma)$.

This opens up a direction of applying the techniques of rewriting theory to these presentations, as a way to obtain information on the plactic monoids of classical type.

3. Rewriting theory for crystal congruences

In this section we consider a notion of crystal congruence, which generalizes the congruence $\sim_\Gamma$ in [2.2.2]. We thus obtain a class of crystal monoids, and introduce a notion of a 2-polygraph compatible with a crystal structure. We show that this compatibility extends the crystal structure to the sets rewriting sequences and confluence diagrams of the 2-polygraph. This interaction reduces the verification of the rewriting properties of termination and confluence to rewriting rules of highest weight. We thus obtain reduced variants of Newman’s Lemma and the Critical Pair Lemma.

3.1. Crystal congruences and crystal monoids

We begin by introducing a notion of a congruence which is compatible with the crystal structure.

3.1.1. Definition. Let $\Gamma$ be a crystal. A crystal congruence $\sim$ on $\Gamma^*$ is such that $w_1 \sim w_2$ implies $B_\Gamma^*(w_1) \equiv B_\Gamma^*(w_2)$ for any $w_1, w_2 \in \Gamma^*$. The monoid $M = (\Gamma^*/\sim)$ presented by the congruence is called a crystal monoid.
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Let $\Gamma$ be a crystal, $\sim$ a crystal congruence on $\Gamma^*$, and $M$ the monoid presented by $\sim$. The crystal structure of $\Gamma^*$ descends to $M$ as follows. Let $m \in M$, and $w \in \Gamma^*$ be a representative of $m$, that is $[w] = m$. We define the structure maps on $M$ by setting:

$$\text{wt}(m) = \text{wt}(w), \quad e_i.m = [e_i.w] \quad (\text{resp. } f_i.m = [f_i.w])$$

if $e_i.w \neq 0$ (resp. $f_i.w \neq 0$), and otherwise $e_i.m = 0$ (resp. $f_i.m = 0$). Note that the definitions of the structure maps are independent of the choice of representative. Indeed, if $m = [w_1] = [w_2]$ we have that $w_1 \sim w_2$ which implies $B(w_1) \cong B(w_2)$, hence the values of the structure maps of $\Gamma^*$ are identical on $w_1$ and $w_2$. This justifies calling $M$ a crystal monoid, and moreover this argument shows that the canonical projection $\pi : \Gamma^* \rightarrow M$ is a crystal morphism. Recall the full crystal congruence $\sim$ from Section 2.2. Then since any crystal congruence $\sim$ is a subcongruence of $\sim$, we obtain the following result:

**3.1.2. Proposition.** Let $\Gamma$ be a crystal, and $\sim$ a crystal congruence on $\Gamma^*$, presenting a monoid $M$. We then have surjective crystal morphisms of monoids $\Gamma^* \xrightarrow{\pi} M \xrightarrow{\eta} C(\Gamma)$.

Before we state the next result, we recall a direct consequence of the definition of the tensor products of crystals.

**3.1.3. Lemma.** Let $\Gamma_1, \Gamma_2, \Gamma_1', \Gamma_2'$ be crystals, and $x_1 \in \Gamma_1$, $x_2 \in \Gamma_2$, $x_1' \in \Gamma_1'$, and $x_2' \in \Gamma_2'$. Suppose that $B_{\Gamma_1}(x_1) \cong B_{\Gamma_1'}(x_1')$ and $B_{\Gamma_2}(x_2) \cong B_{\Gamma_2'}(x_2')$. Then

$$B_{\Gamma_1 \otimes \Gamma_2}(x_1 \otimes x_2) \cong B_{\Gamma_1' \otimes \Gamma_2'}(x_1' \otimes x_2').$$

In other words, the connected components in the tensor product of two crystals are entirely determined by the connected components in the two crystals. The following result characterizes crystal monoids as those monoids with an underlying crystal structure whose product models the tensoring of crystals.

**3.1.4. Theorem.** Let $M$ be a monoid with an underlying crystal structure. Then $M$ is a crystal monoid if and only if for all $m_1, m_2 \in M$ we have $B_M(m_1m_2) \cong B_{M \otimes M}(m_1 \otimes m_2)$.

**Proof.** Let $M$ be a crystal monoid, say $M = (\Gamma^*/\sim)$ for some crystal $\Gamma$ and a crystal congruence $\sim$ on $\Gamma^*$. Let $w_1, w_2 \in \Gamma^*$ be representatives of $m_1$ and $m_2$ respectively. Since $w_1w_2$ is a representative of $m_1m_2$, and $\Gamma^* = \bigsqcup_{n=0}^{\infty} \Gamma^{\otimes n}$, we obtain

$$B_{M}(m_1m_2) \cong B_{\pi}(w_1w_2) \cong B_{\eta}(w_1 \otimes w_2). \quad (16)$$

Let $A_1 = B_{\gamma}(w_1)$ and $A_2 = B_{\gamma}(w_2)$ be the connected components of $w_1$ and $w_2$ in $\Gamma^*$. By Lemma 3.1.3 we obtain

$$B_{\gamma}(w_1 \otimes w_2) \cong B_{A_1 \otimes A_2}(w_1 \otimes w_2). \quad (17)$$

Further, by definition of crystal monoids we have $A'_1 = B_{M}(m_1) \cong A_1$ and $A'_2 = B_{M}(m_2)$, which gives us

$$B_{A_1 \otimes A_2}(w_1 \otimes w_2) \cong B_{A_1' \otimes A_2'}(m_1 \otimes m_2). \quad (18)$$

Finally, since the connected component $B_{M \otimes M}(m_1 \otimes m_2)$ is entirely determined by $A'_1$ and $A'_2$, by combining (16), (17), and (18), we obtain

$$B_{M}(m_1m_2) \cong B_{M \otimes M}(m_1 \otimes m_2) \quad (19)$$
which is what we wanted to show.

Conversely, let \( M \) be a monoid with an underlying crystal structure such that (19) is satisfied for all \( m_1, m_2 \in M \). We claim that for any \( m_1, \ldots, m_k \in M \) we have

\[
B_M(m_1 \cdots m_k) \cong B_{M^{\otimes k}}(m_1 \otimes m_2 \otimes \cdots \otimes m_k).
\]  

(20)

For \( k \leq 2 \) this is the hypothesis of the theorem. We prove it for \( k > 2 \) by induction. Indeed, suppose that (20) holds for \( k \). Consider \( m_1, \ldots, m_k, m_{k+1} \in M \), and set \( m' = m_2 \cdots m_{k+1} \), \( A_1 = B_M(m_1) \), and \( A' = B_M(m') \). Then by (19) and Lemma 3.1.3 we have

\[
B_M(m_1 \cdots m_{k+1}) \cong B_M(m_1 m') \cong B_{M^{\otimes M}}(m_1 \otimes m') \cong B_{A_1 \otimes A'}(m_1 \otimes m').
\]

By inductive hypothesis, we have \( A' \cong B_{M^{\otimes k}}(m_2 \otimes \cdots m_{k+1}) \), and again by Lemma 3.1.3 we obtain

\[
B_{A_1 \otimes A'}(m_1 \otimes m') \cong B_{A_1 \otimes M^{\otimes k}}(m_1 \otimes (m_2 \otimes \cdots m_{k+1})) \cong B_{M^{\otimes k}}(m_1 \otimes \cdots \otimes m_{k+1})
\]

which proves (20). Next we prove that \( M \) is indeed a crystal monoid. Since \( M \) is a crystal, we can construct the free crystal monoid \( M' \), along with the canonical projection \( r : M' \rightarrow M \) given by \( r(m_1 \cdots m_k) = m_1 \cdots m_k \in M \). From (20) we have that \( r \) is a crystal morphism. The trivial presentation of \( M \) is given by \( M' / \sim \) where \( \sim \) is given by \( w_1 \sim w_2 \) if \( r(w_1) = r(w_2) \). From (20) we see that \( \sim \) is a crystal congruence, hence \( M \) is a crystal monoid, which is what we wanted to show.

Next we introduce a notion of 2-polygraph with all of it defining data coming from the category of crystals.

3.1.5. Definition. A crystal 2-polygraph is a 2-polygraph \( X = (X_1, X_2) \) such that

- i) \( X_1 \) and \( X_2 \) are crystals,
- ii) the source and target maps \( s, t : X_2 \rightarrow X_1 \) are morphisms of crystals.

This definition is the adaptation of the notion of 2-polygraphs to the category of crystals. We interpret the second condition graphically as follows:

\[
\begin{array}{c}
\text{w} \xrightarrow{\alpha} \text{w}_1 \\
\downarrow i \quad \downarrow i \\
\text{f}_i \cdot \text{w} \xrightarrow{\text{f}_i \cdot \alpha} \text{f}_i \cdot \text{w}_1 \\
\end{array}
\]

(21)

That is for a rewriting rule \( w \xrightarrow{\alpha} w_1 \), and \( i \in I \) such that \( f_i \cdot w \) is defined, then so is \( f_i \cdot w_1 \) and we have a rewriting rule \( f_i \cdot \alpha \).

Next we show that crystal 2-polygraphs generate crystal congruences.

3.1.6. Proposition. Let \( X \) be a crystal 2-polygraph. Then the congruence \( \sim_{X_2} \) generated by \( X_2 \) is a crystal congruence, and hence \( X \) presents a crystal monoid.
3. Rewriting theory for crystal congruences

Proof. Recall the abstract rewriting system $\mathcal{R}(X)$ associated to $X$, as in subsections 2.1.4 we remark that two words $u, v \in X_1^*$ are $\sim_{X_i}$-congruent if there exists a zig-zag rewriting sequence of the form

$$u = u_1 \Rightarrow u_2 \Rightarrow u_3 \Rightarrow \cdots \Rightarrow u_{k+1} = v,$$

where $y_i$ are rewriting sequences. Thus to prove that $\sim_{X_i}$ is a crystal congruence, it suffices to show that for a rewriting step $tuo \Rightarrow tu'o$ in $\mathcal{R}(X)$ we have $B_{X_i}^r(tuo) \equiv B_{X_i}^r(tu'o)$. Since $u \Rightarrow u'$ implies $B_{X_i}^r(u) \equiv B_{X_i}^r(u')$ by Definition 3.1.5(i), for the full crystal congruence $\sim_{X_1}$ on $X_1^*$ we have that $u \sim_{X_1} u'$. Since $\sim_{X_1}$ is a crystal congruence, we have that $B_{X_i}^r(tuo) \equiv B_{X_i}^r(tu'o)$. This shows that $\sim_{X_i}$ is indeed a crystal congruence, and the monoid $\bar{X}$ presented by $X$ is a crystal monoid. □

Next we show that the column presentations of the plactic monoids of classical types are crystal 2-polygraphs.

3.1.7. Theorem. Let $\Gamma = A_n, B_n, C_n, D_n, G_2$. Then the column presentation $Col(\Gamma)$ is a finite convergent reduced crystal 2-polygraph.

Proof. In subsection 2.2.6 we have remarked that the set of generators $Col(\Gamma)_1$ form a crystal. The set of generating relations $Col(\Gamma)_2$ consists of the rewriting rules $c_1c_2 \Rightarrow P_\ell(c_1c_2)$ for $c_1, c_2 \in Col(\Gamma)_1$ such that $c_1c_2 \neq P_\ell(c_1c_2)$. Note that if $e_i, (c_1c_2) \neq 0$, since $P_\ell$ is a crystal morphism by Proposition 2.2.3 we have that

$$c_1c_2 = P_\ell(c_1c_2) \text{ if and only if } e_i, (c_1c_2) = P_\ell(e_i, (c_1c_2)).$$

This and the analogous statement for $f_i$ allows shows that $Col(\Gamma)_2$ naturally inherits the crystal structure from $\Gamma^r$ via

$$Col(\Gamma)_2 = \bigcup_{c_1c_2 \neq P_\ell(c_1c_2)} B_{\ell}^r(c_1c_2).$$

Moreover, since $B_{\ell}^r(c_1c_2) \equiv B_{\ell}^r(P_\ell(c_1c_2))$ we have that $Col(\Gamma)$ is indeed a crystal 2-polygraph. The other properties of $Col(\Gamma)$ are a consequence of Theorem 2.2.3. □

3.2. Rewriting with crystal polygraphs

Let $X$ be a crystal 2-polygraph and recall the associated sets $Step(X)$, $Seq(X)$, $Br(X)$, $LBr(X)$, and $Crit(X)$. Here we show that all these sets inherit the crystal structure from $X_1^*$ via the source maps by explicitly stating the values of the structure maps $\omega_t, e_i, f_i$. Since the definitions for $e_i$ and $f_i$ are very similar, in the rest of this article we shall use the symbol $k$ to denote an element of the set $\{e_i, f_i | i \in I\}$.

3.2.1. Crystal structure on rewriting sequences. Consider $Step(X)$, and an element $\gamma = tao : tuo \Rightarrow tu'o \in Step(X)$ for $t, v \in X_1^*$ and $a \in X_2$. Since the congruence $\sim_{X_2}$ is a crystal congruence, we have $B_{X_1}^r(tuo) \equiv B_{X_1}^r(tu'o)$, thus we equip $Step(X)$ with a crystal structure by defining the structure maps as follows: the weight map is given by $wt(\gamma) = wt(tuo)$, and the Kashiwara operators are given by

$$k.\gamma = \begin{cases} (k.t)\omega_v, & \text{if } k.(tuo) = (k.t)uw \\ t(k.\omega)v, & \text{if } k.(tuo) = t(e_i,u)v \\ t\omega(k.v), & \text{if } k.(tuo) = tu(k.v) \\ 0, & \text{if } k.(tuo) = 0 \end{cases}.$$
3.2. Rewriting with crystal polygraphs

Consider Seq(X) and a rewriting sequence

\[ s : w_0 \xrightarrow{a_1} w_1 \xrightarrow{a_2} \cdots \xrightarrow{a_n} w_n \xrightarrow{a_{n+1}} \cdots. \]

Since \( a_i \) are rewriting steps, from the crystal structure of Step(X) we have that

\[ B_{X^*_i}(w_0) \equiv B_{X_i^*}(w_k) \]

for all the words \( w_k \) appearing in \( s \). Thus we equip Seq(X) with a crystal structure by defining the structure maps as follows: the weight map is given by \( wt(s) = wt(w_0) \) and the Kashiwara operator \( k \) is defined by setting \( k.s = 0 \) if \( k.w_0 = 0 \), and otherwise if \( k.w_0 \neq 0 \), we set

\[ k.s = k.w_0 k.a_1 k.w_1 k.a_2 \cdots k.w_n k.a_{n+1} \cdots. \]

The following result, which is a direct consequence of the definition of the crystal structure on Seq(X) shows the interaction of the crystal structure with the property of termination.

3.2.2. Proposition. Let \( X \) be a crystal 2-polygraph, \( s_1, s_2 \in \text{Seq}(X) \), \( k \) a Kashiwara operator such that \( k.s_1 \neq 0 \) and \( k.s_2 \neq 0 \), and \( m, n \in \mathbb{N} \). Then

i) \( k.s_1(n) = k.(s_1(n)) \), where \( s_1(n) \) denotes the \( n \)-th entry of \( s_1 \),

ii) \( k.s_1 \) is finite if and only if \( s_1 \) is finite, and in that case \( \text{len}(s_1) = \text{len}(k.s_1) \),

iii) \( s_1(m) = s_2(n) \) if and only if \( (k.s_1)(m) = (k.s_2)(n) \).

3.2.3. Crystal structure on branchings. Consider Br(X) and \( (\alpha, \beta) \in \text{Br} \) where \( \alpha : u \implies v \) and \( \beta : u \implies w \). Since \( B_{\text{Step}(X)}(\alpha) \equiv B_{\text{Step}(\beta)}(\beta) \equiv B_{X_i^*}(u) \), we define the crystal structure maps as follows: the weight map is defined as \( \text{wt}(\text{text}(\alpha, \beta)) = wt(u) \), and the Kashiwara operator \( k \) is defined by setting \( k.(\alpha, \beta) = 0 \) if \( k.u = 0 \), and otherwise if \( k.u \neq 0 \) we set \( k.(\alpha, \beta) = (k.\alpha, k.\beta) \). Graphically for \( k = e_i \) we interpret this as

\[ \begin{array}{c}
  u \\
  i \\
  w \\
  e_i.u \\
  e_i.w
\end{array} \]

The next result shows that the particular types of branchings are preserved by the crystal structure.

3.2.4. Proposition. Let \( X \) be a crystal 2-polygraph, \( (\alpha, \beta) \in \text{Br}(X) \), and \( k \) a Kashiwara operator such that \( k.(\alpha, \beta) \neq 0 \). Then

i) \( (\alpha, \beta) \in \text{LBr}(X) \) if and only if \( k.(\alpha, \beta) \in \text{LBr}(X) \);

ii) \( (\alpha, \beta) \) is confluent if and only if \( k.(\alpha, \beta) \) is confluent,

iii) \( (\alpha, \beta) \) is aspherical (resp. Peiffer) if and only if \( k.(\alpha, \beta) \) is aspherical (resp. Peiffer). In particular \( (\alpha, \beta) \) is overlapping if and only if \( k.(\alpha, \beta) \) is overlapping.
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iv) \((\alpha, \beta) \in \text{Crit}(X)\) if and only if \(k.(\alpha, \beta) \in \text{Crit}(X)\).

Proof. The statements i), ii), and iii) follow directly from the definitions of different families of branchings. Here we prove iv).

Recall from (3) that there are two types of critical branchings: inclusion, and overlapping. Here we shall prove part iv) for the overlapping branchings, as the proof for the inclusion branchings is entirely similar. Consider the case of \(k = e_i\). Let \((\alpha, \beta)\) be an overlapping critical branching of \(X\) so that \(e_i.(\alpha, \beta) \neq 0\). By i) we see that \(e_i.(\alpha, \beta)\) is a local branching, and by iii) it is overlapping. We need to show that \((e_i, \alpha, e_i, \beta)\) is minimal with respect to the order \(\sqsubseteq\) as defined in ??]. Suppose the contrary, that \((e_i, f, e_i, g)\) is not minimal and thus there exists a branching \((\gamma, \delta) \sqsubset (e_i, \alpha, e_i, \beta)\). Without loss of generality we may assume that \((\delta, \gamma)\) is itself minimal with respect to the order \(\sqsubseteq\), thus it is a critical branching.

Since \((\gamma, \delta) \sqsubset (e_i, \alpha, e_i, \beta)\) we have that

\[e_i.\alpha = p\gamma q \text{ and } e_i.g = p\delta q,\]

for some \(p, q \in X_i^*\). By applying the \(f_i\) Kashiwara operator to the branching \((e_i, \alpha, e_i, \beta)\), we get

\[\alpha = f_i.(p\gamma q) \text{ and } g = f_i.(p\delta q).\]

By definition of the Kashiwara operators \(f_i\), we have that the action of \(f_i\) on the 2-cells \(p\gamma q\) and \(p\delta q\) is entirely determined by the action of \(f_i\) on their sources, which coincide and are equal to \(puq\) with \(u = s_1(\gamma) = s_1(\delta)\) We consider now the three possible cases for the action of \(f_i\) on the word \(puq\).

\[\diamond \quad f_i.(puq) = (f_i,p)uq.\] We then have that \(f_i.(p\gamma q) = (f_i,p)\gamma q\) and \(f_i.(p\delta q) = (f_i,p)\delta q\), and thus

\[(\alpha, \beta) = ((f_i,p)\gamma q, (f_i,p)\delta q) \sqsubseteq (\gamma, \delta)\]

implying that \((\alpha, \beta)\) is not critical, thus a contradiction.

\[\diamond \quad f_i.(puq) = p(f_i,u)q.\] We then have that \(f_i.(p\gamma q) = p(f_i,\gamma)q\) and \(f_i.(p\delta q) = p(f_i,\delta)q\), and thus

\[(\alpha, \beta) = (p(f_i,\gamma)q, p(f_i,\delta)q) \sqsubset f_i.(\gamma, \delta)\]

implying that \((\alpha, \beta)\) is not critical, thus a contradiction.

\[\diamond \quad f_i.(puq) = pu(f_i,q).\] We then have that \(f_i.(p\gamma q) = p\gamma(f_i,q)\) and \(f_i.(p\delta q) = p\delta(f_i,q)\), and thus

\[(\alpha, \beta) = (p\gamma(f_i,q), p\delta(f_i,q)) \sqsubseteq (\gamma, \delta)\]

implying that \((\alpha, \beta)\) is not critical, thus a contradiction.

The assumption that \(e_i.(\alpha, \beta)\) is not a critical branching leads to a contradiction in each of these cases, hence we conclude that \(e_i.(\alpha, \beta)\) is indeed a critical branching.

The case of \(k = f_i\) is proven entirely analogously. \(\square\)
3.3. Rewriting on highest weights

Let \( \Gamma \) be a crystal. We denote by \( \Gamma^0 \) the set of elements of highest weight in \( \Gamma \). Since \( \Gamma \) is an object of \( \mathfrak{g} - \text{cryst} \), each of the connected components of \( B_{\Gamma^{	ext{\text{-}}} \langle w \rangle} \) contains a unique word of highest weight, that is \( B_{\Gamma^{	ext{\text{-}}} \langle w \rangle}^0 = \{ w^0 \} \) for some \( \lambda \in P^* \).

3.3.1. Proposition. Let \( M \) be a crystal monoid. Then \( M^0 \) is a submonoid of \( M \).

Proof. Let \( m_1, m_2 \in M^0 \). From Theorem 3.1.4 we have \( B_M(m_1m_2) \cong B_{M \otimes M}(m_1 \otimes m_2) \), which implies that \( m_1m_2 \in M^0 \) if and only if \( m_1 \otimes m_2 \in (M \otimes M)^0 \). Let now \( i \in I \). By definition of the tensor product of crystals we have that \( e_i(m_1 \otimes m_2) \) equals one of \( (e_i m_1) \otimes m_2, m_1 \otimes (e_i m_2) \) or 0. But since \( m_1 \) and \( m_2 \) are of highest weight, we have \( e_i m_1 = e_i m_2 = 0 \), implying that \( e_i(m_1 \otimes m_2) = 0 \). This shows that \( m_1m_2 \in M^0 \) hence \( M^0 \) is indeed a submonoid of \( M \). \( \square \)

3.3.2. Example. Consider \( \Gamma = A_n, B_n, C_n \). Then the elements of highest weight in \( Pl(\Gamma) \) are the tableaux with \( k \)-rows, \( 1 \leq k \leq n \) such that all the entries in the \( i \)-th row are equal to \( i \) (see [18], [23]). If we denote by \( c_k \) a column with \( k \) boxes, whose reading is \( 12 \cdots k \), and since

\[
P_e(c_i c_j) = \begin{cases} c_i c_j & \text{if } i < j \\ c_j c_i & \text{otherwise} \end{cases}
\]

we see that \( Pl(\Gamma)^0 = \text{Com}(n) \), the commutative monoid on \( n \) generators.

Next we obtain reduced versions of Newman’s Lemma and the Critical Pair Lemma for crystal 2-polygraphs.

3.3.3. Rewriting system at highest weight. Let \( X \) be a crystal 2-polygraph. To \( X \) we associate the rewriting system at highest weight

\[
\mathcal{R}^0(X) = \left( (X_1^\alpha)^0 \mid \text{Step}(X)^0 \right).
\]

This is an abstract rewriting system, and we have notions of rewriting sequences, branchings, and local branchings at highest weight. Moreover, the notion of critical branchings is carried over to \( \mathcal{R}^0(X) \) via \( \text{Crit}(\mathcal{R}^0) := \text{Crit}(X) \cap \text{Br}(\mathcal{R}^0) \). Then from Propositions 3.2.2 and 3.2.4 we obtain the following

3.3.4. Proposition. Let \( X \) be a crystal 2-polygraph, and let \( \mathcal{P} \) denote one of the properties of 2-polygraphs: termination, confluence, local confluence, confluence of critical branchings. Then \( X \) has the property \( \mathcal{P} \) if and only if \( \mathcal{R}^0(X) \) has the property \( \mathcal{P} \).

This result gives reduced versions of Newman’s Lemma and the Critical Pair Lemma for crystal 2-polygraphs.

3.3.5. Corollary. Let \( X \) be a crystal 2-polygraph, and \( \mathcal{R}^0(X) \) the rewriting system at highest weight.

i) (Newmann’s Lemma) If \( \mathcal{R}^0(X) \) is terminating and locally confluent, then \( X \) is terminating and confluent.

ii) (Critical Pair Lemma) If the critical branchings of \( \mathcal{R}^0(X) \) are confluent, then \( X \) is locally confluent.
4. CRYSTAL STRUCTURE ON FREE 2-MONOIDs

In Section 3 we have introduced the class of crystal monoids and the notion of a crystal 2-polygraph as the adapted polygraph for studying crystal monoids via rewriting theory. We have seen that the crystal structure extends to the sets of rewriting sequences and to the different kinds of branchings, which leads to reduced verifications of certain rewriting properties of crystal polygraphs.

In this section we show that the crystal structure of a 2-polygraph \( \mathcal{X} \) extends to the free 2-monoids \( \mathcal{X}^* \) and \( \mathcal{X}^\top \), as described in 2.1. The approach towards doing this consists in showing that the set of \( \mathcal{X} \)-cells admits a crystal structure, and we specify the compatibility of the Kashiwara operators with the \( \star_0 \) and \( \star_1 \) compositions. In particular we show that for a convergent presentation \( \mathcal{X} \), Squier’s coherent extension \( \Omega \) also admits a crystal structure, which further extends to the free (3,1)-monoid generated by it. This in turn reduces the computation of coherence from convergence to considerations at highest weight. In what follows, we denote the Kashiwara operators \( \{ e_i, f_i \mid i \in I \} \) simply by \( k \).

4.1. 2-dimensional crystal monoids

We introduce here a notion of a 2-dimensional crystal monoid. This is simply a 2-monoid whose underlying sets of 1-cells and 2-cells are crystals, and there is compatibility between the Kashiwara operators and the categorical compositions \( \star_0 \) and \( \star_1 \).

4.1.1. Definition. Let \( m \leq 2 \). A crystal \((2, m)\)-monoid is a \((2, m)\)-monoid \( C \) that admits a crystal structure as follows:

\[(CM1)\] the set of 1-cells of \( C \) is a crystal monoid with respect to \( \star_0 \),

\[(CM2)\] the set of 2-cells of \( C \) is a crystal,

\[(CM3)\] the source and target maps from the 2-cells of \( C \) to the 1-cells in \( C \) are crystal morphisms,

\[(CM4)\] for \( \alpha, \beta \) 2-cells in \( C \) and a Kashiwara operator \( k \) we have

\[
k.(\alpha \star_0 \beta) = \begin{cases} (k.(\alpha) \star_0 \beta), & \text{if } k.(s(\alpha))s(\beta)) = (k.s(\alpha))s(\beta) \\ \alpha \star_0 (k.\beta), & \text{if } k.(s(\alpha))s(\beta)) = s(\alpha)(k.s(\beta)) \\ 0, & \text{otherwise.} \end{cases}
\]

\[
k.(\alpha \star_1 \beta) = \begin{cases} (k.\alpha) \star_1 (k.\beta), & \text{if } k.(s(\alpha)) \neq 0 \\ 0, & \text{otherwise.} \end{cases}
\]

We remark here that as there is a single 0-cell in a crystal \((2, m)\)-monoid, any two 1-cells are \( \star_0 \)-composable. Hence often times we denote the composition \( uv \) by a concatenation \( u \cdot v \). The idea behind this notion of 2-dimensional crystal monoids is that the free 2-monoid \( X^*_2 \) and the free (2,1)-monoid \( X^\top_2 \) generated by \( X \) both satisfy the conditions of Definition 4.1.1.
4.1. 2-dimensional crystal monoids

4.1.2. Crystal structure on \(X_2^*\). Let \(X = (X_1, X_2)\) be a crystal 2-polygraph, and consider the free 2-monoid \(X_2^*\) generated by \(X\) as in [2,4]. By definition, there is a crystal structure on the 1-cells \(X_1^*\) and on the generating 2-cells \(X_2^*\). Here we extend the crystal structure to all the 2-cells of \(X_2^*\) so that it is compatible with Definition [4.1]. We do this progressively: first for identity 2-cells and the generating 2-cells of \(X_2^*\); and then for the \(\ast_0\) and \(\ast_1\) compositions of such cells.

Consider a 1-cell \(u \in X_2^*\) and a 2-cell \(\gamma : u \rightarrow v \in X_2^*\). We define the weight map \(\text{wt}(\gamma) = \text{wt}(s_i(\gamma))\), and the Kashiwara operator \(k\) first on the identity 2-cell \(1_u\) and then on \(\gamma\) via

\[
\begin{align*}
\diamond & \quad k.1_u = 1_{k.u} \text{ if } k.u \neq 0, \text{ and otherwise } k.1_u = 0, u \in X_2^* \\
\diamond & \quad k.\gamma : k.u \rightarrow k.v \text{ if } k.u \neq 0, \text{ and } k.\gamma = 0 \text{ otherwise.}
\end{align*}
\]

We then extend the crystal structure to \(\ast_0\) and \(\ast_1\) compositions of 2-cells by defining the weight map as \(\text{wt}(\alpha \ast_0 \beta) = \text{wt}(\alpha) + \text{wt}(\beta)\), and \(\text{wt}(\alpha \ast_1 \beta) = \text{wt}(\alpha) = \text{wt}(\beta)\), and by defining the Kashiwara operators as in (CM4).

We show that the definition of the Kashiwara operators on 2-cells of \(X_2^*\) is compatible with the defining axioms of \(X_2^*\). We thus verify the axioms (FM1) and (FM2).

*(FM1)* \(\alpha \ast_0 \ast_1 \ u'w\beta \equiv uw\beta \ast_1 \ \alpha \ast_0 w'\), for \(\alpha : u \rightarrow u', \beta : v \rightarrow v' \in X_2^*\), and \(w \in X_2^*\).

Consider a Kashiwara operator \(k\) such that \(k.(\alpha \ast_0 \ast_1 u'w\beta) \neq 0\). Then by the action of \(k\) defined as in (CM4) we have that \(k.s_i(\alpha \ast_0 \ast_1 u'w\beta) \neq 0\), and from (FM1) we have

\[
s_i(\alpha \ast_0 \ast_1 u'w\beta) = s_i(uw\beta \ast_1 \ \alpha \ast_0 w'),
\]

hence \(k.s_i(uw\beta \ast_1 \ \alpha \ast_0 w') \neq 0\), and thus \(k.(uw\beta \ast_1 \ \alpha \ast_0 w') \neq 0\). Then by (CM4) we obtain

\[
\begin{align*}
\quad & k.(\alpha \ast_0 \ast_1 u'w\beta) = k.(\alpha \ast_0 u'w\beta) = k.(\alpha \ast_0 u'w\beta) \\
\quad & k.(uw\beta \ast_1 \ \alpha \ast_0 w') = k.(uw\beta \ast_1 \ \alpha \ast_0 w')
\end{align*}
\]

The operator \(k\) acts on \(\alpha \ast_0 w'\) by acting on precisely one of the *components* \(u, w, \text{ or } u'\). We distinguish these three cases as follows. Say if \(k\) acts on \(\alpha \ast_0 w\) by acting on its \(l\)-th component for \(l \in \{1, 2, 3\}\), then \(k\) acts on the \(u'w\beta, uw\beta\), and \(\alpha \ast_0 w'\) by acting on their \(l\)-th components as well. Thus from (22) we have

\[
\begin{align*}
\quad & l = 1 : k.(\alpha \ast_0 \ast_1 u'w\beta) = (k.\alpha)w\ast_1 (k.u')w\beta \\
\quad & k.(uw\beta \ast_1 \ast_0 w') = (k.u)w\beta \ast_1 (k.\alpha)w' \\
\quad & l = 2 : k.(\alpha \ast_0 \ast_1 u'w\beta) = \alpha(k.w)v \ast_1 u'(k.w)\beta \\
\quad & k.(uw\beta \ast_1 \ast_0 w') = u'(k.w)\beta \ast_1 (k.w)v' \\
\quad & l = 3 : e_i.(\alpha \ast_0 \ast_1 u'w\beta) = aw e_i.v \ast_1 u'w(\varepsilon_i, \beta) \\
\quad & k.(uw\beta \ast_1 \ast_0 w') = u'w(k.\beta) \ast_1 \ast_0 w(k.v')
\end{align*}
\]

and we see that in each of these cases we indeed have

\[
k.(\alpha \ast_0 \ast_1 u'w\beta) = k.(uw\beta \ast_1 \ast_0 w').
\]

Thus the definition of the Kashiwara operators \(e_i\) and \(f_i\) on \(X_2^*\) is compatible with (FM1).
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\[(FM2)\]

\[
(u_1\alpha_1u'_1 \star \cdots \star u_m\alpha_mu'_m) \star (v_1\beta_1v'_1 \star \cdots \star v_n\beta_nv'_n) = u_1\alpha_1u'_1(v_1s(\beta_1)\alpha'_1 \star \cdots \star u_m\alpha_mu'_m\alpha'_1v_n\beta_nv'_n) \]

Denote by \(L \) respectively the expression to the left respectively to the right of \(\star \) in the first line of \((23)\), and by \(F\) the expression in the second and third lines of \((23)\). In other words, we rewrite \((23)\) as \(L \star_0 R = F\). Let \(k\) be a Kashiwara operator such that \(k.(L \star_0 R) \neq 0\). By \((CM4)\) we have \(k.(L \star_0 R) = (k.L) \star_0 R\) or \(k.(L \star_0 R) = L \star_0 (k.R)\). We consider here the first case, as the second one is handled similarly.

Since \(k.(L \star_0 R) = (k.L) \star_0 R\), we have that \(k.(s(L \star_0 R)) = k.(s(L)s(R)) = (k.s(L))s(R)\). This implies that for any \(1 \leq p \neq q \leq n\) we have

\[
k.(u_p\alpha_{p'}u'_q\beta_{q'}v'_{q'}) = k.(u_p\alpha_{p'}u_q\beta_qv'_{q'})\]

Then by \((CM4)\) and \((FM2)\) we obtain

\[
k.(L \star_0 R) = (k.(u_1\alpha_1u'_1) \star \cdots \star (k.(u_m\alpha_mu'_m))) \star_0 R = k.(u_1\alpha_1u'_1)(k.(u_m\alpha_mu'_m))v_1\beta_1v'_1 \star \cdots \star (k.(u_m\alpha_mu'_m)v_n\beta_nv'_n)\]

and finally from \((23)\) we obtain

\[
k.(L \star_0 R) = (k.(u_1\alpha_1u'_1)(s(\beta_1))v'_1) \star \cdots \star (k.(u_m\alpha_mu'_m)v_1\beta_1v'_1) \star \cdots \star (k.(u_m\alpha_mu'_m)v_n\beta_nv'_n) = k.F.\]

This shows that the action of the Kashiwara operators on 2-cells is compatible with the defining axioms \((FM1)\) and \((FM2)\) of the free 2-monoid \(X^+_2\) generated by \(X\) as in \((24)\).

Next we show how the crystal structure is extended to free \((2,1)\)-monoids generated by crystal polygraphs.

4.1.3. Crystal structure on \(X^+_2\). Let \(X = (X_1, X_2)\) be a crystal 2-polygraph. Recall the 2-polygraph \(X^+ = (X_1, X_2 \sqcup X_2^+)\), as in \((24)\). We define a crystal structure on \(X^+\) by setting \(wt(\alpha^+) = wt(\alpha)\), and the Kashiwara operators \(k\) as follows: for \(\alpha \in X_2\) such that \(k.\alpha \neq 0\), we set \(k.\alpha^+ = (k.\alpha)^-\). Then \(X^+\) is a crystal 2-polygraph and we can define a crystal structure on the set of 2-cells of \((X_2^+)^+\) as in the previous paragraph. The following proposition shows that the Kashiwara operators descend to the 2-cells of \(X_2^+\).

4.1.4. Proposition. Let \(X\) be a crystal 2-polygraph, \(\alpha \in X_2\), \(u, v \in X_2^+\), and \(k\) a Kashiwara operator such that \(k.(u\alpha v) \neq 0\). Then

\[
k.(u\alpha v \star u\alpha^- v) \equiv 1_{k.(u\alpha v)} \quad \text{and} \quad k.(u\alpha^- v \star u\alpha v) \equiv 1_{k.(u\alpha v)}\]

Proof. We prove here the first relation, as the other one is done analogously. We consider the three possibilities of the action of \(e_i\) on \(u\alpha\).

If \(k.(u\alpha v) = (k.u)\alpha v\), we have that \(k.(u\alpha v) = (k.u)s(\alpha)v\). This means that \(k.(u\alpha^- v) = (k.u)t(\alpha^-)v\) hence we get

\[
k.(u\alpha v \star u\alpha^- v) = (k.u)\alpha v \star (k.u)\alpha^- v \equiv 1_{k.(u\alpha v)} = 1_{k.(u\alpha v)}\]
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Similarly we prove the case of \( k \) acting on \( v \).

If \( k.(uav) = u(k.a)v \). We then have \( k.(uav) = u(k.a)v = u(k.a)\alpha v \), thus indeed we get

\[
k.(uav \star_1 uav^\alpha) \equiv 1_{k,(uav^\alpha)}
\]

which is what we wanted to show. \( \square \)

Thus \( X^\top_2 \) also admits a crystal structure, and by the constructions it is evident that both \( X^*_2 \) and \( X^\top_2 \) satisfy the conditions of Definition 4.1.1. We summarize this in the following result

4.1.5. Theorem. Let \( X \) be a crystal 2-polygraph. Then the free 2-monoid \( X^*_2 \), respectively the free (2,1)-monoid \( X^\top_2 \) generated by \( X \) is a crystal 2-monoid, respectively crystal (2,1)-monoid.

Similarly to the discussion in 3.3, we specify here the highest-weight subobjects of crystal 2-monoids.

4.1.6. Definition. Let \( C \) be a crystal 2-monoid. The full subcategory of \( C \) consisting of the 1-cells and 2-cells of highest weight, is a 2-submonoid of \( C \) and we denote it by \( C^0 \).

4.2 Coherent presentations for crystal monoids

Here we adapt the notions of congruences on 2-monoids, cellular extensions, and normalization strategies to the context of crystal monoids. Further we prove the main result of this article which states that Squier’s coherent extension of a convergent crystal 2-polygraph \( X \) is entirely determined by the parallel cells of highest weight of \( X^\top_2 \).

4.2.1. Crystal congruences on crystal 2-monoids. Let \( C \) be a crystal 2-monoid, and recall the set of 2-spheres \( \text{Sph}(C) \) of \( C \). The elements of \( \text{Sph}(C) \) are pairs of 2-cells \( (f, g) \) that have the same source and same target. This implies that the crystal structure of \( C \) extend to \( \text{Sph}(C) \). Indeed, we the weight map on \( \text{Sph}(C) \) is given by \( \text{wt}((f, g)) = \text{wt}(s_1(f)) \), and the Kashiwara operator \( k \) acts via \( k.(f, g) = (k.f, k.g) \) if \( k.s_1(f) \neq 0 \). We now define the following concepts in the context of crystal monoids.

4.2.2. Definition. Let \( C \) be a crystal 2-monoid, \( \equiv \) a congruence on \( C \), \( \Omega \) a cellular extension of \( C \), and \( X = (X_1, X_2, X_3) \) a (3,1)-polygraph

\[
i) \equiv \text{ is called a crystal congruence on } C \text{ if for any Kashiwara operator } k \text{ and relation between 2-cells } f \equiv g \text{ such that } k.f \not\equiv 0, \text{ we have } k.f \equiv k.g.
\]

\[
ii) \Omega \text{ is called a crystal cellular extension if } \Omega \text{ is a subcrystal of } \text{Sph}(C).
\]

\[
iii) X \text{ is called a crystal (3,1)-polygraph if } (X_1, X_2) \text{ is a crystal 2-polygraph, and } X_3 \text{ is a crystal cellular extension of } X^\top_2.
\]

Note that for a crystal cellular extension \( \Omega \) of \( C \), the congruence \( \equiv_\Omega \) on \( C \) generated by \( \Omega \) is a crystal congruence. Recall from Theorem 2.1.8 that Squier’s coherence theorem extends a convergent presentation to a coherent one by taking \( \Omega \) to be a family of generating confluences. The notion of normalization strategies as in 2.1.9 gives an algorithmic method of determining a family of generating confluences. Next we consider a type of normalization strategy compatible with the crystal structure.
4. Crystal structure on free 2-monoids

4.2.3. Normalization strategies for crystal 2-polygraphs. Let $X$ be a crystal 2-polygraph and $\overline{X}$ the crystal monoid it presents, and a section $r : \overline{X} \to X^+_1$ of $\overline{X}$. Recall that we often denote the image $r(\omega)$ by $\overline{\omega}$. We say that $r$ is a crystal section if $r$ is a crystal morphism. In particular, for a crystal section $r$, $w \in X^+_1$, and a Kashiwara operator $k$ such that $k.w \neq 0$, we have $k.(\overline{w}) = k.\overline{w}$. Note that if $X$ is convergent, one can take $r$ to be such that $\overline{w}$ is the normal form of $w$. Clearly then $r$ is a crystal section.

Consider now a normalization strategy $\sigma : X^+_1 \to X^+_2$ for a crystal section $r$, that is a map from $X^+_1$ to the set of 2-cells in $X^+_2$. Let $w \in X^+_1$ and $k$ a Kashiwara operator such that $k.w \neq 0$. Then we have

$$\sigma(k.w) = (k.w \mapsto \overline{k.w}) = k.(\overline{w}) = k.\sigma(w).$$

(25)

We call such a $\sigma$ a crystal normalization strategy. We then have the following version of Squier’s coherent completion theorem in the context of crystal monoids.

4.2.4. Theorem (Squier’s coherence theorem for crystal 2-polygraphs). Let $X$ be a convergent crystal 2-polygraph, $r$ a crystal section, and $\sigma$ a crystal normalization strategy for $r$. Let $\Omega$ be the family of generating confluenes obtained from $r$ and $\sigma$. Then $\Omega$ is a crystal cellular extension of $X^+_2$, and the 2-spheres in $\Omega$ are entirely determined by the critical branchings of highest weight of $X$.

Proof. By definition of $\Omega$ in terms of $r$ and $\sigma$ as in 2.1.9 $\Omega$ consists of spheres of $X^+_2$ of the form

$$\gamma = (f \star_1 \sigma_t^i(f), g \star_1 \sigma_t^i(g))$$

for the critical branchings $(f, g)$ of $X$. Let now $k$ be a Kashiwara operator such that $k.f \neq 0$. We compute the action of $k$ on the sphere $\gamma$ as follows. First, by the crystal structure on $\text{Sph}(X)$ as in 4.2.1 we have

$$k.\gamma = k.(f \star_1 \sigma_t^i(f), g \star_1 \sigma_t^i(g)) = (k.f \star_1 \sigma_t^i(f)), k.(g \star_1 \sigma_t^i(g))).$$

By Theorem 4.1.3 we have that $X^+_2$ is a crystal 2-monoid, and by Definition 4.1.1 (CM4) we obtain

$$k.\gamma = ((k.f) \star_1 (k.\sigma_t^i(f)), (k.g) \star_1 (k.\sigma_t^i(g))).$$

Then from (25) we obtain $k.\sigma_t^i(f) = \sigma_k(t_i(f))$ and $k.\sigma_t^i(g) = \sigma_k(t_i(g))$. Now since the target map $t_i$ is a crystal morphism by Definition 5.1.5 we have $k.t_i(f) = t_i(k.f)$ and $k.t_i(g) = t_i(k.g)$. Thus we finally obtain

$$k.\gamma = ((k.f) \star_1 t_i(k.f)), (k.g) \star_1 t_i(k.g))$$

By Proposition 3.2.4 we have that $(k.f, k.g)$ is a critical branching, hence the 2-sphere $k.\gamma$ is the confluence diagram of $(k.f, k.g) \in \text{Crit}(X)$ determined by the crystal section $r$ and the crystal normalization strategy $\sigma$. This proves the first part of the theorem, i.e. that $\Omega$ is a subcrystal of $\text{Sph}(X)$.

For the second part, consider the set of critical branchings at highest weight $\Lambda := \Omega^0$. Then via $r$ and $\sigma$ we can compute the highest weight elements of the family of generating confluenes $\Omega$, which we denote by $\Omega^0$. Consider now any critical branching $(f, g) \in \text{Crit}(X)$, and its highest weight $(f.g)^0$. Let $\gamma^0$ be the 2-sphere in $\Lambda$ corresponding to the critical branching $(f, g)^0$. Since $(f, g)^0$ is the unique highest weight vertex in the connected component $B_{\text{Crit}(X)}(f, g)$, there exists a sequence $k_1, k_2, \ldots, k_l$ of $f_i$ Kashiwara operators (that is $k_j = f_i$) for some $i_j \in I$ such that

$$k_1.k_2.\ldots.k_l.(f, g)^0 = (f, g).$$

Then 2-sphere in $\Omega$ corresponding to $(f, g)$ is simply $k_1.k_2.\ldots.k_l.\gamma^0$. This completes the proof of the theorem. $\square$
4.2. Coherent presentations for crystal monoids

We give here a graphical interpretation of the second part of the proof of Theorem 4.2.4. Let $X$, $r$, and $\sigma$ be as in the statement of the theorem, and $\Lambda$ as in the proof. Let $(f, g) \in \text{Crit}(X)$ and $(f, g)^0$ the corresponding critical branching of highest weight. Then the 2-sphere $\gamma \in \Omega$ corresponding to $(f, g)$ is determined by acting with the adequate Kashiwara operators on the 2-sphere $\gamma^0$ corresponding to $(f, g)^0$ in $\Lambda$. Graphically we can present this as

![Graphical Interpretation](image)

that is we obtain $\gamma$ via $\gamma^0$ and the Kashiwara operators. Note moreover that $(X_1, X_2, \Omega)$ is a crystal (3,1)-polygraph. We remark here that a proof of Squier’s completion theorem in the general context of monoids (and categories) can be found in the work of Guiraud-Malbos [10]. In particular they explicitly prove the acyclicity of $\Omega$ by describing how to pave any 2-sphere by composing the elements of $\Omega$. Guiraud-Malbos [10].

Finally, the following result shows that in the case of finite convergent reduced crystal 2-polygraphs, one may choose the leftmost and rightmost normalization strategies as $\sigma$ in Theorem 4.2.4.

4.2.5. Proposition. Let $X$ be a reduced convergent crystal 2-polygraph, $r$ a crystal section. Then the leftmost and rightmost normalization strategies are crystal normalization strategies.

Proof. Recall the leftmost normalization strategy $\sigma$ as defined in (6), given on $u \in X^*_1$ by $\sigma_u = \lambda_u \star_1 \sigma_{t_1(\lambda_u)}$. Let $k$ be a Kashiwara operator such that $k.u \neq 0$.

We first show that $k.\lambda_u = \lambda_{k,u}$ Indeed, consider the sets of rewriting steps with source $u$ and $k.u$ respectively, that is Step($X)_u$ and Step($X)_{k,u}$. Since $X$ is a crystal 2-polygraph, we have that the mapping $f \mapsto k.f$ defines a bijection from Step($X)_u$ to Step($X)_{k,u}$. We show that this bijection is compatible with the orders $\leq$ on Step($X)_u$ and Step($X)_{k,u}$ as in 2.1.9. Consider $f, g \in \text{Step}(X)_u$ such that $f \leq g$. Suppose that $f = t_1 t$ and $g = v_0 v_1 1$ for some $t, t_1, v, v_1 \in X^*_1$ and $\alpha, \beta \in X_2$, such that $|t| < |v|$. Then $k$ acts on $f$ and $g$ by acting on one of their components, i.e. on $t, \alpha$, or $t'$ for $f$, and on $v, \beta$, or $v'$ for $g$. In each of these cases, $k.f$ and $k.g$ will be of the form $k.f = t_1 t'_1$ and $k.g = v_1 v'_1$ with $|t| = |t'|$ and $|v| = |v'|$. Hence we have that $f \leq g$ implies $k.f \leq k.g$. Conversely, we consider the map $\text{Step}(X)_{k,u} \rightarrow \text{Step}(X)_{k^{-1}(k,u)}$, where $e^{-1}_i := f_i$ and $f^{-1}_i := e_i$, and obtain that $k.f \leq k.g$ implies $f \leq g$. Since the order $\leq$ is total, and $\lambda_u$ is the minimal element of Step($X)_u$, we have that $k.\lambda_u$ is the minimal element in Step($X)_{k,u}$, hence $k.\lambda_u = \lambda_{k,u}$.

Next, to show that $\sigma$ is a crystal normalization strategy, we note that by definition of $\sigma$ we have $\sigma_u = \lambda_u \star_1 \sigma_{t_1}$, where $u \xrightarrow{\lambda_u} t_1$. Iterating this, since $X$ is a terminating 2-polygraph, we obtain

$$\sigma_u = \lambda_u \star_1 \lambda_{u_1} \star_1 \cdots \star_1 \lambda_{u_1}$$
for some rewriting sequence \( u \rightarrow u_1 \rightarrow \cdots \rightarrow u_l \) in \( \mathcal{R}(X) \). Then from the first part of the proof and Definition 4.1.1 (CM4) we obtain
\[
k \cdot \sigma_u = k \cdot (\lambda_u \star_1 \cdots \star_1 \lambda_{u_l}) = (k \cdot \lambda_u) \star_1 \cdots \star_1 (k \cdot \lambda_{u_l}) = \lambda_{k \cdot u} \star_1 \cdots \star_1 \lambda_{k \cdot u_l}.
\]
On the other hand, since the target map \( t_1 \) is a crystal morphism, we have \( t_1 (k \cdot u) = k \cdot t_1 (u) = k \cdot u_1 \), and we obtain \( \sigma_{k \cdot u} = \lambda_{k \cdot u} \star_1 \sigma_{k \cdot u_1} \). Iterating this equation, we obtain
\[
\sigma_{k \cdot u} = \lambda_{k \cdot u} \star_1 \cdots \star_1 \lambda_{k \cdot u_l}.
\]
which shows that \( k \cdot \sigma_u = \sigma_{k \cdot u} \), hence the leftmost normalization strategy is indeed a crystal normalization strategy, which is what we wanted to show.

In a completely analogous fashion one shows that the rightmost normalization strategy is also a crystal normalization strategy. \( \square \)

### 4.3. Coherence for plactic monoids of classical type

Here we show how one may apply Theorem 4.2.4 to the column presentations of the plactic monoids of classical type.

Consider the crystal bases of classical type \( \Gamma = A_n, B_n, C_n, D_n, G_2 \) as in 2.2.3 and recall the column presentation \( \text{Col}(\Gamma) \) of the plactic monoids \( Pl(\Gamma) \) as in 2.2.6. By Theorem 3.1.7 we have that \( \text{Col}(\Gamma) \) is a finite convergent crystal 2-polygraph. Hence for a crystal section \( r \) and normalization strategy \( \sigma \), by Theorem 4.2.4 we can compute the coherent extension of \( \text{Col}(\Gamma) \) at highest weight. In order to apply the theorem to \( \text{Col}(\Gamma) \), we need to specify a crystal section and a crystal normalization strategy. For the crystal section, one can always choose \( r \) that sends each word to its corresponding normal form. Since \( \text{Col}(\Gamma) \) are reduced by Theorem 2.2.8 then by Proposition 4.2.5 we can choose \( \sigma \) to be the leftmost normalization strategy.

In order to apply Theorem 4.2.4 we identify the critical branchings of \( \text{Col}(\Gamma) \). Since the rewriting rules in \( \text{Col}(\Gamma) \) have sources of length 2, the critical branchings will be of the form
\[
P_{c_1c_3}, P_{c}(c_1c_2)c_3
\]
\[
c_1c_2c_3
\]
\[
c_1P_{c}, c_1P_{c}(c_2c_3)
\]
for \( c_1, c_2, c_3 \in \text{Col}(\Gamma) \) satisfying \( P_c(c_1c_2) \neq c_1c_2 \) and \( P_c(c_2c_3) \neq c_2c_3 \). Then Theorem 4.2.4 applied to \( \text{Col}(\Gamma) \) admits the following form.

### 4.3.1. Corollary
Let \( \Gamma = A_n, B_n, C_n, D_n, G_2 \) be a crystal base of classical type, and \( \sigma \) a crystal normalization strategy. Then the coherent extension of \( \text{Col}(\Gamma) \) is determined by the 2-spheres
\[
P_{c_1c_3}, P_{c}(c_1c_2)c_3, \sigma P_{c}(c_1c_2)c_3
\]
\[
c_1c_2c_3
\]
\[
c_1P_{c}, c_1P_{c}(c_2c_3)
\]
\[
P_{c}(c_1c_2c_3)
\]
c_1, c_2, c_3 \in \text{Col}(\Gamma) \) such that \( c_1c_2c_3 \) is of highest weight and \( P_c(c_1c_2) \neq c_1c_2, P_c(c_2c_3) \neq c_2c_3 \).
We note that for \( \Gamma = A_n, B_n, C_n, D_n \), by Proposition 2.2.7 the column presentation is almost quadratic, meaning that the generating rewriting rules are of the form \( c_1c_2 \Rightarrow w \) with \( |w| \leq 2 \). For the leftmost normalization strategy, the diagram in (26) takes the form

\[
P_c c_1 c_2 c_3 \quad \xrightarrow{c_1' c_2' c_3'} \quad \cdots \quad \xrightarrow{P_{c_1} c_2} \quad w_1
\]

\[
P_c c_1 d_2 d_3 \quad \xrightarrow{P_{c_1} d_3} \quad d_1 d_2' d_3' \quad \cdots \quad \xrightarrow{P_{c_1} c_2} \quad w_2
\]

meaning it can be identified via computation of the rewriting rules at highest weight.

In [12] Hage-Malbos identify the shapes of these generating confluence diagrams for \( \text{Col}(A_n) \). If in the (27) we denote by \( L \) and \( R \) respectively the lengths of the top and bottom rewriting sequences, they show that \( L, R \leq 3 \), showing that the generating coherence relations for \( \text{Pl}(A_n) \) admit a hexagonal shape. They achieve this result via a case-by-case analysis of the critical branchings and their corresponding confluence diagrams. The constructions presented in this article aim to reduce the identification of coherent extensions to only computations of the rewriting rules at highest weight. The next step towards completing this task naturally requires explicit computation with the elements of highest weight in \( \text{Col}(\Gamma)^* \). In his PhD thesis the author has introduced combinatorial models in types \( A \) and \( C \), called Yamanouchi trees, designed to parameterize the words of highest weight in \( \text{Col}(\Gamma)^* \), and to compute rewriting rules at highest weight. In particular one can use such objects to compute the shapes of the confluence diagrams in (27). These combinatorial objects form part of an upcoming preprint by the author.
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