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ABSTRACT  Rendering is widely used for visual effects in animations, video games, and movies. As the computational load in rendering workloads fluctuates greatly over time, it is attractive to use cloud infrastructures for cost-effective rendering. However, we analyze that cloud rendering has several technical challenges involved in the handling of rendering input data. In this article, we analyze the workload characteristics of popular rendering projects, and find out the following three observations. First, total size of rendering input files reaches tens to hundreds of gigabytes, and uploading these large data to cloud increases the startup latency of rendering significantly. Second, the consistency requirement of file systems in cloud rendering is complicated compared to that of traditional distributed file systems. Third, file accesses in rendering are highly skewed such that the top 20% files account for 60-80% of total accesses, whereas 40-70% are never used or used only once. Based on these observations, we design and implement a new file system for cloud rendering, which has the function of version control, on-demand fetch, and distributed cooperative caching for rendering data. This allows for minimizing data transmission overhead caused by the large input data of rendering and satisfying the rendering data consistency. Measurement studies under synthetic and real workloads show that the proposed file system performs better than the conventional uploading scheme and NFS by 55.4% and 29.5% on average, respectively.

INDEX TERMS  Cloud, rendering, file system, cooperative caching, versioning file system.

I. INTRODUCTION

Rendering is the process of creating high-resolution photorealistic or non-photorealistic images from a 2D or 3D geometric model by making use of computer software [1, 2, 3]. Rendering is widely used to generate scenes for animations, video games, simulations, and visual effects in movies, where a scene consists of more than 24 frames per second. Based on graphical inputs such as textures, colors, materials, lighting, and shading, rendering software performs a large number of computations that take several hours or even more than a full day to create a single scene. Thus, rendering is commonly performed on high performance dedicated machines.

However, as the computational load in rendering fluctuates greatly over time, it may exceed the capacity of the on-premise facilities as the work due date approaches. To cope with this situation, public clouds such as AWS [4] and Azure [5] can be utilized as temporary infrastructures for rendering [6]. That is, rendering users make use of their own on-premise facilities in usual time, but temporarily rent public cloud infrastructures in case the rendering workloads become instantly heavy. This has the advantage of adapting quickly to the change of computing load over time without owning expensive equipment. As rendering of each scene is an independent work, it is also possible to perform rendering on multiple cloud nodes simultaneously. Concurrent rendering on multiple virtual machines can further speed up the rendering operations.

Although cloud is being adopted in a variety of computing platforms such as virtual desktops, web hosting, and big data processing, there are some challenges when using clouds for rendering. Rendering is a computing-intensive task, but it has an I/O intensive pre-processing phase, where several co-workers generate a large amount of rendering input data. In cloud rendering, the input data created at the on-premise machine should be sent to cloud before rendering starts. There are two important issues with this input data in cloud rendering. First, the input data for rendering a single scene reaches tens to hundreds of gigabytes, and it causes heavy overhead to send them to the cloud instantly. Second,
multiple versions of the rendering input data coexist due to frequent design modifications, and maintaining the consistency of these versions is complicated compared to the requirement of traditional distributed file systems.

Let us discuss the details of these two issues. As there are separate file systems in the on-premise local machine and remote cloud machines, the rendering administrator needs to manually upload the input files for cloud rendering. In this process, a smart administrator may check the files that will be actually used during the current rendering process and upload them selectively. However, in general, all input files in the on-premise machine should be transferred as it is not known in advance which files will be actually used. Thus, despite its simplicity, uploading input files may cause unnecessary data transfers and is also a burden to the rendering administrator [7]. Our analysis shows that there are 8.1-61.4% of rendering input files, which are not actually used while the rendering is performed in popular animation rendering projects [8].

A distributed file system such as NFS (network file system) can be alternatively used to resolve the aforementioned issue [9]. This is because only data to be actually used can be fetched on-demand when NFS is adopted. However, it also has much overhead in instant validation and transmission of rendering input data, which are frequently updated. Note that modifications to local source data should also be reflected on remote nodes in distributed file systems, and thus validation requests to on-premise storage is necessary even if the data have already been uploaded to the cloud.

In reality, the consistency requirement of file systems in cloud rendering is even more complicated compared to that of traditional distributed file systems. That is, although the input file in the on-premise storage has been modified, any rendering that is already in progress should use the input files generated before starting this rendering. This makes it difficult to use traditional distributed file systems such as NFS as it is for cloud rendering, because the version of the file to use depends on the start time of the rendering process even if a new version has been created. As a result, either uploading input files by the administrator or using existing distributed file systems has problems of large overhead and/or correctness problems.

Caching is an effective way to relieve the overhead of data delivery in cloud rendering. In caching, once the data has been fetched, a copy is stored and it will be reused later if the same data is requested again [10-12]. However, caching in rendering has distinct characteristics and is different from traditional buffer caching [13] or web caching [14]. Specifically, unlike file system buffer caching (including NFS) that makes use of per block-based caching, file-based caching will be efficient in cloud rendering from the perspective of validation and version control. Also, caching for cloud rendering is different from web caching in that data synchronization is important in rendering as input files are frequently updated.

In this article, we analyze the workload characteristics of popular rendering projects, and present a new file system for cloud rendering. Our file system is designed as a distributed file system that synchronizes original files in on-premise storage and cached files in cloud nodes, while satisfying the semantics of rendering input. We have implemented our file system as a user-level FUSE file system [15], and the rendering software does not need to be aware of the existence of our file system. It has the function of version control, on-demand fetch, and distributed cooperative caching.

In the on-premise system side, we have implemented a file server that manages versions of rendering input files and performs the on-demand synchronization of the input files requested by cloud nodes based on the file versions maintained. In the cloud side, we have implemented a rendering cache manager, which checks the versions of the

**FIGURE 1. An example of a rendering process.**
rendering input files and fetches the files necessary for the current rendering process either from on-premise storage or from one of the peer cloud nodes.

Our rendering cache manager makes use of two caching strategies specialized for cloud rendering: version-aware caching for input data consistency and cooperative caching for minimizing the data transmission overhead. The version-aware caching maintains the rendering input files based on their versions and validates the current version from on-premise storage when the rendering process requests the files. As we use cooperative caching, the rendering cache manager first tries to fetch an input file from one of the peer cloud nodes in case a valid version is cached there. If not, the file is retrieved from the on-premise storage. After fetching the input file, our rendering cache manager maintains it in the storage cache with the version information. Note that all caching process including fetching and validation in our rendering cache manager is performed in a file unit.

To assess the effectiveness of our file system implementation, we have performed measurement experiments under both synthetic and real workloads. For synthetic workload, we extract the characteristics of rendering activities from the popular animation rendering projects and generate I/O workloads. For real workload, we execute a well-known open source rendering software Blender on AWS. Our experimental results show that the proposed file system performs better than the uploading scheme and NFS by 55.4% and 29.5% on average, respectively.

The remainder of this article is organized as follows. In Section II, we explain the rendering process and the workload characteristics of rendering. Section III presents the details of the propose file system for cloud rendering. Experimental results based on measurement for evaluating the proposed file system is described in Section IV. Finally, Section V concludes this article.

II. RENDERING PROCESS AND WORKLOAD CHARACTERISTICS

A rendering process consists of a certain pipelined phases: pre-processing, rendering, and post-processing. As shown in Figure 1, the rendering input data are created during the pre-processing phase by a number of co-working graphic designers. In this phase, modeling, shading, texturing, and animating input data are generated by each designer making use of existing rendering assets or other designer’s output. By integrating their produced works, rendering input files are generated. Then, the rendering administrator called the Wrangler collects the input files and runs the rendering software. After the long computation process of rendering, a single image file is generated as the rendering output. In the post-processing phase, the rendering administrator and the graphic designers check the created image, and if necessary, change the input files to perform the rendering again.

As rendering is performed by several co-working designers and frequent updates are essential until the final version is prepared, a lot of input file versions coexist. Rolling back to a previous version is usually performed during the rendering process, and thus it is important to keep the old version of the input files undeleted. For example, let us consider an animation scene in which a black-haired woman appears. If the rendering designer changes the color of the woman’s hair from black to blonde but the original black looks better, the input files should be rolled back to perform the rendering again.

To generate a photo realistic image via rendering, the size of input files reaches hundreds of gigabytes even for a single scene. In cloud rendering, pre-processing and post-processing are performed on an on-premise machine for efficient collaboration and I/O work, and main rendering is performed on the cloud as it has heavy computations. Thus, the large input data created at the on-premise machine should be sent to cloud, which incurs heavy network overhead.

In this article, we analyze the characteristics of the rendering workloads specially focusing on the large input data by executing a representative open source rendering software Blender [16].

Figure 2 plots the CPU and I/O usage patterns while rendering a scene. In cloud rendering, pre-processing and post-processing are performed on an on-premise machine for efficient collaboration and I/O work, and main rendering is performed on the cloud as it has heavy computations. Thus, the large input data created at the on-premise machine should be sent to cloud, which incurs heavy network overhead.

In this article, we analyze the characteristics of the rendering workloads specially focusing on the large input data by executing a representative open source rendering software Blender [16].
Render materials are valuable assets for post-production and animation studios, so it is not easy to obtain experimental data sets. Open movie projects are useful for researchers who need to analyze rendering materials at a commercial level [8]. We analyze the rendering workload characteristics of three computer animation projects: Laundromat, Nieve, and Monkaa [8]. Table I summarizes the rendering assets of the three movies to be analyzed. Even though these assets have been well-organized after the projects were completed, only a small portion of the rendering input files are involved in producing final output images. It is also noticeable that there exists quite a large amount of data that are never used at all in these assets. This implies that upload-based data synchronization may result in too much useless data to be transferred.

FIGURE 3. File size distributions of rendering input data for popular animation rendering projects.

FIGURE 4. Number of references that occurs on the given rankings of input files sorted by their reference count.

FIGURE 5. Cumulative ratio of file accesses for the given ratio of top ranked files sorted by their reference count.
Figure 3 shows the distributions of rendering input data as the file size is varied. Although the details are varied depending on the project size and characteristics, the overall trends of the distributions are similar. Specifically, a majority of input files are relatively small, but a few large files account for the most of the total capacity.

To analyze the characteristics of the rendering input files further, we investigate the popularity distributions. Figure 4 shows the distributions of input file accesses as the popularity rankings are varied. In the figure, the x-axis represents the ranking of files sorted by their total reference count and the y-axis represents the number of references on that ranking. As shown in the figure, file accesses made by rendering input data are extremely biased, and some of the top ranking files account for most of the references. Also, there exists an inflection point where the reference count drops steeply as the file ranking is over that point. This implies that caching will be effective by maintaining hot files selectively. Also, from Figure 4 and Table I, it is worth noting that the files of rendering asset never used or accessed only once account for 40.1-69.5% of the total capacity.

To analyze the reference bias of rendering input files more clearly, we plot the cumulative ratio of file references for the given ratio of top ranking files in Figure 5. Note that the x-axis is the ratio of referenced files sorted by their reference count and the y-axis represents the ratio of references for the given fraction of top ranked files. For example, 20% in the x-axis implies the top 20% input files, and the corresponding value in the y-axis represents the ratio of file references they made. As shown in the figure, 20% of the top ranked files account for about 80% of total references in Nieve, implying that file references in rendering mostly result from some hot files. In case of Laundromat, 20% of the top ranked files account for 60% of total references. When compared to general workloads, the skewness of rendering file accesses is very strong as it is known that 50-60% of the top ranking files account for about 80% of file accesses in general workloads of server systems [17, 18].

Analysis in this section will be used later in Section IV for generating synthetic workload models and evaluating the performance of our file system.

### III. THE PROPOSED FILE SYSTEM FOR CLOUD RENDERING

Two types of storage architectures for cloud rendering can be considered. The first consists of separate storage for on-premise and cloud systems, and the rendering administrator uploads input files from local to cloud for rendering, and downloads the result after rendering is finished. In this case, data synchronization should be managed by the administrator [19]. Although this approach is simple to implement, it needs an additional cluster file system to share data among cloud rendering nodes. Also, it is not easy for the administrator to distinguish files to be uploaded as there are too many files involved in rendering and some of them are duplicated or not used at all, which may incur unnecessary network transmission. Until the uploading of large data is completed, rendering cannot start, which incurs additional latency.

The second storage architecture for cloud rendering is to make the rendering repository as a virtualized storage. In this architecture, a virtual file system interface can be used for cloud nodes to access the on-premise rendering storage. A simple way to implement the virtualized storage is to make use of NFS (network file system) [9, 20]. In NFS, an NFS client on the cloud requests rendering input files to the on-premise system when they are actually requested during the rendering process, and the NFS server at the on-premise system finds the files from its storage and sends them to the cloud node. Although virtualized storage eliminates the unnecessary data transmission and long startup latency, it still has the problem of version control and validation of rendering data [21].

In this section, we present the file system design and implementation for cloud rendering that resolves the aforementioned problems of existing storage architectures. Our file system is designed as a user-level distributed file system that synchronizes original files in on-premise storage and cached files in cloud nodes. It has the function of version control, on-demand fetch, and distributed cooperative caching of rendering input data. Figure 6 shows a brief architecture of the proposed file system. Sections III-A and III-B will explain the on-premise side file server and the cloud side version-aware cooperative caching, respectively.

#### A. ON-PREMISE FILE SERVER

In our file system, on-premise storage is used as the data repository, which controls file-based retrieval and commits the input files via check-in and check-out functions. Specifically, a file server residing at the on-premise storage manages rendering input files. That is, rendering designers generate input files on the on-premise storage, and the file server synchronizes these files to cloud nodes when the rendering software requests the input files.

Meanwhile, as the file server needs to check the modified time of the input files before sending them, our file system manages the input files by assigning versions of files based on the modified time. Specifically, a new version is created
whenever a rendering designer modifies an input file. Then, the file server sends the last generated version of the input file just before the current rendering begins on the cloud node, rather than the up-to-date version of the file. However, in reality, as rolling back to previous versions is possible, the default setting of our file server is to use the file versions of the rendering administrator’s current working directory rather than the last generated version. Thus, when submitting a rendering task, the versions of all files at that time are snapshotted as a tree structure and delivered together to the cloud node.

**B. VERSION-AWARE COOPERATIVE CACHING IN CLOUD**

In order to reduce the data transmission overhead caused by large input files, a rendering cache manager resides on the cloud side of our file system. If all cloud nodes try to fetch original files from on-premise storage, it would be the performance bottleneck. Furthermore, it takes much time to transfer data between the on-premise storage and cloud nodes as they are connected by the wide area network (WAN). To cope with this situation, our rendering cache manager provides cooperative caching between peer cloud nodes, and also supports version-aware caching for input data consistency specialized for cloud rendering.

When rendering starts on a cloud node and input files are requested, the rendering cache manager first checks whether the files for the current rendering exist in the cache. If so, the cache manager checks whether the existing version is valid. If the cached version is valid, the cache manager returns it. Otherwise, the rendering cache manager tries to fetch the valid version of the input files from the nearest peer cloud node based on the cooperative caching [22, 23]. If the cooperative caching fails to find the valid version, the cache manager fetches the files from on-premise storage.

After fetching the requested input files, our rendering cache manager maintains them in its storage cache with the version information. Note that our rendering cache manager performs caching on a per-file basis, not per-block, which makes caching and validation more efficient by utilizing the rendering workload characteristics. A cached file is identified with its version as well as the path. Note also that the rendering software does not need to recognize the versions of files as our file system internally manages them based on the rendering data consistency, and the virtual file system interface is used.

**IV. EXPERIMENTAL RESULTS**

To evaluate the effectiveness of our file system implementation, we perform measurement experiments under both synthetic and real workloads.

Synthetic workloads are generated by the rendering workload characteristics analyzed in Section II. The number of input files are set to 1,000, and their average sizes are 45 MB. Popularities of the files are distributed such that the top 20% files account for 60% of total accesses. The total size of files is 53GB and the number of rendering tasks is set to 80. 646 files are accessed at least once out of the 1,000 files by the rendering tasks. Total size of the accessed files is 35GB out of the 53GB. For rendering nodes, we use 4 Citrix Xen virtual machines, and each node consists of E5-2620 8 Cores...
and 4GB memory. For the on-premise file server node, we use E5-2620 1 Core and 1GB memory. For a fair comparison, we experiment both cold start and warm start scenarios. In the cold start scenario, we measure the performance with the empty cache pool, whereas the warm start scenario measures the performance after filling the cache pool of the rendering nodes. Specifically, for measuring the performance of the warm start scenario, we first perform the rendering with the empty cache of the rendering nodes, and 20% of the input files are modified at the on-premise file server. Then, we measure the performance by executing the rendering again.

Figure 7 shows the I/O bandwidth of the proposed file system in comparison with NFS. As shown in the figure, our file system performs significantly better than NFS in both cold start and warm start scenarios. Specifically, our file system exhibits 2.1x and 14.8x improved bandwidth for cold and warm start scenarios, respectively, compared to NFS. The performance improvement of the warm start scenario is large as we perform judicious caching by making use of version-aware caching and cooperative caching. Also, NFS has a problem in that it cannot provide the exact data consistency for rendering semantics.

Figure 8 compares the proposed file system with the upload scheme in terms of the total elapsed time. For the upload scheme, we measure the elapsed time of the two experimental configurations: UploadALL and UploadSMART. UploadALL uploads all input files to the rendering nodes before starting the rendering process, whereas UploadSMART uploads only the files accessed during the rendering phase. As mentioned in Section III, the rendering administrator performs the uploading of input files manually, and it is difficult to identify the files that will be actually used beforehand. As shown in the figure, our file system performs better than the upload scheme for all configurations. Specifically, the performance improvement of our file system against UploadALL is 49.9% and 92.8%, respectively, for the cold and warm start scenarios. The performance gap is wider in the warm start scenario, and this shows the effectiveness of our judicious caching. When compared to UploadSMART, the improvement of our file system is 30.3% and 48.9%, respectively, for the cold and warm start scenarios. This is a significant result as UploadSMART indicates an ideal case of uploading only the files that will be used, which needs to be decided by the administrator beforehand. Even in case of the cold start scenario, our file system exhibits significant improvement as we make use of the cooperative caching among peer rendering nodes.

To assess the effectiveness of the proposed file system under more realistic scenarios, we measure the performance while executing real workloads on AWS [4]. Specifically, we execute the open source rendering software Blender for rendering the Laundromat movie with 60 files [8, 16]. The network bandwidth between the on-premise file server and the cloud nodes is 1.8MB/s on average.

Figure 9 shows the total elapsed time of the proposed file system in comparison with NFS as the number of rendering nodes on cloud is varied. As shown in the figure, the elapsed time decreases almost in proportion to the number of rendering nodes. This is possible as rendering is an independent task, which can be performed concurrently on multiple cloud nodes. When comparing the two schemes, our file system performs better than NFS in all cases, with a consistent performance gap. The performance improvement of our file system is 30.5% on average and up to 42.3%. There are several reasons behind this result. First, NFS protocols have a certain overhead as it performs per-block cache validation, whereas our file system manages the cache based on the version information of the files. Second, as the on-premise file server and the cloud are connected via slow wide area network, the network and I/O bandwidths of the on-premise file server become the performance bottleneck in NFS. Third, the performance gap becomes wider as the number of cloud nodes increases because cooperative caching increases the likelihood of fetching data from nearby peer nodes.

To see the effectiveness of the proposed file system under warm start scenarios, we choose 4 frames and perform rendering multiple times. Before rendering the same frames,
which are already rendered, we modify 3.3% of the input files, and measure the elapsed time of rendering. Figure 10 plots the elapsed time of the proposed file system in comparison with NFS. As shown in the figure, our file system performs consistently better than NFS regardless of the number of rendering nodes. The performance improvement is 26.9% on average and up to 31.1%. Figure 11 compares the elapsed time of rendering with the same input files and the modified input files. As shown in the figure, our file system performs better than NFS by 29.7% and 33.0%, respectively, for the same and modified input files. Also, it is noticeable that the elapsed time of NFS increases by 11% with the modified input files whereas our file system degrades the performance by only 3%. This implies that the version-aware cooperative caching proposed in our file system is effective as it makes use of the cached items within all cache pools across the peer nodes, whereas NFS cannot do so because it should request all modified data to the on-premise file server.

V. CONCLUSIONS

Post-production and animation studios have a growing demand for rendering on public clouds to cope with the transient explosion of computational loads. Rendering workload is commonly known as computing-intensive but our analysis showed that it incurs heavy I/O due to the large input files, which makes technical hurdles for implementing cloud rendering efficiently. Specifically, 1) uploading large input files to cloud increases the latency of rendering significantly, and 2) the consistency requirement of rendering input files is complicated compared to that of traditional distributed file systems. In order to upload rendering workloads to cloud nodes seamlessly, this article analyzed the workload characteristics of popular rendering projects, and implemented a new file system for cloud rendering. Our file system is designed as a distributed file system that synchronizes original files in on-premise storage and cached files in cloud nodes, while satisfying the semantics of rendering input. We devised the function of version control, on-demand fetch, and distributed cooperative caching of rendering input files in our file system design, which allows for minimizing the data transmission overhead and satisfying the rendering data consistency. Measurement studies under synthetic and real workloads showed that the proposed file system outperforms the conventional upload scheme and NFS by 55.4% and 29.5% on average, respectively.
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