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Abstract

Extractive models usually formulate text summarization as extracting fixed top-k salient sentences from the document as a summary. Few works exploited extracting finer-grained Elementary Discourse Unit (EDU) with little analysis and justification for the extractive unit selection. Further, the selection strategy of the fixed top-k salient sentences fits the summarization need poorly, as the number of salient sentences in different documents varies and therefore a common or best k does not exist in reality. To fill these gaps, this paper first conducts the comparison analysis of oracle summaries based on EDUs and sentences, which provides evidence from both theoretical and experimental perspectives to justify and quantify that EDUs make summaries with higher automatic evaluation scores than sentences. Then, considering this merit of EDUs, this paper further proposes an EDU-level extractive model with Varying summary Lengths (EDU-VL) and develops the corresponding learning algorithm. EDU-VL learns to encode and predict probabilities of EDUs in the document, generate multiple candidate summaries with varying lengths based on various k values, and encode and score candidate summaries, in an end-to-end training manner. Finally, EDU-VL is experimented on single and multi-document benchmark datasets and shows improved performances on ROUGE scores in comparison with state-of-the-art extractive models, and further human evaluation suggests that EDU-constituent summaries maintain good grammaticality and readability.

1 Introduction

Automatic text summarization aims at aggregating information in long document(s) into a shorter piece of text while keeping important information. Extractive summarization and abstractive summarization are two categories of it. This paper focuses only on the extractive task which formulates summarization as identifying salient textual segments in document (Luhn, 1958). Under the supervised learning framework, this task is further formulated as a label classification task, i.e., encoding textual segments and predicting labels on the encoded vectors. Recent state-of-the-art models (Liu and Lapata, 2019; Zhong et al., 2020; Liu et al., 2021; Ruan et al., 2022) on this task tend to be Transformer-based since BERT (Devlin et al., 2019) shows significantly better performance than RNN on most natural language understanding tasks.

Most existing works extract sentences from the document and some works further (Xu and Durrett, 2019) propose post-processing steps to prune the generated summary. The only exception is the few works (Liu and Chen, 2019; Huang and Kurohashi, 2021), which extract finer-grained textual segments, i.e., discourse-level text or EDU, with little justification. The intuition is that a sentence consisting of multiple clauses is inevitable to contain less important information. As demonstrated in Table 1, partially removing a clause in the sentence is conducive to generating a summary. Certainly, such an intuitive explanation does not provide enough evidence and support to justify the use of finer-grained textual segments such as EDU to substitute sentences. Considering such a gap in existing research, the first main motivation of this paper is to propose and conduct the comparison analysis be-

Table 1: Example to demonstrate redundant information in sentence. Content within [ ] indicates an EDU.
tween sentences and EDUs to disclose and justify whether using EDU is a theoretically advanced and application-advantaged extractive unit.

When selecting textual segments, the top-$k$ strategy with $k$ fixed for all documents is dominant in deciding the length of the generated summary. Some works (Zhong et al., 2020; Chen et al., 2021) manage to output summaries with different lengths, i.e., various numbers of extracted segments, via formulating the problem as deriving a subset of sentences from the combination of top-$k$ sentences. Due to the foreseeing explosion of the combination of sentences to form subsets, these approaches are limited to generating summaries with relatively small values of $k$. To overcome such a weakness, the second main motivation of this paper is to propose and develop an approach allowing varying lengths for extractive summarization without explicit limitation on the maximum value of $k$, i.e., the maximum length.

Following the above motivations, the comparison analysis between EDUs and sentences ascertains that EDU is a better text unit for the extractive task because EDU-level summaries achieve higher automatic evaluation scores than sentence-level summaries. This conclusion is justified from two perspectives. Theoretically, a formal theorem about this conclusion could be derived from the property that EDU is essentially part of a sentence. Experimentally, results of comprehensive analysis about oracle summaries of five datasets further quantify this conclusion, i.e., how much the ROUGE scores of EDU-level oracle summary are higher than sentence-level oracle summary.

Based on the aforementioned conclusion and foundation, this paper further proposes and develops an EDU-level extractive model and algorithm, which generates summaries with varying lengths, i.e., EDU-VL. We extend Transformer-based pre-trained language model with an extra classification layer to encode EDUs in a document and predict the corresponding probabilities. Multiple $k$ values are provided to the model to generate a set of candidate summaries under the flexible top-$k$ strategy for the document. Multiple Transformer encoder layers encode the full document and candidate summaries individually. Finally, a similarity score with the encoded document is calculated for each candidate summary and the one with the highest score is the final output of EDU-VL.

Experiments are conducted on five benchmark datasets from different domains and with various writing styles. The experimental results suggest that EDU-VL achieves better performance than all state-of-the-art extractive baselines on single-document summarization datasets CNN/DailyMail, XSum, Reddit, and WikiHow, in terms of three ROUGE metrics. With direct comparison to the multi-document model, EDU-VL still achieves comparable performance on the multi-document summarization dataset Multi-News. Human evaluation is further carried for the summaries generated by EDU-VL to assess the syntax structure of EDU-constituent summaries. The results provide evidence for the good grammaticality and readability of EDU-constituent summaries and therefore justify the applicability.

The contributions of this paper are threefold:

1) We justify and quantify that EDU-level achieves higher automatic evaluation scores than sentence-level oracle summary from both theoretical and experimental perspectives, indicating that setting EDU as the extractive text unit is exploitable and superior in applications.

2) We propose a varying summary lengths-enabled extractive model with EDU-level text unit. Such a model and its learning algorithm encodes EDUs in a document and outputs a summary with varying length by making $k$ in the top-$k$ extraction strategy varying.

3) Our proposed model achieves superior performance on four single-document summarization datasets on three ROUGE metrics. Human evaluations show that the generated EDU-constituent summaries maintain good grammaticality and readability.

2 Related Work

2.1 Neural Extractive Summarization

The extractive text summarization task aims at extracting salient textual segments from the original document(s) as a summary. A tendency observed among extractive neural models is that the architecture changes from RNN (Nallapati et al., 2017; Xu and Durrett, 2019) to Transformer-based models, e.g., BERT (Zhang et al., 2019; Liu and Lapata, 2019) and Longformer (Liu et al., 2021; Ruan et al., 2022). GNN also gained extensive attention in recent years and is usually stacked after
an RNN (Wang et al., 2020; Jing et al., 2021) or Transformer-based encoder (Cui et al., 2020; Kwon et al., 2021) to supplement graph-based features. Some research works integrated neural networks with reinforcement learning (Dong et al., 2018; Gu et al., 2022) or unsupervised learning frameworks (Liang et al., 2021). In general, it can be said that taking a pre-trained Transformer-based language model as the starting point to encode textual segments in a document is currently the state-of-the-art approach among neural extractive models. Therefore, the Transformer-based models, i.e., RoBERTa (Liu et al., 2019) and BART (Lewis et al., 2020), are used as the basic building blocks in this paper.

### 2.2 Sub-sentential Extractive Summarization

Most previous works about the extractive task focused on generating sentence-level summaries, though some of them (Xiao et al., 2020; Cho et al., 2020; Ernst et al., 2022) utilized sub-sentential features. Early works by Marcu (1999); Alonso i Alemany and Fuentes Fort (2003); Yoshida et al. (2014); Li et al. (2016) exploited extracting discourse-level textual segments as the summary but those approaches were tested on small datasets. More recent works by Liu and Chen (2019); Xu et al. (2020); Huang and Kurohashi (2021) were evaluated on relatively larger datasets. However, whether the discourse-level textual segments are a better alternative than sentences as the extractive text unit was not justified in those works. To fill this gap, we provide justification for this research question from both theoretical and experimental perspectives in this paper.

### 2.3 Flexible Extractive Summarization

Extractive summarization task is usually formulated as extracting the top-\(k\) number of salient textual segments from a document. The fixed \(k\) value for all documents results in the lack of variety in the length of the generated summary. Few works (Jia et al., 2020; Zhong et al., 2020; Chen et al., 2021) managed to output summaries with varying lengths. However, either it requires extra effort for hyper-parameter searching on validation dataset to find a valid threshold, or formulating the problem as selecting a subset of top-\(k\) sentences makes the variety of lengths limited to small lengths due to the explosive nature of combination. In this paper, we propose a model with varying \(k\) values but without explicit limitation on the length or the need to do hyper-parameter searching.

### 3 Oracle Analysis of EDUs and Sentences

Oracle analysis refers to the analysis of oracle summary whose definition is stated in Section 3.1. We conducted oracle analysis from both theoretical and experimental perspectives to justify and quantify that discourse-level summary achieves higher scores on automatic evaluation metrics than sentence-level summary.

#### 3.1 Theoretical Formulation

Elementary Discourse Unit (EDU), the discourse-level textual segment in this paper, refers to the terminal node in the Rhetorical Structure Theory (RST) (Mann and Thompson, 1988) tree which describes the discourse structure of a piece of text. EDUs are non-overlapping and adjacent text spans in the piece of text and a single EDU is essentially a segment of a complete sentence, i.e., the sentence itself or a clause in the sentence (Zeldes et al., 2019). Namely, a sentence can always be expressed with multiple EDUs, i.e., for the \(s\)-th sentence in a document, there is \(sent_s = [edu_{s_1}, \ldots, edu_{s_m}]\).

Consequently, a one-way property from sentence to EDU regarding expressiveness is derived.

**Expressiveness Property** For any given subset of sentences in a document, i.e., \([sent_{i_1}, \ldots, sent_{j}, \ldots, sent_{k}]\), there is always a subset of EDUs in the document, i.e., \([edu_{i_1}, \ldots, edu_{i_{m_1}}, \ldots, edu_{j_1}, \ldots, edu_{j_{m_2}}, \ldots, edu_{k_1}, \ldots, edu_{k_{m_3}}]\), having identical content.

**Oracle Summary** The set of salient textual segments that have greedily the highest ROUGE score(s) with the reference summary is the oracle summary for a document. It signifies the upper bound of performance that an extractive summarization model could achieve on ROUGE metrics.

Denote the sentence-level oracle summary as \(OS_{sent}\) and the EDU-level oracle summary as \(OS_{edu}\). Based on the aforementioned property and definition, Theorem 1 can be derived and its detailed proof is provided below.

**Theorem 1.** Given a document \(D\) and its reference summary \(R\), for any derived \(OS_{sent}\), there is always an \(OS_{edu}\) having \(ROUGE_{F_1}(R, OS_{edu}) \geq ROUGE_{F_1}(R, OS_{sent})\).

**Proof.** For ROUGE-N, let \(f_n\) be a function that generates the set of \(n\)-grams for the string \(s\) and \(g\) be a function that calculates the number of overlapping elements between two sets \(x\) and \(y\),...
i.e.,

\[ f_n(s) = n\text{-gram}(s), \]
\[ g(x, y) = \text{match}(x, y). \]

The recall and precision formulas of the ROUGE-N metric between the reference summary \( R \) and sentence-level oracle summary \( OS_{sent} \) are

\[ \text{R-N recall,} \ OS_{sent} = \frac{g(f_n(R), f_n(OS_{sent}))}{|f_n(OS_{sent})|}, \]
\[ \text{R-N precision,} \ OS_{sent} = \frac{g(f_n(R), f_n(OS_{sent}))}{|f_n(OS_{sent})|}. \]

There is always an EDU-level summary \( S_{edu} \) having \( S_{edu} = OS_{sent} \). Let \( S_{edu}^{sub} \) be the subset of EDUs in \( S_{edu} \) having equivalent number of overlapping n-grams as \( S_{edu} \), i.e.,

\[ S_{edu}^{sub} \subseteq S_{edu} = OS_{sent} \]
and

\[ g(f_n(R), f_n(S_{edu}^{sub})) = g(f_n(R), f_n(OS_{sent})). \]

The number of words in \( S_{edu}^{sub} \) is smaller than or equal to the number of words in \( OS_{sent} \), i.e.,

\[ |S_{edu}^{sub}| \leq |OS_{sent}|, \]
and consequently, the number of n-grams is correspondingly smaller or equal, i.e.,

\[ |f_n(S_{edu}^{sub})| \leq |f_n(OS_{sent})|. \]

Therefore, the precision score for \( S_{edu}^{sub} \) is larger than or equal to \( OS_{sent} \) and their recall scores are the same, i.e.,

\[ \text{R-N precision,} \ S_{edu}^{sub} = \frac{g(f_n(R), f_n(S_{edu}^{sub}))}{|f_n(S_{edu}^{sub})|} \geq \frac{g(f_n(R), f_n(OS_{sent}))}{|f_n(OS_{sent})|}, \]
and

\[ \text{R-N recall,} \ S_{edu}^{sub} = \text{R-N recall,} \ OS_{sent}. \]

Therefore, the EDU-level subset of \( OS_{sent} \), i.e., \( S_{edu}^{sub} \), is found to have higher or equal F1-scores on ROUGE-N metrics than \( OS_{sent} \), i.e.,

\[ \text{R-N F1,} S_{edu}^{sub} \geq \text{R-N F1,} OS_{sent}. \]

That is to say, it is guaranteed to have an EDU-level summary having higher or equal R-N scores than \( OS_{sent} \). By taking this \( S_{edu}^{sub} \) as \( OS_{edu} \), we have \( \text{R-N F1,} OS_{edu} \geq \text{R-N F1,} OS_{sent} \).

A similar proof process can be conducted on ROUGE-L. Therefore, for any \( OS_{sent} \), there is always an \( OS_{edu} \) having ROUGE\(_F_1\) (R, \( OS_{edu} \)) \( \geq \) ROUGE\(_F_1\) (R, \( OS_{sent} \)).

\[ \square \]

### 3.2 Empirical Justification

Five datasets from different domains were analyzed from the experimental perspective and experimental settings are listed in Appendix A. Table 2 presents the ROUGE scores of \( OS_{sent} \) and \( OS_{edu} \) on training datasets. \( OS_{edu} \) gains significantly higher ROUGE scores on all datasets. Larger improvements are observed on ROUGE-1 (6.3-10.04) and ROUGE-L (7.38-11.38) on the majority of datasets, and improvement on ROUGE-2 is smaller but there is still an increase.

Figure 1 shows the comparison of breakdown ROUGE scores between two text units on the CNN/DailyMail training dataset and details about other datasets could be found in Appendix B. Recall scores on all three metrics are approximately equal between the two text units, suggesting that the amount of salient information in both is equal. However, precision scores are observed with a significantly higher value on \( OS_{edu} \), suggesting the length of \( OS_{edu} \) is smaller.

The experimental results quantify the potential gains that EDU-level oracle summary could achieve on five datasets and the breakdown scores indicate that EDU-level oracle summary is less redundant than sentence-level oracle summary.

| Text Unit | R-1  | R-2  | R-L  |
|-----------|------|------|------|
| CNN/DailyMail |      |      |      |
| Sentence  | 53.33 | 31.09 | 49.67 |
| EDU       | 61.02 | 37.16 | 58.63 |
| XSum      |      |      |      |
| Sentence  | 29.13 | 8.70  | 22.32 |
| EDU       | 36.07 | 11.74 | 30.95 |
| WikiHow   |      |      |      |
| Sentence  | 37.98 | 13.76 | 35.18 |
| EDU       | 44.28 | 17.94 | 42.56 |
| Reddit    |      |      |      |
| Sentence  | 30.58 | 10.95 | 24.57 |
| EDU       | 40.62 | 16.01 | 35.95 |
| Multi-News|      |      |      |
| Sentence  | 49.65 | 22.20 | 44.99 |
| EDU       | 51.35 | 23.99 | 48.70 |

Table 2: ROUGE F1-scores of sentence-level and EDU-level oracle summaries on training datasets.
4 EDU-level Extractive Model with Varying Summary Lengths

4.1 Problem Formulation

Suppose a document $D$ consists of $m$ EDUs, i.e., $D = [edu_1, \ldots, edu_m]$, the $i$-th EDU consists of $n_i$ words, i.e., $edu_i = [w_{i1}, \ldots, w_{in_i}]$, and the reference summary wrote by human is denoted as $R$. The set of ground truth labels for each EDU could be derived from $R$, i.e., $L = [l_1, \ldots, l_m]$, via a greedy algorithm as previous works did. Our proposed model aims to generate a summary via selecting one summary from the set of candidate summaries $C$ where $C = [cand_{s1}, \ldots, cand_{sk}]$ and $cand_{sj}$ consists of EDUs with top-$k_j$ probabilities that are also predicted by the proposed model.

4.2 Model

Figure 2 illustrates the architecture of our proposed model. From bottom to top, firstly, the EDU-level block generates a representation vector and probability for each EDU in a document. Secondly, the candidate summary generator aggregates EDU representation vectors to generate several candidate summaries with varying lengths by specifying different $k$ values. Different from the previous top-$k$ strategy where $k$ is a fixed value, multiple $k$ values are provided to the proposed model, allowing different numbers of EDUs being extracted to form different candidate summaries with varying lengths for the same document. Lastly, the document-level block encodes each candidate summary and selects one of the candidate summaries as the final model output. In this way, the proposed model decides the most suitable summary length, i.e., $k$, for each document.

**EDU-level Block** Given input document $D = [w_{i1}, \ldots, w_{im}]$ where $w_{ij}$ denotes $j$-th word in $i$-th EDU, [CLS] and [SEP] tokens are inserted into $D$ at the start and end of each EDU. We adapt the pre-trained Transformer-based language model (PLM) as the EDU encoder, e.g., RoBERTa. The hidden states of [CLS] tokens derived from the PLM are taken as EDU representations, i.e., $edu^E$ in Equation (1). A classification layer is further applied on EDU representations to predict probabilities, i.e., $P$ in Equation (2).

\[
[edu^E_1, \ldots, edu^E_m] = \text{PLM}_\theta(D) \quad (1)
\]
\[
P_j(y_i) = \sigma(W^c edu^E_i + b^c), \quad (2)
\]

where $\theta$ is the set of all trainable parameters in PLM; $W^c$ and $b^c$ are trainable parameters in classification layer, and $\sigma(\cdot)$ denotes sigmoid function.

**Candidate Summary Generator** Given a predefined extraction lengths set $K = [k_1, \ldots, k_s]$, the $s$-th candidate summary, $cand_s$, consists of EDUs whose probabilities are in top-$k_s$($P$), i.e., $[edu_{i1}, \ldots, edu_{i_j}, \ldots, edu_{i_m}]$ where $i_j \leq m$ and $P_{i_j} \in \text{top-}k_s(P), j = 1, 2, \ldots, k_s$. The initial representation vector, $cand_s^C$, for $cand_s$ is the concatenation of representation vectors of EDUs in it. The initial document representation vector, $D^C$, is aggregated from the representation vectors of all EDUs.

**Document-level Block** Multiple Transformer encoder layers (MTL) are stacked to encode document-level information for document $D^C$, and all candidate summaries, e.g., $cand_s^C$, separately, and generate $D^D$ and $cand_s^D$ in Equation (3). Then cosine similarity, i.e., $\text{sim}_s$ in Equation (4), is computed between the encoded document representation and the encoded $s$-th candidate summary representation. The candidate summary with the highest similarity with the document is taken as the final model-generated summary.

\[
[D^D, cand_s^D] = [\text{MTL}_\eta(D^C), \text{MTL}_\eta(cand_s^C)] \quad (3)
\]
\[
\text{sim}_s = \text{cosine}(D^D, cand_s^D), \quad (4)
\]

where $\eta$ is the set of trainable parameters in MTL.
Figure 2: Model architecture. The EDU-level block encodes and predicts a probability value for each EDU in the input document; the candidate summary generator generates a set of candidate summaries based on the predicted probability values; the document-level block encodes the whole document and candidate summaries and generates similarity values between them. The final output is the candidate summary with the highest similarity score.

Training Algorithm 1 summarizes the model learning procedure. The model encodes EDUs in the document and predicts the probability for each EDU (lines 1-2), generates indices of EDUs for candidate summaries with different lengths which are derived from different $k$ values (lines 3-4), encodes the whole document and candidate summaries and calculates similarity scores (lines 7-10), and selects the best candidate summary (line 16) in an end-to-end manner. Inspired by Zhong et al. (2020) that the candidate summary having a higher ROUGE score with the reference summary is expected to have a higher similarity score with the whole document, during training, ROUGE scores for each $(\mathcal{R}, \text{cand}_{c1})$ pair are calculated and used to sort the set $\mathcal{L}$ in descending order (lines 5-6) to align with the loss function in Equation (7). Besides, to better emphasize those important EDUs, the EDU-level oracle summary, denoted as $\text{cand}_{gt}$ here, is introduced to the training process and assumed to have the highest ROUGE score (lines 12-13).

4.3 Objective Function

Binary cross entropy is calculated on the outputs of the classification layer in the EDU-level block, as in Equation (6). Contrastive learning loss is calculated on the outputs of the similarity layer in the document-level block, as in Equations (7-9). The final training loss $\mathcal{L}$ in Equation (5) is calculated as a weighted summation between them.

\[
\mathcal{L} = \mathcal{L}_{\text{bce}} + \rho \ast \mathcal{L}_{\text{con}},
\]  

where

\[
\mathcal{L}_{\text{bce}} = - \sum_{i=1}^{m} (l_i \log(P_i) + (1 - l_i) \log(1 - P_i))
\]  

\[
\mathcal{L}_{\text{con}} = \mathcal{L}_1 + \mathcal{L}_2,
\]  

Algorithm 1 Model Learning Algorithm

| Input: $\mathcal{D}_{1}^{m}, K_{c1}^{c1}, L_{1}^{m}$ |
| Output: candSumIdx |
| 1: \text{eduRep}_{1}^{m} \leftarrow \text{PLM}_{\theta}(D) |
| 2: \text{P}_{1}^{m} \leftarrow \text{classification}_{w,b}(\text{eduRep}_{1}^{m}) |
| 3: for $i \leftarrow 1$ to $c$ do |
| 4: selIdx$^i$ \leftarrow indices of top-$K_i$$(\text{P}_{1}^{m}) |
| 5: if training then |
| 6: selIdx$c1$ \leftarrow sort based on ROUGE scores |
| 7: docRep$^i$ \leftarrow \text{MTL}_n(\text{eduRep}_{1}^{m}) |
| 8: for $j \leftarrow 1$ to $c$ do |
| 9: candRep$_j$ \leftarrow \text{MTL}_n(\text{eduRep}_{\text{cand}_{j}}) |
| 10: sim$_j$ \leftarrow cosine(docRep, candRep$_j$) |
| 11: if training then |
| 12: gtIdx \leftarrow indices of 1 in $L_{1}^{m}$ |
| 13: sim$_{gt}$ \leftarrow repeat 9-10 |
| 14: $\mathcal{L}$ \leftarrow loss from $\text{P}_{1}^{m}, L_{1}^{m}, \text{sim}_{c1}, \text{sim}_{gt}$ |
| 15: $\theta, w, b, \eta \leftarrow$ parameters updated by $\mathcal{L}$ |
| 16: candSumIdx \leftarrow selIdx$_{\text{index_max}}(\text{sim}_{c1})$ |
| 17: return candSumIdx |
where
\[ L_1 = \sum_{s=1}^{c} \max(0, \text{sim}_s - \text{sim}_{gt} + \gamma_1) \] (8)
\[ L_2 = \sum_{i<j} \max(0, \text{sim}_j - \text{sim}_i + (j-i) \gamma_2) \] (9)

5 Experiments

5.1 Datasets

CNN/DailyMail (Hermann et al., 2015) is the most commonly used news dataset for the extractive task with human-written highlights as reference summary. The non-anonymized version was used in our experiments. XSSum (Narayan et al., 2018) is another news dataset with the first introductory sentence in the article as the reference summary. Reddit (Kim et al., 2019) is a dataset crawled from the social media forum with the content in the section TL:DR as the reference summary. Experiments were conducted on the TIFU-long version. WikiHow (Koupaee and Wang, 2018) is a dataset crawled from the question-answering website with the first sentence in each paragraph as the reference summary. Multi-News (Fabbri et al., 2019) is a multi-document dataset with one summary for a cluster of documents. We follow Zhong et al.’s (2020) setting to split Reddit and Multi-News datasets and concatenate multiple documents into one single document. The detailed statistics of the five datasets in our experiments can be found in Appendix C.

5.2 Baselines

Various extractive models are selected as baselines. HETFORMER (Liu et al., 2021) modifies Longformer with longer input lengths to implement multi-granularity attention and selects sentences. Among models generating summaries with varying lengths, MATCHSUM (Zhong et al., 2020) selects among a set of candidate summaries derived from a trained sentence-level extractive model; HAIHSUM (Jia et al., 2020) transforms a document into a heterogeneous hierarchical graph and flexibly selects sentences based on a threshold. Among models with sub-sentential segments as input, the Proposed model by Huang and Kurohashi (2021) is another Longformer-based model but extracts EDUs based on the constructed heterogeneous graph; DISCOBERT (Xu et al., 2020) and D-SUM (Liu and Chen, 2019) are models extracting discourse-level textual segments but they differ in whether integrating GNN into the model.

SGSUM (Chen et al., 2021) is a multi-document model by encoding all documents within one cluster individually and selecting the best sub-graph. FAR (Liang et al., 2021) is an unsupervised ranking model considering facet-specific information.

5.3 Experimental Setting

EDU segmentation of sentences in the document is conducted by NeuralEDUSegmentation (Wang et al., 2018). To facilitate the training process, the calculation of ROUGE scores is avoided by pre-selecting the set of candidate summaries based on the predicted probabilities by the fine-tuned RoBERTa on the extractive task for each dataset. The pre-trained “roberta-base” or “bart-base” is adapted as the EDU encoder and enlarged to handle the first 768 BPEs of each document. The number of Transformer encoder layers is 4 by default. Following Liu and Lapata (2019), a similar greedy algorithm is applied to generate ground truth labels for EDUs (also for oracle summaries in Section 3.2) and the pseudo-code is in Appendix D. The trigram strategy is applied when forming the final EDU-constituent summary during validating and testing.

We follow Zhong et al.’s (2020) setting to set up \( \gamma_1 = 0 \) and \( \gamma_2 = 0.01 \). \( \rho \) is set as 100 based on our observation during training. Adam optimizer is used. The batch size is 5 to fit the GPU memory limit during training and 60 during validating or testing. Every 6k steps are defined as one epoch; the training process could take up to 100 epochs and early stopping is activated with patience as 10 epochs and R-2 as the metric. Experiments are conducted on a single Nvidia-v100-16GB GPU. The F1-scores of ROUGE-1/2/L (Lin, 2004) are taken as the automatic evaluation metrics. More details are provided in Appendix E.

5.4 Experimental Results

CNN/DailyMail Table 3 shows the results. The top section includes F1-scores of oracle summaries and the Lead-3 method. The second section presents the F1-scores reported in the original papers of all baselines. The last section lists the F1-scores of our proposed model.

Our proposed model outperforms the unsupervised baseline, FAR, by a large margin, aligning with the observation from other supervised model.
The RoBERTa version of our model only achieves comparable result on R-1 and better result on R-L. The BART version of our proposed model outperforms HETFORMER, MATCHSUM and FAR. It is noteworthy that SGSUM is initially designed to incorporate multiple documents, meaning that its input document is more complete than ours. Though our proposed model underperforms SGSUM on R-2, our proposed model achieves comparable result on R-1 and better result on R-L. The BART version of our proposed model outperforms the RoBERTa version on all three metrics on both WikiHow and Multi-News.

As shown in Table 5, our proposed model achieves significantly better performance on WikiHow dataset, beating both MATCHSUM and FAR by at least 2.16/1.47/3.08 on R-1/2/L. For the Multi-News dataset, our proposed model outperforms HETFORMER, MATCHSUM and FAR. It is noteworthy that SGSUM is initially designed to incorporate multiple documents, meaning that its input document is more complete than ours. Though our proposed model underperforms SGSUM on R-2, our proposed model achieves comparable result on R-1 and better result on R-L. The BART version of our proposed model outperforms the RoBERTa version on all three metrics on both datasets. To sum up, our proposed model performs slightly better on WikiHow and comparably on Multi-News dataset when compared against the corresponding state-of-the-art baselines.

Ablation Analysis We further conduct ablation analysis by removing specific characteristics in our model and the result is presented in Table 6. Both letting the model extract sentences under the same

Table 3: F1-scores on CNN/DailyMail test dataset.

| Model                  | R-1 | R-2 | R-L |
|------------------------|-----|-----|-----|
| ORACLE (EDU)           | 62.50 | 38.67 | 60.16 |
| ORACLE (sentence)      | 55.31 | 32.73 | 51.63 |
| LEAD-3 (sentence)      | 39.96 | 20.81 | 41.12 |
| D-SUM (Liu and Chen, 2019) | 42.78 | 20.23 | -       |
| DISCOBERT (Xu et al., 2020) | 43.77 | 20.85 | 40.67 |
| Proposed (Huang and Kurohashi, 2021) | 43.61 | 20.81 | 41.12 |
| HAHSUM (Jia et al., 2020) | 44.68 | 21.30 | 40.75 |
| MATCHSUM (Zhong et al., 2020) | 44.41 | 20.86 | 40.55 |
| HETFORMER (Liu et al., 2021) | 44.55 | 20.82 | 40.37 |
| FAR (Liang et al., 2021) | 40.83 | 17.85 | 36.91 |
| EDU-VL_{ROBERTA}       | 44.80 | 21.66 | 42.56 |
| EDU-VL_{BART}          | 44.70 | 21.63 | 42.46 |

Table 4: F1-score results on test dataset of XSum and Reddit. The number of Transformer encoder layers in BART version of XSum is 6 and 2 for both versions of Reddit.

| Model                  | R-1 | R-2 | R-L |
|------------------------|-----|-----|-----|
| ORACLE (EDU)           | 36.16 | 11.74 | 31.02 |
| ORACLE (sentence)      | 29.11 | 8.66  | 22.29 |
| LEAD-3 (sentence)      | 19.41 | 2.65  | 15.05 |
| MATCHSUM (Zhong et al., 2020) | 24.86 | 4.66  | 18.41 |
| EDU-VL_{ROBERTA}       | 26.48 | 5.74  | 22.33 |
| EDU-VL_{BART}          | 26.43 | 5.78  | 22.35 |

| Model                  | R-1 | R-2 | R-L |
|------------------------|-----|-----|-----|
| ORACLE (EDU)           | 44.49 | 18.53 | 38.87 |
| ORACLE (sentence)      | 34.36 | 12.97 | 26.98 |
| LEAD-3 (sentence)      | 18.39 | 3.01  | 14.12 |
| MATCHSUM (Zhong et al., 2020) | 25.09 | 6.17  | 20.13 |
| EDU-VL_{ROBERTA}       | 27.04 | 6.87  | 22.64 |
| EDU-VL_{BART}          | 27.01 | 7.06  | 22.70 |

Table 5: F1-score results on test dataset of WikiHow and Multi-News.

| Model                  | R-1 | R-2 | R-L |
|------------------------|-----|-----|-----|
| ORACLE (EDU)           | 44.13 | 17.90 | 42.38 |
| ORACLE (sentence)      | 37.89 | 13.80 | 35.13 |
| LEAD-3 (sentence)      | 23.97 | 5.37  | 22.22 |
| FAR (Liang et al., 2021) | 27.54 | 6.17  | 25.46 |
| MATCHSUM (Zhong et al., 2020) | 31.85 | 8.98  | 29.58 |
| EDU-VL_{ROBERTA}       | 33.94 | 10.31 | 32.55 |
| EDU-VL_{BART}          | 34.01 | 10.45 | 32.66 |

Table 6: Ablation analysis on test dataset of CNN/DM.

XSum and Reddit The results in Table 4 show that our proposed model outperforms the baseline model, MATCHSUM, by a large margin on all three metrics (1.57/1.12/3.94 and 1.92/0.89/2.57 on R-1/2/L for XSum and Reddit, respectively). The RoBERTa version of our model only achieves
architecture and removing the document-block to disable the varying lengths characteristic reduce model performance on all three metrics. A larger decrease is observed in the sentence-level model.

**Human Evaluation** We randomly sample 50 summaries generated by our model from the CNN/DailyMail test dataset and conduct detailed qualitative analysis. For each summary, we combine EDUs from the same sentence together as one textual segment. Then referring to the dependency tree of the corresponding sentence, we evaluate the syntactical completeness of the extracted textual segment. Out of 221 extracted textual segments in all 50 summaries, 68% are syntactically complete and 32% are not. It is noteworthy that about half of those incomplete ones are subordinate clauses, whose syntax structure is close to being complete. Out of these complete ones, 44.7% are the whole sentence itself because all EDUs in that sentence are extracted; 55.3% maintain complete syntax structure after dropping some EDU(s) in that sentence (as the example shown in Table 7). Therefore, it is safe to believe that even sentences split into multiple EDUs, the model is capable to maintain the syntax structure by choosing multiple EDUs in a sentence and in some cases, filtering out some redundant information without breaking the completeness of the syntax.

**Generated Summary Examples** Table 7 provides an example of a summary generated by our proposed model, which illustrates that the model manages to selectively drop redundant information in sentences by operating on the EDU-level while maintaining an informative and readable summary.

**6 Conclusion**

In this paper, we verify and quantify the argument that the EDU-level summary achieves higher automatic evaluation scores than sentence-level summary from both theoretical and experimental perspectives. We further propose an EDU-level extractive summarization model and develop its learning algorithm, which generates summaries with different lengths for different documents. The experimental results demonstrate that our model achieves superior performance on four single-document summarization datasets and comparable performance for multi-document summarization with direct comparison with the multi-document model. In the future, we will explore integrating the EDU-level summary generated by our model into the abstractive summarization model.

**Limitations**

Though EDU is defined as a clause in a sentence, current EDU segmenters are still underdeveloped due to the limited training dataset and usually split a sentence into consecutive EDUs, which breaks the syntactic structure. Occasionally some extracted EDUs from a sentence fail to recover a complete syntactic structure. Therefore, a more sophisticated segmenter could further improve the segmentation, or some post-processing treatments could be developed to address such a potential issue specifically.
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Table 8 presents parameters for oracle summaries.

| Dataset        | # Sentences | # EDUs |
|----------------|-------------|--------|
| CNN/DM         | 5           | 8      |
| XSum           | 5           | 8      |
| Reddit         | 5           | 8      |
| WikiHow        | 5           | 8      |
| Multi-News     | 15          | 30     |

Table 8: Maximum number of textual segments allowed to be extracted in oracle summaries.

Table 9 presents the breakdown ROUGE scores of other four datasets.

| Dataset | ROUGE score |
|---------|-------------|
| XSum    | R-1: 40.18, precision 25.77; R-2: 11.70, precision 7.95; R-L: 30.68, precision 19.79 |
| WikiHow | R-1: 45.28, precision 36.90; R-2: 16.45, precision 13.44; R-L: 41.96, precision 34.17 |
| Reddit  | R-1: 44.70, precision 26.71; R-2: 15.63, precision 10.02; R-L: 35.86, precision 21.56 |
| Multi-News | R-1: 45.09, precision 58.87; R-2: 19.96, precision 26.72; R-L: 40.77, precision 53.44 |

Table 9: Breakdown ROUGE scores of sentence/EDU-level oracle summaries on XSum, WikiHow, Reddit, and Multi-News training datasets.

Table 10 presents the statistics of the five datasets.

| Dataset | #word | #EDU | #sent. | #EDU/sent. |
|---------|-------|------|--------|-------------|
| CNN/DM  | 733.98| 94.25| 36.23  | 2.67        |
| XSum    | 431.12| 52.02| 19.76  | 2.63        |
| Reddit  | 443.46| 65.28| 23.44  | 3.01        |
| WikiHow | 581.15| 75.72| 29.42  | 2.58        |
| Multi-News | 503.33| 58.33| 29.42  | 3.35        |

Table 10: Statistics of datasets. #word, #EDU and #sent. refer to the average number of words, EDUs and sentences, respectively, of documents in the dataset. #EDU/sent. refers to the average number of EDUs per sentence.

Model Statistics

| Model     | #params | runtime per epoch |
|-----------|---------|-------------------|
| EDU-VLROBERTA | 147M    | 1h 20min          |
| EDU-VLBART   | 161M    | 1h 30min          |

Pre-processing Setting

| Dataset | #min | #max |
|---------|------|------|
| CNN/DM  | 6    | 10   |
| XSum    | 3    | 7    |
| Reddit  | 4    | 8    |
| WikiHow | 6    | 10   |
| Multi-News | 27    | 31   |

Table 11: Supplementary information of experimental settings. #params refers to the total number of trainable parameters in the model (here both versions are calculated with 4 MTLs). #min and #max refer to the range of lengths (k values in the top-k strategy) of candidate summaries generated by the model, respectively.
Algorithm 2 Greedy Selection Algorithm

Input: $Doc, Ref, k$ ▷ $k$: # of selections
Output: $sel_idx$ ▷ selected indices

1: $sel_idx \leftarrow []$ ▷ empty list
2: $C \leftarrow []$ ▷ candidate: empty list
3: while $k \geq 0$ do
4:   $end \leftarrow TRUE$
5:   for $i \leftarrow 0$ to $\text{len}(Doc)$ do
6:     $tmp_C \leftarrow C + [Doc_i]$
7:     $score \leftarrow \text{ROUGE}(tmp_C, Ref)$
8:     if $score$ increases then
9:       $sel_idx \leftarrow sel_idx + [i]$
10:      $C \leftarrow tmp_C$
11:     $k \leftarrow k - 1$
12:     end $\leftarrow FALSE$
13:     break
14:   if $end$ then
15:     break
16: return $sel_idx$

| Model       | R-1  | R-2  | R-L  |
|-------------|------|------|------|
| CNN/DM      |      |      |      |
| EDU-VL-ROBERTA | 45.45 | 22.10 | 43.23 |
| EDU-VL-BART  | 45.29 | 22.08 | 41.11 |
| XSum        |      |      |      |
| EDU-VL-ROBERTA | 26.58 | 5.83  | 22.34 |
| EDU-VL-BART  | 26.66 | 5.97  | 22.51 |
| Reddit      |      |      |      |
| EDU-VL-ROBERTA | 28.20 | 7.84  | 23.58 |
| EDU-VL-BART  | 28.40 | 7.81  | 23.89 |
| WikiHow     |      |      |      |
| EDU-VL-ROBERTA | 33.90 | 10.19 | 32.53 |
| EDU-VL-BART  | 33.95 | 10.31 | 32.59 |
| Multi-News  |      |      |      |
| EDU-VL-ROBERTA | 46.58 | 17.00 | 44.14 |
| EDU-VL-BART  | 47.29 | 17.49 | 44.82 |

Table 12: Experimental results of ROUGE F1-scores on the corresponding validation datasets.