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Abstract. In this paper we study the center problem for certain generalized Kukles systems
\[ \dot{x} = y, \quad \dot{y} = P_0(x) + P_1(x)y + P_2(x)y^2 + P_3(x)y^3, \]
where \( P_i(x) \) are polynomials of degree \( n \), \( P_0(0) = 0 \) and \( P_0'(0) < 0 \). Computing the focal values and using modular arithmetics and Gröbner bases we find the center conditions for such systems when \( P_0 \) is of degree 2 and \( P_i \) for \( i = 1, 2, 3 \) are of degree 3 without constant terms. We also establish a conjecture about the center conditions for such systems.

1. Introduction. It is well-known that the center problem and the integrability problem for analytic differential equations in the plane are equivalent for nondegenerate centers, that is, for singular points having imaginary eigenvalues in their linear part. This is because the Poincaré-Lyapunov theorem that says that a singularity of this type is a center if, and only if, the system has a nonconstant analytic first integral in a neighborhood of the singularity. We recall that center for a real analytic differential system in the plane is an isolated singularity surrounded by closed periodic orbits. Although several methods exist to find the necessary conditions to have a center, the sufficient conditions are proved using different methods and in some cases ad hoc methods for each center case. However sometimes some cases remain open and all the known methods fail, see [9] and references therein for the equivalent case of a resonant saddle.

The sufficiency looking for a first integral is also approached by several methods, see [9, 11, 21] but some particular examples remain open. Anyway there are some concrete families for which the center problem is fully understood, see [5, 17]. For instance the center conditions for the polynomial Liénard differential system
\[ \dot{x} = y, \quad \dot{y} = -g(x) - yf(x), \] (1)
where \( f(x) \) and \( g(x) \) are polynomials were determined by Cherkas [1] and Christopher [5].
The next generalization of such systems are called the Cherkas systems that can be written into the form
\[ \dot{x} = y, \quad \dot{y} = -g(x) - yf(x) - y^2 h(x). \] (2)
In fact Cherkas \[2, 3\] considered the more general case
\[ \dot{x} = P_3(x)y, \quad \dot{y} = P_0(x) + P_1(x)y + P_2(x)y^2, \] (3)
where here \(P_i(x)\) are polynomials, with \(P_3(0) \neq 0, P_0(0) = 0\) and \(P_3(0)P_0'(0) < 0\). The necessary and sufficient conditions given by Cherkas are rather complicated and based in the transformation of system (3) into a Liénard system (1). More precisely the change \(y_1 = y\psi = ye^{\int P_2/P_3 \, dx}\), transforms system (3) into the Liénard system
\[ \dot{x} = y_1, \quad \dot{y}_1 = \frac{P_0}{P_3}\psi^2 + \frac{P_1}{P_3}\psi y_1. \] (4)
Nevertheless Christopher and Schlomiuk \[7\] showed that the centers of system (3) arise from either a Darboux first integral of the form
\[ H = \exp(D/E) \prod C_i^{\alpha_i}, \] (5)
where \(D, E\) and the \(C_i\) are polynomials in \(\mathbb{C}[x, y]\) and \(\alpha_i \in \mathbb{C}\) or from a simple form of algebraic reversibility. Here algebraic reversibility means that there exists an algebraic map that transforms our original system into a time-reversible system. We recall that a time-reversible system is a system whose phase portrait is symmetric respect to some straight line passing through the origin.

In [6, chapter 5] it was affirmed without proof that the same results can be obtained for more general systems of the form
\[ \dot{x} = P_4(x)y, \quad \dot{y} = P_0(x) + P_1(x)y + P_2(x)y^2 + P_3(x)y^3, \] (6)
where \(P_i\) are polynomial. Unfortunately this assertion is not strictly correct, see [13], but it seems be true extending the functional class of the first integrals. System (6) include the Kukles systems, see [18, 22], and is for this reason we call them generalized Kukles systems.

In fact system (6) can be reduced to system (3) if we know a particular solution of system (6). This phenomena seems similar to what happens with a Ricatti equation that can be reduced to a linear equation if we know a particular solution of it, but in this case surprisingly we have an Abel equation. What happens is that we can reduce this Abel equation of first kind into an Abel equation of second kind canceling the term of third degree in \(y\). Let \(y = \varphi(x)\) be a particular solution of system (6), following Cherkas in [4] we apply the change of variable \(y = \varphi(x)z/(z + 1)\) and system (6) becomes
\[ \dot{x} = \varphi^2 P_4 z, \]
\[ \dot{z} = P_0 + (3P_0 + \varphi P_1)z + (3P_1 + 2\varphi P_1 + \varphi^2 P_2 - \varphi\varphi' P_4)z^2. \] (7)
Now we can apply the above transformation \(y_1 = \psi z\) to reduce system (7) to a Liénard equation. Hence from the well-known center conditions for the Liénard systems we can derive the center conditions for systems (3) and (6). In this last case if we know a particular solution of the original system (6). Nevertheless their explicit expressions are rather complicated. These results permit to check if a particular system of the form (3) and (6) has a center at the origin. However, in practice from the conditions obtained it is not easy to get the explicit form of the families with center even for systems of small degree.
2. On the generalized Kukles systems. Kukles [15] was the first in study systems of the form (6) and since then they are called Kukles and generalized Kukles systems. The solution to the center problem for the Kukles system was given independently by Lloyd and Pearson [18] and by Sadovskii [22] using different methods. The Kukles system is a system of the form

\[
\begin{align*}
\dot{x} &= y, \\
\dot{y} &= -x + Ax^2 + 3Bxy + Cy^2 + Kx^3 + 3Lx^2y + Mxy^2 + Ny^3,
\end{align*}
\]

where \( A, B, C, K, L, M, \) and \( N \) are real constants.

The solution of the center problem for system (8) is the following.

**Theorem 2.1.** The origin of system (8) is a center if, and only if, one of the following conditions hold:

1) \( B = L = N = 0; \)
2) \( A = C = L = N = 0; \)
3) \( K - C(A + C) = L + B(A + C) = M(A + 2C) + C^2(A + C) = N = 0; \)
4) \( AB + BC + L + N = 0; \)
   \[
   \begin{align*}
   2B^3 - ABC + 2BK + CL + BM - 2AN &= 0; \\
   6B^2L - ACL - ABM - BC + KL + LM + A^2N + 2KN &= 0; \\
   6BL^2 - CKL - BKM - ALM + 2AKN &= 0; \\
   2L^3 - KLM + K^2N &= 0.
   \end{align*}
   \]

The sufficiency is straightforward. In case 1) system (8) is time-reversible because is invariant by the symmetry \( (x, y, t) \to (x, -y, -t) \). In case 2) system (8) is time-reversible because is invariant by the symmetry \( (x, y, t) \to (-x, y, -t) \). In the case 3) system (8) has an inverse integrating factor of the form

\[
V = 1 + 2Cx + C^2x^2 - 3By - 3BCxy - \frac{C^3y^2}{A + 2C},
\]

In the sense of definitions given in [13] the system is Liouville integrable and analytic reducible. Here reducible means that the analytic differential system with a center is the pull-back a nonsingular point differential system via an analytic map defined around the singular point. Finally for the case 4) and following [22] we do the change of variable \( y = (1 - Ax - Kx^2)/[1 + (B + Lx)] \) and system (8) takes the form

\[
\begin{align*}
\dot{x} &= (1 - Ax - Kx^2)Y, \\
\dot{Y} &= -x + \bar{P}_3(x)Y^2,
\end{align*}
\]

where \( \bar{P}_3(x) = A + C + (3B^2 - AC + 2K + M)x + (6BL - CK - AM)x^2 + (3L^2 - KM)x^3 \).

System (9) is time-reversible because is invariant by the symmetry \( (x, Y, t) \to (x, -Y, -t) \). Moreover, in this case, and following [19], it has the inverse integrating factor of the form

\[
V = e^{-\alpha_1x - \alpha_2x^2} \left(1 - Ax - Kx^2 - By - Lxy\right)^3,
\]

where \( \alpha_1 = -3A - 2C \) and \( \alpha_2 = (-9A^2 - 18B^2 - 18K - 6M)/6 \). Therefore the conclusion is that all the center cases are Liouville integrable or algebraic reducible. Recall that the algebraic reversible systems are algebraic reducible, see [7].

The open question is to know if any center of equation (6) is Liouville integrable or algebraic reducible.

The cases given in Theorem 2.1 were given in such form by Sadovskii in [22]. The cases given in [18] are the classical cases given by Kukles identified by (K1), (K2), (K3) and (K4) and two more cases given by Theorem 2.1 and Theorem 2.2. The case (K1) corresponds to a particular case of 4) in Theorem 2.1. The cases (K2),
(K3) and (K4) correspond to the cases 3), 1) and 2) of Theorem 2.1, respectively. The case given in Theorem 2.1 is, in fact, equivalent to (K1) and the case given in Theorem 2.2 is a particular case of case 4) of Theorem 2.1. In [19] the Kukles system is revisited and 5 centers cases are given. However the last two cases in [19] are particular cases of case 4) of Theorem 2.1.

In different works several generalizations of the Kukles system are studied. For instance, in [23] it is studied the center problem for systems of the form

\[ P_i(x)y' = -P_0(x) - P_2(x)y^2 - P_{2n+1}(x)y^{2n+1} \]

where the \( P_i(x) \) are polynomials, \( P_0(0) = 0, P_0'(0) = P_1(0) = 1 \) and \( n \) is a nonnegative integer using the techniques developed in [1, 2, 3, 4].

In [24] a straightforward generalization of the Kukles systems is studied and it is given necessary and sufficient conditions to have a center at the origin for the system of the form

\[
\begin{align*}
\dot{x} &= y(1 + Dx + Px^2), \\
\dot{y} &= -x + Ax^2 + 3Bxy + Cy^2 + Kx^3 + 3Lx^2y + Mxy^2 + Ny^3.
\end{align*}
\]

In fact 25 center conditions are found for system (10). In [16] the authors consider the generalized Kukles system

\[
\begin{align*}
\dot{x} &= y(1 + Dx + Px^2 + Rx^3), \\
\dot{y} &= -x + Ax^2 + 3Bxy + Cy^2 + Kx^3 + 3Lx^2y + Mxy^2 + Ny^3 + Rx^4 + 3Sx^3y + Wx^2y^2 + Vxy^3.
\end{align*}
\]

The authors show that the center variety of system (11) consists of four components. Finally, in [25] are given 16 center conditions of the differential system

\[
\begin{align*}
\dot{x} &= yP_5(x), \\
\dot{y} &= -x + P_7(x)y^2 + P_{10}(x)y^3,
\end{align*}
\]

where \( P_i \) are polynomials of degree \( i \). All these results are obtained using the techniques developed in [1, 2, 3, 4]. However the center conditions are given in an explicit form which is rather complicate in order to know if each center conditions is Liouville integrable or algebraic reducible.

3. Statement of the main results. Following the notations used in [12, 13], in this work we aim to study the center problem for systems of the form (6) where \( P_1(x) \equiv 1 \) and \( P_0 \) is a polynomial of degree 2 and \( P_i \) for \( i = 1, 2, 3 \) are polynomials of degree 3 without constant terms, i.e.,

\[
\begin{align*}
\dot{x} &= y, \\
\dot{y} &= -x - b_2x^2 - (a_1x + a_2x^2 + a_3x^3)y \\
&\quad - (c_1x + c_2x^2 + c_3x^3)y^2 - (d_1x + d_2x^2 + d_3x^3)y^3.
\end{align*}
\]

where \( a_i, b_i \) and \( c_i \in \mathbb{R} \). Hence system (13) has 10 arbitrary parameters.

The next main result of the paper is the following.

**Theorem 3.1.** The generalized polynomial Kukles system (13) has a center if and only if one of the following conditions holds.

\[(a)\ a_3 = c_3 = d_3 = 0,\ a_2 = a_1b_2,\ c_2 = c_1b_2,\ d_2 = d_1b_2.
\[(b)\ a_2 = b_2 = c_2 = d_2 = 0.
\[(c)\ a_3 = a_2 - a_1b_2 = 3d_3 - a_1c_3 = a_1b_2c_1 - a_1c_2 - 3b_2d_1 + 3d_2 = 2a_1^3 - 9a_1c_1 + 27d_1 = 0 \]
Now we consider systems of the form (6) where \( P_4(x) \equiv 1 \) and \( P_i \) for \( i = 1, 2, 3 \) are polynomials of degree 2 without constant terms, i.e.,

\[
\begin{align*}
\dot{x} &= y, \\
\dot{y} &= -x - b_2x^2 - b_3x^3 - (a_1x + a_2x^2)y - (c_1x + c_2x^2)y^2 - (d_1x + d_2x^2)y^3.
\end{align*}
\] (14)

where \( a_i, b_i \) and \( c_i \in \mathbb{R} \). Hence system (14) has 8 arbitrary parameters.

**Theorem 3.2.** The generalized polynomial Kukles system (14) has a center if and only if one of the following conditions holds.

(a) \( b_3 = 0, a_2 = a_1b_2, c_2 = c_1b_2, d_2 = d_1b_2 \).
(b) \( a_2 = b_2 = c_2 = d_2 = 0 \).
(c) \( b_3 = a_2 - a_1b_2 = b_2c_1 - a_1c_2 - 3b_2d_1 + 3d_2 = 2a_1^2 - 9a_1c_1 + 27d_1 = 0 \).
(d) \( a_1 = a_2 = d_1 = d_2 = 0 \).

From the previous results and other partial computations using modular arithmetic for systems of the form (6) where \( P_4(x) \equiv 1 \) and \( P_i \) for \( i = 0, 1, 2, 3 \) are polynomials of degree bigger than 3 without constant terms we can establish the following conjecture.

**Conjecture 1.** The generalized polynomial Kukles system (6) where \( P_4(x) \equiv 1 \) and \( P_i \) for \( i = 0, 1, 2, 3 \) are polynomials of degree \( n \) with \( c_i^2 + d_i^2 \neq 0 \) for all \( i \) has a center if, and only if, one of the following conditions holds.

(a) \( a_i = a_i b_i, c_i = c_i b_i \) and \( d_i = d_i b_i \) for \( i \geq 2 \).
(b) \( a_i = b_i = c_i = d_i = 0 \), for \( i \) even.
(c) \( 3P_0(x) + kP_1(x) = -2P_0(x) + k^2P_2(x) + k^3P_3(x) = 0 \) for all \( k \in \mathbb{R} \).
(d) \( a_i = d_i = 0 \) for all \( i \).

We have excluded from Conjecture 1 the Liénard systems that have any other centers, see [5, 12]. For instance the conditions \( a_2 = a_1b_2, a_5 = a_4b_5/b_4, a_4 = a_3b_4/b_3, b_5 = 2b_2b_4/5, b_4 = 5b_2b_3/3, a_1 = b_i = 0 \) for \( i \geq 6 \) and \( c_i = d_i = 0 \) for all \( i \) give a center for system (6) that indeed is a center of a Liénard system which is a particular case of the Cherkas one, see [12, 13]. The proofs of Theorems 3.1 and 3.2 are given in section 4, the sufficiency of the center conditions given in Conjecture 1 is proved in section 5.

4. **Proof of Theorems 3.1 and 3.2.** To compute the necessary conditions we use the method of construction of a formal first integral but using polar coordinates. Hence in systems (13) and (14) we take the polar coordinates \( x = r \cos \theta \) and \( y = r \sin \theta \) and we propose the Poincaré power series

\[
H(r, \theta) = \sum_{m=2}^{\infty} H_m(\theta) r^m,
\]

where \( H_2(\theta) = 1/2 \) and \( H_m(\theta) \) are homogeneous trigonometric polynomials respect to \( \theta \) of degree \( m \). Imposing that this power series is a formal first integral of the transformed system we obtain

\[
\dot{H}(r, \theta) = \sum_{k=2}^{\infty} V_{2k} r^{2k},
\]
where \( V_{2k} \) are the focal values which are polynomials in the parameters of system (13) or system (14), see [21]. The first nonzero focal value for both systems is
\[ V_1 = -a_2 + a_1 b_2. \]
The second nonzero focal value is
\begin{align*}
V_6 &= 4a_1^2 a_2 - 4a_1^3 b_2 + 10a_3 b_2 + 5a_2 b_2^2 - 5a_1 b_2^3 + 3a_2 b_3 \\
&
- 13a_3 b_2 b_3 + 3a_2 c_1 - 5a_1 b_2 c_1 + 2a_1 c_2 + 6b_2 d_1 - 6d_2,
\end{align*}
with \( b_3 = 0 \) for system (13) and with \( a_3 = c_3 = d_3 = 0 \) for system (14). The next focal values are so big and we do not present here but the reader can easily compute them. Hilbert Basis theorem says that the ideal \( J = \langle V_4, V_6, \ldots \rangle \) generated by the focal values is finitely generated. Therefore there exist \( v_1, v_2, \ldots, v_k \) in \( J \) such that
\[ J = \langle v_1, v_2, \ldots, v_k \rangle. \]
Such set of generators is a basis of \( J \) and the conditions \( v_j = 0 \) for \( j = 1, \ldots, k \) provide a finite set of necessary and sufficient conditions to have a center for system (13) or system (14). We compute a certain number of focal values thinking that inside these number there is the set of generators. We decompose this algebraic set into its irreducible components using a computer algebra system SINGULAR [14]. More precisely using the the routine \texttt{minAssGTZ} [8] based on the Gianni-Trager-Zacharias algorithm [10].

However we are not able to compute the decomposition of the ideal generated only by the first \( i \) focal values \( B_i \) over the rational field for system (13) or (14). Hence we use modular arithmetics. In fact the decomposition is obtained over characteristic 32003. We go back to the rational numbers using the rational reconstruction algorithm present by Wang et al. in [26]. As the computations have not been completed in the field of rational numbers we do not know if the decomposition of the center variety is complete and we must check if any component is lost.

In order to do that let \( P_i \) denote the polynomials defining each component. Using the instruction \texttt{intersect} of SINGULAR we compute the intersection \( P = \cap_i P_i = \langle p_1, \ldots, p_m \rangle \). By the Strong Hilbert Nullstellensatz to check whether \( V(B_j) = V(P) \), being \( V \) the variety of the ideals \( B_j \) and \( P \), it is sufficient to check if the radicals of the ideals are the same, i.e., if \( \sqrt{B_j} = \sqrt{P} \), see for instance [21]. Computing over characteristic 0 reducing Gröbner bases of ideals \( \langle 1 - wp_{2k}, P : V_{2k} \in B_j \rangle \) we find that each of them is \( \langle 1 \rangle \). By the Radical Membership Test this implies that \( \sqrt{B_j} \subseteq \sqrt{P} \). To check the opposite inclusion, \( \sqrt{P} \subseteq \sqrt{B_j} \), it is sufficient to check that
\[
\langle 1 - wp_k, B_j : p_k \text{ for } k = 1, \ldots, m \rangle = \langle 1 \rangle. \tag{15}
\]
Using the Radical Membership Test to check if (15) is true, we were able to complete computations over the field of characteristic zero in both cases and consequently no component is lost, see [20].

The sufficiency for conditions of Theorem 3.1 is proved in the following. Under the assumptions of the statement (a) system (13) takes the form
\begin{align*}
\dot{x} &= y, \\
\dot{y} &= -x(1 + b_2 x)(1 + a_1 y + c_1 y^2 + d_1 y^3), \quad \tag{16}
\end{align*}
which is a system that defines an equation of separable variables that has a first integral of the form
\[
H(x, y) = \frac{x^2}{2} + \frac{b_2 x^3}{3} + \sum_{i=1}^{3} \frac{\log(\#i(y - \#i))}{a_1 + 2c_1 \#i + 3d_1 \#i^2}.
\]
where \#i is a root of the polynomial \(1 + a_1 \#i + c_1 \#i^2 + d_1 \#i^3\). Taking the exponential of this first integral we obtain a first integral well-defined in a neighborhood of the origin and then system (13) has a center at the origin.

Under the assumptions of statement (b) we have that system (13) is invariant by the symmetry \((x, y, t) \rightarrow (-x, y, -t)\) and therefore the phase portrait is symmetric respect to a line passing through the origin and consequently it has a center at the origin.

Under the assumptions of statement (c) system (13) becomes
\[
\dot{x} = y, \\
\dot{y} = -\frac{1}{2t}x(3 + a_1 y)(9 + 9b_2 x + 6a_1 y + 6a_1 b_2 xy - 2a_1^2 y^2 + 9c_1 y^2 - 2a_1^2 b_2 y^2 + 9c_2 y^2 + 9c_3 x^2 y^2).
\]

System (17) has the particular solution \(y = -3/a_1\). Now we apply the change \(y = \varphi(x) z / (z + 1)\), where \(\varphi(x) = -3/a_1\) and system (17) becomes
\[
\dot{x} = 9z, \\
\dot{z} = x(-a_1^2 - a_1^2 b_2 x + (3a_1^2 - 9c_1 + 3a_1^2 b_2 x - 9c_2 x - 9c_3 x^2) z^2).
\]

System (18) is invariant by the symmetry \((x, z, t) \rightarrow (x, -z, -t)\) and therefore it has a center at the origin.

The sufficiency for conditions of Theorem 3.2 are the following: Under the assumptions of the statement (a) system (14) coincides with statement (a) of Theorem 13.

System (14) under the assumptions of statement (b) is invariant by the symmetry \((x, y, t) \rightarrow (-x, y, -t)\) and consequently it has a center at the origin.

System (14) under the assumptions of statement (c) is particular case of system (13) under the assumptions of statement (c) of Theorem 13.

Under the assumptions of statement (d) system (14) becomes
\[
\dot{x} = y, \\
\dot{y} = -x - b_2 x^2 - b_3 x^3 - (c_1 x + c_2 x^2)y^2.
\]

System (19) is invariant by the symmetry \((x, y, t) \rightarrow (x, -y, -t)\) and therefore it has a center at the origin.

5. **Sufficient conditions of Conjecture 1.** We have performed the same computations for higher-degree generalized Kukles systems with restrictions in the parameters getting the same results which has led us to establish Conjecture 1.

The sufficiency for the conditions of Conjecture 1 are the following: Under the assumptions of the statement (a) the generalized Kukles system takes the form
\[
\dot{x} = y, \\
\dot{y} = -x(1 + b_2 x + b_3 x^2 + \cdots + b_n x^{n-1})(1 + a_1 y + c_1 y^2 + d_1 y^3),
\]

which is a system that defines an equation of separable variables, hence we can write
\[
\int \frac{y dy}{1 + a_1 y + c_1 y^2 + d_1 y^3} = \int -x(1 + b_2 x + b_3 x^2 + \cdots + b_n x^{n-1}) dx + C
\]
where $C$ is an arbitrary constant. Therefore it has a first integral of the form
\[ H(x, y) = \frac{x^2}{2} + \frac{b_2 x^3}{3} + \cdots + \frac{b_n x^{n+1}}{n+1} + \sum_{i=1}^{3} \frac{\log(#i(y - #i))}{a_1 + 2c_1 #i + 3d_1 #i^2}, \]
where $#i$ is a root of the polynomial $1 + a_1 #i + c_1 #i^2 + d_1 #i^3$ and taking the exponential of this first integral we obtain an analytic first integral around the origin.

Under the assumptions of statement (b) the generalized Kukles system is invariant by the symmetry $(x, y, t) \rightarrow (-x, y, -t)$ and consequently it has a center at the origin.

We will see that under the assumptions of statement (c) the generalized Kukles has a particular solution of the form $y = k$ and we will see that after a change of variable the system becomes time-reversible. The condition in order that system (6) has $y - k = 0$ as invariant line is $P_0(x) + kP_1(x) + k^2P_2(x) + k^3P_3(x) = 0$. Now we apply the change of variables $y = \phi(x)z/(z + 1)$ where $\phi(x)$ is the invariant line, i.e., $\phi(x) = k$ with $k \in \mathbb{R}$ and system (6) takes the form
\[ \begin{align*}
\dot{x} &= k^2P_2 z, \\
\dot{z} &= P_1 + (3P_0 + kP_1)z + (3P_0 + 2kP_1 + k^2P_2)z^2.
\end{align*} \tag{21} \]
The assumption $3P_0 + kP_1 = 0$ implies that system (21) is invariant by the symmetry $(x, z, t) \rightarrow (-x, -z, -t)$ and consequently it has a center at the origin.

Under the assumptions of statement (d) the generalized Kukles system is invariant by the symmetry $(x, y, t) \rightarrow (x, -y, -t)$ and consequently it has a center at the origin.

**Acknowledgements.** The author is partially supported by a MINECO/ FEDER grant number MTM2014-53703-P and an AGAUR (Generalitat de Catalunya) grant number 2014SGR 1204.

**REFERENCES**

[1] L. A. Cherkas, On the conditions for a center for certain equations of the form $yy' = P(x) + Q(x)y + R(x)y^2$, *Differ. Uravn.*, **8** (1972), 1435–1439; *Differ. Equ.*, **8** (1972), 1104–1107.

[2] L. A. Cherkas, Conditions for a center for the equation $P_3(x)yy' = \sum_{i=0}^{2} P_i(x)y^i$, *Differ. Uravn.*, **10** (1974), 367–368; *Differ. Equ.*, **10** (1974), 276–277.

[3] L. A. Cherkas, Conditions for a center for a certain Liénard equation, *Differ. Uravn.*, **12** (1976), 292–298; *Differ. Equ.*, **12** (1976), 201–206.

[4] L. A. Cherkas, Conditions for the equation $yy' = \sum_{i=0}^{3} P_i(x)y^i$ to have a center, *Differ. Uravn.*, **14** (1978), 1594–1600; *Differ. Equ.*, **14** (1978), 1133–1137.

[5] C. J. Christopher, An algebraic approach to the classification of centres in polynomial Liénard systems, *J. Math. Anal. Appl.*, **229** (1999), 319–329.

[6] C. J. Christopher and C. Li, *Limit Cycles of Differential Equations*, Advanced Courses in Mathematics. CRM Barcelona. Birkhäuser–Verlag, Basel, 2007.

[7] C. J. Christopher and D. Schmollmik, On general algebraic mechanisms for producing centers in polynomial differential systems, *J. Fixed Point Theory Appl.*, **3** (2008), 331–351.

[8] W. Decker, S. Laplagne, G. Pfister and H. A. Schonemann, *SINGULAR*, 3-1 library for computing the prime decomposition and radical of ideals, primdec.lib, 2010.

[9] B. Ferčec, J. Giné, V. G. Romanovski and V. F. Edneral, Integrability of complex planar systems with homogeneous nonlinearities, *J. Math. Anal. Appl.*, **434** (2016), 894–914.

[10] P. Gianni, B. Trager and G. Zacharias, Gröbner bases and primary decompositions of polynomials, *J. Symbolic Comput.*, **6** (1988), 146–167.

[11] J. Giné, Singularity analysis in planar vector fields, *J. Math. Phys.*, **55** (2014), 112703.

[12] J. Giné, Center conditions for polynomial Liénard systems, *Qual. Theory Dyn. Syst.*, to appear.
[13] J. Giné, J. Llibre, Analytic reducibility of nondegenerate centers: Cherkas systems, *Electron. J. Qual. Theory Differ. Equ.*, 49 (2016), 1–10.

[14] G. M. Greuel, G. Pfister and H. A. Schönemann, *SINGULAR 3.0, A Computer Algebra System for Polynomial Computations*, Centre for Computer Algebra, University of Kaiserlautern (2005). [http://www.singular.uni-kl.de](http://www.singular.uni-kl.de).

[15] I. S. Kukles, Sur quelques cas de distinction entre un foyer et un centre, *Dolk. Akad. Nauk SSSR*, 42 (1944), 208–211.

[16] A. A. Kushner and A. P. Sadovskii, Center conditions for Liénard-type systems of degree four, *Vestn. Beloruss. Gos. Univ. Ser. 1 Fiz. Mat. Inform.*, (2011), 119–122 (Russian).

[17] J. Llibre and R. Rabanal, Center conditions for a class of planar rigid polynomial differential systems, *Discrete Contin. Dyn. Syst.*, 35 (2015), 1075–1090.

[18] N. G. Lloyd and J. M. Pearson, Computing centre conditions for certain cubic systems, *J. Comp. Appl. Math.*, 40 (1992), 323–336.

[19] J. M. Pearson and N. G. Lloyd, Kukles revisited: Advances in computing techniques, *Comp. Math. Appl.*, 60 (2010), 2797–2805.

[20] V. G. Romanovski and M. Prešern, An approach to solving systems of polynomials via modular arithmetics with applications, *J. Comput. Appl. Math.*, 236 (2011), 196–208.

[21] V. G. Romanovski and D. S. Shafer, *The Center and Cyclicity Problems: A Computational Algebra Approach*, Birkhäuser Boston, Inc., Boston, MA, 2009.

[22] A. P. Sadovskii, Solution of the center and focus problem for a cubic system of nonlinear oscillations, *Differ. Uravn.*, 33 (1997), 236–244 (Russian); *Differential Equations*, 33 (1997), 236–244.

[23] A. P. Sadovskii, On conditions for a center and focus for nonlinear oscillation equations, *Differ. Uravn.*, 15 (1979), 1716–1719 (Russian); *Differential Equations*, 15 (1979), 1226–1229.

[24] A. P. Sadovskii and T. V. Shcheglova, Solution of the center-focus problem for a cubic system with nine parameters, *Differ. Uravn.*, 47 (2011), 209–224 (Russian); *Differential Equations*, 47 (2011), 208–223.

[25] A. P. Sadovskii and T. V. Shcheglova, Center conditions for a polynomial differential system, *Differ. Uravn.*, 49 (2013), 151–164; *Differential Equations*, 49 (2013), 151–165.

[26] P. S. Wang, M. J. T. Guy and J. H. Davenport, P-adic reconstruction of rational numbers, *SIGSAM Bull.*, 16 (1982), 2–3.

Received January 2016; revised October 2016.

E-mail address: gine@matematica.udl.cat