Optimization of Reversible Circuits Using Toffoli Decompositions with Negative Controls
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Abstract: The synthesis and optimization of quantum circuits are essential for the construction of quantum computers. This paper proposes two methods to reduce the quantum cost of 3-bit reversible circuits. The first method utilizes basic building blocks of gate pairs using different Toffoli decompositions. These gate pairs are used to reconstruct the quantum circuits where further optimization rules will be applied to synthesize the optimized circuit. The second method suggests using a new universal library, which provides better quantum cost when compared with previous work in both cost015 and cost115 metrics; this proposed new universal library “Negative NCT” uses gates that operate on the target qubit only when the control qubit’s state is zero. A combination of the proposed basic building blocks of pairs of gates and the proposed Negative NCT library is used in this work for synthesis and optimization, where the Negative NCT library showed better quantum cost after optimization compared with the NCT library despite having the same circuit size. The reversible circuits over three bits form a permutation group of size 40,320 \((2^3!)\), which is a subset of the symmetric group, where the NCT library is considered as the generators of the permutation group.
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1. Introduction

One of the problems in classical computers is heat dissipation and energy loss. The amount of energy dissipated for any lost bit of information is calculated by R. Landauer’s principle, which is \(kT\ln 2\), where \(K\) is the Boltzmann’s constant \((1.3807 \times 10^{-23}\text{ J K}^{-1})\) and \(T\) is the temperature of the system. Reversible computing has one of many features, where no heat dissipation is produced by the system [1]; hence, no information is destroyed. This feature has many applications [2], such as low-power CMOS [3], nanotechnology [4], DNA-based logic circuit with self error recovery capability employing massive parallelism [5] and many more [6].

Quantum computing is reversible by nature [7]. Recently, using group theory in studying the reversible logic synthesis problem has gained attention [8,9]. Group theory is also used to find a relationship between the decomposition of a reversible circuit and a quantum circuit in [10]. A relationship between the reversible logic synthesis problem and Young subgroups is introduced in [11]. A reversible gate is the basic building block of a reversible circuit [3]. Quantum gates are reversible gates/functions, which are considered as a special case of symmetry groups of finite spaces (Young subgroups) [10]. Many methods have been proposed to optimize the quantum cost of circuits [12,13]. The quantum cost of the NCT library is reduced in [14]; a further reduction of the quantum cost of the NCT library is made in [15]. The algorithms in [16,17] use an ancillary qubit to achieve less quantum cost. Universal reversible gate libraries are proposed in [18–20], which use GAP-based
algorithms to synthesize reversible circuits using different types of gates with various gate costs. Different Toffoli decompositions are proposed in [21] to reduce the quantum cost of reversible circuits. Toffoli gates have control qubits, which can be positive or negative. The positive control is applied if the system is in the excited state, whereas the negative control is applied if the system is in the ground state. The importance of the ground state over the excited state in systems for better stability is discussed in [22], which shows that systems tend to be more stable in the ground state compared with the excited state, so using negative controls is more stable and has less quantum cost for the system compared with using positive controls [23–26].

The paper has two aims: the first aim of this paper is to propose an algorithm that optimizes the quantum cost of 3-bit reversible circuits based on a modified version of the NCT library; the second aim is to propose a new gate library by modifying the NCT library to replace positive control with negative control, which shows less quantum cost compared with the NCT library.

This paper is organized as follows: Section 2 gives a brief introduction to elementary quantum gates used to build quantum circuits, permutation group, definitions and terminologies used in this paper. Section 3 introduces the proposed library and proposed synthesis algorithm. Section 4 shows the experimental results. The paper concludes in Section 5.

2. Background

This section gives a brief introduction on the basics of reversible circuit, Negative NCT library gates and permutation group.

2.1. Reversible Boolean Function

A Boolean function $f$ with $n$ inputs and $n$ outputs $f : X^n \rightarrow X^n$ is considered to be reversible if and only if each input vector $x \in X^n$ is mapped to a unique output vector $y \in X^n$ where $X = \{0, 1\}$. For $n$ inputs there are $2^n!$ different reversible Boolean functions, for $n = 3$ there is $2^3! = 40,320$ 3-input/output reversible Boolean functions.

Given a finite set $A = \{1, 2, \ldots, 2^n\}$, $\alpha$ is permutation and a bijection function that maps an input to an output from $A$ such that $\alpha : A \rightarrow A$, it can be represented as a permutation as follows in (1).

$$\alpha = \left( \begin{array}{cccc} 1 & 2 & 3 & \cdots & 2^n \\ a(1) & a(2) & a(3) & \cdots & a(2^n) \end{array} \right) \tag{1}$$

The top row is ordered so that it can be eliminated, so $\alpha$ can be written as in (2).

$$\alpha = (a(1) \quad a(2) \quad a(3) \quad \cdots \quad a(2^n)) \tag{2}$$

The permutation can also be represented as a product of disjoint cycles. For example, $$\left( \begin{array}{cccc} 1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 \\ 4 & 2 & 1 & 3 & 5 & 8 & 7 & 6 \end{array} \right)$$ can be written as $(1, 4, 3)(6, 8)$.

2.2. Reversible Quantum Logic

Quantum computers use qubit as the basic unit of information, which is represented by a state vector. The vector: $|\psi\rangle = \alpha|0\rangle + \beta|1\rangle$ represents a single qubit where $\alpha$ and $\beta$ are complex numbers that satisfy the condition $|\alpha|^2 + |\beta|^2 = 1$. The measurement of $|\psi\rangle$ determines the state of the system. Four states of the system are used in this paper; the first state is the standard state $|0\rangle$ where $\beta$ is 0, the second state is the standard state $|1\rangle$ where $\alpha$ is 0, the third state is $|+\rangle$ where $|+\rangle = \frac{(1+i)|0\rangle + (1-i)|1\rangle}{\sqrt{2}}$ and the fourth state is $|\rangle$ where $|\rangle = \frac{(1-i)|0\rangle + (1+i)|1\rangle}{\sqrt{2}}$. 
2.3. Reversible Gates

A reversible gate is a reversible Boolean function in which each input vector has a unique output vector.

2.3.1. One-Qubit Gates

This section introduces the one qubit reversible gates that are used in this paper.

**NOT gate (N):** A reversible gate that maps $|0\rangle$ to $|1\rangle$ and vice versa, also maps $|+\rangle$ to $|-\rangle$ and vice versa. The superscript of $N$ gate is 3 when $N$ gate is applied on a three-qubit reversible circuit ($N^3$) and the subscript of $N$ gate refers to a specific qubit that NOT gate is applied on. For example, $N^3_2$ applies a NOT gate on the second qubit in a three-qubit reversible circuit. Table 1 shows the effect of a NOT gate on one qubit.

There are three possible gates of a NOT gate for three-qubit reversible circuits as shown in Figure 1a with the following permutations in (3):

\[
\begin{align*}
N^3_1 &: (x_1, x_2, x_3) \rightarrow (x_1 \oplus 1, x_2, x_3) \\
&= (1,5)(2,6)(3,7)(4,8), \\
N^3_2 &: (x_1, x_2, x_3) \rightarrow (x_1, x_2 \oplus 1, x_3) \\
&= (1,3)(2,4)(5,7)(6,8), \\
N^3_3 &: (x_1, x_2, x_3) \rightarrow (x_1, x_2, x_3 \oplus 1) \\
&= (1,2)(3,4)(5,6)(7,8).
\end{align*}
\]

(3)

**Square-root of NOT gate ($\sqrt{N}$):** A reversible gate that maps $|0\rangle$ to $|+\rangle$, $|1\rangle$ to $|-\rangle$, $|+\rangle$ to $|0\rangle$, and $|-\rangle$ to $|1\rangle$.

**Square-root of NOT gate ($\sqrt{N}^\dagger$):** A reversible gate that maps $|0\rangle$ to $|-\rangle$, $|1\rangle$ to $|+\rangle$, $|+\rangle$ to $|0\rangle$ and $|-\rangle$ to $|1\rangle$.

2.3.2. Condition on Control Qubits

Controlled gates that operate on two or more qubits have at least one control qubit. The condition on control qubit(s) must be satisfied in order for the gate to operate on the target qubit.

**Definition 1.** The condition on a control qubit is a condition that must be satisfied so that the gate on the target qubit is applied. The condition on the control qubit could be negative or positive.

If the condition on the control qubit is negative or positive, then the gate on the target qubit will be applied if the control qubit’s state is $|0\rangle$ or $|1\rangle$, respectively [27]. For example, a gate that has $n$ control qubits with a negative condition on the control qubits will operate on the target qubit if all of the control qubits’ states are $|0\rangle$. In this paper, the negative control is represented in figures by $\circ$ and the positive control is represented by $\bullet$. Only negative control gates are used in this paper because the quantum systems are more stable in the ground state, where the negative control gates are used compared with the excited state in which the positive control gates are applied [22–26].

2.3.3. Two-Qubit Gates

These gates operate on two qubits in which one qubit is the control qubit and the other qubit is the target qubit.

**Controlled NOT gate (CNOT/C):** A two-qubit gate, which has two versions: positive CNOT (CNOT) and negative CNOT (OCNOT).

In the CNOT gate and OCNOT gate, if the control qubit’s state is $|1\rangle$ and $|0\rangle$, respectively, then negation will be applied on the target qubit, while the control qubit’s state remains unchanged; otherwise it does nothing.

The superscript of the C gate is 3 when the CNOT/OCNOT gate is applied on a three-qubit reversible circuit ($C^3$). The subscript of $C^3$ gate consists of two adjacent numbers, the...
number on the left-hand side represents the control qubit and the number on the right-hand side represents the target qubit. For example, $C_{12}^3$ represents the CNOT gate with a positive control on the first qubit and a target on the second qubit; $C_{2}^3$ represents the OCNOT gate with a negative control on the first qubit and a target on the second qubit.

The truth table of the CNOT gate is shown in Table 1. There are six possible gates for the CNOT gate for three-qubit reversible circuits as shown in Figure 1b. The truth table of the OCNOT gate is shown in Table 1. There are six possible gates of the OCNOT gate for three-qubit reversible circuits as shown in Figure 1c with the following permutations in (4):

$$
\begin{align*}
C_{12}^3 : (x_1, x_2, x_3) &\rightarrow (x_1, x_2 \oplus x_1, x_3) = (1, 3)(2, 4), \\
C_{13}^3 : (x_1, x_2, x_3) &\rightarrow (x_1, x_2, x_3 \oplus x_1) = (1, 2)(3, 4), \\
C_{21}^3 : (x_1, x_2, x_3) &\rightarrow (x_1 \oplus x_2, x_2, x_3) = (1, 5)(2, 6), \\
C_{23}^3 : (x_1, x_2, x_3) &\rightarrow (x_1, x_2, x_3 \oplus x_2) = (1, 2)(5, 6), \\
C_{31}^3 : (x_1, x_2, x_3) &\rightarrow (x_1, x_2 \oplus x_3, x_2, x_3) = (1, 3)(5, 7), \\
C_{32}^3 : (x_1, x_2, x_3) &\rightarrow (x_1 \oplus x_3, x_2, x_3) = (1, 5)(3, 7).
\end{align*}
$$

**Controlled-$V$:** A two-qubit gate that has two versions: positive $V$ ($CV$) and negative $V$ ($OV$). In the CV gate and OV gate, if the control qubit's state is $|1\rangle$ and $|0\rangle$, respectively, then the $V$ gate is applied to the target qubit and the control qubit's state remains unchanged; otherwise it does nothing.

**Controlled-$V^\dagger$:** A two-qubit gate that has two versions: positive $V^\dagger$ ($CV^\dagger$) and negative $V^\dagger$ ($OV^\dagger$). In the CV$^\dagger$ gate and OV$^\dagger$ gate, if the control qubit's state is $|1\rangle$ and $|0\rangle$, respectively, then the $V^\dagger$ gate is applied to the target qubit and the control qubit's state remains unchanged; otherwise it does nothing.

The truth table of the CV, CV$^\dagger$, OV and OV$^\dagger$ gates are shown in Table 1. There are six possible gates for the OV gate and six possible gates of the OV$^\dagger$ gate for three-qubit reversible circuits as shown in Figure 1d,e, respectively.

![Figure 1](https://example.com/fig1.png)

*Figure 1.* The possible gates for three-qubit reversible circuits.
Table 1. The Truth table of NOT, CNOT, OCNOT CV, CV†, OV, OV†, Toffoli and OToffoli gates for three-qubit system.

| NOT gate (N³) | Input | Output |
|--------------|-------|--------|
|              | 0     | 1      |
|              | 1     | 0      |

| CNOT | Input | Output | OCNOT | Input | Output |
|------|-------|--------|-------|-------|--------|
|      | 00    | 00     |       | 00    | 00     |
|      | 01    | 01     |       | 01    | 00     |
|      | 10    | 11     |       | 10    | 10     |
|      | 11    | 10     |       | 11    | 11     |

| CV(PositiveV) | Input | Output | CV†(PositiveV†) | Input | Output |
|---------------|-------|--------|-----------------|-------|--------|
|               | 00    | 00     |                 | 00    | 00     |
|               | 01    | 01     |                 | 01    | 01     |
|               | 10    | 1+     |                 | 10    | 1−     |
|               | 11    | 1−     |                 | 11    | 1+     |

| OV(NegativeV) | Input | Output | OV†(NegativeV†) | Input | Output |
|---------------|-------|--------|-----------------|-------|--------|
|               | 00    | 0+     |                 | 00    | 0−     |
|               | 01    | 0−     |                 | 01    | 0+     |
|               | 10    | 10     |                 | 10    | 10     |
|               | 11    | 11     |                 | 11    | 11     |

| Toffoli | Input | Output | OToffoli | Input | Output |
|---------|-------|--------|----------|-------|--------|
|         | 000   | 000    |          | 000   | 000    |
|         | 001   | 001    |          | 001   | 000    |
|         | 010   | 010    |          | 010   | 010    |
|         | 011   | 011    |          | 011   | 011    |
|         | 100   | 100    |          | 100   | 100    |
|         | 101   | 101    |          | 101   | 101    |
|         | 110   | 111    |          | 110   | 110    |
|         | 111   | 110    |          | 111   | 111    |

2.3.4. Three-Qubit Gate

These gates operate on three qubits, where two qubits are the control qubits and the third qubit is the target qubit.

**Controlled controlled NOT (CCNOT) or (Toffoli/T gate):**

In this paper, we use two different versions of the Toffoli gate: positive Toffoli (Toffoli) and negative Toffoli (OToffoli). In the Toffoli gate and OToffoli gate, if the control qubits’ states are $|1\rangle$ and $|0\rangle$, respectively, then the negation will be applied on the target qubit, while the control qubits’ states remain unchanged; otherwise it does nothing. Mixed Control Toffoli gates also exist where one of the control qubits is negative and the other control qubit is positive.

The superscript of $T$ gate is 3 when the Toffoli/OToffoli gate is applied on a three-qubit reversible circuit ($T³$). The subscript of $T³$ gate consists of three adjacent numbers: the first two numbers starting from the left-hand side indicate the control qubits and the number on the right-hand side indicates the target qubit. For example, $T³_{123}$ represents the Toffoli gate with positive control qubits. $T³_{132}$ represents the OToffoli gate with negative control qubits. $T³_{231}$ and $T³_{312}$ represent the Mixed Control Toffoli gates with mixed control qubits.
There are three possible gates for a Toffoli gate for three-qubit reversible circuits as shown in Figure 1f. There are three possible gates for an OToffoli gate for three-qubit reversible circuits as shown in Figure 1g. Some examples of Mixed Control Toffoli gates are shown in Figure 1h. The truth table for the Toffoli and OToffoli gates are shown in Table 1. The following OToffoli permutations are introduced in (5):

\[
T_{123}^3 : (x_1, x_2, x_3) \to (x_1, x_2, x_3 \oplus x_1 x_2) = (1,2),
\]
\[
T_{122}^3 : (x_1, x_2, x_3) \to (x_1, x_2 \oplus x_1 x_3, x_3) = (1,3),
\]
\[
T_{211}^3 : (x_1, x_2, x_3) \to (x_1 \oplus x_2 x_3, x_2, x_3) = (1,5).
\]

2.3.5. Quantum Cost of a Reversible Circuit

The quantum cost of a reversible circuit, which is denoted by Q.C in this paper is the count of the one-qubit and the two-qubit elementary gates in the decomposition of the circuit.

In this paper, two methods for calculating the quantum cost are used: the cost015 metric [28] and cost115 metric [29]. In the cost015 metric: the quantum cost of a one-qubit gate is 0, two-qubit gate is 1 and three-qubit gate is 3 [30]. In the cost115 metric: the quantum cost of a one-qubit gate is 1, two-qubit gate is 1 and three-qubit gate is 5.

2.3.6. Optimization Rules of Quantum Gates: Moving, Merging and Splitting

For a three-qubit quantum circuit with a set of wires \( W = \{1,2,3\} \), where the first qubit is 1, the second qubit is 2 and the third qubit is 3. Let \( K_{12} \) be any two-qubit gate whose control qubit is negative on qubit 1 and its target qubit is on qubit 2, where \( 1 \neq 2 \neq 3 \).

Table 2 shows the moving rules where a gate can be swapped with its adjacent gate. For example, the one-qubit NOT gate \( N_1^3 \) that acts on the first qubit can be swapped with its adjacent one-qubit gate that acts on any of the other two qubits; the \( N_1^3 \) gate can also be swapped with its adjacent two-qubit gate if the control qubit in the two-qubit gate is not the same as the qubit that \( N_1^3 \) acts on; in this case \( N_1^3 \) can be swapped with \( C_{21}^3, C_{31}^3, OV_{21}^\dagger, OV_{31}^\dagger, OV_{21}^\dagger, OV_{31}^\dagger, C_{23}^3, C_{32}^3, OV_{23}, OV_{32}, OV_{23}^\dagger \) and \( OV_{32}^\dagger \). Adjacent two-qubit gates can be swapped if they have the same control qubit or if they have the same target qubit. For example, \( C_{23}^3 \) can be swapped with \( C_{32}^3, C_{23}^3, OV_{23}, OV_{32}, OV_{23}^\dagger \) and \( OV_{32}^\dagger \).

Table 3 shows the merging rules in which two adjacent gates can be merged to form a new gate. For example, any two adjacent one-qubit gates that are applied on the same qubit can be merged to form an identity gate if the application of the second gate reverses the first gate. Any two adjacent two-qubit gates with the same control qubit and the same target qubit can form a new gate. For example, \( OV_{12} C_{12}^3 \) are merged to form \( OV_{12} C_{12}^3 \). Furthermore, if two adjacent two-qubit gates in which the control qubit of the first gate is the same as the target qubit of its adjacent gate, and the target qubit of the first gate is the same as the control qubit of its adjacent gate, then these gates can form a new gate and the resulting two-qubit gate has a quantum cost of 1 in both of the cost015 and cost115 metrics [15]. For example, \( C_{23}^3 OV_{21}^\dagger \) can be merged to form a two-qubit gate \( C_{23}^3 OV_{21} \). In this paper, the visual representation of this gate is shown by surrounding this two-qubit gate with a dashed box and its quantum cost is 1 [15]. The splitting rules are the reverse of the merging rules, these optimization rules are used in [14–18,21].

| Gate | Swappable Gates |
|------|----------------|
| \( N_1^3 \) | \( N_2^3, N_3^3, K_{23}^3, K_{21}^3, K_{12}, K_{31}^3 \) |
| \( K_{12} \) | \( N_2^3, N_3^3, K_{13}^3, K_{12}^3 \) |

Table 3. The merging rules of quantum gates.

| Gates before Optimization | Gates after Optimization |
|---------------------------|--------------------------|
| \( N_1^3 N_2^3 C_3^{T_{12}} \) | \( I \) |
| \( \text{OV}_{T_{12}} \text{OV}_{T_{12}}^T \text{OV}_{T_{12}}^T \text{OV}_{T_{12}} \) | \( I \) |
| \( \text{OV}_{T_{12}} \text{OV}_{T_{12}}^T \text{OV}_{T_{12}}^T \text{OV}_{T_{12}} \) | \( C_3^{T_{12}} \) |
| \( \text{OV}_{T_{12}} \text{OV}_{T_{12}}^T \text{OV}_{T_{12}}^T \text{OV}_{T_{12}} \) | \( \text{OV}_{T_{12}}^{T_2} \) |
| \( \text{OV}_{T_{12}} \text{OV}_{T_{12}}^T \text{OV}_{T_{12}}^T \text{OV}_{T_{12}} \) | \( \text{OV}_{T_{12}} \) |
| \( K_{T_{12}} K_{T_{21}} \) | \( [K_{T_{12}} K_{T_{21}}] \) |

3. The Proposed Negative NCT-Gate Library

This section explains the proposed Negative NCT gate library for building three-qubit reversible circuits. The Negative NCT gate library that works on three-qubit reversible circuits consists of three types of gates: one-qubit gates, two-qubit gates and three-qubit gates. This proposed library consists of 12 gates and their detailed information is represented in Section 2. The 12 gates are three NOT gates, six OCNOT gates and three OToffoli gates. An implementation of the Schreier–Sims algorithm on the GAP software is used to generate the set of all possible three-qubit reversible circuits with the least length (40,319 circuits excluding the identity [20]), which shows the universality of the Negative NCT gate library for 3-bit reversible circuits.

3.1. Gate Decomposition

**Definition 2.** Gate symbol \( L_{\text{num}} \) is a unique symbol that refers to a gate where \( \text{num} \) is an integer number. For example, \( L_1 \) and \( L_{23} \). Table 4 shows the gates with their corresponding gate symbol (sym.).

Table 4. Negative NCT gates with their corresponding gate symbol.

| Gate | Gate Sym. | Gate | Gate Sym. | Gate | Gate Sym. | Gate | Gate Sym. |
|------|-----------|------|-----------|------|-----------|------|-----------|
| \( T_{123}^3 \) | \( L_1 \) | \( C_{23}^3 \) | \( L_{22} \) | \( C_{32}^3 \) | \( L_{25} \) | \( N_{13}^3 \) | \( L_{13} \) |
| \( T_{12}^3 \) | \( L_2 \) | \( C_{32}^3 \) | \( L_{23} \) | \( C_{23}^3 \) | \( L_{26} \) | \( N_{23}^3 \) | \( L_{14} \) |
| \( T_{231}^3 \) | \( L_3 \) | \( C_{31}^2 \) | \( L_{24} \) | \( C_{32}^3 \) | \( L_{27} \) | \( N_{33}^3 \) | \( L_{15} \) |

The decomposition \((L_{\text{num}})_d\) of a gate is a set of elementary gates that can be used to synthesize a quantum circuit equivalent to this gate, each set of these elementary gates is given a number \( d \) starting from 0. For example, \((L_2)_0\) represents the gate symbol \( L_2 \) in its 0th decomposition. One-qubit gates and two-qubit gates are elementary gates themselves; hence, each gate has only one decomposition denoted by the 0th decomposition, which is the gate itself.

Table 5 shows the Negative NCT gates with their corresponding decomposition(s) where each one-qubit gate or two-qubit gate has only one decomposition, which is the gate itself, while each three-qubit gate can be decomposed using (NOT, CNOT, \( V \), \( V^\dagger \)) gates, which was shown to be optimal [30]. The three-qubit gate has eight different decompositions. Figures 2–4 show the eight different decompositions for each OToffoli gate that depend on the Toffoli decompositions in [21]. This paper uses only negative control decompositions, while [21] uses only positive control decompositions.
Figure 2. Decompositions (Decomp.) of $T_{11}^3$ where in (a) the first control qubit is on qubit 1 and the second control qubit is on qubit 2, and in (b) the first control qubit is on qubit 2 and the second control qubit is on qubit 1. These decompositions are the negative decompositions, which are based on the positive decompositions in [21].

Figure 3. Decompositions (Decomp.) of $T_{11}^3$ where in (a) the first control qubit is on qubit 1 and the second control qubit is on qubit 3, and in (b) the first control qubit is on qubit 3 and the second control qubit is on qubit 1. These decompositions are the negative decompositions, which are based on the positive decompositions in [21].

Table 5. Negative NCT gates with their equivalent gate decomposition (Decomp.).

| Gate | Gate Decomposition |
|------|--------------------|
| $T_{11}^3$ | $L_{(1)0}, L_{(1)1}, L_{(1)2}, L_{(1)3}, L_{(1)4}, L_{(1)5}, L_{(1)6}, L_{(1)7}$ |
| $T_{11}^3$ | $L_{(2)0}, L_{(2)1}, L_{(2)2}, L_{(2)3}, L_{(2)4}, L_{(2)5}, L_{(2)6}, L_{(2)7}$ |
| $T_{11}^3$ | $L_{(3)0}, L_{(3)1}, L_{(3)2}, L_{(3)3}, L_{(3)4}, L_{(3)5}, L_{(3)6}, L_{(3)7}$ |
| $C_{11}^3$ | $L_{(22)0}$ |
| $C_{11}^3$ | $L_{(23)0}$ |
| $C_{11}^3$ | $L_{(24)0}$ |
| $C_{11}^3$ | $L_{(25)0}$ |
| $C_{11}^3$ | $L_{(26)0}$ |
| $C_{11}^3$ | $L_{(27)0}$ |
| $N_1^3$ | $L_{(13)0}$ |
| $N_2^3$ | $L_{(14)0}$ |
| $N_3^3$ | $L_{(15)0}$ |
Figure 4. Decompositions (Decomp.) of $\tau_{27}$, where in (a) the first control qubit is on qubit 2 and the second control qubit is on qubit 3, and in (b) the first control qubit is on qubit 3 and the second control qubit is on qubit 2. These decompositions are the negative decompositions, which are based on the positive decompositions in [21].

Right and Left Gate Sets of a Decomposition

Definition 3. The ordered pair of a gate (OP) is an ordered pair that contains the control qubit and the target qubit of a gate (control - qubit, target - qubit).

An example of an OP for a three-qubit system is $(1, 3)$, where the control is on the first qubit and the target is on the third qubit. $C_{13}^1$, $C_{13}^2$, $V_{13}$, $V_{T3}$, $V_{L3}$ and $V_{L3}$ are some examples of gates in which their OP is $(1, 3)$.

Definition 4. The sets $rg$ and $lg$ of a circuit are the sets that contain the OP of the right-hand side gate and left-hand side gate, respectively.

The $rg$ set or the $lg$ set contains ordered pairs with the same control qubit or the same target qubit; otherwise the $rg$ set or the $lg$ set contains one OP element only. An example of the $rg$ set of $(L_1)_0$ gate in Figure 2a is $\{(1,3), (1,2)\}$, where the two ordered pairs in the $rg$ set have the same control qubit in this example and the $lg$ set of $(L_1)_0$ gate is $\{(2,3)\}$. Another example of the $rg$ set of $(L_2)_5$ gate in Figure 3b is $\{(1,2)\}$ and the $lg$ set of $(L_2)_5$ gate is $\{(3,2), (3,1)\}$, where the two ordered pairs in the $lg$ set have the same target qubit in this example.

Each decomposition of the OToffoli gates contains two gate sets; the $rg$ set and the $lg$ set where each of these sets contains OP elements, the OP of a gate is concerned with the control qubit and the target qubit only, and it does not concern with the condition on the control qubit nor the functionality of the gate itself. The $rg$ set and the $lg$ set of a decomposition contain the OP of the gate on the right-hand side and the left-hand side, respectively. For example, $(L_1)_0$ decomposition, which is shown in Figure 2a has a left-hand side gate, which is $V_{23}$, where the control qubit is on qubit 2 (the second qubit) and the target qubit is on qubit 3 (the third qubit), so this gate’s OP is $(2,3)$; hence, the $lg$ set of $(L_1)_0$ is $\{(2,3)\}$, if $V_{23}$ gate and its next gate can be swapped, then the OP of the $V_{23}$ next gate can also be added to the $lg$ set; $C_{23}^1$ cannot be swapped with $V_{23}$; hence, the $lg$ set of this decomposition remains unchanged. The right-hand side gate in $(L_1)_0$ decomposition is $V_{T3}$ where this gate’s OP is $(1,3)$; hence, the $rg$ set of $(L_1)_0$ is $\{(1,3)\}$ if the $V_{T3}$ gate and its prior gate can be swapped then the OP of $V_{T3}$ gate’s prior gate can be added to the $rg$ set; $C_{23}^2$ can be swapped with $V_{T3}$; hence, the $rg$ set is updated to $\{(1,3), (1,2)\}$.

In two-qubit gates, the $rg$ set = the $lg$ set = the OP of the gate.

Table 6 shows the Negative NCT gates that have corresponding $lg$ and $rg$ sets.
3.2. Basic Pairs

**Definition 5.** A basic pair is a circuit that consists of two consecutive decomposed gates with minimal quantum cost and lower decomposition number.

The set of all possible circuits that represent a pair of gates is calculated by multiplying the count of decompositions of each gate inside this pair. For example, the $L_1 L_2$ pair begins with the $L_1$ gate, which has eight different decompositions as shown in Figure 2, and the second gate is the $L_2$ gate, which has eight different decompositions as shown in Figure 3, so there are 64 different circuits for this pair of gates. Section 3.2.1 shows a technique that chooses the circuit with the least quantum cost out of these 64 different circuits in order to represent the basic pair for this pair of gates $L_1 L_2$.

3.2.1. Choosing the Basic Pair

**Definition 6.** The sets $RG$ and $LG$ of a circuit are the sets of all $rg$ and $lg$ sets, respectively.

Two adjacent gates with the same control and target qubits can be combined to form a new gate according to the merging rules in Table 3. Therefore, the technique to choose the circuit with minimal cost works through finding the largest set that results from the intersection of the $RG$ set of the first gate with the $LG$ set of the second gate inside the basic pair, if the two sets are mutually exclusive, then it finds the largest set that results from intersecting the invert of the $RG$ set of the first gate with the $LG$ set of the next gate. For example, if the $RG$ set of the first gate includes $\{(1,3)\}$, and there are no mutual elements in the $LG$ set of the next gate, then it searches for $\{(3,1)\}$ in the $LG$ set of the second gate instead, since these two gates can form a two-qubit gate with a quantum cost of 1 according to the merging rules in [15].

For example, the $L_1 L_2$ pair has 64 different circuits to represent it. The basic pair with the least quantum cost of this pair is $(L_1)_0 (L_2)_1$ in which the decomposition number of the first gate is 0 and the decomposition number of the next gate is 1 since the intersection of the $RG$ set of $L_1$ and the $LG$ set of $L_2$ is $\{(1,2),(1,3)\}$ according to Table 6, then the final quantum cost of this basic pair is 7 instead of 10. Figure 5 shows the $(L_1)_0 (L_2)_1$ basic
pair where Figure 5a shows the basic pair before optimization with a quantum cost of 10, the gate on the right-hand side of \((L_1)_0\) and the gate on the left-hand side of \((L_2)_1\) are marked with arrows. Figure 5b shows the basic pair after swapping the marked gates, then the gates in the solid boxes are prepared for merging. Figure 5c shows the basic pair after applying the merging rules and forming two two-qubit gates, then the newly formed two-qubit gate on the left-hand side is marked. Figure 5d shows the basic pair after moving the marked gate to the right-hand side and marking the other resulting two-qubit gate. Figure 5e shows the basic pair after moving the marked gate to the left-hand side and finally applying further optimization, where the quantum cost is reduced to 7 after forming a two-qubit gate with a quantum cost of 1 [15].

**Figure 5.** \((L_1)_0(L_2)_1\) basic pair where (a) represents the basic pair before optimization with a quantum cost of 10; (b) represents the basic pair after swapping the two marked gates and the solid box shows the gates that will be merged; (c) represents the basic pair after applying the merging rules, where two two-qubit gates are formed and the quantum cost is reduced to 8; (d) represents the basic pair after moving the marked gate to the right-hand side and marking the other resulting two-qubit gate; (e) represents the basic pair after moving the marked gate to the left-hand side and applying the optimization rules, where the dashed box indicates forming a two-qubit gate [15]; hence, the final quantum cost is 7.
Another example is \( L_2 L_{27} \), where \( L_{27} \) is a two-qubit gate, then it has only one decomposition \((L_{27})_0\) , choosing \((L_2)_4 \) or \((L_2)_6 \) will reduce the quantum cost of this basic pair to 4 instead of 6, where the \( r_g \) of the \((L_2)_4 \) gate matches the \( l_g \) of the \((L_{27})_0 \) gate, while choosing \((L_2)_0 \), \((L_2)_1 \), \((L_2)_2 \) or \((L_2)_3 \) will reduce the quantum cost to 5 after optimization. Finally, choosing \((L_2)_5 \) or \((L_2)_7 \) will not reduce the quantum cost at all, a visual explanation of this example is shown in Figure 6, where \((L_2)_4 (L_{27})_0 \) and \((L_2)_6 (L_{27})_0 \) have the least quantum cost but the basic pair of \( L_2 L_{27} \) circuit is \((L_2)_4 (L_{27})_0 \) since the basic pair with lower decomposition number (\(num\)) is considered to be the basic pair for this pair as shown in Table 7.

The Negative NCT library consists of 12 gates and the total number of basic pairs (which have the lowest quantum cost) for this library is \( 12 \times 12 = 144 \) basic pairs. Table 7 shows the Negative NCT library’s basic pairs excluding basic pairs that contain NOT gates and basic pairs in which both gates are O\text{CNOT} \text{ gates because there is no further reduction.}

Table 7 also shows the quantum cost of the basic pair before and after optimization and its corresponding circuit.

\[
\begin{align*}
(L_2)_4 (L_{27})_0 & \quad Q.C = 4 \\
(L_2)_6 (L_{27})_0 & \quad Q.C = 4
\end{align*}
\]

(Figure 6. Possible basic pairs for \( L_2 L_{27} \) where the quantum cost is reduced. Q.C stands for quantum cost; (a) shows the lowest quantum cost of \( L_2 L_{27} \) possible basic pairs with quantum cost of 4; (b,c) show \( L_2 L_{27} \) possible basic pairs with quantum cost of 5.)
3.2.2. Build a Circuit with Basic Pairs

**Definition 7.** The solitary gate of a gate is the gate in its 0th decomposition.

Basic pairs are concatenated to form circuits, the \(rg\) of the basic pair and the \(lg\) of the next basic pair are called a “point of connection”. For example, the \(L_2L_{27}L_1L_2\) circuit
consists of four gates, each two gates starting from the left-hand side are replaced with their corresponding basic pair, so in this case the circuit consists of two basic pairs where the first basic pair is \((L_2)_4(L_{27})_0\) and the next basic pair is \((L_1)_0(L_2)_1\) as shown in Figure 7.

![Diagram](image)

**Figure 7.** Point of connection of basic pairs \((L_2)_4(L_{27})_0\) and \((L_1)_0(L_2)_1\) in the \(L_2L_{27}L_1L_2\) circuit.

Let \(S\) be the total number of gates in a circuit; whether, \(S\) is even or odd determines the number of basic pairs and solitary gates, which are used to build the circuit, where the number of solitary gates in a circuit is \(\leq 2\). Two methods are going to be proposed in the next sections in order to choose the basic pairs to reconstruct a circuit.

### 3.3. Circuit Optimization Algorithm

**Definition 8.** The basic pair solitary (BPS) quantum cost is the summation of all quantum costs of all basic pairs and solitary gates, which are used to build the circuit.

Function 1 (Algorithm 1) is used by the proposed circuit optimization algorithm (Algorithm 2) to reconstruct each circuit of the three-qubit system by using basic pairs of gates. In Function 1 (Algorithm 1), the gates are paired starting from the left-hand side gate of the circuit. BasicPair\((C_i, C_{i+1})\) represents the corresponding basic pairs of the \(i\)th and \(i+1\)th gates in the circuit \(C\), if \(S\) is odd, then the last gate on the right-hand side of the circuit is merged with the circuit as a solitary gate where Solitary\((C_i)\) decomposes the O’Toffoli gate in its 0th decomposition and returns other gates unchanged. Finally, optimize\((C)\) applies optimization rules on the points of connection of the circuit.

#### Algorithm 1 Function 1 (C)

```plaintext
function
if \(S = 1\)
    then return \((C)\)
else if \(S \neq 1\)
    then for \(i \leftarrow 0\) to \(S/2\)
        do \(\text{BasicPair}(C_i, C_{i+1})\)
        \(O+ = \text{BasicPair}\)
        \(i+ = 2\)
    if \(S \mod 2 = 1\)
        then \(O+ = \text{Solitary}(C_S)\)
        \(O = \text{optimize}(O)\)
return \((O)\)
```

#### Algorithm 2 Circuit Optimization (ONCT)

```plaintext
procedure
for each \(C \in \text{ONCT}\)
    do \(C = \text{Function 1}(C)\) –
```

For example, the \(L_{22}L_1L_3L_22\) circuit has a quantum cost of 17 and is translated to \(C_3^3, T_2^3, T_2^3, T_2^3, C_3^3, T_2^3\), and this circuit consists of five gates (where \(S = 5\), the reconstructed
circuit is paired from the left-hand side into two pairs $L_2 L_1$ and $L_3 L_1$ maintaining the order of pairs from left to right; these pairs are replaced with their corresponding basic pairs; $(L_2)_0 (L_1)_1$ with a quantum cost of 4 and $(L_3)_0 (L_1)_3$ with a quantum cost of 7 according to Table 7, the gate on the right-hand side is $L_2$ and it will be decomposed into its decomposition number 0 since $S$ is odd, where $(L_2)_0$ has a quantum cost of 1, the BPS quantum cost of this reconstructed circuit is 12 instead of 17 in the cost015 metric, the optimization rules are then applied on points of connection of the reconstructed circuit and the final quantum cost for this reconstructed circuit is 11. Figure 8 shows the decomposition steps of the $L_2 L_1 L_3 L_1 L_2$ circuit before and after applying the optimization rules. The dashed box in Figure 8 refers to a two-qubit gate with a quantum cost of 1 [15].

**Figure 8.** The $L_2 L_1 L_3 L_1 L_2$ circuit where (a) represents the quantum circuit with a quantum cost of 17; (b) represents the reconstructed circuit using basic pairs of gates and a solitary gate with a quantum cost of 12; (c) represents the quantum circuit after applying the optimization rules and forming a two-qubit gate. The final quantum cost after optimization is 11.

### 3.4. Modified Circuit Optimization Algorithm

In Algorithm 2, the optimization technique depends on FunctionI (Algorithm 1). FunctionII (Algorithm 3) splits the circuit into basic pairs starting from the second gate on the left-hand side instead of the first gate. If $S$ is odd and $S \geq 3$, then the circuit is reconstructed as a solitary gate and basic pairs(s), while for even $S \geq 4$, then the circuit is reconstructed as a solitary gate then basic pair(s) and finally a solitary gate. For example, the $L_1 L_3 L_1 L_2 L_2 L_1$ circuit has a quantum cost of 11, which can be reconstructed using FunctionI (Algorithm 1) which results in two basic pairs and one solitary gate on the right-hand side: $(L_3)_0 (L_1)_0$ with a quantum cost of 5, $(L_2)_0 (L_2)_0$ with a quantum cost of 5 and $(L_1)_0$ with a quantum cost of 0, the BPS quantum cost for this circuit using FunctionI (Algorithm 1) is 10; using FunctionII (Algorithm 3) gives one solitary gate on the left-hand side and two basic pairs: $(L_3)_0$ with a quantum cost of 0, $(L_1)_0 (L_2)_1$ with a quantum cost of 7 and $(L_2)_0 (L_1)_0$ with a quantum cost of 1, where the BPS quantum cost for this circuit using FunctionII (Algorithm 3) is 8, the latter function shows a better quantum cost for this circuit and the final quantum cost using FunctionII (Algorithm 3) is 7 after applying the optimization rules on the points of connection instead of 11 in the cost015 metric as shown in Figure 9.

Figure 9 illustrates the $L_3 L_1 L_2 L_2 L_1 L_3$ circuit example before and after applying the optimization rules in the cost015 metric, the dashed box indicates forming a two-qubit gate with a quantum cost of 1 [15].
Algorithm 3 FunctionII (C)

function
if \( S = 1 \)
then return \((C)\)
else if \( S = 2 \)
then \( O^+ = \text{BasicPair}(C_i, C_{i+1}) \)
return \((O)\)
else if \( S > 2 \)
then \[
\begin{align*}
O^+ &= \text{Solitary}(C_0) \\
\text{for } i &\leftarrow 1 \text{ to } S/2 \\
\text{do } &\text{BasicPair}(C_i, C_{i+1}) \\
i+ &= 2
\end{align*}
\]
if \( S \mod 2 = 0 \)
then \( O^+ = \text{Solitary}(C_S) \)
\( O = \text{optimize}(O) \)
return \((O)\)

\[\text{Basicpair1} \quad \text{Basicpair2} \quad \text{Solitarygate}\]

\[\text{Solitarygate} \quad \text{Basicpair1} \quad \text{Basicpair2}\]

\[\text{Basicpair1} \quad \text{Basicpair2}\]

\[\text{Basicpair1} \quad \text{Basicpair2}\]

Figure 9. The \( L_{13}L_1L_2L_{22}L_{13} \) circuit where (a) represents the quantum circuit with a quantum cost of 11; (b) represents the quantum circuit, which is reconstructed by using FunctionI (Algorithm 1) with a BPS quantum cost of 10; (c) represents the quantum circuit, which is reconstructed by using FunctionII (Algorithm 3) with a BPS quantum cost of 8; (d) represents the quantum circuit, which is reconstructed using FunctionII (Algorithm 3) after applying the optimization rules on the points of connection and the final quantum cost is 7.
IBM Quantum Experience *ibmq – ourense* system [31] was used to implement the $L_{13}L_{1}L_{2}L_{22}L_{13}$ circuit, whose permutation was $(5, 8, 6)$. The *ibmq – ourense* system has five qubits, a Canary r2 processor, with an average CNOT error of $8.750e^{-3}$, and average readout error of $2.800e^{-2}$. The IBM Quantum Experience does not currently support the $V_{pr}^{a}$ gate where qubit $a \neq$ qubit $b$, so this gate is replaced with $V_{pr}^{C_{pr}}$ gates since they are equivalent according to the splitting rules, which are the reverse of the merging rules in Table 3. The IBM Quantum Experience does not also support the negative control qubit, so the positive control qubit is used and NOT gates are added before and after each positive control qubit in the quantum circuit as shown in Figure 10 since they are equivalent according to [32].

Figure 10. Preparing the gate for IBM Quantum Experience implementation, where a negative control is equivalent to adding NOT gates before and after a positive control.

The reconstructed circuit $L_{13}L_{1}L_{2}L_{22}L_{13}$, which is obtained from applying FunctionII (Algorithm 3) is modified to be compatible with the *ibmq – ourense* system by applying the splitting rules and the rule in Figure 10. The implementation of the $L_{13}L_{1}L_{2}L_{22}L_{13}$ circuit on the *ibmq – ourense* system has a quantum cost of 7 as shown in Figure 11, while the implementation of the equivalent quantum circuit, whose permutation is $(5, 8, 6)$ using the NCT library has a quantum cost of 11 as shown in Figure 12.

![Figure 11. The $L_{13}L_{1}L_{2}L_{22}L_{13}$ circuit implementation on the *ibmq – ourense* system, where the quantum cost of this circuit is 7. The solid box indicates merging the two gates to form $V^{+}$ gate; the dashed box indicates forming a two-qubit gate with a quantum cost of 1 [15].](image)

(a)

(b)

Figure 12. The equivalent $L_{13}L_{1}L_{2}L_{22}L_{13}$ circuit using the NCT library, where (a) represents the quantum circuit with a quantum cost of 11 and (b) represents the circuit implementation on the *ibmq – ourense* system with a quantum cost of 11.

Some circuits have less quantum cost if they are reconstructed using FunctionI (Algorithm 1), other circuits have less quantum cost if FunctionII (Algorithm 3) is used to reconstruct them.
The modified circuit optimization algorithm (Algorithm 4) calculates the BPS quantum cost for each circuit using BPS(C) of FunctionI (Algorithm 1) and FunctionII (Algorithm 3), then it chooses the function, which has less BPS quantum cost in order to reconstruct the quantum circuit, where \( m \) represents a mark to the function having less BPS quantum cost.

**Algorithm 4 Modified Circuit Optimization (ONCT)**

```plaintext
procedure for each \( C \in \text{ONCT} \)
  \[
  \begin{align*}
  m &= \text{BPS}(C) \\
  \text{if } m &= 1 \\
  \text{then } C &= \text{FunctionI}(C) \\
  \text{else if } m &= 2 \\
  \text{then } C &= \text{FunctionII}(C)
  \end{align*}
  \]
```

For example, the \( L_{25}L_2L_{26}L_{25} \) circuit, which is equivalent to the (6, 7) permutation has a quantum cost of 8. The BPS quantum cost for the \( L_{25}L_2L_{26}L_{25} \) circuit using FunctionI (Algorithm 1) is 6 and the BPS quantum cost using FunctionII (Algorithm 3) is 7, so Algorithm 4 chooses FunctionI (Algorithm 1) to decompose the circuit, where the circuit is reconstructed using two basic pairs, which are \((L_{25})_0(L_2)_0\) with a quantum cost of 5, followed by \((L_{25})_0(L_{25})_0\) with a quantum cost of 1 according to [15]. The \( L_{25}L_2L_{26}L_{25} \) circuit is shown in Figure 13 before optimization, after optimization, and the equivalent circuit on the ibmq – ourense system after using the splitting rules and the preparation of negative gates as shown in Figure 10. While the implementation of the equivalent \( L_{25}L_2L_{26}L_{25} \) quantum circuit, whose permutation is (6, 7) using the NCT library on the ibmq – ourense system has a quantum cost of 15 as shown in Figure 14.

![Figure 13](image)

**(a)** The \( L_{25}L_2L_{26}L_{25} \) circuit, where (a) represents the quantum circuit with a quantum cost of 8, (b) represents the quantum circuit after optimization with a quantum cost of 6, and (c) represents the circuit implementation on the ibmq – ourense system with a quantum cost of 6. The dashed box indicates forming a two qubit gate and the solid box indicates forming \( V^\dagger \) gate.

From the examples in Figures 13 and 14, it is shown that the Negative NCT library has less quantum cost for this example compared with the NCT library. Extending the Negative NCT library for \( n \)-qubits, where \( n > 3 \) is achievable since higher order gates can be decomposed into three-qubit gates according to [30,33].
The Negative NCT library shows an average length as in the NCT library, which equals proposed Negative NCT library and compares the results with relevant libraries in [15–19].

Quantum computers because one of the biggest challenges in building practical quantum circuits with a quantum cost of 15 and (a) represents the circuit implementation on the ibmq ourense system with a quantum cost of 15.

4. Experimental Results

This section describes the experiments on three-qubit reversible circuits based on the proposed Negative NCT library and compares the results with relevant libraries in [15–19]. The Negative NCT library shows an average length as in the NCT library, which equals 5.86. The comparison includes the proposed circuit optimization algorithm (Algorithm 2) and the proposed modified circuit optimization algorithm (Algorithm 4).

Table 8 compares the average quantum cost of three-qubit reversible circuits in the cost015 metric using the proposed Negative NCT library and the works found in the literature, where the average quantum cost of the Negative NCT library after using the proposed modified circuit optimization algorithm (Algorithm 4) is 10.078, while the average quantum cost of the Negative NCT library using the proposed circuit optimization algorithm (Algorithm 2) is 10.202. Finally, the quantum cost of the Negative NCT library before optimization is 13.364. Table 8 compares the obtained results with other libraries in [15,18,19], where the average quantum cost after optimization is 10.348 in [15], 13.388 in [18] and 13.290 in [19].

Table 9 compares the average quantum cost of three-qubit reversible circuits in cost115 metric using the proposed Negative NCT library after applying the proposed optimization algorithms (Algorithms 2 and 4) with the works found in the literature. Table 9 shows the average quantum cost of the Negative NCT library after applying the proposed modified circuit optimization algorithm (Algorithm 4) is 11.209, while the average quantum cost of the Negative NCT library after applying the proposed circuit optimization algorithm (Algorithm 2) is 11.333. The average quantum cost of the NCT library using the optimization algorithm in [15] is 12.591.

There is an inverse proportional relationship between the quantum cost and the number of ancillary qubits that are used by an algorithm to optimize a quantum circuit. The quantum cost obtained [17] is 10.69 in cost115 metric, which is less than the proposed method in this paper because this method uses a single ancillary qubit, while Algorithm 4 is applied without using any ancillary qubits.

The proposed approach uses negative control gates, which is more stable because it depends on the ground state of the quantum system, which will help in building real quantum computers because one of the biggest challenges in building practical quantum computers is the decoherence and the instability of the quantum system. Furthermore, the proposed algorithm produces low-cost quantum circuits, which will help in building stable medium scale and small scale quantum computers because it will help in making the computation perform faster to overcome the decoherence of the quantum system over a long period of time.
Table 8. Comparing the quantum cost of the proposed Negative NCT library using the proposed optimization algorithms (Algorithms 2 and 4) with related work in cost015, where $A_0$ denotes the Negative NCT library’s specification before optimization. $A_1$ and $A_2$ denote the number of specification with minimum quantum cost produced by the proposed circuit optimization algorithm (Algorithm 2) and the proposed modified circuit optimization algorithm (Algorithm 4), respectively. The $NT$ denotes the number of specifications with minimum quantum cost shown in [18], $NR^3$ denotes the number of specifications with minimum quantum cost shown in [18], $NM^3$ denotes the number of specifications with minimum quantum cost shown in [19], and $NCT$ denotes the number of specifications with minimum quantum cost shown in [15].

| Minimum Cost | NT [18] | NR^3 [18] | NM^3 [19] | NCT [15] | A_0 | A_1 Algorithm 2 | A_2 Algorithm 4 |
|--------------|---------|-----------|-----------|-----------|-----|----------------|----------------|
| 0            | 8       | 8         | 8         | 8         | 8   | 8              | 8              |
| 1            | 0       | 0         | 0         | 48        | 48  | 109            | 111            |
| 2            | 0       | 0         | 0         | 324       | 189 | 488            | 459            |
| 3            | 0       | 0         | 0         | 607       | 402 | 467            | 459            |
| 4            | 0       | 192       | 192       | 601       | 465 | 604            | 705            |
| 5            | 94      | 0         | 0         | 1148      | 240 | 1319           | 1492           |
| 6            | 0       | 0         | 0         | 2462      | 366 | 2605           | 2594           |
| 7            | 0       | 851       | 2136      | 3576      | 1386| 3204           | 3338           |
| 8            | 16      | 2591      | 1300      | 2710      | 3087| 3844           | 4358           |
| 9            | 340     | 0         | 0         | 2855      | 2921| 4159           | 4115           |
| 10           | 288     | 636       | 0         | 5601      | 537 | 4733           | 4408           |
| 11           | 32      | 6050      | 11,916    | 6567      | 1255| 4342           | 4175           |
| 12           | 179     | 9354      | 4064      | 3183      | 4563| 4184           | 4184           |
| 13           | 790     | 396       | 0         | 2043      | 7305| 3693           | 3741           |
| 14           | 1487    | 2829      | 3294      | 3771      | 3141| 2801           | 2711           |
| 15           | 324     | 7175      | 7242      | 3496      | 447 | 1488           | 1373           |
| 16           | 574     | 6331      | 6137      | 1284      | 2178| 1020           | 983            |
| 17           | 2052    | 344       | 0         | 36        | 4819| 680            | 648            |
| 18           | 3616    | 1200      | 1117      | 0         | 3809| 280            | 240            |
| 19           | 1462    | 1278      | 1484      | 0         | 574 | 128            | 83             |
| 20           | 1041    | 1053      | 1387      | 0         | 501 | 79             | 66             |
| 21           | 3405    | 9         | 0         | 0         | 1185| 57             | 48             |
| 22           | 3357    | 14        | 0         | 0         | 614 | 25             | 18             |
| 23           | 2894    | 2         | 0         | 0         | 37  | 3              | 3              |
| 24           | 1435    | 7         | 43        | 0         | 0   | 0              | 0              |
| 25           | 3191    | 0         | 0         | 0         | 149 | 0              | 0              |
| 26           | 4369    | 0         | 0         | 0         | 86  | 0              | 0              |
| 27           | 2436    | 0         | 0         | 0         | 4   | 0              | 0              |
| 28           | 806     | 0         | 0         | 0         | 0   | 0              | 0              |
| 29           | 1444    | 0         | 0         | 0         | 0   | 0              | 0              |
| 30           | 1482    | 0         | 0         | 0         | 4   | 0              | 0              |
| 31           | 761     | 0         | 0         | 0         | 0   | 0              | 0              |
| 32           | 125     | 0         | 0         | 0         | 0   | 0              | 0              |
| 33           | 126     | 0         | 0         | 0         | 0   | 0              | 0              |
| 34           | 109     | 0         | 0         | 0         | 0   | 0              | 0              |
| 35           | 60      | 0         | 0         | 0         | 0   | 0              | 0              |
| 36           | 6       | 0         | 0         | 0         | 0   | 0              | 0              |
| Avg          | 22.321  | 13.388    | 13.290    | 10.348    | 13.364| 10.202         | 10.078         |
Table 9. Comparing the quantum cost of the proposed Negative NCT library using the proposed optimization algorithms (Algorithms 2 and 4) with related work in cost115, where $B_1$, $B_2$ denotes the number of specification with minimum quantum cost produced by the proposed circuit optimization algorithm (Algorithm 2) and the proposed modified circuit optimization algorithm (Algorithm 4), respectively. The NCT denotes the number of specifications of the NCT library with minimum quantum cost shown in [15].

| Minimum Cost | NCT [15] | $B_1$ Algorithm 2 | $B_2$ Algorithm 4 |
|--------------|----------|------------------|------------------|
| 0            | 0        | 0                | 0                |
| 1            | 9        | 18               | 18               |
| 2            | 72       | 133              | 130              |
| 3            | 299      | 428              | 400              |
| 4            | 551      | 545              | 564              |
| 5            | 519      | 720              | 803              |
| 6            | 728      | 1334             | 1430             |
| 7            | 1715     | 2256             | 2371             |
| 8            | 2976     | 3315             | 3385             |
| 9            | 3060     | 3867             | 4064             |
| 10           | 2366     | 4099             | 4322             |
| 11           | 2923     | 4256             | 4110             |
| 12           | 4417     | 4336             | 4150             |
| 13           | 4717     | 4018             | 3918             |
| 14           | 3513     | 3625             | 3656             |
| 15           | 2637     | 2803             | 2777             |
| 16           | 2385     | 1711             | 1607             |
| 17           | 2260     | 1142             | 1046             |
| 18           | 2021     | 752              | 738              |
| 19           | 1543     | 464              | 427              |
| 20           | 994      | 225              | 191              |
| 21           | 474      | 127              | 91               |
| 22           | 130      | 73               | 67               |
| 23           | 10       | 47               | 32               |
| 24           | 0        | 20               | 17               |
| 25           | 0        | 4                | 4                |
| 26           | 0        | 1                | 1                |

| Avg          | 12.591   | 11.333           | 11.209           |

5. Conclusions

This paper proposed two algorithms (The circuit optimization algorithm and the modified circuit optimization algorithm), both of which use basic pairs as building blocks to reconstruct the circuit, choosing between the two proposed pairing functions (FunctionI and FunctionII) depending on the nature of the circuit; both show better results compared to reconstructing the circuit with a fixed pairing function regardless of the nature of the circuit as in the modified circuit optimization algorithm and the circuit optimization algorithm, respectively. The modified circuit optimization algorithm is applied to the Negative NCT library with an average quantum cost of 11.209 in cost115 metric and 10.078 in cost015 metric without using any ancillary qubits.

The paper also proposed optimization methods for the quantum cost of the three-qubit reversible circuit using Negative NCT library. The proposed method was compared with related optimization methods from the literature and the comparisons show that the average minimum cost of the proposed Negative NCT library is 10.078 in the cost015 metric and 11.209 in the cost115 metric, which is less than NT, NCT, NR3, and NM3 libraries. The comparison showed that using Negative NCT library instead of NCT library gives less quantum cost, which equals 10.078.
The proposed algorithms work with universal libraries that use a set or a subset of NOT, OCNOT, and OToffoli gates. This work can be extended by finding other pairing functions for each circuit in the Negative NCT library to minimize the BPS quantum cost. Another extension is to apply the proposed algorithms on different universal libraries.
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