Characterization of singular flows of zeroth-order pseudo-differential operators via elliptic eigenfunctions: a numerical study
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Abstract

The propagation of internal gravity waves in stratified media, such as those found in ocean basins and lakes, leads to the development of geometrical patterns called “attractors”. These structures accumulate much of the wave energy and make the fluid flow highly singular. In more analytical terms, the cause of this phenomenon has been attributed to the presence of a continuous spectrum in some nonlocal zeroth-order pseudo-differential operators. In this work, we analyze the generation of these attractors from a numerical analysis perspective. First, we propose a high-order pseudo-spectral method to solve the evolution problem (whose long-term behaviour is known to be not square-integrable). Then, we use similar tools to discretize the corresponding eigenvalue problem. Since the eigenvalues are embedded in a continuous spectrum, we compute them using viscous approximations. Finally, we explore the effect that the embedded eigenmodes have in the long-term evolution of the system.
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1 Introduction

The propagation of internal waves in a stratified medium and their interaction with the surrounding topography is a phenomenon that has been highly studied at different levels: theoretically [21, 25], numerically [6, 16], and experimentally, both in two dimensions [10, 17, 23] and three dimensions [11, 27]. In this case, the fluid flow develops geometrical patterns that make the velocity field highly singular. These singularities are usually known as “attractors”.

In smoother scenarios, such as when a container of fluid is vibrated, its response can be described using the eigenmodes (eigenfunctions) of the system. These manifest as large-scale standing waves, which in many cases are visible to the naked-eye [23]. Here, the eigenmodes are assumed to be smooth quantities that completely describe the system (and many times they form a basis of the space on which the solution resides), and therefore, the solution to the modelling PDE is expected to be smooth. The eigenfrequencies (eigenvalues) thus form a countable set. However, for the case of internal waves, Maas [22] claims that “attractors, rather than eigenmodes” drive the response to the system. Moreover, the fact that these attractors are present for a wide range of frequencies (cf. [23]) suggests the presence of a continuous spectrum and, perhaps, a lack of eigenmodes.
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For similar problems, such as the propagation of inertial waves in rotating fluids, the relationship between the spectral and dynamical properties of the underlying differential operator has already been established (see, e.g., [28] for the case of some specific two-dimensional containers). The mathematical characteristics of the generation and propagation of internal waves would not be discovered until recently.

The development of attractors is a phenomenon that can now be explained by studying the flow of zeroth-order pseudo-differential operators [8, 9, 14]. In these works, different tools from the pseudo-differential calculus and microlocal analysis are used to obtain quantitative statements about the features of these irregular structures. Moreover, Colin de Verdière & Saint-Raymond [8, 9] were able to confirm many of the findings by Maas et al. [22, 23].

A common element in these cases is the study of the spatio-temporal equation

$$i\partial_t u + P(x, D)u = f e^{-i\omega_0 t}, \quad (1.1)$$

where $i = \sqrt{-1}$, $f$ is a smooth right-hand side, $\omega_0 \geq 0$ is a forcing frequency, and $P(x, D)$ is a zeroth-order pseudo-differential operator that may arise from the manipulation of a standard set of fluid equations (we refer the reader to [1] for more details on how to obtain equations of this type). Here, $P$ is assumed to be a bounded, self-adjoint operator satisfying some dynamical assumptions which would be later relaxed (to a certain degree) by Colin de Verdière [8] and Dyatlov & Zworski [14]. In particular, the study of (1.1) in [8, 9, 14] views the evolution as the flow on an energy manifold generated by the Hamiltonian vector field $H_p$ associated to the principal symbol of $P$, which is assumed to be Morse-Smale with no fixed points.

The main results in [8, 9, 14] are essentially the same but obtained with different methods. First, they confirm that internal-wave attractors form when $P$ has some continuous spectrum. More precisely, the spectrum of $P$ in a neighbourhood of $\omega_0$ is shown to be absolutely continuous with possibly finitely many embedded eigenvalue. The corresponding eigenmodes are analytic [33]. Then, these works prove that the long-term evolution of the flow (where the attractors are fully developed) is not a square-integrable function, but a distribution living in Sobolev spaces $H^s$ of negative order.

It is evident that the computation of the embedded eigenmodes of $P$ is a challenging problem. Works such as the one by Rieutord et al. [29] suggest that a way to overcome this difficulty is to consider a regularized problem which introduces a small viscosity $\nu > 0$. The interest is then to compute the eigenmodes of the viscous operator $P + i\nu \Delta$ (with $-\Delta$ the standard Laplacian) for very low viscosities. While this makes sense from a physical point of view, the mathematical picture is not too straightforward.

On the one hand, the operator $P$ is of zeroth-order with a combination of continuous spectrum and embedded eigenvalues. On the other hand, $P + i\nu \Delta$ is a second-order operator with a purely discrete spectrum. Hence, the eigenvalues of $P + i\nu \Delta$ may not necessarily converge to those of $P$ as $\nu \to 0^+$. However, in some other contexts, there is mathematical evidence that this limit makes sense for some elements of the spectrum of $P$ (see, for instance, the viscous approximation of Pollicot-Ruelle resonances by Dyatlov & Zworski [12]). An answer to this problem (for the specific $P$ under study) was given by Galkowski & Zworski [15]. There, it is shown that the limit set of eigenvalues of $P + i\nu \Delta$ as $\nu \to 0^+$ gives a set of resonances that includes some of the embedded eigenvalues of $P$ in a neighbourhood of 0.

According to the above, we focus in this work on the development of numerical tools to approximate the solution to equations of the form (1.1) in the 2-torus and to compute eigenpairs of the operator $P + i\nu \Delta$. We will consider a particular class of zeroth-order operators, from which instances have been found in [14]. Because of the absence of boundaries, different forms of $P$ will give rise to attractors with different shapes. In general, the distributional character of the evolution and the non-square-
we establish some analytic background to the problems being posed on a periodic domain, we discretize the equations using a pseudospectral approach, which has proven to be a powerful tool to solve nonlocal problems in periodic domains (see, for instance, [3, 20, 32]). We then use these tools to explore the effect that the embedded eigenmodes have on the long-term evolution of the flow, for which we resort to the viscous approximation presented above. Some of these results will be explained using the microlocal analysis ideas from [9, 14]. In general, emphasis will be put into analyzing the results in frequency space, since this will give us insight into how smooth a function (or distribution) is (see, for instance, [7, 31]).

The rest of this work is organized as follows. First, we finish this section with some notation that will be used throughout the paper. Next, in Section 2 we establish some analytic background to better understand the problem, as well as provide a simple example that allows some computations “by hand”. Then, in Section 3, we present the pseudospectral techniques and time stepping methods used to solve the evolution and eigenvalue problems of interest. In Section 4, we study numerically the regularity the approximations and how they follow previous analytical findings. In addition, we explore how the attractors relate to the energy manifolds on which the flow takes place. Then, in Section 5 we analyze in detail the spectrum of $P + i\nu \Delta$ and the embedded eigenvalues in the continuous spectrum will be the main challenges in this computational study.

Finally, for $s \in \mathbb{R}$, we shall consider the Sobolev space $H^s(\mathbb{T}^2)$ defined by

$$
H^s(\mathbb{T}^2) := \left\{ f : \mathbb{T}^2 \to \mathbb{R} : \| f \|_s^2 := \sum_{\xi \in \mathbb{Z}^2} \langle \xi \rangle^{2s} |\hat{f}(\xi)|^2 < \infty \right\}.
$$

In particular, $H^0(\mathbb{T}^2)$ corresponds to the usual Lebesgue space $L^2(\mathbb{T}^2)$.

Notation

Throughout this paper, we denote by $\mathbb{T}^2 := \mathbb{R}^2 / \mathbb{Z}^2$ the standard 2-torus, by $| \cdot |$ as either the modulus of a complex number or the Euclidean norm of a point in $\mathbb{R}^2$, and for any $\xi \in \mathbb{R}^2$, we define Japanese bracket $\langle \cdot \rangle$ as $\langle \xi \rangle := (1 + |\xi|^2)^{1/2}$.

The space of rapidly decaying functions on the integer lattice $\mathbb{Z}^2$ will be denoted by $\mathcal{S}(\mathbb{Z}^2)$, whereas $\mathcal{S}'(\mathbb{Z}^2)$ will denote the space of tempered distributions, that is, continuous linear functionals on $\mathcal{S}(\mathbb{Z}^2)$ (where the continuity is defined in term of the usual seminorm-induced topology). Also, we define the space $C^\infty(\mathbb{T}^2) := \cap_{m \geq 1} C^m(\mathbb{T}^2)$, where $C^m(\mathbb{T}^2)$ is the space of $m$-times continuously differentiable periodic functions on $\mathbb{T}^2$. In turn, the space of periodic distributions on $\mathbb{T}^2$ will be denoted by $\mathcal{D}'(\mathbb{T}^2)$. Hence, we consider the (toroidal) Fourier transform $\mathcal{F} : C^\infty(\mathbb{T}^2) \to \mathcal{S}'(\mathbb{Z}^2)$ defined as

$$(\mathcal{F}f)(\xi) \equiv \hat{f}(\xi) := \frac{1}{2\pi} \int_{\mathbb{T}^2} f(x) e^{-ix\cdot\xi} dx.$$ 

The operator $\mathcal{F}$ is a bijection [30]. Its inverse $\mathcal{F}^{-1} : \mathcal{S}(\mathbb{Z}^2) \to C^\infty(\mathbb{T}^2)$ is given by

$$(\mathcal{F}^{-1}g)(x) = \frac{1}{2\pi} \sum_{\xi \in \mathbb{Z}^2} g(\xi) e^{ix\cdot\xi}.$$ 

Finally, for $s \in \mathbb{R}$, we shall consider the Sobolev space $H^s(\mathbb{T}^2)$ defined by

$$
H^s(\mathbb{T}^2) := \left\{ f : \mathbb{T}^2 \to \mathbb{R} : \| f \|_s^2 := \sum_{\xi \in \mathbb{Z}^2} \langle \xi \rangle^{2s} |\hat{f}(\xi)|^2 < \infty \right\}.
$$

In particular, $H^0(\mathbb{T}^2)$ corresponds to the usual Lebesgue space $L^2(\mathbb{T}^2)$.
2 General background

We begin by describing some analytical concepts that will be used in this work, such as pseudo-differential operators and energy surfaces. We also describe the main objects of study in this work.

2.1 Periodic pseudo-differential operators

Let \( p(x, \xi) \) be a function with variables in the phase space \( \mathbb{T}^2 \times \mathbb{Z}^2 \). We say that \( p(x, \xi) \in C^\infty(\mathbb{T}^2 \times \mathbb{Z}^2) \) if \( p(\cdot, \xi) \in C^\infty(\mathbb{T}^2) \) for all \( \xi \in \mathbb{Z}^2 \).

**Definition 2.1** (Toroidal symbol class \( S^m \)). Let \( m \in \mathbb{R} \). The toroidal symbol class \( S^m(\mathbb{T}^2 \times \mathbb{Z}^2) \) (or simply \( S^m \)) consists of those functions \( p(x, \xi) \in C^\infty(\mathbb{T}^2 \times \mathbb{Z}^2) \) satisfying

\[
|\Delta_\xi^\alpha \partial_\xi^\beta p(x, \xi)| \leq C_{p,\alpha,\gamma,m}(\xi)^{m-|\alpha|} \quad \forall x \in \mathbb{T}^2, \; \xi \in \mathbb{Z}^2,
\]

for some constant \( C_{p,\alpha,\gamma,m} > 0 \) and every multi-index \( \alpha, \gamma \). In general, for a function \( \sigma : \mathbb{Z}^n \to \mathbb{C} \) and a multi-index \( \alpha \), the partial difference operator \( \Delta_\xi^\alpha \) is defined as

\[
\Delta_\xi^\alpha \sigma := \sigma(\xi + \delta_j) - \sigma(\xi), \quad \Delta_\xi^\alpha := \Delta_{\xi_1}^\alpha \Delta_{\xi_2}^\alpha,
\]

where for \( 1 \leq i, j \leq 2 \), the quantity \( \delta_j \in \mathbb{N}_0^2 \) is given by a Kronecker delta, i.e. \( (\delta_j)_i := \delta_{ij} \).

**Definition 2.2.** Let \( p(x, \xi) \in S^m \). For a function \( v \in C^\infty(\mathbb{T}^2) \), we define the operator \( P(x, D) \) by

\[
P(x, D)v(x) := \frac{1}{2\pi} \sum_{\xi \in \mathbb{Z}^2} e^{ix\cdot\xi} p(x, \xi) \hat{v}(\xi).
\] (2.1)

We call \( P(x, D) \) an \( m \)-th order pseudo-differential operator, and we call \( p(x, \xi) \) the symbol of \( P(x, D) \).

Pseudo-differential operators appear as generalizations of linear differential operators. In particular, \( D \) is just a notation for the gradient operator. For a more in depth description of this notation, we refer the reader to [18]. From this definition, we immediately notice that if the symbol is independent of \( x \), then

\[
P(D)v(x) = \mathcal{F}^{-1}\left[p(\xi)\hat{v}(\xi)\right](x).
\] (2.2)

We also need the concept of the principal symbol of \( P(x, D) \) which is defined via the symbol \( p(x, \xi) \). For a precise definition we refer the reader to [34]. For our purpose: consider the symbol

\[
a(x, \xi) \sim \sum_{j=0}^{\infty} |\xi|^{m-j}a_j(x, \xi), \quad |\xi| > 1, \; a_j(x, t\xi) = ta_j(x, \xi), \; t > 0.
\]

The principal symbol of \( a(x, D) \) is then \( |\xi|^ma_0(x, \xi) \); we may think of this as the ‘leading order derivative term’.

The operator \( P(x, D) \) is continuous and maps the space \( C^\infty(\mathbb{T}^2) \) into itself. Furthermore, if there exists \( C > 0 \) such that

\[
|\partial_\xi^\gamma p(x, \xi)| \leq C \quad \forall x \in \mathbb{T}^2, \; \xi \in \mathbb{Z}^2,
\]

and for all \( |\gamma| \leq 3 \), then the operator \( P(x, D) \) extends to a bounded operator on \( L^2(\mathbb{T}^2) \) (cf. [30, Theorem 9.1]).
2.2 Problem statement

Let $D = (D_{x_1}, D_{x_2})$, where $D_{x_i} = -i\partial_{x_i}$; $r > 0$ and $\beta \in C^\infty(\mathbb{T}^2)$ be a purely real function. In what follows, $P(x, D): L^2(\mathbb{T}^2) \to L^2(\mathbb{T}^2)$ will denote the zeroth-order pseudo-differential operator given by

$$
P(x, D)v(x) = \langle D \rangle^{-1}D_{x_2}v(x) - r\beta(x)v(x), \quad v \in L^2(\mathbb{T}^2).
$$

Using the representation (2.1), this operator can also be written as

$$
P(x, D)v(x) = \frac{1}{2\pi} \sum_{\xi \in \mathbb{Z}^2} e^{ix\cdot\xi} \left( [\langle \xi \rangle^{-1} \xi_2 - r\beta(x) ] \hat{v}(\xi) \right).
$$

We will be interested in the discretization of two different (but related) problems. First, we consider the problem of finding a complex function $u = u(x, t)$, $x = (x_1, x_2) \in \mathbb{T}^2$, $t \geq 0$ such that

$$
iu_t - Pu = fe^{-i\omega_0 t} \quad \text{in} \quad \mathbb{T}^2 \times (0, \infty), \quad u|_{t=0} = 0.
$$

(2.5)

where $f \in C^\infty(\mathbb{T}^2)$ and $\omega_0 \geq 0$ is a forcing frequency. Next, let $\Delta$ be the standard Laplacian operator and $\nu > 0$ (parameter which we shall call “viscosity”). Then, we wish to find pairs $(\lambda^{(\nu)}, u^{(\nu)})$ such that

$$(P(x, D) - \omega_0 + i\nu\Delta) u^{(\nu)}(x) = \lambda^{(\nu)} u^{(\nu)}(x), \quad x \in \mathbb{T}^2.
$$

(2.6)

2.3 Dynamical assumptions and the concept of energy manifolds

Let $\mathcal{T}^*\mathbb{T}^2$ denote the fibre-radially compactified cotangent bundle of $\mathbb{T}^2$. Following to [8, 9, 14], we assume that $P(x, D)$ is a zeroth-order, self-adjoint operator (with respect to the usual $L^2$ inner product) with principal symbol $\bar{\rho} \in S^0(\mathcal{T}^*\mathbb{T}^2 \setminus \{0\})$ (the definition of this space is similar to that in Definition 2.1, but we refer to [13] for more details). It can be seen that for the particular choice of $P$ in (2.3), these assumptions are indeed satisfied (cf. [14]).

The work by Dyatlov & Zworski [14] provides us with an statement that will be of utmost importance to understand the dynamics of the problem (2.5). Indeed, consider the quotient map for the $\mathbb{R}^+$ action $(x, \xi) \mapsto (x, s\xi)$, $s > 0$,

$$
\kappa: \mathcal{T}^*\mathbb{T}^2 \to \partial\mathcal{T}^*\mathbb{T}^2.
$$

Then, the rescaled Hamiltonian vector field $|\xi|H_{\bar{\rho}}$, where

$$
H_{\bar{\rho}} := \sum_{j=1}^2 \partial_{\xi_j} \bar{\rho} \partial_{x_j} - \partial_{x_j} \bar{\rho} \partial_{\xi_j},
$$

(2.7)

commutes with the $\mathbb{R}^+$ action and the flow of

$$
X := \kappa_*(|\xi|H_{\bar{\rho}}) \quad \text{is tangent to} \quad \Sigma := \kappa(\bar{\rho}^{-1}(\{0\})).
$$

(2.8)

This crucial last statement will be addressed in more detail in Section 4. We call $\Sigma$ the energy manifold. To ensure that attractors are generated, one can make assumptions about the flow on $\Sigma$, but their verification can become rather difficult. Instead, we choose to study the energy manifold $\Sigma$ in itself. Let us consider a simple case where $\Sigma$ can be characterized more explicitly. This will be useful to describe the exact location where the attractors are expected to appear.
2.4 A simple example

Consider for $r > 0$ the symbol and its corresponding principal symbol:

$$p(x, \xi) := \xi_2 \langle \xi \rangle^{-1} - r \cos(x_1), \quad \tilde{p}(x, \xi) = \xi_2 |\xi|^2 \langle \xi \rangle^{-1} - r \cos(x_1).$$

(2.9)

Then, according to (2.7), the dynamical (Hamiltonian) equations are

$$\begin{cases}
\frac{dx_1}{dt} = -r |\xi| \sin(x_1), & \frac{dx_2}{dt} = 0, \\
\frac{d\xi_1}{dt} = \xi_1 \xi_2 / |\xi|^2, & \frac{d\xi_2}{dt} = -\frac{\xi_1^2}{|\xi|^2}.
\end{cases}$$

(2.10)

Given that the energy surface $\Sigma_0$ takes the form

$$\Sigma_0 = \kappa \left\{ (x_1, x_2, \xi_1, \xi_2) \in T^* T^2 \setminus \{0\} : \frac{\xi_2}{|\xi|} = r \cos(x_1) \right\},$$

(2.11)

the system (2.10) restricted to $\Sigma_0$ yields

$$\begin{cases}
\frac{dx_1}{dt} = -r |\xi| \sin(x_1), & \frac{dx_2}{dt} = 0, \\
\frac{d\xi_1}{dt} = r \frac{\xi_1}{|\xi|} \cos(x_1), & \frac{d\xi_2}{dt} = -\frac{\xi_1^2}{|\xi|^2}.
\end{cases}$$

(2.12)

Here, we see that $\frac{d\xi_2}{dt} < 0$, so $\xi_2$ must be decreasing as $t \to +\infty$. Given that $|\xi|$ is constant (thanks to the fibre-compactification), and assuming that $|\xi_1| > |\xi_2|$, we must have that $\xi_2 \to 0$. This, in turn, implies that $r \cos(x_1) \to 0$ (using (2.11)). Since $r > 0$, this means that $x_1 \to \frac{\pi}{2}$ or $x_1 \to -\frac{\pi}{2}$.

To complete the description of the set of attracting Lagrangians $\Lambda_0^+$, we have to analyze the behaviour of $\xi_1$. Notice that, as $\xi_2 \to 0$, $|\xi_1|$ increases, and therefore, if $\xi_1 < 0$, we will need $\frac{d\xi_1}{dt} < 0$, and if $\xi_1 > 0$ we will need $\frac{d\xi_1}{dt} > 0$. First, linearizing (2.12) around $x_1 = \pi/2$, $x_2 \in S^1$, $\xi_2 = 0$, we notice that $\xi_1$ must be negative in order to get a sink of the dynamical system. Similarly, linearizing around $x_1 = -\pi/2$, $x_2 \in S^1$ and $\xi_2 = 0$, we have that $\xi_1$ must be positive to get a source of the system. Therefore,

$$\Lambda_0^+ = \left\{ x_1 = \frac{\pi}{2}, \ x_2 \in S^1, \ \xi_1 < 0, \ \xi_2 = 0 \right\} \cup \left\{ x_1 = -\frac{\pi}{2}, \ x_2 \in S^1, \ \xi_1 > 0, \ \xi_2 = 0 \right\}.$$  

(2.13)

This set of attractors is portrayed in Figure 2.1. This was computed using the numerics to be described in the next section.

3 Spectral discretization and convergence studies

In both the evolution problem (2.5) and the eigenvalue problem (2.6), the operators $P(x, D)$ and $P(x, D) + iv\Delta$, respectively, will be discretized using a pseudo-spectral approach. First, we discretize $T^2$ using a mesh $T_N$ containing $N$ points per direction (with $N$ even), that is,

$$T_N := \left\{ x_j = (x_{j_1}, x_{j_2}) \in \mathbb{R}^2 : x_{j_1} = 2\pi j_1/N, \ j_1 = -N/2, \ldots, N/2 - 1 \right\}.$$  

(3.1)

Similarly, in frequency space, we consider a set $W_N$ with $N$ wave-numbers per direction, that is,

$$W_N := \left\{ k = (k_1, k_2) \in \mathbb{Z}^2 : k_i = -N/2, \ldots, N/2 - 1 \right\}.$$  

(3.2)
Figure 2.1: Development of attractors for the pseudo-differential operator given in (2.9). The solution was computed using the numerical techniques to be described in Section 3.

Then, we approximate \( u(x, t) \approx u_N(x, t) \), where

\[
u_N(x_j, t) = \frac{1}{N^2} \sum_{k_1 = -N/2}^{N/2-1} \sum_{k_2 = -N/2}^{N/2-1} \hat{u}_N(k, t)e^{2\pi i(k \cdot x_j)/N}, \quad x_j \in T_N, \quad t > 0,\]

and \( \hat{u}_N \) are Fourier coefficients computed using the discrete Fourier transform (DFT) defined as

\[
(Fu_N)(k) \equiv \hat{u}_N(k) := \sum_{j_1 = -N/2}^{N/2-1} \sum_{j_2 = -N/2}^{N/2-1} u_N(x_j)e^{-2\pi i(k \cdot j)/N}, \quad k \in W_N. \quad (3.3)
\]

It turns out that the representation (2.4) is fundamental to understand how to transform the action of \( P \) in frequency space. Indeed, the semi-discrete version of (2.5) and the discrete version of (2.6) become respectively:

\[
i \partial_t \hat{u}_N - \langle k \rangle^{-1}k_2 \hat{u}_N + rF(\beta F^{-1}\hat{u}_N) = \hat{f}e^{-i\omega_0 t}, \quad k \in W_N, \quad t > 0, \quad (3.4)
\]

and

\[
(\langle k \rangle^{-1}k_2 - \omega_0 - i\nu|k|^2)\hat{u}_N^{(\nu)} - rF(\beta F^{-1}\hat{u}_N^{(\nu)}) = \lambda^{(\nu)}u_N^{(\nu)}, \quad k \in W_N. \quad (3.5)
\]

To compute the error in the approximation, we consider a discrete version of the \( H^s(T^2) \)-norm in (1.2). For a discrete function \( u_N \) defined on \( T_N \), and \( N \geq 2 \) an even integer, we define:

\[
\| u_N \|_s^2 := h^2 \sum_{k_1 = -N/2}^{N/2-1} \sum_{k_2 = -N/2}^{N/2-1} \langle k \rangle^{2s} |\hat{u}_N(k)|^2, \quad (3.6)
\]

where \( h := 2\pi/N \) is the grid spacing. The scaling factor \( h^2/N^2 \) turns this discrete norm into a true approximation of \( \| \cdot \|_s \) as \( N \to \infty \).

Remark 3.1. Note that de-aliasing techniques have not been considered so far. On the one hand, it is known that pseudo-spectral methods amplify aliasing errors when the solution lacks regularity. On the other hand, standard tools such as the two-thirds rule or spectral viscosity methods (cf. [4]) may not be the best alternative for this problem, as we are expecting singular solutions that can be no more regular than \( L^2(T^2) \). The high frequencies will be key to describe these singularities. Therefore, removing them without careful thought might lead to an unrealistic smoothing of the dynamics. Thus, it still remains to determine a proper de-aliasing strategy for this problem.
3.1 The evolution problem

We are interested in pairing the pseudo-spectral method in (3.4) with a high-order, one-step time discretization. The first option is to consider an exponential time-differencing fourth order Runge-Kutta method [19], due to its demonstrated reliability in nonlinear problems [20]. We notice in addition that, because the second term in (3.4) results in a diagonal matrix, its eigenvalues are precisely the diagonal entries, all of which satisfy $|\langle \xi \rangle^{-1} \xi_2| \leq 1$. This suggests that a simple fourth order Runge-Kutta method would also work for this problem, yielding a rather mild time step restriction: $\Delta t \leq 2.7$ (cf., e.g., [32]).

A first glimpse on how the numerics work was already shown in Figure 2.1. Here we constructed the solution using $\omega_0 = 0$, $r = 2$, $\beta(x) = \cos(x_1)$ and $f(x) = -5 \left(-|x|^2 + i(2x_1 + x_2)\right)$. To study the convergence in time, we take the same data as before, but with $\omega_0 = 0.1$ and

$$f(x) = -5 \exp \left(-3\left((x_1 + 0.9)^2 + (x_2 + 0.8)^2\right) + i(2x_1 + x_2)\right). \quad (3.7)$$

We fix a spatial mesh with $N = 64$ grid points per direction, and take several choices of time steps $\Delta t = 1, \frac{1}{4}, \frac{1}{8}, \ldots, \frac{1}{2}$. To test the robustness of our code, the peak of the Gaussian in (3.7) has been purposely set closer to the attractor $x_1 = -\pi/2$. We observe in Figure 3.2 (left) the expected fourth-order convergence, with the ETDRK4 method performing slightly better than the traditional RK4. Here, the error has been measured at the final time using the $\| \cdot \|_0$ norm (over the whole domain) defined in (3.6), and with respect to a more refined solution (same $N$ but with $\Delta t = 2^{-10} \cdot 10^{-2} \approx 10^{-5}$).

The study of convergence in space requires a bit more thought. We notice in Figure 2.1 that the attractors at $x = \pm \pi/2$ manifest as singularities in the solution. Moreover, for fixed time $t > 0$, there is no guarantee that $u(\cdot, t)$ is smoother than $L^2(\Omega)$ (we go over this in more detail in Theorem 4.1). This tells us that global spectral accuracy cannot be expected. However, by looking again at Figure 2.1 we see that, in regions that are away from the attractors, the solution does appear to be smooth. Hence, we measure the $L^2$-error with respect to a more refined solution ($N = 2^{10}$) in the domain $[-\pi/4, \pi/4]^2$. For this experiment we have fixed the time step at $\Delta t = 0.1$ and considered the ETDRK4 time-stepping method. Similarly to the study in time, we have taken $\omega_0 = 0.5$, $T = 10$, $r = 2$, $\beta(x) = \cos(x_1)$. We take values of $N = 2^3, 2^4, \ldots, 2^7$ per spatial direction and also consider several source terms (with different levels of easiness of resolution):

$$f_1(x) = \sin(x_1) \cos(2x_2), \quad (3.8)$$
$$f_2(x) = \sin(x_1) \cos(2x_2) + \sin(5x_1) \cos(2x_2) + i \sin(5x_1) \cos(4x_2), \quad (3.9)$$
$$f_3(x) = \frac{1}{2} \exp \left(-2|x|^2\right), \quad (3.10)$$

and $f_4$ as defined in (3.7). We show these results in Figure 3.2 (right), where we see rapid decay of the error in the region $[-\pi/4, \pi/4]^2$.

3.2 The eigenvalue problem

We solve the eigenvalue problem (3.5) using the matrix representation of the DFT and Matlab’s built-in tool eigs, which uses an Arnoldi-type iteration to find a subset of eigenvalues of interest. In particular, we ask to compute the first $m$ eigenvalues closest to $\omega_0$ in the complex plane.

To show convergence of the algorithm, we track the error in the first 12 eigenvalues $\left\{\lambda_{N,j}^{(\nu)}\right\}_{j=1}^{12}$ for different values of $N = 12, 16, 20, \ldots, 64$ with respect to a more refined set obtained with $N = 80$. Here, we fix $\omega_0 = 0$, $r = 0.5$, $\beta(x) = \cos(x_1) + \sin(x_2)$ and take $\nu = 0.01$ and $\nu = 0.001$. We see in
Figure 3.2: Convergence studies. Left: fourth-order convergence in time. Right: local accuracy in space.

Figure 3.3: Spectral convergence of the first 12 eigenvalues for $\nu = 0.01$ (left) and $\nu = 0.001$ (right).

Figure 3.3 that the error $|\lambda_{N,j}^{(\nu)} - \lambda_{80,j}^{(\nu)}|$ decays spectrally fast in $N$, in agreement with the smoothness of the eigenfunctions that is expected from the elliptic perturbation to the operator $P(x,D)$.

4 Singular behaviour of the long-term evolution

Even in the presence of infinitely smooth data, the development of attractors will produce singularities in $u$. Using microlocal analysis, results [9, 14] have been able to quantify this regularity. Moreover, they reveal a rather distributional character of the solution. The following result is a consequence of [9, Theorem 3.1] and [14, Theorem].

**Theorem 4.1.** Let $f \in C^\infty(\mathbb{T}^2)$, $\omega_0$ not an eigenvalue of $P$. Then, the solution to (2.5) can be uniquely decomposed as

$$u(t) = e^{-i\omega_0 t} u_\infty + b(t) + \epsilon(t),$$

where

1. $u_\infty := \lim_{\varepsilon \to 0} \left( P - \omega_0 - i\varepsilon \right)^{-1} f$ belongs to $H^s(\mathbb{T}^2)$ for any $s < -1/2$ and is not in $L^2(\mathbb{T}^2)$ except if it vanishes,
2. \( b \) is a bounded function with values in \( L^2(\mathbb{T}^2) \).

3. \( \epsilon \) vanishes as \( t \to \infty \) in the \( H^s(\mathbb{T}^2) \)-norm, for any \( s < -1/2 \).

Moreover, the energy \( \| u(t) \|_0^2 \) grows linearly except if \( u_\infty \) vanishes.

While this result is stated in [9, Theorem 3.1] for a general bounded, self-adjoint, pseudo-differential operator of degree 0 that satisfies certain dynamical assumptions, the structure of the operator defined in (2.3) has been considered in [14] as a feasible choice for this problem. Furthermore, [14] also proves a similar version of Theorem 4.1, but the proof relies instead in standard radial estimates (cf. [13, §E.4]).

### 4.1 Regularity of the computed approximations

To illustrate how some of the statements in Theorem 4.1 manifest in the numerical experiments (and in particular, in the regularity of an approximation \( u_N \)), we have a look at how their corresponding Fourier coefficients decay. In two dimensions, the analysis can be done in a radial fashion (see, e.g., [7, 31]).

**Definition 4.1** (Radial Energy Density (RED)). Let \( N \geq 4 \) be an even integer and \( u_N \) be a discrete function defined on the grid \( T_N \). For \( s \in \mathbb{R} \), we define the radial energy density (RED) \( E_s \) of a discrete function \( u_N \) as:

\[
E_s[u_N](R) := \frac{1}{N^2} \sum_{k \in A_R \cap \mathbb{Z}^2} \langle k \rangle^{2s} |\hat{u}_N(k)|^2, \quad R = 2, 4, 6, \ldots, \frac{N}{2},
\]  

(4.2)

where \( A_R := \left\{ x \in \mathbb{R}^2 : R - 2 \leq |x| < R \right\} \) is the \( R \)-th annulus of width 2 in \( \mathbb{R}^2 \).

**Remark 4.1.** From the previous definition, we readily see that

\[
h^2 \sum_{l=1}^{N/4} E_s[u_N](2l) \leq \frac{h^2}{N^2} \sum_{k_1=-N/2}^{N/2-1} \sum_{k_2=-N/2}^{N/2-1} \langle k \rangle^{2s} |\hat{u}_N(k)|^2 = \| u_N \|_s^2,
\]

and therefore, for large \( N \), if \( u_N \in H^s(\mathbb{T}^2) \) then the series \( \sum_{r=1}^{\infty} E_s[u_N](2l) \) must converge.

First, we show in Figure 4.4 the linearity in the evolution of \( \| u_N(t) \|_0^2 \) for different values of \( r \) (the source term is again a centered Gaussian similar to the one used in Figure 2.1). It becomes more evident that \( u_\infty \notin L^2(\mathbb{T}^2) \) when we look at the RED \( E_0 \) (cf. (4.2)) at different times, as shown in Figure 4.5: while the RED quickly drops to below machine epsilon at the beginning of the simulation, it is not the case as the end time \( T \) increases. Finally, we can have a look at how fast the RED decays for several choices of \( s \). First, for \( s = -1/2 \), we observe in Figure 4.6 (left) that the RED decays as \( R^{-1} \), which is slow enough to say that \( u_\infty \notin H^{-1/2}(\mathbb{T}^2) \) (per Remark 4.1, since adding all points in the \( E_{-1/2}[u_N] \) curve would resemble the harmonic series). However, as soon as we take \( s < -1/2 \), the RED appears to decay as \( R^{2s} \), as shown as in Figure 4.6 (center and right), which suggests that \( u_\infty \in H^s(\mathbb{T}^2) \) for \( s < -1/2 \).

### 4.2 Attractors and energy manifolds

As we mentioned in Section 2, understanding the flow of the (rescaled) Hamiltonian vector field over the energy manifold is fundamental to understand the dynamics of the system. The long-term evolution described by Theorem 4.1 was first given in the work by Colin de Verdière & Saint-Raymond [9]. There, two of the main assumptions for this flow are:
1. The flow of $X$ on $\Sigma$ is Morse-Smale with no fixed points. By the Poincaré-Bendixon theorem (cf., e.g., [24]), this forces $\Sigma$ to be a finite union of tori.

2. The energy surface $\Sigma$ covers $\mathbb{T}^2$.

Although the latter has been relaxed in later works (see [8, 14]), we believe that a loss of this property may change the behaviour of the solution in a noticeable way. After all, the attractors form a set $\Lambda^+_0$ whose projection by $\kappa$ lives on the energy manifold $\Sigma \subset \partial \mathbb{T}^* \mathbb{T}^2$.

Note that $\Sigma$ is an orientable surface given by the zeros of the principal symbol of $P(x, D)$ in the orientable 3-manifold $\partial \mathbb{T}^* \mathbb{T}^2$. This allows us to plot these manifolds for the operator in study. Similar to Section 2.4, for $\omega_0 = 0$, the principal symbol of $P(x, D)$ is given by

$$\bar{p}(x, \xi) = |\xi|^{-1}\xi_2 - r\beta(x), \quad (x, \xi) \in \mathbb{T}^* \mathbb{T}^2 \setminus \{0\}$$

Then, for $(x, \xi) \in \Sigma \subset \partial \mathbb{T}^* \mathbb{T}^2$, we can parametrize $\xi$ as $(s \cos(\eta), s \sin(\eta))$ for $\eta \in [-\pi, \pi)$ and some $s > 0$. Thus, the energy manifold $\Sigma$ can be characterized as

$$\Sigma = \left\{(x_1, x_2, \eta) \in \mathbb{T}^3 : r\beta(x_1, x_2) = \sin(\eta) \right\}, \quad (4.3)$$
Figure 4.6: Radial energy density for different values of $s$. This suggests that $E_s(u_N)(R)$ decays faster than $R^{2s}$ for any $s \leq 0$.

where $\mathbb{T}^3$ is the standard 3-torus. In particular, relating to the second assumption mentioned at the beginning of this subsection, $\Sigma$ will not cover $\mathbb{T}^2$ if and only if there exists $x = (x_1, x_2) \in \mathbb{T}^2$ such that for any $\eta \in S^1$, the equation $r\beta(x) = \sin(\eta)$ does not have a solution.

Let us consider some choices of data for which we can compare the long-term evolution of the solution (where the attractors are fully developed) and the mentioned energy manifolds:

**Test 1:** $r = 0.5$, $\beta(x) = \cos(x_1)$,

**Test 2:** $r = 0.45$, $\beta(x) = \cos(x_1 - 2x_2) + \sin(2x_2)$,

**Test 3:** $r = 0.55$, $\beta(x) = \cos(x_1 - 2x_2) + \sin(2x_2)$.

In all cases we take $\omega_0 = 0$. The respective energy manifolds read:

$$
\Sigma_1 := \{(x_1, x_2, \eta) \in \mathbb{T}^3 : \ 0.5\cos(x_1) = \sin(\eta)\},
$$

(4.4)

$$
\Sigma_2 := \{(x_1, x_2, \eta) \in \mathbb{T}^3 : \ 0.45\left(\cos(x_1 - 2x_2) + \sin(2x_2)\right) = \sin(\eta)\},
$$

(4.5)

$$
\Sigma_3 := \{(x_1, x_2, \eta) \in \mathbb{T}^3 : \ 0.55\left(\cos(x_1 - 2x_2) + \sin(2x_2)\right) = \sin(\eta)\}.
$$

(4.6)

Notice that Test 1 corresponds to the data used to introduce this work (see Figure 2.1). Also note that the difference in Test 2 and 3 is only a slight increase in the parameter $r$. For each one of the tests, the solution to the evolution (2.5) containing the attractors is shown in Figure 4.7 and the energy manifolds $\Sigma_j$ are shown in Figure 4.8. Here we see how these manifolds shape the attractors. In particular, the increase from $r = 0.45$ in Test 2 to $r = 0.55$ in Test 3 causes the energy manifold $\Sigma_3$ to not cover the 2-torus, but attractors still develop in Test 3. This not only shows that the second assumption is not needed but also how a small variation in the parameters can completely change the shape of the attractors.

5 Spectra of vanishing-viscosity operators

For rotating fluids, it is known that the existence of internal wave attractors is related to the spectral properties of the underlying differential operator (cf. [28, 29]). This motivates the study of the eigenvalue problem related to (2.5):

$$
(P(x, D) - \omega_0)u(x) = \lambda u(x), \quad x \in \mathbb{T}^2,
$$

(5.1)
Figure 4.7: Long-term evolution for Tests 1, 2 3 (left to right). Evolution computed using $\omega_0 = 0$ and a centred Gaussian as a source term.

Figure 4.8: Energy manifolds $\Sigma_j$, $j \in \{1, 2, 3\}$ viewed from the side (top row), and from the top (bottom row). This last view reveals holes in $\Sigma_3$, but not in $\Sigma_1$ and $\Sigma_2$. 
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with \( \omega_0 \geq 0 \) and \( P \) as defined in (2.3). Notice that, without loss of generality, we can focus on the case \( \omega_0 = 0 \), since \( \sigma(P - \omega_0) = \sigma(P) - \omega_0 \) (by the spectral mapping theorem, cf. [5, Theorem 7.1.9]), so the eigenvalues only get shifted by \( \omega_0 \). Also, since \( P \) is a bounded self-adjoint operator, the spectrum \( \sigma(P) \) lies entirely on the real axis (cf., e.g., [5, Corollary 7.2.5]). We can obtain a more precise characterization of the essential spectrum using [8, Lemma 2.1]:

\[
\sigma_{\text{ess}}(P) \subset [-1 - r \max_{\tau^2} \beta, 1 - r \min_{\tau^2} \beta].
\]

Here, the essential spectrum has to be understood in the sense of Pelinovsky [26], that is, \( \sigma_{\text{ess}}(P) := \sigma(P) \setminus \sigma_d(P) \), where the discrete spectrum \( \sigma_d(P) \) is the set of all eigenvalues of \( P \) with finite (algebraic) multiplicity and which are isolated points of \( \sigma(P) \).

**Remark 5.1.** According to [9], the presence of a continuous spectrum in \( P(x, D) \) as in (5.2) and the assumptions on the flow of the Hamiltonian field as in Section 4.2 ensure the generation of attractors in the evolution of \( P(x, D) \).

It was shown in [14] that there exists a finite number of eigenvalues. Moreover, their associated eigenfunctions that are analytic (cf. [33]). The following result summarizes these findings.

**Lemma 5.1 ([14, Lemma 3.2]).** Let \( \omega_0 = 0 \). There exists \( \delta \) sufficiently small such that the cardinality of \( \sigma_{\text{pp}}(P) \cap [-\delta, \delta] \) is finite. Furthermore, if \( Pu = \lambda u \) for \( u \in L^2(\mathbb{T}^2) \) and \( |\lambda| \leq \delta \), then \( u \in C^\infty(\mathbb{T}^2) \).

Here, the pure point spectrum \( \sigma_{\text{pp}}(P) \) is the set of all eigenvalues, both embedded and isolated (a precise definition can be made using the spectral measure, cf. [2, §4.3]). This opens the possibility of having eigenvalues that are embedded in the essential spectrum (i.e., at a zero distance from the continuous spectrum \( \sigma_c(P) \)) given by (5.2), especially when \( [-\delta, \delta] \subset \sigma_{\text{ess}}(P) \). In this case, a straightforward discretization of (5.1) would not differentiate between points in \( \sigma_{\text{pp}}(P) \) or \( \sigma_{\text{ess}}(P) \), so we need to take a different approach such that these elements become distinguishable.

### 5.1 Elliptic perturbation

Physics literature (such as [29]) suggests that, for rotating fluids, we can get more information about these eigenvalues by perturbing the equation with a small viscous term. Applying this idea to stratified fluids means that the zeroth-order operator \( P \) converts into the second-order operator \( P + iv\Delta \) (where \( \Delta \) is the standard Laplacian), however, these two operators are completely different. The first one has a combination of continuous spectrum and embedded eigenvalues, while the second one has a purely discrete spectrum that is much easier to compute numerically. Recent result [15] focuses on the study of the limit of \( P + iv\Delta \) as \( \nu \to 0^+ \). In particular, the following result, which justifies the discretization of the eigenvalue problem (2.6), is due to [15, Theorem 1].

**Theorem 5.1.** Consider the operator \( P + iv\Delta \), with \( P \) as given in (2.3). Then, there exists an open neighbourhood \( U \) of 0 in \( \mathbb{C} \), and a set

\[
\mathcal{R}(P) \subset \{ z \in \mathbb{C} : \operatorname{Im}(z) \leq 0 \} \cap U,
\]

such that for every set \( K \) compactly contained in \( U \), \( \mathcal{R}(P) \cap K \) is discrete and

\[
\sigma_{\text{pp}}(P + iv\Delta) \cap U \rightarrow \mathcal{R}(P) \quad \text{as } \nu \to 0^+, \]

uniformly on \( K \). Furthermore,

\[
\mathcal{R}(P) \cap \mathbb{R} = \sigma_{\text{pp}}(P) \cap U.
\]
Here, the set $\mathcal{R}(P)$ is known as the set of resonances of $P$. When restricted to $U$, this set is made of all eigenvalues of the limiting operator $\lim_{\nu \to 0^+} P + i\nu \Delta$ that are contained in $U$. Because this operator is not self-adjoint, not all eigenvalues will lay on the real axis, but those who do, will be precisely the embedded eigenvalues of $P$.

The uniformity in the convergence stated in Theorem 5.1 takes a key role in numerical approximations. It tells us that every eigenvalue of $P$ that lies in the neighbourhood $U$ can be approximated by viscous eigenvalues. More precisely, let us write $\mathcal{R}(P) = \{\lambda_j\}_{j=1}^{N}$, where $N = \infty$ is allowed (recall that $\mathcal{R}(P)$ not only contains some of the embedded eigenvalues of $P$ but also elements from the resolvent set $\rho(P) := \mathbb{C}\backslash \sigma(P)$). The previous theorem suggests that for $\sigma_{pp}(P + i\nu \Delta) = \{\lambda_j^{(\nu)}\}_{j=1}^{\infty}$, we have (after suitable reordering)

$$\lambda_j^{(\nu)} \longrightarrow \lambda_j \quad \text{as } \nu \to 0^+, \quad (5.3)$$

uniformly on compact sets and with agreement of multiplicities. This means that, by tracking the limit $\nu \to 0^+$, we should be able to find some of the embedded eigenvalues (and eigenfunctions) of $P$.

One factor that must be considered though is that, while the embedded eigenfunctions $u$ of $P$ are analytic, their approximations given by the eigenmodes $u^{(\nu)}$ of $P + i\nu \Delta$ might have poor regularity (for fixed $\nu$). Indeed, [15, Theorem 2] affirms that there exists $\delta > 0$ such that the Hilbert space $\mathcal{X}$ in which the eigenmodes $u^{(\nu)}$ live satisfies:

$$\mathcal{A}_{-\delta} \subset \mathcal{X} \subset \mathcal{A}_{\delta}, \quad (5.4)$$

where for any $s \geq 0$, $\mathcal{A}_s$ is the dual of the space $\mathcal{A}_s$, defined as

$$\mathcal{A}_s := \left\{ u \in L^2(\mathbb{T}^2) : \sum_{\xi \in \mathbb{Z}^2} |\hat{u}(\xi)|^2 e^{4|\xi|s} < \infty \right\}.$$

### 5.2 Ordering of eigenvalues

As $\nu \to 0^+$, the eigenvalues $\lambda^{(\nu)}$ draw defined curves in the complex plane that are smooth [33]. To track these trajectories, the computed eigenvalues must be sorted in an appropriate way. Thus, after computing the closest eigenvalues to $\omega_0$ (as explained in Section 3.2), we choose to order them in two steps:

1. Sort using a “magnitude-then-phase” approach, that is, first the eigenvalues are ordered in increasing magnitude, and if two eigenvalues have the same magnitude, the one with smallest phase (in the interval $(-\pi, \pi]$) goes first. Then,

2. Move all eigenvalues with nonnegative real part to the top of the column vector containing the requested eigenvalues.

Unfortunately, the shape of these curves is highly problem-dependent, and this sorting procedure may not be useful if, for instance, there is an eigenvalue with zero real part (since numerically this 0 could manifest as, say, $\pm 10^{-16}$). In this case, the sorting must be undone, and proceed with a different approach.

### 5.3 Resonances near the origin

Let us compute some of these eigenvalues and track their trajectories as $\nu \to 0^+$. We consider the same list of Tests as in Section 4.2, but with various small viscosities:
Figure 5.9: Evolution of the first 8 eigenvalues in Test 1 \((r = 0.5, \beta(x) = \cos(x))\) as \(\nu\) decreases from \(9.3 \cdot 10^{-3}\) to \(2.3 \cdot 10^{-3}\). While some of them move in an oblique direction away from 0 (top), a closer look near the points \(\pm 0.15 - 0.2i\) (bottom) shows that the first and fifth eigenvalues are moving slowly upwards.

**Test 1:** \(r = 0.5, \beta(x) = \cos(x),\) and \(\nu \in [2.3, 9.3] \cdot 10^{-3},\)

**Test 2:** \(r = 0.45, \beta(x) = \cos(x - 2x_2) + \sin(2x_2),\) and \(\nu \in [3 \cdot 10^{-4}, 10^{-2}],\)

**Test 3:** \(r = 0.55, \beta(x) = \cos(x - 2x_2) + \sin(2x_2),\) and \(\nu \in [3 \cdot 10^{-4}, 10^{-2}].\)

For Test 1, we compute the first 8 eigenvalues of the operator \(P + i\nu\Delta,\) whereas for Test 2 and 3 we compute the first 7 eigenvalues. We portray these results in Figures 5.9, 5.10, and 5.11. In all the experiments, the eigenvalue problem (2.6) is discretized using a mesh \(\mathcal{T}_N\) with \(N = 64\) per direction.

Overall, the eigenvalues are located in the lower half of the complex plane, and these move upwards toward the real axis as \(\nu \to 0^+.\) This is expected since \(i\nu\Delta\) is a second-order differential operator with a purely complex spectrum that lies on the negative part of the imaginary axis. However, as pointed out in Section 5.1, in the limit there might be some eigenvalues that will stay below the real axis (recall that \(P + i\nu\Delta\) is not a self-adjoint operator and that \(\sigma(P + i\nu\Delta) \neq \sigma(P)\) in its entirety as \(\nu \to 0^+\)).

Notice that the ordering of these eigenvalues works well for Test 1 in the sense that we are able to track important trajectories (such as ones drawn by the first and fifth eigenvalues). Furthermore, we confirm that the trajectories are smooth. We also see that there is an observed symmetry with respect to the imaginary axis. Figure 5.9 suggest that if \(\lambda^{(\nu)}\) is an eigenvalue, then so is \(-\lambda^{(\nu)}\). However, the situation is different in Tests 2 and 3.

First, we see in Figure 5.10 that \(\lambda_1^{(\nu)}\) is an simple eigenvalue moving along the real axis. Moreover, in Test 3 (see Figure 5.11), \(\lambda_2^{(\nu)}\) and \(\lambda_3^{(\nu)}\) appear in pairs (as before) but only below \(\nu = 4.4 \cdot 10^{-3}\). Therefore, for these particular cases, we have ordered the eigenvalues in a “magnitude-then-phase” way first (described in Section 5.2), and then used the following order: first those eigenvalues \(\lambda\) with \(|\text{Re}(\lambda)| \leq 0.5 \cdot 10^{-3}\), then those with \(\text{Re}(\lambda) > 0.5 \cdot 10^{-3}\) and finally those with \(\text{Re}(\lambda) < -0.5 \cdot 10^{-3}\).

One additional thing to notice in Tests 2 and 3 is how all seven computed eigenvalues move toward a neighbourhood of 0 as \(\nu \to 0^+\), in comparison to Test 1 where some eigenvalues appear to be moving toward the real axis, but not toward 0. We conjecture that the difference in these cases is due to the presence of an eigenvalue at 0 with different multiplicities.
Figure 5.10: Evolution of the first eigenvalue (left) and second to seventh eigenvalues (right) for Test 2 \((r = 0.45, \beta(x) = \cos(x_1 - 2x_2) + \sin(2x_2))\) when the viscosity decreases from \(10^{-2}\) to \(3 \cdot 10^{-4}\).

Figure 5.11: Evolution of the first seven eigenvalues for Test 3 \((r = 0.55, \beta(x) = \cos(x_1 - 2x_2) + \sin(2x_2))\). Left: first three eigenvalues when the viscosity decreases from \(10^{-2}\) to \(4.4 \cdot 10^{-3}\) (below this viscosity, these eigenvalues become the first, second and fifth eigenvalues, respectively). Right: all seven eigenvalues as \(\nu\) decreases from \(10^{-2}\) to \(3 \cdot 10^{-4}\).
5.4 Regularity of eigenmodes

To get more information on the smoothness of some of the eigenmodes corresponding to $P + i
\nu \Delta$, we have computed their radial energy density $E_0$ for the different viscosities considered in Figures 5.9, 5.10, and 5.11, with the focus mainly on those related to eigenvalues that appear to be moving to 0 (bearing in mind Theorem 5.1). These results are portrayed in Figure 5.12 for Tests 1, 2 and 3.

Overall, we observe in this figure that the Fourier coefficients decay faster when $\nu$ is large and slower when $\nu$ is small. The latter can be related to the poor regularity that the viscous approximations can have (see (5.4)). We also notice how an increase in $r$ from 0.45 in Test 2 to 0.55 in Test 3 makes the Fourier coefficients of eigenfunctions decay slightly slower. This decrease in regularity may potentially be attributed to the fact that, for the choices in Test 3, the energy manifold $\Sigma_3$ does not cover $\mathbb{T}^2$ (see Section 4.2).

6 Low-viscosity eigenmodes and long-term behaviour

We now present numerical evidence of a relationship between the internal wave attractors described in Section 4 and the spectra of zeroth-order operators discussed in Section 5. More precisely, we will explore how the eigenfunctions of $P(x, D)$ can partially (and cannot completely) characterize the solution to the evolution problem (2.5).
Test 1: $\langle D \rangle^{-1} D x_2 + i \nu \Delta - 0.5 \cos(x_1), \nu = 2.3 \cdot 10^{-3}$

Test 2: $\langle D \rangle^{-1} D x_2 + i \nu \Delta - 0.45 (\cos(x_1 - 2x_2) + \sin(2x_2)), \nu = 3 \cdot 10^{-4}$

Test 3: $\langle D \rangle^{-1} D x_2 + i \nu \Delta - 0.55 (\cos(x_1 - 2x_2) + \sin(2x_2)), \nu = 3 \cdot 10^{-4}$

Figure 6.13: Magnitude of eigenmodes in real space $\phi_j$ for Tests 1, 2 and 3. The shape of some of the eigenmodes resembles that of the attractors in Figure 4.7.

While this characterization is complete for many elliptic operators, the fact that $P(x, D)$ has at most a finite number of eigenvalues (per Theorem 5.1), their associated eigenfunctions cannot form a basis of $L^2(T^2)$. Consequently, it is neither immediate nor obvious that the eigenfunctions of this self-adjoint zeroth-order pseudo-differential operator could possibly describe the solution to the corresponding evolution problem.

Let us have a look at some the viscous eigenmodes in (2.6) corresponding to the eigenvalues closest to 0, with the viscosity taken as the smallest ones considered in Section 5.3. We can then make the comparison with the long-term evolution of the solution to (2.5).

First, using the parameters from Test 1, we see in the first row of Figure 6.13 how the first and fifth eigenmodes match the shape and location of the attractors in the transient solution (see Figure 2.1 or Figure 4.7). We can see similar situations using the parameters from Test 2 and 3 where different eigenmodes capture different parts of the attractors (compare Figure 6.13 with Figure 4.7).

In turn, the magnitude of the Fourier coefficients of these modes seems also to provide some information about where the wave energy is concentrated in the transient solution. We portray this in Figures 6.14, 6.15, and 6.16, respectively for Tests 1, 2, and 3. Additionally, by looking at these eigenmodes in Fourier space, we can corroborate the smoothness that the radial energy density $E_0$ suggests (discussed at the end of Section 5). In particular, the eigenmodes in Test 1 and 2 seem to be compactly supported, whereas for Test 3, while the frequencies are more spread out, the highest amplitudes are still concentrated in the center of the spectrum.

Finally, we can also observe in Figures 6.14-6.16 how the numerics reveal the contrasting character between the embedded eigenmodes (represented by their viscous approximations in Figure 6.13, which
Figure 6.14: Left half: Magnitude of some eigenmodes in frequency space $\hat{\phi}_j$ of $\langle D \rangle^{-1} D x_2 + i \nu \Delta - 0.5 \cos(x_1)$ ($\nu = 2.3 \cdot 10^{-3}$). Right half: Long-term evolution in frequency space (this is the Fourier transform of Figure 4.7-left).

Figure 6.15: Left half: Magnitude of some eigenmodes in frequency space $\hat{\phi}_j$ of $\langle D \rangle^{-1} D x_2 + i \nu \Delta - 0.45 (\cos(x_1 - 2x_2) + \sin(2x_2))$ ($\nu = 3 \cdot 10^{-4}$). Right half: Long-term evolution in frequency space (this is the Fourier transform of Figure 4.7-center).

Figure 6.16: Left half: Magnitude of some eigenmodes in frequency space $\hat{\phi}_j$ of $\langle D \rangle^{-1} D x_2 + i \nu \Delta - 0.55 (\cos(x_1 - 2x_2) + \sin(2x_2))$ ($\nu = 3 \cdot 10^{-4}$). Right half: Long-term evolution in frequency space (this is the Fourier transform of Figure 4.7-right).
we also portray in frequency space in 6.14-6.16) and the long-term evolution of the system. Indeed, the former are analytic functions, whereas the latter is not square integrable. The additional presence of a continuous spectrum in $P(x, D)$ is fundamental to explain this discrepancy.

7 Conclusions

In this work, we studied the relationship between internal wave attractors and the spectra of a class of zeroth-order pseudo-differential operators.

First, we developed numerical techniques to approximate the solution to the nonlocal wave equation (2.5) and to the elliptic eigenvalue problem (2.6). The resulting methods are fourth order accurate in time and (locally) spectrally accurate in space. Given that the solution to the evolution problem develops attractors (singularities), global spectral accuracy cannot be expected. Moreover, RED estimates confirm that, as $t \to \infty$, the system evolves into a state that is not square-integrable.

Then, we used these methods to analyze further spectral properties of the pseudo-differential operators in study. We showed that by appropriately reordering the viscous eigenvalues, we can capture $C^\infty$ trajectories that approximate the embedded eigenvalues as the viscosity decreases. Also, we compared side-by-side low-viscosity eigenmodes and the evolution (both in real and frequency space). Here, we related the observed behaviour to the geometrical structure of the energy surfaces on which the flows take place. In conclusion, the embedded eigenmodes do describe (at least, partially) the long-term dynamics of the problem.

Nevertheless, the viscous approximation of embedded eigenvalues and eigenfunctions still constitutes a challenging problem, given that as the viscosity decreases, so does the regularity of the viscous eigenfunctions. While taking more wave numbers (i.e. a finer spatial mesh) might seem like a good idea, the fact that the eigenvalues tend to cluster as the viscosity decreases creates a conflicting situation. Further research in this area is needed.

Acknowledgments

We would like to thank Maciej Zworski for bringing us this very interesting problem and for the helpful discussions in this regard.

Javier A. Almonacid thanks the financial support of Simon Fraser University through the Graduate Dean’s Entrance Scholarship. Nilima Nigam thanks the support of the Natural Sciences and Engineering Research Council of Canada (NSERC).

References

[1] J. Almonacid Paredes, Internal wave attractors and spectra of zeroth-order pseudo-differential operators, Master’s thesis, Department of Mathematics, Simon Fraser University, 2020.
[2] W. O. Amrein, Hilbert Space Methods in Quantum Mechanics, Fundamental sciences, EFPL Press, 2009.
[3] X. Antoine and E. Lorin, A simple pseudospectral method for the computation of the time-dependent Dirac equation with Perfectly Matched Layers, J. Comput. Phys., 395 (2019), pp. 583–601.
[4] C. Bardos and E. Tadmor, Stability and spectral convergence of Fourier method for nonlinear problems: on the shortcomings of the 2/3 de-aliasing method, Numer. Math., 129 (2015), pp. 749–782.
[5] V. I. Bogachev, Real and Functional Analysis, Moscow Lectures, 4, Springer, 1st ed., 2020.
[6] C. Brouzet, I. N. Sibgatullin, H. Scolan, E. V. Ermanyuk, and T. Dauxois, Internal wave attractors examined using laboratory experiments and 3D numerical simulations, J. Fluid Mech., 793 (2016), pp. 109–131.

[7] R. E. Caflisch, F. Gargano, M. Sammartino, and V. Sciacca, Complex singularities and PDEs, Riv. Math. Univ. Parma, 6 (2015), pp. 69–133.

[8] Y. Colin de Verdière, Spectral theory of pseudo-differential operators of degree 0 and application to forced linear waves, Anal. PDE, 13 (2020), pp. 1521–1537.

[9] Y. Colin de Verdière and L. Saint-Raymond, Attractors for two dimensional waves with homogeneous Hamiltonians of degree 0, Commun. Pure Appl. Anal., 2 (2020), pp. 421–462.

[10] G. Davis, T. Jamin, J. Deleuze, S. Joubaud, and T. Dauxois, Succession of resonances to achieve internal wave turbulence, Phys. Rev. Lett., 124 (2020), p. 204502.

[11] S. Drijfhout and L. R. M. Maas, Impact of channel geometry and rotation on the trapping of internal tides, J. Phys. Oceanogr., 37 (2007), pp. 2740–2763.

[12] S. Dyatlov and M. Zworski, Stochastic stability of Pollicott–Ruelle resonances, Nonlinearity, 28 (2015), p. 3511.

[13] ———, Mathematical Theory of Scattering Resonances, Graduate Studies in Mathematics, American Mathematical Society, 2019.

[14] S. Dyatlov and M. Zworski, Microlocal analysis of forced waves, Pure Appl. Anal., 1 (2019), pp. 359–384.

[15] J. Galkowski and M. Zworski, Viscosity limits for zeroth-order pseudodifferential operators, Communications on Pure and Applied Mathematics, 75 (2022), pp. 1798–1869.

[16] N. Grisouard, C. Staquet, and I. Pairaud, Numerical simulation of a two-dimensional internal wave attractor, J. Fluid Mech., 614 (2008), pp. 1–14.

[17] J. Hazewinkel, P. Van Breevoort, S. B. Dalziel, and L. R. M. Maas, Observations on the wavenumber spectrum and evolution of an internal wave attractor, J. Fluid Mech., 598 (2008), p. 373.

[18] L. Hörmander, The Analysis of Linear Partial Differential Operators III: Pseudo-Differential Operators, Springer, 2007.

[19] A.-K. Kassam and L. N. Trefethen, Fourth-order time-stepping for stiff pdes, SIAM J. Sci. Comput., 26 (2005), pp. 1214–1233.

[20] C. Klein, Fourth order time-stepping for low dispersion Korteweg-de Vries and nonlinear Schrödinger equation, Electron. Trans. Numer. Anal., 29 (2008), pp. 116–135.

[21] M. P. Lamoureux and G. F. Margrave, An introduction to numerical methods of pseudodifferential operators, in Pseudo-Differential Operators: Quantization and Signals, J. T. H. G. Feichtinger, N. Lerner, ed., Springer, Berlin, 2008, ch. 3, pp. 79–134.

[22] L. R. M. Maas, Wave attractors: linear yet nonlinear, Int. J. Bifurcat. Chaos, 15 (2005), pp. 2757–2782.

[23] L. R. M. Maas, D. Benielli, J. Sommeria, and F.-P. A. Lam, Observation of an internal wave attractor in a confined, stably stratified fluid, Nature, 388 (1997), pp. 557–561.

[24] I. Nikolaev and E. Zhuzhoma, Flows on 2-dimensional Manifolds: An Overview, Lecture Notes in Mathematics, Springer Berlin Heidelberg, 2006.

[25] G. I. Ogilvie, Wave attractors and the asymptotic dissipation rate of tidal disturbances, J. Fluid Mech., 543 (2005), pp. 19–44.

[26] D. E. Pelinovsky, Localization in Periodic Potentials: From Schrödinger Operators to the Gross–Pitaevskii Equation, London Mathematical Society Lecture Note Series, Cambridge University Press, 2011.

[27] G. Pillet, T. Dauxois, E. V. Ermanyuk, L. R. M. Maas, and I. N. Sibgatullin, Internal wave attractors in three-dimensional geometries: Trapping by oblique reflection, J. Fluid Mech., 845 (2018), pp. 203–225.
[28] J. V. Ralston, *On stationary modes in inviscid rotating fluids*, J. Math. Anal. Appl., 44 (1973), pp. 366–383.

[29] M. Rieutord, B. Georgeot, and L. Valdettaro, *Inertial waves in a rotating spherical shell: attractors and asymptotic spectrum*, J. Fluid Mech., 435 (2001), p. 103.

[30] M. Ruzhansky and V. Turunen, *Pseudo-Differential Operators and Symmetries*, Birkhauser, Berlin, 2010.

[31] M. D. Ryser, N. Nigam, and P. F. Tupper, *On the well-posedness of the stochastic allen–cahn equation in two dimensions*, J. Comput. Phys., 231 (2012), pp. 2537–2550.

[32] L. N. Trefethen, *Spectral Methods in MATLAB*, Society for Industrial and Applied Mathematics, Philadelphia, PA, 2000.

[33] J. Wang, *Dynamics of resonances for 0th order pseudodifferential operators*, Communications in Mathematical Physics, 391 (2022), pp. 643–668.

[34] M. Zworski, *Semiclassical analysis*, vol. 138 of Graduate Studies in Mathematics, American Mathematical Society, Providence, RI, 2012.