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Abstract

We review recent developments of slow/fast stochastic differential equations, and also present a new result on Diffusion Homogenisation Theory with fractional and non-strong-mixing noise and providing new examples. The emphasis of the review will be on the recently developed effective dynamic theory for two scale random systems with fractional noise: Stochastic Averaging and ‘Rough Diffusion Homogenisation Theory’. We also study the geometric models with perturbations to symmetries.
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1 Introduction

When we study the evolution of a variable / quantity, which we denote by \( x \), we often encounter other interacting variables which either have the same scale as \( x \) and are therefore treated equally, or are much smaller in size or slower in speed
and are essentially negligible, or they might evolve in a microscopic scale $\varepsilon$, such variables are called the fast variables which we denote by $y$. It happens often that $y$ is approximately periodic or has chaos behaviour or exhibits ergodic properties, then its effect on the $x$-variables can be analysed. During any finite time on the natural scale of $x$, the $y$-variable will have explored everywhere in its state space. As $\varepsilon \to 0$, the persistent effects from the fast variables will be encoded in the ‘averaged’ slow motions through adiabatic transformation. We then expect that $\lim_{\varepsilon \to 0} x^\varepsilon_t$ exists; its limit will be autonomous, not depending on the $y$-variables. In other words, the action of $y$ is transmitted adiabatically to $x$ and the evolution of $x$ can be approximated by that of an autonomous system called the effective dynamics of $x$.

We explain this theory with the two scale slow/fast random evolution equation

$$dx^\varepsilon_t = f(x^\varepsilon_t, y^\varepsilon_t) \, dt + g(x^\varepsilon_t, y^\varepsilon_t) \, dB_t. \quad (1.1)$$

Here $\varepsilon > 0$ is a small parameter, $y^\varepsilon_t$ is a fast oscillating noise, and $B_t$ is another noise. The stochastic processes $B_t$ and $y^\varepsilon_t$ will be set on a standard probability space $(\Omega, \mathcal{F}, \mathbb{P})$ with a filtration of $\sigma$-algebra $\mathcal{F}_t$. Typically the sample paths of the stochastic processes $t \mapsto B_t(\omega)$, and $t \mapsto y^\varepsilon_t(\omega)$ are not differentiable but have Hölder regularities. The equation is then interpreted as the integral equation:

$$x^\varepsilon_t = x_0 + \int_0^t f(x^\varepsilon_s, y^\varepsilon_s) \, ds + \int_0^t g(x^\varepsilon_s, y^\varepsilon_s) \, dB_s. \quad (1.2)$$

We take the initial values to be the same for all $\varepsilon$. The $x$-variables are usually referred to as the slow variables. If the fast dynamics depend on the slow variables, we refer this as the ‘feedback dynamics’. If the fast variables do not depend on the slow variables, we have the ‘non-feedback dynamics’.

If $\langle B_s \rangle$ is a Brownian motion, the integral is an Itô integral. The solutions of a Itô stochastic differential equation (SDE) are Markov processes, they have continuous sample paths and therefore diffusion processes. Within the Itô calculus realm, the study of two scale systems began in the 1960s, almost as soon as a rigorous theory of Itô stochastic differential equations was established, and has been under continuous exploration. In the averaging regime, the effective dynamics are obtained by averaging the original system in the $y$-variable. This non-trivial dynamical theory is related to the Law of Large Numbers (LLN) and the ergodic theorems. The averaged dynamics for the Markovian system is expected to be again the Markov process whose Markov generator is obtained by averaging the $y$-components in the family of Markov generators $\mathcal{L}^y$ of the slow variables with a parameter $y$. Stochastic Averaging for Markovian ordinary differential equations was already studied in the 1960s and 1970s in [Str61, Str63, Nel67, Has68], [Bor77, Fre76, Sko77, Kur70]. See also [Fre76, FW03, Ver90, HP04, PSZ07, SHS02, BG06].

Stochastic averaging with periodic and stationary variable fields from the point of view of dynamical systems is a related classic topic, see [KB43]. For more recent work, see [Ne91, AIW03, BK04, Kif92]. Stochastic averaging on manifolds for Markovian systems are studied in [Li08, Ruf15, Li12, CdSR13, ABT15, BHVV17]. In the homogenisation regime, this theory is linked to Functional Central Limit Theorems (CLTs). In the classical setting this falls within the theory of diffusion creation, we therefore refer it as the diffusive homogenisation theory. A meta functional CLT is as follows [KV86, Hel82]: Let $f$ be such that $\int f \, d\pi = 0$ where $\pi$ is the unique invariant probability measure of a Markov process $Y_s$, then $\frac{1}{\sqrt{t}} \int_0^t f(Y_s) \, ds$ converges to a Markov process. Such limit theorems are the foundation for diffusive homogenisation theorems and for studying weak interactions. If the dynamics is Markovian, we naturally expect the limit of the slow variable to be another Markov process. This theory is known as homogenisation; let us call this ‘diffusive homogenisation’ to distinguish it from the settings where the dynamics is fractional. For Markovian systems, there are several well
developed books, see e.g. [KLO12, SHS02], see also [BLP11]. Diffusive homogenisation was studied in [PK74, HP08, BvR14, DKK04], see also [LO12, BK04].

An Itô type stochastic differential equation is a good model if the randomness is obtained under the assumptions that there are a large number of independent (or weakly correlated) components. However, long range dependence (LRD) is prevalent in mathematical modelling and observed in time series data such as economic cycles and data networks. One of the simplest LRD noise is the fractional noise, which is the ‘derivative’ of fractional Brownian motions (fBM). Fractional Brownian motions was popularised by Mandelbrot and Van Ness [MVN68] for modelling the long range dependent phenomenon observed by H. Hurst [HBS]. This is a natural process to use. Within the Gaussian class, those with stationary increments and the covariance structure \( \mathbb{E}(B_t - B_s)^2 = (t - s)^{2H} \) are necessarily fractional Brownian motions with similarity exponent/Hurst parameter \( H \). Fractional Gaussian fields and strongly correlated fields are used to study critical phenomena in mathematical physics, see e.g. R. L. Dobrushin, G. Jona-Lasinio, G. Pavoliotti [Dob79, JL77, JLL75], and Ja. G. Sinai [Sin76].

If \( B_t \) is a fractional BM of Hurst parameter \( H \), the stochastic integral in (1.2) is a Riemann-Stieltjes integral / Young integral. This argument also established the continuity of the solutions to Young equations. The instrument for this is the ‘Young bound’ [You36]: if \( F \in C^\alpha \) and \( b \in C^\beta \) with \( \alpha + \beta > 1 \)

\[
\left| \int_r^t (F_s - F_0) db_s \right| \lesssim |F|_\alpha |b|_\beta (t - r)^{\alpha + \beta}.
\]

With this, Young showed that the map \( (F, b) \mapsto \int_0^t F_s db_s \) is continuous where

\[
\int_0^t F_s db_s = \lim_{|P| \to 0} \sum_{(u,v) \in P} F_u(b_u - b_v) \in C^\beta,
\]

a Riemann Stieljes integral / Young integral. This argument also established the continuity of the solutions to Young equations. The solution \( x_t \) inherits the regularity of the driver and is in \( C^\beta \). This means if \( H > \frac{1}{2} \), the equation

\[
dx_t = b(x_t) \, dt + F(x_t) \, dB_t
\]

below can be interpreted as a Young integral equation. It is well posed if \( F, b \) are in \( BC^{\beta} \) [Lyo94]. In general this type of SDE can be made sense of if the Hurst parameter of the fBM \( B_t \) is greater than \( \frac{1}{2} \), see [CQ02, DU99, GNRV05] and also [KZ99, Mis08]. The study of stochastic evolution equations with fractional Brownian motions has since become popular, see eg. [HN07, AJP12, NNZ16a, FGR09, BvNS12, CHLT15, GAS18] and[Con05, NR18] for their study in mathematical finance and in economics. See also [GLT19].

Despite of this popularity of stochastic equations with fractional noise, there had not been much activity on the effect dynamics of a multi-scale systems. A stochastic averaging with LRD fractional dynamics is obtained in [HL20] for the without feedback case and also for a feedback Markovian dynamics \( y^\varepsilon_t \) which solves the following interacting SDE:

\[
dy^\varepsilon_t = \frac{1}{\varepsilon} \sum_{k=1}^{m^2} Y_k(x_t^\varepsilon, y^\varepsilon_t) \circ dW^k_t + \frac{1}{\varepsilon} Y_0(x_t^\varepsilon, y^\varepsilon_t) \, dt, \quad y^\varepsilon_0 = y_0 \tag{1.3}
\]

where \( W^i_t \) are independent Wiener processes. A uniform ellipticity is assumed of the equation. A priori the fast variables \( y^\varepsilon_t \in C^{\frac{3}{2}}_t \). Since the sample paths of \( B_t \) is in
$C^{H-}$, for the LRD case where $H > \frac{1}{2}$, (1.1) is a Young equation. More precisely, for $\omega$ fixed,

$$\left( \int_0^t g(x_s^{\varepsilon}, y_s^{\varepsilon})dB_s \right)(\omega) := \int_0^t g(x_s^{\varepsilon}(\omega), y_s^{\varepsilon}(\omega))dB_s(\omega),$$

is a Riemannian Stieljes integral / Young integral. The solution $x_t^{\varepsilon}$ inherits the regularity of $B_t^H$ and is in $C^{H-}$. These integrals are not defined with the classic Itô stochastic calculus in any natural way, it is therefore reasonable to use this pathwise interpretation. A solution theory for the equation (1.1) and (1.3) also exist, see [GN08, HL20].

As mentioned earlier, if $B_t$ is a BM, the classical averaging theory states that the effective dynamics is the Markov process with its generator obtained by averaging the Markov generators of the slow variables. This is obtained within the theory of Itô calculus. However, standard analysis within the integration theory does not lead to 'pathwise' estimates on $x_t^{\varepsilon}$ that are uniform in $\varepsilon$, which means a pathwise limit theory is not to be expected. It is clear that the 'Young bounds' are totally ineffective for obtaining the essential uniform pathwise estimates for $(\int_0^t g(x_s^{\varepsilon}, y_s^{\varepsilon})dB_s)(\omega)$.

When $\varepsilon \to 0$, the Hölder norm of the $y_s^{\varepsilon}$ is expected to blow up. If $g$ does not depend on the fast variables, it is of course possible to obtain pathwise bounds. Indeed, the sewing lemma of Gubinelli [Gub04] and Feyel-de la Pradelle [FdLP06], which neatly encapsulates the main analytic estimates of both the work of Young and that of Lyons [Lyo94], and has since become a fundamental tool in pathwise integration theory, does not provide the required estimates for the feedback dynamics. Without any uniform pathwise estimates, the slow variables (for a generic equation) cannot be shown to converge for fixed fBM path.

In [HL20], a novel approximation, of the pathwise Young integrals by Wiener integrals, was introduced with the help of the stochastic sewing lemma of Lé [LÉ20]. This approach used, paradoxically, the stochastic nature of the fractional Brownian motion in an essential way and, therefore, effectively departed the pathwise framework. Since Itô integrals and Wiener integrals are defined as an element of $L^2(\Omega)$, the uniform estimates are $L^p$-estimates and thus the limit theorem is an 'annealed' limit. It was shown, [HL20], that $x_t^{\varepsilon}$ converges in joint probability to the solution of the following equation with the same initial data as $x_0^{\varepsilon}$:

$$dx_t = \bar{f}(x_t)dt + \bar{g}(x_t)dB_t,$$

where $\bar{f}$ and $\bar{g}$ are obtained by directly averaging $f$ and $g$ respectively. Stochastic averaging with fractional dynamics is now a fast moving area, see [PIX20a, P20b, RX20, BGS19] for more recent work see [LS20, EKN20, BGS20].

For the homogenisation theory the main references are [GL20b, GL20a]; see also [GL19] which is the preliminary version of the previous two articles, equations of the form

$$\dot{x}_t^{\varepsilon} = h(x_t^{\varepsilon}, y_t^{\varepsilon})$$

are studied. They can be used to model the dynamics of a passive tracer in a fractional and turbulent random environment.

In [GL20b, GL19], a functional limit theorem is obtained. The limit theorems are build upon the results in [UZ89, NP05, NNP16, NNZ16b, BT13, PT00, Taq71, Taq77, DM79]. In [GL20a, GL19], a homogenisation theorem for random ODE's for fractional Ornstein-Uhlenbeck processes. See also [KNR14, FK00]. Since the tools for diffusive homogenisation do not apply, we have to rely on a theorem from the theory of rough path differential equations. This approach is close to that in [KM17, CG16, CFK+19, Per19], see also [FGL15, BT05, ATH12]. However, in these references only the dynamics are Markovian and the results are of diffusive homogenisation type. In [GL20a, GL20b, GL19], the fast dynamics is a fractional
Ornstein-Uhlenbeck process and the effective dynamics are not necessarily Markov processes and the limiting equation is a rough differential equation. We refer this theory as ‘rough creation’ theory and ‘rough homogenisation’ theory.

The study for the stochastic averaging theory and the homogenisation theory for fractional dynamics has just started. These theories departed from the classical theory both in terms of the methods of averaging, the techniques, and the effective dynamics. We will compare the methodologies and obtain the following intermediate result. for \( y_t = y_t/\varepsilon \) where \( y_t \) is a stationary stochastic process with stationary distribution \( \mu \).

Let \( G_k \) be a collection of real valued \( L^2(\mu) \) functions on \( \mathbb{R} \) we define

\[
X_{k,\varepsilon}^t = \sqrt{\varepsilon} \int_0^t G_k(y_s)ds, \quad X_{\varepsilon}^t = (X_{1,\varepsilon}^t, \ldots, X_{n,\varepsilon}^t)
\]

1.1 Main Results.

Our main result, c.f. Section 2, can be proved using the methods in [GL19]. The statement is as follows:

**Theorem 1.** Let \( y_t \) be a real valued stationary and ergodic process with stationary measure \( \mu \). Let \( G_k : \mathbb{R} \to \mathbb{R} \) be \( L^2 \) functions satisfying

\[
\int_0^\infty \| \mathbb{E}[G_k(y_s)|\mathcal{F}_0] \|_{L^2} ds < \infty. \tag{1.4}
\]

Suppose that furthermore the following moment bounds hold

\[
\|X_{s,t}^{k,\varepsilon}\|_{L^p} \lesssim |t-s|^\frac{1}{2}, \quad \|X_{s,t}^{i,j,\varepsilon}\|_{L^2} \lesssim |t-s|,
\]

and the functional central limit theorem holds (i.e. \( X_t^\varepsilon \) converges jointly in finite dimensional distributions to a Wiener process \( X_t = (X_1^t, \ldots, X_n^t) \)). Then the following statements hold.

(i) The canonical lift \( X^\varepsilon = (X^\varepsilon, X^\varepsilon) \) converges weakly in \( C^{\gamma} \) for \( \gamma \in \left( \frac{1}{3}, \frac{1}{2} - \frac{1}{p} \right) \).

(ii) As \( \varepsilon \to 0 \), the solutions of

\[
\dot{x}_t^\varepsilon = \sum_{k=1}^N \frac{1}{\sqrt{\varepsilon}} f_k(x_t^\varepsilon) G_k(y_t^\varepsilon), \quad x_0^\varepsilon = x_0
\]

converges to the solution of the equation \( dx_t = \sum_{k=1}^n f_k(x_t) \circ dX^k_t \).

We will discuss examples of \( y_t^\varepsilon \) and \( G_k \) for which the above holds including those discussed, see Section 2.4.

2 Homogenization via rough continuity

With the Law of Large Number theory in place we now explain the homogenisation theory. The homogenisation problem is about fluctuations from the average. We therefore take

\[
\dot{x}_t^\varepsilon = h(x_t^\varepsilon, y_t^\varepsilon), \tag{2.1}
\]

where \( h(x, y) \) is a function averaging to zero and \( h(x, y_t^\varepsilon) \) is a fast oscillating fractional nature moving at a microscopic scale \( \varepsilon \). The aim is to obtain an ‘effective’ closed equation whose solution \( \dot{x}_t^\varepsilon \) approximates \( x_t^\varepsilon \). This effective dynamics will have taken into accounts of the persistent averaging effects from the fast oscillations. Homogenisation for random ODEs has been dominated by the diffusion creation theory, with only a handful of exceptions where the limit is a fBM. We will obtain a
range of dynamics with local self-similar characteristics of the fractional Brownian motion, Brownian motion, and Hermite processes.

Recall that the fractional Brownian motion is a Gaussian process with stationary increments. Its Hurst parameter $H$, given by its covariance structure:

$$E(B_t - B_s)^2 = (t - s)^{2H},$$

indicates also the exponent in the power law decay of the corresponding fractional noise. Indeed, the correlation of two increments of the fractional Brownian motion of length 1 and time $t$ apart,

$$E(B_{t+s+1} - B_{t+s})(B_{s+1} - B_s) = \frac{1}{2} (t+1)^{2H} + \frac{1}{2} (t-1)^{2H} - t^{2H}$$

which is approximately $2Ht^{2H-2}$ for large $t$.

### 2.1 CLT for stationary processes

Given a stochastic process $y_s$ we are concerned with the question, whether for some scaling $\alpha(\varepsilon)$ and function $G : \mathbb{R} \to \mathbb{R}$ the following term converges in the sense of finite dimensional distributions

$$X^\varepsilon_t = \alpha(\varepsilon) \int_0^t G(y_s)ds.$$

Usual functional central limit theorems would set $\alpha(\varepsilon) = \sqrt{\varepsilon}$ and the limit would be a Wiener process. For Markovian noises these question has been studied a lot, see eg [KV86] and the book [KLO12] and the references therein. The basic idea is: If $L$ is the Markov generator and the Poisson equation $L = G$ is solvable, with solution in the domain of $L$, then the central limit theorem holds. This follows from the martingale formulation for Markov processes.

Another kind of condition often imposed on the noise is some kind of mixing condition. Processes that satisfy these conditions are in a sense nicely behaved as they obey the usual CLT. However, in this section we aim to treat cases in which non of this conditions are satisfied. For example the fractional Ornstein-Uhlenbeck process for $H > \frac{1}{2}$ is neither Markovian nor obeys usual mixing assumptions. Looking at this question from a Gaussian perspective Rosenblatt [Ros61] gave an example of a stationary Gaussian sequence $X_k$ such that $\frac{1}{\sqrt{N}} \sum_{k=1}^N X_k$ does not converge, however the right scaling $\frac{1}{\sqrt{N}} \sum_{k=1}^N X_k$, for a suitable $\alpha > \frac{1}{2}$ converges to the so called Rosenblatt process. Taqqu and Dobrushin [Dob79] [Taq75, Taq79] added to this work of so called non-central limit theorems. Philosophically, if the covariance function $\rho(j) = \mathbb{E}[X_0X_j]$ does not decay fast enough the limiting distribution can not have independent increments. The notions of short and long range dependence capture this idea. We say that a sequence is short range dependent if $\sum_{j=1}^{\infty} |\rho(j)| < \infty$ and long range dependent otherwise.

We now want to discuss a method to conclude convergence to a Wiener process for these kind of processes. In case of a Gaussian noise $y_s$ the rich toolboxes of Malliavin calculus, in particular the fourth moment theorem enables one to conclude limit theorems for a wide variety of situations, c.f. [Nua06, NNZ16b, NP12, NP05]. However, the method we are going to explore further relies on a martingale approximation method, see [JS03] Thm 3.79.

The idea is to impose a condition on the functional instead on the noise in order to obtain a decomposition, as in the Markovian case, into a martingale and coboundary term.

Furthermore, the method of martingale approximation can be used to obtain convergence of the lifted process via Theorem 2.2 in [KP91], cf. [BC17, KM16]. Given a function $U$ satisfying Assumption 2.7 we may define the following $L^2$ martingale

$$M_t = \int_0^\infty \mathbb{E} [U(y_r)|\mathcal{F}_{t+}] - \mathbb{E} [U(y_r)|\mathcal{F}_{0+}] dr.$$
Now we may decompose $X^\varepsilon$ as follows

$$X_t^\varepsilon = \sqrt{\varepsilon} \int_0^t U(y_r)dr = \sqrt{\varepsilon} M^\varepsilon_t + \sqrt{\varepsilon} \left( Z_t^\varepsilon - Z_0 \right),$$

where $Z_t = \int_0^\infty E[U(y_r)]d\mathcal{F}_s$. As by assumption $||Z_t||_{L^2}$ is uniformly bounded we may drop the coboundary term and apply the Martingale central limit theorem.

### 2.2 Fractional Ornstein Uhlenbeck as fast dynamics

To illustrate the type of theorem we are seeking, we review the recently obtained result for the fractional Ornstein-Uhlenbeck process. In [GL20a], we studied equation (2.4) where $y_t^\varepsilon$ is the fractional Ornstein-Uhlenbeck process. A fluctuation theorem from the average was obtained. We showed furthermore that the effective dynamics is the solution of (2.5).

**Definition 2.1.** A function $G \in L^2(\mu)$, $G = \sum_{l=0}^\infty c_l H_l$, is said to satisfy the fast chaos decay condition with parameter $q \in \mathbb{N}$, if

$$\sum_{l=0}^\infty |c_l| \sqrt{l} \left( 2q - 1 \right)^{\frac{l}{2}} < \infty.$$

The lowest index $l$ with $c_l \neq 0$ is called the Hermite rank of $G$. If $m$ is the Hermite rank we define $H^*(m) = m(H - 1) + 1$.

**Remark 2.2.** [GL19, GL20a] Let $y_t$ be the stationary fractional Ornstein-Uhlenbeck process with $H \in (0, 1) \setminus \{\frac{1}{2}\}$. Then, for any real valued functions $U \in L^2(\mu)$ with Hermite rank $m > 0$ and $H^*(m) = m(H - 1) + 1 < 0$, we have

$$\int_0^\infty ||E[U(y_s)]_{\mathcal{F}_0}||_{L^2} ds < \infty. \quad (2.2)$$

Note that, without the conditioning on $\mathcal{F}_0$ the integral would be infinite due to the stationarity of $y_s$.

Let $\alpha(\varepsilon, H^*(m))$ be positive constants as follows, they depend on $m, H$ and $\varepsilon$ and tend to $\infty$ as $\varepsilon \to 0$,

$$\alpha(\varepsilon, H^*(m)) = \begin{cases} \frac{1}{\sqrt{\varepsilon}}, & \text{if } H^*(m) < \frac{1}{2}, \\ \frac{1}{\sqrt{\varepsilon} \ln(\varepsilon)}, & \text{if } H^*(m) = \frac{1}{2}, \\ \frac{1}{\varepsilon H^*(m)-1}, & \text{if } H^*(m) > \frac{1}{2}. \end{cases} \quad (2.3)$$

For $H^*(m) \neq \frac{1}{2}$ this is equivalent to $\alpha(\varepsilon, H^*(m)) = \varepsilon^{(H^*(m)\sqrt{\varepsilon})-1}$. The following is proved in [GL19] for $H > \frac{1}{2}$, see [GL20a] for also the $H < \frac{1}{2}$ case.

**Theorem 2.3.** [GL19, GL20a] Let $y_t$ be the fractional Ornstein-Uhlenbeck process with stationary measure $\mu$. Let $G_k$ be $L^2 \cap L^{p_k}$ functions with satisfies the fast chaos decay condition with parameter $q \geq 4$ for $p_k$ sufficiently large (see blow). We order the functions $\{G_k\}$ so that their Hermite rank $m_k$ does not increase with $k$. We also assume either $H^*(m_k) < 0$ for $k \leq n$ or $H^*(m_k) > \frac{1}{2}$ otherwise. Then, the solutions of

$$\left\{ \begin{array}{l}
X_t^\varepsilon = \sum_{k=1}^N \varepsilon^{(H^*(m_k)\sqrt{\varepsilon})-1} f_k(x_t^\varepsilon) G_k(y_t^\varepsilon), \\
x_0^\varepsilon = x_0,
\end{array} \right. \quad (2.4)$$
converges, as \( \varepsilon \to 0 \) to the solution of the following equation with the same initial data:

\[
dx_t = \sum_{k=1}^{n} f_k(x_t) \circ dX^k_t + \sum_{k=n+1}^{N} f_k(x_t)dX^k_t.
\]

(2.5)

Here \( X^k_t \) is a Wiener process for \( k \leq n \), and otherwise a Gaussian or a non-Gaussian Hermite process. The covariances between the processes are determined by the functions \( G_k \), for which there are explicit formulas. In these equations, the symbol \( \circ \) denotes the Stratonovich integral and the other integrals are in the sense of Young integrals.

The conditions for \( p_k \) are:

**Assumption 2.4.** If \( G_k \) has low Hermite rank, assume \( H^*(m_k) - \frac{1}{p_k} > \frac{1}{2} \); otherwise assume \( \frac{1}{2} - \frac{1}{p} > \frac{1}{2} \). Furthermore,

\[
\min_{k \leq n} \left( \frac{1}{2} - \frac{1}{p_k} \right) + \min_{n < k \leq N} \left( H^*(m_k) - \frac{1}{p_k} \right) > 1.
\]

(2.6)

### 2.3 The rough path topology

To explain the methodology we first explain the necessities from the rough path theory. If \( X \) and \( Y \) are Hölder continuous functions on \([0, T]\) with exponent \( \alpha \) and \( \beta \) respectively, such that \( \alpha + \beta > 1 \), then by Young integration theory

\[
\int_0^T Y dX = \lim_{|P| \to 0} \sum_{[u,v] \in P} Y_u (X_v - X_u).
\]

where \( P \) denotes a partition of \([0, T]\). Furthermore \( (X, Y) \mapsto \int_0^T Y dX \) is a continuous map. Thus, for \( X \in C^{3,1}([0, T], \mathbb{R}) \) and \( f \in \mathcal{C}_b^2 \), one can make sense of a solution \( Y \) to the Young integral equation \( dY_s = f(Y_s)dX_s \). Furthermore the solution is continuous with respect to both the driver \( X \) and the initial data, see \([\text{You}36]\). If \( X \) has Hölder continuity less or equal to \( \frac{1}{2} \), this fails and one cannot define a pathwise integration for \( \int X dX \) by the above Riemann sum anymore. Rough path theory provides us with a machinery to treat less regular functions by enhancing the process with a second order process, giving a better local approximation, which then can be used to enhance the Riemann sum and show it converges.

A rough path of regularity \( \alpha \in (\frac{1}{3}, \frac{1}{2}) \), is a pair of process \( \mathbf{X} = (X_t, X_{s,t}) \) where \((X_{s,t}) \in \mathbb{R}^{d \times d} \) is a two parameter stochastic processes satisfying the following algebraic conditions: for \( 0 \leq s < u < t \leq T \),

\[
X_{s,t} - X_{s,u} - X_{u,t} = X_{s,u} \otimes X_{u,t}, \quad \text{(Chen’s relation)}
\]

where \( X_{s,t} = X_t - X_s \), and \((X_{s,u} \otimes X_{u,t})^{i,j} = X_{s,u}^i X_{u,t}^j \) as well as the following analytic conditions,

\[
\|X_{s,t}\| \lesssim |t - s|^{\alpha}, \quad \|X_{s,t}\| \lesssim |t - s|^{2\alpha}.
\]

(2.7)

The set of such paths will be denoted by \( \mathcal{C}^\alpha([0, T]; \mathbb{R}^d) \). The so called second order process \( X_{s,t} \) can be viewed as a possible candidate for the iterated integral \( \int_0^t X_{s,u}dX_u \).

Given a path \( X \), which is regular enough to define its iterated integral, for example \( X \in C^1([0, T]; \mathbb{R}^d) \), we define its natural rough path lift to be given by

\[
X_{s,t} := \int_s^t X_{s,u}dX_u.
\]
It is now an easy exercise to verify that $X = (X, X)$ satisfies the algebraic and analytic conditions (depending on the regularity of $X$), by which we mean Chen’s relation and (2.7). Given two rough paths $X$ and $Y$ we may define, for $\alpha \in (\frac{1}{2}, \frac{1}{1})$, the following defines a complete metric on $C^\alpha([0, T]; \mathbb{R}^d)$, called the in-homogenous $\alpha$-Hölder rough path metric:

$$
\rho_\alpha(X, Y) = \sup_{s \neq t} \frac{||X_{s,t} - Y_{s,t}||}{|t - s|^\alpha} + \sup_{s \neq t} \frac{||X_{s,t} - Y_{s,t}||}{|t - s|^{2\alpha}}.
$$

We are also going to make use of the norm like object

$$
||X||_\alpha = \sup_{s \neq t \in [0, T]} \frac{||X_{s,t}||}{|t - s|^{\frac{\alpha}{2}}} + \sup_{s \neq t \in [0, T]} \frac{||X_{s,t}||^{\frac{\gamma}{2}}}{|t - s|^{\frac{\alpha}{2}}}.
$$

where we denote for any two parameter process $X$ a semi-norm:

$$
||X||_{2\alpha} := \sup_{s \neq t \in [0, T]} \frac{||X_{s,t}||}{|t - s|^{2\alpha}}.
$$

Our proof will be based on the following results:

**Lemma 2.5.** Let $X^\varepsilon$ be a sequence of rough paths with $X(0) = 0$ and

$$
\sup_{\varepsilon \in (0, 1]} \mathbb{E} \left( ||X^\varepsilon||_\gamma \right)^p < \infty,
$$

for some $\gamma \in \left( \frac{1}{3}, \frac{1}{2} - \frac{1}{p} \right)$, then $X^\varepsilon$ is tight in $C^{\gamma'}$ for every $\frac{1}{3} < \gamma' < \gamma$.

**Theorem 2.6.** ([FH14]) Let $Y_0 \in \mathbb{R}^m, \beta \in (\frac{1}{3}, 1), f \in C^3_0(\mathbb{R}^m, L(\mathbb{R}^d, \mathbb{R}^m))$ and $X \in C^3([0, T], \mathbb{R}^d)$. Then, the differential equation

$$
Y_t = Y_0 + \int_0^t f(Y_s) dX_s
$$

has a unique solution which belongs to $C^3$. Furthermore, the solution map $\Phi_f : \mathbb{R}^d \times C^3([0, T], \mathbb{R}^d) \to D^{2\beta}_X([0, T], \mathbb{R}^m)$, where the first component is the initial condition and the second component the driver, is continuous.

### 2.4 Homogenization via rough continuity

#### 2.4.1 Main idea of the method

Theorem 2.6 has an interesting application to our homogenisation problem as weak convergence is preserved under continuous operations. A simple equation for the demonstration is

$$
dx^\varepsilon_t = \alpha(\varepsilon) f(x^\varepsilon_t) G(y^\varepsilon_t) dt,
$$

for a suitable choice of $\alpha$ and stochastic process $y^\varepsilon_t$, we may rewrite this equation into a rough differential equation. To do so set $X^\varepsilon_t = \alpha(\varepsilon) \int_0^t G(y^\varepsilon_s) ds$ thus,

$$
dx^\varepsilon_t = f(x^\varepsilon_t) dX^\varepsilon_t.
$$

To obtain a rough differential equation we now define the canonical lift of $X^\varepsilon$ as $X^\varepsilon = (X^\varepsilon, X^\varepsilon_s, t)$, where $X^\varepsilon_s, t = \int_s^t X^\varepsilon_r dX^\varepsilon_r$ and study

$$
dx^\varepsilon_t = f(x^\varepsilon_t) dX^\varepsilon_t.
$$

As stated above to conclude weak convergence in a Hölder space of the solutions $x^\varepsilon$ it is sufficient to obtain weak convergence of $X^\varepsilon$ in a rough path space $C^\gamma$ for some
\( \gamma \in \left( \frac{1}{3}, \frac{1}{2} \right) \). This can be done by following a two step approach. Firstly, proving convergence in finite dimensional distributions for \( X^\varepsilon \) and secondly tightness via moment bounds. See \([\text{FGL}15, \text{KM}17, \text{BC}17, \text{GL}20a, \text{CFK}+19] \).

Overall we have reduced the question to proving a functional central limit for \( X^\varepsilon \) as well as for

\[
X^\varepsilon_{s,t} = \int_s^t X^\varepsilon_{s,r} dX^\varepsilon_r = \alpha(\varepsilon)^2 \int_s^t \int_r^t G(y_r)G(y_u) du dr,
\]

in a suitable path space. In one dimensions, by symmetry, \( X^\varepsilon_{s,t} = \frac{1}{2} \left( X^\varepsilon_{s,t} \right)^2 \), hence a continuous functional of \( X^\varepsilon \). This makes the one dimensional case quite simple.

However, when dealing with equations of the form

\[
dx^\varepsilon_t = \sum_{k=1}^N \alpha_k(\varepsilon) f_k(x^\varepsilon_t) G_k(y^\varepsilon_t) dt,
\]

where the fast motions are channelled through functions of different scales, or

\[
dx^\varepsilon_t = \alpha(\varepsilon) f(x^\varepsilon_t, y^\varepsilon_t),
\]

the canonical lift is more involved.

### 2.4.2 Proof of Theorem 1

We apply the rough path theory and CLT theorem to diffusion creation. To deal with components converging to a Wiener process, to prove convergence of the second order process as mentioned above one usually relies on a martingale coboundary decomposition with suitable regularity, cf. \([\text{KM}17, \text{BC}17] \). Then, one can use the stability of weak convergence of the Itô integral, Theorem 2.2 \([\text{KP}91] \), for \( L^2 \) martingales.

**Assumption 2.7.** Given a stochastic process \( y_t \) with stationary distribution \( \mu \), a function \( U \) in \( L^2(\mu) \) is said to satisfy the ‘conditional memory loss’ condition:

\[
\int_0^\infty \| \mathbb{E} [U(y_s)] | \mathcal{F}_0 \|_{L^2} ds < \infty. \quad (2.11)
\]

**Assumption 2.8.** A vector valued process

\[
X^\varepsilon_t = \left( X^1_{1,\varepsilon}, \ldots, X^n_{n,\varepsilon} \right)
\]

is said to satisfy the rough moment condition if the following moment bounds hold

\[
\| X^k_{s,t} \|_{L^p} \lesssim |t-s|^{\frac{1}{2}}
\]

\[
\| X^i,j_{s,t} \|_{L^2} \lesssim |t-s|.
\]

Given a stationary and ergodic process \( y_t \) and functions \( G_k \), we define \( X^k_{t,\varepsilon} = \sqrt{\varepsilon} \int_0^t G_k(y_s) ds \). Suppose that there exists a Wiener process \( X_t = (X^1_t, \ldots, X^n_t) \) such that \( X^\varepsilon_t \to X_t \) in finite dimensional distributions. To prove Theorem 1, by the continuity theorem, it is sufficient to show that the canonical lift \( X^\varepsilon = (X^\varepsilon, X^\varepsilon) \) converges weakly in \( \mathcal{C}^\gamma \) for \( \gamma \in \left( \frac{1}{3}, \frac{1}{2} - \frac{1}{p} \right) \).

**Remark 2.9.** In case the assumptions of Theorem 1 are satisfied one has in particular,

\[
\mathbb{E} [X^i_t X^j_s] = 2(t \wedge s) \int_0^\infty \mathbb{E} [G_j(y_r)G_i(y_0)] dr.
\]
Proof of Theorem 1. To prove Theorem 1 one may argue similarly as in section 3.3 in [GL20a]. Recall that we assume that \( y_t \) and \( G_k \) satisfy the conditional memory loss condition in Assumption 2.7, and \( X^\varepsilon \) satisfies Assumption 2.8.

Firstly, due to Assumption 2.7 we may decompose each \( X^{k,\varepsilon} \) as follows,

\[
X_t^{k,\varepsilon} = \sqrt{\varepsilon} \int_0^t G_k(y_r) dr = \sqrt{\varepsilon} M_k^t + \sqrt{\varepsilon} \left( Z_k^t - Z_0^t \right),
\]

where \( Z_k^t = \int_0^t \mathbb{E} [G_k(y_r)|\mathcal{F}_t] dr \) and \( M_k^t = \int_0^t \mathbb{E} [G_k(y_r)|\mathcal{F}_t] - \mathbb{E} [G_k(y_r)|\mathcal{F}_0] dr \). By the construction, \( M_k^t \) is a martingale and \( \|Z_k^t\|_{L^2} \) is bounded by Assumption 2.7. Hence, the term \( \sqrt{\varepsilon} \left( Z_k^t - Z_0^t \right) \) converges to 0 in \( L^2 \). Thus, also the multidimensional martingales

\[
(\sqrt{\varepsilon} M_1^t, \ldots, \sqrt{\varepsilon} M_n^t)
\]

converge jointly to the \( n \)-dim Wiener process,

\[
X_t = (X_1^t, \ldots, X_n^t).
\]

When computing the iterated integrals \( \mathcal{X}_{s,t}^{i,j,\varepsilon} = \int_s^t X_{s,r}^{i,\varepsilon} dX_{r,t}^{j,\varepsilon} \), we obtain for the diagonal entries \( \mathcal{X}_{s,t}^{i,i,\varepsilon} = \frac{1}{2} \left( X_{s,t}^{i,\varepsilon} \right)^2 \) by symmetry as above. However, in case \( i \neq j \) we need to argue differently. Using the same martingale coboundary decomposition as above one can show the following lemma.

Lemma 2.10 (See the Appendix). For \( L(\varepsilon) = \lfloor \frac{1}{\varepsilon} \rfloor \),

\[
\varepsilon \int_0^t \int_0^s G_i(y_s)G_j(y_r) dr = \varepsilon \sum_{k=0}^{L(\varepsilon)} (M_{k+1}^t - M_k^t) M_k^t + t A^{i,j} + \mathcal{E}(\varepsilon),
\]

where \( A^{i,j} = \int_0^\infty G_i(y_s)G_j(y_0) ds \) and \( \mathcal{E}(\varepsilon) \) converges to 0 in probability.

Now, defining the cadlag martingales \( M_t^{i,\varepsilon} = \sqrt{\varepsilon} M_t^{i,\varepsilon} \), one may identify the sum above as Itô integral. Furthermore, by Assumption 2.7 these martingales are bounded in \( L^2 \), hence, using Theorem 2.2 in [KP91] we obtain,

\[
\left( M_t^{k,\varepsilon}, \int_0^t M_s^{i,\varepsilon} dM_s^{j,\varepsilon} \right) \to (X_t, \mathcal{X}_0,t),
\]

where \( \mathcal{X} \) is given by Itô integrals, in the sense of finite dimensional distributions. Additionally, the moment bounds guarantee that the convergence actually takes place \( \mathbb{C}^\gamma \) for \( \gamma \in \left( \frac{1}{p}, \frac{1}{2} - \frac{1}{p} \right) \).

An example that satisfies above conditions is given by choosing \( y_t \) as the fractional Ornstein Uhlenbeck process and functions \( G_k \) that satisfy

Assumption 2.11. Each \( G_k \) belongs to \( L^{p_k}(\mu) \), where \( p_k > 2 \), and has Hermite rank \( m_k \geq 1 \). Furthermore,

1. Each \( G_k \) satisfies the fast chaos decay condition with parameter \( q \geq 4 \).

2. For each \( k \), \( \frac{1}{q} - \frac{1}{p_k} > \frac{1}{4} \) and \( H^*(m_k) < 0 \).

where \( H^*(m) = (H - 1)m + 1 \), the Hermite rank is as defined in section 2.5.3.
2.5 Examples satisfying Assumption 2.7

2.5.1 Strong Mixing environment

Using this method one can also treat the classical setup. Given a stationary stochastic process \( y_t \) and assume it is strong mixing with mixing rate \( \alpha(s) \).

\[
\alpha(t) = \sup_{A \in \mathcal{F}_t, B \in \mathcal{F}_s} |\mathcal{P}(A \cap B) - \mathcal{P}(A)\mathcal{P}(B)|.
\]

By Lemma 3.102 in [JS03], given \( G : \mathbb{R} \to \mathbb{R} \) such that \( \|G(y_t)\|_{L^1} < \infty \) the following inequality holds,

\[
\|E[G(y_t)|\mathcal{F}_0] - E[G(y_t)]\|_{L^q} \leq 2 \left(2^{\frac{1}{q}} + 1\right) \alpha(t)^{\frac{1}{2} - \frac{1}{r}}\|G(y_t)\|_{L^r},
\]

where \( 1 \leq q \leq r \leq \infty \).

**Lemma 2.12.** Let \( y_t \) be a stationary process with mixing rate \( \alpha(t) \) and \( G \in L^r(\mu) \) is centred. Then Assumption 2.7 holds if

\[
\int_0^{\infty} \alpha(t)^{\frac{1}{2} - \frac{1}{r}} dt < \infty.
\]

2.5.2 Volterra kernel moving averages

Let \( B \) denote a fBm of Hurst parameter \( H \) and set \( y_t = \int_{-\infty}^t K(t - s)dB_s \), where \( K \) denotes a kernel \( K \) such that \( \|y_t\|_{L^2} = 1 \). Using the decomposition \( B_t - B_k = \tilde{B}_k + \bar{B}_k \), where \( \tilde{B}_k = \int_{-\infty}^t (t - k)^{H - \frac{1}{2}}(t - r)^{H - \frac{1}{2}}dr \) and \( \bar{B}_k = \int_{k}^t (t - r)^{H - \frac{1}{2}}dW_r \), we may also decompose

\[
y_t = \int_{-\infty}^t K(t - r)dB_r = \int_{-\infty}^k K(t - r)dB_r + \int_{k}^t K(t - r)dB_r - B_k
\]

\[
= \left( \int_{-\infty}^k K(t - r)dB_r + \int_{k}^t K(t - r)d\bar{B}_r \right) + \int_{k}^t K(t - r)d\tilde{B}_r
\]

\[
= \tilde{y}_t + \bar{y}_t.
\]

It was shown in [Hai05] that the term \( \tilde{B}_k \) is independent of \( \mathcal{F}_k \) and \( \bar{B}_k \) is \( \mathcal{F}_k \) measurable, hence \( \tilde{y}_k \) is independent of \( \mathcal{F}_k \) and \( y_k \) is \( \mathcal{F}_k \) measurable. Moreover, both terms are Gaussians. We set \( y_k = y_t \) for \( k \gg t \). Using an expansion into Hermite polynomials one can show the following:

**Lemma 2.13.** Let \( y_t = \int_{-\infty}^t K(t - s)dB_s \) such that \( \|y_t\|_{L^2} = 1 \) be given. If the kernel \( K \) is such that

\[
\int_{k-1}^{\infty} \left( \mathbb{E} \left[ \left( \tilde{y}_k \right)^2 \right] \right) \frac{m}{2} dt,
\]

then Assumption 2.7 hold.

An example of this is the fractional Ornstein-Uhlenbeck process.

2.5.3 Effective dynamics driven by non-Wiener process

As mentioned above for Gaussian noises one may obtain a variety of limits. The Hermite rank plays a central role in the analysis of limit theorems with Gaussian noises. Let \( \gamma \) denote the standard normal distribution and \( y_t \) a stationary process with distribution \( \gamma \), then each \( G \in L^2(\gamma) \) admits an expansion into Hermite polynomials, \( G(y_s) = \sum_{k=0}^{\infty} c_k H_k(y_s) \). The Hermite rank is now defined as the rank
of the smallest non zero Hermite polynomial, thus, a function with Hermite rank $m$ can be written as $G(y_s) = \sum_{k=m}^{\infty} c_k H_k(y_s)$ with $c_m \neq 0$. Hermite polynomials are mutually orthogonal and satisfy $E\left( H_k(y_s) H_j(y_r) \right) = \delta(k-j)\rho(|s-r|)^k$, where $\rho$ denotes the correlation function of $y_s$. In case $\rho$ admits only an algebraic decay, i.e. the fractional OU process satisfies $\rho(t) \lesssim 1 \wedge t^{2H-2}$, higher order polynomials accelerate the correlation decay. Thus, the picture one obtains is that there is a critical $m$ such that $H_k(y_s)$ is short range dependent if $k \geq m$ and long range dependent otherwise. In case $(H-1)k + 1 > \frac{1}{2}$ the process is long range dependent and short range dependent if $(H-1)k + 1 < \frac{1}{2}$, the border line case is long range dependent as well, however the sum of the correlations only diverges logarithmically, which leads to a separate behaviour which will not be discussed here. Thus, if a function $G$ has Hermite rank $m$ such that $(H-1)k + 1 > \frac{1}{2}$ one obtains convergence to Hermite processes for $\alpha(\varepsilon) = 2^H - 1^{m+1}$. As this processes have Hölder regularity greater than $\frac{1}{2}$ they can be treated within the Young framework.

Remark 2.14. To combine both frameworks in [GL20a] the assumption was made that the Hölder regularity of Wiener components plus the ones for Hermite components is bigger than 1, hence the joint lifts are irrelevant in the limit and well defined as Young integrals.

3 Recent progress on slow/fast Markovian Dynamics

In order to compare the methods, we will explain the classical Stochastic Averaging Theory and the Diffusion Homogenisation theory with Markovian Dynamics, which have been continuously reinventing itself since the 1960s and 1970s. They are typically a system of two-scale stochastic equations as follows

\[
\begin{align*}
\begin{cases}
\begin{align*}
dx_i^\varepsilon &= \sum_{k=1}^{m_1} X_k(x_i^\varepsilon, y_i^\varepsilon) \circ d\tilde{W}_i^k + X_0(x_i^\varepsilon, y_i^\varepsilon) \, dt, \quad x_0^\varepsilon = x_0; \\
dy_i^\varepsilon &= \frac{1}{\varepsilon} \sum_{k=1}^{m_2} Y_k(x_i^\varepsilon, y_i^\varepsilon) \circ dW_i^k + \frac{1}{\varepsilon} Y_0(x_i^\varepsilon, y_i^\varepsilon) \, dt, \quad y_0^\varepsilon = y_0.
\end{align*}
\end{cases}
\end{align*}
\]

(3.1)

where $\tilde{W}_i^k, W_i^k$ are independent Brownian motions. Such models have the flavour of the following multi-scale system in dynamical system

\[
\begin{align*}
\dot{x}_i^\varepsilon &= f(x_i^\varepsilon, y_i^\varepsilon), \\
\dot{y}_i^\varepsilon &= \frac{1}{\varepsilon} Y_0(x_i^\varepsilon, y_i^\varepsilon).
\end{align*}
\]

In dynamical system, the fast dynamics is often periodic or has chaotic behaviour.

Because these are well known, we will focus on the newer developments that applies to non-linear state spaces which is sufficient to illustrate the underlying ideas and the differences between the theories within the Markovian dynamics and that with the fractional dynamics. Since the scale in a multi-scale system are note naturally separated, we will need to use geometric methods to separate them, the slow and fast variables so obtained often lives in a non-linear space. For example if we take an approximately integrable Hamiltonian system the natural state space is a torus. If the slow-fast system is obtained by using symmetries, the state space of the fast motions are Lie groups. SDEs with symmetries are popular topics, see [DVMU16, AVMU19, ELJL10, Tak20, EL06, ELJL04]. See also [Li18b, Li12] for perturbation to symmetries.

3.1 The Basic Averaging Principal

For $y \in \mathbb{R}^n$, let $\sigma_i(\cdot, y) : \mathbb{R}^d \to \mathbb{R}^d$, and for $x \in \mathbb{R}^d$, $Y_i(x, \cdot) : \mathbb{R}^n \to \mathbb{R}^n$. The averaging principle states that if $(x_i^\varepsilon, y_i^\varepsilon)$ is the solution of the following stochastic
Our main contribution is to obtain quantitative estimates that are locally uniform in $x$. The notation $L$ is Schauder’s estimates. There is typically a rate of convergence of the order $\|\cdot\|_{C^{m}}$. Then, $x^{\varepsilon}$ converges to a Markov process. This principle requires technical verification.

The popular format and assumptions for the Stochastic Averaging Principle is as follows, see [Has68] and [Ver90]. Let $Y^{\varepsilon}_{t}$ be the solution to the equation below with frozen slow variable (we assume sufficient regularity assumption so that there equation has a unique strong solution.)

\[ dy^{\varepsilon}_{t} = \sum_{k=1}^{m_{2}} Y_{k}(x^{\varepsilon}_{t}, y^{\varepsilon}_{t}) dW^{k}_{t} + \frac{1}{\varepsilon} Y_{0}(x^{\varepsilon}_{t}, y^{\varepsilon}_{t}) dt, \quad y^{0}_{0} = y_{0}, \]

suppose that there exists a unique invariant probability measure $\mu^{x}$. Assume furthermore that the coefficients of the equations are Lipschitz continuous in both variables and suppose that there exist functions $\bar{a}_{i,j}$ and $\bar{b}$ such that on $[0, T]$,

\[
\left| \frac{1}{t} \mathbb{E} \int_{0}^{t} b(x, Y^{\varepsilon}_{s}) ds - \bar{b}(x) \right| \lesssim (|x|^{2} + |y_{0}|^{2} + 1),
\]

\[
\left| \frac{1}{t} \mathbb{E} \int_{0}^{t} \sum_{k=1}^{m_{2}} \sigma^{2}_{k}(x, Y^{\varepsilon}_{s}) ds - \bar{\sigma}^{2}_{i,j}(x) \right| \lesssim (|x|^{2} + |y_{0}|^{2} + 1). \tag{3.3}
\]

Then, $x^{\varepsilon}_{t}$ converges weakly to the Markov process with generator $L^{\varepsilon}$

\[
\mathcal{L}^{\varepsilon} = \frac{1}{2} \bar{a}_{i,j}(x) \frac{\partial^{2}}{\partial x_{i} \partial x_{j}} + \bar{b}_{k}(x) \frac{\partial}{\partial x_{k}}.
\]

The notation $\bar{h}$ denotes the average of a function $h$, i.e. $\bar{h}(x) = \int h(y) \mu^{x}(dy)$. In [Has68], boundedness in $y$ is assumed in (3.3). This is replaced by the quadratic growth in [Ver90], where a uniform ellipticity is also used to replace the regularity assumption needed on $x \mapsto \mu^{x}$.

In the next section we outlined conditions posed directly on the coefficients of the equations, under which these assumptions hold.

### 3.2 Quantitative locally uniform LLN

The law of large numbers is the foundation for stochastic averaging theory. Let $y^{\varepsilon}_{t}$ be an ergodic Markov process on a state space $\mathcal{Y}$ with invariant measure $\pi$, then the Birkhoff’s ergodic theorem holds, i.e.

\[
\lim_{t \to \infty} \left| \frac{1}{t} \mathbb{E} \int_{0}^{t} h(x_{s}) ds - \int h(y) \pi(dy) \right| \to 0.
\]

If $\mathcal{L}$ is a strictly elliptic operator, this is seen easily by the martingale inequalities and Schauder’s estimates. There is typically a rate of convergence of the order $\frac{1}{t^{r}}$. Such results are classic for elliptic diffusions on $\mathbb{R}^{n}$. For Brownian motion on a compact manifolds this is proven in [Led95], see also [EFLJ01], we generalise this result to non-elliptic operators and obtain a quantitative estimate. Furthermore, we obtain locally uniform estimates for diffusion operators $\mathcal{L}_{x}$ where $x \in \mathcal{X}$ is a parameter. Our main contribution is to obtain quantitative estimates that are locally uniform in $x$. We indicate one such result below.
Definition 3.1. Let $X_0, X_1, \ldots, X_k$ be smooth vector fields.

(i) The differential operator $\sum_{k=1}^{m}(X_i)^2 + X_0$ is said to satisfy Hörmander’s condition if $\{X_k, k = 0, 1, \ldots, m\}$ and their iterated Lie brackets generate the tangent space at each point.

(ii) The differential operator $\sum_{k=1}^{m}(X_i)^2 + X_0$, is said to satisfy strong Hörmander’s condition if $\{X_k, k = 1, \ldots, m\}$ and their iterated Lie brackets generate the tangent space at each point.

Let $s \geq 0$, let $dx$ denote the volume measure of a Riemannian manifold $G$ and let $\Delta$ denote the Laplacian. If $f$ is a $C^\infty$ function we define its Sobolev norm to be

$$\|f\|_s = \left( \int_G f(x)(I + \Delta)^{s/2} f(x) \, dx \right)^{\frac{1}{2}}$$

If the Strong Hörmander’s condition holds and $\mathcal{Y}$ is compact, then the Markov process with generator $\sum_{k=1}^{m}(X_i)^2 + X_0$ has a unique invariant probability measure. We state a theorem for $\mathcal{Y}$ compact, a version with $\mathcal{Y}$ not compact can also be found in [Li18b].

Theorem 3.2. [Li18b] Let $\mathcal{Y}$ be a compact manifold. Suppose that $Y_i(x, \cdot)$ are bounded vector fields on $\mathcal{Y}$ with bounded derivatives and $C^\infty$ in both variables. Suppose that for each $x \in \mathcal{X}$,

$$\mathcal{L}_x = \frac{1}{2} \sum_{i=1}^{m} Y_i^2(x, \cdot) + Y_0(x, \cdot)$$

satisfies Hörmander’s condition and has a unique invariant probability measure which we denote by $\mu_x$. Then the following statements hold.

(a) $x \mapsto \mu_x$ is locally Lipschitz continuous in the total variation norm.

(b) For every $s > 1 + \frac{\dim(\mathcal{Y})}{2}$ there exists a positive constant $C(x)$, depending continuously in $x$, such that for every smooth function $f : \mathcal{Y} \to \mathbb{R}$,

$$\left| \frac{1}{T} \int_t^{t+T} f(z_r^x) \, dr - \int_G f(y) \mu_x(dy) \right|_{L_2(\Omega)} \leq C(x) \|f\|_s \frac{1}{\sqrt{T}}, \quad (3.4)$$

where $z_r$ denotes an $\mathcal{L}_x$-diffusion.

The proof for this follows from an application of Itô’s formula, applied to the solution of the Poisson equation $\mathcal{L}_x h = f(x, \cdot)$ where $\int f(x, y) \mu_x(dy) = 0$. For such functions,

$$\frac{1}{T} \int_0^T f(x, z_r^x) \, dr = \frac{1}{T} \left( g(x, z_r^x) - g(x, y_0) \right) - \frac{1}{T} \left( \sum_{k=1}^{m} \int_0^T dg(x, \cdot)(Y_k(x, z_r^x))dW_r^k \right).$$

We take $t = 0$ for simplicity.) It then remain to bound the supremum norm of $dg(x, \cdot)$, which is a consequence of the sub-elliptic estimates of Hörmander.

3.3 Averaging with Hörmander’s conditions

Let $\mathcal{X}, \mathcal{Y}$ be smooth manifolds. We take a family of vector fields $\sigma_i(\cdot, y)$ on $\mathcal{X}$ indexed by $y \in \mathcal{Y}$ and a family of vector fields $Y_i(x, \cdot)$ with parameter $x \in \mathcal{X}$. The vector field $\sigma_i(\cdot, y)$ acts on a real function $h : \mathcal{X} \to \mathbb{R}$ so that $\sigma_i(\cdot, y)h$ is the derivative of $h$ in the direction of $\sigma_i(\cdot, y)$. If $X$ is a vector field we denote by $Dh(X(x))$
the derivative of the function $h$ in the direction of $X(x)$ at the point $x$. The function so obtained is also denoted by $L_X h$, or $Xh$, or $Dh(X)$.

The assumption (3.3) can in fact be verified with ergodicity and regularity conditions on the coefficients. We state such a result on manifolds. We switch to Stratonovich integrals and denote this by $\circ$. We also denote by $\bar{\sigma}_0$ and $\bar{Y}_0$ the effective drifts (including the Stratonovich corrections). Consider

$$
\begin{align*}
    dx_t^\varepsilon &= \sum_{k=1}^{m_1} \sigma_k(x_t^\varepsilon, y_t^\varepsilon) \circ d\tilde{W}_t^k + \sigma_0(x_t^\varepsilon, y_t^\varepsilon) dt, \quad x_0^\varepsilon = x_0; \\
    dy_t^\varepsilon &= \frac{1}{\sqrt{\varepsilon}} \sum_{k=1}^{m_2} Y_k(x_t^\varepsilon, y_t^\varepsilon) \circ dW_t^k + \frac{1}{\varepsilon} Y_0(x_t^\varepsilon, y_t^\varepsilon) dt, \quad y_0^\varepsilon = y_0.
\end{align*}
$$

(3.5)

Suppose that, for each $x$, $L_x = \frac{1}{2} \sum_{i=1}^m Y_i^2(x, \cdot) + Y_0(x, \cdot)$ has a unique invariant probability measure which we denote by $\mu^x$. For $h : X \to \mathbb{R}$ a smooth function with compact support, we define

$$
\bar{L}h(x) = \frac{1}{2} \sum_k \int_Y (D^2h)_x(\sigma_k(x, y), \sigma_k(x, y)) (y) \mu^x(dy) + \int_Y (Dh)_x(\sigma_0(x, y)) \mu^x(dy).
$$

The key condition for the convergence of the slow motion is the Hörmander’s condition. More precisely we will make use of the conclusion of Theorem 3.2, from which we obtain the following estimates on a compact subset $D$ of $X$:

$$
E \sum_{i=0}^{N-1} \left| \int_{t_i}^{t_{i+1}} f(x_s^\varepsilon, y_s^\varepsilon) \, ds - \Delta t_i f(x_t^\varepsilon) \right| \leq c T \lambda(\frac{\Delta t_i}{\varepsilon}) \sup_{x \in D} \| f(x, \cdot) - \bar{f}(x) \|_s.
$$

(3.6)

Here $\lambda(t)$ is a function converging to zero as $t \to \infty$. With this we obtain the dynamical Law of Large Number as follows.

**Theorem 3.3.** [Li18b] Let $\mathcal{Y}$ be compact and $Y_i$ are in $C^2 \cap BC^1$. Suppose that $\tilde{\sigma}_0$ and $\sigma_i$ are $C^1$, where $i = 1, \ldots, m$, and $L_x$ satisfies Hörmander’s condition and that it has a unique invariant probability measure. Suppose that one of the following two statements holds.

(i) Let $\rho$ denote the distance function on $\mathcal{Y}$. Suppose that $\rho^2$ is smooth and

$$
\frac{1}{2} \sum_{i=1}^m \nabla \rho^2(\sigma_i(\cdot, y), \sigma_i(\cdot, y)) + \rho^2(\tilde{\sigma}_0(\cdot, y)) \leq K (1 + \rho^2(\cdot)), \quad \forall y \in G.
$$

(ii) The sectional curvature of $\mathcal{Y}$ is bounded. There exists a constant $K$ such that

$$
\sum_{i=1}^m |\sigma_i(x, y)|^2 \leq K (1 + \rho(x)), \quad |\sigma_0(x, y)| \leq K (1 + \rho(x)), \quad \forall x \in N, \forall y \in G.
$$

Then $\{x_t^\varepsilon, \varepsilon > 0\}$ converges weakly, on any compact time intervals, to the Markov process with the Markov generator $\bar{L}$.

This theorem is useful when we have an stochastic differential equation on a manifold which is invariant under a group action, and when we study its small perturbations.
3.3.1 Geometric Models

The LLN can be used to study the following models.

Example 3.4. (1) **Approximately Integrable Hamiltonian systems.** If $H : M \to \mathbb{R}$ is a smooth Hamiltonian function on a symplectic manifold or on $\mathbb{R}^{2n}$ with its standard symplectic structure, we use $X_H$ to denote its Hamiltonian vector fields. Let $k$ be a smooth vector field. Let $\{H_i\}$ be a family of Poisson commuting Hamiltonian functions on a symplectic manifold.

$$dz_i^\varepsilon = \frac{1}{\varepsilon} \sum_{i=1}^{n} X_{H_i}(z_i^\varepsilon) \circ dW_i^\varepsilon + \frac{1}{\varepsilon} X_{H_0}(z_i^\varepsilon)dt + k(z_i^\varepsilon)dt.$$  

Let $x_i^\varepsilon = (H_1(z_i^\varepsilon), \ldots, H_N(z_i^\varepsilon))$ and let $y_i^\varepsilon$ denote the angle components. It was shown in [Li08] that an averaging principle holds if $\{H_1, \ldots, H_n\}$ forms a completely integrable systems and $x_i^\varepsilon$ converging to the solution of ODE. Furthermore if $k$ is also a Hamiltonian vector field, then $x^\varepsilon$ converges on the scale $[0, \frac{1}{\varepsilon}]$ to a Markov process whose generator can be explicitly computed.

(2) **Stirring geodesics.** Let $H_0$ is a horizontal vector field on the orthonormal frame bundle $OM$ of a manifold $M$. The orthonormal frames over $x \in ME$ are the set of directions, i.e. linear maps from $\mathbb{R}^n$ to $T_xM$. Then the equation $\dot{u}_t = H_0(u_t)$ on $OM$ is the equation for geodesics, its projection to the base manifold is a geodesic with unit speed, it solves a second order differential equation on $M$. Let $\{A_k\}$ be a collection of skew symmetric $d \times d$ matrices where $d$ is the dimension of the manifold. Let $A_k$ denote also the vertical fundamental fields obtained on $OM$ by rotating an initial tangent vector in the direction of the exponential map of $A_k$. Consider the equation on $OM$:

$$du^\varepsilon_t = \frac{1}{\varepsilon} H_0(u^\varepsilon_t)dt + \frac{1}{\varepsilon} \sum_{k=1}^{n(n-1)} A_k(u^\varepsilon_t) \circ dW^k_t.$$  

These are large oscillatory perturbations on the geodesic equation, considered on the scale $[0, \frac{1}{\varepsilon}]$.

Let $\pi$ denote the projection of a frame in $O_xM \triangleq \mathcal{L}(\mathbb{R}^n, T_xM)$ to $x$. We are only concerned with the projection of $u^\varepsilon_t$ to the base manifold $M$ and we set $x^\varepsilon_t = \pi(u^\varepsilon_t)$. Then our equation reduces to the following:

$$x^\varepsilon_t = \frac{1}{\varepsilon} x^\varepsilon_t g^\varepsilon_t$$  

on the manifold $M$, where $g^\varepsilon_t$ is a fast diffusion on $SO(d)$. If $\{A_k\}$ is an o.n.b. of $so(d)$, it was shown in [Li15] that $\pi(u^\varepsilon_t)$ converges as $\varepsilon \to 0$. Theorem 3.3 allow this theorem to be extended to a set of $L = \{A_k\}$, which is not necessarily an o.n.b. of $so(n)$, but the elements of $L$ and their Lie bracket has dimension $n$.

(3) **Perturbation to equi-variant diffusions.** Perturbed equi-variant SDEs on principal bundles were studied in [Li12, Li18b]. See also [EL06, ELJL04, ELJL10] for the study of equivariant diffusions.

(4) **Inhomogeneous scaling of Riemannian metric and collapsing of manifolds.** In [Li18a], a singularly perturbed model on a lie group $G$ with a compact subgroup $H$ was studied. Let $G$ be endowed with an $Ad_{H}$-invariant left invariant Riemannian metric, this exists if $H$ is compact. Let $X_i$ be elements of the Lie algebra of $H$ which we denote by $\mathfrak{h}$. Let $Y$ be an element of its orthogonal
complement. We identify an element of the Lie algebra with the left invariant vector fields generated by it. Consider

\[ dg^\varepsilon_t = \frac{1}{\varepsilon} \sum_{k=1}^{p} X_k(g^\varepsilon_t) \circ dW^k_t + \frac{1}{\varepsilon} Y(g^\varepsilon_t) \, dt. \]

Then, if \{X_k\} and their brackets generates \( \mathfrak{h} \), it was shown in [Li18a] that \( \pi(g^\varepsilon_t) \) converges to a diffusion process on the orbit space \( G/H \).

In these examples, a geometric reduction method is used, see also [Li18b, CLVE08].

### 3.4 Diffusion homogenisation theory

The models in [2] and [4] above can be reduced to random ODEs with a random right hand sides. The effective dynamic theory falls into the diffusive homogenisation theory. The first example also falls within this theory when the perturbation vector field \( k \) is again a Hamiltonian vector field. According to [Has66], the study of ODEs with a random right hand side was already considered in an article by Stratonovich in 1961. See [KLO12, MP18].

A diffusive homogenisation theory, in its simplest form, is about a family of random ordinary differential equation of the form

\[ \dot{x}^\varepsilon_t = \frac{1}{\sqrt{\varepsilon}} V(x^\varepsilon_t, y^\varepsilon_t) \]

where \( V \) is a function with \( \int V(x, y) \mu(dy) = 0 \) and \( y_t \) is an ergodic Markov process or a stationary strong mixing stochastic process, and \( y^\varepsilon_t \) is distributed as \( y_\cdot \), with stationary measure \( \mu \). The zero averaging assumption is about the ‘oscillatory property’ on the \( y \) process and also restrictions on the functions \( V \), without this \( x^\varepsilon_t \) may blow up as \( \varepsilon \to 0 \) even if \( V \) is bounded and smooth. Assuming the square root scaling is the correct scaling for a non-trivial effective limit, then we expect the effective dynamics to be a Markov process in which case we employ the martingale method.

Suppose that \( y_t \) is a Markov process with generator \( \mathcal{L}_0 \), then \( y^\varepsilon_t \) is a Markov process with generator \( \frac{1}{\varepsilon} \mathcal{L}_0 \) with invariant measure \( \pi \). To proceed further let \( F \) be a real valued function, then

\[ F(x^\varepsilon_t) = F(x^\varepsilon_0) + \frac{1}{\sqrt{\varepsilon}} \sum_k \int_0^t (DF) x^\varepsilon_s \left( V(x^\varepsilon_s, y^\varepsilon_s) \right) ds. \]

We take \( x^\varepsilon_0 = x_0 \) for simplicity. Using a semi-martingale decomposition,

\[ \int_0^t dF((V(x^\varepsilon_s, y^\varepsilon_s))) ds = M^\varepsilon_t + A^\varepsilon_t, \]

it remains to show that

(i) \((x^\varepsilon, \varepsilon \in (0, 1))\) is a relatively compact set of stochastic processes;

(ii) any of its limit point \( \bar{x}_t \) solves a martingale problem with a generator \( \bar{\mathcal{L}} \) which comes down to show that conditioning on the past;

(iii) the drift part \( A^\varepsilon_t \) converges to the conditional process of \( \int_0^t \bar{\mathcal{L}} f(x_s) ds \).

If \( y_t \) is a Markov process with generator \( \mathcal{L} \), then the semi-martingale decomposition comes from solving the Poisson equation:

\[ \mathcal{L} \beta(\cdot, y) = dF \circ V(\cdot, y). \]
This equation is solvable, for each \( y \), precisely under the center condition on \( V \). Of course we will need to assume some technical conditions, for example \( \mathcal{L}_0 \) is elliptic and the state space for \( y \) is compact. Then one applies the \( \text{Itô} \) formula to obtain:

\[
\begin{align*}
\beta(x^\varepsilon_t, y^\varepsilon_t) &= \beta(x_0, y_0) + \frac{1}{\varepsilon} \int_0^t D_x \beta \left( V(x^\varepsilon_s, y^\varepsilon_s) \right) ds + \frac{1}{\varepsilon} \int_0^t \mathcal{L}_y \beta(x^\varepsilon_s, y^\varepsilon_s) ds + N^\varepsilon_t \\
&= \beta(x_0, y_0) + \frac{1}{\varepsilon} \int_0^t D_x \beta \left( V(x^\varepsilon_s, y^\varepsilon_s) \right) ds + \frac{1}{\varepsilon} \int_0^t dF(V(x^\varepsilon_s, y^\varepsilon_s)) ds + N^\varepsilon_t.
\end{align*}
\]

the subscript \( y \) in \( \mathcal{L}_y \) indicates applying the operator to the second variable \( y \), and similarly \( D_x \beta \) indicates differentiation in the first variable. Also, \( N^\varepsilon_t = \int_0^t D_y \beta(x^\varepsilon_s, y^\varepsilon_s)) d\{y^\varepsilon_s\} \), where \( \{y^\varepsilon_s\} \) denotes the martingale part of \( y^\varepsilon \), is a local martingale. This means

\[
F(x^\varepsilon_t) = F(x_0^\varepsilon) + \sqrt{\varepsilon} (\beta(x^\varepsilon_t, y^\varepsilon_t) - \beta(x_0, y_0)) - \int_0^t D_x \beta \left( V(x^\varepsilon_s, y^\varepsilon_s) \right) ds - N^\varepsilon_t.
\tag{3.7}
\]

This identity can now be used to show \( \{x^\varepsilon, \varepsilon \in (0, 1]\} \) is tight. Let us examine the terms in the above equation. We expect that that \( \sqrt{\varepsilon} (\beta(x^\varepsilon_t, y^\varepsilon_t) - \beta(x_0, y_0)) \) is negligible when \( \varepsilon \) is small and \( \int_0^t D_x \beta \left( V(x^\varepsilon_s, y^\varepsilon_s) \right) ds \) converges if \( x^\varepsilon \) converges as a process. Indeed if \( V \) does not depend on \( x \), the ergodic assumption will imply that \( \int_0^t D_x \beta \left( V(x^\varepsilon_s, y^\varepsilon_s) \right) ds \) converges to the spatial average \( \int V(y) \pi(dy) \). Let us define

\[
\tilde{\mathcal{L}} = \int D_x \beta(V(x, y)) \pi(dy).
\]

It remains to show that any limit \( x_t \) satisfies that \( F(x_t) = \int F(x_s) ds \) is a martingale, which can be obtained from (3.7) by ergodic theorems.

If both the \( x \) and \( y \)-variables taking values in a manifold and \( V(x, y) = \sum_{k=1}^N Y_k(x) G_k(y) \) where \( G_k = \int G_k(y) \pi(dy) = 0 \), a diffusive homogenisation theorem is proved in [Li16], from which we extract a simple version and state it below.

**Theorem 3.5.** [Li16] Suppose that \( \mathcal{L}_0 \) is a smooth and elliptic operator on a smooth compact manifold \( Y \) with invariant measure \( \pi \) and \( G_k \) smooth functions with \( \int_Y G_k d\pi = 0 \). Let \( Y_i \) be smooth vector fields on \( \mathbb{R}^N \), growing at mostly linearly, and have bounded derivatives of all order. Consider

\[
x^\varepsilon_t = \frac{1}{\sqrt{\varepsilon}} \sum_{k=1}^N Y_k(x^\varepsilon_t) G_k(y^\varepsilon_t), \quad x^\varepsilon_0 = x_0.
\]

Then, the following statements hold.

1. As \( \varepsilon \to 0 \), the solution \( x^\varepsilon \) converges to a diffusion measure \( \bar{\mu} \) on any bounded time intervals. Furthermore for every \( \tau < \frac{1}{4} \), their Wasserstein distance is bounded above by \( \varepsilon^\tau \), i.e.

\[
\sup_{t \in T} d(\bar{P}_t^\varepsilon, \bar{\mu}_t) \lesssim \varepsilon^{\frac{1}{4} - \tau}.
\]

2. Let \( \beta_j \) be the solutions to \( \mathcal{L}_0 \beta_j = G_j, \beta_j(0) = \int G(Y_i \beta_j) d\pi, \) and \( P_t \) the Markov semigroup for

\[
\tilde{\mathcal{L}} = - \sum_{i,j=1}^m G_i \beta_j Y_i(Y_j f),
\]

where \( Y_i F = dF(Y_i) \). Then, for every \( F \in BC^4 \) and any \( T \),

\[
\sup_{t \in T} |E F(x^\varepsilon_t) - P_t F(x_0)| \lesssim \varepsilon \sqrt{\log \varepsilon} (1 + |x_0|^2) (1 + |F|_{C^4}).
\]
Remark 3.6. In [Li16] a more general theorem is proved without assuming the uniqueness of the invariant probability measures for the fast variables. The compactness of the state space for $y_t$ is not important, what we really used is the exponential rate of convergence of the diffusion at time $t$ to the invariant measure in the total variation norm.

4 Appendix

Here we give a proof for Lemma 2.10, which is completely analogue to that of [GL20a, Prop. 4.10], where the theorem is stated for the fractional OU-process, but the proof is also valid for the processes specified in Lemma 2.10. The proof is added here for reader’s the convenience. We will however omit lengthy algebraic manipulations identical to that for the proof of [GL20a, Prop. 4.10], pointing out only where to find them.

Proof of Lemma 2.10. We write $U = G_i$ and $V = G_j$ and denote by $\mathcal{F}_k$ the filtration generated by the fractional Brownian motion defining our fOU process. For $k \in \mathbb{N}$, we define the $\mathcal{F}_k$-adapted processes:

$$I(k) = \int_{k-1}^{k} U(y_s)ds, \quad J(k) = \int_{k-1}^{k} V(y_s)ds,$$

$$\hat{U}(k) = \int_{k-1}^{\infty} \mathbb{E}[U(y_s)|\mathcal{F}_k]ds, \quad \hat{V}(k) = \int_{k-1}^{\infty} \mathbb{E}[V(y_s)|\mathcal{F}_k]ds,$$

$$M_k = \sum_{l=1}^{k} \hat{U}(l) - \mathbb{E}[\hat{U}(l-1)|\mathcal{F}_{l-1}], \quad N_k = \sum_{l=1}^{k} \hat{V}(l) - \mathbb{E}[\hat{V}(l-1)|\mathcal{F}_{l-1}].$$

In particular, $M_k$ and $N_k$ are $\mathcal{F}_k$ adapted $L^2$ martingales. There are the following useful identities. For $k \in \mathbb{N}$

$$\hat{U}(k) = I(k) + \mathbb{E}[\hat{U}(k+1)|\mathcal{F}_k],$$

$$M_{k+1} - M_k = I(k) + \hat{U}(k+1) - \hat{U}(k)$$

$$\sum_{j=1}^{k} I(j) = \int_{0}^{k} U(y_r)dr = M_k - \hat{U}(k) + \hat{U}(1) - M_1,$$

and similarly for $J, \hat{V}$ and $N$, where the function $U$ is replaced by $V$.

In a nutshell, the proof is as follows. Combining Lemma 4.1 below, and using $\mathbb{E}(U(y_s)V(y_r)) = \mathbb{E}(U(y_{s-r})V(y_0))$, we see that

$$\varepsilon \int_{0}^{t} \int_{0}^{s} U(y_u)V(y_r)drds$$

$$= \varepsilon \sum_{k=1}^{b}(M_{k+1} - M_k)N_k + t \int_{0}^{\infty} \mathbb{E}(U(y_u)V(y_0)) du + \mathbb{E}r_1(\varepsilon) + \mathbb{E}r_2(\varepsilon).$$

The proof of Lemma 2.10 is then concluded with Lemma 4.2 and the identity

$$\left( \int_{0}^{1} \int_{0}^{1} + \int_{1}^{\infty} \int_{0}^{1} \right) \mathbb{E}(U(y_s)V(y_r))drds = -\frac{1}{2} \int_{0}^{\infty} \int_{u}^{\infty} \mathbb{E}(U(y_u)V(y_0)) dudv$$

$$= \int_{0}^{\infty} \mathbb{E}(U(y_u)V(y_0)) dv.$$
Lemma 4.1. There exists a function $\text{Er}_1(\varepsilon)$, which converges to zero in probability as $\varepsilon \to 0$, such that

$$
\varepsilon \int_0^t \int_0^s U(y_s)V(y_r)drds = \varepsilon \sum_{k=1}^L I(k) \sum_{l=1}^{k-1} J(l) + t \int_0^1 \int_0^s \mathbb{E}(U(y_s)V(y_r)) \, drds + \text{Er}_1(\varepsilon)
$$

(4.1)

The proof for this follows exactly the same way as that of Lemma 4.13 in [GL20a] where the proof is for the fractional Ornstein-Uhlenbeck process, but the proof used only the stationary property and the ergodicity of the process.

Lemma 4.2. The following converges in probability:

$$
\lim_{\varepsilon \to 0} \left( \varepsilon \sum_{k=1}^L I(k) \sum_{l=1}^{k-1} J(l) - \varepsilon \sum_{k=1}^L (M_{k+1} - M_k)N_k \right) = t \int_1^\infty \int_0^1 \mathbb{E}(U(y_s)V(y_r)) \, drds.
$$

This lemma can be proved in the same way as that of [GL20a, Lemma 4.14], again that was for the fractional Ornstein-Uhlenbeck process. The idea is to use the above identities to write the summation on the left hand side as follows:

$$
\varepsilon \left( \sum_{k=1}^L -I(k) \hat{V}(k) + \sum_{k=1}^L I(k)(\hat{V}(1) - N_1) - \sum_{k=1}^L (\hat{U}(k+1) - \hat{U}(k))N_k \right) = I_1^\varepsilon + I_2^\varepsilon + I_3^\varepsilon.
$$

To the first term we apply shift invariance and ergodic theorem to obtain

$$
I_1^\varepsilon \to -t \mathbb{E}[I(1)\hat{V}(1)] = (-t)\mathbb{E} \left( \int_0^1 U(y_r)dr \int_0^\infty V(y_s)ds \right).
$$

(4.2)

Also,

$$
J_2^\varepsilon = \mathbb{E} \left| \varepsilon \sum_{k=1}^L I(k)(\hat{V}(1) - N_1) \right|^2 \lesssim \varepsilon^2 \mathbb{E}[\hat{V}(1)]^2 \int_0^1 \int_0^L \mathbb{E}[U(y_r)U(y_s)] \, ds \, dr \to 0,
$$

Since $\int_0^L \int_0^L \mathbb{E}[U(y_r)U(y_s)] \, ds \, dr \sim \frac{L^2}{\varepsilon}$. We then change the order of summation to obtain the following decomposition

$$
-I_3^\varepsilon = -\varepsilon \sum_{j=1}^{L-1} (N_{j+1} - N_j)\hat{U}(L+1) + \varepsilon \sum_{j=1}^{L-1} (N_{j+1} - N_j)\hat{U}(j+1) - \varepsilon \left( \hat{U}(L+1) - \hat{U}(1) \right)N_1
$$

$$
= J_1^\varepsilon + J_2^\varepsilon + J_3^\varepsilon.
$$

By Birkhoff’s ergodic theorem, $J_1^\varepsilon \to 0$ a.s. and similarly,

$$
J_2^\varepsilon \to t \mathbb{E} \left( \hat{U}(2)(N_2 - N_1) \right).
$$

(4.3)

Since $\hat{U}(j)$ is bounded in $L^2(\Omega)$ by the assumption (for the fractional OU-process, this assumption is proved to hold), $|J_3^\varepsilon|_{L^2(\Omega)} \lesssim \varepsilon \to 0$. This concludes the limit of the left hand side to be

$$
t \mathbb{E} \left[ \hat{U}(2)(N_2 - N_1) - I(1)\hat{V}(1) \right],
$$

(4.4)

which we need to rewrite. Firstly,

$$
(N_2 - N_1) = \hat{V}(2) - \hat{V}(1) + \int_0^1 V(y_s) \, ds,
$$

$$
I(1) = \hat{U}(1) - \mathbb{E}[\hat{U}(2)|\mathcal{F}_1].
$$
Secondly,
\[
\mathbb{E}\left( \hat{U}(2)(N_2 - N_1) - I(1)\hat{V}(1) \right) \\
= \int_1^\infty \int_0^1 \mathbb{E}\left( U(y_s)V(y_r) \right) \, dr \, ds + \mathbb{E}\left( \hat{U}(2) \left( \hat{V}(2) - \hat{V}(1) \right) - \left( \hat{U}(1) - \mathbb{E}[\hat{U}(2)|\mathcal{F}_1] \right) \hat{V}(1) \right).
\]

Since \( \hat{V}(1) \) is \( \mathcal{F}_1 \) measurable and by the shift covariance of \( \hat{U}(k)\hat{V}(k) \),
\[
\mathbb{E}\left( \hat{U}(2) \left( \hat{V}(2) - \hat{V}(1) \right) - \left( \hat{U}(1) - \mathbb{E}[\hat{U}(2)|\mathcal{F}_1] \right) \hat{V}(1) \right) = 0.
\]
This concludes the proof of the lemma.

References

[ABT15] Jürgen Angst, Ismaël Bailleul, and Camille Tardif. Kinetic Brownian motion on Riemannian manifolds. *Electron. J. Probab.*, 20:no. 110, 40, 2015.

[AIW03] Ludwig Arnold, Peter Imkeller, and Yonghui Wu. Reduction of deterministic coupled atmosphere—ocean models to stochastic ocean models: a numerical case study of the Lorenz-Maas system. *Dyn. Syst.*, 18(4):295–350, 2003.

[AJP12] S. Albeverio, P. E. T. Jorgensen, and A. M. Paolucci. On fractional Brownian motion and wavelets. *Complex Anal. Oper. Theory*, 6(1):33–63, 2012.

[ATH12] H. Al-Talibi and A. Hilbert. Differentiable approximation by solutions of Newton equations driven by fractional Brownian motion. Preprint, 2012.

[AVMU19] Sergio Albeverio, Francesco C. De Vecchi, Paola Morando, and Stefania Ugolini. Weak symmetries of stochastic differential equations driven by semimartingales with jumps, 2019.

[BC17] I. Bailleul and R. Catellier. Rough flows and homogenization in stochastic turbulence. *J. Differential Equations*, 263(8):4894–4928, 2017.

[BG06] Nils Berglund and Barbara Gentz. *Noise-induced phenomena in slow-fast dynamical systems*. Probability and its Applications (New York). Springer-Verlag London, Ltd., London, 2006. A sample-paths approach.

[BGS19] Solesne Bourguin, Siragan Gailus, and Konstantinos Spiliopoulos. Typical dynamics and fluctuation analysis of slow-fast systems driven by fractional brownian motion, 2019.

[BGS20] Solesne Bourguin, Siragan Gailus, and Konstantinos Spiliopoulos. Discrete-time inference for slow-fast systems driven by fractional brownian motion, 2020.

[BHVW17] Jeremiah Birrell, Scott Hottovy, Giovanni Volpe, and Jan Wehr. Small mass limit of a Langevin equation on a manifold. *Ann. Henri Poincaré*, 18(2):707–755, 2017.

[BK04] Victor Baktin and Yuri Kifer. Diffusion approximation for slow motion in fully coupled averaging. *Probab. Theory Related Fields*, 129(2):157–181, 2004.
A. Bensoussan, J.-L. Lions, and G. Papanicolaou. *Asymptotic analysis for periodic structures*. AMS Chelsea Publishing, Providence, RI, 2011.

A. N. Borodin. A limit theorem for the solutions of differential equations with a random right-hand side. *Teor. Verojatnost. i Primenen.*, 22(3):498–512, 1977.

Brahim Boufoussi and Ciprian A. Tudor. Kramers-Smoluchowski approximation for stochastic evolution equations with FBM. *Rev. Roumaine Math. Pures Appl.*, 50(2):125–136, 2005.

Shuyang Bai and Murad S. Taqqu. Multivariate limit theorems in the context of long-range dependence. *J. Time Series Anal.*, 34(6):717–743, 2013.

Zdzisław Brzeźniak, Jan van Neerven, and Donna Salopek. Stochastic evolution equations driven by Liouville fractional Brownian motion. *Czechoslovak Math. J.*, 62(137)(1):1–27, 2012.

Florent Barret and Max von Renesse. Averaging principle for diffusion processes via Dirichlet forms. *Potential Anal.*, 41(4):1033–1063, 2014.

Pedro J. Catuogno, Fabiano B. da Silva, and Paulo R. Ruffino. Decomposition of stochastic flows in manifolds with complementary distributions. *Stoch. Dyn.*, 13(4):1350009, 12, 2013.

Ilya Chevyrev, Peter K. Friz, Alexey Korepanov, Ian Melbourne, and Huilin Zhang. Multiscale systems, homogenization, and rough paths. In *Probability and Analysis in Interacting Physical Systems*, 2019.

R. Catellier and M. Gubinelli. Averaging along irregular curves and regularisation of ODEs. *Stochastic Process. Appl.*, 126(8):2323–2366, 2016.

Thomas Cass, Martin Hairer, Christian Litterer, and Samy Tindel. Smoothness of the density for solutions to Gaussian rough differential equations. *Ann. Probab.*, 43(1):188–239, 2015.

Giovanni Ciccotti, Tony Lelievre, and Eric Vanden-Eijnden. Projection of diffusions on submanifolds: application to mean force computation. *Comm. Pure Appl. Math.*, 61(3):371–408, 2008.

Rama Cont. Long range dependence in financial markets. In *Fractals in Engineering*. Springer, London, 2005.

Laure Coutin and Zhongmin Qian. Stochastic analysis, rough path analysis and fractional Brownian motions. *Probab. Theory Related Fields*, 122(1):108–140, 2002.

Dmitry Dolgopyat, Vadim Kaloshin, and Leonid Koralov. Sample path properties of the stochastic flows. *Ann. Probab.*, 32(1A):1–27, 2004.

R. L. Dobrushin and P. Major. Non-central limit theorems for nonlinear functionals of Gaussian fields. *Z. Wahrsch. Verw. Gebiete*, 50(1):27–32, 1979.

R. L. Dobrushin. Gaussian and their subordinated self-similar random generalized fields. *Ann. Probab.*, 7(1):1–28, 1979.
[DU99] L. Decreusefond and A. S. Üstünel. Stochastic analysis of the fractional Brownian motion. *Potential Anal.*, 10(2):177–214, 1999.

[DVMU16] Francesco C. De Vecchi, Paola Morando, and Stefania Ugolini. Symmetries of stochastic differential equations: a geometric approach. *J. Math. Phys.*, 57(6):063504, 17, 2016.

[EFLJ01] N. Enríquez, J. Franchi, and Y. Le Jan. Central limit theorem for the geodesic flow associated with a Kleinian group, case $\delta > d/2$. *J. Math. Pures Appl. (9)*, 80(2):153–175, 2001.

[EKN20] Katharina Eichinger, Christian Kuehn, and Alexandra Neamti. Sample paths estimates for stochastic fast-slow systems driven by fractional brownian motion. *Journal of Statistical Physics*, 2020.

[EL06] K. David Elworthy and Xue-Mei Li. Intertwining and the Markov uniqueness problem on path spaces. In *Stochastic partial differential equations and applications—VII*, volume 245 of *Lect. Notes Pure Appl. Math.*, pages 89–95. Chapman & Hall/CRC, Boca Raton, FL, 2006.

[ELJL04] K. David Elworthy, Yves Le Jan, and Xue-Mei Li. Equivariant diffusions on principal bundles. In *Stochastic analysis and related topics in Kyoto*, volume 41 of *Adv. Stud. Pure Math.*, pages 31–47. Math. Soc. Japan, Tokyo, 2004.

[ELJL10] K. David Elworthy, Yves Le Jan, and Xue-Mei Li. *The geometry of filtering*. Frontiers in Mathematics. Birkhäuser Verlag, Basel, 2010.

[FdLP06] Denis Feyel and Arnaud de La Pradelle. Curvilinear integrals along enriched paths. *Electron. J. Probab.*, 11:no. 34, 860–892, 2006.

[FGL15] Peter Friz, Paul Gassiat, and Terry Lyons. Physical Brownian motion in a magnetic field as a rough path. *Trans. Amer. Math. Soc.*, 367(11):7939–7955, 2015.

[FGR09] Franco Flandoli, Massimiliano Gubinelli, and Francesco Russo. On the regularity of stochastic currents, fractional Brownian motion and applications to a turbulence model. *Ann. Inst. Henri Poincaré Probab. Stat.*, 45(2):545–576, 2009.

[FH14] Peter K. Friz and Martin Hairer. *A course on rough paths*. Universitext. Springer, Cham, 2014. With an introduction to regularity structures.

[FK00] Albert Fannjiang and Tomasz Komorowski. Fractional Brownian motions in a limit of turbulent transport. *Ann. Appl. Probab.*, 10(4):1100–1120, 2000.

[Fre76] M. I. Freidlin. Fluctuations in dynamical systems with averaging. *Dokl. Akad. Nauk SSSR*, 226(2):273–276, 1976.

[FW03] M. I. Freidlin and A. D. Wentzell. Averaging principle for stochastic perturbations of multifrequency systems. *Stoch. Dyn.*, 3(3):393–408, 2003.

[GAS18] María J. Garrido-Atienza and Björn Schmalfuss. Local stability of differential equations driven by Hölder-continuous paths with Hölder index in $(1/3, 1/2)$. *SIAM J. Appl. Dyn. Syst.*, 17(3):2352–2380, 2018.
G. Gallavotti and G. Jona-Lasinio. Limit theorems for multidimensional Markov processes. *Comm. Math. Phys.*, 41:301–307, 1975.

J. Gehringer and Xue-Mei Li. Homogenization with fractional random fields. arXiv:1911.12600. (This is now improved and split into ‘Functional limit theorem for fractional OU’ and ‘Diffusive and rough homogenisation in fractional noise field’), 2019.

J. Gehringer and Xue-Mei Li. Diffusive and rough homogenisation in fractional noise field. (Based on Part 2 of arXiv:1911.12600 ), 2020.

J. Gehringer and Xue-Mei Li. Functional limit theorem for fractional OU. To appear in J. Theoretical Probability. (Based on Part 1 of arXiv:1911.12600), 2020.

Danijel Grahovac, Nikolai N. Leonenko, and Murad S. Taqqu. Limit theorems, scaling of moments and intermittency for integrated finite variance supOU processes. *Stochastic Process. Appl.*, 129(12):5113–5150, 2019.

João Guerra and David Nualart. Stochastic differential equations driven by fractional Brownian motion and standard Brownian motion. *Stoch. Anal. Appl.*, 26(5):1053–1075, 2008.

Mihai Gradinaru, Ivan Nourdin, Francesco Russo, and Pierre Vallois. $m$-order integrals and generalized Itô’s formula: the case of a fractional Brownian motion with any Hurst index. *Ann. Inst. H. Poincaré Probab. Statist.*, 41(4):781–806, 2005.

M. Gubinelli. Controlling rough paths. *J. Funct. Anal.*, 216(1):86–140, 2004.

Martin Hairer. Ergodicity of stochastic differential equations driven by fractional Brownian motion. *Ann. Probab.*, 33(2):703–758, 2005.

R. Z. Hasminskii. A limit theorem for solutions of differential equations with a random right hand part. *Teor. Verojatnost. i Primenen*, 11:444–462, 1966.

R. Z. Has’minskii. On the principle of averaging the Itô’s stochastic differential equations. *Kybernetika (Prague)*, 4:260–279, 1968.

Harold Edwin Hurst, R. P. Black, and Y. M. Sinaika. *Long Term Storage in Reservoirs, An Experimental Study.*, Constable.

Inge S. Helland. Central limit theorems for martingales with discrete or continuous time. *Scand. J. Statist.*, 9(2):79–94, 1982.

Martin Hairer and Xue-Mei Li. Averaging dynamics driven by fractional Brownian motion. *Ann. Probab.*, 48(4):1826–1860, 2020.

Yaozhong Hu and David Nualart. Differential equations driven by H"older continuous functions of order greater than 1/2. In *Stochastic analysis and applications*, volume 2 of *Abel Symp.*, pages 399–413. Springer, Berlin, 2007.

M. Hairer and G. A. Pavliotis. Periodic homogenization for hypoelliptic diffusions. *J. Statist. Phys.*, 117(1-2):261–279, 2004.
[HP08] Martin Hairer and Etienne Pardoux. Homogenization of periodic linear degenerate PDEs. *J. Funct. Anal.*, 255(9):2462–2487, 2008.

[JL77] G. Jona-Lasinio. Probabilistic approach to critical behavior. In *New developments in quantum field theory and statistical mechanics (Proc. Cargèse Summer Inst., Cargèse, 1976)*, pages 419–446. NATO Adv. Study Inst. Ser., Ser. B: Physics, 26, 1977.

[JS03] Jean Jacod and Albert N. Shiryaev. *Limit theorems for stochastic processes*, volume 288 of *Grundlehren der Mathematischen Wissenschaften [Fundamental Principles of Mathematical Sciences]*. Springer-Verlag, Berlin, second edition, 2003.

[KB43] N. Kryloff and N. Bogoliuboff. *Introduction to Non-Linear Mechanics*. Annals of Mathematics Studies, no. 11. Princeton University Press, Princeton, N. J., 1943.

[Ki92] Yuri Kifer. Averaging in dynamical systems and large deviations. *Invent. Math.*, 110(2):337–370, 1992.

[KLO12] Tomasz Komorowski, Claudio Landim, and Stefano Olla. *Fluctuations in Markov processes*, volume 345 of *Grundlehren der Mathematischen Wissenschaften [Fundamental Principles of Mathematical Sciences]*. Springer, Heidelberg, 2012. Time symmetry and martingale approximation.

[KM16] David Kelly and Ian Melbourne. Smooth approximation of stochastic differential equations. *Ann. Probab.*, 44(1):479–520, 2016.

[KM17] David Kelly and Ian Melbourne. Deterministic homogenization for fast-slow systems with chaotic noise. *J. Funct. Anal.*, 272(10):4063–4102, 2017.

[KNR14] Tomasz Komorowski, Alexei Novikov, and Lenya Ryzhik. Homogenization driven by a fractional brownian motion: the shear layer case. *Multiscale Model. Simul.*, 12(2):440–457, 2014.

[KP91] Thomas G. Kurtz and Philip Protter. Weak limit theorems for stochastic integrals and stochastic differential equations. *Ann. Probab.*, 19(3):1035–1070, 1991.

[Kur70] Thomas G. Kurtz. A general theorem on the convergence of operator semigroups. *Trans. Amer. Math. Soc.*, 148:23–32, 1970.

[KV86] C. Kipnis and S. R. S. Varadhan. Central limit theorem for additive functionals of reversible Markov processes and applications to simple exclusions. *Comm. Math. Phys.*, 104(1):1–19, 1986.

[KZ99] F. Klingenhöfer and M. Zähle. Ordinary differential equations with fractal noise. *Proc. Amer. Math. Soc.*, 127(4):1021–1028, 1999.

[Lê20] Khoa Lê. A stochastic sewing lemma and applications. *Electron. J. Probab.*, 25:55 pp., 2020.

[Led95] François Ledrappier. Central limit theorem in negative curvature. *Ann. Probab.*, 23(3):1219–1233, 1995.

[Li08] Xue-Mei Li. An averaging principle for a completely integrable stochastic Hamiltonian system. *Nonlinearity*, 21(4):803–822, 2008.
[Li12] Xue-Mei Li. Effective diffusions with intertwined structures. arxiv:1204.3250, 2012.

[Li15] Xue-Mei Li. Random perturbation to the geodesic equation. Annals of Probability, 44(1):544–566, 2015.

[Li16] Xue-Mei Li. Limits of random differential equations on manifolds. Probab. Theory Relat. Fields, 166(3-4):659–712, 2016. DOI 10.1007/s00440-015-0669-x.

[Li18a] Xue-Mei Li. Homogenisation on homogeneous spaces. J. Math. Soc. Japan, 70(2):519–572, 2018.

[Li18b] Xue-Mei Li. Perturbation of conservation laws and averaging on manifolds. In Computation and combinatorics in dynamics, stochastics and control, volume 13 of Abel Symp., pages 499–550. Springer, Cham, 2018.

[LO12] Carlangelo Liverani and Stefano Olla. Toward the Fourier law for a weakly interacting anharmonic crystal. J. Amer. Math. Soc., 25(2):555–583, 2012.

[LS20] Xue-Mei Li and Julian Sieber. Slow/fast systems with fractional environment and dynamics. In preparation, 2020.

[Lyo94] Terry Lyons. Differential equations driven by rough signals. I. An extension of an inequality of L. C. Young. Math. Res. Lett., 1(4):451–464, 1994.

[Mis08] Yuliya S. Mishura. Stochastic calculus for fractional Brownian motion and related processes, volume 1929 of Lecture Notes in Mathematics. Springer-Verlag, Berlin, 2008.

[MP18] P. Mathieu and A. Piatnitski. Steady states, fluctuation-dissipation theorems and homogenization for reversible diffusions in a random environment. Arch. Ration. Mech. Anal., 230(1):277–320, 2018.

[MVN68] Benoit B. Mandelbrot and John W. Van Ness. Fractional Brownian motions, fractional noises and applications. SIAM Rev., 10:422–437, 1968.

[Nei91] Anatoly I. Neishtadt. Averaging and passage through resonances. In Proceedings of the International Congress of Mathematicians, Vol. I, II (Kyoto, 1990), pages 1271–1283. Math. Soc. Japan, Tokyo, 1991.

[Nel67] Edward Nelson. Dynamical theories of Brownian motion. Princeton University Press, Princeton, N.J., 1967.

[NNP16] Ivan Nourdin, David Nualart, and Giovanni Peccati. Strong asymptotic independence on Wiener chaos. Proc. Amer. Math. Soc., 144(2):875–886, 2016.

[NNZ16a] Ivan Nourdin, David Nualart, and Rola Zintout. Multivariate central limit theorems for averages of fractional Volterra processes and applications to parameter estimation. Stat. Inference Stoch. Process., 19(2):219–234, 2016.

[NNZ16b] Ivan Nourdin, David Nualart, and Rola Zintout. Multivariate central limit theorems for averages of fractional Volterra processes and applications to parameter estimation. Stat. Inference Stoch. Process., 19(2):219–234, 2016.
[NP05] David Nualart and Giovanni Peccati. Central limit theorems for sequences of multiple stochastic integrals. *The Annals of Probability*, 33(1):177–193, 2005.

[NP12] Ivan Nourdin and Giovanni Peccati. *Normal approximations with Malliavin calculus*, volume 192 of *Cambridge Tracts in Mathematics*. Cambridge University Press, Cambridge, 2012. From Stein’s method to universality.

[NR18] Eyal Neuman and Mathieu Rosenbaum. Fractional Brownian motion with zero Hurst parameter: a rough volatility viewpoint. *Electron. Commun. Probab.*, 23:Paper No. 61, 12, 2018.

[Nua06] David Nualart. *The Malliavin calculus and related topics*. Probability and its Applications (New York). Springer-Verlag, Berlin, second edition, 2006.

[Per19] Pierre Perruchaud. Homogénéisation pour le mouvement brownien cinétique et quelques résultats sur son noyau, 2019. Université Rennes 1.

[PIX20a] Bin Pei, Yuzuru Inahama, and Yong Xu. Averaging principles for mixed fast-slow systems driven by fractional brownian motion. *arXiv: Dynamical Systems*, 2020.

[PIX20b] Bin Pei, Yuzuru Inahama, and Yong Xu. Pathwise unique solutions and stochastic averaging for mixed stochastic partial differential equations driven by fractional brownian motion and brownian motion. *arXiv: Probability*, 2020.

[PK74] G. C. Papanicolaou and W. Kohler. Asymptotic theory of mixing stochastic ordinary differential equations. *Comm. Pure Appl. Math.*, 27:641–668, 1974.

[PSZ07] G. A. Pavliotis, A. M. Stuart, and K. C. Zygalakis. Homogenization for inertial particles in a random flow. *Commun. Math. Sci.*, 5(3):507–531, 2007.

[PT00] Vladas Pipiras and Murad S. Taqqu. Integration questions related to fractional Brownian motion. *Probab. Theory Related Fields*, 118(2):251–291, 2000.

[Ros61] M. Rosenblatt. Independence and dependence. In *Proc. 4th Berkeley Sympos. Math. Statist. and Prob., Vol. II*, pages 431–443. Univ. California Press, Berkeley, Calif., 1961.

[Ruf15] Paulo R. Ruffino. Application of an averaging principle on foliated diffusions: topology of the leaves. *Electron. Commun. Probab.*, 20:no. 28, 5, 2015.

[RX20] Michael Röckner and Longjie Xie. Averaging principle and normal deviations for multiscale stochastic systems. 2020.

[SHS02] Anatoli V. Skorokhod, Frank C. Hoppensteadt, and Habib Salehi. *Random perturbation methods with applications in science and engineering*, volume 150 of *Applied Mathematical Sciences*. Springer-Verlag, New York, 2002.

[Sin76] Ja. G. Sinai. Self-similar probability distributions. *Teor. Verojatnost. i Primenen.*, 21(1):63–80, 1976.
[Sko77] A. V. Skorohod. The averaging of stochastic equations of mathematical physics. In *Problems of the asymptotic theory of nonlinear oscillations (Russian)*, pages 196–208, 279. 1977.

[Str61] R. L. Stratonovich. Selected problems in the theory of fluctuations in radio engineering. *Sov. Radio, Moscow*, 1961. In Russian.

[Str63] R. L. Stratonovich. *Topics in the theory of random noise. Vol. I: General theory of random processes. Nonlinear transformations of signals and noise*. Revised English edition. Translated from the Russian by Richard A. Silverman. Gordon and Breach Science Publishers, New York-London, 1963.

[Tak20] So Takao. Stochastic geometric mechanics for fluid modelling and mcmc, imperial college london, 2020.

[Taq75] Murad S. Taqqu. Weak convergence to fractional Brownian motion and to the Rosenblatt process. *Z. Wahrscheinlichkeitstheorie und Verw. Gebiete*, 31:287–302, 1975.

[Taq77] Murad S. Taqqu. Law of the iterated logarithm for sums of non-linear functions of Gaussian variables that exhibit a long range dependence. *Z. Wahrscheinlichkeitstheorie und Verw. Gebiete*, 40(3):203–238, 1977.

[Taq79] Murad S. Taqqu. Convergence of integrated processes of arbitrary Hermite rank. *Z. Wahrsch. Verw. Gebiete*, 50(1):53–83, 1979.

[Taq81] Murad S. Taqqu. *Colloquium and Workshop on Random Fields: rigorous results in statistical mechanics and quantum field theory*, volume 192 of *Cambridge Tracts in Mathematics*. Cambridge University Press, Cambridge, 1981. From Stein’s method to universality.

[UZ89] Ali Süleyman Üstünel and Moshe Zakai. On independence and conditioning on Wiener space. *Ann. Probab.*, 17(4):1441–1453, 1989.

[Ver90] A. Yu. Veretennikov. On an averaging principle for systems of stochastic differential equations. *Mat. Sb.*, 181(2):256–268, 1990.

[You36] L. C. Young. An inequality of the Hölder type, connected with Stieltjes integration. *Acta Math.*, 67(1):251–282, 1936.