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Abstract

In this paper we frame the task of supervised relation classification as an instance of meta-learning. We propose a model-agnostic meta-learning protocol for training relation classifiers to achieve enhanced predictive performance in limited supervision settings. During training, we aim to not only learn good parameters for classifying relations with sufficient supervision, but also learn model parameters that can be fine-tuned to enhance predictive performance for relations with limited supervision. In experiments conducted on two relation classification datasets, we demonstrate that the proposed meta-learning approach improves the predictive performance of two state-of-the-art supervised relation classification models.

1 Introduction

Relation classification, the task of determining the relationship that exists between two entities, is a long-standing challenge in artificial intelligence with many downstream applications, including question answering, knowledge base population and web search. A variety of supervised methods have been proposed in the literature for this task (Zelenko et al., 2003; Bunescu and Mooney, 2005; Mintz et al., 2009; Surdeanu et al., 2012; Riedel et al., 2013). Current approaches are predominantly supervised models based on neural networks, for instance recursive neural networks (Socher et al., 2012; Hashimoto et al., 2013), convolutional neural networks (Zeng et al., 2014; Nguyen and Grishman, 2015), recurrent neural networks (Zhang and Wang, 2015; Xu et al., 2015; Zhang et al., 2017) or a combination of recurrent and convolutional neural networks (Vu et al., 2016). The performance of these approaches relies mostly on the quantity of their training data. However, labelled training data can be expensive to obtain and available only in limited quantities. It is therefore pertinent to develop methods that reduce their reliance on large quantities of labelled training data.

In this work we propose a model-agnostic protocol for training supervised relation classification systems to achieve higher predictive performance in limited supervision settings, motivated by the observation that meta-learning leads to learning a better parameter initialization for new tasks than ad hoc multi-task learning across all tasks (Finn et al., 2017). We show that relation classification can be approached from a meta-learning perspective, and propose a model-agnostic meta-learning protocol for training relation classification models that explicitly learns a model parameter initialization for enhanced predictive performance across all relations with limited supervision. During training, our algorithm considers all relations and their instances as coming from a joint distribution, and seeks to learn model parameters that can be quickly adapted using each relation’s training instances to enhance predictive performance on its test set.

In experiments on two relation classification datasets, we apply the proposed approach to two relation classification models, the position-aware relation classification model proposed in Zhang et al. (2017) (TACRED-PA) and the contextual graph convolution networks proposed in Zhang et al. (2018) (C-GCN), with varying amounts of supervision available at training time. We find that our approach improves the accuracy of both relation classification models on the two datasets. For instance our approach improves the F1 performance of TACRED-PA from 3.13% to 21.05% with just 1% of the training data on the SemEval dataset, and from 2.98% to 34.59% with just 0.5% of the training data on the TACRED dataset.
2 Background

Meta-learning, sometimes referred to as learning to learn (Thrun and Pratt, 1998), aims to develop models and algorithms which are able to exploit background knowledge to adaptively improve their learning process with experience. A number of meta-learning approaches have been proposed, and broadly fall into the following lines of work: learning how to update model parameters from background knowledge (for instance, Andrychowicz et al. 2016; Ravi and Larochelle 2017), specific model architectures for learning with limited supervision (for instance, Vinyals et al. 2016; Snell et al. 2017), and model-agnostic methods for learning a good parameter initialization for learning with limited supervision (for instance, Finn et al. 2017; Nichol et al. 2018).

We next give a brief overview of the model-agnostic methods for meta-learning, which learn a good parameter initialization for target tasks from a set of source tasks, as proposed in Finn et al. (2017) and Nichol et al. (2018). These algorithms work by training a meta-model on the set of source tasks, such that the meta-model provides a good parameter initialization for target tasks which are taken from the same distribution as the source tasks. At test time, such an initialization can be fine-tuned with a limited number of gradient steps using a limited amount of training examples from the target tasks, in order to achieve good performance on the target tasks.

In formal terms, let \( p(T) \) be the distribution over tasks and \( f_\theta \) be the function learned by a neural model parametrized by \( \theta \). During adaptation to each task \( T_i \) sampled from \( p(T) \), the model parameters \( \theta \) are updated to task-specific parameters \( \theta'_i \). For a single gradient step, for instance, this update can be carried out as:

\[
\theta'_i = \theta - \alpha \nabla_{\theta} \mathcal{L}_{T_i}(f_\theta)
\]

where \( \mathcal{L}_{T_i} \) is the loss on task \( T_i \) and \( \alpha \) is the step size hyperparameter.

The model parameters \( \theta \) are trained to optimize the performance of \( f_\theta \), after taking a number of gradient steps with limited example instances from tasks sampled from \( p(T) \). This is can be achieved by utilizing the meta-objective:

\[
\min_{\theta} \sum_{T_i \sim p(T)} \mathcal{L}_{T_i}(f_\theta) = \sum_{T_i \sim p(T)} \mathcal{L}_{T_i}(f_\theta - \alpha \nabla_{\theta} \mathcal{L}_{T_i}(f_\theta))
\]

The optimization of the meta-objective is performed across tasks using \( SGD \), by making updates to \( \theta \):

\[
\theta \leftarrow \theta - \epsilon \nabla_{\theta} \sum_{T_i \sim p(T)} \mathcal{L}_{T_i}(f_\theta')
\]

where \( \epsilon \) is the meta step size parameter.

Intuitively, the meta-objective explicitly encourages the model to learn model parameters that can be quickly adapted to achieve optimum predictive performance across all tasks with as few gradient descent steps as possible.

A number of approaches have been proposed for extracting relations with zero or few supervision instances. For the problem of zero-shot extraction of relations, Rocktäschel et al. (2015); Demeester et al. (2016) proposed the use of logic rules, Levy et al. (2017) proposed to address the problem by formulating it as a reading comprehension challenge, while Obamuyide and Vlachos (2018) proposed to address it as a textual entailment challenge.

In this work we address the case where a limited number of supervision instances is available for all relations. In previous work, Obamuyide and Vlachos (2017) explored the use of a Factorization Machine (Rendle, 2010) framework for extracting relations with limited supervision instances. Here we instead propose an approach which is generally applicable to gradient-optimized relation extraction models. Han et al. (2018) proposed a dataset and evaluation setup for few-shot relation classification which assumes access to full supervision for training relations (specifically 700 instances per relation). In contrast, we address a different setting in which only limited supervision is available for all relations. In addition, the setup in Han et al. (2018) requires a model architecture specific to few-shot learning based on distance metric learning. On the other hand, our approach has the advantage that it applies to any gradient-optimized relation classification model.

3 Model-Agnostic Meta-Learning for Relation Classification

If we consider each relation \( R_i \) as a task, then one approach to supervised relation classification with limited supervision is to train a multi-class classifier for all relations in a multi-task fashion. For all relations \( R_i \) from a distribution \( p(R) \), this approach directly optimizes for the following objec-
\[ \theta^* = \min_{\theta} \sum_{\mathcal{R}_i \sim p(\mathcal{R})} \mathcal{L}_{\mathcal{R}_i}(f_\theta) \]  
where \( \mathcal{L}_{\mathcal{R}_i} \) is the loss on relation \( \mathcal{R}_i \). This assumes that joint training on all relations would naturally result in the optimal model parameters \( \theta^* \) with good predictive performance for all relations. This is however not necessarily the case, especially for relations with limited training instances from which the model can learn to generalize.

We propose to instead utilize meta-learning to explicitly encourage the model to learn a good joint parameter initialization for all relations, which can then be fine-tuned with limited supervision from each relation’s training instances to achieve good performance on its test set. Such parameters would be especially beneficial for enhancing performance on relations with limited training instances.

Observe though that directly optimizing Equation 2 requires computing second order derivatives over the parameters, which can be computationally expensive. Thus, we follow Nichol et al. (2018) by approximating the meta-objective in Equation 2 with the training Algorithm in 1.

### Algorithm 1 Meta-Learning Relation Classification (MLRC)

**Require**: distribution over relations \( p(\mathcal{R}) \)

**Require**: relation classification function \( f_\theta \)

**Require**: gradient-based optimization algorithm (e.g. SGD)

**Require**: step size \( \epsilon \), learning rate \( \alpha \)

1: randomly initialize \( \theta \)

2: while not done do

3: Sample batch of \( B \) relations \( \mathcal{R}_i \sim p(\mathcal{R}) \)

4: for all \( \mathcal{R}_i \) do

5: Sample train instances \( D = \{x^{(i)}, y^{(i)}\} \) from \( \mathcal{R}_i \)

6: Evaluate \( \nabla_{\theta} \mathcal{L}_{\mathcal{R}_i}(f_\theta) \) using \( D \)

7: Compute adapted parameters:

\[ \theta'_i = \text{SGD}(\theta_i, \nabla_{\theta} \mathcal{L}_{\mathcal{R}_i}(f_\theta), \alpha) \]

8: end for

9: Compute update of meta-parameters:

\[ \theta = \theta - \epsilon \sum_{i=1}^{B} (\theta'_i - \theta) \]

10: end while

11: Fine-tune \( f_\theta \) with standard supervised learning.

Subsequently we refer to our overall training procedure as summarized in Algorithm 1 as Meta-learning Relation Classification (MLRC). We assume access to \( f_\theta \) (learner model), which is a relation classification model parameterized by \( \theta \) and a distribution over relations \( p(\mathcal{R}) \). The algorithm consists of the meta-learning phase (lines 1-10), followed by the supervised learning phase (line 11) which fine-tunes the meta-learned parameters, both carried out on a relation classification model using the same data for both stages.

In the first phase of learning, each iteration in our approach starts by sampling a batch of relations from \( p(\mathcal{R}) \) (line 3). Then for each relation we sample a batch of supervision instances \( D \) from its training set (line 5). We then obtain the adapted model parameters \( \theta'_i \) on this relation by first computing the gradient of the training loss on the sampled relation instances (line 6) and backpropagating the gradients with a gradient-based optimization algorithm such as SGD or Adagrad (Duchi et al., 2011) (line 7). At the end of the learning iteration, the adapted parameters on each sampled relation in the batch are averaged, and an update is made on the model parameters \( \theta \) (line 9).

In the second phase of learning, we first initialize the model parameters with that learned during meta-training. We then proceed to fine-tune the model parameters with standard supervised learning by taking a number of gradient descent steps using the same randomly sampled batches of supervision instances from the relations’ training set as was used during meta-learning (line 11).

## 4 Experiments

### 4.1 Relation Classification Models

We adopt as the learner model (\( f_\theta \)) two recent supervised relation classification models, the position-aware model of Zhang et al. (2017) (TACRED-PA) and the contextual graph convolution networks proposed in Zhang et al. (2018) (C-GCN), both of which are multi-class models with parameters optimized via stochastic gradient descent.

### 4.2 Setup

We conduct experiments in a limited supervision setting, where we provide all models with the same fraction of randomly sampled supervision instances during training. Further, for each experiment the supervision instances within each fraction is exactly the same across all models. We report results for each experiment by taking the average over ten (10) different runs.

### 4.3 Datasets

We evaluate our approach on the SemEval-2010 Task 8 relation classification dataset (Hendrickx et al., 2009) (SemEval), and on the recent, more
Figure 1: Results obtained using TACRED-PA as the learner model on (a) SemEval, and (b) TACRED datasets.

Figure 2: Results obtained using C-CGN as the learner model on (a) SemEval, and (b) TACRED datasets.

challenging TACRED dataset (Zhang et al., 2017) (TACRED). The SemEval dataset has a total of 8000 training and 2717 testing instances respectively. For experiments the training set is split into two, and we use 7500 instances for training and 500 instances for development. For TACRED, we use the standard training, development and testing splits as provided by Zhang et al. (2017).

4.4 Experimental Details and Hyperparameters

We initialize word embeddings with Glove vectors (Pennington et al., 2014) and did not fine-tune them during training. Model training and parameter tuning are carried out on the training and development splits of each dataset, and final results reported on the test set.

We ensure all models have access to the same data. For model MLRC, for each fraction, we train for 150 meta-learning iterations on TACRED dataset and 1000 meta-iterations on the SemEval dataset using that fraction of data. We then fine-tune with standard supervised learning using exactly the same data as was used during meta-learning.

For both relation classification models, that is TACRED-PA and C-GCN, we use the same hyperparameters as in Zhang et al. (2017) and Zhang et al. (2018) respectively.

| Relation            | #    | F1(%) TC-PA | MLRC |
|---------------------|------|-------------|------|
| Instrument-Agency   | 3    | 0           | 8.44 |
| Content-Container   | 4    | 0.93        | 30.9 |
| Member-Collection   | 5    | 3.04        | 24.19|
| Entity-Destination  | 7    | 14.33       | 35.36|
| Entity-Origin       | 7    | 2.85        | 24.62|
| Message-Topic       | 7    | 0.8         | 12.32|
| Component-Whole     | 8    | 2.68        | 14.87|
| Product-Producer    | 9    | 0.68        | 10.29|
| Cause-Effect        | 11   | 2.93        | 28.52|
| **Average**         |      | **3.13**    | **21.05** |

Table 1: Results with 1% training data on SemEval. The # column is the number of instances of each relation during training, and TC-PA denotes the TACRED-PA model (trained without meta-learning), while MLRC denotes the same model trained with our approach.
4.5 Evaluation Metrics

For the TACRED dataset, we follow Zhang et al. (2017) and report micro-averaged F1 scores\(^1\). For the SemEval dataset, we report the official measure, which is the F1 score macro-averaged across relations.\(^2\)

4.6 Results and Discussion

The results obtained on the SemEval and TACRED datasets using TACRED-PA as the learner model \((f_0)\) are shown in Figures 1(a) and 1(b) respectively. We find that on both datasets, our approach improves performance as more supervision becomes available, with the largest gains obtained at the early stage when very limited supervision is available. For instance on SemEval, given just 1% of the training set (first datapoint in Figure 1(a)), our approach improves the F1 performance of TACRED-PA from 3.13% to 21.05%, representing an absolute increase of 17.92%. Table 1 gives a further breakdown of the F1 scores of individual relations when both approaches are given access to 1% of the training set. We observe that MLRC considerably improves the performance of TACRED-PA on relations with the least number of training instances, likely by leveraging background knowledge from relations with more training instances. On the TACRED dataset, MLRC improves the performance of TACRED-PA from 2.98% to 34.59% with just 0.5% of the training data (fifth datapoint in Figure 1(b)), which is an absolute increase of 31.61%.

A similar trend is observed using C-GCN as the learner model on both datasets, as presented in Figures 2(a) and 2(b). For instance on SemEval, we improve the F1 performance of C-GCN from 3.38% to 17.14% using just 1% of the training data (first datapoint in Figure 2(a)). Similarly on TACRED, the performance of C-GCN is improved from 7.59% to 23.18% (first datapoint in Figure 2(b)) by using 0.1% of its training set.

Further, we find that the proposed approach does not adversely affect performance when full supervision is available during training. For instance, when given full supervision on the TACRED dataset, while TACRED-PA obtains an F1 score of 65.1%, its performance is improved to 65.2% by using our approach, demonstrating that the proposed approach does not adversely affect performance when provided full supervision during training.

5 Conclusion and Future Work

We show that the performance of supervised relation classification models can be improved, even with limited supervision at training time, by framing relation classification as an instance of meta-learning, and proposed a model-agnostic learning protocol for training relation classifiers with enhanced predictive performance in limited supervision settings. In future work, we want to extend this approach to other natural language processing tasks.
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