Abstract—Existing learning methods for LiDAR-based applications use 3D points scanned under a pre-determined beam configuration, e.g., the elevation angles of beams are often evenly distributed. Those fixed configurations are task-agnostic, so simply using them can lead to sub-optimal performance. In this work, we take a new route to learn to optimize the LiDAR beam configuration for a given application. Specifically, we propose a reinforcement learning-based learning-to-optimize (RL-L2O) framework to automatically optimize the beam configuration in an end-to-end manner for different LiDAR-based applications. The optimization is guided by the final performance of the target task and thus our method can be integrated easily with any LiDAR-based application as a simple drop-in module. The method is especially useful when a low-resolution (low-cost) LiDAR is needed, for instance, for system deployment at a massive scale. We use our method to search for the beam configuration of a low-resolution LiDAR for two important tasks: 3D object detection and localization. Experiments show that the proposed RL-L2O method improves the performance in both tasks significantly compared to the baseline methods. We believe that a combination of our method with the recent advances of programmable LiDARs can start a new research direction for LiDAR-based active perception. The code is publicly available at github.com/vniclas/lidar_beam_selection.
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I. INTRODUCTION

ACTIVE depth measurement systems, particularly LiDARs, are key sensors in the design of current autonomous vehicles. Due to their ability to precisely capture 3D scenes, they have been applied to a variety of robotics problems, e.g., object detection [1], depth completion [2], mapping [3], and localization [4]. Since most of these tasks benefit from a higher resolution, i.e., more measurement points, there has been an incentive in the LiDAR industry to continuously increment the number of beams of mechanical rotating scanners, currently reaching up to 128 lasers, e.g., the Velodyne Alpha Prime and RoboSense RS-Ruby.

However, such high-resolution (HR) LiDARs come at a high cost – an HR LiDAR with 128 lasers can cost as much as USD 60,000. Therefore, there is a strong need to develop methods that work well with low-resolution (LR) LiDARs. In response to this, numerous methods have been proposed to improve the performance of autonomous applications with LR LiDAR data [5]–[8]. While this stream of research is interesting, the beam configurations of the used LR LiDARs are fixed (often pre-determined by LiDAR manufacturers), i.e., the beam configurations are task-agnostic and not optimal for the tasks at hand. LiDAR beams at different positions can contribute differently to the performance of different tasks. For instance, for 3D object detection, beams directing to areas where most objects appear are more useful than others. For localization, beams scanning over static parts of the scene are more important. This highlights the fact that the setting used by those existing methods – improving data processing only while keeping the LiDAR beam configurations fixed – is not optimal.

This leads to the following question: Can the best beam configuration of LiDARs be learned for a given target task? This work shows that this is possible and doing so can lead to pronounced performance improvements for different LiDAR-based applications. In Fig. 1, we demonstrate the optimization results of four LiDAR beams for 3D object detection and localization. The importance of this work is supported by the recent advances in LiDAR technologies [9], [10], showing that
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1. The goal of hyperparameter is much easier to deploy. This raises a grand challenge to deliver it as a low-cost system.

2. To avoid a multi-stage method, we propose a reinforcement learning-based learning-to-optimize (RL-L2O) framework to automatically optimize the beam configuration in an end-to-end manner for different LiDAR-based applications. The method is automated from two aspects: First, it automates the exploration of the solution space, avoiding the difficulty of manually proposing potential candidates. Second, it uses the final performance of the downstream application as the optimization guidance, such that the method can be easily integrated with any LiDAR-based application as a simple drop-in module without any changes to the design.

Overall, this work makes the following contributions:

- We provide a novel perspective to improve the performance of LiDAR-based applications, by learning to position LiDAR beams to the most important positions for a given task. This is especially useful when a low-resolution, i.e., low-cost, LiDAR is preferred.
- We propose a novel learning method for this new problem based on reinforcement learning. The method is end-to-end trainable and can be integrated with any LiDAR-based application as a simple drop-in module.
- We showcase the capability of our method on two of the most important LiDAR-based applications: 3D object detection and localization. Extensive experiments prove the efficacy of our method – optimizing the beam configuration with our method can significantly boost the performance over the results of baseline methods.

II. RELATED WORK

Adaptive LiDAR: Recent improvements in LiDAR technology, e.g., MEMS omnidirectional scanning [11], as well as proof-of-concepts setups for both MEMS-based LiDARs [9] and optical phased arrays [10] give rise to software-side adaptive sampling. There are three depth estimation methods that share a similar spirit to our work. Specifically, Pittaluga et al. [9] demonstrate the flexibility of their laboratory LiDAR by adapting the scan pattern based on RGB images. Both Berman et al. [2] and Gofer et al. [12] learn to sub-sample depth measurement points from an HR LiDAR to enhance monocular depth estimation. The selected points can come from any beam of the HR LiDAR, i.e., all beams of the HR LiDAR are still needed. This raises a grand challenge to deliver it as a low-cost system. Our method selects LiDAR beams directly and is much easier to deploy.

Hyperparameter Optimization: The goal of hyperparameter optimization (HPO) is to select parameters of a model from a configuration space that maximize the model’s performance. HPO methods can be mainly classified into two groups: 1) naive approaches traverse the search space without any guidance, e.g., grid search; 2) sample-based methods select parameters based on prior data to optimize for a policy, e.g., Bayesian optimization [13]. Since evaluations of a model can be expensive, methods such as sequential model-based global optimization (SMBO) [14] introduce a surrogate that approximates the true model while being cheap to evaluate. Then, the true model is only evaluated for the parameters optimizing the surrogate.

Reinforcement learning (RL) poses yet another approach to guide HPO. The basic concept of RL is teaching an agent how to map a state to an action in order to maximize a received reward signal [15]. Wu et al. [16] model HPO as a Markov decision process to sequentially select hyperparameters and train a neural network to predict the performance of the current selection. Dong et al. [17] employ Q-learning to optimize the network hyperparameters of an existing object tracker. Similarly, we train a small neural network to estimate the performance of a downstream LiDAR task given a proposed beam configuration.

3D Object Detection using Sparse LiDAR Data: 3D object detection is the task of simultaneous recognition and localization of objects such as cars and pedestrians. Current state-of-the-art detectors solely rely on LiDAR point clouds as input due to their inherent accurate depth information [18–22]. Models that only work on RGB camera images show drastically lower precision when estimating bounding boxes in 3D space. However, unlike monocular and stereo camera systems, the LiDAR sensor still remains an inflexible option in deployment due to its accompanying high manufacturing costs.

To this end, Wang et al. [23] propose generating pseudo LiDAR point clouds using RGB camera information by estimating depth maps. This allows existing 3D pipelines to be used to reduce the gap between the two domains, resulting in a more precise estimation of 3D bounding boxes while utilizing only RGB information. Pseudo-LiDAR++ [24] extends this idea by introducing an additional inexpensive sparse LiDAR sensor with only four beams to graphically correct the estimated depth maps, which in turn increases the detection performance for all models. While Pseudo-LiDAR++ shows great improvements in 3D object detection by incorporating equidistant 4-beam LiDAR information, the beam selection process remains unexplored. In this work, we show that our proposed method can be used to learn a better and robust sparse LiDAR configuration, which outperforms an arbitrarily chosen equidistant beam selection.

LiDAR-based Mapping and Localization: Constructing 3D maps from LiDAR point clouds on a city-scale level allows for later localization using 3D registration. Unlike in offline LiDAR-SLAM systems, e.g., LOAM [25] and its variants, here the goal is to obtain highly accurate point clouds by exploiting offline optimization. An often followed approach is to divide large areas into smaller submaps and thereby decompose the problem into two separate optimization steps, i.e., intra- and inter-loop optimization [26]. Commonly, the mapping process is implemented using a pose graph [27] to jointly optimize ICP-based LiDAR odometry and INS data [3]. LiDAR-based localization is frequently solved by direct 3D registration, e.g., using ICP [28] as the main method [27]. Alternatively, precise 3D registration can be exploited to fine-tune the results of a previous coarse localization step [4]. Although the complexity
of ICP is a function of the number of points, there has been little work done on optimal point sampling from an HR LiDAR while maintaining reliable localization results. In this work, we follow the popular pose graph-based approach for our map generation and then optimize the design of an LR LiDAR targeting robust localization with sparse data.

III. Method

In this section, we introduce our reinforcement learning-based learning-to-optimize (RL-L2O) method to automatically search for the optimal beam configuration for a given LiDAR-based task. In our RL-L2O framework, we aim to learn a parameterized policy $\pi$ to dynamically improve the current beam configuration given the previous experience. The goal of RL-L2O is to learn a policy $\pi^*$ that maximizes the overall expected reward $r$ over time:

$$\pi^* = \arg \max_{\pi} \mathbb{E}_{s_0, a_0, s_1, \ldots, s_T} \left[ \sum_{t=0}^{T} r_t \right]$$  \hspace{1cm} (1)

where $T$ is the length of the sequence of states and actions. An action $a_t$ is used to update the beam configuration $s_t$ that we call a state. The reward $r_t$ signals the performance of the optimization, which is defined by the final performance of the given task.

A. Design of Solution Space

Let $k$ be the total number of LiDAR beams that we would like to have for the LR LiDAR and let $[\varphi_1, \varphi_k]$ be the range of elevation angles for the laser beams. If beams could be positioned at any place within this range, the solution space and action space would be too large. To avoid this difficulty, we limit the candidate positions to the $K (K > k)$ beam positions of an HR LiDAR. This way, we can use the data recorded by an HR LiDAR to simulate the data of the optimized LR LiDAR. Given a task and the dataset recorded by a specific HR LiDAR, $\varphi_1, \varphi_k,$ and $K$ are determined. We thus can just use beam IDs $s_t = (s_1^t, s_2^t, \ldots, s_K^t)$ to represent the selected beam locations, where $s_i^t \in [1, K] \subset \mathbb{N}$ for all $i \in [1, k]$. Note that the beam IDs are sorted in a strictly ascending order.

B. Design of the Action Space

Our action vector $a_t$ has the same shape as $s_t$, i.e., $a_t = (a_1^t, a_2^t, \ldots, a_k^t)$ with $a_i^t \in [-m, m] \subset \mathbb{Z}$. $m$ is a small value used to specify the strength of the action. The way an action $a_t$ changes a state $s_t$ is defined as:

$$s_{t+1} = s_t + a_t = (s_1^t + a_1^t, s_2^t + a_2^t, \ldots, s_k^t + a_k^t).$$ \hspace{1cm} (2)

We further restrict the action space to those actions that yield states within the solution space, i.e., $a_t$ is valid if $s_i^t + a_i^t \in [1, K]$ for all $i \in [1, k]$ and the beam IDs of $s_{t+1}$ are unique.

C. Value Function Approximation

We use a neural network to estimate the state-value function. In every iteration, the network is re-initialized and trained from scratch to incorporate the latest state-value pair. The network takes as input a feature vector that summarizes all characteristics of the beam configurations to predict the value $v(s)$ for a given state $s$.

We design the input feature $f \in \mathbb{R}^h$ to be both descriptive and compact. The feature space consists of two types of features. First, beam-wise features are generated individually for each beam ID. Second, pairwise features are computed using two beams and hence reflect the relationship among them. In total, we propose five individual and one pairwise features: number of points $f_{pts}$, number of points of each semantic class $f_{\text{cls}, \text{pts}}$, mean distance $f_{\text{dist}}$, standard deviation of the mean distance $f_{\text{std, dist}}$, elevation angle $f_{\varphi}$, and the pairwise elevation angle difference $f_{\varphi, \text{diff}}$. Let $b_i$ be a LiDAR beam of ID $s$ with $N$ points $p_l = (x_l, y_l, z_l, c_l)$ for all $l \in [1, N]$, where $(x, y, z) \in \mathbb{R}^3$ are the 3D Cartesian coordinates and $c \in C$ is the semantic label (details in Sec. IV-A). Additionally, let $\{b_i | i = 1, 2, \ldots, M\}$ be a set of $M$ LiDAR scans taken by beam $s$. We compute the features by averaging over $M$ scans.

---

Fig. 2. Illustration of our proposed reinforcement learning-based learning-to-optimize (RL-L2O) framework with two possible reward pipelines for 3D object detection and localization. (left) Block diagram of the $\epsilon$-GS algorithm. In every iteration, the agent is trained using an online training set consisting of pairs of beam sets and corresponding rewards. The agent then predicts a reward for all actions and selects the action with the highest expected reward. Based on an $\epsilon$-probability, the agent either applies its chosen action or explores a random state. (middle) Overview of the 3D detection pipeline used to generate a mapping from a set of LiDAR beams to a reward in $\mathbb{R}$ via the 3D mean AP value of a trained 3D object detector. (right) Reward design for sparse LiDAR-based localization by comparing results from ICP with ground truth poses.
and, if applicable, over all points in a beam. The individual features are defined as follows:

\[ f_{pts} = \frac{1}{M} \sum_{i=1}^{M} N_i \]
\[ f'_{sem, pts} = \frac{1}{M} \sum_{i=1}^{M} \sum_{j=1}^{N_i} 1_{c'}(c'_i), \forall c' \in C \]
\[ f_{dist} = \frac{1}{M} \sum_{i=1}^{M} \sum_{j=1}^{N_i} \|(x_i^j, y_i^j)\| \]
\[ f_{std, dist} = \frac{1}{M} \sum_{i=1}^{M} \text{std}(\|(x_i^j, y_i^j)\|), l = 1, 2, \ldots, N_i \]
\[ f_{\varphi} = \frac{1}{M} \sum_{i=1}^{M} \sum_{j=1}^{N_i} \arcsin \left( \frac{z_i^j}{\|(x_i^j, y_i^j)\|} \right) \]

The pairwise feature between two beams \( s_i \) and \( s_j \) with \( s_i < s_j \) is defined as:

\[ f_{\varphi, diff} = f_{\varphi, s_j} - f_{\varphi, s_i} \]

Consequently, the complete feature vector \( f \) of a state \( s \) is:

\[ f = [f_{s, pts}, f'_{s, sem, pts}, f_{s, dist}, f_{s, std, dist}, f_{s, \varphi, diff}, \ldots] \]

with \( j = i + 1, \forall i, j \in [1, k] \) and \( \forall c' \in C \).

The real value, i.e., the ground truth value, \( v(s) \) of state \( s \) is computed by actually training and evaluating a model for the target task with data obtained from beam configuration \( s \). The step is further detailed in Sec. III-C1 and Sec. III-C2 for 3D object detection and localization, respectively.

1) 3D Object Detection: We follow the standard pipeline introduced in [24] for 3D object detection from stereo camera images and sparse LiDAR information that can be summarized in four steps: (1) by utilizing stereo RGB camera information, per-image depth maps are estimated; (2) using \( k \)-beam LiDAR information, graph-based depth correction (GDC) is applied to reduce the initial error in the depth estimation; (3) the corrected depth maps are used with corresponding pixel coordinates to generate pseudo LiDAR point clouds; and (4) the resulting point clouds are used to train an off-the-shelf 3D object detector.

Because the estimation of depth maps relies solely on stereo image information in step (1), the results are highly prone to errors. Therefore, the beam selection for GDC in step (2) becomes crucial for high performance, as the closer a pixel is to a projected LiDAR measurement the less bias it will carry over from the initial estimation. We employ the proposed RL-L2O to find a high-performing beam configuration, via an agent that learns a mapping between any set of beams and the respective performance when used in the standard detection pipeline. In other words, by fixing the model architecture and the initial depth estimation, the 3D object detection precision becomes a function of the beam configuration used in the depth correction step as illustrated in Fig. 2 (middle). We base our reward directly on the most commonly used evaluation metric for 3D object detection, which is the 3D mAP (IoU \( \geq 0.7 \)) of the moderate difficulty car class:

\[ v(s)_{obj} = mAP_{\text{car}, \text{moderate}} \]

To improve readability, we omit the beam ID from the notations.

2) LiDAR-Based Localization: We perform LiDAR-based localization with respect to a previously created 3D map and compare the computed pose to a ground truth reference pose generated under human supervision. To create the required high-definition 3D map from LiDAR measurements, we leverage graph optimization following a three-step procedure: (1) pre-processing of the poses of the mapping vehicle; (2) construction and optimization of the resulting pose graph; and (3) accumulation of a globally consistent point cloud without movable objects.

During the execution of RL-L2O, a set of single LiDAR scans is used to localize within the generated 3D map as illustrated in Fig. 2 (right). In particular, we first perform coarse registration using the GNSS position, followed by a fine-tuning step with point-to-plane ICP [28].

To guide the agent, we compute the reward as a weighted average of three localization accuracies for different matching thresholds proposed in [29]: \((0.25m, 2^\circ), (0.50m, 5^\circ), (5.00m, 10^\circ)\), referred to as acc1, acc2, and acc3 respectively.

\[ v(s)_{loc} = \lambda_1 \text{acc}1 + \lambda_2 \text{acc}2 + \lambda_3 \text{acc}3 \]

with \( \lambda_1, \lambda_2, \) and \( \lambda_3 \) denoting the corresponding weights.

D. \( \varepsilon \)-Greedy Search

Since the agent implementation is decoupled from the environment, the \( \varepsilon \)-Greedy Search (\( \varepsilon \)-GS) can easily be applied. We outline the method in Algorithm 1. As opposed to a randomized traversal of the search space, the main idea of \( \varepsilon \)-GS is to learn a function that describes the relation between a task’s performance and any set of beam IDs and to take the best actions accordingly. The learning is guided by a reward \( r_t = v_t - v_{t-1} \). To warm start the value predictor, a small set of
beam configurations is randomly chosen and the corresponding true value is computed by the environment. Furthermore, the best performing beam configuration out of the initial samples is chosen as the initial state $s_0$. Until a predetermined number of environment requests $T$ is reached, the following steps (1) to (4) are performed as illustrated in Fig. 2 (left): (1) Given all state-value pairs, a neural network (value predictor) is trained to learn the mapping $v_{(a,b)}(s)$; (2) With a probability $\epsilon$ a random action is sampled. Otherwise, the value predictor is used to select the action with the highest expected reward given the current state $s_t$. This allows balancing between exploration and exploitation; (3) The state $s_t$ is updated by applying the chosen action; (4) If the new state $s_{t+1}$ has not been visited in a previous iteration, the true value is computed by the environment and the state-value pair is added to the training set; (5) Finally, the best-performing state based on the true value is selected.

IV. EXPERIMENTS

A. Implementation Details of $\epsilon$-Greedy Search

To predict the value, we leverage a small fully connected network with two hidden layers with 128 and 64 nodes, respectively, using the ReLU activation function. A final layer outputs the predicted value signal passed through a sigmoid function. After each re-initialization, i.e., whenever the training set has been updated, we re-train the network for 10 epochs using the Adam optimizer guided by the mean squared error (MSE) loss.

In our implementation, the number of dimensions of the input feature $f$ is $h = 39$. To assign semantic labels to every point, we perform semantic segmentation on the temporally closest RGB images of each scan and then project the LiDAR point cloud into image space. Inspired by [32], we use a publicly available version\(^2\) of DeepLab [33] with the Xception [34] backbone, which has been trained on the Cityscapes dataset [35]. If a point is projected onto multiple images with disagreeing labels, one of the candidates is picked at random. To reduce the feature space, and hence the required network size, we combine them into the following five superclasses based on their similar semantic meanings: road, building, vegetation, dynamic, and other objects. We demonstrate the effect on the network’s reward prediction of each feature by separately adding them and report the prediction error in Table II. The mean absolute error (MAE) is computed by taking 100 and 200 random samples for object detection and localization, respectively, and using the remaining samples with ground truth (40 and 7,406) as a testing set. The error is averaged over 10 repetitions using different random seeds. As can be seen, combining all of our proposed features yields good performance across both tasks and clearly outperforms a naive encoding using only the beam IDs. As described in Sec. III-C1, we use Pseudo-Lidar++ [24] for the object detection task. Since the method leverages a 4-beam LiDAR, we search for 4-beam configurations as well. Thus, we set

\[^2\]github.com/tensorflow/models/tree/master/research/deeplab
For the action, we set the maximum step size \( m = 2 \) balancing between rapid exploration of the search space and exploiting the more accurate predictions of the agent in the current area. For 3D object detection and localization, we set \( K = 40 \) and \( K = 32 \), respectively. This is because the KITTI Dataset \([30]\) is used for object detection and the Oxford RobotCar Dataset \([36]\) is used for localization.

### B. 3D Object Detection with Sparse Beam Selection

For 3D object detection, we conduct experiments on the KITTI Dataset \([30]\). We generate per image depth maps by using the model\(^4\) from \([24]\) that has been trained on KITTI. After the depth-corrected pseudo LiDAR point clouds are generated, we resample 64 lines to retain sparsity.

When assigning beam IDs to the 64 lines, to generate a uniform distribution of points across all beams, we cluster the elevation angles into equidistant bin lengths starting from beam 64, with the bin length based on the LiDAR sensor’s specification. This results in an out-of-distribution high point count for the initial beam 0 due to manufacturing tolerances, which therefore is discarded as a possible selection. Furthermore, beams above beam 40 are also discarded as they fall outside of the camera’s field of view, resulting in the final set of \([1, 40] \subset \mathbb{N}\). As it is still infeasible to fully explore this set of 91,390 unique configurations, we leverage the proposed \(\varepsilon\)-GS to effectively navigate within this search space.

Due to its training speed and efficiency, we use a baseline PointPillars \([18]\) to train on the pseudo LiDAR point clouds for 40 epochs with a learning rate of 0.003 using the Adam optimizer and a one cycle scheduler with a learning rate decay of 0.1 at epoch 35. The reward function in Eq. \(6\) for the RL-L2O algorithm is thus given by the 3D mAP performance on the \(\text{val}-\text{set}\) for the moderate difficulty car class.

A single iteration of the search algorithm takes approximately 3.5h (1.5h pre-processing, 2h training) using 4 Nvidia Xeon GTI TITAN X (12GB) GPUs and an Intel\(^\circledast\) Xeon\(^\circledast\) E5-2560 v4 CPU at 2.20GHz with 24 cores. The time required by the agent for re-training and evaluation of the actions is 5s corresponding to 0.04% of an iteration.

The algorithm reaches a high performance beam configuration \([7,8,9,10]\) after only 64 steps from random initialization \((\{1,6,19,40\})\). An illustration of the evolution of the beam selection can be seen in Fig. \(3\). The algorithm converges slowly to a state where all beams lie near the horizon, as this is where most (moderate difficulty) car points lie. As seen qualitatively, this improves the detection performance of the model by reducing the error propagated from the initial stereo depth estimation step.

Once converged, we fix the beam selection \((\{7,8,9,10\})\) in order to fully retrain on PointPillars \([18]\) for 80 epochs and evaluate the 3D object detection performance on the \(\text{val}-\text{set}\). The results can be seen in Table \(I\). The beam configuration resulting from \(\varepsilon\)-GS \((\{7,8,9,10\})\) outperforms the equidistant beam selection of \([24]\) \((\{5,7,9,11\})\) substantially for the moderate car difficulty (+1.23% mAP). Furthermore, this resulting beam configuration also generalizes well to other difficulty classes, showing improvements of 0.23% and 0.61% for the easy and hard difficulty classes, respectively.

To demonstrate the robustness of the final model selection when employing RL-L2O for 3D object detection, we conduct further experiments using the converged beam selection with PointPillars \([18]\) on multiple state-of-the-art 3D object detectors\(^5\) and report the results in Table \(I\). As observed, the beam selection of RL-L2O allows for better precision across the board and not only for the initial model \([18]\) but for all methods, showing up to 1.21%, 2.70%, and 2.19% improvements for the easy, moderate, and hard difficulty car classes, respectively.

### C. Beam Selection for LiDAR-Based Localization

#### Map Generation:

The generated 3D map of Oxford is built using the recording of January 14, 2019, at 14:15:12 GMT. At this day and time, there was only a little overcast and the cameras did not suffer from overexposure. Additionally, the overall GNSS signal reception was considerably better than in other recordings.

Unlike \([29]\), we do not optimize multiple local submaps but create a single globally consistent map. To lower the complexity of the pose graph and to simplify the optimization process, we filter successive poses with a minimum traveled distance of 1m and remove areas the mapping vehicle has visited twice keeping only a few overlaps to enforce loop closure. The graph consists of optimizable 3D poses (vertices) and ICP-based transforms (edges) between consecutive poses as well as ten manually selected loop closures. After construction, the graph is optimized with the iterative Levenberg-Marquardt solver. To speed up the optimization process, we initialize the pose graph with 2D positions based on radar odometry. Convergence is reached within 100,000 iterations.

Finally, we accumulate the point clouds of the right Velodyne LiDAR associated with the graph’s poses and remove all points on potentially dynamic objects from the map. This is done by performing semantic segmentation on the images of all four cameras as described in Sec. IV-A. We discard all points attributed to the following classes: person, rider, car, truck, bus, train, motorcycle, and bicycle.

#### Beam Selection:

We show the effectiveness of the proposed RL-L2O method as compared to random sampling, \(\varepsilon = 1\),
Fig. 4. Evolution of the beam selection algorithm for LiDAR-based localization. (bottom) For the plot, please refer to the legend at the bottom. (top) Three cells are presented to visualize the best-performing beam configuration at different stages of the algorithm. The resulting LiDAR beams are shown on the camera image in red. The algorithm slowly converges to a state, where the beams are distributed such that constraints for all three spatial dimensions are incorporated while focusing on static objects. The lower part of each cell plots the lateral error of the entire route with blue and red denoting small and large errors, respectively.

Table III
Localization Accuracy on the Entire Route for Different Matching Thresholds. Our ε-GS is able to find a better beam configuration compared to a completely randomized search, i.e., ε = 1. Both methods visited T = 200 states. The equidistant baseline comprises beams evenly distributed across the range $[-6.67°, 6.67°]$. For reference, we also report the accuracy using the full 32-beam point cloud.

| Method            | Beam IDs    | 25m/2° | .50m/5° | 5.0m/10° |
|-------------------|-------------|--------|---------|----------|
| Full LiDAR        | [0, 1, ..., 31] | 89.87  | 96.32   | 96.64    |
| Equidistant       | [3, 6, 10, 13] | 80.06  | 92.89   | 96.69    |
| Random search     | [1, 5, 6, 22] | 83.40  | 91.41   | 95.48    |
| ε-GS              | [0, 1, 9, 18] | 87.10  | 94.28   | 97.19    |

Using the same number of steps in both algorithms. To lower the run time, the search algorithms only have access to a subset of 100 poses, sampled randomly and then kept fixed for all experiments, from the recording of January 18, 2019, at 15:20:12 GMT. To emphasize more on the difficult accuracy thresholds, we set the weights, defined in Eq. 7, to $\lambda_1 = 3$, $\lambda_2 = 2$, and $\lambda_3 = 1$.

In particular, we run our RL-L2O method and random search ten times on the same poses while initializing with different random seeds in each repetition. In eight out of ten runs, RL-L2O has found an equal or more accurate beam configuration than random search when both search algorithms were executed for 200 steps, corresponding to $T$ in Algorithm 1. In our implementation, sampling 200 states takes approximately 13h, when executed on an Intel® Core™ i7-2600K CPU at 3.40GHz with 4 cores. The required time per step is similar for both methods as the only additional time is due to training the value function approximator and performing forward passes to evaluate possible actions, corresponding to an overhead of 5s. In the further evaluation, we refer to the results of the first run for both search algorithms. In Table III, we report the localization accuracy on the entire route, opposed to the 100 poses used during the search. The beam configuration found by our RL-L2O approach significantly outperforms the result of the random search. Compared to a naive baseline of equidistantly distributed beams in the range $[-6.67°, 6.67°]$, the improvement, particularly for the hard threshold, is even more pronounced. For the easy threshold, our RL-L2O framework even surpasses the performance of using all 32 beams.

Fig. 5 shows a t-SNE [37] representation of the 4D state space. As illustrated in (b-left), the data sampled by the random search is equally distributed among the space, whereas in (b-right), ε-GS explores the high-award areas. That is, after having visited the same number of states, ε-GS finds more beam configurations with a high localization accuracy than a purely randomized search, making it more sample efficient.

An illustration of the beam selection by ε-GS can be seen in Fig. 4. Notable is that, in contrast to the results of 3D object detection, the found beams focus on static objects and are more widely distributed. This improves the localization accuracy since spanning over the entire z-direction adds a wide variety of spatial constraints to the underlying ICP algorithm. Additionally, we visualize in Fig. 5 (c) how the reward prediction improves while the search progresses. As the agent gathers more samples, the predictions become more similar to the ground truth values, shown in (a).

Finally, we illustrate the feature space of the localization task in Fig. 6. The resulting beam configuration $\{0, 1, 9, 18\}$ concentrates on beams with a high variation in the depth measurements, an indicator for non-road points. As seen in (a) and mentioned before, most beams focus on static classes such as buildings and vegetation. Note that the points of the beams 28 to 31 are projected outside the field of view of the cameras and hence are assigned the other class.
on the current scene and task. For instance, as the priors of reprogrammable LiDARs future work will also consider the retrieved beam configurations are indeed task-specific and are respective baseline methods. We further showed that the configurations that significantly improve the results of the posed RL-L2O method to two core tasks of robotics, namely based on reinforcement learning, which is end-to-end trainable.

As a possible solution, we presented a novel learning method the performance for different LiDAR-based applications. As another approach for finding beam configurations that significantly improve the results of the respective baseline methods. We further showed that the retrieved beam configurations are indeed task-specific and are well aligned with human intuition. We expect that with the rise of reproducible LiDARs future work will also consider the case of dynamically adjusting the beam configuration based on the current scene and task. For instance, as the priors for LiDAR-based localization deviate between driving on a highway or in an urban environment, the beam positions should be adjusted accordingly.

V. CONCLUSION

In this work, we introduce the problem of optimizing the position of beams of a low-resolution LiDAR while improving the performance for different LiDAR-based applications. As a possible solution, we presented a novel learning method based on reinforcement learning, which is end-to-end trainable and can be integrated with existing LiDAR-based methods as a simple drop-in module. Finally, we applied our proposed RL-L2O method to two core tasks of robotics, namely 3D object detection and localization. Extensive experiments demonstrated the efficacy of our approach for finding beam configurations that significantly improve the results of the respective baseline methods. We further showed that the retrieved beam configurations are indeed task-specific and are well aligned with human intuition. We expect that with the rise of reproducible LiDARs future work will also consider the case of dynamically adjusting the beam configuration based on the current scene and task. For instance, as the priors for LiDAR-based localization deviate between driving on a highway or in an urban environment, the beam positions should be adjusted accordingly.
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