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Abstract
Yang–Baxter maps (YB maps) are set-theoretical solutions to the quantum Yang–Baxter equation. For a set $X = \Omega \times V$, where $V$ is a vector space and $\Omega$ is regarded as a space of parameters, a linear parametric YB map is a YB map $Y : X \times X \to X \times X$ such that $Y$ is linear with respect to $V$ and one has $\pi Y = \pi$ for the projection $\pi : X \times X \to \Omega \times \Omega$. These conditions are equivalent to certain parametric nonlinear algebraic relations for the components of $Y$. Such a map $Y$ may be nonlinear with respect to parameters from $\Omega$. We present general results on such maps, including the clarification of the structure of the algebraic relations that define them and several transformations which allow one to obtain new such maps from known ones. Also, methods for constructing such maps are described. In particular, developing an idea from (Konstantinou-Rizos and Mikhailov 2013 J. Phys. A: Math. Theor. \textbf{46} 425201), we demonstrate how to obtain linear parametric YB maps from nonlinear Darboux transformations of some Lax operators using linear approximations of matrix refactorisation problems corresponding to Darboux matrices. New linear parametric YB maps with nonlinear dependence on parameters are presented.
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1. Introduction

The quantum Yang–Baxter equation is one of the most fundamental equations in mathematical physics and has applications in many diverse branches of physics and mathematics, including statistical mechanics, quantum field theories, the theory of knots and braids. Set-theoretical solutions of the quantum Yang–Baxter (YB) equation have been intensively studied by many authors after the work of Drinfeld [8]. Even before that, examples of such solutions were constructed by Sklyanin [31]. Veselov [34] proposed the term ‘Yang–Baxter maps’ (YB maps) for such solutions and initiated the study of the dynamical aspects for them. Before [34], one of us [5] introduced the term ‘Yang–Baxter mappings’ in the study of algebraic aspects for such maps. Relations of YB maps with integrable systems (including integrable PDEs and lattice equations) is a very active area of research (see, e.g., [2, 3, 6, 7, 9, 12, 14, 16, 19, 22, 24, 27–29, 32, 35] and references therein).

Let \( V \) be a set. A YB map \( Y : V \times V \to V \times V \) is a set-theoretical solution to the quantum YB equation

\[
Y_{12} \circ Y_{13} = Y_{23} \circ Y_{13} \circ Y_{12},
\]

(1)

Here \( Y_{ij} : V \times V \times V \to V \times V \times V \), \( i, j = 1, 2, 3 \), \( i < j \), is the map acting as \( Y \) on the \( i \)th and \( j \)th factors of \( V \times V \times V \) and acting as identity on the remaining factor.

A parametric YB map

\[
Y_{a,b} : V \times V \to V \times V, \quad Y_{a,b}(x,y) = (u_{a,b}(x,y), v_{a,b}(x,y)), \quad x, y \in V, \quad a, b \in \Omega,
\]

(2)

depends on parameters \( a, b \in \Omega \) from some parameter set \( \Omega \) and obeys the parametric YB equation

\[
Y_{a,b}^{12} \circ Y_{a,c}^{13} \circ Y_{b,c}^{23} = Y_{b,c}^{23} \circ Y_{a,c}^{13} \circ Y_{a,b}^{12} \quad \text{for all} \quad a, b, c \in \Omega.
\]

(3)

The precise definition of such maps is given in section 2.1.

In this paper we mostly study the case when \( V \) is a vector space over a field \( K \) and for all \( a, b \in \Omega \) the map \( Y_{a,b} \) given by (2) is \( K \)-linear. Note that usually \( \Omega \) is an open subset of another vector space, and the dependence of \( Y_{a,b} \) on the parameters \( a, b \) is nonlinear. (See also remark 2.1 on the case when \( \Omega \) is an algebraic variety.)

Examples of such maps related to integrable PDEs of Kadomtsev–Petviashvili and nonlinear Schrödinger (NLS) types can be found in [7, 19]. These examples are discussed in example 2.13 and in section 4.4 of the present paper.

**Remark 1.1.** A parametric YB map (2) with parameters \( a, b \in \Omega \) can be interpreted as the following YB map \( Y \) without parameters

\[
Y : (\Omega \times V) \times (\Omega \times V) \to (\Omega \times V) \times (\Omega \times V),
\]

\[
Y((a, x), (b, y)) = ((u_{a,b}(x,y)), (b, v_{a,b}(x,y))),
\]

(4)

which satisfies \( \pi Y = \pi \) for the projection \( \pi : (\Omega \times V) \times (\Omega \times V) \to \Omega \times V \). Thus one can say that we study YB maps of the form (4) which are linear with respect to \( V \) and may be nonlinear with respect to \( \Omega \). However, often it is useful to keep \( a, b \) as parameters and to work with \( Y_{a,b} \).

Note that we do not impose any nondegeneracy conditions on YB maps. In particular, the maps are not required to be invertible.
For a vector space $V$, a parametric map (2) is linear if and only if it is of the form

$$Y_{ab} : V \times V \rightarrow V \times V, \quad Y_{ab}(x, y) = (A_{a,b}x + B_{a,b}y, C_{a,b}x + D_{a,b}y), \quad x, y \in V, \quad a, b \in \Omega,$$

(5)

for some linear maps $A_{a,b}, B_{a,b}, C_{a,b}, D_{a,b}$ from $V$ to $V$, which may depend nonlinearly on $a, b \in \Omega$.

In proposition 2.8 we prove that a linear parametric map (5) satisfies the parametric YB equation (3) (i.e., (5) is a parametric YB map) if and only if $A_{a,b}, B_{a,b}, C_{a,b}, D_{a,b}$ obey the algebraic relations (19a)–(19e) for all values of the parameters $a, b, c \in \Omega$. The case when $A_{a,b}, B_{a,b}, C_{a,b}, D_{a,b}$ do not depend on $a, b$ was studied in [5, 10] (see remark 2.2 for more details).

Let $\text{YB}_{\Omega}(V)$ be the set of linear parametric YB maps (5). An element $Y_{a,b} \in \text{YB}_{\Omega}(V)$ given by (5) is written as $Y_{a,b} = (A_{a,b}, D_{a,b}; B_{a,b}, C_{a,b}) \in \text{YB}_{\Omega}(V)$. In theorem 2.9 we describe several transformations which allow one to obtain new such maps from a given one.

From theorem 2.9 we deduce corollary 2.10, namely, if $(A_{a,b}, D_{a,b}; B_{a,b}, C_{a,b}) \in \text{YB}_{\Omega}(V)$, then for any nonzero constant $l \in \mathbb{K}$ one has $(lA_{a,b}, l^{-1}D_{a,b}; B_{a,b}, C_{a,b}) \in \text{YB}_{\Omega}(V)$. Thus, from a given linear parametric YB map (5), we derive a family of linear parametric YB maps (29) depending on $l$.

Theorem 2.11 contains a number of identities for linear parametric YB maps. As discussed in remark 2.12, this clarifies the structure of relations (19a)–(19e).

Applying corollary 2.10 to the YB map (36) from [7], for each nonzero $l \in \mathbb{C}$ we obtain a linear parametric YB map (37), which for $l \neq 1$ is new, to our knowledge.

As discussed in remark 2.14 and in section 2.3, in the case when $A_{a,b}, B_{a,b}, C_{a,b}, D_{a,b}$ do not depend on $a, b$ some results of section 2.4 reduce to ones from [5].

It is known that one can sometimes construct rational parametric YB maps from matrix refactorisation problems corresponding to Darboux matrices for Lax operators (see, e.g., [19]). However, usually such a refactorisation problem gives an algebraic variety [19], and it is often difficult to represent the variety as the graph of a rational map; namely, one cannot always solve the corresponding polynomial equations in order to define a map. Then one can try to find a linear approximation to the latter. Developing an idea from [19] (see remark 1.2 below), in section 4 we study linear approximations of such refactorisation problems and present examples where this gives linear parametric YB maps. We describe several explicit examples of this procedure for Lax operators of NLS type. It would be interesting to apply the described method to Lax operators of other types.

**Remark 1.2.** The idea to use linear approximations of Darboux matrix refactorisation problems for obtaining linear parametric YB maps appeared in [19], where one example of such a map was obtained (the map (80) in the present paper).

Developing this idea, in section 4 we give a detailed description of a method to obtain such maps. In particular, in remarks 4.1–4.3, using proposition 3.2, we explain why the linear parametric maps derived from the considered linear approximations of Darboux matrix refactorisation problems satisfy the parametric YB equation. In [19] this is not explained.

As said above, the map (80) was obtained in [19]. Applying corollary 2.10 to the map (80), for each nonzero constant $l \in \mathbb{C}$ we get the linear parametric YB map (81), which for $l \neq 1$ is new.

In section 3, after recalling the well-known relation between matrix refactorisation problems and YB maps (see, e.g., [22, 32, 34]), in proposition 3.1 we present a straightforward generalisation of this relation to the case of refactorisation problems in arbitrary associative algebras.
Using proposition 3.1, we prove proposition 3.2, which explains why the linear parametric maps arising from the linear approximations of the matrix refactorisation problems considered in section 4 obey the parametric YB equation (3) (see remarks 4.1–4.3).

As shown in the proof of proposition 3.2, for a given associative algebra \( \mathfrak{B} \), this proposition deals with refactorisation in the associative algebra of formal sums \( m_1 + \varepsilon m_2 \), where \( m_1, m_2 \in \mathfrak{B} \) and \( \varepsilon \) is a formal symbol assumed to satisfy \( \varepsilon^2 = 0 \).

In section 5 we present the following example of constructing linear parametric YB maps (with nonlinear dependence on parameters) from a nonlinear nonparametric YB map.

For any group \( G \), one has the nonlinear nonparametric YB map (82) from [8]. Taking \( G = GL_n(\mathbb{K}) \subset \mathrm{Mat}_n(\mathbb{K}) \) for a positive integer \( n \), for any abelian subgroup \( \Omega \subset G \) and any nonlinear constant \( l \in \mathbb{K} \) we construct from (82) a new linear parametric YB map (86). The construction consists of three steps:

- First assume that \( \mathbb{K} \) is either \( \mathbb{R} \) or \( \mathbb{C} \). Then the set \( G \times G = GL_n(\mathbb{K}) \times GL_n(\mathbb{K}) \) is a manifold, the YB map \( F \) given by (82) is an analytic diffeomorphism, hence we can consider the differential \( dF \) of \( F \), which is given by (83), where \( M = \mathrm{Mat}_n(\mathbb{K}) \). Since \( F \) is a YB map, its differential \( dF \) is a YB map as well.

- Let \( \Omega \subset G \) be an abelian subgroup of \( G \). Denote by \( Y \) the restriction of the map (83) to the subset \((\Omega \times M) \times (\Omega \times M) \subset (G \times M) \times (G \times M)\). Computing \( Y \), we derive the YB map (84), which can be interpreted as the linear parametric YB map (85) with parameters \( a, b \in \Omega \). To obtain (84) from (83), we use the fact that \( F(a, b) = (a, ab^{-1}) = (a, b) \) for any \( a, b \in \Omega \subset G \), because \( ab = ba \).

- For each nonzero \( l \in \mathbb{K} \), applying corollary 2.10 to the map (85), we get the linear parametric YB map (86) with nonlinear dependence on the parameters \( a, b \). In the described construction of (86) we have assumed that \( \mathbb{K} \) is either \( \mathbb{R} \) or \( \mathbb{C} \), but one can check that (86) is a parametric YB map for any field \( \mathbb{K} \).

Thus, (86) represents an infinite collection of new linear parametric YB maps corresponding to abelian subgroups \( \Omega \) of the matrix group \( GL_n(\mathbb{K}) \). A detailed description of this construction is given in section 5.

In section 6, in the framework of fibre bundles and vector bundles, we discuss certain generalisations of some notions and constructions considered in this paper.

Section 7 concludes the paper with remarks and comments on how the results of this paper can be extended.

2. General results on linear parametric Yang–Baxter maps

2.1. Yang–Baxter maps

Let \( V \) be a set. A YB map is a map

\[ Y : V \times V \to V \times V, \quad Y(x, y) = (u(x, y), v(x, y)), \quad x, y \in V, \]

satisfying the YB equation (1). The terms \( Y^{12}, Y^{13}, Y^{23} \) in (1) are maps \( V \times V \times V \to V \times V \times V \) defined as follows

\[ Y^{12}(x, y, z) = (u(x, y), v(x, y), z), \quad Y^{23}(x, y, z) = (x, u(y, z), v(y, z)), \quad Y^{13}(x, y, z) = (u(x, z), y, v(x, z)), \quad x, y, z \in V. \quad (6) \]

A parametric YB map \( Y_{a,b} \) is a family of maps (2) depending on two parameters \( a, b \in \Omega \) from some parameter set \( \Omega \) and satisfying the parametric YB equation (3). The terms \( Y^{12}_{a,b} \).
In general, $V$ and $\Omega$ can be arbitrary sets. See also remark 2.1 on the case when $\Omega$ is an algebraic variety.

**Remark 2.1.** Suppose that $\Omega$ is an algebraic variety and consider the Zariski topology on the algebraic variety $\Omega \times \Omega$. Quite often one meets the following situation. A parametric map $Y_{a,b}$ depends rationally on parameters $a, b$ from $\Omega$, and there is an open dense subset $W \subset \Omega \times \Omega$ such that $Y_{a,b}$ is defined for all $(a, b) \in W \subset \Omega \times \Omega$.

If such $Y_{a,b}$ satisfies the parametric YB equation $Y_{a,b}^{12} \circ Y_{a,c}^{13} \circ Y_{b,c}^{23} = Y_{a,c}^{12} \circ Y_{a,c}^{13} \circ Y_{a,b}^{23}$ for all points $(a, b), (a, c), (b, c)$ from $W \subset \Omega \times \Omega$, then $Y_{a,b}$ can be called a parametric YB map. (Although $Y_{a,b}$ may be undefined for some points $(a, b) \in (\Omega \times \Omega) \setminus W$.) Results and methods of this paper are valid for such maps.

For example, the YB map (80) from [19] is of this type, because (80) is undefined for $(a, b)$ satisfying $a + b = 0$.

**Remark 2.2.** As a preparation for the study of linear parametric YB maps, in section 2.3 we recall some results (mostly from [5]) on linear YB maps without parameters. In particular, the result of proposition 2.3 on the structure of linear YB maps without parameters appeared independently in [5, 10] in different notation described in remark 2.4. As noticed in [10], the result of proposition 2.3 can also be easily deduced from formulas in [11].

### 2.2. Notation

Let $V$ be a vector space over a field $\mathbb{K}$. By $\text{End}(V)$ we denote the space of linear maps $V \to V$. The space $\text{End}(V)$ is an associative algebra with respect to composition of maps.

Let $A, B, C, D \in \text{End}(V)$. Consider the vector space $V \times V \cong V \oplus V$. The linear map

$$Y : V \times V \to V \times V, \quad Y(x, y) = (Ax + By, Cx + Dy), \quad x, y \in V,$$

is written as $Y = (A, D; B, C) \in \text{End}(V \times V)$, where $\text{End}(V \times V)$ is the space of linear maps $V \times V \to V \times V$.

$\mathbb{Z}_{>0}$ is the set of positive integers. Let $n \in \mathbb{Z}_{>0}$. For any commutative algebra $A$, we denote by $\text{Mat}_n(A)$ the associative algebra of $n \times n$ matrices with entries from $A$.

### 2.3. Linear Yang–Baxter maps without parameters

Let $V$ be a vector space over a field $\mathbb{K}$. In this subsection, we study the YB equation (1) for a linear map $Y : V \times V \to V \times V$ given by

$$Y(x, y) = (Ax + By, Cx + Dy), \quad x, y \in V, \quad A, B, C, D \in \text{End}(V). \quad (8)$$

So here we consider linear YB maps without parameters. Many examples of such maps can be found in [5, 10]. Results presented in this subsection serve as a preparation for the study of linear parametric YB maps in subsection 2.4.

Let $\text{YB}(V) \subset \text{End}(V \times V)$ be the subset of maps $Y \in \text{End}(V \times V)$ satisfying (1). An element $Y \in \text{YB}(V)$ given by (8) is written as $Y = (A, D; B, C) \in \text{YB}(V)$. 

The result of proposition 2.3 is presented in [5, 10] in different notation described in remark 2.4 below. As noticed in [10], this result can also be easily deduced from formulas in [11].

**Proposition 2.3 ([5, 10]).** A map \( Y \in \text{End}(V \times V) \) given by (8) satisfies (1) if and only if the maps \( A, B, C, D \in \text{End}(V) \) in (8) obey the following relations

\[
\begin{align*}
C^2 &= C - DCA, & B^2 &= B - ABD, \\
DC - CD &= DCB, & AB - BA &= ABC, \\
CA - AC &= BCA, & BD - DB &= CBD, \\
DA - AD &= BCB - CBC.
\end{align*}
\]

Thus, for \( A, B, C, D \in \text{End}(V) \) we have \((A, D; B, C) \in YB(V)\) if and only if \( A, B, C, D \) obey relations (9a)–(9d).

**Remark 2.4.** In [5, 10] the following braid relation

\[
\tilde{Y}^{12} \circ \tilde{Y}^{23} \circ \tilde{Y}^{12} = \tilde{Y}^{23} \circ \tilde{Y}^{12} \circ \tilde{Y}^{23}
\]

is studied instead of the YB equation (1).

Consider the permutation map \( P \in \text{End}(V \times V) \), \( P(x, y) = (y, x) \). A map \( Y \in \text{End}(V \times V) \) given by (8) satisfies (1) if and only if the map \( \tilde{Y} = PY \) satisfies (10).

From (8) one obtains \( PY(x, y) = (Cx + Dy, Ax + By) \) for \( x, y \in V \). Because of this, formulas (9a)–(9d) appear in [5, 10] in different notation: \( A \) is interchanged with \( C \), and \( B \) is interchanged with \( D \).

Equations (11)–(13) below and the results of proposition 2.7 appear in [5] with the same notation change.

The following relations are presented in [5] as consequences of relations (9a)–(9d)

\[
\begin{align*}
[C + B - CB, D] &= 0, & [C + B - BC, A] &= 0, \\
[D - BDC, A] &= [BC, C + B], & [A - CAB, D] &= [CB, C + B], \\
\begin{pmatrix} C & D \\ A & B \end{pmatrix} \begin{pmatrix} C & BD \\ CA & B \end{pmatrix} &= \begin{pmatrix} C & BD \\ CA & B \end{pmatrix},
\end{align*}
\]

where \([·, ·]\) denotes the commutator of maps in \( \text{End}(V) \). Note that relations (11) are equivalent to

\[
[(C - \text{id})(B - \text{id}), D] = 0, & [(B - \text{id})(C - \text{id}), A] = 0,
\]

where \( \text{id} : V \to V \) is the identity map.

The result of proposition 2.5 below is presented in [5], using the notation described in remark 2.4. This result follows from proposition 2.3.

**Proposition 2.5 ([5]).** For any vector space \( V \) over a field \( \mathbb{K} \), the set \( YB(V) \) is invariant under the following transformations

\[
\begin{align*}
(A, D; B, C) &\mapsto (D, A; C, B), \\
(A, D; B, C) &\mapsto (LA, DL^{-1}; B, C)
\end{align*}
\]

for any invertible \( L \in \text{End}(V) \) that commutes with \( B, C, AD \).
Proposition 2.7. Let $V = \mathbb{K}^n$ for some $n \in \mathbb{Z}_{>0}$. The space $\text{End}(\mathbb{K}^n)$ is identified with $\text{Mat}_n(\mathbb{K})$, and we have $YB(\mathbb{K}^n) \subset (\text{Mat}_n(\mathbb{K}))^3$. The set $YB(\mathbb{K}^n)$ is invariant also under the transformation 

$$(A, D; B, C) \mapsto (D^T, A^T; B^T, C^T),$$

where $T$ denotes the transpose operation in $\text{Mat}_n(\mathbb{K})$.

Remark 2.6. Taking the composition of the transformations (16) and (14), we see that the set $YB(\mathbb{K}^n)$ is invariant also under the transformation $(A, D; B, C) \mapsto (A^T, D^T; C^T, B^T)$.

For completeness, we present a proof for the following result from [5], which is stated in [5] without proof as a consequence of (13).

Proposition 2.7 ([5]). Let $n \in \mathbb{Z}_{>0}$. Let $A, B, C, D \in \text{Mat}_n(\mathbb{K})$ such that $(A, D; B, C) \in YB(\mathbb{K}^n)$. Then every nonzero column of the matrix $\begin{pmatrix} C & D \\ A & B \end{pmatrix}$ is an eigenvector of the matrix with eigenvalue 1.

Consider the vector space

$$W = \left\{ \begin{pmatrix} x \\ y \end{pmatrix} \in \mathbb{K}^n \times \mathbb{K}^n \mid \begin{pmatrix} C & D \\ A & B \end{pmatrix} \begin{pmatrix} x \\ y \end{pmatrix} = \begin{pmatrix} x \\ y \end{pmatrix} \right\}. $$

We have $\dim W \geq \max(\text{rank } B, \text{rank } C)$.

Furthermore, if $\begin{pmatrix} C & D \\ A & B \end{pmatrix} \neq \begin{pmatrix} I_n & 0 \\ 0 & I_n \end{pmatrix}$, then $\det \begin{pmatrix} C & D \\ A & B \end{pmatrix} = 0$. Here $I_n$ is the $n \times n$ identity matrix.

Proof. The first statement follows immediately from (13).

Thus every column of the matrix $\begin{pmatrix} C & D \\ A & B \end{pmatrix}$ belongs to $W$. This implies the second statement, since $\text{rank} \begin{pmatrix} C & D \\ A & B \end{pmatrix} \geq \max(\text{rank } B, \text{rank } C)$.

If the matrix $\begin{pmatrix} C & D \\ A & B \end{pmatrix}$ is invertible, then (13) yields $\begin{pmatrix} C & D \\ A & B \end{pmatrix} = \begin{pmatrix} I_n & 0 \\ 0 & I_n \end{pmatrix}$. Therefore, if $\begin{pmatrix} C & D \\ A & B \end{pmatrix} \neq \begin{pmatrix} I_n & 0 \\ 0 & I_n \end{pmatrix}$, then $\det \begin{pmatrix} C & D \\ A & B \end{pmatrix} = 0$. $\square$

2.4. Linear parametric Yang–Baxter maps

Let $V$ be a vector space over a field $\mathbb{K}$. Let $\Omega$ be a set. Consider a family of linear maps $Y_{a,b} \in \text{End}(V \times V)$ depending on parameters $a, b \in \Omega$. One has

$$Y_{a,b}(x, y) = (u_{a,b}(x, y), v_{a,b}(x, y)), \quad x, y \in V,$$

$$u_{a,b}(x, y) = A_{a,b}x + B_{a,b}y, \quad v_{a,b}(x, y) = C_{a,b}x + D_{a,b}y,$$

for some linear maps $A_{a,b}, B_{a,b}, C_{a,b}, D_{a,b} \in \text{End}(V)$ depending on $a, b$. As said in section 2.1, $Y_{a,b}$ is called a parametric YB map if it satisfies the parametric YB equation (3).

Let $YB_\Omega(V)$ be the set of such linear parametric YB maps. An element $Y_{a,b} \in YB_\Omega(V)$ given by (17) is written as $Y_{a,b} = (A_{a,b}, D_{a,b}; B_{a,b}, C_{a,b}) \in YB_\Omega(V)$. 


Substituting (17) in (3), we see that equation (3) is equivalent to the following system

\[ u_{a,b}(u_{a,c}(x, v_{b,c}(y, z)), u_{b,c}(y, z)) = u_{a,c}(u_{a,b}(x, y), z), \quad (18a) \]

\[ v_{a,b}(u_{a,c}(x, v_{b,c}(y, z)), u_{b,c}(y, z)) = u_{b,c}(v_{a,b}(x, y), v_{a,c}(u_{a,b}(x, y), z)), \quad (18b) \]

\[ v_{a,c}(x, v_{b,c}(y, z)) = v_{b,c}(v_{a,b}(x, y), v_{a,c}(u_{a,b}(x, y), z)), \quad x, y, z \in V. \quad (18c) \]

Proposition 2.8 below can be regarded as a generalisation of proposition 2.3 to the case of linear parametric YB maps.

**Proposition 2.8.** A parametric family of maps \( Y_{a,b} \in \text{End}(V \times V) \) given by (17) satisfies (3) if and only if \( A_{a,b}, B_{a,b}, C_{a,b}, D_{a,b} \) in (17) obey the following relations for all values of the parameters \( a, b, c \in \Omega \):

\[ C_{a,b}C_{a,b} = C_{a,c} - D_{b,c}C_{a,b}A_{a,b}, \quad B_{a,b}B_{a,c} = B_{a,c} - A_{a,b}B_{a,c}B_{b,c}, \quad (19a) \]

\[ D_{a,b}C_{a,b} - C_{b,c}D_{a,b} = D_{b,c}C_{a,b}B_{a,b}, \quad A_{a,b}B_{a,b} - B_{a,b}A_{a,b} = A_{a,b}B_{a,b}C_{b,c}, \quad (19b) \]

\[ C_{a,b}A_{a,b} - A_{a,b}C_{a,b} = B_{a,b}C_{a,b}A_{a,b}, \quad B_{a,b}D_{b,c} - D_{a,b}B_{b,c} = C_{a,b}A_{a,b}B_{b,c}, \quad (19c) \]

\[ D_{a,b}A_{a,b} - B_{b,c}C_{a,b} = A_{a,b}D_{a,b} - C_{a,b}B_{a,b}C_{b,c}, \quad (19d) \]

\[ [A_{a,b}, A_{a,c}] = 0, \quad [D_{a,b}, D_{b,c}] = 0. \quad (19e) \]

That is, for maps \( A_{a,b}, B_{a,b}, C_{a,b}, D_{a,b} \in \text{End}(V) \) depending on \( a, b \), we have \((A_{a,b}, D_{a,b}; B_{a,b}, C_{a,b}) \in Y_{b,c}(V)\) if and only if \((A_{a,b}, B_{a,b}, C_{a,b}, D_{a,b}) \) obey relations (19a)–(19e).

**Proof.** According to the left-hand side of (18a),

\[
\begin{align*}
 u_{a,b}(u_{a,c}(x, v_{b,c}(y, z)), u_{b,c}(y, z)) &= A_{a,b}u_{a,c}(x, v_{b,c}(y, z)) + B_{a,b}u_{b,c}(y, z) \\
 &= A_{a,b}(A_{a,c}x + B_{a,c}v_{b,c}(y, z)) + B_{a,b}(A_{b,c}y + B_{b,c}z) \\
 &= A_{a,b}(A_{a,c}x + B_{a,c}(C_{b,c}y + D_{b,c}z)) + B_{a,b}(A_{b,c}y + B_{b,c}z) \\
 &= A_{a,b}A_{a,c}x + (A_{a,b}B_{a,c}C_{b,c} + B_{a,b}A_{b,c})y + (A_{a,b}B_{a,c}D_{b,c} + B_{a,b}B_{b,c})z. \quad (20)
\end{align*}
\]

On the other hand, from the right-hand side of (18a), we obtain

\[
\begin{align*}
 u_{a,c}(u_{a,b}(x, y), z) &= A_{a,c}u_{a,b}(x, y) + B_{a,c}z \\
 &= A_{a,c}(A_{a,b}x + B_{a,b}y) + B_{a,c}z \\
 &= A_{a,c}A_{a,b}x + A_{a,c}B_{a,b}y + B_{a,c}z. \quad (21)
\end{align*}
\]

Comparing the coefficients of \( x, y, z \) in the right-hand sides of equations (20) and (21), we deduce the first relation of (19e), the second relation of (19b), and the second relation of (19a). Similarly, one can show that the rest of relations (19a)–(19e) are equivalent to (18b) and (18c).

**Theorem 2.9.** Let \( V \) be a vector space over a field \( \mathbb{K} \) and \( \Omega \) be a set. Consider a linear parametric YB map \( Y_{a,b} = (A_{a,b}, D_{a,b}; B_{a,b}, C_{a,b}) \in Y_{b,c}(V) \) given by (17) with parameters \( a, b \in \Omega \).

Then \((D_{a,b}, A_{a,b}; C_{a,b}, B_{a,b}) \in Y_{b,c}(V)\). That is, the set \( Y_{b,c}(V) \) is invariant under the transformation

\[
(A_{a,b}, D_{a,b}; B_{a,b}, C_{a,b}) \mapsto (D_{a,b}, A_{a,b}; C_{a,b}, B_{a,b}). \quad (22)
\]
This means that, if we set
\[ \tilde{A}_{a,b} = D_{b,a}, \quad \tilde{B}_{a,b} = C_{b,a}, \quad \tilde{C}_{a,b} = B_{b,a}, \quad \tilde{D}_{a,b} = A_{b,a}, \]
the maps \( \tilde{A}_{a,b}, \tilde{B}_{a,b}, \tilde{C}_{a,b}, \tilde{D}_{a,b} \) obey relations (19a)–(19e).

Furthermore, the set \( Y\Omega(V) \) is invariant under the transformation
\[ (A_{a,b}, D_{a,b}; B_{a,b}, C_{a,b}) \mapsto (LA_{a,b}, D_{a,b}L^{-1}; B_{a,b}, C_{a,b}), \]
for any invertible \( L \in \text{End}(V) \) that commutes with \( A_{a,b}, B_{a,b}, C_{a,b}, D_{a,b} \) for all \( a, b \in \Omega \).

\[ \tag{24} \]

Let \( V = \mathbb{K}^n \) for some \( n \in \mathbb{Z}_{\geq 0} \). The space \( \text{End}(\mathbb{K}^n) \) is identified with \( \text{Mat}_n(\mathbb{K}) \). The set \( Y\Omega(V) \) is invariant also under the transformations
\[ (A_{a,b}, D_{a,b}; B_{a,b}, C_{a,b}) \mapsto (A^T_{a,b}, D^T_{a,b}; C^T_{a,b}, B^T_{a,b}), \]
\[ (A_{a,b}, D_{a,b}; B_{a,b}, C_{a,b}) \mapsto (D^T_{a,b}, A^T_{b,a}; B^T_{b,a}, C^T_{b,a}), \]
where \( T \) denotes the transpose operation.

**Proof.** According to proposition 2.8, for \( (A_{a,b}, D_{a,b}; B_{a,b}, C_{a,b}) \in Y\Omega(V) \) we have (19a)–(19e). To prove that \( Y\Omega(V) \) is invariant under the transformation (22), we need to show \( (\tilde{A}_{a,b}, \tilde{B}_{a,b}, \tilde{C}_{a,b}, \tilde{D}_{a,b}) \in Y\Omega(V) \) for the maps (23).

Since (19a) is valid for \( (A_{a,b}, D_{a,b}; B_{a,b}, C_{a,b}) \in Y\Omega(V) \), using (19a) and (23), we obtain
\[ \tilde{B}_{a,b} = B_{c,d} - \tilde{A}_{b,c} \tilde{B}_{c,d} \tilde{D}_{b,c} \quad \tilde{C}_{a,b} = C_{c,d} - \tilde{D}_{a,d} \tilde{C}_{d,c} \tilde{A}_{a,c}. \]

Since equation (27) are valid for all values of \( a, b, c, \) we can make the change \( a \mapsto c, c \mapsto a \) in (27) and get
\[ \tilde{B}_{a,b} = B_{c,d} - \tilde{A}_{b,c} \tilde{B}_{c,d} \tilde{D}_{b,c} \quad \tilde{C}_{a,b} = C_{c,d} - \tilde{D}_{a,d} \tilde{C}_{d,c} \tilde{A}_{a,c}. \]

Equation (28) say that \( \tilde{A}_{a,b}, \tilde{B}_{a,b}, \tilde{C}_{a,b}, \tilde{D}_{a,b} \) satisfy relations (19a). In much the same way, one can show that \( A_{a,b}, B_{a,b}, C_{a,b}, D_{a,b} \) given by (23) satisfy all relations (19a)–(19e), i.e., \( (A_{a,b}, D_{a,b}; B_{a,b}, C_{a,b}) \in Y\Omega(V) \).

The other statements of the theorem are proved similarly. Note that the transformation (26) is equal to the composition of the transformations (25) and (22).

**Corollary 2.10.** Let \( (A_{a,b}, D_{a,b}; B_{a,b}, C_{a,b}) \in Y\Omega(V) \). Then for any nonzero \( l \in \mathbb{K} \) one has
\[ (lA_{a,b}, l^{-1}D_{a,b}; B_{a,b}, C_{a,b}) \in Y\Omega(V). \]

Thus we obtain a family of linear parametric \( Y\Omega \) maps (29) depending on \( l \).

**Proof.** Consider the identity map \( \text{id} : V \to V \). Using (24) for \( L = l \cdot \text{id} \in \text{End}(V) \), one gets (29).

Since the values of the parameters \( a, b, c \in \Omega \) are arbitrary, we are allowed to make any permutation of \( a, b, c \) in equations (19a)–(19e). Making the permutation \( a \mapsto c, b \mapsto a, c \mapsto b \) in the first equation from (19a) and in the first equation from (19e), we obtain
\[ C_{a,b}C_{c,b} = C_{c,b}D_{a,b}C_{b,a}A_{c,a}, \]
\[ C_{c,a}A_{c,b} = A_{a,b}C_{c,b}A_{c,a}. \]
Theorem 2.11. For any \( Y_{a,b} = (A_{a,b}, D_{a,b}; B_{a,b}, C_{a,b}) \in YB\Omega(V) \) given by (17), we have
\[
\begin{pmatrix}
C_{a,b} & D_{a,b} \\
A_{a,b} & B_{a,b}
\end{pmatrix}
\begin{pmatrix}
C_{c,a} & B_{c,a}D_{a,c} \\
C_{c,b} & B_{b,c}A_{c,a}
\end{pmatrix}
= \begin{pmatrix}
C_{c,b} & B_{b,c}D_{a,c} \\
C_{c,a} & B_{a,c}A_{c,a}
\end{pmatrix},
\]
(32)
\[
\begin{pmatrix}
C_{b,c} & D_{b,c}A_{c,a} \\
A_{c,b} & B_{c,a}
\end{pmatrix}
\begin{pmatrix}
C_{a,b} & D_{a,b} \\
A_{a,b} & B_{a,b}
\end{pmatrix}
= \begin{pmatrix}
C_{a,c} & D_{a,c}C_{b,c} \\
A_{a,b} & B_{a,b}
\end{pmatrix}.
\]
(33) Consider the map \( P \in \text{End}(V \times V) \), \( P(x,y) = (y,x) \), and the maps
\[
H_{a,b,c} \in \text{End}(V \times V), \quad H_{a,b,c}(x,y) = (C_{c,a}x + B_{c,a}D_{a,c}y, C_{c,b}A_{c,a}x + B_{b,c}y), \quad x, y \in V,
\]
\[
\tilde{H}_{a,b,c} \in \text{End}(V \times V), \quad \tilde{H}_{a,b,c}(x,y) = (C_{b,c}x + D_{b,c}A_{c,a}y, C_{a,b}B_{a,b}x + B_{b,a}y), \quad x, y \in V,
\]
depending on parameters \( a, b, c \in \Omega \). Equations (32) and (33) say that
\[
PY_{a,b}H_{a,b,c} = H_{b,a,c},
\]
(34)
\[
\tilde{H}_{a,b,c}PY_{a,b} = \tilde{H}_{b,a,c}.
\]
(35)

Proof. Equation (32) follows from (19a), (19c), (30) and (31). Equation (33) is proved similarly.
Clearly, equations (32) and (33) are equivalent to (34) and (35).

Remark 2.12. Equations (32) and (33) are equivalent to (19a)–(19c), up to permutations of \( a, b, c \). Thus, the rather cumbersome equations (19a)–(19c) can be replaced by equations (32) and (33), which have more clear structure, since they are of the form (34) and (35).

Example 2.13. Let \( K = \mathbb{C}, V = \mathbb{C}, \) and \( \Omega = \mathbb{C}^2 \). In [7] one can find the following linear parametric YB map \( Y_{a,b} : \mathbb{C} \times \mathbb{C} \to \mathbb{C} \times \mathbb{C} \) with \( a = (a_1, a_2) \in \mathbb{C}^2 \) and \( b = (b_1, b_2) \in \mathbb{C}^2 \)
\[
Y_{a,b}(x,y) = \begin{pmatrix}
\frac{a_1 - b_1}{a_1 - a_2} & \frac{b_1 - b_2}{a_1 - b_2} \\
\frac{a_1 - b_2}{a_1 - a_2} & \frac{b_1 - b_2}{a_1 - b_2}
\end{pmatrix}
\begin{pmatrix}
x \\
y
\end{pmatrix}, \quad x, y \in \mathbb{C}, \quad a = (a_1, a_2), \quad b = (b_1, b_2).
\]
(36)

In [7] the parameters \((a_1, a_2), (b_1, b_2)\) are denoted by \((p_1, q_1), (p_2, q_2)\). Note that remark 2.1 is applicable to this map.

Let \( l \in \mathbb{C}, l \neq 0 \). Applying corollary 2.10 to \( Y_{a,b} = \begin{pmatrix}
\frac{a_1 - b_1}{a_1 - b_2} & \frac{a_2 - b_2}{a_1 - b_2} \\
\frac{a_2 - b_2}{a_1 - a_2} & \frac{a_1 - b_2}{a_1 - a_2}
\end{pmatrix} \in YB\Omega(\mathbb{C}), \) we obtain the linear parametric YB map
\[
Y_{a,b}^l : \mathbb{C} \times \mathbb{C} \to \mathbb{C} \times \mathbb{C}, \quad Y_{a,b}^l(x,y) = \begin{pmatrix}
\frac{l(a_1 - b_1)}{a_1 - b_2} & \frac{b_1 - b_2}{a_1 - b_2} \\
\frac{a_1 - b_2}{a_1 - a_2} & \frac{a_1 - b_2}{a_1 - a_2}
\end{pmatrix}
\begin{pmatrix}
x \\
y
\end{pmatrix},
\]
(37)
\[
a = (a_1, a_2), \quad b = (b_1, b_2).
\]

For \( l \neq 1 \) the map (37) is new.

Remark 2.14. Theorem 2.9 can be regarded as a generalisation of proposition 2.5 and remark 2.6 to the case of linear parametric YB maps. However, if \( Y_{a,b} = (A_{a,b}, D_{a,b}; B_{a,b}, C_{a,b}) \in YB\Omega(V) \) given by (17) does not depend on the parameters \( a, b, c \in \Omega \), then the requirements on \( L \in \text{End}(V) \) in (15) are less strict than in (24), because in (15) the
map $L$ is not required to commute with $A$ and $D$. [In (15) the map $L$ commutes with $B$, $C$, and the product $AD$.]

Note also that, if $Y_{a,b} = (A_{a,b}; B_{a,b}, C_{a,b}) \in \text{YB}_\Omega(V)$ does not depend on $a, b$, then equation (32) reduces to (13).

3. Yang–Baxter maps from refactorisation problems

In this section, after recalling the well-known relation between matrix refactorisation problems and YB maps (see, e.g., [22, 32, 34]), in proposition 3.1 we present a straightforward generalisation of this relation to the case of refactorisation problems in arbitrary associative algebras. Using proposition 3.1, we prove proposition 3.2, whose applications are discussed in section 4. Namely, proposition 3.2 explains why the linear parametric maps arising from the linear approximations of the matrix refactorisation problems considered in section 4 satisfy the parametric YB equation (3) (see remarks 4.1–4.3).

Let $V, \Omega, \Lambda$ be sets and $n \in \mathbb{Z}_{>0}$. Let $L(x; a, \lambda)$ be an $n \times n$ matrix depending on $x \in V$, $a \in \Omega$, $\lambda \in \Lambda$. Here $a, \lambda$ are regarded as parameters, and $\lambda$ is called a spectral parameter. To simplify notation, we set $L_a(x) = L(x; a, \lambda)$, so $\lambda$ is not written explicitly in this notation.

Consider a family of maps

$$Y_{a,b} : V \times V \to V \times V, \quad Y_{a,b}(x,y) = \left(u_{a,b}(x,y), v_{a,b}(x,y)\right), \quad x,y \in V,$$

(38)

depending on parameters $a, b \in \Omega$. Suppose that $u = u_{a,b}(x,y)$ and $v = v_{a,b}(x,y)$ obey the equation

$$L_a(u)L_b(v) = L_b(v)L_a(u)$$

(39)

for all values of $x, y, a, b, \lambda$. Then, following [32], we say that $L_a(x) = L(x; a, \lambda)$ is a Lax matrix for the parametric map (38). Equation (39) is called the matrix refactorisation problem corresponding to $L_a(x)$.

Suppose that the equation

$$L_a(\hat{x})L_b(\hat{y})L_c(\hat{z}) = L_a(\hat{y})L_b(\hat{x})L_c(\hat{z})$$

(40)

for all $a, b, c \in \Omega$. Then, if $L_a(x)$ is a Lax matrix for a parametric map (38), this map satisfies the parametric YB equation (3) (see [22, 34]).

We need the following generalisation, where matrices are replaced by elements of an associative algebra.

**Proposition 3.1.** Let $V, \Omega$ be sets and $\mathfrak{A}$ be an associative algebra. Consider maps

$$Q_a : V \to \mathfrak{A}, \quad u_{a,b} : V \times V \to V, \quad v_{a,b} : V \times V \to V$$

depending on parameters $a, b \in \Omega$. Suppose that

- the equation

$$Q_a(\hat{x})Q_b(\hat{y})Q_c(\hat{z}) = Q_a(\hat{x})Q_b(\hat{y})Q_c(\hat{z})$$

imply $\hat{x} = x, \hat{y} = y, \hat{z} = z$. Then, if $L_a(x)$ is a Lax matrix for a parametric map (38), this map satisfies the parametric YB equation (3) (see [22, 34]).

We need the following generalisation, where matrices are replaced by elements of an associative algebra.

**Proposition 3.1.** Let $V, \Omega$ be sets and $\mathfrak{A}$ be an associative algebra. Consider maps

$$Q_a : V \to \mathfrak{A}, \quad u_{a,b} : V \times V \to V, \quad v_{a,b} : V \times V \to V$$

depending on parameters $a, b \in \Omega$. Suppose that

- the equation

$$Q_a(\hat{x})Q_b(\hat{y})Q_c(\hat{z}) = Q_a(\hat{x})Q_b(\hat{y})Q_c(\hat{z})$$

imply $\hat{x} = x, \hat{y} = y, \hat{z} = z$,

- we have

$$Q_a\left(u_{a,b}(x,y)\right)Q_b\left(v_{a,b}(x,y)\right) = Q_b(y)Q_a(x)$$

for all $a, b \in \Omega, x, y \in V$. (42)
Then the parametric map (38) satisfies the parametric YB equation (3).

**Proof.** In the case when $\mathfrak{A}$ is the algebra of $n \times n$ matrices depending on a spectral parameter, a proof of this statement is presented in [22]. The same proof works for arbitrary associative algebras. $\square$

**Proposition 3.2.** Let $V, \Omega$ be sets and $\mathcal{B}$ be an associative algebra. Consider maps

$$T_a : V \rightarrow \mathcal{B}, \quad u_{a,b} : V \times V \rightarrow V, \quad v_{a,b} : V \times V \rightarrow V$$

depending on parameters $a, b \in \Omega$. For each $a \in \Omega$, let $S_a \in \mathcal{B}$ such that

$$S_a S_b = S_b S_a \quad \text{for all } a, b \in \Omega. \quad (43)$$

Suppose that

- the equation

$$T_a(\hat{x}) S_b S_c + S_a T_b(\hat{y}) S_c + S_a S_b T_c(\hat{z}) = T_a(x) S_b S_c + S_a T_b(y) S_c + S_a S_b T_c(z) \quad \text{for all } a, b, c \in \Omega \quad (44)$$

implies $\hat{x} = x, \hat{y} = y, \hat{z} = z$,

- we have

$$S_a T_b \left( u_{a,b}(x,y) \right) + T_a \left( u_{a,b}(x,y) \right) S_b = S_b T_a(x) + T_b(y) S_a \quad \text{for all } a, b \in \Omega, \ x, y \in V. \quad (45)$$

Then the parametric map (38) satisfies the parametric YB equation (3).

**Proof.** Consider the formal symbol $\varepsilon$. Let $\mathfrak{A}$ be the set of formal sums $m_1 + \varepsilon m_2$, where $m_1, m_2 \in \mathcal{B}$. The set $\mathfrak{A}$ is an associative algebra with the following operations

$$\text{for all } m_1, m_2, \tilde{m}_1, \tilde{m}_2 \in \mathcal{B} \quad (m_1 + \varepsilon m_2) + (\tilde{m}_1 + \varepsilon \tilde{m}_2) = (m_1 + \tilde{m}_1) + \varepsilon (m_2 + \tilde{m}_2),$$

$$\quad (m_1 + \varepsilon m_2)(\tilde{m}_1 + \varepsilon \tilde{m}_2) = (m_1 \tilde{m}_1) + \varepsilon (m_1 \tilde{m}_2 + m_2 \tilde{m}_1). \quad (46)$$

Note that, for any $m, \tilde{m} \in \mathcal{B}$, one has $(\varepsilon m)(\varepsilon \tilde{m}) = 0$ in $\mathfrak{A}$. Thus essentially we assume $\varepsilon^2 = 0$.

For each $a \in \Omega$, consider the map

$$Q_a : V \rightarrow \mathfrak{A}, \quad Q_a(w) = S_a + \varepsilon T_a(w), \quad w \in V. \quad (47)$$

Using (46) and (47), we obtain

$$\text{for all } x, y \in V \quad Q_b(y) Q_a(x) = S_b S_a + \varepsilon (S_b T_a(x) + T_b(y) S_a),$$

$$\quad Q_a \left( u_{a,b}(x,y) \right) Q_b \left( u_{a,b}(x,y) \right) = S_a S_b + \varepsilon \left( S_a T_b \left( u_{a,b}(x,y) \right) + T_a \left( u_{a,b}(x,y) \right) S_b \right).$$

Hence equations (43) and (45) are equivalent to (42). Similarly, equation (44) is equivalent to (41). Therefore, we can use proposition 3.1. $\square$
4. Linear parametric Yang–Baxter maps related to Darboux transformations for NLS-type equations

It is well known that YB maps are closely related to quad-graph equations (namely, partial difference equations defined on an elementary square of the two-dimensional lattice), see, e.g., [2, 12, 28] and references therein. Recall that Darboux and Bäcklund transformations can be employed in order to derive quad-graph equations [1, 12, 20, 26, 30]. In particular, the Bianchi permutability of Darboux transformations yields integrable partial difference equations. Since the former permutability condition of Darboux transformations can be regarded as a matrix refactorisation problem similar to those described in section 3, this suggests to consider matrix refactorisation problems for particular Darboux matrices in order to construct YB maps.

In [19, 21], Darboux matrix refactorisation problems related to NLS-type partial differential equations were considered, and new birational parametric YB maps were constructed. In this section, developing an idea from [19], we demonstrate how to obtain linear parametric YB maps (with nonlinear dependence on parameters), using linear approximations of such matrix refactorisation problems. Relations of our results with those of [19] are discussed in remark 1.2 and in subsection 4.4.

4.1. Darboux transformations for NLS-type equations

The Darboux transformations which were employed in [19] are associated with AKNS-type Lax operators of the form $L = D_x + U$, where $U = U(p, q; \lambda)$ is a $2 \times 2$ matrix-function with zero trace. Here $p = p(x, t)$ and $q = q(x, t)$ are potential functions, which are solutions to a certain NLS-type equation, and $\lambda \in \mathbb{C}$ is a parameter called the spectral parameter.

In the considered Lax operators, $U$ depends rationally on $\lambda$, so $U$ can be viewed as a function of $p, q$ with values in the Lie algebra $\mathfrak{sl}_2(\mathbb{C}(\lambda))$, where $\mathbb{C}(\lambda)$ is the commutative algebra of rational functions of $\lambda$.

Following [19, 20], we say that, in this case, a Darboux transformation is determined by an invertible $2 \times 2$ matrix $M$ (called a Darboux matrix) such that

$$M LM^{-1} = M(D_x + U(p, q; \lambda))M^{-1}$$
$$= D_x - D_x(M)M^{-1} + MUM^{-1}$$
$$= D_x + U(\tilde{p}, \tilde{q}; \lambda), \quad (48)$$

where functions $\tilde{p}, \tilde{q}$ are also solutions of the same NLS-type equation. The matrix $M$ may depend on the potential functions $p, q, \tilde{p}, \tilde{q}$, the parameter $\lambda$, and some auxiliary functions.

Since the matrix $U$ has zero trace, from (48) we see that the trace of $D_x(M)M^{-1}$ is zero, which yields $D_x(\det(M)) = 0$. This condition implies some relations between the potential functions $p, q, \tilde{p}, \tilde{q}$ and the auxiliary functions that appear in the derivation of the Darboux matrix. Usually these relations allow one to express the auxiliary functions in terms of the potential functions. Depending on the complexity of the relations, sometimes one cannot derive a map from the Darboux matrix refactorisation problem, but a correspondence. However, in such cases, one can often derive a linear approximation to the map. This will be clear in the following subsections where we construct examples of linear parametric YB maps associated with Darboux transformations for the derivative NLS (DNLS) equation and a deformation of the derivative NLS (DDNLS) equation which first appeared in [25].

All the Darboux transformations that are being used in the next subsections were constructed in [20] and are associated with the following Lax operators.
\[ \mathcal{L}_{\text{DNLS}} = D_x + \lambda^2 \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix} + \lambda \begin{pmatrix} 0 & 2p \\ 2q & 0 \end{pmatrix}, \]

\[ \mathcal{L}_{\text{DDNLS}} = D_x + \lambda^2 \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix} + \lambda \begin{pmatrix} 0 & 2p \\ 2q & 0 \end{pmatrix} + \frac{1}{\lambda} \begin{pmatrix} 0 & 2p \\ 2q & 0 \end{pmatrix} - \frac{1}{\lambda^2} \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}, \]

i.e., the spatial parts of the Lax pairs for the DNLS and DDNLS equations.

4.2. A linear parametric Yang–Baxter map in the DNLS case

A Darboux matrix associated to the DNLS equation is the following

\[ M = f \left( \lambda^2 \begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix} + \lambda \begin{pmatrix} 0 & p \\ q & 0 \end{pmatrix} \right) + \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}, \quad (49) \]

where \( p, q \) are potential functions, solutions to the DNLS equation, and \( f \) is an arbitrary function which appears in the derivation of the Darboux matrix \( M \). Moreover, \( p, q, f \) satisfy a system of differential–difference equations [20], which admits the following first integral

\[ \Phi = f^2 p\bar{q} - f. \quad (50) \]

That is, \( D_x(\Phi) = 0 \), which is equivalent to \( D_x(\det(M)) = 0 \).

Therefore, we can impose the relation \( \Phi = \text{const} \), which allows us to determine the function \( f \). We set \( \Phi = -a \), where \( a \in \mathbb{C} \), and replace \((p, \bar{q}) \to (\varepsilon x_1, \varepsilon x_2) \). Then (50) becomes

\[ -a = f^2 x_1 x_2 \varepsilon^2 - f. \quad (51) \]

Expanding in \( \varepsilon \) around 0, we consider equation (51) up to \( O(\varepsilon^2) \) and take \( f = a + O(\varepsilon^2) \).

The matrix \( M \) in (49) now becomes

\[ M(x_1, x_2, a) = \lambda^2 \begin{pmatrix} a & 0 \\ 0 & 0 \end{pmatrix} + \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} + \varepsilon \lambda \begin{pmatrix} 0 & a x_1 \\ a x_2 & 0 \end{pmatrix} + O(\varepsilon^2). \quad (52) \]

For the matrix \( M_a(x_1, x_2) \equiv M(x_1, x_2, a) \) in (52), consider the matrix refactorisation problem

\[ M_a(u_1, u_2)M_b(v_1, v_2) = M_b(v_1, v_2)M_a(u_1, u_2) \quad \text{up to} \quad O(\varepsilon^2). \quad (53) \]

After expanding (53) in \( \varepsilon \), we compute the coefficients of \( \varepsilon \) (i.e., the terms of degree 1 in \( \varepsilon \)), which give the system of equations

\[ au_1 + bv_1 = ax_1 + by_1, \quad v_1 = x_1, \quad u_2 = y_2, \quad au_2 + bv_2 = ax_2 + by_2. \quad (54) \]

It is easy to check that the terms of degree 0 in \( \varepsilon \) in equation (53) cancel. Therefore, equation (53) (considered up to \( O(\varepsilon^2) \)) is equivalent to (54).

System (54) can uniquely be solved for \( u_1, u_2, v_1, v_2 \), which gives the following map

\[ Y_{a,b} \begin{pmatrix} x_1 \\ x_2 \\ y_1 \\ y_2 \end{pmatrix} = \begin{pmatrix} u_1 \\ u_2 \\ v_1 \\ v_2 \end{pmatrix}, \quad (55) \]

It is easy to check that the corresponding matrices
\[ A_{a,b} = \begin{pmatrix} 1 - \frac{b}{a} & 0 \\ 0 & 0 \end{pmatrix}, \quad B_{a,b} = \begin{pmatrix} b & 0 \\ a & 1 \end{pmatrix}, \]
\[ C_{a,b} = \begin{pmatrix} 1 & 0 \\ 0 & b \end{pmatrix}, \quad D_{a,b} = \begin{pmatrix} 0 & 0 \\ 0 & 1 - \frac{a}{b} \end{pmatrix}. \]

obey relations (19a)–(19e). Therefore, (55) is a linear parametric YB map. In remark 4.1 we explain this by means of proposition 3.2.

**Remark 4.1.** Let \( V = \mathbb{C}^2 \), \( \Omega = \mathbb{C} \), and \( \mathfrak{B} = \text{Mat}_2(\mathbb{C}[\lambda]) \). For \( a \in \Omega = \mathbb{C} \), one can rewrite formula (52) as \( M(x_1, x_2, a) = S_a + \varepsilon T_a(x_1, x_2) + \mathcal{O}(\varepsilon^2) \), where
\[ S_a = \lambda^2 \begin{pmatrix} a & 0 \\ 0 & 0 \end{pmatrix} + \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} \in \mathfrak{B}, \quad T_a : \mathbb{C}^2 \to \mathfrak{B}, \]
\[ T_a(x_1, x_2) = \lambda \begin{pmatrix} 0 & ax_1 \\ ax_2 & 0 \end{pmatrix}, \quad x_1, x_2 \in \mathbb{C}. \] (56)

Since we make computations up to \( \mathcal{O}(\varepsilon^2) \), we can use formula (46). Proposition 3.2 is applicable here, which explains why the map (55) obtained from (53), where \( M_a(x_1, x_2) = M(x_1, x_2, a) \), satisfies the parametric YB equation (3).

Equation (53) is studied up to \( \mathcal{O}(\varepsilon^2) \) and is equivalent to linear equation (54). This allows one to say that (53) can be regarded as a linear approximation of the matrix refactorisation problem corresponding to the matrix-function (49).

Recall that the formula \( M(x_1, x_2, a) = S_a + \varepsilon T_a(x_1, x_2) + \mathcal{O}(\varepsilon^2) \) with \( S_a, T_a \) given by (56) is obtained from (49), using the substitution \((p, \tilde{q}) \to (\varepsilon x_1, \varepsilon x_2)\). We use also the formula \( f = a + \mathcal{O}(\varepsilon^2) \) suggested by equation (51), which is obtained from the equation \( \Phi = -a \) by this substitution. The substitution is chosen so that the resulting \( S_a, T_a \) obey the conditions of proposition 3.2. In particular, since the matrix \( S_a \) in (56) is diagonal, we have (43).

The map (55) can be derived from the map (36) as follows. Substituting \( a_2 = b_2 = 0 \) in (36) and denoting \( a = a_1, b = b_1 \), we obtain the map
\[ \tilde{Y}_{a,b} : \mathbb{C} \times \mathbb{C} \to \mathbb{C} \times \mathbb{C}, \quad \tilde{Y}_{a,b}(x, y) = \begin{pmatrix} x - b \\ a \end{pmatrix}, \quad x, y \in \mathbb{C}. \] (57)

Substituting \( a_1 = b_1 = 0 \) in (36) and denoting \( a = a_2, b = b_2 \), we obtain the map
\[ \hat{Y}_{a,b} : \mathbb{C} \times \mathbb{C} \to \mathbb{C} \times \mathbb{C}, \quad \hat{Y}_{a,b}(x, y) = \begin{pmatrix} 0 \\ b \end{pmatrix}, \quad x, y \in \mathbb{C}. \] (58)

The map (55) is equal to the direct sum of the maps (57) and (58).

**4.3. The DDNLS case**

A Darboux matrix associated to the DDNLS equation is given by
\[ M = f \begin{pmatrix} \lambda^2 & 0 \\ 0 & \lambda^{-2} \end{pmatrix} + \lambda \begin{pmatrix} 0 & fp \\ f \tilde{q} & 0 \end{pmatrix} + fg \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} + \frac{1}{\lambda x} \begin{pmatrix} 0 & f \tilde{q} \\ fp & 0 \end{pmatrix}, \] (59)
where \( p, \tilde{q}, f, g \) satisfy a system of differential-difference equations [20], which admits two first integrals \( \Phi_1, \Phi_2 \)
\[
\Phi_1 = f^2(g - \tilde{p}q), \quad \Phi_2 = f^2(g^2 + 1 - p^2 - \tilde{q}^2),
\]
i.e., \( D_i(\Phi_i) = 0, i = 1, 2 \). The latter guarantees that \( D_i(\det(M)) = 0 \).

Hence we can impose the relations \( \Phi_1 = c_1 \) and \( \Phi_2 = c_2 \) for constants \( c_1, c_2 \in \mathbb{C} \), which allows us to determine the functions \( f, g \). As noticed in [19], it is convenient to consider the case \( c_1 = \frac{1-k^2}{2}, c_2 = \frac{1+k^2}{2} \) for a constant \( k \in \mathbb{C} \). In the obtained relations \( \Phi_1 = \frac{1-k^2}{2}, \Phi_2 = \frac{1+k^2}{2} \) and in (59) we replace \( (p, \tilde{q}) \rightarrow (\varepsilon x_1, \varepsilon x_2) \), which gives
\[
M = f \left( \begin{array}{cc} \lambda^2 & 0 \\ 0 & \lambda^{-2} \end{array} \right) + \lambda \left( f \varepsilon x_1 \begin{array}{c} 0 \\ 1 \end{array} \right) + \varepsilon \left( f \varepsilon x_2 \begin{array}{c} 0 \\ 1 \end{array} \right) + \frac{1}{\lambda} \left( f \varepsilon x_1 \begin{array}{c} 0 \\ 1 \end{array} \right). \tag{62}
\]

Expanding in \( \varepsilon \) around 0, we solve equation (61) for \( f, g \) up to \( \mathcal{O}(\varepsilon^2) \) and obtain 4 cases
\[
f = \frac{1-k}{2} + \mathcal{O}(\varepsilon^2), \quad g = \frac{1+k}{1-k} + \mathcal{O}(\varepsilon^2), \tag{63}
\]
\[
f = \frac{k-1}{2} + \mathcal{O}(\varepsilon^2), \quad g = \frac{1+k}{1-k} + \mathcal{O}(\varepsilon^2), \tag{64}
\]
\[
f = \frac{1+k}{2} + \mathcal{O}(\varepsilon^2), \quad g = \frac{1-k}{1+k} + \mathcal{O}(\varepsilon^2), \tag{65}
\]
\[
f = -\frac{1+k}{2} + \mathcal{O}(\varepsilon^2), \quad g = \frac{1-k}{1+k} + \mathcal{O}(\varepsilon^2). \tag{66}
\]

Let us study first the case (63). Substituting (63) in (62) and denoting the obtained matrix by \( M_4(x_1, x_2) \), one derives the formula
\[
M_4(x_1, x_2) = \frac{1-k}{2} \begin{pmatrix} \lambda^2 & 0 \\ 0 & \lambda^{-2} \end{pmatrix} + \frac{1+k}{2} \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} + \varepsilon \frac{1-k}{2} \begin{pmatrix} 0 & \lambda x_1 + \lambda^{-1} x_2 \\ \lambda x_2 + \lambda^{-1} x_1 & 0 \end{pmatrix} + \mathcal{O}(\varepsilon^2). \tag{67}
\]

For the matrix \( M_4(x_1, x_2) \) in (67), consider the following matrix refactorisation problem
\[
M_6(u_1, u_2)M_4(v_1, v_2) = M_6(y_1, y_2)M_4(x_1, x_2) \quad \text{up to} \quad \mathcal{O}(\varepsilon^2). \tag{68}
\]

After expanding (68) in \( \varepsilon \), we consider the coefficients of \( \varepsilon \), which give the system of equations
\[
u_2 = y_2, \quad v_1 = x_1, \tag{69}
\]
\[(a-1)(b-1)u_1 - (a-1)(b+1)u_2 - (a+1)(b-1)v_2 = (a-1)(b-1)y_1 - (a+1)(b-1)y_2 - (b-1)(a+1)x_2, \tag{70}
\]
\[(a-1)(b+1)u_1 + (a+1)(b-1)v_1 - (a-1)(b-1)v_2 = (a+1)(b-1)y_1 + (a-1)(b+1)x_1 - (a-1)(b-1)x_2. \tag{71}
\]

The above system can uniquely be solved for \( u_1, u_2, v_1, v_2 \), which gives the map
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\[ Y_{a,b} \begin{pmatrix} x_1 \\ x_2 \\ y_1 \\ y_2 \end{pmatrix} = \begin{pmatrix} u_1 \\ u_2 \\ v_1 \\ v_2 \end{pmatrix}, \]

\[
\equiv \begin{pmatrix}
\frac{a + 1}{a - 1} & \frac{a - b}{a + b} & \frac{2a(b - 1)}{a - 1} & \frac{-a - b}{a + b} \\
\frac{b}{a - 1} & \frac{a + b}{a - 1} & 0 & 0 \\
\frac{1}{a - b} & 0 & \frac{-a - b}{a + b} & \frac{0}{a + b} \\
\frac{2(a - 1)b}{a + b} & \frac{0}{b - 1(a + b)} & \frac{0}{a + b} & \frac{0}{b - 1(a + b)}
\end{pmatrix} \begin{pmatrix} x_1 \\ x_2 \\ y_1 \\ y_2 \end{pmatrix}.
\]

(72)

The matrix representing the linear map (72) satisfies the relations of proposition 2.8. Namely, the corresponding matrices

\[ A_{a,b} = \begin{pmatrix}
\frac{a + 1}{a - 1} & \frac{a - b}{a + b} \\
\frac{b}{a - 1} & \frac{a + b}{a - 1} \\
\frac{1}{a - b} & 0 \\
\frac{2(a - 1)b}{a + b}
\end{pmatrix}, \quad B_{a,b} = \begin{pmatrix}
\frac{2a(b - 1)}{a - 1} & \frac{-a - b}{a + b} \\
0 & \frac{0}{a + b} \\
\frac{-a - b}{a + b} & \frac{0}{b - 1(a + b)} \\
\frac{0}{b - 1(a + b)}
\end{pmatrix}, \]

obey relations (19a)–(19e). Hence (72) is a linear parametric YB map. As shown in remark 4.4, the map (72) is equivalent to the YB map (80), which appeared in [19].

**Remark 4.2.** Similarly to remark 4.1, the fact that the map (72) satisfies the parametric YB equation (3) is explained by proposition 3.2. Equation (68) is studied up to \(O(\varepsilon^2)\) and is equivalent to linear equations (69)–(71). This allows one to say that (68) can be regarded as a linear approximation of the matrix refactorisation problem corresponding to the matrix-function (59).

So in the case (63), using equation (68), we have obtained the map (72). The case (64) is obtained from (63) by the change \(f \mapsto -f\). Since the matrix \(M\) in (62) is of the form \(M = fN(x_1, x_2, g, \lambda, \varepsilon)\) for some matrix \(N(x_1, x_2, g, \lambda, \varepsilon)\), the change \(f \mapsto -f\) does not affect equation (68), hence the case (64) gives the same map (72).

The case (65) is obtained from (63) by the change \(k \mapsto -k\), hence in this case we need to make the change \(k \mapsto -k\) in the right-hand side of (67). Then the above procedure gives the map (72) with \(a, b\) replaced by \(-a, -b\).

The case (66) is obtained from (63) by the changes \(f \mapsto -f\) and \(k \mapsto -k\). By the above arguments, in this case we get the map (72) with \(a, b\) replaced by \(-a, -b\).

4.4. More results on the DDNLS case

Following [19], consider again the relations \(\Phi_1 = \frac{1 + i^2}{4}, \Phi_2 = \frac{1 - i^2}{4}\) for a constant \(k \in \mathbb{C}\), where \(\Phi_i, i = 1, 2\), are given by (60). In the relations \(\Phi_1 = \frac{1 + i^2}{4}, \Phi_2 = \frac{1 - i^2}{2}\) and in (59) we replace \((fp, f \bar{q}) \mapsto (\varepsilon x_1, \varepsilon x_2)\), which gives

\[ f^2 g - x_1 x_2 \varepsilon^2 = \frac{1 - k^2}{4}, \quad f^2 g^2 + f^2 - x_1^2 \varepsilon^2 - x_2^2 \varepsilon^2 = \frac{1 + k^2}{2}. \]

(73)
\[ M = f\left(\frac{\lambda^2}{0} \quad 0 \quad \frac{\lambda}{\varepsilon x_2}\right) + \lambda\left(\frac{0}{0} \quad \varepsilon x_1 \quad 0\right) + fg\left(\frac{1}{0} \quad 0 \quad \frac{1}{\lambda}\right) + \frac{1}{\lambda}\left(\frac{0}{0} \quad \varepsilon x_1 \quad 0\right). \quad (74) \]

Expanding in \( \varepsilon \) around 0, we now solve equation (73) for \( f \), \( fg \) up to \( O(\varepsilon^2) \) and obtain 4 cases

\[
\begin{align*}
f &= \frac{1 + k}{2} + O(\varepsilon^2), \quad f g = \frac{1 - k}{2} + O(\varepsilon^2), \quad (75) \\
f &= -\frac{1 + k}{2} + O(\varepsilon^2), \quad f g = k - \frac{1}{2} + O(\varepsilon^2), \quad (76) \\
f &= \frac{1 - k}{2} + O(\varepsilon^2), \quad f g = \frac{1 + k}{2} + O(\varepsilon^2), \quad (77) \\
f &= \frac{k - 1}{2} + O(\varepsilon^2), \quad f g = -\frac{1 + k}{2} + O(\varepsilon^2). \quad (78)
\end{align*}
\]

Consider the case (75). Substituting (75) in (74) and denoting the obtained matrix by \( M_k(x_1, x_2) \), we derive the formula

\[
M_k(x_1, x_2) = \frac{1 + k}{2} \left(\frac{\lambda^2}{0} \quad 0 \quad \frac{\lambda}{\varepsilon x_2}\right) + \frac{1 - k}{2} \left(\frac{1}{0} \quad 0 \quad \frac{1}{\lambda}\right)
+ \varepsilon \left(\frac{0}{\lambda x_2 + \lambda^{-1} x_1} \quad \lambda x_1 + \lambda^{-1} x_2 \quad 0\right) + O(\varepsilon^2). \quad (79)
\]

By the same procedure as in subsection 4.3, considering equation (68) for the matrix (79), one obtains the following linear parametric YB map

\[
Y_{a,b}^\left(\begin{array}{c}
x_1 \\
x_2 \\
y_1 \\
y_2 \\
\end{array}\right) = \left(\begin{array}{c}
u_1 \\
u_2 \\
v_1 \\
v_2 \\
\end{array}\right)^{a,b} = \left(\begin{array}{cccc}
\frac{(a - 1)(a - b)}{(a + 1)(a + b)} & a - b & 2a & -\frac{(a + 1)(a - b)}{(b + 1)(a + b)} \\
\frac{a - b}{a + b} & a + b & \frac{a + 1}{b + 1} & 0 \\
0 & 0 & 0 & 0 \\
\frac{(a - b)(b + 1)}{(a + 1)(a + b)} & 2b & a - b & -\frac{(a - b)(b - 1)}{(b + 1)(a + b)}
\end{array}\right)^{a,b} \left(\begin{array}{c}
x_1 \\
x_2 \\
y_1 \\
y_2 \\
\end{array}\right), \quad (80)
\]

which appeared in [19].

**Remark 4.3.** As said above, the linear map (80) is obtained from equation (68) for (79). Similarly to remarks 4.1 and 4.2, the fact that the map (80) satisfies the parametric YB equation (3) is explained by proposition 3.2.

In the case (76) one obtains the same map. In the cases (77), (78) one derives the map (80) with \( a, b \) replaced by \(-a, -b\).
Let $l \in \mathbb{C}$, $l \neq 0$. Applying corollary 2.10 to the map (80), we get the map

$$Y'_{a,b} : \mathbb{C}^2 \times \mathbb{C}^2 \to \mathbb{C}^2 \times \mathbb{C}^2,$$

$$Y'_{a,b}egin{pmatrix} x_1 \\ x_2 \\ y_1 \\ y_2 \end{pmatrix} = \begin{pmatrix} \frac{l(a-1)(a-b)}{a+1}(a+b) & \frac{l(a-b)}{a+b} & \frac{2a}{a+b} & \frac{(a+1)(a-b)}{a+1}(a+b) \\ 0 & 0 & 0 & b+1 \\ d & 0 & 0 & 0 \\ \frac{(a+b)(b+1)}{a} & 2b & \frac{a-b}{l(a+b)} & \frac{(a-b)(b+1)}{l(b+1)(a+b)} \end{pmatrix} \begin{pmatrix} x_1 \\ x_2 \\ y_1 \\ y_2 \end{pmatrix}. \tag{81}$$

For $l \neq 1$ the YB map (81) is new.

**Remark 4.4.** The following observation was brought to us by Mikhailov. Consider the matrix

$$M_{a,b} = \begin{pmatrix} \frac{(a+1)(a-b)}{a+1}(a+b) & \frac{2a}{a+b} & \frac{(a+1)(a-b)}{a+1}(a+b) \\ 0 & 0 & 0 \\ 0 & 0 & 0 \\ \frac{(a+b)(b+1)}{a} & 2(a-1)b & \frac{(a-b)(b+1)}{a-b} \\ \frac{(a+b)(b+1)}{a} & \frac{(a+b)(b+1)}{a} & \frac{(a-b)(b+1)}{a-b} \end{pmatrix}$$

from (72) and the diagonal matrix $U_{a,b} = \text{diag}(a-1, a-1, b-1, b-1)$. The matrix $U_{a,b}M_{a,b}U_{a,b}^{-1}$ is equal to the $4 \times 4$ matrix in (80) after the change $a \mapsto -a$, $b \mapsto -b$. This implies that the linear parametric YB maps (72) and (80) are equivalent up to a change of the basis in $\mathbb{C}^2 \times \mathbb{C}^2$ and the change $a \mapsto -a$, $b \mapsto -b$. 

5. Yang–Baxter maps associated with matrix groups

Let $G$ be a group. One has the following YB map [8]

$$F : G \times G \to G \times G, \quad F(x, y) = (x, x y^{-1}), \quad x, y \in G. \tag{82}$$

Assume that $\mathbb{K}$ is either $\mathbb{R}$ or $\mathbb{C}$. Let $n \in \mathbb{Z}_{>0}$ and consider the group $G = \text{GL}_n(\mathbb{K}) \subset \text{Mat}_n(\mathbb{K})$. Then $G$ is a manifold, and for each $x \in G = \text{GL}_n(\mathbb{K})$ one has the tangent space $T_xG \cong \text{Mat}_n(\mathbb{K})$. Set $M = \text{Mat}_n(\mathbb{K})$. The tangent bundle of the manifold $G$ can be identified with the trivial bundle $G \times M \to G$.

For $G = \text{GL}_n(\mathbb{K})$, the YB map (82) is an analytic diffeomorphism of the manifold $G \times G$. The differential $dF$ of this diffeomorphism $F$ can be identified with the following map

$$dF : (G \times M) \times (G \times M) \to (G \times M) \times (G \times M),$$

$$dF((x, M_1), (y, M_2)) = \left( (x, M_1), \left( \frac{\partial}{\partial \varepsilon} \bigg|_{\varepsilon=0} (x + \varepsilon M_1)(y + \varepsilon M_2)(x + \varepsilon M_1)^{-1} \right) \right),$$

$x, y \in G = \text{GL}_n(\mathbb{K})$, $M_1, M_2 \in M = \text{Mat}_n(\mathbb{K})$.

$$\tag{83}$$
Since $F$ is a YB map, its differential $dF$ is a YB map as well.

Let $\Omega \subset G$ be an abelian subgroup of $G$. Denote by $Y : (\Omega \times M) \times (\Omega \times M) \to (\Omega \times M)$ the restriction of the map $dF$ to the subset $(\Omega \times M) \subset (G \times M) \times (G \times M)$. As $dF$ is a YB map, $Y$ is a YB map as well.

Let $\psi : (a, M_1, b, M_2, y) \in \Omega$. Since $ab = ba$, computing \((83)\) for $x = a$ and $y = b$, we obtain
\[
Y : (\Omega \times \text{Mat}_n(\mathbb{K})) \times (\Omega \times \text{Mat}_n(\mathbb{K})) \to (\Omega \times \text{Mat}_n(\mathbb{K})) \times (\Omega \times \text{Mat}_n(\mathbb{K})),
\]
\[
Y((a, M_1), (b, M_2)) = ((a, M_1), (b, aM_2a^{-1} - bM_1a^{-1} + M_1ba^{-1})).
\]
Similarly to remark 1.1, the YB map \((84)\) can be interpreted as the following linear parametric YB map
\[
Y_{a,b} : \text{Mat}_n(\mathbb{K}) \times \text{Mat}_n(\mathbb{K}) \to \text{Mat}_n(\mathbb{K}) \times \text{Mat}_n(\mathbb{K}),
\]
\[
Y_{a,b}(M_1, M_2) = (M_1, aM_2a^{-1} - bM_1a^{-1} + M_1ba^{-1}),
\]
with parameters $a, b \in \Omega$.

Let $l \in \mathbb{K}, l \neq 0$. Applying corollary 2.10 to the map \((85)\), we obtain the linear parametric YB map
\[
Y_{a,b}^l : \text{Mat}_n(\mathbb{K}) \times \text{Mat}_n(\mathbb{K}) \to \text{Mat}_n(\mathbb{K}) \times \text{Mat}_n(\mathbb{K}),
\]
\[
Y_{a,b}^l(M_1, M_2) = (lM_1, -bM_1a^{-1} + M_1ba^{-1} + l^{-1}aM_2a^{-1}),
\]
where $a, b \in \Omega$ is an abelian subgroup of $\text{GL}_n(\mathbb{K})$.

In the above construction of \((86)\) we have assumed that $\mathbb{K}$ is either $\mathbb{R}$ or $\mathbb{C}$, in order to use tangent spaces and differentials. Now one can check that \((86)\) is a parametric YB map for any field $\mathbb{K}$.

6. Some generalisations

In this section we introduce certain generalisations of some notions and constructions considered in the paper.

Let $E, \Omega$ be topological spaces and $\psi : E \to \Omega$ be a fibre bundle. Consider a YB map $Y : E \times E \to E \times E$ satisfying $\pi Y = \pi$, where
\[
\pi = \psi \times \psi : E \times E \to \Omega \times \Omega.
\]
Such YB maps generalise parametric YB maps discussed in remark 1.1, which correspond to the case of the trivial bundle $\Omega \times V \to V$, where $\Omega$ and $V$ are topological spaces.

Suppose that $\psi : E \to \Omega$ is a vector bundle and consider the vector bundle $\psi \times \psi : E \times E \to \Omega \times \Omega$. Suppose further that a YB map $Y : E \times E \to E \times E$ satisfies $\pi Y = \pi$ for $\pi$ given by \((87)\), and $Y$ is linear along the fibres of $\psi \times \psi$. Such YB maps generalise linear parametric YB maps, which correspond to the case of the trivial vector bundle $\Omega \times V \to \Omega$, where $V$ is a vector space.

Let $M$ be a (smooth or complex-analytic) manifold and $Y : M \times M \to M \times M$ be a (smooth or complex-analytic) YB map. Consider the tangent bundle $\tau : TM \to M$ of $M$ and the differential
\[
dY : TM \times TM \to TM \times TM.
\]
of the map \( Y \). Since \( Y \) is a YB map, its differential \( dY \) is a YB map as well. (This follows from general properties of the differentials of smooth and analytic maps.)

For any subset \( S \subset M \) satisfying \( Y(S \times S) \subset S \times S \), one has

\[
dY (\tau^{-1}(S) \times \tau^{-1}(S)) \subset \tau^{-1}(S) \times \tau^{-1}(S),
\]

and the restriction of the YB map \( dY \) to the subset \( \tau^{-1}(S) \times \tau^{-1}(S) \subset TM \times TM \) is a YB map as well. This generalises the construction from section 5, which corresponds to the case when \( M = G = \text{GL}_n(K) \), where \( K \) is \( \mathbb{R} \) or \( \mathbb{C} \), the map \( Y = F \) is given by (82), and \( S = \Omega \) is an abelian subgroup of the group \( M = \text{GL}_n(K) \).

We plan to study these generalisations in future works.

7. Conclusions

In this paper we have presented a number of general results on linear parametric YB maps, including the clarification of the structure of the nonlinear algebraic relations that define them and several transformations which allow one to obtain new such maps from known ones. Also, methods to construct such maps have been described. In particular, we have demonstrated how to obtain linear parametric YB maps (with nonlinear dependence on parameters) from nonlinear Darboux transformations of some Lax operators, using linear approximations of matrix refactorisation problems corresponding to Darboux matrices.

As illustrative examples, the following new linear parametric YB maps with nonlinear dependence on parameters have been presented.

- For each nonzero constant \( l \in \mathbb{C} \), we have the linear parametric YB maps (37) and (81) with parameters \( a, b \). For \( l \neq 1 \) these maps are new. For \( l = 1 \) the map (37) appeared in [7] and (81) appeared in [19].
- The map (86) is new for each nonzero constant \( l \in K \), where \( K \) is any field (e.g., \( K = \mathbb{R} \) or \( K = \mathbb{C} \)). Note that (86) actually represents an infinite collection of linear parametric YB maps corresponding to abelian subgroups \( \Omega \) of the matrix groups \( \text{GL}_n(K) \), \( n \in \mathbb{Z}_{>0} \).

**Remark 7.1.** Recall that, for a set \( S \), a map \( F : S \to S \) is said to be involutive if \( F^2 = \text{id} \).

In the study of the dynamics of a map \( \tilde{F} : S \to S \), one considers its powers \( \tilde{F}^k : S \to S \) for nonnegative integers \( k \). From this point of view, noninvolutive maps are more interesting than involutive ones.

Known examples of YB maps very often turn out to be involutive. The maps (37), (81) and (86) are noninvolutive.

**Remark 7.2.** Consider a set \( X \) and the permutation map \( P : X \times X \to X \times X, P(x, y) = (y, x) \). A YB map \( Y : X \times X \to X \times X \) is called reversible if \( P \circ Y \circ P \circ Y = \text{id} \).

The maps (37) and (81) are reversible. The map (86) is not reversible. (When we speak about the reversibility property for a parametric YB map \( Y_{a,b} \) given by (2), we mean that it is interpreted as a YB map of the form (4).)

**Remark 7.3.** It is well known that YB maps are closely related to 3D consistent quad-graph equations [2, 12]. It is natural to expect that some of the linear YB maps presented in this paper are related to (multicomponent) linear 3D consistent quad-graph equations.

A result on classification of linear 3D consistent quad-graph equations (quadrilateral lattice equations) in the scalar case is provided in [4]. It would be interesting to generalise this result of [4] to the multicomponent case and to study relations with linear YB maps.
In section 6, using fibre bundles and vector bundles, we have introduced certain generalisations of some notions and constructions considered in the paper. We plan to study these generalisations in future works.

Also, motivated by the results of this paper, we suggest the following directions for future research:

- Develop similar approaches for entwining YB maps which are set-theoretical solutions to the parametric, entwining YB equation which reads

\[
S_{a,b}^{12} \circ R_{a,c}^{13} \circ T_{b,c}^{23} = T_{b,c}^{23} \circ R_{a,c}^{13} \circ S_{a,b}^{12}. \tag{88}
\]

Here \( S, R, T \) are maps from \( V \times V \) to \( V \times V \) depending on two parameters from \( \Omega \) for some sets \( V, \Omega \). The maps \( S_{a,b}^{12}, R_{a,c}^{13}, T_{b,c}^{23} \) from \( V \times V \times V \) to \( V \times V \times V \) with parameters \( a, b, c \in \Omega \) are constructed from \( S, T, R \) in the standard way (see, e.g., [14, 21, 23]). If \( S = R = T \equiv Y \), then equation (88) becomes the parametric YB equation (3).

- Extend the methods of this paper to the case of the functional (Zamolodchikov’s) tetrahedron equation, which can be regarded as a higher-dimensional generalisation of the (parametric) YB equation. A number of interesting results on relations of the functional tetrahedron equation to integrable systems are known (see, e.g., [7, 13, 17, 18, 33] and references therein); however, it has not yet attracted the same attention as the YB equation.

- Study whether the YB maps derived in section 4 are related to integrable equations on quad-graphs. In particular, since the YB maps presented in section 4 admit invariants in separated form, one may employ the methods from [14–16].
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