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Abstract. We investigate the problem of dimension reduction for plates in nonlinear magnetoelasticity. The model features a mixed Eulerian-Lagrangian formulation, as magnetizations are defined on the deformed set in the actual space. We consider low-energy configurations by rescaling the elastic energy according to the linearized von Kármán regime. First, we identify a reduced model by computing the Γ-limit of the magnetoelastic energy, as the thickness of the plate goes to zero. This extends a previous result obtained by the first author in the incompressible case to the compressible one. Then, we introduce applied loads given by mechanical forces and external magnetic fields and we prove that sequences of almost minimizers of the total energy converge to minimizers of the corresponding energy in the reduced model. Subsequently, we study quasistatic evolutions driven by time-dependent applied loads and a rate-independent dissipation. We prove that energetic solutions for the bulk model converge to energetic solutions for the reduced model and we establish a similar result for solutions of the approximate incremental minimization problem. Both these results provide a further justification of the reduced model in the spirit of the evolutionary Γ-convergence.

1. Introduction

Magnetoelasticity concerns the interaction between magnetic fields and deformable solids [12, 20, 44]. Indeed, it is known that magnetic materials can change their strain upon the application of magnetic fields and this behaviour is termed magnetostriction. Conversely, it is possible to modify the magnetic response of such materials by means of mechanical loads. Both these phenomena are of great interest in engineering since they constitute the basic operating principle of many technological devices such as sensors and actuators.

Internally, magnetic materials are subdivided into regions of uniform magnetization called magnetic domains [31]. This structure originates from the competition of two effects: the magnetocrystalline anisotropy, that is, the existence of preferred magnetization directions, called easy axes, determined by the underlying crystal lattice; and the long-range interactions between magnetic dipoles which favour configurations with divergence-free magnetization throughout the specimen. When a magnetic field is applied, a reorganization of the domain structure is observed: the boundaries between these domains shift and the domains themselves rotate. This is mainly due to the more favourable orientation of certain easy axes with respect to the direction of the external field [34]. As a result, these movements produce a macroscopic strain and, in turn, lead to the deformation of the specimen.

According to the variational theory of Brown [12], the magnetoelastic energy is a function of deformations and magnetizations, and equilibrium states correspond to minima of the energy functional. The model contemplates finite strains. Therefore, while deformations are defined on the reference configuration (Lagrangian), magnetizations are defined on the deformed set in the actual space (Eulerian).

Apart from magnetoelasticity [5, 11, 36], mixed Eulerian-Lagrangian formulations appear also in other contexts, such as the theory of liquid crystals [4, 30], phase transitions [28, 51] and finite plasticity [33, 52]. From the mathematical point of view, the analysis of such models is very challenging. Indeed, several standard techniques are no longer available in this setting, so that novel strategies are required. For
these reasons, in recent years, mixed Eulerian-Lagrangian variational problems got the attention of the mathematical community. Rigorously derived lower-dimensional models of continuum mechanics play an important role in applications because they preserve the main features of the bulk model but they are usually simpler from the computational point of view [40, 41]. Fundamental results obtained in [24, 25] have initiated a remarkable progress in this area and have established the prominent role of Γ-convergence [7] in the validation of reduced models for thin structures. For micromagnetics, among others, important results have been achieved in [13, 26]. However, in the case of magnetoelasticity, few rigorous results are available. Two-dimensional models were first derived in [35] for Kirchhoff-Love plates starting from linearized magnetoelasticity, and then in [16] for non-simple materials in the fully nonlinear membrane regime. In the first case, rate-independent evolutions were also studied.

In this contribution, we derive a reduced model for plates in the linearized von Kármán regime starting from nonlinear magnetoelasticity. Our results develop the investigations initiated in [8] for incompressible materials to various extents. We consider compressible materials and we make more realistic assumptions on the elastic energy density. Also, we include applied loads given by mechanical forces and external magnetic fields. Unlike [8], our analysis covers both the static the quasistatic setting. In the first case, we employ Γ-convergence techniques to study the asymptotic behaviour of minimizers of the magnetoelastic energy, as the thickness of the plate goes to zero. In the latter one, we investigate the dimension reduction in the framework of evolutionary Γ-convergence [46].

Let $h > 0$ denote the thickness of a thin magnetoelastic plate $\Omega_h := S \times hI \subset \mathbb{R}^3$, where $S \subset \mathbb{R}^2$ represents the section and $I := (-1/2, 1/2)$. Deformations are maps $\phi: \Omega_h \to \mathbb{R}^3$ while magnetizations are given by maps $m: \phi(\Omega_h) \to \mathbb{R}^3$. Deformations are assumed to be injective and orientation-preserving in order to exclude the interpenetration of matter, and satisfy clamped boundary conditions [37]. Also, for sufficiently low constant temperature, deformations and magnetizations are subject to the magnetic saturation constraint [12, 32, 49] which, up to normalization, reads

$$|m \circ \phi| \det \nabla \phi = 1 \text{ in } \Omega_h.$$ 

The magnetoelastic energy per unit volume is accounted by the functional

$$(\phi, m) \mapsto \frac{1}{h^{\beta+1}} \int_{\Omega_h} W_h(\nabla \phi, m \circ \phi) \, dX + \frac{1}{h} \int_{\phi(\Omega_h)} |\nabla m|^2 \, d\xi + \frac{1}{2h} \int_{\mathbb{R}^3} |\nabla \psi m|^2 \, d\xi. \quad (1.1)$$

This consists of three contributions: the elastic energy, which is rescaled by $h^{\beta+1}$ with $\beta > 6$ and depends on the elastic density $W_h$; the exchange energy, that penalizes spatial changes of magnetizations; and the magnetostatic energy, which involves the stray field potential $\psi_m: \mathbb{R}^3 \to \mathbb{R}^3$ given by a solution of Maxwell equations:

$$\Delta \psi m = \text{div} (\chi_{\phi(\Omega_h)} m) \text{ in } \mathbb{R}^3.$$

In particular, we specify the structure of the elastic energy density $W_h$ in (1.1), which is assumed to take the form

$$W_h(F, \lambda) := \Phi \left( \left( I + c_h \lambda(\det F) \otimes \lambda(\det F) \right)^{-1} F \right), \quad (1.2)$$

where $\Phi$ is a frame indifferent energy density satisfying physical growth conditions and $c_h \sim h^{\beta/2}$ is a positive parameter. Similar expressions, with the nematic director in place of the magnetization, are widely accepted in the context of liquid crystals [19] and we refer to [2] for a specific example in the case of plates. Expression of the elastic energy that are formally analogous to the one in (1.2) have already been considered in the dimension reduction of prestrained materials [38, 39] and heterogeneous multilayers [17, 50].

Assuming that $\Phi$ is minimized at the identity, formula (1.2) induces the competition of deformation gradient and magnetization in the minimization of the elastic energy which characterizes magnetostrictive effects. Therefore, the constitutive assumption in (1.2) makes this setting more realistic compared with the one in [8], where the elastic energy is minimized at the identity independently on the magnetization.
Our main results are contained in Theorem 3.1 and Theorem 3.13 for the static setting, and in Theorem 4.3 and Theorem 4.9 for the quasistatic setting. The enunciation of these results requires the specification of the setting and the introduction of a considerable amount of notation. Therefore, we limit ourselves to briefly describe them and we postpone the precise statements to Sections 3 and 4.

In Theorem 3.1, we compute the \( \Gamma \)-limit of the magnetoelastic energy in (1.1), as \( h \to 0^+ \). This is computed with respect to the convergence of the averaged displacements [25], and of the composition of magnetizations with deformations. The limiting energy that we obtain is purely Lagrangian and is naturally given by integrals on the section \( S \). The elastic term in the reduced model is obtained by the linearization of \( \Phi \) at the identity similarly to [25]. In contrast with [8], this term exhibits a strong coupling between elastic and magnetic variables in agreement with models of linearized magnetoelasticity [18]. Also, as in [13, 26], the magnetoelastic term simplifies substantially in the reduced model.

In Theorem 3.13, we consider applied loads given by mechanical forces and external magnetic fields, all dependent on the thickness of the plate. In particular, the energy contribution determined by the external magnetic field, usually called Zeeman energy, is of Eulerian type. The total energy is given by the difference between the magnetoelastic energy and the work of applied loads. Having prescribed the asymptotic behaviour of the applied loads, we prove that sequence of almost minimizers of the total energy converge, as \( h \to 0^+ \), to minimizers of the corresponding energy functional in the reduced model. Because of the rescaling of the elastic energy, the analysis in quite involved since the coercivity of the total energy functional is not immediate.

In the quasistatic setting we adopt the framework of rate-independent processes with the notion of energetic solution [45]. We consider time-dependent applied loads and we introduce the dissipation distance

\[
\left( (\phi, m), (\hat{\phi}, \hat{m}) \right) \mapsto \frac{1}{h} \int_{\Omega_h} |m \circ \phi \det \nabla \phi - \hat{m} \circ \hat{\phi} \det \nabla \hat{\phi}| \, dX.
\]

Our results in the quasistatic setting are in the spirit of evolutionary \( \Gamma \)-convergence [46]. The first one, namely Theorem 4.3, states the convergence energetic solutions for the bulk model to energetic solutions of the reduced model, as \( h \to 0^+ \). Here, the existence of energetic solutions for the bulk model is part of the assumptions, while the existence for the reduced model follows as a byproduct. However, our setting is compatible with the existence of energetic solutions for the bulk model in the sense that, under additional assumption on the density \( \Phi \), this can be ensured. We refer to Remark 4.4 for more details.

Subsequently, we present a variant of the previous convergence result. For every \( h > 0 \), we consider the approximate incremental minimization problem [46], a relaxed version of incremental minimization problem that has been introduced in order to cope with the possible lack of minimizers of energy functionals. Indeed, this approximate problem always admits solutions. In Theorem 4.9, we show that, given a sequence of partitions of the time interval whose size vanish together with some tolerances, as \( h \to 0^+ \), the piecewise-constant interpolants corresponding to solutions of the approximate incremental minimization problems for suitably well prepared initial data converge, as \( h \to 0^+ \), to an energetic solution of the reduced model.

We emphasize that all the results in this paper are achieved without resorting on any regularization of the energy. However, our argument to prove the compactness of magnetizations works only under some restriction on the scalings. Precisely, the scaling of the elastic energy in (1.1) has to satisfy the condition \( \beta > 6 \lor p \), where \( p > 3 \) is the integrability exponent of deformations, while the linearized von Kármán regime corresponds to \( \beta > 4 \). Note that the restriction \( p > 3 \) is merely technical. Indeed, although some techniques to tackle the case \( p > 2 \) have been developed in the literature [5], these are not sufficient for our arguments which rely on explicit estimates on the rate of convergence of the deformation towards the identity.

The paper is structured as follows. In Section 2, we introduce the mathematical model and we list all the assumptions. In Section 3, we address the static setting: Theorem 3.1 and Theorem 3.13 are stated and proved in Subsection 3.1 and Subsection 3.2, respectively. Finally, Section 4 is devoted to the quasistatic setting. Theorem 4.3 and Theorem 4.9 are presented in Subsections 4.2 and Subsection 4.3, respectively.

We conclude with Subsection 4.4 by briefly mentioning an alternative choice for the dissipation distance.
Notation. For scalars $a, b \in \mathbb{R}$, we use the notation $a \wedge b := \min\{a, b\}$ and $a \vee b := \max\{a, b\}$. Given $a = (a^1, a^2, a^3)^T \in \mathbb{R}^3$, we set $a' = (a^1, a^2)^T \in \mathbb{R}^2$. The null vector in $\mathbb{R}^3$ is denoted by $0$, so that $0'$ is the null vector in $\mathbb{R}^2$. The same notation applies also to space variables, and $\nabla$ and $(\nabla')^2$ denote the gradient and the Hessian with respect to the first two variables, respectively. Given $A = (A_{ij})_{i,j=1,2,3} \in \mathbb{R}^{3 \times 3}$, we set $A'' := (A_{ij})_{i,j=1,2} \in \mathbb{R}^{2 \times 2}$. The null matrix and the identity matrix in $\mathbb{R}^{3 \times 3}$ are denoted by $O$ and $I$, thus $O''$ and $I''$ are the corresponding matrices in $\mathbb{R}^{2 \times 2}$. The tensor product of $a, b \in \mathbb{R}^3$ is given by $a \otimes b \in \mathbb{R}^{3 \times 3}$ where $(a \otimes b)_{ij} := a^ib^j$ for every $i, j \in \{1, 2, 3\}$. The identity map on $\mathbb{R}^3$ is denoted by $\text{id}$.

We denote general points in the physical (unscaled) space, in the reference space and in the actual space by $X, x$ and $\xi$, respectively. Accordingly, the integration with respect to the three-dimensional Lebesgue measure will be denoted by $dX$, $dx$ and $d\xi$, respectively. The integration with respect to the one and the two-dimensional Hausdorff measure in the reference space will be denoted by $dt$ and $d\alpha$, respectively.

We denote by $\chi_A$ the characteristic function of a set $A \subset \mathbb{R}^N$, where $N \in \{1, 2, 3\}$. We will use standard notation for Lebesgue, Sobolev and Bochner spaces, and for spaces of functions of bounded variation. Given $S \subset \mathbb{R}^2$ open and an embedded submanifold $\mathcal{M} \subset \mathbb{R}^3$, where $M \in \mathbb{N}$, we denote by $W^{1,\eta}(S; \mathcal{M})$, where $1 \leq \eta < \infty$, the set of maps $\eta \in W^{1,\eta}(S; \mathbb{R}^3)$ such that $\eta(x') \in \mathcal{M}$ for almost every $x' \in S$. In the following, $\mathcal{M}$ will be either the unit sphere $S^2 \subset \mathbb{R}^3$ or the special orthogonal group $SO(3) \subset \mathbb{R}^{3 \times 3}$.

Finally, the topological degree of a map $y \in C^0(\overline{\Omega}; \mathbb{R}^3)$, where $\Omega \subset \mathbb{R}^3$ is open and bounded, on $\Omega$ at $\xi \in \mathbb{R}^3 \setminus y(\partial \Omega)$ will be denoted by $\text{deg}(y, \Omega, \xi)$.

We make use of the Landau symbols ‘$\mathcal{O}$’ and ‘$\mathcal{O}'$’. When referred to vectors or matrices, these are to be understood with respect to the maximum of their components. We will adopt the common convention of denoting by $C, C_1, C_2, \ldots$ positive constants that can change from line to line. We will identify functions defined on the plane with functions defined on the three-dimensional space that are independent on the third variable. In general, we will think at the parameter $h > 0$ as varying along a sequence even if this is not mentioned. The particular sequence of thicknesses considered will be specified only in a few circumstances, when this is particularly important for the understanding.

2. Basic setting

In this section we describe the general setting of the paper. First, in Subsection 2.1, we introduce the mechanical model and we list all the assumptions. Then, in Subsection 2.2, we perform a standard change of variables in order to work on a fixed domain.

2.1. The static model. Let $\Omega_h := S \times hI$ represent a thin magnetoelastic plate in its reference configuration. The section $S \subset \mathbb{R}^2$ is a bounded connected Lipschitz domain, while the parameter $h > 0$ gives the thickness of the plate and $I := (-1/2, 1/2)$.

The plate experiences elastic deformations given by maps $\phi \in W^{1,p}(\Omega_h; \mathbb{R}^3)$ for some fixed $p > 3$. By the Morrey embedding, any such map admits a continuous representative with whom it is systematically identified. Every deformation $\phi$ is required to be orientation-preserving, namely to satisfy the constraint $\det \nabla \phi > 0$ almost everywhere in $\Omega_h$, and to be almost everywhere injective. This means that there exists a set $X \subset \Omega_h$ with $\mathcal{L}^3(X) = 0$ such that $\phi|_{\Omega_h \setminus X}$ is injective. Recall that any such map $\phi$ has both Lusin properties (N) and $(N^{-1})$, that is, $\mathcal{L}^3(\phi(X)) = 0$ for every $X \subset \Omega_h$ with $\mathcal{L}^3(X) = 0$ and $\mathcal{L}^3(\phi^{-1}(Y)) = 0$ for every $Y \subset \mathbb{R}^3$ with $\mathcal{L}^3(Y) = 0$. Also, the area formula and the change-of-variable formula hold for such a map $[43]$. We impose clamped boundary conditions by requiring each deformation $\phi$ to satisfy

$$\phi = \text{id} \text{ on } \partial S \times hI. \quad (2.1)$$

Given a deformation $\phi$, we define the corresponding deformed configuration as $\Omega^\phi_h := \phi(\Omega_h) \setminus \phi(\partial \Omega_h)$. This set is open $[11, \text{Lemma 2.1}]$ and we have $\mathcal{L}^3(\phi(\Omega_h) \setminus \Omega^\phi_h) = 0$ thanks the Lusin property (N). Magnetizations are defined as maps $m \in W^{1,2}(\Omega^\phi_h; \mathbb{R}^3)$ subject to the saturation constraint:

$$|m \circ \phi| \det \nabla \phi = 1 \text{ a.e. in } \Omega_h. \quad (2.2)$$
Neglecting the material parameters, the energy corresponding to a deformation \( \phi \in W^{1,p}(\Omega_h; \mathbb{R}^3) \) and a magnetization \( m \in W^{1,2}(\Omega_h; \mathbb{R}^3) \), is given by

\[
G_h(\phi, m) := \frac{1}{h^3} \int_{\Omega_h} W_h(\nabla \phi, m \circ \phi) \, dX + \int_{\Omega_h} |\nabla m|^2 \, d\xi + \frac{1}{2} \int_{\mathbb{R}^3} |\nabla \psi_m|^2 \, d\xi. \tag{2.3}
\]

The first term in (2.3) represents the elastic energy and it is rescaled according to the linearized von Kármán regime [25]. Precisely, we assume

\( \beta > 6 \lor p. \)

Note that, by the Lusin property \((N^{-1})\), the composition \( m \circ \phi \) is measurable and its equivalence class does not depend on the choice of the representative of \( m \).

The elastic energy density \( W_h : X \rightarrow [0, +\infty) \), where we set

\[
X := \{(F, \lambda) \in \mathbb{R}^{3 \times 3} \times \mathbb{R}^3 : (\det F)|\lambda| = 1\};
\]

is continuous and takes the form

\[
W_h(F, \lambda) := \Phi(L_h((\det F)\lambda)^{-1}F) \tag{2.4}
\]

for some function \( \Phi : \mathbb{R}_+^{3 \times 3} \rightarrow [0, +\infty) \). In (2.4), we define \( L_h : \mathbb{S}^2 \rightarrow \mathbb{R}_+^{3 \times 3} \) by setting

\[
L_h(z) := I + c_h z \otimes z, \tag{2.5}
\]

where \( c_h > 0 \). Regarding the asymptotic behavior of \( (c_h) \), we assume the existence of the limit

\[
c_0 := \lim_{h \to 0^+} \frac{c_h}{h^{3/2}} > 0. \tag{2.6}
\]

A direct computation shows that

\[
\det L_h(z) = 1 + c_h
\]

for every \( z \in \mathbb{S}^2 \). In particular, the matrix \( L_h(z) \) is invertible and its inverse is given by

\[
L_h(z)^{-1} = I - \frac{c_h}{1 + c_h} z \otimes z. \tag{2.8}
\]

The function \( \Phi \) is assumed to have the following properties:

(i) **Normalization:**

\[
\Phi(I) = 0 = \min \Phi, \tag{2.9}
\]

(ii) **Frame indifferenct:**

\[
\forall R \in SO(3), \forall \Xi \in \mathbb{R}_+^{3 \times 3}, \quad \Phi(R\Xi) = \Phi(\Xi), \tag{2.10}
\]

(iii) **Growth:** there exist \( C_0, C_1, C_2 > 0 \) and \( a > 1 \) such that

\[
\forall \Xi \in \mathbb{R}_+^{3 \times 3}, \quad \Phi(\Xi) \geq C_0 \text{dist}^2(\Xi; SO(3)) \lor \text{dist}^p(\Xi; SO(3)), \tag{2.11}
\]

and

\[
\forall \Xi \in \mathbb{R}_+^{3 \times 3}, \quad \Phi(\Xi) \geq \frac{C_1}{(\det \Xi)^a} - C_2, \tag{2.12}
\]

(iv) **Regularity:**

\( \Phi \) is continuous and of class \( C^2 \) in a neighborhood of \( SO(3) \),

\[
\text{Given (2.8), we have}
\]

\[
\forall R \in SO(3), \forall z \in \mathbb{S}^2, \quad L_h(Rz)^{-1} = RL_h(z)^{-1}R^T. \tag{2.14}
\]

This, together with (2.10), yields the frame-indifference of \( W_h \), namely

\[
\forall R \in SO(3), \forall (F, \lambda) \in X, \quad W_h(RF, RL) = W_h(F, \lambda). \tag{2.15}
\]

From (2.9) and (2.15), we realize that the function \( W_h \) is minimized on the set

\[
\{(RF, RL) : R \in SO(3), (F, \lambda) \in X, F = L_h((\det F)\lambda)\}.
\]
By (2.11), the map $\Phi$ has global $p$-growth and quadratic growth close to $SO(3)$. In particular, there exist $C_1, C_2 > 0$ such that, for $q \in \{2, p\}$, there holds
\[ \forall \Xi \in \mathbb{R}^{3\times 3}_+, \; \Phi(\Xi) \geq C_1 |\Xi|^q - C_2. \]
The specific form of the growth condition of $\Phi$ with respect to the determinant in (2.12) is assumed just for simplicity. Actually, because of the rescaling of the elastic energy, we could also assume $a = 1$. More generally, assumption (2.12) can be replaced by the requirement
\[ \forall \Xi \in \mathbb{R}^{3\times 3}_+, \; \Phi(\Xi) \geq \gamma(\det \Xi), \]
where $\gamma: (0, +\infty) \to [0, +\infty]$ is continuous and satisfies
\[ \gamma(1) = 0 = \min \gamma, \quad \lim_{h \to 0^+} h \gamma(h) = +\infty. \]
Assumptions (2.9) and (2.13) justify the second-order Taylor expansion of $\Phi$ close to the identity. Precisely, we have the following:
\[ \forall \Xi \in \mathbb{R}^{3\times 3}: |\Xi| \ll 1, \quad \Phi(I + \Xi) = \frac{1}{2} Q(\Xi) + \omega(\Xi). \quad (2.16) \]
The quadratic form $Q$ is defined by $Q(\Xi) := D^2\Phi(I)(\Xi, \Xi)$, while $\omega(\Xi) = o(|\Xi|^2)$, as $|\Xi| \to 0^+$. Note that $Q$ is positive semidefinite and, in turn, convex by (2.9). Additionally, exploiting (2.11) and (2.16), by arguing as in [47, p. 927] one can show that $Q$ is positive definite on symmetric matrices, that is, there exists $C > 0$ such that
\[ \forall \Xi \in \mathbb{R}^{3\times 3}, \quad Q(\Xi) = Q(\text{sym} \Xi) \geq C|\text{sym} \Xi|^2. \quad (2.17) \]
The last two terms in (2.3) are of Eulerian type. The second one is the exchange energy, while the third one is the magnetostatic energy. This last term involves the stray-field potential $\psi_m: \mathbb{R}^3 \to \mathbb{R}^3$ which is a weak solution of the magnetostatic Maxwell equation:
\[ \Delta \psi_m = \text{div}(\chi \omega_m) \quad \text{in} \; \mathbb{R}^3. \quad (2.18) \]
It is proved that weak solutions of (2.18) exist and are unique up to additive constants [5, Proposition 8.8]. Therefore, the magnetostatic energy is well defined.

We mention that the magnetostatic term usually comprises other terms such as the anisotropy energy [34] that here, for simplicity, we are neglecting.

2.2. Change of variables and rescaling. For $h > 0$, we introduce the rescaling map $\pi_h$ defined by $\pi_h(\mathbf{x}) := ((\mathbf{x'})^T, hx_3)^T$ for every $\mathbf{x} \in \mathbb{R}^3$. Set $\Omega := S \times I$. Given any $\phi \in W^{1,p}(\Omega_h; \mathbb{R}^3)$, we consider the map $\mathbf{y} := \phi \circ \pi_h|_{\Omega} \in W^{1,p}(\Omega; \mathbb{R}^3)$. In view of (2.1), this map satisfies
\[ \mathbf{y} = \pi_h \text{ on } \partial S \times I. \quad (2.19) \]
Also, given the set $\Omega^y := \mathbf{y}(\Omega) \setminus \mathbf{y}(\partial \Omega)$, there holds $\Omega^y = \Omega_h^\phi$ and, in view of (2.2), each magnetization $\mathbf{m} \in W^{1,2}(\Omega^y; \mathbb{R}^3)$ satisfies
\[ |\mathbf{m} \circ \mathbf{y}| \det \nabla \mathbf{y} = h \text{ a.e. in } \Omega. \quad (2.20) \]
Therefore, we define the class of admissible states as
\[ Q_h := \left\{ (\mathbf{y}, \mathbf{m}) : \mathbf{y} \in W^{1,p}(\Omega; \mathbb{R}^3), \det \nabla \mathbf{y} > 0 \text{ a.e., } \mathbf{y} \text{ a.e. injective, } \mathbf{y} = \pi_h \text{ on } \partial S \times I, \mathbf{m} \in W^{1,2}(\Omega^y; \mathbb{R}^3), |\mathbf{m} \circ \mathbf{y}| \det \nabla \mathbf{y} = h \text{ a.e. in } \Omega \right\}. \quad (2.21) \]
Recalling (2.3) and applying the change-of-variable formula, we obtain
\[ \frac{1}{h} G_h(\phi, \mathbf{m}) = \frac{1}{h^3} \int_\Omega W_h(\nabla_h \mathbf{y}, \mathbf{m} \circ \mathbf{y}) \, d\mathbf{x} + \frac{1}{h} \int_{\Omega^y} |\nabla \mathbf{m}|^2 \, d\xi + \frac{1}{2h} \int_{\mathbb{R}^3} |\nabla \psi_m|^2 \, d\xi, \]
where the scaled gradient is defined as $\nabla_h := (\nabla', h^{-1} \partial_3)$. Hence, we define the energy functional $E_h: Q_h \to [0, +\infty)$ by setting
\[ E_h(\mathbf{q}) := \frac{1}{h^3} \int_\Omega W_h(\nabla \mathbf{y}, \mathbf{m} \circ \mathbf{y}) \, d\mathbf{x} + \frac{1}{h} \int_{\Omega^y} |\nabla \mathbf{m}|^2 \, d\xi + \frac{1}{2h} \int_{\mathbb{R}^3} |\nabla \psi_m|^2 \, d\xi. \quad (2.22) \]
where $q = (y, m)$. We denote the three terms on the right-hand side by $E_h^e(q)$, $E_h^{exc}(q)$ and $E_h^{mag}(q)$, respectively. Given $(2.18)$, the function $\psi_m$ in $(2.22)$ is a weak solution of the equation

$$\Delta \psi_m = \text{div} (\chi_{\Omega^w} m) \quad \text{in} \quad \mathbb{R}^3.$$  

More explicitly, this means that $\psi_m \in V_{1,2}^1(\mathbb{R}^3)$ and satisfies

$$\forall \varphi \in V_{1,2}^1(\mathbb{R}^3), \quad \int_{\mathbb{R}^3} \nabla \psi_m \cdot \nabla \varphi \, d\xi = \int_{\mathbb{R}^3} \chi_{\Omega^w} m \cdot \nabla \varphi \, d\xi. \quad (2.23)$$

Here, we adopt the same notation in [48, Subsection 2.7.3] and we set

$$V_{1,2}^1(\mathbb{R}^3) := \{ \varphi \in L^2_{\text{loc}}(\mathbb{R}^3) : \nabla \varphi \in L^2(\mathbb{R}^3; \mathbb{R}^3) \}.$$  

In particular, testing $(2.23)$ with $\varphi = \psi_m$ and applying the Hölder inequality, we obtain

$$\| \nabla \psi_m \|_{L^2(\mathbb{R}^3; \mathbb{R}^3)} \leq \| \chi_{\Omega^w} m \|_{L^2(\mathbb{R}^3; \mathbb{R}^3)}. \quad (2.25)$$

**Remark 2.1 (Invariance with respect to rigid motions).** The functional $E_h$ is invariant with respect to rigid motions. Let $q = (y, m) \in Q_h$ and let $T$ be a rigid motion of the form $T(\xi) := Q\xi + c$ for every $\xi \in \mathbb{R}^3$, where $Q \in SO(3)$ and $c \in \mathbb{R}^3$. If we set $\tilde{q} = (\tilde{y}, \tilde{m}) \in Q_h$ with $\tilde{y} := T \circ y$ and $\tilde{m} := Qm \circ T^{-1}$, then there holds $E_h(q) = E_h(\tilde{q})$. Indeed, by $(2.15)$, $E_h^{el}(q) = E_h^{el}(\tilde{q})$ and, by the change-of-variable formula, $E_h^{exc}(q) = E_h^{exc}(\tilde{q})$. Moreover, if $\psi_m$ is a stray field potential corresponding to $q$, then we check that $\psi_m \circ T^{-1}$ is a stray field potential corresponding to $\tilde{q}$. Clearly, this yields $E_h^{mag}(q) = E_h^{mag}(\tilde{q})$.

**Remark 2.2 (Existence of minimizers for the bulk model).** In the present work, we do not deal with the problem of the existence of minimizers and we do not even specify the topology on $Q_h$. We just mention that, without further assumptions on the elastic energy density $W_h$, the functional $E_h$ in $(2.22)$ does not necessarily attain its infimum. However, if the function $\Phi$ in $(2.4)$ satisfies feasible polyconvexity assumptions, then the existence of minimizers of $E_h$ can be proved [9, 11].

### 3. Static setting

In this section we study the asymptotic behavior of the energy $E_h$ in $(2.22)$, as $h \to 0^+$, in the static case. First, in Subsection 3.1, we compute the $\Gamma$-limit the sequence $(E_h)$. Then, in Subsection 3.2, we consider applied loads and we prove that sequences of almost minimizers of the total energy converge to minimizers of the corresponding energy in the reduced model.

**3.1. Static $\Gamma$-convergence.** We introduce some notation that is going to be employed in the rest of the paper. For $h > 0$ and $q = (y, m) \in Q_h$, we define the (scaled) horizontal and vertical averaged displacements and the (scaled) first moment, respectively

$$U_h(q) : S \to \mathbb{R}^2, \quad V_h(q) : S \to \mathbb{R}, \quad W_h(q) : S \to \mathbb{R}^3,$$

by setting

$$U_h(q)(x') := \frac{1}{h^{\beta/2}} \int_j (y'(x', x_3) - x') \, dx_3,$$

$$V_h(q)(x') := \frac{1}{h^{\beta/2-1}} \int_j y'(x', x_3) \, dx_3,$$

$$W_h(q)(x') := \frac{1}{h^{\beta/2}} \int_j x_3 (y(x', x_3) - \pi_h(x', x_3)) \, dx_3,$$

for every $x' \in S$. Furthermore, we define

$$M_h(q) : \Omega \to \mathbb{R}^3, \quad N_h(q) : \Omega \to \mathbb{R}^{3 \times 3}, \quad Z_h(q) : \Omega \to \mathbb{S}^2,$$

by setting

$$M_h(q) := (\chi_{\Omega^w} m) \circ \pi_h, \quad (3.1)$$

$$N_h(q) := (\chi_{\Omega^w} \nabla m) \circ \pi_h, \quad (3.2)$$
We stress that the map \( Z_h(q) \) is sphere-valued as a consequence of (2.20).

Recall the quadratic form \( Q \) in (2.16). As in [25], the reduced quadratic form is defined by

\[
Q_{\text{red}}(\Sigma) := \min \left\{ Q \left( \begin{pmatrix} \Sigma & 0' \\ 0 & 0 \end{pmatrix} + c \otimes e_3 + e_3 \otimes c \right) : c \in \mathbb{R}^3 \right\}
\]

for every \( \Sigma \in \mathbb{R}^{2 \times 2} \). The positive definiteness and the convexity of \( Q_{\text{red}} \) follow from that of \( Q \). Moreover, from (2.17), we deduce that \( Q_{\text{red}} \) is also positive definite on symmetric matrices, namely, there exists \( C > 0 \) such that

\[
\forall \Sigma \in \mathbb{R}^{2 \times 2}, \quad Q_{\text{red}}(\Sigma) = Q_{\text{red}}(\text{sym}(\Sigma)) \geq C|\text{sym}(\Sigma)|^2.
\]

Set

\[
Q_0 := W_0^{1,2}(S; \mathbb{R}^2) \times W_0^{1,2}(S) \times W^{1,2}(S; \mathbb{S}^2).
\]

The \( \Gamma \)-limit of the functionals \( (E_h) \) in (2.22), as \( h \to 0^+ \), is given by \( E_0: Q_0 \to [0, +\infty) \) defined as

\[
E_0(q_0) := \frac{1}{2} \int_S Q_{\text{red}}(\text{sym}\nabla' u - c_0\zeta' \otimes \zeta') \, dx' + \frac{1}{24} \int_S Q_{\text{red}}((\nabla')^2 v) \, dx' + \int_S |
abla' \zeta|^2 \, dx' + \frac{1}{2} \int_S |\zeta|^2 \, dx',
\]

where \( q_0 = (u, v, \zeta) \). We denote the sum of the first two terms on the right-hand side by \( E^{\text{el}}_0(q_0) \) and the last two terms on the right-hand side by \( E^{\text{exc}}_0(q_0) \) and \( E^{\text{mag}}_0(q_0) \), respectively. Note that the limiting functional \( E_0 \) is purely Lagrangian and that it trivially admits minimizers.

Our first main result claims the \( \Gamma \)-convergence of \( (E_h) \) to \( E_0 \), as \( h \to 0^+ \), and the equi-coercivity of the sequence \( (E_h) \).

**Theorem 3.1 (Static \( \Gamma \)-convergence).** Assume \( p > 3 \) and \( \beta > 6 \vee p \). Suppose that the elastic energy density \( W_h \) has the form in (2.4), where the function \( \Phi \) satisfies (2.9)–(2.13).

(i) (Compactness and lower bound). Let \( (q_h) \) with \( q_h = (y_h, m_h) \in \mathcal{Q}_h \) be such that

\[
\sup_{h > 0} E_h(q_h) \leq C.
\]

Then, there exists \( q_0 = (u, v, \zeta) \in \mathcal{Q}_0 \) such that, up to subsequences, the following convergences hold, as \( h \to 0^+ \):

\[
u_h := \nabla (y_h) \rightharpoonup (0, \cdots, 0) \quad \text{in} \quad W^{1,2}(S; \mathbb{R}^2),
\]

\[
z_h := Z_h(q_h) \rightharpoonup \zeta \quad \text{in} \quad L^1(\Omega; \mathbb{R}^3).
\]

Moreover, the following inequality holds:

\[
E_0(q_0) \leq \liminf_{h \to 0^+} E_h(q_h).
\]

(ii) (Optimality of the lower bound). For every \( q_0 = (\tilde{u}, \tilde{v}, \tilde{\zeta}) \in \mathcal{Q}_0 \), there exists \( \tilde{q}_h \in \mathcal{Q}_h \) such that the following convergences hold, as \( h \to 0^+ \):

\[
\tilde{u}_h := \nabla h(\tilde{q}_h) \rightharpoonup \tilde{u} \quad \text{in} \quad W^{1,2}(S; \mathbb{R}^2),
\]

\[
\tilde{v}_h := \nabla h(\tilde{q}_h) \rightharpoonup \tilde{v} \quad \text{in} \quad W^{1,2}(S),
\]

\[
\tilde{z}_h := Z_h(\tilde{q}_h) \rightharpoonup \tilde{\zeta} \quad \text{in} \quad L^1(\Omega; \mathbb{R}^3).
\]

Moreover, the following equality holds:

\[
E_0(\tilde{u}, \tilde{v}, \tilde{\zeta}) = \lim_{h \to 0^+} E_h(\tilde{q}_h).
\]
Note that Theorem 3.1 is not a proper $\Gamma$-convergence statement in the sense of the abstract definition [7] since the functionals $E_h$ and $E_0$ are defined on different spaces. However, Theorem 3.1 can be reformulated as a rigorous $\Gamma$-convergence statement similarly to [8, Corollary 3.4].

**Remark 3.2 (More general boundary conditions).** More general Dirichlet boundary conditions, like the ones in [37], can be considered in Theorem 3.1. Precisely, let $\overline{u} \in W^{2,\infty}(S; \mathbb{R}^2)$ and $v \in W_h^{3,\infty}(S)$. For $h > 0$, let the deformation $\overline{y}_h := \pi_h + h^{\beta/2} \left( \begin{array}{c} \overline{u} \\ 0 \end{array} \right) + h^{\beta/2-1} \left( \begin{array}{c} 0' \\ -h^{\beta/2}x_3 \end{array} \right)$. If $\Gamma \subset \partial S$ is given by a finite union of closed connected sets of $\partial S$ with nonempty interior in the relative topology, then Theorem 3.1 still holds true if we replace the boundary condition in (2.19) with

$$ y = \overline{y}_h \text{ on } \Gamma \times I. $$

Accordingly, the limiting class $Q_0$ in (3.6) needs to be replaced by the set

$$ \{ (u, v, \zeta) \in W^{1,2}(S; \mathbb{R}^2) \times W^{2,2}(S) \times W^{1,2}(S; \mathbb{R}^2) : u = \overline{u} \text{ on } \Gamma, v = \overline{v} \text{ on } \Gamma, \nabla v = \nabla \overline{v} \text{ on } \Gamma \}. $$

The main changes concern the construction of recovery sequences, as we need to approximate the limiting averaged displacements $u$ and $v$ with regular maps satisfying the boundary conditions above. This is achieved by employing [24, Proposition A.2], which requires the above mentioned regularity of $\Gamma$. For more details, we refer to [10].

The remainder of the subsection is devoted to the proof of Theorem 3.1.

### 3.1.1. Compactness

For future reference, we start by collecting some preliminary compactness results which we present in a more self-contained form. The compactness of deformations is proved by adapting the techniques in [25] to our setting. A fundamental tool in these arguments is the celebrated rigidity estimate [24, Theorem 3.1]. For convenience, given $h > 0$ and $y \in W^{1,p}(\Omega; \mathbb{R}^3)$, we set

$$ R_h(y) := \int_{\Omega} \text{dist}^2(\nabla y; \text{SO}(3)) \vee \text{dist}^p(\nabla y; \text{SO}(3)) \, dx. $$

(3.14)

We will use the following slight modification of [25, Theorem 6] which was given in [8, Lemma 4.1].

**Lemma 3.3 (Approximation by rotations).** Let $y \in W^{1,p}(\Omega; \mathbb{R}^3)$. For every $h > 0$, set $r_h := R_h(y)$ and $F_h := \nabla y$. Suppose that $r_h/h^2 \to 0$, as $h \to 0^+$. Then, for $h \ll 1$, there exist $R_h \in W^{1,p}(\Omega; \text{SO}(3))$ and $Q_h \in \text{SO}(3)$ such that, for $q \in \{2, p\}$, the following estimates hold:

- $\|F_h - R_h\|_{L^q(\Omega; \mathbb{R}^3 \times \mathbb{R}^3)} \leq C_1^{1/4} h^{1/4}$,
- $\|\nabla R_h\|_{L^q(\Omega; \mathbb{R}^3 \times \mathbb{R}^3)} \leq C h^{-1} r_h^{1/4}$,
- $\|R_h - Q_h\|_{L^q(\Omega; \mathbb{R}^3 \times \mathbb{R}^3)} \leq C h^{-1} r_h^{1/4}$,
- $\|F_h - Q_h\|_{L^q(\Omega; \mathbb{R}^3 \times \mathbb{R}^3)} \leq C h^{-1} r_h^{1/4}$.

The next proposition provides a simple reformulation of the compactness results in [25]. Henceforth, $\pi_0$ denotes projection map defined by $\pi_0(x) := ((x')^T, 0)^T$ for every $x \in \mathbb{R}^3$.

**Proposition 3.4 (Compactness of deformations).** Let $(\overline{y}_h) \subset W^{1,2}(\Omega; \mathbb{R}^3)$ and let $(e_h) \subset \mathbb{R}$ with $e_h > 0$ be such that $e_h/h^2 \to 0$, as $h \to 0^+$. Set $r_h := R_h(\overline{y}_h)$ and suppose that $r_h \leq C e_h$ for every $h > 0$. Also, set $F_h := \nabla \overline{y}_h$ and suppose that there exists $(\overline{R}_h) \subset W^{1,2}(S; \text{SO}(3))$ such that, for every $h > 0$, the following estimates hold:

- $\|\overline{F}_h - \overline{R}_h\|_{L^2(\Omega; \mathbb{R}^3 \times \mathbb{R}^3)} \leq C \sqrt{r_h}$,
- $\|\nabla \overline{R}_h\|_{L^2(S; \mathbb{R}^3 \times \mathbb{R}^3)} \leq C h^{-1} \sqrt{r_h}$,
- $\|\overline{R}_h - I\|_{L^2(S; \mathbb{R}^3 \times \mathbb{R}^3)} \leq C h^{-1} \sqrt{r_h}$,
- $\|\overline{F}_h - I\|_{L^2(S; \mathbb{R}^3 \times \mathbb{R}^3)} \leq C h^{-1} \sqrt{r_h}$.

Also, for every $h > 0$, assume the following:

- either $\overline{y}_h - \pi_h$ has null average over $\Omega$ or $\overline{y}_h = \pi_h$ on $\partial S \times I$.

(3.15)

Define $\tilde{u}_h : S \to \mathbb{R}^2$, $\tilde{v}_h : S \to \mathbb{R}$ and $\tilde{w}_h : S \to \mathbb{R}^3$ by setting

$$ \tilde{u}_h(x) := \frac{h^2}{e_h} \vee \frac{1}{\sqrt{e_h}} \int_I (\overline{y}_h(x', x_3) - x') \, dx_3, $$

where $x_3 = (x_1, x_2) \in S$.
\[ \tilde{v}_h(x') := \frac{h}{\sqrt{e h}} \int_I \tilde{y}_h^3(x', x_3) \, dx_3, \]
\[ \tilde{w}_h(x') := \frac{1}{\sqrt{e h}} \int_I x_3 (\tilde{y}_h(x', x_3) - \pi_h(x', x_3)) \, dx_3, \]
for every \( x' \in S \). Then, the following estimates hold:
\[ \| \tilde{u}_h \|_{W^{1,2}(S; \mathbb{R}^2)} \leq C \left( \sqrt{\frac{h}{e h}} + \frac{r_h}{e h} \wedge \frac{r_h}{h^2 \sqrt{e h}} \right), \quad (3.16) \]
\[ \| \tilde{v}_h \|_{L^2(S; \mathbb{R}^{3 \times 3})} \leq C \sqrt{\frac{r_h}{e h}}, \quad (3.17) \]
\[ \| \tilde{w}_h \|_{L^2(S; \mathbb{R}^{3 \times 3})} \leq C \sqrt{\frac{r_h}{e h}}. \quad (3.18) \]
Moreover, there exist \( \hat{u} \in W^{1,2}(S; \mathbb{R}^2) \) and \( \hat{v} \in W^{2,2}(S) \) such that, up to subsequences, the following convergences hold, as \( h \to 0^+ \):
\[ \tilde{u}_h \to \hat{u} \text{ in } W^{1,2}(S; \mathbb{R}^2), \quad (3.19) \]
\[ \tilde{v}_h \to \hat{v} \text{ in } W^{1,2}(S), \quad (3.20) \]
\[ \tilde{w}_h \to -\frac{1}{12} \left( \begin{array}{cc} \nabla' \hat{v} & 0 \\ 0 & 0 \end{array} \right) \text{ in } W^{1,2}(S; \mathbb{R}^3). \quad (3.21) \]

**Proof.** The convergences in (3.19)–(3.21) have been proved in [25, Lemma 1] and [25, Corollary 1]. Also the estimates in (3.16)–(3.18) are implicitly established in these results. Note that assumption (3.15) is needed in order to apply Poincaré and Korn inequalities. Indeed, if \( \tilde{y}_h - \pi_h \) has null average over \( \Omega \), then the same property holds for \( \tilde{u}_h \) and \( \tilde{v}_h \), while, if \( \tilde{y}_h = \pi_h \) on \( \partial S \), then \( \tilde{u}_h \) and \( \tilde{v}_h \) satisfy homogeneous Dirichlet boundary conditions. \( \square \)

In the next result, we show how the clamped boundary conditions can be exploited to establish the convergence of the sequence of constant rotations provided by Lemma 3.3 towards the identity matrix. The arguments are adapted from [37].

**Lemma 3.5 (Clamped boundary conditions).** Let \( (y_h) \subset W^{1,2}(\Omega; \mathbb{R}^3) \) and let \( (e_h) \subset \mathbb{R} \) with \( e_h > 0 \) be such that \( e_h / h^2 \to 0 \), as \( h \to 0^+ \). Set \( r_h := e_h(y_h) \) and suppose that \( r_h \leq 2 \sqrt{\pi} \) for every \( h > 0 \). Also, set \( F_h := \nabla x y_h \) and suppose that there exist \( (R_h) \subset W^{1,2}(S; SO(3)) \) and \( (Q_h) \subset SO(3) \) such that, for every \( h > 0 \), the following estimates hold:
\[ \| F_h - R_h \|_{L^2(\Omega; \mathbb{R}^{3 \times 3})} \leq C \sqrt{r_h}, \quad (3.22) \]
\[ \| R_h - Q_h \|_{L^2(S; \mathbb{R}^{3 \times 3})} \leq C h^{-1} \sqrt{r_h}, \quad (3.23) \]
Additionally, suppose that \( y_h = \pi_h \) on \( \partial S \times I \) for every \( h > 0 \). Then, for \( h \ll 1 \), there holds
\[ |Q_h - I| \leq C \sqrt{r_h} h. \quad (3.24) \]
Moreover, denoting by \( c_h \in \mathbb{R}^3 \) the average of \( Q_h^T y_h - \pi_h \) over \( \Omega \), there holds
\[ |c_h| \leq C \sqrt{r_h} h. \quad (3.25) \]

**Proof.** We first prove (3.24). Define \( \bar{y}_h := Q_h^T y_h - c_h \) with \( c_h \in \mathbb{R}^3 \) chosen so that \( \bar{y}_h - \pi_h \) has null average over \( \Omega \). Set \( \bar{F}_h := \nabla x \bar{y}_h \) and \( \bar{R}_h := Q_h R_h \). Assumptions (3.22)–(3.23) immediately yield
\[ \| \bar{F}_h - \bar{R}_h \|_{L^2(\Omega; \mathbb{R}^{3 \times 3})} \leq C \sqrt{r_h}, \quad (3.22) \]
\[ \| \bar{R}_h - I \|_{L^2(S; \mathbb{R}^{3 \times 3})} \leq C h^{-1} \sqrt{r_h}, \quad (3.23) \]
Define $\tilde{u}_h : S \to \mathbb{R}^2$, $\tilde{v}_h : S \to \mathbb{R}$ and $\tilde{w}_h : S \to \mathbb{R}^3$ by setting
\[ \tilde{u}_h(x') := \left( \frac{h^2}{e_h} \wedge \frac{1}{\sqrt{e_h}} \right) \int_I (\tilde{y}_h(x', x_3) - x') \, dx_3, \]
\[ \tilde{v}_h(x') := \frac{h}{\sqrt{e_h}} \int_I \tilde{y}_h^3(x', x_3) \, dx_3, \]
\[ \tilde{w}_h(x') := \frac{1}{\sqrt{e_h}} \int_I x_3 (\tilde{y}_h - \pi_h) \, dx_3. \]

Applying Proposition 3.4 to $\tilde{y}_h = \tilde{y}_h$ and then the trace inequality, we obtain the estimates
\[ \| \tilde{u}_h \|_{L^2(\partial S ; \mathbb{R}^2)} \leq C \left( \sqrt{\frac{r_h}{e_h}} + \frac{r_h}{e_h} \wedge \frac{r_h}{h^2 \sqrt{e_h}} \right), \quad (3.26) \]
\[ \| \tilde{v}_h \|_{L^2(\partial S)} \leq C \sqrt{\frac{r_h}{e_h}}, \quad (3.27) \]
\[ \| \tilde{w}_h \|_{L^2(\partial S ; \mathbb{R}^3)} \leq C \sqrt{\frac{r_h}{e_h}}. \quad (3.28) \]

Analogously, define $u_h : S \to \mathbb{R}^2$, $v_h : S \to \mathbb{R}$ and $w_h : S \to \mathbb{R}^3$ by setting
\[ u_h(x') := \left( \frac{h^2}{e_h} \wedge \frac{1}{\sqrt{e_h}} \right) \int_I (y_h(x', x_3) - x') \, dx_3, \]
\[ v_h(x') := \frac{h}{\sqrt{e_h}} \int_I y_h^3(x', x_3) \, dx_3, \]
\[ w_h(x') := \frac{1}{\sqrt{e_h}} \int_I x_3 (y_h - \pi_h) \, dx_3. \]

In view of the clamped boundary condition satisfied by $y_h$, there hold
\[ u_h = 0^* \text{ on } \partial S, \quad v_h = 0 \text{ on } \partial S, \quad w_h = 0 \text{ on } \partial S. \quad (3.29) \]

For simplicity, set $d_h := Q_h c_h$. Then
\[ \left( h^{-2}e_h \wedge \sqrt{e_h} u_h \right) = (Q_h - I) \pi_0 + Q_h \left( h^{-2}e_h \wedge \sqrt{e_h} \tilde{u}_h \right) + d_h, \quad (3.30) \]
\[ \sqrt{e_h} w_h = \frac{h}{12} (Q_h - I) e_3 + \sqrt{e_h} Q_h \tilde{w}_h. \quad (3.31) \]

From (3.31), given (3.28)–(3.29), we obtain
\[ \|(Q_h - I)e_3 \| \leq C \sqrt{\frac{e_h}{h}} \| \tilde{w}_h \|_{L^2(\partial S ; \mathbb{R}^3)} \leq C \sqrt{\frac{r_h}{h}}. \quad (3.32) \]

In turn, we also have
\[ \|(Q_h^\top - I)e_3 \| \leq C \sqrt{\frac{r_h}{h}}. \quad (3.33) \]

Looking at the first two components of (3.30), we estimate
\[ \|(Q_h^\top - I')x' + d_h^\top \|_{L^2(\partial S ; \mathbb{R}^2)} \leq C \left( \frac{e_h}{h^2} \wedge \sqrt{e_h} \right) \| \tilde{u}_h \|_{L^2(\partial S ; \mathbb{R}^2)} + C \sqrt{\frac{e_h}{h}} \| \tilde{v}_h \|_{L^2(\partial S)} \]
\[ \leq C \left( \frac{\sqrt{r_h e_h}}{h^2} + \sqrt{r_h} + \frac{r_h}{h^2} \right) \leq C \sqrt{\frac{r_h}{h}}. \quad (3.34) \]

Here, in the last inequality, we exploited the two conditions $r_h \leq C e_h$ and $e_h/h^2 \to 0$, as $h \to 0^+$.

Up to translations, we can assume that
\[ \int_{\partial S} x' \, dl = 0'. \]

In this case, (3.34) yields
\[ |Q_h^\top - I'| + |d_h^\top| \leq C \sqrt{\frac{r_h}{h}}. \quad (3.35) \]
Combining (3.32)–(3.33) with (3.35), we establish (3.24).

Similarly, looking at the third component of (3.30) and exploiting (3.26)–(3.27), (3.29) and (3.33), we estimate
\[ |d_h^3| \leq C \left( \frac{\epsilon_h}{h^2} \vee \sqrt{\epsilon_h} \right) \| \tilde{u}_h \|_{L^2(\Omega; \mathbb{R}^3)} + C \frac{\sqrt{\epsilon_h}}{h} \| \tilde{v}_h \|_{L^2(\Omega; \mathbb{R}^3)} + C |(Q_h^T - I)e_3| \leq C \frac{\sqrt{r_h}}{h}. \] (3.36)

Thus, (3.25) follows from (3.35)–(3.36).

To identify the limiting strain, we employ the following result given by [25, Lemma 2].

**Lemma 3.6 (Identification of the limiting strain).** Let \((\bar{y}_h) \subset W^{1,2}(\Omega; \mathbb{R}^3)\) and let \((e_h) \subset \mathbb{R}\) with \(e_h > 0\) be such that \(e_h/h^2 \to 0\) as \(h \to 0^+\). Set \(r_h := \mathcal{R}_h(\bar{y}_h)\) and suppose that \(r_h \leq C e_h\) for every \(h > 0\). Also, set \(\tilde{F}_h := \nabla \bar{y}_h\) and suppose that there exists \((\tilde{R}_h) \subset W^{1,2}(S; SO(3))\) such that, for every \(h > 0\), the following estimate holds:
\[ \| \tilde{F}_h - \tilde{R}_h \|_{L^2(\Omega; \mathbb{R}^{3 \times 3})} \leq C \sqrt{r_h}. \]

Define \(\tilde{u}_h : S \to \mathbb{R}^2\) and \(\tilde{v}_h : S \to \mathbb{R}\) by setting
\[ \tilde{u}_h(x') = \frac{h^2}{e_h} \wedge \frac{1}{\sqrt{\epsilon_h}} \int_I \tilde{y}_h(x', x_3) \, dx_3, \]
\[ \tilde{v}_h(x') = \frac{h^2}{e_h} \int_I \tilde{y}_h^3(x', x_3) \, dx_3, \]
for every \(x' \in S\), and assume that there exist \(\tilde{u} \in W^{1,2}(S; \mathbb{R}^2)\) and \(\tilde{v} \in W^{2,2}(S)\) such that the following convergences hold:
\[ \tilde{u}_h \rightharpoonup \tilde{u} \text{ in } W^{1,2}(S; \mathbb{R}^2), \quad \tilde{v}_h \to \tilde{v} \text{ in } W^{1,2}(S). \]

Then, there exists \(\tilde{G} \in L^2(\Omega; \mathbb{R}^{3 \times 3})\) such that
\[ \tilde{G}_h := \frac{1}{\sqrt{\epsilon_h}}(\tilde{R}_h \tilde{F}_h - I) \rightharpoonup \tilde{G} \text{ in } L^2(\Omega; \mathbb{R}^{3 \times 3}). \]

Furthermore, there exists \(\Sigma \in L^2(\Omega; \mathbb{R}^{2 \times 2})\) such that, for almost every \(x \in \Omega\), there holds
\[ \tilde{G}''(x', x_3) = \Sigma(x') - (\nabla' \tilde{G}(x')) x_3. \]

Eventually, if \(e_h/h^4 \to 0\), as \(h \to 0^+\), then sym \(\tilde{G} = \text{sym} \nabla' \tilde{u}\).

The compactness of magnetizations is established by refining the techniques introduced in [8, Proposition 4.3]. We will use the following notation. Given \(\eta > 0\), we set \(S^n := \{x' \in S : \text{dist}(x'; \partial S) < \eta\}\) and \(S^{-n} := \{x' \in \mathbb{R}^3 : \text{dist}(x'; S) < \eta\}\). Moreover, for \(l > 0\), we set \(\Omega^l := S^n \times \Omega\) and \(\Omega^{-l} := S^{-n} \times \Omega\). Recall the notation in (3.1)–(3.3).

**Proposition 3.7 (Compactness of magnetizations).** Let \((\tilde{q}_h)\) with \(\tilde{q}_h = (\tilde{y}_h, \tilde{m}_h) \in Q_h\) be such that
\[ \sup_{h>0} \left\{ E^{\alpha}_h(\tilde{q}_h) + E^{exc}_h(\tilde{q}_h) \right\} \leq C. \] (3.37)

Suppose that there exists \(\alpha > 1\) such that, for every \(h > 0\), there holds
\[ \| \tilde{y}_h - \pi_h \|_{C^0(\Omega; \mathbb{R}^3)} \leq C h^\alpha, \] (3.38)
\[ \| \tilde{F}_h - I \|_{L^p(\Omega; \mathbb{R}^3)} \leq C h^{3/p - 1}. \] (3.39)

Then, there exist \(\tilde{\chi} \in W^{1,2}(S; \mathbb{R}^2)\) and \(\tilde{\chi} \in L^2(\mathbb{R}^3; \mathbb{R}^3)\) such that, up to subsequences, the following convergences hold, as \(h \to 0^+\):
\[ \tilde{\mu}_h := \mathcal{M}_h(\tilde{q}_h) \rightharpoonup \chi \tilde{\mu} \text{ in } L^2(\mathbb{R}^3; \mathbb{R}^{3 \times 3}), \] (3.40)
\[ \tilde{N}_h := \mathcal{N}_h(\tilde{q}_h) \rightharpoonup \chi \nabla \tilde{\chi} \text{ in } L^2(\mathbb{R}^3; \mathbb{R}^{3 \times 3}), \] (3.41)
\[ \tilde{m}_h \circ \tilde{y}_h \rightharpoonup \tilde{\zeta} \text{ in } L^1(\Omega; \mathbb{R}^3), \] (3.42)
\[ \tilde{z}_h := \mathcal{Z}_h(\tilde{q}_h) \rightharpoonup \tilde{\zeta} \text{ in } L^1(\Omega; \mathbb{R}^{3 \times 3}). \] (3.43)
Proof. For convenience of the reader, the proof is subdivided into three steps.

**Step 1 (Approximation of the deformed configuration).** The estimate (3.38) entails the following two statements:

\[
\forall \eta > 0, \forall 0 < \vartheta < 1, \exists \tilde{h}(\eta, \vartheta) > 0: \forall 0 < h \leq \tilde{h}(\eta, \vartheta), \Omega^\eta_h \subset \Omega^\tilde{h}_h, \tag{3.44}
\]

\[
\forall \eta > 0, \forall \ell > 1, \exists \tilde{h}(\eta, \ell) > 0: \forall 0 < h \leq \frac{\tilde{h}(\eta, \ell)}{\ell} h \Omega^\eta_h \subset \Omega^{-\eta}_h. \tag{3.45}
\]

To see (3.44), fix \( \eta > 0 \) and \( 0 < \vartheta < 1 \). Let \( \xi \in \Omega^\eta_h \). As \( \alpha > 1 \), there exists \( \tilde{h}(\eta, \vartheta) > 0 \) such that for every \( h \leq \tilde{h}(\eta, \vartheta) \) there holds

\[
\text{dist}(\xi; \partial\Omega_h) \geq \eta \wedge (1 - \vartheta)h/2 > C h^\alpha
\]

so that, by (3.38), we obtain

\[
\|\hat{y}_h - \pi_h\|_{C^0(\Omega; \mathbb{R}^3)} < \text{dist}(\xi; \partial\Omega_h) = \text{dist}(\xi; \pi_h(\partial\Omega)).
\]

By the stability property of the topological degree [21, Theorem 2.3, Claim (1)], this entails \( \xi \notin \hat{y}_h(\partial\Omega) \) and \( \text{deg}(\hat{y}_h, \Omega, \xi) = \text{deg}(\pi_h, \Omega, \xi) = 1 \). Then, by the solvability property of the topological degree [21, Theorem 2.1], we deduce \( \xi \in \Omega^\tilde{h}_h \). As \( \xi \in \Omega^\eta_h \) was arbitrary, this proves (3.44).

To see (3.45), fix \( \eta > 0 \) and \( \ell > 1 \). Again, as \( \alpha > 1 \), there exists \( \tilde{h}(\eta, \ell) > 0 \) such that for every \( h \leq \tilde{h}(\eta, \ell) \) there holds

\[
\text{dist}(\Omega^\eta_h; \partial\Omega^\eta_h) \geq \eta \wedge (\ell - 1)h/2 > C h^\alpha.
\]

Thus, by (3.38), we have

\[
\Omega^\tilde{h}_h \subset \Omega_h + B(0, C h^\alpha) \subset \Omega^-_h.
\]

Similarly to (3.44), we also have the following:

\[
\forall 0 < \eta_0 < \eta, \forall 0 < \vartheta < \vartheta_0 < 1, \exists \tilde{h}(\eta, \eta_0, \vartheta, \vartheta_0) > 0: \forall 0 < h \leq \tilde{h}(\eta, \eta_0, \vartheta, \vartheta_0), \Omega^\eta_0 \subset \hat{y}_h(\Omega^\eta_0). \tag{3.46}
\]

**Step 2 (Identification of the limiting magnetization).** Employing the notation in (2.8) and (3.3), we set \( F_h := \nabla_h \hat{y}_h \) and \( \hat{z}_h := L_h(\hat{Z}_h(\hat{q}_h))^{-1} F_h \). Thanks to (2.7) and (2.12), we have

\[
\int_{\Omega} \frac{1}{(\det \nabla_h \hat{y}_h)^a} \, dx = (1 + c_h)^{-a} \int_{\Omega} \frac{1}{(\det \hat{z}_h)^a} \, dx \\ 
\leq (1 + c_h)^{-a} \left\{ \int_{\Omega} \Phi(\hat{z}_h) \, dx + C \right\} \\
\leq (1 + c_h)^{-a} \left\{ h - E^i(\hat{q}_h) + C \right\} \leq C,
\]

where in the last line we used (2.6), (2.12) and (3.37). As \( a > 1 \), we infer that \( (1/det D_h \hat{y}_h) \) is equi-integrable by the de la Vallée-Poussin Criterion [22, Theorem 2.29].

Let \( \eta > 0 \) and \( 0 < \vartheta < 1 \). By (3.44), for \( h \leq \tilde{h}(\eta, \vartheta) \), the composition \( \hat{z}_h := \hat{m}_h \circ \pi_h\mid_{\Omega^\eta_0} \) is well defined as a map in \( W^{1,2}(\Omega^\eta_0; \mathbb{R}^3) \). Then, employing the change-of-variable formula, we estimate

\[
\int_{\Omega^\eta_0} |\hat{z}_h|^2 \, dx = \int_{\Omega^\eta_0} |\hat{m}_h \circ \pi_h|^2 \, dx = \frac{1}{h} \int_{\Omega^\eta_0} |\hat{m}_h|^2 \, d\xi \\
\leq \frac{1}{h} \int_{\Omega^\eta_0} |\hat{m}_h| \, d\xi \leq \frac{1}{h} \int_{\Omega} |\hat{m} \circ \hat{y}_h| \, dx \int_{\Omega} |\nabla \hat{y}_h| \, dx \\
= \int_{\Omega} |\hat{m} \circ \hat{y}_h| \, dx \int_{\Omega} \frac{1}{\det \nabla_h \hat{y}_h} \, dx,
\]

where in the last line we exploited the magnetic saturation constraint

\[
|\hat{m}_h \circ \hat{y}_h| \det \nabla \hat{y}_h = 1 \text{ a.e. in } \Omega.
\]

Thus, by (3.47), the sequence \( (\hat{z}_h) \) is bounded in \( L^2(\Omega^\eta_0; \mathbb{R}^3) \).
From (3.37) and (3.44), employing again the change-of-variable formula, we obtain

$$\int_{\Omega_h^q} |\nabla h \tilde{\zeta}_h| \, dx = \int_{\Omega_h^q} |\nabla \tilde{m}_h \circ \pi_h| \, dx = \frac{1}{h} \int_{\Omega_h^q} |\nabla \tilde{m}_h| \, d\xi$$

$$\leq \frac{1}{h} \int_{\Omega_h^q} |D\tilde{m}_h| \, d\xi = E_h^{exc}(\tilde{q}_h) \leq C. \quad (3.50)$$

Therefore $\tilde{\zeta}_h$ is bounded in $W^{1,2}(\Omega_h^q; \mathbb{R}^3)$, so that there exists $\zeta \in W^{1,2}(\Omega_h^q; \mathbb{R}^3)$ such that, up to subsequences, $\tilde{\zeta}_h \rightharpoonup \zeta$ in $W^{1,2}(\Omega_h^q; \mathbb{R}^3)$. Also, by (3.50), there exists a map $\hat{\chi} \in L^2(\Omega_h^q; \mathbb{R}^3)$ such that, up to subsequences, $h^{-1} \partial_h \tilde{\zeta}_h \rightharpoonup \hat{\chi}$ in $L^2(\Omega_h^q; \mathbb{R}^3)$, as $h \to 0^+$. This yields $\partial_2 \tilde{\zeta} = 0$, so that $\zeta \in W^{1,2}(\mathbb{S}; \mathbb{R}^3)$. In principle, both the subsequences and the weak limits $\tilde{\zeta}$ and $\hat{\chi}$ depend on the parameters $\eta$ and $\vartheta$. However, by means of a diagonal argument, we can assume that $\tilde{\zeta} \in W^{1,2}(\mathbb{S}; \mathbb{R}^3)$ and $\hat{\chi} \in L^2(\Omega; \mathbb{R}^3)$, and that, for a not relabeled subsequence, the following holds:

$$\forall \eta > 0, \forall 0 < \vartheta < 1, \quad \tilde{\zeta}_h \rightharpoonup \zeta \text{ in } W^{1,2}(\Omega_h^q; \mathbb{R}^3) \text{ and a.e. in } \Omega_h^q, \quad h^{-1} \partial_h \tilde{\zeta}_h \rightharpoonup \hat{\chi} \text{ in } L^2(\Omega_h^q; \mathbb{R}^3). \quad (3.51)$$

Here, we exploited the Sobolev embedding, which is applicable since $\Omega_h$ is a Lipschitz domain, at least for $\eta \ll 1$ and $1 - \vartheta \ll 1$. Note that the sequences in (3.51) are defined only for $h \ll 1$ depending on $\eta$ and $\vartheta$. In view of (3.47)–(3.48) and (3.51), by lower semicontinuity, for every $\eta > 0$ and $0 < \vartheta < 1$, there holds

$$\vartheta \int_{\Omega_h^q} |\tilde{\zeta}^2| \, dx = \liminf_{h \to 0^+} \int_{\Omega_h^q} |\tilde{\zeta}^2| \, dx \leq C. \quad (3.52)$$

Similarly, by (3.50) and (3.51), for every $\eta > 0$ and $0 < \vartheta < 1$, there holds

$$\vartheta \int_{\Omega_h^q} |\nabla \tilde{\zeta}^2| \, dx + \int_{\Omega_h^q} |\hat{\chi}|^2 \, dx = \int_{\Omega_h^q} |\nabla \tilde{\zeta}^2| \, dx + \int_{\Omega_h^q} |\hat{\chi}|^2 \, dx \leq C. \quad (3.53)$$

Letting $\eta \to 0^+$ and $\vartheta \to 1^-$ in (3.52)–(3.53), we deduce that $\tilde{\zeta} \in W^{1,2}(\mathbb{S}; \mathbb{R}^3)$ and $\hat{\chi} \in L^2(\Omega; \mathbb{R}^3)$.

Set $\tilde{\mu}_h := M_h(\tilde{q}_h)$ and $\tilde{N}_h := N_h(\tilde{q}_h)$. Note that these two maps are defined on the whole space for every $h > 0$. We claim that $(\tilde{\mu}_h)$ is bounded in $L^2(\mathbb{R}^3; \mathbb{R}^3)$. To see this, exploiting (3.49) and applying the change-of-variable formula, we compute

$$\int_{\mathbb{R}^3} |\tilde{\mu}_h|^2 \, dx = \int_{\pi_h^{-1}(\Omega_h)} |\tilde{m}_h \circ \pi_h|^2 \, dx = \frac{1}{h} \int_{\Omega_h^q} |\tilde{m}_h|^2 \, d\xi$$

$$= \frac{1}{h} \int_{\Omega_h^q} |\tilde{m}_h \circ \tilde{y}_h|^2 \, d\nu \tilde{y}_h \, dx = \int_{\Omega_h^q} |\tilde{m}_h \circ \tilde{y}_h|^2 \, d\nu \tilde{y}_h \, dx \quad (3.54)$$

Then, the claim follows from (3.47). We deduce the existence of $\tilde{\mu} \in L^2(\mathbb{R}^3; \mathbb{R}^3)$ such that, up to subsequences, $\tilde{\mu}_h \rightharpoonup \tilde{\mu}$ in $L^2(\mathbb{R}^3; \mathbb{R}^3)$. However, by (3.44)–(3.45), there holds $\chi_{\pi_h^{-1}(\Omega_h)} \rightharpoonup \chi_\Omega$ almost everywhere which, together with (3.51), yields $\tilde{\mu}_h \rightharpoonup \chi_\Omega \tilde{\zeta}$ almost everywhere in $\mathbb{R}^3$, as $h \to 0^+$. Also, by (3.45), the maps $\tilde{\mu}_h$ are supported in a common compact set containing $\Omega$ for $h \ll 1$, so that $\tilde{\mu}_h \rightharpoonup \chi_\Omega \tilde{\zeta}$ in $L^1(\mathbb{R}^3; \mathbb{R}^3)$ by the Vitali Convergence Theorem. Thus, $\tilde{\mu} = \chi_\Omega \tilde{\zeta}$ and this establishes the weak convergence in (3.40).

To prove (3.41), we observe that

$$E_h^{exc}(\tilde{q}_h) = \frac{1}{h} \int_{\Omega_h^q} |\nabla \tilde{m}_h|^2 \, d\xi = \int_{\pi_h^{-1}(\Omega_h^q)} |\nabla \tilde{m}_h|^2 \, d\pi_h \, dx = \int_{\mathbb{R}^3} |\tilde{N}_h|^2 \, dx, \quad (3.55)$$

where we employed the change-of-variable formula. In view of (3.37), this shows the boundedness of $(\tilde{N}_h)$ in $L^2(\mathbb{R}^3; \mathbb{R}^{3 \times 3})$. To check (3.41), let $\Phi \in L^2(\mathbb{R}^3; \mathbb{R}^{3 \times 3})$ and set $\tilde{N} := \chi_\Omega (\nabla \tilde{\zeta} \tilde{x})$. Given $\eta > 0$ and
0 < \vartheta < 1$, we write
\[
\int_{\mathbb{R}^3} (\vec{N}_h - \vec{N}) : \Phi \, dx = \int_{\Omega_0^h} (\vec{N}_h - \vec{N}) : \Phi \, dx + \int_{\mathbb{R}^3 \setminus \Omega_0^h} (\vec{N}_h - \vec{N}) : \Phi \, dx. \tag{3.56}
\]
The first integral on the right-hand side of (3.56) goes to zero, as $h \to 0^+$. Indeed, by (3.44), for every $h \leq \bar{h}(\eta, \vartheta)$, we have
\[
\int_{\Omega_0^h} (\vec{N}_h - \vec{N}) : \Phi \, dx = \int_{\Omega_0^h} (\nabla \vec{m}_h \circ \pi_h - (\nabla \vec{\zeta}(\chi)) : \Phi \, dx = \int_{\Omega_0^h} (\nabla \vec{\zeta}_h - (\nabla \vec{\zeta}|\chi)) : \Phi \, dx,
\]
where the right-hand side goes to zero, as $h \to 0^+$, by (3.51). The second integral on the right-hand side of (3.56) goes as well to zero, as $h \to 0^+$. Indeed, by (3.45) and by the boundedness of $(\vec{N}_h)$ in $L^2(\mathbb{R}^3; \mathbb{R}^{3 \times 3})$, for every $\ell > 1$ and for every $h \leq \bar{h}(\eta, \ell)$, there holds
\[
\left| \int_{\mathbb{R}^3 \setminus \Omega_0^h} (\vec{N}_h - \vec{N}) : \Phi \, dx \right| = \left| \int_{\Omega_0^h \setminus \Omega_{\Omega_0^h}^\eta} (\vec{N}_h - \vec{N}) : \Phi \, dx \right| \leq C \|\Phi\|_{L^2(\Omega_0^\eta \setminus \Omega_0^h; \mathbb{R}^{3 \times 3})}.
\]
As the right-hand side can be made arbitrarily small by properly choosing $\eta, \vartheta$ and $\ell$ according to $\Phi$ only, this establishes (3.41).

**Step 3 (Convergence of compositions).** We now prove (3.42). Recall that $(1/\det \nabla \bar{h}(\bar{y}_h))$ is equi-integrable thanks to (3.47). Thus, in view of (3.49), so is $(\vec{m}_h \circ \bar{y}_h)$. For this reason, in order to prove the claim, it is sufficient to show that, for every $\eta > 0$ and $0 < \vartheta < 1$, we have $\vec{m}_h \circ \bar{y}_h \to \vec{\zeta}$ in $L^1(\Omega_0^h; \mathbb{R}^3)$. Fix $\eta > 0$ and $0 < \vartheta < 1$. Recall (3.44) and consider $h \leq \bar{h}(\eta, \vartheta)$. We have
\[
\int_{\Omega_0^h} |\vec{m}_h \circ \bar{y}_h - \vec{\zeta}|^2 \, dx \leq \int_{\Omega_0^h} |\vec{m}_h \circ \bar{y}_h - \vec{\zeta}_h|^2 \, dx + \int_{\Omega_0^h} |\vec{\zeta}_h - \vec{\zeta}|^2 \, dx. \tag{3.57}
\]
By (3.51), up to subsequences, the second integral on the right-hand side of (3.57) goes to zero, as $h \to 0^+$. Thus, we focus on the first one and we show that, up to subsequences, it goes as well to zero, as $h \to 0^+$.

Let $\varepsilon > 0$ be arbitrary. Let also $0 < \eta_1 < \eta$ and $0 < \vartheta < \vartheta_1 < 1$. Observe that, for $h \leq \bar{h}(\eta_1, \vartheta_1)$, the sequence $(\vec{\zeta}_h)$ is equi-integrable on $\Omega_{\vartheta_1}^1$ by (3.51). Therefore, there exists $\delta(\eta_1, \vartheta_1, \varepsilon) > 0$ such that the following property holds:
\[
\forall A \subset \Omega_{\vartheta_1}^1, \text{ measurable : } \mathcal{L}^2(A) < \delta(\eta_1, \vartheta_1, \varepsilon), \sup_{h \leq \bar{h}(\eta_1, \vartheta_1)} \int_{A} |\vec{m}_h \circ \bar{y}_h - \vec{\zeta}_h| \, dx < \varepsilon. \tag{3.58}
\]
Set $A_{\vartheta_1}^1 := \bar{y}_h^{-1}(\Omega_{\vartheta_1}^1)$. Let $\eta_1 < \eta_0 < \eta$ and $\vartheta < \vartheta_0 < \vartheta_1$ be such that
\[
\mathcal{L}^2(\Omega_{\vartheta_0}^1 \setminus \Omega_{\vartheta_1}^1) < \delta(\eta_1, \vartheta_1, \varepsilon). \tag{3.59}
\]
By (3.46), for every $h \leq \bar{h}(\eta_0, \vartheta_0, \vartheta_0)$, we have $A_{\vartheta_1}^1 \subset \Omega_{\vartheta_0}^h$ and we write
\[
\int_{\Omega_0^h} |\vec{m}_h \circ \bar{y}_h - \vec{\zeta}_h| \, dx = \int_{\Omega_0^h \cap A_{\vartheta_1}^1} |\vec{m}_h \circ \bar{y}_h - \vec{\zeta}_h| \, dx + \int_{\Omega_0^h \setminus A_{\vartheta_1}^1} |\vec{m}_h \circ \bar{y}_h - \vec{\zeta}_h| \, dx. \tag{3.60}
\]
We focus on the second integral on the right-hand side of the previous equation. For convenience, set $\sigma_h := \det \nabla \bar{y}_h - 1$. Thus, $\sigma_h \to 0$ in $L^1(\Omega)$ by (3.39) since $\beta > p > 3$. Using the change-of-variable formula, we compute
\[
\mathcal{L}^2(\Omega_{\vartheta_1}^1) = \mathcal{L}^2(\bar{y}_h(A_{\vartheta_1}^1)) = \int_{A_{\vartheta_1}^1} \det \nabla \bar{y}_h \, dx = h \mathcal{L}^2(A_{\vartheta_1}^1) + h \int_{A_{\vartheta_1}^1} \sigma_h \, dx.
\]
Then
\[
\mathcal{L}^2(A_{\vartheta_1}^1) = \mathcal{L}^2(\Omega_{\vartheta_1}^1) - \int_{A_{\vartheta_1}^1} \sigma_h \, dx,
\]
so that
\[
\mathcal{L}^2(\Omega_{\vartheta_1}^1 \setminus A_{\vartheta_1}^1) \leq \mathcal{L}^2(\Omega_{\vartheta_0}^h \setminus A_{\vartheta_1}^1) = \mathcal{L}^2(\Omega_{\vartheta_0}^h) - \mathcal{L}^2(A_{\vartheta_1}^1) = \mathcal{L}^2(\Omega_{\vartheta_0}^h) - \mathcal{L}^2(\Omega_{\vartheta_1}^1) + \int_{A_{\vartheta_1}^1} \sigma_h \, dx.
\]
Here, we exploited the inclusion $A_{\eta,h}^{\eta} \subset \Omega_{\eta}^{\eta}$. This yields
\[
\limsup_{h \to 0^+} \mathcal{L}^2(\Omega_{\eta}^{\eta} \setminus A_{\eta,h}^{\eta}) \leq \mathcal{L}^2(\Omega_{\eta}^{\eta} \setminus \Omega_{\eta}^{\eta}) < \delta(\eta_1, \vartheta_1, \varepsilon),
\]
where we used (3.59). Therefore, from (3.58), we obtain
\[
\limsup_{h \to 0^+} \int_{\Omega_{\eta}^{\eta} \setminus A_{\eta,h}^{\eta}} |\mathbf{m}_h \circ \mathbf{y}_h - \mathbf{\zeta}_h| \leq \varepsilon. 
\] (3.61)

To estimate the first integral on the right-hand side of (3.60), we proceed as follows. Without loss of generality, we can assume that $\Omega_{\eta}^{\eta}$ is a Lipschitz domain. In this case, the map $\mathbf{\zeta}_h \in W^{1,2}(\Omega_{\eta}^{\eta}; \mathbb{S}^2)$ admits an extension $\tilde{\mathbf{Z}}_h \in W^{1,2}(\Omega_{\eta}^{\eta}; \mathbb{R}^3)$, possibly dependent on $\varepsilon$ and $\vartheta$, which satisfies
\[
\|\tilde{\mathbf{Z}}_h\|_{W^{1,2}(\Omega_{\eta}^{\eta}; \mathbb{R}^3)} \leq C(\eta, \vartheta) \|\mathbf{\zeta}_h\|_{W^{1,2}(\Omega_{\eta}^{\eta}; \mathbb{R}^3)}.
\]

In particular, recalling (3.50), we have
\[
\|\nabla \tilde{\mathbf{Z}}_h\|_{L^2(\mathbb{R}^3; \mathbb{R}^{3 \times 3})} \leq C(\eta, \vartheta) \left( \int_{\Omega_{\eta}^{\eta}} |\mathbf{\zeta}_h|^2 \, dx + \int_{\Omega_{\eta}^{\eta}} |\nabla \mathbf{\zeta}_h|^2 \, dx \right) \leq C(\eta, \vartheta).
\] (3.62)

Define $\tilde{\mathbf{M}}_h := \tilde{\mathbf{Z}}_h \circ \pi_h^{-1}$. By construction, $\tilde{\mathbf{M}}_h|_{\Omega_{\eta}^{\eta}} = m_h|_{\Omega_{\eta}^{\eta}}$ and, by (3.62) and the change-of-variable formula, there holds
\[
\int_{\mathbb{R}^3} |\nabla \tilde{\mathbf{M}}_h|^2 \, d\xi = \int_{\mathbb{R}^3} |\nabla \tilde{\mathbf{Z}}_h \circ \pi_h^{-1}|^2 \, d\xi \leq \frac{1}{h^2} \int_{\mathbb{R}^3} |\nabla \tilde{\mathbf{Z}}_h|^2 \, d\xi
\]
\[
= \frac{1}{h^2} \int_{\mathbb{R}^3} |\nabla \mathbf{\zeta}_h|^2 \, dx \leq \frac{C(\eta, \vartheta)}{h^2}.
\] (3.63)

Let $\lambda > 0$. By a Lusin-type property of Sobolev maps [1], there exists a measurable set $F_{\lambda,h} \subset \mathbb{R}^3$ such that $\tilde{\mathbf{M}}_h|_{F_{\lambda,h}}$ is Lipschitz continuous with constant $C \lambda > 0$, that is
\[
\forall \xi, \tilde{\xi} \in F_{\lambda,h}, \quad |\tilde{\mathbf{M}}_h(\xi) - \tilde{\mathbf{M}}_h(\tilde{\xi})| \leq C \lambda |\xi - \tilde{\xi}|.
\] (3.64)

Moreover, thanks to (3.63), the measure of the complement of the set $F_{\lambda,h}$ is controlled as follows
\[
\mathcal{L}^3(\mathbb{R}^3 \setminus F_{\lambda,h}) \leq \frac{C}{\lambda^2} \int_{\{|\nabla \tilde{\mathbf{M}}_h| \geq \lambda/2\}} |\nabla \tilde{\mathbf{M}}_h|^2 \, d\xi \leq \frac{C(\eta, \vartheta)}{\lambda^2 h^2},
\] (3.65)

where we used (3.63).

Going back to the first integral on the right-hand side of (3.57), setting
\[
X_{\lambda,h} := \mathbf{y}_h^{-1}(F_{\lambda,h}), \quad Y_{\lambda,h} := \pi_h^{-1}(F_{\lambda,h}),
\]
we split it as
\[
\int_{\Omega_{\eta}^{\eta} \cap A_{\eta,h}^{\eta}} |\mathbf{m}_h \circ \mathbf{y}_h - \mathbf{\zeta}_h| \, dx = \int_{(\Omega_{\eta}^{\eta} \cap A_{\eta,h}^{\eta}) \cap (X_{\lambda,h} \cap Y_{\lambda,h})} |\mathbf{m}_h \circ \mathbf{y}_h - \mathbf{\zeta}_h| \, dx
\]
\[
+ \int_{(\Omega_{\eta}^{\eta} \cap A_{\eta,h}^{\eta}) \setminus (X_{\lambda,h} \cap Y_{\lambda,h})} |\mathbf{m}_h \circ \mathbf{y}_h - \mathbf{\zeta}_h| \, dx. 
\] (3.66)

For the first integral on the right-hand side of (3.66), note that, for every $x \in (\Omega_{\eta}^{\eta} \cap A_{\eta,h}^{\eta}) \cap (X_{\lambda,h} \cap Y_{\lambda,h})$, both $\mathbf{y}_h(x)$ and $\pi_h(x)$ belong to $\Omega_{\eta}^{\eta} \cap F_{\lambda,h}$. Thus, by (3.38) and (3.64), we have
\[
\int_{(\Omega_{\eta}^{\eta} \cap A_{\eta,h}^{\eta}) \cap (X_{\lambda,h} \cap Y_{\lambda,h})} |\mathbf{m}_h \circ \mathbf{y}_h - \mathbf{\zeta}_h| \, dx \leq C \lambda \|\mathbf{y}_h - \pi_h\|_{C^0(\overline{\mathbb{R}^3})} \leq C \lambda h^\alpha.
\] (3.67)

For the second integral on the right-hand side of (3.66), observe that
\[
(\Omega_{\eta}^{\eta} \cap A_{\eta,h}^{\eta}) \setminus (X_{\lambda,h} \cap Y_{\lambda,h}) \subset (\Omega_{\eta}^{\eta} \setminus X_{\lambda,h}) \cup (\Omega_{\eta}^{\eta} \setminus Y_{\lambda,h}).
\] (3.68)
By the change-of-variable formula, there holds
\[
\mathcal{L}^2(\Omega^h_0 \setminus F_{\lambda,h}) = \mathcal{L}^2(\hat{y}_h(\Omega^h_0 \setminus X_{\lambda,h})) = \int_{\Omega^h_0 \setminus X_{\lambda,h}} \det \nabla \hat{y}_h \, dx
\]
\[
= h \mathcal{L}^2(\Omega^h_0 \setminus X_{\lambda,h}) + h \int_{\Omega^h_0 \setminus X_{\lambda,h}} \sigma_h \, dx.
\]
From this, recalling (3.65), we obtain
\[
\mathcal{L}^2(\Omega^h_0 \setminus X_{\lambda,h}) = \frac{1}{h} \mathcal{L}^2(\hat{y}_h(\Omega^h_0 \setminus F_{\lambda,h})) + \int_{\Omega^h_0 \setminus X_{\lambda,h}} \sigma_h \, dx \leq \frac{C(\eta, \theta)}{\lambda^2 h^2} + \int_{\Omega^h_0 \setminus X_{\lambda,h}} \sigma_h \, dx. \tag{3.69}
\]
Instead, applying the change-of-variable formula and exploiting (3.65), we estimate
\[
\mathcal{L}^2(\Omega^h_0 \setminus Y_{\lambda,h}) = \mathcal{L}^2(\pi_h^{-1}(\Omega^h_0 \setminus F_{\lambda,h})) \leq \frac{1}{h} \mathcal{L}^2(\Omega^h_0 \setminus F_{\lambda,h}) \leq \frac{C(\eta, \theta)}{\lambda^2 h^2}. \tag{3.70}
\]
Now, recalling that \( \alpha > 1 \), we choose \( \lambda = h^{-b} \) for some \( 1 < b < \alpha \). In this case, the bound in (3.67) yields
\[
\lim_{h \to 0^+} \int_{(\Omega^h_0 \cap A^h_{\beta,\lambda}) \cap (X_{\lambda,h} \cap Y_{\lambda,h})} |\hat{m}_h \circ \hat{y}_h - \hat{\zeta}_h| \, dx = 0. \tag{3.71}
\]
Also, from (3.68)–(3.70), we obtain
\[
\lim_{h \to 0^+} \mathcal{L}^3((\Omega^h_0 \cap A^h_{\beta,\lambda}) \setminus (X_{\lambda,h} \cap Y_{\lambda,h})) = 0,
\]
which, by (3.58), entails
\[
\limsup_{h \to 0^+} \int_{(\Omega^h_0 \cap A^h_{\beta,\lambda}) \setminus (X_{\lambda,h} \cap Y_{\lambda,h})} |\hat{m}_h \circ \hat{y}_h - \hat{\zeta}_h| \, dx \leq \varepsilon. \tag{3.72}
\]
Therefore, combining (3.61) and (3.71)–(3.72), we obtain
\[
\limsup_{h \to 0^+} \int_{\Omega^h_0} |\hat{m}_h \circ \hat{y}_h - \hat{\zeta}_h| \, dx \leq 2\varepsilon.
\]
Since \( \varepsilon > 0 \) is arbitrary, this shows that the first integral on the right-hand side of (3.57) goes to zero, as \( h \to 0^+ \).

**Step 4 (Improved convergences).** We are left to prove the strong convergences in (3.40) and (3.43), and that \( |\hat{\zeta}| = 1 \) almost everywhere in \( S \). By (3.39), since \( \beta > p \), there holds \( \hat{F}_h \to I \) in \( L^p(\Omega; \mathbb{R}^{3 \times 3}) \). Thus, up to subsequences, we have \( \det \hat{F}_h \to 1 \) almost everywhere. By (3.42), up to subsequences, we also have \( \hat{m}_h \circ \hat{y}_h \to \hat{\zeta} \) almost everywhere. Taking into account (3.49), this gives (3.43) by the dominated convergence theorem. From (3.49), passing to the limit, as \( h \to 0^+ \), we deduce that \( |\hat{\zeta}| = 1 \) almost everywhere in \( \Omega \). Equivalently, \( \hat{\zeta} \in W^{1,2}(S; \mathbb{S}^2) \). Finally, passing to the limit, as \( h \to 0^+ \), in (3.54), we obtain
\[
\lim_{h \to 0^+} \int_{\mathbb{R}^3} |\hat{\mu}_h|^2 \, d\xi = \mathcal{L}^2(\Omega) = \int_{\mathbb{R}^3} |\chi\Omega\hat{\zeta}|^2 \, d\xi.
\]
Since we already proved the weak convergence, this proves the strong convergence in (3.40). \( \square \)

The compactness properties of sequences of admissible states with equi-bounded energy deduced from the previous results are summarized in the next proposition.

**Proposition 3.8 (Compactness).** Let \( (q_h) \) with \( q_h = (y_h, m_h) \in Q_h \) be such that
\[
\sup_{h > 0} \{E_h^{\text{el}}(q_h) + E_h^{\text{mag}}(q_h)\} \leq C. \tag{3.73}
\]
Then, there exist \( q_0 = (u, v, \zeta) \in Q_0 \) and \( \chi \in L^2(\mathbb{R}^3; \mathbb{R}^3) \) such that, up to subsequences, the following convergences hold, as \( h \to 0^+ \):
\[
u_h \to \nu_0 \quad \text{in} \quad W^{1,2}(S; \mathbb{R}^2), \tag{3.74}
\]
\[
u_h \to \nu_0 \quad \text{in} \quad W^{1,2}(S) \tag{3.75}
\]
\[
u_h \to \nu_0 \quad \text{in} \quad L^2(\mathbb{R}^3; \mathbb{R}^3)
\]
(3.76)

\[ w_h := W_h(q_h) \mapsto -\frac{1}{12} \begin{pmatrix} \nabla' u \\ 0 \end{pmatrix} \text{ in } W^{1,2}(S;\mathbb{R}^3), \]

(3.77)

\[ \mu_h := M_h(q_h) \mapsto \chi_\Omega \zeta \text{ in } L^2(\mathbb{R}^3;\mathbb{R}^3), \]

(3.78)

\[ N_h := N_h(q_h) \mapsto \chi_\Omega (\nabla' \zeta | \chi) \text{ in } L^2(\mathbb{R}^3;\mathbb{R}^{3 \times 3}), \]

(3.79)

\[ m_h \circ y_h \mapsto \zeta \text{ in } L^1(\Omega;\mathbb{R}^3), \]

(3.80)

\[ z_h := Z_h(q_h) \mapsto \zeta \text{ in } L^1(\Omega;\mathbb{R}^3). \]

Additionally, there exist \((R_h) \subset W^{1,2}(S;SO(3))\) and \(G \in L^2(\Omega;\mathbb{R}^{3 \times 3})\) such that, setting \(F_h := \nabla_h y_h\), we have

\[ R_h \to I \text{ in } L^2(\Omega;\mathbb{R}^{3 \times 3}), \]

\[ G_h := h^{-\beta/2}(R_h^\top F_h - I) \to G \text{ in } L^2(\Omega;\mathbb{R}^{3 \times 3}), \]

and, for almost every \(x \in \Omega\), there holds

\[ G''(x) = \text{sym}(\nabla'u(x') - ((\nabla'u(x'))x_3). \]

**Proof.** Recall (2.4)–(2.8). For simplicity, we set

\[ F_h := \nabla_h y_h, \quad L_h := L_h(\lambda_h (\det F_h)), \quad \Xi_h := L_h^{-1} F_h. \]

First, recalling (2.5)–(2.6), we write

\[ \text{dist}(F_h;SO(3)) \leq \|F_h - \Xi_h\| + \text{dist}(\Xi_h;SO(3)) \leq \|L_h - I\| \text{dist}(\Xi_h;SO(3)) \leq C \left(h^{\beta/2} + \text{dist}(\Xi_h;SO(3)) \right). \]

Thus, for \(q \in \{2,p\}\), we have

\[ \int_\Omega \text{dist}^q(F_h;SO(3)) \, dx \leq C \left(h^{(\beta/2)q} + \int_\Omega \text{dist}^q(\Xi_h;SO(3)) \, dx \right). \]

Recalling (2.11) and adopting the notation in (3.14), this shows that

\[ \mathcal{R}_h(y_h) \leq C h^\beta \left(E^{el}(q_h) + 1\right). \]

Thus, setting \(r_h := \mathcal{R}_h(y_h)\), from (3.73) we obtain the bound \(r_h \leq Ch^\beta\).

By applying Lemma 3.3, we find \((R_h) \subset W^{1,p}(S;SO(3))\) and \((Q_h) \subset SO(3)\) such that the following estimates hold for \(q \in \{2,p\}:

\[ \|F_h - R_h\|_{L^q(\Omega;\mathbb{R}^{3 \times 3})} \leq C r_h^{1/q}, \]

\[ \|\nabla' R_h\|_{L^q(S;\mathbb{R}^{3 \times 3 \times 3})} \leq Ch^{-1/r_h^{1/q}}, \]

\[ \|R_h - Q_h\|_{L^q(S;\mathbb{R}^{3 \times 3})} \leq Ch^{-1/r_h^{1/q}}, \]

\[ \|F_h - Q_h\|_{L^q(S;\mathbb{R}^{3 \times 3})} \leq Ch^{-1/r_h^{1/q}}. \]

Then, thanks to Lemma 3.5, we obtain the estimate

\[ |Q_h - I| \leq C \frac{\sqrt{r_h}}{h}, \]

which, together with (3.86), yields

\[ \|R_h - I\|_{L^q(S;\mathbb{R}^{3 \times 3})} \leq Ch^{-1/r_h^{1/q}}, \]

\[ \|F_h - I\|_{L^q(S;\mathbb{R}^{3 \times 3})} \leq Ch^{-1/r_h^{1/q}}. \]

At this point, we apply Proposition 3.4 to \(\hat{y} = y_h\) with \(e_h = h^\beta\), so that (3.74)–(3.76) are proved.

Now, given the assumption \(\beta > 6 \lor p\), we have \(\beta/2 - 1 > 0\) and \(\beta/p - 1 > 0\). Let \(0 < s < 1\) and let \(2 \leq q_s \leq p\) be such that \(1/q_s = s/2 + (1-s)/p\). By the interpolation inequality [27, Proposition 1.1.14] and the second estimate in (3.87), there holds

\[ \|\tilde{F}_h - I\|_{L^{q_s}(\Omega;\mathbb{R}^{3 \times 3})} \leq \|\tilde{F}_h - I\|_{L^2(\Omega;\mathbb{R}^{3 \times 3})} \|\tilde{F}_h - I\|_{L^p(\Omega;\mathbb{R}^{3 \times 3})}^{1-s} \leq Ch^\alpha, \]
where we set $\alpha_s := s(\beta/2 - 1) + (1 - s)(\beta/p - 1)$. We choose $s$ in order to have

$$q_s > 3, \quad \alpha_s > 1. \quad (3.89)$$

Note that these two conditions are equivalent to

$$s < \frac{2(p - 3)}{3(p - 2)}, \quad s > \frac{2(2p - \beta)}{\beta(p - 2)},$$

respectively. Therefore, as

$$2(2p - \beta) \beta(p - 2) < 2(p - 3)$$

if and only if $\beta > 6$, such a value $0 < s < 1$ always exists. Hence, from (3.88), by applying the Poincaré inequality and the Morrey embedding, we obtain the following estimate:

$$\|y_h - \pi_h\|_{C^0(\Omega; \mathbb{R}^3)} \leq Ch^\alpha_s. \quad (3.90)$$

Note that, here, we implicitly exploited the first condition in (3.89). Therefore, given (3.87) and (3.90), claims (3.77)–(3.80) follow at once by applying Proposition 3.7 to $\tilde{q}_h = q_h$.

Eventually, we note that (3.81) immediately follows from the first estimate in (3.87), while (3.82)–(3.83) are established by applying Lemma 3.6 to $\tilde{y}_h = y_h$ with $e_h = h^\beta$ taking into account the first estimate in (3.85) and (3.74)–(3.75).

**Remark 3.9 (Norm of the averaged displacements).** With the notation employed in the proof of Proposition 3.8, by (3.84), we have

$$\frac{r_h}{h^\beta} \leq C \left( E_h^{el}(q_h) + 1 \right).$$

Hence, by applying Proposition 3.4 to $\tilde{y}_h = y_h$ with $e_h = h^\beta$ taking into account (3.85) and (3.87), we obtain the following estimates for $h \ll 1$:

$$\|u_h\|_{W^{1,2}(S; \mathbb{R}^2)} \leq C \left( \sqrt{E_h^{el}(q_h)} + 1 \right),$$

$$\|v_h\|_{W^{1,2}(S)} \leq C \left( \sqrt{E_h^{el}(q_h)} + 1 \right),$$

$$\|w_h\|_{W^{1,2}(S; \mathbb{R}^3)} \leq C \left( \sqrt{E_h^{el}(q_h)} + 1 \right).$$

The first estimate is justified by the fact that $r_h/h^4 \to 0$, as $h \to 0^+$, so that, for $h \ll 1$, there holds

$$\frac{r_h}{h^{\beta/2 + 2}} = \frac{\sqrt{r_h}}{h^2} \frac{r_h}{h^\beta} \leq \frac{r_h}{h^\beta}.$$ 

3.1.2. *Lower bound.* We now move to the proof of the lower bound. For future reference, we highlight the result regarding the convergence of the magnetostatic energy. This has already been proved in [8, Proposition 4.7] by adapting the results in [13, 26]. For convenience of the reader, we briefly sketch the proof and we refer to the first paper for details. Recall the notation in (2.24) and (3.3).

**Proposition 3.10 (Convergence of the magnetostatic energy).** Let $(\tilde{q}_h)$ with $\tilde{q}_h = (\tilde{y}_h, \tilde{m}_h) \in Q_h$. Suppose that there exists $\tilde{\zeta} \in W^{1,2}(S; \mathbb{S}^2)$ such that the following convergence holds, as $h \to 0^+$:

$$\tilde{\mu}_h := \mathcal{M}_h(\tilde{q}_h) \to \chi_{\Omega} \tilde{\zeta} \text{ in } L^2(\mathbb{R}^3; \mathbb{R}^3). \quad (3.91)$$

Then, the following equality holds:

$$\lim_{h \to 0^+} E_{h}^{\text{mag}}(\tilde{q}_h) = \frac{1}{2} \int_S |\tilde{\zeta}|^2 \, dx'. \quad (3.92)$$
Proof. Denote by \( \hat{\psi}_h \in V^{1,2}(\mathbb{R}^3) \) a stray field potential corresponding to \( \hat{q}_h \). Thus, we have the following:

\[
\forall \varphi \in V^{1,2}(\mathbb{R}^3), \quad \int_{\mathbb{R}^3} \nabla \hat{\psi}_h \cdot \nabla \varphi \, d\xi = \int_{\mathbb{R}^3} \chi_{\Omega h} \hat{m}_h \cdot \nabla \varphi \, d\xi. \tag{3.93}
\]

By (2.25), there holds

\[
\|\nabla \hat{\psi}_h\|_{L^2(\mathbb{R}^3;\mathbb{R}^3)} \leq \|\chi_{\Omega h} \hat{m}_h\|_{L^2(\mathbb{R}^3;\mathbb{R}^3)}.
\]

Taking the square at both sides and applying the change-of-variable formula, we estimate

\[
\int_{\mathbb{R}^3} |\nabla \hat{\psi}_h|^2 \, d\xi \leq \int_{\mathbb{R}^3} |\chi_{\Omega h} \hat{m}_h|^2 \, d\xi = \int_{\mathbb{R}^3} |\hat{\mu}_h|^2 \circ \pi_h^{-1} \, d\xi = h \int_{\mathbb{R}^3} |\hat{\mu}_h|^2 \, d\xi. \tag{3.94}
\]

Define \( \hat{\rho}_h := \hat{\psi}_h \circ \pi_h \in V^{1,2}(\mathbb{R}^3) \). From (3.94), using again the change-of-variable formula, we estimate

\[
\int_{\mathbb{R}^3} |\nabla \hat{\rho}_h|^2 \, dx = \int_{\mathbb{R}^3} |\nabla \hat{\psi}_h|^2 \circ \pi_h \, dx = \frac{1}{h} \int_{\mathbb{R}^3} |\nabla \hat{\psi}_h|^2 \, d\xi \leq \frac{1}{h} \int_{\mathbb{R}^3} |\hat{\mu}_h|^2 \, d\xi.
\]

As the right-hand side is uniformly bounded in view (3.91), we deduce that \( (\nabla \hat{\rho}_h) \) is bounded in \( L^2(\mathbb{R}^3;\mathbb{R}^3) \). From this, we deduce two facts. First, there exists \( \hat{\chi} \in L^2(\mathbb{R}^3) \) such that, up to subsequences, \( \partial_3 \hat{\rho}_h / h \to \hat{\chi} \) in \( L^2(\mathbb{R}^3) \) and, in turn, \( \partial_3 \hat{\rho}_h \to 0 \) in \( L^2(\mathbb{R}^3) \), as \( h \to 0^+ \). Second, exploiting the Hilbert space structure of the quotient \( V^{1,2}(\mathbb{R}^3)/\mathbb{R} \), we infer the existence of \( \hat{\rho} \in V^{1,2}(\mathbb{R}^3) \) such that, up to subsequences, there holds \( \nabla \hat{\rho}_h \to \nabla \hat{\rho} \) in \( L^2(\mathbb{R}^3;\mathbb{R}^3) \), as \( h \to 0^+ \). These two facts together imply that \( \partial_3 \hat{\rho} = 0 \) almost everywhere which, as \( \nabla \hat{\rho} \in L^2(\mathbb{R}^3;\mathbb{R}^3) \), yields \( \nabla \hat{\rho} = 0' \) almost everywhere.

Now, testing (3.93) with \( \varphi = \psi_h \) and applying the change-of-variable formula, we write

\[
E_{h}^{\max}(\hat{q}_h) = \frac{1}{2h} \int_{\mathbb{R}^3} \chi_{\Omega h} \hat{m}_h \cdot \nabla \hat{\psi}_h \, d\xi = \frac{1}{2} \int_{\mathbb{R}^3} \hat{\mu}_h \cdot \nabla \hat{\rho}_h \, dx
\]

\[
= \frac{1}{2} \int_{\mathbb{R}^3} \hat{\mu}_h' \cdot \nabla \hat{\rho} \, dx + \frac{1}{2} \int_{\mathbb{R}^3} \hat{\mu}_h \frac{\partial_3 \hat{\rho}}{h} \, dx.
\]

Then, recalling (3.91) and passing to the limit, we obtain

\[
\lim_{h \to 0^+} E_{h}^{\max}(\hat{q}_h) = \frac{1}{2} \int_{\Omega} \hat{\chi} \, dx. \tag{3.95}
\]

Thus, if we show that \( \hat{\chi} = \chi_{\Omega} \hat{\varsigma}^3 \) almost everywhere in \( \mathbb{R}^3 \), then (3.92) follows from (3.95). To check this, we go back to (3.93). Using once more the change-of-variable formula, we deduce that \( \hat{\rho}_h \) satisfies the following:

\[
\forall \varphi \in V^{1,2}(\mathbb{R}^3), \quad \int_{\mathbb{R}^3} \nabla \hat{\rho}_h \cdot \nabla_h \varphi \, dx = \int_{\mathbb{R}^3} \hat{\mu}_h \cdot \nabla_h \varphi \, dx.
\]

Multiplying by \( h \) and then passing to the limit, as \( h \to 0^+ \), we obtain

\[
\forall \varphi \in V^{1,2}(\mathbb{R}^3), \quad \int_{\mathbb{R}^3} \left( \hat{\chi} - \chi_{\Omega} \hat{\varsigma}^3 \right) \partial_3 \varphi \, dx = 0.
\]

Given the arbitrariness of \( \varphi \), this entails that the function \( \hat{\chi} - \chi_{\Omega} \hat{\varsigma}^3 \) does not depend on the third variable. However, as this function belongs to \( L^2(\mathbb{R}^3) \), we necessarily have \( \hat{\chi} - \chi_{\Omega} \hat{\varsigma}^3 = 0 \) almost everywhere.

The next result asserts the existence of a lower bound and, for future reference, it is presented in a more self-contained form.

**Proposition 3.11 (Lower bound).** Let \( (\hat{q}_h) \) with \( \hat{q}_h = (\hat{y}_h, \hat{m}_h) \in Q_h \). Set \( \hat{F}_h := \nabla \hat{y}_h \). Suppose that there exist \( (\hat{R}_h) \subset W^{1,2}(S; SO(3)) \) and also \( \hat{G} \in L^2(\Omega; \mathbb{R}^{3 \times 3}) \) and \( \hat{q}_0 = (\hat{u}, \hat{v}, \hat{\zeta}) \in Q_h \) such that, as \( h \to 0^+ \), there hold

\[
\hat{R}_h \to I \text{ in } L^1(S; \mathbb{R}^{3 \times 3}), \tag{3.96}
\]

\[
\hat{G}_h := h^{-\beta/2}(\hat{R}_h^T \hat{F}_h - I) \to \hat{G} \text{ in } L^2(\Omega; \mathbb{R}^{3 \times 3}), \tag{3.97}
\]

and, for almost every \( x \in \Omega \), we have

\[
\hat{G}''(x) = \text{sym} \nabla' \hat{u}(x') + ((\nabla')^2 \hat{v}(x')) x_3. \tag{3.98}
\]
Moreover, suppose that there exists \( \hat{\chi} \in L^2(\mathbb{R}^3; \mathbb{R}^3) \) such that the following convergences hold, as \( h \to 0^+ \):

\[
\begin{align*}
\hat{\mu}_h &:= M_h(\hat{q}_h) \to \chi_0 \hat{\zeta} \text{ in } L^2(\mathbb{R}^3; \mathbb{R}^3), \\
\hat{N}_h &:= N_h(\hat{q}_h) \to \chi_0 (\nabla \hat{\zeta} \otimes \hat{\chi}) \text{ in } L^2(\mathbb{R}^3; \mathbb{R}^{3 \times 3}), \\
\hat{\omega}_h &:= \omega_h(\hat{q}_h) \to \hat{\zeta} \text{ in } L^1(\Omega; \mathbb{R}^3).
\end{align*}
\]

Then, the following inequality holds:

\[
E_0(\hat{q}_0) \leq \liminf_{h \to 0^+} E_h(\hat{q}_h).
\]

**Proof.** It is sufficient to prove the following:

\[
\begin{align*}
E_0^{\text{el}}(\hat{q}_0) &\leq \liminf_{h \to 0^+} E_h^{\text{el}}(\hat{q}_h), \\
E_0^{\text{exc}}(\hat{q}_0) &\leq \liminf_{h \to 0^+} E_h^{\text{exc}}(\hat{q}_h).
\end{align*}
\]

Indeed, thanks to \((3.99)\), the limit in \((3.92)\) holds by Proposition 3.10. Thus, combining \((3.103)-(3.104)\) with \((3.92)\), we obtain \((3.102)\).

Recalling \((3.55)\), claim \((3.104)\) follows immediately from \((3.100)\). Indeed, by lower semicontinuity, we have

\[
\liminf_{h \to 0^+} \int_{\mathbb{R}^3} |\hat{N}_h|^2 \, dx \geq \int_{\Omega} |\nabla \hat{\zeta}|^2 \, dx + \int_{\Omega} |\hat{\chi}|^2 \, dx \geq \int_S |\nabla \hat{\zeta}|^2 \, d\Sigma.
\]

We thus focus on \((3.103)\). This is proved similarly to [25, Corollary 2]. Recall \((2.4)-(2.8)\). For simplicity, set \( \hat{\lambda}_h := \hat{m}_h \circ \hat{y}_h \) and \( \hat{L}_h := \hat{L}_h(\hat{R}_h \hat{\chi}) \). By \((3.96)\) and \((3.101)\), recalling \((2.6)\) and \((2.20)\), we have

\[
\hat{K}_h := h^{-\beta/2}(I - \hat{L}^{-1}_h) \to c_0 \hat{\zeta} \otimes \hat{\zeta} \text{ in } L^1(\Omega; \mathbb{R}^{3 \times 3}).
\]

Define \( A_h := \{|\hat{G}_h| \leq h^{-\beta/4}\}, \) so that, by \((3.97)\), \( \chi_{A_h} \to 1 \) in \( L^1(\Omega) \). Note that, on \( A_h \), there holds

\[
\hat{L}_h^{-1} \hat{R}_h^\top \hat{F}_h = I + h^{\beta/2}(\hat{G}_h - \hat{K}_h) + O(h^{3\beta/4}).
\]

Recalling \((2.16)\), for \( h \ll 1 \) we have \(|\hat{L}_h^{-1} \hat{R}_h^\top \hat{F}_h - I| \ll 1 \) on \( A_h \). Then, exploiting \((2.15)\) and \((3.106)\), we write

\[
\int \Omega W_h(\hat{F}_h, \hat{\lambda}_h) \, dx = \int \Omega W_h(\hat{R}_h^\top \hat{F}_h, \hat{R}_h^\top \hat{\lambda}_h) \, dx = \int \Omega \Phi(\hat{L}_h^{-1} \hat{R}_h^\top \hat{F}_h) \, dx \geq \int \Omega \chi_{A_h} \Phi(\hat{L}_h^{-1} \hat{R}_h^\top \hat{F}_h) \, dx
\]

\[
= \int \Omega \chi_{A_h} \Phi \left( I + h^{\beta/2}(\hat{G}_h - \hat{K}_h) + O(h^{3\beta/4}) \right) \, dx
\]

\[
= \frac{h^\beta}{2} \int \Omega Q \left( \chi_{A_h}(\hat{G}_h - \hat{K}_h) + O(h^{3\beta/4}) \right) \, dx
\]

\[
+ \int \Omega \chi_{A_h} \omega \left( h^{\beta/2}(\hat{G}_h - \hat{K}_h) + O(h^{3\beta/4}) \right) \, dx.
\]

Thus

\[
E_h^{\text{el}}(\hat{q}_h) \geq \frac{1}{2} \int \Omega Q \left( \chi_{A_h}(\text{sym} \hat{G}_h - \hat{K}_h) + O(h^{3\beta/4}) \right) \, dx
\]

\[
+ \frac{1}{h^\beta} \int \Omega \chi_{A_h} \omega \left( h^{\beta/2}(\text{sym} \hat{G}_h - \hat{K}_h) + O(h^{3\beta/4}) \right) \, dx.
\]

To provide a lower bound for the first integral on the right-hand side of \((3.107)\), we exploit the convexity of \( Q \). By \((3.97)\) and \((3.105)\), we have \( \chi_{A_h} \hat{G}_h \to \hat{G} \) in \( L^1(\Omega; \mathbb{R}^{3 \times 3}) \) and \( \chi_{A_h} \hat{K}_h \to c_0 \hat{\zeta} \otimes \hat{\zeta} \) in \( L^1(\Omega; \mathbb{R}^{3 \times 3}) \), as \( h \to 0^+ \). Thus, by lower semicontinuity, we get

\[
\liminf_{h \to 0^+} \int \Omega Q \left( \chi_{A_h}(\hat{G}_h - \hat{K}_h) + O(h^{3\beta/4}) \right) \, dx \geq \int \Omega Q(\hat{G} - c_0 \hat{\zeta} \otimes \hat{\zeta}) \, dx
\]

\[
\geq \int \Omega Q_{\text{red}}(\hat{G}'' - c_0 \hat{\zeta}' \otimes \hat{\zeta}') \, dx,
\]
where the last inequality is justified by the definition of $Q_{\text{red}}$ in (3.4). Given (3.98), this proves (3.103) once we show that the second integral on the right-hand side of (3.107) goes to zero, as $h \to 0^+$. To prove this, for every $s > 0$, we set

$$\overline{\omega}(s) := \sup \left\{ \frac{|\omega(F)|}{|F|} : F \in \mathbb{R}^{3 \times 3}, |F| \leq s \right\}.$$ 

By definition, the function $\overline{\omega}$ is decreasing and satisfies $\overline{\omega}(s) \to 0$, as $s \to 0^+$. Then, recalling the definition of $A_h$, we have

$$\frac{1}{h^3} \int_\Omega \chi_A h \left| \omega \left( h^{3/2} (\bar{G}_h - \bar{K}_h) + O(h^{3/4}) \right) \right| \, dx$$

$$\leq \int_\Omega \chi_A \overline{\omega} \left( h^{3/2} |\bar{G}_h - \bar{K}_h| + O(h^{3/4}) \right) \left| \frac{h^{3/2} (\bar{G}_h - \bar{K}_h) + O(h^{3/4})}{h^{3/2}} \right|^2 \, dx,$$

where the right-hand side goes to zero, as $h \to 0^+$. $\square$

3.1.3. Optimality of the lower bound. The following result ensures the existence of recovery sequences.

**Proposition 3.12 (Recovery sequences).** Let $\bar{q}_h = (\bar{u}, \bar{v}, \bar{\varphi}, \bar{\zeta}) \in Q_0$. Then, there exists $(\bar{q}_h)$ with $\bar{q}_h = (\bar{y}_h, \bar{m}_h) \in Q_h$ such that the following convergences hold, as $h \to 0^+$:

$$\tilde{u}_h := U_h(\bar{q}_h) \to \tilde{u} \text{ in } W^{1,2}(S; \mathbb{R}^3),$$

$$\tilde{v}_h := V_h(\bar{q}_h) \to \tilde{v} \text{ in } W^{2,2}(S),$$

$$\tilde{w}_h := \mathcal{W}_h(\bar{q}_h) \to \frac{1}{12} \begin{pmatrix} \nabla \tilde{v} \\ 0 \end{pmatrix} \text{ in } W^{1,2}(S; \mathbb{R}^3),$$

$$\tilde{\mu}_h := \mathcal{M}_h(\bar{q}_h) \to \chi_0 \tilde{\zeta} \text{ in } L^2(S; \mathbb{R}^3),$$

$$\tilde{N}_h := \mathcal{N}_h(\bar{q}_h) \to \chi_0 (\nabla \tilde{\zeta}) \text{ in } L^2(\mathbb{R}^3; \mathbb{R}^{3 \times 3}),$$

$$\bar{m}_h \circ \tilde{y}_h \to \tilde{\zeta} \text{ in } L^1(\Omega; \mathbb{R}^3),$$

$$\mathcal{Z}_h := \mathcal{Z}_h(\bar{q}_h) \to \tilde{\zeta} \text{ in } L^1(\Omega; \mathbb{R}^{3 \times 3}).$$

Moreover, the following equality holds:

$$E_0(\bar{q}_0) = \lim_{h \to 0^+} E_h(\bar{q}_h).$$

**Proof.** For convenience of the reader, the proof is subdivided into three steps.

**Step 1 (Construction of the recovery sequence).** First, we additionally assume that $\hat{u} \in C_c^2(S; \mathbb{R}^2)$, $\hat{v} \in C_c^2(S)$ and $\hat{\zeta} \in C^1(\overline{\mathbb{S}}; \mathbb{S}^2)$. Let $\hat{\bar{u}}, \hat{\bar{b}} \in C_c^2(S; \mathbb{R}^3)$. Deformations of the recovery sequence are constructed according to the classical ansatz for the linearized von Kármán regime [25]. Thus, for every $h > 0$, we define

$$\hat{y}_h := \pi_h + h^{3/2} \begin{pmatrix} \bar{u} \\ 0 \end{pmatrix} + h^{3/2-1} \begin{pmatrix} \bar{v} \\ 0 \end{pmatrix} - h^{3/2} x_3 \begin{pmatrix} \nabla \bar{v} \\ 0 \end{pmatrix} + 2h^{3/2+1} x_3 \hat{\bar{u}} + h^{3/2+1} x_3^2 \hat{\bar{b}}.$$

Observe that $\hat{y}_h \in C^2(\overline{\Omega}; \mathbb{R}^3)$ and there holds

$$\|\hat{y}_h - \pi_h\|_{C^0(\overline{\Omega}; \mathbb{R}^3)} \leq C h^{3/2-1}.$$ 

We compute

$$\tilde{F}_h = I + h^{3/2} \begin{pmatrix} \nabla \tilde{u} \\ (0')^T \end{pmatrix} + h^{3/2-1} \begin{pmatrix} O'' \\ (\nabla u)^T \end{pmatrix} - h^{3/2} x_3 \begin{pmatrix} (\nabla u)^2 \\ (0')^T \end{pmatrix}$$

$$+ 2h^{3/2} \hat{\bar{\mu}} \otimes e_3 + 2h^{3/2} x_3 \hat{\bar{b}} \otimes e_3 + O(h^{3/2+1}),$$

(3.117)
so that we immediately deduce
\[ \|\mathbf{F}_h - I\|_{C^0([\bar{\mathbf{y}}_h];\mathbb{R}^{3\times 3})} \leq C h^{\beta/2 - 1}. \] (3.118)
Recall the identity \((I + F)^\top (I + F) = I + 2 \text{sym} F + F^\top F\) for every \(F \in \mathbb{R}^{3\times 3}\). Thanks to the assumption 
\[ \beta > 6, \] we have
\[ \sqrt{\left(\mathbf{F}_h\right)^\top} = I + h^{\beta/2} (\hat{\mathbf{A}} + x_3 \hat{\mathbf{B}}) + O(h^{\beta/2+1}), \] (3.119)
where
\[ \hat{\mathbf{A}} := \begin{pmatrix} \text{sym} \nabla' \hat{u} & 0' \\ 0' & 0 \end{pmatrix} + \hat{a} \otimes e_3 + e_3 \otimes \hat{a}, \]
\[ \hat{\mathbf{B}} := -\begin{pmatrix} \nabla' \mathbf{y}^{2\beta} & 0' \\ 0' & 0 \end{pmatrix} + \hat{b} \otimes e_3 + e_3 \otimes \hat{b}. \]
Using the identity \(\det(I + F) = 1 + \text{tr} F + \text{tr}(\text{cof} F) + \det F\) for every \(F \in \mathbb{R}^{3\times 3}\), we obtain
\[ \det \mathbf{F}_h = 1 + O(h^{\beta/2}), \quad \nabla(\det \mathbf{F}_h) = O(h^{\beta/2}). \] (3.120)
This ensures that
\[ 1/2 < \det \mathbf{F}_h < 3/2 \text{ in } \Omega, \] (3.121)
at least for \(h \ll 1\). In particular, by the inverse function theorem, \(\mathbf{y}_h\) is a local diffeomorphism of class \(C^2\) with \(\nabla \mathbf{y}_h = (\nabla \mathbf{y}_h)^{-1} \circ \hat{\mathbf{y}}^{-1}_h\) in \(\Omega^{\hat{h}}\).
We claim that the map \(\hat{\mathbf{y}}_h\) is injective. To see this, we argue as in [14, Theorem 5.5-1, Claim (b)]. Fix \(x, \hat{x} \in \Omega\) with \(x \neq \hat{x}\). By [14, Exercise 1.9], there exists a finite number of distinct points \(\bar{x}_1, \ldots, \bar{x}_m \in \Omega\) with \(\bar{x}_1 = x\) and \(\bar{x}_m = \hat{x}\) such that each segment connecting \(\bar{x}_i\) to \(\bar{x}_{i+1}\) is entirely contained in \(\Omega\) and \(\sum_{i=1}^m |\bar{x}_{i+1} - \bar{x}_i| \leq C|\bar{x} - \hat{x}|\) for some constant \(C > 0\) depending on \(\Omega\) only. Then, applying the mean value theorem in combination with (3.118), we estimate
\[ |\mathbf{y}_h(x) - \mathbf{y}_h(\hat{x}) - (\pi_h(x) - \pi_h(\hat{x}))| \leq m \sum_{i=1}^m |(\mathbf{y}_h(\bar{x}_{i+1}) - \pi_h(\bar{x}_{i+1})) - (\mathbf{y}_h(\bar{x}_i) - \pi_h(\bar{x}_i))| \]
\[ \leq \|
abla \mathbf{y}_h - \nabla \pi_h\|_{C^0([\bar{\mathbf{y}}_h];\mathbb{R}^{3\times 3})} \sum_{i=1}^m |\bar{x}_{i+1} - \bar{x}_i| \]
\[ \leq C h^{\beta/2 - 1}|x - \hat{x}| \leq C h^{\beta/2 - 2}|\pi_h(x) - \pi_h(\hat{x})|. \]
Since \(\beta > 4\), for \(h \ll 1\), we obtain
\[ |\mathbf{y}_h(x) - \mathbf{y}_h(\hat{x}) - (\pi_h(x) - \pi_h(\hat{x}))| < |\pi_h(x) - \pi_h(\hat{x})|. \]
As \(\pi_h(x) \neq \pi_h(\hat{x})\), we necessarily have \(\hat{\mathbf{y}}_h(x) \neq \hat{\mathbf{y}}_h(\hat{x})\), which proves the claim.
By the invariance of domain theorem, the map \(\hat{\mathbf{y}}_h\) is a homeomorphism. Hence, we actually have \(\hat{\mathbf{y}}_h^{-1} \in C^2(\Omega;\mathbb{R}^{3\times 3})\). Moreover, setting \(I_h := \nabla \pi_h\), there holds
\[ I_h \nabla \hat{y}_h^{-1} = I_h (\nabla \hat{y}_h)^{-1} \circ \hat{y}_h^{-1} = \left(\nabla \mathbf{y}_h \circ \hat{y}_h^{-1} I_h^{-1}\right)^{-1} = \left(\hat{\mathbf{F}}_h \circ \hat{y}_h^{-1}\right)^{-1} = \hat{\mathbf{F}}_h^{-1} \circ \hat{y}_h^{-1}. \]
(3.122)
From (3.117), by computing the inverse of \(\hat{\mathbf{F}}_h\) using Neumann series, we obtain
\[ \hat{\mathbf{F}}_h^{-1} = I + O(h^{\beta/2 - 1}), \] (3.123)
which, in view of (3.122), yields
\[ \|\nabla \hat{y}_h^{-1}\|_{C^0([\bar{\mathbf{y}}_h];\mathbb{R}^{3\times 3})} \leq C h^{-1}. \] (3.124)
Now, define \(\hat{\mathbf{m}}_h: \Omega^{\hat{h}} \to \mathbb{R}^{3}\) by setting
\[ \hat{\mathbf{m}}_h := \hat{\zeta} \circ \hat{y}_h^{-1}. \]
Observe that \( \tilde{m}_h \in W^{1,2}(\Omega_{\tilde{y}_h}; \mathbb{R}^3) \) thanks to the regularity of \( \tilde{y}_h^{-1} \) and to (3.121). Moreover, there holds \( \tilde{m}_h \circ \tilde{y}_h \det \nabla_h \tilde{y}_h = \tilde{\zeta} \) in \( \Omega \), so that \( \tilde{q}_h := (\tilde{y}_h, \tilde{m}_h) \in Q_h \).

The convergences in (3.109)–(3.110) follow by direct computation, while (3.114) is trivial. From (3.121) and (3.123), we also have

\[
det \hat{F}_h \to 1 \text{ in } C^0(\Omega), \quad \frac{1}{\det \hat{F}_h} \to 1 \text{ in } C^0(\Omega),
\]

and

\[
\nabla (\det \hat{F}_h) \to 0 \text{ in } C^0(\Omega), \quad \hat{F}_h^{-1} \to I \text{ in } C^0(\Omega; \mathbb{R}^{3 \times 3}).
\]

Thus (3.113) follows.

We prove (3.111). We have

\[
\tilde{\mu}_h = \chi_{\pi_h^{-1}(\Omega_{\tilde{y}_h})} \frac{\tilde{\zeta} \circ \tilde{y}_h^{-1} \circ \pi_h}{\det \hat{F}_h \circ \tilde{y}_h^{-1} \circ \pi_h}.
\]

First, as \( \beta > 4 \), from (3.116) we establish (3.44)–(3.45) by arguing as in Step 1 of the proof of Proposition 3.7. Let \( x \in \mathbb{R}^3 \setminus \Omega \), so that \( x \in \mathbb{R}^3 \setminus \Omega_{\tilde{y}_h}^\eta \) for some \( \eta > 0 \) and \( \ell > 1 \). Then, (3.45) entails that \( x \in \mathbb{R}^3 \setminus \pi_h^{-1}(\Omega_{\tilde{y}_h}) \) for \( h \leq h(\eta, \ell) \). Instead, let \( x \in \Omega \) and let \( \eta > 0 \) and \( 0 < \vartheta < 1 \) be such that \( x \in \Omega_{\tilde{y}_h}^\vartheta \). By (3.44), we have \( x \in \pi_h^{-1}(\Omega_{\tilde{y}_h}) \) for \( h \leq h(\eta, \vartheta) \) and, in turn, \( x_h := \tilde{y}_h^{-1}(\pi_h(x)) \in \Omega \). From (3.116), we see that

\[
\| \pi_h^{-1} \circ \tilde{y}_h - \text{id} \|_{C^0(\mathbb{R}^3)} \leq \frac{1}{h} \| y_h - \pi_h \|_{C^0(\mathbb{R}^3)} \leq C h^{-\beta/2}.
\]

Let \( \varepsilon > 0 \) be arbitrary. For \( h \ll 1 \), the right-hand side of the previous equation is smaller than \( \varepsilon \), so that

\[
|x - \tilde{y}_h^{-1}(\pi_h(x))| = |\pi_h^{-1}(\tilde{y}_h(x_h)) - x_h| \leq \| \pi_h^{-1} \circ \tilde{y}_h - \text{id} \|_{C^0(\mathbb{R}^3)} < \varepsilon.
\]

This shows that \( \tilde{y}_h^{-1}(\pi_h(x)) \to x_h = x \), as \( h \to 0^+ \). Since \( \tilde{\zeta} \) is continuous and (3.125) holds, we deduce that \( \tilde{\mu}_h \to \tilde{\mu} \) almost everywhere in \( \mathbb{R}^3 \), where \( \tilde{\mu} := \chi_{\Omega} \tilde{\zeta} \). As \( \tilde{\mu}_h \) is uniformly bounded and, for \( h \ll 1 \), supported in a compact set containing \( \Omega \) by (3.45), the convergence in (3.111) follows by applying the dominated convergence theorem.

To prove (3.112), first we compute

\[
\nabla \tilde{m}_h = \frac{\nabla (\tilde{\zeta} \circ \tilde{y}_h^{-1})}{\det \hat{F}_h \circ \tilde{y}_h^{-1}} - \frac{\tilde{\zeta} \circ \tilde{y}_h^{-1} \nabla (\det \hat{F}_h \circ \tilde{y}_h^{-1})}{(\det \hat{F}_h \circ \tilde{y}_h^{-1})^2}.
\]

Since \( \tilde{\zeta} \) is a function of the plane variable only, there holds \( \tilde{\zeta} = \tilde{\zeta} \circ \pi_h |_{\Omega} \). Thus

\[
\nabla (\tilde{\zeta} \circ \tilde{y}_h^{-1}) = \nabla (\tilde{\zeta} \circ \pi_h \circ \tilde{y}_h^{-1}) = \nabla \tilde{\zeta} \circ \pi_h \circ \tilde{y}_h^{-1} I_h \nabla \tilde{y}_h^{-1} = \tilde{\nabla} \tilde{\zeta} \circ \tilde{y}_h^{-1} F_h^{-1} \circ \tilde{y}_h^{-1},
\]

where, in the last line, we used (3.122). Also, we have

\[
\left( \nabla (\det \hat{F}_h \circ \tilde{y}_h^{-1}) \right)^\top = \nabla \left( \nabla (\det \hat{F}_h \circ \tilde{y}_h^{-1}) \right) = \nabla (\det \hat{F}_h \circ \tilde{y}_h^{-1}) I_h^{-1} \hat{F}_h^{-1} \circ \tilde{y}_h^{-1},
\]

where we employed again (3.122). Thus

\[
\nabla \tilde{m}_h = \frac{\nabla \tilde{\zeta} \circ \tilde{y}_h^{-1} F_h^{-1} \circ \tilde{y}_h^{-1}}{\det \hat{F}_h \circ \tilde{y}_h^{-1}} - \frac{\tilde{\zeta} \circ \tilde{y}_h^{-1} \nabla (\det \hat{F}_h \circ \tilde{y}_h^{-1}) I_h^{-1} \hat{F}_h^{-1} \circ \tilde{y}_h^{-1}}{(\det \hat{F}_h \circ \tilde{y}_h^{-1})^2},
\]

so that

\[
\tilde{N}_h = \chi_{\pi_h^{-1}(\Omega_{\tilde{y}_h})} \frac{\nabla \tilde{\zeta} \circ \tilde{y}_h^{-1} F_h^{-1} \circ \tilde{y}_h^{-1}}{\det \hat{F}_h \circ \tilde{y}_h^{-1} \circ \pi_h} - \chi_{\pi_h^{-1}(\Omega_{\tilde{y}_h})} \frac{\tilde{\zeta} \circ \tilde{y}_h^{-1} \nabla (\det \hat{F}_h \circ \tilde{y}_h^{-1}) I_h^{-1} \hat{F}_h^{-1} \circ \tilde{y}_h^{-1} \circ \pi_h}{(\det \hat{F}_h \circ \tilde{y}_h^{-1} \circ \pi_h)^2}.
\]

With arguments similar to the ones previously employed, exploiting the continuity of \( \nabla \tilde{\zeta} \) together with (3.44)–(3.45), (3.120)–(3.121) and (3.125)–(3.126), we show that \( \tilde{N}_h \to \tilde{N} \) almost everywhere, where
\( \mathcal{N} := \chi_{\Omega}(\nabla' \hat{\zeta} | \mathbf{0}) \). As both maps are bounded and supported in a compact set containing \( \Omega \), claim (3.112) follows by applying the dominated convergence theorem.

**Step 2 (Attainment of the lower bound).** We now compute the limit of the magnetoelastic energy along the recovery sequence. Recalling (3.55) and Proposition 3.10, from (3.111)–(3.112) we obtain

\[
\lim_{h \to 0^+} E^\text{el}_h(\mathbf{q}_h) = E^\text{el}_0(\mathbf{q}_0), \quad \lim_{h \to 0^+} E^\text{mag}_h(\mathbf{q}_h) = E^\text{mag}_0(\mathbf{q}_0).
\]  

(3.127)

We show the convergence of the elastic energy. By the polar decomposition theorem, there exists \( \mathbf{P}_h \subset C^1(\mathcal{S}; \text{SO}(3)) \) such that \( \mathbf{F}_h = \mathbf{P}_h \left( \mathbf{F}_h^\top \mathbf{F}_h \right)^{1/2} \). Thanks to (3.118)–(3.119), passing to the limit, as \( h \to 0^+ \), in the previous identity, we see that \( \mathbf{P}_h \to \mathbf{I} \) uniformly in \( \Omega \). For convenience, set \( \mathbf{L}_h := \mathbf{L}_h(\mathbf{P}_h^\top \mathbf{z}_h) \).

By (2.6) and (2.8), there holds

\[
\hat{K}_h := h^{-\beta/2} (\mathbf{I} - \hat{L}_h^{-1}) \to c_0 \hat{\zeta} \otimes \hat{\zeta} \text{ in } L^1(\Omega; \mathbb{R}^{3 \times 3}).
\]  

(3.128)

Recalling (2.10) and (2.14), we write

\[
W_h(\mathbf{F}_h, \hat{\lambda}_h) = \Phi \left( \mathbf{L}_h(\mathbf{z}_h)^{-1} \mathbf{F}_h \right) = \Phi \left( \mathbf{L}_h(\mathbf{z}_h)^{-1} \mathbf{P}_h \left( \mathbf{F}_h^\top \mathbf{F}_h \right)^{1/2} \right)
\]

\[
= \Phi \left( \mathbf{P}_h \mathbf{L}_h(\mathbf{z}_h)^{-1} \mathbf{P}_h \left( \mathbf{F}_h^\top \mathbf{F}_h \right)^{1/2} \right) = \Phi \left( \mathbf{L}_h^{-1} \left( \mathbf{F}_h^\top \mathbf{F}_h \right)^{1/2} \right).
\]  

(3.129)

Thus, given (2.8), we have

\[
\hat{L}_h^{-1} \left( \mathbf{F}_h^\top \mathbf{F}_h \right)^{1/2} = \mathbf{I} + h^{\beta/2} \left( \hat{\mathbf{A}} - \hat{\mathbf{K}}_h + x_3 \hat{\mathbf{B}} \right) + O(h^{\beta/2+1}).
\]  

(3.130)

Using (2.16) and (3.129)–(3.130), we compute

\[
E^\text{el}_h(\mathbf{q}_h) = \frac{1}{h^\beta} \int_\Omega \Phi \left( \hat{L}_h^{-1} \left( \mathbf{F}_h^\top \mathbf{F}_h \right)^{1/2} \right) \, dx
\]

\[
= \frac{1}{2} \int_\Omega Q \left( \hat{\mathbf{A}} - \hat{\mathbf{K}}_h + x_3 \hat{\mathbf{B}} + O(h) \right) \, dx
\]

\[
+ \frac{1}{h^\beta} \int_\Omega \omega \left( h^{\beta/2} \left( \hat{\mathbf{A}} - \hat{\mathbf{K}}_h + x_3 \hat{\mathbf{B}} \right) + O(h^{\beta/2+1}) \right) \, dx.
\]

Then, thanks to (3.128), applying the dominated convergence theorem, we obtain

\[
\lim_{h \to 0^+} E^\text{el}_h(\mathbf{q}_h) = \frac{1}{2} \int_\Omega Q(\hat{\mathbf{A}} - c_0 \hat{\zeta} \otimes \hat{\zeta} + x_3 \hat{\mathbf{B}}) \, dx
\]  

(3.131)

Therefore, combining (3.127) and (3.131), we have

\[
\lim_{h \to 0^+} E_h(\mathbf{q}_h) = \frac{1}{2} \int_S Q(\hat{\mathbf{A}} - c_0 \hat{\zeta} \otimes \hat{\zeta}) \, dx + \frac{1}{24} \int_S Q(\hat{\mathbf{B}}) \, dx + \int_S |\nabla' \hat{\zeta}|^2 \, dx' + \int_S |\mathbf{Q}|^2 \, dx'.
\]

**Step 3 (Diagonal argument).** To conclude the proof, we employ a standard diagonal argument. By the definition of \( Q_{\text{red}} \) in (3.4), there exist \( \hat{\mathbf{a}}, \hat{\mathbf{b}} : S \to \mathbb{R}^3 \) such that

\[
Q_{\text{red}}(\text{sym} \nabla' \hat{\mathbf{a}} - \hat{\zeta}' \otimes \hat{\zeta}') = Q(\hat{\mathbf{A}} - \hat{\zeta} \otimes \hat{\zeta}), \quad Q_{\text{red}}((\nabla')^2 \hat{v}) = Q(\hat{\mathbf{B}}),
\]

(3.132)

where we set

\[
\hat{\mathbf{A}} := \begin{pmatrix} \text{sym} \nabla' \hat{u} & 0' \end{pmatrix} + \hat{\mathbf{a}} \otimes e_3 + e_3 \otimes \hat{\mathbf{a}}, \quad \hat{\mathbf{B}} := -\begin{pmatrix} (\nabla')^2 \hat{v} & 0' \end{pmatrix} + \hat{\mathbf{b}} \otimes e_3 + e_3 \otimes \hat{\mathbf{b}}.
\]

In particular, thanks to (2.17), we have \( \hat{\mathbf{a}}, \hat{\mathbf{b}} \in L^2(S; \mathbb{R}^3) \). Let \( (\mathbf{u}_j) \subset C^0(S; \mathbb{R}^2) \), \( (\hat{\mathbf{v}}_j) \subset C^0(\mathcal{S}) \) and \( (\hat{\mathbf{a}}_j), (\hat{\mathbf{b}}_j) \subset C^0(\mathcal{S}; \mathbb{R}^3) \) be such that the following convergences hold, as \( j \to \infty \):

\[
\hat{\mathbf{u}}_j \to \hat{\mathbf{u}} \text{ in } W^{1,2}(S; \mathbb{R}^2), \quad \hat{\mathbf{v}}_j \to \hat{\mathbf{v}} \text{ in } W^{2,2}(S),
\]

(3.133)

\[
\hat{\mathbf{a}}_j \to \hat{\mathbf{a}} \text{ in } L^2(S; \mathbb{R}^3), \quad \hat{\mathbf{b}}_j \to \hat{\mathbf{b}} \text{ in } L^2(S; \mathbb{R}^3).
\]

(3.134)
If we set
\[ \tilde{A}_j := \left( \frac{\text{sym} \nabla' \tilde{u}_j}{(0')^+} \right) + \tilde{a}_j \otimes e_3 + e_3 \otimes \tilde{a}_j, \quad \tilde{B}_j := - \left( \frac{(\nabla')^2 \tilde{\varrho}_j}{(0')^+} \right) + \tilde{b}_j \otimes e_3 + e_3 \otimes \tilde{b}_j, \]
then, by (3.133)–(3.134), we immediately have
\[ \tilde{A}_j \to \tilde{A} \text{ in } L^2(S; \mathbb{R}^{3 \times 3}), \quad \tilde{B}_j \to \tilde{B} \text{ in } L^2(S; \mathbb{R}^{3 \times 3}), \]
as \( j \to \infty \). Also, thanks to [29, Theorem 2.1], there exists a sequence \((\tilde{\zeta}_j) \subset C^1(\overline{S}; \mathbb{S}^2)\) such that
\[ \tilde{\zeta}_j \to \tilde{\zeta} \text{ in } W^{1,2}(S; \mathbb{R}^3), \]
as \( j \to \infty \), and, in turn, there holds
\[ \tilde{\zeta}_j \otimes \tilde{\zeta}_j \to \tilde{\zeta} \otimes \tilde{\zeta} \text{ in } L^1(S; \mathbb{R}^{3 \times 3}), \]
as \( j \to \infty \).
By Step 1, for every fixed \( j \in \mathbb{N} \), there exists a sequence \((\tilde{q}_h^{(j)})\) with \( \tilde{q}_h^{(j)} = (\tilde{q}_h^{(j)}, \tilde{m}_h^{(j)}) \in \mathcal{Q}_h \) such that the following convergences hold, as \( h \to 0^+ \):
\begin{align*}
\tilde{u}_h^{(j)} := U_h(\tilde{q}_h^{(j)}) &\to \tilde{u}_j \text{ in } W^{1,2}(S; \mathbb{R}^3); \\
\tilde{c}_h^{(j)} := V_h(\tilde{q}_h^{(j)}) &\to \tilde{c}_j \text{ in } W^{2,2}(S); \\
\tilde{w}_h^{(j)} := W_h(\tilde{q}_h^{(j)}) &\to -\frac{1}{12} \left( \frac{\nabla' \tilde{\varrho}_j}{0} \right) \text{ in } W^{1,2}(S; \mathbb{R}^3), \\
\tilde{\mu}_h^{(j)} := M_h(\tilde{q}_h^{(j)}) &\to \tilde{\chi}_0 \tilde{\zeta}_j \text{ in } L^2(\mathbb{R}^3; \mathbb{R}^3), \\
\tilde{N}_h^{(j)} := N_h(\tilde{q}_h^{(j)}) &\to \tilde{\chi}_0 (\nabla' \tilde{\zeta}_j \mathbf{0}) \text{ in } L^2(\mathbb{R}^3; \mathbb{R}^{3 \times 3}), \\
\tilde{m}_h^{(j)} &\to \tilde{\zeta}_j \text{ in } L^1(\Omega; \mathbb{R}^3), \\
\tilde{z}_h^{(j)} := Z_h(\tilde{q}_h^{(j)}) &\to \tilde{z}_j \text{ in } L^1(\Omega; \mathbb{R}^3).
\end{align*}
Moreover, we also have
\[ \lim_{h \to 0^+} E_h^{\text{el}}(\tilde{q}_h^{(j)}) = \frac{1}{2} \int_S Q(\tilde{A}_j - c_0 \tilde{\zeta}_j \otimes \tilde{\zeta}_j) \, dx + \frac{1}{24} \int_S Q(\tilde{B}_j) \, dx \\
+ \int_S |\nabla' \tilde{\zeta}_j|^2 \, dx' + \frac{1}{2} \int_S |\tilde{\zeta}_j|^2 \, dx'. \]
In view of (3.133)–(3.145), we select a subsequence \((h_j)\) such that, setting \( \tilde{q}_{h_j} := (\tilde{y}_{h_j}, \tilde{m}_{h_j}) \in \mathcal{Q}_{h_j} \) with \( \tilde{y}_{h_j} := \tilde{y}_{h_j}^{(j)} \) and \( \tilde{m}_{h_j} := \tilde{m}_{h_j}^{(j)} \), the convergences in (3.108)–(3.114) hold for \( h = h_j \), as \( j \to \infty \), as well as
\[ \lim_{j \to \infty} E_h^{\text{el}}(\tilde{q}_{h_j}) = \frac{1}{2} \int_S Q(\tilde{A} - \tilde{\zeta} \otimes \tilde{\zeta}) \, dx' + \frac{1}{24} \int_S Q(\tilde{B}) \, dx' + \int_S |\nabla' \tilde{\zeta}|^2 \, dx' + \frac{1}{2} \int_S |\tilde{\zeta}|^2 \, dx'. \]
As the right-hand side of (3.146) equals \( E_0^{\text{el}}(\tilde{q}_0) \) by (3.132), this establishes (3.115) for the subsequence indexed by \((h_j)\).

At this point, our first main result has been basically proved.

\textit{Proof of Theorem 3.1.} Since claim (ii) has already been proved in Proposition 3.12, we only have to show claim (i). Suppose (3.8). By applying Proposition 3.8, we find \( q_0 = (u, v, \zeta) \in \mathcal{Q}_0 \) such that, up to subsequences, the convergences in (3.74)–(3.82) as well as (3.83) hold true. In particular, this shows (3.9)–(3.11). Then, given (3.77)–(3.78), (3.80) and (3.81)–(3.83), by Proposition 3.11, we establish (3.12). \( \square \)
3.2. Convergence of almost minimizers. Henceforth, we consider applied loads determined by body forces and by external magnetic fields. For simplicity, applied surface forces are not considered but these can be easily included in the analysis. According to the assumption of dead loads, the work of mechanical forces is described by a Lagrangian term. Conversely, the energy contribution corresponding to the external magnetic field, usually called Zeeman energy, is of Eulerian type.

Given \( h > 0 \), let \( f_h \in L^2(S;\mathbb{R}^2) \), \( g_h \in L^2(S) \) and \( h_h \in L^2(\mathbb{R}^3;\mathbb{R}^3) \) represent a horizontal force, a vertical force and an external magnetic field, respectively. The work of applied loads is determined by the functional \( L_h: Q_h \to \mathbb{R} \) defined by

\[
L_h(q) := \frac{1}{h^p} \int_{\Omega} f_h \cdot (y' - x') \, dx + \frac{1}{h^q} \int_{\Omega} g_h y^3 \, dx + \frac{1}{h} \int_{\Omega} h_h \cdot m \, d\xi,
\]

where \( q = (y, m) \). Thus, the total energy \( F_h: Q_h \to \mathbb{R} \) reads

\[
F_h(q) := E_h(q) - L_h(q),
\]

where we recall (2.22). Regarding the asymptotic behavior of the applied loads, we assume that there exist \( f_0 \in L^2(S;\mathbb{R}^2) \), \( g_0 \in L^2(S) \) and \( h_0 \in L^2(\mathbb{R}^3;\mathbb{R}^3) \) such that the following convergences hold, as \( h \to 0^+ \):

\[
\begin{align*}
&h^{-\beta/2} f_h \rightharpoonup f_0 \text{ in } L^2(S;\mathbb{R}^2), \\
&h^{-\beta/2-1} g_h \rightharpoonup g_0 \text{ in } L^2(S), \\
&h_h \circ \pi_h \rightharpoonup \chi h_0 \text{ in } L^2(\mathbb{R}^3;\mathbb{R}^3).
\end{align*}
\]

We stress that the limiting magnetic field \( h \) is assumed not to depend on the variable \( x_3 \).

The limiting total energy \( F_0: Q_0 \to \mathbb{R} \) is defined as

\[
F_0(q_0) := E_0(q_0) - L_0(q_0).
\]

Here, the functional \( L_0: Q_0 \to \mathbb{R} \) is given by

\[
L_0(q_0) := \int_S f_0 \cdot u \, dx' + \int_S g_0 v \, dx' + \int_S h_0 \cdot \zeta \, dx',
\]

where \( q_0 = (u, v, \zeta) \), and we recall (3.7). Observe that the limiting total energy is purely Lagrangian.

Our second main result claims that sequences of almost minimizers of \( (F_h) \) in (3.147) converge, as \( h \to 0^+ \), to minimizers of the energy \( F_0 \) in (3.151).

Theorem 3.13 (Convergence of almost minimizers). Assume \( p > 3 \) and \( \beta > 6 \lor p \). Suppose that the elastic energy density \( W_0 \) has the form in (2.4), where the function \( \Phi \) satisfies (2.9)–(2.13), and that the applied loads satisfy (3.148)–(3.150). Let \( (q_h) \) with \( q_h = (y_h, m_h) \in Q_h \) for every \( h > 0 \) be such that

\[
\lim_{h \to 0^+} \left\{ F_h(q_h) - \inf_{Q_h} F_h \right\} = 0.
\]

Then, there exist \( q_0 = (u, v, \zeta) \in Q_0 \) such that, up to subsequences, the following convergences hold, as \( h \to 0^+ \):

\[
\begin{align*}
u_h & \rightharpoonup \nu \text{ in } W^{1,2}(S;\mathbb{R}^3), \\
z_h & \rightharpoonup \zeta \text{ in } L^1(\Omega;\mathbb{R}^3).
\end{align*}
\]

Moreover, \( q_0 \in Q_0 \) is a minimizer of \( F_0 \) in \( Q_0 \).

We mention that the weak convergence in (3.153) can be improved to strong convergence by arguing as in [25, Subsection 7.2]. Also, more general boundary conditions as in Remark 3.2 can be imposed.

Remark 3.14 (Existence of minimizers for the reduced model). The existence of minimizer of \( F_0 \) in \( Q_0 \) is a consequence of Theorem 3.13. However, under our assumptions, this can be established directly. First, note that the functional \( F_0 \) is lower semicontinuous with respect to the product weak topology in view of the convexity of \( Q_{\text{red}} \). Thus, in order to apply the Direct Method, one only has to
show that the functional $F_0$ is coercive on $Q_0$. This is done by exploiting the positive definiteness of $Q_{\text{red}}$ on symmetric matrices in (3.5) and applying Korn and Poincaré inequalities in view of the homogeneous boundary conditions in (3.6).

The major difficulty in proving Theorem 3.13 is to deduce the equi-boundedness of the elastic energy starting from the equi-boundedness of the total energy. This is accomplished by arguing by contradiction, similarly to [37, Theorem 4].

**Lemma 3.15 (Energy scaling).** Let $M > 0$ and let $(q_h)$ with $q_h \in Q_h$ be such that

$$\sup_{h > 0} F_h(q_h) \leq M. \quad (3.156)$$

Then, there exist $C(M) > 0$ and $h > 0$, where the former does not depend on $(q_h)$, such that

$$\sup_{h \leq h} E_h(q_h) \leq C(M). \quad (3.157)$$

**Proof.** We introduce some further notation. Given $h > 0$ and $q = (y, m) \in Q_h$, we set

$$I_h(q) := \int_{\Omega} W_h(\nabla_h y, m \circ y) \, dx, \quad (3.158)$$

$$J_h(q) = I_h(q) - \int_{\Omega} f_h \cdot (y' - x') \, dx + \int_{\Omega} g_h y^3 \, dx.$$  

For convenience of the reader, the proof is subdivided into three steps.

**Step 1 (Preliminary estimates).** First, we check that

$$I_h(q_h) \leq C(M) h^{3/2}. \quad (3.159)$$

Let $q_h = (y_h, m_h)$ and, for simplicity, set

$$F_h := \nabla_h y_h, \quad \lambda_h := m_h \circ y_h, \quad L_h := L_h(\det F_h), \quad \Xi_h := L_h^{-1} F_h.$$  

As in (3.84), for every $h > 0$, we have

$$r_h := R_h(y_h) \leq Ch^2 + I_h(q_h), \quad (3.160)$$

which yields

$$\|F_h\|_{L^2(\Omega; \mathbb{R}^{3 \times 3})} \leq C \left( \|\text{dist}(F_h; SO(3))\|_{L^2(\Omega)} + 1 \right) \leq C \left( \sqrt{r_h} + 1 \right) \leq C \left( \sqrt{I_h(q_h)} + 1 \right).$$

Then, using the Poincaré inequality with trace term, we obtain

$$\|y_h - \pi_h\|_{L^2(\Omega; \mathbb{R}^2)} \leq C \|F_h - I\|_{L^2(\Omega; \mathbb{R}^{3 \times 3})} \leq C \left( \|F_h\|_{L^2(\Omega; \mathbb{R}^{3 \times 3})} + 1 \right) \leq C \left( \sqrt{I_h(q_h)} + 1 \right). \quad (3.161)$$

Given (3.148) and (3.161), applying the Hölder inequality, we estimate

$$\left| \frac{1}{h^3} \int_{\Omega} f_h \cdot (y_h' - x') \, dx \right| \leq \frac{1}{h^3} \|f_h\|_{L^2(S; \mathbb{R}^2)} \|y_h' - x'\|_{L^2(\Omega; \mathbb{R}^2)} \leq \frac{C}{h^{3/2}} \|y_h' - x'\|_{L^2(\Omega; \mathbb{R}^2)} \leq \frac{C}{h^{3/2}} \left( \sqrt{I_h(q_h)} + 1 \right). \quad (3.162)$$
Similarly, exploiting (3.149), we obtain
\[
\left| \frac{1}{h^3} \int_{\Omega} g_h \cdot y_h^3 \, dx \right| \leq \frac{1}{h^3} \|g_h\|_{L^2(S)} \|y_h^3\|_{L^2(\Omega)} \leq \frac{C}{h^{\beta/2-1}} (\|y_h^3 - h x_3\|_{L^2(\Omega)} + 1) \tag{3.163}
\]

Set \( \mathbf{\mu}_h := M_h(q_h) \). Recalling (3.150) and using the change-of-variable formula, we estimate
\[
\left| \frac{1}{h} \int_{\Omega^y_h} h \cdot m_h \, d\xi \right| = \left| \int_{\mathbb{R}^3} h \circ \pi_h \cdot \mathbf{\mu}_h \, dx \right| \leq \|h \circ \pi_h\|_{L^2(\mathbb{R}^3;\mathbb{R}^3)} \|\mathbf{\mu}_h\|_{L^2(\mathbb{R}^3;\mathbb{R}^3)} \leq C \left( \sqrt{I_h(q_h)} + 1 \right). \tag{3.164}
\]

Indeed, as in (3.47)–(3.54), there holds
\[
\int_{\mathbb{R}^3} |\mathbf{\mu}_h|^2 \, dx = \int_{\Omega} \frac{1}{\det F_h} \, dx \leq C \int_{\Omega} \frac{1}{\det |F_h|^p} \, dx \leq C(I_h(q_h) + 1).
\]
The combination of (3.162)–(3.164) yields
\[
|L_h(q_h)| \leq \frac{C}{h^{\beta/2}} \left( \sqrt{I_h(q_h)} + 1 \right), \tag{3.165}
\]
so that, applying the Young inequality, we obtain
\[
F_h(q_h) \geq \frac{1}{h^\beta} I_h(q_h) - \frac{C}{h^{\beta/2}} \left( \sqrt{I_h(q_h)} + 1 \right) \geq \frac{C}{h^\beta} I_h(q_h) - \frac{C'}{h^{\beta/2}}.
\]
This entails (3.159) thanks to (3.156). From (3.160), we immediately get
\[
r_h \leq C(M) h^{\beta/2}. \tag{3.166}
\]

Also, we obtain
\[
J_h(q_h) \leq C(M) h^\beta, \tag{3.167}
\]
since
\[
h^{-\beta} J_h(q_h) \leq F_h(q_h) + \frac{1}{h} \int_{\Omega^y_h} h \cdot m_h \, d\xi \leq M + C \left( \sqrt{I_h(q_h)} + 1 \right) \leq C(M),
\]
thanks to (3.156), (3.159) and (3.164).

**Step 2 (Improved estimates).** We claim that \( I_h(q_h) \) is actually of order \( h^\beta \). By contradiction, suppose that
\[
\limsup_{h \to 0^+} \frac{1}{h^\beta} I_h(q_h) = +\infty. \tag{3.168}
\]

Note that \( r_h/h^2 \to 0 \), as \( h \to 0^+ \) by (3.166) since \( \beta > 4 \). By means of Lemma 3.3, we find \((R_h) \subset W^{1,p}(S; SO(3))\) and \((Q_h) \subset SO(3)\) such that the following estimates hold:
\[
\|F_h - R_h\|_{L^2(\Omega; \mathbb{R}^{3\times3})} \leq C \sqrt{r_h}, \quad \|\nabla' R_h\|_{L^2(S; \mathbb{R}^{3\times3\times3})} \leq Ch^{-1} \sqrt{r_h},
\]
\[
\|R_h - Q_h\|_{L^2(S; \mathbb{R}^{3\times3})} \leq Ch^{-1} \sqrt{r_h}, \quad \|F_h - Q_h\|_{L^2(\Omega; \mathbb{R}^{3\times3})} \leq Ch^{-1} \sqrt{r_h}.
\]

Let \( e_h = I_h(q_h) \). Given (3.168), up to subsequence, we have
\[
\lim_{h \to 0^+} \frac{h^\beta}{e_h} = 0, \tag{3.169}
\]

which, together with (3.160), yields
\[
\limsup_{h \to 0^+} \frac{r_h}{e_h} \leq 1. \tag{3.170}
\]
Also, applying Lemma 3.5, we deduce

$$|Q_h - I| \leq C \frac{\sqrt{r_h}}{h}. $$

Now, define $U_h : S \to \mathbb{R}^2$ and $V_h : S \to \mathbb{R}$ by setting

$$U_h(x') := \frac{h^2}{c_h} \wedge \frac{1}{\sqrt{c_h}} \int_I (y_h'(x', x_3) - x') \, dx_3,$$

$$V_h(x') := \frac{h}{\sqrt{c_h}} \int_I y_h^3(x', x_3) \, dx_3. $$

As the sequence $(r_h/c_h)$ is bounded because of (3.170), Proposition 3.4 entails that $(U_h)$ and $(V_h)$ are bounded in $W^{1,2}(S; \mathbb{R}^2)$ and $W^{1,2}(S)$, respectively, for $h < 1$. Hence, taking into account (3.148)–(3.149) and (3.169), we compute

$$\lim_{h \to 0^+} \left\{ \frac{1}{e_h} \int_\Omega f_h \cdot (y_h' - x') \, dx + \frac{1}{e_h} \int_\Omega g_h y_h^3 \, dx \right\} = \lim_{h \to 0^+} \left( \left( h^{\beta/2 - 2} \sqrt{\frac{h^{\beta/2}}{c_h}} \right) \int_S h^{-\beta/2} f_h \cdot U_h \, dx' + \frac{h^{\beta/2}}{\sqrt{c_h}} \int_S h^{-\beta/2 - 1} g_h V_h \, dx' \right) = 0. $$

This, in turn, gives

$$1 = \lim_{h \to 0^+} \frac{1}{h^{\beta}} I_h(q_h) = \lim_{h \to 0^+} \left\{ \frac{1}{e_h} J_h(q_h) + \frac{1}{e_h} \int_\Omega f_h \cdot (y_h' - x') \, dx + \frac{1}{e_h} \int_\Omega g_h y_h^3 \, dx \right\} = \lim_{h \to 0^+} \frac{1}{e_h} J_h(q_h) \leq C(M) \lim_{h \to 0^+} \frac{h^{\beta}}{e_h} = 0,$$

where in the last line we exploited (3.167) and (3.169). This provides a contradiction and, in turn, we necessarily have

$$L := \limsup_{h \to 0^+} \frac{1}{h^{\beta}} I_h(q_h) < +\infty. $$

**Step 3 (Bound on the constant).** Clearly, the constant $L \geq 0$ in (3.171) depends on the sequence $(q_h)$. We claim that

$$L \leq C(M) $$

for some constant $C(M) > 0$ depending on $M$ but not on $(q_h)$. First, observe that, in view of (3.160) and (3.171), there hold

$$\limsup_{h \to 0^+} \frac{r_h}{h^{\beta}} \leq C + L, \quad \lim_{h \to 0^+} \frac{r_h}{h^4} = 0. $$

Set $u_h := U_h(q_h)$ and $v_h := V_h(q_h)$. By applying Proposition 3.4 to $\tilde{y}_h = y_h$ with $e_h = h^{\beta}$, we deduce the two estimates:

$$\|u_h\|_{W^{1,2}(S; \mathbb{R}^2)} \leq C \left( \frac{\sqrt{r_h}}{h^{\beta/2}} + \frac{r_h}{h^{\beta/2+2}} \right), $$

$$\|v_h\|_{W^{1,2}(S)} \leq C \frac{\sqrt{r_h}}{h^{\beta/2}}. $$

Then, recalling (3.148)–(3.149) and (3.167) and employing the Hölder inequality, we estimate

$$\frac{1}{h^{\beta}} J_h(q_h) = \frac{1}{h^{\beta}} J_h(q_h) + \int_S h^{-\beta/2} f_h \cdot u_h \, dx' + \int_S h^{-\beta/2 - 1} g_h v_h \, dx' \leq C(M) + C \left( \|u_h\|_{L^2(S; \mathbb{R}^2)} + \|v_h\|_{L^2(S)} \right). $$

Exploiting (3.174)–(3.175), we take the superior limit, as $h \to 0^+$, at both sides of the previous inequality with the aid of (3.171) and (3.173). This yields

$$L \leq C(M) + C \sqrt{L}, $$

which entails (3.172) by applying the Young inequality.
Therefore, in view of (3.171), we have proved that

$$I_h(q_h) \leq C(M)h^3$$

for $h \ll 1$ depending on $(q_h)$. At this point, from (3.165), we infer $L_h(q_h) \leq C(M)$ and, recalling (3.156), also (3.157).

We are now ready to prove our second main result.

**Proof of Theorem 3.13.** Given $h > 0$, let $n_h: \Omega \rightarrow S^2$ be constantly equal to some fixed $e \in S^2$. In this case $\overline{\psi}_h := (\pi_h, n_h) \in Q_h$. We claim that $F_h(\overline{\psi}_h) \leq C$ and, in turn, $\inf_{Q_h} F_h \leq C$. To see this, using (2.16), we compute

$$E^\circ_h(\overline{\psi}_h) = \frac{1}{h^2} \int_\Omega \Phi \left( I - \frac{h^{3/2}}{1 + h^{3/2}} e \otimes e \right) d \chi$$

$$= \frac{1}{2} \int_\Omega Q \left( -\frac{1}{1 + h^{3/2}} e \otimes e \right) d \chi + \frac{1}{h^3} \int_\Omega \omega \left( -\frac{h^{3/2}}{1 + h^{3/2}} e \otimes e \right) d \chi \leq C.$$

Denote by $\overline{\psi}_h$ the stray-field potential corresponding to $\overline{q}_h$. By (2.25) and the change-of-variable formula, we have

$$E^{\max}_h(\overline{\psi}_h) = \frac{1}{h} \int_{\Omega_h} |\nabla \overline{\psi}_h|^2 \xi \leq h^{-1} L^2(\Omega_h) = L^2(S).$$

Thus, $E_h(\overline{q}_h) \leq C$. Moreover, by (3.150) and the change-of-variable formula, there holds

$$|L_h(\overline{\psi}_h)| = \frac{1}{h} \int_{\Omega_h} h_h \cdot e \, d \xi = \int_{\Omega_h} |h_h \circ \pi_h| \, d \chi \leq C \|h_h \circ \pi_h\|_{L^2(R^3;R^3)} \leq C.$$

Therefore, the claim is proved.

At this point, (3.152) yields the bound $\sup_{h > 0} F_h(q_h) \leq C$. Then, by Lemma 3.15, there holds $\sup_{h \rightarrow 0} E_h(q_h) \leq C$. Thanks to Proposition 3.8, we find $\hat{q}_0 = (u, v, \zeta) \in Q_0$ and $\chi \in L^2(R^3;R^3)$ such that (3.74)–(3.83) hold true. In particular, this shows (3.153)–(3.155).

Given (3.77)–(3.80) and (3.81)–(3.83), we apply Proposition 3.11 to $\hat{q}_h = q_h$ and we conclude that

$$E_0(q_0) \leq \liminf_{h \rightarrow 0^+} E_h(q_h),$$

while exploiting (3.74)–(3.75) and (3.77), and applying the change-of-variable formula, we see that

$$L_0(q_0) = \lim_{h \rightarrow 0^+} L_h(q_h).$$

These two facts together clearly entail

$$F_0(q_0) \leq \liminf_{h \rightarrow 0^+} F_h(q_h). \quad (3.176)$$

Now, let $\hat{q}_0 = (\hat{u}, \hat{v}, \hat{\zeta}) \in Q_0$. By Proposition 3.12, there exists $(\hat{q}_h)$ with $\hat{q}_h \in Q_h$ such that (3.108)–(3.109), (3.111) and (3.115) hold true. Hence, we have

$$F_0(\hat{q}_0) = \lim_{h \rightarrow 0^+} F_h(\hat{q}_h). \quad (3.177)$$

Eventually, combining (3.152) with (3.176) and (3.177), we obtain

$$F_0(q_0) \leq \liminf_{h \rightarrow 0^+} F_h(q_h) \leq \liminf_{h \rightarrow 0^+} F_h(\hat{q}_h) = F_0(\hat{q}_0).$$

Since $\hat{q}_0$ is arbitrary, this shows that $q_0$ is a minimizer of $F_0$ on $Q_0$. \qed

4. QUASISTATIC SETTING

In this last section, we study the variational model under quasistatic evolution in presence of dissipative effects. The evolution is driven by time-dependent applied loads and our framework is the theory of rate-independent systems [45].
4.1. The quasistatic model. We start by describing the setting. Let $T > 0$ be the time horizon. Given $h > 0$, let

$$f_h \in W^{1,1}(0, T; L^2(S; \mathbb{R}^2)), \quad g_h \in W^{1,1}(0, T; L^2(S)), \quad h_h \in W^{1,1}(0, T; L^2(\mathbb{R}^3; \mathbb{R}^3)),$$

represent a time-dependent horizontal force, vertical force and external magnetic field, respectively. Without loss of generality, we assume that all these functions are absolutely continuous in time. The corresponding functional $L_h : [0, T] \times Q_h \rightarrow \mathbb{R}$ is defined by

$$L_h(t, q) := \frac{1}{h^2} \int_\Omega f_h(t) \cdot (y' - x') \, dx + \frac{1}{h^2} \int_\Omega g_h(t) \, dx + \frac{1}{h} \int_{\Omega} h_h(t) \cdot m \, d\xi,$$

where $q = (y, m)$, and the total energy $F_h : [0, T] \times Q_h \rightarrow \mathbb{R}$ reads

$$F_h(t, q) = E_h(q) - L_h(t, q). \quad (4.1)$$

Using the notation introduced in (3.3), we define the dissipation distance $D_h : Q_h \times Q_h \rightarrow [0, +\infty)$ by setting

$$D_h(q, \tilde{q}) := \int_\Omega |Z_h(q) - Z_h(\tilde{q})| \, dx. \quad (4.2)$$

Thus, the energy dissipated along an evolution $q : [0, T] \rightarrow Q_h$ within the time interval $[r, s] \subset [0, T]$ is given by

$$\text{Var}_{D_h}(q; [r, s]) := \sup \left\{ \sum_{i=1}^{N} D_h(q(t^i), q(t^{i-1})) : \Pi = (t^0, \ldots, t^N) \text{ partition of } [r, s] \right\}.$$

By partition of the time interval $[r, s] \subset [0, T]$ we mean any finite ordered set $\Pi = (t^0, t^1, \ldots, t^N) \subset [r, s]^N$ with $r = t^0 < t^1 < \cdots < t^N = s$. Also, the size of the partition is given by

$$|\Pi| := \max\{t^i - t^{i-1} : i = 1, \ldots, N\}.$$

For the reduced model, we also have an evolution driven by time-dependent applied loads. Precisely, we assume that there exist

$$f_0 \in W^{1,1}(0, T; L^2(S; \mathbb{R}^2)), \quad g_0 \in W^{1,1}(0, T; L^2(S)), \quad h_0 \in W^{1,1}(0, T; L^2(\mathbb{R}^2; \mathbb{R}^3)),$$

such that, as $h \rightarrow 0^+$, the following convergences hold:

$$h^{-\beta/2} f_h \rightharpoonup f_0 \text{ in } W^{1,1}(0, T; L^2(S; \mathbb{R}^2)), \quad h^{-\beta/2} g_h \rightharpoonup g_0 \text{ in } W^{1,1}(0, T; L^2(S)), \quad h_h \circ \pi_h \rightharpoonup \chi^j h_0 \text{ in } W^{1,1}(0, T; L^2(\mathbb{R}^3; \mathbb{R}^3)). \quad (4.3, 4.4, 4.5)$$

Also here, we assume that the functions $f_0, g_0$ and $h_0$ are all absolutely continuous in time. In (4.5), we trivially set $h_h \circ \pi_h(t) := h_h(t) \circ \pi_h$ for every $t \in [0, T]$. This gives a map in $W^{1,1}(0, T; L^2(\mathbb{R}^3; \mathbb{R}^3))$ whose time derivative is given by $\dot{h}_h \circ \pi_h(t) := h_h(t) \circ \pi_h$ for every $t \in (0, T)$. Note that the limiting magnetic field $h$ is a priori assumed to be independent on $x_3$.

We define the functional $L_0 : [0, T] \times Q_0 \rightarrow \mathbb{R}$ by setting

$$L_0(t, q) := \int_S f_0(t) \cdot u \, dx + \int_S g_0(t) \cdot v \, dx + \int_S h_0(t) \cdot \zeta \, dx,$$

where $q_0 = (u, v, \zeta)$, so that the limiting total energy $F_0 : [0, T] \times Q_0 \rightarrow \mathbb{R}$ reads

$$F_0(t, q_0) := E_0(q_0) - L_0(t, q_0). \quad (4.6)$$

The dissipation distance $D_0 : Q_0 \times Q_0 \rightarrow [0, +\infty)$ for the reduced model is defined as

$$D_0(q_0, \tilde{q}_0) = \int_S |\zeta - \tilde{\zeta}| \, dx'. \quad (4.7)$$
where \( q_0 = (u, v, \zeta) \) and \( \tilde{q}_0 = (\tilde{u}, \tilde{v}, \tilde{\zeta}) \). Therefore, the energy dissipated by an evolution \( q_0 : [0, T] \to Q_0 \), where \( q_0(t) = (u(t), v(t), \zeta(t)) \), within the time interval \([r, s] \subset [0, T]\) is given by

\[
\text{Var}_{D_h}(q_0; [r, s]) := \sup \left\{ \sum_{i=1}^{N} D_0(q_0(t^i), q_0(t^{i-1})) : \Pi = (t^0, \ldots, t^N) \text{ partition of } [r, s] \right\}.
\]

In the theory of rate-independent systems, one defines energetic solutions as time evolutions satisfying two requirements: a global stability condition and an energy-dissipation balance \([45, \text{Definition 2.1.2}]\). We recall below the definition for both the bulk model and the reduced model.

**Definition 4.1 (Energetic solution to the bulk quasistatic model).** A function \( q_h : [0, T] \to Q_h \) is termed an energetic solution to the bulk quasistatic model at thickness \( h > 0 \) if \( t \mapsto \partial_t F_h(t, q_h(t)) \) belongs to \( L^1(0, T) \) and, for every \( t \in [0, T] \), the following two conditions are satisfied:

(i) **Bulk global stability at thickness \( h \):**

\[
\forall \hat{q}_h \in Q_h, \quad F_h(t, \hat{q}_h(t)) \leq F_h(t, q_h(t)) + D_h(q_h(t), \hat{q}_h).
\]

(ii) **Bulk energy-dissipation balance at thickness \( h \):**

\[
F_h(t, q_h(t)) + \text{Var}_{D_h}(q_h; [0, t]) = F_h(0, q_h(0)) + \int_0^t \partial_t F_h(\tau, q_h(\tau)) \, d\tau.
\]

**Definition 4.2 (Energetic solution to the reduced quasistatic model).** A function \( q_0 : [0, T] \to Q_0 \) is termed an energetic solution to the reduced quasistatic model if \( t \mapsto \partial_t F_0(t, q_0(t)) \) belongs to \( L^1(0, T) \) and, for every \( t \in [0, T] \), the following two conditions are satisfied:

(i) **Reduced global stability:**

\[
\forall \hat{q}_0 \in Q_0, \quad F_0(t, \hat{q}_0(t)) \leq F_0(t, q_0(t)) + D_0(q_0(t), \hat{q}_0).
\]

(ii) **Reduced energy-dissipation balance:**

\[
F_0(t, q_0(t)) + \text{Var}_{D_0}(q_0; [0, t]) = F_0(0, q_0(0)) + \int_0^t \partial_t F_0(\tau, q_0(\tau)) \, d\tau.
\]

The main results of the section are Theorem 4.3 and Theorem 4.9 which represent the counterparts of Theorem 3.1 and Theorem 3.13 in the quasistatic setting. These will be presented in the next two subsections.

### 4.2. Evolutionary Γ-convergence

Our third main result states the evolutionary Γ-convergence of the sequence \((F_h)\) to the functional \( F_0 \), as \( h \to 0^+ \). More explicitly, we prove that sequences of energetic solutions to the bulk model converge to energetic solutions to the reduced model.

**Theorem 4.3 (Evolutionary Γ-convergence).** Let \((q_h^0)\) with \( q_h^0 = (y_h^0, m_h^0) \in Q_h \). Suppose that, for every \( h > 0 \), the following condition is satisfied:

\[
\forall \hat{q}_h \in Q_h, \quad F_h(0, \hat{q}_h^0) \leq F_h(0, q_h^0) + D_h(q_h^0, \hat{q}_h).
\]

Also, assume the existence of \( q_0^0 = (u^0, v^0, \zeta^0) \in Q_0 \) such that the following convergences hold, as \( h \to 0^+ \):

\[
u_h^0 := U_h(q_h^0) \rightharpoonup u^0 \text{ in } W^{1,2}(S; \mathbb{R}^2),
\]

\[
v_h^0 := \nu_h(q_h^0) \rightharpoonup v^0 \text{ in } W^{1,2}(S),
\]

\[
z_h^0 := \zeta_h(q_h^0) \rightharpoonup \zeta^0 \text{ in } L^1(\Omega; \mathbb{R}^3),
\]

\[
F_h(0, \hat{q}_h^0) \rightharpoonup F_0(0, q_0^0).
\]

Let \((q_h)\) with \( q_h : [0, T] \to Q_h \) an energetic solution to the bulk quasistatic model at thickness \( h > 0 \). Then, there exists a function \( q_0 : [0, T] \to Q_0 \) with \( q_0(t) = (u(t), v(t), \zeta(t)) \) for every \( t \in [0, T] \) satisfying the initial condition \( q_0(0) = q_0^0 \) which is an energetic solution to the reduced quasistatic model. Moreover, up to subsequences, the following convergences hold, as \( h \to 0^+ \):

\[
\forall t \in [0, T], \quad \zeta_h(t) \rightharpoonup \zeta(t) \text{ in } L^1(\Omega; \mathbb{R}^3),
\]

\[
\zeta_h(t) \rightharpoonup \zeta(t) \text{ in } L^2(\Omega; \mathbb{R}^3).
\]
\[ \forall t \in [0, T], \quad \text{Var}_{D_h}(q_h; [0, t]) \to \text{Var}_{D_0}(q_0; [0, t]), \]  
\[ \forall t \in [0, T], \quad F_h(t, q_h(t)) \to F_0(t, q_0(t)), \]  
\[ \partial_t F_h(\cdot, q_h) \to \partial_t F_0(\cdot, q_0) \text{ in } L^1(0, T). \]

In particular, the function \( q_0 \) is measurable and bounded. Also, \( t \mapsto \zeta(t) \) belongs to \( BV([0, T]; L^1(\Omega; \mathbb{R}^3)) \), while \( t \mapsto F_0(t, q_0(t)) \) belongs to \( BV([0, T]) \).

In the previous theorem, the measurability of \( q_0 \) is meant with respect to the Borel sets of the space \( W^{1,2}(S; \mathbb{R}^2) \times W^{2,2}(S) \times W^{1,2}(S; \mathbb{R}^3) \) equipped with the weak product topology. Similarly, the boundedness of the map \( q_0 \) is understood as the one of the function

\[ t \mapsto \|u(t)\|_{W^{1,2}(S; \mathbb{R}^2)} + \|v(t)\|_{W^{2,2}(S)} + \|\zeta(t)\|_{W^{1,2}(S; \mathbb{R}^3)}. \]

**Remark 4.4 (Existence of energetic solutions to the bulk model).** We stress that Theorem 4.3 is just a convergence result: the existence of energetic solutions to the bulk quasistatic model is part of the assumptions. However, our setting is compatible with the existence of energetic solutions. Indeed, recalling Remark 2.2, if the function \( \Phi \) in (2.4) satisfies a feasible polyconvex assumption, then the existence of energetic solution to the bulk model can be established [9, 11].

**Remark 4.5 (Time-dependent boundary conditions).** So far, we are not able to treat time-dependent Dirichlet boundary conditions in the proof of Theorem 4.9. Indeed, given the Eulerian character of some energy terms, the approach developed in [23, Section 4] seems not to be applicable in our setting. Still, time-dependent boundary conditions like the ones in Remark 3.2 can be enforced in a relaxed form as we will briefly discuss.

Let \( \overline{u} \in W^{1,1}(0, T; W^{1,\infty}(S; \mathbb{R}^2)) \) and \( \overline{v} \in W^{1,1}(0, T; W^{2,\infty}(S)) \). For every \( h > 0 \), we define the time-dependent deformation \( \overline{u}_h \in W^{1,1}(0, T; W^{1,\infty}(\Omega; \mathbb{R}^3)) \) by setting

\[ \overline{u}_h(t) := \pi_h + h^{\beta/2} \left( \overline{u}(t) \right)_0 + h^{\beta/2-1} \left( \frac{\partial}{\partial t} \right) \left( \overline{v}(t) \right)_0 \left( \nabla \overline{v}(t) \right)_0. \]

Let \( \Gamma \subset \partial S \) be measurable with respect to the one-dimensional Hausdorff measure with \( H^1(\Gamma) > 0 \). For every \( h > 0 \), the boundary condition

\[ \forall t \in [0, T], \quad y = \overline{u}_h(t) \text{ on } \Gamma \times I \]

on admissible deformations is imposed in a relaxed form by augmenting the energy \( F_h \) by the term

\[ (t, q) \mapsto \frac{1}{h^{\beta/2}} \int_{\Gamma \times I} |y' - \overline{u}_h(t)| \, d\alpha + \frac{1}{h^{\beta/2-1}} \int_{\Gamma \times I} |y^3 - \overline{u}_h(t)| \, d\alpha, \]

where \( q = (y, m) \). Of course, in this case, we remove the clamped boundary conditions from the definition of \( Q_h \) in (2.21). The scalings are chosen in such a way that the corresponding term in the reduced model, which has to be added to \( F_0 \), is given by

\[ (t, q_0) \mapsto \int_{\Gamma \times I} |u - \overline{u}(t) + x_3(\nabla' \overline{v} - \nabla \overline{v}(t))| \, d\alpha + \int_{\Gamma} |v - \overline{v}(t)| \, dl, \]

where \( q_0 = (u, v, \zeta) \). This latter term imposes in a relaxed form the following limiting boundary conditions:

\[ \forall t \in [0, T], \quad u = \overline{u}(t) \text{ on } \Gamma, \quad v = \overline{v}(t) \text{ on } \Gamma, \quad \nabla' \overline{v} = \nabla \overline{v}(t) \text{ on } \Gamma. \]

Clearly, Lemma 3.5 must be suitably modified. Note that, contrary to Remark 3.2, no particular assumption on \( \Gamma \) is required in this case.

The rest of the subsection is devoted to the proof of Theorem 4.3. We begin with some preliminary results. The first one constitutes the analogue of Lemma 3.15 for the quasistatic setting.

**Lemma 4.6 (Energy scaling).** Let \( M > 0 \) and let \((q_h)\) with \( q_h : [0, T] \to Q_h \) satisfy

\[ \sup_{h > 0} \sup_{t \in [0, T]} F_h(t, q_h(t)) \leq M. \]  

(4.21)
Then, there exist $C(M) > 0$ and $\overline{\kappa}_h > 0$, where the former does not depend on $(q_h)$, such that
\begin{equation}
\sup_{h \leq \overline{\kappa}} \sup_{t \in [0,T]} E_h(q_h(t)) \leq C(M). \tag{4.22}
\end{equation}

**Proof.** The proof of Lemma 4.6 works like the one of Lemma 3.15. In this case, we consider
\[ r_h := \sup_{t \in [0,T]} R_h(y_h(t)), \quad \epsilon_h := \sup_{t \in [0,T]} I_h(q_h(t)), \]
where $q_h(t) = (y_h(t), m_h(t))$. Here, we employ the notation in (3.14) and (3.158). Then, we follow the same strategy of Lemma 3.15. \qed

The second preliminary result shows that the sequence of functionals $(F_h)$ satisfy suitable controls with respect to time. These represent one of the main assumptions of the theory of evolutionary $\Gamma$-convergence for rate-independent processes [46]. For convenience, we denote by $Z \subset (0, T)$ the complement of the set of times at which all the functions $f_h, g_h$ and $h_h$ for every $h > 0$ as well as the functions $f_0, g_0$ and $h_0$ are differentiable. Thus, there holds $Z^1(Z) = 0$.

**Lemma 4.7 (Time-control of the total energy).** Let $M > 0$. Then, there exist two constants $C(M), L(M) > 0$ such that, defining $\kappa_h \in L^1(0, T)$ by setting
\[ \kappa_h(t) := C(M) \left( h^{-\beta/2} \| \hat{f}_h(t) \|_{L^2(S; \mathbb{R}^2)} + h^{-\beta/2-1} \| \hat{g}_h(t) \|_{L^2(S)} + \| \hat{h}_h \circ \pi_h(t) \|_{L^2(\mathbb{R}^2; \mathbb{R}^2)} \right), \]
we have that, for every $(\tilde{q}_h)$ with $\tilde{q}_h \in \mathcal{Q}_h$ satisfying
\[ \sup_{h > 0} E_h(\tilde{q}_h) \leq M, \tag{4.23} \]
there exists $\overline{\kappa} > 0$ such that for every $h \leq \overline{\kappa}$:
\begin{align*}
\forall t \in (0, T) \setminus Z, & \quad |\partial_t F_h(t, \tilde{q}_h)| \leq \kappa_h(t) (F_h(t, \tilde{q}_h) + L(M)), \tag{4.24} \\
\forall s, t \in [0, T], & \quad F_h(t, \tilde{q}_h) + L(M) \leq (F_h(s, \tilde{q}_h) + L(M)) e^{|K_h(t) - K_h(s)|}, \tag{4.25} \\
\forall t \in (0, T) \setminus Z, & \quad |\partial_t F_h(t, \tilde{q}_h)| \leq \kappa_h(t) (F_h(s, \tilde{q}_h) + L(M)) e^{|K_h(t) - K_h(s)|}. \tag{4.26}
\end{align*}

In the previous estimates, we define $K_h \in AC([0, T])$ by setting
\[ K_h(t) := \int_0^t K_h(\tau) \, d\tau. \]
In particular, the constant $L(M) > 0$ satisfies
\[ \inf_{h > 0} \inf_{t \in [0,T]} F_h(t, \tilde{q}_h) \geq -L(M). \tag{4.27} \]
Eventually, defining $\kappa_0 \in L^1(0, T)$ and $K_0 \in AC([0, T])$ as
\[ \kappa_0(t) := C(M) \left( \| \hat{f}_0(t) \|_{L^2(S; \mathbb{R}^2)} + \| \hat{g}_0(t) \|_{L^2(S)} + \| \hat{h}_0(t) \|_{L^2(\mathbb{R}^2; \mathbb{R}^2)} \right), \]
\[ K_0(t) := \int_0^t \kappa_0(\tau) \, d\tau, \]
there hold:
\begin{align*}
\kappa_h & \to \kappa_0 \text{ in } L^1(0, T), \tag{4.28} \\
K_h & \to K_0 \text{ uniformly in } [0, T]. \tag{4.29}
\end{align*}

We stress that, in the previous statement, $\overline{\kappa}$ depends on $(\tilde{q}_h)$ while the constants $C(M)$ and $L(M)$ depend only on $M$. 
Proof. First of all, (4.28)–(4.29) come directly from (4.3)–(4.5). By (4.23) and Remark 3.9, setting \( \tilde{u}_h := U_h(q_h) \) and \( \tilde{v}_h := V_h(q_h) \), we have
\[
\|\tilde{u}_h\|_{W^{1,2}(S;\mathbb{R}^2)} + \|\tilde{v}_h\|_{W^{1,2}(S)} \leq C(M) \left( \sqrt{E_h^3(q_h)} + 1 \right).
\] (4.30)

Let \( \bar{q}_h = (\bar{y}_h, \bar{m}_h) \) and set \( \hat{\mu}_h := M_h(q_h) \). Recalling (2.7), (2.12) and (3.54), we estimate
\[
\int_{\mathbb{R}^3} |\hat{\mu}_h|^2 \, dx = \int_{\Omega} \frac{1}{\det \nabla \bar{y}_h} \, dx \leq C \int_{\Omega} \frac{1}{(\det \nabla \bar{y}_h)^\alpha} \, dx \leq C \left( h^3 E_h^3(q_h) + 1 \right),
\]
so that
\[
\|\hat{\mu}_h\|_{L^2(\mathbb{R}^3;\mathbb{R}^3)} \leq C \left( \sqrt{E_h^3(q_h)} + 1 \right). \] (4.31)

Using (4.30)–(4.31) and the Hölder inequality, we control the work of applied loads. For \( t \in (0, T) \setminus Z \), we have
\[
|L_h(t, \tilde{u}_h)| \leq \int_{S} h^{-\beta/2} f_h(t) \cdot \tilde{u}_h \, dx' + \int_{S} h^{-\beta/2-1} g_h(t) \tilde{v}_h \, dx' + \int_{\mathbb{R}^3} h_h \circ \pi_h(t) \cdot \hat{\mu}_h \, dx \leq C(M) \left( \|\tilde{u}_h\|_{W^{1,2}(S;\mathbb{R}^2)} + \|\tilde{v}_h\|_{W^{1,2}(S)} + \|\hat{\mu}_h\|_{L^2(\mathbb{R}^3;\mathbb{R}^3)} \right) \leq C(M) \left( \sqrt{E_h^3(q_h)} + 1 \right).
\]

Here, we exploited the uniform boundedness of \( (h^{-\beta/2} f_h) \), \( (h^{-\beta/2-1} g_h) \) and \( (h_h \circ \pi_h) \) with respect to time which follows from (4.3)–(4.5) by the Morrey embedding. Then, using the Young inequality, we obtain
\[
F_h(t, \tilde{q}_h) \geq E_h(q_h) - |L_h(t, \tilde{q}_h)| \geq E_h(q_h) - C(M) \left( \sqrt{E_h^3(q_h)} + 1 \right) \geq C(M) E_h(q_h) - L(M), \] (4.32)
for some constants \( C(M), L(M) > 0 \).

Now, for convenience, set
\[
\bar{h}(t) := h^{-\beta/2} f_h(t) \|L^2(S;\mathbb{R}^2) + h^{-\beta/2-1} g_h(t) \|L^2(S) + \|\hat{h}_h \circ \pi_h(t) \|L^2(\mathbb{R}^3;\mathbb{R}^3).
\]

Making use of the Hölder inequality together with (4.30)–(4.31), we estimate
\[
|\partial_t F_h(t, \tilde{q}_h)| \leq \int_{S} h^{-\beta/2} f_h(t) \cdot \tilde{u}_h \, dx' + \int_{S} h^{-\beta/2-1} g_h(t) \tilde{v}_h \, dx' + \int_{\mathbb{R}^3} \bar{h}_h \circ \pi_h(t) \cdot \hat{\mu}_h \, dx \leq \tilde{h}(t) \left( \|\tilde{u}_h\|_{W^{1,2}(S;\mathbb{R}^2)} + \|\tilde{v}_h\|_{W^{1,2}(S)} + \|\hat{\mu}_h\|_{L^2(\mathbb{R}^3;\mathbb{R}^3)} \right) \leq C(M) \tilde{h}(t) \left( \sqrt{E_h^3(q_h)} + 1 \right).
\]

Combining this with (4.32), we obtain
\[
|\partial_t F_h(t, \tilde{q}_h)| \leq C(M) \tilde{h}(t) (F_h(t, \tilde{q}_h) + L(M)),
\]
which proves (4.24). Note that (4.27) holds in view of (4.32). From (4.24), we deduce (4.25) thanks to the Gronwall inequality. Eventually, (4.26) follows.

We now proceed with the proof of Theorem 4.3.

Proof of Theorem 4.3. We rigorously follow the scheme in [46]. Therefore, the proof is subdivided into six steps.

**Step 1 (A priori estimates).** Let \( h > 0 \) and \( t \in [0, T] \). Let \( \overline{\tilde{q}}_h \in Q_h \) be defined as in the proof of Theorem 3.13. Testing \( (4.8) \) with \( \tilde{q}_h = \overline{\tilde{q}}_h \), we obtain
\[
F_h(t, q_h(t)) \leq F_h(t, \overline{\tilde{q}}_h) + D_h(q_h(t), \overline{\tilde{q}}_h).
\] (4.33)

As the applied loads are uniformly bounded with respect to \( h > 0 \) and \( t \in [0, T] \) thanks to (4.3)–(4.5) and the Morrey embedding, we check that the first term on the right-hand side of (4.33) is uniformly bounded with respect to both \( h > 0 \) and \( t \in [0, T] \) by arguing as in the proof of Theorem 3.13. The second term on the right-hand side of (4.33) is also uniformly bounded with respect to \( h > 0 \) and \( t \in [0, T] \) because both
\( q_h(t) \) and \( \overline{q}_h \) satisfy the magnetic saturation constrain. Therefore, we deduce (4.21) for some \( M > 0 \)
and, by applying Lemma 4.6, also (4.22) for some \( \overline{h} > 0 \).

Applying Lemma 4.7 to \( \overline{q}_h = q_h(T) \), we see that
\[
\inf_{h \leq \overline{h}} \mathcal{F}_h(T, q_h(T)) \geq -L(M).
\] (4.34)
and, for \( h \leq \overline{h} \), there holds
\[
\forall t \in (0, T) \setminus Z, \quad |\partial_t \mathcal{F}_h(t, q_h(t)) | \leq \kappa_h(t) (\mathcal{F}_h(t, q_h(t)) + L(M)).
\] (4.35)

By (4.9), we have
\[
\text{Var}_{D_h}(q_h; [0, T]) = \mathcal{F}_h(0, q_h^0) - \mathcal{F}_h(T, q_h(T)) + \int_0^T |\partial_t \mathcal{F}_h(\tau, q_h(\tau)) | d\tau.
\] (4.36)
The first term on the right-hand side of (4.36) is uniformly bounded by (4.16) and so is the second one because of (4.34). Additionally, thanks to (4.35), we estimate
\[
\int_0^T |\partial_t \mathcal{F}_h(\tau, q_h(\tau)) | d\tau \leq \int_0^T \kappa_h(\tau) (\mathcal{F}_h(\tau, q_h(\tau)) + L(M)) e^{\kappa_h(\tau)} d\tau
\leq (M + L(M)) \left( e^{\kappa_h(T)} - 1 \right) \leq C(M, T),
\] (4.37)
where in the last line we used (4.21) and the uniform boundedness of \( (\kappa_h) \) which comes from (4.29).

Therefore, we obtained the following a priori estimate:
\[
\sup_{h > 0} \sup_{0 \leq t \leq T} \mathcal{F}_h(t, q_h(t)) + \sup_{h \leq \overline{h}} \text{Var}_{D_h}(q_h; [0, T]) \leq C(M).
\] (4.38)
For every \( h > 0 \), we define \( f_h: [0, T] \to \mathbb{R} \) by setting \( f_h(t) := \mathcal{F}_h(t, q_h(t)) \). In view of the previous estimate, we already know that \( (f_h) \) is uniformly bounded. We claim that this sequence has also uniformly bounded total variation. Observe that, by (4.9), for every \( s, t \in [0, T] \) with \( s < t \), there holds
\[
\mathcal{F}_h(t, q_h(t)) + \text{Var}_{D_h}(q_h; [s, t]) = \mathcal{F}_h(s, q_h(s)) + \int_s^t |\partial_t \mathcal{F}_h(\tau, q_h(\tau)) | d\tau.
\]
Let \( \Pi = (t^0, \ldots, t^N) \) be a partition of \( [0, T] \). In this case, we estimate
\[
\sum_{i=1}^N |f_h(t^i) - f_h(t^{i-1})| \leq \sum_{i=1}^N \text{Var}_{D_h}(q_h; [t^{i-1}, t^i]) + \sum_{i=1}^N \int_{t^{i-1}}^{t^i} |\partial_t \mathcal{F}_h(\tau, q_h(\tau)) | d\tau
\leq \text{Var}_{D_h}(q_h; [0, T]) + \int_0^T |\partial_t \mathcal{F}_h(\tau, q_h(\tau)) | d\tau.
\]
As the right-hand side is uniformly by (4.37)–(4.38), given the arbitrariness of \( \Pi \), we deduce
\[
\sup_{h \leq \overline{h}} \text{Var}(f_h; [0, T]) \leq C(M).
\] (4.39)

**Step 2 (Compactness).** For every \( h > 0 \), set
\[
\mathcal{H}_h := \bigcup_{0 \leq t \leq T} \{ \overline{q}_h \in \mathcal{Q}_h : \mathcal{F}_h(t, \overline{q}_h) \leq M \}, \quad \mathcal{K}_h := \{ \mathcal{Z}_h(\overline{q}_h) : \overline{q}_h \in \mathcal{H}_h \}.
\]
Then, define
\[
\mathcal{H} := \bigcup_{h > 0} \mathcal{H}_h, \quad \mathcal{K} := \bigcup_{h > 0} \mathcal{K}_h.
\]
Observe that, by Lemma 4.6, every sequence \( (\overline{q}_h) \subset \mathcal{H} \) satisfies
\[
\sup_{h \leq \overline{h}} \sup_{0 \leq t \leq T} E_h(\overline{q}_h) \leq C(M).
\]
Therefore, by Proposition 3.8, the sequence \( (\overline{z}_h) \), where \( \overline{z}_h := \mathcal{Z}_h(\overline{q}_h) \) for every \( h > 0 \), is compact in \( L^1(\Omega; \mathbb{R}^3) \). This shows that \( \mathcal{K} \) is a compact subset of \( L^1(\Omega; \mathbb{R}^3) \).
Now, in view of (4.21), the sequence \((q_h)\) takes values in \(H\). For convenience, for every \(h > 0\), we define 

\[ z_h : [0, T] \rightarrow L^1(\Omega; \mathbb{R}^3), \quad \delta_h : [0, T] \rightarrow [0, +\infty), \]

by setting 

\[ z_h(t) := Z_h(q_h(t)), \quad \delta_h(t) := \text{Var}_{D_h}(q_h; [0, t]). \]

By (4.38)–(4.39), the sequence \((f_h)\) is uniformly bounded in \(BV([0, T])\). By construction, \((z_h)\) takes values in \(K\) while, by (4.38), it has uniformly bounded variation. Eventually, by definition, each map \(\delta_h\) is increasing and the sequence \((\delta_h)\) is uniformly bounded by (4.38). At this point, we apply the Helly compactness theorem [42, Theorem 3.2]. This yields the existence of three maps 

\[ f : [0, T] \rightarrow [0, +\infty), \quad z : [0, T] \rightarrow L^1(\Omega; \mathbb{R}^3), \quad \delta : [0, T] \rightarrow [0, +\infty), \]

with \(f \in BV([0, T]), z \in BV(0, T; L^1(\Omega; \mathbb{R}^3))\) and \(\delta\) increasing, such that, up to subsequences, the following convergences hold:

\[ \forall t \in [0, T], \quad f_h(t) \rightarrow f(t), \quad (4.40) \]

\[ \forall t \in [0, T], \quad z_h(t) \rightarrow z(t) \text{ in } L^1(\Omega; \mathbb{R}^3), \quad (4.41) \]

\[ \forall t \in [0, T], \quad \delta_h(t) \rightarrow \delta(t). \quad (4.42) \]

To construct the candidate solution \(q_0 : [0, T] \rightarrow Q_0\) of the reduced model we proceed as follows. For every \(h > 0\), define the functions

\[ u_h : [0, T] \rightarrow W^{1,2}(S; \mathbb{R}^2), \quad v_h : [0, T] \rightarrow W^{1,2}(S), \quad w_h : [0, T] \rightarrow W^{1,2}(S; \mathbb{R}^3), \]

\[ \mu_h : [0, T] \rightarrow L^2(\mathbb{R}^3; \mathbb{R}^3), \quad N_h : [0, T] \rightarrow L^2(\mathbb{R}^3; \mathbb{R}^{3 \times 3}). \]

by setting

\[ u_h(t) := U_h(q_h(t)), \quad v_h(t) := V_h(q_h(t)), \quad w_h(t) := W_h(q_h(t)), \quad \mu_h(t) := M_h(q_h(t)), \quad N_h(t) := N_h(q_h(t)). \]

Recalling (4.22), by Proposition 3.8, we have that

\[ \sup_{h \leq H} \sup_{t \in [0, T]} \left\{ \|u_h(t)\|_{W^{1,2}(S; \mathbb{R}^2)} + \|v_h(t)\|_{W^{1,2}(S)} + \|w_h(t)\|_{W^{1,2}(S; \mathbb{R}^3)} \right\} \]

\[ + \sup_{h \leq H} \sup_{t \in [0, T]} \left\{ \|\mu_h(t)\|_{L^2(\mathbb{R}^3; \mathbb{R}^3)} + \|N_h(t)\|_{L^2(\mathbb{R}^3; \mathbb{R}^{3 \times 3})} \right\} \leq C(M). \quad (4.43) \]

Now, define \(X\) as the set of all quintuplets

\[ (\bar{u}, \bar{v}, \bar{w}, \bar{\mu}, \bar{N}) \in W^{1,2}_0(S; \mathbb{R}^2) \times W^{1,2}_0(S) \times W^{1,2}_0(S; \mathbb{R}^3) \times L^2(\mathbb{R}^3; \mathbb{R}^3) \times L^2(\mathbb{R}^3; \mathbb{R}^{3 \times 3}) \]

with

\[ \sup_{h > 0} \left\{ \|\bar{u}\|_{W^{1,2}(S; \mathbb{R}^2)} + \|\bar{v}\|_{W^{1,2}(S)} + \|\bar{w}\|_{W^{1,2}(S; \mathbb{R}^3)} + \|\bar{\mu}\|_{L^2(\mathbb{R}^3; \mathbb{R}^3)} + \|\bar{N}\|_{L^2(\mathbb{R}^3; \mathbb{R}^{3 \times 3})} \right\} \leq C(M), \]

where \(C(M) > 0\) is the same constant in (4.43). The space \(X\) is endowed with the product weak topology, which makes it a complete and separable metric space. For every \(h > 0\), we define the set-valued map \(\mathcal{S}_h : [0, T] \rightarrow \mathcal{P}(X)\) by setting \(\mathcal{S}_h(t) := \{ s_h(t) \}\), where

\[ s_h(t) := (u_h(t), v_h(t), w_h(t), \mu_h(t), N_h(t)). \]

In view of (4.43), this map takes indeed values in \(X\). Consider \(\mathcal{S} : [0, T] \rightarrow \mathcal{P}(X)\) with \(\mathcal{S}(t)\) defined as the set of all limit points of the sequence \((s_h(t))\) in \(X\). By definition, this is a closed subset of \(X\) for every \(t \in [0, T]\), while the map \(\mathcal{S}\) is measurable thanks to [3, Theorem 8.2.5]. From (4.43), by weak compactness, we deduce that the set \(\mathcal{S}(t)\) is nonempty for every \(t \in [0, T]\). Therefore, by the measurable selection theorem [3, Theorem 8.1.3], there exists a measurable map \(s : [0, T] \rightarrow X\) with \(s(t) \in \mathcal{S}(t)\) for every \(t \in [0, T]\). For any such \(t\), let \(s(t) = (u(t), v(t), w(t), \mu(t), N(t))\). By definition of \(\mathcal{S}(t)\), there exists a subsequence \((h_k)\), possibly depending on \(t\), with \(h_k \rightarrow 0\), as \(k \rightarrow \infty\), such that the following convergences hold, as \(k \rightarrow \infty\):

\[ u_{h_k}(t) \rightarrow u(t) \text{ in } W^{1,2}(S; \mathbb{R}^2), \quad (4.44) \]
\[
v_{h_k}(t) \to v(t) \text{ in } W^{1,2}(S),
\]
\[
w_{h_k}(t) \to w(t) \text{ in } W^{1,2}(S; \mathbb{R}^3),
\]
\[
\mu_{h_k}(t) \to \mu(t) \text{ in } L^2(\mathbb{R}^3; \mathbb{R}^3),
\]
\[
N_{h_k}(t) \to N(t) \text{ in } L^2(\mathbb{R}^3; \mathbb{R}^{3 \times 3}).
\]

Applying Proposition 3.8 to the sequence \((q_{h_k}(t))\) and appealing to the Urysohn property, we deduce several facts. First of all,
\[
w(t) = -\frac{1}{2} \begin{pmatrix} \nabla' v(t) \\ 0 \end{pmatrix},
\]
so that \(v \in W_0^{1,2}(S)\). Second, there exist \(\zeta(t) \in W^{1,2}(S; \mathbb{S}^2)\) and \(\chi(t) \in L^2(\mathbb{R}^3; \mathbb{R}^3)\) such that
\[
\mu(t) = \chi_0 \zeta(t), \quad N(t) = \chi_0 (\nabla' \zeta(t) | \chi(t)).
\]

Third, we have
\[
\varepsilon_{h_k}(t) \to \zeta(t) \text{ in } L^1(\Omega; \mathbb{R}^3),
\]
which, together with (4.41), entails
\[
z(t) = \zeta(t).
\]

Eventually, Proposition 3.8 ensures the existence of \((\mathbf{R}_h(t)) \subset W^{1,p}(S; SO(3))\) and \(\mathbf{G}(t) \in L^2(\Omega; \mathbb{R}^{3 \times 3})\) such that, setting \(\mathbf{F}_h(t) := \nabla h \mathbf{y}_h(t)\), we have
\[
\mathbf{R}_h(t) \to \mathbf{I} \text{ in } L^2(\Omega; \mathbb{R}^{3 \times 3}),
\]
\[
\mathbf{G}_h(t) := h^{-\beta/2} (\mathbf{R}_h(t)^T \mathbf{F}_h(t) - \mathbf{I}) \to \mathbf{G}(t) \text{ in } L^2(\Omega; \mathbb{R}^{3 \times 3}),
\]
and, for almost every \(x \in \Omega\), there holds
\[
\mathbf{G}''(t, x) = \text{sym} \nabla' \mathbf{u}(t, x') - ((\nabla' v(t, x')) x_3.
\]

From the measurability of the map \(t \mapsto \nabla w(t)\) from \([0, T]\) to \(L^2(\mathbb{R}^{3 \times 3})\), we infer the measurability of \(v\) as a map from \([0, T]\) to \(W^{2,2}(S)\). Similarly, from the measurability of \(\mu\) and \(N\), we deduce the measurability of \(t \mapsto \zeta(t)\) as a map from \([0, T]\) to \(W^{1,2}(S; \mathbb{R}^3)\). Hence, defining \(q_0 : [0, T] \to \mathcal{Q}_0\) by setting \(q_0(t) := (\mathbf{u}(t), v(t), \zeta(t))\), this map results to be measurable. Also, given (4.43)–(4.48), by lower semicontinuity, we see that map \(q_0\) is bounded.

For every \(h > 0\), let \(P_h : (0, T) \to \mathbb{R}\) be defined by setting \(P_h(t) := \partial_t \mathcal{F}_h(t, q_0(t))\). By Definition 4.1, \(P_h \in L^1(0, T)\). Thanks to (4.21) and (4.35), for every \(t \in (0, T) \setminus Z\), we have
\[
|P_h(t)| \leq \kappa_h(t) |\mathcal{F}_h(t, q_0(t))| + L(M) \leq C(M) \kappa_h(t).
\]

In view of the previous inequality, the equi-integrability of \((\kappa_h)\), which comes from (4.28) by the Vitali convergence theorem, implies the one of \((P_h)\). Thus, by the Dunford-Pettis theorem [22, Theorem 2.54], there exists \(P \in L^1(0, T)\) such that, up to subsequences, we have
\[
P_h \to P \text{ in } L^1(0, T).
\]

Define \(\bar{P} : (0, T) \to \mathbb{R}\) by setting
\[
\bar{P}(t) := \limsup_{h \to 0^+} P_h(t).
\]

Exploiting (4.28) and (5.55), we check that \(\bar{P} \in L^1(0, T)\). Also, by the reverse Fatou lemma [53, Corollary 5.35], we see that \(P \leq \bar{P}\) almost everywhere in \((0, T)\).

Define \(P_0 : (0, T) \to \mathbb{R}\) by setting \(P_0(t) = \partial_t \mathcal{F}_0(t, q_0(t))\). We claim that \(\bar{P} = P_0\) almost everywhere in \((0, T)\). Recalling (4.3)–(4.5), for almost every \(t \in (0, T) \setminus Z\), we have
\[
h^{-\beta/2} \mathbf{f}_h(t) \to \mathbf{f}_0(t) \text{ in } L^2(S; \mathbb{R}^2),
\]
\[
h^{-\beta/2 - 1} \mathbf{g}_h(t) \to \mathbf{g}_0(t) \text{ in } L^2(S),
\]
\[
h_h \circ \pi_h(t) \to \chi h_0(t) \text{ in } L^2(\mathbb{R}^3; \mathbb{R}^3),
\]
and
\[
P_h(t) = -\frac{1}{h^\beta} \int_\Omega f_h(t) \cdot (y'_h(t) - x') \, dx - \frac{1}{h^\beta} \int_{\Omega} \dot{g}_h(t) \dot{y}_h(t) \, dx' - \frac{1}{h} \int_{\Omega_{\text{sh}(t)}} \dot{h}_h(t) \cdot m_h(t) \, d\xi
\]
\[
= -\int_S h^{-\beta/2} f_h(t) \cdot u_h(t) \, dx' - \int_S h^{-\beta/2-1} \dot{g}_h(t) v_h(t) \, dx' - \int_{R^3} \dot{h}_h \circ \pi_h(t) \cdot \mu_h(t) \, dx.
\]
Without loss of generality, we can assume that the subsequence \((h_k)\) in (4.44)–(4.48) additionally satisfies \(P_{h_k}(t) \to \tilde{P}(t)\), as \(k \to \infty\). Thus, taking the limit along the subsequence \((h_k)\), as \(k \to \infty\), at both sides of the previous identity, we obtain
\[
\tilde{P}(t) = -\int_S \tilde{f}_0(t) \cdot u(t) \, dx - \int_S \dot{g}_0(t) v(t) \, dx' - \int_S \dot{h}_0(t) \cdot \zeta(t) \, dx'.
\]
As the right-hand side of the previous equation coincides with \(P_0(t)\) for almost every \(t \in (0,T) \setminus \mathcal{Z}\), this proves the claim.

**Step 3 (Reduced stability).** Fix \(t \in [0,T]\) and consider the subsequence \((h_k)\) in (4.44)–(4.48). Let \(\tilde{q}_0 = (\tilde{u}, \tilde{v}, \tilde{\zeta}) \in Q_0\) and let \((\tilde{q}_h)\) be the sequence provided by Proposition 3.12. For every \(k \in \mathbb{N}\), the global stability condition (4.8) gives
\[
\mathcal{F}_{h_k}(t, q_{h_k}(t)) \leq \mathcal{F}_{h_k}(t, \tilde{q}_h) + \mathcal{D}_{h_k}(q_{h_k}(t), \tilde{q}_h).
\]
For the left-hand side, in view of (4.3)–(4.5), (4.44)–(4.45) and (4.47)–(4.54), we obtain
\[
\mathcal{F}_0(t, q_0(t)) \leq \liminf_{k \to \infty} \mathcal{F}_{h_k}(t, q_{h_k}(t)) = f(t).
\]
Here, we applied Proposition 3.11 and we also exploited (4.40). For the right-hand side, given (4.3)–(4.5), (3.108)–(3.109), (3.115) and (3.111)–(3.112), there holds
\[
\lim_{k \to \infty} \mathcal{F}_{h_k}(t, \tilde{q}_h) = \mathcal{F}_0(t, \tilde{q}_0),
\]
while (3.114), (4.41) and (4.51) yield
\[
\lim_{k \to \infty} \mathcal{D}_{h_k}(q_{h_k}(t), \tilde{q}_h) = \mathcal{D}_0(q_0(t), \tilde{q}_0).
\]
Therefore, taking the inferior limit, as \(k \to \infty\), in (4.57), we obtain
\[
\mathcal{F}_0(t, q_0(t)) \leq \mathcal{F}_0(t, \tilde{q}_0) + \mathcal{D}_0(q_0(t), \tilde{q}_0).
\]
As \(\tilde{q}_0\) is arbitrary, this proves (4.10) for \(t\) fixed.

**Step 4 (Upper reduced energy-dissipation inequality).** Fix \(t \in [0,T]\) and let \((h_k)\) be the sequence in (4.44)–(4.48). By (4.9), for every \(k \in \mathbb{N}\), there holds
\[
\mathcal{F}_{h_k}(t, q_{h_k}(t)) + \text{Var}_{h_k}(q_{h_k}; [0,t]) = \mathcal{F}_{h_k}(0, q_{h_k}^0) + \int_0^t P_{h_k}(\tau) \, d\tau.
\]
For the left-hand side, we recall (4.58). Also, (4.41)–(4.42) and (4.51) entail
\[
\text{Var}_{h_k}(q_{h_k}; [0,t]) \leq \liminf_{k \to \infty} \text{Var}_{h_k}(q_{h_k}; [0,t]) = \delta(t).
\]
For the right-hand side, we have (4.16). Also, given (4.56), there holds
\[
\lim_{k \to \infty} \int_0^t P_{h_k}(\tau) \, d\tau = \int_0^t P(\tau) \, d\tau \leq \int_0^t P_0(\tau) \, d\tau,
\]
where we employed the inequality \(P \leq P_0\) almost everywhere in \((0,T)\). Therefore, taking the inferior limit, as \(k \to \infty\), in (4.59), we obtain
\[
\mathcal{F}_0(t, q_0(t)) + \text{Var}_{h_k}(q_0; [0,t]) \leq f(t) + \delta(t)
\]
\[
\leq \mathcal{F}_0(0, q_0^0) + \int_0^t P(\tau) \, d\tau \leq \mathcal{F}_0(0, q_0^0) + \int_0^t P_0(\tau) \, d\tau,
\]
which is the upper reduced energy-dissipation inequality for fixed \(t \in [0,T]\).
Step 5 (Lower reduced energy-dissipation inequality). We claim that, for every \( t \in [0, T] \), there holds
\[
F_0(t, q_0(t)) + \text{Var}_{Q_0}(q_0_0; [0, t]) \geq F_0(0, q_0^0) + \int_0^t \partial_t F_0(\tau, q_0(\tau)) \, d\tau.
\]
Thanks to (4.10), the claims follows by applying [45, Proposition 2.1.2.3].

Step 6 (Improved convergences). We are left to prove (4.18)–(4.20). First, in view of (4.11) and (4.61), we have \( f(t) + \delta(t) = F_0(t, q_0(t)) + \text{Var}_{Q_0}(q_0_0; [0, t]) \) for every \( t \in [0, T] \). Recalling (4.58) and (4.60), this entails \( f(t) = F_0(t, q_0(t)) \) and \( \delta(t) = \text{Var}_{Q_0}(q_0_0; [0, t]) \), so that (4.18)–(4.19) are proved. Finally, (4.11) and (4.61) yield \( P = P_0 \) almost everywhere on \( (0, T) \). Thus, (4.20) follows by applying [23, Lemma 3.5].

4.3. Convergence of solutions of the approximate incremental minimization problem. In order to state our fourth main result, we introduce the approximate incremental minimization problem. This is a relaxed version of the incremental minimization problem that has been introduced in order to cope with the possible lack of energy minimizers [47]. This is exactly our situation since, without further assumptions, minimizers of the total energy do to necessarily exist, see Remark 4.4.

Definition 4.8 (Approximate incremental minimization problem). Given \( h > 0 \), let \( \Pi_h = (t_h^0, \ldots, t_h^{N_h}) \) be a partition of \( [0, T] \), \( \alpha_h > 0 \) and \( q_h^0 \in Q_h \). The approximate incremental minimization problem (AIMP) determined by \( \Pi_h \) with tolerance \( \alpha_h \) and initial datum \( q_h^0 \) reads as follows: for every \( i \in \{1, \ldots, N_h\} \), find \( q_h^i \in Q_h \) such that
\[
F_h(t_h^i, q_h^i) + D_h(q_h^{i-1}, q_h^i) \leq (t_h^i - t_h^{i-1})\alpha_h + \inf_{Q_h} \{ F_h(t_h^i, \cdot) + D_h(q_h^{i-1}, \cdot) \}.
\]

Our fourth main result claims that, for a sequence of partitions whose sizes vanish jointly with the thickness of the plate together with a sequence of tolerances, solutions to the approximate incremental minimization problem, or better their piecewise-constant interpolants, converge to energetic solutions to the reduced model.

Theorem 4.9 (Convergence of solutions of the AIMP). Assume \( p > 3 \) and \( \beta > 6 \vee p \). Suppose that the elastic energy density \( W_h \) has the form in (2.4), where the function \( \Phi \) satisfies (2.9)–(2.13) and that the applied loads satisfy (4.3)–(4.5). Let \( (\Pi_h) \) be a sequence of partitions of \( [0, T] \) such that \( |\Pi_h| \to 0 \), as \( h \to 0^+ \), and let \( (\alpha_h) \subset \mathbb{R} \) with \( \alpha_h > 0 \) be such that \( \alpha_h \to 0 \), as \( h \to 0^+ \). Let \( (q_h^0) \) with \( q_h^0 = (q_h^0, m_h^0) \in Q_h \) be such that (4.12) holds. Moreover, assume that there exists \( q_0^0 = (u^0, v^0, \zeta^0) \in Q_0 \) such that the convergences in (4.13)–(4.16) hold true, as \( h \to 0^+ \). For every \( h > 0 \), consider a solution to the AIMP determined by \( \Pi_h \) with tolerance \( \alpha_h \) and initial datum \( q_h^0 \) and denote by \( q_h^i \) its right-continuous piecewise-constant interpolant.

Then, there exists a measurable function \( q_0 : [0, T] \to Q_0 \) with \( q_0(t) = (u(t), v(t), \zeta(t)) \) for every \( t \in [0, T] \) satisfying the initial condition \( q_0(0) = q_0^0 \) which is an energetic solution to the reduced quasistatic model. Moreover, up to subsequences, the convergences in (4.17)–(4.20) hold true, as \( h \to 0^+ \). In particular, the function \( q_0 \) is measurable and bounded. Also, \( t \to \zeta(t) \) belongs to \( BV([0, T]; L^1(\Omega; \mathbb{R}^{3 \times 3})) \) while \( t \mapsto F_0(t, q_0(t)) \) belongs to \( BV([0, T]) \).

We mention that also Theorem 4.9 can be adapted by imposing time-dependent boundary conditions as in Remark 4.5.

Remark 4.10 (Existence of energetic solutions for the reduced model). As a byproduct of Theorem 4.3, we obtain the existence of energetic solutions for the reduced quasistatic model. However, under our assumptions, this can be established directly. Indeed, the limiting total energy \( F_0 \) satisfies suitable compactness properties in view of the coercivity of \( Q_\text{red} \) noted in (3.5) and the dissipation distance \( D_0 \) is continuous on the sublevels of \( F_0 \), so that the existence of energetic solutions for the reduced model can be proved following the usual scheme [45, Theorem 2.1.6].

We move towards the proof of Theorem 4.9. We begin with a preliminary result concerning solutions to the AIMP.
Proposition 4.11 (Solutions of the AIMP). Let \((\Pi_h)\) be a sequence of partitions of \([0,T]\) and let \((\alpha_h) \subset \mathbb{R}\) with \(\alpha_h > 0\) be bounded. Also, let \((q^h_n)\) with \(q^h_0 \in \mathcal{Q}_h\) be such that

\[
\sup_{h > 0} \mathcal{F}_h(0,q^h_0) \leq C. \tag{4.63}
\]

For every \(h > 0\), let \(\Pi_h = (t^h_0, \ldots, t^h_{N_h})\) and let \((q^h_1, \ldots, q^h_{N_h})\) be a solution to the AIMP determined by \(\Pi_h\) with tolerance \(\alpha_h\) and initial datum \(q^h_0\). Then, there exists \(M > 0\) such that

\[
\sup_{h > 0} \sup_{i \in \{0, \ldots, N_h\}} \mathcal{F}_h(t^h_i, q^h_i) \leq M. \tag{4.64}
\]

Moreover, for every \(h \ll 1\) and \(i \in \{1, \ldots, N_h\}\), the following estimates hold:

\[
\forall \hat{q}_h \in \mathcal{Q}_h, \quad \mathcal{F}_h(t^h_i, \hat{q}_h) \leq (t^h_i - t^h_{i-1})\alpha_h + \mathcal{F}_h(t^h_i, \hat{q}_h) + D_h(q^h_i, \hat{q}_h), \tag{4.65}
\]

\[
\mathcal{F}_h(t^h_i, q^h_i) + D_h(q^h_{i-1}, q^h_i) \leq (t^h_i - t^h_{i-1})\alpha_h + \mathcal{F}_h(t^h_i, q^h_{i-1}) + \int_{t^h_{i-1}}^{t^h_i} \partial_i \mathcal{F}_h(\tau, q^h_{i-1}) \, d\tau, \tag{4.66}
\]

\[
\mathcal{F}_h(t^h_i, q^h_i) + L(M) + \sum_{j=1}^{i} D_h(q^h_{j-1}, q^h_j) \leq \left( \mathcal{F}_h(0, q^h_0) + L(M) + t_i \alpha_h \right) e^{K_h(t^h_i)}. \tag{4.67}
\]

Eventually, if \(q^h_0\) satisfies (4.12) for \(h \ll 1\), then, for every \(i \in \{1, \ldots, N_h\}\), there holds

\[
|\mathcal{F}_h(t^h_i, q^h_i) - \mathcal{F}_h(t^h_{i-1}, q^h_{i-1})| + D_h(q^h_{i-1}, q^h_i) \leq (t^h_i - t^h_{i-1})^2 \alpha_h
\]

\[
+ \left( \mathcal{F}_h(t^h_{i-1}, q^h_{i-1}) + 1 \right) \left( e^{K_h(t^h_i) - K_h(t^h_{i-1})} - 1 \right), \tag{4.68}
\]

where we set \(t^h_{-1} := 0\).

Proof. Let \(h > 0\) and \(i \in \{1, \ldots, N_h\}\). For simplicity, we set \(\alpha^*_i := (t^h_i - t^h_{i-1})\alpha_h\). Given (4.62), for every \(\hat{q}_h \in \mathcal{Q}_h\), we have

\[
\mathcal{F}_h(t^h_i, \hat{q}_h) \leq \alpha^*_i + \mathcal{F}_h(t^h_i, \hat{q}_h) + D_h(q^h_{i-1}, \hat{q}_h) - D_h(q^h_{i-1}, q^h_i)
\]

\[
\leq \alpha^*_i + \mathcal{F}_h(t^h_i, \hat{q}_h) + D_h(q^h_{i-1}, \hat{q}_h), \tag{4.69}
\]

where, in the last line, we employed the triangle inequality. This shows (4.65).

We check (4.66). For simplicity, set \(f^h_i := \mathcal{F}_h(t^h_i, q^h_i)\) and \(d^h_i := D_h(q^h_{i-1}, q^h_i)\). From (4.62), by applying the fundamental theorem of calculus, we obtain

\[
f^h_i - f^h_{i-1} + d^h_i \leq \alpha^*_i - f^h_{i-1} + \mathcal{F}_h(t^h_i, q^h_{i-1})
\]

\[
= \alpha^*_i + \mathcal{F}_h(t^h_i, q^h_{i-1}) - \mathcal{F}_h(t^h_{i-1}, q^h_{i-1})
\]

\[
= \alpha^*_i + \int_{t^h_{i-1}}^{t^h_i} \partial_i \mathcal{F}_h(\tau, q^h_{i-1}) \, d\tau, \tag{4.70}
\]

which gives (4.66).

Testing (4.65) with \(\hat{q}_h = \overline{q}_h\), where the latter is defined as in the proof of Theorem 3.13, we have

\[
\mathcal{F}_h(t^h_i, \overline{q}_h) \leq \alpha^*_i + \mathcal{F}_h(t^h_i, \overline{q}_h) + D_h(q^h_i, \overline{q}_h).
\]

Exploiting the uniform boundedness of the applied loads with respect to time, which follows from (4.3)–(4.5) by the Morrey embedding, with computations analogous to the one in the proof of Theorem 3.13 we check that the right-hand side of the previous inequality is uniformly bounded with respect to \(h > 0\) and \(i \in \{0, \ldots, N_h\}\). Here, we also take advantage of (4.63) and of the boundedness of \((\alpha_h)\). Therefore, (4.64) is proved.

Now, for the sake of clarity, we specify the sequence \((h_n)\) such that \(h_n \to 0^+\), as \(n \to \infty\), in place of \(h > 0\). Thus, \((q^h_{1n}, \ldots, q^h_{N_{hn}})\) is a solution to the AIMP determined by \(\Pi_{hn}\) with tolerance \(\alpha_{hn}\) and initial datum \(q^h_0\) for every \(n \in \mathbb{N}\). By applying Lemma 3.15 with \((\overline{q}_h)\) given by the sequence \(q^0_{1h_1}, q^1_{1h_1}, \ldots, q^1_{1h_1}, q^1_{2h_2}, \ldots, q^1_{1h_1}, q^1_{2h_2}, \ldots, q^1_{1h_1}, q^1_{2h_2}, \ldots, q^1_{1h_1}, q^1_{2h_2}, \ldots, \).


we deduce the existence of \( \overline{\nu} \in \mathbb{N} \) such that
\[
\sup_{n \geq \overline{\nu}} \sup_{i \in \{0, 1, \ldots, N_h\}} E_{h_n}(q_{h_n}^i) \leq C(M).
\] (A.71)

Here, we exploit once more the uniform boundedness of the applied loads. Moreover, by Lemma 4.7, for every \( n \geq \overline{\nu} \) and for every \( i \in \{0, 1, \ldots, N_h\} \), the following estimates hold:
\[
\forall t \in (0, T) \setminus Z, \quad |\partial_t F_{h_n}(t, q_{h_n}^i)| \leq \kappa_{h_n}(t) (F_{h_n}(t, q_{h_n}^i) + L(M)),
\]
\[
\forall s, t \in [0, T], \quad F_{h_n}(t, q_{h_n}^i) + L(M) \leq (F_{h_n}(s, q_{h_n}^i) + L(M)) e^{K_{h_n}(t) - K_{h_n}(s)},
\]
\[
\forall t \in (0, T) \setminus Z, \forall s \in [0, T], \quad |\partial_t F_{h_n}(t, q_{h_n}^i)| \leq \kappa_{h_n}(t) (F_{h_n}(s, q_{h_n}^i) + L(M)) e^{K_{h_n}(t) - K_{h_n}(s)}.
\]

Henceforth, for simplicity, we go back to writing \( h \) as a subscript without specifying the sequence of thicknesses and we set \( \overline{h} := h_{\overline{\nu}} \). Accordingly, for every \( h \leq \overline{h} \) and \( i \in \{0, 1, \ldots, N_h\} \), we have:
\[
\forall t \in (0, T) \setminus Z, \quad |\partial_t F_h(t, q_h^i)| \leq \kappa_h(t) (F_h(t, q_h^i) + L(M)),
\] (A.72)
\[
\forall s, t \in [0, T], \quad F_h(t, q_h^i) + L(M) \leq (F_h(s, q_h^i) + L(M)) e^{K_h(t) - K_h(s)},
\] (A.73)
\[
\forall t \in (0, T) \setminus Z, \forall s \in [0, T], \quad |\partial_t F_h(t, q_h^i)| \leq \kappa_h(t) (F_h(s, q_h^i) + L(M)) e^{K_h(t) - K_h(s)}.
\] (A.74)

Going back to proof of (A.67), let \( h \leq \overline{h} \) and \( i \in \{1, \ldots, N_h\} \). For convenience, set \( K^i_h := K_h(t^i_h) \). Combining (A.66) with (A.74), we compute
\[
f^i_h \leq f^i_h + d^i_h \leq \alpha^i_h + f^i_{h^-1} + \int_{t^i_{h^-1}}^{t^i_h} \partial_t F_h(\tau, q_h^{i-1}) \, d\tau
\]
\[
\leq \alpha^i_h + f^i_{h^-1} + (f^i_{h^-1} + L(M)) \int_{t^i_{h^-1}}^{t^i_h} \kappa_h(\tau) e^{K_h(\tau) - K^i_h} \, d\tau
\]
\[
= \alpha^i_h + f^i_{h^-1} + (f^i_{h^-1} + L(M)) \left( e^{K^i_h - K^i_{h^-1}} - 1 \right)
\]
\[
= \alpha^i_h - L(M) + (f^i_{h^-1} + L(M)) e^{K^i_h - K^i_{h^-1}}.
\]

Thus
\[
f^i_h + L(M) \leq \alpha^i_h + (f^i_{h^-1} + L(M)) e^{K^i_h - K^i_{h^-1}},
\]
from which, by induction, we obtain
\[
f^i_h + L(M) \leq \left( f^0_h + L(M) + \sum_{j=1}^i e^{-K^j_h} \alpha^j_h \right) e^{K^i_h}.
\] (A.75)

Here, we set \( f^0_h := F_h(0, q_h^0) \). From (A.66), using (A.74), we estimate
\[
f^i_h - f^i_{h^-1} + d^i_h \leq \alpha^i_h + \int_{t^i_{h^-1}}^{t^i_h} \partial_t F_h(\tau, q_h^{i-1}) \, d\tau
\]
\[
\leq \alpha^i_h + (f^i_{h^-1} + L(M)) \int_{t^i_{h^-1}}^{t^i_h} \kappa_h(\tau) e^{K_h(\tau) - K_h(t^i_{h^-1})} \, d\tau
\] (A.76)
\[
\leq \alpha^i_h + (f^i_{h^-1} + L(M)) \left( e^{K_h(t^i_h) - K^i_{h^-1}} - 1 \right).
\]
Then, summing (4.76), with \( j \) in place of \( i, \) for \( j \in \{1, \ldots, i\} \) and employing (4.75), with \( j - 1 \) in place of \( i, \) we obtain

\[
\begin{align*}
\sum_{j=1}^{i} d^j_h + L(M) & \leq f^0_h + L(M) + \sum_{j=1}^{i} \alpha^j_h + \sum_{j=1}^{i} (f^{j-1}_h + L(M)) \left( e^{K^j_h - K^{j-1}_h} - 1 \right) \\
& \leq f^0_h + L(M) + \sum_{j=1}^{i} \alpha^j_h + \sum_{j=1}^{i} \left( f^0_h + L(M) + \sum_{k=1}^{j-1} e^{-K^k_h \alpha^k_h} \right) \left( e^{K^j_h - K^{j-1}_h} - 1 \right) \\
& = \sum_{j=1}^{i} \alpha^j_h + (f^0_h + L(M)) e^{K^i_h} + \sum_{j=1}^{i} \left( e^{K^j_h - K^{j-1}_h} \right) \sum_{k=1}^{j-1} e^{-K^k_h \alpha^k_h} \\
& \leq \sum_{j=1}^{i} \alpha^j_h + (f^0_h + L(M)) e^{K^i_h} + \sum_{j=1}^{i} \left( e^{K^j_h - K^{j-1}_h} \right) \sum_{k=1}^{j-1} \alpha^k_h \\
& = \left( f^0_h + L(M) + \sum_{j=1}^{i} \alpha^j_h \right) e^{K^i_h},
\end{align*}
\]

which yields (4.67).

Finally, we prove (4.68). Testing (4.65) for \( i - 1 \) if \( i > 1 \) or (4.12) if \( i = 1 \) both with \( \bar{q}_h = q^i_h \), we have

\[
f^{i-1}_h \leq \alpha^{i-1}_h + \mathcal{F}_h(t^{i-1}_h, q^i_h) + d^i_h.
\]

Here, in the second case, we set \( \alpha^0_h := 0 \). From this, employing the Fundamental Theorem of Calculus and (4.74), we compute

\[
\begin{align*}
f^{i-1}_h - f^i_h - d^i_h & \leq \alpha^{i-1}_h - \left( \mathcal{F}_h(t^{i-1}_h, q^i_h) - \mathcal{F}_h(t^{i-1}_h, q^i_h) \right) \\
& = \alpha^{i-1}_h - \int_{t^{i-1}_h}^{t^i_h} \partial_t \mathcal{F}_h(\tau, q^i_h) \, d\tau \\
& \leq \alpha^{i-1}_h + (f^{i-1}_h + L(M)) \int_{t^{i-1}_h}^{t^i_h} K_h(\tau) e^{K^i_h(\tau) - K^{i-1}_h} \, d\tau \\
& \leq \alpha^{i-1}_h + (f^{i-1}_h + L(M)) \left( e^{K^i_h - K^{i-1}_h} - 1 \right).
\end{align*}
\]

Combining (4.76)–(4.77), we obtain (4.68). 

We now present the proof of our fourth main result.

**Proof of Theorem 4.9.** Again, the proof follows the well established scheme in [46] and it is subdivided into six steps.

**Step 1 (A priori estimates).** For every \( h > 0, \) let \( q^0_h, \ldots, q^{N_h}_h \) be the solution to the AIMP determined by \( \Pi_h = (t^0_h, \ldots, t^{N_h}_h) \) with tolerance \( \alpha_h > 0 \) and initial datum \( q^0_h \in Q_h. \) We introduce the piecewise-constant interpolant \( q^i_h: [0,T] \to Q_h \) by setting

\[
q^i_h(t) := \begin{cases}
q^{i-1}_h & \text{if } t^{i-1}_h \leq t < t^i_h \text{ for some } i \in \{1, \ldots, N_h\}, \\
q^{N_h}_h & \text{if } t = T.
\end{cases}
\]

Let \( t \in [0,T]. \) Given \( h > 0, \) let \( i \in \{1, \ldots, N_h\} \) be such that \( t^{i-1}_h \leq t < t^i_h. \) By definition, we have

\[
q_h(t) = q^{i-1}_h, \quad \operatorname{Var}_{D_h}(q^i_h; [0,t]) = \sum_{j=1}^{i-1} D_h(q^{j-1}_h, q^j_h).
\]
Thus, using (4.67) and (4.73), we infer

\[ F_h(t, q_h(t)) + L(M) + \text{Var}_{D_h}(q_h; [0, t]) \leq (F_h(t_h^{-1}, q_h^{-1}) + L(M))e^{K_h(t) - K_h(t_h^{-1})} + \sum_{j=1}^{i-1} D_h(q_h^{-1}, q_h^j) \]
\[ \leq \left( F_h(t_h^{-1}, q_h^{-1}) + L(M) + \sum_{j=1}^{i-1} D_h(q_h^{-1}, q_h^j) \right) e^{K_h(t) - K_h(t_h^{-1})} \]
\[ \leq (F_h(0, q_h^0) + L(M) + t_h^{-1} \alpha_h) \left( e^{K_h(t)} - 1 \right) \]
\[ \leq (F_h(0, q_h^0) + L(M) + T \alpha_h) \left( e^{K_h(T)} - 1 \right). \]

Since the sequences \((F_h(0, q_h^0)), (\alpha_h)\) and \((K_h(T))\) are all bounded, we obtain the estimate

\[ \sup_{h > 0} \sup_{t \in [0, T]} F_h(t, q_h(t)) + \sup_{h > 0} \text{Var}_{D_h}(q_h; [0, T]) \leq C(M, T). \]  

(4.79)

For every \(h > 0\), define \(f_h : [0, T] \to \mathbb{R}\) and \(z_h : [0, T] \to L^1(\Omega; \mathbb{R}^3)\) by setting \(f_h(t) := F_h(t, q_h(t))\) and \(z_h(t) := Z_h(q_h(t))\). From (4.79), we immediately get

\[ \sup_{h > 0} \sup_{t \in [0, T]} f_h(t) + \sup_{h > 0} \text{Var}_{L^1(\Omega; \mathbb{R}^3)}(z_h; [0, T]) \leq C. \]  

(4.80)

We now establish a uniform bound for the total variation of \(f_h\). For simplicity, for every \(h > 0\) and 

\[ f_h^i := F_h(t_h^i, q_h^i), \quad d_h^i := D_h(q_h^{-1}, q_h^i), \quad K_h^i := K_h(t_h^i), \quad \alpha_h^i := (t_h^i - t_h^{i-1}) \alpha_h. \]

Also, for convenience of notation, we set \(t_h^{-1} := 0\). First, denote by \([f_h]^i\) the jump of \(f_h\) at time \(t_h^i\).

Exploiting the continuity of \(t \mapsto F_h(t, q_h^{-1})\) and employing (4.68) and (4.73), we compute

\[ ||[f_h]^i|| = \left| \lim_{s \to 0^+} \{ f_h(t_h^i) - f_h(t_h^i - s) \} \right| = \left| \lim_{s \to 0^+} \{ F_h(t_h^i, q_h^i) - F_h(t_h^i - s, q_h^{-1}) \} \right| \]
\[ = |f_h^i - f_h^{i-1} - (F_h(t_h^i, q_h^{-1}) - F_h(t_h^i - s, q_h^{-1}))| \leq |f_h^i - f_h^{i-1}| + \int_{t_h^i}^{t_h^{i-1}} |\partial_t F_h(\tau, q_h^{-1})| \, d\tau \]
\[ \leq |f_h^i - f_h^{i-1}| + (f_h^{i-1} + L(M)) \int_{t_h^{i-1}}^{t_h^i} \kappa_h(\tau) e^{K_h(\tau) - K_h^{i-1}} \, d\tau \]  

(4.81)

\[ \leq |f_h^i - f_h^{i-1}| + (M + L(M)) \left( e^{K_h^{i-1}} - 1 \right) \]
\[ \leq d_h^i + \alpha_h^{i-1} + \alpha_h + 2(M + L(M)) \left( e^{K_h^{i-1}} - 1 \right). \]

Second, for \(t \in (t_h^{i-1}, t_h^i)\), we have \(f_h(t) = F_h(t, q_h^{-1})\) and, in turn, \(f_h(t) = \partial_t F_h(t, q_h^{-1})\). Making once more use of (4.73), we compute

\[ \int_{t_h^i}^{t_h^{i-1}} |f_h(\tau)| \, d\tau = \int_{t_h^i}^{t_h^{i-1}} |\partial_t F_h(\tau, q_h^{-1})| \, d\tau \]
\[ \leq (f_h^{i-1} + L(M)) \int_{t_h^i}^{t_h^{i-1}} \kappa_h(\tau) e^{K_h(\tau) - K_h^{i-1}} \, d\tau \]
\[ \leq (M + L(M)) \left( e^{K_h^{i-1}} - 1 \right). \]  

(4.82)
Thus, combining \((4.81)-(4.82)\), we obtain
\[
\text{Var}(f_h; [0, T]) = \sum_{i=1}^{N_h} \left\{ \|f_h\|^i + \int_{t_h^i}^{t_h^{i-1}} |f_h(\tau)| \, d\tau \right\}
\leq \sum_{i=1}^{N_h} \left\{ d_h^i + \alpha_h^i + \alpha_h^{i-1} + 3(M + L(M)) \left( e^{K_h^i - K_h^{i-1}} - 1 \right) \right\}
\leq \text{Var}_{D_h}(q_h; [0, T]) + 2T\alpha_h + 3(M + L(M)) \left( e^{K_h(T)} - 1 \right),
\]
where in the last line we computed
\[
\sum_{i=1}^{N_h} \left( e^{K_h^i - K_h^{i-1}} - 1 \right) = \sum_{i=1}^{N_h} e^{-K_h^{i-1}} \left( e^{K_h^i} - e^{K_h^{i-1}} \right) \leq \sum_{i=1}^{N_h} \left( e^{K_h^i} - e^{K_h^{i-1}} \right) = e^{K_h(T)} - 1.
\]
Thus, recalling the boundedness of \((\alpha_h)\) and \((K_h(T))\), where the latter follows from \((4.29)\), the inequality \((4.83)\) together with \((4.79)\) gives
\[
\sup_{h>0} \text{Var}(f_h; [0, T]) \leq C(M, T).
\]

**Step 2 (Compactness).** For every \(h > 0\), define \(\delta_h : [0, T] \to [0, +\infty)\) and the functions
\[
u_h : [0, T] \to W^{1,2}(S; \mathbb{R}^2), \quad v_h : [0, T] \to W^{1,2}(S), \quad w_h : [0, T] \to W^{1,2}(S; \mathbb{R}^3),
\]
\[
\mu_h : [0, T] \to L^2(\mathbb{R}^3), \quad N_h : [0, T] \to L^2(\mathbb{R}^3; \mathbb{R}^{3 \times 3}).
\]
as in in Step 2 of the proof of Theorem 4.3. Exploiting the a priori estimates \((4.79), \ (4.80)\) and \((4.84)\), with the aid of the Helly compactness theorem \([42, \text{Theorem } 3.2]\), we establish the existence of functions \(f \in BV([0, T]), \ z \in BV([0, T]; L^1(\Omega; \mathbb{R}^3))\) and \(\delta : [0, T] \to [0, +\infty)\) such that, up to subsequences, the convergences in \((4.40)-(4.42)\) hold true. Moreover, employing the measurable selection theorem, we identify a function \(q_0 : [0, T] \to Q_0\) with \(q_0(t) = (u(t), v(t), \zeta(t))\) which is measurable and bounded. This function is characterized by the property that, for every \(t \in [0, T]\), there exists a subsequence \((h_k)\), possibly depending on \(t\), such that \((4.44)-(4.45)\) hold true and also
\[
\mu_{h_k}(t) \to \chi_t \zeta(t) \text{ in } L^2(\mathbb{R}^3),
\]
\[
N_{h_k}(t) \to \chi_t (\nabla \zeta(t)) \text{ in } L^2(\mathbb{R}^3; \mathbb{R}^{3 \times 3}),
\]
for some \(\chi : [0, T] \to L^2(\mathbb{R}^3; \mathbb{R}^3)\) measurable and bounded. Then, for every \(h > 0\), we define \(P_h : (0, T) \to \mathbb{R}\) as in Step 2 of the proof of Theorem 4.3 and, with the same arguments, we prove that \((4.56)\) holds true for some \(P \in L^1(0, T)\). Furthermore, defining \(P_0 : (0, T) \to \mathbb{R}\) and \(\tilde{P} : (0, T) \to \mathbb{R}\) as in Step 2 of the proof of Theorem 4.3, we show that \(P \leq \tilde{P}\) and \(\tilde{P} = P_0\) almost everywhere in \((0, T)\).

**Step 3 (Reduced stability).** In view of \((4.65)\), for every \(h > 0\), there holds
\[
\forall t_h \in \Pi_h, \quad \forall q_h \in Q_h, \quad \mathcal{F}_h(t_h, q_h(t_h)) \leq |\Pi_h| \alpha_h + \mathcal{F}_h(t_h, \tilde{q}_h(t)) + \mathcal{D}_h(q_h(t_h), \tilde{q}_h(t)). \tag{4.85}
\]
Define \(\tau_h : [0, T] \to \Pi_h\) by setting \(\tau_h(t) := \{ s \in \Pi_h : s \leq t \}\). Since \(|\Pi_h| \to 0\) as \(h \to 0^+\), we have \(\tau_h(t) \to t\), as \(h \to 0^+\). Fix \(t \in [0, T]\) and let \((h_k)\) be the subsequence such that \((4.44)-(4.48)\) hold. By definition, we have \(q_{h_k}(t) = q_{h_k}(\tau_{h_k}(t))\). Let \(q_0 \in Q_0\) and let \((\tilde{q}_{h_k})\) a corresponding recovery sequence given by Proposition 3.12. By \((4.85)\), there holds
\[
\mathcal{F}_{h_k}(\tau_{h_k}(t), q_{h_k}(t)) \leq |\Pi_{h_k}| \alpha_{h_k} + \mathcal{F}_{h_k}(\tau_{h_k}(t), \tilde{q}_{h_k}) + \mathcal{D}_{h_k}(q_{h_k}(t), \tilde{q}_{h_k}). \tag{4.86}
\]
We focus on the left-hand side. First, arguing as in Step 3 of the proof of Theorem 4.3, we obtain
\[
\mathcal{F}_0(t, q_0(t)) \leq \liminf_{k \to \infty} \mathcal{F}_{h_k}(t, q_{h_k}(t)) = f(t). \tag{4.87}
\]
Second, applying the fundamental theorem of calculus and employing (4.74) and (4.79), we estimate
\[
|\mathcal{F}_h(t, \mathbf{q}_h(t)) - \mathcal{F}_h(\tau_h(t), \mathbf{q}_h(\tau_h(t))))| \leq \int_{\tau_h(t)}^t |\partial_t \mathcal{F}_h(\tau, \mathbf{q}_h(\tau_h(t))))| \, d\tau
\]
\[
\leq (\mathcal{F}_h(\tau_h(t), \mathbf{q}_h(\tau_h(t)))) + L(M) \int_{\tau_h(t)}^t \kappa_h(\tau)e^{K_h(\tau) - K_h(\tau_h(t)))} \, d\tau
\]
\[
= (M + L(M)) \left(e^{K_h(\tau) - K_h(\tau_h(t)))} - 1 \right). \tag{4.88}
\]

Thanks to the equi-integrability of \((\kappa_h)\), which follows from (4.28), the right-hand side of the previous equations goes to zero, as \(k \to \infty\). Hence, combining (4.87)-(4.88), we obtain
\[
\mathcal{F}_0(t, \mathbf{q}_0(t)) \leq \liminf_{k \to \infty} \mathcal{F}_h(\tau_h(t), \mathbf{q}_h(t)) = f(t). \tag{4.89}
\]

Similarly for the right-hand side of (4.86), by arguing as in Step 3 of the proof of Theorem 4.3 and exploiting the continuity of the applied loads with respect to time, we compute
\[
\mathcal{F}_0(t, \mathbf{q}_0(t)) + \mathcal{D}_0(\mathbf{q}_0(t), \mathbf{\tilde{q}}_0) = \lim_{k \to \infty} \left\{ \mathcal{F}_h(\tau_h(t), \mathbf{q}_h(t)) + \mathcal{D}_h(\mathbf{q}_h(t), \mathbf{\tilde{q}}_h(t)) \right\}. \tag{4.90}
\]
Thus, in view of (4.89)-(4.90), taking the inferior limit, as \(k \to \infty\), at both sides of (4.86), we obtain
\[
\mathcal{F}_0(t, \mathbf{q}_0(t)) \leq \liminf_{k \to \infty} \mathcal{F}_h(\tau_h(t), \mathbf{q}_h(t))
\]
\[
\leq \liminf_{k \to \infty} \left\{ |\Pi_{h_k} \alpha_h + \mathcal{F}_h(\tau_h(t), \mathbf{\tilde{q}}_h(t)) + \mathcal{D}_h(\mathbf{q}_h(t), \mathbf{\tilde{q}}_h(t)) \right\}
\]
\[
= \mathcal{F}_0(t, \mathbf{q}_0(t)) + \mathcal{D}_0(\mathbf{q}_0(t), \mathbf{\tilde{q}}_0).
\]
which proves (4.10) for \(t\) fixed.

**Step 4 (Upper energy-dissipation inequality).** We prove the following:
\[
\forall t \in [0, T], \quad \mathcal{F}_0(t, \mathbf{q}_0(t)) + \text{Var}_{\mathcal{D}_0}(\mathbf{q}_0; [0, t]) \leq \mathcal{F}_0(0, \mathbf{q}_0^0) + \int_0^t \partial_t \mathcal{F}_0(\tau, \mathbf{q}_0(\tau)) \, d\tau. \tag{4.91}
\]
First, fix \(t \in [0, T]\). Given \(h > 0\), let \(\tau_h(t) = t_h^i\) where \(i \in \{1, \ldots, N_h\}\) and recall (4.78). Summing the inequality (4.66), with \(j\) in place of \(i\), for \(j \in \{1, \ldots, i - 1\}\) we obtain:
\[
\mathcal{F}_h(\tau_h(t), \mathbf{q}_h(\tau_h(t))) + \text{Var}_{\mathcal{D}_h}(\mathbf{q}_h; [0, \tau_h(t)]) \leq \tau_h(t)\alpha_h + \mathcal{F}_h(0, \mathbf{q}_0^0) + \int_0^t \partial_t \mathcal{F}_h(\tau, \mathbf{q}_h(\tau)) \, d\tau. \tag{4.92}
\]
By definition
\[
\text{Var}_{\mathcal{D}_h}(\mathbf{q}_h; [0, \tau_h(t)]) = \text{Var}_{\mathcal{D}_h}(\mathbf{q}_h; [0, \tau_h(t)])
\]
Thus, (4.88) and (4.92) yield
\[
\mathcal{F}_h(t, \mathbf{q}_h(t)) + \text{Var}_{\mathcal{D}_h}(\mathbf{q}_h; [0, t]) \leq \mathcal{F}_h(\tau_h(t), \mathbf{q}_h(\tau_h(t))) + \text{Var}_{\mathcal{D}_h}(\mathbf{q}_h; [0, \tau_h(t)])
\]
\[
+ (M + L(M)) \left(e^{K_h(\tau) - K_h(\tau_h(t)))} - 1 \right)
\]
\[
\leq \tau_h(t)\alpha_h + \mathcal{F}_h(0, \mathbf{q}_0^0) + \int_0^t \mathcal{F}_h(\tau, \mathbf{q}_h(\tau)) \, d\tau + (M + L(M)) \left(e^{K_h(\tau) - K_h(\tau_h(t)))} - 1 \right). \tag{4.93}
\]

Now, let \((h_k)\) be the subsequence such that (4.44)-(4.48) hold. For the first term on the left-hand side, we have (4.87). For the second one, by lower semicontinuity, (4.41) entails
\[
\text{Var}_{\mathcal{D}_h}(\mathbf{q}_0; [0, t]) = \text{Var}_{L^1(\Omega; \mathbb{R}^3)}(\mathbf{z}; [0, t]) \leq \liminf_{k \to \infty} \text{Var}_{L^1(\Omega; \mathbb{R}^3)}(\mathbf{z}_{h_k}; [0, t])
\]
\[
= \liminf_{k \to \infty} \text{Var}_{\mathcal{D}_h}(\mathbf{q}_{h_k}; [0, t]) = \delta(t).
\]
Thus, taking the inferior limit along the subsequence \((h_k)\), as \(k \to \infty\), at both sides of (4.93), we obtain
\[
\mathcal{F}_0(t, q_0(t)) + \text{Var}_x(q_0; [0, t]) \leq f(t) + \delta(t)
\]
\[
\leq \mathcal{F}_0(0, q_0^0) + \int_0^t P(\tau) \, d\tau
\]
\[
\leq \mathcal{F}_0(0, q_0^0) + \int_0^t P_0(\tau) \, d\tau.
\]
This proves (4.91).

**Step 5 (Lower energy-dissipation inequality).** As in Step 5 of the proof of Theorem 4.3, the lower energy-dissipation inequality is deduced from the reduced stability (4.10) by applying [45, Proposition 2.1.2.3].

**Step 6 (Improved estimates).** To check (4.19)–(4.18), we identify the functions \(f\) and \(V\) in (4.40)–(4.41) by arguing as in Step 6 of the proof of Theorem 4.3. Eventually, to show (4.20), we check that \(P = P_0\) almost everywhere in \((0, T)\) again by arguing as in Step 6 of the proof of Theorem 4.3. \(\square\)

4.4. **Alternative dissipation.** We conclude the section by mentioning an alternative notion of dissipation proposed in [11]. In the same paper, it has been observed that the dissipation distance in (4.2) allows for the dissipation of energy by means of composition with rigid motions. Although this possibility is discouraged by energy minimization, this fact is certainly questionable from the modeling point of view.

This observation motivates the introduction of an alternative dissipative variable. Let \(h > 0\) and let \(q = (y, m) \in Q_h\) be an admissible state. Similarly to (3.3), we define
\[
\widehat{Z}_h(q) := (\text{adj} \nabla_h y)m \circ y,
\]
where the adjugate matrix simply denotes the transpose of the cofactor matrix. The quantity in (4.94) constitutes a flux-preserving pull-back of the magnetization \(m\) to the reference space and has the appreciable feature of being frame indifferent [11].

In view of (2.20), up to assuming \(a \geq p/(p - 2)\) in (2.12), we have \(\widehat{Z}_h(q) \in L^1(\Omega; \mathbb{R}^3)\) for every \(q \in Q_h\) with \(E_h(q) < +\infty\). Therefore, we can define the alternative dissipation distance \(\widehat{D}_h : Q_h \times Q_h \to [0, +\infty)\) by setting
\[
\widehat{D}_h(q, \hat{q}) := \int_{\Omega} \left| \widehat{Z}_h(q) - \widehat{Z}_h(\hat{q}) \right| \, dx.
\]
Standing the more restrictive growth condition in (2.12), it can be shown that the distance \(\widehat{D}_h\) is lower semicontinuous with respect to the natural topology on \(Q_h\), see [9, 11]. However, the existence of energetic solutions to the bulk model is out-of-reach within this framework. This can be achieved by means of a suitable regularization of the energy in the spirit of gradient polyconvexity [6]. We refer to [11] for more details.

Nevertheless, one might aim to prove convergence results analogous to Theorem 4.3 and Theorem 4.9 in this alternative setting. In this case, a substantial obstacle is the absence of a priori bounds on the dissipation distance in (4.95). Such bounds are crucial in order to be able to establish the compactness of the sequence \((q_h)\) in Theorem 4.3 and Theorem 4.9.

A practicable way to overcome this issue is to enforce some uniform bound on the dissipative variable into the definition of the class of admissible states in a form of a locking constraint [6]. This is what is substantially done, in a more implicit way, in [15] and [47] for the problem of dimension reduction and linearization in finite plasticity, respectively. Alternatively, one can replace the distance in (4.95) with the function \(\widehat{D}_h : Q_h \times Q_h \to [0, +\infty)\) given by
\[
\widehat{D}_h(q, \hat{q}) := \int_{\Omega} \frac{1}{|\widehat{Z}_h(q)|} \frac{1}{|\widehat{Z}_h(\hat{q})|} \left| \frac{\widehat{Z}_h(q)}{|\widehat{Z}_h(q)|} - \frac{\widehat{Z}_h(\hat{q})}{|\widehat{Z}_h(\hat{q})|} \right| \, dx.
\]
This distance is not lower semicontinuous with respect to the natural topology on \(Q_h\). However, in both cases, convergence results analogous to Theorem 4.3 and Theorem 4.9 can be established by having \(\widehat{D}_h\) in place of \(D_h\) without introducing any regularization.
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