AMICABLE AID:
TURNING ADVERSARIAL ATTACK TO BENEFIT CLASSIFICATION

**Abstract**

While adversarial attacks on deep image classification models pose serious security concerns in practice, this paper suggests a novel paradigm where the concept of adversarial attacks can benefit classification performance, which we call amicable aid. We show that by taking the opposite search direction of perturbation, an image can be converted to another yielding higher confidence by the classification model and even a wrongly classified image can be made to be correctly classified. Furthermore, with a large amount of perturbation, an image can be made unrecognizable by human eyes, while it is correctly recognized by the model. The mechanism of the amicable aid is explained in the viewpoint of the underlying natural image manifold. We also consider universal amicable perturbations, i.e., a fixed perturbation can be applied to multiple images to improve their classification results. While it is challenging to find such perturbations, we show that making the decision boundary as perpendicular to the image manifold as possible via training with modified data is effective to obtain a model for which universal amicable perturbations are more easily found. Finally, we discuss several application scenarios where the amicable aid can be useful, including secure image communication, privacy-preserving image communication, and protection against adversarial attacks.

1 Introduction

Deep learning technologies have been widely expanded to various applications thanks to the abundance of data and computational resources. On the other hand, recent studies have shown that deep neural networks are highly vulnerable to adversarial attacks, which fool the target deep model by adding imperceptible noise to input images. For instance, adversarial attacks can make image classification models misclassify a given image [1]. Such vulnerability against adversarial attacks raises significant security concerns in real-world applications [2].

An attack can be defined as adding perturbation $\delta$ to image $x$ to mislead an image classification model. There are two natures that make this an “attack” [3]. First, $\delta$ should be obtained so that the model does not recognize the image as a ground-truth class $y$ (i.e., deterioration). Second, $\delta$ should be small enough to conceal the fact that the original image has been manipulated (i.e., inconspicuousness).

A question that motivated our work in this paper is as follows: **If it is possible to find a perturbation that can deteriorate classification performance, will it be also possible to find a perturbation that can improve classification performance?** We find that the answer is yes and doing so is surprisingly effective. Figure 1 shows that adding an imperceptible perturbation pattern to an image can not only increase the confidence score when the original classification result is correct (Figure 1(a)) but also make the classification result correct even if the model misclassifies the original image (Figure 1(c)). More surprisingly, it is also possible to add a significant amount of perturbation to increase confidence or fix the classification result so that the original content is completely destroyed (Figures 1(b) and 1(d)). We call this phenomenon as amicable aid as an opposite concept to adversarial attack. We can rethink the role...
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Figure 1: Concept of the proposed amicable aid. (Left) The original image is correctly classified as “Persian cat” by the trained VGG16 [3] model with a confidence of 0.4279. (a) By adding a small perturbation computed by our method, called weak aid, the confidence can be maximized. (b) Confidence boosting can be obtained even with a large amount of perturbation that completely destroys the original content, called strong aid. (Right) The original image (“proboscis monkey”) is misclassified by VGG16 as “titi.” (c) By the weak aid, the image can be correctly classified with the maximum confidence. (d) The strong aid also can change the image in a way that it is correctly classified with the maximum confidence.

of image perturbations that have been used for adversarial attacks based on the two natures, i.e., deterioration and inconspicuousness.

In this paper, we define the notion of amicable aid and perform analysis regarding its characteristics and mechanism. We show that the amicable aid can be performed with high success rates by iterative gradient-based search where the search direction is made opposite to conventional adversarial attacks. We also define the weak amicable aid with imperceptible perturbations and the strong amicable aid with perceptible perturbations destroying the original image content. We explain the mechanism of the amicable aid in the viewpoint of image manifold and decision boundary. This view also explains enhanced robustness of images containing amicable perturbations against adversarial attacks. We also present further analysis results to understand models’ prediction under the amicable aid and to examine transferability of amicable perturbations. Then, we examine the feasibility of finding universal perturbations of the amicable aid. We show that while finding a universal perturbation is challenging, the challenge can be resolved by making the decision boundaries more perpendicular to the data manifold. Finally, we discuss some potential real-world applications where the amicable aid can be useful.

2 Related work

2.1 Adversarial attacks

Recent studies have shown that many deep learning-based image classification models are highly vulnerable to malicious image manipulation, which is known as the adversarial attack. In [5], it was shown that a hardly imperceptible perturbation added to an image can make a classification model produce an incorrect classification result. A strong attack method called fast gradient sign method (FGSM) was developed in [2], which calculates a perturbation from the sign of the gradients in the classifier. An iterative version of FGSM (called I-FGSM) was proposed in [6], which achieved higher attack performance than FGSM. Several other adversarial attack techniques have been proposed with various perspectives and objectives [7, 8, 9, 10, 11, 12, 13]. In addition to these white-box attacks, there exist black-box attack approaches that do not assume complete availability of the knowledge regarding the target classifier, e.g., [14, 15]. Existence of an image-agnostic universal perturbation has been also shown [16], i.e., a single perturbation can attack multiple images.

A plausible explanation of adversarial attacks is the manifold theory. While natural images lie on a low-dimensional data manifold, adding an adversarial perturbation to an image causes the image to leave the manifold and also cross the decision boundary. In this sense, attacks adding noise-like perturbations can be called off-manifold attacks, whereas on-manifold adversarial samples remain on the manifold with preserving visual naturalness [17, 18]. Finding off-manifold samples becomes easy when the decision boundary lies close to the manifold [19].
2.2 Applications of adversarial attacks

While adversarial attacks are undesirable threats for classifiers in general, there have been a few attempts to exploit attacks for specific purposes recently. The work in [20] used a set of adversarial examples as a fingerprint of a deep neural network in order to deal with model stealing. In [21], it was found that model training using attacked images can improve generalization performance via regularization. In [22], an adversarial attack was used to explain learned representations.

To the best of our knowledge, the work [23] is the only attempt to search a perturbation minimizing the classification error. This work proposed a method to protect privacy by making an image unlearnable with a perturbation during model training. This method and ours commonly set the direction for searching perturbations to the opposite of that of adversarial attacks. However, the former aims to fool the training process, whereas our work focuses on understanding and analyzing the characteristics and mechanism of error-minimizing perturbations in the viewpoint of improving classification performance.

3 Amicable aid

3.1 Method

Given an image classification model with weight parameters \( \theta \) and an image \( x \) with the true class label \( y \), performing the amicable aid can be formulated as an optimization problem as follows:

\[
\min_{\delta} J(x + \delta, y, \theta) \\
\text{such that } ||\delta||_p \leq \epsilon,
\]

where \( \delta \) is the perturbation, \( J \) is the cost function (e.g., cross-entropy), and \( \epsilon \) is a hyperparameter. In other words, we want to find \( \delta \) that minimizes the cost function while its \( p \)-norm is bounded by \( \epsilon \). Note that this formulation is exactly the opposite to that for adversarial attacks where minimization is replaced by maximization.

Many of gradient-based adversarial attack methods can be adopted to solve the above optimization problem. For instance, the idea of FGSM [2], which is one of the most popular and strongest attacks, can be used for \( p = \infty \):

\[
\delta = -\epsilon \cdot \text{sign}(\nabla_x J(x, y, \theta)).
\]

Note that the negative signed gradient is used here as opposed to the FGSM attack. It is known that FGSM can be made more powerful using an iterative approach, I-FGSM [6]. Similarly, an iterative version of (2) can be formulated as follows.

\[
x_0 = x,
\]

\[
\tilde{x}_{n+1} = \text{clip}_{0,1}(x_n - \frac{\epsilon}{N} \text{sign}(\nabla_x J(x, y, \theta))),
\]

\[
x_{n+1} = \text{clip}_{-\epsilon,\epsilon}(\tilde{x}_{n+1} - x) + x,
\]

where \( N \) is the number of iterations and \( \text{clip}_{a,b}(z) = \min(\max(z, a), b) \).

As shown in Figure 1, \( \epsilon \) can be controlled so that the perturbation becomes either imperceptible with a small \( \epsilon \) (Figures 1(a) and 1(b)) or perceptible with a large \( \epsilon \) (Figures 1(b) and 1(d)), which we call weak aid and strong aid, respectively. While only small values of \( \epsilon \) are meaningful in the case of adversarial attacks in order to effectively conceal perturbations, the strong aid with a significant amount of perturbation that completely destroys the original content is not only interesting but also useful in some applications (see Section 5).

We apply the weak and strong aid to the test set of CIFAR-100 [24]. Three models, namely, VGG16 [3], ResNet50 [25], and MobileNetV2 [26], are employed. We use \( \epsilon = .05 \) for the weak aid and \( \epsilon = 5 \) for the strong aid. The number of iterations (\( N \)) is set to 50. The results are shown in Table 1. It is observed that the aids significantly improve the classification performance, showing near-perfect or perfect classification accuracies and confidence scores. Moreover, finding perturbations for the strong aid seems slightly more difficult compared to the weak aid due to the requirement of large perturbation changes at each search iteration.

\[ ^1 \text{The I-FGSM-based amicable aid have an advantage that we can accurately control the amount of perturbation; an appropriate value of } \epsilon \text{ for a weak or strong aid can be intuitively determined. While we found that the C&W-based aid is also successful, controlling the strength of the aid through the balancing hyperparameter is not straightforward.} \]
Table 1: Classification accuracy (with average confidence for the true class labels) for the original images, weakly aided images, and strongly aided images for CIFAR-100.

|          | VGG16     | ResNet50   | MobileNetV2 |
|----------|-----------|------------|-------------|
| Original | 72.32% (.7090) | 78.82% (.7574) | 68.90% (.6182) |
| Weak aid | 100.0% (1.000) | 100.0% (1.000) | 99.88% (.9954) |
| Strong aid | 97.22% (.9638) | 99.42% (.9905) | 93.83% (.9197) |

3.2 Mechanism

In the manifold-based explanation for adversarial attacks, ordinary adversarial attacks that modify images in unnatural ways cause the images leave the manifold [17]. The mechanism of the amicable aid can be also explained in the viewpoint of the manifold and decision boundary, as illustrated in Figure 2. The original image (α), which is inside the decision boundary and thus correctly classified, lies on the manifold. By an off-manifold attack, it leaves the manifold and also goes beyond the decision boundary so that the classification result becomes wrong (α'). Amicable aids also make the image leave the manifold, but the perturbed images (β and γ) still stay within the decision region. The strongly aided image (γ) is located farther from the manifold due to a larger amount of perturbation by a large value of ϵ than the weakly aided image (β) using a small value of ϵ.

To support this explanation, we check the distance of aided images from the manifold. The true manifold is not known, thus it is approximated by the nearest neighbor-based method described in [17]. Figure 3 shows the average distance of the aided images to the approximated manifold with respect to the value of ϵ for the CIFAR-100 test images when VGG16 is employed. It is clearly observed that the distance to the manifold increases as ϵ increases.

![Figure 2: Illustration of the process of the amicable aid. α indicates the original image residing on the manifold. The blue solid arrows mean modification processes of the original image by the amicable aid, while the red dashed arrows mean modification processes by the attack. β and γ correspond to a weakly and strongly aided images, respectively. Both attack and aid make the original image leave the manifold, but the aided images still remain inside the decision region (shaded region) while the attacked images do not.](image)

3.3 Enhanced robustness

Since the amicable aid searches a perturbation in the opposite direction of an adversarial attack, a naturally arising question is: Will the aided images be more robust to adversarial attacks than their original counterparts? To answer this question, the classification accuracy before and after an adversarial attack is examined for the correctly classified images by VGG16. As an adversarial attack, we employ I-FGSM with εattack = .01 and .05 and a number of iterations of 50.
The results are shown in Table 2. It is clearly observed that the weak and strong aids improve robustness against the attacks. In particular, the strongly aided images show significantly enhanced robustness, e.g., from 24.10% to 90.70% for $\epsilon_{\text{attack}} = .01$. These results can be explained from Figure 2. An aid tries to maximize the confidence for the given image, i.e., the image moves deeper in the decision region and becomes farther from the decision boundary. As a result, the aided image becomes harder to attack.

Table 2: Classification accuracy (with average confidence for the true class labels) for CIFAR-100 with VGG16 when aided images are attacked by I-FGSM with $\epsilon_{\text{attack}}=.01$ or .05. Note that we use only correctly classified images before the attack in each case, so the accuracies of unattacked images are all 100%.

|                | Unattacked | $\epsilon_{\text{attack}}=.01$ | $\epsilon_{\text{attack}}=.05$ |
|----------------|------------|---------------------------------|---------------------------------|
| Original       | 100.0%     | 24.10%                          | 1.83%                           |
|                | (.9589)    | (.2326)                         | (.0139)                         |
| Weak aid       | 100.0%     | 45.75%                          | 2.11%                           |
|                | (1.000)    | (.4538)                         | (.0171)                         |
| Strong aid     | 100.0%     | 90.70%                          | 28.84%                          |
|                | (.9881)    | (.8904)                         | (.2780)                         |

3.4 Analysis

The strong aid completely distorts an image so that the image becomes unrecognizable for human eyes (Figures 1(b) and (d)). The model, however, still classifies it surprisingly well. Then, which image region does the model attend to make such a decision? To answer this question, we use the Grad-CAM method [27] to examine important regions for decision in aided images. Figure 4 compares the Grad-CAM results of the original image from the ImageNet dataset, weakly and strongly attacked images by I-FGSM, and weakly and strongly aided images for VGG16. The attended regions in the attacked images are mostly deviated from those in the original images. However, in the case of the aided images, the originally attended regions are still attended, which surprisingly holds even in the case of the strong aid. It seems that perturbations are added in such a way that important image features are intact by the aid but effectively destroyed by the attack. Figure 5 compares the distribution of the intersection over union (IoU) between the attended regions in the original images and perturbed images. It is apparent that there exist larger overlaps in the attended regions between the original and aided images than between the original and attacked images.

3.5 Transferability

In adversarial attacks, the transferability means the possibility that an adversarial example causing misclassification for one model is also misclassified by another model [28]. The concept of transferability can be also applied to the amicable aid, i.e., we want to examine if aided examples found for one model are transferable to different models. A transferable aided example will be correctly classified by several models without necessity of crafting a new aided example for each model.

Table 3 summarizes transferability of aided images from CIFAR-100 among VGG16, ResNet50, and MobileNetV2. The weak aid is highly transferable across the models, whereas the strong aid is not. A weakly aided example for a
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Figure 4: Grad-CAM results of the original, attacked, and aided images from the ImageNet validation set, where VGG16 is employed. Predicted class labels and confidence scores are also shown in blue (for correct classification) or red (for misclassification).

Figure 5: Distribution of the intersection over union (IoU) of the attended regions between the original and aided/attacked images.

model leaves the data manifold by a relatively small distance. Thus, with high probability it remains inside the decision region of another model. On the other hand, the strong aid for a model makes an image move relatively far from the manifold until the point that is inside the decision region of the model but outside the decision region of another model.

4 Universal amicable aid

In adversarial attacks, it is possible to find an image-agnostic perturbation that affects multiple images to make a given model misclassify them, which is known as the universal attack [16]. Borrowing this idea, the concept of universal
Table 3: Transferability of amicable aids in terms of classification accuracy of weakly or strongly aided images from CIFAR-100 when a model in a row is used to obtain aided examples and the model in a column performs classification using the examples.

|                | VGG16 weak | VGG16 strong | ResNet50 weak | ResNet50 strong | MobileNetV2 weak | MobileNetV2 strong |
|----------------|------------|--------------|---------------|-----------------|------------------|-------------------|
| VGG16          | 100.0%     | 97.22%       | 87.64%        | 5.57%           | 86.38%           | 1.93%             |
| ResNet50       | 100.0%     | 1.13%        | 100.0%        | 99.42%          | 89.76%           | 1.04%             |
| MobileNetV2    | 75.63%     | 1.51%        | 81.94%        | 1.93%           | 99.88%           | 93.83%            |

An amicable aid can be proposed. The objective of the universal amicable aid is to find an image-agnostic perturbation that can aid multiple images to obtain correct classification results, which is expected to be a more challenging problem than the universal attack, as illustrated in Figure 6. In this section, we explore the feasibility of the universal amicable aid.

Figure 6: Illustration of the image-wise aid and the universal aid (solid lines). A shaded region represents the decision region where a correct classification result is obtained. The image-wise attack and the universal attack are also shown (dotted lines) for comparison. (Left) An original image \( c_1 \) that is correctly classified is moved within the decision region by the amicable aid. An image \( i_1 \) that is misclassified is moved into the decision region by the amicable aid. (Right) Three correctly classified images \( c_1, c_2, \) and \( c_3 \) are super-imposed and their corresponding decision regions are shown with different colors. The universal amicable aid (solid line) needs to move the three images within the intersection of the three decision regions. Three misclassified images \( i_1, i_2, \) and \( i_3 \) also need to be sent inside the intersection by the universal aid. On the other hand, the universal attack (dotted line) needs to move three images outside their decision regions, where the region of the valid universal attack is far wider than that of the universal aid.

4.1 Finding universal perturbations

Basically, a universal amicable perturbation for aid can be found in a way similar to that for finding a universal adversarial perturbation, i.e., using the average gradient over multiple images in \( \bar{\nabla}f \). There are several questions related to the existence of universal amicable perturbations:

- Does a universal perturbation exist for a certain amount of images?
- Is the found universal perturbation effective for both strengthening the confidence of correctly classified images and making misclassified images being correctly classified?
- Is the found universal perturbation applicable to unseen data?

In order to systematically deal with these questions, we conduct the following experiment. To observe the behavior of the universal amicable aid for correctly and incorrectly classified images, we form two sets referred to as \( \text{correctA} \) and \( \text{incorrectA} \). Each dataset consists of 1,000 images from CIFAR-100 that are originally classified correctly and incorrectly by VGG16, respectively. \( \text{correctA}, \text{incorrectA} \), and the aggregation of the two sets (i.e., \( \text{correctA+incorrectA} \)) are used to find universal amicable perturbations. The found universal perturbations are
Figure 7: Classification accuracy of four different image sets when universal amicable aids are applied. Universal perturbations are found from and applied to 100 images (left column) or 1,000 images (right column) of correctA (top row), incorrectA (middle row), or correctA+incorrectA (bottom row).

applied to themselves (i.e., correctA and incorrectA), and also tested on another two sets formed similarly, which are referred to as correctB and incorrectB, respectively, to evaluate generalization performance of the universal amicable perturbations for unseen data.

Figure 7 summarizes the experimental results over different values of $\epsilon$. The figure shows the accuracy for the universally aided datasets (correctA, correctB, incorrectA, and incorrectB) when universal amicable perturbations are found using 100 or 1,000 images in correctA, incorrectA, or correctA+incorrectA. From the results, following observations can be made. (1) For correctly classified images, universal perturbations are successfully found when they are obtained from correctly classified images. Those obtained using 1,000 images especially show reasonable generalization performance (Figure 7(b)). However, there also exist accuracy drops for large values of $\epsilon$. For incorrectly classified images, about 10% to 15% are made correctly classified by the perturbations, which is thought as a result of leaving the data manifold and entering the correct decision regions for these images. (2) Finding universal perturbations using incorrectly classified images is challenging. When only 100 images are used (Figure 7(c)), the universal perturbations found for incorrectA can significantly improve the accuracy for the same dataset; however, for 1,000 images (Figure 7(d)), the accuracy for incorrectA drops significantly and the perturbations do not generalize well on incorrectB. (3) When both correctA and incorrectA are used to find universal perturbations, the perturbations work as almost well as those found from each set, but accuracy drops are also observed for large $\epsilon$ values (Figures 7(e) and (f)).

The results show that it is feasible to find a universal perturbation for the weak aid, but it is challenging for the strong aid. For success of the universal amicable aid, the same perturbation must allow all images to stay in their own decision regions, which is particularly challenging for a large value of $\epsilon$, as shown in Figure 6.
4.2 Improving universal aid

Will it be possible to improve the universal aid, i.e., to find amicable perturbations having large values of $\epsilon$ and showing good generalization performance on unseen images? Such improvement can be useful for some applications where the image-specific aid is not applicable but fixed universal amicable perturbations needs to be used (see Section 5). An idea to achieve this is illustrated in Figure 8. If we can make the decision boundaries perpendicular to the data manifold, more (correctly classified) images can leave the data manifold by a larger distance while they still remain inside their decision regions. To realize this, we employ the data modification method presented in [29]. In this method, the data for model training are modified to contain noise in the normal direction of the data manifold by performing principal component analysis (PCA) and then adding noise, so that the model learns decision boundaries perpendicular to the data manifold. Algorithm 1 summarizes the procedure of model training using the modified dataset by PCA.

Algorithm 1 Model training using samples modified by PCA [29]

**Input:** Training images $X = \{x | x \in [0, 1]^D\}$ and its covariance matrix $C$, training labels $Y$, and mean image $\bar{x}$

**Parameters:** Dimension of the PCA subspace $d$, dimension of additive noise $m$, noise scale $c > 0$, and desired model structure $s$

**Output:** Trained model with modified dataset.

1. Define a set of modified images $X' \leftarrow \{\}$.
2. Perform spectral decomposition on $C$.
   
   $C = \sum_{i=1}^{D} \lambda_i v_i v_i^\top$, \hspace{1cm} $\lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_D$.  

3. for $x \in X$ do
   
   a. Project $x - \bar{x}$ on the eigenvector space.
   
   $\mathbf{a} \leftarrow V^\top (x - \bar{x})$, $V = [v_1, v_2, \ldots, v_D]$.

   Add noise to obtain $\mathbf{a}' = [a'_1, a'_2, \ldots, a'_D]$.
   
   $a'_i = \begin{cases} 
   a_i, & 1 \leq i \leq d \\
   c\sqrt{\lambda_i} \xi_i, & d + 1 \leq i \leq d + m \\
   0, & \text{otherwise},
   \end{cases}$

   where $\xi_i \sim \mathcal{N}(0, 1)$.

   Reconstruct modified image $x'$.
   
   $x' \leftarrow Va' + \bar{x}$.

4. Add $x'$ to $X'$.

5. end for

6. Train $s$ with $X'$ to obtain the trained model.

Figure 9 shows the performance of the method for VGG16. Here, both hyperparameters $m$ and $c$ are set to 10, and $d$ vary among 500, 800, and 1000 (noted as PCA500, PCA800, and PCA1000 in the figure, respectively). Universal
Figure 9: Classification accuracy of the original model and models trained using modified images. The amicable perturbations are found for correctA and applied to (a) correctA and (b) correctB.

Figure 10: Classification accuracy of the original model and models trained using modified images. The amicable perturbations are found for correctA+incorrectA and applied to (a) correctA+incorrectA and (b) correctB+incorrectB.

It is clearly observed that the models trained with the modified images show higher accuracy than the original model, demonstrating the improvement in finding universal amicable perturbations.

Figure 10 shows the performance of the data modification method when the universal perturbations are found from correctA+incorrectA and applied to correctA+incorrectA and correctB+incorrectB. Note that since the two datasets are combined, the default accuracy without aid is 50%. For the data used in finding universal perturbations, the accuracy is improved up to about 60% (Figure 10(a)). And, the accuracy for unseen data (correctB+incorrectB) effectively remains at 50% for a wide range of $\epsilon$. Thus, even when both correctly classified images and incorrectly classified images are used, the method works as successfully as in the case when only correctly classified images are used.

5 Potential applications

Based on the results presented above, we discuss some potential applications where the amicable aid can be used.

Secure image communication. Consider a case where the sender wants to transmit an image to the receiver equipped with an image classifier but does not want an eavesdropper to identify the image content either visually or using a trained classifier. The strong aid can be used for secure image communication, since the strong aid can not only distort the image completely to prevent the eavesdropper from recognizing the content, but also the eavesdropper’s classifier cannot correctly classify the strongly aided image due to its poor transferability.

Privacy-preserving image communication. Consider a cloud service where a personal image needs to be sent to the cloud server for classification and the result is returned to the user. This process may raise privacy concerns. Applying the strong aid can be a way to alleviate this issue, i.e., a strongly perturbed version of the image is sent to the server, which does not expose the image content, but the classification result can be still obtained. In this case, the universal aid would be practical so that a pre-computed perturbation can be immediately used at the user’s device without knowledge of the classifier in the cloud server.
Protection against adversarial attacks. In Section 3.3, we showed that the aided image is more robust against attacks than the original image. Thus, the aid (especially the weak aid) can be applied as a protective measure against potential adversarial attacks. High transferability of the weak aid across models (Section 3.5) also supports the feasibility of this scenario.

6 Conclusion

We have introduced a new concept of the amicable aid that adds a perturbation to a given image in order to improve the classification performance for the image. We demonstrated that not only the weak aid with imperceptible perturbations but also the strong aid with perceptible perturbations are feasible. Furthermore, we showed that it is possible to obtain high-quality universal amicable perturbations by controlling the geometry of the decision boundary during training.

7 Limitation and future work

This paper presents the first study for the amicable aid, and opens new research directions for which much work needs to be performed in the future. (1) We presented one way to generate amicable perturbations, i.e., gradient-based off-manifold perturbations, but we believe that there are several other ways, e.g., on-manifold perturbations [30, 31], weight perturbations [32], etc. (2) We showed that strong amicable perturbations are not easily transferable across models, but it could be possible to improve their transferability, e.g., in a similar way to the approaches for improving transferability of adversarial attacks [33, 34]. (3) This paper focused on fundamental characteristics of the amicable aid with selected models and aid generation methods, but it will be desirable to perform large-scale benchmarking studies with more diverse models, datasets, and generation methods [35]. (4) Existence of adversarial perturbations have been shown for diverse tasks other than image classification [36, 37], and we believe that the same will apply to the amicable aid. (5) Actual implementation of the mentioned potential applications would be useful to demonstrate the practical value of the amicable aid beyond understanding of the working mechanisms of neural networks.
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A Results on additional dataset

In Section 3.1 of the main paper, we observed the efficacy of the amicable aid on the CIFAR-100 dataset. Here, we explore if the amicable aid also works well for an additional dataset, namely, the NIPS 2017 Adversarial Attacks and Defenses Competition dataset \[38\] containing 1,000 images having a resolution of 299×299 pixels. As in Section 3.1 of the main paper, VGG16, ResNet50, and MobileNetV2 are employed, which are pre-trained on ImageNet, and we set \(\epsilon = .05\) for the weak amicable aid or \(\epsilon = 5\) for the strong amicable aid with a number of iterations of \(N = 50\) in both cases. The results are shown in Table 4. It is observed that the amicable aid can improve the classification performance on this dataset as in the case of CIFAR-100.

Table 4: Classification accuracy (with average confidence for the true class labels) for the original images, weakly aided images, and strongly aided images for the NIPS 2017 Adversarial Attacks and Defenses Competition dataset.

|                | VGG16    | ResNet50 | MobileNetV2 |
|----------------|----------|----------|-------------|
| Original       | 80.80%   | 93.20%   | 89.00%      |
|                | (.6928)  | (.8222)  | (.7329)     |
| Weak aid       | 98.90%   | 100.0%   | 100.0%      |
|                | (.9865)  | (.9996)  | (1.000)     |
| Strong aid     | 96.70%   | 98.00%   | 99.70%      |
|                | (.9666)  | (.9808)  | (.9915)     |

B Amicable aid based on C&W

In the main paper, we developed the amicable aid based on I-FGSM. However, other gradient-based adversarial attack methods can be also used to perform the amicable aid. Here, we show the results of the amicable aid formulated in a similar way to the C&W adversarial attack method \[7\]. We formulate the amicable aid based on C&W as the following optimization problem.

\[
\min_\delta \|\delta\|_2 + c \cdot f(x + \delta)
\]

subject to \(x + \delta \in [0, 1]^D\),

where \(x\) is the given image, \(\delta\) is the perturbation, \(c\) is a hyperparameter, and \(D\) is the dimension of \(x\). \(f\) is given by

\[
f(x) = \max \mathcal{C}(x) - \mathcal{C}(x)_y,
\]

where \(\mathcal{C}\) is the classifier and \(\mathcal{C}(x)_y\) is the classifier’s output (probability) for the true class label \(y\). We solve this optimization problem using the Adam optimizer \[39\] with a learning rate of .01. We use \(c = 1\) for the weak aid and \(c = 10000\) for the strong aid, which are experimentally determined. The results using VGG16 for the CIFAR-100 dataset are shown in Table 5 which demonstrate that the amicable aid can be successfully designed based on the C&W attack method. Figure 11 depicts example images to compare the images aided by the method in the main paper (based on I-FGSM) and the C&W-based method. In both methods, the weakly aided images have almost no difference from the original ones, while the strongly aided images hardly preserve the original content. However, the distorted images by the strong aid are visually different between the two methods. This is because the aid based on I-FGSM uses the \(l_\infty\)-norm while the aid based on C&W uses the \(l_2\)-norm. Furthermore, our formulation of the C&W-based aid does not necessarily increase the confidence score for a correctly classified image (the first row in Figure 11) because \(f\) in (8) becomes 0 for such an image.

C Improving universal aid for other models

Section 4.2 of the main paper showed the effectiveness of the image modification method using PCA for improving the universal aid when the VGG16 structure is used. We apply the same method for the other two model structures, ResNet50 and MobileNetV2, and the results are shown in Figures 12 and 13 respectively. The trend in these figures are similar to those in Figures 9 and 10 of the main paper, indicating that the image modification method using PCA works for all the tested models.

\[\text{https://kaggle.com/c/6864}\]
Table 5: Classification accuracy (with average confidence for the true class labels) for the original images, weakly aided images, and strongly aided images for CIFAR-100 when VGG16 is employed.

|                | Original | Weak aid | Strong aid |
|----------------|----------|----------|------------|
| Accuracy       | 72.32%   | 97.82%   | 99.96%     |
| Confidence     | .7090    | .8584    | .6977      |

Figure 11: Comparison of the amicable aid based on I-FGSM and C&W. The original images in (a) and (b) are correctly classified and their aided versions are also correctly classified. The original images in (c) and (d) are misclassified, but their aided versions are correctly classified.

D Model training

The models for CIFAR-100 were trained with the following parameters. The cross-entropy loss was minimized using the SGD optimizer for 200 epochs with an initial learning rate of 0.1, a momentum parameter of 0.9, and a weight decay parameter of .0005.
Figure 12: Classification accuracy of the original model and the models trained using modified images when ResNet50 is used. The amicable perturbations are found for correctA and applied to (a) correctA and (b) correctB, or for correctA+incorrectA and applied to (c) correctA+incorrectA and (d) correctB+incorrectB.

Figure 13: Classification accuracy of the original model and the models trained using modified images when MobileNetV2 is used. The amicable perturbations are found for correctA and applied to (a) correctA and (b) correctB, or for correctA+incorrectA and applied to (c) correctA+incorrectA and (d) correctB+incorrectB.