Neural network reconstruction of \( H'(z) \) and its application in teleparallel gravity
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Abstract. In this work, we explore the possibility of using artificial neural networks to impose constraints on teleparallel gravity and its \( f(T) \) extensions. We use the available Hubble parameter observations from cosmic chronometers and baryon acoustic oscillations from different galaxy surveys. We discuss the procedure for training a network model to reconstruct the Hubble diagram. Further, we describe the procedure to obtain \( H'(z) \), the first order derivative of \( H(z) \), using artificial neural networks which is a novel approach to this method of reconstruction. These analyses are complemented with further studies on the impact of two priors which we put on \( H_0 \) to assess their impact on the analysis, which are the local measurements by the SH0ES team (\( H_0^{\text{SH0ES}} = 73.2\pm1.3\text{ km Mpc}^{-1}\text{ s}^{-1} \)) and the updated TRGB calibration from the Carnegie Supernova Project (\( H_0^{\text{TRGB}} = 69.8\pm1.9\text{ km Mpc}^{-1}\text{ s}^{-1} \)), respectively. Additionally, we investigate the validity of the concordance model, through some cosmological null tests with these reconstructed data sets. Finally, we reconstruct the allowed \( f(T) \) functions for different combinations of the observational Hubble data sets. Results show that the \( \Lambda \)CDM model lies comfortably included at the 1\( \sigma \) confidence level for all the examined cases.
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1 Introduction

The standard model of cosmology, the ΛCDM model, is the most widely accepted model that accurately explains observations at astrophysical and cosmological scales [1, 2]. Here, the appearance of cold dark matter (CDM) acts on galaxies to sustain the rotational velocities of their constituents, as well as on larger scales to form the large-scale structure of the Universe [3, 4]. On the other hand, the dark energy producing the accelerating expansion of the Universe [5, 6] is modeled by a cosmological constant (Λ) that appears in the description of gravitation together with the Einstein-Hilbert action description of general relativity (GR). With the inclusion of an inflationary field [7, 8], this gives the concordance model that describes the evolution of the Universe from its initial conditions. However, ΛCDM has been plagued for decades by theoretical problems associated with the cosmological constant [9] as well as its UV completeness [10] as well as other issues [11] such as the prospect of direct observations of CDM becoming ever more elusive [12, 13]. Most recently, the growing tension in measurements of the Hubble constant from different scales of observations has reached a potentially critical point [14–20].

Recently, there has been increased reporting of the value of the Hubble constant $H_0$, partly due to the growing discrepancy between direct local observations of $H_0$ against those based on predictions coming from the cosmic microwave background (CMB) radiation using ΛCDM. The last report from the Planck Collaboration gives a low value of $H_0^{P18} = 67.4 \pm 0.5 \text{km s}^{-1} \text{Mpc}^{-1}$ for the Hubble constant [21] while the last ACT release gives similar values with ACT-DR4 giving $H_0^{ACT-DR4} = 67.9 \pm 1.5 \text{km s}^{-1} \text{Mpc}^{-1}$ [22]. These predictions use early Universe data in tandem with ΛCDM to produce best-fit values of the Hubble constant. This contrasts with direct measurements of $H_0$ from local sources, the highest of which come from Cepheid calibrated observations of Supernovae Type Ia (SN-Ia) by the SH0ES
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Team giving $H_0^{R20} = 73.2 \pm 1.3 \text{ km s}^{-1} \text{ Mpc}^{-1}$ [23]. Along a similar vein of measurement values, the H0LiCOW Collaboration [24] reports a comparable Hubble constant $H_0^{HW} = 73.3^{+1.7}_{-1.8} \text{ km s}^{-1} \text{ Mpc}^{-1}$ based on observations of the strong lensing from quasars. Another pivotal measurement of the Hubble constant is that based on the Tip of the Red Giant Branch (TRGB) calibration technique which has been reported to give a value $H_0^{TRGB} = 69.8 \pm 1.9 \text{ km s}^{-1} \text{ Mpc}^{-1}$ [25]. This Hubble constant value is more consistent with the early Universe based predicted values. Other measurements exist that hold the promise of offering new calculations of $H_0$ that do not rely on electromagnetic observations such as the novel approach of gravitational wave standard sirens [26] but the precision of such methods is not competitive with standard approaches as of yet. In this context, we endeavour to extend the literature in the direction of producing nonparametric estimates of the Hubble parameter together with its derivative which are core to a number of important themes of research such as cosmography [27–29] and modified gravity [30–34].

There have been a variety of responses to the Hubble tension issue such as modifications to the behaviour of early Universe dark energy to new modifications to the matter sector, particularly neutrino physics, as well as renewed modifications to the gravitational sector [10]. One such way to go beyond GR is to consider teleparallel gravity (TG) where the curvature associated with the Levi-Civita tensor is exchanged with the torsion connected with the teleparallel connection [35–38]. This change in connection implies that all measures of curvature will identically vanish, such as the Ricci scalar $R = 0$. However, this does not mean that the regular, Levi-Civita connection, Ricci scalar vanishes ($\ddot{R} \neq 0$ - We use over-circles to represent quantities calculated with the Levi-Civita connection). Along this line of thought, TG can produce a torsion scalar $T$ which is equivalent to the Ricci scalar (up to a boundary term). The action based on a linear formulation of the torsion scalar is called the Teleparallel equivalent of General Relativity (TEGR) and produces equations of motion that are dynamically equivalent to GR.

Taking the same rationale $f(\dot{R})$ gravity [39–41], TEGR can be directly generalized to $f(T)$ gravity [42–47]. Unlike $f(\dot{R})$ gravity, $f(T)$ gravity turns out to produce generally second order equations of motion which means that it depends only on the Hubble parameter $H(z)$ and its first derivative making it more amenable to reconstruction approaches. Due to this fact alone, there has been a lot of work in the literature on using supervised learning approaches to use reconstructions of the Hubble diagram to reconstruct the $f(T)$ gravity functional in a nonparametric way. This has mainly taken the form of using Gaussian processes (GP) [48] which is based on training a covariance function to reconstruct the Hubble diagram together with uncertainties at each point such as in refs. [49–58]. In refs. [30, 31, 33] the GP approach was applied to the $f(T)$ functional with reconstructions of both the mean and uncertainties of the functional form, which was later extended to include growth data in ref. [34]. The approach has also been applied to other settings which contain second order equations of motion [32, 59]. However, other interesting approaches exist in the literature such as those proposed in refs. [60–64].

GP has a number of drawbacks such as overfitting and a possible over-reliance on choices in the covariance function. An alternative approach is to consider artificial neural networks (ANN) [65] which is a competing nonparametric approach by which the observational data can be approximated. Here, artificial neurons are modelled on their biological equivalent, and organized into layers in such a way to collectively respond to input signals (in this case redshift values) by outputting appropriate cosmological parameters (i.e. the corresponding Hubble values together with their uncertainties) [66–68]. By optimizing the number of neurons and
the layers that organize them, the various data sets and priors on the Hubble parameter can be used to reconstruct the Hubble diagram such as in ref. [69]. However, in order to reconstruct the second order field equations, the reconstruction must be extended to the derivatives of the Hubble parameter, i.e. $H'(z)$. GP is designed to produce these derivatives organically but the generality of ANNs means that this is not as forthcoming to achieve. In this work, we use a Monte Carlo (MC) routine implementation together with ANNs to produce this derivative parameter. This then leads to an approach by which we can produce reconstruction fits for the $f(T)$ gravity functional form along with the uncertainties. We take this approach rather than a direct calculation of the derivative of $H'(z)$ since this avoid the correlation of uncertainties that such an approach would entail. This we find a clear calculation not only of the mean values of $H'(z)$ but also of the associated uncertainties at every data point. ANNs have been used in other areas of cosmology such as analyzing the power spectrum of the CMB [70–72] or studying the nature of dark energy [73] and the large scale structure of the Universe [74–78]. Here, we offer a new direction by which ANNs may further impact our understanding of gravity beyond GR.

In this paper, we probe $f(T)$ gravity models using Hubble data in conjunction with ANNs, which is organized as follows. The following section introduces the cosmological dynamics for bothTEGR and its $f(T)$ gravity generalisation. Section 3 provides an introduction to ANNs and briefly reviews the observational Hubble data sets. In section 4, we describe the procedure to train our ANN to reconstruct the $H(z)$, followed by the reconstruction of $H'(z)$ using ANNs and undertake two null tests for the concordance model of cosmology. We further reconstruct the allowed $f(T)$ functions for different combinations of the observational Hubble data sets in section 5, from which any preferred deviation from the $\Lambda$CDM behaviour will become evident. Finally, we summarise our core conclusions in section 6.

2 $f(T)$ cosmology

TG is based on the replacement of the Levi-Civita connection $\dot{\Gamma}_{\mu\nu}^\sigma$ (we recall that over-circles denote quantities determined by the Levi-Civita connection) that is used in curvature-based gravitational theories with the teleparallel connection $\Gamma_{\mu\nu}^\sigma$, which is curvature-less and continues to satisfy metricity [35–38]. This is the basis on which teleparallel theories are constructed. A natural consequence of this is that the teleparallel Riemann tensor vanishes (not the regular Levi-Civita definition), so a new architecture of tensor measures of gravity is needed.

2.1 Teleparallel gravity and its $f(T)$ extension

TG is best described using a tetrad formalism $(e^a_\mu)$ on which the metric tensor $(g_{\mu\nu})$ is derived [79–81]. Tetrads connect local Minkowski spacetime coordinates (Latin indices) with coordinates on the general manifold (Greek indices) [35]. Thus, the tetrads relate tangent spaces with the general manifold through

\[
g_{\mu\nu} = e^a_\mu e^b_\nu \eta_{ab}, \quad \eta_{ab} = e_a^\mu e_b^\nu g_{\mu\nu},
\]

where the inverse tetrads $e_a^\mu$ must also satisfy the orthogonality conditions

\[
e^a_\mu e_b^\mu = \delta^a_b, \quad e^a_\mu e_a^\nu = \delta^\nu_\mu,
\]

for consistency. The teleparallel connection can then be defined as [36, 37]

\[
\Gamma_{\mu\nu}^\sigma := e_a^\mu \partial_\mu e^a_\nu + e_a^\sigma \omega^a_{\nu \lambda} e^\lambda_\mu e^b_\nu,
\]
where $\omega^a_{b\mu}$ denotes the spin connection which appears as a flat connection in the TG context. The role of the spin connection is to preserve the local Lorentz invariance of the theory [82]. In GR, spin connection components also appear but they are hidden in the internal structure of the theory [83, 84]. Together, the tetrad-spin connection pair make up the fundamental variables of the theory in TG. They combine to produce the teleparallel connection.

The Riemann tensor gives a fundamental measure of curvature in GR ($\hat{R}^{\beta}_{\mu\nu\alpha} \neq 0$). In TG, the teleparallel Riemann tensor identically vanishes ($\hat{R}^{\beta}_{\mu\nu\alpha} = 0$) since the teleparallel connection is curvature-less. Thus, we define a torsion tensor [37, 38]

$$T^\sigma_{\mu\nu} := 2\Gamma^\sigma_{[\mu\nu]},$$

(2.4)

where square brackets denote the anti-symmetry operator, and where torsion is the result of anti-symmetry [35]. Moreover, the torsion tensor is invariant under both local Lorentz and diffeomorphic transformations. The torsion tensor can be used to define a torsion scalar [35–38]

$$T := \frac{1}{4} T^\alpha_{\mu\alpha} T^\mu_{\alpha} + \frac{1}{2} T^\alpha_{\mu\alpha} T^\mu_{\nu} - T^\alpha_{\mu\alpha} T^\beta_{\mu\beta},$$

(2.5)

which results by demanding that an action based solely on the linear torsion scalar produces the same equations of motion as the Einstein-Hilbert action (up to a total divergence term).

By recalling that the teleparallel Ricci scalar vanishes identically, $\hat{R} \equiv 0$, we can relate the regular curvature-based Ricci scalar with the torsion scalar through [36]

$$R = \hat{R} + T - B = 0.$$  

(2.6)

where $B$ represents a total divergence term and is defined as

$$B = \frac{2}{e} \partial_{\mu} \left(e T^\mu_{\mu}^\nu\right),$$

(2.7)

where $e = \det \left(e^a_{\mu}\right) = \sqrt{-g}$ is the determinant of the tetrad. The action based solely on the torsion scalar is called the teleparallel equivalent of general relativity (TEGR). The relationship between the Ricci and torsion scalars in eq. (2.6) alone guarantees that GR and TEGR produce identical equations of motion, and so are dynamically equivalent. Hence, we can write the TEGR action as

$$S_{TEGR} = -\frac{1}{2\kappa^2} \int d^4x \, eT + \int d^4x \, e L_m,$$

(2.8)

where $\kappa^2 = 8\pi G$ is the gravitational coupling and $L_m$ is the matter Lagrangian density.

Following the reasoning as in other avenues to modifying GR, we can consider direct generalizations of TEGR by taking arbitrary functional forms of the torsion scalar. Similar to $f(\hat{R})$ gravity [41, 85], TEGR can be straightforwardly generalized to an $f(T)$ gravity framework [42–46] through the action

$$S_{f(T)} = \frac{1}{2\kappa^2} \int d^4x \, e f(T) + \int d^4x \, e L_m,$$

(2.9)

which interestingly produces second order equations of motion, and limits to TEGR for the case when $f(T) = -T$ and $\Lambda\text{CDM}$ when $f(T) = -T + \Lambda$. The $f(T)$ gravity shares a number of interesting properties with GR such as sharing the same polarization modes [86–90], and
also being Gauss-Ostrogradsky ghost-free (since it remains second order) \[37, 81\]. In our work, we map the functional to

\[ \tilde{f}(T) \rightarrow -T + f(T), \]

so that the functional component appears as an extension to the TEGR Lagrangian.

### 2.2 \( f(T) \) cosmology

The spatially flat homogeneous and isotropic Friedmann-Lemaître-Robertson-Walker metric is represented by

\[ ds^2 = -dt^2 + a^2(t) \left( dx^2 + dy^2 + dz^2 \right), \]

which can be produced by the tetrad choice

\[ e^a_{\mu} = \text{diag} \left( 1, a(t), a(t), a(t) \right), \]

where \( a(t) \) is the scale factor. Interestingly, this choice of tetrad is compatible with a vanishing spin connection \( (\omega^a_{\mu\nu} = 0) \), also called the Weitzenböck gauge \[82, 91\]. Taking the torsion scalar definition in eq. (2.5) results in

\[ T = 6H^2, \]

where the boundary term will be \( B = 6 \left( 3H^2 + \dot{H} \right) \), which straightforwardly gives the expected standard Ricci scalar for the flat FLRW setting, i.e. \( \ddot{R} = -T + B = 6 \left( \dot{H} + 2H^2 \right) \).

The equations of motion for this choice of spacetime then turns out to be described by

\[ 3H^2 = \kappa^2 \left( \rho_m + \rho_{\text{eff}} \right), \]

\[ 3H^2 + 2\dot{H} = -\kappa^2 \left( p_m + p_{\text{eff}} \right), \]

where \( \rho_m \) and \( p_m \) represent the energy density and pressure of the matter content respectively, while the \( f(T) \) gravity can be interpreted as an effective fluid with components

\[ \rho_{\text{eff}} := \frac{1}{2\kappa^2} \left( 2T f_T - f \right), \]

\[ p_{\text{eff}} := -\frac{1}{\kappa^2} \left[ 2\dot{H} \left( f_T + 2T f_{TT} \right) - \rho_{\text{eff}} \right], \]

where \( f_T \) and \( f_{TT} \) are first and second derivatives of the \( f(T) \) functional with respect to the torsion scalar \( T \). Here, a perfect fluid setup is being employed for the matter sector. The effective fluid also turns out to satisfy the conservation equation

\[ \dot{\rho}_{\text{eff}} + 3H \left( \rho_{\text{eff}} + p_{\text{eff}} \right) = 0, \]

and can be utilized to define the effective equation of state (EoS) as \[92, 93\]

\[ \omega_{\text{eff}} := \frac{p_{\text{eff}}}{\rho_{\text{eff}}} = -1 + (1 + \omega_m) \frac{\left( T + f - 2T f_T \right) \left( f_T + 2T f_{TT} \right)}{-1 + f_T + 2T f_{TT} \left( -f - 2T f_T \right)}. \]

Therefore, the Friedmann equations (2.14)–(2.15) can be rewritten as,

\[ H^2 - \frac{T}{3} f_T + \frac{f}{6} = \frac{\kappa^2}{3} \rho_m, \]

\[ \dot{H} \left( 1 - f_T - 2T f_{TT} \right) = -\frac{\kappa^2}{2} \left( \rho_m + p_m \right). \]

It also turns out that the $\Lambda$CDM scenario is recovered for the case when \( f(T) = \Lambda \).
Figure 1. A general structure of the adopted ANN, where the input is the redshift $z$, and the outputs are the corresponding $H(z)$ values and the associated uncertainties at each redshift $\sigma_{H(z)}$.

3 Methodology

An outline of the adopted ANN technique is discussed briefly in this section. Figure 1 shows the general structure of a simple neural network for the Hubble data and associated uncertainties. It is composed of an input layer that is connected to a hidden layer (or a series of successive hidden layers in general) and an output layer. The input of the neural network is the redshift $z$, while the output is the corresponding Hubble parameter $H(z)$ and its respective uncertainty $\sigma_{H(z)}$ at that redshift. These layers are connected via nodes, known as neurons. A connection of these interconnected neurons forms a network, called the neural network. In the training process, the parameters of the neural network will be determined via a learning process using the observational Hubble data sets.

A neural network involves the application of a linear transformation (composed of linear weights and biases) and a nonlinear activation on the input layer. The inferred results are propagated to the succeeding layers until a linear transformation is applied to the output layer. In this way, any input signal traverses the entire network in a structured manner.

A wide variety of standard activation functions is available in the literature. In this work, make use of the Exponential Linear Unit (ELU) [94], given as

$$f(x) = \begin{cases} x & x > 0, \\ \alpha (e^x - 1) & x \leq 0. \end{cases}$$

(3.1)

Here $\alpha$ is a positive hyperparameter that controls the value to which an ELU saturates for negative net inputs, which we have set to unity. We have utilized the PyTorch\(^1\) based code, Reconstruct Functions with ANN (ReFANN\(^2\)) [95] for non-parametric reconstruction of $H(z)$ in this work. For reconstructing the Hubble diagram, the hyperparameters for any network model are the number of layers and neurons.

In order to optimize the hyperparameters, we minimize the difference between the predicted result $\hat{H}$ and the ground truth $H$, known as the mean absolute error loss (L1) function, during the training process of the ANN via the Adam [96] optimization algorithm. The loss function quantifies the degree to which the input data is modelled by the output reconstruction. Two other loss functions are the mean squared error (MSE) loss function that minimizes the squared differences between $\hat{H}$ and $H$, along with the smooth L1 (SL1) loss

\(^1\)https://pytorch.org/docs/master/index.html.
\(^2\)https://github.com/Guo-Jian-Wang/refann.
function which uses a squared term if the absolute error falls below unity and absolute term otherwise. Since the L1 loss function is characterized by the lowest risk statistic with respect to the MSE and SL1 loss function networks, we have considered the L1 loss function in our work.

Besides, we have adopted a single hidden layer to structure the ANN, keeping in mind the lack of complexity when working individually with the Hubble data as already mentioned in the recent literature [67, 69, 95, 97]. Therefore, the optimal network model is determined by finding the optimal number of neurons associated with this single hidden layer for the L1 loss function. The network is trained after $10^5$ iterations, to assure that the loss function no longer decreases. The initial learning rate is set to 0.01 which goes on decreasing with the number of iterations, and the training batch size is set to half of the number of available $H(z)$ measurements.

We have utilized the latest 32 cosmic chronometer (CC) $H(z)$ measurements [98–106], covering the redshift range up to $z \sim 2$. These measurements do not assume any particular cosmological model [107] and contain both systematic and calibration errors as reported in the literature. Furthermore, we take into account the latest compilation of 18 baryon acoustic oscillation (BAO) $H(z)$ measurements [108–116] from different galaxy surveys like Sloan Digital Sky Survey (SDSS), the Baryon Oscillation Spectroscopic Survey (BOSS) and the extended Baryon Oscillation Spectroscopic Survey (eBOSS). While BAO measurements are not entirely model-independent, particularly due to the assumption of a fiducial radius of the comoving sound horizon $r_d = 147.78$ Mpc [21]. Nonetheless, they help in drawing perspective to the growing tension in the value of $H_0$ in that they offer expansion rate points derived from the large scale structure of the Universe.

We are now aware of the rising tension between the local measurements of $H_0$ [23, 25, 117–121], and the inferred values of $H_0$ via an extrapolation of data on the early universe [21, 122]. In this work, we consider the most precise Cepheid calibration result of $H_0^{R20} = 73.2 \pm 1.3$ km Mpc$^{-1}$ s$^{-1}$ [23] by the SH0ES team (hereafter referred to as R20) along with $H_0^{TRGB} = 69.8 \pm 1.9$ km Mpc$^{-1}$ s$^{-1}$ [25] from the Carnegie Supernova Project which has been recently inferred via the Tip of the Red Giant Branch (TRGB) calibration technique. We shall investigate the impacts of these $H_0$ values, as priors, on the neural network reconstruction. It is well-known that the most precise early-time determination of $H_0^{P18} = 67.4 \pm 0.5$ km Mpc$^{-1}$ s$^{-1}$) from the Planck survey [21] is dependent on the adopted cosmological model. Hence, we have ignored using it in our work. In our analysis, we assume Gaussian prior distributions with the mean and variances corresponding to the central and 1σ reported values of each prior above.

4 Simulation and training with Hubble data

We first consider the generation of the $H(z)$ mock data and the ANN training process in section 4.1, which will be used for structuring the number of layers and neurons of the ANN (more information on this can be found in appendix A). The ANN will be used to reconstruct the Hubble diagram for various combinations of Hubble data and priors. In section 4.2 we further apply a MC routine on multiple realizations of the Hubble diagram. This compounding effect of MC with ANNs is then applied to obtain the Hubble derivative $H'(z)$. We also perform some diagnostic tests on the reconstructed results to assess their behaviour against the concordance model in section 4.3.
4.1 Reconstruction of $H(z)$

For reconstructing the observational Hubble parameter, the network model is optimized using the mock $H(z)$ data set, which is simulated in the context of a spatially-flat $\Lambda$CDM model using

$$H(z) = H_{0}^{\text{fid}} \sqrt{\frac{\Omega_{m0}^{\text{fid}}}{(1 + z)^{3} + 1 - \Omega_{m0}^{\text{fid}}}},$$

with the fiducial $H_{0}^{\text{fid}} = 70 \text{km Mpc}^{-1} \text{s}^{-1}$ and $\Omega_{m0}^{\text{fid}} = 0.3$, respectively. The redshift distribution of the observational $H(z)$ was assumed to follow a Gamma distribution

$$p(z; \alpha, \lambda) = \frac{\lambda^{\alpha}}{\Gamma(\alpha)} z^{\alpha-1} e^{-\lambda z},$$

where the free parameters $\alpha$ and $\lambda$ are fitted with the observational data. We made this choice since the data took this distribution overall, but other distribution options may also be appropriate. Given that the distribution was used to generate the mock data, this choice does not have an enormous impact on the eventual trained ANN, and thus the final reconstructed evolution profile.

In order to generate a mock $H(z)$ data, we take into account this fitted distribution of redshift and the uncertainties associated with observational Hubble data. As the uncertainties tend to increase with $z$, following the prescription given in Ma & Zhang [123], we assume a linear model for $\sigma_{H}(z)$, to which we fit an arbitrary first-degree polynomial in $z$. For the CC $H(z)$ data set, the mean fitting function is found to be $\sigma_{H}^{0}(z) = 15.15 + 9.84z$, while the symmetric upper and lower error bands are specified by $\sigma_{H}^{+}(z) = 25.56 + 16.64z$ and $\sigma_{H}^{-}(z) = 4.75 - 3.04z$ ensuring that majority of data lies in the area between them. Similarly, for the CC+BAO data set, $\sigma_{H}^{0}(z) = 14.29 + 2.77z$, $\sigma_{H}^{+}(z) = 20.47 + 9.18z$ and $\sigma_{H}^{-}(z) = 8.10 - 3.64z$, respectively.

The uncertainties associated to these mock $H(z)$ data sets are randomly generated assuming that the errors $\hat{\sigma}_{H}(z)$ follows the Gaussian distribution $\mathcal{N} \left( \sigma_{H}^{0}(z), \sigma_{H}^{\epsilon}(z) \right)$, where $\epsilon_{H}(z) = (\sigma_{H}^{+}(z) - \sigma_{H}^{-}(z))/4$, such that $\hat{\sigma}_{H}(z)$ falls in the area with a probability of 95%. Therefore, every simulated $H_{\text{sim}}(z_{i})$ at redshift $z_{i}$, is computed via $H_{\text{sim}}(z_{i}) = H_{\text{fid}}(z_{i}) + \Delta H_{i}$, with the associated uncertainty of $\hat{\sigma}_{H}(z_{i})$, where $\Delta H_{i}$ is determined via $\mathcal{N}(0, \hat{\sigma}_{H}(z_{i}))$.

Using these simulated $H(z)$ samples, eight network models are trained with $2^{n}$ number of neurons, where $7 \leq n \leq 14$. These sets of trained networks can then be used to select the optimal network structures on which to train the real CC and CC+BAO data sets by minimizing the risk [124], defined as

$$\text{risk} = \sum_{i=1}^{N} \left[ H(z_{i}) - \hat{H}(z_{i}) \right]^{2} + \sum_{i=1}^{N} \sigma^{2}(H(z_{i})).$$

Here $N$ is the number of $H(z)$ data, and $\hat{H}(z)$ denotes the fiducial value of $H(z)$. For the CC $H(z)$ data set, we have $N = 32$, whereas for the joint CC+BAO $H(z)$ data set, $N = 50$. 

---
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However, the constraints are in excellent agreement with one another. Moreover, the reconstructed Hubble parameters and the associated uncertainties, which constitute the reconstructed mean values of the reconstructed H(z) curve. The associated 1σ and 2σ confidence regions are shown in lighter shades.

![Plots for the reconstructed H(z) using an artificial neural network. The solid line represents the mean reconstructed H(z) curve. The associated 1σ and 2σ confidence regions are shown in lighter shades.](image)

| Datasets           | $H_0$ [in km Mpc$^{-1}$ s$^{-1}$] |
|--------------------|----------------------------------|
| CC                 | 70.48 ± 15.24                    |
| CC+BAO             | 70.27 ± 13.47                    |
| CC+$H_0^{\text{TRGB}}$ | 69.85 ± 14.45                 |
| CC+BAO+$H_0^{\text{TRGB}}$ | 69.86 ± 12.82             |
| CC+$H_0^{\text{R20}}$  | 71.11 ± 14.30                    |
| CC+BAO+$H_0^{\text{R20}}$ | 71.36 ± 12.07                 |

| Table 1. Table showing the reconstructed mean values of $H_0$ along with the associated 1σ uncertainties using neural networks. |

Thus, the minimum of the risk function represents the optimal number of neurons of an ANN structure where by the ANN outputs mimic the mock data set to the highest degree.

With these optimal network models, we make predictions by feeding the sequence of redshifts from the real data sets to the input layer. Consequently, we obtain a series of Hubble parameters and the associated uncertainties, which constitute the reconstructed $H(z)$ functions for the respective data sets.

We further analyse the effect of the two $H_0$ prior values on the reconstruction of $H(z)$. For this exercise, we include the TRGB and R20 $H_0$ measurements and proceed with the full analysis as discussed above. Therefore, a total of 6 combinations are studied for reconstructing $H(z)$ with ANN, namely CC, CC+$H_0^{\text{TRGB}}$, CC+$H_0^{\text{R20}}$, CC+BAO, CC+BAO+$H_0^{\text{TRGB}}$ and CC+BAO+$H_0^{\text{R20}}$ respectively.

Plots for the reconstructed $H(z)$ functions are shown in figure 2. The reconstructed values of $H_0$ for the respective data set combinations are given in table 1. We find that the mean values of the reconstructed $H_0$ are minimally affected by the inclusion of $H_0$ priors. However, the constraints are in excellent agreement with one another. Moreover, the reconstructed $H(z)$ functions are very similar to each other and are nearly independent of the $H_0$ prior choices, as reported in ref. [69] and [95].
Figure 3. Plots for the reconstructed $H(z)$ using a MC estimation from 1000 neural networks. The solid line represents the mean $H(z)$ curve and the associated $1\sigma$–$2\sigma$ confidence regions are shown in lighter shades.

4.2 Reconstruction of $H'(z)$

For the sample of observational Hubble data, we can train a network model to learn to mimic the complex relationships between $z$, $H(z)$ and $\sigma_H(z)$ following the methodology outlined in section 4.1. So, any arbitrary number of $H(z)$ samples can be reconstructed by feeding a sequence of redshifts to this network model. Here, we focus on the reconstruction of $H'(z)$ in a novel way, where this prime denotes derivative with respect to the redshift $z$. In our implementation, we take a Monte Carlo approach based on the reconstruction of the Hubble parameter for our range of data.

To begin with, we generate 1000 realizations of redshift samples from the fitted Gamma distribution given in equation (4.2) of the real Hubble parameter measurements. With these redshift samples, 1000 simulated $H(z)$ data samples are randomly generated. Using each of these simulated $H(z)$ samples, eight network models are trained with $2^n$ number of neurons, where $7 \leq n \leq 14$ for each realization. So, a total of 8000 network models are trained for every real Hubble parameter data set, i.e., CC, CC+BAO, CC+$H_T^{\text{TRGB}}$, CC+$H_0^{\text{R20}}$, CC+BAO+$H_T^{\text{TRGB}}$ and CC+BAO+$H_0^{\text{R20}}$.

Using these sets of trained networks, we determine the optimal network configuration for each realization and make predictions by feeding the sequence of redshifts from the real data sets to the input layer. Consequently, we obtain 1000 realizations of the reconstructed $H(z)$ functions for the respective data sets. From these 1000 reconstructed $H(z)$ functions, we obtain the best fit values of reconstructed $H(z)$ along with the associated confidence levels using a MC routine. Plots for the reconstructed $H(z)$ using the MC routine on the 1000 reconstructed $H(z)$ realizations are shown in figure 3. The reconstructed $H_0$ values using this MC approach for the respective data set combinations are given in table 2.

The immediate follow-up is the reconstruction $H'(z)$ by differentiating these 1000 reconstructed $H(z)$ realizations. We obtain these $1000 H'(z_i)$ realizations from these reconstructed Hubble functions corresponding to each redshift $z_i$, numerically via the central differencing
4.3 Cosmological Null tests

We now introduce two diagnostic functions, namely the $O_m$ diagnostics [125–127] followed by the $L^{(1)}$ diagnostics [126, 127], to test the concordance model of cosmology. First, we

$$H'(z_i) \simeq \frac{H(z_{i+1}) - H(z_{i-1})}{z_{i+1} - z_{i-1}}.$$ (4.4)

This will produce smaller uncertainties $O(\Delta z^2)$ rather than $O(\Delta z)$ which occur for the forward and backward differencing methods, where $\Delta z = z_{i+1} - z_{i-1}$.

From these 1000 reconstructed $H'(z)$ functions, we obtain the best fit values of reconstructed $H'(z)$ along with the associated confidence levels using another MC routine. Plots for the reconstructed $H'(z)$ using the MC routine on the 1000 reconstructed $H'(z)$ realizations are shown in figure 4. The reconstructed values of $H'(z = 0)$ using this MC approach for the respective data set combinations are given in table 3. Thus for 6 different Hubble data samples, have simultaneously obtained the reconstructed $H(z)$ and $H'(z)$ functions in a non-parametric model-independent way employing neural networks.

### Table 2

| Datasets | $H_0$ [in km Mpc$^{-1}$ s$^{-1}$] |
|----------|--------------------------------|
| CC       | 70.88 ± 5.34                  |
| CC+BAO   | 70.77 ± 4.61                  |
| CC+$H_{0}^{TRGB}$ | 69.82 ± 5.52                  |
| CC+BAO+$H_{0}^{TRGB}$ | 69.71 ± 4.63                  |
| CC+$H_{0}^{R20}$ | 71.41 ± 5.49                  |
| CC+BAO+$H_{0}^{R20}$ | 71.24 ± 4.65                  |

Table 2. Table showing the reconstructed mean values of $H_0$ along with the associated 1σ uncertainties using a MC estimation from 1000 neural networks.

Figure 4. Plots for the reconstructed $H'(z)$ as a function of redshift. The solid line represents the mean $H'(z)$ curve and the associated 1σ–2σ confidence regions are shown in lighter shades.
Table 3. Table showing the reconstructed mean values of $H'(z = 0)$ along with the associated 1σ uncertainties.

| Datasets                  | $H'(0)$ [in km Mpc$^{-1}$ s$^{-1}$] |
|---------------------------|-------------------------------------|
| CC                        | 27.01 ± 4.55                        |
| CC+BAO                    | 30.13 ± 3.29                        |
| CC+H$_0^{\text{TRGB}}$    | 24.41 ± 4.86                        |
| CC+BAO+H$_0^{\text{TRGB}}$| 29.32 ± 3.29                        |
| CC+H$_0^{\text{R20}}$     | 23.14 ± 5.55                        |
| CC+BAO+H$_0^{\text{R20}}$ | 29.33 ± 3.31                        |

reconstruct the $O_m$ diagnostics from the reconstructed $H(z)$ in section 4.2 as a function of the redshift $z$, given by

$$O_m(z) = \frac{E^2(z) - 1}{(1 + z)^3 - 1},$$

(4.5)

where $E(z) = H(z)/H_0$ is the reduced Hubble parameter.

This $O_m$ diagnostics serves as a null test to distinguish the $\Lambda$CDM model from alternative dark energy and modified gravity models. Being a function of $H(z)$ only, which can be directly reconstructed from observational data, it is independent of the cosmic equation of state. Moreover, there is no dependence on any theory of gravity. So, this exercise serves as an alternative route towards understanding the late-time cosmic acceleration in absence of any convincing physical theory [125–131].

For a universe with an underlying expansion history $E(z)$, given by the $\Lambda$CDM model, $O_m(z)$ will essentially be a constant, exactly equal to $\Omega_{m0}$, the matter density parameter at the present epoch. The slope of $O_m(z)$ can differentiate between different dark energy and modified gravity models even if the $\Omega_{m0}$ is not accurately known. Therefore, any possible deviation of $O_m(z)$ from $\Omega_{m0}$ can be used to draw inferences on the dynamics of the universe.

For the phenomenological $w$CDM model, where the dark energy component is described by a constant equation of state parameter $w$, a positive slope of the $O_m(z)$ indicates a phantom behaviour of dark energy, whereas a negative slope points towards a quintessence dark energy model.

Plots for the $O_m$ diagnostics are shown in figure 5. The uncertainties associated with the reconstructed $O_m$ diagnostics are obtained by an MC error propagation technique. We observe that the $\Lambda$CDM model with a constant value of $\Omega_{m0} = 0.3$ and the Planck best-fit $\Omega_{m0} = 0.315$ [21] are consistent with the $O_m$ reconstruction at the 1σ confidence level. At lower $z$, the reconstructed values are not well constrained, although at higher $z$ results show a more or less constant behaviour with respect to redshift. However, the associated uncertainties are quite large to properly distinguish between either phantom or non-phantom behaviour of dark energy [129–131].

The best way to measure statistical deviations from standard cosmology is by calculating whether deviations from zero appear from quantities that vanish for $\Lambda$CDM. So, an effective diagnostic is thus the vanishing of $O_m'(z)$, the first order derivative of $O_m$ diagnostics with respect to redshift. This is equivalent to $L^{(1)} = 0$, where $L^{(1)}$ is another null diagnostic function, defined as

$$L^{(1)}(z) = 3(1 + z)^2 \left[1 - E^2(z)\right] + 2z(3 + 3z + z^2)E(z)E'(z),$$

(4.6)
Figure 5. Plots for the reconstructed $\Omega m(z)$ as a function of redshift. The solid line represents the mean curve and the associated $1\sigma$–$2\sigma$ confidence regions are shown in lighter shades.

Figure 6. Plots for the reconstructed $\mathcal{L}^{(1)}(z)$ as a function of redshift. The solid line represents the mean curve and the associated $1\sigma$–$2\sigma$ confidence regions are shown in lighter shades.

which provides extra information regarding the possible variations in $\Omega m(z)$. Again, $\mathcal{L}^{(1)}$ utilizes the reconstructed $E(z)$ and additional input from the $E'(z) = H'(z)/H_0$ reconstruction inferred from the trained neural networks. Another crucial fact, is that this $\mathcal{L}^{(1)}$ diagnostics is independent of the matter density $\Omega m_0$, which makes $\mathcal{L}^{(1)}(z)$ a better diagnostic function over $\Omega m(z)$.

For the standard $\Lambda$CDM model, $\mathcal{L}^{(1)} = 0$ which serves as the null test. Hence, any deviation from this null condition represents a departure from the concordance model of cosmology. Plots for the $\mathcal{L}^{(1)}$ diagnostics are shown in figure 6. The uncertainties associated with the reconstructed $\mathcal{L}^{(1)}$ diagnostics are obtained by an MC error propagation technique. Results show that the mean reconstructed $\mathcal{L}^{(1)}$ diagnostic function shows a deviation towards
negative values for higher $z$ for the CC and CC+BAO combinations. But when the $H_0$ priors are included, the mean values of the reconstructed $\mathcal{L}^{(1)}$ functions first shows a deviation towards positive values, which again become negative for higher redshifts. However, these deviations are statistically not very significant as we find that the concordance model is included at the 1σ confidence level of the reconstructed results.

5 Reconstruction of $f(T)$ gravity

Model-independent reconstruction of the $f(T)$ functional form has previously been carried out first in ref. [30] using Hubble observational data. Then in ref. [33], this was expanded to include more data sets and prior values for the Hubble data. Further still, ref. [34] utilized different combinations of background data sets and the growth rate of structure measurements to reconstruct data-driven models of $f(T)$ gravity. Finally, ref. [31] extended some of this work to incorporate $f(T)$ gravity as an effective field theory. All the reconstructions were undertaken via the GP approach in conjunction with a general $f$ dominated universe without assuming a specific form of the arbitrary Lagrangian in eq. (2.9). Now, GP assumes every element of a data set is normally distributed and part of a larger stochastic process, by optimizing a covariance function between these points it can reconstruct the entire evolution of the data set for some ranges of the data. The immediate issue here is that not all cosmological data is normally distributed. Moreover, one of the most recently debated topics for non-parametric reconstruction in cosmology with GP is that this technique is exposed to several foundational issues such as overfitting and kernel consistency problems [132]. These are problems that are known to appear in GP reconstructions [48, 52] but which can be quantified in a number of statistical ways such as using Automatic Relevance Determination [133, 134] but there are many different measures to determining overfitting.

The key element of this analysis depends on the relation between $f(T)$ gravity scalar $T$ and the Hubble parameter $H$, given by eq. (2.13). The cosmological dynamics of $f(T)$ gravity is given by the Friedmann equation in eq. (2.20). For expressing eq. (2.20) in terms of redshift alone, we rewrite the Lagrangian derivative $f_T$ term as

$$f_T = \frac{df/dz}{dT/dz} = \frac{f'(z)}{T'(z)},$$

where $f'(z) = df/dz$ and $T'(z) = 12HH'$ respectively. The immediate task to obtain $f'(z)$ for this analysis through the central differencing method, given by

$$f'(z_i) \simeq \frac{f(z_{i+1}) - f(z_{i-1})}{z_{i+1} - z_{i-1}}.$$

This method produces a numerical propagation equation for $f(z)$, given by

$$f(z_{i+1}) = f(z_{i-1}) + 2(z_{i+1} - z_{i-1}) \frac{H'(z_i)}{H(z_i)} \left( 3H_0^2(z_i) + \frac{f(z_i)}{2} - 3H_0^2\Omega_m(1 + z_i)^3 \right),$$

where the propagation equation parameters $H_0$ are selected from the corresponding ANN reconstructions corresponding to the respective data sets.

We make use of two initial conditions to be employed for this analysis as follows

(i) Evaluating the Friedmann equation (2.20) at $z = 0$ gives

$$f(z = 0) \simeq 16\pi G\rho_m^0 - 6H_0^2 = 6H_0^2 \left( \Omega_{m}^0 - 1 \right).$$
This is the Friedmann equation boundary condition, assuming that the $\Lambda$CDM model dominates at present epoch, i.e. $f_T(z = 0) \simeq 0$. This further relies on the same $H_0$ values as the propagation equation itself.

(ii) The second boundary condition can be obtained by using the forward differencing method through

$$f'(z_i) \simeq \frac{f(z_{i+1}) - f(z_i)}{z_{i+1} - z_i},$$

that results in

$$f(z_{i+1}) = f(z_i) + 6 (z_{i+1} - z_i) \frac{H'(z_i)}{H(z_i)} \left[ H^2(z_i) + \frac{f(z_i)}{6} - H_0^2 \Omega_m^0 (1 + z_i)^3 \right],$$

which straightforwardly leads to the necessary second boundary condition.

The uncertainties associated with the $f(T)$ function are obtained by an MC error propagation technique. Therefore, utilizing the propagation equation in eq. (5.3) along with the boundary conditions (i) and (ii), the redshift-dependent Lagrangian can be expressed as a function of $z$ in a model-independent way. Similarly, the corresponding torsion scalar can be associated with each $z$ through the Hubble parameter relation as $T(z) = 6H^2(z)$. Finally, the Lagrangian function $f(T)$ and its derivative $f_T(T)$ is plot as a function of the torsion scalar $T$. We have adopted the Planck estimate for the matter density parameter, $\Omega_m^0 = 0.315 \pm 0.007$ [21], for this analysis.

The $f(T)$ and $f_T(T)$ reconstructions against the torsion scalar $T$ corresponding to 6 sets of Hubble data combinations, namely $-$ CC, CC+$H_0^{TRGB}$, CC+$H_0^{R20}$, CC+BAO, CC+BAO+$H_0^{TRGB}$ and CC+BAO+$H_0^{R20}$ respectively, are illustrated in figures 7 and 8. It deserves mention that in the $\Lambda$CDM paradigm, $f(T) \rightarrow 6H_0^2(\Omega_m^0 - 1)$ and $f_T(T) \rightarrow 0$, denoted by the respective dotted horizontal lines in figure 7 and 8. The mean reconstructed $f(T)$ curves are slightly decreasing functions of $T$, and the reconstructed $f_T(T)$ curves have slightly negative values. We observe that the reconstruction with the CC and CC+BAO Hubble data set only, i.e., the cases where no prior is set on the value of $H_0$, have the least deviation from $\Lambda$CDM. When introducing the R20 priors, i.e., the CC+$H_0^{R20}$ and CC+BAO+$H_0^{R20}$ combinations, this deviation from $\Lambda$CDM is highest or maximum. Moreover, we can clearly see that the joint CC+BAO data set led to tighter constraints with respect to the CC data, which are further improved by introducing the $H_0$ priors for the analysis. Nevertheless, we find that the $\Lambda$CDM scenario lies well included within the 1σ confidence level for all the reconstructions.
Figure 8. ANN reconstructions of \( f_T(T) \) vs \( T \) with different \( H_0 \) priors using \( \Omega_m = 0.315 \pm 0.007 \) [21] for respective data set combinations.

6 Discussion

The use of learning techniques in tandem with recent observational data to reconstruct dark energy and its potential theoretical foundations has been a growing theme of research in the last few years. The topic has also led to new null tests of \( \Lambda \)CDM and other tenants of standard cosmology. To a large extent, these approaches have relied on GP to reconstruct various elements of arbitrary elements of these new theories. However, GP suffers from various issues such as overfitting at low redshifts and the kernel selection issue.

In this work, we have shown the reconstruction of the Hubble parameter derivative \( H'(z) \) can be constructed using a combination of ANNs and the MC approach. This allows us to propose a new approach by which to perform the reconstructions of dark energy replacing GP with ANNs. This gives a better way to build observationally-driven models of gravity that can compete with the concordance models in the cosmological context. By this, we mean that this approach could conceivably be implemented for other general classes of models where the arbitrary functional \( f(T) \) could be exchanged with scalar-tensor models, or other functional forms such as \( f(\bar{R}) \) [39–41] or \( f(Q) \) [135–138]. As explained in detail in section 3, ANNs offer a natural way to build a system that learns how the data is behaving and to mimic that data for intermediary redshift points. this gives a powerful base on which to perform calculations using Hubble data. Here, we also describe the data that is used throughout the work and the priors on the Hubble constant that we take from the literature.

The reconstruction of the Hubble diagram using the various combinations of Hubble data and priors is explained in section 4.1. Here, we explain how the learning process helps inform the best structure of the ANN architecture by optimizing the number of neurons and layers. In our reconstructed Hubble diagrams, the mean Hubble parameter is in agreement with other approach to reconstruction such as GP but also those others mentioned in section 1. On the other hand, the associated uncertainties are larger than these other reconstructions. This is an indication that the overfitting problem that mainly arises in GP, but also other reconstruction methods, is vastly diminished here. As an alternative that combines the power of the Monte Carlo approach together with the model-independence of ANN architectures, we show how these error bars can be reduced, in some redshift ranges, without adding further statistical assumptions such as the kernel in GP [48]. To achieve this, we apply the MC routine with 1000 realizations from which we determine the uncertainties at every reconstructed redshift. This combined approach is then applied to the problem of reconstructing the \( H'(z) \) parameter. In this way, we not only obtain mean values for this derivative term, but also realistic values for the associated uncertainties at each of redshift points.
It is not enough to build the reconstructions of the Hubble diagram and its derivatives, we also perform diagnostic tests on the results to assess their behaviour against the concordance model. This is done in section 4.3 where we principally build on the test outlined about eq. (4.5) which is related to the matter density parameter for the $\Lambda$CDM model. We find that the mean diagnostic curve is largely consistent with $\Lambda$CDM for low redshifts but then starts to veer away at the higher redshift range of the reconstructed data interval. It is important to highlight that the uncertainties of this diagnostic also increase in this regime making it difficult to make robust conclusions from this result. However, these potential divergences from standard cosmology show an interesting preference in the evolution of the Hubble diagram.

One of the aims of proposing this new approach to reconstructing the Hubble derivative $H'(z)$ is to be more competitive with the applications of GP. One main application is the reconstruction of dark energy within modified theories of gravity. In this work, we show using $f(T)$ cosmology how this can be done. We review the theory in section 2, where the foundations of TG and its connection to $f(T)$ gravity are briefly explained. We then use this base to explain our reconstruction approach in section 5. Here, we use a central differencing method in eq. (5.3) to propagate the arbitrary functional assuming only that $\Lambda$CDM dominates in the late Universe. This is possible since $f(T)$ gravity is a second order gravitational theory. It may be possible to extend this approach to higher derivative theories, but this may be limited due to possible drastic increases in the associated uncertainties of the reconstructed Hubble parameter. In the reconstructions of the arbitrary $f(T)$ Lagrangian functional, we find a similar behaviour with low redshift regions pointing to a cosmology similar to $\Lambda$CDM which then starts to diverge at higher redshifts. This is an initial result since the associated uncertainties are quite large in these intervals. However, it is interesting to understand how this first reconstruction of a modified gravity model performs through an ANN architecture pipeline. On the other hand, for the reconstruction of $f_T(T)$, the uncertainties remain largely flat across the redshift interval. However, the mean values do show an immediate preference to an evolution that deviates from $\Lambda$CDM to a non-negligible extent.

The approach which ANNs rely on is altogether different from that of GPs where the over-fitting and kernel selection issue has been largely replaced by the large size of the neuron system which learns how to mimic the observational data in a more natural way. In this setting, the much larger number of hyperparameters helps optimize better how the system approaches the data being used to learn. The resulting trained ANN system can be competitive with GP in terms of the breadth of applications. In this work, we show how ANNs can be used to directly build modified gravity models built on observational data. It would be interesting to apply this approach to other models of dark energy and modified cosmology models.

A Optimal network configuration

Here, we show the distribution of the data point themselves together with the associated uncertainties in figure 9. We also show the mock data that is based on the real data in figure 10. Again, we emphasize that the final ANN is only structured through this mock data and not actually trained on it. Thus, this is a vehicle to construct the ANN, that is, to select the optimal number of neurons and layers, and nothing more. The normalised risk for three mock network models is shown in figure 11.
Figure 9. Plot showing the redshift distribution of the observational CC $H(z)$ dataset (left) and the errors associated to the observational CC $H(z)$ measurements (right).

Figure 10. Plot showing the three sets of mock data-like $H(z)$ samples in comparison to the CC $H(z)$ data set (left). Plot for the trained ANNs using the corresponding mock samples of $H(z)$ in comparison to a trained ANN on the real data.

Figure 11. Plot showing the normalised risk for three mock $H(z)$ ANN models that have one hidden layer and a corresponding number of neurons in their hidden layer.
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