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Abstract

In this paper, we observe two levels of redundancies when applying vision transformers (ViT) for image recognition. First, fixing the number of tokens through the whole network produces redundant features at the spatial level. Second, the attention maps among different transformer layers are redundant. Based on the observations above, we propose a PSViT: a ViT with token Pooling and attention Sharing to reduce the redundancy, effectively enhancing the feature representation ability, and achieving a better speed-accuracy trade-off. Specifically, in our PSViT, token pooling can be defined as the operation that decreases the number of tokens at the spatial level. Besides, attention sharing will be built between the neighboring transformer layers for reusing the attention maps having a strong correlation among adjacent layers. Then, a compact set of the possible combinations for different token pooling and attention sharing mechanisms are constructed. Based on the proposed compact set, the number of tokens in each layer and the choices of layers sharing attention can be treated as hyper-parameters that are learned from data automatically. Experimental results show that the proposed scheme can achieve up to 6.6% accuracy improvement in ImageNet classification compared with the DeiT in [33].

1. Introduction

Deep neural network (DNN) has been the core of the recent popular artificial intelligence (AI) wave. It greatly enhances the state-of-the-art (SOTA) for many tasks in natural language processing (NLP) and computer vision (CV), which are two major application fields of AI. Among them, transformer [34, 9, 19, 29] has found its almost ubiquitous applications in the field of NLP due to its great advantage of long-range capture and parallelism capability compared to the previous prevalent recurrent neural network (RNN).

Recently, transformer is reevaluated by researchers in the field of CV and applied to solve some typical problems such as image generation [24] and image classification [11, 33]. The flexible attention mechanism of the transformer in the whole pipeline intrigued the emergence of many following works such as object detection [4], image segmentation [36], and video instance segmentation [37]. The inspiring achievements of the transformer in the above pioneering works are turning the transformer into a capable alternative to the prevalent convolutional neural network (CNN) in CV field.

In this paper, we find two redundancies in most vision transformers. Our first observation is that the fixed number of tokens observed by the model produces the redundant features at the spatial level. As shown in traditional CNNs [42], deep neural networks tend to encode low-level information in shallow layers and high-level information such as semantic features in deep layers. A fixed number
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of tokens may be an improper design for this purpose, since the fixed number of tokens may not be enough for low-level information encoding and too redundant for high-level information encoding.

To better capture the semantic features as well as reducing the computation, it is a common practice to downsample feature resolution in CNN as the layers get deeper. As a counterpart in a transformer, the number of tokens should have more flexibility to adjust itself based on different levels. To achieve this, we propose the attention pooling mechanism for adapting token numbers at different layers.

The second form of redundancy resides in the similarity of the attention maps between adjacent layers. In ViT models, relations among all tokens are built in the transformer encoder according to the input feature embeddings. However, since feature embeddings between the neighboring layers change smoothly, the learned attention between neighboring layers may be similar as Fig. 2 shows. The strong similarity between attention at adjacent layers motivates us to share the attention among adjacent layers. On the other hand, the attention takes 43% computation and 33% the number of parameters in the transformer layer. Sharing attention saves the computation required for obtaining attention.

Specifically, the number of tokens in each transformer layer and the setting for attention sharing will affect the performance of transformer. While it is intuitive for tuning token number and attention sharing to be effective, it is challenging to reach an optimal design for vision tasks. Instead of relying on heuristic human design for getting the optimal design, we can resort to a more principled way by leveraging the recent success of Automated Machine Learning (AutoML) [18]. Specifically, we first construct a set of possible choices, called search space in AutoML, which consists of the possible design combinations for token pooling and attention sharing. For token pooling, we search its location in the network. Searching the locations of token pooling is equal to setting the optimal numbers of layers at different stages (we refer to the layers with the same number of tokens as a stage).

The choice of whether a layer shares the attention with its neighbour forms a discrete optimization problem. Our objective is to find the optimal configuration of attention sharing which minimizes the computational cost as well as maximizing the performance. In this work, we apply Neural Architecture Search to solve the configuration.

We treat these key factors in the network design as hyperparameters and learn these parameters from data with the AutoML method. The two differences between the original ViT model and our proposed PSViT are shown as Fig. 1.

Our contributions can be summarized as follows:

- We present a PSViT scheme with token pooling and attention sharing to devise a better vision transformer that can effectively enhance the feature representation ability and control the computation allocation flexibly.

- We propose a compact set of design choices for token pooling and attention sharing, based on which the optimal design choice is learned by leveraging off-the-shelf AutoML methods.

- Comprehensive experimental results show that the proposed scheme has up to 6.6% accuracy improvement in ImageNet classification compared with the DeiT in [33].

2. Related Work

Transformers for Vision. Transformer [34] was originally proposed to overcome the limited attention range and unsuitability of RNN in NLP. It then quickly gained popularity in the whole field of NLP. In the past few years, a new trend of applying transformer in the field of CV is witnessed. And transformer first found its application for low-level vision problem such as image generation [24] and image super resolution [41]. Parmar et al. [24] advanced image transformer to generate images through constraining the self-attention mechanism only to local neighborhoods and achieved promising results. Yang et al. [41] came up with a new texture transformer network for image super-resolution, where the low resolution and reference images are formulated as queries and keys in a transformer and obtained new SOTA for image super resolution.

Later, transformer was extended to high-level vision problems such as object detection [4] [44], image classification [11] [5] and so on. To overcome the problem of some
Figure 3. Pipeline of our proposed PSViT model. There are three stages in the model, which are separated from the proposed token pooling layers. The token pooling layers help to reduce the spatial size (from $L$ to $L/4$ in the Figure) and increase the dimension of feature embedding. Each stage has several layers (including the layer with independent or sharing attention). The attention maps from different layers in the same stage have the same size. We apply Global Average Pooling (GAP) to the last features and send the generated vector to a classifier (CLS) for the final classification.

Different from all the previous transformer based works in the field of CV, we concentrate on the token pooling and attention sharing that are not touched before. In addition, we apply the AutoML method to achieve this goal, which makes our work distinct from the manual design of these previous works.

Automated Machine Learning (AutoML). Designing a better and efficient DNN is worthwhile for all the tasks in CV. Previously, most researchers and engineers in the field of DNN try to design better models based on heuristics and experiences. Such a process tends to be very tedious. Fortunately, in the past few years, a novel methodology of designing a better DNN model, that is, AutoML, arises quickly. Currently, the AutoML methods for neural network architecture design can be divided into three categories, reinforcement learning (RL) based methods [45, 2] and neuro-evolutionary methods [22, 25] are good at searching discrete architectures, but generally requires huge computational cost in searching. To overcome the great computational burdens of RL and evolutionary methods during the search, differentiable search methods [23, 40, 35] relaxed the discrete search space and applied SGD for searching. Then, it received a lot of attention due to its great advantage of searching efficiency [35], and it has been widely used in many computer vision problems such as segmentation [21, 6], object detection [7, 13, 14], model compression [10, 38, 28] and so on.

Inspired by the outstanding performance of AutoML for both CV and NLP, we also utilize AutoML for better ViT models with the aim of boosting its performance effectively. Specifically, the evolution based method of SPOS [15] is taken as our hyper-parameters learning method due to its fast efficiency of the single path in the supernet searching and training. Nevertheless, AutoML has not been investigated for Transformer in image recognition and our search space of token pooling and attention sharing has not been studied in AutoML for CV.

3. Method

First, we give a brief introduction about transformer in Section 3.1. Then, we present the two essential mechanisms of our PSViT, including token pooling and attention sharing, in Section 3.2. Finally, we introduce the enhanced PSViT with AutoML method in Section 3.3.

3.1. Background about Transformer

Transformer [34] is built with stacked self-attention layers and feed-forward neural networks.

Self-attention Layer. The self-attention layer utilizes the relevance or interaction of one token to other tokens. The
input of self-attention layer is transformed into three different vectors, i.e., the query vector \( q \), the key vector \( k \), and the value vector \( v \), and their corresponding packing form from different inputs are \( Q, K, V \) respectively, we can calculate their attention among different inputs by the following equation:

\[
\text{Att}(Q, K, V) = \text{Softmax} \left( \frac{Q \cdot (K^T) \cdot V}{\sqrt{d_h}} \right)
\]

where \( d_h \) is the number of features per token and \( \cdot \) denotes matrix multiplication. The equation above means that the self-attention can be obtained by first computing the dot product of the query with all the keys, i.e., \( Q \cdot (K^T) \). Then, they are normalized with the softmax function to get attention scores. Finally, the attention scores are multiplied by the value vector. As such, the output of each token becomes the weighted sum of all the tokens in a sequence/image. To boost the performance of vanilla self-attention, multi-head attention is further proposed by applying multiple attention functions to the input.

**Vision Transformer.** Dosovitskiy et al. [11] proposed ViT which directly applied the above transformer from NLP to the image classification task. They divided an image into a sequence of flattening 2D tokens that are treated as the inputs to transformer. A trainable linear projection was adopted for token embeddings with the aim of yielding constant widths for different layers in a transformer. Then, another learnable embedding is further applied to the sequence of embedding tokens. In addition, 1D positional encoding is also attached to the token embeddings to maintain the positional information. When ViT is trained on large datasets, it can achieve a very impressive classification accuracy of 88.36%.

Building upon this work, Touvron et al. [33] improved the ViT training speed by introducing a novel teacher-student token distillation strategy specific to transformers (DeiT), yielding competitive results on ImageNet without external data as in ViT. We choose DeiT as our baseline model in this work for its great training efficiency.

### 3.2. Token Pooling and Sharing for Transformer

Based on the above review and problem analysis for the current ViT, we propose two mechanisms named token pooling and attention sharing to overcome the above three issues for the goal of a better ViT.

#### 3.2.1 Token Pooling

The token pooling mechanism adjusts the number of tokens for each stage as Fig. [3] shows. When the network depth increases, we decrease the number of tokens for removing spatial redundancy and increase the feature dimension for accommodating more high-level features that should be different from each other. There are two design options for the token pooling. The first one is following the network design in [11], treating the image patches as 1D tokens and utilizing the additional CLS token for the classification task. The other one is removing the CLS token and keeping the image patches in a 2D array, which is the same as the pooling strategy in most networks for computer vision tasks, such as ResNet [17].

For the first design, similar to [43], we achieve token pooling by convolution and maxpooling for the convenience of implementation. Different from [43] that only decreases the number of tokens, our goal is to enhance the feature representation ability. Therefore, the feature dimension is not changed in [43] but will be changed in ours. Specifically, we first utilize 1D convolution with a small kernel size to change the feature dimension (i.e., dimension of each token) and then decrease the number of tokens via 1D maxpooling.

We name our network with the above pooling strategy as PSViT-1D. In the second strategy, we adopt a 2D convolutional layer with stride 2 for token pooling, which is widely applied in many convolutional networks. Here, we name the network with the second pooling strategy as PSViT-2D.

Simply adding a token pooling layer after each layer will decrease the model’s representation ability expeditiously. Motivated by the principle of deep networks in CV, such as VGGNet, ResNet and MobileNet, we add a pooling layer after several layers and name the layers with the same token numbers as a stage.

**Investigation on Two Choices of Token dimension.** To increase the representation ability of the ViT while maintaining its computational overhead in terms of FLOPS at the same time, we may have two choices to modify the network structure: increasing token dimension while decreasing the token number or keeping the tokens dimension and increasing the transformer layer number. Based on these two choices, we conducted some preliminary experiments with the 1D pooling strategy in Table [1] which shows that increasing the feature dimensions while decreasing the number of tokens is a better choice. Specifically, in the experiments, the baseline model fixes the feature size while the ‘Dimension1’ scheme in Table [1] fixes the token dimensions and decreases the token numbers through the stages. To balance the total computation, several encoder layers are added. The ‘Dimension2’ scheme in Table [1] increases the token dimensions while decreasing the token numbers. These two schemes design the architectures following the principle that the computation is uniformly distributed across the stages [20]. We can find in Table [1] these two token dimension designs perform much better than the DeiT-Tiny model which fixes the feature sizes through the stages. To increase the efficiency while increasing the feature dimension (‘Dimension2’)}
Table 1. Preliminary experiments on ImageNet about Token Dimension Settings for Each Stage. ‘Token Dimensions’ denotes the channel number of tokens for the three stages. Similarly for ‘Token Numbers’ and ‘Layer Numbers’.

| Model          | DeiT-Tiny | Token Dimension1 | Token Dimension2 |
|----------------|-----------|-------------------|-------------------|
| w/o Pooling    | no Pooling| 2 Poolings        | 2 Poolings        |
| Token Dimensions | [192, 192, 192] | [192, 192, 192]  | [192, 256, 384]  |
| Token Numbers  | [197, 197, 197] | [197, 99, 50]     | [197, 99, 50]     |
| Layer Numbers  | [4, 4, 4]   | [4, 8, 20]        | [4, 4, 50]        |
| FLOPS(G)       | 1.3        | 1.3               | 1.3               |
| Top1 Acc       | 72.2%      | 75.0%             | 76.3%             |

achieves the best performance.

**Analysis on the Design Choices.** In CV tasks, there are two characteristics. First, as discussed in Section 1, high-level features have redundancy at spatial level. Therefore, it is reasonable to reduce the redundancy at the spatial level by token pooling. This is supported by the results in Table 1 where two token pooling design performs much better than the DeiT-Tiny model without token pooling. Second, low-level features could be few but high-level features should be more. Different layers in a deep network encode information of different levels. Low-level features, e.g., edges and textures, at shallow layers can be few and can be shared for representing high-level features. In contrast, high-level features, e.g., attributes or objects of different viewpoints, at deeper layers are more difficult to be shared. Therefore, most of the CNN designs, such as VGGNet [30], ResNet [17] and MobileNet [26], follow the rule that deeper layers have higher feature dimensions. This is also validated by the results in Table 1 where increasing the feature dimension at the deeper layer in ‘Dimension2’ performs better than fixing the feature dimension in ‘Dimension1’.

### 3.2.2 Attention Sharing

As shown in Fig. 2 the attention maps in continuous multi-attention layers are similar. As one of the reasons, identity mapping is used in the transformer, making a transformer layer function as the residual. In this case, the main features, though changed by the residual, will not drastically change. Therefore, the features in adjacent layers will be similar to each other, leading to the attention maps among features similar to each other. This similarity leads to redundancy. Hence, it is beneficial to apply some sharing mechanisms so as to reduce redundancy and, at the same time, decrease the computation.

Specifically, we achieve the goal of attention sharing through reusing the attention calculation process between adjacent layers as shown in Fig. 1(c). If a layer reuses the attention scores from its preceding layer, then we do not calculate the attention scores as well as the Q and K in Eqn. (1). The attention calculated at the preceding layer is used as the input attention of this layer and the whole process of attention calculation in Eqn. (1) is simplified to the dot product between V and input attention scores.

Attention sharing can help to remove the redundancy of the attention map among adjacent transformer layers. On the other hand, some adjacent layers might have very different features and sharing their attention maps becomes not so effective. Taking this into consideration, we should provide the flexibility so that the whole ViT still has the choice of using the original multi-head attention module without sharing attention maps. As such, we take the sharing attention module as an optional choice to the original independent multi-head attention module in designing the overall transformer architecture.

### 3.3. AutoML Enhanced Transformer

Recently, AutoML has greatly boosted the SOTA for many models in CV and NLP. In this section, we also turn to AutoML for the goal of a better ViT.

#### 3.3.1 Search Space for PSViT

As mentioned before, token pooling refers to the operation that decreases the number of tokens at the spatial level and increases the channel number of features per token, and such an operation may greatly affect the feature representation ability. Hence, we specifically consider its different forms in ViT. The design choices of each stage mainly include three factors: the number of tokens $N_t$, the token dimension $N_f$, and the number of layers for each stage $N_b$. To get an optimal choice for these three factors, we construct a search space that has multiple choices for them. Each element in the search space would lead to a new candidate network architecture for the transformer.

In each layer, there are $S_t$ possible choices for the number of tokens, $S_f$ possible choices for the token dimension, and $S_s$ possible choices for using the attention maps for each map. For $L$ layers, the search space considering only the token pooling would contain $(S_t \cdot S_f \cdot S_s)^L$ candidate designs. For example, when $S_t = 4$, $S_f = 4$, $S_s = 4$, and $L = 36$, there are about $1.1 \times 10^{65}$ choices, about $9.6 \times 10^{52}$ times the size of SPOS method [15]. In compar-
ison, SPOS has 4 choices in each layer, while this search space has 64 in each layer. This search space is too large and has too many choices in each layer. It costs too much time when searching algorithms are used for obtaining the best architecture from this search space. Besides, too many choices in each layer may make the existing fast searching algorithm not effective, as found in [8]. Therefore, we need to reduce the search space.

Our designs of the search space and reasons are as follows:

• According to the analysis in Section 3.2.1, we increase the token dimension but decrease the token numbers as the depth increases. This helps to reduce the search space by removing the network architectures that do not fit this rule.

• Following the mature design of CNN, we constrain that multiple layers within a stage have the same number of tokens and the same token dimension. To reduce the search space and computation required by the searching algorithm, we only use three stages of token pooling.

• For the number of layers at each stage, we only consider the limited number of layers to further reduce the search space and computation.

• We provide flexibility to apply attention sharing or not for different layers.

Our supernet design for Representing the Search Space.
If we consider the number of layers and the setting for attention map sharing in each stage as hyper-parameters for a network, then a natural choice for learning them is the RL or EA based approaches, which are very slow in searching. Therefore, we employ weight sharing based methods [3, 1] as our searching algorithm, which requires defining a supernet to subsume all candidate architectures in the search space. A possible design of supernet is shown in Fig. 4. There are three stages in the supernet. A token pooling layer is placed between stages to change the token number and features dimension. Each stage has six cells, where a cell has three choices of paths, a basic transformer layer, two sharing layers with the attention map of the first transformer layer being copied to the second layer, and identity mapping. A candidate architecture could choose one path out of three choices for each cell independently. With the inclusion of identity mapping, the candidate network can have 0 (all cells choosing the identity layer) to 36 (all cells choosing the sharing layers) transformer layers. Such supernet design provides more feasibility to the transformer architecture. For example, a candidate architecture could select the sharing layers path for all the first 6 cells at the first stage and select identity for the remaining cells, which has 12 transformer layers with every two layers sharing attention map but without token pooling.

3.3.2 AutoML for the Searching

With the search space and supernet defined in section 3.3.1, we find the optimal network architecture for the transformer using the SPOS [15], which is briefly introduced below.

Training the supernet. The built supernet in section 3.3.1 includes all the candidate networks. For each cell of the supernet, there are multiple choices. By activating only one choice in each cell, a candidate network can be constructed. During training, SPOS only selects one candidate network by uniform sampling for each training iteration and updates the parameters of the selected candidate network in the supernet. The candidate network will inherit the trained parameters from the supernet and keep updating these parameters. Once the supernet is trained, all the candidate networks can inherit the weights from it without being trained from scratch for searching.

Searching from the trained supernet. After the supernet is trained, the best candidate network architecture can be obtained by further applying the evolutionary method to all the candidate networks in the supernet. More details could be found in [15].
4. Experiments

In this section, we elaborate on the dataset, implementation details, and experimental results to evaluate the performance of the proposed PSViT.

4.1. Datasets and Implementation Details

Experimental Dataset. To validate the effectiveness of the proposed PSViT, we conduct experiments on image classification. We conduct all classification experiments on the ImageNet 1000-class image classification dataset, which is a widely used benchmark for validating network architecture design. This dataset has about 1 million training data. Part of the training data is used as the validation data. The training data without the validation data is used for training the supernet. The validation data is used by the AutoML for searching from the trained supernet.

Implementation Details. We choose the DeiT [33] mentioned before as our baseline since it is the current SOTA for vision transformer in image classification. DeiT has two major different versions, that is, the Small one and the Tiny one, for efficient training, which are derived from the basic version of DeiT-B that has 12 transformer layers, a fixed token dimension of 768, 12 heads, and feature dimension of each head \( d_h \) being 64. The differences between the Small one and the Tiny one are feature dimension and head number. More details about the other related details for DeiT can be found in [33]. We follow the framework of DeiT [33] to obtain the feature embeddings, which are sent to transformer encoders for further processing. We implemented our model based on PyTorch.

Training settings. For the supernet training, minibatch Nesterov SGD optimizer with a momentum of 0.9 is adopted. The initial learning rate is set to 0.2 and adjusted to 0 gradually by the cosine annealing learning rate decay. We train the network with a batch size of 1024 and L2 regularization of 1e-4 for 100 epochs. Besides, the label smoothing is applied with a 0.1 smooth ratio. For subnet searching, we use the same setting for the evolutionary algorithm as that in [15] under the FLOPS constraint. Specifically, the evolutionary algorithm samples \( N_s = 1000 \) subnets with population size 50, max iterations 20, and retaining top-10 models during the evolutionary search. After the optimal subnet is found, we retrain the subnet. For retraining the subnet, we utilize the same training setting as that in [33] due to its efficiency.

4.2. Classification Results

For the classification task, we compare our two type searched models, PSViT-1D and PSViT-2D with two widely applied models, ResNet [17] and ResNext [39], and the SOTA pure transformer vision model DeiT [33]. More specifically, ResNet18 and ResNet 50 are shown in Table 2 since they are provided in [33] and they have similar FLOPs as DeiT-Tiny and DeiT-Small respectively, as pointed out in [33]. Moreover, ResNetXt50-32x4d and ResNetXt101-64x4d that improved ResNet by aggregating the residual module are also included for comparison due to their outstanding performance in image classifications. For a fair comparison, the above corresponding models trained on our machine using our training settings (the same as DeiT) are further represented with a symbol of * in the table. The results for ViT-Base in Table 2 is copied from [11]. Note that using the training setting of DeiT for both ViT and DeiT will make ViT and DeiT having the same accuracy because the only difference between DeiT and ViT is the training setting.

Table 2 shows the experimental results comparing our searched models with other methods under different computation budgets. We can find that under similar FLOPS, our models achieve better classification accuracy. For example, the accuracy of our searched 1D/2D model under 1.3 GFLOPS is more than 5% / 6% higher (we use absolute accuracy improvement instead of relative improvement in this paper) than DeiT-Tiny with similar FLOPS and more than 7% / 8% higher than the ResNet18, whose FLOPS is 1.4 times of ours. Such huge improvements in terms of better classification accuracy and fewer FLOPS make the proposed PSViT a more attractive and powerful competitor to the recent ViT and DeiT.

For ResNet50, ResNetXt, and DeiT-Small, our corre-
sponding improved model obtained by the PSViT-1D also outperforms them respectively by a significant margin of 2.2%, 1.6%, and 1.1%. The PSViT-2D is 0.9% better than the PSViT-1D with fewer FLOPS. While for the large model comparisons among ResNetXt-101, DeiT-Base, and our base one, our respective classification gain is more than 1% for the PSViT-2D-Base model.

All the above three results for image classification show the effectiveness of the proposed PSViT scheme. We attribute the gain of our searched models to the two key parts advanced in this work: the proposed token pooling module that can more effectively capture different levels of image features, and the attention sharing mechanism that flexibly adapts the computational cost for different transformer layers, achieving a better trade-off between accuracy and model redundancy.

4.3. Ablation Study

To have a better understanding of the proposed PSViT, we carry out some ablation studies in this section, which are detailed as follows. All experimental results are conducted on ImageNet using the same training setting mentioned in Section 4.1.

**Effectiveness of Token Pooling, Attention Sharing, and AutoML.** First of all, we evaluate our proposed mechanism through simple manually designed models as in Table 3. We first devise the ViT model with attention sharing between two adjacent layers. To balance the computation, we add additional layers at the end of the original model to reach similar FLOPS. The attention sharing improves the accuracy by 1.6%. Then, we evaluate the proposed token pooling with the setting of ‘Token Dimension2’ described in Table 3. Token pooling improves the performance of the model significantly, that is, from 72.2% to 76.3% for PSViT-1D and 76.7% for PSViT-2D.

Moreover, we study the effectiveness of AutoML. We utilize SPOS method to search for an optimal architecture under the FLOPS constraint, considering both token pooling and attention sharing. The supernet for the SPOS is shown in Fig. 4. As shown in Table 3, there is obvious performance improvement of 1.1%/2.1% for PSViT-1D/PSViT-2D, which demonstrates the efficacy of the utilized AutoML method of SPOS.

**Token Number Settings.** As we mentioned before, the hyper-parameters about attention pooling have multiple choices. We evaluate the different settings as in Table 4. Since we follow the principle of increasing token dimensions while decreasing token numbers, the only hyper-parameters should be the initial/final token numbers. We evaluate two types of token numbers based on PSViT-1D, corresponding to the way that input images are split. For a model with input token having size $16 \times 16$ (models with ‘/16’), the initial/final token number is 197/50 while the model with input token size being $8 \times 8$ (models with ‘/8’) has 785/197 initial/final tokens. The model Tiny/16 is our searched model as mentioned and other models are obtained through scaling up (Small/16) or tuning the initial token numbers (Tiny/8, Small/16). For the Tiny models, the model with fewer token numbers performs much better. The Tiny model with more tokens has too many tokens with lower feature dimension in the final stage which leads to poor representation ability. Different from Tiny model, the Small model with more tokens achieves better performance. The reason is that the token dimensions are enough for the small model and the performance of the small model with few tokens drops due to the possible overfitting caused by the superfluous parameters.

**Attention Sharing Settings.** We further study different attention sharing paradigms. And the experimental results based on 1D pooling are shown in Table 5. In the table, ‘sharing 2’ means every 2 adjacent layers share the same attention. ‘sharing 3’ denotes every 3 adjacent layers share the same attention, i.e., more layers sharing the same attention. We can clearly see that applying sharing can yield obvious improvements in classification accuracy compared to the vanilla ViT that does not share attention (‘no sharing’ in Table 5), with a promising margin of 1.6%, and 0.9% respectively for sharing in 2 layers and 3 layers. Sharing between 2 layers achieves better performance than sharing among 3 because features will change more when going through 3 layers and the attention may be different in 3 layers. For a better performance, we select sharing within 2 layers as our network design element in the supernet.

4.4. Visualization

**Visualization.** In Fig. 5, we show the visualization of learned features from DeiT (the 2nd and 5th columns) and our PSViT (the 3rd and 6th columns). We utilize the GradCAM in [27] to show where is ‘important’ for predictions. We can find that our PSViT can focus on a more complete region-of-interests than DeiT. In addition, our model has larger feature dimensions which can capture more information than the baseline model, leading to possible better classification or recognition results.

4.5. Searched Architectures

Fig. 6 shows the searched architectures of PSViT-1D and PSViT-2D. There are about 50% layers sharing the attention, which shows that the proposed attention sharing mechanism can achieve a great trade-off between accuracy and computation costs. For the computation allocation among the three stages, both models allocate less computation in the first stage and more computation in the last stage. The features in the first stage have a larger spatial size. Applying self-attention to these features leads to a heavy computation burden. We think that is why the first stage tends to adopt
Table 3. ImageNet top-1 classification accuracy for models with different mechanisms, i.e., attention sharing, token pooling, and using AutoML or manual design for these two factors.

| Attention Sharing | Token Pooling | AutoML | FLOPS (G) | acc-1D (%) | acc-2D (%) |
|-------------------|---------------|--------|-----------|------------|------------|
| ✓                 | ✓             | ✓      | 1.3       | 73.8       | 76.7       |
| ✓                 | ✓             | ✓      | 1.3       | 77.4       | 78.8       |

Table 4. Token Number Setting based on PSViT-1D. Tiny/8 and Tiny/16 have differences in the input token numbers. To ensure Tiny/8 and Tiny/16 have similar FLOPs, token dimension and number of heads in the multi-head attention are adjusted correspondingly. Similarly for Small/8 and Small/16. ‘Token Dimensions’ denotes numbers of features per token for the three stages, similarly for ‘Token numbers’. ‘Num. heads’ denotes the number of heads in the multi-head attention for the three stages.

| Model   | Tiny/8 | Tiny/16 | Small/8 | Small/16 |
|---------|--------|---------|---------|----------|
| Token Dimensions | [64, 144, 192] | [192, 288, 384] | [144, 256, 384] | [288, 512, 768] |
| Num. heads | [1, 3, 3] | [3, 6, 6] | [3, 4, 6] | [6, 8, 12] |
| Token Numbers | [785, 393, 197] | [197, 99, 50] | [785, 393, 197] | [197, 99, 50] |
| Params(M) | 3.8 | 15.6 | 13.9 | 53.8 |
| FLOPS(G) | 1.5 | 1.3 | 4.9 | 4.0 |
| Top1 Acc | 72.71% | 77.40% | 80.70% | 78.32% |

Table 5. ImageNet top-1 classification accuracy for different sharing settings. ‘no sharing’ denotes the network without sharing attention. ‘sharing 2’ and ‘sharing 3’ respectively denote every 2 and 3 adjacent transformer layers share the same attention map.

| model | FLOPS (G) | acc-1D (%) |
|-------|-----------|------------|
| no sharing | 1.3 | 72.2 |
| sharing 2 | 1.3 | 73.8 |
| sharing 3 | 1.3 | 73.1 |

Table 4. Token Number Setting based on PSViT-1D. Tiny/8 and Tiny/16 have differences in the input token numbers. To ensure Tiny/8 and Tiny/16 have similar FLOPs, token dimension and number of heads in the multi-head attention are adjusted correspondingly. Similarly for Small/8 and Small/16. ‘Token Dimensions’ denotes numbers of features per token for the three stages, similarly for ‘Token numbers’. ‘Num. heads’ denotes the number of heads in the multi-head attention for the three stages.

| Model   | Tiny/8 | Tiny/16 | Small/8 | Small/16 |
|---------|--------|---------|---------|----------|
| Token Dimensions | [64, 144, 192] | [192, 288, 384] | [144, 256, 384] | [288, 512, 768] |
| Num. heads | [1, 3, 3] | [3, 6, 6] | [3, 4, 6] | [6, 8, 12] |
| Token Numbers | [785, 393, 197] | [197, 99, 50] | [785, 393, 197] | [197, 99, 50] |
| Params(M) | 3.8 | 15.6 | 13.9 | 53.8 |
| FLOPS(G) | 1.5 | 1.3 | 4.9 | 4.0 |
| Top1 Acc | 72.71% | 77.40% | 80.70% | 78.32% |

4.6. Comparison between PSViT-1D and PSViT-2D

Our PSViT-1D and PSViT-2D have different searched architectures as shown in Fig. 6. For PSViT-1D, we set the output token number as 50 (with the CLS token). Similarly, the spatial size of the output feature in PSViT-2D is $7 \times 7$. Both models have token pooling layers with a stride of 2, which means token number will reduce 50% in PSViT-1D and 75% for the PSViT-2D. In PSViT-1D, the token pooling is applied to 1D features. The token number is 197 for the first stage and 99 for the second stage. For PSViT-2D, the token number of the first stage and the second stage are $28 \times 28$ and $14 \times 14$, respectively. As the Table 2 shows, our PSViT-2D models achieve better performance than PSViT-1D models. We think the main reason is that 2D token pooling can keep the structure information of 2D images while the 1D token pooling only considers the neighboring tokens on the x-axis but ignores those on the y-axis. Besides, 2D features from PSViT-2D is more suitable for downstream tasks.

4.7. Object detection and instance segmentation results

To evaluate the transferability of our models, we contrast our PSViT-2D model to ResNet on the downstream tasks, i.e., object detection and instance segmentation. We apply the Mask-RCNN-FPN [16] as our framework. We conduct experiments on MSCOCO 2017 dataset, which consists of 118K training images and 5K validation images. We report the performance on the validation set.

For the network training, we first initialize the backbone parameters with our pre-trained weights on ImageNet and adopt Xavier initialization on other layers in the neck and heads. Our models are trained with the batch size of 16 on 8 V100 GPUs and optimized by AdamW with the initial learning rate of 0.0001, 0.05 weight decay. We follow the standard common 1x training setting (12 epochs) to train the whole Mask R-CNN models with our searched models and ResNet as the backbone. During the training stage, we follow the multi-scale training setting in [31]: resizing the shorter side of input between 480 and 800 while the longer
Figure 5. Visualization of features for DeiT and our PSViT. Images in the 1st and 4th columns are from ImageNet.

Figure 6. Searched architectures of PSViT-1D-Tiny and PSViT-2D-Tiny. The feature size does not change in the same stage.
side is at most 1333. During testing, the shorter side of the input is fixed as 800 pixels.

The results are shown in Table 6. Our PSViT-2D-Tiny achieves 40.8% mAP on the object detection task and 37.7% mAP on the instance segmentation task, which is 6.4 and 4.9 points higher than that of ResNet18, respectively. Our PSViT-2D-Tiny even achieves better performance than ResNet101. The much better performance than ResNets on both object detection and instance segmentation shows the great transferability of our models.

5. Conclusions

In this paper, we have introduced a new PSViT by making use of token pooling and attention sharing. To effectively enhance the performance of current ViT, token pooling and attention sharing are first designed. Then, the search space for a PSViT stage is designed. Based on the search space, we further apply an efficient AutoML method, SPOS, to obtain the optimal module design. Extensive comparison experiments on the ImageNet image classification dataset show the effectiveness of the proposed PSViT since it can increase the classification accuracy a lot. The great performance on object detection and instance segmentation also validates the transferability of our models.
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