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Abstract
This paper presents a new Lyapunov-based nonlinear model predictive controller (LNMPC) for the attitude control problem of unmanned aerial vehicles (UAVs), which is essential for their functioning operation. The controller is designed based on a quadratic cost function integrating UAV dynamics and system constraints. An additional contraction constraint is then introduced to ensure closed-loop system stability. That constraint is fulfilled via a Lyapunov function derived from a sliding mode controller (SMC). The feasibility and stability of the LNMPC are finally proved. Simulation and comparison results show that the proposed controller guarantees the system stability and outperforms other state-of-the-art nonlinear controllers, such as the backstepping controller and SMC. In addition, the proposed controller can be integrated into an existing UAV model in the Gazebo simulator to perform software-in-the-loop tests. The results show that the LNMPC is better than the built-in proportional–integral–derivative controller of the UAV, which confirms the validity and applicability of our proposed approach.
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1 Introduction
In recent years, unmanned aerial vehicles (UAVs) have been receiving significant interest due to their applicability in various fields from transportation and agriculture to military and space exploration [1–3]. The key to the success of UAV applications lies in control techniques that drive the UAV to reach its desired trajectory and maintain its stability in conditions subject to disturbances, such as load variation or wind gust. For quadrotor UAVs, it is essential to control their attitude, since it decides their maneuver, i.e., the UAV changes its position and orientation by changing its attitude. Since the dynamic model of quadrotor UAVs is nonlinear with six degrees of freedom but having only four independent inputs, it is an underactuated system [4]. Besides, system constraints are often required to meet the physical limits of the UAV. Therefore, designing controllers for quadrotor UAVs is a challenging problem that requires sufficient investigation.

In the literature, linear control methods such as the proportional–integral–derivative (PID) and linear-quadratic-regulator (LQR) controllers are among the most popular methods used for UAVs [5–7]. In [8], the PID, LQR, and state feedback controllers are used to control the attitude of a UAV with performance sufficient for several tasks. Combining linear controllers with an adaptive method is another approach to improve the tracking performance [9,10]. In [9], a fuzzy approach is used to automatically adjust the control parameters of a PID controller. In [10], the fuzzy PID method is combined with an iterative learning controller to deal with under-actuated dynamics and strong coupling characteristics of the quadrotor. While these approaches can enhance the performance of standard PID controllers, they require linearization, which affects the control performance when the UAV operates in its nonlinear regions.

To overcome that problem, nonlinear control methods are often used. The most popular nonlinear control techniques
include sliding mode control (SMC) and its variations due to the capability to handle model uncertainties [11,12]. In [11], an adaptive twisting SMC algorithm is developed to control the attitudes of a quadrotor with satisfactory performance. In [13], an SMC based on neural networks is designed to minimize the impact of external disturbances on UAV dynamics. The SMC and its variants are also used in [14–16] to regulate the UAV attitude under different conditions. However, the inevitable chattering phenomenon generated by SMC is undesirable to the system and the computational cost is proportional to the order of the system. Hence, another nonlinear control method named the backstepping control (BSC) is often used [17–19]. It can handle nonlinearities in the system dynamics and external disturbances to generate fast and efficient tracking performance. For instance, the adaptive BSC introduced in [20] is capable of controlling the attitude of a quadrotor in harsh conditions with desirable accuracy. However, if the system model is subject to constraints or uncertainties, the control performance is quickly degraded and may lead to divergence. The BSC and SMC can be combined to take advantage of both controllers [21,22], but the undesirable chattering phenomenon then persists. Besides, the system stability is affected if constraints on system states and control signals exist.

Recently, model predictive control (MPC) has been used for UAV control to predict system states and handle constraints. In [23], an adaptive nonlinear MPC is introduced for path tracking of a fixed-wing UAV. The prediction horizon varies according to the path curvature to enhance the tracking result. In [24], MPC is used for the autopilot of a UAV in which a linear parameter-varying model is employed to describe its dynamics and account for estimation errors. In another work, a low complexity MPC algorithm is introduced for real-time trajectory tracking of the UAV with limited computation capacity [25]. MPC is also used in [26–30] for different UAV control tasks, such as guidance, linear tracking, and multitarget–multisensor tracking. However, the stability of those controllers is hardly addressed due to the lack of a direct relationship between control signals and input variables. Since stability is an essential characteristic of control systems, analyzing it is essential for the safe operation of UAVs.

In this work, we address the attitude control problem of UAVs by proposing a nonlinear model predictive controller. First, the dynamic model of the quadcopter UAV is introduced. A cost function relating the current and desired state and having constraints on system states and control signals is then defined. A Newton-type algorithm is finally used to solve the cost function to obtain optimal control signals. Here, our contributions are threefold:

(i) We propose a new Lyapunov-based nonlinear model predictive controller (LNMPC) considering constraints on both attitude states and control signals. Those constraints are essential for the practical use of the controller, since real UAVs are limited in their maneuverability and actuator power.

(ii) We introduce a contraction condition to constrain the system states and based on it, we prove that the stability of the control system is guaranteed. To the best of our knowledge, this is the first time the stability of a nonlinear MPC has been proven for attitude control of the UAV.

(iii) A number of simulations, comparisons, and software-in-the-loop (SIL) tests have been conducted to evaluate the performance of the proposed controller. The results show that our controller outperforms not only the built-in controller of the UAV but also state-of-the-art nonlinear controllers.

The rest of this paper is structured as follows. Section 2 presents the dynamic model of the quadrotor UAV. Section 3 describes the design of the LNMPC. Section 4 analyzes the system stability. Finally, results and conclusions are presented in Sects. 5 and 6.

2 The Dynamic Model of Quadrotor UAVs

The UAV used in this work is a quadrotor drone that has two pairs of propellers rotating in opposite directions. By defining the inertial frame $O = \{X, Y, Z\}$ and the body frame $B = \{B_x, B_y, B_z\}$ as in Fig. 1, a UAV configuration includes its position, $(x, y, z)$, and orientation, $(\phi, \theta, \psi)$, about $x$, $y$, and $z$ axes of the inertial frame, respectively.

According to [31], the dynamic equations of the UAV can be summarized as

\[
\begin{bmatrix}
\dot{x} \\
\dot{y} \\
\dot{z} \\
\dot{\phi} \\
\dot{\theta} \\
\dot{\psi}
\end{bmatrix} =
\begin{bmatrix}
\dot{x} \\
\dot{y} \\
\dot{z} \\
\dot{\phi} \\
\dot{\theta} \\
\dot{\psi}
\end{bmatrix} =
\begin{bmatrix}
(g - \cos \phi \cos \theta) \frac{f_t}{m} \\
\dot{x} + \dot{y} I_y - I_z \frac{\tau_y}{m} + I_z \frac{\tau_z}{m} \sin \phi \sin \theta \cos \psi \\
\dot{y} + \dot{z} I_z - I_x \frac{\tau_z}{m} + I_x \frac{\tau_x}{m} \\
\dot{\phi} I_z - I_y \frac{\tau_x}{I_x} + I_y \frac{\tau_y}{I_y} \\
\dot{\theta} I_y - I_x \frac{\tau_y}{I_x} + I_x \frac{\tau_x}{I_x} \\
\dot{\psi} I_x - I_y \frac{\tau_x}{I_y} + I_y \frac{\tau_y}{I_y}
\end{bmatrix},
\]

where $U = [f_t, \tau_x, \tau_y, \tau_z]^T$ is the control input with $f_t$ being the total thrust, and $\tau_x$, $\tau_y$, and $\tau_z$ being the moments about $x$, $y$, and $z$ axes, respectively; $m$ is the mass of the UAV; $g = 9.8\, \text{m/s}^2$ is the gravity; $I_x$, $I_y$, $I_z$ are, respectively, the moments of inertia about $x$, $y$, and $z$ axes of the body frame; and $l_a$ is the UAV arm length.
Since this work focuses on attitude control, only three last equations of (1) are considered. Therefore, the dynamic equations representing UAV’s attitude are expressed as

\[
\begin{bmatrix}
\ddot{\phi} \\
\ddot{\theta} \\
\ddot{\psi}
\end{bmatrix} =
\begin{bmatrix}
\frac{1}{I_x} (I_y - I_z) + \frac{l_d}{I_x} \dot{\phi} \\
\frac{1}{I_y} (I_x - I_z) + \frac{l_d}{I_y} \dot{\theta} \\
\frac{1}{I_z} (I_x - I_y) + \frac{l_d}{I_z} \dot{\psi}
\end{bmatrix}
\begin{bmatrix}
\dot{\theta} \\
\dot{\phi}
\end{bmatrix} + \begin{bmatrix}
l_a \\
l_a \\
l_a
\end{bmatrix} \tau
\]

(2)

3 Controller Design

Similar to MPC, LNMPC can handle system constraints to output optimal control signals. Moreover, the stability of LNMPC can be analyzed via the Lyapunov theory. In this section, we present our design of the LNMPC together with the design of a sliding mode controller used to prove the system’s stability.

3.1 Design of the LNMPC

Let \( \xi_1 = [\phi, \theta, \psi]^T \) and \( \xi_2 = [\dot{\phi}, \dot{\theta}, \dot{\psi}]^T \) represent the attitude and angular velocities of the UAV, respectively. According to (2), we have

\[
\begin{align*}
\dot{\xi}_1 &= \xi_2, \\
\dot{\xi}_2 &= \begin{bmatrix}
\ddot{\phi} \\
\ddot{\theta} \\
\ddot{\psi}
\end{bmatrix} = \begin{bmatrix}
\frac{1}{I_x} (I_y - I_z) + \frac{l_d}{I_x} \dot{\phi} \\
\frac{1}{I_y} (I_x - I_z) + \frac{l_d}{I_y} \dot{\theta} \\
\frac{1}{I_z} (I_x - I_y) + \frac{l_d}{I_z} \dot{\psi}
\end{bmatrix} \begin{bmatrix}
\dot{\phi} \\
\dot{\theta}
\end{bmatrix} + \begin{bmatrix}
l_a \\
l_a \\
l_a
\end{bmatrix} \tau
\end{align*}
\]

(3)

\[
\begin{bmatrix}
I_y - I_z \\
I_y - I_z \\
I_x - I_y
\end{bmatrix}
\begin{bmatrix}
\ddot{\psi} \\
\ddot{\phi}
\end{bmatrix} + \begin{bmatrix}
\frac{1}{I_x} & 0 & 0 \\
0 & \frac{1}{I_y} & 0 \\
0 & 0 & \frac{1}{I_z}
\end{bmatrix}
\begin{bmatrix}
\tau \phi \\
\tau \theta \\
\tau \psi
\end{bmatrix}
\]

\[
= G_1 \xi_2 + G_2 U,
\]

where \( g(\xi_2) = [\ddot{\phi}, \ddot{\theta}, \ddot{\psi}]^T \).

Let \( \xi = [\xi_1, \xi_2]^T \) be the state vector and \( U = [\tau \phi, \tau \theta, \tau \psi]^T \) be the control signal. The dynamic equations in (3) can be written in a short form as

\[
\dot{\xi} = f(\xi, U).
\]

(4)

Constraints on system states and control signals can be included as

\[
|\xi| \leq \xi_{\text{max}}, \\
|U| \leq U_{\text{max}}.
\]

(5)

Let \( \xi_{1d} = [\phi_d, \theta_d, \psi_d]^T \) be the reference attitude and \( \xi_{2d} = \dot{\xi}_{1d} \). The tracking error is given by

\[
Z = \begin{bmatrix}
z_1 \\
z_2
\end{bmatrix} = \begin{bmatrix}
\xi_1 - \xi_{1d} \\
\xi_2 - \xi_{2d}
\end{bmatrix}.
\]

(6)

Denoting the reference state as \( \xi_{\text{ref}} = [\xi_{1d}, \xi_{2d}]^T \), the aim of the LNMPC is to find optimal control signal \( U \) to drive the state variable \( \xi \) to the desired state \( \xi_{\text{ref}} \). This can be carried out by optimizing a cost function with constraints of the form:

\[
J = \min_U \| \xi (t_k + T) - \xi_{\text{ref}} (t_k + T) \|_P^2
\]

\[
+ \int_{t_k}^{t_k+T} \left( \| \xi (t) - \xi_{\text{ref}} (t) \|_Q^2 + \| U (t) \|_R^2 \right) dt,
\]

subject to

\[
\xi (t_k) = \xi (t = t_k),
\]

(8a)

\[
\dot{\xi} (t) = f (\xi (t), U (t)) \quad \forall t \in [t_k; t_k + T],
\]

(8b)

\[
|\xi (t)| \leq \xi_{\text{max}} \forall t \in [t_k; t_k + T],
\]

(8c)

\[
|U (t)| \leq U_{\text{max}} \forall t \in [t_k; t_k + T],
\]

(8d)
\[
\frac{\partial V(\xi)}{\partial \xi} f(\xi(t_k), U(t_k)) \leq \frac{\partial V(\xi)}{\partial \xi} f(\xi(t_k), h(\xi(t_k))) \tag{8e}
\]

where \(t_k\) is the current time instant, \(T\) is the prediction horizon length, \(U(t)\) is the prediction control signal at future time \(t\), \(\|\cdot\|\) denotes the Euclidean norm, \(P\), \(Q\), and \(R\) are the positive definite weight matrices, \(h(\cdot)\) is a Lyapunov-based closed-loop control law, and \(V(\cdot)\) is a Lyapunov function.

The LNMPC problem (7–8) can be solved using a Newton-type algorithm called sequential quadratic programming (SQP) to find a locally optimal solution [32]. Here, we add an additional contraction constraint (8e) to the original nonlinear MPC to maintain the closed-loop stability. Constraint (8e) guarantees that values of the first order derivative of Lyapunov function \(V(\cdot)\) with control input \(U(t_k)\) are smaller than or equal to those values obtained using the Lyapunov-based control law \(h(\xi(t_k))\). This contraction constraint thus allows proving that the LNMPC inherits the stability property of the controller having \(h(\xi)\). According to [33], any Lyapunov-based closed-loop controller can be used to implement \(h(\xi)\). In this work, we use a sliding mode controller for that purpose with its details described below.

### 3.2 Sliding Mode Control Design for the Contraction Constraint

This section presents our design of \(h(\xi)\) in (8e) using the sliding mode control technique. Let us consider the sliding surface of the control system as follows:

\[
s = \dot{z}_1 + \lambda z_1 = z_2 + \lambda z_1, \tag{9}
\]

where \(\lambda\) is a positive gain matrix.

Taking the first derivative of (9), we have

\[
\dot{s} = \dot{z}_2 + \lambda \dot{z}_1 = (\dot{\xi}_2 - \dot{\xi}_2d) + \lambda z_2. \tag{10}
\]

Consider the SMC Lyapunov candidate function

\[
V_{SMC} = \frac{1}{2} s^T s. \tag{11}
\]

Differentiating \(V_{SMC}\) in (11) and noting (3), we get

\[
\dot{V}_{SMC} = s^T \dot{s} = s^T (G_1 g(\xi_2) + G_2 U - \dot{\xi}_2d + \lambda z_2). \tag{12}
\]

To ensure \(V_{SMC}\) negative, we choose the control signal of the form:

\[
U_{SMC} = U_{eq} + U_{sw}, \tag{13}
\]

where \(U_{eq}\) is the equivalent control signal that maintains the system state on the sliding manifold and \(U_{sw}\) is the signal that leads the system to the sliding surface. They are chosen as follows:

\[
U_{eq} = G_2^{-1} (\dot{\xi}_2 - \lambda z_2 - G_1 g(\xi_2)), \tag{14}
\]

\[
U_{sw} = -G_2^{-1} (c_1 \text{sign}(s) + c_2 s), \tag{15}
\]

where \(c_1\) and \(c_2\) are positive diagonal matrices. Substituting (13) and (14) into (12) gives

\[
\dot{V}_{SMC} = -s^T (c_1 \text{sign}(s) + c_2 s) \leq 0. \tag{16}
\]

### 4 Stability Analysis

In this section, we analyze the recursive feasibility and closed-loop stability of the LNMPC. First, we consider the following definition and lemma:

**Definition** If \(x \in \mathbb{R}^n\), the maximum norm of \(x\) is

\[
\|x\|_\infty = \max \{|x_k| : 1 \leq k \leq n\}. \tag{17}
\]

For \(1 \leq p < \infty\), the \(p\)-norm of \(x\) is

\[
\|x\|_p = \left( \sum_{k=1}^n |x_k|^p \right)^{1/p}. \tag{18}
\]

**Lemma 1** For any square matrices \(M, N \in \mathbb{R}^{n \times n}\)

\[
\|MN\|_\infty \leq \|M\|_\infty \|N\|_\infty. \tag{19}
\]

Then, we make the following assumptions.

**Assumption 1** The desired and real configurations of the UAV are smooth and bounded, that is

\[
\|\xi_{1d}(t)\|_\infty \leq \tilde{\xi}_{1d}, \|\dot{\xi}_{1d}(t)\|_\infty \leq \tilde{\xi}_{2d}, \|\ddot{\xi}_{1d}(t)\|_\infty \leq \tilde{\xi}_{3d}, \tag{20}
\]

\[
\|\xi_1(t)\|_\infty \leq \tilde{\xi}_1, \|\dot{\xi}_1(t)\|_\infty \leq \tilde{\xi}_2, \|\ddot{\xi}_1(t)\|_\infty \leq \tilde{\xi}_3. \tag{21}
\]
Assumption 2 The UAV torques are bounded, that is
\[
\tau_\phi \leq \tau_{\max}, \quad \tau_\theta \leq \tau_{\max}, \quad \tau_\psi \leq \tau_{\max}.
\]  
(22)

Those assumptions are reasonable for UAVs in practice due to their physical constraints and limits [34].

Proposition 1 Consider the UAV dynamics in (3), \( G_1, G_2 \) and \( g(\xi_2) \) are then bounded, that is
\[
\|G_1\|_\infty \leq \bar{I}_1, \quad \|G_2\|_\infty \leq \bar{I}_1, \quad \|G_2^{-1}\|_\infty \leq \bar{I}_2, \quad \|g(\xi_2)\|_\infty \leq \bar{\xi}_2^2. \]  
(23)

Proof Since \( \phi, \theta, \psi \) are the elements of \( \xi_1 \), we have \( \|\phi\|_\infty \leq \bar{\xi}_1, \|\theta\|_\infty \leq \bar{\xi}_1, \) and \( \|\psi\|_\infty \leq \bar{\xi}_1, \). Similarly, \( \|\phi\|_\infty \leq \bar{\xi}_2, \|\theta\|_\infty \leq \bar{\xi}_2, \) and \( \|\psi\|_\infty \leq \bar{\xi}_2, \). According to Lemma 1, it follows that
\[
\|g(\xi_2)\|_\infty \leq \bar{\xi}_2 < \infty. \]  
(24)

On the other hand, as the values of UAV parameters are bounded, we have
\[
\|G_1\|_\infty = \max \left\{ \frac{I_y - I_z}{I_x}, \frac{I_z - I_x}{I_y}, \frac{I_x - I_y}{I_z} \right\} \leq \bar{I} < \infty, \]  
(25)

\[
\|G_2\|_\infty = \max \left\{ \frac{I_a}{I_x}, \frac{1}{I_y}, \frac{1}{I_z} \right\} \leq \bar{I}_1 < \infty, \]  
(26)

\[
\|G_2^{-1}\|_\infty = \max \left\{ \frac{I_x}{I_a}, \frac{I_y}{I_a}, \frac{I_z}{I_a} \right\} \leq \bar{I}_2 < \infty. \]  
(27)

Proposition 2 Consider the UAV being controlled by the SMC technique (13–14), the error signal \( z_2 \) and the sliding surface \( s \) are then bounded with \( \|\lambda\|_\infty = \bar{\lambda}. \)

Proof Since \( \dot{V}_{\text{SMC}} \leq 0, \) it follows that
\[
\|z(t)\|_\infty \leq \|z(0)\|_\infty \leq \|z(0)\|_2. \]  
(28)

Besides, we have \( \|z_1\|_\infty \leq \|Z\|_\infty \) and \( \|z_2\|_\infty \leq \|Z\|_\infty \). Let \( \|z_1\|_2 = \bar{Z} \), we have \( \|Z_1\|_\infty \leq \bar{Z} \) and \( \|z_2\|_\infty \leq \bar{Z} \). As the result, the sliding surface is bounded, that is
\[
\|s\|_\infty = \|z_2 + \lambda z_1\|_\infty \leq (1 + \bar{\lambda}) \bar{Z}. \]  
(29)

\[\square\]

Theorem 1 Suppose the control gain matrices are chosen as \( c_1 \) and \( c_2. \) Let \( \|c_1\|_\infty = \bar{c}_1, \) \( \|c_2\|_\infty = \bar{c}_2. \) For \( h(\xi) = U_{\text{SMC}}, \) the LNMPC \((7–8)\) admits recursive feasibility for all \( t \geq 0 \) if the following relation is satisfied:
\[
\bar{I}_2 \left( \xi_{3d} + \bar{\lambda} \bar{Z} + \bar{I}_2 \xi_2 \right) + \bar{I}_2 \left[ \bar{c}_1 + \bar{c}_2 (1 + \bar{\lambda}) \bar{Z} \right] \leq \tau_{\max}. \]  
(30)

Proof Let \( U_{\text{max}} = [\tau_{\phi_{\max}}, \tau_{\theta_{\max}}, \tau_{\psi_{\max}}]^T. \) Given the present system state \( \xi(t) \), \( h(\xi) \) is always feasible for the LNMPC problem \((7–8)\) if \( |h(\xi)| \leq U_{\text{max}}. \)

By taking the norm of both sides of \((13)\) and noting Proposition 1 and 2, we get
\[
\|U_{\text{SMC}}\|_\infty \leq \|U_{\text{eq}}\|_\infty + \|U_{\text{sw}}\|_\infty
\]
\[
= \left\| G_2^{-1} \left( \xi_{2d} - \lambda \bar{Z} - G_1 g(\xi_2) \right) \right\| + \left\| -G_2^{-1} (c_1 \text{sign}(s) + c_2 s) \right\|_\infty
\]
\[
\leq \bar{I}_2 \left( \xi_{3d} + \lambda \bar{Z} + \bar{I}_2 \xi_2 \right) + \bar{I}_2 \left[ \bar{c}_1 + \bar{c}_2 (1 + \lambda) \bar{Z} \right]. \]  
(31)

From \((30)\) and \((31)\), we have \( |h(\xi)| = \|U_{\text{SMC}}\|_\infty \leq \tau_{\max}, \) which completes the proof. \[\square\]

Noting that the SMC acts as an initial guess for the optimization problem \((7–8)\) rather than being used in the optimization process. Therefore, the feasibility is guaranteed by the SMC controller, and the control performance is optimized by the LNMPC controller.

Theorem 2 The closed-loop system under LNMPC is asymptotically stable with respect to the equilibrium \( Z = \begin{bmatrix} z_1^* \\ z_2^* \end{bmatrix} \) and the UAV attitude will converge to the desired reference under the LNMPC.

Proof Since the Lyapunov function \( V_{\text{SMC}} \) in \((11)\) is continuously differentiable and radially unbounded, using the converse Lyapunov theorems [35], there exist functions \( \vartheta_i, i = 1, 2, 3 \) that satisfy the following inequalities:
\[
\vartheta_1 \left( \|\xi\| \right) \leq V_{\text{SMC}}(\xi) \leq \vartheta_2 \left( \|\xi\| \right), \quad \frac{\partial V(\xi)}{\partial \xi} \leq -\vartheta_3 \left( \|\xi\| \right). \]  
(32)

Consider contraction constraint \((8e)\) and note that the optimal solution will be implemented for one sampling period each time, we have
\[
\frac{\partial V(\xi)}{\partial \xi} \leq -\vartheta_3 \left( \|\xi\| \right). \]  
(33)
Based on Theorem 4.16 in [35], we conclude that the closed-loop system is asymptotically stable with a guaranteed region of attraction:

\[
\mathcal{X} = \left\{ \xi \in \mathbb{R}^6 | \bar{l}_2 \left( \xi_{3d} + \bar{\lambda} \dot{Z} + \bar{I}_2 \xi_2^2 \right) + \bar{l}_2 \left[ \bar{c}_1 + \bar{c}_2 \left( 1 + \bar{\lambda} \right) \bar{Z} \right] \leq \tau_{\text{max}} \right\}.
\] (34)

In addition, since there is no other constraints on control gains \( \bar{\lambda}, \bar{c}_1, \bar{c}_2 \), \( \mathcal{X} \) can be enlarged by reducing the magnitude of those control gains as long as (30) is satisfied. The LNMPC is thus recursively feasible, and the closed-loop system is stable.

**Remark 1** Condition (30) can be satisfied by choice of \( \bar{c}_1, \bar{c}_2 \) and \( \bar{\lambda} \) as the remaining parameters are bounded and can be pre-determined. Specifically, UAV parameters represented in (3) are bounded according to Proposition 1 and their values can be determined based on the physical limits of the UAV. Similarly, the reference attitude values, control signals and state limits are all specified. Since \( V_{\text{SMC}} \leq 0 \) is satisfied, the system error is decreased over time leading to the initial error to be considered as the bounded error \( Z \). Therefore, (30) can be fulfilled by varying the values of \( \bar{c}_1, \bar{c}_2, \) and \( \bar{\lambda} \).

**Remark 2** In practice, the proposed controller can be implemented in the embedded computer system of UAVs for real-time control, since the computation time to solve the LNMPC problem (7–8) can be effectively handled by the optimized libraries, such as ACADO [36]. In addition, software and libraries such as CasADi [37], FORCES Pro [38], and VIATOC [39] can also be used to handle the LNMPC problem in different UAV platforms.

## 5 Results

In this section, the performance of the proposed LNMPC controller is evaluated and compared with two state-of-the-art nonlinear controllers, the backstepping controller (BSC) and the sliding mode controller (SMC). The UAV model used is the AscTec Pelican as shown in Fig. 1 with parameters shown in Table 1.

| Parameter   | Value   |
|-------------|---------|
| Mass of the UAV \( m \) | 1.0 kg |
| Gravity \( g \) | 9.8 m/s² |
| Moment of inertia about \( B_x \) axis, respectively | 0.01 kg m² |
| Moment of inertia about \( B_z \) axis | 0.02 kg m² |
| UAV arm length \( l_a \) | 0.21 m |

![Fig. 2](image.png) Step responds of three controllers in Scenario 1

![Fig. 3](image.png) Trajectory tracking results of three controllers for Scenario 2
Constraints on the UAV are defined as

\[-\frac{\pi}{2} \leq \phi, \theta \leq \frac{\pi}{2},\]
\[-\frac{\pi}{2} \leq \dot{\phi}, \dot{\theta}, \dot{\psi} \leq \frac{\pi}{2},\]
\[-0.1 \leq \tau_\phi, \tau_\theta, \tau_\psi \leq 0.1.\] (35)

For the LNMPC, the sampling period is chosen as \(dT = 0.02\) s, the predictive horizon is chosen as \(T = 30dT\), and the weight matrices are chosen as

\[P = Q = \text{diag}(30.0, 30.0, 30.0, 1.0, 1.0, 1.0),\]
\[R = \text{diag}(1.0, 1.0, 1.0).\] (36)

Since the BSC and SMC do not consider the UAV constraints, their control signals are limited to \(u \in \{u_{\text{max}}, u_{\text{min}}\}\) as follows:

\[u = \min\{u_{\text{max}}, \max\{u, u_{\text{min}}\}\}.\] (37)

Comparisons are then conducted in four scenarios with different input references.

### 5.1 Scenario 1: Step Input

This scenario considers a step input. The UAV is initialized at a hovering state, where all attitude angles are zeros. The new reference angles are then set to \(\phi_d = \theta_d = \psi_d = 1\) rad. The system responses are shown in Fig. 2. It can be seen that all controllers can drive the UAV to reach the reference without overshooting. However, the proposed controller smoothly drives the angles to their reference values within 1 s, while other controllers require a longer time, i.e., 2 s with BSC and 2.5 s with SMC. The proposed controller thus introduces the fastest response due to its ability to predict future states to generate more efficient control signals.
5.2 Scenario 2: Time-Varying Reference

In this scenario, the desired attitudes periodically change over time according to the following equations:

\[
\begin{align*}
\phi_d &= \frac{1}{3} \sin(t) + \frac{1}{2} \cos(2t), \\
\theta_d &= \frac{1}{3} \cos(t) + \frac{1}{2} \sin(2t), \\
\psi_d &= \frac{\pi}{10} t + \frac{1}{4} \cos(2t).
\end{align*}
\]

(38)

Figure 3 shows the tracking results. It can be seen that the LNMPC introduces the fastest transient response by first reaching the references. At the steady-state, the LNMPC also has the smallest tracking errors. The BSC, on the other hand, introduces a relatively fast response. However, as shown in Fig. 3b, its performance is affected by the system constraints causing large steady-state errors. The SMC introduces comparable tracking performance to the LNMPC as it is not constrained after reaching the desired reference. However, it has the slowest response and generates chattering control signals as shown in Fig. 4.

5.3 Scenario 3: Saturated Control Signal

To further evaluate the performance of the proposed controller, more challenging reference trajectories are used in Scenario 3, in which control signals become saturated in a certain period. The equations of those trajectories are given by

\[
\begin{align*}
\phi_d &= \frac{1}{3} \sin(2t) + \frac{1}{6} \sin(6t), \\
\theta_d &= \frac{1}{3} \cos(2t) + \frac{1}{6} \cos(4t), \\
\psi_d &= \frac{\pi}{10} t + \frac{1}{5} \sin(3t) + 0.5.
\end{align*}
\]

(39)

Figure 5 shows the tracking results. Similar to previous scenarios, the LNMPC introduces the fastest transient responses and smallest steady-state errors. Its control signals also do not exhibit the chattering phenomenon as with the SMC, as shown in Fig. 6. Especially, the advantage of the LNMPC is clearly shown in period \(6 < t < 7\) s, where the control signals from all controllers are saturated due to the system constraints. The tracking errors of the BSC and SMC for pitch angle \(\theta\) quickly increase, whereas that error of the LNMPC remains the same, as can be seen in Fig. 5a. That advantage comes from the capability of the LNMPC to predict its future states and then provide optimal control signals to better adapt to their changes.

5.4 Scenario 4: Disturbance Rejection

This scenario evaluates the robustness of our controller in the presence of input and output disturbances. The reference signals in this scenario are given by

\[
\begin{align*}
\phi_d &= \frac{1}{3} \cos(2t) + \frac{1}{2} \cos\left(\frac{2}{3} t\right), \\
\theta_d &= \frac{1}{2} \cos(2t) + \frac{1}{6} \sin\left(\frac{2}{3} t\right), \\
\psi_d &= \frac{\pi}{12} t + \cos\left(\frac{3}{5} t\right).
\end{align*}
\]

(40)

The input disturbance is generated from uniformly distributed random noise with magnitude \(d_u = 0.1\) Nm added to the control signals. Note that this magnitude is equal to the maximum input torque mentioned in (35). The tracking results in Fig. 7 show that all controllers are rather insensitive to input disturbances. However, the LNMPC performs the best in terms of transient response and steady state error.

For the case of output disturbance, the system states are added with Gaussian noise of zero mean and variance equal to 0.02 rad. The tracking results are depicted in Fig. 8. It can be seen that the trajectories of BSC and SMC fluctu-
ate about their references implying the influence of noise on those controllers. The LNMPC, on the other hand, copes well with the noise to maintain stable tracking performance. The LNMPC, therefore, is sufficiently robust to deal with disturbances appearing during UAV operation, such as measurement noise and aerodynamic disturbance.

5.5 Validation with Software-in-the-Loop Tests
Based on Gazebo Simulator

To validate the control performance of the LNMPC on flight tasks, we carry out software-in-the-loop (SIL) tests in which the proposed controller is implemented to control a UAV model created in the Gazebo simulating environment, as
shown in Fig. 9. Parameters of the UAV are inherited from the AscTec Pelican drone, as shown in Fig. 1. Since the LNMPC only controls the attitude, we use a standard nonlinear MPC to handle the altitude and position tracking. The results are then compared with the built-in PID controller of the UAV.

The SIL simulation includes two scenarios. One is circular, and the other is a sinusoidal trajectory. The trajectory tracking results are shown in Fig. 10, where the UAV can reach and track the reference trajectories. The attitude tracking results are shown in Fig. 11, where it can be seen that the LNMPC outperforms the PID controller in both the response speed and tracking error. This result can be further verified by Table 2 which shows the root-mean-square error (RMSE). The LNMPC introduces smaller errors in all roll, pitch, and yaw angles, implying its better performance compared to the PID controller.

To evaluate the computational practicality of our proposed controller, we have implemented it on an embedded computer named Jetson Nano, a popular embedded computer used for UAVs [40,41]. Our implementation is based on the ACADO library [36]. The average calculation time for the LNMPC in each processing cycle is 0.016834 s, less than the sampling time, 0.02 s. The result thus confirms the validity of our proposed controller for real UAVs.

6 Conclusion

In this work, we have introduced a new LNMPC designed to track UAVs’ attitude trajectories. Using a contraction condition and the design of a SMC, we proved the feasibility and closed-loop stability of the proposed controller. The results show that our controller outperforms other popular nonlinear controllers in response time, tracking accuracy, and control signal smoothness, especially in challenging situations, where significant changes in control effort are required. In addition, the results of SIL tests with the Gazebo simulator
show the ability to deploy and apply the proposed controller in the embedded control system of UAVs, which then can be used to replace their built-in PID controller. Our future work will extend the LNMPC for the formation control of multiple UAVs.
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