Localized soliton-like solutions to a (2+1)-dimensional hydro-dynamical evolution equation are studied numerically. The equation is the so-called Williams-Yamagata-Flierl equation, which governs geostrophic fluid in a certain parameter range. Although the equation does not have an integrable structure in the ordinary sense, we find there exist shape-keeping solutions with a very long life in a special background flow and an initial condition. The stability of the localization at the fusion process of two soliton-like objects is also investigated. As for the indicator of the long-term stability of localization, we propose a concept of configurational entropy, which has been introduced in analysis for non-topological solitons in field theories.
I. INTRODUCTION

Nonlinear integrable systems have exceptional properties in that they possess a sufficient number of integrals of motion, Painlevé properties, reducibility into bilinear forms, and so on. They admit as a consequence localized solutions that retain their identity even under collision, the solitons. Solitons in nonlinear mathematical systems are eternally stable objects and simulate so many well-balanced phenomena in nature that a large amount of research has been done and is still underway [1–4].

An archetypal example of integrable systems is the Korteweg-de Vries (KdV) equation, which describes the dynamics of surface waves propagating in one-dimensional shallow water. The dynamics of the KdV equation consist of a balance between dispersion and nonlinearity, and the system has an infinite number of integrals of motion and admits multi-soliton solutions. What characterizes the solitons in the KdV equation is their stability at collisions and exponentially dumping tails of each soliton. Several models of a generalization to the KdV equation into two-dimensional space as integrable systems are considered so far. One of these models is the Kadomtsev-Petviashvili (KP) equation, which describes shallow water waves propagating in two-dimensional space [5]. The soliton solutions to the KP equation have a structure that dumps rapidly in one spatial direction and does not localize in the other direction, i.e., the KP solitons are extending in a two-dimensional plane with localization as a line. The system also has an infinite number of integrals of motion, the Lax formulation, the bilinear formulation, and the multi-soliton solutions [6]. For that reason, the class of non-linear systems such as KdV and KP is referred to as the completely integrable systems.

Alternatively, there have been found various localized solutions to some integrable systems with rapidly decaying in all spatial directions, so-called dromions [7–10], topological multi-vortices [11], localized pulses in regularized-long-wave equations [12], solitons in an extended Burgers equation [13], and also several types of lump solitons [14–17], so on. They could explain various nonlinear phenomena of fluid dynamics of the atmosphere or ocean. In the case of the ocean, the waves are generated by the wind and are the response made by the water under the gravity or surface tension.

Among them, the Davey-Stewartson I (DSI) equation [7,18] provides a two-dimensional generalization of the non-linear Schrödinger equation and it possesses only one integral of motion in contrast to the completely integrable systems. Nevertheless, the DSI system has the Lax and the bilinear formulation. The lack of conserved quantities would be the characteristic that the system
has lost, *i.e.*, the fundamental feature of integrability as one-dimensional systems \[19\]. In consequence, the solutions to the initial value problem to the DSI equation cannot be defined uniquely without fixing suitable boundary conditions. We notice here that the effects of the boundary conditions are the continuous supply of external “flow”. In this sense, the DSI equation does not belong to the completely integrable systems in its strictly meaning. Anyhow, the integrable systems in higher spatial dimensions that admit localized solutions in all directions are relatively rare.

In various ranges of mathematical physics, there are occasionally nonlinear systems that admit quasi-stable soliton-like solutions, although they do not have typical integrable structures, such as two-dimensional solitary Rossby-waves \[20\] or solitons in an inhomogeneous plasma \[21\] \[22\]. Such drift-wave solitons are a typical example of a weak-integrable system where metastable solutions are observed though no concrete analytical methods exist. An illustration is the Zakharov-Kuznetsov (ZK) equation \[23\] originally introduced to describe ion-acoustic waves in magnetized plasma. The ZK equation is a three-dimensional generalization of the KdV equation and its two-dimensional analogue is given as

\[
\frac{\partial \phi}{\partial t} + \nabla^2 \frac{\partial \phi}{\partial x} + 2\phi \frac{\partial \phi}{\partial x} = 0,
\]

where the Laplacian is \(\nabla^2 := \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2}\). This equation also appears in some parts of physics such as a behavior of thin liquid film \[24\] \[26\], the solitary Rosby-waves \[27\], and vortex in the drift waves in the three-dimensional plasma \[28\], so it is continuously studied \[29\] \[31\] with some extensions. In the two-dimensional ZK equation \[1\], the nonlinear term is similar to the KdV equation and we refer to this nonlinearity as scalar nonlinearity. This equation has a rapidly decaying localized solution with cylindrical symmetry obtained numerically \[32\], whose behavior under collision is shown to be soliton-like in certain conditions due to the scalar nonlinearity. Despite the two-dimensional ZK equation \[1\] possessing quasi-soliton solutions, the system has only a finite number of integrals of motion, thus it cannot be identified as a completely integrable system. Note that the single soliton exhibits a certain long-life (longevity) during the long-term evolution. Though the analysis of longevity seems critical to understand the stability of the solution, no rigorous research concerning the long-term dynamical evolution of \[1\] exists so far.

In this paper, we draw attention to a nonlinear system in two spatial dimensions that are non-integrable and admit sufficiently localized and quasi-stable solutions. Collisions of traveling waves and isolated vortices are frequent phenomena in nature, observed both in the atmosphere and in the ocean. The dynamics of those familiar phenomena, and especially the behavior of long-lived, large-scale isolated vortices such as “the Great Red Spot (GRS)” of Jupiter in the
atmosphere, “the Naruto whirlpools” of Japan’s coast in the ocean, have been of interest to many people. Therefore a lot of studies have been done so far [33–42]. We consider a similar non-linear system to the ZK equation (1) that appears in the geophysical fluid dynamics of the atmosphere, or ocean, on a rotating planet, including additional non-linearity and non-autonomous terms. It is an intermediate geostrophic equation for vorticity where the horizontal scales of the phenomena are smaller than the Rossby deformation radius. The equation is introduced first to explain the very long life of Jupiter’s GRS and so-called Williams-Yamagata-Flierl (WYF) equation [33, 43], or simply IG (Intermediate Geostrophic) equation, for the stream function $\eta$ of a fluid. The equation in its normalized form is

$$\frac{\partial \eta}{\partial T} + \nabla^2 \frac{\partial \eta}{\partial x} + 2\eta \frac{\partial \eta}{\partial x} - 2y \frac{\partial \eta}{\partial x} + 2J[\eta, \nabla^2 \eta] = 0,$$

which describes behavior of the vortex in a long time scale $T$. The last term, the Jacobian is defined as $J[A, B] := \partial_x A \partial_y B - \partial_y A \partial_x B$ which represents the geostrophic advection of vorticity in the words of fluid dynamics, and we refer to it as the vector nonlinear term. The WYF equation (2) is derived from the shallow water $\beta$-plane model governing the stream function, or vorticity, of fluid under the influence of Coriolis force in a particular parameter range. The derivation is given in Appendix A. The pioneer work [43] shows that a vortex, i.e., a well-localized solution given by Gaussian initial shape, is sufficiently robust in a particular situation, and two distinct vortices merge into a single vortex, unlike soliton collisions. The vector nonlinear term contributes to the shape-keeping of the localized solutions in not a similar manner to the soliton systems, so the merging phenomena of the multi-vortices are the consequence of the cooperation of the scalar and the vector nonlinearities. We remark that this type of nonlinearity also appears in the Charney-Hasagawa-Mima equation [21, 22, 44], which describes the drift waves in magnetized plasma, and also the geophysical flows in the $\beta$-plane at a different parameter range to the WYF equation. It is obvious that the varieties of nonlinearity increase as the spatial dimensions get larger, such as the vector nonlinearity appeared in the case of the WYF equation. We expect that the interplay between those various types of nonlinearity plays significant role in the formation and the stability of higher-dimensional solitons and soliton-like objects.

We focus on here the origin of the longevity of the single vortex solutions to the equation under the influence of this complicated nonlinearity together with external forces, i.e., the background shear flow given with non-autonomous terms. This paper investigates a modified WYF equation with, so-called the variable-coefficient form [45–52] that implements the effect of background shear flows in the equation. The explicit form is given in Section II, Eq. (15). We will find that the vortices
secure eternal long-life in certain circumstances rather than expected from the previous works. In
the present work, although the WYF equation is not integrable in any sense, we demonstrate
that a steady external force is crucial to the stability of the soliton-like objects, i.e., vortices in
two-dimensions. Those effects are included in the dynamical equations as non-autonomous terms,
which are absent in ordinary soliton systems. We argue that the soliton-like stable, or very long-
life objects appear occasionally as a consequence of those “mock-integrability”. In connection with
this, we should remind the case of the DSI equation, in which there exist a suitable boundary
condition for each soliton-like object.

The above non-integrable localized objects have some similarities with solitons in field theoretical
models such as the Q-ball or the oscillon. The oscillon is a non-topological soliton in a scalar
field theory with no explicit integrability. Typically, the oscillon has a bell shape that oscillates
sinusoidally in time and has an extreme long life in some particular conditions [53]. The oscillon
was discovered in the seventies of the last century by Bogolyubsky and Makhankov [54] and later
revisited by [55–58]. A notable feature is that the lifetime of the oscillons is strongly affected by
the size of the initial configuration which may be common in the several quasi-integrable, or mock-
integrable systems. We shall examine this issue: the initial condition dependency for longevity. For
the analysis in the stability of localized object in field theory, an indirect method may be efficient
for the estimation of the lifetime occasionally. Among them, the so-called configurational entropy
is a quite promising candidate for understanding the stable nature of the localized objects [59].
For an attempt of this concept into fluid mechanical systems, we apply it for the analysis of the
longevity of the vortices in the WYF equation. We expect that a criterion of the longevity of
quasi-integrable vortices in the fluid dynamics would be given in the context of such information
theoretical content.

This paper is organized as follows. In Section II we shall describe the model, including a thor-
ough discussion of the close relation with several quasi-integrable systems such like the Zakharov-
Kuznetsov equation or the Davey-Stewartson equation. The conservation nature of the model is
also given in this section. Section III presents the numerical solutions of the model. Conclusions
and remarks are presented in the last Section.

II. NON-INTEGRABLE MODELS IN STEADY BACKGROUND EFFECTS

In this section, we introduce the ZK and the WYF equations in detail for the subsequent
analysis. As mentioned above, they are generalizations of the KdV equations into two-spatial
A. Zakharov-Kuznetsov equation

The Zakharov-Kuznetsov equation originally was the model in three dimensions of plasma with a uniform magnetic field \cite{23}. The majority of the subsequent works, however, have been done for the two-dimensional analogue of the model \cite{31,32,60}, which is defined as

\[
\frac{\partial \phi}{\partial t} + 2\phi \frac{\partial \phi}{\partial x} + \frac{\partial}{\partial x} (\nabla^2 \phi) = 0.
\]  

The model possesses meta-stable isolated solutions which enjoy the solitonic properties. The single soliton is stable in dynamical sense, and the two solitons with same height scatter without merging as in the KdV solitons. However, in the scattering of the two solitons with dissimilar height, the taller soliton becomes taller while the shorter one turns out to be shorter and radiates ripples \cite{32}. The stability of the solutions seem to rely on underlying KdV dynamics, especially the conserved quantities.

The equation possesses the solutions propagating in a specific direction with uniform speeds. Here we set the direction in the positive \(x\) orientation with the velocity \(c\), namely assuming \(\phi = \Phi(x - ct, y)\). Plugging it into (3) we obtain

\[
\nabla^2 \Phi = c \Phi - \Phi^2,
\]

where \(\nabla^2 = \partial^2_x + \partial^2_y\) and \(\tilde{x} = x - ct\). A steady progressive exact wave solution is of the form

\[
\Phi^\text{rec}_c = \frac{3c}{2} \text{sech}^2 \left[ \frac{\sqrt{c}}{2} (\tilde{x} \cos \theta + y \sin \theta) \right],
\]

where the \(\theta\) is a given inclined angle of the solution. From this form, it is easy to see that the solution is just a trivial embedding of the KdV soliton into two spatial dimensions. Here we would like to find the solutions to (3) keeping circular symmetry other than (5). In order to find it, we introduce cylindrical coordinate and rewrite the equation as

\[
\frac{1}{r} \frac{d}{dr} \left( r \frac{d \Phi_c}{dr} \right) = c \Phi_c - \Phi_c^2, \quad \Phi_c := \Phi_c(r),
\]

where \(r := \sqrt{\tilde{x}^2 + y^2}\). We are able to find a family of solutions to (6) with the boundary condition \(\Phi_c \to 0\) as \(r \to \infty\) in terms of a simple numerical study. The solutions form one parameter family of \(c\) such as \(\Phi_c(r) := cF(\sqrt{cr})\). The result is shown in Fig.1. As is expected, the solution propagate in positive \(x\) direction without any dissipation because of the character from the KdV like property.
FIG. 1. The circularly symmetric solutions of the ZK equation \[ \Phi_c(r) \], which are quasi solitary wave solutions with the wave velocity \( c \).

Although the ZK equation \[ \Phi \] has the soliton-like solutions given above, the equation admits only a finite number of integrals of motion as shown in \[ 61 \], which are

\[
M := \int M(y)dy = \int \phi dx dy, \quad M(y) := \int \phi dx, \quad P := \int \frac{1}{2} \phi^2 dx dy, \quad (7)
\]

\[
H := \int \left[ \frac{1}{2} (\nabla \phi)^2 - \frac{1}{6} \phi^3 \right] dx dy, \quad (9)
\]

\[
I := \int r \phi dx dy - t e_x \int \frac{1}{2} \phi^2 dx dy, \quad (10)
\]

where \( r \) and \( e_x \) are the two-dimensional position vector and the unit vector in the \( x \)-direction. Here \( M \) is interpreted as the “Mass” of the solution, and \( M(y) \) itself is conserved similarly to the KdV equation, respectively. We, therefore, conclude that the ZK equation is not an integrable system in the manner of ordinary soliton equations.

B. Intermediate geostrophic regime and Williams-Yamagata-Flierl equation

Several classes of geophysical fluid dynamics in two-dimensional approximation have been studied: the quasi-geostrophic (QG; small-scale), the planetary geostrophic (PG; long-scale) and in-
intermediate geostrophic (IG; medium-scale) motions. For the IG regime, Williams and Yamagata proposed the governing equation for the vortices on the planetary atmosphere with the zonal currents, which are obtained from the standard shallow water system on the $\beta$-plane of coordinates $x, y$ \cite{33, 43}. The equation is defined as

$$\frac{\partial \eta}{\partial T} - \frac{E S}{\eta} \frac{\partial \eta}{\partial x} - S \frac{\partial}{\partial x} (\nabla^2 \eta) + 2y \frac{\partial \eta}{\partial x} + E J [\nabla^2 \eta, \eta] = 0, \quad \eta := \eta(x, y, T),$$

(11)

where the Jacobian $J[A, B] := \partial_x A \partial_y B - \partial_y A \partial_x B$ and the Laplacian $\nabla^2 := \partial_x^2 + \partial_y^2$. Here, the long time scale $T$ is related with the standard time coordinate $t$ as $T := \hat{\beta} t$, $\hat{\beta} \ll 1$, and it denotes the slow time coordinate that describes the long-term evolution of the vortices, see Appendix A. As the authors of \cite{43} numerically shown, the equation (11) have a Gaussian shaped vortex solutions supposed to simulate a candidate for Jupiter’s red spot, which is considered to be an anti-cyclonic vortex. Though the results were sound, the discussions lack the mathematical discussions for the governing equation, i.e., scope of how the solutions are to be stable in terms of effects of the nonlinearity and the background shear flow. In particular, we will analyze here the nonlinear evolution equation under the influence of numerous background, or external flows, given in (11).

We confirm that the equation (11) has well-localized solutions with sufficient longevity like solitons in completely integrable systems as mentioned in Introduction.

In (11), the parameters $E$ and $S$ are of $O(1)$, which defines the scales of the vortices. Mathematically they can be removed with redefinition of the field and the coordinate such as

$$\eta \rightarrow \eta' = \frac{1}{2} S^{-2/3} E \eta, \quad x \rightarrow x' = S^{-1/3} x.$$

(12)

The equation (11) reduces to

$$\frac{\partial \eta}{\partial T} - 2\eta \frac{\partial \eta}{\partial x'} - \frac{\partial}{\partial x'} (\nabla^2 \eta) + 2y \frac{\partial \eta}{\partial x'} + 2J [\nabla^2 \eta, \eta] = 0.$$

(13)

Henceforth, we omit the prime for simplicity. As shown in \cite{43}, the WYF equation (11) has anticyclonic ($\eta > 0$) Gaussian shaped vortex solutions when the appropriate background flow, or zonal currents, $u^0(y)$ are applied. For implementing the effect, we introduce a new variable

$$\xi(x, y, T) := \eta(x, y, T) + \int_0^y u^0(y') dy'.$$

(14)

Substituting this into (13), we obtain

$$\frac{\partial \xi}{\partial T} - 2\xi \frac{\partial \xi}{\partial x} - P(y) \frac{\partial}{\partial x} (\nabla^2 \xi) + 2Q(y) \frac{\partial \xi}{\partial x} + 2J [\nabla^2 \xi, \xi] = 0,$$

(15a)

$$P(y) := 1 + 2u^0(y), \quad Q(y) := y + \frac{\partial^2 u^0}{\partial y^2} + \int_0^y u^0(y') dy'.$$

(15b)
FIG. 2. Long-term simulation of the profile of the vortex $\eta(x, y, T)$ in $(f_0, f_1) = (0.0, 1.2)$ for the iteration number: (a) 0, (b) $1004 \times 10^4$, (c) $4999 \times 10^4$, (d) $9991 \times 10^4$, respectively. We chose the time where the vortex is located at around the middle of the computational area. The initial condition is the circular symmetric Gaussian: $\xi_{\text{init}} = 3.0 \times \exp\{-x^2 - (y - 1)^2\}$. 
FIG. 3. Long-term simulation of the profile of the vortex \( \eta(x, y, T) \) in \((f_0, f_1) = (0.0, 1.2)\) for the iteration number: (a) 0, (b) \(1005 \times 10^4\), (c) \(5011 \times 10^4\), (d) \(9999 \times 10^4\), respectively. The initial condition is the ZK profile of \( c = 1 \) (see Fig.1).
The $P, Q$ are regular functions providing the background shear flow or zonal currents. (15) is our central concern in this paper. Though the $u^0$ can be arbitrary chosen, we employ a linear approximation for the zonal current to simplify the discussion,

$$u^0(y) = f_0 + f_1 y, \quad f_0, f_1 \in \mathbb{R}. \quad (16)$$

For the case $f_0 = 0$ and $f_1 = 1$, the equation reduces to the original WYF equation (13). On the other hand, when we choose $f_0 = -1$ and $f_1 = 0$ and omit the Jacobian term, the equation (15) reduces to the ZK type equation (3). Thus, it should have a stable cyclonic solution: $\xi(x, y) := -\phi(x, y), \ (\phi > 0)$. In a general choice of $u^0(y)$, a large class of solutions would exist other than that we will search for in this paper.

At this stage, we observe the “incomplete” integrable structure of the DSI equation, which is a coupled equation of a complex dynamical field $q(x, y, t)$ and a “mean flow” or a potential $\varphi(x, y, t)$,

$$i \frac{\partial q}{\partial t} + \nabla^2 q - \left( \frac{\partial \varphi}{\partial x} + \frac{\partial \varphi}{\partial y} + |q|^2 \right) q = 0, \quad (17a)$$
$$2 \frac{\partial^2 \varphi}{\partial x \partial y} = \pm \left( \frac{\partial}{\partial x} + \frac{\partial}{\partial y} \right) |q|^2, \quad (17b)$$

where $\nabla^2$ is the two-dimensional Laplacian as in the WYF equation. The DSI equation (17) is not a completely integrable system in the sense that it does not have a sufficient number of conserved quantities [62]. However, the DSI equation has numerous well-localized solutions in all spatial directions, the dromions [8–10], provided that the boundary conditions for the mean flow are appropriately fixed. The prescribed boundary conditions are, of course, not dynamical and considered to be a continuous supply of external flow in which the dromions can be alive stably. Thus, we can regard the proper external flow, or force, as an ingredient of the integrability of the DSI equation, although the integrability is quite deficient. The DSI equation is an autonomous equation, meaning that the interaction with an external flow is incorporated only in the boundary conditions. On the other hand, in the WYF equation (11), the effect of the external flow is given through the non-autonomous terms with the functions $P(y)$ and $Q(y)$ in (15) involving free parameters as (16). We will show that there exist the critical values of external flow, i.e., the parameters $f_0$ and $f_1$, to stabilize a localized solution in the WYF equation. This suggests that the interaction between the dynamical systems and the suitable supply of external flow gives rise to a stable soliton-like structure even if the dynamical system is not integrable. We refer to such a system as a “mock integrable system” hereafter.
FIG. 4. The peak amplitudes of the $\xi(x, y, T)$ of the shear flow $(f_0, f_1) = (0.0, 1.2)$ and also the shear flow with the uniform flow $(f_0, f_1) = (-1.0, 1.2)$. We also plot the profiles at $T \sim 1000, 5000$.

We analyze the WYF equation in a region periodic in $x$-direction and bounded in $y$-direction, i.e., solving the equation in a rectangular domain $-L_x \leq x \leq L_x, -L_y \leq y \leq L_y$. We employ a stretched region $L_x = 20, L_y = 10$. Explicitly, the periodic boundary condition in $x$ and the free-slip condition for the $y$ boundary are written as

$$\xi(-L_x, y) = \xi(L_x, y), \quad y \in [-L_y, L_y], \quad \left. \frac{\partial \xi(x, y)}{\partial y} \right|_{y=\pm L_y} = 0, \quad x \in [-L_x, L_x]. \quad (18)$$

The velocity field is defined as

$$v_x := -\frac{\partial \eta}{\partial y} = -\frac{\partial \xi}{\partial y} + u^0(y) - u^0(0), \quad v_y := \frac{\partial \eta}{\partial x} = \frac{\partial \xi}{\partial x}.$$  

The boundary conditions (18) support that $x$ component of the velocity of the vortex smoothly connects to the external flow at the $y$-boundary.

**C. A conservation nature of the integrals of motion in the WYF equation**

As in the case of the ZK equation, several known (semi-)integrable systems always possess a few (or infinite) conserved quantities and their existence strongly support the stability of the solutions. Although the WYF equation has a similar structure to the ZK equation in part, the existence of
FIG. 5. The peak amplitudes of the $\xi(x,y,T)$ of the shear flow $(f_0,f_1) = (0.0,1.2)$ of the initial conditions of the ZK and the Gaussian $\xi_{\text{init}} = 3.0 \times \exp\{-x^2-(y-1)^2\}$ profiles. We also plot the profiles at $T \sim 5000$.

The Jacobian term breaks conservation laws that the ZK has. We briefly describe the situation. For example, the conservation of the counterpart of the first quantity $M$ in the equation (15) becomes

$$\frac{d\tilde{M}}{dT} = \frac{d}{dT} \int \xi dx dy$$

$$= \int dy \left[ \xi^2 + P(y) \nabla^2 \xi - 2Q(y) \xi - 2\nabla^2 \partial_y \xi \right]_{-L_x}^{L_x} + 2 \int dx \left[ \nabla^2 \partial_x \xi \right]_{-L_y}^{L_y}. \quad (19)$$

The last term in the first integral and the second integral come from the Jacobian. All terms are the surface terms and then possibly to be zero caused by the boundary conditions. The first integral becomes zero because of the periodic boundary condition of (18). For the second term, we rewrite it by using the field $\eta$

$$\int dx \left[ \nabla^2 \partial_x \xi \right]_{-L_y}^{L_y} = \int dx \left[ \partial_x^2 \eta + \partial_x \eta + f_1 \right]_{-L_y}^{L_y}. \quad (20)$$

There is no boundary condition which kills this term. However, when the vortex is located at far from the boundary and moving to $x$ direction, the notable modulation of $\eta$ at the $y$ boundary may be almost ignored, i.e.,

$$\partial_x \eta = \partial_x^2 \eta = \cdots = 0, \quad \partial_y \eta = \cdots = 0,$$
which recovers the conservation of the quantity $\tilde{M}$ as the ZK does. The point is that, when the shear flow $f_1$ is finite, the value (20) may grows as the flow becomes stronger. Physically, we may say the shear flow supplies some influx to the system, which stabilize or destabilize the vortex.

On the other hand, the counterpart of the second quantity $P$ (8) is apparently not conserved, unfortunately. It becomes

$$\frac{d\tilde{P}}{dT} = \frac{d}{dT} \int \frac{1}{2}\xi^2 dx dy$$

$$= \int dy \left[ \frac{2}{3}\xi^3 + P(y)\xi\partial_y^2\xi - Q(y)\xi^2 - \frac{1}{2}P(y)(\partial_y\xi)^2 + \frac{1}{2}P(y)\xi\partial_y^2\xi - 2\xi\nabla^2\xi\partial_y\xi \right]_{-L_x}^{L_x}$$

$$+ \int dx \left[ -\frac{1}{2}P(y)\partial_x\xi\partial_y\xi + \frac{1}{2}P(y)\xi\partial_x\partial_y\xi + 2\xi\nabla^2\xi\partial_x\xi \right]_{-L_y}^{L_y}$$

$$+ \int dxdy f_1(\partial_x\xi\partial_y\xi - \xi\partial_x\partial_y\xi).$$  (21)

The last term of the right hand side is not the surface term thus unless the zero shear flow, $\tilde{P}$ is not conserved.

### III. THE NUMERICAL ANALYSIS

The equation (15) is highly non-linear and then is difficult to find any type of analytical solutions. Particularly, studies of the long-term simulation of the evolution of the vortex solutions, we need to rely on accurate and efficient numerical analysis. After describing our numerical setup, we shall show our successful numerical result where all the effects are fully incorporated.

#### A. The method

There are several numerical methods to investigate the nonlinear evolution equations, e.g. KdV equations and others [63–65]. The semi-implicit method [66], the pseudo-spectral method [67–69], with discrete Galerkin methods for the spatial mesh [29, 70] have been employed so far. For our numerical analysis, we use the simple explicit finite-difference method with the uniform mesh, which are known as the primer techniques for solving partial differential equations, see [71]. In order to gain accuracy, we have tried to implement the classical fourth-order Runge-Kutta method and also the Leap-frog method for the time discretization, the former has an advantage for the numerical stability. To ensure the scheme fourth-order accurate, higher order discretization scheme for the spatial grid than the usual second-order must be implemented. The fourth-order finite differences method [72] has been used for improving the numerical stability especially for solutions of several
soliton models [73–75]. The derivatives of a field $u(x)$ can be expressed as follows by using the formula:

\[
\begin{align*}
D_x u(x) &:= -u(x + 2h) + 8u(x + h) - 8u(x - h) + u(x - 2h), \\
D_{xx} u(x) &:= -u(x + 2h) + 16u(x + h) - 30u(x) + 16u(x - h) - u(x - 2h), \\
D_{xxx} u(x) &:= \frac{u(x + 2h) - 2u(x + h) + 2u(x - h) - u(x - 2h)}{2h^3},
\end{align*}
\]

(22)

where $h$ is a grid spacing.

Let the integers $(N_x, N_y) = (200, 100)$ denote the number of spatial grids and $h := 2L_x/N_x = 2L_y/N_y = 0.2$ be the uniform grid spacing. It is well-known that a special care is required with the Jacobian, the vector nonlinear term, for the numerical stability. The Arakawa method is known for avoiding the numerical instability with conserving the several quantities such like the square of the vorticity and also the kinetic energy [76]. Since the Arakawa method is designed in the second-order finite difference for the spatial grid, we simply extend the method with the fourth-order. In Appendix B we present an explicit form of the fourth-order difference scheme and also of the Arakawa scheme.

Most of our numerical calculations, the time difference $\Delta t = 1.0 \times 10^{-4}$ is employed, then the time $T$ is estimated via

\[ T = \Delta t \times \text{(iteration number)}. \]  

(23)

For the purpose of comparing our results with the previous one [43], we observe the relation between the real time scale $\tilde{T}$ and $T$ are defined in the derivation of the governing equation (11) from a shallow-water equation on a $\beta$ plane of planetary physics. According to the prescription used in [43], it is

\[ \tilde{T} := \frac{1}{f\hat{s}\hat{\beta}^2} T; \quad \hat{\beta} = \frac{\beta L}{f}, \quad \hat{s} = \frac{\lambda_R^2}{L^2}, \quad f = 2\Omega \sin \phi, \quad \beta = \frac{2\Omega}{R} \cos \phi, \]  

(24)

where $L$ is a typical size of the vortex, $R$ and $\Omega$ are a radius and a angular velocity of the planet and $\phi$ is a latitude where the vortex sits. The Rossby deformation radius $\lambda_R := \sqrt{gH/f}$ is defined in terms of the height $H$ of dynamics of our concern. For typical parameters of the Jupiter’s Red spot, it gives the rough estimation of the physical time $\tilde{T} \sim 0.27 \times T$.

### B. The initial profile of vortices

In the actual simulation, a suitable initial profile has to be chosen for supporting stable behavior of the solution in the initial a few steps. We have found that the choice is also essential for the long-
term behavior (longevity), which means that genuine information of nonlinearity of the system is involved in the initial condition. In this paper, we have employed two types: the standard Gaussian profile and the ZK circular symmetric solution shown in Fig.1. The Gaussian profile was used in [43] and this may be one of the reasons why their solutions were not so rigid. Instead, the ZK solution is more efficient for the stability because the equations share some basic features. Also, the zonal current $u^0(y)$ can be freely chosen and we study the two typical cases. We implement no uniform flow $f_0 = 0.0$ and a uniform flow $f_0 = -1.0$, in which the equation has a common structure with the ZK, and in both cases with several values of positive shear flow $f_1$, which corresponds to the anti-cyclonic shear.

On the initial configuration of the vortices, we notice the following aspect. During the initial profiles eventually converging towards the stable configuration, some reformations or adjustments inevitably occur at the early stage. A small trick about an alignment of the initial profile by shifting upward point $y = 1.0$ certainly mitigates the instability. The origin of this anisotropy in the $y$-direction should be investigated in future works.

Figures 2 and 3 show the single vortex profiles $\eta(x, y, T)$ of solutions of the Gaussian and the ZK profile initial conditions with the shear flow $f_1 = 1.2$ for several time steps: $T \approx 0, 1000, 5000, 10000$, respectively. In each case, the vortex moves to the right (positive $x$ direction) with roughly a constant speed. In the Gaussian case Fig.2, the shape is a typical oval and for later time it gradually dissipate and becomes small. On the other hand, in the ZK initial condition, the shape keeps for longer period than the Gaussian case (see Fig.3).

In order to see the effects of the background uniform flow, we examine evolution of the peak behavior of the solutions. Figure 4 compares peak amplitude with/without the uniform flow over the long term simulation, which shows the uniform flow destabilizes the solutions unexpectedly. Here, the initial profile is the ZK for both simulations. For $f_0 = 0.0$, after some small arrangements at the initial stage of the simulation, at $T \approx 2000$, the solution becomes more stable and this continues until the end of the simulation $T = 10000$ with a very small dissipation. On the other hand, with the uniform flow $f_0 = -1.0$, the solution keeps the shape at the beginning and then, begins to decay after $T = 1000$ and slowly goes to collapse. Figure 5 shows the modulation of the peak amplitude of the vortex $\xi(x, y, T)$ for the initial conditions of the ZK and the Gaussian profile. In [43], the authors employed the simple cylindrical Gaussian profile for initial condition and all of their results ended in short life. Our result clearly indicates that the ZK profile has advantageous than the Gaussian. This suggests us that our solutions share some basic feature with that of the ZK equation because most of the terms in the equations are common and the WYF
FIG. 6. $\xi(x, y, T)$ in $f_0 = 0.0$ with several $f_1$ in short period time evolution: $0 \leq T \leq 100$. The $x$-slice solutions with $f_1 = 0.2, 0.6, 1.2$ are plotted. In the case $f_1 = 0.2$, the solution collapses at $T \sim 38$.

equation partially inherits the integrable structure of the ZK equation.

FIG. 7. $\xi(x, y, T)$ in $f_0 = -1.0$ with several $f_1$ in short period time evolution: $0 \leq T \leq 100$. The $x$-slice solutions with $f_1 = 0.2, 0.6, 1.2$ are plotted.
FIG. 8. The long-term behavior of the vortex in $f_0 = 0.0$ with $f_1 = 0.2, 0.4, 0.8, 1.2, 1.4$. The solution with $f_1 = 1.2$ is stable and has a longevity.

C. The strength of the background flows: uniform and shear

On the stability of the vortices in the WYF equation, we find the intensity of the shear flow apparently plays a dominant role. Here, we examine the time evolution of the solution with different values of strength of the shear flow. In Fig[6] we plot the time evolution of the solutions in $x$-direction at fixed $y$ value for the shear flows $f_1$ of the strength 0.2, 0.6 and 1.2. The behavior of the solutions is always moderate and the vortices basically move positive $x$-direction in the effect of the shear flows. As for the speed of the vortex migration, it is higher in the strong shear flow. Then in the case of weak shear flow, $f_1 = 0.2$, the vortex becomes unstable and the life is short. The vortex tends to be swept in negative $x$ direction then genuinely the vortex moves to that direction. In the case $f_1 = 0.6$, the stability improves but still it is inclined to dissipate. We find the vortex is more likely to stay stable in the case $f_1 = 1.2$. Interestingly, a short period oscillation of the peak amplitude emerges, which we shall mention later.

Shown in Fig[7] is the cases including the uniform flow $f_0 = -1.0$. The equation is more like the ZK equation, and consequently the solutions may look stiffer. In the weak shear flows $f_1 = 0.2$, the behavior of the solution tends to be affected by a slight modulation of the backgrounds. The
solution emits a small fraction at the beginning and then moves to the left. The medium case $f_1 = 0.6$, the vortex is rather stable and seems to be balanced in position. For the stronger $f_1$, the vortices are more stable and they move to the positive $x$ direction. Vortex translation velocity is greater with stronger shear flow $f_1$ as in the cases without uniform flow.

In Fig. 8, we present time evolution of the peak amplitude for the several values of the shear flow $f_1$ without the uniform flow. As $f_1$ increases, the “decay rate” of the peaks gradually decreases and the solution reaches the maximum stability at $f_1 \sim 1.2$. Above this value, the decay rate grows again as the case $f_1 = 1.4$ shows. The instability of the solutions at the larger $f_1$, where the decay of peak amplitude of the solution corresponds here, is indicated in Fig. 9, in which we find the oscillation of the peak amplitude begins and the decay rate increases when $f_1 \geq 1.4$. There is nothing special at $f_1 = 1.2$ shown in Fig. 8 (upper left). For larger $f_1$, as in Figs. 9, we observe the oscillating behaviors of the peak amplitude. The solution of $f_1 = 1.8$ is unstable and the peak quickly moves to one of the $y$ boundaries, for this reason the lower right panel in Fig. 9 plots the peak at $y \sim 1$. These results suggest that the instability of the vortices is caused by the breakdown in the balance of the influx from the background flows and the dissipation of the energy.

FIG. 9. Behaviors of the peak amplitude of the vortices in $f_0 = 0.0$ with $f_1 = 1.2, 1.4, 1.6, 1.8$. For $f_1 \geq 1.4$, excited vibrations is observed but is more apparent in the case of $f_1 = 1.6, 1.8$. Especially, case of $f_1 = 1.8$, the peak moves to the boundary area so we plot the value on $y \sim 1.0$. 

In Fig. 8, we present time evolution of the peak amplitude for the several values of the shear flow $f_1$ without the uniform flow. As $f_1$ increases, the “decay rate” of the peaks gradually decreases and the solution reaches the maximum stability at $f_1 \sim 1.2$. Above this value, the decay rate grows again as the case $f_1 = 1.4$ shows. The instability of the solutions at the larger $f_1$, where the decay of peak amplitude of the solution corresponds here, is indicated in Fig. 9, in which we find the oscillation of the peak amplitude begins and the decay rate increases when $f_1 \geq 1.4$. There is nothing special at $f_1 = 1.2$ shown in Fig. 9 (upper left). For larger $f_1$, as in Figs. 9, we observe the oscillating behaviors of the peak amplitude. The solution of $f_1 = 1.8$ is unstable and the peak quickly moves to one of the $y$ boundaries, for this reason the lower right panel in Fig. 9 plots the peak at $y \sim 1$. These results suggest that the instability of the vortices is caused by the breakdown in the balance of the influx from the background flows and the dissipation of the energy.
FIG. 10. Collision of the two vortices; The profiles $\xi(x, y, T)$ in $(f_0, f_1) = (0.0, 1.0)$. We employ the initial condition with ZK solutions with the taller (faster) vortex $c = 1.5$ and the smaller (slower) one $c = 1.0$.

We have thus confirmed that a constant shear flow with suitable value provides the longevity of vortices, and a uniform flow disturbs it.

D. The vector nonlinearity and vortex fusion

The stability of the vortices in the present model is due to several distinct effects: the strength of the background shear flows and the particular type of nonlinearities. In the equation (11), there are two different nonlinear terms: the KdV like term and the Jacobian term, are referred to as the
scalar nonlinear term and the vector nonlinear term, respectively. Both the nonlinear terms affect with the same order of intensity, \( i.e., \) controlled by the \( O(1) \) parameters \( E \) and \( S \).

Naive consideration from soliton theory indicates that the single vortices would collapse within a short time period when the nonlinear terms are absent due to the dispersive nature of the model, and the nonlinearity would stabilize them. For the models in two-dimensional space, however, the situation becomes considerably complicated at the collisions of multi-solitons because of their non-integrability. For example, the two solitons of the ZK equation \([3]\) collide inelastically such that the taller soliton gets more amplitude and the smaller one becomes smaller with ripples generated \([32]\).

Although the instability at the soliton collisions is expected in those two-dimensional models, we now see another kind of stability in the WYF model caused by vector nonlinearity. In \([43]\), the authors extensively studied the two vortex collision process and observed that after the collision the two vortices are merged with each other. Here we reproduce the two vortex collision with the simple superposition of the two ZK initial profiles \( \Phi_c (\tilde{r}) \) of \( c = 1.5 \) and \( c = 1.0 \)

\[
\eta_{\text{init}}(x, y, T = 0) = \Phi_{c=1.5}(r_1) + \Phi_{c=1}(r_2),
\]

\[
r_1 := \sqrt{(x - 5)^2 + (y - 1)^2}, \quad r_2 := \sqrt{(x - 5)^2 + (y - 1)^2},
\]

(25)
FIG. 12. The long term behavior of collision of the two vortices in $f_0 = 0.0$ with $f_1 = 0.2, 0.4, 0.6, 1.0, 1.2$. The solution with $f_1 = 1.4$ rather oscillates and slightly is attenuated (similar behavior is observed in the single vortex, see Fig. 8). The peaks are observed at $T \sim 15$ where the two vortices collide and merge. For solutions prior to the collisions, we plot the peak values of the larger vortex. After the collision, the solutions behave as single large vortices without large dissipation.

and show that the merged vortex is sufficiently stable. Fig. 11 and Fig. 10 show the behavior in the collision of the profiles in contour plot and 3-dimensional plot, respectively. We find the two individual vortices on the same $y$-location with different amplitude and $x$-velocity are merged into one single vortex. The stability or longevity of the vortex after the fusion is depicted in Fig. 12 with several values of shear flow. The result shows the long-term stability of the single vortex after the fusion in the case of shear value $f_1 = 1.2$, which is consistent with the single vortex cases in the previous subsection. In fact, such a merging process has repeatedly been observed in the atmosphere of Jupiter.

E. Fourier analysis: the configurational entropy

Having seen the fusion phenomena of vortices in the WYF model, it is necessary to find a measure of the soliton excitation for further analysis on these non-linear systems. So far, we have mostly examined the peak amplitude of the vortices as the characteristic quantity of the soliton-
FIG. 13. The configurational entropy for several WYF vortices \( \xi(x, y, T) \) with the various shear flows \( f_1 \). The initial condition is the ZK profile of \( c = 1 \). We plot of the time step \( T = 1000, 3000, 5000, 7000, 9000 \) and 10000.

like excitations. In the rest of this section, we will try to define the qualitative indicator for the transmutation of the solutions. To obtain further information on the dissipative behavior of the solutions, analysis using the Fourier transform may be efficient particularly. For this purpose, as an indicator we apply the so called configurational entropy (CE) \[59\], which is essentially a measure of spatial complexity of solitonic objects, \textit{i.e.}, “shape information of a soliton”. The CE tells us many aspects of a soliton solution of a given physical system of our concern. It describes intrinsic structural change or it detects a bifurcation point of stable/unstable nature, and also it is expected to bring us an knowledge of longevity of the object \[77\]-\[79\]. The measure has been applied to many physical systems for the solitons in field theoretical context so far, and in this subsection, we employ it for the WYF vortices and see how the longevity is attained. Although this is an attempt to define an index of the soliton-like excitations and their lifetime at present, we hope the CE would be a promising measure for this kind of analysis.

We have studied the longevity of the WYF vortex with transition of the peak amplitude. It is worth investigating if property concerning the dissipation becomes more apparent by the use of Fourier analysis. Inspired by Shannon’s information entropy \( S_{\text{Shannon}} = - \sum p_i \log p_i \), where
FIG. 14. The configurational entropy for the two collision vortices $\xi(x, y, T)$ in $f_0 = 0.0$ with the shear flows $f_1 = 0.6, 1.0$. The $f_1 = 1.0$ corresponds to Fig. 10. The blue shaded areas indicate the time period where the two vortices collide.

The configurational entropy for the non-periodic solitonic object $S_{NP}^C$ is defined in terms of $f(k)$

$$S_{NP}^C[f] = -\int \tilde{f}(k) \log[\tilde{f}(k)] d^d k,$$

where $\tilde{f}(k) = f(k)/f(k)_{\text{max}}$ and $f(k)_{\text{max}}$ is the maximum fraction. For the periodic functions where a Fourier series is defined, $\tilde{f}(k)$ turns out to be $f_n = |A_n|^2/\sum |A_n|^2$, where $A_n$ is the coefficient of the $n$-th Fourier mode. In this case, the configurational entropy $S_P^C$ is defined as

$$S_P^C[f] = -\sum_n f_n \log[f_n].$$

We expect the configurational entropy to behave that: (i) It promotes informational content of given configurations. (ii) It detects bifurcation of stable/unstable branch, where the entropy takes the maximal value. (iii) It reflects the structural change of the configuration. At the boundary of the domain, the entropy exhibits the extremum, often the minimum. (iv) It foresees the longevity of
a configuration. In [59], the authors gave the case of a Gaussian in \( d \) dimension \( f(r) = N \exp(-\alpha r^2) \) as an example. Eq. (27) gives

\[
S_{NP}(\alpha) = \frac{d}{2}(2\pi\alpha)^{d/2}. 
\]

For a very expanded Gaussian, \( \alpha \to 0 \), \( S_{NP} \to 0 \), while for a sharp peaked one \( \alpha \to \infty \), \( S_{NP} \to \infty \). \( S_{NP} \) estimates the information content required in \( k \)-space to build the function \( f(r) \). It is a useful estimate because it gives a good insight into the CE concerning the dissipative property of a soliton. During a time evolution of a soliton, if it dissipates with releasing some ripples the CE should decreases, while if the soliton is stable against decay the CE tends to be constant. From this point of view, we shall examine the CE of our vortex solutions.

In general, the evaluation is performed for an energy density or a charge density of a given field theoretical model in the analysis of CE, from which we extract the informational contents via the energy or the topological charge structure of the model. Since our concern is how much the longevity of the soliton-like objects is achieved by both intrinsic and external effects, we evaluate the CE for the function \( \xi(x,y,T) \) defined in (14) instead of the subject in the original analysis. To analyze the CE, we should evaluate the modal fraction (26) and then the non-periodic function (27), taking account of the boundary condition (18) being periodic and free-slip on \( x \) and \( y \) boundaries, respectively. However, it is not an easy task to implement them because of the property of this particular boundary conditions. At a glance at our numerical results, the dissipation in \( y \) is relatively small and behavior of \( x \) direction is almost responsible for the long-term stability so that we evaluate the CE for the \( x \) section of the solutions in this paper. The Fourier series is directly obtained in the periodic boundary condition in \( x \) (18), and the CE is computed using (28).

Figure 13 is the CE of the WYF vortices with the ZK initial condition for varying shear flow \( f_1 \) for several time steps. The CE always takes the maximal value at \( f_1 = 1.2 \). As shown in [80, 81], in the cases of \( Q \)-balls/boson stars, the maximum of the CE often detects a bifurcation point of the stable/unstable branch. The present result seems to be consistent with the previous criterion, that is, \( f_1 = 1.2 \) is the bifurcation point between the stable/unstable solutions. With increasing time, all the CE decay but the change is smallest at the case \( f_1 = 1.2 \). As a result, the solution of \( f_1 = 1.2 \) carries the largest informational content, which means the less dissipative, at the full-time scale.

We also examine the CE during the process of the two vortex collision in Fig.14 corresponding to Fig.12. Immediately after the collision, the CE rapidly decreases, which shows there is a release of the small fractions and slight dissipation occurs. After that, the CE quickly ceased to decrease.
and in fact, it stays almost constant. It means the vortex remains stable after such a collision and a merging process.

However, particularly for the tangled two-body process, the Fourier transformation in the entire two-dimension would be required for accomplishing the rigorous considerations. Such an analysis will be the next topic of this research.

IV. CONCLUSION

We have presented two-dimensional vortex solutions in the modified Williams-Yamagata-Flierl equation (15). The equation was originally proposed in the context of geophysical fluid dynamics of the atmosphere of Jupiter and the solutions were the possible candidate for the great red spot. The model is not integrable in any sense: It has no conserved quantities and then the soliton-like stability of the solutions is not the consequence of such mathematical origin. We have found therefore the existence of solitonic objects is caused by the cooperation of several origins including external effects, i.e., the scalar/vector nonlinearities, and the shear flow. The scalar nonlinearity is equipped in Zakharov-Kuznetsov equation, which has relatively stable soliton solutions and the stability is realized by the underlying KdV dynamics. We have used the semi-analytical solutions of the Zakharov-Kusnetsov equation as an initial condition and it keeps the stability of the solution. On the other hand, the vector nonlinearity, i.e., Jacobian term has the role for the merging of two vortices upon collision, as well as the long-term stability of the single vortex of the model.

In this paper, we focused on the longevity of the vortex in terms of these effects. We carried out extremely long-term simulations and clarified how the longevity of the solutions is attained. We compared the distinct initial conditions, the ZK vortex, and the standard Gaussian function. The ZK is more stable with longevity, which means that the scalar nonlinearity has effects on the stability. Another important issue has been the background shear flows. We have performed the long-term simulation for various shear flows. The principal result of this paper is that we found the sweet spot of the value of the shear flow for stabilizing the vortex. It remains a question, however, that what is the mechanism behind the determination of this special value. We will clarify it in the subsequent paper. Another subject considered is the configurational entropy which detects the stable/unstable bifurcation point of a given solution. In terms of CE, we found that the sweet spot corresponds to the bifurcation point. It is consistent with the numerical observation. For larger $f_1$, apparently, the solutions become unstable.

There would be many variants to nonlinear models in higher spatial dimensions which have
quasi-stable localized objects. They would have diverse types of nonlinear and external effects such as shear flows and other contents that make the solutions stable. We expect the study for such mock integrable systems will develop a fertile perspective of nonlinear dynamical systems. We will inform the results in the subsequent papers in due course.
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Appendix A: The $\beta$-plane model and Williams-Yamagata-Flierl equation in the intermediate geostrophic regime

We derive the Williams-Yamagata-Flierl equation (11) for the stream function $\eta$ from the following non-dimensional "shallow water $\beta$-plane model",

\begin{align}
\hat{\epsilon} \frac{D}{Dt} u - (1 + \hat{\beta} y) v &= - \frac{\partial \eta}{\partial x}, \\
\hat{\epsilon} \frac{D}{Dt} v + (1 + \hat{\beta} y) u &= - \frac{\partial \eta}{\partial y}, \\
\frac{\hat{\epsilon}}{\hat{s}} \frac{D}{Dt} \eta + \frac{\partial u}{\partial x} + \frac{\partial v}{\partial y} + \frac{\hat{\epsilon}}{\hat{s}} \eta \left( \frac{\partial u}{\partial x} + \frac{\partial v}{\partial y} \right) &= 0,
\end{align}

where the total-derivative, or Lagrange-derivative, is defined as

\[
\frac{D}{Dt} := \frac{\partial}{\partial t} + u \frac{\partial}{\partial x} + v \frac{\partial}{\partial y}.
\]

In this model, the dimensionless parameters $\hat{\beta}$, $\hat{\epsilon}$ and $\hat{s}$ are the so-called sphericity, Rossby and stratification parameters, respectively. We apply the reductive perturbation method for the system \([A.1]\) in terms of the sphericity parameter $\hat{\beta} \ll 1$. For this purpose, we expand the dynamical
variables $u, v$ and $\eta$ in $\hat{\beta}$,

\begin{align*}
    u &= u^{(0)} + \hat{\beta}u^{(1)} + \hat{\beta}^2 u^{(2)} + \cdots, \quad \text{(A.3 a)} \\
    v &= v^{(0)} + \hat{\beta}v^{(1)} + \hat{\beta}^2 v^{(2)} + \cdots, \quad \text{(A.3 b)} \\
    \eta &= \eta^{(0)} + \hat{\beta}\eta^{(1)} + \hat{\beta}^2 \eta^{(2)} + \cdots, \quad \text{(A.3 c)}
\end{align*}

and substitute into (A.1). We now assume the order of the parameters as $\hat{\varepsilon} \sim \hat{\beta}^2$ and $\hat{s} \sim \hat{\beta}$. This parameter range is known to characterize the dynamical length scale of phenomena between the smallest scale with respect to the radius of a planet, i.e., the quasi-geostrophic (QG) scale, and the largest, i.e., the planetary-geostrophic (PG) scale, so that we refer to the scale as the intermediate-geostrophic (IG) scale. Hereafter, we introduce $O(1)$ parameters $E$ and $S$ as $\hat{\varepsilon} = E\hat{\beta}^2$ and $\hat{s} = S\hat{\beta}$.

First of all, we find the $O(1)$ equations in $\hat{\beta}$ of (A.1) give the relation

\begin{equation}
\begin{cases}
-v^{(0)} = -\frac{\partial \eta^{(0)}}{\partial x} \\
u^{(0)} = -\frac{\partial \eta^{(0)}}{\partial y}
\end{cases} \Rightarrow \frac{\partial u^{(0)}}{\partial x} + \frac{\partial v^{(0)}}{\partial y} = 0,
\tag{A.4}
\end{equation}

known as the geostrophic balance. Next, the equations in $O(\hat{\beta})$ read

\begin{align*}
    -v^{(1)} - yv^{(0)} &= -\frac{\partial \eta^{(1)}}{\partial x}, \quad \text{(A.5 a)} \\
    -u^{(1)} + yu^{(0)} &= -\frac{\partial \eta^{(1)}}{\partial y}, \quad \text{(A.5 b)} \\
    \frac{E}{S} \frac{D^{(0)}}{Dt} \eta^{(0)} + \frac{\partial u^{(1)}}{\partial x} + \frac{\partial v^{(1)}}{\partial y} + \frac{E}{S} \eta^{(0)} \left( \frac{\partial u^{(0)}}{\partial x} + \frac{\partial v^{(0)}}{\partial y} \right) &= 0, \quad \text{(A.5 c)}
\end{align*}

where

\begin{equation}
\frac{D^{(0)}}{Dt} := \frac{\partial}{\partial t} + u^{(0)} \frac{\partial}{\partial x} + v^{(0)} \frac{\partial}{\partial y}. \tag{A.6}
\end{equation}

From (A.5 a) and (A.5 b), we find

\begin{align*}
    \frac{\partial v^{(1)}}{\partial y} + y \frac{\partial v^{(0)}}{\partial y} + v^{(0)} &= \frac{\partial^2 \eta^{(1)}}{\partial x \partial y}, \quad \text{(A.7)} \\
    \frac{\partial u^{(1)}}{\partial x} + y \frac{\partial u^{(0)}}{\partial x} &= \frac{\partial^2 \eta^{(1)}}{\partial x \partial y}, \quad \text{(A.8)}
\end{align*}

which lead to

\begin{equation}
\frac{\partial u^{(1)}}{\partial x} + \frac{\partial v^{(1)}}{\partial y} = -v^{(0)} = -\frac{\partial \eta^{(0)}}{\partial x}. \tag{A.9}
\end{equation}
Substituting (A.9) into (A.5c), a linear wave equation for $\eta^{(0)}$

\[
\left( \frac{\partial}{\partial t} - \frac{\partial}{\partial x} \right) \eta^{(0)} = 0 ,
\]

(A.10)
is obtained. We therefore find that the dynamics at this order is given by a “left-moving” stationary wave packet of velocity $S/E$,

\[
\eta^{(0)} = f(t + (E/S)x) ,
\]

(A.11)
where $f$ is an arbitrary function characterizing the shape of the wave packet. We now assume that the dynamics can be decomposed into the stationary carrier wave of the form (A.11) and the other slowly moving motion. For this purpose, we introduce another time $T$ which describes the slow movement by substituting the time derivative as

\[
\frac{\partial}{\partial t} \rightarrow \frac{\partial}{\partial t} + \hat{\beta} \frac{S}{E} \frac{\partial}{\partial T} ,
\]

(A.12)
and suppose that the zeroth order stream function $\eta^{(0)}$ is a function of $\xi := x + (S/E)t$, $y$ and $T$.

With these prescription, we find the equation in $O(\hat{\beta}^2)$ are

\[
\begin{align*}
E \frac{D^{(0)}}{Dt} u^{(0)} - v^{(2)} - yv^{(1)} &= -\frac{\partial \eta^{(2)}}{\partial x} , \\
E \frac{D^{(0)}}{Dt} v^{(0)} + u^{(2)} + yu^{(1)} &= -\frac{\partial \eta^{(2)}}{\partial y} , \\
\frac{E}{S} \frac{D^{(0)}}{Dt} \eta^{(1)} + \frac{\partial}{\partial T} \eta^{(0)} + \frac{\partial u^{(2)}}{\partial x} + \frac{\partial v^{(2)}}{\partial y} + E \left\{ \eta^{(0)} \left( \frac{\partial u^{(1)}}{\partial x} + \frac{\partial v^{(1)}}{\partial y} \right) + \eta^{(1)} \left( \frac{\partial u^{(0)}}{\partial x} + \frac{\partial v^{(0)}}{\partial y} \right) \right\} &= 0 .
\end{align*}
\]

(A.13, A.14, A.15)
Differentiating (A.13) and (A.14) with respect to $y$ and $x$, respectively, and eliminating $\eta^{(2)}$, reads

\[
\frac{\partial u^{(2)}}{\partial x} + \frac{\partial v^{(2)}}{\partial y} = -E \left( \frac{\partial}{\partial t} \nabla^2 \eta^{(0)} + \frac{\partial \eta^{(0)}}{\partial x} \frac{\partial}{\partial y} \nabla^2 \eta^{(0)} - \frac{\partial \eta^{(0)}}{\partial y} \frac{\partial}{\partial x} \nabla^2 \eta^{(0)} \right) + y \frac{\partial \eta^{(0)}}{\partial x} - v^{(1)}
\]

\[
= -E \left( \nabla^2 \frac{\partial \eta^{(0)}}{\partial x} + J(\eta^{(0)}, \nabla^2 \eta^{(0)}) \right) + 2y \frac{\partial \eta^{(0)}}{\partial x} - \frac{\partial \eta^{(1)}}{\partial x} ,
\]

(A.16)
where the zeroth and the first order equations (A.4) and (A.5a) are used, and the Laplacian is defined as

\[
\nabla^2 := \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} .
\]

(A.17)
In the final expression, we have defined the Jacobian as
\[ J(a, b) := \frac{\partial a}{\partial x} \frac{\partial b}{\partial y} - \frac{\partial b}{\partial x} \frac{\partial a}{\partial y}. \] (A.18)

Substituting (A.16) into (A.15), we finally find the wave equation for \( \eta^{(1)} \)
\[ \frac{E}{S} \left( \frac{\partial}{\partial t} - S \frac{\partial}{\partial x} \right) \eta^{(1)} = -\frac{\partial \eta^{(0)}}{\partial T} + S \nabla^2 \frac{\partial \eta^{(0)}}{\partial x} + EJ(\eta^{(0)}, \nabla^2 \eta^{(0)}) + E \frac{\partial \eta^{(0)}}{\partial x} = 0, \] (A.19)

This is a wave equation for the \( O(\beta^3) \) correction to the stream function \( \eta^{(1)} \) with right-hand-side as a “forced oscillation” given by \( \eta^{(0)} \). From (A.10), we find that the dispersion relation of \( \eta^{(1)} \) is exactly the same as that of \( \eta^{(0)} \), if we consider the homogeneous equation. Thus, there would be occurring a resonance for \( \eta^{(1)} \) at the same frequency of the \( O(1) \) wave \( \eta^{(0)} \) concerning for the original time \( t \), which strongly be a conflict with the assumption of the perturbation expansion.

In order to avoid this, the right-hand-side, namely the secular term, have to vanish. We therefore find that the IG equation for \( \eta^{(0)} \) with respect to the “slow time” \( T \) is
\[ -\frac{\partial \eta^{(0)}}{\partial T} + S \nabla^2 \frac{\partial \eta^{(0)}}{\partial x} + EJ(\eta^{(0)}, \nabla^2 \eta^{(0)}) + E \frac{\partial \eta^{(0)}}{\partial x} - 2y \frac{\partial \eta^{(0)}}{\partial x} = 0, \] (A.20)

which is exactly the Williams-Yamagata-Flierl equation [11].

**Appendix B: The fourth order finite difference scheme**

The explicit form of the fourth order differentials for (15) are defined as follows: for the field \( \xi_{i,j} \equiv \xi(x, y) \) with the grid spacing \( h \equiv \Delta x, \ell \equiv \Delta y, \)
\[ \left( \frac{\partial \xi}{\partial x} \right)_{ij} = \frac{1}{12h} \left( -\xi_{i+2,j} + 8\xi_{i+1,j} - 8\xi_{i-1,j} + \xi_{i-2,j} \right) + O(h^5), \]
\[ \left( \frac{\partial^2 \xi}{\partial x^2} \right)_{ij} = \frac{1}{12h^2} \left( -\xi_{i+2,j} + 16\xi_{i+1,j} - 30\xi_{ij} + 16\xi_{i-1,j} - \xi_{i-2,j} \right) + O(h^5), \] (B.1)
\[ \left( \frac{\partial^3 \xi}{\partial x^3} \right)_{ij} = \frac{1}{2h^3} \left( \xi_{i+2,j} - 2\xi_{i+1,j} + 2\xi_{i-1,j} - \xi_{i-2,j} \right) + O(h^5). \]

From these, we are able to write down the mixed integral
\[ \left( \frac{\partial^2 \xi}{\partial x \partial y} \right)_{ij} = \frac{1}{144h^2} \left[ -(-\xi_{i+2,j+2} + 16\xi_{i+2,j+1} - 30\xi_{i+2,j} + 16\xi_{i+2,j-1} - \xi_{i+2,j-2}) \right. \]
\[ + 8(-\xi_{i+1,j+2} + 16\xi_{i+1,j+1} - 30\xi_{i+1,j} + 16\xi_{i+1,j-1} - \xi_{i+1,j-2}) \]
\[ - 8(-\xi_{i-1,j+2} + 16\xi_{i-1,j+1} - 30\xi_{i-1,j} + 16\xi_{i-1,j-1} - \xi_{i-1,j-2}) \]
\[ + (-\xi_{i-2,j+2} + 16\xi_{i-2,j+1} - 30\xi_{i-2,j} + 16\xi_{i-2,j-1} - \xi_{i-2,j-2}) \]. (B.2)
For the advection term, we employ the Arakawa form which is given in the following finite difference form \[76\]

\[
J_{ij}^{DD}(\zeta, \xi) := \frac{1}{4\hbar L} \left[ (\zeta_{i+1,j} - \zeta_{i-1,j})(\xi_{i,j+1} - \xi_{i,j-1}) - (\zeta_{i,j+1} - \zeta_{i,j-1})(\xi_{i+1,j} - \xi_{i-1,j}) \right],
\]

\[
J_{ij}^{DC}(\zeta, \xi) := \frac{1}{4\hbar L} \left[ \zeta_{i+1,j} (\xi_{i+1,j+1} - \xi_{i+1,j-1}) - \zeta_{i-1,j} (\xi_{i-1,j+1} - \xi_{i-1,j-1}) 
- \zeta_{ij+1} (\xi_{i+1,j} - \xi_{i-1,j}) + \zeta_{ij-1} (\xi_{i+1,j} - \xi_{i-1,j}) \right], \quad (B.3)
\]

\[
J_{ij}^{CD}(\zeta, \xi) := -J_{ij}^{DC}(\xi, \zeta) := \frac{1}{4\hbar L} \left[ \zeta_{i+1,j+1} (\xi_{i+1,j} - \xi_{i,j+1}) - \zeta_{i-1,j+1} (\xi_{i-1,j} - \xi_{i,j+1}) 
- \zeta_{ij+1} (\xi_{i+1,j} - \xi_{i-1,j}) + \zeta_{ij-1} (\xi_{i+1,j} - \xi_{i-1,j}) \right],
\]

\[
\zeta := \nabla^2 \xi,
\]

and

\[
J(\zeta, \xi)_{ij} := \frac{1}{3} \left[ J_{ij}^{DD}(\zeta, \xi) + J_{ij}^{DC}(\zeta, \xi) + J_{ij}^{CD}(\zeta, \xi) \right]. \quad (B.4)
\]

Therefore, the fourth order differential’s version can be extended via

\[
J_{ij}^{DD}(\zeta, \xi) := \frac{1}{144\hbar L} \left[ (-\zeta_{i+2,j} + 8\zeta_{i+1,j} - 8\zeta_{i,j+1} + \zeta_{i-2,j})(-\xi_{i,j+2} + 8\xi_{i,j+1} - 8\xi_{i,j-1} + \xi_{i,j-2}) \right.
- (-\zeta_{i+2,j} + 8\zeta_{i+1,j} - 8\zeta_{i,j-1} + \zeta_{i-2,j})(-\xi_{i+2,j} + 8\xi_{i,j+1} - 8\xi_{i,j-1} + \xi_{i-2,j}) \left. \right],
\]

\[
J_{ij}^{DC}(\zeta, \xi) := \frac{1}{144\hbar L} \left[ -\zeta_{i+2,j}(-\xi_{i+2,j+2} + 8\xi_{i+2,j+1} - 8\xi_{i+2,j-1} + \xi_{i+2,j-2}) 
+ 8\zeta_{i+1,j}(-\xi_{i+1,j+2} + 8\xi_{i+1,j+1} - 8\xi_{i+1,j-1} + \xi_{i+1,j-2}) 
- 8\zeta_{i-1,j}(-\xi_{i-1,j+2} + 8\xi_{i-1,j+1} - 8\xi_{i-1,j-1} + \xi_{i-1,j-2}) 
+ \zeta_{i-2,j}(-\xi_{i-2,j+2} + 8\xi_{i-2,j+1} - 8\xi_{i-2,j-1} + \xi_{i-2,j-2}) 
+ \zeta_{i+2,j}(-\xi_{i+2,j+2} + 8\xi_{i+2,j+1} - 8\xi_{i+2,j-1} + \xi_{i+2,j-2}) 
- 8\zeta_{i+1,j}(-\xi_{i+1,j+2} + 8\xi_{i+1,j+1} - 8\xi_{i+1,j-1} + \xi_{i+1,j-2}) 
+ 8\zeta_{i-1,j}(-\xi_{i-1,j+2} + 8\xi_{i-1,j+1} - 8\xi_{i-1,j-1} + \xi_{i-1,j-2}) 
- \zeta_{i-2,j}(-\xi_{i-2,j+2} + 8\xi_{i-2,j+1} - 8\xi_{i-2,j-1} + \xi_{i-2,j-2}) \right], \quad (B.5)
\]

\[
J_{ij}^{CD}(\zeta, \xi) := -J_{ij}^{DC}(\xi, \zeta).
\]

---
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