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ABSTRACT. We study the evolution of states of an infinite system of point particles dwelling in a locally compact Polish space $X$. Each particle produces at random a finite ‘cloud’ of offsprings distributed over $X$ according to some law, and disappears afterwards. The system’s states are probability measures on an appropriate space of locally finite counting measures on $X$. Their evolution is obtained by solving the corresponding Fokker-Planck equation. We prove that this equation has a unique solution and discuss some of its properties. Our pivotal idea of dealing with infinite systems consists in passing to tempered counting measures by imposing appropriate restrictions on the branching. In this approach, we first solve a nonlinear evolution equation in the space of bounded continuous functions on $X$ — so called log-Laplace equation. Next we solve the Kolmogorov equation which is then used to solve the Fokker-Planck equation and thus describe the evolution in question.

1. Introduction

In recent years, the stochastic evolution of infinite particle systems attract considerable attention, see, e.g., [13, 14, 16, 17]. A related popular topic is measure-valued stochastic branching characterizing the evolution of random ‘clouds’ [8, 11, 19], see also [2, 3, 9, 15] and the literature quoted in these works. Let $X$ be a locally compact Polish space, $\mathcal{B}(X)$ its Borel $\sigma$-field and $\mathcal{N}$ be the set of all finite counting measures on $X$, i.e., $\nu(\Delta)$ is a nonnegative integer for each $\nu \in \mathcal{N}$ and $\Delta \in \mathcal{B}(X)$. It is known that the weak topology makes $\mathcal{N}$ a Polish space. By [6, Proposition 9.1.III, page 4] it follows that $\nu$ can be presented in the form $\nu = \sum_i \delta_{x_i}$, where $\delta_{x_i}$ are Dirac’s measures and some of $x_i$’s may coincide. By this formula one may interpret $\nu$ as a ‘cloud’ of particles located at points $x_i \in X$. The key aspect of this interpretation is that $\nu(X)$ — the total number of particles — is finite as $\nu$ is a finite measure. Since in the course of branching each particle is replaced by a finite number of offsprings, the system remains finite during all its lifetime. Our main challenge in this work is to find out how to describe branching in an infinite particle system, in which the number of offsprings appearing at a given moment of time can be infinite. Along with a purely mathematical meaning of this question, its application value is related to the known fact that the collective behavior of a macroscopically large system can be understood only in the ‘infinite system limit’, see, e.g., [22] pages 5,6.

The way of dealing with an infinite particle system which we propose in this work has the following main aspects. Our object is an infinite collection of branching point particles — an infinite cloud — placed in a locally compact Polish space $X$ in such a way that each compact $\Lambda \subset X$ contains only finitely many elements of the cloud. This means that the corresponding counting measure belongs to the set of all locally finite counting measures $\mathcal{N}^\#$ and may take infinite values. The branching mechanism is described by a probability kernel $b$, i.e., a map $(X, \mathcal{B}(\mathcal{N})) \ni (x, \Xi) \mapsto b_x(\Xi) \in [0,1]$ such that each $b_x$ is a probability measure on $\mathcal{N}$ and $x \mapsto b_x(\Xi)$ is measurable for each Borel subset $\Xi$ of the set of all finite counting measures $\mathcal{N}$. Let $\delta(x)$ be the probability that a point at $x$ disappears without
leaving offsprings. That is, \( \delta(x) = b_x(\Gamma^0) \), where \( \Gamma^0 \) is the singleton consisting of the zero measure. Our pivotal idea is to impose the condition that \( 1 - \delta(x) \) vanishes at infinity, i.e., \( 1 - \delta(x) < \varepsilon \) whenever \( x \in X \setminus \Lambda_e \), for a sufficiently big compact \( \Lambda_e \subset X \). Then we consider only those \( \nu \in \mathcal{N}^\# \) – ‘tempered measures’ – for which \( 1 - \delta(x) \) is integrable. Note that imposing a condition of this kind seems inevitable as an infinite system of branching particles can produce simultaneously an infinite cloud of offsprings that collapses into a compact \( \Lambda \subset X \), and thus destroys the aforementioned local finiteness of the cloud. The same problem arises also in the dynamical theory of infinite systems of physical particles, see [10, page 223], where it is settled by imposing similar restrictions.

In dealing with particle systems, it is more convenient for us to stick at the ‘corpuscular’ terminology, i.e., to speak of configurations of particles instead of counting measures. Following [13], by a configuration \( \gamma \) we mean a countable collection of point particles placed in \( X \), where each particle is completely characterized by its location \( x \in X \). Multiple locations are possible and each compact \( \Lambda \subset X \) may contain only finitely many elements of \( \gamma \). That is, ‘configuration’ is a more rigorous synonym of the aforementioned ‘cloud’. The set of all configurations is denoted by \( \Gamma \). Note that particles with the same location are indistinguishable, and there can only be finitely many of them located at a given \( x \). By writing \( \gamma \cup x \) we mean the configuration with added particle located at \( x \). Likewise we define \( \gamma \setminus x \) for \( x \in \gamma \). Then by \( \sum_{x \in \gamma} \) we mean \( \sum_i \) for a certain enumeration of the elements of \( \gamma \), cf. [13]. In this context, each \( \nu \in \mathcal{N}^\# \) is presented as \( \sum_{x \in \gamma} \delta_x \), which establishes a bijection between \( \Gamma \) and \( \mathcal{N}^\# \), see above. Typically, \( \mathcal{N}^\# \) is equipped with the vague (weak-hash) topology which is the weakest topology that makes continuous the maps \( \nu \mapsto \int_X g d\nu =: \nu(g) \) with all choices of compactly supported continuous functions \( g : X \to \mathbb{R} \). Then the same topology on \( \Gamma \) is defined by the maps \( \gamma \mapsto \sum_{x \in \gamma} g(x) \). This makes \( \Gamma \) and \( \mathcal{N}^\# \) Polish spaces, see [6, Proposition 9.1, IV, page 6].

Our model is defined by the Kolmogorov operator

\[
(LE)(\gamma) = \sum_{x \in \gamma} \int_{\Gamma} [F(\gamma \setminus x \cup \xi) - F(\gamma)] b_x(d\xi),
\]

(1.1)

where \( F \) is a suitable (test) function and \( b \) is the aforementioned branching kernel. Note that the sum in (1.1) is infinite for infinite \( \gamma \). The Kolmogorov operator (1.1) describes the distribution of the offsprings (constituting cloud \( \xi \)) of a particle located at \( x \). Its detailed properties are listed in Assumption 2.5 below. By means of this \( L \) we introduce the Kolmogorov equation

\[
\frac{d}{dt} F_t = LF_t, \quad F_t|_{t=0} = F_0,
\]

(1.2)

describing the evolution of test functions, and the Fokker-Planck equation

\[
\mu_t(F) = \mu_0(F) + \int_0^t \mu_s(LF)ds,
\]

(1.3)

that describes the evolution of states of the considered system. Here the states are probability measures on \( \Gamma \); the set of all such states is denoted by \( \mathcal{P}(\Gamma) \). Finally, \( \mu(F) := \int Fd\mu \) for suitable \( F : \Gamma \to \mathbb{R} \). A comprehensive theory of the evolution equations of this kind can be found in [5].

The main steps in solving (1.3) undertaken in this work can be outlined as follows. In view of the form of \( L \) given in (1.1), a natural way of solving (1.2) is to assume that \( F_t \) has the following form

\[
F_t(\gamma) = \prod_{x \in \gamma} \phi_t(x),
\]

(1.4)

where, for each fixed \( t, \phi_t \) is a continuous functions of \( x \in X \) taking values in \((0,1)\). It turns out that the Kolmogorov equation admits solutions of this type with \( \phi_t \) satisfying
a nonlinear evolution equation derived from (1.2). In the theory of branching processes, such equations are called ‘log-Laplace’, see [8, pages 60, 61]. We show that the latter has a unique solution and thereby obtain solutions of (1.2) in the Banach space of bounded continuous functions $F$, where $L$ is defined as a closed linear operator with a suitable domain $D(L)$. Having this done, we show that (1.3) has a solution $t \mapsto \mu_t$ with $F \in D(L)$. It turns out that the latter is big enough so that the following holds: (a) for each bounded measurable function $F'$, $\mu(F')$ can be approximated by $\mu(F)$, $F \in D(L)$; (b) the mentioned solution be unique. The main result of this work is Theorem 4.2 that states that (1.3) has a unique solution possessing a number of properties presented in this statement. This result is based on Lemma 3.10 that states the existence of classical solutions of the Kolmogorov equation (1.2) in the form of (1.4), with $t \mapsto \phi_t$ described in Lemma 3.2.

The rest of this paper has the following structure. In Sect.2, we settle the mathematical framework and formulate our assumptions concerning the branching kernel $b$. Then we introduce and describe tempered configurations by employing a continuous function $\psi : X \to (0, +\infty)$, that vanishes at infinite and is such that the aforementioned death probability satisfies $\delta(x) \geq 1 - \psi(x)$. The key statement of this part is Proposition 2.1 according to which the set of all tempered configurations $\Gamma^\psi$ is a Polish space. This allows us to restrict ourselves to considering the states with the property $\mu(\Gamma^\psi) = 1$. In fact, this restriction is a direct analog of the condition imposed in [10], see ibid, Definitions 3.1 and 3.2, page 223. Next, we discuss in detail the properties of the branching kernel. In Sect. 3, we prepare solving our main evolution equation (1.3) by defining $L$ as a closed linear operator with domain $D(L)$ in the Banach space of bounded continuous functions $F : \Gamma^\psi \to \mathbb{R}$. As mentioned above, the key ingredient of this construction is solving the log-Laplace equation in the space of bounded continuous functions $\phi : X \to \mathbb{R}$, defined by the branching kernel, see Lemma 3.2. This step is typical in the theory of branching processes, cf. [3, Theorem 3.1]. With the help of this, we prove that the Kolmogorov equation (1.2) with the just mentioned closed Kolmogorov operator $L$ has a classical solution, see Lemma 3.10 in the form of (1.4) with $\phi_t$ solving the log-Laplace equation. Thereby and after additional preparations, we prove (Theorem 4.2) that (1.3) has a unique solution $t \mapsto \mu_t$, which is weakly continuous, i.e., $\mu_t \Rightarrow \mu_s$ as $t \to s$. In the subcritical case, we show that $\mu_t \Rightarrow \mu_\infty$ as $t \to +\infty$, where $\mu_\infty(\Gamma^0) = 1$. At the very end, we make some concluding remarks on possible extensions of the results of this work.

2. Preliminaries and Assumptions

2.1. Notions and notations. By $1_A$ we denote the indicator of a suitable set $A$. A Polish space is a separable topological space that can be metrized by a complete metric, see [7, Chapt. 8]. For a Polish space $E$, $\mathcal{B}(E)$ will stand for the corresponding Borel $\sigma$-field. By $C_0(E)$, $C_c(E)$, $B_b(E)$ we denote the sets of all continuous and bounded, continuous and compactly supported, measurable and bounded functions $f : E \to \mathbb{R}$, respectively. By $C^{+}_0(E)$ we denote the set of all positive elements of $C_0(E)$. Finally, by $C^{+}_0(E)$ we denote the set of all $f \in C^{+}_0(E)$ which satisfy: (a) $f(x) > 0$ for all $x$; (b) for each $\varepsilon > 0$, one finds a compact $A_\varepsilon \subseteq X$ such that $f(x) < \varepsilon$ whenever $x \in X \setminus A_\varepsilon$.

Let $\mathcal{F}$ be a family of functions $f : E \to \mathbb{R}$. By $\sigma \mathcal{F}$ we denote the smallest sub-field of $\mathcal{B}(E)$ such that each $f \in \mathcal{F}$ is $\sigma \mathcal{F} / \mathcal{B}(\mathbb{R})$-measurable. By $\mathcal{P}(E)$ we denote the set of all probability measures on $(E, \mathcal{B}(E))$; for suitable $f : E \to \mathbb{R}$ and $\mu \in \mathcal{P}(E)$, we write $\mu(f) = \int_E f d\mu$. The weak topology of $\mathcal{P}(E)$ is defined as the weakest one that makes continuous all the maps $\mu \mapsto \mu(f)$, $f \in C_0(E)$. With this topology $\mathcal{P}(E)$ is also a Polish space. By writing $\mu_n \Rightarrow \mu$, $n \to +\infty$, we mean that $\{\mu_n\}_{n \in \mathbb{N}}$ weakly converges to $\mu$. A family $\mathcal{F}$ of functions $f : E \to \mathbb{R}$ is called separating if $\mu_1(f) = \mu_2(f)$, holding for all $f \in \mathcal{F}$, implies $\mu_1 = \mu_2$ for each pair $\mu_1, \mu_2 \in \mathcal{P}(E)$. Furthermore, $\mathcal{F}$ is said to separate the points of $E$ if for each distinct $x, y \in E$, one finds $f \in \mathcal{F}$ with the property $f(x) \neq f(y)$.
If $\mathcal{F}$ separates points and is closed with respect to multiplication, it is separating, see [12, Theorem 4.5, page 113]. A family $\mathcal{F}$ is called convergence determining if $\mu_n(f) \to \mu(f)$, holding for all $f \in \mathcal{F}$, implies $\mu_n \Rightarrow \mu$.

2.2. Tempered configurations. As mentioned above, we will deal with a locally compact Polish space $X$. Usually, branching processes are constructed in a more general setting, cf. [19, e.g., by taking as $X$ a Luzin space [2]. Our choice of $X$ was done mostly for the following reason. In contrast to [2], we study branching in infinite systems and thus deal with the space of infinite configurations. In Polish spaces without assuming their local compactness, the vague topology of spaces of infinite configurations is introduced with the help of continuous functions vanishing outside bounded sets, cf. [6, page 2], which assumes fixing some concrete metric of $X$.

Then we define the set of tempered configurations as

$$
\Psi(\gamma) = \sum_{x \in \gamma} \psi(x).
$$

Then we define the set of tempered configurations as

$$
\Gamma^\psi = \{\gamma \in \Gamma : \Psi(\gamma) < \infty\}.
$$

It is clear that

$$
\Gamma^{\psi'} \supset \Gamma^\psi, \quad \text{whenever } \psi' \leq \psi.
$$

By this observation we can vary $\Gamma^\psi$ from $\Gamma$ (by taking $\psi \in C^+(\gamma)$) to $\Gamma_0 := \{\gamma \in \Gamma : \gamma \text{ is finite}\}$, corresponding to $\psi \equiv 1$. If $\psi \in C_0^+(X)$, then $\Gamma^\psi$ is a proper subset of $\Gamma$ and subset of $\Gamma_0$. As an example, one can take $X = \mathbb{R}$ and $\psi(x) = \psi_0 e^{-\alpha|x|}, \alpha > 0$, $\psi_0 \in (0, 1)$. Then the configuration $\mathcal{N} \subset \mathbb{R}$ is in $\Gamma^\psi$, whereas $\{\log n : n \in \mathbb{N}\}$ is not if $\alpha \leq 1$. In a separate publication, we plan to study scales of such spaces $\Gamma^\psi$, including the inductive and projective limit topologies on $\cup_{\psi \in \Psi} \Gamma^\psi$ and $\cap_{\psi \in \Psi} \Gamma^\psi$, respectively, with suitable families $\Psi$, $\psi'$.

In the sequel, we employ one and the same $\psi \in C_0^+(X)$, separated away from zero, i.e., such that $\inf_{x \in \Lambda} \psi(x) > 0$ for each compact $\Lambda \subset X$. Its choice will be done in the next subsection. For each $\gamma \in \Gamma^\psi$, the measure

$$
\nu_{\gamma} = \sum_{x \in \gamma} \psi(x) \delta_x
$$

is finite. Thus, one can equip $\Gamma^\psi$ with the topology defined as the weakest one that makes continuous all the maps

$$
\Gamma^\psi \ni \gamma \mapsto \sum_{x \in \gamma} g(x) \psi(x), \quad g \in C_b(X).
$$

Similarly as in Proposition 2.7 and Corollary 2.8 of [17], we prove the following.

**Proposition 2.1.** With the topology defined in (2.3), $\Gamma^\psi$ is a Polish space, continuously embedded in $\Gamma$. Thus, $\mathcal{B}(\Gamma^\psi) = \{A \in \mathcal{B}(\Gamma) : A \subset \Gamma^\psi\}$.
Proof. First we note that the set of measures \( \{ \nu_{\gamma} : \gamma \in \Gamma^{\psi} \} \) is a subset of the space \( \mathcal{M} \) of all finite positive Borel measures on \( X \), which is a Polish space with the weak topology.

Let us prove that \( \{ \nu_{\gamma} : \gamma \in \Gamma^{\psi} \} \) is a closed subset of \( \mathcal{M} \). To this end, we take a sequence \( \{ \gamma_n \}_{n \in \mathbb{N}} \subset \Gamma^{\psi} \) such that \( \{ \nu_{\gamma_n} \}_{n \in \mathbb{N}} \) is a Cauchy sequence in a metric of \( \mathcal{M} \) that makes this space complete. Let \( \nu \in \mathcal{M} \) be its limit, and hence

\[
\sum_{x \in \gamma_n} g(x) \psi(x) \to \nu(g), \quad n \to +\infty, \tag{2.5}
\]

holding for all \( g \in C^b_0(X) \), in particular for \( g \in C_{cs}(X) \). Since \( \psi \) is separated away from zero, each \( h \in C_{cs}(X) \) can be written in the form \( h(x) = g(x) \psi(x) \) with \( g \in C_{cs}(X) \). It is known, see, e.g., [23, page 397], that there exists a countable family holding for all \( \gamma \in \Gamma^{\psi} \) such that

\[
\gamma \in \Gamma^{\psi} \text{ is a complete metric of } \Gamma. \text{ Then the convergence as in (2.5) yields that the sequence } \{ \gamma_n \}_{n \in \mathbb{N}} \text{ converges to some } \gamma \in \Gamma \text{ in the vague topology of } \Gamma. \text{ To prove that this } \gamma \text{ lies in } \Gamma^{\psi}, \text{ we take an ascending sequence of compact } \Lambda_m \subset X, \text{ i.e., such that each } \Lambda_m \text{ lies in the interior of } \Lambda_{m+1} \text{ and each } x \in X \text{ is contained in some } \Lambda_m. \text{ Then we take } g^{(m)}(x) \text{ in } C_{cs}(X) \text{ such that } g^{(m)}(x) = 1 \text{ for } x \in \Lambda_m, \text{ and } g^{(m)}(x) = 0 \text{ for } x \in X \setminus \Lambda_{m+1}, \text{ which is possible by Urysohn’s lemma. Then}
\]

\[
\sum_{x \in \gamma} g^{(m)}(x) \psi(x) = \nu(g^{(m)}) \leq \nu(X).
\]

Now we pass here to the limit \( m \to +\infty \) and obtain (by the Beppo Levi theorem) that \( \Psi(\gamma) \leq \nu(X) \), which yields, \( \gamma \in \Gamma^{\psi} \). Thus, \( \{ \nu_{\gamma} : \gamma \in \Gamma^{\psi} \} \) is closed in \( \mathcal{M} \), and thereby is also Polish, see [7] Proposition 8.1.2, page 240]. This yields the first half of the statement. The stated continuity of the embedding \( \Gamma^{\psi} \hookrightarrow \Gamma \) is immediate. Then the conclusion concerning the \( \sigma \)-fields follows by Kuratowski’s theorem, see [21] Theorem 3.9, page 21].

Remark 2.2. The continuity of the embedding \( \Gamma^{\psi} \hookrightarrow \Gamma \) allows one to establish the following fact:

\[
\mathcal{P}(\Gamma^{\psi}) = \{ \mu \in \mathcal{P}(\Gamma) : \mu(\Gamma^{\psi}) = 1 \}. \tag{2.6}
\]

That is, each \( \mu \in \mathcal{P}(\Gamma) \) possessing the property \( \mu(\Gamma^{\psi}) = 1 \) can be redefined as a probability measure on \( \Gamma^{\psi} \). Therefore, by restricting ourselves to tempered configurations – members of \( \Gamma^{\psi} \) – we exclude from our consideration all those \( \mu \in \mathcal{P}(\Gamma) \) that fail to satisfy the mentioned support condition. At the same time, the map \( \Gamma^{\psi} \ni \gamma \mapsto \nu_{\gamma} \in \mathcal{M}, \text{ see (2.3),} \)

defines a natural embedding \( \Gamma^{\psi} \hookrightarrow \mathcal{M} \) and thus pushes each \( \mu \in \mathcal{P}(\Gamma^{\psi}) \) to a probability measure on \( \mathcal{M} \). For obvious reasons, below we do not distinguish between the elements of \( \mathcal{P}(\Gamma^{\psi}) \) and the corresponding push-forward measures on \( \mathcal{M} \).

Let \( E \) be a Polish space. Following [12] page 111], we say that a sequence \( \{ h_n \}_{n \in \mathbb{N}} \subset B_0(\mathcal{E}) \) converges to a certain \( h \in B_0(\mathcal{E}) \) boundedly and pointwise if: (a) \( \sup_n \| h_n \| < \infty \); (b) \( h_n(x) \to h(x) \) for each \( x \in E \). In this case, we write \( h_n \overset{bp}{\to} h \). A subset, \( \mathcal{H} \subset B_0(\mathcal{E}) \), is said to be \( bp \)-closed, if \( \{ h_n \} \subset \mathcal{H} \) and \( h_n \overset{bp}{\to} h \) imply \( h \in \mathcal{H} \). The \( bp \)-closure of \( \mathcal{H} \subset B_0(\mathcal{E}) \) is the smallest \( bp \)-closed subset of \( B_0(\mathcal{E}) \) that contains \( \mathcal{H} \). An \( \mathcal{H}' \) is \( bp \)-dense in \( \mathcal{H} \), if the latter is the smallest \( bp \)-closed set that contains \( \mathcal{H}' \). The following is known, see [12] Proposition 4.2, page 111] and/or [8] Lemmas 3.2.1, 3.2.3, pages 41, 42].

Proposition 2.3. For each Polish space \( E \), there exists a countable family \( \mathcal{H} \subset C^+_b(\mathcal{E}) \) that has the following properties: (a) the linear span of \( \mathcal{H} \) is \( bp \)-dense in \( B_0(\mathcal{E}) \); (b) \( \mathcal{B}(E) = \sigma \mathcal{H} \); (c) it contains the unit function \( u(x) \equiv 1 \) and is closed with respect to addition; (d) it is separating; (e) it is convergence determining.
Let $\mathcal{V} = \{v_l\}_{l \in \mathbb{N}} \subset C_b^+(X)$ be a family of functions with the property as in Proposition 2.3. We may and will assume that each $v_l \in \mathcal{V}$ satisfies $\inf_x v_l(x) \geq c_{0,l} > 0$ for an appropriate $c_{0,l}$, cf. \cite{8} Remark 3.2.3, page 42. Indeed, if this is not the case, instead of $v_l$ one can take $\tilde{v}_l := v_l - c_{0,l}$. Then the family $\{	ilde{v}_l\}_{l \in \mathbb{N}}$ all has the properties we need. For $\gamma \in \Gamma^\psi$, we have, cf. \cite{23}, $\nu_\gamma(v_l) = \sum_{x \in \gamma} v_l(x) \psi(x)$. The topology mentioned in Proposition 2.1 is metrizable with the metric

$$
\nu_\gamma(\gamma', \gamma) = \sum_{l=0}^{\infty} \frac{2^{-l} |\nu_\gamma(v_l) - \nu_{\gamma'}(v_l)|}{1 + |\nu_\gamma(v_l) - \nu_{\gamma'}(v_l)|}.
$$

(2.7)

For $\mu \in \mathcal{P}(\Gamma^\psi)$, its Laplace transform is defined by the expression

$$
\mathcal{L}_\mu(g) = \mu(G^g), \quad g \in C_b^+(X)
$$

(2.8)

It is known, see \cite{8} Lemma 3.2.5 and Theorem 3.2.6, page 43, that the Laplace transforms of probability measures on $\mathcal{M}$ have a number of useful properties which we are going to exploit. In view of the embedding mentioned in the second part of Remark 2.2 we can attribute these properties also to the transform defined in (2.8).

Proposition 2.4. Let $\mathcal{V}$ be the family of functions used in (2.7). Then:

(i) $\mathcal{B}(\Gamma^\psi) = \sigma\{G^v : v \in \mathcal{V}\};$

(ii) $B_0(\Gamma^\psi)$ is the bp-closure of the linear span of $\{G^v : v \in \mathcal{V}\};$

(iii) $\{G^v : v \in \mathcal{V}\}$ is separating;

(iv) $\{G^v : v \in \mathcal{V}\}$ is convergence determining.

The proof of claim (iv) is essentially based on the concrete choice of the metric (2.7), by which one shows that the family $\{G^v : v \in \mathcal{V}\}$ is strongly separating, cf. \cite{12} page 113.

In the sequel, we will use the functions

$$
\phi(x) = 1 - \theta(x) = \exp(-g(x)\psi(x)),
$$

(2.9)

with $g \in C_b^+(X)$, that includes also the choice $g \in \mathcal{V}$.

2.3. The branching kernel. We assume that, for each $x \in X$, $b_x \in \mathcal{P}(\Gamma)$ is such that $b_x(\Gamma_0) = 1$, i.e., each cloud of offsprings is finite. Recall that $\Gamma_0 \in \mathcal{B}(\Gamma)$ is the set of all finite configurations. For $n \in \mathbb{N}_0$, we set $\Gamma^n = \{\xi \in \Gamma_0 : |\xi| = n\}$. Then $b_x(\Gamma^n)$ is the probability of producing $n$ offsprings by the particle located at $x$. Note that $\delta(x) := b_x(\Gamma^0)$ is just the death probability, and

$$
n(x) := \int_{\Gamma_0} |\xi| b_x(d\xi) = \sum_{n=1}^{\infty} nb_x(\Gamma_n) = \beta_x^{(1)}(X)
$$

(2.10)

is the expected number of offsprings of the particle located at $x$. Here $\beta_x^{(1)}$ is the first correlation measure of $b_x$, see, e.g., \cite{18} for a rigorous definition. Here we use its property

$$
\int_{\Gamma} \left( \sum_{y \in \xi} h(y) \right) b_x(d\xi) = \int_X h(y)\beta_x^{(1)}(dy).
$$

(2.11)

For $\phi$ as in (2.9), we define

$$
(\Phi \phi)(x) = \int_{\Gamma} \left( \prod_{y \in \xi} \phi(y) \right) b_x(d\xi),
$$

(2.12)
with the convention that \( \prod_{x \in \varnothing} \phi(x) = 1 \). Clearly, \( 0 \leq (\Phi \phi)(x) \leq 1 \) for each \( x \in X \). Recall that we use \( \psi \) in (2.11) in defining tempered configurations.

**Assumption 2.5.** The probability kernel \( b \) is subject to the following conditions:

(i) \( \Phi \phi \in C^b_b(X) \) for each \( \phi \) as in (2.9);
(ii) \( \sup_{x \in X} n(x) =: n_* < \infty \);
(iii) the death probability \( \delta \) satisfies \( \delta(x) \geq 1 - \psi(x) \geq \delta_* > 0 \), holding for all \( x \in X \);
(iv) there exists \( m > 0 \) such that, for all \( x \in X \), the following holds

\[
\int_X \psi(y) \beta_x^{(1)}(dy) \leq n(x)m\psi(x).
\]  

By (2.9), (2.11), (2.13) and Jensen’s inequality one gets

\[-\log(\Phi \phi)(x) \leq \int_{\Gamma^0} \left( -\log \prod_{y \in \xi} \phi(y) \right) b_x(d\xi) = \int_X g(y) \psi(y) \beta_x^{(1)}(dy) \leq \left( \sup_{x \in X} g(x) \right) n(x)m\psi(x).\]

Note that by (2.8), (2.12) and our choice \( \phi = e^{-g\psi} \) it follows that

\[(\Phi \phi)(x) = \int_{\Gamma^0} G^g(x)(\xi) b_x(d\xi) = \mathcal{L}_b \phi,g,(x).\]

Then assumption (i) can be reformulated as the continuity of the map \( X \ni x \mapsto \mathcal{L}_b \phi,g,(x) \in \mathbb{R} \), holding for all \( g \in C^{+}_b(X) \). The remaining assumptions are being made to control the production of new particles, of which (ii) and (iii) are related to the properties of \( b_x(\Gamma^n), n \in \mathbb{N}_0 \), see (2.10). In general, (ii) and (iii) may be quite independent as the choice of \( \delta(x) \) leaves enough possibilities to modify \( n(x) \). However, in some cases, \( \delta(x) \) and \( n(x) \) can be expressed through each other. For instance, if \( b_x \) is a Poisson measure – which is completely determined by its first correlation measure that appears in (2.10), see, e.g., [8, page 45] – then \( \delta(x) = e^{-n(x)} \). In this case, (ii) follows by (iii) with \( n_* = -\log \delta_* \). The role of (iv) is to control the dispersal of offsprings, and thus the nonlocality of the process.

To illustrate its role, we take \( X = \mathbb{R} \) and

\[\bar{\beta}_x(dy) := \beta_x^{(1)}(dy)/n(x) = \frac{1}{2r} \mathbf{1}_{[x-r,x+r]}(y)dy, \quad r > 0.\]

Then \( \psi(y) = (1 - \delta_*)e^{-\alpha|y|} \) satisfies

\[
\int_X \psi(y) \bar{\beta}_x(dy) \leq \left( \frac{e^{\alpha r} - e^{-\alpha r}}{2\alpha r} \right) \psi(x),
\]

which yields (2.13) with \( m = \sinh(\alpha r)/\alpha r > 1 \). Note that this \( m \) can be made arbitrarily close to one by taking small enough either \( r \) or \( \alpha \). The former corresponds to a short dispersal, whereas by choosing small \( \alpha \) one makes \( \Gamma^\psi \) – and hence \( \mathcal{P}(\Gamma^\psi) \) – smaller, cf. (2.2) and (2.6).

### 3. The Kolmogorov Equation

Our aim in this section is to solve (1.2) and to prepare solving (1.3).
3.1. Solving the log-Laplace equation. As is typical for the theory of measure-valued branching processes, see [2, 3 and 8 Chapt. 4], the main point of their constructing is solving a nonlinear evolution equation, often called ‘log-Laplace equation’, see [8] pp. 60, 61]. We approach this by defining

\[ C_\psi(X) = \{ \phi \in C_b(X) : \forall x \in X \quad 0 < c_\phi \psi(x) \leq 1 - \phi(x) =: \theta(x) \leq 1 - \delta(x) \}, \]

(3.1)
i.e., each \( \theta = 1 - \phi \) has its own lower bound, whereas the upper bound is one and the same for all such functions. Notably, by item (iii) of Assumption 2.5 it follows that each \( \phi \in C_\psi(X) \)

\[ \phi(x) \geq 1 - \psi(x) \geq \delta_s. \]
(3.2)

Let us prove that \( (\Phi \phi)(x) \geq \delta(x) \), holding for each \( \phi \in C_\psi(X) \). Since \( \phi(y) \geq 0 \), by (3.2) we have

\[ (\Phi \phi)(x) \geq \int_{\Gamma_0} b_x(d\xi) = b_x(\Gamma^0) = \delta(x) = 1 - \psi(x) \geq \delta_s, \]
(3.3)

see item (ii) of Assumption 2.5 Moreover, by (2.9) and (3.2) it follows that

\[ g(x) \leq -\frac{1}{\psi(x)} \log(1 - \psi(x)) = \sum_{n=1}^{\infty} \frac{|\psi(x)|^{n-1}}{n} \leq \frac{\log(1 - \delta_s)}{1 - \delta_s} =: g_s. \]
(3.4)

Both (3.2) and (3.4) holding for all \( x \in X \).

Now for \( T > 0 \), by \( C^T \) we denote the Banach space of continuous maps \( [0,T] \ni t \mapsto \varphi_t \in C_b(X) \), equipped with the norm

\[ \|\varphi\|_T = \sup_{t \in [0,T]} \sup_{x \in X} |\varphi_t(x)|. \]
(3.5)

We also set

\[ C^T_\psi = \{ \varphi \in C^T : \varphi_t \in C_\psi(X), \ t \in [0,T] \}, \]

and

\[ C^T_\psi(\phi) = \{ \varphi \in C^T_\psi : \varphi_0 = \phi, \ \varphi_t(x) \leq 1 - c_\phi e^{-t}\psi(x) \}, \quad \phi \in C_\psi(X), \]
(3.6)

where \( c_\phi \) is the same as in (3.1) for this \( \phi \). Clearly, \( C^T_\psi(\phi) \) is a closed subset of \( C^T_\psi \).

Indeed, let \( \{ \varphi_n \} \in N \subset C^T_\psi(\phi) \) be \( \cdot \| \cdot \_T \)-convergent to a certain \( \varphi \in C^T_\psi \). Then \( \varphi_0 = \phi \) and \( \varphi_t(x) \leq 1 - c_\phi e^{-t}\psi(x) \) since \( (\varphi_n)_t(x) \rightarrow \varphi_t(x) \) as \( n \rightarrow +\infty \), holding for all \( t \in [0,T] \) and \( x \in X \). Now we define

\[ (K\varphi)_t(x) = \varphi_0(x) e^{-t} + \int_{0}^{t} e^{-(t-s)}(\Phi \varphi_s)(x)ds. \]
(3.7)

Proposition 3.1. Let \( n_s \) introduced in Assumption 2.2 and \( T \) satisfy \( n_s(1 - e^{-T}) < 1 \). Then for each \( \phi \in C_\psi(X) \), the map \( K \) has a unique fixed point \( \varphi \in C^T_\psi(\phi) \).

Proof. We begin by showing that \( K : C^T_\psi(\phi) \rightarrow C^T_\psi(\phi) \) for each \( T > 0 \). Clearly, \( x \mapsto (K\varphi)_t(x) \) is continuous and \( (K\varphi)_0 = \phi \) whenever \( \varphi \in C^T_\psi(\phi) \). The continuity of \( t \mapsto (K\varphi)_t \) follows by the estimate, see (2.12),

\[ |(\Phi \varphi_s)(x) - (\Phi \varphi_u)(x)| \leq \int_{\Gamma_0} \left| \prod_{y \in \xi} \varphi_s(y) - \prod_{y \in \xi} \varphi_u(y) \right| b_x(d\xi) \]
(3.8)

\[ \leq \sup_{y \in X} |\varphi_s(y) - \varphi_u(y)| \int_{\Gamma_0} |\xi| b_x(d\xi) \leq n_s \sup_{y \in X} |\varphi_s(y) - \varphi_u(y)|. \]

This also yields the continuity of \( t \mapsto (K\varphi)_t \). In obtaining (3.8) we have used the following evident estimate

\[ |a_1 a_2 \cdots a_n - b_1 b_2 \cdots b_n| \leq n \max_i |a_i - b_i|, \quad a_i, b_i \in [0,1]. \]
Furthermore,

\[ 0 < (K \varphi)_t(x) \leq \phi(x)e^{-t} + (1 - e^{-t}) = 1 - (1 - \phi(x))e^{-t} \leq 1 \]

which yields

\[ 1 - (K \varphi)_t(x) \geq e^{-t}\theta(x) \geq e^{-t}c_\phi \psi(x) =: c_\phi(t) \psi(x), \]

(3.9)

and hence the validity of the upper estimate assumed in (3.8). Similarly as in (3.3) we have

\[ (\Phi \varphi_n)(x) \geq b_2(\Gamma^0) = \delta(x) \geq 1 - \psi(x), \]

where we used also item (iii) of Assumptions 2.5. By means of this estimate applied in (3.7) we then get

\[ (K \varphi)_t(x) \geq \phi(x)e^{-t} + (1 - e^{-t})\delta(x) \geq (1 - \psi(x)) + e^{-t}(\phi(x) - \delta(x)) \geq 1 - \psi(x), \]

as \( \phi \in C_\psi(X) \). Thus, \( K : C^T_\psi(\phi) \to C^T_\psi(\phi) \). Let us show that it is a contraction. To this end, similarly as in (3.8) we obtain, see also (3.5),

\[ \|K \varphi - K \tilde{\varphi}\|_T \leq n_*(1 - e^{-T})\|\varphi - \tilde{\varphi}\|_T, \quad \varphi, \tilde{\varphi} \in C^T_\psi(\phi). \]

Now the proof follows by Banach’s contraction principle. \[ \square \]

Next we consider the following nonlinear equation

\[ \frac{\partial}{\partial t} \phi_t(x) = -\phi_t(x) + (\Phi \phi_t)(x), \quad \phi_0 = \phi. \]

(3.10)

It is a nonlocal analog of the log-Laplace equation – a standard object in the theory of branching processes, see, e.g., [8, page 61]. By a classical solution of (3.10) we will understand a map \( \mathbb{R}_+ \ni t \mapsto \phi_t \in C_b(X) \) which is everywhere continuously differentiable and satisfies both equalities mentioned therein.

**Lemma 3.2.** For each \( \phi \in C_\psi(X) \), (3.10) has a unique solution \( t \mapsto \phi_t \in C_\psi(X) \) which satisfies

\[ c_\phi(t)\psi(x) \leq 1 - \phi_t(x) =: \theta_t(x) \leq \psi(x), \]

(3.11)

with \( c_\phi(t) \) defined in (3.9). For \( n_* < 1 \), this solution tends to \( \phi_\infty(x) \equiv 1 \) as \( t \to +\infty \) in the norm of \( C_b(X) \).

**Proof.** We begin by fixing \( T > 0 \) such that the contraction condition \( n_*(1 - e^{-T}) < 1 \) is satisfied. Then integrating in (3.10) we arrive at the following integral equation

\[ \phi_t(x) = \phi(x)e^{-t} + \int_0^t e^{-(t-s)}(\Phi \phi_s)(x)ds, \]

(3.12)

the set of solutions of which on \([0, T]\) coincides with the set of fixed points of \( K : C^T(\phi) \to C^T(\phi) \) established in Proposition 3.1. The continuous differentiability of \( t \mapsto \phi_t \in C_b(X) \) follows by continuity \( s \mapsto \Phi \psi_s \), which in turn follows by (3.8). Thus, each solution of (3.12) solves also (3.10), which yields the existence of the solution in question on the time interval \([0, T]\). For \( n_* \leq 1 \), the contraction condition is satisfied for any \( T > 0 \); hence, the aforementioned solution is global in time. For \( n_* > 1 \), we proceed as follows. For
$t_1 + t_2 \leq T$, we rewrite (3.12) as follows

$$
\phi_{t_1+t_2}(x) = e^{-t_2} \left( \phi(x)e^{-t_1} + \int_0^{t_1} e^{-(t_1-s)}(\Phi \phi_s)(x)ds \right) + \int_{t_1}^{t_1+t_2} e^{-(t_2+t_1-s)}(\Phi \phi_s)(x)ds
$$

(3.13)

$$
= \phi_{t_1}(x)e^{-t_2} + \int_0^{t_2} e^{-(t_2-s)}(\Phi \phi_{t_1+s})(x)ds.
$$

Since the contraction condition is independent of the initial condition in (3.10), by (3.13) one can continue the solution obtained above to any $t > 0$. Indeed, let $\phi_t$ be the solution on $[0, T]$. Let also $\phi_t^1 \in C^1_\psi(\phi^1)$ be the solution of (3.10) on the same $[0, T]$ with the initial condition $\phi_0^1 := \phi_{T/2}$. By the uniqueness established in Lemma 3.2 it follows that these two solutions satisfy $\phi_{t+T/2} = \phi_t^1$ for $t \in [0, T/2]$. Hence, the function $\phi_t \mathbb{1}_{[0,T/2]}(t) + \phi_{t-T/2}^1 \mathbb{1}_{[T/2,3T/2]}(t) = \phi_t \mathbb{1}_{[0,T]}(t) + \phi_{t-T}^1 \mathbb{1}_{[T,3T/2]}(t)$ is the unique solution of (3.12) (hence of (3.10)) on $[0, 3T/2]$. The further continuation goes in analogous way.

For $n_s < 1$, we define $\vartheta_s = e^{s\|\mathbf{1} - \phi_s\|} = e^{s \sup_{x \in X}(1 - \phi_s(x))}$. By (3.12) we then get

$$
\vartheta_t \leq \vartheta_0 + n_s \int_0^t \vartheta_s ds,
$$

which by Grönwall’s inequality yields,

$$
\|\mathbf{1} - \phi_t\| \leq \|\mathbf{1} - \phi_0\|e^{-(1-n_s)t},
$$

and thereby the convergence in question. Note that $\phi_\infty$ does not belong to $C_\psi(X)$ as it fails to obey the upper bound $\phi(x) \leq 1 - c_\phi \psi(x)$ with $c_\phi > 0$, see (3.1). However, it belongs to the closure of this set, and is a stationary solution of (3.10).

Remark 3.3. By (3.13) it follows that the solution of (3.10) – which is a nonlinear Cauchy problem in the Banach space $C_0(X)$ – is given by a continuous semigroup of nonlinear operators, say $\{\rho_t\}_{t \geq 0}$, in the form $\phi_t = \rho_t(\phi_0)$, $\phi_t \in C_\psi(X)$. If one writes $\phi_t \in C^1_\psi(X)$ in the form $\phi_t(x) = \exp(-g_t(x)\psi(x))$, see (2.9), then the map $g \mapsto g_t$ also has the flow property. It defines a continuous semigroup of nonlinear operators $\{r_t\}_{t \geq 0}$ such that $g_t = r_t(g_0)$. It is known as the log-Laplace semigroup, see [8, page 60].

We conclude this subsection by establishing the following useful properties of the solution $\phi_t$.

Lemma 3.4. Let $\phi_t = 1 - \theta_t - e^{-g_t\psi}$ be the solution as in Lemma 3.2. Then, for each $t \geq 0$, $u > 0$ and all $x \in X$, the following holds

$$
(a) \quad |\phi_{t+u}(x) - \phi_t(x)| = |\theta_{t+u}(x) - \theta_t(x)| \leq 2u \psi(x),
$$

(3.14)

$$
(b) \quad |g_{t+u}(x) - g_t(x)| \leq 2u \delta_s,
$$

$$
(c) \quad |(\Phi \phi_{t+u})(x) - (\Phi \phi_t)(x)| \leq 2un_s m \psi(x).
$$

Proof. By (3.10) we have

$$
|\phi_{t+u}(x) - \phi_t(x)| \leq \int_0^u |\phi_{t+s}(x) - (\Phi \phi_{t+s})(x)| ds
$$

(3.15)

$$
= \int_0^u |\theta_{t+s}(x) - (1 - (\Phi \phi_{t+s})(x))| ds \leq 2 \psi(x)u,
$$

where we have used (3.11) and (3.3). To prove (b), we denote

$$
h^+(x) = \max\{g_{t+u}(x)\psi(x) ; g_{t}(x)\psi(x)\}, \quad h^-(x) = \min\{g_{t+u}(x)\psi(x) ; g_{t}(x)\psi(x)\}.
$$
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Then, cf. (2.9),

\[ |\phi_{t+u}(x) - \phi_t(x)| = e^{-h^+(x)} \left[ e^{h^+(x)p} - 1 \right] \]

\[ \geq e^{-h^+(x)}|g_{t+u}(x) - g_t(x)|\psi(x) \]

\[ \geq \min \{\phi_{t+u}(x); \phi_t(x)\}|g_{t+u}(x) - g_t(x)|\psi(x), \]

which yields case (b) of (3.14) by (3.15) and (3.2). Next, similarly as in (3.8) we get

\[ |(\Phi\phi_{t+u})(x) - (\Phi\phi_t)(x)| \leq \int_0^1 \left( \sum_{y \in \xi} |\phi_{t+u}(y) - \phi_t(y)| \right) b_x(d\xi) \]

\[ \leq 2u \int_X \psi(y)\phi^{(1)}(dy) \leq 2un_x m\psi(x), \]

where we used (3.15) and (2.13), see also item (i) of Assumption 2.5.

3.2. Basic estimates. In defining $L$, we employ a number of estimates which we derive now. For $\phi = e^{-g\psi} \in C_\Psi(X)$ we set, see (2.9),

\[ F^\phi(\gamma) = \prod_{x \in \gamma} \phi(x) = \exp \left( - \sum_{x \in \gamma} g(x)\psi(x) \right) = G^\phi(\gamma), \]

(3.16)

where $G^\phi(\gamma)$ is as in (2.8).

Proposition 3.5. Let $F^\phi$ be as in (3.16) with $\phi \in C_\Psi(X)$, see (2.1). Then, for each $\gamma \in \Gamma^\psi$, the following holds

\[ |LF^\phi(\gamma)| \leq \frac{2}{e\delta_x c_\phi}, \]

(3.17)

where $c_\phi$ defines the lower bound in (3.1). By (3.17) it then follows that $LF^\phi \in C_b(\Gamma^\psi)$.

Proof. By (1.1), and then by (3.2), (3.3) and (3.1), we have

\[ |LF^\phi(\gamma)| \leq \sum_{x \in \gamma} F^\phi(\gamma \setminus x) |(\Phi\phi)(x) - \phi(x)| \]

(3.18)

\[ \leq (F^\phi(\gamma)/\delta_x) \sum_{x \in \gamma} \left( |1 - (\Phi\phi)(x)| + |1 - \phi(x)| \right) \]

\[ \leq 2\Psi(\gamma)F^\phi(\gamma)/\delta_x \leq 2F^\phi(\gamma)e^{c_\phi\Psi(\gamma)}/(e\delta_x c_\phi) \leq 2/(e\delta_x c_\phi), \]

where $\Psi$ is as in (2.1). To get the latter two estimates in (3.18), we proceeded as follows.

The first one was obtained with the help of the estimate $\alpha \leq e^{\alpha-1}$, $\alpha \geq 0$. Afterwards, we estimated

\[ F^\phi(\gamma) \exp(c_\phi\Psi(\gamma)) = \prod_{x \in \gamma} (1 - \theta(x))e^{c_\phi\psi(x)} \leq \prod_{x \in \gamma} (1 - c_\phi\psi(x))e^{c_\phi\psi(x)} \leq 1, \]

(3.19)

see (3.11), which was used in the final step. The continuity of the map $\gamma \mapsto LF^\phi(\gamma)$ follows by the very definition of the topology of $\Gamma^\psi$.

As in (3.1) we do not restrict the lower bounds, the right-hand side of (3.17) can be arbitrarily large for small enough $c_\phi$.

Corollary 3.6. For a given $\phi \in C_\Psi(X)$, let $\phi_t$ be the solution mentioned in Lemma 3.2. Then for each $\gamma \in \Gamma^\psi$, the map $t \mapsto F^\phi_t(\gamma)$ is continuously differentiable on $\mathbb{R}_+$ and the following holds

\[ \frac{d}{dt} F^\phi_t(\gamma) = LF^\phi_t(\gamma). \]

(3.20)
\textbf{Proof.} Recall that $\phi_t(x) = \exp(-g_t(x)\psi(x))$. Then the continuous differentiability of $t \mapsto g_t(x)$ follows by the analogous property of $t \mapsto \phi_t(x)$, see Lemma 3.2. Indeed, by case (b) of (3.14) it follows that the derivative of the former map is bounded uniformly in $x$, which yields that the map $t \mapsto \sum_{x \in \gamma} g_t(x)\psi(x)$ is continuously differentiable for each $\gamma \in \Gamma^\psi$. This implies the same property for the map $t \mapsto F^{\phi_t}(\gamma)$, as well as the boundedness of the map $\gamma \mapsto (d/dt)F^{\phi_t}(\gamma)$. The latter is proved analogously as in (3.18).

Finally, the equality in (3.20) follows by the fact that $\phi_t$ solves (3.10).

Our next step is obtaining a number of useful estimates characterizing the map $t \mapsto F^{\phi_t}(\gamma)$.

\textbf{Lemma 3.7.} For a given $\phi \in C_\psi(X)$, let $\phi_t$ be the solution of (3.10), see Lemma 3.2. Then, for each $t \geq 0$, $u > 0$ and $\gamma \in \Gamma^\psi$, the following holds

$$\left|F^{\phi_{t+u}}(\gamma) - F^{\phi_t}(\gamma)\right| \leq \frac{2ue^{t+u}}{e^{\delta_\ast}c_\phi}.$$  

\textbf{Proof.} We fix $t$ and $u$ and define

$$H_+(\gamma) = \sum_{x \in \gamma} g_t(x)\psi(x), \quad H_+(\gamma) = \max\{H_{t+u}(\gamma); H_t(\gamma)\},$$

$$H_-(\gamma) = \min\{H_{t+u}(\gamma); H_t(\gamma)\}.$$  

Then

$$\left|F^{\phi_{t+u}}(\gamma) - F^{\phi_t}(\gamma)\right| = e^{-H^+(\gamma)} \left[e^{H^+(\gamma)-H^-(\gamma)} - 1\right] \leq \max\{F^{\phi_{t+u}}(\gamma); F^{\phi_t}(\gamma)\} \sum_{x \in \gamma} |g_{t+u}(x) - g_t(x)|\psi(x) \leq \frac{2u}{\delta_\ast} \psi(\gamma) \prod_{x \in \gamma} (1 - c_\phi(t + u)\psi(x)) \leq \frac{2u}{e^{\delta_\ast}c_\phi(t + u)} \prod_{x \in \gamma} (1 - c_\phi(t + u)\psi(x)e^{c_\phi(t + u)\psi(x)}) \leq \frac{2ue^{t+u}}{e^{\delta_\ast}c_\phi},$$

which completes the proof, see (3.14), (3.11) and (3.18).  

\textbf{Lemma 3.8.} Let $\phi$, $t$ and $u$ be as in Lemma 3.7. Then there exists $C_\phi > 0$ such that, for all $\gamma \in \Gamma^\psi$, the following holds

$$\left|(LF^{\phi_{t+u}})(\gamma) - (LF^{\phi_t})(\gamma)\right| \leq C_\phi ue^{2(t+u)}.$$  

\textbf{Proof.} As in (3.11), for fixed $t$ and $u$ we have

$$\left|(LF^{\phi_{t+u}})(\gamma) - (LF^{\phi_t})(\gamma)\right| \leq K_1(\gamma) + K_2(\gamma) + K_3(\gamma),$$

$$K_1(\gamma) := \sum_{x \in \gamma} \left|F^{\phi_{t+u}}(\gamma \setminus x) - F^{\phi_t}(\gamma \setminus x)\right| \left|(\Phi_{t+u})(x) - \phi_{t+u}(x)\right|,$$

$$K_2(\gamma) := \sum_{x \in \gamma} F^{\phi_t}(\gamma \setminus x) \left|(\Phi_{t+u})(x) - (\Phi_t)(x)\right|,$$

$$K_3(\gamma) := \sum_{x \in \gamma} F^{\phi_t}(\gamma \setminus x) \left|\phi_{t+u}(x) - \phi_t(x)\right|.$$
By (3.3) and (3.9) we have
\[
\frac{1}{1 - c_\phi(t + u)\psi(x)} \leq \frac{1}{1 - c_\phi \psi(x)} \leq \frac{1}{1 - \psi(x)} \leq \frac{1}{\delta_*}.
\]
Then proceeding as in obtaining the second inequality in (3.21), we arrive at
\[
F^{\phi_t + u}(\gamma \setminus x) - F^{\phi_t}(\gamma \setminus x) \leq \frac{2u}{\delta_*^2} \Psi(\gamma \setminus x) \prod_{y \in \gamma \setminus x} (1 - c_\phi(t + u)\psi(y))
\]
(3.24)
\[
\leq \frac{2u}{\delta_*^2} \Psi(\gamma) \prod_{y \in \gamma} (1 - c_\phi(t + u)\psi(y))
\]
Next, by (3.2) and (3.3) we have
\[
|\Phi_{\phi_t + u}(x) - \phi_t + u(x)| \leq |1 - (\Phi_{\phi_t + u})(x)| + |1 - \phi_{t + u}(x)| \leq 2\psi(x).
\]
We use the latter estimate and (3.24) to obtain
\[
K_1(\gamma) \leq \frac{4u}{\delta_*^2} \Psi^2(\gamma) \prod_{y \in \gamma} (1 - c_\phi(t + u)\psi(y))
\]
(3.25)
\[
\leq \frac{16u}{(e\delta_* c_\phi(t + u))^2} \prod_{y \in \gamma} (1 - c_\phi(t + u)\psi(y)) e^{\delta_* (t + u)\psi(y)}
\]
\[
\leq \frac{16u}{(e\delta_* c_\phi)^2} e^{2(t + u)}.
\]
By (3.14) we have
\[
K_2(\gamma) \leq \frac{1}{\delta_*} F^{\phi_t}(\gamma) \sum_{x \in \gamma} |(\Phi_{\phi_t + u})(x) - (\Phi_t)(x)|
\]
(3.26)
\[
\leq \frac{2un_* m}{\delta_*} \Psi(\gamma) F^{\phi_t}(\gamma) \leq \frac{2un_* m}{e\delta_* c_\phi} e^t.
\]
Similarly,
\[
K_3(\gamma) \leq \frac{1}{\delta_*} F^{\phi_t}(\gamma) \sum_{x \in \gamma} |\phi_{t + u}(x) - \phi_t(x)| \leq \frac{2u}{e\delta_* c_\phi} e^t.
\]
Now we use (3.25), (3.26), (3.27) in (3.23), and thus obtain (3.22) with
\[
C_\phi = \frac{2u(n_* m + 1)}{e\delta_* c_\phi} + \frac{16u}{(e\delta_* c_\phi)^2},
\]
which completes the proof. □

3.3. Solving the Kolmogorov equation. Now we can turn to solving (1.2) and preparing to solving the main equation (1.3). Set
\[
E^0(\Gamma^\psi) := \text{l.s.}\{F^\phi : \phi \in C_\phi(X)\},
\]
(3.28)
where l.s. = linear span. It is a subset of the Banach space \(C_0(\Gamma^\psi)\) equipped with the norm
\[
\|F\| := \sup_{\gamma \in \Gamma^\psi} |F(\gamma)|.
\]

Remark 3.9. The set \(E^0(\Gamma^\psi)\) has all the properties stated in Proposition 2.4. This follows by the fact that the family \(\{G^v : v \in \mathcal{V}\}\) mentioned therein is a subset of \(E^0(\Gamma^\psi)\), see (3.10). In particular, it contains constant functions and each measurable and bounded \(F : \Gamma^\psi \to \mathbb{R}\) can be obtained as the bp-limit of a sequence of the elements of \(E^0(\Gamma^\psi)\).
By (3.17) we know that \( L : E^0(\Gamma^\psi) \to C_\psi(X) \). In view of this, we introduce
\[
\|F\|_L = \|F\| + \|LF\|, \quad F \in E^0(\Gamma^\psi),
\]
that is, \( \| \cdot \|_L \) is the corresponding graph-norm. Thereby, we define
\[
D(L) = \overline{E^0(\Gamma^\psi)}^L,
\]
and its value at \( \gamma \) exists for all \( \lambda > e \) and absolutely
\[
\int_0^t LF^{\phi_u} du \in C_b(\Gamma^\psi),
\]
and hence Bochner-integrable on each interval \([a,b] \subset R_+\). Therefore,
\[
\int_0^t LF^{\phi_u} du \in C_b(\Gamma^\psi),
\]
and its value at \( \gamma \in \Gamma^\psi \) satisfies
\[
\int_0^t LF^{\phi_u}(\gamma) du = F^{\phi_t}(\gamma) - F^\phi(\gamma),
\]
that readily follows by Corollary 3.6. In view of the aforementioned flow property, the proof of the first part of this statement can be done by showing that
\[
\kappa_\phi(t) := \left\| \frac{1}{t} \left( F^{\phi_t} - F^\phi \right) - LF^\phi \right\| \to 0, \quad t \to 0.
\]
By (3.32) and (3.22) for \( t \in (0,1) \) we have
\[
\kappa_\phi(t) = \sup_{\gamma \in \Gamma^\psi} \left| \frac{1}{t} \left( F^{\phi_t}(\gamma) - F^\phi(\gamma) \right) - LF^\phi(\gamma) \right| \leq \frac{1}{t} \sup_{\gamma \in \Gamma^\psi} \int_0^t \left| LF^{\phi_u}(\gamma) - LF^\phi(\gamma) \right| du \leq (e^2\kappa_\phi/2)t,
\]
which yields (3.33). In the subcritical case \( n_s < 1 \), the stated convergence follows by the concluding part of Lemma 3.2.

Since the map \( t \mapsto F^{\phi_t} \in C_b(\Gamma^\psi) \) is continuous and bounded (by one), the Bochner integral
\[
F^\phi_\lambda = \int_0^{+\infty} e^{-\lambda t} F^{\phi_t} dt, \quad \phi \in C_\psi(X),
\]
exists for all \( \lambda > 0 \). In view of (3.22) and (3.31), the map \( t \mapsto LF^{\phi_t} \in C_b(\Gamma^\psi) \) is continuous and absolutely \( e^{-\lambda t} dt \)-integrable for all \( \lambda > 1 \). This observation leads us to the following fact.
Lemma 3.11. For each \( \phi \in C_\psi(X) \) and \( \lambda > 1 \), it follows that \( F^\phi_\lambda \) defined in (3.34) lies in \( \mathcal{D}(L) \) and the following holds
\[
LF^\phi_\lambda = \int_0^{+\infty} e^{-\lambda s} LF^\phi_s ds = -F^\phi + \lambda F^\phi_\lambda. \tag{3.35}
\]

Proof. In view of the existence of the Laplace transforms just discussed, the facts that \( L \) is closed and \( F^\phi_t \) solves the Cauchy problem in (1.2), see Lemma 3.10, both stated properties follow by a direct application of [1, Theorem 3.1.3, page 109]. \( \square \)

Now we define
\[
\mathcal{F}^0(\Gamma^\psi) = \{ \mathcal{F}^\phi_\lambda : \phi \in C_\psi(X), \lambda > 1 \}, \quad \mathcal{F}(\Gamma^\psi) = \mathcal{F}^0(\Gamma^\psi)^L,
\]
where \( F^\phi_\lambda \) are defined in (3.34) and the closure is taken in the graph-norm (3.29).

Lemma 3.12. It follows that \( \mathcal{F}(\Gamma^\psi) = \mathcal{D}(L) \). Thereby, \( \mathcal{F}^0(\Gamma^\psi) \) is a core of \( \mathcal{D}(L) \).

Proof. We begin by showing that
\[
E^0(\Gamma^\psi) \subseteq \mathcal{F}(\Gamma^\psi), \tag{3.37}
\]
i.e., each \( F^\phi, \phi \in C_\psi(X) \), can be obtained as the \( \| \cdot \|_L \)-limit of a sequence of the elements of \( \mathcal{F}^0(\Gamma^\psi) \). In fact, we are going to show that
\[
\| \lambda F^\phi_\lambda - F^\phi \|_L \to 0, \quad \text{as } \lambda \to +\infty. \tag{3.38}
\]
To this end, with the help of the first equality in (3.35) for \( \lambda > 1 \) we write
\[
|\lambda(LF^\phi_\lambda)(\gamma) - (LF^\phi)(\gamma)| = \left| \int_0^{+\infty} \left[ (LF^\phi_t)(\gamma) - (LF^\phi)(\gamma) \right] e^{-\lambda s} ds \right| \leq \int_0^{+\infty} \left| (LF^\phi_t)(\gamma) - (LF^\phi)(\gamma) \right| e^{-s} ds, \quad \epsilon = 1/\lambda.
\]
Now we use here (3.22) with \( t = 0, u = \epsilon s \) and obtain for \( \epsilon < 1/2 \) the following estimate
\[
\text{LHS} \leq c_\phi \int_0^{+\infty} se^{-(1-2\epsilon)s} ds = \frac{\epsilon}{(1-2\epsilon)^2} c_\phi \to 0, \quad \text{as } \epsilon \to 0. \tag{3.40}
\]
Next, by (3.35) – and then by (3.11) – we get
\[
\| \lambda F^\phi_\lambda - F^\phi \| = \| LF^\phi_\lambda \| \leq \int_0^{+\infty} \| LF^\phi_t \| e^{-\lambda s} dt \leq \frac{2}{e\delta_c c_\phi} \int_0^{+\infty} e^{-s} ds \leq \frac{2}{e\delta_c c_\phi},
\]
where we have used the fact that \( c_{\phi_t} = c_{\phi}(t) = c_{\phi} e^{-t} \), see (3.9). Then (3.38) readily follows by (3.40) and (3.41). Now by (3.30), (3.36) and (3.37) we get \( \mathcal{D}(L) \subset \mathcal{F}(\Gamma^\psi) \). At the same time, by Lemma 3.11 it follows that \( \mathcal{F}^0(\Gamma^\psi) \subset \mathcal{D}(L) \), which yields the opposite inclusion \( \mathcal{D}(L) \supset \mathcal{F}(\Gamma^\psi) \). \( \square \)

For \( \phi \in C_\psi(X) \) and \( t \geq 0, \phi_t \) is also in \( C_\psi(X) \), see Remark 3.3 and thus we can consider
\[
F^\phi_t = F^{\phi_t}(\lambda) = \int_0^{+\infty} F^{\phi_t+s} e^{-\lambda s} ds,
\]
and apply here Lemma 3.11 to \( F^\phi_t \). Then we obtain the following

Corollary 3.13. For each \( \phi \in C_\psi(X) \) and \( \lambda > 1 \), the map \( t \mapsto F_t = F^\phi_t \in \mathcal{D}(L) \subset C_0(\Gamma^\psi) \) is a classical solution of the Cauchy problem (1.2) with \( F_0 = F^\phi_\lambda \).
Proof. Set
\[ V_\lambda(t) = F^{\phi_t}_\lambda - F^{\phi}_\lambda - tLF^{\phi}_\lambda. \]  
(3.42)

Then we apply here repeatedly (3.35) and
\[ V_\lambda(t) = \int_0^t \left( LF^{\phi_u}_\lambda - LF^{\phi}_\lambda \right) du = -\int_0^t \left( F^{\phi_u}_\lambda - F^{\phi}_\lambda \right) du + \lambda \int_0^t \left( F^{\phi_u}_\lambda - F^{\phi}_\lambda \right) du \]  
(3.43)

\[ = -\int_0^t \left( F^{\phi_u}_\lambda - F^{\phi}_\lambda \right) du - \frac{\lambda t^2}{2}F^{\phi} + \lambda^2 \int_0^t \int_0^u F^{\phi_v}_\lambda dudv =: V^{(1)}_\lambda(t) + V^{(2)}_\lambda(t) + V^{(3)}_\lambda(t). \]

By Lemma 3.7 and we have that
\[ \|V^{(1)}_\lambda(t)\| \leq \frac{t^2}{\delta_* c_\phi}, \quad \|V^{(2)}_\lambda(t)\| \leq \frac{\lambda t^2}{2}. \]

Here we recall that $F^{\phi}(\gamma) \leq 1$ for each $\phi \in C_0(X)$ and $\gamma \in \Gamma^\psi$, see (3.19). By this and (3.31) we also have
\[ \|V^{(3)}_\lambda(t)\| \leq \frac{\lambda t^2}{2}. \]

We apply this estimates in (3.43) and (3.42) and then obtain
\[ \|V_\lambda(t)/t \to 0, \quad t \to 0, \]
which completes the proof. \qed

4. The Fokker-Planck Equation

4.1. Solving the Fokker-Planck equation. Now we may turn to the probabilistic part of the topic. Recall that we use probability measures on $\Gamma^\psi$ as states of the studied system of branching particles.

Definition 4.1. By a solution of the Fokker-Planck equation (1.3) we understand a map $\mathbb{R}_+ \ni t \mapsto \mu_t \in \mathcal{P}(\Gamma^\psi)$ possessing the following properties: (a) for each $F \in B_0(\Gamma^\psi)$, the map $\mathbb{R}_+ \ni t \mapsto \mu_t(F) \in \mathbb{R}$ is measurable; (b) the equality in (1.3) holds for all $F \in \mathcal{D}(L)$, where the latter is defined in (3.30).

Theorem 4.2. For each $\mu_0 \in \mathcal{P}(\Gamma^\psi)$, the Fokker-Planck equation (1.3) has a unique solution in the sense of the definition given above. Moreover, this solution is weakly continuous, i.e., $\mu_t \to \mu_s$ as $t \to s \in \mathbb{R}_+$. In the subcritical case $\kappa_* < 1$, $\mu_t \Rightarrow \mu_\infty$ as $t \to +\infty$, where $\mu_\infty$ is the measure supported on the singleton subset of $\Gamma^\psi$ consisting of the empty configuration, i.e., $\mu_\infty(\Gamma^0) = 1$.

The proof of this theorem is based, in particular, on the following fact.

Theorem 4.3. Let a map $t \mapsto \mu_t$ satisfy condition (b) of Definition 4.1. Then it also satisfies (a), and hence is a solution of (1.3).

The proof of this statement in turn is based on the following result, which has its own value.

Proposition 4.4. Let $t \mapsto \mu_t \in \mathcal{P}(\Gamma^\psi)$ satisfy (1.3) for all $t_1, t_2$ and $F \in \mathcal{D}(L)$. Then, for each $F \in F^0(\Gamma^\psi)$, the map $t \mapsto \mu_t(F) \in \mathbb{R}$ is Lipschitz-continuous. The same is true also for $F \in E^0(\Gamma^\psi)$, see (3.25).

Proof. First, we rewrite (1.3) in the form
\[ \mu_{t_2}(F) = \mu_{t_1}(F) + \int_{t_1}^{t_2} \mu_s(LF)ds, \quad 0 \leq t_1 < t_2. \]  
(4.1)
Take $F = F^\phi_\lambda$, $\phi \in C_\psi(X)$, $\lambda > 1$. By (3.16), and then by (3.31) and (3.35), we have $\|LF^\phi_\lambda\| \leq 2$. Then by (4.1) one obtains
\[ |\mu_{t_2}(F^\phi_\lambda) - \mu_{t_1}(F^\phi_\lambda)| \leq 2|t_2 - t_1|. \]
For $F = \sum_n \alpha_n F^{\phi_n}_{\lambda_n} \in D^\phi(L)$, this yields
\[ |\mu_{t_2}(F) - \mu_{t_1}(F)| \leq 2 \left( \sum_n |\alpha_n| \right) |t_2 - t_1|. \]

Now for $F = F^\phi$, $\phi \in C_\psi(X)$, see (3.28), (3.30), by (3.17) we have
\[ |\mu_{t_2}(F^\phi) - \mu_{t_1}(F^\phi)| \leq \frac{2}{e\delta c_\phi} |t_2 - t_1|. \]

The extension of the latter to the linear combinations of $F^{\phi_n}$ can be done similarly as above. \(\square\)

**Proof of Lemma 4.3.** By Remark 3.9 we know that $E^0(\Gamma^\psi)$ is $bp$-dense in $B_0(\Gamma^\psi)$. Then the measurability of $t \mapsto \mu_t(F)$, $F \in B_0(\Gamma^\psi)$ follows by the continuity (hence, measurability) just proved. \(\square\)

**Proof of Theorem 4.2.** In view of the lemma just proved, it remains to establish the existence and uniqueness of solutions of (1.3) with $F \in D(L)$. First we prove existence. Let $F$ be in $F^0(\Gamma^\psi)$ which is the core of $D(L)$, see (3.30). Since (1.3) is linear, it is enough to take $F = F^\phi_\lambda$ with $\phi \in C_\psi(X)$ and $\lambda > 1$. For a given $\mu \in P(\Gamma^\psi)$ and $t > 0$, we then set
\[ \mu_t(F^\phi_\lambda) = \mu(F^\phi_{\lambda t}), \tag{4.2} \]
which has to hold for all $\phi \in C_\psi(X)$ and $\lambda > 1$. Let us multiply both sides of (4.2) by $\lambda$ and then pass to the limit $\lambda \to +\infty$. By (3.38) we then get that $\mu_t(F^\phi) = \mu(F^\phi_t)$, which uniquely determines $\mu_t$ in view of property (iii) of Proposition 2.4 and the uniqueness stated in Lemma 3.2 see also Remark 3.9. Note that $\mu_t(F^\phi) \in (0, 1)$ for all $t > 0$. Then by (3.35) we have
\[ \int_{t_1}^{t_2} \mu_s(LF^\phi_\lambda)ds = - \int_{t_1}^{t_2} \mu_s(F^\phi)ds + \int_{t_1}^{t_2} \mu_s(\lambda F^\phi_\lambda)ds \tag{4.3} \]
\[ = - \int_{t_1}^{t_2} \mu_s(F^\phi)ds + \int_{t_1}^{t_2} \int_0^{+\infty} \lambda e^{-\lambda t} \mu_s(F^\phi_t)ds dt, \]
where we used also Fubini’s theorem. Thereafter, by (4.2) and the flow property, see (3.13), we get $\mu_s(F^\phi_t) = \mu_{s+t}(F^\phi)$ and then use this in the second summand (name it $\Upsilon$) of the last line of (4.3), then integrate by parts and by Fubini’s theorem obtain
\[ \Upsilon = \int_{t_1}^{t_2} \mu_s(F^\phi)ds + \int_{t_1}^{t_2} \frac{d}{ds} \left( \int_0^{+\infty} e^{-\lambda t} \mu_{s+t}(F^\phi)dt \right) ds \]
\[ = \int_{t_1}^{t_2} \mu_s(F^\phi)ds + \int_{t_1}^{t_2} \frac{d}{ds} \mu_s \left( \int_0^{+\infty} e^{-\lambda t} F^\phi_t dt \right) ds \]
\[ = \int_{t_1}^{t_2} \mu_s(F^\phi)ds + \int_{t_1}^{t_2} \frac{d}{ds} \mu_s(F^\phi_\lambda)ds \]
\[ = \int_{t_1}^{t_2} \mu_s(F^\phi)ds + \mu_{t_2}(F^\phi_\lambda) - \mu_{t_1}(F^\phi_\lambda). \]
Now we plug this in (4.3) and get that the map $t \mapsto \mu_t(F)$, $F \in \mathcal{F}^0(\Gamma^\psi)$, solves (4.1). For $F \in \mathcal{D}(L)$, let $\{F_n\}_{n \in \mathbb{N}} \subset \mathcal{F}^0(\Gamma^\psi)$ be such that $\|F - F_n\|_L \to 0$ as $n \to +\infty$. Then

$$\left|\mu_{t_2}(F) - \mu_{t_1}(F) - \int_{t_1}^{t_2} \mu_s(LF) ds\right| \leq |\mu_{t_2}(F - F_n)| + |\mu_{t_1}(F - F_n)|$$

$$+ \int_{t_1}^{t_2} |\mu_s(LF - LF_n)| ds \leq (t_2 - t_1 + 2)\|F - F_n\|_L,$$

which yields that $t \mapsto \mu_t(F)$, $F \in \mathcal{D}(L)$ also solves (4.1).

Assume now that $t \mapsto \tilde{\mu}_t$ is another solution of (1.3), and hence of (4.1), satisfying $\tilde{\mu}_t|_{t=0} = \mu$. By Proposition 4.4 the map $t \mapsto \tilde{\mu}(F)$, $F \in \mathcal{F}^0(\Gamma^\psi)$ is Lipschitz-continuous. Then, for each $\lambda > 1$ and $\phi \in C_\psi(X)$, we have

$$d\tilde{\mu}_s(F^\phi_X) = \tilde{\mu}_s(LF^\phi_X)ds,$$

holding for Lebesgue-almost all $s \geq 0$. Then

$$-\lambda \int_0^t e^{-\lambda s} \tilde{\mu}_s(F^\phi_X) ds = \int_0^t \tilde{\mu}_s(F^\phi_X) ds = \tilde{\mu}_t(F^\phi_X) e^{-\lambda t} - \tilde{\mu}_0(F^\phi_X) - \int_0^t e^{-\lambda s} \tilde{\mu}_s(LF^\phi_X) ds$$

$$= \tilde{\mu}_t(F^\phi_X)e^{-\lambda t} - \tilde{\mu}_0(F^\phi_X) - \lambda \int_0^t e^{-\lambda s} \tilde{\mu}_s(F^\phi_X) ds + \int_0^t e^{-\lambda s} \tilde{\mu}_s(F^\phi_X) ds.$$

This yields

$$\mu(F^\phi_X) = \tilde{\mu}_0(F^\phi_X) - \tilde{\mu}_t(F^\phi_X)e^{-\lambda t} + \int_0^t e^{-\lambda s} \tilde{\mu}_s(F^\phi_X) ds, \quad \lambda > 1,$$

which after passing to the limit $t \to +\infty$ leads to

$$\mu(F^\phi_X) = \int_0^{+\infty} e^{-\lambda s} \tilde{\mu}_s(F^\phi_X) ds,$$

that holds for all $\lambda > 1$. By the very definition in (4.3) the map $t \mapsto \mu_t(F^\phi)$ is continuous; the continuity of $t \mapsto \tilde{\mu}_t(F^\phi)$ was established in Proposition 4.4. Both maps are bounded. By (3.34) and (4.2), and then by (4.4), the Laplace transforms of both these maps coincide. Therefore, by Lerch’s theorem $\mu_t(F^\phi) = \tilde{\mu}_t(F^\phi)$ for all $t > 0$ and $\phi \in C_\psi(X)$. As mentioned above, see Proposition 2.4 the class of functions $\{F^\phi : \phi \in C_\psi(X)\}$ is separating, that means $\mu_t = \tilde{\mu}_t$, $t > 0$ and hence the stated uniqueness. The proof

4.2. Concluding comments. As mentioned above, our main aim in this work is to find a way of describing branching in infinite particle systems. That is why we restrict ourselves to the results stated in Theorem 4.2. A direct consequence of Theorem 4.2 is the existence of a Markov process with values in $\Gamma^\psi$, that may be constructed by means
of the Markov transition function $p^t_\gamma$, see [12] pages 156, 157], determined by its values on \( \{F^\phi : \phi \in C_\psi(X)\} \), cf. Remark 3.9. These values are given by the following formula
\[
p^t_\gamma(F^\phi) = F^{\rho^t_\gamma(\phi)}, \quad \gamma \in \Gamma^\psi.
\]
It definitely has the branching property, cf. [19] page 29,
\[
F^{\rho^t_\gamma(\gamma_1 \cup \gamma_2)} = F^{\rho^t_\gamma(\gamma_1)} F^{\rho^t_\gamma(\gamma_2)}, \quad \gamma_1, \gamma_2 \in \Gamma^\psi.
\]
Then in accord with the definition on page 30 of [19], the aforementioned Markov process would be a measure-valued branching process. The uniqueness stated in Theorem 4.2 can be used to prove that such a process is unique up to modifications. Another observation is that, in our model, branching is the only evolutionary act, whereas papers on branching in finite particle systems, e.g., [2, 3, 9, 11], assume more such acts, e.g., diffusion in \( X \). These and similar generalizations can also be done in our setting.
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