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Abstract
We construct a new discrete basis of 4-valent SU(2) intertwiners. This basis possesses both the advantage of being discrete, while at the same time representing accurately the classical degrees of freedom; hence it is coherent. The closed spin network amplitude obtained from these intertwiners depends on 20 spins and can be evaluated by a generalization of the Racah formula for an arbitrary graph. The asymptotic limit of these amplitudes is found. We give, for the first time, the asymptotics of $15j$ symbols in the real basis. Remarkably it gives a generalization of the Regge action to twisted geometries.
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1. Introduction

It has been observed long ago that the compositions of quantum states of angular momentum are related to geometrical objects [1–3]. The simplest example is the Clebsch–Gordan coefficients which vanish unless the spins satisfy the so-called triangle relations. A less trivial example is the Wigner $6j$ symbol which vanishes unless the spins can represent the edge lengths of a tetrahedron. This insight was one of the motivations which led Ponzano and Regge to use the $6j$ symbol as the building block for a theory of quantum gravity in three dimensions [4, 5], together with the fact that the asymptotic limit of the $6j$ symbol is related to the discretized version of the Einstein–Hilbert action$^3$. In higher dimensions this line of thought led to the idea of spin foam models which are a generalization of Ponzano and Regge’s idea to a four dimensional model of quantum General Relativity. For a review see [7].

Following a canonical approach, loop quantum gravity (LQG) came to the same conclusion: geometrical quantities such area and volume are quantized [8]. In fact there are

$^3$ There are subtleties associated with the spacetime signature when identifying the spins of the $6j$ symbol with the edge lengths of the tetrahedron. For a detailed analysis see [6].
many remarkable similarities between LQG and spin foam models. For instance, the building
blocks of both models are SU(2) intertwiners which represent quanta of space [9–11]. An
intertwiner is simply an invariant tensor on the group. In other words if we denote by $V^j$ the
$2j + 1$ dimensional vector space representing spin $j$ then an intertwiner is an element of the
SU(2) invariant subspace of this tensor product which we will denote

$$H_{j_1, \ldots, j_n} \equiv \text{Inv}_{\text{SU}(2)}[V^{j_1} \otimes \cdots \otimes V^{j_n}].$$  (1)

The vectors in this Hilbert space will be referred to as $n$-valent intertwiners since they are
represented graphically by an $n$-valent node. The legs of this node carry the spins $j_i$ which can
be interpreted as the areas of the faces of a polyhedron [12–15] which is a consequence of the
celebrated Guillemin–Sternberg theorem [16]. In this paper we will be focused on 4-valent
intertwiners but many of the methods developed here can be extended to the $n$-valent case.

Two types of basis for the space (1) are usually considered. The most common one
is a discrete basis which diagonalizes a commuting set of operators invariant under adjoint
action. Each of these operators is associated with a decomposition of an $n$-valent vertex as
a contraction of 3-valent ones and the basis elements are constructed by the contraction of
3-valent intertwiners along the corresponding channels. In the 4-valent case the different bases
correspond to the $S$, $T$, $U$ channels and are labelled by one extra spin. Bases constructed in this
way are orthonormal, but lack sufficient data to describe a classical geometry. For example
a tetrahedron is uniquely determined by six quantities, such as the four areas and two of
the dihedral angles between faces. Therefore the orthonormal basis of 4-valent intertwiners,
having only five labels, is not suitable for the specification of a fixed tetrahedral geometry.

Another basis usually considered is the coherent state basis (introduced in loop gravity
by Livine and Speziale [17]) which overcomes this difficulty by introducing an overcomplete
basis for $H_{j_1, \ldots, j_n}$ which is labelled by a set of normal vectors. In the semiclassical limit these
normal vectors satisfy the closure relation and can be identified with the vectors normal to the
faces of a tetrahedron whose areas are proportional to the spins $j_i$ [18, 19]. These insights have
since led to a reformulation of LQG in terms of twisted geometries [20] obtained by matching
the normal vectors corresponding to faces of classical polyhedra, but such that the shapes
of the glued faces do not necessarily match. One of the drawbacks of this basis, however, is
that it introduces a continuum of states to represent a simple finite dimensional Hilbert space.
Moreover, in this representation the link with the real basis and its simplicity is lost.

What we want to investigate is whether there exists a basis which captures the essence
of both constructions by being at the same time discrete and coherent. We provide here such
a construction for the Hilbert spaces $H_{j_1, \ldots, j_n}$ and focus our description to the 4-valent case,
which exemplifies the main features of this basis. We will also show that it leads to a simple
generalization of the Racah formula when we use these intertwiners in the spin-network
evaluation of a general graph. This basis arises naturally in the expansion of generating
functionals for spin networks which were provided in [21]. Finally we present a new [20]$j$ symbol corresponding to the coherent spin network amplitude on a 4-simplex which is a simple
generalization of the [15]$j$ symbol.

We find that this new basis of intertwiners is overcomplete, but is labelled by a set of
discrete labels. Further, we show that the discrete basis generates the different orthonormal
bases by simply summing over the extra labels. In this way many of the different variations of
recoupling coefficients in the orthonormal bases can be generated from these more fundamental
amplitudes. For example the different versions of the [15]$j$ symbol can be obtained by summing
over five spins of the [20]$j$ symbol.

Finally we show that the semiclassical limit of the discrete basis corresponds to a classical
framed tetrahedron in the same way as the coherent intertwiners. A framed tetrahedron is a
tetrahedron with a unit vector in each of the faces representing a 2D frame. This frame vector is determined by the phase of the spinor and encodes the extrinsic geometry of the triangulation. The asymptotics of the [20j] symbol imply a classical action which, under certain geometric constraints, is found to agree with the Regge action, which agrees with the analysis in [22, 23]. When these constraints are not imposed the geometry is twisted in the sense of [20].

The paper is organized as follows. First we define the new basis of n-valent intertwiners in the holomorphic representation and we describe the 3-valent case. Next we investigate the 4-valent case and construct the resolution of identity. We then compute the action of the invariant operators and show how the new basis relates to the orthonormal bases. Using generating functional techniques we compute the scalar product in the new basis, and use the relations with the orthogonal basis to generate the various other possible scalar products. We then discuss the utility of this basis in representing and computing spin network amplitudes and introduce the [20j] symbol in the 4-valent case. Finally we study the semi-classical behaviour of the new states and we show that they correspond uniquely to classical framed tetrahedra. Moreover, the asymptotics of the [20j] symbol is shown to admit an interpretation as a generalization of the Regge action to twisted geometry.

2. The new basis

One particularly useful representation of SU(2) is the so-called Bargmann–Fock or holomorphic representation [1, 3]. This representation has been recently introduced in the LQG context [24, 25] to express SU(2) intertwiners as holomorphic functions on spinor space, which will be our strategy here as well. The Bargmann–Fock space consists of holomorphic functions on spinor space \( \mathbb{C}^2 \) and we use the Hermitian inner product

\[
\langle f | g \rangle = \int_{\mathbb{C}^2} f(z) \overline{g}(z) \, d\mu(z)
\]

where \( d\mu(z) = \pi^{-2} e^{-|z|^2} \, d^2z \) and \( d^2z \) is the Lebesgue measure on \( \mathbb{C}^2 \) and we use the bra–ket notation for the scalar product of the two states \( |f \rangle, |g \rangle \) defined by \( f(z) \equiv \langle z | f \rangle \). The group SU(2) acts irreducibly on representations of spin \( j \) given by the \( 2j+1 \) dimensional subspaces of holomorphic functions homogeneous of degree \( 2j \). The standard orthonormal basis with respect to this inner product is given by

\[
e_{\pm}^j(z) = \frac{\alpha^{j+\pm} \beta^{j-\mp}}{\sqrt{(j+m)!(j-m)!}},
\]

which are simply the holomorphic representation of the SU(2) basis elements which diagonalize the operator \( J_3 \). Here \( \langle \alpha, \beta \rangle^{j} \in \mathbb{C}^2 \) represents the components of the spinor \( |z \rangle \). We should mention that this notation differs from other conventions for spinors which also use square and angle brackets\(^4\).

In the following we will heavily use the fact that there are two SU(2) invariant products on spinor space, only one of which is holomorphic\(^5\):

\[
[z_i | z_j] = \alpha_i \beta_j - \alpha_j \beta_i
\]

where we use the notation

\[
|z \rangle \equiv (\alpha, \beta)^j, \quad |\bar{z} \rangle \equiv (\bar{\alpha}, \bar{\beta})^j.
\]

We will also use the notation \( \bar{z} \) to denote the conjugate spinor \( |\bar{z} \rangle \equiv |z \rangle \).

\(^4\) For clarity we note that in the index notation, \( \alpha = \epsilon^0 \) and \( \beta = \epsilon^1 \) so \( |z \rangle = \epsilon^j \) where \( A = 0, 1 \) and \( \langle z | = \delta_{A,i} z^A \). \( |z \rangle = \delta_{A,i} z^A \), \( |\bar{z} \rangle \equiv |z \rangle \). Thus the two invariants are \( \langle z | w \rangle = \delta_{A,B} z^A w^B \) and \( \langle w | z \rangle = \epsilon_{A,B} z^A w^B \).

\(^5\) In fact because \( [z_i | z_j] \) is holomorphic it is automatically SL(2, \mathbb{C}) invariant. The other SU(2) invariant is \( (z_i | z_j) = \bar{\alpha}_i \alpha_j + \bar{\beta}_j \beta_i \).
In the spin \( j \) representation we define coherent states \(| j, z \rangle\) to be the holomorphic functionals
\[
(w|j, z) \equiv \frac{[w|z]^{2j}}{(2j)!}.
\]
(5)
These states possess the characteristic property that their scalar product with any spin \( j \) state \(|f\rangle\) reproduces the functional \( f(z) \), that is
\[
\langle j, \tilde{z}|f \rangle = f(z).
\]
(6)
This follows from a direct computation which shows that
\[
(w|j, z) = \langle j, \tilde{z}|w \rangle.
\]
This property implies that we can identify the label \(|z\rangle\) of \(|f\rangle\) when evaluated on a spin \( j \) functional. In the following we will use interchangeably the notation \(|z\rangle = (j, \tilde{z})\) for the labels.

We can therefore also represent an arbitrary holomorphic function on the Bargmann–Fock space \( L^2(\mathbb{C}^2, d\mu(z)) \) as
\[
f(z) = \sum_{2j=0}^{\infty} \langle j, \tilde{z}|f \rangle
\]
due to the analyticity.

2.1. Intertwiner bases

In this holomorphic representation there are two natural and straightforward bases of \( n \)-valent intertwiners, i.e. functions of the spinors \( z_1, \ldots, z_n \) which are SU(2) invariant and homogeneous of degree \( 2j_i \) in \( z_i \). The first one is the Livine–Speziale coherent intertwiner basis [17], and the second one is the discrete basis which is the new basis we want to study here.

The Livine–Speziale coherent intertwiners [17] are defined by group averaging as the following holomorphic functionals:
\[
(w_i \parallel j, z_i) \equiv \int d\xi \prod_{i=1}^n \frac{[w_i|g|z_i]^{2j_i}}{(2j_i)!}.
\]
(8)
Note that the normalization of these states is different from [17] to better suit the Bargmann scalar product (2). These states are coherent in the sense that their scalar product reproduces the holomorphic functional, they are labelled by the continuous set of data \(|z_i\rangle\) and they resolve the identity:
\[
\langle j, w_i \parallel j, z_i \rangle = (w_i \parallel j, z_i), \quad \|j_i\rangle = \int d\mu(z_i) \|j, z_i\rangle \langle j, z_i\|.
\]
(9)
This is shown by using the identity
\[
\int d\mu(w) \langle a|w \rangle^{2j}/(2j)! = (2j)! \langle a|b \rangle^{2j},
\]
which itself is proven by summing over \( j \) and performing the Gaussian integration.

We will now show how to construct a new basis which is also coherent, resolves the identity, but is labelled by a discrete set. Since the product \(|z|w\rangle\) is holomorphic and SU(2) invariant it can be used to construct a complete basis of the intertwiner space \( \mathcal{H}_n \equiv \bigoplus_{j} \mathcal{H}_{j_1} \cdots \mathcal{H}_{j_n} \) by
\[
|z|k_{ij}\rangle \equiv \prod_{i<j} \frac{|z_i|z_j\rangle^k_{ij}}{k_{ij}!}.
\]
(10)
This basis is labelled by \( n(n - 1)/2 \) non-negative integers \( [k] \equiv (k_{ij})_{i \neq j = 1,...,n} \) with \( k_{ij} = k_{ji} \).

Note that we are free to choose a phase convention and for simplicity we will choose it to be unity for now.\(^6\)

This basis was introduced by Schwinger \([1]\) and also Bargmann \([3]\) for studying generating functions of the 3nj-symbols and we have generalized it here to the \( n \)-valent case. The \( n \)-valent states \((10)\) can also be used to construct generating functions for general graphs as was done in \([21, 26]\). We will first review the 3-valent case and then go on to study the properties of the 4-valent case.

For a basis representing the subspace \( \mathcal{H}_{i_1...i_n} \), with fixed spins \( j_i \), we have \( n \) homogeneity conditions which require the integers \( [k] \) to satisfy

\[
\sum_{j \neq i} k_{ij} = 2 j_i. \quad (11)
\]

The sum of spins at the vertex is defined by \( J = \sum_i j_i = \sum_{i<j} k_{ij} \) and is required to be a positive integer. From the relation \( \langle \hat{w} | \hat{z} \rangle = \langle w | z \rangle \) we see that these states satisfy the reality condition

\[
(z_i | k_{ij} \rangle = (\hat{z}_i | k_{ij} \rangle. \quad (12)
\]

Furthermore, from the coherency property \((9)\) we can easily compute the overlap of these states with the coherent intertwiners:

\[
\langle j_i, \hat{z}_i | k_{ij} \rangle (z_i | k_{ij} \langle j_i, z_i \rangle = (z_i | k_{ij} \rangle \quad (13)
\]

where the last equality follows from the reality condition \((12)\) and the fact that \(-\hat{z}_i | k_{ij} \rangle = (z_i | k_{ij} \rangle.

In \([21]\) it is shown that the scalar product of coherent intertwiners can be expressed in terms of the coefficients of the discrete basis as

\[
\langle j_i, \hat{w}_i | j_i, z_i \rangle = \sum_{[k] \in K_j} (w_i | k_{ij} \rangle (z_i | k_{ij} \langle j_i, z_i \rangle = (z_i | k_{ij} \rangle \quad (14)
\]

where \( K_j \) denotes all the \( k_{ij} \) solution of \((11)\). This result in turn implies that

\[
||j_i, z_i \rangle = \sum_{[k] \in K_j} (k_{ij}) \langle j_i, z_i \rangle ||[k]||^2, \quad (15)
\]

which expresses the coherent intertwiners in terms of the discrete basis. We note that the scalar product \((14)\) was also studied in \([26]\) where they use the notation \( F_{ij} = [z_i | z_j \rangle. \) In fact an explicit expression for the \( n \)-valent scalar product was derived there using the Plücker relations explicitly.

### 2.2. 3-valent intertwiners

In the case \( n = 3 \) there is only one intertwiner. Indeed, given \( [k] = (k_{12}, k_{23}, k_{31}) \) the homogeneity restriction requires \( 2j_1 = k_{12} + k_{13} \) which can be easily solved by

\[
k_{12} = j_1 + j_2 - j_3, \quad k_{13} = j_1 - j_2 + j_3, \quad k_{23} = -j_1 + j_2 + j_3. \quad (16)
\]

In this case the fact that homogeneous functions of different degree are orthogonal implies that \([k_{12}, k_{23}, k_{31}] \) form an orthogonal basis\(^7\) of \((1)\).

\(^6\) Later we will see that the asymptotic limit of the intertwiners will imply a canonical phase as noted in \([29]\).

\(^7\) One can also arrive at this basis by considering the representation space of symmetrized spinors. For details see appendix A of \([27]\). The two approaches are essentially the same, however in the holomorphic representation we have the advantage of tools like generating functionals and Gaussian integration.
Since there is only one holomorphic function \((z_i|k⟩)\) it must be proportional to the Wigner 3j symbol
\[
(z_i|k_{12}, k_{23}, k_{31}) = \Delta(j_1j_2j_3) \sum_{m_1,m_2,m_3} \binom{j_1}{m_1} \binom{j_2}{m_2} \binom{j_3}{m_3} e^{j_1}_{m_1}(z_1) e^{j_2}_{m_2}(z_2) e^{j_3}_{m_3}(z_3)
\] (17)

where the triangle coefficients can be found to be
\[
\Delta(j_1j_2j_3) = \frac{(j_1 + j_2 + j_3 + 1)!}{(j_1 - j_2 + j_3)! (j_2 - j_1 + j_3)! (j_1 + j_2 - j_3)!}.
\] (18)

Note that we could divide \(|k_{12}, k_{23}, k_{31}\rangle\) by \(\Delta(j_1j_2j_3)\) to normalize this basis, but it will be simpler to instead work with these unnormalized states.

2.3. Counting

For \(n > 3\) there are more basis elements \(|k_{ij}\rangle\) than the dimension of the intertwined space so the basis is no longer orthogonal. Indeed, since we have \(n(n - 1)/2\) \(k_{ij}\)'s satisfying \(n\) relations (11) these intertwiners are labelled by \(n(n - 3)/2\) integers. But this is clearly more that the dimension of the Hilbert space of \(n\)-valent intertwiners, which is known to be labelled by \(n - 3\) integers, i.e. by contracting only 3-valent nodes. This means that the basis given above is overcomplete.

Another way to understand this counting is to recall that the algebra of gauge invariant operators acting on \(\mathcal{H}_{j_1,\ldots,j_n}\) is given by \(J_{ij} = J_i \cdot J_j\) for \(i \neq j\) where \(J_i\) denotes the angular momentum operator action in the \(i\) direction. These operators satisfy the closure relation \(\sum_i J_i = 0\) and the action of \(J_i^2\) is given by multiplication by \(j_i(j_i + 1)\). These relations mean that we can express any instance of \(J_n\) say, by a summation of operators depending on \(J_i\) for \(i < n\). Thus a good basis of operator is for instance \(J_{ij}\) for \(i \neq j\) and \(i,j < n\). There are \((n - 1)(n - 2)/2\) such operators. They satisfy one relation that stems from the closure relation which is
\[
\sum_{i \neq j < n} J_{ij} = j_n(j_n + 1) - \sum_{i < n} j_i(j_i + 1).
\] (19)

This makes it clear that if we want to maximally represent these operators we need \(n(n - 3)/2\) labels. These operators do not commute, therefore these labels represent an overcomplete basis. A maximal commuting subalgebra is of dimension \(n - 3\).

For example, in the case \(n = 4\) the basis is labelled by two integers while we need only one, and for \(n = 5\) it is labelled by five integers while we need only two. Despite this overcompleteness we will be able to determine all of the necessary properties of these states and we will discover some interesting relations between the orthogonal bases on the one hand and coherent intertwiners on the other.
3. The 4-valent case

We now focus on the case \( n = 4 \). A very convenient labelling of the basis \([|k\rangle]\) is done in terms of three spins \( S, T, U \) which refer to the three channels in which a 4-valent vertex can be split into two three valent ones. The relationship between these labels and the \( k \) labels is given by

\[
S \equiv j_1 + j_2 - k_{12}, \quad T \equiv j_1 + j_3 - k_{13}, \quad U \equiv j_1 + j_4 - k_{14}
\]

(20)

where \( S, T, \) and \( U \) are such that the \( k_{ij} \) are non-negative integers. The constraints in (11) imply that \( j_1 + j_2 = (j_3 + j_4) = k_{12} - k_{34} \), thus we also have

\[
S = j_3 + j_4 - k_{34}, \quad T = j_2 + j_4 - k_{24}, \quad U = j_2 + j_3 - k_{23}.
\]

(21)

Summing over all \( k_{ij} \) shows that \( S, T, \) and \( U \) are not independent but satisfy the relation

\[
S + T + U = J.
\]

(22)

We can therefore label the 4-valent intertwiner basis by the four spins \( j_i \) and two extra spins \( S, T \) and we will henceforth denote by \( k_{ij}(j_i, S, T) \) the corresponding integers in (20), (21).

These integers cannot take arbitrary values, since \( k_{ij} \) are restricted by \( 0 \leq k_{ij} \leq \max(2j_i, 2j_j) \), this restriction is denoted by \((S, T) \in \mathcal{N}_{j_i}\). In the case all spins are equal to \( N/2 \) this is simply \( 0 \leq S, T \leq N, N \leq S + T \leq 2N \).

We will denote the corresponding basis by \(|S, T\rangle_{j_i} \)

\[
|S, T\rangle_{j_i} \equiv \{|k\rangle(j_i, S, T)\}.
\]

(26)

In the following we will omit the subscript \( j_i \) and use the shorthand \(|S, T\rangle \equiv |S, T\rangle_{j_i} \) for notational simplicity when the context is clear and the external spins are fixed.

3.1. Overcompleteness and identity decomposition

As discussed above, the \(|S, T\rangle \) basis has one extra label and is thus overcomplete. We will now investigate the nature of the relations among these states which is summarized by the following theorem:

**Theorem 3.1.** The \(|S, T\rangle \) states are not linearly independent; all the relations among them are generated by the fundamental relation

\[
(k_{12} + 1)(k_{34} + 1)|S - 1, T\rangle - (k_{13} + 1)(k_{24} + 1)|S, T - 1\rangle + k_{14}k_{23}|S, T\rangle = 0
\]

(27)

where \( k_{ij} \) stands for \( k_{ij}(j_i, S, T) \).

It turns out that the relation among the states is easily seen in the holomorphic representation. It is well known that the gauge invariant quantities \([z_1|z_j]\) are not independent, they satisfy the Plücker relation:

\[
R(z_j) \equiv [z_1|z_2][z_3|z_4] - [z_1|z_3][z_2|z_4] + [z_1|z_4][z_2|z_3] = 0.
\]

(28)

In order to write the effect of this relation on the states \(|S, T\rangle_{j_i}\) let us compute first the effect of multiplication by one monomial

\[
[z_1|z_2][z_3|z_4](z_j|S, T)_{j_i} = (k_{12}k_{34})(j_j, S, T)(z_j|S, T + 1)_{j_i}
\]

It is given by

\[
\max(|j_1 - j_2|, |j_3 - j_4|) \leq S \leq \min(j_1 + j_2, j_3 + j_4),
\]

(23)

\[
\max(|j_1 - j_3|, |j_3 - j_4|) \leq T \leq \min(j_1 + j_3, j_3 + j_4),
\]

(24)

\[
\max(j_1 + j_4, j_2 + j_3) \leq S + T \leq j - \max(|j_1 - j_4|, |j_2 - j_3|).
\]

(25)
where we used that $k_{12}(j_i - \frac{1}{2}, S, T) + 1 = k_{12}(j_i, S, T) = k_{12}(j_i, S, T + 1)$, while
$k_{13}(j_i - \frac{1}{2}, S, T) = k_{13}(j_i, S, T) - 1 = k_{13}(j_i, S, T + 1)$, and $k_{14}(j_i - \frac{1}{2}, S, T) =
k_{14}(j_i, S, T) + 1 = k_{14}(j_i, S, T + 1)$. Performing similar computations for the different
monomials we find that the multiplication by the Plücker relation can be implemented in
terms of an operator $\hat{R} : \mathcal{H}_{\hat{\mathcal{H}}} \to \mathcal{H}_{\hat{\mathcal{H}}}$ whose image vanishes identically. It is defined by
$R(z_i)(z_i|S, T)_{\mu-\frac{1}{2}} = (z_i|\hat{R}|S, T)_{\mu-\frac{1}{2}}$ where $\hat{R}$ is given by

$$
\hat{R}|S, T)_{\mu-\frac{1}{2}} = k_{12}k_{34}|S, T + 1)_{\mu} - k_{13}k_{24}|S + 1, T)_{\mu} + (k_{14} + 2)(k_{23} + 2)|S + 1, T + 1)_{\mu}
$$

(29)

here $k_{ij}$ denotes $k_{ij}(j_i, S, T)$. By shifting the parameters $S \to S - 1$ and $T \to T - 1$ and using
that $k_{12}(j_i, S - 1, T - 1) = k_{12} + 1$ etc. we obtain the desired relation stated in the theorem. By
taking powers of the operator $\hat{R}$ we can generate many more relations which we will discuss in
a later section. Despite the linear dependence of these states they admit a resolution of identity,
consistent with a coherent state basis:

**Theorem 3.2.** The resolution of identity on the space of 4-valent intertwiners has the simple form

$$
\mathcal{I}_{\mathcal{H}} = \sum_{S,T} \frac{|S, T)(S, T|}{\|S, T\|^2}, \quad \|S, T\|^2 = \frac{(J + 1)!}{\prod_{i<j} k_{ij}!}
$$

(30)

We give a proof of this theorem in appendix A which is specific to the 4-valent case. The
resolution of identity in the $n$-valent case has a similar form and follows from the relations
(14). We will show that despite the fact that they are discrete, the $|S, T)$ basis shares many
of the same properties as the coherent intertwiners such as the correspondence with classical
tetrahedra in the semi-classical limit. In addition the $|S, T)$ states also possess a simple relation
with the orthogonal basis as we will show in the next section.

3.2. The relation with the orthogonal basis

In the previous sections we introduced a new and overcomplete basis of the space of 4-valent
intertwiners which provided a simple decomposition of the identity. On the other hand, the
standard basis of 4-valent intertwiners is orthogonal, and is defined by the eigenstates of either
of the invariant operators $J_1 \cdot J_2$ or $J_1 \cdot J_3$ or $J_1 \cdot J_4$. We will denote these orthogonal bases by
$|S)$ and $|T)$ and $|U)$ respectively. We would now like to investigate the action of the $S$ and $T$
channel operators $J_1 \cdot J_2$ and $J_1 \cdot J_3$ on $|S, T)$ as well as the relationship between the four bases:
$|S), |T), |U)$. It is well known that, up to normalization, the usual 4-valent intertwiner basis is obtained
by the composition of two trivalent intertwiners. For now we will focus on the $|S)$ states, which in
the holomorphic representation, are defined to be

$$
(z|S) = \int d\mu(z)C_{(j_1, j_2, S)}(z_1, z_2, z_3, z_4),
$$

(31)

where $[\bar{z}] = [z]$ and $C_{(j_1, j_2, S)}(z_1, z_2, \bar{z}) = (z_1, z_2, \bar{z}|k_{ij}(j_1, j_2, S))$. As shown in [13, 14] the
operators $J_i \cdot J_j$ in the holomorphic representation can be written in terms of the SU(N)
operators

$$
E_{ij} = z^\dagger_i \partial_{z_j},
$$

(32)

as the quadratic combinations

$$
2J_i \cdot J_j = E_{ij}E_{ji} - \frac{1}{2}E_{ii}E_{jj} - E_{ii}.
$$

(33)
The operator $E_{ij}$ acts nontrivially only on a function of $z_j$ and its action amounts to replacing $z_j$ by $\dot{z}_j$, i.e.

$$E_{ij} \cdot |z_j\rangle = |\dot{z}_j\rangle.$$ \hfill (34)

Using this we can now compute the action of $J_1 \cdot J_2$ on $|S\rangle$. First note that the action of $E_{ii}$ on $|S\rangle$ is given by $2J_i$ and the action of $E_{12}E_{21}$ is given by $(j_1 - j_2 + S)(-j_1 + j_2 + S + 1)$.

Therefore the action of $J_1 \cdot J_2$ on $|S\rangle$ is found to be

$$J_1 \cdot J_2 |S\rangle = \frac{1}{2} (S(S + 1) - j_1(j_1 + 1) - j_2(j_2 + 1)) |S\rangle.$$ \hfill (35)

We are now in a position to discuss the physical interpretation of the spins $S$ and $T$. From equation (35) we see that the operator $(J_1 + J_2)^2$ is diagonal in the $|S\rangle$ basis with eigenvalue $S(S + 1)$. In [10] it is pointed out that if $A_1$ and $A_2$ are the classical area vectors of two faces of a tetrahedron then $|A_1 + A_2|^2$ is equal to four times the area of the medial parallelogram between the two faces. The spins $T$ and $U$ would then be the areas of the other two medial parallelograms in the tetrahedron.

This interpretation, however, does not hold for the $|S, T\rangle$ states as we will see by computing the action $J_1 \cdot J_2$ on $|S, T\rangle$. We will find the true correspondence with the classical variables when we study the semi-classical limit.

**Theorem 3.3.** The action of $J_1 \cdot J_2$ on $|S, T\rangle$ does not change the value of $S$ and it is given by

$$2J_1 \cdot J_2 |S, T\rangle = (S(S + 1) - j_1(j_1 + 1) - j_2(j_2 + 1)) |S, T\rangle$$

$$(k_{13} + 1)(k_{23} + 1) |S, T - 1\rangle - k_{14}k_{23} |S, T\rangle$$

$$+ (k_{13} + 1)(k_{24} + 1) |S, T + 1\rangle - k_{13}k_{24} |S, T\rangle.$$ \hfill (36)

where $k_{ij}$ stands for $k_{ij}(j_i, S, T)$. Similarly the action of $J_1 \cdot J_3$ does not change the value of $T$.

**Proof.** The action of $E_{ii}$ on $|S, T\rangle$ is given by $2J_i$ while the action of $E_{12}E_{21}$ on $|S, T\rangle$ is

$$(k_{13}(k_{23} + 1) + k_{14}(k_{24} + 1)) |S, T\rangle + (k_{13} + 1)(k_{24} + 1)|S, T + 1\rangle$$

$$+ (k_{14} + 1)(k_{23} + 1)|S, T - 1\rangle.$$  

Now with this and the relation

$$k_{13}k_{23} + k_{14}k_{24} = S^2 - (j_1 - j_2)^2 - k_{13}k_{24} - k_{14}k_{23}$$ \hfill (37)

we find the desired result. The action of $J_1 \cdot J_3$ can be deduced from a permutation exchanging 1 and 3, under such a permutation $J_1 \cdot J_3 \rightarrow J_1 \cdot J_2$ and $(-1)^{k_{13} + k_{14}}|S, T\rangle \rightarrow |T, S\rangle$. Similarly under an exchange of 1 and 4, $J_1 \cdot J_4 \rightarrow J_1 \cdot J_2$ and $(-1)^{k_{13} + k_{14}}|S, T\rangle \rightarrow |U, T\rangle$. $\square$

While the $S$ and $T$ spins do not share the interpretation of areas of parallelograms like in the orthogonal basis (since there are extra diagonal terms), it turns out that they are still closely related as we will now show. First of all, notice that the coefficient of the first term in (36) is the same as the eigenvalue in (35). Furthermore, if one sums over $T$ in (36) it can be seen that the last two terms cancel out because $k_{13}(j_i, S, T - 1) = k_{13}(j_i, S, T) + 1, k_{14}(j_i, S, T + 1) = k_{14}(j_i, S, T) + 1...$ and so on. Therefore $\sum_T |S, T\rangle$ is proportional to $|S\rangle$. What we will now show in the following theorem is that the proportionality constant is exactly 1.

**Theorem 3.4.** The orthogonal basis is obtained from the $|S, T\rangle$ basis by summing over the $S$ or $T$ channels

$$|S\rangle = \sum_T |S, T\rangle, \quad |T\rangle = \sum_S (-1)^{k_{23}}|S, T\rangle, \quad |U\rangle = \sum_{S+T=S+U} (-1)^{k_{23}+k_{43}}|S, T\rangle.$$ \hfill (38)
Proof. Using the generating functionals in (A.1) in analogy with the definition (31) of $|S\rangle$ we can perform the following Gaussian integral
\[
\int d\mu(z)C(z_1, z_2, z_3, z_4) = e^{i\sum_t t(z_1, z_2) + i\sum_t t(z_3, z_4)} \int d\mu(z) e^{i\sum_t t(z_1, z_2) + i\sum_t t(z_3, z_4)}
\]
where $|\tilde{z}\rangle = |z\rangle$ and $t_1 = t_1 t_3, t_1 t_4, t_2 t_3, t_2 t_4, t_2 t_4$. Now let $k_1 = j_1 - j_2 + S$, $k_2 = j_2 - j_1 + S, k_3 = j_3 - j_4 + S$, and $k_4 = j_4 - j_3 + S$ as prescribed by (16). Then looking at the coefficient of
\[
t_1 k_1 + t_2 k_2 + t_3 k_3 + t_4 k_4
\]
we get the conditions $k_1 = k_1 + k_1, k_2 = k_2 + k_2, k_3 = k_3 + k_3, k_4 = k_4 + k_4$. These conditions are trivially satisfied if the $k_{ij}$ are defined as in (20) and (21) which can be seen for instance by adding $k_{ij}$ to the first condition. Notice, however that the LHS of (39), when expanded, is a sum over $j_i$ and $S$ whereas the RHS is a sum over $j_i, S, T$. Thus we get the identity
\[
\int d\mu(z)C(z_1, z_2, z_3, z_4) = |S\rangle = \sum_T |S, T\rangle.
\]
which implies $|S\rangle = \sum_T |S, T\rangle$. The other identities are obtained by permutation of indices.

This last theorem shows that the $|S\rangle$ and $|T\rangle$ or $|U\rangle$ bases are generated by the $|S, T\rangle$ basis. This is particularly useful for instance when describing spin-network amplitudes containing 4-valent nodes since a choice of $S$ or $T$ basis must be made at every such node. The amplitude written in the $|S, T\rangle$ basis however will generate all the different kinds of amplitudes by simply summing over the labellings. For example the $15j$ symbol comes in five different kinds depending on the basis choice at the five nodes. Thus a new symbol labelled by 20 spins, i.e. ten $j_i$, five $S$'s and five $T$'s, based on the $|S, T\rangle$ basis would be a generator of these various symbols. Moreover this 20-symbol would be the amplitude corresponding to the coherent 4-simplex. We will define this new symbol shortly.

4. Scalar products

In this section we will compute the scalar product in the $|S, T\rangle$ basis and demonstrate the utility of theorem 3.4 by generating all the various other scalar products. Let us first make a general remark about the form of the scalar product that follows from the resolution of identity in (30). Let us split the scalar product into the naive product and the remainder:
\[
\langle S, T \mid S', T' \rangle = \|S, T\|^2 \delta_{S, S'} \delta_{T, T'} + O^{S, T}_{S', T'}.
\]

The resolution of the identity implies that
\[
\sum_{S, T} O^{S, T}_{S', T'} \frac{\langle S', T \rangle}{||S', T'||^2} = 0 = \sum_{S, T} \frac{|S, T\rangle}{||S, T||^2} O^{S, T}_{S', T'}.
\]

This means that the reminder belongs to the algebra generated by the fundamental relation in (27). These relations can be derived by considering the product of the operator $\hat{R} : H_\frac{1}{2} \mapsto \mathcal{H}_\frac{1}{2}$.
Figure 2. The graphical representation of theorem 3.4 where a 4-valent vertex labelled by \( S \) and \( T \) is summed over \( T \) to produce the \( S \) channel decomposition.

introduced previously: \( R(z_i)^N \langle z_i | S, T \rangle = \langle z_i | \hat{R}^N | S, T \rangle \), where \( R(z_i) \) is the Plücker relation given in (28). Expanding \( R(z_i)^N \) using the multinomial theorem we find

\[
(R(z_i))^N \prod_{i<j} |z_i| |z_j| k_{ij}(j_i - N / 2, s, t) = \sum_{S, T} R(s, t)^N(N) \prod_{i<j} |z_i| |z_j| k_{ij}(S, T) = 0,
\]

(44)

where the summation coefficients are given by

\[
R(s, t)^N(N) = (−1)^{(J−T+N)N!} \frac{s−S+N!(t−T+N)[S−s+T−t−N]}{[s−S+N]!(t−T+N)[S−s+T−t−N]!} \prod_{i<j} k_{ij}(j_i − N / 2, s, t)!
\]

(45)

and the sum is over \( S = s + N − a, T = t + N − b \) with \( a, b \geq 0 \) and \( a + b \leq N \). From this result and the definition of the states \( \langle z_i | S, T \rangle = |S, T|_{j_i}/(j_i + 1)! \prod_{i<j} |z_i| |z_j| k_{ij}(j_i, S, T) \), we can write this relation as

\[
\frac{\hat{R}^N(s, t)_k|_{N}^{−N/2}}{|s, t|_l^{2}|_{N−N/2}} = \frac{(J+1)!}{(J−2N+1)!} \left( \sum_{S, T} R(s, t)^N(N) |S, T|_{k}^l |S, T|_{l}^{2} \right) = 0.
\]

(46)

The coefficients in the sum vanish if any of the arguments in the factorials is negative. Note that for \( N = 1 \) we recover the fundamental relation (27).

Now that we have determined the linear relations among the basis states we can deduce the exact form of the scalar product

**Lemma 4.1.** The scalar product is given by

\[
\langle S, T | S', T' \rangle = |S, T|_{j_i}/(j_i + 1)! \prod_{i<j} |z_i| |z_j| k_{ij}(j_i, S, T) \left( \sum_{S, T} R(s, t)^N(N) R(s, t)^N(N) \right).
\]

(47)

The proof of this formula is given in appendix B.
4.1. Constraints quantization

We would like now to develop a deeper understanding of the construction just given of the scalar product. We have seen that the complexity of the scalar product comes from the imposition of the constraints \( \hat{R} = 0 \). This suggests that we should be able to understand the previous construction in terms of constraint quantization. In order to do so, let us introduce the auxiliary Hilbert space \( \hat{H}_{ji} \) with an orthogonal basis \( |S, T \rangle_{ji} \) having \( (S, T) \in \mathcal{N}_{ji} \) and the scalar product

\[
(S', T'|S, T) = ||S, T||^2_{ji} \delta_{S,S'} \delta_{T,T'}.
\]

For this Hilbert space the decomposition of the identity takes the canonical form

\[
1_{\hat{H}_{ji}} = \sum_{S, T} \frac{|S, T \rangle (S, T)}{||S, T||^2_{ji}}.
\]

We define the operator \( \hat{R} : \hat{H}_{ji} \rightarrow \hat{H}_{ji} \) by

\[
\hat{R}|S, T\rangle_{ji} \rightarrow \hat{H}_{ji} \quad (S, T)_{ji} = k_{12}k_{34}|S, T + 1\rangle_{ji} - k_{13}k_{24}|S + 1, T\rangle_{ji} + (k_{14} + 2)(k_{23} + 2)|S + 1, T + 1\rangle_{ji}.
\]

Its powers can be evaluated in terms of the coefficients introduced it the previous section, we find

\[
j_j(S, T | \hat{R}^N | s, t)_{ji-N/2} = ||s, t||^2_{ji-N/2} \frac{(J + 1)!}{(J - 2N + 1)!} \frac{R^{(j_s t_s)}_{(s,t)}(N)}{R^{(j t)}_{(s,t)}(N)}.\]

The operator \( \hat{R} \) is not Hermitian, however the operator

\[
H \equiv \hat{R}^\dagger \hat{R}
\]

is an Hermitian operator, being positive its kernel coincides with the kernel of \( \hat{R} \). The intertwiner Hilbert space is defined as the quotient of this auxiliary Hilbert space by the relation \( H = 0 \). This means that \( \mathcal{H}_{ji} = \text{Im} \Pi_{ji} \), where \( \Pi_{ji} : \hat{H}_{ji} \rightarrow \hat{H}_{ji} \) the projector onto the kernel of \( H \). This means that the intertwined states are related to the auxiliary states as \( |S, T\rangle_{ji} = \Pi_{ji} |S, T\rangle_{ji} \), and the physical scalar is given by the matrix element of the projector

\[
\langle S, T | S', T' \rangle = (S, T | \Pi_{ji} | S', T').
\]

From the results of the previous section this projector can be explicitly constructed.

Lemma 4.2. The projector onto the kernel of \( H \) is explicitly given by

\[
\Pi_{ji} = 1 + \sum_{N=1}^{\min(2, j)} (-1)^N \frac{(J - N + 1)!}{N!} \frac{(J + 1)!}{(J - 2N + 1)!} \frac{R^{(j_s t_s)}_{(s,t)}(N)}{R^{(j t)}_{(s,t)}(N)}.\]

The proof is given in appendix B.

4.2. Overlap with the orthogonal basis

Let us now show how theorem 3.4 can be used to generate the various other scalar products. In appendix C we show that we have the following identity

\[
\sum_T R^{(s, t)}_{(S, T)}(N) = \delta_{s, S}.
\]
This identity translates into the statement that \( \hat{R}^\dagger \) acts diagonally on \( |S\rangle_{j_i} = \sum_T |S,T\rangle_{j_i} \):

\[
(R^\dagger)^N |S\rangle_{j_i} = \frac{(J - 2N + 1)!}{(J + 1)!} |S\rangle_{j_i - N/2}.
\]

For details on proving this identity see appendix C. Therefore summing over \( T \) in (47) yields

\[
\langle S|S', T'\rangle = \sum_{N=0}^{\text{min}(2j_i)} \alpha_{J,N} \sum_T R^{(S,T)}_T (N) |S,T\rangle^2_{j_i - N/2}
\]

where it is convenient to define

\[
\alpha_{J,N} = \frac{(-1)^N (J - N + 1)!}{N! (J - 2N + 1)!}.
\]

By summing over the different labels in (47) we can compute the following scalar products:

\[
\langle S|S'\rangle = \delta_{S,S'} \sum_{T,N} \alpha_{J,N} |S,T\rangle^2_{j_i - N/2}, \quad \langle T|T'\rangle = \delta_{T,T'} \sum_{S,N} \alpha_{J,N} |S,T\rangle^2_{j_i - N/2},
\]

\[
\langle S|T\rangle_{j_i} = (-1)^{k_{13}} \sum_N \alpha_{J,N} |S,T\rangle^2_{j_i - N/2} = \sum_N \alpha_{J,N} \langle S|T\rangle_{j_i - N/2}
\]

where here the sum over \( N \) starts from zero. Hence all of the scalar products between \( |S\rangle \) and \( |T\rangle \) is a natural basis for representing the intertwiner basis we get different amplitudes. The two bases we consider here are the continuous basis \( |\rangle _{\text{cont}} \) and the discrete bases \( |\rangle _{\text{disc}} \). Doing so we will next study the contraction of the \(|S|T\rangle \) states.

5. Spin network amplitudes

In this section we show how the discrete coherent basis (10) is a natural basis for representing and computing spin network amplitudes. A spin network can be defined by a directed graph \( \Gamma \) in which the edges are labelled by spins \( j_i \) and vertices are labelled by intertwiners. The spin network amplitude is obtained by contracting the intertwiners along the edges of \( \Gamma \). Depending on the intertwiner basis we get different amplitudes. The two bases we consider here are the continuous basis \( |\rangle _{\text{cont}} \) and the discrete basis \( |\rangle _{\text{disc}} \).

More precisely let us denote by \( |\Omega_v\rangle \in \text{InvSU}(2) \otimes V^\otimes \) a choice of intertwiner for every vertex of \( \Gamma \) where \( |\Omega_v\rangle \in \text{InvSU}(2) \otimes V^\otimes \) is represented by a holomorphic function \( w_v|\rangle |\Omega_v\rangle \). The contraction of the intertwiners is accomplished using the scalar product (2) and is denoted

\[
\langle \Omega_v|w_{\mu}\rangle = \int e^{\mu(w_{\mu})} \prod_{v \in V} (w_{\mu}|\Omega_v\rangle),
\]
where $E_\Gamma$ and $V_\Gamma$ are the set of edges and vertices of $\Gamma$. Note that in the contraction $w_{ee'} \equiv \tilde{w}_{ee'}$. In particular, the contraction of coherent intertwiners produces an amplitude which is given by

$$A_\Gamma(j_v, z_v) \equiv \int \prod_{v \in V_\Gamma} \prod_{e \in E_\Gamma} [z_e |g_n g_e^{-1}|z_{e'}]^2 j_e (2j_e)!.$$  

The amplitude for a general graph, in the discrete basis, will depend on the integers $k_{ee'}^v$ associated with each pair of edges meeting at $v$ and is denoted

$$A_\Gamma(k_{ee'}^v) \equiv \int [k_{ee'}^v].$$

The fundamental relation (14) between the two bases implies that these two amplitudes are related as follows

$$A_\Gamma(j_v, z_v) = \sum \sum A_\Gamma(k_{ee'}^v) \prod [z_e |g_n g_e^{-1}|z_{e'}]^2$$

$$= \sum \sum A_\Gamma(k_{ee'}^v) \prod \left( \frac{\prod_{(ee') \supset v} [z_e |z_{e'}]^{k_{ee'}^v}}{(J_v + 1)!} \right).$$  

We would now like to evaluate these amplitudes. In [21] it is shown how to evaluate the integrals in (62) by comparing the coefficients of the same homogeneity in the following generating functional

$$A_\Gamma(z_v) \equiv \sum \int \prod_{v \in V_\Gamma} \prod_{e \in E_\Gamma} [z_e |g_n g_e^{-1}|z_{e'}]^2 j_e (2j_e)! = \frac{1}{(1 + \sum C \cdot (z_v))^2}.$$  

where $J_v$ is the sum of the spins at the vertex $v$. See [26] for a discussion of generating functionals for spin networks constructed from the coherent intertwiners.

The sum is over collections $C = \{e_1, \ldots, e_k\}$ of non-trivial cycles of the graph which are disjoint, i.e. do not share any edges or vertices with themselves or the other cycles. The quantities $A_C \equiv A_{e_1} \cdots A_{e_k}$ are defined for each cycle $c_i = (e_1, \ldots, e_n)$ by

$$A_c(z_v) \equiv -(-1)^{|e|} [z_{e_1} |z_{e_2}] [z_{e_3} |z_{e_4}] \cdots [z_{e_n} |z_{e_1}]$$  

where $z_v = z_{e-1}$ and $|e|$ is the number of edges in the cycle which agrees with the orientation of $\Gamma$. Expanding the generating functional we obtain the explicit expansion

$$A_\Gamma(z_v) = \sum R_\Gamma(k_{ee'}^v) \prod \left( \prod_{(ee') \supset v} [z_e |z_{e'}]^{k_{ee'}^v} \right).$$  

where $R_\Gamma(k_{ee'}^v)$ are the generalization of the Racah summation for an arbitrary graph

$$R_\Gamma(k_{ee'}^v) \equiv \sum_{|C|} (-1)^{N+1} (N+1)! \prod |M_C|!$$

where $N = \sum C \cdot M_C$ and the sign $s$ accounts for the ordering of $ee'$ in $[z_e |z_{e'}]$. The $M_C$ are positive integers labelled by each disjoint union of cycles $C$ and are summed over. These integers are restricted to depend on the $k_{ee'}^v$ by the relation

$$k_{ee'}^v = \sum_{C \supset (ee')} M_C.$$
where the sum is over all cycle unions $C$ which contain a cycle with the corners $(ee')$ or $(ee')^9$.

On the other hand the relationship between continuous and discrete bases implies that the generating functional can also be expressed in terms of the discrete intertwiners as

$$A_T(z_e) = \sum_{k_{ee'}} A_T(k_{ee'}) \prod_v \left( \prod_{(ee') \supset v} \left[ z_e | z_{e'} \right]^{k_{ee'}} \right).$$

(69)

This shows that $A_T(k_{ee'}) \simeq R_T(k_{ee'}^\prime)$ where $\simeq$ is an equivalence relation on amplitudes $A_T(k_{ee'})$. It is defined by $A_T(k_{ee'}) \simeq 0$ iff $\sum_{(ee')} A_T(k_{ee'}) \prod_{(ee') \supset v} \left[ z_e | z_{e'} \right]^{k_{ee'}} = 0$. That is, it vanishes due to the Plücker relations when contracted with and summed over $\prod_{(ee') \supset v} \left[ z_e | z_{e'} \right]^{k_{ee'}}$.

In order to find the analogue of the Racah formula for the amplitude $A_T(k_{ee'})$ we need to use the more general generating functional

$$G_T(r^v) = \sum_{k_{ee'}} A_T(k_{ee'}) \prod_v \left( \prod_{(ee') \supset v} \left( r_{ee'}^v \right)^{k_{ee'}} \right)$$

(70)

where $r_{ee'}^v$ are arbitrary complex parameters associated with pairs of edges meeting at $v$. This generating functional has been evaluated in [21], and remarkably it was shown that they assume the same form as (64), the only difference being that the sum is not only over unions of cycles, but also over unions of simple loops denoted by $L$. A simple loop is loop of non overlapping edges. The difference between loops and cycles is that cycles do not have any intersections. Hence, the unions of cycles are a subset of the unions of loops. This result implies that the amplitude $A_T(k_{ee'})$ can be expressed as a Racah sum over loops:

$$A_T(k_{ee'}) \equiv \sum_{\{M_l\}} \frac{(-1)^{N+1}}{N!} \prod_v M_v!$$

(71)

where $M_v$ are integers labelled by each disjoint union of simple loops $L$, they are summed over with the restriction $k_{ee'} = \sum_{L \supset (ee')} M_v$, while $N = \sum_v M_v$. For more details see [21].

5.1. The $20j$ symbol

Let us now use all of the results obtained for the $|S, T\rangle$ basis to compute a generalization of the $15j$ symbol, which will depend now on 20 spins: ten $j_i$ on the edges and five $S_i$, and five $T_i$ on the vertices. The $20j$ symbol will be the amplitude corresponding to the coherent 4-simplex. It is a generalization of the $15j$ symbol since by theorem 3.4 we can sum over five of the extra spins and obtain one of the five variations of the $15j$ symbol.

First label the vertices of the 4-simplex by $i = 1, \ldots, 5$ and an edge directed from $i$ to $j$ as in $z_e \equiv z_{ij} \neq z_{i'} \equiv z_{i'-1}$. Let $\{20j\}_{S,T} = \sum_i |S_i, T_i\rangle$ denote the unnormalized $20j$ symbol. The relation (63) between coherent and discrete amplitudes reads

$$A_{DS}(j_i, z_{ij}) = \sum_{S,T} \langle 20j | S, T \rangle \prod_i \frac{\langle j_i | S_i, T_i \rangle}{\|S_i, T_i\|^2}$$

(72)

We can express the $20j$ symbol explicitly in terms of the $15j$ symbol by inserting another five resolutions of identity $1_j = \sum_{S'} |S'\rangle \langle S'|/\|S'\|^2$ into the definition of the $20j$ symbol to get

$$\{20j\}_{S,T} = \sum_{S'} \langle 15j | S' \rangle \prod_i \frac{\langle S' | S_i, T_i \rangle}{\|S'\|^2}$$

(73)

9. Note that the solution of (68) is not unique since in the number of cycles is usually greater than the number of independent $k_{ee'}$. Therefore in general the coefficients $A_T(k_{ee'})$ will be given by a sum over arbitrary parameters. This leads for example to a summation over one parameter for the tetrahedral graph, which corresponds to the Racah expansion of the $6j$ symbol. For the 4-simplex this will involve 17 parameters.
where $\{15\}_S$ is the unnormalized $15j$ symbol defined by $\{15\}_S = \langle S'_i | S_i \rangle$ and is equal to $\prod_i \|S'_i\|$ times the conventional normalized $15j$ symbol up to a sign depending on the orientation of the edges. Notice that by summing over $T_i$ in (73) we obtain the unnormalized $15j$ symbol as expected. Thus the five different kinds of $15j$ symbols are derived from the $20j$ by summing over the different channels. For example the $15j$ with all $S$ channels is given by

$$\{15\}_S = \sum_{T_i} \{20\}_{S,T},$$

(74)

and the other kinds of $15j$ symbol are given similarly.

Let us now use theorem 3.4 to rewrite the $20j$ symbol in a more symmetric form

$$\{20\}_{S,T} = \sum_{S'_i,T'_i} \{15\}_S \left( \prod_i \frac{\|S'_i,T'_i\|}{\|S'_i\|^2} \right) \frac{\langle S'_i,T'_i | S_i,T_i \rangle}{\|S'_i\|^2}. $$

(75)

In this form it is easy to derive the asymptotics of the $20j$ symbol by those of the $15j$ since for large spins (see the next section) $\langle S,T | S',T' \rangle \sim \delta_{S,S'} \delta_{T,T'} \|S,T\|^2$, and therefore

$$\{20\}_{S,T} \sim \{15\}_S \left( \prod_i \frac{\|S'_i,T'_i\|^2}{\|S'_i\|^2} \right). $$

(76)

This means that understanding the asymptotics of the $20j$ symbol will give us the asymptotics of the $15j$ symbol too. There has been recent results on the asymptotics of spin networks evaluation [29, 30] but this progress concerns however the asymptotic evaluation of the coherent state amplitude $A_{4S}(j_{ij}, z'_{ij})$. The asymptotic evaluation of the non coherent $15j$ symbol is not known and as we are going to see in the next section our techniques allow us to unravel the asymptotics for the first time.

Finally, we will give an explicit expression for the $20j$, which is independent of the $15j$, as a generalized Racah formula. By solving (68) for $M_C$ in terms of $k_{ee'}$ we can derive a Racah formula for the amplitude of an arbitrary graph which is given by (67). Since there are 37 cycles $C$ in the 4-simplex and only 20 independent $k_{ee'}$ this formula will not be unique and will involve a sum over 17 parameters $p_k$. The Racah formula is then

$$\{20\}_{S,T} \simeq \sum_{p_k} \frac{(-1)^{N+s} (N+1)!}{\prod_C M_C(j_{ij}, S_i, T_i, p_k)!} \left( \prod_i \frac{\|S'_i,T'_i\|^2}{\|S'_i\|^2} \right). $$

(77)
where \( N = \sum_c M_c \) and the sign \( s = M_{1234} + M_{1235} + M_{1245} + M_{12364} + M_{12435} \) accounts for the edge ordering. In appendix E we give an explicit parameterization of the \( M_c \) in terms of the \( p_k \) although we note that simpler parametrizations might exist. Furthermore, using various hypergeometric formulas one may be able to perform some of the summations over the \( p_k \) explicitly.

6. Semi-classical limit

It is now well-known and explained in great detail in [18, 19] that the space of 4-valent intertwiners can be uniquely labelled by oriented tetrahedra. In this section we will demonstrate this correspondence for the \( (S, T) \) states. In order to connect with the classical behaviour we would like to analyse the asymptotics of the scalar product of two such states in the limit where the spins \((j_i, S, T)\) are all uniformly large. We use the fact that this scalar product can itself be expressed as an integral

\[
\langle S, T|S', T' \rangle = \frac{1}{\prod_{i<j} (k_{ij} | k_{ij}' \rangle \langle 1 \rangle)} \int \prod_i \frac{d^2 z_i}{\pi^2} e^{-S_k(z)}
\]

(78)

where the action is given by

\[
S_k = \sum_i (z_i | z_i) - \sum_{i < j} (k_{ij} \ln | z_i | z_j \rangle + k_{ij}' \ln \langle z_i | z_j |).
\]

(79)

The asymptotic evaluation of this scalar product is controlled by the stationary points\(^{10}\) of this action. That is we look for solutions of

\[
\sum_{j \neq i} \frac{k_{ij}}{| z_i | z_j \rangle} | z_i \rangle = | z_j \rangle, \quad \sum_{j \neq i} \frac{k_{ij}'}{| z_j | z_i \rangle} | z_j \rangle = | z_i \rangle.
\]

(80)

Now it is clear that if \( k \neq k' \) there cannot be any real solution. This shows that this scalar product is exponentially suppressed unless \( (S, T) = (S', T') \).\(^{11}\) Furthermore, if we contract this equation with \(| z_i \rangle \) we obtain the constraints

\[
2 j_i = \sum_{j \neq i} k_{ij} = | z_i \rangle | z_i \rangle.
\]

(82)

These equations are invariant under SU(2), so \( g | z_i \rangle \) is a solution if \(| z_i \rangle \) is and \( g \in SU(2) \). We also have an invariance of these equations under the rescaling \(| z_i \rangle \to e^{\alpha} | z_i \rangle \).

Finally, by taking the conjugation of (80) \(| z \rangle = | z \rangle \) and using the fact that \( [z_j | \bar{z}_i] = | z_j | z_i \rangle^* \) we can show that this equation is also equivalent to the conjugated equation

\[
\sum_{j \neq i} \frac{k_{ij}}{| \bar{z}_i | \bar{z}_j \rangle} | \bar{z}_j \rangle = | \bar{z}_i \rangle.
\]

(83)

\(^{10}\) If \( k_{ij} = N K_{ij} \) and we define \( z_i = \sqrt{N} z_i \) we see that this integral that we want to evaluate in the large \( N \) limit takes the usual form \( N^{2j} \int \prod_i d z_i e^{-N S_k(z)} \).

\(^{11}\) We could still evaluate the integral asymptotically when \( k \neq k' \) by looking for complex solutions. In order to do so we and use the fact that \( [\bar{z}_j | z_i] = | z_j | z_i \rangle^* \). We get an action holomorphic in \(| z_i \rangle \) and \(| \bar{z}_i \rangle \):

\[
S_k = -\sum_i (\bar{z}_i | \bar{z}_i \rangle - \sum_{i < j} (k_{ij} \ln | z_i | z_j \rangle + k_{ij}' \ln \langle z_i | z_j \rangle).
\]

The stationary equations are

\[
\sum_{j \neq i} \frac{k_{ij}}{| z_i | z_j \rangle} | z_j \rangle = -| \bar{z}_i \rangle, \quad \sum_{j \neq i} \frac{k_{ij}'}{| \bar{z}_i | \bar{z}_j \rangle} | \bar{z}_j \rangle = | z_i \rangle.
\]

(81)

In the case \( k_{ij} \neq k_{ij}' \) we do not demand that \(| z_i \rangle = | \bar{z}_i \rangle \) which corresponds to the real contour of integration.
This means that the $\mathbb{Z}_2$ transformation $|z_i\rangle \to |\tilde{z}_i\rangle = |z_i\rangle$ is also a symmetry of the equation of motion. In summary this shows that the symmetry group of the solutions (80) is given by $\text{SU}(2) \times U(1)^4 \times \mathbb{Z}_2$.

6.1. Relation with framed tetrahedra

What is remarkable about the solutions (80) is that they are in one to one correspondence with framed tetrahedra. A framed tetrahedron in $\mathbb{R}^3$ is a tetrahedron together with a choice of frame on each face (i.e. a choice of a preferred direction tangential to the face). The SU(2) invariance corresponds to rotations of the tetrahedron, while a rotation of the frame on face $i$ by an angle $\alpha^i$ corresponds to a rescaling of $|z_i\rangle$ by $e^{i\alpha^i/2}$. The $\mathbb{Z}_2$ transformation corresponds to a global reflection exchanging inward and outward normals.

Indeed, suppose that we have a framed tetrahedron which is such that the area and outward unit normal directions of the face $i$ are denoted by $(A_i, N_i)$. We also denote $F_i$ to be the unit vector in the face $i$ (i.e. $F_i \cdot N_i = 0$) that provides the framing of the face $i$. Then the fact that this data corresponds to a tetrahedron is implied by the closure constraints

$$\sum_i A_i N_i = 0. \quad (84)$$

Such a framed tetrahedron can be equivalently labelled in terms of four spinors $|z_i\rangle$ which satisfy the closure relation

$$\sum_i |z_i\rangle \langle z_i| = \frac{A}{2}, \quad (85)$$

where $A = \sum_i A_i$ is the total area of the tetrahedra. This data is related to the data $(A_i, N_i, F_i)$ as follows: First $\langle z_i| z_i \rangle = A_i N_i \cdot \sigma$, and second $|z_i\rangle|z_i\rangle = i \frac{A_i}{2} (F_i + i N_i \times F_i) \cdot \sigma \quad (86)$

where $\sigma = (\sigma_1, \sigma_2, \sigma_3)$ are the Pauli matrices and $\times$ denotes the cross product. The first equation determines $|z_i\rangle$ up to a phase while the second equation determines the phase up to an overall sign. Thus $\pm |z_i\rangle$ is uniquely determined by the framed tetrahedron.

**Theorem 6.1.** The solutions of (80) are in one to one correspondence with framed tetrahedra, with face areas $2 j_i$ and total area $2 J$. The discrete parameters related to the spinors are given by

$$\langle z_i| z_i \rangle = 2 j_i, \quad J k_{ij} \equiv ||z_j\rangle|z_i\rangle|^2. \quad (87)$$

**Proof.** Let us suppose that $|z_i\rangle$ is a solution of (80). Then

$$\sum_i |z_i\rangle \langle z_i| = \sum_i \sum_{j \neq i} \frac{k_{ij}}{|z_j| |z_i|} |z_j\rangle |z_i\rangle = \sum_i \sum_{j < i} \frac{k_{ij}}{|z_j| |z_i|} (|z_i\rangle |z_j\rangle - |z_j\rangle |z_i\rangle) = \sum_{i < j} k_{ij} 1 = J 1 \quad (88)$$

which implies that $|z_i\rangle$ satisfy the closure constraint and hence constitute a framed tetrahedron. The area of the faces of this tetrahedron are given by $A_i = \sum_{j \neq i} k_{ij}$. Let us now suppose that $|z_i\rangle$ is a solution of the closure constraints and let us define $k_{ij} \equiv \frac{2}{A} |z_j\rangle |z_i\rangle \langle z_j| z_i \rangle$. Then by construction we have

$$\sum_{j \neq i} \frac{k_{ij}}{|z_j| |z_i|} |z_j\rangle = \frac{2}{A} \sum_{j \neq i} |z_j\rangle |z_i\rangle \langle z_j| z_i \rangle = |z_i\rangle \quad (89)$$

which shows that $|z_i\rangle$ is a solution of (80).
Finally let us suppose that given $|z_i⟩$ we have another set $k'_{ij}$ which is a solution of (80). This would imply that $\sum_{j \neq i} |z_j⟩ = 0$ with $\Delta_{ij} \equiv (k_{ij} - k'_{ij})/|z_i⟩$. The sum contains three terms, and by contracting it with $|z_i⟩$, with $k \neq i, j$, we obtain two relations. The consistency of these relations imply that $\Delta_{ij} = 0$. □

This shows that the $|S, T⟩$ states enjoy the same geometrical properties as the coherent intertwiners. Namely they are peaked on states representing closed bounded tetrahedra. We note that the proof of theorem 6.1 also holds for general $n$-valent intertwiners by simply extending the range of indices from 4 to $n$. A similar analysis of stationary points of intertwiner generating functionals is given in [26].

6.2. Geometrical interpretation

It is interesting to make explicit the geometrical interpretation of the data encoded in the spinor variables. We have seen that the norms of the spinors $2^j_i = ⟨z_i|z_i⟩$ are the areas of the faces.

This can be made explicit by writing these spinors in terms of the geometrical data: As we have seen $A_i$ denotes the area of the face $i$ and we denote by $\theta_{ij} ∈ [0, π]$ the dihedral angle between the normals $N_i$ and $N_j$. The extra data necessary is the angle $\alpha_{ij}$ in the face $i$ between the oriented edge $(ij)$ and the reference vector $F_i$. This data is represented in figure 4 and is related to the spinors in the following lemma.

**Lemma 6.2.** The angle between the edge $(ij)$ and the edge $(ik)$ is $α_{jk}$ where $α_{jk} = α_{ij} - α_{ik}$.

The expression of the spinor products in terms of the geometrical data is given by:

\[
[z_i|z_j⟩ = \epsilon_{ij} A_i A_j \sin \frac{θ_{ij}}{2} e^{i(α_{ij} + α_{ik})/2},
\]

\[
[z_i|z_j\rangle = \epsilon_{ij} A_i A_j \cos \frac{θ_{ij}}{2} e^{i(α_{ij} - α_{ik})/2},
\]

where $\epsilon_{ij} = +1$ if $(ij)$ is positively oriented and $-1$ otherwise. The area of face $i$ is $A_i = 2^j_i$, and $θ_{ij} ∈ [0, π]$ is the 3D external dihedral angle for which we choose the convention $θ_{ii} = 0$. Finally, $α_{ij}$ is the angle in the face $i$ between the edge $(ij)$ and the reference vector $F_i$.

**Proof.** From the definitions (86) we have

\[
|z_i⟩⟨z_i| = \frac{A_i}{2} (1 + N_i ∙ σ), \quad |z_i⟩⟨z_j| = \frac{A_j}{2} (1 - N_i ∙ σ)
\]

and so the scalar product between two normals is

\[
A_i A_j N_i ∙ N_j = |⟨z_i|z_j⟩|^2 - |⟨z_i|z_i⟩|^2 = A_i A_j \cos θ_{ij}.
\]

**Figure 4.** The geometrical data on the face $i$ of a framed tetrahedron.
Defining the edge vectors by \( L_{ij} \equiv A_iA_j(N_i \times N_j) \) then gives
\[
L_{ij} \cdot \sigma = 2i(|z_i||z_j||z_i| - |z_i||z_j||z_i|)(z_i),
\] (94)

Now by taking the trace of the square of (94) we obtain
\[
A_iA_j|N_i \times N_j| = 2(|z_i||z_j||z_j||z_i|) = A_iA_j \sin \theta_{ij},
\] (95)

Equations (93) and (95) determine the magnitudes of the spinor products.

Let us now look at the scalar product between the edge vectors \( L_{ij} \) and the complex vector \( F_i + iN_i \times F_i \)
\[
L_{ij} \cdot (F_i + iN_i \times F_i) = \frac{2}{A_i} Tr[I(z_i)|z_i||z_j||z_j| + |z_j||z_j||z_i|)(z_i)]
\]
\[
= \frac{2}{A_i}[z_i(z_j)(z_i)(z_j)]
\]
\[
= \epsilon_{ij}A_iA_j \sin \theta_{ij} e^{\alpha_{ij}} = \epsilon_{ij}L_{ij} |e^{\alpha_{ij}}
\] (96)

where \(|L_{ij}| = A_iA_j \sin \theta_{ij}\). This shows that \( L_{ij} \cdot F_i = |L_{ij}| \cos(\alpha_{ij}) \) and so \( \alpha_{ij} \) is indeed the angle between the edge \((ij)\) and the frame vector on face \(i\). The sign of \( L_{ij} \cdot (N_i \times F_i) \) determines the orientation of this angle with respect to the 2D basis \( \{F_i, \hat{F}_i\} \) where \( \hat{F}_i = N_i \times F_i \).

We can also show that the angle \( \alpha'_{ik} \equiv \alpha_{ij} - \alpha_{ij} \) is the angle between the edge vectors \( L_{ij} \) and \( L_{ik} \) at the vertex \(i\). Using (96) we can construct the following quantity
\[
\epsilon_{ij}e_{ik}|L_{ij}| \cdot |L_{ik}| e^{\alpha_{ij}} - e^{\alpha_{ik}} \epsilon_{ij}|L_{ij}| \cdot |L_{ik}|
\]
(97)

Now in the components of the 2D basis \( L_{ij}^{(1)} = L_{ij} \cdot F_i \) and \( L_{ij}^{(2)} = L_{ij} \cdot \hat{F}_i \) we have
\[
\epsilon_{ij}e_{ik}|L_{ij}| \cdot |L_{ik}| e^{\alpha_{ij}} - e^{\alpha_{ik}} \epsilon_{ij}|L_{ij}| \cdot |L_{ik}|
\]
\[
= (L_{ij}^{(1)} + iL_{ij}^{(2)})L_{ij}^{(1)} - iL_{ij}^{(2)}.
\]
(98)

The real part is equal to \( L_{ij} \cdot L_{ik} \). Therefore
\[
L_{ij} \cdot L_{ik} = \epsilon_{ij}e_{ik}|L_{ij}| \cdot |L_{ik}| \cos \alpha_{jk},
\] (99)

which shows that \( \alpha'_{jk} \) is the angle between edges \((ij)\) and \((ik)\).

Using (99) and the definition \( L_{ij} = A_iA_j(N_i \times N_j) \) we can relate the angles \( \alpha_{jk} \) to the 3D dihedral angles by
\[
\epsilon_{ij}e_{ik} \cos \alpha_{jk} = \frac{\cos \theta_{jk} - \cos \theta_{ij} \cos \theta_{ik}}{\sin \theta_{ij} \sin \theta_{ik}}.
\] (100)

This is the spherical law of cosines relating the edges \((\theta_{ij}, \theta_{jk}, \theta_{ik})\) and angles \((\alpha_{ij}^k, \alpha_{kj}^i, \alpha_{jk}^i)\) of a spherical triangle. This relation with spherical geometry is captured by the so-called three terms relations which we discuss next.

### 6.3. Geometry of three-terms relations

The relationships between the 3D dihedral angles and the internal angles between edges is expressed via the three term relations (Fierz identity) satisfied by a set of spinors. There are two such types of relations. First there are the relations arising at a given vertex of the tetrahedron which imply that the angles \((\theta_{ij}, \theta_{jk}, \theta_{ik})\) and \((\alpha_{ij}^k, \alpha_{kj}^i, \alpha_{jk}^i)\) are respectively the edge lengths and angles of a spherical triangle. We can write two such relations\(^\text{12}\),
\[
\langle z_i|z_j|z_k \rangle + \langle z_i|z_j||z_j|z_k \rangle = \langle z_i|z_k \rangle \langle z_j|z_j \rangle
\] (101)
\[
\langle z_i|z_j|z_k \rangle + \langle z_i|z_j||z_j|z_k \rangle = \langle z_i|z_k \rangle \langle z_j|z_j \rangle
\] (102)

\(^{12}\text{Note that } |z_i| |z_j| + |z_j| |z_i| = (z_i | z_j) 1.\)
which translate into
\[ c_{ij}e_{jk} + s_{ij}s_{jk} e^{\alpha_{jk}} = e_{ik} e^{(\alpha_{jk} + \alpha_{lk})/2}, \]
\[ c_{ij}s_{jk} + s_{ij}e_{jk} e^{\alpha_{jk}} = e_{ik} e^{(\alpha_{jk} - \alpha_{lk})/2}, \]
where \( c_{ij} \equiv \cos \frac{\theta_{ij}}{2} \) and \( s_{ij} \equiv \sin \frac{\theta_{ij}}{2} \). Taking the difference of squares of equations \(|(103)|^2 - |(104)|^2 \) produces equation (100).

We also have a relation that genuinely depends on the tetrahedral geometry and involves the four spinors; it follows from the Plücker relation that we have already made extensive use of
\[ (z_1|z_2)(z_3|z_4) + (z_1|z_3)(z_4|z_2) + (z_1|z_4)(z_2|z_3) = 0 \]  
and it reads
\[ s_{12} s_{34} e^{i(\alpha_{13} + \alpha_{34})/2} + s_{13} s_{24} e^{i(\alpha_{14} + \alpha_{23})/2} + s_{14} s_{23} e^{i(\alpha_{12} + \alpha_{34})/2} = 0 \]
where we have defined
\[ \alpha_{ij} = \frac{1}{2} \sum_{k \neq i,j} \left( \alpha_{ik} + \alpha_{jk} \right). \]
It can be checked that these angles sum up to 0: \( \sum_{i \neq j} \alpha_{ij} = 0 \). Now what needs to be appreciated is the non trivial fact that the angles
\[ \Phi_S = \alpha_{12} + \alpha_{34}, \quad \Phi_T = \alpha_{13} + \alpha_{24}, \quad \Phi_U = \alpha_{14} + \alpha_{23} \]
determine completely the geometry of the tetrahedron once we know the face areas \( A_i = 2j_i \). This means that \( \langle j_i, \alpha_S, \alpha_T, \alpha_U \rangle \) determine the value of all the 3D dihedral angles \( \theta_{ij} \) and internal angles \( \alpha^i_{ij} \). This non-trivial fact follows from the analysis performed in [28].

6.4. Asymptotic evaluation of the 20-j symbol

We will now take an in depth look at the asymptotic evaluation of the normalized 20-j symbol. This object depends on the choice of an orientation of the edges, and we denote by \( \epsilon_{ij} \) a sign which +1 if the edge \([ij]\) is positively oriented from \(i\) to \(j\) and −1 otherwise. This normalized 20-j symbol is defined as a contraction of the normalized intertwiner \([S,T]\) times the normalizations and it is expressed as
\[ \langle 20-j \rangle_{S,T} = \frac{\langle 20-j \rangle_{S,T}}{\prod_a \|S_a, T_a\|} = \frac{I(k_{ij})}{\sqrt{\prod_a (J_a + 1)! \prod_{a \neq i,j} k_{ij}^{a}}} \]
where \( I(k_{ij}) \) is an integral over 20 spinors \( |z^i_j\rangle \). The contour of integration is a real contour where \( |z^i_j\rangle \) is related to the conjugate \( |z^j_i\rangle \) by the reality condition:
\[ |z^i_j\rangle = \epsilon_{ij} |z^j_i\rangle. \]
This condition implies that the normals of glued faces are related by \( N^j_i = -N^i_j \) and that the frame vectors match \( F^j_i = F^i_j \).

The integral is given by
\[ I(k_{ij}) = \int \prod_{i \neq j} \frac{d^2 z^j_i}{\pi^2} e^{S(z^i_j)}, \quad \text{with } S \equiv \sum_{i \neq j} |z^i_j|^2 + \sum_d \sum_{i \neq j} k_{ij}^d \ln |z^i_j|^2 \]
There are four spinors $|z_i\rangle$ associated with a framed tetrahedron. The stationary points of this equation are given by solutions of

$$\sum_{j \neq i,j} \frac{k_{ij}^a}{|\langle z_i | z_j \rangle|^2} |\langle z_i | z_j \rangle| = -|z_i\rangle = \epsilon_a |\langle z_i | z_j \rangle|,$$  \hfill (111)

and according to the previous section the solution of these equations are given by oriented framed tetrahedra. The relationship between $k_{ij}^a$ and the spinors depends on the choice of graph orientation, it is given by

$$k_{ij}^a = \frac{1}{J_0} |\langle z_i | z_j \rangle|^2, \quad 2J_{ai} = |\langle z_i | z_a \rangle|, \quad J^a = \sum_{i \neq a} j_i^a$$  \hfill (112)

where $|\langle z_i | z_j \rangle|$ if the edge is oriented from $a$ to $i$ and $|\langle z_i | z_a \rangle|$ if the edge is oriented from $i$ to $a$. This determines the norm of the spinor scalar products in terms of $k_{ij}^a$.

The phases of these products are denoted $\alpha_{ij}^a$ and they denote the angle in the face $i$ of the tetrahedron $a$, between the edge ($bi$) and the reference frame vector in the face $b$ of tetrahedra $a$. As shown in lemma 6.2, they are related to the spinor products by

$$|\langle z_i | z_j \rangle| = \sqrt{J_0 k_{ij}^a} e^{i(\alpha_{ij}^a + \alpha_{ji}^a)/2}.$$  \hfill (113)

Thus the on-shell evaluation of the action is

$$S_{\text{onshell}} = -\sum_a J^a + \frac{1}{2} \sum_{a \neq i,j} k_{ij}^a \ln (J_a^a k_{ij}^a) + \frac{i}{2} \sum_{a \neq i,j} k_{ij}^a (\alpha_{ij}^a + \alpha_{ji}^a).$$  \hfill (114)

The real part can be rewritten as

$$\text{Re}(S_{\text{onshell}}) = \frac{1}{2} \left( \sum_a J_a \ln J_a - J^a + \sum_{a \neq i,j} \left( k_{ij}^a \ln k_{ij}^a - k_{ij}^a \right) \right)$$  \hfill (115)

which is easily recognized as the dominant term in the Stirling expansion of $\ln \left( \prod_a (J_a + 1) \prod_{a \neq i,j} k_{ij}^a \right)$. This cancels the factor in (108). Let us now focus on the imaginary part:

$$\text{Im}(S_{\text{onshell}}) = \frac{1}{2} \sum_{a \neq i,j} k_{ij}^a (\alpha_{ij}^a + \alpha_{ji}^a).$$  \hfill (116)

First, recall that the system of equations (111) possesses a gauge symmetry,

$$\alpha_{ij}^a \rightarrow \alpha_{ij}^a + \theta_{ai}^a$$  \hfill (117)

where $\theta_{ai}^a = -\theta_{ia}^a$. This corresponds to the rotation of the frame vector in the face $(ai)$ by an angle $\theta_{ai}^a$. The action is invariant under these gauge transformations. Indeed under $|z_i^a\rangle \rightarrow e^{i\theta_{ai}^a} |z_i^a\rangle$ the variation of the on-shell action is

$$2\Delta S_{\text{onshell}} = i \sum_{a \neq i,j} k_{ij}^a (\theta_{ai}^a + \theta_{ia}^a) = i \sum_{(a,i)} k_{ij}^a \theta_{ai}^a = \left( \sum_{(j \neq (a,i))} k_{ij}^a \right) \theta_{ai}^a$$

$$= 2i \sum_{(a,i)} j_{ai} \theta_{ai}^a = i \sum_{(a,i)} j_{ai} (\theta_{ai}^a + \theta_{ia}^a) = 0.$$  \hfill (118)

Here we have denoted by $(a, i, j)$ or $(a, i)$ a set of indices all distinct from each other. Therefore the on-shell action can be determined entirely in terms of gauge invariant angles. The question is which combinations appear.

---

13 Up to a term given by $\frac{1}{4} \ln \left( \prod_a (2\pi J_a^a \prod_{a \neq i,j} (2\pi k_{ij}^a)) \right)$.  

---
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There are two types of gauge invariant data: The first type characterizes the intrinsic geometry of each tetrahedron and depends only on the data associated with one tetrahedron. These correspond to the angles in a given tetrahedron \( a \) between edges \((ij)\) and \((ik)\), and are given by

\[
\alpha_{jk}^{ai} \equiv \alpha_{jk}^{ai} - \alpha_{jk}^{ai}.
\]  

(119)

We already have seen in (99) that these angles are angles between the edges \((ij)\) and \((ik)\) at the tetrahedron \( a \).

The second type of gauge invariant angles encode the extrinsic geometry of the gluing of the five tetrahedra. It depends on two tetrahedra and involves the sum\(^{14}\) of angles between two tetrahedra

\[
\xi_{ij}^{ab} \equiv \alpha_{ij}^{ab} + \alpha_{ij}^{ba}.
\]  

(120)

In order to understand the geometrical meaning of these angles let us first remark that when the shapes of the triangles \((ab)\) and \((ba)\) match then the angles between the edges of the triangles when viewed from \( a \) or \( b \) coincide. Hence

\[
\alpha_{ij}^{ab} = \alpha_{ij}^{ba}.
\]  

(121)

This condition of shape matching therefore implies that \( 0 = \alpha_{ij}^{ab} - \alpha_{ij}^{ba} = \xi_{ij}^{ab} - \xi_{ij}^{ba} \) and so \( \xi_{ij}^{ab} \) is independent of \( i \). This is the condition which will allow us to interpret \( \xi_{ij}^{ab} \) as the 4D dihedral angle between tetrahedra \( a \) and \( b \).

When the face matching condition is not satisfied, the geometry is twisted in the sense of [20] and \( \xi_{ij}^{ab} \) represent a generalization of dihedral angles to twisted geometry. Moreover, the on-shell action will therefore represent a generalization of the Regge action to twisted geometry.

Let us now express the on-shell action in terms of this data.

**Theorem 6.3.** The generalization of the Regge action to twisted geometry is given by

\[
S_T = \sum_{i<j} j_{ij} \xi_{ij} + \sum_{a 
eq i < j} k_{ij}^{a} \alpha_{ij}^{a}
\]  

(122)

where

\[
\xi_{ij}^{ab} = \frac{1}{3} \sum_{k \neq (i,j)} \xi_{ij}^{ab}, \quad \alpha_{ij}^{a} = \frac{1}{6} \sum_{b \neq (i,j,a)} (\alpha_{ij}^{ab} + \alpha_{ij}^{ba}).
\]  

(123)

**Proof.** Let us first recall the expression (116) for the imaginary part of the on-shell action

\[
2 \text{Im}(S_{\text{onshell}}) = 2I = \sum_{a 
eq i < j} k_{ij}^{a} (\alpha_{ij}^{ab} + \alpha_{ij}^{ba}) = \sum_{(a,i,j)} k_{ij}^{a} \alpha_{ij}^{a}
\]  

(124)

where we denote by \((i, j), (a, i, j)\) a set of index distinct from each other. We now evaluate the sum using the symmetries \( k_{ij}^{a} = k_{ji}^{a} , j_{ij} = j_{ji} \) and the relation \( \sum_{j} k_{ij}^{a} = 2 j_{ii} \).

\[
\sum_{(a,i,j)} k_{ij}^{a} \alpha_{ij}^{a} = \frac{1}{6} \sum_{(a,i,j,b)} k_{ij}^{a} (\alpha_{ij}^{ab} + \alpha_{ij}^{ba} - \alpha_{ij}^{ba} - \alpha_{ij}^{ab}) = \frac{1}{3} \sum_{(a,i,j,b)} k_{ij}^{a} (\alpha_{ij}^{ab} - \alpha_{ij}^{ba}),
\]

\[
= \frac{1}{3} \sum_{(a,i,j,b)} k_{ij}^{a} \sum_{b \neq (a,i,j)} (\alpha_{ij}^{ab} - \alpha_{ij}^{ba}) = 2I - \sum_{(a,i,j,b)} \left( \sum_{b \neq (a,i)} k_{ij}^{a} \right) \left( \frac{1}{3} \sum_{b \neq (a,i)} \alpha_{ij}^{ab} \right),
\]

\[
= 2I - 2 \sum_{(a,i)} j_{ia} \left( \frac{1}{3} \sum_{b \neq (a,i)} \alpha_{ij}^{ai} \right) = 2I - \sum_{(a,i)} j_{ia} \xi_{ai}^{ia}
\]  

(125)

as required. \( \square \)

\(^{14}\) Since the faces \((ab)\) and \((ba)\) have opposite orientations this is really a differences of angles when we take the orientation into account.
The cases of non-geometric and non-degenerate boundary data are also considered there. The first term is a generalization of the Regge action while the second term defines a canonical phase for the intertwiners. This agrees with the analysis of [29] in which the asymptotic evaluation contains the cosine of the Regge action.

In this section we will discuss the connection between the geometrical 4-simplex and the intertwiners are given a canonical phase then it is found that the asymptotic evaluation contains the cosine of the Regge action. The cases of non-geometric and non-degenerate boundary data are also considered there.

In the analysis given here the boundary data is defined by the integers $k_i^a$ and it is found that the asymptotic evaluation also contains the Regge action when the geometricity conditions (121) are enforced and the phase given by the second term in (122) is taken. The action given here is however of a more general form which also includes non-geometric configurations. In [29] it is also shown that the critical points imply the existence of a 4-simplex embedded in $\mathbb{R}^4$ which is what we show next.

6.5. Geometricity and 4D dihedral angles

In this section we will discuss the connection between the $\xi^{ij}$ angles and the 4D dihedral angles of a 4-simplex when shape matching is imposed. To do so we first derive relations between the angles $\xi$ and $\theta$ from the three-term relations. Indeed, using the reality condition (109) and $|\xi^{ij}_a|^2 + |\xi^{ij}_b|^2 = A_{ab}$ we have

$$
[|\xi^{ij}_a|^2 - |\xi^{ij}_b|^2] - [\xi^{ij}_a|\xi^{ij}_b] = \epsilon_{ab}\epsilon_{ac}\epsilon_{bd}A_{ab}\|\xi^{ij}_a\|\|\xi^{ij}_b\|
$$

which are given explicitly by

$$
c^{ab}_{ij} - s^{ab}_{ij} = \epsilon_{ab}\epsilon_{ac}\epsilon_{bd}e^{i(\xi^{ij}_a + \xi^{ij}_b - \xi^{ij}_c)/2},
$$

$$
c^{ab}_{ij} - s^{ab}_{ij} = \epsilon_{ab}\epsilon_{ac}\epsilon_{bd}e^{i(-\xi^{ij}_a + \xi^{ij}_b - \xi^{ij}_c)/2},
$$

where $c^{ij}_a \equiv \cos \frac{\theta}{2}$ and $s^{ij}_a \equiv \epsilon_{ij}\sin \frac{\theta}{2}$. Taking the difference of squares of equations (128) and (129) we get

$$
- \cos \theta_{ab} \cos \theta_{ij} - \epsilon_{ab}\epsilon_{ai}\epsilon_{bj}\sin \theta_{ab} \cos \theta_{ij} = \cos \theta_{ij}.
$$

Another way to derive this relationship is to use the relations $N^a_b = -N^b_a$ and $F^a_b = F^b_a$ and an argument similar to the one leading to (99) to show that

$$
L^a_{ab} \cdot L^b_{ab} = \epsilon_{ab}\epsilon_{ai}|L^a_{ai}| \cdot |L^b_{ai}| \cos \xi^{ab}.
$$

Then using the definition $L^a_{ab} = A_{ab}A_{ia}N^i_a \times N^i_a$ one arrives at (130).

In the twisted picture we have three different $\xi^{ab}_i$ for $i \neq a, b$ and $\xi^{ab}$ is their average. In order for the tetrahedra to glue together into a geometrical 4-simplex we must impose the shape matching conditions (121). We already noted that when these conditions are satisfied $\xi^{ab}_i$ is independent of $i$. Then as shown in [31] equation (130) is the relationship between the 3D and 4D dihedral angles of a 4-simplex.

15 See equation (107).

16 Note that our convention $\theta^a_i = 0$ differs from the other convention $\theta^a_i = \pi$. 
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Finally, we note that all the gauge invariant angles are entirely determined by the values of $k_{ij}^a$. First the 3D dihedral angles are determined by the $k_{ij}^a$ via (112)

$$\left(\sin\frac{\theta_{ij}^a}{2}\right)^2 = \frac{J_{aka}}{4j_i^aj_j^a}$$

and then $\alpha_{ik}^{ab}$ and $\xi_{i}^{ab}$ are related to $\theta_{ij}^a$ by (100) and (130) respectively. Furthermore, these relations give an interpretation of $k_{ij}^a$ in terms of spherical geometry.

7. Discussion

We introduced a new basis of SU(2) intertwiners which had the advantage of being both discrete and coherent. Consequently, this basis was found to enjoy many of the advantages of both the orthogonal and coherent intertwiner bases.

This basis was found to be overcomplete and satisfied a number of linear relations generated by the Plücker relation. Using these relations we were able to explicitly derive the scalar products of these states in the 4-valent case. Interestingly, it was found that these states could also be derived from an auxiliary Hilbert space of states, not satisfying these linear relations, by projecting onto the kernel of an operator imposing these constraints.

In the 4-valent case it was found that the orthogonal basis elements could be derived from the new basis by simply summing over one of the two spins labelling it. This relationship allowed us to generate the various $15j$ symbols from a new, more fundamental symbol which we called the $20j$ symbol. We also developed a generalized Racah formula for spin network amplitudes on an arbitrary graph. In the case of a 4-simplex this provided another way of defining the $\{20j\}$ symbol.

Remarkably, it was found that the closed spin network amplitudes associated with this new basis admit an interpretation in terms of twisted geometries. In particular we showed that the asymptotics of the $20j$ implies a classical action for twisted geometry. Moreover, by studying the asymptotics of the $20j$ symbol, we were able to derive the asymptotics of the $15j$ symbol for the first time. When the shapes of glued triangles were constrained to match, the action was found to reduce to the Regge action (with a canonical phase for the intertwiners). When these constraints are not satisfied, the geometry is twisted and a generalization of the 4D dihedral angles was found in this case. This agrees with the analysis given in [22, 23].

What was not determined here is a four dimensional picture when the shape matching conditions do not hold. A proposal for the Levi-Civita connection in twisted geometry was given in [32] which was found to reduce to the usual spin connection in the Regge case. It would be interesting to compare these results with the classical twisted geometry picture we found here.

Finally we note that this basis and its $n$-valent generalizations have many promising applications in LQG and spin foam model research. First of all using the summation properties of theorem 3.4 and the exact evaluation of the various scalar products, arbitrary 4-valent spin networks can be evaluated by more elementary quantities. Indeed this allows for a more analytical approach to recoupling theory, but with the advantage of coherence and a manifest geometrical interpretation. Also the integers $k_{ij}$ provide a simpler, yet still complete specification of boundary data, which might be more advantageous for summation in a path integral.
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Appendix A. Proof of theorem 3.2

Proof. To show this we introduce the following generating functional which depends holomorphically on $n$ spinors $|z_i\rangle$ and $n(n-1)/2$ complex numbers $\tau_{ij} = -\tau_{ji}$

$$C_{\tau_{ij}}(z_i) \equiv \sum_{[k]} \prod_{i<j} \tau_{ij}^{k_{ij}} (z_i|k_{ij}\rangle = e^{\sum_{i<j} \tau_{ij} |z_i|z_j\rangle}.$$  \hspace{1cm} (A.1)

Here the sum is over all non-negative integers $[k]$ and not just those satisfying (11). This functional was first considered by Schwinger [1]. The scalar product between the generating functionals is

$$\langle C_{\tau_{ij}}|C_{\tau_{ij}}\rangle = \int \prod_i d\mu(z_i) |C_{\tau_{ij}}(z_i)|^2 = \int \prod_i d\mu(z_i) e^{\sum_{i<j} \tau_{ij} |z_i|z_j\rangle + \bar{\tau}_{ij} \langle z_j|z_i\rangle}. \hspace{1cm} (A.2)$$

This integral is Gaussian and can be shown to have the following exact evaluation (for more details see [21])

$$\langle C_{\tau_{ij}}|C_{\tau_{ij}}\rangle = \frac{1}{\det(1+TT^T)} \hspace{1cm} (A.3)$$

where $T = (\tau_{ij})$ and $T^T = (\tau_{ij})$ are $n \times n$ antisymmetric matrices. This determinant can be evaluated explicitly and in the case $n = 4$ it has the form

$$\det(1+TT^T) = \left( 1 - \sum_{i<j} |\tau_{ij}|^2 + |R(\tau)|^2 \right)^2 \hspace{1cm} (A.4)$$

where $R(\tau) = \tau_{12}\tau_{34} + \tau_{13}\tau_{42} + \tau_{14}\tau_{23}$. Notice that $R(\tau)$ is the Plücker identity and when $\tau_{ij} = |z_i|z_j\rangle$ it vanishes. Now by expanding the LHS of (A.2) in the notation of (26)

$$\langle C_{\tau_{ij}}|C_{\tau_{ij}}\rangle = \sum_{j,S,T} \sum_{j',S',T'} \langle S,T|S',T'\rangle \prod_{i<j} \tau_{ij}^{k_{ij}} \tau_{ij}'^{k_{ij}'} \hspace{1cm} (A.5)$$

we see that the generating functional contains information about the scalar products of the new intertwiner basis. We now have two different ways to evaluate the scalar product for the generating functional with $\tau_{ij} = |z_i|z_j\rangle$. On one hand we start from (A.5) to get

$$\langle C_{|z_i|z_j\rangle} |C_{|z_i|z_j\rangle}\rangle = \sum_{j,S,T} \sum_{j',S',T'} (J+1)!^2 \frac{|z_i|S,T\rangle \langle S,T'|S',T'|z_j\rangle \sqrt{\langle S,T\rangle^2 \langle S',T'\rangle^2}}{\langle S,\|T\|^2 \langle S',\|T'\|^2}}. \hspace{1cm} (A.6)$$

Here we used the definition of our states and normalization:

$$\prod_{i<j} (|z_i|z_j\rangle)^k_{ij} = (J+1)! \frac{|z_i|S,T\rangle \langle S,\|T\|^2 \langle T\rangle^2}{\langle S,\|T\|^2 \langle T\rangle^2}}. \hspace{1cm} (A.7)$$
On the other hand we can evaluate directly the product by expanding (A.4) when \( R(\tau) = 0 \). This gives
\[
\langle C_{|z|z}; |C_{|z|z} \rangle = \sum_{j_r, S_r T_r} (J + 1)! \frac{(z_j |S, T \rangle \langle S, T |z_j)}{||S, T||^2}.
\] (A.8)

Equating the two expressions gives the identity decomposition
\[
\sum_{S_r T_r} \frac{(S, T|S', T') \langle S', T'|z_j)}{||S', T'||^2} = \langle S, T|z_j \rangle.
\] (A.9)

This completes the proof. \( \square \)

Note that the determinant in (A.3) can be evaluated for general \( n \) and the projector onto the space of \( n \)-valent intertwiners of spins \( j \) has the same form as in (30) (see [21]).

**Appendix B. Proof of lemmas 4.1 and 4.2**

In this appendix we show that

**Proposition B.1.** The scalar product (47) is given by
\[
\langle S, T|S', T' \rangle = \sum_{j_r, i_r N} \frac{(-1)^N (J - N + 1)!}{N! \prod_{i < j} k_{i_j}(j_i - N/2, s, t)!} R^{(x,t)}(N) R^{(x,t)}(N)
\]
\[
= \langle S, T |\prod_{j_r} S', T' \rangle.
\] (B.1)

**Proof.** To prove this we will use start from the computation of the scalar product of the generating functionals (A.5) and its evaluation (A.4) which reads
\[
\sum_{j_r, i_r N} \sum_{S_r T_r} \langle S, T|S', T' \rangle \prod_{i < j} \frac{k_{i_j}(j_i, S_r T_r)}{\tau_{i_j}} = \left( 1 - \sum_{i < j} |\tau_{i_j}|^2 + |R(\tau)|^2 \right)^{-2},
\] (B.3)

where \( R(\tau) = \tau_{12} \tau_{34} + \tau_{13} \tau_{42} + \tau_{14} \tau_{23} \).

Expanding the RHS of (B.3) gives
\[
\sum_{i_r, N} \frac{(-1)^N (J - N + 1)!}{N! \prod_{i < j} |\tau_{i_j}|^2} \prod_{i < j} \frac{t_{i_j}}{k_{i_j}!}
\] (B.4)

and by shifting \( j_i \to j_i - N/2 \) and using the relations (44) this becomes
\[
\sum_{j_r, i_r N} \frac{(-1)^N (J - N + 1)!}{N!} \sum_{S_r T_r} R^{(x,t)}(N) R^{(x,t)}(N) \prod_{i < j} \frac{t_{i_j}}{k_{i_j}(j_i - N/2, s, t)!}.
\] (B.5)

Now comparing coefficients of this with the LHS of (B.3) gives the desired result, that is
\[
\langle S, T|S', T' \rangle = \sum_{j_r, i_r N} \frac{(-1)^N (J - N + 1)!}{N! \prod_{i < j} k_{i_j}(j_i - N/2, s, t)!} R^{(x,t)}(N) R^{(x,t)}(N).
\] (B.6)

This can also be written as
\[
\langle S, T|S', T' \rangle = \sum_{j_r, i_r N} \frac{(-1)^N}{||s, t||^N} \frac{(J - N + 1)!}{(J - 2N + 1)!} R^{(x,t)}(N) R^{(x,t)}(N).
\] (B.7)
Using the expression (51) for the matrix elements of $\hat{R}^N$:

$$j_i(S, T|\hat{R}^N|s, t)_{j_i=N/2} = ||s, t||_{j_i=N/2}^2 \frac{(J+1)!}{(J-2N+1)!} R^{(s, t)}(N),$$

this expression reads

$$\sum_{N, s, t} \frac{(-1)^N}{N!} \frac{(J+1)!}{(J-2N+1)!} R^{(s, t)}(N)$$

where we have used the decomposition of the identity in the second line.

□

Appendix C. Proof of equation (54)

Writing $a = N + s - S$ and $b = N + t - T$ with $a, b \geq 0$ and $a + b \leq N$ we get

$$\sum T R^{(s, t)}(N) = \sum_{b=0}^{N-a} \frac{(-1)^b a!}{b! (N - a - b)!} = \sum_{b=0}^{N-a} \frac{(-1)^b a!}{b! (N - a - b)!} = \delta_{N,a} = \delta_{S,T},$$

where we used a standard binomial identity in the last step. Similarly we use the same identity to show that

$$\sum S (-1)^{k_{23}(j_i, S, T)} R^{(s, t)}(N) = (-1)^{k_{23}(j_i, S, T)} \sum_{a=0}^{N-b} \frac{(-1)^b a!}{b! (N - a - b)!} = (-1)^{k_{23}(j_i, S, T)} \delta_{T}. $$

Appendix D. Resummations of scalar products

Proposition D.1 The summations in (58) can be performed explicitly. The first of which has the form

$$\langle S | S' \rangle = \frac{\delta_{S,S'}}{2S!} \Delta^2(j_1, j_2 S) \Delta^2(j_3, j_4 S)$$

where $\Delta(j_1, j_2, j_3)$ is defined in (18).

Proof. We wish to perform the summation

$$\langle S | S' \rangle = \delta_{S,S'} \sum_{t,N} \frac{(-1)^N (J - N + 1)!}{N! \prod_{i<j} k_{ij} (j_i - N/2, s, t)!}.$$ 

We can first evaluate the sum over $t$ by noticing that

$$\sum T \frac{1}{k_{12}! k_{34}! (k_{13} + k_{14})! (k_{23} + k_{24})!} = \sum_T \left( \sum_{k} \left( \begin{array}{c} k_{13} + k_{14} \\ k_{23} \end{array} \right) \right) \left( \begin{array}{c} k_{23} + k_{24} \\ k_{23} \end{array} \right)$$

and using Vandermonde’s identity\(^{17}\)

$$\sum_k \left( \begin{array}{c} p \\ k \end{array} \right) \left( \begin{array}{c} q \\ j - k \end{array} \right) = \left( \begin{array}{c} p + q \\ j \end{array} \right)$$

\(^{17}\) For proof compare the coefficients in the expansion of $(1 + x)^p (1 + x)^q = (1 + x)^{p+q}$.
we have
\[
\sum_{f} \frac{1}{k_{ij}!} = \frac{(2S)!}{k_{12}! k_{34}! k_{1}! k_{2}! k_{3}! k_{4}!},
\]
(D.5)
where \(k_{1} = k_{13} + k_{14} = j_{1} - j_{2} + S, k_{2} = k_{23} + k_{24} = j_{2} - j_{1} + S, k_{3} = k_{13} + k_{23} = j_{3} - j_{4} + S,\) and \(k_{4} = k_{14} + k_{24} = j_{4} - j_{3} + S.\) Therefore after changing the variable \(j_{i} \rightarrow j_{i} - N/2\) we have
\[
\langle S| S' \rangle = \delta_{S,S'} \sum_{N} \frac{(J - N + 1)! (2S)!}{N! (k_{12} - N)! (k_{34} - N)! k_{1}! k_{2}! k_{3}! k_{4}!}.\]
(D.6)
We can now perform the sum over \(N:\)
\[
\sum_{N} (-1)^{N} \frac{(J - N + 1)!}{N! (k_{12} - N)! (k_{34} - N)!} = \frac{(j_{1} + j_{2} + S + 1)!}{k_{12}!} \sum_{N} (-1)^{N} \binom{k_{12}}{N} \binom{J - N + 1}{j_{1} + j_{2} + S + 1},
\]
(D.7)
Using the identity\(^{18}\)
\[
\sum_{k} (-1)^{k} \binom{p}{k} \binom{j + q - k}{j} = \binom{j + q - p}{j}
\]
this becomes
\[
\sum_{N} (-1)^{N} \frac{(J - N + 1)!}{N! (k_{12} - N)! (k_{34} - N)!} = \frac{(j_{1} + j_{2} + S + 1)! (j_{3} + j_{4} + S + 1)!}{k_{12}! k_{34}! (2S + 1)!}
\]
(D.9)
and finally
\[
\langle S| S' \rangle = \delta_{S,S'} \frac{(j_{1} + j_{2} + S + 1)! (j_{3} + j_{4} + S + 1)!}{(2S + 1)! k_{12}! k_{34}! k_{1}! k_{2}! k_{3}! k_{4}!}.
\]
(D.10)

Appendix E. Racah formula for the 20j symbol

In this section we give an explicit parameterization of the 37 \(M_{C}\) in terms of the 17 parameters \(p_{i}.\) We label the 37 cycles \(C\) of the 4-simplex by ordered sets of vertices 1,...,5. Choosing the following parameters: \(p_{1} = M_{1234}, p_{2} = M_{1235}, p_{3} = M_{1345}, p_{4} = M_{1435}, p_{5} = M_{1435}, p_{6} = M_{1425}, p_{7} = M_{2345}, p_{8} = M_{2354}, p_{9} = M_{2543}, p_{10} = M_{12345}, p_{11} = M_{12543}, p_{12} = M_{13245}, p_{13} = M_{13254}, p_{14} = M_{13425}, p_{15} = M_{13524}, p_{16} = M_{14235}, p_{17} = M_{14325}\) we can solve for the \(M_{C}\) in (68) to be
\[
M_{123} = k_{12}^{3}, M_{124} = k_{12}^{1} - p_{1} - p_{2} - p_{12} - p_{13}, M_{125} = k_{12}^{1} - p_{1} - p_{2} - p_{14} - p_{17}, M_{134} = k_{14}^{3} - p_{1} - p_{4} - p_{13} - p_{15}, M_{135} = k_{15}^{3} - p_{2} - p_{3} - p_{12} - p_{14}, M_{1345} = k_{14}^{3} - p_{4} - p_{13} - p_{15} - p_{11}, M_{234} = k_{23}^{3} - p_{1} - p_{6} - p_{16} - p_{17}, M_{235} = k_{23}^{2} - p_{2} - p_{7} - p_{13} - p_{17}, M_{245} = k_{25}^{2} - p_{9} - p_{6} - p_{14} - p_{15}, M_{345} = k_{35}^{2} - p_{7} - p_{3} - p_{10} - p_{11}, M_{12345} = k_{1234}^{3} - p_{1} + p_{8} + p_{12} + p_{16} - p_{7} - p_{10} - p_{17}, M_{12435} = k_{1243}^{3} - p_{1} + p_{4} + p_{13} + p_{15} - p_{3} - p_{14} - p_{11}, M_{12453} = k_{1245}^{3} - k_{1} + p_{6} + p_{5} + p_{16} + p_{17} - p_{3} - p_{10} - p_{12},
\]
\(^{18}\) For proof compare the coefficients in the expansion of \((1 + x)^{p} / (1 + x)^{q+1} = (1 + x)^{p-q-1}\) with \(p < q.\)
\[ M_{1254} = k_5^{24} - k_3^{25} - p_9 + p_6 + p_{14} + p_{15} - p_7 - p_{11} + p_{13}, \]
\[ M_{12354} = k_6^{14} + k_5^{34} - k_2^{24} + p_5 + p_{11} + p_{16} + p_{17} - p_4 - p_{14} - p_{15} - p_9, \]
\[ M_{12453} = k_2^{35} - k_3^{45} - k_4^{15} + p_6 + p_3 + p_{10} + p_{14} + p_5 - p_8 - p_{16} + p_7, \]
\[ M_{12453} = k_2^{34} + k_1^{34} - k_3^{14} + p_8 + p_3 + p_{12} + p_{16} + p_{11} - p_4 - p_9 - p_{13} + p_{15}, \]
\[ M_{12534} = k_1^{24} + k_3^{24} - k_2^{45} + p_4 + p_7 + p_{15} + p_{10} - p_5 - p_8 - p_{12} + p_{16}, \]
\[ M_{1235} = k_3^{15} = k_5^{25} - k_1^{15} + k_2^{45} - k_2^{25} + p_2 + p_{13} + p_9 + p_4 + p_{14} + p_{15} - p_8. \]

where \( k_{ik} \) are parameterized in terms of \( S_i \) and \( T_i \) as in (20) and (21) by the relations
\[ 2j_{ij} = \sum_i k_{ik} \text{ and } 2j_{jk} = \sum_i k_{ik}. \]
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