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Abstract—Reconfigurable Intelligent Surface (RIS) draws great attentions in academic and industry due to its passive and low power consumption nature, and has currently been used in physical layer security to enhance the secure transmission. However, due to the existence of “double fading” effect on the reflecting channel link between transmitter and user, RIS helps achieve limited secrecy performance gain compared with the case without RIS. In this correspondence, we propose a novel active RIS design to enhance the secure wireless transmission, where the reflecting elements in RIS not only adjust the phase shift but also amplify the amplitude of signals. To solve the non-convex secrecy rate optimization based on this design, an efficient alternating optimization algorithm is proposed to jointly optimize the beamformer at transmitter and reflecting coefficient matrix at RIS. Simulation results show that with the aid of active RIS design, the impact of “double fading” effect can be effectively relieved, resulting in a significantly higher secrecy performance gain compared with existing solutions with passive RIS and without RIS design.
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I. INTRODUCTION

Reconfigurable intelligent surface (RIS), is a software-controlled metasurface equipped with low complexity passive reflecting elements. These elements are able to induce certain phase shift for the incident electromagnetic signal waves. And with proper phase shifts, the quality of communications to user can be greatly enhanced, which is a very promising technique for beyond 5G and 6G communications [1].

Recently, RIS has been used in physical layer security to enhance the secure transmission in multi-antenna systems. By jointly optimizing the beamforming vector at transmitter and phase shifts at RIS, the signals transmitted via the direct and reflecting channel link can be constructively (destructively) added at user (eavesdropper), resulting in a higher secrecy rate (SR) than the case without RIS. Secure RIS-assisted wireless communications in multi-input single-output (MISO) channel was investigated first, and numerical algorithm was proposed to enhance the secrecy rate under full channel state information (CSI) [2]-[4]. In [5], artificial noise (AN) approach is proposed to enhance the SR based on full and unknown CSI of eavesdropper. Later on, RIS was also applied to enhance the SR in cognitive radio systems, and different numerical solutions were proposed under different cases of CSI condition [6]. A double RIS assisted MISO system was studied in [7] and an iterative product Riemannian manifold algorithm is developed to optimize the phase shift of RIS. Furthermore, RIS was also used to enhance the secure transmission in multi-input multi-output systems, and some efficient algorithms were proposed to maximize the SR [8][9] as well as AN-aided methods [10][11]. All these works indicate that RIS has effectively improved the SR compared with the existing solutions without RIS.

However, all these aforementioned existing works have ignored an unavoidable problem in RIS-assisted system: although RIS brings new reliable reflection link for signal transmission in addition to the direct link, a “double fading” effect always exists in this reflection link, i.e., the signals received via this link suffer from large-scale fading twice [12]. And if the fading coefficient is large, the signals from this longer reflection link lose more power than that from the short direct link, resulting in a limited performance gain compared with the one without RIS. To combat this “double fading” effect, recently, a new concept of active RIS has been proposed [12]-[15]. The key feature of active RIS is that each reflecting element is equipped with a power amplifier so that the phase and the magnification of the signal can be simultaneously adjusted at the cost of additional power supply. In [12] and [14][15], an active RIS assisted single-input multiple-output uplink system and downlink MISO multi-user system were studied respectively, and numerical algorithms were developed to optimize the phase shift and amplification factor of active RIS. Based on the numerical examples, this active RIS design can realize a significantly higher transmission rate compared with those via passive RIS, thus overcoming the fundamental limit of “double fading” effect.

However, all these current contributions [12]-[15] of active RIS study are restricted to non-secure setting, i.e., no eavesdropper is considered in the system model. Although active RIS greatly helps enhancing the quality of communications of user, it also reduces “double fading” effect in the reflection link of base station-RIS-eavesdropper due to the broadcast nature of wireless channels, resulting larger information leakage to eavesdropper. Hence, the current proposed algorithms is not applicable for enhancing the SR in secure communication case, and the transmit coefficients at base station and RIS should be carefully re-designed via new efficient algorithms.

Against these aforementioned backgrounds, in this correspondence, we propose a novel active RIS-assisted design to enhance the secure wireless transmission in multi-antenna systems. To the best of our knowledge, this is the first work that applies active RIS in physical layer security. Specifically, we design a new signal model based on this active RIS assisted system and formulate the SR optimization problem.
To solve this non-convex problem, we develop an efficient alternating optimization (AO) algorithm to jointly optimize the beamforming vector at transmitter and reflecting matrix at RIS. Simulation results show that our proposed algorithm with active RIS design not only effectively relieve the “double fading” effect of the reflecting link from transmitter to legitimate user, and also boost the SR compared with the existing solutions for passive RIS and no RIS design.

Notations: $A^T$, $A^*$ and $A^H$ denote transpose, conjugate and Hermitian conjugate of $A$ respectively; $\text{tr}(A)$ is the trace of $A$; $u_{\text{max}}(A)$ denotes the eigenvector corresponding to the largest eigenvalue of $A$; $|a|$ denotes the Euclidean norm of $a$; $|A|_F$ denotes the F-norm of $A$; $A[i, j]$ denotes the entry in the $i$-th row and $j$-th column; $a[i]$ denotes the $i$-th entry in $a$; $\text{arg}(a)$ is the phase of complex variable $a$; $u_{\text{max}}(A)$ denotes the eigenvector corresponding to the largest eigenvalue of $A$, and $\lambda_{\text{max}}(A)$ is the largest eigenvalue of $A$; $a[1 : n]$ is to extract the first $n$ entries in $a$; $\text{diag}(a)$ is to transform $a$ to a diagonal matrix with diagonal elements in $a$.

II. CHANNEL MODEL AND PROBLEM FORMULATION

Let us consider an RIS-assisted multi-antenna wiretap system shown in Fig.1, in which an RIS, a transmitter (Alice), receiver (Bob) as well as an eavesdropper (Eve) are included. Alice is equipped with $m$ antennas, RIS is equipped with $n$ reflecting elements, and both Bob and Eve are equipped with a single antenna respectively. Identically with the settings in [12]-[15], the RIS is in active mode and is powered by an independent energy source. Furthermore, we remark that the proposed active RIS assisted system is significantly different from the traditional amplify-and-forward (AF) relay-assisted system. The active RIS is not equipped with radio frequency (RF) chains, which are used for baseband signal processing. Hence, identical with passive RIS, the active RIS does not have the ability for signal storage but only reflects the incident signals so that the signals from both the reflection and direct links are received at user simultaneously in a single time phase. While for AF relay system, it generally needs power-consuming RF chains to store the signal first and then transmit it to the user. Therefore, the signals transmitted via the link of base station-user and base station-relay-user are received at user in two different time phases. Hence, the signal model between the active RIS and relay assisted system are also different, which cannot apply the same numerical solution to maximize the SR. Note that this key difference has also been mentioned in the current literature for the study of active RIS assisted non-secure system [12]-[15].

Based on this setting, the signals received at Bob $y_B$ and at Eve $y_E$ are expressed as

$$y_B = (h_{AB} + h_{IB}QH_{AI})x + n_B,$$
$$y_E = (h_{AE} + h_{IE}QH_{AI})x + n_E,$$

respectively, where $h_{AB} \in \mathbb{C}^{1 \times m}$, $h_{IB} \in \mathbb{C}^{1 \times m}$, $h_{AE} \in \mathbb{C}^{n \times m}$, $h_{IE} \in \mathbb{C}^{n \times n}$ denote the channel links of Alice-Bob, RIS-Bob, Alice-RIS, Alice-Eve, RIS-Eve respectively, $x = ws$ is the transmitted signal, $s$ is the confidential message following the distribution of zero mean and unit variance, $w$ is the beamformer, $Q \in \mathbb{C}^{n \times n}$ is the diagonal reflecting coefficient matrix at RIS, in which $|Q[i, i]|$ and $\text{arg}(Q[i, i])$ represent the amplification factor and phase shift coefficient respectively at the $i$-th reflecting element, $n_B \sim \mathcal{CN}(0, \sigma_B^2)$ and $n_E \sim \mathcal{CN}(0, \sigma_E^2)$ represent complex noise at Bob and Eve respectively, $\sigma_B^2$, $\sigma_E^2$ denote the noise power.

In addition, we remark that since RIS is equipped with amplifiers on the reflecting elements, the thermal noise $n_I \sim \mathcal{CN}(0, \sigma_I^2)$ generated at RIS cannot be ignored, which is significantly different from the passive RIS case [12]-[15]. We assume that full channel state information (CSI) of all the channel links are available at Alice, this can be realized since Eve is just another user in the system and it also share its CSI with Alice but is untrusted by Bob [2]-[7]. The study based on full CSI also can be served as a theoretical system performance benchmark. For how to estimate the CSI of all the channel links, we consider a quasi-static block fading channel, and focus on one particular fading block over which all the channels remain approximately constant. Then, we apply time division scheme [16] to estimate the direct and reflection link channels in 4 independent time slot. In the first and second time slot, we shut down the RIS and estimate the channel $h_{AB}$ and $h_{AE}$ respectively. In the third and fourth time slots, the RIS is in operating mode but without phase shift and amplification. Then the reflecting channels $h_{AI}$ and $h_{IB}$ are estimated in the third time slot, and the channel $h_{IE}$ is estimated in the fourth time slot.

Therefore, for $i = 1, 2, ..., n$, the SR optimization problem for this channel model is formulated as

$$\begin{align*}
\max_{w, Q} & \quad \ln \left(1 + \frac{|(h_{AB} + h_{IB}QH_{AI})w|^2}{\sigma_B^2 + |h_{IB}Q|^2\sigma_I^2}ight) \\
- & \quad \ln \left(1 + \frac{|(h_{AE} + h_{IE}QH_{AI})w|^2}{\sigma_E^2 + |h_{IE}Q|^2\sigma_I^2}ight),
\end{align*}$$

subject to $|w|^2 \leq P_T$, $|QH_{AI}w|^2 + |Q|^2\sigma_I^2 \leq P_T$, $|Q[i, i]| \leq \eta_i$.

where $P_T$ is the maximum transmit power budget at Alice, $P_I$ is the maximum amplification power budget at RIS, $\eta_i > 1$ is the maximum amplification factor at the $i$-th reflecting element.

Remark 1. It is noted that for passive RIS, $Q$ should satisfy the unit modulus constraint $|Q[i, i]| = 1$, i.e., the amplitude.
of the signal cannot be changed. But for the active RIS, the amplification of the signal varies from 0 to \(\eta\). Also note that the objective function becomes complicated and the difficulty for optimizing this problem increases due to the existence of the extra noise terms \(|h_BQ|^2\sigma_f^2\) and \(|h_EQ|^2\sigma_f^2\) in the objective function compared with the simpler one for passive RIS.

III. AO ALGORITHM FOR SR MAXIMIZATION

To solve P1, in this section, we propose AO algorithm to optimize \(w\) and \(Q\) in two sub-problems. When \(Q\) is fixed, semi-definite relaxation (SDR) in combination with Charnes-Cooper transformation (CCT) algorithm is proposed to optimize \(w\) globally. When \(w\) is fixed, we apply SDR in combination with minorization-maximization (MM) algorithm to obtain a first-order optimal solution of \(Q\). Furthermore, to recover the optimal rank-1 solution in the SDR, we propose a penalty based algorithm to achieve the rank-1 solution globally. Finally, as the convergence of AO algorithm is reached, a Karush-Kuhn-Tucker (KKT) solution of P1 can be obtained.

A. Algorithm for optimizing \(w\) given \(Q\)

Firstly, when \(Q\) is fixed, the sub-problem of optimizing \(w\) w.r.t. \(Q\) is given by

\[
\begin{align*}
(P2) \quad & \max \quad (1 + |h_Bw|^2)(1 + |h_Ew|^2)^{-1} \\
& \text{s.t.} \quad |w|^2 \leq P_t, |QH_{AI}w|^2 \leq \tilde{P}_t
\end{align*}
\]

where the log is omitted due to its monotonicity, \(\tilde{P}_t = P_t - |Q|^2\sigma_f^2\) and where \(h_B = h_B/\sqrt{\sigma_f^2 + |h_BQ|^2\sigma_f^2}, h_E = h_E/\sqrt{\sigma_f^2 + |h_EQ|^2\sigma_f^2}, h_{AB} = h_{AB} + h_{IB}QH_{AI}\), and \(h_{AE} = h_{AE} + h_{IE}QH_{AI}\). To solve this non-convex problem, we use the key idea of SDR technique and transform the problem to a relaxed one

\[
\begin{align*}
(P3) \quad & \max \quad (1 + \hat{h}_B\hat{S}_H^H(1 + \hat{h}_E\hat{S}_E^H)^{-1} \\
& \text{s.t.} \quad S \geq 0, tr(S) \leq P_t, tr(QH_{AI}S_H^HQ^H) \leq \tilde{P}_t
\end{align*}
\]

where \(S = ww^H\) and the constraint \(rank(S) = 1\) is omitted.

P3 is a quasiconcave problem with convex constraints. Let \(\hat{S} = tS\), and \(t = 1/(1 + \hat{h}_E\hat{S}_E^H)\). By applying CCT method, P3 can be equivalently transformed to

\[
\begin{align*}
(P4) \quad & \max \quad t + \hat{h}_B\hat{S}_H^H \\
& \text{s.t.} \quad tr(\hat{S}) \leq tP_t, tr(QH_{AI}S_H^HQ^H) \leq t\tilde{P}_t, \\
& \quad \hat{h}_E\hat{S}_E^H + t = 1, t \geq 0, \hat{S} \geq 0
\end{align*}
\]

which can be directly optimized via CVX solver. Since the rank-1 constraint of \(\hat{S}\) is omitted here, the solution may not be of rank-1 so that the original \(w\) cannot be recovered. Therefore, we propose a penalty based approach to recover the optimal rank-1 solution. Specifically, the constraint \(rank(\hat{S}) = 1\) can be equivalently expressed as \(tr(\hat{S}) - \lambda_{max}(\hat{S}) \leq 0\), and this holds for any Hermitian \(\hat{S}\). Then we construct the following problem

\[
\begin{align*}
(P5) \quad & \min \quad (t + \hat{h}_B\hat{S}_H^H) + p(tr(\hat{S}) - \lambda_{max}(\hat{S})) \quad \text{s.t.} \quad (1), (2)
\end{align*}
\]

where \(p > 0\) is a penalty weight with large enough value to achieve the small value of \(tr(\hat{S}) - \lambda_{max}(\hat{S})\). Using the key idea of proof in [17], one obtains that there must exist \(0 < p_0 < +\infty\) such that for any \(p > p_0, P4\) and P5 share the same optimal solution as well as the optimal value. Since the objective function in P5 is concave, P5 is a class of concave programming problem. Furthermore, \(\lambda_{max}(\hat{S})\) is not differentiable, so we can apply the subgradient of \(\lambda_{max}(\hat{S})\) as \(u_{max}(\hat{S})u_{max}(\hat{S})^H\). Hence, given a feasible solution \(\hat{S}\) for P5 in the \(k\)-th iteration, the following problem gives an improved solution of P5:

\[
\begin{align*}
(P6) \quad & \min \quad (t + \hat{h}_B\hat{S}_H^H) \\
& \quad + p(tr(\hat{S}) - u_{max}(\hat{S}))^H\hat{S} u_{max}(\hat{S})) \quad \text{s.t.} \quad (1), (2)
\end{align*}
\]

We summarize the penalty based algorithm for recovering rank-1 solution of P4 as Algorithm 1. In this algorithm, \(\hat{S} = \tilde{S}\) if \(\lambda_{max}(\hat{S}) < \epsilon_2\) means that there is no improved solution, then \(p\) will be updated. Once an improved solution is found, \(\hat{S} = \tilde{S}\) will be set as the new initial point for the next iteration. If \(\lambda_{max}(\hat{S}) \geq \epsilon_1\), then the algorithm terminates and the optimal rank-1 of \(\hat{S}\) is obtained.

Algorithm 1 (Penalty based algorithm for recovering rank-1 solution in P4)

Require: \(\epsilon_1, \epsilon_2 > 0, p = 10\), feasible point \(\hat{S}^{(0)}, t^{(0)}\) for P4.
1. Set \(k = 0\).
repeat
2. If \(\lambda_{max}(\hat{S}^{(k)}) < \epsilon_1\), stop algorithm and go to step 5, else go to step 3.
3. Optimize \(\hat{S}^{(k+1)}, t^{(k+1)}\) in P6 given \(u_{max}(\hat{S}^{(k)})\).
4. If \(\lambda_{max}(\hat{S}^{(k)}) > \epsilon_2\), set \(p = 2p\), go to step 3, else set \(k = k + 1, \hat{S} = \hat{S}^{(k+1)}\) go to step 2.
until \(\lambda_{max}(\hat{S}^{(k)}) < \epsilon_1\)
5. Output \(\hat{S}^{(k)} = \hat{S}^{(k)}/t^{(k)}\) as the optimal rank-1 solution for P3.

Proposition 1. Denote \(f(t, \hat{S})\) as the objective function of P5, and consider that \((t^{(k)}, \hat{S}^{(k)})\) is the optimal solution of P5 given fixed \(p\), \(f(t^{(k+1)}, \tilde{S}^{(k+1)}) \leq f(t^{(k)}, \tilde{S}^{(k)})\), i.e., the convergence of the sequence \(f(t^{(k)}, \tilde{S}^{(k)}), k = 0, 1, ...,\) is non-increasing.

Proof. Firstly, note that P6 is also equivalent to the following problem:

\[
\begin{align*}
(P6') \quad & \min \quad (t + \hat{h}_B\hat{S}_H^H) + p(tr(\hat{S}) - \lambda_{max}(\hat{S})) \\
& \quad - u_{max}(\hat{S}^H(\hat{S} - \hat{S}))u_{max}(\hat{S}) \quad \text{s.t.} \quad (1), (2)
\end{align*}
\]

Then, consider that \((t^{(k+1)}, \tilde{S}^{(k+1)})\) is the optimal solution of P6', since \((t^{(k)}, \tilde{S}^{(k)})\) is also feasible for P6', one obtains that \(-\lambda_{max}(\hat{S}^{(k+1)}) + p(tr(\hat{S}^{(k+1)})) \leq -\lambda_{max}(\hat{S}^{(k+1)})\), \(\tilde{S}^{(k+1)}\) is also feasible, one obtains that \(-\lambda_{max}(\hat{S}^{(k+1)}) + p(tr(\hat{S}^{(k+1)})) \leq -\lambda_{max}(\hat{S}^{(k+1)})\). Secondly, the subgradient of \(\lambda(\hat{S})\) is \(\partial \lambda(\hat{S}) = u_{max}(\hat{S})u_{max}(\hat{S})^H\).
and \( \forall Y \geq 0, \lambda_{\text{max}}(Y) - \lambda_{\text{max}}(X) \geq u_{\text{max}}(S(k))^{H}(Y - X)u_{\text{max}}(S(k)) \) holds [13]. Therefore, we have
\[
f(t^{(k+1)}, S(k+1)) = - (t^{(k+1)} + \tilde{h}_{B} S(k+1)^{H} - \lambda_{\text{max}}(S(k+1)) + \lambda_{\text{max}}(S(k)))
\leq - (t^{(k+1)} + \tilde{h}_{B} S(k+1)^{H} - \lambda_{\text{max}}(S(k)))
\leq - (t^{(k+1)} + \tilde{h}_{B} S(k)^{H} - \lambda_{\text{max}}(S(k)))
= f(t^{(k)}, S(k)),
\]
from which the proof is complete. \( \square \)

Proposition 1 indicates that Algorithm 1 is guaranteed to achieve a monotonic convergence, and after convergence, an optimal rank-1 solution of Problem \( P4 \) can be achieved [17]. Once the rank-1 solution is obtained, then the optimal beamformer of P2 can be expressed as \( w = u_{\text{max}}(S) \sqrt{\lambda_{\text{max}}(S)} \).

B. Algorithm for optimizing \( Q \) given \( w \)

The next step is to optimize \( Q \) at RIS given \( w \). To make the problem more tractable, let \( q = q^{*} \in \mathbb{C}^{n 	imes 1} \), where the entries in \( q \) are all the diagonal elements in \( Q \), then the sub-problem of optimizing \( Q \) is equivalently expressed as
\[
(P7) \quad \max_{V} C_{B} - C_{E}
\quad \text{s.t.} \quad |V|^{H} diag(H_{AI}w)^{2} + |V|^{2} \sigma_{q}^{2} \leq P_{I}, |V[i]| \leq \eta_{i},
\]
where for \( j \in \{ B, E \} \), \( C_{j} = \ln(\sigma_{j}^{2} + |h_{Aj} + \sqrt{V}H_{j}|w|^{2}) - \ln(\sigma_{j}^{2} + |\sqrt{V}H_{j}|w|^{2}), H_{j} = \text{diag}(h_{ij})H_{AI}. \) To solve this non-convex problem, SDR method is applied again. Letting
\[
V = \begin{bmatrix} 1^{T} \end{bmatrix},
\]
and \( P7 \) is relaxed as
\[
(P8) \quad \max_{V} C(V) = \hat{C}_{B} - \hat{C}_{E}
\quad \text{s.t.} \quad \text{tr}(H_{A}V) \leq P_{I}, V[i, j] \leq \eta_{i}, \forall i,
\quad V[n + 1, n + 1] = 1, V \geq 0,
\]
where the rank-1 constraint is omitted. \( \hat{C}_{j} = \ln(\text{tr}(H_{Aj}V)) - \ln(\text{tr}(H_{Aj}V)), \tau_{j} = \sigma_{j}^{2} + h_{Aj}wH_{j}H_{j}w^{H}H_{j} \) and
\[
H_{A} = \begin{bmatrix} \text{diag}(H_{AI}w)\text{diag}(H_{AI}w)^{H} + \sigma_{q}^{2}I_{n 	imes n} & 0_{n 	imes n} \\ 0_{n 	imes n} & 0_{n 	imes n} \end{bmatrix},
H_{A_{j}} = \begin{bmatrix} H_{j}wH_{j}^{H} + H_{j} \tau_{j} & H_{j}wH_{j}^{H} \tau_{j} \\ H_{j}wH_{j}^{H} \tau_{j} & H_{j}wH_{j}^{H} \tau_{j} \end{bmatrix},
H_{I_{j}} = \begin{bmatrix} H_{j} \tau_{j} & 0_{n 	imes n} \\ 0_{n 	imes n} & \sigma_{j}^{2} \end{bmatrix}, \tilde{H}_{j} = \sigma_{j}^{2}\text{diag}(h_{ij})\text{diag}(h_{ij})^{H}.
\]

Proposition 2. Given fixed feasible point \( \tilde{V} \), the function \( C(V) \) in \( P8 \) can be lower bounded as
\[
C(V) \geq \ln(\text{tr}(H_{AB}V)) + \ln(\text{tr}(H_{IE}V)) - \ln(\text{tr}(H_{IB}V + H_{AE}/\text{tr}(H_{AE}V)(V - \tilde{V}))) - \ln(\text{tr}(H_{AE}/\text{tr}(H_{AE}V)(V - \tilde{V}))) \geq \hat{C}(V; \tilde{V}),
\]
and \( \hat{C}(V; \tilde{V}) \) is a surrogate function.

Proof. Proposition 2 follows from the first-order Taylor expansion theorem [19, 20]: for any concave function \( f(x) \) with \( x, \tilde{x} \in \text{dom} f, f(x) \leq f(\tilde{x}) + (\nabla f(\tilde{x}))^{T}(x - \tilde{x}) \), and for any concave function \( g(X) \) with \( X, \tilde{X} \in \text{dom} g, g(\tilde{X}) \leq g(\tilde{X}) + (\nabla g(\tilde{X}))(X - \tilde{X}) \). Hence, since \( \text{tr}(H_{IB}V) \) and \( \text{tr}(H_{AE}V) \) are both linear with respect to \( V \), \( \ln(\text{tr}(H_{IB}V)) \) and \( \ln(\text{tr}(H_{AE}V)) \) are both concave with respect to \( V \). Then, since given feasible \( V \), \( \ln(\text{tr}(H_{IB}V)) \leq \ln(\text{tr}(H_{IB}V)) + \ln(\text{tr}(H_{AE}V)) \leq \ln(\text{tr}(H_{AE}V)) + \ln(\text{tr}(H_{AE}V)) \leq \ln(\text{tr}(H_{AE}V)) + \ln(\text{tr}(H_{AE}V)(V - \tilde{V}))) - \ln(\text{tr}(H_{AE}V)(V - \tilde{V}))). \)

Therefore, after dropping the constant terms in \( \hat{C}(V; \tilde{V}) \), \( P8 \) can be approximated as
\[
(P9) \quad \max_{V} \ln(\text{tr}(H_{AB}V)) + \ln(\text{tr}(H_{IE}V)) - \ln(\text{tr}(H_{IB}V + H_{AE}/\text{tr}(H_{AE}V)(V - \tilde{V}))) \quad \text{s.t.} \quad (3, 4),
\]
which is convex and can be directly solved via CVX. And the penalty based algorithm shown above can be applied again to recover the rank-1 solution if \( V \) is of not rank-1. Once \( V \) is optimized, it is denoted as the new initial point \( V \) and \( V \) is optimized again in \( k \)-th iteration. According to the key property of MM, the convergence is non-decreasing and a first-order optimal KKT point for \( P8 \) can be obtained. After obtaining \( V \), the original precoding matrix can be reformulated as \( Q = \text{diag}(u_{\text{max}}(V)\sqrt{\lambda_{\text{max}}(V)[1 : n]}). \) The SDR/MM algorithm for solving the problem is summarized in Algorithm 2, in which \( C(k)(V) \) denotes the value of objective function in \( P8 \) in the \( k \)-th iteration.

Algorithm 2 (SDR+MM based algorithm for optimizing \( V \))

Require: \( \epsilon_{3} > 0 \), feasible point \( \tilde{V} \).
1. Set \( k = 0 \), compute \( C(k)(V) \).
2. Optimize \( V \) in \( P9 \) given \( \tilde{V} \).
3. If \( \text{rank}(V) > 1 \), recover the rank-1 solution via penalty based method.
4. Obtain the solution \( V \). Compute \( C(k+1)(V) \).
5. If \( |C(k+1)(V) - C(k)(V)| \leq \epsilon_{3} \), stop algorithm, else set \( k = k + 1, \tilde{V} = V \), go back to step 2.
6. Output \( V \) as the first-order optimal KKT point of \( P8 \).
C. Convergence and complexity of the algorithm

Finally, since w and Q are both bounded by the constraints, according to the Cauchy’s theorem [3], the AO algorithm is guaranteed to have a monotonic convergence. As the convergence is reached, a KKT point solution of w and Q for the original problem P1 can be obtained. In the AO algorithm, the main computational complexity for optimizing w given Q and optimizing Q given w are about $O(n^3)$ and $O((n+1)^3)$ respectively.

IV. Simulation Results

To validate the SR performance achieved by the proposed algorithm with the active RIS design, numerical simulations have been carried out in this section. Following [2][10], we consider that all the channels are formulated as the product of large scale fading and small scale fading. For the direct channels $h_{AB}$ and $h_{AE}$, the small scale fading is assumed to be Rayleigh fading due to extensive scatters. And the small scale fading in the reflecting channels $H_{AI}, H_{IB}, H_{IE}$ are assumed to be Rician fading. Taking $h_{AB}$ and $H_{AI}$ as examples, they are modeled as $h_{AB} = g_{AB}P_{LAB}$ and $H_{AI} = \left(\sqrt{\frac{\kappa}{\kappa+1}} H_{AI} + \sqrt{\frac{1}{\kappa+1}} H_{AI}\right) P_{LAB}$,

where $g_{AB}$ and $H_{AI}$ are Rayleigh fading channels, the entry of which is randomly generated Gaussian random variables with zero mean, unit variance, $P_{LAB} = \sqrt{\beta(d_0/d_{AB})^{\alpha_{AB}}}$ and $P_{LAB} = \sqrt{\beta(d_0/d_{AI})^{\alpha_{AI}}}$, $\beta = -30$dB is the pathloss at reference distance $d_0 = 1$m, $d_{AB}$ and $d_{AI}$ are the distance of Alice-Bob and Alice-RIS respectively, $\kappa = 5$ is the Rician factor, $H_{AI} = \alpha_I(\phi_{AI})\alpha_H(\theta_{AI})$,

$\alpha_I(\phi_{AI}) = \begin{bmatrix} 1 & e^{j2\pi x_{AI}d_{AI}/\lambda} & \cdots & e^{j2(n-1)\pi x_{AI}d_{AI}/\lambda} \end{bmatrix}^T$,

$\alpha_H(\theta_{AI}) = \begin{bmatrix} 1 & e^{j2\pi x_{AI}d_{AI}/\lambda} & \cdots & e^{j2(n-1)\pi x_{AI}d_{AI}/\lambda} \end{bmatrix}^T$,

and where $\theta_{AI} = \arccos(x_{AI}/d_{AI})$ and $\phi_{AI} = \pi - \theta_{AI}$ denote the angle of departure and the angle of arrival respectively, $x_I$ is the coordinate of RIS in the x-axis, $\lambda$ is the wavelength, $d_{AI}$ and $d_{AI}$ are the element intervals of the transmit and receive array. We set $d_{AI}/\lambda = d_{AB}/\lambda = 0.5$, and let $\alpha_{AB} = 3.8, \alpha_{AE} = 3.5, \alpha_{IB} = \alpha_{IE} = 2.2$ for each channel link, and the noise power is $\sigma_E^2 = 95$dBm.

For simplicity, we set that each amplification factor on the reflectin element is same, i.e., $\eta_i = \eta_0 \forall i$. For the location of each node, we consider a two dimensional coordinate space, and let Alice, Bob, RIS, Eve be fixed in the coordinate (0,0), (90,20), (40,40), (70,20) respectively (see Fig.1). In the penalty based algorithm, MM algorithm as well as AO algorithm, all the target accuracy is set as $10^{-3}$. In the AO algorithm, the starting point is set as $w = 0, Q = I$. All the results plotted in Fig.2 and Fig.3 are averaged over 100 channel realizations.

Fig.2 shows the SR performance versus $P_T$ achieved by the proposed algorithm with active RIS as well as existing solution with passive RIS [2] and optimal solution without RIS. Following [4], we set the amplification ability of each reflecting element in active RIS as 20, 30 or 40 in dB. Compared with the result by optimal solution without RIS, observe that due to “double fading” effect, the SR achieved by passive RIS has only increased by about 3%, but the proposed AO algorithm with active RIS design achieves much better SR performance (see e.g., about 13% performance gain when $\eta^2 = 20$dB, and about 48% performance gain when $\eta^2$ increases to 40dB ). This indicates that active RIS design is effective on weakening the influence brought by “double fading” effect in the reflecting channel link, and our proposed algorithm also guarantees a low information leakage at Eve, resulting in a higher SR than the existing solution with passive RIS. In fact, we remark that although this great performance gain is at the cost of extra power consumption at RIS, only a very small fraction of the total reflect power $P_T$ is used for amplification. In other words, in $P_T$, the constraint $|QH_{AI}w|^2 + |Q_H^2\eta_0|^2 \leq P_T$ is always inactive but $Q[i,i] \leq \eta_0$ is always active, which indicates that the setting of $\eta_0$ is the dominant parameter for boosting the SR. For example, based on our extensive tests, when $P_T=40$dBm, and $\eta^2=20$dB, the total power used for signal amplification at RIS is only about 4dBm, but a 13% performance gain can be achieved compared with passive RIS case. Hence, the proposed active RIS design also achieves a better energy efficiency than the passive RIS case.

Fig.3 illustrates the SR performance versus the number of reflecting elements $n$ under different solutions given fixed $P_T$ and $P_I$. It is noted that the SR returned by both active and passive RIS case increases with $n$ due to increased degree of freedom, but our proposed algorithm with active RIS design significantly performs better SR than the existing solutions with passive RIS and without RIS given fixed amplification factor. Furthermore, note that due to the “double fading” effect, the SR with passive RIS only increases by about 15% when $n$ varies from 10 to 60, which is less than 36% achieved by active RIS when $n^2 = 20$dB. Even when $n = 60$, the passive RIS only helps boosting the SR to about 8.6, which is close but still less than 9.0 achieved by active RIS when $n^2 = 20$dB and $n = 10$. These results fully indicate that using active RIS can save more number of reflecting elements to achieve a
better performance gain compared with passive RIS case, thus greatly reducing the complexity of RIS.

Finally. Fig.4 gives the convergence of the proposed AO algorithm for optimizing $Q$ and $w$ as well as MM algorithm for optimizing $Q$ given $w$ in one iteration of AO algorithm based on different random channel realizations. Note that for both AO and MM algorithms, the convergence is monotonic under all settings of $m$, $n$. For the MM algorithm, it takes only 2 to 3 iterations to reach target accuracy of $10^{-3}$. For AO algorithm, 4 to 8 iterations are required to converge. As the convergence is reached in both AO and MM algorithm, larger SR can be achieved given larger $m$ and $n$ due to the added degree of freedom for transmission at Alice and reflecting elements with amplifiers at RIS.

V. CONCLUSION

In this correspondence, a novel active RIS-assisted secure wireless system is studied, in which the RIS helps enhancing the secure transmission by simultaneously adjusting the phase shift and amplitude of the signals. To solve the non-convex SR optimization based on this design, an AO algorithm is proposed to jointly optimize the beamformer at transmitter and reflecting coefficient matrix at RIS. Simulation results show that the impact of “double fading” effect can be effectively relieved with the aid of active RIS, the proposed algorithm greatly boosts the SR performance compared with existing algorithms with passive RIS and without RIS.

REFERENCES

[1] X. You et al., “Towards 6G wireless communication networks: vision, enabling technologies, and new paradigm shifts,” Science China-Information Sciences, vol. 64, no. 1, pp. 5-78, Jan. 2021.
[2] M. Cui, G. Zhang, and R. Zhang, “Secure wireless communication via intelligent reflecting surface,” IEEE Wireless Commun. Letters, vol. 8, no. 5, pp. 1410-1414, Oct. 2019.
[3] H. Shen, W. Xu, S. Gong, Z. He, and C. Zhao, “Secrecy rate maximization for intelligent reflecting surface assisted multi-antenna communications,” IEEE Commun. Letters, vol. 23, no. 9, pp. 1488-1492, Sep. 2019.
[4] X. Guan, Q. Wu, and R. Zhang, “Intelligent reflecting surface assisted secrecy communication: is artificial noise helpful or not?” IEEE Wireless Commun. Letters, vol. 9, no. 6, pp. 778-782, Jun. 2020.
[5] H.-M. Wang, J. Bai, and L. Dong, “Intelligent reflecting surface assisted secure transmission without eavesdropper’s CSI,” IEEE Signal Process. Letters, vol. 27, pp. 1300-1304, 2020.
[6] L. Dong, H.-M. Wang, and H. Xiao, “Secure cognitive radio communication via intelligent reflecting surface,” IEEE Trans. Commun., vol. 69, no. 7, pp. 4678-4690, Jul. 2021.
[7] L. Dong, H.-M. Wang, J. Bai, and H. Xiao, “Double intelligent reflecting surface for secure transmission with inter-surface signal reflection,” IEEE Trans. Veh. Technol., vol. 70, no. 3, pp. 2912-2916, Mar. 2021.
[8] L. Dong and H.-M. Wang, “Enhancing Secure MIMO transmission via intelligent reflecting surface,” IEEE Trans. Wireless Commun., vol. 19, no. 11, pp. 7543-7556, Nov. 2020.
[9] L. Dong and H.-M. Wang, “Secure MIMO transmission via intelligent reflecting surface,” IEEE Wireless Commun. Letters, vol. 9, no. 6, pp. 787-790, Jun. 2020.
[10] S. Hong et al., “Artificial-noise-aided secure MIMO wireless communications via intelligent reflecting surface,” IEEE Trans. Commun., vol. 68, no. 12, pp. 7851-7866, Dec. 2020.
[11] P. Chu Z et al., “Secrecy rate optimization for intelligent reflecting surface assisted MIMO system,” IEEE Trans. Inf. Forensics Secur., vol. 16, pp. 1655-1669, 2021.
[12] Y. Long, Y.-C. Liang, Y. Pei and E. G. Larsson, “Active reconfigurable intelligent surface aided wireless communications,” IEEE Trans. Wireless Commun., vol. 20, no. 8, pp. 4962-4975, 2021.
[13] D. Xu, X. Yu, D. W. K. Ng, and R. Schober, “Resource allocation for active IRS-assisted multiuser communication systems,” 2021, arXiv: 2018.10303. [Online]. Available: https://arxiv.org/abs/2018.10303.
[14] Z. Wang, L. Liu, and S. Cui, “Channel estimation for intelligent reflecting surface assisted multiuser communications: framework, algorithms, and analysis,” IEEE Trans. Wireless Commun., vol. 19, no. 10, pp. 6607-6620, Oct. 2020.
[15] A. H. Pha, H. D. Tuan, H. H. Kha, and D. T. Ngo, “Nonsmooth optimization for efficient beamforming in cognitive radio multicastransmission,” IEEE Trans. Signal Process., vol. 60, no. 6, pp. 2941-2951, Jun. 2012.
[16] J. Hiriart-Urruty and C. Lemarechal, “Convex analysis and minimization algorithms I: fundamentals,” New York: Springer, 1996.
[17] H.-M. Wang, K. Huang, Q. Yang, and Z. Han, “Joint source-relay secure precoding for MIMO relay networks with direct links,” IEEE Trans. Commun., vol. 65, no. 7, pp. 2781-2793, Jul. 2017.
[18] Y. Sun, P. Babu, and D. P. Palomar, “Majorization-minimization algorithms in signal processing, communications, and machine learning,” IEEE Trans. Signal Process., vol. 65, no. 3, pp. 794-816, Feb. 2017.