Sketches image analysis: Web image search engine using LSH index and DNN InceptionV3
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Abstract: The adoption of an appropriate approximate similarity search method is an essential prerequisite for developing a fast and efficient CBIR system, especially when dealing with large amount of data. In this study we implement a web image search engine on top of a Locality Sensitive Hashing (LSH) Index to allow fast similarity search on deep features. Specifically, we exploit transfer learning for deep features extraction from images. Firstly, we adopt InceptionV3 pretrained on ImageNet as features extractor, secondly, we try out several CNNs built on top of InceptionV3 as convolutional base fine-tuned on our dataset. In both of the previous cases we index the features extracted within our LSH index implementation so as to compare the retrieval performances with and without fine-tuning. In our approach we try out two different LSH implementations: the first one working with real number feature vectors and the second one with the binary transposed version of those vectors. Interestingly, we obtain the best performances when using the binary LSH, reaching almost the same result, in terms of mean average precision, obtained by performing sequential scan of the features, thus avoiding the bias introduced by the LSH index. Lastly, we carry out a performance analysis class by class in terms of recall against mAP highlighting, as expected, a strong positive correlation between the two.
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1 Introduction

Our project consists in developing a web search engine for hand drawn sketches retrieval. A user can draw a sketch through the web interface which is used as a query to retrieve and return the most similar images. The aim is to build an efficient interactive CBIR system based on indexing deep features extracted by mean of a CNN: we need to provide the user with an answer which is both fast and relevant with respect to her information need.

The project comprises five main phases. In Section 2 is about datasets selection and preparation. Section 3 concerns LSH index actual implementation. We implement two versions of the index, a first version indexing real numbers feature vectors based on the random projection method and a second version, known as SimHash LSH [10], working with vectors of binary features. Additionally, we implement an index free structure in order to store deep features sequentially. Section 4 presents aspects of carry out training, testing and performance evaluation of several CNNs architectures in order to investigate which is the best performing model to be used as deep features extractor out of images. In this phase we successfully exploit transfer learning techniques for our purpose. In Section 5 we carry our several tests on both of our LSH implementations so as to identify the best set of parameters. At last we perform a class by class performance analysis for the sake of investigating how the system behaves with each dataset class in terms of retrieval performances. Finally, Section 6 concludes the paper with a summary.

*Equal contribution. Listing order is random, all members cooperated providing important achievements.
2 Dataset

For our project we use two different datasets serving different purposes. The main dataset is the Sketches dataset containing 20,000 labeled images belonging to 250 different classes (each class is represented by 80 image samples). The images represent black and white handmade sketches, are in png format and have a resolution of 1111x1111.

The second dataset we adopt is taken from the MIRFLICKR-25000 [9] open evaluation project and it consists of 25,000 images downloaded from the social photography site Flickr through its public API. We exploit this dataset as a distractor for our CBIR system. We extract features from all samples and insert these into our index together with features extracted from sketches images in order to carry out some sort of robustness test: when querying our system by using a sketch image as query we would expect the system to return only sketches among top results as these are quite different with respect to MIRFLICKR samples.

3 Index for Similarity Search

At the core of our project there is Locality Sensitive Hashing algorithm. [8] We need our system to provide the user not only with relevant results with respect to her information need but also in a relatively short amount of time. Since we need our system to be interactive, we cannot adopt exact similarity search methods as these do not scale at all, on the other hand, though approximate similarity algorithms do not guarantee to provide you the exact answer, they usually provide a good approximation and are faster and scalable.

We adopt two different implementations of the LSH index. The main idea behind hash based indexing techniques is that given any two objects \(o_1\) and \(o_2\) from a dataset \(D\) and a hash function \(g()\), we want their hash value to collide with high probability \(Pr[g(o_1) = g(o_2)]\) if the objects are similar, conversely, we want this probability to be low if the objects are not similar. In other words, we hash data points into buckets in such a way that data points near each other are located within the same bucket with high probability, while data points far from each other are likely to be in different buckets.

**Real Valued Feature Vectors LSH.** Our first LSH implementation works with real valued feature vectors and works as follows. We build a set of \(L\) hash functions \(g_1, g_2, \ldots, g_L\) with each \(g\) function obtained as the concatenation of \(k\) hash functions \(h_1, h_2, \ldots, h_k\). Hence, given an object \(o\) we have \(g(o) = <h_1(o), h_2(o), \ldots, h_k(o)>\).

Each \(h\) hash function \(h_i\) is obtained according to the formula \(h_i(o) = \left[ \frac{p_i X_i + b_i}{w} \right]\), where

- \(w\) is the size of the segments in the projection vectors. (We use the value suggested by the authors which is 4). [7]

- \(X_i = (x_{i,1}, x_{i,2}, \ldots, x_{i,d})\) is a vector having the same dimensionality as the data points in our dataset and \(x_{i,j}\) is chosen from a Gaussian distribution

- \(b_i\) is a random scalar value in the range \([0, w]\)

The following graphical geometric representation is a simple indexing example of three data points in a 3-dimensional space. Note that this corresponds to a single \(g()\) hash function obtained as the concatenation of three \(h\) hash functions, hence in this example we have \(L = 1\) and \(k = 3\).
Any time a data points $o$ is inserted in the index structure it is hashed and inserted into $L$ buckets $g_1(o), g_2(o), \ldots, g_L(o)$. As far as the query execution is concerned, given a query object $q$, we retrieve all data points from the $L$ buckets $g_1(q), g_2(q), \ldots, g_L(q)$ and return the top $k$ results ranked according to the distance function.

**Binary Valued Feature Vectors LSH.** We implement even a binary version of the LSH index. This method is known in literature as SimHash due to Moses Charikar [6] and it is designed to approximate the cosine distance between vectors. The main idea behind this technique consists in choosing a random hyperplane (vector of coordinates randomly sampled from a normal distribution) and using the hyperplane to hash input vectors (data points). Given an input data point $o$ and a hyperplane defined by $r$, we have $h(v) = \text{sign}(r \cdot v)$. In other words, each $h$ hash function returns 0 or 1 as output value depending on whether the dot product $r \cdot v$ is greater or equal than 0 (in that case $v$ hashes to 1) or not ($v$ hashes to 0). Each possible choice of $r$ defines a single $h$, and the hash function $g$ is obtained as the concatenation of $L$ hash functions $h$. Hence, given an object $o$ we have $g(o) = < h_1(o), h_2(o), \ldots, h_k(o) >$. If two objects $o_1$ and $o_2$ are similar, it is very likely that they will hash to the same value as they will be positioned similarly with respect to the $K$ random hyperplanes defined.

### 4 DNN used for features extraction

We adopt as convolutional base for our CNNs models InceptionV3 [11] pre-trained on ImageNet, so as to exploit transfer learning from general purpose ImageNet images to sketches images. Specifically, as a first step, we evaluate the mean average precision $mAP$ obtained when indexing deep features extracted from our images by mean of the InceptionV3 without fine-tuning the network on top of the Sketches dataset.

The $mAP$ value obtained this way serves as a baseline value: we want to understand if and by which margin we are able to improve performances when fine-tuning the CNN on top of our dataset.

Additionally, we exploit several different networks variants by removing the fully connected part and by adding ourselves new custom sets of densely connected layers.
4.1 Fine tuning strategy

Throughout models training, we adopt two different fine-tuning strategies so as to investigate which is the best configuration for our specific problem and dataset.

- **2 Fine-tuning**: unfreeze the last two convolutional blocks and jointly fine-tune these with the custom fully connected part

- **All Fine-tuning**: weights are initialized as ImageNet trained, but further train the entire network on our dataset

For each fine-tuning strategy adopted, we performed the following steps:

1. Add the custom network on top of an already-trained convolutional base network.
2. Freeze the convolutional base.
3. Train the fully connected added part.
4. Unfreeze some convolutional blocks
5. Jointly train both the unfrozen conv blocks and the fully connected added part.

4.2 Networks variants

We build and train five different network architectures. We obtain four models by varying from time to time the structure of the fully connected added part. Moreover, we train a siamese network using one of the previously trained models as core CNN. We briefly report the structures of these models ordered by increasing model complexity.

- **Model Nr.1.** ImageNet pretrained Inception V3 as convolutional base on top of which we add a Global spatial average pooling layer followed by two fully connected layers. The first one having 1024 neurons and the second one having 250 neurons. The model has about 24 millions parameters.
- **Model Nr.2.** ImageNet pretrained Inception V3 as convolutional base on top of which we add a Global spatial average pooling layer followed by two pairs of layers plus the output layer. Each pair made up of a dropout layer (with 0.5 as drop factor) and a fully connected layer having 2048 neurons. Finally, the output layer follows with 250 neurons. The model has about 31 millions parameters.

- **Model Nr.3.** Siamese Network built using model nr.2 as core CNN and adding a lambda layer in order to compute the absolute difference between the encodings obtained from the two network inputs. The model has about 34 millions parameters.

- **Model Nr.4.** Same structure as model nr.2 but with one more pair of dropout +2048 fully connected layer before the output layer. The model has about 35 millions parameters.

- **Model Nr.5.** ImageNet pretrained Inception V3 as convolutional base on top of which we add a Global spatial average pooling layer followed by two pairs of layers plus the output layer. Each pair made up of a dropout layer (with 0.5 as drop factor) and a fully connected layer having 4096 neurons. Finally, the output layer follows with 250 neurons. The model has about 48 millions parameters.

### 4.3 Best Model Choice

After training, we test each model in terms of mean average precision \( mAP \). Specifically, for each of the 250 classes in the sketches dataset, we hold out 20 out of 80 class samples as test set so as to use one image from the test set as query object. The \( mAP \) is computed on a set of 250 queries, one per class, using cosine similarity as ranking measure. In the graph below we report model test \( mAP \) (on the x axis) as a function of model complexity in terms of number of parameters (on the y axis).

![Figure 4: Test mAP vs Model Complexity](image)

As you can notice the best performing model in terms of \( mAP \), which is the best metric for **CBIR systems evaluation**, is the Model number 4. Notice that, in this phase of the project, all models have been tested by performing sequential scan of the deep features so as to avoid the additional bias introduced by the LSH index approximation.
5 LSH parameters tuning

In LSH it is extremely important to properly tune the parameters in order to discover the best configuration in terms of trade-off between retrieval accuracy and efficiency: while the retrieval efficiency of the system improves the accuracy decreases accordingly since the approximation is tougher. As system retrieval accuracy metric we adopt mean average precision mAP (the same used for choosing the best network architecture). As far as system retrieval efficiency is concerned, we use Improvement In Efficiency IE which is a metric computed as the ratio between the query cost without using the index (sequential scan of deep features) and the query cost when using LSH index. The cost is measured in terms of number of distance computations needed to answer a query.

LSH index needs to be properly tuned in both the real valued and binary cases: the optimal choice best suiting our system for the pair of parameters \((L, K)\) needs to be investigated. Increasing the number of projections axis \((K, \text{ number of hash functions } h)\) has the effect of better separating dissimilar objects: the larger \(K\) the lower the probability of having two objects falling within the same bucket. Conversely, fixed \(K\), if we increase \(L\), the number of hash functions, we increase the collision probability. We carry out several tests varying each time \(L\) and/or \(k\).

Moreover, in each test, beside computing mAP and IE, we compute some useful statistics in order to derive better insights on the impact of LSH parameters on the system. Specifically, we measured:

- **Average Bucket Purity.** This is a pure number whose purpose is to provide a measure of “bucket purity”: the larger is the number of samples belonging to the majority class within the bucket with respect to the total number of elements being in the bucket, the purest the bucket is. The average bucket purity is computed as the average of the ratios between the number of elements in the majority class and the total number of elements in each bucket.

- **Standard Deviation of Average Bucket Purity.** This is the standard deviation of the average bucket purity distribution.

- **Number of Buckets.** This is simply the total number of distinct buckets making up the index.

- **Number of Items.** This is the total number of objects contained within the index.

- **Average number of elements per bucket.**

- **Standard Deviation of Average number of elements per bucket.**

In the following table we show results obtained in correspondence of each real valued LSH index parameters configuration tried.

| REAL LSH | mAP   | IE   | AVG BUCKET Purity | STD BUCKET Purity | NR OF BUCKETS | NR OF ITEMS | AVG NR OF BUCKET ITEMS | Std AVG NR OF BUCKET ITEMS |
|----------|-------|------|-------------------|-------------------|---------------|-------------|------------------------|---------------------------|
| l=3 k=5  | 0.02  | 4000.96 | 0.87 | 0.24 | 24363 | 120000 | 4.93 | 36.3 |
| l=3 k=3  | 0.06  | 2692.23 | 0.72 | 0.32 | 4885 | 120000 | 24.5 | 183.97 |
| l=5 k=2  | 0.19  | 9.31 | 0.61 | 0.33 | 1019 | 200000 | 122.77 | 642.32 |
| l=4 k=2  | 0.20  | 14.3 | 0.62 | 0.34 | 1188 | 160000 | 134.68 | 677.15 |
| l=7 k=2  | 0.26  | 3.0 | 0.62 | 0.34 | 2319 | 280000 | 120.7 | 722.83 |
| l=8 k=2  | 0.27  | 2.09 | 0.62 | 0.35 | 2548 | 320000 | 125.59 | 688.5 |
| l=5 k=1  | 0.37  | 0.46 | 0.52 | 0.35 | 150 | 200000 | 1333.3 | 3571.97 |

**Observations.** Analyzing the numbers reported in the table you can notice that increasing the value of \(k\), the number of hash functions \(h\), while the Improvement in Efficiency IE improves of three orders of magnitude (from 0.46 for \(k = 1\) up to 4,000 for \(k = 5\)), the mAP of the system mutates in the opposite way (from the best value 37% for \(k = 1\) down to 0.02 for \(k = 5\)). Moreover, as \(k\) increases, the number of buckets increases by two orders of magnitude (from 150 buckets when \(k=1\) up to 24,636 buckets when \(k = 5\)) and the Average Bucket Purity increases (from 52% when \(k = 1\) up to 85% when \(k = 5\)) accordingly. These experimental results are aligned with what one would expect: increasing the number of projection axis, the
probability that any two objects fall within different buckets increases. Hence, the number of buckets increases, the average number of items within each bucket decreases and as a consequence the Average Bucket Purity increases: it is as if you were implementing a more fine-grained clustering on data, thus having an higher probability of having samples belonging to the same class within each cluster.

As far as parameter $L$ is concerned, the number of $g$ hash functions, which also corresponds to the number of index replicas you have, fixed $K$, as $L$ increases, while $mAP$ increases, $IE$ decreases (indeed the larger is $L$, the larger is the total number of items and the larger is the number of distance computations needed to answer to a query). Furthermore, being $L$ the number of index replicas, if the index is held in main memory as it is the case in our implementation, it cannot exceed a certain value depending on the size of the data to be indexed and the amount of main memory available for the system.

As highlighted in green within the table, in our specific use case, the parameters configuration yielding the best trade-off between system efficiency and accuracy is $L = 7$ and $K = 2$. With this configuration we obtain an $IE$ of 4 meaning that we have an improvement in retrieval cost by a factor of 4 and at the same time we do not loose too much in terms of $mAP$ (26% against 40% obtained when performing sequential scan without index).

In the following table we show results obtained in correspondence of each binary valued LSH index parameters configuration tried.

| BINARY LSH | $mAP$ | $IE$ | AVG BUCKET PURITY | STD BUCKET PURITY | NR OF BUCKETS | NR OF ITEMS | AVG NR OF BUCKET ITEMS | STD AVG NR OF BUCKET ITEMS |
|------------|-------|------|-------------------|-------------------|---------------|-------------|------------------------|---------------------------|
| $L = 5 K = 6$ | 0.32  | 6.2  | 0.3               | 0.25              | 192           | 120000      | 615                    | 1502.3                    |
| $L = 3 K = 5$ | 0.33  | 4.67 | 0.26             | 0.27              | 96            | 120000      | 1200                   | 2733                      |
| $L = 4 K = 4$ | 0.39  | 1.37 | 0.37             | 0.32              | 64            | 160000      | 2500                   | 3220.32                   |
| $L = 5 K = 5$ | 0.39  | 2.2  | 0.29             | 0.26              | 160           | 200000      | 1250                   | 2347                      |
| $L = 3 K = 1$ | 0.42  | 0.26 | 0.52             | 0.27              | 6             | 120000      | 2000                   | 8807                      |
| $L = 5 K = 2$ | 0.42  | 0.31 | 0.35             | 0.36              | 20            | 200000      | 10000                  | 8618.35                   |

Observations. As far as $L$ and $K$ parameters is concerned, similar observations as the real valued LSH index case. It is interesting to compare the best real valued LSH index result against the best binary valued LSH index in order to highlight the differences. The two results are reported in the table below.

As you can notice, in the Binary LSH case, we reach better performances both in terms of system efficiency with an $IE$ of 8.2 against the 3.9 of the Real LSH and in terms of system accuracy with a $mAP$ of 32% against the 26% of the Real LSH. It is interesting to observe that the number of buckets in the binary case is much smaller (by an order of magnitude) than the real case (192 against 2319). Additionally, it can be noticed that the Average Bucket Purity value is smaller in the Real LSH case, indeed the average number of bucket items the buckets is about six times larger. Hence, in the binary case we have much less buckets each containing a larger number of objects, belonging to more classes: you would expect to obtain a worse $mAP$ value but it is not the case, since, as we will point out in the next paragraph, in the Sketches dataset there are often very similar samples belonging to different classes.

| REAL VS BINARY | $mAP$ | $IE$ | AVG BUCKET PURITY | STD BUCKET PURITY | NR OF BUCKETS | NR OF ITEMS | AVG NR OF BUCKET ITEMS | STD AVG NR OF BUCKET ITEMS |
|---------------|-------|------|-------------------|-------------------|---------------|-------------|------------------------|---------------------------|
| $L = 7 K = 2$ | 0.26  | 3.9  | 0.62              | 0.34              | 2319          | 280000      | 120.7                  | 722.83                    |
| $L = 3 K = 6$ | 0.32  | 8.2  | 0.3               | 0.25              | 192           | 120000      | 625                    | 1502.5                    |
6 Class by class analysis

During the development of the project, when testing the system with a set of random queries, we noticed that the mAP score obtained from time to time varied largely: when using a sample belonging to certain classes as query the mAP score obtained was quite good while it was very bad in correspondence of some other samples belonging to other classes. Therefore, we thought of investigating in order to gain insights on specific classes by carrying out a class by class analysis.

Specifically, for each individual class in the Sketches dataset, we computed both the mAP and the CNN model Recall in such a way to be able to carry out a correlation analysis between the two.

As far as the class mAP computation is concerned, we proceeded as follows.

| Algorithm 1: Class by class analysis process |
|---------------------------------------------|
| For each element class (c_i) in array class (C):
|    | foreach c_i \in C do |
|    |    | foreach s_j \in c_i do |
|    |    |execute_query(s_j);
|    |    |AP \leftarrow compute_AP(s_j);
|    |    |mAP \leftarrow compute_mAP(c_i);
|    |    |max \leftarrow compute_max(AP, c_i);
|    |    |min \leftarrow compute_min(AP, c_i);
|    |    |range \leftarrow compute_range(AP, c_i);
|    |    |std \leftarrow compute_std(AP, c_i);
|    |    |show_best_sketch(c_i);
|    |    |show_worst_sketch(c_i);

For each class, iteratively query the Sketches dataset, using each time one object the class as query to retrieve all the others. Compute the Average Precision for each query. Then, for each class, compute the class mAP, the minimum and maximum mAP values, the difference between the maximum mAP and the minimum mAP and the mAP standard deviation. Finally, return the Sketch in correspondence of which the maximum mAP value has been obtained and the one for which the minimum mAP has been obtained.

As output from this algorithm we obtained, for each class, a dictionary as the one that follows.

```json
{
    "class": "airplane",
    "label": 0,
    "mAP": 0.5223456353504557,
    "min AP": 0.0125,
    "max AP": 0.7779238408106881,
    "max-min range": 0.7654238408106881,
    "std": 0.2843806595122874
}
```

*Figure 5: Output Class by Class algorithm*
Beside this we computed the CNN model Recall score for each of the 250 Sketches dataset classes: what is the percentage of samples belonging to each class correctly recognized by our DL model. Then we carried out a correlation analysis between model class Recall and class mAP; the scatter plot resulting is reported below.

![Figure 6: Recall and mAP by class](image)

We obtained a correlation coefficient of 0.79 highlighting, as expected, a significant positive correlation between class Recall and class mAP.

We conclude by reporting two examples: a first one showing data obtained for one of the well-recognized classes and a second one showing data obtained in correspondence of one of the bad-recognized classes.

Well-recognized class example:

![Figure 7: Well recognized class example](image)

As it can be noticed, in this case the system provides the user with mostly relevant results except when the input sketch is particularly badly drawn. Indeed, boomerang sketches are very similar one with respect to the others and the class Recall value is 90.
The Dog class provides interesting results: if you look at the best and the worst sketch according to the Average Precision value obtained, these are reversed with respect to the judgment you would state according to your sense of aesthetics. This is due to the fact that, if you observe the other samples from the Dog class, these are all quite badly drawn, thus the only good looking dog sketch is an outlier yielding different features. Additionally, the class samples are all quite different one from the others, causing the low Recall and mAP values of respectively 30% and 10%.

7 Conclusion and Future Works

Combining deep features extraction, exploiting transfer learning, and the approximate similarity search method LSH, we succeeded in building a CBIR system which is both efficient and accurate. Other indexing approaches could have been used for this purpose, e.g., scalar quantization [5]. We developed a web application on top of the system so as to provide users with a friendly graphical interface through which they can draw sketches in input as queries. Most of the time the system provides fast and relevant answers to user needs.

Video search engines, such as [2, 3, 4] developed by the AIMH Lab [1], would benefit from sketches image analysis. Integrating the propose approach with them is a future work.
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