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Abstract:

The problem of synthesizing stochastic explicit model predictive control policies is known to be quickly intractable even for systems of modest complexity when using classical control-theoretic methods. To address this challenge, we present a scalable alternative called stochastic parametric differentiable predictive control (SP-DPC) for unsupervised learning of neural control policies governing stochastic linear systems subject to nonlinear chance constraints. SP-DPC is formulated as a deterministic approximation to the stochastic parametric constrained optimal control problem. This formulation allows us to directly compute the policy gradients via automatic differentiation of the problem’s value function, evaluated over sampled parameters and uncertainties. In particular, the computed expectation of the SP-DPC problem’s value function is backpropagated through the closed-loop system rollouts parametrized by a known nominal system dynamics model and neural control policy which allows for direct model-based policy optimization. We provide theoretical probabilistic guarantees for policies learned via the SP-DPC method on closed-loop stability and chance constraints satisfaction. Furthermore, we demonstrate the computational efficiency and scalability of the proposed policy optimization algorithm in three numerical examples, including systems with a large number of states or subject to nonlinear constraints.
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1. INTRODUCTION

Model predictive control (MPC) approaches have been considered a viable modern control design method that can handle complex dynamic behavior and constraints. The presence of uncertainties in the system dynamics led to various forms of MPC designs robust to various nonidealities. Robust MPC (RMPC) approaches such as (Chisci et al., 2001) consider bounded disturbances and use constraint set tightening approaches to provide stability guarantees. Pin et al. (2009) proposed a tube-based approach for nonlinear systems with state-dependent uncertainties. An event-triggered robust MPC approach has been discussed in Liu et al. (2017) for constrained continuous-time nonlinear systems. Robust MPC approaches, however, do not necessarily exploit the existing statistical properties of the uncertainty, thereby leading to conservative designs. Stochastic MPC (SMPC), on the other hand, accounts for some admissible levels of constraint violation by employing chance constraints. An overview of SMPC based approaches can be found in Mesbah (2016). Works such as Fleming and Cannon (2018); Lorenzen et al. (2017); Farina et al. (2016) developed methodologies that use a sufficient number of randomly generated samples to satisfy the chance constraints with probabilistic guarantees. Others (Goulart et al., 2006; Primbs and Sung, 2009; Hokayem et al., 2009) have proposed feedback parametrization to cast the underlying stochastic optimal control problem tractable. Some authors proposed approximation schemes that allow obtaining explicit solutions to stochastic MPC problems with linear (Drigoňa et al., 2013) or nonlinear (Grancharova and Johansen, 2010) system models via parametric programming solvers. Unfortunately, these explicit stochastic MPC methods do not scale to systems with a large number of states and input of constraints.

Recently, more focus has been given toward Learning-based MPC (LB-MPC) methods (Aswani et al., 2013). These methods primarily learn the system dynamics model from data following the framework of classical adaptive MPC. Combining LB-MPC and RMPC approaches include formulation of robust MPC with state-dependent uncertainty for data-driven linear models (Soloperto et al., 2018), iterative model updates for linear systems with bounded uncertainties and robustness guarantees (Bujarbaruah et al., 2018), Gaussian process-based approximations for tractable MPC (Hewing et al., 2019), or approximate model predictive control via supervised learning (Drigoňa et al., 2018; Lucia and Karg, 2018).

Zanon and Gros (2019); Zanon et al. (2019) use reinforcement learning (RL) for tuning of the MPC parameters. Kordabad et al. (2021) propose the use of scenario-tree RMPC whose parameters are tuned via RL algorithm. In a
learning-based MPC setting, various forms of probabilistic guarantees are discussed in recent works such as Hertneck et al. (2018); Rosolia et al. (2018); Karg et al. (2021). Most recently, several authors East et al. (2020); Amos et al. (2018) have proposed differentiating the MPC problem for safe imitation learning. Inspired by these directions, we proposed the use of differentiable programming (Innes et al., 2019) for unsupervised deterministic policy optimization algorithm called differentiable predictive control (DPC) Drgošna et al. (2021b,a). Where DPC is based on casting the explicit MPC problem as a differentiable program implemented in a programming framework supporting AD for efficient computation of gradients of the underlying constrained optimization problem.

Contributions.

In this paper, we provide a computationally efficient, offline learning algorithm for obtaining parametric solutions to stochastic explicit MPC problems. The proposed method called stochastic parametric differentiable predictive control (SP-DPC) is an extension of the deterministic DPC Drgošna et al. (2021b,a), with the main novelty being the inclusion of additive system uncertainties. In particular, we leverage sampling of chance constraints in the stochastic DPC problem reformulation and introduce the stochastic model-based policy optimization algorithm.

From a theoretical perspective, we adapt probabilistic performance guarantees as introduced in Hertneck et al. (2018) in the context of the proposed offline DPC policy optimization algorithm. However, contrary to the supervised learning-based approach in Hertneck et al. (2018), we propose an unsupervised approach to solve the underlying stochastic parametric optimal control problem by leveraging differentiable programming (Innes et al., 2019).

From an empirical perspective, we demonstrate the computational efficiency of the proposed SP-DPC policy optimization algorithm compared to implicit MPC via online solvers, with scalability beyond the limitations of explicit MPC via classical parametric programming solvers. In three numerical examples, we demonstrate the stochastic robustness of the proposed SP-DPC method to additive uncertainties and its capability to deal with a range of control tasks such as stabilization of unstable systems, stochastic reference tracking, and stochastic parametric obstacle avoidance with nonlinear constraints.

2. METHOD

2.1 Problem Statement

Let us consider following uncertain discrete-time linear dynamical system:

\[ x_{k+1} = Ax_k + Bu_k + \omega_k, \]

where \( x_k \in \mathbb{X} \subseteq \mathbb{R}^{n_x} \) are state variables, and \( u_k \in \mathbb{U} \subseteq \mathbb{R}^{n_u} \) are control inputs. The state matrices \( A \) and \( B \) are assumed to be known, however, the dynamical system is corrupted by \( \omega_k \in \Omega \subseteq \mathbb{R}^{n_\omega} \) which is time-varying additive unmeasured uncertainty. We consider that states and inputs are subject to joint parametric nonlinear chance constraints in their standard form:

\[
\begin{align}
\Pr(h(x_k, u_k) \leq 0) & \geq \beta, \\
\Pr(g(u_k, p_k) \leq 0) & \geq \beta, 
\end{align}
\]

where \( p_k \in \Xi \subseteq \mathbb{R}^{n_p} \) represents vector of parameters, and \( \beta \in [0,1] \) is the user-specified probability requirement, with \( \beta = 1 \) representing hard constraint where the state and parameter dependent constraints have to satisfy over all times. However, with relaxed probabilistic consideration, i.e., with \( \beta < 1 \) we can allow for constraint violation with probability \( 1 - \beta \), thereby trading-off performance with the robustness. Unfortunately, joint chance constraints (2) are in general non-convex and intractable. One of the approaches for dealing with joint chance constraints in constrained optimization is to use tractable deterministic surrogates via sampling (Bavdekar and Mesbah, 2016):

\[
\begin{align}
h(x_k^j, p_k) & \leq 0, j \in \mathbb{N}_1^N \\
g(u_k^j, p_k) & \leq 0, j \in \mathbb{N}_1^N
\end{align}
\]

where \( j \) represents the index of the deterministic realization of the chance constraints with uncertainties sampled from the distribution \( \omega_k^j \sim P_\omega \) with \( s \) number of samples.

For control, we consider an arbitrary differentiable performance metric given as a function of states, control actions, and problem parameters \( \ell(x_k, u_k, p_k) \). A standard example is the parametric reference tracking objective:

\[
\ell(x_k, u_k, p_k) = ||r_k - x_k||_Q^2 + ||u_k||_Q^2
\]

where the reference signal \( r_k \in \mathbb{X} \subseteq \mathbb{R}^{n_x} \) belongs to the parameter vector \( p_k \). With \( || \cdot ||_Q^2 \) is weighted squared 2-norm scaled with positive scalar-valued factor \( Q \).

Given the system dynamics model (1), our aim is to find parametric predictive optimal control policy represented by a deep neural network \( \pi_\theta(x_0, \xi) : \mathbb{R}^{n_{x}} \times \mathbb{R}^{n_{\omega}} \rightarrow \mathbb{R}^{n_{u}} \) (5) that minimizes the parametric control objective function (4) over finite prediction horizon \( N \), while satisfying the parametric chance constraints (2). \( \xi = [p_0, \ldots, p_{N-1}] \) represents a forecast of the problem parameters, e.g., reference and constraints preview given over the N-step horizon. Vector \( x_0 = x(t) \) represents a full state feedback of the initial conditions measured at time \( t \). We assume fully connected neural network policy given as:

\[
\begin{align}
U & = \pi_\theta(x_0, \xi) = W_L z_L + b_L \\
z_l & = \sigma(W_{l-1}z_{l-1} + b_{l-1}) \\
z_0 & = [x_0^T, \xi^T]
\end{align}
\]

where \( U = [u_0, \ldots, u_{N-1}] \) is an open-loop control sequence. In the policy architecture, \( z_l \) represent hidden states, \( W_l \) and \( b_l \) being weights and biases of the \( l \)-th layer, respectively, compactly represented as policy parameters \( \theta \) to be optimized.

The nonlinearity \( \sigma : \mathbb{R}^{n_{u_1}} \rightarrow \mathbb{R}^{n_{u}} \) is given by element-wise execution of a differentiable activation function \( \sigma : \mathbb{R} \rightarrow \mathbb{R} \).

We consider the following stochastic parametric optimal control problem:
Our objective is to optimize the explicit neural control policy (5) by solving the parametric problem (6) over the distributions of initial conditions \( P_{x_0} \), measured time-varying parameters, and unmeasured additive uncertainties \( P_\omega \). Samples of the initial conditions \( P_{x_0} \) represent optimal control problem parameters sampled from the distribution \( P_{x_k} \). The advantage of the model-based approach of DPC is that we can directly compute the policy gradient using automatic differentiation. For a simpler exposition of the parametric problem (6) over sampled distributions of problem’s initial conditions, measured time-varying parameters, and unmeasured additive uncertainties independently sampled from distribution \( P_\omega \), and define \( s \) number of unique disturbance scenarios with each scenario leads to one uncertain episode.

Overall, the problem (7) has \( m s \) unique scenarios indexed by a tuple \((i,j)\) that are parametrizing by expected value of the loss function (7a) through their effect on the system dynamics rollouts over \( N \) steps via the model equation (7b). Hence, the parametric loss function is defined over sampled distributions of problem’s initial conditions, measured time-varying parameters, and unmeasured additive and parametric uncertainties as follows:

\[
J(x_0, \xi, \Omega) = \frac{1}{m s N} \sum_{i=1}^{m} \sum_{j=1}^{s} \sum_{k=0}^{N-1} \left( \ell(x_k^{i,j}, u_k^{i,j}, p_k) + p_u(g(u_k^{i,j}, p_k))) + ||x_k^{i,j}||_2^2 \right) (8)
\]

where \( \ell(x_k, u_k, p_k) : \mathbb{R}^{n_x+n_u+n_p} \rightarrow \mathbb{R} \) defines the control objective, while \( p_u(h(x_k, p_k)) : \mathbb{R}^{n_u+n_p} \rightarrow \mathbb{R} \), and \( p_u(g(x_k, p_k)) : \mathbb{R}^{n_u+n_p} \rightarrow \mathbb{R} \) define penalties of parametric state and input constraints, defined as:

\[
p_u(h(x_k, p_k)) = ||\text{ReLU}(h(x_k, p_k))||_2^2 (9a)
\]

\[
p_u(g(x_k, p_k)) = ||\text{ReLU}(g(x_k, p_k))||_2^2 (9b)
\]

where \( || \cdot ||_Q \) represents squared 2-norm weighted by a positive scalar factor \( Q \), and ReLU stands for rectifier linear unit function given as \( \text{ReLU}(x) = \max(0, x) \).

### 2.3 Stochastic Parametric DPC Policy Optimization

The advantage of the model-based approach of DPC is that we can directly compute the policy gradient using automatic differentiation. For a simpler exposition of the policy gradient, we start by defining the following proxy variables:

\[
L = \frac{1}{m s N} \sum_{i=1}^{m} \sum_{j=1}^{s} \sum_{k=0}^{N-1} \ell(x_k^{i,j}, u_k^{i,j}, p_k) (10a)
\]

\[
L_x = \frac{1}{m s N} \sum_{i=1}^{m} \sum_{j=1}^{s} \sum_{k=0}^{N-1} p_u(h(x_k^{i,j}, p_k)) (10b)
\]

\[
L_u = \frac{1}{m s N} \sum_{i=1}^{m} \sum_{j=1}^{s} \sum_{k=0}^{N-1} p_u(g(x_k^{i,j}, p_k)) (10c)
\]
where $L$, $L_x$, and $L_u$ represent scalar values of the control objective, state, and input constraints, respectively, evaluated on the $N$-step ahead rollouts of the closed-loop system dynamics over the batches of sampled problem parameters ($i$-th index) and uncertainties ($j$-th index). This parametrization now allows us to express the policy gradient by using the chain rule as follows:

$$
\nabla_\theta J = \frac{\partial L}{\partial \theta} + \frac{\partial L_x}{\partial \theta} + \frac{\partial L_u}{\partial \theta} = \frac{\partial L}{\partial \theta} + \frac{\partial L_x}{\partial \theta} \frac{\partial x}{\partial \theta} \frac{\partial u}{\partial \theta} + \frac{\partial L_u}{\partial \theta} \frac{\partial u}{\partial \theta}
$$

(11)

Here $\frac{\partial L}{\partial \theta}$ are partial derivatives of the actions with respect to the policy parameters that can be computed via backpropagation through the neural architecture.

Having fully parametrized policy gradient (11) now allows us to train the neural control policies offline to obtain the approximate solution of the stochastic parametric optimal control problems (7) using gradient-based optimization. Specifically, we propose a policy optimization algorithm (1) that is based on joint sampling of the problem parameters and initial conditions from distributions $P_{x_0}$, and $P_{x_0}$, creating $m$ parametric scenarios, and independent sampling of the uncertainties from the distribution $P_\omega$, creating $s$ uncertainty scenarios. Then we construct a differentiable computational graph of the problem (7) with known matrices of the nominal system model (1), randomly initialized neural control policy (5), and parametric loss function (8). This model-based approach now allows us to directly compute the policy gradients (11) by backpropagating the loss function values (8) through the unrolled closed-loop system dynamics model over the $N$ step prediction horizon window. The computed policy gradients are then used to train the weights of the control policy $\theta$ via gradient-based optimizer $\bigcirc$, e.g., stochastic gradient descent and its popular variants.

**Algorithm 1** Stochastic parametric differentiable predictive control (SP-DPC) policy optimization.

1. **input** training datasets with $m$ samples of initial conditions $x_0$ and problem parameters $\xi$ sampled from the distributions $P_{x_0}$, and $P_{\omega}$, respectively.
2. **input** training datasets of $s$ realizations of uncertainties $\Omega$ sampled from the distribution $P_{\omega}$.
3. **input** nominal system model $(A, B)$.
4. **input** neural feedback policy architecture $\pi_\theta(x_0, \xi)$.
5. **input** stochastic parametric DPC loss function $J$ (8).
6. **input** gradient-based optimizer $\bigcirc$.
7. **differentiate** parametric DPC loss $J$ (8) over the sampled distributions of the initial conditions, problem parameters, and uncertainties to obtain the policy gradient $\nabla_\theta J$ (11).
8. **learn** policy $\pi_\theta$ via optimizer $\bigcirc$ using gradient $\nabla_\theta J$.
9. **return** optimized parameters $\theta$ of the policy $\pi_\theta$.

The Algorithm 1 can be implemented in any programming language supporting reverse mode automatic differentiation on user-defined computational graphs, e.g., Julia, Swift, or Jax. In our case, we implemented the proposed algorithm using Pytorch (Paszke et al., 2019) in Python.

3. **PROBABILISTIC GUARANTEES**

In a learning-based MPC setting, recent works such as (Hertneck et al., 2018; Rosolia et al., 2018; Karg et al., 2021) discuss a few probabilistic considerations. In this paper, we bring in a novel stochastic sampling-based design for differentiable predictive control architecture along with chance constraints for closed-loop state evolution and provide appropriate probabilistic guarantees motivated from (Hertneck et al., 2018). We use the differentiable predictive control policy optimization Algorithm 1 to solve the stochastic optimization problem (7). The algorithm uses a forward simulation of the trajectories, which follows the uncertain dynamical behavior. The system is perturbed by the bounded disturbance input $\omega^j_k$. Therefore, for a given initial condition, the uncertainty sources belong to $\omega^j_k \in \Phi$, where $\Phi$ represents a bounded set. Moreover, during the batch-wise training, we have considered different trajectories belonging to different parametric scenarios with varying initial conditions $x_0^j_k \in \mathbb{X} \subseteq \mathbb{R}^{n_x}$ and problem parameters $\xi^j_k \in \Xi \subseteq \mathbb{R}^{n_\xi}$. We considered the variation of initial conditions (7d) and different parametric scenarios (7e) contain $m$ number of known unique environment scenarios during the training, denoted with superscript $i$, and variations in different disturbance scenarios are denoted with superscript $j$ with $s$ different scenarios.

Before discussing the feasibility and stability theorem, let us denote the set of state trajectories over the stochastic closed-loop system rollouts $X^{i,j}_k$, with control action scenarios generated using the learned explicit SP-DPC policy $[u_0^{i,j}, \ldots, u_{N-1}^{i,j}] = \pi_\theta(x_0^{i,j}, \xi^j_k)$, for given samples of $i \in \mathbb{N}_m$ and disturbance $j \in \mathbb{N}_s$ scenarios, i.e.,

$$
X^{i,j}_k := \{x_{k}^{i,j}, \forall k \in \mathbb{N}_{0}^{N-1}, x_{0}^{i,j} = \mathcal{A}x_{0}^{i,j} + Bu_{0}^{i,j} + \omega_{0}^{i,j},
$$

We also compactly denote the constraints satisfaction metric over the sampled trajectories,

$$
P^{i,j} = \text{True} : \begin{cases}
    h(x_{k}^{i,j}, p_{k}^{i,j}) \leq 0, \forall k \in \mathbb{N}_{0}^{N-1}, \\
    g(u_{k}^{i,j}, p_{k}^{i,j}) \leq 0, \forall k \in \mathbb{N}_{0}^{N-1},
\end{cases}
$$

(12)

Now we define the indicator function,

$$
\mathcal{I}(X^{i,j}) := \begin{cases}
    1 \text{ if } P^{i,j} = \text{True}, \\
    0, \text{ otherwise},
\end{cases}
$$

(13)

which signifies whether the learned control law $\pi_\theta(x_0^{i,j}, \xi^j_k)$ satisfies the constraints along a sample trajectory until the terminal set $\mathcal{X}_T$ is reached.

**Theorem 1:** Consider the sampling-based approximation of the stochastic parametric constrained optimal control problem (7) along with assumptions $1 - 4$, and the SP-DPC policy optimization Algorithm 1. Choose chance constraint violation probability $1 - \beta$, and level of confidence parameter $\delta$. Then if the empirically computed risk $\hat{\mu}$ on the indicator function (13) with sufficiently large number of sample trajectories $r = ms$ satisfy $\beta \leq \hat{\mu} - \sqrt{-\ln \frac{\delta}{2t}}$, then the learned SP-DPC policy $\pi_\theta(x_0, \xi)$ will guarantee satisfaction of the chance constraints (2) and closed-loop stability in probabilistic sense. \(\square\)
Proof: We consider $m$ different scenarios encompassing sampled initial conditions and parameters, and $s$ different disturbance scenarios, thereby generating $r = ms$ sample trajectories. Moreover, the initial conditions, parameters and disturbance scenarios are each sampled in an iid fashion, thereby making $X^{i,j}, T(X^{i,j})$ iid with the learned control policy $\pi_\theta(x_0^i, \xi^i)$. The empirical risk over trajectories is defined as,

$$\bar{\mu} = \frac{1}{ms} \sum_{i=1}^{m} \sum_{j=1}^{s} T(X^{i,j}).$$

(14)

The constraint satisfaction and stability are guaranteed if for $x_0^i \sim P_{x_0}, \xi^i \sim P_\xi, \omega_k^i \sim P_\omega$, we have, $T(X^{i,j}) = 1$, i.e., deterministic samples of chance constraints are satisfied, $h(x_k^i, p_k^i) \leq 0, g(x_k^i, p_k^i) \leq 0, x_N^i \in X_T, \forall i \in \mathbb{N}_m, \text{and} \forall j \in \mathbb{N}_s$.

Denoting $\mu := \mathsf{Pr}(T(X) = 1)$ we recall Hoeffding’s Inequality (Hertneck et al., 2018) to estimate $\mu$ from the empirical risk $\bar{\mu}$ leading to:

$$\mathsf{Pr}(|\bar{\mu} - \mu| \geq \alpha) \leq 2\exp(-2r\alpha^2) \forall \alpha > 0.$$  

(15)

Therefore, denoting $\delta := 2\exp(-2r\alpha^2)$, with confidence $1 - \delta$ we will have,

$$\mathsf{Pr}(T(X) = 1) = \mu \geq \bar{\mu} - \alpha.$$  

(16)

Thus for a chosen confidence $\delta$ and risk lower bound $\beta \leq \mathsf{Pr}(T(X) = 1)$, we can evaluate the empirical risk bound:

$$\beta \leq \bar{\mu} - \alpha = \bar{\mu} - \sqrt{-\frac{\ln \frac{1}{\delta}}{2r}}$$  

(17)

Thereby, for a fixed chosen level of confidence $\delta$ and risk lower bound $\beta$, the empirical risk $\bar{\mu}$ and $\alpha$ can be computed for an experimental value of $r$. Thereby when (17) holds for the policies trained via Algorithm 1, then with confidence at least $1 - \delta$, for at least a fraction of $\beta$ trajectories $X$ we will have $P = \text{True}$. Or in other words, the chance constraints (2) are satisfied with the confidence $1 - \delta$. Furthermore, along with the constraint satisfaction of the closed-loop trajectories, assumption 4 guides us to the existence of a positive invariant terminal set in presence of bounded disturbances, thereby maintaining stability once the constraints are satisfied in probabilistic sense. This concludes the proof guaranteeing stability and constraint satisfaction of the learned policy using the SP-DPC optimization algorithm Algorithm 1.  

4. NUMERICAL CASE STUDIES

In this section, we present three numerical case studies for showcasing the flexibility of the proposed SP-DPC method. In particular, we demonstrate stochastically robust stabilization of an unstable system, reference tracking, and scalability to stochastic systems with a larger number of states and control inputs, as well as stochastic parametric obstacle avoidance with nonlinear constraints. All examples are implemented in the NeuroMANCE (Thur et al., 2021), which is a Pytorch-based (Paszke et al., 2019) toolbox for solving constrained parametric optimization problems using sampling-based algorithms such as the proposed Algorithm 1. All examples below have been trained using the stochastic gradient descent optimizer AdamW (Loshchilov and Hutter, 2017). All experiments were performed on a 64-bit machine with 2.60 GHz Intel(R) i7-8850H CPU and 16 GB RAM.

4.1 Stabilizing Unstable Constrained Stochastic System

In this example, we show the ability of the SP-DPC policy optimization Algorithm 1 to learn offline the stabilizing neural feedback policy for an unstable double integrator:

$$x_{k+1} = \begin{bmatrix} 1.2 & 1.0 \\ 0.0 & 1.0 \end{bmatrix} x_k + \begin{bmatrix} 1.0 \\ 0.5 \end{bmatrix} u_k + \omega_k$$  

(18)

with normally distributed additive uncertainties $\omega_k \sim \mathcal{N}(0,0.01)$. For stabilizing the system (18) we consider the following quadratic control performance metric:

$$\ell(x_k, u_k, p_k) = x_k^2 + u_k^2$$  

(19)

with the prediction horizon $N = 2$. We also consider the following static state and input constraints:

$$h(x_k, u_k, p_k) : -x_k - 10 \leq 0, x_k - 10 \leq 0$$  

(20a)

$$g(u_k, p_k) : u_k - 1 \leq 0, u_k - 1 \leq 0$$  

(20b)

Additionally, we consider the terminal constraint:

$$x_N \in X_T^c : -0.1 \leq x_N \leq 0.1.$$  

(21)

We use known system dynamics matrices (18), the control metric (19), and constraints (20a), (20b), and (21), the loss function $J$ (8) using the constraints penalties (9). For relative weights of the loss function terms, we use $Q_x = 5.0, Q_u = 0.2, Q_h = 10.0, Q_g = 100.0, Q_I = 1.0$, where $Q_I$ refers to the terminal penalty weight. This allows us to use a fully parametrized loss function $J$ in Algorithm (1) to train the full-state feedback neural policy $u_k = \pi_\theta(x_k) : \mathbb{R}^2 \rightarrow \mathbb{R}^4$ with 4 layers, each with 20-hidden units, and ReLU activations functions. For generating the synthetic training dataset we use $m = 3333$ samples of the uniformly distributed initial conditions from the interval $x_0^i \in [-10,10]$. Then for each initial condition $x_0^i$ we sample $s = 10$ realizations of the uncertainties $\omega_k^i$ and form the dataset with total number of $sm = 33330$ iid samples. Thus in this example, the problem parameters represent the initial conditions $x_i = [x_0^i]$. Then for the given number of samples $r = ms$ a chosen confidence $\delta = 0.99$ we evaluate the empirical risk (17). Thus we can say with 99.0% confidence that we satisfy the stability and constraints with probability at least $\mu - \alpha = 0.9951$.

The stochastic closed-loop control trajectories of the system (25) controlled with trained neural feedback policy and 20 realizations of the additive uncertainties are shown in Figure 1. In this example, we demonstrate stochastically robust control performance of the stabilizing neural policy trained using SP-DPC policy optimization Algorithm 1.

4.2 Stochastic Constrained Reference Tracking

In this case study, we demonstrate the scalability of the proposed SP-DPC policy optimization Algorithm 1 considering systems with a larger number of states and control actions. In particular, we consider the linear quadcopter model $\bar{x}_k \in \mathbb{R}^{12}$ and $u_k \in \mathbb{R}^4$, subject to additive uncertainties $\omega_k \in \mathbb{R}^{12} \sim \mathcal{N}(0,0.022)$. 

1 https://osqp.org/docs/examples/mpc.html
the larger prediction horizon and state and input dimensions, the problem being solved is far beyond the reach of classical parametric programming solvers.

| online evaluation time | mean [1e\(^{-3}\) s] | max [1e\(^{-3}\) s] |
|------------------------|----------------------|----------------------|
| SP-DPC                 | 0.272                | 1.038                |
| MPC (OSQP)             | 0.196                | 82.857               |

4.3 Stochastic Parametric Obstacle Avoidance

Here we demonstrate that the proposed SP-DPC policy optimization Algorithm 1 can be applied to stochastic parametric obstacle avoidance problems with nonlinear constraints. We assume the double integrator system:

\[
\mathbf{x}_{k+1} = \begin{bmatrix} 1.0 & 0.1 & 1.0 & 0.0 & 1.0 \\ 0.0 & 1.0 & 0.0 & 1.0 \end{bmatrix} \mathbf{x}_k + \begin{bmatrix} 1.0 \\ 0.1 \\ 1.0 \end{bmatrix} \mathbf{u}_k + \mathbf{w}_k
\]

with \(\mathbf{x} \in \mathbb{R}^2\) and \(\mathbf{u} \in \mathbb{R}^2\) subject to the box constraints (20). Furthermore, let's assume an obstacle parametrized by the nonlinear state constraints:

\[
h(\mathbf{x}_k, \mathbf{p}_k) : p^2 \leq (x_1 - c)^2 + (x_2 - d)^2
\]

where \(x_i\) is the \(i\)-th state, and \(c, b, c, d\) are parameters defining the volume, shape, and center of the obstacle, respectively. For training the SP-DPC neural policy via Algorithm 1 we use the following objective:

\[
J(\mathbf{x}_0, \xi, \Omega) = \frac{1}{m^N} \sum_{i=1}^m \sum_{j=1}^s \left( ||\mathbf{x}_N - r_N||^2_{Q_r} + \sum_{k=0}^{N-2} ||\mathbf{u}_{k+1} - \mathbf{u}_k||^2_{Q_u} + \sum_{k=0}^{N-1} (||\mathbf{x}_{k+1} - \mathbf{x}_k||^2_{Q_x} + ||\mathbf{u}_k||^2_{Q_u}) \right)
\]

with the prediction horizon \(N = 20\). The first term penalizes the deviation of the terminal state from the target position parametrized by \(r_N\). While the second and third terms of the objective penalize the change in control actions and states, thus promoting solutions with smoother trajectories. The last term is an energy minimization term on actions. We assume the following scaling...
factors $Q_r = 1.0, Q_{ds} = 1.0, Q_{dx} = 1.0, Q_s = 1.0, \text{ and } Q_h = 100.0$, for reference, input and state smoothing, energy minimization, and constraints penalties, respectively. The uncertainty scenarios $w_i^k$ are sampled from the normal distribution $\mathcal{N}(0, 0.01^2)$, with total number of samples $s = 100$. The vector of sampled parameters for this problem is given as $\xi^k = [x_0^k, r^k, p, b, c, d]^T$, with total number of samples $m = 1000$. Thus having total number of scenarios $r = 100k$ out of which $33k$ is used for training. The control policy $\pi_0(\xi^k): \mathbb{R}^8 \rightarrow \mathbb{R}^{N \times 2}$ is parametrized by 4-layer ReLU neural network with 35140 trainable parameters.

Due to the constraint (26) the resulting parametric optimal control problem (7) becomes nonlinear. To demonstrate the computational efficiency of the proposed SP-DPC method, we evaluate the computational time of the neural policies trained via Algorithm 1 against the deterministic nonlinear MPC implemented in CasADi framework (Andersson et al., 2019) and solved online using the IPOPT solver (Wächter and Biegler, 2006). Table 3 shows the mean and maximum online computational time associated with the evaluation of the learned SP-DPC neural policy, compared against implicit nonlinear MPC. We show that the learned neural control policy is roughly 5 times faster in the worst case and an order of magnitude faster on average than the deterministic NMPC solved online via IPOPT. The training time via Algorithm 1 with 1000 epochs took 17.47 minutes. Figure 3 shows stochastic trajectories generated by the proposed SP-DPC algorithm compared against nominal deterministic MPC.

Table 3. Online computational time of the SP-DPC neural policy, compared against implicit nonlinear MPC solved online via IPOPT.

| Algorithm            | online evaluation time | mean $\times 10^{-3}$ s | max $\times 10^{-3}$ s |
|----------------------|------------------------|--------------------------|-------------------------|
| SP-DPC               | 2.555                  | 10.144                   |                         |
| MPC (IPOPT)          | 28.362                 | 53.340                   |                         |

Fig. 3. Examples of trajectories with different parametric scenarios of the stochastic obstacle avoidance problem (26) obtained using neural policy trained via SP-DPC Algorithm 1. Nominal nonlinear MPC without uncertainties is computed online using IPOPT solver.

5. SUMMARY

In this paper, we presented a learning-based stochastic parametric differentiable predictive control (SP-DPC) methodology for uncertain dynamic systems. We consider probabilistic chance constraints on the state trajectories and use a sampling-based approach encompassing variations in initial conditions, problem parameters, and disturbances. Our proposed SP-DPC policy optimization algorithm employs automatic differentiation for efficient computation of policy gradients for the constrained stochastic parametric optimization problem, which forms the basis for the differentiable programming paradigm for predictive control of uncertain systems. We provided rigorous probabilistic guarantees for the learned SP-DPC neural policies for constraint satisfaction and closed-loop system stability. Our approach enjoys better scalability than classical parametric programming solvers and is computationally more efficient than state-of-the-art nonlinear programming solvers in the online evaluation. We substantiate these claims in three numerical examples, including stabilization of unstable systems, parametric reference tracking, and parametric obstacle avoidance with nonlinear constraints.

The proposed method assumes a known linear system dynamics model with additive uncertainties. Future work thus includes an extension to nonlinear systems. Due to the generality of the presented method, the use of nonlinear system models will not require a change in the Algorithm 1, nor in the probabilistic guarantees given in Theorem 3. The main bottleneck of the proposed method is a relatively large number of parametric and uncertainty scenarios that need to be sampled for the offline solution via Algorithm 1. Thus future work may include adaptive sampling methods leveraging ideas of exploration and exploitation from the reinforcement learning domain.
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