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Abstract In linear systems theory it’s a well known fact that a regulator given by the cascade of an oscillatory dynamics, driven by some regulated variables, and of a stabiliser stabilising the cascade of the plant and of the oscillators has the ability of blocking on the steady state of the regulated variables any harmonics matched with the ones of the oscillators. This is the well-celebrated internal model principle. In this paper we are interested to follow the same design route for a controlled plant that is a nonlinear and periodic system with period $T$: we add a bunch of linear oscillators, embedding $n_o$ harmonics that are multiple of $2\pi/T$, driven by a “regulated variable” of the nonlinear system, we look for a stabiliser for the nonlinear cascade of the plant and the oscillators, and we study the asymptotic properties of the resulting closed-loop regulated variable. In this framework the contributions of the paper are multiple: for specific class of minimum-phase systems we present a systematic way of designing a stabiliser, which is uniform with respect to $n_o$, by using a mix of high-gain and forwarding techniques; we prove that the resulting closed-loop system has a periodic steady state with period $T$ with a domain of attraction not shrinking with $n_o$; similarly to the linear case, we also show that the spectrum of the steady state closed-loop regulated variable does not contain the $n$ harmonics embedded in the bunch of oscillators and that the $L_2$ norm of the regulated variable is a monotonically decreasing function of $n_o$. The results are robust, namely the asymptotic properties on the regulated variable hold also in presence of any uncertainties in the controlled plant not destroying closed-loop stability.
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1 Introduction

The problem of rejecting or tracking asymptotically periodic or quasi-periodic signals is of primary importance in many applications [29, 30, 49]. Among them, robotics [25, 41], power electronics [38] and bio-medics engineering [18], just to cite a few. Such a problem is commonly known in control system theory as robust output regulation, see [11, 13, 16], where the adjective robust refers to the fact that the asymptotic properties are desired to hold not only for the nominal model of the system but also for small perturbations of it. The solution to the robust output regulation problem for finite-dimensional linear time-invariant systems is accredited to Francis, Wonham and Davison who at the same time, but independently, published their main works during the 70’s, see, e.g., [13, 16]. The proposed solution relies on the so-called internal model principle coined by Francis and Wonham in their celebrated work [16], stating that output regulation property is insensitive to plant parameter variations “only if the controller utilises feedback of the regulated variable, and incorporates in the feedback path a suitably reduplicated model of the dynamic structure of the exogenous signals which the regulator is required to process”. In turns, if some overall stability properties are guaranteed, the presence of a copy of the exogenous dynamics (also denoted as exosystem) in the regulator provides a “blocking-zero” effect on the desired regulated output at the dynamics excited by such exogenous signals. In other words, the regulated output cannot contain any mode of the exosystem if the overall trajectories are bounded. In practice, an integral action in the controller allows one to achieve zero-DC value of the regulated output, while a given oscillator at a certain frequency, ensures to have zero spectral component at it [4, 19].

In our preliminary contribution [4], focused on the problem of nonlinear robust output regulation in presence of periodic exosignals, we have proposed a solution for input-affine nonlinear systems that mimics the aforementioned linear paradigm [13, 16]. It involves the following two main components.

1. An internal-model unit processing the regulated output which is composed by a bunch of oscillators at a given fundamental frequency and a certain number $n_0$, possibly infinite, of its multiples. Such an internal model unit guarantees a blocking-zero property on the regulated error in terms of spectral components, i.e. the regulated output cannot have harmonics at the frequencies embedded in the internal model unit, see [4, Proposition 3] or [19, Proposition 1]. Such a property is insensitive to model perturbations as long as system trajectories are bounded. In doing so, (contrary to large part of nonlinear output regulation theory, see, e.g., [9, 10, 33]) a precise description of the generator of the exosignals is not needed as long as the fundamental period characterising all the spectrum is known. This motivates us in describing the plant dynamics as a $T$-periodic time-varying nonlinear system, without need of a precise description of the exogenous signals dynamics.
2. A state feedback stabiliser composed by two parts: a preliminary state feedback in charge of stabilising the equilibrium assumed to exist when the exosignals are zero, augmented by a forwarding feedback which serves at stabilising the overall extended dynamics composed by plant and the internal-model unit (see, e.g., [3–5]).

The motivation for such a solution comes from the well-known fact that an input-to-state stable system driven by a periodic input admits (at least locally) periodic solutions of the same period [45, §12]. In our preliminary work [4], however, some important issues were still open. In particular, it was not clear whether the domain of attraction of the steady-state periodic solution shrinks to zero by increasing the dimension of the internal-model unit (i.e. the number of oscillators), and whether asymptotic regulation can be achieved by means of a (countable) infinite-dimensional internal-model (i.e. by using an infinite number of oscillators). We gave a partial answer to this latter question in our second preliminary contribution [5].

The objective of this work is therefore to give an exhaustive answer to both open questions by providing a unifying result and by showing the practical interest of the proposed approach in periodic output regulation frameworks. For this, as in [5], we restrict our attention to the particular class of minimum-phase nonlinear systems, that is, systems possessing a well-defined relative degree with constant high-frequency gain, which are described in normal form (possibly after a change of coordinates), see [24, Chapter 4], and with locally exponentially stable zero-dynamics. This allows us to choose an elementary high-gain feedback as a preliminary stabilising feedback (see, e.g., [46, Lemma 2.2]) and a linear forwarding feedback. In this simplified context, it is shown that the behaviour of the proposed regulator is robust with respect to model uncertainties and uniform in the dimension of the internal model unit (i.e., the number \( n_o \) of oscillators), in the following sense:

- The high-gain feedback doesn’t need to be re-parametrized if the number of oscillators vary. It is chosen beforehand, based on the Lipschitz system properties (i.e., the precise knowledge of the plant’s dynamics is not needed).
- The proposed regulator ensures boundedness of the overall closed-loop system trajectories and the existence of a (locally) exponentially stable \( T \)-periodic solution, with a domain of attraction which is uniform in the number of oscillators \( n_o \), and independent of their frequencies. In other words, a precise knowledge of the period \( T \) characterising the plant’s dynamics (that is, the period of the exosignals) is not needed to ensure such a boundedness property.
- If the fundamental frequency of the internal-model unit oscillators is selected exactly as the one characterising the plant’s dynamics \( \frac{2\pi}{T} \), then the regulated output cannot contain harmonics at the frequencies of such oscillators, and approximate regulation is achieved\(^1\). Furthermore, the \( L_2 \) norm (over a period) of the steady-state output is inversely proportional to the number of oscillators: the quality of approximate regulation can be therefore improved by augmenting the number of oscillators (and not by increasing the parameters of the high-gain feedback regulator as in high-gain feedback control).

\(^1\) Note that the notion of approximate considered here is different from the notion of \( k \)-th order approximate regulation defined in [23], [11, Chapter 2.5].
If the number of oscillators is infinite, then asymptotic\(^2\) output regulation is achieved. This infinite dimensional regulator preserves the same bounds in terms of high-gain feedback and domain of attraction.

In conclusion, we show that the problem of periodic robust output regulation can be generically solved by an infinite-dimensional internal-model based regulator containing oscillators at all multiples of the basic periodic. Moreover, a good finite-dimensional approximation of such a regulator can be obtained by using a finite number of oscillators. In doing so, one obtains a desired accuracy (in terms of \(L^2\) norm) with bounds of the high-gain term and the domain of attraction which are uniform (i.e., independent) in the desired approximation (i.e., the number of oscillators).

From a technical point of view, the main difficulty to deal with is the fact that each time we modify the dimension of the internal model unit (i.e. we vary the number of oscillators), we have to study a system with different state-space dimension. While most of mathematical tools are well-suited to study the effect of parameter’s variations in system dynamics (see, e.g., [27] or [3, Appendix]), it is very hard to compare objects with different dimensions and we are unaware of generic tools developed for this specific purpose. For this reasons, in this work we analyse all the aforementioned properties (all these contributions are new with respect to our preliminary works [4, 5]) by carefully re-doing all the proofs concerning existence of periodic solutions (which mainly relies on fixed-point theorems) and their stability properties (which mainly relies on Lyapunov analysis), by showing that all these features are uniform in the internal-model system dimension. In such a perspective, the fact of focusing on minimum-phase systems with constant high-frequency gain and unitary relative degree allows us to conceptually simplify most of the (already complex) proofs. The case of higher relative degree can be easily dealt with by means of partial change of coordinates as show in [44]. Details are given in Section 3.5. The case of square multi-input multi-output (i.e. same number of inputs and outputs) systems with constant (and invertible) high-frequency matrix gain is also straightforward and not considered in this work.

This rest of the article is organised as follow. In Section 2 we state the problem formulation and, in Section 3, we provide the main results of this work. With these precise elements at hand, we are in a better position to compare our results with what is available in the literature. This is done in Section 3.4. A numerical example is proposed in Section 4. Conclusions are drawn in Section 5. All proofs are postponed in the Appendix.

**Notation.** \(\mathbb{R}\) is the set of real numbers and \(\mathbb{R}_{\geq 0} := [0, +\infty)\); \(\mathbb{Z}\) is the set of integers; \(\mathbb{N}\) is the set of non-negative integers, and \(\mathbb{N}_{>0}\) is the set of positive integers, \(\mathbb{C}\) is the set of complex number and \(i = \sqrt{-1}\). Given \(x \in \mathbb{C}\), we denote with \(\bar{x}\) its conjugate. We denote by \(\mathcal{C}^k(X;Y)\) the set of \(C^k\) functions from \(X\) to \(Y\), and with \(\mathcal{C}^k_T([0,T];X)\) the set of \(C^k\) \(T\)-periodic functions from \([0,T]\) to \(X\). For compactness, in the following, \(\mathcal{C}^k_T([0,T];X)\) will be simply denoted as \(\mathcal{C}^k_T(X)\).

\(^2\) In this case, exponential stability cannot be anymore guaranteed in view of the presence of an infinite number of poles on the imaginary axis and the use of a bounded (in the sense of [47, Page 24]) control operator. See also [2, 42, 43] for other examples of such a phenomenon.
2 Problem Statement

The objective of this work is to state and prove very precise results concerning the output regulation problem for the particular systems that can be rewritten, under suitable change of coordinates, in the form

\[
\begin{align*}
\dot{x} &= f(w, x, e) \\
\dot{e} &= q(w, x, e) + u
\end{align*}
\]

where \((x, e) \in \mathbb{R}^n \times \mathbb{R}\) is the state, with \(x\) unmeasured \(u \in \mathbb{R}\) is the control input, \(e \in \mathbb{R}\) is the measured output to be regulated to zero and \(w \in \mathbb{R}^n\) are exogenous signals representing references to be tracked or disturbances to be rejected. The number of control problems that can be recast in such a form is very large and examples may be found, for instance, in \([2, 9, 10, 26, 31, 33]\) and references therein. As discussed in \([10, \text{Remark 1}]\), the considered class of systems may look very particular, as it has relative degree 1 between control input \(u\) and regulated output \(e\). However, the design methodology described in what follows lends itself to a straightforward extension to systems with higher relative degree \([9, \text{eq. (33)}]\). More details are postponed to Section 3.5. In this work, we suppose that \(w\) is \(T\)-periodic, in other words \(w\) is a sufficiently smooth function fulfilling \(w(t + T) = w(t)\). To simplify our notations, throughout the rest of this paper we will replace \(w\) by \(t\) and we will assume that the functions \(f, q\) satisfy

\[
\begin{align*}
f(t + T, x, e) &= f(t, x, e), \\
q(t + T, x, e) &= q(t, x, e)
\end{align*}
\]

for any \(t\). We are interested, moreover, in systems which are strongly minimum-phase. In particular, we suppose that when \(e = 0\), the system

\[
\dot{x} = f(t, x, 0)
\]

admits a unique periodic solution \(x_0(\cdot)\) which is exponentially stable with some domain of attraction. Since, in what follows, the knowledge of \(x_0\) is not required and \(x\) is not accessible, there is no loss of generality in assuming that \(x_0(t)\) is the origin of the coordinates for \(x\) at time \(t\). This allows us to formulate our output regulation problem for the following class of systems

\[
\begin{align*}
\dot{x} &= f(t, x, e) & \text{(1a)}\\
\dot{e} &= q(t, x, e) + u & \text{(1b)}
\end{align*}
\]

where \(f : \mathbb{R} \times \mathbb{R}^n \times \mathbb{R} \to \mathbb{R}^n\) and \(q : \mathbb{R} \times \mathbb{R}^n \times \mathbb{R} \to \mathbb{R}\) are \(C^2\) and \(T\)-periodic in their first argument, \(f\) is such that \(f(t, 0, 0) = 0\) for all \(t \geq 0\) and the function \(q\) satisfies \(\sup_{t \in [0,T]} |q(t, 0, 0)| > 0\) (otherwise the problem would trivially boil down to a stabilisation context that would be solved, in a semi-global context, by a simple high-gain feedback \(u = -\sigma e\), with \(\sigma > 0\) sufficiently large, see, e.g., \([46]\)).

Our approximate output regulation objective is

\[
\limsup_{t \to \infty} |e(t)| \leq e_p
\]

with \(e_p\) arbitrarily chosen.
Evidently, a simple way to achieve such a practical regulation property could be that of implementing a high-gain controller of the form \( u = -\sigma e \), with \( \sigma > 0 \) large enough, see, e.g., [46, Example 2.1]. The drawback of this controller is that \( \sigma \) is the only tunable parameter and it has the undesirable property of amplification of possible (high-frequency) measurement noise, thus being unsuited in practical applications. The regulator we propose incorporates also a tunable internal model allowing to satisfy (2) but also stronger properties that a standard high-gain controller could not achieve. Also, as explained in the introduction, we want a result as less dependent on \( f \) and \( q \) as possible. The aim of this weak dependency is to make the property (2) robust to uncertainties in \( f \) and \( q \). This is achieved by asking not the exact knowledge of the pair \( (f, q) \) but only that it belongs to a family. Precisely, say that we have a model pair \((f_m, q_m)\). We define from it the set of bounding functions

\[
\begin{align*}
\sup_{(t,x,e)\in \mathcal{S}_f(x)} |f_m(t,x,e)| &\leq f(x,e), & \sup_{(t,x,e)\in \mathcal{S}_f(x)} \left| \frac{\partial f_m}{\partial e}(t,x,e) \right| &\leq f_e(x,e), \\
\sup_{(t,x,e)\in \mathcal{S}_f(x)} \left| \frac{\partial^2 f_m}{\partial x \partial e}(t,x,e) \right| &\leq f_{ee}(x,e), & \sup_{(t,x,e)\in \mathcal{S}_f(x)} \left| \frac{\partial^2 f_m}{\partial e^2}(t,x,e) \right| &\leq f_{ee}(x,e),
\end{align*}
\]

where we have introduced the sets

\[
\begin{align*}
\mathcal{S}_f(x) &:= \{ x : |x| \leq x \}, & \mathcal{S}_e(x) &:= \{ x : |e| \leq e \}, \\
\mathcal{T}(x,e) &:= \mathcal{S}_f(x) \times \mathcal{S}_e(e), & \mathcal{T}(x,e) &:= [0,T] \times \mathcal{S}_f(x) \times \mathcal{S}_e(e),
\end{align*}
\]

Then we forget \((f_m, q_m)\) and instead consider the families of functions \( \mathcal{F} \) and \( \mathcal{Q} \) defined as follows.

**Definition 1 (Family \( \mathcal{F} \))** Given a triplet of positive numbers \( \bar{\mathcal{P}}, \mathcal{P}, \alpha > 0 \) and a pair of positive numbers \( \mathbf{x}, \mathbf{e} > 0 \), we say that the function \( f : \mathbb{R}_{\geq 0} \times \mathbb{R}^n \times \mathbb{R} \rightarrow \mathbb{R}^n \) belongs to the family \( \mathcal{F}(\bar{\mathcal{P}}, \mathcal{P}, \alpha, \mathbf{x}, \mathbf{e}) \) if the following statements holds:

- The function \( f \) is \( C^2 \), \( T \)-periodic in the first argument and satisfies the following set of inequalities

\[
\begin{align*}
\sup_{(t,x,e)\in \mathcal{T}(x,e)} |f(t,x,e)| &\leq f(x,e), & \sup_{(t,x,e)\in \mathcal{T}(x,e)} \left| \frac{\partial f}{\partial e}(t,x,e) \right| &\leq f_e(x,e), \\
\sup_{(t,x,e)\in \mathcal{T}(x,e)} \left| \frac{\partial^2 f}{\partial x \partial e}(t,x,e) \right| &\leq f_{ee}(x,e), & \sup_{(t,x,e)\in \mathcal{T}(x,e)} \left| \frac{\partial^2 f}{\partial e^2}(t,x,e) \right| &\leq f_{ee}(x,e),
\end{align*}
\]
• There exists a $T$-periodic $C^1$ positive definite matrix $P_\alpha : [0, T] \to \mathbb{R}^{n \times n}$, satisfying
\begin{equation}
0 < P_\alpha \leq P_\alpha (t) \leq \mathbb{T} I,
\end{equation}
\begin{equation}
\dot{P}_\alpha (t) + P_\alpha (t) \frac{\partial f}{\partial x}(t, 0, 0) + \frac{\partial f^T}{\partial x}(t, 0, 0) P_\alpha (t) \leq -2\alpha P_\alpha .
\end{equation}

**Definition 2 (Family $\mathcal{Q}$):** Given a pair of positive numbers $\mathbf{x}, \mathbf{e} > 0$, we say that the function $q : \mathbb{R}_{\geq 0} \times \mathbb{R}^n \times \mathbb{R} \to \mathbb{R}^n$ belongs to the family $\mathcal{Q}(\mathbf{x}, \mathbf{e})$ if it is $C^2$, $T$-periodic in its first argument and satisfies the following set of inequalities
\begin{align}
\sup_{(t, x, e) \in \mathcal{F}(\mathbf{x}, \mathbf{e})} |q(t, x, e)| & \leq q_0(x, e),
\sup_{(t, x, e) \in \mathcal{F}(\mathbf{x}, \mathbf{e})} \left| \frac{\partial q}{\partial e}(t, x, e) \right| & \leq q_e(x, e),
\sup_{(t, x, e) \in \mathcal{F}(\mathbf{x}, \mathbf{e})} \left| \frac{\partial q}{\partial t}(t, x, e) \right| & \leq q_f(x, e),
\end{align}
where typically the zero-dynamics (1a) is asked to be input-to-state stable (in short, ISS) or integral ISS (in short, iISS) with respect to $e$. Indeed, the function $V(t, x) = x^T P_\alpha(t)x$ can be used as Lyapunov function to establish such stability properties. Since in this work we are not interested in establishing semi-global results, the properties (4) and (5) will be the only assumptions made on the zero-dynamics (1a). Such assumptions are indeed milder than those commonly stated in semi-global output regulation results, where typically the zero-dynamics (1a) is asked to be input-to-state stable (in short, ISS) or integral ISS (in short, iISS) with respect to $e$, see, e.g., [10, 26, 44, 50].

### 3 Main Results

#### 3.1 Internal-Model Based Regulator Design

The feedback law we propose is made of two sets of tunable parameters:

- an integer $n_0 \in \mathbb{N}$ and two positive real numbers $\sigma, \mu > 0$;
- two sequences of positive real numbers $n_{z\ell}$ and $\omega_\ell$ satisfying
\begin{align}
\sum_{\ell=0}^{\infty} n_{z\ell} & = N_z^2 < +\infty ,
\end{align}
\begin{equation}
n_{z(\ell+1)} < n_{z\ell} \quad \forall 0 \leq \ell ,
\end{equation}
\begin{equation}
\ell n_{z\ell} \leq mn_{zm} \quad \forall (\ell, m) : 0 < m \leq \ell ,
\end{equation}
\begin{equation}
\ell^2 n_{z\ell} \leq m^2 n_{zm} \quad \forall (\ell, m) : 0 \leq \ell \leq m ,
\end{equation}
\begin{equation}
\omega_\ell = \ell \bar{\omega} \quad \forall \ell > 0 ,
\end{equation}
where $\bar{\omega}$ is a positive constant.
for some $\hat{\omega} > 0$. Actually, as an illustration or for more specificity, we consider often the particular case

$$
\begin{align*}
    n_0 &= 2, \\
    n_{\ell} &= \frac{1}{\ell^{1+\varepsilon}}, \quad \forall \ell \in \mathbb{N}_{>0} \quad \varepsilon \in (0, 1].
\end{align*}
$$

(8)

The proposed dynamic controller takes the form

$$
\begin{align*}
    \dot{z} &= \Phi z + \Gamma e, \\
    u &= -\sigma e + \mu M^T N_c(z - M e),
\end{align*}
$$

(9a, 9b)

where $z = (z_0, \ldots, z_{n_0}) \in \mathbb{R}^{2n_0+1}$, is the state of the controller and the matrices $\Phi, N_c \in \mathbb{R}^{(2n_0+1) \times (2n_0+1)}$ and $\Gamma, M \in \mathbb{R}^{2n_0+1}$ are defined as

$$
\begin{align*}
    \Phi &= \text{blkdiag}(0, \Phi_1, \ldots, \Phi_{n_0}), \\
    \Phi_\ell &= \begin{pmatrix} 0 & \omega_\ell \\ -\omega_\ell & 0 \end{pmatrix}, \\
    N_c &= \text{blkdiag}(n_{z_0}, N_{z_1}, \ldots, N_{z_n}), \\
    N_{z_\ell} &= n_{z_\ell} I_2 \quad \forall \ell = 1, \ldots, n_o, \\
    M &= (1, M_1^T, \ldots, M_{n_o}^T)^T, \\
    M_\ell &= (1, 0)^T \quad \forall \ell = 1, \ldots, n_o, \\
    \Gamma &= -(\Phi + \sigma I) M.
\end{align*}
$$

(10)

It can be readily seen from the definition of (10), that the regulator (9) is composed of two parts: an internal-model unit (9a), that is, the $z$-dynamics, characterised by an integrator and a bunch of linear oscillators at frequencies $\omega_\ell$, and a linear stabilizing term (9b) having embedded the high-gain feedback law $-\sigma e$ needed for stability purposes (see, e.g., [33, 46]). As shown in the rest of the paper, the feedback law (9) guarantees that (2) holds with any (arbitrarily small) $e_p$ chosen a priori and independent of $n_o$, and moreover

$$
\lim_{n_o \to +\infty} \limsup_{t \to +\infty} |e(t)| = 0,
$$

(11)

when the basic frequency characterizing the oscillators $\Phi_\ell$ of the internal-model unit is selected as $\hat{\omega} = \frac{2\pi}{\ell^{1+\varepsilon}}$, that is $\omega_\ell = \ell^{1+\varepsilon}$ for any $\ell = 1, \ldots, n_o$.

3.2 Approximate Regulation

First, we study the interconnection of the finite-dimensional controller (9) in closed-loop with the system (1) and we establish a certain number of properties concerning the existence and stability of a steady-state trajectory and the norm of the corresponding regulated output. The proof of the following theorem is postponed to Section A.

Theorem 1 Given a triplet $(\overline{P}_x, \overline{P}_e, \alpha)$ and any fixed $\mu \geq 1$, there exist positive real numbers $x, e, z, \sigma^*$, independent of $n_o$, such that, the closed-loop system (1), (9), with any $f \in \mathcal{F}(2x, 2e, \overline{P}_x, \overline{P}_e, \alpha)$ and any $q \in \mathcal{Q}(2x, 2e)$, satisfies the following statements:
1) for any $\sigma > \sigma^*$ and any $n_o > 0$, the closed-loop system (1), (9) admits a $T$-periodic solution $(x_p, e_p, z_p) \in \mathbb{E}_T^T(\mathbb{R}^n \times \mathbb{R} \times \mathbb{R}^{2n_o + 1})$ satisfying

$$\sup_{t \in [0,T]} |x_p(t)| \leq x, \quad \sup_{t \in [0,T]} |e_p(t)| \leq e, \quad \sup_{t \in [0,T]} \sqrt{z_p(t)^\top N_z z_p(t)} \leq z. \quad (12)$$

Moreover $(x_p, e_p, z_p)$ is locally exponentially stable with a domain of attraction that includes the set

$$\mathcal{N}(x,e,z) = \left\{ (x,e,z) : |x| \leq 2x, |e| \leq 2e, \sqrt{z^\top N_z z} \leq 2z \right\} \quad (13)$$

which is independent of $n_o$.

2) There exists $\psi_1, \psi_2 > 0$, independent of $n_o, \sigma, \mu$, such that, for any $\sigma > \sigma^*$ and any $n_o > 0$, the corresponding $T$-periodic solution $(x_p, e_p, z_p)$ of the closed-loop system (1), (9) established in item 1) satisfies

$$\sup_{t \in [0,T]} |e_p(t)| \leq \frac{\psi_1}{\sigma}, \quad \sup_{t \in [0,T]} |x_p(t)| \leq \frac{\psi_2}{\sigma}. \quad (14)$$

3) Let $\sigma > \sigma^*$ and $n_o$ be fixed. If, for some $\ell$ in $\{1, \ldots, n_o\}$, there exists an integer $R_{\ell} > 0$ such that $\omega_{\ell}$ in (9), satisfies

$$\omega_{\ell} = R_{\ell} \frac{2\pi}{T},$$

then the corresponding $T$-periodic solution $(x_p, e_p, z_p)$ of the closed-loop system (1), (9) established in item 1) satisfies

$$\int_0^T \sin(R_{\ell} \frac{2\pi}{T} t) e_p(t) dt = \int_0^T \cos(R_{\ell} \frac{2\pi}{T} t) e_p(t) dt = 0. \quad (15)$$

4) Suppose that we have $\tilde{\omega} = \frac{2\pi}{T}$ in (7e). Then, there exists $\psi_2 > 0$, independent of $n_o, \sigma, \mu$, such that, for any $\sigma > \sigma^*$ and $n_o > 0$, the corresponding $T$-periodic solution $(x_p, e_p, z_p)$ of the closed-loop system (1), (9) established in item 1) satisfies

$$\int_0^T |e_p(t)|^2 dt \leq \frac{\psi_2}{(n_o + 1)^2}, \quad (16)$$

$$\int_0^T \left( \frac{\cos(\omega_{\ell} t)}{\sin(\omega_{\ell} t)} \right) e_p(t) dt = 0 \quad \forall \ell \in \{1, \ldots, n_o\}.$$
Item 2 establishes that the controller (9) preserves the high-gain property of a feedback without internal-model: the infinity norm of the steady-state trajectory of the regulated output $e$ can be arbitrarily made small by augmenting the parameter $\sigma$, see (14). In other words, we don’t loose the properties of a simple high-gain feedback $u = -\sigma e$. Moreover, such a high-gain property is robust to model uncertainties and independent of the parameters $n_\ell, \omega_\ell$ in (7).

Item 3 characterises the behaviour of the steady-state of the regulated output $e$ when the frequency of one oscillator is a multiple of the basic frequency $\frac{2\pi}{T}$ characterising the periodicity of the frequencies $f, q$. In this case, the Fourier coefficient of $e$ corresponding to that frequency is zero. Such a property evidently suggests a strategy to select the parameters $\omega_\ell$ in (9) when the periodicity $T$ of the functions $f, q$ is known. This is well established in item 4.

In particular, the inequality (16) shows that the $L_2$ norm of the steady-state regulated output $e$ can be made arbitrarily small by augmenting the number of oscillators, if those are chosen so that their frequency is multiple of the basic frequency $\frac{2\pi}{T}$. This is a consequence of the fact that each corresponding Fourier coefficient is zero, as established by (15). Note that although a similar result were already proved in [4], [19], the novelty of item 4 is that here we are able to show that the inequality (16) is uniform in the parameters of the controller (9). This implies that, from a practical point of view, one can first fix the parameters $\mu, \sigma$, and then arbitrarily increase $n_o$ so that to reduce the $L_2$ norm of the regulated output. Furthermore, in doing so, the domain of attraction is guaranteed to always exist and contain a prescribed set of initial conditions independent of the parameters of the internal-model. In other words, when the period $T$ is known, the approximate regulation objective (2) can be satisfied by augmenting the number of oscillators and not the high-gain parameter.

In the next section, we will show that the bound (11) hold when considering the non-implementable infinite-dimensional case, corresponding to the limit case of the regulator (9) in which $n_o = +\infty$.

### 3.3 Exact Regulation

In this section we want to study the limit case (non-implementable) in which the period $T$ is perfectly known and the number of oscillators in the regulator (9) is chosen as infinite $n_o = \infty$, with $\hat{\omega} = \frac{2\pi}{T}$, that is $\omega_\ell = \frac{2\pi}{T}$ for all $\ell \in \{0, 1, \ldots, \infty\}$. In particular we aim at establishing that, in such a case, exact regulation is achievable and (11) is satisfied. To this end, let us define the linear operators $\Phi, N_z, M, \Gamma$ as

\begin{align*}
    \Phi := \left(\Phi_\ell\right)_{\ell \in \mathbb{N}_0}, & \quad \Phi_0 := 0, \quad \Phi_\ell := \frac{2\pi}{T} \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}, \\
    N_z := \left(\nu_\ell\right)_{\ell \in \mathbb{N}_0}, & \quad N_{z0} := n_0, \quad N_{z\ell} := n_\ell \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}, \\
    M := \left(M_\ell\right)_{\ell \in \mathbb{N}_0}, & \quad M_0 := 1, \quad M_\ell := \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}^T, \\
    \Gamma := -\left(\Phi + \sigma I\right)M
\end{align*}

(17)
with \((n_{\ell})_{\ell \in \mathbb{N}_0}\) being the sequence defined in (7a). We denote with \(\mathcal{Z}\) the space of sequences

\[
\mathcal{Z} := \{ z = (z_\ell)_{\ell \in \mathbb{N}_0}, \; z_0 \in \mathbb{R}, \; z_\ell \in \mathbb{R}^2, \; \ell \in \mathbb{N} \}
\]

and we define the space \(\mathcal{L}^2_{N_z}\) as

\[
\mathcal{L}^2_{N_z} := \left\{ z \in \mathcal{Z} : \|z\|^2_{N_z} := z^\top N_z z = \sum_{\ell=0}^{\infty} n_{\ell} |z_\ell|^2 < \infty \right\}
\]

with \(N_z\) being defined in (17). This space, being linearly isometric with the standard \(L^2\) space, is complete. In this section, we address the specific case in which the regulator is selected as

\[
\dot{z} = \Phi z + \Gamma e
\]

\[
u = -\sigma e + \mu M^\top N_z (z - Me),
\]

where \(z \in \mathcal{Z}\), is the state with initial condition \(z(0) \in \mathcal{L}^2_{N_z}\), and the linear operators \(\Phi, M, N_z\) are now defined as in (17). As now the state \(z\) is a vector of infinite, but countable dimension, we will consider only solutions in the space \(\mathcal{L}^2_{N_z}\). We have the following result showing that exact regulation can be achieved. The proof of the following theorem is postponed to Section A.

**Theorem 2** Let the triplet \((\mathcal{P}_x, \mathcal{P}_e, \alpha)\) be given and fix any \(\mu \geq 1\). Consider the real numbers \(x, e, z\) and \(\sigma^*\) given by Theorem 1. There exists \(\sigma]\) such that, for any \(\sigma > \sigma^*\), any trajectory \((x(t), e(t), z(t))\) of the closed-loop system (1), (9), with \(f \in \mathcal{F}(2x, 2e, \mathcal{P}_x, \mathcal{P}_e, \alpha)\) and \(q \in \mathcal{Q}(2x, 2e)\), starting in the set

\[
\{(x, e, z) \in \mathbb{R}^n \times \mathbb{R} \times \mathcal{L}^2_{N_z} : |x| \leq 2x, |e| \leq 2e, \|z\|_{N_z} \leq 2z\},
\]

is defined and complete forward in time, bounded in \(\mathbb{R}^n \times \mathbb{R} \times \mathcal{L}^2_{N_z}\), and satisfies

\[
\lim_{t \to \infty} e(t) = 0 \text{ and } \lim_{t \to \infty} x(t) = 0.
\]

Theorem 2 establishes that with an infinite-dimensional regulator, exact regulation can be achieved if the period \(T\) characterising the functions \(f, q\) is perfectly known, and if the regulator embeds an infinite-number of oscillators at \(2\pi/T\) and all its multiples. In practice, such a result confirms the property (11) of the finite dimensional regulator (9). It is noticed that in statement we showed that the domain of attraction in terms of \((x, e)\)-coordinates is not reduced with respect to those given by Theorem 1. Furthermore, for the same values of \(x, e\), the resulting high-gain parameter \(\sigma\) can be chosen smaller with an exact infinite-dimensional regulator. The main motivation to this fact is that, in the approximate case, the steady-state solution \(x_p\) does not coincide with the origin, thus reducing the stability margins ensured by (5). In turn, \(\sigma\) has to be chosen larger to compensate such a loss.
3.4 Literature Review

The problem of periodic output regulation has been studied in the past decades by many authors with many different tools and ideas. Although various approaches as ours allow to cope with more general dynamics, for the sake of precision, we restrict our discussion to systems which admit a normal form like the one at the beginning of Section 2 or more generally like (21). We revisit the following main approaches based on the use of “smooth regulators”.

- **Nonlinear output regulation.** Starting from the notable results on the so-called non-linear regulator equations [9] in a non-equilibrium context, the development of output regulation theory has been mainly pursued in the context of minimum-phase systems of the form (1). The design of internal-models has been focused mainly in the sense of input-cancellation/observation, that is, with the purposes of reproducing the asymptotic behaviour of the zeroing steady-state input \(-q(t,0,0)\) for system (1b), see, e.g., [10, 33]. Although these approaches can ensure asymptotic regulation with finite-dimensional regulators, it is not clear whether they can be extended in a non-matching case, i.e. without the use of a normal form (1). Furthermore, as discussed in see [6, 7], asymptotic regulation is lost as soon as unstructured model uncertainties are considered. Approximate asymptotic solutions have been also proposed in [8, 17, 32], but again, the extension to more general classes of systems (as in [4]) is not clear.

- **Repetitive control.** Based on the fact that a delay can be used as a universal generator of periodic signal, the repetitive control approach was first proposed at the end of the 80’s, [22] for linear systems in order to solve periodic output regulation problems, with remarkable results in the context of discrete-time systems [30] and practical applications [29]. Nonlinear extensions were proposed for instance in [2, 19, 38]. Similarly to our approach, finite-dimensional approximations based on Fourier approximation were used in [19], based on the fact that a delay can be equivalently represented by an infinite-number of oscillators\(^3\). In this spirit, our work contributes also to the repetitive control theory clarifying the uniformity aspects in terms of basin of attraction of periodic solutions with respect to the approximation of the internal-model unit.

- **Adaptive learning control.** An approach similar to repetitive control is also the one denoted as adaptive learning control, see, e.g., [15, 34, 48], developed in the context of minimum-phase systems (1), with the objective of estimating the Fourier coefficients of the zeroing steady-state input \(-q(t,0,0)\) [15], or canceling it by means of delays [34, 48]. Extensions to systems not possessing a normal forms and practical implementations issues related to the delay (and therefore the asymptotic properties of a discretised regulator) have not been discussed.

- **Input disturbance observers.** Finally, for systems in normal form, input disturbance observers can be used in output regulation of minimum-phase systems (1), see, e.g., [21]. Again, the extension of such an approach to more general classes of systems (as in [4]) is not clear.

\(^3\) This can be shown, for instance, by using Riesz bases, see Example 2.6.12 in [47].
3.5 Higher-Relative Degree Case via Partial-State Feedback

Consider now a system of relative degree higher than one and described by

\[
\begin{align*}
\dot{x} &= f_0(t, x, \xi_1) \\
\dot{\xi}_i &= \xi_{i+1}, \quad i = 1, \ldots, r - 1, \\
\dot{\xi}_r &= q_0(t, x, \xi) + u, 
\end{align*}
\] (21)

with \( x \in \mathbb{R}^n, \xi = (\xi_1, \ldots, \xi_r)^T \in \mathbb{R}^n \), and suppose that our output regulation objective is now given by

\[
\limsup_{t \to \infty} |\xi_1(t)| \leq \xi_{1p}.
\] (22)

Following for instance [44], we consider the change of coordinates

\[
\xi_r \mapsto e := \xi_r + \sum_{i=1}^{r-1} a_i \xi_i
\]

where \( a_i \) are chosen so that \( \lambda^{r-1} + a_1 \lambda^{r-2} + \ldots + a_r \lambda + a_{r-1} \) is a Hurwitz polynomial. In the new coordinates, system (21) reads as

\[
\begin{align*}
\dot{x} &= f(t, x, e) \\
\dot{e} &= q(t, x, e) + u 
\end{align*}
\] (23)

with \( x := (\chi^T, y^T)^T, \quad y := (\xi_1, \ldots, \xi_{r-1})^T, \quad f(t, x, e) := \begin{pmatrix} f_0(t, x, Cy) \\ Ay + Be \end{pmatrix} \)

\[
A := \begin{pmatrix} 0_{r-1,1} & I_{r-2} \\ -a_1 & -a_2 \cdots -a_r \end{pmatrix}, \quad B := \begin{pmatrix} 0_{r-2,1} \\ 1 \end{pmatrix}, \quad C := (1 \ 0_{1,r-1}),
\]

\[
q(t, x, e) := q_0(t, x, \xi_1, \ldots, \xi_{r-1}, e - \sum_{i=1}^{r-1} a_i \xi_i) + \sum_{i=1}^{r-2} a_i \xi_{i+1} + a_{r-1}(e - \sum_{i=1}^{r-1} a_i \xi_i).
\]

By construction, if \( f_0, q_0 \) are \( C^2 \) and \( T \)-periodic, so are \( q \) and \( f \). As a consequence, we can apply the control design proposed in Sections 3.2, 3.3 to system (23). In particular, concerning the result of Theorem 1, it is straightforward to see that the control law (9) applies to system (23) insuring the desired properties for the new regulated output \( e \) of system (23). Then, by linearity of the change of coordinates, the properties on \( y, e \) can be used to analyse the behaviour of \( \xi_1 \). Indeed, the \( r \)-th derivative of \( \xi_1 \), i.e., \( \xi_1^{(r)} \), is given by

\[
\xi_1^{(r)} = -\sum_{k=1}^{r-1} a_k \xi_1^{(r-1-k)} + e.
\]

With \( \lambda^{r-1} + a_1 \lambda^{r-2} + \ldots + a_r \lambda + a_{r-1} \) being a Hurwitz polynomial, we have

\[
\limsup_{t \to \infty} |\xi_1(t)| \leq \bar{h}_\omega e_p, \quad \int_0^T |\xi_1(t)|^2 dt \leq \bar{h}_2 \int_0^T e(t)^2 dt
\]
where the real numbers $k_\infty$ and $k_2$ depends only on the $a_k$. The regulation objective (22) is then satisfied by selecting $e_p < \frac{\xi}{k_\infty}$.

A formal theorem concerning the design of a regulator for the output regulation problem for system (21) is therefore not given as it can be directly inherited by combining the computations of this section and the results of Theorems 1 and 2.

4 Example

4.1 Linear Bode Analysis

In this section we provide a numerical example to corroborate the theoretical results of Section 3. First, in order to have a deeper insight of the proposed algorithm, we consider a simple linear case with no zero-dynamics given by

$$\dot{e} = u + q(t)$$  \hspace{1cm} (24)

and we analyse the difference between the transfer functions of a high-gain feedback regulator

$$u = -\sigma e$$  \hspace{1cm} (25)

and the internal model based regulator (9). Figure 1 shows the transfer function between the input $q$ and the output $e$ for the closed-loop systems (24), (25), respectively (24), (9), when $\sigma = 2$ and the other parameters are selected as $\mu = 1$, $n_{\ell}$ selected as in (8) with $\varepsilon = 0.5$, $\omega = 2\pi$, and $n_o = 10$. As expected, it is readily seen that the effect of the internal model is to add blocking zeros at the desired frequencies $\omega$, $\ell = 0, 1, \ldots, 10$, while preserving the same transfer function of the high-gain feedback (25) at higher frequencies. In the next section, we will show in a numerical simulation that this blocking effect is preserved in the nonlinear context, confirming the results of Theorems 1 and 2.

4.2 Numerical Example

Consider here as a simple example a system with unitary relative degree of the form (1). For the simulations, the nominal functions $f, q$ are selected as

$$f(t, x, e) = \left( -\frac{1}{10}x_1 + \sqrt{3}x_2 + \frac{1}{10}\sin(x_2) \right) + \left( 0, x_2e \right) + \left( \cos(2\pi t)/(1 + \sin(2\pi t)) \right);$$

$$q(t, x, e) = 1 + x_1 + \arctan(ex_2) + \sum_{k=1}^{4} \cos^k(2\pi t)$$  \hspace{1cm} (26)

The functions $f, q$ have been randomly chosen “ugly” so that other frameworks for asymptotic regulation such as [10, 33] cannot be explicitly applied. It is readily seen that, around the origin, the $x$-dynamics is locally exponentially stable, while for large values of $x$, it is unstable due to the term $x_2^2$. Furthermore, $f, q$ are $T$-periodic smooth functions with period $T = 1$. Hence, the $f, q$ are included in the Families $\mathcal{F}$ and $\mathcal{Q}$ of Definitions 1 and 2.
We then evaluated the steady-state performances of a simple high-gain feedback (25), and the internal model based regulator (9), in two scenarios: without any measurement noise, and in presence of high-frequency measurement noise \( \nu \). In the noisy scenario, the high-gain feedback (25) becomes

\[
u = - \sigma (e + \nu)
\]

while the internal model based regulator (9) reads as

\[
\dot{z} = \Phi z + \Gamma (e + \nu)
\]

\[
u = - \sigma e + \mu M^T N \Gamma [z - M(e + \nu)].
\]

We then performed different simulations. Since we are not interested in transient response, the initial conditions are selected always as \( x(0) = (1, -2) \), \( e(0) = 4 \) and \( z(0) = 0 \). For the high-gain feedback, we selected different values of \( \sigma = \{2, 10, 20, 40\} \).

For the controller (9) we selected \( \sigma = 2 \), \( \mu = 1 \) and \( n_d \) selected as in (8) with \( \varepsilon = 0.5 \). The number of oscillators is varied in the range \( \{0, \ldots, 4\} \), with 0 corresponding to a pure integral action, while the basic frequency (7e) is selected as

\[
\omega = \{\frac{2\pi}{3}, 0.99 \frac{2\pi}{3}, 0.95 \frac{2\pi}{3}, \frac{2\pi}{3} \phi_k\}
\]

with \( \phi_k = \frac{5\pi}{4} \) being the golden number. Simulations have been performed with Matlab-Simulink, with a fixed-step time algorithm, sampling time \( 10^{-5} \), over a time length of 150 seconds.

As established in Theorem 1, convergence to a steady-state trajectory \( e_p \) is guaranteed no matter the dimension \( n_o \) and the frequency \( \omega \). Table 1 lists the values of the \( L_{\infty} \) norm and \( L_2 \) norm of the steady-state error \( e_p \) with the high-gain feedback (25) for the different values of \( \sigma \). Applying a FFT (fast Fourier transform) on the last 20 seconds of simulations (so that solutions reached their steady-state) we identified the corresponding main frequencies Figure 2 of the steady-state error \( e_p \) for \( \sigma = 2 \), showing that the main Fourier coefficients are at frequencies \( 2k\pi \), with \( k = 0, 1, \ldots, 4 \), as expected since \( T = 1 \). Then, Table 2 lists the values of the \( L_{\infty} \) norm and \( L_2 \) norm of the steady-state error \( e_p \) for the controller (9) in the different scenarios. The corresponding Fourier coefficients for \( \omega = \{1, 0.99, 0.95\} \frac{2\pi}{3} \) are shown in Figures 3, 4 and 5. We can observe that when the basic frequency \( \omega \) is less accurate, the errors on the higher 3-4 frequencies becomes more important and therefore the blocking effect of the zero becomes less useful. As a consequence, when the frequency is not perfectly known, it may be not so interesting to put only multiple frequencies of \( \omega \).

From Tables 1 and 2, it is immediately seen the remarkable increase of performances (in terms of steady-state \( L_{\infty} \) and \( L_2 \) norms) with the proposed controller, even with a very bad knowledge of \( T \), with respect to a pure high-gain feedback: for the same value of \( \sigma \), we obtain a sensible reduction of both norms when \( \omega = \frac{2\pi}{3} \phi_k \), and to have the similar performances with a high-gain feedback we should take a much higher value of \( \sigma \). However, note that when \( \omega \) is taken very distant from the nominal value \( \frac{2\pi}{3} \), adding extra oscillators is not very useful: indeed the sup and \( L_2 \) norms are not reduced anymore. On the contrary, when \( T \) is perfectly known, with only 4 oscillators we are already able to achieve almost perfect tracking as the remaining error is nearly negligible.

Finally, the same scenarios have been performed in presence of high-frequency measurement noise \( \nu \) generated by colouring some random white noise with a high-pass filter. In simulations we used a Simulink “Band-Limited White Noise” block.
with noise power $10^{-3}$ and sampling time $10^{-5}$ and the following transfer function

$$H(s) = \frac{s^2}{s^2 + 3s + 2}$$

with $s$ being the Laplace operator. Simulations show that $\sup_{t \in [0, \infty)} |v(t)| \leq 40$. The values of the $L_{\infty}$ and $L_2$ norms (computed over one random period $T$ among the last 30 seconds of simulations) of the asymptotic value of the error are listed in Tables 1 and 2. Again, simulations confirm the advantages (in terms of $L_{\infty}$ and $L_2$ norms) of the proposed internal model based regulator (9) over a high-gain feedback controller (25).

5 Conclusions

In this work we addressed the problem of exact and approximate periodic robust output regulation for minimum-phase systems. We investigated the use of an internal-model based regulator which is a straightforward extension of the linear case established by Francis, Wonham and Davison, and conceptually similar to what is used in practical repetitive control scheme approaches. In practice, the internal model unit is composed by a bunch of linear oscillators processing the regulated output.

The main contribution of this work is to establish that the domain of attraction of an exponentially stable periodic solution is uniform in the parameters characterising the proposed regulator (i.e. the number of oscillators and their frequencies). The result is also robust to model uncertainties as only the Lipschitz properties of the system dynamics (and not the exact expressions) are used in the computations. It is shown that the quality (in terms of $L_2$ norm) of the periodic steady-state of the regulated error improves by augmenting the number of oscillators and that exact regulation can be achieved when the number of oscillator is infinite and the period is perfectly known. Simulations confirm the theoretical findings and shows the improvements of the proposed regulator with respect to a pure high-gain feedback controller or a simple PI controller.

The main results of this work shows that the best performances with the proposed regulator can be obtained when the period characterising the periodicity of disturbances/references is perfectly known. This consideration leads to many open questions concerning the knowledge of the frequencies of perturbations/references in practical applications, optimal choices of the parameters of the regulator in terms of number of oscillators and their frequencies, and possible strategies for offline/online identification of such frequencies. For all these problems, adaptive, identification or learning techniques may be a key tool, see [1, 8, 17, 28, 35, 36, 40, 44, 50] as few examples.

Finally, from the theoretical point of view, an exhaustive analysis and extension of the results presented in this article to systems not in normal form and possibly non-minimum phase, as in [3, 4], remains an open problem.
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Table 1: Simulation of the example (26) with high-gain feedback control (25), for different selections of $\sigma$, with and without measurement noise. The noise is generated as random white noise coloured with a high-pass filter.

| $\sigma$ | $\sup_{t \in [0, T]} |e_p(t)|$ | $\frac{1}{T} \int_0^T |e_p(t)|^2 dt$ | $\sup_{t \in [0, T]} |e_p(t)|$ | $\frac{1}{T} \int_0^T |e_p(t)|^2 dt$ |
|--------|-----------------|-------------------------------|-----------------|-------------------------------|
| 2      | 1.2555          | 0.9657                        | 1.3023          | 0.9743                        |
| 5      | 0.6577          | 0.4083                        | 0.7995          | 0.4244                        |
| 10     | 0.400           | 0.2166                        | 0.6619          | 0.2489                        |
| 20     | 0.2248          | 0.1126                        | 0.6201          | 0.1765                        |
| 40     | 0.1181          | 0.0572                        | 0.6736          | 0.1735                        |

Table 2: Simulation of the example (26) with the regulator (9), for different selections of $n_o$ and $\hat{\omega}$, with $n_z \ell$ selected as in (8) with $\varepsilon = 0.5$. Note that $\varphi_g = \frac{1 + \sqrt{5}}{2}$ corresponds to the golden number.

| $\sigma$ | $\mu$ | $\hat{\omega}$ | $n_o$ | $\sup_{t \in [0, T]} |e_p(t)|$ | $\frac{1}{T} \int_0^T |e_p(t)|^2 dt$ | $\sup_{t \in [0, T]} |e_p(t)|$ | $\frac{1}{T} \int_0^T |e_p(t)|^2 dt$ |
|--------|------|---------|------|-----------------|-------------------------------|-----------------|-------------------------------|
| 2      | 0.99 | $2\pi$  | 0    | 0.3074          | 0.1777                        | 0.3915          | 0.2024                        |
| 2      | 0.99 | $2\pi$  | 1    | 0.0917          | 0.0549                        | 0.2453          | 0.0872                        |
| 2      | 0.99 | $2\pi$  | 2    | 0.0178          | 0.0099                        | 0.1822          | 0.0545                        |
| 2      | 0.99 | $2\pi$  | 3    | 0.0049          | 0.0035                        | 0.1679          | 0.0514                        |
| 2      | 0.99 | $2\pi$  | 4    | 3.04 \cdot 10^{-8} | 1.66 \cdot 10^{-8} | 0.1730          | 0.0523                        |
| 2      | 0.99 | $2\pi$  | 1    | 0.1145          | 0.0587                        | 0.2716          | 0.0985                        |
| 2      | 0.99 | $2\pi$  | 2    | 0.0835          | 0.0371                        | 0.2391          | 0.0814                        |
| 2      | 0.99 | $2\pi$  | 3    | 0.0837          | 0.0369                        | 0.2292          | 0.0790                        |
| 2      | 0.99 | $2\pi$  | 1    | 0.2045          | 0.0996                        | 0.3693          | 0.1478                        |
| 2      | 0.99 | $2\pi$  | 2    | 0.2038          | 0.0980                        | 0.3818          | 0.1498                        |
| 2      | 0.99 | $2\pi$  | 3    | 0.2041          | 0.0982                        | 0.3876          | 0.1499                        |
| 2      | 0.99 | $2\pi$  | 1    | 0.2915          | 0.1788                        | 0.3764          | 0.2020                        |
| 2      | 0.99 | $2\pi$  | 2    | 0.2928          | 0.1790                        | 0.3761          | 0.2017                        |
| 2      | 0.99 | $2\pi$  | 3    | 0.2929          | 0.1790                        | 0.3792          | 0.2015                        |
Fig. 1: Bode diagram of the transfer between $e$ and $q$ for the closed-loop systems (24), (25), in blue, respectively (24), (9), in red.

Fig. 2: FFT (fast Fourier transform) of the steady-state regulated error $e_p(t)$ for the example (26) with high-gain feedback (25), with $\sigma = 2$.

A Proof of Theorem 1

A simple way to establish Theorem 1 could be by showing that the origin of (28) for $q = 0$ is exponentially stable, and then perturb such solution with a small $q$. Fixed point theorems and exponential stability arguments would prove the desired result, see, e.g., Theorem 3.1, Chapter 8.3, in [39]. However, in doing so, all the results would be $n_o$-dependent. Since the objective of this proof is to show that this is not the case, namely the existence of a stable periodic solution is verified for any choice of $n_o$, with bounds that do not depend on $n_o$, we are forced to redo the proof, following the classical route but re-entering into the details and being careful and precise with the bounds.
Fig. 3: FFT (fast Fourier transform) of the steady-state regulated error $e_p(t)$ for the example (26) with controller (9), and parameters selected as $\sigma = 2$, $\mu = 1$, $\varepsilon = 0.5$, $n_0 = \{0, \ldots, 4\}$ and $\hat{\omega} = \frac{2\pi}{T}$.

Fig. 4: FFT (fast Fourier transform) of the steady-state regulated error $e_p(t)$ for the example (26) with controller (9), and parameters selected as $\sigma = 2$, $\mu = 1$, $\varepsilon = 0.5$, $n_0 = \{0, 1, 2\}$ and $\hat{\omega} = 0.99\frac{2\pi}{T}$. For $n_o = 3$, the line is nearly overlapped with the one of $n_o = 2$.

A.1 Preliminaries

First, let us make the following change of coordinates

$$z \mapsto \zeta := z - Me$$

(27)
Fig. 5: FFT (fast Fourier transform) of the steady-state regulated error $e_p(t)$ for the example (26) with controller (9), and parameters selected as $\sigma = 2$, $\mu = 1$, $\epsilon = 0.5$, $n_o = \{0, 1, 2\}$ and $\bar{\omega} = 0.95 \frac{2\pi}{T}$. From $n_o > 1$ the curves are nearly overlapped.

which transform the closed-loop system (1), (9) into

\[
\begin{align*}
\dot{s} &= f(t, x, e) \\
\dot{e} &= q(t, x, e) - \sigma e + \mu M^\top N \zeta \\
\dot{\zeta} &= (\Phi - \mu MM^\top N) \zeta - Mq(t, x, e).
\end{align*}
\]

Our approach to study this system is to decompose it as:

\[
\begin{align*}
\dot{x^+} &= \frac{\partial f}{\partial x}(t, 0, 0)x^+ + \left[f(t, x^-, e^-) - \frac{\partial f}{\partial x}(t, 0, 0)x^-ight] \\
\dot{e^+} &= -\sigma e^+ + [q(t, x^-, e^-) + \eta] \\
\dot{\zeta} &= (\Phi - \mu MM^\top N) \zeta - Mq(t, x, e),
\end{align*}
\]

where $x^-$ and $e^-$ are inputs and $\eta$ is the output of the system

\[
\zeta = (\Phi - \mu MM^\top N) \zeta - Mq(t, x^-, e^-), \quad \eta = \mu M^\top N \zeta.
\]

Indeed we recover the system (28) when inputs $(x^-, e^-)$ equal outputs $(x^+, e^+)$ and we can benefit from the following properties:

- The origin of the subsystem $\dot{s} = f(t, x, e)$ and therefore of $\dot{x^+} = \frac{\partial f}{\partial x}(t, 0, 0)x^+$ is locally exponentially stable in light of (4), (5).
- The origin of subsystem $\dot{e} = -\sigma e$ is exponentially stable.
- The (linear) subsystem (30) with input $q$ and output $\eta$ is linear and we shall show in Lemma 1 below it is stable.

We give the $\zeta$ subsystem (30) a special treatment because of its strong dependence on $n_o$. Annoying features are, for example,

- the dimension of $\zeta$ is $2n_o + 1$;

- \[ \text{trace}(\Phi - \mu MM^\top N) = \mu \left[ 1 + \sum_{k=1}^{n_o} n_k \right] \]

which, with (7a) and Lemma 1, implies the real part of the eigenvalues of $(\Phi - \mu MM^\top N)$ tends to 0 as $n_o$ tends to infinity.
In the following, we start by studying the $\xi$-subsystem. Then we show that, with a suitable choice of $\sigma, \mu$ and bounds $x, e$, arguments of our bounding functions in (3) and (6) for $f, \frac{\partial f}{\partial x}$ and $q$, there is a periodic solution $(x_p, e_p)$ satisfying:

$$(x_p, e_p) = (x^*, e^*) = (x^*, e^*)$$

Finally we prove it is exponentially stable and study its domain of attraction and its properties.

A.2 Study of the system (30)

**Lemma 1** Let $\Phi, M, N$ be defined as in (10). Then, for any $n_o \in \mathbb{N}$ and any $\mu > 0$, the pair $(\Phi, MM^T N_i)$ is observable and the matrix $(\Phi - \mu MM^T N_i)$ is Hurwitz. In particular, there exist a symmetric positive definite matrix $P_\xi$, depending on $n_o$, and, for any strictly positive real number $\mu$, there exists a strictly positive real number $K$, depending on $n_o$, such that we have

$$\kappa (N_o + \kappa P_\xi) (\Phi - \mu MM^T N_i) + (\Phi - \mu MM^T N_i)^T (N_o + \kappa P_\xi) \leq -\mu N_o MM^T N_i - \kappa N_i.$$  \hfill (31)

**Proof** The pair $(\Phi, M)$ in (10) is observable. Then, observability of $(\Phi, MM^T N_i)$ is a direct consequence of the block-diagonal structure of the matrix $\Phi$ and the fact that $N_i$ is diagonal. Since the pair $(\Phi, MM^T N_i)$ is observable and $N_i$ is positive definite, there exist a matrix $K$ and a positive definite matrix $P_\xi$ satisfying

$$P_\xi (\Phi - KM^T N_i) + (\Phi - KM^T N_i)^T P_\xi = -2N_i.$$  \hfill (32)

On another hand, since (10) implies $N_o \Phi + \Phi^T N_i = 0$, we obtain, adding and subtracting the term $\mu N_o MM^T N_i$,

$$N_o (\Phi - MM^T N_i)^T N_i + 2\mu N_o MM^T N_i = 0.$$  \hfill (32)

By combining these two equations, we get, with $\kappa$ any strictly positive real number,

$$N_o (\Phi - MM^T N_i)^T N_i + 2\mu N_o MM^T N_i + \kappa (P_\xi KM^T N_i + N_i MK^T P_\xi).$$  \hfill (32)

But, for any matrices $A$ and $B$ and real numbers $\kappa$ and $\mu$, we have the following identity

$$\mu A A^T + \kappa \left( B A^T + A B^T \right) = \left( \sqrt{\mu} A + \frac{\kappa}{\sqrt{\mu}} B \right) \left( \sqrt{\mu} A + \frac{\kappa}{\sqrt{\mu}} B \right)^T - \frac{\kappa^2}{\mu} B B^T.$$  \hfill (32)

By using previous identity in which $A = N_o M$ and $B = P_\xi (\mu M - K)$, we obtain

$$-\mu N_o MM^T N_i - \kappa \mu \left( P_\xi MM^T N_i + N_i MM^T P_\xi \right) + \kappa \left[ P_\xi KM^T N_i + N_i MK^T P_\xi \right]$$

$$= - \left( \sqrt{\mu} N_o M + \frac{\kappa}{\sqrt{\mu}} P_\xi (\mu M - K) \right) \left( \sqrt{\mu} N_o M + \frac{\kappa}{\sqrt{\mu}} P_\xi (\mu M - K) \right)^T + \frac{\kappa^2}{\mu} P_\xi (\mu M - K) (\mu M - K)^T P_\xi.$$  \hfill (32)

Hence, by combining such identity with (32), we obtain

$$N_o + \kappa P_\xi (\Phi - MM^T N_i)^T (N_o + \kappa P_\xi)$$

$$= - \left( \sqrt{\mu} N_o M + \frac{\kappa}{\sqrt{\mu}} P_\xi (\mu M - K) \right) \left( \sqrt{\mu} N_o M + \frac{\kappa}{\sqrt{\mu}} P_\xi (\mu M - K) \right)^T$$

$$- \kappa \left( N_o - \frac{\kappa}{\mu} P_\xi (\mu M - K) (\mu M - K)^T P_\xi \right) - \mu N_o MM^T N_i - \kappa N_i.$$  \hfill (32)
Finally, by selecting \( k \) small enough so that

\[
N_c \geq K \frac{P_z}{\mu} \langle \mu M - K \rangle (\mu M - K)^	op P_z,
\]

we obtain (31).

\[\Box\]

**Lemma 2**  Consider system

\[
\zeta = (\Phi - \mu MM^\top N_c) \zeta - M v
\]

with \( \Phi, M, N_c \) be defined as in (10) and \( n_\delta \) satisfying (7a), e.g. as in (8). The transfer function between \( v \) and \( N_c \zeta \) satisfies

\[
\tilde{\zeta}(i\omega) \leq \left( \frac{\sum_{n=0}^{\infty} \frac{\omega^2 + \omega_n^2}{(\omega_n^2 - \omega^2)^2} \nu^2}{1 + \mu^2} \right)^{-1} |v(i\omega)|^2.
\]

Furthermore, there exists \( k_0, k_1 > 0 \) independent of \( n_\delta \) such that

\[
\tilde{\zeta}(i\omega) \leq (k_0 + k_1 \omega^2) |v(i\omega)|^2 \quad \forall \omega \in \mathbb{R}.
\]

**Proof**  Consider the change of coordinates \( \eta \rightarrow y := N_c^{1/2} \zeta \) giving

\[
\dot{y} = (\Phi - \mu N_c^{1/2} MM^\top N_c^{1/2}) y - N_c^{1/2} M v.
\]

By defining with \( G(i\omega) \) the transfer function between \( v \) and \( y \), it is readily seen that it can be computed as

\[
G(i\omega) = \left( i\omega I - \Phi + \mu N_c^{1/2} MM^\top N_c^{1/2} \right)^{-1} N_c^{1/2} M
\]

and its transpose conjugate given by

\[
G^\top(i\omega) = M^\top N_c^{1/2} \left( -i\omega I + \Phi + \mu N_c^{1/2} MM^\top N_c^{1/2} \right)^{-1}
\]

where we used the fact that \( \Phi^\top = -\Phi \). By temporarily using the compact notation \( \Lambda := i\omega I - \Phi \), and \( Y := \mu^{2/3} N_c^{1/3} M \), and by Woodbury matrix identity\(^4\) (recall that \( Y \) is a vector), we obtain

\[
G^\top(i\omega) G(i\omega) = \frac{1}{\mu} Y^\top \left( -A + YY^\top \right)^{-1} \left( A + YY^\top \right)^{-1} Y
\]

\[
= \frac{1}{\mu} Y^\top \left( -A \right)^{-1} \left[ A^{-1} Y Y^\top A^{-1} + A^{-1} Y Y^\top A^{-1} \right] Y
\]

\[
= \mu \left( 1 - Y^\top A^{-1} Y \right)^{-1} \left( 1 + Y^\top A^{-1} Y \right)^{-1} \left( 1 - Y^\top A^{-2} Y \right)
\]

\[
= \frac{-\mu^{2/3} N_c^{1/3} (\mu I - \Phi - Y^{-1} N_c^{1/3} M)^{-1} N_c^{1/3} M}{1 - \mu^{2/3} (\mu I - \Phi - Y^{-1} N_c^{1/3} M)^{-1} N_c^{1/3} M}.
\]

Now, note that we have algebraically

\[
(\mu I - \Phi Y)^{-1} = \frac{1}{\mu} \left( \omega_\delta - \omega_\delta \right)^{-1} \left( \omega_\delta - \omega_\delta \right)
\]

\[
M_v^\top N_c^{1/3} (\mu I - \Phi Y)^{-1} N_c^{1/3} M = \frac{\omega_\delta}{\omega_\delta^2 - \omega_\delta} |M_v|_n \delta.
\]

\(^4\) Also known as matrix inversion lemma, the Woodbury matrix identity states that for \( A \) invertible and \( u, v \) column vectors, the following holds: \( (A + uv^\top)^{-1} = A^{-1} - \frac{1}{1 + v^\top A^{-1} u} A^{-1} uv^\top A^{-1} \).
Moreover,
\[
(i\omega - \Phi \gamma)^{-2} = \left(\begin{array}{c}
\omega - \omega_n \\
\frac{\omega}{\omega_i}
\end{array}\right)^{-2} = \frac{-1}{(\omega^2 - \omega_n^2)^2} \left(\begin{array}{c}
\omega^2 + \omega_i^2 - 2\omega_i\omega_n \\
2\omega_i\omega_n - \omega^2 + \omega_i^2
\end{array}\right)
\]
\[
M_\ell^T N_\ell^\dagger (i\omega - \Phi \gamma)^{-2} N_\ell^\dagger M_\ell = -\frac{\omega^2 + \omega_i^2}{(\omega^2 - \omega_n^2)^2} |M_\ell|^2 n_{\ell,\ell}.
\]
This yields
\[
M_\ell^T N_\ell^\dagger (i\omega - \Phi \gamma)^{-1} N_\ell^\dagger M_\ell = 1 \sum_{\ell=0}^{n_\ell} \frac{\omega}{\omega_i} |M_\ell|^2 n_{\ell,\ell}
\]
\[
M_\ell^T N_\ell^\dagger (i\omega - \Phi \gamma)^{-2} N_\ell^\dagger M_\ell = -\sum_{\ell=0}^{n_\ell} \frac{\omega^2 + \omega_i^2}{(\omega^2 - \omega_n^2)^2} |M_\ell|^2 n_{\ell,\ell}
\]
which finally gives the expression (34) in which we used also the definition \(M_\ell = (1,0)\) and the block diagonal form of the matrix \(\Phi\).

We are left with proving inequality (35). By letting \(x = \frac{\omega}{\omega_i}\), and recalling (7e), the fraction in (34) reads
\[
T(x) = \sum_{\ell=0}^{n_\ell} \frac{\omega^2 + \omega_i^2}{(\omega^2 - \omega_n^2)^2} n_{\ell,\ell}
+ \mu^2 \left(\sum_{\ell=0}^{n_\ell} \frac{\omega}{\omega_i} n_{\ell,\ell}\right)^2
\]
\[
= \sum_{\ell=0}^{n_\ell} \left(\frac{\omega^2 + \omega_i^2}{(\omega^2 - \omega_n^2)^2} + \mu^2 \omega_i^2 \right) n_{\ell,\ell}
\]
The rest of the proof follows by direct application of Lemma 6 given in the Supplementary Material at the end of this article.

**Remark 1** The expression (34) can be also rewritten as
\[
\frac{\xi(i\omega)^\dagger N_\ell \xi(i\omega)}{|\xi(i\omega)|^2} = \left[\sum_{\ell=0}^{n_\ell} \frac{\omega^2 + \omega_i^2}{(\omega^2 - \omega_n^2)^2} n_{\ell,\ell}\right]^{1/2} + \mu^2 \omega_i^2 \left[\prod_{\ell=0}^{n_\ell} (\omega_i^2 - \omega_n^2)\right]^{1/2}
\]
showing that there is actually no singularity at \(\omega = \omega_n\), and we have in particular
\[
\frac{\xi(i\omega)^\dagger N_\ell \xi(i\omega)}{|\xi(i\omega)|^2} = \frac{2}{\mu n_{\ell,\ell}}.
\]

**Lemma 3** Consider again system
\[
\dot{\xi} = (\Phi - \mu MM^\dagger N_\ell) \xi - Mv(t)
\]
with \(v \in C_1^\dagger(\mathbb{R})\) and \(\Phi, M, N_\ell\) be defined as in (10) and \(n_{\ell,\ell}\) satisfying (7a), e.g. as in (8). For any \(n_\ell \in \mathbb{N}\), it has a unique periodic solution \(\xi_{p}\) satisfying
\[
\mu^2 \int_0^T |M^\dagger N_\ell \xi_{p}(t)|^2 dt \leq \int_0^T |v(t)|^2 dt
\]
\[
\sup_{t \in [0,T]} |\xi_{p}(t)|^2 N_\ell \xi_{p}(t) \leq \left(\frac{1}{\mu} + \frac{K_0}{T}\right) \int_0^T |v(t)|^2 dt + \frac{K_1}{T} \int_0^T |v(t)|^2 dt
\]
with \(K_0, K_1\) given by Lemma 2.

**Proof** According to Lemma 1, the matrix \(\Phi - \mu MM^\dagger N_\ell\) is Hurwitz. Hence (see Lemma 4) system (38) admits a unique periodic solution given by
\[
\xi_{p}(t) = \Psi(\Phi - \mu MM^\dagger N_\ell, -Mv(t))
\]
with $\Psi$ defined below in (52). Then, compute

$$
\frac{1}{T} \langle \zeta(t) \rangle^T N_i \zeta(t) = \langle \zeta(t) \rangle^T N_i (\Phi - \mu MM^T N_i) \zeta(t) - \zeta(t)^T N_i M v(t)
$$

$$
= -\mu [M^T N_i \zeta(t)]^2 - \zeta(t)^T N_i M v(t)
$$

$$
\leq -\frac{\mu}{2} [M^T N_i \zeta(t)]^2 + \frac{1}{\mu} |v(t)|^2. \tag{41}
$$

By integrating and using periodicity, this yields to (39).

In order to show the second inequality of the statement of the lemma, the function $v$ being in $\mathcal{C}_T^2(\mathbb{R})$ can be expressed as the sum of its Fourier series as

$$
v(t) = \sum_{k \in \mathbb{Z}} v_k \exp(\imath k \frac{2\pi}{T} t). \tag{42}
$$

By using the Bessel-Parseval identity and continuity of the derivative $v$, we have

$$
\left[ \frac{2\pi}{T} \right]^2 \sum_{k=0}^{n} k^2 |v_k|^2 \leq \frac{1}{T} \int_0^T |v(t)|^2 dt.
$$

We have similarly

$$
\frac{1}{T} \int_0^T \zeta(t)^T N_i \zeta(t) dt = \sum_{k \in \mathbb{Z}} \zeta_k^* N_i \zeta_k = \frac{1}{T} \int_0^T \zeta(t) \exp(\imath k \frac{2\pi}{T} t) dt. \tag{43}
$$

Now, by applying the expression of the transfer function (34) to each element of the Fourier series of the product $\zeta(t)^T N_i \zeta(t)$, we obtain

$$
\sum_{k \in \mathbb{Z}} \zeta_k^* N_i \zeta_k = \frac{\sum_{k=0}^{n} \omega_k^2 + \left[ \frac{2\pi}{T} \right]^2 k^2}{1 + \mu^2 \left( \sum_{k=0}^{n} \omega_k^2 - \left[ \frac{2\pi}{T} \right]^2 k^2 \right)^2} \sum_{k \in \mathbb{Z}} |v_k|^2.
$$

As a consequence, by using inequality (35) on previous identity, and by using again equations (42) and (43), we further obtain

$$
\sum_{k \in \mathbb{Z}} \zeta_k^* N_i \zeta_k \leq \sum_{k \in \mathbb{Z}} (\kappa_0 + \kappa_1 \left[ \frac{2\pi}{T} \right]^2 k^2) |v_k|^2
$$

$$
\leq \frac{\kappa_0}{T} \int_0^T |v(s)|^2 ds + \frac{\kappa_1}{T} \int_0^T |v(s)|^2 ds. \tag{44}
$$

We note also that, as a consequence of (41), we have

$$\sup_{t \in [0,T]} \zeta(t)^T N_i \zeta(t) - \inf_{t \in [0,T]} \zeta(t)^T N_i \zeta(t) \leq\frac{1}{\mu} \int_0^T |v(s)|^2 ds.$$

On another hand, we have

$$\inf_{t \in [0,T]} \zeta(t)^T N_i \zeta(t) \leq \frac{1}{T} \int_0^T \zeta(t)^T N_i \zeta(t) ds.$$

This yields

$$\sup_{t \in [0,T]} \zeta(t)^T N_i \zeta(t) \leq \frac{1}{T} \int_0^T \zeta(t)^T N_i \zeta(t) ds + \frac{1}{\mu} \int_0^T |v(s)|^2 ds. \tag{45}
$$

Finally, by combining (45) with (43) and (44), we obtain (40).
A.3 Existence of a Periodic Solution

**Proposition 1** For any triplet \((\bar{F}, \bar{P}, \alpha)\), there exist strictly positive real numbers \(x_p, e_p, \xi_p > 0\) (independent of \(n_o\)) such that, for any \(n_o > 0\), any \(\sigma > \sigma_p^o\), and \(\mu \geq 1\), system (28), with \(f \in \mathcal{F}(x_p, e_p, T, \bar{F}, \alpha)\) and \(q \in \mathcal{E}(x_p, e_p)\), admits a \(T\)-periodic solution \((x_p, e_p, \xi_p) \in \mathcal{T}(0, T; \ell^\infty \times \mathbb{R} \times \mathbb{R}^{2n_o+1})\) satisfying, for all \(t \in [0, T]\), the following inequalities

\[
|x_p(t)| \leq \min \left\{ x_p, \frac{r_1}{\sigma} \right\},
\]

\[
|e_p(t)| \leq \min \left\{ e_p, \frac{r_2}{\sigma} \right\},
\]

\[
\sqrt{\xi_p(t)^T N_p \xi_p(t)} \leq \xi_p.
\]

**Proof** Here we exploit the ability of expressing the system (28) as in (29) and (30). With the notations

\[
\delta f(t, x, e) := f(t, x, e) - F(t)x, \quad F(t) := \frac{d f}{d x}(t, 0, 0),
\]

system (28) reads as follows when \((x^+, e^+) = (x^-, e^-)\)

\[
x^+ = F(t)x^+ + \delta f(t, x^-, e^-)
\]

\[
e^+ = -\sigma e^+ + \left[ g(t, x^-, e^-) + \eta \right],
\]

where

\[
\xi = (\Phi - \mu MM^T N) \xi - MQ(t, x^-, e^-), \quad \eta = \mu M^T N_1 \xi
\]

Written this way, we see that we have a mapping from the input functions \((x^-, e^-)\) to the functions \((x^+, e^+)\), solution of (48), (49), with the intermediate function \(\xi\) solution of (50).

Each subsystem above can be compactly written as:

\[
\dot{x} = F(t)x + g(t)
\]

where \(F\) is \(T\)-periodic. We have the following very standard result. See, e.g., [20, Lemma 5.1] or [39, Chapter 8.2].

**Lemma 4** Consider system (51) with \(g\) is in \(\mathcal{E}(\mathbb{R}^n)\). If the matrix \([I - \Phi F(t, t - T)]\) is invertible with \(\Phi F(t, t)\) denoting the state transition matrix of \(F\), system (51) admits a unique periodic solution \(x_p\) which can be expressed as

\[
x_p(t) = \Psi(F(t), g(t)) := \left[ I - \Phi F(t, t - T) \right]^{-1} \int_{t-T}^{t} \Phi F(s)g(s)ds.
\]

Furthermore, if there exists a \(T\)-periodic function \(P_x\) satisfying

\[
0 < P_x(I) \leq P_x(t) \leq \bar{P}_x(I),
\]

\[
P_x(t) + P_x(t)F(t) + F^T(t)P_x(t) \leq -2\alpha P_x,
\]

then we have

\[
\sup_{t \in [0, T]} |\Psi(F(t), g(t))| \leq K_{a} \sup_{t \in [0, T]} |g(t)|
\]

\[
\sup_{t \in [0, T]} |\Psi(F(t), g(t))| \leq K_{a2} \frac{1}{\alpha T} \sqrt{\int_{0}^{T} g(t)^2 dt}
\]

where

\[
K_{a} = \sqrt{\frac{\bar{P}_x(I)}{\bar{P}_x}} \left[ \exp(\alpha T) - 1 + \frac{\bar{P}_x}{\bar{P}_x} \exp(-\alpha T) \right],
\]

\[
K_{a2} = \sqrt{\frac{\bar{P}_x(I)}{\bar{P}_x}} \frac{T(1 + \exp(-\alpha T))}{2(1 - \exp(-\alpha T))}.
\]
Being interested in periodic solutions for (48), (49) and (50), this leads to the consideration of the following operators
\[
\mathcal{D}[x^−, e^−]|_t = \mathcal{P}_t \left( F(t), \delta f(t, x^−(t), e^−(t)) \right),
\]
\[
\mathcal{D}[x^−, e^−]|_t = \mathcal{P}_t \left( -\sigma, q(t, x^−(t), e^−(t)) + \eta|x^−, e^−|_t \right),
\]
where:
\[
\eta|x^−, e^−|_t = \mu M^7 N_1 \mathcal{P}_t \left( \Phi - \mu M M^7 N_2 - M q(t, x^−(t), e^−(t)) \right).
\]

When \((x^−, e^−)\) is \(T\)-periodic, \(\mathcal{D}[x^−, e^−]|_T \mathcal{D}[x^−, e^−]|_e\) is the unique \(T\)-periodic solution of (48), (49). So to establish our result it is sufficient to show that there exists a \(T\)-periodic function \((x^−, e^−)\) satisfying
\[
(\mathcal{D}[x^−, e^−]|_T, \mathcal{D}[x^−, e^−]|_e) = (x^−, e^−).
\]

Our next step is, omitting the superscript \(-\) to lighten the notations, to show that the operator \((x, e) \mapsto (\mathcal{D}[x, e], \mathcal{D}[x, e])\) is a contraction on the set of \(T\)-periodic functions satisfying
\[
\sup_{t \in [0, T]} |x(t)| \leq x_p, \quad \sup_{t \in [0, T]} |e(t)| \leq e_p,
\]
when the bounds \(x_p, e_p\) are chosen small enough, and \(\sigma\) is chosen large enough, this independently of \(n_p\).

To this end, by recalling the definitions given in Section 1, we list inequalities for the functions \(q\) and \(f\), obtained as consequences of the following fact

For any \(C^1\) function \(\varphi : \mathbb{R} \times \mathbb{R}^n \times \mathbb{R} \to \mathbb{R}^n\) we have
\[
|\varphi(t, x, e) - \varphi(t, x_0, e)| = \left| \left( \int_0^1 \frac{\partial \varphi}{\partial x}(t, x_0 + s(x - x_0), e)ds \right) (x - x_0) \right|
\]
\[
\leq \sup_{(t, x, e) \in \mathcal{S}(x, e)} \left| \frac{\partial \varphi}{\partial x}(t, x, e) \right| |x - x_0| \quad (63)
\]
for all \(x, x_0 \in \mathcal{S}(x), e \in \mathcal{S}(e), \) and all \(t \in [0, T]\).

First, we have
\[
|q(t, x, e)| \leq q(x, e) \quad (64)
\]
\[
|q(t, x, e) - q(t, x_0, e_0)| \leq q(x, e)|e - e_0| + q(x, e_0)|x - x_0| \quad (65)
\]
\[
|f(t, x, e) - f(t, x_0, e_0)| \leq f(x, e)|e - e_0| \quad (66)
\]
for all \(x, x_0 \in \mathcal{S}(x), e, e_0 \in \mathcal{S}(e), (x_0, e_0) \in \mathcal{S}(x, e),\) and all \(t \in [0, T]\). Furthermore, by using the definitions of \(F\) and \(\delta f\) given in (47), we obtain
\[
|f(t, x, 0) - F(t)| = \left| \left( \int_0^1 \left( \frac{\partial f}{\partial x}(t, x_0, 0) - \frac{\partial f}{\partial x}(t, 0, 0) \right) dx \right) x \right|
\]
\[
= \left| \left( \int_0^1 \int_0^t \left( \frac{\partial^2 f}{\partial x^2}(t, x_0, 0)dr \right) dx \right) x \right| \leq \frac{1}{2} f(x, 0)|x|^2.
\]
By combining the previous bound with (66) in which \(e_0 = e, e_0 = 0\), we get for \(\delta f\) defined in (47),
\[
|\delta f(t, x, e)| \leq f_e(x, e)|e| + \frac{1}{2} f_e(x, 0)|x|^2 \quad (67)
\]
for all \((x, e) \in \mathcal{S}(x, e)\) and all \(t \in [0, T]\). With similar computations, we also obtain
\[
|\delta f(t, x_0, e_0) - \delta f(t, x_0, e_0)| \leq f_e(x, e)|e - e_0| + \frac{1}{2} f_e(x, 0)|x_0 - x_0|^2
\]
\[
+ |f_e(x, e) + f_e(x, 0)x_0| |x_0 - x_0| \quad (68)
\]
for all \((x_0, e_0), (x_0, e_0) \in \mathcal{S}(x, e)\) and all \(t \in [0, T]\)
Now, by using the definition of $\mathcal{D}[x, e]$, in (59), and the assumptions (4) and (5), inequality (55) gives

$$\sup_{t \in [0, T]} |\mathcal{D}[x, e]_p(t)| \leq \frac{K_a}{\alpha} \sup_{t \in [0, T]} |\delta f(t, x(t), e(t))|$$

$$\leq \frac{K_a}{\alpha} \left[ \mathbf{f}_i(x_p, e_p) e_p - \frac{1}{2} \mathbf{f}_i(x_p, 0)x_p^2 \right].$$

(69)

in which we used (62) and (67) to derive the second inequality. Then, note that by definition of (59), and by exploiting the linearity of the operator $\Psi$ defined in (52), we have

$$\mathcal{D}[x_0, e_0]_p(t) - \mathcal{D}[x_0, e_0]_p(t) = \mathcal{P}[F, \delta f(t, x_0(t), e_0(t))] - \mathcal{P}[F, \delta f(t, x_0(t), e_0(t))]$$

$$= \mathcal{P}[F, \delta f(t, x_0(t), e_0(t)) - \delta f(t, x_0(t), e_0(t))].$$

and therefore, by using (55), (68), and $\sup_{t \in [0, T]} |x_0(s) - x_0(s)| \leq 2x_p$, we obtain

$$|\mathcal{D}[x_0, e_0]_p(t) - \mathcal{D}[x_0, e_0]_p(t)| \leq \frac{K_a}{\alpha} \left[ \mathbf{f}_i(x_p, e_p) e_p + 2 \mathbf{f}_i(x_p, 0)x_p \right] \sup_{t \in [0, T]} |x_0(s) - x_0(s)| + \frac{K_a}{\alpha} \left[ \mathbf{f}_i(x_p, e_p) e_p \right] \sup_{t \in [0, T]} |x_0(s) - x_0(s)|.$$

(70)

Similarly for $\mathcal{D}[x, e]_p$ in (60), with

$$\mathcal{D}[x, e]_p(t) = \mathcal{P}(-\sigma, \delta f(t, x, e)) + \mathcal{P}(-\sigma, \eta|x, e|)$$

and (56) where

$$\mathbf{P}_x = \mathbb{T}_x = 1, \quad \alpha = \sigma, \quad K_a = 1, \quad K_{a, 2} = \sqrt{\frac{\mathcal{T}(1 + \exp(-\sigma \mathcal{T}))}{2(1 - \exp(-\sigma \mathcal{T}))}}.$$

we obtain

$$\sup_{t \in [0, T]} |\mathcal{D}[x, e]_p(t)| \leq \frac{K_{a, 2}}{\sqrt{\alpha}} \left[ \int_0^T |\eta(t, x(t), e(t))|^2 dt + \int_0^T |\eta| |x, e| |t|^2 dt \right].$$

Then (39) gives

$$\sup_{t \in [0, T]} |\mathcal{D}[x, e]_p(t)| \leq \frac{2K_{a, 2}}{\sqrt{\alpha}} \sqrt{\int_0^T |\eta(t, x(t), e(t))|^2 dt}.$$

By using $\int_0^T |\eta|^2 dt \leq \mathcal{T} \sup_{t \in [0, T]} |\eta|^2$ and bound (64), we finally obtain

$$\sup_{t \in [0, T]} |\mathcal{D}[x, e]_p(t)| \leq \beta(\sigma)|\eta(x_p, e_p)|.$$

(71)

in which $\beta$ is defined as

$$\beta(\sigma) := \sqrt{\frac{2\mathcal{T}(1 + \exp(-\sigma \mathcal{T}))}{\sigma(1 - \exp(-\sigma \mathcal{T}))}}.$$

(72)

Note that $\beta$ is a continuous strictly decreasing positive function for $\sigma > 0$. In particular, $\lim_{\sigma \to \infty} \beta(\sigma) = 0$.

Finally, as done to obtain inequality (70), we can use linearity of the operator $\Psi$ and inequalities (71) and (65) to derive

$$\sup_{t \in [0, T]} |\mathcal{D}[x_0, e_0]_p(t) - \mathcal{D}[x_0, e_0]_p(t)| \leq$$

$$\beta(\sigma) \left( \mathbf{q}_i(x_p, e_p) \sup_{t \in [0, T]} |x_0(s) - e_p(s)| + \mathbf{q}_i(x_p, e_p) \sup_{t \in [0, T]} |x_0(s) - x_0(s)| \right).$$

(73)
In conclusion, with (69) and (71), we have established that, if \( x_p, e_p \) and \( \sigma \) satisfy

\[
\frac{K\alpha}{\sigma} \left[ f(x_p, e_p) e_p + \frac{1}{2} f(x_p, 0) x_p^2 \right] \leq x_p,
\]

(74a)

\[
\beta(\sigma q(x_p, e_p)) \leq e_p,
\]

(74b)

with \( \beta \) defined in (72), and if \((x, e)\) are \( T \)-periodic continuous functions satisfying (62), then \((\mathcal{D}[x, e], \mathcal{D}[x, e]_e)\) are \( T \)-periodic continuous functions satisfying

\[
\sup_{t \in [0, T]} |\mathcal{D}[x, e]_e(t)| \leq x_p, \quad \sup_{t \in [0, T]} |\mathcal{D}[x, e]_e(t)| \leq e_p.
\]

(75)

Similarly, with (70) and (73), we have established that, if \((x_0, e_0)\) and \((x_0, e_0)\) are \( T \)-periodic continuous functions satisfying (62),

\[
\left( |\mathcal{D}[x_0, e_0]_e(t) - \mathcal{D}[x_0, e_0]_e(t)| \right) \leq 2\mathcal{M}(x_p, e_p, \sigma) \left( \sup_{s \in [0, T]} |x_0(s) - x_0(s)| \right) \left( \sup_{s \in [0, T]} |e_0(s) - e_0(s)| \right)
\]

with the notation

\[
\mathcal{M}(x_p, e_p, \sigma) := \left( \frac{\mathcal{M}(x_p, e_p, \sigma)}{\mathcal{M}(x_p, e_p, \sigma)} \mathcal{M}(x_p, e_p, \sigma) \right)
\]

(76)

where \( \mathcal{M} \) is the following matrix with strictly positive entries

\[
\mathcal{M}(x_p, e_p, \sigma) = \frac{K\alpha}{\sigma} \left[ f(x_p, e_p) e_p + 2f(x_p, 0) x_p \right], \quad \mathcal{M}(x_p, e_p, \sigma) = \frac{K\alpha}{\sigma} f(x_p, e_p),
\]

\[
\mathcal{M}(x_p, e_p, \sigma) = \beta(\sigma q(x_p, e_p)), \quad \mathcal{M}(x_p, e_p, \sigma) = \beta(\sigma q(x_p, e_p)).
\]

It follows from Perron-Frobenius theorem that there exist strictly positive real numbers \( p_1(x_p, e_p, \sigma), p_2(x_p, e_p, \sigma) \) and \( \gamma(x_p, e_p, \sigma) \), depending on \((x_p, e_p, \sigma)\) and satisfying

\[
\mathcal{M}^T \begin{pmatrix} p_1 \\ p_2 \end{pmatrix} = \gamma \begin{pmatrix} p_1 \\ p_2 \end{pmatrix}.
\]

(77)

Here, \( \gamma \) is a simple eigenvalue of \( \mathcal{M} \) and the spectral radius of this matrix. It is strictly smaller than 1 if and only if we have

\[
1 - \left[ \mathcal{M}_{11} + \mathcal{M}_{22} \right] + \left[ \mathcal{M}_{11} \mathcal{M}_{22} - \mathcal{M}_{12} \mathcal{M}_{21} \right] > 0,
\]

\[
1 - \left[ \mathcal{M}_{11} \mathcal{M}_{22} - \mathcal{M}_{12} \mathcal{M}_{21} \right] > 0,
\]

i.e.

\[
1 > \frac{K\alpha}{\sigma} \left[ f(x_p, e_p) e_p + 2f(x_p, 0) x_p + \beta(\sigma q(x_p, e_p)) \right] \left( f(x_p, e_p) q(x_p, e_p) - f(x_p, e_p) e_p + 2f(x_p, 0) x_p q(x_p, e_p) \right),
\]

(78a)

\[
1 > \frac{K\alpha}{\sigma} \left[ f(x_p, e_p) q(x_p, e_p) - f(x_p, e_p) e_p + 2f(x_p, 0) x_p q(x_p, e_p) \right] \left( f(x_p, e_p) e_p + 2f(x_p, 0) x_p \right).
\]

(78b)

With this at hand, (70), (73) and (77) give

\[
p_1(x_p, e_p, \sigma) \sup_{t \in [0, T]} |\mathcal{D}[x_0, e_0]_e(t) - \mathcal{D}[x_0, e_0]_e(t)| + p_2(x_p, e_p, \sigma) \sup_{t \in [0, T]} |\mathcal{D}[x_0, e_0]_e(t) - \mathcal{D}[x_0, e_0]_e(t)|
\]

\[
\leq \gamma(x_p, e_p, \sigma) \left[ p_1(x_p, e_p, \sigma) \sup_{t \in [0, T]} |x_0(t) - x_0(t)| + p_2(x_p, e_p, \sigma) \sup_{t \in [0, T]} |e_0(t) - e_0(t)| \right].
\]

(79)

Now, let \( \mathcal{B}_{x_p, e_p}(\mathbb{R}^{n+1}) \) denote the closed subset of \( \mathcal{P}_T^2(\mathbb{R}^{n+1}) \) defined as

\[
\mathcal{B}_{x_p, e_p}(\mathbb{R}^{n+1}) := \left\{ (x, e) \in \mathcal{P}_T^2(\mathbb{R}^{n+1}) : \sup_{t \in [0, T]} |x(t)| \leq x_p, \sup_{t \in [0, T]} |e(t)| \leq e_p \right\}.
\]
This set \( \mathcal{B}_{s_p, e_p}(\mathbb{R}^{n+1}) \) equipped with the norm
\[
\| (x,e) \| := p_s(x_p, e_p, \sigma) \sup_{t \in [0,T]} |x(t)| + p_e(x_p, e_p, \sigma) \sup_{t \in [0,T]} |e(t)|
\]
is a complete metric space. Assuming for the time being (see below) there exists a triple \((x_p, e_p, \sigma_p)\) satisfying (74) and (78), we have established that, for any \( \sigma > \sigma_p \), we have the following properties.

1. The function \((x,e) \rightarrow (\mathcal{D}(x,e), \mathcal{D}(x,e))\) maps a function in \( \mathcal{B}_{s_p, e_p}(\mathbb{R}^{n+1}) \) into a function in \( \mathcal{B}_{s_p, e_p}(\mathbb{R}^{n+1}) \), since (74) implies (75).
2. The function \((x,e) \rightarrow (\mathcal{D}(x,e), \mathcal{D}(x,e))\) is a contraction, the gain \( \gamma(x_p, e_p, \sigma) \) in (79) being strictly smaller than 1 when (78) holds.

We conclude, from the Banach fixed point theorem, that there exists a fixed point \((x_p, e_p)\) in \( \mathcal{B}_{s_p, e_p}(\mathbb{R}^{n+1}) \), namely there exist \( x_p \) and \( e_p \) satisfying \( \mathcal{D}(x_p, e_p) = x_p \) and \( \mathcal{D}(x_p, e_p) = e_p \). In particular, \( x_p, e_p \) are \( C^0 \), \( T \)-periodic, satisfy
\[
\sup_{t \in [0,T]} |x_p(t)| \leq x_p, \quad \sup_{t \in [0,T]} |e_p(t)| \leq e_p,
\]
and are solution of
\[
\begin{align*}
\dot{x}_p &= F(t)x_p + \delta f(t, x_p, e_p), \\
\dot{e}_p &= -\sigma e_p + \mu M^T \zeta_p(t) + q(t, x_p, e_p)
\end{align*}
\]
where \( \zeta_p \) is the unique \( T \)-periodic solution of
\[
\dot{\zeta}_p = [\Phi - \mu MM^T] \zeta_p - Mq(t, x_p(t), e_p(t)).
\]
as stated by Lemma 3. Also because of \( F, \delta f \) and \( q \) are \( C^1 \), the periodic solution \((x_p, e_p)\) is \( C^2 \).

In order to determine a bound for \( \zeta_p \), we apply Lemma 3 and inequality (40) to the solution \( \zeta_p \) defined in (81c). To this end, we need a bound for \( q \). It can be expressed as
\[
q(t, x_p(t), e_p(t)) = \frac{\partial q}{\partial t}(t, x_p(t), e_p(t)) + \frac{\partial q}{\partial x}(t, x_p(t), e_p(t))f(t, x_p(t), e_p(t))
\]
\[
+ \frac{\partial q}{\partial e}(t, x_p(t), e_p(t)) \left[ -\sigma e_p(t) + \mu M^T \zeta_p(t) + q(t, x_p(t), e_p(t)) \right].
\]
As a consequence, the previous expression of \( q \) yields, using (39), and the bounds (80) for \( x_p, e_p \),
\[
\int_0^T |q_p(t)|^2 dt \leq 3T Q_0(x_p, e_p)^2 + 3T Q_0(x_p, e_p)^2 f(x_p, e_p)^2
\]
\[
+ 9Q_0(x_p, e_p)^2 \int_0^T \left( \sigma^2 e_p(t)^2 + \mu^2 |M^T \zeta_p(t)|^2 + |q(t, x_p(t), e_p(t))|^2 \right) dt
\]
\[
\leq 3T Q_0(x_p, e_p)^2 + 3T Q_0(x_p, e_p)^2 f(x_p, e_p)^2
\]
\[
+ 9Q_0(x_p, e_p)^2 \left( \sigma^2 e_p(t)^2 + 2 \int_0^T |q(t, x_p(t), e_p(t))|^2 dt \right).
\]
On another hand, we obtain, by integration and using (39) again,
\[
0 \leq e_p(T)^2 - e_p(0)^2 \leq -\sigma \int_0^T e_p(t)^2 dt + \mu \int_0^T M^T \zeta_p(t)e_p(t)dt + \int_0^T q(t, x_p(t), e_p(t))e_p(t)dt
\]
\[
\leq -\frac{\sigma}{2} \int_0^T e_p(t)^2 dt + \frac{\mu^2}{2} \int_0^T |M^T \zeta_p(t)|^2 dt + \frac{1}{\sigma} \int_0^T q(t, x_p(t), e_p(t))^2 dt
\]
\[
\leq -\frac{\sigma}{2} \int_0^T e_p(t)^2 dt + \frac{\mu^2}{2} \int_0^T |M^T \zeta_p(t)|^2 dt + \frac{1}{\sigma} \int_0^T q(t, x_p(t), e_p(t))^2 dt
\]
and therefore
\[
\int_0^T |q_p(t)|^2 dt \leq 3T \left[ Q_0(x_p, e_p)^2 + Q_1(x_p, e_p)^2 f(x_p, e_p)^2 \right] + 54Q_0(x_p, e_p)^2 \int_0^T |q(t, x_p(t), e_p(t))|^2 dt
\]
\[
\leq 3T \left[ Q_0(x_p, e_p)^2 + Q_1(x_p, e_p)^2 f(x_p, e_p)^2 \right] + 54Q_0(x_p, e_p)^2 \int_0^T |q(t, x_p(t), e_p(t))|^2 dt.
\]
By combining this inequality with (40) and (64), we finally obtain an expression for the bound $\zeta_p$ in inequality (6c), that is,

$$
\zeta_p^2(\mu) := \left[ \frac{\mu + 3 \kappa_1}{\mu} q_0 + 54 \kappa_1 q_0 (x_p, e_p)^2 \right] q(x_p, e_p)^2 + 3 \kappa_1 \left[ q_0 (x_p, e_p)^2 + q_0 (x_p, e_p)^2 \right]
$$

with $\kappa_0, \kappa_1$ given by Lemma 2. It is independent of $\sigma$ and of $\mu$ by noting that it is a decreasing function of $\mu$ for $\mu \geq 1$, that is, select $\zeta_p(1)$ in the statement of the Theorem.

Now, inequalities (80) are parts of the inequalities (46a) and (46b). On another hand, with (55) and (67), we obtain

$$
\sup_{t \in [0,T]} |x_p(t)| \leq \frac{K_0}{\alpha} \left[ f(x_p, e_p) \sup_{t \in [0,T]} |e_p(t)| + \frac{1}{2} f_\alpha(x_p, 0)x_p \sup_{t \in [0,T]} |x_p(t)| \right]
$$

which gives

$$
\sup_{t \in [0,T]} |e_p(t)| \leq \frac{K_0 f(x_p, e_p)}{\alpha - \frac{1}{2} K_0 f_\alpha(x_p, 0)x_p} \sup_{t \in [0,T]} |e_p(t)|,
$$

where the denominator of the right hand side is strictly positive according to (74a). Now recall that by definition of (7a) and of the matrices $M, N$, we have $\sqrt{M^\top N^\top M} \leq \mathcal{N}_p$. As a consequence, inequalities (55) and (46c) give

$$
\sup_{t \in [0,T]} |e_p(t)| \leq \frac{1}{\sigma} \left[ \sup_{t \in [0,T]} q(t, x_p(t), e_p(t)) + \sup_{t \in [0,T]} M^\top N^\top \zeta_p(t) \right] \leq \frac{1}{\sigma} \left[ q(x_p, e_p) + \sqrt{M^\top N^\top M} \sup_{t \in [0,T]} |e_p(t)| \right] \leq \frac{1}{\sigma} (q(x_p, e_p) + \mathcal{N}_p \zeta_p)
$$

This yields the remaining parts of of the inequalities (46a) and (46b) with

$$
\mathbf{r}_p := q(x_p, e_p) + \mathcal{N}_p \zeta_p, \quad \mathbf{r}_p := \frac{K_0 f(x_p, e_p)}{\alpha - \frac{1}{2} K_0 f_\alpha(x_p, 0)x_p} \mathbf{r}_p.
$$

Finally, to complete the proof, we need to show that it does exist a triple of positive real numbers $(x_p, e_p, \sigma_p)$ satisfying (74) and (78), i.e.

$$
x_p \geq \frac{K_0}{\alpha} \left[ f(x_p, e_p) x_p + \frac{1}{2} f_\alpha(x_p, 0)x_p^2 \right],
$$

$$
e_p \geq \beta(\sigma) q(x_p, e_p),
$$

$$
1 > \frac{K_0}{\alpha} \left[ f(x_p, e_p) e_p + 2 f_\alpha(x_p, 0)x_p \right] + \beta(\sigma) q(x_p, e_p)
$$

1.

1.

1.

1.

Since the function $\beta$ is continuous, strictly decreasing and tends to 0 as $\sigma$ tends to infinity, it is sufficient to find $x_p$ and $e_p$ satisfying:

$$
x_p > \frac{K_0}{\alpha} \left[ f(x_p, e_p) x_p + \frac{1}{2} f_\alpha(x_p, 0)x_p^2 \right],
$$

$$
1 > \frac{K_0}{\alpha} \left[ f(x_p, e_p) e_p + 2 f_\alpha(x_p, 0)x_p \right].
$$
Remark 2

Then, such periodic solution is exponentially stable with a domain of attraction containing the set

$$ \mathcal{A}_\varepsilon(x_p, \epsilon_p) = \left\{ (x, e, \zeta) : |x - x_p(0)| \leq 3 \epsilon_p, |e - \epsilon_p(0)| \leq 3 \epsilon_p, \sqrt{\zeta - \zeta_0(0)} N_\zeta(\zeta - \zeta_0) \leq 3 \zeta_\tau \right\}$$

**Proof** The assumed existence of a periodic solution $(x_p, e_p, \zeta_p)$ satisfying (88) for system (28) allows us to consider the following change of coordinates

$$(x, e, \zeta) \mapsto (\tilde{x}, \tilde{e}, \tilde{\zeta}) := (x - x_p(t), e - \epsilon_p(t), \zeta - \zeta_p(t))$$

System (28) is transformed into

$$\dot{\tilde{x}} = F_{\epsilon}(\tilde{t}) \tilde{x} + \tilde{\epsilon}(\tilde{t}, \tilde{x}, \tilde{e})$$
$$\dot{\tilde{e}} = \tilde{q}(\tilde{t}, \tilde{x}, \tilde{e}) - \sigma \tilde{e} + \mu M^T N_\zeta \tilde{\zeta}$$
$$\dot{\tilde{\zeta}} = (\Phi - \mu M^T N_\zeta) \tilde{\zeta} + \tilde{Mq}(\tilde{t}, \tilde{x}, \tilde{e})$$

**A.4 Exponential Stability of the Periodic Solution**

**Proposition 2** For any triplet $(\mathcal{T}, \mu, \alpha)$, there exist strictly positive real numbers $x_p, \epsilon_p > 0$ (independent of $n_0$) and, for any $\zeta_p > 0$ and $\mu \geq 1$, there exists $\sigma^*_p > 0$ (independent of $n_0$) such that, if system (28), with $\sigma > \sigma^*_p$, $f \in \mathcal{F}(x_p, \epsilon_p, \mathcal{T}^2, \alpha)$ and $q \in \mathcal{O}(x_p, \epsilon_p)$, admits a $T$-periodic solution $(x_p, e_p, \zeta_p)$ satisfying

$$\sup_{t \in [0, T]} |x_p(t)| \leq x_p, \quad \sup_{t \in [0, T]} |e_p(t)| \leq \epsilon_p, \quad \sup_{t \in [0, T]} \sqrt{\zeta_p(0)} N_\zeta(\zeta_p(0)) \leq \zeta_\tau,$$

then, such periodic solution is exponentially stable with a domain of attraction containing the set $\mathcal{A}_\varepsilon(x_p, \epsilon_p, \zeta_p)$.
with the definitions

\[ F_p(t) := \frac{\partial f}{\partial x}(t, x_p(t), c_p(t)), \]
\[ \delta f(t, x, \xi) := f(t, x, \xi) - F_p(t)\xi, \]
\[ \delta f(t, x, \xi) := f(t, x, e) - f(t, x_p(t), c_p(t)), \]
\[ \delta q(t, x, \xi) := q(t, x, e) - q(t, x_p(t), c_p(t)). \]

(91) 
(92) 
(93) 
(94)

Exponential stability of the origin for the system (90) can be established from the first order approximation. But we want to establish not only exponential stability but also that the domain of attraction contains \( \mathcal{N}(x_0, e_0, \xi_0) \) defined in (89). So instead we go with a Lyapunov analysis.

First, we define \( x_0, e_0 \) and \( \sigma^*_0 \) via a set of inequality. To this end, to any pair \((x, e)\) we associate a pair \((x_0, e_0)\) as follows

\[ x_0 := 3\sqrt{2} \sqrt{\frac{P_f}{P_c}} + 2 \]
\[ e_0 := 6e. \]

(95)

and the real number

\[ \rho_0(x_0, e_0) := \frac{P_f}{\rho_0} \left[ f_{x_0}(x_0, e_0)x_0 + f_{e_0}(x_0, e_0)e_0 + \frac{P}{Q} f_{x_0}(x_0, e_0)[x_0 + x_0] \right]. \]

(96)

By definition, the function \( \rho_0 \) is a non-decreasing function satisfying \( \rho_0(0, 0) = 0 \). With the above definitions, let \( x_0, e_0 > 0 \) be any pair of positive numbers satisfying the following two inequalities

\[ 9P_c x_0^2 + 9e_0^2 \leq \frac{1}{2} \min \left\{ \frac{P}{Q} (x_0 - x_0)^2, (e_0 - e_0)^2 \right\}, \]
\[ \rho_0(x_0, e_0) \leq \frac{1}{a} \alpha \rho_0. \]

(97a) 
(97b)

that depends only on the triplet of numbers \((P_f, P_c, \alpha)\). Such \( x_0, e_0 > 0 \) always exists in view of the above definition of \( x_0, e_0 \) in (95) and the properties of \( \rho_0 \). Then, with \( x_0, e_0 \) and \( \mu \geq 1 \) being fixed, for any given \( \xi_0 > 0 \), let \( h > 0 \) a small positive number satisfying the following inequality

\[ h \leq \frac{1}{3} \min \left\{ \frac{1}{a} \alpha \rho_0 (x_0, e_0) \right\} \min \left\{ \frac{P}{Q} (x_0 - x_0)^2, (e_0 - e_0)^2 \right\} \]

(98)

Finally, with \( x_0, e_0, x_0, e_0, \mu \) and \( h \) fixed, we select \( \sigma^*_0 \) as

\[ \sigma^*_0 := \frac{[P_f f_{x_0}(x_0, e_0) + q_{e_0}(x_0, e_0)]^2}{\frac{1}{2} \left\{ \alpha \rho_0 (x_0, e_0) - \frac{h}{2} q_{e_0}(x_0, e_0)^2 \right\}} + \frac{\mu}{2h} + q_{e_0}(x_0, e_0) + h q_{e_0}(x_0, e_0)^2. \]

(99)

Again, \( a_0 \) plays no role in the above inequalities. This implies the triple \((x_0, e_0, \sigma^*_0)\) does not depend on \( a_0 \).

With (88), \( f \in \mathcal{F}(x_0, e_0, P_f, P_c, \alpha) \) and \( g \in \mathcal{G}(x_0, e_0) \), and by using inequality (63), we obtain

\[ \left| \frac{\partial q(t, x, \xi)}{\partial x} \right| \leq q_{e_0}(x_0, e_0) \]
\[ \left| \frac{\partial q(t, x, \xi)}{\partial e} \right| \leq q_{x_0}(x_0, e_0), \]

(100) 
(101)

for all \((x, e) \in \mathcal{N}(x_0, e_0), t \in [0, T]\). Also, when \( P_p \) is sufficiently close to \( F(t) \), we can still use the function \( P_p \) defined in (4), (5) to build a candidate Lyapunov function for the \( x \)-subsystem. For this, let us define the function

\[ \delta F(t) := F_p(t) - F(t) = \frac{\partial f}{\partial x}(t, x_p(t), c_p(t)) - \frac{\partial f}{\partial x}(t, 0, 0). \]

(102)

It is \( T \)-periodic and satisfies

\[ |\delta F(t)| \leq |F_p(t) - F(t)| \leq f_{x_0}(x_0, e_0)x_0 + f_{e_0}(x_0, e_0)e_0. \]

(103)
for all \( t \in [0, T] \). Therefore, by using (5), we compute
\[
\dot{P}_s(t) + P_s(t)F_p(t) + F_p(t)\top P_s(t) \leq -2\alpha P_s + \left[ P_s(t)\delta F(t) + \delta F(t)\top P_s(t) \right]
\]
\[
\leq -2 \left( \alpha P_s - \frac{P_s}{2} f_u(x_e, e_x, x_0 + f_opt(x_e, e_x, e_0)) \right) I
\]
for all \( (x, e) \in \mathcal{X}(x_e, e_0), t \in [0, T] \). Hence, by defining \( V_s := \xi^\top P_s \xi \), we obtain
\[
V_s = 2\xi^\top P_s(t)(F_p(t)\xi + \delta \tilde{f}(t, \tilde{x}, \tilde{e})) + \xi^\top P_s(t)\xi
\]
\[
\leq 2\gamma(P_s - \rho_0(x_e, e_0))\|\xi\|^2 + 2\gamma P_s f_u(x_e, e_0)\|\xi\|^3
\]
for all \( (x, e) \in \mathcal{X}(x_e, e_0), t \in [0, T] \), in which we used the inequality \( |\xi| \leq |x_p(t)| + |x| \leq x_s + x_0 \), and \( \rho_0 \) has been defined in (96). Next, the derivative of \( V_s := \xi^2 \) satisfies
\[
V_s \leq -2\gamma |\xi|^2 + 2\mu M^\top N \xi + 2\gamma q_u(x_e, e_0) |\xi|^2 + 2\gamma q_u(x_e, e_0) |\xi^2|, 
\]
for all \( (x, e) \in \mathcal{X}(x_e, e_0), t \in [0, T] \). As a consequence, by collecting all the inequalities together, we conclude that the time derivative of the function
\[
U := V_s + V_\xi + hV_s, \quad \dot{\chi} := (|\xi|, |\xi|, |M^\top N \xi_{\xi}|)^T,
\]
satisfies
\[
\dot{U} \leq -\chi^\top \mathcal{R}(x_e, e_x, \sigma, \mu, h) \chi,
\]
with \( \mathcal{R} \) defined as
\[
\mathcal{R}(x_e, e_x, \sigma, \mu, h) := \begin{pmatrix}
2(\alpha P_s - \rho_{11}(x_e, e_x, \sigma, \mu, h)) & -\rho_{12}(x_e, e_x) \\
-\rho_{12}(x_e, e_x) & 2(\sigma - \rho_{22}(x_e, e_x, \mu, h)) - \mu h
\end{pmatrix},
\]
and where the functions \( \rho_{11}, \rho_{12} \) and \( \rho_{22} \) are non-decreasing functions defined as
\[
\rho_{11}(x_e, e_x, \sigma, \mu, h) := \rho_0(x_e, e_0) + \frac{\gamma}{2} q_u(x_e, e_0)^2,
\]
\[
\rho_{12}(x_e, e_x) := \frac{P_s f_u(x_e, e_0)}{2},
\]
\[
\rho_{22}(x_e, e_x, \sigma, \mu, h) := q_u(x_e, e_0) + \frac{\gamma}{2} q_u(x_e, e_0)^2.
\]
According to Sylvester’s criterion, the matrix \( \mathcal{R} \) is positive definite if and only if the leading principal minors are all strictly positive, that is, we need to satisfy
\[
\alpha P_s - \rho_{11} > 0, \quad 4(\alpha P_s - \rho_{11}) |\sigma - \rho_{22}| - \rho_{12}^2 > 0, \quad 2(\alpha P_s - \rho_{11}) |2(\sigma - \rho_{22}) h - \mu| - h \rho_{22}^2 > 0,
\]
where the arguments of the functions \( \rho_{ij} \) have been omitted for compactness. These inequalities are always satisfied for any \( \sigma > \sigma^*_0 \) since
\begin{itemize}
  \item (105) is implied by (97b) and (98).
  \item (106) is implied by (105) and (107).
  \item (107) is implied by (99).
\end{itemize}
As a consequence, for any $\sigma > \sigma_0^*$, there exists a positive real number $\nu > 0$, which depends only on $(x_0, e_0, \sigma, \mu, \lambda)$, so that the derivative of $U$ satisfies the following inequality

$$U \leq -\nu \left( |x|^2 + |e| + |M^T N_c \xi|^2 \right)$$

(108)

for all $(x, e) \in \mathcal{S}(x_0, e_0)$, $t \in [0, T]$.

Next, to make the right hand side of (108) negative definite, consider the function

$$V_{t, e} := \xi^T (N_c + \kappa P_2) \xi,$$

where $\kappa P_2$ is defined in Lemma 1 and depends on $n_p$. By using the inequality (31), we compute its derivative. It satisfies

$$\dot{V}_{t, e} \leq -\mu |M^T N_c \xi|^2 - \kappa \xi^T N_c \xi - 2 \left[ \xi^T N_c M \right] \eta(t, \xi, e) - 2 \kappa \left[ N_c^{-1/2} P_c M \right] \eta(t, \xi, e)$$

$$\leq -\frac{\kappa}{2} \xi^T N_c \xi + \frac{1}{\mu} \eta(t, \xi, e)^2 + 2 \kappa \left[ N_c^{-1/2} P_c M \right]^2 \eta(t, \xi, e)^2$$

$$\leq -\frac{\kappa}{2} \xi^T N_c \xi + 2 \left[ \frac{1}{\mu} + 2 \kappa \left[ N_c^{-1/2} P_c M \right]^2 \right] \left\{ q_2(x_0, e_0)^2 |a|^2 + q_2(x_0, e_0)^2 |e|^2 \right\},$$

for all $(x, e) \in \mathcal{S}(x_0, e_0)$, $t \in [0, T]$. Hence, by letting

$$c := \frac{\kappa}{2} + 2 \kappa \left[ N_c^{-1/2} P_c M \right]^2 \max \{ q_2(x_0, e_0)^2, q_1(x_0, e_0)^2 \}$$

we conclude, by using (108), that the derivative of $U_t := U + c V_{t, e}$ satisfies

$$U_t \leq -\frac{\nu}{2} \left( |x|^2 + |e|^2 + |M^T N_c \xi|^2 \right) - \frac{C}{2} \xi^T N_c \xi$$

(109)

for all $(x, e) \in \mathcal{S}(x_0, e_0)$, $t \in [0, T]$. At this point is important to note for the exponential stability that, on the left hand side we have the time derivative of a function which, although time dependent via its $V_{t, e}$ component, can be upperbounded by time independent positive definite quadratic forms of $(t, e, \xi)$ and on the right hand side, we have a time independent positive definite quadratic form.

Now, as a consequence of inequalities (97a) and (98), we also have

$$9P_2 \xi^2 + 9e_0^2 + 9e_0^2 \leq \frac{5}{6} \min \left\{ P_c (x_0 - x_0)^2, (e_0 - e_0)^2 \right\}.$$  

(110)

Then, with the definitions of $x_0$ and $e_0$ given in (95), let

$$\mathcal{O} := \{ (t, e, \xi) : |x| < x_0 - x_0, |e| < e_0 - e_0 \},$$

$$= \left\{ (t, e, \xi) : |x| < \left( 1 + 3 \sqrt{\frac{T}{\pi}} \right) x_0, |e| < 5e_0 \right\}.$$

Our interest in this set is coming from the following implication, given by (88),

$$(t, e, \xi) \in \mathcal{O} \implies \left\{ |x| \leq |x| + |x_0| < x_0, |e| \leq |e| + |e_0| < e_0 \right\}.$$  

(111)

As a consequence, let $(x(t), e(t), \xi(t))$ be an arbitrary solution with $[0, \tau]$ as right maximal interval of definition into the set $\mathcal{O}$ and with initial conditions in the set $\mathcal{N}_c$ defined in (89), that is,

$$\mathcal{N}_c = \left\{ (x_0, e_0, \xi) : |x - x_0(0)| \leq 3x_0, |e - e_0(0)| \leq 3e_0, \sqrt{((\xi - \xi_0(0))^2 (\xi - \xi_0(0)))} \leq 3\xi_0 \right\}.$$  

Note that by using the definitions of $\xi, e, \xi$ and the bounds on the periodic solution $(x_p, e_p, \xi_p)$ in (88), $\mathcal{N}_c$ is a subset of $\{ (x, e, \xi) : |x| \leq 4x_0, |e| \leq 4e_0 \}$ and therefore, by using the definitions of $x_0$ and $e_0$ given in (95), $\mathcal{N}_c$ is a subset of $\mathcal{O}$. 
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Now, if $\tau$ is finite, we have
\[
\lim_{t \to t^+} |\tilde{u}(t)| = x_b - x_a, \quad \text{or} \quad \lim_{t \to t^+} |\tilde{x}(t)| = e_b - e_a, \quad \text{or} \quad \lim_{t \to t^+} \tilde{z}(t) = N_{\tilde{z}}(t) = \infty.
\]
But because of (111), we can use (108) and (89) to get
\[
U(t) \leq U(0) \leq \mathcal{P}_1(3x_a)^2 + (3e_a)^2 + h(3\zeta_a)^2
\]
for all $t \in [0, \tau)$, and in particular, by using the definition of $U$ and inequality (110),
\[
\frac{1}{\bar{b}} \min \{p - (x_b - x_a), (e_p - e_a)\}
\]
for all $t \in [0, \tau)$. This contradicts the consequences of having $\tau$ finite. So $\tau$ is infinite and with the inequality (109) and the remark following it, we conclude the periodic solution is asymptotically stable and locally exponentially stable. Its domain of attraction contains the set $\mathcal{M}_{\tilde{z}}$, defined in (89). This concludes the proof. 

A.5 Proof of Item 1) of Theorem 1

To establish the result of item 1 of Theorem 1, we rely on Propositions 1 and 2. We start by defining the numbers $x, e, z$ and $\sigma^*$ of the claim. Let $x_a, e_a$ be given by Proposition 2. Then let $x_p, e_p, r, x_p, \sigma_p^*$ be given by Proposition 1, which thanks to Remark 2, can be assumed to satisfy
\[
x_p \leq x_a, \quad e_p \leq e_a.
\]
We define
\[
x := x_p, \quad e := e_p,
\]
and
\[
z := \zeta_p + \mathcal{N}_e e
\]
with $\mathcal{N}_e$ defined in (7a). We choose $\mu \geq 1$ arbitrary. Then, with
\[
\zeta_p := \zeta_p + 2\mathcal{N}_e e
\]
Proposition 2 gives us $\sigma_p^*$. We select
\[
\sigma^* := \max \{\sigma_p^*, \sigma_a^*\}
\]
With these numbers defined, we consider system (1), (9) for some given $\sigma \geq \sigma^*$, and some given $n_o$. We apply the change of coordinates (27) to the closed-loop system (1), (9) to obtain (28). Proposition 1 guarantees the existence of a periodic solution $(x_p, e_p, \zeta_p)$ to system (28) and therefore a periodic solution $(x_p, e_p, z_p)$ to (1)-(9), with
\[
z_p = \zeta_p + M e_p.
\]
With (10) and (7a), it satisfies
\[
\sup_{t \in [0,T]} |x_p(t)| \leq \min \left\{x_p, \frac{r}{\sqrt{\sigma}} \right\} \leq x,
\]
\[
\sup_{t \in [0,T]} |e_p(t)| \leq \min \left\{e_p, \frac{r}{\sqrt{\sigma}} \right\} \leq e,
\]
\[
\sup_{t \in [0,T]} \sqrt{\zeta_p(t)^T N_{\zeta_p}(t)} \leq \zeta_p,
\]
\[
\sup_{t \in [0,T]} \sqrt{\zeta_p(t)^T N_{\zeta_p}(t)} \leq \sup_{t \in [0,T]} \sqrt{\left(\zeta_p(t) + M e_p(t)\right)^T N_1(\zeta_p(t) + M e_p(t))}
\]
\[
\leq \sup_{t \in [0,T]} \sqrt{\zeta_p(t)^T N_{\zeta_p}(t)} + \sqrt{M^T N M} \sup_{t \in [0,T]} |e_p(t)|
\]
\[
\leq \zeta_p + \mathcal{N}_e e_p = z
\]
This establishes the inequalities (12) and (14) with \( \psi_l := r_s \).

Moreover Proposition 2 guarantees the periodic solution \((x_p, e_p, \zeta_p)\) is locally exponentially stable with a domain of attraction that includes the set \( \mathcal{N}_c(x, e, \zeta) \) defined in (89). Hence the domain of attraction of \((x_p, e_p, \zeta_p)\) contains the set

\[
\left\{ (x, e, z) : |x - x_p(0)| \leq 3x_0, \quad |e - e_p(0)| \leq 3e_0, \quad \sqrt{(z - z_p(0) - M(e - e_p(0)))^T N_c(z - z_p(0) - M(e - e_p(0)))} \leq 3\zeta_a \right\}.
\]

But we have the implications

\[
\left\{ |x| \leq 2x \quad \& \quad |x_p(0)| \leq x \right\} \Rightarrow |x - x_p(0)| \leq |x| + |x_p(0)| \leq 3x
\]
\[
\left\{ |e| \leq 2e \quad \& \quad |e_p(0)| \leq e \right\} \Rightarrow |e - e_p(0)| \leq |e| + |e_p(0)| \leq 3e
\]

\[
\left\{ \sqrt{z} N_c z \leq 2x \quad \& \quad \sqrt{\zeta_p(0)} N_e \zeta_p(0) \leq e \right\} \Rightarrow \sqrt{(z - z_p(0) - M(e - e_p(0)))^T N_c(z - z_p(0) - M(e - e_p(0)))} \leq \sqrt{\zeta_p(0) N_c \zeta_p(0) + \sqrt{M^T N_c M(e - e_p(0))}}
\]
\[
\leq \sqrt{z} N_c z + \sqrt{\zeta_p(0) N_e \zeta_p(0) + N_c 3e}
\]
\[
\leq 3(z + N_c e) = 3(\zeta_p + 2N_c e) \leq 3\zeta_a
\]

Hence the set \( \mathcal{N}(x, e, z) \) defined in (13) is contained in the above set and therefore in the domain of attraction of \((x_p, e_p, \zeta_p)\).

A.6 Proof of Items 2)-4) of Theorem 1

First, note that item 2) of Theorem 1 is a straightforward consequence of the inequalities (46b) and (46a) claimed in the statement of Proposition 1, that is \( \psi_l := r_s \) and \( \psi_r := r_s \).

Then, the \( C^\infty \) periodic solution \((x_p, e_p, \zeta_p)\) given by Item 1) satisfies (see (28))

\[
e_p = -\sigma e_p + \mu M^T N_c \zeta_p + q(t, x_p, e_p),
\]
\[
\zeta_p = (\Phi + \mu MM^T N_c) \zeta_p - Mq(t, x_p, e_p).
\]

and it is the sum of its Fourier series, i.e.

\[
e_p(t) = \sum_{k \in \mathbb{Z}} e_{pk} \exp(ik \frac{t}{\tau}),
\]
\[
\zeta_p(t) = \sum_{k \in \mathbb{Z}} \zeta_{pk} \exp(ik \frac{t}{\tau}),
\]
\[
q(t, x_p(t), e_p(t)) = \sum_{k \in \mathbb{Z}} q_{pk} \exp(ik \frac{t}{\tau}),
\]

where the index \( k \) in \( \{0, \ldots, \infty\} \) denotes the \( k \)-th Fourier coefficient. Because of (117), \( e_{pk}, \zeta_{pk} \) satisfy

\[
(k \frac{d}{dt} + \sigma) e_{pk} = \mu M^T N_c \zeta_{pk} + q_{pk},
\]
\[
(k \frac{d}{dt} + \Phi + \mu MM^T N_c) \zeta_{pk} = -Mq_{pk}.
\]

When we are interested in expressing the \( \zeta_p \) dynamics oscillator by oscillator, it is appropriate to exhibit the corresponding components of \( \zeta_{pk} \) as

\[
\zeta_{pk} = (\zeta_{p0k}, \ldots, \zeta_{p(\tau)/c} \ldots, \zeta_{p(\tau)/c}),
\]
Assume that for some \( \ell \) in \( \{0, 1, \ldots, n_o\} \), we have
\[
\omega_\ell = \beta_\ell \frac{2\pi}{T}
\]
where \( \beta_\ell \) is an integer. With (119), this implies in particular
\[
\beta_\ell \frac{2\pi}{T} \left( \begin{array}{c} i \ 1 \ 1 \\ -i \ -1 \ 1 \end{array} \right) = 0, \quad (i-1) M_\ell = \left( \begin{array}{c} i \\ 0 \end{array} \right).
\]
we obtain finally
\[
0 = e_{p,\beta_\ell} = \int_0^T \cos(\beta_\ell \frac{2\pi}{T}) e_p(t) + \int_0^T \sin(\beta_\ell \frac{2\pi}{T}) e_p(t).
\]
This is (15) in Item 3)

To establish Item 4), we note that (118) gives
\[
\zeta_{p,\ell} = -\left( k_i \frac{2\pi}{T} - \Phi + \mu M M^T N_c \right)^{-1} M q_{p,\ell} = -\frac{(k_i \frac{2\pi}{T} - \Phi)^{-1} M}{1 + \mu M^T N_c (k_i \frac{2\pi}{T} - \Phi)^{-1} M} q_{p,\ell},
\]
and therefore
\[
e_{p,\ell} = (q_{p,\ell} + \mu M^T N_c \zeta_{p,\ell}) = \frac{1}{k_i \frac{2\pi}{T} + \sigma} = \frac{1}{1 + \mu M^T N_c (k_i \frac{2\pi}{T} - \Phi)^{-1} M} \frac{1}{k_i \frac{2\pi}{T} + \sigma}.
\]
With the definitions (10), where \( \alpha_0 = 0 \), we have
\[
M^T N_c (k_i \frac{2\pi}{T} - \Phi)^{-1} M = \frac{n_o}{k_i \frac{2\pi}{T}} + \sum_{\ell=1}^{n_o} \left( \begin{array}{c} 1 \\ 0 \end{array} \right) n_\ell \left( \begin{array}{c} k_i \frac{2\pi}{T} \alpha_\ell \\ -\alpha_\ell \end{array} \right) \left( \begin{array}{c} 1 \\ 0 \end{array} \right)
\]
and therefore,
\[
|e_{p,\ell}|^2 = \frac{1}{1 + \mu^2 \left( k_i \frac{2\pi}{T} \sum_{\ell=1}^{n_o} \frac{n_\ell}{k_i \frac{2\pi}{T} - \alpha_\ell \Phi} \right)^2 \left( k_i \frac{2\pi}{T} \alpha_\ell \right)^2} \frac{|q_{p,\ell}|^2}{k_i \frac{2\pi}{T}} + \sigma^2.
\]
Note that the first factor of the right hand side comes with the presence of the internal model. Indeed, without this model, we would get
\[
|e_{p,\ell}|^2 = \frac{|q_{p,\ell}|^2}{k_i \frac{2\pi}{T}} + \sigma^2.
\]
So now, if we suppose that all \( \alpha_\ell \) in (9) are selected as
\[
\alpha_\ell = \frac{2\pi}{T}, \quad \forall \ell \in \{1, \ldots, n_o\}.
\]
then, from (120), we obtain
\[ |e_{pk}|^2 = 0 \quad \forall |k| \leq n_o, \]
\[ \leq \frac{1}{(n_o + 1)^2} \frac{1}{\sigma^2} \sum_{|k| \geq n_o + 1} |q_{pk}|^2 \quad \forall |k| \geq n_o + 1. \]

Parseval’s theorem then gives us
\[ \frac{1}{T} \int_0^T |e_p(t)|^2 dt = \sum_{k \in \mathbb{Z}} |e_{pk}|^2, \]
\[ \leq \frac{1}{(n_o + 1)^2} \frac{1}{\sigma^2} \sum_{|k| \geq n_o + 1} |q_{pk}|^2 \]
\[ \leq \frac{1}{(n_o + 1)^2} \frac{1}{\sigma^2} \int_0^T |q(t, x_p(t), e_p(t))|^2 dt \]
\[ \leq \frac{1}{(n_o + 1)^2} \frac{1}{\sigma^2} \sum_{|k| \geq n_o + 1} |q_{pk}|^2. \]

This is (16), with \( \psi_2 := \left( \frac{T}{2\pi} \right)^2 q(x_p, e_p)^2. \)

\[ \square \]

**B Proof of Theorem 2**

**B.1 Preliminaries**

A key feature of the infinite dimensional dynamical regulator (9) is that, when \( e = 0 \), it can reproduce any desired \( C^1 \) \( T \)-periodic function, as stated by the following lemma.

**Lemma 5** For any \( c \in \mathcal{C}^1(\mathbb{R}) \) and any \( \mu \geq 1 \), there exists \( z_p \in \mathcal{L}^2_\mathcal{N} \) such that the solution to
\[ \dot{z} = \Phi z, \quad z(0) = z_p \tag{121a} \]
is in \( \mathcal{C}^1 \) \( \mathcal{L}^2_\mathcal{N} \) and satisfies
\[ \mu \mathcal{M}^T \mathcal{N} z(t) = c(t) \quad \forall t \geq 0 \tag{121b} \]
with \( \Phi, \mathcal{M}, \mathcal{N} \) defined in (17).

**Proof** Since \( c \) is \( C^1 \) and \( T \)-periodic, it can be expressed as the sum of its Fourier series as
\[ c(t) = c_0 + \sum_{k=1}^{\infty} c_k \cos(k\omega t) + c_k^* \sin(k\omega t), \quad \omega = \frac{2\pi}{T}. \]

Then, let the \( k \)-th component \( z_{pk} \) of the vector \( z_p \) be selected as
\[ z_{p0} = c_0 / \mu, \quad z_{pk} = \frac{1}{\mu n_k} c_k, \quad c_k = \left( \begin{array}{c} c_k^* \\ c_k \end{array} \right) \quad \forall k = 1, \ldots, \infty. \]

To verify that \( z_p \) is in the set \( \mathcal{L}^2_\mathcal{N} \) as defined in definition (19), we compute
\[ \sum_{k=1}^{\infty} n_k |z_{pk}|^2 = \frac{1}{\mu^2} \sum_{k=1}^{\infty} \frac{1}{n_k} c_k^2 \leq \frac{1}{\mu^2} \sup_{k \in \mathbb{N}} \frac{1}{n_k^2} \sum_{k=1}^{\infty} k^2 |c_k|^2. \tag{122} \]

Now, \( \sup_{k \in \mathbb{N}} \frac{1}{n_k^2} \sum_{k=1}^{\infty} k^2 |c_k|^2 \) is finite by assumption (7d) as well as \( k |c_k| \) is square summable since \( c \), being \( C^4 \), \( \frac{dc}{dt} \) is square integrable.
To verify (121b) holds, we remind that, component-wise, the elements of $z$ are given by the solution of the differential equations

$$
\begin{align*}
\dot{z}_0 &= 0, & z_0(0) &= z_{p0} \\
\dot{z}_k &= \Phi_k \zeta_k, & z_k(0) &= z_{pk} & \forall k = 1, \ldots, \infty,
\end{align*}
$$

with $\Phi_k$ defined in (17). Hence

$$
\begin{align*}
z_0 &= z_{p0}, \\
z_k(t) &= \begin{pmatrix} \cos(k\omega t) & \sin(k\omega t) \\ -\sin(k\omega t) & \cos(k\omega t) \end{pmatrix} z_{pk} & \forall k = 1, \ldots, \infty.
\end{align*}
$$

This implies $z \in \mathcal{C}_T^2[\mathcal{L}_2^N]$. Then, by using the definition of $M, N$ in (10), we obtain

$$
\begin{align*}
\mu M^T N_z z(t) &= \mu z_0(t) + \mu \sum_{k=1}^{\infty} n_k M_k^T \exp(\Phi_k t) z_{pk} \\
&= \mu z_0(t) + \mu \sum_{k=1}^{\infty} n_k [\cos(k\omega t) z_{pk}^0 + \sin(k\omega t) z_{pk}^1] \\
&= c_0 + \sum_{k=1}^{\infty} c'_k \cos(k\omega t) + c'_k \sin(k\omega t) = c(t)
\end{align*}
$$

for all $t \geq 0$. This concludes the proof.

Now, let us define

$$
c(t) := -q(t,0,0).
$$

By construction $c \in \mathcal{C}_T^0([0,T]; \mathbb{R})$. Hence, let $z_p$ be given with such $c$ by Lemma 5 and consider the following change of coordinates

$$
\begin{align*}
z \mapsto \zeta := z - z_p(t) - Me
\end{align*}
$$

which transforms the closed-loop system (1), (9) into

$$
\begin{align*}
x &= F(t)x + \delta f(t,x,e) \\
e &= \Delta(t,x,e) - ce + \mu M^T N_z \zeta \\
\zeta &= (\Phi - \mu M^T N_z) \zeta - M\Delta(t,x,e),
\end{align*}
$$

where $F, \delta f$ are defined as in (47), namely

$$
\begin{align*}
\delta f(t,x,e) := f(t,x,e) - F(t)x, & \quad F(t) := \frac{\partial f}{\partial x}(t,0,0),
\end{align*}
$$

and $\Delta$ is a $C^1$ $T$-periodic function defined as

$$
\Delta(t,x,e) := q(t,x,e) - q(t,0,0).
$$

and satisfying

$$
|\Delta(t,x,e)| \leq q_\ell(x,e)|e| + q_u(x,e)|x|
$$

for any $(x,e) \in \mathcal{S}_T(x,e)$.

The metric space $\mathcal{L}_2^N$ being complete and all functions being locally Lipschitz, we are guaranteed about existence of solutions to (125), as stated by the following known result on existence of solutions for differential equations in Banach spaces proved for example in [14, §1.1], [12, Theorem 1.8.3] or [37, Proposition VI.1.2 & Theorem VI.3.1].

**Proposition 3** Let $D$ be an arbitrary open bounded subset of $\mathbb{R}^n \times \mathbb{R} \times \mathcal{L}_2^N$, then for any $(x_0, e_0, \zeta_0)$ in $D$ and any $t_0$, system (125) has a unique solution $(x(t), e(t), \zeta(t))$ with values in $D$, defined either on $[t_0, +\infty)$ or only on an interval $[t_0, t_0 + \ell]$ which is maximal in the sense that

$$
\lim_{t \to \infty} d((x(t), e(t), \zeta(t)), \partial D) = 0,
$$

where $d$ is the distance on $\mathbb{R}^n \times \mathbb{R} \times \mathcal{L}_2^N$, and $\partial D$ is the boundary of $D$. 

B.2 Stability Analysis

We have the following proposition.

**Proposition 4** Given any triplet \((\mathcal{P}, \mathcal{L}, \alpha)\) there exist strictly positive real numbers \(x_-, e_+ > 0\) and, for any \(\xi > 0\) and \(\mu > 1\), there exists \(\sigma^* > 0\) such that, the following holds.

(i) Solutions of (125) starting from the set

\[
\Omega_{\text{init}} = \left\{ (x, e, \xi) \in \mathbb{R}^n \times \mathbb{R} \times \mathcal{L}^2 : |x| \leq 3x_-, |e| \leq 3e_+ \right\}
\]

are complete and bounded in positive times and \(\xi(t) \in \mathcal{L}^2\) for all \(t \geq 0\).

(ii) The origin of (125) is Lyapunov stable with domain of attraction containing \(\Omega_{\text{init}}\).

(iii) Solutions starting from \(\Omega_{\text{init}}\) satisfies

\[
\lim_{t \to \infty} x(t) = 0, \quad \lim_{t \to \infty} e(t) = 0.
\]

**Proof** We follow similar steps of the proof of Proposition 2. First, let us define the non-decreasing function \(\rho^+_\sigma\) as

\[
\rho^+_\sigma(x) := \frac{1}{2} \mathcal{P}_t x(x, 0) x \quad x \geq 0.
\]

Let \(x_0, e_0\) be parametrized as follows

\[
x_0 := \left(3\sqrt{\frac{1}{|\mathcal{P}|}} + 2\right) x_-, \quad e_0 := 6e_+.
\]

and let \(x_0, e_0\) be any pair of positive real numbers satisfying

\[
9x_0^2 \mathcal{P} + 9e_0^2 \leq \frac{1}{4} \min \left\{ \mathcal{P}, x_0^2, e_0^2 \right\},
\]

\[
\rho^+_\sigma(x_0) \leq \frac{1}{4} \alpha \mathcal{L}^2.
\]

Now, given any \(\xi > 0\), let \(h > 0\) be selected such that

\[
h \leq \frac{1}{2} \min \left\{ \frac{1}{(3\xi)^2}, \min \left\{ \mathcal{P}, x_0^2, e_0^2 \right\}, \frac{\mu - \frac{\alpha \mathcal{P}}{\xi^*}}{\mathcal{P}}, \frac{\mu - \frac{\alpha \mathcal{P}}{\xi^*}}{\xi^*}, \frac{\mu - \frac{h}{\mathcal{L}}}{\xi^*} \right\}.
\]

Finally, let \(\sigma^* > 0\) be chosen as

\[
\sigma^* := \frac{1}{2} \left[ \frac{\mathcal{P}\mathcal{L}(x_0, e_0) + q_1(x_0, e_0)}{\mu - \frac{\alpha \mathcal{P}}{\xi^*}} \right]^2 + \frac{\mu}{\xi^*} + \frac{h}{\mathcal{L}} q_1(x_0, e_0)^2.
\]

Then, by following the same steps, consider the functions

\[
V_\xi := x^T P_\xi(t)x, \quad V_\xi := e^2, \quad V_\xi := \xi^* N_\xi \xi.
\]

By using (5), and (67), their derivatives satisfy, for all \((x, e) \in \mathcal{P}(x_0, e_0), t \in [0, T]\),

\[
V_\xi = -2\alpha x^T P_\xi(t)x + 2x^T \mathcal{P}_t(t) \delta(t, x, e) \\
\leq -2\alpha x^T \mathcal{P}(x_0, e_0) + 2x^T \mathcal{P}_t(x_0, e_0)|e| + \mathcal{P}_t(x_0, e_0)|x|^2 \\
\leq -2(\alpha \mathcal{P} - \rho^+_\sigma(x_0)|x|^2 + \mathcal{P} \mathcal{L}(x_0, e_0)|e| |x|)
\]

with \(\rho^+_\sigma\) defined as in (129), and

\[
V_\xi \leq -2\sigma|e|^2 + 2\mu M^T N_\xi \xi e + 2q_1(x_0, e_0)|e|^2 + 2q_1(x_0, e_0)|x| |e|,
\]

\[
V_\xi \leq -\mu |M^T N_\xi \xi|^2 + \frac{2}{\mu} q_1(x_0, e_0)^2 |e|^2 + q_1(x_0, e_0)^2 |x|^2.
\]
Therefore, collecting all the inequalities together, and by defining
\[ U := V_1 + V_2 + hV_3, \quad \chi := (|x|, |e|, |M^T N_\zeta|)^T, \]
with \( h \) selected as in (132), the time derivative of the Lyapunov function \( U \) satisfies
\[ U \leq -\chi^T \mathcal{A} \chi \quad \forall (x, e, \zeta) \in \mathcal{J}(x_0, e_0) \times \mathcal{L}_N^2, \]
with \( \mathcal{A} \) defined as
\[ \mathcal{A} := \begin{pmatrix} 2(\alpha_1 - \rho_1^N(x_0, e_0, \mu)) & -\rho_1^N(x_0, e_0) & 0 \\ 2(\sigma - \rho_2^N(x_0, e_0, \mu, h)) & 0 & -\mu \\ \mu & \mu & 0 \end{pmatrix}, \]
and where the functions \( \rho_1^N \) and \( \rho_2^N \) are non-decreasing functions defined as
\[
\rho_1^N(x_0, e_0, \mu, h) := \rho_1^N(x_0) + \frac{\mu}{2} q_3(x_0, e_0)^2, \\
\rho_2^N(x_0, e_0) := P_2 L_2(x_0, e_0) + q_3(x_0, e_0), \\
\rho_2^N(x_0, e_0, \mu, h) := q_3(x_0, e_0) + \frac{\mu}{2} q_3(x_0, e_0)^2.
\]
According to Sylvester’s criterion, the matrix \( \mathcal{A} \) is positive definite if and only if the leading principal minors are all strictly positive, that is, we need to satisfy
\[
\begin{align*}
\alpha_1 - \rho_1^N & > 0, \\
4(\alpha_1 - \rho_1^N)(\sigma - \rho_2^N) - (\rho_2^N)^2 & > 0, \\
2(\alpha_1 - \rho_1^N)[2(\sigma - \rho_2^N)h - \mu] - h(\rho_2^N)^2 & > 0,
\end{align*}
\]
where the arguments of the functions \( \rho_1^N \) have been omitted for compactness. These inequalities are always satisfied for any \( \sigma > \sigma_*^N \) since
\* (135) is implied by (131) and (132),
\* (136) is implied by (135) and (137),
\* (137) is implied by (133).

As a consequence, for any \( \sigma > \sigma_*^N \), there exists a positive real number \( \epsilon > 0 \) such that
\[ U \leq -\epsilon(|x|^2 + |e|^2 + |M^T N_\zeta|^2) \quad \forall (x, e, \zeta) \in \mathcal{J}(x_0, e_0) \times \mathcal{L}_N^2. \]
Now, let \( \mathcal{U} \) be the strictly positive real number defined as
\[ \mathcal{U} := \min_{(x, e, \zeta) \in \Omega_{max}} |x|^2 + |e|^2 + h|e|^2, \]
and define
\[ \Omega_{max} := \{ (x, e, \zeta) \in \mathbb{R}^n \times \mathbb{R} \times \mathcal{L}_N^2 : U(x, e, \zeta, t) \leq \mathcal{U}, \ t \in [0, T] \}. \]
In view of the choices of \( x_0, \zeta_0, h \) in (131), (132), we have \( \mathcal{U} \leq \frac{3}{\bar{\zeta}} \min \{ \bar{L}_2, \bar{e}_2 \} \) and therefore it is straightforward to see that
\[ \Omega_{max} \subset \mathcal{J}(x_0, e_0) \times \mathcal{L}_N^2. \]
Now let \( D \) be an open bounded superset of \( \Omega_{max} \) contained in \( \mathcal{J}(x_0, e_0) \times \mathcal{L}_N^2 \). Let \( (x(t), e(t), \zeta(t)) \) be the unique solution to system (125), established by Proposition 3, with initial condition in \( \Omega_{max} \) and right maximally defined on \( [0, \bar{\tau}] \) on \( D \). With (138), we have established
\[ U(x(t), e(t), \zeta(t), t) \leq U(x(0), e(0), \zeta(0), 0) < \mathcal{U} \quad \forall t \in [0, \bar{\tau}], \]
and therefore
\[ (x(t), e(t), \zeta(t)) \in \Omega_{max}, \quad \zeta(t) \in \mathcal{L}_N^2 \quad \forall t \in [0, \bar{\tau}]. \]
But \( \Omega_{max} \) being a closed subset of the open set \( D \), we have
\[ d(\Omega_{max}, \partial D) > 0 \]
and therefore a contradiction with (127) if \( t \) is finite. So the solution \((x(t), e(t), \zeta(t))\) is defined on \([0, +\infty[\) and takes it values in \(\Omega_{\text{max}}\). It follows that the function \(t \mapsto (x(t), e(t), \zeta(t), M^T N \zeta(t)) \in \mathbb{R}^n \times \mathbb{R} \times \mathcal{L}_{\mathbb{R}}^2 \times \mathcal{L}_{\mathbb{R}}^2\) is bounded and
\[
[q(t, x(t), e(t)) |] \leq q(x, e) \quad \forall t \in [0, +\infty[. 
\]
This shows item (i).

Next, consider the set of functions \((x, e, \zeta)\) so that \(U\) is bounded, with \(U\) defined as
\[
U(x, e, \zeta) := \|x\|^2 P \|x\|^2 + \|e\|^2 + h\zeta^T N \zeta.
\]
We have that \(\sqrt{U}\) defines a norm. Now, for any \(\varepsilon > 0\) small enough, let \(\delta = \varepsilon \sqrt{P} \), and consider any initial condition \((x(0), e(0), \zeta(0)) \in \Omega_{\text{init}}\) satisfying
\[
U(x(0), e(0), \zeta(0)) \leq \delta.
\]
Using (138) along solutions, we obtain
\[
U(t) \leq \frac{\delta}{\varepsilon} U(0) \leq \frac{\delta}{\varepsilon} U(0) \leq \varepsilon.
\]
This shows that that the origin of (125) is Lyapunov stable with a domain of attraction which includes the set \(\{ (x, e, \zeta) : U(0) \leq \delta_{\text{max}} \}\), where \(\delta_{\text{max}} > 0\) is the smallest \(\delta\) such that \(U(x', e', \zeta') > \delta\) implies \((x', e', \zeta') \notin \Omega_{\text{max}}\). This shows item (ii) of the theorem.

Finally, by using (138) along solutions, we obtain
\[
\lim_{t \to +\infty} \int_0^t \varepsilon \|x(t)\|^2 + \|e(t)\|^2 dt \leq U(0).
\]
On the left hand side each term in the integrand is a function with non negative values, and, since, according to (125), the function \(t \mapsto (x(t), e(t))\) is bounded, the function \(t \mapsto x(t), e(t)\) is Lipschitz (and therefore uniformly continuous). Hence by applying Barbalat’s lemma we get
\[
\lim_{t \to +\infty} \|x(t)\| = 0, \quad \lim_{t \to +\infty} \|e(t)\| = 0,
\]
which shows item (iii) and concludes the proof. \(\square\)

B.3 Proof of Theorem 2

The statement of Theorem 2 follows by combining the results of Lemma 5 and Propositions 3 and 4. To this end, let \(e(t) = -q(t, 0, 0)\) be given as in (123) and apply Lemma 5 to obtain the initial condition \(\zeta_p \in \mathcal{L}_{\mathbb{R}}^2\).

By further using (122) and the properties of \(n_{\text{cl}}\) in (7d), we also have \(\|z_p\|_{\mathbb{R}} \leq z_{\text{sat}}\), with \(z_{\text{sat}} = \frac{1}{\|n_{\text{cl}}\|} q_p(0, 0)\).

Now, let \(e\) be given by Proposition 4, and select \(\zeta_e = 2z_{\text{sat}} + 2n_{\text{cl}} e_{\text{act}}\). With such choice, we ensure that both initial conditions \(z(0) = 0\) and \(z(0) = z_p\) belong the set \(\Omega_{\text{init}}\) defined in (128) and are therefore included in the domain of attraction in view of item (ii) of Proposition 4. Indeed, following similar computations to those used in the proof of item 1) of Theorem 1, we can show that
\[
\{(x, e, z) \in \mathbb{R}^n \times \mathbb{R} \times \mathcal{L}_{\mathbb{R}}^2 : |x| \leq 2z_{\text{sat}}, |e| \leq 2z_{\text{sat}}, \|z\|_{\mathbb{R}} \leq 2z_{\text{sat}} \} \subset \Omega_{\text{init}}.
\]
Note that such initial conditions are of particular interest, since \(z(0) = 0\) corresponds to the origin of the control law (which is a quite natural choice when the steady-state solution for \(z\) is unknown), while \(z(0) = z_p\) corresponds to the origin of the closed-loop system (125). Now, by applying Proposition 3 and 4, we are guaranteed that, for \(\sigma > \sigma_{\text{cl}}\), the solution to system (125) to be complete forward in time. Furthermore, as \(\zeta(t)\) is in \(\mathcal{L}_{\mathbb{R}}^2\) for all \(t \geq 0\), and \(M\) is in \(\mathcal{L}_{\mathbb{R}}^2\) by design, we conclude that also \(z(t)\) is in \(\mathcal{L}_{\mathbb{R}}^2\) for all \(t \geq 0\). Moreover, \(x\) and \(e\) converges asymptotically to zero.
Finally, the last part of the proof consists in showing that the domain of attraction given by Theorem 1 with a finite-dimensional regulator, is not reduced in terms of \((x,e)\)-coordinates with the infinite-dimensional regulator. Moreover, for such a bound, we want also \(\sigma^<_+ < \sigma^*\). In turn, by entering the details of the proof of Theorem 1, this consists in showing that for Proposition 3 we can select the bounds \(x_o, e_o\) and \(\xi_o\) given by Proposition 2, and then compare \(\sigma^+_o\) with the resulting \(\sigma^*_o\). To this end, it suffices first to note that the bounds in (131) are less conservatives than (97) for two main reasons: in the first pair of equations, the right term is less conservative since we have \(x_o\) (resp. \(e_o\)) and not \(x_o - x_u\) (resp. \(e_o - e_u\)); the second condition is less conservative in view of the definition of \(\rho^*_o\) given in (129) compared to that of \(\rho_o\) in (96). As a consequence, any selection of \(x_o, e_o, \xi_o\) given by Proposition 2 is a feasible choice for the statement of Proposition 4. This ensure that the domain of attraction in terms of \((x,e)\) coordinates for the infinite-dimensional regulator contains the domain of attraction obtained in the finite-dimensional case, and therefore that the bounds \(x,e,z\) of Theorem 2 can be taken from Theorem 1. Hence, to complete that statement of the theorem, it suffices to show that for a given set of values, \(\sigma^+_o < \sigma^*_o\) given by Proposition 2. Again, this can be easily proved by noting that the definition of \(h\) in (132) is less conservative than the bound (98), and therefore, for a given \(h\), we have \(\sigma^+_o < \sigma^*_o\) since \(\rho^*_o(x_o) < \rho_o(x_o,e_o)\), see (99) and (133).

\[\Box\]

C Supplementary Material: a Technical Lemma

Lemma 6 Let \(\mu > 0\) and let \(n_o\) be a sequences of positive real numbers satisfying (7a). There exist strictly positive real numbers \(\kappa_0\) and \(\kappa_1\) independent of \(n_o\) such that the function \(\mathcal{F}(x)\) defined as in (36), i.e.

\[
\mathcal{F}(x) = \frac{\sum_{\ell=0}^{n_o} (\ell^2 + x^2) n_{\ell}}{1 + \mu^2 x^2 (\sum_{\ell=0}^{n_o} n_{\ell})^2}
\]

satisfies

\[
\mathcal{F}(x) \leq \kappa_0 + \kappa_1 x^2 \quad \forall x \in \mathbb{R}, n_o \in \mathbb{N}, \mu \geq 1.
\]

Proof. Seemingly the function \(\mathcal{F}\) has singularities at \(x = \ell\). But having:

\[
\mathcal{F}(x) = \frac{\sum_{\ell=0}^{n_o} (\ell^2 + x^2) n_{\ell}}{\left[\prod_{m=0}^{n_o} (m^2 - x^2)\right]^2 + \mu^2 x^2 \left[\sum_{\ell=0}^{n_o} n_{\ell} \prod_{m=0, m \neq \ell}^{n_o} (m^2 - x^2)\right]^2}
\]

we conclude that these singularities are fictitious and actually \(\mathcal{F}\) is a \(C^\infty\) function of \(x\) on \(\mathbb{R}\). Moreover we have

\[
\mathcal{F}(\ell) = \frac{2}{\mu^2 n_{\ell}} \quad \forall \ell \in \{0, \ldots, n_o\}.
\]

With (7d) this yields

\[
\mathcal{F}(\ell) \leq \frac{2\ell^2}{\mu^2 n_{\ell}} \quad \forall \ell \in \{0, \ldots, n_o\}.
\]

With this at hand, we continue in studying \(\mathcal{F}\) for \(x\) non integer.

To isolate the (fictitious) singularities at \(x = m\) or \(x = m + 1\), with \(m \in \{0, \ldots, n_o - 1\}\), we consider the sums without these values by defining

\[
S_m(x) := \sum_{\ell=0}^{m-1} (\ell^2 + x^2) n_{\ell},
\]

\[
S_m(x) := \sum_{\ell=m+2}^{n_o} (\ell^2 + x^2) n_{\ell},
\]

\[
S_m(x) := \sum_{\ell=m+2}^{n_o} \frac{1}{\ell^2 - x^2} n_{\ell},
\]

\[
S_{m-1}(x) = 0,
\]

\[
S_{m-1}(x) = 0,
\]

\[
S_m(x) = 0,
\]

\[
S_{m+1}(x) = 0.
\]
We have

\[
\sum_{\ell=0}^{n_{2\ell}} \frac{1}{(x^{2} - \ell^{2})^{2}} n_{\ell^{2}}.
\]

To simplify these expressions, we introduce the notation

\[
z(\ell) := \frac{n_{(\ell+1)}}{n_{\ell^{2}}}.
\]

With (7b) and (7d), we have

\[
\frac{1}{2} \leq \frac{\ell^{2}}{(\ell+1)^{2}} \leq z(\ell) < 1 \quad \forall 0 < \ell.
\]

Then (36) is simplified into

\[
\mathcal{T}(x) = F_{x_{\infty}}(x) + G_{x_{\infty}}(x)
\]

where

\[
F_{x_{\infty}}(x) := \frac{n_{2\ell_{x_{\infty}}} \left[ x^{2} + m^{2} \right] (x^{2} - m^{2})^{2} + x^{2} + (m+1)^{2} \varepsilon(m) \left( \frac{1}{x^{2} - \ell^{2}} \right)^{2}}{1 + \mu^{2} \ell_{x_{\infty}}^{2} \left( s_{m}(x) + \frac{1}{x^{2} - m^{2}} \right) \varepsilon(m)}
\]

\[
G_{x_{\infty}}(x) := \frac{Q_{\infty}(x)}{1 + \mu^{2} \ell_{x_{\infty}}^{2} \left( s_{m}(x) + \frac{1}{x^{2} - m^{2}} \right) \varepsilon(m)}
\]

Let now study the behavior of the functions $F_{x_{\infty}}, G_{x_{\infty}}$. We divide the analysis into three cases, where, in any case, $x$ is not an integer

a) $0 < x < n_{\ell}$

b) $n_{\ell} < x < n_{\ell} + 1$

c) $n_{\ell} + 1 \leq x$.

**Case a)** $0 < x < n_{\ell}$. Then there exists $m \in \{0, \ldots, n_{\ell} - 1\}$ such that $x \in (m, m+1)$. First, we look for a bound for $\mathcal{T}_{m}(m)$. With (7c), this gives

\[
\mathcal{T}_{m}(m) \leq m \sum_{\ell=m+2}^{n_{\ell}} \frac{1}{(x^{2} - \ell^{2})^{2}} \frac{1}{\ell^{2}}
\]

We have

\[
\frac{1}{\ell^{2} - m^{2}} = \frac{1}{m^{2}} \left[ \frac{1}{2(\ell - m)} + \frac{1}{2(\ell + m)} - \frac{1}{\ell} \right]
\]

Since the function $s \mapsto \frac{1}{s(\ell - m)} + \frac{1}{s(\ell + m)} - \frac{1}{s}$ is decreasing on $[\frac{m}{\sqrt{2}}, +\infty]$, we get

\[
\mathcal{T}_{m}(m) \leq \frac{1}{m} \int_{m+1}^{\sqrt{2}m+1} \frac{1}{s} ds + \frac{1}{m} \int_{m+1}^{m+1} \frac{1}{s} ds
\]

\[
\leq \frac{1}{m} \log \left( \frac{m+1}{\sqrt{2}m+1} \right) \leq \frac{1}{m} \log \left( \frac{m+1}{m+2} \right) \leq \frac{1}{2}
\]

So the sequence $\mathcal{T}_{m}(m)$ is bounded independently of $n_{\ell}$.

Then, we look for a bound for $\mathcal{T}_{m}(m)$. For $m \geq 2$, we have the decomposition

\[
\mathcal{T}_{m}(m) = \sum_{\ell=0}^{m-1} \frac{1}{m^{2} - \ell^{2}} n_{\ell^{2}}
\]
With (7d), this gives

$$S_m(m) \leq \frac{1}{m^2} \frac{n_{o2}}{n_{o1}} + \frac{1}{m^2-1} \frac{n_{o1}}{n_{o2}} + \sum_{l=2}^{m-2} \frac{1}{m^2-l^2} \frac{n_{o2}}{n_{o1}} + \frac{1}{m^2-(m-1)^2} \frac{n_{o2}}{n_{o1}}$$

Since the function \( s \mapsto \frac{1}{m^2-s^2} \frac{m^2}{s} \) is decreasing on \([0, \frac{m}{2}]\) and increasing on \([\frac{m}{2}, m]\), we have

$$\sum_{l=2}^{m-2} \frac{1}{m^2-l^2} \frac{m^2}{s} \leq \int_1^{m-1} \frac{1}{m^2-x^2} \frac{m^2}{s} \, ds$$

Then, with

$$\frac{1}{m^2-x^2} \frac{m^2}{s} = \frac{1}{s} + \frac{1}{2m} \left( m - s + \frac{1}{m} \right)$$

we obtain

$$\int_1^{m-1} \frac{1}{m^2-x^2} \frac{m^2}{s} \, ds = \left[ \frac{1}{s} + \frac{1}{2m} \log \left( \frac{m + x}{m - x} \right) \right]_1^{m-1} = 1 - \frac{1}{m-1} + \frac{1}{2m} \log \left( \frac{2m - 1}{m+1} \right)$$

This yields

$$S_m(m) \leq \frac{1}{m^2} \frac{n_{o2}}{n_{o1}} + \frac{1}{m^2-1} \frac{n_{o1}}{n_{o2}} + \frac{m-2}{m-1} \frac{1}{2m} \log \left( \frac{2m - 1}{m+1} \right) + \frac{1}{m^2-(m-1)^2} \frac{n_{o2}}{n_{o1}}$$

But with (7d), (7b) and \( m \geq 2 \), we have

$$\frac{1}{m^2} \frac{n_{o2}}{n_{o1}} \leq \frac{n_{o2}}{n_{o1}}, \quad \frac{1}{m^2-1} \frac{n_{o1}}{n_{o2}} \leq \frac{n_{o1}}{3n_{o2}}, \quad \frac{1}{m^2-(m-1)^2} \frac{n_{o2}}{n_{o1}} \leq \frac{m^2}{(m-1)^2(2m-1)} < \frac{4}{3}$$

Hence, \( S_m(m) \) is bounded independently of \( n_o \) as

$$S_m(m) \leq \frac{n_{o2}}{n_{o1}} + \frac{n_{o1}}{3n_{o2}} + \frac{10}{3}$$

In conclusion we have obtained the real number

$$S = \frac{n_{o2}}{n_{o1}} + \frac{n_{o1}}{3n_{o2}} + \frac{10}{3}, \quad (145)$$

independent of \( n_o \), such that

$$\|S_m(x)\| \leq \sum_{l=0}^{m-1} \frac{1}{m^2-l^2} \frac{n_{o2}^l}{n_{o1}^l} \leq S \quad \forall m \in \{0, \ldots, n_o-1\}, \forall n_o \quad (146)$$

Finally we look for a bound for \( Q_m(x) \). We decompose, with no care about the boundary effects for \( m < 2 \) or \( m > n_o - 3 \),

$$Q_m(x) = \sum_{l=0}^{m-2} \frac{x^2 + l^2}{(x^2 - l^2)^2} n_{o1} + \frac{x^2 + (m-1)^2}{(x^2 - (m-1)^2)^2} n_{o2} + \frac{x^2 + (m + 2)^2}{(x^2 - (m + 2)^2)^2} n_{o3} + \sum_{l=m+2}^{n_o} \frac{x^2 + l^2}{(x^2 - l^2)^2} n_{o1}.$$
With (7b), since the function \( s \mapsto \frac{\ell + 1}{(\ell^2 s^2)} \) is increasing for \( s < 1 \) and decreasing for \( 1 < s \), and \( s \) is in \([m, m+1]\), we get, for \( m \geq 1 \),
\[
\frac{Q_m(s)}{n_{o0}} \leq \int_0^{m-1} \frac{m^2 + \ell^2}{(m^2 - \ell^2)^2} d\ell + \frac{2m^2 - 2m + 1}{(2m - 1)^2} + \frac{2m^2 + 5m + 5}{(2m + 3)^2} + \int_{m+2}^{\infty} \frac{(m+1)^2 + \ell^2}{((m+1)^2 - \ell^2)^2} d\ell
\]
Using the identity
\[
\frac{s^2 + \ell^2}{(s^2 - \ell^2)^2} = \frac{d}{ds} \left( \frac{s}{s^2 - \ell^2} \right)
\]
we obtain
\[
\int_0^{m-1} \frac{m^2 + \ell^2}{(m^2 - \ell^2)^2} d\ell = \frac{m - 1}{m^2 - (m - 1)^2} = \frac{m - 1}{2m - 1}
\]
\[
\int_{m+2}^{\infty} \frac{(m+1)^2 + \ell^2}{((m+1)^2 - \ell^2)^2} d\ell = \frac{m + 2}{((m+2)^2 - (m+1)^2)} = \frac{m + 2}{2m + 3}
\]
and therefore
\[
\frac{Q_m(s)}{n_{o0}} \leq \frac{m - 1}{2m - 1} \frac{2m^2 - 2m + 1}{(2m - 1)^2} + \frac{2m^2 + 5m + 5}{(2m + 3)^2} + \frac{m + 2}{2m + 3} \leq \frac{7}{2}
\]
We have also
\[
Q_0(x) = \sum_{i=0}^{n_{o0}} \frac{x_i^2 + \ell^2}{(x_i^2 - \ell^2)^2} n_{e0} \leq n_{o2} \sum_{i=0}^{n_{o0}} \frac{1 + \ell^2}{(1 - \ell^2)^2} \leq n_{o2} \left[ \frac{5}{9} + \int_{\ell=1}^{\infty} \frac{1 + \ell^2}{(1 - \ell^2)^2} d\ell \right] \leq n_{o2} \frac{11}{9}
\]
implicating \( Q_0(x) \leq Q_m(x) \) with (7b). This gives readily the following bound for \(|G_m(x)|\)
\[
|G_m(x)| \leq Q_m(x) \leq \frac{7}{2} n_{o0}
\]
As desired this bound is independent of \( n_{o0}, m \).

With all this, to obtain a bound for \(|F_m(x)|\), we start by simplifying the expression of the denominator in (143). For this, we define the following change of variables
\[
z = \Psi(x) := -\frac{1}{X - m^2} + \frac{\ell(m)}{(m+1)^2 - X}
\]
where \( X = x^2 \). Since \( x \in (m, m+1) \), we decompose the interval \( X := (m^2, (m+1)^2) \) as \( X = X_0 \cup X_0 \cup X_1 \)
where
\[
X_0 = (m^2, X_0), \quad X_0 = (1 - \lambda)m^2 + \lambda(m+1)^2 = m^2 + \lambda(2m+1)
\]
\[
X_1 = (X_1, (m+1)^2), \quad X_1 = \lambda m^2 + (1 - \lambda)(m+1)^2 = m^2 + (1-\lambda)(2m+1)
\]
with \( \lambda \in (0, \frac{1}{2}) \) to be selected with in mind the fact that when \( \lambda \) is close to \( 0 \), \( X_0 \) is close to \( m^2 \) and \( X_1 \) close to \( (m+1)^2 \). These sets are mapped, via \( \Psi \), into the sets
\[
3_0 = (-\infty, X_0), \quad 3_0 = [X_0, X_0], \quad 3_0 = [X_1, +\infty)
\]
with the notation
\[
m_m = [(m+1)^2 - m^2] \quad m_m = [(m+1)^2 - m^2] = 2m + 1
\]
Note that function \( \Psi \) is injective and its inverse transformation is continuous and given by
\[
X(z) = \frac{m_m z - (1 + \ell(m)) + \sqrt{z m_m + (1 - \ell(m)) \frac{2m + 1}{1 + \ell(m)}}}{2z}
\]
if \( z \neq 0 \)
\[
X(0) = \frac{(m+1)^2 + 2m \ell(m)}{1 + \ell(m)}
\]
About the choice of \( \lambda \), we gather here all the constraints we shall impose later on.
1. We want $X(0)$ to be in $X_0$, or equivalently $z_a < 0 < z_b$. This motivates the following inequalities

$$X_0 = m^2 + \lambda (2m + 1) \lt m^2 + (2m + 1) \frac{1}{1 + \varepsilon(m)} < m^2 + (1 - \lambda)(2m + 1) = X_b \quad (149)$$

This is always verified for any $m \geq 1$ if we select

$$\lambda < \frac{1}{1 + \varepsilon(m)} < 1 - \lambda.$$  

With (141), that is

$$\lambda < \frac{1}{5}.$$  

(150)

2. With (146), the triangle inequality gives

$$|S_m(x) + z| \geq |z| - S \quad (151)$$

We want to have

$$|S_m(x) + z| \geq |z| - S \geq \frac{1}{\sqrt{2}}|z| \quad \forall z \in \mathbb{Z}_- \cup \mathbb{Z}_+$$

(152)

This holds if

$$\max \left\{ (2 + \sqrt{2})S, \frac{25}{8} \right\} \leq \min \{ -z_a, z_b \}$$

Let

$$a = \max \left\{ (2 + \sqrt{2})S, \frac{25}{8} \right\}. \quad (153)$$

With (145), this number does not depend on $n_0$. We have $-z_a \geq a$ if

$$\frac{(1 - \lambda)m_p - \lambda \varepsilon(m)m_n}{\lambda(1 - \lambda)m_p m_n} \geq a$$

which gives

$$\lambda^2 - \left( \frac{1 + m_p + \varepsilon(m)m_n}{m_p m_n a} \right) \lambda + \frac{1}{m_n a} \geq 0$$

and by recalling that $\lambda \in (0, \frac{1}{5}]$, we obtain that the inequality is verified for $\lambda \in (0, \lambda_a]$ when

$$\lambda_a = \frac{1}{2} \left( 1 + \frac{m_p + \varepsilon(m)m_n}{m_p m_n a} \right) - \frac{1}{2} \sqrt{\left( 1 + \frac{m_p + \varepsilon(m)m_n}{m_p m_n a} \right)^2 - \frac{4}{m_n a}}$$

Similarly, we have $z_b \geq a$ if

$$\frac{\varepsilon(m)}{1 + \varepsilon(m)} - \frac{1 + \varepsilon(m)}{\lambda(1 - \lambda)} \frac{1}{m_n a} \geq a$$

which gives

$$\lambda^2 - \left( 1 + \frac{1 + \varepsilon(m)}{m_n a} \right) \lambda + \frac{\varepsilon(m)}{m_n a} \geq 0$$

which is satisfied for all $\lambda \in (0, \lambda_b]$ when

$$\lambda_b = \frac{1}{2} \left( 1 + \frac{1 + \varepsilon(m)}{m_n a} \right) - \frac{1}{2} \sqrt{\left( 1 + \frac{1 + \varepsilon(m)}{m_n a} \right)^2 - \frac{\varepsilon(m)}{m_n a}}$$
Now, we look for a lower bound for $\lambda_c, \lambda_o$. To this end, note that they satisfy

$$
\lambda_c = \frac{1}{\sqrt{2} T_{ii} - \sqrt{T_{ii}^2 - T_{ii} T_{ii}^2}} = \frac{1}{\sqrt{2} T_{ii} + \sqrt{T_{ii}^2 - T_{ii} T_{ii}^2}}
$$

$$
\geq \frac{1}{\sqrt{2} T_{ii} + \sqrt{T_{ii}^2 - T_{ii} T_{ii}^2}} = \frac{1}{\sqrt{2} T_{ii} + \sqrt{T_{ii}^2 - T_{ii} T_{ii}^2}}
$$

where

$$
T_{ii} = 1 + \frac{m_p + z(m) m_m}{m_p m_m a}, \quad T_{ii} = 4 \frac{m_p a}{z(m) m_m a}
$$

By further using

$$
T_{ii} = 1 + \frac{m_p + z(m) m_m}{m_p m_m a}, \quad T_{ii} = 4 \frac{m_p a}{z(m) m_m a}
$$

and similarly,

$$
T_{ii} \leq \frac{2 + a}{a}
$$

we finally obtain

$$
\lambda_c \geq \frac{1}{2 + a} m_m
$$

$$
\lambda_o \geq \frac{1 + z(m)}{4 \left( 2 + a \right) a m_m} \geq \frac{1}{16} \frac{2 + a}{2m + 1}
$$

Since $a$ does not depend on $m$ nor $n_r$, by selecting $\lambda$, depending on $m \geq 1$ and satisfying

$$
\frac{1}{3} \leq \lambda \geq \frac{\wp}{m}, \quad \wp := \frac{1}{48(a + 2)}
$$

we have always satisfied $\lambda \in (0, \min \{ \lambda_c, \lambda_o, \frac{1}{3} \})$. Note that, according to (153) and (145), $\wp$ does not depend on $m$ or $n_r$.

3. We want to have

$$
\sqrt{(m_m + (1 - z(m))^2) + 4 \sqrt{(1 + z(m))^2}} \geq (1 + z(m)) \quad \forall z \in \mathbb{R} \cup \mathbb{R}_+
$$

This holds if $z$ is not in $-\frac{1}{2} \frac{1 - z(m)}{m_m}, 0$ and therefore if we have

$$
\frac{- (1 - \lambda) m_p - \lambda z(m) m_m}{\lambda (1 - \lambda) m_p m_m} = \lambda \leq - \frac{1 - z(m)}{m_m}
$$

This inequality reduces to

$$
2 \left( 1 - z(m) \right) m_p a^2 - (m_p + z(m) m_m) + 2 \left( 1 - z(m) \right) m_p a + m_p \geq 0
$$

It is satisfied for all $\lambda \in (0, \min \{ \frac{1}{3}, \lambda_c \})$ with

$$
\lambda_c = \frac{1}{2} \left( \frac{1 + m_p + z(m) m_m}{2 \left( 1 - z(m) \right) m_p} \right) \frac{1}{\sqrt{2 \left( 1 - z(m) \right) m_p}}
$$

By following similar computations to those made for $\lambda_c, \lambda_o$, previous expression gives also

$$
\lambda_c \geq \frac{1}{2 \left( 1 - z(m) \right)} \frac{1}{1 + \frac{m_p + z(m) m_m}{2 \left( 1 - z(m) \right) m_p}} \geq \frac{1}{3}
$$
Collecting all these constraints, we conclude that $\lambda$ can be selected in the interval

$$\frac{\sigma}{m} = \frac{1}{48(x + 2)} \Rightarrow \lambda \leq \frac{1}{5} \quad (156)$$

After these preliminaries, we are ready to derive bounds for $|F_n(x)|$. For the case where $x$ is in $X_0$ or equivalently $z$ in $3_0$, we have

$$(x^2 - m^2)^2 \geq (X_a - m^2)^2, \quad ((m + 1)^2 - x^2)^2 \geq ((m + 1)^2 - X_b)^2.$$  

This gives

$$|F_n(x)| \leq n_{on} \left[ \frac{x^2 + m^2}{(x^2 - m^2)^2} + \frac{x^2 + (m + 1)^2}{((m + 1)^2 - x^2)^2} \right].$$

$$\leq 2n_{on} (m + 1)^2 \left[ \frac{1}{(X_a - m^2)^2} + \frac{1}{((m + 1)^2 - X_b)^2} \right]$$

$$\leq 2n_{on} (m + 1)^2 \left[ \frac{1}{\lambda^2 + 1} \right].$$

So, with (156), we get

$$|F_n(x)| \leq \frac{4n_{on} m^2}{\lambda^2} \quad \forall x \in X_0 \quad (157)$$

For the case where $x$ is in $X_+ \cup X_-$, or equivalently $z$ is in $3_- \cup 3_+$, we have, with (148),

$$x^2 - m^2 = \frac{zm_a - c(z)}{2z}, \quad (m + 1)^2 - x^2 = \frac{zm_a + c(z)}{2z},$$

with the notation

$$c(z) = 1 + \iota(m) - \sqrt{(zm_a + (1 - \iota(m)))^2 + 4c(m)}.$$  

where $c(z)$ is non positive according to (155). So, by using $\iota(m) \leq 1$ and $m < x < m + 1$, and $m_{on} = 2m + 1$, we obtain

$$|F_n(x)| \leq \frac{8n_{on} (m + 1)^2 \left[ \frac{z^2}{(zm_a - c(z))^2} + \frac{z^2}{(zm_a + c(z))^2} \right]}{1 + \mu^2 m^2 n_{on}^2 (S_m(x) + z)^2}.$$  

But (151) gives

$$\frac{n_{on} (m + 1)^2 z^2}{1 + \mu^2 m^2 n_{on}^2 (S_m(x) + z)^2} \leq n_{on} \quad \text{if } m = 0$$

$$\leq \frac{2n_{on} (m + 1)^2 z^2}{2 + \mu^2 m^2 n_{on}^2 z^2} \quad \forall z \in 3_- \cup 3_+ \quad \text{if } m \geq 1$$

$$\leq \frac{(m + 1)^2}{m^2} \frac{2}{\mu^2} \quad \forall z \in 3_- \cup 3_+ \quad \text{if } m \geq 1$$

This yields

$$|F_n(x)| \leq \frac{1}{n_{on}} \frac{(m + 1)^2}{m^2} \frac{32}{\mu^2} \left( \frac{zm_a}{(zm_a)^2 + c(z)^2} \right)^2 \quad \forall z \in 3_- \cup 3_+$$

$$|F_n(x)| \leq \frac{1}{n_{on}} \frac{32}{\mu^2} \frac{1}{(zm_a)^2 + c(z)^2} \quad \forall z \in 3_- \cup 3_+$$
Since the function \( \chi^2 \mapsto \frac{1 + \chi^2}{(1 - \chi^2)^2} \) is non-decreasing on [0, 1] we go on by looking for an upperbound for \( \left| \frac{v(c)}{\|m\|} \right| \). With (155), we have
\[
\left| \frac{v(c)}{\|m\|} \right| = \sqrt{\left( \varepsilon_{\text{max}} + (1 - (m)) (1 + (m)) \right) / \|m\|}
\]
Then, the inequality
\[
\sqrt{1 + a} \leq 1 + \frac{a}{2} \quad \forall a \geq 1
\]
allows us to write
\[
\left| \frac{v(c)}{\|m\|} \right| \leq 1 + \frac{1 - (m) + (1 + (m))}{2 \varepsilon_{\text{max}} / \|m\|} - \frac{1 + (m)}{\|m\|}.
\]
But on one hand, we have:
\[
\frac{1 - (m)}{\|m\|} - \frac{1 + (m)}{\|m\|} = \frac{2}{\|m\|} \quad \text{if} \quad z < 0,
\]
\[
= \frac{2 z}{\|m\|} \quad \text{if} \quad 0 < z.
\]
On another hand, we have:
\[
\frac{(1 + (m))^2}{2 \varepsilon_{\text{max}} / \|m\|} \leq \frac{(m)}{\|m\|} \quad \text{if} \quad \frac{(1 + (m))^2}{2 \varepsilon_{\text{max}} / \|m\|} \leq |z|.
\]
This yields
\[
\left| \frac{v(c)}{\|m\|} \right| \leq 1 - \frac{(m)}{\|m\|} \quad \text{if} \quad \frac{(1 + (m))^2}{2 \varepsilon_{\text{max}} / \|m\|} \leq |z|.
\]
So, with (152), we have obtained
\[
|F_n(x)| \leq \frac{1}{n_{\omega}} \frac{1}{\mu^2 z^2 \varepsilon_{\text{max}}^2} \frac{1 + 1 - \frac{(m)}{\|m\|}}{(1 - (m)) (1 - (m))} = \left\{ \begin{array}{ll}
\frac{32}{n_{\omega}} \frac{1}{\mu^2 z^2} \frac{1 + 1 - \frac{(m)}{\|m\|}}{(1 - (m)) (1 - (m))} & \forall z \in \mathbb{Z} \cup \mathbb{Z}^+.
\end{array} \right.
\]

We have
\[
\frac{1 + |1 - \chi|^2}{|2 - \chi|^2} \leq 1 \quad \forall \chi \leq 1
\]
and, because of (141),
\[
\frac{(m)}{\|m\|} \leq \frac{(1 + (m))^2}{2 \varepsilon_{\text{max}} (1 - (m)) (1 - (m))} \leq 1 \quad \forall z \quad \frac{(1 + (m))^2}{2 \varepsilon_{\text{max}} (1 - (m)) (1 - (m))} \leq |z|.
\]
We conclude that (152) gives finally
\[
|F_n(x)| \leq \frac{512}{\mu^2 n_{\omega}} \quad \forall z \in \mathbb{Z} \cup \mathbb{Z}^+.
\]

Hence, by putting together (157) and (158) we obtain
\[
|F_n(x)| \leq \max \left\{ \frac{4 n_{\omega} \mu^2}{\|m\|^2}, \frac{512}{\mu^2 n_{\omega}} \right\} \quad \forall x \in (m, m + 1).
\]

Finally, by using (7d), (142), (147), and (159), we obtain, for each \( x \) in \( (m, m + 1) \) with \( m \) in \( \{0, \ldots, n_{\omega} - 1\} \),
\[
\mathcal{F}(x) \leq \left( \begin{array}{ll}
\frac{7}{2} n_{\omega} + \frac{4 n_{\omega} \mu^2}{\|m\|^2} + \frac{512}{\mu^2 n_{\omega}}
\end{array} \right) \quad \forall x \in (m, m + 1).
\]
Case b) $n_{o} < x < n_{o} + 1$. This case is a variant of the preceding one, with a (fictitious) singularity on left side only. In particular, the expression (36) simplifies as

$$T(x) = G_{n_{o}}(x) + F_{n_{o}}(x)$$

where

$$G_{n_{o}}(x) := \frac{\sum_{\ell=0}^{n_{o}-1} \frac{\ell^{2} + x^{2}}{\left(\ell^{2} - x^{2}\right)^{n_{m_{o}}} \ell^{2}}}{1 + \mu^{2} x^{2} \left(\sum_{\ell=0}^{n_{o}} \frac{1}{\ell^{2} - x^{2} n_{m_{o}}} \right)^{2}} , \quad F_{n_{o}}(x) := \frac{n_{o}^{2} + x^{2}}{(x^{2} - n_{o}^{2})^{n_{m_{o}}}} .$$

Concerning $G_{n_{o}}$, by recalling that $n_{o} > n_{m_{o}}$, for any $\ell \geq 0$, and that the function $x \mapsto \frac{2}{x^{2} - 1}$ is increasing on $[0,1]$ and decreasing on $[1, +\infty]$, we compute

$$|G_{n_{o}}(x)| \leq \sum_{\ell=0}^{n_{o}-2} \frac{\ell^{2} + x^{2}}{\left(\ell^{2} - x^{2}\right)^{n_{m_{o}}} \ell^{2}} \leq \int_{0}^{n_{o}-1} \frac{\ell^{2} + x^{2}}{\left(\ell^{2} - n_{o}^{2}\right)^{2}} d\ell + \frac{\left(n_{o} - 1\right)^{2} + n_{o}^{2}}{\left(2n_{o} - 1\right)^{2}} n_{o} \leq \frac{n_{o} - 1}{2n_{o} - 1} + \frac{\left(n_{o} - 1\right)^{2} + n_{o}^{2}}{\left(2n_{o} - 1\right)^{2}} n_{o} \leq n_{o} .$$

Then, concerning $F_{n_{o}}$, we note that, since $x > n_{o}$, all the terms in the sum of the denominator are positive. As a consequence, we can write

$$F_{n_{o}}(x) \leq \frac{n_{o}^{2} + x^{2}}{\left(x^{2} - n_{o}^{2}\right)^{n_{m_{o}}}} \leq \frac{2x^{2}}{x^{2} - n_{o}^{2}} n_{m_{o}} \leq \frac{2}{\mu n_{m_{o}}} \quad \forall x \in [n_{o}, n_{o} + 1].$$

By combining all the bounds and (7d), we finally obtain, for each $x$ in $[n_{o}, n_{o} + 1]$,

$$T(x) \leq \left(n_{o} + \frac{2}{\mu n_{m_{o}}} \right) , \leq \left(n_{o} + \frac{2n_{o}}{\mu n_{o}} \right) \leq \left(n_{o} + \frac{2}{\mu n_{o}} \right) . \quad (161)$$

Case c) $n_{o} + 1 \leq x$. Since the function $x \mapsto \frac{2}{x^{2} - 1}$ is increasing on $[0,1]$ and decreasing on $[1, +\infty]$, from (36), we obtain, for each $x$ larger than $n_{o} + 1$,

$$T(x) = \int_{0}^{n_{o}} \frac{\ell^{2} + x^{2}}{\left(\ell^{2} - x^{2}\right)^{n_{m_{o}}} \ell^{2}} \left(\frac{n_{o}^{2} + x^{2}}{(x^{2} - n_{o}^{2})^{n_{m_{o}}}} \right) d\ell \leq \int_{0}^{n_{o}} \frac{x^{2} + \ell^{2}}{\left(\ell^{2} - x^{2}\right)^{2}} d\ell + \frac{\left(n_{o} + 1\right)^{2} + n_{o}^{2}}{\left((n_{o} + 1)^{2} - n_{o}^{2}\right)} n_{o} \leq \frac{n_{o}}{n_{o}^{2} - n_{o}^{2}} n_{o} \leq \frac{n_{o}}{(n_{o} + 1)^{2} - n_{o}^{2}} + 1 \leq n_{o} \frac{2n_{o}^{2} + 1}{2n_{o}^{2} + 1} \leq \frac{n_{o}}{n_{o} + 1} . \quad (162)$$
End of the proof. Finally, we can now conclude the proof of the lemma. For this, we combine bounds (140), (160), (161) and (162).

- For each $x$ integer in $\{0, \ldots, n_o\}$, inequality (140) gives
  
  $$T(x) \leq \frac{2}{\mu^2 n_1} x^2.$$  

- For each $x$ in $(m, m+1)$ with $m$ in $\{0, \ldots, n_o - 1\}$, inequality (160) gives
  
  $$T(x) \leq \left(\frac{7}{2} n_o + \left[\frac{4n_o}{\theta^2} + \frac{512}{\mu^2 n_1}\right] x^2 \right),$$  

  with $\theta$ defined in (154) does not depend on $x$ nor $n_o$.

- For each $x$ in $[n_o, n_o + 1[$, inequality (161)
  
  $$T(x) \leq n_o + \frac{2}{\mu^2 n_1} x^2.$$  

- For each $x$ larger than $n_o + 1$, inequality (162) gives
  
  $$T(x) \leq \frac{3}{2} n_o.$$  

So we have established (139) with

$$\kappa_0 = \frac{7}{2} n_o, \quad \kappa_1 = \frac{4n_o}{\theta^2} + \frac{512}{\mu^2 n_1}$$

which do not depend on $n_0$, thus concluding the proof. □
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