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ABSTRACT. We study the long time statistics of a class of semi-linear damped wave equations with polynomial nonlinearities and perturbed by additive Gaussian noise in dimensions 2 and 3. We find that if sufficiently many directions in the phase space are stochastically forced, the system is exponentially attractive toward its unique invariant measure with a convergent rate that is uniform with respect to the mass. Then, in the small mass limit, we prove the convergence of the first marginal of the invariant measures in a suitable Wasserstein distance toward the unique invariant measure of a stochastic reaction–diffusion equation. Together with the uniform geometric ergodicity, we obtain the validity of the small mass limit for the solutions on the infinite time horizon $[0, \infty)$. This extends previously known results established for the damped wave equations under Lipschitz nonlinearities.

1. Introduction

Let $\mathcal{O} \subset \mathbb{R}^d$, $d = 2, 3$, be a bounded open domain with smooth boundary. We consider the following equation in the unknown variable $u^m(t) = u^m(x, t) : \mathcal{O} \times [0, \infty) \to \mathbb{R}$

$$m \partial_t u^m(t) = -\partial_t u^m(t) + \Delta u^m(t) + \varphi(u^m(t)) + Q \partial_t w(t), \quad (1.1)$$

$$u^m(0) = u_0 \in H^1_0(\mathcal{O}), \quad \partial_t u^m(0) = v_0 \in L^2(\mathcal{O}), \quad u^m(t)|_{\partial \mathcal{O}} = 0,$$

which, by Newton’s Law, describes the motion of a particle suspended in a randomly continuous medium, under the impact of external forces $\varphi + Q \partial_t w$ and a damping force proportional to the speed $[1, 4, 13]$. In equation (1.1), $m > 0$ represents the size of the particle mass, $\varphi : \mathbb{R} \to \mathbb{R}$ is the nonlinearity satisfying dissipative conditions with polynomial growth, $w(t)$ is a cylindrical Wiener process taking values in $L^2(\mathcal{O})$, and $Q : L^2(\mathcal{O}) \to L^2(\mathcal{O})$ is a symmetric linear bounded map. We note that equation (1.1) is also subjected to Dirichlet condition. For simplicity, we set all other physical constants to 1.

When setting $m = 0$, equation (1.1) is formally reduced to the following reaction–diffusion equation

$$\partial_t u^0(t) = \Delta u^0(t) + \varphi(u^0(t)) + Q \partial_t w(t), \quad (1.2)$$

$$u^0(0) = u_0, \quad u(t)|_{\partial \mathcal{O}} = 0.$$ 

It is well–known that in the regime of $m \to 0$, the so–called Smoluchowski–Kramers approximations [30, 40], the process $u^m$ converges to $u^0$ in any finite time interval $[0, T]$. Results in this direction for stochastic wave equations appeared as early as in the work of [5, 6]. In particular, for a broad class of nonlinearities, it can be shown that the following holds [5, 6]

$$\lim_{m \to 0} \mathbb{P}\left( \sup_{t \in [0, T]} \|u^m(t) - u^0(t)\|_H > \varepsilon \right) = 0, \quad \varepsilon > 0, \quad T > 0. \quad (1.3)$$

If we additional assume that $\varphi$ is Lipschitz, a convergence in $C([0, T]; H)$ established in [10, 38]

$$\lim_{m \to 0} \mathbb{E}\left[ \sup_{t \in [0, T]} \|u^m(t) - u^0(t)\|_H^p \right] = 0, \quad T > 0, \quad (1.4)$$

for suitable $p \geq 2$. More interestingly, if the constant friction $-\partial_t u^m(t)$ is replaced by a nonlinear damping term, the limit equation (1.2) must be modified so that results of (1.3)–(1.4)–types still
hold \cite{11}. See also the related work in \cite{21, 33, 39, 42}. Altogether, the results established therein rigorously justify that the motion of a small particle in any finite time interval can be approximated by the parabolic equation (1.2) instead of the hyperbolic equation (1.1) \cite{5, 7}.

Although the small mass limits of (1.1) have been mostly investigated for finite time windows, there are several results concerning long time behaviors. For example, asymptotics of the exit times and the large deviation theory in the context of small mass limits were central in the work of \cite{9, 10, 12}. It is also a matter of interest to compare the statistically steady states of (1.1) and (1.2), which have been well–studied on their own. In \cite{5}, under the assumption that systems (1.1) and (1.2) are of gradient type, the invariant measure of (1.1) was explicitly derived. As a consequence, its first marginal was shown to coincide with the invariant measure of (1.2). It is worth to mention that in general, it is difficult to provide a formula for the invariant measures, letting alone proving that they are the same. Nevertheless, it turns out that in dimension $d = 1$, provided that $\varphi$ satisfies certain dissipative conditions and that \cite[Theorem 5.1]{8}

$$\lambda \in [1,3), \quad \varphi(x) = O(|x|^\lambda) \text{ as } |x| \to \infty,$$

there exists a Wasserstein distance $W$ in $\mathcal{P}(L^2(\mathcal{O}))$, the space of probability measures in $L^2(\mathcal{O})$, such that \cite[Theorem 5.1]{8}

$$\lim_{m \to 0} W(\pi_1 \nu^m, \nu^0) = 0. \quad (1.5)$$

In the above, $\{
u^m\}_{m > 0}$ is an arbitrarily sequence of invariant measures of (1.1), $\pi_1 \nu^m$ is the first marginal of $\nu^m$ on $L^2(\mathcal{O})$, and $\nu^0$ is the unique invariant measure of (1.2). In higher spatial dimensions, (1.5) was also established in \cite[Theorem 5.1]{8} under the additional restriction $\lambda = 1$, leaving out the class of non–Lipschitz polynomials. One of our goals here is to push through this threshold.

More specifically, our main contributions in this note are summarized as follows: in dimensions $d = 2, 3$, under the assumptions that $\lambda \in [1,2)$ and that sufficiently many directions of the phase space are stochastically forced, we find that for all $m$ sufficiently small, (1.1) admits a unique invariant measure $\nu^m$ and that it is exponentially attractive toward $\nu^m$ with a convergent rate uniformly with respect to $m$, see Theorem 2.5 below. Furthermore, we establish limit (1.5) for a suitable Wasserstein distance $W$ in $\mathcal{P}(L^2(\mathcal{O}))$, cf. Theorem 2.6. As a consequence, given $(u^m_0, v^m_0)$ a sequence of initial conditions with sufficient regularity and $f : L^2(\mathcal{O}) \to \mathbb{R}$ an observable satisfying certain Lipschitz conditions related to $W$, we show that

$$\limsup_{m \to 0} \sup_{t \geq 0} |E f(u^m(t)) - E f(u^0(t))| = 0. \quad (1.6)$$

See Theorem 2.7 for a precise statement of (1.6).

We note that for fixed $m$, statistically steady states of (1.1) have been well–studied. The existence of invariant measures of (1.1) for a broad class of nonlinearities was established in the work of \cite{13} via the theory of random attractors. Unique ergodicity was then obtained in \cite{1} in dimensions $d \leq 3$ under the condition that the effect of $\varphi$ is dominated by the Laplacian and that $\varphi(x) = O(|x|^\lambda)$ as $|x| \to \infty$, where $\lambda \in [1,3)$. Exponential mixing for (1.1) was investigated under degenerate noise in \cite{34} making use of an asymptotic coupling argument. On the other hand, ergodicity of (1.2) has now become a classical topic and can be found in many previous literature \cite{8, 15, 16, 23, 27}. As mentioned above, in this paper, we address the problem of unique ergodicity of (1.1) under suitable non–Lipschitz nonlinearities in the context of $m \to 0$. Following closely the framework of \cite{3, 25, 26, 28, 31, 32}, the uniform geometric ergodicity argument consists of two crucial ingredients: the $d$–contracting property of the Markov semigroup associated with (1.1) and the notion of $d$–small sets in the phase space; see Section 4.3. In turn, the former relies on the so–called asymptotic strong–Feller property, which is a large–time smoothing effect of the Markovian dynamics. The latter relies on an irreducibility property asserting that the solutions can always return to any neighborhood.
of the origin. In contrast with literature where unique ergodicity of (1.1) in dimensions \( d \leq 3 \) was previously obtained for \( \lambda \in [1,3] \) [1, 34], due to the singular limit \( m \to 0 \), the ergodicity result as well as the analysis in this note require the condition \( \lambda \in [1,2] \). As a trade–off on the growth rate of the nonlinearities, the convergent speed is independent of the mass, which is very convenient for the purpose of studying the small mass regime. The uniform ergodicity result is rigorously given in Theorem 2.5, whose proof will be supplied in Section 4. In particular, the condition \( \lambda \in [1,2] \) will be employed in Proposition 4.4 establishing the asymptotic strong–Feller property. In turn, this will be invoked to prove Theorem 2.5.

Turning to (1.5), the restriction \( \lambda = 1 \) in dimensions \( d = 2,3 \), was previously imposed in [8] due to a lack of higher regularity of the invariant measure \( \nu^m \) as well as suitable bounds on \( \sup_{t \in [0,T]} \| u^m(t) \|_{L^\infty(O)} \) that is independent of \( m \). In our work, we circumvent the former by proving that compared with the solutions, \( \nu^m \) actually supports in higher regular spaces (see Proposition 5.3). We also tackle the latter by performing a series of bootstrap arguments and ultimately obtain uniform estimates on \( \sup_{t \in [0,T]} \| u^m(t) \|_{L^\infty(O)} \). In particular, these delicate bounds employ the crucial condition \( \lambda \in [1,2] \); see the proof of Lemma 3.6 in Section 3. As a consequence, we demonstrate that in the regime of \( m \to 0 \), the limit (1.5) holds. In turn, together with the uniform exponential convergence of (1.1) toward \( \nu^m \), limit (1.5) will be invoked to establish (1.6), i.e., the validity of the approximation for (1.1) by (1.2) on the infinite time horizon \([0,\infty)\). The strategy that we employ to prove (1.6) is drawn upon the framework recently developed in [24].

The rest of the paper is organized as follows: in Section 2, we introduce all the functional settings as well as the main assumptions on the nonlinearities and noise structures. We also formulate our results in this section, including Theorem 2.5 on the uniform geometric ergodicity, and the main results concerning the small mass limit stated in Theorem 2.6 and Theorem 2.7. In Section 3, we derive a priori moment bounds on the solutions of (1.1) that will be employed to prove the main results. We then discuss the asymptotic coupling and prove the geometric ergodicity in Section 4. In Section 5, we provide the detailed proofs of the small mass limits making use of the previous sections. In Appendix A, we perform several estimates on the linear version of (1.1) \((\varphi \equiv 0)\) that were employed to prove geometric ergodicity and moment bounds in higher regularity. In Appendix B, we review previously established results on the reaction–diffusion equation (1.2). In Appendix C, we collect auxiliary lemmas on the nonlinearities and Wasserstein distances, that were invoked to prove the small mass limits.

### 2. Assumptions and main results

#### 2.1. Functional setting

Letting \( \mathcal{O} \) be a smooth bounded domain in \( \mathbb{R}^d \), we denote by \( H \) the Hilbert space \( L^2(\mathcal{O}) \) endowed with the inner product \( \langle \cdot , \cdot \rangle_H \) and the induced norm \( \| \cdot \|_H \).

Let \( A \) be the realization of \( -\Delta \) in \( H \) endowed with the Dirichlet boundary condition and the domain \( \text{Dom}(A) = H^1_0(\mathcal{O}) \cap H^2(\mathcal{O}) \). It is well-known that there exists an orthonormal basis \( \{ e_k \}_{k \geq 1} \) in \( H \) that diagonalizes \( A \), i.e.,

\[
A e_k = \alpha_k e_k,
\]

for a sequence of positive numbers \( \alpha_1 < \alpha_2 < \ldots \) diverging to infinity. For each \( r \in \mathbb{R} \), we denote

\[
H^r = \text{Dom}(A^{r/2}),
\]

endowed with the inner product

\[
\langle u_1 , u_2 \rangle_{H^r} = \langle A^{r/2} u_1 , A^{r/2} u_2 \rangle_H.
\]

In view of (2.1), the inner product in \( H^r \) may be rewritten as [5, 8]

\[
\langle u_1 , u_2 \rangle_{H^r} = \sum_{k \geq 1} \alpha_k^r \langle u_1 , e_k \rangle_H \langle u_2 , e_k \rangle_H.
\]
The induced norm in $H^r$ then is given by
\[
\|u\|_{H^r}^2 = \sum_{k \geq 1} \alpha_k^2 |\langle u, e_k \rangle_H|^2.
\]
For $n \geq 1$, we denote by $P_n$ the projection onto the span of $\{e_1, \ldots, e_n\}$, i.e.,
\[
P_n u = \sum_{k=1}^n \langle u, e_k \rangle_H e_k.
\]
(2.3)
To construct a phase space where (1.1) evolves on, for each $\beta \in \mathbb{R}$, let $H^\beta$ be the product space given by
\[
H^\beta = H^\beta \times H^{\beta-1},
\]
(2.4)
endowed by the norm
\[
\|(u, v)\|_{H^\beta}^2 = \|u\|_{H^\beta}^2 + \|v\|_{H^{\beta-1}}^2.
\]
The projection of $H^\beta$ on the marginal spaces is denoted by $\pi$, namely,
\[
\pi_1(u, v) = u, \quad \pi_2(u, v) = v.
\]
Following [1], by setting $v^m(t) = \partial_t u^m(t)$, we may recast (1.1) as the following system in the space $H^1 = H^1 \times H$
\[
du^m(t) = v^m(t)dt, \\
m \cdot dv^m(t) = -Au^m(t)dt - v^m(t)dt + \varphi(u^m(t))dt + Qdw(t),
\]
(2.5)
The generator associated with (2.5) is denoted by [8]
\[
\mathcal{L}^m g(u, v) = \langle D_u g, v \rangle_H + \frac{1}{m} \langle D_v g, -Au - v(t) + \varphi(u(t)) \rangle_H + \frac{1}{2m^2} \text{Tr}(D_v gg^*)
\]
(2.6)
and is defined for all $g \in C^2(H^1; \mathbb{R})$ such that $\text{Tr}(D_v gg^*) < \infty$. Here, we recall the definition
\[
\text{Tr}(M) = \sum_{k \geq 1} \langle Me_k, e_k \rangle_H 	ext{ for } M : H \rightarrow H.
\]
2.2. Main assumptions. In this subsection, we state the main assumptions on the nonlinearities and the noise structure that will be employed throughout the paper.
Concerning the nonlinearities $\varphi : \mathbb{R} \rightarrow \mathbb{R}$, we make the following standard assumptions on $\varphi$: [8, 23]

Assumption 2.1. $\varphi \in C^1$ satisfies $\varphi(0) = 0$.
1. There exist positive constants $a_1, a_2, a_3$ and $\lambda \in [1, 2)$ such that for all $x \in \mathbb{R}$,
\[
|\varphi(x)| \leq a_1(1 + |x|^\lambda),
\]
(2.7)
and
\[
x\varphi(x) \leq -a_2 |x|^{\lambda+1} + a_3.
\]
(2.8)
2. There exist positive constants $a_4$ and $a_\varphi$ such that the derivative $\varphi'$ satisfies
\[
|\varphi'(x)| \leq a_4(|x|^{\lambda-1} + 1), \quad x \in \mathbb{R},
\]
(2.9)
and
\[
\sup_{x \in \mathbb{R}} \varphi'(x) = a_\varphi < \infty.
\]
(2.10)

Remark 2.2. Under Assumption 2.1, there always exists a function $\Phi_1 \geq 1$ such that for all $x \in \mathbb{R}$ [8]
\[
- \Phi_1(x) = \varphi(x), \quad \text{and} \quad c_\varphi |x|^{\lambda+1} \leq \Phi_1(x) \leq C_\varphi (|x|^{\lambda+1} + 1),
\]
(2.11)
for some positive constant $c_\varphi$ and $C_\varphi$. We will exploit (2.11) to perform moment bounds on equation (2.5) later in Section 3.
With regard to the noise, we assume that \( w(t) \) is a cylindrical Wiener process on \( H \), whose decomposition is given by
\[
w(t) = \sum_{k \geq 1} e_k B_k(t),
\]
where \( \{e_k\}_{k \geq 1} \) is the orthonormal basis of \( H \) as in (2.1) and \( \{B_k(t)\}_{k \geq 1} \) is a sequence of independent standard one-dimensional Brownian motions, each defined on the same stochastic basis \( \mathcal{S} = (\Omega, \mathcal{F}, \{\mathcal{F}_t\}_{t \geq 0}, \mathbb{P}) \) [29]. Concerning the linear operator \( Q \), we impose the following assumption [2, 8, 16, 22]:

**Assumption 2.3.** 1. The operator \( Q : H \to H \) is a symmetric, non-negative, bounded linear map satisfying
\[
\text{Tr}(QA^3 Q^*) < \infty. \tag{2.12}
\]
2. Let \( \varphi \) be as in Assumption 2.1 and \( n \in \mathbb{N} \) be the minimal index such that
\[
n = \min \{n \in \mathbb{N} : \alpha_n > a_\varphi\}, \tag{2.13}
\]
where \( \alpha_n \) is the eigenvalue associated with \( e_n \) as in (2.1) and \( a_\varphi = \sup_{x \in \mathbb{R}} \varphi'(x) \) as in (2.10). There exists a positive constant \( a_Q \) such that
\[
\|Qu\|_H \geq a_Q \|P_n u\|_H, \quad u \in H, \tag{2.14}
\]
where \( P_n \) is the projection onto \( \{e_1, \ldots, e_n\} \) as in (2.3).

**Remark 2.4.** We note that condition (2.12) states that the noise’s regularity is at least in \( H^3 \). This condition is stronger than [8, Condition (2.4)] where noise is assumed to belong to \( H^3 \) for some \( \beta > 0 \). On the other hand, condition (2.14) in dimension \( d = 2, 3 \), is analogous to [8, Condition (2.10)] in dimension \( d = 1 \). More importantly, (2.14) states that a sufficiently large but finite number of directions in the phase space are required to be stochastically forced.

Under Assumption 2.1 and Assumption 2.3, it is a classical result that (2.5) is well-posed. That is, fixing the stochastic basis \( \mathcal{S} \), for each initial data \( U_0 = (u_0, v_0) \in \mathcal{H}^1 = H^1 \times H \), equation (2.5) admits a unique weak solution \( U^m(t; U_0) = (u^m(t; U_0), v^m(t; U_0)) \). The argument may be derived following standard methods, e.g., the Galerkin approximation [13, Section 3.3]. See also [4, 15, 16, 36, 37].

As a consequence of the well-posedness, we can thus introduce the Markov transition probabilities of the solution \( U^m(t) \) by
\[
P^m_t(U_0, A) := \mathbb{P}(U^m(t; U_0) \in A),
\]
which are well-defined for \( t \geq 0 \), initial states \( U_0 \in \mathcal{H}^1 \) and Borel sets \( A \subseteq \mathcal{H}^1 \). Letting \( \mathcal{B}_b(\mathcal{H}^1) \) denote the set of bounded Borel measurable functions \( f : \mathcal{H}^1 \to \mathbb{R} \), the associated Markov semigroup \( P^m_t : \mathcal{B}_b(\mathcal{H}^1) \to \mathcal{B}_b(\mathcal{H}^1) \) is defined and denoted by
\[
P^m_t f(U_0) = \mathbb{E}[f(U^m(t; U_0))], \quad f \in \mathcal{B}_b(\mathcal{H}^1). \tag{2.15}
\]
Let \( \mathcal{P}_r(\mathcal{H}^1) \) be the space of probability measures in \( \mathcal{H}^1 \). The push-forward of \( \nu \in \mathcal{P}_r(\mathcal{H}^1) \) under the action of \( P^m_t \) is denoted by \( (P^m_t)^* \nu \) and defined as
\[
(P^m_t)^* \nu(A) = \int_{\mathcal{H}^1} P^m_t(U, A) \nu(dU).
\]
The first marginal distribution of \( \nu \) in \( \mathcal{H}^1 \) is denoted by \( \pi_1 \nu \), namely,
\[
\pi_1 \nu(A) = \int_{\mathcal{H}^1} 1_A(u) \nu(du, dv),
\]
which is defined for all Borel sets \( A \subseteq \mathcal{H}^1 \).
2.3. Uniform geometric ergodicity. We now turn to the topic of uniform geometric ergodicity of (2.5). Recall that a probability measure $\nu^m \in \mathcal{P}(\mathcal{H}^1)$ is said to be invariant for the semigroup $P^m_t$ if for every $f \in \mathcal{B}_b(\mathcal{H}^1)$

$$\int_{\mathcal{H}^1} P^m_t f(U) \nu^m(dU) = \int_{\mathcal{H}^1} f(U) \nu^m(dU).$$

It is well–known that under Assumption 2.1 and Assumption 2.3, $P^m_t$ always admits an invariant probability measure $\nu^m$, which is obtained via the classical Krylov–Bogoliubov tightness argument [1] applied to a sequence of time–averaged measures. Alternatively, in [13], the existence of random attractors is proved, thereby implying the existence of invariant probability measures. As mentioned in the introduction, in dimension $d = 1$, if (2.5) is of gradient type, an explicit formula of $\nu^m$ was given in [5].

With regard to unique ergodicity and exponentially mixing of (2.5), as mentioned in the introduction, we will draw upon the framework developed in [25, 26] and later popularized in [3, 28, 27, 31, 32], tailored to our settings. For the reader’s convenience, we briefly review the theory below.

For a slight abuse of notation, recall that a function $d : \mathcal{H}^1 \times \mathcal{H}^1 \to [0, \infty)$ is called distance–like if it is symmetric, lower semi–continuous and $d(U, \bar{U}) = 0$ if and only if $U = \bar{U}$; see [28, Definition 4.3]. Let $W_d$ be the Wasserstein distance in $\mathcal{P}(\mathcal{H}^1)$ associated with $d$ and given by

$$W_d(\nu_1, \nu_2) = \inf E d(X, Y), \quad (2.16)$$

where the infimum is taken over all bivariate random variables $(X, Y)$ such that $X \sim \nu_1$ and $Y \sim \nu_2$. In case, $d$ is a metric in $\mathcal{H}^1$, by the dual Kantorovich Theorem, $W_d$ is equivalently defined as [41, Theorem 5.10]

$$W_d(\nu_1, \nu_2) = \sup_{|f|_{\text{Lip},d} \leq 1} \left| \int_{\mathcal{H}^1} f(U) \nu_1(dU) - \int_{\mathcal{H}^1} f(U) \nu_2(dU) \right|, \quad (2.17)$$

where

$$|f|_{\text{Lip},d} = \sup_{U \neq \bar{U}} \frac{|f(U) - f(\bar{U})|}{d(U, \bar{U})}. \quad (2.18)$$

On the other hand, if $d$ is a distance–like function, then the following one–sided inequality holds

$$W_d(\nu_1, \nu_2) \geq \sup_{|f|_{\text{Lip},d} \leq 1} \left| \int_{\mathcal{H}^1} f(U) \nu_1(dU) - \int_{\mathcal{H}^1} f(U) \nu_2(dU) \right|. \quad (2.19)$$

See [24, Proposition A.3] for a further discussion of (2.19). We will particularly invoke (2.19) to establish Theorem 2.7 below.

To study geometric ergodicity of (2.5), we introduce the function $V_m : \mathcal{H}^1 \to [0, \infty)$ defined as

$$V_m(u, v) = m\|u\|^2_{H^1} + m^2\|v\|^2_H + m\|u\|^{\lambda+1}_{L^\lambda+1} + \|u\|^2_H, \quad (2.20)$$

and the associated metric $\varrho^m_{\beta} : \mathcal{H}^1 \times \mathcal{H}^1 \to [0, \infty)$

$$\varrho^m_{\beta}(U, \bar{U}) = \inf \int_0^1 e^{\beta V_m(\gamma(s))} \left( m\|\pi_1\gamma'(s)\|^2_{H^1} + m^2\|\pi_2\gamma'(s)\|^2_H + \|\pi_1\gamma'(s)\|^2_H \right)^{1/2} ds, \quad (2.21)$$

where the infimum is taken over all paths $\gamma \in C^1([0,1); \mathcal{H}^1)$ such that $\gamma(0) = U$ and $\gamma(1) = \bar{U}$. Following the framework of [3, 24, 28, 31, 32, 35], in our settings, for $N > 0$, we consider the distance

$$d^m_{N, \beta}(U, \bar{U}) = N \varrho^m_{\beta}(U, \bar{U}) \wedge 1. \quad (2.22)$$
The actual convergent rate of (2.5) toward equilibrium is measured through the distance–like function $\tilde{d}^m_{N,\beta}$ defined as

$$\tilde{d}^m_{N,\beta}(U, \bar{U}) = \sqrt{d^m_{N,\beta}(U, \bar{U})[1 + e^{\beta V_m(U)} + e^{\beta V_m(\bar{U})}]}.$$  

(2.23)

We now state the first main result giving the unique ergodicity and the uniform exponential convergent rate of (2.5) with respect to the mass $m$.

**Theorem 2.5.** Suppose Assumption 2.1 and Assumption 2.3 hold. Then, for all $m$ sufficiently small, (2.5) admits a unique invariant probability measure $\nu^m$. Furthermore, for all $N$ sufficiently large and $\beta$ sufficiently small, there exists a positive constant $T^* = T^*(N, \beta)$ independent of $m$ such that

$$\limsup_{m \to 0} \sup_{\nu_1 \neq \nu_2 \in \mathcal{P}_r(H^1)} \frac{\mathcal{W}_{\tilde{d}^m_{N,\beta}}((P^m_{\beta T^*})^* \nu_1, (P^m_{\beta T^*})^* \nu_2)}{\mathcal{W}_{\tilde{d}^m_{N,\beta}}(\nu_1, \nu_2)} \leq e^{-c^* n}, \quad n \in \mathbb{N},$$

(2.24)

where $\mathcal{W}_{\tilde{d}^m_{N,\beta}}$ is the Wasserstein distances associated with $\tilde{d}^m_{N,\beta}$ as in (2.23), and $c^*$ is a positive constant independent of $m$, $n$, $\nu_1$ and $\nu_2$.

As mentioned in the introduction, the argument of (2.24) relies on two ingredients, namely, the $d^m_{N,\beta}$–contracting property of $P^m_t$ and the $d^m_{N,\beta}$–small sets. Then, combined with suitable energy estimates, we will be able to conclude the convergent rate (2.24) in term of $\tilde{d}^m_{N,\beta}$. In Section 4.3, we will discuss these terminologies in detail (see Proposition 4.6) and supply the proof of Theorem 2.5, cf. (2.24). In turn, the uniform exponential convergent rate (2.24) will be exploited to study the small mass limits, which we describe next.

2.4. **Small mass limits.** Having established the geometric ergodicity for $\nu^m$ in the previous section, we turn to the main topic of the paper concerning the small mass limits as $m \to 0$. We first recast equation (1.2) as

$$du^0(t) = -Au^0(t)dt + \varphi(u^0(t))dt + Qdw(t), \quad u^0(0) = u_0 \in H.$$  

(2.25)

It is well–known that under Assumption 2.1 and Assumption 2.3, equation (2.25) admits a unique invariant probability measure $\nu^0$ [8, 27, 23]. To study the convergence of $\nu^m$ toward $\nu^0$, we introduce the $H$–analogue version of $d^m_{N,\beta}$, namely, the distance–like function $\tilde{d}^0_{N,\beta} : H \times H \to [0, \infty)$ given by

$$\tilde{d}^0_{N,\beta}(u, \bar{u}) = \sqrt{(N\|u - \bar{u}\|_H \wedge 1)[1 + e^{\beta\|u\|_H^2} + e^{\beta\|\bar{u}\|_H^2}]}.$$  

(2.26)

Our second main result is the following theorem giving the convergence of $\pi_1\nu^m$ toward $\nu^0$ in $\mathcal{W}_{\tilde{d}^m_{N,\beta}}$, which extends [8, Theorem 5.1] in dimension $d = 2, 3$.

**Theorem 2.6.** Suppose that Assumption 2.1 and Assumption 2.3 hold. Let $\nu^m$ and $\nu^0$ respectively be the unique invariant probability measure for (2.5) and (2.25). Then, for all $N > 0$ large and $\beta > 0$ small enough,

$$\mathcal{W}_{\tilde{d}^0_{N,\beta}}(\pi_1\nu^m, \nu^0) \to 0, \quad \text{as } m \to 0.$$  

In the above, $\tilde{d}^0_{N,\beta}$ is the distance defined in (2.26).

We note that the distance $\mathcal{W}_{\tilde{d}^m_{N,\beta}}$ as in Theorem 2.6 is different from the Wasserstein distance in [8, Theorem 5.1], which was first studied in [26]. Here, the distance $\mathcal{W}_{\tilde{d}^m_{N,\beta}}$ is motivated by the work of [28] and turns out to be more convenient to explore small mass limits in our settings. The proof of Theorem 2.6 relies on two crucial properties: of which, the first is uniform moment bounds $\nu^m$ in $\mathcal{H}^2$ (see (5.4) below) as well as $\sup_{[0, T]} \|u^m(t)\|_{L^\infty}$ (see Lemma 3.6). As mentioned in the introduction,
these estimates were not available in [8], hence the restriction \( \lambda = 1 \) therein. The second key step in the proof of Theorem 2.6 is the well–known fact that (2.25) possesses geometric ergodicity with respect to \( W_\beta \). That is letting \( P^0_t \) be the Markov semigroup associated with (2.25), for all \( N \) large and \( \beta \) small enough, it holds that [23, Theorem 8.1]

\[
W_\beta ((P^0_t)*_1, (P^0_t)*_2) \leq C e^{-\delta t} W_\beta (\nu_1, \nu_2), \quad t \geq \bar{T} = \bar{T}(N, \beta), \quad \nu_1, \nu_2 \in \mathcal{P}(H). \tag{2.27}
\]

See Theorem B.1 in Appendix B for the precise statement of the above result. It is important to point out that the appearance of \( W_\beta \) rather than \( W_\beta \) on the right–hand side of (2.27) stems from the fact that \( \bar{d}_N, \beta \) does not satisfy the usual triangle inequality. All of this will be clearer in the proof of Theorem 2.6, which is provided in Section 5.1.

As a consequence of Theorem 2.6, together with Theorem 2.5, we establish the validity of the approximation of the solutions of (2.5) by (2.25) on the infinite time horizon \([0, \infty)\).

**Theorem 2.7.** Suppose Assumption 2.1 and Assumption 2.3 hold. Given \( R > 0 \), let \( \{U^m_0 = (u^m_0, v^m_0)\}_{m \in (0,1)} \) be a sequence of deterministic initial conditions such that \( \|U^m_0\|_{H^2} < R \) for all \( m \in (0,1) \). Then, the followings hold:

1. For all \( N \) sufficiently large and \( \beta \) sufficiently small,

\[
\sup_{t \geq 0} W_{\beta} (\pi_1(P^m_t)*_1 \delta_{U^m_0}, (P^0_t)*_1 \delta_{U^0_0}) \to 0, \quad \text{as } m \to 0. \tag{2.28}
\]

In the above, \( \bar{d}_{N, \beta} \) is the distance defined in (2.26).

2. As a consequence, for every \( f \in C_b(H) \) such that \( \|f\|_{\text{Lip}, \bar{d}_{N, \beta}} < \infty \),

\[
\sup_{t \geq 0} |\mathbb{E} f(u^m(t)) - \mathbb{E} f(u^0(t))| \to 0, \quad \text{as } m \to 0. \tag{2.29}
\]

The method that we employ to prove Theorem 2.7 draws upon the framework recently developed in [24]. The argument is summarized as follows: we first decompose \([0, \infty) = [0,T] \cup [T, \infty)\) for some suitably chosen \( T \). Then, for \( t \in [0,T] \), or demonstrate that \( u^m(t) \) can be well approximated by \( u^0(t) \), the solution of (2.25). This will be derived rigorously by making use of the strategy from [8] tailored to our settings. On the other hand, to control the difference between \( u^m(t) \) and \( u^0(t) \) for \( t \in [T, \infty) \), we invoke the exponential convergent rates (2.24) and (2.27). Altogether, since the analysis does not depend on \( m \), we conclude (2.28) by sending \( m \to 0 \). In turn, this implies (2.29) by invoking (2.19). The proof of Theorem 2.7 will be provided in Section 5.2.

3. A priori moment estimates

Throughout the rest of the paper, \( c \) and \( C \) denote generic positive constants that may change from line to line. The main parameters that they depend on will appear between parenthesis, e.g., \( c(T,q) \) is a function of \( T \) and \( q \).

In this section, we perform useful moment bounds on the solutions \((u^m(t), v^m(t))\) of (2.5). For this purpose, we introduce the function

\[
\Psi_{1,m}(u,v) = m \|A^{1/2}u\|^2_H + m^2 \|v\|^2_H + m \langle u, v \rangle_H + \frac{1}{2} \|u\|^2_H. \tag{3.1}
\]

We start the procedure by Lemma 3.1, stated and proven next, asserting moment bounds of \((u^m(t), v^m(t))\) in \( H^1 \).

**Lemma 3.1.** Given \((u_0, v_0) \in H^1\), let \((u^m(t), v^m(t))\) be the solution of (2.5) with initial condition \((u_0, v_0)\). Then, the followings hold for all \( t \geq 0 \):
1. There exist positive constants $C_{1,t}$ independent of $m,$ and $(u_0, v_0)$ such that

$$
\mathbb{E} \left[ \sup_{r \in [0,t]} \Psi_{1,m}(u^m(r), v^m(r)) + 2m\|\Phi_1(u^m(r))\|_{L^1} \right]
\leq C_{1,t}(\Psi_{1,m}(u_0, v_0) + 2m\|\Phi_1(u_0)\|_{L^1} + 1),
$$

(3.2)

where $\Phi_1$ and $\Psi_{1,m}$ are the functions as in (2.11) and (3.1), respectively.

2. For all $n \geq 1,$ there exist positive constants $C_{1,n}, C_{1,n}$ independent of $m,$ $t$ and $(u_0, v_0)$ such that

$$
\mathbb{E}\left[\Psi_{1,m}(u^m(t), v^m(t)) + 2m\|\Phi_1(u^m(t))\|_{L^1}\right]^n 
\leq C_{1,n}e^{-c_{1,n}t}(\Psi_{1,m}(u_0, v_0) + 2m\|\Phi_1(u_0)\|_{L^1})^n + C_{1,n}.
$$

(3.3)

3. For all $\beta$ sufficiently small independent of $m,$

$$
\mathbb{E}\exp\left\{\frac{1}{2}\beta \int_0^t \|A^{1/2}u^m(r)\|_{H^1}^2 dr\right\}
\leq 2\exp\left\{\beta \Psi_{1,m}(u_0, v_0) + 2m\|\Phi_1(u_0)\|_{L^1}\right\} + \beta(a_2 + a_3|\mathcal{O}|)t.
$$

(3.5)

In the above, $a_2, a_3$ are as in Assumption 2.1, and $|\mathcal{O}|$ denotes the volume of $\mathcal{O}.$

4. For all $\beta$ sufficiently small independent of $m,$ $t$ and $(u_0, v_0),$ it holds that

$$
\mathbb{E}\exp\left\{\beta \Psi_{1,m}(u_0, v_0) + 2m\|\Phi_1(u_0)\|_{L^1}\right\} e^{-\gamma t}.
$$

(3.6)

5. For all $\beta$ and $\gamma$ sufficiently small independent of $m,$ there exists a positive constant $C_{\beta,\gamma}$ such that

$$
\mathbb{E}\exp\left\{\beta \Psi_{1,m}(u_0, v_0) + 2m\|\Phi_1(u_0)\|_{L^1}\right\} e^{-\gamma t}.
$$

Remark 3.2. We note that $V_m(u,v)$ as in (2.20) is slightly different from $\Psi_{1,m}(u,v) + 2m\|\Phi_1(u)\|_{L^1},$ which is employed in Lemma 3.1 and is more convenient for the purpose of computing Itô’s formula. By the choice of $\Phi_1$ as in (2.11), it is not difficult to see that

$$
e V_m(u,v) = C[m\|u\|_{H^1}^2 + m^2\|v\|_{H^1}^2 + \|u\|_{H^1}^2 + m\|u\|_{L^1+1}^2]
\leq \Psi_{1,m}(u_0, v_0) + 2m\|\Phi_1(u)\|_{L^1}
\leq C(m\|u\|_{H^1}^2 + m^2\|v\|_{H^1}^2 + \|u\|_{H^1}^2 + m\|u\|_{L^1+1}^2 + 1) = C(V_m(u,v) + 1),
$$

(3.7)

for some positive constants $C, c$ independent of $m$ and $(u,v).$

Proof of Lemma 3.1. 1. Let $\Phi_1$ and $\Psi_{1,m}$ be the functions as in (2.11) and (3.1), respectively. In view of the generator $\mathcal{L}^m$ from (2.6), a routine calculation gives

$$
\mathcal{L}^m \left[\Psi_{1,m}(u,v) + 2m\|\Phi_1(u)\|_{L^1}\right] = -\|A^{1/2}u\|_{H^1}^2 - m\|v\|_{H^1}^2 + \langle \varphi(u), u \rangle_H + \text{Tr}(QQ^*)
$$

(3.8)

We invoke (2.8) and (2.11) to see that

$$
\langle \varphi(u), u \rangle_H \leq -a_2\|u\|_{H^1}^{\lambda+1} + a_3|\mathcal{O}| \leq -\frac{a_2}{C_{\varphi}}\|\Phi_1(u)\|_{L^1} + a_2 + a_3|\mathcal{O}|,
$$

where $a_2, a_3, \lambda$ are as in Assumption 2.1, $C_{\varphi}$ is from (2.11) and $|\mathcal{O}|$ denotes the volume of $\mathcal{O}.$ It follows that

$$
\mathcal{L}^m \left[\Psi_{1,m}(u,v) + 2m\|\Phi_1(u)\|_{L^1}\right]
\leq -\|A^{1/2}u\|_{H^1}^2 - m\|v\|_{H^1}^2 - \frac{a_2}{C_{\varphi}}\|\Phi_1(u)\|_{L^1} + a_2 + a_3|\mathcal{O}| + \text{Tr}(QQ^*).
$$

(3.9)
By Itô’s formula, we obtain
\[
\begin{align*}
&d\left[\Psi_{1,m}(u^m(t), v^m(t)) + 2m\|\Phi_1(u^m(t))\|_{L^1}\right] \\
&= \mathcal{L}^m\left[\Psi_{1,m}(u^m(t), v^m(t)) + 2m\|\Phi_1(u^m(t))\|_{L^1}\right]dt + \langle 2mv^m(t) + u^m(t), Qdw(t) \rangle_H \\
&\leq -\|A^{1/2}u^m(t)\|_H^2 dt - m\|v^m(t)\|_H^2 dt - \frac{C}{\sqrt{m}}\|\Phi_1(u^m(t))\|_{L^1} dt \\
&\quad + \left(a_2 + a_3|\mathcal{O}| + \text{Tr}(QQ^*)\right)dt + \langle 2mv^m(t) + u^m(t), Qdw(t) \rangle_H.
\end{align*}
\]  
(3.10)

As a consequence, integrating the above estimate with respect to time yields
\[
\begin{align*}
\Psi_{1,m}(u^m(t), v^m(t)) + 2m\|\Phi_1(u^m(t))\|_{L^1} \\
&\leq \Psi_{1,m}(u_0, v_0) + 2m\|\Phi_1(u_0)\|_{L^1} + \left(a_2 + a_3|\mathcal{O}| + \text{Tr}(QQ^*)\right)t \\
&\quad + \int_0^t \langle 2mv^m(r) + u^m(r), Qdw(r) \rangle_H.
\end{align*}
\]

Now, we invoke Burkholder’s inequality to estimate the Martingale term on the above right-hand side
\[
\begin{align*}
\mathbb{E}\sup_{r \in [0,t]} \left|\int_0^r (2mv^m(s) + u^m(s), Qdw(s))_H\right|^2 \\
&\leq \mathbb{E} \int_0^t \|Q(2mv^m(r) + u^m(r))\|_H^2 dr \\
&\quad \leq \text{Tr}(QQ^*) \int_0^t \mathbb{E}\|2mv^m(r) + u^m(r)\|_H^2 dr \\
&\quad \leq c \int_0^t \mathbb{E}\Psi_{1,m}(u^m(r), v^m(r)) + 2m\|\Phi_1(u^m(r))\|_{L^1} dr.
\end{align*}
\]

As a consequence,
\[
\begin{align*}
\mathbb{E}\left[\sup_{r \in [0,t]} \Psi_{1,m}(u^m(r), v^m(r)) + 2m\|\Phi_1(u^m(r))\|_{L^1}\right] \\
&\leq \Psi_{1,m}(u_0, v_0) + 2m\|\Phi_1(u_0)\|_{L^1} + \left(a_2 + a_3|\mathcal{O}| + \text{Tr}(QQ^*)\right)t \\
&\quad + C \int_0^t \mathbb{E}\Psi_{1,m}(u^m(r), v^m(r)) + 2m\|\Phi_1(u^m(r))\|_{L^1} dr + C.
\end{align*}
\]

By Gronwall’s inequality, this produces (3.2), as claimed.

2. We proceed to prove (3.3) by induction on \( n \). For the base case \( n = 1 \), from (3.10), we deduce the following bound in expectation
\[
\begin{align*}
&\frac{d}{dt} \mathbb{E}\left[\Psi_{1,m}(u^m(t), v^m(t)) + 2m\|\Phi_1(u^m(t))\|_{L^1}\right] \\
&\leq -\mathbb{E}\left[\|A^{1/2}u^m(t)\|_H^2 + m\|v^m(t)\|_H^2 + \frac{C}{\sqrt{m}}\|\Phi_1(u^m(t))\|_{L^1}\right] \\
&\quad + \left(a_2 + a_3|\mathcal{O}| + \text{Tr}(QQ^*)\right).
\end{align*}
\]  
(3.11)

Recall \( \Psi_{1,m} \) from (3.1), we deduce (\( m \leq 1 \))
\[
\begin{align*}
&\mathbb{E}\left[\Psi_{1,m}(u^m(t), v^m(t)) + 2m\|\Phi_1(u^m(t))\|_{L^1}\right] \\
&\leq Ce^{-ct}\left[\Psi_{1,m}(u_0, v_0) + 2m\|\Phi_1(u_0)\|_{L^1}\right] + C.
\end{align*}
\]

This proves (3.3) for \( n = 1 \).
Next, assuming (3.3) holds for $n - 1$, we consider the case $n \geq 2$. The partial derivatives of $(\Psi_{1,m}(u,v) + 2m\|\Phi_1(u)\|_{L_1})^n$ along a direction $\xi \in H^1$ are given by

$$
\langle D_u [\Psi_{1,m}(u,v) + 2m\|\Phi_1(u)\|_{L_1}], \pi_1 \xi \rangle_H 
= n [\Psi_{1,m}(u,v) + 2m\|\Phi_1(u)\|_{L_1}]^{n-1} \left( 2m(A^{1/2}u, A^{1/2}\pi_1 \xi)_H + m(v, \pi_1 \xi)_H \right) 
+ \langle u, \pi_1 \xi \rangle_H - 2m(\varphi(u), \pi_1 \xi)_H,
$$

and

$$
\langle D_v [\Psi_{1,m}(u,v) + 2m\|\Phi_1(u)\|_{L_1}], \pi_2 \xi \rangle_H 
= n [\Psi_{1,m}(u,v) + 2m\|\Phi_1(u)\|_{L_1}]^{n-1} (2m^2v + mu, \pi_2 \xi)_H,
$$

Applying $L^m$ from (2.6) to $[\Psi_{1,m}(u,v) + 2m\|\Phi_1(u)\|_{L_1}]^n$ gives

$$
L^m [\Psi_{1,m}(u,v) + 2m\|\Phi_1(u)\|_{L_1}]^n 
= n [\Psi_{1,m}(u,v) + 2m\|\Phi_1(u)\|_{L_1}]^{n-1} \left( - ||A^{1/2}u||_H^2 - m\|v\|_H^2 + \langle \varphi(u), u \rangle_H + \text{Tr}(QQ^*) \right) 
+ \frac{1}{2} n(n - 1) [\Psi_{1,m}(u,v) + 2m\|\Phi_1(u)\|_{L_1}]^{n-2} ||Q(2mv + u)||_H^2. \tag{3.12}
$$

To estimate the last term on the above right-hand side, we recall that $\text{Tr}(QQ^*) < \infty$ (see condition (2.12)) implying

$$
||Q(2mv + u)||_H^2 \leq \text{Tr}(QQ^*)||2mv + u||_H^2 \leq 8\text{Tr}(QQ^*)(m^2\|v\|_H^2 + \frac{1}{2}||u||_H^2) 
\leq c [\Psi_{1,m}(u,v) + 2m\|\Phi_1(u)\|_{L_1}],
$$

for some positive constant $c$ independent of $m$. It follows that

$$
\frac{1}{2} n(n - 1) [\Psi_{1,m}(u,v) + 2m\|\Phi_1(u)\|_{L_1}]^{n-2} ||Q(2mv + u)||_H^2 
\leq c [\Psi_{1,m}(u,v) + 2m\|\Phi_1(u)\|_{L_1}]^{n-1}.
$$

To estimate the first term on the right-hand side of (3.12), we employ the same bound from the base case $n = 1$ to deduce (recalling $m \leq 1$)

$$
\begin{align*}
&n [\Psi_{1,m}(u,v) + 2m\|\Phi_1(u)\|_{L_1}]^{n-1} \left( - ||A^{1/2}u||_H^2 - m\|v\|_H^2 + \langle \varphi(u), u \rangle_H \right) 
&\leq -c [\Psi_{1,m}(u,v) + 2m\|\Phi_1(u)\|_{L_1}]^n + C [\Psi_{1,m}(u,v) + 2m\|\Phi_1(u)\|_{L_1}]^{n-1},
\end{align*}
$$

for some positive constants $c = c(n), C = C(n)$ independent of $m$. As a consequence, from (3.12), we obtain

$$
L^m [\Psi_{1,m}(u,v) + 2m\|\Phi_1(u)\|_{L_1}]^n 
\leq -c [\Psi_{1,m}(u,v) + 2m\|\Phi_1(u)\|_{L_1}]^n + C [\Psi_{1,m}(u,v) + 2m\|\Phi_1(u)\|_{L_1}]^{n-1}
\leq -c [\Psi_{1,m}(u,v) + 2m\|\Phi_1(u)\|_{L_1}]^n + C. \tag{3.13}
$$

In the last estimate above, we employed Young’s inequality to subsume the lower order term into $-c [\Psi_{1,m}(u,v) + 2m\|\Phi_1(u)\|_{L_1}]^n$.

Turning back to (3.3), we invoke Itô’s formula to see that

$$
d [\Psi_{1,m}(u^n(t), v^m(t)) + 2m\|\Phi_1(u^m(t))\|_{L_1}]^n 
= L^m [\Psi_{1,m}(u^m(t), v^m(t)) + 2m\|\Phi_1(u^m(t))\|_{L_1}]^n dt + dM_n(t),
$$
where the semi-Martingale term \( M_n(t) \) is given by
\[
M_n(t) = \int_0^t n \left[ \Psi_{1,m}(u^m(r), v^m(r)) + 2m\|\Phi_1(u^m(r))\|_{L^1} \right]^{n-1} (2m^2 v^m(r) + mu^m(r), Q dw(r))_H.
\]

In view of (3.13), we obtain the bound in expectation
\[
\frac{d}{dt} \mathbb{E}[\Psi_{1,m}(u^m(t), v^m(t)) + 2m\|\Phi_1(u^m(t))\|_{L^1}]^n
\leq -c\mathbb{E}[\Psi_{1,m}(u^m(t), v^m(t)) + 2m\|\Phi_1(u^m(t))\|_{L^1}]^n + C.
\]

In the above, we emphasize that \( c, C \) do not depend on \( m \). This establishes (3.3) for the general case \( n \geq 2 \).

3. The proof of (3.4) follows along the lines of [8, Section 9] and is included here for the sake of completeness.

For \( \beta > 0 \), denote
\[
G_1(u, v) = \exp \left\{ \beta (\Psi_{1,m}(u, v) + 2m\|\Phi_1(u)\|_{L^1}) \right\}.
\]

In view of (3.8) and (3.10), we see that
\[
\mathcal{L}^m G_1(u, v) = \beta G_1(u, v) \left( -\|A^{1/2} u\|_H^2 - m\|v\|_H^2 + \langle \varphi(u), u \rangle_H + \text{Tr}(QQ^*) \right) + \frac{1}{2} \beta^2 G_1(u, v)\|Q(2mv + u)\|_H^2.
\]

Similarly the part 2,
\[
\|Q(2mv + u)\|_H^2 \leq \text{Tr}(QQ^*)\|2mv + u\|_H^2 \leq 2\text{Tr}(QQ^*)(4m^2\|v\|_H^2 + \|u\|_H^2).
\]

Together with (3.9), we infer the existence of \( c, C \) independent of \( m \) and \( \beta \) such that
\[
\mathcal{L}^m G_1(u, v) \leq \beta G_1(u, v) \left[ -c(\Psi_{1,m}(u, v) + 2m\|\Phi_1(u)\|_{L^1}) + C \right. \\
\left. + \beta \text{Tr}(QQ^*)(4m^2\|v\|_H^2 + \|u\|_H^2) \right].
\]

Recalling \( \Psi_{1,m} \) as in (3.1) and taking \( \beta \) sufficiently small independent of \( m \), we deduce
\[
\mathcal{L}^m G_1(u, v) \leq \beta G_1(u, v) \left[ -c(\Psi_{1,m}(u, v) + 2m\|\Phi_1(u)\|_{L^1}) + C \right].
\]

We now invoke the elementary inequality
\[
e^{\beta r}(cr - C) \geq \tilde{c} e^{\beta r} - \tilde{C}, \quad r \geq 0,
\]
and obtain
\[
\mathcal{L}^m G_1(u, v) \leq -cG_1(u, v) + C,
\]
for some positive constants \( c = c(\beta), C = C(\beta) \) independent of \( m \). Taking expectation from itô’ formula, this also implies
\[
\frac{d}{dt} \mathbb{E}G_1(u^m(t), v^m(t)) \leq -cG_1(u^m(t), v^m(t)) + C.
\]

This establishes (3.4), as claimed.

4. Concerning the exponential bound in (3.5), for \( \beta > 0 \), recall from (3.10) that
\[
\beta \left[ \Psi_{1,m}(u^m(t), v^m(t)) + 2m\|\Phi_1(u^m(t))\|_{L^1} \right] - \beta \left[ \Psi_{1,m}(u_0, v_0) + 2m\|\Phi_1(u_0)\|_{L^1} \right]
= \beta \int_0^t \mathcal{L}^m \left[ \Psi_{1,m}(u^m(r), v^m(r)) + 2m\|\Phi_1(u^m(r))\|_{L^1} \right] dr + M(t),
\]
where
\[
M(t) = \beta \int_0^t (2mv^m(r) + u^m(r), Q dw(r))_H,
\]
and
whose quadratic variation process is given by

\[
\langle M \rangle(t) = \beta^2 \int_0^t \|Q(2mv^m(r) + u^m(r))\|_H^2 \, dr.
\]

Note also that

\[
d(M)(t) \leq 2\beta^2 \text{Tr}(QQ^*)(4m^2\|v^m(t)\|_H^2 + \|u^m(t)\|_H^2).
\]

On the other hand, in view of (3.9), it holds that

\[
\beta \int_0^t \mathcal{L}_m[\Psi_{1,m}(u^m(r), v^m(r)) + 2m\|\Phi_1(u^m(r))\|_{L^1}] \, dr
\]

\[
\leq -\beta \int_0^t \|A^{1/2}u^m(r)\|_H^2 + m\|v^m(r)\|_H^2 + \frac{\alpha^2}{C_\varphi}\|\Phi_1(u^m(r))\|_{L^1} \, dr + \beta(a_2 + a_3|\mathcal{O}|)t
\]

\[
= -\beta \int_0^t \frac{1}{2}\|A^{1/2}u^m(r)\|_H^2 + m(1 - 2m)\|v^m(r)\|_H^2 + \frac{\alpha^2}{C_\varphi}\|\Phi_1(u^m(r))\|_{L^1} \, dr + \beta(a_2 + a_3|\mathcal{O}|)t
\]

\[
- \frac{1}{2} \cdot \frac{1}{\text{Tr}(QQ^*)} \cdot \beta^2 \text{Tr}(QQ^*) \int_0^t \|A^{1/2}u^m(r)\|_H^2 + 4m^2\|v^m(r)\|_H^2 \, dr.
\]

Thanks to the fact that \(\text{Tr}(QQ^*) < \infty\), we use Sobolev embedding to further deduce

\[
\beta^2 \text{Tr}(QQ^*) \int_0^t \|A^{1/2}u^m(r)\|_H^2 + 4m^2\|v^m(r)\|_H^2 \, dr
\]

\[
\geq \beta^2 \text{Tr}(QQ^*) \int_0^t \alpha_1\|u^m(r)\|_H^2 + 4m^2\|v^m(r)\|_H^2 \, dr
\]

\[
\geq \frac{1}{2} \min\{\alpha_1, 1\} \langle M \rangle(t).
\]

In the above, \(\alpha_1 > 0\) is the first eigenvalue of \(A\) as in (2.1). As a consequence, we obtain a.s.

\[
\beta[\Psi_{1,m}(u^m(t), v^m(t)) + 2m\|\Phi_1(u^m(t))\|_{L^1}] - \beta[\Psi_{1,m}(u_0, v_0) + 2m\|\Phi_1(u_0)\|_{L^1}]
\]

\[
\leq -\beta \int_0^t \frac{1}{2}\|A^{1/2}u^m(r)\|_H^2 + m(1 - 2m)\|v^m(r)\|_H^2 + \frac{\alpha^2}{C_\varphi}\|\Phi_1(u^m(r))\|_{L^1} \, dr
\]

\[
+ M(t) - \frac{1}{2} \cdot \frac{\min\{\alpha_1, 1\}}{2\beta \text{Tr}(QQ^*)} \cdot \langle M \rangle(t) + \beta(a_2 + a_3|\mathcal{O}|)t.
\]

Now, applying the exponential Martingale inequality to \(M(t)\) gives

\[
\mathbb{P}\left(\sup_{t \geq 0} \left[ M(t) - \frac{1}{2} \cdot \frac{\min\{\alpha_1, 1\}}{2\beta \text{Tr}(QQ^*)} \cdot \langle M \rangle(t) \right] \geq R \right) \leq e^{-\frac{\min\{\alpha_1, 1\} R}{2\beta \text{Tr}(QQ^*)}}, \quad R > 0.
\]

In particular, taking \(\beta\) sufficiently small, e.g.,

\[
\beta < \frac{\min\{\alpha_1, 1\}}{4\text{Tr}(QQ^*)},
\]

we infer

\[
\mathbb{P}\left(\sup_{t \geq 0} \left[ M(t) - \frac{1}{2} \cdot \frac{\min\{\alpha_1, 1\}}{2\beta \text{Tr}(QQ^*)} \cdot \langle M \rangle(t) \right] \geq R \right) \leq e^{-2R}, \quad R > 0,
\]

whence

\[
\mathbb{E} \exp \left\{ \sup_{t \geq 0} \left[ M(t) - \frac{1}{2} \cdot \frac{\min\{\alpha_1, 1\}}{2\beta \text{Tr}(QQ^*)} \cdot \langle M \rangle(t) \right] \right\} < 2.
\]
Altogether, we arrive at the bounds
\[
\mathbb{E} \exp \left\{ \beta [\Psi_{1,m}(u^m(t), v^m(t)) + 2m\|\Phi_1(u^m(t))\|_{L^1}] \right. \\
+ \beta \int_0^t \frac{1}{2} \|A^{1/2}u^m(r)\|_H^2 + m(1 - 2m)\|v^m(r)\|_H^2 + \frac{\alpha}{C^2} \|\Phi_1(u^m(r))\|_{L^1}dr \right\} \\
\leq 2 \exp \left\{ \beta [\Psi_{1,m}(u_0, v_0) + 2m\|\Phi_1(u_0)\|_{L^1}] + \beta(a_2 + a_3|O|)t \right\}.
\]
This produces (3.5), as claimed.

5. Turning to (3.6), let \( \gamma \in (0, 1) \) and \( \beta > 0 \) be given and be chosen later. Fixing \( T > 0 \), from (3.10), we have
\[
d\left( \beta e^{\gamma(t-T)}[\Psi_{1,m}(u^m(t), v^m(t)) + 2m\|\Phi_1(u^m(t))\|_{L^1}] \right) \\
= \beta \gamma e^{\gamma(t-T)}[\Psi_{1,m}(u^m(t), v^m(t)) + 2m\|\Phi_1(u^m(t))\|_{L^1}]dt \\
+ \beta e^{\gamma(t-T)}L^m[\Psi_{1,m}(u^m(t), v^m(t)) + 2m\|\Phi_1(u^m(t))\|_{L^1}]dt \\
+ \beta e^{\gamma(t-T)}\langle 2mv^m(t) + u^m(t), Qdw(t) \rangle_H.
\]
Reasoning as in part 4 above, we see that for \( t \in [0, T] \)
\[
\beta e^{\gamma(t-T)}L^m[\Psi_{1,m}(u^m(t), v^m(t)) + 2m\|\Phi_1(u^m(t))\|_{L^1}] \\
\leq -\frac{1}{2} \cdot \frac{\min\{\alpha_1, 1\}}{2\gamma \ln(QQ^*)} \cdot \beta^2 e^{2\gamma(t-T)}\|Q(2mv^m(t) + u^m(t))\|_H^2 + \beta e^{\gamma(t-T)}(a_2 + a_3|O|).
\]
So, for \( \gamma \) sufficiently small, we obtain
\[
d\left( \beta e^{\gamma(t-T)}[\Psi_{1,m}(u^m(t), v^m(t)) + 2m\|\Phi_1(u^m(t))\|_{L^1}] \right) \\
\leq \beta e^{\gamma(t-T)}(a_2 + a_3|O|) + \beta e^{\gamma(t-T)}\langle 2mv^m(t) + u^m(t), Qdw(t) \rangle_H \\
- \frac{1}{2} \cdot \frac{\min\{\alpha_1, 1\}}{2\gamma \ln(QQ^*)} \cdot \beta^2 e^{2\gamma(t-T)}\|Q(2mv^m(t) + u^m(t))\|_H^2.
\]
Integrating the above inequality with respect to \( t \in [0, T] \) yields
\[
\beta \|\Psi_{1,m}(u^m(T), v^m(T)) + 2m\|\Phi_1(u^m(T))\|_{L^1} \right] - \beta e^{-\gamma T}\|\Psi_{1,m}(u_0, v_0) + 2m\|\Phi_1(u_0)\|_{L^1} \right] \\
\leq \frac{2}{\gamma} + M_1(T) - \frac{1}{2} \cdot \frac{\min\{\alpha_1, 1\}}{2\gamma \ln(QQ^*)}(M_1)(T),
\]
where
\[
M_1(t) = \int_0^t \beta e^{\gamma(t-T)}\langle 2mv^m(r) + u^m(r), Qdw(r) \rangle_H.
\]
Similarly to part 4, applying the exponential Martingale inequality to \( M_1 \) for \( \beta < \frac{\min\{\alpha_1, 1\}}{4\gamma \ln(QQ^*)} \), we arrive at
\[
\mathbb{E} \exp \left\{ \beta [\Psi_{1,m}(u^m(T), v^m(T)) + 2m\|\Phi_1(u^m(T))\|_{L^1}] \right\} \\
\leq 2e^{\beta/\gamma} \exp \left\{ \beta e^{-\gamma T}\|\Psi_{1,m}(u_0, v_0) + 2m\|\Phi_1(u_0)\|_{L^1} \right\}.
\]
This establishes (3.6) with \( C_{\beta, \gamma} = 2e^{\beta/\gamma} \), thereby finishing the proof. \( \Box \)

As a consequence of Lemma 3.1, in Lemma 3.3 below, we obtain moment bounds in \( \mathcal{H}^1 \) with respect to random initial conditions. In particular, Lemma 3.3 will be invoked to prove the small mass limits in Section 5.
**Lemma 3.3.** Let \((u_0, v_0)\) be random variable in \(L^2(\Omega; \mathcal{H}^1)\) and \((u^m(t), v^m(t))\) be the solution of (2.5) with initial condition \((u_0, v_0)\). Then, the following holds:

1. For all \(\beta\) sufficiently small independent of \(m\),
   
   \[
   \mathbb{E} \exp \left\{ \beta \left( \Psi_{1,m}(u^m(t), v^m(t)) + 2m\|\Phi_1(u^m(t))\|_{L^1} \right) \right\} 
   \leq C_{1,0} e^{-c_{1,0}t} \mathbb{E} \exp \left\{ \beta \left( \Psi_{0,m}(u_0, v_0) + 2m\|\Phi_1(u_0)\|_{L^1} \right) \right\} + C_{1,0}, \quad t \geq 0 \tag{3.14}
   
   \]

   where \(C_{1,0}\) and \(c_{1,0}\) are as in (3.4).

2. For all \(\beta\) sufficiently small independent of \(m\),
   
   \[
   \mathbb{E} \exp \left\{ \sup_{t \in [0,T]} \frac{1}{2} \beta \left[ \Psi_{1,m}(u^m(t), v^m(t)) + 2m\|\Phi_1(u^m(t))\|_{L^1} \right] \right\} 
   \leq C_{\beta,T} \mathbb{E} \exp \left\{ \beta \left[ \Psi_{0,m}(u_0, v_0) + 2m\|\Phi_1(u_0)\|_{L^1} \right] \right\}, \quad t \geq 0, \tag{3.15}
   
   \]

   for some positive constant \(C_{\beta,T}\) independent of \(m\) and \((u_0, v_0)\).

**Proof.**

1. The proof of (3.14) is similar to that of (3.4) in Lemma 3.1, part 3, and thus is omitted.

2. Concerning (3.15), we employ the same argument of (3.5) (see the proof of Lemma 3.1, part 4) to infer
   
   \[
   \mathbb{E} \exp \left\{ \sup_{t \in [0,T]} \left( \beta \left[ \Psi_{1,m}(u^m(t), v^m(t)) + 2m\|\Phi_1(u^m(t))\|_{L^1} \right] - \beta(a_2 + a_3|\mathcal{O}|)T \right) \right\} \leq 2.
   
   \]

By Holder’s inequality, we obtain

\[
\left| \mathbb{E} \exp \left\{ \sup_{t \in [0,T]} \left( \frac{1}{2} \beta \left[ \Psi_{1,m}(u^m(t), v^m(t)) + 2m\|\Phi_1(u^m(t))\|_{L^1} \right] \right) \right\} \right|^2 
\leq 2 \mathbb{E} \sup_{t \in [0,T]} \left[ \frac{1}{2} \beta \left[ \Psi_{1,m}(u^m(t), v^m(t)) + 2m\|\Phi_1(u^m(t))\|_{L^1} \right] \right] \mathbb{E} \exp \left\{ \beta \left[ \Psi_{1,m}(u_0, v_0) + 2m\|\Phi_1(u_0)\|_{L^1} \right] \right\}.
\]

Since the expectation on the above right-hand side is always greater than one, we establish (3.15), as claimed.

Next, we establish a \(\mathcal{H}^2\)-analogue of Lemma 3.1 provided the initial data \((u_0, v_0)\) in \(\mathcal{H}^2\). For this purpose, we introduce the function

\[
\Psi_{2,m}(u, v) = m\|Au\|_H^2 + m^2\|A^{1/2}v\|_H^2 + m\langle A^{1/2}u, A^{1/2}v \rangle_H + \frac{1}{2}\|A^{1/2}u\|_H^2. \tag{3.16}
\]

The moment bounds in \(\mathcal{H}^2\) are given in the following lemma:

**Lemma 3.4.** Given \((u_0, v_0) \in \mathcal{H}^2\), let \((u^m(t), v^m(t))\) be the solution of (2.5) with initial condition \((u_0, v_0)\). Then, the followings hold for all \(t \geq 0\):

1. For all \(n \geq 1\), there exist positive constants \(C_{2,n}, c_{2,n}, q_n\) independent of \(m, t\) and \((u_0, v_0)\) such that
   
   \[
   \mathbb{E} \Psi_{2,m}(u^m(t), v^m(t))^n 
   \leq C_{2,n} e^{-c_{2,n}t} \left[ \Psi_{2,m}(u_0, v_0)^n + \left[ \Psi_{1,m}(u_0, v_0) + 2m\|\Phi_1(u_0)\|_{L^1} \right]^{q_n} \right] + C_{2,n}, \tag{3.17}
   
   \]

   where \(\Psi_{2,m}, \Psi_{1,m}\) and \(\Phi_1\) are the functions as in (3.16), (3.1) and (2.11), respectively.

2. There exists a positive constant \(C_{2,t}\) independent of \(m\) and \((u_0, v_0)\) such that
   
   \[
   \mathbb{E} \left[ \sup_{r \in [0,t]} \Psi_{2,m}(u^m(r), v^m(r)) \right] 
   \leq C_{2,t} \left( \Psi_{2,m}(u_0, v_0) + \left( \Psi_{1,m}(u_0, v_0) + 2m\|\Phi_1(u_0)\|_{L^1} \right)^{q_{2,1}} + 1 \right), \tag{3.18}
   
   \]
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Recall the function $\Psi_m$ to see that where

$$\text{In the above, we emphasize that}$$

$\text{side, we employ Agmon’s, Young’s and interpolation inequalities and obtain} \text{ (in dimension } d = 2 \text{ or } d = 3)$$

$$m(\langle \phi' u, \nabla v \rangle) \leq c m \left(1 + \frac{\|u\|_{L^\infty}}{\|u\|_{L^\infty}}\right) \|A^{1/2}u\|_H \|A^{1/2}v\|_H$$

$$\leq c m \left(1 + \|u\|_{L^\infty}^{2\lambda - 2}\right) \|A^{1/2}u\|_H^2 + \frac{1}{2} m \|A^{1/2}v\|_H^2$$

$$= c m \|A^{1/2}u\|_H^2 + \frac{1}{2} m \|A^{1/2}v\|_H^2 + c m \|u\|_{L^\infty} \|A^{1/2}u\|_H^2$$

$$\leq \frac{1}{2} \|Au\|_H^2 + \frac{1}{2} m \|A^{1/2}v\|_H^2 + c m \|u\|_{L^\infty} \|A^{1/2}u\|_H^2,$$

which holds for all $m$ sufficiently small. To further bound the last term on the above right-hand side, we employ Agmon’s, Young’s and interpolation inequalities and obtain (in dimension $d = 2$ or $d = 3$)

$$m \langle \phi' u, \nabla v \rangle \leq C \|u\|_{L^\infty}^q + C \left(\|A^{1/2}u\|_H^{\lambda - 1}\right)^{\frac{1}{\lambda}} + \frac{1}{8} \|Au\|_H^2$$

$$\leq C \|u\|_{L^\infty}^q + C \left(\|A^{1/2}u\|_H^{2^{\lambda-1}}\right)^{\frac{1}{2\lambda}} + \frac{1}{8} \|Au\|_H^2.$$

In the above, we emphasize that $c$ and $C$ do not depend on $m$. As a consequence, we arrive at

$$m \langle \phi' u, \nabla v \rangle \leq \frac{1}{2} \|Au\|_H^2 + \frac{1}{2} m \|A^{1/2}v\|_H^2 + \|u\|_H^q + \left(m \|A^{1/2}u\|_H^2\right)^q + C,$$

for some positive constants $q = q(\lambda) \in \mathbb{N}$ and $C = C(\lambda)$ sufficiently large independent of $m$.

Next, we collect (3.19)–(3.20)–(3.21) to deduce the following estimate

$$\mathcal{L}^m \Psi_{2,m}(u, v) \leq -\frac{1}{2} \|Au\|_H^2 - \frac{1}{2} m \|A^{1/2}v\|_H^2 + \|u\|_H^q + \left(m \|A^{1/2}u\|_H^2\right)^q + C.$$
whence
\[
\mathbb{E}\Psi_{2,m}(u^m(t), v^m(t)) \leq e^{-ct}\Psi_{2,m}(u_0, v_0) + C \\
+ C \int_0^t e^{-c(t-r)}\mathbb{E}\Psi_{1,m}(u^m(r), v^m(r))qdr.
\]

To bound the integral on the above right-hand side, we recall Lemma 3.1, cf. (3.3), that
\[
\mathbb{E}\Psi_{1,m}(u^m(r), v^m(r))^q \leq C_{1,q}e^{-c_1\eta r}[\Psi_{1,m}(u_0, v_0) + 2m\|\Phi_1(u_0)\|_{L^1}]^q + C_{1,q},
\]
where $-\Phi_1$ is the antiderivative of $\varphi$ as in (2.11). It follows that
\[
\mathbb{E}\Psi_{2,m}(u^m(t), v^m(t)) \leq e^{-ct}\Psi_{2,m}(u_0, v_0) + C \\
+ C \int_0^t e^{-c(t-r)}\left[C_{1,q}e^{-c_1\eta r}[\Psi_{1,m}(u_0, v_0) + 2m\|\Phi_1(u_0)\|_{L^1}]^q + C_{1,q}\right]dr \\
\leq e^{-ct}\Psi_{2,m}(u_0, v_0) + Ce^{-ct}\left[\Psi_{1,m}(u_0, v_0) + 2m\|\Phi_1(u_0)\|_{L^1}\right]q + C \\
\leq Ce^{-ct}\left(\Psi_{2,m}(u_0, v_0) + [\Psi_{1,m}(u_0, v_0) + 2m\|\Phi_1(u_0)\|_{L^1}]q\right) + C.
\]

This produces (3.17) for $n = 1$.

Next, assume (3.17) holds for $n - 1$ and consider the case $n \geq 2$. Analogous to (3.12), applying $L^m$ to $\Psi_{2,m}(u, v)^n$ gives
\[
L^m\Psi_{2,m}(u, v)^n = n\Psi_{2,m}(u, v)^{n-1}L^m\Psi_{2,m}(u, v) \\
+ \frac{1}{2}n(n-1)\Psi_{2,m}(u, v)^{n-2}\sum_{k \geq 1}|\langle 2mv + u, Qe_k \rangle|_H|^2.
\]

In light of (3.22), we employ Young’s inequality to see that
\[
n\Psi_{2,m}(u, v)^{n-1}L^m\Psi_{2,m}(u, v) \\
\leq n\Psi_{2,m}(u, v)^{n-1}\left(-\frac{1}{2}A\|u\|_H^2 - \frac{1}{2}m\|A^{1/2}v\|_H^2 + \Psi_{1,m}(u, v)^q + C\right) \\
\leq -c\Psi_{2,m}(u, v)^n + C\Psi_{2,m}(u, v)^{n-1}\Psi_{1,m}(u, v)^q + C\Psi_{2,m}(u, v)^{n-1} \\
\leq -c\Psi_{2,m}(u, v)^n + C\Psi_{1,m}(u, v)^{nq} + C.
\]

Concerning the last term on the right–hand side of (3.24), we invoke the fact that $\text{Tr}(QAQ^*) < \infty$ to see that
\[
\sum_{k \geq 1}|\langle 2mv + u, Qe_k \rangle|_H|^2 \leq \text{Tr}(QAQ^*)\|2mv + u\|_H^2 \leq c\Psi_{2,m}(u, v).
\]

whence
\[
\frac{1}{2}n(n-1)\Psi_{2,m}(u, v)^{n-2}\sum_{k \geq 1}|\langle 2mv + u, Qe_k \rangle|_H|^2 \leq C\Psi_{2,m}(u, v)^{n-1}.
\]

Combining the above with (3.24), we deduce
\[
L^m\Psi_{2,m}(u, v)^n \leq -c\Psi_{2,m}(u, v)^n + C\Psi_{2,m}(u, v)^{n-1} + C\Psi_{1,m}(u, v)^{nq} + C \\
\leq -c\Psi_{2,m}(u, v)^n + C\Psi_{1,m}(u, v)^{nq} + C.
\]
As a consequence, from (3.3), we arrive at
\[
\mathbb{E} \Psi_{2,m}(u^m(t), v^m(t))^n \\
\leq e^{-ct} \Psi_{2,m}(u_0, v_0)^n + C + C \int_0^t e^{-c(t-r)} \mathbb{E} \Psi_{1,m}(u^m(r), v^m(r))^{qn} \, dr \\
\leq e^{-ct} \Psi_{2,m}(u_0, v_0)^n + C + C \int_0^t e^{-c(t-r)} \left[ C_{1,qn} e^{-c_1,qn} r [\Psi_{1,m}(u_0, v_0) + 2m\|\Phi_1(u)\|_{L^1}]^{qn} + C_{1,qn} \right] \, dr \\
\leq C e^{-ct} \left( \Psi_{2,m}(u_0, v_0) + [\Psi_{1,m}(u_0, v_0) + 2m\|\Phi_1(u_0)\|_{L^1}]^{qn} \right) + C,
\]
which holds for some positive constants \( C, c \) and \( q \) independent of \( m \). This produces (3.17) for the general case \( n \geq 2 \), thereby completing part 1.

2. Turning to (3.18), from (3.22) together with Itô’s formula, we have
\[
\begin{align*}
\text{d}\Psi_{2,m}(u^m(t), v^m(t)) & = \mathcal{L}^m \Psi_{2,m}(u^m(t), v^m(t)) \, dt + (2mv^m(t) + u^m(t), Qdw(t))_{H^1} \\
& \leq \left[ \Psi_{1,m}(u^m(t), v^m(t)) + 2m\|\Phi_1(u^m(t))\|_{L^1} \right]^{q_2,1} \, dt + (2mv^m(t) + u^m(t), Qdw(t))_{H^1} + C.
\end{align*}
\]
Integrating both sides with respect to time gives
\[
\Psi_{2,m}(u^m(t), v^m(t)) \leq \Psi_{2,m}(u_0, v_0) + \int_0^t \left[ \Psi_{1,m}(u^m(r), v^m(r)) + 2m\|\Phi_1(u^m(r))\|_{L^1} \right]^{q_2,1} \, dr \\
+ \int_0^t (2mv^m(r) + u^m(r), Qdw(r))_{H^1} + Ct.
\]
By Burkholder’s inequality,
\[
\mathbb{E} \sup_{r \in [0,t]} \left| \int_0^t (2mv^m(s) + u^m(s), Qdw(s))_{H^1} \right|^2 \leq \mathbb{E} \int_0^t \|Q(2mv^m(r) + u^m(r))\|_{H^1}^2 \, dr \\
\leq c \mathbb{E} \int_0^t m^2 \|v^m(r)\|_{H^1}^2 + \|u^m(r)\|_{H^1}^2 \, dr \\
\leq c \int_0^t \mathbb{E} \Psi_{2,m}(u^m(r), v^m(r)) \, dr.
\]
In view of (3.3) applying to \( q_{2,1} \), we see that
\[
\begin{align*}
\int_0^t \mathbb{E} \left[ \Psi_{1,m}(u^m(r), v^m(r)) + 2m\|\Phi_1(u^m(r))\|_{L^1} \right]^{q_{2,1}} \, dr \\
\leq C \left[ \Psi_{1,m}(u_0, v_0) + 2m\|\Phi_1(u_0)\|_{L^1} \right]^{q_{2,1}} + Ct.
\end{align*}
\]
Altogether, we obtain
\[
\mathbb{E} \sup_{r \in [0,t]} \Psi_{2,m}(u^m(r), v^m(r)) \leq \Psi_{2,m}(u_0, v_0) + C \left[ \Psi_{1,m}(u_0, v_0) + 2m\|\Phi_1(u_0)\|_{L^1} \right]^{q_{2,1}} + Ct + C \\
+ C \int_0^t \mathbb{E} \Psi_{2,m}(u^m(r), v^m(r)) \, dr.
\]
This establish (3.18) by virtue of Gronwall’s inequality, thereby finishing the proof.

Having obtained moment bound in \( H^2 \), we turn to the sup norm in \( H^1 \) for the process \( u^m(t) \) with respect to random initial conditions.
Lemma 3.5. Let \((u_0, v_0)\) be random variable in \(L^2(\Omega; \mathcal{H}^2)\) and \((u^m(t), v^m(t))\) be the solution of (2.5) with initial condition \((u_0, v_0)\). Then, the following holds for all \(p \geq 1\), \(\beta > 0\) sufficiently small and \(T > 0\):

\[
\mathbb{E} \sup_{t \in [0, T]} \|u^m(t)\|^2_{H^1} \leq C \left( \mathbb{E} \Psi_{2,m}(u_0, v_0)^p + \mathbb{E} \exp \left\{ \beta \left[ \Psi_{1,m}(u_0, v_0) + 2m\|\Phi_1(u_0)\|_{L^1} \right] \right\} + 1 \right),
\]

(3.25)

for some positive constant \(C = C(T, p, \beta)\) independent of \(m\) and \((u_0, v_0)\).

Proof. Let \(\Gamma^m(t)\) be the stochastic convolution as in (A.1). Denoting

\[
\tilde{u}(t) = u^m(t) - \pi_1 \Gamma^m(t) \quad \text{and} \quad \tilde{v}(t) = v^m(t) - \pi_2 \Gamma^m(t),
\]

observe that \((\tilde{u}(t), \tilde{v}(t))\) solves the equation

\[
\frac{d}{dt} \tilde{u}(t) = \tilde{v}(t),
\]

\[
\frac{d}{dt} \tilde{v}(t) = -A\tilde{u}(t) - \tilde{v}(t) + \varphi(u^m(t)), \quad (\tilde{u}(0), \tilde{v}(0)) = (u_0, v_0).
\]

(3.26)

Recalling \(\Psi_{2,m}\) as in (3.16), a calculation from (3.26) gives

\[
\frac{d}{dt} \Psi_{2,m}(\tilde{u}(t), \tilde{v}(t)) = -\|\tilde{u}(t)\|^2_{H^2} - m\|\tilde{v}(t)\|^2_{H^1} + 2m\langle \varphi'(u^m(t))\nabla u^m(t), \nabla \tilde{v}(t) \rangle_H
\]

\[
+ \langle \varphi'(u^m(t))\nabla u^m(t), \nabla \tilde{u}(t) \rangle_H.
\]

(3.27)

Concerning the last term on the right–hand side of (3.27), we invoke (2.9) and (2.10) to estimate

\[
\langle \varphi'(u^m(t))\nabla u^m(t), \nabla \tilde{u}(t) \rangle_H
\]

\[
= \langle \varphi'(u^m(t))\nabla \tilde{u}(t), \nabla \tilde{u}(t) \rangle_H + \langle \varphi'(u^m(t))\nabla \pi_1 \Gamma^m(t), \nabla \tilde{u}(t) \rangle_H
\]

\[
\leq a_\varphi \|\tilde{u}(t)\|^2_{H^1} + a_4 \langle |u^m(t)|^{\lambda-1} + 1 \rangle \pi_1 \Gamma^m(t), \|\nabla \tilde{u}(t)\|_{H^1}
\]

\[
\leq c \|\tilde{u}(t)\|^2_{H^1} + c \pi_1 \Gamma^m(t) \|\nabla \tilde{u}(t)\|^2_{H^1} + c \langle |u^m(t)|^{\lambda-1} \rangle \pi_1 \Gamma^m(t) \|\nabla \tilde{u}(t)\|_{H^1}.
\]

To further bound the last term on the above right–hand side, we employ Holder’s inequality and Sobolev embedding (recalling \(\lambda < 2\))

\[
\langle |u^m(t)|^{\lambda-1} \rangle \pi_1 \Gamma^m(t), \|\nabla \tilde{u}(t)\|_{H^1}
\]

\[
\leq c \|u^m(t)\|^\lambda_{H^1} \pi_1 \Gamma^m(t) \|\nabla \tilde{u}(t)\|_{H^1}
\]

\[
\leq c \|\tilde{u}(t)\|^2_{H^1} + c \pi_1 \Gamma^m(t) \|\nabla \tilde{u}(t)\|^2_{H^1} + c \pi_1 \Gamma^m(t) \|\nabla \tilde{u}(t)\|^2_{H^1}.
\]

It follows that

\[
\langle \varphi'(u^m(t))\nabla u^m(t), \nabla \tilde{u}(t) \rangle_H
\]

\[
\leq c \|\tilde{u}(t)\|^2_{H^1} + c \pi_1 \Gamma^m(t) \|\nabla \tilde{u}(t)\|^2_{H^1} + c \pi_1 \Gamma^m(t) \|\nabla \tilde{u}(t)\|^2_{H^1}.
\]

(3.28)

To estimate the cross term between \(u^m(t)\) and \(\tilde{v}(t)\) on the right–hand side of (3.27), we employ an argument similarly to (3.21) and obtain

\[
m \langle \varphi'(u^m(t))\nabla u^m(t), \nabla \tilde{v}(t) \rangle_H
\]

\[
\leq \frac{1}{2} \|u^m(t)\|^2_{H^2} + \frac{1}{2} m \|\tilde{v}(t)\|^2_{H^1} + \left( \|u^m(t)\|^2_{H^2} + m \|u^m(t)\|^2_{H^1} \right)^q + C
\]

\[
\leq \frac{1}{2} \|\tilde{u}(t)\|^2_{H^2} + \frac{1}{2} m \|\tilde{v}(t)\|^2_{H^1} + C \left[ \Psi_{1,m}(u^m(t), v^m(t)) + 2m \|\Phi_1(u^m(t))\|_{L^1} \right]^q + \frac{1}{2} \pi_1 \Gamma^m(t) \|\nabla \tilde{u}(t)\|^2_{H^1} + C.
\]
We now collect everything together with the identity (3.27) to deduce
\[
\frac{d}{dt} \Psi_{2, m}(\bar{u}(t), \bar{v}(t)) \leq C \Psi_{2, m}(\bar{u}(t), \bar{v}(t)) + C \left[ \Psi_{1, m}(u^m(t), v^m(t)) + 2m \|\Phi_1(u^m(t))\|_{L^1} \right]^q \\
+ C \|\pi_1 \Gamma^m(t)\|_{H^2}^q + C \|\pi_1 \Gamma^m(t)\|_{L^1}^2.
\]
As a consequence, for all \( p \geq 1 \), we infer a positive constant \( q = q(p, \lambda) \) large enough such that
\[
\frac{d}{dt} \Psi_{2, m}(\bar{u}(t), \bar{v}(t))^p \leq C \Psi_{2, m}(\bar{u}(t), \bar{v}(t))^p + C \left[ \Psi_{1, m}(u^m(t), v^m(t)) + 2m \|\Phi_1(u^m(t))\|_{L^1} \right]^q \\
+ C \|\pi_1 \Gamma^m(t)\|_{H^2}^q + C.
\]
By virtue of Gronwall’s inequality, we arrive at the supremum bound for \( T > 0 \)
\[
\mathbb{E} \sup_{t \in [0, T]} \Psi_{2, m}(\bar{u}(t), \bar{v}(t))^p \\
\leq C \mathbb{E} \Psi_{2, m}(u_0, v_0)^p + C \mathbb{E} \sup_{t \in [0, T]} \left[ \Psi_{1, m}(u^m(t), v^m(t)) + 2m \|\Phi_1(u^m(t))\|_{L^1} \right]^q \\
+ C \mathbb{E} \sup_{t \in [0, T]} \|\pi_1 \Gamma^m(t)\|_{H^2}^q + C,
\]
that holds for some positive constant \( C = C(T) \) independent of \( m \) and \((u_0, v_0)\). It follows that
\[
\mathbb{E} \sup_{t \in [0, T]} \|u^m(t)\|_{H^1}^{2p} \\
\leq C \mathbb{E} \Psi_{2, m}(u_0, v_0)^p + C \mathbb{E} \sup_{t \in [0, T]} \left[ \Psi_{1, m}(u^m(t), v^m(t)) + 2m \|\Phi_1(u^m(t))\|_{L^1} \right]^q \\
+ C \mathbb{E} \sup_{t \in [0, T]} \|\pi_1 \Gamma^m(t)\|_{H^2}^q + C.
\]
In view of (3.15) and (A.3), we deduce for \( \beta \) sufficiently small
\[
\mathbb{E} \sup_{t \in [0, T]} \|u^m(t)\|_{H^1}^{2p} \\
\leq C \mathbb{E} \Psi_{2, m}(u_0, v_0)^p + C \mathbb{E} \exp \left\{ \beta \left[ \Psi_{1, m}(u_0, v_0) + 2m \|\Phi_1(u_0)\|_{L^1} \right] \right\} + C.
\]
This produces (3.25), thereby finishing the proof.

As a consequence of Lemma 3.5, we assert a moment bound on \( u^m(t) \) in the sup norm in \( H^2 \). Ultimately, Lemma 3.6 will be exploited to prove the small mass limits in Section 5.

**Lemma 3.6.** Let \((u_0, v_0)\) be random variable in \( L^2(\Omega; H^2) \) and \((u^m(t), v^m(t))\) be the solution of (2.5) with initial condition \((u_0, v_0)\). Then, there exist positive constants \( p > 0 \) such that the following holds for all \( \beta \) sufficiently small and \( T > 0 \):
\[
\mathbb{E} \sup_{t \in [0, T]} \|u^m(t)\|_{H^2}^2 \leq C \left( \mathbb{E} \|u_0\|_{H^2}^2 + m \|v_0\|_{H^1}^2 \right) + \mathbb{E} \Psi_{2, m}(u_0, v_0)^p \\
+ \mathbb{E} \exp \left\{ \beta \left[ \Psi_{1, m}(u_0, v_0) + 2m \|\Phi_1(u_0)\|_{L^1} \right] \right\} + 1, 
\]
for some positive constant \( C = C(T, p, \beta) \) independent of \( m \) and \((u_0, v_0)\).

**Proof.** Similarly to the proof of Lemma 3.5, we consider the stochastic convolution \( \Gamma^m(t) \) as in (A.1) and the difference
\[
\bar{u}(t) = u^m(t) - \pi_1 \Gamma^m(t) \quad \text{and} \quad \bar{v}(t) = v^m(t) - \pi_2 \Gamma^m(t).
\]
From (3.26), we employ (2.9) making use of Cauchy–Schwarz inequality to see that
\[
\frac{d}{dt}(\|\bar{u}(t)\|^2_{H^2} + m\|\bar{v}(t)\|^2_{H^2}) = -2\|\bar{v}(t)\|^2_{H^2} + 2\langle \phi'(u^m(t))\nabla u^m(t), \nabla \bar{v}(t) \rangle_H
\]
leaves \[\|\phi'(u^m(t))\nabla u^m(t)\|^2_{H^2}\]
leaves \[c\|u^m(t)\|^2_{L^\infty} \|u^m(t)\|^2_{H^1} + c\|u^m(t)\|^2_{H^1}.
\]
Since \(H^2 \hookrightarrow L^\infty\) in dimension \(d \leq 3\), we have (recalling \(\lambda < 2\))
\[
\|u^m(t)\|^2_{L^\infty} \leq c\|u^m(t)\|^2_{H^2} + c\|u^m(t)\|^2_{H^2} + c\|u^m(t)\|^2_{H^2} + c\|u^m(t)\|^2_{H^2}.
\]
It follows that
\[
\frac{d}{dt}(\|\bar{u}(t)\|^2_{H^2} + m\|\bar{v}(t)\|^2_{H^2}) \leq c\|\bar{u}(t)\|^2_{H^2} + c\|\pi_1 \Gamma^m(t)\|^2_{H^2} + c\|u^m(t)\|^2_{H^1},
\]
whence
\[
\frac{d}{dt}(\|\bar{u}(t)\|^2_{H^2} + m\|\bar{v}(t)\|^2_{H^2}) \leq c\|\bar{u}(t)\|^2_{H^2} + m\|\bar{v}(t)\|^2_{H^2} + c\|\pi_1 \Gamma^m(t)\|^2_{H^2} + c\|u^m(t)\|^2_{H^1} + c,
\]
where \(p\) and \(c\) are positive constants independent of \(m\) and \((u_0, v_0)\). Integrating the above inequality with respect to time, we obtain
\[
\mathbb{E} \sup_{t \in [0,T]} \left[\|\bar{u}(t)\|^2_{H^2} + m\|\bar{v}(t)\|^2_{H^2}\right] \leq \mathbb{E}\left[\|u_0\|^2_{H^2} + m\|v_0\|^2_{H^1}\right] + C\mathbb{E} \sup_{t \in [0,T]} \|\pi_1 \Gamma^m(t)\|^2_{H^2} + C\mathbb{E} \sup_{t \in [0,T]} \|u^m(t)\|^2_{H^1} + C,
\]
implying
\[
\mathbb{E} \sup_{t \in [0,T]} \|u^m(t)\|^2_{H^2}
\]
\[
\leq 2\mathbb{E}\left[\|u_0\|^2_{H^2} + m\|v_0\|^2_{H^1}\right] + C\mathbb{E} \sup_{t \in [0,T]} \|\pi_1 \Gamma^m(t)\|^2_{H^2} + C\mathbb{E} \sup_{t \in [0,T]} \|u^m(t)\|^2_{H^1} + C.
\]
In view of (3.25) and (A.3), we infer \(C = C(p, T)\) independent of \(m\) and \((u_0, v_0)\) such that
\[
\mathbb{E} \sup_{t \in [0,T]} \|\bar{u}(t)\|^2_{H^2} \leq C\left(\mathbb{E}\left[\|u_0\|^2_{H^2} + m\|v_0\|^2_{H^1}\right] + \mathbb{E}\Psi_{2,m}(u_0, v_0)^p + \mathbb{E}\exp\left\{\beta\left[\Psi_{1,m}(u_0, v_0) + 2m\|\Phi_1(u_0)\|_{L^1}\right]\right\} + 1\right).
\]
This produces (3.29), thereby finishing the proof.

\[\square\]

4. Uniform Geometric ergodicity of (2.5)

In this section, we prove Theorem 2.5 by establishing the uniqueness of invariant measure \(\nu^m\) as well as the uniform exponential convergent rate of the Markov semigroup \(P^m_t\) towards \(\nu^m\). In Section 4.1, we assert the irreducibility condition stating that the solution \((u^m(t), v^m(t))\) is always able to visit any small neighborhood of the origin. In Section 4.2, we prove asymptotic strong Feller property, which is a large time smoothing effect of \(P^m_t\). In Section 4.3, we invoke irreducibility and asymptotic strong Feller respectively to prove that bounded sets are \(d^m_{N,\beta}\)-small and that \(P^m_t\) is \(d^m_{N,\beta}\)-contracting; see Proposition 4.6 for the precise statements. Altogether, we will conclude Theorem 2.5 making use of these ingredients.
4.1. Irreducibility. We start with the irreducibility property:

**Proposition 4.1.** Given \((u_0, v_0) \in H^1\), let \((u^m(t), v^m(t))\) be the solution of (2.5). Then, for all \(r, R > 0\), there exists \(T_1\) sufficiently large independent of \(m\) such that for all \(t > T_1\),

\[
\inf_{(u_0, v_0) \in B^m_R} \mathbb{P}\left( V_m(u^m(t), v^m(t)) < r \right) \geq c > 0,
\]

for some positive constant \(c = c(R, r, t)\) independent of \(m\). In the above, \(V_m\) is the function as in (2.20) and

\[
B^m_R = \{(u_0, v_0) \in H^1 : V_m(u_0, v_0) < R\}.
\]

Due the difficulty caused by the nonlinear structure, in order to prove Proposition 4.1, we first modify (2.5) as follows: we introduce

\[
d\tilde{u}^m(t) = \tilde{v}^m(t)dt, \\
m\, d\tilde{v}^m(t) = -\Lambda\tilde{u}^m(t)dt - \tilde{v}^m(t)dt + \varphi(\tilde{u}^m(t))dt + Qdw(t),
\]

(4.2)

where \(\Gamma^m(t)\) is the stochastic convolution solving (A.1), \(\alpha^m_1\) is the eigenvalue of \(A\) as in Assumption 2.3, part 2, and \(P^m_0\) is the projection on \(span(e_1, \ldots, e_n)\). We note that (4.2) only differs from (2.5) by the appearance of the term \(-\alpha^m_1 P^m_0(\tilde{u}^m(t) - \pi_1^m(t))dt\). Two of the main ingredients to prove Proposition 4.1 are given in the following lemmas whose proofs are deferred to the end of this subsection.

**Lemma 4.2.** Given \((u_0, v_0) \in H^1\), let \((\tilde{u}^m(t), \tilde{v}^m(t))\) be the solution of (4.2). Then, for all \(r, R > 0\), there exists \(T_1\) sufficiently large independent of \(m\) such that for all \(t > T_1\),

\[
\inf_{V_m(u_0, v_0) < R} \mathbb{P}\left( V_m(\tilde{u}^m(t), \tilde{v}^m(t)) < r \right) \geq c > 0,
\]

for some positive constant \(c = c(R, r, t)\) independent of \(m\). In the above, \(V_m\) is the function as in (2.20).

**Lemma 4.3.** Given \((u_0, v_0) \in H^1\), let \((\tilde{u}^m(t), \tilde{v}^m(t))\) be the solution of (4.2). Then, for all \(T > 0\), the following holds

\[
\mathbb{E} \sup_{t \in [0, T]} \|\tilde{u}^m(t)\|^2_H \leq C(V_m(u_0, v_0) + 1)e^{cT},
\]

(4.4)

for some positive constants \(c, C\) independent of \(m, T\) and \((u_0, v_0)\). In the above, \(V_m\) is the function as in (2.20).

We now give the proof of Proposition 4.1, whose argument follows along the lines of [20, Proposition 4.2] tailored to our settings.

**Proof of Proposition 4.1.** For \(N > 0\), let \((\tilde{u}_N^m, \tilde{v}_N^m)\) solve the following truncated version of (4.2)

\[
d\tilde{u}_N^m(t) = \tilde{v}_N^m(t)dt, \\
m\, d\tilde{v}_N^m(t) = -\Lambda\tilde{u}_N^m(t)dt - \tilde{v}_N^m(t)dt + \varphi(\tilde{u}_N^m(t))dt + Qdw(t),
\]

(4.5)

\[
(\tilde{u}_N^m(0), \tilde{v}_N^m(0)) = (u_0, v_0) \in H^1,
\]
where \( \theta_N : \mathbb{R} \rightarrow \mathbb{R} \) is a smooth truncating function such that

\[
\theta_N(x) = \begin{cases} 
1, & |x| \leq N, \\
\text{monotonicity,} & N \leq |x| \leq N + 1, \\
0, & |x| \geq N + 1. 
\end{cases}
\]  

(4.6)

Denoting \( \tilde{\tau}_N \) to be the stopping time given by

\[
\tilde{\tau}_N = \inf \{ t \geq 0 : \| P_n(\tilde{u}^m(t) - \pi_1 \Gamma^m(t)) \|_H > N \},
\]

observe that \( \mathbb{P} \)-a.s. for \( 0 \leq t \leq \tilde{\tau}_N \), \( (\tilde{u}^m_N(t), \tilde{v}^m_N(t)) = (\tilde{u}^m(t), \tilde{v}^m(t)) \). Furthermore, we note that under this truncation, by Girsanov Theorem, the law induced by \( (\tilde{u}^m, \tilde{v}^m) \) on \( C([0,t]; \mathcal{H}^1) \) is equivalent to that induced by \( (u^m, v^m) \). Indeed, thanks to the condition (2.3) on the fact that \( Q \) is invertible on \( \text{span}\{e_1, \ldots, e_n\} \), it holds that

\[
\mathbb{E} \exp \left\{ \frac{1}{2} \int_0^t \alpha^2_n \| Q^{-1} P_n(\tilde{u}^m_N(s) - \pi_1 \Gamma^m(s)) \|_H^2 \theta_N^2 \left( \| P_n(\tilde{u}^m_N(s) - \pi_1 \Gamma^m(s)) \|_H \right) ds \right\} 
\leq \exp \left\{ \frac{1}{2} \alpha^2_n a_Q^{-2} (N + 1)^2 t \right\}.
\]

This verifies Novikov’s condition, which in turn yields the equivalence in laws. We now introduce the change-of-measure function

\[
U^m_N(t) = \exp \left\{ \int_0^t \langle f^m_N(s), dw(s) \rangle_H - \frac{1}{2} \int_0^t \| f^m_N(s) \|_H^2 ds \right\},
\]

where \( f^m_N(t) = \alpha_n Q^{-1} P_n(\tilde{u}^m_N(t) - \pi_1 \Gamma^m(t)) \theta_N \left( \| P_n(\tilde{u}^m_N(t) - \pi_1 \Gamma^m(t)) \|_H \right) \).

By Girsanov Theorem, we have the following identity

\[
\mathbb{P}(V_m(u^m(t), v^m(t)) < r) = \mathbb{E} \left[ U^m_N(t) \cdot 1 \left\{ V_m(\tilde{u}^m_N(t), \tilde{v}^m_N(t)) < r \right\} \right].
\]

Hence, on one hand, for given \( C > 0 \), we have a chain of implications

\[
\mathbb{P}(V_m(u^m(t), v^m(t)) < r) = \mathbb{E} \left[ U^m_N(t) \cdot 1 \left\{ V_m(\tilde{u}^m_N(t), \tilde{v}^m_N(t)) < r \right\} \right] 
\geq C \mathbb{P} \left( U^m_N(t) > C, V_m(\tilde{u}^m_N(t), \tilde{v}^m_N(t)) < r, \tilde{\tau}_N > t \right) 
\geq C \mathbb{P} \left( U^m_N(t) > C, V_m(\tilde{u}^m_N(t), \tilde{v}^m_N(t)) < r, \tilde{\tau}_N > t \right)
\]

On the other hand, it holds that

\[
\mathbb{P}(V_m(\tilde{u}^m(t), \tilde{v}^m(t)) < r) 
\leq \mathbb{P} \left( U^m_N(t) > C, V_m(\tilde{u}^m_N(t), \tilde{v}^m_N(t)) < r, \tilde{\tau}_N > t \right) + \mathbb{P}(U^m_N(t) \leq C) + \mathbb{P}(\tilde{\tau}_N \leq t).
\]

We thus arrive at the estimate

\[
\frac{1}{C} \inf_{V_m(u^m(t), v^m(t)) \leq r} \mathbb{P}(V_m(u^m(t), v^m(t)) < r) \geq \mathbb{P}(V_m(\tilde{u}^m(t), \tilde{v}^m(t)) < r) - \mathbb{P}(U^m_N(t) \leq C) - \mathbb{P}(\tilde{\tau}_N \leq t),
\]

whence

\[
\sup_{V_m(u^m(t), v^m(t)) < r} \frac{1}{C} \mathbb{P}(V_m(u^m(t), v^m(t)) < r) \geq \sup_{V_m(u^m(t), v^m(t)) < r} \mathbb{P}(V_m(\tilde{u}^m(t), \tilde{v}^m(t)) < r) - \mathbb{P}(U^m_N(t) \leq C)
\]

\[
- \sup_{V_m(u^m(t), v^m(t)) < r} \mathbb{P}(\tilde{\tau}_N \geq t).
\]  

(4.7)
In view of Lemma 4.2, for \( t \geq T_1 \) where \( T_1 = T_1(r, R) \) is as in Lemma 4.2, we readily have

\[ \inf_{V_m(u_0,v_0) < R} \mathbb{P}(V_m(\bar{u}^m(t), \bar{v}^m(t)) < r) > c^* > 0, \]

where \( c^* = c^*(r, R, t) > 0 \) is a constant independent of \( C \), and \( N \). It therefore remains to show that, by taking \( N \) to infinity and \( C \) to zero, two supremum terms on the right-hand side of (4.7) can be arbitrarily small. In other words, we claim that there exist \( C \) sufficiently small and \( N \) sufficiently large both independent of \( m \) such that

\[ \sup_{V_m(u_0,v_0) < R} \mathbb{P}(U_N^m(t) \leq C) + \sup_{V_m(u_0,v_0) < R} \mathbb{P}(\tilde{\tau}_N^m \leq t) \leq \frac{c^*}{2}. \] (4.8)

To bound the second term involving \( \tilde{\tau}_N^m \), we invoke Markov inequality together with (4.4) and (A.3) to see that

\[ \mathbb{P}(\tilde{\tau}_N^m \leq t) = \mathbb{P}(\sup_{0 \leq s \leq t} \| \bar{u}^m(s) - \pi_1 \Gamma^m(s) \|_H \geq N) \]
\[ \leq \frac{1}{N^2} \mathbb{E} \sup_{0 \leq s \leq t} \| \bar{u}^m - \pi_1 \Gamma^m(s) \|_H^2 \]
\[ \leq \frac{1}{N^2} (V_m(u_0,v_0) + 1) e^{ct} \]
\[ \leq \frac{1}{N^2} (R + 1) e^{ct}, \]

where in the last implication above, \( c = c(t) \) does not depend on \( N, R \) and \( m \). With regards to first term \( \sup_{x \in B_R} \mathbb{P}(U_N^m(t) \leq C) \), we employ Burkholder’s inequality to estimate

\[ \mathbb{P}(U_N^m(t) \leq C) = \mathbb{P}\left( \frac{1}{2} \int_0^t \| f_N^m(s) \|_H^2 ds - \int_0^t \langle f_N^m(s), dw(s) \rangle_H ds \geq \log(C^{-1}) \right) \]
\[ \leq \frac{1}{\log(C^{-1})} \left( \frac{1}{2} \mathbb{E} \int_0^t \| f_N^m(s) \|_H^2 ds + \mathbb{E} \left| \int_0^t \langle f_N^m(s), dw(s) \rangle_H ds \right| \right) \]
\[ \leq \frac{2}{\log(C^{-1})} \left( 1 + \mathbb{E} \int_0^t \| f_N^m(s) \|_H^2 ds \right) \]
\[ \leq \frac{2}{\log(C^{-1})} \left( 1 + \alpha^2 a_Q^{-1} (N + 1)^2 t \right). \]

Hence, by first taking \( N \) large and then shrinking \( C \) further to zero, we infer two positive constants \( N^* \) and \( C^* \) independent of \( m \) such that inequality (4.8) holds. We therefore immediately obtain the desired lower bound

\[ \inf_{V_m(u_0,v_0) < R} \mathbb{P}(V_m(\bar{u}^m(t), \bar{v}^m(t)) < r) \geq \frac{C^* c^*}{2}, \]

uniformly in \( m \). This finishes the proof.

\[ \square \]

Turning to Lemma 4.2, we prove that \((\bar{u}^m(t), \bar{v}^m(t))\) satisfies the irreducibility condition (4.3) making use of the stochastic convolution \( \Gamma^m(t) \) solving the linear system (A.1).

**Proof of Lemma 4.2.** Letting \( \Gamma^m(t) \) be the solution of (A.1), denote

\[ \bar{u}(t) = \bar{u}^m(t) - \pi_1 \Gamma^m(t), \quad \bar{v}(t) = \bar{v}^m(t) - \pi_2 \Gamma^m(t). \]
From (4.2) and (A.1), observe that \((\bar{u}(t), \bar{v}(t))\) solves the system

\[
\frac{d}{dt} \bar{u}(t) = \bar{v}(t), \\
m\frac{d}{dt} \bar{v}(t) = -A\bar{u}(t) - \bar{v}(t) + \varphi(\bar{u}^m(t)) - \alpha_n P_n \bar{u}(t),
\]
\[(\bar{u}(0), \bar{v}(0)) = (u_0, v_0).\]

Denote

\[
\Phi_2(x) = - \int_0^x \varphi(r)dr.
\]

For a slight abuse of notation, we denote

\[
\|\Phi_2(u)\|_{L^1} = \int_\Omega \Phi_2(u(x))dx.
\]

Recall \(\Psi_{1,m}\) as in (3.1), a routine calculation gives

\[
\frac{d}{dt}[\Psi_{1,m}(\bar{u}(t), \bar{v}(t)) + 2m\|\Phi_2(\bar{u}(t))\|_{L^1}] \\
= -\|A^{1/2}\bar{u}(t)\|^2_H - m\|\bar{v}(t)\|^2_H + 2m\langle \varphi(u^m(t)) - \varphi(\bar{u}(t)), \bar{v}(t) \rangle_H + \langle \varphi(u^m(t)), \bar{u}(t) \rangle_H - 2m\alpha_n \langle P_n \bar{u}(t), \bar{v}(t) \rangle_H - \alpha_n \|P_n \bar{u}(t)\|^2_H.
\]

Using Young inequality, we readily have

\[-2m\alpha_n \langle P_n \bar{u}(t), \bar{v}(t) \rangle_H \leq \frac{1}{4}m\|\bar{v}(t)\|^2_H + 4m\alpha_n^2 \|\bar{u}(t)\|^2.\]

Also, by Sobolev embedding, it holds that

\[-\|A^{1/2}\bar{u}(t)\|^2_H - \alpha_n \|P_n \bar{u}(t)\|^2_H \leq -\varepsilon\|A^{1/2}\bar{u}(t)\|^2_H - (1 - \varepsilon)\|\varphi(u^m(t)) - \varphi(\bar{u}(t)), \bar{v}(t) \rangle_H + \|\varphi(\bar{u}(t)) \rangle_H \]

\[-\varepsilon\|A^{1/2}\bar{u}(t)\|^2_H - (1 - \varepsilon)\alpha_n \|\bar{u}(t)\|^2_H.\]

With regard to \(\langle \varphi(u^m(t)), \bar{u}(t) \rangle_H\), note that

\[\langle \varphi(u^m(t)), \bar{u}(t) \rangle_H = \langle \varphi(u^m(t)) - \varphi(\bar{u}(t)), \bar{u}(t) \rangle_H + \langle \varphi(\bar{u}(t)) \rangle_H.\]

In view of (C.3), for all \(\varepsilon\) sufficiently small independent of \(m\), we readily have

\[\langle \varphi(\bar{u}(t)), \bar{u}(t) \rangle_H \leq (a_\varphi + \varepsilon) \|\bar{u}(t)\|^2_H - \frac{\varepsilon}{(\lambda + 1)(\frac{2a_\varphi}{a_\varphi})^{\lambda+1}} \|\bar{u}(t)\|_{L^{\lambda+1}}^{\lambda+1}.\]

On the other hand, we invoke (C.2) to estimate

\[\varphi(u^m(t)) - \varphi(\bar{u}(t)) \leq c(|\pi_1 \Gamma^m(t)|^\lambda + |\pi_1 \Gamma^m(t)| |\bar{u}(t)|^{\lambda-1} + |\pi_1 \Gamma^m(t)|),\]

whence

\[\langle \varphi(u^m(t)) - \varphi(\bar{u}(t)), \bar{u}(t) \rangle_H \leq C \left( \|\pi_1 \Gamma^m(t)\|_{L^{2\lambda}}^{2\lambda} + \|\pi_1 \Gamma^m(t)\|_{L^{\lambda+1}}^{\lambda+1} + \|\pi_1 \Gamma^m(t)\|_{L^\infty}^{\lambda} \right) \]

\[+ \frac{\varepsilon}{2(\lambda + 1)(\frac{2a_\varphi}{a_\varphi})^{\lambda+1}} \|\bar{u}(t)\|_{L^{\lambda+1}}^{\lambda+1}.\]

As a consequence, we obtain the bound

\[\langle \varphi(u^m(t)), \bar{u}(t) \rangle_H \leq C \left( \|\pi_1 \Gamma^m(t)\|_{L^{2\lambda}}^{2\lambda} + \|\pi_1 \Gamma^m(t)\|_{L^{\lambda+1}}^{\lambda+1} + \|\pi_1 \Gamma^m(t)\|_{L^\infty}^{\lambda} \right) \]

\[+ (a_\varphi + 2\varepsilon) \|\bar{u}(t)\|^2_H - \frac{\varepsilon}{(\lambda + 1)(\frac{2a_\varphi}{a_\varphi})^{\lambda+1}} \|\bar{u}(t)\|_{L^{\lambda+1}}^{\lambda+1}.\]

In the above, we emphasize that \(C = C(\varepsilon, a_\varphi)\) is a positive constant independent of \(m\).
Similarly, concerning the nonlinear term involving \( \bar{v} \) on the right-hand side of (4.10), we note that
\[
2m\langle \varphi(u^m(t)) - \varphi(\bar{u}(t)), \bar{v}(t) \rangle_H \leq cm\left( \|\pi_1\Gamma^m(t)\|_{L^\infty}^\lambda + \|\pi_1\Gamma^m(t)\|_{L^\infty}\right)\|\bar{v}(t)\|_H \\
+ cm\langle \pi_1\Gamma^m(t) |\bar{u}(t)|^{\lambda-1}, |\bar{v}(t)| \rangle_H.
\]
We invoke Young’s inequality to further estimate
\[
cm\left(\|\pi_1\Gamma^m(t)\|_{L^\infty}^\lambda + \|\pi_1\Gamma^m(t)\|_{L^\infty}\right)\|\bar{v}(t)\|_H \\
\leq cm\left(\|\pi_1\Gamma^m(t)\|_{L^\infty}^{2\lambda}\right) + \frac{1}{4}m\|\bar{v}(t)\|^2_H,
\]
and (recalling \( \lambda < 2 \))
\[
cm\langle \pi_1\Gamma^m(t) |\bar{u}(t)|^{\lambda-1}, |\bar{v}(t)| \rangle_H \\
\leq cm\|\pi_1\Gamma^m(t)\|_{L^\infty}^{2(\lambda+1)} + m\|\bar{u}(t)\|_{L^{\lambda+1}}^{\lambda+1} + \frac{1}{4}m\|\bar{v}(t)\|^2_H.
\]
It follows that
\[
2m\langle \varphi(u^m(t)) - \varphi(\bar{u}(t)), \bar{v}(t) \rangle_H \leq cm\left(\|\pi_1\Gamma^m(t)\|_{L^\infty}^{2\lambda} + \|\pi_1\Gamma^m(t)\|_{L^\infty}^{2\lambda} + \|\pi_1\Gamma^m(t)\|_{L^\infty}^{2(\lambda+1)}\right) \\
+ m\|\bar{u}(t)\|_{L^{\lambda+1}}^{\lambda+1} + \frac{1}{4}m\|\bar{v}(t)\|^2_H.
\]
Altogether, from (4.10), we deduce the bound
\[
\frac{d}{dt}\left(\Psi_{1,m}(\bar{u}(t), \bar{v}(t)) + 2m\|\Phi_2(\bar{u}(t))\|_{L^1}\right) \\
\leq -\varepsilon\|A^{1/2}\bar{u}(t)\|_{H^2}^2 - [(1-\varepsilon)\alpha_n - (a_\varphi + 2\varepsilon)]\|\bar{u}(t)\|^2_H \\
- \frac{1}{4}m\|\bar{v}(t)\|^2_H + (\frac{\varepsilon}{2(\lambda+1)(2\lambda a_n)} \|\bar{u}(t)\|_{L^{\lambda+1}}^{\lambda+1} \\
+ C\left(\|\pi_1\Gamma^m(t)\|_{L^\infty}^{2\lambda} + \|\pi_1\Gamma^m(t)\|_{L^\infty}^{\lambda+1} + \|\pi_1\Gamma^m(t)\|_{L^\infty}^{2(\lambda+1)}\right),
\]
for some positive constants \( C \) and \( c \) independent of \( m \). In view of (C.5),
\[
-c\|\bar{u}(t)\|_{L^{\lambda+1}}^{\lambda+1} \leq -cm\|\bar{u}(t)\|_{L^{\lambda+1}}^{\lambda+1} \\
\leq -cm\|\Phi_2(\bar{u}(t))\|_{L^1} + cm\|\bar{u}(t)\|^2_H.
\]
It follows that
\[
\frac{d}{dt}\left(\Psi_{1,m}(\bar{u}(t), \bar{v}(t)) + 2m\|\Phi_2(\bar{u}(t))\|_{L^1}\right) \\
\leq -\varepsilon\|A^{1/2}\bar{u}(t)\|_{H^2}^2 - [(1-\varepsilon)\alpha_n - (a_\varphi + 4\varepsilon)]\|\bar{u}(t)\|^2_H \\
- \frac{1}{4}m\|\bar{v}(t)\|^2_H - cm\|\Phi_2(\bar{u}(t))\|_{L^1} \\
+ C\left(\|\pi_1\Gamma^m(t)\|_{L^\infty}^{2\lambda} + \|\pi_1\Gamma^m(t)\|_{L^\infty}^{\lambda+1} + \|\pi_1\Gamma^m(t)\|_{L^\infty}^{2(\lambda+1)}\right).
\] (4.11)
In view of the choice \( \alpha_n \) as in (2.13), i.e., \( a_\varphi < \alpha_0 \), we may pick \( \varepsilon \) sufficiently small such that
\[
1 - \varepsilon \alpha_n > a_\varphi + 4\varepsilon.
\]
This together with (4.11) implies the estimate
\[
\begin{align*}
&\Psi_{1,m}(\bar{u}(T), \bar{v}(T)) + 2m\|\Phi_2(\bar{u}(T))\|_{L^1} \\
&\leq e^{-cT} \left[ \Psi_{1,m}(u_0, v_0) + 2m\|\Phi_2(u_0)\|_{L^1} \right] \\
&\quad + CT \sup_{t \in [0, T]} \left( \|\pi_1 \Gamma^m(t)\|_{L^\infty}^{2 \lambda} + \|\pi_1 \Gamma^m(t)\|_{L^\infty}^{\lambda+1} + \|\pi_1 \Gamma^m(t)\|_{L^\infty}^2 + \|\pi_1 \Gamma^m(t)\|_{L^\infty}^{2(\lambda+1)} \right).
\end{align*}
\]

Recalling \( V_m \) from (2.20), we employ (C.4)–(C.5) again to see that (for \( m \) sufficiently small)
\[
c V_m(u, v) \leq \Psi_{1,m}(u, v) + 2m\|\Phi_2(u)\|_{L^1} \leq C(V_m(u, v) + 1),
\]
holds for some positive constants \( c, C \) independent of \( m \) and \( (u, v) \). As a consequence
\[
V_m(\bar{u}(T), \bar{v}(T)) \leq C e^{-cT}(V_m(u_0, v_0) + 1)
\]
\[
+ C \sup_{t \in [0, T]} \left( \|\pi_1 \Gamma^m(t)\|_{H^1}^{2 \lambda} + \|\pi_1 \Gamma^m(t)\|_{H^1}^{\lambda+1} + \|\pi_1 \Gamma^m(t)\|_{L^\infty}^2 + \|\pi_1 \Gamma^m(t)\|_{L^\infty}^{2(\lambda+1)} \right).
\]

It follows that
\[
V_m(\bar{u}^m(T), \bar{v}^m(T)) \leq C e^{-cT}(V_m(u_0, v_0) + 1) + C \sup_{t \in [0, T]} \left( \|\pi_1 \Gamma^m(t)\|_{H^1}^{2 \lambda} + \|\pi_1 \Gamma^m(t)\|_{H^1}^{\lambda+1} + \|\pi_1 \Gamma^m(t)\|_{L^\infty}^2 + \|\pi_1 \Gamma^m(t)\|_{L^\infty}^{2(\lambda+1)} \right).
\]

In the above, we emphasize that \( C \) and \( c \) do not depend on \( m, T \) and \( (u_0, v_0) \). In light of Lemma A.1 and Agmon’s inequality (in dimension \( d = 2 \) or \( d = 3 \)), for \( r \in (0, 1) \) small enough, it holds that
\[
P \left( \sup_{t \in [0, T]} \left( \|\pi_1 \Gamma^m(t)\|_{H^1}^{2 \lambda} + m^2\|\pi_2 \Gamma^m(t)\|_{H^1}^{2 \lambda} + \|\pi_1 \Gamma^m(t)\|_{L^\infty}^{2(\lambda+1)} + \|\pi_1 \Gamma^m(t)\|_{L^\infty}^{\lambda+1} + \|\pi_1 \Gamma^m(t)\|_{L^\infty}^2 \right) < \frac{r}{2\sqrt{cT}} \right) > 0. \tag{4.12}
\]

Turning back to (4.3), since \( V_m(u_0, v_0) < R \), we may choose \( T_1 \) sufficiently large such that
\[
C e^{-cT_1}(V_m(u_0, v_0) + 1) \leq C e^{-cT_1}(R + 1) < \frac{r}{2},
\]
which together with (4.12) implies for all \( r \) sufficiently small
\[
P \left( V_m(\bar{u}^m(t), \bar{v}^m(t)) < r \right) \geq c > 0.
\]

This produces (4.3) for all \( r > 0 \), thereby finishing the proof.

We finish this subsection by the proof of Lemma 4.3, which together with Lemma 4.2 concludes Proposition 4.1.

**Proof of Lemma 4.3.** Recalling \( \Psi_{1,m} \) and \( \Phi_1 \) as in (3.1) and (2.11), respectively, from (4.2), we compute
\[
\begin{align*}
\frac{d}{dt} \left[ \Psi_{1,m}(\bar{u}^m(t), \bar{v}^m(t)) + 2m\|\Phi_1(\bar{u}^m(t))\|_{L^1} \right] &
= \mathcal{L}^m \left[ \Psi_{1,m}(\bar{u}^m(t), \bar{v}^m(t)) + 2m\|\Phi_1(\bar{u}^m(t))\|_{L^1} \right] dt + 2m\bar{v}^m(t) + \Phi_2(\bar{u}^m(t), Qd(w(t))) \\
&- 2m\alpha_1(P_h(\bar{u}^m(t) - \pi_1 \Gamma^m(t)), \bar{v}^m(t))_H dt - \alpha_1(P_h(\bar{u}^m(t) - \pi_1 \Gamma^m(t)), \bar{u}^m(t))_H dt. \tag{4.13}
\end{align*}
\]

In the above, \( \mathcal{L}^m \) is the generator as in (2.6). Similarly to (3.9), we readily have
\[
\begin{align*}
\mathcal{L}^m \left[ \Psi_{1,m}(\bar{u}^m(t), \bar{v}^m(t)) + 2m\|\Phi_1(\bar{u}^m(t))\|_{L^1} \right] &
\leq -\|A^{1/2} u^m(t)\|_H^2 - m\|v^m(t)\|_H^2 - \frac{a_2}{c_\phi}\|\Phi_1(u^m(t))\|_{L^1} + a_2 + a_3|\mathcal{O}| + \text{Tr}(QQ^*).
\end{align*}
\]
Using Burkholder’s inequality,
\[
\mathbb{E} \sup_{r \in [0,t]} \left| \int_0^t (2m\tilde{v}^m(r) + \tilde{\phi}^m(r),Qdw(r))_H \right|^2 \leq \mathbb{E} \int_0^t \|Q(2m\tilde{v}^m(r) + \tilde{\phi}^m(r))\|^2_H dr \\
\leq \text{Tr}(QQ^*) \int_0^t \mathbb{E}\|2m\tilde{v}^m(r) + \tilde{\phi}^m(r)\|^2_H dr \\
\leq c \int_0^t \mathbb{E}[\Psi_{1,m}(\tilde{\phi}^m(r), \tilde{\phi}^m(r)) + 2m\|\Phi_1(\tilde{\phi}^m(r))\|_{L^1}] dr.
\]

With regard to the last two terms on the right-hand side of (4.13), we invoke Young’s inequality to see that (here \(m \leq 1\))
\[
-2m\alpha_h \langle P_h(\tilde{\phi}^m(t) - \pi_1 \Gamma^m(t)), \tilde{\phi}^m(t) \rangle_H - \alpha_h \langle P_h(\tilde{\phi}^m(t) - \pi_1 \Gamma^m(t)), \tilde{\phi}^m(t) \rangle_H \\
\leq m\|\tilde{\phi}^m(t)\|^2_H + m\alpha_h^2 \|\tilde{\phi}^m(t) - \pi_1 \Gamma^m(t)\|^2_H + \alpha_h \|\tilde{\phi}^m(t)\|^2_H + \alpha_h \|\pi_1 \Gamma^m(t)\|^2_H \\
\leq m\|\tilde{\phi}^m(t)\|^2_H + m\|\tilde{\phi}^m(t)\|^2_H + c\|\pi_1 \Gamma^m(t)\|^2_H.
\]

In the above, \(c > 0\) does not depend on \(m\) and \(t\).

Altogether, from (4.13), we arrive at
\[
\mathbb{E}\left[ \sup_{t \in [0,T]} \Psi_{1,m}(\tilde{\phi}^m(t), \tilde{\phi}^m(t)) + 2m\|\Phi_1(\tilde{\phi}^m(t))\|_{L^1} \right] \\
\leq \Psi_{1,m}(u_0, v_0) + 2m\|\Phi_1(u_0)\|_{L^1} + c \mathbb{E} \sup_{t \in [0,T]} \|\pi_1 \Gamma^m(t)\|^2_H + cT \\
+ \int_0^T \mathbb{E}[\Psi_{1,m}(\tilde{\phi}^m(r), \tilde{\phi}^m(r)) + 2m\|\Phi_1(\tilde{\phi}^m(r))\|_{L^1}] dr.
\]

In view of Lemma A.1, part 2, cf. (A.3), we obtain
\[
\mathbb{E}\left[ \sup_{t \in [0,T]} \Psi_{1,m}(\tilde{\phi}^m(t), \tilde{\phi}^m(t)) + 2m\|\Phi_1(\tilde{\phi}^m(t))\|_{L^1} \right] \\
\leq C(\Psi_{1,m}(u_0, v_0) + 2m\|\Phi_1(u_0)\|_{L^1} + 1)e^{cT},
\]
for some positive constants \(C, c\) independent of \(m, T\) and \((u_0, v_0)\). Recalling \(V_m\) as in (2.20) is equivalent to \(\Psi_{1,m}(u, v) + 2m\|\Phi_1(u)\|_{L^1}\), cf. (3.7), this produces (4.4), thereby finishing the proof.

\[\square\]

4.2. **Asymptotic strong Feller property.** Having obtained irreducibility, we turn to the asymptotic strong Feller property. More specifically, the result in this subsection is given below.

**Proposition 4.4.** Under the same hypothesis of Theorem 2.5, there exist positive constants \(c, C\) such that for all positive constants \(N\) large, \(\beta, \varepsilon, \gamma\) sufficiently small, the following holds for all \(U, \xi \in \mathcal{H}^1, f \in C^1_b(\mathcal{H}^1; \mathbb{R})\) satisfying \([f]_{\text{Lip},d_{N,\beta}}^m \leq 1\), and \(m\) sufficiently small
\[
\langle D^m_t f(U), \xi \rangle_{\mathcal{H}^1} \\
\leq C \left( N e^{-ct} \exp \left\{ C(\varepsilon^{-\gamma t} + \varepsilon)\beta V_m(U) \right\} + \|f\|_{L^\infty} \exp \left\{ C\varepsilon\beta V_m(U) \right\} \right) \\
\times \sqrt{m\|\pi_1 \xi\|^2_H + m^2\|\pi_2 \xi\|^2_H + \|\pi_1 \xi\|^2_H}.
\]

Here, \([f]_{\text{Lip},d_{N,\beta}}^m\) is defined in (2.18), \(d_{N,\beta}^m\) is the distance defined in (2.22), and \(V_m\) is the function as in (2.20).

**Remark 4.5.** We note that the estimate (4.14) is slightly different from the usual approach [25, 26, 27, 28] where it is sufficient to derive a bound on \(\|D^m_t f(U)\|_{\mathcal{H}^1} = \sup_{\|\xi\|_{\mathcal{H}^1} = 1} \left| \langle D^m_t f(U), \xi \rangle_{\mathcal{H}^1} \right|\). In our settings, since we will employ (4.14) to obtain the contracting of \(P_t^m\) with respect to \(d_{N,\beta}^m\),
which is related to $\phi_{2m}^{n}$ defined in (2.21), it is crucial to keep track of the dependence on $m$ and $\xi$, hence the right-hand side of (4.14). See the proof of Proposition 4.6, part 1, for a further discussion of this point.

Before diving into the proof of Proposition 4.4, for the reader’s convenience, we will briefly sketch the main approach that was developed in [25, 26, 27]. For any $\xi$ in $\mathcal{H}^1$, we denote by $J_{0,t}^{m,\xi}$, the derivative of $(u^m(t), v^m(t))$ with respect to the initial condition $U_0 \in \mathcal{H}^1$, along the direction $\xi$. We observe that $J_{0,t}^{m,\xi}$ satisfies the following random equation

\[
\begin{aligned}
\frac{d}{dt}\pi_1 J_{0,t}^{m,\xi} &= \pi_2 J_{0,t}^{m,\xi}, \\
\frac{d}{dt}\pi_2 J_{0,t}^{m,\xi} &= -A \pi_1 J_{0,t}^{m,\xi} - \pi_2 J_{0,t}^{m,\xi} + \varphi'(u^m(t))\pi_1 J_{0,t}^{m,\xi},
\end{aligned}
\]

Moreover, for any adapted process $\zeta \in L^2([0,t]; H)$, we introduce $A_{0,t}^{m,\zeta}(t)$ the Malliavin derivative of $(u^m(t), v^m(t))$ with respect to $w(t)$ along the path $\zeta(t)$. We note that $A_{0,t}^{m,\zeta}$ is the solution of

\[
\begin{aligned}
\frac{d}{dt}\pi_1 A_{0,t}^{m,\zeta} &= \pi_2 A_{0,t}^{m,\zeta}, \\
\frac{d}{dt}\pi_2 A_{0,t}^{m,\zeta} &= -A \pi_1 A_{0,t}^{m,\zeta} - \pi_2 A_{0,t}^{m,\zeta} + \varphi'(u^m(t))\pi_1 A_{0,t}^{m,\zeta} + Q(t),
\end{aligned}
\]

where $Q(t) = J_{0,t}^{m,\zeta} - A_{0,t}^{m,\zeta}$. Then $\rho^m(t)$ solves

\[
\begin{aligned}
\frac{d}{dt}\pi_1 \rho^m(t) &= \pi_2 \rho^m(t), \\
\frac{d}{dt}\pi_2 \rho^m(t) &= -A \pi_1 \rho^m(t) - \pi_2 \rho^m(t) + \varphi'(u^m(t))\pi_1 \rho^m(t) - Q(t),
\end{aligned}
\]

where $Q(t) = J_{0,t}^{m,\zeta} - A_{0,t}^{m,\zeta}$. Then $\rho^m(t)$ solves

\[
\begin{aligned}
\frac{d}{dt}\pi_1 \rho^m(t) &= \pi_2 \rho^m(t), \\
\frac{d}{dt}\pi_2 \rho^m(t) &= -A \pi_1 \rho^m(t) - \pi_2 \rho^m(t) + \varphi'(u^m(t))\pi_1 \rho^m(t) - Q(t),
\end{aligned}
\]

We observe that for $f \in C^1_b(\mathcal{H}^1)$ and $U, \xi \in \mathcal{H}^1$,

\[
\langle DP_t^m f(U), \zeta \rangle_{\mathcal{H}^1} = \mathbb{E}\langle Df(u^m(t), v^m(t)), J_{0,t}^{m,\xi} \rangle_{\mathcal{H}^1} = \mathbb{E}\langle Df(u^m(t), v^m(t)), \rho^m(t) \rangle_{\mathcal{H}^1} + \mathbb{E}\langle Df(u^m(t), v^m(t)), A_{0,t}^{m,\zeta} \rangle_{\mathcal{H}^1} = \mathbb{E}\langle Df(u^m(t), v^m(t)), \rho^m(t) \rangle_{\mathcal{H}^1} + \mathbb{E}\langle Df(u^m(t), v^m(t)), Q(s) Qdw(s) \rangle_{H},
\]

where the last implication follows from the Malliavin integration by part and the integral is understood in Skorohod sense, should $\zeta(t)$ be non adapted. It is now a control problem to find $\zeta(\cdot) \in L^2([0, \infty); H)$ such that

\[
\lim_{t \to \infty} \mathbb{E}\langle Df(u^m(t), v^m(t)), \rho^m(t) \rangle_{\mathcal{H}^1} = 0, \quad \text{and} \quad \mathbb{E}\left| \int_0^\infty (\zeta(s), Qdw(s))_H \right|^2 < \infty.
\]

Together with (4.18), the choice of $\zeta(t)$ will guarantee that the Markov semigroup $P_t^m$ satisfies the asymptotic strong Feller property as stated in (4.14). In the proof of Proposition 4.4 below, we will construct such functions to meet our requirement.

Proof of Proposition 4.4. Let $f \in C^1(\mathcal{H}^1; \mathbb{R})$ satisfy $[f]_{\text{Lip}_{d_{N,\beta}}^m} \leq 1$. Recalling (2.18), note that

\[
[f]_{\text{Lip}_{d_{N,\beta}}^m} = \sup_{U \neq \bar{U}} \frac{f(U) - f(\bar{U})}{d_{N,\beta}^m(U, \bar{U})} = \sup_{U \neq \bar{U}} \frac{(f(U) - f(0)) - (f(\bar{U}) - f(0))}{d_{N,\beta}^m(U, \bar{U})}. \]

Thus, we may assume without loss of generality that $f(0) = 0$. In particular, since $d_{N,\beta}^m \leq 1$, cf. (2.22), for all $U \in \mathcal{H}^1$,

\[
|f(U)| = |f(U) - f(0)| \leq d_{N,\beta}^m(U, 0) \leq 1.
\]
Furthermore, by choosing the path
\[ \gamma_s(s) = s \cdot U + (1 - s) \cdot \bar{U}, \]
we see that
\[ |f(U) - f(\bar{U})| \leq d_{N, \beta}^m(U, \bar{U}) \leq N \sigma_0^m(U, \bar{U}) \]
\[ \leq N \int_0^1 e^{\beta V_m(\gamma_s(s))} ds \cdot (m\|u - \bar{u}\|^2_H + m^2\|v - \bar{v}\|^2_H + \|u - \bar{u}\|^2_H)^{1/2}. \]

It follows that
\[ \langle Df(U), \bar{U} \rangle_{H^1} \leq 2N e^{\beta V_m(U)} (m\|\bar{u}\|^2_H + m^2\|\bar{v}\|^2_H + \|\bar{u}\|^2_H)^{1/2}. \]

Next, in view of (4.15)–(4.16)–(4.17), we choose \( \zeta \) as
\[ \zeta(t) = \alpha^* Q^{-1} P^*_\bar{\alpha} \pi_1 \rho^m(t), \]
where \( \alpha^* \) is the eigenvalue of \( A \) as in (2.13), and \( P^*_\bar{\alpha} \) is the projection defined in (2.3). We note that this choice is possible thanks to the condition (2.14), that is \( Q \) is invertible on \( \text{span}\{e_1, \ldots, e_n\} \).

With this choice of \( \zeta \), observe that (4.17) is reduced to
\[ \frac{d}{dt} \pi_1 \rho^m(t) = \pi_2 \rho^m(t), \]
\[ m \frac{d}{dt} \pi_2 \rho^m(t) = -A \pi_1 \rho^m(t) - \pi_2 \rho^m(t) + \varphi'(u^m(t))\pi_1 \rho^m(t) - \alpha^* P^*_\bar{\alpha} \pi_1 \rho^m(t), \]
\[ \rho^m(0) = \xi. \]

To estimate \( \rho^m(t) \), recalling \( \Psi_{1,m} \) defined in (3.1), we employ (4.22) and compute
\[ \frac{d}{dt} \Psi_{1,m}(\rho^m(t)) = -\|\pi_1 \rho^m(t)\|^2_{H^1} - m\|\pi_2 \rho^m(t)\|^2_H \]
\[ + 2m\langle \varphi'(u^m(t))\pi_1 \rho^m(t), \pi_2 \rho^m(t) \rangle_H - 2m\alpha^* \langle P^*_\bar{\alpha} \pi_1 \rho^m(t), \pi_2 \rho^m(t) \rangle_H \]
\[ + \langle \varphi'(u^m(t))\pi_1 \rho^m(t), \pi_1 \rho^m(t) \rangle_H - \alpha^* \|P^*_\bar{\alpha} \pi_1 \rho^m(t)\|^2_H. \]

In view of \( \alpha^* \) as in (2.13), we pick
\[ \bar{\varepsilon} = \frac{\alpha^* - a_{\varphi}}{2\alpha^*} \in (0, 1/2), \]
where \( a_{\varphi} = \sup_{x \in \mathbb{R}} \varphi'(x) \). We invoke (2.10) together with Sobolev embedding
\[ -\|A^{1/2} \pi_1 \rho^m(t)\|^2_H + \langle \varphi'(u^m(t))\pi_1 \rho^m(t), \pi_1 \rho^m(t) \rangle_H = \alpha^* \|P^*_\bar{\alpha} \pi_1 \rho^m(t)\|^2_H \]
\[ \leq -\bar{\varepsilon}\|A^{1/2} \pi_1 \rho^m(t)\|^2_H - (1 - \bar{\varepsilon})\|I - P^*_\bar{\alpha}\|A^{1/2} \pi_1 \rho^m(t)\|^2_H + a_{\varphi}\|\pi_1 \rho^m(t)\|^2_H - \alpha^* \|P^*_\bar{\alpha} \pi_1 \rho^m(t)\|^2_H \]
\[ \leq -\bar{\varepsilon}\|A^{1/2} \pi_1 \rho^m(t)\|^2_H - (1 - \bar{\varepsilon})\alpha^*\|(I - P^*_\bar{\alpha})\pi_1 \rho^m(t)\|^2_H + a_{\varphi}\|\pi_1 \rho^m(t)\|^2_H - \alpha^* \|P^*_\bar{\alpha} \pi_1 \rho^m(t)\|^2_H \]
\[ = -\bar{\varepsilon}\|A^{1/2} \pi_1 \rho^m(t)\|^2_H - \frac{1}{2}(\alpha^* - a_{\varphi})\|\pi_1 \rho^m(t)\|^2_H. \]

To estimate the cross term \( \langle P^*_\bar{\alpha} \pi_1 \rho^m(t), \pi_2 \rho^m(t) \rangle_H \) on the right-hand side of (4.22), we employ Cauchy–Schwarz inequality and obtain
\[ -2m\alpha^* \langle P^*_\bar{\alpha} \pi_1 \rho^m(t), \pi_2 \rho^m(t) \rangle_H \leq \frac{1}{m}\|\pi_2 \rho^m(t)\|^2_H + 4m\alpha^2 \|\pi_1 \rho^m(t)\|^2_H. \]

Concerning the cross term \( \langle \varphi'(u^m(t))\pi_1 \rho^m(t), \pi_2 \rho^m(t) \rangle_H \), for small \( \varepsilon \in (0, 1) \) to be chosen later, we employ condition (2.9) making use of the embedding \( H^1 \subset L^6 \) and Holder’s inequality to estimate as follows:
\[ 2m\langle \varphi'(u^m(t))\pi_1 \rho^m(t), \pi_2 \rho^m(t) \rangle_H \]
\[ \leq c m\|\pi_1 \rho^m(t)\| H^1 \cdot \|u^m(t)\|^2_H + c m\|\pi_2 \rho^m(t)\| H^1 \cdot \|u^m(t)\|^{\lambda - 1}_H \]
\[ \leq m\|\pi_1 \rho^m(t)\|^2_{H^1} \cdot \varepsilon \beta \|u^m(t)\|^2_H + \frac{1}{\lambda} m\|\pi_2 \rho^m(t)\|^2_{H^1} + C_{\beta, \varepsilon} m\|\pi_1 \rho^m(t)\|^2_{H^1}. \]
We emphasize that $C_{\beta, \varepsilon}$ does not depend on $m$. Collecting the above estimates together with (4.23) and take $m$ sufficiently small, we obtain

$$\frac{d}{dt} \Psi_{1,m}(\rho^m(t)) \leq -\varepsilon \|A^{1/2} \pi_1 \rho^m(t)\|^2_H - \frac{1}{4} (\alpha \pi - a_{\varepsilon}) \|\pi_1 \rho^m(t)\|^2_H - \frac{1}{4} m \|\pi_2 \rho^m(t)\|^2_H + m \|\pi_1 \rho^m(t)\|^2_{H_1} \cdot \varepsilon \beta \|u^m(t)\|^2_{H_1}. \tag{4.24}$$

It follows that

$$\frac{d}{dt} \Psi_{1,m}(\rho^m(t)) \leq \left( -c + \varepsilon \beta \|u^m(r)\|^2_{H_1}\right) \Psi_{1,m}(\rho^m(t)), \tag{4.25}$$

holds for some positive constant $c$ independent of $m$, $\beta$ and $\varepsilon$. Recalling $\rho^m(0) = \xi$, we deduce

$$\Psi_{1,m}(\rho^m(t)) \leq e^{-ct + \varepsilon \beta \int_0^t \|u^m(r)\|^2_{H_1}dr} \Psi_{1,m}(\xi),$$

whence

$$E \Psi_{1,m}(\rho^m(t)) \leq e^{-ct} E \Psi_{1,m}(\xi) e^{\varepsilon \beta \int_0^t \|u^m(r)\|^2_{H_1}dr}.$$ 

In light of (3.5), for $\beta$ sufficiently small, we deduce

$$E \Psi_{1,m}(\rho^m(t)) \leq 2 e^{-ct} \Psi_{1,m}(\xi) \exp \left\{ 2 \varepsilon \beta \left( E \Psi_{1,m}(u, v) + 2m \|\Phi_1(u)\|_{L^1} \right) \right\}. \tag{4.26}$$

holds for some positive constant $c = c(\alpha \pi)$ independent of $\varepsilon, \beta, m, t$ and $\xi$. Recalling $V_m(u, v)$ is equivalent to $\Psi_{1,m}(u, v) + \|\Phi_1(u)\|_{L^1}$, cf. (3.7), we combine (4.26) with (3.6) and (4.20) to infer

$$E \langle Df(u^m(t), v^m(t), \rho^m(t)) \rangle_H^1 \leq 2N E \left[ e^{\varepsilon \beta V_m(u^m(t), v^m(t))} (m \|\pi_1 \rho^m(t)\|^2_{H_1} + m^2 \|\pi_2 \rho^m(t)\|^2_{H_1} + \|\pi_1 \rho^m(t)\|^2_{H_1})^{1/2} \right]$$

$$\leq C N \{ E \exp \left\{ C \beta \left( \Psi_{1,m}(u^m(t), v^m(t)) + 2m \|\Phi_1(u^m(t))\|_{L^1} \right) \right\} \}^{1/2} \left( \Psi_{1,m}(\rho^m(t)) \right)^{1/2}$$

$$\leq C N e^{-ct} \exp \left\{ \left( C e^{-\gamma t} + \varepsilon \right) \beta \Psi_{1,m}(u, v) + 2m \|\Phi_1(u)\|_{L^1} \right\} \sqrt{\Psi_{1,m}(\xi)}$$

$$\leq C N e^{-ct} \exp \left\{ C \left( e^{-\gamma t} + \varepsilon \right) V_m(U) \right\} \sqrt{\Psi_{1,m}(\xi)}.$$ 

In the above, $\gamma$ is the constant as in (3.6). Since $\Psi_{1,m}(\xi)$ is dominated by $m \|\pi_1 \xi\|^2_{H_1} + m^2 \|\pi_2 \xi\|^2_{H_1} + \|\pi_1 \xi\|^2_H$, we deduce further

$$E \langle Df(u^m(t), v^m(t), \rho^m(t)) \rangle_H^1 \leq C N e^{-ct} \exp \left\{ C \left( e^{-\gamma t} + \varepsilon \right) \beta V_m(U) \right\} \sqrt{m \|\pi_1 \xi\|^2_{H_1} + m^2 \|\pi_2 \xi\|^2_{H_1} + \|\pi_1 \xi\|^2_{H}}. \tag{4.27}$$

We emphasize that $C, c$ are independent of $N, \gamma, \beta, \varepsilon, m, U$ and $\xi$.

Next, to estimate $\zeta(t)$ defined in (4.21), we invoke (4.26) and Itô’s isometry to estimate

$$E \left| \int_0^\infty \zeta(t) Qd\xi(t) \right|^2_H = \int_0^\infty E \|Q\zeta(t)\|^2_H dt$$

$$\leq \alpha \pi \int_0^\infty E \|\pi_1 \rho^m(t)\|^2_H dt$$

$$\leq C \left( \|\pi_1 \xi\|^2_{H_1} + m^2 \|\pi_2 \xi\|^2_{H_1} + \|\pi_1 \xi\|^2_{H} \right) \exp \left\{ \alpha \pi \beta V_m(U) \right\}. \tag{4.28}$$

Finally, we collect (4.18), (4.27) and (4.28) to obtain the bound

$$\left| \langle DP^m f(U), \zeta \rangle \right| \leq C \left( \|f\|_{L^\infty} \exp \left\{ C \left( e^{-\gamma t} + \varepsilon \right) \beta V_m(U) \right\} \right)$$

$$\times \sqrt{m \|\pi_1 \xi\|^2_{H_1} + m^2 \|\pi_2 \xi\|^2_{H_1} + \|\pi_1 \xi\|^2_{H}}.$$
This produces\,(4.14), as claimed.

\[4.3. \ \textbf{Proof of Theorem 2.5.}\] In this section, we establish the uniform exponential convergent rate of $P^m_t$ toward $\nu^m$. Two of the main ingredients, namely, $d^m_{N,\beta}$-contracting property and $d^m_{N,\beta}$-small sets, are given in the following proposition: [3, 28, 31, 32]

**Proposition 4.6.** Under the same hypothesis of Theorem 2.5. Then, for all $N$ sufficiently large, $\beta$ sufficiently small, the followings hold for all $m$ sufficiently small:

1. The distance $d^m_{N,\beta}$ as in (2.22) is contracting for $P_t$. That is, there exists $t_1 = t_1(N, R) > 0$ independent of $m$ such that
\begin{equation}
\mathcal{W}_{d^m_{N,\beta}}\left(P^m_t(U_0, \cdot), P^m_t(\hat{U}_0, \cdot)\right) \leq \frac{1}{2} d^m_{N,\beta}(U_0, \hat{U}_0), \quad t \geq t_1,
\end{equation}
whenever $d^m_{N,\beta}(U, \hat{U}) < 1$.

2. For all $R$, there exists $t_2 = t_2(N, \beta, R) > 0$ independent of $m$ such that the set $B^m_R = \{U : V_m(U) \leq R\}$, where $V_m$ is defined in (2.20), is $d^m_{N,\beta}$-small. That is
\begin{equation}
\sup_{U, \hat{U} \in B^m_R} \mathcal{W}_{d^m_{N,\beta}}\left(P^m_t(U, \cdot), P^m_t(\hat{U}, \cdot)\right) \leq 1 - \gamma_1, \quad t \geq t_2,
\end{equation}
for some $\gamma_1 = \gamma_1(t, N, \beta, R)$ independent of $m$.

Assuming the result of Proposition 4.6, we now conclude Theorem 2.5, whose proof follows along the lines of [28, Theorem 4.8]. For the sake of completeness, we sketch the main ideas without going into detail. See also [23, 24].

**Sketch of the proof of Theorem 2.5.** Fix $N$ large and $\beta$ small enough such that Proposition 4.6 holds. We first claim that there exist positive constants $t_3$ and $C$ independent of $m$ and $(u_0, v_0)$ such that
\begin{equation}
\mathbb{E} e^{\beta V_m(u^m(t), v^m(t))} \leq \frac{1}{8} e^{\frac{1}{2} \beta V_m(u_0, v_0)} + C, \quad t \geq t_3.
\end{equation}
To see this, fixing $\varepsilon > 0$ to be chosen later, we invoke (3.7) and Holder’s inequality to estimate
\begin{align*}
\mathbb{E} e^{\beta V_m(u^m(t), v^m(t))} &\leq \mathbb{E} e^{\varepsilon \beta [\Psi_{1,m}(u^m(t), v^m(t)) + \|\Phi_1(u^m(t))\|_L^1]} \\
&\leq \left|\mathbb{E} e^{\varepsilon \beta [\Psi_{1,m}(u^m(t), v^m(t)) + \|\Phi_1(u^m(t))\|_L^1]}\right|^{1/2} \left|\mathbb{E} e^{(2c-\varepsilon)\beta [\Psi_{1,m}(u^m(t), v^m(t)) + \|\Phi_1(u^m(t))\|_L^1]}\right|^{1/2}.
\end{align*}
From (3.4), observe that
\begin{equation}
\mathbb{E} e^{\varepsilon \beta [\Psi_{1,m}(u^m(t), v^m(t)) + \|\Phi_1(u^m(t))\|_L^1]} \leq C e^{-c t \varepsilon \beta [\Psi_{1,m}(u_0, v_0) + \|\Phi_1(u_0)\|_L^1]} + C \\
\leq C e^{-c t \varepsilon C \beta V_m(u_0, v_0)} + C,
\end{equation}
where in the last implication above, we once again employed (3.7). Likewise, for $\gamma > 0$ small enough, (3.6) implies
\begin{align*}
\mathbb{E} e^{(2c-\varepsilon)\beta [\Psi_{1,m}(u^m(t), v^m(t)) + \|\Phi_1(u^m(t))\|_L^1]} &\leq C e^{(2c-\varepsilon)\gamma t \beta [\Psi_{1,m}(u_0, v_0) + \|\Phi_1(u_0)\|_L^1]} \\
&\leq C e^{(2c-\varepsilon)\gamma t \beta V_m(u_0, v_0)} \\
&\leq \frac{1}{16} e^{2C(2c-\varepsilon)\gamma t \beta V_m(u_0, v_0)} + 16C^2.
\end{align*}
It follows that
\begin{align*}
\mathbb{E} e^{\beta V_m(u^m(t), v^m(t))} &\leq C e^{-c t \varepsilon C \beta V_m(u_0, v_0)} + \frac{1}{16} e^{2C(2c-\varepsilon)\gamma t \beta V_m(u_0, v_0)} + 16C^2 + C.
\end{align*}
By taking \( \varepsilon \) sufficiently small and \( t \) large enough, e.g.,
\[
Ce^{-ct} < \frac{1}{16}, \quad C\varepsilon < \frac{1}{4}, \quad 2C(2c - \varepsilon)e^{-\gamma t} < \frac{1}{4},
\]
we obtain
\[
\mathbb{E}e^{\beta V_m(u^n(t),v^n(t))} \leq \frac{1}{2}e^{\frac{1}{2}\beta \gamma(t)} + 16C^2 + C.
\]
That is, we infer the existence of a positive constant \( t_3 \) such that (4.31) holds.

Next, for \( \lambda > 0 \), we introduce the function–like distance
\[
\tilde{d}^{m}_{N,\beta,\lambda}(U, \tilde{U}) = \sqrt{d^{m}_{N,\beta}(U, \tilde{U})[1 + \lambda \mathbb{E}e^{\beta V_m(U)} + \lambda \mathbb{E}e^{\beta V_m(\tilde{U})}], \quad U, \tilde{U} \in H^1.}
\]
Since (4.29), (4.30) and (4.31) hold uniformly with respect to \( m \), following the proof of [28, Theorem 4.8], there exists a time constant \( T^* = T^*(N, \beta, \lambda) \) independent of \( m \) such that
\[
W_{d^{m}_{N,\beta,\lambda}}((P^{m}_{T^*})^*\nu_1, (P^{m}_{T^*})^*\nu_2) \leq \alpha_\ast W_{\tilde{d}^{m}_{N,\beta,\lambda}}(\nu_1, \nu_2), \quad \nu_1, \nu_2 \in \mathcal{P}(H^1),
\]
holds for some \( \alpha_\ast = \alpha^*(T^*, N, \beta, \lambda) \in (0, 1) \) independent of \( m \). By Markov property, we obtain
\[
W_{\tilde{d}^{m}_{N,\beta,\lambda}}((P^{m}_{nT^*})^*\nu_1, (P^{m}_{nT^*})^*\nu_2) \leq \alpha_\ast^n W_{\tilde{d}^{m}_{N,\beta,\lambda}}(\nu_1, \nu_2), \quad \nu_1, \nu_2 \in \mathcal{P}(H^1). \tag{4.32}
\]
Note that \( W_{\tilde{d}^{m}_{N,\beta,\lambda}} \) is actually equivalent to \( W_{d^{m}_{N,\beta}} \) thanks to the fact that
\[
\frac{1}{\max(\lambda, 1)} \tilde{d}^{m}_{N,\beta,\lambda}(U, \tilde{U}) \leq d^{m}_{N,\beta}(U, \tilde{U}) \leq \frac{1}{\min(\lambda, 1)} \tilde{d}^{m}_{N,\beta,\lambda}(U, \tilde{U}).
\]
This together with (4.32) produces the exponential decaying rate (2.24), as claimed.

We now give the proof of Proposition 4.6 whose argument is standard and can be found in literature [3, 28, 31, 32].

**Proof of Proposition 4.6.** 1. Fix \( \beta \) sufficiently small as in Lemma 3.1 and Proposition 4.4 and let \( N > 0 \) be given and be chosen later. Consider \( U_0, \tilde{U}_0 \in H^1 \) such that \( d^{m}_{N,\beta}(U_0, \tilde{U}_0) < 1 \). By the definition (2.22) of \( d^{m}_{N,\beta} \), observe that
\[
d^{m}_{N,\beta}(U_0, \tilde{U}_0) = N\tilde{g}^{m}_{\beta}(U_0, \tilde{U}_0),
\]
where \( \tilde{g}^{m}_{\beta} \) is the metric defined in (2.21). Since \( d^{m}_{N,\beta} \) is a metric [26, 28], in view of the dual formula (2.17), the desired bound (4.29) is equivalent to
\[
|P^{m}_{T^*}f(U_0) - P^{m}_{T^*}f(\tilde{U}_0)| \leq \frac{1}{2}N\tilde{g}^{m}_{\beta}(U_0, \tilde{U}_0), \tag{4.33}
\]
which holds for all \( f \in C^{1}(H^1) \) satisfying \( [f]_{\text{Lip}, \tilde{d}^{m}_{N,\beta}} \leq 1 \) (see (2.18)). Moreover, from (2.18), we note that
\[
[f]_{\text{Lip}, \tilde{d}^{m}_{N,\beta}} = \sup_{U \neq \bar{U}} \frac{f(U) - f(\bar{U})}{d^{m}_{N,\beta}(U, \bar{U})} = \sup_{U \neq \bar{U}} \frac{f(U) - f(0) - (f(\bar{U}) - f(0))}{d^{m}_{N,\beta}(U, \bar{U})},
\]
it suffices to prove (4.33) for those functions \( f \)’s with \( f(0) = 0 \). In particular, this implies \( \|f\|_{L^\infty} \leq 1 \) since
\[
|f(U)| = |f(U) - f(0)| \leq d^{m}_{N,\beta}(U, 0) \leq 1, \quad U \in H^1.
\]
Next, we recall from Proposition 4.4 to see that for all \( U, \xi \in H^1 \),
\[
|\langle DP^{m}_{T^*}f(U), \xi \rangle_{H^1}| \leq C \left( Ne^{-ct} \exp \left\{ C(e^{-\gamma t} + \varepsilon)\beta V_m(U) \right\} + \|f\|_{L^\infty} \exp \left\{ C\varepsilon\beta V_m(U) \right\} \right) \times \sqrt{m\|\pi_1\xi\|^2_{H^1} + m^2\|\pi_2\xi\|^2_{H^1} + \|\pi_1\xi\|^2_{H}},
\]
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holds for all $\varepsilon$ and $\gamma$ sufficiently small. Here $C$ and $c$ are independent of $\varepsilon$, $\gamma$, $N$ and $\beta$. By choosing $\varepsilon$ appropriately and $t$ large enough, e.g.,

$$C(e^{-\gamma t} + \varepsilon) \leq 1,$$

we observe that (recalling $\|f\|_{L^\infty} \leq 1$)

$$\left| \langle DP_t^m f(U), \xi \rangle_{\mathcal{H}} \right| \leq C \left( N e^{-ct} \exp \{ \beta V_m(U) \} + \exp \{ \beta V_m(U) \} \right) \sqrt{m \| \pi_1 \xi \|^2_{\mathcal{H}^1} + m^2 \| \pi_2 \xi \|^2_{\mathcal{H}} + \| \pi_1 \xi \|^2_{\mathcal{H}^1}} \leq N \exp \{ \beta V_m(U) \} \left( C e^{-ct} + \frac{C}{N} \right) \sqrt{m \| \pi_1 \xi \|^2_{\mathcal{H}^1} + m^2 \| \pi_2 \xi \|^2_{\mathcal{H}} + \| \pi_1 \xi \|^2_{\mathcal{H}}}.$$

We may now choose $t_1$ and $N$ sufficiently large satisfying

$$C e^{-ct_1} + \frac{C}{N} < \frac{1}{2},$$

and obtain

$$\left| \langle DP_t^m f(U), \xi \rangle_{\mathcal{H}} \right| \leq \frac{1}{2} N e^{\beta V_m(U)} \sqrt{m \| \pi_1 \xi \|^2_{\mathcal{H}^1} + m^2 \| \pi_2 \xi \|^2_{\mathcal{H}} + \| \pi_1 \xi \|^2_{\mathcal{H}}} \rightarrow 0 \quad \text{as} \quad t \rightarrow t_1.$$

Turning to (4.33), for any differentiable path $\gamma : [0, 1] \rightarrow \mathcal{H}^1$ connecting $U_0, \tilde{U}_0$, we invoke the above estimate to infer

$$|P_t^m f(U_0) - P_t^m f(\tilde{U}_0)| = \int_0^1 \langle DP_t^m f(\gamma(s)), \gamma'(s) \rangle_{\mathcal{H}} ds \leq \frac{1}{2} N \int_0^1 e^{\beta V_m(\gamma(s))} \sqrt{m \| \pi_1 \gamma'(s) \|^2_{\mathcal{H}^1} + m^2 \| \pi_2 \gamma'(s) \|^2_{\mathcal{H}} + \| \pi_1 \gamma'(s) \|^2_{\mathcal{H}}} ds.$$

Since the above estimate holds for arbitrarily such path $\gamma$, in view of the expression (2.21) for $\varrho_\beta^m$, we establish (4.33). In turn, this produces (4.29) and completes part 1.

2. With regard to (4.30), we first note that for $s \in [0, 1]$, $\lambda \in [1, 2]$ and $V_m$ as in (2.20),

$$V_m(sU + (1 - s)\tilde{U}) \leq 4V_m(U) + 4V_m(\tilde{U}).$$

So, applying (2.21) to the path $\gamma^*(s) = sU + (1 - s)\tilde{U}$, we have

$$\varrho_\beta^m(U, \tilde{U}) \leq e^{4\beta V_m(U)} + 4e^{\beta V_m(\tilde{U})} \sqrt{m \| u - \tilde{u} \|^2_{\mathcal{H}^1} + m^2 \| v - \tilde{v} \|^2_{\mathcal{H}} + \| u - \tilde{u} \|^2_{\mathcal{H}}} \leq e^{4\beta V_m(U)} + 4e^{\beta V_m(\tilde{U})} \sqrt{m \| u - \tilde{u} \|^2_{\mathcal{H}^1} + m^2 \| v - \tilde{v} \|^2_{\mathcal{H}} + \| u - \tilde{u} \|^2_{\mathcal{H}}} \text{ (4.34)}.$$

The proof of (4.30) now follows along the lines of [28, Lemma 5.3] and [3, Theorem 2.4] tailored to our setting. Let $U(t)$ and $\tilde{U}(t)$ be the solutions of (2.5) with initial conditions $U_0$ and $\tilde{U}_0$, respectively. Here, $U_0$ and $\tilde{U}_0$ both belong to $B^m_R$. Let $(X, Y)$ be a coupling of $(P_t^m(U_0, \cdot), P_t^m(\tilde{U}_0, \cdot))$ such that $X$ and $Y$ are independent. Let $r > 0$ be given and to be chosen later, by the definition (2.16), we invoke (4.34) to infer

$$\mathcal{W}_{d_{\Phi,b}^m} \left( P_t^m(U_0, \cdot), P_t^m(\tilde{U}_0, \cdot) \right) \leq \mathbb{E} \mathcal{d}_{N,\beta}^m(X, Y) = \mathbb{E} \left[ 1 \wedge N \varrho_\beta^m(X, Y) \right] \leq N \sup_{U, \tilde{U} \in B^m_r} e^{4\beta V_m(U)} + 4e^{\beta V_m(\tilde{U})} \sqrt{m \| u - \tilde{u} \|^2_{\mathcal{H}^1} + m^2 \| v - \tilde{v} \|^2_{\mathcal{H}} + \| u - \tilde{u} \|^2_{\mathcal{H}}} \times \mathbb{P}(\{X \in B^m_r \} \cap \{Y \in B^m_r \}) + \mathbb{P}(\{X \notin B^m_r \} \cup \{Y \notin B^m_r \}).$$
In the above, \( B_r^m = \{ U : V_m(U) \leq r \} \). Since \( V_m(U) \) dominates \( m\| u \|^2_{H^1} + m^2\| v \|^2_H + \| u \|^2_H \), we pick \( r = r(N) \) sufficiently small such that

\[
N \sup_{U, \bar{U} \in B_r^m} (e^{8\beta V_m(U)} + e^{8\beta V_m(\bar{U})}) \leq 4N e^{8\beta r} < \frac{1}{2}.
\]

As a consequence, we obtain

\[
\mathcal{W}_{d, \gamma}^m(P_t^m(U_0, \cdot), P_t^m(\bar{U}_0, \cdot)) \leq 1 - \frac{1}{2} \mathbb{P}(\{ X \in B_r^m \} \cap \{ Y \in B_r^m \})
= 1 - \frac{1}{2} \mathbb{P}(X \in B_r^m) \mathbb{P}(Y \in B_r^m).
\]

In the above, we simply employed the choice of \( X \) and \( Y \) being independent. By virtue of Proposition 4.1, for \( t \geq T_1 \) where \( T_1 \) is the time constant in (4.1), it holds that

\[
\inf_{U_0 \in B_r^m} \mathbb{P}(V_m(U(t)) \leq r) \geq c(R, r, t),
\]

for some positive constant \( c(R, r, t) \) independent of \( U_0 \). It follows that

\[
\sup_{U_0, \bar{U}_0 \in B_r^m} \mathcal{W}_{d, \gamma}^m(P_t^m(U_0, \cdot), P_t^m(\bar{U}_0, \cdot)) \leq 1 - \frac{1}{2} c(R, r, t)^2.
\]

This establishes (4.30), thereby finishing the proof.

\[\square\]

5. Small mass limit

5.1. Proof of Theorem 2.6. In this subsection, we establish Theorem 2.6. For the reader’s convenience, we summarize the idea of the proof of Theorem 2.6. The argument essentially consists of four steps as follows.

Step 1: we first show that under suitable moment bounds on the random initial conditions, cf (5.1) below, the difference \( \| u^m(t) - u^0(t) \|_H \) converges to zero as \( m \to 0 \). This result appears in Proposition 5.1.

Step 2: as a consequence, we obtain the convergence in \( \tilde{d}_{N, \beta}^0(u^m(t), u^0(t)) \) as \( m \to 0 \), thanks to the fact that \( \| u^m(t) - u^0(t) \|_H \) dominates \( \tilde{d}_{N, \beta}^0(u^m(t), u^0(t)) \). This is discussed in details in Corollary 5.2.

Step 3: we show that the invariant measure \( \nu^m \) satisfies the condition (5.1), allowing for the choice of \( \nu^m \) as an eligible random initial condition. This is established in Proposition 5.3.

Step 4: we prove Theorem 2.6 by showing that \( \mathcal{W}_{d, \gamma}^0(\pi_1 \nu^m, \nu^0) \) is dominated by \( \tilde{d}_{N, \beta}^0(u^m(t), u^0(t)) \) where \( t \) is chosen to be sufficiently large and \( u^m(0) = u^0(0) \) are both distributed as \( \pi_1 \nu^m \).

For the sake of clarity, the proofs of Proposition 5.1, Corollary 5.2 and Proposition 5.3 are deferred to the end of this subsection. We start by stating Proposition 5.1 asserting the convergence of \( u^m(t) \) toward \( u^0(t) \) in \( H \).

Proposition 5.1. Under the same hypothesis of Theorem 2.5, let \( U_0^m = (u_0^m, v_0^m) \in \mathcal{H}^1 \) be a random variable satisfying for all \( p \geq 1 \), and for all \( \beta > 0 \) sufficiently small

\[
\limsup_{m \to 0} \left( \mathbb{E}[\| u_0^m \|^2_{H^1} + m\| v_0^m \|^2_H + \| u_0^m \|^2_H] + \mathbb{E} \Psi_{2, m}(u_0^m, v_0^m)^p + \mathbb{E} \exp \left\{ \beta \left[ \Phi_1(u_0^m, v_0^m) + 2m \| \Phi_2(u_0^m) \|_{L^1} \right] \right\} \right) < \infty,
\]

where \( \Phi_1, \Psi_{1, m} \) and \( \Psi_{2, m} \) are defined in (2.11), (3.1) and (3.16), respectively. Suppose that \( (u^m(t), v^m(t)) \) and \( u^0(t) \) are respectively the solutions of (2.5) and (2.25) with initial conditions
$U_0^m$ and $u_0^m$. Then, for all $T > 0$,
\[
\sup_{t \in [0,T]} \mathbb{E}\|u^m(t) - u^0(t)\|_H \to 0, \quad \text{as } m \to 0. \tag{5.2}
\]

As a consequence, we obtain the convergence of $u^m(t)$ toward $u^0(t)$ in $\bar{d}_{N,\beta}^0$.

**Corollary 5.2.** Under the same hypothesis of Theorem 2.5, let $U_0^m = (u_0^m, v_0^m) \in \mathcal{H}_1^1$ be a random variable satisfying condition (5.1). Suppose that $(u^m(t), v^m(t))$ and $(0^m(t))$ are respectively the solutions of (2.5) and (2.25) with initial conditions $U_0^m$ and $u_0^m$. Then, for all $T, N > 0$, and $\beta > 0$ sufficiently small,
\[
\sup_{t \in [0,T]} \mathbb{E}\bar{d}_{N,\beta}^0(u^m(t), u^0(t)) \to 0, \quad \text{as } m \to 0. \tag{5.3}
\]

In the above, $\bar{d}_{N,\beta}^0$ is the distance in $H$ defined in (2.26).

Next, we state the following result asserting that $\nu^m$ satisfies the condition (5.1).

**Proposition 5.3.** Let $\nu^m$ be the unique invariant probability measure of (2.5) as in Theorem 2.5. Then, for all $p \geq 1$ and $\beta > 0$ sufficiently small,
\[
\limsup_{m \to 0} \int_{\mathcal{H}_1^1} \|u\|_{H^2}^2 + m\|v\|_{H^1}^2 + \Psi_{2,m}(u,v)^p + \exp\left\{\beta \left[\Psi_{1,m}(u,v) + 2m\|\Phi_1(u)\|_{L^1}\right]\right\} \nu^m(du, dv) < \infty, \tag{5.4}
\]

where $\Phi_1$, $\Psi_{1,m}$ and $\Psi_{2,m}$ are defined in (2.11), (3.1) and (3.16), respectively.

Assuming the above results, we are now in a position to conclude Theorem 2.6 whose proof is standard and can be found in many previous works, e.g., [8, 17, 18, 19, 20].

**Proof of Theorem 2.6.** Let $\mathcal{W}_{\bar{d}_{N,\beta}}$ be the Wasserstein distance as in Theorem B.1. By the invariance of $\nu^m$ and $\nu^0$, we invoke the generalized triangle inequality (C.7) to see that
\[
\mathcal{W}_{\bar{d}_{N,\beta}}(\pi_1\nu^m, \nu^0) = \mathcal{W}_{\bar{d}_{N,\beta}}(\pi_1(P_t^m)^*\nu^m, (P_t^0)^*\nu^0) \\
\leq C\left[\mathcal{W}_{\bar{d}_{N,\beta}}(\pi_1(P_t^m)^*\nu^m, (P_t^m)^*(\pi_1\nu^m)) + \mathcal{W}_{\bar{d}_{N,\beta}}((P_t^0)^*(\pi_1\nu^m), (P_t^0)^*\nu^0)\right].
\]

In view of Theorem B.1, for $t$ sufficiently large independent of $\nu^m$ and $\nu^0$,
\[
C\mathcal{W}_{\bar{d}_{N,\beta}}((P_t^0)^*(\pi_1\nu^m), (P_t^0)^*\nu^0) \leq Ce^{-ct}\mathcal{W}_{\bar{d}_{N,\beta}}(\pi_1\nu^m, \nu^0) \\
\leq \frac{1}{2}\mathcal{W}_{\bar{d}_{N,\beta}}(\pi_1\nu^m, \nu^0).
\]

It follows that
\[
\mathcal{W}_{\bar{d}_{N,\beta}}(\pi_1\nu^m, \nu^0) \leq C\mathcal{W}_{\bar{d}_{N,\beta}}(\pi_1(P_t^m)^*\nu^m, (P_t^0)^*(\pi_1\nu^m)).
\]

From the definition (2.16) of $\mathcal{W}_{\bar{d}_{N,\beta}}$, we note that
\[
\mathcal{W}_{\bar{d}_{N,\beta}}(\pi_1(P_t^m)^*\nu^m, (P_t^0)^*(\pi_1\nu^m)) \leq \mathbb{E}\bar{d}_{N,\beta}^0(u^m(t), u^0(t)),
\]

where $u^m(0) = (u_0^m, v_0^m)$, $v^0(0) = u_0^0$ and $(u_0^m, v_0^m) \sim \nu^m$. Note that
\[
\mathbb{E}\left[\|u_0^m\|_{H^2}^2 + m\|v_0^m\|_{H^1}^2\right] + \mathbb{E}\Psi_{2,m}(u_0^m, v_0^m)^p + \mathbb{E}\exp\left\{\beta \left[\Psi_{1,m}(u_0^m, v_0^m) + 2m\|\Phi_1(u_0^m)\|_{L^1}\right]\right\}
\leq \int_{\mathcal{H}_1^1} \|u\|_{H^2}^2 + m\|v\|_{H^1}^2 + \Psi_{2,m}(u,v)^p + \mathbb{E}\exp\left\{\beta \left[\Psi_{1,m}(u,v) + 2m\|\Phi_1(u)\|_{L^1}\right]\right\} \nu^m(du, dv).
\]
In light of (5.4), it is clear that $U_0^m = (v_0^m, v_0^m) \sim \nu^m$ satisfies the condition (5.1) for all $p \geq 1$ and $\beta > 0$ sufficiently small. By virtue of Corollary 5.2, we obtain
\[ \mathbb{E} \tilde{d}_{N,2\beta}^0(u^m(t), u^0(t)) \to 0, \quad \text{as } m \to 0, \]
whence
\[ \mathcal{W}_{\tilde{d}_{N,\beta}^0}(\pi_1 \nu^m, \nu^0) \to 0, \quad \text{as } m \to 0. \]
The proof is thus finished. \qed

Turning back to Proposition 5.1, we will make use of the following result from [8, Section 6.1] giving the convergence (5.2) under the additional condition that $\varphi$ is a Lipschitz function.

**Lemma 5.4.** [8, Limit (6.4)] Suppose that $Q$ satisfies Assumption (2.3) and that $\varphi$ is Lipschitz. Let $U_0^m = (u_0^m, v_0^m) \in \mathcal{H}^1$ be a random variable satisfying
\[ \lim_{m \to 0} \sup \mathbb{E} \left[ \|u_0^m\|_{\mathcal{H}^1}^2 + m\|v_0^m\|_{\mathcal{H}}^2 \right] < \infty. \]
Suppose that $(u^m(t), v^m(t))$ and $u^0(t)$ are respectively the solutions of (2.5) and (2.25) with initial conditions $U_0^m$ and $u_0^m$. Then, for all $T > 0$, Then, for all $T > 0$,
\[ \sup_{t \in [0,T]} \mathbb{E}\|u^m(t) - u^0(t)\|_H \to 0, \quad \text{as } m \to 0. \]

We now provide the proof of Proposition 5.1 by removing the Lipschitz condition making use of suitable energy estimates in Section 3 and Appendix B.

**Proof of Proposition 5.1.** To remove the Lipschitz condition as in Lemma 5.4, we shall employ an argument similarly to that in [8, Section 6.2] tailored to our settings in dimensions $d = 2, 3$.

We note that since the initial condition $U_0^m \in \mathcal{H}^2$, in view of Lemma 3.5 and Lemma B.4, $u^m(t)$ and $u^0(t)$ are elements in $H^2 \subset L^\infty$, by Sobolev embedding. So, for $R > 0$, we introduce the stopping times $\tau_R^m$ and $\tau_R^0$ given by
\[ \tau_R^m = \inf\{t \geq 0 : \|u^m(t)\|_{L^\infty} > R\}, \]
and
\[ \tau_R^0 = \inf\{t \geq 0 : \|u^0(t)\|_{L^\infty} > R\}. \]

It is clear that for $0 \leq t \leq \tau_R^m$, $(u^m(t), v^m(t)) = (u_R^m(t), v_R^m(t))$ where $(u_R^m(t), v_R^m(t))$ is the solution of the following truncating version of (2.5)
\[ \begin{aligned}
du^m(t) &= v^m(t)dt, \\
m\,du^m(t) &= -Au^m(t)dt - v^m(t)dt + \varphi(u^m(t))\theta_R(u^m(t))dt + Qdw(t), \\
(u^m(0), v^m(0)) &= (u_0^m, v_0^m),
\end{aligned} \]
where $\theta_R$ is the cut–off function introduced in (4.6). Likewise, for $0 \leq t \leq \tau_R^0$, $u^0(t) = u_R^0(t)$ which solves
\[ \begin{aligned}
du^0(t) &= -Au^0(t)dt + \varphi(u^0(t))\theta_R(u^0(t))dt + Qdw(t), \\
u^0(0) &= u_0^m. \end{aligned} \]

Observe that the nonlinearities in (5.6) and (5.7) are Lipschitz functions.

Turning to (5.2), we note that
\[ \begin{aligned}
\mathbb{E}\|u^m(t) - u^0(t)\|_H \\
&= \mathbb{E}\left(\|u^m(t) - u^0(t)\|_H 1\{\tau_R^m \wedge \tau_R^0 > t\}\right) + \mathbb{E}\left(\|u^m(t) - u^0(t)\|_H 1\{\tau_R^m \wedge \tau_R^0 \leq t\}\right) \\
&= I_{1,R}(t) + I_{2,R}(t).
\end{aligned} \]
With regard to $I_{1,R}^m$, since $U_0^m$ satisfies the hypothesis of Lemma 5.4 (by virtue of condition (5.1)), Lemma 5.4 then implies the limit
\[
\sup_{t \in [0,T]} I_{1,R}^m(t) \leq \sup_{t \in [0,T]} E \| u_R^m(t) - u_0^0(t) \|_H \to 0, \quad \text{as } m \to 0.
\]
Concerning $I_{2,R}^m$, we invoke Holder’s and Markov’s inequalities to infer
\[
I_{2,R}^m(t) \leq \left( 2E \| u^m(t) \|_H^2 + 2E \| u^0(t) \|_H^2 \right)^{1/2} \left( \mathbb{P} (\tau_R^m \leq t) + \mathbb{P} (\tau_R^0 \leq t) \right)^{1/2}
\leq \left( 2E \| u^m(t) \|_H^2 + 2E \| u^0(t) \|_H^2 \right)^{1/2} \cdot \frac{1}{T} \left( E \sup_{r \in [0,t]} \| u^m(r) \|_L^2 + E \sup_{r \in [0,t]} \| u^0(r) \|_L^2 \right)^{1/2}.
\]
In view of (3.15) and (B.3), for $\beta$ sufficiently small,
\[
E \| u^m(t) \|_H^2 + E \| u^0(t) \|_H^2 \leq C E \exp \left\{ \beta [\Psi_{1,m}(u_0^m, v_0^m) + 2m \| \Phi_1(u_0^m) \|_{L^1}] \right\}.
\]
On the other hand, we invoke Agmon’s inequality making use of (3.29) and (B.6) to obtain for some $p > 0$ and $\beta$ sufficiently small
\[
E \sup_{r \in [0,t]} \| u^m(r) \|_L^2 + E \sup_{r \in [0,t]} \| u^0(r) \|_L^2 \leq C \left( \| u_0^m \|_H^2 + m \| v_0^m \|_{H^1} \right) + E \Psi_{2,m}(u_0^m, v_0^m)^p + E \exp \left\{ \beta [\Psi_{1,m}(u_0^m, v_0^m) + 2m \| \Phi_1(u_0^m) \|_{L^1}] \right\} + 1.
\]
It follows that
\[
\sup_{t \in [0,T]} I_{2,R}^m(t) \leq \frac{C}{T},
\]
for some positive constant $C = C(T)$ independent of $m$ and $R$. By condition (5.1), we deduce for all $m$ sufficiently small
\[
\sup_{t \in [0,T]} I_{2,R}^m(t) \leq \frac{C}{T}.
\]
Altogether, recalling
\[
E \| u^m(t) - u^0(t) \|_H = I_{1,R}^m(t) + I_{2,R}^m(t),
\]
we establish limit (5.2) by first taking $R$ sufficiently large and then sending $m$ to 0. The proof is thus complete.

Next, we prove Corollary 5.2, making use of Proposition 5.1.

\textbf{Proof of Corollary 5.2.} By the expression (2.26) of $d_{N,\beta}^0$, we have
\[
E d_{N,\beta}^0(u^m(t), u^0(t)) \leq \sqrt{N} E \sqrt{\| u^m(t) - u^0(t) \|_H \left[ 1 + e^{\beta \| u^m(t) \|_H^2} + e^{\beta \| u^0(t) \|_H^2} \right]}
\leq \sqrt{N} \sqrt{E \| u^m(t) - u^0(t) \|_H \sqrt{1 + E e^{\beta \| u^m(t) \|_H^2} + E e^{\beta \| u^0(t) \|_H^2}}.
\]
For $\beta$ sufficiently small, we invoke (3.15) and (B.3) to see that
\[
E e^{\beta \| u^m(t) \|_H^2} + E e^{\beta \| u^0(t) \|_H^2}
\leq C E \exp \left\{ \beta [\Psi_{1,m}(u_0^m, v_0^m) + 2m \| \Phi_1(u_0^m) \|_{L^1}] \right\} + C.
\]
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As a consequence of condition (5.1), the above right-hand side is a finite constant independent of \(m\). From Proposition 5.1, we therefore obtain
\[
\sup_{t \in [0,T]} \mathbb{E} \hat{a}_{N,\beta}^0(u^m(t), u^0(t)) \to 0,
\]
as \(m \to 0\), by virtue of (5.2). The proof is thus finished.

We finish this subsection by presenting the proof of Proposition 5.3.

**Proof of Proposition 5.3.** We first claim that \(\nu^m\) satisfies uniform exponential bounds in \(H^1\). That is for all \(\beta\) sufficiently small,
\[
\int_{H^1} \exp \left\{ \beta [\Psi_{1,m}(u,v) + 2m \|\Phi_1(u)\|_{L^1}] \right\} \nu^m(du, dv) < C, \tag{5.8}
\]
for some positive constant \(C\) independent of \(m\) and \(\nu^m\). The proof of (5.8) is quite standard making use of the exponential bound (3.4). To see this, for \(R\), consider the set
\[
B_R = \{(u,v) \in H^1 : \Psi_{1,m}(u,v) + 2m \|\Phi_1(u)\|_{L^1} > R\}.
\]
Recalling that \(V_m\) and \(\Psi_{1,m}(u,v) + 2m \|\Phi_1(u)\|_{L^1}\) are equivalent (see (3.7)), there exists \(R = R(\varepsilon, m) > 0\) large enough such that
\[
\nu^m(B_R^c) < \varepsilon.
\]
Given \(N > 0\), we set \(\phi_N(u,v) = e^{\beta [\Psi_{1,m}(u,v) + 2m \|\Phi_1(u)\|_{L^1}] \wedge N}\). By invariance of \(\nu^m\), since \(\phi_N\) is bounded,
\[
\int_{H^1} P_t^m \phi_N(u,v) \nu^m(du, dv) = \int_{H^1} \phi_N(u,v) \nu^m(du, dv).
\]
Also, by the choice of \(B_R\), we have
\[
\int_{H^1} P_t^m \phi_N(u,v) \nu^m(du, dv) = \int_{B_R} P_t^m \phi_N(u,v) \nu^m(du, dv) + \int_{B_R^c} P_t^m \phi_N(u,v) \nu^m(du, dv)
\leq \int_{B_R} P_t^m \phi_N(u,v) \nu^m(du, dv) + N \varepsilon.
\]
To estimate the first term on the above right-hand side, we invoke (3.4) and obtain for all \(\beta > 0\) sufficiently small
\[
P_t^m \phi_N(u,v) = \mathbb{E}(e^{\beta [\Psi_{1,m}(u^m(t), v^m(t)) + 2m \|\Phi_1(u^m(t))\|_{L^1}] \wedge N})
\leq Ce^{-ct} e^{\beta [\Psi_{1,m}(u,v) + 2m \|\Phi_1(u)\|_{L^1}] + C},
\]
whence
\[
\int_{B_R} P_t^m \phi_N(u,v) \nu^m(du, dv) \leq Ce^{-ct} e^{\beta R} + C.
\]
In the above, \(C, c\) only depend on \(\beta\). It follows that for all \(N\) we have the bound
\[
\int_{H^1} \phi_N(u,v) \nu^m(du, dv) \leq Ce^{-ct} e^{\beta R^2} + N \varepsilon + C.
\]
We may take \(\varepsilon\) small and then take \(t\) sufficiently large to arrive at the following uniform bound in \(N\) and \(m\):
\[
\int_{H^1} \phi_N(u,v) \nu^m(du, dv) \leq C < \infty.
\]
We therefore establish (5.8), by virtue of the Monotone Convergence Theorem.
Next, considering $\Psi_{2,m}$ as in (3.16), we claim that for all $p \geq 1$
\[
\limsup_{m \to 0} \int_{\mathcal{H}^1} \Psi_{2,m}(u,v)^p \nu^m(du,dv) < \infty. \tag{5.9}
\]

To see this, recall the well–known time–averaged measure $\nu^m_T$ defined as
\[
\nu^m_T(\cdot) = \frac{1}{T} \int_0^T P^m_t(\cdot)dt.
\]

In the above, $P^m_t$ is the transition probability associated with $(v^m(t;0),v^m(t;0))$, i.e., zero initial condition. By the Krylov–Bogoliubov procedure, we know that $\nu^m_T$ converges weakly to $\nu^m$, the unique invariant probability measure of (2.5). In particular, for each $m$, the following limit holds
\[
\int_{\mathcal{H}^1} [\Psi_{2,m}(u,v)^p \wedge N] \nu^m_T(du,dv) \to \int_{\mathcal{H}^1} [\Psi_{2,m}(u,v)^p \wedge N] \nu^m(du,dv),
\]
as $T \to \infty$. Note that
\[
\int_{\mathcal{H}^1} \Psi_{2,m}(u,v)^p \wedge N \nu^m_T(du,dv)
\leq \frac{1}{T} \int_0^T \mathbb{E} \Psi_{2,m}(u^m(t),v^m(t))^p dt
\leq \frac{1}{T} \int_0^T C_{2,p} \mathbb{E} \left( \Psi_{2,m}(0)^p + \left( \Psi_{1,m}(0) + 2m \| \Phi(0) \|_{L^1} \right)^{q_2,p} \right) + C_{2,p} dt \leq C,
\]
where in the second to last estimate, we invoked (3.17). As a consequence, we obtain
\[
\int_{\mathcal{H}^1} [\Psi_{2,m}(u,v)^p \wedge N] \nu^m(du,dv) \leq C,
\]
implying (5.9), by virtue of the Monotone Convergence Theorem.

We now turn to the bound
\[
\limsup_{m \to 0} \int_{\mathcal{H}^1} \|u\|^2_{H^2} + m||v||^2_{H^1} \nu^m(du,dv) < \infty. \tag{5.10}
\]

For $(u_0,v_0) \in \mathcal{H}^2$ and $N > 0$, we invoke (3.23) to see that
\[
\mathbb{E} \Psi_{2,m}(u^m(t),v^m(t)) + \int_0^t \left( \frac{1}{2} \mathbb{E} \|Au^m(r)\|^2_H + \frac{1}{2}m \mathbb{E} \|A^{1/2}v^m(r)\|^2_H \right) \wedge N dr
\leq \Psi_{2,m}(u_0,v_0) + C \int_0^t \mathbb{E} \Psi_{1,m}(u^m(r),v^m(r))^q dr + Ct
\leq \Psi_{2,m}(u_0,v_0) + C \left( \Psi_{1,m}(u_0,v_0) + 2m \| \Phi(0) \|_{L^1} \right)^q + Ct.
\]

In the last estimate above, we employed (3.3). Since $\Psi_{2,m}, \Psi_{1,m} + 2m \| \Phi(0) \|_{L^1} \in L^1(\nu)$ by virtue of (5.8) and (5.10), respectively, we invoke the invariance property of $\nu^m$ to obtain
\[
t \int_{\mathcal{H}^1} \left[ \left( \frac{1}{2} \|Au_0\|^2_H + \frac{1}{2}m \mathbb{E} \|A^{1/2}v_0\|^2_H \right) \wedge N \right] \nu^m(du_0,dv_0)
\leq C \int_{\mathcal{H}^1} \left[ \Psi_{1,m}(u_0,v_0) + 2m \| \Phi(0) \|_{L^1} \right]^q \nu^m(du_0,dv_0) + Ct,
\]
whence
\[
\int_{\mathcal{H}^1} \left[ \left( \frac{1}{2} \|Au_0\|^2_H + \frac{1}{2}m \mathbb{E} \|A^{1/2}v_0\|^2_H \right) \wedge N \right] \nu^m(du_0,dv_0) \leq C,
\]
for some positive constant $C$ independent of $N$ and $m$. By virtue of the Monotone Convergence Theorem, we establish (5.10).

Altogether, (5.8), (5.9) and (5.10) produce (5.4), as claimed.

\[ \square \]

### 5.2. Proof of Theorem 2.7

The proof of Theorem 2.7 follows along the lines of [24, Appendix A] tailored to our settings. See also [23, Theorem 3.13].

**Proof of Theorem 2.7.** 1. With regard to (2.28), fixing $N$ large and $\beta$ small enough such that Theorem 2.5 holds, let $T^* = T^*(N, \beta)$ be the time constant as in (2.24). We note that

\[ \sup_{t \in [0, nT^*]} \mathcal{W}_{d_{\bar{N}, \beta/2}} \left( \pi_1 (P^m_t) * \delta_{U^m_0}, (P^0_t) * \delta_{u^0_0} \right) \leq \sup_{s \in [0, nT^*]} \mathbb{E} \tilde{d}^0_{\bar{N}, \beta/2} \left( u^m(t), u^0(t) \right). \]  

(5.11)

In the above, we recall that $(u^m(t), u^0(t))$ and $u^0(t)$ respectively are the solutions of (2.5) and (2.25) with initial conditions $U^m_0$ and $u^0_0$. Since $\|U^m_0\|_{H^2} < R$, $U^m_0$ satisfies the condition (5.1). In particular, Corollary 5.2 implies

\[ \sup_{s \in [0, nT^*]} \mathbb{E} \tilde{d}^0_{\bar{N}, \beta/2} \left( u^m(t), u^0(t) \right) \to 0, \quad \text{as } m \to 0. \]  

(5.12)

On the other hand, for all $t \geq nT^*$, by the triangle inequality (C.7), we have

\[ \mathcal{W}_{d_{\bar{N}, \beta/2}} \left( \pi_1 (P^m_t) * \delta_{U^m_0}, (P^0_t) * \delta_{u^0_0} \right) \leq C \left[ \mathcal{W}_{d_{\bar{N}, \beta}} \left( \pi_1 (P^m_t) * \delta_{U^m_0}, \pi_1 \nu^m \right) + \mathcal{W}_{d_{\bar{N}, \beta}} \left( \pi_1 \nu^m, \nu^0 \right) + \mathcal{W}_{d_{\bar{N}, \beta}} \left( \nu^0, (P^0_t) * \delta_{u^0_0} \right) \right]. \]  

(5.13)

To estimate the first term on the above right–hand side, we employ (C.6)

\[ \mathcal{W}_{d_{\bar{N}, \beta}} \left( \pi_1 (P^m_t) * \delta_{U^m_0}, \pi_1 \nu^m \right) \leq \mathcal{W}_{d_{\bar{N}, \beta}} \left( (P^m_t) * \delta_{U^m_0}, \nu^m \right), \]

where $d_{\bar{N}, \beta}$ is the function–like distance as in (2.23). For $t \geq nT^*$, we invoke invariance property of $\nu^m$ and (2.24) to estimate

\[ \mathcal{W}_{d_{\bar{N}, \beta}} \left( (P^m_t) * \delta_{U^m_0}, \nu^m \right) = \mathcal{W}_{d_{\bar{N}, \beta}} \left( (P^m_t) * \delta_{U^m_0}, (P^m_t) * \nu^m \right) \]

\[ \leq C e^{-cn} \mathcal{W}_{d_{\bar{N}, \beta}} \left( (P^m_{t-t/T^*}) * \delta_{U^m_0}, (P^m_{t-t/T^*}) * \nu^m \right) \]

\[ \leq C e^{-cn} \sup_{s \in [0, nT^*]} \mathcal{W}_{d_{\bar{N}, \beta}} \left( (P^m_s) * \delta_{U^m_0}, (P^m_s) * \nu^m \right). \]

Recalling $d_{\bar{N}, \beta}$ as in (2.23), let $(X, Y)$ be an arbitrarily coupling of $((P^m_s) * \delta_{U^m_0}, (P^m_s) * \nu^m)$, we invoke (4.34) and obtain

\[ \mathcal{W}_{d_{\bar{N}, \beta}} \left( (P^m_s) * \delta_{U^m_0}, (P^m_s) * \nu^m \right) \leq \mathbb{E} d_{\bar{N}, \beta}(X, Y) \]

\[ \leq \sqrt{NE \left( \rho^m_{\beta}(X, Y) \left[ 1 + e^{\beta V_m(X)} + e^{\beta V_m(Y)} \right] \right) \}

\[ \leq C + C \mathbb{E} e^{\beta V_m(X)} + C \mathbb{E} e^{\beta V_m(Y)}, \]

for some positive constants $C, c$ independent of $\beta, m$, and $(X, Y)$. In view of (3.14) and (3.7), we further estimate

\[ \mathbb{E} e^{c\beta V_m(X)} + \mathbb{E} e^{c\beta V_m(Y)} \]

\[ \leq \mathbb{E} e^{c\beta \|\Phi_1 \cdot m(X)\|_{L^1}} + \mathbb{E} e^{c\beta \|\Phi_1 \cdot m(Y)\|_{L^1}} \]

\[ \leq C e^{c\beta \|\Phi_1 \cdot m(U^m_0)\|_{L^1} + \|\Phi_1 (u^0_0)\|_{L^1}} + C \int_{H^1} e^{c\beta \|\Phi_1 \cdot m(u, v)\|_{L^1} + \|\Phi_1 (u)\|_{L^1}} P_m(du, dv) + C. \]
In the above, we recall \( \Phi_1 \) and \( \Psi_{1,m} \) defined in (2.11) and (3.1), respectively. As a consequence,

\[
\sup_{s \in [0,T^*]} W_d^{\tilde{m}} ((P^m_s)^* \delta_{U_0^m}, (P^m_s)^* \nu^m) \\
\leq C e^{c \beta [\Psi_{1,m}(U_0^m) + \|\Phi_1(\pi_1 u_0^m)\|_{L^1}]} + C \int_{\mathcal{H}_1} e^{c \beta [\Psi_{1,m}(u,v) + \|\Phi_1(u)\|_{L^1}]} \nu^m(du, dv) + C.
\]

Since \( \|U_0^m\|_{\mathcal{H}} < R \) and \( \nu^m \) satisfies the uniform exponential bound (5.8), we infer

\[
\sup_{s \in [0,T^*]} W_d^{\tilde{m}} ((P^m_s)^* \delta_{U_0^m}, (P^m_s)^* \nu^m) \leq C,
\]

for some positive constant \( C = C(T^*) \) independent of \( m \). Hence, for all \( t \geq nT^* \),

\[
W_{d_0^{\tilde{m}}} (\pi_1(P^m_t)^* \delta_{U_0^m}, \pi_1 \nu^m) \leq W_{d_0^{\tilde{m}}} ((P^m_t)^* \delta_{U_0^m}, \nu^m) \\
\leq C e^{-cn} \sup_{s \in [0,T^*]} W_{d_0^{\tilde{m}}} ((P^m_s)^* \delta_{U_0^m}, (P^m_s)^* \nu^m) \\
\leq C e^{-cn}.
\]

(5.14)

Concerning the last term on the right-hand side of (5.13), we employ (B.2) to see that

\[
W_{d_0^{\tilde{m}}} (\nu^0, (P^0_t)^* \delta_{u_0^m}) = W_{d_0^{\tilde{m}}} ((P^0_t)^* \nu^0, (P^0_t)^* \delta_{u_0^m}) \\
\leq C e^{-ct} W_{d_0^{\tilde{m}}} (\nu^0, \delta_{u_0^m}),
\]

which holds for all \( t \geq \bar{T} \) where \( \bar{T} \) is as in (B.2). Recalling \( \bar{d}_0^{\tilde{m}} \) from (2.26), we see that

\[
W_{d_0^{\tilde{m}}} (\nu^0, \delta_{u_0^m}) \leq C \int_H \|u\|^2 + e^{2\beta \|u\|_H^2} \nu^0(du) + C (\|u_0^m\|_H^2 + e^{2\beta \|u_0^m\|_H^2}) + C.
\]

Since \( \|U_0^m\|_{\mathcal{H}} < R \) and \( \nu^0 \) satisfies the exponential bound (B.4), we infer

\[
W_{d_0^{\tilde{m}}} (\nu^0, \delta_{u_0^m}) \leq C,
\]

for some positive constant \( C = C(R, \beta) \) independent of \( m \) and \( t \). It follows that

\[
W_{d_0^{\tilde{m}}} (\nu^0, (P^0_t)^* \delta_{u_0^m}) \leq C e^{-ct}, \quad t \geq \bar{T}.
\]

(5.15)

We collect (5.13), (5.14) and (5.15) to deduce for all \( t \geq nT^* \geq \bar{T} \)

\[
\sup_{t \geq nT^*} W_{d_0^{\tilde{m}}} (\pi_1(P^m_t)^* \delta_{U_0^m}, (P^0_t)^* \delta_{u_0^m}) \leq C e^{-cn} + CW_{d_0^{\tilde{m}}} (\pi_1 \nu^m, \nu^0),
\]

for some positive constant \( C = C(T^*, \beta, R) \) independent of \( n \) and \( m \). This together with (5.11) implies

\[
\sup_{t \geq 0} W_{d_0^{\tilde{m}}} (\pi_1(P^m_t)^* \delta_{U_0^m}, (P^0_t)^* \delta_{u_0^m}) \leq \sup_{s \in [0,nT^*]} E \bar{d}_0^{\tilde{m}}(u^m(t), u^0(t)) + C e^{-cn} + CW_{d_0^{\tilde{m}}} (\pi_1 \nu^m, \nu^0),
\]

In view of (5.12) and Theorem 2.6, we establish

\[
\sup_{t \geq 0} W_{d_0^{\tilde{m}}} (\pi_1(P^m_t)^* \delta_{U_0^m}, (P^0_t)^* \delta_{u_0^m}) \to 0, \quad \text{as} \quad m \to 0,
\]

by first taking \( n \) large and then sending \( m \) to 0. In turn, this produces the desired limit (2.28) for all \( \beta \) small and \( N \) large enough, as claimed.

2. Let \( f \in C_b(H; \mathbb{R}) \) be an observable satisfying \( L_f = [f]_{\text{Lip}, \bar{d}_0^{\tilde{m}}} < \infty \) (see (2.18)), we invoke (2.19) to infer

\[
\left| E f(u^m(t)) - E f(u^0(t)) \right| \leq L_f W_{d_0^{\tilde{m}}} (\pi_1(P^m_t)^* \delta_{U_0^m}, (P^0_t)^* \delta_{u_0^m}).
\]

By virtue of (2.28), we establish (2.29), thereby finishing the proof.
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APPENDIX A. STOCHASTIC CONVOLUTION

We consider the stochastic convolution $\Gamma^m(t) = (\pi_1 \Gamma^m(t), \pi_2 \Gamma^m(t))$ solving the linear system

$$
\begin{align*}
\frac{d}{dt} u(t) &= v(t) dt, \\
\frac{d}{dt} v(t) &= -Au(t) dt - v(t) dt + Qdw(t),
\end{align*}
$$

(A.1)

In Lemma A.1 stated below, we assert two properties of $\pi_1 \Gamma^m(t)$, namely, the small ball probabilities and moment bounds in $H^2$. The former was employed in Section 4.1 whereas the latter appeared in the proof of Lemma 3.6.

**Lemma A.1.** Let $\Gamma^m(t)$ be the solution of (A.1). Then, the followings hold:

1. For all $r > 0$ and $T > 1$,

$$
\mathbb{P} \left( \sup_{t \in [0,T]} \| \pi_1 \Gamma^m(t) \|^2_{H^2} + m^2 \| \pi_2 \Gamma^m(t) \|^2_{H^1} < r \right) \geq c > 0,
$$

(A.2)

for some positive constant $c = c(T, r)$ independent of $m$.

2. For all $p \geq 1$ and $T > 0$

$$
\mathbb{E} \sup_{t \in [0,T]} \| \pi_1 \Gamma^m(t) \|^p_{H^2} \leq C,
$$

(A.3)

for some positive constant $C = C(T, p)$ independent of $m$.

In order to prove Lemma A.1, we will compare $\pi_1 \Gamma^m(t)$ with the process $\pi_1 \eta^m(t)$ where $\eta^m(t)$ solves the Langevin equation

$$
\begin{align*}
\frac{d}{dt} u(t) &= v(t) dt, \\
\frac{d}{dt} v(t) &= -v(t) dt + Qdw(t),
\end{align*}
$$

(A.4)

In what follows, we assert similar properties of $\pi_1 \eta^m(t)$ that will be employed in the proof of Lemma A.1.

**Lemma A.2.** Let $\eta^m(t) = (\pi_1 \eta^m(t), \pi_2 \eta^m(t))$ be the solution of (A.4). Then, the followings hold:

1. For all $r \in (0,1)$ and $T > 1$,

$$
\mathbb{P} \left( \sup_{0 \leq t \leq T} \| \pi_1 \eta^m(t) \|^2_{H^3} + m^2 \| \pi_2 \eta^m(t) \|^2_{H^3} < 8\text{Tr}(QA^3)Q^r r \right) \geq e^{-cT/r} > 0,
$$

(A.5)

for some positive constant $c$ independent of $m$, $T$ and $r$.

2. For all $p \geq 1$ and $T > 0$

$$
\mathbb{E} \sup_{t \in [0,T]} \| \pi_1 \eta^m(t) \|^p_{H^3} \leq C,
$$

(A.6)

for some positive constant $C = C(T, p)$ independent of $m$.

**Proof.** 1. By the variation constants formula, $\pi_2 \eta^m(t)$ is explicitly given by

$$
\pi_2 \eta^m(t) = \frac{1}{m} \int_0^t e^{-\frac{1}{m} (t-s)} Qdw(s), \quad t \geq 0.
$$
Given \(0 \leq s \leq t\), we use Itô's formula to compute

\[ \mathbb{E} \| \pi_2 \eta^m(t) - \pi_2 \eta^m(s) \|^2_{H^3} = \mathbb{E} \left\| \frac{1}{m} \int_s^t e^{-\frac{R}{m}(t-r)} Qdw(r) + \frac{1}{m} \left( e^{-\frac{R}{m}t} - e^{-\frac{R}{m}s} \right) \int_0^s e^{\frac{R}{m}r} Qdw(r) \right\|^2_{H^3} \]

\[ = \frac{1}{m^2} \left( \int_s^t e^{-\frac{R}{m}(t-r)} dr + \left( e^{-\frac{R}{m}t} - e^{-\frac{R}{m}s} \right)^2 \int_0^s e^{\frac{R}{m}r} dr \right) \text{Tr}(QA^3Q^*) \]

\[ = \frac{\text{Tr}(QA^3Q^*)}{2m} \left( 1 - e^{-\frac{R}{m}(t-s)} \right) \left( 1 - e^{-\frac{R}{m}(t-s)} \right) + 1. \]

Recall from (2.12) that \(\text{Tr}(QA^3Q^*) < \infty\). So, we use the elementary inequality

\[ 1 - e^{-x} \leq x, \quad x \geq 0, \]

to produce

\[ \mathbb{E} \| \pi_2 \eta^m(t) - \pi_2 \eta^m(s) \|^2_{H^3} \leq \frac{2\text{Tr}(QA^3Q^*)}{m^2} (t-s). \]

Also, from (A.4), we see that

\[ \mathbb{E} \| \pi_1 \eta^m(t) - \pi_1 \eta^m(s) \|^2_{H^3} \leq 2m^2 \mathbb{E} \| \pi_2 \eta^m(t) - \pi_2 \eta^m(s) \|^2_{H^3} + 2\mathbb{E} \left\| \int_s^t Qdw(r) \right\|^2_{H^3} \]

\[ \leq 6\text{Tr}(QA^3Q^*) (t-s). \]

Turning to (A.5), we shall employ the result from [14, Lemma 6.2] applied to the Gaussian process \((\pi_1 \eta^m(t), m\pi_2 \eta^m(t))\) and establish (A.5). Indeed, by virtue of [14, Lemma 6.2], for \(r \in (0,1)\) and \(T > 1\),

\[ \mathbb{P} \left( \sup_{t \in [0,T]} \| \pi_1 \eta^m(t) \|^2_{H^3} + m^2 \| \pi_2 \eta^m(t) \|^2_{H^3} < 8\text{Tr}(QA^3Q^*)r \right) \geq e^{-cT/r}, \]

holds for some positive constant \(c\) independent of \(T, r\) and \(m\). This clearly establishes (A.5), as claimed.

2. With regard to (A.6), we shall employ [14, Lemma 6.3] to obtain the moment bound in sup norm. To see this, for \(0 \leq t \leq T\), setting

\[ \Lambda(t) = \sqrt{6\text{Tr}(QA^3Q^*)} t, \quad \text{and} \quad \Gamma = \sqrt{6\text{Tr}(QA^3Q^*)} T. \]

It is clear that

\[ \int_1^\infty \Lambda(e^{-y^2}T)dy < \infty. \]

In particular, all the hypothesis of [14, Lemma 6.3] are met. In turn, this implies the bound for all \(R > 0\)

\[ \mathbb{P} \left( \sup_{0 \leq t \leq T} \| \pi_1 \eta^m(t) \|_{H^3} > R \left( \Gamma + \int_1^\infty \Lambda(e^{-y^2}T)dy \right) \right) \leq Ce^{-R^2/2}, \]

holds for some positive constant \(C\) independent of \(m, T\) and \(R\). As a consequence, for \(p \geq 1\)

\[ \mathbb{E} \left[ \sup_{0 \leq t \leq T} \| \pi_1 \eta^m(t) \|^p_{H^3} \right] = \int_0^\infty R^{p-1} \mathbb{P} \left( \sup_{0 \leq t \leq T} \| \pi_1 \eta^m(t) \|_{H^3} > R \right) dR \leq C, \]

where \(C = C(T, p)\) does not depend on \(m\). The proof is thus finished.

\[ \square \]

We now provide the proof of Lemma A.1.
Proof of Lemma A.1. Letting $\eta^m(t)$ be the solution of (A.4), denote 
\[ \bar{u}(t) = \pi_1 \Gamma^m(t) - \pi_1 \eta^m(t), \quad \bar{v}(t) = \pi_2 \Gamma^m(t) - \pi_2 \eta^m(t). \]
From (A.1) and (A.4), observe that $(\bar{u}(t), \bar{v}(t))$ solve the system 
\[ \frac{d}{dt} \bar{u}(t) = \bar{v}(t), \]
\[ m \frac{d}{dt} \bar{v}(t) = -A\bar{u}(t) - \bar{v}(t) - A\pi_1 \eta^m(t), \]
\( (u(0), v(0)) = 0. \)
A routine calculation together with Cauchy–Schwarz inequality gives 
\[ \frac{d}{dt}(\|\bar{u}(t)\|_{H^2}^2 + m\|\bar{v}(t)\|_{H^1}^2) = -2\|\bar{v}(t)\|_{H^1}^2 - 2\langle A^{3/2} \pi_1 \eta^m(t), A^{1/2} \bar{v}(t)\rangle_H \leq \|\pi_1 \eta^m(t)\|_{H^2}. \]
It follows that (recalling $m < 1$) 
\[ \sup_{t \in [0, T]} \|\bar{u}(t)\|_{H^2}^2 + m^2 \|\bar{v}(t)\|_{H^1}^2 \leq T \sup_{t \in [0, T]} \|\pi_1 \eta^m(t)\|_{H^3}^2, \]
whence by Sobolev embedding 
\[ \sup_{t \in [0, T]} \|\pi_1 \Gamma^m(t)\|_{H^2}^2 + m^2 \|\pi_2 \Gamma^m(t)\|_{H^1}^2 \leq 2 \sup_{t \in [0, T]} \|\pi_1 \eta^m(t)\|_{H^2}^2 + m^2 \|\pi_2 \eta^m(t)\|_{H^1}^2 + \|\bar{u}(t)\|_{H^2}^2 + m^2 \|\bar{v}(t)\|_{H^1}^2 \]
\[ \leq 2\left(\frac{1}{a_1} + T\right) \sup_{t \in [0, T]} \|\pi_1 \eta^m(t)\|_{H^2}^2 + 2 \frac{1}{a_1} \sup_{t \in [0, T]} m^2 \|\pi_2 \eta^m(t)\|_{H^1}^2 \]
\[ \leq 2\left(\frac{1}{a_1} + \frac{1}{a^4} + T\right) \sup_{t \in [0, T]} \|\pi_1 \eta^m(t)\|_{H^2}^2 + m^2 \|\pi_2 \eta^m(t)\|_{H^1}^2. \] (A.7)
In light of Lemma A.2, cf (A.5), for $r \in (0, 1)$ and $T > 1$, we have 
\[ \mathbb{P}\left( \sup_{0 \leq t \leq T} \|\pi_1 \Gamma^m(t)\|_{H^2}^2 + m^2 \|\pi_2 \Gamma^m(t)\|_{H^1}^2 < 16 \text{Tr}(QA^3 Q^*) \left(\frac{1}{a_1} + \frac{1}{a^4} + T\right) r \right) \]
\[ \geq \mathbb{P}\left( \sup_{0 \leq t \leq T} \|\pi_1 \eta^m(t)\|_{H^2}^2 + m^2 \|\pi_2 \eta^m(t)\|_{H^1}^2 < 8 \text{Tr}(QA^3 Q^*) r \right) \geq e^{-cT/r} > 0. \]
In turn, this produces (A.2) for all $r > 0$.

2. With regard to (A.3), we invoke (A.7) again to see that for all $p \geq 1$
\[ \mathbb{E} \sup_{t \in [0, T]} \|\pi_1 \Gamma^m(t)\|_{H^2}^p \leq \mathbb{E} \sup_{t \in [0, T]} \|\pi_1 \eta^m(t)\|_{H^2}^p \leq C(T, p), \]
where the last estimate follows from (A.6). This finishes the proof. \[ \square \]

Appendix B. Estimates on (2.25)

In this section, we collect several estimates on the reaction–diffusion equation (2.25). The first three results describe the long time statistics of (2.25) and can be found in [23].

Theorem B.1. [23, Theorem 8.1] Suppose that Assumption 2.1 and Assumption 2.3 hold. Then, for all $N$ sufficiently large and $\beta$ sufficiently small, there exists a positive constant $\tilde{T} = \tilde{T}(N, \beta)$ large enough such that the following holds for all $\nu_1, \nu_2 \in \mathcal{P}(H)$,
\[ \mathcal{W}_{d_{N,2}}(P^0_\nu, (P^0_\nu)^* \nu_2) \leq C e^{-cT} \mathcal{W}_{d_{N,2}}(\nu_1, \nu_2), \quad t \geq \tilde{T}, \] (B.1)
for some positive constants $c = c(N, \beta)$, $C = C(N, \beta)$ independent of $\nu_1, \nu_2$ and $t$. Here, $d_{N,2}$ and $d_{N,\beta/2}$ are defined in (2.26).
As a consequence,
\[ W_{d_{N,\beta}}((P_0^*)^*\nu_1, (P_1^*)^*\nu_2) \leq C e^{-ct} W_{d_{N,\beta}}(\nu_1, \nu_2), \quad t \geq \bar{T}. \]  
\hfill (B.2)

**Lemma B.2.** [23, Lemma 8.3] Let \( u_0 \) be a random variable in \( L^2(\Omega; H) \). Then, for all \( \beta \) sufficiently small, there exist positive constants \( c \) and \( C \) independent of \( u_0 \) and \( t \) such that
\[ E e^{\beta \|u(t)\|_H^2} \leq e^{-ct} E e^{\beta \|u_0\|_H^2} + C. \]  
\hfill (B.3)

As a consequence, it holds that
\[ \int_H e^{\beta \|u\|_H^2} \nu^0(du) < \infty, \]  
where \( \nu^0 \) is the unique invariant probability measure of \( (2.25) \).

**Lemma B.3.** [23, Lemma 8.5] Let \( \nu^0 \) be the unique invariant probability measure of \( (2.25) \). Then,
\[ \int_H \|u\|_{H^1}^p + \|u\|_{H^2}^2 \nu_0(du) < \infty. \]  
\hfill (B.5)

We conclude this section by Lemma B.4 giving an estimate in \( H^2 \) on any finite time interval. We have employed this result in Section 5.1.

**Lemma B.4.** Let \( u_0 \) be a random variable in \( L^2(\Omega; H^2) \). Then, there exists a positive constant \( p \) such that for all \( T > 0 \), the following holds
\[ E \sup_{t \in [0,T]} \|u(t)\|_{H^2}^2 \leq C (E \|u_0\|_{H^1}^p + E \|u_0\|_{H^2}^2 + 1), \]  
\hfill (B.6)

for some positive constant \( C(T, p) \) independent of \( u_0 \).

The proof of Lemma B.4 is similarly to that of Lemma 3.6. For the sake of completeness, we sketch the main steps without going into detail.

**Sketch of the proof of Lemma B.4.** Step 1: Let \( \Gamma^0(t) \) be the solution of the linear equation
\[ du(t) = -Au(t)dt + Qdw(t), \quad u(0) = 0 \in H. \]
which is relatively well-known [16, Chapter 5]. By Itô’s formula, we see that
\[ d\|\Gamma^0(t)\|_{H^2}^2 = -2\|\Gamma^0(t)\|_{H^2}^2 dt + 2\langle \Gamma^0(t), Qdw(t) \rangle_{H^2} + \text{Tr}(QA^2Q^*)dt. \]
Employing a strategy similarly to the proof of Lemma 3.1, part 5, while making use of the exponential Martingale inequality, it is not difficult to verify that
\[ E \exp \left\{ \sup_{t \in [0,T]} \|\Gamma^0(t)\|_{H^2}^2 \right\} \leq C(T). \]  
\hfill (B.7)

Step 2: Denoting \( \bar{u}(t) = u^0(t) - \Gamma^0(t) \), observe that
\[ \frac{d}{dt} \bar{u}(t) = -A\bar{u}(t) + \varphi(u^0(t)), \quad \bar{u}(0) = u_0. \]
A computation gives
\[ \frac{d}{dt} \|\bar{u}(t)\|_{H^1}^2 = -\|A\bar{u}(t)\|_H^2 + \langle \varphi'(u^0(t))\nabla u^0(t), \nabla \bar{u}(t) \rangle_H. \]
From (3.28) applying to the cross term on the above right-hand side, we see that
\[ \langle \varphi'(u^0(t))\nabla u^0(t), \nabla \bar{u}(t) \rangle_H \leq c\|\bar{u}(t)\|_{H^1}^2 + c\|\bar{u}(t)\|_{H^2}^2 + c\|\Gamma^0(t)\|_{H^2}^{2\lambda} + c\|\Gamma^0(t)\|_{H^2}^2. \]
It follows that for any \( p \geq 2 \), we have the estimate
\[ \frac{d}{dt} \|\bar{u}(t)\|_{H^1}^p \leq c\|\bar{u}(t)\|_{H^1}^p + c\|\Gamma^0(t)\|_{H^2}^q, \]
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for some positive constant \( q = q(p, \lambda) \). Together with (B.7), we deduce
\[
\mathbb{E} \sup_{t \in [0,T]} \|u^0(t)\|^p_{H^1} \leq C(\mathbb{E}\|u_0\|^p_{H^1} + 1). \tag{B.8}
\]

**Step 3:** Similarly to Step 2, we use Agmon’s inequality to see that
\[
\frac{d}{dt} \|\tilde{u}(t)\|^2_{H^2} = -\|A^{3/2}\tilde{u}(t)\|^2_{H^2} + \langle \varphi'(u^0(t))\nabla u^0(t), \nabla \Delta \tilde{u}(t) \rangle_H
\leq c\|\varphi'(u^0(t))\nabla u^0(t)\|^2_{H^2}
\leq c\|u^0(t)\|^2 \|u^0(t)\|^2_{H^1} + c\|u^0(t)\|^2_{H^1}
\leq c\|u^0(t)\|^2_{H^2} + c\|u^0(t)\|^2_{H^1} + c\|u^0(t)\|^2_{H^1}
\leq c\|\tilde{u}(t)\|^2_{H^2} + c\|\tilde{u}(t)\|^2_{H^1} + c\|u^0(t)\|^2_{H^1}.
\]

In view of (B.7) and (B.8), we obtain
\[
\mathbb{E} \sup_{t \in [0,T]} \|u^0(t)\|^2_{H^2} \leq C(\mathbb{E}\|u_0\|^p_{H^1} + \mathbb{E}\|u_0\|^2_{H^2} + 1),
\]
for some positive constant \( C = C(T) \) independent of \( u_0 \). This produces (B.6), as claimed.

\( \square \)

**Appendix C. Auxiliary results**

We start with the following auxiliary result in Lemma C.1 about the nonlinearity \( \varphi \). We have employed Lemma C.1 to establish irreducibility of (2.5) in Section 4.1.

**Lemma C.1.** Let \( \varphi \) and \( \lambda \) be as in Assumption 2.1. Then, the followings hold for all \( x, y \in \mathbb{R} \):

1. \[
|\varphi(x)| \leq \max \left\{ \sup_{|z| \leq 1} |\varphi'(z)|, 2a_1 \right\} (|x| + |x|^\lambda), \tag{C.1}
\]
where \( a_1 \) is as in (2.7).

2. \[
|\varphi(x) - \varphi(y)| \leq 2^\lambda a_4 |x - y| (|x - y|^\lambda + |y|^\lambda + 1), \tag{C.2}
\]
where \( a_4 \) is as in (2.9).

3. For all \( \varepsilon \) sufficiently small,
\[
x\varphi(x) \leq (a_\varphi + \varepsilon)|x|^2 - \frac{\varepsilon}{\lambda + 1} |x|^\lambda + 1, \tag{C.3}
\]
where \( a_2, a_3 \) are as in (2.8) and \( a_\varphi = \sup_x \varphi'(x) \) is as in (2.10).

4. Recalling \( \Phi_2(x) = -\int_0^x \varphi(r)dr \) as in (4.9), for all \( \varepsilon \) sufficiently small,
\[
-\frac{1}{2}(a_\varphi + \varepsilon)x^2 + \frac{\varepsilon}{(\lambda + 1)(2a_2)^{\frac{1}{\lambda + 1}}}|x|^\lambda + 1 \leq \Phi_2(x), \tag{C.4}
\]
and
\[
\Phi_2(x) \leq \max \left\{ \sup_{|z| \leq 1} |\varphi'(z)|, 2a_1 \right\} (x^2 + |x|^\lambda + 1) + \frac{1}{2}a_\varphi x^2. \tag{C.5}
\]

**Proof.** 1. Since \( \varphi(0) = 0 \), we employ the Mean Value Theorem to see that for \( |x| \leq 1 \)
\[
|\varphi(x)| = |\varphi(x) - \varphi(0)| \leq |x| \sup_{|z| \leq 1} |\varphi'(z)|.
\]
On the other hand, for all $|x| \geq 1$, by (2.7), we infer
\[ |\varphi(x)| \leq a_1(|x|^{\lambda} + 1) \leq 2a_1|x|^p. \]

Altogether, we arrive at
\[ |\varphi(x)| \leq \max \left\{ \sup_{|z| \leq 1} |\varphi'(z)|, 2a_1 \right\} (|x| + |x|^\lambda). \]

This proves (C.1), as claimed.

2. Concerning (C.2), we invoke condition (2.9) to estimate the difference $\varphi(x) - \varphi(y)$ as follows:
\begin{align*}
\varphi(x) - \varphi(y) &= \int_0^1 \varphi'(tx + (1-t)y)dt(x-y) \\
&\leq a_4|x-y|\sup_{t \in [0,1]}(|t(x-y) + y|^{\lambda-1} + 1) \\
&\leq a_4|x-y|(2^\lambda|x-y|^\lambda + 2^\lambda|y|^{\lambda-1} + 1) \\
&\leq 2^\lambda a_4|x-y|(|x-y|^\lambda + |y|^{\lambda-1} + 1),
\end{align*}

which produces (C.2).

3. Turning to (C.3), from the condition (2.8), we see that for all $|x| \geq \left(\frac{2a_4}{a_2}\right)^{\frac{1}{\lambda+1}}$, it holds that
\[ x\varphi(x) \leq -a_2|x|^{\lambda+1} + a_3 \leq -\frac{1}{2}a_2|x|^{\lambda+1}. \]

Also, for all $x \in \mathbb{R}$, since $\varphi(0) = 0$, we invoke (2.10) to obtain
\[ x\varphi(x) = x\int_0^x \varphi'(r)dr \leq a_\varphi x^2. \]

In particular, for $|x| < \left(\frac{2a_4}{a_2}\right)^{\frac{1}{\lambda+1}}$,
\[ x\varphi(x) \leq (a_\varphi + \varepsilon)x^2 - \frac{\varepsilon}{\left(\frac{2a_4}{a_2}\right)^{\frac{1}{\lambda+1}}} |x|^{\lambda+1}. \]

By choosing $\varepsilon$ sufficiently small, e.g.,
\[ \frac{\varepsilon}{\left(\frac{2a_4}{a_2}\right)^{\frac{1}{\lambda+1}}} < \frac{1}{2}a_2, \]

we also deduce
\[ x\varphi(x) \leq -\frac{1}{2}a_2|x|^{\lambda+1} \leq (a_\varphi + \varepsilon)x^2 - \frac{\varepsilon}{\left(\frac{2a_4}{a_2}\right)^{\frac{1}{\lambda+1}}} |x|^{\lambda+1}, \]

for all $|x| \geq \left(\frac{2a_4}{a_2}\right)^{\frac{1}{\lambda+1}}$. This establishes (C.3).

4. Concerning (C.4), there are two cases depending on the sign of $x$. If $x$ is positive, we invoke (C.3) to see that
\[ -x\varphi(x) \geq -(a_\varphi + \varepsilon)x^2 + \frac{\varepsilon}{\left(\frac{2a_4}{a_2}\right)^{\frac{1}{\lambda+1}}} |x|^{\lambda+1}, \]

whence
\[ -\varphi(x) \geq -(a_\varphi + \varepsilon)x + \frac{\varepsilon}{\left(\frac{2a_4}{a_2}\right)^{\frac{1}{\lambda+1}}} |x|^{\lambda}. \]

It follows that
\[ \Phi(x) = -\int_0^x \varphi(r)dr \geq -\frac{1}{2}(a_\varphi + \varepsilon)x^2 + \frac{\varepsilon}{(\lambda + 1)\left(\frac{2a_4}{a_2}\right)^{\frac{1}{\lambda+1}}} |x|^{\lambda+1}. \]
Otherwise, if $x$ is non-positive, from (C.1), we see that
\[
\frac{-\varphi(x)}{\max\{\sup_{|z| \leq 1} |\varphi'(z)|, 2a_1\}} \geq -(|x| + |x|^\lambda) = x - (-x)^{\lambda},
\]
implying
\[
\Phi(x) = -\int_0^x \varphi(r) dr \geq \max\{\sup_{|z| \leq 1} |\varphi'(z)|, 2a_1\}\left(\frac{1}{2}x^2 + |x|^{\lambda+1}\right).
\]
Altogether, by taking $\varepsilon$ sufficiently small, we arrive at the bound for all $x$
\[
\Phi(x) \geq -\frac{1}{2}(a_\varphi + \varepsilon)x^2 + \frac{\varepsilon}{(\lambda + 1)(\frac{2a_\varphi}{a_2})^{\lambda+1}}|x|^{\lambda+1}.
\]

Turning to (C.5), an integration by parts together with (C.1) and (2.10) yields
\[
\Phi(x) = -\int_0^x \varphi(r) dr = -x\varphi(x) + \int_0^x r\varphi'(r) dr
\leq -x\varphi(x) + a_\varphi \int_0^x rdr
\leq \max\{\sup_{|z| \leq 1} |\varphi'(z)|, 2a_1\}\left(x^2 + |x|^{\lambda+1}\right) + \frac{1}{2}a_\varphi x^2.
\]
This proves part 4.

Next, we turn to Wasserstein distances and collect useful estimates on $W_{\tilde{d}_{N,\beta}^m}$ and $W_{\tilde{d}_{N,\beta}^0}$. We have employed these bounds to study the small mass limits in Section 5.

In Lemma C.2 below, we assert that $W_{\tilde{d}_{N,\beta}^m}$ dominates $W_{\tilde{d}_{N,\beta}^0}$. Since the proof of Lemma C.2 is short, we include it here for the sake of completeness.

**Lemma C.2.** Let $\tilde{d}_{N,\beta}^m$ and $\tilde{d}_{N,\beta}^0$ respectively be the distance–like functions in $\mathcal{H}^1$ and $H$ defined in (2.23) and (2.26). Then, for all $\nu, \tilde{\nu} \in \mathcal{P}(\mathcal{H}^1)$ and $m > 0$
\[
W_{\tilde{d}_{N,\beta}^m}(\nu, \tilde{\nu}) \geq W_{\tilde{d}_{N,\beta}^0}(\pi_1 \nu, \pi_1 \tilde{\nu}). \tag{C.6}
\]

**Proof.** By the definition of Wasserstein distances as in (2.16), it suffices to prove that
\[
\tilde{d}_{N,\beta}^m(U, \tilde{U}) \geq \tilde{d}_{N,\beta}^0(\pi_1 U, \pi_1 \tilde{U}).
\]
To see this, letting $\gamma(\cdot) : [0, 1] \to \mathcal{H}^1$ be a path connecting $U$ and $\tilde{U}$, we have
\[
\int_0^1 e^{\beta V_m(\gamma(s))} (m\|\pi_1 \gamma'(s)\|^2_H + m^2\|\pi_2 \gamma'(s)\|^2_H + \|\pi_1 \gamma'(s)\|^2_H)^{1/2} ds
\geq \int_0^1 \|\pi_1 \gamma'(s)\|_H ds \geq \|\pi_1 U - \pi_1 \tilde{U}\|_H.
\]
Since the above inequality holds for any such path, from (2.21), we obtain
\[
\tilde{d}_{N,\beta}^m(U, \tilde{U}) \geq \|\pi_1 U - \pi_1 \tilde{U}\|_H.
\]
As a consequence, in view of expressions (2.23) and (2.26), we deduce
\[
\tilde{d}_{N,\beta}^m(U, \tilde{U}) = \sqrt{\left(N e_{N,\beta}^m(U, \tilde{U}) \land 1\right) \left[1 + e^{\beta V_m(U)} + e^{\beta V_m(\tilde{U})}\right]}
\geq \sqrt{\left(N \|\pi_1 U - \pi_1 \tilde{U}\|_H \land 1\right) \left[1 + e^{\beta \|\pi_1 U\|_H^2} + e^{\beta \|\pi_1 \tilde{U}\|_H^2}\right]}
= \tilde{d}_{N,\beta}^0(\pi_1 U, \pi_1 \tilde{U}).
\]
In turn, this establishes (C.6).
We conclude this section by Lemma C.3 concerning a generalized triangle estimate between \( W_{d_{N,\beta}^0} \) and \( W_{d_{N,\beta/2}^0} \). The argument of Lemma C.3 follows along the lines of the proof of [23, Lemma B.2] and thus is omitted.

**Lemma C.3.** Let \( d_{N,\beta}^0 \) be the distance–like function in \( H \) defined in (2.26). Then, for all \( \nu_1, \nu_2, \nu_3 \in \mathcal{P}_{r}(H) \),

\[
W_{d_{N,\beta}^0} (\nu_1, \nu_3) \leq C \left( W_{d_{N,\beta/2}^0} (\nu_1, \nu_2) + W_{d_{N,\beta/2}^0} (\nu_2, \nu_3) \right),
\]

for some positive constant \( C = C(N, \beta) \) independent of \( \nu_1, \nu_2 \) and \( \nu_3 \).
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