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For axially symmetric solutions of Einstein equations there exists a gauge which has the remarkable property that the total mass can be written as a conserved, positive definite, integral on the spacelike slices. The mass integral provides a nonlinear control of the variables along the whole evolution. In this gauge, Einstein equations reduce to a coupled hyperbolic-elliptic system which is formally singular at the axis. As a first step in analyzing this system of equations we study linear perturbations on flat background. We prove that the linear equations reduce to a very simple system of equations which provide, thought the mass formula, useful insight into the structure of the full system. However, the singular behavior of the coefficients at the axis makes the study of this linear system difficult from the analytical point of view. In order to understand the behavior of the solutions, we study the numerical evolution of them. We provide strong numerical evidence that the system is well-posed and that its solutions have the expected behavior. Finally, this linear system allows us to formulate a model problem which is physically interesting by itself, since it is connected with the linear stability of black holes solutions in axial symmetry. This model can contribute significantly to solve the nonlinear problem and at the same time it appears to be tractable.
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I. INTRODUCTION

Axisymmetric spacetimes has been studied mainly for two reasons. The first one is that they often appear in astrophysical models like rotating stars and black holes. The second is because in the presence of any symmetry Einstein equations simplify considerable and hence these spacetimes are useful as intermediate step to understand more complex problems. In particular, axially symmetric gravitational waves in vacuum do not carry angular momentum, this represents an important simplification in the dynamics. Also, axial symmetry is the only symmetry compatible with asymptotic flatness and non-trivial gravitational radiation [1]. From this perspective, axially symmetric gravitational waves are the simplest possible waves emitted from isolated sources. And hence they represent the natural candidates to study the strong field dynamics of gravitational waves in Einstein equations.

However, axial symmetry presents a major difficulty. To take advantage of the symmetry an adapted coordinate system should be used in order to reduce the field equations to a lower-dimensional system (there is a well known procedure to do this for any symmetry in a geometrical way [2], we review this result in Sec. III A). The problem is that the norm of the axial Killing vector vanishes at the axis, and hence the reduced equations are formally singular there.

This difficulty is so severe that until recently axially symmetric spacetimes have not been studied in detail even using numerical techniques (see chapter 10.4 in [3] and references therein). In a number of recent articles [4, 5, 6, 7, 8] this kind of singular behavior has been successfully implemented numerically. There is however no analytical study of axial symmetry in the dynamical regime (see the review article [9] for results for other kind of symmetries). In fact, it can be argued that this singular behavior near the axis is so complicated that the axially symmetric case is as hard as the full general case from the analytical point of view.

There exists however a new ingredient that makes, in our opinion, the problem worth studying. In the article [10] it has been proved that there exists a gauge in axial symmetry such that the total mass of the spacetime can be written as a positive definite volume integral over the spacelike slices of the foliation. Moreover, this integral is conserved along the evolution. This conserved integral control the norm of the fields along the whole evolution. This is certainly a very desirable property of this gauge which is not present in the general, non-symmetric, case. Also, this mass integral formula appears to be connected with stability properties of black holes in axial symmetry [11].

The gauge mentioned above is a combination of the well known maximal condition for the lapse and the choice of isothermal coordinates (also called quasi
isotropical) for the shift. The later condition is only possible in axial symmetry. We call it the maximal-isothermal gauge. This gauge has been known for long time (see [12] and [13]) but without noticing this property of the mass. It is also important to emphasize that this gauge is the one used in most of the recent numerical computations [4] [7] [8] [9] (examples of other gauge choices in axial symmetry are given in [14] [15]). That is, this gauge has not only desirable analytical properties but it is also useful for numerical studies.

The very basic question of well-posedness of the equations in this gauge is open. This question is rather subtle because of the singular behavior mentioned above. The standard theory in partial differential equations does not seems to apply in a direct way. This is the problem we want to study in this article. In order to do this, the first step is to study the linearization of the equation around fixed solutions. We chose Minkowski as a background for simplicity. As we describe in the next section, we obtain a remarkable simple system of linear equation together with a conserved quantity which corresponds to the mass of the spacetime up to second-order corrections. This system allows us to formulate the problem of well-posedness in a simplified setting which is nevertheless relevant and physically interesting. Remarkably enough, even for this linear system the well-posedness appears to be a nontrivial problem. In order to get insight into this problem we numerically evolve these equations to provide evidences that the system is in fact well-posed and that the solutions have the expected behavior.

If the local existence problem is so complicated in this gauge one can wonder what can be said about the global behavior of the evolution, which is, of course, the ultimate goal. However, many of the main complications of this gauge are already present in the well-posedness problem because they are related with the local behavior of the fields at the symmetry axis. If one can solve them at the linearized level in a satisfactory way there is a good chance that the mass integral formula can be used to control the global evolution in some way. Also, the well-posedness of the linear equations are relevant by themselves for the following two reasons. First, the mass formula at the linear level can in principle be used to prove linear stability in axial symmetry of a background solution like a black hole. Second, the well-posedness of the linear equations and the mass formula give insight on appropriate boundary conditions on a finite grid. Let us describe the first result. In axial symmetry, the dynamical degrees of freedom of the vacuum gravitational field are prescribed by two functions, which can be chosen to be the norm and twist potential of the axial Killing vector (see Sec. III). We make, for simplicity, the extra assumption that the twist is zero (although we discuss the full non-linear equations with twist in Sec. III). This assumption simplify the equations but it is by no means essential. In the maximal-isothermal gauge, the linearized Einstein equations with respect to a Minkowski background reduce to the following two equations for the functions $v$ and $\beta^\rho$ (the reason for the notation for the last function is that it represents the $\rho$ component of the shift vector as we will see below)

$$
\ddot{v} = \Delta v - \frac{\partial_\rho v}{\rho} + \rho \partial_\rho \left( \frac{\beta^\rho}{\rho} \right),
$$

$$
\Delta \beta^\rho = \frac{2}{\rho} \left( \Delta v - \frac{\partial_\rho v}{\rho} \right).
$$

These equations are deduced in Sec. IV. We have chosen cylindrical coordinates $(t, \rho, z)$. The relevant domain for these equations is the half plane $\rho \geq 0, -\infty < z < \infty$ denoted by $\mathbb{R}^2_+$. A dot denotes time derivative and $\Delta$ is the flat Laplacian in 2-dimensions

$$
\Delta v = \partial^2_\rho v + \partial^2_z v.
$$

The boundary condition for Eqs. (1) and (2) arise from the regularity of the spacetime metric at the axis and the standard asymptotically flat fall-off behavior at infinity. We discuss this in detail in Sec. III D and V. Let us present here a summary. Eq. (2) is an elliptic equation for $\beta^\rho$, we need to prescribe boundary conditions on $\mathbb{R}^2_+$. 

### II. MAIN RESULTS

This article has two main results. The first one is to prove that the linearized Einstein vacuum equations in the maximal-isothermal gauge reduce to a very simple set of equations together with a conserved quantity. This conserved quantity is the mass up to second-order corrections and it is written as a positive definite integral over a spacelike surface, which has a similar form as the energy of the wave equation. This property of the mass, which only holds in this gauge, is of course what distinguished this system of equations from any other linearization.

The second result is the numerical study of these equations, together with the analysis of appropriate boundary conditions on a finite grid.

Let us describe the first result. In axial symmetry, the very basic question of well-posedness of the equations in this gauge is open. This question is rather subtle because of the singular behavior mentioned above. The standard theory in partial differential equations does not seems to apply in a direct way. This is the problem we want to study in this article. In order to do this, the first step is to study the linearization of the equation around fixed solutions. We chose Minkowski as a background for simplicity. As we describe in the next section, we obtain a remarkable simple system of linear equation together with a conserved quantity which corresponds to the mass of the spacetime up to second-order corrections. This system allows us to formulate the problem of well-posedness in a simplified setting which is nevertheless relevant and physically interesting. Remarkably enough, even for this linear system the well-posedness appears to be a nontrivial problem. In order to get insight into this problem we numerically evolve these equations to provide evidences that the system is in fact well-posed and that the solutions have the expected behavior.

If the local existence problem is so complicated in this gauge one can wonder what can be said about the global behavior of the evolution, which is, of course, the ultimate goal. However, many of the main complications of this gauge are already present in the well-posedness problem because they are related with the local behavior of the fields at the symmetry axis. If one can solve them at the linearized level in a satisfactory way there is a good chance that the mass integral formula can be used to control the global evolution in some way. Also, the well-posedness of the linear equations are relevant by themselves for the following two reasons. First, the mass formula at the linear level can in principle be used to prove linear stability in axial symmetry of a background solution like a black hole. Second, the well-posedness of the linear equations and the mass formula give insight on appropriate boundary conditions on a bounded domain. In particular, the mass formula allows us to calculate the gravitational waves that leave or enter a bounded domain.

The plan of the article is the following. In Sec. II we summarize our main results. In Sec. III we review the axially symmetric, vacuum, Einstein equations. Although this is well known, the way we process to obtain the final equations in the maximal-isothermal gauge is slightly different than the standard one used in the numerical works mentioned above. In Sec. IV we derive our main linear equations and in Sec. V we describe their main properties. In particular, in this section we discuss the mass conservation and boundary conditions on a bounded domain. In Sec. VI we describe the numerical techniques used to evolve these equations. And in Sec. VII we present the numerical results. Finally, in Sec. VIII we conclude with a discussion of the relevant open problems.
On the axis \( r = 0 \) we require
\[
\beta^\rho|_{\rho=0} = 0, \quad (4)
\]
and at infinity we impose
\[
\beta^\rho = O(r^{-1}), \quad (5)
\]
where \( r = \sqrt{\rho^2 + z^2} \). With these boundary conditions, Eq. (2) has a unique solution. Eq. (1) is a wave equation for \( v \), we need to prescribe initial conditions, which are functions \( f(z, \rho) \) and \( g(z, \rho) \) such that
\[
v|_{t=0} = f, \quad \dot{v}|_{t=0} = g. \quad (6)
\]
The axis represents a timelike boundary for the wave equation (1), and hence we need to prescribe also boundary conditions there. This is the delicate part, because the equations are singular at the axis and hence we are not free to choose arbitrary boundary conditions there. From the axial regularity of the spacetime metric we deduce that the initial data \( f \) and \( g \) should vanish at the axis, namely
\[
f|_{\rho=0} = 0, \quad g|_{\rho=0} = 0. \quad (7)
\]
In Sec. V using series expansions, we prove that conditions (7) on the initial data imply that
\[
v|_{\rho=0} = 0, \quad \partial_\rho v|_{\rho=0} = 0, \quad (8)
\]
for all times. Moreover, solutions \( v \) and \( \beta^\rho \) of equations (1) and (2) satisfy a parity conditions, namely \( v \) is an even function of \( \rho \) and \( \beta^\rho \) is an odd function of \( \rho \). These parity conditions imply that the spacetime metric is smooth at the axis. It is important to emphasize that these conditions are consequences of equations (1) and (2) alone, without any extra requirement.

In the numerical implementation, Eqs. (8) are used as boundary conditions at the axis. There are various ways to re-express (1) and (2) in order write conditions (8) as proper timelike boundary conditions (e.g. Dirichlet or Neumann). For example, following [4], in Sec. VI we write them in terms of the rescaled variable \( \bar{v} = v/\rho \).

We are interested in asymptotically flat solutions of (1) and (2). We will argue in Sec. VII that the typical fall off behavior as \( r \to \infty \) for this kind of solutions is
\[
v = O(r^{-2}). \quad (9)
\]
That is, if we chose initial data \( f \) and \( g \) which satisfy (9) then \( v \) will satisfy (9) for all times.

All the other components of the linear perturbation can be calculated in terms of \( v \) and \( \beta^\rho \) as follows. In our gauge the four dimensional coordinates are given by \((t, \rho, z, \phi)\). A general twist free linear perturbation is written as follows
\[
\gamma = (\sigma + 2q)(d\rho^2 + dz^2) + 2\beta^\rho d\rho dt + 2\beta^z dz dt + \rho^2 d\phi^2. \quad (10)
\]
Where the functions \( \sigma, q, \beta^\rho \) and \( \beta^z \) depends only on \((t, \rho, z)\). The function \( \beta^\rho \) is given by (2), the other functions are calculated in terms of \( v \) as follows. The function \( q \) is a time derivative of \( v \)
\[
q = \dot{v}. \quad (11)
\]
The function \( \sigma \) is determined by the following elliptic equation
\[
(3) \Delta \sigma = -\Delta \dot{v}, \quad (12)
\]
where \((3) \Delta \) is defined as
\[
(3) \Delta \sigma = \Delta \sigma + \frac{\partial_\rho \sigma}{\rho}. \quad (13)
\]
This operator, which appears frequently in the rest of the article, is the flat Laplace operator in 3-dimensions written in cylindrical coordinates and acting on axially symmetric functions. The boundary condition for equation (12) at the axis is given by
\[
\partial_\rho \sigma|_{\rho=0} = 0, \quad (14)
\]
and at infinity we impose
\[
\sigma = O(r^{-1}). \quad (15)
\]
Eq. (12) can be also viewed as an equation in \( \mathbb{R}^3 \). In this case we do not need to prescribe any boundary condition at the axis. Condition (14) will be automatically satisfied for any regular solution.

Finally, the other component of the shift vector is determined by the following equation
\[
\Delta \beta^z = -\frac{\sigma}{\rho^2} \frac{\partial v}{\rho}, \quad (16)
\]
with boundary condition at the axis
\[
\partial_\rho \beta^z|_{\rho=0} = 0, \quad (17)
\]
and decay condition at infinity
\[
\beta^z = O(r^{-1}). \quad (18)
\]
The total mass of the system is given by the following integral
\[
m = \frac{1}{16} \int_{\mathbb{R}^2_+} \left( \frac{|\partial v|^2}{\rho^2} + (\Delta v)^2 + |\partial \phi|^2 \right) \rho d\rho dz. \quad (19)
\]
Note that in order to compute the mass we need the function \( \sigma \), which satisfies Eq. (12). This equation is uncoupled with equations (1) and (2). The integral (19) is conserved. That is, for every solution of (1) and (2) which satisfy the boundary conditions (4), (5), (8) and decay at infinity like (9) we have
\[
m = 0. \quad (20)
\]
The conservation law (20) is deduced from a local conservation formula which involves the integrand of the mass formula (19). This local conservation law can be also used to compute the gravitational waves entering or leaving a bounded domain. We discuss this in Sec. VII.

The second main result of this article is the numerical study of the system (1) and (2). We describe this in detail in Sec. VII. Let us briefly summarize these results. The system (1) and (2) appears, from the numerical evidences, to be well posed and numerically stable. In particular, this imply that the functions \( v \) and \( \beta^\nu \) remain bounded for all times by a constant that depends only on the initial data. This is consistent with the linear stability of Minkowski spacetime.

The numerical calculations are, of course, performed on a finite grid. Hence, we need to prescribe boundary conditions on a bounded domain. These conditions should be compatible with asymptotically flatness in the following sense. Assume we have a sequence of bounded domains such that in the limit they cover the half plane \( \mathbb{R}^2_+ \). If we solved the equations for this sequence of domains we should recover in the limit the asymptotically flat solution described above. There exists many different boundary conditions that have this property. In particular, homogeneous Dirichlet conditions for \( \beta^\nu \) and \( v \). For each bounded domain the mass is not conserved. However, as the size of the domain increase we expect that the mass approach a time independent constant. This is precisely what we observe in our numerical calculations.

For our present goal, this kind of asymptotically flat boundary conditions is all what we need. There is, however, an interesting extra point here. To model an isolated system on a finite grid it is important to prescribe boundary conditions such that the gravitational radiation leaves the domain. In general, this is a very difficult problem since it is not even clear what we mean by gravitational radiation at a finite distance. However, as we mention above, in our gauge the mass formula allows us to compute gravitational radiation on a bounded domain. Although it appears not to be possible to prescribe boundary conditions such that the gravitational waves always leave the domain, the mass formula suggests a particular kind of boundary conditions that has this behavior in our numerical calculations. That is, under these boundary conditions, the mass on a bounded domain is monotonically decreasing with time for the particular kind of initial data used in the computations. We emphasize however that we have not been able to prove this analytically. We explore this in detail in Sec. VII.

### III. AXISYMMETRIC VACUUM EINSTEIN EQUATIONS

The purpose of this section is to write the vacuum Einstein equations for axially symmetric spacetimes in the maximal-isothermal gauge. This involves three clearly distinguished steps. In the first one, described in Sec. III A, we perform a symmetry reduction of Einstein equations to obtain a set of geometrical equations in the 3-dimensional quotient manifold. These equations can be viewed as 3-dimensional Einstein equations coupled with effective matter sources. In the second step (Sec. III B) we chose an arbitrary spacelike foliation in the quotient manifold and split the equations in time plus space. In Sec. III C we fixes the foliation and the coordinate system. We also write the mass formula in this gauge. Finally, in Sec. III D we discuss boundary conditions at the axis and at infinity.

#### A. Symmetry reduction

In this section we perform the symmetry reduction of the field equations. We follow [2] and [10]. See also [5] [11].

Consider a vacuum solution of Einstein’s equations, i.e., a four dimensional manifold \( M \) with metric \( g_{\mu\nu} \) (with signature \((− + + +)\)) such that the corresponding Ricci tensor vanishes

\[
^\text{(4)} R_{\mu\nu} = 0. \tag{21}
\]

Suppose, in addition, that the metric \( g_{\mu\nu} \) admits a Killing field \( \eta^\mu \), that is, \( \eta^\mu \) satisfies the equation

\[
\hat{\nabla}_\lambda (\eta^\mu) = 0, \tag{22}
\]

where \( \hat{\nabla}_\lambda \) is the connection with respect to \( g_{\mu\nu} \). Greek indices \( \mu, \nu, \cdots \) denote four dimensional indices.

We define the square of the norm and the twist of \( \eta^\mu \), respectively, by

\[
\eta = \eta^\mu \eta^\nu g_{\mu\nu}, \quad \omega_{\mu} = \epsilon_{\mu\nu\lambda\gamma} \eta^\nu \hat{\nabla}_\lambda \eta^\gamma. \tag{23}
\]

Using the field Eq. (21) it is possible to prove that

\[
\hat{\nabla}_{[\mu} \omega_{\nu]} = 0, \tag{24}
\]

and hence \( \omega_{\mu} \) is locally the gradient of a scalar field \( \omega \)

\[
\omega_{\mu} = \hat{\nabla}_\mu \omega. \tag{25}
\]

Let \( \mathcal{N} \) denote the collection of all trajectories of \( \eta^\mu \), and assume that it is a differential 3-manifold. We define the metric \( h_{\mu\nu} \) on \( \mathcal{N} \) by

\[
\eta_{\mu\nu} = h_{\mu\nu} + \eta_{\mu} \eta_{\nu}. \tag{26}
\]

The vacuum field equations (21) can be written in the following form on \( \mathcal{N} \)

\[
\square \eta = -\frac{1}{\eta} (\nabla^a \eta \nabla_a \eta - \nabla^a \omega \nabla_a \omega), \tag{27}
\]

\[
\square \omega = -\frac{2}{\eta} \nabla^a \omega \nabla_a \eta, \tag{28}
\]

\[
\text(3) R_{ab} = \frac{1}{2\eta^2} (\nabla_a \eta \nabla_b \eta + \nabla_a \omega \nabla_b \omega). \tag{29}
\]
where $\nabla_a$ and $\text{(3)}R_{ab}$ are the connexion and the Ricci tensor of $h_{ab}$, we have defined $\square = \nabla_a \nabla^a$ and Latin indices $a, b, \ldots$ denote three dimensional indices on $\mathcal{N}$.

Note that the definition of the metric (29) involves a conformal rescaling with respect to the canonical metric $h_{ab}$ defined by

$$g_{\mu\nu} = \tilde{h}_{\mu\nu} + \eta^{-1} \eta_\mu \eta_\nu. \quad (30)$$

That is, we have

$$h_{\mu\nu} = \eta \tilde{h}_{\mu\nu}. \quad (31)$$

This rescaling simplify considerably the field equations. In particular, on the right hand side of Eq. (29) there are no second derivatives of the fields $\eta$ and $\omega$ (compare, for example, with equation (20) in [10]).

Finally, we note that Eq. (27) can be written in the following form

$$\square \Sigma = - \frac{\nabla^a \omega \nabla_a \omega}{\eta^2}, \quad (32)$$

where we have defined

$$\Sigma = \log \eta. \quad (33)$$

Up to this point, the only assumption we have made is that the spacetime admits a Killing vector field $\eta^\mu$ and that $\eta^\mu$ is not null, otherwise the metric $h_{ab}$ is not defined. If the Killing field is timelike ($\eta < 0$) then the metric $h_{ab}$ is Riemannian and the equations (27)–(29) are the stationary Einstein vacuum equations. On the other hand, when the Killing vector is spacelike ($\eta > 0$), the metric $h_{ab}$ is a 3-dimensional Lorenzian metric (we chose the signature $(-+)$). In axially symmetry, the Killing vector $\eta^\mu$ is spacelike and its norm vanishes at the axis of symmetry. Hence, the equations are formally singular at the axis. This singular behavior at the axis represents the main difficulty to handle these equations. In the Lorentzian case, Eq. (29) has the form of Einstein equations in three dimensions, with effective matter sources produces by $\eta$ and $\omega$. The effective matter equations (27)–(28) imply that the energy-momentum tensor defined in terms of $\eta$ and $\omega$ by

$$T_{ab} = \frac{1}{2\eta^2} (\nabla_a \eta \nabla_b \eta + \nabla_a \omega \nabla_b \omega) - \frac{1}{4\eta^2} h_{ab} (\nabla_c \eta \nabla^c \eta + \nabla_c \omega \nabla^c \omega), \quad (34)$$

is divergence free, i.e. $\nabla^a T_{ab} = 0$.

A particularly relevant special case is when $\omega = 0$. In that case Eqs. (27)–(28) simplify considerably

$$\square \Sigma = 0. \quad (35)$$

$$\text{(3)}R_{ab} = \frac{1}{2} \nabla_a \Sigma \nabla_b \Sigma. \quad (36)$$

We have pointed out that the rescaling (31) simplifies the equations and allow us to write them in a more geometric form. This is the reason why this scaling is used in the case of $U(1)$ cosmologies where the equations are locally the same but the norm $\eta$ never vanishes (see [17][18] and the review article [19]). In our case the conformal scaling (31) is singular at the axis. However, since the behavior of $\eta$ at the axis, as we will see in the next sections, is controlled a priori this singular scaling does not seems to introduce any extra difficulty in the equations. We also remark that in all the numerical works mentioned above this conformal rescaling was not used, the equations are written in terms of the metric $h_{ab}$ defined by (30).

Eqs. (27)–(28) are purely geometric with respect to the metric $h_{ab}$. To solve these equations we need to prescribe some gauge for the metric $h_{ab}$. This will be done in the next two sections.

**B. 2+1 decomposition**

In order to formulate an initial value problem, we will perform an standard 2 + 1 decomposition of Eqs. (27)–(28). Note that this is completely analogous to the 3 + 1 decomposition of Einstein equations, in fact all the formulas are formally identical because the dimension do not appears explicitly in them (see, for example, [20], [21]).

Consider a foliation of spacelike, 2-dimensional slices $S$ of the metric $h_{ab}$. Let $t$ be an associated time function and let $n^a$ be the unit normal vector orthogonal to $S$ with respect to the metric $h_{ab}$. The intrinsic metric on $S$ is denoted by $q_{ab}$ and is given by

$$h_{ab} = -n_an_b + g_{ab}. \quad (37)$$

Define the density $\mu$ by

$$\mu = 2\text{(3)}R_{ab} n^an^b + \text{(3)}R, \quad (38)$$

and the current $J_b$ by

$$J_b = -q^c n^a \text{(3)}R_{ca}, \quad (39)$$

where $\text{(3)}R = \text{(3)}R_{ab} h^{ab}$ denotes the trace of $\text{(3)}R_{ab}$. Then, using Eq. (29) we obtain

$$\mu = \frac{1}{2\eta^2} (\eta'^2 + \omega'^2 + |D\eta|^2 + |D\omega|^2), \quad (40)$$

$$J_A = -\frac{1}{\eta^2} (\eta' D_A \eta + \omega' D_A \omega), \quad (41)$$

where $D_A$ is the connexion with respect to $q_{AB}$. The prime denotes directional derivative with respect to $n^a$, that is

$$\eta' = n^a \nabla_a \eta = \frac{1}{\alpha} (\partial_t \eta - \beta^A D_A \eta) \quad (42)$$

where $\alpha$ is the lapse and $\beta^A$ is the shift vector of the foliation. The indices $A, B, \ldots$ denotes two dimensional
gauge. In particular we review the mass formula for this

deformation of the 3-dimensional Einstein Eq. (29). It remains
equations (43)–(44) constitute a complete 2+1 decompo-
which we use (32), and $\Delta$($\Sigma$ + \(2\chi\chi^C\)) flat metric in two
dimensions. Then, using (54), we obtain that the trace
free part of (47) is given by

\begin{equation}
\delta_{\beta A} = (L_{\beta A}),
\end{equation}

where $L_{\beta A}$ is the conformal Killing operator in two
dimensions with respect to the metric $q_{\beta A}$ defined in Eq. (A1).
Equation (58) is an elliptic first order system of equations
for $\beta^A$.

The elliptic Eqs. (55) and (58) determine lapse and
shift for the metric $h_{\beta A}$ and hence fixes completely the
gauge freedom in Eqs. (24)–(29). This gauge has associa-
ted a natural cylindrical coordinate system $t, \rho, \sigma$ for
which the metric $\delta_{\beta A}$ is given

\begin{equation}
\delta = d \rho^2 + d \sigma^2,
\end{equation}

and the axis of symmetry is given by $\rho = 0$. The slices $S$
are the half planes $\mathbb{R}^2_+$.  

For the analysis of the equations it is of course impor-
tant to write them explicitly as partial differential equations
in these coordinates. We will do this in the remain-
der of this section. In general, due to the complexity of
Einstein equations, the partial differential equations ob-
tained in a particular gauge can be quite involved. In our
case, however, the geometric nature of the gauge plus the
symmetry reductions will provide a relative simple set of
equations.

We first present some useful definitions. We need to
subtract from $\eta$ the part that vanishes at the axis. We
define the function $\sigma$ by

\begin{equation}
\eta = \rho^2 c^n.
\end{equation}


\section{Gauge}

In this section we describe the maximal-orthogonal
gauge. In particular we review the mass formula for this
Due to the rescaling \( \beta = u \), the lapse \( \alpha \) vanishes also at the axis, hence we define the normalized lapse \( \bar{\alpha} \) by

\[ \alpha = \rho \bar{\alpha}. \]  

(61)

From the regularity conditions presented in the next section we will see that it is useful to define the function \( q \) defined by

\[ u = \log \rho + \sigma + q. \]  

(62)

We now proceed to write the equations. We begin with the evolution equations for \( \sigma \) and \( \omega \). The evolution equation for \( \sigma \) is given by \( \text{(51)} \). Using the definition \( \text{(60)} \) and the conformal rescaling expression for the Laplacian \( \text{(42)} \), we obtain

\[ -e^{2u(\alpha')} + (3) \Delta \sigma + \partial_A \partial_A \sigma + 2e^{2u}(\log \rho)'' + 2 \frac{\partial \sigma}{\partial \rho} \]

\[ = -e^{2u} (\omega' + |\partial \omega|^2) \rho^{-4} e^{-2\sigma}. \]  

(63)

In the same way, from \( \text{(52)} \) we get

\[ -e^{2u} \omega'' + (3) \Delta \omega + \partial_A \partial_A \omega = \frac{2}{\eta} \left( -e^{2u} \omega' \eta' + \partial_A \omega \partial_A \eta \right). \]  

(64)

Where \( \partial_A \) denotes partial derivatives with respect to \( \rho \) and \( z \) and all the indices are moved with respect to the flat metric \( \delta_{AB} \). In these equations the lapse \( \alpha \) and the shift \( \beta^A \) appear through the prime operator defined in \( \text{(68)} \).

The momentum constraint \( \text{(14)} \) is given by

\[ \partial^B \chi_{AB} = \bar{J}_A, \]  

(65)

where \( \bar{J}_A = e^{2u} J_A \), that is we have

\[ \bar{J}_A = -\frac{e^{2u} (\eta' \partial_A \eta + \omega' \partial_A \omega)}{2\eta^2}. \]  

(66)

To obtain \( \text{(65)} \) we have used the conformal rescaling of the divergence in 2-dimensions given by \( \text{(A2)} \). The indices in Eq. \( \text{(65)} \) and in the rest of the article, are moved with the flat metric \( \delta_{AB} \). To avoid confusion, it is useful to introduce the following notation

\[ \tilde{\beta}_A = \beta^A \delta_{AB}, \quad \tilde{\chi}_B = \delta^{AC} \chi_{CB}, \quad \tilde{\chi}^A = \delta^{AC} \delta^{BD} \chi_{CD}. \]  

(67)

That is, we want to distinguish between, say, the covector \( \beta_A = \beta^A q_{AB} \) used in the previous section and \( \tilde{\beta}_A \) (see the discussion after Eq. \( \text{(A10)} \) in the Appendix).

The Hamiltonian constraint, Eq. \( \text{(13)} \), is given by

\[ (3) \Delta \sigma + \Delta q = -\frac{\epsilon}{4}, \]  

(68)

where

\[ \epsilon = \frac{e^{2u}}{\eta^2} (\eta'^2 + \omega'^2) + |\partial \sigma|^2 + \frac{|\partial \omega|^2}{\eta^2} + 2e^{-2u} \tilde{\chi}^A \chi_{AB}. \]  

(69)

Let us consider the evolution equations for \( q_{AB} \) and \( \chi_{AB} \). The evolution equation for the metric \( q_{AB} \) reduces to

\[ 2\partial_t u = \partial_A \beta^A + 2\beta^A \partial_A u. \]  

(70)

And the evolution equation for the second fundamental form \( \chi_{AB} \) is given by

\[ \partial_t \chi_{AB} = \mathcal{L}_\beta \chi_{AB} - F_{AB} - \alpha G_{AB} - 2\alpha \chi_{AC} \chi^C_B \]  

(71)

where \( F_{AB} \) denotes the trace free part (with respect to \( \delta_{AB} \)) of \( D_A D_B \alpha \). Using Eq. \( \text{(A1)} \) we obtain

\[ F_{AB} = \partial_A \partial_B \alpha - \frac{1}{2} \delta_{AB} \Delta \alpha - 2\partial_t (\alpha \partial_t \beta) u + \partial_C \alpha \partial^C u \partial_t \beta. \]  

(72)

And \( G_{AB} \) denotes the trace free part of \( (3) R_{AB} \), namely

\[ G_{AB} = (3) R_{AB} - \frac{1}{2} \delta_{AB} (3) R_{CD} \delta^{CD}, \]  

(73)

where \( (3) R_{AB} \) is given by \( \text{(50)} \).

The equation for the lapse is given by

\[ \Delta \alpha = \alpha \left( e^{2u} \tilde{\chi}^A \chi_{AB} + e^{2u} \mu_1 \right), \]  

(74)

and for the shift we have

\[ (\mathcal{L}_\beta)^{AB} = 2\alpha e^{-2u} \tilde{\chi}^{AB}, \]  

(75)

where \( \mathcal{L} \) is the flat conformal Killing operator defined by \( \text{(A2)} \).

Using the identity \( \text{(A3)} \), we can transform the first order system of Eqs. \( \text{(75)} \) for the shift and for the momentum constraint \( \text{(65)} \) in a pair of second-order uncoupled equations. For the shift, we take a divergence to Eq. \( \text{(76)} \) to obtain

\[ \Delta \tilde{\beta}^A = 2\partial_B (\alpha \tilde{\chi}^{AB} e^{-2u}). \]  

(76)

For Eq. \( \text{(65)} \) we define the vector \( v^A \) by

\[ \chi_{AB} = \mathcal{L}_v \chi_{AB}, \]  

(77)

and hence Eq. \( \text{(75)} \) transform to

\[ \Delta v_A = \bar{J}_A. \]  

(78)

The total ADM mass of the spacetime can be calculated as a volume integral on the half plane \( \mathbb{R}^2_+ \) of the positive definite effective energy density \( \text{(63)} \) (see \( \text{(14)} \))

\[ m = \frac{1}{16} \int_{\mathbb{R}^2_+} \epsilon \rho \, d\rho \, dz. \]  

(79)

Finally, we mention that for the twist free case \( (\omega = 0) \) the four dimensional spacetime metric \( g_{\mu\nu} \) has a simple expression in these coordinates, namely

\[ g = -\frac{\alpha^2}{\rho^2} e^{-\sigma} dt^2 + \]  

\[ e^{\sigma + 2u} \left( (d\rho + \beta^t dt)^2 + (dz + \beta^z dt)^2 \right) + \rho^2 e^\sigma d\phi^2. \]  

(80)
D. Boundary conditions and axial regularity

The boundary conditions at the axis in axial symmetry have been extensible analyzed in the literature [3], [4], [5]. They involve parity conditions in the \( \rho \) dependence of the different fields. That it, the relevant functions are either even or odd functions of \( \rho \). In order to use these results in our setting, it is useful to write the relations of the quantities with respect to the rescaled conformally rescaled metric. See also [7], [5].

Using relation (31) we obtain for the 2-dimensional metric

\[
q_{AB} = \eta q_{\bar{A}B},
\]

and for the second fundamental form

\[
\chi_{AB} = \sqrt{\eta} \left( \bar{\chi}_{AB} + \frac{1}{2} \frac{\eta'}{\eta} q_{AB} \right),
\]

where quantities with a tilde are written with respect to the metric \( \bar{h}_{ab} \). We also have

\[
\alpha = \sqrt{\eta} \bar{\alpha}, \quad \beta^A = \tilde{\beta}^A.
\]

Using these relations and the results mentioned above it is straightforward to obtain the following behavior of the relevant variables

\[
\eta, \omega, \bar{\alpha}, u, q, \sigma, \chi_{\rho\rho}, \beta^2 \text{ are even functions of } \rho,
\]

and

\[
\chi_{\rho z}, \beta^\rho \text{ are odd functions of } \rho.
\]

Note that odd functions vanish at the axis and the \( \rho \) derivative of even functions vanishes at the axis. It follows that one can impose homogeneous Dirichlet boundary conditions at the axis for odd functions and homogeneous Neumann boundary conditions for even functions. In addition, we have that the function \( q \) defined by (62) should vanished at the axis

\[
q_{\rho=0} = 0.
\]

Since \( q \) is an even functions, from (80) we deduce that \( q = O(\rho^2) \) near the axis. Finally, there is an important regularity condition which comes from the axial regularity of the 3-dimensional extrinsic curvature. Let us define the following quantity

\[
w = \frac{1}{\rho} \left( -\frac{\eta'}{\eta} + \chi_{\rho\rho} \right).
\]

Then it follows that

\[
w = O(\rho),
\]

near the axis. This is the equivalent of the regularity condition given in equation (50) in [14] adapted to our conformally rescaled metric. See also [7], [8].

The fall off conditions at infinity are the standard asymptotically flat ones. In particular we have

\[
\lim_{r \to \infty} \bar{\alpha} = 1,
\]

and

\[
\sigma, \beta^A = O(r^{-1}), \quad \chi_{AB} = O(r^{-2}),
\]

as \( r \to \infty \).

IV. LINEARIZED EQUATIONS

In this section we make a linear expansion around Minkowski of the Einstein equations in the maximal-isothermal gauge described in the previous section. Note that for Minkowski we have

\[
\eta = \rho^2,
\]

and hence, due to the rescaling (31), the background metric \( h_{ab} \), given in coordinates by (53), is non-flat

\[
h = \rho^2 \left( -dt^2 + d\rho^2 + dz^2 \right).
\]

The other background quantities are given by

\[
\omega = 0, \quad \alpha = \rho, \quad \beta^A = 0, \quad \chi_{AB} = 0,
\]

and

\[
u = \ln \rho, \quad q = 0, \quad \sigma = 0.
\]

The Hamiltonian constraint and the equation for the lapse are non-trivial for the metric (82), namely

\[
\Delta \alpha = 0, \quad \Delta u = \frac{2}{\rho^2}.
\]

Let us proceed with the linearization. For simplicity we will consider only the case \( \omega = 0 \). The first step is to compute the lapse function. The right hand side of Eq. (84) is second-order, then, using the boundary condition (92) we obtain

\[
\bar{\alpha} = 1.
\]

That is, the maximal condition for the lapse is trivial at the linearized level. On the contrary, as we will see, the equation for the shift plays a crucial role. The next step is to compute the linearization of the wave Eq. (83) for \( \sigma \), we obtain

\[
-\dot{\sigma} + (3) \Delta \sigma = 0,
\]

where dot means partial derivative with respect to \( t \) and we have defined

\[
p = \partial_t \sigma - \frac{2\beta^\rho}{\rho}.
\]
In order to close the system we need an equation for $\beta^p$. Using equation (65) and (66) for the momentum we obtain
\[
\partial^A \chi_{AB} = \bar{J}_A \tag{99}
\]
with
\[
\bar{J}_A = -p \partial_A \rho, \tag{100}
\]
We define the vector field $v^A$ by Eq. (77) and then by Eq. (78) we obtain
\[
\Delta v_A = -p \partial_A \rho. \tag{101}
\]
From (100) we deduce $J_z = 0$ and hence we get
\[
\Delta v_z = 0. \tag{102}
\]
By the fall off condition (90), we obtain
\[
v_z = 0. \tag{103}
\]
In the following, to simplify the notation we set
\[
v = v_p. \tag{104}
\]
Eq. (101) reads
\[
\Delta v = -p. \tag{105}
\]
Using (101) we also obtain
\[
\chi_{\rho p} = \partial_p v, \ \chi_{\rho z} = \partial_z v. \tag{106}
\]
For the shift we have the equation
\[
(\mathcal{L} \beta)^{AB} = 2 \frac{\chi_{AB}}{\rho}. \tag{107}
\]
Taking a divergence to this equation (or linearizing (76)) we obtain
\[
\Delta \beta^A = 2 \partial_B \left( \frac{\chi_{AB}}{\rho} \right). \tag{108}
\]
Note that in (108) we get an equation for $\beta^p$ decoupled from $\beta^z$. Using Eq. (100), (99) from this equation we get
\[
\Delta \beta^p = -2 \frac{1}{\rho} \left( p + \partial_p v \right). \tag{109}
\]
Eq. (109), together with (105) and (77) form a complete system for the variables $v, \sigma$ and $\beta^p$. Alternative, using Eq. (107) and (99) we can eliminate $\chi_{AB}$ and hence also $v$. We get the following equation for $\beta^A$
\[
\partial_B \left( \rho (\mathcal{L} \beta)^{AB} \right) = -2 p \partial^A \rho. \tag{110}
\]
Eq. (110), together with (105) and (77) form a complete system for the variables $\sigma, \beta^p$ and $\beta^z$.

There is however an important difficulty. The linearization of the regularity condition (87)–(88) is given by
\[
w = -\frac{1}{\rho} \left( p + \frac{\partial_p v}{\rho} \right), \quad w = O(\rho). \tag{111}
\]
Were we have used Eq. (100). From the set of equations presented above, it is difficult to ensure that this condition will be satisfied. To enforce this condition we will write the equations in terms of different variables. In order to do that, we need first to compute the remaining equations, namely the Hamiltonian constraint and the evolution equation for the metric and second fundamental form. Since $\epsilon$ defined in (69) is second-order, the Hamiltonian constraint (88) is given by
\[
\Delta q = -\epsilon^{(3)} \Delta \sigma. \tag{112}
\]
The evolution equation for $q$ is obtained from (70)
\[
\dot{q} + \dot{\sigma} = -\frac{1}{\rho} \partial_A \beta^A + \frac{\beta^p}{\rho}. \tag{113}
\]
The evolution equation for $\chi_{AB}$ is obtained linearizing (71)
\[
\dot{\chi}_{AB} = 2 \partial_A q \partial_B \rho - \delta_{AB} \partial_\rho q. \tag{114}
\]
We can also write the evolution Eqs. (114) in components
\[
\dot{\chi}_{\rho p} = \partial_\rho q, \quad \dot{\chi}_{\rho z} = \partial_z q. \tag{115}
\]
Using Eqs. (106) we deduce the important relation
\[
\dot{v} = q, \tag{116}
\]
which only holds in the twist free case. This relation simplify the equations considerable. From Eq. (114) we also deduce
\[
\partial_B \dot{\chi}_{AB} = \Delta q \partial_\rho q. \tag{117}
\]
With these equations we can compute the time derivative of $w$
\[
\dot{w} = \frac{1}{\rho} \left( \Delta q - \frac{\partial_q q}{\rho} \right), \tag{118}
\]
and hence the evolution equation for $q$ is given by
\[
\dot{q} = \rho w + \rho \partial_\rho \left( \frac{\beta^p}{\rho} \right). \tag{119}
\]
As a consequence, $q$ satisfies the following wave equation
\[
\dot{q} = \Delta q - \frac{\partial_q q}{\rho} + \rho \partial_\rho \left( \frac{\beta^p}{\rho} \right). \tag{120}
\]
We also have
\[
\Delta \dot{\beta}^p = \frac{2}{\rho} \left( \Delta q - \frac{\partial_q q}{\rho} \right). \tag{121}
\]
Eqs. [120] and [121] form a complete systems for the variables \( q \) and \( \beta^p \). A similar choice of variable was used in by [3] [6] [4]. However, in our particular case (i.e. linear equation without twist) it is possible a further simplification, namely to use Eq. (110) and hence replace \( q \) by \( v \) in these equations and then integrate in time. In this way we obtain our main Eqs. (1) and (2). The advantage of using \( v \) as a variable is that the mass integral has a simple expression in terms of \( v \) given by (114). This formula for the mass is obtained expanding up to second-order the energy density (69), using equations (106) to replace \( \chi_{AB} \) and Eq. (105) to replace \( \eta/\eta \). We discuss this in more detail in the next section.

The boundary conditions (4) and (5) for \( \beta^p \) arise from the axial regularity condition (55) and the asymptotically flat fall off (50). Conditions (8) arise from the axial regularity conditions for \( q \) given by (54) and (55). The main advantage of Eqs. (4) and (5), which are also presented in [22] (see also [23]) is that they have build in all the differential operators because their coefficients do not appear in Eqs. (1) and (2), can be calculated using

\[
\partial_\rho \beta^p - \partial_z \beta^p = 2 \frac{\partial_z v}{\rho}, \quad (123)
\]

\[
\partial_z \beta^p + \partial_\rho \beta^p = 2 \frac{\partial_v v}{\rho}. \quad (124)
\]

Or, alternative, using Eq. (16) which is obtained taking a derivative to Eqs. (123)–(124). Finally, the four dimensional perturbation (10) is obtained using the line element (50) and the background values (91), (93), (94).

V. PROPERTIES OF THE LINEAR EQUATIONS

In this section we analyze some properties of our linear equations (1) and (2). We begin with the symmetries of these equations. The first symmetry is given by translation in \( z \). This is to be expected since the gauge fixes the axis (and hence there is no translation freedom in \( \rho \)), but we still have the freedom to chose the origin in the \( z \) coordinate. Then, if we have a solution \( v, \beta^p \); the derivative \( \partial_z v, \partial_z \beta^p \) is also a solution, since \( \partial_z \) commute with all the differential operators because their coefficients depend only on \( \rho \). The same argument applies to time translations, which is the second symmetry of the equations. The third symmetry is scaling. Let \( s \) a positive real number. For a given solution \( v(t, \rho, z) \) we define the rescaled function as

\[
v_s(\hat{t}, \hat{\rho}, \hat{z}) = v \left( \frac{t}{s}, \frac{\rho}{s}, \frac{z}{s} \right), \quad (125)
\]

where

\[
\hat{t} = \frac{t}{s}, \quad \hat{\rho} = \frac{\rho}{s}, \quad \hat{z} = \frac{z}{s}. \quad (126)
\]

And the same for \( \beta^p \). Then, \( v_s \) define also a solution in terms of the rescaled coordinates. The mass rescales like

\[
m \to sm. \quad (127)
\]

In order to understand the equations in a simpler situation, let us first consider Eqs. (1) and (2) on a bounded domain \( \Omega \) which does not contain the axis. On \( \Omega \) the coefficient of Eqs. (1) and (2) are smooth. Eq. (2) is an elliptic equation for \( \beta^p \) if we consider \( v \) as a given function. Hence, in order to solve this equation we need to prescribe elliptic boundary conditions for \( \beta^p \) on \( \partial \Omega \). For example, Dirichlet or Neumann boundary conditions. Eq. (1) is a wave equation for \( v \) if we consider \( \beta^p \) as a given function. To solve this wave equation we need to prescribe initial data for \( v \) and \( \dot{v} \) at \( t = 0 \) together with compatible boundary conditions for \( v \) at \( \partial \Omega \). For example Dirichlet, Neumann or Sommerfeld boundary conditions for \( v \) at \( \partial \Omega \). The equations are of course coupled, so it is not obvious that the above procedure of fixing boundary conditions is correct since \( v \) and \( \beta^p \) are not “given functions”. However, it is possible to prove that this is procedure is in fact correct. Consider the following iteration scheme

\[
\dot{v}_{n+1} - \Delta v_{n+1} + \frac{\partial v_{n+1}}{\rho} = \rho \partial_\rho \left( \frac{\beta^p}{\rho} \right), \quad (128)
\]

\[
\Delta \beta^p_{n+1} = \frac{2}{\rho} \left( \Delta v_n - \frac{\partial v_n}{\rho} \right). \quad (129)
\]

In this iteration, the equations are not coupled and hence the boundary conditions mentioned above (which are kept fixed) are correct. Following similar arguments to the one presented in [22] (see also [23]) it is not difficult to see that this iteration converges for some small time interval. And hence we get well-posedness for the linear system (1) and (2) under these boundary conditions on the domain \( \Omega \). The reason why the iteration (128) and (129) converges is the following. From Eq. (128), using standard elliptic, estimates we obtain that \( \beta^p \) is equivalent (in number of derivatives) to \( v \). Hence, the term containing \( \beta^p \) in Eq. (128) is equivalent to a first order derivative of \( v \) and then it is not in the principal part of the wave equation. This rough argument suggests that the combination of elliptic estimates and energy estimates for the wave equations will close and hence the iteration will converge. This is basically the argument presented in [22] and [23]. If the domain \( \Omega \) is not bounded, this argument will still work if we add appropriate fall-off conditions at infinity. However, the situation change drastically when \( \Omega \) includes the axis. Let us analyze that case.

Since the axis is a singular boundary for the equations, we are not free to chose arbitrary boundary condition there. In fact \( \beta^p \) and \( \partial_\rho v \) should vanishes at the
axis, otherwise the equations become singular. If we use \( \text{L'Hôpital rule} \), we conclude that the term with \( \beta^0 \) in (1) contain in fact two derivatives with respect to \( \rho \) at the axis. That is, due to the \( \text{L'Hôpital limit} \), to divide by \( \rho \) is equivalent as to take a derivative with respect to \( \rho \) at the axis. But then, using Eq. (2), we conclude that this term is equivalent to second derivatives of \( v \) and hence it is in the principal part of the wave equation. We can not conclude that the iteration scheme (125), (129) converges if we include the axis in the domain. This is, roughly speaking, the main difficulty to prove the well-posedness of the linear system (1) and (2). It appears to be difficult to identify the principal part of the system at the axis and to construct an appropriate iteration scheme.

Let us discuss in detail the boundary conditions at the axis. We are interested in solutions \( v \) which vanish at the axis, this comes from the regularity condition (80). Moreover, we have seen in section (III.D) the smoothness of the spacetime metric at the axis implies that the functions \( \beta^0 \) and \( v \) should satisfies the parity conditions (81) and (82). Let us see heuristically, how these conditions are automatically implied by the equations provided we impose the following standard boundary conditions. At the axis we impose

\[
\beta^0|_{\rho=0} = 0. \quad (130)
\]

For \( v \) we prescribe initial data

\[
v|_{t=0} = f, \quad \dot{v}|_{t=0} = g, \quad (131)
\]

such that

\[
f|_{\rho=0} = 0, \quad g|_{\rho=0} = 0. \quad (132)
\]

Note that we are not imposing any condition on \( v \) at the axis for \( t > 0 \). We make a formal series expansion, namely let as assume that our solution is smooth at the axis and has the form

\[
v = \sum_{n=0}^{\infty} \rho^n a_n(t, z), \quad \beta^0 = \sum_{n=0}^{\infty} \rho^n b_n(t, z). \quad (133)
\]

Substituting these expansions in Eqs. (1) and (2) we obtain the following recurrence relation for the coefficients

\[
\ddot{a}_n = (n + 2)na_{n+2} + \partial_z^2 a_n + nb_{n+1}, \quad (134)
\]

and

\[
(n + 1)nb_{n+1} + \partial_z^2 b_{n-1} = 2(n + 2)na_{n+2} + \partial_z^2 a_n. \quad (135)
\]

These expressions are valid for all integer \( n \), with the convention that the coefficients \( b_n \) and \( a_n \) vanished for \( n < 0 \). The first non-trivial \( n \) in Eq. (134) is \( n = -1 \), which gives the relation

\[
a_1 + b_0 = 0. \quad (136)
\]

The term \( n = 0 \) is given by

\[
\ddot{a}_0 = \partial_z^2 a_0. \quad (137)
\]

This is a wave equation in 1-dimension. From the boundary conditions (130) we obtain

\[
b_0 = 0. \quad (138)
\]

Hence we deduce from (136) that

\[
a_1 = 0. \quad (139)
\]

From the initial data conditions (132) we have that

\[
a_0|_{t=0} = 0, \quad \dot{a}_0|_{t=0} = 0. \quad (140)
\]

These provides trivial initial data for the wave Eq. (137) and hence we deduce

\[
a_0 = 0. \quad (141)
\]

That is, we have deduced the behavior \( v = O(\rho^2) \) only from the boundary conditions (130) and the condition on the initial data (131). We want to prove now that (138) and (139) imply that all \( a_n \) with \( n \) odd and all \( b_n \) with \( n \) even are zero. We prove this by induction. Let us assume that for some \( n \) (with \( n \geq 1 \)) we have that

\[
b_{n-1} = 0, \quad a_n = 0. \quad (142)
\]

Using Eq. (135) we deduce

\[
(n + 1)b_{n+1} = 2(n + 2)a_{n+2}. \quad (143)
\]

and from (134) we have

\[
(n + 2)a_{n+2} = -b_{n+1}. \quad (144)
\]

And then we have \( a_{n+2} = b_{n+1} = 0 \). Since (142) is valid for \( n = 1 \) we have proved the desired result. That is, the solutions \( v \) and \( \beta^0 \) satisfy the parity conditions (81) and (82) respectively. Using that \( v \) is an even function of \( \rho \) and that \( v = O(\rho^2) \) it is straightforward to deduce that the regularity condition (122) holds for all times.

We analyze the fall off behavior of the solution \( v \). This behavior is completely determined by the initial data \( f \) and \( g \). Let us assume that the initial data has compact support. In the case of the wave equation, the signal will propagate with finite speed and hence the solution will always have compact support for any finite time. In our case, however, the coupling with the elliptic Eq. (2) produce a non-local behavior. Even if we start with compactly supported data, the function \( \beta^0 \) will instantaneously spread to all space. Let us perform a formal expansion in \( r \) to see the typical behavior of \( v \). We have that \( \beta^0 = O(r^{-1}) \) for all times, this is prescribed by the boundary conditions. In (10) it has been proved that this implies that \( \beta^0/\rho = O(r^{-2}) \), and hence the terms containing \( \beta^0 \) in (1) is \( O(r^{-2}) \). Then, at \( t = 0 \) we obtain that \( \ddot{v} = O(r^{-2}) \). If we take time derivatives of the equations and repeat this argument, we get that all time derivatives of \( v \) are \( O(r^{-2}) \). Then, we conclude that the typical fall-off behavior for asymptotically flat solutions is given by (9), in the sense that we can not expect a faster decay
in general. Instead of compactly supported data we can begin with initial data for \( v \) such that they are \( O(r^{-2}) \) at infinity.

Let us discuss now the most important property of equations (1) and (2) namely the mass conservation. As usual, the mass appears as a second-order quantity that can be calculated in terms of squares of first order quantities. The density (101) up to this order is given

\[
\epsilon = 4 \frac{|\partial v|^2}{\rho^2} + (\Delta v)^2 + |\partial \sigma|^2. \tag{145}
\]

The total mass is calculated by the integral (146). The mass integral is conserved for the full nonlinear equations in this gauge (see (111)) and hence it is conserved at the linearized level. It is however important to compute explicitly this conservation formula using only the linear Eqs. (11) and (2). Note that the function \( \sigma \) appears in the mass and this function should be calculated from \( v \) using Eq. (12). To compute the time derivative of \( m \) we need first to calculate the time derivative of \( \sigma \). Using the evolution Eq. (1) only, we compute

\[
(3) \Delta (\Delta v + 2 \frac{\beta^2}{\rho}) = -\Delta \dot{v} + \frac{1}{\rho} \partial_\rho [\rho (\Delta \beta - 2L(v))],
\]

where we have defined

\[
L(v) = \partial^A \left( \frac{\partial A v}{\rho} \right) = \frac{1}{\rho} \left( \Delta v - \frac{\partial v}{\rho} \right). \tag{147}
\]

Then, using (2) and the time derivative of (12) we get

\[
(3) \Delta (\Delta v + 2 \frac{\beta^2}{\rho} - \dot{\sigma}) = 0. \tag{148}
\]

If we are solving in the whole half plane \( \mathbb{R}^2_+ \), then, by the fall-off conditions, we deduce that the only possible solution of this equation is the trivial one, and hence

\[
\dot{\sigma} = -\Delta v + 2 \frac{\beta^2}{\rho}. \tag{149}
\]

We have proved that Eqs. (11) and (2) together with (12) imply Eq. (147). We can also formulate the system in a different way. We can take (11) and (2) and Eq. (149), instead of (12), as an evolution equation for \( \sigma \). If we take the Laplacian \( (3) \Delta \) to both sides of Eq. (149) and use the identity (146) together with Eq. (2) we obtain

\[
(3) \Delta \dot{\sigma} = -\Delta \dot{v}. \tag{150}
\]

Hence, if we chose initial condition for \( \sigma \) such that

\[
(3) \Delta \sigma|_{t=0} = -\Delta \dot{v}|_{t=0}, \tag{151}
\]

Eq. (150) implies (12). This two different ways of calculating \( \sigma \) correspond to a constrained system and a free system (using the terminology defined in [2]). The previous calculation is nothing but the propagation of the Hamiltonian constraint at the linearized level. For the full Einstein equations, the difference of constrained and free evolution schemes involves different set of evolution equations. In our linear system the evolution equations are the same (namely, (11) and (2)), the difference is the way the function \( \sigma \) (and hence the mass) is calculated. These two ways are of course completely equivalent when the domain is the whole half plane \( \mathbb{R}^2_+ \), however, as we will see, they are not equivalent for a bounded domain.

Using Eqs. (149), (12), (1) and (2) we obtain the following local conservation law for the density \( \epsilon \) defined by (145)

\[
\rho \dot{\epsilon} = \partial_A \epsilon^A, \tag{152}
\]

where

\[
\epsilon_A = 8 \frac{\partial_A v}{\rho} + 2 \rho \sigma \partial_A \sigma + 4 \beta^2 \partial_A v - 4 \dot{\sigma} \partial_A \beta^2. \tag{153}
\]

The vector \( \epsilon^A \) can be interpreted as the energy flow of the gravitational field. If we integrate Eq. (152) in \( \mathbb{R}^2_+ \) we have that the boundary terms vanish both at the axis (by the axial regularity) and at infinity (by the fall off conditions). Then we have

\[
\dot{m} = 0. \tag{154}
\]

We can also integrate Eq. (152) on a bounded domain \( \Omega \), namely we define the mass contained in \( \Omega \) by

\[
m_\Omega = \int_\Omega \rho_\Omega d\rho dz, \tag{155}
\]

and then we have

\[
\dot{m}_\Omega = \oint_{\partial \Omega} \epsilon^A n_A, \tag{156}
\]

where \( n^A \) is the unit normal of \( \partial \Omega \). The quantity \( \epsilon^A n_A \) measure how much energy is leaving or entering the domain. The local conservation formula (152) can be generalized for the non-linear equations [24].

Using the conservation of the mass (154) we can prove uniqueness of solutions of the system. Let us say we have two different solutions with the same initial data. We take the difference between the two solutions. The difference satisfies the same equation with zero initial data. In particular \( \sigma \) on the initial surface is zero. And hence the mass is zero. Since it is conserved the mass is zero for all times, which implies that the solution is zero.

In the case of hyperbolic equations (the wave equation for example) the conservation of the energy gives also local properties of the solution, namely finite speed propagation of signals. However this is not the case here; the elliptic equation implies a non-local behavior of the solution.

The discussion above applies for the domain \( \mathbb{R}^2_+ \) which is the relevant domain for the equations. However, in numerical computation we need to solve the equations on a finite grid and hence it is necessary to impose boundary
conditions on a bounded domain. A typical domain for the numerics is shown in Fig. 1. As we mention in section II, for our present purpose we only need to prescribe some boundary conditions compatible with asymptotic flatness. For example, homogeneous Dirichlet boundary conditions for $v$ and $\beta^p$. However, the mass formula rise an interesting point here. On a bounded domain, to calculate $\sigma$ we have two possibilities. First, we can determine $\sigma$ as the unique solution of the elliptic equation (143) with some boundary conditions. If we do so, then we again deduce Eq. (148). However, from this equation we can not deduce (149). In effect, we have

$$\dot{\sigma} + \Delta v - 2\frac{\beta^p}{\rho} = H,$$

(157)

where $H$ satisfies

$$(3) \Delta H = 0.$$  

(158)

We can not conclude that $H$ is zero from this equation, because $H$ will have non-trivial boundary condition. Namely, let us assume the we prescribe some boundary condition for $\sigma$. We can not control the boundary value of $\Delta v$, and hence we can not ensure that $H$ vanishes at the boundary. In fact, the function $H$ is fixed as the unique solution of (158) with boundary values

$$H|_{\partial \Omega} = (\dot{\sigma} + \Delta v - 2\frac{\beta^p}{\rho})|_{\partial \Omega}.$$  

(159)

Then, if we compute the time derivative of the density $\epsilon$ we get

$$\rho \dot{\epsilon} = \partial_A \epsilon_A + \rho H \Delta \dot{v}.$$  

(160)

That is, we do not get a conservation law, there is a volume term given by $H$. There seems to be no boundary conditions for $\sigma$ that can ensure $H$ to vanishes.

The other possibility is to compute $\sigma$ using the evolution equation (149) with initial condition (151). From (139), in the same way as we mentioned above we deduce (150), since in this deduction the boundary conditions play no role. Using the initial data condition (151), from (150) we deduce (124). That is, we are in the same situation as the whole domain. Hence, in this case we recover (152), where $\epsilon_A$ is given by the same expression (153). From this point of view, this evolution scheme appears to be better than the previous one.

In this scheme, we are free to chose any elliptic boundary condition for $\beta^p$ and any boundary condition for $v$ compatible with the wave equation. For $\sigma$ we do not have any freedom, and hence we can not prescribe the boundary value of this function.

A natural choice of boundary conditions would be to force the boundary integral in (150) to have a definite sign. These conditions would have the interpretation of radiative boundary conditions, in the sense that the energy is leaving the domain. To prescribe such conditions seems not to be possible (at least for generic data) since we do not have any control on the term with $\sigma$. However, we can do something intermediate. Namely, if we impose Sommerfeld boundary condition for $v$

$$\dot{v} = -n^A \partial_A v,$$  

(161)

and homogeneous Dirichlet conditions for $\beta^p$ we have that the first term in (153) has negative sign, the third term is zero. For the second and fourth term we have no control a priori. But we can expect that the influence of these term is small at least for some class of initial data. If this is true, then we get

$$\dot{m}_\Omega \leq 0.$$  

(162)

This is what we observe in our numerical simulations described in the next sections.

VI. NUMERICAL IMPLEMENTATION

In this section we want to study numerically the initial-boundary value problem (IBVP) for the Eqs. (11) and (2). In this problem the symmetry axis, $\rho = 0$, becomes a boundary of our domain. Notice then, that working with the variable $v$ poses an inconvenient as regards the boundary condition at $\rho = 0$ since, according to (8), this function satisfies both, homogeneous Dirichlet boundary condition and homogeneous Neumann boundary condition. It is then convenient to rewrite the equations in terms of a new variable for which the smoothness properties at the symmetry axis defines a unique, equivalent, boundary condition. We define $\bar{v} = v/\rho$. This new variable vanishes linearly with $\rho$ and the correct boundary condition is simply homogeneous Dirichlet at $\rho = 0$.

The equation for $\bar{v}(\rho, z, t)$, with $\rho \in [0, R]$, $z \in [0, L]$, and $t \geq 0$, is

$$\ddot{\bar{v}} = \Delta \bar{v} + \partial_\rho \left( \frac{\bar{v}}{\rho} \right) + \partial_\rho \left( \frac{\beta^p}{\rho} \right),$$  

(163)

where $\beta^p(\rho, z, t)$ is determined by the elliptic equation

$$\Delta \beta^p = 2 \left( \Delta \bar{v} + \partial_\rho \left( \frac{\bar{v}}{\rho} \right) \right)$$  

(164)
with homogeneous Dirichlet boundary conditions,
\[ \beta^p(0, z, t) = \beta^p(R, z, t) = 0, \quad z \in [0, L], \]
\[ \beta^p(\rho, 0, t) = \beta^p(\rho, L, t) = 0, \quad \rho \in [0, R], \]
for all \( t \in [0, \infty) \).

The boundary condition for \( \bar{v} \) at the symmetry axis is
\[ \bar{v}(0, z, t) = \bar{v}(\rho, 0, t) = \bar{v}(\rho, L, t) = 0, \]
while at the outer boundaries we study two possibilities, homogeneous Dirichlet,
\[ \bar{v}(R, z, t) = \bar{v}(\rho, 0, t) = \bar{v}(\rho, L, t) = 0, \]
or Sommerfeld (outgoing waves)
\[ \bar{v}(R, z, t) = -\partial_z \bar{v}(R, z, t), \]
\[ \bar{v}(\rho, 0, t) = \bar{v}_z(z, 0, t), \]
\[ \bar{v}(\rho, L, t) = -\bar{v}_z(\rho, L, t). \]

The initial data are
\[ \bar{v}(\rho, z, 0) = \bar{v}_0(\rho, z), \]
\[ \bar{v}(\rho, 0, z) = \bar{v}_0(\rho, z), \]
where \( \bar{v}_0 \) and \( \bar{v}_0 \) are \( C^\infty \) functions with compact support in \((0, R) \times (0, L)\) so that the compatibility of the boundary and initial data is not an issue.

The Eqs. (163)–(169) constitute the boundary value problem (BVP) we approximate with our finite difference scheme.

We want to emphasize here an important difference between our numerical approach with the usual approaches in the area (see for example [3]). We solve the BVP for (163) as a second-order equation just as written above, i.e., we do not reduce (163) to a first order system of \( \rho \) and \( z \). The treatment of evolution equations as second-order equations as opposed to first order systems of equations has several advantages. For example, the number of dynamical fields, and then the number of equations, is not increased. This facilitates the treatment of the boundary conditions. There are also numerical accuracy advantages. In the context of general relativity, this has been stressed in [23]. In particular the simplest proofs of well-posedness for general initial-boundary value problems for Einstein’s equations have been found recently using second-order systems of equations [23, 24].

a. The Implementation. In our numerical experiments, we always consider square domains, i.e., \( R = L \).

To define the numerical grid let \( N \) be a positive integer and \( h = L/N \) the space stepsize. We define our grid to be half a stepsize displaced from all the boundaries. We think of our grid as a uniformly distributed set of points each of which is at the center of one of the \( N^2 \) square cells covering the domain. The coordinates of the gridpoint at the site \((i, k)\) are then
\[ \rho_i = h(i - 3/2), \quad i = 0, 1, 2, \ldots N + 3 \]
\[ z_k = h(k - 3/2), \quad k = 0, 1, 2, \ldots N + 3 \]
The sites \((i, k)\) with \( 2 \leq i, k \leq N + 1 \) are within the domain, while the sites with \( i = 0, 1, N + 2, N + 3 \) and \( k = 0, 1, N + 2, N + 3 \) are “ghost points” used to ease the implementation of the boundary conditions [7]. Time is discretized as
\[ t_n = n\delta t, \quad n = 0, 1, 2, 3, \ldots \]

We use capital latin letters to denote the grid functions associated to the dynamical variables. Also, we use sub-indices to denote the space-site indices and a super-index to denote the time step. This is,
\[ V^n_{i,k} \] corresponds to \( \bar{v}(\rho_i, z_k, t_n) \)
\[ B^n_{i,k} \] corresponds to \( \beta^p(\rho_i, z_k, t_n) \)

Besides the uniform grid we introduce the extra gridpoints placed at the physical boundary
\((\rho = L, z_k), \quad (\rho_i, z = 0), \quad (\rho_i, z = L)\)
and denote the values of \( \bar{v} \) at these points as
\[ \bar{V}_{L,i}^n, \quad \bar{V}_{i,0}^n, \quad \bar{V}_{i,L}^n \]

In our difference scheme we approximate space derivatives by the standard fourth order accurate centered difference operators given by [23]
\[ D := D_0 \left[ I - \frac{h}{6} D_+ D_- \right] \]
\[ D^2 := D_+ D_- \left[ I - \frac{h^2}{12} D_+ D_- \right] \]
and add a sub-index \( \rho \) or \( z \) to indicate what coordinate the operator is acting on. For example \( D^2_\rho \bar{v}(\rho_i, z_k, t_n) \) is approximated by
\[ D^2_\rho V^n_{i,k} = \frac{-V^n_{i,k+2} + 16V^n_{i,k-1} - 30V^n_{i,k} + 16V^n_{i,k+1} - V^n_{i,k+2}}{12h^2} \]

At every time step we need to solve the elliptic Eq. (173) which we approximate by
\[ (D^2_\rho + D^2_z)B^n_{i,k} = 2 \left( D^2_\rho + D^2_z \right) V^n_{i,k} + D_\rho \left( \frac{V^n_{i,k}}{\rho_i} \right), \quad i, k = 2, 3, \ldots N + 1 \]

We solve this difference equation iteratively using the Gauss-Seidel iteration scheme, and stop the iteration when the difference between both sides in (176) is smaller, in maximum norm, than a given small tolerance \( \varepsilon \). We then extend the solution to the ghost points—so that the homogeneous boundary condition is satisfied—as follows
\[ B^n_{0,k} = -B^n_{3,k}, \quad B^n_{1,k} = -B^n_{2,k} \]
\[ B^n_{N+2,k} = -B^n_{N+1,k}, \quad B^n_{N+3,k} = -B^n_{N+2,k} \]
\[ B^n_{i,0} = -B^n_{i,3}, \quad B^n_{i,1} = -B^n_{i,2} \]
\[ B^n_{i,N+2} = -B^n_{i,N+1}, \quad B^n_{i,N+3} = -B^n_{i,N} \]
We now describe how we approximate \( \frac{\partial}{\partial t} \) using fourth-order accurate difference approximations in space; to use second-order accurate approximations instead, we just need to change \( D \) and \( D^2 \) in what follows by \( D_0 \) and \( D_+D_- \) respectively.

\[ t = 0, \text{ We set} \]

\[ V_{i,k}^0 = \bar{v}_0(\rho_i, z_k), \quad i, k = 2, 3, \ldots N + 1 \]  

(177)

and extend the solution to vanish at all ghost points and boundary points since the initial data has compact support. Then we compute \( B_{i,k}^0 \) by solving (176) as explained above.

\[ t = \delta t \text{ (first step). We do, for } i, k = 2, 3, \ldots N + 1, \]

\[ V_{i,k}^1 = V_{i,k}^0 + \delta t \bar{v}_0(\rho_i, z_k) + \frac{1}{2}(\delta t)^2 \left( (D_\rho^2 + D_z^2) V_{i,k}^0 \right. \]

\[ + D_\rho (V_{i,k}^0 / \rho_i) + D_\rho (B_{i,k}^0 / \rho_i) \)  

(178)

Now, if working with boundary condition (166), (167), we define the solution at the boundary points to vanish

\[ \bar{V}_{L,k}^1 = \bar{V}_{i,0}^1 = \bar{V}_{i,L}^1 = 0, \]  

(179)

while if working with boundary condition (166), (168) we evolve the boundary points by integrating the boundary condition using explicit Euler scheme. For example for the boundary \( \rho = L \)

\[ \bar{V}_{L,k}^1 = \bar{V}_{L,k}^0 - \delta t \bar{D} \bar{V}_{L,k}^0, \]  

(180)

where

\[ \bar{D} \bar{V}_{L,k}^0 = \frac{27(\bar{V}_{N+2,k}^0 - \bar{V}_{N+1,k}^0) - (\bar{V}_{N+3,k}^0 - \bar{V}_{N,k}^0)}{24h} \]

is a fourth-order accurate approximation of the normal first derivative at the border \( \rho = L \). We now extend the solution to the ghost points as

\[ V_{0,k}^1 = -V_{3,k}^1, \quad V_{1,k}^1 = -V_{2,k}^1 \]

\[ V_{N+2,k}^1 = 2\bar{V}_{L,k}^1 - V_{N+1,k}^1, \quad V_{N+3,k}^1 = 2\bar{V}_{L,k}^1 - V_{N,k}^1 \]

\[ V_{i,0}^1 = 2\bar{V}_{i,0}^1 - V_{i,3}^1, \quad V_{i,1}^1 = 2\bar{V}_{i,0}^1 - V_{i,2}^1 \]

\[ V_{i,N+2}^1 = 2\bar{V}_{i,L}^1 - V_{i,N+1}^1, \quad V_{i,N+3}^1 = 2\bar{V}_{i,L}^1 - V_{i,N}^1 \]

Finally, we compute \( B_{i,k}^1 \) as explained above.

At \( t = n \delta t \) With \( n = 2, 3, \ldots \) we evolve the solution with the two step method

\[ V_{i,k}^{n+1} = 2V_{i,k}^n - V_{i,k}^{n-2} + (\delta t)^2 \left( (D_\rho^2 + D_z^2) V_{i,k}^{n-1} \right. \]

\[ + D_\rho (V_{i,k}^{n-1} / \rho_i) + D_\rho (B_{i,k}^{n-1} / \rho_i) \)  

(181)

for \( i, k = 2, 3, \ldots N + 1 \). Then we impose the boundary conditions exactly as done in the first step. Finally we compute \( B_{i,k}^2 \) as explained above.

We notice that the second derivative in time is approximated by \( D_+D_- \) which is second-order accurate. The time step we use in all our runs is \( \delta t = h/10 \). The ratio \( \delta t / h = 0.1 \) satisfies the Courant condition and we see from our runs that the whole method turns out to be numerically stable.

Besides the solution \( V_{i,k}^n \) and \( B_{i,k}^n \), an essential quantity we want to compute is the mass \( m(t) \), defined by \( (145) \) and \( (155) \), during the whole evolution. To this end we need to compute \( \sigma(t) \) on the physical domain at all times. Given the approximations of \( \bar{v} \) and \( \beta \), we compute \( \sigma(t) \) by integrating (149)—rewritten in terms of \( \bar{v} \), as an ODE at each gridpoint. The initial data for these ODEs is computed by solving the elliptic Eq. (151), also rewritten in terms of \( \bar{v} \), only once at initial time with homogeneous Dirichlet boundary conditions and using the same technique we use to compute \( \beta \). The first time step to integrate (149) is carried out with explicit Euler method, and from there on with the two-step, second-order accurate, Leap-Frog method. We evaluate the integral in (155) with the midpoint rule.

VII. TESTS, RUNS AND NUMERICAL RESULTS

The numerical calculations we carry out in this work pursue two main objectives. The first objective is to make plausible that the initial-boundary value problem for \( (163) \) is well-posed. If we were simulating an IBVP that is not well-posed, the expectation would be that almost any consistent numerical simulation of the problem would fail to pass convergence tests, numerical stability tests, or both. We show below that both kind of numerical tests are passed satisfactorily by our numerical approximation. The second objective is to study the behavior of the mass in these initial-boundary value problems. In particular, we will show that for fixed initial data, the larger the domain used in our calculation is, the longer and better the mass approaches a constant value.

We use in our runs two kinds of initial data which are smooth and strongly decaying outside a small region (Gaussian functions). The first is

\[ \bar{v}_0(\rho, z) = \exp \left( \frac{(\rho - 1/2)^2 + (z - L/2)^2}{0.1^2} \right), \]  

(182)

\[ \bar{v}_0(\rho, z) = 0, \]

which decays very fast as \( (\rho, z) \) get away from \((1/2, L/2)\) and so approximate very well a compact support data on the domains we use. The second is the same kind of function but for \( \bar{v}_0 \) instead of \( \bar{v}_0 \). namely

\[ \bar{v}_0(\rho, z) = 0, \]

\[ \bar{v}_0(\rho, z) = 50 \exp \left( \frac{(\rho - 1/2)^2 + (z - L/2)^2}{0.1^2} \right). \]  

(183)

Linearity of the problem tells us that the runs with \( \bar{v}_0 \neq 0 \), or \( \bar{v}_0 \neq 0 \), can be performed separately. A
solution with general initial data is the superposition of two solutions, one with each kind of data.

b. Elliptic Solver Tolerance. We need to determine the value of $\varepsilon$ to use in our runs. To this end we perform runs for six different values of $\varepsilon$ with all other parameters fixed to typical values in our runs. In these tests runs we use initial data given by (182) and Sommerfeld boundary conditions [169, 168]. We then analyze the different values of the mass obtained for the six solutions. By comparing the variations of $m_\Omega(t)$ with respect to the initial value of $m_\Omega$, we see from our runs show that the evolution is not very sensitive to the tolerance $\varepsilon$. Fig. 2 shows that the plot for the different computed masses superimpose when plotted in the full mass scale. The detail in the figure shows convergence of $m_\Omega$ as $\varepsilon \to 0$.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{mass_evolution}
\caption{Evolution of the mass for six different values of the tolerance $\varepsilon$. The upper plot shows the six runs in full mass scale. In this scale the six curves look superimposed. The lower plot shows a detail of the initial “flat” region in amplified scale.}
\end{figure}

In table I we show the maximum absolute difference between the computed masses with respect to the most accurate one (corresponding to $\varepsilon = 10^{-6}$) and the time of occurrence.

Based on this test we choose to use $\varepsilon = 10^{-3}$ in our further runs, which gives more that necessary accuracy for our discussion (around $10^{-6}$ relative error.)

| $\varepsilon$ | $\Delta m_\Omega$ | $m_{\text{max}}$ | $\delta m_\Omega/m_\Omega$ |
|-------------|------------------|------------------|-------------------------|
| $10^{-1}$   | $1.27 \times 10^{-3}$ | 0.390            | $1.19 \times 10^{-4}$   |
| $10^{-2}$   | $1.81 \times 10^{-4}$ | 0.406            | $1.69 \times 10^{-5}$   |
| $10^{-3}$   | $1.45 \times 10^{-5}$ | 0.481            | $1.36 \times 10^{-6}$   |
| $10^{-4}$   | $1.08 \times 10^{-6}$ | 0.503            | $1.01 \times 10^{-7}$   |
| $10^{-5}$   | $8.19 \times 10^{-8}$ | 0.509            | $7.65 \times 10^{-9}$   |

TABLE I: Values of $\Delta m_\Omega = \max_i |m_\Omega(t) - m_{\Omega 10^{-\varepsilon}}(t)|$ and time of occurrence for different values of the tolerance $\varepsilon$. Initial mass is $m_{\Omega 10} = 10.7083$.

c. Convergence Tests. To study convergence of the numerical solution we perform two series of runs in a unitary square domain with the initial data (182). In the first series we use homogeneous Dirichlet boundary conditions and in the second Sommerfeld boundary conditions.

Each series consists of four runs. In the successive runs we use $h = 1/N$ with $N = 50; 100; 200; 400$. In all runs $\delta t = h/10$. Thus, in the second, third and fourth runs both $h$ and $\delta t$ are divided by 2 with respect to the previous run. Let us call $V(t)$ the solution computed using mesh-size $h$.

The first, simplest and indirect, convergence test is to plot the masses for each run as a function of time and check, graphically, whether they converge as the value of $h$ diminishes. Figures 3 and 4 show that this is in fact the case.

A second more strict convergence and accuracy test is as follows. We compute the $L_2$ norm of the difference between two successive runs. A simple analysis shows that, when the method is convergent and the mesh and time-step sizes are small enough, the quotient

$$Q_h(t_n) = \frac{||V(h/2)(t_n) - V(h/4)(t_n)||_2}{||V(h/4)(t_n)||_2}$$

approaches the value $2^p$ where $p$ is the accuracy order of the method. Our method is fourth-order accurate in space and second-order in time. Therefore the expectation is that we obtain values of $Q_h$ that are close to 4 at most times.

To compute the $L_2$-norms we use the midpoint rule to approximate the integration on the coarsest grid of the two solutions being subtracted. Notice that the coarse grid is not sub-grid of a the fine one, as they are displaced from the domain boundaries by different amounts. Then, to evaluate the finest solution on the coarse grid we need to interpolate this solution. To do this we use bilinear interpolation.

The results of this analysis are shown in the table II and III. The test is passed satisfactorily.

d. Stability Tests. Numerical stability means that the solution to the IBVP stays bounded during time evolution. Typical signs of instability are the appearance of artifacts in the plot of the solution as a consequence of evolution and in most cases, after a while, the complete break-down of the solution. If an instability has its root
on the ill-posedness of the analytic problem underneath, the expectation is that some high frequency modes of the solution explode exponentially fast and are detected at very short times of the numerical evolution. For some more benign ill-posed problems (like weakly-hyperbolic problems) the growing of instabilities is only polynomial and it may take longer to detect them.

We performed several series of runs using both kinds of boundary conditions (166) or (167) and both kinds of initial data (182) or (183) on different domains and during several time intervals. We studied the plots of the solutions in all cases and they always look smooth, agreement with the boundary conditions imposed and never showed any sort of strange artifact. Typical plots for $\vec{v}(\rho, z, t)$ are shown in Fig. 3. We have also studied the plots of $\beta(\rho, z, t)$ in these runs and no sign of instability showed.

A second, physically meaningful, test for stability is provided by the study of the mass $m_{\Omega}$ which in this problem is a sort of incomplete $H^2$ Sobolev norm of the solution. As explained in Sec. VII the mass is conserved for the Cauchy problem in the whole space. On bounded domains this is no longer true, but we expect that it stays bounded when using homogeneous Dirichlet boundary conditions, and that it goes to zero when using Sommerfeld boundary conditions. We analyze the behavior of the mass below.

| $t$  | $\| V^{(2)} - V^{(3)} \|_{L_2}$ | $\| V^{(3)} - V^{(4)} \|_{L_2}$ | $Q_h(t)$ |
|-----|-------------------------------|-------------------------------|---------|
| 0.05| $5.2744 \times 10^{-5}$       | $1.3214 \times 10^{-5}$       | 3.9913  |
| 0.10| $8.2053 \times 10^{-5}$       | $2.0665 \times 10^{-5}$       | 3.9706  |
| 0.15| $9.2690 \times 10^{-5}$       | $2.3339 \times 10^{-5}$       | 3.9715  |
| 0.20| $9.8158 \times 10^{-5}$       | $2.4938 \times 10^{-5}$       | 3.9360  |
| 0.25| $1.1260 \times 10^{-4}$       | $2.8857 \times 10^{-5}$       | 3.9020  |
| 0.30| $1.3325 \times 10^{-4}$       | $3.4686 \times 10^{-5}$       | 3.8436  |
| 0.35| $1.6185 \times 10^{-4}$       | $4.4464 \times 10^{-5}$       | 3.6401  |
| 0.40| $1.8421 \times 10^{-4}$       | $4.9874 \times 10^{-5}$       | 3.6934  |
| 0.45| $2.2492 \times 10^{-4}$       | $6.9417 \times 10^{-5}$       | 3.2402  |
| 0.50| $2.9719 \times 10^{-4}$       | $6.9240 \times 10^{-5}$       | 4.2923  |
TABLE III: Convergence and accuracy quotient for solutions with Sommerfeld boundary condition. On the coarsest grid $h = 10^{-2}$.

| $t$  | $\|V^{(2)} - V^{(3)}\|_{L^2}$ | $\|V^{(3)} - V^{(4)}\|_{L^2}$ | $Q_h(t)$ |
|------|-------------------------------|-------------------------------|---------|
| 0.04 | 6.6922\times 10^{-5}          | 1.6703\times 10^{-5}         | 4.0067  |
| 0.08 | 6.2007\times 10^{-5}          | 1.5756\times 10^{-5}         | 3.9355  |
| 0.12 | 9.1495\times 10^{-5}          | 2.9581\times 10^{-5}         | 3.9854  |
| 0.16 | 9.2694\times 10^{-5}          | 2.9115\times 10^{-5}         | 3.9431  |
| 0.20 | 1.0935\times 10^{-4}          | 2.7940\times 10^{-5}         | 3.9138  |
| 0.24 | 1.4427\times 10^{-4}          | 3.8153\times 10^{-5}         | 3.7813  |
| 0.28 | 1.6740\times 10^{-4}          | 4.6440\times 10^{-5}         | 3.6047  |
| 0.32 | 1.2407\times 10^{-4}          | 3.2083\times 10^{-5}         | 3.8671  |
| 0.36 | 1.6740\times 10^{-4}          | 4.6440\times 10^{-5}         | 3.6047  |
| 0.40 | 1.8389\times 10^{-4}          | 5.0471\times 10^{-5}         | 3.6434  |

**VIII. FINAL COMMENTS**

In this article we have deduced the linear system (1) and (2) and we have analyzed some of its properties. Among them, the most relevant are the mass conservation and the numerical stability. The main open problem e. Behavior of the Mass. As explained before the mass, defined by (145) and (155), is a conserved quantity when the Cauchy problem is considered in the whole space (i.e., $\Omega$ is $\mathbb{R}^2$). In our numerical tests we solve the initial boundary value problem on compact domains where no known boundary conditions imply mass conservation. However, an interesting study for the mass evolution can be done as follows. We solve the IBVP on domains of different size but use, in all runs, the same initial data, at the same distance from the symmetry axis. The initial data are chosen to decay exponentially fast outside a region which is small compared to the smallest of the domains we use. Clearly, the expectation is that the larger the domain is the closest to constant the mass stays during evolution.

We do series of runs for homogeneous Dirichlet boundary conditions and for Sommerfeld (outgoing waves) boundary conditions. The plots for the Dirichlet case are shown in Fig. 6. Observe that the plot is not on full mass scale. The three curves show an almost constant initial region and then variations of small relative amplitude. After an initial peak immediately after the constant region the amplitude of the variations is, roughly speaking, 2% for the 1.28 $\times$ 1.28 domain, 1% for the 2.56 $\times$ 2.56 domain and 0.6% for the 5.12 $\times$ 5.12 domain. The amplitude clearly diminishes when the domain increases size. For the case of Sommerfeld boundary conditions, the plots of the mass evolution can be seen in Fig. 7. This series of three runs is totally analogous to the previous case. The only change is the boundary condition used. As can be inferred from the plot in full mass scale, the energy leaks though the boundary as expected.
is to prove that this system is well-posed. Remarkable enough, it seems to be not much literature on this class of linear systems which are singular at the axis.

Once the well-posedness problem is solved, we believe that the future research on the subject can be divided in two parallel but complementary roads. The first one is to extend the well-posedness from the linear system to the full Einstein equations in the maximal-isothermal gauge. The non-linear lower order terms introduce extra difficulties (see [6]). There are many possible evolutions schemes (see the discussion in [7]). It is very likely that few of them (or may be only one) are well-posed. If this is the case, the resolution of the well-posedness question will lead us to select (or even discover) the correct evolution scheme. After the local problem is solved, the next step is to use the global conservation of the mass to control the full non-linear evolution in this gauge. A natural first example would be to recover the non-linear stability of Minkowski [29] in this gauge. The expectation is that the “flat” region presents very small variations of around 0.03%.

![Graph](image_url)

**FIG. 7**: Evolution of the mass $m_\Omega$ as a function of time for three solutions with Sommerfeld boundary condition, the same initial data but on domains of different size. In the upper right corner the each curve is associated to the corresponding domain. The lower plot shows in amplified scale that the flat region presents very small variations of around 0.03%.

kind of approach to this problem; although, of course, always restricted to axial symmetry. The ultimate and difficult goal is to say something, in this gauge, about the non-linear stability of a black hole in axial symmetry.

The second road is the study axially symmetric perturbation but with a black hole as background solution. Linear stability of the Kerr black hole is a relevant open problem which is currently intensively studied (see the review articles [30], [31] and references therein). The expectation is that the mass formula can help to prove linear stability under axially symmetric perturbation of the Kerr black hole.
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**APPENDIX A: USEFUL FORMULAS**

We collect in this appendix some useful formula that are used in the main part of this article. The conformal Killing operator in 2-dimensions with respect to the metric $q_{AB}$ is defined by

$$\{L_\beta\}_{AB} = D_A\beta_B + D_B\beta_A - q_{AB}D_C\beta^C. \tag{A1}$$

For the particular case of a flat metric $\delta_{AB}$ this definition reduce to

$$\{L_\beta\}_{AB} = \partial_A\beta_B + \partial_B\beta_A - \delta_{AB}\partial_C\beta^C. \tag{A2}$$

For this operator we have the following identity often used in the article

$$\partial^B\{L_\beta\}_{AB} = \Delta\beta_A. \tag{A3}$$

The Christoffell symbols of the metric $q_{AB}$ defined by [37] are given by

$$\Gamma^C_{AB} = \delta^C_B\partial_Au + \delta^C_A\partial_Bu - \partial^C_au\delta_{AB}, \tag{A4}$$
and the Ricci tensor is given by
\[ (2) R_{AB} = -\Delta u \delta_{AB}, \quad (2) R = -2e^{-2u} \Delta u. \]  
(A5)

Under the conformal rescaling, the differential operators relevant in this article transform as follows
\[ \Delta_q f = e^{-2u} \Delta f, \]  
\[ \mathcal{L}_q(\beta)_{AB} = e^{2u} \mathcal{L}(\hat{\beta})_{AB}, \]  
\[ D_B \chi^{AB} = e^{-4u} \partial_B \hat{\chi}^{AB}, \]  
where we have defined
\[ \beta_A = e^{2u} \hat{\beta}_A, \quad \chi^{AB} = e^{-4u} \hat{\chi}^{AB}. \]  
(A9)

We follow the convention that the indices for hat quantities are moved with the flat metric \( \delta_{AB} \) and indices of non-hat quantities with the metric \( q_{AB} \). Then, we have
\[ \chi_{AB} = \hat{\chi}_{AB}, \quad \beta^A = \hat{\beta}^A. \]  
(A10)

That is why we suppress the hat notation for the tensors \( \hat{\chi}_{AB} \) and \( \hat{\beta}^A \) in the main part of this article.

Take an arbitrary spacelike foliation on \( \mathcal{N}, h_{ab} \). The 2+1 decomposition of the wave operator is given by
\[ \Box f = -f' + \Delta_q f + D_A \frac{D_A \alpha}{\alpha} + f' \chi, \]  
(A11)

where have made use of the following useful formulas
\[ n^a \nabla_a n_A = \frac{\partial A \alpha}{\alpha}, \quad n^a \nabla_a n_t = \frac{\beta^A \partial A \alpha}{\alpha}. \]  
(A12)
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