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A B S T R A C T

The outbreak of coronavirus is spreading at an unprecedented rate to the human populations and taking several thousands of life all over the globe. In this paper, an extension of the well-known susceptible-exposed-infected-recovered (SEIR) family of compartmental model has been introduced with seasonality transmission of SARS-CoV-2. The stability analysis of the coronavirus depends on changing of its basic reproductive ratio. The progress rate of the virus in critical infected cases and the recovery rate have major roles to control this epidemic. Selecting the appropriate critical parameter from the Turing domain, the stability properties of existing patterns is obtained. The outcomes of theoretical studies, which are illustrated via Hopf bifurcation and Turing instabilities, yield the result of numerical simulations around the critical parameter to forecast on controlling this fatal disease. Globally existing solutions of the model has been studied by introducing Tikhonov regularization. The impact of social distancing, lockdown of the country, self-isolation, home quarantine and the wariness of global public health system have significant influence on the parameters of the model system that can alter the effect of recovery rates, mortality rates and active contaminated cases with the progression of time in the real world.
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1. Introduction

Susceptible ($S$) individuals are those who have never been infected with and thus have no immunity against COVID-19. Susceptible individuals become exposed once they are infected with the disease. The next stage is Exposed ($E$) individuals in which those who have been infected with COVID-19 but are not yet infectious to others. An individual remains exposed for the length of the incubation period, after which they become infectious and experience non-critical clinical symptoms ($I_1$). Infected ($I_1$) individuals with a non-critical infection experience symptoms like fever and cough and may even have mild pneumonia but do not require hospitalization. These individuals may either recover or progress to the critical stage of the disease. One step further when the Infected ($I_2$) individuals with a critical infection experience respiratory failure, septic shock, and/or multiple organ dysfunction or failure and require treatment in an ICU. These individuals may either recover or die from the disease. Recovered ($R$) individuals are those who have recovered and are assumed to be immune to future infection with COVID-19 and lastly dead ($D$) individuals are those who have died in COVID-19. The flow chart diagram is given in (1).

Previously many studies have been done on the natural clinical progression of COVID-19 infection [43,44,54,69]. Infected individuals do not immediately develop severe symptoms, but instead pass through milder phases of infection first. In some studies, mild infections are grouped into two different categories, mild and moderate, where individuals with moderate infection show radiographic signs of mild pneumonia. These mild and moderate cases occur at roughly equal proportions [73]. There is some debate about the role of pre-symptomatic transmission (occurring from exposed cases) and asymptomatic infected cases for coronavirus, which are not include in the present model [38,42]. Here, a compartmental epidemiological model is formulated, followed by the traditional SEIR model, to illustrate the spread and clinical progression of COVID-19 [11,37,48,67]. It is important to track the different clinical outcomes of infection, since they require different level of healthcare resources to care for and may be tested and isolated at different rates [4,24,46,61]. Susceptible ($S$) individuals who become infected start out in an exposed class ($E$), where they are asymptomatic and do not transmit infection. The rate of progressing from the exposed stage to the infected stage ($I_1$), where the individual is symptomatic and infectious, occurs at rate $\alpha$. Infected individuals begin with non-critical infection ($I_1$), with a recovery rate $\gamma_1$, and progress to critical infection ($I_2$), at rate of $\alpha$. Indi-
individuals with critical infection recover at rate $\gamma_2$ and death with rate of $\mu$. Recovered individuals are tracked by class (R) and are assumed to be protected from re-infection for life [20,77]. Individuals may transmit the infection at any stage with the transmission rates $\beta_1$ and $\beta_2$ respectively [7,8,13,18]. The formulation of model is considered as a system of differential equations and the outcome therefore indicates the prospective values of every portion [9,10,45,55,57]. It does not take into account stochastic events, and so the epidemic cannot go extinct even when it gets to very low values (except when an intervention is stopped, at which case the number of individuals in each state is rounded to the nearest integer). The models do not fit for the imparity of expectant variables, which may occasionally be large. Population group experiences non-critical phase before turning as critical infected group. However, individual associated with in a critical group may die and rest of the population transmits the infection at similar rate with susceptible to infected groups. Therefore, the SARS-CoV-2 model system is introduced as follows:

\[
\frac{dS}{dt} = - (\beta_1 I_1 + \beta_2 I_2) S, \\
\frac{dE}{dt} = (\beta_1 I_1 + \beta_2 I_2) S - aE, \\
\frac{dI_1}{dt} = aE - (\gamma_1 + \alpha) I_1, \\
\frac{dI_2}{dt} = \alpha I_1 - (\gamma_2 + \mu) I_2, \\
\frac{dR}{dt} = \gamma_1 I_1 + \gamma_2 I_2, \\
\frac{dD}{dt} = \mu I_2. \\
\]

The initial conditions of (1) are given as $S(0) \geq 0$, $E(0) \geq 0$, $I_1(0) \geq 0$, $I_2(0) \geq 0$, $R(0) \geq 0$, $D(0) \geq 0$. The dynamical behaviour of the model system is calculated by a set of rate parameters which include the transmission rates $\beta_1$ and $\beta_2$, the progression rates $\alpha$ and $\alpha$, the recovery rates $\gamma_1$ and $\gamma_2$, and the death rate $\mu$. In general, the parameter values are not measured directly in studies, other measurable quantities could be supported to back out these parameters. The time spent in the exposed class is called the incubation period and is generally assumed to be equal to the time between exposure to an infected source and the development of symptoms. In the model the average incubation period is $\frac{1}{\gamma_1}$. The infectious period is the time during which an individual can transmit to others [35,58,60]. There are potentially two different infectious periods, occurring during each clinical stage of infection $I_1$ and $I_2$. Duration of each of these stages has been observed. The study shows that an individual is most infectious during the stage of non-critical infection period. At this period population would still be in the community and feeling well enough to interact with others. However there is also a chance to transmit the disease into the further stage such as critical stage [19,66]. This phenomena is exemplified such as the transmission from hospitalized patients to their healthcare providers. At a population level, we expect most transmission to occur from these individuals with non-critical stage of infection, since most of the patients do not progress past this stage. For COVID-19, one can estimate the duration of the first stage from the duration of non-critical symptoms, the time from symptom onset to hospitalization (e.g. progress to critical stage), or the duration of viral shedding via sputum or throat swabs, the serial interval between symptom onset in an index case and a secondary case they infect. The probability of progressing to the critical stage is equal to the proportion of all infections that end up to critical. Individuals with critical infection ($I_2$) need hospitalization. The duration of critical infections, which could be reported as the time from hospital admission to recovery for individuals or the time from hospital admission to ICU admission (since critical cases require ICU-level care). Since there are not direct estimates of this duration, we instead use estimates of the total time from symptom onset to ICU-admission (e.g. the length of critical infection). At the critical infection stage ($I_2$) ICU care, generally with mechanical ventilation, is required. The duration of this stage of infection is the time from ICU admission to recovery or death. Study report shows that the total time from hospital admission to death, which can approximate the duration of the critical stage [34–36]. The case fatality ratio (CFR) describes the fraction of all symptomatic infected individuals who eventually die. Since individuals must progress to critical infection to die, the conditional probability of someone in the critical stage dying vs recovering is given by the CFR divided by the fraction of all critical infections.

1.1. Extended SEIR model with seasonality transmission of the disease

The model now includes the possibility for asymptomatic infection. After leaving the $E$ class, a fraction $p$ of individuals
develop asymptomatic infection (enter \( I_0 \) class), whereas the remaining fraction \( 1 - p \) develop symptomatic infection (enter \( I_1 \) class). Asymptomatic infection never progresses to more severe stages. The rate of recovery from asymptomatic infection is \( \gamma_0 \). Asymptomatically-infected individuals may transmit to others at rate \( \beta_0 \). The original sliders that control the fractions of infections that are mild vs severe vs critical now have the interpretation as being the fraction of symptomatic infections that enter each of these stages. The model now also includes the possibility that exposed individuals who have not yet developed symptoms may still be able to transmit the virus (“pre-symptomatic transmission”). To model this, there is a division of the \( E \) class into two separate classes, \( E_0 \) (no symptoms or transmission) and \( E_1 \) (no symptoms but can transmit). The rate of exit from \( E_0 \) is \( a_0 \) and from \( E_1 \) is \( a_1 \). Now, there is a scope to include the option for seasonality in the transmission rates. All transmission rates are modified by a factor \( \sigma(t) = 1 + \epsilon \cos(2\pi (t - \phi)) \), where \( \epsilon \in [0, 1] \) is the relative amplitude of the seasonal oscillations and \( \phi \in [-\infty, \infty] \) is the phase, and determines the time (in years) of the peak in transmission relative to the time the simulation starts. The values of the user inputs for the transmission rates are interpreted as the rates at time zero of the simulation. This input will be equal to the peak transmission if \( \phi = 0 \), as the minimum transmission of if \( \phi = \frac{2\pi}{\omega} \approx 90 \), and as the time-average transmission if \( \phi = \frac{360}{\omega} \approx 180 \) for example. Therefore, the updated model system of SARS-CoV-2 is obtained as follows:

\[
\begin{align*}
\frac{dS}{dt} & = -\left(\beta E_1 + \beta_0 I_0 + \beta_1 I_1 + \beta_2 I_2\right)\sigma(t), \\
\frac{dE_0}{dt} & = \left(\beta E_1 + \beta_0 I_0 + \beta_1 I_1 + \beta_2 I_2\right)\sigma(t) - a_0 E_0, \\
\frac{dE_1}{dt} & = a_0 E_0 - a_1 E_1, \\
\frac{dI_0}{dt} & = p a_1 E_1 - \gamma_0 I_0, \\
\frac{dI_1}{dt} & = (1-p)a_1 E_1 - (\gamma_1 + \alpha) I_1, \\
\frac{dI_2}{dt} & = \alpha I_1 - (\gamma_2 + \mu) I_2, \\
\frac{dD}{dt} & = \mu I_2.
\end{align*}
\]

In this paper, investigation scenario on population dynamics of coronavirus across the globe has been studied. The manuscript is organized as follows: mathematical simulations of epidemiological model and its properties are discussed in Section 2. Stability analysis is elaborately discussed in Sections 3. Conditions of bifurcation analysis is studied in Section 4. Properties of global stabilities and globally existing solutions of the model systems are described in Section 5 and Section 6 respectively. Impact of population density along with time is the mathematical key findings. Spatial temporal stability and weakly nonlinear dynamics are studied in Section 7 and Section 8 respectively. Persistence of the model system and extinction properties are discussed in Sections 9 and 10, respectively. Numerical simulation is described in Section 11. Effective measurement on controlling the disease is discussed in Section 12. Lastly, conclusion and future works are described in Section 13.

2. Mathematical simulations

The interesting part of observation is switching active number cases into close term. Assuming the active number cases, \( A_t \) follows the growth model at an exponential rate such that \( E(A_t) = A_0 e^t \). Practically, the dynamical growth is more critical whereas in a brief duration of time, the model system with exponential growth rate can provide a feasible approximation. In both sides by consideration of natural logarithm, yields \( \ln A_t = r_1 + \ln A_0 \), which exhibits of fitting linear regression of \( \ln A_t \) associated to \( t \). The slope of this fit indicates the estimation of the intrinsic growth rate, \( r \). Doubling time \( (t_d) \) represents an instinctive measurement of the growth rate of population. It has been reported that the number of days for the population to double in size is calculated by setting \( A_1/A_0 = 2 \), yielding \( t_d = \ln 2 \). Public health interventions are firmly aimed at the reduction of virus transmission and also in the lightening the growth of the number of active cases. The earliest indications of intervention success will manifest in lowered growth rates.

2.1. Epidemic Growth Rate

Early in the epidemic, before susceptible are depleted, the epidemic grows at an exponential rate \( r \), which can also be described with doubling time \( t_2 = \ln(2)/r \). During this phase all infected classes grow at the same rate as each other and as the deaths and recovered individuals. The cumulative number of infections that have happened since the outbreak started also grows at the same rate. This rate can be calculated from the dominant eigenvalue of the linearized system of equations in the limit that \( S = N \). During this early exponential growth phase, there will be a fixed ratio of individuals between any pair of compartments. This expected ratio could be used to estimate the amount of under reporting in data. For example, all deaths are reported, but that some mild infections might not be reported, since these patients might not seek health-care or might not be prioritized for testing. These ratios have expected values under the model for a fixed set of parameters. They can be calculated by finding the eigenvector corresponding to the dominant eigenvalue \( r \) for the linearized system described above. Ratios that deviate from these values suggest either (i) under reporting of cases relative to deaths, or (ii) local differences in the clinical parameters of disease progression. The expected ratios are as follows:

\[
\begin{align*}
\frac{I_2}{D} & = \frac{r}{\mu}, \\
\frac{I_1}{D} & = \frac{r}{\alpha}, \\
\text{Total symptomatic} & = \frac{I_1 + I_2}{D} = \frac{r}{\mu} \left[ 1 + \frac{(r + \gamma_2 + r)}{r} \right]. \\
\end{align*}
\]

2.2. Well-posed system

**Theorem 2.1.** The unique solutions of system (1) with satisfying initial conditions \( S(0) \geq 0, E(0) \geq 0, I_1(0) \geq 0, I_2(0) \geq 0, R(0) \geq 0, D(0) \geq 0 \) have been defined as follows:

\[
\begin{align*}
S(t) & = S(0)e^{(-\beta E_1(z)+\beta_1 I_1(z))S(z)dz}, \\
E(t) & = e^{-\alpha t}E(0) + \int_0^t e^{\alpha z} (\beta_1 I_1(z) + \beta_2 I_2(z))S(z)dz, \\
I_1(t) & = e^{-(\gamma_1 + \alpha) t}I_1(0) + \int_0^t e^{(\gamma_1 + \alpha) z}aE(z)dz, \\
I_2(t) & = e^{-(\gamma_2 + \mu) t}I_2(0) + \int_0^t e^{(\gamma_2 + \mu) z}aI_1(z)dz, \\
R(t) & = R(0) + \int_0^t (\gamma_1 I_1(z) + \gamma_2 I_2(z))dz, \\
D(t) & = D(0) + \int_0^t \mu I_2(z)dz.
\end{align*}
\]
where $z \in \mathbb{R}_+$. 

**Proof.** Unique solutions of (1) undergo the method of calculus directly with satisfying the initial criterion that become the set of solutions of (3). □

2.3. Basic Reproductive Ratio

Basic Reproductive Ratio is termed as $R_0$. The basic idea is that $R_0$ is the sum of the average number of secondary infections generated from an individual in stage $I_1$ and the probability that an infected individual progresses to $I_2$ multiplied by the average number of secondary infections generated from an individual in stage $I_2$. The value of $R_0$ for the system (1) is as follows:

$$R_0 = \frac{\beta_1 N}{\alpha + \gamma_1} + \frac{\alpha}{(\alpha + \gamma_1)(\mu + \gamma_2)}.$$

where $N = S + E + I_1 + I_2 + R + D = $Total population size (constant).

Similarly, the value of $R_0$ for the system (2) is as follows:

$$R_0 = \left[ \frac{\beta_2}{\alpha + \gamma_1} + \frac{p \beta_0}{\gamma_0} \left(1 - p\right) - \frac{1}{(\gamma_1 + \alpha)} \right] \left( \beta_1 + \beta_2 \frac{\alpha}{\gamma_2 + \mu} \right).$$

3. Stability analysis

The study has been carried out to find all the feasible solutions of any ecological dynamical system. The best possible definition belongs to the context of the environment. In the environment the main idea of stable neighbourhood and the domain of attraction are represented by dynamical system [56]. When a system is stable for a very small oscillation then it is called the local stability of that system and the system will be globally stable when there exist only a unique equilibrium point in the whole domain of attraction. At first, a model has been considered based on some realistic situation. Afterwards linearisation of the equilibrium points for their stability analysis is investigated. For global stability, the theory of Lyapunov stability is thoroughly utilized in mathematical modeling.

3.1. Properties of fixed-point

Here, all equations of L.H.S. of the model system (1) are equating to zero value. It is assumed that all parametric values are positive and we observe the case of fixed-point without disease i.e. $E = 0 = I_1 = I_2 = R$, so that following condition is satisfied:

$$(S, E, I_1, I_2, R, D) = (1 - f_0, 0, 0, 0, f_0).$$

where $f \in [0, 1]$, which is termed as the fraction of death of (1). With small perturbation such as $\delta$ at the fixed point results the emergence of exposed individuals as follows:

$$(S, E, I_1, I_2, R, D) = (1 - f_0 - \delta, \delta, 0, 0, f_0).$$

Incorporating the value of (5) into (1), we obtain,

$$\frac{dS}{dt} = 0,$$

$$\frac{dE}{dt} = -a\delta < 0,$$

$$\frac{dI_1}{dt} = a\delta > 0,$$

$$\frac{dI_2}{dt} = 0,$$

$$\frac{dR}{dt} = 0,$$

$$\frac{dD}{dt} = 0.$$

which indicates instabilities at the point of (5). Therefore, this phenomena suggests that the characteristics of the dynamical system (1) goes away from the point of (5) towards the decreasing case of susceptible individuals, which is the cause of increasing infected population. Thus using the properties of eigen values, dynamical properties of the stability analysis of infectious disease has been investigated during an outbreak in the next section.

3.2. Stability properties during outbreak

During the initial stage of the pandemic, the infected individuals has been observed in lesser numbers with respect to the entire population. Consider, there are hundred thousand people who belong to infected or exposed population of a country and the number is huge corresponding to health care capacity system of any developed country around the world [6]. However, the countries having more than 100 millions or 1 billion population, the ratio of the infected or exposed population (100,000) and the total population comes down 0.1 or 0.01 respectively. Thus in the initial case of spreading the disease, one modification of the model system (1) is added by considering the susceptible cases as constant ($S(t) = 1$) and therefore $\frac{dS}{dt} = 0$ with fixing the other parametric values of the system (1). Therefore the above consideration of less percentage of infected or exposed individuals suggests that the importance of the entire population is not much significant during the outbreak of pandemic [21] and the model system (1) becomes

$$\begin{bmatrix}
\frac{dE}{dt} \\
\frac{dI_1}{dt} \\
\frac{dI_2}{dt} \\
\frac{dR}{dt} \\
\frac{dD}{dt}
\end{bmatrix} = \begin{bmatrix}
a - (\gamma_1 + \alpha) & \beta_1 & \beta_2 & 0 & 0 \\
0 & a - (\gamma_1 + \alpha) & 0 & 0 & 0 \\
0 & \alpha & a - (\gamma_2 + \mu) & 0 & 0 \\
0 & \gamma_1 & \gamma_2 & a - (\gamma_2 + \mu) & 0 \\
0 & \mu & 0 & 0 & a - (\gamma_2 + \mu)
\end{bmatrix} \begin{bmatrix}
E \\
I_1 \\
I_2 \\
R \\
D
\end{bmatrix}.$$ (7)

Assume that $X = (E \ I_1 \ I_2 \ R \ D)^T$. Now (7) is rewritten in the following form:

$$\frac{dX}{dt} = AX,$$ (8)

whereas $A$ represents as $5 \times 5$ matrix corresponding to the R.H.S. of (7). After the row operation of the matrix $A$, the characteristics equation becomes

$$\lambda^2(\lambda + a)(\lambda^2 + (\mu + \gamma_2 - \xi)\lambda - (\mu + \gamma_2)\xi - \alpha\beta_2) = 0.$$ (9)

where $\lambda$’s are associated eigenvalues and $\xi = \beta_1 - \gamma_1 - \alpha$. The following eigenvalues are obtained,

$$\begin{align*}
\lambda_1 &= \frac{(\xi - \mu - \gamma_2) + \sqrt{(\mu + \gamma_2 + \xi)^2 + 4\alpha\beta_2}}{2} \\
\lambda_2 &= \frac{(\xi - \mu - \gamma_2) - \sqrt{(\mu + \gamma_2 + \xi)^2 + 4\alpha\beta_2}}{2} \\
\lambda_3 &= -a, \quad \lambda_4 = 0 = \lambda_5.
\end{align*}$$ (10)

Now by observation, it can be easily said that all eigenvalues are real and $\lambda_1 > \xi > \lambda_2$. Eigenvectors associated to the eigenvalues are given below:

$$V_{\lambda_1} = w_1 \begin{bmatrix}
1 \\
\frac{\lambda_1 - \xi}{\lambda_1 - \gamma_1} \\
\frac{\lambda_1 - \xi}{\lambda_1 - \gamma_1} \\
\frac{\lambda_1 - \xi}{\lambda_1 - \gamma_1} \\
\frac{\lambda_1 - \xi}{\lambda_1 - \gamma_1}
\end{bmatrix}^T,$$

$$V_{\lambda_2} = w_2 \begin{bmatrix}
1 \\
\frac{\lambda_2 - \xi}{\lambda_2 - \gamma_1} \\
\frac{\lambda_2 - \xi}{\lambda_2 - \gamma_1} \\
\frac{\lambda_2 - \xi}{\lambda_2 - \gamma_1} \\
\frac{\lambda_2 - \xi}{\lambda_2 - \gamma_1}
\end{bmatrix}^T,$$

$$V_{\lambda_3} = (w_3, 0, 0, 0, 0)^T,$$

$$V_{\lambda_4} = (0, 0, w_4, 0, 0)^T,$$

$$V_{\lambda_5} = (0, 0, 0, w_5)^T.$$ (11)
where $w_1, w_2, w_3, w_4$ and $w_5$ represent arbitrarily constant parameter value. Now the solution’s general formation associated to the state variables as a sum of exponential components corresponding to their rates of exponential and eigenvectors can be written as follows:

$$X(t) = \sum_{j=1}^{5} k_j e^{\lambda_j t} V_j$$

(12)

Since the critical infected individuals are more prior than non-critical infected population hence with some algebraic calculation and depending upon initial value, for example $(E_0, 0, 0, 0, 0)$, the exposed and critical infected population are given as:

$$E = (\xi - \lambda_2)(\lambda_1 + \beta_1 - \xi)[e^\lambda t - e^{\lambda_2 t}] + \frac{\lambda_2 + \beta_1 - \xi}{\lambda_2 + \alpha} [e^{\lambda_2 t} - e^{\lambda_2 t}] + E_0$$

$$I_2 = \frac{\xi - \lambda_2}{\beta_2} [e^{\lambda_2 t} - e^{\lambda_2 t}].$$

(13)

It is clearly visible from the system (1) that if the rate of infected individual does not become zero i.e. $I_1 + I_2 = 0$, then it is not possible to control the death rate of the population. From the above calculation it is observed that the dominance nature of eigenvalue $\lambda_1$ plays a crucial role in the stability of the system (1) and this suggests a full control on the death population from the disease.

**Theorem 3.1.** The necessary and sufficient criterion on stability of the system (1) is $\alpha \beta_2 < (\alpha + \gamma_1 - \beta_1)(\gamma_2 + \mu)$.

**Proof.** Necessary and sufficient condition of stability of system (1) is $\lambda_1 < 0$. Hence the theorem is proved. □

**Remark 3.2.** 3.1 suggests the condition on controlling the death toll from the disease SARS-CoV-2.

Moreover, if the above theorem is not satisfied i.e. $\lambda_1 > 0$, implies total cases of exposed and infected population grow at exponential rate corresponding to the eigenvalue $\lambda_1$. Here, parametric values of the system (1) are fixed and the rate of infection increases at an exponential rate towards a point where linear estimation does not maintain properly.

**Remark 3.3.** In real world practical problem, this situation represents corresponding to an exponential outbreak of an epidemic i.e. $\lambda_1 > 0$, which indicates the instability about the system. If this continues without imposing lockdown and self isolation or home quarantine, not maintaining social distance and wearing mask in public places then exponential growth on number of infected individuals has been observed to a certain level at which an effective portion of individuals is infected.

**Theorem 3.4.** The necessary and sufficient criterion on stability of the seasonality outbreak for the system (2) is $m_1 > 0, m_2 - \frac{m_3}{m_1} > 0, m_3 - \frac{m_5 m_4}{m_2 m_3} > 0$ and $m_4 > 0$, where

$$m_1 = \gamma_1 + \gamma_2 + \alpha + \mu + \gamma_0 + \alpha_1 + \beta_e$$

$$m_2 = (\gamma_1 + \alpha)(\gamma_2 + \mu) + (\alpha_1 + \gamma_0 - \beta_e)(\gamma_1 + \gamma_2 + \mu + \alpha) - (\alpha_1 \beta_1 + \gamma_0 - \beta_e) - (\alpha \beta_1 - \alpha_1 \beta_1).$$

$$m_3 = \alpha_1 \beta_1 \gamma_0 (1 - p) + (\alpha \gamma_0 + p \beta_e)(\gamma_1 + \alpha)(\gamma_2 + \mu) - a_1 (1 - p)(\alpha \beta_2 + \beta_1 \gamma_0 + \beta_1 \mu)$$

$$m_4 = (\gamma_1 + \gamma_2 + \mu + \alpha)(\alpha_1 \beta_0 + a_1 \gamma_0 - \beta_e) + (\alpha \beta_2 + \beta_1 \gamma_0 - \beta_e).$$

**Proof.** Similarly if the same process will be followed as above, three eigenvalues of the system (2) are obtained such as $-a_0, 0$ and 0 respectively. For rest of the eigenvalues of the system (2), Routh-Hurwitz criterion is applied. Thus, the characteristic equation becomes

$$P(\lambda) = \lambda^4 + m_1 \lambda^3 + m_2 \lambda^2 + m_3 \lambda + m_4 = 0,$$

(14)

where,

$$m_1 = \gamma_1 + \gamma_2 + \alpha + \mu + \gamma_0 + \alpha_1 + \beta_e$$

$$m_2 = (\gamma_1 + \alpha)(\gamma_2 + \mu) + (\alpha_1 + \gamma_0 - \beta_e)(\gamma_1 + \gamma_2 + \mu + \alpha) - (\alpha_1 \beta_1 + \gamma_0 - \beta_e) - (\alpha \beta_1 - \alpha_1 \beta_1).$$

$$m_3 = \alpha_1 \beta_1 \gamma_0 (1 - p) + (\alpha \gamma_0 + p \beta_e)(\gamma_1 + \alpha)(\gamma_2 + \mu) - a_1 (1 - p)(\alpha \beta_2 + \beta_1 \gamma_0 + \beta_1 \mu)$$

$$m_4 = (\gamma_1 + \gamma_2 + \mu + \alpha)(\alpha_1 \beta_0 + a_1 \gamma_0 - \beta_e) + (\alpha \beta_2 + \beta_1 \gamma_0 - \beta_e).$$

Thus, from Routh-Hurwitz criterion [15] we have the matrix

$$\begin{pmatrix}
1 & m_2 & m_3 & m_4 & \lambda^4 \\
m_1 & m_3 & m_4 & \lambda^3 \\
m_2 - \frac{m_3 m_4}{m_1} & m_4 & \lambda^2 \\
m_3 - \frac{m_5 m_4}{m_2 m_3} & 0 & \lambda \\
m_4 & 0 & 0 & 1
\end{pmatrix}$$

According to the Routh-Hurwitz criterion the system (2) is stable if $m_1 > 0, m_2 - \frac{m_3}{m_1} > 0, m_3 - \frac{m_5 m_4}{m_2 m_3} > 0$ and $m_4 > 0$. □

4. **Bifurcation Analysis**

Bifurcation analysis illustrates the qualitative behaviour of any dynamical system and so bifurcation theory of the equilibrium points of model systems is described. There is an explanation of Hopf bifurcation [26], which satisfies the presence or absence of a periodic orbit by a change which is local in the stability properties of a fixed point where endemic equilibria exchanges its stability. In Hopf bifurcation the dynamical system switches its stability and a periodic solution arises and this point is called the critical point.
4.1. Hopf bifurcation

On the basis of Poincaré-Bendixson theorem, in this section we analyse the existence of limit cycle.

**Theorem 4.1.** (Poincaré-Bendixson theorem) [27] Let D be a simply connected subset of \( \mathbb{R}^5 \) and \( \omega \) is a flow on D. Suppose that the forward orbit of some \( z \in D \) is contained in a compact set and \( \omega(z) \) contains no equilibrium points. Then \( \omega(z) \) is a periodic orbit.

Consider \( \alpha \) as bifurcation parameter of the system and statement of the Hopf Bifurcation Theorem is as follows:

**Theorem 4.2.** (Hopf bifurcation theorem) [28] If \( C_i(\alpha); i = 1, 2, 3, 4 \) are continuous functions of \( \alpha \) in \( N \), \( \epsilon > 0 \), \( \alpha_0 \in R \) such that the characteristic equation has

(i) a pair of complex eigenvalues \( \beta(\alpha) + il(\alpha) \) (with \( k(\alpha), l(\alpha) \in R \)) so that they become purely imaginary at \( \alpha = \alpha_0 \) and \( \left( \frac{dk}{d\alpha} \right)_{\alpha=\alpha_0} = 0 \),

(ii) the other eigenvalue is negative at \( \alpha = \alpha_0 \), then a Hopf Bifurcation occurs around the equilibrium at \( \alpha = \alpha_0 \).

**Theorem 4.3.** The system (1) witnesses a Hopf bifurcation if \( \frac{d\alpha + 2l}{2\beta^2} > \frac{1}{\beta_1 - \beta_2} \), with satisfying the condition \( \alpha + \gamma_1 > \beta_1 \) around the endemic equilibrium at \( \alpha = \alpha_0 = \beta_1 - \mu - \gamma_1 - \gamma_2 \).

**Proof.** It directly comes from the Eq. (9). □

**Remark 4.4.** From Poincaré-Bendixson theorem (4.1) and (5.1), there exists an unique limit cycle.

**Remark 4.5.** The same process will be followed as above from the Eq. (14) for the occurrence of Hopf bifurcation for the system (2) where \( \alpha \) as bifurcation parameter around the endemic equilibrium point of the system.

5. Properties of global stabilities

If a dynamical system returns from any starting point to the equilibrium point of the system and the whole domain of attraction contains only a unique equilibrium point then the system is called globally stable which implies the dynamical system’s attracting basin of trajectories is either the space of state or a particular region in the space of state, which is defining the domain of the variable of state of the dynamical system. It is a form of asymptotic stability. The global stability of the endemic equilibria of the systems (1) and (2) are described as follows.

**Theorem 5.1.** System (1) is globally asymptotically stable at endemic equilibrium point.

**Proof.** Let \( (E^*, I_1^*, I_2^*, R^*, D^*) \) be the endemic equilibrium point. The proof of the theorem will be followed by using a Lyapunov function. Now, upon consideration of positive definite function as

\[
V(E^*, I_1^*, I_2^*, R^*, D^*) = \left( E - E^* \right) \left( E^* \log \frac{E}{E^*} \right) + \left( I_1 - I_1^* \right) \log \frac{I_1}{I_1^*} + \left( I_2 - I_2^* \right) \log \frac{I_2}{I_2^*} + \left( R - R^* \right) \log \frac{R}{R^*} + \left( D - D^* \right) \log \frac{D}{D^*}.
\]

Thus collecting positive terms together and negative terms together from the above

\[
\frac{dV}{dt} = M' - N'
\]

where,

\[
M' = E - E^* \left( \beta_1 I_1 + \beta_2 I_2 \right) + I_1 - I_1^* \alpha E + I_2 - I_2^* \alpha I_1 + \frac{R - R^*}{R} \left( \gamma_1 I_1 + \gamma_2 I_2 \right) + \frac{D - D^*}{D} \mu I_2 + \alpha E^* + \gamma R^* + \left( \gamma_1 + \alpha \right) I_1 + \left( \gamma_2 + \mu \right) I_2
\]

and

\[
N' = \alpha E + \gamma R + \left( \gamma_1 + \alpha \right) I_1 + \left( \gamma_2 + \mu \right) I_2.
\]

Thus if \( M' < N' \) for \( (E, I_1, I_2, R, D) \neq (E^*, I_1^*, I_2^*, R^*, D^*) \), then \( \frac{dV}{dt} \leq 0 \) has been obtained noting that \( \frac{dV}{dt} = 0 \) if and only if \( E = E^*, I_1 = I_1^*, I_2 = I_2^*, R = R^* \) and \( D = D^* \). Therefore, the largest compact invariant set in \( \{(E^*, I_1^*, I_2^*, R^*, D^*) \in \mathbb{R}^5 : \frac{dV}{dt} = 0\} \) becomes singleton set of the endemic equilibrium of system (1). Thus, by LaSalle’s invariance principle [27], it implies that the system (1) becomes globally asymptotically stable at endemic equilibrium point if \( M' < N' \). Hence, the function \( V \) represents a Lyapunov function, which belongs to the interior of the positive octant. Therefore, the endemic equilibria in the positive octant is globally asymptotically stable. □

**Theorem 5.2.** System (2) is globally asymptotically stable at endemic equilibrium point.

**Proof.** The same process will be followed as Theorem 5.1. □

6. Global existence of the solutions

Let \( H_1, H_2 \) be Hilbert spaces and \( A : D(A) \subset H_1 \rightarrow H_2 \) a continuous nonlinear operator. One can try to obtain the solution of the operator equation \( A(x) = y \), given noisy data \( y^d \in H_2 \) satisfies the condition \( ||y^d - y|| \leq \delta \). Let \( x^d \) denotes the exact solution. Here the usual norm is considered. In the generalization to the nonlinear case, the study of Tikhonov regularization is investigated with the related schemes more precisely, which will be discussed in the following.
6.1. Tikhonov regularization

Tikhonov regularization leads to the minimization problem
\[
||A(x) - y||^2 + \alpha ||x - x_0||^2 = \min
\]
where \(x \in D(A), x_0\) is initial guess value of \(x^\dagger\) and \(\alpha\) is regularization parameter.

The mapping \(D(A) \to \mathbb{R}\),
\[
x \mapsto ||A(x) - y||^2 + \alpha ||x - x_0||^2
\]
is said to be nonlinear Tikhonov functional. In linear case, let us assume that \(x_0 = 0\).

For \(\alpha = 0\), there should be an identical solution of (15) and there are more than one global minimizer of (15) in the case of \(\alpha > 0\).

6.2. Analysis of Weak Convergence in Hilbert Spaces

**Definition 6.1.** In Hilbert space \(H_1\), \((x_n)\) be a sequence which converges weakly to \(x \in H_1\) if \(\forall z \in H_1\),
\[
\langle x_n, z \rangle \to \langle x, z \rangle,
\]
\(n \to \infty\).

It is denoted by \(x_n \rightharpoonup x\).

**Lemma 6.2.** \(T_1 : H_1 \to H_2\) is a linear operator. \(T_1\) is defined as weakly continuous if \(x_n \to x\) suggests \(T_1x_n \rightharpoonup T_1x\) as \(n \to \infty\).

**Proof.** Let \(x_n \to x\). Assume that for any \(z \in Y \subseteq H_1\), one can obtain
\[
\langle T_1x_n, z \rangle = \langle x_n, T_1^*z \rangle \to \langle x, T_1^*z \rangle = \langle T_1x, z \rangle.
\]

**Lemma 6.3.** If \(x_n \rightharpoonup x\), then \(\lim inf_{n \to \infty} ||x_n|| \geq ||x||\). It is called weak lower semi-continuous.

**Proof.** Since \(\langle x_n, x \rangle \to ||x||^2\) as \(n \to \infty\). By the application of Cauchy-Schwarz inequality property, it satisfies
\[
\lim inf_{n \to \infty} ||x_n|| ||x|| \geq ||x||^2.
\]

It follows the statement.

**Theorem 6.4.** Each bounded sequence has a subsequence which is weakly convergent.

**Proof.** Consider \((x_n)\) is a sequence which belongs to \(H_1\) with \(||x_n|| \leq 1, \forall n \in \mathbb{N}\).

Let \(H_1 = \text{span}\{x_n : n \in \mathbb{N}\}\) and assume that \(\{e_i : i \in \mathbb{N}\}\) be an complete orthonormal system in \(H_1\). \((x_n, e_i)\) is a bounded sequence which consists complex numbers, then \(\exists\) a subsequence \((x_{n_1(k)}, e_i)\) which is convergent. As it is defined the bounded sequence is \((x_{n_1(k)}, e_2)\), there exists a subsequence of \(n_1(k)\) which is termed as \(n_2(k)\) such that \((x_{n_2(k)}, e_2)\) becomes convergent sequence. If the above technique is followed, a subsequence is derived, namely, \(n_1(k), n_2(k)\), \(\forall k \in \mathbb{N}\) such that \((x_{n_1(k)}, e_2)\) becomes convergent and one can have a subsequence of \(n_1(k)\) which is termed as \(n_2(k)\).

Now a sequence is observed such as \((x_{n_1(k)}), e(k)\) and its diagonal entities possesses the characteristics such that the sequence \((x_{n_1(k)}, e(k))\) is going to converge to \(\xi_k \in C\) as \(l \to \infty\), \(\forall k \in \mathbb{N}\). Here, define \(x = \sum_{k \in \mathbb{N}} \xi_k e_k\) be an element of \(H_1\) associated to the condition \(||x|| \leq 1\). It satisfies \(\forall k \in \mathbb{N}\),
\[
\sum_{k=1}^{K} |\xi_k|^2 = \lim_{l \to \infty} \sum_{k=1}^{K} |\langle x_{n_1(l)}, e_k \rangle|^2 \leq \lim inf_{l \to \infty} ||x_{n_1(l)}||^2 \leq 1.
\]

Now the aim is to show that \((x_{n_1(k)}, z) \to (x, z), \forall z \in H_1\). Since \(x_{n_1(k)}, x \in H_1\), it is sufficient to consider that \(z \in H_1\). Let \(\epsilon > 0\) and choose \(K \in \mathbb{N}\) such that \(\sum_{k=K+1}^{\infty} ||\langle z, e_k \rangle||^2 \leq (\frac{\epsilon}{2})^2\). Then \(\exists L > 0\) such that
\[
||\langle x_{n_1(k)} - x_{n_1}, z \rangle|| \leq \epsilon, \forall l \geq L.
\]

Now from the application of the Cauchy-Schwarz and triangle inequalities, it satisfies
\[
||x_{n_1(k)} - x_{n_1}|| \leq \epsilon, \forall l \geq L.
\]

**Definition 6.5.** \(K(\subseteq H_1)\) is said to be weakly closed set if all the weak limits of weakly convergent sequences are contained in \(K\).

Assume \(A : D(A) \subseteq H_1 \to H_2\), be an operator and is said to be weakly closed if its graph \(A = \{(x, A(x)) : x \in D(A)\}\) be weakly closed in \(H_1 \times H_2\), implies if \(x_n \rightharpoonup x\) and \(A(x_n) \rightharpoonup y \in H_2\) such that \(A(x) = y\), \(\forall x \in D(A)\). It is notably that if the conditions such as \(D(A)\) be weakly closed and \(A\) is weakly continuous satisfy that \(A\) is weakly closed. Hence the consequences of weakly closed \(D(A)\) are obtained in the following:

**Theorem 6.6.** Let \(K\) is a linear subspace \(H_1\), which is closed. For every \(x \in H_1\) a unique \(z \in K\) exists such that,
\[
||z - x|| = \inf_{u \in K} ||u - x||.
\]

Then \(z\) is called the best approximation to \(x\) in \(K\).
Remark 6.7. If \( z \) is the unique element of \( K \), then it satisfies \( \langle x - z, u \rangle = 0 \), \( \forall u \in K \).

Remark 6.8. Extension of Theorem 6.6 suggests if \( K \subseteq H_1 \) be closed and convex. Now we change the Remark 6.7 as follows:

\[
\text{Re}(x - z, u - z) \leq 0, \forall u \in K.
\]

Theorem 6.9. \( (\subseteq H_1) \) is called weakly closed if \( K \) be closed and convex.

Proof. Consider a sequence \(( x_n ) \) in \( K \), which is weakly convergent to \( x \in H_1 \). From the remark of 6.8, best approximation property satisfies for \( z \) to \( x \) in \( K \) holding the following condition:

\[
\text{Re}(x - z, u - z) \leq 0, \forall u \in K.
\]

Substituting \( u = x_n \) and taking the limit \( n \to \infty \) shows that \( ||x - z||^2 \leq 0 \). Therefore \( x = z \), particularly \( x \in K \). □

6.3. Analysis of Convergence

Theorem 6.10. Tikhonov functional (15) possesses a global minimum if \( A \) is weakly closed for all \( \alpha > 0 \).

Proof. Assume \( l = \inf_{x \in D(A)} ||A(x) - y^0||^2 + \alpha ||x - x_0||^2 \). Now consider \((x_n)\) be a sequence of \( D(A) \) such that

\[
||A(x_n) - y^0||^2 + \alpha ||x_n - x_0||^2 \leq l + \frac{1}{n}.
\] (16)

Since \( \alpha > 0 \), then the sequence \((x_n)\) be bounded. Therefore from theorem (6.4), we obtain a subsequence \((x_{m(k)})\), which is weakly convergent associated to a weak limit \( x \in H_1 \). Furthermore, a bounded sequence \( A(x_{m(k)}) \) is derived from (16). Hence, weakly convergent subsequence \( A(x_{m(k)}(l)) \) has been obtained. Since \( A \) is weakly closed, this suggests \( A(x_{m(k)}(l)) \to A(x) \) as \( l \to 0 \) \( \forall x \in D(A) \). Now using Lemma (6.3), the following inequality is derived,

\[
||A(x) - y^0||^2 + \alpha ||x - x_0||^2 \leq \lim \inf_{l \to \infty} ||A(x_n) - y^0||^2 + \alpha ||x_n - x_0||^2 \leq l.
\]

Therefore, \( x \) be termed as global minimum of the Tikhonov functional and we yield globally existing solution. □

Global Existence Theorem (GET)

Theorem 6.11. If the model system (1) is convex, then the system has always globally existing solutions.

Proof. Let us consider that \( X^T = (E \quad I_1 \quad I_2 \quad R \quad D) \). Here we are going to prove that model system of (1) is semi-positive definite. Here \( H \) denotes Hessian matrix. Let us denote the following algebraic functions as follows:

\[
f_1 = (\beta_1 I_1 + \beta_2 I_2)S - aE, \quad f_2 = aE - (\gamma_1 + \alpha)I_1, \quad f_3 = \alpha I_1 - (\gamma_2 + \mu)I_2, \quad f_4 = \gamma_1 I_1 + \gamma_2 I_2 \quad \text{and} \quad f_5 = \mu I_2.
\]

Our aim is to show that \( f_1 \) is convex by using Hessian matrix of \( f_1 \) is semi-positive definite. i.e. \( X^TH_1X \geq 0 \). After some algebraic rearrangements and calculations, the following relation has been obtained

\[
X^TH_1X = 2S(\beta_1 I_1 + \beta_2 I_2) \geq 0
\] (17)

Repeating similar techniques for the functions \( f_2, f_3, f_4 \) and \( f_5 \) the following relations have been obtained

\[
X^TH_2X = 0 = X^TH_3X = X^TH_4X = X^TH_5X.
\]

Therefore, the functions \( f_1, f_2, f_3, f_4 \) and \( f_5 \) are semi-positive definite and thus these functions are convex. This implies that the model system of (1) is convex. From the Theorem (6.9) and (6.10), it follow that the non-spatial model system of (1) has globally existing solution. Hence the theorem is proved. □

Remark 6.12. To get the globally existing solutions for the model system of (2), the same process will be followed as above.

7. Spatio temporal dynamics

Here, Turing instability of the model system of (1) has been discussed. The investigation on spatially and non-spatially Turing patterns are illustrated with providing elaborate calculation of Turing analysis. In this section, we mainly focus on their relation of exposed and infected individuals during the outbreak of the epidemic (susceptible cases consider as constant \( S(t) = 1 \)) in spatio temporal domain. The stability conditions around the point \((E^*, I_1^*, I_2^*)\) with and without the diffusion parameters has been described. Incorporating diffusional parameters, the following system of reaction-diffusion equations have been obtained:

\[
\begin{align*}
\frac{\partial E}{\partial t} &= D_1 \nabla^2 E + (\beta_1 I_1 + \beta_2 I_2)S - aE, \\
\frac{\partial I_1}{\partial t} &= D_2 \nabla^2 I_1 + aE - (\gamma_1 + \alpha)I_1, \\
\frac{\partial I_2}{\partial t} &= D_3 \nabla^2 I_2 + \alpha I_1 - (\gamma_2 + \mu)I_2,
\end{align*}
\] (18)

where \( \nabla^2 = \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} \). \( D_1, D_2 \) and \( D_3 \) are diffusion constants of \((E(x,y,t), I_1(x,y,t), I_2(x,y,t))\) respectively and \( E(x,y,0) > 0, I_1(x,y,0) > 0, I_2(x,y,0) > 0 \). According to the properties of fundamental differential equations [28], unique solutions such as \((E(t), I_1(t), I_2(t))\) of the system (18) have been obtained with above initial conditions.
Our primary object is to linearize the model system (18) around the homogeneous steady state \((E^*, I_1^*, I_2^*)\), which depends on time and space. Thus the equations have been obtained as follows:

\[
E = E^* + \tilde{E}(\xi, t),
\]

\[
I_1 = I_1^* + \tilde{I}_1(\xi, t),
\]

\[
I_2 = I_2^* + \tilde{I}_2(\xi, t),
\]

where \(|\tilde{E}(\xi, t)| < E^*, |\tilde{I}_1(\xi, t)| < I_1^* \text{ and } |\tilde{I}_2(\xi, t)| < I_2^*.\) Usually, consider

\[
\begin{bmatrix}
\tilde{E}(\xi, t) \\
\tilde{I}_1(\xi, t) \\
\tilde{I}_2(\xi, t)
\end{bmatrix} =
\begin{bmatrix}
\epsilon_1 \\
\epsilon_2 \\
\epsilon_3
\end{bmatrix} e^{i \xi i + i k_t t},
\]

where \(\epsilon_i \) for \(i = 1, 2, 3\) represent the associated amplitudes, the wave number is denoted by \(k\), the perturbation growth rate is defined by \(\lambda\) at time \(t\) and the spatial coordinate is termed as \(\xi\). Putting the values of (19) into (18) including higher order nonlinear terms are ignored, the characteristic equation is given as

\[
(J - \lambda I - k^2 D)
\begin{bmatrix}
\epsilon_1 \\
\epsilon_2 \\
\epsilon_3
\end{bmatrix} = 0,
\]

where

\[
D = \begin{bmatrix}
D_1 & 0 & 0 \\
0 & D_2 & 0 \\
0 & 0 & D_3
\end{bmatrix},
\]

\[
J =
\begin{pmatrix}
-a & \beta_1 & \beta_2 \\
\alpha & -(\alpha + 2\nu_1) & 0 \\
0 & \alpha & -(\nu_2 + 2\nu_2)
\end{pmatrix} =
\begin{pmatrix}
J_{11} & J_{12} & J_{13} \\
J_{21} & J_{22} & J_{23} \\
J_{31} & J_{32} & J_{33}
\end{pmatrix}
\]

Here, \(J\) represents the Jacobian matrix of the model system (18) and \(I\) be a \(3 \times 3\) identity matrix. With non-triviality condition of the solution of (20), the following condition is obtained

\[
J_{11} - \lambda - k^2 D_{11} \quad J_{12} \quad J_{13} \\
J_{21} \quad J_{22} - \lambda - k^2 D_{22} \quad J_{23} \\
J_{31} \quad J_{32} \quad J_{33} - \lambda - k^2 D_{33}
\]

which suggests a relation of dispersion [30]. Now the stability domain corresponding around the coexistence equilibrium \((E^*, I_1^*, I_2^*)\) is calculated and a cubic polynomial function is obtained. After rewriting the dispersion relation that is given as

\[
P(\lambda(k^2)) = \lambda^3 + \mu_2(k^2)\lambda^2 + \mu_1(k^2)\lambda + \mu_0(k^2),
\]

with coefficients

\[
\mu_2(k^2) = k^2(D_1 + D_2 + D_3) - (J_{11} + J_{22} + J_{33}),
\]

\[
\mu_1(k^2) = J_{11}J_{33} + J_{12}J_{32} + J_{22}J_{33} - J_{12}J_{23} - J_{12}J_{21} - J_{13}J_{31} - k^2((D_1 + D_2)J_{33} + (D_1 + D_3)J_{31} + k^2(D_2J_3 + D_3J_1 + D_1J_2)),
\]

\[
\mu_0(k^2) = J_{12}J_{23} + J_{23}J_{13} + J_{31}J_{13} - J_{12}J_{21} - J_{12}J_{32} - J_{13}J_{31} - k^2(D_1(J_{13}J_{22} - J_{23}J_{12}) + D_2(J_{12}J_{31} + J_{11}J_{32}) + D_3(J_{11}J_{23} - J_{22}J_{13})) - k^2(D_2J_{33}J_{12} + D_3J_{32}J_{11} + k^2D_1J_{23}).
\]

From Routh-Hurwitz criterion, the condition of stability domain around at the equilibria point \((E^*, I_1^*, I_2^*)\) of (18) is for the real part of the eigenvalue is negative i.e. \(Re(\lambda) < 0\) and the condition is valid if the following properties are satisfied:

\[
\mu_2(k^2) > 0, \quad \mu_1(k^2) > 0, \quad \mu_0(k^2) > 0 \quad \text{and} \quad [\mu_2\mu_1 - \mu_0](k^2) > 0.
\]

With the infringement of the above mentioned conditions indicates about the instability (i.e. \(Re(\lambda) > 0\)) of the system (18). Now the perturbation of the system around the homogeneous steady state \((E^*, I_1^*, I_2^*)\) is occurred and investigated the stability condition of the system (18) in the presence of diffusion coefficients and without the diffusion coefficients with respect to certain value of \(k\). The conditions are given as follows:

\[
Re(\lambda(k^2 > 0)) > 0, \quad \text{for some } k \text{ and } Re(\lambda(k^2 = 0)) < 0.
\]
where the assumptions are made that $k$ is real and positive nonetheless $k$ may be complex valued. Nature of this phenomenon is stated as diffusion driven instability [30]. The stability conditions without the presence of diffusion coefficients of the systems (18) are given as follows:

\[
\begin{align*}
\mu_2(k^2 = 0) > 0, \quad \mu_1(k^2 = 0) > 0, \quad \mu_0(k^2 = 0) > 0 \quad \text{and} \quad |\mu_2\mu_1 - \mu_0|(k^2 = 0) > 0.
\end{align*}
\]

whereas in the presence of the diffusion coefficients $(k^2 > 0)$, the instability around the homogeneous steady state is observed and this phenomena can be studied from the coefficients of (22). To obtain the unstable condition of the model systems (18), at least one of the signs of (23) has to be reversed. Due to this reason, one has to elaborate investigate $\mu_2(k^2)$. Irrespective of the value of $k^2$, the value of $\mu_2(k^2)$ should be positive as $J_{11} + J_{22} + J_{33}$ remains negative. Thus the conditions to ensure the diffusion driven instability of the model systems (18) are given as follows:

\[
\begin{align*}
\mu_0(k^2) \quad \text{and} \quad |\mu_2\mu_1 - \mu_0|(k^2).
\end{align*}
\]

General form of both the above mentioned functions are form of cubic equation of $k^2$, which is given by

\[
G(k^2) = H_0 + k^2 D_0 + (k^2)^2 C + (k^2)^3 B, \quad \text{with} \quad B_0 > 0, \quad \text{and} \quad H_0 > 0.
\]

The standard form of the coefficients of $G(k^2)$ are stated in [30]. Here we calculate the minimum of $k^2$, which defines the minimum value of $\lambda_2(k^2)$ so that the value of $G(k^2 = k^2_0) < 0$ for the condition either $\mu_0(k^2)$ or $|\mu_2\mu_1 - \mu_0|(k^2)$ is negative for some $k$. This happens only when

\[
\partial \lambda_2 / \partial (k^2) = 0,
\]

which is solved for $k^2$ and we get

\[
k^2 = k^2_0 = \frac{-C_C + \sqrt{C_C^2 - 3B_0D_1}}{3B_0},
\]

which confirms that $k^2$ is positive real valued so that the condition $\partial^2 \lambda_2 / \partial (k^2) > 0$ occurs and from which it satisfies either $D_0 < 0$ or $C_C < 0$,

\[
(25)
\]

which assures,

\[
C_C^2 - 3B_0D_0 > 0.
\]

Therefore $G(k^2) < 0$, if at $k^2 = k^2_0$

\[
G_{\min}(k^2) = 2C_C^3 - 9D_0C_CB_0 - 2(C_C^2 - 3D_0B_0)^{3/2} + 27B_0^3H_0 < 0.
\]

Therefore the conditions (25)-(26) confirms its necessity and sufficiency to generate pattern formations around the coexistence equilibrium point $(E^*, l_1^*, l_2^*)$ in the domain of diffusion driven instability. Also to exhibit stability when $k = 0$, and $H_0$ should be positive for each case.

Now incorporating the 1-D diffusion means we replace $\nabla \equiv \frac{\partial}{\partial x}$ or $\nabla \equiv \frac{\partial}{\partial y}$ into $\nabla^2 \equiv \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2}$ in the model system of (18) where $D_1$, $D_2$ and $D_3$ are termed as diffusive parameters of $(l_1(x,t), l_2(x,t), R(x,t))$ respectively and $E(x,0) > 0, l_1(x,0) > 0, l_2(x,0) > 0$ with prescribed Neumann boundary conditions $E_x = l_{1x} = l_{2x} = 0$ whereas domain $\Omega = [0, \pi]$, the following mathematical reaction-diffusion equation is derived as follows:

\[
\frac{\partial E}{\partial t} = D_1E_x + (\beta_1l_1 + \beta_2l_2)S - aE,
\]

\[
\frac{\partial l_1}{\partial t} = D_2l_{1x} + aE - (\gamma_1 + \alpha_1)l_1,
\]

\[
\frac{\partial l_2}{\partial t} = D_3l_{2x} + aE - (\gamma_2 + \mu_2)l_2.
\]

(27)

Theorem 71. Consider the model systems of (18) with incorporating one dimensional diffusion, and its Jacobian matrix $J$ of reaction terms, mentioned in (21). Consider a parameter set for which $J$ is stable, whilst the conditions (25)-(26) are satisfied. Then there exists diffusion coefficients $(D_1, D_2, D_3)$, such that the steady state of spatially homogeneous point $(E^*, l_1^*, l_2^*)$, may become unstable because of Turing instability.

8. Weakly nonlinear analysis

The model system (18) shows a major slow down around Turing bifurcation parameter. The eigenvalues of the model system (18) are approaching to zero as bifurcation parameters are heading to Turing bifurcation parameters. In this dynamical system, the system (18) exhibit Turing patterns [72] with active slow modes [15,29,63,70,71]. Theoretical analysis of these patterns are illustrated by amplitude equations, that is explained by the study of weakly nonlinear analysis. Here multiple-time scale [12,17,59] analysis is used to derive amplitude equations of the model system (18). $(k_i, -k_i, i = 1, 2, 3)$, are different types of modes corresponding to the Turing patterns associated with an angle of $\frac{2\pi}{3}$ within each pair, which satisfy the conditions as follows $|k_i| = k_T$ and $\sum_{i=1}^3 k_i = 0$. For the sake of easy calculation, $E = x_1, l_1 = x_2$ and $l_2 = x_3$ are considered. The solution of the model system (18) is expanded as follow:

\[
X = \begin{pmatrix} x_1 \\ x_2 \\ x_3 \end{pmatrix} \approx \tilde{X} + \sum_{j=1}^{3} [A_j \exp(ik_j r) + \tilde{A}_j \exp(-ik_j r)],
\]

(28)

where $\tilde{X}$ is the eigenvector of the linearized operator. $A_j$ and conjugate $\tilde{A}_j$ are the amplitudes associated with the modes $k_j$ and $-k_j$ respectively. Consider the system (18) and it is written as follows:

\[
\frac{\partial x_1}{\partial t} = f + D_1 \nabla^2 x_1,
\]
\[
\frac{\partial x_2}{\partial t} = g + D_2 \nabla^2 x_2 ,
\]
\[
\frac{\partial x_3}{\partial t} = h + D_3 \nabla^2 x_3 ,
\]
where
\[
f = (\beta_1 I_1 + \beta_2 I_2) S - aE, \quad g = aE - (\gamma_1 + \alpha) I_1, \quad \text{and} \quad h = \alpha I_1 - (\gamma_2 + \mu) I_2 .
\]

Now the aim is to linearize the system (29) with the application of Taylor’s series formula and the results have been derived as follows:
\[
\frac{\partial x_1}{\partial t} = \sum_{j=1}^{3} \frac{1}{j!} \left( \sum_{k=1}^{3} x_k \frac{\partial}{\partial x_k} \right) \frac{\partial f}{\partial x_j} + D_1 \nabla^2 x_1 ,
\]
\[
\frac{\partial x_2}{\partial t} = \sum_{j=1}^{3} \frac{1}{j!} \left( \sum_{k=1}^{3} x_k \frac{\partial}{\partial x_k} \right) \frac{\partial g}{\partial x_j} + D_2 \nabla^2 x_2 ,
\]
\[
\frac{\partial x_3}{\partial t} = \sum_{j=1}^{3} \frac{1}{j!} \left( \sum_{k=1}^{3} x_k \frac{\partial}{\partial x_k} \right) \frac{\partial h}{\partial x_j} + D_3 \nabla^2 x_3 .
\]

Therefore the formulation of system (30) is derived as follows:
\[
\frac{\partial x}{\partial t} = Lx + P ,
\]
whereas,
\[
x = \begin{pmatrix} x_1 \\ x_2 \\ x_3 \end{pmatrix} ,
\]
\[
L = \begin{pmatrix} f_{x_1} + D_1 \nabla^2 & f_{x_2} & f_{x_3} \\ g_{x_1} & g_{x_2} + D_2 \nabla^2 & g_{x_3} \\ h_{x_1} & h_{x_2} & h_{x_3} + D_3 \nabla^2 \end{pmatrix} ,
\]
and
\[
P = \begin{pmatrix} \frac{1}{2} \left( \sum_{j=1}^{3} x_j \frac{\partial}{\partial x_j} \right) \frac{\partial f}{\partial x_j} \\ \frac{1}{2} \left( \sum_{j=1}^{3} x_j \frac{\partial}{\partial x_j} \right) \frac{\partial g}{\partial x_j} \\ \frac{1}{2} \left( \sum_{j=1}^{3} x_j \frac{\partial}{\partial x_j} \right) \frac{\partial h}{\partial x_j} \end{pmatrix} .
\]

Here for the system (18), the control parameter or the bifurcation parameter is termed as \( \alpha \). Now the expansion around the Turing threshold constant \( \alpha_T \) has been investigated and the mathematical relation has been obtained as follows:
\[
x = \begin{pmatrix} x_1 \\ x_2 \\ x_3 \end{pmatrix} = \epsilon \begin{pmatrix} x_{11} \\ x_{21} \\ x_{31} \end{pmatrix} + \epsilon^2 \begin{pmatrix} x_{12} \\ x_{22} \\ x_{32} \end{pmatrix} + \epsilon^3 \begin{pmatrix} x_{13} \\ x_{23} \\ x_{33} \end{pmatrix} + o(\epsilon^3) ,\] (35)

such that,
\[
\alpha_T - \alpha = \epsilon \alpha_1 + \epsilon^2 \alpha_2 + \epsilon^3 \alpha_3 + o(\epsilon^3) .
\]
(36)

\[
\frac{\partial}{\partial t} = \epsilon \frac{\partial}{\partial T_1} + \epsilon^2 \frac{\partial}{\partial T_2} + o(\epsilon^3) , \quad \text{where} \quad T_1 = \epsilon t , \quad T_2 = \epsilon^2 t .
\]
(37)

Next the aim is to linearize each \( f_{x_j} , \) \( g_{x_j} \) and \( h_{x_j} \) (\( \forall \, i, j = 1, 2, 3 \)) with applying the expansion of Taylor’s series formulation around the point \( \alpha = \alpha_T \) and following equations are derived,
\[
f_{x_j} = f'_{x_j} - (\epsilon \alpha_1 + \epsilon^2 \alpha_2 + \epsilon^3 \alpha_3) f'_{x_j} + o(\epsilon^2) ,
\]
\[
g_{x_j} = g'_{x_j} - (\epsilon \alpha_1 + \epsilon^2 \alpha_2 + \epsilon^3 \alpha_3) g'_{x_j} + o(\epsilon^2) ,
\]
\[
h_{x_j} = h'_{x_j} - (\epsilon \alpha_1 + \epsilon^2 \alpha_2 + \epsilon^3 \alpha_3) h'_{x_j} + o(\epsilon^2) ,
\]
(39)

where, \( f'_{x_j} , g'_{x_j} \) and \( h'_{x_j} \) are the value of \( f_{x_j} , g_{x_j} \) and \( h_{x_j} \) at \( \alpha = \alpha_T \) respectively and \( f'_{x_j} = \frac{\partial}{\partial \alpha} (f_{x_j} ) , \) \( g'_{x_j} = \frac{\partial}{\partial \alpha} (g_{x_j} ) \) and \( h'_{x_j} = \frac{\partial}{\partial \alpha} (h_{x_j} ) \) at \( \alpha = \alpha_T \) [Here we denote \( f_{x_j} = \frac{\partial}{\partial \alpha} f_{x_j} \)].
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Applying the Taylor’s series expansion and using the technique of (39), we can write term $\mathbf{P}$ as follows:

$$
\mathbf{P} = e^2 \mathbf{P}_2 + e^3 \mathbf{P}_3 + o(e^3),
$$

(40)

where

$$
\mathbf{P}_2 = \left( \frac{1}{2} \left( x_{11}^{2} f_{x_{11}}^{T} + x_{21}^{2} f_{x_{21}}^{T} + x_{31}^{2} f_{x_{31}}^{T} + 2(x_{11} x_{21} f_{x_{12}}^{T} + x_{21} x_{31} f_{x_{23}}^{T} + x_{11} x_{31} f_{x_{13}}^{T}) \right) \right)
$$

(41)

and

$$
\mathbf{P}_3 = \left( \frac{1}{2} \left( x_{21}^{2} g_{x_{21}}^{T} + x_{31}^{2} g_{x_{31}}^{T} + 2(x_{21} x_{31} g_{x_{23}}^{T} + x_{21} x_{31} g_{x_{23}}^{T} + x_{21} x_{31} g_{x_{31}}^{T}) \right) \right)
$$

(42)

As $\mathbf{P}_2$ and $\mathbf{P}_3$ are terms associated with second and third order of $\epsilon$ of nonlinear term mentioned as $\mathbf{P}$. After the linearisation of the operator $\mathbf{L}$ of (31) at the point $\alpha = \alpha_T$, the operator $\mathbf{L}$ is formulated as follows:

$$
\mathbf{L} = \mathbf{L}_T + (\alpha_T - \alpha) \mathbf{M},
$$

(43)

where

$$
\mathbf{L}_T = \begin{pmatrix}
\frac{\partial f}{\partial x_1} + D_1 \nabla^2 & \frac{\partial f}{\partial x_2} & \frac{\partial f}{\partial x_3} \\
\frac{\partial g}{\partial x_1} & \frac{\partial g}{\partial x_2} + D_2 \nabla^2 & \frac{\partial g}{\partial x_3} \\
\frac{\partial h}{\partial x_1} & \frac{\partial h}{\partial x_2} & \frac{\partial h}{\partial x_3} + D_3 \nabla^2
\end{pmatrix},
$$

(44)

and

$$
\mathbf{M} = \begin{pmatrix}
m_{11} & m_{12} & m_{13} \\
m_{21} & m_{22} & m_{23} \\
m_{31} & m_{32} & m_{33}
\end{pmatrix}.
$$

(45)

At $E$, with $\alpha = \alpha_T$, the entities of $\mathbf{M}$ are written as follows:

$$
m_{11} = \frac{df_{x_1}}{d\alpha}, \quad m_{12} = \frac{df_{x_2}}{d\alpha}, \quad m_{13} = \frac{df_{x_3}}{d\alpha},
$$

$$
m_{21} = \frac{dg_{x_1}}{d\alpha}, \quad m_{22} = \frac{dg_{x_2}}{d\alpha}, \quad m_{23} = \frac{dg_{x_3}}{d\alpha},
$$

$$
m_{31} = \frac{dh_{x_1}}{d\alpha}, \quad m_{32} = \frac{dh_{x_2}}{d\alpha}, \quad m_{33} = \frac{dh_{x_3}}{d\alpha},
$$

(46)
\[ m_{33} = \frac{dh_{33}}{da} \]

After replacing the Eqs. (35)-(45) into Eq. (31) and equalising with the corresponding coefficient of \( \epsilon^j \), \( \forall j = 1, 2 \) and 3, following mathematical relationships are obtained:

\[
L_f \left( \begin{array}{l}
x_{11} \\
x_{21} \\
x_{31}
\end{array} \right) = 0
\] (46a)

\[
L_f \left( \begin{array}{l}
x_{12} \\
x_{22} \\
x_{32}
\end{array} \right) = \frac{\partial}{\partial T_1} \left( \begin{array}{l}
x_{11} \\
x_{21} \\
x_{31}
\end{array} \right) - \alpha_1 M \left( \begin{array}{l}
x_{11} \\
x_{22} \\
x_{32}
\end{array} \right) - P_2
\] (46b)

\[
L_f \left( \begin{array}{l}
x_{13} \\
x_{23} \\
x_{33}
\end{array} \right) = \frac{\partial}{\partial T_1} \left( \begin{array}{l}
x_{12} \\
x_{22} \\
x_{32}
\end{array} \right) + \frac{\partial}{\partial T_2} \left( \begin{array}{l}
x_{11} \\
x_{21} \\
x_{31}
\end{array} \right) - \alpha_1 M \left( \begin{array}{l}
x_{12} \\
x_{22} \\
x_{32}
\end{array} \right) - \alpha_2 M \left( \begin{array}{l}
x_{13} \\
x_{23} \\
x_{33}
\end{array} \right) - P_3
\] (46c)

Since \( L_f \) is linear, eigenvector \( \left( \begin{array}{l}
x_{11} \\
x_{21} \\
x_{31}
\end{array} \right) \) corresponding to the eigenvalue 0 is also linear. Consider the first order of \( \epsilon \), the solution of (46a) can be obtained as:

\[
\left( \begin{array}{l}
x_{11} \\
x_{21} \\
x_{31}
\end{array} \right) = \left( \begin{array}{l}
\xi_1 \\
1 \\
0
\end{array} \right) \left( \sum_{j=1}^{3} W_j \exp(\text{i}k_j \cdot r) + \text{c.c.} \right).
\] (47)

where, \( \xi_1 = \frac{f_{11}^T \bar{h}_{11}^T - f_{12}^T \bar{h}_{12}^T - f_{13}^T \bar{h}_{13}^T}{\bar{h}_{11}^T \bar{h}_{12}^T - \bar{h}_{12}^T \bar{h}_{13}^T} \). \( W_j \) are termed as the amplitude of the mode \( \exp(\text{i}k_j \cdot r) \) and c.c. denotes complex conjugate. Applying the solvability condition of Fredholm, R.H.S. part of (46b) should be orthogonal associated to the zero eigenvector of \( L_f^+ \), which is defined as the adjoint operator of \( L_f \). Therefore we obtain the following equation:

\[
L_f^+ \left( \begin{array}{l}
x_{12} \\
x_{22} \\
x_{32}
\end{array} \right) = 0.
\] (48)

The value of the solution, which is formed as the eigenvector associated to zero eigenvalue of the Eq. (48) is written as,

\[
\left( \begin{array}{l}
x_{12} \\
x_{22} \\
x_{32}
\end{array} \right) = \left( \begin{array}{l}
1 \\
\xi_2 \\
0
\end{array} \right) \left( \sum_{j=1}^{3} W_j \exp(\text{i}k_j \cdot r) + \text{c.c.} \right).
\] (49)

where, \( \xi_2 = \frac{f_{22}^T \bar{h}_{22}^T - f_{21}^T \bar{h}_{21}^T - f_{23}^T \bar{h}_{23}^T}{\bar{h}_{22}^T \bar{h}_{21}^T - \bar{h}_{21}^T \bar{h}_{23}^T} \).

By replacing the Eq. (47) into Eq. (46b) and obtain,

\[
L_f \left( \begin{array}{l}
x_{12} \\
x_{22} \\
x_{32}
\end{array} \right) = \left( \begin{array}{l}
\frac{\partial W_j}{\partial T_1} \\
\frac{\partial W_j}{\partial T_2}
\end{array} \right) - \mu_1 \left( \begin{array}{l}
\xi_1 m_{11} W_j + m_{12} W_j + m_{13} W_j \\
\xi_1 m_{21} W_j + m_{22} W_j + m_{23} W_j \\
\xi_1 m_{31} W_j + m_{32} W_j + m_{33} W_j
\end{array} \right) - \left( \begin{array}{l}
u_1 W_j W_m \\
u_2 W_j W_m \\
u_3 W_j W_m
\end{array} \right)
\] (50)

whereas, \( j \neq l, m; \ l \neq m; \ \forall j, l, m = 1, 2 \) and 3. For the sake of easy calculation, the following terms are considered,

\[
\begin{align*}
u_1 &= (\xi_1^2 f_{11}^T f_{11} + f_{12}^T h_{11} + 2 \xi_1 f_{13}^T f_{13}), \\
u_2 &= (\xi_1^2 g_{12}^T g_{12} + g_{13}^T h_{12} + 2 \xi_1 g_{14}^T h_{13}), \\
u_3 &= (\xi_2^2 h_{13}^T h_{13} + h_{12}^T h_{12} + 2 \xi_2 h_{11}^T h_{11}).
\end{align*}
\] (51)

From above it is clear that L.H.S. eigenvector associated to the eigenvalue, which is zero, of (49) should be orthogonal to \( \left( f_{11}^T \ f_{22}^T \ f_{33}^T \right)^T \), following condition is obtained,

\[
\left( \begin{array}{l}
x_{12} \\
x_{22} \\
x_{32}
\end{array} \right) \left( \begin{array}{l}
f_{11}^T \\
f_{22}^T \\
f_{33}^T
\end{array} \right) = 0
\] (52)

Incorporating the Eqs. (49)-(50) in Eq. (52) and comparing the value of the coefficient of \( \exp(\text{i}k_j \cdot r) \), the derivation of the following equations for \( j = 1, 2 \) and 3 are obtained as follows:

\[
(\xi_1 + \xi_2) \frac{\partial W_j}{\partial T_1} = \alpha_1 [(\xi_1 m_{11} + m_{12}) + \xi_2 (\xi_1 m_{21} + m_{22})] W_j + (u_1 + \xi_2 u_2) W_j W_m
\]
(53)

Now the term \((x_{12} \ x_{22} \ x_{32})\) is expressed as sum of Fourier series and the mathematical equation is derived as follows:

\[
\begin{align*}
\sum_{j=1}^{3} \left( x_{12}^{(j)} \right) & = \sum_{j=1}^{3} \left( x_{12}^{(j)} \right) \exp(ik_j, r) + \sum_{j=1}^{3} \left( x_{12}^{(j)} \right) \exp(2ik_j, r) + \sum_{j=1}^{3} \left( x_{12}^{(j)} \right) \exp(i(k_j - k_2), r) \\
& + \sum_{j=1}^{3} \left( x_{12}^{(j)} \right) \exp(i(k_2 - k_3), r) + \sum_{j=1}^{3} \left( x_{12}^{(j)} \right) \exp(i(k_3 - k_1), r) + \text{c.c.}
\end{align*}
\]

(54)

By replacing the Eq. (54) into Eq. (46b) and equalising the coefficient values of \(\exp(0), \exp(2ik_j, r)\) and \(\exp(i(k_j - k_2), r)\), the following results are obtained for \(j \neq k\) and \(k = 1, 2, 3\):

\[
\begin{align*}
\sum_{j=1}^{3} \left( x_{12}^{(j)} \right) & = \sum_{j=1}^{3} \left( x_{12}^{(j)} \right) \left( |W_1|^2 + |W_2|^2 + |W_3|^2 \right) \\
& = \sum_{j=1}^{3} \left( x_{12}^{(j)} \right) \left( |W_1|^2 + |W_2|^2 + |W_3|^2 \right) \quad \text{(say)}
\end{align*}
\]

(55)

By incorporating the Eqs. (47) and (54) in Eq. (42) and going through a long algebraic calculation, the Eq. (42) is derived as follows:

\[
\begin{align*}
P_j & = \begin{cases} 
\begin{pmatrix} H_1 |W_1|^2 |W_1| + H_2 (|W_2|^2 + |W_3|^2) |W_1| - H_3 \bar{W}_2 \bar{W}_3 \\
I_1 |W_1|^2 |W_1| + I_2 (|W_2|^2 + |W_3|^2) |W_1| - I_3 \bar{W}_2 \bar{W}_3 \\
J_1 |W_1|^2 |W_1| + J_2 (|W_2|^2 + |W_3|^2) |W_1| - J_3 \bar{W}_2 \bar{W}_3
\end{pmatrix}
\end{cases}
\end{align*}
\]

(56)
where,

$$H_1 = \left( R_1 + \frac{\partial}{\partial t} \right) \left( \xi_1 f'_{x_{x_{1}}x_{1}} + f'_{x_{x_{1}}x_{1}} \right) + \left( R_2 + \frac{\nu}{2} \right) \left( \xi_1 f'_{x_{x_{2}}x_{2}} + f'_{x_{x_{2}}x_{2}} \right) + \left( R_3 + \frac{\nu}{2} \right) \left( \xi_1 f'_{x_{x_{3}}x_{3}} + f'_{x_{x_{3}}x_{3}} \right)$$

$$+ \left( \xi_1 f'_{x_{x_{1}}x_{1}} + 3 \xi_1 f'_{x_{x_{1}}x_{2}} + 3 \xi_1 f'_{x_{x_{1}}x_{3}} + f'_{x_{x_{1}}x_{3}} \right) \sum_{j=1}^{2} \left( R_1 + T_1 \right) \left( \xi_1 f'_{x_{x_{1}}x_{1}} + f'_{x_{x_{1}}x_{1}} \right) + \left( R_2 + T_2 \right) \left( \xi_1 f'_{x_{x_{2}}x_{2}} + f'_{x_{x_{2}}x_{2}} \right) + \left( R_3 + T_3 \right) \left( \xi_1 f'_{x_{x_{3}}x_{3}} + f'_{x_{x_{3}}x_{3}} \right)$$

$$+ \left( \xi_1 f'_{x_{x_{1}}x_{1}} + 3 \xi_1 f'_{x_{x_{1}}x_{2}} + 3 \xi_1 f'_{x_{x_{1}}x_{3}} + f'_{x_{x_{1}}x_{3}} \right) \sum_{j=1}^{2} \left( R_1 + T_1 \right) \left( \xi_1 f'_{x_{x_{1}}x_{1}} + f'_{x_{x_{1}}x_{1}} \right) + \left( R_2 + T_2 \right) \left( \xi_1 f'_{x_{x_{2}}x_{2}} + f'_{x_{x_{2}}x_{2}} \right) + \left( R_3 + T_3 \right) \left( \xi_1 f'_{x_{x_{3}}x_{3}} + f'_{x_{x_{3}}x_{3}} \right)$$

$$H_2 = \left( R_1 + T_1 \right) \left( \xi_1 f'_{x_{x_{1}}x_{1}} + f'_{x_{x_{1}}x_{1}} \right) + \left( R_2 + T_2 \right) \left( \xi_1 f'_{x_{x_{2}}x_{2}} + f'_{x_{x_{2}}x_{2}} \right) + \left( R_3 + T_3 \right) \left( \xi_1 f'_{x_{x_{3}}x_{3}} + f'_{x_{x_{3}}x_{3}} \right)$$

Now substituting the Eqs. (47), (54) and (56) into the Eq. (46c) and comparing the corresponding coefficient value of \( \exp(\mathbf{i} k \cdot r) \) (\( \forall j = 1, 2, 3 \)), Eq. (46c) becomes

$$L_f \left( \begin{array}{c} x_{13} \\ x_{23} \\ x_{33} \end{array} \right) = \frac{\partial}{\partial t} \left( \begin{array}{c} x_{12} \\ x_{22} \\ x_{32} \end{array} \right) + \left( \begin{array}{c} \frac{\partial W_1}{\partial t} \\ \frac{\partial W_2}{\partial t} \\ \frac{\partial W_3}{\partial t} \end{array} \right) - \alpha_1 \left( \begin{array}{c} m_{11} x_{12}^j + m_{12} x_{22}^j \\ m_{21} x_{12}^j + m_{22} x_{22}^j \\ m_{31} x_{12}^j + m_{32} x_{22}^j \end{array} \right) - \alpha_2 \left( \begin{array}{c} \xi_1 m_{11} W_j + m_{12} W_j \\ \xi_1 m_{21} W_j + m_{22} W_j \\ \xi_1 m_{31} W_j + m_{32} W_j \end{array} \right)$$

$$= \left( \begin{array}{c} G_{i1}^j \\ G_{i2}^j \\ G_{i3}^j \end{array} \right) \quad \text{(say)}$$

Assume that \( m_{11} x_{12}^j + m_{12} x_{12}^j = \xi_1 m_{11} x_{12}^j \) \( \forall j = 1, 2, 3 \). Applying the solvability condition of Fredholm to the corresponding Eq. (46c), \( \left( G_{i1}^j, G_{i2}^j, G_{i3}^j \right) \) should be orthogonal associated to left eigenvectors of \( L_f \) corresponding to the eigenvalue zero. The following mathematical relations are obtained:

$$\xi_1 + \xi_2 \left( \frac{\partial x_{12}}{\partial t} + \frac{\partial W_1}{\partial t} \right) = \left( \xi_1, m_{11} + m_{12} \right) + \xi_2 \left( \xi_1, m_{11} + m_{22} \right) \left( \alpha_1, x_{12}^j + \alpha_2 W_j \right) + \left( \alpha_1, \xi_1, m_{11} + m_{12} \right) + \xi_2 \left( \xi_1, m_{11} + m_{22} \right) \left( \alpha_2, x_{12}^j + \alpha_2 W_j \right) + \left( \alpha_1, \alpha_2, x_{12}^j + \alpha_2 W_j \right)$$

$$\xi_1 + \xi_2 \left( \frac{\partial x_{22}}{\partial t} + \frac{\partial W_2}{\partial t} \right) = \left( \xi_1, m_{11} + m_{12} \right) + \xi_2 \left( \xi_1, m_{11} + m_{22} \right) \left( \alpha_1, x_{22}^j + \alpha_2 W_j \right) + \left( \alpha_1, \xi_1, m_{11} + m_{12} \right) + \xi_2 \left( \xi_1, m_{11} + m_{22} \right) \left( \alpha_2, x_{22}^j + \alpha_2 W_j \right) + \left( \alpha_1, \alpha_2, x_{22}^j + \alpha_2 W_j \right)$$

$$\xi_1 + \xi_2 \left( \frac{\partial x_{32}}{\partial t} + \frac{\partial W_3}{\partial t} \right) = \left( \xi_1, m_{11} + m_{12} \right) + \xi_2 \left( \xi_1, m_{11} + m_{22} \right) \left( \alpha_1, x_{32}^j + \alpha_2 W_j \right) + \left( \alpha_1, \xi_1, m_{11} + m_{12} \right) + \xi_2 \left( \xi_1, m_{11} + m_{22} \right) \left( \alpha_2, x_{32}^j + \alpha_2 W_j \right) + \left( \alpha_1, \alpha_2, x_{32}^j + \alpha_2 W_j \right)$$

Amplitude equation \( A_j (j = 1, 2, 3) \) can be expressed as follows:

$$A_1 = e W_j + e^2 x_{12}^j + o(e^3) \quad \forall j = 1, 2, 3$$

Applying above equations all together, the amplitude equations are derived from the Eq. (38) as follows:

$$\tau_0 \frac{\partial A_1}{\partial t} = \bar{a} A_1 + h \bar{x} \bar{a} - [g_1 |A_1|^2 + g_2 (|A_2|^2 + |A_3|^2)] A_1,$$

$$\tau_0 \frac{\partial A_2}{\partial t} = \bar{a} A_2 + h \bar{x} \bar{a} - [g_1 |A_1|^2 + g_2 (|A_2|^2 + |A_1|^2)] A_2,$$

$$\tau_0 \frac{\partial A_3}{\partial t} = \bar{a} A_3 + h \bar{x} \bar{a} - [g_1 |A_1|^2 + g_2 (|A_3|^2 + |A_1|^2)] A_3.$$
\[
\tau_0 \frac{\partial A_3}{\partial t} = \tilde{a} A_3 + h \tilde{A}_1 \tilde{A}_2 - [g_1 |A_3|^2 + g_2 (|A_1|^2 + |A_2|^2)]A_3, \tag{61}
\]
whereas,
\[
\tilde{a} = \frac{\alpha_1 - \alpha}{\alpha_1},
\]
\[
\tau_0 = \frac{\xi_1 + \xi_2}{\alpha_1^2 (\xi_1 m_{11} + m_{21}) + \xi_1 (\xi_1 m_{12} + m_{22})}, \quad H_3 = \frac{\xi_2 h_3}{\alpha_1^2 (\xi_1 m_{11} + m_{21}) + \xi_1 (\xi_1 m_{12} + m_{22})}, \quad h = -\frac{\xi_2}{\alpha_1^2 (\xi_1 m_{11} + m_{21}) + \xi_1 (\xi_1 m_{12} + m_{22})},
\]
\[
g_1 = -\frac{\xi_2}{\alpha_1^2 (\xi_1 m_{11} + m_{21}) + \xi_1 (\xi_1 m_{12} + m_{22})}, \quad g_2 = -\frac{\xi_2}{\alpha_1^2 (\xi_1 m_{11} + m_{21}) + \xi_1 (\xi_1 m_{12} + m_{22})}. \tag{62}
\]

8.1. Stability Properties of Amplitude Equations

Amplitude equation can be expressed as
\[
A_j = \rho_j \exp(i \psi_j)
\]
(63)
together with the properties of same angle of phase \(\psi = \frac{2 \pi}{3}\), whereas mode \(\rho_j\) is defined as \(\rho_j = |A_j|\), where \(\psi = \sum_{j=1}^3 \psi_j\).

Now the following relation is obtained from (63),
\[
\frac{\partial \psi}{\partial \tau} = \sum_{j=1}^3 \frac{\partial \psi_j}{\partial \tau} = \frac{1}{\alpha_1^2} \sum_{j=1}^3 \frac{\partial A_j}{\partial \tau} = \frac{-h}{\alpha_1^2} \left( \rho_1^2 \rho_2^2 + \rho_1^2 \rho_3^2 + \rho_2^2 \rho_3^2 \right) (\rho_1 \rho_2 \rho_3)^{-1} (i \cos \psi + \sin \psi) + (\tau_0) [3 \bar{a} - (g_1 + 2g_2). (|A_1|^2 + |A_2|^2 + |A_3|^2)] \tag{64}
\]

Taking the real part, one can have
\[
\tau_0 \frac{\partial \rho_j}{\partial \tau} = -h (\rho_2^2 \rho_3^2 + \rho_1^2 \rho_3^2 + \rho_1^2 \rho_2^2) (\rho_1 \rho_2 \rho_3)^{-1} \sin \psi \tag{65}
\]
Replacing the value of \(\text{Eq. (63)}\) in the system of amplitude equations of (61) and taking the consideration of the real part of equations, the mathematical relations are derived as follows:
\[
\tau_0 \frac{\partial \rho_1}{\partial \tau} = \bar{a} \rho_1 + h \rho_2 \rho_3 \cos \psi - g_1 \rho_1^3 - g_2 (\rho_2^2 + \rho_3^2) \rho_1, \quad \tau_0 \frac{\partial \rho_2}{\partial \tau} = \bar{a} \rho_2 + h \rho_1 \rho_3 \cos \psi - g_1 \rho_2^3 - g_2 (\rho_1^2 + \rho_3^2) \rho_2, \quad \tau_0 \frac{\partial \rho_3}{\partial \tau} = \bar{a} \rho_3 + h \rho_1 \rho_2 \cos \psi - g_1 \rho_3^3 - g_2 (\rho_1^2 + \rho_2^2) \rho_3 \tag{66}
\]

For the value of \(\psi = 0\) and \(\psi = \pi\), value of \(h\) turns out positive and negative respectively. Now if the positive value of \(h\) i.e. \(h > 0\) is considered, then patterns of the system are going to be stable and defined as \(H_0\) whereas if the negative value of \(h\) i.e. \(h < 0\) is considered, then patterns of the system are going to be stable and defined as \(H_n\). Therefore the following system of equations are obtained from Eq. (66):
\[
\tau_0 \frac{\partial \rho_1}{\partial \tau} = \bar{a} \rho_1 + |h| \rho_2 \rho_3 - g_1 \rho_1^3 - g_2 (\rho_2^2 + \rho_3^2) \rho_1, \quad \tau_0 \frac{\partial \rho_2}{\partial \tau} = \bar{a} \rho_2 + |h| \rho_3 \rho_1 - g_1 \rho_2^3 - g_2 (\rho_1^2 + \rho_3^2) \rho_2, \quad \tau_0 \frac{\partial \rho_3}{\partial \tau} = \bar{a} \rho_3 + |h| \rho_1 \rho_2 - g_1 \rho_3^3 - g_2 (\rho_1^2 + \rho_2^2) \rho_3 \tag{67}
\]

From Eq. (67), the stability properties of the amplitude equations are analysed.

**Theorem 8.1.** The condition for the stability of stationary state is \(\tilde{a} < \tilde{a}_0\) and condition for the unstable is \(\tilde{a} > \tilde{a}_0\), where \(\tilde{a}_0 = 0\).

**Proof.** Consider the stationary state is \((0)\) and from Eq. (67), the stability condition is given by, \(\rho_1 = \rho_2 = \rho_3 = 0\) for \(\tilde{a} < \tilde{a}_0 = 0\) and otherwise unstable for \(\tilde{a} > \tilde{a}_0\). \(\square\)

**Theorem 8.2.** The stability condition of the stripe patterns is \(\tilde{a} > \tilde{a}_s\) and unstable for \(\tilde{a} < \tilde{a}_s\), where \(\tilde{a}_s = \sqrt{\frac{|h| g_1}{|g_2|^2}}\).

**Proof.** Assume the stripe patterns is denoted as \((\tilde{S})\) and it is given by, \(\rho_1 = \sqrt{\frac{\tilde{a}}{g_1}} \neq 0\), \(\rho_2 = \rho_3 = 0\).

Consider \(\rho_j = \rho_1 + \delta \rho_j\), \((j = 1, 2, 3)\). Now incorporating the values of \(\rho_1 = \rho_1 + \delta \rho_1, \rho_2 = \delta \rho_2\) and \(\rho_3 = \delta \rho_3\) in the Eq. (67) ignoring the terms associated to \(\delta \rho_j^2\) and replacing the condition of the steady state. Mathematical relations are derived as follows:
\[
\tau_0 \frac{\partial}{\partial \tau} (\delta \rho_1) = (\bar{a} - 3g_1 \rho_1^2) \delta \rho_1, \quad \tau_0 \frac{\partial}{\partial \tau} (\delta \rho_2) = (\bar{a} - g_2 \rho_2^2) \delta \rho_2 + |h| \rho_1 \delta \rho_3.
\]
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\[ \tau_0 \frac{\partial}{\partial t} (\delta \rho_2) = |h| \rho_0 \delta \rho_2 + (\tilde{\alpha} - g_2 \rho_2^2) \delta \rho_3 \]  
(68)

Now from (68), the characteristic equation for the stability of stripe patterns is obtained as follows:

\[ (\tilde{\alpha} - 3g_1 \rho_1^2 - \lambda)((\tilde{\alpha} - g_2 \rho_2^2 - \lambda)^2 - |h|^2 \rho_2^2) = 0, \]  
(69)

whereas the corresponding eigenvalues are termed as \( \lambda \)'s. Substituting the value of \( \rho_s = \sqrt{\frac{\tilde{\alpha}}{g_1}} \) in the Eq. (69) and one can obtain

\[ (-2\tilde{\alpha} - \lambda) \left\{ (\tilde{\alpha} - \frac{g_2}{g_1} \tilde{\alpha} - \lambda)^2 - |h|^2 \frac{\tilde{\alpha}}{g_1} \right\} = 0. \]  
(70)

From above we have \( \lambda_1 = -2\tilde{\alpha} \) and \( \lambda_{2,3} = \tilde{\alpha} \left( 1 - \frac{g_2}{g_1} \right) \pm |h| \sqrt{\frac{\tilde{\alpha}}{g_1}} \). Stripe patterns become stable if the value of all corresponding eigenvalues are negative i.e.

\[ \tilde{\alpha} > \frac{|h|^2 g_1}{4g_1^2 - 8g_2} = \tilde{\alpha}_s. \]  
(71)

Therefore, from the above it suggests that the stability condition for stripe patterns is \( \tilde{\alpha} > \tilde{\alpha}_s \) and the condition for unstable is \( \tilde{\alpha} < \tilde{\alpha}_s \). \( \square \)

**Theorem 8.3.** The stability condition of the hexagonal patterns is \( \tilde{\alpha} < \tilde{\alpha}_h \) and the condition for unstable is \( \tilde{\alpha} > \tilde{\alpha}_h \), where \( \tilde{\alpha}_h = \frac{h^2 (g_1 + 2g_2)}{4g_1^2 - 8g_2} \).

**Proof.** Substitute \( \rho_1 = \rho_2 = \rho_3 = \rho_h \) in Eq. (67) and get,

\[ \rho_h^\pm = \frac{|h| \pm \sqrt{|h|^2 + 4g_1 (g_1 + 2g_2)}}{2g_1^2 + 4g_2} \]  
(72)

The value of discriminant of \( \rho_h^\pm \) must positive on consideration of real value and it becomes

\[ \tilde{\alpha} > \frac{|h|^2 g_1}{4g_1^2 - 8g_2} = \tilde{\alpha}_h, \]  
(73)

Assume \( \rho_j = \rho_h + \delta \rho_j \) (\( j = 1, 2, 3 \)). Now incorporating the values of \( \rho_1 = \rho_h + \delta \rho_1, \rho_2 = \rho_h + \delta \rho_2 \) and \( \rho_3 = \rho_h + \delta \rho_3 \) in the Eq. (67) (ignoring the terms associated to \( \delta^2 \)) and replacing the condition of the steady state. Mathematical relations are derived as follows:

\[
\begin{align*}
\tau_0 \frac{\partial}{\partial t} (\delta \rho_1) &= a_1 \delta \rho_1 + a_2 \delta \rho_2 + a_2 \delta \rho_3, \\
\tau_0 \frac{\partial}{\partial t} (\delta \rho_2) &= a_2 \delta \rho_1 + a_1 \delta \rho_2 + a_2 \delta \rho_3, \\
\tau_0 \frac{\partial}{\partial t} (\delta \rho_3) &= a_3 \delta \rho_1 + a_2 \delta \rho_2 + a_3 \delta \rho_3,
\end{align*}
\]  
(74)

where

\[ a_1 = \tilde{\alpha} - (3g_1 + 2g_2) \rho_h^2, \]
\[ a_2 = |h| \rho_h - 2g_2 \rho_h^2. \]  
(75)

Now from (74), the characteristic equation is obtained as follows:

\[ \lambda^3 - 3a_1 \lambda^2 + 3(\tilde{\alpha}^2 - a_1^2) \lambda + (3a_1 \tilde{\alpha}^2 - a_1^3 - 2a_2^2) = 0. \]  
(76)

whereas the corresponding eigenvalues are termed as \( \lambda \)'s. Following eigenvalues are obtained after calculating the root of the above cubic equation:

\[ \lambda_1 = a_1 + 2a_2; \quad \lambda_{2,3} = a_1 - a_2. \]  
(77)

Now the conditions of stability properties of the eigenvalues are investigated, say \( \rho_h^+ \) and \( \rho_h^- \). \( \square \)

**Case 1.** \( \rho_h = \rho_h^+ \):

First incorporate the parameter value \( \rho_h^+ \) from (72) in the value of \( \lambda_1 \), which is defined as \( \lambda_1 = a_1 + 2a_2 = \tilde{\alpha} - 3(g_1 + 2g_2) \rho_h^2 + 2|h| \rho_h^+ \) and obtain,

\[ \lambda_1 = \frac{-4\tilde{\alpha} (g_1 + 2g_2) + \sqrt{\tilde{\alpha}^2 + 4\tilde{\alpha} (g_1 + 2g_2)}}{4g_1^2 + 4g_2} \leq 0. \]  
(78)

Here the stability condition of hexagonal patterns is explored so that it ensures the other eigenvalues such as \( \lambda_2 \) and \( \lambda_3 \) must be negative. On assumption, setting \( \lambda_2 = \lambda_3 < 0 \), and obtain

\[ \lambda_2 = \lambda_3 = \tilde{\alpha} - 3g_1 \rho_h^2 - |h| \rho_h^+ = \frac{4\tilde{\alpha} (g_1 + 2g_2) + \sqrt{\tilde{\alpha}^2 + 4\tilde{\alpha} (g_1 + 2g_2)}}{4g_1^2 + 4g_2} \leq 0. \]  
(79)

On simplification of (79), one can get

\[ \tilde{\alpha} < \frac{|h|^2 (g_1 + 2g_2)}{4g_1^2 + 4g_2} = \tilde{\alpha}_h. \]  
(80)

Hence, the condition of the hexagonal patterns is stable if \( \tilde{\alpha} < \tilde{\alpha}_h \).
Case 2. $\rho_h = \rho_h^-$:

Here the same technique will be followed as above case and incorporating the parameter value of $\rho_h^-$ from (72) in the value of $\lambda_1$, which is termed as $\lambda_1 = a_1 + 2a_2 = 2 - 3(g_1 + 2g_2)\rho_h^- + 2|h|\rho_h^-$ and the following relation is derived,

$$\lambda_1 = \frac{-4a_1(g_1 + 2g_2) - b^2 - |h|\sqrt{|b^2 + 4a_1(g_1 + 2g_2)|}}{2(g_1 + 2g_2)} > 0.$$  \hspace{1cm} (81)

Comparing both the Eqs. (81) and (78), the eigenvalue $\lambda_1$ turns out to be positive. Moreover, parametric values of $\lambda_2$ and $\lambda_3$, are calculated and the mathematical relation is obtained as follows:

$$\lambda_2 = \lambda_3 = 2 - 3(g_1 + 2g_2)^2 - |h|\rho_h^- = \frac{4a_1(g_1 + 2g_2)^2 - b^2 - 2h(g_1 + 2g_2) + 4|h|\rho_h^-}{4(g_1 + 2g_2)^2} > 0$$ \hspace{1cm} (82)

Again comparing both the Eqs. (82) and (79) and obtaining the Eq. (82) is positive. Hence, in the case of $\rho_h = \rho_h^-$, every eigenvalues become positive and that ensures the unstable condition for hexagonal patterns.

9. Persistence analysis

Persistence/permanence is a long terminal process which is very much essential topic to know the exact features of any dynamical system. Biologically, the long term survival of all the individuals of the populations are represented by persistence property where the amount of initial populations doesn’t matter here. Where in mathematically point of view, persistence/permanence of a dynamical system represents the strictly positive solutions of the system which do not have any omega limit points on the boundary of the non-negative cone (i.e., all the trajectories lie in a fixed region which is bounded for any large time t) [16]. Suppose for any $t \geq 0$, we have $B(t) > 0$. Then if $\lim_{t \to \infty} \inf B(t) > 0$ holds we can say that $B(t)$ is persistent. When all solutions with $\ast e$ initial conditions of any differential equation are persistent then the system is also persistent. The most significant part is the peak times of infected population and its repeated nature [76]. The peaks are related to local or global extremum of $I_1(t)$ and $I_2(t)$. From system (1), we have $I_1(t) = \frac{aE}{\gamma_1 + \alpha}$ and $I_2(t) = \frac{G_1(t)}{\gamma_2 + \alpha^2}$. This can be solved by the solution variables $(S, E, I_1, I_2, R, D)^T$. It has been observed that there is many more local peaks of the infected population over the time along with repeated behaviours, which has been noticed in the earlier pandemics such as Spanish flu (1918 pandemic influenza), which had three pandemic waves of infection within quick interval of few months [53].

**Definition 9.1.** If there exist positive constants $m$ and $M$, which are independent of the solution of system (1) such that solution $I_1(t)$ of system (1) satisfies

$$0 < m \leq \liminf_{t \to \infty} I_1(t) \leq \limsup_{t \to \infty} I_1(t) \leq M,$$

then system (1) is persistent.

**Definition 9.2.** If there exist positive constants $m^\prime$ and $M^\prime$, which are independent of the solution of system (1) such that solution $I_2(t)$ of system (1) satisfies

$$0 < m^\prime \leq \liminf_{t \to \infty} I_2(t) \leq \limsup_{t \to \infty} I_2(t) \leq M^\prime,$$

then system (1) is persistent.

**Lemma 9.3.** [14] If $a > 0$, $b > 0$ and $\frac{dx}{dt} \geq (b - ax)$ when $t \geq 0$ and $x(0) > 0$, we have

$$\lim_{t \to +\infty} \inf X(t) \geq \frac{b}{a}.$$  

If $a > 0$, $b > 0$ and $\frac{dx}{dt} \leq (b - ax)$ when $t \geq 0$ and $x(0) > 0$, we have

$$\lim_{t \to +\infty} \sup X(t) \leq \frac{b}{a}.$$  

**Theorem 9.4.** Let $I_1(t)$ be any solution of system (1), then

$$0 < \frac{a}{\gamma_1 + \alpha} \leq \liminf_{t \to \infty} I_1(t) \leq \limsup_{t \to \infty} I_1(t) \leq \frac{aN}{\gamma_1 + \alpha},$$

then system (1) is persistent.

**Proof.** Let $I_1(t)$ be a solution of system (1). From the system (1), we have,

$$\frac{dI_1}{dt} = aE - (\gamma_1 + \alpha)I_1,$$

$$\leq (aN - (\gamma_1 + \alpha)I_1).$$  \hspace{1cm} (83)

Applying Lemma (9.3) to (83), it immediately follows that

$$\lim_{t \to +\infty} \sup I_1(t) \leq \frac{aN}{\gamma_1 + \alpha}.$$  \hspace{1cm} (84)
Again we have, 
\[
\frac{dI_1}{dt} = aE - (\gamma_1 + \alpha)I_1, 
\]
\[\geq a - (\gamma_1 + \alpha)I_1. \tag{85}\]

Applying Lemma (9.3) to (85), it immediately follows that
\[
\lim_{t \to \infty} \inf I_1(t) \geq \frac{a}{\gamma_1 + \alpha}. \tag{86}
\]

Now we conclude that from definition (9.1), lemma (9.3) and Theorem (9.4), we have that the system (1) is persistent.

**Theorem 9.5.** Let \( I_2(t) \) be any solution of system (1), then
\[
0 < \frac{aN}{\gamma_2 + \mu} \leq \lim \inf I_2(t) \leq \lim \sup I_2(t) \leq \frac{aN}{\gamma_2 + \mu},
\]
then system (1) is persistent.

**Proof.** Similar process will be followed as above Theorem 9.4. \( \square \)

**Remark 9.6.** Over the progression of time, the fatal disease can be repeated pseudo-periodically i.e. coronavirus can return once again in the later seasons of the year or over the years in the worldwide and it becomes into a persistent disease in the long term of period. The amplitude and time gap of the infection peaks totally relies on the parameters of the system (1).

### 10. Extinction properties

Extinction is a term which occurs when the last individual of any population die, though the efficiency to reproduce and heal could have been ruined prior to extinction. If existing individual is not present till the end of its life time that particular kind of population then the situation ensures the extinction of that particular kind of individual. Also a kind of individual may become operationally extinct when only a small number of that kind of population remains alive in the environment and they have no power to breed for illness, old age, infrequent ordination along huge area, lack of opposite gender population etc. This paragraph mainly illustrates about the extermination conditions of the population. Consider the notation: \( \lim_{t \to \infty} \sup I_1(t) = I_1^* \) and \( \lim_{t \to \infty} \sup I_2(t) = I_2^* \). Here, assume the following facts: \( I_1 < I_1^* + \epsilon \) and \( I_2 < I_2^* + \epsilon \), where \( \lim_{t \to \infty} \sup I_1(t) \leq I_1^* \) and \( \lim_{t \to \infty} \sup I_2(t) \leq I_2^* \).

**Theorem 10.1.** If \( \beta_1I_1 + \beta_2I_2 < \frac{a}{N} \), then \( \lim_{t \to \infty} E(t) = 0 \).

**Proof.** Choose \( 0 < \epsilon < \frac{a}{N} - \beta_1I_1 - \beta_2I_2 \). Then \( \exists \ t_1, t_2 > 0 \), s.t. \( I_1(t) < I_1^* + \epsilon \), and \( I_2(t) < I_2^* + \epsilon \ \forall t > \max\{t_1, t_2\} \). Also it is known that, \( N = S = I + I + I + R + D \). Then from the model system (1) one can have,
\[
\frac{dE}{dt} = (\beta_1I_1 + \beta_2I_2)S - aE \\
= (\beta_1I_1 + \beta_2I_2)(N - E - I_1 - I_2 - R - D) - aE \\
< -E[a - (\beta_1I_1^* + \beta_2I_2^* + \epsilon)]N \\
\begin{cases} 
< 0 \quad \text{if} \quad \beta_1I_1 + \beta_2I_2 < \frac{a}{N}, \\
\end{cases}
\]

Hence, \( \lim_{t \to \infty} E(t) = 0 \). \( \square \)

**Remark 10.2.** The progression rate is enough to extinct the exposed populations.

**Theorem 10.3.** If \( 1 + \frac{\gamma_1 + \alpha}{a} > N \), then \( \lim_{t \to \infty} I_1(t) = 0 \).

**Proof.** Here it is known that, \( N = S = I + I + I + R + D \). Then from the model system (1) one can have,
\[
\frac{dI_1}{dt} = aE - (\gamma_1 + \alpha)I_1 \\
< a(N - I_1) - (\gamma_1 + \alpha)I_1 \\
= aN - (a + \gamma_1 + \alpha)I_1 \\
< -I_1[(a + \gamma_1 + \alpha) - aN]. \begin{cases} \text{holds if} \quad aN < aN \text{ or } I_1 > 1 \end{cases} \\
< 0 \quad \text{if} \quad N < \left(1 + \frac{\gamma_1 + \alpha}{a}\right).
\]

Hence, \( \lim_{t \to \infty} I_1(t) = 0 \). \( \square \)

**Theorem 10.4.** If \( 1 + \frac{\gamma_1 + \alpha}{a} > N \), then \( \lim_{t \to \infty} I_2(t) = 0 \).

**Proof.** Similar process will be followed as above Theorem 10.3. \( \square \)

**Remark 10.5.** The higher recovery rate helps to extinct the infected populations.
Fig. 2. (a) Time series diagram of the model system (1) with the time period of six months. Parameter values of system (1): \( \beta_1 = 0.6, \beta_2 = 0.002, a = 0.056, \alpha = 0.085, \gamma_1 = 0.0025, \gamma_2 = 0.1, \mu = 0.02 \). (b) Time series diagram of the model system (2) with the time period of six months. Parameter values of system (2): \( \beta_1 = 0.045, \beta_0 = 0.025, \beta_1 = 0.025, \beta_2 = 0.025, a_0 = 1, a_1 = 5, p = 0.07, \gamma_0 = 0.25, \gamma_1 = 0.025, \gamma_2 = 0.015, \alpha = 0.1, \mu = 0.0125 \).

11. Numerical simulation

Analytical results of the model systems (1) and (2) are obtained by numerical simulation [18,22,31,49,52]. The transmission rates are generally impossible to directly observe or estimate. Instead, these values can be backed out by looking at the early exponential growth rate \( r \) of an epidemic and choosing transmission rates that recreate these observations. The growth of COVID-19 outbreaks has varied a lot between settings and over time. Some values reported in the literature are in Table (1), (2) and (3).

In the Fig. 2(a), (b), the outbreak of corona virus of the model systems (1) & (2) are illustrated respectively and it has been observed that the lifetime immunity has been developed from this viral disease, so there is no sign of returning cases recovered to susceptible compartment. Here the time span is about six months, from the beginning of the epidemic outbreak. In generally population is initially mostly susceptible (other than for initial cases). Individuals that recover from COVID-19 are subsequently immune. The primary purpose is to explore the dynamics of COVID-19 cases and the associated strain on the health care system in the near future. The outbreak is influenced by infection control measures such as school closures, lock-down, etc. In Fig. 3(i), the effect of lockdown is illustrated, applied by the government to calculate the infected cases and it gives us a proper idea about the effect of quarantine period and also suggests that the population ratio of infected peaks have decreased after the lockdown period. Here the time period about more than six months is considered. However 3 (ii) indicates the mortality rate does not significantly fluctuate after more than the six months period of lockdown. The main reason of this because of after the lockdown period is over, a fraction of the exposed population can again restart the corona virus spread. In Fig. 3(iii), it is observed that the recovery rate has been increased after the lockdown period and the effect of the significance
of this phenomenon plays a major role to fight against COVID-19. In Fig. 3 (iv), it has been investigated that the effect of healthcare system capacity reaches to its threshold point for the model system (1) during the lockdown period. We consider that the dominant source of transmission is from individuals with having non-critical infections who are likely to still be in the community, as opposed to isolated in the hospital.

Fig. 4 illustrates phase portrait diagram of stability analysis w.r.t. every possible combination of any three individual population of model (1) where red point indicates as starting point and the final destination is marked as green colour. In each column, population in the z-axis of sub-figures are same whereas other two population in the rest of the axes are taken randomly. Therefore, taking any three possible population combinations in $x$, $y$ and $z$ axes and the parametric values are given as follows: $\beta_1 = 0.0525$, $\beta_2 = 0.0525$, $\alpha = 0.1$, $\gamma_1 = 0.0525$, $\gamma_2 = 0.0515$, $\alpha = 0.05$, $\mu = 0.0125$. Similarly in Figs. 5, 6, phase portrait diagrams of stability analysis w.r.t. every possible combination of any three individual population of model (2) are portrayed where red point indicates as starting point and the final destination is marked as green colour. In each column, population in the z-axis of sub-figures are same whereas other two population in the rest of the axes are taken randomly. In Fig. 7, rest of the possible combinations of individual populations of the system (2) for stability

### Table 1

Estimated parameters for COVID-19 clinical progression.

| Quantity                              | Value   |
|---------------------------------------|---------|
| Duration of asymptomatic infections   | 6 days  |
| Duration of pre-symptomatic infections [13,18,36] | 2 days  |
| Portion of asymptomatic infections [8,39,41] | 30%     |
| Incubation Period [8,33–35,58]        | 5 days  |
| Proportion of non-critical infections [32,69,73] | 80%     |
| Duration of non-critical infections [58,60,68] | 5 days  |
| Proportion of critical infections [32,69,73] | 20%     |
| Time from symptoms to ICU admission [32,74,75] | 12 days |
| Time from hospital admission to death [19,34,58,75] | 14 days |
| Duration of critical infection [75]   | 8 days  |
| Time from symptom onset to death [64,66,75] | 20 days |
| Case fatality ratio [74,75,64,66,69]   | 2%      |
| Serial interval                       | 8 days  |

### Table 2

Observed early epidemic growth rates $r$ across different settings, along with the corresponding doubling times.

| Growth rate $r$ | Doubling time | Location | Dates        |
|-----------------|---------------|----------|--------------|
| 0.1             | 6.0 days      | Wuhan    | Early January [32] |
| 0.14            | 5 days        | Wuhan    | Early January [64] |
| 0.25            | 2.8 days      | Wuhan    | January [51]   |
| 0.3             | 2.3 days      | Wuhan    | January [58]   |
| 0.5             | 1.4 days      | Italy    | February 24 [51] |
| 0.17            | 4.1 days      | Italy    | March 9 [51]   |
| 0.55            | 2.3 days      | Iran     | March 2 [51]   |
| 0.5             | 1.4 days      | Spain    | February 29 [51] |
| 0.2             | 3.5 days      | Spain    | March 9 [51]   |
| 0.5             | 3.5 days      | France   | March 9 [51]   |
| 0.2             | 3.5 days      | South Korea | February 24 [51] |
| 0.5             | 1.4 days      | UK       | March 2 [51,62] |

### Table 3

A sampling of the estimates for epidemic parameters.

| Reproduction Number ($R_0$) | Incubation Period (in days) | Infectious Period (in days) | Location         |
|-----------------------------|-----------------------------|-----------------------------|-----------------|
| 3.0 (1.5 – 4.5)             | 5.2                         | 2.9                         | Wuhan [23]      |
| 2.2 (1.4 – 3.9)             | 5.2 (4.1 – 7.0)             | 2.3 (0.0 – 14.9)            | Wuhan [24]      |
| 2.68 (2.47 – 2.86)          | 6.1                         | 2.3                         | Greater Wuhan [61] |
| 4.5 (4.4 – 4.6)             | 4.8 (2.2 – 7.4)             | 2.9 (9 – 5.9)               | Guangdong [46]  |
| 14.8                        | 5                           | 10                          | Princess Diamond [4,62] |
Fig. 4. Phase portrait diagram of stability analysis w.r.t. all combinations of the individuals of the model system (1), where red point indicates as starting point and the green point denotes the final destination. Parameters are given in Section 11.

Fig. 5. Phase portrait diagram of stability analysis w.r.t. all combinations of the individuals of the model system (2), where red point indicates as starting point and the green point denotes the final destination. Parameters are given in Section 11.

analysis is depicted where red point indicates as starting point and the final destination is marked as green colour. Hence, taking any three possible population combinations of the system (2) in x, y and z axes and the parametric values are given as follows: $\beta_2 = 0.045$, $\beta_0 = 0.025$, $\beta_1 = 0.025$, $\beta_2 = 0.025$, $a_0 = 1$, $a_1 = 5$, $p = 0.07$, $\gamma_0 = 0.25\gamma_1 = 0.025$, $\gamma_2 = 0.015$, $\alpha = 0.1$, $\mu = 0.0125$.

Next the bifurcation analysis between susceptible and recovered individuals is portrayed in Fig. 8, exposed and non-critical individuals in Figs. 9(a) & 9(b) and non-critical and critical individuals in Figs. 10(a) & 10(b) of system (1) with respect to $\alpha$ as bifurcation parameter respectively. Red line represents the susceptible individuals, blue line indicates the recovered population, green line denotes the exposed ones, magenta line indicates the non-critical population and black line shows the critical population of system (1). In Figs. 8, 9 and 10 at $\alpha = \alpha_0 = 0.4$ a Hopf bifurcation arises. In Figs. 8(b), 9(c) and 10(c), we illustrate the phenomena of Hopf bifurcation in 3D domain corresponding to the bifurcation parameter $\alpha$ to describe the analysis of stable state of the system (1) around the endemic equilibria of the system. In these figures, we observe that the system (1) is unstable when $\alpha_0 < 0.4$ and it is stable asymptotically within $\alpha_0 > 0.4$. The parametric values are given as: $\beta_1 = 0.015$, $\beta_2 = 0.015$, $a = 0.05$, $\gamma_1 = 0.0525$, $\gamma_2 = 0.0515$, $\mu = 0.0125$. Similarly, the same process will be followed as above for the system (2) and the bifurcation analysis of susceptible, no symptomatic/transmission and asymptomatic infected individuals are illustrated in Fig. 11, bifurcation analysis between symptomatic infected & critical infected population are portrayed in Fig. 12(a), (b) and bifurcation analysis between transmission without symptom and recovered individuals are depicted in Fig. 13(a). In Figs. 11, 12 and 13 at
Fig. 6. Phase portrait diagram of stability analysis w.r.t. all combinations of the individuals of the model system (2), where red point indicates as starting point and the green point denotes the final destination. Parameters are given in Section 11.

Fig. 7. Phase portrait diagram of stability analysis w.r.t. all combinations of the individuals of the model system (2), where red point indicates as starting point and the green point denotes the final destination. Parameters are given in Section 11.

\[ \alpha = \alpha_0 = 18.5 \] a Hopf bifurcation arises. In Figs. 12(c) and 13(b), the phenomena of Hopf bifurcation is illustrated in three dimensional domain corresponding to the bifurcation parameter \( \alpha \) to describe the analysis of stable state of the system (2) around the endemic equilibria of the system. In these figures, we observe that the system (2) is unstable when \( \alpha_0 < 18.5 \) and it is stable asymptotically within \( \alpha_0 > 18.5 \). The parametric values are given as: \( \beta_1 = 0.45, \beta_0 = 0.25, \beta_2 = 0.5, \beta_3 = 0.5, \beta_4 = 0.005, \alpha_1 = 0.165, p = 0.015, \gamma_0 = 0.05, \gamma_1 = 0.525, \gamma_2 = 0.515, \alpha = 0.5, \mu = 5 \).

In Fig. 14, the parametric values of one dimensional patterns for the 1D diffusive model system (27) is considered and explored the numerical results via simulations to portray Turing patterns in the \( xt \)-plane. Hence from theorem (71), the instability of Turing pattern is observed in 1D diffusive model system (27) to happen and the numerical result suggests the same in the form of Fig. 14.

In the first panel of Fig. 5, one-dimensional solutions of the system (18) are portrayed with respect to space. Small spatial random perturbations are made around endemic equilibrium of the spatially homogeneous system. There is a witness of three significant one-dimensional dynamical behaviours such as chaos, oscillatory and stability covering almost all over the domain. In the 2nd, 3rd and 4th panels of Fig. 15(a) shows chaotic dynamics in the systems. Now, the change in the dynamics of the model system upon increasing the value of the diffusion parameters is observed. The system (18) exhibits an oscillatory dynamics and are presented in the 2nd, 3rd and 4th panels of Fig. 15(b). Further with the increase the value of the diffusion parameters, the system becomes stable which proves the analytical queries that the dynamical behaviour of a chaotic system is changed to stable dynamical system by sufficiently increasing the value of the diffusion parameters in the 2nd
3rd and 4th panels of Fig. 15(c). The formations of pattern of the exposed individual (E), non-critical infected population (I₁) and critical infected ones (I₂) associated to the diffusion parameters D₁, D₂ and D₃ from 0.001, 0.25, and 2.5 corresponding to every state of the conditions from chaos to the stability of the system (18) is depicted in Fig. 15. Spatial patterns of the model system (18) is illustrated around the endemic equilibrium point in Fig. 15. It is clear that the changes in the stability domain of the model system certainly visible after incorporating the diffusive parameters in the model system. The dynamical behaviour of the system (18) is investigated around the coexistence equilibrium point with small changing in the boundary conditions by keeping the parameters fixed and changing the time and diffusive parameters. The pattern formations is illustrated to investigate the dynamics spatially of the model system (18) and initial criterion are represented as \( E(x, y, 0) = E^\ast + \psi_1 \), \( I_1(x, y, 0) = I_1^\ast + \psi_2 \), \( I_2(x, y, 0) = I_2^\ast + \psi_3 \), where \( \theta_1 = \theta_2 = \theta_3 = 10^{-8} \) and \( \psi_j (j = 1, 2, 3) \) are uniformly distributed random numbers which lie between (-1.5, 1.5) with the parametric values are given as follows: \( \beta_1 = 0.015, \beta_2 = 0.015, \alpha = 0.05, \alpha = 0.4, \gamma_1 = 0.0525, \gamma_2 = 0.0515, \mu = 0.0125. \)

12. Discussion

Some recent reports have suggested that healthcare workers are disproportionally infected with COVID-19, suggesting there is some role to hospital-based transmission (e.g. from individuals in infected state, or individuals who are hospitalized with only mild infection). In China, approximately 5% of all infections were in healthcare workers [65], and in Italy the number is currently around 10% [65]. One of the biggest dangers of a widespread COVID-19 epidemic is the strain it could place on hospital resources, since individuals with critical infection require hospital care. The critical stage of infection requires mechanical ventilation, which is ICU-level care. Individuals with non-critical infec-
tion do not require hospitalization, and could recover at home on their own or can be treated in a regular hospital ward. However, in many countries these individuals have also been hospitalized, likely as a way to isolate them and decrease the transmission rate, as well as to observe them for progression to more aggressive disease stages. In recent studies on COVID-19, it has been noticed that nearly all individuals included had symptoms, since the presence of symptoms was used to determine whether someone would be admitted for a test of COVID-19. However, it is possible that some individuals may be infected and be able to transmit to others without developing symptoms. The model also suggests the possibility of pre-symptomatic transmission. In general compartmental epidemiological models assume that the onset of symptoms and the onset of infectiousness coincide, but recent evidence indicates that symptoms may be delayed relative to when an individual is infectious. Viral loads are measured over time in symptomatic individuals, studies show that they are at a peak on the first day of symptoms, suggesting that they were already high before symptoms started [68]. Detailed contact tracing studies that have tracked transmission chains where the infecter and the infectee are both known have found the serial interval, which is the time between symptom onset in the infecter and infectee, is sometimes less than the incubation period. This means there must be pre-symptomatic transmission. A wide range of values for the proportion of all transmission that is pre-symptomatic have been estimated (12%–62%), so choose an intermediate value of 25%, consistent with [36]. A related line of evidence for the presence of pre-symptomatic infection is that the average length of the serial interval is quite close to the average length of the incubation period in a few studies. This suggests either a very short symptomatic and infectious period, or, significant pre-symptomatic transmission. Undetected cases of COVID-19 are the primary incertitude of this pandemic. COVID-19 is new and it has not been observed before as a result, massive number of infected populations are registered day by day in the globe. Effectively, it is impossible for a country to diagnose all the active cases of COVID-19. So naturally the number of active cases always remains less than the actual cases in the country. This can be described the non-detected cases in two categories such as undiagnosed and undetected. Undiagnosed individuals are considered as the infected individuals whose symptoms are yet to visualize and they will come under diagnosis very soon. Undetected individuals never come under the scanner of treatment as they are having mild symptoms. A delay has been noticed between the time period of infection and treatment. If somehow one can able to know about the time period of the delay then one can capable to investigate about the number of undiagnosed individuals. The most significant time of the delay is the infection’s incubation period of time which can be mathematically modeled with the help of probability distribution, termed as incubation distribution. In general the average period of incubation is between five to six days. It is been observed that the infections with 95% of cases have maximum period of incubation time is twelve to
thirteen days. Recovered COVID-19 patients have immediate immunity strength. Initially the objective is to analyse the characteristics of COVID-19 cases and the corresponding strength of the medical care system. The prevalence of this disease is caused the educational institutes to shut down, lockdown policies to implement of a region, stop airlines from flying, making social distancing etc. so that the spread of infection rate can manage to control. We show that these policies can give impactful results in the controlling of the pandemic by synthesizing the parameter data. Most of the countries will witness a recurrent of maximal pandemic scenario in the globe if possible. However, the pandemic situation will slow down if the lockdown policies are implemented perfectly in place. Otherwise we are going to face another repeated scenario of the outbreak of the disease will take place. Therefore the conclusion is that another phase of coronavirus possibly hit in the globe for neglecting above preventive policies. So this would be a case of alarming situation. Also studies suggest that how novel coronavirus (SARS-CoV-2) might spread between different age of people and the impact of this situation directly reflects to the healthcare system worldwide. Due to COVID-19, the infected older individuals are either hospitalised or died and the infected young ones may have asymptomatic infection. So the young individuals recover much faster than the adult ones and it seems to look through that young individuals became more susceptible from infection rather than adult individuals [22,31,40]. Everyday analysis of the COVID-19 in the populations is registered a larger section of infected individuals. To control this epidemic, government has to impose lockdown situation so that the effectiveness of the virus spreading is delaying over the time and the peaks of the infected population becomes minimize. However this process is insufficient for a long term of period. Social distancing, effectiveness of quarantine, less crowd gathering are most feasible conditions to become the zero contaminated zone for a longer period of time. Mathematically the whole situation is investigated in this manuscript. Some effective proposals have been offered to control this fatal epidemic disease in the followings:

12.1. Effective proposals to control the epidemic disease

- Embed maximum lockdown of the entire population in the country, send to quarantine of the infected cases, impose home isolation of the asymptomatic cases (rest of the people who are not infected) and look after in the application of these above-mentioned cases as soon as possible.
- Figure out the number of exposed cases and distinguish the level of their infectiousness.
- Maximal lockdown remains until as many of all the number of estimated exposed cases are calculated.
- Lift the lockdown and apply strict social distancing upon economic conditions.
- Back to normal life if there are no new cases have been registered for a long period of time.
Fig. 11. (a), (b), (c) Hopf-bifurcation of susceptible (S), no symptom or transmission (E₀) and asymptomatic infected (I₀) individuals of system (2) corresponding to the bifurcating parameter α respectively. The Hopf bifurcation occurs at α₀ = 18.5 around the endemic equilibrium. We illustrate the unstable focus on the range α₀ < 18.5 and asymptotically stable on the range α₀ > 18.5. Other parameters are given in Section 11.
Select a state as a model state and apply all the above regulations and observe the effectiveness if results will fruitful then apply the regulations in whole country.

13. Conclusion and future work

In this paper, the characteristics of the pandemic disease has been investigated from mathematical approach via compartmental model with seasonality transmission of the infectious disease. The stability analysis of the model systems at the fixed point is illustrated and observed the mathematical interpretation of the global stability. In many countries it has been noticed that with limited test kits, medication, hospitalization, excessive fatigue or mortality of the healthcare personnel, economic breakdowns, etc. cause health-care system to reach its threshold capacity. This situation looks as worst case scenario for pandemic strategies. Now the situation becomes more worried as there are observed instability in the community since the outbreak of such pandemic is spreading rapidly. Here, $\beta_1 = \beta_2 = 0$ are the sufficient criterion, which is directly obtained from the Theorem 3.1. It is clear with the criterion $\beta_2 = 0$ that the individuals which are termed as susceptible are avoiding to get in contact with the infected individuals. Moreover, the application of the other criterion i.e. $\beta_1 = 0$ is a bit more complex in practical life as the exposed individuals are having without any symptoms and this suggests the importance of the requirement of social contacting or distancing. Thus $\beta_1 \approx 0$ suggests that the exposed individuals can have the permission to travel among infected population without transmitting the disease into new groups and this leads to the consideration of disease free environment of asymptomatic population. With the case of $\beta_2 \approx 0$ indicates that the individuals with healthy outfit stay away from contacting the infected ones and $\alpha + \gamma_1 > \beta_1$ suggests the recovery rate of non-critical population or the emergence of symptoms is much faster than their transmission rate of the disease. Global stability of the endemic equilibrium point, properties of persistence and extinction criteria during an outbreak of the epidemic for the model systems (1) and (2) are discussed. Also the Hopf bifurcation of the systems (1) and (2) have been illustrated. Moreover, the existence of the solution of the model system is described. Effect of diffusional formations of pattern of the population densities with infected individuals interaction is elaborately investigated and described the recovered cases in spatio temporal area with its dynamical consequences of diffusion parameters of the model system (18). Amplitude equations are used to formulate the general theories of Turing patterns around the bifurcation threshold constant. Moreover, it has been noticed that the theoretical explanation associated to amplitude equations of Turing patterns is failed when the bifurcation constant goes away from the bifurcation threshold constant. Changes with decent variations in the diffusion parameters $D_1$, $D_2$ and $D_3$ of the model system (18) exhibits caricature transformation in the solution of the dynamical systems in one dimension. A certain variation in the dynamics of the systems such as chaos to stability, has been observed with increasing value of the diffusion parameters. The ecological impor-
Fig. 13. (a) Hopf-bifurcation of transmission without symptom ($E_1$) and recovered ($R$) individuals of system (2) corresponding to the bifurcating parameter $\alpha$. The Hopf bifurcation occurs at $\alpha_0 = 18.5$ around the endemic equilibrium. We illustrate the unstable focus on the range $\alpha_0 < 18.5$ and asymptotically stable on the range $\alpha_0 > 18.5$. (c) The three-dimensional diagram of Hopf-bifurcation of the system (2) w.r.t. the parameter of bifurcation $\alpha$ which is portrayed in 3D space which is $(\alpha, R, E_1)$. In this Fig. endemic equilibria be a focus which is unstable on the range $\alpha < 18.5$ (which is depicted with various coloured cycles) and also the endemic equilibria be a focus which is stable on the range $\alpha > 18.5$ (depicted with the dashed line). A Hopf-bifurcation takes place at $\alpha = 18.5 = \alpha_0$. Other parameters are given in Section 11.

Fig. 14. Snapshots of spatial Turing pattern formations of 1D diffusive parameter w.r.t. the evolution of time of exposed ($E$), non-critical infected ($I_1$) and critical infected ($I_2$) individuals over $x$-domain of the system (27) have been portrayed. Time, $t = 3,000$ has been considered. Perturbation around the endemic equilibria has been considered by $0.5 \times \sin^2 (10x)$. 
tance of diffusion stands for individual populations are dispersing between sub-populations over global populations and it can relate to the eco-evolutionary process. Indeed the dynamical behaviour of the spatial system is very much complicated and its heavily rely on system diffusive parameters. The pattern structures, depend on initial conditions, remain entirely on the limit cycle over the region and the solution exists in the spatial region over all the time. The main reason of dynamical changes in the model system (18) is a small perturbation on the bifurcation parameter and the occurrence has been described by weakly nonlinear analysis.

Transmission dynamics of coronavirus has been exhibited by bifurcation analysis. With small perturbation of control parameter, the fatal disease is spreading and this phenomena leads to exhibit two limit cycles in which one has the property of stability. Hence, the emergence of reproducible periodicity has been noticed in the transmission of the disease. This suggests the biological importance of perturbation the control parameter and effective proposals should have been taken to control on spreading the disease around the worldwide. Therefore with enforcing lockdown policies and maintaining social distancing, we can sustain the disease for a certain of period (self isolation among asymptomatic population if needed). The repetition of epidemic situation may also happen in the later-half of the season and becomes the disease persistent in the real world in the extended run of our life. The amplitude and time gap of the infection peaks totally relies on the parameters. The higher recovery rate suggests to extinct the infected populations over the time period. Disease spreads into the community for not taking the preventive measures by individuals and causes to form the Turing patterns. The impact of structural behaviour of Turing patterns may turn to chaotic from stability in the homogeneous environment. The resource level becomes low in the spatial heterogeneous environment and the ratio of the spatially homogeneous population is going to the path of extinction. From the point of view of population biology, Turing patterns may lead the model system (18) to the homogeneous steady state in the spatial domain by changing the control parameter and diffusion parameters, which is not an admissible condition in the ecosystem. Spatio temporal dynamics is key to control the biodiversity of the
ecology. The condition of human lives are such metastable so that we all need to think as united against the deadly coronavirus and make a way through this such fatal phase unless the parametric conditions, nothing is specified about the coronavirus.

This research work will be carried out in different futuristic perspectives. Especially, comparing to the real world problem by fitting our model over real data and predict the infected and mortality rates under quarantine and vaccination with all possible patterns of the epidemic disease over the progression of time. Confidence intervals have not been considered. However, it would be suggested as future work if possible and to implement this work, one has to use the bootstrapping scheme corresponding to the distribution of infection with the help of non-linear fractional control operator [2,3]. Here, undetected cases are totally ignored. To calculate those, one has to consider that the death individuals should not be avoided such as undetected cases and to count the cases of community transmission in a dense population with figuring out the mortality rate of the symptomatic cases. As a result, there are a large number of death populations than the registered cases in the countries associated to undetected cases. The estimation of the undiagnosed infected individuals are considered as new cases as their diagnosis completely rely on the previous infection and this would be an another field to work on.

Funding source
There is no funding source in this research.

Declaration of Competing Interest
The authors declare that they have no known competing financial interests or personal relationships that could have appeared to influence the work reported in this paper.

CRediT authorship contribution statement
Salikat Batabyal: Conceptualization, Methodology, Validation, Formal analysis, Software, Data curation, Supervision, Writing - original draft, Visualization, Investigation, Writing - review & editing.

References
[1] Batabyal A, Jana D. Significance of additional food to mutually interfering predator under herd behavior of prey on the stability of a spatio-temporal system. Communications in Nonlinear Science and Numerical Simulation 2020;93:105480.
[2] Jajarmi A, Baleanu D. On the fractional optimal control problems with a general derivative operator. Asian J Control 2019;1–10. doi: 10.1002/asjc.2282.
[3] Jajarmi A, Baleanu D. A new iterative method for the numerical solution of high-order non-linear fractional boundary value problems. Frontiers in Physics 2020;8:220.
[4] Kucharski AJ, Russell TW, Diamond C, Liu Y, Edmunds WJ, Funk S, Eggo RM. Early dynamics of transmission and control of COVID-19 in wuhan. Lancet Infect Dis 2020.
[5] Turing AM. The chemical basis of morphogenesis. Philos. Trans R Soc Lond 1952;237:37–72.
[6] Kodas A, Ferdiandre P, Plaetten H, et al. The variability of critical care bed numbers in europe. Intensive Care Med 2012; 38:1647–53.
[7] David B, Qi X, Nielsen-Saines K, Musso D, Pomar L, Favre G. Real estimates of mortality following COVID-19 infection. The Lancet Infectious Diseases 2020.
[8] Qiang B, Wu Y, Mei S, Ye C, Zou X, Zhang Z, Liu X, et al. Epidemiology and transmission of COVID-19 in shenzhen china: Analysis of 391 cases and 1,282 of their close contacts. medRxiv 2020.
[9] Baleanu D, Jajarmi A, Sajjadi SS, Asad JH. The fractional features of a harmonic oscillator with position-dependent mass. Commun Theor Phys 2020;72(5):050002.
[10] Baleanu D, Ghanbari B, Asad JH, Jajarmi A, Pirouz HM. Planar system-masses in an equilateral triangle: Numerical study within fractional calculus. CMES-Computer Modeling in Engineering & Sciences 2020;124(3):953–68.
[11] Baleanu D, Mohammadi H, Rezapour SA. A fractional differential equation model for the COVID-19 transmission by using the caputo-fabrizio derivative. Adv Differ Equ 2020;299.
nigeria using atangana-baleanu operator. Computers, Materials and Continua 2021;66:1823–48.
[44] Naik PA, Yavuz M, Qureshi S, Zu J, Townley S. Modeling and analysis of COVID-19 epidemics with treatment in fractional derivatives using real data from pakistan. Eur Phys J Plus 2020;135.
[45] Kumar P, Qureshi S. Laplace-carson integral transform for exact solutions of non-integer order initial value problems with caputo operator. Journal of Applied Mathematics and Computational Mechanics 2020;19(1):57–66.
[46] Li Q, Guan X, Wu P, Wang X, et al. Early transmission dynamics in wuhan, china, of novel coronavirus-infected pneumonia. The New England Journal of Medicine 2020.
[47] Julien R, Hauser A, Counotte MJ, Althaus CL. Adjusted age-specific case fatality ratio during the COVID-19 epidemic in hubei, china, january and February 2020. medRxiv 2020.
[48] Upadhyay RK, Pal AK, Kumari S, et al. Dynamics of an SEIR epidemic model with nonlinear incidence and treatment rates. Nonlinear Dynamics 2019;96:2351–68.
[49] Sameni R. Mathematical modeling of epidemic diseases. 2020.
[50] Timothy R. Estimating the infection and case fatality ratio for COVID-19 using age-adjusted data from the outbreak on the diamond princess cruise ship. CMMID 2020. Repository
[51] Abbott S. Temporal variation in transmission during the COVID-19 outbreak. CMMID 2020.
[52] Kessler SM, Tedjanto C, Goldstein E, Grad YH, Lipsitch M. Projecting the transmission dynamics of SARS-cov-2 through the post-pandemic period. MedRxiv 2020.
[53] Gonçalves S, Abrunhosa G, Gomes MF. Oscillations in sir model with distributed delays. The European Physical Journal B 2011;81.
[54] Qureshi S. Periodic dynamics of rubella epidemic under standard and fractional caputo operator with real data from pakistan. Mathematics and Computers in Simulation 2020;178:151–65.
[55] Qureshi S, Chang M, Shaikh AA. Analysis of series RL and RC circuits with time-invariant source using truncated m, atangana beta and conformable derivatives. Journal of Ocean Engineering and Science 2020.
[56] Rozgonjy S, Hangos K, SzedlerKényi G. Determining the domain of attraction of hybrid non-linear systems using maxit lyapunov functions. Kybernetika 2010;46:19–37.
[57] Sajadi SS, Baleanu D, Jajarmi A, Pirouz HM. A new adaptive synchronization and hyperchaos control of a biological snap oscillator. Chaos, Solitons & Fractals 2020;138:109919.
[58] Steven S, Lin YT, Xu C, Romero-Severson E, Hengartner N, Ke R. The novel coronavirus, 2019-ncov, is highly contagious and more infectious than initially estimated. medRxiv 2020.
[59] Yuan S, Xu C, Zhang T. Spatial dynamics in a predator-prey model with herd behavior. Chaos 2013;23(3).
[60] Lauren T, Coombe M, Stockdale JE, Garlock E, Lau WFY, Saraswat M, Lee YB, et al. Transmission interval estimates suggest pre-symptomatic spread of COVID-19. medRxiv 2020.