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Abstract—The technology of hyperspectral imaging (HSI) records the visual information upon long-range-distributed spectral wavelengths. A representative hyperspectral image acquisition procedure conducts a 3D-to-2D encoding by the coded aperture snapshot spectral imager (CASSI), and requires a software decoder for the 3D signal reconstruction. By observing this physical encoding procedure, two major challenges stand in the way of a high-fidelity reconstruction. (i) To obtain 2D measurements, CASSI dislocates multiple channels by disperser-titling and squeezes them onto the same spatial region, yielding an entangled data loss. (ii) The physical coded aperture (mask) leads to a masked data loss by selectively blocking the pixel-wise light exposure. To tackle these challenges, we propose a spatial-spectral ($S^2$-) Transformer network with a mask-aware learning strategy. First, we simultaneously leverage spatial and spectral attention modeling to disentangle the blended information in the 2D measurement along both two dimensions. A series of Transformer structures are systematically designed to fully investigate the spatial and spectral informative properties of the hyperspectral data. Second, the masked pixels will induce higher prediction difficulty and should be treated differently from unmasked ones. Thereby, we adaptively prioritize the loss penalty attributing to the mask structure by inferring the pixel-wise reconstruction difficulty upon the mask-encoded prediction. We theoretically discuss the distinct convergence tendencies between masked/unmasked regions of the proposed learning strategy. Extensive experiments demonstrate that the proposed method achieves superior reconstruction performance compared with state-of-the-art Transformer-based networks. Additionally, we empirically elaborate the behaviour of spatial and spectral attentions under the proposed architecture, and comprehensively examine the impact of the mask-aware learning, both of which advances the physics-driven deep network design for the HSI reconstruction. Code and pre-trained models are available at https://github.com/Jiamian-Wang/S2-transformer-HSI.

Index Terms—Snapshot Compressive Imaging (SCI), Hyperspectral Image Reconstruction, Coded Aperture Snapshot Spectral Imaging (CASSI), Transformer, Interpretability.

1 INTRODUCTION

The technology of hyperspectral imaging (HSI) records pixels of the scene across a wide range of spectrum. The obtained hyperspectral images enable not only high spatial resolutions, but also fine wavelength resolutions. Due to their expressiveness in both domains, hyperspectral images are widely used in applications of biomedicine, remote sensing, astronomy [1], [2], [3], [4] etc. For hyperspectral image acquisition, one of the most popular systems is the coded aperture snapshot compressive imager (CASSI) [5], [6]. It operates as an optical encoder, which compresses the hyperspectral signals into 2D measurements, and requires a software decoder for the signal retrieval [7]. Recently, how to perform high-fidelity reconstruction draws lots of attention.

From model-based algorithms [8], [9], [10], [11], [12], [13], to learning-based methods [14], [15], [16], [17], [18], existing efforts have made remarkable progress in solving the inverse problem of the CASSI-based encoding procedure. However, how to reconstruct the signal at zero-distortion still remains an open-problem, due to the sparsity of the sensing matrix upon compression [19]. Different from previous works, we propose to tackle this challenge by tracing the compressive data loss observed from the optical procedure. In light of this, two types of the data loss are presumed. (1) CASSI compresses the information of multiple wavelengths to a 2D measurement by the channel-wise entangling and addition (implemented by a disperser), which leads to the entangled data loss. (2) CASSI blocks the light with a physical binary mask for encoding, yielding the masked data loss spatially.

For the entangled data loss, we resort to exploiting the nature of hyperspectral images for a better signal compensating upon the 2D measurement. As shown in Fig. 1, hyperspectral data provides both spatial and spectral informative clues. Spatially, different wavelengths detect different patterns. Also, spatial textures among adjacent wavelengths (e.g., 498.0nm and 503.9nm in neighbor A, 614.4nm and 625.1nm in neighbor B) are highly correlated. Such a correlation diminishes among more far-between wavelengths as compared by region 1. From a spectral perspective, each hyperspectral image possesses a unique spectral distribution, indicating the specialized long-range dependencies among sampled wavelengths, e.g., Spectral Corr (short for ‘correlation’) in Fig. 1.

Bearing the above properties, popular off-the-shelf spatial/spectral Transformers [14], [20] show limitations in fully exploiting the hyperspectral data. (1) Spatial attention uses a 2D attention matrix to describe spatial contents at different channels, neglecting the inherent spectral variation within each token. While the multi-head structure empowers the representation diversity, it requires a carefully hand-
 crafted design. (2) Spectral attention considers the channel relationships by the attention matrix, whose dimensionality invariants to the token spatial size. This property thresholds the fine visual ingredients allocation of the attention mechanism. Furthermore, both attentions are inter-dependent, requiring a proper interaction between two dimensions.

For the masked data loss, we consider from the data uncertainty [21] perspective of view by recognizing the masked pixels with more uncertainty over unmasked ones. Existing L1 or L2 losses obscure such an optical-induced uncertainty with the inherent high-frequency texture-induced aleatoric uncertainty by treating pixels equally – as shown in Fig. 6 (b), the difficulty (uncertainty) map by MST appears a mask pattern, despite its globally impressive performance. Besides, the pixel-wise reconstruction difficulty varies to the prediction along the optimization process, which requests a dynamic schedule to properly infer the underlying uncertainty.

In this study, we propose a spatial-spectral ($S^2$)-Transformer with a mask-aware learning strategy. Firstly, we present parallel spatial-spectral attention structure, based on which we reveal the distinct functionalities of both attentions in hyperspectral modeling. Secondly, we propose a mask-aware learning strategy to explicitly consider the hardware-induced pixel-wise reconstruction difficulties, which assumes that the similar spirit of [21], [22], i.e., pixels with higher “uncertainty” (regression difficulty) should be prioritized for loss penalty. Specifically, we obtain a difficulty-level cube by referring to the physically encoded signal, and then adaptively penalize the pixel-wise reconstruction weighted by this cube. We summarize the contributions as follows:

- By observing the signal optical acquisition procedure, we study two types of data loss that will impede a high-fidelity hyperspectral image retrieval, serving as the first attempt to expedite the interpretability of designing deep reconstruction networks for HSI from the physical scope.
- For the entangled data loss, we propose an $S^2$-Transformer by systematically investigating different self-attention structures concerning hyperspectral characteristics, based on which we empirically uncover the different functionalities of spatial and spectral attentions.
- For the masked data loss, we introduce a mask-aware learning strategy. Both the theoretical analysis and empirical evidence present the prioritization effect of the proposed schedule toward masked regions, which further boosts the reconstruction perceptually and quantitatively.
- Extensive experiments demonstrate the superior performance of the proposed method over the state-of-the-arts quantitatively and perceptually. Our observations and inductions lay the foundation for the future Transformer architecture design following the CASSI encoding.

The rest of this paper is organized as follows. Section 2 introduces the related works in detail. Section 3 develops the proposed $S^2$-Transformer and theoretically discusses the mask-aware learning strategy. Extensive experiments of performance, ablation studies, and visual grounded evidence are demonstrated in Section 4. Section 5 concludes this paper.

2 RELATED WORK

Inspired by the compressed sensing (CS) theories [23], [24], a series of HSI technologies such as occlusion mask [25], spatial light modulator [26] and digital-micromirror-device [27] have also been used for hyperspectral imaging. Some other systems use multiple-shots [28], dual-channel [29], [30], [31], [32] and high-order information [33] to improve the performance. In comparison, coded aperture snapshot spectral imager (CASSI) uses a coded aperture and a prism to implement the spectral modulation, which serves as one of the most popular optical designs due to its concise setup, short acquisition time, low-cost consumption, and low-power usage [7].

CASSI plays a role of optical encoder by compressively tweaking and storing the hyperspectral signal into 2D measurements. Correspondingly, it requires software-based algorithms for the signal retrieval. Existing works tackle this ill-posed reconstruction problem from different perspectives. Previously, regularization-based optimization algorithms [11], [12], [13] adopt various priors to confine the signal space, such as sparsity [13], and total variation (TV) [34], etc. Among them, DeSCI [9] estimates the low-rank matrix structure of similar patch groups and leads to excellent performance. However, these methods generally can provide limited reconstruction performance and sometimes suffer from the unstable convergence and long running time.

Different from the regularization-based algorithms, deep unfolding methods [17], [35], [36], [37], [38] employ the deep neural networks as denoisers in the widely-used optimization solver such as alternating direction method of multipliers (ADMM) [39]. Among them, the [35] adopts a prior network to jointly learn the local coherence and dynamic characteristics of hyperspectral data, while [40] integrates the local and non-local correlation exploitation in the learnable module. Despite the strong interpretability and end-to-end learning property of the unfolding methods, the computational complexity and efficiency degrades with more stages of CNN models introduced. Another way of combining the optimization algorithm with deep networks is the Plug-and-Play (PnP) frameworks [18], [41], [42], where pretrained deep networks are incorporated as denoisers for a better efficiency, robustness, and performance trade-off. However, pretrained deep denoisers without re-training
limits the performance of the framework. Also, the proper
determination of pretrained models remain underexplored.

Inspired by strong representation ability of convolutional
neural networks, deep CNN model-based methods [35],
[43], [44], [45] have been introduced for a high-fidelity
reconstruction. Among them, λ-net [44] incorporates a gen-
erative adversarial learning framework. TSA-Net [15] firstly
introduces the self-attention in both spatial and spectral
domain. However, it heavily relays on the spatial locality of
convolution for the down-scaled attention map calculation,
leading to limited long-range relationship modeling capacity.
DGSMP [29] formulates the reconstruction as a MAP problem
and effectively learns the prior, achieving better performance.
BIRNAT [46] adopts bidirectional RNNs for a follow-up
channel retrieval, exploiting the sequential property of the
hyperspectral data for the first time. Besides, HDNet [47]
mainly regularizes the reconstruction in the frequency do-
main upon discrete Fourier transform (DFT). It performs the
spatial-spectral learning with convolutional structure for a
better feature extraction, but barely discloses the spatial and
spectral characteristics of the hyperspectral images under-
lying the model design principles. More recently, Transformer
architectures [20], [48] becomes an emerging option for the
hyperspectral image reconstruction. Specifically, MST [14]
models the long-range dependencies across different spectral
channels. Besides, it creatively inserts the mask to customize
the self-attention calculation. Employing spatial sparsity of
the hyperspectral images, CST [16] selectively computes
the self-attention within informative spatial windows and
clusters semantically-similar tokens into buckets regardless
the pixel spatial location, which sets the state-of-the-art
performance with low complexity.

Different from the prior efforts, in this work, our proposed
method is inspired by observing the physical encoding
process of the CASSI. We attribute the reconstruction dif-
culty into two types of data loss and present the solutions
respectively. For the entangled data loss, we systematically
explore both spatial and spectral attentions under a unified
structure. We uncover the distinct functionalities of spatial
and spectral attention under the best-performed attention
arrangement. For the masked data loss, we introduce a mask-
aware learning strategy, which identifies among spatial
regions from the data uncertainty perspective of view. The
theoretical discussion for the proposed strategy is provided.

3 Method

We firstly give a preliminary knowledge of hyperspectral
imaging. We also uncover the potential challenges that may
set the bottleneck for the reconstruction performance. Follow-
by, we propose an S2-Transformer architecture with
mask-aware learning strategy as a corresponding solution.

3.1 Preliminary Knowledge

The CASSI-based hyperspectral imaging process consists of
an optical encoder and a software decoder. Let \( F \in \mathbb{R}^{H \times W \times N_{\lambda}} \) represent the hyperspectral cube with \( N_{\lambda} \) dis-
crete wavelengths (spectral channels), \( M \in \mathbb{R}^{H \times W} \) denotes the
physical coded aperture (mask). As shown in Fig. 2, the
whole compression procedure could be simplified as two
steps. CASSI firstly encodes the signal by

\[
F' = F \odot M, \tag{1}
\]

where \( \odot \) denotes a pixel-wise multiplication with broadcasting,
and \( F' \) denotes a “sponge” cube encoded by the mask. Note that the visual information of certain pixels will be
erased according to the mask pattern, i.e., when \( M_{ij}=0 \), or
partially disrupted by the noisy mask values, i.e., \( M_{ij} \in (0,1) \),
both of which lead to the reconstruction challenge of masked
data loss. After that, the CASSI titles \( F' \) by y-axis-shearing,
specifically, \( F'(u,v,n_{\lambda}) \rightarrow F'(u,v+d(\lambda-\lambda'),n_{\lambda}) \), where
\( \lambda \) indicates the wavelength of the \( n_{\lambda} \)-th spectral channel.
The \( \lambda' \) denotes the pre-defined anchor wavelength, and \( d(\cdot) \)
defines the shifting principle. We conduct a two-pixel shift for
each spectral channel following [15]. CASSI finally produces the
measurement \( Y \in \mathbb{R}^{H \times (W+d(N_{\lambda}-1))} \) by

\[
Y = \sum_{n_{\lambda}=1}^{N_{\lambda}} F'(:,;n_{\lambda}) + \Omega, \tag{2}
\]

where \( \Omega \) denotes the measurement noise. Notably, the pixel-
wise addition by Eq. (2) imposes the second reconstruction challenge of entangled data loss as one needs to precisely
distinguish the spatial details of a specific wavelength from
another one given the single 2D measurement.

From a physical encoding perspective, a high-fidelity
reconstruction is largely about properly tackling the two-fold
data loss. For the entangled data loss, we trace back to the
nature of the hyperspectral cube, and design a spatial-spectral
attention (\( S^{2}-\text{attn} \)) mechanism accordingly in expectation to
disassemble the spectral signals out of the measurement. We
systematically discuss this part in Section 3.3. In Section 3.4,
we explicitly measure the pixel-wise difficulty-level owning to
the masked data loss, and propose a curriculum training strat-
ey [49], [50], mask-aware learning, without additional
training cost (i.e., time, parameters) introduced.

3.2 Overall Architecture

The proposed spatial-spectral (\( S^{2}\)) Transformer primarily
builds upon the self-attention mechanism [48]. Following the
merit of [15], [51], [52], we initialize the network input
\( Y' \in \mathbb{R}^{H \times W \times N_{\lambda}} \) by measurement \( Y \) via a channel-wise shift
operation and a pixel-wise production with mask

\[
Y'(:,;n_{\lambda}) = Y(:,;d(\lambda-\lambda') : d(\lambda-\lambda') + W) \odot M, \tag{3}
\]

where \( \odot \) denotes a pixel-wise multiplication. The whole
network is given by \( \hat{F} = f(\theta; Y') \), where \( \theta \) denotes the
learnable parameters and \( \hat{F} \) represents the reconstruction
result. As shown in Fig. 3, the proposed network is composed
of three parts, 1) A feature extractor by a CONV3×3 layer,
producing \( Z^{(0)} \in \mathbb{R}^{H \times W \times C} \). Let \( C \) denote the number
of embedding channels, which should be large enough to provide the redundancy for the spectrum correlation exploitation. 2) A reconstruction head employs a CONV3×3 layer, which maps the embedded space to the hyperspectral domain. 3) K consecutive S^2-attn Transformer stages. Each stage is characterized by a residual structure. Concretely, both L concatenates S^2-attn blocks and one CONV3×3 layer are governed by an identity connection in a stage. Let Z^k ∈ ℜH×W×C denote the output of the k-th stage, 1 ≤ k ≤ K. The feed-forward function f_z(⋅) of the stage is

\[ Z^k = f_z(Z^{k-1}) = Z^{k-1} + \text{CONV}_L(Z^{k-1}), \]

where Z^{k-1} denotes the output embedding of the previous stage. In each stage, we further expand the mapping of L consecutive blocks f_L(⋅)=f_{L,1}(f_{L,2}(\cdots f_{L,L}(\cdots))) in Eq. (4) by

\[ Z^{k-1,L} = f_{L,1}(Z^{k-1,0}), \]

\[ Z^{k-1,I} = f_{L,I}(Z^{k-1,I-1}), \]

where l = {1, ..., L} and f_L(⋅) expresses the mapping of a single S^2-attn block. Notably, to avoid the quadratic complexity in the traditional self-attention calculation [48], we perform the window partition following [53], [54] toward the feature embedding for all types of attention mechanisms.

Hyperspectral images inherently provide spatially and spectrally informative clues for the signal compensating upon the 2D measurement (see Fig. 1). Also, the spatial and spectral characteristics are inter-dependent, which contributes to the 3D signal retrieval hindered by the entangled data loss. This study will systematically exploit the underlying cues by introducing different types of S^2-attn blocks.

### 3.3 Spatial & Spectral Attention Blocks

In this section, we give a brief introduction toward both spatial and spectral attentions. We uncover their advantages and potential limitations underlying hyperspectral characteristics, respectively. Furthermore, we propose hybrid spatial-spectral attention structures and systematically discuss their behaviours toward the hyperspectral data modeling.

**Spatial Attention.** Since proposed by [48] and developed in [20], the frequently-used spatial attention (Spa) has been evolved with key components of multi-head self-attention (MSA), layer normalization (LN) [55], and feed-forward network (FFN). Given the input of the size H×W×C, the attention module partitions it into HW/M^2 windows, where M is the window size. We adopt the multi-head self attention (MSA) module for the attention computation. Let T be the number of heads. Each head in MSA is allocated with C_h=\lfloor \frac{C}{T} \rfloor channels. For the annotation simplicity, we demonstrate the computation within a window for each head by feeding the attention modules with the input feature embedding Z_{in} ∈ ℜM^2×Ch accordingly. All the other windows among different heads follow the same computational procedure. As shown in Fig. 4 (a), the mapping is conducted by

\[ Z_{spa} = f_{spa-MSA}(LN(Z_{in})) + Z_{in}, \]

\[ Z_{out} = f_{FFN}(LN(Z_{spa})) + Z_{spa}, \]

where f_{FFN}(⋅) is instantiated by a Linear-GELU-Linear-GELU structure, and f_{spa-MSA}(⋅) denotes a MSA module, yielding Z_{spa}. The Z_{out} denotes the final output of the spatial attention block. We adopt Q, K, and V ∈ ℜM^2×Ch to represent the query, key, and value, and compute them with the feature embedding Z_{in} and a linear projection by

\[ K = W^K Z_{in}, Q = W^Q Z_{in}, V = W^V Z_{in}, \]

where W^K, W^Q, and W^V are learnable parameters. The output of spatial attention Z_{spa} is given as

\[ A_{spa} = \text{softmax}(KQ^T / \beta + B), \]

\[ Z_{spa} = A_{spa} V, \]

where \beta is a learnable scaling factor for the overlap weights, initialized as √C_h, B represents a learnable position bias matrix following [56], [57], and A_{spa} ∈ ℜM^2×M^2 stands for self-attention matrix in a partitioned window. The outputs of T heads will be concatenated afterward.

Given the spatial tokens of the size 1×1×C_h, the spatial attention benefits the reconstruction by 1) taking well advantage of semantic clues of each pixel, 2) enabling interactions among neighbored channels within each head, which meets with the nature that spectral-adjacent contents are highly correlated (neighbor A, B in Fig. 1). However, it shows limitations in describing the spectral variations of each token.

**Spectral Attention.** We leverage the self-attention in spectral domain (Spe) after the window partition. The attention module shares a similar architecture to Eq. (6),
but differs in multi-head self-attention (MSA) computation, i.e., \( f_{\text{spe-MSA}}(\cdot) \), for the spectral dependency modeling. We compute query, key, and value with Eq. (7) and the spectral attention in each window is computed by

\[
A_{\text{spe}} = \text{softmax}(K^TQ/\beta + B),
\]

\[
Z_{\text{spe}} = VA_{\text{spe}},
\]

where \( Z_{\text{spe}} \in \mathbb{R}^{M^2 \times C_h} \) refers to the output feature embedding of \( f_{\text{spe-MSA}}(\cdot) \) and \( A_{\text{spe}} \in \mathbb{R}^{C_h \times C_h} \) stands for the self-attention matrix of the partitioned cube in each head. We scale the matrix multiplication by a learnable scalar \( \beta \) and add \( B \) as a relative position bias matrix [58].

Computed with the spectral token of the size \( M \times M \times 1 \), the dimensionality of the spectral attention matrix \( A_{\text{spe}} \) differs from the \( A_{\text{spa}} \) of the size \( M^2 \times M^2 \). By integrally considering the pixels in a channel, the spectral attention can better abstract the inherent spectrum principle underlying discrete wavelengths. However, \( A_{\text{spe}} \) is of \( C_h \times C_h \), regardless of the token spatial size, i.e., \( M \times M \). Such a resolution-agnostic property impedes the abstraction ability of the attention when visual detail increases, but instead only allows limited visual clues abstraction for the channel-wise modeling.

Considering the limitations of both attention types, it would be inadequate to solely employ either one for a high-fidelity reconstruction. Thereby, we provide two types of hybrid structure, which not only exploit two-fold advantages, but also explore the spatial-spectral inter-dependencies.

**Sequential Spa-Spe Attention.** We perform sequential attention (Sequn-SS) by cascading the \( f_{\text{spa-MSA}}(\cdot) \), \( f_{\text{spe-MSA}}(\cdot) \), and the feed-forward network \( f_{\text{FFN}}(\cdot) \). As shown in Fig. 4 (c), the feed-forward pass upon the feature embedding \( Z_{\text{in}} \) is

\[
Z_{\text{spa}} = f_{\text{spa-MSA}}(\text{LN}(Z_{\text{in}})) + Z_{\text{in}},
\]

\[
Z_{\text{spe}} = f_{\text{spe-MSA}}(\text{LN}(Z_{\text{spe}})) + Z_{\text{spe}},
\]

\[
Z_{\text{sequn-SS}} = f_{\text{FFN}}(\text{LN}(Z_{\text{spe}})) + Z_{\text{spe}},
\]

where \( f_{\text{spa-MSA}}(\cdot) \) and \( f_{\text{spe-MSA}}(\cdot) \) are given by Eq. (8) and Eq. (9), respectively. The Sequn-SS explores the data correlations from spatial and spectral perspectives, and allows interaction between both attention mechanisms. However, the behaviors of these two attention types are highly interrelated and either one lacks independence. Besides, we notice the potential superiority of Sequn-SS might attribute to a large model size and higher complexity in comparison to previous attention block types under the same optimization setting. Thus, we empower the aforementioned spatial and spectral attention block designs with additional LNN-MSA-LN modules for a comparable model size and complexity, as shown by the dashed boxes in Fig. 4 (a, b).

**Paralleled Spa-Spe Attention.** Besides the Sequn-SS, concurrently conducting spatial and spectral attention (Parall-SS) is another hybrid schema. The outputs of both attentions will be combined in a learnable mode. As shown in Fig. 4 (d), given the feature embedding \( Z_{\text{in}} \), we have

\[
Z_{\text{cat}} = W_{\text{cat}}[f_{\text{spe-MSA}}(\text{LN}(Z_{\text{in}})), f_{\text{spe-MSA}}(\text{LN}(Z_{\text{in}}))] + Z_{\text{in}},
\]

\[
Z_{\text{parall-SS}} = f_{\text{FFN}}(\text{LN}(Z_{\text{cat}})) + Z_{\text{cat}},
\]

where \([\cdot]\) denotes the concatenation and \( W_{\text{cat}} \) performs the linear projection. The underlying advantages of Parall-SS are both spatial and spectral attentions take effect upon the same input, during which their mutual interference existing in Sequn-SS is minimized. Plus, the learnable combination is more expressive in feature fusion. As a result, the proposed Parall-SS enjoys a structural superiority with negligible increase in parameters, in comparison to the other structures.

In summary, this section discusses the fors and againsts for spatial/spectral attentions adapting to the hyperspectral characteristics, based on which we further propose two block designs with sequential and paralleled integration schema. By comparison, the paralleled fusion empirically allows a better modeling ability (see Section 4.3 for more analysis).

### 3.4 Mask-aware Learning

Previous works have well explored different types of learning objectives for the HSI reconstruction, e.g., \( L_1 \) loss [29], RMSE [15], Spectrum Constancy [14], and perceptual loss [59], etc. By taking advantage of the semantic representations or spectral correlations, they enable promising texture retrieval and perceptual quality. However, there still exist content-irrelevant artifacts in predictions and unexpected reconstruction difficulty in smooth areas (compared by (a) and (b) in Fig. 6), as existing learning objectives...
attribute the reconstruction difficulty to the uncertainty upon inherent high-frequency textures, but overlook the mask-induced uncertainty. Therefore, masked and unmasked pixels are currently treated equally. From a physical perspective of view, mask encoding procedure yields the spatial data loss. Corresponding pixels should be predicted with higher uncertainty, while the unmasked regions potentially allow an easier retrieval with higher confidence.

Following this intuition, we propose a novel mask-aware learning strategy as shown in Fig. 5. The main idea is to firstly distinguish between the masked and unmasked regions, implemented by fitting the encoded signal as $F' = F \odot M$. Then we adaptively emphasize masked regions with a relatively higher loss penalty. The penalization degree is determined by referring to the latest reconstruction difficulty of $F'$ throughout the training. To achieve this goal, we first pre-train the model with a mask-encoding loss ($L_{\text{ME}}$) by

$$L_{\text{ME}} = \alpha \| \nabla_	au f_h(Z^{\text{vec}}) - F' \|_1 + \| \nabla_	au \hat{F} - F' \|_1,$$

where the mask-encoding (ME) term explores the pixel-wise reconstruction difficulty relative to the encoded signal $F'$ with early $S^2$-att stages, i.e., the first $k_{\text{ME}}$ stages ($k_{\text{ME}} < K$). The $f_h(\cdot)$ is implemented by an LN–CONV structure. Meanwhile, we keep the original reconstruction term (Recon) to train the late blocks and stabilize the training. We use $\alpha$ to balance these two terms. In Fig. 6 (c), we visualize the estimation of the encoded signal, which is corrupted from a mask pattern as expected. By inferring from this signal, we propose a mask-aware (MA) term by taking advantage of the ME term, leading to the mask-aware loss ($L_{\text{MA}}$) as

$$L_{\text{MA}} = L_{\text{ME}} + \beta \| f_h(Z^{\text{vec}}) - F' \|_1, \| \nabla_	au \hat{F} - F' \|_1,$$

where we attenuate the $\alpha$ inside $L_{\text{ME}}$ after pre-training and emphasize the masked areas by determining a $\beta$ value. Note that, the ME term serves as the weight of the MA term. In the following, we will theoretically discuss the impact of the proposed mask-aware loss to the unmasked pixels and reveal a prioritization effect on the masked pixels.

On one hand, we consider a very small spatial region of the real mask so that we always have $M_{ij} \rightarrow 1$. Without loss of generality, we accordingly consider a feature map of $F$ to simplify the notations, yet the result can be easily extended to 3D feature maps. Correspondingly, we have $F_{ij} \in [0, 1]$ and the encoded signal wherein $F'_{ij} = M_{ij} \odot F_{ij}$. Since the $\hat{F}$ overrides the embedding representation underlying $f_h(Z^{\text{vec}})$, we simplify their relationship as $\hat{F} = \tau(f_h(Z^{\text{vec}}))$, where $\tau(\cdot)$ represents the cascaded $S^2$-att stages. Considering their underlying mask-aware loss ($L_{\text{MA}}$) to estimate the encoded/completed signals. Then the mask-aware loss ($L_{\text{MA}}$) is adopted. The mask-encoding (ME) induces the mask-aware (MA) term.

Following this intuition, we propose a novel mask-aware learning strategy as shown in Fig. 5. The main idea is to firstly distinguish between the masked and unmasked regions, implemented by fitting the encoded signal as $F' = F \odot M$. Then we adaptively emphasize masked regions with a relatively higher loss penalty. The penalization degree is determined by referring to the latest reconstruction difficulty of $F'$ throughout the training. To achieve this goal, we first pre-train the model with a mask-encoding loss ($L_{\text{ME}}$) by

$$L_{\text{ME}} = \alpha \| \nabla_	au f_h(Z^{\text{vec}}) - F' \|_1 + \| \nabla_	au \hat{F} - F' \|_1,$$

where the mask-encoding (ME) term explores the pixel-wise reconstruction difficulty relative to the encoded signal $F'$ with early $S^2$-att stages, i.e., the first $k_{\text{ME}}$ stages ($k_{\text{ME}} < K$). The $f_h(\cdot)$ is implemented by an LN–CONV structure. Meanwhile, we keep the original reconstruction term (Recon) to train the late blocks and stabilize the training. We use $\alpha$ to balance these two terms. In Fig. 6 (c), we visualize the estimation of the encoded signal, which is corrupted from a mask pattern as expected. By inferring from this signal, we propose a mask-aware (MA) term by taking advantage of the ME term, leading to the mask-aware loss ($L_{\text{MA}}$) as

$$L_{\text{MA}} = L_{\text{ME}} + \beta \| f_h(Z^{\text{vec}}) - F' \|_1, \| \nabla_	au \hat{F} - F' \|_1,$$

where we attenuate the $\alpha$ inside $L_{\text{ME}}$ after pre-training and emphasize the masked areas by determining a $\beta$ value. Note that, the ME term serves as the weight of the MA term. In the following, we will theoretically discuss the impact of the proposed mask-aware loss to the unmasked pixels and reveal a prioritization effect on the masked pixels.

On one hand, we consider a very small spatial region of the real mask so that we always have $M_{ij} \rightarrow 1$. Without loss of generality, we accordingly consider a feature map of $F$ to simplify the notations, yet the result can be easily extended to 3D feature maps. Correspondingly, we have $F_{ij} \in [0, 1]$ and the encoded signal wherein $F'_{ij} = M_{ij} \odot F_{ij}$. Since the $\hat{F}$ overrides the embedding representation underlying $f_h(Z^{\text{vec}})$, we simplify their relationship as $\hat{F} = \tau(f_h(Z^{\text{vec}}))$, where $\tau(\cdot)$ represents the cascaded $S^2$-att stages. Considering their...
conditions, we then exploit the convergence of the $MA$ term upon Bernoulli's rule
\[
\lim_{t_{ij} \to M_{ij}F_{ij}} \frac{\sum_{ij} |g(t_{ij}) + t_{ij} - F_{ij}|}{\sum_{ij} |t_{ij} - M_{ij}F_{ij}|} = \lim_{t_{ij} \to M_{ij}F_{ij}} \frac{\sum_{ij} \nabla t_{ij} \cdot (g(t_{ij}) + t_{ij} - F_{ij})}{\sum_{ij} \nabla t_{ij} \cdot (t_{ij} - M_{ij}F_{ij})} = \sum_{ij} \pm \nabla t_{ij} \cdot (g(M_{ij}F_{ij}) + t_{ij} - F_{ij}),
\]
where $\nabla t_{ij} \cdot (t_{ij} - M_{ij}F_{ij}) = \pm 1$ adapting to the value of $t_{ij}$. Thus, we complete the proof.

Remark. Corollary 1 uncover a constant convergence tendency of the proposed $MA$ term within a small spatial regions by satisfying the Bernoulli’s rule. Therefore, the $L_{ma}$ becomes
\[
L_{ma} = \alpha \left| \left| f_h(Z^{k_{mc}}) - F' \right| \right|_1 + \beta \sum_{ij} |\hat{F}_{ij} - F_{ij}|,
\]
which indicates that the proposed $MA$ term will not penalize the unmasked pixels, i.e., $M_{ij} \rightarrow 1$. On the other hand, given a real mask value $M_{ij} \rightarrow 0$ in a small spatial region and ground truth pixel value $F_{ij} \in [0, 1]$, we have encoded signal $F'_{ij} \rightarrow 0$. The mask-aware loss could be simplified as
\[
L_{ma} = \left| \left| F - F' \right| \right|_1 + \alpha \left| \left| f_h(Z^{k_{mc}}) \right| \right|_1 + \beta \sum_{ij} |\hat{F}_{ij} - F_{ij}|,
\]
which $ME$, $MA$, and $Recon$ take effect for minimizing the overall learning objective of $L_{ma}$. Notably, a smaller $\left| \left| f_h(Z^{k_{mc}}) \right| \right|_1$ yields a larger weight of $\frac{\alpha \left| \left| f_h(Z^{k_{mc}}) \right| \right|_1}{\left| \left| f_h(Z^{k_{mc}}) \right| \right|_1 + \beta \sum_{ij} |\hat{F}_{ij} - F_{ij}|}$. The $\sum_{ij} |\hat{F}_{ij} - F_{ij}|$ needs to be further minimized to compensate for the $MA$ value amplification. Therefore, all of the underlying masked pixels are prioritized during the reconstruction.

In summary, we theoretically present the effectiveness of the proposed mask-aware learning strategy. It adaptively enhance the reconstruction penalty for the masked pixels, while equally retrieves the unmasked pixels without discrimination, under mild conditions. Note that the mask-encoding term facilitates the mask-aware term in $L_{ma}$, thus the pretraining upon $L_{me}$ is necessary for the proposed strategy.

### 4 Experiment

We do extensive experiments for the proposed method. Specifically, Section 4.1 introduces the experimental settings. Section 4.2 quantitatively and perceptually present the reconstruction performance on both simulation and real data. In Section 4.3, we discuss the proposed $S^2$-attn blocks and reason the superiority of the Parall-SS version by exploiting the underlying interpretability. In Section 4.4, we empirically analysis the mask-aware learning strategy.

#### 4.1 Experimental Settings

**Dataset.** Following previous methods [14], [15], [16], we use the same dataset setting for network training and evaluation. Specifically, we adopt the CAVE [60] database for training, which provides 32 scenes with $512 \times 512$ resolution and 400nm-700nm range of wavelength. The training samples are randomly cropped into $256 \times 256$ patches for data augmentation. The total 28 spectral channels are determined by
spectral interpolation. The testing dataset is composed of ten $256\times256\times28$ hyperspectral images from the KAIST [61] dataset. In simulation, we treat the 3D hyperspectral images as ground truths and compute the 2D measurements following Eq. (1) and Eq. (2). For the real hyperspectral image acquisition, we feed the $660\times714$ real-captured measurements by [15] into the pre-trained model, generating the $660\times660\times28$ hyperspectral images accordingly. We inject the Gaussian noise to the measurements during training to simulate the real measurement noise $\Omega$ in the collected data.

**Implementation Details.** The proposed $S^2$-Transformer contains $K=4$ stages, where each consists of $L=6$ $S^2$-attn blocks for a high-fidelity reconstruction performance. We let the number of embedding channels $C$ to be 60 and split them into $T=6$ heads in each $S^2$-attn block. We leverage window partitions to the feature embedding (i.e., window size $M=8$) and conduct the cyclic shifting following [54]. The model is trained for 300 epochs with Adam optimizer $[62]$ ($\beta_1=0.9$, $\beta_2=0.999$). We set the batch size as 4. The initial learning rate is $4\times10^{-4}$ and halved every 50 epochs. Notably, the total amount of training epochs remains the same when employing the proposed mask-aware learning strategy. Specifically, the model is firstly pre-trained with $L_{\text{pre}}$ for 150 epochs to get a promising approximation of the encoded signal $\hat{F}'$. Then we train the whole model with $L_{\text{m}}$ for the other 150 epochs. The mask-encoding ($\text{ME}$) weight $\alpha$ is set as 1.5 in $L_{\text{ME}}$ and then attenuated to 1.0 in $L_{\text{MA}}$, and mask-aware term ($\text{MA}$) is weighted by $\beta=10$. We employ first half of the network to approximate the encoded signal, i.e., $k_{\text{ME}}=2$. Our experiments are conducted on NVIDIA RTX 3090 GPUs.

**Compared Methods.** We compare with eight state-of-the-art methods. Among them, DeSCI [9], and GAP-TV [34] are model-based algorithms. The CNN-based methods include TSA-Net [15], SRN [52], DGSMP [29], HDNet [47], MST [14], and CST [16], in which MST and CST are recent Transformer-based network designs. Notably, we test and report the best performance of compared methods based on their open-sourced pre-trained models. The SRN is re-trained with the same training dataset as other methods for a fair comparison. Besides, we choose the best-performed variants of the compared methods, i.e., SRN(v1), MST-L, and CST-L-Plus. For the simulation experiment, we conduct the quantitative comparison with the full-reference image quality assessment metrics, PSNR and SSIM [63]. For the real data evaluation, we adopt the no-reference image quality assessment metric, Naturalness Image Quality Evaluator (NIQE) [64] due to the inaccessibility of the ground truth.

### 4.2 HSI Reconstruction Performance

**Simulation.** We metrically evaluate the proposed $S^2$-Transformer with mask-aware learning strategy by comparing with other popular reconstruction methods. As shown
TABLE 3: Model size and complexity of different methods.

| Methods       | PSNR  | SSIM  | #params (M) | FLOPs (G) |
|---------------|-------|-------|-------------|-----------|
| TSA-Net [15]  | 31.46 | 0.8939| 44.25       | 110.06    |
| DGSMP [29]    | 32.63 | 0.9166| 3.76        | 646.65    |
| SRN [52]      | 35.07 | 0.9430| 1.25        | 81.84     |
| HDNet [47]    | 34.97 | 0.9476| 2.03        | 28.15     |
| MST [14]      | 35.18 | 0.9566| 3.00        | 40.10     |
| CST [16]      | 36.08 | 0.9565| 1.60        | 1.62      |
| $S^2$-Transformer | 36.48 | 0.9584| 1.80        | 27.21     |

TABLE 4: Naturalness Image Quality Evaluator (NIQE) evaluation on real hyperspectral dataset by pupolar methods.

| Methods       | NIQE  |
|---------------|-------|
| TSA-Net [15]  | 6.9219|
| DGSMP [29]    | 5.9207|
| SRN [52]      | 6.5755|
| HDNet [47]    | 6.0950|
| SST-Transformer | 5.8833|

in Table 1 and Table 2, the proposed method outperforms CST [16] by 0.4dB/0.0018 in terms of PSNR/SSIM and achieves 1.30dB/0.0108 improvement in contrast to MST [14]. We further analyze the computational complexity and the model size of different methods in Table 3. Our $S^2$-Transformer requires the smallest computational overhead among Transformer-based methods in terms of the model size and the number of floating-point-operations (FLOPs), owing to the linear computational complexities of the window-based attention mechanisms. Moreover, we perceptually analyze the reconstruction performance of the proposed method. In Fig. 7, we visualize the reconstruction results on three representative wavelengths. Our method enables more content retrieval on semantic areas and less distortions by the enlarged window. We also investigate the spectral fidelity of different methods by the density-wavelength curves on the informative area (e.g., patch a on the hyperspectral image). A higher curve correlation presents a better spectral modeling within the chosen narrowband.

**Real Measurement Retrieval.** We further evaluate the proposed method on real-captured measurements. In Fig. 8, we visualize the reconstruction results of compared methods. By observation, the Transformer-based methods provide the most visually pleasant results among all, but with different emphasizes. For example, the CST provides a better contrast while lose contents at dark area. The proposed method retrieves the most contents (e.g., the smallest hole at center of the yellow flower in top row). In Table 4, we metrically compare the Transformer-based methods with the no-reference assessment, naturalness image quality evaluator (NIQE) [64]. A smaller value indicates a better global retrieval performance of the proposed method.

### 4.3 Spatial-spectral Attentions

**$S^2$-attn Discussion.** We firstly investigate the differences among proposed $S^2$-attn blocks by comparing the reconstruction performances. Notably, we enhance the Spa and Spe blocks for a comparable computational cost, as shown by the dash boxes in Fig. 4. In Table 5, we report the model size (#params), computational complexity by floating point operations (FLOPs), and the reconstruction performances comprehensively. For the metric comparison, the Parall-SS block yields the best result, i.e., 36.31dB/0.9569 in terms of the PSNR/SSIM, while the SpeSpe block shows more limitations toward a high-fidelity reconstruction among all architecture designs. By comparison, the Parall-SS block empowers 1.13dB/0.0033 boost. For the computational complexity, the model size of different methods in Table 3. Our $S^2$-Transformer achieves 1.30dB/0.0108 improvement in contrast to MST [14].

**TABLE 5: Performance and complexity analysis of different $S^2$-attn blocks. All the other settings are kept the same.**

| Types          | SpaSpa | SpeSpe | Sequn-SS | Parall-SS |
|----------------|--------|--------|----------|-----------|
| PSNR           | 35.98  | 35.18  | 36.04    | 36.31     |
| SSIM           | 0.9563 | 0.9536 | 0.9565   | 0.9569    |
| FLOPs (G)      | 37.75  | 13.52  | 27.21    | 27.21     |
| #params (M)    | 1.60   | 1.65   | 1.62     | 1.80      |

**Fig. 9:** Visualization of the feature embedding within Parall-SS blocks (i.e., 2). Each column provides embedding representations from deep blocks (i.e., 22~24 out of 24) with selected feature channels (i.e., chl i, 1≤i≤60). Top row: Embedding right after Spe-MSA, which works as an edge detector. Upper-medium row: Embedding right after Spa-MSA, which captures visual details. Lower-medium row: Fused embedding of Spe-MSA and Spa-MSA. Bottom row: RGB content.
Fig. 10: Visualization of the fused embedding at different Parall-SS blocks (i.e., B). Embedding $Z \in \mathbb{R}^{H \times W \times C}$ gathers information from spatial and spectral attentions. Representations in deeper blocks (i.e., 24 in total) approaches the semantic meaning. We choose 37, 10, 59-th channels out of 60 for scene 2, 8, 10, respectively.

Fig. 11: Visualization of the spectral correlation. Top: RGB contents of the benchmark testing data. Middle: spectral correlation coefficient matrices of the ground truth (28×28). Bottom: Corresponding matrices by the proposed method.

burden, the SpaSpa block requires the most computational overhead, while the SpeSpe block takes the minimum computation. Note that both spatial-spectral attention structures achieve superior performances than the solely spatial/spectral mechanisms, indicating a better data clue exploitation of joint modeling. Specifically, the Parall-SS outperforms the Sequn-SS under the same computational burden, which makes sense considering the two-fold data characteristics. (1) The spatial attention modeling infers the visually grounded semantics, which is determined by the physical object of capturing by the hardware. The spectral attention describes the embedding channel interplay, which heavily relies on the pre-determined wavelengths. Thereby, paralleled structure attains the most modeling independences, respectively. (2) The learnable feature fusion in Parall-SS enables embedding interaction in each block, bringing more flexibility than the Sequn-SS.

Parallel Spatial-Spectral Attention Analysis. Following the above observations, we put emphasize on the Parall-SS block. First of all, we visualize the fused feature embedding within the attention blocks at different depth. There are total 24 blocks given $K=4$ and $L=6$. In Fig. 10, we visualize the feature maps of the embedding with random channel indices and depths. By observation, the representations in deeper blocks are closer to the visual semantics, with the deep blocks actually presents a similar abstracting ability (e.g., blk 22 and blk 24 of Scene 10 in Fig. 10). Based on this observation, we exploit the inherent interpretability from the top of the network (i.e., 22~24 blocks). In Fig. 9, we present the feature embedding right after the $f_{\text{Spe-MSA}}(\cdot)$ and $f_{\text{Spe-MSA}}(\cdot)$, respectively. The evidences across different data indicate that one functionality of the $f_{\text{Spe-MSA}}(\cdot)$ is in a way of edge detector. The $f_{\text{Spe-MSA}}(\cdot)$ conversely collects the fine-grained visual details. This observation coincides with our motivations. (1) Spatial attention allows a fine-grained visual detail modeling by attending the total number of $H \times W$ tokens. (2) The $f_{\text{Spe-MSA}}(\cdot)$ describes the 2D token relations by a scalar attention value regardless of the token spatial size, which indicates a heterogeneous spatial expressiveness across the 2D token plane, considering the finite modeling capacity. In our case, it ultimately depends on the most discriminative regions, i.e., edges, for the feature channel differentiating. Since the inconsistent representation space between the embedding ($C=60$) and the hyperspectral signal ($N_L=28$), we directly observe the spectral distribution of the predictions upon Parall-SS. As shown in Fig. 11, each image possesses a unique distribution. The proposed network retrieves the spectrum patterns properly. Due to the better performance and interpretability of the Parall-SS, we finalize the network structure and conduct the experiments in the following by this block.

4.4 Mask-aware Learning

| Loss types | Recon | HE | MA | pre-train | PSNR(dB) | SSIM |
|------------|-------|----|----|--------|--------|------|
| Previous   | ✓     | x  | x  | ✓      | 36.31  | 0.9569|
| ${\mathcal{L}}_{\text{HE}}$ | ✓     | ✓  | ✓  | ✓      | 36.32  | 0.9569|
| ${\mathcal{L}}_{\text{MA}}$ | ✓     | ✓  | ✓  | ✓      | 34.88  | 0.9496|
| ${\mathcal{L}}_{\text{HE}}, {\mathcal{L}}_{\text{MA}}$ | ✓     | ✓  | ✓  | ✓      | 36.48  | 0.9584|

Convergence Analysis. We firstly conduct an ablation study for the proposed mask-aware learning in Table 6. We choose the $|\hat{F} - F|$ as the Previous setting and all experiments follow the same optimization configurations...
A more precised reconstruction accordingly contributes to a lower scale. The $L_{MA}$ follows 150-epoch pre-training.

Fig. 15: Reconstruction difficulty maps $( \hat{F} - F_{\text{est}} )$ on simulation data. Lower intensity indicates a better retrieval.

(Refer to Section 4.1 for more details). By comparison, a complete mask-aware learning treatment enables 0.17dB/0.0015 improvement over the baseline. Besides, solely employing either $L_{AE}$ or $L_{GA}$ hardly benefits the reconstruction. (1) The mask-encoding (ME) term introduced in $L_{AE}$ penalizes the shallow parts of the network. Its effect weakens as the network deepens. (2) The mask-aware (MA) term infers the masked regions upon the well-approximated $\hat{F}$, which is unattainable in early training steps. We further analyze the convergence of the reconstruction by directly observing the $\text{Recon}$ term. As shown in Fig. 14, the absolute error between $F$ and $F_{\text{est}}$ is further minimized when applying MA. Since the $L_{MA}$ prioritizes the masked region with higher penalty. A more precised reconstruction accordingly contributes to a globally-averaged fidelity. We perceptually show this point below.

**Data Uncertainty.** We firstly compare the empirical difficulties among different methods. Spectral channels are selected at random and the masked regions are emphasized, i.e., $( \hat{F} - F ) \odot ( 1 - M )$, where $\odot$ denotes a pixel-wise multiplication. As shown by the Fig. 12∼13, the proposed method yields better retrieval. Identifying the masked areas is non-trivial, since the commonly used L1 or L2 norms hardly distinguish aleatoric uncertainty caused by the internal high-frequency textures and the external hardware encoding (i.e., masking). This leads to a common modeling behaviour. In Fig. 15, we further visualize the reconstruction difficulties among compared methods and our ablated models. In line with the convergence curve in Fig. 14, the $L_{MA}$ enhances the reconstruction globally. Better approximation of the masked areas potentially benefits the neighbored pixel estimation owing to the spatial locality property of the model. We finally visualize both simulation and real predictions of the ablated model in Fig. 16. By the zoom-in windows, mask-aware learning contributes to a high-fidelity reconstruction.

**5 Conclusion**

In this work, we revealed two-fold data loss that impedes a high-fidelity reconstruction of hyperspectral images by observing the physical encoding procedure of CASSI. For the entangled data loss, we resorted to exploit the hyperspectral image characteristics for a better information compensation upon the 2D measurement. We introduced the $S^2$-Transformer by systematically discussing different self-attention mechanisms. The empirical evidence demonstrated the different functionalities of both spatial and spectral attention under a paralleled arrangement. For the masked data loss, we identify and take advantage of the optical-induced data uncertainty in a pixel-wise manner by prioritizing the masked pixels adaptively throughout the training. We theoretically and empirically presented the convergence tendencies of the proposed learning strategy upon both mask and unmasked regions. Our proposed method achieves superior performance compared with existing state-of-the-art quantitatively and perceptually. Besides, this work serves as the first attempt to expedite the interpretability of designing deep reconstruction networks for HSI from the physical scope. We hope our discussions shed light on the future Transformer design for the HSI community.
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