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In this paper a problem of optimization and production planning using the optimal control methods and Pontryagin Maximum Principle is solved. An economic model is proposed and an optimal plan of production for \( n \) products is found, to ensure the required quantity at specified delivery data with minimum cost of inventory and production. It is proved that the economic system is not controllable, in the sense that it is not possible to reach any final stock quantity. Finally, this construction is justified with two numerical examples.
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1. Introduction

Control theory is frequently used in modelling and analysis of operational systems in production planning and logistics. Moreover, there can be found numerous applications to supply chain engineering and management. In the last decades, Lie methods have been applied successfully in the study of controllability of optimal control problems. Brocket [6] has proved the connection between the Lie theory and optimal control. In his book, Sontag [27] studied nonlinear controllability via Lie-algebraic methods. Agrachev and Sachkov [1] presented some methods of the mathematical control theory treated from the geometric point of view. LaValle [17] gave an unified treatment of control theory including control affine systems and Popescu [22] used the framework of Lie algebroids in the study of driftless control affine systems. One of the motivations for this work is the study of Lagrangian systems with some external constraints. These systems have a wide application in many different areas as optimal control theory, econometrics, cybernetics.
or operational research (see, for instance, Arrow [2], Seierstad and Sydsater [23], Sethi and Thompson [26], Caputo [7], Weber [30], Hermosilla, Vinter and Zidani [12], Varjani, Shamsi and Malek [29], Milo- sz et al. [19]). The present paper is organized as follows. In the second section, an overview of earlier research concerning optimal control theory applications in production economics is given. In Section 3, the known results about optimal control theory for control affine systems are presented, including the controllability problems in the driftless case and involutive distributions. In Section 4, an application of optimal control to a problem of inventory and production planning is given. In Section 5, two numerical examples are presented. The Pontryagin Maximum Principle will be used in order to find the optimal solution. The case of one single product studied by Kamien and Schwartz in [15] is extended. Moreover, it is shown that the distribution generated by the vector fields is involutive and it determines a foliation in the state space. It is proved that the economic system is not controllable, in the sense that it is not possible to reach any final stock quantity. In the last part of the paper the complete solution of the problem is found, using a convenient change of variables for the system of differential equations generated by Pontryagin Maximum Principle. Finally, two numerical examples in the particular cases \( n = 3 \) and \( n = 4 \) are presented.

### 2. Optimal Control and Pontryagin Maximum Principle

A large class of control theory applications to business and economics can be explained by a rigorous quantitative foundation including stability of controlled processes and non-linear systems, controllability and observability (Pontryagin et al. [21], Lee and Markus [18], Bellman [4], Sethi [25], Sethi and Thompson [26]). Optimal control problems belong to the class of extremum optimization theory, i.e., minimization or maximization of some functions equipped with some external constraints. This theory extends classical calculus variation theory that is based on control variations of a continuous trajectory developed by Euler, Lagrange, Hamilton, Jacobi et al. In the 20th century, two computational fundamentals of optimal control theory, the maximum principle (Pontryagin et al., [21]) and the dynamic programming method (Bellmann [4]) were developed. One of the most important methods in the analysis of solutions for the optimal control problems is provided by Pontryagin’s Maximum Principle. A curve \( c(t) = (x(t), p(t)) \) is an optimal trajectory if there exists a lifting of \( x(t) \) to the dual space \( (x(t), p(t)) \) satisfying the Hamilton-Jacobi-Bellman equations. However, finding a complete solution to an optimal control problem remains extremely difficult for several reasons. Firstly, the problem of integrating a Hamiltonian system, which is generally difficult to integrate, except for particular dynamics and costs is approached. Secondly, even though all solutions are found, there remains the problem of selecting optimal solutions from them. The article by Hwang, Fan and Erikson [13] determined the use of optimal control action for production planning and the corresponding trajectory of state variables by means of the Maximum Principle subject to the minimization of costs. In this paper, the solution of a problem of optimization and production planning using the optimal control techniques and Pontryagin’s Maximum Principle is found.

A mathematical model of an economic problem is proposed in order to find an optimal plan of production for \( n \) products and to ensure the required quantity at specified delivery data at minimum cost of inventory and production. Some percentages from the quantities of \( n-1 \) products are used in the manufacture of the last product. Such type of production problems with different constraints are intensely studied. Thus, Sethi [25] applied the Maximum Principle to some problems of production and inventory. Axssäter [3] gave an overview of earlier research concerning control theory applications in production and inventory control. Feichtinger and Hartl [9] studied the problem of simultaneously determining the optimal price policy and production rate over a given planning horizon. Gaimon [10] considered a profit maximizing firm that derives the optimal price for its output, level of output, level of inventory and composition of productive capacity over time. Kogan and Khmelnitsky [16] presented an optimal control model for continuous time production and set-up scheduling. Ortega and Lin [20] presented a review of control theory applications to the production-inventory problem. Benjaafar, Gayon and Tepe [5] considered the control of a production–inventory system with impatient customers. Dolgui et al. [8] presented some of the existing literature of supply planning tools.
under uncertainty of lead times. Schwartz and Rivera [28] gave a practical approach for applying control-theoretic principles to tactical inventory management problem in a production-inventory system, the basic unit in a supply chain. Janušauskaitė [14] investigated two mathematical models of multistage inventory control processes with continuous and discrete density functions of demands. Gayon, Verbraken and Flapper [11] studied optimal control of a production-inventory system with product returns.

3. Preliminaries on Optimal Control

Let $M$ be a smooth $n$-dimensional space, usually a subset of $\mathbb{R}^n$. The main goal is to study a control system given by differential equations in the form

$$\frac{dx^i}{dt} = f^i(x,u), \quad i = 1, n,$$

where $x = (x^1, ..., x^n) \in M$ represents the state of the system and $u \in U \subseteq \mathbb{R}^m$ represents the controls $(m \leq n)$. A control system manufactures a dynamical system evolving in state space and that can be controlled by the user. An optimal control problem consists of finding the trajectories of the control system which connects two states of the system $x_0$ and $x_1$ and minimizing the functional

$$\min_u \int_0^T L(x(t),u(t))dt, \quad x(0) = x_0, x(T) = x_1,$$

where $L$ is the Lagrangian or running cost (energy, cost, time, distance, etc.). The control theory deals with the study of systems whose evolution can be influenced by some external agents. The most important and powerful tool in the study of optimal solutions in control theory is provided by Pontryagin’s Maximum Principle. It generates the differential equations of first order, which are only necessary for the optimal solutions. For each optimal trajectory, $c(t) = (x(t), u(t))$ it offers a lift on the dual space $(x(t), p(t))$ satisfying Hamilton-Jacobi-Bellman equations. The Hamiltonian function has the form

$$H(x, p, u) = \sum_{i=1}^m p_i f^i - L(x,u),$$

where $(p_1, ..., p_m)$ are adjoint variables on dual space, while the maximization condition with respect to the control variables $u$, namely,

$$H(x(t), p(t), u(t)) = \max_v H(x(t), p(t), v(t))$$

leads to $\frac{\partial H}{\partial u} = 0$ ($H$ is assumed to be smooth with respect to variable $u$). The extreme trajectories satisfy the equations

$$\frac{dx^i}{dt} = \frac{\partial H}{\partial p_i}, \quad \frac{dp_i}{dt} = -\frac{\partial H}{\partial x^i}. \quad (1)$$

Next, the case of control affine systems (Brockett, [6]) given by

$$\dot{x} = X_0 + \sum_{i=1}^m u^i X_i,$$ \quad (2)

is considered, where $\dot{x} = \frac{dx}{dt}$ and $X_0, X_1, ..., X_m$ are smooth vector fields on $M$. Usually, $X_0$ is called the drift vector field describing the dynamics of the system in the absence of controls and the vector fields $X_1, ..., X_m$ are called the input vector fields. The function $u(t) = (u^1(t), ..., u^m(t))$ is the control or the input function, which may be specified freely in order to steer the system in a desired direction.

The system is controllable if for any two states $x_0$ and $x_1$ on $M$ there exists a finite time $T$ and an admissible control $u: [0,T] \rightarrow U$ so that for $x$ satisfying $x(0) = x_0$ results that $x(T) = x_1$. In other words, the system is controllable if for any two states $x_0$ and $x_1$ there exists a solution curve of (2) connecting $x_0$ and $x_1$. The controllability is the ability to steer a system from a given initial state to any final state, in finite time, using the available controls. Controllability does not care about the quality of the trajectory between two states, neither for the amount of control effort. In the following, a driftless control affine system, with $X_0 = 0$, is considered. In this case it results

$$\dot{x} = \sum_{i=1}^m u^i X_i(x).$$ \quad (3)

Most information about controllability is contained in the structure of the Lie algebra generated by the family of vector fields $X_i$, $i = 1, m$, which generate a distri-
bution $\Delta = \text{span}\{X_1, ..., X_m\}$. The distribution $\Delta$ has constant dimension $m$ if $\dim \Delta(x) = m$, for all points $x \in M$. It is known that the Lie bracket of two vector fields is given by $[X, Y](f) = X(Y(f)) - Y(X(f))$.

The distribution is called involutive if the Lie bracket of any two vector fields from $\Delta$ belongs to $\Delta$, that is $X_j, X_j \in \Delta \Rightarrow [X_j, X_j] \in \Delta$. It follows that in the case of involutive distribution, every Lie bracket of the vector fields can be expressed as a linear combination of the system vector fields, and therefore

$$[X_i, X_j] = \sum_{k=1}^{m} L_{ij}^k X_k.$$ 

It is known that a foliation $\{S_a\}_{a \in \mathcal{A}}$ of $M$ is a partition of $M = \bigcup_{a \in \mathcal{A}} S_a$ of $M$ into disjoint connected subsets $S_a$ called leaves. The well known Frobenius theorem says that if $\Delta$ is a distribution with constant dimension on $M$, then $\Delta$ is integrable if and only if $\Delta$ is involutive. In this case, the driftless control affine system is not controllable in the sense that the system can not be moved from an initial state to any final state. The distribution $\Delta$ determines a foliation on $M$ with the property that any curve is contained in a single leaf of the foliation. In other words, any two points can be joined by an optimal trajectory if and only if they are situated on the same leaf.

### 4. Applications to Optimization and Production Planning

It is supposed that a company can manufacture $n$ types of different products denoted $P_1, ..., P_n$. In a fixed period of time $T$, the company must produce a certain amount $(s_{i_1}, ..., s_{i_n})$ of each type of products. It is known that some percentages from the quantities of the $P_1, ..., P_{n-1}$ products are used in the manufacture of the $P_n$ product, by a given law. It is assumed that the unit production costs decrease linearly with the production level (certain fixed costs are distributed across the entire quantity of products) and the cost of production operations for the last product $P_n$ is very small and can be neglected. In addition, the unit storage costs of holding inventory are given by $(\beta_1, ..., \beta_n)$ for each product. It is supposed that the production is not limited by lack of resources or production capacity. In these conditions, a plan of production is searched in order to ensure the required quantity at specified delivery data at minimum cost. The particular case of a single product is studied by Kamien and Schwartz [15].

Let $x' = x'(t), \ i = 1, n$ be the inventory accumulated by time $t$. By using the fact that the inventory level is the cumulated past production $p' = p'(t)$ and considering the initial stock null $x'(0) = 0$, the following is obtained:

$$x'(t) = \int_0^t p'(s)ds.$$ 

Hence, the rate of change of inventory level $x'$ is the production $p'$ and we have $x' = p'$. The unit production costs $c_i$ decrease linearly with the production level, and it results $c_i = a_i p_i$, where $a_1, ..., a_{n-1} \in (0,1)$ are positive constants and the total cost of production is obtained

$$\sum_{i=1}^{n-1} a_i p_i = \sum_{i=1}^{n-1} a_i (p_i)^2 = \sum_{i=1}^{n-1} a_i (x_i)^2.$$ 

It results that the total cost, including the costs of holding inventory is given by

$$\sum_{i=1}^{n-1} a_i (x_i)^2 + \sum_{i=1}^{n-1} \beta_i (1 - k_i)x_i + \beta_n x^n,$$

where $k_1, ..., k_{n-1} \in [0,1]$ represent the percentages from the quantities of $P_1, ..., P_{n-1}$ used in the manufacture of $P_n$. Next, considering $x_i = u^i, \ i = 1, n - 1$ the control variables and assuming that the rate of change of inventory for $P_n$ is given by the law

$$x^n = \sum_{i=1}^{n-1} k_i u^i x^i,$$ 

the following optimal control problem is obtained

$$\begin{align*}
\dot{x}_1 &= u^1 \\
\vdots & \quad \vdots \\
\dot{x}_{n-1} &= u^{n-1} \\
\dot{x}_n &= \sum_{i=1}^{n-1} k_i u^i x^i \\
x'(0) &= 0 \\
x_i(T) &= s_i, \ i = 1, n \\
u^1, ..., u^{n-1} &\in R \\
k_1, ..., k_{n-1} &\in [0,1].
\end{align*}$$
A plan of production with minimum cost
\[
\min_a \int_0^1 \left( \sum_{i=1}^{n-1} \left( a_i (u^i)^2 + \beta_i (1 - k_i) x^i \right) + \beta_n x^n \right) dt.
\]
is the solution. It results that this is a driftless control affine system on \( M = R^n \), which can be written in the form
\[
\dot{x} = \sum_{i=1}^{n-1} u^i X_i, \quad x = (x^1, ..., x^n) \in R^n
\]
\[
\min_a \int_0^1 F(u(t), x(t)) dt,
\]
where
\[
F(u(t), x(t)) = \sum_{i=1}^{n-1} \left( a_i (u^i)^2 + \beta_i (1 - k_i) x^i \right) + \beta_n x^n.
\]

The optimal solutions starting from the initial point \((0, ..., 0)\) to endpoint \((s_1, ..., s_n)\) are sought. The distribution \( \Delta = \text{span}\{X_1, ..., X_{n-1}\} \) generated by the vector fields \( X_1, ..., X_{n-1} \) has constant dimension, \( \text{dim} \Delta(x) = n - 1 \), for all \( x \in R^n \). In the natural basis \( \left\{ \frac{\partial}{\partial x^1}, ..., \frac{\partial}{\partial x^n} \right\} \) of \( R^n \), the vector fields have the expressions
\[
X_1 = \frac{\partial}{\partial x^1} + k_1 x^1 \frac{\partial}{\partial x^n},
\]
\[
X_{n-1} = \frac{\partial}{\partial x^{n-1}} + k_{n-1} x^{n-1} \frac{\partial}{\partial x^n}.
\]

By using the following Lie bracket formula
\[
[fX, gY] = fg[X, Y] + fX(gY) - gY(fX),
\]
every Lie bracket of two vectors from distribution is given by
\[
[X_i, X_j] = \left[ \frac{\partial}{\partial x^i} + k_i x^i \frac{\partial}{\partial x^n}, \frac{\partial}{\partial x^j} + k_j x^j \frac{\partial}{\partial x^n} \right] = 0,
\]
and it results that the distribution \( \Delta \) is involutive. Using the Frobenius theorem, it results that the distribution is integrable and as a consequence, it determines a foliation on state space \( R^n \). Consequently, two points can be joined by an optimal trajectory if and only if they are situated on the same leaf. It results that the economical system is not controllable, in the sense that it is not possible to manufacture any quantity required. Indeed, by using Equation (4), the following is obtained
\[
\dot{x}^n = \sum_{i=1}^{n-1} k_i x^i x^i=n,
\]
and through integration, it results
\[
x^n = \frac{1}{2} \sum_{i=1}^{n-1} k_i (x^i)^2 + c, \quad c \in R,
\]
which are the hypersurfaces in \( R^n \), which determine a foliation. In the three-dimensional case, the foliation is generated by surfaces which are elliptic paraboloids. Moreover, by using that \( x^i(0) = 0 \), one gets the relation
\[
x^n = \frac{1}{2} \sum_{i=1}^{n-1} k_i (x^i)^2,
\]
and from \( x^i(T) = s_i \) results that the problem has a solution (the system is controllable), so it is possible to manufacture the quantity \((s_1, s_2, ..., s_n)\) if and only if the final amounts satisfy the condition
\[
s_n = \frac{1}{2} \sum_{i=1}^{n-1} k_i (s_i)^2.
\]

In other words, the system is not controllable if the previous condition is not satisfied.

The main result of the paper is the following:

**Theorem.** The optimal solution of the control system is given by
\[
x^i(t) = c_i e^{\sqrt{\frac{k_i \beta_i}{2 n_i}}} + c_i e^{-\sqrt{\frac{k_i \beta_i}{2 n_i}}} - \frac{\beta_i (1 - k_i)}{k_i \beta_i}, \quad i = 1, n - 1,
\]
\[
x^n = \frac{1}{2} \sum_{i=1}^{n-1} k_i (x^i)^2,
\]

where
\[
\begin{align*}
\beta_1 &= \frac{1}{n_1}, \quad \beta_2 = \frac{1}{n_2}, \quad \beta_3 = \frac{1}{n_3}, \quad \beta_4 = \frac{1}{n_4}, \quad \beta_5 = \frac{1}{n_5}, \quad \beta_6 = \frac{1}{n_6}, \quad \beta_7 = \frac{1}{n_7}, \quad \beta_8 = \frac{1}{n_8}, \\
\beta_9 &= \frac{1}{n_9}, \quad \beta_{10} = \frac{1}{n_{10}}, \quad \beta_{11} = \frac{1}{n_{11}}, \quad \beta_{12} = \frac{1}{n_{12}}, \quad \beta_{13} = \frac{1}{n_{13}}, \quad \beta_{14} = \frac{1}{n_{14}}, \\
\beta_{15} &= \frac{1}{n_{15}}, \quad \beta_{16} = \frac{1}{n_{16}}, \quad \beta_{17} = \frac{1}{n_{17}}, \quad \beta_{18} = \frac{1}{n_{18}}, \quad \beta_{19} = \frac{1}{n_{19}}, \quad \beta_{20} = \frac{1}{n_{20}}, \\
\end{align*}
\]
where
\[ c_{i} = \frac{1 - k_{i}}{d_{i} + 1} \beta_{i} + \frac{d_{i}s_{i}}{d_{i}^{2} - 1}, \]
\[ c_{ji} = \frac{d_{i}}{d_{i} + 1} \beta_{j}(1 - k_{i}) - \frac{d_{i}s_{i}}{d_{i}^{2} - 1}, \]
\[ d_{i} = e^{\frac{k_{i} \beta_{n}}{2a_{i}}}, \]

and optimal control variables have the form
\[ u^{i}(t) = \left( \frac{k_{i} \beta_{n}}{2a_{i}} \right) \left( c_{i} e^{\frac{k_{i} \beta_{n}}{2a_{i}}} - c_{ji} e^{\frac{k_{j} \beta_{n}}{2a_{j}}} \right). \]

**Proof.** The Pontryagin Maximum Principle will be used in order to find the optimal solution. The Hamiltonian function on dual space is given by
\[
H = \sum_{i=1}^{n} p_{i} \dot{x}^{i} - F \] which leads to
\[
H = \sum_{i=1}^{n-1} p_{i} u^{i} + p_{n} \sum_{i=1}^{n-1} k_{i} u^{i} x^{i} \]
\[ - \sum_{i=1}^{n-1} \left( \alpha_{i} (u^{i})^{2} + \beta_{i} (1 - k_{i}) x^{i} \right) - \beta_{n} x^{n}. \]

The condition \( \frac{\partial H}{\partial u^{i}} = 0, \ i = 1, n-1 \) yields the following equations
\[ p_{i} + p_{n} k_{i} x^{i} - 2a_{i} u^{i} = 0 \Rightarrow u^{i} = \frac{p_{i} + p_{n} k_{i} x^{i}}{2a_{i}}. \]

Now, replacing the expressions of the control variables \( u^{i}, \ldots, u^{n-1} \) into the expression of the Hamiltonian, by straightforward computation it results
\[
H = \sum_{i=1}^{n-1} \left( \frac{(p_{i} + p_{n} k_{i} x^{i})^{2}}{4a_{i}} - \beta_{i} (1 - k_{i}) x^{i} \right) - \beta_{n} x^{n}. \]

(5)

Using the Hamilton-Jacobi-Bellman Equations (1) the following system of first order differential equations is obtained:

\[
\dot{x}^{i} = \frac{\partial H}{\partial p_{i}} = \frac{p_{i} + p_{n} k_{i} x^{i}}{2a_{i}}, \quad i = 1, n-1
\]
\[
\dot{x}^{n} = \frac{\partial H}{\partial p_{n}} = \sum_{i=1}^{n-1} \left( p_{i} + p_{n} k_{i} x^{i} \right) k_{i} x^{i},
\]
\[
\dot{\mu}_{i} = \frac{\partial H}{\partial \mu_{i}} = \beta_{i} (1 - k_{i}) - \frac{(p_{i} + p_{n} k_{i} x^{i}) p_{n} k_{i}}{2a_{i}},
\]
\[
\dot{\beta}_{n} = \frac{\partial H}{\partial \beta_{n}} = \beta_{n}.
\]

In order to solve this system of differential equations the following change of variables is considered
\[ \mu_{i} = p_{i} + p_{n} k_{i} x^{i}, \quad i = 1, n-1 \]
which leads to

\[
\dot{x}^{i} = \frac{\mu_{i}}{2a_{i}}, \quad i = 1, n-1,
\]
\[
\dot{x}^{n} = \sum_{i=1}^{n-1} \frac{\mu_{i} k_{i} x^{i}}{2a_{i}}.
\]

(6)

Moreover, by direct computation the following can be obtain

\[
\dot{\mu}_{i} = \mu_{i} + \dot{\mu}_{n} k_{i} x^{i} + p_{n} k_{i} \dot{x}^{i}
\]
\[ = \beta_{i} (1 - k_{i}) - \frac{(p_{i} + p_{n} k_{i} x^{i}) p_{n} k_{i}}{2a_{i}} + \beta_{n} k_{i} x^{i}
\]
\[ + \frac{(p_{i} + p_{n} k_{i} x^{i}) p_{n} k_{i}}{2a_{i}} = \beta_{i} (1 - k_{i}) + \beta_{n} k_{i} x^{i}. \]

In addition, from (6), it results

\[
\dot{x}^{i} = \frac{\dot{\mu}_{i}}{2a_{i}} - \frac{\beta_{i} k_{i} x^{i}}{2a_{i}},
\]

that is a linear nonhomogeneous second order differential equation. Considering the corresponding linear homogeneous second order differential equation

\[
\dot{x}^{i} = \frac{k_{i} \beta_{n}}{2a_{i}} x^{i} = 0,
\]
and using the characteristic equation \( \lambda^2 - \frac{k_i}{\beta_n} \lambda \frac{1}{2a_i} = 0 \), with solutions \( \lambda_{1,2} = \pm \sqrt{\frac{k_i}{\beta_n} \frac{1}{2a_i}} \), the general solution of the homogeneous second order differential equation is obtained

\[
x^i(t) = c_i e^{\sqrt{\frac{k_i}{\beta_n} \frac{1}{2a_i}}} + c_i e^{-\sqrt{\frac{k_i}{\beta_n} \frac{1}{2a_i}}}. \tag{7}
\]

Hence, the general solution of the nonhomogeneous second order differential equation is given by

\[
x'(t) = c_i e^{\sqrt{\frac{k_i}{\beta_n} \frac{1}{2a_i}}} e^{-\sqrt{\frac{k_i}{\beta_n} \frac{1}{2a_i}}} \frac{\beta_i(1-k_i)}{k_i \beta_n} + s_i, \tag{8}
\]

where \( s_i = \frac{1}{2} \sum_{i=1}^{n-1} k_i (x^i)^2 \).

This solution of control system is optimal because the Hamiltonian function is convex. Using the initial conditions \( x'(0) = 0, x'(T) = s_i, \quad i = 1, n \) the linear system

\[
\begin{align*}
&c_i + c_i = \frac{\beta_i(1-k_i)}{k_i \beta_n} \\
&c_i d_i + c_i = \frac{\beta_i(1-k_i)}{k_i \beta_n} + s_i,
\end{align*}
\]

is obtained, where \( d_i = e^{\sqrt{\frac{k_i}{\beta_n} \frac{1}{2a_i}}} > 1 \). The solution of the system (8) is given by

\[
\begin{align*}
c_i &= \frac{1-k_i}{d_i+1} \frac{\beta_i}{k_i \beta_n} + \frac{d_i s_i}{x_i d_i - 1} \\
c_i &= \frac{d_i}{d_i+1} \frac{\beta_i(1-k_i)}{k_i \beta_n} - \frac{d_i s_i}{x_i d_i - 1}.
\end{align*}
\]

Next, by introducing the expression of \( x^i \) from (7), into equations \( \mu_i = \beta_i(1-k_i) + \beta_n x^i \) it results

\[
\mu_i(t) = k_i \beta_n c_i e^{\sqrt{\frac{k_i}{\beta_n} \frac{1}{2a_i}}} + k_i \beta_n c_i e^{-\sqrt{\frac{k_i}{\beta_n} \frac{1}{2a_i}}}.
\]

which yields

\[
\mu_i(t) = \sqrt{2\alpha_i k_i \beta_n} \left( c_i e^{\sqrt{\frac{k_i}{\beta_n} \frac{1}{2a_i}}} - c_i e^{-\sqrt{\frac{k_i}{\beta_n} \frac{1}{2a_i}}} \right) + a_i.
\]

Now, one can find the control variables, for every \( i = 1, n-1 \),

\[
u_i(t) = \frac{\mu_i}{2a_i} = \sqrt{2\alpha_i k_i \beta_n} \left( c_i e^{\sqrt{\frac{k_i}{\beta_n} \frac{1}{2a_i}}} - c_i e^{-\sqrt{\frac{k_i}{\beta_n} \frac{1}{2a_i}}} \right) + a_i.
\]

Moreover, by using equation

\[
x'(T) - x'(0) = \int_0^T \dot{x}(t) dt = \int_0^T u'(t) dt,
\]

the following can be obtained:

\[
s_i = \int_0^T \left[ k_i \beta_n \left( c_i e^{\sqrt{\frac{k_i}{\beta_n} \frac{1}{2a_i}}} - c_i e^{-\sqrt{\frac{k_i}{\beta_n} \frac{1}{2a_i}}} \right) + a_i \right] dt,
\]

and it results

\[
s_i = c_i \left( e^{\sqrt{\frac{k_i}{\beta_n} \frac{1}{2a_i}}} - 1 \right) + c_i \left( e^{-\sqrt{\frac{k_i}{\beta_n} \frac{1}{2a_i}}} - 1 \right) + a_i \frac{T}{2a_i},
\]

which yields

\[
a_i = 2\alpha_i \left( s_i - c_i \left( e^{\sqrt{\frac{k_i}{\beta_n} \frac{1}{2a_i}}} - 1 \right) - c_i \left( e^{-\sqrt{\frac{k_i}{\beta_n} \frac{1}{2a_i}}} - 1 \right) \right).
\]

However, from (8) it results

\[
a_i = 2\alpha_i \left( s_i - c_i \left( d_i - 1 \right) - c_i \left( \frac{1}{d_i} - 1 \right) \right) = 2\alpha_i \left( -\frac{\beta_i(1-k_i)}{k_i \beta_n} + \frac{\beta_i(1-k_i)}{k_i \beta_n} \right) = 0.
\]

and finally, the control variables are obtained, for \( i = 1, n-1 \)

\[
u'(t) = \sqrt{2\alpha_i k_i \beta_n} \left( c_i e^{\sqrt{\frac{k_i}{\beta_n} \frac{1}{2a_i}}} - c_i e^{-\sqrt{\frac{k_i}{\beta_n} \frac{1}{2a_i}}} \right), \tag{9}
\]

which ends the proof.
5. Numerical Examples

First example:
The following numerical example in three dimensional case $n=3$ is given by:
- fixed period of time is $T=1$,
- final stock quantities from products $P_1, P_2, P_3$ are given by $s_1=4$, $s_2=6$, $s_3=13$,
- storage costs are $\beta_1=4$, $\beta_2=3$, $\beta_3=2$ and the coefficients $\alpha_1=0.5$, $\alpha_2=0.5$, $k_1=0.5$, $k_3=0.5$.

This economical system is controllable, because the final quantities satisfy the condition

$$s_3 = \frac{k_1s_1^2 + k_2s_2^2}{2}.$$ 

The optimal solutions of control system are given by the relations (7) and are shown in Figures 1-4. The optimal control variables are given by the relations (9) and are represented in Figures 5-6.

It should be noted that the optimal solutions satisfy the initial stock conditions

$$x'(0) = 0, \quad x^2'(0) = 0, \quad x^3'(0) = 0,$$

and final stock conditions

$$x^1(1) = 4, \quad x^2(1) = 6, \quad x^3(1) = 13.$$

The quantities of products $P_1, P_2, P_3$ increase in time as shown in Figures 1-4.

Moreover, the production rate for the second product is higher than for the first product, a fact which also results from the Figures 5-6.

Second example:
The following numerical example for the case of four products $n=4$ is given by:
- fixed period of time is $T=2$,
- final stock quantities from products $P_1, P_2, P_3, P_4$ are given by $s_1=10$, $s_2=12$, $s_3=15$, $s_4=70$,
- storage costs are $\beta_1=2$, $\beta_2=1$, $\beta_3=2$, $\beta_4=3$, and the coefficients $\alpha_1=0.1$, $\alpha_2=0.2$, $\alpha_3=0.5$, $k_1=0.1$, $k_2=0.5$, $k_3=0.2$.

This system is not controllable, because

$$s_4 \neq \frac{k_1s_1^2 + k_2s_2^2 + k_3s_3^2}{2} = 63.5$$

The final stock for the products $P_1, P_2, P_3$ given by $s_1=10$, $s_2=12$, $s_3=15$ can be obtained, with solution from (7), but the final stock for $P_4$ can not be touched. The system is controllable if $s_4 = 63.5$. 

Figure 1
Optimal solution $x^2(t), t \in [0, 1]$

Figure 2
Optimal solution $x^3(t), t \in [0, 1]$

Figure 3
Optimal solution $x^4(t), t \in [0, 1]$
6. Conclusions

In this paper a mathematical model for an economic problem is proposed, that consists in manufacturing a number of \( n \) products at a specified date so that the production and storage costs are minimal. The paper incorporates the problem into an optimal control model and applies the Pontryagin Maximum Principle to find the optimal solutions. In order to solve the system of differential equations, a convenient change of variables is possible. Finally, two numerical examples are given.
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