Generalizability Theory: Demonstrating the Process and its Utility with EEG Measurements
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Abstract

Background: The purpose of this study is to demonstrate the utility of generalizability theory in assessing the reliability of EEG data. Generalizability theory and its relevance for measurement are described, followed by the steps to consider and decisions to be made when conducting a generalizability analysis.

Methods: Using an actual data set, how to conduct generalizability and decision analyses using IBM® SPSS® are outlined. Specifically, the beta frequency data collected from the C1 electrode from 16 participants across 60 trials and 2 time periods as they moved their right leg in a stepping motion are used for the demonstration. Data analysis decisions such as number and type of facet, relative versus absolute G-coefficients, follow-up decision-study information, data set-up and analytic commands are all described in detail.

Results: Outputs from the analyses are discussed in terms of their meaning and implications. These include the reliability of each facet, variance accounted for and best next steps for improving data reliability.

Conclusion: Advantages of using the generalizability model are discussed as well as suggestions of various generalizability programs available for use.
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Introduction

The use of generalizability theory in the pursuit of assessing reliability of measures is becoming more prevalent in a number of research areas including center of pressure data collected with a force platform [1], ankle-complex laxity measures [2], electromyogram power measures [3], and EEG interpretations [4]. This approach allows for a more fulsome understanding of the sources of variance than does the simpler test-retest approach often used in EEG research [5-10]. Despite its growing use, a comprehensive step-by-step “how to” demonstration of generalizability analysis using available computer programs has yet to be provided. This study aims to fill that gap and in doing so, encourage its use.

Generalizability analysis (G-study) estimates the amount of variance that can be attributed to various facets in a dataset. Facets in a study could be participants, trials, repeated time measures, coders, etc. G-study analysis follows a relatively straightforward ANOVA approach, which ascribes the amount of variance in the data set to source, including all interactions and error terms. Via a series of equations using information in the ANOVA source table, variance components for each facet are generated, and based on these components the overall generalizability of the design is computed. This overall generalizability coefficient (G coefficient) can be interpreted as a reliability coefficient, similar to that of the intra-class correlation coefficient (ICC). The variance components themselves are of interest because it allows the researcher to determine from which facet, or facets, the most variance in the data arises.
For example, assume we have measures of beta EEG frequency bands for 16 different subjects, across 60 trials at 2 time periods separated by 2 weeks. Further assume that the G-coefficient is calculated to be 0.90. One important interpretation is that the researcher can claim that these observed measures provide a good estimate of what would be expected to be obtained by another set of EEG beta frequency measures taken under similar circumstances (i.e., reliability). If most of the variability in the EEG beta measures is due to subject differences, then this may be expected, as we would usually anticipate between-subject variability in EEG beta measures across different people. However, if much of the variability in the data set is due to time-periods then this might be of concern, particularly if the researcher planned to average the data across trials and time periods. This would mean that there is systematic variance across the two time intervals such that they provide markedly different measurements (e.g., a training effect, machine calibration, etc.). The methodology of the study may then be modified to address this issue.

The G-study is typically followed up with a decision-study (D-study). Using the variance components generated in the G-study, a series of “what if” questions are answered with a D-study. For example, for the study described above, it is possible to ask: What would the G-coefficient be if we used 20 trials instead of 60 trials? What would the G-coefficient be if we used 3 time points for data collection instead of 2 trials? and so on.

The history, rationale and equations associated with generalizability theory have not been described because they are presented in excellent formats elsewhere [11-14]. Instead, the purpose of this study is to demonstrate how generalizability theory can be applied to a set of data using the IBM® SPSS® statistical package. Included in the presentation is the data set, the steps involved in the analysis, and interpreting the outputs. A caveat is that the data in this example are fully crossed (i.e., are non-nested) and completely balanced (i.e., no data points are missing). The equations and interpretations become much more complex if the data do not meet these specifications and are beyond the scope of this demonstration. However, once the basics of the design presented here are mastered, the logic can be extended to more complex models.

Materials and Methods

Ethics statement
Participants took part individually in the study after signing a written informed consent document. The study was approved by the University of Calgary Conjoint Health Research Ethics Board (ID: REB15-1473).

Sample
The sample size was 16. All participants were males between the ages of 19 and 31 (mean age=24.7, SD=3.2), had no history of knee or hip injury, were in good health, and had no reported neurological deficits.

Procedural
The methodology used to obtain the data will not be described in detail, as that is not the purpose of this demonstration. Participants were fitted with a 64 electrode NEUROSCAN® EEG cap where location of the electrodes followed the 10-20 electrode international placement system. Participants lay in a supine position and performed alternating left and right stepping motions at a pace of 50 steps/minute while observing a computer-generated image of a human walking. They repeated this stepping motion 60 times for each leg. Their heads were immobilized using compressible foam cushions and their feet were strapped to pedals that allowed for flexion and extension at the hip, knee and ankle joints, sliding along a near frictionless track for each foot. A pulley system tethered to each pedal applied weight to simulate the effects of gravity on the lower body [15]. Participants completed the data collection at time 1 and then returned for the same process two weeks later at time 2.

Data
The data used for purposes of this study were collected from the C1 electrode and were part of a larger study [16]. They represent only the data associated with the beta frequency for right leg flexion-extension collected at time 1 and time 2. Data were sampled at 1000Hz and analyzed using customized software developed in Matlab 2017b (Mathworks™, Natick, Massachusetts, USA). Data were DC offset corrected, bandpass filtered between 5 and 55 Hz, and referenced to the global average of all 64 channels. Epochs of data were generated based on the timing of the visual stimuli onset/offset for each individual ‘step’. Table 1 shows the first three and last three columns of C1 beta frequency EEG data for subjects 1, 2, 15, and 16. The complete data set for this electrode and frequency band is provided in the supplementary materials (Kline_C1_right_executed_stepping.pdf).

Analysis and Results

Step 1: The Facets and Data Set-up
In this data there were three facets of interest: participants (p, n=16), trials (t, n=60) and time periods (moments) (m, n=2). Prior to analyzing the data, several questions regarding the data and the use of the findings need to be answered. The first is, which is the facet of differentiation and which are the facets of generalization [11]? Doing so is useful because it assists in setting up the data in a manner conducive to answering the most pressing reliability question.

For example, assume the question of a data set is: “What is the generalizability of the measures for participants collapsed across trials and time periods?” The focus is on the participants’ measures and how they generalize. When this is the case the data are set up so that one “row” of data is assigned to each participant (p). The facets of generalizability, then, are the trials (t) and time periods (m). These, then, are the “columns” and are set up so that the trials (fastest moving facet) are...
oriented from left to right across the columns (as in Table 1). Let’s change the question. Assume there is an expected training effect from time 1 to time 2. Variability in the measures across time periods would present itself in a high variance component allocated to the effect of time period (m). In this case the data would be set up so that time period becomes the facet of differentiation (each time period would be a row). The columns would represent the participants (p) and trials, (t) with trials changing fastest moving across the columns. The calculated generalizability coefficient would answer the question “What is the generalizability of the measures for time periods collapsed across trials and participants?”

Another important facet question is whether each of the facets is fixed or random. A fixed facet is one where the conditions of the design are the only ones in which the researcher is interested, whereas a random effect is one where the conditions of the design are assumed to be a random sample from a larger population to which the researcher wishes to generalize the findings. The facet of differentiation is always considered to be a random effect, as the purpose of a reliability analysis is to generalize to a population of some sort. In the first example above, participants are considered to be a random sample from a larger population. In the second example, the time periods are considered to be a random sample of time periods from the universe of time periods.

Not surprisingly, generalizability coefficients based on fixed effects are higher than those based on random effects. However, it is unusual to have fixed effects in research, given its mandate to generalize findings, and so in this demonstration is will be assumed all the effects (p, t, and m) are random.

**Step 2: The Generalizability Coefficient**

There are two variations on the G-coefficient. It is important to decide which one is appropriate, as both will be calculated. The first is the relative G-coefficient. This is analogous to the traditional reliability coefficient in classical test theory and reflects how well the values on the facet of differentiation maintain their relative rank order across columns of generalizability facets. This is also sometimes referred to as a “consistency index”. This level of reliability may be appropriate, if, for example, one is interested in taking an average of a set of ratings. Assume for a moment that there are 5 research articles rated by two different raters on a scale of 1 to 10. The data are shown in Table 2. It can be observed that the raters are consistent in terms of the relative ranking of the articles. When these ratings are averaged across the raters, the ratings of the articles’ rank ordering remains the same. For many studies that use average scores to relate with another variable of interest, it suffices to have relative agreement between the raters.

On the other hand, there may be a reason that an absolute level of agreement is needed. Here in addition to consistency in rank order across generalizability facets, there also needs to be agreement on the elevation levels of the measures. This would be assessed with the absolute G-coefficient - sometimes referred to as an “agreement index”, “index of dependability”, or “phi coefficient”. This is important when the numerical value of the measurement is used to make decisions, such as a fixed cutoff score for entry into a professional program. In such a situation, training raters to be both consistent and in agreement would play an important role in the perceived fairness of a decision process. Both the relative and absolute G coefficients will be produced in the analysis. Which one to interpret depends on the nature of the investigation.

It is important at this point to draw a parallel to the intra-class correlation coefficient that also derives from generalizability theory [12]. The intra-class coefficient is based on a 2-facet design, where there are often persons (facet 1, the facet of differentiation) crossed with items on a test (facet 2, the facet of generalizability). As with the generalizability coefficient, the intra-class can be assessed with a fixed or random facet of generalizability and can be a reported as a measure of consistency or agreement. Interpretations of the intra-class coefficient follow those of the generalizability coefficient. Thus, the intra-class is subsumed under the broader classification of generalizability coefficients. A specialized

| Table 1. Truncated data set where m=moments (time points) and t=trials. |
|-----------------------------|-----------------------------|-----------------------------|-----------------------------|-----------------------------|-----------------------------|
| Participant | m1_t1 | m1_t2 | m1_t3 | ... | m1_t58 | m1_t59 | m1_t60 |
| 1 | -945 | -1012 | -747 | ... | -2041 | -2510 | -2924 |
| 2 | -1481 | -2298 | -2698 | ... | -1242 | -1823 | -822 |
| ... | ... | ... | ... | ... | ... | ... | ... |
| 15 | -886 | -2177 | -1860 | ... | -1195 | -961 | -1065 |
| 16 | 171 | -579 | -387 | ... | -197 | -429 | 64 |

| Table 2. Sample data set of article ratings. |
|-----------------------------|-----------------------------|-----------------------------|
| Article | Rater 1 | Rater 2 | Average Rating |
| 1 | 1 | 6 | 3.5 |
| 2 | 2 | 7 | 4.5 |
| 3 | 3 | 8 | 5.5 |
| 4 | 4 | 9 | 6.5 |
| 5 | 5 | 10 | 7.5 |
program, however, is required when the number of facets under investigation is more than two.

Step 3: The Decision Study (D-study)
As was mentioned earlier, once the variance components from the G-study are generated, a series of “what if” questions are answered with a D-study. Using a series of equations, more relative G-coefficients and absolute G-coefficients are calculated. These interpolate or extrapolate the expected values of the calculated coefficients when the number of observations for each facet are assumed to be reduced or increased. This is very useful to understand how best to improve the reliability of the study by adding observations to some of the most problematic facets. It also provides information on the minimum number of observations required for an acceptable level of generalizability for facets that may be very resource-intensive to collect.

Step 4: Generalizability Program Analysis
Initial descriptions of generalizability analyses have the data set up in “long” format – with each measured observation assigned a single row [11,13]. In these data set-ups, the objects in the facet of differentiation, such as participants, are coded with a numeric value and are repeated down a single column. The facets of generalizability are each given a single column with a numeric value representing a level of that facet. Finally, there is a single “dependent variable” column for the observed measurements. In this demonstration data set trials would be coded 1, 2, 3, …60 and time points would be coded 1 and 2. This approach would be advantageous in that a fully crossed random-effects ANOVA can be calculated and the ANOVA table produces easily-identifiable sums of squares and mean squares for each main, interaction, and error effect. More recently, however, computer programs have been developed specifically for generalizability theory and the data are set up in the more traditional-looking repeated measures “wide” format as in Table 1.

The program SPSS (IBM Corporation, Endicott, NY, USA) was used to analyze the data. The syntax for the program (G1.sps) has been designed and published for easy access for use with SPSS, SAS, and Matlab (Mathworks, Natick, Massachusetts, USA), free of charge [17]. One of the drawbacks of this routine is that it is restricted to analysis of three or fewer all random facets. However, for purposes of this demonstration these restrictions are met. Once the process is understood other programs that have fewer restrictions can be readily used.

Step 5: Specifying the Generalizability Model and Running the Program
A sample control file (Table 3) is provided that runs the data from Table 1 [17].

Step 6: Interpreting the ANOVA table and Variance Components
The ANOVA table reported in the output (Table 4) is similar to one that can be obtained from running the data in "long" form in a full factorial model with the measurements noted as the "dependent variable" and each of the p, t, and m variables listed as random factors.

The degrees of freedom, sums of squares and mean squares are all obtained in the usual ANOVA fashion. However, the additional “Variance” column is obtained using an algorithm and matrix formulae [18]. The values represent the variance components associated with each facet in the model. The “Proport.” column is generated by taking the sum of the Variance and then dividing each Variance component by that sum. It provides insight into where the variance in the data is arising. In this example, 25% of the variance in the data is due to between individual participants and is expected in that there is random variability across persons. There is very
little variance (7%) due to trials and virtually none due to the moment facett (time intervals). This means that the EEG beta values, when averaged across participants and trials were consistent across the two moments of measurement. The two-way interactions show very little of the variance (2%) is due to systematic variation in Participant X Trails. A larger proportion (19%) is due to systematic Participant X Moments variation. Again, as expected, the participants themselves are responsible for a considerable amount the variance in the data set. However, most of the variance is due to the three-way interaction as well as other sources or error, which cannot be disentangled (48%). Again, this is usual, as not all variation can be controlled.

Step 7: Interpreting the G and phi values
The G-coefficients printed are the Generalizability (Relative Generalizability, Consistency), in this case .72 and Phi (Absolute Generalizability, Agreement), in this case .72. The G-coefficients are typically higher than the phi coefficients due to the more stringent assumptions about the phi coefficients. However, the difference between them is negligible in this case, indicating that both that rank-order as well as absolute agreement level across time periods for these data are similar.

Both values are at an acceptable level, above .70 for research purposes, as suggested by traditional reliability approaches [19]. They indicate that these data are likely to be reproduced under the same circumstances, and that generalization can be made with some confidence regarding these scores to other data sets collected under similar circumstances. Due to the negligible roles played by the trials and moment facett, collapsing the data across these facett would be justified. Doing so would provide a robust estimate using a single EEG beta measurement at the C1 electrode for each participant.

Step 8: Interpreting the D-Study
The section of the output associated with the D-Study is shown below in Table 5. The obtained G (.72) and phi (.72) indices are italicized in the matrices, as these correspond to the 60 trials and 2 moments used in the initial methodology. Interpolating we can see that if we had used a method with our 16 participants, 2 time periods and 40 trials, the generalizability of the data would be G=.72 and phi=.71. This would reduce the time to collect the data, and would reduce the reliability of the data only a small amount. Extrapolating to increase the number of trials (80) and add another moment (3) to the methodology, the generalizability of the data would be G=.80 and phi=.79. This would improve the reliability of the data, but require a large increase in resources to collect the data. Instead, as noted earlier, collapsing the time 1 and time 2 data into an average measure for participants would improve the
reliability of the data. These G or phi coefficient data can be plotted on a graph to visualize the information presented in the matrices. However, the graph is not reproduced here.

Discussion
It is well accepted that at a minimum, the data collected and used in a study should be reliable. While many studies continue to use traditional measures of test-retest reliability or now more frequently, the intra-class, these measures have constraints on the type of data that can be analyzed. One issue that frequently is raised is ‘What is a “good” generalizability coefficient?’ There is no correct response to this question, but some acceptable limits for intra-class coefficients have been proposed: values less than 0.50 are poor, between 0.50-0.75 are acceptable, between 0.75-0.90 are moderate, and greater than 0.90 are excellent [20]. If reporting of generalizability coefficients becomes usual practice such standards will evolve.

Generalizability theory provides a much-needed alternative to the more traditional approaches for several reasons. First, more than two facets (where participants are considered a facet) are handled within generalizability theory, whereas the other methods are restricted to two. Given that many studies incorporate multiple facets that would have an effect on reliability (e.g., coders, time points, etc.), generalizability models are the preferred option. Second, both absolute and relative generalizability coefficients are provided. It is helpful to have both so that the researcher can make a decision as to which one is most appropriate depending on the nature of the data and the use to which the data will be put. Third, the sources of variance contributing to the unreliability of the data are specified, providing needed information as to how to improve the reliability of a data-gathering methodology. Fourth, extrapolation and interpolation of the indices through increasing or decreasing facet points are estimated. This provides guidance in terms of what the effects on the reliability would be based on various types of changes to the data collection procedure.

A limitation of this demonstration is that the G1.sps analysis is restricted to data sets with three or fewer random facets and no missing data, but does allow for nested facets. A more comprehensive program that handles more facets and complex designs (G2.sps) is also available [17]. Other generalizability programs are also readily and freely available. These include GENOVA [18] that handles up to six different facets in a given study, and EDUG [21] that has a relatively straightforward user interface.

Conclusion
With the wide availability of statistical programs to run generalizability analyses, it is comparatively easy for researchers to include multi-faceted reliability information regarding their data. The process can be easily adapted to other research contexts where there is more than one facet that can impact data reliability. Given the central role of reliability in data measurement and its predictive utility, it is strongly encouraged that researchers adopt generalizability theory and include the results in published studies.
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