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Abstract

We consider the subgradient method with constant step size for minimizing locally Lipschitz semi-algebraic functions. In order to analyze the behavior of its iterates in the vicinity of a local minimum, we introduce a notion of discrete Lyapunov stability and propose necessary and sufficient conditions for stability.

Keywords Differential inclusions · Lyapunov stability · Semi-algebraic geometry

Mathematics Subject Classification 65K05 Numerical mathematical programming methods · 90C30 Nonlinear programming

1 Introduction

The subgradient method with constant step size for minimizing a locally Lipschitz function $f : \mathbb{R}^n \to \mathbb{R}$ consists in choosing an initial point $x_0 \in \mathbb{R}^n$ and generating a sequence of iterates according to the update rule $x_{k+1} \in x_k - \alpha \partial f(x_k), \forall k \in \mathbb{N} := \{0, 1, 2, \ldots \}$, where $\alpha > 0$ is the step size and $\partial f$ is the Clarke subdifferential [14, Chapter 2]. While this method is often used in practice to solve nonconvex and nonsmooth problems, there is little theoretical understanding of the behavior of its iterates. To the best of our knowledge, the only known results are in the convex setting, as we next describe.
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If \( f \) is convex and the Euclidean norm of its subgradients is bounded above by a constant \( c \), then \( \lim \inf f(x_k) - \inf f \leq c^2 \alpha/2 \) provided that the infimum is reached \([6, Proposition 3.2.3]\). In order to get within \( \epsilon \) accuracy of that bound, \( \lfloor d(x_0, X)^2/(\alpha \epsilon) \rfloor \) iterations suffice where \( \lfloor \cdot \rfloor \) denotes the floor of a real number and \( d(x_0, X) \) is the distance between the initial iterate \( x_0 \) and the set of minimizers \( X \subset \mathbb{R}^n \) \([6, Proposition 3.2.4]\). If the objective function grows quadratically (at least as fast as \( t \mapsto \beta t^2 \) for some \( \beta > 0 \)) around the set of minimizers, then the iterates asymptotically get within \( c^2 \sqrt{\alpha/\sqrt{2}} \beta \) distance to the set of minimizers if \( \alpha \in (0, 1/(2\beta)] \) \([6, Proposition 3.2.5]\).

If we relax the boundedness assumption on the subgradients to \( \|s\| \leq c \sqrt{1+d(x,X)^2} \) for all \((x,s)\) in the graph of \( \partial f \), then we get the slightly weaker bound \( \lim \inf f(x_k) - \inf f \leq c^2 \alpha/2(1+d(x_0,X)) \) \([6, Exercise 3.6]\).

Given the absence of theoretical results in the nonconvex setting, in this note we take a first step by investigating the behavior of the subgradient method in the vicinity of a local minimum of \( f \). In order to do so, we propose a notion of stability akin to Lyapunov stability in dynamical systems \([21]\) \([26, Equation (5.6)]\). Informally, a point is stable if all of the iterates of the subgradient method remain in any neighborhood of it, provided that the initial point is close enough to it and that the step size is small enough.

Without any further assumptions on \( f \), the notions of stability and local optimality are decorrelated. Indeed, the classical counterexample \( f(x) = x^2 \sin(1/x) \) admits a stable point which is not a local minimum, while the Rockafellar function \([25, p. 5]\) (see also \([20, Proposition (1.9)]\)) admits a local minimum that is not stable. Assuming sharpness \([16, Assumption A 2]\) and weak convexity \([16, Assumption A 1]\), it can easily be shown that strict local minima are stable. These assumptions may not hold in practice however \([15, p. 121]\) \([14, 2.3.6 Proposition]\), and can be difficult to check \([13, Conjecture 8.7]\). We thus confine our investigation to locally Lipschitz semi-algebraic functions \([9, 24]\). The tame generalization \([28]\) is immediate and captures seemingly all applications of interest nowadays.

When \( f \) is locally Lipschitz and semi-algebraic, the set of stable points and local minima coincide in two cases. The first is when \( f \) is continuously differentiable with a locally Lipschitz gradient. The fact that local minima are stable in this regime can be deduced using arguments from \([2, Proposition 3.3]\). The converse is a consequence of one of our results (Theorem 1). The second case is that of continuous-time subgradient dynamics, where instead of iterates one considers absolutely continuous solutions to the differential inclusion \( x' \in -\partial f(x) \). This is a simple generalization of \([1, Theorem 3]\) which holds for real analytic functions. Much of modern numerical optimization however falls outside the scope of these two cases, namely that of smooth objective functions and continuous-time dynamics. It is thus important to determine in the discrete case and when \( f \) is merely locally Lipschitz and semi-algebraic, whether local minima are stable, and conversely, whether stable points are local minima. In this note, we show that for a point to be stable, it is necessary for it to be a local minimum and it suffices for it to be a strict local minimum.
2 Characterizing stability

Let \( \| \cdot \| \) be the induced norm of an inner product \( \langle \cdot , \cdot \rangle \) on \( \mathbb{R}^n \). Let \( B(a, r) \) and \( \hat{B}(a, r) \) respectively denote the closed ball and the open ball of center \( a \in \mathbb{R}^n \) and radius \( r > 0 \). We next define the notion of discrete Lyapunov stability.

**Definition 1** We say that \( x^* \in \mathbb{R}^n \) is a stable point of a locally Lipschitz function \( f : \mathbb{R}^n \to \mathbb{R} \) if for all \( \varepsilon > 0 \), there exist \( \delta > 0 \) and \( \tilde{a} > 0 \) such that for all \( a \in (0, \tilde{a}) \), the subgradient method with constant step size \( \alpha \) initialized in \( B(x^*, \delta) \) has all its iterates in \( B(x^*, \varepsilon) \).

In order to characterize stability, we rely on the theory of differential inclusions [4]. However, existing results cannot directly be applied, mainly because the locally Lipschitz assumption is too weak. We thus adapt them to our setting via Lemma 1. Note that the analysis of the stochastic subgradient method also involves differential inclusions [5, 7, 8, 11, 15].

**Lemma 1** Let \( F : \mathbb{R}^n \to \mathbb{R}^n \) be an upper semicontinuous mapping with nonempty, compact, and convex values. Let \( X_0 \) be a compact subset of \( \mathbb{R}^n \) and let \( T > 0 \). Assume that there exist \( \tilde{a}, r > 0 \) such that for all \( a \in (0, \tilde{a}) \) and for all sequence \( (x_k)_{k \in \mathbb{N}} \) such that

\[
x_{k+1} \in x_k + \alpha F(x_k), \quad \forall k \in \mathbb{N}, \quad x_0 \in X_0,
\]

we have that \( x_0, \ldots, x_{\lfloor T/\alpha \rfloor + 1} \in B(0, r) \). For all \( \varepsilon > 0 \), there exists \( \tilde{a} \in (0, \tilde{a}) \) such that for all \( a \in (0, \tilde{a}) \) and for all sequence \( (x_k)_{k \in \mathbb{N}} \) satisfying (1), there exists an absolutely continuous function \( x : [0, T] \to \mathbb{R}^n \) such that

\[
x'(t) \in F(x(t)), \quad \text{for a.e. } t \in (0, T), \quad x(0) \in X_0,
\]

for which \( \| \tilde{x}(t) - x(t) \| \leq \varepsilon \) for all \( t \in [0, T] \), where \( \tilde{x} : [0, T] \to \mathbb{R}^n \) is defined by \( \tilde{x}(t) := x_k + (t - ak)/\alpha(x_{k+1} - x_k) \) for all \( t \in [ak, \min\{\alpha(k+1), T\}] \) and \( k \in \{0, \ldots, \lfloor T/\alpha \rfloor \} \).

**Proof** Let \( (\alpha_m)_{m \in \mathbb{N}} \) denote a sequence of positive numbers that converges to zero. Without loss of generality, we may assume that the sequence is bounded above by \( \tilde{a} \). To each term in the sequence, we attribute a sequence \( (x^m_k)_{k \in \mathbb{N}} \) generated by the Euler method with step size \( \alpha_m \) and initialized in \( X_0 \), that is to say, which satisfies (1) with \( a := \alpha_m \). By assumption, \( x^m_0, \ldots, x^m_{\lfloor T/\alpha_m \rfloor + 1} \in B(0, r) \). Consider the linear interpolation of those iterates, that is to say, the function \( \tilde{x}^m : [0, T] \to \mathbb{R}^n \) defined by \( \tilde{x}^m(t) := x^m_k + (t - \alpha_m k)(x^m_{k+1} - x^m_k)/\alpha_m \) for all \( t \in [\alpha_m k, \min\{\alpha_m (k+1), T\}] \) and \( k \in \{0, \ldots, \lfloor T/\alpha_m \rfloor \} \). Since \( B(0, r) \) is convex, it holds that \( \| \tilde{x}^m(t) \| \leq r \) for all \( t \in [0, T] \). In addition, since \( F \) is upper semicontinuous and compact valued, by [4, Proposition 3 p. 42] there exists \( r' > 0 \) such that \( F(B(0, r')) \subset B(0, r') \). Observe that \( (\tilde{x}^m)'(t) = (x^m_{k+1} - x^m_k)/\alpha_m \in F(x^m_k) \) for all \( t \in (\alpha_m k, \min\{\alpha_m (k+1), T\}) \) and \( k \in \{0, \ldots, \lfloor T/\alpha_m \rfloor \} \). Hence, we have that \( \| (\tilde{x}^m)'(t) \| \leq r' \) for almost every \( t \in (0, T) \). By successively applying the Arzelà-Ascoli and the Banach-Alaoglu theorems (see
[4, Theorem 4 p. 13], there exists a subsequence (again denoted \((\alpha_m)_{m \in \mathbb{N}}\)) and an absolutely continuous function \(x : [0, T] \to \mathbb{R}^n\) such that \(\bar{x}^m(\cdot)\) converges uniformly to \(x(\cdot)\) and \((\bar{x}^m)'(\cdot)\) converges weakly to \(x'(\cdot)\) in \(L^1([0, T], \mathbb{R}^n)\). Furthermore, for all \(t \in (\alpha_m k, \min\{\alpha_m (k + 1), T\})\) and \(k \in \{0, \ldots, \lfloor T/\alpha_m \rfloor\}\), observe that

\[
(\bar{x}^m(t), (\bar{x}^m)'(t)) = \left(\frac{x^m_k + (t - \alpha_m k)x^m_{k+1} - x^m_k}{\alpha_m}, \frac{x^m_{k+1} - x^m_k}{\alpha_m}\right)
\]

\[
\in \left(\{x^m_k\} + (t - \alpha_m k)F(x^m_k)\right) \times F(x^m_k)
\]

\[
= \{x^m_k\} \times F(x^m_k) + (t - \alpha_m k)F(x^m_k) \times \{0\}
\]

\[
\subseteq \text{graph}(F) + B(0, r\alpha_m) \times \{0\}
\]

According to [4, Convergence Theorem p. 60], it follows that \(x'(t) \in F(x(t))\) for almost every \(t \in (0, T)\). The sequence of initial points \((x^m(0))_{m \in \mathbb{N}}\) lies in the closed set \(X_0\), hence its limit \(x(0)\) lies in \(X_0\) as well. As a result, \(x(\cdot)\) is a solution to the differential inclusion (2).

To sum up, we have shown that for every sequence \((\alpha_m)_{m \in \mathbb{N}}\) of positive numbers converging to zero, there exists a subsequence for which the corresponding linear interpolations uniformly converge towards a solution of the differential inclusion (2). The conclusion of the theorem now easily follows. To see why, one can reason by contradiction and assume that there exists \(\epsilon > 0\) such that for all \(\tilde{\alpha} \in (0, \alpha]\), there exist \(\alpha \in (0, \tilde{\alpha}]\) and a sequence \((x_k)_{k \in \mathbb{N}}\) generated by the Euler method with step size \(\alpha\) and initialized in \(X_0\) such that, for any solution \(x(\cdot)\) to the differential inclusion (2), it holds that \(\|\bar{x}(t) - x(t)\| > \epsilon\) for some \(t \in [0, T]\). We can then generate a sequence \((\alpha_m)_{m \in \mathbb{N}}\) of positive numbers converging to zero such that, for any solution \(x(\cdot)\) to the differential inclusion (2), it holds that \(\|\bar{x}^m(t) - x(t)\| > \epsilon\) for some \(t \in [0, T]\). Since there exists a subsequence \((\alpha_{\bar{x}(m)})_{m \in \mathbb{N}}\) such that \(\bar{x}^m(\cdot)\) uniformly converges to a solution to the differential inclusion (2), we obtain a contradiction.

We will apply Lemma 1 to the case where the set-valued mapping \(F\) is the opposite of the Clarke subdifferential of a locally Lipschitz function \(f : \mathbb{R}^n \to \mathbb{R}\). Recall that a point \(x^* \in \mathbb{R}^n\) is a local minimum (respectively strict local minimum) of a function \(f : \mathbb{R}^n \to \mathbb{R}\) if there exists a positive constant \(\epsilon\) such that \(f(x^*) \leq f(x)\) for all \(x \in B(x^*, \epsilon)\setminus\{x^*\}\) (respectively \(f(x^*) < f(x)\)). Using Lemma 1, we obtain the following necessary condition for stability.

**Theorem 1** Stable points of locally Lipschitz semi-algebraic functions are local minima.

**Proof** Let \(x^* \in \mathbb{R}^n\) denote a stable point of a locally Lipschitz semi-algebraic function \(f : \mathbb{R}^n \to \mathbb{R}\). We reason by contradiction and assume that \(x^*\) is not a local minimum of \(f\). Given \(x \in \mathbb{R}^n\) and \(S \subset \mathbb{R}^n\), let \(d(x, S) := \inf\{\|x - y\| : y \in S\}\). According to the Kurdyka-Łojasiewicz inequality [10, Theorem 14] (see also [3, Theorem 4.1]), there exist \(r, \rho > 0\) and a strictly increasing concave continuous semi-algebraic function \(\psi : [0, \rho) \to [0, \infty)\) that is continuously differentiable on \((0, \rho)\) with \(\psi(0) = 0\) such that \(d(0, \partial f(x)) \geq 1/\psi'(|f(x) - f(x^*)|)\) for all \(x \in B(x^*, r)\) whenever \(0 <
\[ |f(x) - f(x^*)| < \rho. \] After possibly reducing \( r \), the inequality holds for all \( x \in B(x^*, r) \) such that \( f(x) \neq f(x^*) \).

Let \( \epsilon \in (0, r/2) \). By the definition of stability (Definition 1), there exist \( \delta > 0 \) and \( \bar{\alpha} > 0 \) such that for all \( \alpha \in (0, \bar{\alpha}] \), the subgradient method with constant step size \( \alpha \) initialized in \( B(x^*, \delta) \) has all its iterates in \( B(x^*, \epsilon) \). Since \( x^* \) is not a local minimum, we can take an initial iterate \( x_0 \) in \( B(x^*, \delta) \) such that \( f(x_0) < f(x^*) \). Let \( L > 0 \) denote a Lipschitz constant of \( f \) on \( B(x^*, r) \) and let \( T := (2\epsilon + \delta) L \psi'(f(x^*) - f(x_0))^2 > 0 \). Consider the differential inclusion

\[ x'(t) = -\partial f(x(t)), \quad \text{for a.e. } t \in (0, T), \quad x(0) = x_0. \]  

Since \( f \) is locally Lipschitz, the set-valued function \(-\partial f\) is upper semicontinuous \([14, 2.1.5 \text{ Proposition (d)}]\) with nonempty, compact and convex values \([14, 2.1.2 \text{ Proposition (a)}]\). By Lemma 1, there exists \( \hat{\alpha} \in (0, \bar{\alpha}] \) such that, for all \( \alpha \in (0, \hat{\alpha}] \) and for all sequence \((x_k)_{k \in \mathbb{N}}\) generated by the subgradient method with constant step size \( \alpha \) and initialized at \( x_0 \), there exists a solution \( x(\cdot) \) to the differential inclusion \((4)\) for which \( \|\bar{x}(t) - x(t)\| \leq \epsilon/2 \) for all \( t \in [0, T] \), where \( \bar{x} : [0, T] \to \mathbb{R}^n \) is the piecewise linear function defined by \( \bar{x}(t) := x_k + (t - \alpha k)/\alpha(x_{k+1} - x_k) \) for all \( t \in [\alpha k, \min\{\alpha(k + 1), T\}] \) and \( k \in \{0, \ldots, \lfloor T/\alpha \rfloor \} \).

Let us fix some \( \alpha \in (0, \min\{\hat{\alpha}, T/10\}] \) from now on. Consider a sequence \((x_k)_{k \in \mathbb{N}}\) generated by the subgradient method with constant step size \( \alpha \) and initialized at \( x_0 \). Consider also the linear interpolation \( \tilde{x}(\cdot) \) of those iterates up to iteration \( K + 1 \) where \( K := \lfloor T/\alpha \rfloor \), as well as a solution \( x(\cdot) \) to the differential inclusion \((4)\) such that \( \|\bar{x}(t) - x(t)\| \leq \epsilon/2 \) for all \( t \in [0, T] \). Since \( f \) is semi-algebraic, by \([15, \text{Lemma 5.2}]\) (see also \([17]\)) it holds that

\[ f(x(t)) - f(x(0)) = - \int_0^t d(0, \partial f(x(\tau)))^2 d\tau, \quad \forall t \in [0, T]. \]  

As a result, \( f(x(t)) \leq f(x(0)) = f(x_0) \) for all \( t \in [0, T] \). Also, \( \|x(t) - x^*\| \leq \|x(t) - \bar{x}(t)\| + \|\bar{x}(t) - x^*\| \leq \epsilon/2 + \epsilon = 3\epsilon/2 < r \), where the inequality \( \|\bar{x}(t) - x^*\| \leq \epsilon \) follows from the convexity of \( B(x^*, \epsilon) \). Hence \( 0 < f(x^*) - f(x_0) \leq f(x^*) - f(x(t)) \) and \( d(0, \partial f(x(t))) \geq 1/\psi'(f(x^*) - f(x(t))) \geq 1/\psi'(f(x^*) - f(x_0)) \) for all \( t \in [0, T] \) by concavity of \( \psi \). Together with \((5)\), it follows that \( f(x(K\alpha)) - f(x_0) \leq -K\alpha M^2 \) where \( K := \lfloor T/\alpha \rfloor \) and \( M := 1/\psi'(f(x^*) - f(x_0)) \). Recall that \( L \) is a Lipschitz constant of \( f \) on \( B(x^*, r) \), so that we have \( |f(x(K\alpha)) - f(x_0)| \leq L\|x(K\alpha) - x_0\| \). We thus obtain the lower bound \( \|x(K\alpha) - x_0\| \geq K\alpha M^2/L = [T/\alpha]\alpha M^2/L \geq (T - \alpha)M^2/L \geq (T - T/10)M^2/L \geq 9/10(2\epsilon + \delta) \) (recall that \( T = (2\epsilon + \delta)L/\alpha M^2 \)). Hence \( \|x(K\alpha) - x^*\| \geq \|x(K\alpha) - x_0\| - \|x_0 - x^*\| \geq 9/10(2\epsilon + \delta) - \delta = 9\epsilon/5 - \delta/10 \geq 9\epsilon/5 - \epsilon/10 = 17\epsilon/10 \) and finally \( \|x_K - x^*\| \geq \|x(K\alpha) - x^*\| \geq 17\epsilon/10 - \epsilon/2 = 6\epsilon/5 > \epsilon \). However, since \( 0 < \alpha \leq \hat{\alpha} \leq \bar{\alpha} \) and \( x_0 \in B(x^*, \delta) \), by stability of \( x^* \) we have \( x_K \in B(x^*, \epsilon) \). We have reached a contradiction. \(\Box\)

By appealing to Lemma 1 again, we obtain the following sufficient condition for stability.
Theorem 2  Strict local minima of locally Lipschitz semi-algebraic functions are stable.

Proof  Let \( x^* \) denote a strict local minimum of locally Lipschitz semi-algebraic function \( f : \mathbb{R}^n \to \mathbb{R} \). Since \( x^* \) is a strict local minimum, by the Łojasiewicz inequality \([19, \text{Theorem 0}]\) (see also \([22, \S 2], [23, \S 17], [18, (2.1)]\)) and the Kurdyka-Łojasiewicz inequality \([10, \text{Theorem 14}]\), there exist \( r, \rho > 0 \) and strictly increasing continuous semi-algebraic functions \( \sigma, \psi : [0, \rho) \to [0, \infty) \) that are continuously differentiable on \((0, \rho)\) with \( \sigma(0) = \psi(0) = 0 \) such that \( \psi \) is concave, \( f(x) - f(x^*) \geq \sigma(\|x - x^*\|) \), and \( d(0, \partial f(x)) \geq 1/\psi'(f(x) - f(x^*)) \) for all \( x \in B(x^*, r) \) whenever \( 0 < f(x) - f(x^*) < \rho \). After possibly reducing \( r \), the two inequalities above hold for all \( x \in B(x^*, r) \). In order to prove stability, it suffices to prove the statement in Definition 1 for all \( \epsilon > 0 \) sufficiently small. We may thus restrict ourselves to the case where \( 0 < \epsilon < r \). Given such a fixed \( \epsilon \), we next describe a possible choice for \( \delta \).

Given \( \Delta \geq f(x^*) \), let \( L_{x^*}(f, \Delta) \) denote the connected component of the sublevel set \( L(f, \Delta) := \{ x \in \mathbb{R}^n : f(x) \leq \Delta \} \) containing \( x^* \). By taking \( \Delta_\epsilon := f(x^*) + \sigma(\epsilon/2) \), we find that \( L_{x^*}(f, \Delta_\epsilon) \) is contained in \( B(x^*, \epsilon/2) \). Indeed, one can reason by contradiction and assume that there exists \( x \in L_{x^*}(f, \Delta_\epsilon) \setminus B(x^*, \epsilon/2) \). Then \( x \notin B(x^*, \epsilon) \), otherwise \( \sigma(\|x - x^*\|) \leq f(x) - f(x^*) \leq \sigma(\epsilon/2) \) and thus \( \|x - x^*\| \leq \epsilon/2 \). Therefore \( L_{x^*}(f, \Delta_\epsilon) \) is the disjoint union of \( L_{x^*}(f, \Delta_\epsilon) \cap B(x^*, \epsilon) \) and \( L_{x^*}(f, \Delta_\epsilon) \setminus B(x^*, \epsilon) \), both of which are nonempty and open in \( L_{x^*}(f, \Delta_\epsilon) \). This contradicts the connectedness of \( L_{x^*}(f, \Delta_\epsilon) \), which yields that \( L_{x^*}(f, \Delta_\epsilon) \subset B(x^*, \epsilon/2) \). By continuity of \( f \) we may choose \( \delta > 0 \) such that

\[
B(x^*, \delta) \subset L_{x^*}(f, \Delta_\epsilon) \subset B(x^*, \epsilon/2). \tag{6}
\]

We next describe a possible choice for \( \tilde{\alpha} \). Let \( L > \sup\{\|s\| : s \in \partial f(x), x \in B(x^*, \epsilon)\} \) be a Lipschitz constant of \( f \) on \( B(x^*, \epsilon) \) and let \( T := \epsilon/(3L) \), where the supremum is finite due to \([4, \text{Proposition 3 p. 42}]\). Consider the differential inclusion

\[
x'(t) \in -\partial f(x(t)), \quad \text{for a.e. } t \in (0, T), \quad x(0) \in L_{x^*}(f, \Delta_\epsilon). \tag{7}
\]

Since \( f \) is continuous, the set of initial values \( L_{x^*}(f, \Delta_\epsilon) \) is closed. By virtue of the second inclusion in \((6)\), \( L_{x^*}(f, \Delta_\epsilon) \) is in fact a compact set. Let \( \alpha \in (0, T/2) \) and consider a sequence \( (x_k)_{k \in \mathbb{N}} \) generated by the subgradient method with constant step size \( \alpha \) and initialized in \( L_{x^*}(f, \Delta_\epsilon) \). According to the second inclusion in \((6)\), the initial iterate \( x_0 \) lies in \( B(x^*, \epsilon/2) \). Hence \( \|x_1 - x^*\| = \|x_0 - \alpha s_0 - x^*\| \leq \|x_0 - x^*\| + \|\alpha s_0\| \leq \epsilon/2 + L\alpha \) for some \( s_0 \in \partial f(x_0) \). Repeating this process until iteration \( K + 1 \) where \( K := \lfloor T/\alpha \rfloor \), we find that \( \|x_K - x^*\| \leq \epsilon/2 + kL\alpha \leq \epsilon/2 + (K + 1)L\alpha \leq \epsilon/2 + (T/\alpha + 1)L\alpha = \epsilon/2 + (\epsilon/(3L)) + 1)<L\alpha = 5\epsilon/6 + L\alpha \leq 5\epsilon/6 + LT/2 = 5\epsilon/6 + L\epsilon/(3L)/2 = \epsilon \). In other words, the iterates \( x_0, \ldots, x_{K+1} \) lie in \( B(x^*, \epsilon) \). Let \( \epsilon' := \min\{\epsilon, \sigma(\epsilon/2), \xi^2T/(2L) \} > 0 \) where \( \xi := 1/\psi'(\sigma(\epsilon/2)) > 0 \). All of the conditions of Lemma 1 are met, hence there exists \( \tilde{\alpha} \in (0, T/2) \) such that, for all \( \alpha \in (0, \tilde{\alpha}) \) and all sequence \( (x_k)_{k \in \mathbb{N}} \) generated by the subgradient method with constant step size \( \alpha \) and initialized in \( L_{x^*}(f, \Delta_\epsilon) \), there exists a solution to the differential inclusion \((7)\) for which \( \|\tilde{x}(t) - x(t)\| \leq \epsilon' \) for all \( t \in [0, T] \) where \( \tilde{x} : [0, T] \to \mathbb{R}^n \).
is the piecewise linear function defined by $\tilde{x}(t) := x_k + (t - \alpha k)/\alpha(x_{k+1} - x_k)$ for all $t \in [\alpha k, \min\{\alpha(k + 1), T\}]$ and $k \in \{0, \ldots, \lceil T/\alpha \rceil\}$. In particular, it holds that

$$\|x_k - x(k\alpha)\| \leq \epsilon', \quad k = 0, \ldots, \lceil T/\alpha \rceil. \quad (8)$$

Having chosen $\delta$ and $\bar{\alpha}$, let us fix some $\alpha \in (0, \bar{\alpha}]$ from now on. Consider a sequence $(x_k)_{k \in \mathbb{N}}$ generated by the subgradient method with constant step size $\alpha$ and initialized in $B(x^*, \delta)$. Our goal is to show that all the iterates lie in $B(x^*, \epsilon)$. According to the first inclusion in (6), the initial iterate $x_0$ lies in $L_{x^*}(f, \Delta_\epsilon')$. A previous argument shows that the iterates $x_0, \ldots, x_K$ lie in $B(x^*, \epsilon)$ where $K := \lceil T/\alpha \rceil$. In order to show that the ensuing iterates also lie in $B(x^*, \epsilon)$, we will show that $x_K \in L_{x^*}(f, \Delta_\epsilon')$. The same argument used previously then yields that $x_{K+1}, \ldots, x_{2K} \in B(x^*, \epsilon)$. Since $K = \lceil T/\alpha \rceil \geq \lceil T/\bar{\alpha} \rceil \geq 2$, we may conclude by induction that all the iterates belong to $B(x^*, \epsilon)$. This is illustrated in Fig. 1.

For the remainder of the proof, we seek to show that $x_K \in L_{x^*}(f, \Delta_\epsilon)$. In order to do so, we prove that $B(x(K\alpha), \epsilon')$ is a connected subset of $L(f, \Delta_\epsilon)$ that has nonempty intersection with $L_{x^*}(f, \Delta_\epsilon')$. Since $L_{x^*}(f, \Delta_\epsilon)$ is a connected component of $L(f, \Delta_\epsilon)$, by maximality and (8) we then have $x_K \in B(x(K\alpha), \epsilon') \subset L_{x^*}(f, \Delta_\epsilon)$. We begin by showing that $x(K\alpha) \in B(x(K\alpha), \epsilon') \cap L_{x^*}(f, \Delta_\epsilon)$. Since $f$ is semi-algebraic, by [15, Lemma 5.2] (see also [17]) it holds that

$$f(x(t)) - f(x(0)) = -\int_0^t d(0, \partial f(x(\tau)))^2 d\tau, \quad \forall t \in [0, T]. \quad (9)$$

As a result, $f(x(t)) \leq f(x(0)) \leq \Delta_\epsilon$ for all $t \in [0, T]$. We thus have that $x(0) \in L_{x^*}(f, \Delta_\epsilon) \cap x([0, T])$, both of which are connected subsets of the sublevel
set $L(f, \Delta)$. By maximality of $L_{x^*}(f, \Delta)$, it follows that $x(K\alpha) \in x([0, T]) \subset L_{x^*}(f, \Delta)$.

We next show that $B(x(K\alpha), \epsilon') \subset L(f, \Delta)$. For all $\bar{x} \in B(x(K\alpha), \epsilon')$, we have

$$f(\bar{x}) - f(x^*) = f(\bar{x}) - f(x(K\alpha)) + f(x(K\alpha)) - f(x^*)$$

$$\leq L\|\bar{x} - x(K\alpha)\| + \max\{\sigma(\epsilon/2)/2, \sigma(\epsilon/2) - \xi^2T/2\}$$

$$\leq \epsilon' + \sigma(\epsilon/2) - \min\{\sigma(\epsilon/2)/2, \xi^2T/2\}$$

$$\leq \sigma(\epsilon/2).$$

Indeed, $\bar{x}$ and $x(K\alpha)$ belong to $B(x^*, \epsilon)$ so we may invoke the Lipschitz constant $L$ of $f$ on $B(x^*, \epsilon)$ in order to bound the first term in (10a). Recall from the previous paragraph that $x(K\alpha) \in L_{x^*}(f, \Delta) \subset B(x^*, \epsilon/2)$ and, since $\epsilon' \leq \epsilon/2$, we have $\bar{x} \in B(x(K\alpha), \epsilon') \subset B(x^*, \epsilon)$. As for the second term in (10a), if it is greater than or equal to $\sigma(\epsilon/2)/2$, then for all $t \in [0, K\alpha]$, we have $\sigma(\epsilon/2)/2 \leq f(x(K\alpha)) - f(x^*) \leq f(x(t)) - f(x^*)$ and thus $d(0, \partial f(x(t))) \geq 1/\psi'(f(x(t)) - f(x^*)) \geq 1/\psi'(\sigma(\epsilon/2)/2) = \xi$. By (9), it follows that $f(x(K\alpha)) - f(x^*) \leq f(x(0)) - f(x^*) - \int_0^{K\alpha} \xi^2d\tau \leq f(x(0)) - f(x^*) - K\alpha\xi^2 \leq \sigma(\epsilon/2) - \xi^2T/2$. The last inequality is due to the fact that $x(0) \in L_{x^*}(f, \Delta)$ and $K\alpha = [T/\alpha]\alpha \geq T - \alpha \geq T - \bar{\alpha} \geq T/2$. In (10c), we use the fact that $\bar{x} \in B(x(K\alpha), \epsilon')$ and rewrite the maximum into a minimum. Finally, (10d) holds because $\epsilon' \leq \min\{\sigma(\epsilon/2), \xi^2T/(2L)\}$. □

Observe that non-strict local minima need not be stable. While the strict local minimum in Fig. 2a is stable by Theorem 2, the non-strict local minimum in Fig. 2b is unstable. In the former, both continuous and discrete subgradient dynamics are stable, with the continuous trajectory converging to the local minimum, while the discrete trajectory hovers around it. In the latter, continuous and discrete trajectories become decoupled as they approach the local minimum; the continuous dynamics are stable but the discrete dynamics are not.

We conclude this note by proving that the local minimum in Fig. 2b is unstable with respect to the Euclidean inner product. We show that there exists $\epsilon > 0$ such that for all but finitely many constant step sizes $\alpha > 0$ and for almost every initial point

\[ f(x_1, x_2) = \max\{-18x_1^2 + 12|x_2|, 6x_1^2 + 3|x_2|\} \]

\[ f(x_1, x_2) = |x_1; x_2|^3/2 \]

*Fig. 2* Continuous and discrete subgradient trajectories in magenta and yellow respectively.
in \( B(x^*, \epsilon) \), at least one of the iterates of the subgradient method does not belong to \( B(x^*, \epsilon) \). Let \( \epsilon \in (0, 1/2] \) and consider the set \( S := \{(x_1, x_2) \in \mathbb{R}^2 : x_1x_2 = 0\} \).

By the cell decomposition theorem \cite[(2.11) p. 52]{27} and \cite[Claim 3]{12}, there exist \( \alpha_1, \ldots, \alpha_m > 0 \) such that for all constant step sizes \( \alpha \in (0, \infty) \setminus \{\alpha_1, \ldots, \alpha_m\} \), there exists a null subset \( I_\alpha \subset \mathbb{R}^2 \) such that, for every initial point \((x_1^0, x_2^0) \in \mathbb{R}^2 \setminus I_\alpha \), none of the iterates \((x_1^k, x_2^k)_{k \in \mathbb{N}} \) of the subgradient method belong to the semi-algebraic null set \( S \). In this case, the update rule of the subgradient method is given for all \( k \in \mathbb{N} \) by

\[
\begin{align*}
x_1^{k+1} &= x_1^k - \frac{3}{2}\alpha|x_1^k|^{1/2}|x_2^k|^{3/2}\text{sign}(x_1^k), \\
x_2^{k+1} &= x_2^k - \frac{3}{2}\alpha|x_1^k|^{3/2}|x_2^k|^{1/2}\text{sign}(x_2^k),
\end{align*}
\]

where \( \text{sign}(x) := -1 \) if \( x < 0 \) and \( \text{sign}(x) := 1 \) if \( x > 0 \). Assume that \((x_1^k, x_2^k) \in B((1, 0), \epsilon) \) for all \( k \in \mathbb{N} \). Since \( \epsilon \leq 1/2 \), we have \( x_1^k \geq 1/2 \). If \( 0 < |x_2^k| \leq \alpha^2/32 \) for some \( k \in \mathbb{N} \), then \( |x_2^{k+1}| = |x_2^k - 3\alpha/2|x_1^k|^{1/2}|x_2^k|^{1/2}\text{sign}(x_2^k)| \geq 3\alpha/2|x_1^k|^{1/2} + |x_2^k| \geq (3\alpha/\sqrt{32}|x_2^k| - 1)|x_2^k| \geq 2|x_2^k| \). As a result, \( x_2^k \) does not converge to zero. This yields the following contradiction:

\[
\frac{1}{2} \leq x_1^{k+1} = x_1^0 - \frac{3\alpha}{2} \sum_{i=0}^{k} |x_1^i|^{1/2}|x_2^i|^{3/2} \leq x_1^0 - \frac{3\alpha}{2\sqrt{2}} \sum_{i=0}^{k} |x_2^i|^{3/2} \to -\infty.
\]
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