Abstract. In the present work, we study random walks on complex networks subject to stochastic resetting when the resetting probability is node-dependent. Using a renewal approach, we derive the exact expressions of the stationary occupation probabilities of the walker on each node and the mean first passage time between arbitrary two nodes. Finally, we demonstrate our theoretical results on three networks with two different resetting protocols, validated by numerical simulations as well. We find that under a delicate setting, it is advantageous to optimize the efficiency of a global search on such networks by the node-dependent resetting probability.
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1. Introduction

First passage underlies a wide variety of stochastic phenomena across diverse fields [1–4]. Indeed, chemical and biochemical reactions [5], foraging strategies of animals [6], and the spread of diseases on social networks or of viruses through the world wide web [7] are often controlled by first encounter events.

In the last decade, there has been an increasing interest in first passage under resetting (see [8] for a recent review). Resetting refers to a sudden interruption of a stochastic process followed by it starting anew. Interestingly, for a one-dimensional Brownian motion subject to stochastic resetting [9], the occupation probability at stationarity is strongly altered. The mean time to reach a given target for the first time can become finite and be minimized with respect to the resetting rate. Some other interesting features of resetting Brownian motions or random walks have also been unveiled. The mean perimeter and the mean area of the convex hull of a two-dimensional resetting Brownian motion were exactly computed, which showed the two quantities grow much more slowly with time than the case without resetting [10]. For random walks on a $d$-dimensional hypercubic lattice under resetting [11], the average number of distinct sites visited by the walker grows extremely slowly with the time steps, and the so-called recurrence-transience transition at $d = 2$ for standard random walks (without resetting) disappears in the presence of resetting. In a finite one-dimensional domain, the distribution of the number of distinct sites visited by a random walker before hitting a target site with and without resetting was deduced, and the distribution can be simply expressed in terms of splitting probabilities only [12]. Moreover, different types of resetting protocols and Brownian motions have been considered, such as the temporally or spatially dependent resetting rate [13–16], in the presence of external potential [17–19], run-and-tumble particles [20–22], active particles [23, 24], and so on [25]. These studies have triggered enormous recent activities in the field, including statistical physics [26–34], stochastic thermodynamics [35–37], chemical and biological processes [38, 39], optimal control theory [40], and single-particle experiments [41, 42].

Random walks on complex networks not only underlie many important stochastic dynamical processes on networked systems [43–46], such as transmission of virus or
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rumors [7, 47, 48], population extinction [49, 50], neuronal firing [51], consensus formation [52], but also find a broad range of applications, such as community detection [53–55], human mobility [56–58], ranking and searching on the web [43, 59–62]. However, the impact of resetting on random walks in networked systems has received only a small amount of attention [63–68]. Random walks on networks under resetting have many applications in computer science and physics. For instance, label propagation in machine learning algorithms [69], or the famous PageRank [70], can be interpreted as a random walker with uniform resetting probability to all the nodes of the network. Human and animal mobility consist of a mixture of short-range moves with intermittent long-range moves, where an agent relocates to a new place and then starts local moves [6, 71, 72]. Until recently, Riascos et al studied the impact of stochastic resetting with a constant probability on random walks on arbitrary networks [73]. They have established the relationships between the random walk dynamics and the spectral representation of the transition matrix in the absence of resetting. Furthermore, they discussed the condition under which resetting becomes advantageous to reduce the mean first passage time (MFPT) [74]. Subsequently, the result has been generalized to the case when multiple resetting nodes exist [75, 76].

In the present work, we aim to generalize the previous study to the case when the resetting probability at each node is not a constant but is node-dependent. The natural generalization not only brings some new challenges from a theoretical point of view, but also may find practical perspectives in technical aspects. In search processes on networks, if a searcher has partial information about the present position such as node’s degree, can one design a node-dependent resetting strategy to enhance the search efficiency? This may be important for heterogeneous networks, encountered in most empirical systems [46, 77]. In the standard teleportation scheme of PageRank, one teleports to nodes uniformly at random, i.e. the probability to land on each node is the same. An alternative choice is a ‘personalized PageRank’, in which the landing probability is localized around one node or a small number of nodes [78]. Such a choice has been shown to be beneficial to reducing the effect of teleportation [79], also finding its applications in community detection [80]. Taking the advantage of the renewal structure in Markovian processes, we derive the occupation probability of the walker at each node at stationarity and the MPFT between arbitrary two nodes. We find that the two quantities can be calculated from the matrix defined in equation (12). We then apply our theoretical results to three concrete networks and consider two different settings of node-dependent resetting probability, i.e. that depends on the shortest path length to the resetting node or node’s degree. We observe that both settings can further optimize the efficiency of a global search compared with the case when the resetting probability is a constant.

2. Model

First of all, we define the standard discrete-time random walks on an undirected and unweighted network of size $N$ [43]. Assuming that a particle is located at node $i$ at time $t$, at the next time $t + 1$ it hops to one of the neighboring nodes of node $i$ with equal probability. Thus, the transition matrix $W$ among nodes can be written as $W = D^{-1}A$. 
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where $A$ is the adjacency matrix of the underlying network, and $D = \text{diag}\{d_1, \ldots, d_N\}$ is a diagonal matrix with $d_i = \sum_{j=1}^{N} A_{ij}$ being the degree of node $i$.

We now incorporate stochastic resetting with a node-dependent resetting probability into the standard random walk model. We first choose a node as the only resetting node, labelled with $r$. Then, at each time step, the particle either performs a standard random walk with the probability $1 - \gamma_i$ or is reset to the resetting node $r$ with the probability $\gamma_i$. The resetting probability $\gamma_i$ is dependent on some attributes of node $i$. In the following, we consider that $\gamma_i$ is a function of the degree of node $i$ or the shortest path length between node $i$ and the resetting node $r$, although our next deduction is general and can be also applied to other types of functions.

3. Stationary occupation probability

Let us denote by $P_{ij}(t)$ the probability that node $j$ is visited at time $t$, providing that the particle has started from node $i$ at $t = 0$, which satisfies a first renewal equation [14, 16, 31],

$$P_{ij}(t) = P_{ij}^{\text{nores}}(t) + \sum_{t' = 1}^{t} \sum_{k=1}^{N} \gamma_k P_{ik}^{\text{nores}}(t' - 1) P_{rj}(t - t')$$

(1)

where $P_{ij}^{\text{nores}}(t)$ denotes the probability of all possible trajectories that the particle starts from node $i$ at $t = 0$ and ends at node $j$ at time $t$, without undergoing any reset event during the time interval $[0, t]$. Therefore, the first term in equation (1) accounts for the particle never being reset up to time $t$, while the second term in equation (1) accounts for the particle being reset at time $t'$ for the first time, after which the process starts anew from the resetting node for the remaining time $t - t'$.

$P_{ij}^{\text{nores}}(t)$ can be calculated as

$$P_{ij}^{\text{nores}}(t) = \langle i | \tilde{W}^t | j \rangle,$$

(2)

where

$$\tilde{W} = (I - Y)W.$$  

(3)

Here, $|i\rangle$ denotes the canonical base with all its components equal to 0 except the $i$th one, which is equal to 1. $I$ and $W$ are respectively the identity matrix and transition matrix without resetting, and $Y = \text{diag}\{\gamma_1, \ldots, \gamma_N\}$ being a diagonal matrix. It can be proved that $\tilde{W}$ can be written as the spectral decomposition (see appendix A for details),

$$\tilde{W} = \sum_{\ell=1}^{N} \lambda_{\ell} |\psi_{\ell}\rangle \langle \psi_{\ell}|,$$

where $\lambda_{\ell}$ is the $\ell$th eigenvalue of $\tilde{W}$, and the corresponding left eigenvector and right eigenvector are respectively $\langle \tilde{\psi}_{\ell}$ and $|\psi_{\ell}\rangle$, satisfying $\langle \tilde{\psi}_{\ell}|\psi_{m}\rangle = \delta_{\ell m}$, and $\sum_{\ell=1}^{N} |\psi_{\ell}\rangle \langle \tilde{\psi}_{\ell}| = I$. Thus, equation (2) can be rewritten as

$$P_{ij}^{\text{nores}}(t) = \sum_{\ell=1}^{N} \lambda_{\ell}^t \langle i | \psi_{\ell}\rangle \langle \tilde{\psi}_{\ell}| j \rangle.$$

(4)
Performing the Laplace transform for equation (1), \( \tilde{f}(s) = \sum_{t=0}^{\infty} f(t)e^{-st} \), which yields

\[
\tilde{P}_{ij}(s) = \tilde{P}_{ij}^{\text{nores}}(s) + e^{-s} \tilde{P}_{rj}(s) \sum_{k=1}^{N} \gamma_k \tilde{P}_{ik}^{\text{nores}}(s),
\]

where \( \tilde{P}_{ij}^{\text{nores}}(s) \) can be obtained from equation (4), given by

\[
\tilde{P}_{ij}^{\text{nores}}(s) = \sum_{\ell=1}^{N} \frac{\langle i|\psi_{\ell}\rangle \langle \bar{\psi}_{\ell}|j \rangle}{1 - \lambda_\ell e^{-s}}.
\]

Letting \( i = r \) in equation (5), we obtain

\[
\tilde{P}_{rj}(s) = \frac{\tilde{P}_{rj}^{\text{nores}}(s)}{1 - e^{-s} \sum_{k=1}^{N} \gamma_k \tilde{P}_{rk}^{\text{nores}}(s)}.
\]

Substituting equation (7) into equation (5), we have

\[
\tilde{P}_{ij}(s) = \tilde{P}_{ij}^{\text{nores}}(s) + \frac{e^{-s} \sum_{k=1}^{N} \gamma_k \tilde{P}_{ik}^{\text{nores}}(s)}{1 - e^{-s} \sum_{k=1}^{N} \gamma_k \tilde{P}_{rk}^{\text{nores}}(s)} \tilde{P}_{rj}(s).
\]

Inverting equation (8) is difficult; however, we can instead calculate the stationary occupation probability by evaluating the limit,

\[
P_j(\infty) = \lim_{s \to 0} (1 - e^{-s}) \tilde{P}_{ij}(s).
\]

Substituting equation (8) into equation (9), and after some tedious calculations, we obtain (see appendix B for details)

\[
P_j(\infty) = \sum_{\ell=1}^{N} \frac{\langle r|\psi_{\ell}\rangle \langle \bar{\psi}_{\ell}|j \rangle}{1 - \lambda_\ell} \frac{1}{\sum_{k=1}^{N} \sum_{\ell=1}^{N} \frac{\langle r|\psi_{\ell}\rangle \langle \bar{\psi}_{\ell}|k \rangle}{1 - \lambda_\ell}}.
\]

Equation (10) can be rewritten in the form of matrix,

\[
P_j(\infty) = \frac{Z_{rj}}{\sum_{k=1}^{N} Z_{rk}},
\]

where we have defined the matrix \( Z \) as

\[
Z = \left( I - \tilde{W} \right)^{-1} = I + \tilde{W} + \tilde{W}^2 + \cdots.
\]

The entry \( Z_{rj} \) denotes the average time spent on the node \( j \) before the particle is reset having started from the resetting node \( r \).

4. Mean first-passage time

Let us suppose that there is a trap located at node \( j \). Once the particle arrives at the trap, the particle is absorbed immediately. Let us denote by \( F_{ij}(t) \) as the probability...
that the particle visits node $j$ at time $t$ for the first time assuming that the particle has started from node $i$ at $t = 0$. The first passage probability $F_{ij}(t)$ and the occupation probability $P_{ij}(t)$ satisfy the following renewal equation [43],

$$P_{ij}(t) = \delta_{t0}\delta_{ij} + \sum_{t'=0}^{t} F_{ij}(t')P_{jj}(t-t'),$$  \hfill (13)

In the Laplace domain, equation (13) becomes

$$\tilde{F}_{ij}(s) = \frac{\tilde{P}_{ij}(s) - \delta_{ij}}{\tilde{P}_{jj}(s)}.$$  \hfill (14)

Furthermore, let us define $Q_{ij}(t)$ as the survival probability of the particle up to time $t$, providing that the particle has started from node $i$ at $t = 0$. Obviously, $F_{ij}(t) = Q_{ij}(t-1) - Q_{ij}(t)$ for $t \geq 1$ and $F_{ij}(0) = 0$ for $t = 0$. By the Laplace transform, we have

$$\tilde{Q}_{ij}(s) = \frac{1 - \tilde{F}_{ij}(s)}{1 - e^{-s}} = \frac{\tilde{P}_{jj}(s) - \tilde{P}_{ij}(s) + \delta_{ij}}{(1 - e^{-s})\tilde{P}_{jj}(s)}.$$  \hfill (15)

The MFPT from node $i$ to node $j$ is calculated as $\langle T_{ij} \rangle = \lim_{s \to 0} \tilde{Q}_{ij}(s)$, given by (see appendix C for details)

$$\langle T_{ij} \rangle = \begin{cases} \frac{1}{P_j(\infty)} \sum_{i=1}^{N} \frac{\langle j|\psi_i\rangle\langle \psi_i|j \rangle - \langle i|\psi_i\rangle\langle \psi_i|j \rangle}{1 - \lambda_i} + \sum_{k=1}^{N} \sum_{i=1}^{N} \frac{\langle i|\psi_i\rangle\langle \psi_i|k \rangle - \langle j|\psi_i\rangle\langle \psi_i|k \rangle}{1 - \lambda_i}, & i \neq j, \\ \frac{1}{P_j(\infty)}, & i = j. \end{cases}$$  \hfill (16)

Equation (16) can be rewritten as the matrix form,

$$\langle T_{ij} \rangle = \begin{cases} \frac{1}{P_j(\infty)} (Z_{jj} - Z_{ij}), & i \neq j, \\ \frac{1}{P_j(\infty)}, & i = j. \end{cases}$$  \hfill (17)

It is also useful to quantify the ability of a process to explore the whole network. For this purpose, we define $T(j)$ as the global MFPT (GMFPT) to the target node $j$ [81, 82], averaged over all the starting node $i$ except for node $j$,

$$T(j) = \frac{1}{N-1} \sum_{i \neq j} \langle T_{ij} \rangle.$$  \hfill (18)

Furthermore, one can average the GMFPT over all nodes and get a property of the whole network, which was introduced as the graph MFPT (GrMFPT) [83],

$$T = \frac{1}{N} \sum_{j} T(j) = \frac{1}{N(N-1)} \sum_{j} \sum_{i \neq j} \langle T_{ij} \rangle.$$  \hfill (19)
5. Node-independent resetting probability

For node-independent resetting probabilities, \( \gamma_i \equiv \gamma \) for each \( i \), equation (3) can be reduced to \( \tilde{W} = (1 - \gamma)W \). Therefore, the eigenvalues of \( \tilde{W} \), \( \lambda_\ell \), and the eigenvalues of \( W \), \( \xi_\ell \), have a simple relation, \( \lambda_\ell = (1 - \gamma)\xi_\ell \). Meanwhile, \( \tilde{W} \) and \( W \) share the same eigenvectors. Since \( W \) is a stochastic matrix that satisfies the sum of each row equal to one, its maximal eigenvalue is equal to one. Without loss of generality, we let \( \xi_1 = 1 \) and the absolute values of other eigenvalues are always less than one. The right eigenvector corresponding to \( \xi_1 = 1 \) is given simply by \( |\psi_1\rangle = (1, \ldots, 1)^T \).

Under such a case, equation (10) can be rewritten as

\[
P_j(\infty) = \frac{\sum_{\ell=1}^{N} \langle r|\psi_\ell\rangle \langle \tilde{\psi}_\ell|j\rangle}{\sum_{k=1}^{N} \sum_{\ell=1}^{N} \langle r|\psi_k\rangle \langle \tilde{\psi}_k|\psi_\ell\rangle} = \frac{\sum_{\ell=1}^{N} \langle r|\psi_\ell\rangle \langle \tilde{\psi}_\ell|j\rangle}{\sum_{\ell=1}^{N} \langle r|\psi_\ell\rangle \langle \tilde{\psi}_\ell|\psi_\ell\rangle} = \frac{\sum_{\ell=1}^{N} \langle r|\psi_\ell\rangle \langle \tilde{\psi}_\ell|j\rangle}{1 - (1 - \gamma)\xi_\ell},
\]

Equation (20) can be rewritten as

\[
\langle T_{ij} \rangle = \begin{cases} 
\frac{1}{P_j(\infty)} \sum_{\ell=2}^{N} \frac{\langle j|\psi_\ell\rangle \langle \tilde{\psi}_\ell|i\rangle - \langle i|\psi_\ell\rangle \langle \tilde{\psi}_\ell|j\rangle}{1 - (1 - \gamma)\xi_\ell}, & i \neq j, \\
1/P_j(\infty), & i = j.
\end{cases}
\]

Equations (20) and (21) recover to the results of [73].

6. Node-dependent resetting probability

As shown in sections 3 and 4, we have derived the exact results for the stationary occupation probability and for the MFPT under a general node-dependent resetting probability. We now turn to the specific form of the resetting probability. To the end, we assume that the resetting probability is a function of an attribute of nodes, such as the node’s degree, the shortest path length to the resetting node, etc. On the one hand, the assumption is simple enough so that we can conveniently validate our theory. On the other hand, such a consideration may be reasonable from a practical point of view. For example, in the searching process on a network the searcher may collect some local information of its present position, such as node’s degree, etc. Thus, the searcher can adjust its resetting probability in terms of the local information. Since the resetting probability \( \gamma_i \) on each node is bounded between 0 and 1, we take \( \gamma_i \) as a power function.
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Figure 1. Results on a ring network of size $N = 50$ shown in the inset of (a). $f_i$ in equation (22) is chosen as $f_i = d(i, r)$, where $d(i, r)$ denotes the shortest path length between node $i$ and the resetting node $r$ (red triangle in the inset of (a)). (a) The GrMFPT as a function of the averaged resetting probability $\bar{\gamma}$ for three different $\alpha$. The horizontal dashed line indicates the result without resetting. Solid lines and symbols represent the theoretical and simulation results, respectively. (b) $\bar{\gamma}_c$ as a function of $\alpha$. In the inset of (b) we show $T_{\text{min}}$ and $\bar{\gamma}_{\text{opt}}$ as a function of $\alpha$.

of an attribute $f_i$ of node $i$, subject to an upper limit $\gamma_{\text{max}}$, given by

$$\gamma_i = \min \{ \mu f_i^\alpha, \gamma_{\text{max}} \},$$

(22)

where $\alpha$ is a parameter that controls the dependence of resetting probability on node’s attribute, and $\mu$ is used to adjust the average value of resetting probabilities. $\gamma_{\text{max}}$ is a cutoff value of resetting probability and is set to be $\gamma_{\text{max}} = 1$ unless otherwise specified. In particular, $\alpha = 0$ corresponds to the case of resetting with constant probability [73].

We first consider $f_i = d(i, r)$, where $d(i, r)$ denotes the shortest path length between node $i$ and the resetting node $r$. In figure 1, we show the results on a ring network of size $N = 50$ (see the inset of figure 1(a)), from which we choose one of nodes as the only resetting node. In figure 1(a), we plot the GrMFPT as a function of the average resetting probability, $\bar{\gamma} = N^{-1}\sum_{i=1}^{N} \gamma_i$, for three different values of $\alpha$. We compare the analytical results (solid lines in figure 1(a)) against the same obtained from direct numerical simulations (symbols in figure 1(a)). In all simulations, we have used $2 \times 10^3$ averages to estimate the MFPT between arbitrary two nodes. The results are found to be in excellent agreement between theory and simulations. The GrMFPT, $T$, shows a nonmonotonic dependence on $\bar{\gamma}$. There exists an optimal value of $\bar{\gamma} = \bar{\gamma}_{\text{opt}}$ for which $T$ admits a minimum, $T = T_{\text{min}}$. Compared to the case without resetting (see horizontal dashed line in figure 1(a)), there is a wide range of $\bar{\gamma} \in (0, \bar{\gamma}_c)$ for which $T$ can be decreased, in the sense that the resetting is able to optimize the efficiency of searching processes. Obviously, the larger value of $\bar{\gamma}_c$, the wider range for optimizing the GrMFPT compared to the case without resetting, and $\bar{\gamma}_c$ is thus a measure for optimization scope via resetting.
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Figure 2. Results on a finite Cayley tree of size $N = 94$ shown in the inset of (a). The resetting node is indicated by red triangle. $f_i$ in equation (22) is chosen as $f_i = d(i, r)$, where $d(i, r)$ denotes the shortest path length between node $i$ and the resetting node $r$ (the root node). (a) The GrMFPT as a function of the averaged resetting probability $\bar{\gamma}$ for three different $\alpha$. The horizontal dashed line indicates the result without resetting. Solid lines and symbols represent the theoretical and simulation results, respectively. (b) $\bar{\gamma}_c$ as a function of $\alpha$. In the inset of (b) we show $T_{\text{min}}$ and $\bar{\gamma}_{\text{opt}}$ as a function of $\alpha$. We find that all three quantities vary nonmonotonically with $\alpha$. Noticeably, $\bar{\gamma}_c$ and $\bar{\gamma}_{\text{opt}}$ show their maxima at $\alpha = -1.6$, although $T_{\text{min}}$ shows a minimum at $\alpha = 0$ (corresponding to the case with a constant probability resetting). This implies that an appropriate negative correlation between the resetting probability at a node and its distance to the resetting node can expand the scope of optimization for the GrMFPT on ring networks. This result is counterintuitive because one may naturally think that it is more beneficial when the resetting happens more frequently in the region away from the resetting node.

In figure 2, we show the results on a finite Cayley tree of coordination number $z = 3$ and composed of $n = 5$ shells (see the inset of figure 2(a)). The nodes in the outermost shell have degree 1, whereas the other nodes have degree $z$. The root node is set to be the only resetting node. In figure 2(a), we also observe that the GrMPFT exhibits a minimum at an optimal value of $\bar{\gamma}_{\text{opt}}$. Comparing with the case of without resetting (see the horizontal dashed line), the GrMFPT can be accelerated in the range of $0 < \bar{\gamma} < \bar{\gamma}_c$. $\bar{\gamma}_c$ shows a monotonic increase with $\alpha$, as shown in figure 2(b). This indicates that when the resetting probabilities at the outer nodes are larger than those at the inner nodes, the scope of optimization for the GrMFPT becomes wider. Furthermore, as $\alpha$ increases, $\bar{\gamma}_{\text{opt}}$ shifts to a larger value and $T_{\text{min}}$ is decreased gradually, as shown in the inset of figure 2(b).

Finally, we consider the case when the resetting probability depends on the node’s degree, i.e. $f_i = d_i$, where $d_i$ is the degree of node $i$. In figure 3, we present the result on a Barabási–Albert (BA) network [84] of size $N = 50$ and average degree $\langle k \rangle = 2$ (see
Figure 3. Results on a BA network of size $N = 50$ and average degree $\langle k \rangle = 2$ shown in the inset of (a). A node (red triangle) is chosen as the only resetting node. $f_i$ in equation (22) is chosen as $f_i = d_i$, where $d_i$ denotes the degree of node $i$. (a) The GrMFPT as a function of the averaged resetting probability $\bar{\gamma}$ for three different $\alpha$. The horizontal dashed line indicates the result without resetting. Solid lines and symbols represent the theoretical and simulation results, respectively. (b) $\bar{\gamma}_c$ as a function of $\alpha$. In the inset of (b) we show $T_{\text{min}}$ and $\bar{\gamma}_{\text{opt}}$ as a function of $\alpha$.

7. Conclusions

To conclude, we have explored the impact of stochastic resetting on the diffusion and first passage properties of discrete-time random walks on networks where the resetting probability is node-dependent. We have derived the exact expressions of stationary occupation probabilities of the walker on each node and the MFPT between arbitrary two nodes. The two quantities (see equations (11) and (17)) can be calculated from the matrix $Z$ defined in equation (12). Our deduction is general and is able to apply any protocol of node-dependent resetting probability. For concreteness we have considered two different resetting protocols on three types of networks. The first resetting protocol under consideration is that the resetting probability is a function of the distance between a node and the resetting node. The other is dependent on node’s degree. To quantify the efficiency of global searching, we have paid attention to the so-called GrMFPT, $T_{\text{min}}$ and $\gamma_{\text{opt}}$. In figure 3(a), we again see that the GrMPFT shows a nonmonotonic change with $\bar{\gamma}$. For $0 < \bar{\gamma} < \bar{\gamma}_c$, the GrMPFT is less than that in the absence of resetting (see dashed line in figure 3(a)). When the resetting probabilities at those nodes with larger degrees are larger than those at those node with smaller degrees, the optimization region shrinks, see for example $\alpha = 0.5$ in figure 3(a). Conversely, the optimization region is expanded, see for example $\alpha = -0.5$ in figure 3(a). In figure 3(b), we plot $\bar{\gamma}_c$ as a function of $\alpha$. $\bar{\gamma}_c$ increases monotonically with $\alpha$. In addition, as $\alpha$ increases, $\bar{\gamma}_{\text{opt}}$ decreases monotonically and $T_{\text{min}}$ increases slowly, as shown in the inset of figure 3(b).
which is the MFPT averaged over all pairs of different nodes. The results show that
the GrMFPT exhibits a nonmonotonic change with the mean resetting probability \( \bar{\gamma} \).
There exists a wide range of \( \bar{\gamma} \in (0, \bar{\gamma}_c) \) for which the GrMFPT is lower than that in the
absence of resetting. Compared to the case of constant resetting probability, the scope
for optimizing the GrMFPT can be further expanded for certain settings of parameter,
thereby embodying the advantage of the node-dependent resetting probability.

There are still many open questions concerning the resetting paradigm. In this work,
we only focused on a simple random walk model but one could generalize to other types
of random walks, such as biased random walks [44, 85], maximum entropy random walks
[86], and so on. Moreover, it would be interesting to consider the effect of resetting
costs on searching processes. In this context, how to find an optimal trade-off between
minimizing the GrMFPT and the resetting costs is a challenging issue, although some
important progress has been made recently in continuous systems [40].
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**Appendix A. Spectral decomposition of \( \tilde{W} \)**

Letting \( U = (I - Y)^{1/2}D^{-1/2} \), equation (3) can be rewritten as

\[
\tilde{W} = U (UAU) U^{-1} = U\tilde{A}U^{-1}
\]  
(A1)

where \( \tilde{A} = UAU \) is a real-valued symmetric matrix that can be expressed in terms of
spectral decomposition,

\[
\tilde{A} = \sum_{\ell=1}^{N} \lambda_{\ell} |\phi_{\ell}\rangle \langle \phi_{\ell}|
\]  
(A2)

where \( \lambda_{\ell} \) is the \( \ell \)th eigenvalue of \( \tilde{A} \), and the corresponding left eigenvector and right
eigenvector are respectively \( \langle \phi_{\ell}| \) and \( |\phi_{\ell}\rangle \), satisfying \( \langle \phi_{\ell}| \phi_{m}\rangle = \delta_{\ell m} \), and \( \sum_{\ell=1}^{N} |\phi_{\ell}\rangle \langle \phi_{\ell}| = I \).
In terms of equation (A1), we obtain

\[
\tilde{W} = \sum_{\ell=1}^{N} \lambda_{\ell} |\psi_{\ell}\rangle \langle \tilde{\psi}_{\ell}|
\]  
(A3)
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where the eigenvalues of $\tilde{W}$ are the same as those of $\tilde{A}$, and the eigenvectors of $\tilde{W}$ are given by $|\psi_\ell\rangle = U|\phi_\ell\rangle$ and $\langle \bar{\psi}_\ell | = \langle \phi_\ell | U^{-1}$.

**Appendix B. Derivation of stationary occupation probability $P_j(\infty)$**

According to equation (9), we have

$$
P_j(\infty) = \lim_{s \to 0} (1 - e^{-s}) \tilde{P}_{nores}^{ij}(s) + \lim_{s \to 0} (1 - e^{-s}) \frac{e^{-s} \sum_k \gamma_k \tilde{P}_{nores}^{ik}(s) \tilde{P}_{nores}^{jr}(s)}{1 - e^{-s} \sum_k \gamma_k \tilde{P}_{nores}^{rk}(s)}.
$$

(B1)

In the second line of equation (B1), we have used the fact that $\lim_{s \to 0} (1 - e^{-s}) \tilde{P}_{nores}^{ij}(s) = 0$ since all the eigenvalues of $\tilde{W}$ are less than one for $\max\{\gamma_1, \ldots, \gamma_N\} > 0$. Furthermore, we turn to evaluate the value of $\sum_k \gamma_k \tilde{P}_{nores}^{rk}(0)$. It is not hard to verify

$$
(I - \tilde{W}) \begin{pmatrix} 1 \\ \vdots \\ 1 \end{pmatrix} = \begin{pmatrix} \gamma_1 \\ \vdots \\ \gamma_N \end{pmatrix}.
$$

(B2)

As mentioned before, all the eigenvalues of $\tilde{W}$ are less than one in the presence of resetting, and thus $I - \tilde{W}$ is nonsingular. Taking the inverse of equation (B2), we have

$$
(I - \tilde{W})^{-1} \begin{pmatrix} \gamma_1 \\ \vdots \\ \gamma_N \end{pmatrix} = \begin{pmatrix} 1 \\ \vdots \\ 1 \end{pmatrix}
$$

(B3)

or equivalently

$$
\sum_{k=1}^N \gamma_k \left[(I - \tilde{W})^{-1}\right]_{ik} = 1, \ \forall \ i.
$$

(B4)

Equation (B4) can be rewritten in the form of spectral decomposition,

$$
\sum_{k=1}^N \gamma_k \sum_{\ell=1}^N \frac{\langle i | \psi_\ell \rangle \langle \bar{\psi}_\ell | k \rangle}{1 - \lambda_\ell} = \sum_{k=1}^N \gamma_k \tilde{P}_{nores}^{ik}(0) = 1, \ \forall \ i.
$$

(B5)

where we have utilized equation (6). Therefore, the limit in equation (B1) has the form of $0/0$, and thus we then apply the L’Hôpital rule to calculate the limit, which leads to
\[ P_j(\infty) = \frac{\sum_{\ell=1}^{N} \frac{\langle r|\psi_{\ell}\rangle\langle \bar{\psi}_{\ell}|j \rangle}{1-\lambda_{\ell}}}{\sum_{k=1}^{N} \gamma_{k} \sum_{\ell=1}^{N} \frac{\langle r|\psi_{\ell}\rangle\langle \bar{\psi}_{\ell}|k \rangle}{(1-\lambda_{\ell})^2}}. \]  \hspace{1cm} (B6)

To simplify equation (B6), we calculate
\[
\left( \mathbf{I} - \mathbf{W} \right)^{-2} \begin{pmatrix} \gamma_1 \\ \vdots \\ \gamma_N \end{pmatrix} = \left( \mathbf{I} - \mathbf{W} \right)^{-1} \begin{pmatrix} 1 \\ \vdots \\ 1 \end{pmatrix} \]  \hspace{1cm} (B7)

where we have used the result of equation (B3). Equation (B7) can be rewritten in the form of spectral decomposition,
\[
\sum_{k=1}^{N} \gamma_{k} \sum_{\ell=1}^{N} \frac{\langle i|\psi_{\ell}\rangle\langle \bar{\psi}_{\ell}|k \rangle}{1-\lambda_{\ell}}^2 = \sum_{k=1}^{N} \sum_{\ell=1}^{N} \frac{\langle i|\psi_{\ell}\rangle\langle \bar{\psi}_{\ell}|k \rangle}{1-\lambda_{\ell}}, \quad \forall \ i. \]  \hspace{1cm} (B8)

Utilizing equation (B8), equation (B6) simplifies to equation (10).

**Appendix C. Derivation of the MFPT**

Let \( \langle T_{ij} \rangle \) be the MFPT from node \( i \) to node \( j \), which can be calculated as
\[
\langle T_{ij} \rangle = \lim_{s \to 0} \tilde{Q}_{ij}(s) = \lim_{s \to 0} \frac{\tilde{P}_{jj}(s) - \tilde{P}_{ij}(s) + \delta_{ij}}{(1 - e^{-s}) \tilde{P}_{jj}(s)}
\]
\[
= \begin{cases} 
\frac{1}{\gamma_{ij}} \lim_{s \to 0} \left[ P_{ij}(s) - P_{ij}(s) \right], & i \neq j \\
\frac{1}{P_j(\infty)}, & i \neq j.
\end{cases} \]  \hspace{1cm} (C1)

Using equation (9), we calculate the limit,
\[
\lim_{s \to 0} \left[ \tilde{P}_{jj}(s) - \tilde{P}_{ij}(s) \right] = \lim_{s \to 0} \left[ \tilde{P}_{ij}^{\text{nores}}(s) - \tilde{P}_{ij}^{\text{nores}}(s) \right]
\]
\[
+ \lim_{s \to 0} e^{-s} \tilde{P}_{jj}^{\text{nores}} \sum_{k=1}^{N} \gamma_{k} \left[ \tilde{P}_{jk}^{\text{nores}}(s) - \tilde{P}_{ik}^{\text{nores}}(s) \right]. \]  \hspace{1cm} (C2)

Substituting equation (6) into equation (C2), we can obtain the first term on the rhs of equation (C2). On the other hand, the second term on the rhs of equation (C2) has
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the form 0/0 in terms of equation (B5), which can be evaluated by the L'Hôpital rule. Finally, we can obtain the MFPT

\[
\langle T_{ij} \rangle = \begin{cases} 
\frac{1}{P_j(\infty)} \sum_{\ell=1}^{N} \frac{\langle \psi_{\ell} | \psi_{\ell} \rangle - \langle i | \psi_{\ell} \rangle \langle \psi_{\ell} | j \rangle}{1 - \lambda_{\ell}} + \sum_{k=1}^{N} \sum_{\ell=1}^{N} \lambda_{\ell} \frac{\langle (i | \psi_{\ell}) \langle \psi_{\ell} | k \rangle - \langle j | \psi_{\ell} \rangle \langle \psi_{\ell} | k \rangle \rangle}{(1 - \lambda_{\ell})^2}, & i \neq j
\end{cases}
\]

(C3)

Utilizing equations (B5) and (B8), equation (21) simplifies to equation (16).
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