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I. INTRODUCTION

The absorption of light at the fundamental gap in semiconductors reveals two different kinds of electronic transitions. At photon energies greater than the energy gap the absorption of light causes processes in which an electron is transferred to the conduction band and a hole is left in the valence band. At energies lower than the gap there are absorption peaks which correspond to processes in which the conduction band electron and the valence hole are bound to one another in states within the forbidden energy gap. The possibility that electrons can exist in semiconductors in excited bound states, termed excitons, was first suggested by Frenkel\cite{frenkel1926} and Peierls\cite{peierls1929} more than 80 years ago. In analogy to the tight binding and the nearly free electron approximations, two types of excitons are considered: tightly bound (Frenkel excitons) and weakly bound (Wannier-Mott excitons). Frenkel excitons have a Bohr radius of the order of the lattice constant or smaller. Such exciton is strongly bound and usually localized on one site. The electron and the hole do not move independently. In contrast, the Bohr radius of a Wannier-Mott exciton is much larger than the lattice constant, therefore it has a smaller binding energy and is delocalized over a number of sites. Below we deal with the weakly bound excitons. In 1952, E. Gross and N. Karriev\cite{grosskarriev1952} discovered these Wannier-Mott excitons experimentally in a copper oxide (Cu$_2$O) semiconductor. After that time excitons have remained an important topic of experimental and theoretical research, because of their dominant role on the optical properties of semiconductors (molecular crystals etc.). The excitons have been studied in great details in various types of semiconductor nanostructures and in bulk crystals. Since there is a inestimable number of papers, monographs, review articles devoted to excitons, we refer to only a small collection of them\cite{Clem1984, Zunger1990, Zawodzinski1985, Wang2003, Denning2008, Pines2009, Aygun2010}. In 80-ties of the last century the main stream of research on excitons was focused on III-V and II-VI semiconductors, but the research on the properties of excitons in Cu$_2$O was continued, in particular, by the group of Dortmund (\cite{Dortmund2000} and the references therein).

A lot of studies, both experimental and theoretical, have been devoted to examine various properties of excitons in Cu$_2$O bulk crystal and it appeared that the spectroscopical features of copper oxide are through-out recognized (see Refs.\cite{Dortmund2000, Dortmund2002, Dortmund2003, Dortmund2004, Dortmund2005}). But recently, the interest on this bulk semiconductor has reborn due to outstanding experiment performed by Kazimierczuk et al.\cite{Kazimierczuk2012} who discovered highly excited states, so-called Rydberg excitons (RE) in the natural crystal of copper oxide. They have observed absorption lines associated with excitons of principal quantum numbers up to $n = 25$.

A large amount of new studies which focused on extraordinary properties of RE attracted increasing attention during last three years (\cite{Kazimierczuk2015, Kocjanovic2016}), especially on their behaviour in external fields\cite{Kazimierczuk2013a, Kazimierczuk2013b, Kazimierczuk2015} as well as in the context of their spectra similarity to quantum chaos and breaking of all unitary symmetries\cite{Kazimierczuk2016a, Kazimierczuk2016b, Kazimierczuk2016c}. Recently the first observation of photoluminescence of excitonic Rydberg states has been reported\cite{Kazimierczuk2016d}.

Up till now much effort has been devoted to examine excitons in Cu$_2$O for energies below the gap, the region in which the most important effect, i.e. the appearance of excitons with high number $n$, has been observed. One of the distinction peculiarity of copper oxide is the moderately small Rydberg energy of only 90 meV, which assures that all of relevant states from the ground state up to the continuum above the band gap are optically accessible using attainable lasers.

Recently some attempts\cite{Kazimierczuk2016e} have been reported, where the optical properties of Cu$_2$O for excitation energies exceeding the fundamental gap, are examined. Heckötter et al.\cite{Heckotter2015} using two-color pump-probe spectroscopy, studied RE in copper oxide in the presence of free carriers injected by above-band-gap excitation. They examined the impact of an ultra-low-density plasma on Rydberg excitations at the temperature of a few Kelvin and observed that inside a Cu$_2$O crystal plasma shifts the band edge downwards, diminishing the maximum excitable Rydberg state which, in consequence, leads to modulation of plasma blockade induced by the band gap modulation.

Below we study an another effect appearing for above-gap excitation, which refers to electro-optic properties. For excitation energies below the gap, the main electro-
optic effects are the shifting, splitting, and, for higher excitonic states, mixing of spectral lines. As it was observed for direct-band semiconductors, for energies above the gap and when a constant electric field is applied, specific oscillations in the spectra has been observed, known as the Franz-Keldysh oscillations.

These oscillations are results of wave functions “leaking” into the band gap; the key mechanism of this effect is photon-assisted tunnelling across the bandgap. When an electric field is applied, the electron and hole wave functions become Airy functions rather than plane waves (and they have a “tail” which extends into the classically forbidden band gap). Due to an electric field influence on interband transitions in the presence of excitons the dielectric constant of a semiconductor exhibits Franz-Keldysh oscillations (FKO), which can be detected by modulated reflectance. Franz-Keldysh effect, which gives the possibility to create and control reflectivity oscillations, provides a key ingredient to the goal of achieving a precise tool for steering on-demand periodicity and amplitude of electro-modulations. FKO effect has found also practical applications, see, for example, patents.

The theoretical description of the FKO effect is quite different of all phenomena below the gap. For energies below gap a well known solution of a hydrogen-like Schrödinger equation can be used, where the term related to the applied electric field is treated as a perturbation. For energies above the gap one deals with the continuum states. When the electric field is applied, the relevant material (constitutive) equation contains terms of different symmetry, so an analytical solution is not known.

As it was mentioned by Ralph many years ago, to the best of our knowledge, up till now the FKO effect was not examined for the Cu$_2$O bulk crystal. In this paper we propose modification of the real density matrix approach which was applied in our the previous papers to describe optical properties of Rydberg excitons below gap. Here we develop this approach including energies above the gap and taking into account the changes caused by an externally applied electric field, which intensity should be small enough to avoid Stark localization but on the other hand sufficient to enable observation of Franz-Keldysh oscillations. Franz-Keldysh effect gives the possibility to create and control reflectivity oscillations. Circumventing this problem would be a key to achieve the goal to a precise tool for steering on-demand periodicity and amplitude of electro-modulations.

Below we show that using excitons one gets a flexible tool to study the oscillation dynamics of reflectivity of a Cu$_2$O crystal irradiated by an electromagnetic radiation and affected by an electric field. The tunability, which can be exploited to force the desired period and amplitude of modulations, can be achieved through the modification of an external electric field intensity, which in turn influences the excitonic levels shifting and overlapping.

The paper is organized as follows. In Sec. II we sketch the outline and present general density matrix equations governing the evolution of the system, necessary for calculation of the macroscopic polarization of a medium. This general considerations are then specified for the case of Cu$_2$O in Sec. III. In Sec. IV the electro-susceptibility is studied for the case of P-exciton. Sections V and VI contain the discussion how more excitonic states can be accounted for in the calculations of the FKO effect. The analytical expression for the transmissivity is presented in Sec. VII and illustrative examples of susceptibility for Cu$_2$O are examined. The conclusions are discussed in the last section VIII.

II. DENSITY MATRIX FORMULATION

We intend to calculate the optical functions of a Cu$_2$O crystal, when a homogeneous electric field is applied in the $z$ direction, which is chosen to be perpendicular to the crystal surface, and the excitation energy exceeds the fundamental gap energy. The method is based on the so-called real density matrix approach (RDMA) which, for a similar physical situation, but with excitation energy below the gap, was used in Ref. The kernel of the RDMA is the so-called constitutive equation

$$
\dot{Y}(\mathbf{r}, t) = (i/\hbar)H_{ch}Y(\mathbf{r}, t) + (1/\hbar)\Gamma Y(\mathbf{r}, t)
$$

(1)

where $Y$ is the bilocal coherent electron-hole amplitude (pair wave functions), $\mathbf{R}$ is the excitonic center-of-mass coordinate, $r = r_e - r_h$ the relative coordinate, $\mathbf{M}(\mathbf{r})$ the smeared-out transition dipole density, $\mathbf{E}(\mathbf{r})$ is the electric field vector of the wave propagating in the crystal. The coefficient $\Gamma$ in the constitutive equation represents dissipative processes. The two-band effective mass Hamiltonian $H_{ch}$ of the system under a constant electric field $\mathbf{F} = (0, 0, F)$ that includes the electron- and hole kinetic energy terms, the electron-hole interaction potential and the confinement potentials has the form

$$
H_{ch} = E_g - \frac{\hbar^2}{2m_e} \partial^2_{z_e} - \frac{\hbar^2}{2m_{h_z}} \partial^2_{h_z} - \frac{\hbar^2}{2\mu_{\parallel}} (\partial^2_{\parallel} + \partial^2_{h_y})
$$

$$
- \frac{\hbar^2}{2\mu_{\parallel}} \left( \partial^2_{R_{\parallel}} + R_{\parallel}^{-1} \partial R_{\parallel} \right) + eF(z_h - z_e) + V_{ch}(z_e - z_h) + V_{eh}(z_e) + V_h(z_h),
$$

(2)

where we have separated the center-of-mass coordinate $R$ from the relative coordinate $r$ on the plane $x - y$.

The dipole density vectors $\mathbf{M}$ should be chosen appropriate for $P$- or $F$- excitons. The potential term representing the Coulomb interaction in an anisotropic medium is given by

$$
V_{eh} = -\frac{\epsilon^2}{4\pi\epsilon_0\epsilon_0\epsilon_r[(x^2 + y^2) + z^2\epsilon_2]}^{1/2},
$$

(3)
where we introduce the two effective dielectric constants, \( \epsilon_{||} \) and \( \epsilon_z \), respectively, and define \( \epsilon_b = \sqrt{\epsilon_{||}/\epsilon_z} \). The smeared-out transition dipole density \( \mathbf{M}(\mathbf{r}) \), should be chosen in our case appropriate for \( P \)- or \( F \)-excitons is related to the bilocality of the amplitude \( Y \) and describes the quantum coherence between the macroscopic electromagnetic field and the interband transitions.

The coherent amplitude \( Y \) defines the excitonic counterpart of the polarization

\[
P(\mathbf{R}) = 2 \int \mathbf{d}^3 r \ Re [\mathbf{M}(\mathbf{r}) Y(\mathbf{R}, \mathbf{r})],
\]

which is than used in the Maxwell propagation equation

\[
ce_0 \nabla \times \mathbf{E} - \mathbf{\epsilon}_0 \nabla \times \mathbf{E}(\mathbf{R}) = \frac{1}{2} \mathbf{P}(\mathbf{R}),
\]

with the use of the bulk dielectric tensor \( \mathbf{\epsilon}_0 \) and the vacuum dielectric constant \( e_0 \). In the present paper we solve the eqs. \( 1-5 \) in order to compute the electro-optical functions (i.e., reflectivity, transmission, and absorption) for \( Cu_2O \). Contrary to the previous paper on electro-optical properties we will consider the excitation energies above the energy gap, which will require a different approach.

Both polarization and electric field must obey Maxwell’s equations, which have to be solved in order to get the propagation modes. The above approach takes into account key factors necessary for the calculation of all optical functions. They are obtained, as usual, by comparing the amplitudes of incident, reflected or transmitted electric fields, and depend on the applied field strength and on the total crystal thickness.

### III. THE BASIC EQUATIONS

The considered crystal is modelled by a slab with infinite extension in the \( xy \)-plane and the boundary planes \( z = 0, z = L \). With the sake of simplicity, the slab is located in vacuum. An monochromatic, linearly polarized electromagnetic wave propagates along \( z \) axis. Its electric field is given by

\[
\mathbf{E} = (0, E_y, 0), \quad E_y = E_{in} e^{ik_0 z - i\omega t},
\]

where \( k_0 = \omega/c \) is the wave vector in the vacuum with \( \omega \) being the frequency and \( E_{in} \) is an amplitude of the incoming wave. Due to the fact that the energy of the propagating wave is divided into reflected and transmitted wave one obtains the reflectivity, transmissivity and absorption from the relations

\[
R = \left| \frac{E(0)}{E_{in}} - 1 \right|^2, \quad T = \left| \frac{E(z = L)}{E_{in}} \right|^2, \quad A = 1 - R - T,
\]

where \( E(z) \) is the \( x \)-component of the wave electric field inside the crystal. The calculation of the optical functions consists of several steps. The first one is the solution of the constitutive equation \( 1 \). Due to the specific properties of \( Cu_2O \), we will treat the crystal as the bulk region and look for the amplitude \( Y \) in the form

\[
Y(Z, \mathbf{r}) = Y(\mathbf{r}) e^{ik_0 Z}.
\]

Assuming the wave propagation in the \( z \) direction, we neglect the \( R_\parallel \) component and arrive at the equation

\[
[E_y - \hbar \omega - i \Gamma + \frac{\hbar^2 k_0^2}{2M_z} \frac{\hbar^2}{2\mu_z} \partial^2_z - \frac{\hbar^2}{2\mu_\parallel} (\partial^2_z + \partial^2_y) - eF \] \( + V_{ch}(z, \rho) \}) Y(x, y, z) = M(\mathbf{r}) E(Z),
\]

where \( M_z, \mu_z \) are the exciton total and reduced effective masses in the \( z \)-direction, respectively. For further considerations we must specify the dipole density \( M \). Due to symmetry properties of \( Cu_2O \) the total symmetry of the excitons’ state must be the same as the symmetry of the dipole operator, and according to this the transition dipole density appropriate for \( P \) exciton will be considered. This will result in the shapes of the real and imaginary part of the electro-susceptibility. In the previous papers for energies below the gap, we took the dipole density in terms of spherical coordinates. For energies above the gap and with the applied electric field, the cylindrical symmetry must be used. For the sake of simplicity, we use the in-plane components of the dipole density with the coherence radius \( r_0 \) along the planes and zero in the growth direction. The cylindrical version of the formulas for \( M_z \) and \( M_y \) components, given in ref. 34, has the form

\[
M_z^{(1)} \propto M_0 \sqrt{x^2 + y^2} \left( e^{i\phi} - e^{-i\phi} \right) \exp \left[ \frac{-x^2 + y^2}{2\pi r_0^2} \right] \delta(z),
\]

\[
M_y^{(1)} \propto M_0 \sqrt{x^2 + y^2} \left( e^{i\phi} + e^{-i\phi} \right) \exp \left[ \frac{-x^2 + y^2}{2\pi r_0^2} \right] \delta(z).
\]

For further considerations we introduce dimensionless quantities

\[
\rho = \frac{\sqrt{x^2 + y^2}}{a^*}, \quad \zeta = \frac{z}{a^* \sqrt{\gamma}}, \quad \frac{f}{F_1}, \quad k^2 = \frac{2\mu_\parallel}{\hbar^2} a^* (E_y - \hbar \omega - i \Gamma) + \frac{\mu_\parallel}{M_z} (k_z^2 a^*^2),
\]

where \( F_1 \) is the so-called ionization field

\[
F_1 = \frac{\hbar^2}{2\mu_\parallel a^*^3} = \frac{R^*}{a^* e},
\]

with excitonic Rydberg \( R^* \), \( a^* \) being the corresponding excitonic Bohr radius, and the anisotropy parameter
\[ \gamma = \mu_{\|}/\mu_{\perp}. \]

With these quantities the Eq. (9) can be rewritten in the form

\[ \left(k^2 - \partial_\rho^2 - \frac{1}{\rho} \partial_\rho - \frac{1}{\rho^2} \partial_\phi^2 - \partial_\phi^2 + f \sqrt{\gamma} \right) Y = \frac{2\mu_{\|}}{\hbar^2} \alpha^2 M^{(1)} E_y + \frac{2}{\sqrt{\rho^2 + \gamma \zeta^2}} Y. \]  

(13)

\( M^{(1)} \) denotes the relevant components (\( x \) or \( y \)) of the dipole density and \( E_y \) is the \( y \) component of electric wave field.

IV. THE ELECTRO-SUSCEPTIBILITY FOR THE \( P \) EXCITON

In this section we derive the expression for the bulk Cu2O electro-susceptibility for \( P \) exciton. Following the procedure described in Ref. 26, we separate the hamiltonian of Eq. (11) transformed to the form (13) into a “kinetic+electric field” part \( H_{\text{kin+e}} \) and a potential term \( V \) which lead to the following form of the basic constitutive equations (11)

\[ H_{\text{kin+e}} Y = \mathbf{M} \mathbf{E} - \mathbf{V} Y. \]  

(14)

The above expression corresponds to Lippmann-Schwinger equation, in which the Green function \( G \) appropriate to the “kinetic+electric field” part is adopted for the coherent amplitude

\[ Y = G \mathbf{M} \mathbf{E} - G \mathbf{V} Y. \]  

(15)

The Green function for Eq. (13) has the form

\[ G(\rho, \rho'; \zeta, \zeta'; \phi, \phi') = \frac{1}{(f \sqrt{\gamma})^2} \times \frac{1}{2\pi} \sum_{m=-\infty}^{\infty} e^{i m (\phi - \phi')} \int_0^\infty dx J_m(x \rho) J_m(x \rho') g_x(\zeta, \zeta'), \]

where

\[ g_x(\zeta, \zeta') = g^< g^>, \]

\[ g^< = \pi \text{Bi} \left[ (f \sqrt{\gamma})^2 \left( \zeta^< + \frac{k^2 + x^2}{f \sqrt{\gamma}} \right) \right] \]

\[ + i \text{Ai} \left[ (f \sqrt{\gamma})^2 \left( \zeta^< + \frac{k^2 + x^2}{f \sqrt{\gamma}} \right) \right], \]  

(17)

\[ g^> = \text{Ai} \left[ (f \sqrt{\gamma})^2 \left( \zeta^> + \frac{k^2 + x^2}{f \sqrt{\gamma}} \right) \right], \]

\( J_m \) are Bessel functions, and \( \text{Ai}(z) \), \( \text{Bi}(z) \) are Airy functions (see Ref. 64). To obtain the optical functions one has to solve the Eq. (15) using the Green function (10). Please note that the Eq. (15) has the form of Fredholm integral equation of second type. There are many methods of solving such equations and particular choice depends on specific properties of the particular crystal. One of the methods uses a certain form of the function \( Y \) (ansatz) which depends on an unknown parameter \( Y_0 \). The parameter is then obtained from the equation (15) and used to calculate the polarization from Eq. (11) and the electric field of the wave from Eq. (15).

The ansatz for \( Y \) will be taken in the form

\[ Y(\rho, \zeta, \phi) = Y_0 e^{i \phi} + e^{-i \phi} \rho \exp \left( \frac{-k \sqrt{\rho^2 + \gamma \zeta^2}}{2} \right). \]  

(18)

which has the symmetry of \( 2P \) exciton state. With the above ansatz, Green’s function (10) and the \( M_y \) dipole densities (19), which in our scaled variables (normalized in spatial variables \( \rho, \zeta \)) takes the form

\[ M_y^{(1)} = \sqrt{\frac{2}{\pi}} \frac{M_0}{\sqrt{\gamma \rho_0^2 a^*}} \]

\[ \times e^{-\frac{i \phi}{2 \rho_0}} \rho \exp \left( \frac{-k \sqrt{\rho^2 + \gamma \zeta^2}}{2} \right) \delta(\zeta), \]  

(19)

where \( \rho_0 = r_0/a^* \), we obtain the following expression for the susceptibility

\[ \chi = 2 \frac{|M_0|^2 2 \mu_{\|} \rho_0^2}{\varepsilon_0 \sqrt{\gamma a^* \hbar^2} (f \sqrt{\gamma})^2} \int_0^\infty d^3 x \exp(-\rho_0^2 x^2) \left[ \text{Bi} \left( \frac{k_x^2}{(f \sqrt{\gamma})^2} \right) \right. \]

\[ \left. + i \text{Ai} \left( \frac{k_x^2}{(f \sqrt{\gamma})^2} \right) \left\{ \text{Ai} \left( \frac{k_x^2}{(f \sqrt{\gamma})^2} \right) \right\} \right] \]

\[ = 2 \frac{|M_0|^2 2 \mu_{\|} \rho_0^2}{\varepsilon_0 \sqrt{\gamma a^* \hbar^2} (f \sqrt{\gamma})^2} \int_0^\infty du e^{-\rho_0^2 (f \sqrt{\gamma})^2 u} (u + \varepsilon) [\text{Bi}(u) + i \text{Ai}(u)] \text{Ai}(u), \]

and

\[ k_x^2 = k^2 + x^2, \]

\[ u = \frac{k^2 + x^2}{(f \sqrt{\gamma})^{2/3}}, \]

\[ h\Theta = R^* (f \sqrt{\gamma})^{2/3} = \left( \frac{\hbar^2}{2 \mu_{\|}} \right)^{1/3} (eF)^{2/3}, \]  

(21)

\[ \varepsilon = \frac{\hbar \omega - E_0}{h\Theta}, \]

\[ \frac{\tilde{M} Y_0}{M_0 Y_0} = \sqrt{\frac{2 \pi^2}{\sqrt{\gamma} \rho_0}} \exp \left( \frac{k^2 \rho_0^2}{4} D_{-4}(k \rho_0) \right), \]

\( h\Theta \) being the so-called electro-optical energy, and \( D_{-4} \) the parabolic cylinder function (for example, 64, 66)

\[ D_p(z) = \frac{\exp(-z^2/4)}{\Gamma(-p)} \int_0^\infty e^{-x z -(x^2/2)} x^{-p-1} dx, \]

(Re \( p < 0 \)).
The expression $Q$ appearing in the denominator in (20) is given by

$$Q = \frac{(\bar{M}Y) - \bar{MV}Y}{M_0Y_0}, \quad \text{for oscillation to manifest.}$$

where

$$\frac{\bar{MV}Y}{M_0Y_0} = \frac{2\pi}{(f\sqrt{\gamma})^{1/3}} \int_0^\infty x^3 dx e^{-\rho_0^2 x^2/2} \text{Ai} \left( \frac{k_x^2}{f\sqrt{\gamma}} \right)$$

$$\times \int_0^\infty d\zeta \left( \sqrt{\zeta} + \frac{1}{k_x^2} \right) e^{-k_\xi \sqrt{\zeta}} \left\{ \text{Bi} \left( \frac{k_x^2}{f\sqrt{\gamma}} - \zeta \right) \right\}$$

$$+ i \text{Ai} \left( \frac{k_x^2}{f\sqrt{\gamma}} - \zeta \right)$$

$$+ \frac{2\pi}{(f\sqrt{\gamma})^{1/3}} \int_0^\infty x^3 dx e^{-\rho_0^2 x^2/2} \text{Bi} \left( \frac{k_x^2}{(f\sqrt{\gamma})^{2/3}} \right)$$

$$+ i \text{Ai} \left( \frac{k_x^2}{(f\sqrt{\gamma})^{2/3}} \right)$$

$$\times \int_0^\infty d\zeta e^{-k_\xi \sqrt{\zeta}} \left( \sqrt{\zeta} + \frac{1}{k_x^2} \right) \text{Ai} \left( \frac{k_x^2}{f\sqrt{\gamma}} + \zeta \right).$$

The expression is more pronounced on susceptibility differential spectrum

$$\Delta \chi = \chi(F) - \chi(F = 0).$$

Fig. 3 presents the imaginary part of the susceptibility for two values of the external electric fields. One can see more explicit the oscillations of real and imaginary part of $\chi$: their amplitudes are slightly dependent on the field strength while oscillation period strongly depends on the field; this relation will be discussed in more details below.

The results are more evident when we consider the limit $\Gamma \rightarrow 0$, $k_x \rightarrow 0$, $\rho_0 \rightarrow 0$, which is suitable for situation above the gap. Then the integrals in (20) involving Airy functions can be performed and we obtain

$$\text{Re} \chi = \frac{4\sqrt{\pi} \rho_0^3}{Q} \left( \frac{h\Theta}{R^*} \right)^{3/2}$$

$$\times \left\{ 4\tilde{E} \text{Ai} \frac{\bar{Y}}{\bar{M}} + 4\tilde{E} \text{Bi} \frac{\bar{Y}}{\bar{M}} \right\}$$

$$= \frac{4\sqrt{\pi} \rho_0^3}{Q} \left( \frac{h\Theta}{R^*} \right)^{1/2}$$

$$\times \left( \frac{\hbar \omega - E_g}{R^*} \right)^{3/2}$$

$$\text{Ai} \left( \frac{\hbar \omega - E_g}{h\Theta} \right) \text{Bi} \left( -\frac{\hbar \omega - E_g}{h\Theta} \right)$$

$$+ \frac{2}{3} \left( \frac{R^*}{h\Theta} \right)^{1/2} \left( \frac{\hbar \omega - E_g}{R^*} \right)^2$$

$$\times \text{Ai} \left( -\frac{\hbar \omega - E_g}{h\Theta} \right) \text{Bi} \left( -\frac{\hbar \omega - E_g}{h\Theta} \right)$$

$$- \frac{1}{6} \left( \frac{h\Theta}{R^*} \right)^{3/2} \text{Ai} \left( -\frac{\hbar \omega - E_g}{h\Theta} \right) \text{Bi} \left( -\frac{\hbar \omega - E_g}{h\Theta} \right)$$

$$- \frac{1}{6} \left( \frac{h\Theta}{R^*} \right)^{3/2} \text{Ai} \left( -\frac{\hbar \omega - E_g}{h\Theta} \right) \text{Bi} \left( -\frac{\hbar \omega - E_g}{h\Theta} \right).$$

$$\text{Im} \chi = -C \left\{ \frac{1}{6} \left( \frac{h\Theta}{R^*} \right)^{3/2} \text{Ai} \left( -\frac{\hbar \omega - E_g}{h\Theta} \right) \text{Ai} \left( -\frac{\hbar \omega - E_g}{h\Theta} \right) \right.$$

$$+ \frac{1}{3} \left( \frac{h\Theta}{R^*} \right)^{1/2} \left( \frac{\hbar \omega - E_g}{R^*} \right) \text{Ai} \left( -\frac{\hbar \omega - E_g}{h\Theta} \right)$$

$$+ \frac{1}{3} \left( \frac{R^*}{h\Theta} \right)^{1/2} \left( \frac{\hbar \omega - E_g}{R^*} \right)^2 \text{Ai} \left( -\frac{\hbar \omega - E_g}{h\Theta} \right)$$

$$\left\} \right.$$

$$\times \left( \frac{\hbar \omega - E_g}{R^*} \right)^2 \left. \right\}$$

with a certain constant $C$, and $\chi'$ defined as

$$\chi' = \frac{\epsilon \kappa \sqrt{\bar{p}} \Delta L T}{8R^* \sqrt{\gamma} \rho_0}.$$
Now we can perform qualitative discussion of the spectra features. Having in mind the properties of Cu$_2$O we observe, that the value of the electro-optical energy $\hbar \Theta$ is small compared to the Rydberg energy. Therefore the arguments of the Airy functions in expressions (27) and (28) quickly reach the values which justify the use of their asymptotic expansions, giving in the lowest order with respect to $\zeta$ the formulas for the real and imaginary part of the susceptibility

$$\begin{align*}
\text{Re } \chi &\rightarrow C_1 \left( \frac{\hbar \Theta}{R^*} \right)^{3/2} \sin 2\zeta, \\
\text{Im } \chi &\rightarrow -C_2 \left( \frac{\hbar \Theta}{R^*} \right)^{3/2} \cos 2\zeta + \frac{1}{3 \pi} \left( \frac{\hbar \omega - E_g}{R^*} \right)^{3/2} \\
\zeta &= \frac{2}{3} \left( \frac{\hbar \omega - E_g}{\hbar \Theta} \right)^{3/2},
\end{align*}$$

with certain constants $C_1, C_2$. The above expressions allow to get the periodicity of the FK oscillations; the peaks will appear at energies

$$(E_n - E_g)^{3/2} = \frac{3}{4} n \pi (\hbar \Theta)^{3/2} = \frac{3 n \pi e h F}{4 \sqrt{2} \rho z}. \quad (31)$$

Please note that the above formula includes all extrema. It means that the periodicity of FK oscillations can be used for determining the effective masses along the $z$ axis, as it was done in the case of semiconductor superlattices. With regard to Eq. (81) we observe FK oscillations around a curve $(\hbar \omega - E_g)^{3/2}$. The slope is analogous to that obtained for forbidden transitions and differs from that observed for $S$ excitons, which in turn depend on $(\hbar \omega - E_g)^{1/2}$.

V. IMPACT OF HIGHER EXCITON STATES ON FRANZ-KELDYSH EFFECT

Above we have considered the Franz-Keldysh effect with one exciton state. Up till now only the problem of the dependence of multiplicity of excitonic states on Franz-Keldysh effect for confined systems or for a system in an external magnetic field were examined, but the general solution of the issue for bulk crystal is not available. Below we propose a method which allows to study the effect of two lowest exciton states. To achieve this goal we will consider the amplitude $Y$ in the form

$$Y = Y_1 + Y_2, \quad (32)$$

where

$$\begin{align*}
Y_1 &= N_1 Y_{01} \rho e^{i\phi} e^{-k \sqrt{\rho^2 + \gamma^2 \zeta^2}} = Y_{01} \psi_1, \\
Y_2 &= N_2 Y_{02} \rho e^{i\phi} \left( 3 - k \sqrt{\rho^2 + \gamma^2 \zeta^2} \right) e^{-2k/3} \sqrt{\rho^2 + \gamma^2 \zeta^2} e^{-2k/3} \sqrt{\rho^2 + \gamma^2 \zeta^2} = Y_{02} \psi_2,
\end{align*}$$

orthogonal for $k$ real (below the gap for $\Gamma = 0$), and $N_1, N_2$ represent the normalization factors for the resonance energies. In the above definitions we neglect the center-of-mass dependence.

The ansatz contains two unknown parameters $Y_{01}, Y_{02}$. They can be determined from the integral equation (18). One of the possible methods is to use the projection of those equations onto an orthonormal basis which yields equations for the parameters (Galerkin method). We choose the basis in the form

$$\begin{align*}
\varphi_1(\rho, \zeta, \phi) &= \frac{1}{\sqrt{\pi \rho_0^2}} e^{i\phi} \exp \left( -\frac{\rho^2}{2\rho_0^2} \right) \delta(\zeta), \\
\varphi_2(\rho, \zeta, \phi) &= \sqrt{\frac{2}{\pi \rho_0^2}} e^{i\phi} \left( 1 - \frac{\rho^2}{2\rho_0^2} \right) \exp \left( -\frac{\rho^2}{2\rho_0^2} \right) \delta(\zeta).
\end{align*}$$

Using the common notation for scalar product we obtain two equations

$$\langle \varphi_1 | Y \rangle = \langle \varphi_1 | GM \rangle - \langle \varphi_1 | GV Y \rangle,$$

$$\langle \varphi_2 | Y \rangle = \langle \varphi_2 | GM \rangle - \langle \varphi_2 | GV Y \rangle, \quad (35)$$

where we neglected the constant factors. Inserting the expression for $Y$ we get from (33) the equations

$$\begin{align*}
a_{11} x_1 + a_{12} x_2 &= b_1, \\
a_{21} x_1 + a_{22} x_2 &= b_2,
\end{align*}$$

where

$$\begin{align*}
x_1 &= \frac{2}{\epsilon_0 \epsilon_0^*} M_0 Y_{01}, \\
x_2 &= \frac{2}{\epsilon_0 \epsilon_0^*} M_0 Y_{02}, \\
a_{11} &= \langle \varphi_1 | \psi_1 \rangle - \langle \varphi_1 | GV \psi_1 \rangle, \\
a_{12} &= \langle \varphi_1 | \psi_2 \rangle - \langle \varphi_1 | GV \psi_2 \rangle, \\
a_{21} &= \langle \varphi_2 | \psi_1 \rangle - \langle \varphi_2 | GV \psi_1 \rangle, \\
a_{22} &= \langle \varphi_2 | \psi_2 \rangle - \langle \varphi_2 | GV \psi_2 \rangle,
\end{align*}$$

$$(36)$$

$$\begin{align*}
\ddot{Y} &= \frac{2}{\sqrt{\rho^2 + \gamma^2 \zeta^2}}, \\
\ddot{M} &= \frac{M}{M_0}, \\
b_1 &= \frac{2 \mu_\parallel M_0^2}{\hbar^2 a^* \epsilon_0} \langle \varphi_1 | GM \rangle, \\
b_2 &= \frac{2 \mu_\parallel M_0^2}{\hbar^2 a^* \epsilon_0} \langle \varphi_2 | GM \rangle.
\end{align*}$$

The quantities $x_1, x_2, b_1, b_2$ are dimensionless; $x_1, x_2$ define the electro-susceptibility by the equation

$$\chi = x_1 \langle M | \psi_1 \rangle + x_2 \langle M | \psi_2 \rangle. \quad (39)$$

As it has been done above, some information can be elicit by setting $V = 0$. After a simple algebra we obtain

$$\begin{align*}
x_1 &= \frac{1}{\Delta} \left( b_1 \langle \varphi_2 | \psi_2 \rangle - b_2 \langle \varphi_1 | \psi_2 \rangle \right), \\
x_2 &= \frac{1}{\Delta} \left( b_2 \langle \varphi_1 | \psi_1 \rangle - b_1 \langle \varphi_2 | \psi_1 \rangle \right), \\
\Delta &= \langle \varphi_1 | \psi_1 \rangle \langle \varphi_2 | \psi_2 \rangle - \langle \varphi_1 | \psi_2 \rangle \langle \varphi_2 | \psi_1 \rangle, \quad (40)
\end{align*}$$
Comparing the above outcomes with the aforementioned results for one exciton state we observe that an additional state (the same holds for more additional states) will only influence the shape and the amplitude of FK oscillations while the periodicity will practically remain the same since it is involved in the Green function. One can also say that the calculation, at least the analytical one, will be more intricate than in the case of the one exciton state. In consequence, the method described above practically is operational only for two exciton states. However, it should be also stressed that the higher excitonic states are coupled with oscillator strengths decreasing as $1/n^3$, so their influence will at least be orders of magnitude smaller than contribution of the two lowest states.

VI. RYDBERG EXCITONS IN A ONE-DIMENSIONAL MODEL

As we have discussed above, the simultaneous description of a multiplicity of excitonic states below the gap and the FK oscillations above the gap is, at the moment, not accessible. So, considering the multiplicity of excitonic states as the dominant feature of Rydberg excitons, we propose a simplified exciton model, where both phenomena can be described by analytical formulas. To this end, we consider a system with the reduced dimensionality, where the electron with the effective mass $m_e$ and the hole with the effective mass $m_h$ move along the $z$-axis. A constant electric field $F$ is applied in the same direction. The optical properties of the system described in previous sections will be described with the RDMF, starting from the constitutive equation (41), with the Hamiltonian (2) which now takes the form

$$H_{ch} = E_g - \frac{\hbar^2}{2m_e} \frac{\partial^2}{\partial z^2} - \frac{\hbar^2}{2m_h} \frac{\partial^2}{\partial z^2} + eF(z_h - z_e) + V_{ch}(z_e - z_h) + V_e(z_e) + V_h(z_h).$$

(41)

To account for $n$ excitonic states, we consider the system as a set of independent oscillators which, in our formalism, will be related to the exciton amplitudes $Y_n$. The amplitudes will satisfy the equations

$$\left[ E_g - \hbar \omega - i \Gamma_n - \frac{\hbar^2}{2\mu_z} \frac{\partial^2}{\partial z^2} + eFz + V_{\text{chn}}(z) \right] Y_n(z) = M_n(z) E_0,$$

(42)

where $E_0$ is the amplitude of the electromagnetic wave propagating in the medium. The potentials $V_{\text{chn}}$ and the transition dipole matrix elements $M_n$ will be chosen to reproduce the optical properties of Rydberg excitons. The Eq. (4) for the total polarization will be replaced by the relation

$$\mathbf{P}(\mathbf{R}) = 2 \int d^3r \text{Re} \left[ \sum_n M_n(r) Y_n(r, \mathbf{R}) \right].$$

(43)

Following the scheme described in Sec. III, we arrive at the equation

$$[k^2 - \partial_z^2 + f \sqrt{\gamma} \zeta] Y_n = \frac{2\mu ||}{\hbar^2} a^2 \tilde{M}_n(\zeta) E_0 - \tilde{V}_{\text{chn}}(\zeta) Y_n.$$

(44)

The Green function of the above equation has the form (compare Eq. (17))

$$G(\zeta, \zeta') = g^< g^>,$$

$$g^< = \pi \text{Bi} \left[ (f \sqrt{\gamma})^{\frac{1}{2}} (\zeta^< + \frac{k^2}{f \sqrt{\gamma}}) \right],$$

$$g^> = \text{Ai} \left[ (f \sqrt{\gamma})^{\frac{1}{2}} (\zeta^< + \frac{k^2}{f \sqrt{\gamma}}) \right],$$

(45)

When the external electric field is absent, the Green function takes the form

$$G(\zeta, \zeta')_{F=0} = \frac{\exp(-k|\zeta - \zeta'|)}{2k}.$$

(46)

Choosing $\tilde{M}_n$ and $\tilde{V}_{\text{chn}}$ in the form

$$\tilde{M}_n = M_0 \delta(\zeta), \quad \tilde{V}_{\text{chn}} = 2 \sqrt{\gamma} T_n \delta(\zeta)$$

(47)

we arrive at the following expression for the susceptibility

$$\chi = \sum_n \frac{f_n G(0,0)}{1 - 2\sqrt{\gamma} T_n G(0,0)}.$$

(48)

with oscillator strength, for which we can use the expressions derived in Ref. 21. With respect to (46), for energies below the gap and for the field $F = 0$, we obtain

$$\chi = \sum_n \frac{f_n}{2(k - \sqrt{\gamma} T_n)}.$$

(49)

The poles in the susceptibility define the quantities $\varepsilon_{Tn}$ which can be expressed by the exciton resonances energies $\hbar \omega_{Tn}$ as $\varepsilon_{Tn} = (E_g - \hbar \omega_{Tn})/R^*$. When considering the case of Cu$_2$O, the resonance energies are well-known, both experimentally22 as theoretically21,23. For Cu$_2$O we start with $n = 2$ and the oscillator strengths $f_n$ will be chosen as

$$f_n = c_b \frac{\Delta_{LT} 32 n^2 - 1}{R^* 3^{-n^5}}.$$

(50)

The absorption calculated by the Eq. (49) is shown in Fig. 14. One can see the resonances below the gap as well as characteristic for FK effect oscillations in the region above the gap. The Rydberg exciton states compose the background of FK oscillations. When the electric field is applied, we use the expression (46) using the Green function (45). As in the 3-dimensional considerations, we observe the FK oscillations (Fig. 5). One can see that the period and phase of the them do not depend on excitonic state number $n$. The advantage of the
method described in this section results from the fact that arbitrary number of excitonic states can be taken into account; in such a case the optical functions display the impact of the increasing number of states taken into account.

VII. OPTICAL FUNCTIONS AND EXCITON EFFECT

The complete results will contain the exciton effect, which in our theoretical treatment is related to the resonant denominator $Q$. The results are displayed in Figs. 6-10. In Fig. 6 we illustrate the influence of excitons on the shape of the susceptibility. The impact of exciton manifests in increasing of the absorption; the FK oscillations increase and move towards higher energies while their period and phase remains almost the same. The FK oscillations become more evident when we plot higher derivatives of the susceptibility. It is shown in Figs. 7,8 where we show the dependence of the second derivative $d^2\chi/dE^2$ on the excitation energy. The Fig. 7 shows the imaginary part of susceptibility as a function of energy and field strength. For clarity, the brightness is proportional to the second derivative with respect to the energy. The F-K effect is visible as sinusoidal oscillations with period proportional to the applied field. One can see that the first maximum occurs just above the band gap, at 2172 meV. The thin lines are Stark shifted absorption lines of $P$ and $F$ excitons with principal number up to $n=20$, calculated according to our method. The Fig. 8 shows the full absorption spectrum in a wide range of energy below and over the band gap, highlighting both the F-K effect and excitonic states. One can see that due to the Stark shift, for sufficiently strong field $F$, the excitonic maxima overlap with the F-K effect. Having the susceptibility, we can calculate the optical functions from the relations \[ \frac{\partial^2\chi}{\partial E^2} \] . According to the discussion presented in Ref. 1, the polaritonic effect in Cu$_2$O can be neglected so optical functions can be applied with the help of the usual formulas for a dielectric slab of thickness; the transmissivity $T$ is given by expression

\[ T = \frac{16|n|^2}{[(1 + n)^2]^2} e^{-\alpha L} = \frac{16\left(n_1^2 + n_2^2\right)}{\left[(1 + n_1)^2 - n_2^2\right]^2 + 4n_2^2(1 + n_1)^2} e^{-\alpha L}. \]  

Here

\[ \alpha = \frac{\hbar \omega}{\hbar c} \text{Im} n \] 

The results obtained from Eq. (51) are displayed in Figs. 9 and 10. As can be seen from Fig. 9 the transmission spectrum has characteristic FK oscillations in the energy region above the gap. Again as expected, their amplitude and periodicity relay on the electric field strength. This effect is more pronounced in Fig. 10, where the spectrum of transmission difference as the of energy is displayed. The positions of oscillations’ minima and maxima are in perfect agreement with peaks for excitation energies predicted by formula (51).

VIII. DISCUSSION AND CONCLUSIONS

We wish to summarize briefly the results we have obtained by applying the dynamical density matrix approach for the optical properties of semiconductor’s with Rydberg excitons exposed to a static electric field. We have developed a simple mathematical procedure to calculate electro-optical functions of semiconductor crystal with symmetry where $P$-exciton transitions are dipole allowed. For excitation energies larger than the fundamental gap we observe oscillations in all optical functions which are identified with Franz-Keldysh oscillations. Their periodicity with respect to the excitation energy, the amplitudes and the dependence on the applied field strength was calculated and presented in the form of analytical expressions. The results differ from the known results on FK effect for $S$ excitons. We have also examined the influence of the coherence of the carriers with the electromagnetic field. The presented method has been used to investigate electro-optical functions of Cu$_2$O crystal for the case of normal incidence and the static electric field applied in the same direction.

Franz-Keldysh effect provides the optoelectronic mechanism to create and control the electro-modulations which might be an essential and flexible tool for constructing optical compatible output devices e.g., a modulator or detectors with an off-chip laser. The copper oxide-based optoelectronic modulators employing Franz-Keldysh effect might show great promise in meeting the strict energy requirements with controlled modification of the reflection/transmission modulation.

The experimental data for FK effect in Cu$_2$O are not available yet, but we hope that our theoretical considerations might stimulate experiments of the electro-optical properties of this crystal for above gap regime. We conclude that the dynamical density matrix approach is well suited to describe the macroscopic fields (static and dynamic) and the microscopic excitons in all limits of physical interest.

---
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FIGURES

FIG. 1: Real part of the electro-susceptibility for a Cu_{2}O crystal, calculated by the formula (29), taking into account the excitonic effect, for two values of the electric-field strength \( F=10 \text{ V/cm} \) and \( F=20 \text{ V/cm} \), with the coherence radius \( \rho_0 = 0.2 \, a^* \), \( \Gamma = 0.05 \text{ meV} \).
FIG. 2: The same as in Fig. 1 for the imaginary part of the susceptibility.

FIG. 3: The difference $\Delta \chi = \chi(F) - \chi(F = 0)$ displayed for the data of Fig. 1 for two values of the applied electric field.

FIG. 4: Absorption spectrum in a one-dimensional model, calculated by the formula (48), taking into account the excitonic states with $n=2-20$.

FIG. 5: Real and imaginary part of susceptibility in the energetic region above the gap.

FIG. 6: (a) Imaginary part of the susceptibility for a Cu$_2$O crystal, calculated by Eq. (20), by taking into account one exciton state and with the applied field strength $F=10$ V/cm, compared with those calculated without excitonic effects, with parameters as in Fig. 5. (b) The first derivative of susceptibility.
FIG. 7: The spectrum of the second derivative of susceptibility for a Cu$_2$O crystal and the applied field strength $F=0$-40 V/cm. The long period F-K oscillations are superimposed on Stark-shifted excitonic states, seen as thin lines.

FIG. 8: The same as in Fig. 7 over a wider range of energy. The border of F-K oscillations at 2172 meV is readily visible. Excitonic states with $n=8$-20 are taken into account.

FIG. 9: Transmission spectrum for a Cu$_2$O crystal with thickness 30 µm, calculated by the formula (51).

FIG. 10: The spectrum of the difference $\Delta T = T(F = 10 \text{ V/cm}) - T(F = 0)$. The dashed lines indicate the position of peaks obtained from the Eq. (31).