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ABSTRACT. We prove the energy identity and the no neck property for a sequence of smooth extrinsic polyharmonic maps with bounded total energy.

1. INTRODUCTION

Suppose that $\Omega$ is a smooth domain in $\mathbb{R}^n$ and that $N$ is a smooth compact submanifold in $\mathbb{R}^K$. For a $W^{2m,2}$-map $u$ from $\Omega$ to $N$, consider the (total) energy

$$E(u; \Omega) = \frac{1}{2} \int_\Omega |\nabla^m u|^2,$$

where $\nabla$ is the usual derivative of a function defined on $\Omega$. $E(u; \Omega)$ is called the extrinsic $m$-polyenergy, since it depends on the particular embedding of $N$ in $\mathbb{R}^K$.

The critical points of $E(u; \Omega)$ are called extrinsic polyharmonic maps. They are natural generalizations of harmonic maps, which have been extensively studied in the past decades. We expect many results in the theory of harmonic maps generalize to the case of polyharmonic maps, as confirmed by the study of biharmonic maps, which is a special case ($m = 2$) of polyharmonic maps. Of course, the main challenge is that the Euler-Lagrange equation is now an elliptic system of higher order.

Above the critical dimension ($n > 2m$), the regularity problem for general polyharmonic map ($m > 2$) is even harder than the biharmonic map case, due to the lack of a monotonicity formula. Nothing is known except the result of Angelsberg and Pumberger [2] which requires an assumption stronger than the energy bound. In this paper, we restrict ourselves to the critical dimension and assume $n = 2m$.

In the critical dimension, following the celebrated work of Hélein [9], we expect the weak solution to be smooth. In the biharmonic map case ($m = 2$), this is confirmed by Chang, Wang and Yang [3] when the target manifold is sphere (see also [25]) and by Wang [27] for general target manifold. For general (extrinsic) polyharmonic maps, Goldstein, Strzelecki and Zatorska-Goldstein [8] proved that a weakly polyharmonic map into sphere is smooth. For general target manifold, Moser [17] obtained the same result for energy minimizers using a flow method. It is completely solved in full generality by Gastel and Scheven [6]. Hence, in the critical dimension, any weakly polyharmonic map is smooth.

In this paper, we are interested in the compactness of a sequence of extrinsic and smooth polyharmonic maps with uniformly bounded energy. More precisely, let $u_i : B \to N$ be such a sequence with

$$E(u_i) := E(u_i; B) \leq \Lambda < \infty$$
where $B$ is the unit ball in $\mathbb{R}^{2m}$. Since $n = 2m$ is the critical dimension, there is an $\varepsilon$-regularity theorem (see Theorem A.1) which allows us to study the compactness and the blow-up of the sequence just as in the theory of harmonic maps in dimension 2 and biharmonic maps in dimension 4. Since the multi-bubble analysis is by now very standard (see [4] or [18]), we study only the single bubble case, i.e.

- $u_i$ converges locally smoothly on $\bar{B} \setminus \{0\}$ to a polyharmonic map $u_\infty$;
- there is a sequence $\lambda_i \to 0$ such that
  
  $$v_i(x) = u_i(\lambda_i x)$$

  converges in $C^\infty_{loc}(\mathbb{R}^{2m})$ to a polyharmonic map $\omega$;
- $\omega$ is the unique bubble.

For any small $\delta > 0$ and large $R > 0$, the behavior of $u_i$ on the neck domain $B_\delta \setminus B_{\lambda_i R}$ is not a priori known by the above assumption. The study of $u_i$ in this domain is usually called the neck analysis and consists of (at least) the following well known questions:

\begin{enumerate}
  \item[(Q1)] Is it true that
    \begin{equation}
    \lim_{\delta \to 0} \lim_{R \to \infty} \lim_{i \to \infty} \int_{B_\delta \setminus B_{\lambda_i R}} |\nabla^m u_i|^2 + |\nabla u_i|^{2m} = 0?
    \end{equation}
    An affirmative answer, which is known as the energy identity or energy quantization, would imply that there is no energy loss in the neck domain, i.e.,
    \begin{equation}
    \lim_{i \to \infty} E(u_i; B) = E(u_\infty; B) + E(\omega; \mathbb{R}^{2m}),
    \end{equation}
    where
    \begin{equation}
    E(u; \Omega) = \int_\Omega |\nabla^m u|^2 + |\nabla u|^{2m}.
    \end{equation}
  \item[(Q2)] Is it true that
    \begin{equation}
    \lim_{\delta \to 0} \lim_{R \to \infty} \lim_{i \to \infty} \text{osc}_{B_\delta \setminus B_{\lambda_i R}} u_i = 0?
    \end{equation}
    An affirmative answer, which is usually called the no neck property, means that the image of $u_\infty$ touches the image of $\omega$.
\end{enumerate}

These questions have been studied extensively for harmonic maps and biharmonic maps. We refer to [4, 12, 18, 19, 26] for harmonic maps and [11, 14, 16, 28, 30, 31] for biharmonic maps.

The main result of this paper is to confirm that the energy identity and the no neck property hold for the above mentioned sequence.

**Theorem 1.1.** Suppose that $\{u_i\}$ is a sequence of smooth (extrinsic) $m$-polyharmonic maps defined on $B \subset \mathbb{R}^{2m}$ and that $E(u_i) \leq \Lambda$ for some uniform constant $\Lambda > 0$. Assume that $u_i$ converges locally smoothly on $B \setminus \{0\}$ to $u_\infty$ and that there is $\lambda_i \to 0$ such that $v_i(x) := u_i(\lambda_i x)$ converges locally smoothly on $\mathbb{R}^{2m}$ to $\omega$. If $\omega$ is the only bubble, then (1.1) and (1.2) holds.

An easy corollary of Theorem 1.1 would be

**Corollary 1.2.** For $u_\infty$ and $\omega$ as above, both limits

$$\lim_{|x| \to 0} u_\infty \quad \text{and} \quad \lim_{|x| \to \infty} \omega$$

exist.
Corollary 1.2 is an obvious consequence of the removable of singularity theorem, which is proved first by [22] in the harmonic map case and is obtained as a consequence of the regularity of weak solution in the critical dimension for biharmonic maps in [27]. Notice that the regularity of weak solution of polyharmonic maps in the critical dimension is obtained by [6], hence a removable of singularity theorem should be a corollary of it. We also note that the argument in Section 6 of [16] can be used to give another proof of removable of singularity theorem for polyharmonic maps as the authors did for biharmonic maps.

The proof of Theorem 1.1 follows the general framework in [16], which was in turn motivated by the original idea of [22] and [20]. As is well known by now, the main challenge of the neck analysis is that the length of the neck, or equivalently, the ratio $\delta/(\lambda_i R)$, is out of control. The proof consists of two parts. The idea of the first part is to compare the map on the neck domain (using the cylinder coordinates) with its average on the spheres and notice that the difference is some approximate $m$-polyharmonic function, for which a three-circle lemma holds. This lemma then implies that the energy of $u_i$ involving (at least one) derivatives along the spherical direction decays exponentially along the neck (see (2.9)) so that when we do integration on the neck, the length of it does not matter. The second part is some far reaching generalization of the classical Pohozaev identity, which was introduced to the study of the neck analysis of harmonic maps, by [15].

While many arguments in [16] generalizes without much effort to the case of polyharmonic maps, the two most important ingredients in the argument, namely, the three-circle lemma and the Pohozaev type argument needs completely different proofs. It turns out that the generalization from $m = 2$ (the biharmonic map case) to $m > 2$ exploits some fine structure of the operator $\Delta^m$. In particular, we obtain the following three-circle lemma for $m$-polyharmonic function, which is new to the best of our knowledge.

**Theorem 1.3 (Lemma 2.1).** Let $B$ be the unit ball in $\mathbb{R}^{2m}$. There exists some constant $L$ depending only on $m$, such that for any nonzero smooth function $u$ on $B \setminus \{0\}$ satisfying

$$\Delta^m u = 0 \quad \text{on} \quad B \setminus \{0\}$$

and

$$\int_{\partial B_\rho} u = 0, \quad \forall \rho \in (0, 1),$$

the following three-circle property holds: for each $i \in \mathbb{Z}^+$,

$$2F_i(u) < e^{-L}(F_{i-1}(u) + F_{i+1}(u)),$$

where

$$F_i(u) = \int_{A_i} \frac{u^2}{|x|^{2m}} dx \quad \text{and} \quad A_i = B_{e^{-(i-1)L}} \setminus B_{e^{-iL}}.$$

The special case $m = 2$ is proved in [16]. However, the proof there is by brutal force and hence not instructive. Here we emphasize that this three-circle lemma is related to the weak orthogonality of a basis of polyharmonic functions on annular domains.

The paper is organized as follows. In Section 2, we follow the proof of [16] to give an outline of the proof of Theorem 1.1 and state a few results which generalizes to the $m$-polyharmonic maps trivially. It shall be clear by the end of that section that the proof
of Theorem 1.1 is complete except for the three circle Lemma 2.1, which we prove in Section 3, and the Pohozaev type argument, which we give in Section 4.

2. A FRAMEWORK OF NECK ANALYSIS

Suppose \( \{u_i\} \) is the sequence in Theorem 1.1. Since \( N \) is compact, \( \{u_i\} \) are uniformly bounded. Together with the uniform bound of \( E(u_i) \), it implies by interpolation and Sobolev embedding \( W^{m,2} \hookrightarrow W^{1,2m} \) that

\[
E(u_i) = \int_B |\nabla^m u_i|^2 + |\nabla u_i|^{2m}
\]

is also uniformly bounded so that the \( \varepsilon \)-regularity theorem (see Theorem A.1) can be applied.

By the assumption of Theorem 1.1, \( \omega \) is the only bubble and hence by an argument in \([4]\), we have that: for any \( \varepsilon > 0 \), there exist small \( \delta > 0 \) and large \( R > 0 \) such that

\[
\limsup_{i \to \infty} \int_{B_2 \setminus B_{\rho/2}} |\nabla^m u_i|^2 + |\nabla u_i|^{2m} < \varepsilon 
\]

for any \( \rho \in (2\lambda_i R, \delta/2) \). For sufficiently small \( \varepsilon \) and any fixed \( \rho \) as above, by setting \( v(x) = u_i(\rho x) \) and applying Theorem A.1 to \( v \) as a map defined on \( B_2 \setminus B_{1/2} \), we obtain, for any \( l \in \mathbb{N} \),

\[
\max_{\partial B_{\rho}} |\nabla^l u_i| \leq C \varepsilon^{1/(2m)}. 
\]

The estimate (2.2) is at the borderline of being able to answer (Q1) and (Q2) and what we need is just any slight improvement of (2.2). More precisely, Theorem 1.1 follows from

Claim 1. There exists some \( \sigma > 0 \) such that

\[
\max_{\partial B_{\rho}} \rho^l |\nabla^l u_i| \leq C(\sigma, l) \varepsilon^{1/(2m)} \left( \left( \frac{\delta}{\rho} \right)^{-\sigma} + \left( \frac{\rho}{\lambda_i R} \right)^{-\sigma} \right) 
\]

for \( \rho \in (2\lambda_i R, \delta/2) \) and \( l \in \mathbb{N} \).

Remark. Claim 1 remains equivalent if we replace the left hand side of (2.3) by

\[
\max_{\partial B_{\rho}} \rho^{l-1} |\nabla^{l-1}(\rho \nabla) u_i| .
\]

To see this, we need to show that the following two quantities

\[
\max_{l=1,\ldots,l_0} \max_{\partial B_{\rho}} \rho^l |\nabla^l u|
\]

and

\[
\max_{l=1,\ldots,l_0} \max_{\partial B_{\rho}} \rho^{l-1} |\nabla^{l-1}(\rho \nabla) u| .
\]

can bound each other up to some constant.

While this is trivial for \( l_0 = 1 \), the general case is proved by induction and the proof, which can be simplified by scaling \( \partial B_{\rho} \) to \( \partial B_1 \), is omitted.
2.1. The radial-tangential decomposition. As usual, we would like to decompose the energy into the radial part and the tangent (to the sphere) part. For example, in the harmonic map case (in dimension two), we have

$$|\nabla u|^2 = |\partial_\rho u|^2 + |\rho^{-1} \partial_\theta u|^2.$$  

However, in the polyharmonic map case, an analog of the above equation is not obvious due to two reasons: first, the tangent derivative (for \( m > 1 \)) cannot be expressed easily by partial derivatives as \( \partial_\theta \) does in the case of \( S^1 \), and second, the energy involves higher order derivatives instead of just the gradient.

To solve this problem, recall that \( S^{2m-1} \) is the homogeneous space \( SO(2m)/SO(2m-1) \). Let \( \{ \alpha_k \}_{k=1}^{m(2m-1)} \) be an orthonormal basis of the Lie algebra \( \mathfrak{so}(2m) \), which induces Killing fields \( \{ X_k \}_{k=1}^{m(2m-1)} \) on \( S^{2m-1} \). By [10, Lemma 2], there exist \( m(2m-1) \) smooth vector fields \( Y_1, \ldots, Y_{m(2m-1)} \) on \( S^{2m-1} \) such that for any \( y \in S^{2m-1} \) and any tangent vector \( V \in T_y S^{2m-1} \), we have

$$V = \sum_{k=1}^{m(2m-1)} \langle V, X_k(y) \rangle_{S^{2m-1}} Y_k(y).$$  

Next, we extend the above construction to \( \mathbb{R}^{2m} \setminus \{ 0 \} \). For that purpose, we identify \( S^{2m-1} \) with \( \partial B_1 \), the boundary of the unit ball, and notice that there is a natural diffeomorphism between \( \partial B_1 \) and \( \partial B_\rho \) for all \( \rho \neq 0 \), which we call \( \Psi_\rho \). By using \( \Psi_\rho \), \( X_k \) and \( Y_k \) are extended to be vector fields on \( \mathbb{R}^{2m} \setminus \{ 0 \} \), which are tangent to \( \partial B_{\rho|} \) at \( x \in \mathbb{R} \setminus \{ 0 \} \). With these definitions and noticing the fact that \( \Psi_\rho \) pulls back the inner product on \( \partial B_1 \) to be

$$\frac{1}{\rho^2} \langle \cdot, \cdot \rangle_{\partial B_\rho},$$

we have

$$V = \sum_{k=1}^{m(2m-1)} \frac{1}{|x|^2} \langle V, X_k(x) \rangle Y_k(x),$$

for any \( x \in \mathbb{R}^{2m} \setminus \{ 0 \} \) and \( V \in T_x(\partial B_{\rho|}) \). Here we have omitted the subscript of the inner product, because the inner product of \( \partial B_\rho \) is induced from that of \( \mathbb{R}^{2m} \) and we now take every vector as living in \( \mathbb{R}^{2m} \).

Finally, by adding the radial component, we arrive at the decomposition formula:

$$V = \langle V, \partial_\rho \rangle \partial_\rho + \sum_{k=1}^{m(2m-1)} \frac{1}{|x|^2} \langle V, X_k(x) \rangle Y_k(x) \quad (2.4)$$

for all \( V \in \mathbb{R}^{2m} \) and \( x \in \mathbb{R}^{2m} \setminus \{ 0 \} \). In particular, if we let \( V = \nabla u_i \) and multiply both sides of (2.4) by \( |x| = \rho \), we find

$$\rho \nabla u_i = (\rho \partial_\rho u) \partial_\rho + \sum_{k=1}^{m(2m-1)} (X_k u_i) \frac{Y_k}{\rho}. \quad (2.5)$$

As vectors in \( \mathbb{R}^{2m} \), \( \partial_\rho(x) \) and \( \frac{Y_k}{\rho}(x) \) is independent of \( |x| \), which implies that for any \( l \geq 0 \), there is a constant \( C_l \) such that

$$\max_{\partial B_\rho} |\rho^l \nabla^l (\partial_\rho)| \leq C_l, \quad \max_{\partial B_\rho} \rho^l \nabla^l \left( \frac{Y_k}{\rho} \right) \leq C_l. \quad (2.6)$$
By (2.6) and the remark after Claim 1, we can take $\rho^{l-1}\nabla^{l-1}$ on both sides of (2.5) to see that Claim 1 (and hence Theorem 1.1) is a consequence of

Claim 2. There exists some $\sigma > 0$ such that for any $l \in \mathbb{N}$ and $\rho \in (2\lambda_i R, \delta/2)$,

$$\max_{k=1,\ldots,m(2m-1)} \max_{\partial B_\rho} \rho^l |\nabla^l (X_k u_i)| \leq C(\sigma, l) \varepsilon^{1/(2m)} \left( \left( \frac{\delta}{\rho} \right)^{-\sigma} + \left( \frac{\rho}{\lambda_i R} \right)^{-\sigma} \right)$$

and

$$\max_{\partial B_\rho} \rho^l |\nabla^l (\rho \partial_\rho u_i)| \leq C(\sigma, l) \varepsilon^{1/(2m)} \left( \left( \frac{\delta}{\rho} \right)^{-\sigma} + \left( \frac{\rho}{\lambda_i R} \right)^{-\sigma} \right).$$

In the rest of this paper, we often work in cylinder coordinates $(t, \theta)$, where $t = \log \rho$ and $\theta \in S^{2m-1}$, so that (2.7) and (2.8) become

$$\max_{k=1,\ldots,m(2m-1)} \max_{\partial B_\rho} \rho^l |\nabla^l (X_k u_i)| \leq C(\sigma, l) \varepsilon^{1/(2m)} \left( e^{-\sigma(\log \delta - t)} + e^{-\sigma(t - \log \lambda_i R)} \right)$$

and

$$\max_{\partial B_\rho} \rho^l |\nabla^l (\partial_\rho u_i)| \leq C(\sigma, l) \varepsilon^{1/(2m)} \left( e^{-\sigma(\log \delta - t)} + e^{-\sigma(t - \log \lambda_i R)} \right).$$

In the next two subsections, we give the proofs of (2.9) and (2.10) respectively. The proofs are almost complete except for a few key lemmas that we prove in Section 3 and Section 4.

2.2. The decay of tangential derivatives. We prove (2.9) in this subsection. The idea is the same as in the biharmonic map case [16], except that we now need the three circle lemma for $m$-polyharmonic functions instead of biharmonic functions. Recall that a function $u$ is $m$-polyharmonic if and only if $\Delta^m u = 0$.

Lemma 2.1 (Three Circle Lemma, Theorem 1.3). Suppose $B \subset \mathbb{R}^{2m}$ is the unit ball. There exists a constant $L$ depending only on $m$, such that for any non-zero smooth $m$-polyharmonic function $u$ on $B \setminus \{0\}$ satisfying (in the polar coordinates)

$$\int_{\partial B_\rho} u = 0 \quad \forall \rho \in (0, 1),$$

the following three-circle property holds

$$2F_i(u) < e^{-L} (F_{i-1}(u) + F_{i+1}(u)), \quad \forall i = 1, 2, \ldots,$$

where

$$F_i(u) : = \int_{A_i} \frac{u^2}{|x|^{2m}} \, dx \quad \text{and} \quad A_i : = B_{e^{-L} i} \setminus B_{e^{-i} i}.$$

The proof will be given in Section 3.

Definition 2.2. A smooth function $u : B_{r_2} \setminus B_{r_1}$ is called an $\eta$-approximate $m$-polyharmonic function if it satisfies

$$\Delta^m u = a_1 \nabla^{2m-1} u + \cdots + a_{2m} u + \frac{1}{|\partial B_\rho|} \int_{\partial B_\rho} b_1 \nabla^{2m-1} u + \cdots + b_{2m} u,$$
where \(a_i\) and \(b_i\) are smooth functions satisfying
\[
|a_j| + |b_j| \leq \frac{\eta}{|x|^j} \quad \text{on} \quad B_{r_2} \setminus B_{r_1}
\]
for \(j = 1, \cdots, 2m\).

The three circle lemma generalizes to the case of \(\eta\)-approximate \(m\)-polyharmonic function for small \(\eta\).

**Theorem 2.3 ([16, Theorem 3.4]).** There is some constant \(\eta_0 > 0\) such that the following is true. For \(L\) given in Lemma 2.1 and \(\eta_0\)-approximate \(m\)-polyharmonic function \(u\) defined on \(A_{i-1} \cup A_i \cup A_{i+1}\) (for any \(i \in \mathbb{N}\)) satisfying
\[
\int_{\partial B_{\rho}} u = 0 \quad \forall \rho \in [e^{-(i-2)L}, e^{-(i+1)L}],
\]
we have

(a) if \(F_{i+1}(u) \leq e^{-L} F_i(u)\), then \(F_i(u) \leq e^{-L} F_{i-1}(u)\);

(b) if \(F_{i-1}(u) \leq e^{-L} F_i(u)\), then \(F_i(u) \leq e^{-L} F_{i+1}(u)\);

(c) either \(F_i(u) \leq e^{-L} F_{i-1}(u)\), or \(F_i(u) \leq e^{-L} F_{i+1}(u)\).

The proof of this theorem is almost the same as Theorem 3.4 in [16] and is therefore omitted.

To make use of Theorem 2.3, we define
\[
w_i := u_i - u_i^*
\]
where \(u_i^*(\rho) := \int_{\partial B_{\rho}} u_i\) is the average of \(u_i\) on \(\partial B_{\rho}\).

**Lemma 2.4 ([16, Lemma 4.1]).** There is \(\epsilon_1 > 0\) such that if \(\epsilon\) in (2.1) is smaller than \(\epsilon_1\), then \(w_i\) defined in (2.14) is \(\eta_0\)-approximate \(m\)-polyharmonic function for the \(\eta_0\) given in Theorem 2.3.

As a corollary, we have

**Corollary 2.5 ([16, Lemma 4.2]).** For \(\epsilon < \epsilon_1\) in (2.1) and \(i\) sufficiently large, assume without loss of generality that
\[
\Sigma_i = B_{\delta} \setminus B_{\Lambda_i R} = \bigcup_{l=l_0}^{l_i} A_l.
\]

Then we have
\[
F_i(w_i) \leq C\epsilon^{1/m} \left( e^{-L(l-l_0)} + e^{-L(l_i-l)} \right)
\]
for some constant \(C\) independent of \(i\).

The proofs of Lemma 2.4 and Corollary 2.5 are straightforward generalization of the corresponding proofs in [16] and are omitted.

The next lemma concludes the discussion of this subsection by giving a proof of (2.9), which is stronger than Lemma 4.3 of [16] in the sense that we bound any higher order derivatives.

**Lemma 2.6.** The inequality (2.9) holds for \(\sigma = 1/2\).
Proof. For each $\rho = e^t \in [2\lambda_i R, e^{\frac{t}{2}}]$, Corollary 2.5 implies that
\[
\int_{B_{2\rho} \setminus B_{\rho/2}} \frac{w_i^2}{|x|^{2m}} dx \leq C\varepsilon^{1/m} \left( e^{-(t-\log(\lambda_i R))} + e^{-(\log \delta - t)} \right).
\]
Recall that by Lemma 2.4, $w_i$ is a solution of (2.13). A version of $L^p$ estimate applied to (2.13) (see [16, Lemma 3.3]) gives
\[
\max_{k=1, \ldots, m} \max_{B_{3\rho/2} \setminus B_{2\rho/3}} |X_k u_i| \leq C\varepsilon^{1/2m} \left( e^{-(t-\log(\lambda_i R))} + e^{-(\log \delta - t)} \right).
\]
Here $X_k$ are the Killing fields in Subsection 2.1. All higher order estimates of $X_k u_i$ follow from (2.15) and Lemma B.1. \qed

2.3. The decay of radial derivatives. In the case of harmonic maps (in dimension two), the well known Pohozaev identity ensures that
\[
\int_{S^1} \rho^{-2} \left| \frac{\partial u_i}{\partial \theta} \right|^2 d\theta = \int_{S^1} \left| \frac{\partial u_i}{\partial \rho} \right|^2 d\theta.
\]
The proof of this equality is simply the integration by parts and the elementary observation that
\[
\int_{S^1} \Delta u_i \cdot \partial_\rho u_i d\theta = 0.
\]
In [16], the authors discovered that by a similar argument, one obtains not the direct comparison between the tangential and radial energy, but an ordinary differential inequality which describes the dynamics of the radial energy along the neck, and in which the tangential energy appears as a small perturbation term. In other words, the radial energy itself has an internal tendency of exponential decay, rather than simply following the decay of tangential energy. This is a key difference between the neck analysis of harmonic maps and polyharmonic maps.

In the rest of this subsection, we present this argument in the setting of (extrinsic) polyharmonic maps and show that a similar first order non-homogeneous linear difference inequality (c.f. (2.27)) still gives the decay of radial energy. The derivation of this ordinary differential inequality exploits some special structure of the polyharmonic operator $\Delta^m$, the details of which is proved in Section 4.

We prefer working in the cylinder coordinates $(t, \theta)$, where $\rho = e^t$ and $\theta \in S^{2m-1}$. Since
\[
\Delta u(t, \theta) = e^{-2t} \left( \partial_t^2 u + 2(m-1) \partial_t u + \Delta_{S^{2m-1}} u \right)
\]
and
\[
[e^{-at}, \Delta_{S^{2m-1}}] = 0, \quad [e^{-at}, \partial_t] = a e^{-at}
\]
for any $a \in \mathbb{R}$, there is a polynomial $P$ of constant coefficients such that
\[
\Delta^m u = e^{-2mt} P(\partial_t, \Delta_{S^{2m-1}}) u.
\]
Our Pohozaev type argument relies crucially on the following elementary observations on $P$, whose proof can be found in Section 4.

Lemma 2.7. Suppose that the polynomial $P$ defined in (2.16) is given by
\[
P(\partial_t, \Delta_{S^{2m-1}}) = \sum_{1 \leq p+2q \leq 2m} \sum_{p,q \in \mathbb{N} \cup \{0\}} a_{p,q} \partial_t^p \Delta_{S^{2m-1}}^q u.
\]
Then the constant coefficients \( \{ a_{p,q} \} \) satisfy
\[
a_{p,q} = 0 \quad \text{for } p = 1, 3, \ldots, 2m - 1,
\]
and
\[
(-1)^{m-q}a_{p,0} > 0 \quad \text{for } p = 2, 4, \ldots, 2m.
\] (2.18)

As usual, the starting point of the Pohozaev argument is
\[
\int_{S^{2m-1}} \Delta^m u \cdot \partial_t u \, d\theta = 0,
\] (2.19)
where we have used the fact that \( \partial_t u \) is a tangent vector of \( N \) at \( u \) and \( \Delta^m u \) is a normal vector of \( N \) at the same point by the Euler-Lagrange equation of the extrinsic polyharmonic maps (see [2, Lemma 2.1]).

By using integration by parts and (2.16), (2.17), (2.19), we obtain

**Lemma 2.8.** Assume that \( u \) is a smooth (extrinsic) \( m \)-polyharmonic map defined on \( B \setminus \{0\} \). Then
\[
\int_{S^{2m-1}} P(\partial_t, \Delta S^{2m-1}) u \cdot \partial_t u = \partial_t \int_{S^{2m-1}} (Q + \Theta) = 0,
\] (2.20)
where
\[
Q = \sum_{n=1}^m (-1)^{n+1} (n - 1/2) a_{2n,0} |\partial_t^n u|^2
+ \partial_t \left[ \sum_{n=1}^m \sum_{k=1}^{n-1} \sum_{l=1}^{n-k} (-1)^{k+l} a_{2n,0} |\partial_t^{k+l-1} u| \partial_t^{2n-k-l} u \right],
\] (2.21)
and \( \Theta \) is a quadratic homogeneous polynomial of
\[
\partial_t^p (\nabla S^{2m-1})^{q_2} (\Delta S^{2m-1})^{q_1} u
\]
where \( q_2 \) is either 0 or 1 and \( 1 \leq 2q_1 + q_2 \leq 2m - 1, p = 0, 1, \ldots, 2m - 3. \)

The proof of Lemma 2.8 will be given in Section 4.

Now, for any fixed \( i \), since \( u_i \) as a function defined on \( B \) is smooth at the origin,
\[
\lim_{t \to -\infty} (Q + \Theta) = 0,
\]
which implies that
\[
\lim_{t \to -\infty} \int_{S^{2m-1}} (Q + \Theta) d\theta = 0.
\] (2.22)

By integrating (2.20) over \((-\infty, t)\) and using (2.22), we know that for all \( t < 0 \),
\[
0 = \int_{S^{2m-1}} \left\{ \Theta + \sum_{n=1}^m (n - 1/2) (-1)^{n+1} a_{2n,0} |\partial_t^n u_i|^2
+ \partial_t \left[ \sum_{n=1}^m \sum_{k=1}^{n-1} \sum_{l=1}^{n-k} (-1)^{k+l} a_{2n,0} |\partial_t^{k+l-1} u_i| \partial_t^{2n-k-l} u_i \right] \right\},
\] (2.23)

This equation (2.23) is the polyharmonic map version of Pohozaev identity. The first term involves the \( \theta \)-derivatives of \( u_i \) and decays as we need by Lemma 2.6. More precisely, we have
\[
|\Theta| \leq C(\sigma) \varepsilon^{1/m} \left( e^{-\sigma \log \delta - t} + e^{-\sigma (t - \log(\lambda_i R))} \right)
\] (2.24)
for some $\sigma > 0$ and any $t \in (\log(2\lambda_i R), \log(\delta/2))$. To see this, we observe that

$$\nabla_{S^{2m-1}} u_i = \rho \nabla_{\partial B^r_i} u_i = \sum_{k=1}^{m(2m-1)} (X_k u_i) \frac{Y_k}{\rho}$$

by (2.5)

and

$$|\partial^p \nabla_{S^{2m-1}}^q w| \leq C \max_{l=1,\ldots,p+q} |\rho^l \nabla^l w|$$

for any function $w$.

Hence, (2.24) follows from (2.9) and (2.6)

Thanks to Lemma 2.7, the second term of (2.23) (up to a sign) dominates

$$\int_{S^{2m-1}} \sum_{n=1}^{m} |\partial^n u_i|^2,$$

which is a sum of the radial derivatives. However, (2.23) does not give a direct comparison between $\Theta$ and the radial derivatives (represented by the second term) because of the existence of the last term.

Before we prove (2.10), we integrate (2.23) over the whole neck cylinder $S^{2m-1} \times (\log \lambda_i R, \log \delta)$ to see

$$\int_{\log \lambda_i R}^{\log \delta} \int_{S^{2m-1}} \sum_{n=1}^{m} |\partial^n u_i|^2 \, d\theta dt \leq C \int_{\log \lambda_i R}^{\log \delta} \int_{S^{2m-1}} |\Theta| \, d\theta dt$$

$$+ C \sum_{n=1}^{m} \sum_{k=1}^{n-1} \sum_{l=1}^{n-k} \left\{ \int_{S^{2m-1} \times \{\log \lambda_i R\}} + \int_{S^{2m-1} \times \{\log \delta\}} \right\} |a_{2n,0} \partial_t^{k+l-1} u_i \partial_t^{2n-k-l} u_i|,$$

for some constant $C$ depends only on $m$. By (2.24) and (2.2), we have

$$\int_{\log \lambda_i R}^{\log \delta} \int_{S^{2m-1}} \sum_{n=1}^{m} |\partial^n u_i|^2 \, d\theta dt \leq C \varepsilon^{1/m}.$$  

(2.25)

**Remark.** Although we do not need this for the proof of our main theorem, we remark that (2.25) and (2.9) together could be used to give an affirmative answer to (Q1) in the introduction. It suffices to get an expression of the energy density in cylinder coordinates and show that the integration of its radial part on the neck domain is small by (2.25).

For the proof of (2.10), we notice that (2.23) amounts to a difference inequality, which gives the desired exponential decay in (2.10). To see this, consider some fixed $t_0 \in [\log \lambda_i R, \log \delta]$ and for each $t \in [1, \min \{t_0 - \log \lambda_i R, \log \delta - t_0\} - 1]$, set

$$F(t) = \int_{t_0-t}^{t_0+t} \int_{S^{2m-1}} (n-1/2)(-1)^{m-n} a_{2n,0} |\partial^n u_i|^2 \, d\theta dt.$$

Multiplying by $(-1)^{m+1}$ and integrating (2.23) over $(t_0 - t, t_0 + t)$ yields

$$F(t) = \int_{t_0-t}^{t_0+t} \int_{S^{2m-1}} \left\{ (-1)^m \Theta + \partial_t \left[ \sum_{n=1}^{m} \sum_{k=1}^{n-1} \sum_{l=1}^{n-k} (-1)^{m+k+l} a_{2n,0} \partial_t^{k+l-1} u_i \partial_t^{2n-k-l} u_i \right] \right\}$$

$$\leq \int_{t_0-t}^{t_0+t} \int_{S^{2m-1}} |\Theta| + \sum_{n=1}^{m} \sum_{k=1}^{n-1} \sum_{l=1}^{n-k} \left\{ \int_{S^{2m-1} \times \{t_0-t\}} + \int_{S^{2m-1} \times \{t_0+t\}} \right\} |a_{2n,0} \partial_t^{k+l-1} u_i \partial_t^{2n-k-l} u_i|.$$
Since $\partial_t u_i$ satisfies some homogeneous elliptic system whose coefficients are well controlled, we have (see Lemma B.1 and notice that $k + l - 1, 2n - k - l \geq 1$)

$$
|\partial_t^{k+l-1} u_i \partial_t^{2n-k-1} u_i|_{S^{2m-1} \times \{t\}} \leq C \|\partial_t u_i\|_{L^2(S^{2m-1} \times [t-1,t+1])}^2,
$$

which implies that

$$
F(t) \leq \int_{t_0-t}^{t_0+t} \int_{S^{2m-1}} |\Theta| + C \left( \int_{t_0-t-1}^{t_0-t+1} \int_{S^{2m-1}} \partial_t u_i \right)^2
$$

$$
\leq \int_{t_0-t}^{t_0+t} \int_{S^{2m-1}} |\Theta| + C \left( \int_{t_0-t-1}^{t_0-t+1} \int_{S^{2m-1}} \partial_t u_i \right)^2
$$

which follows from (2.28).

Our next lemma makes use of (2.27) to prove the exponential decay that we need.

**Lemma 2.9.** Let $t_0$ and $F(t)$ be as above, then

$$
F(1) \leq C \varepsilon^{1/m} \left( e^{-\bar{\sigma}(\log \delta - t_0)} + e^{-\bar{\sigma}(t_0 - \log \lambda, R)} \right),
$$

where $C$ and $\bar{\sigma}$ are two constants independent of $u_i$ and $\varepsilon$ is the constant in (2.1).

We postpone the proof of Lemma 2.9 to Section 4. Assuming Lemma 2.9, (2.10) follows from (2.28) and Lemma B.1.

### 3. Three Circle Lemma for $m$-Polyharmonic Function

In this section, we prove Lemma 2.1, which is a property of $m$-polyharmonic function. By a well known argument of separation of variables, we can write down all $m$-polyharmonic functions defined on an annular domain.

**Lemma 3.1.** Suppose that $u$ is an $m$-polyharmonic function defined on $B_{r_2} \setminus B_{r_1} \subset \mathbb{R}^{2m}$ and let $(t, \theta)$ be the cylinder coordinates as before. Then there exist real numbers $A_0, B_0, C_{0,k}, D_{0,k}$ and $C^l_{n,k}, D^l_{n,k}$ such that

$$
u(t, \theta) = A_0 + B_0 t + \sum_{k=2}^{m} \left( C_{0,k} e^{2(k-1)t} + D_{0,k} e^{-2(k-1)t} \right)
$$

$$
+ \sum_{n=1}^{\infty} \sum_{l=1}^{h_n} \sum_{k=1}^{m} \left( C^l_{n,k} e^{(n+2(k-1))t} + D^l_{n,k} e^{-(n+2(k-1))t} \right) \phi^l_n(\theta).
$$

Here $\{\phi^l_n \mid n \in \mathbb{N} \text{ and } l = 1, \ldots, h_n\}$ is the set of normalized spherical harmonic functions such that

$$
\Delta_{S^{2m-1}} \phi^l_n = -n(n + 2m - 2) \phi^l_n
$$

and they form an orthonormal basis of $L^2(S^{2m-1})$.

Moreover, if for each $\rho \in (r_1, r_2)

$$
\int_{\partial B_{\rho}} u = 0,
$$

then $A_0 = B_0 = C_{0,k} = D_{0,k} = 0$ in the above expansion.
For the proof of Lemma 2.1, we first observe that by the scaling invariance it suffices to prove the lemma for $i = 1$. Then we compute $F_i(u)$ in cylinder coordinates, using Lemma 3.1,

$$F_i(u) = \int_{-iL}^{e^{-i(i-1)L}} \int_{S^{2m-1}} \frac{u^2}{\rho^{2m}} d\rho d\theta = \int_{-iL}^{-iL+L} \int_{S^{2m-1}} u^2 dt d\theta$$

$$= \int_{-iL}^{-iL+L} \sum_{n=1}^{\infty} \sum_{l=1}^{h_n} \left[ \sum_{k=1}^{m} (C_{n,k} e^{(n+2(k-1))t} + D_{n,k} e^{-(n+2(k-1))t}) \right]^2 dt.$$

Here in the above computation, we exploit the fact that $\{\phi^l_n\}$ is an orthonormal basis. As a consequence of the above computation, it suffices to prove Lemma 2.1 for

$$u(t,\theta) = \sum_{k=1}^{m} (A_k e^{(n+2(k-1))t} + B_k e^{-(n+2(k-1))t}) \phi^l_n(\theta)$$

with fixed $l$ and $n$.

For simplicity, set

$$n_k = n + 2(k-1), \quad k = 1, 2, \ldots, m$$

and

$$G(t) = \left( \sum_{k=1}^{m} (A_k e^{n_k t} + B_k e^{-n_k t}) \right)^2.$$

Lemma 2.1 is now reduced to the claim that there exists some universal number $L > 0$ such that

$$2 \int_{-L}^{0} G(t)dt < e^{-L} \int_{-L}^{0} G(t - L) + G(t + L)dt$$

(3.1) holds for any $A_k$ and $B_k$. Since $A_k$ and $B_k$ are arbitrary, (3.1) can be replaced by

$$2 \int_{-L/2}^{L/2} G(t)dt < e^{-L} \int_{-L/2}^{L/2} G(t - L) + G(t + L)dt: = e^{-L} (I + II)$$

(3.2)

By the elementary inequality

$$(x + y)^2 \geq \frac{x^2}{2} - y^2, \quad \forall x, y \in \mathbb{R},$$

we compute

$$I = \int_{-L/2}^{L/2} \left[ \sum_{k=1}^{m} (A_k e^{n_k t} + B_k e^{-n_k t}) \right]^2 dt$$

$$= \int_{L/2}^{3L/2} \left[ \sum_{k=1}^{m} (A_k e^{-n_k t} + B_k e^{n_k t}) \right]^2 dt$$

$$\geq \frac{1}{2} \int_{L/2}^{3L/2} \left( \sum_{k=1}^{m} B_k e^{n_k t} \right)^2 dt - \int_{L/2}^{3L/2} \left( \sum_{k=1}^{m} A_k e^{-n_k t} \right)^2 dt: = I_1 - I_2,$$
and similarly

\[
\Pi = \int_{L/2}^{3L/2} \left[ \sum_{k=1}^{m} (A_k e^{nk} + B_k e^{-nk}) \right]^2 dt \\
\geq \frac{1}{2} \int_{L/2}^{3L/2} \left( \sum_{k=1}^{m} A_k e^{nk} \right)^2 dt - \int_{L/2}^{3L/2} \left( \sum_{k=1}^{m} B_k e^{-nk} \right)^2 dt; = \frac{\Pi_1}{2} - \Pi_2.
\]

We need the following lemma

**Lemma 3.2.** There exists \(L_0 > 0\) and \(\tilde{C}\) depending only on \(m\) such that for any \(x_0 \in \mathbb{R}\), \(A_k \in \mathbb{R}\), \(L > L_0\) and \(n \in \mathbb{N}\),

\[
\int_{x_0}^{x_0+L} \left( \sum_{k=1}^{m} A_k e^{nk} \right)^2 dt \geq \delta_{m,n} \int_{x_0}^{x_0+L} \sum_{k=1}^{m} A_k^2 e^{2nk} dt,
\]

where \(\delta_{m,n} = \tilde{C} e^{-nL/2}\).

This result is the “weak orthogonal” relation mentioned in the introduction and we have an explicit formula for \(\delta_{m,n}\), from which we learn that the “orthogonal” relation gets weaker and weaker as \(n\) gets larger. Fortunately, this is enough for the proof of Lemma 2.1. Before the proof of Lemma 3.2, we show how Lemma 2.1 follows from it.

By Lemma 3.2 and \(n_k \geq n\),

\[
I_1 + II_1 \geq \delta_{m,n} \int_{L/2}^{3L/2} \sum_{k=1}^{m} (A_k^2 + B_k^2) e^{2nk} dt \geq \delta_{m,n} Le^{nL} \sum_{k=1}^{m} (A_k^2 + B_k^2). \tag{3.3}
\]

By Schwartz inequality and \(n_k \geq n\) again,

\[
I_2 + II_2 \leq m \int_{L/2}^{3L/2} \sum_{k=1}^{m} (A_k^2 + B_k^2) e^{-2nk} dt \leq mLe^{-nL} \sum_{k=1}^{m} (A_k^2 + B_k^2).
\]

There is \(L_1 > L_0\) (depending only on \(m\)) such that for all \(L > L_1\), we have

\[
\delta_{m,n} e^{nL} = \tilde{C} e^{nL/2} \geq 4me^{-nL}, \quad \forall n \geq 1,
\]

which implies that

\[
I_1 + II_1 \geq 4(I_2 + II_2)
\]

and

\[
I + II \geq \frac{1}{2} (I_1 + II_1) - I_2 - II_2 \geq \frac{1}{4} (I_1 + II_1). \tag{3.4}
\]

Back to the proof of (3.2), its right hand side is estimated by

\[
\text{RHS} \geq e^{-L} (I + II) \geq \frac{e^{-L}}{4} (I_1 + II_1)
\]

\[
\geq \frac{\delta_{m,n} e^{-L}}{4} \int_{L/2}^{3L/2} \sum_{k=1}^{m} (A_k^2 + B_k^2) e^{2nk} dt
\]

\[
= \sum_{k=1}^{m} \left( \frac{\delta_{m,n} e^{-L}}{8n_k} (e^{3n_k L} - e^{n_k L}) \right) (A_k^2 + B_k^2),
\]
where we have used (3.4) and the first half of (3.3). On the other hand, by Schwartz inequality, the left hand side of (3.2) is estimated by
\[ \text{LHS} \leq 4m \int_{-L/2}^{L/2} \sum_{k=1}^{m} (A_k^2 e^{2nt} + B_k^2 e^{-2nt}) \, dt \]
\[ \leq \sum_{k=1}^{m} 4m L e^{nL} (A_k^2 + B_k^2) \]
Since \( \sum_{k=1}^{m} A_k^2 + B_k^2 \neq 0 \), for the proof of (3.2), it suffices to show
\[ 4m L e^{nL} < \delta_{m,n} e^{L} (e^{3nL} - e^{nL}), \quad \forall k = 1, \ldots, m. \]
Using \( \delta_{m,n} = \tilde{C} e^{-nL/2} \) and \( n \leq n_k < n + 2m \), it is further reduced to
\[ 32m (n + 2m) L < \tilde{C} e^{-(n/2+1)L} (e^{2nL} - 1). \]
\[ (3.5) \]
In summary, to prove Lemma 2.1, it suffices to find \( L \) such that (3.5) holds for any \( n \). For that purpose, we choose \( L > L_1 \) satisfying
(i)
\[ e^{2nL} - 1 > \frac{1}{2} e^{2nL}, \quad \forall n \in \mathbb{N}; \]
(ii)
\[ 32m (nL) \leq \frac{\tilde{C}}{4} e^{nL/2}, \quad \forall n \in \mathbb{N}; \]
(iii)
\[ 64m^2 L \leq \frac{\tilde{C}}{4} e^{L/2}. \]
(i) implies that the right hand side of (3.5) is strictly larger than
\[ \frac{\tilde{C}}{2} e^{3nL/2 - L} \geq \frac{\tilde{C}}{2} e^{nL/2} \geq \frac{\tilde{C}}{4} \left( e^{nL/2} + e^{L/2} \right). \]
On the other hand, by (ii) and (iii), the left hand side of (3.5) is no larger than
\[ \frac{\tilde{C}}{4} \left( e^{nL/2} + e^{L/2} \right). \]
Hence we finish the proof of Lemma 2.1.

The rest of this section is devoted to the proof of Lemma 3.2. By choosing a different set of \( A_k \) and setting \( t' = t - x_0 \) if necessary, we may assume that \( x_0 = 0 \). Setting
\[ f_k(t) = \frac{e^{n_k t}}{\left( \int_0^L e^{2n_k t} \, dt \right)^{1/2}} \]
and exploiting the arbitrariness of \( A_k \) again, Lemma 3.2 is reduced to the inequality
\[ \int_0^L \left( \sum_{k=1}^{m} A_k f_k(t) \right)^2 \, dt \geq \delta_{m,n} \int_0^L \sum_{k=1}^{m} A_k^2 f_k^2(t) \, dt = \delta_{m,n} \sum_{k=1}^{m} A_k^2. \]
\[ (3.6) \]
Consider \( m \times m \) matrix \( M \), the entry of which in the \( k \)-th row and \( j \)-th column is given by

\[
M_{kj} = \langle f_k, f_j \rangle = \int_0^L f_k(t) f_j(t) dt.
\]

Clearly, \( M \) is positive definite as \( \{f_k\}_{k=1}^m \) are linearly independent. Denote the (real) eigenvalues of \( M \) by \( \lambda_m \geq \lambda_{m-1} \geq \cdots \geq \lambda_1 > 0 \). It suffices to show that \( \lambda_1 \geq \delta_{m,n} \), which is equivalent to (3.6). Direct computation shows that

\[
\lambda_1 = \frac{2\sqrt{n_k n_l}}{n_k + n_l} \frac{1 - e^{-(n_k + n_l)L}}{\sqrt{1 - e^{-2n_k L}} \sqrt{1 - e^{-2n_l L}}}.
\]

The lower bound of \( \lambda_1 \) is obtained by taking \( M \) as the perturbation of \( \overline{M} \) with error \( E \), i.e., \( M = \overline{M} + E \), where

\[
\overline{M}_{kj} = 2\sqrt{n_k n_l} \frac{1 - e^{-(n_k + n_l)L}}{n_k + n_l}.
\]

\( \overline{M} \) is also positive definite. An easy way to see this is to notice that

\[
\overline{M}_{kj} = \int_0^\infty \tilde{f}_k \tilde{f}_j dt
\]

where

\[
\tilde{f}_k(t) = \frac{e^{n_k t}}{\left( \int_0^\infty e^{2n_k t dt} \right)^{1/2}},
\]

and that \( \{\tilde{f}_k\}_{k=1}^m \) are linearly independent on \((0, +\infty)\).

The smallest eigenvalue \( \bar{\lambda}_1 \) of \( \overline{M} \) is related to \( \lambda_1 \) by

\[
\bar{\lambda}_1 = \inf_{|X|=1} X^T MX = \inf_{|X|=1} (X^T \overline{M} X + X^T EX)
\]

\[
\geq \bar{\lambda}_1 - \sup_{|X|=1} |X^T EX| \geq \bar{\lambda}_1 - |\lambda_E|,
\]

where \( |\lambda_E| = \sup_{|X|=1} |X^T EX| \). Hence, a lower bound of \( \lambda_1 \) follows from a lower bound of \( \bar{\lambda}_1 \) and an upper bound of \( |\lambda_E| \).

Note that \( E \) is symmetric, thus for some orthogonal matrix \( P \), \( P^T EP = \Lambda \) is diagonal. One can estimate \( \lambda_E \) by

\[
|\lambda_E|^2 = \sup_{|Y|=1} |Y^T \Lambda Y|^2 \leq \text{tr}(\Lambda^2) = \text{tr}(E^2) \leq m^2 \max_{k,l} |E_{kl}|^2
\]

\[
= m^2 \max_{k,l} \left| \frac{2\sqrt{n_k n_l}}{n_k + n_l} \frac{1 - e^{-(n_k + n_l)L}}{\sqrt{1 - e^{-2n_k L}} \sqrt{1 - e^{-2n_l L}}} - 1 \right|^2
\]

\[
\leq m^2 \max_{k,l} \left( \frac{1 - e^{-(n_k + n_l)L}}{\sqrt{1 - e^{-2n_k L}} \sqrt{1 - e^{-2n_l L}}} - 1 \right)^2
\]

\[
\leq m^2 \left( \frac{1}{1 - e^{-2n L}} - 1 \right)^2 = m^2 \left( \frac{e^{-2n L}}{1 - e^{-2n L}} \right)^2 \leq 4m^2 e^{-4n L}, \quad \forall L \geq 1,
\]

where we have used (in the forth line above) the facts

\[
n_k \geq n \geq 1 \text{ and } \frac{1 - xy}{\sqrt{1 - x^2} \sqrt{1 - y^2}} - 1 \geq 0, \quad \forall x, y \in (0, 1).
\]
Thus
\[ |\lambda_E| \leq 2me^{-2nL}, \quad \forall L \geq 1. \] (3.7)

Next, we will estimate \( \tilde{\lambda}_1 \). Clearly, \( \text{tr}(M) = m \), thus
\[ 0 < \tilde{\lambda}_1 \leq \tilde{\lambda}_2 \leq \cdots \leq \tilde{\lambda}_m < m. \]

If we regard \( m \) as a fixed number, then \( \det \overline{M} \) is a positive function of \( n \) alone, which is a rational function (with integer coefficients) of \( n \) with the degree of denominator no greater than (very roughly) \( m^2 \). (To see that \( \det \overline{M} \) is a rational function, it suffices to notice that in the definition of determinant, \( \sqrt{n_k} \) appears twice: once in the entry in the \( k \)-th row, once in the entry in the \( k \)-th column.) Thus for any \( L \geq 1 \), there is \( C > 0 \) depending on \( m \), such that
\[ e^{nL/2} \det \overline{M} \geq e^{n/2} \det \overline{M} \geq C > 0, \quad \forall n \in \mathbb{N}. \]

Then \( \tilde{\lambda}_1 \) can be estimated as
\[ \tilde{\lambda}_1 = \frac{\det \overline{M}}{\lambda_2 \cdots \lambda_m} \geq Ce^{-nL/2}m^{-(m-1)} = 2\tilde{C}e^{-nL/2}. \]

Combining the above estimate with (3.7), we obtain
\[ \lambda_1 \geq \hat{\lambda}_1 - |\lambda_E| \geq 2\tilde{C}e^{-nL/2} \left( 1 - \frac{m}{C}e^{-3nL/2} \right) \geq 2\tilde{C}e^{-nL/2} \left( 1 - \frac{m}{C}e^{-3L/2} \right). \]

Thus if we take \( L \) large enough (depending only on \( m \)) such that
\[ 1 - \frac{m}{C}e^{-3L/2} \geq \frac{1}{2}, \]

then
\[ \lambda_1 \geq \tilde{C}e^{-nL/2}, \]
and we finish the proof of Lemma 3.2.

4. THE POHOZAEV ARGUMENT

In this section, we complete the proof outlined in Subsection 2.3. Precisely, we give details of the proofs of Lemma 2.7, Lemma 2.8 and Lemma 2.9. Each proof takes up a subsection.

4.1. The structure of the polynomial \( P \). Recall that we have defined \( P \) to be the polynomial satisfying
\[ \Delta^m u = e^{-2mt} P(\partial_t, \Delta_{S^{2m-1}}) u. \]

The structure of \( P \) as described in Lemma 2.7 is revealed by an induction process. For that purpose, we define
\[ \Delta^l u = e^{-2lt} P_l(\partial_t, \Delta_{S^{2m-1}}) u \]
for \( l = 1, 2, \cdots, m \) with \( P = P_m \) and
\[ P_l(\partial_t, \Delta_{S^{2m-1}}) = \partial_t^2 + 2(m - 1)\partial_t + \Delta_{S^{2m-1}} = \partial_t(\partial_t + 2(m - 1)) + \Delta_{S^{2m-1}}. \]

By definition,
\[ P_{l+1} u = e^{2(l+1)t} \Delta^{l+1} u = e^{2(l+1)t} \Delta (e^{-2lt} P_l u) = e^{2lt}(\partial_t^2 + 2(m - 1)\partial_t + \Delta_{S^{2m-1}}) (e^{-2lt} P_l u). \]
Direct computation shows
\[ P_{l+1}u = (\Delta_{S^{2m-1}} + \partial_t^2 + 2(m - 1 - 2l)\partial_t - 4l(m - 1 - l)) P_l u. \]  
(4.1)

If we set
\[ \Box_l = \partial_t^2 + \Delta_{S^{2m-1}} - 4l(m - 1 - l) \]
and
\[ b_l = 2(m - 1 - 2l), \]
then (4.1) becomes
\[ P_{l+1} = (\Box_l + b_l \partial_t) P_l \]
(4.2)
for \( l = 0, 1, \ldots, m - 1 \), if we define \( P_0 \) by \( P_0 u = u \).

Using (4.2), we obtain
\[ P(u) = P_m(u) = (\Box_{m-1} + b_{m-1} \partial_t) \cdots (\Box_0 + b_0 \partial_t) u. \]  
(4.3)

It is elementary to check that
(i) \( \Box_l \) and \( b_l \partial_t \) are commutative;
(ii) \( \Box_l = \Box_{m-1-l} \);
(iii) \( b_l = -b_{m-1-l} \). In particular, if \( m - 1 = 2l \), then \( b_l = b_{m-1-l} = 0 \).

Using these observations, we can rewrite (4.3) according to the parity of \( m \):
- if \( m = 2l \) is even, then
  \[ P(u) = (\Box^2_l - b^2_l \partial_t^2) \cdots (\Box^2_0 - b^2_0 \partial_t^2); \]
- if \( m = 2l + 1 \) is odd, then
  \[ P(u) = \Box_l (\Box^{2}_{l-1} - b^2_{l-1} \partial_t^2) \cdots (\Box^2_0 - b^2_0 \partial_t^2). \]

In either case, we know that there is no odd power of \( \partial_t \) in \( P \), which is the first claim in Lemma 2.7.

To show the alternating property of \( a_{p,0} \), we note that
\[ P(\partial_t, 0) = \prod_{l=0}^{m-1} (\partial_t^2 - 4l(m - 1 - l) + 2(m - 1 - 2l)\partial_t) \]
\[ = \prod_{l=0}^{m-1} (\partial_t - 2l) (\partial_t + 2(m - 1 - l)) \]
\[ = \prod_{l=0}^{m-1} (\partial_t - 2l) \prod_{j=0}^{m-1} (\partial_t + 2j) \]
\[ = \partial_t^2 (\partial_t^2 - 2^2) \cdots (\partial_t^2 - (2(m - 1))^2), \]
which clearly implies (2.18).

4.2. The relative Pohozaev identity. In this subsection, we use Lemma 2.7 to prove Lemma 2.8. Before we start the proof, let’s explain the reason why Lemma 2.8 is called “the relative Pohozaev identity”. There is a harmonic map version of Lemma 2.8, which can be proved by simple integration by parts. It says that for a harmonic map \( u \) defined on an annular domain of \( \mathbb{R}^2 \), we have (in cylinder coordinates again)
\[ \partial_t \int_{S^1} |\partial_\theta u|^2 - |\partial_\theta u|^2 \, d\theta = 0. \]  
(4.4)
Instead of asserting the equality of the tangential and the radial energy, it implies that the difference is independent of $t$. Of course, in every interesting application, with reasonable assumptions, we know that

$$\lim_{t \to \infty} \int_{S^1} |\partial_t u|^2 - |\partial_b u|^2 \, d\theta = 0.$$ 

Hence, integrating (4.4) over $t$ gives the usual Pohozaev identity. That’s why we call (4.4) the relative Pohozaev identity. Obviously, Lemma 2.8 is the polyharmonic map version of (4.4).

For the proof of Lemma 2.8, we compute (using (2.17)),

$$Q_{p,q} = \int_{S^{2m-1}} a_{p,q} \partial_t^p \Delta_{S^{2m-1}}^q u \cdot \partial_t w_d \theta.$$ 

By integration by parts,

$$Q_{p,q} = \int_{S^{2m-1}} (-1)^q a_{p,q} \partial_t^p w_q \cdot \partial_t w_q d\theta$$ 

for

$$w_q = \begin{cases} \Delta_{S^{2m-1}}^l u & q = 2l \\ \nabla_{S^{2m-1}} \Delta_{S^{2m-1}}^l u & q = 2l + 1. \end{cases}$$

Before we proceed, we list two elementary formulas that can be checked by direct computation,

- for all $n \in \mathbb{N},$

$$\partial_t^{2n} w \cdot \partial_t^1 w = \partial_t \left( (-1)^{n+1} \frac{1}{2} |\partial_t^n w|^2 + \sum_{k=1}^{n-1} (-1)^{k+1} \partial_t^k w \cdot \partial_t^{2n-k} w \right); \quad (4.5)$$

- for all $n \in \mathbb{N}$ and $1 \leq k \leq n - 1,$

$$\partial_t^k w \cdot \partial_t^{n-k} w = \partial_t \left( \sum_{l=1}^{n-k} (-1)^{l-1} \partial_t^{k+l-1} w \cdot \partial_t^{2n-k-l} w \right) + (-1)^{n-k} |\partial_t^n w|^2. \quad (4.6)$$

Using (4.5) and the first assertion of Lemma 2.7,

$$\int_{S^{2m-1}} P(u) \cdot \partial_t u d\theta = \sum_{1 \leq p + q \leq 2m} \sum_{p,q \in \mathbb{N}\cup\{0\}} \int_{S^{2m-1}} (-1)^q a_{p,q} \partial_t^p w_q \cdot \partial_t w_q d\theta$$

$$= \partial_t \left[ \sum_{1 \leq p + q \leq m} \sum_{n \in \mathbb{N}\cup\{0\}} (-1)^q a_{2n,q} \int_{S^{2m-1}} (-1)^{n+1} \frac{1}{2} |\partial_t^n w_q|^2 + \sum_{k=1}^{n-1} (-1)^{k+1} \partial_t^k w_q \cdot \partial_t^{2n-k} w_q d\theta \right]$$

$$= \partial_t \left[ \sum_{n=1}^{m} a_{2n,0} \int_{S^{2m-1}} (-1)^{n+1} \frac{1}{2} |\partial_t^n u|^2 + \sum_{k=1}^{n-1} (-1)^{k+1} \partial_t^k u \cdot \partial_t^{2n-k} u d\theta + \Theta \right].$$

The required form of $Q$ given in (2.21) is obtained by using (4.6) to expand the $\partial_t^k u \cdot \partial_t^{2n-k} u$ in the above line. This concludes the proof of Lemma 2.8.
4.3. The exponential decay. The starting point of the proof of Lemma 2.9 is (2.27). For simplicity, we assume that \( \min \{ \log \delta - t_0, t_0 - \log(\lambda_i R) \} \) is an integer, which we denote by \( n_0 \). By setting

\[
F_n = F(n), \quad \forall n = 0, 1, \ldots, n_0,
\]

and

\[
\Theta_n = \int_{t_0-n}^{t_0+n} \int_{\sigma=\sigma_{n-1}}^{\sigma=\sigma_{n-1}} |\Theta| \, d\theta \, ds,
\]

(2.27) becomes

\[
F_n \leq \Theta_n + C_1(F_{n+1} - F_{n-1}). \tag{4.7}
\]

Integrating (2.24) over \((t_0 - n, t_0 + n)\) implies that

\[
\Theta_n \leq C\varepsilon^{1/m} e^\sigma n \left( e^{-\sigma(\log \delta - t_0)} + e^{-\sigma(t_0 - \log(\lambda_i R))} \right),
\]

or equivalently

\[
\Theta_n \leq C_2 \varepsilon^{1/m} e^{-\sigma(n_0 - n)}. \tag{4.8}
\]

As a consequence of (4.7) and (4.8), we have

**Lemma 4.1.** Let \( \{F_n, \Theta_n\}_{n=0}^{n_0} \) be some non-negative numbers satisfying (4.8) for \( n = 0, 1, \ldots, n_0 \) and (4.7) for \( n = 1, \ldots, n_0 - 1 \). If \( F_n \) is non-decreasing with respect to \( n \), then there exist constants \( \hat{\sigma} > 0 \) and \( C' > 0 \) such that

\[
F_n \leq C' \varepsilon^{1/m} e^{-\hat{\sigma}(n_0 - n)}, \quad \forall n = 0, 1, \ldots, n_0.
\]

**Proof.** Define

\[ B = \{ n = 1, \ldots, n_0 - 1 \mid C_1(F_{n+1} - F_{n-1}) > \Theta_n \} \quad \text{and} \quad B' = \{1, \ldots, n_0 - 1\} \setminus B \]

for \( C_1 \) in (4.7).

If \( n \in B' \), then by (4.7) and (4.8),

\[
F_n \leq 2\Theta_n \leq 2C_2 \varepsilon^{1/m} e^{-\sigma(n_0 - n)}, \tag{4.9}
\]

which finishes the proof of the lemma with \( C' = 2C_2 \) and \( \hat{\sigma} = \sigma \).

If \( n \in B \), let \( n_1 \) be the smallest number in \( B' \) which is larger than \( n \) (if no such \( n_1 \) exists, let \( n_1 \) be \( n_0 \)). If \( n_1 \neq n_0 \), we have

\[
F_{n_1} \leq 2C_2 \varepsilon^{1/m} e^{-\sigma(n_0 - n_1)}, \tag{4.10}
\]

by (4.9). If \( n_1 = n_0 \), (4.10) also holds (for maybe another \( C_2 \)) due to (2.25).

We may assume \( n < n_1 - 1 \), otherwise \( n = n_1 - 1 \) and the lemma follows from the monotonicity of \( F_n \) and (4.10) by letting \( C' = 2C_2 e^\sigma \) and \( \hat{\sigma} = \sigma \). Let \( l \) be the largest odd number such that

\[
n + 1, n + 3, \ldots, n + l < n_1.
\]

By the definition of \( l \) and \( n_1 \),

\[
n + l + 1 \leq n_1 \leq n + l + 2 \tag{4.11}
\]

\[
n + 1, n + 3, \ldots, n + l \in B. \tag{4.12}
\]

By (4.12) and (4.7),

\[
F_{n+1} \leq 2C_1(F_{n+2} - F_n)
\]

\[
F_{n+3} \leq 2C_1(F_{n+4} - F_{n+2})
\]

\[ \vdots \]

\[
F_{n+l} \leq 2C_1(F_{n+l+1} - F_{n+l-1}).
\]
Using the monotonicity of \( F_n \), we may replace \( F_{n+1} \) by \( F_n, \ldots, F_{n+l} \) in the left hand side of the above inequalities and rewrite them into the form
\[
F_n \leq \frac{2C_1}{2C_1 + 1} F_{n+2}
\]
\[
F_{n+2} \leq \frac{2C_1}{2C_1 + 1} F_{n+4}
\]
\[ \vdots \]
\[
F_{n+l-1} \leq \frac{2C_1}{2C_1 + 1} F_{n+l+1}.
\]
Hence, multiplying all the above inequalities gives
\[
F_n \leq \left( \frac{2C_1}{2C_1 + 1} \right)^{\frac{l+1}{2}} F_{n+l+1}.
\]
Noticing \( n + l + 1 \leq n_1 \) (by (4.11)) and using (4.10), we get
\[
F_n \leq 2C_2 e^{1/m} e^{-\sigma(n_0-n_1)}.
\]
Setting \( \sigma' = -\frac{1}{2} \log \frac{2C_1}{2C_1 + 1} \) and using \( l + 1 \geq n_1 - n - 1 \) (by (4.11)), we obtain
\[
F_n \leq 2C_2 e^{-\sigma'} e^{1/m} e^{-\sigma(n_1-n_1)} e^{-\sigma(n_0-n_1)}.
\]
The lemma follows by taking \( \tilde{\sigma} = \min \{ \sigma, \sigma' \} \) and \( C' = 2C_2 e^{-\sigma'} \). \( \square \)

Clearly Lemma 4.1 implies
\[
F_1 \leq C' e^\tilde{\sigma} \varepsilon^{1/m} \left( e^{-\tilde{\sigma}(\log \delta - t_0)} + e^{-\tilde{\sigma}(t_0 - \log(\lambda_i R))} \right),
\]
and we finish the proof of Lemma 2.9.

**APPENDIX A. \( \varepsilon \)-regularity**

In this section we prove the \( \varepsilon \)-regularity theorem for (extrinsic) \( m \)-polyharmonic maps.

**Theorem A.1** (\( \varepsilon \)-regularity). Suppose \( u \in W^{2m,p}(B, N) \), \( p > 1 \), is an \( m \)-polyharmonic map from the unit ball \( B \subset \mathbb{R}^{2m} \) to a compact Riemannian manifold \( N \) isometrically embedded into \( \mathbb{R}^K \). There exists \( \varepsilon_0 > 0 \) such that if
\[
E(u; B) = \frac{1}{2} \int_B \left( |\nabla^m u|^2 + |\nabla u|^{2m} \right) \leq \varepsilon_0,
\]
then for some constant \( C \),
\[
\| u - \bar{u} \|_{W^{2m,p}(B_{1/2})} \leq C \left( \| \nabla^m u \|_{L^2(B)} + \| \nabla u \|_{L^{2m}(B)} \right),
\]
(A.1)
and for \( l = 1, 2, \ldots \),
\[
\| \nabla^l u \|_{L^\infty(B_{1/2})} \leq C(l) \left( \| \nabla^m u \|_{L^2(B)} + \| \nabla u \|_{L^{2m}(B)} \right),
\]
(A.2)
where \( \bar{u} \) is the mean value of \( u \) over \( B \subset \mathbb{R}^{2m} \) and \( C \), \( \{ C(l) \} \) are constants.
Remark. We will show that the Sobolev norm \( \|u\|_{W^{m,2}(B)} \) can be controlled by \( E(u; B) \) provided that \( \bar{u} = 0 \). In fact, since \( u \in W^{2m,2}(B) \to W^{m,2}(B) \) and \( N \) is compact, we know that \( u - \bar{u} \in W^{m,2}(B) \). The interpolation inequality (see [1, Lemma 5.2(1)]) applied to \( u - \bar{u} \) gives
\[
\|\nabla^j u\|_{L^2(B)} \leq C \left( \|\nabla^m u\|_{L^2(B)} + \|u - \bar{u}\|_{L^2(B)} \right), \quad \forall 1 < j \leq m.
\]
Combining it with Poincaré inequality
\[
\|u - \bar{u}\|_{L^2(B)} \leq C \|\nabla u\|_{L^2(B)},
\]
we obtain
\[
\|\nabla^j u\|_{L^2(B)} \leq C \left( \|\nabla^m u\|_{L^2(B)} + \|\nabla u\|_{L^2(B)} \right) \leq C \left( \|\nabla^m u\|_{L^2(B)} + \|u\|_{L^{2m}(B)} \right), \quad \forall 1 < j \leq m.
\]
If in addition, we assume that \( \bar{u} = 0 \), then the Poincaré inequality reads
\[
\|u\|_{L^2(B)} \leq C \|\nabla u\|_{L^2(B)},
\]
and
\[
\|u\|_{W^{m,2}(B)} = \sum_{j=0}^{m} \|\nabla^j u\|_{L^2(B)}^2 \leq C \sum_{j=1}^{m} \|\nabla^j u\|_{L^2(B)}^2,
\]
Since (A.3) holds trivially for \( j = 1 \), we conclude that
\[
\|u\|_{W^{m,2}(B)} \leq C \left( \|\nabla^m u\|_{L^2(B)} + \|\nabla u\|_{L^{2m}(B)} \right), \quad \text{(A.4)}
\]
provided that \( \bar{u} = 0 \).

Proof. Without loss of generality, we may assume that \( \bar{u} = 0 \). Since \( u \) is an (extrinsic) \( m \)-polyharmonic map, it satisfies the following Euler-Lagrange equation (see [2, Lemma 2.2, (4)])
\[
\Delta^m u = \sum_{i,j,q \geq 0} c_{ij}^{m-1} \Delta^i \nabla^q (P(u)) \Delta^{i+1} \nabla^q u - \Delta^{m-1} (A(u)(\nabla u, \nabla u)), \quad \text{(A.5)}
\]
where \( c_{ij}^{m} \) are positive integers, \( P(u) = D\Pi(u) \) is the orthonormal projection defined by the differential of the nearest projection map \( \Pi : N_{\delta} \to N, N_{\delta} \subset \mathbb{R}^K \) is a neighborhood of \( N \) and \( A(u) \) is the second fundamental form of \( N \subset \mathbb{R}^K \).

For a multi-index \( \alpha = (k_1, k_2, \ldots, k_a) \), where \( k_i \geq 1 \) are integers for \( i = 1, 2, \ldots, a \), the norm of \( \alpha \) is defined to be \( |\alpha| = \sum_{i=1}^{a} k_i \) and \( a \) is called the length of \( \alpha \). We can rewrite (A.5) as
\[
\Delta^m u = \sum_{|\alpha|=2m, \alpha \neq (2m)} a_\alpha (u) \nabla^{k_1} u \# \nabla^{k_2} u \# \cdots \# \nabla^{k_a} u, \quad \text{(A.6)}
\]
where \( a_\alpha \) are smooth functions on \( N \). Moreover, we may assume that \( k_1 \geq k_2 \geq \cdots k_a \geq 1 \) in (A.6). In particular, \( 1 \leq k_1 \leq 2m - 1 \) and \( k_2 \leq m \).

Now, for fixed \( \sigma \in (1/2, 1) \), let \( 2\sigma' = 1 + \sigma \) and \( \phi \in C_0^\infty (B_{\sigma'}) \) be a cutoff function satisfying
\[
\phi|_{B_{\sigma}} \equiv 1 \quad \text{and} \quad |\nabla^k \phi| \leq 4^k (1 - \sigma)^{-k}, \quad k = 0, 1, 2, \ldots.
\]
In order to apply $L^p$-estimates to $\phi u$, we compute the equation of $\phi u$ as follows

$$\Delta^m(\phi u) - \sum_{i=1}^{2m} \nabla^i \phi \# \nabla^{2m-i} u = \phi \Delta^m u = \sum_{|\alpha|=2m} \phi a_\alpha(u) \nabla^{k_1} u \# \nabla^{k_2} u \# \cdots \# \nabla^{k_\alpha} u$$

$$= \sum_{|\alpha|=2m} a_\alpha(u) \left[ \nabla^{k_1}(\phi u) - \sum_{j=1}^{k_1} (k_1) \nabla^j \phi \nabla^{k_1-j} u \right] \# \cdots \# \nabla^{k_\alpha} u$$

$$= \sum_{|\alpha|=2m} a_\alpha(u) \nabla^{k_1}(\phi u) \# \cdots \# \nabla^{k_\alpha} u + \sum_{|\alpha|=2m} \sum_{j=1}^{k_1} a_\alpha(u) \nabla^j \phi \# \nabla^{k_1-j} u \# \cdots \# \nabla^{k_\alpha} u.$$ 

Thus

$$\Delta^m(\phi u) = \sum_{i=1}^{2m} \nabla^i \phi \# \nabla^{2m-i} u + \sum_{|\alpha|=2m} a_\alpha(u) \nabla^{k_1}(\phi u) \# \cdots \# \nabla^{k_\alpha} u$$

(A.7)

$$+ \sum_{|\alpha|=2m} \sum_{j=1}^{k_1} a_\alpha(u) \nabla^j \phi \# \nabla^{k_1-j} u \# \cdots \# \nabla^{k_\alpha} u.$$

Next, for $1 < p < \frac{2m}{2m-1}$, we estimate the $L^p(\mathcal{B})$ norm of the last three terms in (A.7) one by one. For the first term, by the definition of $\phi$,

$$\| \nabla^i \phi \# \nabla^{2m-i} u \|_{L^p(\mathcal{B})} \leq C(1 - \sigma)^{-i} \| \nabla^{2m-i} u \|_{L^p(\mathcal{B})}, \quad 1 \leq i \leq 2m.$$ 

For the second term, by generalized Hölder inequality,

$$\| \nabla^{k_1}(\phi u) \# \cdots \# \nabla^{k_\alpha} u \|_{L^p(\mathcal{B})} \leq C \| \nabla^{k_1}(\phi u) \|_{L^{2m-2mp/(2m-(2m-k_1)p)}(\mathcal{B})} \prod_{i=2}^{\alpha} \| \nabla^{k_i} u \|_{L^{2m/(2m-k_i)}(\mathcal{B})}$$

(A.8)

$$\leq C \| \phi u \|_{W^{2m,p}(\mathcal{B})} \prod_{i=2}^{\alpha} \| u \|_{W^{m,2}(\mathcal{B})},$$

where in the last inequality, we have used the following Sobolev embedding

$$W^{2m,p} \hookrightarrow W^{k_1,2mp/(2m-(2m-k_1)p)} \quad \text{and} \quad W^{m,2} \hookrightarrow W^{k,2m/k}, \quad 1 \leq k \leq m.$$ 

The estimate of the last term is obtained by different methods for different values of $k_1$ and $j$.

- If $j = k_1$, exploiting the boundedness of $u$ and by Sobolev inequalities (see (A.8)), we obtain

$$\| \nabla^j \phi \# \nabla^{k_1-j} u \# \nabla^{k_2} u \# \cdots \# \nabla^{k_\alpha} u \|_{L^p(\mathcal{B})} \leq C(1 - \sigma)^{-k_1} \| u \# \nabla^{k_2} u \# \cdots \# \nabla^{k_\alpha} u \|_{L^p(\mathcal{B})}$$

$$\leq C(1 - \sigma)^{-k_1} \| u \|_{W^{m,2}(\mathcal{B})}^{a-1}.$$
• If \( \max \{1, k_1 - j\} \leq j < k_1( < 2m) \), then by the definition of \( \phi \),
\[
\| \nabla^j \phi \# \nabla^{k_1-j} u \# \nabla^{k_2} u \# \cdots \# \nabla^{k_a} u \|_{L^p(B)} \\
\leq C(1 - \sigma)^{-j} \| \nabla^{k_1-j} u \|_{L^{2m-(2m-k_1)p}(B_{r'})} \prod_{i=2}^a \| \nabla^{k_i} u \|_{L^{2m/k_i}(B_{r'})} \\
\leq C(1 - \sigma)^{-j} \| u \|_{W^{m,2}(B)}^{a-1}.
\]

• If \( 1 \leq j < k_1 - m \), then
\[
\| \nabla^j \phi \# \nabla^{k_1-j} u \# \nabla^{k_2} u \# \cdots \# \nabla^{k_a} u \|_{L^p(B)} \\
\leq C(1 - \sigma)^{-j} \| \nabla^{k_1-j} u \|_{L^{2m-(2m-k_1)p}(B_{r'})} \prod_{i=2}^a \| \nabla^{k_i} u \|_{L^{2m/k_i}(B_{r'})} \\
\leq C(1 - \sigma)^{-j} \| u \|_{W^{2m-j,p}(B_{r'})} \| u \|_{W^{m,2}(B)}^{a-1}.
\]

By the interpolation inequality (see \cite[Thm. 5.2(1)]{1})
\[
\| u \|_{W^{2m-j,p}(B_{r'})} \leq C \left( \| \nabla^{2m-j} u \|_{L^p(B_{r'})} + \| u \|_{L^p(B_{r'})} \right),
\]
and the boundedness of \( \| u \|_{L^p(B)} \), we conclude that
\[
\| \nabla^j \phi \# \nabla^{k_1-j} u \# \nabla^{k_2} u \# \cdots \# \nabla^{k_a} u \|_{L^p(B)} \\
\leq C(1 - \sigma)^{-j} \| \nabla^{2m-j} u \|_{L^p(B_{r'})} \| u \|_{W^{m,2}(B)}^{a-1} + C(1 - \sigma)^{-j} \| u \|_{W^{m,2}(B)}^{a-1}.
\]

With the \( L^p \) bound of the right hand side of (A.7) obtained as above, we can apply the \( L^p \) estimate to (A.7) to conclude
\[
\| \nabla^{2m}(\phi u) \|_{L^p(B)} \leq C \sum_{\| \alpha \| = 2m} \left\{ \sum_{j=\max\{k_1-m,1\}}^{k_1} (1 - \sigma)^{-j} \| u \|_{W^{m,2}(B)}^{a-1} \right. \\
+ \sum_{j=1}^{k_1-m-1} (1 - \sigma)^{-j} \| u \|_{W^{m,2}(B)}^{a-1} \\
+ \sum_{j=1}^{k_1-m-1} (1 - \sigma)^{-j} \| \nabla^{2m-j} u \|_{L^p(B_{r'})} \| u \|_{W^{m,2}(B)}^{a-1} \}
\]
\[
+ C \sum_{i=1}^{2m} (1 - \sigma)^{-i} \| \nabla^{2m-i} u \|_{L^p(B_{r'})}.
\]

Here we have used the small energy condition in Theorem A.1, which by (A.4) implies that \( \| u \|_{W^{m,2}(B)} \) is small so that the second term in (A.7) are absorbed into the left hand side.

\[(A.9)\]

\( (A.9) \) can be further simplified as
\[
\| \nabla^{2m} u \|_{L^p(B_{r'})} \leq C \sum_{\| \alpha \| = 2m} \sum_{j=1}^{2m} \left\{ \| u \|_{W^{m,2}(B)}^{a-1} + \left( 1 + \| u \|_{W^{m,2}(B)}^{a-1} \right) \| \nabla^{2m-j} u \|_{L^p(B_{r'})} \right\} (1 - \sigma)^{-j}.
\]

By setting
\[
\Phi_j := \sup_{1/2 \leq \sigma \leq 1} (1 - \sigma)^j \| \nabla^j u \|_{L^p(B_{r'})}, \quad j = 0, 1, \ldots, 2m,
\]

\[(A.10)\]
and noting that $1 - \sigma = 2(1 - \sigma')$, (A.10) implies
\[
\Phi_{2m} \leq C \sum_{|a|=2m} \sum_{\alpha \neq (2m)} \{ \|u\|_{W^{m,2}(B)}^{a_1 - 1} + (1 + \|u\|_{W^{m,2}(B)}^{a_1 - 1}) \Phi_1 \}. \tag{A.11}
\]

Now, we need the following

**Claim** (c.f. [7, Thm. 7.27, p. 171ff.]). There exists some constant $C_0$, such that for any $\bar{\varepsilon} \leq C_0$, \[
\Phi_j \leq \bar{\varepsilon} \Phi_{2m} + C \varepsilon^{-\frac{2}{2m-j}} \Phi_0, \quad \forall 0 \leq j \leq 2m - 1,
\]
holds for some constant $C$ depending on $m$, $j$ and $C_0$.

In fact, by the definition of $\Phi_j$, for any $s > 0$, there exists $\sigma_s \in [1/2, 1)$, such that \[
\Phi_j \leq (1 - \sigma_s)^j \|\nabla^j u\|_{L^p(B_{\bar{a}})} + s.
\]
For any $u \in W^{2m,p}(\Omega)$, by interpolation inequality (see [1, Theorem 5.2(1)]), there exists a constant $C_0 > 0$, such that, for all $\varepsilon \leq 1$ and any $j = 0, 1, \ldots, 2m - 1$, \[
\|\nabla^j u\|_{L^p(\Omega)} \leq C_0 \left( \varepsilon \|\nabla^{2m} u\|_{L^p(\Omega)} + \varepsilon^{-\frac{j}{2m-j}} \|u\|_{L^p(\Omega)} \right).
\]

Thus \[
\Phi_j \leq C_0 \left( \varepsilon(1 - \sigma_s)^j \|\nabla^{2m} u\|_{L^p(\Omega)} + \varepsilon^{-\frac{j}{2m-j}} (1 - \sigma_s)^j \|u\|_{L^p(\Omega)} \right) + s
\leq \varepsilon \Phi_{2m} + C_0^{1+\frac{j}{2m-j}} (\varepsilon_s)^{-\frac{2}{2m-j}} \Phi_0 + s,
\]
where $\varepsilon_s = C_0 \varepsilon(1 - \sigma_s)^{-j-2m}$.

Lastly, for any $\bar{\varepsilon} \leq C_0$ and any fixed $s > 0$ one can take $\varepsilon = \bar{\varepsilon}(1 - \sigma_s)^{-2m-j}/C_0 \leq 1$, then $\varepsilon = \bar{\varepsilon}$ and the claim follows by taking $s \to 0$.

Note that (A.4) implies that $\|u\|_{W^{m,2}(B)}$ are bounded by $E(u; B) \leq \varepsilon_0$, which is small by assumption. Applying the claim to (A.11) with small $\bar{\varepsilon}$ yields \[
\Phi_{2m} \leq C \left( \Phi_0 + \|u\|_{W^{m,2}(B)}^{a_1 - 1} \right) \leq C \left( \|\nabla^{m} u\|_{L^2(B)} + \|\nabla u\|_{L^{2m}(B)} \right), \tag{A.12}
\]
where the last inequality follows from the assumption $\bar{u} = 0$, the smallness of $\varepsilon_0$ and (A.4). By (A.12) and the interpolation inequality again, we conclude that, for $p = \frac{2m+1}{2m} \in \left(1, \frac{2m}{2m-1}\right)$, \[
\|u\|_{W^{2m,p}(B_s)} \leq C (1 - \sigma)^{-2m} \left( \|\nabla^{m} u\|_{L^2(B)} + \|\nabla u\|_{L^{2m}(B)} \right). \tag{A.13}
\]

We will finish the proof by a bootstrap argument. Let us start with $p_0 = \frac{2m+1}{2m} < \frac{2m}{2m-1}$. (A.13) implies that (A.1) holds for $p = p_0$.

By the Sobolev embedding $W^{2m,p_0} \hookrightarrow W^{2m-\frac{2mp_0}{2m-p_0},\frac{2mp_0}{2m-p_0}}$ and the Hölder inequality, \[
\|\nabla^{k_1} u \# \nabla^{k_2} u \# \cdots \# \nabla^{k_n} u\|_{L^{\frac{1}{1-a(1-\frac{1}{p_0})}}} \leq C \prod_{i=1}^{a} \|\nabla^{k_i} u\|_{L^{2m-(2m-k_i)p_0}}^{\frac{2mp_0}{2mp_0-(2m-k_i)p_0}} \leq C \|u\|_{W^{2m,p_0}}^{a}.
\]

Since $a \geq 2$, we know that \[
\frac{1}{1-a(1-\frac{1}{p_0})} \geq \frac{p_0}{2-p_0} = \frac{2m+1}{2m-1} > p_1 = \frac{2m}{2m-1}, \tag{A.14}
\]
thus
\[ \| \nabla^{k_1} u \# \nabla^{k_2} u \# \cdots \# \nabla^{k_a} u \|_{L^{p_1}} \leq C \| u \|_{W^{2m, p_0}}^{a} \]  \hspace{1cm} (A.15)

In summary, $L^{p_1}$ norm of the right hand side of (A.6) is bounded by $\| u \|_{W^{2m, p_0}}$, which implies that (A.1) holds for $p_1$.

Next we do the iteration
\[ p_{i+1} = \frac{1}{p_i - \frac{1}{2m}} = \frac{2m}{2m - i - 1}, \quad i = 1, 2, \ldots, 2m - 2, \]
and show that (A.15) holds with $p_0$ and $p_1$ replaced by $p_i$ and $p_{i+1}$ respectively. Thus the $L^p$-estimate implies that (A.1) holds for $p_{i+1}$.

Note that (A.15) holds for $p_1 + \delta_1$, where $\delta_1$ is sufficiently small (see (A.14)). For technical reasons, we will prove the following: Suppose for all $\alpha$ with $|\alpha| = 2m$ and $\alpha \neq (2m)$,
\[ \| \nabla^{k_1} u \# \nabla^{k_2} u \# \cdots \# \nabla^{k_a} u \|_{L^{p_{i+1} + \delta_{i+1}}} \leq C \| u \|_{W^{2m, p_{i+1} + \delta_i}}^{a}, \]  \hspace{1cm} (A.16)
holds for $i = l \in \{1, 2, \ldots, 2m - 3\}$ and some $\delta_i > 0$, we will show that it also holds for $i = l + 1$ and some $\delta_{i+1}$. The exact value of $\{\delta_i\}$ does not matter and we only require that they are positive such that (A.17) holds. Choose $\delta_i$ sufficiently small, such that
\[ W^{2m, \bar{p}_i} \hookrightarrow W^{h, \infty}, \quad \forall h = 0, 1, \ldots, l, \]  \hspace{1cm} (A.17)
\[ W^{2m, \bar{p}_i} \hookrightarrow W^{h, \frac{2m \bar{p}_i}{2m - (2m - h) p_i}}, \quad \forall h = l + 1, \ldots, 2m, \]  \hspace{1cm} (A.18)
where $\bar{p}_i = p_i + \delta_i$. To illustrate the idea, let us assume that the multi-indices $\alpha$ in (A.16) satisfy
\[ k_1 \geq k_2 \geq \cdots \geq k_{a-j_1-j_2-\cdots-j_l} \geq k_{a-j_1-j_2-\cdots-j_l+1} = \cdots = k_{a-j_1-j_2-\cdots-j_{l-1}} = l \]
\[ \geq \cdots \]
\[ k_{a-j_1-j_2+1} = \cdots = k_{a-j_1} = 2 \]
\[ k_{a-j_1+1} = \cdots = k_{a} = 1. \]

Setting $j = j_1 + j_2 + \cdots + j_l$, by Hölder and Sobolev inequality
\[ \| \nabla^{k_1} u \# \cdots \# \nabla^{k_a} u \|_{L^p} \leq C \| \nabla^{k_1} u \# \cdots \# \nabla^{k_a} u \|_{L^p} \prod_{h=1}^{j_1} \| \nabla^{k_{a-j_1}} u \|_{L^\infty} \cdots \prod_{h=1}^{j_l} \| \nabla^{k_{a-j_1-h}} u \|_{L^\infty} \]
\[ \leq C \| u \|_{W^{2m, \bar{p}_l}}^{a-j} \prod_{h=1}^{2m} \| \nabla^{k_h} u \|_{L^{2m - (2m - h) \bar{p}_l}}^{2m \bar{p}_l}, \quad \text{(by (A.17))} \]
\[ \leq C \| u \|_{W^{2m, \bar{p}_l}}^{a}, \quad \text{(by (A.18))} \]
where
\[ p \leq \frac{1}{1 - (a - j) \left( 1 - \frac{1}{\bar{p}_l} \right) - \frac{j_1 + 2j_2 + \cdots + lj_l}{2m}} \]
which attains its minimum at $j_1 = \cdots = j_2 = 0$, $j_1 = 1$, $a = 2$, i.e.,
\[ p \geq \frac{1}{\frac{1}{\bar{p}_l} - \frac{1}{2m}} : = \bar{p}_{l+1} > p_{l+1}. \]
Therefore (A.13) holds for $i = l + 1$. 
As a conclusion of the above iteration, we have shown that (A.1) holds for some \( \bar{p} > 2m = p_{2m-1} \). Now for general \( p > 1 \), note that
\[
W^{2m, \bar{p}} \hookrightarrow W^{h, \infty}, \quad \forall h = 0, 1, \ldots, 2m - 1.
\]
Thus
\[
\| \nabla^{k_1} u \# \nabla^{k_2} u \# \cdots \# \nabla^{k_a} u \|_{L^p} \leq C \| \nabla^{k_1} u \# \nabla^{k_2} u \# \cdots \# \nabla^{k_a} u \|_{L^\infty} \leq C \| u \|_{W^{2m, \bar{p}}},
\]
which implies that (A.1) holds for \( p \) and we finish the first part of Theorem A.1.

Finally, (A.2) follows from (A.1) and the standard bootstrap argument. \( \square \)

**APPENDIX B. LINEARIZED POLYHARMONIC MAP EQUATION AND SOME HIGHER ORDER ESTIMATES**

In Section 3 and Section 4, by using either the three circle lemma (Lemma 2.1) or the Pohozaev type argument, we have proved the decay of the \( L^2 \) norm of some derivative of \( u \) (\( X_k u \) and \( \partial_t u \) respectively) along the neck. In this section, we provide a lemma which improves the decay of \( L^2 \) norm to the decay of pointwise higher order norm. The key to the proof is the observation that \( X_k u \) and \( \partial_t u = \rho \partial_\rho u \) satisfy a homogeneous linear elliptic system with nice coefficients.

Let \( u \) be a smooth polyharmonic map defined on \( B_4 \setminus B_1 \). Recall the Euler-Lagrange equation reads
\[
\Delta^m u = \sum_{|\alpha| = 2m, \alpha \neq (2m)} a_\alpha (u) \nabla^{k_1} u \# \cdots \# \nabla^{k_a} u.
\]
Moreover, we assume that
\[
\max_{B_3 \setminus B_2} |\nabla^l u| \leq 1, \quad \forall l = 1, 2, \ldots, 2m - 1, \tag{B.1}
\]
which holds for each segment of neck due to the Ding-Tian’s reduction and \( \varepsilon \)-regularity theorem (Theorem A.1).

**Lemma B.1.** Suppose \( u \) is a polyharmonic map defined on \( B_4 \setminus B_1 \) satisfying (B.1) as above. Then
\[
\max_{B_3 \setminus B_2} \left| \nabla^l ((\rho \partial_\rho) u) \right|^2 \leq C \int_{B_4 \setminus B_1} |\rho \partial_\rho u|^2 \, dx \tag{B.2}
\]
and
\[
\max_{B_3 \setminus B_2} \left| \nabla^l (X_k u) \right|^2 \leq C \int_{B_4 \setminus B_1} |X_k u|^2 \, dx \tag{B.3}
\]
for \( k = 1, 2, \ldots, m(2m - 1) \).

**Proof.** The proof follows from well known elliptic estimates if we can show that \( X_k u \) and \( (\rho \partial_\rho) u \) satisfy a nice linear equation so that we can apply linear estimates.

We make use of the fact that the polyharmonic map equation is invariant under the one parameter group generated by \( \rho \partial_\rho \) and \( X_k \). More precisely, let \( \psi_s \) be such a one parameter group and \( u_s = u \circ \psi_s \). If \( u \) is \( m \)-polyharmonic map, then so is \( u_s \). Therefore, \( u_s \) satisfies (c.f. (A.5))
\[
\Delta^m u_s = \sum_{|\alpha| = 2m, \alpha \neq (2m)} a_\alpha (u_s) \nabla^{k_1} u_s \# \cdots \# \nabla^{k_a} u_s.
\]
Taking \( s \)-derivative at \( s = 0 \) and denoting \( \frac{du}{ds} |_{s=0} \) by \( h \) gives

\[
\Delta^m h = \sum_{|\alpha|=2m, \alpha \not\in (2m)} Da_{\alpha}(u) \nabla^{k_1} u \# \cdots \# \nabla^{k_a} u \cdot h
\]

\[
+ \sum_{|\alpha|=2m, \alpha \not\in (2m)} a_{\alpha}(u) \left( \nabla^{k_1} h \# \cdots \# \nabla^{k_a} u + \cdots + \nabla^{k_1} u \# \cdots \# \nabla^{k_a} h \right).
\]

This is a linear elliptic system of \( h \), whose coefficients are all good by (B.1).

Finally, we notice that \( h \) can be either \((\rho \partial_\rho) u\), or \( X_k u \) in the above computation, depending on the choice of the one parameter group \( \psi_s \). \( \square \)
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