Elastic 3D Wavefield Simulation on budget GPUs using the GLSL shading language
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Abstract

Forward wavefield simulation is an important step in Full Waveform Inversion systems. Fast simulations are instrumental to get inversion result in reasonable time frames. Most of research and software aims towards utilizing costly computer clusters composed of multiple CPUs and numerous high end GPUs to shorten the forward simulation time. Using this type of hardware has some disadvantages as: high cost, complex programming models and unavailability of resources. In this work, we present a finite difference elastic 3D wavefield forward simulation that takes advantage of any modern low end GPU, by using the GLSL shading language. Some of the advantages of using GLSL are: runs in any modern GPU, has a simplified computing and memory model and provides state of art performance thanks to its very well optimized vendor developed drivers. We show that our GLSL implementation easily outperforms a multicore CPU implementation in a modern PC. We further benchmark our result using a real seismic event, and show that we can get accurate simulations in reasonable time using our system.
1 Introduction

Finite difference (FD) methods are some of the most flexible techniques for elastic wavefield simulation. These methods easily simulate wavefields of highly heterogeneous mediums with complex surface profiles. At the same time they can reproduce highly accurate full waveforms of simulated seismograms [Virieux 1984] [Virieux 1986] [Robertsson and Blanch 2011]. As forward simulations are a necessary component of any Full Waveform Inversion (FWI) method, developing fast and accurate forward simulations is a key issue in this context.

Classical forward waveform simulations are based on frequency techniques [Sokos and Zahradnik 2008] [Sokos and Zahradnik 2013], and most of them are only able to handle 1D velocity models [Virieux et al. 2011]. When the medium is highly heterogeneous or when the size of the zone under study is large, 1D velocity models do not faithfully represent the medium. Because low frequencies are less prone to being affected by low quality velocity models, classical methods utilize only the low frequency components of the full seismogram records [Kikuchi and Kanamori 1982] [Kikuchi and Kanamori 1991] [Herrmann 2013]. Consequently, FWI methods that utilize frequency techniques to accomplish the forward simulation are only able to recover very coarse medium parameters. To recover small details in the medium, methods like FD are better suited.

One of the main reasons why finite difference methods are not currently popular among full waveform inversion methods is its high computational cost. Traditionally this problem would be resolved by using a computer cluster, which is accessed by the user remotely [Kadlubiak et al. 2018]. Naturally, there are complications with this solution, namely with the cost of the computer cluster and its maintenance, having to schedule computing time beforehand, and the complex programming that involves using such hardware, like load distribution and memory management. This suggests that a more flexible solution should be explored. An interesting alternative could be the use of Graphic Processing Units (GPUs).

Most of the GPU implementations of finite difference methods available in the literature use the CUDA Application Programming Interface (API) [Kazei et al. 2017] [Weiss et al. 2013] [You et al. 2013] [Kadlubiak et al. 2018]. This API requires the use of a somewhat complicated programming model. The programmer must explicitly distribute the computing task among the GPU’s Processing Units (PU), do explicit memory management both between PC and GPU memory and among the different types of memory available on the same GPU. The PU workload and memory management methodology vary between GPUs of different manufacturers, and also among GPUs of the same manufacturer within different GPUs generations. Also, this API is only available in some specialized GPUs manufactured by NVIDIA.

Instead of using CUDA, an alternative is to use the GLSL shading language provided by the OpenGL API. This API is specifically developed for 3D graphic workloads. Because finite difference methods share most of its computing requirements with graphic workloads, OpenGL can be effectively used for wavefield simulation. OpenGL doesn’t need explicit memory management nor manual
workload distribution as CUDA. Also, as OpenGL is widely used for 3D graphics, the drivers provided by the GPU manufacturer are continuously optimized with the latest updates and achieves the maximum performance possible by the hardware. In the case of CUDA, the manufacturer often drops support for old GPU generations or does not provide sufficiently optimized drivers. OpenGL is supported by virtually all GPUs manufacturers, and thus the same software written with this API can run in PCs, notebooks and even in smartphones. This ubiquitous availability of OpenGL would allow the user to run simulations and experiments even when he is working in situ in a zone where there is no computer clusters or internet availability.

In this work, we used the OpenGL API to accomplish finite difference elastic wave simulation in low cost GPUs. One interesting realization is that finite difference methods share most of the computing tasks with traditional 3D graphics pipelines. For this reason, we used the OpenGL API to develop a finite difference staggered grid elastic wavefield simulator. We fully exploited the benefits of the OpenGL API, which allowed us to write highly readable and customizable code, without cumbersome specialized algorithms dealing with memory management and workload distribution. We further used the API to accomplish highly detailed trilinear interpolation of the data, which allowed us to easily get effective medium parameters as well as to read the simulated seismogram recording in sub-staggered grid positions. All the system is written in the GLSL 3.3 shading language, and the computation is started from a python script, which allows to easily integrate our simulation framework with modern seismograph processing libraries such as obspy. We compared our system with a multicore CPU implementation, and finalized this work comparing our simulations with real seismograms recorded from a 5.2 magnitude earthquake originated in Cuba in 2016.

2 GLSL implementation

2.1 Elastic wave equations

The equations that describe elastic wave propagation can be expressed as two coupled first order differential equations, as described in [Robertsson and Blanch 2011]

\[
\rho(p) \dot{v}(p, t) = \nabla \sigma(p, t) + f(p, t)
\]

\[
\dot{\sigma}(p, t) = C(p) \cdot \left( \frac{1}{2} (\nabla v(p, t) + (\nabla v(p, t))^T) \right)
\]

Where \(v = [v_x, v_y, v_z]^T\) is the velocity vector of a point in the medium at space coordinate \(p = [x, y, z]^T\) and time \(t\). The symmetric stress tensor \(\sigma = \)

\[
\begin{bmatrix}
\sigma_{xx} & \sigma_{xy} & \sigma_{xz} \\
\sigma_{yx} & \sigma_{yy} & \sigma_{yz} \\
\sigma_{zx} & \sigma_{zy} & \sigma_{zz}
\end{bmatrix}
\]
is linearly related to the strain tensor \( \varepsilon = \frac{1}{2}(\nabla v(p, t) + (\nabla v(p, t))^T) \) by the stiffness tensor \( C \). In the case of an isotropic medium, this tensor takes a special form where only two degrees of freedom remain: the Lamé parameters \( \lambda \) and \( \mu \). Together with the density \( \rho \), these 3 parameters define the medium characteristics. These differential equations can be trivially parallelized, discretizing both the position \( p \) and time \( t \), and then computing the approximated spatial and temporal derivatives.

### 2.1.1 Staggered Grid

To avoid the common checkerboard pattern problem present in coalesced grid implementations [Virieux 1984], our system follows a staggered grid formulation, following the work of [Graves 1996]. In this implementation, \( \sigma_{xx}, \sigma_{yy} \) and \( \sigma_{zz} \) are defined at positions \( [x, y, z] \), \( \sigma_{xy} \) at \( [x+0.5, y+0.5, z] \), \( \sigma_{xz} \) at \( [x+0.5, y, z+0.5] \) and \( \sigma_{yz} \) at \( [x, y+0.5, z+0.5] \). At the same time, \( v_x \) is defined at \( [x + 0.5, y, z] \), \( v_y \) at \( [x, y + 0.5, z] \) and \( v_z \) at \( [x, y, z + 0.5] \).

### 2.1.2 4th Order Approximation

To approximate \( \nabla \sigma(p, t) \) and \( \nabla v(p, t) \), it is common in the literature to use a 4th order difference approximation at the different staggered grid positions [Virieux 1984] [Graves 1996].

\[
\frac{\partial f(x)}{\partial x} = -\frac{1}{24}f(x + 1.5) + \frac{9}{8}f(x + 0.5) - \frac{9}{8}f(x - 0.5) + \frac{1}{24}f(x - 1.5) \quad (4)
\]

### 2.1.3 Source frequency and Simulation time step

As noted in [Robertsson and Blanch 2011], the maximum allowable simulation time step responds to

\[
dt_{\text{max}} = 0.495 \cdot \frac{dx_{\text{min}}}{vel_{\text{max}}} \quad (5)
\]

and the maximum frequency:

\[
fre_{\text{max}} = \frac{vel_{\text{min}}}{5.0 * dx_{\text{max}}} \quad (6)
\]

where \( dx_{\text{max}} \) and \( dx_{\text{min}} \) is the maximum/minimum space step in the \( x \) \( y \) or \( z \) direction and \( vel_{\text{max}} \) and \( vel_{\text{min}} \) correspond to the maximum and minimum medium velocity.

### 2.2 Memory Management

The simulation described in equations (1), (2) and (4) requires to execute 4 memory access for every derivative calculation, which add to 9 derivatives for (1) and 9 for (2). Simultaneously, to accomplish good accuracy, we need to solve
and (2) in thousands of grid points, which utilizes large amounts of memory resources. As a consequence, the forward simulation algorithm is heavily memory bound [Kadlubiak et al. 2018]. To accomplish low simulation times, good memory allocation and management is crucial.

Using the OpenGL API, we have defined a floating point 3D texture for every variable in the simulation, namely the velocity components $v_x$, $v_y$, and $v_z$, the stress tensor components $\sigma_{xx}$, $\sigma_{yy}$, $\sigma_{zz}$, $\sigma_{xy}$, $\sigma_{xz}$, $\sigma_{yz}$ and the medium parameters $\rho$, $\lambda$ and $\mu$.

Due to the fact that the differential equation for $\dot{v}$ do not depend directly on $v$, nor the equation for $\dot{\sigma}$ depends directly on $\sigma$, we can solve (1) and (2) in place by using OpenGL blend equations. The blend functions allow to combine the result of every fragment output with the previous data contained in the framebuffer. We set the framebuffer to be the $v_x$, $v_y$ and $v_z$ textures, and then compute the right side of equation (1). This operation adds the previous value of $v_x$, $v_y$ and $v_z$ with the update defined in the right side of (1), effectively solving for $\dot{v}$. We do the same to solve (2). As a consequence, we just need to store in memory one copy of each $v$ and each $\sigma$, saving on memory resources.

There is no need to explicitly perform memory management in the shader, the OpenGL driver manages memory automatically. The high locality of the algorithms data access and its similarity with graphic workloads makes it easy for OpenGL to optimize memory caches.

2.2.1 Trilinear interpolated effective medium parameters

The staggered grid implementation needs a method to evaluate the medium parameters $\rho$ at the location of each $v$, and $\lambda$ and $\mu$ at the locations of each $\sigma$, which due to the staggered grid are not located at coalesced memory positions. There is no need to explicitly calculate mean values at non-integer positions, as made by [Virieux 1984] [Graves 1996]. GLSL allows to get trilinear interpolated values automatically at runtime in any real value position. We defined the OpenGL texture for $\rho$, $\lambda$ and $\mu$ with a linear interpolation, both for the maximization and minimization of the texture. Then the texture read is performed in the shader, and the OpenGL driver automatically interpolates the values. Using this functionality of OpenGL, we can define sizes for the medium parameter textures independently from the simulation grid size. As in most cases only a very coarse medium model is available, we can define the textures for $\rho$, $\lambda$ and $\mu$ to be significantly smaller in size than the textures for $v$ and $\sigma$. Then we can get a value of $\rho$, $\lambda$ and $\sigma$ at a particular position $p$ by the automatic trilinear interpolation provided by OpenGL.

2.2.2 Out of bound memory fetches

The computation of (4) at the border should be specially considered, as at position $x = 0$ there is no data at $x - 1.5$. OpenGL allow us to solve this issue without the need to code special conditions in the shaders. We simply configure the OpenGL texture for all the variables to do a mirrored repeat
texture wrapping in all off its 3 axis. This way when shader tries to access a out-
of-bound memory location, OpenGL fetches it its mirrored repeated position, meaning that if \( x = 0 \) and the shader tries to access position \( x - 1.5 \), OpenGL fetches data from \( x + 1.5 \). Because the edges are in zones where data should be dampen, there is no degradation on the simulation precision.

2.3 Shader design and workload distribution

Due to OpenGLs simplified computation model, the shaders used are rather simple. In 2 main shaders we computed the velocities \( v_x \), \( v_y \), and \( v_z \) following equations (1) and (4), and \( \sigma_{xx} \), \( \sigma_{yy} \), \( \sigma_{zz} \), \( \sigma_{xy} \), \( \sigma_{xz} \), and \( \sigma_{yz} \) following equations (2) and (4). In each shader there is no special code for out of bound fetches, as explained before. Also there is no special code for workload distribution, OpenGL distributes the computing among the available GPUs PU automatically. As we mentioned before, the similarities of wave simulation with graphic workloads makes it easy for the OpenGL driver to distribute the computing workload efficiently.

Commonly, OpenGL is used to render to 2D textures. To render to a 3D texture with just one CPU render call, we utilized instanced rendering. We designed the shaders so that each time only one \( z \) grid step is computed. Then, using \texttt{glDrawArraysInstanced} function, we command OpenGL to render each different \( z \) grid step in one single rendering call.

2.4 Retrieving simulated receivers data

Exchanging data between CPU main memory and GPU memory can be a slow process, and it should be avoided as much as possible. For this reason, we dont retrieve the simulated receivers data at every time step. Instead, we defined a 2D texture in the GPU, where we store every \( v_x \), \( v_y \), and \( v_z \) at all receivers locations at every time step in the simulation. When the simulation is over we retrieve all data, so reading the data from the GPU to the CPU does not have a negative impact in the simulation time.

Furthermore, we take advantage of the trilinear interpolation of the data available in OpenGL. We recover \( v_x \), \( v_y \), and \( v_z \) at the station location \( p_l \) by trilinearly interpolating velocities at grid positions \( p \).

2.4.1 Obspy interoperability

We save the receiver data in obspy’s trace/stream data classes. Supporting popular libraries like obspy make the code more useful and easier to use. All of the processing classes available in obspy are accessible to be used in the resulting simulation data.
2.5 Boundary conditions

There are two boundary conditions that must be taken into account. The first is due to the limited grid size, where waves traveling towards the simulation limits should not bounce back. The second condition arises while simulating the earth surface. For the first boundary condition, we utilize a dampening factor in the edges of the simulation, so the waves going outwards are progressively dampened. For the surface boundary condition we utilized the so called *vacuum formulation* [Graves 1996], where the values for $\rho$, $\lambda$ and $\mu$ and are set to low values above the surface, instead of using an involved solutions like those developed in [Perez-Ruiz 2005] [Robertsson 1996] [Zahradnik et al. 1993]. It is known that this formulation generates inaccuracies in the simulation when using a 4-th order derivative approximation like (4) [Graves 1996]. To avoid inaccuracies, near the surface position we change the derivative approximation (4) to a second order one.

3 Case Study

To evaluate both the precision and the computation time of our simulation, we designed the following experiment. We utilized as input for our simulation a known seismic source and known medium parameters data, and then compared the resulting simulated seismograms against actual seismogram recordings. The seismogram data utilized was taken from a local network located in Cuba, and its station recordings were provided by the Data Management Center of the Incorporated Research Institutions for Seismology (IRIS-DMC). The earthquake had its origin time on 17 January of 2016, and due to the dense seismograph network, its source position and moment tensor was accurately estimated. To recover the seismic moment tensor we utilized the software package ISOLA, and the focal mechanism published by the PDE-USGS catalog [Sokos and Zahradnik 2008] [Sokos and Zahradnik 2013]. To accomplish the simulation we also have at our disposal the instrument response for every station utilized, as well as a 1D velocity model of the area, provided by [Moreno et al. 2002].

3.1 The Mw 5.2, 2016/01/17 Cuban Earthquake and tectonic summary

Four large tectonic plates interact in this area (the North American plate, the South American plate, the Nazca plate and the Cocos plate), causing a fairly complex tectonic regime. As consequence, this zone is prone to the occurrence of large earthquakes.

The Mw 5.2, 2016/01/17 earthquake occurred at 08:30:23 (UTC) and its epicenter was located at 19.720°N 76.097°W and at 10.0 km depth, according to the PDE-USGS catalog. This earthquake had at least four important foreshocks with magnitude greater than 4, and some aftershocks of moderate magnitude. All events had similar focal mechanisms. In figure 1 we illustrate the location
and focal mechanism of this event, as well as the epicenter of several earthquakes that occurred in the last 10 years (taken from the PDE-USGS catalog).

Figure 1: Mw 5.2, 2016/01/17 earthquake and 10 years of seismicity in the region, according to the PDE-USGS catalog. The Focal mechanism is shown using a red beach ball (lower hemisphere compression quadrants), and was acquired from the same catalog. The seismological stations utilized in this experiment are illustrated using yellow diamonds

3.1.1 Station network and earthquake

We list the location of the seismological stations utilized for this case study in table 1. Centroid location and time of the earthquake is shown in table 2. We obtained the earthquakes moment tensor by performing an inversion using the ISOLA software package.

| Station name | latitude | longitude | altitude |
|--------------|----------|-----------|----------|
| CHIV         | 19.9763  | -76.4147  | 20.0     |
| RCC          | 19.9942  | -75.6958  | 100.0    |
| LMGC         | 20.064   | -77.005   | 167.0    |
| GTBY         | 19.92681 | -75.11081 | 79.2     |
| MASC         | 20.175   | -74.231   | 350.0    |
| CCCC         | 21.1934  | -77.4173  | 89.55    |
| MTDJ         | 18.22606 | -77.53453 | 925.0    |
| LGNH         | 18.511   | -72.6058  | 62.0     |

The estimated moment tensor is detailed in 7.
Table 2: Details of the earthquake

|                      |                |
|----------------------|----------------|
| Origin time          | 2016/1/17 8:30:23 |
| Centroid time        | 2016/1/17 8:30:25.08 |
| Centroid location    | 19.749 -76.09 7.0 |

\[
\begin{bmatrix}
-2.37 \cdot 10^{14} & -3.39 \cdot 10^{15} & -7.79 \cdot 10^{14} \\
-3.39 \cdot 10^{15} & -4.31 \cdot 10^{16} & 4.60 \cdot 10^{15} \\
-7.79 \cdot 10^{14} & 4.60 \cdot 10^{15} & 4.33 \cdot 10^{16}
\end{bmatrix}
\frac{kg \cdot m}{m^2}
\]

(7)

3.1.2 Medium parameters

The medium parameters were taken from [Moreno et al. 2002]. Our simulation method performs calculations in SI, so all parameters are converted accordingly. We calculated the values for the different density layers following the work of [Talwani et al. 1959].

Table 3: Medium parameters

| depth of layer (top)(km) | $V_p$(km/s) | $V_s$(km/s) | $\rho$(g/cm$^3$) |
|--------------------------|-------------|-------------|------------------|
| 0.0                      | 4.90        | 2.816       | 2.50             |
| 3.0                      | 5.40        | 3.103       | 2.60             |
| 5.0                      | 6.00        | 3.448       | 2.70             |
| 7.0                      | 6.90        | 3.966       | 2.80             |
| 20.0                     | 7.60        | 4.368       | 3.10             |
| 26.0                     | 7.80        | 4.483       | 3.26             |
| 34.0                     | 8.00        | 4.598       | 3.30             |

3.2 Simulation description

For this particular station network and earthquake, we configured our simulation with the parameters shown in figure 4.

Table 4: Simulation limits

|                           |                |
|---------------------------|----------------|
| latitude range:           | from 17.78 to 21.63 degree |
| longitude range:          | from -78.27 to 71.86 degree |
| depth range:              | from -30.0 to 90.0 km |
| Size (km)                 | x: 427.03 y: 679.36 z: 120.0 |
| Simulation start time     | 2016-01-17 08:29:25.0 |
| Simulation end time       | 2016-01-17 08:32:24.91 |
3.2.1 Simulation sizes

We tested our system with different simulation sizes. At lower simulation sizes, we can have lower computation workloads and greater simulation time steps, as noted in (5). But at the same time, the simulation would only allow lower maximum source frequencies, responding to (6). The simulation step then controls the level of detail of the simulation, where coarser levels complete faster, but with lower detail. The following table summarizes the different level of detail tested in this experiment.

| level | Grid size     | time steps | dp (km)       | dt (s) | max f (Hz) |
|-------|---------------|------------|---------------|--------|------------|
| 0     | 64x64x32      | 1700       | 6.67x10.61x3.75 | 0.1    | 0.037      |
| 1     | 64x64x64      | 1700       | 6.67x10.61x1.87 | 0.1    | 0.037      |
| 2     | 128x64x64     | 1700       | 3.33x10.61x1.87 | 0.1    | 0.037      |
| 3     | 128x128x64    | 1700       | 3.33x5.30x1.87 | 0.1    | 0.075      |
| 4     | 128x128x128   | 3400       | 3.33x5.30x0.93 | 0.05   | 0.075      |
| 5     | 256x128x128   | 3400       | 1.66x5.30x0.93 | 0.05   | 0.075      |
| 6     | 256x256x128   | 3400       | 1.66x2.65x0.93 | 0.05   | 0.15       |
| 7     | 256x256x256   | 17000      | 1.66x2.65x0.46 | 0.01   | 0.15       |
| 8     | 512x256x256   | 17000      | 0.83x2.65x0.46 | 0.01   | 0.15       |
| 9     | 512x512x256   | 17000      | 0.83x1.32x0.46 | 0.01   | 0.30       |
| 10    | 512x512x512   | 17000      | 0.83x1.32x0.23 | 0.01   | 0.30       |

The maximum grid size used is 512x512x512, to allow all the data to fit inside the GPU memory and thus avoid CPU-GPU memory allocations.

3.3 CPU implementation

We compare our GPU results against an equivalent implementation programmed using highly optimized vector algebra package openblas, using the library numpy in a python script.

3.4 Results

In figure 2 we compare the resulting simulated seismogram readings (in red) against the real seismogram (in blue) for level of detail 3. With this level is possible to simulate sources with frequencies of only up to 0.075 Hz. In order to compare our simulated seismograms against real ones, we employed a band-pass filter in both the simulated and real seismograms. The bans-pass filter employed had corner frequencies of 0.02 and 0.06 Hz. We can observe that the simulated seismograms are generally in accordance with the real seismograms, with discrepancies arising the farther away the station is with respect to the earthquake centroid. The medium parameters, taken from [Moreno et al. 2002], are more accurate in the vicinity of the centroid of the earthquake used in this
experiment. Then, it is natural that the velocity model near the centroid of the earthquake is more accurate, and as a consequence the stations nearer to it are simulated more accurately.

Figure 2: Comparison of simulated station seismograms (in red) against real seismograms (in blue) for a level of detail 3. We employed a band-pass filter with corner frequencies of 0.02 and 0.06 Hz.

In figure 3, the graph of the left depicts the rms error between the simulated seismogram and the real seismogram, for each station in the network. We can see that the rms error is approximately the same for all stations. This is a consequence of the inversion of the moment tensor made with ISOLA. As ISOLAs inversions method tries to minimize the sum of the rms errors for all stations, it is to be expected that a minimum in the inversion would be reached when all stations have a low and similar rms error.

The graph on the right of figure 3 shows the mean relative error for each station. In this graph we can see that the relative error is lower in stations nearer to the earthquakes centroid. This is so because the medium parameters utilized are more accurate near the earthquakes centroid, as was noted before.

Figure 3: left: rms error for each station. right: relative error
3.5 Speed-up results

We tested the system in a budget notebook HP probook 445 G7, with an AMD APU composed of a Ryzen 7 4700U CPU with a Vega-based GPU. The notebook has 24Gb DDR4 of RAM.

We compared the simulation step time of the CPU and GPU implementations, for each level of detail used. The results are summarized in figure 4.

![Figure 4: left: time to compute one time step, for the GPU and CPU implementation, for each level of detail. right: GPUs speed up for each level of detail.](image)

The mean speed up of our GPU implementation compared with the naive CPU solution is of a factor of 12.0. This is the common speed-up found in the literature [Kadlubiak et al. 2018]. This shows that our implementation is capable of providing good speed-ups compared with a system running on a CPU. Its worth mentioning that it is possible that our naive CPU implementation may not be well optimized for this workload. Even though openblas is a well known and widely utilized CPU linear algebra library, we observe that during the experiments the CPU utilization is just around 30%. As elastic wavefield simulation is an memory-bound algorithm [Kadlubiak et al. 2018], improvements in the CPU implementation could be made by optimizing memory access. But such optimization is not needed in our GLSL implementation, as memory-bound algorithms are common in 3D graphic workloads, and OpenGL is already optimized for such computing tasks.

We can also observe that, for the lowest level of detail, the speed up achieved is only of a factor of 4.0. This is also an expected result, as the advantages of utilizing GPUs are better realized when the workload consist of larger quantities of parallel computations.

3.6 Real-usage usefulness

Our ultimate objective is to allow the usage of low end consumer level hardware to accomplish full waveform inversion methods to recover detailed models of medium parameters. To assess the usefulness of our method to reach that goal, we analyzed the total simulation time. As can be seen in table 5, not only the
step simulation time increased with each successive increase of level of detail, but
the total time steps as well. Inversion methods often require many simulations
to perform one iteration, and several iterations for the algorithm to converge.
For this reason, it is more significant the total time required for the simulations
rather than the time taken for 1 simulation step. To test the total time, we
imagine an scenario where 1000 simulations are needed per iteration, and 10
iterations are required for the algorithm to converge to a solution.

A summary of the total time needed to accomplish one simulation is shown
in table 6

| lvl | CPU total time | GPU total time (dd:hh:mm:ss) |
|-----|----------------|-----------------------------|
| 0   | 00:00:00:10    | 00:00:00:03                 |
| 1   | 00:00:00:40    | 00:00:00:04                 |
| 2   | 00:00:01:53    | 00:00:00:07                 |
| 3   | 00:00:03:41    | 00:00:00:18                 |
| 4   | 00:00:14:10    | 00:00:02:02                 |
| 5   | 00:00:27:46    | 00:00:02:16                 |
| 6   | 00:00:58:22    | 00:00:04:55                 |
| 7   | 00:10:03:30    | 00:00:48:10                 |
| 8   | 00:20:32:30    | 00:01:25:00                 |
| 9   | 01:19:57:50    | 00:04:00:50                 |
| 10  | 04:07:27:50    | 00:08:15:50                 |

For a level of detail of 3, we can perform 1000 simulation in about 5 hours
using our GPU implementation. If the algorithm takes 10 iterations to converge,
that adds to a little above 2 days to perform the inversion. For level of detail
4, our GPU implementation would take 33 hours to complete 1000 simulations,
and to reach 10 iterations 13 days of computing time would be needed. And for
level of detail 7, our system would take 150 days to complete 10 iterations.

Clearly, mid-tier notebooks are not suited to perform high level of detail
seismic inversion in a reasonable amount of time. Nevertheless, our system does
allow to complete reasonable levels of detail, with a grid size of 128x128x64
and a maximum source frequency of 0.075 Hz, within a time frame of 2 days.
This could be use useful to accomplish coarse inversions with readily available
hardware, and then use those result to initialize with a near-correct model a
high level of detail inversion in a high performance computer cluster.

4 Conclusions

Our implementation is capable of providing speed-ups of a factor of 12, compared
with a naive CPU implementation. This number is probably an over estima-
tion, as our CPU implementation may not be well optimized for this workload.
Nevertheless, our GLSL implementation took relatively minimum programming
efforts, as neither PU workload distribution nor memory access had to be manually programmed, all those tasks were accomplished by the OpenGL driver. Also, as elastic wavefield simulation is a memory-bound algorithm, it is to be expected that GPU implementations outperform CPU implementation, as the former has a much larger memory bandwidth.

We benchmarked our implementation in a hypothetical real inversion scenario, computing the total time it would take a budget notebook to accomplish 10 iterations of 1000 simulations. Our results show that even when it is not possible to achieve high grid size inversions using this kind of low performance hardware, it is able to accomplish mid-range grid sizes, of about 128x128x64, in a reasonable amount of time. This could be used to get coarse-level inversion with readily available hardware, and afterwards use those results to initialize a high level of detail inversion in a high performance computer cluster.
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6 Computer Code Availability

The code is available at: https://github.com/nosemeocurreapodo/GLSL-Elastic-3D-Wavefield-Simulation.git under the GPL licence. It is written in the GLSL shading language, with function calls from a python script. The hardware requirements is a computer with a GPU with GLSL 3.3 capabilities.
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