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Abstract

Federated learning (FL) allows predictive model training on the sensed data in a wireless Internet of things (IoT) network evading data collection cost in terms of energy, time, and privacy. In this paper, for a FL setting, we model the learning gain achieved by an IoT device against its participation cost as its utility. The local model quality and the associated cost differs from device to device due to the device-heterogeneity which could be time-varying. We identify that this results in utility unfairness because the same global model is shared among the devices. In the vanilla FL setting, the master is unaware of devices’ local model computation and transmission costs, thus it is unable to address the utility unfairness problem. In addition, a device may exploit this lack of knowledge at the master to intentionally reduce its expenditure and thereby boost its utility. We propose to control the quality of the global model shared with the devices, in each round, based on their contribution and expenditure. This is achieved by employing differential privacy to curtail global model divulgence based on the learning contribution. Furthermore, we devise adaptive computation and transmission policies for each device to control its expenditure in order to mitigate utility unfairness. Our results show that the proposed scheme reduces the standard deviation of the energy cost of devices by 99% in comparison to the benchmark scheme, while the standard deviation of the training loss of devices varies around 0.103.

I. INTRODUCTION

The Internet of things (IoT) is largely based on the machine-type communication devices (MTDs) with sensing, computing, communication, and/or control capabilities, such as wearables,
telemetry devices, surveillance devices, smartphones, etc., [1], [2]. Applying machine learning techniques on the sensing data acquired by these devices holds great potential of providing intelligent and personalized services to the user through predictive models [3], [4]. However, this data is mostly private in nature, thereby collecting and storing this sensitive physical information in a centralized cloud server for learning is risky. In that, various scenarios exist where both parties may or may not be trustworthy. Moreover, due to the wireless and autonomous operation, these devices are mostly battery operated, thus the data communication is severely energy-constrained [5], [6].

To mitigate the cost of collecting sensed data (in terms of energy, time, privacy) at a central entity, the training can be performed locally at the devices. Clearly the trained models will perform poorly due to the limited data size. Therefore, a specialized machine learning setting referred to as the Federated learning (FL) provides a distributed learning methodology to learn a global model at a central entity without the need to access distributive data [7]. In FL, a master device iteratively learns the global model parameters by combining the updates of local model parameters computed and then shared by the participating devices with the master. In a wireless IoT network, FL realizes effective predictive model learning with profound communication efficiency and strong privacy. From the master’s perspective, FL enables global model learning in a privacy-preserving manner, i.e., without collecting sensitive data from the MTDs. On the other hand, each MTD procures a global model which is learned using disjoint data of multiple MTDs, thus a more effective model as compared to its local model. We refer to this improvement achieved in the model learning against the accumulative cost associated with local model computation and transmission towards the master as MTD’s utility.

In the vanilla FL setting, each device receives the same global model from the master irrespective of the quality of its local model and the associated cost of computation and transmission. However, in a practical IoT network, the local model quality and accumulative cost vary between devices due to the (time-varying) diversity in the training data, wireless channel, computation/communication resources, etc. Furthermore, a malicious device may intentionally reduce the cost of computation and/or transmission, e.g., by decreasing the training dataset size, performing fewer iterations, re-transmitting the previous update, employing quantization/compression, etc. Thereby, the device increases its utility while enjoying the same global model as other legitimate devices. This malicious behavior causes utility unfairness among devices and damages the quality of the global model which in turn increases the convergence time. In particular, if legitimate
devices increase their computation budget to maximize the quality of the local model to help achieve better global model, their additional investment does not yield productivity gains due to the poor local models contributed by the malicious devices. Nevertheless, distinguishing this malicious behaviour from the natural channel/resource diversity is rather hard without additional information. In the existing FL settings, there are no standard of operations devised for this situation, thus the master cannot ensure pertinent operation of the devices.

Security and device heterogeneity are the two main issues for FL in a wireless IoT network setting. By evading data transmission, FL does protect devices from conventional eavesdropping attacks. Nevertheless, the private information can still be revealed by manipulating the transmitted local models. For example, a model inversion attack analyses the differences in the shared parameters (e.g., weights of a neural network) to reconstruct the training data of a device [8], [9]. Similarly, a membership inference attack can reveal if a data sample was used in the training process [10], [11]. Thus, the training data is somewhat vulnerable in a FL setting. In this regard, differential privacy (DP) has been proved to offer quantifiable protection against information leakage [12], [13]. DP is a proactive method of adding artificial noise to the data before sharing (we will discuss it in greater detail in the later sections). Various existing studies proposed DP based learning algorithms. Local DP (LDP) is employed in [14], in which users send a randomized version of their local data for distributed estimation over user uploaded data. In [15], DP based Stochastic gradient descent algorithm is analysed considering different dataset sizes and privacy levels.

To improve user services, a DP based personalized FL method is proposed in [16] for a wireless IoT network. DP is just employed for protection and the focus is on the adaptive training which considers device heterogeneity and data ownership. In [17], DP based FL algorithm is proposed for Internet of Vehicles (IoV), which minimize the communication overhead while achieving high accuracy in a DP based secure manner. In [18], a DP based FL algorithm is employed to devise an incentive model based on computation, communication, and privacy cost of the devices. A higher cost yields a higher (unspecified) reward and the device’s utility is the difference between the reward and the cost. Similar incentive mechanisms for FL are proposed in [19–22]. From the perspective of the master’s profit, some have evaluated device contribution based on the local training delay [19], [20], others have evaluated device contribution based on the training dataset [21], [22].
A. Paper Contributions

Prior works on FL in a wireless IoT network only focused on the expenditure or contribution of the devices and proposed some (typically unspecified) reward/incentive in response to the device heterogeneity. A few have employed DP only for protection against attacks via eavesdropping. To the best of our knowledge, no prior work has jointly considered the diversity in the expenditure and contribution of the devices impacting the master’s model learning, and addressed the unfairness among devices or the malicious behaviour mentioned above.

We consider a FL setting, in which multiple heterogeneous MTDs cooperate with a master. To address the utility unfairness problem among MTDs, we propose to control the quality of the global model shared with the MTDs, in each round, based on their contribution and expenditure. We design a utility function for MTDs to model the learning gain and cost associated with it in each round. In particular, the utility function works as a catalyst and it is used to reveal the optimal computation and transmission policies such that the learning gain versus the cost is similar for all MTDs. This is achieved by treating global model as a precious commodity and controlling its quality through DP. Accordingly, the master will add noise in the global model before sharing it with a MTD in proportion to the deviation of its local model from the global model. In the proposed methodology, the master relies only on the local model quality to decide the level of noise to be added in each round. It is because the computation and transmission costs cannot be quantified effectively. We use DP in two-folds, first to provide security and second to curtail global model divulgence. Through an extensive performance analysis of the proposed scheme we seek answers to the following two questions:

1) How do heterogeneous MTDs achieve similar utility (learning gain versus cost) without compromising the learning rate of the global model?

2) How does a MTD adapt its computation and transmission parameters in each round without any knowledge of the contribution and expenditure of other MTDs?

Our investigation leads to the following observations:

- Our results show that the existing FL in a wireless IoT network setting suffers from severe utility unfairness among MTDs. The proposed scheme addresses this problem by controlling the productivity gains of MTDs and achieves similar learning gain and energy expenditure across all participating MTDs.

- For each round, the proposed scheme produces optimal computation and transmission
policies for individual MTDs without any knowledge of the contribution and expenditure of other MTDs. Similarly, the master controls the global model quality without any knowledge of the expenditure of MTDs.

- Our results show that the proposed scheme reduces the standard deviation of the energy cost across MTDs by 99% in comparison to the benchmark scheme, while the standard deviation of the training loss across MTDs varies around 0.103. Also, the proposed scheme provides about 12.17% reduction in the average energy cost of MTDs as compared to the benchmark scheme.

**Paper organization:** The rest of the paper is organized as follows. The system model and operation are presented in Section II. The proposed differentially-private FL problem is formulated and solved in Section III. Simulation results are presented in Section IV. Section V concludes the paper.

## II. System Model and Operation

In this section, we present the overall network setup and its operation including the underlying FL model, the differential privacy mechanism, the communication channel model, and lastly the computation and transmission energy cost models.

### A. Network Setup

We consider a network consisting of a access point (AP) serving a set $\mathcal{K} = \{1, 2, \cdots, K\}$ of heterogeneous MTDs. The network is composed of a single cell with the AP located at the center and the MTDs are located at arbitrary distances from the AP. We assume the AP has ample computation and energy resources to facilitate the collaborative FL. All MTDs possess sensing, training, and transmission capability. However, each MTD has different computing and energy constraints. Each MTD regularly acquires some physical information from the environment and stores it in its local database. The $k$-th MTD has a local training dataset $\mathcal{D}_k = (\mathcal{D}_{k,1}, \mathcal{D}_{k,2}, \cdots, \mathcal{D}_{k,d_k}) \in \mathbb{R}^{d_k} = \{x_{k,i} \in \mathbb{R}^s, y_{k,i} \in \mathbb{R}\}_{i=1}^{d_k}$, where $k \in \mathcal{K}$, $x_{k,i}$ denote a feature vector, $y_{k,i}$ denote the corresponding label, $d_k = |\mathcal{D}_k|$ is the total number of training samples stored in $k$-th MTD’s database and $|\cdot|$ denote the cardinality of a set. We assume the MTDs possess different finite storage capacity to store data samples. After each sensing interval a given number of old data samples are replaced by equal number of freshly acquired data samples. Therein, the dataset size is assumed to be initially at full capacity and remains the same throughout the training process.
Each MTD performs local training over its dataset and transmits the specific training parameters to the AP within a time block of $T$ secs.

### B. Federated Learning

The overall objective of the system is to learn a statistical model at the AP, over the datasets of all participating MTDs. Accordingly, the AP needs to find a fitting vector $w_g \in \mathbb{R}^v$ (a global model) which minimizes some loss function for the given datasets. This learning task is formulated as follows [23]:

$$
\min_{w_g \in \mathbb{R}^v} \mathcal{G}(w_g) = \frac{1}{d} \sum_{k=1}^K d_k \mathcal{L}_k(w_g),
$$

where $d = \sum_{k=1}^K d_k$ is the total number of training samples of all MTDs and $d_k$ is the number of training samples of the $k$-th MTD, $\mathcal{G}(\cdot)$ is the total loss function which measures the empirical loss of all training samples of all MTDs, and $\mathcal{L}_k(\cdot)$ is total loss function for the $k$-th MTD which is defined as

$$
\mathcal{L}_k(w_g) = \frac{1}{d_k} \sum_{i=1}^{d_k} \ell(w_g, x_{k,i}, y_{k,i}),
$$

where $\ell(\cdot)$ is a convex loss function. The choice of the loss function depends on the learning task. The two main streams of loss functions are regression loss functions (e.g., mean-squared-error) and classification loss functions (e.g., binary cross-entropy, Kullback-Leibler divergence).

To solve problem in (1), the AP needs access to all datasets. This implies that all MTDs must transmit their individual datasets to the AP, these datasets can be large and thus may incur huge data transmission cost on the MTDs. In many IoT cases, the complete dataset transmission is infeasible for MTDs due to the power constraint. In addition, the data sensed by these MTDs may contain sensitive information, e.g., user activity, medical history, etc. To this end, FL allows global model training in a privacy-preserving manner, i.e., without acquiring local training datasets at a central entity.

We employ a generic FL mechanism in [24] to solve the global problem in (1). In the $m$-th communication round, in parallel each MTD computes the gradient of the local total loss function with respect to the global model parameters, $\nabla \mathcal{L}_k(w_g^{(m)})$, and sends it to the AP. The AP collects all the local gradients and computes the average as

$$
\nabla \mathcal{G}(w_g^{(m)}) = \frac{1}{K} \sum_{k=1}^K \nabla \mathcal{L}_k(w_g^{(m)}),
$$
and distributes the global gradient among all MTDs. Then, each MTD using its dataset $D_k$ solves the following local loss minimization problem using gradient method:

$$\begin{align*}
\text{minimize} \quad & F_k(w_g^{(m)}, h_k^{(m)}) = L_k(w_g^{(m)} + h_k^{(m)}) - (\nabla L_k(w_g^{(m)}) - \xi \nabla G(w_g^{(m)}))^\top h_k^{(m)},
\end{align*}$$

(4)

where $(\cdot)^\top$ denote the transpose operation, $\xi > 0$ is a constant parameter, and $h_k^{(m)}$ is the model update of the $k$-th MTD’s local model parameters in the $m$-th communication round, i.e., $w_g^{(m)} + h_k^{(m)}$. After local model computation, each MTD sends both the gradient $\nabla L_k(w_g^{(m)})$ and the update vector $h_k^{(m)}$ to the AP. Once all local updates are received, the AP computes the global model as follows:

$$w_g^{(m+1)} = w_g^{(m)} + \frac{1}{K} \sum_{k=1}^{K} h_k^{(m)},$$

(5)

and broadcasts the global model towards all MTDs. After sufficient number of communication rounds, the objective function converges to a global optimal \cite{25}. Nevertheless, there are many challenges associated with FL’s convergence rate in a wireless network scenario with resource-constraint MTDs. For example, the energy-constraint puts a limit on the amount of data that can be sensed and trained. Secondly, the random nature of wireless medium makes the transmission of local model parameters challenging.

C. Differential Privacy

To protect the sensitive data of the MTDs from the likes of inference or membership attacks, the AP and MTDs preserve the privacy of their computed model parameters by employing DP framework \cite{12}. As such, a differentially private algorithm allows releasing some statistic or data with provable privacy protection guarantee against arbitrary adversaries. This is achieved by adding suitable level of randomness such that the absence of one individual/entity from a database will not substantially change the distribution of the output of the algorithm \cite{12}, \cite{26}. Before we define DP, let us define the Hamming distance which will be used to measure the similarity of two databases.

**Definition 1.** Hamming distance between two databases $D_k \in \mathcal{R}^{d_k}$ and $D_k' \in \mathcal{R}^{d_k}$ is $h(D_k, D_k') = |\{c | D_{k,c} \neq D_{k,c}'\}|$, which equals to the number of entries where $D_k$ and $D_k'$ differ.
Definition 2. Let $D_k = (D_{k,1}, D_{k,2}, \cdots, D_{k,d_k}) \in \mathcal{R}$. For $\epsilon \in (0, 1)$ and $\delta > 0$, a mechanism $M(D_k) : \mathcal{R}^{d_k} \to \mathcal{R}$ guarantees $(\epsilon, \delta)$-Differential Privacy if for all sets $S$, and all parallel databases $D_k$ and $D'_k$ which differ by one entry, i.e., $h(D_k, D'_k) = 1$, we have [27]

$$p\{M(D'_k) \in S \mid D'_k\} \leq \exp(\epsilon)p\{M(D_k) \in S \mid D_k\} + \delta,$$

where $p\{\cdot\}$ denote the probability.

In Definition 2, the $\epsilon$ is the privacy budget, i.e., a small value for $\epsilon$ implies more privacy and vice versa. $\delta$ is a very small probability of leaking more information than $\epsilon$. The mechanism $M$ is the strategy of adding randomness in the algorithm’s output in order to achieve privacy. We employ Gaussian mechanism [12], to achieve $(\epsilon, \delta)$-DP, which draws a random noise vector from the Gaussian distribution with zero mean and scaled variance such that the privacy of the output statistic vector (model parameters) is preserved. The variance of the noise distribution depends on the “sensitivity” of the output statistic vector which captures how much a single individual’s data can change the output vector. Consider an algorithm applies a function $f : \mathcal{R}^{|D_k|} \to \mathcal{R}$ on database $D_k$ then the Gaussian mechanism on $f$ can be given as

$$M(D_k) = f(D_k) + \mathcal{N}(0, S_f^2 \sigma_k^2),$$

where $\mathcal{N}(0, S_f^2 \sigma_k^2)$ is Gaussian distribution with zero mean and variance $S_f^2 \sigma_k^2$ and $S_f$ is the sensitivity of function $f$. We consider $L_2$-sensitivity and define it as follows:

Definition 3. The $L_2$-sensitivity of any function $f$ applied on databases $D_k$ and $D'_k$ which differ by one entry is

$$S_f = \sup_{h(D_k, D'_k) = 1} ||f(D_k) - f(D'_k)||_2.$$  

Proposition 1. Gaussian mechanism $M$ on function $f$ with sensitivity $S_f$ applied to database $D_k$ achieves $(\epsilon, \delta)$-DP if

$$\sigma_k \geq \frac{1}{\epsilon} \sqrt{2 \log \left(\frac{1.25}{\delta}\right)},$$

where $\epsilon \in (0, 1)$ and $\delta > 0$.

Proof: The proof is given in [12].
D. Differentially Private Federated Learning Algorithm

The Algorithm 1 specifies the set of operations to be executed at the AP and the MTDs to achieve privacy-preserving FL. In each global communication round, the MTDs follow gradient method to solve local loss minimization problems and compute local model updates. In order to protect local data privacy, the MTDs employ DP Gaussian mechanism as specified in Section II-C. Accordingly, each MTD adds a noise vector $n_k$ drawn from a Gaussian distribution $\mathcal{N}(0, S_{fk}^2 \sigma_k^2)$, where $S_{fk}$ is the sensitivity of the local update vector $h_k^{(m)}$ which is given by (8). The objective is to conceal whether a given training sample was used or not by the $k$-th MTD to compute $h_k^{(m)}$ in the $m$-th communication round. Similarly, the AP protects the global model by adding a noise vector $n_g$ drawn from a Gaussian distribution $\mathcal{N}(0, S_{fg}^2 \sigma_g^2)$, where $S_{fg}$ is the sensitivity of the global model vector $w_g^{(m)}$, and $\sigma_g^2$ given by (9). At the AP, the objective is to conceal whether a given MTD contributed to the global model computation or not. The variance for these noise distributions is controlled through $\sigma_k^2$ and $\sigma_g^2$ to achieve $(\epsilon_k, \delta_k)$-DP and $(\epsilon_g, \delta_g)$-DP at the $k$-th MTD and AP, respectively, using Proposition 1.

Each global communication round in Algorithm 1 is $(\epsilon, \delta)$-DP. It means that the privacy loss of each MTD will be no more than $\epsilon$ with probability greater than or equal to $1 - \delta$. Using the compositability property of the DP mechanism, we can compute an upper-bound on the total privacy loss for the whole training process by accumulating the privacy loss for each time the training data is accessed, i.e., $\epsilon$. Accordingly, the Algorithm 1 will be $(M\epsilon, M\delta)$-DP, where $M$ is the total number of global communication rounds.

For a setting when the same training data is accessed for multiple iterations, recent studies [12], [28–31] have analysed the total privacy loss for multiple iterations and proposed much tighter bounds on the privacy loss. For example, based on the strong composition theorem proposed in [28] and [29] the Algorithm 1 will be $(\epsilon\sqrt{M \log(1/\delta)}, M\delta)$-DP. Moreover, if the training data is sampled from the dataset with probability $q$, then from the privacy amplification theorem proposed in [30] Algorithm 1 will be $(O(q\epsilon), O(q\delta))$-DP. In [31], the proposed moments accountant method achieves a much tighter bound, i.e., $(O(q\epsilon\sqrt{M}), O(q\delta))$-DP, which saves a $\sqrt{\log(1/\delta)}$ factor in the $\epsilon$ part and a $Mq$ factor in the $\delta$ part.

E. Local Model Computation

Computation: The MTDs employ gradient method to solve the local loss minimization problem in (4). In a communication round, each MTD performs multiple local iterations following
Algorithm 1 Differentially Private Federated Learning Algo.

1: **Inputs:** databases \( \{D_k\}, \forall k \in K \), local problem accuracy threshold \( \Phi \), global problem accuracy threshold \( \Psi \).

2: **Initialize:** global communication round number \( m = 0 \), \( w_g^{(m)} = 0 \).

3: **repeat**

4: **for** each MTD \( k \in K \) in parallel **do**

5: compute \( \nabla L_k(w^{(m)}_g) \) and send it to the AP.

6: **end for**

7: AP collects local gradients \( \{\nabla L_k(w^{(m)}_g)\}, \forall k \in K \) and computes global average (3) and sends it to all MTDs.

8: **for** each MTD \( k \in K \) in parallel **do**

9: **Initialize:** local iteration number \( j = 0 \), \( h_k^{(m), (j)} = 0 \).

10: **repeat**

11: Find the solution \( h_k^{(m), (j)} \) for the local problem in (4).

12: Increment the local iteration number: \( j \leftarrow j + 1 \).

13: **until** local problem in (4) is solved with accuracy \( \Phi \).

14: Draw a noise vector \( n_k \in \mathbb{R}^v \) from \( \mathcal{N}(0, S^2_{f_k} \sigma^2_k) \) and send noisy solution to the AP,

\[
h_k^{(m)} \leftarrow h_k^{(m), (j)} + n_k.
\]

15: **end for**

16: AP collects all the local model updates and computes the global model (5).

17: AP draws a noise vector \( n_g \in \mathbb{R}^v \) from \( \mathcal{N}(0, S^2_{f_g} \sigma^2_g) \) and sends noisy global model to MTDs,

\[
w_g^{(m)} \leftarrow w_g^{(m)} + n_g.
\]

18: Increment the communication round number: \( m \leftarrow m + 1 \).

19: **until** global problem in (1) is solved with accuracy \( \Psi \).


the gradient method. Accordingly, the local update in the \((j+1)\)-th iteration for the \( k \)-th MTD given the global model \( w_g^{(m)} \) is computed as:

\[
h_k^{(m), (j+1)} = h_k^{(m), (j)} - \eta \nabla F_k(w_g^{(m)}, h_k^{(m), (j)}),
\]
where $\eta > 0$ is the step size. We initialize the local update in each communication round as $h_k^{(m),(0)} = 0$, $\forall m$. Let the $k$-th MTD performs $j$ number of local iterations on its training data of size $d_k$. The computation time to compute local update can be given as:

$$T_{cp,k} = jd_k\tau_k,$$

(11)

where $\tau_k$ is given as

$$\tau_k = \frac{\text{instructions}}{\text{program}} \times \frac{\text{clocks}}{\text{instruction}} \times \frac{\text{seconds}}{\text{clock}} \times \frac{1}{\text{reg}},$$

(12)

The explanation for the terms in (12) is as follows:

(i) The number of instructions executed to process one data sample of given size.

(ii) Since, a typical sensor MTD can execute most of the instructions in 1 clock cycle, we assume the same.

(iii) Seconds per clock is the clock speed which is equal to the reciprocal of micro-controller’s operational frequency (typically in mega or giga Hz).

(iv) reg is register size of the micro-controller and its value is typically 32-bits or more.

Let $P_{cp,k}$ denote the power consumed by the $k$-th MTD during data processing. Its predefined value depends on the MTD’s hardware. We assume this value is known and constant.

F. Wireless Transmission

**Channel model:** The AP and all the MTDs are equipped with an omnidirectional antenna. The AP allocates orthogonal radio access channel resources to MTDs for uplink transmission in a given time slot. We assume narrow-band quasi-static propagation channel between each MTD and the AP. Each channel is affected by a large-scale path loss, with path loss exponent $\alpha$, and a small-scale Rayleigh fading, with channel coefficient $h_k$ for the $k$-th MTD. The channel gain distribution has the scale parameter $\varsigma$. We assume the channel remains unchanged over a single transmission block. In practical networks typically operating at (typically $< 6$ GHz), the coherence time is of the order of 100 ms and the channel estimation is highly accurate [32]. Therefore, we assume the AP estimated the instantaneous channel state for each channel perfectly, which is inline with the relevant prior works [33–35]. At the receiver antenna, the noise is assumed to be additive white Gaussian noise with zero mean and variance $\sigma_{awgn}^2$. Let $N_0$ denote the noise spectral density.
**Transmission:** Once the local model is computed, each MTD transmits its local model update to the AP using the orthogonal resource blocks, i.e., multiple MTDs can transmit within a given time slot. Recall that each MTD needs to perform both computation and transmission within time block $T$. Let $V_v$ denote the size of the local model update in bits, which is the same in each communication round for each MTD, i.e., $v$ is fixed for $h^m_k \in \mathbb{R}^v$, $\forall k, m$. Accordingly, the transmission time for the $k$-th MTD, $T_{tx,k}$, is controlled through link transmission rate, $R_k$, i.e.,

$$T_{tx,k} = \frac{V_v}{R_k}. \quad (13)$$

The transmission rate, $R_k$, is given as

$$R_k = B_k \log_2 \left(1 + \frac{\gamma_k}{\Gamma}\right), \quad (14)$$

where $B_k$ is the $k$-th MTD’s allocated bandwidth, $\gamma_k$ is the received signal-to-noise ratio (SNR) for the $k$-th MTD, and $\Gamma$ characterizes the gap between the achievable rate and the channel capacity due to the use of practical modulation and coding schemes [33], [36]. The received SNR for the $k$-th MTD, $\gamma_k$, is defined as [37]

$$\gamma_i = \kappa \frac{P_k \lvert h_k \rvert^2}{\sigma^2_{\text{awgn}} r_k^\alpha}, \quad (15)$$

where $P_k$ is the transmit power for the $k$-th MTD, $\kappa = \left(\frac{c}{4\pi f_c}\right)^2$ is the path loss factor, $c$ is the speed of light, $f_c$ is the center frequency, and $r_k$ is the distance between MTD and the AP. To compute the data transmission power cost $P_{tx,k}$ for the $k$-th MTD, we adopt a practical model of [38]. $P_{tx,k}$ is composed of three components: (i) the transmit power $P_k$, (ii) amplifier power $P_{\text{amp},k}$, and (iii) the static communication module circuitry power $P_{\text{cir},k}$, i.e., $P_{tx,k} = P_k + P_{\text{amp},k} + P_{\text{cir},k}$. $P_{\text{cir},k}$ accounts for the operation of the frequency synthesizer, mixer, transmit filter, antenna circuits, digital-to-analog converter, etc. We consider $P_{\text{amp}} = (1/\rho - 1)P_k$, [38], where $\rho \in (0, 1]$ is the drain efficiency of the power amplifier. Thereby, $P_{tx,k}$ for the $k$-th MTD can be given as

$$P_{tx,k} = \frac{1}{\rho} P_k + P_{\text{cir},k}. \quad (16)$$

### III. Proportionally-Fair Differentially-Private Federated Learning

In the proposed system, the objective of the AP is to learn a statistical model over the datasets of all participating MTDs without acquiring these datasets. Whereas, the objective of each MTD is to learn a better statistical model trained over multiple disjoint datasets of different MTDs
as compared to its local model trained over much smaller dataset. Hence, the global model is more accurate than the individual local models. The improvement achieved in statistical model learning at the MTDs after each communication round is referred to as the learning gain.

The learning gain is achieved by participation in FL mechanism, i.e., performing the local model training and transmission, which poses significant energy cost on resource constrained MTDs. The quality of the local model and the associated cost of computation and transmission will be different for different MTDs, because of the device heterogeneity in the sensing data, wireless channel, and availability of the computation and other resources. In this regard, we quantify the utility of $k$-th MTD in $m$-th communication round, $U_k^{(m)}$, by the degree of the learning gain and the accumulative energy cost associated with local model computation and transmission, i.e.,

$$U_k^{(m)} \propto \{\text{Learning gain}\}^{(m)} - \{\text{Cost}_{cp+tx}\}^{(m)}.$$

(17)

In a vanilla FL setting, each participating MTD receives the same global model update irrespective of the quality of its shared local model and the associated cost. Therein, a malicious MTD may intentional try to reduce the cost of computation and/or transmission of the local model, greedily increasing its utility by enjoying the same global model, i.e., level of accuracy, as other legitimate MTDs. This malicious behavior in a FL setting causes utility unfairness among MTDs and its poor quality local model adversely impacts the quality of the global model which in turn increases the convergence time and reduces the utility of the legitimate MTDs. That is, even if legitimate MTDs increase their computation budget to maximize the quality of the local model to help achieve a better global model, their additional investment doesn’t pay-off productivity gains due to the poor local models contributed by the malicious MTDs. Consequently, the legitimate MTDs don’t attain the expected improvement in their utility. The same problem can naturally be caused due to the device heterogeneity. Wherein, the local model quality and accumulative cost can be impacted by the (time-varying) diversity in the training data, wireless channel, computation/communication resources, etc. Nevertheless, distinguishing the malicious behaviour from the natural channel/resource diversity is rather hard without additional information.

Since, in the state-of-the-art FL settings, there are no specific standard of operations devised for participating MTDs, the AP cannot ensure their pertinent operation. To address these challenges in a FL based wireless IoT network with heterogeneous MTDs, we propose to preserve global
model using DP. We design policies for the AP and the MTDs, where the AP strive to ensure utility fairness among MTDs and the MTDs try to maximize their utility. In particular, the utility function works as a catalyst and it is used to reveal the optimal computation and transmission policies, such that the learning gain versus the cost is similar for all devices.

A. MTD’s Local Training Convergence and Cost

We make the following assumptions to facilitate the design and analysis of the proposed system.

Assumption 1: The gradient \( \nabla F_k(w_g^{(m)}, h_k^{(m),(j)}) \) of function \( F_k(w_g^{(m)}, h_k^{(m),(j)}) \), for any \((w_g^{(m)}, h_k^{(m),(j)})\) in its domain, is \( L \)-Lipschitz continuous and it holds that
\[
||\nabla F_k(w_g^{(m)}, h_k^{(m),(j)}) - \nabla F_k(w_g^{(m)}, h_k^{(m),(j)})|| \leq L||h_k^{(m),(j+1)} - h_k^{(m),(j)}||,
\]
where \( L > 0 \) is a Lipschitz constant for the function \( \nabla F_k(\cdot) \).

Assumption 2: The function \( F_k(w_g^{(m)}, h_k^{(m),(j)}) \), for any \((w_g^{(m)}, h_k^{(m),(j)})\) in its domain, is strongly convex with parameter \( \mu > 0 \) and it holds that
\[
F_k(w_g^{(m)}, h_k^{(m),(j+1)}) \geq F_k(w_g^{(m)}, h_k^{(m),(j)}) + \left(h_k^{(m),(j+1)} - h_k^{(m),(j)}\right)^\top \nabla F_k(w_g^{(m)}, h_k^{(m),(j)}) + \frac{\mu}{2}||h_k^{(m),(j+1)} - h_k^{(m),(j)}||^2.
\]

Assumption 3: The function \( F_k(w_g^{(m)}, h_k^{(m),(j)}) \), for any \((w_g^{(m)}, h_k^{(m),(j)})\) in its domain, is twice-continuously differentiable. Thereby, (18) and (19) means that the eigenvalues of the Hessian are uniformly bounded above and below [39], this can be given as
\[
\mu I \preceq \nabla^2 F_k(w_g^{(m)}, h_k^{(m),(j)}) \preceq LI,
\]
where \( I \) is the identity matrix and the ratio \( L/\mu \geq 1 \) is the condition number of function \( F_k(\cdot) \).

All of the above assumptions can be satisfied by various convex loss functions, e.g., the cross-entropy, logistic regression, and mean squared error [40]. These loss functions are usually preferred for the performance analysis of identification, prediction, and classification algorithms.

Following Algorithm 1, in each communication round, all MTDs perform multiple local iterations to solve the local problem in [4] with an accuracy of \( \Phi \).

Definition 4. For the \( k \)-th MTD, in the \( m \)-th communication round, we define the accuracy \( \Phi \in (0, 1) \) of the solution \( h_k^{(m),(j)} \) to the local problem in [4] after \( j \) iterations as
\[
\Phi \geq \frac{F_k(w_g^{(m)}, h_k^{(m),(j)}) - F_k(w_g^{(m)}, h_k^{*,(m)})}{F_k(w_g^{(m)}, 0) - F_k(w_g^{(m)}, h_k^{*,(m)})},
\]
where $h^*_k(m)$ is the optimal solution of the problem in (4).

Based on the assumptions in (18), (19) and (20), we obtain a lower bound on the number of iterations, $j_{\text{min}}$, required to solve local problem in (4) with an accuracy $\Phi$.

**Theorem 1.** If the objective function $F_k(\cdot)$ in (4) is twice-continuously differentiable $\mu$-strongly convex and its gradient $\nabla F_k(\cdot)$ is $L$-Lipschitz continuous, then $k$-th MTD employing the gradient method with a step size $\eta > \frac{L}{2}$ needs to perform

$$j_{\text{min},k} \geq \frac{\log(\Phi)}{\log(\frac{\eta^2 L^2}{2} - \eta L + 1)}$$

number of iterations to solve the local problem in (4) with an accuracy $\Phi$.

**Proof:** The proof is provided in Appendix A. ■

Finally, for the $k$-th MTD the energy cost of the local model training and transmission in the $m$-th communication round, denoted by $E_{\text{cp+tx},k}^{(m)}$, can be given as follows:

$$E_{\text{cp+tx},k}^{(m)} = T_{\text{cp},k}^{(m)} P_{\text{cp},k}^{(m)} + T_{\text{tx},k}^{(m)} P_{\text{tx},k}^{(m)}.$$  \hspace{1cm} (23)

From (11), (13), and (16), we can rewrite (23) as

$$E_{\text{cp+tx},k}^{(m)} = j_k d_k \tau_k P_{\text{cp},k}^k + \frac{V_k \left( P_{k}^m + P_{\text{cir},k}^m \right)}{B_k \log_2 \left( 1 + \kappa \frac{P_{k}^m h_k^m(z_2)}{\sigma_0^2} \right)},$$  \hspace{1cm} (24)

where $x^{(m)}$, for any variable $x$, indicates that $x$ changes from one round to the next.

**B. Utility Fairness Policy for AP**

Based on Theorem 1, we can specifically state that in the $m$-th communication round the $k$-th MTD performs $j$ iterations and solves the problem in (4) with accuracy $\Phi$ using its local dataset $D_k$. The solution $h_k^{(m),(j)}$, i.e., local model update, is then sent to the AP. After collecting local updates from all participating MTDs, the AP computes the global model $w_g^{(m)}$ update as in (5), we refer to it as the true global model update.

As discussed earlier, the quality of the local model update can be significantly different for different MTDs due to various factors. In this regard, if the same global model is shared with all participating MTD, actually different MTDs spend different costs on local model computation and transmission, which would give rise to utility unfairness. In this setting, we propose to control the quality of the global model shared with different MTDs, in each communication
round, based on their contribution towards the global model computation. In that the true global model will be treated as a precious commodity and will be shared in a differentially private manner among different MTDs. Accordingly, the AP will add noise in the global model before sharing it with a given MTD in proportion to the deviation of its local model from the global model. In the proposed methodology, the AP relies only on the local model quality to decide the level of noise to be added in each communication round. It is because in practical settings the computation and transmission cost of MTDs cannot be quantified effectively at the AP.

As per Algorithm 1, a specific level of noise needs to be added to the true global model to achieve \((\epsilon_g, \delta_g)\)-DP by drawing noise vector from \(\mathcal{N}(0, S_f^2 \sigma_g^2)\). In addition to that, in each communication round, the AP tries to curtail the information about the true global model by proportionally enlarging the variance of the distribution the noise vector is drawn from for individual MTDs. The change in variance is proportional to the quality of the individual MTD’s local model update in the given communication round. Recall that a smaller \(\epsilon\) means more privacy, i.e., high noise. Accordingly, in the \(m\)-th communication round the noise vector for the \(k\)-th MTD is drawn from distribution \(\mathcal{N}(0, S_f^2 \sigma_{g,k}^2)\), where

\[
\sigma_{g,k}^2 \geq \frac{1}{\epsilon_g (1 - \mathcal{E}_k^{(m)} \theta)} \sqrt{2 \log \left( \frac{1.25}{\delta_g} \right)},
\]

and \(\mathcal{E}_k^{(m)} \in [0, 1]\) captures how different the local model is from the true global model, and \(\theta \in [0, 1]\) calibrates the impact of \(\mathcal{E}_k^{(m)}\) on \(\epsilon_g\). We refer to \(\mathcal{E}_k^{(m)}\) as the deviation factor and employ the Cosine Similarity measure to quantify it as follows:

\[
\mathcal{E}_k^{(m)} = 1 - \frac{\text{sim}(w_g^{(m)}, h_k^{(m)})}{\max_{\forall k \in \mathcal{K}} \{ \text{sim}(w_g^{(m)}, h_k^{(m)}) \}},
\]

where \(\text{sim}(\cdot)\) is the Cosine Similarity operation and \(\max(\cdot)\) is the max operation. The deviation factor defined in (26) ensures proportional utility fairness by increasing the noise distribution variance in a relative manner. Therein, the MTD with the best local model is not penalised with enlarged noise other than the required privacy level to achieve \((\epsilon_g, \delta_g)\)-DP. The rest of the MTDs are proportionally penalised as per the quality of their individual local model updates. Accordingly, the global model update sent to the \(k\)-th MTD in the \(m\)-th communication round can be given as

\[
w_{g,k}^{(m)} = w_g^{(m)} + n_k^{(m)},
\]
where \( \mathbf{w}_g^{(m)} \) is the true global model, \( \mathbf{u}_k^{(m)} \) is the noise vector drawn from \( \mathcal{N}(0, \mathbf{S}_{fg} \mathbf{\sigma}_g^{2(m)} \)).

The AP also sends the deviation factor \( \mathcal{E}_k^{(m)} \) to imply the contribution of the \( k \)-th MTD’s local model, relative to other MTDs, towards the global model update. Large deviation factor implies lesser contribution. This indicates to MTDs the severity of additive noise in the global model shared by the AP.

\[\text{C. Utility Maximization Policy for MTDs}\]

The objective of each MTD is to allocate the optimal budget, for the local model computation and transmission, which will maximize its utility under given system constraints. The utility of a MTD decreases when the AP adds more noise to its global model update, which is directly proportional to the MTD’s deviation factor. Hence, the learning gain is proportional to the deviation factor, i.e., local model’s quality. The deviation factor increases by solving the local problem with lesser accuracy, or by using only a fraction of the local dataset for training, running less number of iterations. Overall, the deviation factor is directly proportional to the computation cost which is controlled by each MTD to maximize its utility.

In this regard, each MTD performs the following operations after receiving its global model and the deviation factor from the AP. In expectation of receiving a less noisy global model in the next round, each MTD uses an energy cost to deviation factor model to map the decrease in the deviation factor when the budget for the computation cost is increased. We found this model using data fitting analysis for a FL system where MTDs controlled the computation cost using various ways mentioned above. In this model, the deviation factor expected by the \( k \)-th MTD in the \( m \)-th communication round for a given computation cost is given as

\[\mathcal{E}^{(m)}_{\text{mod},k} = \beta_{1,k}^{(m)} \exp \left( - \frac{1}{\beta_{2,k}^{(m)}} E^{(m)}_{cp,k} \right), \quad (28)\]

where \( E^{(m)}_{cp,k} = T^{(m)}_{cp,k} P^{(m)}_{cp,k} \) is the computation energy cost and \( \beta_{1,k}^{(m)} \), \( \beta_{2,k}^{(m)} > 0 \) are model parameters. Using this model, the \( k \)-th MTD estimates the values of \( \beta_{1,k}^{(m)} \) and \( \beta_{2,k}^{(m)} \) observed in the given communication round as follows:

\[\hat{\beta}_{1,k}^{(m)}, \hat{\beta}_{2,k}^{(m)} \leftarrow \arg\min_{\beta_{1,k}^{(m)}, \beta_{2,k}^{(m)}} |\mathcal{E}^{(m)}_k - \mathcal{E}^{(m)}_{\text{mod},k}|^2, \quad (29)\]

where \( \mathcal{E}^{(m)}_k \) is the actual deviation factor observed in the \( m \)-th communication round by the \( k \)-th MTD. Note the causality that is \( \hat{\beta}_{1,k}^{(m)} \) and \( \hat{\beta}_{2,k}^{(m)} \) are revealed at the end of a given communication
round. These values of $\hat{\beta}^{(m)}_{1,k}$ and $\hat{\beta}^{(m)}_{2,k}$ are then used by the MTD in the next $(m + 1)$-th communication round to maximize its expected-utility. This strategy of MTD closely resembles the risk-aversion in expected-utility theory \[41\], wherein the utility function is modelled as concave in cost. Accordingly, we model the utility function of the $k$-MTD as the following concave function:

$$U_k = -E_{\text{mod},k} + \beta_{1,k} - E_{\text{cp+tx},k}(E_{\text{cp+tx},k} - \varrho),$$

where parameter $\varrho > 0$ captures the relationship between the utility and MTD’s energy cost. In (30), the first two terms jointly represent the relative quality of the local model and the other term represents the impact of the total energy cost.

Finally, the MTD follows the optimal computation and transmission policies which will yield the maximum expected-utility in the next $(m + 1)$-th communication round as per the given estimates of $\beta_{1,k}$ and $\beta_{2,k}$ from previous round, i.e., $\hat{\beta}^{(m)}_{1,k}$ and $\hat{\beta}^{(m)}_{2,k}$. The computation policy determines the optimal number of iterations to perform to solve the local problem with an optimal level of accuracy which will maximize utility. Whereas, the transmission policy determines the optimal link transmission rate to be controlled through the transmit power. Both of these policies must satisfy all system constraints. This utility maximization problem for the $k$-MTD can be formulated as follows

$$\text{maximize } U_k(\hat{\beta}^{(m)}_{1,k}, \hat{\beta}^{(m)}_{2,k}, \hat{j}^{(m+1)}_k, P^{(m+1)}_k)$$

subject to

$$T_{\text{cp},k} + T_{\text{tx},k} \leq T,$$

$$0 \leq \Phi^{(m+1)}_k \leq 1,$$

where the constraint (31b) states that accumulative local model computation and transmission time should not exceed the delay bound. The remaining constraints reflect practical range of values for the design variables, where $P_{\text{min},k}$ is the transmit power of the $k$-th MTD required to perform $j_{\text{min},k}$ iterations for the given channel realization and delay bound, i.e.,

$$P_{\text{min},k} = \frac{\sigma^2_{\text{awgn}} r_k^\alpha T}{\kappa |h_k|^2} \left( \exp \left( \frac{\mathcal{V}_v \log(2)}{B_k(T - j_{\text{min},k} d_k \tau)} - 1 \right) \right).$$

(32)
and $j_{\text{max},k}$ is the upper bound on the number of iterations the $k$-th MTD can perform for the given channel realization and delay bound, which can be given as

$$j_{\text{max},k} = \frac{1}{d_k \tau_k} \left( T - \frac{\mathcal{V}_v \log (2)}{B_k \log \left( 1 + \kappa \frac{P_{\text{max},k} |h_k|^2}{\sigma_{\text{awgn}}^2} \frac{r}{\Gamma} \right)} \right).$$

\textbf{Remark 1.} Using Theorem 1, we can compute the bound on the accuracy with which the local problem will be solved after a given number of iterations. Similarly, the link transmission rate can be computed through the transmit power.

Based on Remark 1, substituting $T^{(m+1)}_{\text{cp},k}$, $T^{(m+1)}_{\text{tx},k}$, and $P^{(m+1)}_{\text{tx},k}$ from (11), (13), and (16), for an arbitrary communication round, the problem (31) can equivalently be given as:

\begin{align*}
\textbf{maximize} & \quad U_k (\hat{j}_k, j_k, j_k, P_k) \\
\textbf{subject to} & \quad j_k d_k \tau_k + \frac{\mathcal{V}_v \log (2)}{B_k \log \left( 1 + \kappa \frac{P_k |h_k|^2}{\sigma_{\text{awgn}}^2} \frac{r}{\Gamma} \right)} \leq T, \quad (34b) \\
& \quad P_{\text{min},k} \leq P_k \leq P_{\text{max},k}, \quad (34c) \\
& \quad j_{\text{min},k} \leq j_k \leq j_{\text{max},k}. \quad (34d)
\end{align*}

It can be shown that the problem in (34) is a non-convex optimization problem.

\textbf{Lemma 1.} The optimization problem in (34) can be transformed into an equivalent convex problem. Thus, a globally optimal solution exists for the problem in (34).

\textbf{Proof:} The proof is provided in Appendix B.

\begin{itemize}
\item From Lemma 1 we have the following equivalent convex problem for (34):
\end{itemize}

\begin{align*}
\textbf{minimize} & \quad -U_k (\hat{j}_k, j_k, Z_k) \\
\textbf{subject to} & \quad j_k d_k \tau_k + \frac{\mathcal{V}_v \log (2)}{B_k Z_k} \leq T, \quad (35b) \\
& \quad Z_{\text{min},k} \leq Z_k \leq Z_{\text{max},k}, \quad (35c) \\
& \quad j_{\text{min},k} \leq j_k \leq j_{\text{max},k}. \quad (35d)
\end{align*}

where $Z_k = \log \left( 1 + \frac{\kappa P_k |h_k|^2}{\sigma_{\text{awgn}}^2} \frac{r}{\Gamma} \right)$, $Z_{x,k} = \log \left( 1 + \frac{\kappa P_{x,k} |h_k|^2}{\sigma_{\text{awgn}}^2} \frac{r}{\Gamma} \right)$, $x \in \{\text{min, max}\}$.

\textbf{Remark 2.} The solution to the problem in (35), i.e., the optimal values of $j_k$ and $Z_k$, yield the optimal solution to the problem in (31) which will maximize its objective function.
Based on Remark 1 and Lemma 1, the solution to the problem in (35) yields the solution to the problem in (31) as given by the following theorem.

**Theorem 2.** In solving the optimization problem (35), the optimal transmission rate, $R_k^*$, is given by

$$R_k^* = B_k \log_2 \left( 1 + \kappa \frac{P_k^* |h_k|^2}{\sigma_{awgn}^2 r_k^\alpha \Gamma} \right)$$  \hspace{1cm} (36)

where the optimal transmit power, $P_k^*$, is given by

$$P_k^* = \frac{\sigma_{awgn}^2 r_k^\alpha \Gamma}{\kappa |h_k|^2} \left( \exp(Z_k^*) - 1 \right),$$  \hspace{1cm} (37)

where

$$Z_k^* = \left\{ \begin{array}{ll}
\max(Z_{\min,k}, \hat{Z}_k), & \text{if } \hat{Z}_k < Z_{\max,k}, \\
Z_{\max,k}, & \text{otherwise},
\end{array} \right.$$  \hspace{1cm} (38)

where $\hat{Z}_k$ is given by numerically solving the following equality

$$\left( \frac{2 P_{cp,k} (T - \nu \log(2))}{B_k \hat{Z}_k} + \frac{2 \nu \log(2)}{Z_k} \left( \exp(\hat{Z}_k) + c_k \right) - \varrho \right)$$

$$\left( \frac{B_k b_k}{P_{cp,k} \log(2)} \left( (\hat{Z}_k - 1) \exp(\hat{Z}_k) - c_k \right) + 1 \right)$$

$$= \frac{\beta_{1,k}}{\beta_{2,k}} \exp \left( \frac{P_{cp,k} \nu \log(2)}{B_k \hat{Z}_k} - T \right),$$  \hspace{1cm} (39)

where

$$b_k = \frac{\sigma_{awgn}^2 r_k^\alpha \Gamma \log(2)}{\rho_k B_k |h_k|^2}, \quad c_k = \frac{\rho_k |h_k|^2 P_{cir,k}}{\sigma_{awgn}^2 r_k^\alpha \Gamma} - 1,$$

and the optimal number of iterations, $j_k^*$, to perform is given by

$$j_k^* = \min \left( \frac{1}{d_k r_k} (T - \nu \log(2)), j_{\max,k} \right),$$  \hspace{1cm} (40)

and the optimal accuracy, $\Phi_k^*$, is bounded by

$$\Phi_k^* \leq \exp \left( (j_k^* + 1) \log \left( \frac{\mu \eta^2 L}{2} - \mu \eta + 1 \right) \right)$$  \hspace{1cm} (41)

**Proof:** The proof is provided in Appendix C.
TABLE I: System parameter values.

| Name                           | Symbol | Value   | Name                           | Symbol | Value              |
|--------------------------------|--------|---------|--------------------------------|--------|--------------------|
| Global privacy budget          | \( \epsilon_g \)  | 0.95    | Circuitry power                | \( P_{cir,k} \)  | 82.5 mW, \( \forall k \) |
| Global leakage probability     | \( \delta_g \)    | 10\({}^{-5}\) | Power bound                    | \( P_{\text{max},k} \)  | 0 dB, \( \forall k \) |
| Number of MTDs                 | \( K \)    | 10      | Delay bound                    | \( T \)  | 0.75 ms |
| Pathloss exponent              | \( \alpha \)  | 4       | Per-bit processing time        | \( \tau \)  | 7.5 ns/b |
| Modulation power gap           | \( \Gamma \)  | 9.8 dB  | Local model size               | \( \mathcal{V}_v \)  | 875 kbits |
| Utility-Energy parameter       | \( \varrho \)  | 0.5     | Bandwidth                      | \( B \)  | 250 KHz |
| Fading parameter               | \( \varsigma \)  | 1       | Min. no. of iterations         | \( j_{\text{min},k} \)  | 10, \( \forall k \) |
| Center frequency               | \( f_c \)    | 32 MHz  | Distance AP-MTD                | \( r_k \)  | \{50-200\} m, \( \forall k \) |
| Privacy scale parameter        | \( \theta \)  | 0.6     | Computation power              | \( P_{\text{cp},k} \)  | 96 mW, \( \forall k \) |
| Amplifier efficiency           | \( \rho \)    | 0.45    | Noise spectral density         | \( N_0 \)  | \(-174\) dBm |

IV. SIMULATION RESULTS

This section presents simulation results to illustrate the performance of the proposed scheme. We first present the learning performance of the proposed scheme, and then study the impact of device heterogeneity on the energy expenditure and the trade-off between computation and transmission cost. To model the variable computation cost of local training at the MTDs, we keep the dataset size same at each MTD and the quality of the local model is controlled through the number of iterations, which is inline with prior works [16][18].

For simulations we consider the MNIST dataset available for digit recognition task [42] and a neural network for training with an input layer with 784 units, two hidden layers (the first with 128 units, the second with 64 units) each using ReLu activation, then an output layer with 10 units, and the softmax output. The total number of parameters is 109,375, each represented by one byte, i.e., \( \mathcal{V}_v = 875\) kbits. The batch size is set to 128 for all MTDs. The data is partitioned among MTDs in an i.i.d. fashion. Gradient method is used for optimizing with negative log likelihood loss and a learning rate of 0.01. The sensitivity of the data varies from one communication round to the next and its value fluctuates around 0.01. Unless specified otherwise, the parameters values shown in Table I are adopted. The joint use of regularization and DP fend off overfitting, which improves the model accuracy for the data it has not seen before. Thus, the training loss is expected not to drop to zero. Note that the FL performance with DP has been well studied in previous studies and thus it is not the focus of this paper. Our focus is rather to evaluate the relative performance of the heterogeneous wireless MTDs in a differentially-private FL algorithm.
Fig. 1: Average MTD total train loss, $\frac{1}{K} \sum_{i=1}^{K} \mathcal{L}_k^{(m)}$, over communication rounds for the benchmark and proposed schemes.

To the best of our knowledge, the recent works [16–18] are the most relevant to our proposed scheme. Although the objectives are different, the system models specifying the underlying FL and DP implementation are similar to our considered system. In this regard, our objective is to identify the utility unfairness issue among MTDs and these models suffice to demonstrate it. Once unfairness issue is divulged, we analyse the performance of the proposed scheme to counter that. When our considered system is applied, the design for the DP based FL models in [16–18] can equivalently be represented by the following benchmark scheme.

**Benchmark scheme**: For the benchmark scheme, the algorithm aims to achieve a fixed $(\epsilon_g, \delta_g)$-DP for both local and global models sharing. This is the minimum level of DP the proposed scheme already guarantees. In the benchmark scheme, each MTD tries to perform the maximum number of iterations ($\leq j_{\text{max}}$) possible and transmit the noisy local model to the AP under the given channel realization, the delay constraint. The AP receives the local models and generate the global model. A noisy version of this global model, which is same for each MTD, providing $(\epsilon_g, \delta_g)$-DP is then sent to all MTDs. The strategy followed by the benchmark scheme implements a generic differentially-private FL algorithm with computation and transmission cost control for a wireless network. This strategy is essentially the same as in the state-of-the-art in [16–18]. The corresponding optimization problem for the benchmark scheme is omitted here for brevity. For fair comparison with the proposed scheme, the dataset of a given MTD and channel realizations in a given round are kept the same for both schemes.
A. Validation

In this subsection, we first perform the comparative convergence analysis of the proposed scheme with the benchmark scheme (which represents existing state-of-the-art work). Fig. 1 plots the average MTD total train loss, \( \frac{1}{K} \sum_{i=1}^{K} L^{(m)}_{k} \), over the communication rounds for the benchmark and proposed schemes. The simulations were run for 200 rounds but only first 50 are shown in Fig. 1 for better clarity. Although the channel heterogeneity (including the channel realization and the path loss) exists among MTDs, in any given round, the average loss and the standard deviation in loss across different MTDs is very similar for both schemes. Specifically, the average training loss is only 6.26% higher for the proposed scheme. This shows that the overall learning performance does not suffer from the proposed MTD-wise adaptive global model quality control. In addition, a small standard deviation, i.e., around 0.103, in training loss indicates that the learning experience is fair among MTDs.

From Fig. 1, we observed fairness in learning despite the divergent global model quality of MTDs. Now we analyze the energy expenditure of channel-heterogeneous MTDs for the same simulation setup. In that Fig. 2 plots the average total (sum of computation and transmission) energy cost of \( k \)th MTD, \( \frac{1}{M} \sum_{m=1}^{M} E^{(m)}_{\text{cp+tx},k} \), per communication round versus its path loss for the benchmark and proposed schemes. As expected, for the benchmark scheme the total energy cost significantly increases with the path loss severity due to the so-called near-far problem. It
is because, in the vanilla FL setting the focus is kept on the local model quality and as many as possible iterations are performed for given delay bound. In contrast, for the proposed scheme the total energy cost remains almost flat for all MTDs irrespective of the channel statistics. Thereby, as desired, the MTDs spend similar energy to learn similar quality of the global model (utility fairness). Specifically, the proposed scheme reduces the standard deviation of the energy cost across MTDs by 99% and provides about 12.17% reduction in the average energy cost across MTDs as compared to the benchmark scheme. Importantly the proposed scheme achieves this utility fairness without any knowledge of the computation or transmission expenditure of MTDs at the AP or among MTDs.

B. Performance Analysis

We know that for MTDs typically the computation energy cost is significantly less than the transmission energy cost. To analyse this, in Fig. 3(a) we plot the average computation energy cost of $k$-th MTD, $\frac{1}{M} \sum_{m=1}^{M} E_{cp,k}^{(m)}$, per communication round versus its path loss for the benchmark and proposed schemes. From Fig. 3(a), we can observe that the computation cost energy decreases with path loss severity for both schemes, however, the decrease is larger for the proposed scheme. Because the MTD with relatively poor channel experience is compelled to reduce the number of iterations to save time and energy, this in turn helps in reducing the transmission rate, thereby reducing the overall energy cost.

Fig. 3(b) plots the average transmission energy cost of $k$-th MTD, $\frac{1}{M} \sum_{m=1}^{M} E_{tx,k}^{(m)}$, per communication round versus its path loss for the benchmark and proposed schemes. In Fig. 3(b), we see that the transmission energy cost, in comparison to the benchmark scheme, increases only slightly for the proposed scheme with the MTD path loss severity. This is due to the adaptive local model quality control as per the proposed strategy. On the other hand, the benchmark scheme pushes each MTD irrespective of their path loss, and thus the transmission energy cost for far-off MTDs rises staggeringly. This anomaly results in severe unfairness issue among MTDs with heterogeneous channel experiences.

Let us now illustrate the impact of channel heterogeneity on the trade-off between the number of iterations that can be performed and the data transmission rate of the MTDs. Fig. 4(a) plots the average number of iterations performed by $k$-th MTD, $\frac{1}{M} \sum_{m=1}^{M} j_k$, per communication round versus its path loss for the benchmark and proposed schemes. To satisfy the delay constraint both schemes strive to adapt the number of iterations and the transmission rate in each communication
normalised path loss of MTDs.

\[ \text{Avg. comp. energy: } \frac{1}{M} \sum_{m=1}^{M} E_{cp,k}^{(m)} \]

\[ \text{Benchmark scheme} \quad \text{Proposed scheme} \]

\[ \text{Avg. trans. energy: } \frac{1}{M} \sum_{m=1}^{M} E_{tx,k}^{(m)} \]

\[ \text{Benchmark scheme} \quad \text{Proposed scheme} \]

Fig. 3: The average computation energy cost of \( k \)-th MTD, \( \frac{1}{M} \sum_{m=1}^{M} E_{cp,k}^{(m)} \), and the average transmission energy cost of \( k \)-th MTD, \( \frac{1}{M} \sum_{m=1}^{M} E_{tx,k}^{(m)} \), per communication round versus its path loss for the benchmark and proposed schemes.

round. The proposed strategy takes another step to maintain similar average total energy cost among MTDs along similar learning gain. We can see from Fig. 4(a) that the number of iterations performed decrease with the path loss severity. In particular, the MTDs with poor channel experience perform fewer iterations when proposed scheme is employed.

Fig. 4(b) plots the average transmission rate of \( k \)-th MTD, \( \frac{1}{M} \sum_{m=1}^{M} R_k \), per communication round versus its path loss for the benchmark and proposed schemes. As expected, we can observe from Fig. 4(b) that the transmission rate decreases with path loss severity. Interesting, in case of the proposed scheme, we can see that MTDs with good channel experience use a little higher transmission rate as compared to the benchmark scheme. Whereas, the transmission is much lower for the MTDs with poor channel experience.

V. Conclusion

In this paper, we have investigated the utility unfairness issue in a FL based wireless IoT network which is caused due to the device-heterogeneity. No prior work has jointly considered the diversity in devices’ expenditure and contribution impacting the global model learning, and addressed the utility unfairness among devices. We propose to control the quality of the global
Normalised path loss of MTDs

Avg. no. of iterations: $\frac{1}{M} \sum_{m=1}^{M} j_k$ (mW)

Benchmark scheme
Proposed scheme

Avg. trans. rate: $\frac{1}{M} \sum_{m=1}^{M} R_k$ (Mbps)

Benchmark scheme
Proposed scheme

Fig. 4: The average no. of iterations performed by $k$-th MTD, $\frac{1}{M} \sum_{m=1}^{M} j_k$, and the average transmission rate of $k$-th MTD, $\frac{1}{M} \sum_{m=1}^{M} R_k$, per communication round versus its path loss for the benchmark and proposed schemes.

model shared with the devices, in each round, based on their contribution and expenditure. We design a utility function which works as a catalyst and it is used to reveal the optimal computation and transmission policies, such that the learning gain versus the cost is similar for all devices, without any knowledge of the contribution and expenditure of other devices. Our results show that the proposed scheme reduces the standard deviation of the energy cost across MTDs by 99% in comparison to the benchmark scheme, while the standard deviation of the training loss of MTDs varies around 0.103. The proposed scheme provides about 12.17% reduction in the average energy cost across MTDs as compared to the benchmark scheme. Here, we assumed that the instantaneous channel gain for each device is perfectly estimated by the AP. In a more practical case of imperfect channel estimation, outage occurs at the AP, and hence, an additional outage probability constraint needs to be introduced into the optimization problem. Nevertheless, the overall principle of the proposed scheme remains the same.
Appendix A

Proof of Theorem 1

From (19) and (20), we have

\[
F_k(w_g^{(m)}, h_k^{(m),(j+1)}) \leq F_k(w_g^{(m)}, h_k^{(m),(j)}) + \left(h_k^{(m),(j+1)} - h_k^{(m),(j)}\right)^\top \nabla F_k(w_g^{(m)}, h_k^{(m),(j)}) + \frac{L}{2} \|h_k^{(m),(j+1)} - h_k^{(m),(j)}\|^2. \tag{42}
\]

Substituting \(h_k^{(m),(j+1)} = h_k^{(m),(j)} - \eta \nabla F_k(w_g^{(m)}, h_k^{(m),(j)})\) from (10) in (42), we get

\[
F_k(w_g^{(m)}, h_k^{(m),(j+1)}) \leq F_k(w_g^{(m)}, h_k^{(m),(j)}) - \eta \|\nabla F_k(w_g^{(m)}, h_k^{(m),(j)})\|^2 + \frac{L}{2} \|\nabla F_k(w_g^{(m)}, h_k^{(m),(j)})\|^2. \tag{43}
\]

Rearranging (43) yields

\[
F_k(w_g^{(m)}, h_k^{(m),(j+1)}) \leq F_k(w_g^{(m)}, h_k^{(m),(j)}) + \left(\frac{\eta^2 L}{2} - \eta\right) \|\nabla F_k(w_g^{(m)}, h_k^{(m),(j)})\|^2. \tag{44}
\]

Since, \(\nabla F_k(w_g^{(m)}, h_k^{(m),(j)}) = 0\) if \(h_k^{(m)}\) is the optimal solution for (4), therefore we can write

\[
||\nabla F_k(w_g^{(m)}, h_k^{(m),(j)})\|^2 = ||\nabla F_k(w_g^{(m)}, h_k^{(m),(j)}) - \nabla F_k(w_g^{(m)}, h_k^{(m)})\|^2
= ||\nabla F_k(w_g^{(m)}, h_k^{(m),(j)}) - \nabla F_k(w_g^{(m)}, h_k^{(m)})\|| \cdot ||\nabla F_k(w_g^{(m)}, h_k^{(m)}) - \nabla F_k(w_g^{(m)}, h_k^{(m)})\|. \tag{45}
\]

From (18), we have

\[
||\nabla F_k(w_g^{(m)}, h_k^{(m),(j)}) - \nabla F_k(w_g^{(m)}, h_k^{(m)})\|| \leq L ||h_k^{(m),(j)} - h_k^{(m)}||. \tag{46}
\]

Substituting \(||\nabla F_k(w_g^{(m)}, h_k^{(m),(j)}) - \nabla F_k(w_g^{(m)}, h_k^{(m)})||\) from (46) in (45) yields

\[
||\nabla F_k(w_g^{(m)}, h_k^{(m),(j)})||^2 \leq L \left(h_k^{(m),(j)} - h_k^{(m)}\right)^\top \left(\nabla F_k(w_g^{(m)}, h_k^{(m),(j)}) - \nabla F_k(w_g^{(m)}, h_k^{(m)})\right). \tag{47}
\]

Since, \(\nabla F_k(w_g^{(m)}, h_k^{(m)}) = 0\) this implies that

\[
||\nabla F_k(w_g^{(m)}, h_k^{(m),(j)})||^2 \leq L \left(h_k^{(m),(j)} - h_k^{(m)}\right)^\top \nabla F_k(w_g^{(m)}, h_k^{(m),(j)}). \tag{48}
\]

Also, from (19) and (20), we have

\[
F_k(w_g^{(m)}, h_k^{(m)}) \leq F_k(w_g^{(m)}, h_k^{(m),(j)}) + \left(h_k^{(m)} - h_k^{(m),(j)}\right)^\top \nabla F_k(w_g^{(m)}, h_k^{(m),(j)}) + \frac{L}{2} ||h_k^{(m)} - h_k^{(m),(j)}||^2. \tag{49}
\]
Rearranging \((49)\) yields

\[
\mathcal{F}_k(w_{g}^{(m)}, h_k^{(m),(j)}) - \mathcal{F}_k(w_{g}^{(m)}, h_k^{*}) \geq \left( h_k^{(m),(j)} - h_k^{*} \right)^\top \nabla \mathcal{F}_k(w_{g}^{(m)}, h_k^{(m),(j)}) - \frac{L}{2} ||h_k^{*} - h_k^{(m),(j)}||^2. \tag{50}
\]

The bound on \((h_k^{(m),(j)} - h_k^{*})^\top \nabla \mathcal{F}_k(w_{g}^{(m)}, h_k^{(m),(j)})\) in \((50)\) allows us to rewrite \((48)\) as

\[
||\nabla \mathcal{F}_k(w_{g}^{(m)}, h_k^{(m),(j)})||^2 \leq L \left( \mathcal{F}_k(w_{g}^{(m)}, h_k^{(m),(j)}) - \mathcal{F}_k(w_{g}^{(m)}, h_k^{*}) \right). \tag{51}
\]

Substituting \(||\nabla \mathcal{F}_k(w_{g}^{(m)}, h_k^{(m),(j)})||^2\) from \((51)\) in \((44)\)

\[
\mathcal{F}_k(w_{g}^{(m)}, h_k^{(m),(j+1)}) \leq \mathcal{F}_k(w_{g}^{(m)}, h_k^{(m),(j)}) + \mu \left( \frac{\eta L^2}{2} - \eta \right) \left( \mathcal{F}_k(w_{g}^{(m)}, h_k^{(m),(j)}) - \mathcal{F}_k(w_{g}^{(m)}, h_k^{*}) \right). \tag{52}
\]

Subtracting \(\mathcal{F}_k(w_{g}^{(m)}, h_k^{*})\) from both sides and rearranging yields

\[
\mathcal{F}_k(w_{g}^{(m)}, h_k^{(m),(j+1)}) - \mathcal{F}_k(w_{g}^{(m)}, h_k^{*}) \leq L \left( \frac{\eta L^2}{2} - \eta + \frac{1}{L} \right) \left( \mathcal{F}_k(w_{g}^{(m)}, h_k^{(m),(j)}) - \mathcal{F}_k(w_{g}^{(m)}, h_k^{*}) \right). \tag{53}
\]

As per the result in \((53)\) for any iteration the accuracy is at least \((\frac{\eta L^2}{2} - \eta L + 1)\). Thus, we rewrite \((53)\) as

\[
\mathcal{F}_k(w_{g}^{(m)}, h_k^{(m),(j+1)}) - \mathcal{F}_k(w_{g}^{(m)}, h_k^{*}) \leq \left( \frac{\eta^2 L^2}{2} - \eta L + 1 \right)^{j+1} \left( \mathcal{F}_k(w_{g}^{(m)}, 0) - \mathcal{F}_k(w_{g}^{(m)}, h_k^{*}) \right). \tag{54}
\]

Rearranging \((54)\) yields

\[
\frac{\mathcal{F}_k(w_{g}^{(m)}, h_k^{(m),(j+1)}) - \mathcal{F}_k(w_{g}^{(m)}, h_k^{*})}{\mathcal{F}_k(w_{g}^{(m)}, 0) - \mathcal{F}_k(w_{g}^{(m)}, h_k^{*})} \leq \left( \frac{\eta^2 L^2}{2} - \eta L + 1 \right)^{j+1}. \tag{55}
\]

From \((21)\), if the \(k\)-th MTD solves the local problem in \((4)\) with accuracy \(\Phi\), i.e.,

\[
\Phi = \frac{\mathcal{F}_k(w_{g}^{(m)}, h_k^{(m),(j)}) - \mathcal{F}_k(w_{g}^{(m)}, h_k^{*})}{\mathcal{F}_k(w_{g}^{(m)}, 0) - \mathcal{F}_k(w_{g}^{(m)}, h_k^{*})}, \tag{56}
\]

then we can rewrite \((55)\) as

\[
\Phi \leq \left( \frac{\eta^2 L^2}{2} - \eta L + 1 \right)^{j}. \tag{57}
\]

Finally, by solving \((57)\) for \(j\) yields \((22)\), i.e., the lower bound on the number of iterations required to achieve accuracy \(\Phi\), the theorem now follows.
APPENDIX B

PROOF OF LEMMA 1

It can be shown that the transmission energy cost of the $k$-th MTD (which is part of $\mathcal{U}_k$), $E_{tx,k} = T_{tx,k}P_{tx,k}$, is non-convex in $P_k$. By substitution of variable $Z_k = \log \left( 1 + \frac{P_k|h_k|^2}{\sigma_{awgn}^2 r_{\alpha k}^{\Gamma}} \right)$, transmission energy cost $E_{tx,k}$ can equivalently be expressed as

$$E_{tx,k}(Z_i) = V_v b_k \left( \exp(Z_k) + c_k \right),$$

(58)

where $b_k = \frac{\sigma_{awgn}^2 r_{\alpha k}^{\Gamma} \log(2)}{\rho B_k |h_k|^2}$, $c_k = \frac{\rho |h_k|^2 P_{cp,k}}{\sigma_{awgn}^2 r_{\alpha k}^{\Gamma}} - 1$. Substituting $Z_k$ in (35b) and (35c) yields

$$j_k d_k \tau_k + \frac{V_v \log(2)}{B_k Z_k} \leq T,$$

(59a)

$$Z_{\min,k} \leq Z_k \leq Z_{\max,k},$$

(59b)

where $Z_{x,k} = \log \left( 1 + \frac{\sigma_{awgn}^2 r_{\alpha k}^{\Gamma} |h_k|^2}{\rho B_k |h_k|^2} \right)$, $x \in \{\text{min, max}\}$. Thereby, $E_{tx,k}(Z_i)$ in (58) is convex in $Z_k$ and constraint functions in (59a) and (59b), respectively, are jointly convex in $j_k$ and $Z_k$.

Consider $\Psi_k$, a function of $j_k$, as

$$\Psi_k(j_k) = -\beta_{1,k} \log(2) - \frac{1}{\beta_{2,k}} j_k d_k \tau_k P_{cp,k} + \beta_{1,k}.$$

(60)

It is easy to show that $\Psi_k$ is concave in $j_k$, i.e., $\Psi''_k \leq 0$.

Consider $\Omega_k$, a composition function of functions $H_k$ and $G_k$, is given as

$$\Omega_k = H_k \circ G_k = H_k(G_k(j_k, Z_k)),$$

(61)

where

$$G_k(j_k, Z_k) = j_k d_k \tau_k P_{cp,k} + \frac{V_v b_k}{Z_k} \left( \exp(Z_k) + c_k \right),$$

(62)

$$H_k(y) = -y^2 + \rho y.$$ 

(63)

This implies

$$\Omega_k(j_k, Z_k) = -G_k(j_k, Z_k)^2 + \rho G_k(j_k, Z_k).$$

(64)

Let us define the condition for the convexity or concavity of a composition function from composite rules given in [43].

**Definition 5.** The composite function $\Omega = H \circ G$ is concave, i.e.,

$$\Omega''(y) = H''(G(y))G'(y)^2 + H'(G(y))G''(y)^2 \leq 0,$$

(65)

if $H$ is concave ($H'' \leq 0$) and nonincreasing ($H' \leq 0$), and $G$ is convex ($G'' \geq 0$).
It is easy to show that \( H_k(y) \) in (63) is concave and nonincreasing. Similarly it can also be shown that \( G_k(j_k, Z_k) \) is jointly convex in \( j_k \) and \( Z_k \). Then from Definition 5, \( \Omega_k(j_k, Z_k) \) is jointly concave in \( j_k \) and \( Z_k \). Since, \( U_k(j_k, Z_k) = \Psi_k(j_k) + \Omega_k(j_k, Z_k) \) is a sum of two concave functions, thus \( U_k \) in (30) is concave [43]. Hence, the problem in (34) can equivalently be given as the following convex optimization problem

\[
\min_{j_k, Z_k} -U_k(j_k, Z_k)
\]

subject to (59a), (59b), (35d).

**APPENDIX C**

**PROOF OF THEOREM 2**

Lagrangian function for (35) can be given as

\[
\mathcal{L}(j_k, Z_k, Q) = \beta_{1,k} \exp \left( -\frac{1}{\beta_{2,k}} j_k d_k \tau_k P_{cp,k} \right) + \left( j_k d_k \tau_k P_{cp,k} + \frac{\nu_k b_k}{Z_k} (\exp(Z_k) + c_k) \right)^2 - \partial j_k d_k \tau_k P_{cp,k} - \beta_{1,k} - \frac{\partial \nu_k b_k}{Z_k} (\exp(Z_k) + c_k) + \Lambda_1 \left( j_k d_k \tau_k + \frac{\nu_k \log(2)}{B_k Z_k} - T \right) + \Lambda_2 (Z_{\min,k} - Z_k) + \Lambda_3 (Z_k - Z_{\max,k}) + \Lambda_4 (j_{\min,k} - j_k) + \Lambda_5 (j_k - j_{\max,k}),
\]

where \( \Lambda_i \in Q = \{\Lambda_1, \Lambda_2, \Lambda_3, \Lambda_4, \Lambda_5\} \) is the Lagrangian multiplier associated with the \( i \)th constraint function. The Karush-Kuhn-Tucker (KKT) conditions for (35) are:

\[
j_k d_k \tau_k + \frac{\nu_k \log(2)}{B_k Z_k} - T \leq 0, \ Z_{\min,k} - Z_k \leq 0,
\]

\[
Z_k - Z_{\max,k} \leq 0, \ j_{\min,k} - j_k \leq 0, \ j_k - j_{\max,k} \leq 0,
\]

\[
\Lambda_1 \geq 0, \ \Lambda_2 \geq 0, \ \Lambda_3 \geq 0, \ \Lambda_4 \geq 0, \ \Lambda_5 \geq 0.
\]

\[
\Lambda_1 \left( j_k d_k \tau_k + \frac{\nu_k \log(2)}{B_k Z_k} - T \right) = 0, \ \Lambda_2 (Z_{\min,k} - Z_k) = 0,
\]

\[
\Lambda_3 (Z_k - Z_{\max,k}) = 0, \ \Lambda_4 (j_{\min,k} - j_k) = 0, \ \Lambda_5 (j_k - j_{\max,k}) = 0.
\]

\[
\nabla \mathcal{L}(j_k, Z_k, \Lambda) = \begin{bmatrix} \frac{\partial \mathcal{L}}{\partial j_k} \\ \frac{\partial \mathcal{L}}{\partial Z_k} \end{bmatrix}^\top = [0 \ 0]^\top.
\]

where \( \nabla \) is the gradient operator and \([\cdot]^\top\) is the transpose operator.

Taking partial derivative of (67) w.r.t. \( j_k \) and setting \( \frac{\partial \mathcal{L}}{\partial j_k} = 0 \) and after simplification we get

\[
-\frac{\beta_{1,k}}{\beta_{2,k}} \exp \left( -\frac{1}{\beta_{2,k}} j_k d_k \tau_k P_{cp,k} \right) - \varphi + 2 \left( j_k d_k \tau_k P_{cp,k} + \frac{\nu_k b_k}{Z_k} (\exp(Z_k) + c_k) \right) + \Lambda_1 \frac{P_{cp,k}}{d_k \tau_k P_{cp,k}} - \frac{\Lambda_4 - \Lambda_5}{d_k \tau_k P_{cp,k}} = 0.
\]
Taking partial derivative of (67) w.r.t. $Z_k$ and setting $\frac{\partial L}{\partial Z_k} = 0$ and after simplification we get

$$2\left( j_k d_k \tau_k P_{cp,k} + \frac{V_v b_k}{Z_k} \left( \exp(Z_k) + c_k \right) \right) - \varrho - \frac{\Lambda_1 V_v b_k \log(2)}{B_k b_k} \left( (Z_k - 1) \exp(Z_k) - c_k \right) = 0. \quad (70)$$

From complimentary slackness condition (68c) we know either $\Lambda_i$ is zero or the associated constraint function is zero for any given $i$. Let us consider one of the possible cases that $\Lambda_1$ exists and $\Lambda_2, \Lambda_3, \Lambda_4, \Lambda_5$ do not exist. Accordingly, (69), (70), and (68c) can be given as,

$$2\left( j_k d_k \tau_k P_{cp,k} + \frac{V_v b_k}{Z_k} \left( \exp(Z_k) + c_k \right) \right) - \varrho - \frac{\Lambda_1 \log(2)}{B_k b_k} \left( (Z_k - 1) \exp(Z_k) - c_k \right) = 0, \quad (71)$$

$$2\left( j_k d_k \tau_k P_{cp,k} + \frac{V_v b_k}{Z_k} \left( \exp(Z_k) + c_k \right) \right) - \varrho - \frac{\Lambda_1 \log(2)}{B_k b_k} \left( (Z_k - 1) \exp(Z_k) - c_k \right) = 0, \quad (72)$$

$$j_k d_k \tau_k + \frac{V_v \log(2)}{B_k Z_k} - T = 0, \quad (73)$$

respectively. Solving (72) for $\Lambda_1$ yields

$$\Lambda_1 = \left( \frac{B_k b_k}{\log(2)} \left( (Z_k - 1) \exp(Z_k) - c_k \right) \right) \left( 2 j_k d_k \tau_k P_{cp,k} + \frac{2 V_v b_k}{Z_k} \left( \exp(Z_k) + c_k \right) - \varrho \right). \quad (74)$$

Solving (73) for $j_k$ yields

$$j_k = \frac{1}{d_k \tau_k} \left( - \frac{V_v \log(2)}{B_k Z_k} + T \right). \quad (75)$$

Substitute $\Lambda_1$ and $j_k$ from (74) and (75), respectively, in (71) yields

$$\left( 2 P_{cp,k} \left( T - \frac{V_v \log(2)}{B_k Z_k} \right) + \frac{2 V_v b_k}{Z_k} \left( \exp(Z_k) + c_k \right) - \varrho \right) \left( \frac{B_k b_k}{P_{cp,k} \log(2)} \left( (Z_k - 1) \exp(Z_k) - c_k \right) + 1 \right) = \frac{\beta_{1,k}}{\beta_{2,k}} \exp \left( \frac{P_{cp,k} \left( V_v \log(2) - T \right)}{B_k Z_k} \right). \quad (76)$$

Numerically solving (76) for $Z_k$ yields its value $\hat{Z}_k$. Substituting this value of $Z_k$ in (75) and solving for $j_k$ yields its value $\hat{j}_k$. It can be shown that $\hat{Z}_k$ and $\hat{j}_k$ satisfy all the KKT conditions, specifically $\Lambda_1 \geq 0$, when all constraints in (35) are slack except the first constraint. Following similar steps it can be shown that all other cases violate one or more KKT conditions. Hence, the derived solution in (75) and (76) is the optimal solution for the optimization problem (35).
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