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Abstract

The statistical mechanics characterization of finite subsystems embedded in an infinite system is a fundamental question of quantum physics. Nevertheless, a full closed form for all required entropic measures does not exist in the general case, even for free systems, when the finite system in question is composed of several disjoint intervals. Here we develop a mathematical framework based on the Riemann–Hilbert approach to treat this problem in the one-dimensional case where the finite system is composed of two disjoint intervals and in the thermodynamic limit (both intervals and the space between them contains an infinite number of lattice sites and the result is given as a thermodynamic expansion). To demonstrate the usefulness of our method, we compute the change in the entanglement and negativity spectra namely the spectrum of eigenvalues of the reduced density matrix with or without time reversal of one of the intervals. We do this in the case that the distance between the intervals is much larger than their size. The method we use can be easily applied to compute any power in an expansion in the ratio of the distance between the intervals to their size. We expect these results to provide the necessary mathematical apparatus to address relevant questions in concrete physical scenarios, namely the structure and extent of quantum correlations in fermionic systems subject to local environments.
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1. Introduction

A basic concept in statistical physics is the thermodynamics of a subsystem of a larger, often infinite system, the most basic example being perhaps the derivation of the canonical ensemble from the micro-canonical one by taking an infinite system in the micro-canonical ensemble and considering a smaller sub-system, which is then found to be in the canonical ensemble. Nowadays, when applying this procedure to quantum systems and when the thermodynamic potential being investigated in the small system is the entropy, the quantity being measured is brought under the title of ‘entanglement entropy’.

Although the newfangled ‘entanglement entropy’ is, in fact, the mundane ‘entropy’ of a sub-region in newer attire, the realization that it is (also) a measure of entanglement allows to focus on aspects previously ignored and for interesting generalizations of the basic quantity [1, 2]. For example, the entropy of the union of several sub-regions may be explored and how it differs from the sum of the individual entropies of the regions may be considered. Another example comes under the name of ‘logarithmic negativity’ [3, 4]. For the case of two regions it involves reversing the arrow of time on one sub-region while keeping its direction for the other sub-region and then computing a quantity which is obtained from the entanglement spectrum (to be defined below) of the union of the two sub-regions. The resulting quantity is a measure of entanglement which also is valid for mixed states (in contrast to the entanglement entropy) of the union of the two regions [3, 5–7].

This manuscript is concerned with the computation of the spectrum of eigenvalues of the reduced density matrix in a one dimensional translationally invariant, open or closed system of free fermions, both in the case where one applies a partial transpose operation as well as in the case where this transformation is not applied. Once the entanglement spectrum is characterized, the logarithmic negativity and entanglement entropy can be subsequently computed [8–11]. These quantities have been computed in the past using numerical methods on bosonic lattice systems [12], field-theoretic techniques [13–16] and conformal field theory techniques [17, 18]. Closed form results are available when the two sub-systems are adjacent for logarithmic negativity. We therefore investigate here the case where the two sub-systems are not adjacent. It should be noted that the reversal of the time arrow or transposition of the states in one of the regions for fermions has been worked out satisfactorily only recently in references [19, 20]. These references also provide results for the different quantities, but again the two sub-regions are adjacent.

Our approach here is akin to that of reference [21], where one starts with the observation that correlation functions within a sub-region are trivially equal to those in the entire region, and that for a free Gaussian system the correlation functions completely dictate the free action that describes the sub-region [22]. From the free Gaussian action of the sub-region, in turn, it is easy to compute the entropy of the sub-region. Note that the Gaussian action of the entire region is necessarily different from one of the sub-region. In field-theoretic language the action of the sub-region is obtained by integrating out the degrees of freedom outside the sub-region. The fact that the correlation function in the sub-region (irrespective of whether we treat it as a sub-system of the large system or as an independent system) obey Wick’s theorem, has two important consequences. The first is that the sub-system must be described by a free Gaussian action, and the second is that it is enough to study the two-point function.
The two point function in a one dimensional single interval can be thought of as a matrix with the indices enumerating the two points involved within the region. The matrix is a Toeplitz matrix since the elements of the matrix depend only on the distance between the two points for a translationally invariant system. Finding the eigenvalues of this matrix provides enough information in order to compute the entropy of that region. To accomplish the latter the authors of reference [21] applied the Fisher–Hartwig theorem [23], which gives the determinants of Toeplitz matrices when the size of the matrix is large. A determinant predicts the eigenvalues of a matrix A by the usual method of characteristic polynomials. Indeed, one computes det(\(\lambda - A\)) and searches for the zeros of this determinant. Since for A a Toeplitz matrix also \(\lambda - A\) is Toeplitz, it is possible to apply the Fisher–Hartwig theorem to compute the characteristic polynomial of A, namely det(\(\lambda - A\)), which in turn gives the eigenvalues of A.

The moment one deals with more than one interval, however, the Toeplitz property of the correlation function is lost. In addition, if one wants to compute the logarithmic negativity of a region, one must apply a certain transformation on the covariance matrix, thereby destroying the Toeplitz property even for adjacent regions. To deal with this situation, we go back to how the Fisher–Hartwig theorem is proved, and try to apply the fundamental methods used to prove the Fisher–Hartwig theorem [24, 25] on the covariance matrix of two regions directly (possibly deforming the covariance matrix appropriately to compute the logarithmic negativity), without using a ready-made theorem. The method involved [24–26] turns out to be the Riemann–Hilbert problem combined with the orthogonal polynomial technique. We will show that these methods will allow us to obtain the desired result. Indeed, the Riemann–Hilbert problem associated with finding the determinant of a Toeplitz matrix (thus producing the Fisher–Hartwig theorem), is closely related to the Riemann–Hilbert problem that we shall solve here, as both are addressable in terms of confluent hypergeometric functions [26].

We dedicate this paper to the technical aspects of the computation, whereby we show how to map the problem of entanglement characterisation into a Riemann–Hilbert problem, and plan to apply the method to obtain more physical results in a forthcoming publication. For completeness, we already give here some results as well, notably equations (7.48) and (7.49), determining the entanglement and negativity spectra to leading order in the ratio between the size of the considered subsystems and their distance.

2. Open and closed free fermion systems on a line

We consider a fermionic free field theory, described by a fermionic field operator \(c_i\) at site \(i\), each coupled to a reservoir comprised of \(N\) fermionic modes. The coupling to the reservoirs effectively extends the formalism we develop below to open systems. These modes are labeled by the fermionic operator \(a_{n,i}\) where \(n\) labels the mode number \(1 \leq n \leq N\) and \(i\) labels the site (see figure 1 for a pictorial representation of the physical situation). The Hamiltonian of the system is given by

\[
H = -\sum_i \frac{\hbar^2}{2M} c_i^\dagger (c_{i+1} + c_{i-1} - 2c_i) + \alpha \sum_{i,n} \hbar \sqrt{\Delta}(c_i^\dagger a_{n,i} + c_{i,n}^\dagger) + \sum_{i,n} \hbar G_n a_{n,i}^\dagger a_{n,j},
\]

(2.1)

where

\[
G_n = \Delta n + \omega_\omega, \quad \hbar \omega_\omega = \hbar \Delta N + \hbar \omega_\omega.
\]

(2.3)
Figure 1. A system of fermions described by the fermionic annihilation operator $c_i$ of $L$ sites are coupled to each other by nearest neighbour interaction (heavy lines). In addition, each fermion at site $i$ is coupled locally to $N$ fermionic modes $a_{i,n}$, with $n$ running from 1 to $N$. The gray rectangular boxes denote that the fermions contained in a given box interact with each other.

and $\omega_<$ and $\omega_>$ are the band edges of the reservoir. The quantity $\Delta$ represents the level spacing of the reservoir, and $H_n$ is a coupling constant, with an arbitrary dependence on $n$. One obtains the following equations for the field variables:

\begin{equation}
\dot{h}c_i = \frac{\hbar^2}{2M a^2} (c_{i+1} + c_{i-1} - 2c_i) - \sum_n \alpha a_{i,n} H_n \hbar \sqrt{\Delta}
\end{equation}

(2.4)

\begin{equation}
\dot{h}a_{i,n} = -a_{i,n} \hbar G_n - \alpha c_i H_n \hbar \sqrt{\Delta}.
\end{equation}

(2.5)

Now Fourier transform both in time and in space according to the following transformation rule

\begin{equation}
g(z, \omega) = \frac{1}{2\pi} \sum_j z^j \int dt g_j(t) e^{-i\omega t}
\end{equation}

(2.6)

yields the following equations of motion for the Fourier transformed field operators:

\begin{equation}
\left( \frac{z + z^{-1} - 2}{2\hbar^2 Ma^2} + \hbar \omega \right) c(z, \omega) - \alpha \sum_n a_{i,n}(z, \omega) H_n \hbar \sqrt{\Delta} = 0
\end{equation}

(2.7)

\begin{equation}
\hbar \omega a_{i,n}(z, \omega) - \hbar G_n a_{i,n}(z, \omega) - \alpha c(z, \omega) H_n \hbar \sqrt{\Delta} = 0.
\end{equation}

(2.8)

Thus,

\begin{equation}
\left( \frac{z + z^{-1} - 2}{2\hbar^2 Ma^2} + \hbar \omega \right) c(z, \omega) - \alpha^2 c(z, \omega) \sum_n \frac{H_n^2 \hbar \Delta}{\omega - G_n} = 0.
\end{equation}

(2.9)

Thus we have the dispersion relation:

\begin{equation}
\hbar \omega = \varepsilon(p) + \tilde{\alpha}(\omega),
\end{equation}

(2.10)

where

\begin{equation}
\varepsilon(p) = \frac{\hbar^2}{Ma^2} (1 - \cos(p)), \quad z = e^p.
\end{equation}

(2.11)
and

\[ \tilde{a}(\omega) = \hbar \alpha^2 \Delta \sum_n \frac{H_n^2}{\omega - G_n}. \]  

(2.12)

The eigenvectors that lead to the eigenvalue \( \hbar \omega \) are formally obtained by solving equation (2.8) to yield:

\[ a_n(z, \omega) = \frac{\alpha H_n \sqrt{\Delta}}{\omega - G_n} c(z, \omega). \]  

(2.13)

Thus the combination

\[ \tilde{c}_\omega(z, t) = \frac{1}{C_\omega} \left( c(z, t) + \sqrt{\Delta} \alpha \sum_n \frac{H_n a_n(z, t)}{\omega - G_n} \right), \]  

(2.14)

where

\[ C_\omega = \sqrt{1 + \Delta \alpha^2 \sum_n \frac{H_n^2}{(\omega - G_n)^2}} \]  

(2.15)

satisfies:

\[ i\hbar \partial_t \tilde{c}_\omega(z, t) = -\hbar \omega \tilde{c}_\omega(z, t), \quad \{ \tilde{c}_\omega(z, t), \tilde{c}_\omega^\dagger(z, t) \} = 1. \]

Numbering all the solution of the dispersion for given \( z \) by \( \omega_j \), where \( 1 \leq j \leq N + 1 \), we have:

\[ c(z, t) = \sum_j \frac{\tilde{c}_{\omega_j}(z, t)}{C_{\omega_j}}, \]  

(2.16)

so that, after dropping the time variable due to the trivial time dependence, one obtains:

\[ \langle c^\dagger(z) c(z) \rangle = \sum_j \frac{\langle \tilde{c}_{\omega_j}^\dagger(z) \tilde{c}_{\omega_j}(z) \rangle}{C_{\omega_j}^2}. \]  

(2.17)

Now, in the ground state of the entire system, which includes both the reservoir and the fermionic system. All states, enumerated by \( \omega_j(p) \), with energy \( \hbar \omega_j(p) \) below a certain energy, called the Fermi energy and denoted by \( \epsilon_F \), are occupied \( \langle \tilde{c}_{\omega_j}^\dagger(z) \tilde{c}_{\omega_j}(z) \rangle = 1 \) and all those above are unoccupied, \( \langle \tilde{c}_{\omega_j}^\dagger(z) \tilde{c}_{\omega_j}(z) \rangle = 0 \), and as such we have:

\[ \langle c^\dagger(z) c(z) \rangle = \sum_j \frac{\theta(\hbar \omega_j(p) - \epsilon_F)}{C_{\omega_j}^2}. \]  

(2.18)

From equations (2.10) and (2.15) one can see

\[ C_{\omega}^2 = \left| \frac{1}{\hbar} \frac{d\epsilon(p)}{d\omega} \right|, \]  

(2.19)

then equation (2.11) yields:

\[ C_{\omega}^2 = \frac{\hbar |\sin(p)|}{ma^2 |\omega'(p)|}. \]  

(2.20)
Such that:

$$
\langle c^\dagger(p)c(p) \rangle = \sum_j \frac{|\hbar \omega_j(p)|}{|\hbar \omega_j'(p)|} \delta(\hbar \omega_j(p) < \epsilon_F),
$$

(2.21)

where

$$
|h \omega_j'(p)| \equiv \frac{\hbar^2}{ma^2} |\sin(p)|.
$$

(2.22)

We now discuss the continuum limit of the dispersion relation. The function $\tilde{\alpha}(\omega)$ can be written in the continuum limit ($N \to \infty$, $\Delta \sim 1/N$) as follows:

$$
\tilde{\alpha}(\omega) = \hbar \alpha^2 \left( \int_{\omega < \omega_>}^{\omega > \omega_>} \frac{H^2(\Omega)}{\omega - \Omega} d\Omega + \delta(\omega) \right),
$$

(2.23)

where the integral is the Cauchy principal value integral and $H(\Omega)$ is an interpolating function of $H_n$:

$$
H(G_n) \equiv H_n,
$$

(2.24)

while $\delta(\omega)$ (not to be confused with Kronecker’s delta) is a function that appears when taking the continuum limit, $N \to \infty$, $\Delta \sim 1/N$, of equation (2.12). The function depends on the microscopic location of $\omega$ within the reservoir frequencies, $G_n$, and is given by:

$$
\delta(\omega) = \begin{cases} 
\pi H^2(\omega) \cot \frac{(\omega - \omega_>) \pi}{\Delta} & \omega \in [\omega_-, \omega_+], \, |\omega - \omega_>| \gg \Delta, \\
0 & \omega \notin [\omega_-, \omega_+], \, |\omega - \omega_>| \gg \Delta.
\end{cases}
$$

(2.25)

The $N + 1$ solutions of the dispersion relation, equation (2.10) in the small $\alpha$ limit, are composed of $N$ perturbed reservoir energy levels and 1 perturbed non-reservoir fermion level. If, for example, the reservoir is above the unperturbed Fermi sea, $\epsilon_F < \hbar \omega_-, \omega_+$, the perturbed reservoir energies will typically also lie above the Fermi sea. In this case only the perturbed energy of the non-reservoir fermion will lie under the Fermi sea. Since this state is below the reservoir $\delta(\omega) = 0$ must be set in equation (2.23). One can then have that only the perturbed non-reservoir level lies below the Fermi energy $\epsilon_F$. This leads to the following form for the fermionic occupation:

$$
\langle c^\dagger(p)c(p) \rangle = \frac{f(e^{ip}) + 1}{2}, \quad f(e^{ip}) = -1 \text{ for } |p| > p_F,
$$

(2.26)

where $f(e^{ip})$ is an arbitrary function of $p$ for $|p| < p_F$. The Fermi momentum $p_F$ is defined as the momentum for which the dispersion relation, equation (2.10), is solved with $\omega = \omega_\| \equiv \epsilon_F / \hbar$:

$$
\hbar \omega_\| = \varepsilon(p_F) + \tilde{\alpha}(\epsilon_F),
$$

(2.27)

More generally, it is easy then to find different models of the reservoir, defined by different values of $H_n$, $\omega_-$, $\omega_+$ and $\Delta$ such that equation (2.26) holds. The Fermi momentum, $p_F$, is defined such that the solution with $\delta(\omega) = 0$ of (2.10) exists with $p = p_F$ and $\hbar \omega = \epsilon_F$. The combination $\frac{f(e^{ip}) + 1}{2}$ is chosen for later convenience.

Other possibilities of course exist generalizing equation (2.26), where the distribution inside and outside the Fermi sea is arbitrary, but we shall not try to describe the reservoirs leading to such distribution here for the sake of brevity. The problem of finding such reservoirs was
treated in other works [27, 28]. We note that although for our choice of reservoir above the Fermi sea, the specific functional form of the coupling function $H(\omega)$ plays little role, in other cases this function may introduce singularities into the fermionic occupation number and thus play a more crucial role in determining the behavior of entanglement in the system. What is rather general is that there is a jump discontinuity in the value of $\langle c^{\dagger}(p)c(p) \rangle$. This is the general case if $|\bar{\hbar}\omega'(p)| \neq 0$. If $|\bar{\hbar}\omega'(p)| = 0$, on the other hand, a power-law behavior around the Fermi momentum rather than a jump discontinuity occurs. We shall treat here the problem where the behavior around the Fermi point is of a jump discontinuity.

To simplify the analysis later on we shall assume that the two Fermi points, $\pm p_F$, are symmetric, namely:

$$f(e^{ipF + \delta p}) = f(e^{-ipF - \delta p}),$$

which can be more succinctly written as:

$$f(z) = f(z^{-1}).$$

### 3. Entanglement entropy and negativity

We consider a translationally invariant Gaussian fermionic systems with density matrix

$$\rho = \frac{1}{Z} \sum \Omega_{ij} c_i^{\dagger} c_j, \quad \text{tr} \rho = 1$$

on the infinite line. The covariance matrix $f_{i-j}$ is defined by:

$$f_{i-j} = \text{tr} \left( (2\rho - 1)c_i^{\dagger} c_j \right),$$

which leads naturally to define the symbol $f(z)$, namely the generating function for $f_{i-j}$:

$$f(z) = \sum_i f_i z^i.$$  (3.3)

Note that this definition leads to the following expression for the average occupation fermionic occupation number, $\langle c^{\dagger}(p)c(p) \rangle$, as a function of momentum, $p$:

$$\langle c^{\dagger}(p)c(p) \rangle \equiv \text{tr} \left( \rho c^{\dagger}(p)c(p) \right) = \frac{f(e^p) + 1}{2},$$

conforming with equation (2.26). We must deal then with the problem of $f(p)$ having a jump discontinuity, due to the presence of a Fermi surface, where namely a momentum $p = p_F$ at which the function $f(e^p)$ jumps (for higher dimensions the dimensionality of the Fermi surface also plays an important role, see reference [29]).

The density matrix and the covariance matrix are of course related to each other. The density matrix may be diagonalized in a multi-particle basis based on a single-particle basis that diagonalizes the covariance matrix. We get an eigenvalue of the density matrix for every choice of whether a fermion occupies one of the fermionic eigenstates, that diagonalize the covariance matrix [22]. Thus if there are $N$ eigenvalues of the covariance matrix one finds $2^N$ eigenvalues of the density matrix. Specifically, if $\lambda_i$ are the $N$ eigenvalues of the covariance matrix, then for
Figure 2. Two subsystems $A$ and $B$ are identified on the one dimensional real line (heavy line). The size of $A$ is $k + 1$ and its endpoints are $i_A$ and $j_A$ while the size of $B$ is $l + 1$ and its endpoints are $i_B$ and $j_B$. The distance $n$ is defined as $n = i_B - i_A$ while $m$ is defined as $j_B - j_A$.

any choice of $N$ values for $\nu_i$, where $\nu_i \in \{\frac{1 + \lambda_i}{2}, \frac{1 - \lambda_i}{2}\}$ (corresponding to the choice of occupied and unoccupied fermionic states, respectively), there will correspond an eigenvalue of the density matrix, $\rho$, of the form:

$$\prod_{i} \nu_i.$$ (3.5)

Despite of the fact that the eigenvalues of the density matrix are the products of the $\nu_i$, we shall refer, in a somewhat loose manner, to the individual values of $\nu_i$, as the ‘eigenvalues of the density matrix’ and denote them, as we have just done, by $\nu_i$. The spectrum of $\nu_i$ is known as the entanglement spectrum, and is related to the spectrum of $\lambda_i$ as follows:

$$\pm \lambda_i = 2\nu_i - 1.$$ (3.6)

The $\pm$ sign allows one to obtain both eigenvalues of the density matrix, $\nu_i$ and $1 - \nu_i$, from the same value of $\lambda_i$. If the spectrum of the covariance matrix, $\lambda_i$, is known, or equivalently, the entanglement spectrum, $\nu_i$, is known, then the entropy of the system may be computed through

$$S = \sum_i \nu_i \log(\nu_i) + (1 - \nu_i) \log(1 - \nu_i) = \sum_i \frac{1 + \lambda_i}{2} \log(1 + \lambda_i) + \frac{1 - \lambda_i}{2} \log(1 - \lambda_i).$$ (3.7)

Translational invariance makes the Fourier transform $f(z)$ of the correlation function $f_{i-j}$ a very convenient object to work with. Indeed, for any linear combination of fermionic operators $c^{(a)} = \sum a_i c_i$, one forms the function $g^{(a)}(z) = \sum a_i z^{-i}$ and one easily obtains:

$$h^{(a)}(z) \equiv \sum_i z^i \text{tr} \left( (1 - 2\rho) c_i^{(a)} c_i^{(a)} \right) = f(z)g^{(a)}(z).$$ (3.8)

$h^{(a)}$ encodes as a Fourier transform the correlation function of $c^{(a)}$ with any fermionic operator $c_j^{(a)}$. We see that $f$ acts in a simple multiplicative fashion on $g^{(a)}$ to yield $h^{(a)}$, which is of great convenience.

Take now two intervals $A$ and $B$ on the infinite line as shown in figure 2, with $A$ to the left of $B$. Let $k + 1$ be the size of $A$ and $l + 1$ be the size of $B$ and the distance between the leftmost point of $A$ and the leftmost point of $B$ being $n$. Let $i_A$ bet the leftmost point in $A$ and $i_B$ be the leftmost point in $B$. Define also:

$$k_j = j - \begin{cases} i_A & j \in A \\ i_B & j \in B \end{cases}.$$ (3.9)
We now write an analogue to equation (3.8). To this aim first take any fermionic operator $c^{(ab)} = c^{(a)} + c^{(b)}$ where $c^{(a)}$ is a linear combination of fermionic operators in $A$ and $c^{(b)}$ is a linear combination of fermionic operators in $B$:

$$c^{(a)} = \sum_{j \in A} a_j^{(a)} c_j, \quad c^{(b)} = \sum_{j \in B} a_j^{(b)} c_j.$$ (3.10)

Now define $g_m^{(ab)}$ where $m = 1, 2$ as:

$$g_1^{(ab)} = \sum_{j \in A} a_j^{(a)} z^{-k_j}, \quad g_2^{(ab)} = \sum_{j \in B} a_j^{(b)} z^{-k_j}.$$ (3.11)

We wish to find the correlator of $c^{(ab)}$ with any fermionic operator in $A$ or in $B$. To this aim we define $h_1^{(ab)}$, $h_2^{(ab)}$ that encode these correlators as a Fourier transform:

$$h_1^{(ab)}(z) \equiv \sum_i z^{-i} \text{tr} \left( (1 - 2\rho) c_i^{(a)} c_i^{\dagger} \right),$$

$$h_2^{(ab)}(z) \equiv \sum_i z^{-i} \text{tr} \left( (1 - 2\rho) c_i^{(b)} c_i^{\dagger} \right).$$ (3.13)

Then one has the following relations:

$$h_1^{(ab)}(z) = f(z) g_1^{(ab)} + f(z) z^n g_2^{(ab)}$$

$$h_2^{(ab)}(z) = f(z) z^n g_1^{(ab)} + f(z) g_2^{(ab)}.$$ (3.14)

These can be written in matrix form:

$$H^{(ab)} = f G^{(ab)}, \quad f(z) = \begin{pmatrix} f(z) & f(z) z^n \\ f(z) z^n & f(z) \end{pmatrix}.$$ (3.17)

The first equation here is the generalization of equation (3.8) that we seek, where $f$ is replaced by the matrix $f$. Thus, $f$ will be the object describing the correlations within and between the two regions $A$ and $B$.

One may look for the reduced density matrix namely a Gaussian matrix $\rho^{AB}$ such that for any $i, j \in A \cup B$

$$\text{tr} \rho^{AB} c_i^{\dagger} c_j = \text{tr} \rho c_i^{\dagger} c_j, \quad \rho^{AB} = \frac{1}{Z^{AB}} e^\sum_{i,j,k,l} \Omega_{ijkl} c_i^{\dagger} c_j c_k^{\dagger} c_l, \quad \text{tr} \rho^{AB} = 1.$$ (3.18)

Since the right-hand side of the first equation is determined by $f_{i-j}$ restricted on $A \cup B$ and the left-hand side by $\Omega^{AB}$, the problem reduces to finding $\Omega^{AB}$ given $f_{i-j}$. In fact, both matrices are diagonalized in the same basis, and there is a simple relation between their eigenvalues, equation (3.6) still holds. The matrix $f_{i-j}$ restricted to $A \cup B$ is in turn encoded in $f$. An eigenfunction $\psi^{(i)}$ with eigenvalue $-\lambda_i^{(i)}$, where $i = 1, 2, \ldots, k + l$ solves the following equation:

$$\mathcal{P}_G (f + \lambda_i^{(i)}) \psi^{(-\lambda_i^{(i)})} = 0,$$ (3.19)
where $\mathcal{P}_i$ is the projection operator onto $A \cup B$:

$$
\mathcal{P}_i \sum_j \begin{pmatrix} a_{1i} z^j \\ a_{2i} z^j \end{pmatrix} = \left( \sum_{0 \leq |i| \leq |A|} a_{1i} z^j \right) \left( \sum_{0 \leq |j| < |B|} a_{2j} z^j \right)
$$

(3.20)

and $\psi^{(-\lambda)}$ is in $A \cup B$, namely $\mathcal{P}_i \psi^{(-\lambda)} = \psi^{(-\lambda)}$. This requires $\psi_1$ and $\psi_2$ to be polynomials of degree $|A| - 1$ and $|B| - 1$ respectively. So, in effect, one searches for orthogonal polynomials with respect to the measure $\rho$. Once the eigenvalues are found, the eigenvalues $\nu_1^{(k)}$ of $\Omega^{AB}$ follow from equation (3.6), repeated here for completion:

$$
\pm \lambda_i^{(k)} = 2 \nu_i^{(k)} - 1.
$$

(3.21)

Then for example, the reduced or entanglement entropy of the region $AB$ can then be computed as follows:

$$
S^{AB} = \sum_i \frac{1 + \lambda_i^{(k)}}{2} \log \frac{1 + \lambda_i^{(k)}}{2} + \frac{1 - \lambda_i^{(k)}}{2} \log \frac{1 - \lambda_i^{(k)}}{2}.
$$

(3.22)

As mentioned in the introduction one may wish to compute the negativity spectrum. In this case one replaces the covariance matrix $f_{k,j}$ by a deformed covariance matrix $\tilde{f}_{k,j}$ [19, 20]:

$$
\tilde{f}_{k,j} = \text{tr} \left( (1 - 2\rho) \rho_i^j \right) \times \begin{cases} 1 & i \in A, j \in A \\ -1 & i \in B, j \in B \\ i & i \in A, j \in B \\ i & i \in B, j \in A \end{cases}.
$$

(3.23)

The problem is to find $\tilde{\rho}^{AB}$ such that

$$
\tilde{f}_{k,j} = \text{tr} \left( (1 - 2\tilde{\rho}^{AB}) \rho_i^j \right), \quad \tilde{\rho}^{AB} = \frac{1}{Z^{AB}} \sum_i \tilde{\rho}_{ij} \delta_{ij}^c, \quad \text{tr} \tilde{\rho}^{AB} = 1.
$$

(3.24)

An eigenfunction $\psi^{(-\tilde{\gamma}^{(k)})}$ with eigenvalue $-\tilde{\gamma}^{(k)}$ solves the following equation:

$$
\mathcal{P}_i \left( \tilde{f} + \tilde{\gamma}^{(k)} \right) \psi^{(-\tilde{\gamma}^{(k)})} = 0,
$$

(3.25)

where, in accordance with equation (3.23), one has:

$$
\tilde{f}(z) = \begin{pmatrix} f(z) \\ if(z)z^{-a} \\ \frac{f(z)z^a}{s} \\ -f(z) \end{pmatrix}.
$$

(3.26)

Once the roots of equation (3.25) are found one may find the negativity spectrum through:

$$
\pm \tilde{\gamma}^{(k)} = 2 \nu_i^{(k)} - 1.
$$

(3.27)

The logarithmic negativity, written using the symbol $\mathcal{E}$ may be used as a potential that quantifies the entanglement of the system [30]. It is computed by considering only negative values of $\tilde{\rho}^{AB}$ and computing the sum of the logarithm of only those eigenvalues:

$$
\mathcal{E} = \sum_i \log(|\tilde{\nu}_i| + |1 - \tilde{\nu}_i|) = \sum_i \log \left( \left| \frac{1 - \tilde{\lambda}_i}{2} \right| + \left| \frac{1 + \tilde{\lambda}_i}{2} \right| \right) = \sum_{\{i | \tilde{\lambda}_i | > 1 \}} \log |\tilde{\lambda}_i|.
$$

(3.28)
Indeed, if both \( \tilde{\nu}_i \) and \( 1 - \tilde{\nu}_i \) are positive, the sum, \(|\tilde{\nu}_i| + |1 - \tilde{\nu}_i|\), just gives 1 and the contribution (after taking the logarithm) of the term associated with his expression in the sum after the first equality sign cancels leading to the fact that the logarithmic negativity only receives contributions that are associated with negative eigenvalues of \( \tilde{\varrho}^{ab} \).

4. Orthogonal polynomials for two intervals

To accommodate both the computation of the entanglement entropy and logarithmic negativity we define a variable \( \tau \) to be set as \( \tau = 1 \) when computing the entanglement entropy set as \( \tau = i \) when computing logarithmic negativity. Namely,

\[
f_{ij}^{(\tau)} = \begin{cases} f_{ij} & \tau = 1 \\ \tilde{f}_{ij} & \tau = i \end{cases}
\]

To find the spectrum of \( \lambda \) in equations (3.19) and (3.25) one may resort to the usual method of taking the determinant \( \det[P_{ij}(f^{(\tau)} + \lambda^{(\tau)})] \) and finding those \( \lambda^{(\tau)} \). This leads one to define the matrix

\[
f^{(\tau)}(z) = \begin{pmatrix} \lambda + f(z) & \tau z f(z) \\ \tau z^{-n} f(z) & \lambda + \tau^2 f(z) \end{pmatrix}.
\]

4.1. Orthogonal polynomials

We shall need orthogonal polynomials of four types enumerated by the subscript \( \sigma \) and \( \omega \) where \( \omega \in \{+,-\} \) and \( \sigma \in \{1,2\} \). We write the following symbol \( \psi_{kln}^{\alpha \sigma \omega} \) for these two-dimensional vectors of polynomials where the superscript denotes the fixed values related to the position and size of the two regions \( A \) and \( B \). Each vector has two components thus we have:

\[
\psi_{kln}^{\alpha \sigma \omega} = \begin{pmatrix} \psi_{kln}^{\alpha \sigma \omega} \\ \psi_{kln}^{\alpha \sigma \omega} \end{pmatrix}.
\]

The elements of the vector satisfy:

\[
\psi_{kln}^{\alpha \sigma \omega}(z)
\]

is monomial of degree \( m_{\sigma} \) if \( \omega = +1 \)

\[
\text{satisfies } \psi_{kln}^{\alpha \sigma \omega}(0) = \chi_{kln}^{-1} \text{ if } \omega = -1
\]

where

\[
m_1 = k, \quad m_2 = l.
\]

The functions \( \psi_{kln}^{\alpha \sigma \omega}(z) \) for \( \alpha \neq \sigma \) are polynomials of degree \( m_{\alpha} \).

The following property of \( \psi \) makes it into a vector orthogonal polynomial:

\[
e_{\sigma'} \int z^{-j} f^{(\tau)}(z; \lambda) \psi_{kln}^{\alpha \sigma \omega}(z) \frac{d\theta}{2\pi} = \frac{\chi_{kln}^{+1} \delta_{\alpha,\sigma^*}}{2 \pi} \delta_{j,\omega+1} \delta_{m_{\sigma^*}},
\]

here \( \frac{\chi_{kln}^{+1}}{2 \pi} \) is an exponent not an index, and \( e_{\sigma} \) is the unit vector in direction \( \sigma \), namely the \( \sigma' \) element of \( e_{\sigma} \), denoted by \( e_{\sigma \sigma'} \) is given by:

\[
e_{\sigma \sigma'} = \delta_{\sigma \sigma'}.
\]
4.2. Computation of characteristic polynomial by means of the orthogonal polynomials

The characteristic polynomial, namely the determinant of the operator $\mathcal{P}_d(\lambda + f^{(\tau)}_n)$, is to be denoted as follows:

$$D_{kln} = \det \mathcal{P}_d(\lambda + f^{(\tau)}_n) = \prod_{i=1}^{k+l} \left( \lambda + \lambda_i^{(\tau k l)} \right), \quad (4.8)$$

where we used the notation $\lambda_i^{(\tau k l)}$ standing for:

$$\lambda_i^{(\tau k l)} = \left\{ \begin{array}{ll} \lambda_i^{(k l)} & \tau = 1 \\ \tilde{\lambda}_i^{(k l)} & \tau = \tau \\ \end{array} \right., \quad (4.9)$$

where $\lambda_i^{(k l)}$ and $\tilde{\lambda}_i^{(k l)}$ appeared before in equations (3.19) and (3.25). We now give the following equations that relate the determinants that compute the characteristic polynomial (once the $\chi_{kln\sigma}$’s defined in equations (4.4) and (4.6) are given) that is obtained by means of the orthogonal polynomials:

$$\frac{D_{k,l,n}}{D_{k-1,l,n}} = \chi_{kln1+}, \quad \frac{D_{k-1,l,n}}{D_{k,l,n}} = \chi_{kln2+}. \quad (4.10)$$

We show these relations by identifying $\chi$ as diagonal elements in an upper–lower triangular decomposition of the two-interval covariance matrix $f^{(\tau)}_{ij}$ of equation (4.1). Actually, the matrix to be decomposed is $\mathcal{F}^{(\tau)}_{k+l+2}$ defined by $\mathcal{F}^{(\tau)}_{k+l+2} = 1 + f^{(\tau)}$, where we have explicitly denoted the size of the matrix in the subscript of $\mathcal{F}^{(\tau)}_{k+l+2}$. We shall write $N = k + l + 2$. The upper–lower triangular decomposition of $\mathcal{F}^{(\tau)}_{k+l+2}$ takes the following form

$$\mathcal{F}^{(\tau)}_{N}B_N = C_N, \quad (4.11)$$

$$\mathcal{F}_N = \begin{pmatrix} \lambda + f^{(\tau)}_{11} & f^{(\tau)}_{12} & \cdots & \cdots \\ f^{(\tau)}_{21} & \lambda + f^{(\tau)}_{22} & \cdots & \cdots \\ \cdots & \cdots & \cdots & \cdots \\ \cdots & \cdots & \cdots & \lambda + f^{(\tau)}_{NN} \end{pmatrix}, \quad B_N = \begin{pmatrix} 1 & \cdots & \cdots \\ 0 & 1 & \cdots \\ \cdots & \cdots & \cdots \\ 0 & 0 & 0 & 1 \end{pmatrix}$$

$$C_N = \begin{pmatrix} \eta_{N,1} & 0 & 0 & \cdots \\ \cdots & \eta_{N,2} & 0 & 0 \\ \cdots & \cdots & \cdots & \cdots \\ \cdots & \cdots & \cdots & \eta_{N,N} \end{pmatrix}. \quad (4.12)$$

The determinant of $\mathcal{F}^{(\tau)}_{N}$ is given by:

$$\det \mathcal{F}^{(\tau)}_{N} = \prod_{i=1}^{N} \eta_{N,i}. \quad (4.13)$$

We denote the $i$th column of $B_N$ by $B^{(i)}_N$, where $1 \leq i \leq N$. It obeys the equations:

$$B^{(i)}_{N,i} = 1 \quad (4.14)$$

$$B^{(i)}_{N,j} = 0 \quad \text{for} \quad j > i \quad (4.15)$$

$$(\mathcal{F}^{(\tau)}_{N}B^{(i)}_N)_{j} = 0 \quad \text{for} \quad j < i. \quad (4.16)$$
where $B_{N,j}^{(i)}$ is the $j$th element of $B_{N}^{(i)}$. The determinant is then given by

$$\det F_{N}^{(i)} = \prod_{i=1}^{N} C_{N,j}^{(i)} = \prod_{i=1}^{N} \eta_{N,j}.$$  (4.17)

We now show that $B_{N}^{(i)}$ is independent of $N$, namely $B_{N}^{(i)} = B_{N'}^{(i)}$, for $i < N, N'$. Indeed, equations (4.14)–(4.16) are independent of $N$. To see this, let $M > N, N'$, then, due to equation (4.15), we may write the same equation for both $B_{N}^{(i)}$ and $B_{N'}^{(i)}$:

$$\sum_{p=1}^{j} F_{M,jp}^{(i)} B_{N,p}^{(i)} = 0, \quad \sum_{p=1}^{j} F_{M,jp}^{(i)} B_{N',p}^{(i)} = 0, \quad \text{for } j < i.$$  (4.18)

Since $B_{N}^{(i)}$ and $B_{N'}^{(i)}$ obey the same equations, they are equal. As a result, $\eta_{N,j} = C_{N,j}^{(i)} = \sum_{p=1}^{j} F_{M,jp}^{(i)} B_{N,p}^{(i)}$, does not depend on $N$ as well and we may just write $\eta_{i} \equiv \eta_{N,j}$ for any $N \geq i$. This fact allows us to write:

$$\frac{\det F_{N}^{(i)}}{\det F_{N-1}^{(i)}} = \frac{\prod_{i=1}^{N} \eta_{N,j}}{\prod_{i=1}^{N-1} \eta_{N-1,j}} = \frac{\prod_{i=1}^{N} \eta_{i}}{\prod_{i=1}^{N-1} \eta_{i}} = \eta_{N}.$$  (4.19)

To obtain the first equation in (4.10) we have to show that $C_{N,N}^{(i)} = \chi_{khn2+}$. To do so note that one may identify

$$\psi_{2+}^{(k)}(z) = \left( \sum_{i=0}^{k} \zeta_{i} B_{N,j}^{(i)} \right) \left( \sum_{i=0}^{k} \zeta_{i} B_{N,i+k+1}^{(i)} \right),$$  (4.20)

This identification being made by realizing equations (4.15) and (4.16) being the Fourier transform of (4.6) and equation (4.14) being the first line of equation (4.4). Under this identification, $C_{N,N}^{(i)}$ becomes equivalent to $\chi_{khn2+}$.

It is possible to transpose the intervals $A$ and $B$, whereupon one obtains the second equation in (4.10) analogously to how we just obtained the first one.

5. Riemann–Hilbert problem for orthogonal polynomials

Having defined the orthogonal polynomials, one may find their asymptotic behavior by associating with them a Riemann–Hilbert problem. In particular, one writes a matrix $T_{(z)}$, the elements of which feature the orthogonal polynomials (equation (5.1) below). The analytic properties of these matrix as a function of $z$ are, on the one hand, encode the orthogonality properties of the polynomials, and, on the other hand, naturally define a matrix Riemann–Hilbert problem. Solving approximately the Riemann–Hilbert problem (something that we are able to do here only in some limits) then allows to find the asymptotes of the orthogonal polynomials. These latter encodes in turn the entanglement spectrum of the fermionic system.
To find the behavior of the orthogonal polynomials, \( \psi \), at large \( k, l \) and \( n \), one defines first the matrix \( T(z) \):

\[
T(z) = \begin{pmatrix}
\psi_{11}^{(l-1)n} & \psi_{12}^{(l-1)n} & \ldots & \psi_{m1}^{(l-1)n} \\
\psi_{12}^{(l-1)n} & \psi_{22}^{(l-1)n} & \ldots & \psi_{m2}^{(l-1)n} \\
\vdots & \vdots & \ddots & \vdots \\
\psi_{m1}^{(l-1)n} & \psi_{m2}^{(l-1)n} & \ldots & \psi_{mm}^{(l-1)n}
\end{pmatrix}
\]

(5.1)

Eventually we are interested in finding \( \chi_{\text{limit}} \), which are encoded in

\[
T_{14}(0) = \frac{\psi_{11}^{(l-1)n}}{(z-\xi_{1}^{(l-1)n})}, \quad T_{32}(0) = \frac{\psi_{11}^{(l-1)n}}{(z-\xi_{2}^{(l-1)n})},
\]

(5.2)

\[
T_{23}(0) = \frac{\psi_{11}^{(l-1)n}}{(z-\xi_{1}^{(l-2)n})}, \quad T_{14}(0) = \frac{\psi_{11}^{(l-1)n}}{(z-\xi_{1}^{(l-1)n})},
\]

(5.3)

as can be easily verified by comparing the respective elements of the matrix \( T(z) \) given in equation (5.1) with the definition of \( \chi \) given in equations (4.4) and (4.6).

The matrix \( T(z) \) has the following behavior at infinity (spaces here and below denote zero elements):

\[
T(z) = (1 + O(1/z)) \begin{pmatrix}
z^k & z^l & z^{-l} \\
\end{pmatrix}
\]

(5.4)

and the following Riemann–Hilbert property

\[
T_{+}(z) = T_{-}(z) \begin{pmatrix}
1 & 0 & \tau f(z)z^{-n} & (\lambda + f(z))z^{-l} \\
0 & 1 & (\lambda + \tau^2 f(z))z^{-l} & \tau f(z)z^{-k+n} \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{pmatrix},
\]

(5.5)

where \( T_{+}(z) \) is the limiting value of \( T(z) \) on the unit circle approaching from the interior of the circle, and \( T_{-}(z) \) is the limiting value of \( T(z) \) on the unit circle approaching from the exterior. This matrix is further modified by applying the following transformation:

\[
Y(z) \begin{pmatrix}
z^k & 0 & 0 & 0 \\
0 & z^l & 0 & 0 \\
0 & 0 & z^{-l} & 0 \\
0 & 0 & 0 & z^{-k}
\end{pmatrix} = T(z), \quad \text{for } |z| > 1
\]

(5.6)

\[
Y(z) = T(z), \quad \text{for } |z| < 1.
\]

(5.7)

With this modification, the Riemann–Hilbert property of \( Y \) reads

\[
Y_{+}(z) = Y_{-}(z) V
\]

(5.8)
\[
V = \begin{pmatrix}
    z^k & 0 & \tau f(z) z^{-m} & \lambda + f(z) \\
    0 & z^l & \lambda - f(z) & \tau f(z) z^{-m} \\
    0 & 0 & z^{-1} & 0 \\
    0 & 0 & 0 & z^{-k}
\end{pmatrix}, \quad (5.9)
\]

where \(m = n + l - k\), and \(V\) will be termed 'the jump matrix'. The matrix \(Y\) has the following behavior at infinity:

\[
Y(z) \xrightarrow{z \to \infty} 1 + O(1/z). \quad (5.10)
\]

### 6. Solution for the outer region

The jump matrix, \(V\), may be decomposed as follows:

\[
\begin{pmatrix}
    z^k & 0 & \tau f(z) z^{-m} & \lambda + f(z) \\
    0 & z^l & \lambda - f(z) & \tau f(z) z^{-m} \\
    0 & 0 & z^{-1} & 0 \\
    0 & 0 & 0 & z^{-k}
\end{pmatrix} = V^{(1)} V^{(2)} V^{(3)}, \quad (6.1)
\]

where

\[
V^{(1)} = V^{VI} = V^{IV} = \begin{pmatrix}
1 & 0 & -\tau f z^{j-m} & 0 \\
0 & 1 & 0 & 0 \\
-\tau^{-1} & 0 & 1 & 0 \\
\lambda + f & 0 & \tau f z^{-k+1-m} & 1
\end{pmatrix}, \quad (6.2)
\]

\[
V^{(2)} = V^{VII} = V^{VII} = \begin{pmatrix}
0 & 0 & 0 & \lambda + f \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
\lambda + f & 0 & 0 & 0
\end{pmatrix}, \quad (6.3)
\]

\[
V^{(3)} = V^{VIII} = V^{VIII} = \begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
\tau f^{-j+m} & 0 & 1 & 0 \\
\lambda + \tau^2 f & 0 & \tau f z^{-k} & 1
\end{pmatrix}. \quad (6.4)
\]

The meaning of the double roman superscripts will be explained in the following.

A decomposition of the form (6.1) has been shown in references [24, 25, 31] to allow for a large \(N\) expansion (here \(N\) is the order of \(k, l\)). We review this method presently. First, note that the function \(f(z)\) has jump discontinuities at \(z_F\) and \(z_{F-1}\), but otherwise assumed to be smooth and analytic. Let us fix two circles around the points \(z_F\) and \(z_{F-1}\) denoted by the heavy gray circles in figure 3. Removing these two circles, the unit circle decomposes into two arcs, the first one going clockwise from the gray circle surrounding \(z_F\) to \(z_{F-1}\) and the second going counterclockwise. One assumes that the function \(f\) has an analytic continuation from the first
Figure 3. The decomposition of the complex plane into six regions. The heavy line denotes the unit circle over which the original jump matrix is defined. The dotted lines denote the lines over which new jump matrices are defined after decomposing the original jump matrix. Outside the gray circles the jump matrices on the dotted lines tend to the identity and thus are irrelevant, while the remaining jump matrices on the unit circle become trivial to solve. Inside the gray circles one must take all the jump matrices into account.

arc to a neighbourhood of the first arc and from the second arc to the neighbourhood of the second arc.

One now draws four lines—the dashed lines in figure 3—that connect $z_F$ and $z_F^{-1}$, with the condition, that when they leave the gray circles, they always remain in the neighbourhood of the arcs in which $f(z)$ has an analytic continuation as just discussed. The dashed lines and the unit circle together divide the plane into six regions which are denoted by Roman numerals as in figure 3. The matrix $V^{(1)}$ may then be analytically continued all the way to the two dashed lines outside the unit circle, these analytical continuations are denoted by $V^{VI}$ and $V^{VI}$, respectively. A similar procedure can be applied to $V^{(3)}$ and the dashed lines inside the unit circle produces $V^{III}$ and $V^{III}$, respectively, while $V^{(2)}$ requires no analytic continuation since one continues to use this matrix on the unit circle, but we still denote it by two symbols $V^{VI}$ and $V^{VI}$ depending on which arc of the unit circle it is being used.

After analytic continuation of the Riemann–Hilbert problem, which originally had jump discontinuities only on the unit circle now has jump discontinuity on the system of six arcs (four dashed arcs of figures 2 and 3 arcs of the unit circle). The solution of the new Riemann–Hilbert problem in the different regions is denoted by $Y_{I-VI}$ with the subscript which gives the region with which the solution is valid. The solution of the original Riemann–Hilbert problem (the Riemann–Hilbert problem with jump matrix $V$) is denoted by $Y$. The solution of the new Riemann–Hilbert problem is written in terms of the original one as follows:

$$
Y_{II} = Y, \quad Y_V = Y, \quad Y_{VI} = Y V^{VI}, \quad Y_{IV} = Y V^{IV}, \quad Y_{VI} = Y V^{VI}.
$$

$$
Y_{II} = Y V^{III} = Y_{IV} V^{IV,VII}, \quad Y_{I} = Y V^{II} = Y_{IV} V^{IV,I}.
$$

(6.5)
It is easy to check that these relation are consistent on account of \( Y \) obeying the original Riemann–Hilbert problem.

The utility of the procedure just outlined for the large \( N \) expansion (\( k \to \infty, l \to \infty, m - l \to \infty \)) is that on the dashed lines outside the gray circles, the jump matrices (the matrices \( V_{\text{IV,V}} \), \( V_{\text{IV,VI}} \) and \( V_{\text{IV,II}} \)) all converge to the unit matrices to exponential accuracy, as can be ascertained by examining the expression for those matrices in equations (6.2) and (6.4). Taking into account the equations in (6.5) this means that \( Y_I = Y_{\text{III}} = Y_{\text{II}} = Y \) and \( Y_V = Y_{\text{IV}} = Y_{\text{IV}} = Y \), and that is true to exponential accuracy in the large \( N \) limit outside the vicinity of \( z_f^{\pm 1} \) (outside the gray circles of figure 3). In addition, one obtains the that the jump matrix is given by \( V^{(2)} \) of equation (6.3), or in other words \( V_{\text{IV,II}} \) and \( V_{\text{IV,IV}} \) on the two arcs connecting \( z_f \) and \( z_f^{\pm 1} \). One then first solves the Riemann–Hilbert problem outside the vicinities of \( z_f^{\pm 1} \) by solving the Riemann–Hilbert problem associated with \( V^{(2)} \) in that region. We shall denote the solution of this Riemann–Hilbert problem as \( Y^{(\text{out})} \). After this has been performed, one looks for a solution inside the vicinities of \( z_f^{\pm 1} \).

We first fix some notations. We assume a jump discontinuity of \( f(z) \) at \( z_f \) and at \( z_f^{\pm 1} \) (we assume equation (2.29), namely \( f(z) = f(z^{-1}) \)):

\[
f(z_f e^{\pm i0^+}) = f(z_f^{\mp 1} e^{\pm i0^+}) = f_{\text{out}}.
\]

(6.6)

Namely \( f_{\text{out}} \) are the limiting values of \( f \) as one approaches \( z_f \) from the left or right, respectively or vice versa for the point \( z_f^{\pm 1} \).

We define also:

\[
\left\{ \begin{array}{l}
r = \sqrt{(\lambda + f_o)(\lambda + f_f)}, \\
\beta = \frac{1}{2\pi i} \log \frac{\lambda + f_f}{\lambda + f_o}, \\
\beta' = \frac{1}{2\pi i} \log \frac{\lambda + \tau f_f}{\lambda + \tau^2 f_o}.
\end{array} \right.
\]

(6.7)

such that one decompose the relevant jump matrix in the following way, (a form which will immediately lead to a solution of the relevant Riemann–Hilbert problem in the outer region):

\[
\begin{pmatrix}
0 & 0 & 0 & \lambda + f_f \\
0 & 0 & \lambda + \tau^2 f_f & 0 \\
0 & -1 & 0 & 0 \\
\lambda + \tau^2 f_f & 0 & 0
\end{pmatrix} = \text{a-diag} \left( \lambda + f_f, \lambda + \tau^2 f_f, -\left(\lambda + \tau^2 f_f\right)^{-1}, -\left(\lambda + f_f\right)^{-1} \right)
\]

\[
= \text{diag} \left( \frac{x^\beta}{F_+(z)}, \frac{x^{\beta'}}{F^{(\tau)}_+(z)}, \frac{x^{-\beta}}{F_-(z)}, \frac{x^{-\beta'}}{F^{(\tau)}_-(z)} \right)
\]

\[
\times \text{a-diag} \left( x^\beta e^{-i\pi \beta}, x^{\beta'} e^{-i\pi \beta} F^{(\tau)}_+, x^{-\beta} e^{i\pi \beta} F^{(\tau)}_+, x^{-\beta'} e^{i\pi \beta} F^{(\tau)}_+ \right).
\]

(6.8)
where \( a \text{-} \text{diag} \) and diag denote:

\[
\text{diag}(a, b, c, d) = \begin{pmatrix} a & b \\ c & d \end{pmatrix},
\]

(6.9)

\[
a\text{-diag}(a, b, c, d) = \begin{pmatrix} a & b \\ c & d \end{pmatrix}
\]

(6.10)

and

\[
x(z) = \frac{z - z_F}{z' - z'_F}.
\]

(6.11)

The function \( F_\sigma(z) \), for \( \sigma \in \{1, \tau\} \) is defined as a function that is analytic in the exterior of the unit circle having the asymptote \( F_\sigma(z) \to 1 \) as \( z \to \infty \), while \( F_\sigma'(z) \) is analytic in the interior of the unit circle with the relation:

\[
F_\sigma(z) + \sigma z F_\sigma(z) = \lambda + \sigma^2 f e^{i \pi \beta} F_\sigma(z) + e^{-i \pi \beta} (1 - \theta_{FS}(z)),
\]

(6.12)

where \( \theta_{FS} \) is the indicative function of the Fermi sea (taking the value 1 in the Fermi sea and 0 outside). Here \( \beta(1) \equiv \beta \) and \( \beta(\tau) \equiv \tilde{\beta} \).

Of course, the functions \( F_\sigma(z) \) can be easily calculated using the usual Wiener–Hopf decomposition:

\[
2\pi i \log F_\sigma(z) = \oint \log \frac{\lambda + \sigma^2 f(\xi)}{e^{\sigma \beta z}\theta_{FS}(\xi) + e^{-\sigma \beta z}(1 - \theta_{FS}(\xi))} \frac{d\xi}{z - \xi},
\]

(6.13)

this equation holding true for \( z \) inside or outside the unit circle, respective with the choice of sign \( \pm \) in subscript in \( F_\sigma(z) \), while for other \( z \)'s one must apply an analytic continuation. The following relation will be useful:

\[
\log[x(z)^\beta e^{-\sigma \beta} F_+(z)] \overset{\mathcal{R}}{\to} \oint \log (\lambda + f(\theta)) \frac{d\theta}{2\pi}.
\]

(6.14)

The decomposition of equation (6.8) allows us to immediately write as a solution to the Riemann–Hilbert problem, albeit a solution which ignores the inner region. The solution reads as follow:

\[
Y^{(\text{out})} = \text{a-diag} \left( x^\beta e^{-\sigma \beta} F_+(z), x^\beta e^{-\sigma \beta} F_+(z), -\frac{x^\beta e^{\pi \beta}}{F_+(z)}, -\frac{x^\beta e^{\pi \beta}}{F_+(z)} \right), \quad |z| < 1
\]

(6.15)

\[
Y^{(\text{out})} = \text{diag} \left( \frac{x^\beta}{F_-(z)}, \frac{x^\beta}{F_-(z)}, x^{-\beta} F_-(z), x^{-\beta} F_-(z) \right), \quad |z| > 1,
\]

(6.16)

the superscript (out) denoting that this solution is valid outside the gray circles of figure 3, namely in the outer region. One may easily use equation (6.8) to verify that this indeed is a solution.
7. Solution for the inner and middle regions

It remains to solve the Riemann–Hilbert problem in the vicinity of the points $z_±^1$. We do so only in the limit where $m - l \gg k, l$, and supply a method to obtain the large $N$ limit in the result for negativity or the entanglement spectra in a power series of $|l/m|, |k/m|$ to any power. We provide explicit results for the leading order, but higher orders may be obtained by the method we present here to any power.

In order to obtain this power series, we draw an additional circle around each of the points $z_±^1$ of a radius which is much larger than $1/(m - l)$ but much smaller than $1/k$. We shall call the region inside these circles as the ‘inner region’. The region between this circle and the gray circles in figure 3, we shall call the ‘middle region’. We shall now search for a solution within the inner and middle regions that we shall denote by $Y^\text{(in)}$ and $Y^\text{(mid)}$, respectively.

7.1. Solution in the middle region

First let us turn our attention to the middle region. Observing that in this region we may drop terms proportional to $z^l - m$ and $z^l - m - k$ outside the unit circle and terms proportional to $z^m - l$ and $z^m$ inside the unit circle in equations (6.2) and (6.4), respectively, leads us to write the following jump matrices in this region:

\[
V^{(1)} = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & -z^{-1} \lambda + \tau^2 f & 1 & 0 \\ -z^{-k} \frac{\lambda}{\lambda + f} & 0 & 1 & 0 \end{pmatrix}, \quad V^{(3)} = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & z^l \frac{\lambda}{\lambda + \tau^2 f} & 1 & 0 \\ z^k \frac{\lambda}{\lambda + f} & 0 & 0 & 1 \end{pmatrix}
\]

while $V^{(2)}$ remains that of equation (6.3). One observes that in this region, the jump matrix decomposes into two spaces one spanned by $e^{(1)}$, and $e^{(4)}$ and the other space spanned by $e^{(2)}$, and $e^{(3)}$, where $e^{(i)}$ is the unit vector in the $i$th direction ($e^{(i)}_j = \delta_{ij}$). Thus instead of a $4 \times 4$ Riemann–Hilbert problem we have two $2 \times 2$ Riemann–Hilbert problems and we may borrow for this region then the $2 \times 2$ matrix problems solved in reference [24].

In order to solve the problem, we search for the elements of $Y^\text{(mid)}$ as these will contain all the information needed to obtain $Y^\text{(mid)}$ in any region. The function $Y^\text{(mid)}$ has the following monodromy around the origin:

\[
\begin{pmatrix} 1 & 0 & 0 & f_i - f_o \\ 0 & 1 & \tau^2 (f_i - f_o) & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix} = \begin{pmatrix} 1 & 0 & 0 & z^k \tau^2 \sin(\pi \beta) \\ 0 & 1 & z^l \tau^2 \sin(\pi \beta) & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix}
\]

which can be derived by multiplying out all the jump matrices as one goes around the origin. This is the first requirement on $Y^\text{(mid)}(z)$. A second requirement is that as $k, l, |\zeta| \gg 1$, the function $Y^\text{(mid)}(z)$ must match asymptotically $Y^\text{(out)}(z)$. As a third requirement one must demand that the $Y^\text{(mid)}(z)$ for all other regions (namely, regions I through VI excluding II) matches asymptotically $Y^\text{(out)}$.

Let us give a solution to these three conditions and ascertain them below. Such a solution is given by:
\[ Y_{\text{mid}}(\zeta) = \begin{pmatrix} \frac{d}{d\zeta} e^{i\zeta} \Phi_1(\zeta) \\ 0 \\ 0 \\ \frac{d}{d\zeta} e^{i\zeta} \Phi_2(\zeta) \\ 0 \\ 0 \\ \frac{d}{d\zeta} e^{i\zeta} \Phi_3(\zeta) \\ 0 \\ 0 \end{pmatrix} \] (7.3)

where

\[ Q_\alpha(\zeta) = -e^{2\pi\alpha} \psi_{1,a}^\dagger(e^{-\pi\zeta}) + \frac{\Gamma(\alpha + 1 - i)}{\Gamma(-\alpha + i)} e^{2\pi\alpha} e^{-\zeta} \psi_{1,-i+a}^\dagger(\zeta) \] (7.4)

\[ P_\alpha(\zeta) = e^{\pi\alpha} \psi_{1,a}^\dagger(e^{-\pi\zeta}) \] (7.5)

and \( \psi_{1,a}^\dagger(\zeta) \) usually denoted by \( \psi(a, b, \zeta) \) is the confluent hypergeometric function (see, e.g. references [24, 26, 32]) while

\[ \zeta = \log(z/z_{F}^{-1}) \] (7.6)

and the signs depend on whether we are dealing with the middle region around \( z_{F}^{-1} \), respectively. The first requirement on the solution mentioned above is satisfied since, the functions \( P \) and \( Q \), when considered as elements of a row vector

\[ \left( Q_\alpha(\zeta), P_\alpha(\zeta) \right) \] (7.7)

have monodromy

\[ \begin{pmatrix} 1 & 2\pi \sin(\pi\alpha) \\ 0 & 1 \end{pmatrix} \] (7.8)

as \( \zeta \to e^{2\pi i} \zeta \). This may be derived by using the following property of the hypergeometric confluent function:

\[ \psi_{a}^\dagger(e^{-2\pi i} \zeta) = e^{2\pi a} \psi_{a}^\dagger(\zeta) - \frac{2\pi i}{\Gamma(a)^{-1} \Gamma(a - c + 1)} e^{2\pi a} e^{-\zeta} \psi_{a}^\dagger(\zeta). \] (7.9)

We have also used the following following definition of \( d \) and \( \tilde{d} \):

\[ d = F_-(z_F^\pm)(1 - z_F^\pm)^{\alpha - \beta} \quad \tilde{d} = F_-(z_F^\pm)(1 - z_F^\pm)^{\alpha - \beta}, \] (7.10)

and the signs \( \pm \) are to be taken respectively on whether the expansion is made around \( z_F \) or \( z_{\tilde{F}}^{-1} \).

The second requirement on the solution, namely its asymptotics as \( k|\zeta|, l|\zeta| \gg 1 \) is also easily seen to be satisfied, as in this limit \( Y_{\text{mid}}^\dagger \) has the following behavior:
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Indeed, all the elements of this matrix are proportional to confluent hypergeometric which have a regular power expansion at large argument times $\zeta^{\pm\beta}$ or $\zeta^{\pm\beta}$. This good behavior of $Y_{l}^{\text{mid}}$ is shared by $Y_{l}^{\text{mid}}$ since the jump matrix between these two regions do not contain any exponential factors. Then, by an argument similar to the one above, which was applied to the regions interior to the unit circles, namely regions I–III, one can easily see that all regions outside the unit circle match asymptotically $Y^{\text{out}}$.

\[
Y_{l}^{\text{mid}}(\zeta) \to \begin{pmatrix}
\frac{d\Gamma(1+\beta e^{2\pi i \zeta} \zeta^{-3-1})}{d\Gamma(-\beta k^{2\pi i +1}} & 0 & 0 & \frac{dc^{3}(1-\beta^{2} k^{2})}{d\Gamma(\beta k^{2}+1)} \\
0 & \frac{d\Gamma(1+\beta e^{2\pi i \zeta} \zeta^{-3-1})}{d\Gamma(-\beta k^{2\pi i +1}} & -\zeta^{-3} & 0 \\
0 & 0 & \frac{d\Gamma(1-\beta e^{-2\pi i \zeta} \zeta^{-3-1})}{d\Gamma(\beta k^{2} \zeta^{-1})} & 0 \\
-\frac{\zeta^{-3}}{d} \left(1 + \frac{\beta^{2}}{k^{2}}\right) & 0 & 0 & \frac{d\Gamma(1-\beta e^{-2\pi i \zeta} \zeta^{-3-1})}{d\Gamma(\beta k^{2} \zeta^{-1})} \\
\end{pmatrix},
\]

(7.11)

which is ascertained by noting the asymptotes of $P, Q$ for large $|\zeta|$:

\[
Q_{l}^{\text{out}}(\zeta) = (-)^{l+1} e^{\pi i \alpha} \zeta^{-l-1}(1 + O(\zeta^{-1})) + \frac{\Gamma(\alpha + 1 - i) e^{2\pi i \alpha}}{\Gamma(\alpha + i)} e^{-i \pi \alpha} \zeta^{-\alpha-1+i}(1 + O(\zeta^{-1})) \quad (7.12)
\]

\[
P_{l}^{\text{out}}(\zeta) = (-)^{l} \zeta^{\alpha+1}(1 + O(\zeta^{-1})). \quad (7.13)
\]

The last requirement, namely that the asymptotics of $Y^{\text{mid}}$ matches that of $Y^{\text{out}}$ given in equation (6.15).

Indeed, all the elements of this matrix are proportional to confluent hypergeometric which have a regular power expansion at large argument times $\zeta^{\pm\beta}$ or $\zeta^{\pm\beta}$. This good behavior of $Y_{l}^{\text{mid}}$ is shared by $Y_{l}^{\text{mid}}$ since the jump matrix between these two regions do not contain any exponential factors. Then, by an argument similar to the one above, which was applied to the regions interior to the unit circles, namely regions I–III, one can easily see that all regions outside the unit circle match asymptotically $Y^{\text{out}}$.

This completes the proof that $Y_{l}^{\text{mid}}$ given in equation (7.3) satisfies the requirements we have set for it, and we may turn to compute $Y^{\text{in}}$. Before doing that we wish to extract the information that is useful for our final calculation of the entanglement and the negativity spectra. This is the following combination

\[
Y_{l}^{\text{mid}} = \begin{pmatrix}
\frac{d\Gamma(1+\beta e^{2\pi i \zeta} \zeta^{-3-1})}{d\Gamma(-\beta k^{2\pi i +1}} & 0 & 0 & \frac{dc^{3}(1-\beta^{2} k^{2})}{d\Gamma(\beta k^{2} +1)} \\
0 & \frac{d\Gamma(1+\beta e^{2\pi i \zeta} \zeta^{-3-1})}{d\Gamma(-\beta k^{2\pi i +1}} & -\zeta^{-3} & 0 \\
0 & 0 & \frac{d\Gamma(1-\beta e^{-2\pi i \zeta} \zeta^{-3-1})}{d\Gamma(\beta k^{2} \zeta^{-1})} & 0 \\
-\frac{\zeta^{-3}}{d} \left(1 + \frac{\beta^{2}}{k^{2}}\right) & 0 & 0 & \frac{d\Gamma(1-\beta e^{-2\pi i \zeta} \zeta^{-3-1})}{d\Gamma(\beta k^{2} \zeta^{-1})} \\
\end{pmatrix},
\]

(7.14)
\[
\delta R^{(\text{mid/out})} \equiv \frac{1}{i} Y^{(\text{mid})} Y^{(\text{out})\dagger} - 1 = -\frac{z^{\pm 1}}{(z - \tilde{z}^2)} \begin{pmatrix}
\frac{\beta^2}{k} & 0 & 0 & \ldots \\
0 & \frac{\beta^2}{l} & \ldots & 0 \\
0 & \ldots & \frac{\beta^2}{l} & 0 \\
\ldots & 0 & 0 & \frac{\beta^2}{k}
\end{pmatrix} + O(1/\zeta^2),
\]

(7.15)

where the ellipsis denotes terms which will not serve our final calculation, but may be easily derived from the expressions above and the expansion here is in large \( \zeta \).

### 7.2. Inner region

In the inner region we wish to make the following transformation:

\[
y(z) = Y^{(\text{in})}(z) O^{(r)}(\tau z), \quad \text{for } |z| < 1
\]

(7.16)

\[
y(z) = Y^{(\text{in})}(z) O^{(r)}(\tau z), \quad \text{for } |z| > 1,
\]

(7.17)

where the matrices \( O^{(r)}_{R/L} \) are given as follows:

\[
O^{(r)}_R = \begin{pmatrix}
\sqrt{2z}^{--(k+m)} & -\tau \sqrt{2z}^{-((k+m))} \\
\tau \sqrt{2z}^{-l} & -\sqrt{2} \\tau \sqrt{2} \\
\tau \sqrt{2} \tau \sqrt{2} & -\sqrt{2} \tau \sqrt{2} \\
1 & \tau \sqrt{2} \tau \sqrt{2}
\end{pmatrix},
\]

(7.18)

\[
O^{(r)}_L = \begin{pmatrix}
\sqrt{2z}^{-m} & -\tau \sqrt{2z}^{-m} \\
\tau \sqrt{2} & 1 \\
\tau \sqrt{2} & \tau \sqrt{2} \\
\tau \sqrt{2} & \tau \sqrt{2}
\end{pmatrix},
\]

(7.19)

The matrix \( y \) can easily be seen to obey a Riemann–Hilbert problem:

\[
y(e^{ix - \theta^+}) = y(e^{ix + \theta^+}) v,
\]

(7.20)

for \( x \) real and where the jump matrix \( v \) is related to the old jump matrix \( V \) through

\[
VO^{(r)}_R = O^{(r)}_L v.
\]

(7.21)

Explicitly, given the choice in equations (7.18) and (7.19) for the matrices \( O^{(r)}_R \) and \( O^{(r)}_L \), the jump matrix \( v \) is given by:
\[ v = \begin{pmatrix} 1 & 1 & f \\ 1 & 1 & \end{pmatrix}. \quad (7.22) \]

If we now compute the monodromy around the origin, the appropriate monodromy matrix is given by:
\[
\begin{pmatrix} 1 & f_i - f_o \\ 1 & 1 \\ 1 & \end{pmatrix} = \begin{pmatrix} 1 & 2\pi r \sin(\pi \beta) \\ 1 & 1 \\ 1 & \end{pmatrix}
= \begin{pmatrix} 1 & 2\pi r^2 \tau \sin(\pi \beta) \\ 1 & 1 \\ 1 & \end{pmatrix}. \quad (7.23) \]

On the other hand, given \( j \), the \( j \)th row of the matrix \( y_{II} \), that we shall denote by \( v_{II}^{(j)} \), is given by the \( j \)th row of \( Y_{I}^{(\text{in})} \), denoted by, \( v_{I}^{(j)} \), as follows:
\[
v_{I}^{(j)} = \begin{pmatrix} \frac{e^{\kappa}}{2\sqrt{2} \xi} \left( \frac{f}{\kappa} \right) + 1 & \frac{1}{2\sqrt{2}} & 0 & -\frac{e^{\kappa}}{2\sqrt{2}} \\ \frac{2\kappa}{f^2 \xi^2} \left( \frac{f}{\kappa} \right) - 1 & \frac{\tau}{\sqrt{2}} & 0 \sqrt{2} \frac{e^{\kappa}}{f^2} \\ \tau^2 \frac{e^{\kappa}}{\xi} - e^{\kappa} & \frac{\tau}{\sqrt{2}} \frac{2\kappa}{f^2 \xi^2} & \frac{1}{\sqrt{2}} & \frac{\sqrt{2} \frac{e^{\kappa}}{f^2} \tau^2} \\ \frac{\sqrt{2} \frac{e^{\kappa}}{f^2 \xi^2} \tau^2} & \frac{\sqrt{2} \frac{e^{\kappa}}{f^2 \xi^2} \tau^2} & \frac{\sqrt{2} \frac{e^{\kappa}}{f^2 \xi^2} \tau^2} & \frac{\sqrt{2} \frac{e^{\kappa}}{f^2 \xi^2} \tau^2} \end{pmatrix} \quad (7.24) \]

In order for all factors of the form \( e^{\pm \kappa \xi} \) to disappear from \( v_{II}^{(j)} \) which is required in order to make them disappear also from \( Y_{I}^{(\text{in})} \), since \( V_{I,II} \) does not have exponential factors, we must demand that \( v_{II}^{(j)} \) is of the form:
\[
v_{II}^{(j)} = \left( \tau^2 F(\zeta) - \tau^2 H(\zeta) e^{-\kappa \xi}, \frac{F(\zeta)}{2} + \frac{H(\zeta) e^{-\kappa \xi}}{2} \right), \quad (7.25) \]
\[
\tau^2 G(\zeta) - \frac{\tau^2 J(\zeta) e^{-\kappa \xi}, \frac{F(\zeta)}{2} + \frac{J(\zeta) e^{-\kappa \xi}}{2}}{2} \right), \quad (7.26) \]

where \( F, G, H \) and \( J \) remain well-bounded in the inner region. Since the first, second and third elements of \( v_{II}^{(j)} \) must be analytical by the Riemann–Hilbert problem, one concludes immediately that \( F(\zeta) \) and \( H(\zeta) \) must be analytical as well.

We shall now use the fact that the following function is analytical around the origin having no jumps or singularities:
\[
P_{\beta}^{\xi}(\zeta) + s_{\beta}^\xi Q_{\beta}^{\xi}(\zeta) \Gamma_{0}(m\xi) \quad (7.27) \]
\[
P_{\beta}(k \zeta) + s_{\beta} Q_{\beta}(k \zeta) \Gamma_{0}(-m\xi), \quad (7.28) \]

where the symbol \( s_{\beta} \) denotes:
and $\Gamma_\theta(\zeta)$ is the incomplete Gamma function, which is denoted usually by $\Gamma(0, \zeta)$, here a different notation being employed for the sake of brevity. The analytical properties around the origin of the combinations above can be ascertained by considering that the monodromy around zero vanishes and by noting that the function is not singular at the origin. Here one is aided by the following monodromy of $\Gamma_\theta(\zeta)$, given by $\Gamma_\theta(e^{2\pi i}\zeta) = \Gamma_\theta(\zeta) + 2\pi i$.

The function $\Gamma_\theta(\pm\text{mc})$ may be considered as the function $e^{\pm\text{mc}}\Gamma_\theta(\pm\text{mc})$, which has a regular expansion at $\zeta \to \infty$ times $e^{\pm\text{mc}}$, these regular expansions are of order $\zeta^{-1}$. With this we may then construct solution for the first and fourth row of $y_{\text{II}}$:

$$\begin{align*}
v_y^{(1)} &= C_k \left( \frac{2}{\tau} Q_{\beta}^j(k\zeta), \frac{1}{\tau} Q_{\beta}^j(k\zeta), -s \left( P_{\beta}^j(k\zeta) + s Q_{\beta}^j(k\zeta) \Gamma_\theta(-\text{mc}) \right) \right), \\
v_y^{(2)} &= C_k \left( \frac{2\tau^2}{\tau^2} Q_{\beta}^j(l\zeta), \frac{1}{\tau} Q_{\beta}^j(l\zeta), \tau^2 \left( P_{\beta}^j(l\zeta) + s Q_{\beta}^j(l\zeta) \Gamma_\theta(\text{mc}) \right) \right),
\end{align*}$$

where $k \in \{1, 4\}$

$$\begin{align*}
C_1 &= \frac{de^{-\text{mc}}}{\sqrt{2k^7}}, & C_4 &= \frac{e^{-\text{mc}}e^{-2\pi \beta} \Gamma(1 - \beta)}{d\sqrt{2\Gamma(\beta)k^{-\beta}}} \\
i_1 &= 0, & i_4 &= 1.
\end{align*}$$

For the second and third row we offer the following solution:

$$\begin{align*}
v_y^{(3)} &= C_k \left( \frac{2\tau^2}{\tau^2} Q_{\beta}^j(l\zeta), \frac{1}{\tau} Q_{\beta}^j(l\zeta), \tau^2 \left( P_{\beta}^j(l\zeta) + s Q_{\beta}^j(l\zeta) \Gamma_\theta(\text{mc}) \right) \right),
\end{align*}$$

where $k \in \{2, 3\}$ and

$$\begin{align*}
C_2 &= \frac{\tilde{d}}{\sqrt{2\tau^{1/2}}}, & C_3 &= \frac{\tilde{r} e^{-2\tau \beta} \Gamma(1 - \tilde{\beta})}{\sqrt{2\tau^{1/2}\Gamma(\beta)\Gamma^{-\beta}}} \\
i_2 &= 0, & i_3 &= 1.
\end{align*}$$

To ascertain that the rows above of $v_y^{(j)}$ are indeed correct, we now derive from it the matrix $Y_{\text{II}}^{(m)}$ written here up to exponentially small terms in $m|\zeta|$ as $m|\zeta| \to \infty$ (which exist in this region but not, e.g. in region $I$ by construction):

$$Y_{\text{II}}^{(m)} = \begin{pmatrix}
1.7 & \frac{d}{\tau} e^{\tau Q_{\beta}(l\zeta)} & 0 & -\frac{\pm}{\tau} e^{\tau Q_{\beta}^{-1}(l\zeta)} & \frac{d}{\tau} e^{\tau Q_{\beta}^{-1}(l\zeta)} \\
0 & \frac{\pm}{\tau} e^{\tau Q_{\beta}^{-1}(l\zeta)} & \frac{d}{\tau} e^{\tau Q_{\beta}^{-1}(l\zeta)} \\
0 & \frac{d}{\tau} e^{\tau Q_{\beta}^{-1}(l\zeta)} & \frac{d}{\tau} e^{\tau Q_{\beta}^{-1}(l\zeta)} & 0 \\
0 & \frac{d}{\tau} e^{\tau Q_{\beta}^{-1}(l\zeta)} & \frac{d}{\tau} e^{\tau Q_{\beta}^{-1}(l\zeta)} & 0 \\
0 & \frac{d}{\tau} e^{\tau Q_{\beta}^{-1}(l\zeta)} & \frac{d}{\tau} e^{\tau Q_{\beta}^{-1}(l\zeta)} & 0
\end{pmatrix}$$

(7.35)
Now using:

\[
Q_n^0(\zeta) \to -e^{\pi \alpha} \frac{\Gamma(-\alpha)}{\Gamma(1-\alpha)\zeta}, \quad Q_n^0(\zeta) \to -e^{\pi \alpha} \frac{\Gamma(-\alpha)}{\Gamma(1-\alpha)\zeta}
\]  

(7.36)

we have:

\[
Y_{\mu}^{(\text{in})} - Y_{\mu}^{(\text{mid})} \to \begin{pmatrix}
0 & 0 & \tau \text{de}^{\pi \beta} e^{-m\zeta} \Gamma_0(-m\zeta) \\
0 & 0 & -\tau \text{de}^{\pi \beta} e^{-m\zeta} \Gamma_0(-m\zeta) \\
0 & 0 & \frac{-\text{dP}^0(\zeta)}{\Gamma(\beta)k^{-\beta}}
\end{pmatrix}
\]  

(7.37)

We shall want to compute \(Y_{\mu}^{(\text{in})}Y_{\mu}^{(\text{mid})^{-1}}\), which will be important in the following. To this aim we first write:

\[
Y_{\mu}^{(\text{mid})^{-1}}(\zeta) = \begin{pmatrix}
\frac{-\text{re}^{-2\beta} \Gamma(1-\beta) P_\beta^1(k\zeta)}{\Gamma(\beta)k^{-\beta}} & 0 & 0 & -\frac{-\text{dP}^0(\zeta)}{k^{-\beta}} \\
0 & \frac{-\text{re}^{-2\beta} \Gamma(1-\beta) P_\beta^2(\zeta)}{\Gamma(\beta)k^{-\beta}} & 0 & \frac{-\text{dP}^0(\zeta)}{k^{-\beta}} \\
0 & 0 & \frac{\text{de}^{\pi \beta} \rho_\beta^1(\zeta)}{\Gamma(\beta)k^{-\beta}} & \frac{\text{de}^{\pi \beta} \rho_\beta^1(\zeta)}{k^{-\beta}} \\
\frac{-\text{e}^{-2\beta} \Gamma(1-\beta) e^{\beta} Q_{\beta}^1(\zeta)}{\Gamma(\beta)k^{-\beta}} & 0 & \frac{-\text{e}^{-2\beta} \Gamma(1-\beta) e^{\beta} Q_{\beta}^1(\zeta)}{k^{-\beta}} & 0
\end{pmatrix}
\]  

(7.38)

from which the following may easily be computed:

\[
\delta R_{\mu}^{(\text{in})/\text{mid}} = Y_{\mu}^{(\text{in})}Y_{\mu}^{(\text{mid})^{-1}} - \zeta \frac{e^{\beta+\beta} \zeta^{-1}}{\Gamma(\beta)}
\]  

(7.39)

With this in hand we may proceed to discuss how to combine the middle, inner and outside regions.

7.3. **Combining the three regions**

We have solved the Riemann–Hilbert problem in the outer region middle and inner regions separately, making sure that the solutions match to leading order on the boundary between the
two regions (the gray circles in figure 3). In order to find a global solution one may write and solve a Riemann–Hilbert problem for the discongruity, following [24]. Indeed, one may define and then solve the Riemann–Hilbert problem for the object:

\[
\mathcal{R}(z) = \begin{cases} 
Y(z)Y^{\text{out}-1}(z) & \text{z in outer Region} \\
Y(z)Y^{\text{mid}-1}(z) & \text{z in middle Region.} \\
Y(z)Y^{\text{in}-1}(z) & \text{z in inner Region}
\end{cases}
\] (7.40)

The jump matrix for this problem is exponentially small on the unit circle while on the border between the inner and outer regions it is given by:

\[
V^{\text{mid/out}} = 1 + \delta \mathcal{R}^{\text{mid/out}}, \quad V^{\text{in/out}} = 1 + \delta \mathcal{R}^{\text{in/out}},
\] (7.41)

where \(\delta \mathcal{R}\) is given in equations (7.15) and (7.39). Crucially, the jump matrices of the new Riemann Hilbert problem are always close to the identity so it is easy to offer a solution for the Hilbert–Riemann problem to \(\mathcal{R}\) any given order. The leading terms of the solution at the outer region is given as follows:

\[
\mathcal{R}^{\text{out}}(z) = 1 + \sum_{l \in (LR)} \left( \delta R_{II}^{\text{mid}}(z) + R_{II}^{\text{mid/out}}(z) \right)
+ \delta R_{I}^{\text{in/mid}}(z_\beta) \delta R_{L}^{\text{in/mid}}(z) + \delta R_{I}^{\text{in/mid}}(z_\beta^{-1}) \delta R_{L}^{\text{in/mid}}(z) + \ldots
\] (7.42)

where the index \(I\) takes the values \(R\) or \(L\) depending the relevant \(\delta \mathcal{R}\) relates to the expansion near \(z_\beta^{-1}\) or \(z_\beta\), respectively. We have not written the second order in \(\mathcal{R}^{\text{mid/out}}\), since these are sub-leading, while the second order in \(\mathcal{R}^{\text{in/mid}}\) was written since this is the first order containing diagonal elements (in contrast to \(\mathcal{R}^{\text{mid/out}}\) contains diagonal terms already in the first order).

We are interested in the diagonal elements of \(\mathcal{R}^{\text{out}}(0)\) as these element features in the final result for both negativity and entanglement. Indeed, by combining equations (4.10), (5.3) and (7.40), we have:

\[
\mathcal{R}_{22}^{\text{out}}(0)Y_{23}^{\text{out}}(0) = \frac{-D_{k-1,l,n}}{D_{k,l,n}}, \quad \mathcal{R}_{14}^{\text{out}}(0)Y_{14}^{\text{out}}(0) = \frac{-D_{k,l,n}}{D_{k-1,l,n}}.
\] (7.43)

It is possible to obtain a result for \(\mathcal{R}_{22}^{\text{out}}(0; \lambda)\), \(\mathcal{R}_{14}^{\text{out}}(0; \lambda)\) by using equations (7.15), (7.39) and (7.42):

\[
\mathcal{R}_{22}^{\text{out}}(0; \lambda) = 1 - \frac{\tilde{\beta}^2}{I} + \frac{1}{m^{22} \sin pF \beta \gamma} \left[ \frac{e^{-pF}(2k \sin pF)^{2/3}}{I^2(-\beta)I^2(\beta)(2l \sin pF)^{2/3}} \right]
+ \frac{e^{pF}(2k \sin pF)^{2/3}}{I^2(\beta)I^2(\beta)} \left( \beta, \tilde{\beta}, pF \rightarrow -\beta, -\tilde{\beta}, -pF \right).
\] (7.44)

\[
\mathcal{R}_{11}^{\text{out}}(0; \lambda) = 1 - \frac{\tilde{\beta}^2}{k} + \frac{1}{m^{22} \sin pF \beta \gamma} \left[ \frac{e^{pF}(2k \sin pF)^{2/3}}{I^2(\beta)I^2(\beta)(2l \sin pF)^{2/3}} \right]
+ \frac{e^{pF}(2k \sin pF)^{2/3}}{I^2(\beta)I^2(\beta)} \left( \beta, \tilde{\beta}, pF \rightarrow -\beta, -\tilde{\beta}, -pF \right).
\] (7.45)
where \((\beta, \tilde{\beta} \rightarrow -\beta, -\tilde{\beta})\) denotes adding the same expressions with \(\beta\) and \(\tilde{\beta}\) are reversed in sign, and we have included \(\lambda\) as an explicit argument of \(R_{22}^{(\text{out})}\). We have assumed here \(F_{k}^{(\text{out})}(z_{k}) = F_{k}^{(\text{out})}(z_{k}^{-1})\). In deriving equations (7.44) and (7.45), we have used equation (7.10).

We may compute the logarithmic derivative of the ratio of determinants to obtain the change of the spectrum of eigenvalues as, e.g. \(l\) is changed as the jump discontinuity of the object thus derived:

\[
\frac{d \log D_{k-1,l,n}}{d \log D_{k-1,l-1,n}} = d \log \left[ \frac{R_{22}^{(\text{out})}(0)\tilde{F}_{23}^{(\text{out})}(0)}{R_{22}^{(\text{out})}(0)\tilde{F}_{23}^{(\text{out})}(0)} \right] = d \log \left[ \frac{e^{-\pi \xi_{2} \tilde{F}_{23}(0)}}{e^{-\pi \xi_{2} \tilde{F}_{23}(0)}} \right] = d \lambda \int \frac{1}{\lambda + \tau^{2}f(\theta)} \frac{d\theta}{2\pi} + d \log R_{22}^{(\text{out})}(0),
\]

(7.46)

where we have used equations (6.14) and (6.15) to derive the last line. If \(k\) is changed rather than \(l\) then one to only replace \(d \log R_{22}^{(\text{out})}(0)\) by \(d \log R_{11}^{(\text{out})}(0)\) and \(\lambda + \tau^{2}f(\theta)\) by \(\lambda + f(\theta)\) in the denominator of the integrand in the last line of equation (7.46).

Equation (7.46) has a pole singularity on eigenvalues of the matrices \(D_{k-1,l,n}\) and \(D_{k-1,l-1,n}\). The change of the spectral density, \(\Delta \omega_{\theta j}(\lambda)\), is then given by \(\frac{1}{2\pi}\) times the jump discontinuity of the expression on the right-hand side of equation (7.46), namely we have:

\[
\Delta \omega_{\theta j}(\lambda) = \frac{1}{2\pi} \left| d\theta(\pm \lambda) \right| + \frac{1}{2\pi} \frac{d \log \left[ R_{22}^{(\text{out})}(0; \lambda + \lambda \theta, \lambda \theta) \right]}{R_{jj}^{(\text{out})}(0; \lambda - \lambda \theta, \lambda \theta)}.
\]

(7.47)

where \(\theta(f)\) is the inverse function to \(f(\theta)\) and \(j\) takes the value 1 if \(\Delta\) implies changing \(k\) otherwise, if \(\Delta\) implies a change in \(l\), then \(j\) takes the value 2. Thus we have the following expressions as our final result:

\[
\Delta \omega_{\theta}(\lambda) = \frac{1}{2\pi} \left[ d\theta(\pm \lambda) \right] + \frac{1}{2\pi} \frac{d \log \left[ -\tilde{\beta}^{2} + \frac{1}{m^{2+2} \sin p_{E} \beta \delta_{\beta}} \left( e^{-\pi \xi_{2}}(2k \sin p_{F})^{2\beta} \right) \Gamma^{2}(\beta) \Gamma^{2}(\beta) \right]}{2\pi} + \frac{d \log \left[ (\beta, \tilde{\beta}, p_{F} \rightarrow -\beta, -\tilde{\beta}, -p_{F}) \right]}{2\pi},
\]

(7.48)

\[
\Delta \omega_{\theta j}(\lambda) = \frac{1}{2\pi} \left[ d\theta(\pm \lambda) \right] + \frac{1}{2\pi} \frac{d \log \left[ \frac{\beta^{2}}{k} + \frac{1}{m^{2+2} \sin p_{E} \beta \delta_{\beta}} \left( e^{-\pi \xi_{2}}(2k \sin p_{F})^{2\beta} \right) \Gamma^{2}(\beta) \Gamma^{2}(\beta) \right]}{2\pi} + \frac{d \log \left[ (\beta, \tilde{\beta}, p_{F} \rightarrow -\beta, -\tilde{\beta}, -p_{F}) \right]}{2\pi},
\]

(7.49)

which represent the change in the density of eigenvalues of the of the covariance matrix or the deformed covariance matrix (depending on whether \(\tau = 1\) or \(\tau = 1\), respectively) when one changes the size of the first and second interval \(A\) and \(B\) of figure 2. The change in \(l\) amounts to decreasing the size of one of the intervals without changing the distance between them, while a change in \(k\) corresponds to increasing the size of one of the intervals at the expense of the distance between them. The density is given on the \(\lambda\) axis which is related to the \(\nu\), the eigenvalue of the (deformed) covariance matrix, by \(\lambda = 2\nu - 1\) (see equation (3.6)).
Figure 4. We show the variation of the function \((\Delta_k - \Delta_l)\frac{d\omega^{(1)}(\lambda)}{d\lambda}\), namely, \(m^2\) times the change in the entanglement spectrum when modifying the length of the disjoint subsystems \(A\) and \(B\). Here we consider the case when \(k\) is increased by 1 and parameter \(l\) is decreased by the same amount and for a closed fermionic system where \(f_i = -f_o = 1\).

The part of these equation featuring the inverse function, \(\theta(f)\), of the Fermi occupation function, \(f(\theta)\), gives rise to the regular entropy associated with a varying occupation of the fermions. The part terms \(\frac{\beta^2}{\tau}, \frac{\tilde{\beta}^2}{\tau}\) already appear in the computation of the entanglement entropy of a single interval in the works of reference [21], and thus may also be considered as a known result. The rest of the expression then represents the new result. We remind the reader that the variables \(\beta\) and \(\tilde{\beta}\) encode the jump discontinuity of the fermion occupation number about the Fermi point according to equation (6.7). It is through these variables that one can distinguish between open and closed systems in our case. Note though that if further singularities, in addition to the jump at the Fermi points, occur in the fermion occupation number due to the opening of the system (which we have assumed here does not happen), a different Riemann–Hilbert analysis is required to deal with these singularities and thus equations (7.48) and (7.49) no longer hold. On the other hand, the mapping of the problem to a Riemann–Hilbert problem, which we have described here, does continue to hold.

In order to give an example of the use of equations (7.48) and (7.49), let us consider for simplicity the case where \(k = l\) and let us compute the change of the entanglement spectrum when \(k\) is increased by 1 and 1 is decreased by the same amount, \((\Delta_k - \Delta_l)\frac{d\omega^{(1)}(\lambda)}{d\lambda}\). Since we are dealing with the entanglement spectrum, \(\tau = 1\), we have \(\tilde{\beta} = \beta\) according to equation (6.7). In this case the expression simplifies greatly:

\[
(\Delta_k - \Delta_l)\frac{d\omega^{(1)}(\lambda)}{d\lambda} = \frac{d}{d\lambda}\text{Im} \frac{\beta^2}{m^2} = \frac{1}{4\pi^2m^2}\frac{f_0 - f_i}{(\lambda + f_i)(\lambda + f_o)}.
\]

(7.50)

The graph of this function is shown in figure 4 for the ground state of a closed fermionic system \((f_i = -f_o = 1)\).
Figure 5. The contour of integration of equation (7.51). Originally drawn as the dashed line surrounding the interval \([\min(\pm f_o, \pm f_i), \max(\pm f_o, \pm f_i)]\) which necessarily contains the branch cuts of \(\beta\) and \(\tilde{\beta}\), is deformed to surround the branch cuts of \(S(\lambda)\), where \(S(\lambda)\) is the integrand in (7.51), and a to include the large arcs as described by the gray line. The functions \(\beta\) and \(\tilde{\beta}\) have small real parts on the gray line.

Averages such as the entropy, \(S\), can be computed by integrating with the measure \(d\omega\). For example, denoting by \(S^{(\tau)}\) the entropy of the two intervals, with or without a partial transpose of one of the regions, one has:

\[
\Delta S^{(\tau)} = \int \left( \frac{1 + \lambda}{2} \log \frac{1 + \lambda}{2} + \frac{1 - \lambda}{2} \log \frac{1 - \lambda}{2} \right) \Delta d\omega^{(\tau)}(\lambda),
\]

where again \(\Delta\) denotes the change in the quantity that follows (here the entropy) when one increases \(l\) or \(k\) by 1.

Another comment is in order. Strictly speaking, we have shown that the result of equation (7.47) holds only in the case where the real parts of \(\beta\) and \(\tilde{\beta}\) are small. This usually is no restriction, since when computing averages one is often able to deform the contour of integration to a region where this condition holds, to justify the use of the expression we have given. For example when computing the entropy, one has to compute the integral in equation (7.51). This integral can be performed in the manner shown in figure 5 such that indeed \(\beta\) and \(\tilde{\beta}\) are small, this justifies the use of the expressions we have for \(d\omega^{(\tau)}\), obtained by using equation (7.47).

8. Conclusion

By combining the theory of orthogonal polynomials and the Riemann–Hilbert problem, we have developed a mathematical formalism to evaluate the entanglement and negativity spectra of open and closed fermionic systems in certain limits, namely, large separation between subsystems. From the spectra, one may then compute entanglement measures, such as the entanglement entropy and logarithmic negativity.

Specifically, we have obtained an expression for the change in the entanglement and negativity spectra when the size of one of the intervals is changed and provided the size of the interval and the distance between the intervals are all much larger than 1. The explicit result is given in equations (7.48) and (7.49), which requires for its application the definition in equation (6.7) and knowledge of the fact that \(\tau\) is to be taken equal to 1 for the computation of the entanglement entropy and equal to \(\tilde{\tau}\) when evaluating the negativity. For example,
to compute the entropy change resulting from varying the size of the subsystems one may use equation (7.51).

It would be interesting to apply the method shown here in order to compute entanglement entropy and the negativity spectra in concrete physical situations. Note that the case where the distance between the intervals is much larger than their size, follows straightforwardly by applying the results obtained here, while the more general case where the interval separation is arbitrary requires a full solution of the Riemann–Hilbert problem beyond the limit our current results. We plan to return to these questions in a forthcoming publication.
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