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Abstract. Discrete versions of several classical integrable systems are investigated, such as a discrete analogue of the higher dimensional force-free spinning top (Euler-Arnold equations), the Heisenberg chain with classical spins and a new discrete system on the Stiefel manifold. The integrability is shown with the help of a Lax-pair representation which is found via a factorization of certain matrix polynomials. The complete description of the dynamics is given in terms of Abelian functions; the flow becomes linear on a Prym variety corresponding to a spectral curve. The approach is also applied to the billiard problem in the interior of an N-dimensional ellipsoid.
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0. Introduction

In this paper we study a class of discrete integrable systems which are closely related to problems occurring in mathematical physics such as the Heisenberg model for classical spins or the billiard problem in the interior of an ellipsoid. A discrete system can be viewed as the iterates of a symplectic mapping, the time \( t \in \mathbb{Z} \) being the number of iterations. Such a system will be called integrable if it possesses sufficiently many integrals which are in involution with respect to a symplectic structure.

To describe such a discrete system we take as starting point a variational principle

\[ \delta S = 0 \]

for a functional \( S = S(X) \) defined on the space of sequences \( X = (X_k), k \in \mathbb{Z} \) by a formal sum

\[ S = \sum_{k \in \mathbb{Z}} \mathcal{L}(X_k, X_{k+1}). \]

Here \( X_k \) are points on a manifold \( \mathcal{M}^n \) and \( \mathcal{L} \) is a function on \( Q^{2n} = \mathcal{M}^n \times \mathcal{M}^n \). The Euler-Lagrange equation of such a functional are second order difference equations (see Sect. 1) and \( k \in \mathbb{Z} \) plays the role of the discrete time.

This description is to be viewed as the discrete analogue of the Hamilton principle \( \delta S = 0 \) for

\[ S = \int \mathcal{L}(q, \dot{q}) dt, \]

and the related symplectic flow can, as usual, be defined via the Legendre transform provided \( \det(\mathcal{L}_{\dot{q}q}) \neq 0 \). Similarly, one can define a symplectic structure on \( Q^{2n} \) under an appropriate nondegeneracy assumption (see Sect. 1, Sect. 2, (8) and [1]). We will call such a system "integrable" if there are sufficiently many integrals which are in involution with respect to this symplectic structure.

As an example of this setup we mention the Heisenberg chain with classical spins, where

\[ M = S^2 = \{ x \in \mathbb{R}^3, |x| = 1 \} \]

and

\[ \mathcal{L} = (x, Jy), \]

where \( J \) is a symmetric matrix, which we may take to be diagonal.

The corresponding chain of quantum spins \( \frac{1}{2} \) (so-called XYZ Heisenberg model) was investigated by Faddeev and Takhtajan [2] in the framework of the quantum inverse scattering method, using the fundamental results by Baxter [3]. As it was shown by Pokrovsky and Khokhlachev [4], the problem of finding some special eigenfunctions in the quantum XYZ-model leads to the stationary equation \( \delta S = 0 \) for the Heisenberg chain with classical spins. For this discrete system Granovsky and Zhedanov [5, 6] found two algebraic integrals and special solutions. The integrability of these systems, even for arbitrary dimension \( n \) of the sphere: \( M = S^n \), was shown by one of the authors ([7], see also [1]), where the general solution was described in terms of \( \theta \)-functions, generalizing the connection between the spectral theory of one-dimensional Schrödinger operators and the classical Neumann systems derived in [8, 9]).
The main problem to be discussed in the first part of this paper is a chain of orthogonal matrices: We take $M^n = O(N)$, $n = \frac{N(N-1)}{2}$, and

$$\mathcal{L}(X,Y) = \text{tr}(XJJ^T),$$

where $J$ is a positive symmetric matrix. This problem was introduced in [1] where it was shown that in the continuous limit this problem leads to the Euler problem for force-free motion of a rigid body as it was generalized by Arnold to arbitrary dimensions.

Alternately, one could use the positive Lagrangian $\frac{1}{2}\text{tr}((X-Y)J(X-Y)^T)$. Indeed, for $X, Y \in O(N)$ this expression agrees with $\text{tr}J - \text{tr}(XJJ^T)$, i.e. differs from $-\mathcal{L}(X,Y)$ only by a constant.

For the cases $N = 3, N = 4$ this system was shown to be integrable by explicit construction of commuting integrals [1]. In Sect. 3 we will establish the integrability of this system for all $N$ by using the discrete version of the isospectral technique, which leads to the complete description of the dynamics of this system in terms of Abelian functions. The flow is quasi-periodic in the discrete time parameter $k$ and is linear on a Prym variety.

We indicate the approach underlying the solution of this problem. It is based on the construction of an isospectral mapping on a class of matrices ($L$) into itself, analogous to the Lax approach in the continuous case in which the differential equation is cast in the form

$$L = [L, A],$$

for some class of linear operators ($L$).

Finding the class of matrices ($L$) and the isospectral deformation is a hit-or-miss game and depends on good guesses. In the discrete case it turns out to be connected with a factorization of matrices. We recall the beautiful observation by Symes [11] that the QR-algorithm of Jacobi matrices is closely linked to the Toda flow: The QR-algorithm, an important device in numerical analysis for diagonalization of matrices, consists in factoring a real nondegenerate matrix $L$ into a product $L = QR$ of an orthogonal matrix $Q$ and an upper triangle matrix $R$ with positive diagonal elements. Now the mapping

$$L = QR \rightarrow L_1 = RQ = Q_1R_1$$

gives rise to an isospectral map since $L_1 = Q^{-1}LQ$. It was Symes' observation [11] that the application of this process to $L = \exp K$, where $K$ is a symmetric tridiagonal (or Jacobi-) matrix leads to an integrable mapping which is interpolated by the Toda flow. This idea has been extended to more general classes of matrices by Delft et al., see [12].

Although this mapping has no variational description, this idea turns out to be fruitful also for the problems at hand. The main new feature is that we start with a class of certain quadratic matrix polynomials

$$L(\lambda) = A_0 + A_1\lambda + A_2\lambda^2$$

and a suitable factorization

$$L(\lambda) = (B_0 + B_1\lambda)(C_0 + C_1\lambda) = B(\lambda)C(\lambda).$$

---

1 We denote the "moment of inertia" by $J$ and not, as is customary, by $I$, to avoid confusion with the identity matrix.
If such a factorization exists and can be defined in a unique way then it gives rise to an isospectral mapping \( L(\lambda) \rightarrow L_1(\lambda) \) by exchanging the factors:

\[
L_1(\lambda) = C(\lambda)B(\lambda) = B_1(\lambda)C_1(\lambda) = B^{-1}(\lambda)L(\lambda)B(\lambda).
\]

This can be viewed as a discrete analogue of the Lax representation.

The main difficulty is, of course, to find the class of matrix polynomials together with a factorization in such a way that it corresponds to the dynamics of the given problem. Moreover, even if one has such a factorization it is generally not unique and the above procedure gives rise only to a correspondence, i.e. a multiple valued mapping; this is in good agreement with the fact that frequently the difference equation \( \delta S = 0 \) gives rise to such correspondences.

In the problem of orthogonal chains we are able to describe such a class of matrix polynomials and a corresponding factorization which can be made unique by specifying a suitable splitting of the spectrum. From this Lax representation we will find the integrals as well as the algebraic curve on whose Jacobian variety the flow becomes linear in \( k \). A general theory of factorization of matrix polynomials can be found in [13]. The special factorization derived here (see Sect. 1) uses standard ideas from [13]; it involves orthogonal matrices and may be of interest in itself. Using the ideas of “finite-gap” integration [14] in the matrix case developed by Dubrovin [15] we exhibit explicit formulas for the dynamics in the case \( n = 3 \) in terms of classical elliptic functions.

In Sect. 2 we discuss some generalizations of this system, including the above mentioned Heisenberg model with classical spins. We take \( \mathcal{M} \) as the manifold of rectangular \( n \times N \) matrices \( X, n \leq N \) for which \( XX^T = I_n \) and define the Lagrange function by

\[
\mathcal{L}(X, Y) = \text{tr}(XJJ^T),
\]

where \( J \) is a symmetric \( N \times N \) matrix. In other words \( \mathcal{M} \) is the Stiefel manifold \( V_{n,N} \) of orthonormal \( n \)-frames in \( \mathbb{R}^N \). For \( n = 1, N = 3 \) this represents the Heisenberg model and for \( n = N \) we obtain the chain of orthogonal matrices described above. For \( n = 1 \) we show how the factorization procedure leads to the hyperelliptic curves and formulas involving \( \theta \)-functions as in [1]. In the general case \( 1 < n < N \) we exhibit the corresponding factorization problem without full treatment.

The last section (Sect. 3) is devoted to the billiard problem in the interior of an ellipsoid in \( \mathbb{R}^N \). This problem also fits into the above framework. The relevant class of matrices for the Lax representation agree with those introduced in [10] for the study of the geodesic flow on an ellipsoid – probably the oldest nontrivial integrable system in arbitrary dimensions. This class of matrices fits into the procedure of Sect. 1. Finally, we will establish a connection between this billiard problem and a discrete version of the Neumann problem, where a certain symmetry of this system, found in [1], will play a crucial role. In the continuous case such a connection between the geodesic flow on the ellipsoid and the Neumann system was discovered by Knörrer with the help of the Gauss mapping of the ellipsoid [16]. However, the connection described here is of a different nature.

In the above discussion we referred frequently to a discrete version of a continuous system, as in the case of the billiard problem inside an ellipsoid and the geodesic flow on the same ellipsoid – whose orbits are obtained as limits of tangential billiard shots. Another example is the above mentioned chain of
orthogonal matrices and the corresponding continuous system of the force free top. Without trying to be precise we require in all these cases a) that the discrete system tends to the continuous system under a limit process and b) that both systems are integrable and are given by "natural" variational problems.

As a rule it is easy to go from a discrete system to a continuous one without destroying integrability. However, the converse is much more difficult, as is often the case if one wants to preserve some structure under discretization of a continuous system. Of course, one could take the "time ε" mapping of a flow but that is usually not described by a simple variational problem. The difficulty is to preserve the integrability under discretization. In this sense our method may be of interest since it provides an approach to the construction of an integrable discretization for the continuous system with known Lax representation, polynomially depending on an additional "spectral" parameter \( \lambda \). The importance of representations of this type became clear after the paper of Novikov [17]. They exist for most of the known integrable hamiltonian systems and are related to the theory of Lie algebras (see [18,19]). From this point of view the nature of the factorization procedure calls for a better understanding. Notice that in all our examples the matrix polynomials \( L(\lambda) \) have the property \( L^*(\lambda) = L(\lambda) \), where \( L^*(\lambda) = L^T(-\lambda) \), and the corresponding factorizations \( L(\lambda) = B(\lambda)C(\lambda) \) satisfy the condition \( B(\lambda) = C^*(\lambda) \).

In a forthcoming paper [29] it is shown that the factorization of certain linear(!) matrix polynomials, introduced in [10], leads to the billiard problems in domains on the sphere and the Lobachevsky space, bounded by conic sections.

The present paper was completed in February 1989 and has been circulated as a preprint of the Forschungsinstitut für Mathematik Zürich. For various reasons its publication has been delayed. We added some relevant new references at the end of this revised paper. In particular, we draw attention to the interesting work by Deift, Li, and Tomei [32] in which the systems considered in the present paper are related to loop groups. Moreover, it is shown how the discrete mappings considered here can be interpolated by integrable Hamiltonian flows.

1. The Discrete Version of the Dynamics of a Rigid Body

1.1. The Equations of "Motion"

We consider the functional \( S(X) \), determined by a formal sum

\[
S = \sum_k \text{tr}(X_k J X_k^T)
\]  

(1)

on the sequences \( X = (X_k) \) with \( X_k \in O(N) \), i.e. orthogonal \( N \) by \( N \) matrices. The stationary points of \( S \) are described by the equation \( \delta S = 0 \) or

\[
X_{k+1}^T J + X_{k-1}^T J = A_k X_k,
\]  

(2)

where \( A_k = A_k^T \) is a matrix Lagrange multiplier, which is determined in such a way that \( X_k X_k^T = I \). \( A_k \) is uniquely determined by \( X_{k-1}, X_k, X_{k+1} \), but as we will see later, not uniquely by \( X_{k-1}, X_k \); it is a complicated function of \( X_{k-1}, X_k \).

Therefore we use the Euler description of the dynamics. This can be done in the following way. Rewrite (2) as

\[
X_{k+1}^T J X_k^T + X_{k-1}^T J X_k^T = A_k = A_k^T = X_k J X_{k+1}^T + X_k J X_{k-1}^T.
\]  

(3)
Introducing $m_k = X_k JX_{k-1}^T - X_{k-1} J X_k^T$ we see that the last Eq. (3) means that $m_{k+1} = m_k$. The conservation of $m_k$, which is the discrete analogue of the angular momentum in space [20] is the consequence of the left-invariance of $\mathcal{L}(X, Y)$ (see [1]). In the variables fixed relative to the body we have the “angular velocity” $\omega_k = X_k^T X_{k-1} = X_{k-1} X_k^{-1} \in O(N)$ and “angular momentum with respect to the body” $M_k = X_{k-1} m_k X_{k-1} = \omega_k^T J - J \omega_k \in o(N)^*$ and thus Eq. (3) can be rewritten as a “discrete Euler-Arnold equation” [1]

$$
\begin{cases}
M_{k+1} = \omega_k M_k \omega_k^{-1}, \\
M_k = \omega_k^T J - J \omega_k, \\
\omega_k \in O(N).
\end{cases}
$$

(4)

In the continuous limit when $X_k = X(t_k)$, $t_k = t_0 + k \varepsilon$, $\omega_k = X_k^{-1} X_{k-1} \approx I - \varepsilon \Omega(t_k)$, $\omega_k = X_k^{-1} X_{k-1}$ and $M_k = \omega_k^T J - J \omega_k \approx \varepsilon (J \Omega + \Omega J) = \varepsilon M(t_k)$, $M = J \Omega + \Omega J$, this Eq. (4) becomes the usual Euler-Arnold equations for the motion of the $N$-dimensional rigid body

$$
\begin{cases}
\dot{M} = [M, \Omega], \\
M = J \Omega + \Omega J, \\
\Omega \in o(N).
\end{cases}
$$

(5)

The main new feature of the discrete system (4) is the connection between $M$ and $\omega$:

$$
M = \omega^T J - J \omega, \quad \omega \in O(N), \quad M^T = -M,
$$

(6)

which we need to solve to find $\omega$. In fact such $\omega$ is not unique (see below) and $\omega_{k+1}$ is not uniquely determined by (4), which therefore leads to a correspondence and not to a mapping.

We discuss the symplectic properties of this correspondence (see also [1]). The Eq. (2) is a particular case of the Lagrangian equations $\delta S = 0$ for the functional

$$
S = \sum_{k \in \mathbb{Z}} \mathcal{L}(X_k, X_{k+1}), \quad X_k \in \mathcal{M}^n, \quad \mathcal{L} = \mathcal{L}(x, y)
$$

(7)

(see the Introduction), which in an appropriate coordinate system $(x, y)$ on $Q^{2n} = \mathcal{M}^n \times \mathcal{M}^n$ can be written as

$$
\delta S = 0, \quad \frac{\partial \mathcal{L}}{\partial x} (X_k, X_{k+1}) + \frac{\partial \mathcal{L}}{\partial y} (X_{k-1}, X_k) = 0.
$$

(8)

The submanifold $\Gamma^{2n}$ in $Q^{2n} \times Q^{2n}$, defined by

$$
x' = y, \quad \frac{\partial \mathcal{L}}{\partial x} (x', y') + \frac{\partial \mathcal{L}}{\partial y} (x, y) = 0
$$

determines generally some correspondence between subsets of $Q^{2n}$.

On $Q^{2n}$ one can define a closed 2-form $\sigma$ by

$$
\sigma = \frac{\partial^2 \mathcal{L}}{\partial x \partial y} \ dx \wedge dy
$$

or

$$
\sigma = d\beta = d \left( \frac{\partial \mathcal{L}}{\partial x} (x, y) dx \right), \quad \beta = \frac{\partial \mathcal{L}}{\partial x} \ dx,
$$

where $d\mathcal{L} = \frac{\partial \mathcal{L}}{\partial x} dx + \frac{\partial \mathcal{L}}{\partial y} dy$ is a natural decomposition of the 1-form on $Q^{2n}$.  

The submanifold $\Gamma_{2n}$ is isotropic for the form $\sigma' - \sigma$ on $Q^{2n} \times Q^{2n}$. Indeed
\[
\beta' - \beta|_{T^{2n}} = \frac{\partial \mathcal{L}}{\partial x} (x', y')dx'|_{T^{2n}} - \frac{\partial \mathcal{L}}{\partial x} (x, y)dx|_{T^{2n}} = - \frac{\partial \mathcal{L}}{\partial y} (x, y)dy|_{T^{2n}} - \frac{\partial \mathcal{L}}{\partial x} (x, y)dx|_{T^{2n}} = - d\mathcal{L}(x, x')|_{T^{2n}}.
\]
We see that $\mathcal{L}$ is the generating function of the mapping, determined locally by (8) in the domain of nondegeneracy of $\sigma$:
\[
\det \left| \frac{\partial^2 \mathcal{L}}{\partial x \partial y} \right| \neq 0,
\]
and therefore this mapping is symplectic with respect to the symplectic structure $\sigma$.

In this connection it is useful to introduce the discrete version of the Legendre transformation $\tau$ of $Q^{2n}$ into $T^*J\epsilon$. It is defined by
\[
\tau: (x, y) \mapsto (x, p), \quad pdx = \mathcal{L}_x(x, y)dy,
\]
where $p$ is the fiber coordinate and $\alpha = pdx$ the standard 1-form on $T^*J\epsilon$. Thus the pullback of this form is $\tau^*\alpha = \sigma = \mathcal{L}_x(x, y)dy$, and the standard symplectic form $d\alpha$ on $T^*J\epsilon$ pulls back to $\tau^*d\alpha = d\beta = \sigma$, which is nondegenerate whenever $\tau$ is noncritical. Generally, $\tau$ has only a local inverse.

We discuss the concepts in our case where $\mathcal{M} = O(N)$, $\mathcal{L}(X, Y) = \text{tr}(XY^T)$ and $\beta = \text{tr}(dXJY^T)$. To describe the Legendre transformation $\tau: O(N) \times O(N) \to T^*O(N)$ we identify $T^*O(N)$ and $T_\epsilon O(N)$ via the bilinear form $\text{tr}(AB^\tau)$ so that
\[
\tau: (X, Y) \to (X, P), \quad P = YJ - XS \in T_\epsilon O(N),
\]
where $S = S^T$ is so chosen that $XTP$ is skew symmetric, i.e.
\[
P = \frac{1}{2}(YJ - XJ^TY^T).
\]
The standard 1-form $\alpha = \text{tr}(P^tdX)$ is taken into $\beta = \text{tr}(dXJY^T)$, since $XTdX$ is skew symmetric. The standard sympletic form $d\alpha$ on $T^*O(N)$ is mapped into
\[
\sigma = d\beta = \text{tr}(dXJ \wedge dY^T).
\]
We record that this 2-form $\sigma$ is the pullback of the standard symplectic form on $T^*O(N)$ under $\tau$; it is nondegenerate at all noncritical points of $\tau$.

If we define locally a mapping $\phi: (X, Y) \to (X', Y')$ by selecting a branch of the correspondence
\[
Y'J + XJ = AX', \quad X' = Y; \quad A^T = A,
\]
where $X, Y, X', Y' \in O(N)$, then this mapping preserves $\sigma$. Equivalently, the mapping $\tau \phi^{-1}$, locally defined near regular values of $\tau$, preserves the standard symplectic structure as well as the corresponding Poisson structure on $T^*O(N)$.

Since both $\tau, \psi$ commute with left translation of $O(N)$ we can reduce the map $\tau \phi^{-1}$ to a mapping of $\sigma^*\psi(N)$ by projecting $(X, P) \to X^TP \in \sigma^*(N)$. The resulting reduced mapping $\psi: \sigma^*(N) \to \sigma^*(N)$ is the one defined by (4) taking $M = M_k$ into
We have to solve two crucial problems: a) to define the mapping $\phi$ in a unique way by selecting a branch of the correspondence and b) to verify that this mapping is integrable. Both these problems can be reduced to an appropriate factorization problem for a matrix polynomial, as we will show now.

The first problem, to construct a well defined map $\phi : (X, Y) \to (X', Y')$ whose graph belongs to the correspondence (9) reduces to finding a well defined solution $\omega \in O(N)$ of the matrix equation:

$$M' = (\omega')^T J - J \omega'$$

for a given skew-symmetric matrix $M$. Indeed, setting $\omega = Y^T X$, $M = \omega^T J - J \omega$, $M' = \omega M \omega^{-1} = J \omega^T - \omega J$, then $X'$, $Y'$ of (9) is given by $X' = Y$, $Y' = X'(\omega')^T$.

This problem is, in fact, equivalent to finding a definite inverse for the Legendre transformation $\tau : (X, Y) \to (X, P)$, since

$$X^T P = \frac{1}{2} (X^T Y J - J Y^T X) = \frac{1}{2} (\omega^T J - J \omega).$$

Hence a solution $\omega$ of this equation gives rise to $Y = X \omega^T$, thus defining $\tau^{-1}$.

The crucial observation is contained in the following

**Lemma.** The matrix Eq. (6) is equivalent to the factorization

$$(I - \lambda M - \lambda^2 J^2) = (\omega^T + \lambda J)(\omega - \lambda J).$$

(12)

The proof is an obvious verification, which shows also that the solution $\omega$ is necessarily an orthogonal matrix. It turns out that the choice of the solution $\omega$ is fixed by the corresponding factorization of the determinant

$$P(\lambda) = \det(I - \lambda M - \lambda^2 J^2) = p(-\lambda) p(\lambda).$$

(13)
We will prove below

**Theorem 1.** Assume that for the real skew symmetric matrix \( M \) the polynomial \( P(\lambda) = P(-\lambda) \) admits a splitting

\[
P(\lambda) = p(\lambda)p(-\lambda);
\]

with a real polynomial \( p(\lambda) \) satisfying

\[
|p(\lambda)| + |p(-\lambda)| > 0 \quad \text{for all} \quad \lambda \in \mathbb{C}
\]

then there exists a unique matrix \( \omega \in O(N) \) satisfying

\[
\pm p(\lambda) = \det(\omega - \lambda J).
\]

We postpone the proof of this theorem to Subsect. 1.4. We discuss the splitting of the determined \( P(\lambda) \). Since \( M + M^T = 0 \) one has \( P(\lambda) = P(-\lambda) \) and the set \( \Sigma \) of all roots of \( P(\lambda) \) satisfies \( \Sigma = -\Sigma \). The factorization (13) corresponds to a splitting \( \Sigma = \Sigma_+ \cup \Sigma_- \) into disjoint sets \( \Sigma_+, \Sigma_- \) satisfying

\[
\Sigma_+ = \Sigma_+, \quad \Sigma_- = \Sigma_-, \quad \Sigma_+ = -\Sigma_-,
\]

where \( \Sigma_+ \) is the zero set of the real polynomial \( p(\lambda) \). Here we denote for any set \( A \subset \mathbb{C} \) by \( A \) the set of all \( \lambda \), \( \lambda \in A \) and by \( -A \) the set of \( (-a), a \in A \). Any such splitting gives rise to such a factorization (12) and thus to a solution of (6). Obviously the possibility of such a factorization requires that \( P(\lambda) \) has no roots on the imaginary axis. In this case one factorization is obtained by taking for \( \Sigma_+ \) the roots of \( P(\lambda) \) in the right half plane, and \( \Sigma_- = -\Sigma_+ \).

We give an outline of the proof of Theorem 1 under the assumption that the roots of \( P(\lambda) \) are distinct, leaving the complete proof of the general case for later. Denote the elements of \( \Sigma_+ \) by \( \lambda_1, \lambda_2, \ldots, \lambda_N \) (and \( \Sigma_- = \{-\lambda_1, -\lambda_2, \ldots, -\lambda_N\} \)). Then there exist eigenvectors \( \psi_k : (I - \lambda_k M - \lambda_k^2 J^2) \psi_k = 0 \). Because of the nondegeneracy of \( \omega^T + \lambda_k J \) we have from the factorization (12)

\[
(\omega - \lambda_k J) \psi_k = 0,
\]

or, equivalently

\[
\omega \psi = J \psi A,
\]

where \( \psi \) is the \( N \) by \( N \) matrix with columns \( \psi_k \) and \( A = \text{diag}(\lambda_1, \lambda_2, \ldots, \lambda_N) \).

If \( \psi \) is invertible then

\[
\omega = J \psi A \psi^{-1}
\]

defines the desired solution. It can be shown that \( \psi \) is indeed nondegenerate and that (14) actually defines the solution of (6) which, moreover, is real and orthogonal. But in Subsect. 1.4 we present another approach to the solution of (6) which is a bit more general. This proof will also provide the nondegeneracy of \( \psi \) and complete the above considerations. In this connection the concepts of symplectic geometry will turn out to be useful.

We note that the solutions \( \omega \in O(N) \) so obtained have the property that the polynomials \( p(\lambda) = \pm \det(\omega - \lambda J) \) and \( p(-\lambda) \) have no common roots. In other words, any two eigenvalues \( \lambda, \lambda' \) of \( \omega J^{-1} \) satisfy \( \lambda + \lambda' \neq 0 \). We will denote the set of these matrices by \( E \), i.e.

\[
E = \{ \omega \in O(N), |p(\lambda)| + |p(-\lambda)| > 0 \forall \lambda \in \mathbb{C}; p(\lambda) = \det(\omega - \lambda J) \}.
\]
This is clearly an open subset of $O(N)$ containing a neighborhood of the identity. Since $p(\lambda)$ does not vanish on the imaginary axis $E$ decomposes into several components, depending on how many roots of $p(\lambda)$ lie in the left half plane.

With the aid of Theorem 1 it is easy to define a mapping $\phi$ in a unique way. We do this in the reduced form and rewrite the above factorization (12) in the form

$$(I - \lambda M - \lambda^2 J^2) = A^T(-\lambda) A(\lambda); \quad A(\lambda) = \omega - \lambda J. \tag{16}$$

Then the image point $M' = \psi M$ is given by

$$(I - \lambda M' - \lambda^2 J^2) = A(\lambda) A^T(-\lambda), \tag{17}$$

where the two factors were exchanged. This equation is readily verified from (10). Thus the determinants $P(\lambda), P'(\lambda)$ of (16), (17) respectively are identical. By Theorem 1 any splitting $P(\lambda) = p(\lambda) p(-\lambda)$ gives rise to a unique factorization. Hence for (17) there exists a unique $\omega'$ and $A'(\lambda) = \omega' - \lambda J$ with

$$(I - \lambda M' - \lambda^2 J^2) = A^T(-\lambda) A'(\lambda)$$

with

$$\det(\omega' - \lambda J) = \det(\omega - \lambda J) = p(\lambda). \tag{18}$$

This gives rise to a well defined mapping $\omega \rightarrow \omega'$ taking $E$ into itself. The uniqueness is achieved by the requirement (18) which is consistent with iterations of the mapping.\footnote{We note that this mapping $\omega \rightarrow \omega'$ in $E$ is the product of two involutions: We observe that to any $\omega \in E \subset O(N)$ we can, by Theorem 1, associate a second solution $\omega_*$ of (6) for which $\text{spec}(\omega_* J^{-1}) = -\text{spec}(\omega J)$, i.e. for which $p(\lambda) = \det(\omega_* - \lambda J) = (-1)^p(-\lambda).$ The map $j_1 : \omega \rightarrow \omega_*$ is clearly an involution on $E$. To bring the spectrum back we use the trivial involution $j_2 : \omega \rightarrow -\omega^T.$ One verifies readily that our mapping is given by $j_1 \circ j_2,$ i.e. $\omega' = j_1 j_2 \omega.$}

Similarly, the mapping $\phi : (X, Y) \rightarrow (X', Y')$ is well defined on the left invariant set

$$\bar{Q} = \{X, Y \in O(N), Y^T X \in E\}$$

and given by $(X', Y') = (Y, Y(\omega')^T)$ if $\omega = Y^T X.$ We mention that one easily verifies that $\bar{Q}$ is precisely the set of regular points of the Legendre transform $\tau.$ Thus $\sigma$ is nondegenerate on $\bar{Q}$ making $\bar{Q}$ a symplectic manifold.

1.3. Isospectral Deformations

From the above considerations we obtain the desired integrals. For this purpose we write the mapping in terms of an isospectral deformation. The Eq. (4) is already in this form but yields only $k = \left[\frac{N}{2}\right]^{\prime}$ "trivial" integrals $\text{tr}(M^{2v}), v = 1, 2, \ldots, k,$ (in fact, these are coadjoint invariants of $O(N)$) which is not sufficient for complete integrability. As was pointed out by Novikov [17] it is crucial to have such a representation for a matrix depending polynomially on a parameter $\lambda.$

In our case we make use of (16), (17) to obtain for the mapping $\psi : M \rightarrow M'$ the form

$$(I - \lambda M' - \lambda^2 J^2) = A(\lambda) (I - \lambda M - \lambda^2 J^2) A^{-1}(\lambda)$$

$$(I - \lambda M' - \lambda^2 J^2) = A(\lambda) A^T(-\lambda) A'(\lambda)$$

This is clearly an open subset of $O(N)$ containing a neighborhood of the identity. Since $p(\lambda)$ does not vanish on the imaginary axis $E$ decomposes into several components, depending on how many roots of $p(\lambda)$ lie in the left half plane.

With the aid of Theorem 1 it is easy to define a mapping $\phi$ in a unique way. We do this in the reduced form and rewrite the above factorization (12) in the form

$$(I - \lambda M - \lambda^2 J^2) = A^T(-\lambda) A(\lambda); \quad A(\lambda) = \omega - \lambda J. \tag{16}$$

Then the image point $M' = \psi M$ is given by

$$(I - \lambda M' - \lambda^2 J^2) = A(\lambda) A^T(-\lambda), \tag{17}$$

where the two factors were exchanged. This equation is readily verified from (10). Thus the determinants $P(\lambda), P'(\lambda)$ of (16), (17) respectively are identical. By Theorem 1 any splitting $P(\lambda) = p(\lambda) p(-\lambda)$ gives rise to a unique factorization. Hence for (17) there exists a unique $\omega'$ and $A'(\lambda) = \omega' - \lambda J$ with

$$(I - \lambda M' - \lambda^2 J^2) = A^T(-\lambda) A'(\lambda)$$

with

$$\det(\omega' - \lambda J) = \det(\omega - \lambda J) = p(\lambda). \tag{18}$$

This gives rise to a well defined mapping $\omega \rightarrow \omega'$ taking $E$ into itself. The uniqueness is achieved by the requirement (18) which is consistent with iterations of the mapping.\footnote{We note that this mapping $\omega \rightarrow \omega'$ in $E$ is the product of two involutions: We observe that to any $\omega \in E \subset O(N)$ we can, by Theorem 1, associate a second solution $\omega_*$ of (6) for which $\text{spec}(\omega_* J^{-1}) = -\text{spec}(\omega J)$, i.e. for which $p(\lambda) = \det(\omega_* - \lambda J) = (-1)^p(-\lambda).$ The map $j_1 : \omega \rightarrow \omega_*$ is clearly an involution on $E$. To bring the spectrum back we use the trivial involution $j_2 : \omega \rightarrow -\omega^T.$ One verifies readily that our mapping is given by $j_1 \circ j_2,$ i.e. $\omega' = j_1 j_2 \omega.$}

Similarly, the mapping $\phi : (X, Y) \rightarrow (X', Y')$ is well defined on the left invariant set

$$\bar{Q} = \{X, Y \in O(N), Y^T X \in E\}$$

and given by $(X', Y') = (Y, Y(\omega')^T)$ if $\omega = Y^T X.$ We mention that one easily verifies that $\bar{Q}$ is precisely the set of regular points of the Legendre transform $\tau.$ Thus $\sigma$ is nondegenerate on $\bar{Q}$ making $\bar{Q}$ a symplectic manifold.

1.3. Isospectral Deformations

From the above considerations we obtain the desired integrals. For this purpose we write the mapping in terms of an isospectral deformation. The Eq. (4) is already in this form but yields only $k = \left[\frac{N}{2}\right]^{\prime}$ "trivial" integrals $\text{tr}(M^{2v}), v = 1, 2, \ldots, k,$ (in fact, these are coadjoint invariants of $O(N)$) which is not sufficient for complete integrability. As was pointed out by Novikov [17] it is crucial to have such a representation for a matrix depending polynomially on a parameter $\lambda.$

In our case we make use of (16), (17) to obtain for the mapping $\psi : M \rightarrow M'$ the form

$$(I - \lambda M' - \lambda^2 J^2) = A(\lambda) (I - \lambda M - \lambda^2 J^2) A^{-1}(\lambda)$$
or equivalently
\[ L'(\lambda) = M' + \lambda J^2 = A(\lambda)(M + \lambda J^2)A^{-1}(\lambda). \] (19)

Consequently the polynomials \( f_k(M, \lambda) = \text{tr}(M + \lambda J^2)^k \) are integrals of \( \psi \). In other words, the characteristic polynomial \( \text{det}(L(\lambda) - \mu I) \) is preserved by \( \psi \), or in homogeneous form
\[
\text{det}(vM + \lambda J^2 - \mu I) = \sum_{2x + \beta + \gamma = N} v^{2x} \lambda^\beta \mu^\gamma Q_{x\beta\gamma}(M),
\]
the coefficients \( Q_{x\beta\gamma}(M) \) for \( x \geq 1, 2x + \beta + \gamma = N \) provide \( k^2 \) integrals if \( N = 2k \), or \( k(k + 1) \) integrals if \( N = 2k + 1 \).

These integrals \( f_k(M, \lambda) \) or \( Q_{x\beta\gamma}(M) \) are precisely the same as for the Euler-Arnold Eq. (5). Indeed, for these equations the Lax representation was found by Manakov [22] in the form
\[
\frac{d}{dt} (M + \lambda J^2) = [M + \lambda J^2, \Omega + \lambda J]
\]
showing that also \( f_k(M, \lambda) \) or \( Q_{x\beta\gamma}(M) \) are integrals of the motion.

It is well known that these functions are in involution with respect to the Poisson structure (11) and independent, making the system (5) completely integrable. Since our discrete map \( \psi : M \to M' \) preserves the same Poisson structure (11) as well as the functions \( F_i \), we conclude that \( \psi \) is also integrable. We summarize these results in

**Theorem 2.** The discrete Euler Eq. (4) is equivalent to the isospectral deformation
\[
L_{k+1} = A_kL_kA_k^{-1}, \quad \det A_{k+1} = \det A_k,
\]
where \( L_k = M_k + \lambda J^2, A_k = \omega_k - \lambda J, M_{k+1} = \psi(M_k) \). This mapping \( \psi \) preserves the Poisson structure (11) and is completely integrable. It preserves the same Poisson structure and integrals \( F_i \) as the continuous system (5) for the motion of the rigid body.

The “integration” of this system is now rather straightforward, since the integration of the continuous case is known: The nonsingular compact level sets \( \mathcal{T}_c = \cap_i (F_i = c_i) \) consist of a finite union of tori, according to well known arguments [20]. Since our mapping \( \psi \) preserves the Poisson structure (11) as well as the functions \( F_i \), it commutes with all commuting Hamiltonian flows generated by the \( F_i \), defined by \( M = [M, VF_j] \). On each such torus our mapping \( \psi \) must be a translation with respect to the affine structure, determined by these flows. In this case this mapping can be represented as a shift along the trajectory of a certain integral \( H \) (see [1] and Subsect. 1.5).

We will show that in our case \( \mathcal{T}'_c \) is the real part of a complex Abelian variety of the curve \( \text{det}(M + \lambda J^2 - \mu I) = 0 \), and Eq. (4) determines a translation on it. In fact, it turns out to be the same Prym variety occurring in the integration of the Euler-Arnold equation (see, for example, [21] and [33]).

**1.4. The Symplectic Geometry of Eq. (6)**

First of all we write (6) as
\[
\omega^{-1}J - J\omega = M, \quad \omega\omega^T = I,
\]
and introducing \( W = \omega^{-1} J \) we obtain the quadratic matrix equation
\[
W^2 - MW - J^2 = 0 \tag{20}
\]
with the additional condition \( W^T W = J^2 \). If \( v \) is an eigenvalue of \( W \) then
\[
Q(v) := \det(v^2 I - vM - J^2) = 0. \tag{21}
\]
Comparing with (13) we see that \( Q(v) = v^{2N} P(v^{-1}) \). Since \( 0 \notin \Sigma \) the splitting \( \Sigma = \Sigma_+ \cup \Sigma_- \) defines the splitting \( S = S_+ \cup S_- \) of the set \( S \) of roots (21):
\[
S_+ = (\Sigma_+)^{-1}, \quad S_- = (\Sigma_-)^{-1}.
\]
We require that this splitting satisfies the following conditions:
\[
S_+ = S_+, \quad S_- = S_-, \quad S_- = -S_+, \quad S_+ \cap S_- = \emptyset. \tag{22}
\]
Such splitting exists if (21) has no purely imaginary roots. Notice that now we do allow multiple roots but we do suppose that no root belongs to both components \( S_+ \) and \( S_- \). In particular, purely imaginary roots are excluded.

We formulate Theorem 1 in the equivalent form:

**Theorem 1'.** For any splitting \( S = S_+ \cup S_- \) with the properties (22) there exists a unique solution \( W \) of (20) (and therefore the solution of (6) \( \omega = JW^{-1} \)) with \( \text{spec} W = S_+ \).

For the proof the solution of (20) will be played back to a problem of symplectic geometry, namely the determination of invariant subspaces of a linear Hamiltonian vector field.

The real \( 2N \times 2N \) matrix in question is
\[
A = \begin{pmatrix} 0 & I \\ J^2 & M \end{pmatrix}.
\]
We look for an \( N \)-dimensional invariant subspace of \( A \):
\[
z = \begin{pmatrix} X \\ Y \end{pmatrix} u, \quad u \in \mathbb{R}^N,
\]
\( X, \ Y \) being \( N \times N \) matrices, i.e.
\[
A \begin{pmatrix} X \\ Y \end{pmatrix} = \begin{pmatrix} X \\ Y \end{pmatrix} C
\]
with some real \( N \times N \) matrix \( C \), with \( \text{spec} C = \Sigma_+ \), or equivalently
\[
\begin{cases} Y = XC \\ J^2 X + MY = YC \end{cases}
\]
If
\[
\det X \neq 0, \tag{23}
\]
i.e. if the invariant subspace can be viewed as the graph \( y = YX^{-1} x, z = \begin{pmatrix} x \\ y \end{pmatrix} \) then we obtain for \( W = YX^{-1} \),
\[
J^2 + MW = WX X^{-1} = W^2,
\]
Eq. (20).
To prove that $W^T W = J^2$, we note that $A$ is antisymmetric with respect to the symplectic bilinear form

$$[z, w] = (Bz, w), \quad B = \begin{pmatrix} M & -I \\ I & O \end{pmatrix}$$

(24)

and $Az$ can be viewed as the Hamiltonian vector field with Hamiltonian

$$\mathcal{H} = \frac{1}{2}(Hz, z) = \frac{1}{2}(-|Jx|^2 + |y|^2), \quad H = \begin{pmatrix} -J^2 & O \\ O & I \end{pmatrix},$$

(25)

since $BA = H$ and

$$\dot{z} = B^{-1} \mathcal{H}_z = B^{-1}Hz = Az.$$ 

Since

$$\nu I - A = \begin{pmatrix} \nu I & O \\ -J^2 & -\nu^{-1}I \end{pmatrix} \begin{pmatrix} I & -\nu^{-1}I \\ O & \nu^2 I - \nu M - J^2 \end{pmatrix}$$

we have

$$\det(\nu I - A) = Q(\nu) = \det(\nu^2 I - \nu M - J^2),$$

and the spectrum of $A$ is $S_+ \cup S_-$.

Denote the $N$-dimensional eigenspaces of $A$ with respect to $S_+, S_-$ by $V_+, V_-$, respectively. Because of $S_+ = S_+, S_- = S_-$ they are real and since $\mu_i + \mu_j \neq 0$ for $\mu_i, \mu_j \in S_+$ they are Lagrangian, isotropic spaces with respect to the symplectic form $[,]$ and the symmetric form $\mathcal{H}$ respectively, as follows from the following lemma.

**Lemma.** If $E^k_\mu = \ker(A - \mu I)^k$ and $\mu + \nu \neq 0$ then $[E^k_\mu, E^l_\nu] = 0$ for all $k, l \geq 0$.

**Proof.** By induction on $k + l$. For $k + l = 0$ it is trivial and we assume the lemma for smaller values of $k + l$. Consider $\phi \in E^k_\mu, \psi \in E^l_\nu$ and set

$$\hat{\phi} = (A - \mu I)\phi \in E^{k-1}_\mu, \quad \hat{\psi} = (A - \nu I)\psi \in E^{l-1}_\nu,$$

so that

$$\mu\phi = A\phi - \hat{\phi}, \quad \nu\psi = A\psi - \hat{\psi},$$

therefore

$$(\mu + \nu) [\phi, \psi] = [A\phi - \hat{\phi}, \psi] + [\phi, A\psi - \hat{\psi}] = -[\hat{\phi}, \psi] - [\phi, \psi] = 0,$$

hence $[\phi, \psi] = 0$.

**Corollary.** The subspaces $V_+, V_-$ are Lagrangian:

$$[V_+, V_+] = [V_-, V_-] = 0,$$

(26)

and isotropic with respect to $\mathcal{H}: \mathcal{H}(z) = \frac{1}{2}(Hz, z) = 0$ for $z \in V_\pm$.

The first statement follows immediately from the lemma because

$$V_\pm = \operatorname{span}_{s=1, \ldots, N} E_{\mu_s}, \quad \mu_s \in S_+, \quad E_{\mu} = \ker(A - \mu I)^{2N}.$$

To prove that $V_\pm$ is isotropic with respect to $\mathcal{H}$ consider for $\phi \in E_{\mu}, \psi \in E_{\nu}$,

$$(H\phi, \psi) = [A\phi, \psi] = \mu [\phi, \psi] + [\hat{\phi}, \psi] = 0$$

where $\hat{\phi} = (A - \mu I)\phi \in E_{\mu}$.
Note that \( V_+, V_- \) are real subspaces since \( \bar{S}_+ = S_+ \), \( \bar{S}_- = S_- \), while \( E_\mu \) are generally complex.

Now we return to the proof of Theorem 2. Let \( z_1, \ldots, z_n \) be any basis in \( V_+ \); combining these as column vectors of an \( N \times 2N \) matrix

\[
Z_+ = (z_1, \ldots, z_n) = \begin{pmatrix} X_+ \\ Y_+ \end{pmatrix}
\]

of rank \( N \) we have from \( AV_+ \subset V_+ \)

\[
AZ_+ = Z_+ C_+
\]

for some real \( N \times N \) matrix \( C_+ \).

To prove (23) we use the relations (26), yielding for any \( u, v \in \mathbb{R}^N \)

\[
0 = [Z_+ u, Z_+ v] = (BZ_+ u, Z_+ v) = (MX_+ u - Y_+ u, X_+ v + (X_+ u, Y_+ v)).
\]

Assuming \( v \) is so chosen that \( X_+ v = 0 \), we set \( u = C_+ v \), so that \( X_+ u = X_+ C v = Y_+ v \) and we find from the above identity

\[
0 = |Y_+ v|^2,
\]

i.e. \( Y_+ v = 0 \), hence \( Z_+ v = 0 \), i.e. \( v = 0 \). Therefore \( \det X_+ \neq 0 \), proving (23).

Thus \( V_+ \) is given by \( y = W_+ x \). Since \( V_+ \) lies on the zero energy surface it follows

\[
|Jx|^2 - |W_+ x|^2 = 0
\]

for all \( x \in \mathbb{R}^N \) proving \( W_+^T W_+ = J_2 \), hence \( \omega = JW_+^{-1} \) is orthogonal. Moreover \( \text{spec} W_+ = S_+ \) proving Theorem 1.’

1.5. The Integration of the Discrete Euler Equation

Now we apply our results to finding the solution of (4), following the procedure which was described in the continuous case by Dubrovin [9, 10].

For the initial data \( X_0, X_1 \in O(N) \) we define \( \omega_1 = X_1^T X_0 = X_1^{-1} X_0 \in O(N) \) and \( M_1 = \omega_1^T J - J \omega_1 \). As follows from the previous considerations Eqs. (4) define only a correspondence, but if we fix the splitting \( S = S_+ \cup S_- \) of the roots of the polynomial \( Q(v) = (v^2 I - \mu M_k - J^2) \), which in fact does not depend on \( k \), then we have a well defined mapping \( f_{\bar{S}_+, S_-}: (\omega_k, M_k) \rightarrow (\omega_{k+1}, M_{k+1}) \). In order to “integrate” this dynamics consider the spectral curve \( \Gamma \):

\[
\det (M + \lambda J^2 - \mu I) = 0, \quad M = M_1.
\]

We will assume that \( J^2 \) has distinct eigenvalues different from zero: \( J_i^2 + J_j^2 \) for \( i \neq j \), and \( J_i^2 \neq 0 \). For generic \( M, \Gamma \) has a genus \( g = \frac{(N-1)(N-2)}{2} \). The eigenvector

\[
\psi(\lambda, \mu), \quad (M + \lambda J^2 - \mu I) \psi(\lambda, \mu) = 0
\]

normalized by the condition

\[
\psi^1 + \ldots + \psi^N = 1
\]
is meromorphic on \( \Gamma \) whose poles define a divisor \( \mathcal{D} = \mathcal{D}_1 + \cdots + \mathcal{D}_{g+N-1} \) (see \([10, 16]\)). In the points at infinity \( P_i \in \Gamma \), where \( \mu \approx \lambda J_i^T, \lambda \to \infty \) \((i = 1, \ldots, N)\) we have
\[
\psi_i(P_j) = \delta_j^i.
\]
(30)

This means that \( \psi(\lambda, \mu) \) is the basis of the linear space of meromorphic functions with the pole divisor \( \leq \mathcal{D} \), determined by the conditions (30).

In our case \( M \) is skew symmetric, therefore \( \Gamma \) has a symmetry \( \sigma: \Gamma \to \Gamma, \sigma^2 = \text{id} \):
\[
\sigma(\lambda, \mu) = (-\lambda, -\mu).
\]
(31)

The divisor \( \mathcal{D} \) also is not arbitrary because of the following proposition. Denote \( \psi^T(-\lambda, -\mu) \) by \( \psi^*(\lambda, \mu) \) and fix \( \lambda \in \mathbb{C} \) such that the eigenvalues \( \mu_1, \ldots, \mu_N \) of \( M + \lambda J^2 \) determined by (27) are distinct.

**Proposition.** Let \( \mu' + \mu \) be two distinct eigenvalues of \( M + \lambda J^2 \), then
\[
\psi^*(\lambda, \mu')\psi(\lambda, \mu) = 0.
\]
(32)

For \( \mu' = \mu \) this product is different from zero:
\[
\psi^*(\lambda, \mu)\psi(\lambda, \mu) \neq 0.
\]
(33)

To prove this consider the product \( \psi^*(\lambda, \mu')(M + \lambda J^2)\psi(\lambda, \mu) = \mu\psi^*(\lambda, \mu')\psi(\lambda, \mu) \).

On the other hand
\[
\psi^*(\lambda, \mu')(M + \lambda J^2)\psi(\lambda, \mu) = -((M - \lambda J^2)\psi(-\lambda, -\mu'))^T\psi(\lambda, \mu)
\]
\[
= \mu'\psi^*(\lambda, \mu')\psi(\lambda, \mu).
\]

We see that if \( \mu' \neq \mu \) then \( \psi^*(\lambda, \mu')\psi(\lambda, \mu) = 0 \). But \( \psi(\lambda, \mu) \) for all possible \( \mu = \mu_1, \ldots, \mu_N \) form a basis, therefore \( \psi^*(\lambda, \mu)\psi(\lambda, \mu) \) can't be equal to zero. \( \square \)

**Corollary.** The divisor \( \mathcal{D} \) of the poles of \( \psi \) satisfies the equation
\[
\mathcal{D} + \sigma(\mathcal{D}) \approx B,
\]
(34)

where \( B \) is the set of branch points of \( \mu \) as a function of \( \lambda \), and \( \approx \) means linear equivalence of divisors.

This equivalence is given by the function \( F(\lambda, \mu) = \psi^*(\lambda, \mu)\psi(\lambda, \mu) \) as follows from the proposition. Thus \( \mathcal{D} \) belongs to the shifted Prym variety \( P \subset J(\Gamma) \). We restrict ourselves to these considerations because the detailed discussion of the algebraic-geometric aspects of this spectral problem can be found in the literature (see \([21]\) and references therein). The corresponding problems of real algebraic geometry are considered in \([23]\).
Notice that $\psi_{k+1}$ does not satisfy Dubrovin’s normalization (29) which is required only for $\psi_1$.

One can see from (36) that $\psi_{k+1}$ has $N$ new poles at the “infinities” $P_1, \ldots, P_N$. In order to find the new zeros consider the hyperbola $\mathcal{H}$, determined by the equation

$$\lambda \mu = 1$$

and the intersection $\mathcal{H} \cap \Gamma$. This intersection is described by the equations $\mu = \lambda^{-1}$ and

$$\det(M + \lambda J^2 - \lambda^{-1} I) = (-\lambda^{-N} \det(I - \lambda M - \lambda^2 J^2)) = 0$$

which coincides with (11).

So we have $2N$ points of intersection which we denote $Q_1^+, \ldots, Q_N^+$, in agreement with the splitting $\Sigma = \Sigma^+ \cup \Sigma^-$. As follows from the construction of $\omega_k$ (see Sect. 3)

$$(\omega_k - \lambda x)\psi_k(\mathcal{H}) = 0.$$ 

This means that $Q_1^+, \ldots, Q_N^+$ are the new zeros of $\psi_{k+1}$. Thus we have proven

**Lemma.** For a given splitting $\Sigma = \Sigma_+ \cup \Sigma_-$ the vector eigenfunction $\psi_{k+1}$ (36) of the matrix $M_{k+1} + \lambda J^2$ has on the spectral curve $\Gamma$ the following analytical properties, which determine $\psi_{k+1}$ uniquely:

1. $\psi_{k+1}$ has a simple pole in $\mathcal{D}$ depending on the initial data $M_1$ and the poles at the “infinities” $P_1, \ldots, P_N$ with asymptotics in

$$P_j: \psi_{k+1}^j = \lambda^k (\delta_j + O(\lambda^{-1})), \quad \lambda \to \infty.$$

2. $\psi_{k+1}$ has a zero of order $k$ in $Q_1^+, \ldots, Q_N^+$.

In particular, we see that the pole-divisor $\mathcal{D}_{k+1}$ of $\psi_{k+1}$ is connected with $\mathcal{D}_k$ by the relation

$$\mathcal{D}_{k+1} \approx \mathcal{D}_k + U,$$

where $U = P_1 + \ldots + P_N - Q_1^+ - \ldots - Q_N^+$.

For given $\psi_{k+1}$ one can reconstruct $\omega_{k+1}$ by using the formula (14), and $M_{k+1}$ as $\omega_{k+1}^T J - J\omega_{k+1}$. To find the solution of (2) $X_k \in O(N)$:

$$X_k^{-1} = \omega_k \omega_{k-1} \ldots \omega_1 X_0^{-1},$$

one can use again Eq. (36). Indeed, from (36) follows that

$$\Phi_{k+1} = \omega_k \Phi_k,$$

where $\Phi_k$ is $N \times N$ matrix with $\psi_k(0, \mu)$ as a column. This means that

$$\Phi_{k+1} = \omega_k \omega_{k-1} \ldots \omega_1 \Phi_1 \quad \text{and} \quad X_k^{-1} = \Phi_{k+1} \Phi_1^{-1} X_0^{-1}.$$

For $\psi_{k+1}$ one can write the explicit formulas in terms of Prym’s $\theta$-functions as it was done, for example, by Bobenko in [24]. But here we restrict ourselves to the example of $O(3)$ (see below).

We summarize the result of this section in the following theorem.

**Theorem 3.** The discrete Euler Eq. (4) corresponds to the shifts on the Prym variety $P \subset J(\Gamma)$ (34) by the vector $U = P_1 + \ldots + P_N - Q_1^+ - \ldots - Q_N^+$, depending on the splitting $\Sigma = \Sigma_+ \cup \Sigma_-$. If such splitting is fixed the general solution of (4) and (2) can be expressed as some abelian function on $P$ in the points $z_k = z_0 + kU$. 

I.6. Explicit Formulas for the Discrete Dynamics of the 3-Dimensional Rigid Body

We consider here Eqs. (2), (4) for $N = 3$. In this case the solution can be expressed by elliptic functions. The spectral curve $\Gamma$ (27) has the equation

$$
\begin{vmatrix}
\lambda J_1^2 - \mu & M_{12} & M_{13} \\
-M_{12} & \lambda J_2^2 - \mu & M_{23} \\
-M_{13} & -M_{23} & \lambda J_3^2 - \mu
\end{vmatrix} = 0
$$

or

$$(\lambda J_1^2 - \mu)(\lambda J_2^2 - \mu)(\lambda J_3^2 - \mu) + H(\lambda - M^2)\mu = 0,$$  \hspace{1cm} (41)

where $H = J_1^2 M_{12}^2 + J_2^2 M_{13}^2 + J_3^2 M_{23}^2$.

In the new variables

$$x = \mu/\lambda, \quad y = \lambda,$$

(41) has the form

$$y^2 Q(x) = H - M^2 x$$

with $Q(x) = (x - J_1^2)(x - J_2^2)(x - J_3^2)$. After another change of variables

$$w = Q(x)y = Q(\mu/\lambda)\lambda$$

we obtain the standard form of the elliptic curve

$$w^2 = R(x) = (x - J_1^2)(x - J_2^2)(x - J_3^2)(H - M^2 x).$$  \hspace{1cm} (42)

The involution $\sigma : (\lambda, \mu) \rightarrow (-\lambda, -\mu)$ in these variables is $\sigma(w, x) = (-w, x)$ and the Prym variety coincides with $\mathcal{J}(\Gamma) \approx \mathcal{J}_G$. The “infinities” $P_1, P_2, P_3$ correspond to the branch points $x = J_1^2, x = J_2^2, x = J_3^2$. The fourth branch point $x = H/M^2$ corresponds to the point $\lambda = \mu = 0$, so we choose it as the zero 0 on $\Gamma$. Let $x_1 < x_2 < x_3 < x_4$ be the ordered roots of $R(x)$, i.e. the numbers $J_1^2, J_2^2, J_3^2, H/M^2$ (notice that $\min \{J_i\} \leq H/M^2 \leq \max \{J_i\}$).

The elliptic integral

$$z = \int_{H/M^2} (x, w) \frac{dx}{\sqrt{R(x)}}$$

gives the equivalence of $\Gamma$ and $\mathcal{C}/\mathbb{Z}\tau_1 + \mathbb{Z}\tau_2$, where $\tau_1 = \frac{1}{2} \int_{x_1}^{x_2} \frac{dx}{\sqrt{R(x)}}$, $\tau_2 = 2 \int_{x_3}^{x_4} \frac{dx}{\sqrt{R(x)}}$; $\tau_1$ is real, $\tau_2$ is purely imaginary.

The equation $\mu\lambda = 1$ in the variables $x, w$ has the form

$$(x - J_1^2)(x - J_2^2)(x - J_3^2) - x(H - M^2 x) = 0;$$  \hspace{1cm} (43)

it determines on $\Gamma$ the set of six points, which we denote as $Q_+^+, Q_+^-, Q_+^+, Q_1, Q_2, Q_3$, according to the splitting $\Sigma = \Sigma_+ \cup \Sigma_-$ (see Fig. 1).

This figure depicts the situation, corresponding to $J_1^2 < H/M^2 < J_2^2 < J_3^2$ and sufficiently small $M^2$ and $H$, when all roots of (43) and $P(\lambda)$ are real numbers. The condition that $P(\lambda)$ has no purely imaginary roots, which is sufficient for the
The solvability of Eq. (6) (see Sects. 1.2 and 1.4), is equivalent to the absence of negative roots for Eq. (43). This leads to a certain restriction on the integrals $M^2$ and $H$. The shift $U$ is given by

$$U = P_1 + P_2 + P_3 - Q_1^+ - Q_2^+ - Q_3^+ = -(Q_1^+ + Q_2^+ + Q_3^+),$$

because of $P_1 + P_2 + P_3 = 0$.

Using the results of the previous section one can easily express $\psi_{k+1}(z)$ in terms of the classical elliptic $\sigma$-function and the initial position of the poles $\psi_1 : (\zeta_1, \zeta_2, \zeta_3)$. For example, the function

$$\psi_{k+1}(z) = (-J_1)^k \frac{\sigma(z - Q_1^+)\sigma(z - Q_2^+)\sigma(z - Q_3^+)}{\sigma(z - \zeta_1)\sigma(z - \zeta_2)\sigma(z - \zeta_3)\sigma(z - P_1)\sigma(z - P_2)\sigma(z - P_3)}$$

has all analytic properties of the first component of $\psi_{k+1}(z)$ (see the lemma in Sect. 1.5) and therefore coincides with it. We can write now explicit formulas for $\omega_k$, $M_k$, and $X_k$ as it was explained in the previous section.

Omitting nonessential multipliers in (44) we define a matrix $\tilde{\Phi}_{k+1}$ as

$$(\tilde{\Phi}_{k+1})_{ij} = (-J_1)^{k} f(z_j) \frac{\sigma(z - \zeta - kU - P_i)}{\sigma(z_j - P_i)},$$

where

$$f(z) = \frac{\sigma(z - Q_1^+)\sigma(z - Q_2^+)\sigma(z - Q_3^+)}{\sigma(z - P_1)\sigma(z - P_2)\sigma(z - P_3)},$$

$\zeta = \zeta_1 + \zeta_2 + \zeta_3$, $z_i$ ($i = 1, 2, 3$) correspond to $\lambda = 0$ in (41):

$$z_i = 0 \left( x = \frac{H}{M^2} \right), \quad z_{2,3} = \pm \int_{H/M^2}^{\infty} \frac{dx}{\sqrt{R(x)}} \quad (x = \infty).$$

Finally we have from (40)

$$X^T_k = \tilde{\Phi}_{k+1}^{-1} X^0, \quad \omega_k = \tilde{\Phi}_{k+1} \tilde{\Phi}_k^{-1}$$

with $\tilde{\Phi}_k$ defined by (45).
In the continuous limit for \( M = \varepsilon M_0 \) \( \varepsilon \to 0 \) the curve \( \Gamma \) remains
\[
(w')^2 = \left( \frac{w}{\varepsilon} \right)^2 = (x - J_1^2)(x - J_2^2)(x - J_3^2)(H_x - M^2_x) s,
\]
but Eq. (43) becomes
\[
(x - J_1^2)(x - J_2^2)(x - J_3^2) - \varepsilon^2 x (H_x - M^2_x) = 0.
\]
When \( \varepsilon = 0 \) we arrive at
\[
(x - J_1^2)(x - J_2^2)(x - J_3^2) = 0.
\]
This means that \( Q_1^\pm, Q_2^\pm, Q_3^\pm \) tend to \( P_1, P_2, P_3 \) when \( \varepsilon \to 0 \) and the shift \( U = \Sigma Q_i - \Sigma Q_i^* \to 0 \). One should observe that the continuous limit corresponds to the special splitting \( \Sigma \), where: \( \Sigma_+ \) contains all roots in the right half plane of \( P(\lambda) \) of (13) Sect. 1.2, which becomes here
\[
(\lambda^2 J_1^2 - 1)(\lambda^2 J_2^2 - 1)(\lambda^2 J_3^2 - 1) + H\lambda^4 - M\lambda^2 = 0.
\]
As was shown before this continuous limit coincides with the classical problem about the force free motion of a rigid body, the explicit solution for which in terms of elliptic functions were found by Jacobi [25]. The comparison of this formula and the continuous limit of (46) may be complicated.

2. The Discrete Dynamics on Stiefel Manifolds and the Heisenberg Chain with Classical Spins

In this section we generalize the previous results and consider the functional
\[
S = \sum_k \text{tr}(X_k J X_{k+1})
\]
on the sequences \( X = (X_k) \) of \( n + N \) matrices \( X_k \), \( 1 \leq n \leq N \) satisfying the condition
\[
X_k X_k^T = I_n.
\]
The rows of such matrices are orthogonal unit vectors in \( \mathbb{R}^N \). Such matrices form the Stiefel manifold \( V_{n,N} \). The function of the interaction \( S = \text{tr}(X J Y^T) \) is a symmetric bilinear function, invariant under the action of \( O(n) : X \to sX, Y \to sY, s \in O(n) \). We show that some results of Sect. 1, which correspond to the case \( n = N \), can be generalized for \( n < N \).

For \( n = 1 \) our results agree with the solution of this problem proposed in [1]. Notice that for \( n = 1, N = 3 \) we have the problem about the stationary states of a Heisenberg chain with classical spins (see [1, 5–7] and Introduction).

2.1. The Equation of the Dynamics and Isospectral Deformations

The variation of \( S \) under the condition (1) leads to the equation
\[
X_{k+1} J + X_k J = A_k X_k,
\]
where \( A_k = A_k^T \) is an \( (n \times n) \) matrix multiplier. We assume \( J \) to be symmetric and nondegenerate.

**Theorem 4.** The Eqs. (2) are equivalent to the equation of isospectral deformations
\[
L_{k+1}(\lambda) = A_k(\lambda) L_k(\lambda) A_k^{-1}(\lambda)
\]
236 J. Moser and A. P. Veselov

with \( L_k(\lambda) = J^2 + \lambda M_k - \lambda^2 X_{k-1} X_k^{T} \), \( M_k = X_{k-1}^{T} X_k J - J X_k^{T} X_{k-1} \), \( A_k(\lambda) = J - \lambda X_k^{T} X_{k-1} \). Moreover,

\[
L_k = (J + \lambda X_{k-1}^{T} X_k) (J - \lambda X_k^{T} X_{k-1}) = A_k^{T} (-\lambda) A_k(\lambda),
\]

so that

\[
L_{k+1} = A_{k+1}^{T} (-\lambda) A_{k+1}(\lambda) = A_k(\lambda) A_k^{T} (-\lambda).
\]

The proof follows by a direct calculation. The determinant of \( L_k \) has the form

\[
P(\lambda) = \det L_k(\lambda) = \det A_k^{T} (-\lambda) \det A_k(\lambda) = \det J^2 \det \left( I_n - \lambda^2 (X_{k-1} J^{T} X_k)^2 \right),
\]

where we used the Weinstein-Aronszajn formula, see [10]. Therefore \( P(\lambda) \) is an even polynomial in \( \lambda \) of degree \( 2n \). The factorization (4) determines the splitting \( \Sigma = \Sigma_+ \cup \Sigma_- \) of the set \( \Sigma \) of zeros of \( P(\lambda) : \Sigma_+ = \{ \lambda : \det A_k(\lambda) = 0 \} \), \( \Sigma_- = \{ \lambda : \det A_k^{T} (-\lambda) = 0 \} \). This splitting satisfies the conditions

\[
\Sigma_+ = \Sigma_+^+, \quad \Sigma_- = \Sigma_-^-, \quad \Sigma_+^+ = -\Sigma_-^-.
\]

If such a splitting is fixed and all zeros of \( P(\lambda) \) are distinct then for given \( X_{k-1}, X_k \) the matrix \( X_{k+1} \) can be defined as follows.

Consider the "eigenvectors" \( \psi_i \) of \( L_{k+1} = A_k(\lambda) A_k^{T} (-\lambda) \), corresponding to \( \lambda_i \in \Sigma_+^+ \),

\[
L_{k+1}(\lambda_i) \psi_i = 0,
\]

and combine these vectors to an \( N \times n \) matrix \( \psi \) as columns. Then because \( \Sigma_+^+ = \{ \lambda : \det A_{k+1}(\lambda) = 0 \} \) we have from (5),

\[
(J - \lambda_i X_{k+1}^{T} X_k) \psi_i = 0
\]

or

\[
J \psi - X_{k+1}^{T} X_k \psi A = 0
\]

with \( A = \text{diag}(\lambda_1, \ldots, \lambda_n) \). If the \( n \times n \) matrix \( X_k \psi \) is invertible then

\[
X_{k+1}^{T} = J \psi A^{-1} (X_k \psi)^{-1}
\]

is reconstructed uniquely.

Leaving the further discussion of the general case \( 1 \leq n < N \) we now turn to a detailed treatment of the case \( n = 1 \) in the next section. In this connection we want to mention the work of Adams, Harnad, and Previato [26], in which the matrices introduced in [10] are generalized.

2.2. Discrete Version of the Neumann System and the Heisenberg Chain With Classical Spins

For \( n = 1 \) we have the functional

\[
S(x) = \sum_{k \in \mathbb{Z}} (x_k, J x_{k+1}),
\]

where \( x = (x_k) \), \( x_k \) belong to the unit sphere \( S^{N-1} \) in \( \mathbb{R}^N : |x_k| = 1 \) and \( J = \text{diag}(J_1, \ldots, J_n) \). For \( N = 3 \) we have unit vectors in \( \mathbb{R}^3 \) which can be interpreted as
classical spins. In this case the functional $S$ (10) defines the energy of a spin chain in the Heisenberg model (see [1, 6–8]). The equations of the stationary configuration have the form

$$Jx_{k+1} + Jx_{k-1} = \lambda_k x_k$$

or

$$x_{k+1} + x_{k-1} = \lambda_k J^{-1} x_k.$$  \hfill (11)

The multipliers $\lambda_k$ (1 × 1 matrix) can be found from

$$1 = |x_{k+1}|^2 = |\lambda_k J^{-1} x_k - x_{k-1}|^2 = \lambda_k^2 |J^{-1} x_k|^2 - 2\lambda_k (J^{-1} x_k, x_{k-1}) + 1,$$

therefore

$$\lambda_k (\lambda_k |J^{-1} x_k|^2 - 2(J^{-1} x_k, x_{k-1})) = 0.$$  \hfill (12)

We have two possibilities: $\lambda_k = 0$ or

$$\lambda_k = 2(J^{-1} x_k, x_{k-1})/|J^{-1} x_k|^2.$$  \hfill (13)

In the literature (see, for example, [5, 6]) usually the second possibility is considered because only in this case it is possible to have the continuous limit. This can be seen as follows. Let $J = I + \varepsilon^2 J_c$ and $x_k = x(t_0 + k\varepsilon)$ for small $\varepsilon$, then from (11) we have for $x(t)$ the equations

$$(I + \varepsilon^2 J_c) (2x + 2\frac{1}{2} \varepsilon^2 x'' \approx \lambda x$$

or

$$x'' + 2J_c x \approx \mu x$$

with $\mu = (\lambda - 2)\varepsilon^{-2}$, i.e. the Neumann system describing the motion on the unit sphere under the influence of the potential $U(x) = (J_c x, x)$ [8, 9, 27]. For this reason we call the system (11), (13) a discrete version of the Neumann system.

Now we explain how this system can be integrated with the help of Theorem 4. The matrix $L_k$ (3) has the form

$$L = J^2 + \lambda x \wedge J y - \lambda^2 x \otimes x,$$  \hfill (15)

where $x = x_{k-1}$, $y = x_k$, $x \wedge y = x \otimes y - y \otimes x$. This is a special case of the matrix introduced and investigated in connection with the classical integrable systems in [10]. The determinant $L$ has the form

$$\det L = \det J^2 (1 - \lambda^2 (x, J^{-1} y)^2)$$

and the zeros $\lambda = \pm (x, J^{-1} y)^{-1}$. So we have two possible splittings of this set $\Sigma = \Sigma_+ \cup \Sigma_- : \Sigma_+ = (x, J^{-1} y)^{-1}$ or $\Sigma_- = -(x, J^{-1} y)^{-1}$. It is easy to see that they correspond to two solutions of (12). This means that the procedure proposed in the previous section actually determines the dynamics.

In order to get explicit formulas we have to consider the spectral curve $\Gamma$ of $L$:

$$\det (L(x) - \mu I) = 0,$$  \hfill (17)

or using the formula (see [10])

$$\frac{\det (L - \mu I)}{\det (J^2 - \mu I)} = 1 - \lambda^2 \phi_\mu (x, J y),$$  \hfill (18)
The function \( \varphi_\mu(x, Jy) \) can be represented as
\[
\varphi_\mu(x, Jy) = \sum_{i=1}^{N} \frac{F_i(x, y)}{\mu - J_i^2},
\]
where
\[
F_i = x_i^2 + \sum_{j \neq i} \frac{(x \wedge Jy)^2_{ij}}{J_i^2 - J_j^2}, \quad \sum_{i=1}^{N} F_i \equiv 1
\]
are the involutive integrals of the system (11), (13) (see [1, 8]). Denoting the roots of \( \varphi_\mu(x, Jy) \) by \( \mu_1, \ldots, \mu_{N-1} \) we can write
\[
\varphi_\mu(x, Jy) = \frac{\prod_{i=1}^{N-1} (\mu - \mu_i)}{\prod_{j=1}^{N} (\mu - J_j^2)}
\]
and the equation of \( \Gamma \) as
\[
v^2 = \prod_{i=1}^{N-1} (\mu - \mu_i) \prod_{j=1}^{N} (\mu - J_j^2),
\]
where \( v = \lambda \prod_{i=1}^{N-1} (\mu - \mu_i) \). We see that the mapping (11) is the shift on the Jacobi variety of the hyperelliptic curve (23). To find this shift we follow the same procedure as in Sect. 1.5; namely the eigenfunction \( \psi_{k+1} \) of the matrix \( L_{k+1} \) can be obtained as \( \psi_{k+1} = A_k(\lambda) \psi_k \) or
\[
\psi_{k+1} = (J - \lambda x_k \otimes x_{k-1}) \psi_k.
\]
We see that \( \psi_{k+1} \) has a new pole at “infinity” \( P_{\infty} \) corresponding to \( \mu = \infty \) for (23) and a new zero in one of the points \( P_{\pm} : \mu = 0, \lambda = \pm (x, J^{-1} y)^{-1} \), determined by the splitting \( \Sigma = \Sigma_+ \cup \Sigma_- \). So the shift is \( U = \lambda_{\infty} - \lambda_{\pm} \). Following the procedure proposed in the previous paragraph one can write the explicit formulas for \( \psi_k \) and \( x_k \) in terms of hyperelliptic \( \theta \)-functions. Such formulas were found first in [7] (see also [1]) by another approach, requiring some unmotivated steps. These results are in a good agreement with those of [1, 7], as one can verify.

3. The Billiard Inside an Ellipsoid

Now we apply the above procedure to describe the billiard motion inside a domain \( \Omega \subset \mathbb{R}^N \) bounded by the ellipsoid \( Q = \partial \Omega \) given by the equation
\[
(Ax, x) = 1,
\]
where \( A \) is a positive symmetric \( N \times N \) matrix. This application has some surprising features. In particular, it leads in a natural way to a mapping \( \phi \) which is not directly related to the system under consideration while \( \phi \circ \phi = \phi^2 \) is. In other
words this mapping can be viewed as a “square root” of the billiard mapping. Moreover, this mapping \( \phi \) commutes with the billiard mapping, hence takes a billiard orbit into another billiard orbit. Such a symmetry of the billiard problem was found in [1]. We begin with the construction of this mapping \( \phi \).

The dynamics of the billiard in the domain \( \Omega \) can be described as the stationary points of the functional \( S \):

\[
S = \sum_{k \in \mathbb{Z}} |x_k - x_{k-1}|, \quad x_k \in \Omega.
\]

The equation of motion can be written in the form (see Fig. 2):

\[
\begin{align*}
x_{k+1} - x_k &= \mu_k y_{k+1} \\
y_{k+1} - y_k &= v_k A x_k,
\end{align*}
\]

where \( y_k = (x_k - x_{k-1})/|x_k - x_{k-1}|, \quad |y_k| = 1 \) be the momentum, the multipliers \( \mu_k, v_k \) are determined from the conditions \( |y_k| = 1, \quad (A x_k, x_k) = 1 \):

\[
\mu_k = -\frac{2(A y_{k+1}, x_k)}{(A y_{k+1}, y_{k+1})}, \quad v_k = -\frac{2(A x_k, y_k)}{(A x_k, A x_k)}.
\]

Consider the “skew-hodograph” mapping \( \phi: (x, y) \to (x', y') \) determined by the formulas

\[
\begin{align*}
x'_k &= C y_{k+1} = C (y_k + v_k A x_k) \\
y'_k &= -C^{-1} x_k
\end{align*}
\]

with \( C = A^{-1/2} \) (compare with [1]). One can easily check that if \((x_k, y_k)\) is a solution of (3), so is \((x'_k, y'_k)\). Moreover, \( x''_k = C y'_{k+1} = -x_{k+1}, \quad y''_k = -C^{-1} x'_k = -y_{k+1} \), showing that the dynamics of \( \phi \) “contains” the billiard dynamics.

In the continuous limit this symmetry means only that if \( x(s) \) is a geodesic on the ellipsoid (1) parametrized by the length then the trajectory of the vector \( \bar{x}(s) = C \bar{x}(s) \) is also a geodesic line on the same ellipsoid (but in general \( s \) is not the length of \( \bar{x}(s) \)). This geometrical fact was observed in [28]. Notice that the operator \( C \) transforms the unit sphere into the ellipsoid \( Q \), whose equation can be rewritten as

\[
(C^{-2} x, x) = |C^{-1} x|^2 = 1.
\]

### 3.1. The Splittings and Isospectral Deformations

Consider the matrix \( L(x, y, \lambda) \) given by

\[
L = A^{-1} - \lambda x \wedge y - \lambda^2 y \otimes y
\]
which was proposed in connection with the geodesic flow on the ellipsoid in [10, 9]. For $x \in Q$ this matrix $L$ can be factored:

$$L(x, y, \lambda) = (C + \lambda y \otimes \xi)(C - \lambda \xi \otimes y)$$

(6)

with $\xi = C^{-1}x$, $|\xi| = 1$. If $x = x_k$, $y = y_k$ then (6) corresponds to the splitting $\Sigma = \{\lambda: \det L = 0\} = \Sigma_+ \cup \Sigma_-$ into the positive and negative part correspondingly. Indeed, it is easy to show (see [10]) that for $x \in Q$, $|y| = 1$,

$$\det L = \det A^{-1}(1 - \lambda^2(Ax, y)^2)$$

(7)

and $\Sigma_+ = \{\lambda: \det(C - \lambda \xi \otimes y) = 0\} = \{(C^{-1} \xi, y)^{-1}\} = \{(C^{-2} x, y)^{-1}\} = \{(Ax, y)^{-1}\}$. But $(Ax_k, y_k) > 0$ (see Fig. 2) therefore in this case $\Sigma_+$ consists of the positive root of (7). We will call such splitting natural.

Together with such splitting of $L(x, y, \lambda)$

$$L = (C + \lambda y \otimes \xi)(C - \lambda \xi \otimes y), \quad \xi = C^{-1}x, \quad |\xi| = |y| = 1,$$

we consider the matrix $L'(x, y, \lambda)$ obtained by exchanging the factors:

$$L' = (C - \lambda \xi \otimes y)(C + \lambda y \otimes \xi),$$

(8)

and split it again in the natural way

$$L' = (C + \lambda y' \otimes \xi')(C - \lambda \xi' \otimes y'), \quad |\xi'| = |y'| = 1.$$  

(9)

**Theorem 5.** The mapping $(x, y) \mapsto (x' = C \xi', y' = -\xi)$ determined by (8), (9) and describing the isospectral deformations of the matrix $L \rightarrow L'$, coincides with the mapping $\phi$ of (4).

**Proof.** The second equation $y' = -\xi = -C^{-1}x$ coincides with that of (4). In order to prove the same for the first equation compare (8) and (9) with $y' = -\xi$:

$$C^2 - \lambda \xi \wedge Cy - \lambda^2 \xi \otimes \xi = C^2 + \lambda C \xi' \wedge \xi - \lambda^2 \xi \otimes \xi(\xi', \xi').$$

We see that $\xi \wedge (C \xi - C \xi') = 0$ or

$$\xi' - y = \alpha C^{-1} \xi$$

(10)

for some $\alpha \in \mathbb{R}$, $|\xi'|^2 = 1$. But $|\xi'|^2 = |y + \alpha C^{-1} \xi|^2 = |y|^2 + 2\alpha(C^{-1} \xi, y) + \alpha^2 |C^{-1} \xi|^2$

and therefore we have two possibilities $\alpha = 0$ and $\alpha = -\frac{2(C^{-1} \xi, y)}{|C^{-1} \xi|^2} = -\frac{2(Ax, y)}{(Ax, Ax)}$.

One can easily check that the second possibility corresponds to the natural splitting and leads to the first equation of (4).

The explicit formulas for the ellipsoidal billiard were found in [1] by using the connection with the spectral theory of the difference operator. Now we are also able to incorporate these formulas into the framework of Sect. 2.

**Corollary.** If $(x_k, y_k)$ is the solution of the billiard system (3) then the matrices $L_k = L(x_k, y_k, \lambda)$ satisfy the equation

$$L_{k+1} = A_k L_k A_k^{-1}$$

(11)

with $A_k = A^{-1} - \lambda (x_k \otimes y_k - y_{k+1} \otimes x_k) - \lambda^2 y_{k+1} \otimes y_k$.

Indeed,

$$L_{k+1} = L'' = (C + \lambda \xi \otimes \xi) L'(C + \lambda \xi' \otimes \xi')^{-1}$$

$$= (C + \lambda \xi \otimes \xi)(C - \lambda \xi \otimes y)L_d(C - \lambda \xi \otimes y)^{-1}(C + \lambda \xi' \otimes \xi')^{-1}$$

$$= A_k L_k A_k^{-1},$$
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since \( \xi' = y_{k+1} \), \( \xi = -y_k \), \( C\xi = x_k \). Clearly, (11) can also be checked by a direct calculation.

3.2. Connection Between the Ellipsoidal Billiard 
and the Discrete Neumann System

Replacing \( x_k', y_k' \) by \( x_{k+1}, y_{k+1} \) we rewrite the system \( \phi \) of (4) as

\[
\begin{align*}
x_{k+1} &= Cy_k + v_k C^{-1} x_k \\
y_{k+1} &= -C^{-1} x_k
\end{align*}
\]

or as

\[
x_{k+1} + x_{k-1} = v_k C^{-1} x_k.
\]

Denoting \( C^{-1} x_k = q_k, |q_k| = 1 \) we have

\[
q_{k+1} + q_{k-1} = v_k C^{-1} q_k, \quad |q_k| = 1
\]

which coincides with (11) of Sect. 2.2 with \( J = C \).

**Theorem 6.** If \( (x_k, y_k) \) is a solution of the system (4'), connected with the ellipsoidal billiard (1) as explained before, then \( q_k = C^{-1} x_k \) is the solution of the discrete version of the Neumann system ([12], Sect. 2) with \( J = C \). Conversely, if \( q_k \) is the solution of (13), then \( x_k = Cq_{2k}(-1)^k \) is a trajectory of the billiard's point in the ellipsoid (1) with \( A = J^{-2} \).

This theorem, reminiscent of the connection between the geodesic flow and the Neumann system of [9], can, however, not be considered as a "discretization" of Knörrer's result [16]. First of all instead of the Gaussian mapping we have a linear mapping \( C \). The second new feature is the appearance of the mapping \( \phi \). Moreover, this connection is unexpected because of the different character of the transition to the continuous limit for this discrete system: for the billiard it corresponds simply to the dynamics near the diagonal in \( Q \times Q \), but for the system (11), Sect. 2.2, the diagonal is not invariant, so we have to use another limit process. There is another possibility in considering the dynamics near the zero level of the integral \( F = (J^{-1} x_k, x_{k-1}) \) which corresponds to \( \lambda_k \approx 0, x_{k+1} + x_{k-1} \approx 0 \) [see formulas (5), (6), Sect. 2]. This possibility leads to the ellipsoidal billiard, as follows from Theorem 6.

**Remark.** A natural question arises whether or not the solutions for our discrete systems have the form \( x_k = x(kA) \), where \( x(t) \) is a solution of the corresponding classical problem. The answer is: in general not. This can be seen in the example of the ellipsoidal billiard. Suppose that every orbit lies on one geodesic. Fix \( q_0 \) on a symmetry plane \( Oxy: q_0 = (x_0, y_0, 0), x_0 : y_0 = 0 \), and choose \( q_{-1} \) on the intersection of the ellipsoid with the plane, orthogonal to \( Oxy \) and containing the normal to the ellipsoid in \( q_0 \). Obviously \( q_1 = \sigma(q_{-1}), \sigma(x, y, z) = (x, y, -z) \). For \( q_0 \) and \( q_{-1} \) being close there exists a unique geodesic line \( \gamma \), passing through \( q_0 \) and \( q_{-1} \). From our assumption it follows that it passes also through \( q_1 \). From the uniqueness \( \sigma(\gamma) = \gamma \) and therefore the tangent to \( \gamma \) in \( q_0 \) is orthogonal to \( Oxy \). Thus \( \gamma \) passes through \( q_0 \).
in a definite direction and therefore \(\gamma\) does not depend on \(q_{-1}\). This means that \(\gamma\) coincides with our planar curve and therefore cannot be a geodesic.
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Communicated by J. N. Mather

**Note added in proof.** Recently P. Deift succeeded in answering the question whether the discrete version of the spinning top [formula (4) of Sect. 1] is identical with the “time τ” map, for some τ > 0, of the continuous flow given by Eq. (5). Even though both systems have the same integrals the answer to this equation is negative (as one would hope). Using the formalism of [32] Deift constructed an interpolating flow described by the equation
\[
\dot{M} = [M, B], \quad B = B(M)
\]
for which the “time 1” map gives rise to the discrete system (4). Comparing (\ast) and (5) he found that for small |M| the system (\ast) has the form
\[
\dot{M} = [M, B] = [M, \Omega] + K(M) + O(|M|^5),
\]
where \(K(M)\) is a quartic polynomial which is not identically equal to zero. He shows thus that both flows do not agree; but the discrete system (4) can be viewed as a discretization of (5) agreeing with the continuous flow up to third order.
