Leaf App: Leaf recognition with deep convolutional neural networks
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Abstract. In this paper, a very deep convolutional neural network is used to do leaf recognition. In order to predict location of leaves, some pre-processing technique is adopted to extract regions in the image before doing classification. To improve the accuracy, we enlarge the dataset by data augmentation, i.e., doing several transformations such as horizontal reflection, contrast enhancement and rotations. Experimental results show that by using deep convolutional neural network with data augmentation, our system can achieve accuracy close to the state-of-the-art systems.

1. Introduction
Plants are very important in our lives because they provide us oxygen which is needed by all living things. In order to identify variety of plants much work has been done, including in the field of computer vision. Extraction of leaf shapes, geometric features (diameter, physiological length, physiological width, etc.) and morphological features (aspect ratio, perimeter ratio, rectangularity, etc.) [1], [2] are usually what involved to automatically identify a leaf.

Convolutional neural network (convnet or CNN) has recently become popular because it can achieve state-of-the-art result in image classification by feeding the network with a huge number of images. Alex Krizhevsky et al. [3] used five convolutional, three fully-connected layers and utilized drop out in ImageNet [5] dataset to achieve an error rate of 16.4%. Zeiler et al [4] proposed a technique to visualize convnet by using a deconvolutional network (deconvnet). They visualize AlexNet [3] to examine the convnet and do several improvements to achieve better results.

In this paper, we make the following contributions. First, we proposed a mobile leaf recognition system using a well-known deep convolutional neural network called VGG-16 architecture to achieve a better result without extracting leaf features such as shape, diameter, aspect ratio, etc. from images. Second, we extract the region of images to let the system recognize multiple and overlapped leaves together with their bounding box. Figure 1 shows the overall process of the system.

The rest of the paper is organized as follows. In section 2, we review some of the previous work. In section 3, we describe the pre-processing technique we have done before doing the classification. Section 4 describes the network architecture. Section 5 presents the experimental result. Section 6 will be the discussion and conclusion of the paper.
2. Related Works

**Leaf Recognition.** In recent years, many researches have been conducted on leaf recognition. Kumar et.al [11] proposed mobile app for recognize 184 kind of trees by extracting the curvature features. Wang et al. [12] use Pulse-coupled neural network (PCNN) to extract leaf features. They achieve accuracy above 90% in three different datasets. While Hu et al. [13] applies Multiscale Distance Matrix to get geometric structure of the leaf shape.

**Deep Learning for Leaf Recognition.** Recently, several papers start to utilize CNN to do the leaf recognition [9][10]. Data augmentation was added [9] in order to improve the accuracy. Lee et al. [10] used the AlexNet [3] model to identify leaf and visualize its feature to analyze which features are important for the leaf identification.

3. Image Pre-Processing

This process is aiming at extracting regions in the image. Because the input image from a mobile phone may not contain a single leaf. So applying some simple image preprocessing techniques on the image is needed, especially in the condition where a leaf is overlapped with each other.

3.1. **Image Sharpening**

For edge detection is it necessary to sharpen the image, so that edges can be fully retrieved. Image sharpening is achieved by convolving the following kernel K with the input image:

\[
K = \frac{1}{8} \begin{bmatrix}
-1 & -1 & -1 & -1 & -1 \\
-1 & 2 & 2 & 2 & -1 \\
-1 & 2 & 8 & 2 & -1 \\
-1 & 2 & 2 & 2 & -1 \\
-1 & -1 & -1 & -1 & -1
\end{bmatrix}
\]  

3.2. **Thresholding**

To generate a binary image, a black pixel is used to indicate the foreground and white pixel the background, and the Otsu method [6] is applied to an image that is made grayscale beforehand. Otsu method will automatically select threshold for image segmentation by utilizing the 0-th and the first-order cumulative moment of the gray-level histogram.
3.3. Edge Detection
The well-known edge detector Canny edge detection is used [7]. This algorithm is widely adopted because it can have good detection results. The canny algorithm itself runs by the following steps:
   a. Smoothen an image using a Gaussian filter to remove the noise
   b. Calculate the image gradient
   c. Apply non-maximal suppression to filter out response
   d. Apply double thresholds to remove edge pixels with a weak gradient
   e. Use hysteresis to track the edge which is not extracted from noise

3.4. Morphological Operation
Morphological operators are applied to images to remove the noise inside the image. Mathematical morphology operators consist of four basic operations which are opening, closing, dilation and erosion. The following are opening (2) and closing (3) operators:
\[
\begin{align*}
\bigcirc\bigcirc\bigcirc\bigcirc \ast I & = (\bigotimes \bigotimes H \bigotimes) \bigotimes H \bigotimes \bigotimes \bigotimes \bigotimes \\
\bigotimes \bigotimes H \bigotimes \bigotimes & = (\bigodot \bigodot H \bigodot) \bigotimes H \bigotimes \bigotimes \bigotimes \bigotimes
\end{align*}
\] (2)
And the following are the dilation (4) and erosion (5) operators:
\[
\begin{align*}
I \bigcirc H & = \max_{(i,j) \in H} \{I(u+i,v+j) + H(i,j)\} \\
I \bigotimes H & = \min_{(i,j) \in H} \{I(u+i,v+j) + H(i,j)\}
\end{align*}
\] (4) (5)

3.5. Image Segmentation
For extracting individual leaves in images that contain overlapping leaves or multiple leaves, using a thresholding image is not enough because deep convnet will detect it as a “single-leaf” or “non-leaf” image. So the following steps shown in Figure 2 are used.
   a. Get the threshold map using Otsu method
   b. Get the edge map using Canny edge
   c. Sum up the threshold map and edge map
   d. Invert the map
   e. Remove noise/small holes by using contour hierarchy

![Figure 2. Overview of the segmentation approach.](image)

4. Network Architecture
The deep convolutional neural network model used in this paper is VGG16 [8]. VGG16 as shown in Fig. 3 consists of 16 weight layers 13 convolutional layers and 3 fully connected layers with 138 million total number of parameters and takes 224 x 224 pixels RGB image as the input.

Fine-tuning. In deep convnet, we simply perform a fine tuning in the pre-trained model from ImageNet-1K dataset into Flavia dataset to classify 32 leaf classes. The fine tuning is chosen because
to train the dataset from scratch will be time-consuming and the weights learned from ImageNet-1K pre-train model can be transferred to VGG16 with Flavia dataset.

![VGG16 architecture](image)

**Figure 3.** VGG16 architecture\(^{[16]}\)

5. Experimental Result
Experiments were conducted on NVIDIA GeForce GTX 1080 8GB GPU using an open source framework developed by Berkeley Vision called Caffe \(^{[9]}\) run as a server. The model training is set with an initial learning rate of 0.001, batch size of 25 examples, weight decay of 0.0005, momentum 0.9 and we use a stochastic gradient descent (SGD) as the solver type.

![User interface of leaf app](image)

**Figure 4.** User interface of leaf app.

5.1. Dataset
We train the network using Flavia dataset \(^{[2]}\), which is a popular dataset for leaf recognition. It is publicly available and consists of 32 plants classes. Each image contains a single leaf and the number of images in the dataset is 1907. To make it work with previous model, we rescaled all image dimension to 224x224.

5.2. Data Augmentation
Since we are using a deep network, we need to have a huge number of training images to get the better results and also to reduce the overfitting effect. Because the Flavia dataset only contains 1907 images, we enlarge the dataset by doing several transformations: horizontal reflection, contrast enhancement and rotations (by rotating the image with the interval 10 degrees).

5.3. Comparative Results
Table 1 shows the accuracy comparison when different datasets are used. Images are selected randomly for testing. Our system shows that by using the initial images in the Flavia dataset which contains 1907 images, it can already achieve the accuracy of 99.7%. While using a bigger dataset
(initial image is expanded twenty times through data augmentation) [9], the accuracy improves to 99.9%, as shown in Figure 5.

**Table 1. Accuracy in dataset.**

| Test set                      | Accuracy (%) |
|-------------------------------|--------------|
| Initial dataset               | 99.7         |
| Initial + data augmentation   | 99.9         |

![accuracy vs iteration](image)

**Figure 5.** Accuracy according to iterations.

In Table 2, we can see that by using deep convnet, our system can achieve accuracy 99.9%. It means that deep convnet can outperform the results from other schemes. By using convnet, leaf recognition can be done automatically. Extracting the leaf shape, diameter, aspect ratio, etc. is no longer needed.

**Table 2. Comparison with other schemes**

| Scheme                     | Accuracy (%) |
|----------------------------|--------------|
| PNN in [2]                 | 90           |
| PCNN in [12]               | 96.67        |
| MLNN in [15]               | 94           |
| CNN in [9]                 | 94.6         |
| Deep CNN in [10]           | 99.6         |
| VGG+data augmentation      | 99.9         |

6. Discussion and Conclusion

This paper presents deep convolutional neural network for leaf recognition. We develop a mobile application, where a user can capture an image from the camera or load an image from the phone’s gallery, send it to the server and the server will return the class which has the highest score along with its locations. From the experimental results, it can be shown that our system can achieve a better result when compared with the other methods. However, to be able to extract the region and locate the leaf image it is highly dependent on the image conditions (e.g., shadow, illumination, etc.). For future works, we will develop a system that can recognize leaf image under more general conditions.
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