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Abstract. Recent work has shown that language models scaled to billions of parameters, such as GPT-3, perform remarkably well in zero-shot and few-shot scenarios. In this work, we experiment with zero-shot models in the legal case entailment task of the COLIEE 2022 competition. Our experiments show that scaling the number of parameters in a language model improves the F1 score of our previous zero-shot result by more than 6 points, suggesting that stronger zero-shot capability may be a characteristic of larger models, at least for this task. Our 3B-parameter zero-shot model outperforms all models, including ensembles, in the COLIEE 2021 test set and also achieves the best performance of a single model in the COLIEE 2022 competition, second only to the ensemble composed of the 3B model itself and a smaller version of the same model. Despite the challenges posed by large language models, mainly due to latency constraints in real-time applications, we provide a demonstration of our zero-shot monOTo5-3b model being used in production as a search engine, including for legal documents. The code for our submission and the demo of our system are available at https://github.com/neuralmind-ai/coliee and https://neuralsearchx.neuralmind.ai respectively.
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1 Introduction

A common practice in machine learning competitions and leaderboards is to use training and test data from the same distribution. However, winning models often fail when applied to real-world applications, since real-world data is usually more diverse and may differ from the data seen during training [6,7]. Thus, our goal is to develop models capable of generalizing to examples outside of the training data distribution.

In the legal domain, it is known that the low availability of annotated data is a serious problem [8,23], making it very difficult to develop high-performance models for legal tasks. An alternative to address this problem is to transfer knowledge using models fine-tuned on related domains where annotated data
is abundant. However, models tend to underperform in scenarios that involve different data distributions (e.g., text domains) between training and inference. Developing models capable of overcoming this instability is an important challenge to be addressed, as in the long term it is desirable that our models are robust enough to take advantage of previously learned information to generalize well to new domains and tasks.

It has also been shown that the high number of parameters in larger language models, up to billions, results in greater generalization ability and consequently superior zero-shot performance compared to smaller models. Rabelo et al. [17] were the first to apply zero-shot techniques to the legal case entailment task, and Rosa et al. [26] showed that zero-shot models can outperform fine-tuned ones on this task. In this work, we show that performance on the legal case entailment task can be further improved simply by scaling the language model, without the need for any adaptation to the legal domain or fine-tuning on the in-domain training dataset.

2 Related Work

Zero-shot and few-shot models have demonstrated competitive performance compared to fine-tuned ones in many textual tasks. For example, Pradeep et al. [16] used a Text-To-Text Transfer Transformer (T5) model fine-tuned only on a general domain ranking dataset to achieve the best or second-best performance in multiple domain-specific tasks such as Precision Medicine [24] and TREC-COVID [32]. Rosa et al. [26] showed for the legal case entailment task that language models without any fine-tuning on the target task can perform better than models fine-tuned on the task itself. They argued that, given limited labeled data for training and a held-out test set, such as in the COLIEE competition, a zero-shot model fine-tuned only on a large and diverse general domain dataset may be able to generalize better to unseen data than models fine-tuned on a small domain-specific dataset. In this work, we evaluate this zero-shot approach, but using a much larger model.

Larger language models have recently shown stronger zero-shot and few-shot capabilities than smaller models. For example, Brown et al. [3] presented GPT-3, a language model with 175 billion parameters. They evaluated the model learning ability in few-shot scenarios and showed that scaling up language models greatly improves performance, sometimes even achieving competitive results compared to models fine-tuned on hundreds of thousands of examples. Sanh et al. [27] developed a system to map any natural language task into human-readable prompted forms and converted several supervised datasets into that format. They fine-tuned a T5 model of 11 billion parameters on this new multitask dataset and found that the model achieves strong zero-shot performance across multiple held-out datasets, including outperforming models up to 16 times its size. Wei et al. [30] introduced instruction tuning, a new approach to improve the zero-shot learning ability of larger language models, in which task-specific instructions are given to models using natural language. This approach substan-
tially improved performance and outperformed the GPT-3 model on multiple datasets in zero-shot scenarios.

Zhong et al. [33] proposed *meta-tuning*, a method for optimizing zero-shot learning of large language models by fine-tuning on a collection of datasets in a question answering format. The model outperformed question answering models of the same size, including the previous state-of-the-art method. Furthermore, recent results suggest that we still did not reach the limits of this trend of increasing model size. To understand the impact of scaling in few-shot learning, Chowdhery et al. [5] introduced the Pathways Language Model (PaLM), a language model with 540 billion parameters that achieved state-of-the-art few-shot results in hundreds of language tasks. Furthermore, PaLM 540B outperformed fine-tuned state-of-the-art models in multiple tasks and also surpassed the average human performance on the BIG-bench benchmark.

Winata et al. [31] evaluated the few-shot learning ability of several GPT and T5 models in multilingual scenarios. They showed that given a few examples in English as context, language models can correctly predict test samples in languages other than English. Lin et al. [12] fine-tuned a multilingual language model with 7.5 billion parameters in a wide range of languages to study the model’s zero-shot and few-shot learning capabilities across multiple tasks. The model achieved state-of-the-art results in more than 20 languages, outperforming GPT-3 on a number of tasks such as multilingual common sense reasoning and natural language inference.

However, these promising results were not limited to models with billions of parameters. Mishra et al. [13] fine-tuned a BART model with 140 million parameters using samples containing instructions written in natural language and evaluated the model few-shot ability on unseen tasks. The results suggested that fine-tuning on a collection of tasks improves performance on unseen tasks, even for smaller models.

### 3 Legal Case Entailment Task

The Competition on Legal Information Extraction/Entailment (COLIEE) [18,20,19,10,9] is an annual competition whose goal is to improve and evaluate the performance of automated systems in legal tasks.

Legal case entailment is the second task of COLIEE 2022, which consists of identifying a set of candidate paragraphs from previous judicial decisions that corroborate with or are relevant to a given new judicial decision. The dataset comprises case laws collected from the Federal Court of Canada. The training data contains 525 judicial decisions, their respective candidate paragraphs that perhaps may be relevant to the given decision, and a set of labels containing the candidate paragraphs that entail the judicial decision. The test set contains 100 judicial decisions and only their candidate paragraphs, since labels are only revealed after the competition. The dataset has an average of 35 candidate paragraphs per judicial decision, of which only one is relevant on average. In Table 1, we show the statistics of the COLIEE 2021 and COLIEE 2022 datasets.
Table 1. COLIEE dataset statistics.

|                          | 2021 Train | 2021 Test | 2022 Train | 2022 Test |
|--------------------------|------------|-----------|------------|-----------|
| Examples (base cases)    | 425        | 100       | 525        | 100       |
| Avg. # of candidates / example | 35.80      | 35.24     | 35.69      | 32.78     |
| Avg. positive candidates / example | 1.17       | 1.17      | 1.14       | -         |
| Avg. of tokens in base cases | 37.51      | 32.97     | 36.64      | 32.21     |
| Avg. of tokens in candidates | 103.14     | 100.83    | 102.71     | 104.61    |

The micro F1 score is the official metric in this task:

\[
F1 = \frac{2 \times Precision \times Recall}{Precision + Recall},
\]

where Precision is the number of candidate paragraphs correctly retrieved for all judicial decisions divided by the number of paragraphs retrieved for all judicial decisions, and Recall is the number of candidate paragraphs correctly retrieved for all judicial decisions divided by the number of relevant candidate paragraphs for all judicial decisions.

4 Method

In this section, we describe monoT5, which is the model used throughout this work. MonoT5 is an adaptation of the T5 model [21] designed by Nogueira et al. [15]. The authors proposed to fine-tune the model on the MS MARCO dataset [1] to generate the tokens “true” or “false” depending on the relevance of a document to a query. During inference, monoT5 generates a score that measures this relevance by applying a softmax function to the logits of the tokens “true” and “false”, and then considering the probability of the token “true” as the final score. The model is close to or at the state of the art on datasets such as TREC-COVID [28], TREC 2020 Precision Medicine [16] and Robust04 [29].

We extend our zero-shot approach developed for the COLIEE 2021 competition [26], but now we experiment with a much larger model, which has billions of parameters. We refer to this approach as zero-shot because the models were only fine-tuned on general domain text coming from MS MARCO and directly evaluated on COLIEE’s test set, which is made up of legal texts. We use the T5-base and T5-3B models available at Hugging Face, and already fine-tuned for 10k steps on MS MARCO, which corresponds to almost one epoch of its training set. We refer to the resulting models as monoT5-base-zero-shot and monoT5-3b-zero-shot.

At inference time, monoT5 uses the following input template:
Query: $q$  
Document: $d$  
Relevant: $\text{Relevant}$

where $q$ represents a fragment of a judicial decision from a new legal case and $d$ represents one of the candidate paragraphs of existing legal cases that may or may not be relevant to the given decision.

The model receives the input prompt and estimates a score $s$ that quantifies the relevance of a candidate paragraph $d$ to a fragment of a judicial decision $q$. That is,

$$s = P(\text{Relevant} = 1|d, q).$$

The final score for each input is the probability assigned by the model to the token “true”. After computing all scores, we apply the method described in Section 4.1 to select the relevant candidate paragraphs.

4.1 Answer Selection

The models used in the experiments estimate a score for each pair of judicial decision and candidate paragraph. To select the final set of paragraphs for a given judicial decision, we apply three rules:

- Select paragraphs whose scores are above a threshold $\alpha$;
- Select the top $\beta$ paragraphs with respect to their scores;
- Select paragraphs whose scores are at least $\gamma$ of the top score.

We use grid search to find the best values for $\alpha$, $\beta$, $\gamma$ on the training set of the COLIEE 2022 dataset. We sweep $\alpha = [0, 0.1, ..., 0.9]$, $\beta = [1, 2, ..., 10]$, and $\gamma = [0, 0.1, ..., 0.9, 0.95, 0.99, 0.995, ..., 0.9999]$.

Note that our hyperparameter search includes the possibility of not using the first rule or the third rule if $\alpha = 0$ or $\gamma = 0$ are chosen, respectively.

4.2 Ensemble

We use the following approach to combine the answers from two models. First, we concatenate the answers provided by each model. Second, we remove duplicates while preserving the highest score. We then apply the answer selection method explained in Section 4.1 to select the final set of answers. The goal is to keep only answers with a certain degree of confidence (i.e., score).

5 Results

We present our results in Table 2. The BM25 method scores above the median of submissions in the COLIEE 2020 and 2021 datasets (row 2 vs. 1a), suggesting that BM25 is a strong baseline and agrees with the results from other competitions [10,25]. The median F1 score for 2022 submissions is considerably higher.
Table 2. F1 scores on the test sets of the legal case entailment task of COLIEE 2020, 2021 and 2022. Our best single model for each year is in bold.

| Description                                      | Submission name      | Params    | 2020   | 2021   | 2022   |
|--------------------------------------------------|----------------------|-----------|--------|--------|--------|
| (1a) Median of submissions                       | -                    | -         | 0.5718 | 0.5860 | 0.6391 |
| (1b) Best of 2020 [14]                          | JNLP.task2.BMWT      | -         | -      | 0.6753 | -      |
| (1c) 2nd best team of 2021 [11]                 | UAregpp              | -         | -      | 0.6274 | -      |
| (1d) 2nd best team of 2022                       | run2relamr           | -         | -      | -      | 0.6694 |
| (2) BM25 [26]                                    | -                    | -         | 0.6046 | 0.6009 | -      |
| (3) DeBERTa [25]                                 | DeBERTa              | 350M      | -      | 0.7094 | 0.6339 |
| (4) monoT5-base-zero-shot                       | monot5-base          | 220M      | -      | 0.7192 | 0.6325 |
| (5) monoT5-large [20]                            | monoT5               | 770M      | 0.6887 | 0.6610 | -      |
| (6) monoT5-large-zero-shot                      | monoT5-3b            | 770M      | 0.6577 | 0.6872 | -      |
| (7) monoT5-3b-zero-shot                         | monet5-ensemble      | 3,000M    | -      | 0.7477 | 0.6757 |
| (8) Ensemble of (3) and (5)                      | DebertaT5            | 1,120M    | 0.7217 | 0.6912 | -      |
| (9) Ensemble of (4) and (7)                      | monet5-ensemble      | 3,220M    | -      | 0.7567 | 0.6783 |

than in previous years, approaching our best method of 2021, indicating that other teams are using pretrained transformer models for this task.

Results in the COLIEE 2021 test set show that scaling the model size from base to large leads to a decrease in performance. It is not clear why this happens, but it is not the first time that T5-base achieves better performance than T5-large on an entailment task [4]. However, scaling to monoT5-3B provides a significant performance gain, easily outperforming all single models and confirming the trend that much larger models bring better model quality.

For the COLIEE 2022 competition, we submitted three runs using different sizes of monoT5-zero-shot models: a monoT5-base (row 4), a monoT5-3B (row 7) and an ensemble between monoT5-base and monoT5-3B (row 9). Performance consistently increases with model size and two of our submissions (rows 7 and 9) score above the median of submissions and above the second best team in the competition. Furthermore, our ensemble method effectively combines the predictions of different monoT5 models, achieving the best performance among all submissions (row 9).

5.1 Ablation of the Answer Selection Method

Table 3. Ablation on the 2021 test set of the answer selection method.

| Model                                      | F1 Score | Precision | Recall | α, β, γ |
|--------------------------------------------|----------|-----------|--------|---------|
| monoT5-base-zero-shot (no rule)            | 0.7004   | 0.7600    | 0.6495 | 0, 1, 0 |
| monoT5-base-zero-shot                      | 0.7192   | 0.7387    | 0.7008 | 0, 4, 0.995 |
| monoT5-3b-zero-shot (no rule)              | 0.7373   | 0.8000    | 0.6838 | 0, 1, 0 |
| monoT5-3b-zero-shot                        | 0.7477   | 0.7904    | 0.7094 | 20, 3, 0.999 |
In Table 3 we show the ablation result of the answer selection method proposed in Section 4.1. Our baseline answer selection method uses only the candidate paragraph with the highest score as the final answer set, i.e., $\alpha = \gamma = 0$ and $\beta = 1$. For all models, the proposed answer selection method gives improvements of at least one F1 point over the baseline.

6 Conclusion

In this work, we explored the zero-shot ability of a multi-billion parameter language model in the legal domain. We showed that, for the legal case entailment task, language models without any fine-tuning on the target dataset and target domain can outperform models fine-tuned on the task itself. Furthermore, our results support the hypothesis that scaling language models to billions of parameters improves zero-shot performance. This method has the potential to be extended to other legal tasks, such as legal information retrieval and legal question answering, especially in limited annotated data scenarios.

However, while large language models have achieved state-of-the-art performance in many tasks, one of their main disadvantages is inference speed, primarily due to their computationally intensive nature, which can make them expensive to deploy in real-world applications. Addressing this problem is an important challenge that requires the development of techniques that seek to optimize the latency of the models.
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