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Abstract—Vertical federated learning (VFL), a variant of Federated Learning (FL), has recently drawn increasing attention as the VFL matches the enterprises’ demands of leveraging more valuable features to achieve better model performance. However, conventional VFL methods may run into data deficiency as they exploit only aligned and labeled samples (belonging to different parties), leaving often the majority of unaligned and unlabeled samples unused. The data deficiency hampers the effort of the federation.

In this work, we propose a Federated Hybrid Self-Supervised Learning framework, named FedHSSL, that utilizes cross-party views (i.e., dispersed features) of samples aligned among parties and local views (i.e., augmentation) of unaligned samples within each party to improve the representation learning capability of the VFL joint model. FedHSSL further exploits invariant features across parties to boost the performance of the joint model through partial model aggregation. FedHSSL, as a framework, can work with various representative SSL methods. We empirically demonstrate that FedHSSL methods outperform baselines by large margins. We provide an in-depth analysis of FedHSSL regarding label leakage, which is rarely investigated in existing self-supervised VFL works. The experimental results show that, with proper protection, FedHSSL achieves the best privacy-utility trade-off against the state-of-the-art label inference attack compared with baselines. Code is available at https://github.com/jorghyq2016/FedHSSL.

Index Terms—Vertical federated learning, self-supervised learning, privacy preservation, neural network.

I. INTRODUCTION

Federated learning (FL) enables independent parties to build machine learning models collaboratively without sharing private data [1], [2]. This makes FL a practical solution to tackle data silo issues while complying with increasingly strict legal and regulatory constraints enforced on user privacy, such as the General Data Protection Regulation (GDPR). [2] categorizes FL into Horizontal FL (HFL) and Vertical FL (VFL). HFL typically involves a large number of parties that have different samples but share the same feature space, while VFL involves several parties that own distinct features of the same set of samples. Recently, VFL has drawn increasing attention as the VFL matches the enterprises’ demands of leveraging more valuable features to achieve better model performance without jeopardizing data privacy. e.g., VFL has been widely deployed in industries such as finance [3] and advertising [4].

However, VFL has two critical limitations. One is the deficiency of labeled samples. For example, positive labels are costly in the credit risk assessment because they are available only when customers either complete their repayment or default, which may take a few years. Another limitation is the deficiency of aligned samples. When participating parties have quite different customer bases, their aligned samples are likely to be very limited. To address these two limitations, [5] proposed a federated cross-view approach that leverages the aligned samples to estimate missing features and labels, which in turn is utilized for training the joint VFL model. This approach essentially relies on aligned samples and is conducted in a supervised learning manner. Recently, self-supervised learning (SSL) has been introduced to HFL, aiming to improve the representation learning capability of the global model on label deficiency scenarios [6], [7], while the research on integrating SSL into VFL is understudied. Existing SSL works in VFL either solely used local unlabeled data [8], [9] without considering cross-party views of the aligned samples or only focused on aligned unlabeled sample [10], but failed to exploit each party’s local data. Besides, although SSL does not involve labels, sample/feature alignment may result in the leakage of label information. Existing SSL-based VFL works rarely studied the impact of SSL on label leakage.

To fill these gaps, we propose FedHSSL, a Federated Hybrid Self-Supervised Learning framework (illustrated in Fig. 4). FedHSSL simultaneously exploits (i) cross-party views (i.e., dispersed features) of samples aligned among parties and (ii) local views (i.e., augmentations) of samples within each party, and aggregates (iii) invariant features shared among parties, aiming to improve the overall performance of the final joint model. Furthermore, we analyze the label leakage of both the pretraining and fine-tuning phases of FedHSSL and investigate the protection against the label inference attack on FedHSSL. Our contributions are as follows:

- We propose a federated hybrid SSL framework that takes advantage of all available data through SSL and partial model aggregation to address the data deficiency issue in VFL. Experimental results show that FedHSSL methods outperform baselines by large margins on four datasets. The ablation study demonstrates the effectiveness of each step involved in FedHSSL in improving the performance of the VFL joint model.
- We analyze the label leakage issue of FedHSSL. This is one of the first attempts to study label leakage of pretrained models in VFL. Experimental results demonstrate that FedHSSL achieves a better privacy-utility trade-off than baselines.

II. RELATED WORKS

A. Vertical Federated Learning (VFL)

VFL aims to build a joint machine learning model using features dispersed among parties while protecting privacy [11].
In recent years, the literature has presented various algorithms in the VFL setting. [12] proposed vertical logistic regression (VLR) using homomorphic encryption (HE) to protect data privacy. [13] further enhanced the privacy-preserving capability of VLR by employing a hybrid strategy combining HE and secret sharing (SS). [14] proposed the SecureBoost, a VFL version of XGBoost, that leverages HE to protect the parameters exchanged among parties. To tackle the data deficiency issue of VFL, [15] integrated transfer learning into VFL to help the target party predict labels. [5] applied a semi-supervised learning method to estimate missing features and labels for further training.

B. Self (Semi)-Supervised Learning in VFL

With the success of contrastive learning in computer vision, it gradually dominates self-supervised learning (SSL) [16], [17]. While several works applied SSL to HFL to address non-IID [18], [19] or label deficiency issues [6], [20]–[22], the research on integrating SSL into VFL is limited. [8], [9] pretrained participating parties’ local models leveraging their unaligned local samples without considering aligned samples. [10] used aligned samples for learning discriminative representations but did not use unlabeled local samples. [5], [23] exploited semi-supervised learning techniques to predict pseudo labels of unaligned samples and estimate missing features to boost the performance of VFL joint models. Table I briefly summarizes these works.

Several VFL works aim to build a local predictor for one party instead of a VFL joint model. For example, the goal of [24]–[26] is to train a local predictor for the active party for addressing the efficiency or availability issue in the inference phase, while [27]–[30] proposed to transfer the knowledge from the active party to help the passive party build a classifier. These works are out of the scope of this work.

C. Privacy Attacks and Protections in VFL

VFL involves two kinds of privacy leakage: feature leakage and label leakage. [33] proposed model inversion attack to infer features of the passive party. However, in the practical VFL setting, parties typically have black-box knowledge on the model information of each other. Thus, it is challenging for the attacker to infer features of other parties. The literature has proposed two forms of label inference attacks in VFL: the gradient-based [34] and the model-based [35]. The former often applies to binary classification, and the latter is difficult to be defended against, but it requires auxiliary training data. [34] proposed three protection methods against gradient-based attacks. [36] proposed a data encoding protection mechanism called CoAE, which can thwart model-based attacks effectively in some scenarios. Cryptography-based protections are seldom applied to VFL that involves deep neural networks (DNN) for their high communication and computational cost. [3] proposed a HE-protected interactive layer that protects the outputs of parties’ local DNN without protecting gradients. Thus, it can not defend against label inference attacks.

III. PRELIMINARIES

We review the concepts of vertical federated learning and self-supervised learning methods we adopt in this work.

A. Vertical Federated Learning

Vertical federated learning deals with scenarios where participating parties share the same set of samples but each holds a distinct portion of features of these samples. More specifically, often one party holds labels but may or may not owns features. This party is called active party because it typically is the initiator of VFL training and inferencing, while other parties hold only features and are called passive parties [37].

![Fig. 1. The conventional VFL setting illustrated by two parties. Active party 1 owns a bottom model $f^1$, a top model $g^1$, while passive party 2 owns a bottom model $f^2$. We call the joint VFL model composed of $f^1$, $f^2$, and $g^1$ FedSplitNN.](image)

We take the 2-party VFL setting as an example (see Figure 1). We assume the two parties collaboratively own a dataset $(Y_1^1, X_1^1, X_2^1)$, party 1 is the active party who owns features...
and labels \((X_1, Y_1, X_2, Y_2)\), and party 2 is the passive party who owns features \(X_2^t\). In this work, we use superscripts to identify participating party, and subscripts for other denotations.

The active party 1 and passive party 2 utilize bottom model \(f^1\) and \(f^2\), respectively, to extract high-level features from raw input \(x^1 \in X_1^t\) and \(x^2 \in X_2^t\). The active party also has a top model \(g^1\) that transforms the aggregated (denoted by \(\oplus\)) outputs \(z^1 = f^1(x^1)\) and \(z^2 = f^2(x^2)\) into predicted labels, which together with the ground-truth labels \(y^1\) are used to compute the loss formulated in Eq. (1). We call the joint VFL model composed of \(f^1, f^2\), and \(g^1\) FedSplitNN.

\[
L_{fed} = \ell_{ce}(g^1(z^1 \oplus z^2), y^1)
\]

where \(\ell_{ce}\) is cross entropy, \(y^1 \in Y_1^t\). Typical aggregation methods include concatenation along the feature axis, max-pooling and averaging. By minimizing \(L_{fed}\) in Eq. (1), bottom model \(f^1\) and \(f^2\), as well as top model \(g^1\) are updated.

### B. Self-supervised learning

Among various self-supervised learning (SSL) methods, contrastive learning [16] has become the state-of-the-art method. It essentially groups semantically nearby samples (positive pairs) in the representation space while pushing apart the dissimilar samples (negative pairs) as far as possible [17], [38], [39], [40] proposed non-contrastive methods, which use only positive pairs in self-supervised learning and demonstrates competitive performance with reduced complexity.

| Method     | Target encoder \(\bar{f}\) | Predictor \((h)\)   | Loss          |
|------------|-----------------------------|---------------------|---------------|
| SimSiam    | equals online encoder \(f\) | MLP                 | \(L_{SimSiam}\) |
| BYOL       | EMA of online encoder \(f\) | MLP                 | \(L_{BYOL}\)  |
| MoCo       | EMA of online encoder \(f\) | identical function  | \(L_{MoCo}\)  |

In this section, we provide a brief introduction of three representative SSL methods: MoCo [38], BYOL [39], SimSiam [40]. A schematic illustration of these three methods is shown in Fig. 2, and a comparison of their differences are listed in Table II. Given a batch of sample \(x\), its two augmented version are \(v_1 = T(x)\) and \(v_2 = T(x)\). \(T\) denotes a data augmentation strategy. An online encoder \(f\) transforms \(v_1\) to \(z_1\), and a target encoder \(\bar{f}\) transforms \(v_2\) to \(\bar{z}_2\). A predictor, \(h\), is used to further convert \(z_1\) to \(p_1\). That is \(z_1 = f(v_1)\), \(\bar{z}_2 = \bar{f}(v_2)\), and \(p_1 = h(z_1)\). All three methods follow this two-tower structure, and it should be noted that gradients are not computed for the target encoder. Here we omit the symmetrized computation path by swapping \(v_1\) and \(v_2\) for the simplicity.

**MoCo.** Momentum Contrast (MoCo) [38] utilizes the InfoNCE loss and a momentum encoder to ensure a better representation consistency and an additional queue to enable training with small batch size. That means \(\bar{f}\) is a momentum version of \(f\), and a sample \(Q\), which maintains a dynamic pool of feature vectors from previous batches. The predictor \(h\) is simply an identical function. The training objective is

\[
L_{MoCo} = -\log \frac{\exp(\langle z_1, st(\bar{z}_2) \rangle)}{\sum_{q \in Q} \exp(\langle z_1, st(\bar{z}_q) \rangle)}
\]

where \(\bar{z}_q \in Q\), \(st(\cdot)\) means stop-gradient. By minimizing this loss, the positive pairs are pulled closer while negative pairs are pushed away in representation space.

**BYOL.** Bootstrap Your Own Latent (BYOL) [39] differs from the MoCo method in that it only requires positive pairs, making the training procedure much simpler. The target encoder \(\bar{f}\) is a momentum version of \(f\), the same as MoCo. To avoid a collapse in representation space, a multi-layer perceptron (MLP) is used as the predictor \(h\). The training objective is formulated as follows.

\[
L_{BYOL} = \left\| \frac{p_1}{\|p_1\|_2} - \frac{st(\bar{z}_2)}{\|st(\bar{z}_2)\|_2} \right\|^2_2 = 2 - 2 \cdot \left(\frac{p_1}{\|p_1\|_2} \cdot \frac{st(\bar{z}_2)}{\|st(\bar{z}_2)\|_2}\right)
\]

**SimSiam.** The Simple Siamese (SimSiam) [40] method is similar to BYOL that it also utilizes an asymmetric MLP predictor, \(h\), and a similarity-based objective that only needs positive pairs. It further removes the momentum encoder and
uses the same encoder, \( \hat{f} = f \), for converting \( v_1 \) and \( v_2 \). The training objective becomes:

\[
\mathcal{L}_{\text{SimSiam}} = - \frac{p_1}{||p_1||_2} \cdot \frac{\text{st}(z_2)}{||\text{st}(z_2)||_2}.
\]

In this work, we adopt the three representative SSL methods, SimSiam [40], BYOL [39], and MoCo [38], as the base SSL methods for FedHSSL to investigate the effectiveness of FedHSSL as a framework.

### IV. METHODOLOGY

In this section, we formulate our VFL setting and problem. We then elaborate on our FedHSSL framework.

#### A. Problem Formulation

We consider a general VFL setting that involves \( K \) parties. The \( i \)-th party owns a dataset \( X^i = (X_{al}^i, X_{nl}^i) \), \( i \in \{1, \ldots, K\} \), where \( X_{al}^i \) and \( X_{nl}^i \) denote aligned and non-aligned samples, respectively. We assume only party 1 has labels and denote party 1’s labeled samples as \( (Y_1^1, X_1^1) \), where \( X_1^1 \subseteq X_{al}^1 \). Figure 3 depicts the virtual dataset formed by two parties (i.e., parties 1 and 2) for illustrative purposes.

In conventional VFL, as explained in Section III-A, participating parties collaboratively train a joint model using aligned and labeled samples \( (Y_1^1, X_1^1, X_2^2, \ldots, X_K^K) \), leaving each party’s aligned but unlabeled samples \( X_{al}^i \backslash X_{al}^1 \) as well as unaligned samples \( X_{nl}^i \) unused.

We propose a Federated Hybrid SSL (FedHSSL) framework that pretrains participants’ local models by leveraging all available unlabeled samples of all parties \( X^i = (X_{al}^i, X_{nl}^i) \) for \( i, i \in \{1, \ldots, K\} \). Then, the conventional VFL is conducted to fine-tune pretrained models with a classifier \( g \) on top of pretrained models using aligned and labeled samples.

The goal of FedHSSL is to enhance the performance of the VFL joint model trained on downstream supervised task (see Section I). Therefore, we evaluate the performance of FedHSSL on downstream supervised tasks.

![Fig. 3. Virtual dataset owned by two parties. The aligned samples \((X_{al1}, X_{al2})\) account for a small portion of each party’s total samples. The amount of labeled aligned samples \((Y_1^1, X_1^1, X_2^2)\) is even less, while each party has a large amount of non-aligned local samples (i.e., \( X_{nl1}^1 \) and \( X_{nl2}^2 \)).](image)

#### Algorithm 1 FedHSSL Pretraining Procedure

**Input:**
- Dataset \( X^i = (X_{al}^i, X_{nl}^i) \) of party \( i, i \in \{1, \ldots, K\} \);
- Cross-party encoder \( f_{1}^i \) and predictor \( h_{1}^i \), \( i \in \{1, \ldots, K\} \);
- Local encoder \( f_I = (f_{1}^i, f_{2}^i) \) and predictor \( h_I = (h_{1}^i, h_{2}^i) \), \( i \in \{1, \ldots, K\} \);

**Output:**
- Pretrained encoders \( f_{1}^i \) and \( f_{2}^i \), \( i \in \{1, \ldots, K\} \)

1: // Refer to Table II for implementation variations of adopting different SSL methods (i.e., SimSiam, BYOL, and MoCo)
2: for each global iteration do
3:     \( \triangleright \) Step 1: Cross-party SSL
4:     for party \( i \in \{1, \ldots, K\} \) do
5:         for mini-batch \( x_{al}^i \in X_{al}^i \) do
6:             Compute \( z_t^i = f_{1}^i(x_{al}^i) \) and \( p_t^i = h_{1}^i(z_t^i) \)
7:             if \( i == 1 \) then
8:                 Send \( z_t^i \) to parties \( \{2, \ldots, K\} \);
9:             else
10:                Send \( z_t^i \) to party 1;
11:         end if
12:             Compute \( L_{\text{cross}}^i \) according to Eq. (5)
13:         end for
14:     end for
15:     \( \triangleright \) Step 2: Cross party-guided local SSL
16:     for party \( i \in \{1, \ldots, K\} \) do
17:         for mini-batch \( x^i \in X^i \) do
18:             Compute \( \tilde{v}_1^i, v_2^i = T(x^i), T(x^i) \)
19:             Compute \( \tilde{p}_2^i, \tilde{z}_2^i = h_I(\tilde{v}_1^i), \tilde{f}_I(\tilde{v}_2^i) \)
20:             Compute \( p_2^i \) and \( z_2^i \) by swapping \( v_1^i \) and \( v_2^i \)
21:             // for cross-party regularization
22:             Compute \( L_{\text{local}}^i \) according to Eq. (6)
23:         end for
24:         Update model \( f_{1}^i \) and \( h_{1}^i \)
25:     end for
26:     \( \triangleright \) Step 3: Partial model aggregation
27:     for party \( i \in \{1, \ldots, K\} \) do
28:         Send local model \( f_{lt}^i \circ h_{lt}^i \) to the server
29:     end for
30:     The server performs \( f_{lt}^i \circ h_{lt}^i = \frac{1}{K} \sum_{i=1}^{K} f_{lt}^i \circ h_{lt}^i \)
31:     The server sends \( f_G^i \circ h_G^i \) back to all parties
32: end for

#### B. Federated Hybrid Self-Supervised Learning

The core idea of FedHSSL is to utilize cross-party views (i.e., dispersed features) of samples aligned among parties and local views (i.e., augmentations) of samples within each party to improve the representation learning capability of the joint ML model through SSL. FedHSSL further utilizes generic features shared among parties to boost the joint model through partial model aggregation. Specifically, our FedHSSL consists of three steps:

1. Cross-party SSL using aligned samples;
2. Cross-party-guided local SSL using local samples;
3. Partial model aggregation.
These steps combine the VFL-like cross-party SSL and the HFL-like model aggregation, and thus we call them Federated Hybrid SSL (FedHSSL) as a whole. The training procedure of FedHSSL is described in Alg. 1 and illustrated in Fig. 4.

1) Cross-Party SSL: In VFL, each party can be thought of as holding one view of each aligned sample. These cross-party views naturally form positive sample pairs to train the SSL model (i.e., the cross-party encoder $f^c$ and predictor $h^c$) of each party $i$. The cross-party SSL is described in Step ① of Alg. 1. Specifically, for each party $i$, its input $x^i$ is converted by the cross-party encoder $f^c_i$ to the representations $z^c_i$, which in turn is transformed to $h^c_i$ via a predictor $h^c_i$. Then, party 1 (with labels) exchanges its representations $z^c_1$ with other parties’ representations $z^c_j, j = 2, \ldots, K$. Upon receiving corresponding representations, each party $i$ optimizes its cross-party model via minimizing the cross-party loss $L^c_{cross}$:

$$L^c_{cross} = \begin{cases} \frac{1}{K-1} \sum_{j=2}^{K} L_{SSL}(p^1_c, z^c_j), & \text{if } i = 1. \\ L_{SSL}(p^1_c, z^c_1), & \text{otherwise.} \end{cases}$$

where $L_{SSL}$ is a self-supervised loss and its specific form depends on the specific SSL method applies to FedHSSL (see Table II).

FedHSSL adopts the same message-exchanging strategy as the conventional VFL, in which messages are only exchanged between active party 1 and passive parties, mainly for communication efficiency. The difference is that FedHSSL exchanges no gradient between parties, which automatically implements the stop-gradient.

2) Cross-Party-Guided Local SSL: We propose that each party $i$ uses its trained cross-party encoder $f^c_i$ as guidance to regularize its SSL training of local encoder $f^l_i$ and predictor $h^l_i$ using its local samples. The knowledge from the cross-party encoder helps improve the discriminative capability of $f^l_i$ and $h^l_i$. Besides, it encourages the representations generated by local encoders of different parties to be aligned in the representation space, which is beneficial for the partial model aggregation (i.e., the next step).

The cross-party-guided local SSL is described in Step ② of Alg. 1. More specifically, for each party $i$, two randomly augmented views $v^1_i = \mathcal{T}(x^i)$ and $v^2_i = \mathcal{T}(x^i)$ of an input $x^i$ are converted by a local online encoder $f^l_i$ and a local target encoder $f^t_i$ to the representations $z^l_{1,i}$ and $z^l_{2,i}$, respectively. $\mathcal{T}$ denotes a data augmentation strategy. A local predictor $h^l_i$ then transforms $z^l_{1,i}$ to $p^l_{1,i}$. Following [39], we swap $v^1_i$ and $v^2_i$ to obtain $p^l_{2,i}$ and $z^l_{2,i}$. Then, party $i$ conducts the local SSL by minimizing the symmetrized loss:

$$L^l_{local} = \frac{1}{2} \left( L_{SSL}(p^l_{1,i}, z^l_{2,i}) + L_{SSL}(p^l_{2,i}, z^l_{1,i}) \right) + \gamma \left( L_{SSL}(p^l_{1,i}, z^l_{1,c}) + L_{SSL}(p^l_{2,i}, z^l_{2,c}) \right),$$

where $L_{SSL}(p^l_{1,i}, z^l_{1,c}) + L_{SSL}(p^l_{2,i}, z^l_{2,c})$ is the regularization imposed by the cross-party encoder $f^c_i$ on the training of local encoder; $z^l_{1,c} = f^c_i(v^1_i)$ and $z^l_{2,c} = f^c_i(v^2_i)$; $\gamma$ controls the strength of the regularization.

The effect of cross-party guidance can be visualized in the representation space illustrated in Step ② of Figure 4:
representations independently learned by the local SSL of each party tend to disperse to different locations in the representation space; with the guidance of the cross-party encoder, they are forced towards the position of cross-party encoders, which are trained to share similar behaviors in Step 1.

3) Partial Model Aggregation (PMA): An effective model aggregation requires that the models to be aggregated have sufficiently similar parameter distribution. The cross-party guided local SSL (Step 2) encourages the local encoders and their corresponding predictors \( f_i^l \circ h_i^l, i \in \{1, \ldots, K\} \) to learn similar feature projection in the representation space, making \( f_i^l \circ h_i^l, i \in \{1, \ldots, K\} \) potential candidates for partial model aggregation.

We further divide the local encoder \( f_i^l \) of each party \( i \) into a party-specific local bottom encoder \( f_{lb}^l \) and a local top encoder \( f_{lt}^l \), and share \( f_{lb}^l \circ h_i^l \) with the server for aggregation. The rationale behind this design choice is two-fold: First, the local top encoder tends to learn a generic set of features, making it suitable to be shared among parties. Second, keeping the local bottom encoder private is beneficial for preventing parties’ input features from being attacked (e.g., gradient inversion attack) by the server [41]. The model aggregation is described in Step 3 of Algo. 1.

Implementation Variations for Different SSL Methods. We integrate SimSiam [40], BYOL [39], and MoCo [38], respectively, into FedHSSL to investigate the effectiveness of FedHSSL as a framework. The three SSL methods have three design differences leading to variations in the implementation of Algo. 1, which are summarized in Table II.

V. EXPERIMENTS

A. Experimental Setup

In this section, we elaborate on the experimental setup, including datasets, models, baselines, and training details.

Datasets & models. We conduct experiments on 4 datasets: NUSWIDE [42], Avazu [43], BHI [44], and Modelnet [45]. The former 2 are tabular datasets, while the latter 2 are image datasets. For NUSWIDE, Avazu, and BHI, we split features of the same samples into 2 parts to simulate 2-party VFL scenario. For Modelnet, we divide samples describing the same objects into 4 groups to simulate 4-party VFL scenario. Table III shows chosen models corresponding to each dataset for all parties. All predictors consist of two fully-connected layers (FC). (see Appendix A for more detail on datasets)

| Dataset   | local and cross-party encoders \( f_j^l \) and \( f_i^l \) | local top encoder for PMA \( f_{lt}^l \) |
|-----------|---------------------------------------------------------------|
| NUSWIDE   | 2 FC                                                          |
| Avazu     | 1 Emb + 2 FC                                                  |
| BHI       | ResNet-18                                                     |
| Modelnet  | ResNet-18                                                     |

TABLE III
MODELS FOR EVALUATION. EMB: EMBEDDING LAYER.

Training Details for FedHSSL. In addition to using all local samples for local SSL, we experiment with 40% aligned samples of a dataset to pretrain cross-party encoder and predictor (i.e., cross-party SSL) of FedHSSL. We show our experiment with 20% aligned samples for pretraining in Appendix C-C. \( \gamma \) is set to 0.5 for all datasets (we investigate the sensitivity of \( \gamma \) in Appendix C-A).

Baselines. To evaluate the performance of FedHSSL, we adopt multiple baselines that cover the VFL methods we surveyed in Section II-B (see Table I).

- Supervised. The first two baselines are LightGBM (LGB) [46] and FedSplitNN (see Figure 1), which are widely used supervised VFL models trained on labeled and aligned samples.
- Semi-supervised. We adopt FedCVT [5] as another baseline. FedCVT leverages labeled aligned and local unaligned samples to train a joint model consisting of participating parties’ local encoders and a global classifier. FedCVT only works on the 2-party scenario.
- Self-supervised using local data. We implement three baselines leveraging representative SSL methods, SimSiam, BYOL, and MoCo, respectively, to pretrain participating parties’ local encoders and predictors using only local samples. We name them FedLocalSimSiam, FedLocalBYOL, and FedLocalMoCo, respectively. The three baselines cover methods used in SS-VFL [8] and VFLFS [9].
- Self-supervised using aligned data. VFed-SSD [10] pretrains participating parties’ local encoders and predictors using only aligned unlabeled samples, which is covered by FedCSSL, a sub-procedure of FedHSSL.

All baselines and FedHSSL use the same amount of labeled and aligned samples for training or fine-tuning. For each dataset, the local encoders of FedHSSL and baselines have the same model architecture.

We evaluate FedHSSL methods and SSL baselines by fine-tuning its pretrained encoders and a classifier on top with a varying number of labeled samples ranging from 200 to 1000. Results are reported as averages over 5 trials (see more training details in Appendix B-A).

Data Augmentation. For BHI and Modelnet, data are augmented following the setting described in [40]. For NUSWIDE, 30% features are distorted by replacing the original value with a random value as described in [47]. For Avazu, the continuous features are treated the same way as those of the NUSWIDE, while the categorical features are replaced by extra untrained embedding vectors as described in [48].

B. Main Results

We compare the performance of our FedHSSL framework integrated with SimSiam, BYOL, and MoCo, respectively, with the performance of baselines on four datasets. Both Table IV and Figure 5 show the results.

Figure 5 illustrates that FedHSSL methods (red) generally enhance performance compared with baselines by large margins for all datasets. For example, as reported in Table IV, with 200 labeled samples, the performance of FedHSSL-SimSiam is improved by 0.102 on NUSWIDE, by 0.048 on Avazu, by 0.045 on BHI and by 0.085 on Modelnet, respectively, compared with FedLocalSimSiam. Similarly, FedHSSL-BYOL outperforms FedLocalBYOL by 0.084, 0.055, 0.031,
and 0.046, respectively, on the 4 datasets; FedHSSL-MoCo outperforms FedLocalMoCo by 0.049, 0.043, 0.043, and 0.046, respectively, on the 4 datasets. Besides, with 200 labeled samples, the best-performing FedHSSL method outperforms FedCVT by 0.093 on NUSWIDE, 0.029 on Avazu, and 0.063 on BHI, respectively.

With more labeled samples involved in fine-tuning, the performance improvement of FedHSSL is still noticeable. For example, with 1000 labeled samples, the performance of FedHSSL-SimSiam is improved by 0.058 on NUSWIDE, by 0.034 on Avazu, by 0.032 on BHI, and by 0.036 on Modelnet, respectively, compared with FedLocalSimSiam.

### C. Ablation Study

To study the effectiveness of each step in FedHSSL, we consider two sub-procedures of FedHSSL: (i). **FedCSSL**, which is the cross-party SSL step in Algo. 1 (i.e., Step ①). (ii). **FedGSSL**, which is FedCSSL + cross-party-guided local SSL step in Algo. 1 (i.e., Step ① + Step ②). We evaluate FedCSSL and FedGSSL in the same way as that of FedHSSL: pretrained encoders are fine-tuned by minimizing Eq (1) using aligned and labeled data.

### The Effectiveness of Each Step Involved in FedHSSL

Figure 6 illustrates that for each SSL method (i.e., SimSiam, BYOL, and MoCo on each column), FedCSSL consistently outperforms its corresponding FedLocalSSL as the number of labeled samples increases on the four datasets. By integrating local SSL into FedCSSL, FedGSSL generally enhances the performance over FedCSSL. The enhancement is significant on NUSWIDE (by ≈ 0.05 averagely) and noticeable on the other three datasets. By additionally conducting partial model
aggregation (PMA), FedHSSL further boosts the performance on the four datasets. These results demonstrate the effectiveness of all three steps involved in FedHSSL.

The Impact of Cross-Party Encoders’ Guidance on Local SSL and Model Aggregation. For a fair comparison, FedLocalSSL and FedGSSL \( ^* \) all use pretrained local encoders during fine-tuning. The star \( * \) distinguishes FedGSSL \( ^* \) from FedGSSL, which leverages both cross-party and local encoders for fine-tuning.

Table V reports that, for each SSL method (i.e., SimSiam, BYOL, and MoCo), FedGSSL \( ^* \) consistently outperforms its corresponding FedLocalSSL on all datasets. For example, FedGSSL-SimSiam outperforms FedLocalSimSiam by 0.038, 0.026, 0.023, and 0.057 on the four datasets, respectively. These results demonstrate the effectiveness of the cross-party SSL in improving the representation learning of local SSL.

We further analyze the impact of cross-party encoders on partial model aggregation (PMA). Table V reports that directly combining FedLocalSSL and PMA may jeopardize the overall performance. For example, the performance of FedLocalSimSiam+PMA decreases by around 2% compared with that of FedLocalSimSiam on BHI and Modelnet. Similar trends can be found on FedLocalBYOL+PMA and FedLocalMoCo+PMA. Assisted by the cross-party encoder, we observe a noticeable performance improvement on FedGSSL+PMA over FedGSSL for all SSL methods generally across all datasets. This manifests that the guidance of cross-party encoders mitigates the heterogeneity among features of different parties so that it positively impacts PMA.

D. Communication Efficiency

The pretraining of FedHSSL utilizes all aligned samples, which results in higher communication overhead compared to conventional VFL that only uses labeled aligned samples. To mitigate this communication overhead, each party in FedHSSL can perform multiple updates in the cross-party SSL step (Step 1 of Figure 4) to reduce communication rounds. Specifically, after received feature representations \( z_c \) from other parties, each party conducts multiple local SSL updates by minimizing cross-party SSL loss (5) using \( z_c \). This strategy is similar to FedBCD [49], in which each party uses received gradients to update local model for multiple local updates.

![Fig. 7. Comparison of the performance of FedHSSL under different numbers of local updates in the cross-party SSL step. Results are obtained by averaging three rounds of experiments with different random seeds. 20% training samples are aligned for cross-party SSL and 200 labeled samples are used in the fine-tuning. SimSiam is used as the default SSL method.](image)

We investigate the impact of multiple local updates in the cross-party SSL (Step 1 of FedHSSL) on the communication
efficiency by experimenting with various numbers of local updates in the range of 1, 4, 8. We denote \( e \) as the number of local updates. For these experiments, we adopt SimSiam as the base SSL method for FedHSSL.

Figure 7 illustrates the results. It shows that, with larger \( e \), FedHSSL generally achieves better main task performance with the same global iterations on 4 datasets. However, on BHI, FedHSSL with 8 local updates performs worse than FedHSSL with 4 local updates, indicating that larger \( e \) do not necessarily lead to better performance and an appropriate \( e \) should be carefully chosen in order to achieve the best performance.

VI. PRIVACY ANALYSIS ON LABEL INFERENCE ATTACK

In this section, we investigate whether FedHSSL, as a self-supervised VFL framework, can achieve a better privacy-utility trade-off against the label inference attack compared with baseline methods. We adopt SimSiam as the base SSL method for FedHSSL. Each party in FedHSSL pretrains its local model using all local samples and 20\% aligned samples. Supervised VFL training (including fine-tuning) is conducted using 200 aligned and labeled samples.

A. Threat Model

We first discuss the threat model, including the attacker’s objective, capability, knowledge, and attacking methods.

Adversary’s objective. We assume that party 2 is the adversary who wants to infer labels \( y^1 \) owned by party 1.

According to the nature of dispersed data in our VFL setting, there can be three adversary objectives [50]: (i) labels owned by the active party; (ii) features owned by the active party; (iii) features owned by the passive party. We focus on label inference attack where a passive party (i.e., party 2) is the adversary and it wants to infer labels \( y^1 \) owned by the active party (i.e., party 1) for the reasons that: (i) in the practical VFL setting, parties have black-box knowledge on the model information of each other, and thus it is highly challenging to party 1 to infer the features \( x^2 \) of party 2 [33]; (ii) during model aggregation of FedHSSL, parties only share their local top encoders with the server while keeping the local bottom encoders private, in which case the server is not able to reconstruct features of any party [41]; (iii) the labels owned by the active party is an important target for adversaries in VFL compared to HFL. Because in real-world VFL applications such as finance and advertisement, the labels may contain sensitive user information or are valuable assets.

Adversary’s capability. We assume that the adversary party 2 is semi-honest such that the adversary faithfully follows the vertical federated training protocol but it may mount privacy attacks to infer the private data of other parties.

Adversary’s knowledge. In VFL, participating parties typically have blackbox knowledge about each other. However, adversaries may guess some of the knowledge about others according to the information they have. In this work, we assume that the information about the model structure, input shape and number of classes supported by the active party’s task is shared among parties. We also assume party 2 has a few auxiliary labeled samples \( D_{aux} \).

B. Privacy attacking and protection mechanism

Privacy attacking mechanism. There are mainly two kinds of label inference attacks in the VFL setting: the gradient-based attacks [34] and the model-based attacks [35]. The former applies only to binary classification and can be thwarted effectively by state-of-the-art privacy protections (e.g., Marvell [34]), while the latter is difficult to be prevented. In this work, we study the model completion (MC) attack [35], the representative of the model-based label inference attack. MC attack involves three steps:

1. Party 1 and party 2 conduct federated training, which can be FedHSSL pertaining or fine-tuning phase of downstream tasks. Upon the completion of training, party 2 obtains trained local models \( f^2 \).
2. Party 2 constructs a complete attacking model \( A_{FedHSSL} \) by training an inference head \( y^2 \) on top of \( f^2 \) using few auxiliary labeled data;
3. Party 2 infers labels of its inference data \( y^2_{inf} \) through \( y^2_{inf} = A_{FedHSSL}(x^2_{inf}) \) during inference phase.

Adversary party 2 can launch MC during the pretraining phase of FedHSSL or fine-tuning after FedHSSL. In this section, we study both scenarios.

Privacy protection mechanism. We adopt isotropic Gaussian noise (ISO) [34] as the protection method. Specifically, party 1 perturbs model information \( d \in \mathbb{R}^{b \times m} \) exposed to the adversary (i.e., party 2) by applying ISO to \( d \), which can be forward embedding and backward gradients:

\[
ISO(d) = d + \epsilon_{iso}
\]

where \( \epsilon_{iso} \sim \mathcal{N}(0, \sigma_{iso}^2) \) is the noise added to protect privacy, \( \sigma_{iso} = (\lambda \cdot ||d_{max}||_2) / \sqrt{m} \) is the standard deviation, and \( ||d_{max}||_2 \) is the largest value in the batch-wise 2-norms \( ||d||_2 \) of \( d \). \( \lambda \) is the noise amplifier and controls the strength of the ISO protection. We refer interested readers to [34] for details on MC attack and ISO protection.

Defending against Model Completion This experiment is conducted on FedHSSL-SimSiam pretraining. On the one hand, the adversary party 2 trains an attacking model \( A_{FedHSSL} \) according to the procedure described in Section VI-B. On the other hand, party 1 applies ISO to the output of its cross-party encoder and parameters of its local top encoder to mitigate privacy leakage. After pretraining, party 2 leverages \( A_{FedHSSL} \) to predict labels of incoming samples.

For a fair comparison, we assume the adversary trains a baseline attacking model \( A_{SimSiam} \), pretrained by normal SimSiam, using \( D_{aux} \). Intuitively, \( A_{SimSiam} \) can be thought of as the adversary’s prior knowledge on labels, while \( A_{FedHSSL} \) is the posterior knowledge on labels after the MC attacking.

Table VI compares \( A_{SimSiam} \) and \( A_{FedHSSL} \) w/o and w/ ISO protection. Both two MC attacks leverage 80 labeled auxiliary samples to train attacking models. Table VI reports that \( A_{FedHSSL} \) w/o ISO outperforms \( A_{SimSiam} \) by 0.072 on NUSWIDE and by \( \leq 0.012 \) on the other 3 datasets, indicating that FedHSSL leaks label privacy. When ISO protection is applied with properly chosen \( \lambda_p \), the performance of \( A_{FedHSSL} \) drops below that of \( A_{SimSiam} \) on 3 out of 4 datasets (except NUSWIDE), and the losses of main task performance on
the 3 datasets are small (≤0.02). This manifests that the label leakage of FedHSSL can be prevented if protection mechanisms are properly applied.

Analyzing Privacy-Utility Trade-Off. This experiment is conducted on the fine-tuning phase after FedHSSL pretraining. We compare FedHSSL-SimSiam with FedSplitNN and FedLocalSimSiam in terms of their privacy-utility trade-offs coming from the competition between the MC attack and the ISO protection during fine-tuning. The fine-tuning of FedHSSL-SimSiam and FedLocalSimSiam is conducted based on the two methods’ pretrained models, respectively, whereas FedSplitNN involves no pretraining. For each method, Party 1 applies ISO to gradients sent back to the passive party 2 during fine-tuning/training for protection. Upon the completion of fine-tuning/training, party 2 trains a MC attacking model based on its finetuned/trained local model using \( D_{aux} \).

From the 4 figures (in Table VII), we observe that, on each dataset, FedHSSL-SimSiam (red) achieves the best main task performance but fails to preserve the most label privacy. Thus, it is unclear whether FedHSSL-SimSiam has the best privacy-utility trade-off curve. We adopt Calibrated Averaged Performance (CAP) [51] to quantify the privacy-utility trade-off curve of a privacy-protected method so that we can compare trade-offs of different methods based on a single metric. We provide the definition of Calibrated Averaged Performance as follows.

**Definition 1 (Calibrated Averaged Performance).** For a given protection mechanism \( M_\lambda \) with a protection strength parameter \( \lambda \) and an attacking mechanism \( A \), the Calibrated Averaged Performance (CAP) for a given privacy-utility trade-off curve is defined as follows,

\[
\text{CAP}(M_{\lambda \in \{\lambda_1, \ldots, \lambda_v\}}, A) = \frac{1}{v} \sum_{\lambda = \lambda_1}^{\lambda_v} U(G_\lambda) + E(\bar{D}_\lambda, D), \tag{8}
\]

where \( G_\lambda = M_\lambda(G) \) is the VFL model protected by \( M_\lambda \), \( \bar{D}_\lambda = A(G_\lambda, D) \) is the data recovered by the attacking mechanism \( A \) from \( G_\lambda \) given the private data \( D \) as input, \( U(\cdot) \) measures the main task utility (e.g., accuracy) of a given model, and \( E(\cdot) \) measures the distance between recovered data \( \bar{D}_\lambda \) and original data \( D \).

Table VII reports that, on each dataset, FedHSSL-SimSiam has the highest CAP value, and thus it achieves the best trade-off between privacy and main task performance. The reason leading to this outcome is that the amount of performance enhanced by FedHSSL-SimSiam outweighs the amount of label leakage worsened by FedHSSL-SimSiam to the extent that FedHSSL-SimSiam obtains better CAP values than baselines. With more aligned samples (i.e., 40%) used for pretraining, FedHSSL-SimSiam generally achieves better main task performance while leaking more label privacy (see Table XI in Appendix C-D), leading to similar CAP values (see Table XII in Appendix C-D). These experimental results manifest that the number of aligned samples is a crucial factor that impacts the privacy-utility trade-off of FedHSSL, and should be considered when applying FedHSSL.

**VII. Conclusion**

We propose a federated hybrid SSL framework (FedHSSL) that leverages all aligned and unaligned samples through SSL and exploits invariant features shared among parties through partial model aggregation to improve the overall performance of the VFL joint model. FedHSSL works with representative SSL methods. The experimental results show that FedHSSL outperforms baselines by a large margin. The ablation demonstrates the effectiveness of each step involved in FedHSSL. We analyze the label leakage of FedHSSL under the Model Completion (MC) attack and apply ISO to defend against MC attack. Experimental results show that FedHSSL achieves the best privacy-utility trade-off compared with baselines.
Appendix A
Datasets

NUSWIDE contains 634-dimensional low-level image features extracted from Flickr and 1000-dimensional corresponding text features. To simulate the VFL setting, one party holds image features, and the other holds text features. There are 81 ground truth labels, and we build datasets with our desired setting by selecting a subset of these labels. Here ten labels are for the multi-class classification task with 10 selected labels. Avazu is for predicting click-through rate. It contains 14 categorical features and 8 continuous features. We transform categorical features into embeddings with fixed dimensions (32 in this work) before feeding them the model. To simulate the VFL setting, we equally divide both kinds of features into two parts so that each party has a mixture of categorical and continuous features. To reduce the computational complexity, we randomly select 100,000 samples as the training set and 20,000 samples as the test set.

BHI (Breast Histopathology Images) is used for binary classification task. It contains 277,524 slide-mount images of breast cancer specimens from several patients. A positive label indicates Invasive Ductal Carcinoma (IDC) positive, which is a subtype of breast cancer. The ratio between positive and negative samples is around 1 : 2.5. We randomly select data of 80% patients as the training set and the rest as the test set. To simulate the VFL setting, we choose two images of a patient with the same label to form a VFL sample, and each party is assigned one image.

Modelnet is a multiview dataset with 40 classes. We select samples of the first 10 classes for our experiments. Each class contains several 3D objects. We generate 12 images for each object, following the procedure described in [52]. To simulate the VFL setting, we split 12 views of each object sequentially into 4 groups so that each contains 3 nearby views, and thereby each party holds three views of an object. To expand the dataset and make the task harder, we randomly select an image from each party and build a VFL sample for each object. This procedure is the same for both the train and test sets. In the end, we have 24,630 training samples and 6,204 test samples.

Table VIII
Detailed information of the datasets and corresponding models.

| Dataset   | Data Type   | Classes | # of Parties | Metric       |
|-----------|-------------|---------|--------------|--------------|
| NUSWIDE   | Tabular     | 10      | 2            | Top-1 Acc    |
| Avazu     | Tabular     | 2       | 2            | AUC          |
| BHI       | Image       | 2       | 2            | F1-score     |
| Modelnet  | Image       | 10      | 4            | Top-1 Acc    |

Appendix B
Experimental Setup

A. Training Details

For SSL training, cross-party SSL and guided local SSL are conducted alternately. Multiple epochs can be executed for both steps to reduce communication costs. In this work, we set 1 epoch for cross-party SSL and guided local SSL training. Partial model aggregation is performed directly after the guided SSL. The number of global iterations for FedHSSL pretrained is set to 10 for NUSWIDE and 40 for other datasets.

All encoders include a projector consisting of 3 fully-connected layers (FC), which is only used in the pretraining phase. For FedHSSL-MoCo, the dimension of the projector is [512, 512, 128]. For FedHSSL-SimSiam and FedHSSL-BYOL, the dimension of the projector is [512, 512, 512], and an additional 2-FC predictor with the dimension [128, 512] is used. For FedHSSL-MoCo, the temperature of the InfoNCE loss is 0.5, the size of the dictionary is 4096, and the momentum is 0.99. For FedHSSL-BYOL, the momentum is 0.995.

For pretraining, the batch size is 512 for all datasets. For the finetuning, the batch size is 512 for NUSWIDE and Avazu and 128 for BHI and Modelnet. The learning rate used in the finetuning stage includes [0.005, 0.01, 0.03], and the best result is selected. All experiments are repeated with 5 different seeds, and the average results are reported.

Appendix C
More Experimental Results

A. The Impact of Cross-Party Regularization $\lambda$ on Local SSL and Model Aggregation

We use SimSiam as the base SSL method for FedGSSL* and FedHSSL* to investigate the impact of $\gamma$. All local data and 20% aligned data are used for the pretraining. 200 labeled and aligned samples are used for the finetuning.

Fig. 8 depicts the main task performance of FedGSSL* and FedHSSL* (use only local encoder) pretrained by various $\gamma$ values. $\gamma = 0$ means no cross-party regularization is applied to local SSL.

Fig. 8 depicts the main task performance of FedGSSL* and FedHSSL* using pretrained local encoders when $\gamma$ increases. From Fig. 8, we observe that: i) the performance of FedGSSL* and FedHSSL* increase noticeably when $\lambda > 0$ than those of FedGSSL* and FedHSSL* when $\lambda = 0$ on four datasets, demonstrating that the cross-party regularization helps enhance the performance. ii) FedHSSL* constantly outperforms FedGSSL* on four datasets when the $\lambda$ is chosen from a proper range (i.e., 0.5 to 1.5 in this experiment), indicating that the cross-party regularization has a positive impact on the partial model aggregation when properly choosing $\lambda$. iii) the value of $\lambda$ that leads to the best performance is different for...
different datasets, indicating that \( \lambda \) should be carefully tuned for different datasets (and models).

**B. Federated Cross-Party SSL vs. Local SSL in Learning Representation**

We compare the performance of FedCSSL-SimSiam and FedLocalSimSiam using varying percentages of aligned samples for SSL (i.e., 20%, 40%, and 100%) and the same amount (i.e., 200) of labeled samples for finetuning. Table IX reports that FedCSSL-SimSiam outperforms FedLocalSimSiam on all sample percentages across all datasets. With more samples used for pretraining (from 20% to 100%), the performance improvement becomes larger, especially on NUSWIDE (by 0.045) and BHI (by 0.031). This demonstrates that FedCSSL-SimSiam is more effective in pretraining representation than FedLocalSimSiam, indicating that the features (cross-party views) of aligned samples form better positive pairs for the SSL than the local augmentation. These experiments prove the merit of VFL in building better machine learning models.

**C. The Impact of the Amount of Aligned Samples on FedHSSL**

We compare the performance of FedHSSL using various amount of aligned samples, 20% and 40% respectively. The results in Table X show that the performance of FedHSSL improves constantly with more aligned samples. This suggests that more aligned samples help FedHSSL generate better representations for downstream tasks.

**D. Privacy Analysis Of FedHSSL with Different Aligned Samples**

We investigate the privacy-utility trade-off of FedHSSL in terms of various amount of aligned samples. We use SimSiam as the base SSL method for FedHSSL. As shown

### TABLE IX

**Performance comparison of FedCSSL-SimSiam and FedLocalSimSiam using varying percentages of training samples (% of T.S.) for pretraining and 200 labeled samples for finetuning.**

| Dataset | NUSWIDE | Avazu | BHI | Modelnet |
|---------|---------|-------|-----|----------|
| % of T.S. | 20% 40% 100% | 20% 40% 100% | 20% 40% 100% | 20% 40% 100% |
| FedLocalSimSiam | 0.523 0.517 0.505 | 0.565 0.566 0.575 | 0.748 0.755 0.760 | 0.598 0.609 0.622 |
| FedCSSL-SimSiam | 0.535 0.550 0.562 | 0.615 0.622 0.627 | 0.762 0.778 0.805 | 0.652 0.684 0.686 |
| Enhancement | 10.012 10.033 10.057 | 10.050 10.056 10.052 | 10.014 10.023 10.045 | 10.054 10.075 10.064 |

### TABLE X

**Performance comparison of FedHSSL and baselines with different number of labeled samples. For FedHSSL, results of using 20% and 40% aligned samples are given. Top-1 accuracy is used as the metric for NUSWIDE and Modelnet, while AUC and F1-score are the metrics for Avazu and BHI, respectively. % of aligned samples applies only to FedHSSL.**

| % of labeled aligned samples: | NUSWIDE (Top1-Acc) | Avazu (AUC) | BHI (F1-Score) | Modelnet (Top1-Acc) |
|-----------------------------|-------------------|-------------|----------------|-------------------|
| % of aligned samples:       | 200 | 400 | 600 | 800 | 1000 |
| FedCSSL-SimSiam             | 0.574 0.607 | 0.616 0.646 | 0.635 0.686 | 0.647 0.698 | 0.648 0.702 |
| FedLocalSimSiam             | 0.554 0.582 | 0.595 0.624 | 0.616 0.658 | 0.628 0.686 | 0.630 0.696 |
| FedHSSL-SimSiam             | 0.610 0.651 | 0.626 0.663 | 0.635 0.693 | 0.644 0.707 | 0.646 0.718 |
| FedLocalBYOL                | 0.610 0.651 | 0.626 0.663 | 0.635 0.693 | 0.644 0.707 | 0.646 0.718 |
| FedLocalMoCo                | 0.610 0.651 | 0.626 0.663 | 0.635 0.693 | 0.644 0.707 | 0.646 0.718 |
| FedCSSL-BYOL                | 0.616 0.652 | 0.631 0.676 | 0.635 0.693 | 0.644 0.707 | 0.646 0.718 |
| FedLocalBYOL                | 0.616 0.652 | 0.631 0.676 | 0.635 0.693 | 0.644 0.707 | 0.646 0.718 |
| FedLocalMoCo                | 0.616 0.652 | 0.631 0.676 | 0.635 0.693 | 0.644 0.707 | 0.646 0.718 |
| FedCSSL-MoCo                | 0.616 0.652 | 0.631 0.676 | 0.635 0.693 | 0.644 0.707 | 0.646 0.718 |
| FedLocalMoCo                | 0.616 0.652 | 0.631 0.676 | 0.635 0.693 | 0.644 0.707 | 0.646 0.718 |
in Table XI, with more aligned samples (i.e., from 20% to 40%) are used for pretraining, the main task performance of FedHSSL-SimSiam is generally improved while the label recovery accuracy is also increasing when the same level of protection strength is applied. This trend is also illustrated in figures of Table XII, which reports that, while FedHSSL-SimSiam gives different privacy-utility trade-off curves when leveraging different amount of aligned samples, the two curves have similar CAP values. This result manifests that the number of aligned samples is an important factor that impacts the privacy-utility trade-off of FedHSSL, and should be considered when applying FedHSSL.
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