A QUANTIZATION OF THE LODAY-RONCO HOPF ALGEBRA
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ABSTRACT. We propose a quantization algebra of the Loday-Ronco Hopf algebra \( k[Y^\infty] \), based on the Topological Recursion formula of Eynard and Orantin. We have shown in previous works that the Loday-Ronco Hopf algebra of planar binary trees is a space of solutions for the genus 0 version of Topological Recursion, and that an extension of the Loday Ronco Hopf algebra as to include some new graphs with loops is the correct setting to find a solution space for arbitrary genus. Here we show that this new algebra \( k[Y^\infty]_h \) is still a Hopf algebra that can be seen in some sense to be made precise in the text as a quantization of the Hopf algebra of planar binary trees, and that the solution space of Topological Recursion \( A^h_{\text{TopRec}} \) is a subalgebra of a quotient algebra \( A^h_{\text{Reg}} \) obtained from \( k[Y^\infty]_h \) that nevertheless doesn’t inherit the Hopf algebra structure. We end the paper with a discussion on the cohomology of \( A^h_{\text{TopRec}} \) in low degree.
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1. Introduction

Topological Recursion is a recursion formula found by B. Eynard and N. Orantin [9] that has its genesis in matrix models and found applications in various fields, from algebraic geometry [5, 10] to integrable systems [11] and combinatorics [17]. For a nice general overview and some references see the “Preface” in [14].

In [8] we proposed a solution to Topological Recursion in genus $g = 0$ based on planar binary trees (pbt) and in $g > 0$ based on a new type of graphs with loops built from pbt. The elementary tree $\gamma$ and the elementary one loop graph $\mathcal{P}$ built from it by identification of its two leaves are the simplest nontrivial examples of these graphs. We would like to see these as prototypes of a pair of pants and a one-punctured torus, respectively, that are the building blocks of topological or Riemann surfaces of arbitrary genus with borders or marked points and negative Euler characteristic, even though we won’t elaborate much about this analogy on this work.

Here we will mainly address the issue left open in [7, 8] that if the set of the new type of graphs with loops build from pbt still has the structure of a Hopf algebra. We will answer affirmatively to this question with some caveats, showing that the new Hopf algebra $k[Y^\infty]_h$ can be seen as a quantization of Loday-Ronco’s Hopf algebra $k[Y^\infty]$ in the following sense: we see the Hopf algebra of pbt as the set of Feynman diagrams of correlation functions at tree level (“classical” approximation) and the full algebra of loop graphs $k[Y^\infty]_h$ as an expansion in Planck’s constant $h$ of some physical theory still to specify. We identify the $h$ expansion with the loop number expansion as is usual in Quantum Field Theory [13], ignoring possible additional contributions to $h$ powers from external legs of graphs. The algebra $k[Y^\infty]_h$ contains graphs that can not be identified with Riemann surfaces and that we call irregular. By projecting these graphs onto 0 we get a quotient algebra $A^h_{\text{Reg}} \subset k[Y^\infty]_h$ that doesn’t inherit the structure of a Hopf algebra, because the restriction of the co-product fails to be a homomorphism. By considering words in two generators $\gamma$ and $\mathcal{P}$ we get a further restriction $A^h_{\text{TopRec}} \subset A^h_{\text{Reg}}$ that is the natural space of solutions of the Topological Recursion formula.

The operation of producing a loop between two consecutive leaves in a graph has naturally a differential nature. We show that with a total differential $d_h$ build from this operation, $(k[Y^\infty], d_h)$ is a cochain complex, graded by the loop number $g$ and the order $n$ of the underlying trees of the graphs $t^n \in k[Y^\infty]_h$ that we identify with the inverse of the Euler characteristic of the associated Riemann surface for

---

1 A resumé of the proprieties of Loday-Ronco’s Hopf algebra of pbt [15] is given in the next section.

2 In this respect see the recent work [18]
regular graphs. We end the paper with a discussion of the cohomology in low degree of the sub-algebra $A_{\text{TopRec}}^k$.

2. HOPF ALGEBRA OF LODAY-RONCO

We collect here some important facts of the Loday-Ronco Hopf algebra. Details and proofs can be found in [2, 15]. Let $S_n$ be the symmetric group of order $n$ with the usual product $\rho \cdot \sigma$ given by the composition of permutations. When necessary we denote a permutation $\rho$ by its image $(\rho(1)\rho(2)\ldots\rho(n))$. Recall that a shuffle $\rho(p,q)$ of type $(p,q)$ in $S_n$ is a permutation such that $\rho(1) < \rho(2) < \cdots < \rho(p)$ and $\rho(p+1) < \rho(p+2) < \cdots < \rho(p+q)$, with $p + q = n$. For instance the shuffles of type $(1,2)$ in $S_3$ are $(123)$, $(213)$ and $(312)$. We denote the set of $(p,q)$ shuffles by $S(p,q)$. Take

\begin{equation}
    k[S^\infty] = \oplus_{n=0}^{\infty} k[S_n]
\end{equation}

with $S_0$ identified with the empty permutation. $k[S^\infty]$ is a vector space over a field $k$ of characteristic 0 generated by linear combinations of permutations. It is graded by the order of permutations and $k[S_0]$ which is generated by the empty permutation is identified with the field $k$. For two permutations $\rho \in S_p$ and $\sigma \in S_q$ there is a natural product on $S^\infty$ denoted by $\rho \times \sigma$ which is a permutation on $S_{p+q}$ given by letting $\rho$ acting on the first $p$ variables and $\sigma$ acting on the last $q$ variables.

There is a unique decomposition of any permutation $\sigma \in S_n$ in two permutations $\sigma_i \in S_i$ and $\sigma'_{n-i} \in S_{n-i}$ for each $i$ such that

\begin{equation}
    \sigma = (\sigma_i \times \sigma'_{n-i}) \cdot w^{-1}
\end{equation}

where $w$ is a shuffle of type $(i, n-i)$. With the $*$ product

\begin{equation}
    \rho * \sigma = \sum_{\alpha_{p,q} \in S(p,q)} \alpha_{p,q} \cdot (\rho \times \sigma)
\end{equation}

and the co-product

\begin{equation}
    \Delta \sigma = \sum \sigma_i \otimes \sigma'_{n-i}
\end{equation}

$k[S^\infty]$ becomes a bi-algebra and since it is graded and connected it is automatically a Hopf Algebra.

A planar binary tree is a connected graph with no loops embedded in the plane, with only trivalent internal vertices (Fig. 2.1). In every planar binary tree there are paths that start on a special external edge called the root and end on the other external edges called leaves. It is customary in the subject to ignore terminal vertices that are extremities of order 1 of external edges. The leaves can be left or right oriented. The order $|t|$ of a planar binary tree $t$ is the number of its (internal) vertices and on each planar binary tree of order $n$ there are $n + 1$ leaves that usually are numbered from 0 to $n$ from left to right. It is
frequent to visualize planar binary trees from the bottom to the top, with the root as its lowest vertical edge and the leaves as the highest edges, oriented SW-NE or SE-NW. We will denote the set of planar binary trees of order $n$ by $Y^n$ and by $k[Y^\infty]$ the graded vector space over $k$ generated by planar binary trees of all orders. Additionally a planar binary tree with levels is a planar binary tree such that on each horizontal line there is at most one vertex. It is clear that reading the vertices from left to right and from top to bottom it is possible to assign a permutation of order $n$ to a planar binary tree with levels and that this assignment is unique. For example in fig. 2.2 the tree corresponds to the permutation $(132)$. In this way it is completely equivalent to consider the Hopf algebra $k[S^\infty]$ or the Hopf algebra of planar binary trees with levels because they are isomorphic. However Loday and Ronco show in [15] that the $*$ product and the co-product are internal on the algebra of planar binary trees which is then isomorphic to a Hopf sub-algebra of $k[S^\infty]$ with the same product and co-product. The identity of the Hopf Algebra $k[Y^\infty]$ is the tree with a single edge and no vertices, following the convention of considering only internal vertices, which represents the empty permutation, and the trivial permutation of $S_1$ is represented by the tree with one vertex and two leaves, see fig 2.3. In fact this element is the generator of the augmented algebra by the $*$ product. See fig. (2.4) for an example of an order 3 product.

The grafting $t_1 \vee t_2$ of two trees $t_1$ and $t_2$ is the operation of producing a new tree $t$ by inserting $t_1$ on the left and $t_2$ on the right leaves of (1). It is clear that any tree of order $n$ can be written as $t_1 \vee t_2$ with $t_1$ of order $p$, $t_2$ of order $q$ and $n = p + q + 1$. If a tree has only leaves on the
right branch besides the first leaf then it can be uniquely written as $| \lor t_2$ and reciprocally if it has only leaves on the left branch besides the last leaf. Note that in particular \((1) = \vert \lor \)\. In \([15]\) Loday and Ronco show that the $*$ product restricted to planar binary trees satisfies the identity

\[ t * t' = t_1 \lor (t_2 * t') + (t * t'_1) \lor t'_2 \]

and

\[ t * \vert = \vert * t = t \]

with $t = t_1 \lor t_2$ and $t' = t'_1 \lor t'_2$.

3. The relation with Eynard-Orantin topological recursion formula

The topological recursion formula of Eynard and Orantin has its origin in Matrix Models, for general reviews see for instance \([4,9]\). In the hermitian 1-matrix form of the theory the purpose is to compute
connected correlation functions $W_{k+1}$ depending on a set of variables $p, p_1, \ldots, p_k$

\begin{equation}
W_{k+1}(p, p_1, \ldots, p_k) = \left\langle \frac{1}{p - M_1} \frac{1}{p_1 - M} \cdots \frac{1}{p_k - M} \right\rangle_c
\end{equation}

starting with $W_1(p)$ and $W_2(p, p_1)$. These functions which are solutions of the so-called loop equations are only well defined over Riemann surfaces because in $\mathbb{C}$ they are multi-valued. They admit an expansion on the order $N$ of the random matrix $M$, with components $W_{k+1}^g(p, p_1, \ldots, p_k)$ related to a definite genus. We will not be concerned here with the actual computation of correlation functions in specific models, except for the example below.

Let $K = (p_1, \ldots, p_k)$ be a vector of variables. For instance in concrete cases these can be coordinates of punctures on Riemann surfaces, labels of borders on topological surfaces or variables in Matrix Models, but we just leave them as labels of leaves of planar binary trees or of graphs obtained from planar binary trees. We assign the label $p$ to the root of a tree or of a graph with loops obtained from a tree. The topological recursion formula is

\begin{equation}
W_{k+1}^g(p, K) = \sum_{\text{branch points } \alpha} \text{Res}_{q \to \alpha} K_p(q, \bar{q}) \left( W_{k+2}^{g-1}(q, \bar{q}, K) + \sum_{L \cup M = K, i = 0}^g W_{\abs{L}+1}^i(q, L)W_{\abs{M}+1}^{g-i}(\bar{q}, M) \right)
\end{equation}

where the sum is restricted to terms with Euler characteristic equal or smaller than 0. For instance if $i = 0$ then $\abs{L} \geq 1$. For a very clear exposition about this setup from the point of view of Algebraic Geometry see for instance [6] but some comments are in order. The branch points are the ones from a meromorphic function $x$ defined on a so called spectral curve $E(x, y) = 0$. The recursion kernel $K_p(q, \bar{q})$ is, roughly speaking, a meromorphic (1,1) tensor that depends on a regular point $p$ and on $q$ in the neighborhood of a branch point and its Galois conjugated point $\bar{q}$ for which $x(q) = x(\bar{q})$ and $y(q) = -y(\bar{q})$.\footnote{Due to a general phenomena known as Symplectic Invariance (see [9]) the theory is invariant under the transformation $x \to y, y \to x$ so the previous conditions can also be expressed under this permutation.}

In fact the recursion kernel can be computed from the spectral curve and $W_2^0(p, p_1)$ which is a symmetric meromorphic differential of order two. (see the example below). Actually, all $W_k^g$ are meromorphic symmetric differentials but we will continue to refer to them as correlation functions. Since our approach will be purely algebraic and in order to soften the notation we will not explicitly mention the sum of the residues over the branch points when referring to this formula. The only exception is the following
Example 1 (The Airy spectral curve). The Airy function

\[ Ai(x) = \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{ipx} e^{ip^3} dp, \]

for \( x \in \mathbb{R} \), is the solution of the ordinary differential equation

\[ \left( \frac{d^2}{dx^2} - x \right) Ai(x) = 0. \]

It can be seen as the Schrödinger equation that results from the quantization of the algebraic curve

\[ y^2 - x = 0 \]

under the quantization rule that replaces the variable \( x \) by the operator that multiplies a function in a convenient Hilbert space by the independent variable \( x \) and the variable \( y \) by the “momentum” operator \(-id/dx\):

\[ \left( \left( -i \frac{d}{dx} \right)^2 + x \right) Ai(x) = 0. \]

Following [9], we will consider \( y^2 - x = 0 \) as the spectral curve for the Topological Recursion formula (8) and show how compute the correlation functions from it.

We choose the following parametrization of the Airy curve:

\[ x(z) = z^2, y(z) = z, z \in \mathbb{C}. \]

The branching points \( \alpha \) are the solutions of \( dx(z) = 0 \) which in this case is just \( \alpha : z = 0 \). Then the Galois conjugate points are \( y(q) = q \) and \( y(\overline{q}) = -q \) for \( q \) in a neighborhood of 0. Since (11) is a curve of genus 0 the so called Bergman Kernel \( B(p, q) \) which is a symmetrical meromorphic 2-tensor with no residues and a double pole at \( p = q \) is particularly simple:

\[ B(p, q) = \frac{1}{(p - q)^2} dp \otimes dq. \]

Then the recursion kernel \( K_p(q, \overline{q}) \) is given by

\[ K_p(q, \overline{q}) = \frac{1}{\omega(q)} \int_{q}^{\overline{q}} B(\cdot, p) \]

where \( \omega(q) = (y(q) - y(\overline{q}))dx(q) \). Explicitly,

\[ K_p(q, \overline{q}) = \frac{1}{4q(q^2 - p^2)} dp \otimes \frac{1}{dq} \]

where \( \overline{q} = -q \) has already been assumed. The \( dq \) factor in the denominator is a remind that \( K_p(q, \overline{q}) \) is a mixed tensor that annihilates a \( dq \) one-form. Also \( W_2^0(p, p_1) \) in this case is just the Bergman kernel:

\[ W_2^0(p, p_1) = \frac{1}{(p - p_1)^2} dp \otimes dp_1 \]
From (8) we can get the expression of $W_{n+2}^0(p, p_1, \ldots, p_{n+1})$:

$$W_{n+2}^0(p, p_1, \ldots, p_{n+1}) = \text{Res}_{q \to 0} K_p(q, \bar{q})$$

(18) $W_{n+2}^0(p, p_1, \ldots, p_{n+1}) = W_2^0(p_1, q) W_2^0(p_2, \bar{q}) + W_2^0(p_2, q) W_2^0(p_1, \bar{q})$.

The computation of the residue offers no difficulty if we remember that the integration measure $dq$ is contained in the argument of $\text{Res}_{q \to 0}$ in (18) and the result is

$$W_{n+2}^0(p, p_1, \ldots, p_{n+1}) = \frac{1}{2p^2 p_1^2 p_2^2} dp \otimes dp_1 \otimes dp_2.$$

Similarly for $W_1^1(p)$ we have

$$W_1^1(p) = \text{Res}_{q \to 0} K_p(q, \bar{q}) W_2^0(q, \bar{q})$$

(20) $W_1^1(p) = \text{Res}_{q \to 0} K_p(q, \bar{q}) W_2^0(q, \bar{q})$

$$= \left( \text{Res}_{q \to 0} \frac{1}{4q(q^2 - p^2)(q - \bar{q})^2} dq \right) \otimes dp$$

$$= \frac{1}{16} \left( \text{Res}_{q \to 0} \frac{1}{q^2(q - p)(q + p)} dq \right) \otimes dp$$

$$= \frac{1}{16} \left( \text{Res}_{q \to \pm p} \frac{1}{q^3(q - p)(q + p)} dq \right) \otimes dp$$

$$= \frac{dp}{(2p)^3}.$$

3.1. Genus 0. The existence of a sort of representation map $\psi$ from the vector space of correlation functions of genus $g$ to the vector space of graphs with loops was suggested in [3] such that in particular to a correlation function $W_{n+2}^0(p, p_1, \ldots, p_{n+1})$ of Euler characteristic $\chi = -n$ and genus 0 would correspond the trees of order $n$. In fact the way that this map was defined implied that the representation of $W_{n+2}^0(p, p_1, \ldots, p_{n+1})$ is the sum of all trees of order $n$. In [7] we saw that the map $\psi$ allows to give a ring structure to the space of correlation functions that obey the Eynard-Orantin formula, with an identity that is given by the cylinder, $W_2^0(p, p_1)$. In fact it is a consequence of the axioms of topological quantum field theory as stated by Atiyah for example in [3] that the cylinder $\Sigma \times I$, where $\Sigma$ is a topological surface without border and $I$ is an interval of real numbers, may be identified with the identity map in a vector space.

**Definition 1.** [3] The propagator or cylinder (also named Bergman kernel in the literature) $W_0^0(q, \bar{q})$ is represented through $\psi$ by the empty permutation $|$ and the recursion kernel is represented through $\psi$ by $\Upsilon$ when in an internal vertex of some tree. Then each planar binary tree of order $n$ is a representation of an instance of some correlation function in genus 0 with each vertex identified with a recursion kernel and each left leaf identified with the cylinder $W_2^0(q, p_j)$ or each right leaf identified with the cylinder $W_2^0(\bar{q}_k, p)$. Finally the image under $\psi$ of a correlation function $W_{n+2}^0(p, p_1, \ldots, p_{n+1})$ with $\chi = -n$ is the sum
of all planar binary trees of order \( n \) considering all permutations of their leaf labels and with the identifications mentioned above,

\[
\psi \left( W_{n+2}^0(p, p_1, \ldots, p_{n+1}) \right) = \sum_{t_i \in Y^n} t_i, \quad \text{perm. of leaf labels } \{p_1, \ldots, p_{n+1}\}
\]

**Example 2.** Consider the planar binary tree with one vertex. The 3-point correlation function \( W_3^0(p, p_1, p_2) \) is represented by the sum of two planar binary trees with one vertex, obtained by the permutation of the leaf labels \( p_1 \) and \( p_2 \).

\[
\psi \left( W_3^0(p, p_1, p_2) \right) = \psi \left( K_p(q, \bar{q})W_2^0(q, p_1)W_2^0(\bar{q}, p_2) \right) + \text{perm. of } \{p_1, p_2\} = \sum_{\text{perm. of } \{p_1, p_2\}} (1)
\]

**Proposition 1.** [8] If \( W_{n+2}^0(p, p_1, \ldots, p_{n+1}) \) is a correlation function with Euler characteristic \( \chi = -n \) that is a solution of (8) then we have

\[
\psi \left( W_{n+2}^0(p, p_1, \ldots, p_{n+1}) \right) = \sum_{p+q+1=n, |t_1|=p, |t_2|=q} t_1 \lor t_2 + \text{perm. of leaf labels } \{p_1, \ldots, p_{n+1}\}
\]

**Theorem 1.** [8] The \( n \)-order solution \( W_{n+2}^0(p_1, \ldots, p_{n+1}) \) of the topological recursion in genus 0 is represented by the linear combination

\[
\sum_{t \in Y^n} t = (1) \ast (1) \ast \cdots \ast (1)
\]

with \( n \) factors of (1) followed by the sum over all permutations of its labels.

In this way \( W_{n+2}^0(p, p_1, \ldots, p_{n+1}) \) is represented by \( \sum_{t \in Y^n} t \) followed by the identification of cylinders \( W_2^0(q_i, p_j) \) with the left leaves or \( W_2^0(\bar{q}_i, p_k) \) with the right leaves and finally by summing over all permutations of the labels \( p_1, p_2, \ldots, p_{n+1} \). In other words, the \(*\) product \((1) \ast (1) \ast \cdots \ast (1)\) gives all possible insertions of recursion kernels of \( W_{n+2}^0 \).

3.2. **Genus higher than 0.** The procedure of attaching an edge to two consecutive leaves and producing a graph with loops allows to represent correlation functions with genus \( g > 0 \). This is equivalent to extracting the outermost cylinders \( W_2^0(x, p_j), W_2^0(y, p_{j+1}), x = q_i \) or \( \bar{q}_i \), \( y = \bar{q}_j \) or \( q_j \) and to couple a cylinder \( W_2^0(x, y) \) to two recursion kernels \( K_{q_i}(q_i, \bar{q}_i) \) and \( K_{q_{n-1}}(q_{j}, \bar{q}_j) \), for some convenient choice of indices, that are identified with two internal vertices. This procedure does not
change the Euler characteristic of the associated correlation functions because the number of pairs of leaf labels is reduced exactly as the genus is increased. For instance with this procedure we can make the sequence

\[ W_0^0(p, p_1, \ldots, p_4) \rightarrow W_2^1(p, p_1, p_2) \rightarrow W_1^2(p) \]

and remain in the same graded vector space that contains \( k[Y^3] \). How this changes the Hopf algebra structure will be discussed below. For now, we define the operation \( i \leftrightarrow i+1 \) on a planar binary tree.

**Definition 2.** Starting with a planar binary tree of order \( n \) and \( n+2 \) labels (including the root label \( p \)) the operation \( i \leftrightarrow i+1 \) consists in erasing the labels of the leaves \( i \) and \( i+1 \) then connecting them by an edge and finally relabeling the remaining leaves, now numbered \( j \) with \( j = 0, \ldots, n-2 \), with the \( p_{j+1} \) labels, producing in this way a graph with one loop.

Therefore we represent a correlation function \( W^g_k(p, p_1, \ldots, p_{k-1}) \) of genus \( g \) by graphs with loops \( t^g \) that are obtained by successive applications of the \( i \leftrightarrow i+1 \) operation. We denote by \( (Y^n)^g \) the set of different graphs with \( g \) loops that are obtained from trees \( t \in Y^n \). We set the total order \( \|t^g\| \) of a graphs \( t^g \in (Y^n)^g \) to \( \|t^g\| = n + g \).

**Definition 3.** A correlation function \( W^g_k(p, p_1, \ldots, p_{k-1}) \) of genus \( g \) and Euler characteristic \( \chi = 2 - 2g - k \) is represented by a sum of all different graphs with loops \( t^g \in (Y^n)^g \) for \( n = -\chi \):

\[ \psi(W^g_k(p, p_1, \ldots, p_{k-1})) = \sum_{t^g \in (Y^n)^g} t^g \]

4. A Quantization of Loday-Ronco Hopf Algebra

We start with the module over a ring \( k \) of characteristic 0 generated by correlation functions of genus 0 that are solutions of Topological Recursion and which we denote by \( \text{Corr} \). We consider it as the direct sum of modules of correlation functions of specific Euler characteristic \( \chi = -n \), which we denote by \( \text{Corr}^{(n)} \):

\[ \text{Corr} = \bigoplus_{n=0}^{\infty} \text{Corr}^{(n)} \]

so that \( \text{Corr} \) is a graded module. We show in [7] that \( \text{Corr} \) carries an algebra structure with the product between correlation functions of genus 0 given simply by \( W^0_k \ast W^0_l = W^0_{k+l} \). This is an immediate consequence of the fact that a \( g = 0 \) correlation function \( W^0_k \) associated with an Euler characteristic \( \chi = 2 - k \) is represented by the sum of all pbt of order \( -\chi \) that in turn is given by the \( \ast \) product of \( -\chi \) factors of \( Y \), see Theorem [1].
We see $\text{Corr}$ as a classical space and consider its quantization $\text{Corr}_h$ to be the space of correlation functions with $g > 0$. In the same way we have

\begin{equation}
\text{Corr}_h = \bigoplus_{n=0}^{\infty} \text{Corr}_h^{(n)}
\end{equation}

$\text{Corr}_h^{(n)}$ is by definition the free module generated by correlation functions $W^g_k(p, p_1, \ldots, p_{k-1})$ with a fixed Euler characteristic $\chi = -n$ and varying genus $g > 0$, up to the consistency of the formula $\chi = 2 - 2g - k$, over the ring $k[[h]]$ of formal power series in a parameter $h$ with coefficients in $k$. In this way every correlation function $W^{(n)} \in \text{Corr}_h^{(n)}$ admits an expansion in terms of $h$. We are assuming here the well-established idea in Quantum Field Theory that an expansion in the loop number is the same thing as an expansion in $h$ \cite{[13]}. Also we are ignoring possible contributions of the external edges to powers in $h$.

For $\chi = -n$ even,

\begin{equation}
W^{(n)} = W^0_{n+2}(p, p_1, \ldots, p_{n+1}) + h W^1_n(p, p_1, \ldots, p_{n-1}) + \cdots + h^{n/2} W^{n/2}_2(p, p_1).
\end{equation}

and for $\chi = -n$ odd,

\begin{equation}
W^{(n)} = W^0_{n+2}(p, p_1, \ldots, p_{n+1}) + h W^1_n(p, p_1, \ldots, p_{n-1}) + \cdots + h^{(n+1)/2} W^{(n+1)/2}_1(p).
\end{equation}

Similarly for each tree $t \in Y^n$ of order $n$ there will be a full quantum graph $t_h$ expanded in powers of $h$

\begin{equation}
t_h = t + ht^1 + h^2 t^2 + \cdots + h^g t^g
\end{equation}

with $t^1 \in (Y^n)^1$ a graph of order $n$ with one loop, etc... And with terms of order up to $g$ compatible with the relation $-n = 2 - 2g - k$, $k = 1$ or $2$ and without any or only one free leaf respectively. The tree $t$ is thus the 0 order term of $t_h$. We consider two gradings: the Euler characteristic degree which coincides with minus the order $n$ of the underlying pbt of the graph and the genus or loop degree $g$ which coincides with the power of $h$ in the expansion of the full quantum graph. For the elementary tree,

\begin{equation}
\Upsilon_h = \Upsilon + h \Upsilon
\end{equation}

Then it is clear that we have a two term direct sum in the full module of graphs with loops

\begin{equation}
k[Y^\infty]_h = k \left[ \bigoplus_{n=0}^{\infty} \bigoplus_{g=0}^{2g+k=2n} (Y^n)^g \right].
\end{equation}

The product $*_h$ in $\text{Corr}_h$ that we will discuss below endows it with a ring structure and is a direct consequence of topological recursion formula. At the level of graphs that represent correlation functions of
arbitrary genus it is a generalization of the relation (35) satisfied by pb$t$ (see [15]):

\begin{equation}
    t_1 \ast t_2 = \left( t_1 \ast t_2' \right) \lor t_2'' + t_1' \lor \left( t_1'' \ast t_2 \right)
\end{equation}

for \( t_1 = t_1' \lor t_1'' \) and \( t_2 = t_2' \lor t_2'' \) two planar binary trees of arbitrary order decomposed on their left and right branches. We use this relation as the base of the generalization to graphs with loops.

**Definition 4.**

\begin{equation}
    t^{g_1} \ast_h t^{g_2} = \begin{cases} 
    \left( t^{g_1} \ast_h t^{g_2} \right) \lor t^{g_2} + t^{g_1} \lor \left( t^{g_1} \ast_h t^{g_2} \right), & \text{if } t^{g_1} = t^{g_1} \lor t^{g_2} \text{ and } t^{g_2} = t^{g_1} \lor t^{g_2}; \\
    \left( t^{g_1} \ast_h t^{g_2} \right) \lor t^{g_2} + t^{g_1} \lor \left( t^{g_1} \ast_h t^{g_2} \right), & \text{if } t^{g_1} = t^{g_1} \lor t^{g_2} \text{ and } t^{g_2} = t^{g_1} \lor t^{g_2}; \\
    \left( t^{g_1} \ast_h t^{g_2} \right) \lor t^{g_2} + t^{g_1} \lor \left( t^{g_1} \ast_h t^{g_2} \right), & \text{if } t^{g_1} = t^{g_1} \lor t^{g_2} \text{ and } t^{g_2} = t^{g_1} \lor t^{g_2}; \\
    \left( t^{g_1} \ast_h t^{g_2} \right) \lor t^{g_2} + t^{g_1} \lor \left( t^{g_1} \ast_h t^{g_2} \right), & \text{if } t^{g_1} = t^{g_1} \lor t^{g_2} \text{ and } t^{g_2} = t^{g_1} \lor t^{g_2}; \\
    \left( t^{g_1} \ast_h t^{g_2} \right) \lor t^{g_2} + t^{g_1} \lor \left( t^{g_1} \ast_h t^{g_2} \right), & \text{if } t^{g_1} = t^{g_1} \lor t^{g_2} \text{ and } t^{g_2} = t^{g_1} \lor t^{g_2}.
\end{cases}
\end{equation}

for \( t^{g_1} \in \left( Y^n \right)^{g_1}, t^{g_2} \in \left( Y^{n_2} \right)^{g_2} \), where \( g_1 = g_1' + g_1'' \) and \( g_2 = g_2' + g_2'' \) in the first case, \( g_1 = g_1' + g_1'' + 1 \) and \( g_2 = g_2' + g_2'' \) in the second case, \( g_1 = g_1' + g_1'' \) and \( g_2 = g_2' + g_2'' + 1 \) in the third case and \( g_1 = g_1' + g_1'' + 1 \) and \( g_2 = g_2' + g_2'' + 1 \) in the fourth case.

We need to compute \( \mathcal{Y} \ast_h \mathcal{Y} \). The previous formula forces to consider graphs with two independent loops contracted to the same leaf. In fact,

\begin{align*}
    \mathcal{Y} \ast_h \mathcal{Y} &= (\mid \lor \mid) \ast_h (\mid \lor \mid) \\
    &= \mid \lor \mathcal{Y} + \mathcal{Y} \lor \mid \\
    &= \mathcal{Y} + \mathcal{Y}.
\end{align*}

These type of graphs don’t satisfy the Riemann surface’s Euler characteristic formula \( \chi = 2 - 2g - k \) since the order of the underlying tree is 2 which should be equal to \(-\chi\), the genus is \( g = 2 \) and the number of punctures is \( k = 1 \). So we can’t associate a Riemann surface to this kind of graphs as we do with \( \mathcal{Y} \) or \( \mathcal{Y} \) or any other graph that has only one loop contracted with each leaf. We call these graphs irregular:

\footnote{Remember the operator \( \widetilde{\lor} \), defined in [8] that, for \( t^{g_1} \in \left( Y^n \right)^{g_1}, t^{g_2} \in \left( Y^{n_2} \right)^{g_2}, \) produces a new graph \( t^g = \left( t^{g_1} \lor t^{g_2} \right) \in \left( Y^n \right)^g, \) with \( n = n_1 + n_2 + 1, g = g_1 + g_2 + 1, \) by making \( t^{g_1} \) and \( t^{g_2} \) the left and right branches of \( t^g \), respectively, and producing a new loop by identifying with an additional edge the last leaf of \( t^{g_1} \) with the first leaf of \( t^{g_2} \), whenever this is possible.}
Definition 5. An irregular graph is a graph $t^g \in (Y^n)^g$ that has two edges associated to two loops contracted in the same leaf of the underlying pbt.

In the following we give some examples of computation of products of graphs.

Example 3.

\[ \begin{align*}
\mathcal{Y} \ast_h \mathcal{Y} &= (| \mathcal{Y} \mathcal{Y} | \ast_h (| \mathcal{Y} |)) \\
&= (\mathcal{Y} \ast_h |) \mathcal{Y} + | \mathcal{Y} (\mathcal{Y} \ast_h \mathcal{Y}) \\
&= \mathcal{Y} \mathcal{Y} | + | \mathcal{Y} (\mathcal{Y} + \mathcal{Y}) \\
&= \begin{array}{c}
\text{graph 1} \\
\text{graph 2} \\
\text{graph 3}
\end{array}
\end{align*} \]

(36)

Example 4.

\[ \begin{align*}
\mathcal{Y} \ast_h \mathcal{Y} &= (| \mathcal{Y} \mathcal{Y} | \ast_h \mathcal{Y} + | \mathcal{Y} (\mathcal{Y} \ast_h \mathcal{Y}) \\
&= \mathcal{Y} \mathcal{Y} \mathcal{Y} + | \mathcal{Y} (\mathcal{Y} + \mathcal{Y}) \\
&= \begin{array}{c}
\text{graph 1} \\
\text{graph 2} \\
\text{graph 3}
\end{array}
\end{align*} \]

(37)

Example 5.

\[ \begin{align*}
\mathcal{Y} \ast_h \mathcal{Y} &= (| \mathcal{Y} \mathcal{Y} | \ast_h (| \mathcal{Y} |)) \\
&= | \mathcal{Y} (\mathcal{Y} \ast_h \mathcal{Y}) + \mathcal{Y} \mathcal{Y} | \\
&= | \mathcal{Y} (\mathcal{Y} + \mathcal{Y}) + \mathcal{Y} \\
&= \begin{array}{c}
\text{graph 1} \\
\text{graph 2} \\
\text{graph 3}
\end{array}
\end{align*} \]

(38)

Theorem 2. The module $k[Y^\infty]_h$ with the product (34) is an associative algebra.

Proof. We must show that the product (34) is associative:

(39) \[ t^{g1} \ast_h (t^{g2} \ast_h t^{g3}) = (t^{g1} \ast_h t^{g2}) \ast_h t^{g3} \]

The expression (34) for the product distinguishes the cases where the graphs $t^g$ decomposes as $t^g = t^{g1} \lor t^{g2}$ or $t^g = t^{g1} \lor t^{g2}$. Then in (39) we must consider the 6 possibilities for $t^{g1}, t^{g2}$, and $t^{g3}$. We will focus on the case where $t^{g1} = t^{g1} \lor t^{g2}, t^{g2} = t^{g2} \lor t^{g2}$, and $t^{g3} = t^{g3} \lor t^{g3}$, the other cases being similar. We proceed by induction on the genus,
the case of genus 0 being the original Loday-Ronco product which is known to be associative. For the total genus $g = g_1 + g_2 + g_3$ and after some algebra, the left-hand side of (39) is equal to

\begin{equation}
\Delta p = \left( t^{g_1}_{j,k} \right) \left( t^{g_2}_{j,k} \right) + \left( t^{g_1}_{j,k} t^{g_2}_{j,k} \right) + \left( t^{g_1}_{j,k} t^{g_2}_{j,k} \right)
\end{equation}

where the associative for a lower total genus was assumed, and the right-hand side is equal to

\begin{equation}
\Delta p = \left( t^{g_1}_{j,k} \right) \left( t^{g_2}_{j,k} \right) + \left( t^{g_1}_{j,k} t^{g_2}_{j,k} \right) + \left( t^{g_1}_{j,k} t^{g_2}_{j,k} \right)
\end{equation}

Using (41), both sides are seen to be equal. □

Accordingly the co-product must also be generalized. In [15] it is shown that the co-product of a planar binary tree $t = t_1 \cup t_2$ of order $n$ satisfies the recursion relation

\begin{equation}
\Delta(t) = \sum_{j,k} t^{j}_{1,k} \otimes t^{k}_{1(p-j), 2(q-k)} + t \otimes |,
\end{equation}

with the notation convention that $\Delta(t_1) = \sum_j t^{j}_{1j} \otimes t^{k}_{1(p-j)}$ and $\Delta(t_2) = \sum_j t^{j}_{2k} \otimes t^{k}_{2(q-k)}$ and $n = p + q + 1$. We base our definition on this relation and generalize it to the following:

**Definition 6.** For $t^g \in (Y^n)^g$, $t^g = t^{g_1} \cup t^{g_2}, t^{g_1} \in (Y^n)^g_1, t^{g_2} \in (Y^n)^g_2$ with $n = p + q + 1$, $g = g_1 + g_2$, and $\Delta_h(t^{g_1}) = \sum_{j,k,g_1} t^{j}_{1,k} \otimes (t^{k})^{g_1} \otimes (t^{g_2})$, we have

\begin{equation}
\Delta_h(t^{g_1}) = \sum_{j,k,g_1} t^{j}_{1,k} \otimes (t^{k})^{g_1} \otimes (t^{g_2}) + t^{g_1} \otimes 1;
\end{equation}
A quantization of the Loday-Ronco Hopf algebra

for $t^g = t^{g_1} \lor t^{g_2}$ with $g = g_1 + g_2 + 1$ and otherwise the same conventions we have

\begin{equation}
\Delta_h(t^g) = \sum_{j,k,g_1,g_2} \left( (t'_j)^{g'_1} \ast_h (t'_k)^{g'_2} \right) \otimes \left( (t''_{p-j})^{g''_1} \lor (t''_{q-k})^{g''_2} \right) + t^g \otimes 1.
\end{equation}

An immediate consequence of this definition is that $\mathcal{V}$ is also primitive. In fact, we have

\begin{equation}
\mathcal{V} = | \lor |
\end{equation}

hence, by (44) it follows that

\begin{equation}
\Delta_h \mathcal{V} = 1 \otimes \mathcal{V} + \mathcal{V} \otimes 1.
\end{equation}

Other examples are as follows:

**Example 6.**

\begin{equation}
\Delta_h \left( \mathcal{V} \right) = 1 \otimes \mathcal{V} + \mathcal{V} \otimes + \mathcal{V} \otimes \mathcal{V}
\end{equation}

which is a consequence of (44) and (46).

**Example 7.**

\begin{equation}
\Delta_h \left( \mathcal{V} \right) = \sum \left( 1' \ast_h \mathcal{V} \otimes 1'' \lor \mathcal{V}'' + \mathcal{V} \otimes 1 \right)
\end{equation}

which is again a consequence of (44) and (46).

**Theorem 3.** The algebra $A = k[Y^\infty]_h$ with the $\ast_h$ product defined in (34) and the $\Delta_h$ co-product defined in (43) and (44) is a Hopf algebra.

**Proof.** We have already shown the associativity of $\ast_h$. We need to show co-associativity of $\Delta_h$ and the fact that the product and the co-product are homomorphisms [11]. We need also to define the co-unit and discuss the antipode.

The co-associativity of $\Delta_h$ can be shown by induction on the total order of the graph, given by the sum of the genus and the order of the underlying tree. So let's assume that $t^g \in (Y^n)^g$ and that $t^g = t^{g_1} \lor t^{g_2}$ with $g = g_1 + g_2 + 1$. The case $t^g = t^{g_1} \lor t^{g_2}$ is similar. We have to show that

\begin{equation}
(\Delta_h \otimes \text{Id}) \Delta_h(t^g) = (\text{Id} \otimes \Delta_h) \Delta_h(t^g).
\end{equation}

Using (44) the left-hand side gives

\begin{equation}
\sum \Delta_h \left( (t'_j)^{g'_1} \ast_h (t'_k)^{g'_2} \right) \otimes \left( (t''_{p-j})^{g''_1} \lor (t''_{q-k})^{g''_2} \right) +
\end{equation}

\begin{equation}
\sum \left( (t'_j)^{g'_1} \ast_h (t'_k)^{g'_2} \right) \otimes \left( (t''_{p-j})^{g''_1} \lor (t''_{q-k})^{g''_2} \right) \otimes 1 + t^g \otimes 1 \otimes 1
\end{equation}

for $t^g = t^{g_1} \lor t^{g_2}$ with $g = g_1 + g_2 + 1$ and otherwise the same conventions we have

\begin{equation}
\Delta_h(t^g) = \sum_{j,k,g_1,g_2} \left( (t'_j)^{g'_1} \ast_h (t'_k)^{g'_2} \right) \otimes \left( (t''_{p-j})^{g''_1} \lor (t''_{q-k})^{g''_2} \right) + t^g \otimes 1.
\end{equation}
and the right-hand side is
\[
\sum \left( \left( t_{j}^{i} \right)^{n} *_{h} \left( t_{k}^{i} \right)^{n} \right) \otimes \Delta_{h} \left( \left( t_{p-j}^{n} \right)^{n} \hat{\vee} \left( t_{q-k}^{n} \right)^{n} \right) + t^{g} \otimes 1 \otimes 1
\]
\[
= \sum \left( \left( t_{j}^{i} \right)^{n} *_{h} \left( t_{k}^{i} \right)^{n} \right) \otimes \left( \left( t_{p-j}^{n} \right)^{n} *_{h} \left( t_{q-k}^{n} \right)^{n} \right) \otimes \left( \left( t_{p-j}^{n} \right)^{n} \hat{\vee} \left( t_{q-k}^{n} \right)^{n} \right)
\]
\[
(51) + \sum \left( \left( t_{j}^{i} \right)^{n} *_{h} \left( t_{k}^{i} \right)^{n} \right) \otimes \left( t_{p-j}^{n} \hat{\vee} \left( t_{q-k}^{n} \right)^{n} \right) \otimes 1 + t^{g} \otimes 1 \otimes 1
\]
in a condensed notation for the second iteration of the co-product. Hence it all ends up in proving the equation
\[
\sum \left( \left( t_{j}^{i} \right)^{n} \right) \otimes \left( \left( t_{p-j}^{n} \right)^{n} \hat{\vee} \left( t_{q-k}^{n} \right)^{n} \right)
\]
\[
= \sum \left( \left( t_{j}^{i} \right)^{n} *_{h} \left( t_{k}^{i} \right)^{n} \right) \otimes \left( \left( t_{p-j}^{n} \right)^{n} *_{h} \left( t_{q-k}^{n} \right)^{n} \right) \otimes \left( t_{p-j}^{n} \hat{\vee} \left( t_{q-k}^{n} \right)^{n} \right)
\]
\[
(52) \left( \left( t_{p-j}^{n} \right)^{n} \hat{\vee} \left( t_{q-k}^{n} \right)^{n} \right)
\]
which as mentioned above is proven by induction on the total order of a graph \( t^{g} \in (Y^{n})^{g} \) given by sum of the order \( n \) of the underlying tree and genus \( g \). For \( g = 0 \) it is the well known co-associativity of the Loday-Ronco Hopf algebra, so let’s assume that \( g \geq 1 \). For \( g = n = 1 \) we prove it directly from the definition:
\[
(\Delta_{h} \otimes \text{Id})\Delta_{h}(\varphi) = (\Delta_{h} \otimes \text{Id}) \left( 1 \otimes \varphi + \varphi \otimes 1 \right)
\]
\[
= 1 \otimes 1 \otimes \varphi + 1 \otimes \varphi \otimes 1 + \varphi \otimes 1 \otimes 1
\]
\[
= (\text{Id} \otimes \Delta_{h})\Delta_{h}(\varphi).
\]

We assume co-associativity to be true for graphs \( s^{l} = s^{l_{1}} \vee s^{l_{2}} \) or \( s^{l} = s^{l_{1}} \hat{\vee} s^{l_{2}} \) both in \( \bigoplus_{m=1}^{n-1} \bigoplus_{j=1}^{g} (Y^{m})^{l} \) so that \( ||s^{l}|| \leq n + g - 1 \), which means that
\[
(\Delta_{h} \otimes \text{Id})\Delta_{h}(s^{l}) = (\text{Id} \otimes \Delta_{h})\Delta_{h}(s^{l}).
\]

This is the same as
\[
(\Delta_{h} \otimes \text{Id}) \sum_{j=1}^{a} (s_{j}^{l})^{n} \otimes (s_{a-j}^{l})^{n} = (\text{Id} \otimes \Delta_{h}) \sum_{j=1}^{a} (s_{j}^{l})^{n} \otimes (s_{a-j}^{l})^{n}
\]

or
\[
\sum (s_{j}^{l})^{n} \otimes (s_{a-j}^{l})^{n} = \sum (s_{j}^{l})^{n} \otimes (s_{a-j}^{l})^{n}
\]
with the order of \( s^l \) equal to \( a \). Considering this relation applied to two graphs \( s_1^{l_1}, s_2^{l_2} \in \oplus_{m=1}^{n-1} \oplus_f Y^m \) and multiplying term by term we get,

\[
\sum \left( (s_{1,j_1})^{l_1} \right)^* h \left( (s_{2,j_2})^{l_2} \right) \otimes \left( (s_{1,j_1})^{l_1} \right)^* h \left( (s_{2,j_2})^{l_2} \right) \otimes
\]

\[
(s_{1,a_1-j_1})^{l_1} \otimes (s_{2,a_2-j_2})^{l_2}.
\]

(57) \[
= \sum (s_{1,j_1})^{l_1} \otimes (s_{2,j_2})^{l_2} \otimes \left( (s_{1,a_1-j_1})^{l_1} \right)^* h \left( (s_{2,a_2-j_2})^{l_2} \right) \otimes
\]

\[
\left( (s_{1,a_1-j_1})^{l_1} \right)^* h \left( (s_{2,a_2-j_2})^{l_2} \right).
\]

Now comparing with (52) we almost have the same expression, except that here the last term in the tensor product on the left-hand side of the equation is

\[
(s_{1,a_1-j_1})^{l_1} \otimes (s_{2,a_2-j_2})^{l_2}
\]

and there the product \( *_h \) is replaced by \( \lor \), and likewise on the right-hand side. If we could find two graphs \( s_1^{l_1}, s_2^{l_2} \) such that \((s_{1,a_1-j_1})^{l_1} \otimes (s_{2,a_2-j_2})^{l_2}\) would be equal to

\[
(t_{p-j})^{g_1} \lor (t_{q-k})^{g_2}
\]

(59) then we were done. But this is not possible in general since the product \( *_h \) between two graphs gives a sum of two or more graphs, except in the trivial case where one of the factors is the identity. The most we can expect is \( (t_{p-j})^{g_1} \lor (t_{q-k})^{g_2} \) to be one of the resulting summands of (58) for appropriate \( s_1^{l_1}, s_2^{l_2} \).

So let us search for two graphs of the form \( s_1^{l_1} = s_{1,a}^{l_1,a} \lor s_{1,b}^{l_1,b}, s_2^{l_2} = s_{2,a}^{l_2,a} \lor s_{2,b}^{l_2,b} \) with the required conditions. Note that (58) is equal to

\[
( (s_1)^{l_1} \otimes (s_2)^{l_2} )
\]

(60) on a tensor product and under a sum sign due to the fact that the coproduct is an homomorphism, a property we will show in a moment. Also from (41) we see that (59) is equal to the second tensor product factor of the \( t^g \) co-product:

\[
\cdots \otimes \left( t^{g_1} \lor t^{g_2} \right) - t^g \otimes 1,
\]

(61)
excluding the case \((t^{g_1} \vee t^{g_2})'' = 1\) and under a sum sign. Let us compute \(s_1^l \ast h s_2^l\) explicitly:

\[
(s_1^{l,a} \vee s_1^{l,b}) \ast h (s_2^{l,a} \vee s_2^{l,b}) = s_1^{l,a} \vee (s_1^{l,b} \ast h s_2^{l}) + (s_1^{l,b} \ast h s_2^{l,a}) \vee s_2^{l,b}.
\]

First we take two limit situations: \(t^{g_1} = |\) such that \(t^{g} = | \vee t^{g_2}\), and \(t^{g_2} = |\) such that \(t^{g} = t^{g_1} \vee |\). Since \(\|t^{g}\| = g + n\), in both situations we have that the right or left branches have degree \(n - 1\) and genus \(g - 1\) and so satisfy the induction hypothesis. We consider the first case, the second being similar. We take \(s_1^l = \bigvee\) and \(s_2^g = t^{g_2}\).

Let us replace our choices in (57), that can be rewritten as

\[
\sum \left( (s_1^l \ast h s_2^l) \right)'' \otimes \left( (s_1^l \ast h s_2^l) \right)'' \otimes \left( (s_1^l \ast h s_2^l) \right)''
\]

\[
= \sum \left( (s_1^l \ast h s_2^l) \right)'' \otimes \left( (s_1^l \ast h s_2^l) \right)'' \otimes \left( (s_1^l \ast h s_2^l) \right)''
\]

We have

\[
\sum \left( | \vee t^{g_2} + (\bigvee * h t^{g_2,a} \vee t_2^{g_2,b}) \right)'' \otimes \left( | \vee t^{g_2} + (\bigvee * h t^{g_2,a} \vee t_2^{g_2,b}) \right)'' \otimes \left( | \vee t^{g_2} + (\bigvee * h t^{g_2,a} \vee t_2^{g_2,b}) \right)''
\]

\[
= \sum \left( | \vee t^{g_2} + (\bigvee * h t^{g_2,a} \vee t_2^{g_2,b}) \right)'' \otimes \left( | \vee t^{g_2} + (\bigvee * h t^{g_2,a} \vee t_2^{g_2,b}) \right)'' \otimes \left( | \vee t^{g_2} + (\bigvee * h t^{g_2,a} \vee t_2^{g_2,b}) \right)''
\]

Collecting terms of graphs with the same topology we get several equations. In particular,

\[
\sum \left( | \vee t^{g_2} \right)'' \otimes \left( | \vee t^{g_2} \right)'' \otimes \left( | \vee t^{g_2} \right)''
\]

\[
= \sum \left( | \vee t^{g_2} \right)'' \otimes \left( | \vee t^{g_2} \right)'' \otimes \left( | \vee t^{g_2} \right)''
\]

On the other hand (52) gives in this situation

\[
\sum \left( (t^{g_2})' \otimes (t^{g_2})' \otimes (| \vee (t^{g_2})'' \right)
\]

\[
= \sum \left( (t^{g_2})' \otimes (t^{g_2})' \otimes (| \vee (t^{g_2})'' \right)
\]

In view of (44) the two equations aren’t exactly the same because the first one has the additional terms that occur when in the first coproduct \((| \vee t^{g_2})' = 1\) and in this case \((| \vee t^{g_2})' = (| \vee t^{g_2}). So (65) is
equal to

\[
\sum \left( (\tilde{\nabla} t^{g_2})' \otimes \left( (\tilde{\nabla} t^{g_2})'' \otimes 1 \right) \right) \\
+ \sum \left( (t^{g_2})' \otimes \left( (t^{g_2})'' \otimes \left( (\tilde{\nabla} t^{g_2})'' \right) \right) \right)
\]

\[
= \sum \left( (\tilde{\nabla} t^{g_2})' \otimes \left( (\tilde{\nabla} t^{g_2})'' \otimes 1 \right) \right) \\
+ \sum \left( (t^{g_2})' \otimes \left( (t^{g_2})'' \otimes \left( (\tilde{\nabla} t^{g_2})'' \right) \right) \right).
\]

(67)

and now this is (66).

In the general case we assume that in all graphs \( t^g = t^{g_1} \tilde{\nabla} t^{g_2} \in (Y^n)^g \) each branch has \( |t^{g_1}| > 0 \) and \( |t^{g_2}| > 0 \), which makes the order of the other branch smaller than \( n - 1 \) and so both branches have total order \( |t^{g_1} t^{g_2}| < n + g - 1 \), satisfying the induction hypothesis, as does any graph of the type \( \nabla t^{g_1} \tilde{\nabla} t^{g_2} \) or \( \tilde{\nabla} t^{g_1} t^{g_2} \) or with the left and right branches reversed. We see from eq. (62) and the discussion leading to it that we must choose \( s^{l_1} \) and \( s^{l_2} \) such that \( s^{l_1, a} = t^{g_1} \) and \( t^{g_2} \) belongs to the sum given by \( s^{l_1, b} \ast_h s^{l_2} \). We end up on a recursive procedure where now we must choose \( s^{l_1, b} \) and \( s^{l_2} \) as function of \( t^{g_2} \). This will stop when one of the factors is the identity. The simplest possibility consistent with the induction hypothesis is to choose \( s^{l_1, b} = \nabla \) and \( s^{l_2} = t^{g_2} \). In this case we have \( s^{l_1} = t^{g_1} \tilde{\nabla} \nabla \nabla \), \( l_1 = g_1 + 1 \) and \( s^{l_2} = t^{g_2} = t^{g_2, a} \nabla t^{g_2, b} \), \( l_2 = g_2 \). This is only possible if \( t^{g_2} \) doesn’t have a middle loop.

Using (62) in (63) with these choices we have

\[
\sum \left( \left( t^{g_1} \nabla t^{g_2} + \left( s^{l_1} \ast_h s^{l_2, a} \right) \nabla s^{l_2, b} \right) \right) ' \\
\left( \left( t^{g_1} \nabla t^{g_2} + \left( s^{l_1} \ast_h s^{l_2, a} \right) \nabla s^{l_2, b} \right) \right) '' \\
\left( t^{g_1} \nabla t^{g_2} + \left( s^{l_1} \ast_h s^{l_2, a} \right) \nabla s^{l_2, b} \right) ' \\
\left( \left( t^{g_1} \nabla t^{g_2} + \left( s^{l_1} \ast_h s^{l_2, a} \right) \nabla s^{l_2, b} \right) \right) '' \\
\left( t^{g_1} \nabla t^{g_2} + \left( s^{l_1} \ast_h s^{l_2, a} \right) \nabla s^{l_2, b} \right) ' \\
\left( \left( t^{g_1} \nabla t^{g_2} + \left( s^{l_1} \ast_h s^{l_2, a} \right) \nabla s^{l_2, b} \right) \right) ''.
\]

(68)
After computing the co-product components using (43) and (44) we get

\[
\sum \left( (t^{g_1})' *_h (t^{g_2})' + \left( (s_1^{l_1} *_h s_2^{l_2,a} \lor s_2^{l_2,b})' \right) \right) \otimes \\
\left( (t^{g_1})'' *_h (t^{g_2})'' + \left( (s_1^{l_1} *_h s_2^{l_2,a} \lor (s_2^{l_2,b})'' \right) \right) \otimes \\
\left( (t^{g_1})'' \triangledown (t^{g_2})'' + \left( (s_1^{l_1} *_h s_2^{l_2,a} \lor (s_2^{l_2,b})'' \right) \right)
\]

\[
= \sum \left( (t^{g_1})' *_h (t^{g_2})' + \left( (s_1^{l_1} *_h s_2^{l_2,a} \lor s_2^{l_2,b})' \right) \otimes \\
\left( (t^{g_1})'' \triangledown (t^{g_2})'' + \left( (s_1^{l_1} *_h s_2^{l_2,a} \lor (s_2^{l_2,b})'' \right) \right) \right).
\]

modulo the terms discussed when deducing (67). Hence we get from this last equation several identities relating graphs of different topologies and total degrees, one of which is

\[
\sum \left( (t^{g_1})' *_h \left( (t^{g_2})' \otimes (t^{g_1})'' *_h (t^{g_2})'' \otimes \triangledown (t^{g_2})'' \right) \right)
\]

\[
= \sum (t^{g_1})' *_h (t^{g_2})' \otimes \left( (t^{g_1})'' *_h (t^{g_2})'' \otimes \triangledown (t^{g_2})'' \right).
\]

This is (62) in a condensed notation, as required.

If \( t^{g_2} \) has a middle loop we may choose instead \( s_2^{l_2} = s_2^{l_2,a} \lor s_2^{l_2,b} \), again \( s_1^{l_1} = t^{g_1} \triangledown \triangledown \) and \( s_2^{l_2} = t^{g_2} \) and repeat the proof after (60).

The fact that the product and the co-product are homomorphisms of a co-algebra and an algebra respectively is equivalent to the equation

\[
\Delta_h(t^{g_1}_1 *_h t^{g_2}_2) := \sum (t^{g_1}_1 *_h t^{g_2}_2)' \otimes \left( (t^{g_1}_1 *_h t^{g_2}_2)'' \right)
\]

\[
= \sum (t^{g_1}_1)' *_h (t^{g_2}_2)' \otimes (t^{g_1}_1)'' *_h (t^{g_2}_2)''.
\]

We will prove this relation by induction on the total order of the product of two graphs and using the definitions (33), (34) and (41). For definiteness we will take \( t^{g_1}_1 = t^{g_1,a}_1 \triangledown t^{g_1,b}_1 \), \( t^{g_2}_2 = t^{g_2,a}_2 \lor t^{g_2,b}_2 \), other cases
being treated similarly. The first line of (71) is
\[
\Delta_h \left( t_{1,a}^{g_1} \hat{\vee} (t_{1,b}^{g_1} \ast_h t_{2,a}^{g_2}) + (t_1^{g_1} \ast_h t_{2,a}^{g_2}) \right) \\
= \sum \left( (t_{1,a}^{g_1})' \ast_h \left( (t_{1,b}^{g_1})' \ast_h (t_2^{g_2})' \right) \right) \otimes \left( (t_{1,a}^{g_1})'' \hat{\vee} \left( (t_{1,b}^{g_1})'' \ast_h (t_2^{g_2})'' \right) \right) \\
+ \left( t_{1,a}^{g_1} \hat{\vee} (t_{1,b}^{g_1} \ast_h t_{2}^{g_2}) \right) \otimes 1 \\
+ \sum \left( (t_1^{g_1})' \ast_h \left( (t_{2,a}^{g_2})' \ast_h (t_{2,b}^{g_2})' \right) \right) \otimes \left( (t_1^{g_1})'' \ast_h \left( (t_{2,a}^{g_2})'' \right) \otimes (t_{2,b}^{g_2})'' \right) \\
(72) + \left( (t_1^{g_1}) \ast_h \left( t_{2,a}^{g_2} \right) \right) \otimes \left( t_{2,b}^{g_2} \right) \otimes 1.
\]

We now apply the induction hypothesis to products with total order strictly smaller than the order of the initial product, to get
\[
\Delta_h (t_1^{g_1} \ast_h t_2^{g_2}) = \\
\sum \left( (t_{1,a}^{g_1})' \ast_h \left( (t_{1,b}^{g_1})' \ast_h (t_2^{g_2})' \right) \right) \otimes \left( (t_{1,a}^{g_1})'' \hat{\vee} \left( (t_{1,b}^{g_1})'' \otimes (t_{2,b}^{g_2})'' \right) \right) \\
+ \left( t_{1,a}^{g_1} \hat{\vee} (t_{1,b}^{g_1} \ast_h t_{2}^{g_2}) \right) \otimes 1 \\
+ \sum \left( (t_1^{g_1})' \ast_h \left( (t_{2,a}^{g_2})' \ast_h (t_{2,b}^{g_2})' \right) \right) \otimes \left( (t_1^{g_1})'' \ast_h \left( (t_{2,a}^{g_2})'' \right) \otimes (t_{2,b}^{g_2})'' \right) \\
(73) + \left( (t_1^{g_1}) \ast_h \left( t_{2,a}^{g_2} \right) \right) \otimes (t_{2,b}^{g_2}) \otimes 1.
\]

Using (13) and (14) again,
\[
\Delta_h (t_1^{g_1} \ast_h t_2^{g_2}) = \\
\sum \left( (t_{1,a}^{g_1})' \ast_h \left( (t_{1,b}^{g_1})' \ast_h (t_2^{g_2})' \right) \right) \otimes \left( (t_{1,a}^{g_1})'' \hat{\vee} \left( (t_{1,b}^{g_1})'' \otimes (t_{2,b}^{g_2})'' \right) \right) \\
+ \sum \left( (t_{1,a}^{g_1})' \ast_h (t_{1,b}^{g_1})' \ast_h (t_2^{g_2})' \right) \otimes \left( (t_{1,a}^{g_1})'' \hat{\vee} (t_{1,b}^{g_1})'' \right) \\
+ \sum \left( (t_1^{g_1})' \ast_h \left( (t_{2,a}^{g_2})' \ast_h (t_{2,b}^{g_2})' \right) \right) \otimes \left( (t_1^{g_1})'' \ast_h (t_{2,a}^{g_2})' \ast_h (t_{2,b}^{g_2})' \right) \otimes \left( (t_1^{g_1})'' \ast_h (t_{2,a}^{g_2})'' \right) \otimes (t_{2,b}^{g_2})'' \\
(74) + (t_1^{g_1}) \ast_h (t_2^{g_2}) \otimes 1.
Using associativity and again (34) we have
\[
\Delta_h(t_1^{g_1} \ast_h t_2^{g_2}) = \\
\sum \left( \left( (t_1^{g_1,a})' \ast_h (t_2^{g_2,b})' \right) \ast_h \left( (t_2^{g_2,a})' \ast_h (t_1^{g_1,b})' \right) \right) \otimes \\
\left( \left( (t_1^{g_1,a})'' \vee (t_1^{g_1,b})'' \right) \ast_h \left( (t_2^{g_2,a})'' \vee (t_2^{g_2,b})'' \right) \right) \\
+ \sum \left( \left( (t_1^{g_1,a})' \ast_h (t_1^{g_1,b})' \right) \otimes \left( (t_1^{g_1,a})'' \vee (t_1^{g_1,b})'' \right) \right) \\
+ \sum \left( \left( t_1^{g_1} \ast_h \left( (t_2^{g_2,a})' \ast_h (t_2^{g_2,b})' \right) \right) \otimes \left( (t_2^{g_2,a})'' \vee (t_2^{g_2,b})'' \right) \right) \\
(75) + \left( t_1^{g_1} \ast_h t_2^{g_2} \right) \otimes 1.
\]

This is finally easily seen to be equal to the second line of (71).

The co-unit \( \epsilon : A \rightarrow k \) is given by \( \epsilon(1) = 1, \epsilon(t^g) = 0 \) for \( t^g \neq 1 \).

Since the bi-algebra is graded and connected it has an antipode and so is automatically a Hopf algebra. We limit ourselves to give the expression of the antipode on the primitive elements: \( S(\gamma) = -\gamma, S(\varphi) = -\varphi \).

4.1. The sub-algebra of topological recursion. Now we take the quotient algebra of regular graphs:

**Definition 7.** The algebra \( A_{\text{Reg}}^h \) of regular graphs is obtained by projecting onto 0 all irregular graphs.

\[
A_{\text{Reg}}^h = k[Y^\infty]_h / \{ \text{irreg.} \}
\]

(76)

This will continue to be an associative algebra with the same product (34) with the rule that every time we try to contract a leaf to produce a loop that is already contracted in another loop we get 0. We have:

**Lemma 1.** In \( A_{\text{Reg}}^h \), \( \varphi \) is nilpotent.

**Proof.** \( \varphi \ast_h \varphi = \varphi + \varphi \sim 0 \) in \( A_{\text{Reg}}^h \).

However the co-product given by Definition 6 is no longer an homomorphism as can be seen from the fact that \( \Delta_h (\varphi \ast_h \varphi) = 0 \) doesn’t equal \( \Delta_h (\varphi) \ast_h \Delta_h (\varphi) \neq 0 \). So \( A_{\text{Reg}}^h \) is a quotient algebra of \( k[Y^\infty]_h \) but not a Hopf algebra, at least with a co-product induced by the one we have been considering.

We discuss the space of solutions of (8). In \( g = 0 \) we have a sub-algebra \( \mathcal{H}_{\text{TopRec}}^0 \subset A_{\text{Reg}}^h \), that is also a Hopf sub-algebra of Loday-Ronco’s Hopf algebra, as the set of solutions of the particular case

---

5See [10], page 259. Note that what is called a Hopf algebra there is a currently named a bi-algebra and a “conjugation” is nowadays called the antipode.
In fact, as we have seen in section 3.1, each correlation function $W^0_{k+1}(p, K)$ with associated Euler characteristic $\chi = 1 - k$ is represented by the sum of all pbt of order $-\chi = k - 1$ which in turn is given by the $*$ product of $k - 1$ factors of $\Upsilon$. In this way the $g = 0$ space of solutions $H^0_{\text{TopRec}}$ is the free algebra on one generator $\Upsilon$. It is a Hopf algebra isomorphic to $k[X]$, the algebra of polynomials in one variable. Hence the “classical” nature of the tree expansion is expressed on the commutativity of the Hopf algebra of solutions.

In the case $g > 0$ we introduce the generator $\emptyset$ besides $\Upsilon$ and each correlation function $W^g_{k+1}(p, K)$ associated with an Euler characteristic $\chi = 1 - 2g - k$ is again given by the linear combination of all regular graphs of genus $g$ and with underlying trees of order $-\chi = k + 2g - 1$. This sum is generated by the $*_h$ product of $-\chi$ factors of $\Upsilon$ and $\emptyset$ such that there are no two consecutive factors of $\emptyset$ and where the number of loops is equal to the number of $\emptyset$ factors. In other words, the non-commutative sub-algebra $A^h_{\text{TopRec}} \subset A^h_{\text{Reg}}$, presented by two generators $\Upsilon$ and $\emptyset$ and the relation $\emptyset^2 = 0$, is a module of words with these generators as letters, and these words correspond to sums of regular graphs of order $-\chi$ with loops $g$ of any order and $k + 1$ external legs or labels, up to the relation $\chi = 1 - 2g - k$ and with the number of loops given by the number of factors of the letter $\emptyset$.

**Definition 8.** The algebra of graphs $A^h_{\text{TopRec}}$ that contains solutions of Topological Recursion is a sub-algebra of the quotient algebra of regular graphs $A^h_{\text{Reg}}$ and is generated by $\Upsilon$ and $\emptyset$ as an non-commutative polynomial algebra over $k$ with the $*_h$ product, under the relation $\emptyset^2 = 0$.

For instance, the word $\emptyset * \Upsilon * \Upsilon$ is shown in figure 4. Also the words $\emptyset * \Upsilon * \Upsilon * \Upsilon * \Upsilon$ and $\Upsilon * \Upsilon * \Upsilon * \Upsilon$ give all fifteen graphs of order 3 with one loop. In all there are 25 graphs of order 3, with 0, 1 and 2 loops.

---

6 see [[3]].
A generating function $F: k^2 \rightarrow A_{\text{TopRec}}^h$ for these sums of graphs is easily obtained:

$$F(a_1, a_2) = \exp (a_1 \gamma + a_2 \varphi)$$

$$= 1 + a_1 \gamma + a_2 \varphi + \frac{1}{2} (a_1^2 \gamma * h \gamma + a_1 a_2 (\gamma * h \gamma + \varphi * h \gamma))$$

$$+ \frac{1}{6} (a_1^3 \gamma^3 + a_1^2 a_2 (\gamma^2 * h \gamma + \gamma * h \gamma + \gamma * h \gamma^2)$$

$$+ a_1 a_2 (\gamma * h \gamma + \gamma * h \gamma)) + \ldots$$

The module $\text{Corr}^{(n)}_h$ can thus be given a ring structure induced by the algebra $A^h_{\text{TopRec}}$. A full correlation function $W^n \in \text{Corr}^{(n)}_h$ of Euler characteristic $\chi = -n$ is an expansion in $h$ of coefficients which are correlation functions with $k + 1$ variables or punctures and are represented in $A^h_{\text{TopRec}}$ by products of $p$ factors of $\gamma$ and $q$ factors of $\varphi$ with $\chi = 2 - 2q - k$ and $-\chi = p + q$:

$$\psi(W^n) = \gamma * \gamma \ldots * \gamma + h \gamma * h \gamma * h \gamma \ldots * h \gamma +$$

$$+ h \gamma * h \gamma \ldots * h \gamma + \ldots + h \gamma * h \gamma * h \gamma * \ldots * h \gamma * h \gamma$$

$$+ h \gamma * h \gamma * h \gamma * h \gamma + \ldots + h^{q_{\text{max}}} \gamma * h \gamma * h \gamma * \ldots * h \gamma * h \gamma * h \gamma$$

$$+ \gamma * h * h \gamma * h * \gamma * \ldots * h * h \gamma * h \gamma$$

$$+ \gamma * h * h \gamma * h * \gamma * \ldots * h * h \gamma * h \gamma$$

(78)

5. Cohomology of the quantum algebra

In [12] Frabetti studies the simplicial properties of pbt, showing that even though its homology is trivial, they have interesting simplicial features. Namely, face or partial border operators $d_i, i = 0 \ldots n$ that maps $Y^n$ into $Y^{n-1}$, are defined by erasing the leaf in position $i$; for all
i, j from 0 to n these maps satisfy the relations

\[ d_i d_j = d_j - d_i, \quad i < j. \]  

From \( d_i \) a full face or border operator \( d : Y^n \to Y^{n-1} \)

\[ d = \sum_{i=0}^{n} (-1)^i d_i \]

is constructed.

It’s easy to show using (79) that \( d^2 = 0 \) and so \( \oplus_{n=0}^{\infty} k[Y^n], d \) is a chain complex. At the same time degeneracy maps \( s_i : Y^n \to Y^{n+1} \) are defined by bifurcating the leaf at position \( i \) for \( i = 0, \ldots, n \), that is, replacing the leaf \( \backslash \) or \( / \) by \( \circlearrowleft \). Its is shown in [12] that \( \oplus_{n=0}^{\infty} k[Y^n], d_i, s_i \) is an almost simplicial complex, in the sense that the maps \( (d_i, s_i) \) satisfy the relations

\[ d_i s_j = \begin{cases} 
    s_{j-1}d_i, & i < j, \\
    Id, & i = j, j + 1, \\
    s_jd_{i+1}, & i > j + 1,
\end{cases} \]

and also the relation

\[ s_i s_j = s_{j+1}s_i, \]

except for \( i = j \), that is, the relation \( s_i s_i = s_{i+1}s_i \) is not necessarily verified for all \( i \). In addition an extra-degeneracy operator \( h : Y^n \to Y^{n+1} \) is defined (see fig. 5.1) such that it satisfies the relation

\[ dh + hd = Id. \]

This in turn implies that \( \oplus_{n=0}^{\infty} k[Y^n], d \) is acyclic. In fact, for a tree \( t \in Y^n \) such that \( dt = 0 \) we have from the previous identity that \( t = dh(t) \), that is, its homology is trivial.

In [8] we considered the operator \( i \leftrightarrow i+1 \) that contracts the leaves \( i \) and \( i+1 \) in a pbt or a graph of genus \( g \) obtained from it, creating a graph of genus 1 or genus \( g + 1 \) respectively. If there isn’t a pair of free consecutive leaves in position \( i \) and \( i+1 \) then the result of applying this operator is 0. This contraction operator allows to build a cohomology
on $k[Y^\infty]_h$ by defining a differential $d_h : k[(Y^n)^g] \to k[(Y^n)^{g+1}]$:

$$d_h = \sum_{i=0}^{n} (-1)^{i+g_i} \leftrightarrow_{i+1},$$

where $g_i$ is the number of loops before the leaf $i$.

**Lemma 2.** We have $d_h \circ d_h = 0$.

**Proof.** Let us write $d^{g_i} = (-1)^{g_i} \leftrightarrow_{i+1}$. Obviously $g_0 = 0$ and $g_n = g$ for a graph $t^g \in k[(Y^n)^g]$. We have the relations

$$d^{g_i}d^{g_j} = -d^{g_j}d^{g_i}, \quad i < j,$$
$$d^{g_i}d^{g_j} = 0, \quad i = j.$$

The first relation is a consequence of the fact that for $j > i$ when acting first with $d^{g_i}$ and then with $d^{g_j}$ we count one more loop in $g_j$ than acting first with $d^{g_j}$ and after with $d^{g_i}$. The second results from the impossibility of producing a second loop between two consecutive leaves that are already contracted to produce a loop. Then $d_h = \sum_{i=0}^{n} (-1)^i d^{g_i}$ gives

$$d_h^2 = \sum_{i,j=0}^{n} (-1)^i d^{g_i} (-1)^j d^{g_j}$$
$$= \sum_{i<j,0}^{n} (-1)^{i+j} d^{g_i} d^{g_j} + \sum_{i>j,0}^{n} (-1)^{i+j} d^{g_i} d^{g_j}$$
$$= -\sum_{i>j,0}^{n} (-1)^{i+j} d^{g_i} d^{g_j} + \sum_{i>j,0}^{n} (-1)^{i+j} d^{g_i} d^{g_j}$$
$$= 0.$$

This shows that $(k[(Y^\infty)]_h, d_h)$ is a co-chain complex.

It is clear that $d_h \varphi = \varphi$ and $d_h \check{\varphi} = 0$ so that the cohomology is trivial for $n = g = 1$. For $n = 2, g = 1$ things are more interesting:

$$d_h \varphi = \check{\varphi} - \check{\varphi},$$

which implies that $\check{\varphi}$ and $\check{\varphi}$ are co-homologous. In the same way

$$d_h \check{\varphi} = \varphi - \check{\varphi}.$$

This implies that

$$d_h(\varphi *_h \varphi) + \check{\varphi} + \check{\varphi} = \check{\varphi} + \check{\varphi}.$$

However, there is no reason to assume that $\check{\varphi}, \check{\varphi}, \check{\varphi}, \check{\varphi}$ and $\check{\varphi}$ are closed. For instance,

$$d_h \check{\varphi} = \check{\varphi},$$
A QUANTIZATION OF THE LODAY-RONCO HOPF ALGEBRA

which is not 0 in $k[Y^\infty]$. Hence, let us work on $A^h_{\text{Reg}}$ where $\bar{\gamma} * h \bar{\gamma} = 0$ and compute

\[ d_h(\bar{\gamma} * h \bar{\gamma}) = 0 \implies \bar{\gamma} * h \bar{\gamma} = \bar{\gamma} + \bar{\gamma} \text{ is closed}; \]

\[ d_h(\bar{\gamma} * h \bar{\gamma}) = 0 \implies \bar{\gamma} * h \bar{\gamma} = \bar{\gamma} + \bar{\gamma} \text{ is closed}. \]

Restricting further to $A^h_{\text{TopRec}}$ and writing

\[ A^h_{\text{TopRec}} = \bigoplus_{n=0}^\infty \bigoplus_{g,2g+k-1=n} (A^h_{\text{TopRec}})^{n,g}, \]

we see from

\[ (A^h_{\text{TopRec}})^{2,0} = \{ t \in A^h_{\text{TopRec}} : t = a \cdot \bar{\gamma} * \bar{\gamma}, a \in k \}, \]

and also (89) and (91) that

\[ H^{2,1} \left( A^h_{\text{TopRec}}, k \right) = \{ t^1 \in (A^h_{\text{TopRec}})^{2,1} : \bar{\gamma} * h \bar{\gamma} = \bar{\gamma} * h \bar{\gamma} \}, \]

**Theorem 4.**

**Corollary 1.**

\[ \dim \left\{ H^{2,1} \left( A^h_{\text{TopRec}}, k \right) \right\} = 1. \]

To compute the cohomology in higher degrees we suppose that the use of spectral sequences will be inevitable. Hopefully this will be the subject of a future work.

One last remark: adding (87) and (88) we get

\[ d_h (\gamma * \gamma) = [\gamma, \gamma], \]

with the commutator between two graphs given as usual by

\[ [t^{g_1}, t^{g_2}] = t^{g_1} * h t^{g_2} - t^{g_2} * h t^{g_1}. \]

This also shows that $d_h$ satisfies a graded Leibniz rule:

\[ d_h (\gamma * \gamma) = (d_h \gamma) * h \gamma - \gamma * h (d_h \gamma), \]

a property that we have already used.
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