The long term X–ray time-lags of NGC 4051
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ABSTRACT

We present the long term, frequency-dependent, X-ray time lags of the Seyfert galaxy NGC 4051. We used Rossi X-ray Timing Explorer (RXTE) light curves in the 2–4, 4–7 and 7–10 keV bands and we measured the time-lags at 10⁻⁷ – 10⁻⁶ Hz. This is the lowest frequency range that AGN time-lags have ever been measured. The variations in the higher energy bands are delayed with respect to the variations we observe at 2–4 keV, in agreement with the time-lags at high frequencies. When we combine our results with those from the model fitting of the time lags at higher frequencies we find that that the X–ray hard lags in NGC 4051 follow a power law of slope ∼ −1 over a broad frequency range, from ∼ 10⁻⁷ to ∼ 10⁻³ Hz. This is consistent with the time-lags of Cyg X–1, a result which further supports the analogy between active galaxies and Galactic X–ray black hole binaries.
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1 INTRODUCTION

One of the defining characteristics of Active Galactic Nuclei (AGN) is that their flux is variable at all wavelengths. In general, the amplitude of the variations increase and the variability time scales decrease with increasing emission frequency. For example, the X–ray flux emitted from nearby Seyfert galaxies can vary by a factor of a few on time scales as small as a few hours, as opposed to time-scales of weeks/months and years at optical wavelengths.

In principle, the study of the correlation between the variations observed in different energy bands can provide important clues regarding the variability mechanism and the source geometry. This study can be done with the use of the so-called correlation functions but, in the case of the X–ray variability studies of accreting objects, this is is usually performed in the Fourier space with the estimation of time-lags as a function of Fourier frequency.

Such studies were first performed in black hole X–ray binaries (e.g. Miyamoto & Kitamoto 1989; Nowak & Vaughan 1996; Nowak et al. 1999; Pottschmidt et al. 2000). Time-lags were later reported in a few AGN as well (e.g. Papadakis, Nandra & Kazanas 2001; M’Hardy et al. 2004, 2007; Arévalo et al. 2006; Markowitz et al. 2007, Arévalo, M’Hardy & Summons 2008; Sriram, Agrawal & Rao 2009). In all cases, the ‘hard’ band variations are delayed with respect to the variations at ‘softer’ band. These are the so-called ‘hard’ or ‘continuum’ time-lags. ‘Soft’ (or ‘reverberation’) time-lags have also been detected at frequencies higher than ∼ 5 × 10⁻⁴ Hz. In this case, it is the soft band photons that are delayed with respect to the hard band photons. They are probably caused by light travel time delays between variations in the primary X–ray emission and the corresponding variations in the X–ray reflection emission from the inner accretion disc. They are usually detected between energy bands below ∼ 1 keV or around 5–7 keV (where the contribution of the X–ray reflection component is expected to be higher) and ∼ 2–4 keV (which is representative of the primary radiation).

Recently, Epitropakis & Papadakis (2017; EP17 hereafter) studied in detail the X–ray continuum time-lags (and intrinsic coherence) between 2–4 keV and various other energy bands in the 0.3–10 keV range for 10 X-ray bright and highly variable AGN. They used XMM-Newton data, and they estimated the time-lags in the frequency range between 5 × 10⁻⁴ Hz and ∼ 3–6 × 10⁻⁴ Hz. They found that higher energy bands are always delayed with respect to the low energy ones, and the time-lags show a power-law dependence on frequency with a slope of ∼ −1. Their amplitude scales with the logarithm of the energy separation between the light curves, and it increases with the square root of the ratio of the X–ray over the Eddington luminosity.

* E-mail: jhep@physics.uoc.gr

© 0000 RAS

¹ In the case of the RXTE data, the ∼ 5–20 keV band is usually considered as ‘hard’, while ‘soft’ is the ∼ 2–5 keV band.
Like EP17, most of the past studies of the continuum time-lags in AGN used data from one or a few XMM-Newton orbits. NGC 7469 and Ark564 are exceptions, since Papadakis et al. (2001) used ∼ 1 month long RXTE light curves and Arévalo et al. (2006) used similarly long ASCA data, respectively. In this work, we use much longer RXTE light curves in order to study the continuum time-lags of NGC 4051 at very low frequencies. We chose NGC 4051 (which is a Seyfert 1 galaxy) because it displays rapid and high-amplitude X-ray flux and spectral variability (see e.g. Lawrence et al. 1987; Papadakis & Lawrence 1995; Uttley et al. 1999; McHardy et al. 2004; Ponti et al. 2006; Terashima et al. 2009; Vaughan et al. 2011). In addition, it was observed many times by RXTE and the resulting light curves are the longest and best-sampled light curves among all AGN monitored by RXTE. Part of these light curves were used by McHardy et al. (2004) to estimate the power spectral density function (PSD) over the broadest frequency range for any AGN. PSD and time-lags measurements at such low frequencies can, in principle, put interesting constrains in theoretical models. For example, in the context of the propagating accretion rate fluctuations model (Lyuabarski 1997), the low-frequency variability amplitude and time-lags can be used to identify the radius at which the longest X-ray variations are generated.

McHardy et al. (2004) were the first to study the X-ray time-lags in NGC 4051. They used data from a single XMM-Newton orbit (in 2001) and they detected hard lag frequencies 1.3 × 10−7 – 5 × 10−4 Hz. Alston et al. (2013) used multiple XMM-Newton observations taken in 2009, while De Marco et al. (2013) used both the 2001 and 2009 XMM-Newton data to study the X-ray light-curves of the source. Both papers focused on the study of the soft, reverberation time-lags at high frequencies (i.e. above 10−4 Hz) using light curves in the 0.3 – 1 keV and 2 – 5 keV bands. In this work we use the RXTE light curves of NGC 4051 and the advanced techniques of Epitropakis & Papadakis (2016; EP16 hereafter) to estimate the time-lags at frequencies between ∼ 10−7 and 10−8 Hz. This is the lowest frequency that time-lags in AGN have ever been measured.

In the following section we discuss briefly the data analysis. In the third section we describe the method we used to estimate the time lags and we present our results. In the last section we compare the low frequency time-lags with the time-lags estimates at higher frequencies, and we discuss some implications of our results.

2 DATA ANALYSIS

NGC 4051 is the most observed AGN with RXTE, with more than 2100 observations. The observations span over a period of approximately 16 years. The first observation took place on 1996-04-23 and the last on 2011-12-30. The exposure time for most of them is ∼ 1 – 3 ks. We used 2–4, 4–7 and 7–10 keV light curves from the “RXTE AGN Timing & Spectral Database” (https://cass.ucsd.edu/ rxteagn/). We discuss briefly the basic data analysis below. Full details can be found at the webpage of this Database as well as in Rivers, Markowitz & Rothschild (2011, 2013).

STANDARD-2 data from the Proportional Counter Array (PCA) were used. In particular, Proportional Counter Units (PCUs) 0, 1 and 2 were used prior to 1998 December 23. Data from PCUs 0 and 2 were used from 1998 December 23 until 2000 May 12, and data from PCU 2 only were used after 2000 May 12. Events from the top Xe layer only were selected in order to maximize signal-to-noise. Standard screening was applied: data were rejected if taken within 20 minutes of the spacecraft’s passing through the South Atlantic Anomaly, if ELECTRON0 > 0.1 (ELECTRON2 for data after 2000 May 12), if the spacecraft was pointed within 10 degrees of the Earth, or if the source was > 0.02 degrees from the optical axis. The 2–10 keV PCA spectrum was extracted for each observation using HEASOFT version 6.7 and the “rex” perl script. The (background subtracted) observed spectrum was then fitted in the 2–4, 4–7 and 7–10 keV sub-bands with a power-law model, and the source’s flux was estimated in each one of these bands.

Figure 1 shows the RXTE 2–4, 4–7 and 7–10 keV band light curves (black open circles, red filled squares and open blue diamonds, respectively). The error on each flux point was obtained by dividing the standard deviation of the N, 16-s binned count rate light curve points in each observation by √N. At the start of the monitoring program, and for approximately 1.5 years, RXTE observed the source every 8-11 days (on average). After MJD 51626 (June 2000) and until the end of the mission, the observations became more frequent. In some periods, observations were taken once or even twice per day. For most of the time, observations were taken once every 2 - 4 days.

Clearly, the source is highly variable on all sampled time scales. Furthermore, similar variations appear in all the three bands. These light curves are ideal in order to estimate time-lags between the three energy bands, on very long time scales.

3 TIME-LAG ESTIMATION

We estimated the 2–4 vs 4–7 keV and the 2–4 vs 7–10 keV time-lags (the “S-vs-H1” and “S-vs-H2” time-lags, respectively) following EP16. Their techniques assume evenly sampled light curves. Although RXTE observed NGC 4051 quite frequently, the resulting light curves are not evenly sampled. For that reason, we first binned various parts of the light curves using a bin size of ∆t = 2 and ∆t = 4 days, depending on the average separation between successive observations in these parts. We used a bin size of 2 days in the time intervals between MJD 51666.4 – 53061.6 (start/end dates are indicated by the vertical dashed lines 1 and 2 in Fig[1] and MJD 54176.6 – 55095.1 (lines 3 and 4 in Fig[1]). We used a bin size of 4-days for the data in the period between MJD 53137.0 – 54141.4 (this is the period between the vertical lines 2 and 3 in Fig[1]), and towards the end of the observations (MJD 55201.5 – 55935.5). The duration of the 2 days binned light curves is 2314 days, while the duration of the 4 days binned light curve parts is 1738 days. Their total duration is 4052 days, which is ~ 71% of the duration of the original data set.

The flux and error in each bin are set to be equal to the straight mean of the flux and error of all the observations within the bin. The time stamp of the binned light curves, tbin, was set to the center of each bin. On average, the difference between tbin and the mean of the start time of all observations within each bin was less than 0.3 days. This is small compared to the bin size, and much smaller than the time scales over which we estimate time-lags. There are a few missing points in the binned light curves. We added points using linear interpolation to fill the gaps, as long as there were less than 3 consecutive point missing. We randomized the inserted fluxes, by adding Gaussian noise with a standard deviation equal to the average error of all the points in the binned light curves.

Following EP16, reliable estimation of the time-lags requires the use of a large number of light curves segments. To this end, we divided both the 2 and the 4 days binned light curves into seg-n...
Figure 1. The RXTE, 2–4, 4–7 and 7–10 keV band light curves of NGC 4051 (before binning them). For clarity reasons, we have shifted the 4–7 and 2–4 keV band light curves by adding 2 and $5 \times 10^{-11}$ erg s$^{-1}$ cm$^{-2}$, respectively. The vertical dashed lines indicate the light curve parts that we binned using a bin size of 2 days (see text for details).

\begin{align*}
\hat{C}_{xy}(\nu_p) &= \frac{1}{m} \sum_{i=1}^{m} P_x^{(i)}(\nu_p) P_y^{(i)}(\nu_p), \quad (1) \\
\hat{\tau}_{xy}(\nu_p) &= \frac{1}{2\pi\nu_p} \arg[\hat{C}_{xy}(\nu_p)], \quad (2)
\end{align*}

as our estimates of the cross-spectrum and of the time-lag spectrum, respectively. We adopted the standard convention of defining $\arg[\hat{C}_{xy}(\nu_p)]$ on the interval $(-\pi, \pi]$. $P_x^{(i)}(\nu_p)$ in eq. (1) is the cross-periodogram of the $k$–th segment at frequency $\nu_p$, and the letter $m$ denotes the number of segments. To increase the statistics and reduce the error on the time-lags estimates, we combined the 2 and 4-days binned segments together so that $m_{\text{all}} = m_{\text{2-days-binned}} + m_{\text{4-days-binned}} = 37$. Since the number of points is different in the 2 and 4-days binned segments, the highest frequency at which we estimated the combined time-lag spectrum is the Nyquist frequency for the 4-days binned segments, which is equal to $1/(2 \times 4 \text{days}) = 1.45 \times 10^{-6}$ Hz.

The analytic error estimate of $\hat{\tau}_{xy}(\nu_p)$ is given by,

\begin{align*}
\sigma_{\tau}(\nu_p) &= \frac{1}{2\pi\nu_p} \frac{1}{\sqrt{2m}} \sqrt{1 - \frac{\hat{\gamma}^2_{xy}(\nu_p)}{\hat{\gamma}^2_{xy}(\nu_p)}},
\end{align*}

where,

\begin{align*}
\hat{\gamma}^2_{xy}(\nu_p) &= \frac{|\hat{C}_{xy}(\nu_p)|^2}{\hat{P}_x(\nu_p)\hat{P}_y(\nu_p)}, \quad (4)
\end{align*}

Equation (4) defines the estimator of the so-called coherence function. $\hat{P}_x(\nu_p)$ and $\hat{P}_y(\nu_p)$ are the periodograms of the light curves, which are also calculated by binning over $m$ segments.

The resulting S-vs-H1 and S-vs-H2 time-lags are plotted on the left and right top panels of Fig. 2, respectively. Positive time-lags indicate that the higher energy band variations follow those in the 0.2–4 keV band. The respective coherence functions are

\begin{align*}
\hat{\gamma}^2_{xy}(\nu_p) &= \frac{|\hat{C}_{xy}(\nu_p)|^2}{\hat{P}_x(\nu_p)\hat{P}_y(\nu_p)}.
\end{align*}
plotted in the bottom panels of the same figure. There is a maximum frequency, $\nu_{\text{max}}$, at which we can reliably estimate time-lags (EP16). This frequency depends on the amplitude of the sample coherence, $\gamma^2(\nu)$. Even if the intrinsic coherence is equal to one at all frequencies, the sample coherence will decrease exponentially towards zero at high frequencies, due to the Poisson noise in the light curves. EP16 suggest to estimate the time-lags up to frequency where $\gamma^2(\nu) = 1.2/(1+0.2m)$. In our case, $1.2/(1+0.2m) = 0.14$. As the bottom panels in Fig. 3 show, the sample coherence functions in our case are significantly higher than this number, at all frequencies. In this case, $\nu_{\text{max}}$ is mainly determined by the aliasing effects.

Aliasing in the case of the cross-spectrum estimation has the effect of decreasing the imaginary and increasing the real part of the cross-periodogram. As a result, their ratio (which determines time-lags) is biased. Due to this effect, time-lags should be estimated at frequencies lower than 1/5 of the Nyquist frequency, in the case of a sampled light curve, or half the Nyquist frequency for binned light curves. In our case, the light curve segments that we used are binned, although the number of the individual RXTE observations in each bin is relatively small (of the order of ~ 2 – 6, typically). The vertical, continuous blue lines in Fig. 3 indicate the frequency which is equal to 0.5 $\times$ $\nu_{\text{Nyquist}}$ of the 4-days binned segments. This is 4 times smaller than the Nyquist frequency of the 2-days binned segments (thus approaching the value that EP16 suggests, even in the case of the sampled light curves). We accept this as the highest frequency at which we can reliably estimate time-lags.

The S-vs-H1 time-lags below $\nu_{\text{max}}$ are all positive (except the lowest frequency estimate, which has a large error). Their weighted mean is $10200 \pm 4700$ s. The S-vs-H2 time-lags have a larger error, because the amplitude of the S-vs-H2 coherence is smaller than the amplitude of the S-vs-H1 coherence (see the bottom panels in Fig. 3). The weighted mean of the S-vs-H1 time-lags below $\nu_{\text{max}}$ is $9910 \pm 7070$ s.

4 SUMMARY AND DISCUSSION

We have used long-term RXTE flux light curves in three energy bands, and the techniques of EP16, to estimate the continuum, low frequency, X-ray time-lags in NGC 4051. These are the longest and best sampled X-ray light curves among all AGN monitored by RXTE. Given their duration, sampling rate, as well as the fact that NGC 4051 is among the most variable Seyferts in X-rays, these light curves are ideal for the estimation of the time-lags at low frequencies. We managed to reliably estimate the time-lags over almost a decade in frequency, from $10^{-5}$ to $7 \times 10^{-7}$ Hz. This is the lowest frequency range at which X-ray time-lags have ever been measured in AGN. The time-lags we detected imply that the 4–7 and 7–10 keV band variations are delayed with respect to the variations seen in the 2–4 keV band. This in agreement with the results from previous studies which also found hard continuum lags, but at higher frequencies.

M'Hardy et al. (2004) were the first to estimate X-ray, continuum time-lags in NGC 4051. They used the 2001 XMM-Newton data and they found that hard photons were lagging the soft photons. The time-lags spectra were consistent with a power law with a slope of −1, and their amplitude increased as the energy separation between bands increased. EP17 also studied the continuum time-lags in NGC 4051 using all the archival XMM-Newton data of the source. They estimated time-lags between various energy bands and 2–4 keV, and they fitted them with a power-law model in the frequency range from $5 \times 10^{-5}$ Hz to $5 \times 10^{-4}$ Hz. They found that the X-ray continuum time-lags in this source can be fitted well with a function of the form: $\tau(\nu) = 73(\pm 14)\log(E/3\text{keV})/(\nu/10^{-4})^{0.09\pm 0.04}$ sec, where $E$ is the mean of the energy band that one wishes to correlate with 2–4 keV (the mean of this band was set to 3 keV).

The continuous, solid line at high frequencies in Fig. 3 shows the EP17 best-fit to the 2–4 vs 4–7 time-lags at high frequencies. It also shows its extrapolation to low frequencies. The empty circles show the S-vs-H1 time-lags, and the filled circle shows their mean. Our results are consistent with an extrapolation of the time-lag spectra derived at higher frequencies down to below $10^{-6}$. We conclude that the X-ray continuum time-lags in NGC 4051 are consistent with a power law of slope $\sim -1$ over a broad frequency range, from $10^{-7}$ to $5 \times 10^{-4}$ Hz. The S-vs-H2 time-lags (plotted in the upper right panel of Fig. 3) are also consistent with the extrapolation of the EP17 best-fit line to the 2–4 vs 7–10 keV time-lags, but we do not show a similar plot in this case because of the larger error of the S-vs-H1 time-lags (which is due to the lower coherence in this case).

Although the average time lags in NGC 4051 (i.e. the time lags estimated using all the XMM-Newton data) show clear hard lags at low frequencies (EP17), there is also a suggestion that they may be flux dependent (Alston et al 2013). These authors studied the time lags between 0.3–1 and 2–5 keV bands. The flux dependence of the time-lags between the same bands that we use in this work can be seen in Alston PhD thesis (2013). The leftmost panels in their Figure 6.3 shows that, at low frequencies (0.5 – $1.5 \times 10^{-5}$ Hz), the 4–7 and 7–10 keV bands lag behind the 2–4 keV band at high fluxes. The situation appears to reverse at medium and low fluxes, where the 2–4 keV band tends to lag behind the 4–7 and 7–10 keV bands.

The X-ray reverberation signal should not contribute significantly to the observed time lags at such low frequencies, although the warm absorber may contribute to the “dissappearance” of the hard lags at low frequencies when the source’s flux decreases. Silva, Uttley & Constantini (2016) have shown that warm absorbers can introduce (negative) time lags between the more ab-
sorbed bands relative to the continuum caused by the response of the gas to the continuum variations. These time lags are more pronounced during the medium and low-flux states, as observed. Such an effect could easily account for the flux-related time lags changes between the softest bands (below 1 keV) and the continuum but it may not be able to explain the Alston (2013) results at high energies in full. In any case, the available RXTE data are not sufficient to perform a flux resolved analysis at low frequencies. The error of the observed time lags is quite large even when we use all the available data (see below), so any attempt to investigate flux-related time lag variations will not be meaningful.

In general, the errors of the S-vs-H1 and S-vs-H2 time-lags are large, despite the fact that the RXTE light curves resulted in 38, 100 days long segments. This is larger than the number of segments that EP17 used. According to EP16, as long as the number of segments is larger than 20, the time-lags estimates should be approximately Gaussian, and equation 3 should provide a reliable estimate of their error. This equation shows that the error decreases with the square root of the number of segments. Therefore, in order to decrease the error, say by a factor of two, we will need to increase the number of segments by a factor of four. However, since it is highly unlikely that there will be any light curves longer than the NGC 4051 RXTE light curves in the next years, it will not be possible to reduce the error of the time-lags at low frequencies (unless we find new techniques to estimate them from the same data sets).

The second parameter that determines the time-lag error is the value of the coherence. The closer to one, the smaller the time-lags error will be. We found that the coherence between 2–4 and 4–7 keV light curves is rather flat, with a value of ~ 0.94 at all frequencies. Similarly, the 2–4 vs 7–10 keV coherence is ~ 0.9. We observe a slight decrease of the coherence with increasing frequency, probably due to Poisson noise (the decrease of coherence with increasing frequency is more pronounced in the S-vs-H2 case). EP17 also found that the intrinsic coherence is constant at high frequencies, and that it decreases with increasing energy separation. The horizontal solid lines in the bottom panels of Fig. 2 show the EP17 best fit coherence (dashed lines show the ±1σ errors). Our estimates are fully consistent with the high-frequency coherence measurements, and indeed support the hypothesis that the coherence decreases with increasing energy separation in this source.

M’Hardy et al. (2004) found that the overall long and short time-scale power-spectral density function (PSD) of NGC 4051 is a close match to the PSD of Cygnus X-1 in the high/soft state. The main argument was that the PSD slope below the high-frequency break remains unchanged for over four decades. In this work, we found strong indications that the time-lags spectrum of NGC 4051 also remains unchanged over 3.5-4 decades in frequency. This is very similar to the time-lags spectrum of Cyg X-1 in its high/soft state (Pottscheidt et al. 2000). Indeed the EP17 best-fit model (which as we argued above agrees very well with the low-frequency time-lags spectrum of NGC 4051) predicts a time-lag of ~ 0.01 s at 1 Hz between 2–4 and 8–13 keV. This is almost exactly what we observe in the time-lags spectrum of Cyg X-1 (see e.g. right panel in Fig. 4 of Pottscheidt et al., 2000).

The X-ray time–lag spectra of NGC 4051 and NGC 7469 are very similar. They both show a power-law shape with a slope of ~ −1 down to very low frequencies. The PSDs of the two sources are also similar. A power-law of slope ~ −1 at low frequencies, which becomes steeper at frequencies above a bending frequency can fit them well (M’Hardy et al. 2004, Markowitz 2010). These similarities suggest that both sources operate in the same state (most probably in the high/soft state, given the similarity of their time-lags spectra and PSDs with those of Cyg X-1). On the other hand, the NGC 4051 time-lag spectrum is different than the Ark564 time-lag spectrum. The same is true for their PSDs. The Ark564 PSD shows two bending frequencies, and it can be fitted well by the sum of two Lorentzians (M’Hardy et al. 2007), contrary to NGC 4051, which does not show any low frequency bending down to 10⁻⁸ Hz. Similarly, the continuum time-lags in Ark564 are approximately constant in the frequency range below 10⁻⁸ Hz, which is not the case with NGC 4051. These differences imply that the two sources operate at different states. This is probably due to the accretion rate being significantly different in these sources (close to the Eddington limit in Ark564, significantly smaller in NGC 4051).

Both the PSD and the time-lags spectra of Cyg X–1 in the high/soft state can be explained by propagating mass accretion rate fluctuations model (Lyubarskii 1997; Kotov, Churazov & Gilfanov 2001). According to this model, the X-ray variations over a broad range of time scales arise because of mass accretion rate fluctuations stirred up at each radius of the accretion flow and propagating towards the black hole. If the spectrum of the region close to the BH is harder than that emitted at larger radii, the propagation of fluctuations also produces hard time-lags. Arévalo & Uttley (2006) and Rapisarda, Ingram & van der Klis (2017) have actually fitted the model to the PSDs and time-lags spectra of Cyg X–1 in soft state. They found that the data can be explained in the case when a stable disc is sandwiched above and below by a variable hot flow, which emits the X-rays. Accretion rate fluctuations are stirred up and propagating only in the hot flow, which has a very large radial extent (i.e. up to 2500 gravitational radii, according to the Rapisarda et al. best fit results). Although the emissivity profile of this hot flow is very steep (so that most of the X-rays are emitted close to the BH), the large radial extend is needed in order to explain the large amplitude variability and long delays at low frequencies. It is difficult to understand the physical mechanism responsible for the creation of this hot flow (with temperatures up to ~ 10⁸ – 10⁹ K) at such large radii. In such a case, one has to also take into account the time-lags due to the repeated scattering of low-energy photons by the hot electrons in a very extended corona (albeit in the radial direction), as they may be of sizeable amount.

An alternative interpretation for the X-ray continuum time delays in AGN has been put forward by Miller et al (2010). According to their model, hard band time lags at low frequencies could arise if part of the X-ray continuum is scattered from a uniform, isotropic, shell. In this case, the hard lags should remain constant at frequencies smaller than the frequency which corresponds to the maximum time delay (this is the light travel time across the diameter of the shell). Such a model has been fitted by Turner et al. (2017) to the 2–4 vs 5–7.5 keV time lags of NGC 4051, estimated with NuSTAR data. According to their model fits, the time lags at frequencies below ~ 10⁻⁴ Hz should be equal to ~ 400 – 500 s (bottom panel of their Fig. 3). Strictly speaking the time lags below ν_max in the top-left panel in Fig. 4 are consistent with this prediction. However, we notice that (almost) all time lags are positive and larger than this value. Using the binomial probability distribution, the probability of five consecutive time lags to be larger than the expected value is rather low (i.e. ~ 3%), suggesting that this is not a likely explanation of the observed time lags.
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