D-MODULES AND CHARACTERs OF SEMISIMPLE LIE GROUPs
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Abstract. A famous theorem of Harish-Chandra asserts that all invariant eigendistributions on a semisimple Lie group are locally integrable functions. We show that this result and its extension to symmetric pairs are consequences of an algebraic property of a holonomic D-module defined by Hotta and Kashiwara.
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Introduction

Let $G_R$ be a real semisimple Lie group. An invariant eigendistribution on $G_R$ is a distribution which is invariant under the adjoint action of $G_R$ and an eigenvalue of every biinvariant differential operator on $G_R$. Any irreducible representation of $G_R$ has a character which is an invariant eigendistribution.
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A famous theorem of Harish-Chandra \cite{5} asserts that all invariant eigendistributions are locally integrable functions. The classical proof of the theorem is divided in three steps:

(i) Any invariant eigendistribution $\chi$ is analytic on the set $G_{rs}$ of regular semisimple points which is a Zariski dense open subset of $G_{\mathbb{R}}$.

(ii) The restriction $F$ of $\chi$ to $G_{rs}$ extends to a $L^1_{loc}$ function on $G_{\mathbb{R}}$.

(iii) There is no invariant eigendistribution supported by $G_{\mathbb{R}} - G_{rs}$.

The problem is local and invariant eigendistributions may be studied on the Lie algebra $g_{\mathbb{R}}$ of $G_{\mathbb{R}}$. Hotta and Kashiwara defined in \cite{7} a family of holonomic $\mathcal{D}$-modules on the complexification $g$ of $g_{\mathbb{R}}$ whose solutions are the invariant eigendistributions. This module is elliptic on the set $g_{rs}$ of regular semisimple points which shows (i) and using the results of Harish-Chandra they also proved that it is regular.

In \cite{28}, J. Sekiguchi extended partially these results to symmetric pairs. There is an analog to the $\mathcal{D}$-module of Hotta-Kashiwara, which is holonomic and elliptic on the regular semisimple points. But the result of Harish-Chandra do not always extend and Sekiguchi gave a counter-example. He introduced a class of symmetric pairs ("nice pairs") for which he proved (iii), that is no distribution solution is supported by $g_{\mathbb{R}} - g_{rs}$. He also extended the result to hyperfunctions and conjectured that the Hotta-Kashiwara $\mathcal{D}$-module is regular in the case of symmetric pairs. In \cite{19}, we proved this conjecture for all symmetric pairs. This shows, among others, that all hyperfunction solutions are distributions.

In several papers \cite{22} \cite{23} \cite{24}, Levasseur and Stafford gave an algebraic proof of point (iii) for distributions in the case of semisimple groups and in the case of nice symmetric pairs.

The aim of this paper is to show that the Harish-Chandra theorem and its extension to symmetric pairs is a consequence of an algebraic property of the Hotta-Kashiwara $\mathcal{D}$-module. This property is the following:

If $\mathcal{M}$ is a holonomic $\mathcal{D}_X$-module on a manifold $X$, to each submanifold $Y$ of $X$ is associated a polynomial which is called the $b$-function of $\mathcal{M}$ along $Y$ (see \cite{1.3} for a precise definition). We say that the module $\mathcal{M}$ is tame if there exists a locally finite stratification $X = \bigcup X_\alpha$ such that, for each $\alpha$, the roots of the $b$-function of $\mathcal{M}$ along $X_\alpha$ are greater than the opposite of the codimension of $X_\alpha$.

We show first that the distribution solutions of a tame $\mathcal{D}$-module satisfy properties (i)-(ii)-(iii) (replacing $G - G_{rs}$ by the singular support of $\mathcal{M}$) and second that the Hotta-Kashiwara module is tame. More precisely, we show that it is always tame in the semi-simple case and in the case of symmetric pairs, we find a relation between the roots of the $b$-functions and some numbers introduced by Sekiguchi. This relation implies that the module is tame for nice pairs. In fact, this is true after an extension of the definition of tame $\mathcal{D}$-module which is given in section \ref{1.5}.

In this way, we get a new proof of the results of Harish-Chandra, Sekiguchi and Levasseur-Stafford. Concerning the integrability of solutions in the case of symmetric pairs, no result was known. We get this integrability but we need a condition which is slightly stronger than the condition satisfied by nice pairs (see section \ref{1.7}).

Tame $\mathcal{D}$-modules have other nice properties, in particular they have no quotients supported by a hypersurface. In the complex domain, a Nilsson class solution is always a $L^2_{loc}$-function.
From the point of view of $\mathcal{D}$-modules, our work establish a new kind of connection between algebraic properties of a holonomic $\mathcal{D}$-module and the growth of its solutions. A result of Kashiwara [11] shows that hyperfunction solutions of a regular $\mathcal{D}$-module are distributions. On the other hand, results of Ramis [25] in the one dimensional case and of one of the authors [18] in the general case, rely on the Gevrey or exponential type of the solutions with the Newton Polygon of the $\mathcal{D}$-module. Here we show that the $L^p$ growth of the solutions is given by the roots of the $b$-functions.

Another interest of our work is to give an example of a family of non trivial holonomic $\mathcal{D}$-modules for which it is possible to calculate explicitly the $b$-functions.

This paper is divided in three parts. The first section is devoted to the definitions and the statement of the main results. We recall the definition of $b$-functions in section 1.3, but this is not sufficient in the case of the Hotta-Kashiwara module and we have to extend slightly this definition in section 1.4. Then we define the “tame”-$\mathcal{D}$-modules and give our principal results.

In the second part, we study the relations between the roots of the $b$-functions and the growth of solutions, proving in particular that the distribution solutions of a tame $\mathcal{D}$-module are locally integrable.

In the third section, we calculate the $b$-functions of the Hotta-Kashiwara module and show that it is tame. The key point of the proof is the fact that the Fourier transform of the Hotta-Kashiwara module is supported by the nilpotent cone.

1. The main results

1.1. $\mathcal{D}$-modules and generators. Let $(X, \mathcal{O}_X)$ be a smooth algebraic variety defined over $\mathbb{C}$ and $(X, \mathcal{O}_X)$ be the underlying complex manifold. We will denote by $\mathcal{D}_X$ the sheaf of differential operators with coefficients in $\mathcal{O}_X$ and $\mathcal{D}_X$ be the sheaf of differential operators with coefficients in $\mathcal{O}_X$. The theories of $\mathcal{D}_X$-modules and $\mathcal{D}_X$-modules are very similar, and we refer to [7] for an introduction to holonomic and regular holonomic $\mathcal{D}_X$-modules. In this paper, we will work mostly with $\mathcal{D}_X$-modules but the definitions of section 1.2 are valid in both cases.

In the theory of $\mathcal{D}_X$-modules, what is called the “solutions of a coherent $\mathcal{D}_X$-module $M$ in a sheaf of functions $\mathcal{F}$” is the derived functor $R\mathcal{H}om_{\mathcal{D}_X}(M, \mathcal{F})$. In this paper, we will be interested only in its first cohomology group, that is the sheaf $\mathcal{H}om_{\mathcal{D}_X}(M, \mathcal{F})$. If $M$ is a cyclic $\mathcal{D}_X$-module, the choice of a generator defines an isomorphism $M \cong \mathcal{D}_X/I$ where $I$ is a coherent ideal of $\mathcal{D}_X$. Then there is a canonical isomorphism between $\mathcal{H}om_{\mathcal{D}_X}(M, \mathcal{F})$ and $\{ u \in \mathcal{F} \mid \forall P \in I, \ Pu = 0 \}$. But this isomorphism depends on the choice of a generator of $M$ and some properties of solutions of partial differential equations as to be a $L^2$-function depend on this choice. So, we will always consider $\mathcal{D}_X$-modules explicitly written as $\mathcal{D}_X/I$ or $\mathcal{D}_X$-modules with a given set of generators for which there is no ambiguity.

A similar situation will be found when defining the $b$-functions in section 1.3.

1.2. $V$-filtration. Let $Y$ be a smooth subvariety of $X$. The sheaf $\mathcal{D}_X$ is provided with two canonical filtrations. First, we have the filtration by the usual order of operators denoted by $(\mathcal{D}_X, m)_{m \geq 0}$ and second the $V$-filtration of Kashiwara [11]:

$$V_k \mathcal{D}_X = \{ P \in \mathcal{D}_X \mid \forall j \in \mathbb{Z}, \ P J^j_Y \subset J^{j-k}_Y \}$$

where $J_Y$ is the definition ideal of $Y$ and $J^j_Y = \mathcal{O}_X$ if $j \leq 0$. 

In coordinates \((x,t)\) such that \(Y = \{t = 0\}\), \(J_Y^k\) is, for \(k \geq 0\), the sheaf of functions
\[
\sum_{|\alpha|=k} f_\alpha(x,t)t^\alpha
\]
hence the operators \(x_i\) and \(D_z := \frac{\partial}{\partial x_i}\) have order 0 for the \(V\)-filtration while the operators \(t_i\) have order \(-1\) and \(D_t := \frac{\partial}{\partial t_i}\) order \(+1\).

The associated graduate is defined as :

\[
gr_V D_X := \oplus gr^k_V D_X, \quad gr^k_V D_X := V_k D_X / V_{k-1} D_X
\]

By definition, \(gr_V D_X\) operates on the direct sum \(\bigoplus \left( J_Y^k / J_Y^{(k+1)} \right)\). But this sheaf is canonically isomorphic to the direct image by the projection \(p : T_Y X \to Y\) of the sheaf \(O_{[T_Y X]}\) of holomorphic functions on the normal bundle \(T_Y X\) polynomial in the fibers of \(p\) (in the algebraic case, it is the sheaf \(O_{T_Y X}\) of functions on \(T_Y X\)). In this way \(gr_V D_X\) is a subsheaf of \(p_* \text{Hom}_C(O_{[T_Y X]}, O_{[T_Y X]})\) and it is easily verified in coordinates that this subsheaf is exactly the sheaf of differential operators with coefficients in \(O_{[T_Y X]}\):

\[
gr_V D_X \simeq p_* P D_{[T_Y X]}
\]

The graduate associated to the filtration \((D_{X,m})\) is \(gr D_X \simeq \pi_* O_{T^* X}\) where \(\pi : T^* X \to X\) is the cotangent bundle in the algebraic case and the sheaf \(\pi_* O_{T^* X}\) of holomorphic functions polynomial in the fibers of \(\pi\) in the analytic case.

Let \(\mathcal{M}\) be a coherent \(D_X\)-module. A good filtration of \(\mathcal{M}\) is a filtration which is locally finitely generated that is locally of the form :

\[
\mathcal{M}_m = \sum_{j=1,\ldots,N} D_{X,m+m_j} u_j
\]

where \(u_1, \ldots, u_N\) are (local) sections of \(\mathcal{M}\) and \(m_1, \ldots, m_N\) integers.

It is well known that if \((\mathcal{M}_m)\) is a good filtration of \(\mathcal{M}\), the associated graduate \(gr \mathcal{M}\) is a coherent \(gr D_X\)-module, that is a coherent \(\pi_* O_{T^* X}\)-module and defines the characteristic variety of \(\mathcal{M}\) which is a subvariety of \(T^* X\). This subvariety is involutive for the canonical symplectic structure of \(T^* X\) and a \(D_X\)-module is said to be holonomic if its characteristic variety is lagrangian that is of minimal dimension. If \(\mathcal{M}\) is holonomic, its sheaf of endomorphisms \(\text{End}_{D_X}(\mathcal{M}) = \text{Hom}_{D_X}(\mathcal{M}, \mathcal{M})\) is constructible, that is there is a stratification of \(X\) for which \(\text{End}_{D_X}(\mathcal{M})\) is locally constant and finite dimensional on each stratum.

In the same way, a good \(V\)-filtration of \(\mathcal{M}\) is a filtration of \(\mathcal{M}\) associated to the \(V\)-filtration of \(D_X\) which is locally finitely generated that is locally :

\[
V_k \mathcal{M} = \sum_{j=1,\ldots,N} (V_{k+m_j} D_X) u_j
\]

If \(V \mathcal{M}\) is a good filtration, the associated graduate \(gr_V \mathcal{M}\) is a coherent \(gr_V D_X\)-module hence \(p^{-1} gr_V \mathcal{M}\) is a coherent \(D_{[T_Y X]}\)-module. Moreover it may be proved that if \(\mathcal{M}\) is holonomic then \(p^{-1} gr_V \mathcal{M}\) is a holonomic \(D_{[T_Y X]}\)-module hence \(\text{End}_{D_{[T_Y X]}}(p^{-1} gr_V \mathcal{M})\) is locally finite dimensional.

1.3. \(b\)-functions. The fiber bundle \(T_Y X\) is provided with a canonical vector field, the Euler vector field \(\vartheta\) characterized by \(\vartheta f = kf\) for any function \(f\) homogeneous of degree \(k\) in the fibers of \(p : T_Y X \to Y\). From the definition of the \(V\)-filtration it is
clear that for any \( P \in \text{gr} \mathcal{D}_X \) we have \( \vartheta P = P(\vartheta - k) \); hence if \( \mathcal{M} \) is a coherent \( \mathcal{D}_X \)-module we may define an endomorphism \( \Theta \) of \( \text{gr} \mathcal{M} \) commuting with the action of \( \vartheta \mathcal{D}_{\mathcal{T}_X} \) by \( \Theta = \vartheta + k \) on \( \text{gr} \mathcal{M} \).

**Definition 1.3.1.** A coherent \( \mathcal{D}_X \)-module is said to be *specializable* along \( Y \) if, locally on \( Y \), there exists a polynomial \( b \) such that \( b(\Theta) \) annihilates \( \mathcal{M} \).

The set of polynomials \( b \) annihilating \( \mathcal{M} \) on an open set \( U \) of \( Y \) is an ideal of \( \mathbb{C}[T] \) and the generator of this ideal is called the *\( b \)-function* for \( \mathcal{M} \) along \( Y \) on \( U \).

This \( b \)-function depends on the choice of the \( V \)-filtration but its roots are independent of the choice of the \( V \)-filtration on \( \mathcal{M} \) up to translations by integers. If \( \mathcal{I} \) is a coherent ideal of \( \mathcal{D}_X \), the \( \mathcal{D}_X \)-module \( \mathcal{M} = \mathcal{D}_X/\mathcal{I} \) is provided with the canonical \( V \)-filtration induced by the \( V \)-filtration of \( \mathcal{D}_X \) and then the \( b \)-function of \( \mathcal{M} = \mathcal{D}_X/\mathcal{I} \) is canonically defined.

In the same way, if \( \mathcal{M} \) is specializable and \( u \) is a section of \( \mathcal{M} \), the submodule \( \mathcal{D}_X u \) of \( \mathcal{M} \) is specializable [16] and it has a canonical \( V \)-filtration given by \( (V^k \mathcal{D}_X u)_{k \in \mathbb{Z}} \), hence the \( b \)-function of \( u \) is canonically defined.

Let \( \theta \) be any differential operator on \( X \) whose class in \( \text{gr} \mathcal{D}_X \) is \( \vartheta \). Then, by definition of the \( b \)-function, there is an operator \( P \in \mathcal{V}_1 \mathcal{D}_X \) such that

\[(b(\vartheta) + P)u = 0 \tag{1.3.1}\]

Assume now that \( \mathcal{M} \) is a holonomic \( \mathcal{D}_X \)-module. Then \( p^{-1} \mathcal{V} \mathcal{D}_X \mathcal{M} \) is a holonomic \( \mathcal{D}_{\mathcal{T}_X} \)-module and the sheaf \( \mathcal{E}nd_{\mathcal{D}_{\mathcal{T}_X}}(p^{-1} \mathcal{V} \mathcal{D}_X \mathcal{M}) \) is (locally) finite dimensional. Thus the endomorphism \( \Theta \) has (locally) a minimal polynomial which is, by definition, a \( \mathcal{M} \)-function of \( \mathcal{M} \). This means that *holonomic \( \mathcal{D}_X \)-modules are specializable along any submanifold \( Y \).*

If \( Y \) is a hypersurface with local coordinates such that \( Y = \{ (x, t) \in X \mid t = 0 \} \), the equation [1.3.1] is written as :

\[(b(tD_t) + tQ(x, t, D_x, tD_t)) u = 0 \tag{1.3.2}\]

If \( Y \) has codimension \( d \) greater than 1, this equation is :

\[(b(<t, D_t>) + \sum_{i=1}^{d} t_i P_i(x, t, D_x, [tD_t])) u = 0 \tag{1.3.3}\]

where \( <t, D_t> = \sum t_i D_{t_i} \) and \([tD_t]\) is the collection of all operators \((t_i D_{t_j})_{i, j = 1 \ldots d}\).

**Definition 1.3.2.** A section \( u \) is said to be 1-specializable (or to have a "\( b \)-function") if it satisfies an equation [1.3.1] with an operator \( P \) whose order is less or equal to the degree of the polynomial \( b \).

The \( b \)-function is "monodromic" if \( u \) satisfies an equation [1.3.1] with \( P = 0 \).

**Remark 1.3.3.** A holonomic \( \mathcal{D}_X \)-module has always \( b \)-functions but in general, it has no regular \( b \)-function (except if the module is regular holonomic [12]).

A monodromic \( b \)-function is less usual. It is coordinate dependent, more precisely it depends on an identification of a neighborhood of \( Y \) in \( X \) and a neighborhood of \( Y \) in \( \mathcal{T}_X \), e.g. a fiber bundle structure of \( X \) over \( Y \).

**Remark 1.3.4.** Let \( f : X \to \mathbb{C} \) be a holomorphic function. The \( b \)-function of \( f \) is usually defined as the generator of the ideal of polynomials satisfying an equation \( b(s)f^s(x) = P(s, x, D_x)f^{s+1}(x) \). This \( b \)-function appears as a special case of the previous definition if we consider the holonomic \( \mathcal{D}_X \)-module \( \mathcal{D}_X \delta(t - f(x)) \). Then
the equation $b(s)f^t(x) = P(s, x, D_x)f^{s+1}(x)$ is formally equivalent to the equation $b(-D_tt)\delta(t - f(x)) = tP(-D_tt, x, D_x)\delta(t - f(x))$.

1.4. Quasi-$b$-functions. In this paper, we will use a new kind of $b$-functions. In fact, we want to replace the Euler vector field by a vector field $\sum n_it_iD_{t_i}$. For example, let $\varphi : X \to X$ be defined in a coordinate system $(x, t)$ by $(x, t) \mapsto (x, s_1 = t_1^{n_1}, \ldots, s_p = t_p^{n_p})$ for some positive integers $(n_1, \ldots, n_p)$, $Y = \{s = 0\}$, $\tilde{Y} = \{t = 0\}$ and $M$ a holonomic $D_X$-module. It is known that the inverse image $\varphi^*M$ is a holonomic $D_{\tilde{Y}}$-module, then $\varphi^*M$ will have a $b$-function along $\tilde{Y}$ and by direct image we will get a $b$-function for $M$ but with $\sum s_iD_{s_i}$ replaced by $\sum n_is_iD_{s_i}$.

So, let us consider the fiber bundle $p : T_YX \to Y$. The sheaf $D_{[T_YX/Y]}$ of relative differential operators is the subsheaf of $D_{[T_YX]}$ of the differential operators on $T_YX$ which commute with all functions of $p^{-1}\mathcal{O}_Y$. A differential operator $P$ on $T_YX$ is homogeneous of degree 0 if for any function $f$ homogeneous of degree $k$ in the fibers of $p$, $Pf$ is homogeneous of degree $k$.

In particular, a vector field $\tilde{\eta}$ on $T_YX$ which is a relative differential operator homogeneous of degree 0 defines a morphism from the set of homogeneous functions of degree 1 into itself which commutes with the action of $p^{-1}\mathcal{O}_Y$, that is a section of

$$\text{Hom}_{p^{-1}\mathcal{O}_Y}(\mathcal{O}_{T_YX}[1], \mathcal{O}_{T_YX}[1])$$

and thus an endomorphism of the dual fiber bundle $T^*_YX$.

Let $(x, t)$ be coordinates of $X$ such that $Y = \{(x, t) \in X \mid t = 0\}$. Let $(x, \tau)$ be the corresponding coordinates of $T_YX$. Then $\tilde{\eta}$ is written as:

$$\tilde{\eta} = \sum a_{ij}(x)\tau_iD_{\tau_j}$$

and the matrix $A = (a_{ij}(x))$ is the matrix of the associated endomorphism of $\mathcal{O}_{T_YX}[1]$ which is a locally free $p^{-1}\mathcal{O}_Y$-module of rank $d = \text{codim}_XY$. Its conjugation class is thus independent of the choice of coordinates $(x, t)$, as well as its eigenvalues which will be called the eigenvalues of the vector field $\tilde{\eta}$.

**Definition 1.4.1.** A vector field $\tilde{\eta}$ on $T_YX$ is definite positive with respect to $Y$ on $U \subset Y$ if it is a relative differential operator homogeneous of degree 0 whose eigenvalues are strictly positive rational numbers and which is locally diagonalizable as an endomorphism of $\mathcal{O}_{T_YX}[1]$. We denote by $\text{Tr}(\tilde{\eta})$ the trace of $\tilde{\eta}$.

A structure of local fiber bundle of $X$ over $Y$ is an analytic isomorphism between a neighborhood of $Y$ in $X$ and a neighborhood of $Y$ in $T_YX$. For example a local system of coordinates defines such an isomorphism.

**Definition 1.4.2.** A vector field $\eta$ on $X$ is definite positive with respect to $Y$ if:

i) $\eta$ is of degree 0 for the $V$-filtration associated to $Y$ and the image $\sigma_Y(\eta)$ of $\eta$ in $gr^0V\mathcal{D}_X$ is definite positive with respect to $Y$ as a vector field on $T_YX$.

ii) There is a structure of local fiber bundle of $X$ over $Y$ which identifies $\eta$ and $\sigma_Y(\eta)$.

The eigenvalues and the trace of $\eta$ will be, by definition, those of $\sigma_Y(\eta)$.

It is proved in [10] proposition 5.2.2 that in the case where $\sigma_Y(\eta)$ is the Euler vector field $\vartheta$ of $T_YX$ the condition (ii) is always satisfied and that the local fiber bundle structure of $X$ over $Y$ is essentially unique for a given $\eta$, but this is not true in general.
We will now assume that $X$ is provided with such a vector field $\eta$. Let $\beta = a/b$ the rational number with minimum positive integers $a$ and $b$ such that the eigenvalues of $\beta^{-1}\eta$ are positive relatively prime integers. Let $D_X[k]$ be the sheaf of differential operators $Q$ satisfying the equation $[Q, \eta] = \beta k Q$ and let $V^n_k D_X$ be the sheaf of differential operators $Q$ which are equal to a finite sum (algebraic case) or a convergent series (analytic case) $Q = \sum_{i \leq k} Q_i$ with $Q_i$ in $D_X[i]$ for each $i \in \mathbb{Z}$. This defines a filtration of $D_X$.

**Definition 1.4.3.** Let $u$ be a section of a $D_X$-module $\mathcal{M}$. A polynomial $b$ is a quasi-$b$-function with respect to $\eta$ (or a $b(\eta)$-function for short) if there exists a differential operator $Q$ in $V^n_k D_X$ such that $(b(\eta) + Q)u = 0$.

The $b(\eta)$-function will be said to be regular if the order of $Q$ as a differential operator is less or equal to the order of the polynomial $b$ and monodromic if $Q = 0$.

If $\sigma_Y(\eta)$ is the Euler vector field of $T_Y X$, this definition is essentially equivalent to the definition of the previous section. However, the $V$-filtration is defined on the sheaf $D_X|_Y$ of differential operators defined in a neighborhood of $Y$ while, for a given vector field $\eta$, the $V^n$-filtration is defined on any open set where $\eta$ is defined. That is why it will be useful to consider the second definition even in the case of the Euler vector field.

If $\eta$ is given, we may locally diagonalize $\sigma_Y(\eta)$ and identify $\eta$ with $\sigma_Y(\eta)$, that is assume that $\eta = \sum n_i t_i D_{t_i}$ and we may assume that the $n_i$ are integers after multiplication of $\eta$ by an integer. In this case, the direct image by the ramification $\varphi$ associated to the $n_i$ of a $b$-function for $\varphi^* \mathcal{M}$ is a $b(\eta)$-function for $\mathcal{M}$, hence such a $b(\eta)$-function always exists locally for holonomic $D_X$-module.

**1.5. Tame $D_X$-modules.** We will say that a cyclic holonomic $D_X$-module $\mathcal{M} = D_X/I$ is tame along a locally closed submanifold $Y$ of $X$ if the roots of the $b$-function of $\mathcal{M}$ relative to $Y$ are strictly greater than the opposite of the codimension of $Y$. In fact we will extend this definition by replacing the $b$-function by quasi $b$-functions and also by introducing a parameter $\delta$.

**Definition 1.5.1.** Let $\mathcal{M} = D_X/I$ be a cyclic holonomic $D_X$-module and $Y$ be a locally closed submanifold of $X$. Let $\delta$ be a strictly positive real number.

The module $\mathcal{M}$ is $\delta$-tame along $Y$ if $Y$ is open in $X$ or if there exists a vector field $\eta$ on $X$ which is definite positive with respect to $Y$ and a $b(\eta)$-function for $\mathcal{M}$ whose roots are all strictly greater than $-\text{Tr}(\eta)/\delta$.

The module $\mathcal{M}$ is tame along $Y$ if it is $\delta$-tame for $\delta = 1$.

Let $\eta$ be a vector field on $X$ which is definite positive with respect to a submanifold $Y$ (definition 1.4.2). A subvariety of $X$ is conic for $\eta$ if it is invariant under the flow of $\eta$, that is given by equations $(f_1, \ldots, f_l)$ satisfying $\eta f_i = k_i f_i$ for some integers $k_1, \ldots, k_l$.

**Definition 1.5.2.** The cyclic module $\mathcal{M}$ is conic-tame (resp. $\delta$-conic-tame) along $Y$ if $Y$ is open in $X$ or if there exists a vector field $\eta$ on $X$ which is definite positive with respect to $Y$ such that:

(i) there is a $b(\eta)$-function for $\mathcal{M}$ whose roots are all strictly greater than $-\text{Tr}(\eta)$ (resp. $-\text{Tr}(\eta)/\delta$)

(ii) the singular support of $\mathcal{M}$ is conic for $\eta$.
Let us recall that the singular support of $\mathcal{M}$ is set of points of $X$ where its characteristic variety $Ch(\mathcal{M})$ is not contained in the zero section of $T^*X$. If $\mathcal{M}$ is holonomic, its singular support is a nowhere dense subvariety of $X$.

**Remark 1.5.3.** If $\mathcal{M}$ admits a monodromic (quasi-)b-function, the sections of $\mathcal{M}$ are solutions of $b(\eta)u = 0$ and the characteristic variety of $\mathcal{M}$ is contained in the subset of $T^*X$ defined by $\eta = 0$, this implies that the singular support of $\mathcal{M}$ is conic for $\eta$.

A stratification of the manifold $X$ is a union $X = \bigcup \alpha X_\alpha$ such that

- For each $\alpha$, $\overline{X}_\alpha$ is a complex algebraic (analytic) subset of $X$ and $X_\alpha$ is its regular part.
- $\{X_\alpha\}_\alpha$ is locally finite.
- $X_\alpha \cap X_\beta = \emptyset$ for $\alpha \neq \beta$.
- If $\overline{X}_\alpha \cap X_\beta \neq \emptyset$, then $\overline{X}_\alpha \supset X_\beta$.

If $\mathcal{M}$ is a holonomic $\mathcal{D}_X$-module, its characteristic variety $Ch(\mathcal{M})$ is a homogeneous lagrangian subvariety of $T^*X$ hence there exists a stratification $X = \bigcup X_\alpha$ such that $Ch(\mathcal{M}) \subset \bigcup T^*_{X_\alpha}$ $X$ [9, Ch. 5].

**Definition 1.5.4.** A cyclic holonomic $\mathcal{D}_X$-module $\mathcal{D}_X/\mathcal{I}$, is tame (resp. conic-tame, $\delta$-tame, conic-$\delta$-tame) if there is a stratification $X = \bigcup X_\alpha$ of $X$ such that $\mathcal{M}$ is tame (resp. conic-tame, $\delta$-tame, conic-$\delta$-tame) along any stratum $X_\alpha$.

In the next sections, we will find $\mathcal{D}_X$-modules which satisfy a weaker condition:

**Definition 1.5.5.** The module $\mathcal{M}$ is weakly tame if there is a stratification $X = \bigcup X_\alpha$ of $X$ such that for all $\alpha$, one of the two following conditions is satisfied:

(i) $\mathcal{M}$ is tame along $X_\alpha$

(ii) for each point $x$ of $X_\alpha$, $\pi_\alpha^{-1}(x) \cap T^*_{X_\alpha} X$ is not contained in the characteristic variety of $\mathcal{M}$.

Here, $\pi_\alpha$ is the projection $T^*X \to X$ and $T^*_{X_\alpha} X$ is the conormal bundle to $X_\alpha$.

Any tame $\mathcal{D}_X$-module is clearly weakly tame. The following properties will be proved in the section 2.

**Theorem 1.5.6.** If the $\mathcal{D}_X$-module $\mathcal{M}$ is weakly tame then it has no quotients with support in a hypersurface of $X$.

**Theorem 1.5.7.** Let $\mathcal{M}$ be a real analytic manifold and $X$ be a complexification of $\mathcal{M}$. If the $\mathcal{D}_X$-module $\mathcal{M}$ is weakly tame then it has no distribution solution with support in a hypersurface of $\mathcal{M}$.

As pointed in section 1.1, if $\mathcal{M}$ is a cyclic $\mathcal{D}_X$-module $\mathcal{D}_X/\mathcal{I}$, the solutions are defined as the common solutions of all operators in $\mathcal{I}$. Here "solutions" means solutions in the usual meaning and do not concern the $\mathcal{E}xt^k$ of the module for $k > 0$. Any distribution solution of $\mathcal{M}$ is analytic where $\mathcal{M}$ is elliptic [27] that is outside the singular support of $\mathcal{M}$. So, if $\mathcal{M}$ is tame the distributions solutions of $\mathcal{M}$ are uniquely characterized by their restriction to the complementary of the singular support of $\mathcal{M}$.

**Theorem 1.5.8.** Let $\mathcal{M}$ be a holonomic conic-tame $\mathcal{D}_X$-module with singular support $Z$. Then any multivalued holomorphic function on $X \setminus Z$ with polynomial growth along $Z$ which is solution of $\mathcal{M}$ extends uniquely as a $L^2_{\text{loc}}$ solution of $\mathcal{M}$ on $X$. 
Theorem 1.5.9. Let $M$ be a real analytic manifold and $X$ be a complexification of $M$. Let $M$ be a holonomic conic-tame $\mathcal{D}_X$-module whose singular support $Z$ is the complexification of a real sub-variety of $M$.

Then any distribution solution of $M$ on an open subset of $M$ is a $L^1_{loc}$-function.

These theorems as well as the following proposition will be proved in section 2.

Proposition 1.5.10. Let $\delta > 0$ and $M$ a holonomic conic-$\delta$-tame $\mathcal{D}_X$-module with singular support $Z$. Then any multivalued holomorphic function on $X - Z$ with polynomial growth along $Z$ which is solution of $M$ extends uniquely as a $L^2_{loc}$ solution of $M$ on $X$.

If $X$ is the complexification of a real analytic manifold $M$ and $Z$ is the complexification of a real sub-variety of $M$, then any distribution on an open subset of $M$ solution of $M$ is the sum of a singular part supported by $Z$ and of a $L^1_{loc}$-function. If $\delta > 1$, the singular part is 0.

Remark 1.5.11. If $M$ is a regular holonomic $\mathcal{D}$-module as defined by Kashiwara-Kawai[13], all multivalued holomorphic solutions of $M$ on $X - Z$ have polynomial growth along $Z$[13] and all hyperfunction solutions are distributions[11]. In this case, theorems 1.5.8, 1.5.9 and proposition 1.5.10 apply to all multivalued holomorphic solutions and hyperfunction solutions.

1.6. The Harish-Chandra theorem. Let $G_\mathbb{R}$ be a real semisimple Lie group and $\mathfrak{g}_\mathbb{R}$ be its Lie algebra.

An invariant eigendistribution $T$ on $G_\mathbb{R}$ is a distribution which satisfies:

- $T$ is invariant under conjugation by elements of $G_\mathbb{R}$.
- $T$ is an eigendistribution of every bivariant differential operator $P$ on $G_\mathbb{R}$, i.e. there is a scalar $\lambda$ such that $PT = \lambda T$.

The main example of such distributions is the character of an irreducible representation of $G_\mathbb{R}$. A famous theorem of Harish-Chandra asserts that all invariant eigendistributions are $L^1_{loc}$-functions on $G_\mathbb{R}$[5].

Let us now explain what is the Hotta-Kashiwara $\mathcal{D}$-module[7]. Let $G$ be a connected complex semisimple group with Lie algebra $\mathfrak{g}$. The group acts on $\mathfrak{g}$ by the adjoint action hence on the space $\mathcal{O}(\mathfrak{g})$ of polynomial functions on $\mathfrak{g}$ which is identified to the symmetric algebra $S(\mathfrak{g}^*)$ of the dual space $\mathfrak{g}^*$. By Chevalley theorem, the space $\mathcal{O}(\mathfrak{g})^G \simeq S(\mathfrak{g}^*)^G$ of invariant polynomials is equal to a polynomial algebra $\mathbb{C}[P_1, \ldots, P_l]$ where $P_1, \ldots, P_l$ are algebraically independent polynomials of $\mathcal{O}(\mathfrak{g})^G$ and $l$ is the rank of $\mathfrak{g}$. In the same way, the space $\mathcal{O}(\mathfrak{g}^*)^G \simeq S(\mathfrak{g}^*)^G$ of invariant polynomials on $\mathfrak{g}^*$ is equal to $\mathbb{C}[Q_1, \ldots, Q_l]$ where $Q_1, \ldots, Q_l$ are algebraically independent polynomials of $\mathcal{O}(\mathfrak{g}^*)^G$.

The differential of the adjoint action on $\mathfrak{g}$ induces a Lie algebra homomorphism $\tau : \mathfrak{g} \rightarrow \text{Der} S(\mathfrak{g}^*)$ by:

$$ (\tau(a)f)(x) = \frac{d}{dt} f(\exp(-ta).x) \bigg|_{t=0} \quad \text{for} \quad a \in \mathfrak{g}, f \in S(\mathfrak{g}^*), x \in \mathfrak{g} $$

i.e. $\tau(a)$ is the vector field on $\mathfrak{g}$ whose value at $x \in \mathfrak{g}$ is $[x, a]$.

An element $a$ of $\mathfrak{g}$ defines also a vector field with constant coefficients on $\mathfrak{g}$ by:

$$ (a(D_x)f)(x) = <a, df> = \frac{d}{dt} f(x + ta) \bigg|_{t=0} \quad \text{for} \quad f \in S(\mathfrak{g}^*), x \in \mathfrak{g} $$
By multiplication, this extends to an injective morphism from $S(g)$ to the algebra of differential operators with constant coefficients on $g$. We will identify $S(g)$ with its image and denote by $P(D_x)$ the image of $P \in S(g)$.

For $\lambda \in g^*$, the Hotta-Kashiwara module $M^F_\lambda$ is the quotient of $D^*_g$ by the ideal generated by $\tau(g)$ and by the operators $Q(D_x) - Q(\lambda)$ for $Q \in S(g)^G$.

A result of Harish-Chandra [6, lemma 24] shows that there is an equivalence between the invariant eigendistributions and the solutions of the Hotta-Kashiwara modules. More precisely, there is an analytic function $\varphi$ on $g$, invertible on a neighborhood of $0$, such that $u$ is an invariant eigendistribution if and only if $X \mapsto \varphi(X)u(\exp(X))$ is a distribution solution of a Hotta-Kashiwara module.

The definition of Hotta-Kashiwara extends to:

**Definition 1.6.1.** Let $F$ be a finite codimensional ideal of $S(g)^G$. We denote by $I_F$ the ideal of $D_g$ generated by $\tau(g)$ and by $F$, this defines the coherent $D_g$-module $M_F = D_g/I_F$.

The filtration induced on $F$ by the filtration of the differential operators is the same than the filtration of the symmetric algebra $S(g)$. If $F$ is finite codimensional, its graduate is a power of $S_+(g)^G$, the set of non constant elements of $S(g)^G$, hence defines the nilpotent cone $N(g^*)$ of $g^*$. The cotangent bundle $T^*g$ is identified with $g \times g^*$ and $g^*$ to $g$ by the Killing form, then if $N(g)$ is the nilpotent cone of $g$, the characteristic variety of $M_F$ is [7, 4.8.3.]:

$$\{ (x,y) \in g \times g \mid [x,y] = 0, y \in N(g) \}$$

and $M_F$ is a holonomic $D_g$-module.

In particular, if $g_{rs}$ is the set of regular semisimple elements in $g$, $M_F$ is elliptic on $g_{rs}$ and the singular support of $M_F$ is the algebraic variety $g' = g - g_{rs} = \{ x \in g \mid \Delta(x) = 0 \}$ where $\Delta$ is defined as follows. If $n = \dim g$, we set for $x \in g$:

$$\det(t.I - ad x) = \sum_{i=0}^{n} (-1)^{n-i} p_i(x) t^i$$

where $ad x$ is the adjoint action of $x$ on $g$ that is $ad x(z) = [x,z]$. The rank $l$ of $g$ is the smallest integer $r$ such that $p_r \neq 0$ and $\Delta(x) = p_1(x)$ is the equation of $g'$.

If $g_R$ is a real semisimple Lie algebra and $g$ its complexification, $\Delta(x)$ is a polynomial on $g$ which is real on $g_R$ hence $g'$ is the complexification of $g_{rs}'$. The invariant eigenfunctions on $g_R$ are distributions solutions of $M_F$, in particular they are analytic on $g_R - g_{rs}'$. The main result of this section is:

**Theorem 1.6.2.** The holonomic $D_g$-module $M_F$ is conic-tame.

As a consequence we get the theorem of Harish-Chandra:

**Corollary 1.6.3.**

1. There is no invariant eigendistribution supported by $g_R' = g_R - g_{rs}'$.
2. The invariant eigendistribution are $L^1_{loc}$ functions on $g_R$ and analytic on $g_R \cap g_{rs}'$.
3. The module $M_F$ has no quotient supported by $g' = g - g_{rs}$.

It has been proved in [19] that the module $M_F$ is a regular holonomic $D_g$-module. This implies that the results of corollary 1.6.3 are true for hyperfunction solutions as well as for distributions.
For each $s \in \mathfrak{g}$ semi-simple, $\mathfrak{g}^s = \{ x \in \mathfrak{g} \mid [x, s] = 0 \}$ is a reductive Lie algebra. Let $d_s$ and $r_s$ be the dimension and the rank of the semi-simple Lie algebra $[\mathfrak{g}^s, \mathfrak{g}^s]$. Let $u$ be the minimum of $r_s/d_s$ over all semi-simple elements of $\mathfrak{g}$ and $\delta(\mathfrak{g}) = \frac{1 + u}{u}$.

For example, if $\mathfrak{g} = \mathfrak{sl}_n(\mathbb{C})$, $\delta(\mathfrak{g}) = 1 + \frac{2}{n}$.

**Proposition 1.6.4.** The holonomic $D_{\mathfrak{g}}$-module $\mathcal{M}_F$ is $\delta$-tame for any $\delta < \delta(\mathfrak{g})$.

This implies that the distribution solutions of $\mathcal{M}_F$ are $L^1_{loc}$-functions for $\delta < \delta(\mathfrak{g})$.

1.7. Symmetric pairs. Let $G$ be a connected complex reductive algebraic Lie group with Lie algebra $\mathfrak{g}$. Fix a non-degenerate, $G$-invariant symmetric bilinear form $\kappa$ on the reductive Lie algebra $\mathfrak{g}$ such that $\kappa$ is the Killing form on the semisimple Lie algebra $[\mathfrak{g}, \mathfrak{g}]$. Fix an involutive automorphism $\sigma$ of $\mathfrak{g}$ preserving $\kappa$ and set $\mathfrak{k} = \ker(\sigma - I)$, $\mathfrak{p} = \ker(\sigma + I)$. Then $\mathfrak{g} = \mathfrak{k} \oplus \mathfrak{p}$ and the pair $(\mathfrak{g}, \mathfrak{k})$ or $(\mathfrak{g}, \sigma)$ is called a symmetric pair. As $\mathfrak{k}$ is a reductive Lie subalgebra of $\mathfrak{g}$, it is the Lie algebra of a connected reductive subgroup $K$ of $G$. This group $K$ acts on $\mathfrak{p}$ via the adjoint action and the differential of this action induces a Lie algebra homomorphism $\tau: \mathfrak{k} \to \text{Der}(\mathfrak{p}^*)$ by:

$$(\tau(a)f)(x) = \frac{d}{dt}f(exp(-ta).x)|_{t=0} \text{ for } a \in \mathfrak{k}, f \in S(\mathfrak{p}^*), x \in \mathfrak{p}$$

(see [24] for the details)

If the group is $G \times G$ for some semisimple group $G$ and $\sigma$ is given by $\sigma(x, y) = (y, x)$, then $K \simeq G$, $\mathfrak{p} \simeq \mathfrak{g}$ and we find the definitions of section 1.6. We will call this case the “diagonal case”. In fact, the previous section is a special case of this one but we give the definitions in the two cases for the reader’s convenience.

Let $x = s + n$ be the Jordan decomposition of $x \in \mathfrak{p}$, that is $s$ is semi-simple, $n$ is nilpotent and $[s, n] = 0$. As this decomposition is unique, if $x \in \mathfrak{p}$ then $s$ and $n$ are both elements of $\mathfrak{p}$. The element $x$ is said to be regular if the codimension of its orbit $K.x$ is minimal, this minimum is the rank of the pair $(\mathfrak{g}, \mathfrak{k})$ or of $\mathfrak{p}$. The set $\mathfrak{p}_r = \mathfrak{g}_r \cap \mathfrak{p}$ of semisimple regular elements of $\mathfrak{p}$ is Zariski dense and its complementary $\mathfrak{p}'$ is defined by a $K$-invariant polynomial equation $\Delta(x) = 0$ [15]. If $(\mathfrak{g}, \mathfrak{k})$ is a complexification of a real symmetric pair, this equation is real on the real space.

The set $\Omega(\mathfrak{p})$ of nilpotent elements of $\mathfrak{p}$ is a cone. If $\mathcal{O}_+(\mathfrak{p})^K$ is the space of non constant invariant polynomials on $\mathfrak{p}$, then $\Omega(\mathfrak{p})$ is equal to:

$$\Omega(\mathfrak{p}) = \{ x \in \mathfrak{p} \mid \forall P \in \mathcal{O}_+(\mathfrak{p})^K \ P(x) = 0 \}.$$  

The set of nilpotent orbits is finite and define a stratification of $\Omega(\mathfrak{p})$ [15]. By an extension of the Chevalley theorem, the space $\mathcal{O}(\mathfrak{p})^K$ is a polynomial algebra $\mathbb{C}[P_1, \ldots, P_l]$ where $P_1, \ldots, P_l$ are algebraically independent polynomials of $\mathcal{O}(\mathfrak{p})^K$ and $l$ is the rank of $\mathfrak{p}$.

If $F$ is a finite codimensional ideal of $\mathcal{O}(\mathfrak{p}^*)^K = S(\mathfrak{p}^*)^K$, the module $\mathcal{M}_F$ is the quotient of $D_\mathfrak{p}$ by the ideal generated by $\tau(\mathfrak{k})$ and by $F$. $\mathcal{M}_F$ is a holonomic $D_\mathfrak{p}$-module [24] whose characteristic variety is contained in:

$$\{ (x, y) \in \mathfrak{p} \times \mathfrak{p} \mid [x, y] = 0, y \in \Omega(\mathfrak{p}) \}$$

Its singular support is $\mathfrak{p}' = \mathfrak{p} - \mathfrak{p}_r$.

We proved in [19] that the module $\mathcal{M}_F$ is always regular (hence the hyperfunction solutions are distributions) but in some cases it has non zero solutions with support a hypersurface (see [28] or [24] for an example) hence is not always tame.
We will show that the roots of the $b$-functions are bounded below and the bounds will be calculated from the numbers $\lambda_p(x)$ defined by Sekiguchi \cite{Sekiguchi1980, Sekiguchi1984}.

Let $x \in \mathfrak{N}(p)$, an extension of the Jacobson-Morosov theorem \cite{JacobsonMorosov1955} shows that there exists a normal $S$-triple containing $x$, that is there exist $y \in p$ and $h \in \mathfrak{t}$ such that $[x, y] = h$, $[h, x] = 2x$ and $[h, y] = -2y$. Set $s = \mathbb{C}h \oplus \mathbb{C}x \oplus \mathbb{C}y \cong \mathfrak{sl}_2(\mathbb{C})$. The $s$-module $g$ decomposes as $g = \bigoplus_{j=1}^s E(\lambda_j)$, where $E(\lambda_j)$ is a simple $s$-module of highest weight $\lambda_j \in \mathbb{N}$. We can choose a basis $(v_1, \ldots, v_m)$ of $p^y = \{ z \in p \mid [z, y] = 0 \}$ with $[h, v_i] = -\lambda_i v_i$ and we have $p = [x, \mathfrak{t}] \oplus p^y$. If $g$ is semisimple, we define \cite{Sekiguchi1980}:

$$\lambda_p(x) = \sum_{j=1}^m (\lambda_j + 2) - \dim p$$

\textbf{Remark 1.7.1.} The number $m$ is the dimension of the space $p^y$ and $s$ is the dimension of $g^y$. By proposition 5 in \cite{JacobsonMorosov1955} we have $s = 2m - k$ where $k = 2 \dim p - \dim g$ is independent of $y$.

Recall that a non zero nilpotent $x \in p$ is said $p$-\textit{distinguished} if $p^x \subset \mathfrak{N}(p)$. As the number of nilpotent orbits is finite, there is only a finite number of distinct numbers $\lambda_p(x)$ for $x \in \mathfrak{N}(p)$ and we set:

$$\lambda_p = \min\{ \lambda_p(x) \mid x \in \mathfrak{N}(p), x \text{ distinguished} \}$$

If $g$ is reductive but not semisimple, we consider $\tilde{g} = [g, g]$, $\tilde{\mathfrak{t}} = \mathfrak{t} \cap \tilde{g}$ and $\tilde{p} = p \cap \tilde{g}$. Then $(\tilde{g}, \tilde{\mathfrak{t}})$ is a symmetric pair with $\tilde{g}$ semisimple and we set $\lambda_p = \lambda_p'$. We will also consider the “reduced dimension” of $p$ that is $\dim_0 p = \dim \tilde{p}$.

Let $s \in p$ be semisimple, then $g^s = \mathfrak{t}^s \oplus p^s$ is a symmetric pair and we define:

$$\mu_p = \min\{ \frac{1}{2}(\lambda_{p^s} - \dim_0 p^s) \mid s \in p, s \text{ semisimple} \}$$

(this minimum is again taken over a finite set).

Let $x$ be a point of $p$ with Jordan decomposition $x = s + n$, we set $\lambda_p(x) = \lambda_p'(n)$

In section \cite{Sekiguchi1980, Sekiguchi1984} we will define a finite stratification of $p$ and to each stratum $\Sigma$ we will associate a vector field $\eta_{\Sigma}$ definite positive with respect to $\Sigma$ such that $p - p_{rs}$ is conic relatively to $\eta_{\Sigma}$. If $x = s + n$ is the Jordan decomposition, the numbers $\mu_{p^s}$, $\lambda_p(x) = \lambda_p'(n)$ and $\dim_0 p^s$ are independent of $x \in \Sigma$. We will denote $\mu_{\Sigma} = \mu_p'$ and $\tau_{\Sigma} = (\lambda_p'(n) + \dim_0 p^s)/2$.

The main result of this paper is the following which will be proved in section \cite{Sekiguchi1980, Sekiguchi1984}.

\textbf{Theorem 1.7.2.} The space $p$ admits a finite stratification and to each stratum $\Sigma$ is associated a vector field $\eta_{\Sigma}$ definite positive with respect to $\Sigma$ and such that $p - p_{rs}$ is conic relatively to $\eta_{\Sigma}$. The trace of $\eta_{\Sigma}$ is $\tau_{\Sigma}$.

Let $F$ be a finite codimensional ideal of $S(p)^K$. The holonomic $D_p$-module $M_F$ admits a $b(\eta_{\Sigma})$-function along each stratum $\Sigma$ whose roots are greater or equal to $\mu_{\Sigma}$.

\textbf{Remark 1.7.3.} In the proof, we will see that the polynomial $b$ depend only on the semisimple part of any $x \in \Sigma$, in particular $b$ is the same for all nilpotent orbits.

\textbf{Corollary 1.7.4.} If $(g, \mathfrak{t})$ is a symmetric pair such that for any $s \in p$ semisimple, $\lambda_p' > 0$, then for any $F$ finite codimensional ideal of $S(p)^K$, the holonomic $D_p$-module $M_F$ is weakly tame.
Corollary 1.7.5. If \((\mathfrak{g}, \mathfrak{k})\) is a symmetric pair such that for any \(x \in \mathfrak{p}\), \(\lambda_\mathfrak{p}(x) > 0\), then for any \(F\) finite codimensional ideal of \(S(\mathfrak{p})^K\), the holonomic \(\mathcal{D}_\mathfrak{p}\)-module \(M_F\) is conic-tame.

The difference between the two corollaries is that in the first one we ask that \(\lambda_\mathfrak{p}(x) > 0\) for elements \(x\) whose nilpotent part is distinguished, while in the second the condition \(\lambda_\mathfrak{p}(x) > 0\) is required for all elements. In the diagonal case, that is in the case of a semisimple Lie group \(G\) acting on its Lie algebra \(\mathfrak{g}\), we have \(\dim \mathfrak{g} = \sum_{i=1}^s (\lambda_i + 1)\) hence if \(x\) is nilpotent, \(\lambda_\mathfrak{p}(x)\) is equal to the codimension of the orbit of \(x\). This number is thus always positive and theorem 1.6.2 is a special case of corollary 1.7.5.

In the general case, Sekiguchi defined in [28] a class of symmetric pairs, called “nice pairs”, for which he proved that \(\lambda_\mathfrak{p} > 0\) for any \(s \in \mathfrak{p}\) semisimple. So, in the case of nice pairs, the module \(M_F\) is weakly tame.

Corollary 1.7.6. Under the condition of corollary 1.7.4 we have:

1. There is no solution of \(M_F\) supported by \(\mathfrak{p}_s = \mathfrak{p} - \mathfrak{p}_{rs}\).
2. The module \(M_F\) has no quotient supported by \(\mathfrak{p}_s = \mathfrak{p} - \mathfrak{p}_{rs}\).

and under the condition of corollary 1.7.5 we have moreover:

3. The distributions on \(\mathfrak{p}_s\) solutions of \(M_F\) are \(L^1_{\text{loc}}\) functions.

The first point has been proved by Sekiguchi [28] and Levasseur-Stafford [24]. The third point is new and may be improved by:

Corollary 1.7.7. Let \(\delta(\mathfrak{p})\) be the minimum of \(-t_\Sigma/\mu_\Sigma\) over all strata \(\Sigma\). The module \(M_F\) is \(\delta\)-tame for any \(\delta < \delta(\mathfrak{p})\).

Remark 1.7.8. If the roots of the \(b\)-functions of a module \(M_F\) are not integers, as in the example of Levasseur-Stafford [24], Remarks after theorem 3.8, the module will satisfy points 1) and 2) of corollary 1.7.6 by remark 2.3.1, but the solutions will not be \(L^1_{\text{loc}}\) if the module is not tame.

As in the previous section, the module \(M_F\) is a regular holonomic \(\mathcal{D}_\mathfrak{p}\)-module by [19], hence all these results are true for hyperfunction solutions as well as for distributions.

2. Tame \(\mathcal{D}\)-modules

2.1. Polynomials and differentials. Consider \(\mathbb{C}^d\) with coordinates \((t_1, \ldots, t_d)\) and denote by \(D_{t_1}, \ldots, D_{t_d}\) the derivations \(\frac{\partial}{\partial t_1}, \ldots, \frac{\partial}{\partial t_d}\). Let \((n_1, \ldots, n_d)\) be strictly positive integers and \(\eta = \sum_{i=1}^d n_i t_i D_{t_i}\). If \(\alpha = (\alpha_1, \ldots, \alpha_d)\) is a multi-index of \(\mathbb{N}^d\), we denote \(|\alpha| = \sum \alpha_i\) and \(\langle \alpha, n \rangle = \sum \alpha_i n_i\). For \(N \geq 0\), let

\[ A_N = \{ a \in \mathbb{N} | \exists \alpha \in \mathbb{N}^d, |\alpha| = N, a = \langle n, \alpha \rangle \}\]

and define a polynomial \(b_N\) by

\[ b_N(T) = \prod_{k=0}^{N-1} \prod_{a \in A_k} (T + |n| + a) \]
Lemma 2.1.1. For any $N \geq 1$, the differential operator $b_N(\eta)$ is in the left ideal of $\mathcal{D}_{\mathbb{C}}(\eta)$ generated by the monomials $t^\alpha$ for $|\alpha| = N$.

Proof. We prove the lemma by induction on $N$. If $N = 1$, $b_N(\eta) = \eta + |n| = \sum n_i D_i t_i + n_i = \sum n_i D_i t_i$ is in the ideal generated by $(t_1, \ldots, t_d)$.

Let us denote $b_N'(T) = \prod_{\alpha \in A_N} (T + |n| + a)$. We remark that $t^\alpha \eta = (\eta - <\alpha, n>) t^\alpha$ hence if $|\alpha| = N$, $t^\alpha b_N'(\eta) = b_N'(\eta - <\alpha, n>) t^\alpha = c(\eta)(\eta + |n|) t^\alpha = c(\eta)(\sum n_i D_i t_i) t^\alpha$ is in the left ideal generated by $t^\alpha$ for $|\alpha| = N + 1$. As $b_{N+1}(T) = b_N(T) b_N'(T)$, if the lemma is true for $N$ it is true for $N + 1$. \hfill \Box

Remark 2.1.2. The main property of $b_N$ is that its roots are all integers lower or equal to $-\text{Tr}(\eta)$. If $\eta$ is the Euler vector field of $\mathbb{C}^d$ that is $n_1 = \cdots = n_d = 1$, then $b_N(T) = (T + d)(T + d + 1) \cdots (T + d + N - 1)$.

Corollary 2.2.1. Let $Y$ be a smooth subvariety of $X$ of codimension $d$, $\mathcal{M}$ be a coherent $\mathcal{D}_X$-module and $u$ be a section of $\mathcal{M}$ with support in $Y$. For any vector field $\eta$ definite positive with respect to $Y$, $u$ has a $b(\eta)$-function along $Y$ which roots are integers lower or equal to $-\text{Tr}(\eta)$.

Proof. Let $(x_1, \ldots, x_{n-d}, t_1, \ldots, t_d)$ be local coordinates such that $Y = \{(x, t) \in X | t = 0\}$ and $\eta = \sum_{i=1}^d n_i D_i t_i$. If $u$ is supported by $Y$ then there exists some integer $M$ such that $t_1^{M_1} u = \cdots = t_d^{M_d} u = 0$. Let $N = (M - 1) + 1$, then for any monomial $t^\alpha$ such that $|\alpha| = N$ we have $t^\alpha u = 0$ and the result comes from lemma 2.1.1. \hfill \Box

2.2. $\mathcal{D}$-modules supported by a submanifold.

Proposition 2.2.1. Let $Y$ be a smooth subvariety of $X$ of codimension $d$, $\mathcal{I}$ be a coherent ideal of $\mathcal{D}_X$ and $\mathcal{M} = \mathcal{D}_X/\mathcal{I}$. Assume that $\mathcal{M}$ is specializable and that all the integer roots of the $b$-function $b$ are strictly greater than $-d$, then $\mathcal{M}$ has no quotient with support in $Y$.

Proof. Let $\mathcal{N}$ be a quotient of $\mathcal{M}$ supported by $Y$ and $u$ the image of 1 in $\mathcal{N}$. Then $\mathcal{N}$ is generated by $u$. But the $b$-function of $u$ has all roots strictly greater than $-d$ or non integers by hypothesis and all roots are integers less or equal to $-d$ from corollary 2.2.1, hence this $b$-function must be equal to 1, thus $u = 0$ and $\mathcal{N} = 0$. \hfill \Box

There is a similar result for quasi-$b$-functions which we will prove now. Let us first recall that, if $Y$ is a submanifold of $X$ and $i : Y \to X$, the sheaf $\mathcal{D}_Y \to X$ is the $(\mathcal{D}_Y, i^{-1} \mathcal{D}_X)$-bimodule defined as $\mathcal{O}_Y \otimes_{i^{-1} \mathcal{O}_X} i^{-1} \mathcal{D}_X$ and the sheaf $\mathcal{D}_{X-Y}$ is the $(i^{-1} \mathcal{D}_X, \mathcal{D}_Y)$-bimodule defined as $i^{-1} \mathcal{D}_X \otimes_{i^{-1} \mathcal{O}_X} \mathcal{O}_Y$. Here $\mathcal{O}_X$ is the sheaf of differential forms of maximum degree on $X$. We will consider $\mathcal{D}_Y \to X$ and $\mathcal{D}_{X-Y}$ as $\mathcal{D}_X$-modules supported by $Y$.

Lemma 2.2.2. Let $Y$ be a smooth subvariety of $X$, and $\eta$ be a vector field on $X$ which is definite positive with respect to $Y$. Let $b \in \mathbb{C}[T]$ be a polynomial, $Q$ be an operator in $\mathcal{D}_Y$ and $P = b(\eta) + Q$. Let $\mathcal{N}$ be a left $\mathcal{D}_Y$-module and $\mathcal{N}'$ be a right $\mathcal{D}_Y$-module.

(i) If all the integer roots of $b$ are strictly greater than $-\text{Tr}(\eta)$ then $P$ is an isomorphism of $\mathcal{D}_{X-Y} \otimes_{\mathcal{D}_Y} \mathcal{N}$.

(ii) If all the integer roots of $b$ are strictly negative then $P$ is an isomorphism of $\mathcal{N}' \otimes_{\mathcal{D}_Y} \mathcal{D}_Y \to X$. 

Applying lemma 2.2.2 we get that

\begin{equation}
P\text{ with coherent cohomology. If no root of the}
\end{equation}

\text{operator } P - M \text{ class of the operator 1 in }

\text{Let }

\text{Proof. Let us fix local coordinates of } X \text{ such that } Y = \{ (x, t) \in X \mid t_1 = \cdots = t_d = 0 \}. \text{ The } \mathcal{D}_X\text{-module } \mathcal{D}_{X - Y} \text{ is the quotient of } \mathcal{D}_X \text{ by the left ideal generated by } t_1, \ldots, t_d \text{ hence the sections of } \mathcal{D}_{X - Y} \text{ may be represented by finite sums:}

\begin{equation}
u = \sum_{\alpha, \beta} u_{\alpha, \beta}(x) D_{\alpha}^\beta \delta^{(\alpha)}(t)
\end{equation}

where \( \delta^{(\alpha)}(t) \) is the class of \( D_{\alpha}^\beta \) modulo \( t_1, \ldots, t_d \).

We may change the coordinates and assume that \( \eta = \sum n_i t_i D_{t_i} \), we may also multiply \( \eta \) by an integer and assume that all \( n_i \) are integer (this modifies the polynomial \( b \) but the condition that all the roots of \( b \) are strictly greater than \( -Tr(\eta) \) remains). We have \( \eta \delta^{(\alpha)}(t) = -((<n, \alpha> + |n|) \delta^{(\alpha)}(t) \).

Let us assume first that \( \mathcal{N} = \mathcal{D}_Y \). The image of the \( V^n \)-filtration of \( \mathcal{D}_X \) on \( \mathcal{D}_{X - Y} \) is the filtration by \( <n, \alpha> \) hence this filtration is only in positive degrees.

So, to prove that \( P \) is bijective on \( \mathcal{D}_{X - Y} \) it is enough to show that \( b(\eta) \) is bijective on the graduate \( \mathcal{G}_V \mathcal{D}_{X - Y} \), that is on homogeneous elements

\begin{equation}
u = \sum_{<n, \alpha> = \mathcal{N}} u_{\alpha, \beta}(x) D_{\alpha}^\beta \delta^{(\alpha)}(t)
\end{equation}

Decomposing \( b \) into linear factors we have to show that \( \eta + a \) is bijective if \( a < Tr(\eta) \) or if \( a \) is not an integer which is clear.

We consider now a left \( \mathcal{D}_Y \)-module \( \mathcal{N} \) and define a filtration by

\begin{equation}
V^n_k (\mathcal{D}_{X - Y} \otimes_{\mathcal{D}_V} \mathcal{N}) = (V^n_k \mathcal{D}_{X - Y}) \otimes_{\mathcal{D}_V} \mathcal{N}
\end{equation}

As the \( V^n \)-filtration is trivial on \( \mathcal{D}_Y \), this filtration is compatible with the \( \mathcal{D}_X \)-module structure. As \( b(\eta) \) acts on the graduate \( \mathcal{G}_V \mathcal{D}_{X - Y} \otimes_{\mathcal{D}_V} \mathcal{N} \) by \( b(\eta)(A \otimes u) = b(\eta)(A) \otimes u \), this action is bijective and \( P \) is an isomorphism of \( \mathcal{D}_{X - Y} \otimes_{\mathcal{D}_V} \mathcal{N} \).

Let us now consider the sheaf \( \mathcal{D}_{Y \rightarrow X} \). It is the quotient of \( \mathcal{D}_X \) by the right ideal generated by \( t_1 \ldots t_d \) hence the sections of \( \mathcal{D}_{X - Y} \) may still be represented by finite sums:

\begin{equation}
u = \sum_{<n, \alpha> = \mathcal{N}} u_{\alpha, \beta}(x) D_{\alpha}^\beta \delta^{(\alpha)}(t)
\end{equation}

where \( \delta^{(\alpha)}(t) \) is the class of \( D_{\alpha}^\beta \) modulo \( t_1, \ldots, t_d \) but now \( \mathcal{D}_X \) operates on the right and we have \( \delta^{(\alpha)}(t).t_j D_{t_j} = +\alpha_j \delta^{(\alpha)}(t) \) and the same calculus shows that \( \eta + a \) is bijective on \( \mathcal{D}_{Y \rightarrow X} \) if \( a > 0 \). \( \square \)

**Proposition 2.2.3.** Let \( Y \) be a submanifold of \( X \), and \( \eta \) be a vector field on \( X \) which is definite positive with respect to \( Y \). Let \( \mathcal{I} \) be a coherent ideal of \( \mathcal{D}_X \) and \( \mathcal{M} = \mathcal{D}_X \mathcal{I} \). Assume that \( \mathcal{M} \) admits a \( b(\eta) \)-function whose integer roots are strictly greater than \( -Tr(\eta) \), then \( \mathcal{M} \) has no quotient with support in \( Y \).

**Proof.** Let \( \mathcal{N} \) be a quotient of \( \mathcal{M} \) supported by \( Y \). Let \( u \) be the image in \( \mathcal{N} \) of the class of the operator 1 in \( \mathcal{M} \). Then \( \mathcal{N} \) is generated by \( u \) which is annihilated by an operator \( P = b(\eta) + Q \) with \( Q \in V^{-1} \mathcal{D}_X \) and the integer roots of \( b \) are strictly greater than \( -Tr(\eta) \). On the other hand, if \( \mathcal{N} \) is supported by \( Y \) there exists a coherent \( \mathcal{D}_Y \)-module \( \mathcal{N}_0 \) such that \( \mathcal{N} \) is isomorphic to \( \mathcal{D}_{X - Y} \otimes_{\mathcal{D}_Y} \mathcal{N}_0 \) as a \( \mathcal{D}_X \)-module \[.\]

Applying lemma 2.2.2 we get that \( P \) is an isomorphism of \( \mathcal{D}_{X - Y} \otimes_{\mathcal{D}_Y} \mathcal{N}_0 \). \( \square \)

By definition, the inverse image by \( i \) of a \( \mathcal{D}_X \)-module \( \mathcal{M} \) is

\[ \mathcal{M}_Y = \mathcal{D}_{Y \rightarrow X} \otimes_{\mathcal{D}_X} \mathcal{N}_0 \]

It is known \[.\] that if \( \mathcal{M} \) is a specializable, \( \mathcal{M}_Y \) is a complex of \( \mathcal{D}_Y \)-modules with coherent cohomology. If no root of the \( b \)-function is an integer (this does not
depend of a generator of $M$), then $M_V = 0$. In this case, $M$ has no quotient and no submodule supported by $Y$.

Lemma 2.2.2 means that $M = D_X / D_X P$ satisfies $M_V = 0$ if $P = b(\eta) + Q$ and all the roots of $b$ are strictly negative. With the same proof than Proposition 2.2.3 we deduce:

**Proposition 2.2.4.** Let $Y$ be a smooth subvariety of $X$, and $\eta$ be a vector field on $X$ which is definite positive with respect to $Y$. Let $I$ be a coherent ideal of $D_X$ and $M = D_X / I$. Assume that $M$ admits a $b(\eta)$-function whose integer roots are strictly negative then the first cohomology group of $M_Y$, that is $M^0_Y = D_Y \otimes_{i^{-1}D_X} i^{-1}M$, is equal to 0.

We consider now a real analytic manifold $M$ and a complexification $X$ of $M$. The sheaf of distributions on $M$ will be denoted by $DB_M$.

**Proposition 2.2.5.** Let $Y$ be a submanifold of $X$ and $\eta$ be a vector field on $X$ which is definite positive with respect to $Y$. Let $I$ be a coherent ideal of $D_X$ and $M = D_X / I$. Assume that $M$ admits a regular $b(\eta)$-function whose integer roots are strictly greater than $-Tr(\eta)$.

Then $M$ has no distribution solution with support in $Y \cap M$.

Moreover, if $M$ admits a regular $b(\eta)$-function whose integer roots are strictly greater than $-Tr(\eta)$, $M$ has no hyperfunction solution with support in $Y \cap M$.

**Proof.** Let $u$ be a distribution solution supported by $Y \cap M$. As $Y \cap M$ is an analytic subset of $M$, we may assume that the support of $u$ is contained in an analytic subset $N$ of $M$ and prove the proposition by descending induction on the dimension of $N$. So, we take a point $x$ of the regular part of $N$ and will prove that $u$ vanishes in a neighborhood of $x$. We may thus assume that $N$ is smooth and denote by $N_C$ the complexification of $N$ which is a complex submanifold of $Y$.

A distribution supported by $N$ is written in a unique way as

$$u = \sum_{|\alpha| \leq m} a_\alpha(x) \delta^{(\alpha)}(t)$$

where $a_\alpha(x)$ is a distribution on $N$ and $\delta^{(\alpha)}(t)$ is a derivative of the Dirac distribution $\delta(t)$ on $N$. In fact, we have $\Gamma_N(DB_M) \simeq D_{X \leftarrow Y} \otimes_{D_N} DB_N$ hence

$$\Gamma_N(DB_M) \simeq D_{X \leftarrow Y} \otimes_{D_N} D_{Y \leftarrow Y} \otimes_{D_N} DB_N.$$  

So, if an operator $P$ satisfies the conditions of the first part of lemma 2.2.2 it defines an isomorphism of $\Gamma_N(DB_M)$.

In the present situation, there is a surjective morphism:

$$D_X / D_X P \to M \to 0$$

where $P$ satisfies these conditions, hence $\text{Hom}_{D_X}(M, \Gamma_N(DB_M)) = 0$.

In the case of hyperfunctions, we have $\Gamma_N(DB_M) = D^{\infty}_{X \leftarrow Y} \otimes_{D_N} D^{\infty}_{Y \leftarrow N_C} \otimes_{D_N} B_N$ where $D^{\infty}_X$ is the sheaf of differential operators of infinite order on $Y$ and $D^{\infty}_{X \leftarrow Y} = D^{\infty}_X \otimes_{D_X} D_{X \leftarrow Y}$. From [20, theorem 3.2.1.] applied to the dual of $M$ which is a Fuchsian module as well as $M$ we know that:

$$\mathbb{R}\text{Hom}_{D_X}(M, D^{\infty}_{X \leftarrow Y}) \simeq \mathbb{R}\text{Hom}_{D_X}(M, D_{X \leftarrow Y})$$

and we conclude as before. \qed
If the characteristic variety does not contain the conormal to \( Y \), these results are true without condition on the \( b \)-function:

**Proposition 2.2.6.** If there is no point \( x \in Y \) such that the characteristic variety of \( \mathcal{M} \) contains \( \pi^{-1}(x) \cap T^*_Y X \) then \( \mathcal{M} \) has no quotient supported by \( Y \) and no hyperfunction or distribution solution on \( \mathcal{M} \) supported by \( Y \cap \mathcal{M} \).

**Proof.** These results are well known, let us briefly recall how they can be proved.

Let \( \mathcal{N} \) be a quotient of \( \mathcal{M} \). Its characteristic variety \( Ch(\mathcal{N}) \) is contained in \( Ch(\mathcal{M}) \). On the other hand \( Ch(\mathcal{N}) \) is involutive hence if it is contained in \( \pi^{-1}(Y) \), \( \pi^{-1}(x) \cap Ch(\mathcal{N}) \) is void or contains \( \pi^{-1}(x) \cap T^*_Y X \) for any \( x \in Y \). So \( Ch(\mathcal{N}) \) is void and \( \mathcal{N} = 0 \).

Let \( u \) be a hyperfunction supported by \( Y \cap \mathcal{M} \) and solution of \( \mathcal{M} \). As in the proof of proposition 2.2.5, we may assume that \( u \) is supported by a submanifold \( N \) of \( M \) whose complexification \( N_{\mathbb{C}} \) is contained in \( Y \). Let \( supp(u) \subseteq N \) be the support of \( u \), \( SS(u) \subseteq T^*M \) be the singular spectrum of \( u \) as defined in [27] chap. Iand \( \pi_{\mathbb{R}} : T^*M \to M \) the projection. For each \( x \in supp(u) \), \( SS(u) \) contains \( T^*_x M \cap \pi_{\mathbb{R}}^{-1}(1) \) and by [27] Cor 3.1.2 ch. III \( SS(u) \subseteq Ch(\mathcal{M}) \) hence \( u = 0 \) \( \square \)

**Proposition 2.2.7.** Let \( Y \) be a smooth connected hypersurface of \( X \) and \( \Delta \) be an equation of \( Y \). Let \( \mathcal{M} = D_X/I \) be a holonomic \( D_X \)-module whose singular support is contained in \( Y \). Assume that the roots of the \( b \)-function of \( \mathcal{M} \) along \( Y \) are \( \alpha_1, \ldots, \alpha_N \) with multiplicity \( n_1, \ldots, n_N \).

Then there exists a neighborhood \( W \) of \( Y \) in \( X \) such that the holomorphic solutions of \( \mathcal{M} \) on \( X - Y \) with moderate growth on \( Y \) are of the form:

\[
f(x) = \sum_{i=1}^{N} \sum_{j=0}^{n_i-1} f_{ij}(x) \Delta(x)^{\alpha_i} \log(\Delta(x))^j
\]

where the functions \( f_{ij} \) are holomorphic functions on \( W \). Moreover, for each \( i \), the function \( f_{i,n_i-1} \) does not vanish identically on \( Y \) except if all \( f_{ij} \) with the same \( i \) are equal to 0.

If the \( b \)-function is regular, we do not have to assume that \( f \) has moderate growth.

If all roots are strictly greater than \(-1 \) the solutions are \( L^2_{loc} \).

**Remark 2.2.8.** For a precise definition of multivalued \( L^2_{loc} \) solution see [3] ch. IV.

**Proof.** We choose local coordinates \( (y,t) \) of \( X \) such that \( \Delta = t \) and we may choose an operator \( P = b(tD_t) + tQ(y,t,D_y,tD_t) \) such that \( Pf = 0 \) and \( b \) is the \( b \)-function of \( \mathcal{M} \).

As \( \mathcal{M} \) is elliptic on \( X - Y \) all solutions of \( \mathcal{M} \) are holomorphic on \( X - Y \) and all solutions on an open subset of \( X - Y \) extend uniquely to the whole of \( X - Y \) as ramified functions around \( Y \). As \( \mathcal{M} \) is holonomic the set of solutions is locally finite dimensional on \( X - Y \) and thus the solutions are of finite determination and may be written as finite sums:

\[
f(y,t) = \sum f_{ij}(y,t) t^{\lambda_i} \log(t)^j
\]

with \( f_{ij}(y,t) \) holomorphic on \( X - Y \) and \( \lambda_i - \lambda_k \not\in \mathbb{Z} \) if \( i \neq k \) (see [3] ch. IV for the details).

If \( W \) is a neighborhood of \( Y \) which can be identified with a neighborhood of the zero section of \( T_Y X \), this decomposition is unique on \( W \) and the space of sums
$t^\lambda \sum_j f_j(y,t) \log(t)^j$ for fixed $\lambda$ is invariant by $D_X$, hence each of these terms in $f$ is a solution on $W - Y$. So, we may now assume that

$$f(y,t) = t^\lambda \sum_{j=0}^{n-1} f_j(y,t) \log(t)^j.$$  

If $f$ is a distribution, $f$ is in the Nilsson class, that is the functions $f_j$ are meromorphic [3]. In the same way, if the $b$-function is regular, all solutions on $X - Y$ extend uniquely as Nilsson class solutions [17, theorem 3.2.11.].

Thus we may adjust the number $\lambda$ so that all $f_j(y,t)$ are holomorphic and at least one of $f_j(y,0)$ is not identically 0. Let $m \leq n$ the highest integer such that $f_m(y,0) \neq 0$. We write $f_j(y,t) = \sum_{k \geq 0} f_{jk}(y)t^k$. Then the equation $Pf = 0$ gives:

$$b(tD_t) \sum_{j=0}^{m-1} f_{j0}(y)t^{\lambda + k_0} \log(t)^{n-1} = 0$$

This implies that $\lambda$ is a root of $b$ and that $m$ is less or equal to the multiplicity of the root. If $m < n$ and $k_0$ is the valuation of $f_n(y,0)$ at $t = 0$, we still have

$$b(tD_t)f_n(y,t)^{\lambda + k_0} \log(t)^{n-1} = 0$$

and this implies that $\lambda + k_0$ is another root of $b$ with multiplicity at least $n$.

We have proved that the solutions are locally of the form

$$f(x) = \sum_{i=1}^{N} \sum_{j=0}^{n_i-1} f_{ij}(x)\Delta(x)^{a_i} \log(\Delta(x))^j$$

but the functions $f_{ij}$ are uniquely determined by $f$ and $\Delta$, as they are holomorphic and $Y$ is connected they cannot vanish identically on some open subset of $Y$ hence this formula is global on a neighborhood of $Y$.

If all roots are strictly greater than $-1$, it is clear that the solutions are $L^2_{loc}$ (the hypersurface is complex hence of real codimension 2).

2.3. **Application to Tame $\mathcal{D}$-modules.** We will now prove the results announced in section 1.5.

**Proof of theorems 1.5.6 and 1.5.7.** Let $\mathcal{N}$ be a non zero quotient of $\mathcal{M}$ which is supported by a hypersurface of $X$. If $Z$ is the singular support of $\mathcal{M}$, $\mathcal{M}$ is locally isomorphic to some power $\mathcal{O}_X$ on $X - Z$, hence $\mathcal{N}$ is supported by $Z$.

Now we consider the stratification of definition 1.5.5. Let $d$ be the minimum of the codimension of the strata on which $\mathcal{N}$ is a non zero module. We can choose a point of a stratum of codimension $d$ where $\mathcal{N}$ is not 0. But if we apply proposition 2.2.3 or proposition 2.2.6 to this stratum we get a contradiction.

Theorem 1.5.7 is proved exactly in the same way using propositions 2.2.5 and 2.2.6.

**Remark 2.3.1.** This proof uses propositions 2.2.3 and 2.2.6 hence if the roots of the $b$-functions are not integers, the result is still true even if they are less than the codimension of the stratum.

**Proof of theorem 1.5.8.** Let $f(x)$ be a multivalued holomorphic function on $X - Z$ solution of $\mathcal{M} = \mathcal{D}_X/I$. The argument follows by induction on the codimension of the strata of the stratification given in the hypothesis.
From proposition 2.2.4, we know that \( f \) is \( L^2_{\text{loc}} \) on a neighborhood of the smooth part of \( Z \). Now, let \( S \) be a stratum and \( a \) a point of \( S \). By definition of a stratification, there is a neighborhood \( V \) of \( a \) where all strata except \( S \) are of codimension strictly lower than the codimension of \( S \), thus \( f \) is \( L^2_{\text{loc}} \) on \( V - S \). We may assume that \( V \) is compact, then \( f \) is \( L^2 \) on \( V - \Omega \) for any neighborhood \( \Omega \) of \( S \). We want to prove that \( f \) is \( L^2 \) on \( V \) that is on \( V - Z \) because \( Z \) is negligible.

From the hypothesis, after shrinking \( V \), there are local coordinates on \( V \) and integers \((n_1, \ldots, n_d)\) such that:

a) \( V \cap S = \{(x_1, \ldots, x_p, t_1, \ldots, t_d) \in V \mid t = 0\} \)

b) \( Z \) is quasi-conic in \((t_1, \ldots, t_d)\) with weights \((n_1, \ldots, n_d)\)

c) \( \mathcal{M} \) admits a quasi-b-function with weights \((n_1, \ldots, n_d)\) and roots greater than \(- \sum n_i\), that is, there exists a polynomial \( b \) whose roots are \( > - \sum n_i \) and a differential operator \( Q \) in \( V^n \mathcal{D}_X \) such that \( b(\eta) + Q(\eta) \in \mathcal{I} \).

We decompose \( V - Z \) into a finite number of simply connected quasi-cones such that on each of them, there is one of the coordinates \( t_1, \ldots, t_d \) which does not vanish. Let \( \Gamma \) be one of them and assume that \( t_1 \) is the non-vanishing coordinate. Consider coordinates \((x, s)\) defined by \( t_1 = s_1^{n_1} \) and \( t_i = s_is_1^{n_i} \) for \( i = 2 \ldots d \). These coordinates are well defined if we restrict \( \arg t_1 \) to \( ] - \pi, \pi [ \) and \( \arg s_i \) to \( ] - \pi/n_1, \pi/n_1 [ \). We have \( \Gamma = \{(x, s) \mid (x, s_2, \ldots, s_d) \in W, 0 < |s_1| \leq \delta, -\pi/n_1 < \arg s_1 \leq \pi/n_1 \} \) for some set \( W \).

In these coordinates, the vector field \( \eta \) is equal to \( s_1D_{s_1} \) and \( D_{s_i} = s_1^{n_i}D_{s_i} \). The \( V^n \)-filtration is now defined by \( s_1D_{s_1}, \) hence it is the usual \( V \)-filtration relative to \( \{s_1 = 0\} \). The operator \( Q \) is in \( V^n \mathcal{D}_X \) hence the ideal \( \mathcal{I} \) contains an operator

\[ b(s_1D_{s_1}) + s_1Q(x, s, D_x, s_1D_{s_1}, D_{s_2}, \ldots, D_{s_d}) \]

that is of a \( b \)-function relative to the hypersurface \( \{s_1 = 0\} \) whose roots are greater than \(- \sum n_i\). So, we can apply proposition 2.2.4 and we find that \( f \) has the form:

\[ f(x, s) = \sum_{i=1}^{N} \sum_{j=0}^{n_i-1} f_{ij}(x, s)s_1^{\alpha_i} \log(s_1)^j \]

where the complex numbers \( \alpha_i \) are roots of \( b \) and the functions \( f_{ij}(x, s) \) are holomorphic on \( W \times \mathbb{C} \).

As \( V - Z \) is the finite union of sets like \( \Gamma \), it is enough to show that \( f \) is \( L^2 \) on \( \Gamma \). The functions \( f_{ij}(x, s)s_1^{\alpha_i} \log(s_1)^j \) are linear combinations of the determinations of the multivalued function \( f \) hence if \( f \) is \( L^2_{\text{loc}} \) on \( V - Z \), the same is true for each of them. So we may assume that \( f \) is equal to \( f_0(x, s)s_1^{\alpha} \log(s_1)^j \) with \( f_0(x, s) \) holomorphic on a set \( \{(x, s) \mid (x, s_2, \ldots, s_d) \in W, |s_1| \leq \delta \} \) and \( \alpha > - \sum n_i \). Now we have:

\[ \|f\|^2_{L^2(\Gamma)} = \int_{\Gamma} |f(x, t)|^2 dx \wedge dt \wedge dt' \]

\[= n_1^2 \int_{W \times \{|s_1| < \delta\}} |f_0(x, s)|^2 \log(s_1)^{2j} |s_1|^{2(\alpha - \sum n_i)} dx \wedge ds \wedge ds' \]

The function \( f_0(x, s) \) is \( L^2 \) on \( W \times \{\varepsilon < |s_1| < \delta\} \) for any \( \varepsilon > 0 \) and holomorphic in \( s_1, \alpha + \sum n_i > 0 \) hence \( f_0(x, s) \log(s_1)^j s_1^{\alpha - \sum n_i} \) is \( L^2 \) on \( W \times \{|s_1| < \delta\} \). So \( \|f\|^2_{L^2(\Gamma)} \) is finite and \( f \) is \( L^2_{\text{loc}} \) at \( a \) which ends the proof.

**Proof of theorem 1.5.9.** By the hypothesis, the singular support \( Z \) of \( \mathcal{M} \) is the complexification of the real variety \( M \cap Z \) which is nowhere dense in \( M \). Hence \( \mathcal{M} \)
is elliptic on an open dense subset of $M$ and the solution $u$ is analytic on this open set.

Therefore, $u$ extends to a ramified holomorphic solution $f$ of $M$ on $U - Z$ where $U$ is an open subset of $X$. In the following we may replace $X$ by $U$ and assume that $X = U$. As $u$ is a distribution, $f$ has moderate growth on a neighborhood of $M \cap Z$, hence $f$ is a $L^1_{\text{loc}}$ function according to theorem 1.5.8.

If the given stratification of $Z$ is the complexification of a real stratification, we may use the same proof than 1.5.8. In the general case, theorem 1.5.9 is the direct consequence of theorem 1.5.8 and of the following lemma.  

**Lemma 2.3.2.** Let $M$ be a real analytic manifold, $X$ a complexification of $M$ and $\Delta$ a real analytic function on $M$ which extends to a holomorphic function $\tilde{\Delta}$ on $X$. Let $L = \Delta^{-1}(0)$ and $Z = \tilde{\Delta}^{-1}(0)$.

Let $f$ be a Nilsson class function on $X - Z$, then $f$ is $L^2_{\text{loc}}$ on $X$ if and only if the restriction of $f$ to $M$ extends to a $L^1_{\text{loc}}$ function on $M$.

**Proof.** Let us consider a resolution of singularities of $\Delta$ which extends to a complex resolution of $\tilde{\Delta}$, hence we have a real analytic manifold $\tilde{M}$, a subvariety $\tilde{L}$ with normal crossing, a proper analytic map $\gamma : \tilde{M} \to M$ which is an isomorphism $\tilde{M} - \tilde{L} \to M - L$ and their complexifications $\tilde{X}$, $\tilde{Z}$ and $\gamma_{\mathbb{C}}$ with the same properties.

It is proved in [3] Proposition 4.5.3] that $f$ is $L^2_{\text{loc}}$ on $X$ if and only if $f_{\circ \gamma_{\mathbb{C}}}$ is $L^2_{\text{loc}}$ on $\tilde{X}$ and the same proof shows that $f|_M$ is $L^1_{\text{loc}}$ on $M$ if and only if $(f|_M)|_{\circ \gamma}$ is $L^1_{\text{loc}}$ on $\tilde{M}$. So, we have to prove the result on $\tilde{M}$. As the result is local, we may assume that there are coordinates $(x_1, \ldots, x_n)$ such that $\tilde{L} = \{x_1 \ldots x_d = 0\}$ and their complexification $(z_1, \ldots, z_n)$ such that $\tilde{Z} = \{z_1 \ldots z_d = 0\}$.

From [2] Proposition 4.4.1.1, we know that the function $f_{\circ \gamma_{\mathbb{C}}}$ is equal to a finite sum $\sum f_{\alpha,k}(z)z^\alpha(\log(z))^k$ with $(\log(z))^k = (\log(z_1))^{k_1} \ldots (\log(z_d))^{k_d}$ and $z^\alpha = z_1^{\alpha_1} \ldots z_d^{\alpha_d}$. We may assume that $f_{\alpha,k}(0) \neq 0$ and that the multi-indexes $(\alpha, k)$ are all different. Then $f_{\circ \gamma_{\mathbb{C}}}$ is $L^2_{\text{loc}}$ on $\tilde{X}$ if and only if $\Re \alpha_i \geq -1$ for all $\alpha$ appearing in the sum and all $i = 1, \ldots, d$. But $(f|_M)|_{\circ \gamma}$ is $L^1_{\text{loc}}$ on $\tilde{M}$ under the same condition, which proves the lemma.

Proposition 1.5.10 is proved in the same way.

3. Semisimple Lie Algebras and Symmetric Pairs

3.1. Stratification of a Semisimple Algebra. In this section, we will define the stratification which will be used to prove that the Hotta-Kashiwara module is tame. This stratification is well known, see [11] for example.

Let $G$ be a connected complex semisimple algebraic Lie group with Lie algebra $\mathfrak{g}$. The orbits in $\mathfrak{g}$ are the orbits of the adjoint action of $G$.

An element $x$ of $\mathfrak{g}$ is said to be semisimple (resp. nilpotent) if $\text{ad}(x)$ is semisimple (resp $\text{ad}(x)$ is nilpotent). Any $x \in \mathfrak{g}$ may be decomposed in a unique way as $x = s + n$ where $s$ is semisimple, $n$ is nilpotent and $[s, n] = 0$ (Jordan decomposition). $x$ is said to be regular if the dimension of its centralizer $\mathfrak{g}^s = \{y \in \mathfrak{g} \mid [x, y] = 0\}$ is minimal, that is equal to the rank of $\mathfrak{g}$.

As pointed in [11] the set $\mathfrak{g}_{rs}$ of semisimple regular elements of $\mathfrak{g}$ is Zariski dense and its complementary $\mathfrak{g}'$ is defined by a $G$-invariant polynomial equation $\Delta(x) = 0$. If $\mathfrak{g}$ is a complexification of a real algebra $\mathfrak{g}_R$, this equation is real on $\mathfrak{g}_R$.  


The set $\mathcal{N}(\mathfrak{g})$ of nilpotent elements of $\mathfrak{g}$ is a cone. Let $O_+^G(\mathfrak{g})$ be the space of non constant invariant polynomials on $\mathfrak{g}$, then $\mathcal{N}(\mathfrak{g})$ is equal to:

$$\mathcal{N}(\mathfrak{g}) = \{ x \in \mathfrak{g} \ | \ \forall P \in O_+^G(\mathfrak{g}) \ P(x) = 0 \}.$$  

The set of nilpotent orbits is finite and define a stratification of $\mathcal{N}$ [14, Cor 3.7].

We fix a Cartan subalgebra $\mathfrak{h}$ of $\mathfrak{g}$ and denote by $W$ the Weyl group $W(\mathfrak{g}, \mathfrak{h})$. The Chevalley theorem shows that $\mathfrak{h}$ restricted to $\mathfrak{g}$ consisting of semisimple elements. Its dimension coincide with the rank of $\mathfrak{g}$, that the set of polynomials on $\mathfrak{h}$ invariant under $W$ is $O(\mathfrak{h})^W = \mathbb{C}[p_1, \ldots, p_l]$ where $p_j$ is the restriction to $\mathfrak{h}$ of $P_j$ and that the restriction map $P \mapsto P|_{\mathfrak{h}}$ defines an isomorphism of $O(\mathfrak{g})^G$ onto $O(\mathfrak{h})^W$ [29, §4.9]. The space $\mathfrak{h}/W$ is thus isomorphic to $\mathbb{C}^l$.

Let $\Phi = \Phi(\mathfrak{g}, \mathfrak{h})$ be the root system associated to $\mathfrak{h}$. For each $\alpha \in \Phi$ we denote by $\mathfrak{g}_\alpha$, the root subspace corresponding to $\alpha$ and by $\mathfrak{h}_\alpha$ the subset $[\mathfrak{g}_\alpha, \mathfrak{g}_{-\alpha}]$ of $\mathfrak{h}$ (they are all 1-dimensional).

Let $\mathcal{F}$ be the set of the subsets $P$ of $\Phi$ which are closed and symmetric that is such that $(P+P) \cap \Phi \subset P$ and $P = -P$. For each $P \in \mathcal{F}$ we define $\mathfrak{h}_P = \sum_{\alpha \in P} \mathfrak{h}_\alpha$, $\mathfrak{g}_P = \sum_{\alpha \in P} \mathfrak{g}_\alpha$, $\mathfrak{h}_P^\perp = \{ H \in \mathfrak{h} \ | \ \alpha(H) = 0 \ \text{if} \ \alpha \in P \}$ and $\mathfrak{h}_P^\perp' = \{ H \in \mathfrak{h} \ | \ \alpha(H) = 0 \ \text{if} \ \alpha \in P, \alpha(H) \neq 0 \ \text{if} \ \alpha \notin P \}$.

The following results are well-known (see [4, Ch VIII, §3]):

a) $\mathfrak{q}_P = \mathfrak{h}_P + \mathfrak{g}_P$ is a semisimple Lie subalgebra of $\mathfrak{g}$ stable under $\text{ad} \mathfrak{h}$ and $\mathfrak{h}_P^\perp$ is an orthocomplement of $\mathfrak{h}_P$ for the Killing form, $\mathfrak{h}_P$ is a Cartan subalgebra of $\mathfrak{q}_P$. The Weyl group $W_P$ of $(\mathfrak{q}_P, \mathfrak{h}_P)$ is identified to the subgroup $W'$ of $W$ of elements whose restriction to $\mathfrak{h}_P^\perp$ is the identity [29, theorem 4.15.17].

b) $\mathfrak{h} + \mathfrak{g}_P$ is a reductive Lie subalgebra of $\mathfrak{g}$ stable under $\text{ad} \mathfrak{h}$. For any $s \in \mathfrak{h}_P^\perp$, $\mathfrak{h} + \mathfrak{g}_P \subset \mathfrak{g}^s$ and $(\mathfrak{h}_P^\perp)' = \{ s \in \mathfrak{h}_P^\perp \ | \ \mathfrak{g}^s = \mathfrak{h} + \mathfrak{g}_P \}$.

c) Conversely, if $s \in \mathfrak{h}$, there exists a subset $P$ of $\Phi$ which is closed and symmetric such that $\mathfrak{g}^s = \mathfrak{h} + \mathfrak{g}_P$. $P$ is unique up to a conjugation by $W$.

To each $P \in \mathcal{F}$ and each nilpotent orbit $\mathcal{O}$ of $\mathfrak{q}_P$ we associate a conic subset of $\mathfrak{g}$

$$(3.1.1) \quad S_{(P, \mathcal{O})} = \bigcup_{x \in (\mathfrak{h}_P^\perp)'} G.(x + \mathcal{O})$$

where $G.(x + \mathcal{O})$ is the union of orbits of points $x + \mathcal{O}$.

**Proposition 3.1.1.** The sets $S_{(P, \mathcal{O})}$ define a finite stratification $\Sigma_\mathfrak{g}$ of $\mathfrak{g}$.

This proposition is a special case of proposition [32, 1] and we refer to it for the proof. Let us describe some of the strata:

- If $P = \emptyset$, there is one associated stratum which is the set $\mathfrak{g}_{rs}$ of all regular semisimple points of $\mathfrak{g}$.
- If $P = \{-\alpha, \alpha\}$, $\mathfrak{q}_P$ is isomorphic to $\mathfrak{sl}_2$ and if $\mathcal{O}$ is the non-zero orbit of $\mathfrak{q}_P$, $S_{(P, \mathcal{O})}$ is exactly the stratum of codimension 1 which is the smooth part of $\mathfrak{g}'$ the hypersurface of equation $\Delta(x) = 0$ (cf. [16]).
- If $P = \Phi$, $\mathfrak{q}_P = \mathfrak{g}$ and the strata $S_{(P, \mathcal{O})}$ are the nilpotent orbits of $\mathfrak{g}$.

### 3.2. Stratification of a symmetric pair.

Let $(\mathfrak{g}, \mathfrak{k})$ be a symmetric pair with $\mathfrak{g} = \mathfrak{k} \oplus \mathfrak{p}$. A Cartan subspace $\mathfrak{a}$ of $\mathfrak{p}$ is a maximal abelian subspace of $\mathfrak{p}$ consisting of semisimple elements. Its dimension coincide with the rank $l$ of $\mathfrak{p}$. If $W = N_K(\mathfrak{a})/Z_K(\mathfrak{a})$ is the associated Weyl group, the Chevalley restriction theorem gives an isomorphism $O(\mathfrak{p})^K \simeq O(\mathfrak{a})^W$ and $O(\mathfrak{p})^K$ is equal to $\mathbb{C}[P_1, \ldots, P_l]$.
where \((P_1, \ldots, P_l)\) are algebraically independent invariant polynomials. We denote by \(V\) the vector space \(V = \text{Spec}(\mathcal{O}(p)^K) \simeq \text{Spec}(\mathbb{C}[P_1, \ldots, P_l])\), by \(\varpi : p \to V\) the projection and by \(\varpi_0 : a \to V\) its restriction.

For \(\alpha \in a^*\), we set \(g_\alpha = \{ x \in g \mid \forall h \in a, [h, x] = \alpha(h)x \}\). The restricted root space \(\Phi = \Phi(g, a)\) is the set of \(\alpha \in a^*\) such that \(g_\alpha \neq 0\). The dimension of \(g_\alpha\) is not necessarily 1 as in the diagonal case but we have the following results [26]:

a) The Cartan subspaces of \(p\) are all conjugated by \(K\) and any semisimple element of \(p\) belongs to one of them.

b) Let \(m = Z_t(a)\) be the centralizer of \(a\) in \(t\), then:

\[
g = m \oplus a \oplus \bigoplus_{\alpha \in \Phi} g_\alpha
\]

c) Let \(g_{[\alpha]} = g_\alpha \oplus g_{-\alpha}\), then \(\dim g_\alpha = \dim g_{[\alpha]} \cap p = \dim g_{[\alpha]} \cap t\) and, if \(\Phi^+\) is the set of positive roots for some total order on \(a^*\), we have:

\[
p = a \oplus \bigoplus_{\alpha \in \Phi^+} g_{[\alpha]} \cap p
\]

Let \(P \in \Phi\) be symmetric and closed. Define \(g_P = \sum_{\alpha \in P} g_\alpha\), \(\alpha_P = [g_P, g_P] \cap a\), \(p_P = g_P \cap p = \sum_{\alpha \in \Phi^+ \cap P} (g_{[\alpha]} \cap p)\), \(a_P = \{ h \in a \mid \forall \alpha \in P, \alpha(h) = 0 \}\) and \((a_P)' = \{ h \in a_P \mid \forall \alpha \notin P, \alpha(h) \neq 0 \}\).

Let \(s \in (a_P)'\), then \(g^s = m \oplus a \oplus g_P\) and \(p^s = a \oplus p_P\). Conversely, let \(s \in a\) be semisimple and define \(P = \{ \alpha \in \Phi \mid \alpha(s) = 0 \}\). Then \(P\) is closed and symmetric and \(g^s = m \oplus a \oplus g_P\), \(p^s = a \oplus p_P\).

The decomposition \(g^s = t^s \oplus p^s\) defines a symmetric pair with the same rank and the group acting on \(p^s\) is \(K^s\).

To each \(P \subset \Phi\) closed and symmetric and to each nilpotent orbit \(O\) of \(a \oplus p_P\), we associate a conic subset of \(p\):

\[
S_{(P, O)} = \bigcup_{x \in (a_P)'} K(x + O)
\]

**Proposition 3.2.1.** The sets \(S_{(P, O)}\) define a finite stratification \(\Sigma_p\) of \(p\), that is:

(i) Each stratum \(S_{(P, O)}\) is a smooth locally closed subvariety of \(p\).

(ii) The number of strata is finite.

(iii) The union of all strata is equal to \(p\).

(iv) The strata are mutually disjoint.

(v) If \(S_1\) and \(S_2\) are two strata such that \(S_1 \cap \overline{S_2} \neq \emptyset\) then \(S_1 \subset \overline{S_2}\).

**Remark 3.2.2.** If \(g\) is a reductive Lie algebra which is not semisimple, let \(c\) be the center of \(g\) and set \(\hat{g} = [g, g], \hat{p} = p \cap \hat{g}, \hat{t} = t \cap \hat{g}, \hat{a} = a \cap \hat{p}\) and \(\hat{c}_p = p \cap \hat{c}\). Then \((\hat{g}, \hat{t})\) is a symmetric pair with \(\hat{g}\) semisimple and \(\hat{g} = \hat{t} \oplus \hat{p}\). We have \(g = c \oplus \hat{g}, p = c_p \oplus \hat{p}\) and \(a = c_p \oplus \hat{a}\). Moreover \(\Phi(g, a) = \Phi(\hat{g}, \hat{a})\) and a set \(S_{(P, O)}\) in \(p\) is exactly the direct sum of \(c_p\) and of the corresponding set \(S_{(P, O)}\) in \(\hat{p}\). The stratification of \(p\) is then the direct sum of \(c_p\) and of the stratification of \(\hat{p}\).

Let \(s \in p\) be semisimple. The previous remark apply to \(p^s\):

Set \(\hat{g}_s = [p^s, p^s], \hat{p}_s = p^s \cap \hat{g}, \hat{t}_s = p^s \cap \hat{t}\). Then \((\hat{g}_s, \hat{t}_s)\) is a symmetric pair with \(\hat{g}_s\) semisimple and \(\hat{g}_s = \hat{t}_s \oplus \hat{p}_s\). If \(c_s\) is the center of \(g^s\), \(p^s = (p^s \cap c_s) \oplus \hat{p}_s\).

Remark also that \(\Phi(p^s) = \Phi(p) \cap p^s\) and \(a \in p^s\) is semisimple in \(g^s\) if and only if \(a\) is semisimple in \(g\).
Lemma 3.2.3. (i) There is a neighborhood $\Omega$ of $s$ and an open embedding $g : \Omega \to g(\Omega) \subset K_s \times p^*$ such that the intersection of a $K$-orbit in $p$ with $\Omega$ is equal to $g^{-1}((K_s \times U) \cap g(\Omega))$ where $U$ is a $K^s$-orbit in $p^*$.

(ii) If $x \in p^* \cap \Omega$, $K.x \cap p^* \cap \Omega$ is equal to $K^s.x \cap \Omega$.

This lemma is an easy consequence of prop. 3.4.5 and its proof is postponed to section 3.4.

Proof of proposition 3.2.1. (i) The set $(a_1 p)$ is transversal to the $K$-orbits of $p$, hence each set $S_{(P, D)}$ is a smooth locally closed subvariety of $p$.

(ii) As the set of subsets $P$ and the set of nilpotent orbits of each $p^*$ are both finite, there is also a finite number of sets $S_{(P, D)}$.

(iii) If $x \in p$ and $x = s + n$ is the Jordan decomposition, the semisimple part $s$ belongs to a Cartan subspace of $O_s$. Let $s$ be an element of $O_s$. If $s$ is in $S_{(P, D)}$, then $n$ is an element of $p^*$ and if $D$ is a $K^s$-orbit, $x \in S_{(P, D)}$. So $p$ is the union of all $S_{(P, D)}$.

(iv) Let $S_1 = S_{(P_1, D_1)}$ and $S_2 = S_{(P_2, D_2)}$. If they are not disjoint, there exist $k_1 \in K$, $k_2 \in K$, $x_1 \in (a_1 p)$, $x_2 \in (a_2 p)$, $n_1 \in D_1$ and $n_2 \in D_2$ such that $k_1(x_1 + n_1) = k_2(x_2 + n_2)$. Remark that for $i = 1, 2$, $x_i$ is semisimple, $n_i$ is nilpotent and $[x_i, n_i] = 0$. By unicity of the Jordan decomposition this implies $k_1 x_1 = k_2 x_2$ and $k_1 n_1 = k_2 n_2$, hence $k = k_2^{-1} k_1$ is in the normalizer of $a$ in $K$.

Then $P_1 = k P_2$ and $D_1 = k D_2$. As $S_{(P, D)} = S_{(k, P, k, D)}$, we can conclude that $S_1 = S_2$.

(v) Let $S_1 = S_{(P_1, D_1)}$ and $S_2 = S_{(P_2, D_2)}$ be two distinct strata such that $S_1 \cap S_2 \neq \emptyset$. Let $x \in S_1 \cap S_2$. By definition of $S_1$, $x = k(s + n)$ with $k \in K$, $s \in (a_1 p)$ and $n \in D_1$. We may replace $x$ by $s + n$ and assume $s + n \in S_1 \cap S_2$.

The projection $\varpi_0 : a \to V$ is closed and the set $(a_1 p)$ is closed, hence $\varpi^{-1}(a_1 p)$ contains $S_2$ and thus its closure $S_2$. Therefore $s \in \varpi_0(a_1 p) \cap a = \varpi_0(a_1 p)$. By definition of $\varpi_0$, this means that there exists $s \in W$ such that $s^* \in a_1 p$. We may replace $x$ by $x^*$.

Now we apply lemma 3.2.2. As $S_1$ and $S_2$ are both unions of $K$-orbits, they are locally (i.e. in $\Omega$) the product of $K_s$ by their intersection with $p^*$. So $S_1 \cap p^* = \overline{S_1 \cap p^*}$ and to prove that $S_1 \cap p^* \subset S_2 \cap p^*$.

Now $S_1$ is a subset of $p^*$ by definition while $p_{P_2} \subset p_{P_1}$ implies that $S_2$ is also a subset of $p^*$. Thus lemma 3.2.2 shows that for $i = 1, 2 S_i \cap p^* = K^s.((a_1 p)^* \oplus D_i)$. So we may now replace $p$ by $p^*$ that is assume that $P_1 = \Phi$.

By remark 3.2.2 we may assume that $p$ is a closed $p$-atom, and in this case with $P_1 = \Phi$, $S_1$ is a nilpotent orbit of $p$. As $\overline{S_2}$ is invariant under the action of $K$, if a point of $S_1$ is in $\overline{S_2}$ then $S_1 \subset \overline{S_2}$.

This proof is valid only in the neighborhood $\Omega$ of $s$. If $x = s + n$ is a point of $S_1 \cap \overline{S_2}$ but not in $\Omega$, as the set of nilpotent points of $p$ is a cone, there is some $k_0 \in K^s$ such that $k_0(s + n) = s + k_0 n$ is in $\Omega$ and this point is in $S_1 \cap \overline{S_2}$. So $k_0^{-1} \Omega$ is a neighborhood of $x$ such that $S_1 \cap \overline{k_0^{-1} \Omega} \subset \overline{S_2}$.

This shows that $S_1 \cap \overline{S_2}$ is an open subset of $S_1$, as it is also a closed subset and $S_1$ is connected, we have $S_1 \cap \overline{S_2} = \emptyset$ or $S_1 \subset \overline{S_2}$. □
3.3. **Fourier transform.** We recall here a few things about the Fourier transform of $D$-modules after [4]. Let $V$ be a finite-dimensional vector space over $V$ and $D(V)$ the sheaf of algebraic differential operators on $V$. Then

$$\Gamma(V, D(V)) = \mathbb{C}[V] \otimes \mathbb{C} \mathbb{C}[V^*] = S(V^*) \otimes \mathbb{C} S(V)$$

where $\mathbb{C}[V] = S(V^*)$ is the ring of polynomials on $V$ and $\mathbb{C}[V^*] = S(V)$ is identified to the ring of constant coefficient operators on $V$. In this way $\Gamma(V, D(V))$ is the $\mathbb{C}$-algebra generated by $V \oplus V^*$ with the relations $[v, w] = [v^*, w^*] = 0$ and $[v, v^*] = -<v, v^*>$ for $v, w$ in $V$ and $v^*, w^*$ in $V^*$.

The Fourier transform is the isomorphism $\Gamma(V, D(V)) \to \Gamma(V^*, D(V^*))$ generated by the map $V \oplus V^* \to V^* \oplus V$, $(v, v^*) \mapsto (v^*, -v)$. We denote by $\hat{P}$ the image of $P \in \Gamma(V, D(V))$ under this isomorphism.

The category of coherent $D(V)$-modules is equivalent to that of finitely generated $\Gamma(V, D(V))$-modules, hence this define the Fourier transform as a functor from the category of coherent $D(V)$-modules onto the category of coherent $D(V^*)$-modules. If $\mathcal{I}$ is an ideal of $D(V)$ generated by operators $P_1, \ldots, P_N$ of $\Gamma(V, D(V))$, the Fourier transform $\mathcal{I}$ is generated by $\hat{P}_1, \ldots, \hat{P}_N$ and the Fourier transform of $\mathcal{M} = D(V)/\mathcal{I}$ is $\widehat{\mathcal{M}} = D(V^*)/\mathcal{I}$. It is known that $\widehat{\mathcal{M}}$ is holonomic if and only if $\mathcal{M}$ is holonomic and the Fourier transform of $\widehat{\mathcal{M}}$ is $a^* \mathcal{M}$ with $a : V \to V$ given by $a(v) = -v$.

If we choose linear coordinates $(x_1, \ldots, x_n)$ of $V$ and dual coordinates $(\xi_1, \ldots, \xi_n)$ of $V^*$, the Fourier transform is given by $x_i \mapsto D_{\xi_i}$ and $D_{\xi_i} \mapsto -\xi_i$. If $\theta = \sum x_i D_{\xi_i}$ is the Euler vector field of $V$ and $\theta^* = \sum \xi_i D_{\xi_i}$ is the Euler vector field of $V^*$, we have $\theta = -\theta^* - n$.

More generally, if $u = \sum u_{ij} x_i D_{x_j}$, then $\hat{u} = -\sum u_{ij} D_{\xi_i} \xi_j = -\sum u_{ij} \xi_j D_{\xi_i} - \sum u_{ii}$. So, if $v : V \to V$ is a linear morphism, it defines a section $V \to TV = V \times V$ by $x \mapsto (x, v(x))$, that is a vector field $u$ on $V$ and if the trace of $v$ is 0, $\hat{u}$ is the vector field associated to the transpose $u^* : V^* \to V^*$.

A $D(V)$-module $\mathcal{M}$ is **homogeneous** or **monodromic** if it admits a monodromic $b$-function at $\{0\}$, that is if for any section $u$ of $\mathcal{M}$, there exists a polynomial $b$ such that $b(\theta) u = 0$.

**Proposition 3.3.1.** Let $\mathcal{M} = D(V)/\mathcal{I}$ be a monodromic $D(V)$-module, $\widehat{\mathcal{M}} = D(V^*)/\hat{\mathcal{I}}$ its Fourier transform, $u$ the canonical generator of $\mathcal{M}$ and $\hat{u}$ the canonical generator of $\widehat{\mathcal{M}}$.

1) $\mathcal{M}$ is monodromic and if $b$ is the $b$-function of $u$ then $b(-\theta^* - n)$ is the $b$-function of $\hat{u}$.

2) Let $x_0 \in V$ and $b$ a polynomial such that $x_0$ is not in the support of $b(\theta) u$, then the characteristic variety of $D(V^*)/b(-\theta^* - n) \hat{u}$ does not meet $V \times \{x_0\}$.

**Proof.** The characteristic variety of $\mathcal{M}$ is a subset of $T^* V \simeq V \times V^*$ and the characteristic variety of $\widehat{\mathcal{M}}$ is a subset of $T^* V^* \simeq V^* \times V$. If $x_0$ is not in the support of $b(\theta) u$, there exists a function $a(x)$ such that $a(x_0) \neq 0$ and $a(x) b(\theta) u = 0$. As $\mathcal{M}$ is monodromic, its support is conic and we may assume that $a$ is a homogeneous function of $x$. Then $a(D_{\xi}) b(-\theta^* - n) \hat{u} = 0$ which shows the proposition. □

Assume now that we are given a symmetric pair $(\mathfrak{g}, \mathfrak{t})$ and that $V = \mathfrak{p}$. The bilinear form $\kappa$ defines an isomorphism $\mathfrak{p} \simeq \mathfrak{p}^*$ which exchanges the morphism $\text{ad} a : \mathfrak{p} \to \mathfrak{p}$ and its adjoint for any $a \in \mathfrak{t}$. With this identification, the Fourier transform is an isomorphism of $\Gamma(\mathfrak{p}, D(\mathfrak{p}))$ onto itself. If $a \in \mathfrak{t}$, then $\tau(a)$ is the
vector field on \( \mathfrak{p} \) defined by the linear morphism \( \text{ad} a \) whose trace is null hence by what we said, its Fourier transform is \(-\tau(a)\). On the other hand, the isomorphism \( \mathfrak{p} \cong \mathfrak{p}^* \) extends to a \( K \)-isomorphism \( S(\mathfrak{p}) \cong S(\mathfrak{p}^*) \) hence defines an isomorphism \( \hat{k} : S(\mathfrak{p})^K \cong S(\mathfrak{p}^*)^K \). We get:

**Proposition 3.3.2.** Let \( F \) be a finite codimensional ideal of \( S(\mathfrak{p})^K \), then \( \hat{k}(F) \) is a finite codimensional ideal of \( S(\mathfrak{p}^*)^K = \mathbb{C}[\mathfrak{p}]^K \).

Let \( \mathcal{M}_F \) be the quotient of \( \mathcal{D}_{[\mathfrak{p}]} \) by the ideal generated by \( \tau(\mathfrak{g}) \) and \( F \). Its Fourier transform is the quotient of \( \mathcal{D}_{[\mathfrak{p}]} \) by the ideal generated by \( \tau(\mathfrak{g}) \) and \( \hat{k}(F) \subset \mathbb{C}[\mathfrak{p}]^K \).

Let us denote by \( \mathcal{M}_F \) the Fourier transform of \( \mathcal{M}_F \). The \( \mathcal{D}_{\mathfrak{p}} \)-module \( \mathcal{M}_F \) is by definition \( \mathcal{D}_{\mathfrak{p}} \otimes_{\mathcal{D}_{[\mathfrak{p}]}} \mathcal{M}_F \) and we will denote by \( \hat{\mathcal{M}}_F \) the module \( \mathcal{D}_{\mathfrak{p}} \otimes_{\mathcal{D}_{[\mathfrak{p}]}} \mathcal{M}_F \). We will call this module the Fourier transform of \( \mathcal{M}_F \).

### 3.4. Proof of main theorems.

Consider a symmetric pair \((\mathfrak{g}, \mathfrak{t})\) with \( \mathfrak{g} = \mathfrak{t} \oplus \mathfrak{p} \), \( \mathfrak{g} \) semi-simple, and a nilpotent point \( x \in \mathfrak{p} \). Let \( \mathfrak{O} \) be the orbit of \( x \) under the action of \( K \). As in section 1.9, we consider a normal \( \mathfrak{sl}_2 \)-triple \((h, x, y)\) which defines a basis \((y_1, \ldots, y_r)\) of \( \mathfrak{p}^\mathfrak{g} \) such that \([h, y_i] = -\lambda_i y_i \). The number \( \lambda_p(x) \) is by definition \( \sum_{i=1}^{r} (\lambda_i + 2) - \dim \mathfrak{p} \) and we have \( \mathfrak{p} = [x, \mathfrak{t}] \oplus \mathfrak{p}^\mathfrak{g} \).

#### Lemma 3.4.1.

There are local coordinates \((z_1, \ldots, z_{n-r}, t_1, \ldots, t_r)\) of \( \mathfrak{p} \) near \( x \) such that:

(i) \( \mathfrak{O} = \{ (z, t) \mid t = 0 \} \)

(ii) The vector fields \( D_{z_1}, \ldots, D_{z_{n-r}} \) are in the ideal of \( \mathcal{D}_{\mathfrak{p}} \) generated by \( \tau(\mathfrak{g}) \).

(iii) The vector field

\[
\eta_\mathfrak{O} = \sum_{i=1}^{r} (\frac{\lambda_i}{2} + 1) t_i D_{t_i}
\]

is definite positive with respect to \( \mathfrak{O} \) and its trace is equal to \( (\lambda_p(x) + \dim \mathfrak{p})/2 \).

(iv) The Euler vector field \( \theta \) of \( \mathfrak{p} \) is equal to

\[
\theta = \eta_\mathfrak{O} + \frac{1}{2} D_{z_{n-r}}
\]

**Proof.** Let \( x \in \mathfrak{O} \) and \((h, x, y)\) a normal \( \mathfrak{sl}_2 \)-triple. Let \( V \) be a linear subspace of \( \mathfrak{g} \) such that \( \mathfrak{t} = V \oplus \mathfrak{p}^\mathfrak{g} \) and \( h \) is in \( V \). Let \( b_1, \ldots, b_{n-r} \) be a basis of \( V \) with \( b_{n-r} = h \).

The map \( F : \mathbb{C}^{n-r} \times \mathbb{C}^r \to \mathfrak{p} \) given by

\[
F(z_1, \ldots, z_{n-r}, t_1, \ldots, t_r) = \exp(z_1 b_1) \ldots \exp(z_{n-r} b_{n-r}).(x + \sum t_i y_i)
\]

is a local isomorphism hence defines local coordinates of \( \mathfrak{p} \). In these coordinates, \( \mathfrak{O} \) is \( \{ (z, t) \mid t = 0 \} \) and the vector fields \( D_{z_1}, \ldots, D_{z_{n-r}} \) are in the ideal of \( \mathcal{D}_{\mathfrak{p}} \) generated by \( \tau(\mathfrak{g}) \).

The numbers \( \lambda_i \) are nonnegative integers hence \( \eta_\mathfrak{O} \) is definite positive with respect to \( \mathfrak{O} \) and its trace is equal to \( (\lambda_p(x) + \dim \mathfrak{p})/2 \) by definition of \( \lambda_p(x) \).

By definition, the Euler vector field \( \theta \) of \( \mathfrak{p} \) acts as \( \theta(f)(u) = \frac{d}{ds} f(e_s u)|_{s=0} \) in linear coordinates \( u \) of \( \mathfrak{p} \), hence in coordinates \((z, t)\):

\[
\theta(f)(z, t) = \frac{d}{ds} f(F^{-1}(e^s F(z, t)))|_{s=0}
\]

We have \( [h, x] = 2x \) and \( [h, y_i] = -\lambda_i y_i \) hence

\[
\exp(sh). (x + \sum t_i y_i) = e^{2s} x + \sum e^{-\lambda_i s} t_i y_i
\]
therefore, as \( b_{n-r} = h \) this gives:
\[
F(z_1, \ldots, z_{n-r-1}, z_{n-r} + s/2, e^{s(\lambda_1/2 + 1)}t_1, \ldots, e^{s(\lambda_r/2 + 1)}t_r) = e^s F(z, t)
\]
and thus
\[
\theta = \sum_{i=1}^r \left( \frac{\lambda_i}{2} + 1 \right) t_i D_{t_i} + \frac{1}{2} D_{z_{n-r}}.
\]

Let \( F \) be a finite codimensional ideal of \( S(\mathfrak{p})^K \) and assume that \( F \) is graduate. Let \( \hat{M}_F \) be the Fourier transform of the module \( M_F \). By proposition 3.3.2, it is the quotient of \( \mathcal{D}_p \) by the ideal generated by \( \tau(t) \) and by \( \tilde{\kappa}(F) \). As \( \tilde{\kappa}(F) \) is graduate and of finite codimension it contains a power of \( \mathcal{O}_+(\mathfrak{p})^K = S_+(\mathfrak{p}^*)^K \) and \( \hat{M}_F \) is supported by \( \mathfrak{F}(\mathfrak{p}) \).

Define \( \lambda_p \) as the minimum of \( \lambda_p(x) \) over all nilpotents \( x \in \mathfrak{p} \).

**Proposition 3.4.2.** The \( b \)-function of \( \hat{M}_F \) at \( \{0\} \) is monodromic and its roots are lower or equal to \( -(\lambda_p + \dim \mathfrak{p})/2 \).

**Proof.** The module \( \hat{M}_F \) is supported by \( \mathfrak{F}(\mathfrak{p}) \) which is a finite union of nilpotent orbits \([15]\). By descending induction on the dimension of these orbits, we have to prove that if \( v \) is a section of \( \hat{M}_F \) supported by a nilpotent orbit \( \mathfrak{O} \) in a neighborhood of a point \( x \) of this orbit, then there is a polynomial \( b_x \) with roots lower or equal to \( -(\lambda_p + \dim \mathfrak{p})/2 \) such that \( b_x(\theta).v \) vanishes on a neighborhood of \( x \) hence on a neighborhood of the orbit of \( x \).

So let \( v \) be a section of \( \hat{M}_F \) supported by \( \mathfrak{O} \) in a neighborhood of \( x \). By lemma 3.4.1 there are local coordinates \((x, t)\) near \( x \) such that \( \mathfrak{O} = \{(x, t) \mid t = 0\} \) and \( \theta.v = \eta.v \) with \( \eta = \sum_{i=1}^r (\frac{\lambda_i}{2} + 1) t_i D_{t_i} \). By corollary 2.3.3 there is a polynomial \( b_x \) with roots lower or equal to \( -\text{Tr}(\eta) = -(\lambda_p(x) + \dim \mathfrak{p})/2 \) such that \( b_x(\theta).v = b_x(\eta).v \) vanishes on a neighborhood of \( x \). \( \square \)

In the diagonal case, we get:

**Corollary 3.4.3.** Let \( \mathfrak{g} \) be a semisimple Lie algebra and \( F \) be a graduate and finite codimensional ideal of \( S(\mathfrak{g})^G \).

The roots of the \( b \)-function of \( \hat{M}_F \) at \( \{0\} \) are lower or equal to \( -(\text{rank } \mathfrak{g} + \dim \mathfrak{g})/2 \) and the roots of the \( b \)-function of \( M_F \) at \( \{0\} \) are greater or equal to \( (\text{rank } \mathfrak{g} - \dim \mathfrak{g})/2 \).

**Proof.** In the case of a semisimple Lie group \( G \) acting on its Lie algebra \( \mathfrak{g} \) we have \( \dim \mathfrak{g} = \sum_{i=1}^r (\lambda_i + 1) \) where \( r \) is the codimension of the orbit of \( x \) \([20, \text{Ch 5.6.}]\) hence, by definition, \( \lambda_p(x) = r \). The minimum of \( \lambda_p(x) \) is thus the rank of \( \mathfrak{g} \). The result on \( \hat{M}_F \) gives the corresponding result on \( M_F \) by proposition 3.3.1. \( \square \)

In the diagonal case, the numbers \( \lambda_p \) (defined in section 1.17) and \( \lambda_p \) are equal. In the general case, we will use the fact that a non distinguished nilpotent point commutes with semisimple points to get a better result than proposition 3.4.2. Before doing this we have to study the module \( M_F \) in a neighborhood of a semisimple point.

The main property of \( M_F \) is to be constant along the orbits of \( K \) but also on the center of \( \mathfrak{g} \). Let us recall that if \( X \) is a complex manifold equal to a product
$X = Y \times Z$ and $\mathcal{N}$ is a coherent $\mathcal{D}_2$-module, the external product of $\mathcal{O}_Y$ by $\mathcal{N}$ is by definition the coherent $\mathcal{D}_X$-module

$$\mathcal{O}_Y \otimes \mathcal{N} = \mathcal{D}_X \otimes ((q^{-1} \mathcal{D}_Y \otimes \mathcal{C} p^{-1} \mathcal{D}_2)) (q^{-1} \mathcal{O}_Y \otimes \mathcal{C} p^{-1} \mathcal{N})$$

where $p : Y \times Z \to Z$ and $q : Y \times Z \to Y$ are the canonical projections. Remark that $\mathcal{O}_Y \otimes \mathcal{N}$ is equal to the inverse image $p^* \mathcal{N}$. We say that a $\mathcal{D}_X$-module is constant along $Y$ if it is isomorphic to a module of this form.

We assume now that $\mathfrak{g}$ is reductive. Let $\mathfrak{c}$ be the center of $\mathfrak{g}$ and set $\mathfrak{g} = [\mathfrak{g}, \mathfrak{g}]$, $\tilde{\mathfrak{p}} = \mathfrak{p} \cap \mathfrak{g}$, $\tilde{\mathfrak{f}} = \mathfrak{f} \cap \mathfrak{g}$ and $\mathfrak{c}_p = \mathfrak{p} \cap \mathfrak{c}$. Then $(\tilde{\mathfrak{g}}, \tilde{\mathfrak{f}})$ is a symmetric pair with $\tilde{\mathfrak{g}}$ semisimple and $\tilde{\mathfrak{f}}$ on $\tilde{\mathfrak{g}}$.

Along $Y$ by definition the coherent generated by $M$ to $\mathfrak{m}_0$ to $\mathfrak{m}_1$ and that $\mathfrak{m}_1$ is a subsheaf of $\mathfrak{m}_0$. This means that $\mathfrak{m}_0$ is reductive. Let $\mathfrak{m}_0 = \mathfrak{m}_0 \oplus \mathfrak{m}_1$, the action of $K$ on $\mathfrak{m}_0$ being trivial and denote by $\delta_1 : S(\mathfrak{p})^K \to S(\mathfrak{m}_1)^K$ the restriction morphism, $F_1 = \delta_1(F)$, $I_1$ and $\mathcal{M}_{F_1}$, the corresponding modules. We will prove the lemma in this more general situation.

We may assume that $\mathfrak{p}_0 = \mathbb{C}$ and choose linear coordinates $(x, t)$ of $\mathfrak{p}$ such that $\mathfrak{p}_0 = \{ (x, t) \in \mathfrak{p} \mid x = 0 \}$. Then we identify $\mathcal{D}_{\mathfrak{p}_1}$ to the subsheaf of $\mathcal{D}_{\mathfrak{p}}$ of differential operators independent of $(t, D_t)$ and $\tau_{\mathfrak{p}_1}(\tilde{\mathfrak{f}})$ corresponds to $\tau_{\mathfrak{p}}(\tilde{\mathfrak{f}})$. As $F_1$ is identified to a subset of $F$, $I_1$ is a subsheaf of $I$. For this immersion, the $V^m \mathcal{D}_p$-filtration is compatible with both the $V^m \mathcal{D}_p$ and the $V^m \mathcal{D}_p$-filtrations.

If $b$ is a $b(\eta)$-function for $\mathcal{M}_{F_1}$, this means that $I_1$ contains an operator $b(\eta) + Q$ with $Q \in V^{m+1} \mathcal{D}_{\mathfrak{p}_1}$, this gives immediately a $b(\eta)$-function for $\mathcal{M}_{F}$.

The action of $K$ on $\mathfrak{p}_0$ hence $S(\mathfrak{p})^K$ contains $S(\mathfrak{p}_0)$. As $F$ is finite codimensional in $S(\mathfrak{p})^K$ it contains a polynomial in the dual variable of $t$ that is a polynomial in the differential operator $D_t$.

Denote $\theta_0 = t D_t$ the Euler vector field of $\mathfrak{p}_0$. Let $A(D_t) = D_t^N + a_1 D_t^{N-1} + \cdots + a_N$ be the polynomial in $F$ hence $t^N A(D_t)$ is in $F$ and $t^N A(D_t) = t^N D_t^N + tR(t, t D_t) = \theta_0(\theta_0 - 1) \cdots (\theta_0 - N + 1) + tR(t, t D_t)$. We have $b(\eta + \theta_0) = b(\eta) + g(\eta, \theta_0)\theta_0$, hence

$$b(\eta + \theta_0)b(\eta + \theta_0 - 1) \cdots b(\eta + \theta_0 - N + 1) = c_N(\eta, \theta_0)b(\eta) + g_N(\eta, \theta_0)\theta_0(\theta_0 - 1) \cdots (\theta_0 - N + 1)$$

This means that $b(\eta + \theta_0)b(\eta + \theta_0 - 1) \cdots b(\eta + \theta_0 - N + 1)$ is in the graduate of $I$ for the $V^m + \theta_0$-filtration and shows the second part of the lemma.

In the next proposition, we assume again that $\mathfrak{g}$ is semisimple.

Let $s$ be a non-zero semisimple element of $\mathfrak{p}$. Then $\mathfrak{p} = \mathfrak{p}^s \oplus [\mathfrak{t}, \mathfrak{s}]$ and $\mathfrak{g} = \mathfrak{t}^s \oplus \mathfrak{p}^s$ defines a symmetric pair. Set $\tilde{\mathfrak{g}} = [\mathfrak{g}^s, \mathfrak{g}^s]$, $\tilde{\mathfrak{p}} = \mathfrak{p}^s \cap \tilde{\mathfrak{g}}$, $\tilde{\mathfrak{f}} = \mathfrak{t}^s \cap \tilde{\mathfrak{g}}$. Then $(\tilde{\mathfrak{g}}, \tilde{\mathfrak{f}})$
is a symmetric pair with \( \tilde{g} \) semisimple and \( g = \tilde{g} \oplus (p^s \cap c) \).

Let \( a \) be a Cartan subspace of \( p \) containing \( s \), \( \Phi = \Phi(g, a) \) the root space, \( P = \{ \alpha \in \Phi \mid \alpha(s) = 0 \} \). Then \( p^s = a \oplus p_P, a = a_P \oplus a_P^s \) and the stratum of \( s \) is

\[
S_{i(p,\{0\})} = \bigcup_{x \in (p^s)^{\perp}} K.x = K.(a_P^s)^{\perp}
\]

**Proposition 3.4.5.** There are local coordinates \((x_1, \ldots, x_i, y_1, \ldots, y_p, t_1, \ldots, t_q)\) of \( p \) such that:

1. \( p^s = \{ (x, y, t) \mid x = 0 \}, \ p_s = \{ (x, y, t) \mid x = 0, y = 0 \}, \ s = (0, y_0, 0) \) with \( y_0 \neq 0 \).

2. If \( z \) is a point of \( p \) close to \( s \) whose semisimple part is \( s \), the stratum of \( z \) is equal in a neighborhood of \( s \) to the set \( S_{i(P, \{0\})} = \{ (x, y, t) \mid t \in D \} \) where \( D \) is the orbit of the nilpotent part of \( z \) in \( \tilde{p}_s \). The stratum of \( s \) is \( S_{i(p,\{0\})} = \{ (x, y, t) \mid t = 0 \} \).

3. The vector fields \( D_{x_1}, \ldots, D_{x_i} \) are in the ideal of \( D_p \) generated by \( \tau(t) \).

4. The Euler vector field \( \theta \) of \( p \) is equal to

\[
\theta = \sum_{i=1}^{p} y_i D_{y_i} + \sum_{j=1}^{q} t_j D_{t_j}
\]

**Proof.** Let \( V \) be a subspace of \( \mathfrak{k} \) such that \( \mathfrak{k} = V \oplus \mathfrak{t}^s \). Let \((u_1, \ldots, u_l)\) be a basis of \( V \), \( (v_1, \ldots, v_q)\) be a basis of \( a_P^s \), \( (w_1, \ldots, w_q)\) be a basis of \( \tilde{p}_s \). Let \( y_0 \neq 0 \) be the coordinate of \( s \) in the basis \( v \). We have \( p = [\mathfrak{t}, s] \oplus a_P^s \oplus \tilde{p}_s \) hence the map:

\[
F(x, y, t) = \exp(x_1 u_1) \ldots \exp(x_l u_l). (\sum y_i v_i + \sum t_j w_j)
\]

defines an isomorphism from a neighborhood of \((0, y_0, 0)\) to a neighborhood of \( s \) in \( p \) hence defines local coordinates of \( p \). These coordinates satisfy the condition (i) by definition. As \( \mathfrak{k} = V \oplus \mathfrak{t}^s \), in a neighborhood of \( s \) the orbits of \( K \) are of the form \( \{ (x, y, t) \mid y = c, t \in K^s.d \} \) for some \( c \in a_P^s \) and \( d \in \tilde{p}_s \) which shows (ii). Next, (iii) is satisfied from [28] lemma 3.7.

Let us calculate the Euler vector field \( \theta \) of \( p \) in these coordinates. By definition, \( \theta \) acts as \( \theta(f)(z) = \frac{d}{d\alpha} f(e^{\alpha} z)|_{\alpha=0} \) in linear coordinates \( z \) of \( p \), hence in coordinates \((x, y, t)\):

\[
\theta(f)(x, y, t) = \frac{d}{d\alpha} f(F^{-1}(e^{\alpha} F(x, y, t)))|_{\alpha=0}
\]

The \( K \)-action commutes with scalar multiplication hence \( e^{\alpha} F(x, y, t) = F(x, e^{\alpha} y, e^{\alpha} t) \) and thus \( \theta = \sum_{i=1}^{p} y_i D_{y_i} + \sum_{j=1}^{q} t_j D_{t_j}. \)

Let \( \delta_s \) be the restriction map \( S(p)^K \rightarrow S(p^s)^{K^s} \) which is graduate. If \( F \) is an ideal of finite codimension of \( S(p)^K \), the set of points of \( p^s \) defined by \( F \) is a finite union of orbits of \( p^s \) hence its intersection with \( (p^s)^{\perp} \) is also a finite union of orbits hence \( \delta_s(F) \) is an ideal of finite codimension of \( S(p^s)^{K^s} \). Let \( I_s \) be the left ideal of \( D_{p^s} \) generated by \( \delta_s(F) \) and \( \tau(f^s) \) and \( M_s = D_{p^s}/I_s \). In a neighborhood of \( s \) we identify \( p \) to the product of the orbit \( K.s \) by \( p^s \), then we have:

**Proposition 3.4.6.** In a neighborhood of \( s \), the module \( M_F \) is isomorphic to \( O_{K.s} \otimes N \) where \( N \) is a quotient of \( M_s \).

Let \( \Sigma_0 \) be a stratum of \( p^s \) and \( \eta \) be a vector field on \( p^s \) which is definite positive with respect to \( \Sigma_0 \). Let \( b \) be a polynomial which is a \( b(\eta) \)-function for \( M_s \). Then
\( \Sigma = K.s \times \Sigma_0 \) is a stratum of \( p \) in a neighborhood of \( s \), \( \eta \) is definite positive with respect to \( \Sigma \) and \( b \) is a \( b(\eta) \)-function for \( M_F \).

**Proof.** We use the local coordinates \((x, y, t)\) of lemma 3.2.5. By (iii) of this lemma, the vector fields \( D_{x_1}, \ldots, D_{x_l} \) are in the ideal \( I_F \) hence \( M_F \) is isomorphic to \( O_{K.S} \otimes N \) for some coherent \( D_p \)-module \( N = D_p/\mathcal{J} \).

Let \( a \in \mathfrak{t}^* \), \( f \in S(p^*) \), \( fs \) the restriction of \( f \) to \( p^* \) and \( \tau_p(a) \) the vector field associated to \( a \) by the action of \( K^* \) on \( p^* \). By definition, if \( u \in p^* \):

\[
(\tau_p(a)fs)(u) = \frac{d}{ds} f(\exp(-ta).u) \big|_{s=0}
\]

is equal to the restriction of \( \tau_p(a)f \) to \( p^* \) hence \( \tau_p(a) = \tau_p(a) + w \) where \( w \) is a vector field on \( p \) vanishing on \( p^* \). As the ideal \( I_F \) contains \( D_{x_1}, \ldots, D_{x_l} \) and \( \tau_p(a) \) it contains \( \tau_p(a) \). This means that \( \mathcal{J} \) contains \( \tau_p(\mathfrak{t}^*) \).

On the other hand, let \( P \in F \), as the coordinates \((y, t)\) are linear coordinates of \( p^* \), the value of \( P \) on a function of \( p \) is the restriction of \( P \) to \( S(p^*)K^* \). Hence \( \mathcal{J} \) contains \( \delta_s(F) \) and \( N \) is a quotient of \( M_s \).

The second part of the proposition is clear for \( O_{K.S} \otimes M_s \) hence for \( M \). \( \square \)

Recall that \( \lambda_p \) is the minimum of \( \lambda_p(x) \) for all distinguished nilpotents \( x \) and if \( s \) is a semisimple element of \( p \), \( \lambda_p \) is defined in the same way with \( p^* = \{ x \in p \mid [x, s] = 0 \} \). We defined also \( \mu_p \) as the minimum over all semisimple elements \( s \in p \) of \( (\lambda_p - \dim p^*)/2 \).

**Proposition 3.4.7.** The roots of the \( b \)-function of \( \tilde{M}_F \) at \( \{0\} \) are lower or equal to \( -\mu_p - \dim p \) and the roots of the \( b \)-function of \( M_F \) at \( \{0\} \) are greater or equal to \( \mu_p \).

**Proof.** We will prove the proposition by induction, assuming that the result has been proved for all the symmetric sub-pairs of \((g, \mathfrak{t})\). We keep the notations of the proof of proposition 3.3.2 and make the same proof except for non distinguished nilpotent points.

Let \( u \) be the canonical generator of \( M_F \) and \( v \) be the canonical generator of \( \tilde{M}_F \). Let \( b_0 \) be a polynomial such that \( b_0(\theta^*)v \) is supported by a nilpotent orbit \( \mathcal{O} \) in a neighborhood of one of its points \( x \). We assume that the roots of \( b_0 \) are lower or equal to \( -\mu_p - \dim p \) and that \( x \) is not distinguished (otherwise we use the proof of 3.4.2).

By definition of non distinguished points, there exists some \( s \in p \) which is semisimple and such that \([x, s] = 0 \). Then by proposition 3.3.1 and the induction hypothesis, there is a polynomial \( b_1 \) with roots greater or equal to \( \mu_p \) such that \( b_1(\theta)u \) vanishes at \( s \). Remark that all semisimple points of \( \hat{p} \) are semisimple in \( p \) hence \( \mu_{\hat{p}} \geq \mu_p \).

Proposition 3.3.1 shows that the characteristic variety of the module generated by \( b_1(-\theta^* - \dim p)v \) does not contain the point \((x, s)\). The module generated by \( b_0(-\theta^* - \dim p)b_1(-\theta^* - \dim p)v \) is supported by \( \mathcal{O} \) and \( x \) is a smooth point of \( \mathcal{O} \), hence if \( x \) is in the support of the module, the conormal bundle to \( \mathcal{O} \) at \( x \) is contained in the characteristic variety. But \((x, s)\) is a point of this conormal bundle which does not belong to the characteristic variety, hence \( b_0(-\theta^* - \dim p)b_1(-\theta^* - \dim p)v \) vanishes at \( x \). \( \square \)

Now, we do not assume any more that \( F \) is graduate, then
Corollary 3.4.8. The roots of the $b$-function of $\mathcal{M}_F$ at $\{0\}$ are greater or equal to $\mu_p$.

Proof. Let $F'$ be the graduate of $F$, then by proposition 3.4.7 we have an equality $b(\theta) = \sum A_i(x, D_x)u_i(x, D_x) + B_j(x, D_x)Q_j(x, D_x)$ where $A_i$ and $B_j$ are differential operators of $\mathcal{T}_p$, $u_i$ are vector fields of $\tau(t)$ and $Q_j \in F'$.

We have $[\theta, u] = 0$ for any $u$ in $\tau(t)$ hence $u$ is of degree 0 for the graduation associated to the $V$-filtration along $\{0\}$. On the other hand, if $Q \in F'$ is homogeneous of degree $k$ as a polynomial, we have $[Q(D_x), \theta] = kQ(D_x)$ that is $Q$ is of degree $k$ for the $V$-filtration. Decomposing $A_i$ and $B_j$ in homogeneous parts, we may rewrite $b(\theta) = \sum A_i(x, D_x)u_i(x, D_x) + B_j(x, D_x)Q_j(x, D_x)$ with $\tilde{A}_i(x, D_x)u_i(x, D_x)$ and $\tilde{B}_j(x, D_x)Q_j(x, D_x)$ homogeneous of degree 0 for the $V$-filtration.

Now if $Q_j \in F'$, there exists $P_j \in F$ such that $P_j = Q_j + R_j$ with $R_j$ of degree lower than the degree of $Q_j$ hence

$$b(\theta) + \sum \tilde{B}_j(x, D_x)R_j(x, D_x) = \sum \tilde{A}_i(x, D_x)u_i(x, D_x) + \tilde{B}_j(x, D_x)P_j(x, D_x)$$

which means that $b(\theta) + \sum \tilde{B}_j(x, D_x)R_j(x, D_x)$ is a $b$-function. \qed

Let $b$ be the $b$-function of $\mathcal{M}_F$ at $\{0\}$ and for each nilpotent orbit $\mathcal{O}$ of $\mathfrak{p}$ let $\eta_\mathcal{O}$ defined by lemma 3.3.1

Proposition 3.4.9. For each nilpotent orbit $\mathcal{O}$ of $\mathfrak{p}$, $b(\eta_\mathcal{O})$ is a quasi-$b$-function for $\mathcal{M}_F$. If $F$ is a graded ideal, this quasi-$b$-function is monodromic.

Proof. By the hypothesis, $b$ is the $b$-function of $\mathcal{M}_F$ at $\{0\}$ hence the ideal $\mathcal{I}_F$ contains an equation $b(\theta) + R$ where $R$ is a differential operator of order $-1$ for the $V$-filtration at $\{0\}$. By lemma 3.3.1 $\eta_\mathcal{O} = \theta$ in $\mathcal{I}_F$, hence $b(\eta_\mathcal{O}) + R$ is also in $\mathcal{I}_F$ for simplicity, we will write $\eta$ for $\eta_\mathcal{O}$ in this proof.

As $R$ is of order $-1$ for the $V$-filtration, we can write it as a series $R = \sum_{k \leq -1} R_k$ with $[R_k, \theta] = kR_k$. Let $R_k(x, t, D_x, D_t) = R^0_k(x, t, D_t) + \sum R^i_k(x, t, D_x, D_t)D_{x^i}$, we have $[R_k, \theta] = [R^0_k, \theta] + \sum R^i_k(x, t, D_x, D_t)D_{x^i}$ hence $[R^0_k, \theta] = kR^0_k$. As $D_{x^1}, \ldots, D_{x^{n-r}}$ are in the ideal $\mathcal{I}_F$ by lemma 3.3.1 we may replace $R$ by $\sum_{k \leq -1} R^0_k$ and assume from now on that $R$ is independent of $D_x$.

We decompose now each $R_k$ as a series $R_k(x, t, D_t) = \sum_{j \leq -r} R^j_k(x, t, D_t)$ where each $R^j_k$ is homogeneous of degree $j$ for $\eta$, that is $[R^j_k, \eta] = jR^j_k$. By uniqueness of the decomposition, we have $[R_k, \eta] = kR^0_k$ hence $[R^0_k, \eta] = 2(k-j)R^j_k$, that is $R^0_k = R^j_k(x', t, D_t)e^{2(j-k)x_{n-r}}$ with $x' = (x_1, \ldots, x_{n-r-1})$. Finally $R$ is equal to a convergent series:

$$R(x, t, D_t) = \sum_{k \leq -1, j \leq j_0} R^j_k(x', t, D_t)e^{2(j-k)x_{n-r}}$$

where $R^j_k$ is homogeneous of degree $j$ for $\eta$. The ideal $\mathcal{I}_F$ contains the operators $D_{x_i}$ for $i = 1, \ldots, n-r$ hence is generated by these $D_{x_i}$ and by a finite number $Q_1(t, D_t), \ldots, Q_N(t, D_t)$ of differential operators independent of $(x, D_x)$ and thus we have:

$$b(\eta) + R(x, t, D_t) = \sum_{i=1}^N A_i(x, t, D_t)Q_i(x, t, D_t)$$

Therefore, the operator $b(\eta) + R(0, x_{n-r}, t, D_t)$ obtained by making $x' = 0$ is still in $\mathcal{I}_F$. In the same way, the operator obtained by integration on the path $x_{n-r} \in$
and if \([0, 2i\pi]\) is still in \(I_F\). But \(\int_{[0, 2i\pi]} e^{2(j-k)u} du = 2i\pi \) if \(j = k\) and 0 otherwise, hence the operator

\[ b(\eta) + \sum_{k \leq -1} R_{kk}(0, t, D_t) \]

is an operator of \(I_F\). By construction, \(\sum_{k \leq -1} R_{kk}(0, t, D_t)\) is a differential operator of order \(-1\) for the \(V^n\)-filtration, hence \(b(\eta) + \sum_{k \leq -1} R_{kk}(0, t, D_t)\) is a quasi-\(b\)-function.

If \(F\) is a graded ideal, we have \(R = 0\) from corollary 3.4.2 hence \(b(\eta)\) is a monodromic quasi-\(b\)-function.

**Proof of theorem 1.7.2.** We defined in \(\S 3.2\) a finite stratification of \(\mathfrak{p}\). We will define a vector field \(\eta_{\Sigma}\) definite positive with respect to \(\Sigma\) with trace equal to \(t_\Sigma\) and show that \(\mathcal{M}_F\) admits a \(b(\eta_{\Sigma})\)-function whose roots are greater or equal to \(\mu_{\Sigma}\).

Assume first that the theorem has been proved when \(0\) is semisimple, \(\mathfrak{g}\) is not semi-simple, we set as in remark 3.2.2 \(\tilde{\mathfrak{g}} = [\mathfrak{g}, \mathfrak{g}], \tilde{\mathfrak{p}} = \mathfrak{p} \cap \tilde{\mathfrak{g}}, \tilde{\mathfrak{t}} = \mathfrak{t} \cap \tilde{\mathfrak{g}}\) and \(\mathfrak{c}_p = \mathfrak{p} \cap \mathfrak{c}\) where \(\mathfrak{c}\) is the center of \(\mathfrak{g}\). The strata of \(\mathfrak{p}\) are equal to the direct sum of \(\mathfrak{c}_p\) and the strata of \(\tilde{\mathfrak{p}}\). Let \(\Sigma\) be a stratum of \(\tilde{\mathfrak{p}}\), we associate to \(\mathfrak{c}_p \oplus \Sigma\) the same vector field \(\eta_{\Sigma}\) and lemma 3.4.4 gives the result.

So, we may assume now that \(\mathfrak{g}\) is semisimple, take \(x \in \mathfrak{p}\), and prove the result for the stratum \(\Sigma\) of \(x\). Take first \(x = 0\). Then \(\Sigma = \{0\}, \eta_{\Sigma} = \theta\) the Euler vector field of \(\mathfrak{p}\) with trace \(\dim \mathfrak{p}\) and corollary 3.4.8 shows that \(\mathcal{M}_F\) admits a \(b\)-function \(b_0\) whose roots are greater or equal to \(\mu_{\mathfrak{p}}\).

Assume now that \(x\) is a nilpotent point of \(\mathfrak{p}\). Then \(\Sigma\) is the orbit of \(x, \eta_{\Sigma}\) is the vector field defined by lemma 3.4.1 whose trace is \(t_\Sigma\) and proposition 3.4.9 shows that \(b_0\) is a \(b(\eta_{\Sigma})\)-function for \(\mathcal{M}_F\).

Consider now a non-nilpotent point \(x\) with Jordan decomposition \(x = s + n\). We may assume by induction on the dimension of \(\mathfrak{p}\) that the theorem has been proved for the pair \(\mathfrak{g}^s = \mathfrak{t}^0 \oplus \mathfrak{p}^s\). As in the proof of lemma 3.4.1 we may assume that \(x\) is arbitrarily close to \(s\). Then the result follow from proposition 3.4.6.

To end the proof of the theorem, we remark that if \(F\) is graduate, all \(b\)-functions are monodromic, this shows that the singular support \(\mathfrak{p} - \mathfrak{p}_s\) of \(\mathcal{M}_F\) is conic relatively to all vector fields \(\eta_{\Sigma}\) by remark 1.5.3. As they do not depend on \(F\) the result is still true if \(F\) is not graduate.

The other results of sections 1.6 and 1.7 are direct consequences of theorem 1.7.2.

**Proof of corollary 1.7.4.** Theorem 1.7.2 shows that \(\mathcal{M}_F\) is conic-tame if for any stratum \(\Sigma\) we have \(\mu_{\Sigma} + t_\Sigma > 0\), that is for \(x = s + n \in \Sigma\) if \(\mu_{\mathfrak{p}^s} + (\lambda_{\mathfrak{p}^s}(n) + \dim_0 \mathfrak{p}^s)/2 > 0\). If \(\lambda_{\mathfrak{p}}(x) > 0\) for any \(x\), this is true by definition of \(\mu_{\mathfrak{p}^s}\).

**Proof of corollary 1.7.4.** Consider now a nilpotent point \(x\) of \(\mathfrak{p}, \mathfrak{D}\) its orbit. If \(T^* \mathfrak{p}\) is identified to \(\mathfrak{p} \times \mathfrak{p}\), the conormal bundle to \(\mathfrak{D}\) is \(\{(x, y) \in \mathfrak{D} \times \mathfrak{p} \mid [x, y] = 0\}\) and the characteristic variety of \(\mathcal{M}\) is contained in \(\{(x, y) \in \mathfrak{p} \times \mathfrak{p} \mid [x, y] = 0, y \in N(\mathfrak{p})\}\).

If \(x\) is not distinguished, there exists some semi-simple \(y\) such that \([x, y] = 0\) and if \(\pi\) is the projection \(T^* \mathfrak{p} \simeq \mathfrak{p} \times \mathfrak{p} \to \mathfrak{p}\), \(\pi^{-1}(x) \cap Ch(\mathcal{M})\) is strictly contained in the conormal bundle to \(\mathfrak{D}\). This is true for all points \(x'\) of \(\mathfrak{D}\) and thus \(\mathfrak{D}\) satisfies the condition of definition 1.5.5 (ii). If \(x = s + n\) is the Jordan decomposition of \(x \in \mathfrak{p}\) and if \(n\) is not distinguished in \(\mathfrak{p}^s\), the same condition is still true for the stratum of \(x\). If we assume only that \(\lambda_{\mathfrak{p}^s} > 0\) for any \(s \in \mathfrak{p}\) semisimple, we get the
inequality \( \mu_\Sigma + t_\Sigma > 0 \) for all \( x = s + n \) such that \( n \) is distinguished hence \( M \) is weakly tame.

Proof of theorem 1.6.2. In the diagonal case, \( \lambda_p \) is always strictly positive which shows the theorem.

Then corollaries 1.6.3, 1.6.6 and 1.7.7 are deduced from the results of section 1.5.

Proof of proposition 1.6.4. In the diagonal case, if \( \Sigma \) is a nilpotent orbit and \( x \in \Sigma \), the trace of \( \eta_\Sigma \) is \( t_\Sigma = (\lambda_g(x) + \dim g)/2 \geq (\text{rank} g + \text{dim} g)/2 \) while corollary 3.4.3 shows that the roots of the \( b \)-function of \( \Sigma \) are greater or equal to \( (\text{rank} g - \text{dim} g)/2 \).
So, the roots of the \( b \)-function are greater or equal to \( -t_\Sigma/\delta \) if \( \delta = (\text{dim} g + \text{rank} g)/(\text{dim} g - \text{rank} g) \). If \( \delta(g) \) is the minimum of this value over all semi-simple subalgebras \( [g^s, g^s] \) for \( s \) semi-simple, the roots of the \( b \)-function of \( \Sigma \) will be greater or equal to \( -t_\Sigma/\delta(g) \) for all strata \( \Sigma \) and definition 1.5.4 will be satisfied.
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