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Abstract

Orthogonal time frequency space (OTFS) modulation has been confirmed to provide significant performance advantages against Doppler in high-mobility scenarios. The core feature of OTFS is that the time-variant channel is converted into a non-fading 2D channel in the delay-Doppler (DD) domain so that all symbols experience the same channel gain. In now available literature, the channel is assumed to be quasi-static over an OTFS frame. As for more practical channels, the input-output relation will be time-variant as the environment or medium changes. In this paper, we analyze the characterizations of OTFS modulation over a more general multipath channel, where the signal of each path has experienced a unique rapid fading. First, we derive the explicit input-output relationship of OTFS in the DD domain for the case of ideal pulse and rectangular pulse. It is shown that the rapid fading will produce extra Doppler dispersion without impacting on delay domain. We next demonstrate that OTFS can be interpreted as an efficient time diversity technology that combines space-time encoding and interleaving. Simulation results reveal that OTFS is insensitive to rapid fading and still outperforms orthogonal frequency-division multiplexing (OFDM) in these types of channels.
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I. INTRODUCTION

In mobile wireless communication, linear time-variant (LTV) channels are typically represented in terms of time and frequency shifts on the transmitted signal due to the presence of multipath propagation and motion or carrier frequency offsets. For multiplexing transmission in such channels, a challenging task is to design an optimal modulation scheme to avoid mutual crosstalk between different time slots and subcarriers [1]. It is well-known that orthogonal
frequency-division multiplexing (OFDM) is robust to inter-symbol interference (ISI) for data transmission over multipath fading channels. However, it will experience significant performance degradation in high-mobility scenarios. The frequency dispersion induced by Doppler shift destroys the orthogonality condition and yields severe inter-carrier interference (ICI).

Recently, a new modulation technique called orthogonal time frequency space (OTFS) has been proposed [2]–[4]. The most remarkable difference from conventional time-frequency (TF) modulation is that OTFS equivalently modulates information symbols in the delay-Doppler (DD) domain. As a result, the aforementioned LTV channels are converted into the time-invariant channels in the DD domain, and all symbols over a transmission frame experience the same channel gain. It has been shown that OTFS greatly outperforms OFDM for user’s velocity up to 500 km/h in LTE system [2].

Because of the enormous advantage against Doppler spread, OTFS has attracted widespread attention as a next generation modulation scheme. To analyze the gain obtained by OTFS over OFDM, OTFS was described as block-OFDM with a cyclic prefix and time interleaving [5]. In [3], OTFS was considered to exploit channel diversity gain, and formal analysis of the diversity order was provided in [6], [7]. In [8], [9], two types of low-complexity minimum mean square error (MMSE) detectors were proposed, respectively. As for maximum likelihood (ML) detection, [10] proposed a variational Bayes (VB) approach as an approximation of the optimal ML detection. Based on the sparsity of channel state information (CSI) and Gaussian approximation of the interference terms, a low-complexity message passing (MP) detector was proposed in [11], while the detailed input-output relation of OTFS in DD domain was also formulated. Moreover, OTFS has also proven to be as applicable to many communication systems as OFDM. [12] investigated the 3D structured sparse channel of multiple-input multiple-output OTFS (MIMO-OTFS) and proposed a channel estimation method. In [13], it is showed that OTFS could enable to efficiently achieve full information rate of the modulation and near-optimal radar estimation performance.

The above literature primarily focus on quasi-static channels, put it another way, the Doppler of each path is a constant over an OTFS frame. However, the rapid motion will cause Doppler scaling on the transmitted signal with time. In addition, the doubly dispersive fading model is not well matched to all possible wireless channels. When the interaction between signal and channel is specific to the environment or medium that the signal propagates in, such as electromagnetic (EM) waves in the ionosphere, the time-scale will change and cannot be directly approximated
by frequency shifts [14]. In this case, a better matched representation in terms of time scale and frequency scale change should be expected.

In this paper, we consider a more generalized multipath channel model with rapid fading and study the characterizations of OTFS over this channel. For the purpose of comparison with the aforementioned LTV model, we assume that the signal propagating in each path has experienced a unique time-variant fading in addition to delay and Doppler spread, where the time-variant fading is used to describe scale change. The core contributions in this work can be summarized as follows.

- We first derive the input-output relation in a single-input single-output (SISO) system over multipath rapid fading channel. Weyl-Heisenberg (WH) Basis is a universal scheme in transmission systems, and it has been extensively studied over the doubly dispersive fading channel [1], [15]–[17]. Since the rapid fading will further destroy the orthogonality of WH basis, we commence from the interaction between WH basis and multipath rapid fading channel, and formulate an explicit explanation. Then, we demonstrate the corresponding input-output relation in the case of ideal pulse and rectangular pulse in DD domain, respectively. It is observed that the rapid fading has no effect on the sparsity of the delay domain, while it will further disperse the Doppler domain in a convolutional manner.

- We prove that OTFS as an encoding and interleaving technique contains inherent time diversity order, where the Discrete Fourier Transform (DFT) matrix and multipath delays perform the encoding, and the equivalently transpose operation corresponding to block-OFDM perform the interleaving. In [18], a general framework for analyzing the performance of space-time coding was proposed. We follow this framework and deduce that the asymptotic time diversity order of OTFS is $PN$, where $P$, $N$ represent the number of Doppler lattices and paths. Therefore, the bit-error-rate (BER) performance of OTFS asymptotically tends to Gaussian channel with increasing $P$ and $N$. Furthermore, The simulation results show that OTFS still outperforms OFDM in rapid fading channels.

The rest of the paper is organized as follows. In Section II, we briefly review the WH basis and OTFS modulation. In Section III, we derive the input-output relation over multipath rapid fading channels. In Section IV, the time diversity order of OTFS is analyzed. Simulation results are given in Section V. Conclusions are finally presented in Section VI.
II. System Description

A. Weyl-Heisenberg Basis

The input-output relation of a doubly dispersive channel can be modeled as a linear transformation operator $\mathcal{H}$ and given by

$$ r(t) = (\mathcal{H}s)(t) = \int_{\tau} \tilde{h}(t, \tau)x(t - \tau)d\tau $$

$$ = \int_{\tau} \int_{\nu} h(\tau, \nu)s(t - \tau)e^{j2\pi\nu(t-\tau)}d\tau d\nu, $$

namely, the output signal $r(t)$ can be described as a weighted superposition of time and frequency shifted copies of the input signal $s(t)$ in terms of the channel delay-Doppler spreading function $h(\tau, \nu)$. For the convenience of analysing, the additive noise is ignored. In practice, a wide variety of physical environments satisfies the wide-sense stationary uncorrelated scattering (WSSUS) assumption, i.e., $h(\tau, \nu)$ is uncorrelated in different delays and Doppler shifts:

$$ \mathbb{E}[h(\tau, \nu)h^*(\tau', \nu')] = S(\tau, \nu)\delta(\tau - \tau')\delta(\nu - \nu') $$

(2)

where $S(\tau, \nu)$ denotes the scattering function of the channel considered to be normalized

$$ \int_{\tau} \int_{\nu} S(\tau, \nu)d\tau d\nu = 1. $$

(3)

In the digital communications, the eigendecomposition of the operator $\mathcal{H}$ is significant for modulation design [19], [20]. The $\lambda_k$ and $u_k(t)$ are the channel eigenvalues and eigenfunctions defined by

$$ (\mathcal{H}u_k)(t) = \int_{\nu'} \tilde{h}(t, \nu')u_k(t')dt' = \lambda_k u_k(t). $$

(4)

where the set $\{u_k(t)\}_{k=0}^{\infty}$ constitutes a complete orthonormal basis in $L^2(\mathbb{R})$ space. Therefore, the transmitted symbols $X_k$ can be modulated onto the orthonormal basis, which yields the transmitted signal $s(t) = \sum_k X_k u_k(t)$. Then at the receiver, demodulation can be perfectly performed through projecting $r(t)$ onto the basis (or called matched filter processing)

$$ Y_k = \langle (\mathcal{H}s)(t), u_k(t) \rangle $$

$$ = \sum_{k'} X_{k'} \langle (\mathcal{H}u_{k'})(t), u_k(t) \rangle = \lambda_k X_k. $$

(5)

The above channel diagonalization will enable a one-tap detector and equalizer in accordance with the pretty simple input-output relation, so (5) produces an ideal communication system. However, it cannot be applied to practical systems. This requires the receiver and transmitter to
dynamically accommodate the transmitted basis to the channel eigenfunctions based on the full knowledge of the channel realization. Instead, for the purpose of coping with various channels, WH basis is often regarded as approximate eigenfunction for transmission used in most linear modulation schemes. The WH basis is defined as

$$g_{nm}(t) = g(t - nT)e^{j2\pi mf(t-nT)}, \quad (n, m) \in \mathbb{Z}^2$$  \hspace{1cm} (6)

where \(g(t) \in L^2(\mathbb{R})\) is the normalized prototype pulse, \(T\) is the symbol period and \(\Delta f\) is the carrier separation. The \(g_{nm}(t)\) can be construed as a time-frequency shifted version of \(g(t)\) so that the WH basis composed of the triple \(\{g(t), T, \Delta f\}\) has an intuitive physical interpretation for practical system. The product \(T\Delta f\) determines the completeness of the WH basis. In this paper, we will primarily focus on \(T\Delta f = 1\) and it yields complete orthonormal transmission scheme well known as OFDM. Unfortunately, the complete WH basis have necessarily bad time-frequency localization.

As approximate eigenfunction of the operator \(H\), the ideal diagonalization cannot be performed while the delay and Doppler exist in the channel, i.e., the orthogonality of WH basis will be destroyed. Hence, it will result in a more complicated input-output relation than (5) because of the presence of the off-diagonal terms. After projecting \(r(t)\) onto the WH basis, the received symbol can be rewritten as

$$Y_{nm} = H_{nm,nm}X_{nm} + \sum_{n' \neq n \text{ or } m' \neq m} H_{nm,n'm'}X_{n'm'}.$$  \hspace{1cm} (7)

In (7), the second term represents the interference caused by the off-diagonal terms towards symbol \(X_{nm}\) and the \(H_{nm,n'm'}\) is given by

$$H_{nm,n'm'} = \langle (H g_{n'm'})(t), g_{nm}(t) \rangle = \int \int h(\tau, \nu) A_g ((n - n')T - \tau, (m - m')\Delta f - \nu) e^{j2\pi(m'f + \nu)((n - n')T - \tau)} e^{j2\pi\nu n'T}d\tau d\nu;$$  \hspace{1cm} (8)

with the ambiguity function

$$A_g(\tau, \nu) = \langle g(t), g(t - \tau) e^{j2\pi\nu(t-\tau)} \rangle \int g(t)g^*(t - \tau)e^{-j2\pi\nu(t-\tau)} dt.$$  \hspace{1cm} (9)

The \(A_g(\tau, \nu)\) formulates the correlation of the signal with a time and frequency shifted version of itself and satisfies the following properties

$$A_g(\tau, \nu) \leq A_g(0, 0) = \|g\|^2 = 1$$  \hspace{1cm} (10)
\[ A_g(nT, m\Delta f) = 0, \quad \forall (n, m) \neq (0, 0). \]  

For the first term of (7), each symbol \( X_{nm} \) suffers a unique \( H_{nm,nm} \), so it is vulnerable to additive noise in deep fading case. In the second term, two kinds of interference are contained. The interference rendered by Doppler at different frequencies \( m' \neq m \) but the same time slot \( n \) is named as ICI. For another rendered by delay between adjacent time slots \( n' \neq n \) is called ISI. The better robustness against channel dispersion could be carried out through designing well localized prototype pulse \( g(t) \). In OFDM, the ISI is canceled via adding appropriate CP; however, the ICI cannot be avoided and arouse high BER.

B. OTFS Modulation

The significant feature of OTFS is to modulate data symbols (e.g., QAM symbols) in delay-Doppler domain. Specifically, the data sequence is first rearranged into a \( N \times M \) lattice, where \( N \) and \( M \) are the numbers of points of the lattice along the delay and Doppler axis. The symbols \( x_{kl} \) residing in delay-Doppler domain are converted into time-frequency domain through the 2D inverse symplectic finite Fourier transform (ISFFT)

\[ X_{nm} = \frac{1}{\sqrt{NM}} \sum_{n=0}^{N-1} \sum_{m=0}^{M-1} x_{kl} e^{j2\pi\left(\frac{nk}{N} - \frac{ml}{M}\right)}. \]  

This procedure can be treated as a pre-processing compared with the traditional OFDM. For multiplexing at air interface, the symbols \( X_{nm} \) are further modulated on the WH basis

\[ s(t) = \sum_{n=0}^{N-1} \sum_{m=0}^{M-1} X_{nm} g(t - nT) e^{j2\pi m\Delta f(t - nT)}. \]  

Assume that there are \( P \) paths in the channel, where each path is associated with a delay \( \tau_i \), Doppler \( \nu_i \) and a fade coefficient \( h_i \). In addition, the channel is supposed to be underspread, i.e., \( \tau_{\text{max}} < T \) and \( \nu_{\text{max}} < \Delta f \). The representation of the spreading function \( h(\tau, \nu) \) is given as

\[ h(\tau, \nu) = \sum_{i=1}^{P} h_i \delta(\tau - \tau_i) \delta(\nu - \nu_i). \]  

Hence, the sum operator is substituted for the integral operator in (1) and the received signal with additive Gaussian noise \( n(t) \) can be written as

\[ r(t) = (Hs)(t) + n(t) = \sum_{i=1}^{P} h_i s(t - \tau_i) e^{j2\pi \nu (t - \tau_i)} + n(t). \]
After implementing match filter, the received $Y_{nm}$ is consistent with (7). If the prototype pulse $g(t)$ is specified to be ideal localized, it yields $A_g(nT \pm \tau_{\text{max}}, m\Delta f \pm \nu_{\text{max}}) = \delta[n]\delta[m]$, and the received symbols $Y_{nm}$ will equivalently simplify as (5). Then, the symplectic finite Fourier transform (SFFT) is applied to obtain the demodulated data as

$$y_{kl} = \frac{1}{\sqrt{NM}} \sum_{n=0}^{N-1} \sum_{m=0}^{M-1} Y_{nm} e^{-j2\pi\left(\frac{nk}{N} - \frac{ml}{M}\right)} + w_{kl},$$

(16)

where the $w_{kl}$ is the noise in delay-Doppler domain. Notably all the transforms are orthonormal in the system, so $w$ follow the same Gaussian distribution as $n(t)$.

From the above transforms, the resolutions in delay and Doppler axes are $1/M\Delta f$ and $1/NT$ respectively, thus the delay $\tau_i$ and Doppler $\nu_i$ can be rewritten in index form, $\tau_i = \frac{l_{\tau_i}}{M\Delta f}$ and $\nu_i = \frac{k_{\nu_i}}{NT}$. The $l_{\tau_i}$ and $k_{\nu_i}$ represent the integral indexes of delay and Doppler tap, and the $\kappa_{\nu_i}$ represents the fractional part. Taking the ideal prototype pulse, the end-to-end system can be formulated as

$$y_{kl} = \frac{1}{N} \sum_{k'=0}^{N-1} \sum_{l'=0}^{M-1} x_{k'l'} h_{\omega}[k - k', l - l'],$$

(17)

and the $h_{\omega}$ is given by

$$h_{\omega}[k - k', l - l'] = M \sum_{i=1}^{P} h_i e^{-j\frac{2\pi}{N}(k_{\nu_i} + \kappa_{\nu_i})} \beta_i(k - k') \delta([l - l' - l_{\tau_i}]_M),$$

(18)

where

$$\beta_i(k - k') = \sum_{n=0}^{N-1} e^{-j\frac{2\pi n}{N}(k_{\nu_i} - k_{\nu_i})}.$$

(19)

and $[.]_M$ represents mod $M$ operation. Clearly, (17) describes a 2D convolution profile, which reveals that each transmitted symbol suffers all the channel response. As a consequence, OTFS modulation naturally takes advantage of all the diversity paths in the channel through implementing maximum likelihood detector, which makes OTFS outperform OFDM. Moreover, it is conveniently to cope with the channel estimation on account of the sparsity of the $h_{\omega}$.

III. Input-Output Relation Over Multipath Rapid Fading Channel

In this section, we consider a more general LTV channel [21]: when the transmitted signal suffers a rapid fading $\gamma_i(t)$ in each propagation paths, where both the amplitude and phase are functions of $t$. Without loss of generality, the received signal $r(t)$ is modeled by the mathematical equation

$$r(t) = (H D s)(t) \triangleq \sum_{i=1}^{p} \gamma_i(t) s(t - \tau_i) e^{j2\pi \nu(t - \tau_i)}.$$

(20)
Undoubtedly, the operator $D$ will further destroy the orthogonality of WH basis and impact on the input-output relation in delay-Doppler domain.

**Remark 1:** There have several different representations of the input-output relation, which differ by the propagation of EM waves in various scenarios. If each path has its specific propagation characteristics, e.g. underwater environments, the received signal corresponds to a linear combination of $P$ independent distortions of the transmitted signal. In another case, for time-variant propagation medium just existing around the transmitted or received antenna, the multipath signal is considered to experience the same dispersion and $\gamma(t)$ can be make no distinction. Such examples can be found in plasma sheath channel \[22\]. Furthermore, the response of a system to a unit pulse at time $t$ or $t - \tau$ determines whether there exists a translation in $\gamma(t)$. If the signal undergoes $\gamma(t)$ and then propagates in multipath, the translation needs to be taken into account, or vice versa. The final results in different cases can be analogously derived in conformity to the corresponding definition.

First, we investigate the time-frequency CIR to understand the interaction between the WH basis and the LTV channel

$$C_{nm,n'm'} = \langle (\mathcal{H}D g_{n'm'})(t), g_{nm}(t) \rangle = \sum_{i=1}^{P} \int g_{n'm'}(t - \tau_i) e^{ij2\pi \nu_i(t-\tau_i)} g_{nm}^* (t) dt. \tag{21}$$

Here, $C_{nm,n'm'}$ could be problematic to directly derive on account of the integral operator even if the explicit profiles of $g(t)$ and $\gamma(t)$ are given. To deal with this problem, we use a discretization method based on the properties of WH basis instead.

From the completeness of the WH basis, a signal $f(t) \in L^2(\mathbb{R})$ can be reconstructed from its expansion coefficients $\{ \langle f(t), g_{nm}(t) \rangle \}$, which is accomplished according to \[23\]

$$f(t) = \sum_{n,m} \langle f(t), g_{nm}(t) \rangle g_{nm}(t). \tag{22}$$

In this way, the $g_{nm}(t)$ accompanied by delay $\tau_i$ and Doppler $\nu_i$ can be rewritten as

$$g_{nm}(t - \tau) e^{ij2\pi \nu(t-\tau)} = \sum_{n',m'} H_{nm,n'm'}^i g_{n'm'}(t), \tag{23}$$

where

$$H_{nm,n'm'}^i = A_g ((n - n')T - \tau_i, (m - m')\Delta f - \nu_i) e^{ij2\pi (m'\Delta f + \nu)(n-n')T - \tau_i} e^{ij2\pi \nu m'T}. \tag{24}$$
Substituting the reconstructed form into (21), the $C_{nm,n'm'}$ is calculated by

$$C_{nm,n'm'} = \left\{ \sum_{i=1}^{p} \gamma_i(t) \sum_{n'',m''} H_i^{n'm',n''m''} g_{n''m''}(t), g_{nm}(t) \right\}$$

$$= \sum_{i=1}^{p} \sum_{n'',m''} H_i^{n'm',n''m''} \langle \gamma_i(t) g_{n''m''}(t), g_{nm}(t) \rangle.$$  \hspace{1cm} (25)

(25) states that the $C_{nm,n'm'}$ can be alternatively formulated as a linear accumulation of a set of inner products and the corresponding $H_i^{n'm',n''m''}$. Hence, the effects of delay and Doppler are removed out of the integral and produce a tractable inner product term. The inner products are the CIR of $\gamma_i(t)$, which describe the dispersion generated by the $\gamma_i(t)$ on each point of time-frequency lattice.

**Theorem 1:** In WH system, the channel impulse response (CIR) of time-variant fading $\gamma(t)$ among time-frequency lattice can be characterised as

$$\langle \gamma(t) g_{n'm'}(t), g_{nm}(t) \rangle = \begin{cases} 
\frac{1}{M} \sum_{u=0}^{M-1} \overline{\gamma}_n(u) e^{-j2\pi \frac{u}{M}(m-m')} & n = n', \\
0 & \text{otherwise}. 
\end{cases}$$

(26)

where the $\overline{\gamma}_n(u)$ is the discretization of $\gamma(t)$ with sampling interval $1/M\Delta f$ over $n$-th symbol period.

**Proof:** See Appendix A.

Theorem provides an explicit explanation on the interaction between WH basis and $\gamma(t)$. It turns out that $\gamma(t)$ only leads to dispersion in frequency domain, and the corresponding value is consistent with $M$-points DFT of $[\overline{\gamma}_n(0), \overline{\gamma}_n(1), \cdots, \overline{\gamma}_n(M-1)]$ being divided by $M$. For $m = m'$, the CIR corresponds to the zero-frequency component. In addition, as the $m'$ moves, the CIR will be circular shifted along frequency axis.

With respect to fixed $n$ and $m$, the frequency response is the circular convolution of the original CIR caused by Doppler with the discrete spectrum of $\gamma(t)$. Since the different prototype pulse will produce specific $H^i$ and input-output relation in delay-Doppler domain, in the following subsections, we will discuss the cases for ideal and rectangular pulse respectively.
A. Ideal Pulse

In (24), it indicates that \( H_{nm,n'm'} \) is non-zero only at \( n = n', m = m' \) for ideal pulse. Hence, combined with Theorem 1, the following relation holds

\[
Y_{nm} = \sum_{m'=0}^{M-1} C_{nm,nm'} X_{nm'} + W_{nm},
\]

where

\[
C_{nm,nm'} = \frac{1}{M} \sum_{i=1}^{P} H_{nm',nm'}^{i} \sum_{u=0}^{M-1} \gamma_{n}(u) e^{-j2\pi \frac{(m-m')}{M}}.
\]

Then, by implementing SFFT, the final delay-Doppler CIR and the end-to-end system model can be obtained.

**Proposition 1:** The delay-Doppler CIR with ideal pulse can be characterized as

\[
h_{DD}^{kl,k'l'} = M \sum_{i=1}^{P} e^{-j2\pi \frac{(k_{n}+\gamma_{l})}{NM}} \alpha_{k'}^{\text{ideal}}(k,k',l) \delta ([l-l']M),
\]

and the demodulated signal \( y_{kl} \)

\[
y_{kl} = \frac{1}{N} \sum_{i=1}^{P} e^{-j2\pi \frac{(k_{n}+\gamma_{l})}{NM}} \sum_{k'=0}^{M-1} \alpha_{k'}^{\text{ideal}}(k,k',l) x[k',[l-l']M] + w_{kl},
\]

where

\[
\alpha_{k'}^{\text{ideal}}(k,k',l) = \frac{1}{N} \sum_{n=0}^{N-1} \gamma_{n}(l) e^{-j2\pi k n \frac{1}{NT}} \ast \beta_{k}(k-k'),
\]

and \( \ast \) denotes circular convolution.

**Proof:** See Appendix B.

We observe that the sparsity of delay domain can be still guaranteed as the \( \gamma(t) \) simply impacts on Doppler domain. Concerning to each path, the \( h_{DD}^{kl,k'l'} \) in Doppler axis can be decomposed into two parts and formulated as a column-wise circular convolution of the original Doppler response with the extra Doppler dispersion. Similar with (26), the extra Doppler dispersion is equivalent to \( N \)-points DFT of \( \gamma_{l,t} = [\gamma_{0}\gamma_{1}(l), \cdots, \gamma_{N-1}(l)]^{T} \). That is, each original response will continue to disperse towards both sides of the Doppler axis in the form of discrete spectrum of \( \gamma_{l,t} \). Note that the sampling interval here is \( 1/T \) (or \( \Delta f \)) in time, hence the quantization step is \( 1/NT \) (or \( \Delta f/N \)) in frequency. As a result, the subcarrier separation dominates the highest cut-off frequency and the length of OTFS frame dominates the frequency resolution.
When fractional Doppler is zero, $h_{DD}$ is consistent with the discrete spectrum, where the zero-frequency component appears at point $k' = k - k_\nu$. Therefore, the parameters in OTFS are closely related to the Doppler response as well. This will be discussed latter.

Being different from $h_\omega$, which is same for all transmitted symbols, $\gamma^i(t)$ yields particular interferences for each symbol on delay axis if without any restrictions on $\gamma^i(t)$. At the receiver, this results that the amount of coefficients being estimated is $N - 1$ times more than before. If the $\gamma_{i,t}$ is taken to be a wide sense stationary and ergodic distortion process, $h_{DD}$ has the same amplitude for each $x_{kl}$. Only when $\gamma^i(t)$ satisfies blocked variation, i.e., the $\gamma^i(t)$ approximately remains fixed on a symbol period, all transmitted symbols will suffer the identical $h_{DD}$.

\textbf{B. Rectangular Pulse}

Unlike the ideal pulse is adopted to analyze the bound on performance, the rectangular pulse is commonly used in practical system. With the assumption that $\tau_{max} < T$, $Y_{nm}$ will only encompass ISI from the previous symbol period $n - 1$. It yields that $C_{nm,n'm'}$ is non-zero when $n' = n$ and $n' = n - 1$. Resemble (28), $C_{nm,n'm'}$ can be deduced by using (25) for an explicable explanation. Nevertheless, considering that rectangular pulse has a tractable form, we adopted a more straight approach (by using (21)) to avoid introducing additional sum operators. Since the received signal is sampled at intervals of $1/M\Delta f$, ICI alternatively becomes

$$C_{nm,n'm'} = \frac{1}{M} \sum_{i=1}^{P} \sum_{u=0}^{M-1-l_{\tau_i}} \left[ \overline{\gamma}_n(u + l_{\tau_i}) e^{-j2\pi((m-m')\Delta f - \nu_i)(\frac{u M \Delta f}{M \Delta f + \tau_i + T})} \right]$$  \hspace{1cm} (32)$$

and ISI becomes

$$C_{nm,(n-1)m'} = \frac{1}{M} \sum_{i=1}^{P} \sum_{u=M-l_{\tau_i}}^{M-1} \left[ \overline{\gamma}_{n-1}(u + l_{\tau_i} - T) \cdot e^{-j2\pi((m-m')\Delta f - \nu_i)(\frac{u M \Delta f + \tau_i - T}{M \Delta f + \tau_i - T})} \right].$$  \hspace{1cm} (33)$$

Apparently, $\overline{\gamma}_{n-1}(u + l_{\tau_i} - T) = \overline{\gamma}_n(u + l_{\tau_i})$. Furthermore, we consider that one CP is added at the front of OTFS frame. Namely, the fragment of the $(N - 1)$-th symbol period will enter into the first symbol period. Therefore, $C_{0m,-1m'}$ makes sense and the TF relation can be simplified as

$$Y_{nm} = \sum_{n' = n-1}^{n} \sum_{m=0}^{M-1} C_{nm,n'm'}X_{n'm'} + W_{nm}.$$  \hspace{1cm} (34)$$

We next characterize the delay-Doppler CIR and the input-output relation.
Proposition 2: The delay-Doppler CIR with rectangular pulse can be characterized as

\[
h_{kl,k'l'}^{DD} = \frac{1}{N} \sum_{i=1}^{p} e^{j2\pi \left(\frac{k\nu_i + \kappa\nu_i}{N}\right)\delta([l - l' - l_{\tau_i}]_M)} \alpha_{\text{rect}}^{i}(k, k', l) \delta(l_{\tau_i})
\]  

and the demodulated signal \( y_{kl} \)

\[
y_{kl} = \frac{1}{N} \sum_{i=1}^{p} e^{j2\pi \left(\frac{k\nu_i + \kappa\nu_i}{N}\right)} \sum_{k'=0}^{N-1} \alpha_{\text{rect}}^{i}(k, k', l)x[k', [l - l_{\tau_i}]_M] + w_{kl}.
\]

where

\[
\alpha_{\text{rect}}^{i}(k, k', l) = \begin{cases} 
\alpha_{\text{ideal}}^{i}(k, k', l) e^{-j2\pi \frac{k'}{N}} & l < l_{\tau_i} \\
\alpha_{\text{ideal}}^{i}(k, k', l) & l \geq l_{\tau_i}
\end{cases}
\]

Proof: See Appendix C.

Although the time-variant fading impacts on both ICI and ISI, the delay response has not been influenced. Analogously, rectangular pulse produces the identical property as ideal pulse, which is that \( h_{kl,k'l'}^{DD} \) can be interpreted as column-wise circular convolution of the original Doppler response with the discrete spectrum of \( \gamma_{i,l} \). For both pulses, \( \gamma_{i}(t) \) will corrupt the dispersion in Doppler domain as follow

- **The worst case:** If \( \gamma_{i}(t) \) is \( \mathcal{CN}(0, 1) \) Rayleigh random function, the discrete amplitude spectrum of \( \gamma_{i,l} \) is approximately a constant. In this case, each symbol will uniformly disperse into other points of Doppler lattice. So with respect to the approximate ML detector, it is hard to perform perfect interference cancellation and result in degeneration of BER.
performance. Moreover, since the sparsity of Doppler domain has been broken, we cannot use the truncated Doppler response in detector.

- The ideal case: If the energy of $\gamma^i(t)$ is well gathered around $N$ times frequency of $\Delta f/N$, where $N$ is an arbitrary positive integer, and tends to be 0 with increasing frequency, the extra Doppler interference is finite as well. For the non-zero fractional Doppler, since it has been proven that the original Doppler response has a peak around $k' = k - k_{\nu_i}$ and decays rapidly as $k'$ moving away from $k - k_{\nu_i}$, the convolution result will still decrease with a more moderate slope. Hence, (30) can be expressed as a sparse linear system as before. Despite $\gamma^i(t)$ produces additional elements in CIR, the complexity of detector will not increase by using truncated Doppler response, for the reason that the connection of the corresponding probability graph has not been changed.

Intuitively, since it is difficult to eliminate more dispersed Doppler interference, the BER for rapid fading channels will be higher than that for quasi-static channels. However, simulation results show the opposite conclusion. Notice that the motivation behind OTFS is to spread delay-Doppler domain symbol to time domain, so that each symbol has experienced more channel states. We speculate that OTFS involves inherent time diversity.

IV. Time Diversity Analysis

In this section, we will show that OTFS can be considered as a kind of technique that combines encoding and interleaving to achieve time diversity. This means that QAM symbols in delay-Doppler domain becomes insensitive to rapid fading when the $N$ is large. Firstly, we commence from the vectorized form of input-output relation in OTFS. The received signal $y$ of size $NM \times 1$ can be rewritten as

$$y = (F_N \otimes I_M) H (F_N^H \otimes I_M^H) x + w.$$  

(38)

$\otimes$ denotes Kronecker product, $x$ of size $NM \times 1$ is column-wise rearranged data symbols, $F_N$ is the $N$-points DFT matrix, and $I_M$ is the $M \times M$ identity matrix. From the interaction between delay-Doppler symbols and channel, the channel matrix $H$ is given by

$$H = \sum_{i=1}^{P} \Gamma_i \Delta^{(k_{\nu_i} + k_{\nu_i})} \Pi^{k_{\nu_i}}.$$  

(39)
where $\Gamma^i = \text{diag} \left[ \gamma^T_{i,0}, \gamma^T_{i,1}, \ldots, \gamma^T_{i,M-1} \right]$ is an $NM \times NM$ fading diagonal matrix, $\Delta$ of size $NM \times NM$ denotes the diagonal Doppler matrix $\text{diag} \left[ z^T_{i,0}, z^T_{i,1}, \ldots, z^T_{i,M-1} \right]$, in which $z_m = \left[ e^{j2\pi \frac{mN}{NM}}, e^{j2\pi \frac{mNM}{NM}}, \ldots, e^{j2\pi \frac{m(mN-1)}{NM}} \right]^T$, and $\Pi$ is the $NM \times NM$ block circulant delay matrix

$$\Pi_n = \begin{bmatrix} 0 & \cdots & 0 & I_M \\ I_M & \cdots & 0 & 0 \\ \vdots & \ddots & \vdots & \vdots \\ 0 & \cdots & I_M & 0 \end{bmatrix} \quad (40)$$

We focus the proof on the pairwise error probability (PEP) $P(x \rightarrow \tilde{x})$, which is the probability of transmitting $x$ and deciding in favor of $\tilde{x}$ at receiver. Assuming perfect CSI and ML detection are available, the conditional PEP is given by

$$P(x \rightarrow \tilde{x} \mid H^{DD}) = P \left( \| y - H^{DD} \tilde{x} \|^2 < \| y - H^{DD} x \|^2 \right) \quad (41)$$

Let us assume that the average energy of constellation elements is 1 and the noise $w_i$ is zero mean, $N_0$ variance Gaussian distributed independent random variables, the conditional PEP can be written as

$$P(x \rightarrow \tilde{x} \mid H^{DD}) = Q \left( \sqrt{\frac{\| H^{DD} (x - \tilde{x}) \|^2}{2N_0}} \right), \quad (42)$$

where $Q$ denotes Gaussian tail function. We regard $(F^H_N \otimes I_M)$ and $\Pi^{\nu_i}$ as coding matrices, and the codeword $c^i = \Pi^{\nu_i} (F^H_N \otimes I_M) x$, whose the $(mN + n)$-th entry is denoted as $c^i_{n,m}$. The $\| H^{DD} (x - \tilde{x}) \|^2$ is calculated as

$$\| H^{DD} (x - \tilde{x}) \|^2 = (x - \tilde{x})^H (F^H_N \otimes I_M) H^H H (F^H_N \otimes I_M) (x - \tilde{x})$$

$$= \sum_{n,m} \sum_{i=1}^{P} \gamma_n^{i} (m) z_m^{i} + k_i (n) (c^i_{n,m} - \tilde{c}^i_{n,m})^2$$

$$= \sum_{n,m} \Omega_{n,m} C_{n,m} \Omega_{n,m}^H. \quad (43)$$

In (43), the $C_{n,m}$ is an $P \times P$ matrix

$$C_{n,m} = \begin{bmatrix} |c^1_{n,m} - \tilde{c}^1_{n,m}|^2 & (c^1_{n,m} - \tilde{c}^1_{n,m}) (c^2_{n,m} - \tilde{c}^2_{n,m}) & \cdots & (c^1_{n,m} - \tilde{c}^1_{n,m}) (c^P_{n,m} - \tilde{c}^P_{n,m}) \\ (c^2_{n,m} - \tilde{c}^2_{n,m}) (c^1_{n,m} - \tilde{c}^1_{n,m}) & |c^2_{n,m} - \tilde{c}^2_{n,m}|^2 & \cdots & (c^2_{n,m} - \tilde{c}^2_{n,m}) (c^P_{n,m} - \tilde{c}^P_{n,m}) \\ \vdots & \ddots & \ddots & \vdots \\ (c^P_{n,m} - \tilde{c}^P_{n,m}) (c^1_{n,m} - \tilde{c}^1_{n,m}) & (c^P_{n,m} - \tilde{c}^P_{n,m}) (c^2_{n,m} - \tilde{c}^2_{n,m}) & \cdots & |c^P_{n,m} - \tilde{c}^P_{n,m}|^2 \end{bmatrix}. \quad (44)$$
and $\Omega_{n,m}$ is given by

$$\Omega_{n,m} = \left[ \gamma_{n}^{1} (m) z_{m}^{k_{v_{1}}+k_{v_{2}}} (n), \gamma_{n}^{2} (m) z_{m}^{k_{v_{2}}+k_{v_{2}}} (n), \cdots, \gamma_{n}^{P} (m) z_{m}^{k_{v_{P}}+k_{v_{P}}} (n) \right]$$ \quad (45)

The matrix $C_{n,m}$ is Hermitian, thus there exists eigenvalue decomposition such that $C_{n,m} = U_{n,m} \Lambda_{n,m} U_{n,m}^{H}$. $U_{n,m}$ is unitary matrix and $\Lambda_{n,m} = \text{diag} \left[ \lambda_{n,m}^{1}, \lambda_{n,m}^{2}, \cdots, \lambda_{n,m}^{P} \right]$. Let

$$[\eta_{n,m}^{1}, \eta_{n,m}^{2}, \cdots, \eta_{n,m}^{P}] = \Omega_{n,m} U_{n,m},$$ \quad (46)

then it yields that

$$\| H^{DD} (x - \tilde{x}) \|^2 = \sum_{n,m} \sum_{i=1}^{N,M} | \eta_{n,m}^{i} |^{2} \lambda_{n,m}^{i}.$$ \quad (47)

By utilizing Chernoff bound technique, we have the following average PEP

$$P(x \to \tilde{x}) = \mathbb{E} \left[ P(x \to \tilde{x} \mid H^{DD}) \right] \leq \mathbb{E} \left[ \exp \left( - \frac{\sum_{n,m} \sum_{i=1}^{P} | \eta_{n,m}^{i} |^{2} \lambda_{n,m}^{i}}{4N_0} \right) \right]$$ \quad (48)

Suppose that $\gamma_{n}^{i} (m)$ for $i = 1, 2, \cdots, P$, $n = 0, 1, \cdots, N - 1$, $m = 0, 1, \cdots, M - 1$ are samples of independent zero-mean complex Gaussian random variables with variance 1. Since $U_{n,m}$ is unitary, $\eta_{n,m}^{i}$ follows the same distribution $CN(0, 1)$. Hence, we have that

$$P(x \to \tilde{x}) \leq \prod_{i,n,m} \frac{1}{1 + \frac{\lambda_{n,m}^{i}}{4N_0}}$$ \quad (49)

Based on the upper bound on average PEP, the diversity advantage is the number of non-zero $\lambda_{n,m}^{i}$. It is obvious that the rows of $C_{n,m}$ are all linearly dependent. Thus $C_{n,m}$ has rank 1 if $c_{n,m} = [c_{n,m}^{1}, c_{n,m}^{2}, \cdots, c_{n,m}^{P}]$ is distinct from $\tilde{c}_{n,m} = [\tilde{c}_{n,m}^{1}, \tilde{c}_{n,m}^{2}, \cdots, \tilde{c}_{n,m}^{P}]$, and the non-zero eigenvalue is $|c_{n,m} - \tilde{c}_{n,m}|^{2}$. Otherwise, the rank is 0. Let $\mathcal{V}(c, \tilde{c})$ donates the set of indexes with $c_{n,m} \neq \tilde{c}_{n,m}$, at high SNR, (49) can be further simplified as

$$P(x \to \tilde{x}) \leq \prod_{n,m \in \mathcal{V}(c, \tilde{c})} |c_{n,m} - \tilde{c}_{n,m}|^{2} \left( \frac{1}{4N_0} \right)^{-r},$$ \quad (50)

where $r$ is the number of elements in $\mathcal{V}(c, \tilde{c})$. (50) reveals that OTFS modulation and multipath delay provide both coding gain (the $r$-product distance) and diversity gain. Since $c_{i}^{i}$ for $i = 2, 3, \cdots, P$ are circular shift of $c_{1}^{1}$, the optimal situation is that all the different elements between $c_{1}^{1}$ and $\tilde{c}_{1}^{1}$ are moved to a unique position. Therefore, the maximum achievable diversity is

$$\min (Pd(c_{1}^{1}, \tilde{c}_{1}^{1}), NM),$$

where $d(c_{1}^{1}, \tilde{c}_{1}^{1})$ is the Hamming distance between $c_{1}^{1}$ and $\tilde{c}_{1}^{1}$.
We first investigate \( d(\mathbf{c}^1, \mathbf{\tilde{c}}^1) \). \( N \)-points IDFT matrix encodes every \( N \) data symbols in \( \mathbf{x} \) into sub-codewords, and \( M \) subcodewords together compose the codeword \( \mathbf{c}^1 \), hence the IDFT has a direct impact on the diversity order. Now, consider two column vectors \( \mathbf{a} \) and \( \mathbf{\tilde{a}} \) of size \( N \). When \( \mathbf{a}[i] = a \) and \( \mathbf{\tilde{a}}[i] = a' \), \( \forall i = 0, 1, \cdots, N - 1 \), the IDFT result of difference vector \( \mathbf{a} - \mathbf{\tilde{a}} \) will have \( N \) non-zero elements. On the contrary, when \( \mathbf{a}[i] = a \mathbf{1}_{N \times 1} \) and \( \mathbf{\tilde{a}}[i] = a' \mathbf{1}_{N \times 1} \), the Hamming distance will be 1. So, in the strict sense of definition, IDFT matrix cannot provide any diversity gain. However, the Hamming distance of most pairwise codewords is \( N \) in practice. The reason is that only if \( \mathbf{a} - \mathbf{\tilde{a}} \) is linearly dependent on any column vector of \( N \)-point DFT matrix, the Hamming distance will be 1. Here, diversity distribution is introduced to explain this result [24]. Since an analytical formula for the diversity distribution of IDFT matrix could be intractable to evaluate, we carry out simulation in Matlab. As illustrated in Fig. 2, large \( N \) and high order QAM will provide full diversity advantage. Therefore, the minimum \( d(\mathbf{c}^1, \mathbf{\tilde{c}}^1) \approx N \). Considering that these \( N \) entries will inevitably appear in new positions after being shifted, the minimum achievable \( r \) for any pair of distinct codewords is \( PN \). From the above analysis, (50) becomes

\[
P(\mathbf{x} \rightarrow \mathbf{\tilde{x}}) \leq \prod_{n,m \in \mathcal{V}(\mathbf{c}, \mathbf{\tilde{c}})} |\mathbf{c}_{n,m} - \mathbf{\tilde{c}}_{n,m}|^2 \left( \frac{1}{4N_0} \right)^{-PN},
\]

The \( P \) is also known as delay diversity advantage [25].

In multipath OTFS system, the maximum available degrees of freedom in the channel is

---

Fig. 2. Diversity distribution for DFT matrix for different size \( N \) and modulation order.
upper-bounded by $2NM$, where the term 2 represents real part and imaginary part. As for time-correlated rapid fading Channels, the maximum achievable diversity will be less than $2NM$ \cite{26}. Apparently, the uncoded OTFS can not achieve the maximum time diversity order. The full diversity order can be available by utilizing signal space diversity (SSD) technology \cite{27}, \cite{28}. Nevertheless, simulation results show that it is unnecessary to increase the computation complexity in exchange for a weak BER performance improvement for practical OTFS system.

V. SIMULATION RESULTS

In this section, we illustrate the performance in terms of BER of OTFS over rapid fading channels to reveal that OTFS modulation involves inherent time diversity gain. A carrier frequency of 4 GHz and a carrier separation of 15 kHz are considered. The channel gains are assumed to be i.i.d and distributed as $\mathcal{CN}(0, 1/P)$. For each path, the delay index is random integer with equal probabilities from the set $\{0, 1, \cdots, M - 1\}$ and the Doppler index is randomly generated belongs to $[0, N - 1]$.  

Fig. 3. The BER performance comparison for different paths, Doppler lattice and modulation order with ML detector.
First, we simulate the BER performance with the ML detector. Since the ML detector has a complexity exponential in $NM$, we study the case of small values of $M$ and $N$ to illustrate the time diversity order of OTFS modulation. Figure 3 shows the BER performance in various scenarios. We plot the BER curves of BPSK and QPSK over the AWGM channel and over the rapid Rayleigh fading channel, so the time diversity gain of OTFS is bounded by these two curves. For low SNR, since the term 1 in (49) is the dominating factor affecting PEP and can not be ignored, the BER performance of OTFS is the same as that of Rayleigh fading.
channel. As SNR increases, OTFS can obtain the diversity gain. The family of blue BER curves of OTFS-BPSK in different paths and Doppler lattices demonstrates that larger $P$ and $N$ can yield higher diversity order. It turns out that the BER curves will approach the one for the Gaussian channel as $N$ and $P$ increase, and the gap between the maximum diversity value and the Gaussian BER curve is only about 2 dB around $10^{-5}$. Furthermore, it can be observed that the gap between OTFS-BPSK and OTFS-QPSK gradually reduces when the SNR increases, since high-order QAMs can bring asymptotic full diversity order. It is also worth noting that the BER performance of OTFS over rapid fading channels is superior to that of quasi-static multipath channels. The reason is that the symbols in the DD domain have experienced more various channel states, so that the fading coefficients can be sufficiently averaged over time. As a result, the OTFS system becomes insensitive to rapid fading.

Next, we considered more practical values of $N$ and $M$ with MMSE and MP detector. In Figure 4 and Figure 5 we present the BER performance of OTFS system with $M = 16$ and $N = 8, 16, 32$, respectively. The maximum speed of user velocity is set to be 500 km/h, which corresponds to a Doppler of 1.85 kHz at 4 GHz carrier frequency. For the $i$th tap, Doppler shift is generated using $v_i = v_{\max} \cos (\theta_i)$, where $v_{\max}$ is the maximum Doppler shift and $\theta_i \sim U(0, \pi)$ is uniformly distributed.

In Figure 4 and Figure 5 we simulate MMSE and MP detector, respectively. It can be seen that the BER will decrease with the increasing $N$ and $P$, where the BER performance of the
case of $N = 32$, $P = 4$ is almost the same as that of the case of $N = 16$, $P = 8$. This result confirms the correctness of the diversity order that we proved. Compared with MMSE and MP detector, it can be seen that the MMSE detector suffers a significant diversity loss. The MMSE detector can obtain diversity gain as SNR exceeds 15 dB, and the gap between MP detector and MMSE detector is more than 20 dB around $10^{-4}$. It is noticed that the BER performance of MMSE detector for rapid fading channel is worse than that for quasi-static channel, which distinguishes from ML and MP detector. The reason is that the BER performance of MMSE detector is extremely dependent on the condition number of $H_{DD}$. As we analysed in Section III, the Rayleigh rapid fading will disperse the CIR of Doppler axis and make $H_{DD}$ tend to be ill-condition. To illustrate this, the BER performance for various distributions of $\gamma^i$ with the same power is plotted in Figure 6. The larger mean value of $\gamma^i$ makes CIR more centralized in the Doppler domain, making a smaller condition number of $H_{DD}$.

In Figure 7 we compare the BER performance between OTFS and OFDM with the same TF resources. Since OFDM is encoded by the IDFT matrix, it can also achieve part time diversity gain in rapid channels. However, OFDM symbols have only experienced the same number of channel states as that of subcarriers, so the delay diversity gains can not be obtained. In the block fading channel, OFDM frame has only experienced one channel state and cannot obtain any diversity gain, while OTFS will only lose the delay diversity gain. Consequently, OTFS still outperforms OFDM in multipath rapid fading channels.
VI. Conclusions

In this paper, we have investigated the characterizations of OTFS modulation over multipath rapid fading channel. We have analyzed the interaction between WH basis and the above channel, and derived input-output relation in DD domain for the cases of ideal pulse and rectangular pulse. Despite the rapid fading will degenerate both ISI and ICI, the impact on CIR of domain is limited. We have shown that the sparsity in delay domain has not been destroyed, while the response in Doppler domain can be formulated as a column-wise circular convolution of the original Doppler response with the extra Doppler dispersion. Then, we have proven that OTFS is a time diversity technique which can achieve $PN$ diversity order. For large $P$ and $N$, the BER performance is almost consistent with Gaussian performance over the rapid fading channels. Therefore, OTFS is still a reliable communication scheme in most practical multipath channel. To achieve the time diversity gain, the perfect CSI should be available at receiver. In particular, the parameters to be estimated increase manyfold for the case of Rayleigh rapid fading. Designing an efficient estimation algorithm can be considered for future work.

Appendix A

Proof of Theorem 1

From (25), the dispersion introduced by $\gamma(t)$ among WH basis is written as

$$
\langle \gamma(t) g_{nm'}(t), g_{nm}(t) \rangle = \left( \int_{t} g^*(t - (n - n')T) g(t) \gamma(t + n'T) e^{-j2\pi(m - m')\Delta f t} dt \right) e^{j2\pi mn (n-n')T} \tag{52}
$$

At the receiver, the signal is sampled at intervals of $1/M\Delta f$ over duration $T$. Therefore, we have an approximation to the inner product

$$
\langle \gamma(t) g_{nm'}(t), g_{nm}(t) \rangle = \frac{1}{M\Delta f} \left[ \sum_{u=0}^{M-1} \gamma \left( \frac{u}{M\Delta f} + n'T \right) \frac{g}{M\Delta f} \left( \frac{u}{M\Delta f} - (n - n')T \right) e^{j2\pi \frac{m'}{M} u} e^{-j2\pi \frac{m}{M} u} \right] e^{j2\pi m n (n-n')T} \tag{53}
$$

Obviously, the item in square brackets can be interpreted as an $M$-points DFT of $\zeta_n(u)\epsilon(u)$. Hence, the following relation satisfies

$$
\text{DFT}(\zeta_n(u)\epsilon(u)) = \frac{1}{M} \text{DFT}(\zeta_n(u)) \otimes \text{DFT}(\epsilon(u)), \tag{54}
$$
Based on this property, we next calculate the DFT of $\gamma(u)$ and $\epsilon(u)$, respectively. Multiplying $\text{DFT}(\epsilon(u))$ by the coefficient outside the square brackets, we have that
\begin{align*}
\frac{1}{M\Delta f}\text{DFT}(\epsilon(u))e^{j2\pi m\Delta f(n-n')T} &= \left[ \frac{1}{M\Delta f} \sum_{u=0}^{M-1} g^* \left( \frac{u}{M\Delta f} - (n-n')T \right) \right. \\
&\quad \cdot g \left( \frac{u}{M\Delta f} \right) e^{-j2\pi (m-m')\Delta f \left( \frac{u}{M\Delta f} - (n-n')T \right)} e^{j2\pi m'\Delta f(n-n')T} \\
&\approx \left[ \int_{t=0}^{T} g(t)g^*_{n-n',m-m'}(t)dt \right] e^{j2\pi m'\Delta f(n-n')T} \\
&= \delta(n-n', m-m').
\end{align*}

In (55), the item on the right side of the first equal sign can be regarded as a discretization approximation to evaluate the $\langle g(t), g_{n-n',m-m'}(t) \rangle$ within duration $T$. Generally, $g(t)$ has well-defined energy in time interval $[0, T]$, which makes the orthogonality of the WH basis assumed to be held. Combined with the result in (55), it immediately yields that
\begin{equation}
\langle \gamma(t)g_{n'm'}(t), g_{nm}(t) \rangle = \begin{cases} \\
\frac{1}{M} \sum_{u=0}^{M-1} \pi_n(u)e^{-j2\pi \frac{u}{M}(m-m')} & n = n' \\
0 & n \neq n'
\end{cases} 
\end{equation}

**APPENDIX B**

**PROOF OF PROPOSITION 1**

By (16), (27) and (28), the output signal $y_{kl}$ is given by
\begin{align*}
y_{kl} &= \frac{1}{NM} \sum_{n=0}^{N-1} \sum_{m=0}^{M-1} \sum_{n'=0}^{N-1} \sum_{m'=0}^{M-1} C_{nn',mm'} \sum_{k'=0}^{N-1} \sum_{l'=0}^{M-1} x_{kl'} e^{j2\pi \left( \frac{nk'}{N} - \frac{m'l'}{M} \right)} e^{-j2\pi \left( \frac{nk}{N} - \frac{ml}{M} \right)} \\
&= \frac{1}{NM} \sum_{n=0}^{N-1} \sum_{m=0}^{M-1} \sum_{k'=0}^{N-1} \sum_{l'=0}^{M-1} \sum_{i=1}^{P} H_{nn',mm'}^{i} \sum_{u=0}^{M-1} \pi_i(u) e^{-j2\pi \frac{u}{M}(m-m')} e^{-j2\pi \frac{u}{N}(n-n')} \\
&\quad \cdot e^{j2\pi \left( \frac{nk'}{N} - \frac{m'l'}{M} \right)} \\
&= \frac{1}{NM} \sum_{n=0}^{N-1} \sum_{m=0}^{M-1} \sum_{k'=0}^{N-1} \sum_{l'=0}^{M-1} x_{kl'} y_{kl,k'l'}^{DD}.
\end{align*}
Next, we calculate
\[
Y_{k,l} = \frac{1}{M} \sum_{i=1}^{P} e^{-j2\pi l\nu_i \tau_i} \left[ \sum_{u=0}^{M-1} \sum_{n=0}^{N-1} \gamma_i^u (u) e^{-j2\pi \frac{M}{N} (k-k' - k_\nu_i + \nu_i \kappa_i)} \right] \left[ \sum_{m=0}^{M-1} e^{-j2\pi \frac{M}{N} (u - l)} \right] .
\] (58)

With the following relations
\[
\sum_{m=0}^{M-1} e^{-j2\pi \frac{M}{N} (u - l)} = M \delta \left( \left[ u - l \right]_M \right) ;
\] (59)
\[
\sum_{m'=0}^{M-1} e^{j2\pi \frac{M}{N} (u' - l'} \right) = M \delta \left( \left[ u - l' - l_\tau_i \right]_M \right) ;
\] (60)
we get
\[
Y_{k,l} = M \sum_{i=1}^{P} e^{-j2\pi l\nu_i \tau_i} \left[ \sum_{n=0}^{N-1} \gamma_i^u (l) e^{-j2\pi \frac{M}{N} (k-k' - k_\nu_i + \nu_i \kappa_i)} \right] \delta \left( \left[ l - l' - l_\tau_i \right]_M \right) .
\] (61)

Compared with (57), an extra term $\gamma_i^u (l)$ is occurred. In order to intuitively explain how the time-variant DFT fading acts on the channel response, similar with the case of (53), we use the property of DFT
\[
Y_{k,l} = M \sum_{i=1}^{P} e^{-j2\pi l\nu_i \tau_i} \left[ \frac{1}{N} \sum_{n=0}^{N-1} \gamma_i^u (l) e^{j2\pi \frac{M}{N} (k' + k_\nu_i + \nu_i \kappa_i)} e^{-j2\pi k \frac{M}{N}} \right] \delta \left( \left[ l - l' - l_\tau_i \right]_M \right)
\] (62)

In this way, the received signal $y_{k,l}$ can be expressed as
\[
y_{k,l} = \frac{1}{N} \sum_{i=1}^{P} e^{-j2\pi \nu_i l \tau_i} \sum_{k'=0}^{M-1} \left[ \frac{1}{N} \sum_{n=0}^{N-1} \gamma_i^u (l) e^{-j2\pi k \frac{M}{N}} \odot \beta_i (k-k') \right] x \left[ k', \left[ l - l_\tau_i \right]_M \right]
\] (63)

**APPENDIX C**

**PROOF OF PROPOSITION 2**

We divide $C_{nm,n'm'}$ into two parts, $n' = n$ and $n' = n - 1$. Then, the $y_{k,l}$ is given by
\[
y_{k,l} = \frac{1}{\sqrt{NM}} \sum_{n=0}^{N-1} \sum_{m=0}^{M-1} \left[ \sum_{m'=0}^{M-1} C_{nm,n'm'} X_{nm} + \sum_{m'=0}^{M-1} C_{nm,(n-1)m'} X_{[n-1]Nn'} \right] e^{-j2\pi (\frac{nk}{N} - \frac{ml}{M})}
\] (64)
In the following, we calculate the two parts respectively. Using (21) and (32), we have that

\[
y_{kl}^{ici} = \frac{1}{NM} \sum_{k' = 0}^{N-1} \sum_{l' = 0}^{M-1} x_{k'l'} \left[ \sum_{n = 0}^{N-1} \sum_{m = 0}^{M-1} \sum_{m' = 0}^{M-1} C_{nm, nm'} e^{-j2\pi n \left( \frac{k-k'}{N} \right)} e^{j2\pi \left( \frac{m-m'}{M} \right)} \right] (65)
\]

\[
y_{kl} = \frac{1}{NM} \sum_{k' = 0}^{N-1} \sum_{l' = 0}^{M-1} x_{k'l'} h_{kl, k'l'}^{ici}.
\]

where

\[
h_{kl, k'l'}^{ici} = \frac{1}{M} \sum_{n = 0}^{N-1} \sum_{m = 0}^{M-1} \sum_{m' = 0}^{M-1} \left[ \sum_{i = 1}^{P} \sum_{\tau_i = 0}^{M-1} \sum_{u = 0}^{N-1}  \bar{\gamma}_n (u + l\tau_i) e^{-j2\pi \left( \frac{k-k'}{N} \right)} \right] e^{j2\pi \left( \frac{m-m'}{M} \right)}
\]

\[
= \frac{1}{M} \sum_{i = 1}^{P} \sum_{\tau_i = 0}^{M-1} \sum_{u = 0}^{N-1}  \bar{\gamma}_n (u + l\tau_i) e^{-j2\pi \left( \frac{k-k'}{N} \right)}
\]

\[
\cdot e^{j2\pi \frac{n}{M} (k \nu_i + \nu_i)} \left[ \sum_{m = 0}^{M-1} \sum_{m' = 0}^{M-1} e^{j2\pi \frac{n}{M} (u-l\tau_i)} \right]
\]

\[
= M \sum_{i = 1}^{P} \sum_{\tau_i = 0}^{M-1} \sum_{u = 0}^{N-1}  \bar{\gamma}_n (u + l\tau_i) e^{-j2\pi \left( \frac{k-k'}{N} \right)}
\]

\[
\cdot e^{j2\pi \frac{n}{M} (k \nu_i + \nu_i)} \left[ \sum_{m = 0}^{M-1} \sum_{m' = 0}^{M-1} e^{j2\pi \frac{n}{M} (u-l\tau_i)} \right] \delta ([u + l\tau_i - l]_M) \delta ([u - l']_M)
\]

Notice that \( \delta ([u + l\tau_i - l]_M) \) is non-zero only when \( 0 \leq l - l\tau_i \leq M - 1 - l\tau_i \). Meanwhile, using (55), we have

\[
h_{kl, k'l'}^{ici} = M \sum_{i = 1}^{P} e^{j2\pi \frac{n}{M} (l\tau_i)} \left[ \frac{1}{N} \sum_{n = 0}^{N-1} \bar{\gamma}_n (l) \right]
\]

\[
\cdot e^{-j2\pi \frac{k}{N} \otimes \beta_i (k - k')} \left[ \delta ([l - l' - l\tau_i]_M), \quad l \geq l\tau_i \right]
\]

(67)

Analogously, the second part \( y_{kl}^{isi} \) is given by

\[
y_{kl}^{isi} = \frac{1}{NM} \sum_{k' = 0}^{N-1} \sum_{l' = 0}^{M-1} x_{k'l'} \left[ \sum_{n = 0}^{N-1} \sum_{m = 0}^{M-1} \sum_{m' = 0}^{M-1} C_{nm, (n-1)m'} e^{-j2\pi \left( \frac{nk - (n-1)k'}{N} \right)} e^{j2\pi \left( \frac{ml-m'l'}{M} \right)} \right]
\]

\[
= \frac{1}{NM} \sum_{k' = 0}^{N-1} \sum_{l' = 0}^{M-1} x_{k'l'} h_{kl, k'l'}^{isi}.
\]

(68)
where

\begin{equation}

e^{-j2\pi (\rho_i + m' t ) (T - t) } e^{j2\pi \nu_i nT} 
\end{equation}

\begin{equation}
\frac{M-1}{M} \sum_{m=0}^{M-1} \sum_{m'=0}^{M-1} \gamma_n^i (u + l_{t_i}) e^{-j2\pi \nu_i (k - k' - \nu_i )} e^{j2\pi \left( \frac{u-M+M' m}{M} \right) } e^{-j2\pi \frac{k'}{N}} 
\end{equation}

\begin{equation}
= \frac{M-1}{M} \sum_{m=0}^{M-1} \sum_{m'=0}^{M-1} \gamma_n^i (u + l_{t_i}) e^{-j2\pi \nu_i (k - k' - \nu_i )} e^{j2\pi \left( \frac{u-M+M' m}{M} \right) } e^{-j2\pi \frac{k'}{N}} 
\end{equation}

\begin{equation}
= M \sum_{i=1}^{P} \sum_{u=M-l_{t_i}}^{M} \gamma_n^i (u + l_{t_i}) e^{-j2\pi \nu_i (k - k' - \nu_i )} e^{j2\pi \left( \frac{u-M+M' m}{M} \right) } e^{-j2\pi \frac{k'}{N}} 
\end{equation}

\begin{equation}
\delta ( [u + l_{t_i} - l ]_M) \delta ( [u - l' ]_M) 
\end{equation}

Here, \( \delta ( [u + l_{t_i} - l ]_M) \) is non-zero only when \( 0 < l_{t_i} - l \leq l_{t_i} \). Similar, we have

\begin{equation}
\frac{M-1}{M} \sum_{m=0}^{M-1} \sum_{m'=0}^{M-1} \gamma_n^i (u + l_{t_i}) e^{-j2\pi \nu_i (k - k' - \nu_i )} e^{j2\pi \left( \frac{u-M+M' m}{M} \right) } e^{-j2\pi \frac{k'}{N}} 
\end{equation}

\begin{equation}
= M \sum_{i=1}^{P} \sum_{u=M-l_{t_i}}^{M} \gamma_n^i (u + l_{t_i}) e^{-j2\pi \nu_i (k - k' - \nu_i )} e^{j2\pi \left( \frac{u-M+M' m}{M} \right) } e^{-j2\pi \frac{k'}{N}} 
\end{equation}

\begin{equation}
= \frac{1}{N} \sum_{n=0}^{N-1} \gamma_n^i (l) \beta_i (k - k') e^{j2\pi \left( \frac{u-M+M' m}{M} \right) } e^{-j2\pi \frac{k'}{N}} 
\end{equation}

\begin{equation}
\delta ( [l - l' - l_{t_i} ]_M) , \quad l < l_{t_i} 
\end{equation}

From (67) and (70), the \( y_{kl} \) can be written as

\begin{equation}
y_{kl} = \frac{1}{N} \sum_{i=1}^{P} \sum_{k'=0}^{M-1} e^{j2\pi \left( \frac{-k_{t_i}}{M} \right) } e^{-j2\pi \frac{k_{t_i}+\nu_i}{N}} \alpha_i (k, k', l) x [k', [l - l_{t_i}]_M] 
\end{equation}

where

\begin{equation}
\alpha_i (k, k', l) = \begin{cases} 
\frac{1}{N} \sum_{n=0}^{N-1} \gamma_n^i (l) \beta_i (k - k') e^{-j2\pi \frac{k'}{N}} & l < l_{t_i} 
\end{cases}
\end{equation}

\begin{equation}
\frac{1}{N} \sum_{n=0}^{N-1} \gamma_n^i (l) \beta_i (k - k') & l \geq l_{t_i} 
\end{equation}
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