The Development of Chicken Coop Automatic Remote Visual Monitoring System
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Abstract.
Purpose: A remote visual monitoring system will be very helpful for chicken farmers to monitor their cage, which is usually located away from their houses. This system needs adequate bandwidth to transmit the video over the internet, which is usually very limited in urban areas. This research aims to develop an automatic chicken coop remote monitoring system and define the optimum video resolution to be transmitted.

Methods: We used an 8 MP Raspberry Pi V2 to record the video and send the results to Google Drive using the GDrive API. Furthermore, a live streaming video from the chicken coop is accessible through a simple HTTP web page utilizing ngrok as tunneling software. The live-streaming video can be publicly accessed anywhere using a web browser. Three video resolutions of 640x480, 800x600, and 1024x768 with 15 and 30 frame rates were used in our experiments. Each scenario has a duration of five minutes and takes 12 times.

Result: The experiment results showed that resolutions that provide stable video recording and streaming are 640x480 and 800x600. The resulting system succeeded in performing live streaming along with data acquisition.

Value: The Google Drive infrastructure is used because of its popularity and convenience by people with limited digital literacy, such as smallholder chicken farmers. Furthermore, the video produced by this system can support research on chicken behavior pattern identification to build a system notification of an emergency situation in the cage.
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INTRODUCTION

Based on livestock statistics, chicken farms contributed 62.3% of broiler meat production in national meat production in 2017 and a contribution of 81.85% of total poultry meat production in 2018 [1]. Indonesia's chicken meat consumption in 2020 is 3,275.3 (thousand tons), which increased 17.56% from the previous year [2]. The high demand for chicken meat consumption encourages farmers to make maximum efforts to increase the productivity and quality of their livestock [3]. One of the factors that affect chicken productivity is feed parameters [4]. In the opinion of [5] and [6], feed cost in a livestock business is the highest, ranging from 60% to 80%. The cost of broiler feed reached 75.45% of the processed primary data in 2016 [7]. The cost will increase if farmers' operational and travel expenses are added. The farmers must frequently check the coop to give the chicken food or check whether there is an unhealthy chicken. The sick chicken needs to be treated as soon as possible to prevent spreading the disease [8]. Chicken's condition has the possibility to threaten food safety if the infected meat is consumed [9], [10].

In general, the traditional way to monitor the behavior of chickens is to send farmers, officers, or breeders who come to the chicken coop to monitor and assist regularly, which is labor-intensive and time-consuming. The aforementioned manual monitoring system requires a relatively large amount of effort and time, especially if the farmer's house and cage are located quite far apart [11]. Furthermore, human visitation in a broiler house poses an infection risk to the farm [12]. Regarding that problems, an automatic remote visual monitoring system can be implemented to overcome the disadvantages of the manual method. Thus, visual supervision of chicken behavior, including food conditions and chicken health, can be done periodically without visiting the poultry farm's location. The previous research [13] was conducted to monitor the
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locomotion behavior of broiler chickens in the cage. Overall, using a monitoring system increases farmer time efficiency and maintenance costs [14].

However, implementing a remote visual monitoring system needs adequate bandwidth to transmit the video over the internet. An inadequate poultry farm location network infrastructure may lead to slow or hampered monitoring data transmission. One alternative to overcome the problem of data transmission and also optimize the data transmission process is to define an optimal video resolution value. Furthermore, providing a streaming server supporting their real-time coop monitoring system is difficult for smallholder chicken farmers. Thus, this study focuses on building an automatic remote monitoring system using an 8MP Raspberry Pi v2 camera with a Raspberry Pi 3B and defining the optimum video resolution to be transmitted. The Google Drive cloud infrastructure is used because of its popularity and convenience by people with limited digital literacy, such as smallholder chicken farmers.

METHODS
This research aims to develop an automatic visual remote monitoring system using Raspberry Pi that is integrated with a camera for video capture. We started the study by analyzing the system requirements, such as the software and hardware requirements. Then we design the system architecture to meet those requirements. In order to carry out the two tasks, four steps are implemented in this research: the development of an application program for Raspberry Pi, the GDrive API settings, the ngrok settings, and the system implementation and testing. The experiment's results were analyzed to obtain the most optimum parameter recommended for an automatic remote visual monitoring system. The parameters involved in this analysis are file size, image resolution, running time, and uploading duration.

System Architecture
Figure 1 shows the system architecture developed in this research. The hardware consisted of a V2 Raspberry Pi 8MP camera, a memory card, and a Raspberry Pi 3B. The software used in this research is the Rasphian Stretch operating system, ngrok tunneling service 2.3, and Python CLI 3.4. We utilized Google Drive as storage media. A Raspberry Pi-based system architecture is designed in this study to handle the data/video acquisition as well as stream the video live. The recording format used in this study is .h264, which was later converted to .mp4. The Raspberry Pi streams the .mp4 file to the ngrok domain; meanwhile, at the same time, it sends the .mp4 file copy to Google Drive.

![Figure 1. The system architecture](image)

The Development of Application Program for Raspberry Pi
The Python programming language is used to write programs on the Raspberry Pi. However, commands via the Command Line Interface (CLI) can be used to operate the camera connected to the Raspberry Pi. The PiCamera module in Python is used to simplify the integration of camera operations with Python-based systems [15]. The monitoring system implemented the streaming feature that can be accessed from desktop and mobile web browsers, as well as video recording that will be stored in Google Drive using GDrive API. The PiCamera camera module will produce a video in .h264 format. The .h264-formatted video will be converted into .mp4 format by using the MP4Box tool to view the video in Google Drive. The MP4Box is a tool that can be used to convert various video formats into .mp4 format [16].
This streaming feature is implemented using the http.server module from Python, Motion JPEG (MJPEG) as the streaming base, and is presented in a basic HTML page. Motion Joint Photographic Expert Group or MJPEG is a format video compression where each video frame is processed and compressed separately to form a sequence of JPEG images. Each JPEG frame can then be displayed sequentially so that it looks like a moving video. MJPEG is often used in streaming functions because of its advantage of not draining system memory excessively [17]. This format is also used in research of monitoring systems using Raspberry Pi [18] and the study of intelligent camera systems [19].

The threading module in Python is implemented in this system to take advantage of the multithreading process to run video recording and streaming features simultaneously. The duration of the upload, the size of the uploaded video file, the conversion time of the video file, and the duration of the system run will be calculated when the system is started until the upload process is completed. These data will be analyzed to compare the performance of scenario testing. All features and the entire program will be integrated into one automated Raspberry Pi system.

**The GDrive API Settings**
The PyDrive is used as a wrapper to make it easier to use the GDrive API [20]. Some initial steps must be done prior to implementing the PyDrive/GDrive API. First, we create the Google API project at https://console.cloud.google.com, enabling the GDrive API and basic project configuration. Thus, we download the JSON configuration file containing the client ID that will be used as the GDrive API authentication method. Lastly, we execute the PyDrive quickstart program as initial authentication, which only needs to be done once to save the authentication .txt file in order to automate the following authentication process. The quickstart process flow can be seen in Figure 2.

![Figure 2. Quickstart PyDrive process](image)

**The Ngrok Settings**
Tunneling software ngrok can provide a subdomain of the ngrok.com domain as a form of remote port forwarding to publicly access local applications or web servers [21]. In this study, ngrok is implemented to forward streaming services based on the http protocol. Thus, ngrok is used to create a public domain to access streaming services. Streaming service can be accessed on the domain listed in the Forwarding section of ngrok when the domain is accessed via a web browser, and then camera streaming from the Raspberry Pi hardware can be viewed on a basic HTML page.

To be able to use ngrok, there are several steps to be taken. Firstly, we sign up for an account at https://dashboard.ngrok.com/signup. Then, we download the ngrok application according to the operating system at https://ngrok.com/download; in this study, the Linux version ngrok is used. After that, the downloaded ngrok application file in the .zip form is extracted. The last step is authenticating the ngrok application with the token obtained from https://dashboard.ngrok.com/get-started/your-authtoken; this process is only done once.

**The System Implementation and Testing**
The implementation and system testing scenario used is recording the video with a duration of five minutes 12 times for each resolution and different frame rates or frames per second (fps). Three resolutions and two fps variants were tested, 640x480, 800x600, and 1024x768, with 15 fps and 30 fps, respectively. The three resolutions were chosen because they are standard resolutions for image processing [22], [23]. The two fps
variants in the test scenario were selected because 15 fps and 30 fps are common fps choices in monitoring systems [24] and in object detection research [25]. The system's flow is divided into five stages which can be seen in Figure 3.

Converting the .h264 to .mp4 video format is done by calling the CLI command in the Python program. The process of storing video parameter data in .csv form is done using Python's CSV module. The video parameters were stored in an array containing these parameters. The recorded data is temporarily stored on the memory card on the Raspberry Pi, which is then uploaded to the Google Drive storage media and then deleted from the memory card automatically to avoid the data accumulation.

RESULT AND DISCUSSION
The File Size Analysis
Figure 4 shows the impact of the resolution and frame rate variations on the file size produced by each scenario. The graph of the distribution of file sizes shows a relatively stable and uniform data sample for resolutions 640x480 and 800x600 in both framerates. The standard deviations for both resolutions are 0.82 and 1.28 for framerate 15 fps, and 1.13 and 1.37 for framerate 30 fps. However, the standard deviation for 1024x768 resolution significantly increases for both framerates (5.04 and 6.47, respectively). The average results of each scenario are then calculated to compare the file sizes of each tested scenario. A bar graph of the average comparison of video file sizes in megabytes can be seen in Figure 5. The video file size with a resolution of 1024x768 pixels has the biggest size for frame rates 15 fps and 30 fps.

The bar graphs in Figure 5 are the average result of 12 samples of five-minute recording data for each resolution and fps variant. The graph shows an increase in video file size by approximately 70% to 80% for each resolution variant with a different fps. At the same framerate, an increase of approximately 90% is produced at an increase in resolution of 640x480 to 800x600, both at 15 fps and 30 fps. In contrast, an increase in video file size of approximately 200% is produced at an increase in resolution of 800x600 to 1024x768 at 15 fps. Those increasing resolution at 30 fps resulted an increase of about 245% in video size.
The Duration Analysis

Figure 6 depicts the graph of the running time distribution for each tested scenario. The total duration is the sum of the recording duration, upload duration, and conversion duration. This graph shows that the position of the median line in the box plot varies for each scenario, which means that the data are relatively unstable. In our opinion, this is caused by the instability of the internet connection when uploading video data into Google Drive storage, which can be confirmed using the graph in Figure 7. The two graphs are relatively very similar. Without including the unstable upload duration variable and the constant recording duration (300 seconds), the graph in Figure 8 shows a relatively more stable distribution than the graph in Figure 7, except for the 1024x768 30fps resolution data. The box plot of the scenario above shows there is an extreme outlier.
The Evaluation and Recommendation

Observation results show that the 640x480 and 800x600 scenarios with the two fps variants are relatively stable, with a duration of approximately 10 seconds to 20 seconds. Although the duration of the scenario of 1024x768 with 15 fps in Figure 8 does not have an extreme difference from the scenario of 640x480 and 800x600, the 1024x768 at 15 fps scenario will take a lot of space for storage memory. Figure 9 illustrates the estimated storage memory used for each scenario in gigabytes with a recording duration of 35 days based on broiler harvest age [26].

The results of the comparison of the duration of the system test run and the comparison of the file size of each scenario show that the 640x480 and 800x600 scenarios with their two fps variants are suitable choices for recording and live stream configurations of automatic remote visual monitoring systems. The 640x480 and 800x600 scenarios only differ in the file size increase of 90% for 15 fps and 85% for 30 fps, while the increase from 800x600 to 1024x768 is relatively very high at 220~244% and will take up a lot of storage memory for long-term recording.

The system test results show that the stable recording and live stream configurations are 640x480 and 800x600 resolutions. These configurations are also suitable for using the recordings as training data for the poultry movement pattern model, as stated in the research of [27]. This research suggests that small-resolution training data input can still provide high-accuracy results. In contrast, the 1024x768 configuration with each fps is relatively unstable and takes up a lot of storage memory compared to the two previous configurations. Figure 10 shows a sample of captured video of a chicken coop using the smallest resolution (640x480). The resolution and framerate configuration options can be adjusted to suit needs, the higher frame rate for more image smoothness or the higher resolution for better image quality.

![Figure 8. The system running time distribution excluded the recording and uploading duration](image)

![Figure 9. The file size prediction for 35 days of recording](image)
Research on chicken farming automation and chicken coop monitoring has been conducted [11]–[13]. But none of them are based on image/video processing which is captured in a real-time fashion. Our research may be a recommended configuration for developing a remote visual monitoring system, especially for chicken cages.

CONCLUSION
The development of an automatic remote visual monitoring system using the Raspberry Pi 3B and V2 8MP Pi camera was successfully carried out. The live stream and data acquisition processes can be carried out simultaneously using the Python multithreading module. The live stream feature can be accessed publicly from anywhere using ngrok as tunneling software. The experiment's results show that stable recording and live stream configurations are 640x480 and 800x600 resolutions. In contrast, the 1024x768 configuration with each frame rate is relatively unstable and takes up a lot of storage memory compared to the two previous configurations. The Google Drive cloud infrastructure is used for storing the data acquisition results for its widespread and easy use by people with limited digital literacy, such as smallholder chicken farmers.
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