Improved $K_1$-stability for the embedding $D_5$ into $E_6$

PAVEL GVOZDEVSKY

Abstract. This paper is dedicated to the surjective stability of the $K_1$-functor for Chevalley groups for the embedding $D_5$ into $E_6$. This case was already studied by Plotkin. In the present paper, we improve his result by showing that surjective stability holds under a weaker assumption on a ring. Another result of the present paper shows how the $K_1$-stability can help to study overgroups of subsystem subgroups.

1. Introduction

The problem of $K_1$-stability for semisimple algebraic groups was first discussed by Hyman Bass in his book [4]. He suggested that stability hypotheses can be formulated in terms of Jacobson dimension of a ring and the relative semisimple rank of a group.

In the framework of Chevalley groups, this problem was first studied by Stein (see [18], [19]), who developed an approach that allows to consider both classical and exceptional cases in the same style. This problem consists of two independent parts, surjective and injective stability.

In 1999 Vavilov suggested that injective stability of the $K_1$-functor for all regular embeddings of root systems holds under natural conditions on the stable rank of a ring, depending on embedding. This result is based on the Suslin–Tulenbaev proof (see [22]) of the Dennis–Vaserstein decomposition (see [26]). For classical groups, this idea was implemented by A. Bak, V. Petrov, and G Tang (see [2] and [1]).

The surjective stability question was studied by Stein in [18], by Vaserstein in [25] and [26], and by Plotkin in [12], [13] and [11]. In those results there are several types of conditions on a ring. Depending on the case it may be a condition on the stable rank, on the absolute stable rank, on the dimension of maximal spectrum, the condition $V_n$, introduced by Vaserstein in [26] for orthogonal and unitary groups, or the similar condition $V_{n}(\Phi, R)$, introduced by Plotkin in [11] for certain representation of exceptional groups. In particular, according to [13], the surjective stability of the $K_1$-functor for the embedding $D_5$ into $E_6$ holds when the ring satisfies the condition ASR$_4$, below we recall the definition. In the present paper, we show that one can replace ASR$_4$ here by a weaker condition ASR$_5$.

In the last section, I make an observation how the $K_1$-stability can help to study overgroups of the subsystem subgroup $E(A_1 + D_6, R)$ in $G(E_7, R)$.
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2. Preliminaries and notation

2.1. Chevalley groups and $K_1$-functor. Let $\Phi$ be a reduced irreducible root system of rank $l$, let $G(\Phi, -)$, be a simply connected Chevalley–Demazure group scheme over $\mathbb{Z}$ of type $\Phi$ (see [7]), and let $T(\Phi, -)$, be a split maximal torus in it. If $R$ is a commutative ring with unit, the group $G(\Phi, R)$ is called the simply connected Chevalley group of type $\Phi$ over $R$.

For a subset $X \subseteq R$ we denote by $\langle X \rangle$ the ideal generated by $X$, similarly for a subset $X$ of a group we denote by $\langle X \rangle$ the subgroup generated by $X$.

To each root $\alpha \in \Phi$ there correspond root unipotent elements $x_\alpha(\xi), \xi \in R$, elementary with respect to $T$. The group generated by all these elements

$$E(\Phi, R) = \langle x_\alpha(\xi) : \alpha \in \Phi, \xi \in R \rangle \leq G(\Phi, R).$$

is called the elementary subgroup of $G(\Phi, R)$.

It is well known that if $\Phi$ is an irreducible root system of rank $l \geq 2$, then $E(\Phi, R)$ is always normal in $G(\Phi, R)$, see, for example, [23].

Thus, the $K_1$-functor of Chevalley group $G(\Phi, R)$ is naturally defined as the quotient group $K_1(\Phi, R) = G(\Phi, R)/E(\Phi, R)$, see, for example, [18].

Any inclusion of root systems $\Delta \subseteq \Phi$ induces the homomorphisms $G(\Delta, R) \to G(\Phi, R)$, $E(\Delta, R) \to E(\Phi, R)$ taking roots to roots, and the homomorphism of the corresponding $K_1$-functors $K_1(\Delta, R) \to K_1(\Phi, R)$. The surjective stability problem is to find sufficient conditions on the ring $R$, depending on $\Delta$ and $\Phi$, for the homomorphism on $K_1$ to be surjective. In other words, to find sufficient conditions for the existence of the decomposition $G(\Phi, R) = E(\Phi, R)G(\Delta, R)$.

2.2. ASR-condition. Recall that a commutative ring $R$ satisfies the absolute stable rank condition $\text{ASR}_n$ if for any row $(r_1, \ldots, r_n)$ with coordinates in $R$, there exist elements $t_1, \ldots, t_{n-1} \in R$ such that every maximal ideal of $R$ containing the ideal $\langle r_1 + t_1 r_n, \ldots, r_{n-1} + t_{n-1} r_n \rangle$ contains already the ideal $\langle r_1, \ldots, r_n \rangle$. This notion was introduced in [8] and used in [18], [19] and then in [12], [13], and [11] to study stability problems.

If we assume that a row $(r_1, \ldots, r_n)$ is unimodular, then the absolute stable rank condition boils down to the usual stable rank condition $\text{SR}_n$ (see [3], [25]).

Absolute stable rank satisfies the usual properties, namely for every ideal $I \subseteq R$ condition $\text{ASR}_n$ for $R$ implies $\text{ASR}_n$ for the quotient $R/I$, and if $n \leq m$, then $\text{ASR}_m$ implies $\text{ASR}_n$. Finally, it is well known that if the dimension of the maximal spectrum $\dim \text{Max}(R)$ is $n - 2$, then both conditions $\text{ASR}_n$ and $\text{SR}_n$ are satisfied (see [8], [9], [18]).

2.3. Weight diagrams and basic representation. Let us fix an order on $\Phi$, and let $\Phi^+, \Phi^-$ and $\Pi = \{\alpha_1, \ldots, \alpha_l\}$ be the sets of positive, negative, and fundamental roots, respectively. Our numbering of the fundamental roots follows that of [6]. By $\varpi_1, \ldots, \varpi_l$ one denotes the corresponding fundamental weights. Let $W = W(\Phi)$ be the Weyl group of the root system $\Phi$. 
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Recall that an irreducible representation $\pi$ of the complex semisimple Lie algebra $L$ is called basic (see [10]) if the Weyl group $W = W(\Phi)$ acts transitively on the set $\Lambda(\pi)$ of nonzero weights of the representation $\pi$.

In this paper we can restrict ourselves to the basic representations without zero weight. In this case, $\Lambda(\pi)$ is the set of all weights of $\pi$, and the weights $\Lambda(\pi)$ form the one Weyl orbit. Such representations are called microweight or minuscule representations, and the list of these representations is classically known (see [5]).

Let $L$ be a simple Lie algebra of type $\Phi$. To each complex representation $\pi$ of the algebra $L$ there corresponds a representation $\pi$ of the Chevalley group $G = G(\Phi, R)$ on the free $R$-module $V = V_R = V_{\mathbb{Z}} \otimes_{\mathbb{Z}} R$ (see [10], [20]). If $\pi$ is faithful we can identify $G$ with its image $\pi(G) = G_\pi(\Phi, R)$ under this representation and omit the symbol $\pi$ in the action of $G$ on $V$. Thus, for an $x \in G$ and $v \in V$ we write $xv$ for $\pi(x)v$. If we want to specify that the group $G = G(\Phi, R)$ is considered in the basic representation $\pi$ with the highest weight $\mu$, the notation $(G(\Phi, R), \mu)$ is used. In the sequel, $\mu$ always stands for the highest weight of a representation.

Decompose the module $V$ into the direct sum of its weight submodules

$$V = \bigoplus_{\lambda \in \Lambda(\pi)} V^\lambda.$$ 

It follows from the definition of microweight representations that all $V^\lambda$, $\lambda \in \Lambda(\pi)$, are one-dimensional. Matsumoto, [10] Lemma 2.3, has shown that there is a special base of weight vectors $e^\lambda \in V^\lambda$, $\lambda \in \Lambda(\pi)$, such that the action of root unipotents $x_\alpha(\xi)$, $\alpha \in \Phi$, $\xi \in R$, is described by the following simple formulas:

i. if $\lambda \in \Lambda(\pi)$, $\lambda + \alpha \notin \Lambda(\pi)$, then $x_\alpha(\xi)e^\lambda = e^\lambda$,

ii. if $\lambda \in \Lambda(\pi)$, $\lambda + \alpha \in \Lambda(\pi)$, then $x_\alpha(\xi)e^\lambda = e^\lambda \pm \xi e^{\lambda + \alpha}$.

Now we may conceive any element $g \in G$ as a matrix $g = (g_{\lambda, \nu})$, where $\lambda$ and $\nu$ range over all the weights of the representation $\pi$. We will denote the $\nu$-th column and the $\lambda$-th row of this matrix by $g_{\nu, \nu}$ and $g_{\lambda, \ast}$, respectively.

Weight diagrams serve as a great visual aid for calculations in Chevalley groups (see [14], [18], [29] for the detailed description of these diagrams and references). Let us recall here the corresponding definitions.

It is well known that a choice of a fundamental system $\Pi$ defines a partial order of the weight lattice $P(\Phi)$ as follows: $\lambda \geq \nu$ if and only if $\lambda - \nu$ is a linear combination of the fundamental roots with nonnegative integer coefficients. Let us associate with a representation $\pi$ a graph, which is in fact the Hasse diagram for the set $\Lambda(\pi)$ of its weights with respect to the above order.

We construct a labeled graph as follows. Its vertices correspond to the weights $\lambda \in \Lambda(\pi)$ of the representation $\pi$, and the vertex corresponding to $\lambda$ is actually labeled with $\lambda$ (usually these labels are omitted).
We read the diagram from right to left and from bottom to top, which means that a larger weight tends to stand to the left of and higher than a smaller one. The leftmost vertex corresponds to the highest weight $\mu$ of a representation.

The vertices corresponding to the weights $\lambda, \nu \in \Lambda(\pi)$ are joined by a bond labeled with $\alpha_i$ (or simply $i$) if and only if their difference $\lambda - \nu = \alpha_i \in \Pi$ is a fundamental root. We draw the diagrams in such a way that the labels on the opposite sides of a parallelogram are equal (as a rule, at least one of them is omitted). Thus, all paths of minimal length connecting two vertices have the same sum of labels. This means that if there is a root, corresponding to a pair of vertices, it can be determined by any path of minimal length between these vertices.

Now one may conceive a vector $v \in V$ as such a weight diagram which has an element $v^\lambda \in R$ attached to every node. The above-mentioned Matsumoto lemma gives a very simple rule describing what happens with such a vector $v$ under the action of $x_\alpha(\xi)$. For a minuscule $\pi$ and a fundamental root $\alpha_i$, $x_\alpha(\xi)$ adds or subtracts (always adds for a clever choice of the weight base) $\xi v^\nu$ to $v^\lambda$ along each edge labeled with $i$. For other roots one merely has to trace all paths in the diagram which have the same labels at their edges as the root $\alpha$ in its linear expansion with respect to the fundamental roots. The order of the labels on such a path together with the structure constants of the Lie algebra determines the sign with which $x_\alpha(\xi)$ acts on $v^\lambda$ (see [30]).

In this paper we use only microweight representations; that is, we do not care about weight diagrams with zero weights. The details of how to construct and operate with weight diagrams in the presence of zero weight can be found in [14]. Weight diagrams as a tool for proving $K_1$ and $K_2$-functors stability were introduced by Stein in [18].

2.4. Chevalley–Matsumoto Decomposition. Stability of the $K_1$-functor is closely related to the fact known as the Chevalley–Matsumoto decomposition theorem (see [7], [10], [18]). Let us formulate the special case of this theorem used for the stability problem. Consider a basic representation $\pi$ of the group $G(\Phi, R)$ with the highest weight $\mu$. Denote by $\alpha_k \in \Pi$ the fundamental root such that $\mu - \alpha_k$ is a weight, and by $\Delta$ the subsystem in $\Phi$ generated by all fundamental roots except $\alpha_k$. Further, let $\Sigma = \Phi \setminus \Delta$, $\Sigma^+ = \Phi^+ \cap \Sigma$, $\Sigma^- = \Phi^- \cap \Sigma$, and

$$U(\Sigma, R) = \langle x_\alpha(\xi), \alpha \in \Sigma^+, \xi \in R \rangle,$$
$$V(\Sigma, R) = \langle x_\alpha(\xi), \alpha \in \Sigma^-, \xi \in R \rangle.$$

Now, take a matrix $g \in (G(\Phi, R), \mu)$ and suppose that $g_{\mu, \mu}$ is an invertible element in $R$. Then the Chevalley–Matsumoto theorem states that $g$ can be expressed in the form

$$g = v g_1 u,$$

where $v \in V(\Sigma, R)$, $u \in U(\Sigma, R)$, and $g_1 \in T(\Phi, R)G(\Delta, R)$.

In particular, $g \in E(\Phi, R)G(\Delta, R)$. Thus, the Chevalley–Matsumoto theorem yields that to prove the surjective $K_1$-stability for the embedding $\Delta \subseteq \Phi$ it is enough to get a unit of the ring in the left corner of the matrix $g \in (G(\Phi, R), \mu)$ by elementary transformations.
3. Stability theorem for $D_5 \subseteq E_6$

Consider the inclusion of root systems $D_5 \subseteq E_6$, where the subsystem $D_5$ is generated by all fundamental roots of the system $E_6$ except $\alpha_1$ (see Figure 1).
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Our objective is to prove the following theorem.

**Theorem 1.** Let $R$ be a commutative ring satisfying ASR$_5$. Then the map

$$K_1(D_5, R) \to K_1(E_6, R)$$

is surjective.

**Lemma 1.** Let the ring $R$ satisfy ASR$_4$, and let $v$ be a unimodular vector in the representation of the group $G(D_l, R)$ with the highest weight $\mu = \varpi_1$, i.e. an unimodular column with coordinates indexed by vertices of the weight diagram at Figure 2. Then there exists an element $h \in E(D_l, R)$ such that $(hv)^\mu = 1$.
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**Proof.** That follows from the proof of $D_l$-case in Theorem 2.1 of [18]. \hfill \square

Due to the Chevalley–Matsumoto decomposition, the following lemma implies Theorem 1.

**Lemma 2.** Let the ring $R$ satisfy ASR$_5$, and let $v$ be a unimodular vector in the representation of the group $G(E_6, R)$ with the highest weight $\mu = \varpi_1$ (Figure 3). Then there exists an element $h \in E(E_6, R)$ such that $(hv)^\mu = 1$.

**Proof.** Using numbering at Figure 3 we will write the vector $v$ as a row $(v^1, \ldots, v^{27})$.

**Step 1.** Make the row $(v^2, \ldots, v^{27})$ unimodular.
Indeed, let $I = \langle v^5, v^7, v^8, v^{11}, \ldots, v^{27} \rangle \trianglelefteq R$. Applying ASR$_6$, we can add multiples of $v^1$ to $v^2, v^3, v^4, v^6, v^{10}$ as in the definition of ASR-condition. It is easy to see that this additions use only roots from the span of $\alpha_1, \alpha_3, \ldots, \alpha_6$; hence the ideal generated by $v^5, v^7, v^8, v^{11}, \ldots, v^{27}$ does not change. Now, if a maximal ideal contains new $v^2, \ldots, v^{27}$, then it in particular contains new $v^2, v^3, v^4, v^6, v^{10}$; hence it contains old $v^1, v^2, v^3, v^4, v^6, v^{10}$, and it also contains the ideal $I$, which means that the initial row was not unimodular.

Step 2. Make the row $(v^1, v^{18}, \ldots, v^{27})$ unimodular.

Indeed, let $I = \langle v^{18}, \ldots, v^{27} \rangle \trianglelefteq R$. Modulo $I$, the row $(v^2, \ldots, v^{17})$ is unimodular. Hence with the corresponding root elements we can add multiples of $v_2, \ldots, v_{17}$ to $v^1$ such a way that $v^1$ becomes congruent to 1 modulo $I$. Simultaneously, there will be additions of $v_{18}, \ldots, v_{27}$ to $v_2, \ldots, v_{17}$, but modulo $I$ they do not change anything.

Step 3. Make the row $(v^1, v^{18})$ unimodular.

Indeed, let $I \langle v^1 \rangle \subseteq R$. Modulo $I$, the row $(v_{18}, \ldots, v_{27})$ is unimodular, and the group $E(D_5, R)$ acts on it as in the representation in Lemma 1. By the above mentioned properties of the ASR-condition, the quotient $R/I$ satisfies ASR$_5$. So we just apply Lemma 1.

Step 4. Make $v_1$ a unit.

Since the row $(v_1, v_{18})$ is unimodular, so is the row $(v_1, \ldots, v_9, v_{18})$. Thus, we can apply Lemma 1 again but to another copy of $D_5$; namely, the one spanned by all fundamental roots except $\alpha_6$. □

Remark. Actually, as noticed by Nikolai Vavilov, for the first two steps it is enough to require ASR$_{17}$.

Corollary 1. Let $R$ be a ring satisfying ASR$_5$ and SR$_4$, and suppose that its space of maximal ideals has dimension less or equal to 4. Then all homomorphisms in the following
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diagram induced by root systems embeddings are isomorphisms.

\[
\begin{array}{ccc}
K_1(D_5, R) & \rightarrow & K_1(E_6, R) \\
\downarrow & & \downarrow \\
K_1(D_6, R) & \rightarrow & K_1(E_7, R).
\end{array}
\]

**Proof.** The left arrow is surjective whenever the ring $R$ satisfies ASR$_6$ (Theorem 2.2 of [18]), and injective whenever SR$_5$ holds (Corollary 3.2 of [18]). The right and upper arrows are injective under condition SR$_5$ or SR$_4$ respectively (Theorem 4.1 of [18]). The right arrow is surjective if the space of maximal ideals has dimension less or equal to 4 (Theorem 1 of [11]). The upper row is surjective whenever ASR$_5$ holds (our Theorem 1). Finally, the lower arrow is bijection because the diagram is commutative.

□

**Remark.** All the above conditions imposed on a ring $R$ in Corollary 1 are satisfied if the ring $R$ is finitely generated, and has Krull dimension less or equal to 3. Indeed, firstly, the space of maximal ideals has dimension less or equal to the Krull dimension, which on its turn by hypothesis is less or equal to 3, and that implies ASR$_5$ (Theorem 2.3 of [8]). Secondly, since the ring $R$ is finitely generated, the condition on the Krull dimension also implies SR$_4$ (Theorem 18.2 of [28]).

4. **Application to overgroups of $E(A_1 + D_6, R)$ in $E(E_7, R)$**

In this section, let $\Phi = E_7$ and let $\Delta = A_1 + D_6 \subseteq \Phi$ be the subsystem generated by maximal root $\delta$ of $E_7$ and all fundamental roots of $E_7$ except $\alpha_1$, see Figure 4.
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As before, will denote by $G(\Phi, R)$ the simply connected Chevalley group. However, the corresponding subsystem subgroup $G(\Delta, R)$ is not simply connected. As usual let $E(\Delta, R)$ be its elementary subgroup.

For an ideal $I \subseteq R$ we denote by $\rho_I$ the reduction homomorphism

\[
\rho_I: G(\Phi, R) \rightarrow G(\Phi, R/I),
\]

induced by projection $R \rightarrow R/I$.

The kernel of this homomorphism $G(\Phi, R, I) = \text{Ker}(\rho_I) \leq G(\Phi, R)$ is called the principal congruence subgroup. Set $E(\Phi, I) = \langle x_\alpha(\xi), \alpha \in \Phi, \xi \in I \rangle$. Then, by definition, the relative elementary subgroup $E(\Phi, R, I)$ of level $I$ is the normal closure of $E(\Phi, I)$ in $E(\Phi, R)$, actually it is automatically normal in $G(\Phi, R)$.
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From the Chevalley commutator formula it follows that $E(\Phi, R, I)$ is generated as a subgroup by the elements $z_\alpha(\xi, \zeta) = x_{-\alpha}(-\zeta)x_\alpha(\xi)x_{-\alpha}(\zeta)$, where $\alpha \in \Phi$, $\xi, \zeta \in I$, $\zeta \in R$. This statement was first formulated by Vaserstein in [27] by actually follows from calculations made in papers of Stein [16] and Tits [24].

We also introduce the following notation:

$$E(\Phi, \Delta, R, I) = \langle E(\Delta, R) \cup E(\Phi, I) \rangle \leq G(\Phi, R).$$

Our objective is to prove the following theorem.

**Theorem 2.** Let $R$ be a commutative ring with $2 \in R^*$, and let $I \trianglelefteq R$ be an ideal. Then

$$E(E_7, R, I) \leq E(E_7, A_1 + D_6, R, I).$$

It can be shown that certain weak form of the sandwich classification theorem holds for overgroups of $E(\Delta, R)$ in $G(\Phi, R)$. My paper with the proof of much more general result will appear in Saint Petersburg Math. Journal. Namely, for any commutative ring $R$ and for any intermediate subgroup $E(\Delta, R) \trianglelefteq H \leq G(\Phi, R)$ there exists a unique ideal $I \trianglelefteq R$ such that

$$E(\Phi, \Delta, R, I) \leq H \leq \rho_I^{-1}(G(\Delta, R/I)).$$

The slice of the subgroup lattice between $E(\Phi, \Delta, R, I)$ and $\rho_I^{-1}(G(\Delta, R/I))$ is what we following Bak call sandwich. The result of Theorem 2 turns out to be redundant for the proof of this classification, but, probably, this result can help to understand the structure of individual sandwich.

Theorem 2 reminds Theorem 3.4 of Alexei Stepanov paper [21], asserting that $E(\Phi, R, I) \leq \langle E(\Phi, I), U_P(R) \rangle$, where $U_P(R)$ is the unipotent radical of a parabolic subgroup $P$. However, the proof of Stepanov’s theorem uses basically nothing except the Chevalley commutator formula, and I do not see how Theorem 2 could be proved in a similar manner. Our proof essentialy relies on the $K_1$-stability. Moreover, condition on a ring in Plotkin’s result is not weak enough for our purposes, and this is precisely what motivated me to prove Theorem 1.

**Lemma 3.** Let $R = \mathbb{Z}[\frac{1}{2}][\xi, \zeta]/(\xi^2)$, and $I = (\xi) \trianglelefteq R$. Then $z_{\alpha_1}(\xi, \zeta) \in E(\Phi, \Delta, R, I)$.

**Proof.** The set $\{\alpha_1, -\alpha_1\}$ is a subsystem of type $A_1$, consider the corresponding map

$$\varphi: \text{SL}(2, R) \to G(E_7, R).$$

One can notice that

$$z_{\alpha_1}(\xi, \zeta) = \varphi\left(\begin{pmatrix} 1 & 0 \\ -\zeta & 1 \end{pmatrix} \begin{pmatrix} 1 & \xi \\ 0 & 1 \end{pmatrix} \begin{pmatrix} 1 & 0 \\ \zeta & 1 \end{pmatrix}\right) = \varphi\left(\begin{pmatrix} 1 + \xi \zeta & \xi \\ -\zeta^2 \xi & 1 - \zeta \xi \end{pmatrix}\right) =
$$

$$\varphi\left(\begin{pmatrix} 1 & \xi \\ 0 & 1 \end{pmatrix} \begin{pmatrix} 1 & \xi \zeta \xi \\ -\zeta^2 \xi & 0 \end{pmatrix} \begin{pmatrix} 1 + \xi \zeta & 0 \\ 0 & 1 - \zeta \xi \end{pmatrix}\right) = x_{\alpha_1}(\xi)x_{-\alpha_1}(-\zeta^2 \xi)h_{\alpha_1}(1 + \zeta \xi),$$
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where $h_\alpha(\varepsilon) \in T(\Phi, R)$ for $\alpha \in \Phi$, $\varepsilon \in R^*$ are the elements defined by the following formulas

$$w_\alpha(\varepsilon) = x_\alpha(\varepsilon)x_{-\alpha}(-\varepsilon^{-1})x_\alpha(\varepsilon),$$

$$h_\alpha(\varepsilon) = w_\alpha(\varepsilon)w_\alpha(-1).$$

Moreover, it can be shown that, since $\delta = 2\alpha_1 + 2\alpha_2 + 3\alpha_3 + 4\alpha_4 + 3\alpha_5 + 2\alpha_6 + \alpha_7$, we have

$$h_\delta\left(1 + \frac{\zeta \xi}{2}\right) = h_{\alpha_1}(1 + \zeta \xi)h_{\alpha_2}(1 + \zeta \xi)h_{\alpha_3}\left(1 + \frac{3\zeta \xi}{2}\right)h_{\alpha_4}(1 + 2\zeta \xi)h_{\alpha_5}\left(1 + \frac{3\zeta \xi}{2}\right)h_{\alpha_6}(1 + \zeta \xi)h_{\alpha_7}\left(1 + \frac{\zeta \xi}{2}\right).$$

Therefore, $h_{\alpha_1}(1 + \zeta \xi) \in E(\Delta, R)$, and $z_{\alpha_1}(\xi, \zeta) \in E(\Phi, \Delta, R, I)$. □

**Remark.** It can be shown that if $R = \mathbb{Z}[\xi, \zeta]/(\xi^2)$, then $h_{\alpha_1}(1 + \zeta \xi) \notin E(\Phi, \Delta, R, I)$; hence $z_{\alpha_1}(\xi, \zeta) \notin E(\Phi, \Delta, R, I)$. Therefore, the condition $2 \in R^*$ is essential.

**Lemma 4.** Let $R = \mathbb{Z}[\frac{1}{2}][\xi, \zeta]$, and $I = (\xi) \subseteq R$. Then

1. $E(\Phi, R, I^2) \not\subseteq E(\Phi, I)$.
2. $G(D_6, R) = E(D_6, R)$.
3. $G(\Phi, R, I^2) = E(\Phi, R, I^2)G(D_6, R, I^2)$.
4. $z_{\alpha_1}(\xi, \zeta) \in E(\Phi, \Delta, R, I)$.

**Proof.**

1. That holds for the arbitrary ring and the arbitrary root system of rank at least 2. See [24].

2. That holds for the Chevalley groups of polynomial rings over Dedekind domains of arithmetic type for arbitrary root system of rank at least 2. See [15].

3. This is exactly the statement that the map at the relative $K_1$ groups $K_1(D_6, R, I^2) = G(D_6, R, I^2)/E(D_6, R, I^2) \to K_1(E_7, R, I^2) = G(E_7, R, I^2)/E(E_7, R, I^2)$ is surjective. Corollary 1.7(b) of [17] claims that map is surjective whenever the map on corresponding usual $K_1$ groups over the ring $\tilde{R}$ is surjective, where $\tilde{R}$ is the ring such that the following diagram is a pullback

$$\begin{array}{ccc}
\tilde{R} & \longrightarrow & R \\
\downarrow & & \downarrow^\text{pr} \\
R & \longrightarrow & R/I^2 \\
\end{array}$$

In our case, it is easy to see that the ring $\tilde{R}$ is again finitely generated, and its Krull dimension is equal to 3, so we can apply Corollary [4] again.

4. The reduction homomorphism $\rho_I: E(\Delta, \Phi, R, I) \to E(\Phi, \Delta, R/I^2, I/I^2)$ is surjective. Hence by Lemma [3] $z_{\alpha_1}(\xi, \zeta) \in E(\Phi, \Delta, R, I)G(\Phi, R, I^2)$. 


Moreover, using the previous items we get
\[ G(\Phi, R, I^2) = E(\Phi, R, I^2)G(D_6, R, I^2) \leq E(\Phi, R, I^2)G(D_6, R) = E(\Phi, R, I^2)E(D_6, R) \leq E(\Phi, \Delta, R, I). \]

Therefore, \( z_{\alpha_1}(\xi, \zeta) \in E(\Phi, \Delta, R, I). \)

Now, let \( R \) and \( I \) be arbitrary with \( 2 \in R^* \). To prove Theorem 2 we must show that \( z_{\alpha}(\xi, \zeta) \in E(\Phi, \Delta, R, I) \) for all \( \alpha \in \Phi, \xi \in I, \) and \( \zeta \in R \). Firstly, it is enough to consider the case \( \alpha \in \Phi \setminus \Delta \), since otherwise \( z_{\alpha}(\xi, \zeta) \in E(\Delta, R) \). Moreover, it is easy to see that the Weyl group \( W(\Delta) \) acts transitively on the set \( \Phi \setminus \Delta \), therefore, it is enough to consider the case \( \alpha = \alpha_1 \). Secondly, it is enough to consider the "universal situation", where \( R = \mathbb{Z}[\frac{1}{2}]\xi, \zeta \) and \( I = (\xi) \trianglelefteq R \). Indeed, if the theorem is proved for the universal case, then the required result for arbitrary \( R \) and \( I \) can be obtained by applying evaluation homomorphism from \( \mathbb{Z}[\frac{1}{2}]\xi, \zeta \) to \( R \). The theorem now follows from the fourth item of Lemma 4.
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