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Abstract

We present a topology-based method for mesh-partitioning in three-dimensional discrete fracture network (DFN) simulations that takes advantage of the intrinsic multi-level nature of a DFN. DFN models are used to simulate flow and transport through low-permeability fracture media in the subsurface by explicitly representing fractures as discrete entities. The governing equations for flow and transport are numerically integrated on computational meshes generated on the interconnected fracture networks. Modern high-fidelity DFN simulations require high-performance computing on multiple processors where performance and scalability depends partially on obtaining a high-quality partition of the mesh to balance work loads and minimize communication across all processors.

The discrete structure of a DFN naturally lends itself to various graph representations, which can be thought of as coarse-scale representations of the computational mesh. Using this concept, we develop a variant of the multilevel graph partitioning algorithm to partition the mesh of a DFN. We compare the performance of this DFN-based mesh-partitioning with standard multi-level graph partitioning using graph-based metrics (cut, imbalance, partitioning time), computational-based metrics (FLOPS, iterations, solver time), and total run time. The DFN-based partition and the mesh-based partition are comparable in terms of the graph-based metrics, but the time required to obtain the partition is several orders of magnitude faster using the DFN-based partition. The computation-based metrics show comparable performance between both methods so, in combination, the DFN-based partition is several orders of magnitude faster than the mesh-based partition.

1 Introduction

Discrete Fracture Network (DFN) models are a computational tool for modeling flow and transport through low-permeability subsurface fractured rock. DFN models differ from conventional continuum models by explicitly representing fractures and the networks they form. This allows DFNs to represent a wider range of transport phenomena and makes them a preferred choice when linking network attributes to flow properties [24] [33]. DFNs are utilized for characterizing fluid flow and solute transport through low permeability
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fractured media which is critical for a variety of subsurface applications including the environmental restoration of contaminated fractured media [57, 59, 75], aquifer storage and management [44], hydrocarbon extraction [36, 41, 53], long-term storage of spent civilian nuclear fuel [20, 24, 40], and CO₂ sequestration [39].

The choice to explicitly represent fractures results in a significantly higher computational cost than stochastic continuum [59] or dual porosity/permeability [47] models where upscaled effective properties are used to account for fracture properties. Once a network is constructed, the individual fractures are meshed for computation and the governing equations for flow and transport are numerically integrated on the computational mesh. The number of mesh cells required for a DFN depends on the number of fractures, the density of the network, and the range of length scales being resolved. Even modest sized DFNs containing $O(10^2)$ fractures can have a mesh that contains several million nodes. Because of limited computational resources, the first DFN models either represented networks as a set of connected pipes [10, 16] or were two-dimensional representations [14]. Despite the large scale of DFN computations, high performance computing (HPC) enables flow and transport simulations in large three-dimensional DFNs [4, 5, 17, 38, 55, 61, 62].

These high-fidelity DFN simulations require HPC on multiple processors and the performance and scalability of these simulations necessitate a high-quality partitioning such that the computations are well-balanced across all processes with minimal communication between processors. Common partitioning methods [2] are based on either a global method, e.g., spectral partitioning and max-flow, or iterative local improvement heuristic algorithms, e.g., Kernighan-Lin [43] or Fiduccia-Mattheyses [19]. However, multilevel graph partitioning, which introduces a framework to make global decisions in conjunction with local improvements, is one of the most successful heuristics in practice for partitioning large graphs [12, 42, 66, 69, 70, 77].

The basic idea behind multilevel graph partitioning is that a graph is successively coarsened, creating a hierarchy of smaller graphs until an initial (coarsest) partition can be computed efficiently. The initial partition is projected back to the next finer level, where local improvements are made. Once at a local optima, the improved partition is projected to the next finer level where further local improvement are made. The process continues until a partition is projected and refined back to the original graph. Multilevel graph partitioning methods are popular because they exhibit excellent trade-off between fast computational time and high-quality solutions compared to other techniques. However, some applications (for example those involving dynamic graphs) require graphs to be repartitioned, and thus require much faster techniques. Thus, depending on the application, even multilevel graph partitioning can take a significant amount of time.

To increase the speed of high-resolution DFN simulations, we propose an approach to graph partitioning the DFN mesh that combines the topological structure of the DFN with multilevel graph partitioning. The discrete structure of a DFN naturally lends itself to various graph representations, for example, vertices in graph can correspond to fractures in the DFN and edges in the graph to fracture intersections. These graph-representations of a DFN can also be thought of as coarse-scale representations of the computational mesh, which is the conceptual model that we use here to develop a variant of the multilevel graph partitioning algorithm for mesh partitioning. By using this partitioning on the DFN, we seek to accelerate the HPC computations. The proposed methodology assigns the first coarse level in the multilevel graph partitioning to be a weighted graph based on the topology of the DFN that accounts for the number of mesh nodes on each fracture.

We compare the relative cost of the proposed method with partitioning the full mesh and find that the total run time is reduced by several orders of magnitude using the proposed method. Partitioning the graph-representation of the DFN and projecting the solution onto the mesh is computationally cheaper than partitioning the DFN mesh itself since there are orders of magnitude fewer nodes and edges to consider in a graph based on the DFN topology. The method is also sensitive to the mesh resolution on each fracture, i.e., it accounts for the number of mesh nodes on each fracture. The performance of the method compared to partitioning the mesh is measured in terms of graph-based metrics (cut, imbalance, partitioning time), computational-based metrics (FLOPS, iterations, solver time), and total run time. In terms of graph-based metrics, the results obtained using the DFN-based partition are comparable to those obtained using the mesh-
based partition, yet the DFN-based partition is several orders of magnitude faster. The results presented here indicate that using the proposed method overall reduces the required time for a single DFN realization simulation and thus allows one to perform more realizations for uncertainty quantification, for a fixed computational budget.

2 Discrete Fracture Networks

In low-permeability fractured media like shale and crystalline rock, fluid flow and the associated transport of solutes is mainly confirmed to the fractures embedded in the medium \[57\]. In these physical systems, the structure of the fluid velocity field therein is primarily controlled by the geometry of individual fractures, e.g., size and aperture, and the structure of the network as opposed to matrix properties, e.g., matrix porosity or pore-size distributions \[13\] [35] [52]. There are a number of methods used to model flow and the associated transport of chemical species including stochastic continuum \[58\] [59] [73], dual-porosity / dual-permeability \[23\] [78] [47], and discrete fracture network model (DFN) \[10\] [48] [49] [50] [60].

In the DFN methodology, individual fractures are represented as planar \(N-1\) dimensional objects embedded within an \(N\) dimensional space, lines in two dimensions and planes in three dimensions. The size of the domains of interest and the cost of sufficiently sampling relevant quantities in the subsurface, both hydraulic and structural, result in limited availability of data \[6\] [57] [78] and requires that DFN models are constructed stochastically. Each fracture within the network is assigned a shape, location, and orientation within the domain by sampling distributions whose parameters are determined by a site characterization \[40\]. The fractures form a network embedded within the porous medium that are meshed for computation and the governing equations for flow and transport are numerically integrated to simulate physical phenomenon of interest.

The stochastic generation of a DFN is a major obstacle in the creation of a high-quality computational mesh representation of each network. In practice, the planes representing each fracture are randomly included into the domain and can create arbitrarily small features, i.e., length scales, that render the automated meshing of the fracture plans infeasible. Figure 1 shows a DFN composed of 424 fractures in a 15 meter cube, which are represented as circular polygons, to demonstrate the range of length scales that exists in a DFN. Colors on the fractures correspond to the distance on the fracture to the nearest line of intersection and highlight the range of length scales that exists on a fracture plane and throughout the network. Mesh edges must be smaller than the smallest length scale in the network if the physics are to be properly resolved. This requirement is computationally infeasible for arbitrarily small length scales within large domains. There have been a number of methodologies to address this issue by modifying the mesh to remove small features \[56\] [53] or coupling flow between non-conforming meshes using discretization schemes \[4\] [17] [61] [62].

2.1 Meshing Strategy FRAM

The Feature Rejection Algorithm for Meshing (FRAM) introduced by Hyman et al. \[33\] is one method designed to address the aforementioned mesh generation issues. The cornerstone of FRAM is a user-defined minimum length scale \((h)\) that determines what geometric features are represented in the network. FRAM constrains the generation of the network so that the smallest feature is greater than \(h\) through the entire network. This constraint provides a firm lower bound on the required resolution of the mesh and ensures that pathological cases, e.g., arbitrarily small intersections and distances between intersections, that degrade mesh quality do not exist. Then all the features in the network can be resolved by generating triangular cell edges with a minimum length slightly less than \(\approx h/2\). Once these constraints are met, a conforming Delaunay triangulation algorithm \[54\] is implemented to mesh each fracture in a manner such that all lines of intersection form a set of connected edges in the Delaunay triangulation. The dual of the Delaunay triangulation
Figure 1: A Discrete Fracture Network (DFN) composed of 424 fractures in a 15 meter cube. Colors correspond to the distance on the fracture plane to the nearest fracture intersection. The regions colored white are close to fracture intersections and darker colors indicate larger distances. The variability in colors on a single plane highlights the range of length scales that exist on a single fracture and throughout the network. To properly simulate relevant physical phenomenon the mesh representation of the network must be fine enough to resolve all of these length scales.

is a Voronoi tessellation, which in a certain sense is optimal for two-point flux finite volume solvers [18], that are commonly used in subsurface flow and transport simulators such as FEHM [79], TOUGH2 [63], and PFLOTRAN [46].

One key aspect of FRAM is the provided detailed control of the mesh resolution on each fracture because pathological cases that degrade mesh quality do not exist. Depending upon the physical process to be simulated, the mesh can either have variable or uniform resolution. Points of singularity in the pressure solution occur at the ends of intersection lines and high gradients in the pressure solution and flow fields occur close to the intersections. To properly resolve these gradients the mesh needs to be finer in these regions. If fracture properties are homogeneous within a fracture, i.e., uniform fracture apertures, or only a pressure solution is required, or transport will be simulated using particle tracking then the mesh can be coarsened away from the intersections without significant loss of accuracy. However, if non-uniform apertures are considered, as in [15][50], then the mesh needs to be sufficiently fine that length scales in the aperture field, e.g., correlation lengths, are resolved. Furthermore, if transport is simulated using an Eulerian approach, i.e., a numerical discretization of the advective-dispersion equation, where numerical diffusion/dispersion is controlled by the mesh resolution then a uniform mesh is more appropriate because numerical errors will be uniform across the domain.

Due to these considerations, we propose an extension of the FRAM to allow for variable mesh resolution
based on distance from the lines of intersection in a fracture. From a topological point of view, every DFN can be represented as a tuple consisting of a set of fractures and a set of intersections. Formally, let $\mathcal{F} = \{f_i\}$ for $i = 1, \ldots, N$ denote a fracture network composed of $N$ fractures ($f_i$). Every $f_i \in \mathcal{F}$ is assigned a shape, location, and orientation within the domain by sampling distributions whose parameters are determined by a site characterization. Every $f_i \in \mathbb{R}^2$ but the network $\mathcal{F} \in \mathbb{R}^3$. Let $I = \{(f_i, f_j)\}$ be a set of pairs associated with intersections between fractures; if $f_i \cap f_j \neq \emptyset$ then $(f_i, f_j) \in I$. The number of intersections $M = |I|$ depends on the particular shape, orientation, and geometry of the set of fractures in the network. We denote the line of intersection between $f_i$ and $f_j$ as $\ell(f_i, f_j)$. Using these sets, the topology of a DFN can be defined as the tuple $(\mathcal{F}, I)$.

Next, we compute the minimum distance from every point on a fracture $x \in f_i$ to the lines of intersection on that fracture, $d(x) = \min_{y \in \ell(f_i, f_j)} \|x - y\|$ $\forall$ $j$ s.t. $(f_i, f_j) \in I$. (1)

The maximum edge length in the mesh at a given distance from an intersection, denoted $\|e(x)\|_{\text{max}}$, is determined by a two parameter piecewise linear function

$$\|e(x)\|_{\text{max}} = \begin{cases} ad(x) + h/2 & d(x) \leq rh, \\ (ar + 1/2)h & d(x) > rh. \end{cases}$$

(2)

If an edge in the mesh is greater than $\|e(x)\|_{\text{max}}$, then a new point is added to the mesh at the midpoint of that edge to split it in two. In practice, the edge spitting is done using Rivara refinement [64, 65].

A few remarks about the method: (i) the mesh is refined to $\approx h/2$ along the lines of intersection, (ii) the slope parameter $a$ controls the rate that the mesh is coarsened away from the intersection and ensures gradual refinement, (iii) the distance parameter $r$ determines furthest distance from the intersections that the mesh resolution is variable, (iv) to make the mesh uniform, one can either set $a = 0$ or $r = 0$.

Once the DFN is meshed, we can define the following functions

$$M_f : \mathcal{F} \rightarrow \mathbb{Z}^+, \quad (3)$$

returns the number of mesh nodes on a fracture $f_i \in \mathcal{F}$ and

$$M_I : I \rightarrow \mathbb{Z}^+, \quad (4)$$

returns the number of mesh nodes on the line of intersection $\ell(f_i, f_j) \in I$. These functions allow us to consider the effects of different meshing strategies, uniform sized triangles compared to variable resolution, which we will use later in this study.

Figure 2 (a) provides a close up view of uniform mesh resolution on the network shown in Fig. 1 and Fig. 2 (b) shows a close view of variable mesh resolution in the same region. In Fig. 2 (b) the mesh is coarsened away from fracture intersections to reduce the overall size of the mesh using the method described above. The mesh shown in Fig. 2 (a) is composed of 870,685 nodes and 1,712,924 triangles while the mesh in (b) is made up of 360,912 nodes and 725,787 triangles.

3 Graph Partitioning

In HPC computations one wants to minimize the communication between processors and insure that the work performed on each processor is balanced. This problem of minimizing communication and load balancing is identical to the problem of partitioning the graph corresponding to the sparsity pattern of matrix $A$ [45], which, in our problem, is equivalent to partitioning the mesh of the DFN. Thus, for a computer with $k$ processors, we seek a partition of the graph based on the DFN mesh into $k$ parts of equal size where the edges between those parts is minimized.
3.1 \textit{k-way} Graph Partitioning

Formally, given a graph \( G = (V, E) \) composed of vertices \( u \in V \) and edges \( e_{i,j} = e(u_i, u_j) \in E \), with non-negative vertex weights \( w_i : V \rightarrow \mathbb{R}_+ \) and edge weights, \( w_{i,j} : E \rightarrow \mathbb{R}_+ \) let \( P = (P_1, \ldots, P_k) \), be a partition of the vertex set \( V \) into \( k \) parts such that,

\[
\bigcup_i P_i = V, \tag{5}
\]

and

\[
P_i \cap P_j = \emptyset \quad \text{for } i \neq j. \tag{6}
\]

For a given partition we can measure the volume of each piece of the partition

\[
|P_j| := \sum_{u_i \in P_j} w_i. \tag{7}
\]

The volume of each piece of the partition is used to provide a measure of imbalance. For an imbalance parameter \( \epsilon > 0 \), we can determine if \( P \) satisfies the balance constraint

\[
\max_i |P_i| \leq (1 + \epsilon) \left[ \frac{|W|}{k} \right], \tag{8}
\]

where \( |W| = \sum_{v \in V} w_v \). Moreover, we can also measure the cut of a partition

\[
C(P) = \sum_{e_{i,j} \in E, u_i \in P_k, u_j \in P_l} w_{i,j} \tag{9}
\]

The \textit{k-way graph-partitioning problem} (GP) is to find a \( k \)-partition, \( P \), that satisfies the balance constraint \( (8) \) and minimizes the cut \( (9) \). In general, these two desires conflict with one another. Indeed, this graph partition problem is an NP-hard problem \([\text{22} \text{[31]}\).
3.2 Multilevel Graph Partitioning

Multilevel graph partitioning is one of the most successful heuristics for partitioning large graphs [8, 11, 21, 25, 27, 42, 51]. The idea behind multilevel graph partitioning originates from the multiscale optimization and multigrid strategies [7]. A graph is gradually coarsened to one where a k-way partition can be computed efficiently and effectively and then this partition is projected back onto the original graph. To be more specific, let us consider a weighted graph $G_0 = (V_0, E_0)$ that has weights on both vertices and edges. Algorithm 1 summarizes the multilevel framework for graph partitioning.

**Algorithm 1:** Multilevel Graph Partitioning

Input: $G = (V_0, E_0)$ with vertex weights $w_i$ and edge weights $w_{ij}$.

Output: $P(G)$

1. Coarsening phase: The graph $G_0$ is transformed into a sequence of smaller graphs $G_1, G_2, \ldots, G_m$ such that $|V_0| > |V_1| > |V_2| > \ldots > |V_m|$. 
2. Initial (coarsest graph) partitioning phase: a high-quality algorithm is employed to obtain a k-way partition $P_m$ of the graph $G_m = (V_m, E_m)$. 
3. Uncoarsening phase: The partition $P_m$ of $G_m$ is projected back to $G_0$ via the intermediate partitions $P_{m-1}, P_{m-2}, \ldots, P_1, P_0$ which are refined at each level $l \in [0, m-1]$.

4 DFN-based Graph Partitioning

In this section we describe one of the most common graph-representations of a DFN and develop methods to use that graph-representation in the partitioning of the mesh.

We adopt a graph representation of a DFN defined as a tuple $(\mathcal{F}, I)$, cf. Section 2.1 where vertices in the graph correspond to fractures in a $\mathcal{F}$ and edges correspond to elements in the set of intersections $I$. Hyman et al. [37] recently showed that this particular graph-representation of a DFN is a projection of a more general bi-partite graph. A simple undirected graph $G = (V_F, E_F)$ is constructed in the following way. For every $f_i \in \mathcal{F}$, there is a unique vertex $u_i \in V_F$, 

$$\phi : f_i \mapsto u_i.$$  \hspace{1cm} (10)

The vertex weight $w_i$ for vertex $u_i \in V_F$ is the number of mesh nodes on the fracture $f_i$, obtained using $M_f$ [3].

$$w_i = M_f(f_i) \text{ ,}$$ \hspace{1cm} (11)
Edges are defined in the following way. If two fractures, \( f_i \) and \( f_j \) intersect, \( (f_i, f_j) \in I \), then there is an edge in \( E \) connecting the corresponding vertices,

\[
\phi : (f_i, f_j) \in I \rightarrow e_{ij} = (u_i, u_j),
\]

where \( (u, v) \in E_F \) denotes an edge between vertices \( u \) and \( v \). The edge weight \( w_{i,j} \) for vertex \( e(u_i, u_j) \in E_F \) is the number of mesh nodes on the edge \( (f_i, f_j) \in I \), obtained using \( M_f \) [4],

\[
w_{i,j} = M_f((f_i, f_j)),
\]

This particular mapping has been used by a variety of researchers [1, 2, 28, 30, 34, 35, 72, 74, 76].

Figure 3 shows a DFN composed of four fractures to demonstrate the connection between the graph-representation and the mesh. Figure 3(a) shows the DFN where each fracture has a unique color. Figure 3(b) shows the DFN with the mesh overlaid on the DFN, where the mesh colors correspond to the fracture on which they reside. Figure 3(c) shows the adopted graph-representation of the DFN where vertex colors coincide with the fracture colors and vertex size corresponds to the vertex weight. Figure 3(d) is a plot of the adjacency matrix of graph equivalent of the mesh where colors in the matrix correspond to the fractures on which the nodes reside. We perform a multi-index sort of the mesh nodes – first by fracture number, then x coordinate, y coordinate, and finally z coordinate. This sort reduces the bandwidth of the main diagonal of the adjacency matrix. The block structure of the mesh is a direct result of the fracture network topology, which is captured in the graph plot in Fig. 3(c). The mesh nodes on each fracture make up the main diagonal of the adjacency matrix in the plot shown in Fig. 3(d). The off diagonal nodes (black) correspond to mesh nodes along the fracture intersections. Each of these blocks corresponds to the a single vertex in graph shown in Fig. 3(c) and the number of non-zero entries in each block corresponds to the weight of the vertex. Mesh connections are mostly on a single fracture and there are fewer connections across fracture intersections, as indicated by the few off-diagonal terms in the adjacency matrix.

4.1 Multilevel DFN-based Graph Partitioning

We now propose a variant of the multilevel graph partitioning algorithm that takes advantage of the topology of a DFN. The basic idea behind the method is to perform the partitioning on a graph based on the topology of the DFN and then projecting the resulting partition onto the DFN mesh.

Hyman et al. [37] showed that the graph representation \( F \) defined by equations (10) and (12) is isomorphic to a DFN \( f \). An implication of that is that for every partition of the graph based on the DFN \( P(F) \), there is a corresponding unique partition of the DFN \( P(f) \). This follows directly from the properties of the mapping \( \phi \) being a bijection. Applying \( \phi^{-1} \) to \( P(F) \) defines a unique \( P(f) \). Therefore, we can partition a DFN using this graph representation. However, we seek to partition the mesh of the DFN, not just the DFN. Let \( G = (V_G, E_G) \) be the graph defined by the conforming Delaunay triangulation of the DFN. Note that with the exception of nodes along the lines of intersection in the DFN, every vertex \( v \in V_G \) corresponds to a node in the mesh that resides on a single fracture \( f_i \in F \). Let \( f(v) = f_i \) be a function that returns the fracture on which the node corresponding to the vertex \( v \) resides. For nodes on intersections between multiple fractures \( f_i \) and \( f_j \), let \( f(v) = \min(f_i, f_j) \).

We define a mapping \( \Pi : G \rightarrow F \) to the graph \( F \)

\[
\Pi : v_i \in V_F = \{ v \in V_G \text{ s.t. } f(v) = f_i \}
\]

and

\[
\Pi : e_{i,j} \in E_F = \{ (f_i, f_j) \text{ if } \exists v \in V_G \text{ s.t. } f(v) = (f_i, f_j) \}
\]

Define vertex weights on \( w_i \in V_F \) by \( \phi \), the number of nodes in the mesh that reside on each fracture, and the edge weights in \( E_F \) by \( \phi \), the number of nodes along the lines of intersections between fractures. Note
Figure 3: (a) A DFN composed of four fractures. (b) The computational mesh on the DFN. Mesh colors coincide with the fracture on which the mesh node resides. (c) A graph representation of the DFN where vertex colors correspond with the fracture colors in (a). (d) The adjacency matrix for the mesh shown in (c). Colors in the matrix correspond to the fractures on which the nodes reside; black entries correspond to mesh nodes along fracture intersections.
that $F$ is the graph defined according to equations (10) and (12), the graph based on the topology of the DFN where each vertex corresponds to a fracture and edges indicate that fractures intersect. We retain information about the number of vertices that each coarse node in $V_F$ represents by using (11) and (13). The graph $F$ is a coarse version of the mesh-based graph but $|V_F| \ll |V_G|$ by several orders of magnitude. We can apply the standard multilevel GP method to $F$ and obtain $P$ for a $k$-way partition. Conceptually, the proposed method defines the first level in the coarsening phase $\Pi: G_0 \rightarrow G_1 \equiv F$ and then a partition $P(F)$ is obtained using algorithm 1. Once the partition $P(F)$ is obtained, we project the the partition onto $G$ using $\Pi^{-1}$. In other words, if a fracture $f_i \in P_j$, then all nodes in the mesh on $f_i, f(v) = f_i$, are placed into $P_j$ of $G$.

**Theorem 4.1.** The projection of a partition $P_F$ of the graph $F = (V_F,E_F)$ defined by equations (10) and (12) onto graph based on the mesh of the DFN $G = (V_G,E_G)$

$$\Pi^{-1} : P(F) \rightarrow P(G)$$

**Proof.** By definition every $v \in V_F$ is in a unique part of the partition $P$. Also, note that equation (14) is surjective. Therefore all $v \in V_G$ in the pre-image of $v \in V_F$ are in a unique part of the partition $P$. \qed

Algorithm 2 summarizes the method

---

**Input:** $F = (V_F,E_F)$

**Output:** $P(G)$, $P(\Pi(F))$,

1. Coarsening phase: The graph $F_0$ is transformed into a sequence of smaller graphs $F_1, F_2, \ldots, F_m$ such that $|V_0| > |V_1| > |V_2| > \ldots |V_m|

2. Initial partitioning phase: A local refinement algorithm is employed to obtain a $k$-way partition $P_m$ of the graph $G_m = (V_m,E_m)$

3. Uncoarsening phase: The partition $P_m$ of $F_m$ is projected back to $F_0$ via the intermediate partitions $P_m \rightarrow P_{m-1}, P_{m-2}, \ldots, P_1, P_0$ with subsequent refinements

$$\Pi^{-1} : P_0(F_0) \rightarrow P_0(G)$$

---

Algorithm 2: Multilevel Graph Partitioning For DFN

The proposed procedure drastically simplifies the coarsening phase because it reduces the number of steps that need to be taken to reach a graph $F_m$ where a $k$-way partition can be obtained, because the difference in size between $G$ and $F$ is large. Moreover, it reduces the the complexity of the uncoarsening phase, because $P$ only needs to be obtained on $F$, not $G$. In practice, the mesh $G$ is never constructed explicitly, only $F$ needs to be passed to the multilevel GP and the solution passed to the mesh.

As an example, the DFN shown in Fig. 1 is made up of 424 fractures, so the graph-representation has 424 nodes, while the mesh has 870685 nodes for the uniform mesh and 360912 nodes for the variable resolution. Figure 2 (left) shows the graph based on that fracture network $F$ colored according to a four-way partition. The DFN is shown on the right side of the image, where colors correspond to the partitions in $F$, i.e., the mesh is colored by $P(G)$. Note that the projection $\Pi^{-1}$ to obtain the partition $P(G)$ is agnostic to the meshing strategy and resolution. But, as we shall see in the next section, the meshing strategy does affect the quality of the cut in the projected partition $P(G)$.
Figure 4: (Top) Graph-representation of the topology of the DFN. (Bottom) DFN colored based on a four-part DFN-based partition. The partition of the mesh (Bottom) is obtained by projecting the partition on the DFN-based graph (Top) onto the mesh.
4.2 Numerical Examples

We compare the proposed approach, where the partition of the mesh is based on the partition of the graph representation of the DFN, with the standard approach, where the mesh is partitioned directly. We consider a set of 30 independent identically distributed DFN realizations with both variable and uniform mesh resolution. For each network we consider two partitions: 1) The partition obtained on the mesh itself; we refer to these partitions as $P'(G)$ and 2) the partition induced from the partition on the graph representation of the DFN $P'(F)$. In our experimental results we use the graph partitioning package KaHIP [71] which among other methods implements the Global path algorithm for matching, and flow-based methods for partition refinement. The quality of the partitions are judged by the cut (number of edges that link between partitions) and the imbalance (the difference in sizes of the partitions). We also compare the impact of the partitions on computational performance by solving porous media flow equations, which are Laplace’s equation under steady state, and solve for the distribution of pressure within the network. Here, we compare the number of FLOPS, the run time, and number of iterations to obtain the solution using a bi-conjugate gradient scheme with a block Jacobi preconditioner using the PETSC [3] toolkit. The meshes are partitioned into 2, 4, 8, and 16 partitions.

Generation and meshing of the 30 fracture networks is performed using the DFNWORKS computational suite [38]. A conforming Delaunay triangulation on each network is performed using the feature-rejection algorithm for meshing (FRAM) [33]. The parallelized subsurface flow and reactive transport code PFLOTRAN [46] which uses PETSC is applied to obtain the solution to Laplace’s equation. The 30 test DFN have fracture lengths that are drawn from a power-law distribution (a commonly observed property in the natural world [6]). Each DFN is constructed in a cubic domain with sides of length 15 m and are composed of circular fractures with uniformly random orientations and uniformly random centers. Fracture radii $r [m]$ are sampled from a truncated power law distribution with exponent $\alpha = 2.6$ and upper and lower cutoffs ($r_u = 5 m; r_0 = 1 m$), with probability density function of

$$p_r(r) = \frac{\alpha}{r_0} \frac{(r/r_0)^{1-\alpha}}{1-(r_u/r_0)^{-\alpha}}.$$  \hspace{1cm} (17)

The choice of exponent and cut offs is selected such that no single fracture directly connects inflow and outflow boundaries. Variability in hydraulic properties is included into the network by correlating fracture apertures to their radii. We use a positively correlated power-law relationship $b = \gamma^\beta$ where $\gamma = 5.0 \times 10^{-5}$ and $\beta = 0.5$ are dimensionless parameters.

On average the networks contain around 470 fractures. In the graph representation, there are around 470 nodes and 645 edges. When using a uniform mesh, there are, on average, one million nodes in the mesh (997,221) and nearly two million triangles (1,964,988). The graph based on the uniform mesh is made up of just under one million vertices and close to 3 million edges (2,962,302), on average. Thus, when partitioning the graph based on the uniform mesh there are 2000 times more vertices than when partitioning the graph based solely on the DFN topology. In the case of the variable mesh, there are around half a million nodes (415,206) and three quarter million triangles (836,452), on average. Therefore the graph based on the variable mesh is made up of just under half a million vertices and over one million edges (1,251,751), on average. Thus, when partitioning graph based on the variable mesh there are about 1000 times more vertices than when partitioning the graph based solely on the DFN topology.

4.2.1 Partition Quality

We begin by reporting the quality of the partitions and computation time. Table 1 reports the cut, imbalance, and times for the uniform and variable mesh resolution. Reported values are the average of the thirty realizations. Columns correspond to each partition and row are sorted by the number of partitions $k$. For the uniform
mesh case, the lowest cuts are all obtained for \( P'(G) \) for all values of \( k \). The cut values obtained for \( P'(F) \) are about twice as large as those obtained using \( P'(G) \) but partitioning \( P'(G) \) take four orders of magnitude longer than partitioning \( P'(F) \). The observed difference in cut values for \( P'(F) \) between uniform mesh and variable mesh is due to the different vertex weights in the DFN-based graph, due to different meshes, which results in slightly different partitions. In all cases, the imbalance values are about the same. Similar observations are made in the variable mesh case, but there are a few subtle differences. The difference in the partition quality in terms of the cut between \( P'(G) \) and \( P'(F) \) is substantially larger than in the uniform mesh resolution set. In the case of \( k = 16 \), the cut for \( P'(F) \) is three times larger than for \( P'(G) \). This increase in the cut values is a result of the fact that cuts in \( P'(F) \) can only occur along intersections in the fracture network mesh, where the mesh is most refined and the highest number of nodes exists. In contrast, \( P'(G) \) is not constrained in this manner and can therefore partition the mesh in region of the fracture where the mesh is coarse and fewer edges exist. All imbalance values are approximately the same.

![Table 1: Partition Metrics](image-url)

| Metric    | Uniform Mesh | Variable Mesh |
|-----------|--------------|---------------|
| \( P'(G) \) | \( P'(F) \) | \( P'(G) \) | \( P'(F) \) |
| Cut       |              |              |              |              |
| 2         | 404.73       | 671.67       | 237.20       | 676.37       |
| 4         | 941.87       | 1657.30      | 569.03       | 1632.00      |
| 8         | 1871.33      | 3412.50      | 1118.30      | 3403.23      |
| 16        | 3587.00      | 7503.43      | 2119.90      | 7637.17      |
| Imbalance |              |              |              |              |
| 2         | 0.03         | 0.02         | 0.02         | 0.02         |
| 4         | 0.04         | 0.04         | 0.04         | 0.04         |
| 8         | 0.05         | 0.04         | 0.05         | 0.04         |
| 16        | 0.05         | 0.05         | 0.05         | 0.05         |
| Time [sec]|              |              |              |              |
| 2         | 313.84       | 0.13         | 86.68        | 0.13         |
| 4         | 375.59       | 0.18         | 93.41        | 0.18         |
| 8         | 515.05       | 0.25         | 114.40       | 0.25         |
| 16        | 415.08       | 0.35         | 109.10       | 0.35         |

### 4.2.2 Computational Performance

Table 2 reports the number of GFlops, iterations required for the Krylov solver to converge, and run time using the partitions on the 30 networks. For all values of \( k \), the selected metrics for the partitions \( P'(G) \) and \( P'(F) \) are roughly the same. An interesting observation is that even though the cuts of \( P'(F) \) are three times larger than those of \( P'(G) \) in the case of the uniform mesh, the run times are only slightly larger. Due to the fewer degrees of freedom in the variable mesh than the uniform mesh, the number of FLOPS, iterations, and solve time are lower than those reported for the uniform mesh. In general, the FLOPS and number of iterations are comparable between \( P'(G) \) and \( P'(F) \). However, the run times for \( P'(F) \) are slower than for \( P'(G) \). This slight slow down is likely related to aforementioned issues with the constrained cut location of \( P'(F) \).
### Table 2: Computation Metrics

| Metric  | Uniform Mesh | Variable Mesh |
|---------|--------------|---------------|
|         | $k$          | $P'(G)$       | $P'(F)$       | $P'(G)$       | $P'(F)$       |
| GFlops  | 2            | 45.8          | 44.5          | 12.7          | 12.5          |
|         | 4            | 22.6          | 22.4          | 6.29          | 6.37          |
|         | 8            | 11.3          | 11.6          | 3.24          | 3.21          |
|         | 16           | 5.94          | 5.75          | 1.62          | 1.64          |
| Iterations | 2       | 1223.10       | 1180.20       | 804.03        | 788.13        |
|         | 4            | 1188.97       | 1175.33       | 784.97        | 796.27        |
|         | 8            | 1180.53       | 1211.60       | 806.60        | 799.90        |
|         | 16           | 1236.47       | 1195.17       | 800.87        | 812.83        |
| Time [sec] | 2        | 62.35         | 55.31         | 14.38         | 16.29         |
|         | 4            | 34.94         | 34.98         | 8.45          | 10.10         |
|         | 8            | 21.48         | 22.34         | 5.77          | 6.43          |
|         | 16           | 15.64         | 14.73         | 4.08          | 4.45          |

### 4.2.3 Total Computational Time

Table 3 reports the total time taken for both the uniform and variable mesh partitions. In all cases, the slowest run times are reported for the $P'(G)$, primarily due to the time required for the partition. Note this also drastically affects the scaling of the total run time with number of processors. The fastest times are reported for $P'(F)$. Figure 5 also reports these values. The left subplot reports the times required using the mesh for partitioning as shown in blue and DFN-based graph are shown in green; hatched bars are for the uniform mesh and solid bars are the variable mesh. The right subplot is Log-Log plot of the total times corresponding to the one on left. Notice that using the DFN-based partitioning demonstrates good strong scaling, the red dotted line is ideal scaling, with increasing number of CPUs while the mesh based partitioning shows poor scaling with total run time increasing with the number of CPUs.

### Table 3: Total Time [sec]

| $k$ | Uniform Mesh | Variable Mesh |
|-----|--------------|---------------|
|     | $P'(G)$      | $P'(F)$       | $P'(G)/P'(F)$ | $P'(G)$      | $P'(F)$       | $P'(G)/P'(F)$ |
| 2   | 376.19       | 55.44         | 3.74          | 101.06       | 16.42         | 6.15           |
| 4   | 410.53       | 35.16         | 6.64          | 101.86       | 10.28         | 9.90           |
| 8   | 536.53       | 22.59         | 11.48         | 120.17       | 6.68          | 17.98          |
| 16  | 430.72       | 15.07         | 19.97         | 113.11       | 4.80          | 23.56          |

### 4.2.4 Numerical Examples: Remarks

The examples lead to a few points that are worth discussing.

1. The time required to obtain the partitions using the graph based on the DFN topology is negligible compared to the time required to obtain the partition of the mesh (DFN Delaunay triangulation) due to
Figure 5: Total time required for partitioning and flow solution. (Left) The times required using the mesh for partitioning are shown in blue and DFN-based graph are in green, hatched bars are for the uniform mesh and solid bars are the variable mesh. (Right) Log-Log plot of the total times corresponding to the one shown on left.

2. In terms of cut, the quality of the partition projected down from the DFN onto the mesh depends upon the adopted meshing strategy – uniform resolution or variable resolution. In the case of uniform mesh resolution, the projected cuts are along the intersection lines that are the same resolution as the mesh within the fractures. However, in the case of a variable resolution mesh the projection of the DFN partition onto the mesh requires that the cuts be made along the intersections where mesh resolution is finest. Due to this, the difference between the cut on $P'(G)$ and $P'(F)$ is larger than the uniform mesh cases.

3. The quality of the partition influences the requires number of FLOPS, iterations of the Krylov solver, and simulation time. There is little difference in the computational performance between the partitions obtained on the mesh and DFN.

4. The total computational time was either dominated by the partitioning, in the case of mesh based partitioning, or the solver, in the case of the DFN based partitioning. The difference between the relative contribution of partitioning in the two methods are in stark contrast. In the case of the partition based on the mesh, the partitioning was ten to one hundred times slower than the linear solve. In the case of the partition based on the DFN, the partitioning phase was between ten to one hundred times faster. Note that the solver times were generally similar to mesh based partitioning, with the DFN based partition cases being slightly slower than the mesh based partition cases for the variable resolution scenario. These observations result in nearly two orders of magnitude speed up for overall computation when using the DFN based partition.

5. In standard multilevel graph partitioning, there is commonly a step in the uncoarsening phase where local refinements are made to the projected solution from one level higher in the hierarchy. We also applied this concept on the partition of the mesh obtained using the partition of the DFN as an initial
While this slightly improved the cut of the final partition, more so in the variable mesh resolution than for the uniform mesh resolution, it did not significantly affect the total run time (details not included). These insignificant changes indicate that the partition obtained by using projection of the DFN is of sufficient quality to not influence the solver run times.

5 Summary and Conclusions

DFN modeling is a powerful tool to improve our understanding of how the multi-scale structure of fractured media influences flow and transport therein. However, the explicit representation of these fracture networks, which contain length scales that range several orders of magnitude, is computationally demanding. As the number of fractures in a DFN increases, so does the size of the mesh and the associated physical systems to model physical phenomena within the DFN. This increase in computational requirements is compounded by the inherent uncertainty in the subsurface that requires numerous realizations of a DFN to bound system behavior. The combination of these facets requires that DFN models utilize efficient HPC methodologies to accelerate system solving time. Load balancing and minimizing communication between processors are key factors in such methodologies. Thus a cornerstone in the use of HPC for DFN simulations is a high-quality partition of the mesh.

We presented a topologically-based method for mesh partitioning in DFN simulations that utilizes the intrinsic multilevel nature of the DFN. The method combines multilevel graph partitioning with a coarse-scale graph representation of the DFN to drastically improve the speed of obtaining a high-quality partition of the DFN mesh. We partitioned the graph based on the DFN, rather than the mesh itself, and partition of the mesh is obtained by projecting the DFN partition onto the mesh. The large difference in size between the graph-based on the mesh and the graph-based on the DFN topology with the DFN based partition lead to a mesh based partition that required a fraction of the time.

We demonstrated the utility of the method by applying it to 30 three-dimensional discrete fracture networks composed of approximately five hundred fractures apiece. We also consider two different DFN meshing strategies. In the first, the mesh has uniform resolution and in the second the resolution of the mesh depends on the distance of the vertex on the fracture from the nearest intersection, with the mesh being finer close to the intersection. We compare the proposed method to standard mesh-based partitioning in terms of graph-based metrics (cut, imbalance, time to obtain the partition), computational-based metrics (FLOPS, iterations, solver time), and total run time. In terms of the graph-based metrics, the results obtained using the DFN-based partition are comparable to those obtained using the mesh-based partition, with the exception of the time required for the partition, which is several orders of magnitude faster in the case of the DFN-based partition. In terms of the computation-based metrics, e.g., solver time and FLOPS, the results are similar as well, depending slightly on the adopted meshing scheme. When combined, the DFN-based partition is therefore several orders of magnitude faster than the mesh-based partition. The results presented here indicate that using the proposed method would reduce the overall time for a single DFN realization simulation and thus allowing for an increase in the number of realizations that can be performed at a fixed computational cost.

The intrinsic multilevel structure of a DFN provides an elegant methodology for efficient and high-quality partitioning of the mesh for computational physics solutions. Multilevel graph partitioning coarsens the mesh until a graph that can be readily partitioned is found. Due to the strong block structure of the mesh and few off diagonal terms, the adopted graph representation is a good proxy for the coarsened version of the computational mesh. Moreover, the proposed methodology for hijacking multilevel graph partitioning could be applied to any system that exhibits such a structure and is thus amenable to a coarse-scale graph representation.
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