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Abstract: After Google reported its realization of quantum supremacy, solving the classical problems with quantum computing is becoming a valuable research topic. Switching function minimization is an important problem in Electronic Design Automation (EDA) and logic synthesis, most of the solutions are based on heuristic algorithms with a classical computer, it is a good practice to solve this problem with a quantum processor. In this paper, we introduce a new hybrid classic quantum algorithm using Grover’s algorithm and symmetric functions to minimize small Disjoint Sum of Product (DSOP) and Sum of Product (SOP) for Boolean switching functions. Our method is based on graph partitions for arbitrary graphs to regular graphs, which can be solved by a Grover-based quantum searching algorithm we proposed. The Oracle for this quantum algorithm is built from Boolean symmetric functions and implemented with Lattice diagrams. It is shown analytically and verified by simulations on a quantum simulator that our methods can find all solutions to these problems.
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1 Introduction

Grover’s Algorithm [1] is one of few most famous and most useful quantum algorithms to which many decision and optimization problems can be reduced. And Grover’s algorithm can provide quadratic speedup comparing to its classical counterpart [1]. Problems in Graph Theory are excellent candidates to be solved using Grover’s Algorithm. We present a uniform approach to use Grover’s Algorithm for solving several problems in Graph Theory which has multiple applications such as minimization of binary circuits [2].

Hypercubegraphs [3] are an important category of graphs in Graph Theory because they have many interesting properties, such as bipartiteness, Hamiltonicity, and symmetry. These properties make hypercubes useful to solve problems in network topology [4], parallel computing [5], multi-valued logic encoders/decoders [6], circuit switching modeling [7], and others.

This work is licensed under a Creative Commons Attribution 4.0 International License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.
Standard hypercubes are representations that are isomorphic to Karnaugh maps used in logic synthesis. Prime implicants of Boolean functions with \( n \) variables are sub-hypercubes or cliques with \( 2^k \) nodes, \( k = 1, \ldots, n \). Hypercubes are generated by Cartesian products of binary vectors. Bettayeb introduced \( k \)-ary hypercubes [8] for computer networks. Here we introduce hybrid mixed hypercubes that are Cartesian products of arbitrary radix multi-valued vectors. We name them generalized hypercubes. The generalized hypercube inherits all properties of hypercube but with a more general structure corresponding to switching functions with mixed variables. These are isomorphic to Marquand charts [9] known from minimization of multi-valued switching circuits and Machine Learning.

Disjoint Sum of Products (DSOP) is one of commonly used form to minimize Boolean switching function. A DSOP realization of a Boolean function can be represented as a hypercube graph in which a realization with disjoint products of literals corresponds to disjoint partitioning to sub-hypercubes. This can be extended to Sum of Products (SOP) [10,11]. Unfortunately large size NP-hard problems must be solved to find the exact solution. Often the methods require also to generate astronomic numbers of prime or product implicants.

Solving these problems with classical computers, even parallel computers, seems to not lead to interesting results and even not much has been published in recent years on these topics. However, future quantum computers give a promise. With the fast development of quantum circuits, several researchers focus on creating quantum algorithms for problems in Graph Theory [12]. Although now only small problems can be solved, future quantum computers will be able to achieve “quantum supremacy.” This gives promise to the work presented here that is not practical at the moment [13].

Our paper proposes new quantum algorithms to find disjoint partitions of arbitrary graphs to \( E \)-regular graphs. \( E \)-regular graph is a regular graph in which all vertices have the same degree [14,15]. These algorithms are based on Grover’s searching algorithm and use efficient ways to build Grover Oracle with Boolean symmetric functions. A hybrid algorithm is composed of a quantum algorithm and a standard algorithm. The classical part of the algorithm is executed on the classical computer which prepares data and controls for the quantum computer and receives partial results from it. With such a hybrid algorithm, we are able to distinguish special cases of \( E \)-regular graphs such as cycles, standard hypercubes and some generalized hypercubes. (Cycles are graphs in which every node has exactly two neighbor nodes. \( E \)-regular graph is composed of one or more cycles).

Two types of problems can be formulated for \( E \)-regular graph partition.

\textbf{Problem 1. Full graph partitioning.} Find all disjoint partitions of an arbitrary graph to \( E \)-regular subgraphs for given \( E \), such that every node of the graph belongs to one of these regular subgraphs.

\textbf{Problem 2. Partial graph partitioning.} Find all disjoint partitions of an arbitrary graph to \( E \)-Regular graphs for given \( E \), such that every node belongs to one of these regular subgraphs or does not belong to any subgraph. We call this the partial partitioning.

Our hybrid quantum/classical algorithm in to solve the second type of problems can be applied to various some problems in minimizing switch circuit. The main innovative idea of our paper is to represent Graph Theory problems as collections of symmetric functions in which variables correspond to edges of the graph and nodes to certain constraints on them. Symmetric functions can be realized efficiently in multi-level circuits called lattices. Although our small
examples below use for simplicity DSOP realizations of symmetric functions, it is important that for large functions the presented oracles should use optimized lattices [16].

The principle of the proposed methodology is to find some subsets of edges that satisfy various types of constraints related to symmetry. Many problems can be formulated as clustering, partitioning or covering with applications in logic synthesis and Machine Learning. Although we refer for details to our previous works [16,17], this paper is self-contained and has a sufficient amount of information to follow main principles of our approach.

This paper is organized as follows. Section 2 presents Boolean Symmetric functions and their efficient realization in quantum circuits for Grover oracles. In Section 3 we present two quantum algorithms based on Grover. Section 4 only briefly outlines Grover’s Algorithm that is well-known, those in which every node has at least one adjacent edge. Two problems are solved for E-regular graphs. Section 5 covers problems in Boolean Minimization.

2 Grover’s Algorithm

Grover’s algorithm is another function block in our hybrid algorithm. It is a quantum searching algorithm invented by Grover in 1996. In our algorithm the constraints are formulated with symmetric function blocks and the Grover’s algorithm is used as a solver to find the solutions for different problems. For problems with single solution Grover’s algorithm finds an input variable vector with high probability to satisfy the black-box Boolean function of the oracle, Fig. 1 is a diagram to present mainly function blocks of Grover’s searching algorithm. For problems with many solutions after finding the first solution, the oracle is modified by excluding this particular minterm (see explanation and example in [18]) and the Grover’s algorithm is run again. This is repeated until all solutions are found. A standard method used in applications in Grover’s algorithm where we want to find all solutions is to modify the oracle by exoring it with the products corresponding to the sets of solutions found. This reduces the space of remaining solutions (true minterms). This step is repeated until all found solutions are removed from the oracle. Details and oracle construction can be found in [19].

![Figure 1: Grover’s algorithm](image-url)

The input searching space of Grover’s algorithm is created by \(n\)-qubits quantum registers with Hadamard gate, then those input data will pass to oracle function, at this stage, oracle will inverse the phase of solution item, next step is called amplitude amplification, the diffusion operator will increase the amplitude (probability) of target item, and decrease others. After \(\sqrt{2^n}\) iterations the amplitude of target item will be the highest probability item in a single measurement.

Oracle function in Grover’s algorithm should identify the target from input searching space, so it is problem-specific. There are many papers about Grover’s algorithm, but most of them do
not pay attention to circuit complexity [20] and quantum cost [21] of oracles. Our approach can be characterized by an attempt to decrease the quantum cost of the oracle’s circuit. This paper follows the “engineering approach” to building quantum oracles where we create the oracle bottom up from simple blocks, possibly using ancilia qubits. This in contrast to several other authors that describe the oracle by a unitary matrix. Although their approach does not involve ancilia qubits it may lead to elementary gates that are not standard Toffoli, Feynman and NOT but arbitrary single qubit rotations and control rotations, which are very difficult or even impossible to realize in several practical existing quantum realization technologies.

3 Boolean Symmetric Functions and Lattice Diagrams for Oracles

In this section, the Boolean symmetric functions, Lattice diagrams are presented, the quantum layout of Lattice diagrams is shown in the end, this is the core part of symmetric blocks in our oracle.

Let \( f \) be a total Boolean function \( B^n \to B \), where \( B = \{0, 1\} \) and \( n > 1 \).

**Definition 1.** (Totally Symmetric Boolean Function) A Boolean function \( f \) is totally symmetric if its output is invariant under any permutation \( \sigma \) of its input bits:

\[
(x_1, x_2, \ldots, x_n) = ((1), (2), \ldots, x\sigma(n))
\]

Single index Symmetric Function \( S \) can be denoted as \( Sk \), such that for every true minterm \( m_i \) of \( S \), the number of positive literals in all true minterms of this function is \( k \), and the number of negative literals is \( n - k \). For example a symmetric Boolean function \( F = \bar{a}bc + abc + ab\bar{c} \) is denoted as \( S^2 \). By \( \bar{a} \) we denote the negative literal. Each minterm of \( F: \bar{a}bc, abc, \) and \( ab\bar{c} \) contains two positive literals. The \( n \)-variable Boolean function contains \( n + 1 \) symmetric index functions, from \( S^0 \) to \( S^n \). These symmetric indices can be combined as a multiple index symmetric functions, for instance \( S^1 \oplus S^3 = S^{1,3} \).

3.1 Lattice Diagrams

There exist several classical structures to realize Boolean symmetric functions [22]. The idea of Lattice Diagram [23] originates from Universal Akers Arrays (UAA) [24], which are well known for their area-efficiency and planar layout. Lattice Diagrams inherit this property from UAA but in several cases are even more efficient. First, comparing to UAA’s rectangular shape, Lattice Diagrams start from a tree expansion, then combining non-isomorphic nodes at the same level, thus making the shape of Lattice Diagram to be a triangle or trapezoid shape, and only keeping the minimum necessary size of repeated variables. Secondly, instead of assuming only Shannon expansions in UAA, Lattice Diagrams can use not only Shannon expansions but also positive and/or negative Davio expansions [25]. As we know quantum reversible circuits are based on EXOR rather OR operators, therefore EXOR-based gates like Toffoli and Feynman are used [26,27], however, our paper is interested in those areas. This fact is important in quantum circuit synthesis, since Davio expansion can be mapped into Toffoli gate directly, which means Davio expansions lead to more efficient circuits than Shannon expansions which need two Toffoli gates. Lastly, Lattice Diagrams can handle multi-output functions, by changing the connection of nodes. This property makes Lattice diagram more powerful in synthesizing sets of symmetric functions. They are the base of our efficient oracles for large regular graphs. Their regularity and symmetry are good for 1-dimensional or 2-dimensional quantum layout [28], an issue very important from a practical realization point of view [29] of all types of circuit realization, but especially for quantum computing with respect to decoherence.
Fig. 2a in which signals flow from bottom to top presents a single output Lattice Diagram for function \( f(a, b, c) \); at the bottom there are small squares that can be filled with constants 0 or 1. For single output Lattice with \( n \) levels, we can realize every symmetric functions of \( n \) variables only by changing constants at the bottom level. Several functions of more than \( n \) variables and non-symmetric function of \( n \) variables can be realized with \( n \)-level Lattice. Fig. 2a is an example of 3-level Lattice with a single output, the bottom level nodes correspond to constants and simple Boolean functions such as \( a, \overline{a}, a + b \). Fig. 2b presents a multi-output Lattice diagram with the same size of variables as Fig. 2a, but the signal flow is reversed. It has similar structure as single output Lattice, only the direction of each node is opposite. That makes this generic Lattice to contain more constants than the single output Lattice. But that will not affect the size of circuit, since after circuit synthesis those constants can be removed and the circuit simplified using the well-known Boolean simplification method of “propagation of constants through the circuit”.

![Figure 2: (a) Single output lattice diagram. (b) Multi-output lattice diagram](image-url)

### 3.2 Using Lattice Diagrams to Implement Symmetric Boolean Functions

#### 3.2.1 Mapping Symmetric Functions to Davio Lattices

As we mentioned, Lattice Diagrams can use either Shannon or Davio expansions. If every cell in a Lattice Diagram has a uniform expansion, then we name that Lattice by the expansion. Thus *Shannon Lattice* has all cells being Shannon expansions. Expansion type is an important characterization of Lattice Diagram, there are three types of expansions: Shannon, *Positive Davio*, and *Negative Davio*.

Let \( f_0 \) and \( f_1 \) be the positive and negative cofactors of a Boolean function \( f \) in respect to variable \( x_1 \). Here \( f_0 \) is \( f(0, x_2, \ldots, x_n) \) with \( x_1 \) replaced by 0, \( f_1 \) is \( f(1, x_2, \ldots, x_n) \) with \( x_1 \) replaced by 1, \( f_2 = f_0 \oplus f_1 \) where symbol \( \oplus \) means Exclusive-OR. We call \( f_2 = f_0 \oplus f_1 \) the Boolean difference of \( f \) for \( x_1 \). Shannon expansion with respect to variable \( x_1 \) is:

\[
f(x_1, x_2, \ldots, x_n) = \overline{x}_1 \cdot f(0, x_2, \ldots, x_n) \oplus x_1 \cdot f(1, x_2, \ldots, x_n)
\]  

(1)

Positive Davio expansion [1,5] with respect to variable \( x_1 \) is:

\[
f(x_1, x_2, \ldots, x_n) = f(0, x_2, \ldots, x_n) \oplus (x_1 \cdot f(0, x_2, \ldots, x_n) \oplus f(1, x_2, \ldots, x_n)) = f_0 \oplus x_1 f_2
\]  

(2)
Negative Davio with respect to variable $x_1$ is: $f(x_1, x_2, ..., x_n) = f_1 \oplus \overline{x_1}f_2$. Here we map the expansions to quantum Toffoli gates. It has been proved that Positive Davio Lattice (PDL) can be mapped into a quantum circuit with less quantum cost and smaller distance in Linear Nearest Neighbor (LNN) model. Comparing with Shannon Lattice, PDL is more efficient and inexpensive to implement into quantum circuit, that is why we choose it in our paper. For negative Davio Lattice, it can be easily transformed from PDL, so we will not discuss it separately. For positive Davio Lattice, each cell’s function is $f(S, a, b) = a \oplus (S \cdot b)$ and its symbol is in Fig. 3a. By changing the polarity of $s$, this cell can be used in negative Davio Lattice as well.

![Figure 3: (a) Davio gate diagram, (b) Implementation of Davio gate with quantum Toffoli gate](image)

Fig. 4 is a single-output positive Davio Lattice.

![Figure 4: Single-output Davio lattice structure](image)

The constants of the single-output lattice can be changed for different symmetric functions, more details and examples about constants and symmetric functions will be discussed in the next example. For multi-output lattices, the constants are determined by a specific symmetric function. This lattice has the capability to generate all symmetric functions by adding simple functions such as OR or EXOR on outputs. Given a Boolean function $Q(a, b, c)$, it can be implemented by PDL layout from Fig. 4. The expansion function of each cell is a positive Davio gate. In this three-level
positive Davio lattice, output equation is:

\[ Q(a, b, c) = W \oplus X \cdot (a \oplus b \oplus c) \oplus Y \cdot (ab \oplus bc \oplus ac) \oplus Z \cdot (abc) \] (3)

We can find in this equation that every constant \( W, X, Y, Z \) is multiplied by a term that is a symmetric function. For example, \( a \oplus b \oplus c \) contains minterms: \( ab\bar{c}, \bar{a}bc, \bar{a}bc, abc \), which is \( S_{1,3} \) \( (a, b, c) \). By selecting different coefficient values, the required symmetric function will be achieved at the output of this lattice. The sequence of coefficient constants \( W, X, Y, Z \) at the bottom of lattice is called a symmetry vector. Davio expansion is using Zhegalkin Normal Form (ZNF) [30], its polynomial expansion can be derived by a binary matrix called Zhegalkin Polynomial Matrix in Fig. 5. This matrix is generated with the following recursion: \( D_0 = 1 \), \( D_j = \begin{bmatrix} D_{j-1} & D_{j-1} \\ 0 & D_{j-1} \end{bmatrix} \), where \( j = 1, 2, \ldots, m \). Fig. 5 is the matrix used in our example.

\[
\begin{array}{cccc}
W & X & Y & Z \\
1 & 1 & 1 & 1 \\
0 & 1 & 0 & 1 \\
0 & 0 & 1 & 1 \\
0 & 0 & 0 & 1 \\
\end{array} \quad D_j=egin{pmatrix} 1 & 1 & 1 & 1 \\ 0 & 1 & 0 & 1 \\ 0 & 0 & 1 & 1 \\ 0 & 0 & 0 & 1 \end{pmatrix}
\]

**Figure 5:** Zhegalkin polynomial matrix for 3 variables

In this matrix every row represents the “Davio cofactors” in Davio Lattice, every column represents symmetric functions from \( S^0 \) to \( S^3 \). For example, the row \([0 \ 1 \ 0 \ 1] \) means the related symmetric function of cofactor \( X \) is \( S_{1,3} \). Here we define the concept of Davio cofactor by analogy of the well-known concept of Shannon cofactor. The equation of \( Q(a, b, c) \) in Fig. 4 is expressed with symmetric functions:

\[ Q(a, b, c) = W \cdot S_{0,1,2,3} \oplus X \cdot S_{1,3} \oplus Y \cdot S_{2,3} \oplus Z \cdot S^3 \] (4)

In Davio Lattice, each cofactor is associated with a group of symmetric indices, by selecting different order of cofactors we can get all symmetric function indices. For example, if we need function \( S^1 \), we can set \( X \) and \( Z \) to 1, and remaining cofactors to 0. In Davio Lattice all terms are connected with XOR gate, so the equation \( Q(a, b, c) \) becomes \( 0 \oplus S_{1,3} \oplus S^3 \oplus 0 = S^1 \). Symmetric functions with related binary vectors \([W, X, Y, Z] \) are the following: \( S^0 = [1, 1, 1, 1] \), \( S^1 = [0, 1, 0, 1] \), \( S^2 = [0, 0, 1, 1] \), \( S^3 = [0, 0, 0, 1] \).

### 3.2.2 Mapping Davio Lattice into Quantum Reversible Circuit

Davio gate can be naturally mapped into a 3-inputs Toffoli gate, as shown in Fig. 3b. Davio Lattice can be directly mapped into a quantum circuit. Fig. 6a shows a positive Davio Lattice of symmetric function \( S^2(a, b, c) \). Since the symmetry vector contains only constants, this circuit can be simplified by constants propagation, as in Fig. 6b. More details in [16].

Fig. 6b is an example of gate level layout of the symmetric block used in our oracle, comparing with Fig. 6a, the optimized circuit in Fig. 6b cost fewer gates and ancilla wires, but even the circuit in Fig. 6a cost more resource, its cost is still better than mapping the simplified function to quantum circuit. Nowadays, the size of quantum circuit is still a limit for implementation of some quantum algorithm, the layout of Lattice Diagrams offers an efficient option to build our quantum oracles.
4 Oracle for Partitioning Generalized Hypercube

The $d$-dimensional hypercube $Q_d$ is a graph whose node set consists of all binary vectors of length $d$, with two vertices being adjacent whenever the corresponding vectors differ at exactly one coordinate [31]. Hypercube is an important paradigm in parallel computing and network topology [32], each node has a permanent degree (dimension $d$).

Instead of the binary vector, generator of graphs can also use any multi-valued vectors to create a new generalization of a hypercube graph, which we define here as a generalized hypercube.

Let us denote a clique with $n$ nodes by $K_n$.

**Definition 2. (Generalized Hypercube) [33]**

The $n$-cube or $n$-dimensional generalized hypercube $Q_n$ is defined recursively in terms of Cartesian product of two graphs as follows:

$$Q_1 = K_i, \quad Q_n = K_j \times Q_{n-1}$$ (5)

The $n$-cube also can be defined as a graph whose node set $V_n$ consists of $n$-dimensional vectors, where two adjacent vertices differ only in exactly one coordinate. Vectors could be any multi-valued vectors. Classical hypercubes are built with binary vector $K_2 = \{0, 1\}$. Hypercube in Fig. 7a is $Q_3 = K_2 \cdot K_2 \cdot K_2$. Generalized hypercube from Fig. 7b is $Q_2 = K_3 \cdot K_3$. Generalized hypercube from Fig. 7c is $Q_2 = \{0, 1\} \cdot \{0, 1, 2\} = K_2 \cdot K_3$ for a mixture of a binary and ternary vector. To illustrate, let us assume that nodes in graph from Fig. 7c correspond mixed, binary-output function $F$ with binary input variable $A$ and ternary input variable $B$ in order $[A, B]$ of enumerating nodes in Fig. 7c. Function is specified by edges $[00, 01], [01, 11]$ and $[11, 12]$. The complete 1-partitioning selects edges $[00, 01]$ and $[11, 12]$, which leads to DSOP-like hybrid equation $F = A^0B^01 + A^1B^{12} = A^0B^01 \oplus A^1B^{12}$.

4.1 Disjoint Partitioning of Arbitrary Graphs to Regular Graphs

All our graph partitioning methods use the quantum Grover’s algorithm. With the benefit of Grover’s algorithm, quantum components of our algorithms gain a quadratic speed up comparing with the standard algorithm for these problems. Symmetric functions in Grover oracles are realized as in Section 2, but below a standard although less efficient realization is used for simplicity.
Figure 7: (a) Hypercube $Q_3$ with binary vectors. (b) Hypercube $Q_3$ with ternary vectors $(K_3 \cdot K_3)$. (c) Generalized hypercube $Q_2$ using binary and ternary vectors $(K_2 \cdot K_3)$

4.2 Example Oracles for the Hypercube Partitioning Problem

This first our oracle is designed for finding all disjoint partitions of an arbitrary undirected graph to regular graphs. In regular graphs, the degree of every node should be the same, we transform this condition into a Boolean equation and use this equation as a constraint to search all satisfied subsets of vertices in the graph. The E-Regular graphs are found for every value of E separately.

Consider the graph $G(V, E)$ in Fig. 8, $V = \{A, B, C, D, E, F\}$, $E = \{e_1, e_2, e_3, e_4, e_5, e_6, e_7, e_8, e_9\}$. We want to find all complete partitionings to loops (closed path). Therefore every node has one incoming edge and one outgoing edge, which leads to node with 2-symmetric function $S^2$. We look for all partitions to cycles. Let $e_i$ where $i \in [1, 9]$ be a Boolean variable corresponding to the edges. If edge $e_i$ belongs in a selected regular graph, then $e_i = 1$; otherwise $e_i = 0$. Thus the equations for nodes are as in Tab. 1.

Figure 8: Example graph for partitioning to complete and disjoint sub-graphs

Table 1: Symmetric functions for oracle

| Node function | Symmetric |
|---------------|-----------|
| $A$ $F_A = e_1e_3 \overline{e_5} \overline{e_6} + e_1e_5 \overline{e_3} \overline{e_6} + e_1e_6 \overline{e_5} \overline{e_3} + e_3e_5 \overline{e_1} \overline{e_6} + e_3e_6 \overline{e_1} \overline{e_5} + e_5e_6 \overline{e_1} \overline{e_3}$ | $S^2(e_1, e_3, e_5, e_6)$ |
| $B$ $F_B = e_1e_2$ | $S^2(e_1, e_2)$ |
| $C$ $F_C = e_3e_4 \overline{e} \overline{e} + e_3 \overline{e} \overline{e} + e_3e_4e_2$ | $S^2(e_2, e_3, e_4)$ |
| $D$ $F_D = e_6e_7 \overline{e} \overline{e} + e_6 \overline{e} \overline{e} + e_6e_7e_8 + \overline{e}_6e_7e_8$ | $S^2(e_6, e_7, e_8)$ |
| $E$ $F_E = e_4e_5 \overline{e} \overline{e} + e_4e_9 \overline{e} \overline{e} + e_4e_9 \overline{e} \overline{e} + e_4e_9 \overline{e} \overline{e} + e_4e_7e_5e_9$ | $S^2(e_4, e_5, e_7, e_9)$ |
| $F$ $F_F = e_8e_9$ | $S^2(e_8, e_9)$ |
In this example we got two solutions, one is \((e_1, e_2, e_4, e_9, e_8, e_6)\) which is a cycle \(\{A, B, C, E, F, D\}\), another solution is \((e_1, e_2, e_3, e_7, e_8, e_9)\), this one is two ternary hypercubes (cycles) \(\{A, B, C\}\) and \(\{D, E, F\}\). To find all complete partitionings we create an oracle that is using a logic AND of node functions for all nodes of the graph. If we want to calculate the solutions with the best costs we need to add a sub-oracle composed from the quantum counter and comparator and we need to repeat calling Grover with modified oracles.

In our oracle, besides the symmetric function blocks, we also use a quantum counter and comparator to save the quantum cost \([34]\) of our circuit. In this example, we have 6 symmetric functions with related nodes. To check the satisfiability of our constraint, instead of using a \(7 \cdot 7\) multi-input Toffoli gate, we use a counter and comparator in Fig. 9 (mirror circuit not shown for simplification). In general for \(k\) nodes of the graph we would need a \((k + 1) \cdot (k + 1)\) multi-qubit Toffoli gate, we replace it with a counter on \(\log_2(k)\) qubits. Both the quantum cost and the number of ancilla qubits are thus significantly reduced for higher values of \(k\). The counter is only incremented when the symmetric function corresponding to its node is satisfied. The final result of the counter is compared in the equality comparator with the target we want which is 6 in our case. If they are equal that means that our constraint is satisfied. The quantum cost of \(7 \cdot 7\) multi-qubit Toffoli gate is 125, the cost of our counter and comparator is 87.

![Quantum oracle for graph from Fig. 8](image)

These results were simulated and verified by us using the Qiskit quantum simulator.

### 4.3 Partial Hypercube Partitioning

In partial hypercube partitioning, we find all subsets of nodes that are sub-hypercubes (cliques) but we allow also to exist nodes that do not belong to any sub-hypercube. Thus for graph from Fig. 8 all individual sub-graphs \(\{A, B, C\}\), \(\{D, E, F\}\), \(\{A, C, E\}\), \(\{A, B, C, E\}\), and many other will be good solutions. The small modification of oracle is to allow the subsets of nodes, thus to every row of Tab. 1 we add to the node function of node \(F_X\) additional function \(S^0\) of all its adjacent edges. For instance, now we have \(F_C = e_3e_4\bar{e}_2 + e_3\bar{e}_4e_2 + \bar{e}_3e_4e_2 + (\bar{e}_3\bar{e}_4\bar{e}_2)\).

By the property of Lattice structure, the symmetric block is a highly modular design in our algorithm, by adding a specific symmetric function, we can extend symmetric function of the block without generating a new Lattice diagram.
5 Solving DSOP SOP and Minimization Problems for Boolean Functions Using Partial Hypercube Partitioning

Partial Hypercube Partitioning is used to minimize Boolean functions. Normally, SOP minimization is reduced to finding the set of all prime implicants (primes) and next solving the set-covering problem to cover all true minterms with set of primes of the lowest cost. We follow the approach to find DSOP first. For instance in one variant our hybrid algorithm solves the DSOP minimization by finding partitions to large product implicants first and follows with partitions to smaller products. The result is not optimal but we obtain the quadratic speedup to a quantum component of this problem. DSOP can be transformed to SOP equations by enlarging each product implicant to the cheapest prime implicant. This is done by removing subsets of literals from these products, similar as it is done in [18], but this is not a subject of this paper.

**DSOP minimization.** All minterms included in a product implicant are pairwise compatible so the nodes of these minterms are all pairwise connected by edges in the graph (a clique, a sub-hypergraph). For instance, for a Boolean function specified by the set of minterms 0000, 0001, 0100, 0101, 0111, 0110, 1111, 1110 the minterms 0000, 0001, 0100, 0101 create a clique or a 3-Regular sub-graph that is disjoint from the other 3-Regular sub-graph 0111, 0110, 1111, 1110. This complete partition is a disjoint partition (clique covering) leading to a DSOP solution $\bar{a}c + bc$ of this function. This is also an optimal SOP, as products $\bar{a}c$ and $bc$ are disjoint. In another DSOP variant the subgraph \{0100, 0101, 0111, 0110\} is found which corresponds to prime $\bar{a}b$ to be next used in covering.

**SOP minimization.** Every product implicant from the DSOP found is individually extended to the largest prime for SOP using the method from [35]. In rare cases, but only in unspecified Boolean functions, minterms in a clique can be pairwise compatible but not compatible as a group thus they do not create a product implicant. In this case, a special transformation is done to create a SOP or a three-level circuit is synthesized.

**Example 1**

Given is a Boolean function: $F(a, b, c, d) = \Sigma(1, 5, 6, 7, 11, 12, 13, 15)$, its K-map is presented in Fig. 10.

| \(cd\) | 00 | 01 | 11 | 10 |
|---|---|---|---|---|
| 00 | 0 | 1 | 0 | 0 |
| 01 | 0 | 1 | 1 | 1 |
| 11 | 1 | 1 | 1 | 0 |
| 10 | 0 | 0 | 1 | 0 |

**Figure 10:** Karnaugh map for function $F(a, b, c, d)$

Since our quantum algorithm does not fetch data from the input Boolean function directly, we need to use a classical computer for preprocessing and post-processing the data for the quantum Grover’s algorithm.
Step 1. Preprocessing (Classical Computer):

Based on the input function \( F(a, b, c, d) \), a compatibility graph is created by a classical computer, every true minterm in \( F(a, b, c, d) \) is a node in this graph, minterm \( \bar{a} \bar{b} \bar{c} d \) is node \( n_1 \) in Fig. 11, the detailed node information is in Tab. 2. Next a supercube operation is executed for every two minterms. If the supercube of two minterms doesn’t contain any false minterm, then create an edge between the two nodes that correspond to these minterms. The complexity of this part is based on the number of input variables, for function of \( m \) true minterms, the complexity of the preprocessing part is \( O(m^2) \).

![Figure 11: Compatibility graph for function F(a, b, c, d)](image)

| Node (related minterms) | Edges connected to this node |
|-------------------------|-----------------------------|
| \( n_1(\bar{a} \bar{b} \bar{c} d) \) | \( e_1 \) |
| \( n_2(\bar{a} \bar{b} \bar{c} d) \) | \( e_1, e_2, e_4, e_5 \) |
| \( n_3(\bar{a} \bar{b} \bar{c} d) \) | \( e_2, e_3, e_5, e_7 \) |
| \( n_4(\bar{a} \bar{b} \bar{c} d) \) | \( e_3 \) |
| \( n_5(\bar{a} \bar{b} \bar{c} d) \) | \( e_8 \) |
| \( n_6(\bar{a} \bar{b} \bar{c} d) \) | \( e_4, e_6, e_8, e_9 \) |
| \( n_7(\bar{a} \bar{b} \bar{c} d) \) | \( e_6, e_7, e_9, e_{10} \) |
| \( n_8(\bar{a} \bar{b} \bar{c} d) \) | \( e_{10} \) |

After the compatibility graph is created, the hypercube partition quantum algorithm is applied to find all disjoint implicants of \( F(a, b, c, d) \). In this case either the complete or the partial hypercube partition can be applied to solve this example, here we choose partial hypercube partition for illustration.

Step 2. Search for DSOP (Quantum Computer).

The indices of symmetric function used in our oracle are defined as \((i, 0)\), where. The variable \( i \) is the degree of those nodes that are in majority in the compatibility graph. If the number is 0, \( i \) would be assigned to the degree of the second majority node. If there is more than one number of degree majority nodes such as in the example in Fig. 11, in which there is the same number of nodes of degree 1 and degree 4, the index \( i \) is chosen from either group of nodes. In this example
symmetric indices (1, 0) are selected for demonstration. The second index ‘0’ in the constraint aims to identify the nodes and their connected edges which are not included in the result of the current searching procedure and keep them from being removed by the algorithm.

To find a better solution, both indices can be changed during the multiple calls of Grover’s algorithm. After the result is returned in the first searching, it would be saved in a classical computer, then the classical computer removes this solution from searching space by disabling the related edges at the input of the quantum algorithm. In the next round, the classical computer modifies the first index \(i\) in \((i, 0)\), and runs our oracle with the reduced searching space. If no result is found, then index \(i\) is changed to the degree of the second majority node and step 2 is repeated until all edges are removed.

**Step 3. Post-processing (Classical Computer):**

The results of each searching round are saved in the classical computer. When the whole searching process is finished, the DSOP/SOP of this function can be derived by performing a supercube calculation on sets of nodes, as explained below.

In Fig. 11, the initial run of Grover is done by setting the symmetric functions to \(S^{0,1}\) for all nodes. The result of this run is represented in a vector, like \((1010000101)\), which means the edges \(e_1, e_3, e_8, e_{10}\) are selected. With these edges, the classical computer traces back which nodes are selected. In this example the resulting sets of nodes are \((n_1, n_2), (n_3, n_4), (n_5, n_6), (n_7, n_8)\). After transforming these pairs to the corresponding minterms, for pair \((n_1, n_2)\) the minterms are \(((\bar{a}\bar{b}\bar{c}\bar{d}), (\bar{a}\bar{b}\bar{c}\bar{d}))\). Performing the supercube operation on this pair of minterms, the resulting product is \(\bar{a}\bar{c}d\). Similarly, other products from respective sets of minterms are created using supercube operations. (Supercube is an efficient binary operator to find the smallest product of literals that covers its arguments). This way DSOP expression is obtained as \(F(a, b, c, d) = \bar{a}\bar{c}d + \bar{a}bc + acd\). In the second round, the classical algorithm removes the edges: \(e_1, e_3, e_8, e_{10}\) from the graph in Fig. 11. The new graph created by the classical computer and given to the quantum computer is shown in Fig. 12. Let us note that only edges are provided from the standard computer to the quantum computer. Therefore in this case the nodes in the new graph are compiled from edges \(e_2, e_4, e_5, e_6, e_7, e_9\). Thus nodes \(n_1, n_4, n_2,\) and \(n_8\) presented in Fig. 12 are only for the purpose of explanation. Please note that our hybrid algorithm calls Grover’s algorithm several times with new oracles created on the base of partial results returned from the previous runs of the quantum computer. We found that this principle is applicable to several other problems of logic synthesis in which the existing classical algorithm is converted to a hybrid algorithm based on Grover, in which the quantum algorithm is used only as a subroutine to execute search problems.

![Figure 12: Reduced graph for function F(a, b, c, d)](image)
In the second run, because the degree of majority nodes is 3 (0 is illegal for index $i$), the indices are changed to (3, 0). Those edges: $e_2$, $e_4$, $e_5$, $e_6$, $e_7$, $e_9$ would be found by symmetric function $S^{3,0}$, the related minterms are: $bd$, $\overline{a} \overline{b} \overline{c} \overline{d}$, $a \overline{b} \overline{c} \overline{d}$, $\overline{a} \overline{b} \overline{c} \overline{d}$, $a \overline{b} \overline{c} \overline{d}$, $\overline{a} \overline{b} \overline{c} \overline{d}$. Next is to use supercube to check the inclusion of these two results, classical; computer can find the $\overline{a} \overline{b} \overline{c} \overline{d}$, $a \overline{b} \overline{c} \overline{d}$, $a \overline{b} \overline{c} \overline{d}$, $\overline{a} \overline{b} \overline{c} \overline{d}$ are included in the first run results, for example the supercube result of $(a \overline{b} \overline{c} \overline{d}, a \overline{b} \overline{c} \overline{d})$ is $a \overline{b} \overline{c} \overline{d}$, means $ab\overline{c}$ is included in $ab\overline{c}$. Another pair $(bd, acd)$, its result is $d$, there is no inclusion between $bd$ and $acd$. After removing the edges from the second search, there are no edges left, it means our searching process is finished. Ultimately, the hybrid algorithm finds either SOP:

$$F(a, b, c, d) = bd + \overline{a} \overline{b} \overline{c} \overline{d} + a \overline{b} \overline{c} \overline{d} + \overline{a} \overline{b} \overline{c} \overline{d}$$  \hspace{1cm} (6)$$

or DSOP:

$$F(a, b, c, d) = \overline{a} \overline{c} \overline{d} + a \overline{b} c + a \overline{b} c + a c d.$$  \hspace{1cm} (7)$$

![Figure 13: (a) Karnaugh map of Boolean function $G(a, b, c, d)$. (b) Compatibility graph of $G(a, b, c, d)$. (c) Reduced graph after the first search (d) Reduced graph after the second search.](image)

**Example 2**

This example, to minimize function $G(a, b, c, d)$ from Fig. 13a illustrates other properties of our method. Because the degree of the majority nodes is 3, the hybrid algorithm starts with symmetric function $S^{0,3}$. Under this constraint, there are multiple solutions that can be found, the edges between nodes $m_1$, $m_2$, $m_4$, $m_5$ are selected as a possible solution for illustration. The result of the first search is $(\overline{a} \overline{c}, a \overline{b} \overline{d}, a \overline{b} \overline{c}, \overline{a} \overline{b} \overline{d}, \overline{a} \overline{b} \overline{c})$. Fig. 13c is the reduced graph after removing the results of the first run, the degree of the majority nodes is still 3. After applying the constraint with symmetric function $S^{0,3}$, there is no result found. This is the case that index $i$ needs to be
changed to the degree of the second majority node, which is 2. With this modification, multiple results can be found, the same as in the first search. In the example, quantum computer finds the edges, then classical computer transfers edges to nodes (m2, m3, m6) and (m4, m7, m8) for instance, and the result is: \((\overline{cd}, \overline{ab}, \overline{a}, \overline{b}, \overline{c}, \overline{d})\). Fig. 13d is the reduced graph after removing the edges related to nodes (m2, m3, m6) and (m4, m7, m8). Applying our algorithm with Fig. 13d, the indices are \((1, 0)\). The algorithm keeps the indices as \((1, 0)\) until all product implicants are found. As the final result, the optimal SOP is found: \(G(a, b, c, d) = \overline{a} \overline{c} + \overline{cd} + \overline{ab}\).

6 Conclusion

We developed a hybrid classical/quantum algorithm that uses the Grover's algorithm in its quantum part. Various quantum oracles constructed here are all based on symmetric Boolean functions that can be efficiently realized in oracles. Our method is applied here to solve two types of hypercube graph partition problems and two types of Boolean function minimization problems. The SOP minimization problem finds multiple applications in classical logic synthesis and PLA (Programmable Logic Array), PAL (Programmable Array Logic), FPGA (Field-Program Gate Array) design. The second, the DSOP minimization problem, is used in classical design as the first step of SOP minimization. DSOP minimization is also used as the first step of ESOP minimization. ESOP minimization is applied in classical logic for synthesis of arithmetic and testing circuits. More importantly ESOP logic is the fundament of minimizing arbitrary quantum functions realized with Inverter, Feynman, and multi-qubit Toffoli gates. Grover's algorithm gives quadratic speedup when compared to classical counterparts, thus giving promise to future minimization of large functions, also in Machine Learning.

The hybrid algorithm presented above illustrates how several abstract decision and optimization problems can be reduced to Graph Theory problems base on symmetric function. These problems include graph coloring, graph covering, maximum cliques, shortest path, longest path, Traveling Salesman, and domination. Similar methods can be applied to minimization of Exclusive Sum of Product (ESOP) and factorized ESOP expressions. In these problems the concept of compatibility of certain Boolean functions is fundamental and serves to define various partitioning problems to symmetric functions, such as those presented in Sections 1 to 5. Edges are created for pairs of compatible nodes. In addition please note that many interesting and practical problems can be also reduced to some of these Graph Theory problems. For instance, Sudoku Puzzle can be reduced to a graph coloring problem. We believe that there are other fascinating problems in Graph Theory and Topology that would get more efficient solutions with the power of quantum computing.

As far as we know there are no quantum algorithms yet for graph partitionings as defined here. There are also no classical algorithms for the problems formulated and solved in Section 3. There are no quantum algorithms that would solve classical DSOP and SOP minimization as presented in Section 5. These problems, like clique covering and similar, are all NP-hard [36]. The presented methods will become practical with the appearance of quantum computers that can handle more qubits. The usefulness of these algorithms for NISQ (Noisy Intermediate-Scale Quantum) era computing [37] should be also studied.
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