A biology-informed similarity metric for simulated patches of human cell membrane
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Abstract
Complex scientific inquiries rely increasingly upon large and autonomous multiscale simulation campaigns, which fundamentally require similarity metrics to quantify 'sufficient' changes among data and/or configurations. However, subject matter experts are often unable to articulate similarity precisely or in terms of well-formulated definitions, especially when new hypotheses are to be explored, making it challenging to design a meaningful metric. Furthermore, the key to practical usefulness of such metrics to enable autonomous simulations lies in in situ inference, which requires generalization to possibly substantial distributional shifts in unseen, future data. Here, we address these challenges in a cancer biology application and develop a meaningful similarity metric for 'patches'—regions of simulated human cell membrane that express interactions between certain proteins of interest and relevant lipids. In the absence of well-defined conditions for similarity, we leverage several biology-informed notions about data and the underlying simulations to impose inductive biases on our metric learning framework, resulting in a suitable similarity metric that also generalizes well to significant distributional shifts encountered during the deployment. We combine these intuitions to organize the learned embedding space in a multiscale manner, which makes the metric robust to incomplete and even contradictory intuitions. Our approach delivers a metric that not only performs well on the conditions used for its development and other relevant criteria, but also learns key spatiotemporal relationships without ever being exposed to any such information during training.

1. Introduction

Many scientific phenomena involve wide ranges of spatial and temporal scales, but computational models usually cannot cover all relevant scales with sufficient fidelity. This limitation has given rise to multiscale simulations [2, 4, 11, 14, 19, 25, 47], where coarse and hence inexpensive approximations are used to explore large and long scales, whereas more-detailed but significantly more-expensive models are used to provide details for smaller regions in space and time. A key ingredient of creating such multiscale simulations is a determination of when and where the expensive models should be used.

Existing approaches [10, 24, 35, 40] address this challenge by sampling known and predefined configuration spaces. Recently, machine learning (ML) has also been employed for this task by encoding known behavior into a reduced, latent space [4]. However, requiring precise knowledge about the specific space (or behavior) to sample from is an important limitation, especially when the goal is to explore unknown behavior. Here, we leverage ideas from ML-based metric learning [21, 32, 44, 52] to address this challenge and facilitate multiscale simulations in the context of cancer biology.

The overarching scientific goal is to explore the interactions of RAS proteins and RAS-RAF protein complexes with the lipid bilayer that forms the human cell membrane [17–19]. RAS-RAF activation is a crucial part of the signaling chain that controls cell growth, and up to a third of all human cancers are driven...
by mutations of RAS proteins that corrupt this chain [38, 43]. Consequently, understanding the signaling process in detail is of significant interest [19, 22, 45, 49]. However, even using some of the largest supercomputers, only a few potential signaling events of interest can be explored with sufficiently detailed molecular dynamics (MD) models. To maximize the opportunity for discovery, computational scientists seek to employ ‘coarse-scale’ models to continuously create wide-ranging membrane configurations and, from these, select a small but diverse subset to explore in detail using ‘fine-scale’ simulations.

Specifically, during the target multiscale simulation campaign (workflow and hardware-software functionality described by Bhatia et al [5]), a coarse-scale, continuum model simulation evolves density distributions of lipids and single-particle representations of RAS and RAF proteins for a large (1 μm × 1 μm) portion of a membrane. The signaling events of interest are thought to depend on the spatial arrangement of lipids in the neighborhood of RAS, the conformation of RAS, its orientation relative to the membrane, and a range of other factors. Therefore, the focus is on utilizing the fine-scale, MD simulations to explore patches, which represent small (30 nm × 30 nm) regions of the membrane around RAS proteins. Whereas the ongoing continuum simulation creates a continuous stream of patches, all of which are candidates for MD simulations, the high computational cost of MD allows only a small fraction (e.g. about 0.05%) of the patches to be explored. For exploration of wide-ranging RAS-RAF-membrane configurations while maintaining judicious use of computational resources, our collaborators aim to instantiate MD simulations for a diverse set of patches covering as much of the phase space explored by the continuum model as possible. Mathematically, this requirement implies capturing similarity among patches, which unfortunately is not well defined but only understood qualitatively and intuitively.

The concept of similarity is fundamentally important in almost all scientific fields and data-driven analyses, such as medicine [34, 50], security [27, 33], social media mining [29, 30], speech recognition [3, 26], information retrieval [16, 31], recommender systems [28, 51], and computer vision [37, 48, 53]. Although similarity metrics are used widely, existing approaches employ simple and well-formulated measures, such as well-defined norms (e.g. Lp-norms, Mahalanobis distance, cosine distance, and correlation coefficients) or supervisory labels. However, in many scientific applications, including the one of interest here, there exist no explicit labels, and the standard norms do not match the scientific understanding of domain scientists. Unsupervised, autoencoder-based techniques [4, 6, 20] have also been utilized to identify similarities. Nevertheless, reconstruction-based training in such approaches also implies prescient notions of properties that need to be preserved, potentially disregarding other intuitions. As such, existing ideas present little utility for our target application.

Instead, biologists—both experimental and computational—usually express various intuitions and hypotheses regarding what similar and dissimilar configurations might look like. In this case, experts hypothesize [19] that the spatial distribution of lipids correlates with types of protein constellations (numbers and types of RAS and RAF proteins). Therefore, of particular interest here is to understand how the different types of lipids rearrange themselves in response to the proteins (see figure 1 for an illustration). Nevertheless, neither identifying this response nor comparing such spatial patterns is straightforward, particularly through well-defined mathematical formulations, but it is rather understood only intuitively and qualitatively. The biology community often compares patches and other such configurations using simple and aggregated criteria, e.g. mean lipid concentrations [17]. However, such metrics are not descriptive enough to be useful here, e.g. because same mean concentrations can differ in their spatial distributions. On the other hand, directly comparing spatial patterns (e.g. pixel-wise) is also not suitable because it does not preserve key invariances of interest (patches are invariant to axis-aligned rotations and reflections, and so the similarity metric must be invariant too) and is therefore not biologically relevant. One might consider patches with same protein constellations (i.e. same numbers of RAS and RAF) as similar. Nevertheless, the reverse may not hold true (i.e. different protein constellations may exhibit similar spatial patterns). Broadly, such biology-informed intuitions lead to loosely defined conditions that might be under-constrained (too few conditions) or even inconsistent.
Finally, an important practical challenge is that this metric has to be developed without even knowing in advance exactly what types of patches will be generated during the target multiscale simulation, and there is no opportunity for retraining the ML model. Specifically, the multiscale simulation campaign evolves a coupled system of continuum and MD simulations, consuming almost 3.6 million GPU hours \cite{5}—a task that cannot be repeated. Prior to the campaign, only an uncoupled continuum model may be run and only for a short period. As a result, the data available to train the metric (the ‘pre-campaign data’) is expected to differ considerably from the data generated for inference during the campaign (the ‘campaign data’), although the extent and the exact type of differences are mostly speculation, since such a coupled model has never been simulated before. Therefore, generalization of the metric from training data to other relevant simulations is key to practical applicability.

**Contributions**

We present a method to combine several relevant intuitions and known constraints from experts to construct a suitable and generalizable, biology-informed similarity metric for patches generated from continuum simulations of RAS-RAF-membrane interactions. Whereas a broad limitation in the community is that notions of patch similarity exist only as expert intuitions rather than well-formulated conditions, our framework transforms this limitation into a strength by leveraging these biology-informed intuitions to impose inductive biases (a set of assumptions that allow generalizing a finite set of observations into a general model) on our learning algorithm.

We demonstrate that our metric is scientifically relevant and captures the underlying biology, e.g. preserves additional scientific constraints not part of the training. Most notably, our metric exhibits a strong correlation between similarity of patches and the timescales needed for one to evolve into the other. This correlation emerged naturally through metric learning and matches the fundamental assumptions of statistical mechanics approaches, despite the training data containing no notion of time evolution.

**Impact**

Our metric was deployed for in situ inference as an enabling technology for a massive multiscale simulation of RAS-RAF-membrane biology to create the first-of-its-kind scientific campaign \cite{5} to study this phenomena. Beyond the application scope of this paper, our technique has been successfully adapted to support simulations with different constraints. Our approach is generally adaptable to a wide range of scientific problems (e.g. other protein systems) leading to better design of experiments, more-stable predictive models, and better clustering, with the potential for significant impact.

**2. A biology-informed similarity metric for patches**

In this work, we pose the goal of identifying similarity among patches as a metric learning problem and express three relevant scientific intuitions mathematically to learn a suitable metric. We then employ a neural network to learn this metric and subsequently use it to define similarity between patches.

**2.1. Fundamentals and background**

**2.1.1. Formal description of a patch**

Shown in figure 1, a patch comprises density fields of 14 types of lipids along with the counts of the RAS and RAF proteins (Appendix section ‘Description of the simulation model’ introduces the underlying biological system). Specifically, we are given pairs, \((x, n)\), where \(x = x(i,j,c)\) is a multichannel image with the channels \(0 \leq c < 14\) representing the concentrations of different types of lipids on a uniform spatial grid with indices \(0 \leq i,j < 37\), and \(n = (n_s, n_f)\) is a tuple of the counts of RAS and RAF proteins in the patch, respectively (i.e. \(n_s, n_f \geq 0\)). We further note that RAF localizes at the membrane only in association with RAS; therefore, for each RAF, there is a RAS in the patch (i.e. \(n_s \geq n_f\)). By construction, each patch with at least one protein is centered around a RAS protein, providing a consistent reference frame across patches.

Without loss of generality and in the context of the current application, patches are broadly categorized into four types based on the proteins contained therein, \(y(n) \in \{0, 1, 2, 3\}\). Here, \(y(0,0) = 0\) represents a patch with no protein, \(y(1,0) = 1\) is a patch with a single RAS, \(y(1,1) = 2\) is a patch with a single RAS-RAF complex, and \(y(n_s, n_f) = 3\) represents a patch with any other combination of proteins (i.e. when \(n_f > 1, n_t > 1\)). As described above, this categorization of patches into four types will be leveraged for (partially) describing the similarity among patches.

Given \(x, n, y\), we formally denote a patch as \(p = (x, y(n))\), or simply \(p = (x, y)\).
2.1.2. Unsuitability of existing autoencoder-based approaches

Previously, Bhatia et al [4] presented the only known approach that addresses the problem of identifying similarity for patches. This work employed a variational autoencoder to create a latent space and defined similarity in this latent space. Although our goals are similar at the conceptual level, the previous method is unsuitable here due to different application requirements. Specifically, in previous work, patches represent a simpler system, including only RAS proteins; thus, there is no need to identify and distinguish the responses to different proteins. As such, working only with the images is sufficient (i.e. \( p = x \) in this work).

Furthermore, patches in the previous work were represented at a substantially lower spatial resolution (5 × 5 as compared to 37 × 37 in our case). At this coarse level of detail, spatial patterns do not show enough variability for a meaningful assessment of spatial distributions—a limitation of the data in principle.

Nevertheless, the previous work leverages the low resolution by capturing all-to-all pixel correlations using fully-connected (dense) layers in a neural network. Such all-to-all correlations do not distinguish between the spatial locations of pixels, leading naturally to invariance to rigid transformations of the patch. On the other hand, whereas the advantage of higher spatial resolution in patches is that it allows postulating new hypotheses about the spatial patterns and offers opportunity to study spatial correlations using convolution layers, these invariances must be accounted for explicitly.

These differences in data along with our requirement to obtain invariance to certain rigid transformations of interest necessitate a departure from autoencoder-type networks because reconstruction losses used in autoencoders rely on pixel-wise comparison that directly contradicts the invariance needed. In fact, the two parts of the autoencoder (encoder and decoder) work against each other making the optimization ill-posed. Whereas a well-performing encoder could map transformations of patches infinitesimally close to each other, the decode would fail to reconstruct original patches by distinguishing such cases. On the other hand, if the decoder learns to distinguish between transformations, it implies that the encoder failed to effectively encode the pixel-wise correlations in the patches. This conflict within the autoencoder is a fundamental limitation of such ideas, making the problem unnecessarily difficult.

Instead, our metric learning approach satisfies all necessary conditions significantly more effectively. In this work, we show that our approach delivers a 2130× reduction in data (from 37 × 37 × 14 = 19 166 pixels to 9 dimensions), as compared to the previous autoencoder-based method [4], which reduces the data by only 23× (from 5 × 5 × 14 = 350 pixels to 15 dimensions).

2.1.3. Deep-learning based metric learning

Directly relevant to this work, deep-learning based metric learning [9, 21, 32, 44, 52] has emerged as a powerful approach. The fundamental idea is to learn a function, \( f : X \rightarrow Z \), that maps the input space, \( X \), onto an embedding space, \( Z \), such that some known formulation of distance, \( d_z \), in this embedding space can approximate the ‘semantic distance’ (i.e. the similarity) in the input space. Given a suitable \( d_z \) of choice, the goal is then to learn the mapping \( f \)—a task achieved by training a neural network to optimize over a set of parameters \( \theta \) and for a loss function \( L \), resulting in \( f = f_\theta \).

In this context, triplet losses [15, 42] have shown remarkable success, particularly in face recognition and object detection problems [12, 41]. Fundamentally, the triplet loss relies on pairs of similar (\( x^s \) and \( x^p \)) and dissimilar (\( x^s \) and \( x^n \)) examples of the training data; the network is trained to minimize the distance (\( d_z \)) between learned representations (\( z \in Z \)) of the examples from the same class and place a margin (\( \alpha \)) between those of different classes or categories. Formally, a triplet loss is given as

\[
L_\alpha(x^s, x^p, x^n) = \max(0, \alpha + d_z(x^p, x^s) - d_z(x^s, x^n)).
\]

There also exist many other popular formulations of loss functions that employ similar strategies, e.g. contrastive [13] and quadruple [7] losses; all such approaches are supervised, usually in the form of class labels. In this work, we utilize triplet losses to supervise or self-supervise the learning in part.

2.2. Capturing similarity through our metric learning framework

Given a patch \( p = (x, y) \) as defined in section 2.1.1, we build \( f_\theta : p \rightarrow z \), where \( z \in Z \subset \mathbb{R}^d \) represents the patch in the learned embedding space. We use the Euclidean distance metric in \( \mathbb{R}^d \) to compute distances in the learned space, i.e. \( d_z(p_1, p_2) = \|z(p_1) - z(p_2)\|_2 \). In this section, we discuss three scientific intuitions and describe how we formulate them mathematically to create three objective functions, and then combine them to create a \( f_\theta \) that delivers a meaningful notion of similarity captured through \( Z \).

2.2.1. Supervised classification of protein constellations

One key intuition on similarity that biologists have is that different protein constellations (i.e. different patch types, \( y \)) should be considered dissimilar. More generally, this intuition is an example of task-specific
information that is commonly available in many scenarios and can be used directly to supervise the learning. Since the application focuses on exploring lipids’ response to proteins, a metric that learns on lipid distributions and uses protein constellations as a dependent variable is suitable to provide new insights. Therefore, given a patch \( p = (x, y) \), we treat \( x \) as input and \( y \) as a label, and model this intuition as a clustering problem with a classification loss formulated as a triplet loss,

\[
L_{\text{lab}} = L_{\alpha=\pi}(p; p_1, p_k),
\]

where \( p_i = (x_i, y_i) \) and \( p_j = (x_j, y_j) \) are patches with the same type (i.e. \( y_i = y_j \)), \( p_k = (x_k, y_k) \) is a patch with a different type from the first two (i.e. \( y_k \neq y_j \)), and \( \alpha_{\text{lab}} \) the desired margin.

Although such a clustering approach is standard, a key challenge in our case is that this label-based loss may contradict other intuitions. For example, certain patches may have protein constellations \( (y) \) that cannot be distinguished based on the corresponding lipid distributions \( (x) \) only. In fact, it is of special interest to the application to be able to identify which patches show a poor correlation between protein constellations and lipid distributions. Later in section 2.2.4, we will discuss how we synergize possible contradictions and achieve a balance between such intuitions.

2.2.2. Self-supervised invariance to axis-aligned rotations and reflections

As is common in many scientific simulations, the chosen coordinate system is arbitrary, i.e. the two coordinate axes could be rotated or inverted without changing the biology simulated. A suitable metric that learns the underlying biology must, therefore, be agnostic to the specific choice of the coordinate system. Stated differently, our learned metric must be invariant to such transformations of patches.

Without loss of generality, let \( \rho(p) \) denote such transformations of interest. Given \( \rho \), we require that \( \text{dx}(p, \rho(p)) = 0 \) for all \( p \), and, by implication, \( \text{dx}(p_1, p_2) = \text{dx}(\rho(p_1), \rho(p_2)) \) for all \( p_1 \) and \( p_2 \). We model this invariance using a triplet loss to force all transformations of every patch, \( p_i \), closer to each other than any other pair of patches, \( p_i \) and \( p_j \) with \( i \neq j \), by some margin \( \alpha_{\text{inv}} \). Formally, we define an invariance loss as

\[
L_{\text{inv}} = L_{\alpha=\pi}(p_i, \rho(p); p_j).
\]

Here, we are interested in five types of rigid transformations. These are reflections along the horizontal and vertical axes, and the three axis-aligned \( (90^\circ, 180^\circ, \text{and} 270^\circ) \) rotations. Whereas a true biological system would be invariant to continuous rotations, the simulation framework that generates this data imposes restrictions on rotations. Specifically, the simulation uses a finite-element regular grid and generates sampled patches using a higher-order interpolant. Any continuous rotation of a patch, therefore, requires resampling the lipid densities onto a rotated grid—a task to be performed within the same simulation code, currently not available to us, and is, thus, out of scope of this work. Furthermore, patches are centered around RAS proteins (when there exists one; see section 2.1.1); therefore, translations of patches are not relevant either. In summary, the application governs what transformations are relevant and possible, and our framework itself is agnostic to the types of transformations as long as they can be generated practically.

Given a dataset, whereas in principle, two different and unrelated patches could still be exact transformations of each others, in practice, the probability of finding such a pair is virtually zero. Therefore, we assume all given patches are different and perform data augmentation in the form of online triplet mining by transforming each patch in a given training batch to its five relevant transformations. Such augmentations lead to a self-supervised approach for training the metric to identify invariance.

2.2.3. Feature proportionality for lipid spatial patterns

The spatial arrangement of lipids is key to describing similarity among patches (see figures 1 and 5). To this end, we define a feature that is inspired by radial distribution functions, which are used extensively to study such biological simulations and whose intuition is well favored by subject matter experts. This feature, a radial profile, is attractive because it captures similarity in lipid arrangements, helps alleviate contradictions with protein constellations, and synergizes with the required invariance.

Given the multichannel image representing lipid densities within a patch, \( x(i,j,c) \) and a reference pixel thereof, \( (i_0, j_0) \), a radial profile measures the maximum lipid density along a given radius \( r \)—we consider only integer values for \( r \). Formally, we define radial profile per channel as \( \gamma(i,j,c)(x, c, r) = \max_c(x(i,j,c)) \), where \( C \) is the constraint \( r = [r_0 + 1/2] \) and \( r_0 = \sqrt{(i - i_0)^2 + (j - j_0)^2} \). We use max aggregation as it is sensitive to variations across \( r \) and, thus, is suitable to distinguish patches. Since a patch has a protein at its center (when \( r > 0 \), we compute the radial profile from the center pixel spanning the incircle of the image, i.e. \( \gamma(18,18)(x, c, r) \) for \( r < 19 \) (recall that \( x \) is sampled on a \( 37 \times 37 \) grid). To account for the lipids outside the incircle, we compute radial profiles from each corner, also for \( r < 19 \) but these corner profiles encompass only the corresponding quadrant, i.e. \( \gamma(0,0), \gamma(0,36), \gamma(36,0), \) and \( \gamma(36,36) \). To preserve invariance to transformations
of interest, the corner profiles are averaged. Both the center profile and the mean of corner profiles are [19 × 1] vectors; they are concatenated to give a [38 × 1] vector for each channel. See Appendix section ‘Computation of radial profiles’ for further details and illustrations on radial profiles.

In this work, we used only eight lipid channels that biologists deemed to be more important than others; specifically, the eight lipids on the inner leaflet, which exhibit a stronger response to the proteins, see figures 1 and 5 (also described in Appendix section ‘Description of the simulation model’). Our final radial profile feature for a patch, \( \Upsilon(p) \), is, therefore, a [38 × 8] vector. We next define a feature proportionality loss that forces the metric to keep similar \( \Upsilon \) together in the learned embedding. Specifically, we use

\[
\mathcal{L}^\text{rad}(p_i, p_j) = |dz(p_i, p_j) - \lambda^\text{rad} \cdot d\Upsilon(p_i, p_j)|,
\]

where, \( d\Upsilon(p_i, p_j) = \|\Upsilon(p_i) - \Upsilon(p_j)\|_2 \) and \( \lambda^\text{rad} \) controls the span of a metric learned using this loss with respect to the valid ranges of \( d\Upsilon \).

### 2.2.4. Combining the three intuitions

Each of the three conditions discussed above may be straightforward to satisfy in isolation. For example, \( z = f(x, y) = \sum_{i,j,c} x(i, j, c) \) is a simple and linear map that is invariant to transformations of interest. Supervised learning also offers several straightforward ways to define similarity based on labels (protein constellations, in our case). Finally, one can also account for only the distances in the feature space of radial profiles with ease. However, potential contradictions between these conditions pose significant challenges. Consider the scenario where two patches with different protein constellations exhibit remarkably similar radial profiles, yet other pairs of patches within same protein constellation classes exhibit a larger variability in spatial patterns. Such scenarios can arise for a variety of application-related reasons, including but not limited to a less-than-perfect parameterization of the simulation model, inherent latency in lipids’ response to a new protein, patches that may show transient behavior, etc.

Nevertheless, despite potential contradictions, these conditions offer valuable heuristics that we use to impose inductive biases on the similarity metric; these inductive biases are useful to obtain generalization across datasets and simulations. Given such contradictory conditions, we develop a single and consistent framework that absorbs such contradictions by aiming to organize the learned embedding space with respect to growing neighborhoods of data points, as illustrated in figure 2.

Given a reference patch, we require all its transformations to be ‘really close’ to it (as compared to non-transformations) and all patches with different labels to be ‘much farther’ (as compared to the patches with the same label). The set of patches that are not transformations and have the same label are distributed in between, based on the similarity in the radial profiles. We realize this multiscale organization using a small margin for invariance, \( \alpha^\text{inv} \), a larger margin for labels, \( \alpha^\text{lab} \), and a proportionality factor that maps the range of distances between radial profiles to the desired range in the latent space, i.e.

\[
\lambda^\text{rad} \propto 1/(\max(d\Upsilon) - \min(d\Upsilon)).
\]

To combine the three requirements, we use a weighted sum of the corresponding loss functions, i.e.

\[
\mathcal{L} = w^\text{inv} \mathcal{L}^\text{inv} + w^\text{rad} \mathcal{L}^\text{rad} + w^\text{lab} \mathcal{L}^\text{lab}.
\]

Our framework allows balancing the conflicts described above through controlling the hyperparameters and the weights of the three loss functions. For instance, relatively large values of \( \alpha^\text{lab} \) and \( w^\text{lab} \) will aim to obtain separability with respect to labels at the cost of separability in the feature space. Therefore, the targets of discovery are identifying suitable hyperparameters that support good generalizability: the weights (\( w^\text{inv} \), \( w^\text{rad} \), and \( w^\text{lab} \)), the margins (\( \alpha^\text{inv} \) and \( \alpha^\text{lab} \)), the ranking proportionality factor (\( \lambda^\text{rad} \)), together with the dimension (\( d \)), of the resulting embedding space, \( \mathbf{Z} \in \mathbb{R}^d \).
3. Results

We use our framework to develop a similarity metric for patches using the 'pre-campaign' dataset. See Appendix section 'Deep learning model development' for details of the model development and formalism and architecture of the final model. Here, we demonstrate that the similarity metric developed using our framework described above is meaningful and generalizes well. In the absence of any ground truth, first we develop three quantitative evaluation criteria to assess the quality of a similarity metric and then show how these criteria can be used for selecting a model. Finally, we demonstrate that our metric does indeed capture the underlying biology by evaluating it on additional scientific criteria not part of the model development and/or training as well as its performance on unforeseen data during the multiscale simulation campaign.

3.1. Metric evaluation

We use three evaluation criteria to assess the quality of metrics learned using our method and to select a suitable model for the target multiscale simulation. These criteria correspond to the three conditions presented in section 2.2. We first describe these criteria using our final, selected model that delivers a meaningful 9D embedding space and then present our model selection procedure and other models. This evaluation was done on a set of 30 000 randomly selected patches from the validation data, providing almost 450 million pairs of points that we compute distances for.

3.1.1. Separability of protein constellations

Figure 3 visualizes a 2D t-SNE [46] of $z$. As expected, the no-protein patches ($y = 0$) form an isolated cluster, since the lipids do not have a protein to respond to and are, therefore, easy to distinguish from the patches with proteins. The 1-RAS and 1-RAS-RAF patches ($y = 1$ and $y = 2$) are also relatively well separated due to inherent differences in the corresponding lipid responses. Nevertheless, although all other patches ($y = 3$) appear to have a mostly-well-defined cluster, we observe notable overlap with clusters for $y = 1$ and $y = 2$—these are the patches where the lipid configurations (images) do not exhibit distinctive responses to protein compositions (classes), likely because adding a new protein (e.g. a RAS) to a patch that already has another (e.g. a RAS-RAF) does not alter lipid compositions very drastically. Such patches are of substantial interest to the application, and as a result, it is important to not over-penalize the similarity metric model for such misclassifications, but rather strive for a balance with similarity in multichannel images.

To quantify the model’s classification capability, we use the area under the precision-recall curve (AUC) in the embedding space, $Z$ (see Appendix section ‘Precision-recall study for classification of class labels’). AUC ranges between 0 and 1 with higher values representing larger separability between expected clusters. For each validation data point, we compute precision and recall for increasing numbers of neighbors, leading to the precision-recall curve. For the chosen model, the AUC is 0.61. Note from table 1 that even when considering only the classification objective (Ablation: $\mathcal{L}^\text{lab}$), the AUC achieved for this data is only 0.76, highlighting the challenges in the class separability for patches. Nevertheless, looking at the trend of precision, recall, and accuracy with respect to neighborhood sizes for the chosen model (see figure 11(right)), we note relatively good performance (accuracy >70%) for smaller neighborhoods, which are of substantially more interest for diversity sampling than long-range neighborhoods (see section 3.3 for how the metric is used).

3.1.2. Invariance and separability of transformations

We define an overlap metric to quantify a model’s ability to capture invariance to transformations and separate them from any pairs of patches that are not transformations of each other. Overlap reports the proportion of points that cannot be distinguished any more than the transformations of some data points. Specifically, overlap counts pairs $(p_i, p_k)$, where $dz(p_i, p_k) \leq \max(dz(p_i, \rho(p_j)))$ for all five transformations of interest of all points, $p_i$. Figure 3(middle) shows the distributions of these distances with an overlap of only 0.05% and, thus, demonstrates an excellent separability of transformations by the chosen model.

3.1.3. Preservation of proportionality with the similarity of lipid patterns

Finally, we quantify the model’s capability to preserve the distances given by the feature space (radial profiles). Figure 3(right) shows the correlation between our metric and distances in the feature space for all 450 million pairs of points in the validation dataset. The plot highlights an excellent linear correlation with an expected proportionally factor 0.1 ($=\lambda^\text{rad}$ used for this model). This result demonstrates the model’s capability to preserve the given distances (within the proportionality factor), even if at the cost of clustering quality (discussed above), thus, addressing the contradictions where needed. We further note that the model shows low error despite the large sample size (shown in gray) in the short-range distances—which are of
significant interest. We quantify this evaluation using the median absolute residual error (MARE) of the correlation, i.e. the median of $|dz(p_i, p_j) - \lambda^{rad}dY(p_i, p_j)|$ over all pairs of points. For the chosen model, this error is 0.26 (units of dz), which is well below the overall distribution of distances in Z (see figures 3(middle) and (right)).

### 3.2. Model selection

A suitable model, $f_{\theta}^{\lambda}$, was selected by systematically evaluating models developed for ranges of relevant hyperparameters ($\lambda^{lab}, \lambda^{inv}, \lambda^{rad}, \lambda^{inv}, \lambda^{rad}$), the dimensionality, $d$, of the embedding space, different network architectures (captured within the model parameters: $\theta$), and ablation studies of the three conditions of interest (captured by the loss functions: $\mathcal{L}^{lab}$, $\mathcal{L}^{inv}$, and $\mathcal{L}^{rad}$). See Appendix section ‘Deep learning model development’ and figure 10 for the architecture of the final model and values of the corresponding hyperparameters.

First, we compare our selected metric to standard, non-ML metrics used commonly in the community as well as several ablations of our approach (see table 1). The ‘standard metrics’ use $\ell_2$ norms in the space of image pixels, $x$ (37 × 37 × 14 dimensions), the mean concentration vector, $\mu$ (a 14D vector that represents mean per channel), and the radial profiles, Y (38 × 8 dimensions). These metrics are chosen to reflect common approaches of comparing patches. As expected, these simpler methods and models fail to perform well on at least one of the desired criteria, whereas our metric provides the best balance among the criteria while maintaining a low dimensionality.

Next, figure 4 summarizes our evaluation of over 100 models using a parallel coordinates plot and highlights the chosen model (black line), which provided the best balance between the quality of the model (evaluation criteria) and the dimensionality of the embedding space. These models represent different hyperparameters, different architectures, as well as ablations (e.g. MARE = −1, i.e. an invalid value, indicates models without the radial profile condition). Zooming further on narrow ranges of the three criteria (figure 4(right)), we notice that several models offer good and comparable quality, providing empirical indication that our framework is generally robust to these specific choices. We note one 10D model (purple) that marginally outperforms the chosen model (black) that we chose to ignore in favor of a smaller dimensionality, which is also of import to the application for downstream analysis.
Figure 4. We evaluated over 100 models using three quantitative criteria and the dimension of the metric’s embedding space. Each model is shown as a curve along the four axes of this parallel coordinates plot (lower is better on all axes). The chosen model (black) was selected by evaluating all models (a) and then focusing on a subset (b) that provided good and comparable performance.

Figure 5. Visual depiction of our similarity metric for (a) a two-protein reference patch. (b) is a two-protein patch that is similar to (a); \( d_z(a, b) = 0.262 \). (c) is a two-protein patch that is dissimilar to (a); \( d_z(a, c) = 4.052 \). (d) is a ten-protein patch that is dissimilar to (a); \( d_z(a, d) = 7.502 \). Patch visualizations (rows) use the same layout as figure 1; colormap is same for each lipid (column).

3.3. Metric utility and generalizability to distributional shifts
The selected neural network was deployed on the Summit supercomputer as part of a large-scale workflow to facilitate the target multiscale simulation campaign [5], which ran for more than 3 months and consumed over 3.6 million GPU hours. This simulation campaign generated 6,180,000 patches (the ‘campaign’ dataset) and our deep learning model was used for in situ inference to project patches into our metric’s embedding space (i.e. \( p \rightarrow z \)). Next, we employ the dynamic-importance sampling (DynIm) framework [4] for selecting diverse patches for MD simulations. DynIm performs farthest-point sampling dynamically on the incoming streaming data (patches). At any point during the simulation, a given patch is either a previously selected patch or a candidate for current/future selection. We configure DynIm to use our metric to compute local densities of previously selected patches around each candidate patch, approximated as the mean distance of the candidate patch to its \( k \)-nearest neighbors in the set of all previously selected patches. Given a meaningful metric, the candidate patch with the largest mean distance, therefore, is the one that is most dissimilar to all previously selected patches. Continuing this process of farthest-point sampling leads to diverse subsets of interest. For coverage and convergence properties of the sampling algorithm, we refer the reader to the original publication on DynIm [4]. Here, we focus on demonstrating that our metric meaningfully captures the similarity.

We present retrospective analysis of our model’s performance on the campaign dataset. First, we assess the quality of our metric visually by showing what the model considers as similar vs. dissimilar. Figure 5 shows a randomly chosen reference patch (a) with two proteins and its similarity (\( d_z \)) to three other patches with same and different protein counts. When compared against thousands of other two-protein patches (irrespective of the class label), (b) and (c) are found to be most similar and most dissimilar patches, respectively. The figure also shows a patch with ten proteins to illustrate that our metric returns high \( d_z \) (low similarity) for this comparison.

3.3.1. Our metric performs well despite distributional shifts
Unlike the pre-campaign data (used for training), the campaign data (used for inference) is generated from a coupled simulation. To experts’ surprise, the campaign data exhibits significantly greater extent of distributional shifts than expected (see Appendix section ‘Distributional shifts in data: pre-campaign vs. campaign datasets’), most prominently in the concentrations of lipid PAP6 and the total number of proteins.
Figure 6. Our metric \(d_z\) captures the differences in mean concentration vectors, \(\mu(x)\), for both (a) pre-campaign and (b) campaign datasets. For (b), the simulation generates many new and previously unseen configurations, leading to a wider exploration in our metric’s embedding space, resulting in a larger range of \(d_z\). Yet, the metric performs well on more than 78% of the data (left of vertical line; \(d_\mu \leq 0.125\)). The Pearson correlation coefficient, \(R_p\), for (a) is 0.957. For (b), \(R_p\) for the entire range on the horizontal axis is 0.727, whereas when considering the data for \(d_\mu \leq 0.125\), \(R_p\) is 0.996.

Figure 7. Despite trained agnostic to spatiotemporal locations of patches, our model captures inherent relationships with respect to both space and time. (a) As expected, patches with little to no overlap (\(d_x > 15\) nm apart, right of the vertical line) show no correlation with our metric. The Pearson correlation coefficient, \(R_p\), for the two quantities is 0.919 for \(d_x \leq 15\). (b), (c) Our metric captures the high similarity existent at small temporal neighborhoods and also hints at the decorrelation time in the simulation, after which, patches are considered equally dissimilar. (b) and (c) show the same data with logarithmic and linear scale on the horizontal axis, respectively. \(R_p\) for this data is 0.81.

in the patch. This shift gets worse with progression of simulation time as more protein aggregation happens, emphasizing the need for generalizability in our metric. As described above, we utilized our framework’s flexibility to reduce the emphasis on the separability of protein constellations, which ultimately allowed us to support the campaign data, as a stronger emphasis on such separability would have led to poor inference. Instead, our framework absorbed such differences by resolving them in favor of the radial profiles. We support this claim by computing our evaluation criteria on a random subset of 30 000 patches taken from the campaign data and note that the model provides comparable quality, with overlap = 0.01%, MARE = 0.03, and AUC = 0.59 (compare with overlap = 0.05%, MARE = 0.26, and AUC = 0.61 for the pre-campaign data).

3.3.2. Our metric is superior to standard alternatives

We next evaluate the model against a standard alternative, mean lipid concentrations, \(\mu\)—a 14D vector. Here, we show the correlation between the distances in the space of \(d_\mu\) with those given by the learned metric, \(d_z\), for the pre-campaign and the campaign data (see figure 6) and draw attention to two observations. First, the range of the horizontal axes in both plots is the same, which is the property of the simulated system. Although one expects to find fluctuations for individual lipids, the system itself is conserved (when certain lipids deplete, others replete the space) and, hence, the net ranges of the differences remain roughly the same. Second, given considerable shifts in lipid concentrations, the campaign data produces markedly different \(\mu\) vectors that our metric captures by populating the extremes (previously unpopulated regions) of the learned embedding space, as indicated by the larger ranges of the similarity metric (vertical axes in the plots).

Regardless, even for the campaign data, our metric performs well at preserving the differences in the mean concentrations for more than 78% of the data evaluated, whereas the extreme regions in the metric’s embedding space (e.g. \(d_z > 4\)) appear to be less well understood.

3.3.3. Our metric understands the spatial locations of patches

Thus far, we have considered a patch as comprising only lipids and proteins. In the simulation, however, each patch has a position in space (and time). Whereas the spatial distance between patches is not a direct measure of similarity, the goal of preventing redundant simulations requires delivering high similarity for patches that
overlap spatially. Figure 7 shows our similarity metric between patches that are within same time-steps of the simulation. This result demonstrates that our metric naturally understands the spatial context of patches, even though it is trained without any explicit knowledge about the positions. Specifically, the metric correlates spatial positions with similarity for overlapping patches and shows no correlation between patches that are more than 15 nm (half the patch size) away.

3.3.4. Our metric understands decorrelation time of patches
We further demonstrate the biological relevance of our metric through the implicit connection between time and similarity measured as the decorrelation time. Specifically, there is an expectation that, given infinite time, any patch may evolve into any other one. Considering such evolution, a given patch is expected to remain considerably similar for short time periods, but become arbitrarily dissimilar for large enough time. This so-called decorrelation time (when patches along an evolution are not correlated anymore) is a key concept often used to guide sampling, I/O rates, and lengths of simulations. More importantly, the (shortest) time necessary for one patch to evolve into another represents a very intuitive and biologically relevant measure of similarity. However, given two arbitrary patches, directly computing this time scale is practically infeasible (an upper-bound estimate is about 500 ns, see Appendix section ‘Derivation of decorrelation time’).

To evaluate our metric in this context, we performed a post-campaign simulation that followed 300 unique RAS proteins and saved the data at 100× the temporal frequency used for training (pre-campaign data) and inference (campaign data), resulting in 300 histories that represent the temporal evolution of the respective patches. Figure 7 plots our similarity metric against the time difference between pairs of patches within the same history, i.e. around the same RAS protein. We note a strong correlation between both concepts for hundreds of ns, flattening only around 500 ns with a marked increase in standard deviation, which matches the expected decorrelation time past which there should not exist any relationship between patches. This result demonstrates that our metric, which is trained on patches at lower temporal resolution and without any explicit information on time, naturally learns the inherent correlation between patch similarity and evolution time. Most importantly, establishing this correlation, especially for shorter time scales, enables us, for the first time, to estimate the evolution time as a factor of the distance in the metric’s embedding space. These insights will enable an entirely new viewpoint for the analysis of the resulting simulation by directly correlating observed properties of the membrane or the proteins with respect to their estimated difference in time.

4. Conclusion and discussion
We present a framework to compute similarities among data generated by a computational biology application crucial to cancer research. We address two key challenges. First, since complex scientific applications, such as the one presented here, work at the cutting edge of contemporary knowledge, well-formulated criteria for similarity are usually not available. In the absence of straightforward metrics, we instead utilize biology-informed criteria gathered from experts and cast them into a metric learning framework to learn a meaningful similarity metric. We show that our metric fuses these loosely defined conditions well and is robust to potential contradictions between them. Through close collaboration with subject matter experts (e.g. to identify relevant conditions and suitable features), our framework turns the lack of well-defined similarity criteria into a strength by imposing the experts’ biology-informed intuitions as inductive biases that allow the metric to generalize to new simulations exhibiting significant distributional shifts in data—addressing the second challenge of deploying the model for in situ inference on unseen data. We demonstrate this generalization on two new datasets and show that our model learns key behavior of interest in the simulations, rather than focusing on the specific datasets themselves.

Our framework and the resulting similarity metric has been deployed as the key driving component in the first-of-its-kind multiscale simulation campaign[5] to explore RAS-RAF-membrane interactions, with a potential for significant impact in cancer biology. Unfortunately, the massive scale of such simulations (3–4 months, consuming 3–5 million GPU hours) makes it computationally infeasible to rerun the simulations to compare different metrics, models, techniques, or benchmarks, necessitating evaluation and comparisons in a proxy or development setting (table 1 and figure 4). Through suitable evaluation metrics and validation of external criteria (e.g. decorrelation time), this manuscript also addresses the challenges of a lack of ground truth to compare against and demonstrates a meaningful metric until the biology community can test more hypotheses and develop a more widely-accepted understanding of similarity. By showing a direct relationship between our metric and the expected evolution time between patches, our work also leads to new insights and opens up new directions of research.
Our data and experiments highlight that realistic simulation are not restricted to small distributional shifts. Therefore, despite our demonstration of generalizability, an opportunity for improvement lies in updating the model in situ using new data from the running simulations. As such, we will explore challenges, both computational and fundamental, associated with automatic detection of a model’s suitability and online learning approaches to absorb new data to update the model.

Finally, although our work is presented in a specific application context, our framework is broadly applicable to other applications, such as experimental design and other types of autonomous multiscale simulations, that face such challenges. Specifically, our framework can be easily adapted to support different types of simulations in the space of biology or elsewhere using intuitions from the application. As examples, we have since customized our framework to support a different biological system where patches are periodic in both spatial dimensions, and we are also currently applying this framework to different biological systems with GPCR proteins [39].
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Appendix

Computation of radial profiles

To compute radial profiles efficiently, we use predefined spatial kernels (see figure 8) that represent distance $r$ from the reference pixel $(i_*, j_*)$ (shown in red) rounded to the nearest integer; each kernel is defined for $r < 19$ pixels. For a given channel $c$ within a patch $x$, a radial aggregation (max) is applied using these kernels to create a 1D radial profile, $\gamma_{(i_*, j_*)}(x, c, r)$. Each profile is represented as a $[19 \times 1]$ vector. To preserve invariance to transformations, the four corner profiles are averaged and concatenated to the center profile, resulting in a $[38 \times 1]$ vector. Figure 9 shows these vectors for each channel. Finally, in this work, we use the profiles of eight most-relevant channels are appended to create $\Upsilon$, which is a feature of size $[38 \times 8]$.

Deep learning model development

Data preparation

A set of 334,000 patches was generated through a small and uncoupled continuum simulation run prior to the multiscale simulation campaign. This pre-campaign dataset was made available to us for developing the ML model. We used this dataset to train and evaluate several models as well as comparison against benchmarks (described in table 1 and figure 4).

The multichannel images, $x$, were standardized per channel (to zero mean and unit standard deviation) across the dataset to account for differences in ranges of different lipid concentrations. Class labels for protein constellations, $y$, and radial profiles, $\Upsilon$, were precomputed and saved as auxiliary information for model training. Patch transformations were computed during the training (online triplet mining).

Training details

Our training setup comprised TensorFlow v2.1 [1] and Keras v2.2.4 [8] using one NVIDIA Volta V100 GPU each. Models were optimized using the Adam optimizer [23], and most models used a piecewise-constant learning rate decay ($[1, 0.5, 0.1, 0.01] \times 10^{-3}$ switched after 10, 20, and 30 epochs). A 90%-10% random split of the dataset was used for training and validation. Training was performed until the total loss appeared converged, which took 60–100 epochs (4–6 h of walltime).
Figure 8. Spatial kernels for creating radial profiles. From left to right, kernels for center radial profile, $\gamma(18,18)$ and the four corner profiles, $\gamma(0,0)$, $\gamma(36,0)$, $\gamma(0,36)$, and $\gamma(36,36)$ are shown.

Figure 9. Mean (black) and standard deviation (color) of radial profiles for patches in the training dataset. The profiles are computed after the standardization of channels.

Network and hyperparameter search
We experimented with network architectures that comprised three to five convolution layers followed by three to four fully-connected layers. Whereas our framework appears generally robust to architecture changes, the chosen architecture gave superior results. Empirical evidence suggests that a separable convolution layer to account for correlations across lipid channels unsurprisingly improves the model performance. For searching the model’s hyperparameters ($w_{lab}$, $w_{inv}$, $w_{rad}$, $\alpha_{lab}$, $\alpha_{inv}$, $\lambda_{rad}$, and $d$), we explored three values ([0.5, 1.0, 2.0]) for each of the weights, values [5, 8, 10, 12] for $\alpha_{lab}$ and values [0.1, 1] for $\alpha_{inv}$. We deduced a suitable value for $\lambda_{rad} = 0.1$ through analysis of the ranges of $d$. Finally, we experimented with varying $d$ from 5 through 12 to look for an appropriate dimensionality of the embedding space. In total, we developed and evaluated 109 models (not counting the ablation studies summarized in table 1), searching through the hyperparameter ranges mentioned above. Instead of using a grid-based approach for all valid combinations of all parameters, we restricted our search carefully to promising possibilities. Specifically, we first identified two promising network architectures, then finalized the values of $\alpha_{lab}$, $\alpha_{inv}$, and $\lambda_{rad}$, and then looked at the different values for the weights and dimensionality.

Ablation studies
Highlighted in table 1, the different metrics optimize for individual criterion, e.g. the RDF-related metrics provide low overlap and low MARE* but perform poorly on AUC. On the other hand, simply combining two of the metrics does not necessary give additive benefits (e.g. $L_{rad}$ and $L_{lab}$). We note that our framework therefore produces a metric that is more useful than the sum of its parts and allows finding the right balance between the criteria, through balancing the hyperparameter weights. Beyond the quantitative evaluation (overlap, MARE*, and AUC), we also note the role of dimensionality of the corresponding space for computational efficiency. During the campaign, several thousand distance computations (for nearest neighbor queries) are to be made in real-time. Therefore, a large dimensionality makes the approach infeasible.

The final model
The neural network employed to learn this mapping $f_{\theta}(x,y) = z$ can be formally described in terms of composable functions, each of which is represented by one or more components (known as layers or activations) of the neural network. The final model is formalized below, and an architecture diagram is given in figure 10. Notationally, the following formalism requires only $x$ as input, because the labels $y$ are passed only to compute the loss function.

$$f(x) = (b \circ d) \circ \Lambda \circ (b \circ a \circ c_3) \circ (b \circ a \circ c_2) \circ (b \circ a \circ c_1)(x).$$
For simplicity in formalization of these composable functions, we use a generic notations, $x$ and $X$, for scalar and vector/tensor inputs, respectively, to these functions.

- Convolution 1: $c_1 = X \ast f_1^i$, where $f_i^i$ for $0 \leq i < 6$ are learnable $[1 \times 1]$ filters.
- Convolution 2: $c_2 = X \ast f_2^i$, where $f_i^i$ for $0 \leq i < 16$ are learnable $[3 \times 3]$ filters.
- Convolution 3: $c_3 = X \ast f_3^i$, where $f_i^i$ for $0 \leq i < 16$ are learnable $[3 \times 3]$ filters.
- Dense layer: $d(X) = WX + b$, where $W$ and $b$ are learnable parameters.
- Flattening: $\Lambda: [8 \times 8 \times 16]$ data into $[1 \times 1024]$ (no learnable parameters).
- ReLu activation: $a(x) = \max(0, x)$ (no learnable parameters).
- Batch normalization: $b(x^{(k)}) = \frac{x^{(k)}}{\sqrt{\sigma^{(k)} + \epsilon}}$, where superscript $(k)$ indicates normalization for each dimension individually (no learnable parameters).

Additional analysis on the final model

**Precision-recall study for classification of class labels**

To supplement the discussion in section 3.1 and figure 3, we present the precision-recall curve as well as accuracy of classification. To measure these quantities, we consider each point in the evaluation dataset (30,000 points), and note the types of patches found within neighborhoods as the number of neighbors are increased. Using the number of false positives and false negatives, we compute accuracy, precision, and recall using the standard formulations. Figure 11 shows the variations in these quantities with respect to the size of the neighborhoods. In this work, we are mostly interested in short-range neighborhoods and note that the accuracy remains high (greater than about 75%) for up to about 12,000 neighbors. The figure also shows precision-recall curve, whose area under the curve is used for quantitative evaluation of our metric.
The distributional shifts observed between the pre-campaign data (used for training) and the campaign data (used for inference) highlights the need for generalizability of the similarity metric. The shifts become more drastic as the campaign simulation progresses in time.

Distributional shifts in data: pre-campaign vs. campaign datasets
The subject matter experts expect to explore significantly different types of patches during the simulation campaign than what may be modeled prior to the campaign. Although the continuum simulation during the campaign starts with the same parameters and models as available for pre-campaign, the primary reason of these anticipated differences is the evolution of a coupled multiscale system during the campaign. In particular, during the multiscale campaign, all of the several hundred thousand MD (fine scale) simulations are analyzed in situ and the resulting analysis is aggregated and used to improve the parameters of the continuum (coarse scale) model. As a result, the continuum model evolves and is expected to start exploring different regions of the phase space of patches. This active feedback loop is a key characteristic of such autonomous multiscale simulations [19].

In this work, the MD simulations indicate a higher degree of protein aggregation than previously hypothesized, which also leads to significant differences in lipid accumulation around the proteins. These shifts (highlighted in figure 12) can be consequential to any ML model since inference has to be made on types of patches that the model has not seen before. For example, inference on a patch that contains around 10 proteins, whereas training data contains patches with only up to 4 or 5 proteins.

One of the key challenges in our model development was to guard against such speculated yet not fully understood differences between the training and inference datasets, necessitating focusing on biology-informed inductive biases, rather than tailoring specifically to the data at hand.

Additional application details
Description of the simulation model
The biological system under study represents a cellular plasma membrane (PM) and the goal of our target simulations is to study the mechanism by which RAS and RAF localize on the PM, as this mechanism is hypothesized to be crucial for activating the signaling pathway, which leads to cancer.

The PM consists of two 'leaflets'—inner and outer, and our PM model is an average 8-lipid mixture [17–19]. In other words, there are eight types of lipids in this membrane model. The lipids are denoted using abbreviations as: POPC, PAPC, POPE, DIPE, DPSM, PAPS, PAP6, and CHOL. Of these, two lipids—PAPS and PAP6—exist only on the inner leaflet. Therefore, there are eight lipid species in the inner leaflet and six in the outer leaflet. The RAS protein approaches the membrane from the ‘inner’ side; as a result, the lipids in the inner leaflet respond strongly to the protein, as compared to those on the outer leaflet (as can be noted from figures 1 and 5). The RAF protein, also on the inner leaflet, binds to the RAS protein.

The continuum simulation model—the coarse scale in the target multiscale simulation—provides speed at the cost of accuracy. This continuum model uses the dynamic density functional theory [36] for representing lipid dynamics in terms of their density fields. Proteins are represented as individual particles that interact with each other and with the lipids. The continuum model simulates a 1 µm × 1 µm PM discretized as a 2400 × 2400 grid of cubic-order elements. The simulation contains 300 RAS proteins; a varying number of RAF proteins is present to model association/disassociation of RAS and RAF. A custom, scalable simulation code was developed using MPI to perform continuum model simulations. Using a total of 3600 MPI ranks, this code can simulate ~0.96 ms per day of walltime. With an I/O rate of 1 µs, a new continuum snapshot is delivered every 90 s.

Since we are interested in protein-lipid interactions, small, 30 nm × 30 nm regions, ‘patches’, around RAS proteins are ‘cut out’ from the domain—one for each RAS in the system. A patch may contain more than one protein. For control simulations, a small number of patches (30 per snapshot) are also cut out from random spatial locations such that they do not contain any proteins.
These patches are candidates for fine-scale, MD simulations, and form the input to our framework for identifying similarity. Each patch generated by the simulation contains lipid densities on a $37 \times 37 \times 14$ grid (the last dimension denoting lipids) and the positions, numbers, and types of proteins in the patch.

**Derivation of decorrelation time**

The coarse-scale, continuum simulation, from which patches are collected, computes the time evolution of the membrane system. Patches that evolve from times $t_1$ through $t_2$ ($t_1 \leq t_2$) are physically very similar if $t_2 - t_1$ is small, and become arbitrarily dissimilar as $t_2 - t_1$ goes to infinity. This presents an opportunity to verify that the metric indeed shows decreased similarity as a function of $t_2 - t_1$. Here we derive an estimate of how long it takes for a patch to get decorrelated.

In the continuum model, diffusion of lipids is a major source of entropy production and, thus, decorrelation. Given the system size and diffusivity, we can estimate the decorrelation time using the diffusion equation:

$$
\frac{\partial c}{\partial t} = D \left( \frac{\partial^2 c}{\partial x^2} + \frac{\partial^2 c}{\partial y^2} \right),
$$

where $c = c(x, y, t)$ is the lipid distribution (for some lipid species) and $D$ is the corresponding diffusion coefficient. Given an $L \times L$ patch (for our data, $L = 30$ nm) and a standard value of $D = 43.36 \text{ nm}^2 \text{ s}^{-1}$ (taken as average over several relevant lipids). The slowest decaying Fourier mode of the diffusion equation above decays as $\exp \left[ -D \left( \frac{\pi}{L} \right)^2 t \right]$, where using the values above we get $D \left( \frac{\pi}{L} \right)^2 \approx 0.53 \mu \text{s}$.

The motion of the protein and inherent randomness (noise) in the lipid evolution equations introduce further entropy and thus shortens the decorrelation time compared to the above estimate. We can see that figure 7 shows a decorrelation time roughly similar to this diffusive estimate.
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