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\section*{ABSTRACT}
Using high-speed on-off valves (HSVs) with small size, low cost, and high switching accuracy instead of expensive proportional/servo valves, and researching high-performance vacuum servo system can further enhance the competitiveness of vacuum servo technology. However, due to the delay characteristics of high-speed on-off valve (HSV), the average gas mass flow rate of the output has dead zone, saturated zone and nonlinear zone. A linear compensation method for flow output is designed, so that the average gas mass flow rate of the output is approximately positively correlated with the duty cycle of the pulse width modulation (PWM) signal. Furthermore, because of the air compression and the leakage of the system, there exist parametric uncertainties, unmodeled dynamics and disturbances in the vacuum servo system. An adaptive backstepping control (ABC) strategy based on discontinuous projection mapping is designed. The adaptive backstepping control strategy inhibit the influence of system’s parametric uncertainties through online update of the uncertain parameters, and uses its own robustness to eliminate the effects of unmodeled dynamics and disturbances. Compared with the sliding mode control (SMC) strategy, the experimental results show that when the tracking frequency reaches 3-4Hz, the adaptive backstepping control strategy can ensure good tracking performance.
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\section*{I. INTRODUCTION}
Pneumatic system has been widely used in robots, medical equipments and other industries because of its low maintenance cost, high power-weight ratio, cleanliness and simple structure [1]–[4]. However, due to air compression, valve hysteresis, and nonlinear friction of actuators, the pneumatic system is a strong nonlinear system [5] and it is difficult to achieve high-precision control. With the occurrence and development of electrical proportional/servo valves, the pneumatic servo system has made a series of breakthroughs in tracking such as displacement [6], [7], speed [8], force [9], and pressure [10]–[14].

However, due to the disadvantages of high cost, large volume, and poor anti-pollution ability of the proportional/servo valves, the use of HSVs instead of proportional/servo valves has become a trend. The HSV has the advantages of fast switching ability, low price, strong anti-pollution ability and high repeatability. Therefore, it is increasingly favored by researchers. In addition, the use of HSV instead of proportional/servo valve can effectively avoid the problems of temperature drift, zero drift and hysteresis caused by the existence of analog circuit in the control loop.

In order to obtain a continuous behavior from a pneumatic system using HSVs, the controller output signal is introduced to the system via a PWM scheme (converting control signals to “on/off” time intervals for each valve during a PWM period) in many pneumatic systems using HSVs [15].

Shen \textit{et al.} [16] proposed a nonlinear model of pneumatic servo mechanism combined with PWM technology, which used the average mass flow to quantitatively describe the equivalent time dynamic response of PWM control. Sardellitti \textit{et al.} [17] proposes a proportional ventilation scheme using HSVs for the small size, low cost and short switching time of the proportional ventilation system, useful for supplying high frequency ventilation through the driving
circuit for the implementation of PWM control. As long as the input frequency of the PWM is high enough, HSVs can be approximated as a continuous input with proportional/servo valve control characteristics [18].

As the key technology of the hardware-in-the-loop simulation of high-altitude aircraft, vacuum pressure tracking control technology is mainly used to simulate the change of pneumatic pressure during flight of high-altitude aircraft [13]. The mass flow rate of the gas flowing into and out of the chamber is controlled by the pneumatic servo control technology, thereby controlling the pressure of the chamber. Jinyun et al. [19] proposed the pressure and vacuum continuous control system to change the pressure of the chamber in real time by controlling the electrical proportional/servo valve. Obviously, the higher the flying height of the aircraft, the higher the degree of vacuum.

Some researchers have proposed using nonlinear control algorithms in dealing with the nonlinearity of the vacuum servo system [20], [21]. Among them, Li et al. [20] introduced a feedback linearization-based self-tuning fuzzy PID controller to improve the performance of vacuum servo system, and the reference inputs are the square wave and sinusoidal with an amplitude of 0.4 kPa and frequency of 1 Hz. Cheng et al. [21] created a vacuum servo system using electro-pneumatic proportional directional valve that adopted adaptive robust controller to attenuate the effects of uncertain nonlinearities. Experimental results show that the proposed controller achieves the good tracking performance of dynamic pressure, when the pressure tracking range is from 20 kPa to 2 kPa and the sinusoidal pressure trajectories with amplitude of 0.4 kPa, frequencies of 2 Hz and 1 Hz. However, these studies used the expensive proportional/servo valve as the control element of the vacuum servo system.

Accordingly, Yang et al. [22] designed a dynamic vacuum pressure tracking system with HSVs that adopted SMC strategy to improve the performance and robustness of control for accurate dynamic vacuum tracking a sinusoidal signal with a frequency of 2Hz. However, the above research can only achieve tracking control with low frequency (≤2Hz) pneumatic pressure [20]–[22].

In order to widen the range of vacuum pressure tracking and improve the dynamic performance of the vacuum servo system. This paper proposes a higher frequency range of dynamic vacuum pressure tracking control, expanding the pneumatic pressure frequency from 1-2Hz to 1-4Hz, and use the HSVs as the control elements of the vacuum servo system.

As shown in Fig.1, the vacuum servo system consists of a vacuum pump, a chamber, two HSVs, two pressure sensors, a solid-state relay and a computer including the data acquisition card. During the experiment, the gas mass flow rate into and out of the chamber is changed by controlling the opening and closing state of the HSVs of the charging and discharging unit, and finally the change of chamber pressure is realized. The pneumatic pressure of vacuum pump and chamber are measured by pressure sensor 1 and sensor 2, respectively.

In order to improve the control accuracy of PWM-actuated HSVs, a number of approaches have been proposed to deal with the challenges of this system type such as SMC strategy [1], [18], [23], [24], and fuzzy control [25] using PWM-based control strategies. Jouppila Ville et al. [18] used the SMC strategy to provide a comparative study between PWM-actuated HSVs approaches and traditional servo valves approaches. Hodgson et al. [1], [23], [24] proposed a SMC strategy, systematically studied the dynamic control of cylinder displacement based on HSVs and designed 7 effective motion modes for 4-way HSV, which enables the precise position control of the cylinder under the lowest power condition of HSVs. Chandrapal et al. [25] proposed a novel implementation of a self-organizing fuzzy controller for the position and force control of a single pneumatic artificial muscle. Results show that the PWM-actuated HSVs performs better in response to abrupt changes.

However, previous researchs on HSVs focused on tracking control of displacement, speed and force. Rarely studied the tracking of HSVs in pneumatic pressure, especially vacuum pressure tracking control.

Due to the presence of uncertain nonlinearities of the vacuum servo system, the simplification of the thermodynamic process of the chamber and the change of the flow rate gain of the HSVs are called the parametric uncertainties of the system. The system’s unmodeled dynamics and external disturbances cannot be established by mathematical models, which are called uncertain nonlinearities of the system. While the SMC strategy requires that the uncertainties of the nonlinear system are matched, and the unmatched uncertainties cannot guarantee the asymptotic stability of the system, which makes it difficult to satisfy many nonlinear uncertain systems [23]. At the same time, because of the discontinuity of sliding mode variable structure, the flutter phenomenon will appear in the practical application, which will cause the instability of the system.

The ABC strategy can eliminate the influence of the uncertain nonlinearities and solve the parametric uncertainties of the system. The robustness of the backstepping controller is used to inhibit the unmodeled dynamics and disturbances of the system to ensure the stable control effect of the system, so that the system has good steady-state control precision and
dynamic tracking performance. In the accurate tracking of pneumatic position, Yao et al. [26], [27] team made a series of research based on ABC strategy, and achieved fruitful results. In reference [26], to deal with the complexity and difficulties caused by the coupling and the appearance of parametric uncertainties in the input matrices, two backstepping designs via adaptive robust control Lyapunov functions are presented. In reference [27], the modularized adaptive backstepping designs are incorporated into the recently proposed adaptive robust control framework to synthesize indirect adaptive robust controllers that achieve not only good output tracking performance but also better parameter estimation processes to obtain accurate parameter estimates for secondary purposes. Deyuan et al. [28] built an adaptive robust controller based on discontinuous projection mapping. The nonlinear control algorithm designed by backstepping method was used to eliminate the influence of uncertainties in the control system. During the experiment, 0.5Hz sinusoidal signal was tracked, and the standard tracking error was less than 0.72mm.

The uncertainties of the vacuum servo system includes parameter uncertainties and uncertain nonlinearities. The virtual control input introduced by the backstepping controller is essentially a static compensation idea, which uses its own robustness to eliminate the influence of uncertainties and nonlinearities of the system. However, the backstepping method can only ensure the transient performance of the system by giving a constant estimation value to the uncertain parameters when introducing the virtual control input. When there is only parameter uncertainties in the system, the adaptive controller guarantees the asymptotic stability of the system. However, this method does not consider the uncertain nonlinearities of the system and has poor robustness. Therefore, the adaptive backstepping controller combines the two controllers, not only ensuring the stable control effect of the system, but also taking into account the dynamic control performance of the system. Based on this, an ABC strategy is designed uses its own robustness to eliminate uncertain nonlinearities of the system in this paper, and then on-line update of the uncertain parameters in real time to eliminate the influence of the system’s parametric uncertainties, thus ensuring the control performance of the system.

The organizational structure of this paper is as follows: The second part describes modeling and analysis, including system structure analysis, system model, mass flow linear compensation and multi-valve structure of discharging unit, the third part is the controller design, including duty cycle mapping scheme design and adaptive backstepping controller design. The fourth part is the experiments and analysis. Finally, conclusions are drawn in section “Conclusion”.

II. MODELLING AND ANALYSIS
A. SYSTEM STRUCTURE ANALYSIS
In order to analyze the relationship between the charging and discharging ability of the vacuum servo system shown in Fig.1. An analysis of the performance of system charging and discharging was performed in actual experimental results. In Fig.2, two different specifications of HSVs with the same series were used, MHE2-MS1H-3/2G-1/8K (V1) and MHE3-MS1H-3/2G-1/8K (V2). The nominal sizes of V1 and V2 were 2 and 3 mm, respectively. During the charging process, one V1 and one V2 valve were used in producing curve 1 and curve 2, respectively. During the discharging process, only V2 valves were used, with curves 3–6 showing the results for the use of one to four valves, respectively.

As shown in Fig.2, it can be seen that the charging speed of curve 1 and curve 2 are greater than the discharging speed of curve 3. In balancing the charging ability of the charging unit and the discharging ability of the discharging unit, asymmetry is obviously suppressed in curve 1 and curve 5 in Fig.2, due to the respective choice of the smaller nominal HSV size in the charging unit and an increase in the number of HSVs in the discharging unit, which weakened system charging ability and strengthened system discharging ability. The multiple-valve structure of the discharging unit can thus satisfy the requirement of choosing the combination modes of the flow area, and thereby enable the flexible optimization of the balance between charging and discharging abilities by the controller. Due to the limitation of the pumping ability of the vacuum pump, the chamber pressure change rate in curve 6 is approximately equal to that recorded in curve 5 [22].

Based on the above experimental analysis, in order to balance the charging ability of the charging unit and the discharging ability of the discharging unit. As shown in Fig. 3, a schematic diagram of the asymmetric structure of the vacuum servo system is obtained(the discharging unit includes three V2 valves, and the charging unit has only one V1 valve). The system consists of one vacuum pump (Edwards Nxds15i), a chamber (FESTO-80-0.8-SAS0.73V-0.8L), 4 HSVs, 2 pressure sensors (Setra 270-RoHS), solid-state relays (Advantech PCLD-786) and a computer including the data acquisition card (Advantech PCI-1716).

During the experiment, the computer gets the pressure signal and then converts the calculated control law u into a PWM signal to drive the solid-state relays through PWM technology. Finally, u turns into a pulse signal [U1, U2, U3, U4] of HSVs.
**B. SYSTEM MODEL**

In a vacuum servo system based on proportional/servo valves control, the charging and discharging process of the system are independent [13]. During the actual system operation, there is only a separate charging or discharging mode. By controlling the gas mass flow rate of input and output of the chamber, precise control of the pressure in the chamber is realized. However, due to the discontinuous flow output of the HSVs, the same structure as the proportional/servo valves control vacuum servo system can not achieve better control effects. For the principle sketch of vacuum servo system shown in Fig.4, this paper designs a charging/discharging cooperative working mode, which realizes the pressure control of the chamber by controlling the difference between the gas mass flow of the input and output of the chamber.

![Schematic diagram of asymmetric structure of vacuum servo system.](image1)

**FIGURE 3.** Schematic diagram of asymmetric structure of vacuum servo system.

![Principle sketch of vacuum servo system.](image2)

**FIGURE 4.** Principle sketch of vacuum servo system.

The mathematical model of the vacuum servo system includes gas source model, HSVs model, and the chamber model. It is assumed that the medium in the system is an ideal gas and satisfies the ideal gas state equation \( p = \rho RT \), gas transmission process in the system is an isentropic adiabatic process, and the adiabatic coefficient \( k \) is 1.4. The mathematical model of the chamber can be expressed as:

\[
\frac{dp}{dt} = \frac{kQ_mRT}{V} \tag{1}
\]

where \( p \) is the pneumatic pressure of the chamber, \( R \) represents the gas constant given by \( R = 287.1 \text{ Nmkg}^{-1}\text{K}^{-1} \), \( T \) is the temperature inside the chamber given by \( T = 293\text{K} \), \( V \) represents the volume of the chamber and \( V = 0.8\text{L} \). \( Q_m \) represents the difference between the gas mass flow rate of the input and output of the chamber and \( Q_m = Q_{m1} - Q_{m2} \). \( Q_{m1} \) and \( Q_{m2} \) indicate gas mass flow rate of charging and discharging unit respectively, they are described respectively as

\[
\begin{align*}
Q_{m1} &= 0.0404A_{cw} \frac{p_{atm}}{\sqrt{T}} f(p, p_{atm}) \\
Q_{m2} &= 0.0404A_{du} \frac{p}{\sqrt{T}} f(p, p_1)
\end{align*} \tag{2}
\]

where \( A_{cw}, A_{du} \) represent the effective cross-sectional areas of the HSVs of the charging and discharging units respectively. The positive pressure source is the ambient atmosphere given by \( p_{atm} = 101.325 \text{kPa} \), \( p_1 \) is the pressure in the intake of the vacuum pump.

\[
\begin{align*}
q_m &= 0.0404A \frac{P_1}{\sqrt{T}} f(p_1, p_2) \\
f(p_1, p_2) &= \begin{cases} 
\frac{1}{\sqrt{1 - \left(\frac{p_2}{p_1} - \sigma \right)^2}}, & p_2/p_1 > \sigma \\
1, & p_2/p_1 \leq \sigma
\end{cases}
\end{align*} \tag{3}
\]

where \( q_m \) represents the gas mass flow rate of the HSVs, \( \sigma \) is the critical pressure ratio given by \( \sigma = 0.26 \). \( A \) is the effective cross-sectional areas of the HSV given by \( A = \pi \alpha D x_0 \), and \( D \) is the diameter of valve port, \( x_0 \) is the spool displacement of the HSV, and \( \alpha \) represents the correction coefficient of the flow area of the valve port given by \( \alpha = 0.6 \) [36], \( p_1, p_2 \) are the upstream and downstream pressure of the HSVs, respectively. During the charging process, \( p_1 = p_{atm}, p_2 = p \) and during the discharging process, \( p_1 = p, p_2 = p_1 \).

The vacuum source contains the vacuum pump and the bellows. The mathematical model is as follows:

\[
\begin{align*}
\frac{dp_t}{dt} &= \frac{p_t S_v}{V_t} \left(1 - \frac{p_t}{p_v}\right) \\
Q_{mv} &= \frac{p_t S_v}{V_t} Q_{m2} - Q_{mv}
\end{align*} \tag{4}
\]

where \( p_t \) is the inlet pressure of the vacuum pump, \( S_v \) is the nominal pumping speed of the vacuum pump and \( S_v = 15.1 \text{m}^3/\text{h} \), \( p_v \) is the ultimate pressure of the vacuum pump and \( p_v = 0.7 \text{Pa} \). \( Q_{mv} \) is the pumping outflow of the vacuum pump and \( V_t \) is the volume inside the bellows given by \( V_t = 1.3 \text{L} \).

In the PWM-actuated HSVs controlled vacuum servo system, when the PWM signal output is 1, the flow area of the HSV is \( A_e (A_e = 1^\circ A) \) and the flow output is \( q_{mv} \). When the PWM signal output is 0, the flow area of the HSV is 0 \((A_e = 0^\circ A)\) and the flow output is 0. The gas mass flow rate of the input and output of the chamber is in the form of a discrete gas flow package. Thus, when the package of mass flow rate is transmitted much faster than the system’s own response characteristics within a period \( T_{pw} \), the system can approximate the average gas mass flow rate of the input and output in a continuous manner.
In a period $T_{\text{pwm}}$, the average gas mass flow rate $\bar{q}_m$ of the HSV is positively correlated with the average flow area $\bar{A}$, and the average flow area $\bar{A}$ is positively correlated with the spool duty cycle $d$. Therefore, the relationship between the average gas mass flow rate $\bar{q}_m$ and the spool duty cycle $d$ is as follows:

$$\bar{q}_m = 0.0404\pi \bar{A} \frac{p_1}{\sqrt{T}} f(p_1, p_2) d$$  \hspace{1cm} (5)

where $x_{\text{vm}}$ represents the ultimate displacement of the HSV’s spool. Thus, the average mass flow rates during the process of charging and discharging are described as:

$$\begin{cases} Q_m1 = 0.0404A_{\text{cu}} \frac{p_{\text{atm}}}{\sqrt{T}} f(p_{\text{atm}}, p) d_{\text{cu}} \\ Q_m2 = 0.0404A_{\text{da}} \frac{p}{\sqrt{T}} f(p, p_1) d_{\text{da}} \end{cases}$$  \hspace{1cm} (6)

where $d_{\text{cu}}$ and $d_{\text{da}}$ are the duty cycles for the process of charging and discharging, respectively.

Therefore, in a PWM cycle, the average mass flow rate in the chamber is described as:

$$\bar{Q}_m = \bar{Q}_{m1} - \bar{Q}_{m2}$$  \hspace{1cm} (7)

From the above formula, we can get the mathematical model of the system as:

$$dp \over dt = k \bar{Q}_m RT \over V$$  \hspace{1cm} (8)

### C. MASS FLOW LINEAR COMPENSATION

Although changes in HSV “on/off” operation would ideally take place instantly, the actual motion of the spool suffers from a delay. As shown in Fig.5, where $T_{\text{pwm}}$ is the period of one PWM cycle, $T_{\text{on}}$ is the high level of the input electrical signal in one PWM cycle, $T_{\text{son}}$ is the time that the HSV receives the electrical signal $U$ until the spool begins to move, $T_{\text{rise}}$ is the time that the spool begins to move until the HSV opens completely, $T_{\text{off}}$ is the time that the HSV loses the electrical signal $U$ until the spool begins to move back, and $T_{\text{fall}}$ is the time that the spool begins to move back until the HSV closes fully.

**FIGURE 5. HSV on-off characteristics.**

In order to eliminate the influence of the delay times $T_{\text{son}}$, $T_{\text{rise}}$, $T_{\text{off}}$ and $T_{\text{fall}}$ on HVSs, it is assumed that $T_{\text{rise}}$ is equal to $T_{\text{fall}}$, so that the corresponding gas mass flow rate is approximately equal and the gas mass flow rate at $T_{\text{rise}}$ or $T_{\text{fall}}$ is approximately half of that for a fully open HSV during the same time period. Since the average gas mass flow rate $\bar{q}_m$ of the HSV output is positively correlated with the average flow area $\bar{A}$. The method of flow output linear compensation is designed, which makes the average gas mass flow rate $\bar{q}_m$ of the HVSs output become approximately positively correlated with the PWM signal duty cycle $w$, and improves the control performance of the system.

In Fig.5, due to the delay characteristic of the spool, when the excitation voltage $U$ is actually applied, the spool cannot be started immediately because there is a certain delay. Studying the effect of the HSV’s delay on the average gas mass flow rate helps to improve the control performance of the vacuum servo system. Therefore, the simulation platform for relationship between duty cycle $w$ of PWM signal and average gas mass flow $\bar{q}_m$ of HSV is built as shown in Fig.6.

**FIGURE 6. Simulation platform for relationship between duty cycle of PWM signal and average gas mass flow rate of HSV.**

Through the simulation as shown in Fig.6, we can know the relationship between the duty cycle of PWM signal and average gas mass flow rate of HSV. HVSs’ parameters of the FESTO MHE3 series are substituted into the above simulation platform, including the delay times $T_{\text{son}} = 1.8\text{ms}$, $T_{\text{rise}} = 1\text{ms}$, $T_{\text{off}} = 1.3\text{ms}$ and $T_{\text{fall}} = 1\text{ms}$, and the spool ultimate displacement $x_{\text{vm}} = 1.5\text{mm}$. During the simulation, the upstream pressure and downstream pressure of the HSV are 100.325 kPa and 50 kPa, respectively, the sampling period is 0.1ms, and the PWM signal period is $T_{\text{pwm}} = 10\text{ms}$. The simulation results are as follows:

In Fig.7, it can be found that the average gas mass flow rate $\bar{q}_m$ of the HSV is not positively correlated with duty cycle $w$ of PWM signal. There are dead zones, nonlinear zone 1, 2 and saturated zone that are not easily controllable. Moreover, the flow gain between the linear intervals is inconsistent. In order to eliminate the above-mentioned effects of nonlinear characteristics, method of mass flow linear compensation is designed as follows:

Step 1, the combination of the nonlinear zone 1 and the linear zone 1 is called a nonlinear zone A, and the linear zone 3 and the nonlinear zone 2 are combined as a nonlinear zone B.

Step 2, reduce the duty cycle range $[0, w_{\text{on}}]$ of dead zone and nonlinear zone A to $[w_{\text{son}}, w_{\text{on}}]$, and the conversion formula is:

$$w_c = \frac{w_{\text{rise}}}{w_{\text{son}} + w_{\text{rise}}} w + w_{\text{son}}$$  \hspace{1cm} (9)
As shown in Fig.3, the charging unit adopts one V1 HSV and the discharging unit uses three V2 HSVs. Therefore, in order to establish relationship between the duty cycle \(d_\text{du} \) of the discharging unit and the duty cycles \(d_{V2,1}, d_{V2,2} \) and \(d_{V2,3} \) of three V2 HSVs. It is assumed that the discharging unit is a large valve, and the corresponding HSVs are sequentially activated according to the interval in which the duty cycle \(d_\text{du} \) is located. Therefore, the distribution algorithm of duty cycles of the discharging unit is designed as follows:

1. \( \text{if} \ (d_\text{du} > 0) \) and \( (d_\text{du} \leq \frac{1}{3}) \)
   \[ d_{V2,1} = 3d_\text{du}, \quad d_{V2,2} = d_{V2,3} = 0; \]
2. \( \text{if} \ (d_\text{du} > \frac{1}{3}) \) and \( (d_\text{du} \leq \frac{2}{3}) \)
   \[ d_{V2,1} = 1, \quad d_{V2,2} = 3 \left( d_\text{du} - \frac{1}{3} \right), \quad d_{V2,3} = 0; \]
3. \( \text{if} \ (d_\text{du} > \frac{2}{3}) \) and \( (d_\text{du} < 1) \)
   \[ d_{V2,1} = 1, \quad d_{V2,2} = 1, \quad d_{V2,3} = 3 \left( d_\text{du} - \frac{2}{3} \right); \]
4. \( \text{if} \ (d_\text{du} == 0) \)
   \[ d_{V2,1} = d_{V2,2} = d_{V2,3} = 0; \]
5. \( \text{if} \ (d_\text{du} == 1) \)
   \[ d_{V2,1} = d_{V2,2} = d_{V2,3} = 1; \]

The open-loop control of the multi-valves structure of the discharging unit is shown in Fig.9. Through the distribution algorithm, duty cycle \(d_\text{du} \) of the discharging unit is converted into the duty cycles \(d_{V2,1}, d_{V2,2} \) and \(d_{V2,3} \) of HSVs. According to the conversion relationship between the duty cycle \(d \) of HSVs and the duty cycle \(w \) of the PWM signal, so that the PWM signal duty cycle \(w_{V2,1}, w_{V2,2} \) and \(w_{V2,3} \) of HSVs are obtained.

The simulation results of multi-valves structure of discharging unit are as follows:

As shown in Fig.10(a), the HSVs of the discharging unit are sequentially activated in sequence. In Fig.10(b), the total average gas mass flow rate \( \bar{Q}_{m2} \) of the discharging unit is approximately positively correlated with the discharging unit duty cycle \(d_\text{du} \), but there is a flow fluctuation phenomenon at the circle mark in the figure. This is because the method of mass flow linear compensation cannot eliminate the quadratic functional relationship between the spool duty cycle \(d \) and the PWM signal duty cycle \(w \).

III. CONTROLLER DESIGN

A. DUTY CYCLE MAPPING SCHEME DESIGN

Because of the charging and discharging units of the vacuum servo system are independent, the charging/discharging cooperative working mode is adopted. It is necessary to design a duty cycle mapping scheme to convert the control signal \(u \) into duty cycles \(d_\text{cu} \) of the charging unit and \(d_\text{du} \) of the discharging unit of the vacuum servo system respectively. Therefore, the duty cycle mapping scheme is designed as shown in Fig.11:
control effect of the system. Then the uncertain parameters are identified by the on-line parameters updating of the adaptive law.

1) BACKSTEPPING CONTROLLER DESIGN
Establish a mathematical model of the vacuum servo system considering unmodeled dynamics and disturbances. Then, Eq. (8) can be rewritten in the following control form:

$$\frac{dp}{dt} = \frac{kQ_mRT}{V} + d_n + \tilde{d}_0$$

where \(d_n\) is the nominal value of unmodeled dynamics and disturbances, \(\tilde{d}_0\) is the high-frequency component of unmodeled dynamics and disturbances. Because of the nonlinear effect of the flow gain of HSV port, the relationship between the average gas mass flow rate of the actual chamber input and output is corrected as follows:

$$\bar{Q}_m = \lambda (\bar{Q}_{m1} - \bar{Q}_{m2})$$

where \(\lambda\) is the uncertain parameter of the average gas mass flow rate of the chamber, substitute Eq. (13) into (12), let \(x = p\), in order to facilitate subsequent controller design, set the parameter vector \(\theta = [\theta_1, \theta_2]^T\), where \(\theta_1 = \lambda\) and \(\theta_2 = d_n\), so that:

$$\dot{x} = \theta_1 kRT x + \bar{Q}_{m1} - \bar{Q}_{m2} + \theta_2 + \bar{d}_0$$

**Assumption 1:** The parametric uncertainties, nominal value of the unmodeled dynamics and disturbances of the system are all bounded, satisfying the following relationship:

$$\left\{ \begin{array}{l}
\theta \in \Omega_\theta = \{ \theta : \theta_{\text{min}} \leq \theta \leq \theta_{\text{max}} \} \\
|\lambda| \leq \lambda_{\text{max}}, |d_n| \leq d_{n_{\text{max}}}
\end{array} \right.$$  

where \(\theta_{\text{max}}, \theta_{\text{min}}\) are the maximum and minimum parameter vector, \(\lambda_{\text{max}}, d_{n_{\text{max}}}\) are the maximum values of the parameters \(\lambda\) and \(d_n\), respectively. Construct the Lyapunov energy function as follows:

$$V_1 = \frac{1}{2} e^2$$

where \(e\) is defined as the system tracking error given by \(e = x - x_d\), and \(x_d\) represents the reference command signal. After the time derivation of \(V_1\), Eq. (14) is substituted and obtained:

$$\dot{V}_1 = e \left[ \theta_1 kRT \bar{Q}_{m1} - \bar{Q}_{m2} + \theta_2 + \bar{d}_0 - \dot{x}_d \right]$$

in Eq.(17), define \(\tilde{Q}_d = \bar{Q}_{m1} - \bar{Q}_{m2}\) as the virtual control input of the system, and construct the desired value \(\bar{Q}_{ld}\) of \(\bar{Q}_d\):

$$\bar{Q}_{ld} = \bar{Q}_{lda1} + \bar{Q}_{lda2} + \bar{Q}_{lda1} + \bar{Q}_{lda2}$$

where \(\bar{Q}_{lda1}\) is the stable compensation item of the system, which uses the estimates set by uncertain parameters to improve and compensate the model. \(\bar{Q}_{lda2}\) is a fast dynamic compensation term, which is used to improve the system response speed and reduce the tracking error. \(\bar{Q}_{lda1}\) is a stable
feedback term of the system to ensure fast convergence of tracking error and robustness of the system. \(Q_{Lda1}\) is a fast robust feedback term for eliminating high-frequency component of unmodeled dynamics and disturbances. \(Q_{Lda1}\) and \(Q_{Lds1}\) are designed as follows:

\[
\begin{align*}
\dot{Q}_{Lda1} &= \frac{V}{\dot{\theta}_1 kRT} \left( -\dot{\theta}_2 + \xi_d \right) \\
\dot{Q}_{Lds1} &= -\frac{V}{\dot{\theta}_1 kRT} \psi e
\end{align*}
\]  

(19)

where \(\dot{\theta}_1, \dot{\theta}_2\) are estimates of \(\theta_1, \theta_2\) respectively, \(\Psi\) is the feedback gain of stable feedback term of the system and \(\Psi > 0\).

substituting the expressions of \(\dot{Q}_{Lda1}\) and \(\dot{Q}_{Lds1}\) into Eq. (17) can be obtained:

\[
\dot{V}_1 = -\psi e^2 + e^T \left( \dot{\theta}_1 \dot{Q}_{Lda2} + \dot{\theta}_1 \dot{Q}_{Lds2} \right) - \dot{\theta}_1 \alpha - \dot{\theta}_2 + \delta_0
\]

(20)

where \(\dot{\theta}_i = \dot{\theta}_i - \dot{\delta}_i, i = 1, 2, \dot{\delta}_i\) represents estimation error of the parameter \(\theta_i\). \(\alpha\) is the estimation error coefficient of \(\dot{\theta}_1\) given by \(\alpha = \frac{kRT}{\dot{\theta}_1} \). The \(-\dot{\theta}_1 \alpha - \dot{\theta}_2 + \delta_0\) term in the Eq. (20) concentrates the estimation error of the parameter vectors \(\dot{\theta}_1\) and \(\dot{\theta}_2\), it denotes the unmodeled dynamics and high-frequency component \(\delta_0\) of the disturbances. Split \(-\dot{\theta}_1 \alpha - \dot{\theta}_2 + \delta_0\) into a nominal value \(\xi\) and a high-frequency component \(\Delta\) as follows:

\[
\xi + \Delta = -\dot{\theta}_1 \alpha - \dot{\theta}_2 + \delta_0
\]

(21)

Using the fast dynamic compensation term \(\dot{Q}_{Lda2}\) to compensate the nominal value \(\xi\) and designed \(\dot{Q}_{Lds2}\) expression is as follows:

\[
\dot{Q}_{Lda2} = -\frac{V}{\dot{\theta}_1 kRT} \xi
\]

(22)

where \(\xi\) is the estimate of the fast dynamic compensation coefficient of the system. Substituting the Eq. (21) and Eq. (22) into the Eq. (20) can be obtained:

\[
\dot{V}_1 = -\psi e^2 + e^T \left( \dot{\theta}_1 \dot{Q}_{Lda2} \right) - \dot{\theta}_1 \alpha - \Delta - \tilde{\xi}
\]

(23)

where \(\tilde{\xi}\) is the estimation error of the fast dynamic compensation coefficient \(\xi\). There exist a boundary in Eq. (23), and the boundary is set as:

\[
h(x, t) = |\theta_1 M| \alpha | + |\theta_2 M| + d_0 M
\]

(24)

where \(\theta_1 M\) is the difference between the upper and lower bounds of the estimate of \(\theta_1\) is denoted as \(\theta_1 M = \dot{\theta}_1_{\text{max}} - \dot{\theta}_1_{\text{min}}\), \(\theta_2 M\) is the difference between the upper and lower bounds of the estimate of \(\theta_2\) is denoted as \(\theta_2 M = \dot{\theta}_2_{\text{max}} - \dot{\theta}_2_{\text{min}}\), and \(d_0 M\) is the absolute value of the maximum value of the high-frequency component of the uncertain nonlinearities given by \(d_0 M = |\delta_0_{\text{max}}|\). After using the continuous smooth sliding mode control strategy, the fast robust feedback term \(\dot{Q}_{Lds2}\) of the system to be determined can further weaken the influence of \(\Delta - \tilde{\xi}\), designed as:

\[
\dot{Q}_{Lds2} = -\frac{V}{\dot{\theta}_1 kRT} \frac{h^2(x, t)}{4\delta} e
\]

(25)

where \(\delta\) is the boundary layer thickness set by the fast robust feedback term \(\dot{Q}_{Lds2}\) of the system to be determined. Substituting the Eq. (24) and Eq. (25) into the Eq. (23) can be obtained:

\[
\dot{V}_1 = -\psi e^2 + e^T \left( \dot{\theta}_1 \dot{Q}_{Lda2} \right) - \dot{\theta}_1 \alpha - \Delta - \tilde{\xi} = -\psi e^2 + e^T \left( \dot{\theta}_1 \dot{Q}_{Lda2} \right) - \dot{\theta}_1 \alpha - \Delta - \tilde{\xi}
\]

(26)

As can be seen from Eq. (26), if the control system must be progressively stable, then \(\dot{V}_1\) must be greater than 0, and the converge to the sphere \(\eta \leq \sqrt{\frac{3}{\psi}}\). Combining Eq. (17), Eq. (20), Eq. (21) and the expected value \(\dot{Q}_{Ld}\) is:

\[
\dot{Q}_{Ld} = \frac{V}{\dot{\theta}_1 kRT} \left( -\dot{\theta}_2 + \xi_d \right) - \dot{\xi} - \left( h^2(x, t) + \frac{4\delta}{h^2(x, t)} \right) e
\]

(27)

Combining Eq. (27) with the duty cycle mapping scheme as shown in Fig. 9 and the control law \(u\) can be obtained as:

\[
u = \frac{2 \frac{V}{\dot{\theta}_1 kRT} \left( -\dot{\theta}_2 + \xi_d \right) - \dot{\xi} - \left( h^2(x, t) + \frac{4\delta}{h^2(x, t)} \right) e}{Q_1 - Q_2}
\]

(28)

2) DISCONTINUOUS PROJECTION MAPPING

The \(\dot{\theta}_1\) term in the parametric estimation error varies with the system operation and is not a stable value. In order to compensate \(\dot{\theta}_1\) quickly, it is necessary to follow the system operation and change \(\dot{\xi}\) in Eq.(22) to improve the response speed of the system and ensure the tracking performance of the system. Based on the tracking error \(e\), an adaptive function is designed, where the discontinuous projection is:

\[
\dot{\xi} = \text{Proj}_v(\dot{\xi}) \begin{cases} 0 & \text{if } \xi = \xi_{\text{max}} \text{ and } v > 0 \\ 0 & \text{if } \xi = \xi_{\text{min}} \text{ and } v < 0 \\ v & \text{otherwise} \end{cases}
\]

(29)

where \(v\) is the adaptive law of the fast dynamic compensation coefficient \(\xi\). \(\xi_{\text{max}}\), \(\xi_{\text{min}}\) is the maximum and minimum estimate of \(\xi\) respectively. In Eq.(29), the discontinuous standard projection function is used to design the boundary constraint on the estimate of the fast dynamic compensation coefficient \(\xi\), so that the parameter \(\xi\) after iteration is made within a preset range, and the parameter estimates is guaranteed to be in a stable range.

Furthermore, in Eq.(28), the uncertain parameters \(\theta_1\) and \(\theta_2\) use a constant estimate, and when the estimate is reasonable, a good control effect can be obtained. But when the
uncertain parameters change during the operation, constant estimates will make it difficult to ensure consistent control performance. Therefore, in order to inhibit the influence of parametric uncertainties, the adaptive law is used to update the estimates online. Based on the error feedback design method, the adaptive law of the uncertain parameter estimates is:

$$\dot{\hat{\theta}}_i = \text{Sat}(\hat{\theta}_{IM}, \Pr \omega_{ij} (\Gamma \gamma)), \quad i = 1, 2 \quad (30)$$

where $\Gamma = \text{diag}(\rho_1, \rho_2)$ is matrix of the adaptive law, and the parameters $\rho_1$ and $\rho_2$ in the positive definite diagonal matrix determine the updating rate of the uncertain parameters $\theta_1$ and $\theta_2$. $\gamma$ is matrix of the adaptive function given by $\gamma = [\gamma_1 \gamma_2]^T$. $\hat{\theta}_{IM}$ is the maximum value of the update speed of the uncertain parameters $\theta_1$ and $\theta_2$. $\text{Sat}(\bullet)$ function limits the update speed of the uncertain parameters $\theta_1$ and $\theta_2$ using a saturation function. To ensure the stability of the adaptive control rate, the uncertainties of the system should be bounded, namely Assumption 1. The discontinuous projection is defined as:

$$\Pr \omega_{ij} (\Gamma \gamma) = \begin{cases} 0, & \hat{\theta}_i = \theta_{i\text{max}} \text{ and } \Gamma \gamma > 0 \\ 0, & \hat{\theta}_i = \theta_{i\text{min}} \text{ and } \Gamma \gamma < 0 \\ \Gamma \gamma, & \text{otherwise} \end{cases} \quad (31)$$

$$\text{Sat}(\hat{\theta}_{IM}, \Pr \omega_{ij} (\Gamma \gamma)) = s \Pr \omega_{ij} (\Gamma \gamma), \quad s = \begin{cases} 1, & \|\Gamma \gamma\| \leq \hat{\theta}_{IM} \\ \frac{\hat{\theta}_{IM}}{\|\Gamma \gamma\|}, & \|\Gamma \gamma\| > \hat{\theta}_{IM} \end{cases} \quad (32)$$

During the on-line update process, the estimates exceed the actual boundary, which will cause instability of the system. Therefore, limiting the boundary of estimates with discontinuous projection mapping. At the same time, in order to prevent the instability of the system caused by the excessive update rate of the estimates, the saturation function is used to limit the update speed of the parameter estimates. Based on the Lyapunov energy function, construct the following function below:

$$V_2 = V_1 + \frac{1}{2} \frac{\dot{\hat{\theta}}_1^2}{\rho_1} + \frac{1}{2} \frac{\dot{\hat{\theta}}_2^2}{\rho_2} \quad (33)$$

After differentiating Eq. (33), then:

$$\dot{V}_2 = -\psi e^2 + e \left[ -\frac{h^2(x, t)}{4\delta} e + \Delta - \tilde{\xi} \right]$$

$$+ \hat{\theta}_1 \left( \frac{1}{\rho_1} - \alpha e \right) + \hat{\theta}_2 \left( \frac{1}{\rho_2} - e \right) \quad (34)$$

In order to make $\dot{V}_2$ less than 0, the expressions of $\hat{\theta}_1$ and $\hat{\theta}_2$ are designed as follows:

$$\begin{cases} \dot{\hat{\theta}}_1 = \rho_1 \alpha e \\ \dot{\hat{\theta}}_2 = \rho_2 e \end{cases} \quad (35)$$

Bringing the Eq. (35) into the Eq. (34), you can get:

$$\dot{V}_2 = -\psi e^2 - \frac{1}{4\delta} (h(x, t) e - \delta)^2 \leq -\psi e^2 + \delta \quad (36)$$

From Eq. (36), the system is stable and the tracking error will converge to the sphere $e \leq \sqrt{\frac{\delta}{\psi}}$.

3) ANALYSIS OF DESIGN PARAMETERS
The Eq. (36) is transformed:

$$V_2(t) \leq e^{-\psi t} V_2(0) + \frac{\delta}{2\psi} (1 - e^{-\psi t}) \quad (37)$$

It can be seen from equations (36) and (37) that the larger the feedback gain $\psi$, the smaller the boundary layer thickness $\delta$, the smaller the steady-state error of the system, and the shorter the response time of the transition process. Then it can be known from Eq.(14) and Eq.(18):

$$\dot{e} = - \left( \psi + \frac{h^2(x, t)}{4\delta} \right) e + \left( -\hat{\theta}_2 - \hat{\theta}_1 \frac{kRT}{V} Q_{ld} + \tilde{a}_0 - \tilde{\xi} \right) \quad (38)$$

Let $D = \left( -\hat{\theta}_2 - \hat{\theta}_1 \frac{kRT}{V} Q_{ld} + \tilde{a}_0 - \tilde{\xi} \right)$, the transfer function between $e$ and $D$ can be obtained as follows:

$$\frac{E(s)}{D(s)} = \frac{1}{s + \left( \psi + \frac{h^2(x, t)}{4\delta} \right)} = \frac{1}{\left( \psi + \frac{h^2(x, t)}{4\delta} \right) + 1} \quad (39)$$

Obviously, the relationship between $e$ and $D$ can be regarded as the inertia link. The larger the feedback gain $\psi$ and the smaller the boundary layer thickness $\delta$, the larger the cut-off frequency of the system, the weaker the ability to inhibit the high-frequency dynamics of the system uncertainties. Due to the cut-off frequency of the system is higher, the chattering of the response signal is more serious, which is easy to cause instability of the system. The smaller the feedback gain $\psi$ and the smaller the boundary layer thickness $\delta$, the smaller the cut-off frequency, the stronger the attenuation of the high-frequency dynamics, and it can inhibit the chattering of the system, while weaken the responsiveness of the system.

IV. EXPERIMENTS AND ANALYSIS
A. EXPERIMENTAL SETUP
The photograph of the experimental setup is shown in Fig.12. The pneumatic pressure in the chamber (FESTO-80-0.8-SAS0.73 $V = 0.8L$) is used as the controlled
Objective. Two high-precision pressure sensors (Setra 270-RoHS) are used to measure the vacuum pump inlet pressure and the chamber pressure respectively. The charging and discharging units of the system are independent, where in the charging unit uses one V1 HSV (MHE2-MS1H-3/2G-1/8K), and the discharging unit adopts three V2 HSVs (MHE3-MS1H-3/2G-1/8K). The control-data acquisition system including a computer and a high-speed data acquisition card (PCI-1716), which collects the pressure values of the two sensors and generates a PWM signal to drive the solid-state relays (PCLD-786) to control the state of the HSVs.

B. COMPARATIVE EXPERIMENTS

In order to verify whether ABC strategy can guarantee the stability of dynamic vacuum pressure tracking in higher frequency range, the comparision experiments are conducted by using the SMC strategy and ABC strategy in this paper.

1) INTRODUCING THE DESIGN OF SMC

In combination with Eq.(1)-(8) and the duty cycle mapping scheme shown in Fig.11.

\[
\frac{dp}{dt} = \frac{kRT}{V} \begin{pmatrix}
0.0404 P_{\text{atm}} & S_{\text{cuf}} (p_{\text{atm}}, p) (0.5u + 0.5) \\
0.0404 & -S_{\text{duf}} (p, p_t) (-0.5u + 0.5)
\end{pmatrix}.
\]

Eq.(40) was transformed into the standard relation of sliding mode variable structure: \( \dot{x} = \xi + bu \), in which \( \xi \) and \( b \)
The sliding mode switching surface $S$ of the system is designed, as shown in Eq. (42)

$$ S = e + 2z \int_0^t ed\tau + z^2 \int_0^t \int_0^t ed\tau $$  \hspace{1cm} (42)

In the Eq. (42), $e$ was the tracking error of the system, where $e = p - p_d$, and $p_d$ is the system command signal, $z$ was the positive definite gain and $z > 0$.

After deriving Eq.(42), take Eq.(41) into:

$$ \dot{S} = \xi + bu - \dot{p}_d + 2z e + z^2 \int_0^t ed\tau $$  \hspace{1cm} (43)

where $u$ was the controller output. Because the system modeling is imprecise, the functions $\xi$ and $b$ in Eq.(41) are not accurate, but the upper and lower bounds of the variation range of the functions $\xi$ and $b$ are bounded function on $p$.

In practice, the estimated values $\hat{\xi}$ and $\hat{b}$ of $\xi$ and $b$ are used instead, and the requirements are as follows:

$$ \begin{align*}
|\xi - \hat{\xi}| &< F, \quad F = F(e, \dot{e}) \\
\hat{b} &> \sqrt{b_{\text{min}} b_{\text{max}}} 
\end{align*} $$  \hspace{1cm} (44)

In the Eq.(44), the estimation error of $F$ was the error of $\xi$, which was the function of the error $e$ and its differential. $b_{\text{min}}$, $b_{\text{max}}$ are the minimum and maximum values of $b$, respectively.

In the ideal case, when the system is in sliding mode motion, the system’s motion trajectory finally converges to
the switching plane $S = 0$ and $\dot{S} = 0$. At this time, the system’s equivalent control law of Filippov [27] can be obtained as follows:

$$u_{eq} = -\dot{\xi} + \dot{p_d} - 2\xi e - \xi^2 \int_0^t ed\tau \quad (45)$$

In order to meet the requirements of variable structure, a discontinuous term needs to be added to Eq.(45), so the system control law $u$ is shown by Eq.(46).

$$u = \dot{b}^{-1} \left( -\dot{\xi} + \dot{p_d} - 2\xi e - \xi^2 \int_0^t ed\tau - KS\text{Sign}(S) \right) \quad (46)$$

In the formula, $K$ is a time-varying robust gain parameter to ensure that the system quickly converges to the switching plane $S = 0$.

$$K \geq \beta (F + \eta) + |\beta - 1| |u_{eq}| \quad (47)$$

In the formula, the parameter $\beta$ satisfies $\beta = (b_{max}/b_{min})^{1/2}$, and the parameter $\eta$ is a positive definite parameter, which represents the convergence time, and satisfies:

$$\frac{1}{2}\frac{d}{dt}S^2 \leq -\eta |S| \quad (48)$$

In order to improve the control accuracy of the system, the chatter phenomenon caused by the $\text{Sign}$ function in Eq.(46) needs to be suppressed. The saturation function $\text{Sat}$ is used instead of the $\text{Sign}$ function to smooth the output of the controller and reduce the chattering phenomenon. After the introduction of the boundary layer $\phi$, the boundary layer continually changes the original variable structure, and the discontinuity of the control rate $u$ will be reduced to the neighborhood near the sliding mode switching surface $[-\phi, \phi]$. The relationship between the modified control law and the saturation function is shown in Eq.(49) and (50), respectively:

$$u = \dot{b}^{-1} \left( -\dot{\xi} + \dot{p_d} - 2\xi e - \xi^2 \int_0^t ed\tau - KS\text{Sign}(S/\phi) \right) \quad (49)$$

$$\text{Sat}\left(\frac{S}{\phi}\right) = \left\{ \begin{array}{ll} \text{Sign}\left(\frac{S}{\phi}\right), & |S| > \phi \\ \frac{S}{\phi}, & |S| \leq \phi \end{array} \right. \quad (50)$$

2) ANALYSIS OF EXPERIMENTAL RESULTS

In the experiment, the carrier frequency of the PWM is set to 100Hz, and the sampling frequency is set to 1000Hz. The reference signal for tracking is the sinusoidal curve with an amplitude 300Pa, a frequency of 1Hz, 2Hz, 3Hz, 4Hz, and the pressure working points are 30kPa, 20kPa, and 10kPa, respectively.

The SMC parameters are set as $\zeta = 0.01$, $\eta = 1$, $\phi = 100$ and the initial values of $b_{max}$ and $b_{min}$ are 10 and 0.1, respectively. Those of ABC strategy are set to: $\theta_1(0) = 1.65$, $\theta_2(0) = -55$, $\theta_1 \in [0.1, 1.8]$, $\theta_2 \in [-60, -10]$, $\psi = 50$, $\delta = 400$, $\xi(0) = 0$, $\xi \in [-100, 100]$, $v = 10$, $d_{\phi M} = 10$, $\rho_1 = 0.001$, $\rho_2 = 1$. The air supply pressure is the ambient pressure in the experiments. The experimental results are shown in Fig.13, Fig.14 and Fig.15. The amplitude ratio and phase error are shown in Table 1. The reference signal is abbreviated to Ref, amplitude ratio and phase difference are abbreviated to AR and PD, respectively. The amplitude ratio(AR) is the ratio of the amplitude of the command signal and the response signal, and the phase difference(PD) is the ratio of the phase difference of the command signal and the response signal. Theoretically, the smaller the amplitude ratio and the phase difference, the better the tracking performance.

It can be seen from Fig.13 that when the tracking frequency is 1-2Hz, the response signals of SMC and ABC both have good tracking performance. However, when the tracking frequency reaches 3-4Hz, the response signal of SMC shows a severe hysteresis when the frequency increases, while the ABC strategy maintains a good tracking performance and achieves much better performance than the SMC. As shown in Fig.14 and 15, the same phenomenon as in Fig.13 becomes increasingly apparent when the pressure working point decreases. Furthermore, when the frequency is 2Hz, SMC also shows severe amplitude error and hysteresis, while the control performance with ABC strategy is basically consistent.

To better illustrate that ABC has better tracking performance than SMC, the amplitude ratio (AR) and phase difference (PD) of SMC and ABC are shown in Table 1. It can

| TABLE 1. Comparison of control effect between SMC and ABC strategy. |
|-----------------------------|-----------------------------|-----------------------------|-----------------------------|
|                            | AR (%) | PD (°) | AR (%) | PD (°) | AR (%) | PD (°) |
|-----------------------------|--------|--------|--------|--------|--------|--------|
| Working point frequency    | 30kPa  | 20kPa  | 10kPa  |
| 1Hz                        | 1.36/0.63 | 3.64/0.31 | 2.58/1.13 | 3.17/0.17 | 2.62/1.22 | 3.44/0.20 |
| 2Hz                        | 0.5/1.06 | 5.59/1.26 | 3.44/2.48 | 10.02/2.81 | 7.04/4.31 | 10.5/3.46 |
| 3Hz                        | 0.22/2.55 | 9.40/0.33 | 3.78/0.69 | 14.56/3.57 | 4.93/2.24 | 12.77/3.88 |
| 4Hz                        | 2.54/6.9 | 11.43/0.63 | 4.6/0.54 | 15.26/4.79 | 2.95/0.32 | 16.14/5.35 |

Note: amplitude ratio and phase difference are abbreviated to AR and PD, respectively.
be concluded from Table 1 that when the tracking frequency is 1 Hz, with pressure working points from 30kPa to 10kPa, the increase of AR of SMC strategy is much larger than that of ABC strategy. Furthermore, as the tracking frequency increases, such as the pressure working point at 20 kPa, the tracking frequency is from 1 Hz to 4 Hz, it can be concluded from Table 1 that the PD of the SMC strategy sharply deteriorates.

As shown in Fig.16, it illustrates the update of the parameters $\hat{\theta}_1$ and $\hat{\theta}_2$ of the ABC strategy when the pressure working point is 30kpa. The parameters $\hat{\theta}_1$ and $\hat{\theta}_2$ are updated online by the adaptive law to inhibit the influence of parametric uncertainties. The parameter $\hat{\theta}_1$ decreases to a certain position and then converges, while the parameter $\hat{\theta}_2$ increases to a certain position and then converges. The advantages of online update of the uncertain parameters ensure that the ABC strategy can handle the effects of parametric uncertainties in the system under different conditions.

### V. CONCLUSION

In this paper, HSVs are used instead of expensive proportional/servo valves as the control components of the vacuum servo system for exploring new control structure. However, due to the delay characteristics of HSVs, the average gas mass flow rate of the HSV has dead zone, saturated zone, and nonlinear zone. Therefore, based on the linear transformation idea, the method of flow linear compensation is designed, so that the average gas mass flow rate of the HSV is approximately positively correlated with the duty cycle of the PWM signal.

In order to balance the charging ability of the charging unit and the discharging ability of the discharging unit, an asymmetric structure is adopted (the discharge unit consists of 3 HSVs and the charging unit has only 1 HSV). The relationship between the duty cycle $du$ of discharging unit and the spool duty cycle $dv_{21}$, $dv_{22}$, and $dv_{23}$ of discharging unit’s HSVs is established by the distribution algorithm. The open-loop simulation results show that the average gas mass flow rate $Q_{m2}$ of the discharging unit is approximately positively correlated with the duty cycle $du$ of the discharging unit.

Moreover, the actual vacuum servo system is a nonlinear uncertain system due to the air compression and system leakage. Therefore, an ABC strategy is designed. The robustness of the strategy is used to eliminate the unmodeled dynamics and external disturbances of the system, while the on-line update function of adaptive law is used to inhibit the influence of system’s parametric uncertainties. Compared with the experimental results of the SMC strategy, the experimental results show that when the tracking frequency reaches 3-4Hz, the response signal of the ABC strategy will not appear hysteresis. Furthermore, results show that the ABC strategy shows better stable control effect and dynamic tracking performance than SMC strategy. In the tracking process of setting pressure, the ABC strategy can ensure good tracking performance with fast response and high robustness for the vacuum servo system.
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