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Abstract

Online social media has recently irrupted as the last major venue for the propagation of news and cultural content, competing with traditional mass media and allowing citizens to access new sources of information. In this paper, we study collectively filtered news and popular content in Twitter, known as Trending Topics (TTs), to quantify the extent to which they show similar biases known for mass media. We use two datasets collected in 2013 and 2014, including more than 300,000 TTs from 62 countries. The existing patterns of leader-follower relationships among countries reveal systemic biases known for mass media: Countries concentrate their attention to small groups of other countries, generating a pattern of centralization in which TTs follow the gradient of wealth across countries. At the same time, we find subjective biases within language communities linked to the cultural similarity of countries, in which countries with closer cultures and shared languages tend to follow each other’s TTs. Moreover, using a novel methodology based on the Google News service, we study the influence of mass media in TTs for four countries. We find that roughly half of the TTs in Twitter overlap with news reported by mass media, and that the rest of TTs are more likely to spread internationally within Twitter. Our results confirm that online social media have the power to independently spread content beyond mass media, but at the same time social media content follows economic incentives and is subject to cultural factors and language barriers.

Introduction

Since the existence of online social media, citizens around the world use it to communicate beyond mass media blackouts. For example, IRC channels served as a way for individuals to report news in 1991 during the media blocks in the Soviet Union coup de etat and in the Gulf War [1]. The growth of social media use in developed societies allowed individuals to take one step further, organizing actions and spreading relevant information around their environment.
One example of such emergence of coordination away from mass media are the actions of the Anonymous group [2], which in 2008 organized demonstrations and produced reports against the Church of Scientology. More recently, the widespread adoption of social media around the world has triggered events that were reported by individuals beyond media blockages, including actions of social movements like the Spanish Indignados [3], the Gezi protests in Turkey [4], and the revolutions during the Arab Spring [5].

While social media are clearly relevant for news and culture, there are still many open questions about the potential, role, limitations, and biases of online social media. Social media overcome some limitations of traditional mass media that are commonly attributed as sources of biases. First, the cost to set up an information channel in social media is negligible, allowing individual users to become information channels themselves. This overcomes the ownership barrier of traditional media [6] and potentially weaken biases related to information centralization. Second, social media have the potential of a very broad and deep coverage of all kinds of content, allowing any information to be found, reported, and eventually attract collective attention. But such potential might not necessarily be realized, in particular when information overloads and misinformation spread due to the communication brevity and informality of many social media platforms. In addition, social media are not free of the influence of other biases that can limit their transparency and coverage. For example, a major part of the funding in social media comes from advertising strategies, in which the product is the attention of users and not the reported content [7]. Furthermore, social media are not isolated communities, and traditional mass media biases can potentially resonate in each social medium. A recent example of selective reporting in both mass and social media is the reaction to the Charlie Hebdo shootings in January 2015, which received an extremely large attention share in comparison to similar attacks against freedom of speech in former Yugoslavia or the Middle East [8].

The selection and content of centralized media can be affected by subjective and/or systemic biases. Subjective biases operate at the level of the individual information of the reporter, during the evaluation of the informativeness in the context of current events [9]. Since online media content is collectively curated by large groups of Internet users, other subjective biases can emerge from shared values [10], information overloads [11], and cultural preferences [12]. Systemic biases operate at a mesoscopic level, creating patterns that cannot be observed at the level of a news piece or a journalist, but can be observed at larger scales when sufficient content is analyzed [6]. In the context of international news, there is no evidence that can attribute these biases to supranational power structures [13], but incentive mechanisms can bias mass media through economic and social forces [6, 14]. Examples of empirically tested presence of these systemic biases relate them to the increase of reporting with Gross Domestic Product (GDP) of the country where news originate [15], and its decrease with geographical distance [16] and political stability [17]. This theory is still applicable to online social media as part of a larger medium that also includes traditional mass media.

With respect to social media, previous works focused either on individual biases in news sharing [18–20], or on social and geographical factors or content sharing relevant to viral marketing and information technologies [21–23]. Within this context of individual behavior, the concept of algorithmic biases in personalization [24] add a complementary view to our collective analysis on systemic and subjective biases. Algorithmic biases are often related to the filter bubble [25], a phenomenon that creates echo chambers [26] that build on already existing individual confirmatory biases [27]. While such concept can be linked to polarization phenomena [28], we focus on testing the economic and cultural factors hypothesized by the theories of media biases. Our approach covers a wider spectrum of online social media, in which not only breaking news play a role, but also popular content like gossip, cultural trends, and fashion define the information that is considered relevant and consumed across societies.
In a formal sense, we analyze collective information filters, which contain selected information of temporal relevance that gains special visibility in a centralized communication channel [29]. While the datasources for mass media are defined by newspapers, magazines, and television programs, such content in online social media appears in link sharing communities, like Reddit [30], and aggregation mechanisms in microblogging platforms. In this article, we focus on Twitter Trending Topics (TTs), which serve as a global filtering mechanism for Twitter users to select which content is relevant and when. This way, TTs serve as a centralized channel of communication from many to many, serving the purpose of central media within Twitter due to the public interest, temporal component, and global reach of TTs through the Twitter interface. We present our study of media biases in TTs in two large-scale datasets from 2013 and 2014, detecting temporal patterns of TT appearance that reveal the network of media influence across countries. Based on that network, we perform a confirmatory analysis to test systemic and subjective biases in social media, and an exploratory analysis on the relation between TTs and mass media.

Materials and Methods

Data on Trending Topics

We gathered a dataset of Local TTs in Twitter: Phrases or words that appear in Twitter at a much higher frequency than the rest in a certain country during a short period of time. Local TTs serve as crowdsourced aggregators of recent topics of high relevance and popularity, filtering the activity of a country through a centralized channel of temporally relevant information. Among the information provided by its REST API, Twitter provides the list of 10 Local TTs at query time in a given location (e.g., a country). We retrieved the list of TTs at all the available countries in an automated fashion, gathering the list of Local TTs for each country every 5 minutes, which is the interval used by Twitter to update the list of TTs [31].

We executed our retrieval software in two study periods: February 20th to May 20th, 2013 and April 14th to July 4th, 2014. During each study period, we collected information on all available countries with Local TTs provided by the API, which amounts to 35 countries (identified by their ISO-3166 codes) in the first period and 62 countries in the second one (including the 35 previous ones). The first study period produced a dataset of more than 112,000 Local TTs and the second period a set of more than 188,000 TTs. We refer to these datasets as TT-2013 and TT-2014, respectively, and are publicly available at [32]. Finally, it is worth noting that our data collection methodology is compliant with Twitter’s terms of Use and Service [33]. Moreover, since we are able to collect all TTs for every available country at a rate equal to the TTs’ update interval configured by Twitter, we conclude that there is no bias in the obtained results due to the data collection methodology.

Data on demographic, economic, and cultural factors

For each of the 62 countries, we collect a dataset to quantify variables that are subject to induced biases in the appearance of TTs. We measure the wealth of a country through its GDP using purchasing power parity rates as reported by the World Bank statistics of 2010 (data on purchasing power parity from Argentina during the study period is not available in the World Bank). We also obtain the most recent directed migration statistics, from 2000, between each pair of countries from the World Bank database. For each country, we set its timezone as the UTC offset in winter time of the largest city as reported by Wikipedia. Furthermore, we also extract from Wikipedia a list of official and national languages in each country.

We quantify the culture of each country c using the four principal cultural dimensions of Hofstede’s model [10]: power distance \( p_c \), individualism \( i_c \), masculinity \( m_c \), and uncertainty
avoidance $u_c$. Our intention applying Hofstede’s dimensions is not to explore the role of any particular aspect of culture, but to quantify the distance between cultures as an aggregate of the differences in the shared values of two societies. While some countries are not included in Hofstede’s dataset, 31 countries from TT-2013 and 43 countries from TT-2014 are present.

Detecting mass media influence in Twitter

We developed a method to determine if a TT appearing in country $c$ at a given date $d$ is related to content reported in traditional mass media (e.g., a newspaper). If a TT is related to at least one mass media item in the country $c$ during a time window of $d\pm N$ days, we consider the TT as External, and Internal to Twitter if it did not appear in mass media. We use Google News to detect if a TT is reported in the mass media of the country, querying for certain terms related to the TT for the interval of $N$ days before and after the TT emerged. We apply this method to the TTs of four countries (US, ES, CA and GB) collected over a period of time of 1 month between April and May, 2014. Furthermore, we consider a time window of 5 days ($N=2$) around the appearance of the TT. More technical details on this method and its validation are provided in S1 Text.

Results

Leader-Follower structures

The temporal sequence of appearance of Local TTs allows us to analyze the structure of leader-follower relationships among countries in Twitter. This type of relationship constitutes a media bias in which the temporal patterns of news and popular content are a manifestation of an alignment of incentives, rather than a causal relationship. Herman and Chomsky detail this kind of bias in their Propaganda model [6], operationalizing it as a sourcing filter in which some sources are overlooked, distorting the information presented to the public. Thus, leader-follower relationships can appear without a hidden power that manipulates media outlets in different countries; they can be the product of a set of shared interests that create ordered patterns where content originates and where it is consumed afterwards.

We detect leader-follower relationships among countries through the ordering of the appearance of Local TTs. If such relationship exists, there will be a tendency for Local TTs to appear in the leader country before they emerge in the follower country. Thus, we take into account in our analysis the events in which a Local TT appears in country $C_i$ at time $t_i$ and later in country $C_j$ at time $t_j > t_i$. To test if these temporal sequences are not the product of independent events unrelated to leader-follower relationships, we apply the model of priority processes and bursty patterns in queue theory [34, 35]. If Local TTs appear in pairs of countries by chance, as the result of independent phenomena, the time intervals between the appearances $\Delta t$ will follow an exponential distribution $P(\Delta t) \sim \lambda e^{-\lambda \Delta t}$ as the result of decoupled Poisson processes. On the other hand, if the appearances of Local TTs are correlated in time, the time sequence will make the distribution of $\Delta t$ to follow a power-law $P(\Delta t) \sim \Delta t^{-\alpha}$ [35]. The exponent $\alpha$ of this power-law is characteristic of which kind of dynamics produce the correlation. The case of $\alpha = 2.5$ corresponds to exogenously triggered dynamics in which external events produce the TTs [36]; $\alpha = 1.5$ indicates an endogenous process with leader-follower relationships with infinite queues; and $\alpha = 1$ to the same process but with finite queues [35]. This kind of temporal patterns are known to appear in communication processes, including the correspondence of Einstein and Darwin [34], e-mail communication [35], chatroom interaction [37], and Twitter dialogues [38].

The left panel of Fig 1 shows the distributions of times between the appearance of TTs in different countries $P(\Delta t)$, for both TT-2013 and TT-2014 datasets. To test the alternative
hypotheses of the existence or nonexistence of correlations between TTs appearances, we fit power-law and exponential distributions through maximum likelihood and the Kolmogorov-Smirnov criterion \cite{39} (more details in the S1 Text). The resulting theoretical distributions are plotted in Fig 1, suggesting that a power-law fit is better than the exponential alternative. Log likelihood ratio tests \cite{40} between the exponential and power-law models give significant estimates of 198.22 (TT-2013) and 293.03 (TT-2014), providing very strong support to reject the independent events hypothesis, in favor of the hypothesis that the appearance of TTs follows a correlated process. We further test this conclusion by shuffling the TTs cooccurrence data, permuting the timestamps of appearance of each TT in leader and follower countries. This way, we randomize the pairs, but keep the empirical properties of the distributions of TT appearance in each country. The probability of finding a short interval between the appearance of TTs in this ancillary dataset are much lower than in the empirical distribution, as shown in the left panel of Fig 1. Furthermore power-law fits fail in comparison to exponential fits, allowing us to conclude that the empirical shape of $P(\Delta t)$ is far from random.

The exponent of the fits are $\alpha_{TT-2013} = 1.00005\pm10^{-6}$ and $\alpha_{TT-2014} = 1.004\pm10^{-5}$, indicating that the process of TTs appearance is not due to exogenous factors but depends on leader-follower relationships with finite queues \cite{35}. This also indicates that countries have strong limitations in their capacity to adopt TTs in comparison to how many are generated in the rest of the world. However, note that these correlations are not observable at all timescales, as the power-law distributions are fit above a minimum value of $\Delta t$. The right panel of Fig 1 shows the Kolmogorov-Smirnov estimate (KS) for a set of minimum values, revealing that the minimum for TT-2013 and TT-2014 are 3 and 5 minutes, respectively. This means that correlations at a timescale smaller than 3 minutes cannot be observed in any of our datasets, and that between 3 and 5 minutes the results are inconsistent. Thus, we take 5 minutes as a minimum criterion to deduce the manifestation of a leader-follower relation. This coincides with our sampling frequency, allowing us to remove from the data those cooccurrences for which we do not have sufficient evidence to consider them product of a leader-follower process.

We quantify the tendency for country $C_f$ to follow country $C_l$ through the amount of TTs that appeared in $C_f$ at least 5 minutes after they appeared in $C_l$. When applied to every pair of...
countries in our dataset, these counts define a weighted, directed network in which nodes are countries and links have weights corresponding to the number of TTs that appeared in the leader-follower relationship. We refer to this graph, shown in Fig 2 for TT-2013 and TT-2014, as the International Structure of TTs. Finally, we refer to the countries in which a given TT appears in the first $\Delta t$ (i.e., 5 minutes) after the surge of a TT as sources since based on our model they cannot be followers of any other country for this TT.

Heterogeneity in sharing behavior

The TTs of a country can be divided in those that stay local in the country (non-shared TTs) versus those that are shared. Furthermore, among the shared TTs, each country might act as a source if it is among the first set of countries in which the TT appeared, thus leading some following countries and contributing to the corresponding links in the network of Fig 2. The descriptive statistics on the amounts and ratios of shared TTs and on the frequency at which countries act as sources show two kinds of outliers (more details in S1 Text). First, some countries are practically isolated, for example Japan, Korea, and Turkey have more than 95% non-shared TTs, while the median is below 60%. Second, some countries have extremely central roles, such as the United States and Great Britain, sharing 67% and 50% more TTs and acting as source in two to three times more tweets than the third largest contributor (Canada).

The above observations of heterogeneity are consistent with a centralization pattern, which we empirically test to assess if countries pay a significantly higher attention to small groups of other countries. We measure the concentration associated to both leading and following activity at the individual country level, through the analysis of the distribution of in and out weights.
of the links in the international structure of TTs shown in Fig 2. We quantify the centralization of attention from and to a country $C_i$ as the Gini coefficient of the weights of outgoing and incoming links, respectively. The Gini Coefficient measures inequality, varying from 0 (complete equality) to 1 (complete inequality). In our case, a high Gini coefficient is an indicator of centralization in either the attention a country pays or in the audience that follows the TTs of a country. As a result, for each country in each dataset, we produced two values of leading Gini and following Gini, each one measuring the local centralization around the country in either in-degree or out-degree.

To assess the statistical significance of the Gini coefficients, we compare the empirical estimates with two null models: an Erdos-Renyi random network (RN) [41] and a Susceptible-Infected-Recovered (SIR) process [42]. For the RN case, we produced ten random networks for each dataset, maintaining the amount of nodes, links, and total weight of the original graph. For the SIR case, we simulated ten times a simplified version of the process in the network [43] using the parameter $\beta = 4/N$, which fits the density of our empirical networks. For each simulation of RN and SIR we computed the leading and following Gini of each node in the same manner as we did for the empirical network.

Fig 3 shows the leading and following Gini coefficients for each of the countries in TT-2013 and TT-2014, and the averages of the corresponding nodes in the null models. The dispersion of the Gini values in the RN and SIR ensembles are very low, and cannot be appreciated at the scale of the picture. Horizontal lines show the means across nodes for each case, illustrating that the mean leading (following) Gini coefficient is 3.4 (5) times larger in the empirical graph than in the random graph ensemble for TT-2014 and 3.4 (5.5) for TT-2013. This shows an important level of centralization in both the attention attracted by countries from others and the attention countries dedicate to others. Moreover, the attention dedicated to others (following Gini) is more concentrated in fewer countries than the attention received (leading Gini). These results reveal that the network of leader-follower relationships does not only display heterogeneity in overall TTs production and source levels, but also is highly centralized at the local level in both attention and leadership aspects.

Fig 3. Leading and Following Gini coefficients. Each Gini coefficient is calculated for the networks of leading-following relations in each dataset and mean values for ten simulations of random networks and SIR processes. Horizontal lines show means over all countries.

doi:10.1371/journal.pone.0134407.g003
Systemic and subjective biases of leader-follower relations

We empirically test the coexistence of subjective and systemic biases in the international coverage of TTs at the link level, using our TTs datasets. We follow a regression model similar to the ones previously applied to the analysis of mass media [16, 17], including geographic, demographic, economic, and cultural aspects of the involved countries.

Subjective biases would manifest as a stronger leader-follower relationship measured as the amount of $TT_{xy}$ (i.e., TTs in which country $y$ follows country $x$), when countries $x$ and $y$ have similar cultures. In this analysis, clearly the dependent variable is $TT_{xy}$, which is hypothesized to depend on other factors of the countries involved. We measure the euclidean distance in cultural space as $C_{xy} = \sqrt{\sum_{v \in D} (v_x - v_y)^2}$, where $D$ is the set of cultural dimensions in Hofstede’s model and $v_x$ is the value of dimension $v$ for country $x$ as explained in the Data and Methods Section. If the propaganda model holds, systemic biases will increase the leadership of countries with high GDP towards countries with lower GDP, and thus the strength of leader-follower relationships will depend on the GDP difference $G_{xy} = GDP_x - GDP_y$. Furthermore, systemic biases are hypothesized to reach beyond linguistic barriers, in comparison to subjective biases that should depend on shared languages. We quantify linguistic barriers through a binary variable $L_{xy}$ that takes the value 1 if two countries share an official or national language, and 0 otherwise.

We test the existence of subjective and systemic biases controlling for the effect of timezones in our analysis. The fact that some countries start the day before others is subject to have an effect in leader-follower relationships, creating an additional bias in which leadership relationships tend to go from east to west. We include the time difference between the largest cities of each country $T_{xy}$, subtracting the timezone of $y$ from the timezone of $x$, and converting it to a 12 hour basis. In addition, demographic factors also have the potential to influence the international coverage of TTs, where migration patterns might change the relevance of TTs depending on the migration from leader to follower $m_{xy}$ and from follower to leader $m_{yx}$.

We fit a linear regression model with an interaction effect on language as:

$$TT_{xy} = I + a_em_{xy} + b_em_{yx} + c_T T_{xy} + d_G G_{xy} + e_C C_{xy} + L_{xy}(f + a_1 m_{xy} + b_1 m_{yx} + c_1 T_{xy} + d_1 G_{xy} + e_1 C_{xy})$$

The above model is a combination of two linear models, one that holds for all pairs of countries regardless of their common languages, in which biases are external to language barriers and are quantified by $a, b, c, d, e$. The second part of the model holds only when countries have some language in common ($L_{xy} = 1$), and represents the additional biases internal to language barriers $a_1, b_1, c_1, d_1, e_1$. The intercept of the second part of the model ($f$) is a constant factor that is only present when $L_{xy} = 1$, and quantifies the height of the language barrier in comparison to the constant intercept $I$. Thus, $f$ measures the bias in TTs that can be attributed only to the fact that two countries share a language. To be able to compare datasets, we renormalized all variables and filtered out countries without values in Hofstede’s dataset, analyzing a total of 870 pairs from TT-2013 and 1722 pairs from TT-2014.

Table 1 shows the regression results for the above model on the TT-2013 and TT-2014 datasets. The estimate of $d_1$ is positive and significant for both datasets, showing the existence of a systemic bias that depends on the economy regardless of language barriers. In line with our theoretical argumentation, this suggests that TTs follow the gradient of wealth: TTs created in rich and big countries are more likely to appear in follower countries with less wealth and power. This bias has been also reported for the coverage of traditional news over mass media [44, 45]. We do not find evidence of an additional effect of this GDP bias internally to language barriers.
communities (the estimates of $d$ are much smaller than $d_e$ or not significant), indicating that the systemic bias is indeed global and not influenced by language. The size effect of the GDP difference is relatively large, being the strongest effect present in the case when countries do not share a language. Migration effects do not provide consistent results, only showing some positive effect for the migration from follower to leader in TT-2014. We attribute this result to the larger coverage of TT-2014, which includes a broader range of countries and reveals the effect that immigrants in a host country make newsworthy the TTs from their home country.

The estimates of $e$ and $e_i$ reported in Table 1 show that cultural distance has a negative weight on the strength of leader-follower relationships, in particular within language barriers. The estimate of the external cultural bias is close to 0 for both datasets only significant in TT-2014, revealing an almost negligible influence across cultures that do not speak any common language. The estimate of the influence of language ($f$) is highly positive and significant, indicating that TTs are much more likely to follow leader-follower relationships of countries that share at least a language.

These results portray the international structure of TTs within and across language barriers. Across languages, money speaks and TTs follow GDP, also influenced to some extent by migration patterns. Within language communities, the bias of GDP is also present, but it is attenuated by stronger relationships between countries closer in cultural space. It is worth noticing that the role of time zones is not significant across languages and only significant within languages in the smaller TT-2013 dataset. The inclusion of $T_{xy}$ in the model makes our estimates of the rest of biases robust to the effect of timezones. The positive estimate of $c_i$ in TT-2013 portrays the phenomenon that TTs go from east to west when countries share a language, but this is not observable in the larger dataset.

We verify the significant and sizable values of $d$ and $e_i$ through permutation tests (see S1 Text), concluding that our results are robust to empirical correlations in the link structure of

### Table 1. Regression results of TT model for TT-2013 and TT-2014.

|        | 2013   | 2014   |
|--------|--------|--------|
| $l$    | $-0.17$ (0.04)** | $-0.13$ (0.02)** |
| $a_e$  | 0.21 (0.11) | 0.16 (0.06)* |
| $b_e$  | 0.00 (0.10) | $0.17$ (0.06)** |
| $c_e$  | $-0.04$ (0.03) | $-0.04$ (0.02) |
| $d_e$  | $0.39$ (0.05)** | $0.24$ (0.03)** |
| $e_e$  | $-0.03$ (0.04) | $-0.06$ (0.02)* |
| $f$    | $0.53$ (0.07)** | $0.45$ (0.05)** |
| $a_i$  | $-0.14$ (0.12) | $-0.04$ (0.07) |
| $b_i$  | 0.15 (0.10) | 0.03 (0.06) |
| $c_i$  | $0.20$ (0.07)** | 0.05 (0.05) |
| $d_i$  | $-0.15$ (0.07)* | $-0.06$ (0.05) |
| $e_i$  | $-0.40$ (0.07)** | $-0.38$ (0.05)** |
| $R^2$  | 0.26 | 0.22 |
| Adj. $R^2$ | 0.25 | 0.22 |
| Num. obs. | 870 | 1722 |

**$p < 0.001$  
* $p < 0.05$
the network of TTs. Furthermore, the model has certain prediction power as measured through the adjusted $R^2$ values of 0.26 and 0.23, i.e., around 25% of the variance of the weight of leader-follower relationships can be explained by our model of systemic and subjective biases.

The role of mass media in Twitter

Social media are not isolated from the content generated by mass media, which motivates our analysis of the interaction between both types of media. We apply our method to identify which TTs are associated to mass media content in 4 countries (US, GB, CA and ES), detecting which TTs are Internal (not reported in mass media) or External (also reported in mass media). In the following, we present an explorative study of the properties of TTs in relation to mass media, focusing on three aspects: i) the volume and properties of TTs that are reported in mass media, ii) the extent to which TTs detected in mass media are only local or travel along leader-follower relationships, and iii) the patterns of delay between the appearance of TTs and news reports.

Fig 4A depicts the percentage of External TTs (or External Ratio) for each one of the analyzed countries. This shows that Twitter is not isolated from mass media, since slightly more than half of the TTs overlap with news found through Google News. Despite this important interaction between Twitter and mass media, still roughly between 40–46% TTs are associated to content not reported in mass media. Our data shows that hashtaging is a clear differentiating factor between Internal and External TTs.Fig 4B presents the percentage of Internal and External TTs that are hashtags across the four studied countries. We observe that roughly 60–80% Internal TTs are hashtags whereas these values shrink to 10–25% for External TTs. This suggests that in order to become TT, without the back up of mass media channels, a centralized communication mechanism is required. The hashtaging functionality of Twitter provides such a mechanism, allowing both the collective discussion about the topic and the semiotic creation of a symbol to refer to it [46].

We have analyzed the TTs shared by each pair of the four considered countries. Note that if a TT is Internal in both countries, then it was shared internally within Twitter and it was not reported by traditional media in either country. Moreover, if a shared TT is External in any of the two countries, the sharing process may have occurred through either mass media or Twitter. Then, to be conservative, we consider that this TT was shared through external media in this case. Based on these considerations, Fig 4C shows the conditional probability that a TT
classified as Internal (External) is shared between countries within Twitter (through mass media). We confirm that, for the four analyzed countries, TTs are more likely to be shared internally. Indeed, the probability of being shared internally is 50–100% proportionally higher than externally. In conclusion, the flow of TTs between countries is mainly formed by internal content generated in Twitter rather than news of interest to traditional mass media.

To conclude our analysis, we compare the surging dates of External TTs and their associated news in mass media to check in which communication venue overlapping news are (typically) reported earlier. Note that we are not considering individual tweets but TTs. It seems likely that an individual tweet may capture an event before it is reported in online traditional media. However, when that event becomes a TT it has the entity of a piece of news that has attracted the attention of a large number of people. We are interested in understanding if this happens before or after the event has been reported in mass media. Specifically, we have computed the difference in number of days between the appearance date of every external TT and its associated piece of news in online newspapers in the four considered countries. Note that the difference ranges between ±2 days from the appearance date of the TT since this is the window time that we have configured to query the Google News service. Fig 4D shows the percentage of news that surged two days before, one day before, the same day, one day after and two days after in traditional media than in Twitter. More than 50% of the external TTs are reported earlier in Twitter than in the online edition of main newspapers whereas less than 10% of the news appeared earlier in those newspapers, and the rest appeared the same day in both channels.

Discussion

We showed how news in social media manifest through Local TTs in Twitter, analyzing two alternative large-scale datasets of TTs in different countries. We validated our analysis of the leader-follower relationships between countries testing the hypothesis of priority processes in queue systems [34, 35], finding a power-law distribution of delay times between the appearance of TTs. This finding conveys knowledge about the dynamics of how TTs travel across countries, in an analogous manner as how power-law degree distributions reveal dynamics of preferential attachment or edge copying mechanisms [47]. Applying the statistical physics of priority processes has potential applications to the analysis of communication dynamics in other online communities, from dialogues to collective reactions.

Leader-follower relationships among countries reveal patterns of heterogeneity in sharing activity as well as concentration of attention, allowing us to test hypotheses inspired in mass media about the role of economic and social factors [6, 14, 15]. We found that content in social media, similarly to mass media, follows the gradient of wealth from rich to poor countries. Our combination of data about TTs with Hofstede’s quantification of culture [10] contributes to the wider scientific field of online ethnography [48]. Our results resonate with works about the online manifestation of cultural traits [12, 49, 50], unemployment [51], and economic inequality [52]. Similarly as how our analysis of TTs showed how information in social media can cross international borders, the analysis of digital traces has the potential to explain many other individual and collective aspects of human behavior.

To analyze the role of mass media in reported TTs, we designed a method to match TTs to news in mass media close to the TT appearance. Using this method, we found that internal TTs are much more likely to manifest around a hashtag, which serves as a symbol to centralize communication in the absence of important mass media channels. This method also allowed us to statistically control for mass media in how TTs are shared across countries, revealing that external TTs are less likely to cross country borders in Twitter than those TTs that were not...
considered newsworthy by mass media. Further applications of this tool have the potential to enhance the analysis of dynamic collective response patterns in Twitter [46], allowing the measurement of reach and social interaction around news channels.

In this context, Kwak et al. [53] analyzed the overlapping between TTs and mass media news in 2009. First, the authors confirm the condition of breaking news of TTs. Furthermore, they compare news coverage by World Wide Twitter TTs with Hot Topics from Google Trends and headlines of CNN news concluding that CNN was ahead in reporting. Our explorative analysis suggests that this situation has been reversed in the last years, and now Twitter seems to be ahead mass media, at least for the part in which TTs overlap with traditional news channels. Roughly half of TTs overlap with news reported by mass media indicating an important interaction between both venues. Despite this high interaction and the common systemic biases in the international coverage of mass media news and TTs, the major fraction of TTs shared across countries in Twitter correspond to events not reported by major mass media.

In summary, our work shows how content in social media can break international borders through Twitter TTs, revealing that Twitter is used as an alternative communication channel with respect to mass media. On the other hand, we found significant biases with respect to economic, demographic, and cultural factors. This portrays Twitter as a mixed and multipurpose community, in which content can flow without constraints, but also in which mass media have a strong influence and in which economic and cultural factors bias the flow of content.

Supporting Information

S1 Text. Quantifying the Economic and Cultural Biases of Social Media through Trending Topics. Details about methods, descriptive statistics, and analysis. (PDF)

Author Contributions

Conceived and designed the experiments: JMC RC DG. Performed the experiments: JMC RC RG DG. Analyzed the data: JMC RC DG. Wrote the paper: JMC RC AA DG.

References

1. IRC channels History: http://www.ibiblio.org/pub/academic/communications/logs/.
2. Bernstein MS, Monroy-Hernández A, Harry D, André P, Panovich K, Vargas GG. 4chan and/b: An Analysis of Anonymity and Ephemerality in a Large Online Community. In: ICWSM; 2011. p. 50–57.
3. Borge-Holthoefer J, Rivero A, García I, Cauhé E, Ferrer A, Ferrer D, et al. Structural and Dynamical Patterns on Online Social Networks: the Spanish May 15th Movement as a Case Study. PloS one. 2011; 6(8):e23883. doi: 10.1371/journal.pone.0023883 PMID: 21886834
4. Tufekci Z. The Medium and the Movement: Digital Tools, Social Movement Politics, and the End of the Free Rider Problem. Policy & Internet. 2014; 6(2):202–208. doi: 10.1002/1944-2866.POI362
5. Zuckerman E. New Media, New Civics? Policy & Internet. 2014; 6(2):151–168. doi: 10.1002/1944-2866.POI360
6. Herman ES, Chomsky N. Manufacturing Consent: The Political Economy of the Mass Media. Random House; 2008.
7. Huberman BA. Social Computing and the Attention Economy. Journal of Statistical Physics. 2013; 151 (1–2):329–339. doi: 10.1007/s10955-012-0596-5
8. Chomsky N. Paris attacks show hypocrisy of West’s outrage; 2015. http://edition.cnn.com/2015/01/19/opinion/charlie-hebdo-noam-chomsky/.
9. Galtung J, Ruge MH. The Structure of Foreign News the Presentation of the Congo, Cuba and Cyprus Crises in four Norwegian Newspapers. Journal of peace research. 1965; 2(1):64–90. doi: 10.1177/002234336500200104
10. Hofstede G. Culture's consequences: International differences in work-related values. vol. 5. sage; 1984.
11. Gomez-Rodriguez M, Gummadi KP, Schölkopf B. Quantifying Information Overload in Social Media and its Impact on Social Contagions. In: ICWSM; 2014. p. 170–179.
12. Garcia D, Tanase D. Measuring Cultural Dynamics through the Eurovision Song Contest. Advances in Complex Systems. 2013; 16(08).
13. Wu HD. Investigating the Determinants of International News Flow A Meta-Analysis. International Communication Gazette. 1998; 60(6):493–512. doi: 10.1177/0016549298060006003
14. Östgaard E. Factors Influencing the Flow of News. Journal of Peace Research. 1965; 2(1):39–63. doi: 10.1177/00165492650020003
15. Ish K. Is the US Over-reported in the Japanese Press? Factors Accounting for International News in the Asahi. International Communication Gazette. 1996; 57(2):135–144. doi: 10.1177/001654929605700205
16. Chang TK, Shoemaker PJ, Brendlinger N. Determinants of International News Coverage in the US Media. Communication Research. 1987; 14(4):396–414. doi: 10.1111/j.1083-6101.1987.tb00370.x
17. Kwak H, An J. A First Look at Global News Coverage of Disasters by Using the GDELT Dataset. In: Social Informatics. Springer; 2014. p. 300–308.
18. Saez-Trumper D, Castillo C, Lalmas M. Social Media News Communities: Gatekeeping, Coverage, and Statement Bias. In: Proceedings of the 22nd ACM international conference on Conference on information & knowledge management. ACM; 2013. p. 1679–1684.
19. An J, Quercia D, Cha M, Gummadi K, Crowcroft J. Sharing Political News: the Balancing Act of Intimacy and Socialization in Selective Exposure. EPJ Data Science. 2014; 3(1):1–21. doi: 10.1140/epjds/s13688-014-0012-2
20. An J, Quercia D, Crowcroft J. Partisan Sharing: Facebook Evidence and Societal Consequences. In: Proceedings of the second edition of the ACM conference on Online social networks. ACM; 2014. p. 13–24.
21. Ferrara E, Varol O, Menczer F, Flammini A. Traveling trends: social butterflies or frequent fliers? In: Proceedings of the first ACM conference on Online social networks. ACM; 2013. p. 213–222.
22. Kriukov K,覆叶 C, Lee K, Cheng Z. Spatio-Temporal Dynamics of Online Memes: a Study of Geo-tagged Tweets. In: Proceedings of the 22nd international conference on Conference on World Wide Web. International World Wide Web Conferences Steering Committee; 2013. p. 667–678.
23. Wilkinson D, Thelwall M. Trending Twitter topics in English: An international comparison. Journal of the American Society for Information Science and Technology. 2012; 63(8):1631–1646. doi: 10.1002/asi.22713
24. Kriukov K,覆叶 C, Lee K, Cheng Z. Spatio-Temporal Dynamics of Online Memes: a Study of Geo-tagged Tweets. In: Proceedings of the 22nd international conference on Conference on World Wide Web. International World Wide Web Conferences Steering Committee; 2013. p. 667–678.
25. Wilkinson D, Thelwall M. Trending Twitter topics in English: An international comparison. Journal of the American Society for Information Science and Technology. 2012; 63(8):1631–1646. doi: 10.1002/asi.22713
26. Pariser E. The filter bubble: What the Internet is hiding from you. Penguin UK; 2011.
27. Garrett RK. Echo chambers online?: Politically motivated selective exposure among Internet news users. Journal of Computer-Mediated Communication. 2009; 14(2):265–285. doi: 10.1111/j.1083-6101.2009.01440.x
28. Bakshy E, Messing S, Adamic L. Exposure to ideologically diverse news and opinion on Facebook. Science. 2015; p. aaal160.
29. Shirk C. Here Comes Everybody: The Power of Organizing Without Organizations. Penguin; 2008.
30. Singer P, Flock F, Meinhart C, Zeitfogel E, Strohmaier M. Evolution of Reddit: From the Front Page of the Internet to a Self-referential Community? In: Proceedings of the companion publication of the 23rd international conference on Conference on World wide web companion. International World Wide Web Conferences Steering Committee; 2014. p. 517–522.
31. Trending Topics API Request: https://dev.twitter.com/rest/reference/get/trends/place.
32. Carrascosa, J and Cuevas, R and Gonzalez, R and Azcorra, A and Garcia, D. Dataset—Quantifying the Economic and Cultural Biases of Social Media through Trending Topics; http://dx.doi.org/10.6084/m9.figshare.1381869.
33. Twitter Terms of Use and Service; https://twitter.com/tos; https://dev.twitter.com/overview/terms/agreement-and-policy.
34. Oliveira JG, Barabási AL. Human Dynamics: Darwin and Einstein Correspondence Patterns. Nature. 2005; 437(7063):1251–1251. doi: 10.1038/4371251a PMID: 16251946
35. Vázquez A, Oliveira JG, Dezső Z, Goh KI, Kondor I, Barabási AL. Modeling Bursts and Heavy Tails in Human Dynamics. Physical Review E. 2006; 73(3):036127. doi: 10.1103/PhysRevE.73.036127
36. Crane R, Schweitzer F, Sornette D. Power Law Signature of Media Exposure in Human Response Waiting Time Distributions. Physical Review E. 2010; 81(5):056101. doi: 10.1103/PhysRevE.81.056101
37. Garas A, Garcia D, Skowron M, Schweitzer F. Emotional Persistence in Online Chatting Communities. Scientific Reports. 2012; 2. doi: 10.1038/srep00402 PMID: 22577512
38. Garcia D, Weber I, Goh KI, Kondor I, Barabási AL. Modeling Bursts and Heavy Tails in Human Dynamics. Physical Review E. 2006; 73(3):036127. doi: 10.1103/PhysRevE.73.036127
39. Clauset A, Shalizi CR, Newman ME. Power-Law Distributions in Empirical Data. SIAM review. 2009; 51(4):661–703. doi: 10.1137/070710111
40. Alstott J, Bullmore E, Plenz D. Powertlaw: a Python Package for Analysis of Heavy-Tailed Distributions. PLoS One. 2014; 9(1):e85777. doi: 10.1371/journal.pone.0085777 PMID: 24489671
41. Erdős P, Renyi A. On random graphs. Publ Math Debrecen. 1959; 6:290–297.
42. Kermack WO, McKendrick AG; The Royal Society. A contribution to the mathematical theory of epidermics. Proceedings of the Royal Society of London A: Mathematical, Physical and Engineering Sciences. 1927; 115(772):700–721. doi: 10.1098/rspa.1927.0118
43. Kitsak M, Gallos LK, Havlin S, Liljeros F, Muchnik L, Stanley HE, et al. Identification of influential spreaders in complex networks. Nature Physics. 2010; 6(11):888–893. doi: 10.1038/nphys1746
44. Wallace I. The global economic system. Routledge; 2002.
45. Wallerstein I. The World-System after the Cold War. Journal of Peace Research. 1993;p. 1–6. doi: 10.1177/0022343393030001001
46. Lehmann J, Gonçalves B, Ramasco JJ, Cattuto C. Dynamical Classes of Collective Attention in Twitter. In: Proceedings of the 21st international conference on World Wide Web. ACM; 2012. p. 251–260.
47. Mitzenmacher M. A Brief History of Generative Models for Power Law and Lognormal Distributions. Internet mathematics. 2004; 1(2):226–251. doi: 10.1080/15427951.2004.10129088
48. Katz RV. The Field Behind the Screen: Using Netnography for Marketing Research in Online Communities. Journal of marketing research. 2002; 39(1):61–72. doi: 10.1509/jmkr.39.1.61.18935
49. Garcia-Gavilanes R, Quercia D, Jaimes A. Cultural Dimensions in Twitter: Time, Individualism and Power. Proc of ICWSM. 2013; 13.
50. Wagner C, Singer P, Strohmaier M. The Nature and Evolution of Online Food Preferences. EPJ Data Science. 2014; 3(1):1–22. doi: 10.1140/epjds/s13688-014-0038-7
51. Llorente A, Cebrian M, Moro E, et al. Social media fingerprints of unemployment. arXiv preprint arXiv:14111340. 2014.
52. Magno G, Weber I. International gender differences and gaps in online social networks. In: Social Informatics. Springer; 2014. p. 121–138.
53. Kwak H, Lee C, Park H, Moon S. What is Twitter, a social network or a news media? In: Proceedings of the 19th international conference on World wide web. ACM; 2010. p. 591–600.