GRADED BRAIDED COMMUTATIVITY IN HOCHSCHILD COHOMOLOGY
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Abstract. We prove the graded braided commutativity of the Hochschild cohomology of $A$ with trivial coefficients, where $A$ is a braided Hopf algebra in the category of Yetter-Drinfeld modules over the group algebra of an abelian group, under some finiteness conditions on a projective resolution of $A$ as $A$-bimodule. This is a generalization of a result by Mastnak, Pevtsova, Schauenburg and Witherspoon to a context which includes Nichols algebras such as the Jordan and the super Jordan plane. We prove this result by constructing a coduoid-up-to-homotopy structure on the aforementioned projective resolution in the duoidal category of chain complexes of $A$-bimodules. We also prove that the Hochschild complex of a braided bialgebra $A$ in an arbitrary braided monoidal category is a cocommutative comonoid up to homotopy with the deconcatenation product which induces the cup product in Hochschild cohomology.
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1. Introduction

Given a field $k$ and an associative algebra $A$, the Hochschild cohomology $H^*(A, A)$ has a very rich structure, which has been widely studied. In particular it is a nonnegatively graded algebra with the cup product which is also graded commutative; this fact allows using methods of commutative algebra. The graded commutativity has been first proved by Gerstenhaber [Ger64], this proof gave rise to the Gerstenhaber bracket. Another proof of the graded commutativity was obtained via the Eckmann-Hilton argument [SA04]. In fact the cup product is also defined for $H^*(A, R)$, where $R$ is an $A$-bimodule with an associative product $R \otimes_A R \to R$, but graded commutativity is in general no longer true in this context. If $A$ is an augmented algebra, one can set $R = k$, where $k$ is an $A$-bimodule via the augmentation. It has been proven that for a Hopf algebra $A$, $H^*(A, k)$ is also graded commutative [FS04, SA04, Tai04]. The proof in [FS04] uses the fact that $H^*(A, k)$ is a subalgebra of $H^*(A, A)$. The question of what happens when $A$ is a Hopf algebra in a different category has been raised in [MPSW10]. In that article, the authors work with Hopf algebras in braided categories. They prove that in this situation, if certain internal hom objects exist, then $H^*(A, k)$ is a graded braided commutative algebra. An example of this situation is considering Nichols algebras; these are Hopf algebras in the braided category of Yetter-Drinfeld modules over a Hopf algebra $H$. They have been thoroughly studied in the case $H = kG$ for an abelian or finite group $G$ - see for example [AS02, AAPW22, SV16, Her20]. The additional hypothesis about internal homs translates here to the condition of either $A$ or $H$ being finite dimensional.
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Looking at the computations of the graded algebra structure of $H^\bullet(A, \mathbb{k})$ for $A$ the Jordan plane \cite{LS21} or the super Jordan plane \cite{RS18}, we realized that even if the Hochschild cohomology algebra is not graded commutative, it is still graded braided commutative, even though the Jordan and the super Jordan plane are both infinite dimensional and the Hopf algebra is $\mathbb{k}Z$, which is also infinite dimensional. The computations are detailed in the Appendix of this paper.

Our main aim is to prove that graded braided commutativity still holds in a more general context. For this, we show how to make use of arbitrary resolutions. The key step is moving from braided monoidal categories to duoidal categories.

The contents of this work are the following:

In Section 2 we recall some preliminary definitions and results, together with some examples that are relevant in the sequel: Hochschild cohomology in Subsection 2.1, monoidal and braided monoidal categories in Subsections 2.2 and 2.3 respectively, Nichols algebras in Subsection 2.4.

The subject of Section 3 is graded braided commutativity. We review some results and definitions from \cite{MPSW10} and finally prove a theorem - see Theorem 3.36 - which slightly generalizes Theorem 3.12 and Corollary 3.13 of \cite{MPSW10}. An intermediate step for this result is a theorem of braided graded cocommutativity up to homotopy for the complex analog to the bar resolution - see Theorem 3.28 - which makes no use of internal homs.

Section 4 contains our main results about graded braided commutativity, Theorem 4.27 and Corollary 4.28. The cases of the Jordan and of the super Jordan plane are particular instances of these last results.

In this paper we will denote by $\mathbb{k}$ an arbitrary field. It will be clear from the context whether the symbol $\otimes$ represents the usual tensor product of $\mathbb{k}$-vector spaces, or stands for the product in an abstract monoidal category.

We thank Marcelo Aguiar and Estanislao Herscovich for fruitful discussions on this topic.

## 2. Preliminaries

### 2.1. Hochschild cohomology

In this section we will recall some well-known facts about Hochschild cohomology that will be useful in this article, see for example \cite{Wit19}.

**Definition 2.1.** Let $A$ be a $\mathbb{k}$-algebra and $M$ be an $A$-bimodule. The *Hochschild cohomology of $A$ with coefficients in $M$* is defined as

$$H^\bullet(A, M) = \text{Ext}^\bullet_{AA}(A, M),$$

where $\text{Ext}^\bullet_{AA}(A, -)$ denotes the left derived functors of $\text{Hom}_{A \otimes A^{op}}(A, -)$, that will be denoted $\text{Hom}_{AA}(A, -)$.

**Definition 2.2.** Consider $A$ as a bimodule over itself with actions given by its multiplication $\mu$. The *bar resolution of $A$* is the following free resolution of $A$ as $A$-bimodule:

$$\cdots \xrightarrow{b'_3} B_3(A) \xrightarrow{b'_2} B_2(A) \xrightarrow{b'_1} B_1(A) \xrightarrow{b'_0} B_0(A) \xrightarrow{} 0,$$

where $B_n(A) = A \otimes A^{\otimes n} \otimes A$ for all $n \in \mathbb{N}_0$ and the differential $b'_n : B_{n+1}(A) \to B_n(A)$ is given by the formula

$$b'_n(a_0 \otimes \cdots \otimes a_{n+2}) = \sum_{i=0}^{n+1} (-1)^i a_0 \otimes \cdots \otimes a_i a_{i+1} \otimes \cdots \otimes a_{n+2}.$$

The quasi-isomorphism from this resolution to $A$ is induced by $\mu : B_0(A) = A \otimes A \to A$. 
Thus, when computing Hochschild cohomology via this resolution one gets $H^\bullet(A,M) = H(\text{Hom}_{AA}(B_\bullet(A),M),(b_\bullet')^*)$. The naturality of the adjunction $\text{Hom}_{AA}(A \otimes V \otimes A,M) \simeq \text{Hom}_k(V,M)$ implies that the complexes $\text{(}\text{Hom}_{AA}(B_\bullet(A),M),(b_\bullet')^*)$ and $(C^\bullet(A),d^\bullet)$ are isomorphic, where $C^n(A) = \text{Hom}_k(A^n, M)$ and $d^n : C^n(A) \to C^{n+1}(A)$ is:

$$d^n f(a_1 \otimes \cdots \otimes a_{n+1}) = a_1 \cdot f(a_2 \otimes \cdots \otimes a_{n+1}) + \sum_{i=1}^n (-1)^i f(a_1 \otimes \cdots \otimes a_i a_{i+1} \otimes \cdots \otimes a_{n+1}) + (-1)^{n+1} f(a_1 \otimes \cdots \otimes a_n) \cdot a_{n+1}.$$ 

**Remark 2.3.** Let $R$ be a $k$-algebra, and $\rho : A \to R$ an algebra homomorphism. There is an $A$-bimodule structure on $R$ defining $a \cdot r \cdot b = \rho(a)r\rho(b), \forall a,b \in A, r \in R.$ Moreover, with this bimodule structure the multiplication $\mu : R \otimes R \to R$ factors through $R \otimes_A R$.

Let $P_\bullet \to A$ be a projective resolution of $A$ as $A$-bimodule. The canonical identification $A \cong_A A \otimes_A A$ lifts to a chain morphism $\omega : P_\bullet \to (P \otimes A)^\bullet$, unique up to a unique chain homotopy. This map allows the definition of a convolution product in $\text{Hom}_{AA}(P_\bullet,R)$, denoted by $\cup$, which passes to cohomology. This is the cup product of the Hochschild cohomology of $A$ with coefficients in $R$, denoted by $\cup : H^\bullet(A,R) \otimes H^\bullet(A,R) \to H^\bullet(A,R)$.

For the bar resolution, one can explicitly define a coproduct as follows:

$$\omega(1 \otimes a_1 \otimes \cdots \otimes a_n \otimes 1) = \sum_{p+q=n} (1 \otimes a_1 \otimes \cdots \otimes a_p \otimes 1) \otimes_A (1 \otimes a_{p+1} \otimes \cdots \otimes a_{p+q} \otimes 1),$$

which gives the following well-known expression for the cup product:

$$(\varphi \cup \psi)(1 \otimes a_1 \otimes \cdots \otimes a_{p+q} \otimes 1) = \varphi(1 \otimes a_1 \otimes \cdots \otimes a_p \otimes 1)\psi(1 \otimes a_{p+1} \otimes \cdots \otimes a_{p+q} \otimes 1),$$

for all $\varphi \in \text{Hom}_{AA}(B_p(A),R), \psi \in \text{Hom}_{AA}(B_q(A),R), a_1, \ldots , a_{p+q} \in A$.

Translating this to the complex $(C^\bullet(A),d^\bullet)$ gives the following formula:

$$(\alpha \cup \beta)(a_1 \otimes \cdots \otimes a_{p+q}) = \alpha(a_1 \otimes \cdots \otimes a_p)\beta(a_{p+1} \otimes \cdots \otimes a_{p+q}), \ \forall a_1, \ldots , a_{p+q} \in A,$$

$\alpha \in C^p(A), \beta \in C^q(A), a_1, \ldots , a_{p+q} \in A$.

**Definition 2.4.** An augmented $k$-algebra is a $k$-algebra $A$ equipped with an algebra homomorphism $\varepsilon : A \to k$. We will omit $\varepsilon$ when it is clear from the context.

Notice that if $A$ is an augmented $k$-algebra then $k$ becomes an $A$-bimodule. We will focus our attention in the algebra $H^\bullet(A,k)$.

Every Hopf algebra $A$ is an augmented algebra via its counit. Its cohomology with trivial coefficients is isomorphic to $\text{Ext}_A^\bullet(k,k)$, which is the so called Hopf algebra cohomology [Wit19, Definition 9.3.5]. Note that the category of $A$-bimodules is monoidal with the usual tensor product whenever $A$ is a Hopf algebra. After reviewing some concepts on braided monoidal categories, we will see a generalization of this fact in the last section.

### 2.2. Monoidal categories

In this section we will recall some facts about monoidal categories. For a more complete study in this topic we refer to [ML98] and [AM10].

**Definition 2.5.** A monoidal category is a 6-tuple $(\mathcal{C}, \otimes, I, a, \ell, r)$, where

- $\mathcal{C}$ is a category,
- $\otimes : \mathcal{C} \times \mathcal{C} \to \mathcal{C}$ is a bifunctor, called its product,
- $I$ is an object in $\mathcal{C}$, called its unit,
- $a$ is a natural isomorphism, called associator, given by a family of morphisms $a_{X,Y,Z} : (X \otimes Y) \otimes Z \to X \otimes (Y \otimes Z)$ for each $X,Y,Z \in \mathcal{C}$, such that the following
pentagonal diagram commutes for all $X, Y, Z, T \in \mathcal{C}$:

\[
\begin{array}{ccc}
(X \otimes Y) \otimes (Z \otimes T) & \xrightarrow{a_{X \otimes Y, Z, T}} & ((X \otimes Y) \otimes Z) \otimes T \\
& \xleftarrow{a_{X, Y \otimes Z, T}} & X \otimes (Y \otimes (Z \otimes T)) \\
((X \otimes Y) \otimes Z) \otimes T & \xrightarrow{a_{X, Y \otimes Z, T}} & (X \otimes (Y \otimes Z)) \otimes T \\
& \xleftarrow{id_X \otimes a_{Y, Z, T}} & X \otimes ((Y \otimes Z) \otimes T),
\end{array}
\]

- $\ell$ and $r$ are natural isomorphisms, called unitors, given by families of morphisms $\ell_X : I \otimes X \to X$ and $r_X : X \otimes I \to X$ such that the following triangular diagram commutes for all $X, Y \in \mathcal{C}$:

\[
\begin{array}{ccc}
(X \otimes I) \otimes Y & \xrightarrow{a_{X, I, Y}} & X \otimes (I \otimes Y) \\
& \xleftarrow{r_X \otimes id_Y} & X \otimes Y.
\end{array}
\]

A monoidal category is called strict if $a, \ell, r$ are identities.

When the rest of the structure is clear from its context, we may refer to a monoidal category just by the name of the underlying category $\mathcal{C}$. We will also say that it is a monoidal structure on $\mathcal{C}$.

MacLane’s Coherence Theorem [ML98, Chapter VII, Section 2] states that these two relations imply that every composition of these morphisms from one arbitrary product of objects in $\mathcal{C}$ to another one yields the same morphism.

**Remark 2.6.** If $(\mathcal{C}, \otimes, I, a, \ell, r)$ is a monoidal category, then its opposite category $\mathcal{C}^{\text{op}}$ admits a monoidal structure given by $(\mathcal{C}^{\text{op}}, \otimes, I, a^{-1}, \ell^{-1}, r^{-1})$.

**Definition 2.7.** Let $(\mathcal{C}, \otimes, I, a, \ell, r)$ be a monoidal category. Its transpose is the monoidal category $(\mathcal{C}, \hat{\otimes}, I, a^{-1}, r, \ell)$, where $X \hat{\otimes} Y = Y \otimes X$ for all $X, Y \in \mathcal{C}$.

Without loss of generality, from now on we will consider strict monoidal categories, since every monoidal category is equivalent to a strict one via functors that preserve the monoidal structure [ML98, Chapter XI, Section 3], in a sense that will be precisely stated later. This is also the way monoidal categories are usually dealt with.

In this work, all monoidal categories will be $k$-linear, being the product bilinear with respect to morphisms and distributive over direct sums. In order to have (co)chain complexes and their (co)homology inside these categories, we will need an abelian structure as well.

**Definition 2.8.** Let $(\mathcal{C}, \otimes, I)$ be a monoidal category. A monoid in $\mathcal{C}$ is a triple $(A, \mu, \eta)$, where

- $A$ is an object in $\mathcal{C}$,
- $\mu : A \otimes A \to A$ is a morphism in $\mathcal{C}$, called multiplication or product, such that the following diagram commutes:
This property is called \textit{associativity} of the product.

- \( \eta : I \to A \) is a morphism in \( \mathcal{C} \), called \textit{unit}, such that the following diagram commutes:

\[
\begin{array}{ccc}
A \otimes I & \xrightarrow{id_A \otimes \eta} & A \otimes A \\
& & \downarrow \mu \\
A & \xleftarrow{\eta \otimes id_A} & I \otimes A \\
& & \downarrow \mu \\
& & A
\end{array}
\]

This property is called \textit{unitality} of the product.

In several texts in the literature, for instance in [MPSW10], monoids are called \textit{algebras}.

\textbf{Definition 2.9.} A \textit{comonoid} in \( \mathcal{C} \) is a monoid in \( \mathcal{C}^{\text{op}} \).

\textbf{Remark 2.10.} A monoid in a monoidal category is a monoid in its transpose, and vice versa. The same happens for comonoids.

\textbf{Definition 2.11.} Let \((\mathcal{C}, \otimes, I)\) be a monoidal category, and let \((A, \mu, \eta)\) and \((A', \mu', \eta')\) be monoids in \( \mathcal{C} \). A \textit{morphism of monoids} from \( A \) to \( A' \) is a morphism \( f : A \to A' \), such that \( f \circ \mu = \mu' \circ (f \otimes f) \) and \( f \circ \eta = \eta' \).

\textbf{Remark 2.12.} It can be proved directly that identities and composition of morphisms of monoids are morphisms of monoids. Thus, they form a category, often named \( \text{Mon}(\mathcal{C}) \).

Next we will give examples of monoidal categories which give rise to (co)monoids which are usually found in the literature.

\textbf{Example 2.13.} For the monoidal category of \( k \)-vector spaces \((\text{Vect}_k, \otimes, k)\), (co)monoids are ordinary \( k \)-(co)algebras.

\textbf{Example 2.14.} Let \( R \) be a \( k \)-algebra. There is a monoidal structure in the category of \( R \)-bimodules \((R\text{-Mod}_R, \otimes_R, R)\), where \( R \) acts on itself by multiplication. Its monoids are called \( R \)-\textit{algebras}.

\textbf{Example 2.15.} The category of \( \mathbb{Z} \)-graded \( k \)-vector spaces has a monoidal structure \((\text{Vect}_\mathbb{Z}, \otimes, k_0)\), where the product of two \( \mathbb{Z} \)-graded vector spaces \( V = \bigoplus_{n \in \mathbb{Z}} V_n \) and \( W = \bigoplus_{n \in \mathbb{Z}} W_n \) is given by

\[
(V \otimes W)_n = \bigoplus_{p+q=n} V_p \otimes_k W_q,
\]

and the unit \( k_0 \) is the graded vector space \( k \) concentrated in degree 0. (Co)monoids in this monoidal category are known as \textit{graded (co)algebras}.

\textbf{Example 2.16.} Let \((C^*, d_C^*)\) and \((D^*, d_D^*)\) be two nonnegatively graded cochain complexes of vector spaces. The product \( C \otimes D \) of their underlying \( \mathbb{N}_0 \)-graded spaces can be defined as in the previous example, and the map \( \delta^* \) defined by

\[
\delta^{p+q}|_{C^p \otimes D^q} = d_C^p \otimes \text{id}_{D^q} + (-1)^p \text{id}_{C^p} \otimes d_D^q
\]

is a differential. This happens to be the total complex of the product of both complexes. A unit element for this product is again the graded vector space \( k_0 \) with zero differential,
giving rise to the monoidal category \((\text{Coch}(\text{Vect}), \otimes, k_0)\). (Co)monoids in this category are called \textit{differential graded (co)algebras}.

One can define a monoidal structure in the category of chain complexes in an analogous way.

\textbf{Remark 2.17.} The previous constructions can be made for \(\mathcal{C}^Z, \text{Ch}(\mathcal{C}), \text{Coch}(\mathcal{C})\) whenever \(\mathcal{C}\) is a monoidal category with a \(k\)-linear structure and arbitrary direct sums.

\textbf{Example 2.18.} Let \((H, \mu, \eta, \Delta, \varepsilon)\) be a \(k\)-bialgebra. It is well-known that the category \(H\text{-Mod}\) of left \(H\)-modules is a monoidal category with the usual tensor product of vector spaces.

(Co)-monoids in this monoidal category are called \textit{\(H\)-module (co)algebras}.

\textbf{Example 2.19.} Let \((H, \mu, \eta, \Delta, \varepsilon)\) be a \(k\)-bialgebra. The category \(H\text{-Mod}\) of left \(H\)-comodules is a monoidal category with the usual tensor product of vector spaces.

(Co)-monoids in this monoidal category are called \textit{\(H\)-comodule (co)algebras}.

If \(H = kG\) is a group algebra, the equality

\[V_g = \{v \in V : v_{[-1]} \otimes v_{[0]} = g \otimes v\}\]

gives a 1–1 correspondence between left \(H\)-comodules and \textit{\(G\)-graded vector spaces}, that is, vector spaces with a decomposition \(V = \bigoplus_{g \in G} V_g\). The formula above for the tensor product of two \(H\)-comodules \(V\) and \(W\) yields a grading in the tensor product \(V \otimes W = \bigoplus_{g \in G} (V \otimes W)_g\), where \((V \otimes W)_g = \bigoplus_{s,t = g} V_s \otimes W_t\). The grading on the unit \(k\) induced by its \(kG\)-coaction is concentrated in degree \(1_G\). In this case, an \(H\)-comodule algebra is known as a \textit{\(G\)-graded algebra}, that is, a \(k\)-algebra \(A = \bigoplus_{g \in G} A_g\) such that \(A_s A_t \subseteq A_{st}\), \(\forall s, t \in G\), and \(1_A \in A_{1_G}\). If \(G = \mathbb{Z}\), the monoidal category obtained this way is exactly the category \(\mathcal{V}^Z\) of Example 2.16. Since this case includes the examples we are focused on, in order to avoid confusion with homological degree, we will say that an element \(v\) of a \(G\)-graded vector space \(V\) has \textit{internal degree} \(g\) if \(v \in V_g\).

\textbf{Example 2.20.} Let \((h, \mu, \eta, \Delta, \varepsilon, s)\) be a \(k\)-Hopf algebra. A \textit{left-left Yetter-Drinfeld module over} \(H\) is a vector space \(V\) endowed with a left \(H\)-action and a left \(H\)-coaction such that

\[(h \cdot v)_{[-1]} \otimes (h \cdot v)_{[0]} = h_{(1)} v_{[-1]} s(h_{(3)}) \otimes h_{(2)} \cdot v_{[0]}, \ \forall h \in H, v \in V.
\]

A morphism of left-left Yetter-Drinfeld modules over \(H\) is a linear map that is simultaneously a morphism of left \(H\)-modules and a morphism of left \(H\)-comodules. The category consisting of the class of left-left Yetter Drinfeld modules over \(H\) and their morphisms is denoted by \(\mathcal{YD}_H\). It can be given a monoidal structure with the usual tensor of vector spaces, defining an action and a coaction on the tensor product of two Yetter-Drinfeld modules in the same way as in the previous examples. It is straightforward to check that the new action and coaction are compatible.

If \(H = kG\) is a group algebra, the compatibly condition translates as \(g \cdot V_h \subseteq V_{gh^{-1}}\). If, in addition, \(G\) is abelian, this condition results in \(g \cdot V_h \subseteq V_h\), so a Yetter-Drinfeld module over \(kG\) is a \(G\)-module \(V = \bigoplus_{h \in G} V_h\), where \(V_h\) is a \(G\)-submodule of \(V\) for every \(h \in G\).

\textbf{Example 2.21.} The \textit{Jordan plane} is the algebra \(A = \left\{ \frac{k(x, y)}{(y - xy + \frac{1}{3} x^2)} \right\}\).

Let us define an action of the Hopf algebra \(kZ = k[t, t^{-1}]\) on \(A\) by \(t \cdot x = x, \ t \cdot y = x + y\), and a \(Z\)-grading on \(A\) setting \(x, y \in A_1\). That can be extended multiplicatively to \(k(x, y)\), and are well defined after taking the quotient because the relation is homogeneous and preserved by the action. Since the action preserves the grading, \(A\) is a Yetter-Drinfeld module over \(kZ\). By definition, the algebra structure of \(A\) is compatible with the action and the coaction of \(kZ\), so \(A\) is a monoid in the monoidal category \(\mathcal{YD}\).
Example 2.22. This is an example of the same type, with a different action of $\mathbb{Z}$. The *super Jordan plane* is the algebra $A = \mathbb{k}(x,y)/\langle x^2, y^2, xy - yx \rangle$ with $\mathbb{k}\mathbb{Z}$-action on $A$ given by $t \cdot x = -x$, $t \cdot y = x - y$, and $\mathbb{Z}$-grading on $A$ setting $x, y \in A_1$. As in the previous example, they induce on $A$ the structure of Yetter-Drinfeld module over $\mathbb{k}\mathbb{Z}$ which is compatible with its product and unit, so $A$ is a monoid in $\mathbb{k}\mathbb{Z}[D]$.  

Example 2.23. Let $\rho : A \to R$ be a $\mathbb{k}$-algebra homomorphism, and let $P_* \xrightarrow{f} A$ be a projective resolution of $A$ as $A$-bimodule. The triple $(P_*, \omega, f)$ is a monoid in the monoidal category $(\text{Ch}(A\text{Mod}_A), \otimes, A_0)$, where the bar indicates that morphisms in this category are those of $\text{Ch}(A\text{Mod}_A)$ modulo homotopy (this is necessary for the associativity and unitality conditions).  

The convolution product makes $(\text{Hom}_{AA}(P_*, R), \cup, (1 \mapsto \rho \circ f))$ a monoid in the monoidal category $(\text{CoCh}(\text{Vect}), \otimes, \mathbb{k}_0)$, and taking cohomology makes $H^*(A, R)$ a monoid in the monoidal category $(\text{Vect}^\mathbb{Z}, \otimes, \mathbb{k}_0)$.  

Definition 2.24. Let $(\mathcal{C}, \otimes, I)$ and $(\mathcal{D}, \times, J)$ be monoidal categories. A lax monoidal functor from $\mathcal{C}$ to $\mathcal{D}$ is a triple $(F, \varphi, \varphi_0)$, where  

- $F : \mathcal{C} \to \mathcal{D}$ is a functor,  
- $\varphi$ is a natural transformation given by a family of morphisms $\{\varphi_{X,Y}\}_{X,Y \in \mathcal{C}}$, where $\varphi_{X,Y} : F(X) \times F(Y) \to F(X \otimes Y)$, such that for every $X,Y,Z \in \mathcal{C}$ the following diagram commutes: 

$$
\begin{array}{ccc}
F(X) \times F(Y) \times F(Z) & \xrightarrow{\varphi_{X,Y} \times \text{id}_Z} & F(X \otimes Y) \times Z \\
\downarrow{\text{id}_X \times \varphi_{Y,Z}} & & \downarrow{\varphi_{X,Y \otimes Z}} \\
F(X) \times F(Y \otimes Z) & \xrightarrow{\varphi_{X,Y} \otimes \text{id}_Z} & F(X \otimes Y \otimes Z),
\end{array}
$$

- $\varphi_0 : J \to F(I)$ is a morphism in $\mathcal{D}$ such that the following diagrams commute:  

$$
\begin{array}{ccc}
F(X) & = & J \times F(X) \\
\downarrow{\varphi_0 \times \text{id}_{F(X)}} & & \downarrow{\text{id}_{F(X)} \times \varphi_0} \\
F(I \otimes X) & \xrightarrow{\varphi_{I,X}} & F(I) \times F(X), \\
& & \downarrow{\varphi_{X,I}} \\
& & F(X \otimes I) \xrightarrow{\varphi_{X,I}} F(X) \times F(I).
\end{array}
$$

We will denote a lax monoidal functor by $(F, \varphi, \varphi_0) : (\mathcal{C}, \otimes, I) \to (\mathcal{D}, \times, J)$, and eventually call it a lax monoidal structure on $F$.  

Definition 2.25. A strong monoidal functor is a lax monoidal functor $(F, \varphi, \varphi_0)$ such that $\varphi$ is a natural isomorphism and $\varphi_0$ is an isomorphism.  

Example 2.26. We may consider the functor $V \mapsto V^* = \text{Hom}_k(V, k)$ as a monoidal functor $((-)^*, \varphi, \varphi_0) : (\text{Vect}^\text{op}, \otimes, k) \to (\text{Vect}, \otimes, k)$. The natural transformation $\varphi$ given by $\varphi_{V,W} : V^* \otimes W^* \to (V \otimes W)^*$ is defined by $\varphi_{V,W}(f \otimes g) = f \otimes g$, considering the first $f \otimes g$ as the tensor product of two elements and the last one as the tensor product of two morphisms. The morphism $\varphi_0 = : k \to k^*$ is defined by $\varphi_0(1) = \text{id}_k$. This monoidal functor is not strong, but its restriction to the opposite category of finite dimensional vector spaces is so.  

Remark 2.27. Defining monoidal structures like in Examples 2.15 to 2.20, adding extra structure to the usual tensor product of $k$-vector spaces, automatically gives their respective forgetful functors strong monoidal structures via identities.
Example 2.28. In the case considered in Example 2.20 where \( H = k\mathbb{Z} \), the correspondence between left-left Yetter Drinfeld modules over \( k\mathbb{Z} \) and \( \mathbb{Z} \)-graded \( \mathbb{Z} \)-modules can be stated by saying that the identity induces a strong monoidal functor from \( (k\mathbb{Z}\text{-}YD)^\mathbb{Z} \) to \( (k\mathbb{Z}\text{-}Mod)^\mathbb{Z} \), where the monoidal structure of the latter is the one given in Remark 2.17.

Example 2.29. Let \( R \) be a \( k \)-algebra. The forgetful functor \( U : R\text{-}Mod \rightarrow \text{Vect} \) admits a lax monoidal structure \( (U, \pi, \eta) : (R\text{-}Mod, \otimes, R) \rightarrow (\text{Vect}, \otimes, k) \), where \( \pi_{M,N} : M \otimes N \rightarrow M \otimes_R N \) is the canonical projection and \( \eta : k \rightarrow R \) is the unit morphism of \( R \). This lax monoidal functor is not strong in general.

Example 2.30. The Künneth Theorem for chain complexes of vector spaces states that the homology functor \( H\bullet : \text{Ch}(\text{Vect}) \rightarrow \text{Vect} \) is strong monoidal.

2.3. Braided monoidal categories. In this section we will pay attention to an additional structure in some monoidal categories: braidings.

Definition 2.31. A braided monoidal category is a 7-tuple \((\mathcal{C}, \otimes, I, a, \ell, r, c)\), where

- \( (\mathcal{C}, \otimes, I, a, \ell, r) \) is a monoidal category,
- \( c \) is a natural isomorphism, called braiding, given by a family of morphisms \( c_{X,Y} : X \otimes Y \rightarrow Y \otimes X \) for each \( X, Y \in \mathcal{C} \), such that the following diagrams commute for every \( X, Y, Z \in \mathcal{C} \):

\[
\begin{align*}
X \otimes (Y \otimes Z) & \xrightarrow{a_{X,Y,Z}^{-1}} (Y \otimes Z) \otimes X \\
& \xrightarrow{c_{X,Y \otimes Z}} (Y \otimes Z) \otimes X \\
& \xrightarrow{a_{Y,Z,X}^{-1}} (Y \otimes Z) \otimes X,
\end{align*}
\]

\[
\begin{align*}
(Y \otimes X) \otimes Z & \xrightarrow{a_{Y,X,Z}} Y \otimes (X \otimes Z) \\
& \xrightarrow{id_Y \otimes c_{X,Z}} Y \otimes (X \otimes Z),
\end{align*}
\]

\[
\begin{align*}
(X \otimes Y) \otimes Z & \xrightarrow{c_{X \otimes Y,Z}} Z \otimes (X \otimes Y) \\
& \xrightarrow{a_{Z,X,Y}} Z \otimes (X \otimes Y),
\end{align*}
\]

\[
\begin{align*}
X \otimes (Y \otimes Z) & \xrightarrow{a_{X,Y,Z}} (Z \otimes X) \otimes Y \\
& \xrightarrow{id_X \otimes c_{Y,Z}} (Z \otimes X) \otimes Y
\end{align*}
\]

\[
\begin{align*}
X \otimes (Z \otimes Y) & \xrightarrow{c_{X,Z,Y}^{-1}} (X \otimes Z) \otimes Y \\
& \xrightarrow{a_{X,Z,Y}^{-1}} (X \otimes Z) \otimes Y.
\end{align*}
\]

Remark 2.32. It is proven in Proposition 1.1 of [JS93] that commutativity of the previous diagrams implies commutativity of the following diagram for every \( X \in \mathcal{C} \):

\[
\begin{align*}
X \otimes I & \xrightarrow{c_{X,I}} I \otimes X \\
& \xrightarrow{r_X} I \otimes X,
\end{align*}
\]

\[
\begin{align*}
X \otimes I & \xrightarrow{c_{X,I}} I \otimes X \\
& \xrightarrow{\ell_X} I \otimes X
\end{align*}
\]

Remark 2.33. Let \((\mathcal{C}, \otimes, I, a, \ell, r, c)\) be a braided monoidal category, and consider the monoidal structures on its opposite and transpose categories as in Remark 2.6 and Definition 2.7, respectively. They both admit the braiding \( \tilde{c} \), where \( \tilde{c}_{X,Y} = c_{Y,X} \) for all \( X, Y \in \mathcal{C} \).

Remark 2.34. For a braided monoidal category \((\mathcal{C}, \otimes, I, a, \ell, r, c)\), inverting the braiding gives another braided monoidal category \((\mathcal{C}, \otimes, I, a, \ell, r, c^{inv})\), where \( c_{X,Y}^{inv} = (c_{Y,X})^{-1} \) for all \( X, Y \in \mathcal{C} \).
Remark 2.35. If a braided monoidal category is strict as a monoidal category, the hexagonal diagrams above turn into triangles, yielding the following equalities for every $X, Y, Z \in \mathcal{C}$:

$$
c_{X,Y \otimes Z} = (\text{id}_Y \otimes c_{X,Z}) \circ (c_{X,Y} \otimes \text{id}_Z),
c_{X \otimes Y,Z} = (c_{X,Z} \otimes \text{id}_Y) \circ (\text{id}_X \otimes c_{Y,Z}).
$$

From these equalities one can deduce the \textit{braiding equation}:

$$(c_{Y,Z} \otimes \text{id}_X) \circ (\text{id}_Y \otimes c_{X,Z}) \circ (c_{X,Y} \otimes \text{id}_Z) = (\text{id}_Z \otimes c_{X,Y}) \circ (c_{X,Z} \otimes \text{id}_Y) \circ (\text{id}_X \otimes c_{Y,Z}).$$

All braided monoidal categories considered in this work will be strict as monoidal categories.

Definition 2.36. Let $(\mathcal{C}, \otimes, I, c)$ be a braided monoidal category.

- A monoid $(A, \mu, \eta)$ in $\mathcal{C}$ is \textit{commutative} if $\mu \circ c_{A,A} = \mu$.
- A comonoid $(A, \Delta, \varepsilon)$ in $\mathcal{C}$ is \textit{cocommutative} if $c_{A,A} \circ \Delta = \Delta$.

Next we will discuss some relevant examples.

Example 2.37. The formula $\tau_{V,W}(v \otimes w) = w \otimes v, \forall v \in V, w \in W$, defines a braiding $\tau$ in the categories $\text{Vect}$, $\mathbb{H}\text{Mod}$ for a commutative $\mathbb{k}$-bialgebra $\mathbb{H}$, and $\mathbb{H}\text{Mod}$ for a cocommutative $\mathbb{k}$-bialgebra $\mathbb{H}$. In these cases, (co)commutative (co)monoids are monoids in their respective monoidal categories whose underlying $\mathbb{k}$-(co)algebra is (co)commutative in the usual sense.

Remark 2.38. When working in braided monoidal categories whose objects are $\mathbb{k}$-vector spaces with additional structure, commutativity may be called \textit{braided commutativity}, and analogously with cocommutativity. This is useful to emphasize that the braiding involved is not $\tau$, and so the notion of commutativity involved differs from the usual one.

Example 2.39. In the categories $\text{Ch}(\text{Vect})$, $\text{Coch}(\text{Vect})$ and $\text{Vect}^\mathbb{Z}$, one can define a braiding $\tau^{gr}$ by the formula $\tau^{gr}(v \otimes w) = (-1)^{pq} w \otimes v, \forall v \in V_p, w \in W_q$. (Co)commutativity for this braiding is called \textit{graded (co)commutativity}. In the categories $\overline{\text{Ch}}(\text{Vect})$ and $\overline{\text{Coch}}(\text{Vect})$, it is called \textit{graded (co)commutativity up to homotopy}.

Example 2.40. The previous construction can be generalized to an arbitrary braided monoidal category $(\mathcal{C}, \otimes, I, c)$ with a $\mathbb{k}$-linear structure: in this case, one can define a braiding $c^{gr}$ in the categories $\text{Ch}(\mathcal{C}), \text{Coch}(\mathcal{C})$ and $\mathcal{C}^\mathbb{Z}$ by the formula $c^{gr}_{V,W|V_p \otimes W_q} = (-1)^{pq} c_{V_p \otimes W_q}$. As in Remark 2.38, (co)commutativity in these categories may be called \textit{graded braided (co)commutativity}, or \textit{braided graded (co)commutativity}, and also its versions up to homotopy in $\overline{\text{Ch}}(\mathcal{C})$ and $\overline{\text{Coch}}(\mathcal{C})$.

Example 2.41. Let $H$ be a $\mathbb{k}$-Hopf algebra. The category $(\mathbb{H}_H \mathcal{D}, \otimes, \mathbb{k})$ admits a braiding $c$ such that

$$c_{V,W}(v \otimes w) = v_{[0]} \cdot w \otimes v_{[1]}, \forall v \in V, w \in W.$$  

In the case $H = \mathbb{k} G$ for a group $G$, the braiding has the following expression:

$$c_{V,W}(v \otimes w) = g \cdot w \otimes v, \forall g \in G, v \in V_g, w \in W.$$  

In the following sections we will define certain (co)monoids in the monoidal categories $\overline{\text{Ch}}(\mathbb{H}_H \mathcal{D}), \overline{\text{Coch}}(\mathbb{H}_H \mathcal{D})$ and $(\mathbb{H}_H \mathcal{D})^\mathbb{Z}$, and prove that they are (co)commutative. To introduce them, we will need the following concept, which generalizes the definition of bialgebra to arbitrary braided monoidal categories.

Definition 2.42. Let $(\mathcal{C}, \otimes, I, c)$ be a braided monoidal category. A \textit{bimonoid} in $\mathcal{C}$ is a 5-tuple $(A, \mu, \eta, \Delta, \varepsilon)$, where
• \((A, \mu, \eta)\) is a monoid,
• \((A, \Delta, \varepsilon)\) is a comonoid,
• the following diagrams commute:

\[
\begin{array}{ccc}
A \otimes A & \xrightarrow{\mu} & A \\
\Delta \otimes \Delta & \xrightarrow{\Delta \otimes \Delta} & A \otimes A \\
A \otimes A \otimes A & \xrightarrow{id_A \otimes c_{A,A} \otimes id_A} & A \otimes A \otimes A, \\
\end{array}
\]

\[
\begin{array}{ccc}
I & \xrightarrow{\sim} & I \otimes I \\
\eta & \xrightarrow{\eta \otimes \eta} & \varepsilon \\
A & \xrightarrow{\Delta} & A \otimes A, \\
I \otimes I & \xrightarrow{\varepsilon \otimes \varepsilon} & I, \\
\end{array}
\]

Remark 2.43. In a braided monoidal category \((\mathcal{C}, \otimes, I, c)\) for any two monoids \((A, \mu, \eta)\) and \((A', \mu', \eta')\), the triple \((A \otimes A', (\mu \otimes \mu') \circ (id_A \otimes c_{A',A} \otimes id_{A'}), \eta \otimes \eta')\) is also a monoid.

Analogously, if \((A, \Delta, \varepsilon)\) and \((A', \Delta', \varepsilon')\) are two comonoids, their product admits the comonoid structure \((A \otimes A', (id \otimes c_{A,A'} \otimes id_{A'}), (\Delta \otimes \Delta'), \varepsilon \otimes \varepsilon')\).

As for ordinary bialgebras, the axioms of a bimonoid \((A, \mu, \eta, \Delta, \varepsilon)\) are equivalent to \(\Delta\) and \(\varepsilon\) being morphisms of monoids, and they are also equivalent to \(\mu\) and \(\eta\) being morphisms of comonoids.

Definition 2.44. A Hopf monoid is a 6-tuple \((A, \mu, \eta, \Delta, \varepsilon, s)\), where \((A, \mu, \eta, \Delta, \varepsilon)\) is a bimonoid, and \(s : A \rightarrow A\) is a morphism in \(\mathcal{C}\), called antipode, such that

\[
\mu \circ (id_A \otimes s) \circ \Delta = \eta \circ \varepsilon = \mu \circ (s \otimes id_A) \circ \Delta.
\]

Remark 2.45. Bimonoids and Hopf monoids in a braided monoidal category \(\mathcal{C}\) are often named braided bialgebras and braided Hopf algebras, respectively.

Remark 2.46. Unlike previous examples, the so called graded Hopf algebras in the literature do not correspond to Hopf monoids in the category \(\text{Vect}^k\), because the braiding used in their definition is just the braiding of vector spaces.

2.4. Nichols Algebras. In this section we will recall the construction of the Nichols algebra of a Yetter-Drinfeld module \(V\) over a Hopf algebra \(H\). Nichols algebras are examples of braided Hopf algebras in the category \(H^H YD\) for some Hopf algebra \(H\).

Let \(T(V) = \bigoplus_{n \in \mathbb{N}_0} V^\otimes n\) denote the tensor algebra of \(V\) with the concatenation product and the inclusion of \(k = V^\otimes 0\) as unit. As seen in Example 2.20, \(T(V)\) can be regarded as a Yetter-Drinfeld module over \(H\), and it is immediate to check that the aforementioned product and unit preserve the Yetter-Drinfeld module structure. Therefore, one can consider \(T(V)\) as a monoid in \(H^H YD\).

Now, the braiding of this category induces a monoid structure on \(T(V) \otimes T(V)\), which by Remark 2.27 can be seen as an ordinary algebra structure.

Since \(T(V)\) is the free algebra generated by \(V\), defining \(\Delta(v) = 1 \otimes v + v \otimes 1\) extends to a unique algebra morphism \(\Delta : T(V) \rightarrow T(V) \otimes T(V)\). As a consequence of the definition of the \(H\)-action and \(H\)-coaction on tensor products, the map \(\Delta\) turns out to be a morphism of Yetter-Drinfeld modules. The map \(\varepsilon : T(V) \rightarrow k\) defined as the projection onto \(V^\otimes 0\) is a counit for \(\Delta\), and trivially preserves the algebra structure and the Yetter-Drinfeld module structure. Therefore, \(T(V)\) with this structure is a bimonoid in \(H^H YD\), which happens to be a Hopf monoid.
There exists a maximal Hopf ideal and Yetter-Drinfeld submodule $J$ of $T(V)$ among those contained in $\bigoplus_{n \geq 2} V^\otimes n$, see [AS02, Proposition 2.2]. The Nichols algebra of $V$ is the quotient $B(V) = \frac{T(V)}{J}$.

The Jordan plane of Example 2.21 and the super Jordan plane of Example 2.22 are the Nichols algebras corresponding to the $\mathbb{k}\mathbb{Z}$-Yetter Drinfeld modules, called $\mathcal{V}(1,2)$ and $\mathcal{V}(-1,2)$ respectively.

The Nichols algebra $B(V)$ also inherits a natural $\mathbb{Z}$-grading from $T(V)$, which is preserved by its product and coproduct. In the Jordan and super Jordan plane it coincides with the $\mathbb{Z}$-grading given by their $\mathbb{k}\mathbb{Z}$-comodule structure.

3. Graded braided (co)commutativity

The aim of this section is to provide a setting where the Hochschild cohomology of $A$ with coefficients in $\mathbb{k}$ could be given a graded Yetter-Drinfeld module structure over $H$, where $A$ is a Nichols algebra in the category $H^\text{YD}$. In this context, the $\mathbb{Z}$-graded vector space $H^*(A, \mathbb{k})$ can be seen as a monoid in the category $\left( H^\text{YD} \right)^\mathbb{Z}$, which happens to be graded braided commutative. We will follow the notation in Section 3 of [MPSW10], whose main result is recovered in Corollary 3.22.

**Definition 3.1.** Let $(\mathcal{C}, \otimes, I)$ be a monoidal category. Let $V, Y$ be objects in $\mathcal{C}$. An internal hom is an object in $\mathcal{C}$, denoted $\text{hom}(V, Y)$, equipped with a natural isomorphism $\Theta_{V,Y} : \text{Hom}_\mathcal{C}(- \otimes V, Y) \rightarrow \text{Hom}_\mathcal{C}(-, \text{hom}(V, Y))$.

For $X \in \mathcal{C}$, we will write $\Theta_{X,V,Y} := (\Theta_{V,Y})_X$.

**Remark 3.2.** Wherever $\text{hom}(V, Y)$ exists, it is unique up to isomorphism and it is functorial in both variables, due to Yoneda’s Lemma. See, for example, [ML98], Chapter III, Section 2. As a consequence, if $V \in \mathcal{C}$ is such that $\text{hom}(V, Y)$ exists for all $Y \in \mathcal{C}$, then $\text{hom}(V, -)$ is a functor which is right adjoint to $- \otimes V$.

**Definition 3.3.** If the adjunction $\Theta_{V,-}$ of the previous definition exists for all $V \in \mathcal{C}$, the monoidal category $(\mathcal{C}, \otimes, I)$ is called a right closed monoidal category.

**Example 3.4.** The monoidal category $(\text{Vect}^\mathbb{Z}, \otimes, k_0)$ is right closed monoidal, its internal hom functor is called graded hom. For a graded $\mathbb{k}$-vector space $Y$ and $n \in \mathbb{Z}$, let $Y[n]$ denote the graded vector space such that $Y[n]_i = Y_{i+n}$. The graded hom object $\text{hom}(V, Y) = \bigoplus_{n \in \mathbb{Z}} \text{hom}(V, Y)_n$, is defined as follows:

$$\text{hom}(V, Y)_n = \text{Hom}_{\text{Vect}^\mathbb{Z}}(V, Y[n]) = \prod_{i \in \mathbb{Z}} \text{Hom}_\mathbb{k}(V_i, Y_{i+n}), \quad \forall V, Y \in \text{Vect}^\mathbb{Z}.$$  

**Remark 3.5.** The canonical inclusion $\text{hom}(V, Y) \subseteq \text{Hom}_\mathbb{k}(V, Y)$ is an equality if and only if $V$ is finite dimensional. This is equivalent to the condition that $V_n$ is finite dimensional for all $n$, and nonzero only for finitely many values of $n$.

The internal hom objects in the following examples can be defined more generally for a Hopf algebra $H$ with bijective antipode. We will focus in the case $H = kG$.

**Example 3.6.** The category $(kG\text{Mod}, \otimes, k)$ is right closed monoidal, with its internal hom defined by $\text{hom}(V, Y) = \text{Hom}_k(V, Y)$ and $G$-action given by

$$(g \cdot f)(x) = g \cdot f(g^{-1} \cdot x), \quad \forall g \in G, \forall x \in V, \forall f \in \text{Hom}_k(V, Y).$$
Example 3.7. Let $G$ be a group. The construction for $\mathbb{Z}$-graded vector spaces in Example 3.4 can be generalized to the monoidal category $(\mathbb{k}G\text{-Mod}, \otimes, \mathbb{k})$, which is isomorphic to the category $\text{Vect}^G$ of $G$-graded vector spaces — see Example 2.19. It has an internal hom functor defined by $\text{hom}(V, Y) = \bigoplus_{h \in G} \text{hom}(V, Y)_h$, where

$$\text{hom}(V, Y)_h = \prod_{s \in G} \text{Hom}_k(V_s, Y_{hs}).$$

As in Remark 3.5, there is a canonical inclusion $\text{hom}(V, Y) \subseteq \text{Hom}_k(V, Y)$, which is an equality either when $V$ is finite dimensional or when $G$ is finite.

Example 3.8. The category $(\mathbb{k}G\text{-Mod}, \otimes, \mathbb{k})$ of Yetter-Drinfeld modules over a group algebra has an internal hom which combines the $\mathbb{k}G$-module and $\mathbb{k}G$-comodule structures of its objects. For $V, Y \in \mathbb{k}G\text{-Mod}$, the $G$-graded space $\text{hom}(V, Y)$ is defined as in the previous example, and the action of $g \in G$ on $f = (f_s)_{s \in G} \in \text{hom}(V, Y)_h$ is given by

$$(g \cdot f)_s(v) = g \cdot (f_{g^{-1}s}g^{-1} \cdot v), \quad \forall s \in G, \forall v \in V_s.$$ 

It is straightforward to check that $g \cdot f \in \text{hom}(V, Y)_{gh^{-1}} \forall g, h \in G, f \in \text{hom}(V, Y)_h$, so $\text{hom}(V, Y)$ is indeed an object in $\mathbb{k}G\text{-Mod}$. It also holds that $\text{hom}(V, Y) \cong \text{Hom}_k(V, Y)$ when $V$ is finite dimensional or $G$ is finite.

The following remark is generalized in [MPSW10] to arbitrary monoidal categories. Their aim is, when possible, to replace the functor $\text{Hom}_k(-, \mathbb{k})$ by an internal hom functor, obtaining the desired construction in the cases in which they coincide.

Remark 3.9. Let $(A, \varepsilon)$ be an augmented $\mathbb{k}$-algebra, and consider the cochain complex $(C^*(A), d^*)$. Taking into account the action of $A$ on $\mathbb{k}$, the coboundary $d^n : C^n(A) \to C^{n+1}(A)$ is as follows:

$$d^n f(a_1 \otimes \cdots \otimes a_{n+1}) = \varepsilon(a_1)f(a_2 \otimes \cdots \otimes a_{n+1})$$

$$+ \sum_{i=1}^n (-1)^i f(a_1 \otimes \cdots \otimes a_i a_{i+1} \otimes \cdots \otimes a_{n+1}) + (-1)^{n+1} f(a_1 \otimes \cdots \otimes a_n \varepsilon(a_{n+1})).$$

This can also be read as $d^n f = f \circ \delta_n$, where $\delta_n : A^{\otimes n+1} \to A^{\otimes n}$ is

$$\delta_n(a_1 \otimes \cdots \otimes a_{n+1}) = \varepsilon(a_1)a_2 \otimes \cdots \otimes a_{n+1}$$

$$+ \sum_{i=1}^n (-1)^i a_1 \otimes \cdots \otimes a_i a_{i+1} \otimes \cdots \otimes a_{n+1} + (-1)^{n+1} a_1 \otimes \cdots \otimes a_n \varepsilon(a_{n+1}).$$

Setting $S_n(A) = A^{\otimes n}$ makes $(S_n(A), \delta_n)$ a chain complex of $\mathbb{k}$-vector spaces satisfying the equality $(C^*(A), d^*) = (\text{Hom}_k(S_n(A), \mathbb{k}), (\delta_n)^*)$.

Next we follow the general construction given in [MPSW10] Section 3.

Definition 3.10. Let $(\mathcal{C}, \otimes, I)$ be a monoidal category, where $I$ is a monoid with the canonical isomorphism $I \otimes I \cong I$. An augmented monoid in $\mathcal{C}$ is a 4-tuple $(A, \mu, \eta, \varepsilon)$, where $(A, \mu, \eta)$ is a monoid in $\mathcal{C}$ and $\varepsilon : A \to I$ is a morphism of monoids. As usual, we omit part of the structure when it is clear from the context.

Remark 3.11. If $(\mathcal{C}, \otimes, I, \varepsilon)$ is a braided monoidal category and $(A, \mu, \eta, \Delta, \varepsilon)$ is a bimonoid in $\mathcal{C}$, then $(A, \mu, \eta, \varepsilon)$ is an augmented monoid in $\mathcal{C}$.

Definition 3.12. Let $(A, \mu, \eta, \varepsilon)$ be an augmented monoid in a monoidal category $(\mathcal{C}, \otimes, I)$. The triple $(S(A), \{\delta_i\}, \{\sigma_j\})$ defined as follows is a simplicial object in $\mathcal{C}$:

- Objects: $S_n(A) = A^{\otimes n}$. 
-
Remark 3.17 shows that \( \xi \) is defined as follows:

\[
\xi_{V,W} : \text{hom}(V,W) \rightarrow \text{hom}(W \otimes V, I)
\]

We will denote its associated chain complex in \( C \) by \( (\text{hom}(S\bullet(A), I), \text{hom}(\delta\bullet, I)) \). The Hochschild cohomology of \( A \) with trivial coefficients is the cohomology of the complex \( (\text{hom}(S\bullet(A), I), \text{hom}(\delta\bullet, I)) \). It is denoted by \( \mathbb{H}^\bullet(A) \).

The following are the final steps to obtain a monoid structure in \( C \) analogous to the Hochschild cohomology with trivial coefficients on a bialgebra, with the cup product.

Definition 3.14. \([\text{MPSW10}, \text{Definition 3.4}]\) Let \( A \) be an augmented monoid in a monoidal category \( (\mathcal{C}, \otimes, I) \). The Hochschild cohomology of \( A \) with trivial coefficients is the cohomology of the complex \( (\text{hom}(S\bullet(A), I), \text{hom}(\delta\bullet, I)) \). It is denoted by \( \mathbb{H}^\bullet(A) \).

The following are the final steps to obtain a monoid structure in \( C \) analogous to the Hochschild cohomology with trivial coefficients on a bialgebra, with the cup product.

Definition 3.15. \([\text{MPSW10}, \text{Remark 3.6}]\) Let \( (\mathcal{C}, \otimes, I) \) be a monoidal category, and let \( V, Y \in \mathcal{C} \) be such that \( \text{hom}(V, Y) \) exists. Let \( \Theta \) be the natural isomorphism of Definition 3.1. The inverse of the isomorphism

\[
\Theta_{\text{hom}(V, Y), V, Y} : \text{Hom}_\mathcal{C}(\text{hom}(V, Y) \otimes V, Y) \rightarrow \text{Hom}_\mathcal{C}(\text{hom}(V, Y), \text{hom}(V, Y))
\]

gives a morphism

\[
ev_{V, Y} = \Theta_{\text{hom}(V, Y), V, Y}^{-1}(\text{id}_{\text{hom}(V, Y)}) : \text{hom}(V, Y) \otimes V \rightarrow Y,
\]
called evaluation morphism.

Definition 3.16. \([\text{MPSW10}, \text{Remark 3.6}]\) Let \( (\mathcal{C}, \otimes, I) \) be a monoidal category, and let \( V, W \in \mathcal{C} \) be such that \( \text{hom}(V, I), \text{hom}(W, I) \) and \( \text{hom}(W \otimes V, I) \) exist. The map

\[
\xi_{V, W} : \text{hom}(V, I) \otimes \text{hom}(W, I) \rightarrow \text{hom}(W \otimes V, I)
\]

is defined as follows:

\[
\xi_{V, W} = \Theta_{\text{hom}(V, I) \otimes \text{hom}(W, I), W \otimes V, I}(ev_{V, I} \circ (\text{id}_{\text{hom}(V, I)} \otimes ev_{W, I} \otimes \text{id}_V)).
\]

Remark 3.17. If we restrict to those pairs \( V, W \) for which \( \text{hom}(V, I) \otimes \text{hom}(W, I) \) and \( \text{hom}(W \otimes V, I) \) exist, we can say that the collection of maps \( \xi_{V, W} \) define a natural transformation \( \xi \).

Remark 3.18. As remarked before, in the monoidal categories of Examples 3.3 to 3.8 the object \( \text{hom}(V, Y) \) is naturally included in \( \text{Hom}_k(V, Y) \) for all objects \( V \) and \( Y \). In these cases, the evaluation morphism turns out to coincide with the usual evaluation of functions. Now, let us consider two elements \( f \in \text{hom}(V, k) \subseteq \text{Hom}_k(V, k) \) and \( g \in \text{hom}(W, k) \subseteq \text{Hom}_k(W, k) \). The equality

\[
\xi_{V, W}(f \otimes g)(w \otimes v) = g(w)f(v), \ \forall v \in V, w \in W,
\]
shows that \( \xi_{V, W} \) is in fact the canonical inclusion \( V^* \otimes W^* \rightarrow (W \otimes V)^* \).
**Definition 3.19.** [MPSW10, Definition 3.7] Let $A$ be an augmented monoid in a monoidal category $(\mathcal{C}, \otimes, I)$, and let $(S_\bullet(A), \delta_\bullet)$ be the chain complex of Definition 3.12. The cup product $\cup : \text{H}^n(A) \otimes \text{H}^m(A) \to \text{H}^{n+m}(A)$ is the collection of morphisms

$$\cup_{p,q} : \text{H}^p(A) \otimes \text{H}^q(A) \to \text{H}^{p+q}(A)$$

induced by

$$\xi_{S_p(A), S_q(A)} : \text{hom}(S_p(A), I) \otimes \text{hom}(S_q(A), I) \to \text{hom}(S_q(A) \otimes S_p(A), I).$$

**Remark 3.20.** Let $(\mathcal{C}, \otimes, k)$ be a monoidal category like in Remark 3.18 and let $A$ be an augmented monoid in $\mathcal{C}$, which implies that $\mathcal{C}$ is also augmented $k$-algebra. If for every $n \in N_0$ the objects $\text{hom}(A^{\otimes n}, k)$ exist and their canonical inclusions in $\text{Hom}_k(A^{\otimes n}, k)$ are isomorphisms of $k$-vector spaces, then the cochain complexes $(\text{hom}(S_\bullet(A), k), \text{hom}(\delta_\bullet, k))$ and $(\text{Hom}_k(S_\bullet(A), k), (\delta_\bullet)^*)$ are isomorphic. Taking homology, one gets that $\text{H}^\bullet(A)$ and the usual Hochschild cohomology with trivial coefficients $\text{H}^\bullet(A, k)$ are isomorphic as $\mathbb{Z}$-graded $k$-vector spaces. In addition, according to the expression of $\xi$, the cup product defined in $\text{H}^\bullet(A)$ is the opposite of the usual cup product in $\text{H}^\bullet(A, k)$. To avoid confusion, we will use the symbol $\cup$ to refer to the cup product of definition 3.19 instead of the symbol $\cup$ used to define the usual cup product in Hochschild cohomology in Section 2.1.

Next we will recall one of the main results of [MPSW10], together with a corollary. We will prove a generalization of the latter in the end of this section.

**Theorem 3.21.** [MPSW10, Theorem 3.12] Let $A$ be a bimonoid in a braided monoidal category $(\mathcal{C}, \otimes, I, c)$, such that $\text{hom}(A^{\otimes n}, I)$ exists for all $n \in N_0$. Then $(\text{H}^\bullet(A), \cup)$ is a graded braided commutative algebra in $\mathcal{C}^\mathbb{Z}$.

**Corollary 3.22.** [MPSW10, Corollary 3.13] Let $H$ be a Hopf algebra with bijective antipode, and let $A$ be a bimonoid in $\text{H}^\bullet(YD)$. If either $H$ or $A$ is finite dimensional, then $\text{H}^\bullet(A, k)$ is a $\mathbb{Z}$-graded object in $\text{H}^\bullet(YD)$, and the opposite of its cup product is graded braided commutative.

The authors use this theorem to prove finite generation of the cohomology algebra of some pointed Hopf algebras.

On the other hand, the Jordan and super Jordan plane are infinite dimensional and they are bimonoids in the category of Yetter-Drinfeld modules over $k\mathbb{Z}$, which is an infinite dimensional Hopf algebra. The internal hom objects needed in the construction in [MPSW10] do not exist, so a priori $\text{H}^\bullet(A, k)$ cannot be regarded as a $\mathbb{Z}$-graded Yetter-Drinfeld module over $k\mathbb{Z}$, and therefore there is no graded braided commutativity condition to check. However, there is a condition that can be checked, which coincides with graded braided commutativity of the cup product when it can be defined. The next propositions will lead to that condition.

**Lemma 3.23.** Let $(\mathcal{C}, \otimes, I, c)$ be a braided monoidal category, and let $V, W \in \mathcal{C}$. The following diagram commutes:

$$\begin{array}{ccc}
\text{hom}(V, I) \otimes \text{hom}(W, I) \otimes W & \otimes & V \\
\text{id}_{\text{hom}(V, I)} \otimes \text{ev}_{W, I} \otimes \text{id}_V & \downarrow & \text{id}_{\text{hom}(W, I)} \otimes \text{ev}_{V, I} \otimes \text{id}_W \\
\text{hom}(V, I) \otimes V & \text{ev}_{V, I} & \text{hom}(W, I) \otimes W.
\end{array}$$
**Proof:** Given an object $U$ in $\mathcal{C}$, we will denote $U^* = \text{hom}(U, I)$. In fact, we will prove that the following diagram is commutative, where the arrows that appear in the opposite direction are isomorphisms.

\[ \begin{array}{ccc}
V^* \otimes W^* \otimes W \otimes V & \xrightarrow{id_{V^*} \otimes W^* \otimes \varepsilon_{W,V}} & V^* \otimes W^* \otimes V \otimes W \\
& & \xleftarrow{\varepsilon_{W^*,V} \otimes id_{W} \otimes id_{W}} \\
& & \xrightarrow{id_{V^*} \otimes \varepsilon_{W,V} \otimes id_{W} \otimes id_{W}} \\
V^* \otimes I \otimes V & \xrightarrow{id_{V^*} \otimes \varepsilon_{V,I} \otimes \varepsilon_{I,V}} & V^* \otimes V \otimes I \otimes W \\
& & \xleftarrow{\varepsilon_{V^*,V} \otimes \varepsilon_{I,V} \otimes id_{I} \otimes id_{W} \\
& & \xrightarrow{id_{V^*} \otimes \varepsilon_{V,I} \otimes \varepsilon_{I,V}} \\
V^* \otimes V & \xrightarrow{\varepsilon_{V,I}} & I \\
& \xrightarrow{\varepsilon_{W,V}} & W^* \otimes W.
\end{array} \]

Both triangles on top of the diagram commute by using the axioms in the definition of the braiding $c$, the quadrilaterals on both sides commute by naturality of $c$, and the remaining subdiagrams commute by the axioms of a monoidal category.

**Proposition 3.24.** Let $(\mathcal{C}, \otimes, I, c)$ be a braided monoidal category, and let $V$ and $W$ be objects in $\mathcal{C}$ such that $\text{hom}(U, I)$ exists for $U = V, W, V \otimes W, W \otimes V$. The following diagram commutes:

\[
\begin{array}{ccc}
\text{hom}(W, I) \otimes \text{hom}(V, I) & \xrightarrow{\xi_{W,V}} & \text{hom}(V \otimes W, I) \\
\xleftarrow{\varepsilon_{\text{hom}(W, I) \otimes \text{hom}(V, I)}} & & \xrightarrow{\text{hom}(\varepsilon_{W,V, \text{id}_I})} \\
\text{hom}(V, I) \otimes \text{hom}(W, I) & \xrightarrow{\xi_{V,W}} & \text{hom}(W \otimes V, I). \\
\end{array}
\]

**Proof:** Let us consider the following diagram in Vect, which commutes by naturality of the adjunction isomorphism $\Theta$ of Definition 3.1.

\[ \begin{array}{ccc}
\text{Hom}_C(\text{hom}(W, I) \otimes \text{hom}(V, I) \otimes V \otimes W, I) & \xrightarrow{\Theta_{\text{hom}(W, I) \otimes \text{hom}(V, I), V \otimes W}} & \text{Hom}_C(\text{hom}(W, I) \otimes \text{hom}(V, I), \text{hom}(V \otimes W, I)) \\
\xrightarrow{\text{Hom}_C(\xi_{\text{hom}(W, I) \otimes \text{hom}(V, I)})^{-1} \otimes \varepsilon_{W,V,\text{id}_I}} & & \xrightarrow{\text{Hom}_C(\xi_{\text{hom}(W, I) \otimes \text{hom}(V, I)})^{-1}, \text{hom}(\varepsilon_{W,V,\text{id}_I})} \\
\text{Hom}_C(\text{hom}(V, I) \otimes \text{hom}(W, I) \otimes W \otimes V, I) & \xrightarrow{\Theta_{\text{hom}(V, I) \otimes \text{hom}(W, I), W \otimes V}} & \text{Hom}_C(\text{hom}(V, I) \otimes \text{hom}(W, I), \text{hom}(W \otimes V, I)).
\end{array} \]
Using the previous lemma and chasing the element \( e_{V,I} \circ (\text{id}_{\text{hom}(W,I)} \otimes e_{V,I} \otimes \text{id}_W) \) in this diagram gives

\[
e_{V,I} \circ (\text{id}_{\text{hom}(V,I)} \otimes e_{V,I} \otimes \text{id}_V) \]

from which precomposing with \( c_{\text{hom}(W,I),\text{hom}(V,I)} \) gives

\[
\xi_{V,W} \circ c_{\text{hom}(W,I),\text{hom}(V,I)} = \text{hom}(c_{W,V}, \text{id}_I) \circ \xi_{W,V},
\]

which is what we wanted to prove. \( \square \)

**Remark 3.25.** Let us consider a bialgebra \( A \) in the braided monoidal category \( kG \) of Yetter-Drinfeld modules over a group algebra \( kG \). Suppose that either \( A \) is finite dimensional or \( G \) is finite, so that \( \text{hom}(A^\otimes n, k) = \text{Hom}_k(A^\otimes n, k) \) - see Example 3.8. It follows from Theorem 3.21 that the diagram induced in cohomology by the following one commutes:

\[
\text{Hom}_k(A^\otimes p, k) \otimes \text{Hom}_k(A^\otimes q, k) \xrightarrow{(\cdot)_{\text{Hom}_k(A^\otimes p,k),\text{Hom}_k(A^\otimes q,k)}} \text{Hom}_k(A^\otimes p+q, k),
\]

which, due to the previous proposition, is equivalent to the commutativity of the following diagram after taking cohomology:

\[
\text{Hom}_k(A^\otimes p, k) \otimes \text{Hom}_k(A^\otimes q, k) \xrightarrow{(-1)^{pq}\cdot_{p,q}} \text{Hom}_k(A^\otimes p+q, k) \]

In order to check the commutativity of the first diagram, it is necessary to evaluate the braiding \( c \) in the objects \( \text{Hom}_k(A^\otimes p, k) \) and \( \text{Hom}_k(A^\otimes q, k) \), which can be done because they coincide with their respective inner hom objects, so they can be regarded as objects in \( kG \).

On the other hand, checking the commutativity of the second diagram only requires evaluating the braiding in the objects \( A^\otimes p \) and \( A^\otimes q \). No inner hom objects are needed, so this condition can be checked even when the objects \( \text{hom}(A^\otimes p, k) \) and \( \text{hom}(A^\otimes q, k) \) do not exist, or when they exist but differ from \( \text{Hom}_k(A^\otimes p, k) \) and \( \text{Hom}_k(A^\otimes p, k) \), respectively. This is the case of the Jordan and the super Jordan plane. For these algebras, we have checked that the second diagram commutes at the level of cohomology, following the steps we give in detail in the Appendix.
In what follows, we will prove that the condition checked above holds up to homotopy for any bialgebra $A$ in a braided monoidal category $(\mathcal{C}, \otimes, I, c)$, and give a categorical interpretation of the result.

For this purpose, we will perform some calculations using graphical calculus. Tensor products between objects are represented as their horizontal juxtaposition, and morphisms as sets of strings going from top to bottom. Here is a table with the notations we will use:

| Morphism | Symbol |
|----------|--------|
| $c_{X,Y} : X \otimes Y \to Y \otimes X$ | $\begin{array}{c} X \otimes Y \\ Y \otimes X \end{array}$ |
| $(c_{Y,X})^{-1} : X \otimes Y \to Y \otimes X$ | $\begin{array}{c} X \otimes Y \\ Y \otimes X \end{array}$ |
| $\mu : A \otimes A \to A$ | $\begin{array}{c} A \\ A \end{array}$ |
| $\eta : I \to A$ | $\begin{array}{c} A \\ A \end{array}$ |
| $\Delta : A \to A \otimes A$ | $\begin{array}{c} A \\ A \end{array}$ |
| $\varepsilon : A \to I$ | $\begin{array}{c} A \\ A \end{array}$ |
| $\chi : A \otimes M \to M$ | $\begin{array}{c} A \\ M \\ M \\ M \end{array}$ |
| $\chi' : M \otimes A \to M$ | $\begin{array}{c} M \\ M \\ M \\ M \end{array}$ |
| $\eta : I \to A$ | $\begin{array}{c} I \\ I \\ I \\ I \end{array}$ |

These are examples of properties that we will use in the calculations:

- Naturality of the braiding, as well as the axiom involving it and the unit constraints, can be expressed graphically when tensoring any morphism with a morphism from the unit object to another object of $\mathcal{C}$ or vice versa:

$$\begin{array}{c} Y \\ Y \end{array} = \begin{array}{c} I \\ I \end{array}, \quad \begin{array}{c} X \\ X \end{array} = \begin{array}{c} I \\ I \end{array}, \quad \begin{array}{c} Y \\ Y \\ Y \end{array} = \begin{array}{c} I \\ I \\ I \end{array}, \quad \begin{array}{c} X \\ X \\ X \end{array} = \begin{array}{c} I \\ I \\ I \end{array}.$$

- One can also visualize naturality of the braiding in the following examples:

$$\begin{array}{c} A \\ A \end{array} = \begin{array}{c} A \\ A \end{array}, \quad \begin{array}{c} C \\ C \\ C \end{array} = \begin{array}{c} C \\ C \\ C \end{array}, \quad \begin{array}{c} A \\ M \\ X \end{array} = \begin{array}{c} A \\ M \\ X \end{array}.$$

- The following equalities represent the axioms of associativity and unit of a monoid:

$$\begin{array}{c} A \\ A \\ A \end{array} = \begin{array}{c} A \\ A \\ A \end{array}, \quad \begin{array}{c} A \\ A \\ A \end{array} = \begin{array}{c} A \\ A \\ A \end{array},$$

and the corresponding ones for a comonoid are the ones above turned upside down.
Example 3.26. The simplicial object \((S(A), \{ \partial_i \}, \{ \sigma_j \})\) introduced in Definition 3.12 can be written using graphical notation as follows:

- Its objects are \(S_n(A) = A^n\).
- Its faces \(\partial_i : S_{n+1}(A) \rightarrow S_n(A)\) are given by

\[
\partial_0 = \begin{array}{l}
\vdots \\
A \ldots A \\
A \ldots A \\
\end{array}, \\
\partial_i = \begin{array}{ccc}
\vdots & \vdots & \vdots \\
A \ldots A & A \ldots A & A \ldots A \\
A \ldots A & A \ldots A & A \ldots A \\
\end{array}, \\
\partial_{n+1} = \begin{array}{l}
\vdots \\
A \ldots A \\
A \ldots A \\
\end{array},
\]

- Its degeneracies \(\sigma_j : S_n(A) \rightarrow S_{n+1}(A)\) are given by

\[
\sigma_j = \begin{array}{ccc}
j-1 & \cdots & n+1-j \\
A \ldots A & A \ldots A & A \ldots A \\
\end{array}
\]

Definition 3.27. Let \((S(A) \otimes S(A))\) denote the product of \(S(A)\) with itself in \(\text{Ch}(\mathcal{C})\), defined analogously to Example 2.16. The deconcatenation coproduct is the map \(\text{dec}_{\bullet} : S_{\bullet}(A) \rightarrow (S(A) \otimes S(A))_{\bullet}\) given componentwise by \(\text{dec}_n = \sum_{p+q=n} \text{dec}_{pq}\), where

\[
\text{dec}_{pq} = \text{id}_{A^p \otimes A^q} : S_{p+q}(A) \rightarrow S_p(A) \otimes S_q(A).
\]

The following result is the generalization of the previous computations, which will allow us to recover the main result in Section 3 of [MPSW10].

Theorem 3.28. The triple \((S(A)_{\bullet}, \text{dec}_{\bullet}, (\text{id}_0)_{\bullet})\) is a comonoid in \(\text{Ch}(\mathcal{C})\), which is cocommutative up to homotopy.

In order to prove the theorem, we will introduce in our context the Alexander-Whitney map - defined more generally in [Wei94, Section 8.5] - and recall Lemma 3.9 of [MPSW10].

Definition 3.29. For an augmented monoid \(A\) in a monoidal category \(\mathcal{C}\), let \((S(A) \times S(A))\) denote the product of the simplicial object \(S(A)\) in \(\mathcal{C}\) with itself, and \((S(A) \times S(A))_{\bullet}\) its associated chain complex. The Alexander-Whitney map \(\text{AW}_{\bullet} : (S(A) \times S(A))_{\bullet} \rightarrow (S(A) \otimes S(A))_{\bullet}\) is defined componentwise by the maps \(\text{AW}_{pq} : S(A)_p \otimes S(A)_q \rightarrow S(A)_p \otimes S(A)_q\),

\[
\text{AW}_{pq} = A \ldots A A \ldots A A \ldots A
\]

The twisted Alexander-Whitney map \(\overline{\text{AW}}_{\bullet} : (S(A) \times S(A))_{\bullet} \rightarrow (S(A) \otimes S(A))_{\bullet}\) is defined componentwise by the maps \(\overline{\text{AW}}_{pq} : S(A)_p \otimes S(A)_q \rightarrow S(A)_p \otimes S(A)_q\),

\[
\overline{\text{AW}}_{pq} = (-1)^{pq} A \ldots A A \ldots A A \ldots A
\]
As stated in [Wei94], the maps $\text{AW}_\bullet$ and $\overline{\text{AW}}_\bullet$ are homotopic, since there is a unique natural chain map from $(S(A) \times S(A))_\bullet$ to $(S(A) \otimes S(A))_\bullet$ up to natural homotopy. Therefore, precomposing either of them with any chain map $f_\bullet : S_\bullet(A) \to (S(A) \times S(A))_\bullet$ will give the same map up to homotopy. In the case $A$ is a bialgebra, we will use the map $f_\bullet$ as the composition of the functor $S_\bullet$ applied to the coproduct of $A$, and the map $g^{A,A}$ obtained from the simplicial map defined in the following lemma.

**Lemma 3.30.** [MPSW10, Lemma 3.9] Let $A$ and $B$ be two augmented algebras in a braided monoidal category $(\mathcal{C}, \otimes, I, c)$. For each $n \in \mathbb{N}_0$, let us define recursively a map $g^{A,B}_n : (A \otimes B)^{\otimes n} \rightarrow A^{\otimes n} \otimes B^{\otimes n}$ as follows:
- $g^{A,B}_0 = \text{id}_I$,
- $g^{A,B}_n = c_{B^{\otimes n},A} \circ (g^{A,B}_{n-1} \otimes \text{id}_{A^{\otimes B}})$

The collection of maps $g^{A,B} = (g^{A,B}_n)_{n \in \mathbb{N}_0}$ is an isomorphism of simplicial objects in $\mathcal{C}$ from $S(A \otimes B)$ to $S(A) \times S(B)$.

**Proof of Theorem 3.28:**
Coassociativity and counitality of $(S(A)_\bullet, dec_\bullet, (\text{id}_k)_0)$ are immediate consequences of the definition, and checking that the maps involved are chain morphisms is straightforward. Proving cocommutativity up to homotopy is checking that the following diagram commutes up to homotopy:

$$
\begin{array}{ccc}
S_\bullet(A) & \xrightarrow{dec_\bullet} & (S(A) \otimes S(A))_\bullet \\
\text{dec}_\bullet & \downarrow & \text{c}_{S_\bullet(A),S_\bullet(A)} \\
(S(A) \otimes S(A))_\bullet & \xrightarrow{c_{S_\bullet(A),S_\bullet(A)}} & (S(A) \otimes S(A))_\bullet,
\end{array}
$$

which in the component $S_p(A) \otimes S_q(A)$ reads as follows:

$$
\begin{array}{ccc}
S_p(A) & \xrightarrow{S_{p+q}(A)} & S_{p+q}(A) \\
\text{dec}_{q,p} & \downarrow & \text{dec}_{q,p} \\
S_q(A) \otimes S_p(A) & \xrightarrow{(-1)^{pq} c_{S_q(A),S_p(A)}} & S_p(A) \otimes S_q(A).
\end{array}
$$

Notice that

$$
\text{id}_{A^{\otimes p+q}} = \text{AW}_{p,q} \circ g^{A,A}_{p+q} \circ S_{p+q}(\Delta) \sim \overline{\text{AW}}_{p,q} \circ g^{A,A}_{p+q} \circ S_{p+q}(\Delta) = (-1)^{pq} c_{S_q(A),S_p(A)},
$$

where the equalities are due to counitality. To illustrate them, we show an example for $p = 2, q = 1$. In the second and third diagrams, the level at the top corresponds to the morphism $S_3(\Delta)$, the middle ones all together correspond to the morphism $g^{A,A}_{2+1}$, and the one at the bottom corresponds to the morphisms $\text{AW}_{2,1}$ and $\overline{\text{AW}}_{2,1}$, respectively.

$$
\begin{array}{c}
\begin{array}{c}
\text{AW}_{2,1} \\
\sim (-1)^{2+1} \\
\end{array}
\end{array}
\begin{array}{c}
\begin{array}{c}
\overline{\text{AW}}_{2,1} \\
\sim (-1)^{2+1} \\
\end{array}
\end{array}
$$

\[\square\]

To conclude this section, we will interpret Proposition 3.24 in a categorical way, using the definition of braided monoidal functors. This will allow us to recover the result of Corollary 3.22.
**Definition 3.31.** Let $(\mathcal{C}, \otimes, I, c^\otimes)$ and $(\mathcal{D}, \times, J, c^\times)$ be two braided monoidal categories. A lax monoidal functor $(F, \varphi, \varphi_0) : (\mathcal{C}, \otimes, I) \to (\mathcal{D}, \times, J)$ is a **braided lax monoidal functor** if for every $X, Y \in \mathcal{C}$ the following diagram commutes:

$$
\begin{array}{ccc}
F(X) \times F(Y) & \xrightarrow{\varphi_{X,Y}} & F(Y) \times F(X) \\
\varphi_{F(X),F(Y)} & & \varphi_{Y,X} \\
F(X \otimes Y) & \xrightarrow{F(c^\otimes_{X,Y})} & F(Y \otimes X).
\end{array}
$$

**Example 3.32.** The braiding defined in Example 2.37 on the categories $^H\text{Mod}$ for a commutative $k$-bialgebra $H$ and $^H_\text{Mod}$ for a cocommutative $k$-bialgebra $H$ coincides with the one of their underlying vector spaces, which automatically implies that their respective forgetful functors to the category of $k$-vector spaces are braided.

**Example 3.33.** Unlike the previous examples, the forgetful functors corresponding to the categories $\text{Vect}^2, \text{Ch}(\text{Vect}), \text{Coch}(\text{Vect})$, and $^H_\text{YD}$ for a Hopf algebra $H$ are not braided.

**Example 3.34.** This example provides a tool to recover Corollary 3.22 from Theorem 3.28.

Let $(\mathcal{C}, \otimes, I)$ be a monoidal category, and let $\text{Adj}(\mathcal{C})$ be the full subcategory of $\mathcal{C}$ whose objects are the $V \in \mathcal{C}$ such that the functor $- \otimes V$ has right adjoint $\text{hom}(V, -)$.

If $V$ and $W$ are objects in $\text{Adj}(\mathcal{C})$, the composition of natural isomorphisms

$$
\text{Hom}_\mathcal{C}(- \otimes V \otimes W, -) \simeq \text{Hom}_\mathcal{C}(- \otimes V, \text{hom}(W, -)) \simeq \text{Hom}_\mathcal{C}(-, \text{hom}(V, \text{hom}(W, -)))
$$

implies that $V \otimes W$ is an object of $\text{Adj}(\mathcal{C})$, and $\text{hom}(V \otimes W, Y) = \text{hom}(V, \text{hom}(W, Y))$ for every object $Y$ of $\mathcal{C}$. In addition, the natural isomorphism

$$
\text{Hom}_\mathcal{C}(- \otimes I, -) \simeq \text{Hom}_\mathcal{C}(-, -)
$$

implies that $I \in \text{Adj}(\mathcal{C})$ and $\text{hom}(I, Y) = Y$ for every object $Y \in \mathcal{C}$. Hence, one can consider the monoidal category $(\text{Adj}(\mathcal{C}), \otimes, I)$ and the restriction of the functor $\text{hom}(-, I) : \text{Adj}(\mathcal{C})^{op} \to \mathcal{C}$, which has a monoidal structure

$$(\text{hom}(-, I), \xi, \xi_0) : (\text{Adj}(\mathcal{C})^{op}, \otimes, I) \to (\mathcal{C}, \otimes, I),$$

Here $\xi$ is the natural transformation of Definition 3.10 and $\xi_0 = \text{id}_I$. Proposition 3.24 is the condition for this lax monoidal functor to be braided.

The last step is applying this proposition to the lax monoidal functor defined above.

**Proposition 3.35.** [AM10 Proposition 3.37] Given two braided monoidal categories $(\mathcal{C}, \otimes, I)$ and $(\mathcal{D}, \times, J)$, let $(F, \varphi, \varphi_0)$ be a braided lax monoidal functor from $\mathcal{C}$ to $\mathcal{D}$, and let $(A, \mu, \eta)$ be a commutative monoid in $\mathcal{C}$. The triple $(F(A), F(\mu) \circ \varphi_{A,A}, F(\eta) \circ \varphi_0)$ is a commutative monoid in $\mathcal{D}$.

We finish this section with a result of graded braided commutativity up to homotopy in $\text{Coch}(^H_\text{YD}, \otimes, k, c)$. It slightly generalizes Corollary 3.13 of [MPSW10], which can be obtained from this theorem by taking cohomology.

**Theorem 3.36.** Let $H$ be a Hopf algebra, and let $A$ be a bimonoid in the braided monoidal category $(^H_\text{YD}, \otimes, k, c)$. Suppose that either $H$ or $A$ is finite dimensional. Then the differential graded algebra $\text{Hom}_k(S(A), \bullet, k)$ with the opposite of the cup product is graded braided commutative up to homotopy.
Proof: Let us consider the chain complex $S_\bullet(A)$ with the deconcatenation coproduct $dec$ and its counit. By Theorem 3.28 it is a graded braided cocommutative comonoid in $\mathcal{C}h(\mathcal{H}YD)$.

On the other hand, the finite dimension of either $H$ or $A$ guarantees that the objects $S_n(A)$ lie in the subcategory $Adj(\mathcal{H}YD)$ defined in Example 3.31. Let us denote this subcategory by $\mathcal{B}$. One can think of $S_\bullet(A)$ as a chain complex in $\mathcal{B}$. The functor $\text{hom}(-, I)$ applied to the objects and the differentials of a chain complex, allows us to define a functor $\text{hom}(-, I)_{\text{Coch}} : (\mathcal{C}h(\mathcal{B}))^{op} \simeq \text{Coch}(\mathcal{B}^{op}) \to \text{Coch}(\mathcal{C})$.

One can now define componentwise a lax monoidal functor
\[
\left(\text{hom}(-, I)_{\text{Coch}}, \xi^\text{Coch}, \xi_0^\text{Coch}\right) : \left(\text{Coch}(\mathcal{B}^{op}), \otimes, I_0\right) \to \left(\text{Coch}(\mathcal{C}), \otimes, I_0\right),
\]
where the monoidal structures in the categories of cochain complexes are those of Remark 2.17 making $\xi^\text{Coch}_{I_0}$ a morphism of cochain complexes. Associativity and unitality are checked componentwise, as well as the fact that this lax monoidal functor is braided with the graded braiding on both categories.

The same construction can be made modulo homotopy. Since $(S_\bullet(A), dec, id_k)$ is a commutative monoid in the braided monoidal category $(\text{Coch}(\mathcal{B}^{op}), \otimes, k_0, c^op)$, Proposition 3.35 gives a commutative monoid in $(\text{Coch}(\mathcal{C}), \otimes, k_0, c^op)$, which coincides as a cochain complex with $\text{hom}(S_\bullet(A), k)$. It is straightforward to check that the product of Proposition 3.35 coincides with the cup product $\cdashdot$.

Finiteness of the dimension of either $H$ or $A$ also guarantees that the vector spaces $\text{hom}(S_n(A), k)$ and $\text{Hom}_k(S_n(A), k))$ are isomorphic, and that the product $\cdashdot$ is the opposite of the usual cup product $\cup$.

Therefore, $\text{Hom}_k(S_\bullet(A), k)$ with the opposite of the usual cup product is a graded braided commutative algebra up to homotopy, and so it is after taking cohomology. \hfill \square

### 4. An approach using duoidal categories

In the previous section we proved a cocommutativity theorem which holds in several braided monoidal categories, and which is also independent of the existence of cochain complexes and cohomology inside the category. However, it is still desirable to have cocommutativity at the level of cohomology. For this reason, our aim in this section is to show a result of this kind for a more general class of algebras than in [MPSW10].

One problem of the previous approach is that it depends on the bar resolution, which is in general difficult to handle. Although some computations can be made, it would be better to be able to work with smaller projective resolutions. There is a technical issue when defining the comultiplication of a projective resolution: it is well-defined only on the tensor product over the algebra $A$, which in general admits no braidings. Instead, it is possible to deal with it using a generalization of braided monoidal categories: duoidal categories.

**Definition 4.1**. [AM10] Definition 6.1: A duoidal category is a 15-tuple $(\mathcal{C}, \cdot, I, a, \ell, r, \star, J, \alpha, \lambda, \rho, \zeta, \Delta_I, \mu_J, \zeta_0)$, where

- $(\mathcal{C}, \cdot, I, a, \ell, r)$ and $(\mathcal{C}, \star, J, \alpha, \lambda, \rho)$ are monoidal categories.
- $(I, \Delta_I, \zeta_0)$ is a comonoid in $(\mathcal{C}, \star, J, \alpha, \lambda, \rho)$.
- $(J, \mu_J, \zeta_0)$ is a monoid in $(\mathcal{C}, \cdot, I, a, \ell, r)$.
- $\zeta$ is a natural transformation, called interchange law, given by a family of morphisms $\zeta_{X,Y,Z,T} : (X \star Y) \cdot (Z \star T) \to (X \cdot Z) \star (Y \cdot T)$ for each $X, Y, Z, T \in \mathcal{C}$, such that the following diagrams commute for every $X, Y, Z, T, U, V \in \mathcal{C}$:
Remark 4.5. Transposing one or both of the monoidal structures of a monoidal category If \((\mathcal{C}, \odot, I, a, \ell, r, c)\) gives three different duoidal categories:

- \((\mathcal{C}, \odot, I, a, \ell, r, c, \Delta, \mu, \zeta, \xi)\) gives three different monoidal categories:
  - \((\mathcal{C}, \odot, I, a, \ell, r, c, \Delta, \mu, \zeta, \xi)\) gives three different duoidal categories:
  - \((\mathcal{C}, \odot, I, a, \ell, r, c, \Delta, \mu, \zeta, \xi)\) gives three different monoidal categories:
Definition 4.6. A duoidal category is strict if both underlying monoidal structures are strict.

All duoidal categories considered in this work will be strict.

Remark 4.7. For a duoidal category $\mathcal{C}$, both monoidal structures can be lifted to $\text{Ch}(\mathcal{C})$, $\text{Coch}(\mathcal{C})$ and $\mathcal{C}^2$, with the structures on the units concentrated in degree 0 and the interchange law $\zeta^{gr}$ defined by $\zeta_{X,Y,Z,T}^{gr}(X_m,Y_n)\otimes(Z_k,T_r) = (-1)^{nk}\zeta_{X_m,Y_n,Z_k,T_r}$.

Next we will exhibit the duoidal category we are interested in.

Definition 4.8. (1) Let $(\mathcal{C}, \otimes, I)$ be a monoidal category, and let $(A, \mu, \eta)$ be a monoid in $\mathcal{C}$. An $A$-bimodule is a triple $(M, \chi_\ell, \chi_r)$, where
- $M$ is an object in $\mathcal{C}$,
- $\chi_\ell : A \otimes M \to M$ and $\chi_r : M \otimes A \to M$ are morphisms in $\mathcal{C}$, respectively called left and right action, such that the following diagrams commute:

\[
\begin{array}{ccc}
A \otimes A \otimes M & \xrightarrow{\mu \otimes \text{id}_M} & A \otimes M \\
\text{id}_A \otimes \chi_r & & \chi_r \\
A \otimes M & \xrightarrow{\chi_\ell} & M,
\end{array}
\quad
\begin{array}{ccc}
M \otimes A \otimes A & \xrightarrow{\chi_r \otimes \text{id}_A} & M \otimes A \\
\text{id}_A \otimes \mu & & \chi_r \\
M \otimes A & \xrightarrow{\chi_\ell} & M,
\end{array}
\]

(2) Let $(\mathcal{C}, \otimes, I)$ be a monoidal category, and let $(A, \mu, \eta)$ be a monoid in $\mathcal{C}$. The category $\mathcal{C}_A$ of $A$-bimodules in $\mathcal{C}$ is defined as follows:
- Objects are $A$-bimodules $(M, \chi_\ell, \chi_r)$.
- For each pair of $A$-bimodules $(M, \chi_\ell, \chi_r)$ and $(M', \chi_\ell', \chi_r')$, the set of morphisms $\text{Hom}_{\mathcal{C}_A}(M, M')$ consists of the maps $f : M \to M'$ in $\mathcal{C}$ such that the following diagrams commute:

\[
\begin{array}{ccc}
A \otimes M & \xrightarrow{\chi_\ell} & M \\
\text{id}_A \otimes f & & f \\
A \otimes M' & \xrightarrow{\chi_\ell'} & M'.
\end{array}
\quad
\begin{array}{ccc}
M \otimes A & \xrightarrow{\chi_r} & M \\
\chi_r \otimes \text{id}_A & & \chi_r \\
M' \otimes A & \xrightarrow{\chi_r'} & M'.
\end{array}
\]

Although mentioning $\mathcal{C}$ is redundant in this definition, it will be necessary when dealing at the same time with different categories with the same underlying monoidal structures (e.g. vector spaces, graded vector spaces, Yetter Drinfeld modules).

Definition 4.9. Under the conditions of Definition 4.8, let $(M, \chi_\ell, \chi_r)$ and $(M', \chi_\ell', \chi_r')$ be two $A$-bimodules in $\mathcal{C}$. The product over $A$ of $M$ and $M'$ is the coequalizer $\pi_{M,M'} : M \otimes M' \to M \otimes_A M'$ of the maps $\chi_r \otimes_M$ and $\text{id}_M \otimes \chi_r'$ : $M \otimes A \otimes M' \to M \otimes M'$. The left and right actions of $A$ on $M \otimes_A M'$ are respectively induced by $\chi_\ell$ and $\chi_r'$.

Remark 4.10. It is easy to see that the product $\otimes_A$ is associative with unit $A$ and functorial, therefore $(\mathcal{C}_A, \otimes_A, A)$ is a monoidal category.
Definition 4.11. Let \((\mathcal{C}, \otimes, I, c)\) be a braided monoidal category, let \((A, \mu, \eta, \Delta, \varepsilon)\) be a bimonoid in \(\mathcal{C}\), and let \((M, \chi^\ell, \chi^r)\) and \((M', \chi'^\ell, \chi'^r)\) be \(A\)-bimodules in \(\mathcal{C}\). The \(A\)-bimodule \(M \odot M'\) is \((M \otimes M', \chi^\odot^\ell, \chi^\odot^r)\), with actions given by
\[
\chi^\odot^\ell = (\chi^\ell \otimes \chi'^\ell) \circ (\text{id}_A \otimes c_{A,M,\otimes} \otimes \text{id}_{M' \otimes \text{id}_{M'}}) \circ (\Delta \otimes \text{id}_{M \otimes M'}),
\]
\[
\chi^\odot^r = (\chi^r \otimes \chi'^r) \circ (\text{id}_M \otimes \text{id}_{M' \otimes A} \otimes \text{id}_A) \circ (\text{id}_{M} \otimes \text{id}_{M'} \otimes \Delta).
\]

Remark 4.12. It is clear that the product of two \(A\)-bimodule morphisms is also an \(A\)-bimodule morphism, so \(\odot\) is a bifunctor. Coassociativity and counitality of \(A\) and the axioms of the braiding imply that \(\odot\) is associative with unit \((I, \varepsilon, \varepsilon)\). Therefore, \((A\mathcal{C}_A, \odot, I)\) is a monoidal category.

We now obtain a duoidal category that will be used in what follows.

Proposition 4.13. Let \((\mathcal{C}, \otimes, I, c)\) be a braided monoidal category, let \((A, \mu, \eta, \Delta, \varepsilon)\) be a bimonoid in \(\mathcal{C}\). The 9-tuple \((A\mathcal{C}_A, \odot_A, \otimes_A, \otimes, \odot, I, \zeta, \Delta, \text{id}_I)\) is a duoidal category, where
\[
\zeta_{M,N,K,L}^A : (M \otimes N) \otimes_A (K \odot L) \to (M \otimes_A K) \odot (N \otimes_A L)
\]
is the canonical projection of the map \(\zeta_{M,N,K,L}^\zeta = \text{id}_M \otimes e_{N,K} \otimes \text{id}_L\).

Proof: Compatibility of \(\zeta^A\) with associativity and units of both products is a consequence of the axioms of the braiding \(c\). We only need to prove that \(\zeta^A\) is well-defined, that is, the map \((\pi_{M,K} \otimes \pi_{N,L}) \circ \zeta_{M,N,K,L}^\zeta\) factors through \((M \otimes N) \otimes_A (K \odot L)\). This is shown in the following graphical calculation. On one side, precomposing \(\zeta_{M,N,K,L}^\zeta\) with the right action of \(A\) on \(M \odot N\) yields:
\[
\begin{array}{c}
\begin{tikzpicture}
\node (A) at (0,0) {$A$};
\node (M) at (-1,-1) {$M$};
\node (N) at (1,-1) {$N$};
\node (K) at (0,-2) {$K$};
\node (L) at (0,-3) {$L$};
\draw (A) to (M);
\draw (A) to (N);
\draw (A) to (K);
\draw (A) to (L);
\end{tikzpicture}
\end{array}
\]
\[
\begin{array}{c}
\begin{tikzpicture}
\node (A) at (0,0) {$A$};
\node (M) at (-1,-1) {$M$};
\node (N) at (1,-1) {$N$};
\node (K) at (0,-2) {$K$};
\node (L) at (0,-3) {$L$};
\draw (A) to (M);
\draw (A) to (N);
\draw (A) to (K);
\draw (A) to (L);
\end{tikzpicture}
\end{array}
\]
On the other side, precomposing \(\zeta_{M,N,K,L}^\zeta\) with the left action of \(A\) on \(P \odot L\) yields:
\[
\begin{array}{c}
\begin{tikzpicture}
\node (A) at (0,0) {$A$};
\node (M) at (-1,-1) {$M$};
\node (N) at (1,-1) {$N$};
\node (K) at (0,-2) {$K$};
\node (L) at (0,-3) {$L$};
\draw (A) to (M);
\draw (A) to (N);
\draw (A) to (K);
\draw (A) to (L);
\end{tikzpicture}
\end{array}
\]
which equals the previous calculation when postcomposed with \(\pi_{M,K} \otimes \pi_{N,L}\). \(\square\)

This result holds in general for a duoidal category \(\mathcal{C}\) not necessarily arising from a braided monoidal category - see [GLF16, Section 7.1].

The following definition generalizes the notion of a commutative monoid in a braided monoidal category to the context of duoidal categories.

Definition 4.14. Let \((\mathcal{C}, \odot, I, \ast, J, \zeta, \Delta_I, \mu_J, \zeta_0)\) be a duoidal category. A duoid in \(\mathcal{C}\) is a 5-tuple \((A, \mu, \eta, \nu, \iota)\), where
\begin{itemize}
  \item \((A, \mu, \eta)\) is a monoid in \((\mathcal{C}, \odot, I)\)
  \item \((A, \nu, \iota)\) is a monoid in \((\mathcal{C}, \ast, I)\)
\end{itemize}
the following diagrams commute:

\[
\begin{array}{c}
(A \ast A) \circ (A \ast A) \xrightarrow{\nu \circ \nu} (A \circ A) \ast (A \ast A) \\
\downarrow \mu \circ \mu \hspace{1cm} (A \circ A) \xrightarrow{\Delta} A \ast A
\end{array}
\]

Also, for a duoidal category \((\mathcal{C}, \circ, I, *, J, \zeta)\), a coduoid in \(\mathcal{C}\) is a duoid in its opposite category \(\mathcal{C}^{\text{op}}\).

**Example 4.15.** A commutative monoid \((A, \mu, \eta)\) in a braided monoidal category \((\mathcal{C}, \otimes, I, c)\) gives a duoid \((A, \mu, \eta, \mu, \eta)\) in the duoidal category \((\mathcal{C}, \otimes, I, \otimes, I, \zeta)\), and analogously a co-commutative comonoid induces a duoid. The converse is also true, due to the Eckmann-Hilton argument - see [AM10, Proposition 6.29].

In the sequel, we will focus on giving a coduoid structure to certain projective resolutions of \(k\) as \(A\)-bimodule, when \(A\) is a bimonoid in the category \(\mathcal{YD}_{\text{YD}}\) of Yetter-Drinfeld modules over an abelian group \(G\). One of the coproducts will be the one of Example 2.23 which is related to the definition of the usual cup product - see Remark 2.23. First we will define the duoidal category whose coduoids we are interested in.

**Definition 4.16.** Let \(A\) be a bimonoid in the category \(\mathcal{YD}_{\text{YD}}\). We define the duoidal category \((\text{Ch}(\mathcal{YD}), \otimes, A_0, \circ, k_0, (\zeta^A)_{gr})\) as follows:

- Objects are chain complexes of \(A\)-bimodules in \(\mathcal{YD}\).
- Morphisms are \(k\)-linear homotopy classes of chain morphisms in \(A\text{Mod}_A\).
- The products \(\otimes\) and \(\circ\) are defined componentwise as in Remark 4.17 with their units concentrated in degree 0.
- The graded interchange law \((\zeta^A)_{gr}\) is defined as in Remark 4.17.

**Theorem 4.17.** Let \(A\) be a bimonoid in the braided monoidal category \(\mathcal{YD}_{\text{YD}}\) for a group \(G\), and let \(P_\bullet \xrightarrow{\delta} A\) be a chain complex in \(\text{Ch}(\mathcal{YD})\) which is also a projective resolution of \(A\) in \(A\text{Mod}_A\). The map \(\omega: P_\bullet \rightarrow (P \otimes_A P)_\bullet\), lifting the isomorphism \(A \simeq A \otimes_A A\) as in Example 2.23 and the map \(\delta: P_\bullet \rightarrow (P \circ P)_\bullet\), defined as a lifting of the map \(\Delta: A \rightarrow A \circ A\) provide a coduoid \((P_\bullet, \omega, f_0, \delta, \varepsilon, f_0)\) in \((\text{Ch}(\mathcal{YD}), \otimes, A_0, \circ, k_0, (\zeta^A)_{gr})\).

**Proof:** Consider the following commutative diagram in \(\text{Ch}(\mathcal{YD})\):

\[
\begin{array}{c}
A \otimes_A A \xrightarrow{\sim} A \xrightarrow{\Delta} A \circ A \\
\downarrow \Delta \otimes \Delta \hspace{1cm} \downarrow \sim \\
(A \circ A) \otimes_A (A \circ A) \xrightarrow{\zeta^A_{A,A,A}} (A \otimes_A A) \circ (A \otimes_A A).
\end{array}
\]

Since the forgetful functor \(\mathcal{YD} \rightarrow \text{Vect}\) is strong monoidal, the diagram is also commutative in \(A\text{Mod}_A\). Lifting these morphisms along the exact complexes in \(A\text{Mod}_A\) involving
products of $P_\bullet$ gives the following diagram in $\underline{A} \underline{Mod}_A$:

\[
\begin{array}{c}
\begin{array}{c}
(P \otimes_A P)_\bullet \xrightarrow{\omega} P_\bullet \xrightarrow{\delta} (P \otimes P)_\bullet \\
\delta \otimes_A \delta \downarrow \downarrow \omega \omega
\end{array}
\end{array}
\]

\[
\begin{array}{c}
\begin{array}{c}
((P \otimes P) \otimes_A (P \otimes P))_\bullet \xrightarrow{(\omega \otimes \omega)} ((P \otimes_A P) \otimes (P \otimes_A P))_\bullet,
\end{array}
\end{array}
\]

which consequently commutes up to a $k$-linear homotopy.

In the next examples we show how the Jordan and super Jordan plane fit into the hypotheses of the previous theorem.

**Example 4.18.** For the Jordan plane, the following resolution of $A$ as $A$-bimodule has been computed in [LS21]:

\[
0 \to A \otimes R \otimes A \xrightarrow{d_1} A \otimes V \otimes A \xrightarrow{d_0} A \otimes A \to 0,
\]

where $V = k\{x, y\}$ and $R = kr$. The differentials are

\[
\begin{align*}
d_0(1 \otimes v \otimes 1) &= v \otimes 1 - 1 \otimes v, \forall v \in V, \\
d_1(1 \otimes r \otimes 1) &= y \otimes x \otimes 1 + 1 \otimes y \otimes x - x \otimes y \otimes 1 - 1 \otimes x \otimes y + \frac{1}{2} x \otimes x \otimes 1 + \frac{1}{2} 1 \otimes x \otimes x,
\end{align*}
\]

and the quasi-isomorphism is the one induced by $\mu : A \otimes A \to A$.

We only need to define an action of $k\mathbb{Z} = k[t, t^{-1}]$ and a compatible internal $\mathbb{Z}$-grading on the $A$-bimodules $A \otimes R \otimes A$ and $A \otimes V \otimes A$. We will define the action of $t$ on the elements of the form $1 \otimes v \otimes 1$ and extend it by $t \cdot (a \cdot m \cdot b) = (t \cdot a) \cdot (t \cdot m) \cdot (t \cdot b)$. Analogously, we will define the grading on these elements and extend it additively over the tensor product.

- $t \cdot (1 \otimes x \otimes 1) = 1 \otimes x \otimes 1$, $t \cdot (1 \otimes y \otimes 1) = 1 \otimes x \otimes 1 + 1 \otimes y \otimes 1$ and $1 \otimes x \otimes 1, 1 \otimes y \otimes 1$ have internal degree 1,
- $t \cdot (1 \otimes r \otimes 1) = 1 \otimes r \otimes 1$ and $1 \otimes r \otimes 1$ has internal degree 2.

It is straightforward to check that the differentials preserve the action and the internal grading.

**Example 4.19.** For the super Jordan plane, we will use the following resolution of $A$ as $A$-bimodule, computed in [RS18]:

\[
\begin{array}{c}
\begin{array}{c}
\ldots \xrightarrow{d_3} A \otimes V_3 \otimes A \xrightarrow{d_2} A \otimes V_2 \otimes A \xrightarrow{d_1} A \otimes V_1 \otimes A \xrightarrow{d_0} A \otimes A \to 0,
\end{array}
\end{array}
\]

where $V_1 = k\{x, y\}$ and $V_n = k\{x^n, y^2x^{n-1}\}$, $\forall n \geq 2$. It has differentials

\[
\begin{align*}
d_0(1 \otimes v \otimes 1) &= v \otimes 1 - 1 \otimes v, \forall v \in V, \\
d_1(1 \otimes x^2 \otimes 1) &= 1 \otimes x \otimes x + x \otimes x \otimes 1, \\
d_1(1 \otimes y^2x \otimes 1) &= y^2 \otimes x \otimes 1 + y \otimes y \otimes x + 1 \otimes y \otimes yx - xy \otimes y \otimes 1 - x \otimes y \otimes y \\
&- 1 \otimes x \otimes y^2 - xy \otimes x \otimes 1 - x \otimes y \otimes x - 1 \otimes x \otimes xy, \\
d_n(1 \otimes x^{n+1} \otimes 1) &= x \otimes x^n \otimes 1 + (-1)^{n+1} 1 \otimes x^n \otimes x, \\
d_n(1 \otimes y^2x^n \otimes 1) &= y^2 \otimes x^n \otimes 1 + (-1)^{n+1} 1 \otimes y^2x^{n-1} \otimes x - x \otimes y^2x^{n-1} \otimes 1 \\
&- xy \otimes x^n \otimes 1 - 1 \otimes x^n \otimes y^2 - 1 \otimes x^n \otimes xy, \forall n \geq 2,
\end{align*}
\]

and quasi-isomorphism induced by $\mu : A \otimes A \to A$ as in the previous example.

Now, we define a compatible $k\mathbb{Z}$-action and internal $\mathbb{Z}$-grading on the elements $1 \otimes v \otimes 1$ of the $A$-bimodules $A \otimes V_n \otimes A$:

- $t \cdot (1 \otimes x \otimes 1) = -1 \otimes x \otimes 1$, $t \cdot (1 \otimes y \otimes 1) = 1 \otimes x \otimes 1 - 1 \otimes y \otimes 1$ and $1 \otimes x \otimes 1, 1 \otimes y \otimes 1$ have internal degree 1,
\[ t \cdot (1 \otimes x^n \otimes 1) = (-1)^n 1 \otimes x^n \otimes 1, \text{ and } 1 \otimes x^n \otimes 1 \text{ has internal degree } n, \forall n \geq 2. \]
\[ t \cdot (1 \otimes y^2x^{n-1} \otimes 1) = -1 \otimes x^n \otimes y + (-1)^{n-1}(x - y) \otimes x^n \otimes 1 + 1 \otimes y^2x^{n-1} \otimes 1, \text{ and } 1 \otimes y^2x^{n-1} \otimes 1 \text{ has internal degree } n + 1, \forall n \leq 2. \]

As in the previous example, it is straightforward to check the needed compatibilities.

So far in this section, we have worked on a duoidal structure in the category \( A(\kappa_G) \), analogous to the braided monoidal structure in \( \kappa_G \). We have also defined a coduoid up to homotopy in \( \mathcal{C}(A(\kappa_G)) \) using a free resolution \( P_* \twoheadrightarrow A \), in a similar way as we had previously defined a braided comonoid up to homotopy in \( \mathcal{C}(\kappa_G) \) using the complex \( S_* \).

Our next step will be to define a functor \( \text{hom}_{AA}(-, k) : A(\kappa_G) \to \kappa_G \) in a similar way to the definition of \( \text{hom}(-, k) : \kappa_G \to \kappa_G \) in Example 4.8. Under weaker finiteness conditions than in \( \text{MPSW}10 \), it will coincide at the \( k \)-linear level with the functor \( \text{Hom}_{AA}(-, k) \), sending a free resolution \( P_* \to A \) to the cochain complex used to compute Hochschild cohomology. We will extend this to the monoidal structures on them. The following definition is an analogue in the context of duoidal categories of the concept of braided lax monoidal functors in braided monoidal categories.

**Definition 4.20.** Let \( (\mathcal{C}, \circ, I, *, J, \zeta) \) and \( (\mathcal{C}', \circ', I', *, J', \zeta') \) be duoidal categories. A **double lax monoidal functor** from \( \mathcal{C} \) to \( \mathcal{C}' \) is a 5-tuple \((F, \varphi, \varphi_0, \gamma, \gamma_0)\), where

1. \((F, \varphi, \varphi_0)\) is a lax monoidal functor from \((\mathcal{C}, \circ, I)\) to \((\mathcal{C}', \circ', I')\).
2. \((F, \gamma, \gamma_0)\) is a lax monoidal functor from \((\mathcal{C}, *, J)\) to \((\mathcal{C}', *, J')\).
3. The following diagrams commute:

\[
\begin{align*}
(F(X) \circ' F(Y)) \circ' (F(Z) \circ' F(T)) & \xrightarrow{\zeta_{F(X),F(Y),F(Z),F(T)}} (F(X) \circ' F(Z)) \circ' (F(Y) \circ' F(T)) \quad \text{where } \gamma_{X,Y} \circ \gamma_{Z,T} \\
F(X \circ Y) \circ' F(Z \circ T) & \xrightarrow{\gamma_{X,Y,Z,T}} F((X \circ Y) \circ (Z \circ T)) \quad \text{where } \varphi_{X,Y,Z,T} \\
F(X \circ Y) \circ' F(Y \circ T) & \xrightarrow{\gamma_{X,Y,Z,T}} F((X \circ Y) \circ (Y \circ T)), \quad \text{where } \varphi_{X,Y,Z,T}.
\end{align*}
\]

While lax monoidal functors preserve monoids and braided lax monoidal functors preserve commutative monoids, we recall a proposition which states that double lax monoidal functors preserve duoids.

**Proposition 4.21.** [AM10 Corollary 6.58] Given two duoidal categories \((\mathcal{C}, \circ, I, *, J, \zeta)\) and \((\mathcal{C}', \circ', I', *, J', \zeta')\), let \((F, \varphi, \varphi_0, \gamma, \gamma_0)\) be a double lax monoidal functor from \(\mathcal{C}\) to \(\mathcal{C}'\), and let \((A, \mu, \eta, \nu, \iota)\) be a duoid in \(\mathcal{C}\). The 5-tuple \((F(A), F(\mu) \circ \varphi_{A,A}, F(\eta) \circ \varphi_0, F(\nu) \circ \gamma_{A,A}, F(\iota) \circ \gamma_0)\) is a duoid in \(\mathcal{C}'\).
In order to define the functor mentioned before Definition 4.20 let us recall the internal hom in the category \( \mathcal{YD} \) from Examples 3.7 and 3.8. Componentwise, it is as follows:

\[
\text{hom}(V, Y)_h = \prod_{s \in G} \text{Hom}_k(V_s, Y_{hs}) = \text{Hom}^G_{\text{Vect}}(V, Y[h]),
\]

Where the \( G \)-graded vector space \( Y[h] \) is defined componentwise by \( Y[h]_s = Y_{hs} \).

The next definition resembles this internal hom.

**Definition 4.22.** Let \( A \) be an augmented algebra and \( M, N \) be two \( A \)-bimodules in the monoidal category \( \mathcal{YD} \), where \( G \) is an abelian group. The Yetter-Drinfeld module \( \text{hom}_{\mathcal{YD}}(M, N) \) is defined componentwise by

\[
\text{hom}_{\mathcal{YD}}(M, N)_h = \text{Hom}_{\mathcal{YD}}(M, N[h]) = \text{Hom}_{\mathcal{YD}}(M, N) \cap \text{hom}(M, N)_h,
\]

with the following action of \( kG \):

\[
(g \cdot f)(x) = g \cdot f(g^{-1} \cdot x), \; \forall x \in M, \; \forall g \in G, \; \forall f \in \text{hom}_{\mathcal{YD}}(M, N)_h.
\]

There are several details implicit in this definition:

- We are using the isomorphism \( kG \mathcal{YD} \cong (kG\text{Mod})^G \) of Example 2.20 to define a Yetter-Drinfeld module by a \( G \)-grading and a \( kG \)-action on each component.
- The aforementioned isomorphism is also used to define the object \( N[h] \). It can be checked directly that \( N[h] \) is an \( A \)-bimodule in \( kG \mathcal{YD} \) if \( N \) is so.
- In Remark 2.27 we noticed that the forgetful functors \( kG \mathcal{YD} \rightarrow \text{Vect}^G \rightarrow \text{Vect} \) are strong monoidal, so \( A \) can be regarded as a monoid and \( M, N[N[h] \) as \( A \)-bimodules in any of these categories.
- It is straightforward to check that if \( f \) is in \( \text{hom}_{\mathcal{YD}}(M, N)_h \), then \( g \cdot f \) belongs to \( \text{hom}_{\mathcal{YD}}(M, N)_h \) as well. Thus, \( \text{hom}_{\mathcal{YD}}(M, N)_h \) is a \( kG \)-submodule of \( \text{hom}(M, N)_h \) for every \( h \in G \), and consequently \( \text{hom}_{\mathcal{YD}}(M, N) \) is a \( G \)-graded \( kG \)-submodule of \( \text{hom}(M, N) \).

It can also be easily checked that precomposing with \( A \)-bimodule morphisms in the first coordinate and postcomposing with \( A \)-bimodule morphisms in the second one preserves the \( G \)-grading and the \( kG \)-action. This allows us to regard \( \text{hom}_{\mathcal{YD}}(-, -) \) as a bifunctor from \( (kG \mathcal{YD})_A \) to \( kG \mathcal{YD} \).

**Remark 4.23.** Let \( M \) be a Yetter-Drinfeld module over \( kG \) isomorphic to the free \( A \)-bimodule \( A \otimes V \otimes A \) as a bimodule in \( \text{Vect}^G \). The adjunction between the functor \( A \otimes - \otimes A \) and the forgetful functor from \( A \text{Vect}^G \) to \( \text{Vect}^G \) gives a canonical isomorphism

\[
\text{Hom}_{\mathcal{YD}}(A \otimes V \otimes A, N[h]) \cong \text{Hom}^G_{\text{Vect}}(V, N[h]).
\]

This implies that

\[
\text{hom}_{\mathcal{YD}}(A \otimes V \otimes A, N) \cong \text{hom}(V, N)
\]

as \( G \)-graded vector spaces. If, in addition, \( V \) is a finite dimensional vector space, then

\[
\text{hom}_{\mathcal{YD}}(A \otimes V \otimes A, N) \cong \text{hom}(V, N) \cong \text{Hom}_k(V, N) \cong \text{Hom}_{\mathcal{YD}}(A \otimes V \otimes A, N).
\]

Since all these isomorphisms are natural, so is their composition.

**Proposition 4.24.** Let \( A \) be an augmented algebra in the monoidal category \( \mathcal{YD} \) for an abelian group \( G \). Suppose that there exists a chain complex \( P_\bullet \rightarrow A \) in \( A \mathcal{YD} \), and such that for every \( n \in \mathbb{N}_0 \) the \( A \)-bimodule \( P_n \) is isomorphic as a \( G \)-graded vector space to \( A \otimes V_n \otimes A \), with \( V_n \) finite dimensional. There is an isomorphism of \( \mathbb{Z} \)-graded vector spaces

\[
H^*(A, k) \cong H(\text{hom}_{\mathcal{YD}}(P_\bullet, k)).
\]
\textbf{Proof:} Since \( V_n \) is finite dimensional, by the previous remark \( \text{hom}_{AA}(A \otimes V_n \otimes A, k) \) is isomorphic to \( \text{Hom}_{AA}(A \otimes V_n \otimes A, k) \).

Using that \( P_* \to A \) is a projective resolution in \( \text{Vect} \) gives
\[
H^*(A, k) = \text{Ext}^*_{AA}(A, k) = H(\text{Hom}_{AA}(P_*, k)) \simeq H(\text{hom}_{AA}(P_*, k)).
\]
\( \square \)

Now we know that, under some finiteness conditions, the functor \( \text{hom}_{AA}(-, k) \) can be used to compute Hochschild cohomology. The following step is giving this functor a double lax monoidal structure relating the coproducts \( \omega \) and \( \delta \) of Theorem 4.17 to the cup product of \( H^*(A, k) \).

\textbf{Definition 4.25.} Let \((A, \mu, \eta, \Delta, \varepsilon)\) be a bimonoid in \( \text{Graded Braided Commutativity in Hochschild Cohomology 29} \) and let \( M, N \in A(\text{Graded Braided Commutativity in Hochschild Cohomology 29}) \).

- The morphism \( \varphi_{M,N} : \text{hom}_{AA}(M, k) \otimes \text{hom}_{AA}(N, k) \to \text{hom}_{AA}(N \otimes M, k) \) is defined by \( \varphi_{M,N}(f \otimes g) = g \circ_A f \).
- The morphism \( \varphi_0 : k \to \text{hom}_{AA}(k, k) \) is defined by \( \varphi_0(1) = \text{id}_{k} \).
- The morphism \( \gamma_{M,N} : \text{hom}_{AA}(M, k) \otimes \text{hom}_{AA}(N, k) \to \text{hom}_{AA}(N \otimes_A M, k) \) is defined by \( \gamma_{M,N}(f \otimes g) = g \otimes_A f \).
- The morphism \( \gamma_0 : k \to \text{hom}_{AA}(A, k) \) is defined by \( \gamma_0(1) = \varepsilon \).

\textbf{Theorem 4.26.} Let \( A \) be a bimonoid in \( \text{Graded Braided Commutativity in Hochschild Cohomology 29} \). The 5-tuple \( (\text{hom}_{AA}(-, k), \varphi, \varphi_0, \gamma, \gamma_0) \) is a double lax monoidal functor from \( A(\text{Graded Braided Commutativity in Hochschild Cohomology 29})^{\text{op}} \otimes k, \otimes_A, A, (\text{Graded Braided Commutativity in Hochschild Cohomology 29})^{\text{op}} \otimes_A \) to the duoidal category \( (\text{Graded Braided Commutativity in Hochschild Cohomology 29})^{\text{op}} \otimes k, \otimes, \otimes_A, \text{Graded Braided Commutativity in Hochschild Cohomology 29} \).

\textbf{Proof:} First of all, notice that \( \varphi \) and \( \gamma \) are natural transformations due to the functoriality of the products \( \otimes, \otimes_A \) and \( \otimes \). Associativity an unitality of both lax monoidal structures can be checked directly, as well as the axioms involving the respective comonoid and monoid structures on the first and second units. Let us pay attention to the relation between the functor \( \text{hom}_{AA}(-, k) \) and the interchange laws \( (\text{Graded Braided Commutativity in Hochschild Cohomology 29}) \otimes_A \) and \( \text{Graded Braided Commutativity in Hochschild Cohomology 29} \). We need to prove the commutativity of the following diagram for every \( M, N, K, L \in A(\text{Graded Braided Commutativity in Hochschild Cohomology 29}) \), where for \( X \in \{M, N, K, L\} \) the object \( \text{hom}_{AA}(X, k) \) is denoted by \( X^\circ \).

\[
M^\circ \otimes N^\circ \otimes K^\circ \otimes L^\circ \xrightarrow{id_M \otimes \text{id}_N \otimes \text{id}_K \otimes \text{id}_L} M^\circ \otimes K^\circ \otimes N^\circ \otimes L^\circ \\
\gamma_{M,N} \otimes \gamma_{K,L} \quad \varphi_{M,K} \otimes \varphi_{N,L} \\
(M \otimes_A N)^\circ \otimes (K \otimes_A L)^\circ \quad (M \otimes K)^\circ \otimes (N \otimes L)^\circ \\
\varphi_{M \otimes_A N, K \otimes_A L} \quad \gamma_M \otimes_K \gamma_N \otimes_L \\
[(M \otimes_A N) \circ (K \otimes_A L)]^\circ \quad [(M \otimes K) \circ_A (N \otimes L)]^\circ,
\]
which translates into
\[
M^\circ \otimes N^\circ \otimes K^\circ \otimes L^\circ \xrightarrow{id_M \otimes \text{id}_N \otimes \text{id}_K \otimes \text{id}_L} M^\circ \otimes K^\circ \otimes N^\circ \otimes L^\circ \\
\gamma_{M,N} \otimes \gamma_{K,L} \quad \varphi_{M,K} \otimes \varphi_{N,L} \\
(N \otimes_A M)^\circ \otimes (L \otimes_A K)^\circ \quad (K \otimes M)^\circ \otimes (L \otimes N)^\circ \\
\varphi_{N \otimes_A M, L \otimes_A K} \quad \gamma_K \otimes_M \gamma_L \otimes_N \\
[(L \otimes_A K) \circ (N \otimes_A M)]^\circ \quad [(L \otimes N) \circ_A (K \otimes M)]^\circ.
\]
Now, let $a, b, c, d$ be elements of $G$. We will chase an element $f \otimes f' \otimes g \otimes g'$ along the diagram above, where $f \in \text{hom}_{AA}(M_a, k)$, $f' \in \text{hom}_{AA}(N_b, k)$, $g \in \text{hom}_{AA}(K_c, k)$ and $g' \in \text{hom}_{AA}(L_d, k)$ respectively. Notice that, since $k$ is concentrated in degree $1_G$, the respective internal degrees of $f, f', g, g'$ are $a^{-1}, b^{-1}, c^{-1}, d^{-1}$. Following the top and right sides of the diagram gives the element $(g' \circ f') \otimes_A (b^{-1} \cdot g \circ f)$, while following its left and bottom sides gives $((g' \otimes_A g) \circ (f' \otimes_A f)) \circ \zeta_{L,N,K,M}^A$. To show that both terms are equal, it suffices to evaluate them in a generic element $(w' \otimes v') \otimes_A (w \otimes v)$, where $v, v', w, w'$ lie in $M_a, N_b, K_c, L_d$ respectively. Evaluating the first term yields

$$
(g' \circ f') \otimes_A (b^{-1} \cdot g \circ f) ((w' \otimes v') \otimes_A (w \otimes v)) = g'(w'(v'(b^{-1} \cdot g)(w)f(v)) = g'(w')f'(v')g(b \cdot w)f(v),
$$

since the action of $kG$ on $k$ is trivial, while evaluating the second term yields

$$
((g' \otimes_A g) \circ (f' \otimes_A f)) \circ \zeta_{L,N,K,M}^A ((w' \otimes_A b \cdot w) \otimes (v' \otimes_A v)) = g'(w')g(b \cdot w)f'(v')f(v).
$$

This shows that both compositions of the diagram coincide when evaluated in a generic element $f \otimes f' \otimes g \otimes g'$, proving the compatibility of the functor $\text{hom}_{AA}(-, k)$ with the interchange laws. \hfill $\square$

In the following theorem, we prove the result on graded braided commutativity up to $k$-linear homotopy which leads to the desired property of graded braided commutativity of the Hochschild cohomology with trivial coefficients, under hypotheses that include Nichols algebras such as the Jordan and super Jordan plane.

**Theorem 4.27.** Let $A$ be a bimonoid in the braided monoidal category $(\mathcal{KG}_{YD}, \otimes, k, c)$ for an abelian group $G$. Suppose that there exists a complex $P_\bullet \to A$ in $\mathcal{A}(\mathcal{KG}_{YD})_A$ which is a projective resolution of $A$ in $\mathcal{A}\text{-Mod}_A$, and that for every $n \in \mathbb{N}_0$ the $A$-bimodule $P_n$ is isomorphic as a $G$-graded vector space to $A \otimes V_n \otimes A$, where $V_n$ is finite dimensional. Then the differential graded algebra $\text{Hom}_{AA}(P_\bullet, k)$ with the opposite of the cup product is graded braided commutative up to $k$-linear homotopy.

**Proof:** In the same way as in Theorem 3.36 one can consider the opposite of the category $\mathcal{Ch}(\mathcal{A}(\mathcal{KG}_{YD})_A)$, which is isomorphic to the category of cochain complexes in $\mathcal{A}(\mathcal{KG}_{YD})_A$ with cochain morphisms in $\mathcal{A}\text{-Mod}_A$ in the opposite direction.

On the other hand, let $\mathcal{Ch}(\mathcal{KG}_{YD})$ denote the category whose objects are cochain complexes of Yetter-Drinfeld modules over $kG$, and whose morphisms are $k$-linear homotopy classes of $k$-linear cochain morphisms. It is a braided monoidal category with the tensor product defined as in Remark 2.17 and the graded braiding.

It is possible to define componentwise a cochain version of the functor $\text{hom}_{AA}(-, k)$ from the duoidal category $\mathcal{Ch}(\mathcal{A}(\mathcal{KG}_{YD})_A)^{\text{op}}, \otimes, k_0, \otimes, A_0, (\zeta^A) \otimes, A_0, s^A)$ to the duoidal category $\mathcal{Coch}(\mathcal{KG}_{YD})$, $\otimes, k_0, \otimes, k_0, (\zeta^c)^{s^A}$. All the axioms of a double lax monoidal functor hold at the cochain level because they do componentwise, and the graded interchange laws are compatible with the signs of the differentials given as in Remark 2.17 observing that they are being taken on the transpose product.

Translating the result of Theorem 4.17 to this context, one has that $(P_\bullet, \delta, f_0 \circ e_0, \omega, f_0)$ is a duoid in $\mathcal{Coch}(\mathcal{A}(\mathcal{KG}_{YD})_A)^{\text{op}}, \otimes, k_0, \otimes, A_0, (\zeta^A) \otimes, A_0, s^A)$. Proposition 4.21 implies that the double lax functor $\text{hom}_{AA}(-, k)$ sends the duoid $P_\bullet$ to a duoid $\text{hom}_{AA}(P_\bullet, k)$ in $\mathcal{Coch}(\mathcal{KG}_{YD})$, $\otimes, k_0, \otimes, k_0, (\zeta^c)^{s^A})$. This duoid turns out to be a commutative monoid.
in the braided monoidal category \( \left( \text{Coch}_{(kG, yD)}(k), \otimes, k_0, c^{gr} \right) \) by the Eckmann-Hilton argument in Example 4.15. As proved in Proposition 4.24, the finiteness conditions on the free resolution \( P_\bullet \) imply that \( \text{hom}_{AA}(P_\bullet, k) \) is isomorphic to \( \text{Hom}_{AA}(P_\bullet, k) \) as a cochain complex of \( k \)-vector spaces. Regarding the monoid structure on \( \text{Hom}_{AA}(P_\bullet, k) \) as the one induced by the comonoid \((P_\bullet, \omega, (id_A)_0)\) via the lax monoidal functor \( \text{hom}_{AA}(-, k), \gamma, \gamma_0) \), one deduces that it coincides with the opposite of the usual cup product as defined in Example 2.23.

**Corollary 4.28.** Under the conditions above, \( \text{H}^*(A, k) \) is a graded braided commutative algebra in \( (kG, yD) \).

The projective resolutions of the Jordan and super Jordan plane shown respectively in Examples 4.18 and 4.19 verify the hypotheses of the previous theorem, therefore their Hochschild cohomology algebras with the opposite of the cup product are graded braided commutative algebras in \( (kG, yD) \).

**Appendix A. Computations for the Jordan and super Jordan planes**

In this Appendix we make the computations needed to check the commutativity of the second diagram in Remark 3.25, that is:

\[
\begin{array}{ccc}
\text{Hom}_{AA}(A^\otimes p+2, k) \otimes \text{Hom}_{AA}(A^\otimes q+2, k) & \xrightarrow{\sim^{p,q}} & \text{Hom}_{AA}(A^\otimes p+q+2, k) \\
\downarrow (-1)^{pq} \sim_{p,q} & & \downarrow \text{Hom}_{AA}(id_A \otimes c_{A^\otimes p,A^\otimes q} \otimes id_A, k) \\
\text{Hom}_{AA}(A^\otimes p+q+2, k) & & 
\end{array}
\]

In order to check the commutativity of this diagram after taking cohomology, we will choose in each case a suitable projective resolution of \( A \) as \( A \)-bimodule, denoted \( P_\bullet \to A \), along with comparison morphisms \( f_\bullet : P_\bullet \to B_\bullet(A) \) and \( g_\bullet : B_\bullet(A) \to P_\bullet \).

For any two cocycles \( \alpha \) and \( \beta \), let us write \( \alpha \sim \beta \) if their cohomology classes coincide. Commutativity means that

\[
\text{Hom}_{AA} \left( id_A \otimes c_{A^\otimes p,A^\otimes q} \otimes id_A, k \right) \left( \sim_{p,q} (\psi' \otimes \varphi') \right) \sim (-1)^{pq} \sim_{p,q} (\psi' \otimes \varphi'),
\]

for every \( \psi' \in \text{Hom}_{AA}(A^\otimes p+2, k) \) and \( \varphi' \in \text{Hom}_{AA}(A^\otimes q+2, k) \), that is:

\[
(\psi' \sim \varphi') \circ \left( id_A \otimes c_{A^\otimes p,A^\otimes q} \otimes id_A \right) \sim (-1)^{pq}(\psi' \sim \varphi').
\]

Replacing the bar resolution by \( P_\bullet \) this reads as

\[
(\psi \circ g_p \sim \varphi \circ g_q) \circ \left( id_A \otimes c_{A^\otimes p,A^\otimes q} \otimes id_A \right) \circ f_{p+q} \sim (-1)^{pq}(\psi \circ g_p \sim \varphi \circ g_q) \circ f_{p+q},
\]

for every \( \psi \in \text{Hom}_{AA}(P_p, k) \) and \( \varphi \in \text{Hom}_{AA}(P_q, k) \). This equivalence of \( A \)-bimodule morphisms from \( P_{p+q} \) to \( k \) is what we will check.

Let us start with the Jordan plane. We will use the resolution of Example 4.18,

\[
\begin{array}{cccc}
0 & \xrightarrow{d_1} & A \otimes R \otimes A & \xrightarrow{d_0} A \otimes A \otimes A \xrightarrow{d_0} 0,
\end{array}
\]

where \( V = k\{x, y\} \) and \( R = kr \).

It is possible to define comparison morphisms \( f_\bullet : P_\bullet \to B_\bullet(A) \) and \( g_\bullet : B_\bullet(A) \to P_\bullet \) such that:

\[
\text{Hom}_{AA} \left( id_A \otimes c_{A^\otimes p,A^\otimes q} \otimes id_A, k \right) \left( \sim_{p,q} (\psi' \otimes \varphi') \right) \sim (-1)^{pq} \sim_{p,q} (\psi' \otimes \varphi'),
\]

for every \( \psi' \in \text{Hom}_{AA}(A^\otimes p+2, k) \) and \( \varphi' \in \text{Hom}_{AA}(A^\otimes q+2, k) \), that is:

\[
(\psi' \sim \varphi') \circ \left( id_A \otimes c_{A^\otimes p,A^\otimes q} \otimes id_A \right) \sim (-1)^{pq}(\psi' \sim \varphi').
\]

Replacing the bar resolution by \( P_\bullet \) this reads as

\[
(\psi \circ g_p \sim \varphi \circ g_q) \circ \left( id_A \otimes c_{A^\otimes p,A^\otimes q} \otimes id_A \right) \circ f_{p+q} \sim (-1)^{pq}(\psi \circ g_p \sim \varphi \circ g_q) \circ f_{p+q},
\]

for every \( \psi \in \text{Hom}_{AA}(P_p, k) \) and \( \varphi \in \text{Hom}_{AA}(P_q, k) \). This equivalence of \( A \)-bimodule morphisms from \( P_{p+q} \) to \( k \) is what we will check.
\[ f_0 = g_0 = \text{id}_{A \otimes A}, \]
\[ f_1(1 \otimes v \otimes 1) = 1 \otimes v \otimes 1, \quad \forall v \in V, \]
\[ g_1(1 \otimes x^k y^l \otimes 1) = \sum_{i=0}^{k-1} x^i \otimes x \otimes x^{k-1-i} y^l + \sum_{j=0}^{l-1} x^k \otimes y \otimes y^{l-1-j} \]
\[ f_2(1 \otimes r \otimes 1) = 1 \otimes y \otimes x \otimes 1 - 1 \otimes x \otimes y \otimes 1 + \frac{1}{2} 1 \otimes x \otimes x \otimes 1. \]

Notice that the commutativity needs to be checked only for the cup products of \( H^1(A, k) \) with itself, since \( H^0(A, k) \) consists only of scalar multiples of the unit object and the product of an element in \( H^2(A, k) \) with one in \( H^1(A, k) \) or \( H^2(A, k) \) is zero since \( H^3(A, k) = 0 \). Now, let \( \psi, \varphi \in \text{Hom}_{A A}(P_1, k) \) be two 1-cocycles:

\[ (\psi \circ g_1 \sim \varphi \circ g_1)(f_2(1 \otimes r \otimes 1)) \]
\[ = (\psi \circ g_1 \sim \varphi \circ g_1)(1 \otimes y \otimes x \otimes 1 - 1 \otimes x \otimes y \otimes 1 + \frac{1}{2} 1 \otimes x \otimes x \otimes 1) \]
\[ = \varphi(g_1(1 \otimes y \otimes 1))\psi(g_1(1 \otimes x \otimes 1)) - \varphi(g_1(1 \otimes x \otimes 1))\psi(g_1(1 \otimes y \otimes 1)) \]
\[ + \frac{1}{2} \varphi(g_1(1 \otimes x \otimes 1))\psi(g_1(1 \otimes x \otimes 1)) \]
\[ = \varphi(1 \otimes y \otimes 1)\psi(1 \otimes x \otimes 1) - \varphi(1 \otimes x \otimes 1)\psi(1 \otimes y \otimes 1) \]
\[ + \frac{1}{2} \varphi(1 \otimes x \otimes 1)\psi(1 \otimes x \otimes 1). \]

To compute the element we want to compare with the one above, recall that we write \( k\mathbb{Z} = k[t, t^{-1}] \), and the braiding is given by \( c_{v,w}(v \otimes w) = t^n \cdot w \otimes v \), where \( n \) is the degree of \( v \). From now on, let \( c_{p,q} \) denote the map \( \text{id}_A \otimes c_{A \otimes P, A \otimes q} \otimes \text{id}_A \) for every \( p, q \in \mathbb{N}_0 \).

\[ (\psi \circ g_1 \sim \varphi \circ g_1)(c_{1,1}(f_2(1 \otimes r \otimes 1))) \]
\[ = (\psi \circ g_1 \sim \varphi \circ g_1)(c_{1,1}(1 \otimes y \otimes x \otimes 1 - 1 \otimes x \otimes y \otimes 1 + \frac{1}{2} 1 \otimes x \otimes x \otimes 1)) \]
\[ = (\psi \circ g_1 \sim \varphi \circ g_1)(1 \otimes x \otimes x \otimes 1 - 1 \otimes x \otimes y \otimes 1 + \frac{1}{2} 1 \otimes x \otimes x \otimes 1) \]
\[ = \varphi(g_1(1 \otimes x \otimes 1))\psi(g_1(1 \otimes x \otimes 1)) - \varphi(g_1(1 \otimes x \otimes 1))\psi(g_1(1 \otimes x \otimes 1)) \]
\[ - \frac{1}{2} \varphi(1 \otimes x \otimes 1)\psi(1 \otimes x \otimes 1) \]
\[ = - (\psi \circ g_1 \sim \varphi \circ g_1)(f_2(1 \otimes r \otimes 1)). \]

as we wanted to prove.

The computation for the super Jordan plane is more involved, since the minimal resolution, which is free, is as follows -see Example 4.19:

\[ \cdots \longrightarrow A \otimes V_3 \otimes A \xrightarrow{d_2} A \otimes V_2 \otimes A \xrightarrow{d_1} A \otimes V_1 \otimes A \xrightarrow{d_0} A \otimes A \xrightarrow{0}, \]

where \( V_1 = k\{x, y\} \) and \( V_n = k\{x^n, y^2x^{n-1}\}, \quad \forall n \geq 2. \)

For checking the commutativity condition, we will use the comparison morphisms \( f_* : P_* \rightarrow B_*(A) \) and \( g_* : B_*(A) \rightarrow P_* \) defined in \( \text{RSST} \) Section 5]. Since the chain morphism \( g_* \) is only partially defined in \( \text{RSST} \), we need to extend the definition of \( g_n \) for \( n \geq 2 \) as follows:

\[ g_n(1 \otimes x^{\otimes i} \otimes xy \otimes x^{\otimes n-1-i} \otimes y) = 0 \quad \forall i : 0 \leq i \leq n - 2, \]
\[ g_n(1 \otimes x^{\otimes n-1} \otimes xy \otimes y) = 1 \otimes x^n \otimes y. \]

Again, \( H^0(A, k) = k \), so we will check the condition for cocycles in degrees greater or equal to 1. The cup products to be computed lie in \( H^n(A, k) \) for \( n \geq 2 \), so we are going to evaluate them on the basis of \( P_n \). Let \( \psi \in \text{Hom}_{A A}(P_p, k) \) and \( \varphi \in \text{Hom}_{A A}(P_q, k) \) be two cocycles, for \( p, q \geq 1. \)

For \( p = q = 1):\)

Evaluating in \( 1 \otimes x^2 \otimes 1 \) gives

\[ (\psi \circ g_1 \sim \varphi \circ g_1)(f_2(1 \otimes x^2 \otimes 1)) \]
\[ = (\psi \circ g_1 \sim \varphi \circ g_1)(1 \otimes x^{\otimes 2} \otimes 1) \]
\[ = \varphi(g_1(1 \otimes x \otimes 1))\psi(g_1(1 \otimes x \otimes 1)) \]
\[ = \varphi(1 \otimes x \otimes 1)\psi(1 \otimes x \otimes 1), \]
(ψ ◦ g₁ ◦ φ ◦ g₁)(c₁₁(f₂(1 ⊗ x² ⊗ 1))) = (ψ ◦ g₁ ◦ φ ◦ g₁)(c₁₁(1 ⊗ x ⊗ x ⊗ 1)) = (ψ ◦ g₁ ◦ φ ◦ g₁)(1 ⊗ t · x ⊗ x ⊗ 1) = (ψ ◦ g₁ ◦ φ ◦ g₁)(1 ⊗ (−x) ⊗ x ⊗ 1) = −φ(g₁(1 ⊗ x ⊗ 1))ψ(g₁(1 ⊗ x ⊗ 1)) = −φ(1 ⊗ x ⊗ 1)ψ(1 ⊗ x ⊗ 1) = −(ψ ◦ g₁ ◦ φ ◦ g₁)(f₂(1 ⊗ x² ⊗ 1)),

while evaluating in 1 ⊗ y²x ⊗ 1 gives

(ψ ◦ g₁ ◦ φ ◦ g₁)(f₂(1 ⊗ y²x ⊗ 1))
= (ψ ◦ g₁ ◦ φ ◦ g₁)(1 ⊗ y ⊗ yx ⊗ 1 − 1 ⊗ x ⊗ y² ⊗ 1 − 1 ⊗ x ⊗ yx ⊗ 1)
= φ(g₁(1 ⊗ y ⊗ 1))ψ(g₁(1 ⊗ yx ⊗ 1)) − φ(g₁(1 ⊗ x ⊗ 1))ψ(g₁(1 ⊗ y² ⊗ 1))
= 0,

since g₁(1 ⊗ a ⊗ 1) = 0 if a is homogeneous of degree greater than 1. On the other hand,

(ψ ◦ g₁ ◦ φ ◦ g₁)(c₁₁(f₂(1 ⊗ y²x ⊗ 1)))
= (ψ ◦ g₁ ◦ φ ◦ g₁)(c₁₁(1 ⊗ y ⊗ yx ⊗ 1 − 1 ⊗ x ⊗ y² ⊗ 1 − 1 ⊗ x ⊗ yx ⊗ 1))
= (ψ ◦ g₁ ◦ φ ◦ g₁)(1 ⊗ xy ⊗ y ⊗ 1 − 1 ⊗ t · y² ⊗ 1 − 1 ⊗ t · yx ⊗ x ⊗ 1)
= (ψ ◦ g₁ ◦ φ ◦ g₁)(1 ⊗ yx ⊗ y ⊗ 1 − 1 ⊗ y² − xy − yx) ⊗ x ⊗ 1 − 1 ⊗ yx ⊗ x ⊗ 1)
= φ(g₁(1 ⊗ yx ⊗ 1))ψ(g₁(1 ⊗ yx ⊗ 1)) − φ(g₁(1 ⊗ (y² − xy − yx) ⊗ 1))ψ(g₁(1 ⊗ x ⊗ 1))
= 0 = −(ψ ◦ g₁ ◦ φ ◦ g₁)(f₂(1 ⊗ y²x ⊗ 1)).

For p = 1, q ≥ 2, evaluating in 1 ⊗ x¹⁺q ⊗ 1 gives on one hand

(ψ ◦ g₁ ◦ φ ◦ g_q)(f₁₊q(1 ⊗ x¹⁺q ⊗ 1))
= (ψ ◦ g₁ ◦ φ ◦ g_q)(1 ⊗ x¹⁺q ⊗ 1)
= φ(g_q(1 ⊗ x²q ⊗ 1))ψ(g₁(1 ⊗ x ⊗ 1))
= φ(1 ⊗ x²q ⊗ 1)ψ(1 ⊗ 1),

and on the other hand

(ψ ◦ g₁ ◦ φ ◦ g_q)(c₁₁,f₁₊q(1 ⊗ x¹⁺q ⊗ 1))
= (φ ◦ g₁ ◦ ψ ◦ g_q)(c₁₁,f₁₊q(1 ⊗ x¹⁺q ⊗ 1))
= (φ ◦ g₁ ◦ ψ ◦ g_q)(c₁₁,q(1 ⊗ x ⊗ x²q ⊗ 1))
= (ψ ◦ g₁ ◦ ψ ◦ g_q)(1 ⊗ t · (x²q) ⊗ x ⊗ 1)
= (ψ ◦ g₁ ◦ ψ ◦ g_q)(1 ⊗ t · x²q ⊗ x ⊗ 1)
= (ψ ◦ g₁ ◦ ψ ◦ g_q)(1 ⊗ (−x)²q ⊗ x ⊗ 1)
= (−1)q(ψ ◦ g₁ ◦ ψ ◦ g_q)(1 ⊗ x ⊗ 1)
= (−1)q(ψ ◦ g₁ ◦ ψ ◦ g_q)(f₁₊q(1 ⊗ x¹⁺q ⊗ 1)),

while evaluating in 1 ⊗ y²x⁹ ⊗ 1 gives

(ψg₁ ◦ φgₙ)(f₁₊q(1 ⊗ y²x⁹ ⊗ 1))
= (ψg₁ ◦ φgₙ)(1 ⊗ y ⊗ yx ⊗ x²q⁻¹ ⊗ 1 − 1 ⊗ x ⊗ (y² + yx) ⊗ x²q⁻¹ ⊗ 1
+ ∑₁⁻²(−1)¹ (1 ⊗ x²q⁻¹ ⊗ (y² + yx) ⊗ x²q⁻² ⊗ 1)
= φ(g_q(1 ⊗ y ⊗ yx ⊗ x²q⁻² ⊗ 1))ψ(g₁(1 ⊗ x ⊗ 1))
= φ(1 ⊗ x²q⁻² ⊗ 1)ψ(1 ⊗ x ⊗ 1),
\[(\psi g_1 \sim \varphi g_q)(c_{1,q}(f_{1+q}(1 \otimes y^2x^p \otimes 1))) \]
\[= (\psi g_1 \sim \varphi g_q)(c_{1,q}(1 \otimes y \otimes yx \otimes x^{\varphi_q-1} \otimes 1 - 1 \otimes x \otimes (y^2 + yx) \otimes x^{\varphi_q-1} \otimes 1 \]
\[+ \sum_{q=0}^{p-2} (-1)^{1+q} 1 \otimes x \otimes (y^2 + yx) \otimes x^{\varphi_q-2-i} \otimes 1)) \]
\[= (\psi g_1 \sim \varphi g_q)(1 \otimes t \cdot yx \otimes (t \cdot x)^{\varphi_q-1} \otimes y \otimes 1 \]
\[- 1 \otimes t \cdot (y^2 + yx) \otimes (t \cdot x)^{\varphi_q-1} \otimes x \otimes 1 \]
\[+ \sum_{q=0}^{p-2} (-1)^{i+q} 1 \otimes (t \cdot x)^{\varphi_q+1} \otimes t \cdot (y^2 + yx) \otimes (t \cdot x)^{\varphi_q-2-i} \otimes x \otimes 1) \]
\[= (\psi g_1 \sim \varphi g_q)(1 \otimes y \otimes (x^{\varphi_q-1} \otimes y \otimes 1 \]
\[- 1 \otimes (y^2 - xy) \otimes (x^{\varphi_q-1} \otimes x \otimes 1 \]
\[+ \sum_{q=0}^{p-2} (-1)^{i+q} 1 \otimes (x^{\varphi_q+1} \otimes (y^2 - xy) \otimes (x^{\varphi_q-2-i} \otimes x \otimes 1) \]
\[= (-1)^{q-1} \varphi(g_q(1 \otimes y \otimes x^{\varphi_q-1}))) \psi(g_1(1 \otimes y \otimes 1)) \]
\[- (1)^{q-1} \varphi(g_q(1 \otimes y \otimes x^{\varphi_q-1} \otimes 1)) \psi(g_1(1 \otimes x \otimes 1)) \]
\[+ \varphi(g_q(1 \otimes x^{\varphi_q-1} \otimes y \otimes 1)) \psi(g_1(1 \otimes x \otimes 1)) \]
\[= (-1)^{q} \psi(1 \otimes y^2x^{\varphi_q-1} \otimes 1) \psi(1 \otimes x \otimes 1) \]
\[= (-1)^{q}(\psi g_1 \sim \varphi g_q)(f_{1+q}(1 \otimes y^2x^p \otimes 1)) \]

For \(p \geq 2, q = 1\), evaluating in \(1 \otimes x^{p+1} \otimes 1\) gives
\[(\psi \circ g_p \sim \varphi \circ g_1)(f_{p+1}(1 \otimes x^{p+1} \otimes 1)) \]
\[= (\psi \circ g_p \sim \varphi \circ g_1)(c_{p,1}(1 \otimes x^{\varphi_p+1} \otimes 1) \]
\[= \varphi(g_1(1 \otimes x^{\varphi_p+1} \otimes 1)(\psi(g_p(1 \otimes x^{\varphi_p+1} \otimes 1)) \]
\[= \varphi(1 \otimes x \otimes 1)(\psi(1 \otimes x \otimes 1)) \]
\[= (-1)^{p}(\psi \circ g_p \sim \varphi \circ g_1)(1 \otimes x^{\varphi_p+1} \otimes 1) \]
\[= (-1)^{p} \psi(1 \otimes y^2x^{\varphi_p+1} \otimes 1) \]

Evaluating in \(1 \otimes y^2x^p \otimes 1\) gives
\[(\psi \circ g_p \sim \varphi \circ g_1)(f_{p+1}(1 \otimes y^2x^p \otimes 1)) \]
\[= (\psi \circ g_p \sim \varphi \circ g_q)(1 \otimes y \otimes yx \otimes x^{\varphi_p-1} \otimes 1 \]
\[- 1 \otimes x \otimes (y^2 + yx) \otimes x^{\varphi_p-1} \otimes 1 \]
\[+ \sum_{r=0}^{p-2} (-1)^{1+q} 1 \otimes x^{\varphi_p+1} \otimes (y^2 + yx) \otimes x^{\varphi_p-2-i} \otimes 1) \]
\[= \varphi(g_q(1 \otimes y \otimes 1))(\psi(g_p(1 \otimes y \otimes x^{\varphi_p-1} \otimes 1)) \]
\[- \varphi(g_q(1 \otimes x \otimes 1))(\psi(g_p(1 \otimes y \otimes x^{\varphi_p-1} \otimes 1)) \]
\[+ \sum_{r=0}^{p-2} (-1)^{i+q} 1 \otimes x^{\varphi_p+1} \otimes (y^2 + yx) \otimes x^{\varphi_p-2-i} \otimes 1) \]
\[= \varphi(1 \otimes y \otimes x^{\varphi_p+1} \otimes 1)(\psi(1 \otimes x \otimes x^{\varphi_p+1} \otimes 1), \psi(g_p \sim \varphi g_1)(c_{p,1}(1 \otimes y^2x^p \otimes 1))) \]
\[= \varphi(1 \otimes y \otimes x \otimes 1)(\psi(1 \otimes x \otimes 1)) \]
\[= (-1)^{p} \psi(1 \otimes y^2x^{\varphi_p+1} \otimes 1) \]
\[= (-1)^{p} \psi(1 \otimes y^2x^p \otimes 1) \]

Similarly, evaluating in \(1 \otimes x^{p+1} \otimes 1\) gives
\[(\psi \circ g_p \sim \varphi \circ g_1)(f_{p+1}(1 \otimes x^{p+1} \otimes 1)) \]
\[= (\psi \circ g_p \sim \varphi \circ g_q)(1 \otimes x \otimes yx \otimes x^{\varphi_p-2} \otimes 1 \]
\[- 1 \otimes x \otimes (y^2 + yx) \otimes x^{\varphi_p-2} \otimes 1 \]
\[+ \sum_{r=0}^{p-3} (-1)^{1+q} 1 \otimes x^{\varphi_p+1} \otimes x \otimes x^{\varphi_p-2} \otimes 1 \]
\[+ \sum_{r=0}^{p-3} (-1)^{i+q} 1 \otimes (x^{\varphi_p+1} \otimes (y^2 + yx) \otimes x^{\varphi_p-3-i} \otimes 1) \]
\[= \varphi(g_q(1 \otimes x \otimes 1))(\psi(g_p(1 \otimes x \otimes x^{\varphi_p-2} \otimes 1)) \]
\[- \varphi(g_q(1 \otimes x \otimes 1))(\psi(g_p(1 \otimes x \otimes x^{\varphi_p-2} \otimes 1)) \]
\[+ \sum_{r=0}^{p-3} (-1)^{i+q} 1 \otimes (x^{\varphi_p+1} \otimes (y^2 + yx) \otimes x^{\varphi_p-3-i} \otimes 1) \]
\[= (-1)^{p+1} \psi(g_p(1 \otimes y \otimes x \otimes x^{\varphi_p-2} \otimes 1)) \]
\[= (-1)^{p+1} \psi(1 \otimes y^2x^{\varphi_p+1} \otimes 1) \]
\[= (-1)^{p} \psi(g_p \sim \varphi g_1)(f_{p+1}(1 \otimes y^2x^p \otimes 1)) \].
The last case to consider is $p, q \geq 2$, evaluating in $1 \otimes x^{p+q} \otimes 1$ gives
\begin{align*}
(\psi \circ g_p \circ \varphi \circ g_q)(f_{p+q}(1 \otimes x^{p+q} \otimes 1)) &= (\psi \circ g_p \circ \varphi \circ g_q)(1 \otimes x^{p+q} \otimes 1) \\
&= \varphi(g_q(1 \otimes x^{p+q} \otimes 1), v(p, 1 \otimes x^{p+q} \otimes 1)) \\
&= \varphi(1 \otimes x^q \otimes 1)(1 \otimes x^{p+q} \otimes 1),
\end{align*}

\begin{align*}
(\psi \circ g_p \circ \varphi \circ g_q)(c_{p,q}(f_{p+q}(1 \otimes x^{p+q} \otimes 1))) &= (\psi \circ g_p \circ \varphi \circ g_q)(c_{p,q}(1 \otimes x^{p+q} \otimes 1)) \\
&= (\psi \circ g_p \circ \varphi \circ g_q)(1 \otimes t^p \cdot (x^{\otimes q}) \otimes x^{\otimes p} \otimes 1) \\
&= (\psi \circ g_p \circ \varphi \circ g_q)(1 \otimes (t^p \cdot x^{\otimes q}) \otimes x^{\otimes p} \otimes 1) \\
&= (\psi \circ g_p \circ \varphi \circ g_q)(1 \otimes ((-1)^p x^{\otimes q}) \otimes x^{\otimes p} \otimes 1) \\
&= (-1)^p \psi(g_p \circ \varphi \circ g_q)(1 \otimes x^{p+q} \otimes 1) \\
&= (-1)^p (\psi \circ g_p \circ \varphi \circ g_q)(f_{p+q}(1 \otimes x^{p+q} \otimes 1)),
\end{align*}

For $1 \otimes y^2 x^{p-q-1} \otimes 1$ we get
\begin{align*}
&\quad (\psi g_p \circ \varphi g_q)(f_{p+q}(1 \otimes y^2 x^{p-q-1} \otimes 1)) \\
&= (\psi g_p \circ \varphi g_q)(1 \otimes y \otimes y x \otimes x^{\otimes q-p+2} \otimes 1) \\
&\quad - 1 \otimes x \otimes (y^2 + y x) \otimes x^{\otimes q-p+2} \otimes 1 \\
&\quad + \sum_{i=0}^{q-p+3} (-1)^i 1 \otimes x^{\otimes 2+i} \otimes (y^2 + y x) \otimes x^{\otimes q-p+3-i} \otimes 1 \\
&= \varphi g_q(1 \otimes y \otimes y x \otimes x^{\otimes q-p+2} \otimes 1) \psi g_p(1 \otimes x^{\otimes p} \otimes 1) \\
&\quad - \varphi g_q(1 \otimes x \otimes (y^2 + y x) \otimes x^{\otimes q-p+2} \otimes 1) \psi g_p(1 \otimes x^{\otimes p} \otimes 1) \\
&\quad + \sum_{i=0}^{q-p+3} (-1)^i \varphi g_q(1 \otimes x^{\otimes 2+i} \otimes (y^2 + y x) \otimes x^{\otimes q-p+3-i} \otimes 1) \psi g_p(1 \otimes x^{\otimes p} \otimes 1) \\
&\quad + \sum_{i=0}^{q-p+3} (-1)^i \varphi g_q(1 \otimes x^{\otimes 2+i} \otimes (y^2 + y x) \otimes x^{\otimes q-p+3-i} \otimes 1) \psi g_p(1 \otimes x^{\otimes q-p+3-i} \otimes 1) \\
&= \varphi(1 \otimes y^2 x^{q-1} \otimes 1)(1 \otimes x^{\otimes p} \otimes 1) - (1)^q-2 \varphi(1 \otimes x^{\otimes q-p+1} \otimes 1)(1 \otimes y^2 x^{p-q-1} \otimes 1).
\end{align*}

Most of the terms in the above sums vanish because
\begin{align*}
g_n(1 \otimes x^{\otimes j} \otimes y^2 \otimes x^{\otimes n-1-j} \otimes 1) = g_n(1 \otimes x^{\otimes j} \otimes y x \otimes x^{\otimes n-1-j} \otimes 1) = 0, \quad \forall n \geq 2, j \geq 1.
\end{align*}

Regarding the unvanishing term, which corresponds to $i = q - 2$, we have that
\begin{align*}
g_q(1 \otimes y^2 \otimes x^{\otimes q-1} \otimes 1) = 1 \otimes y^2 x^{q-1} \otimes 1, \quad \text{and} \quad g_q(1 \otimes y x \otimes x^{\otimes q-1} \otimes 1) = y \otimes x^q \otimes 1,
\end{align*}

which vanishes after applying the $A$-bimodule morphism $\psi$. Finally
\begin{align*}
&\quad (\psi g_p \circ \varphi g_q)(c_{p,q}(f_{q+p+1}(1 \otimes y^2 x^{q+1} \otimes 1))) \\
&= (\psi g_p \circ \varphi g_q)(c_{p,q}(1 \otimes y \otimes y x \otimes x^{\otimes q-1} \otimes 1) \\
&\quad - 1 \otimes x \otimes (y^2 + y x) \otimes x^{\otimes q-1} \otimes 1 \\
&\quad + \sum_{i=0}^{q-p+3} (-1)^i 1 \otimes x^{\otimes 2+i} \otimes (y^2 + y x) \otimes x^{\otimes q-p+3-i} \otimes 1 \\
&\quad + \sum_{i=0}^{q-p+3} (-1)^i 1 \otimes x^{\otimes 2+i} \otimes (y^2 + y x) \otimes x^{\otimes q-p+3-i} \otimes 1) \\
&= \psi g_p \circ \varphi g_q(c_{p,q}(1 \otimes (-1)^{p+1} x^{\otimes q} \otimes y \otimes y x \otimes x^{\otimes q-1} \otimes 1) \\
&\quad - 1 \otimes (1)^{p+1} x^{\otimes q} \otimes y \otimes (y^2 + y x) \otimes x^{\otimes q-1} \otimes 1 \\
&\quad + \sum_{i=0}^{q-p+3} (-1)^i 1 \otimes (1)^{p+1} x^{\otimes q} \otimes x^{\otimes 2+i} \otimes (y^2 + y x) \otimes x^{\otimes q-p+3-i} \otimes 1 \\
&\quad + \sum_{i=0}^{q-p+3} (-1)^i 1 \otimes (1)^{p+1} x^{\otimes q} \otimes x^{\otimes 2+i} \otimes (y^2 + y x) \otimes x^{\otimes q-p+3-i} \otimes 1) \\
&\quad - 1 \otimes ((-1)^{p+1} x^{\otimes q} \otimes y \otimes y x \otimes x^{\otimes q-1} \otimes 1) \\
&\quad + \sum_{i=0}^{q-p+3} (-1)^i 1 \otimes ((-1)^{p+1} x^{\otimes q} \otimes x^{\otimes 2+i} \otimes (y^2 + y x) \otimes x^{\otimes q-p+3-i} \otimes 1 \\
&\quad + \sum_{i=0}^{q-p+3} (-1)^i 1 \otimes ((-1)^{p+1} x^{\otimes q} \otimes x^{\otimes 2+i} \otimes (y^2 + y x) \otimes x^{\otimes q-p+3-i} \otimes 1) \\
&\quad - 1 \otimes ((-1)^{p+1} x^{\otimes q} \otimes y \otimes y x \otimes x^{\otimes q-1} \otimes 1) \\
&\quad + \sum_{i=0}^{q-p+3} (-1)^i 1 \otimes (1)^{p+1} x^{\otimes q} \otimes x^{\otimes 2+i} \otimes (y^2 + y x) \otimes x^{\otimes q-p+3-i} \otimes 1 \\
&\quad + \sum_{i=0}^{q-p+3} (-1)^i 1 \otimes (1)^{p+1} x^{\otimes q} \otimes x^{\otimes 2+i} \otimes (y^2 + y x) \otimes x^{\otimes q-p+3-i} \otimes 1).
\end{align*}
\[ = (-1)^{(p+1)q} \varphi(g_q(1 \otimes x^q \otimes 1)) \psi(g_p(1 \otimes y \otimes yx \otimes x^{p-2} \otimes 1)) \\
- (-1)^{(p+1)q} \varphi(g_q(1 \otimes x^q \otimes 1)) \psi(g_p(1 \otimes x \otimes (y^2 + yx) \otimes x^{p-2} \otimes 1)) \\
+ (-1)^{(p+1)q} \sum_{i=0}^{p-3} (-1)^i \varphi(g_q(1 \otimes x^q \otimes 1)) \\
\psi(g_p(1 \otimes x^{q+1+i} \otimes (y^2 + yx) \otimes x^{p-3-i} \otimes 1)) \\
+ (-1)^{(p-1)} \sum_{i=p-2}^{p-3} (-1)^i \varphi(g_q(1 \otimes x^{q+i-p} \otimes (y^2 - (p-1)yx - pxy) \\
\otimes x^{q+p-3+i} \otimes 1)) \psi(g_p(1 \otimes x^{p} \otimes 1)) \\
= (-1)^{(p+1)q} \varphi(1 \otimes x^q \otimes 1) \psi(1 \otimes y^2 x^{p-1} \otimes 1) \\
+ (-1)^{(p-1)} \sum_{i=0}^{p-2} (-1)^i \varphi(1 \otimes y^2 x^{q-1} \otimes 1) \psi(1 \otimes x^{q+i} \otimes 1) \\
+ (-1)^{pq} \sum_{i=p-2}^{p-3} (-1)^i \varphi(1 \otimes y^2 x^{q+i-p} \otimes 1) \psi(1 \otimes x^{q+p-1} \otimes 1). \]

The second term, as well as the terms in the sums corresponding to \( i \leq p - 3 \), vanish after applying \( g_p \) in their second factor. Those corresponding to \( i \geq p - 2 \) can be expressed as a sum of three terms by distributing over the expression in the tensor \( y^2 - (p-1)yx - pxy \). The only non vanishing one corresponds to \( y^2 \).
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