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ABSTRACT

In a hypergraph on $n$ vertices where $D$ is the maximum size of a hyperedge, there is a weighted hypergraph spectral $\varepsilon$-sparsifier with at most $O(\varepsilon^{-2} \log(D) \cdot n \log n)$ hyperedges. This improves over the bound of Kapralov, Krauthgamer, Tardos and Yoshida (2021) who achieve $O(\varepsilon^{-4} n (\log n)^3)$, as well as the bound $O(\varepsilon^{-2} D^3 n \log n)$ obtained by Bansal, Svensson, and Trevisan (2019). The same sparsification result was obtained independently by Jambulapati, Liu, and Sidford (2022).
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1 INTRODUCTION

Consider a weighted hypergraph $H = (V, E, \omega)$ with $\omega \in \mathbb{R}_+^E$ and the corresponding energy: for $x \in \mathbb{R}^V$,

$$Q_H(x) := \sum_{e \in E} \omega_e \max_{\{u, v\} \in e}(x_u - x_v)^2$$

The problem of minimizing the energy $Q_H$ over various convex bodies occurs in many applied contexts, especially in machine learning; we refer to the discussion in [6].

In the graph case—when all the hyperedges have cardinality $2$—this corresponds to the quadratic form associated to the weighted Laplacian and carries a physical interpretation as the potential energy of a family of springs indexed by $\{u, v\} \in E$ whose respective endpoints are pinned at $x_u$ and $x_v$. Let us mention the appealing analog for hypergraphs: if we stretch a rubber band around vertices pinned at locations $\{x_u : u \in e\}$, then $\max_{\{u, v\} \in e}(x_u - x_v)^2$ is proportional to its potential energy. Here the weight $\omega_e$ represents the elasticity of the band.

For hypergraphs, the edge set $E$ could have cardinality as large as $|V|^2$, and one can ask if there is a substantially smaller hypergraph that approximates the energy for every configuration of vertices. Soma and Yoshida [13] formalized the following notion of spectral sparsification for hypergraphs, generalizing the well-studied notion for graphs [15].

Say that a weighted hypergraph $\tilde{H} = (V, \tilde{E}, \tilde{\omega})$ is a spectral $\varepsilon$-sparsifier for $H$ if $\tilde{E} \subseteq E$, and

$$|Q_H(x) - Q_{\tilde{H}}(x)| \leq \varepsilon Q_H(x), \quad \forall x \in \mathbb{R}^V.$$  \hfill (1.1)

We will use $n := |V|$ throughout. The authors [13] showed that one can always find a spectral $\varepsilon$-sparsifier $\tilde{H}$ with $|\tilde{E}| \leq O(n^3/\varepsilon^2)$.

Finally, in a recent and remarkable breakthrough, the authors of [6] show that one can obtain a spectral sparsifier with at most $O(n(\log n)^3/\varepsilon^4)$ hyperedges, bypassing the polynomial dependence on the rank, and coming within $\text{poly}(\varepsilon^{-1} \log n)$ factors of the optimal bound. By refining their approach via Talagrand’s powerful generic chaining theory, we obtain the following improvement.

**Theorem 1.1.** For any $n$-vertex weighted hypergraph $H = (V, E, \omega)$ and $\varepsilon > 0$, there is a spectral $\varepsilon$-sparsifier $\tilde{H} = (V, \tilde{E}, \tilde{\omega})$ for $H$ with

$$|\tilde{E}| \leq O \left( \frac{\log D}{\varepsilon^2} n \log n \right),$$

where $D := \max_{e \in E} |e|$. \hfill (1.2)

As in many prior works, Theorem 1.1 is proved by defining a distribution on $E$ and then sampling edges independently from this distribution. For approaches based on independent sampling, the bound of Theorem 1.1 is tight up to a constant factor for every fixed $D$. In particular, this generalizes the analysis of independent random sampling for graph sparsifiers [14] where $D = 2$.

It should be noted that for cut sparsifiers, the log $D$ factor can be removed [4]. This corresponds to the weaker notion where we only require that (1.1) holds for $x \in \{-1, 1\}^V$. Whether the log $D$ factor can be removed in general remains an intriguing open question.

Our proof of Theorem 1.1 entails an algorithm for constructing the sparsifier $\tilde{H}$ whose running time is polynomial in the size of the input. But our sampling analysis can also be applied directly to the faster algorithm presented in [6] whose running time is $|E|D\text{poly}(\log |E|)+\text{poly}(n)$.

Theorem 1.1 was proved independently and concurrently by Jambulapati, Liu, and Sidford [5], via a closely related approach. While their main chaining result is somewhat less general than...
the one proved here (see (1.5) below), they also present a
near-linear time algorithm for generating suitable sampling probabilities \( \{ \mu_e : e \in E \} \). This improves the running time to \( |E|D \text{poly} (\log |E|) \).

1.1 The random selector method and chaining for subgaussian processes

Suppose we have a probability distribution \( \mu \in \mathbb{R}_+^E \) on hyperedges in \( H \). We sample hyperedges \( \tilde{E} = \{ e_1, e_2, \ldots, e_M \} \) independently according to \( \mu \), and define the random weighted hypergraph \( \tilde{H} = (V, \tilde{E}, \tilde{w}) \) so that

\[
Q_{\tilde{H}}(x) = \frac{1}{M} \sum_{k=1}^{M} \frac{w_{e_k}}{\mu_{e_k}} Q_{e_k}(x),
\]

where we define

\[
Q_e(x) := \max_{\{i,j\} \in \mathcal{V}} (x_i - x_j)^2,
\]

and the edge weights

\[
\tilde{w}_e := \frac{\# \{ k \in [M] : e_k = e \} w_e}{\mu_e}.
\]

In particular, this gives \( \mathbb{E} [Q_{\tilde{H}}(x)] = Q_H(x) \) for all \( x \in \mathbb{R}^V \).

Now in order to find a spectral \( \epsilon \)-sparsifier, we want to choose \( M \) sufficiently large so that

\[
\mathbb{E} \max_{x : Q_H(x) \leq 1} \left| Q_H(x) - Q_{\tilde{H}}(x) \right| \leq \epsilon.
\]

To control concentration of \( Q_{\tilde{H}}(x) \) around its mean, it suffices to bound the average maximal fluctuations. Thus by a standard sort of reduction (see Section 3.1 and also [16, Lem 9.1.11] for a general formulation), it suffices to prove that for any fixed hyperedges \( e_1, \ldots, e_M \in \tilde{E} \),

\[
\mathbb{E} \max_{x : Q_H(x) \leq 1} \sum_{k=1}^{M} \frac{w_{e_k}}{\mu_{e_k}} Q_{e_k}(x) \leq O(\epsilon M),
\]

where \( \epsilon_1, \ldots, \epsilon_M \in \{-1, 1\} \) are i.i.d. random signs.

Thus our task is now to control the left-hand side of (1.3). If we define the random variable

\[
V_x := \sum_{k=1}^{M} \frac{w_{e_k}}{\mu_{e_k}} Q_{e_k}(x),
\]

then \( \{ V_x : x \in \mathbb{R}^n \} \) is a subgaussian process (defined in (2.1)) with respect to the (semi)metric

\[
d(x, \hat{x}) := \left( \sum_{k=1}^{M} \left( \frac{w_{e_k}}{\mu_{e_k}} \right)^2 |Q_{e_k}(x) - Q_{e_k}(\hat{x})|^2 \right)^{1/2}.
\]

There are well-developed tools for studying quantities like \( \mathbb{E} \max \{ V_x : Q_H(x) \leq 1 \} \), but they rely on an understanding of the geometry of the space \( (\mathbb{R}^n, d) \), and a correct choice of distribution \( \mu \) is essential for making this geometry well-behaved.

Importance sampling. For spectral graph sparsification, one chooses the sampling probability \( \mu_e \) to be proportional to the effective resistance across \( e \) [14]. In order to extend this to hypergraphs, the authors of [1] define sampling probabilities \( \{ \mu_e : e \in E \} \) derived from the graph \( G = (V, F) \), where \( F := \bigcup_{e \in E} \bar{e} \) is a union of cliques on every hyperedge. They take

\[
\mu_e = \sum_{\{u, v\} \in \mathcal{F}} R_{uv},
\]

where \( R_{uv} \) denotes the effective resistance between a pair of vertices \( u, v \) in \( G \).

To remove the polynomial dependence on \( D \), the authors of [6] choose a weighted graph \( G = (V, F, c) \) and define

\[
\mu_e = \max_{\{u, v\} \in \mathcal{F}} \left( R_{uv} : \{u, v\} \in \mathcal{F} \right).
\]

Now \( R_{uv} \) is the effective resistance in \( G \), where edges \( \{u, v\} \in F \) have conductance \( c_{uv} \).

Let \( L_G \) denote the corresponding (weighted) graph Laplacian, and use \( L_G^+ \) to denote its pseudoinverse. Define \( T := \{ v \in \mathbb{R}^n : Q_{H}(L_G^{+2}v) < 1 \} \). This construction of the sampling probabilities allows us to write

\[
\mathbb{E} \max_{x : Q_H(x) \leq 1} V_x = \mathbb{E} \max_{x \in T} \sum_{k=1}^{M} \epsilon_k \max_{\{i,j\} \in \mathcal{V}} \langle v, y_{ij}^k \rangle^2,
\]

for a family of vectors \( \{ y_{ij}^k \} \) that depends on our choice of edge conductances \( c \in \mathbb{R}_+^E \) in \( G \).

A central component of this approach is the existence of conductances that ensure two key properties:

1. \( T \subseteq B_2^n := \{ x \in \mathbb{R}^n : \|x\| \leq 1 \} \),
2. \( \|y_{ij}^k\| \leq O(\sqrt{n}) \) for all \( k = 1, \ldots, M \) and \( \{i, j\} \in \mathcal{V} \).

We return to a discussion of these properties in a moment.

Chaining bounds. Note that the right-hand side of (1.4) can be written as

\[
\mathbb{E} \max_{x \in T} \sum_{k=1}^{M} \epsilon_k N_k(x)^2,
\]

where \( N_k \) is an \( \ell_2 \) norm on a subset of the coordinates of \( Ax \), and \( A \) is a matrix whose rows are the vectors \( \{ y_{ij}^k \} \). Thus in Section 2, we apply aspects of the generic chaining theory (see the extensive reference [16]) to the analysis of such expected maxima.

For readers familiar with the theory, let us note that a bound of \( |\mathcal{E}| \leq O(\epsilon^{-2} \log(n\log n)) \) in Theorem 1.1 follows from applying Dudley’s entropy bound (2.4) in a straightforward way. A bound of \( |\mathcal{E}| \leq O(\epsilon^{-2} \log(n\log n)) \) follows from a deeper inequality of Talagrand (see Theorem 2.2 and Section 2.2) that exploits property (1) above, that \( T \) is a subset of the Euclidean unit ball.

Finally, in order to achieve \( |\mathcal{E}| \leq O(\epsilon^{-2} \log(D) \cdot n \log n) \), we need to exploit further structure of the norms \( \{ N_k \} \) in a novel way. Our approach is modeled after Rudelson’s geometric argument [11] which, roughly speaking, handles the case where each \( N_k \) is a 1-dimensional norm, as well as Talagrand’s method of chaining via growth functionals (see Section 2.3 and Section 2.4).

To state this bound, let us consider arbitrary norms \( N_1, \ldots, N_M \) on \( \mathbb{R}^n \). Define:

\[
\kappa := \mathbb{E} \max_{k \in [M]} N_k(g),
\]

\[
\lambda := \max_{k \in [M]} \left( \mathbb{E}[N_k(g)^2] \right)^{1/2},
\]
where $g$ is a standard $n$-dimensional Gaussian. In Section 2.4, we prove that for any $T \subseteq B^n_2$:

$$
\mathbb{E} \sup_{x \in T} \sum_{k=1}^{M} e_k \mathcal{N}_k(x)^2 \leq \sup_{x \in T} \left( \sum_{j=1}^{M} \mathcal{N}_j(x)^4 \right)^{1/2} + \left( \lambda \sqrt{\log n + \kappa} \right) \cdot \sup_{x \in T} \left( \sum_{k=1}^{M} \mathcal{N}_k(x)^2 \right)^{1/2}
$$

When $M = m$, each $N_k$ is a 1-dimensional norm $N_k(x) := \langle x, a_k \rangle$ for some $a_k \in \mathbb{R}^n$, and $T = B^n_2$, this lemma recovers Rudelson’s concentration bound for Bernoulli sums of rank-1 matrices [12] (as mentioned there, the inequality we state next is a consequence of the noncommutative Khintchine inequalities [9]).

Observe that $N_k(x)^2 = \langle x, a_k \rangle^2 = \langle x, a_k a_k^* x \rangle$, and using $\| \cdot \|_{op}$ to denote the operator norm, the preceding bound asserts that

$$
\mathbb{E} \max_{x \in B^n_2} \left( \sum_{k=1}^{m} e_k a_k^* a_k \right) \leq O(\sqrt{\log (m + n)}) \max_{k \in [m]} \| a_k \| \cdot \sup_{x \in B^n_2} \left( \sum_{k=1}^{m} a_k a_k^* \right)^{1/2},
$$

where $\lambda \leq \max_{k \in [m]} \| a_k \|$ and $\kappa \leq \sqrt{\log m} \cdot \max_{k \in [m]} \| a_k \|$ were used in the inequality.

When applying (1.5) to hypergraph sparsification, one picks up an additional $\sqrt{\log D}$ factor because each $N_k$ is an $\varepsilon_\infty$ norm on a subset of at most $D$ coordinates.

### Choosing good conductances

In order to satisfy properties (1) and (2) above, one chooses nonnegative numbers

$$
\left\{ e_{ij}^e \geq 0 : \{i, j\} \in \mathcal{E}, e \in E \right\}
$$

for which

$$
\sum_{\{i, j\} \in \mathcal{E}} e_{ij}^e = w_e, \quad \forall e \in E.
$$

Define the edge conductances $c_{ij} := \sum_{e \in E; \{i, j\} \in \mathcal{E}} e_{ij}^e$. As argued in Section 3.2, any such choice satisfies property (1).

Let $R_{ij}$ denote the effective resistance between $\{i, j\} \in F$ in the weighted graph $G = (V, F, c)$. To satisfy property (2), it suffices that for all hyperedges $e \in E$, the effective resistances $R_{ij}$ are the same for all pairs $\{i, j\} \in \mathcal{E}$ with $c_{ij}^e > 0$. (This continues to hold even if the resistances are only comparable up to universal constant factors.)

Let $J$ denote the all-ones matrix and consider maximizing the quantity

$$
\log \det(L_G + J)
$$

over all choices of $(c_{ij}^e)$ satisfying (1.6). This quantity is a concave function of the conductances $(c_{ij}^e)$ and the KKT conditions for the maximizer establish the desired property for the effective resistances. See Section 3.3.

This is essentially a reformulation and simplification of the method used in [6] for establishing the existence of nice conductances $c : F \to \mathbb{R}_+$.

### 1.2 Notation

For two expressions $A$ and $B$, we will use the equivalent notations $A \lesssim B$ and $A = O(B)$ to denote that there is a constant $C > 0$ such that $A \leq CB$. If $A$ and $B$ depend on some parameters $a_1, a_2, \ldots$, we use the notation $A \lesssim_{a_1, a_2, \ldots} B$ to denote that there is a number $C = C(a_1, a_2, \ldots)$ such that $A \leq CB$. We use $A \asymp B$ to denote the conjunction of $A \leq B$ and $B \leq A$.

A number of vector and matrix norms will appear in what follows. When $x \in \mathbb{R}^n$ is a vector, $\|x\|$ will always refer to the standard Euclidean norm of $x$. For a positive integer $M \geq 1$, we will sometimes use the notation $\|M\| := \{1, 2, \ldots, M\}$.

### 2 EXTREMA OF RANDOM PROCESSES

#### 2.1 Background on generic chaining

A space $(T, d)$ is called a $K$-quasimetric if satisfies

1. $d(x, y) = d(y, x)$ for all $x, y \in T$.
2. $d(x, x) = 0$ for all $x \in T$.
3. There is a constant $K > 0$ such that

$$
d(x, y) \leq K (d(x, z) + d(z, y)), \quad \forall x, y, z \in T.
$$

Say that $(T, d)$ is a quasimetric space if $(T, d)$ is a $K$-quasimetric for some $K > 0$.

Consider a distance $d$ on $T$. A random process $\{V_x : x \in T\}$ is said to be subgaussian with respect to $d$ if there is a number $\alpha > 0$ such that

$$
P(\|V_x - V_y\| \geq t) \leq \exp \left(-\alpha t^2 / d(x, y)^2\right), \quad t > 0.
$$

The generic chaining functional. For a quasimetric space $(T, d)$, let us recall Talagrand’s generic chaining functional [16, Def. 2.2.19]. Define $N_h := 2^{h^2}$. Then

$$
\gamma_2(T, d) := \inf_{\{A_h : h \geq 0\}} \sup_{x \in T} \sum_{h=0}^{\infty} 2^{h/2} \text{diam}_d(A_h(x)).
$$

where the infimum runs over all sequences $\{A_h : h \geq 0\}$ of partitions of $T$ satisfying $|A_h| \lesssim N_h$ for each $h \geq 0$. Note that we use the notation $\text{diam}_d(A_h(x))$ for the unique set of $A_h$ that contains $x$, and $\text{diam}_d(S) := \sup_{x, y \in S} d(x, y)$ for $S \subseteq T$. The next theorem constitutes the generic chaining upper bound; see [16, Thm 2.2.18].

**Theorem 2.1.** If $\{V_x : x \in T\}$ is a centered subgaussian process satisfying (2.1) with respect to a $K$-quasimetric $(T, d)$, then

$$
\mathbb{E} \sup_{x \in T} V_x \lesssim_{K, \alpha} \gamma_2(T, d).
$$

### 2.2 The generic chaining upper bound

Define the entropy numbers $e_k(T, d) := \inf \{ \text{sup}_{t \in T} d(t, T_k) : T_k \subseteq T, |T_k| \leq 2^k \}$. This is the infimum of numbers $r > 0$ such that $T$ can be covered by at most $2^k$ balls of radius $r$. A classical way of controlling $\gamma_2(T, d)$ is given by Dudley’s entropy bound (see, e.g., [16, Prop 2.2.10]):

$$
\gamma_2(T, d) \leq \sum_{k=0}^{\infty} 2^{-k/2} e_k(T, d).
$$

But often additional structure of the space $(T, d)$ allows one to improve on (2.4). The next lemma is a consequence of [16, Thm...
4.1.11 & (4.23)], it actually holds whenever $T$ is the unit ball of a uniformly 2-convex Banach space and $d$ is induced by some (possibly different) norm.

**Theorem 2.2.** Suppose that $T = B_2^n$ is the unit Euclidean ball in $\mathbb{R}^n$ and $\| \cdot \|_X$ is a norm on $\mathbb{R}^n$. Then,

$$
\gamma_2(T, \| \cdot \|_X) \leq \left( \sum_{h \geq 0} \left( 2^{h/2} e_h(T, \| \cdot \|_X) \right)^2 \right)^{1/2}.
$$

In order to bound the entropy numbers $e_h(B_2^n, \| \cdot \|_X)$, we will use the following classical fact; see, e.g., [8, (3.15)].

**Lemma 2.3 (Dual Sudakov inequality).** Let $B_2^n$ denote the unit Euclidean ball, and suppose that $\| \cdot \|_X$ is a norm on $\mathbb{R}^n$. Then

$$
e_h(B_2^n, \| \cdot \|_X) \leq 2^{-h/2} E \| g \|_X,$$

where $g$ is a standard $n$-dimensional Gaussian.

**Corollary 2.4.** If $\| \cdot \|_X$ is a norm on $\mathbb{R}^n$, then

$$
\gamma_2(B_2^n, \| \cdot \|_X) \leq \text{diam}(B_2^n, \| \cdot \|_X) + \sqrt{\text{log } n} E \| g \|_X,
$$

where $g$ is a standard $n$-dimensional Gaussian.

**Proof.** A straightforward volume argument shows that any set of $\delta$-separated points in $(B_2^n, \| \cdot \|)$ must have cardinality at most $(4/\delta)^n$, and therefore

$$
e_h(T, \| \cdot \|) \leq 4 \cdot N_h^{-1/n} = 4 \cdot 2^{-h/n}.
$$

Taking $L := \text{diam}(B_2^n, \| \cdot \|_X)$, we have $e_h(B_2^n, \| \cdot \|_X) \leq L \cdot e_h(B_2^n, \| \cdot \|)$, and therefore

$$
e_h(B_2^n, \| \cdot \|_X) \leq 4L \cdot 2^{-h/n}.
$$

Denote $S := \sup_{h \geq 0} 2^{h/2} e_h(T, \| \cdot \|_X)$. Applying Theorem 2.2 yields, for any $h_0 > 0$,

$$
\gamma_2(T, d) \leq S \sqrt{h_0} + 4L \left( \sum_{h \geq h_0} (2^{h/2} 2^{-h/2} n)^2 \right)^{1/2}.
$$

Choosing $h_0 \geq 2\log n$ bounds the latter sum by $O(1)$, yielding

$$
\gamma_2(T, d) \leq S \sqrt{\log n} + L.
$$

To conclude, use Lemma 2.3 to bound $S$.  

### 2.2 Warm up

The next lemma will allow us to establish the existence of hypergraph spectral sparsifiers with at most $O(\varepsilon^{-2} n (\log n)^2)$ hyperedges. It also provides a nice warm up for the more delicate arguments in Section 2.4.

Let $A : \mathbb{R}^n \to \mathbb{R}^m$ denote a linear operator. We use the notation

$$
\| A \|_{2 \to \infty} := \max_{\| x \|_1} \| Ax \|_\infty.
$$

This is equal to the maximum $\ell_2$ norm of a row of $A$. Define the norm

$$
\| x \|_A := \| Ax \|_\infty,
$$

and let us observe the following.

**Lemma 2.5.** If $g$ is a standard $n$-dimensional Gaussian, it holds that

$$
E \| g \|_A \leq \| A \|_{2 \to \infty} \sqrt{\log m}.
$$

In particular, Lemma 2.3 gives

$$
e_h(B_2^n, \| \cdot \|_A) \leq 2^{-h/2} \sqrt{\log m} \| A \|_{2 \to \infty}.
$$

**Proof.** If $a_1, \ldots, a_m$ are the rows of $A$ and $g$ is an $n$-dimensional Gaussian, then

$$
E \| Ag \|_\infty = E \max_{i \in [m]} \| (g, a_i) \| \leq \max_{i \in [m]} \| a_i \| \sqrt{\log m} = \| A \|_{2 \to \infty} \sqrt{\log m}.
$$

Additionally, let $\varphi_1, \varphi_2, \ldots, \varphi_M : \mathbb{R}^m \to \mathbb{R}$ be arbitrary functions.

**Lemma 2.6.** For any subset $T \subseteq B_2^n$, it holds that

$$
E \sup_{x \in T} \sum_{j=1}^M \varepsilon_j \varphi_j(Ax)^2 \leq \alpha \sqrt{\log m} \sqrt{\log n} \| A \|_{2 \to \infty} \sqrt{\sup_{x \in T} \sum_{j=1}^M \varphi_j(Ax)^2},
$$

where $\varepsilon_1, \ldots, \varepsilon_M$ are i.i.d. Bernoulli $\pm 1$ random variables and

$$
\alpha := \sup_{j \in [M]} | \varphi_j(z) - \varphi_j(z') |.
$$

**Proof.** Define

$$
\beta := \sup_{x \in T} \left( \sum_{j=1}^M \varphi_j(Ax)^2 \right)^{1/2},
$$

$$
V_x := \sum_{j=1}^M \varepsilon_j \varphi_j(Ax)^2,
$$

and note that $\{V_x : x \in \mathbb{R}^n \}$ is a subgaussian process with respect to the distance

$$
d(x, \hat{x}) := \left( \sum_{j=1}^M | \varphi_j(Ax) - \varphi_j(A\hat{x}) | \right)^2.
$$

Thus in light of (2.3), it suffices to prove that

$$
\gamma_2(T, d) \leq \sqrt{\log m} \log n \| A \|_{2 \to \infty} \cdot \alpha \beta.
$$

Note that for $x, \hat{x} \in T$,

$$
d(x, \hat{x})^2 = \sum_{j=1}^M (\varphi_j(Ax) - \varphi_j(A\hat{x}))^2 (\varphi_j(Ax) + \varphi_j(A\hat{x}))^2
$$

$$
\leq 2 \sum_{j=1}^M (\varphi_j(Ax) - \varphi_j(A\hat{x}))^2 (\varphi_j(Ax)^2 + \varphi_j(A\hat{x})^2)
$$

$$
\leq 2\alpha^2 \| A(x - \hat{x}) \|^2 \sum_{j=1}^M (\varphi_j(Ax)^2 + \varphi_j(A\hat{x})^2)
$$

$$
= 4\alpha^2 \beta^2 \| x - \hat{x} \|^2.
$$

In particular, we have

$$
\gamma_2(T, d) \leq 2\alpha \beta \cdot \gamma_2(T, \| \cdot \|_A) \leq 2\alpha \beta \cdot \gamma_2(B_2^n, \| \cdot \|_A),
$$

where the last inequality uses $T \subseteq B_2^n$.  
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Noting that \( \text{diam}(B^n_2, \| \cdot \|_A) \leq 2\|A\|_{2 \to \infty} \), we can thus apply Lemma 2.5 and Corollary 2.4 with \( \| \cdot \|_A \) to conclude
\[
y_2(B^n_2, \| \cdot \|_A) \leq 2\|A\|_{2 \to \infty}\sqrt{\log m \log n}.
\]
Combining this with (2.8) completes our verification of (2.6). \( \square \)

In Section 2.4, we will obtain an improved bound by using convexity in a stronger way. In particular, we will assume that each of the functions \( \varphi_j \) in Lemma 2.6 is a norm on \( \mathbb{R}^m \).

### 2.3 Growth functionals

Talagrand introduced a powerful way to control \( y_2(T, d) \) via the existence of certain growth functionals. For \( x \in T \) and \( \rho > 0 \), define the ball
\[
B_d(x, \rho) = \{ y \in T : d(x, y) \leq \rho \}.
\]

**Definition 2.7** (Separated sets). Let \( (T, d) \) denote a metric space and consider numbers \( a > 0, r > 4 \). Say that subsets \( H_1, \ldots, H_m \subseteq T \) are \( (a, r) \)-separated if
\[
H_t \subseteq B_d(x_t, a/r), \quad t = 1, \ldots, m,
\]
where \( x_1, \ldots, x_m \in T \) are points satisfying
\[
a \leq d(x_t, x_{t'}) \leq ar, \quad \forall t \neq t'.
\]

**Definition 2.8** (The growth condition). Consider nonnegative functionals \( \{ F_h : h \geq 0 \} \) defined on subsets of a metric space \( (T, d) \) and which satisfy the following two conditions for every \( h \geq 0 \):
\[
F_h(S) \leq F_h(S'), \quad \forall S \subseteq S' \subseteq T,
\]
\[
F_{h+1}(S) \leq F_h(S), \quad \forall S \subseteq T.
\]
Say that such functionals satisfy the growth condition with parameters \( r \geq 4 \) and \( c^* > 0 \) if for any integer \( h \geq 0 \) and \( a > 0 \), the following holds true with \( m = N_{h+1} \): For each collection of subsets \( H_1, \ldots, H_m \subseteq T \) that are \( (a, r) \)-separated, we have
\[
F_h \left( \bigcup_{t \leq m} H_t \right) \geq c^* a^2 h^{1/2} + \min_{t \leq m} F_{h+1}(H_t). \tag{2.11}
\]

**Theorem 2.9** ([16, Thm 2.3.16]). Let \( (T, d) \) be a \( K \)-quasimetric space and consider a sequence of functionals \( \{ F_h \} \) satisfying the growth condition (cf. Definition 2.8) with parameters \( r \geq 4 \) and \( c^* > 0 \). Then,
\[
y_2(T, d) \leq_K \frac{r}{c^*} F_0(T) + r \cdot \text{diam}_d(T).
\]

**Remark 2.10** (Packing/covering duality). For the reader encountering Definition 2.8 and Theorem 2.9 for the first time, the role of the functionals \( \{ F_h \} \) might appear mysterious. Some intuition can be gained by considering the duality between covering and packing: A set \( S \) in some metric space can be covered by \( m \) balls of radius \( r > 0 \) if it is impossible to find \( m \) points in \( S \) that are pairwise separated by distance \( r \).

The quantity \( y_2(T, d) \) (cf. (2.2)) is a sort of multiscale covering functional. The growth functionals \( \{ F_h \} \) measure the “size” of packings of various cardinalities, and (2.11) asserts a form of packing impossibility. This makes Theorem 2.9 a multiscale analogue of the simple packing/covering argument recalled above.

Those familiar with convex optimization and duality may find the approach of [2] instructive in this regard. It is shown that the corresponding fractional multiscale covering and packing values are equal by convex duality, and then a rounding argument establishes that the integral versions are equivalent up to constant factors.

We will use the following corollary of Theorem 2.9 that simplifies the construction of functionals if we have a bound on the growth rate of nets in \( (T, d) \).

**Corollary 2.11.** Let \( (T, d) \) be a \( K \)-quasimetric and assume there are numbers \( k, L > 1 \) and \( r > 4 \) such that for every \( a > 0 \),
\[
H_1, \ldots, H_m \subseteq T \text{ are } (a, r) \text{-separated} \implies m \leq \left( \frac{L}{k} \right)^{a}. \tag{2.12}
\]

Let \( h_0 \) be the largest integer \( h \geq 0 \) such that
\[
2^{h_0} \leq (2L/k)^{h_0}/2.
\]

Consider a sequence of functionals \( \{ F_0, F_1, \ldots, F_{h_0} \} \) satisfying the growth condition (2.11) with parameters \( r \) and \( c^* > 0 \). Then,
\[
y_2(T, d) \leq_K \frac{r}{c^*} F_0(T) + r \cdot \text{diam}_d(T). \tag{2.14}
\]

**Proof.** Define the numbers
\[
c_j = c^* L^{-j/2} 2^j k^{(j-1)/2},
\]
\[
C_0 = \sum_{j=h_0+1}^{\infty} c_j,
\]
and note that \( C_0 \leq c^* \), since (2.13) is violated for every \( h \geq h_0 + 1 \).

Define a new family of functionals \( \{ \tilde{F}_h : h \geq 0 \} \) so that for every \( S \subseteq T \),
\[
\tilde{F}_h(S) := F_0(S) + C_0, \quad h = 0, 1, \ldots, h_0,
\]
\[
\tilde{F}_h(S) := F_{h_0}(S) + C_0 - \sum_{j=h_0+1}^{h} c_j, \quad h > h_0.
\]

By construction, these satisfy the growth condition Definition 2.8 since for \( h \geq h_0 \), if \( H_1, \ldots, H_m \subseteq T \) are \( (a, r) \)-separated with \( m = 2^{h_0+1} \), then
\[
\tilde{F}_{h+1} \left( \bigcup_{t \leq m} H_t \right) \geq c_{h+1} + \tilde{F}_h \left( \bigcup_{t \leq m} H_t \right) \geq c_{h+1} + \min_{t \leq m} \tilde{F}_h(H_t) \geq c^* a^2 h^{1/2} + \min_{t \leq m} \tilde{F}_h(H_t),
\]
where the last inequality uses the fact that \( a \leq L2^{-h_0+1}/k \) from (2.12). Moreover, we have
\[
\tilde{F}_0(T) = F_0(T) + C_0 \leq F_0(T) + O(c^*),
\]
and therefore we can apply Theorem 2.9 to \( \{ \tilde{F}_h \} \) to complete the proof. \( \square \)

### 2.4 Further exploiting convexity

We will now use the growth functional approach (recall Section 2.3) to prove a more elaborate upper bound under the additional assumption that our summands are derived from norms. This will allow us in Section 3 to find spectral \( \epsilon \)-sparsiﬁers with \( O \left( \frac{\log D}{\epsilon^2} n \log n \right) \) hyperedges.
Let $N_1, N_2, \ldots, N_M$ be norms on $\mathbb{R}^n$ and define
\[ \kappa := \mathbb{E} \max_{j \in [M]} N_j(g), \]
\[ \lambda := \max_{j \in [M]} \left( \mathbb{E} |N_j(g)|^2 \right)^{1/2}, \]
where $g$ is a standard $n$-dimensional Gaussian.

**Lemma 2.12.** For any $T \subseteq B_n^m$, it holds that
\[ \mathbb{E} \sup_{x \in T} \sum_{j=1}^M \epsilon_j N_j(x)^2 \leq \sup_{x \in T} \left( \sum_{j=1}^M N_j(x)^4 \right)^{1/2} \cdot \left( \frac{n \lambda^2}{\epsilon} \right) \cdot \mathbb{E} \left( \sup_{x \in T} \left( \sum_{j=1}^M N_j(x)^2 \right) \right)^{1/2}, \]
where $\epsilon_1, \ldots, \epsilon_M$ are i.i.d. Bernoulli $\pm 1$ random variables.

Before proving the lemma, let us illustrate a corollary that we will use to construct hypergraph sparsifiers. Consider a linear operator $A : \mathbb{R}^n \to \mathbb{R}^m$, and suppose that each $N_i$ is a (weighted) $\ell_\infty$ norm on some subset $S_i \subseteq \{0,1\}$ of the coordinates:
\[ N_i(z) = \max_{j \in S_i} w_j A(z)_j, \quad w \in [0,1]^{|S_i|}. \]  
(2.15)

Let $a_1, \ldots, a_m$ denote the rows of $A$, and observe that $(Ag) = (a_j, g)$ is a normal random variable with variance $\|a_j\|^2$, and therefore
\[ \mathbb{E} |N_i(g)|^2 = \max_{j \in S_i} w_j^2 (\langle a_j, g \rangle)^2 \leq \max_{j \in S_i} \|a_j\|^2 \cdot \sqrt{\log |S_i|}. \]

Similarly, we have
\[ \kappa = \mathbb{E} \max_{i \in [M]} w_i \|a_i, g\| \leq \mathbb{E} \max_{i \in [m]} \|a_i, g\| \leq \|A\|_{2\to\infty} \sqrt{\log m}, \]
and
\[ \sum_{j=1}^M N_j(x)^4 \leq \|A\|_{2\to\infty} \sum_{j=1}^M N_j(x)^2, \]
yielding the following.

**Corollary 2.13.** If the norms $N_1, \ldots, N_M$ are of the form (2.15) for some $A : \mathbb{R}^n \to \mathbb{R}^m$ and subsets $S_1, \ldots, S_M \subseteq \{0,1\}$ with $\max_{i \in [M]} |S_i| \leq D$, then for any $T \subseteq B_2^n$, it holds that
\[ \mathbb{E} \sup_{x \in T} \sum_{j=1}^M \epsilon_j N_j(x)^2 \leq \|A\|_{2\to\infty} \sqrt{\log (m + n)} \log D \cdot \sup_{x \in T} \left( \sum_{j=1}^M N_j(x)^2 \right)^{1/2}, \]
where $\epsilon_1, \ldots, \epsilon_M$ are i.i.d. Bernoulli $\pm 1$ random variables.

The proof of Lemma 2.12 is modeled after arguments of Rudelson [11] and Talagrand; see [16, §16.7] and the historical notes in [16, §16.10]. A version of the latter argument first appeared in [11], as a simplification of Rudelson’s original construction of an explicit majorizing measure. In the proof of [16, Prop 16.7.4], one encounters growth functionals of the form $F(S) = 1 - \inf \{ \|u\| : u \in \text{conv}(S) \}$, where $\|\cdot\|$ is a uniformly 2-convex norm. We recall this definition.

**Definition 2.14** (Uniform $p$-convexity). A Banach space $Z$ is called uniformly $p$-convex if there is a number $\eta > 0$ such that for all $x, y \in Z$ with $\|x\|_Z, \|y\|_Z \leq 1$,
\[ \left\| \frac{x + y}{2} \right\|_Z \leq 1 - \eta \|x - y\|_Z^p. \]

We remark that the statement of Lemma 2.12 actually holds when $T$ is a subset of the unit ball of any uniformly 2-convex norm on $\mathbb{R}^n$ (with an implicit constant that depends on $\eta$).

We will instead employ functionals of the form
\[ F(S) = 2 - \inf \left\{ \|u\|^2 + \sum_{j=1}^M N_j(u)^2 : u \in \text{conv}(S) \right\}. \]

Problematically, the norm $\|\cdot\|$ is a (weighted) $\ell_2$-norm, so we may replace $\|\cdot\|$ by a (weighted) $\ell_\infty$-norm, along with 2-convexity of the “outer” $\ell_\infty$ norm of the $N_j$’s. This requires application of the inequality $|N_j(x) - N_j(\hat{x})| \leq N_j(x - \hat{x})$ only at judiciously chosen points in the argument. We offer some further explanation in Remark 2.21 after the proof.

**Proof of Lemma 2.12.** For a set $S \subseteq \mathbb{R}^n$, let $\text{conv}(S)$ denote the closed convex hull of $S$. Note that by convexity,
\[ \sup_{x \in T} \left( \sum_{j=1}^M N_j(x)^2 \right)^{1/2} = \sup_{x \in \text{conv}(T)} \left( \sum_{j=1}^M N_j(x)^2 \right)^{1/2}. \]

Therefore we may replace $T$ by $\text{conv}(T)$ and henceforth assume that $T$ is compact and convex.

By scaling $\{N_j\}$, we may assume that
\[ \sup_{x \in T} \sum_{j=1}^M N_j(x)^2 = 1. \]  
(2.16)

Define $V_x := \sum_{j=1}^M \epsilon_j N_j(x)^2$. Then $\{V_x : x \in \mathbb{R}^n\}$ is a subgaussian process with respect to the metric
\[ d(x, \hat{x}) := \left( \sum_{j=1}^M |N_j(x)^2 - N_j(\hat{x})^2| \right)^{1/2}, \]
therefore from (2.3), we have
\[ \mathbb{E} \sup_{x \in T} V_x \leq \gamma_2(T, d). \]  
(2.17)

**Passing to a nicer distance.** Define the related distance
\[ d(x, \hat{x}) := \left( \sum_{j=1}^M (N_j(x) - N_j(\hat{x}))^2 \right)^{1/2}, \]
and note that for all $x, \hat{x} \in \mathbb{R}^n$,
\[ d(x, \hat{x})^2 = \sum_{j=1}^M (N_j(x) - N_j(\hat{x}))^2(N_j(x) + N_j(\hat{x}))^2 \leq 2 \sum_{j=1}^M (N_j(x - \hat{x})^2(N_j(x) + N_j(\hat{x}))^2 = 2d(x, \hat{x})^2. \]
We will observe momentarily that
\[ d(x, \hat{x}) \leq 2\sqrt{2} (d(x, y) + d(y, \hat{x})), \quad \forall x, \hat{x}, y \in \mathbb{R}^n. \tag{2.18} \]
Since \( \tilde{d} \leq \sqrt{d} \) and \( d \) is a quasi-metric, (2.3) gives
\[ \mathbb{E} \sup_{x \in T} V_x \leq y_2(T, d), \]
and thus our goal is to establish that
\[ y_2(T, d) \leq \lambda \log n + \kappa + \text{diam}_d(T). \tag{2.19} \]
Indeed, note that
\[ \text{diam}_d(T) \leq \sup_{x \in T} \left( \sum_{j=1}^{M} N_j(x)^4 \right)^{1/2}, \]
and therefore (2.19) yields our main claim.

**Lemma 2.15.** For any metric space \( (X, D) \) and \( x_0 \in X \), it holds that the distance
\[ \hat{D}(x, \hat{x}) := D(x, \hat{x}) (D(x, x_0) + D(\hat{x}, x_0)) \]
is a 2-quasi-metric.

**Proof.** Define \( \psi(x) := D(x, x_0) \) and consider \( x, \hat{x}, y \in X \). Then,
\[ \hat{D}(x, \hat{x}) \leq (D(x, y) + D(\hat{x}, y)) (\psi(x) + \psi(\hat{x})) \]
\[ \leq D(x, y) (\psi(x) + \psi(y) + D(\hat{x}, y)) \]
\[ + D(\hat{x}, y) (\psi(x) + \psi(y) + D(x, y)) \]
\[ \leq \hat{D}(x, y) + \hat{D}(\hat{x}, y) + 2D(x, y)D(\hat{x}, y). \]
Now use \( 2D(x, y)D(\hat{x}, y) \leq D(x, y)^2 + D(\hat{x}, y)^2 \leq \hat{D}(x, y) + \hat{D}(\hat{x}, y) \), completing the proof. \( \square \)

Applying the preceding lemma with \( D(x, \hat{x}) = N_j(x - \hat{x}) \) and \( x_0 = 0 \) shows that the distance \( (x, \hat{x}) \mapsto N_j(x - \hat{x}) (N_j(x) + N_j(\hat{x})^2)^{1/2} \) is a \( 2\tilde{\sqrt{2}} \)-quasi-metric for each \( j = 1, \ldots, M \), and therefore \( \tilde{d} \) is a \( 2\sqrt{2} \)-quasi-metric on \( \mathbb{R}^n \), verifying (2.18).

**Balls in \( (\mathbb{R}^n, \tilde{d}) \) are approximately convex.** Recall the definition of the balls \( B_{\tilde{d}}(x, \rho) \) from (2.9).

**Lemma 2.16.** For any \( x \in \mathbb{R}^n \) and \( \rho > 0 \), it holds that
\[ \text{conv}(B_{\tilde{d}}(x, \rho)) \subseteq B_d(x, 4\rho). \]

**Proof.** For \( y \in B_{\tilde{d}}(x, \rho) \), we have
\[ \left( \sum_{j=1}^{M} N_j(x - y)^2 N_j(y)^2 \right)^{1/2} \leq \rho, \tag{2.20} \]

\[ \sqrt{\rho} \geq d(x, y)^{1/2} = \left( \sum_{j=1}^{M} N_j(x - y)^2 \left( N_j(x)^2 + N_j(y)^2 \right) \right)^{1/4} \]
\[ \geq \left( \frac{1}{2} \sum_{j=1}^{M} N_j(x - y)^4 \right)^{1/4}, \tag{2.21} \]
where the final inequality uses \( N_j(x - y) \leq N_j(x) + N_j(y) \). Since the left-hand side of (2.20) and the right-hand side of (2.21) are both convex functions of \( y \), these inequalities remain true for all \( y \in \text{conv}(B_{\tilde{d}}(x, \rho)) \).

In particular, for any \( y \in \text{conv}(B_d(x, \rho)) \), we can use \( a^2 + b^2 \leq 4a^2 + 2(a - b)^2 \) to write
\[ d(x, y) \leq \left( \sum_{j=1}^{M} N_j(x - y)^2 \left( 4N_j(x)^2 + 2(N_j(x) - N_j(y))^2 \right) \right)^{1/2} \]
\[ \leq 2 \left( \sum_{j=1}^{M} N_j(x - y)^2 N_j(y)^2 \right)^{1/2} + \sqrt{2} \left( \sum_{j=1}^{M} N_j(x - y)^4 \right)^{1/2} \]
\[ < 4\rho. \]

**Covering estimates.** Define now the following norms on \( \mathbb{R}^n \):
\[ \|x\|_{\mathbb{N}} := \max_{j \in [M]} N_j(x), \]
\[ \|x\|_{\tilde{E}(u)} := \left( \sum_{j=1}^{M} N_j(x)^2 N_j(u)^2 \right)^{1/2}, \quad u \in \mathbb{R}^n. \]

**Lemma 2.17.** For all \( x, \hat{x}, u \in \mathbb{R}^n \),
\[ d(x, \hat{x})^2 \leq 4\|x - \hat{x}\|_{\tilde{E}(u)}^2 + 2 \|x - \hat{x}\|_{\mathbb{N}}^2 \left( \sum_{j=1}^{M} (N_j(x) - N_j(u))^2 + \sum_{j=1}^{M} (N_j(\hat{x}) - N_j(u))^2 \right) \]
\[ + 2 \|x - \hat{x}\|_{\mathbb{N}}^2 \sum_{j=1}^{M} (N_j(x) - N_j(u))^2 + 2 \|x - \hat{x}\|_{\tilde{E}(u)}^2. \]

**Proof.** Use the inequalities
\[ N_j(x)^2 \leq 2(N_j(x) - N_j(u))^2 + 2N_j(u)^2, \quad x, u \in \mathbb{R}^n \]
to write
\[ \sum_{j=1}^{M} N_j(x - \hat{x})^2 N_j(x)^2 \]
\[ \leq 2\|x - \hat{x}\|_{\mathbb{N}}^2 \sum_{j=1}^{M} (N_j(x) - N_j(u))^2 + 2 \sum_{j=1}^{M} N_j(x - \hat{x})^2 N_j(u)^2 \]
\[ = 2\|x - \hat{x}\|_{\mathbb{N}}^2 \sum_{j=1}^{M} (N_j(x) - N_j(u))^2 + 2 \|x - \hat{x}\|_{\tilde{E}(u)}^2. \]

**Lemma 2.18.** It holds that
\[ e_h \left( B^n_{\mathbb{N}}, \| \cdot \|_{\mathbb{N}} \right) \leq 2^{-h/2} \kappa, \]
\[ e_h \left( B^n_{\tilde{E}(u)}, \| \cdot \|_{\tilde{E}(u)} \right) \leq 2^{-h/2} \lambda, \quad \forall u \in T. \]

**Proof.** Both inequalities follow readily from Lemma 2.3: If \( g \) is a standard \( n \)-dimensional Gaussian, then
\[ e_h \left( B^n_{\mathbb{N}}, \| \cdot \|_{\mathbb{N}} \right) \leq 2^{-h/2} E \| g \|_{\mathbb{N}} = 2^{-h/2} \kappa, \]
by the definition of \( \kappa \). For the second inequality,
\[ e_h \left( B^n_{\tilde{E}(u)}, \| \cdot \|_{\tilde{E}(u)} \right) \leq 2^{-h/2} E \| g \|_{\tilde{E}(u)}. \]

Now use convexity of the square to bound
\[ \left( E \| g \|_{\tilde{E}(u)}^2 \right)^{1/2} \leq E \| g \|_{\tilde{E}(u)}^2 = \sum_{j=1}^{M} N_j(u)^2 E \| N_j(g)^2 \| \leq \lambda^2, \]
where the final line uses the definition of \( \lambda \) and \( \sum_{j=1}^{M} N_j(u)^2 \leq 1 \) by (2.16), because \( u \in T \). \( \square \)
We also need a basic estimate that we will use to apply Corollary 2.11. Observe that for \( x, \tilde{x} \in T \),
\[
d(x, \tilde{x}) \lesssim \sqrt{2} \| x - \tilde{x} \|_N \lesssim \sqrt{2} \left( \left\| x \right\|_N + \left\| \tilde{x} \right\|_N \right) \lesssim 2 \sqrt{2},
\]
where the last inequality uses \( \left\| x \right\|_N \leq (\Sigma_{j=1}^M N_j(x)^2)^{1/2} \leq 1 \) for \( x \in T \), by (2.16).

**Lemma 2.19.** For any \( a > 0 \), if \( x_1, \ldots, x_K \in T \) satisfy \( d(x_i, x_j) \geq a \) for \( i \neq j \), then \( K \leq \left( \frac{2}{a} \right)^n \).

**Proof.** As noted above, we have \( \| x \|_N \leq 1 \) for \( x \in T \), and (2.22) gives \( \| x_i - x_j \|_N \geq a / \sqrt{2} \) for \( i \neq j \). Therefore by a simple volume argument (valid for any norm on \( \mathbb{R}^n \):)
\[
K \leq \left( \frac{2 \sqrt{2}}{a} \right)^n \leq \left( \frac{6}{a} \right)^n,
\]
where the last inequality follows because if \( K \geq 2 \), then (2.22) implies \( a \leq 2 \sqrt{2} \).

**The growth functionals.** Define a norm on \( \mathbb{R}^n \) by
\[
\| u \| := \left( \| u \|^2 + \sum_{j=1}^M N_j(u)^2 \right)^{1/2}.
\]
Denote \( r := 64 \). Let \( h_0 \) be the largest integer so that \( 2^{h_0} \leq (12)^n (h-1)/2 \), and note that \( h_0 \leq O(\log n) \). For \( h = 0, 1, \ldots, h_0 \), define
\[
F_h(S) := 2 - \inf \left\{ \| u \|^2 : u \in \text{conv}(S) \right\} + \frac{1}{2} \log (h + 1 - h_0, 0).
\]
Recall that \( T \subseteq B^n_2 \) and, along with (2.16), this gives \( \max_{u \in T} \| u \|^2 \leq 2. \) Since \( h_0 \leq O(\log n) \), we have \( F_0(T) \leq O(1) \).

From Lemma 2.19, it holds that the packing assumption (2.12) is satisfied with \( L \leq O(1) \) and \( k = n \). Therefore if we can verify that our functionals satisfy the growth conditions (2.11) for \( h = 0, 1, \ldots, h_0 \), then we will conclude from (2.14) that
\[
\gamma_2(T, d) \leq \frac{1}{c^2} + \text{diam}_d(T).
\]

**Consideration of \((a, r)\)-separated sets.** Define \( K := N_{h+1} \) and consider points \( x_1, \ldots, x_K \subseteq T \) such that \( d(x_i, x_j) \geq a \) whenever \( i \neq j \), along with sets \( H_\ell \subseteq T \cap B_a(x, a/r) \) for \( \ell = 1, \ldots, K \).

Let \( z_0 \) be a minimizer of \( \| u \|^2 \) over \( u \in \text{conv}(\bigcup_{\ell \in K} H_\ell) \), and note that \( z_0 \in T \) since \( T \) is closed and convex. Define \( \theta := \| z_0 \|^2 \) and
\[
\theta := \max_{\ell \in K} \left\{ \| u \|^2 : u \in \text{conv}(H_\ell) \right\},
\]
and for each \( \ell \in [K] \), let \( z_\ell \in \text{conv}(H_\ell) \) be such that \( \| z_\ell \|^2 < \theta \).

Note that \( \text{conv}(H_\ell) \subseteq \text{conv}(B_d(x, a/r)) \subseteq B_d(x, a/r) \), where the latter inclusion follows from Lemma 2.16. Since \( z_\ell \in \text{conv}(H_\ell) \), we have \( d(x_\ell, z_\ell) \leq 4a/r \) for all \( \ell \in \{1, \ldots, K\} \). In particular for \( \ell, \ell' \in \{1, \ldots, K\} \) with \( \ell \neq \ell' \), we can use the quasimetric inequalities (2.18) to write
\[
a \leq d(x_\ell, x_{\ell'}) \leq 2 \sqrt{2} (d(x_\ell, z_\ell) + d(z_\ell, x_{\ell'})) \leq 2 \sqrt{2} \frac{4a}{r} + 8 d(z_\ell, z_{\ell'}) + d(z_{\ell'}, x_{\ell'}) \lesssim (8 + 2 \sqrt{2}) \frac{4a}{r} + 8 d(z_\ell, z_{\ell'})\].
Using our choice \( r = 64 \), we conclude that for \( \ell \neq \ell' \),
\[
d(z_\ell, z_{\ell'}) \geq \frac{a}{32}.
\]

Observe that
\[
F_h \left( \bigcup_{\ell \in m} H_\ell \right) = \min \left\{ \min_{\ell \in K} F_h(H_\ell) = (2 - \theta_0)(2 - \theta) + \frac{1}{\log n} = \theta - \theta_0 + \frac{1}{\log n}, \right. \]
thus to verify that the growth condition Definition 2.8 holds for \( \{ F_h \} \), our goal is to show that
\[
\theta - \theta_0 + \frac{1}{\log n} \geq \frac{2^{h/2}}{\kappa + \lambda \log n}, \quad h = 0, 1, \ldots, h_0.
\]
This will confirm the growth condition with \( c^* \times \left( \lambda \sqrt{n} + \kappa \right)^{-1} \), and therefore (2.25) yields our desired goal (2.19).

The next lemma exploits 2-uniform convexity of the \( \ell_2 \) distance.

**Lemma 2.20.** For every \( \ell = 1, \ldots, K \), it holds that
\[
\| z_0 - z_\ell \|^2 + \sum_{j=1}^M \left( N_j(z_0) - N_j(z_\ell) \right)^2 \leq 2(\theta - \theta_0).
\]

**Proof.** Let us use
\[
\left( \frac{a - b}{2} \right)^2 = \frac{1}{2} a^2 + \frac{1}{2} b^2 - \left( \frac{a + b}{2} \right)^2.
\]
to write
\[
\| z_0 - z_\ell \|^2 = \sum_{j=1}^M \left( N_j(z_0) - N_j(z_\ell) \right)^2 \leq \frac{1}{2} \left( \| z_\ell \|^2 + \sum_{j=1}^M N_j(z_\ell)^2 \right) - \frac{\| z_0 - z_\ell \|^2}{2} = \sum_{j=1}^M \left( N_j(z_0) + N_j(z_\ell) \right)^2 - \frac{\| z_0 - z_\ell \|^2}{2}.
\]
By convexity of the norm \( N_j \), we have \( \frac{1}{2} (N_j(z_0) + N_j(z_\ell)) \geq N_j((z_0 + z_\ell)/2) \), so the preceding identity gives
\[
\| z_0 - z_\ell \|^2 \leq \sum_{j=1}^M \left( N_j(z_0) - N_j(z_\ell) \right)^2 \leq \frac{1}{2} \| z_0 - z_\ell \|^2 + \frac{1}{2} \| z_0 \|^2 - \left( \frac{z_0 + z_\ell}{2} \right)^2 \]
\[
\leq \| z_\ell \|^2 - \left( \frac{z_0 + z_\ell}{2} \right)^2 \leq \theta - \theta_0.
\]
where the inequality \( \left\| \frac{z_{t} + z_{t'}}{2} \right\| ^{2} \geq \theta \) follows from \( \frac{z_{t} + z_{t'}}{2} \in \text{conv}(\bigcup_{\ell \in \mathcal{K}} H_{\ell}) \), since \( z_{t} \in \text{conv}(\bigcup_{\ell \in \mathcal{K}} H_{\ell}) \) and \( z_{t'} \in \text{conv}(H_{t}) \).

Define \( \rho := \theta - \theta_{0} \). One consequence of Lemma 2.20 is that
\[
z_{1}, \ldots, z_{K} \in z_{0} + \sqrt{2\rho \beta_{2}^{d}}.
\]

We can cover \( z_{0} + \sqrt{2\rho \beta_{2}^{d}} \) by \( N_{h} \) sets that have \( \| \cdot \|_{N} \)-diameter bounded by \( 2e_{h}(\sqrt{2\rho \beta_{2}^{d}}, \| \cdot \|_{N}) \). Since we have \( K = N_{h} + 1 = N_{h}^{2} \) points \( z_{1}, \ldots, z_{K} \), at least \( N_{h} \) of them \( z_{i_{1}}, \ldots, z_{i_{N_{h}}} \) must lie in the same set of the cover. And by definition, these points cannot all have pairwise \( \| \cdot \|_{E(z_{i})} \) distance greater than \( e_{h}(\sqrt{2\rho \beta_{2}^{d}}, \| \cdot \|_{E(z_{i})}) \). Therefore we must have at least two points \( z_{t} \) and \( z_{t'} \) with \( t \neq t' \) and \( t, t' \geq 1 \), and such that
\[
\| z_{t} - z_{t'} \|_{N} \leq 2e_{h}(\sqrt{2\rho \beta_{2}^{d}}, \| \cdot \|_{N}) \leq 2^{-h/2} \sqrt{\rho}.
\]
\[
\| z_{t} - z_{t'} \|_{E(z_{i})} \leq e_{h}(\sqrt{2\rho \beta_{2}^{d}}, \| \cdot \|_{E(z_{i})}) \leq 2^{-h/2} \sqrt{\rho},
\]
where the latter two estimates follow from Lemma 2.5 and Lemma 2.18, respectively.

Let us also note a second consequence of Lemma 2.20, that
\[
\sum_{j=1}^{M} (N_{j}(z_{0}) - N_{j}(z_{t}))^{2} + \sum_{j=1}^{M} (N_{j}(z_{0}) - N_{j}(z_{t'}))^{2} \leq 4 \rho.
\]
Using the three preceding inequalities in Lemma 2.17 yields
\[
a^{2} \leq \sqrt{\rho} d(z_{t}, z_{t'})^{2} \leq 2^{-h/2} \rho \kappa^{2} + 2^{-h} \rho \lambda^{2} \leq \max \left\{ 2^{-h} \rho \kappa^{2}, 2^{-h} \rho \lambda^{2} \right\}.
\]
This implies
\[
\rho \geq \min \left\{ \frac{2^{-h/2} \rho}{\kappa}, \frac{2^{-h/2} \rho}{\lambda^{2}} \right\}.
\]
Since it holds that
\[
\frac{2^{-h/2} \rho}{\lambda^{2}} \leq \frac{1}{\log n} \geq \frac{2^{-h/2} \rho}{\lambda^{2}} \log n,
\]
we conclude that
\[
\rho + \frac{1}{\log n} \geq \min \left\{ \frac{2^{-h/2} \rho}{\kappa}, \frac{2^{-h/2} \rho}{\lambda^{2}} \right\} \geq \frac{2^{-h/2} \rho}{\lambda^{2}} \log n + \kappa.
\]
Recalling that \( \rho = \theta - \theta_{0} \), we have established (2.27), completing the proof.

**Remark 2.21** (Discussion of the implicit partitioning). It is often more intuitive to think about bounding \( \gamma_{2}(T, d) \) by explicitly constructing the sequence of partitions \( \{ \mathcal{A}_{h} \} \) (recall (2.22)). This is a technical process that is aided significantly by Theorem 2.9, whose proof involves the construction of partitions from growth functionals.

Recall the norm \( \| \cdot \| \) from (2.23) and for a subset \( S \subseteq B_{2}^{d} \), define the quantity
\[
\varphi(S) := 2 - \min \left\{ \| x \|^{2} : x \in \text{conv}(S) \right\}.
\]
Then \( \varphi(S) \) can be considered as an approximate measure of the “size” of \( S \), where sets of larger \( \varphi(S) \) value tend to have a larger \( \sup_{x \in S} \sum_{j=1}^{M} e_{j} N_{j}(x)^{2} \) value.

Recall that \( r = 64 \). Consider a ball \( B_{d}(x_{0}, \eta) \), and let \( z_{0} \in B_{d}(x_{0}, 4\eta) \) be such that \( \varphi(B_{d}(x_{0}, \eta)) = 2 - \| z_{0} \|^{2} \). Let us think of \( z_{0} \) as the “analytic center” of the ball \( B_{d}(x_{0}, \eta) \). (We have to take \( z_{0} \in B_{d}(x_{0}, 4\eta) \) because the ball \( B_{d}(x_{0}, \eta) \) is only approximately convex.)

Define the distance
\[
\Delta(x, y) := \left( \| x - y \|^{2} + \sum_{j=1}^{M} \left( N_{j}(x) - N_{j}(y) \right)^{2} \right)^{1/2}, \quad x, y \in \mathbb{R}^{n}.
\]
For \( x \in B_{d}(x_{0}, \eta) \), let \( \bar{x} \in B_{d}(x, 4\eta/r^{2}) \) denote a point satisfying \( \varphi(B_{d}(x, \eta/r^{2})) = 2 - \| x \|^{2} \). Then Lemma 2.20 gives
\[
\Delta(\bar{x}, \bar{x}) \leq \varphi(B_{d}(x_{0}, \eta)) - \varphi(B_{d}(x, \eta/r^{2})).
\]
In other words, either the \( \varphi \)-value of \( B_{d}(x, \eta/r^{2}) \) is significantly smaller than that of \( B_{d}(x_{0}, \eta) \), or \( \bar{x} \) is close (in the distance \( \Delta \)) to the analytic center \( z_{0} \).

The second part of the argument involves bounding the number of centers that can be within a certain distance of \( z_{0} \). Consider now any points \( x_{1}, \ldots, x_{M} \in B_{d}(x_{0}, \eta) \) with \( d(x_{i}, x_{j}) > \eta/r \) for \( i \neq j \). Lemma 2.17 and the covering estimates on \( e_{h}(\beta_{2}^{d}, \| \cdot \|_{E(z_{i})}) \) and \( e_{h}(\beta_{2}^{d}, \| \cdot \|_{N}) \) together give that for some constant \( C > 0 \),
\[
\# \left\{ i : \Delta(z_{0}, \bar{x})^{2} \leq \rho \right\} \leq \exp \left( \frac{C}{\eta^{2}} \left( \kappa^{2} \rho^{2} + \lambda^{2} \rho \right) \right).
\]
Now (2.28) and (2.29) imply that for any \( \delta > 0 \),
\[
\# \left\{ i : \Delta(z_{0}, \bar{x})^{2} \leq \rho \right\} \leq \exp \left( \frac{C}{\eta^{2}} \left( \kappa^{2} \delta^{2} + \lambda^{2} \delta \right) \right).
\]
This is the key tradeoff occurring in the argument: A bound on the number of pairwise separated “children” \( B_{d}(x, \eta/r^{2}) \) of \( B_{d}(x_{0}, \eta) \) that do not experience a significant reduction in their \( \varphi \)-value.

Employing this bound repeatedly, in a sufficiently careful manner, allows one to construct a sequence of partitions \( \{ \mathcal{A}_{h} \} \) that yields the desired upper bound on \( \gamma_{2}(T, d) \). The role of Theorem 2.9 is to automate this process.

3 HYPERGRAPH SPARSIFICATION

Suppose \( H = (V, E, w) \) is a weighted hypergraph and denote \( n := |V| \). For a single hyperedge \( e \in E \), let us recall the definitions
\[
Q_{e}(x) := \max \left\{ u \in \nu_{e} \right\}, \quad (x_{e} - x_{p})^{2},
\]
as well as the energy
\[
Q_{H}(x) := \sum_{e \in E} w_{e} Q_{e}(x).
\]

3.1 Sampling

Suppose we have a probability distribution \( \mu \in \mathcal{P}(\mathbb{R}^{d}) \) on hyperedges in \( H \). Let us sample hyperedges \( \tilde{E} = \{ e_{1}, e_{2}, \ldots, e_{M} \} \) independently according to \( \mu \). The weighted hypergraph \( \tilde{H} = (V, \tilde{E}, \tilde{w}) \) is defined so that
\[
Q_{\tilde{H}}(x) := \frac{1}{M} \sum_{k=1}^{M} w_{e_{k}} Q_{e_{k}}(x).
\]
In particular, \( E(\tilde{Q}_{H}(x)) = Q_{H}(x) \) for all \( x \in \mathbb{R}^{V} \). Recall that the hyperedge weights in \( \tilde{H} \) are given by (1.2). To help us choose the distribution \( \mu \), we now introduce a Laplacian on an auxiliary graph.
An auxiliary Laplacian. Define the edge set $F := \cup_{e \in E} (\{i\}, \{j\})$, and let $G = (V, F, c)$ be a weighted graph, in which we will choose the edge conductances $c \in \mathbb{R}^E_+$ later. Denote by $L_G : \mathbb{R}^V \to \mathbb{R}^V$ the weighted Laplacian

$$L_G := \sum_{(i,j) \in F} c_{ij} (\chi_i - \chi_j)(\chi_i - \chi_j)^T,$$

where $\chi_1, \ldots, \chi_n$ is the standard basis of $\mathbb{R}^n$. Let $L^*_G$ denote its Moore-Penrose pseudoinverse and define

$$R_{ij} := \|L^*_G (\chi_i - \chi_j)\|^2, \quad \{i, j\} \in F,$$

$$R_{\text{max}}(e) := \max \{R_{ij} : \{i, j\} \in (\{i\}, \{j\}) \}, \quad e \in E,$$

$$Z := \sum_{e \in E} w_e R_{\text{max}}(e),$$

$$\mu_e := \frac{w_e R_{\text{max}}(e)}{Z}, \quad e \in E. \quad (3.1)$$

Define the values

$$S_{ij} := \max_{e \in E(F, \{i\})} \|y^e_{ij}\|, \quad \{i, j\} \in F,$$

and the linear map $A : \mathbb{R}^n \to \mathbb{R}^F$ by $(A)(x) := S_{ij}(x, y^e_{ij}\|y^e_{ij}\|).$

For $k = 1, \ldots, M$, define the weighted $\ell_2$ norms

$$N_k(x) := \max_{\{i, j\} \in E} \{((A)(x)_{(i, j)})^{\frac{1}{2}} : \{i, j\} \in (e_k), S_{ij} > 0\}.$$

It holds that

$$N_k(x) = \max_{\{i, j\} \in E} |(x, y^e_{ij})|,$$

so from (3.7), we have

$$Q_H(L^{1/2}_G x) = \frac{1}{M} \sum_{i=1}^M N_i(x)^2, \quad (3.8)$$

$$\frac{1}{M} \sum_{i=1}^M \epsilon_i \mu_{\text{e_i}} N_i(L^{1/2}_G x) = \frac{1}{M} \sum_{i=1}^M \epsilon_i N_i(x)^2. \quad (3.9)$$

Thus we can write the quantity (3.6) as

$$\Pr \max_{e \in E} \frac{1}{M} \sum_{i=1}^M \epsilon_i N_i(x)^2 \leq \frac{4}{M} \max_{H \in \mathcal{H}} \Pr Q_H(L^{1/2}_G x) \leq 1.$$ (3.10)

Note also that

$$\max_{x \in T} \frac{1}{M} \sum_{i=1}^M N_i(x)^2 = \max_{e \in Q_H(v) \in T} \frac{1}{M} \sum_{i=1}^M N_i(x)^2 = \max_{e \in Q_H(v) \in T} Q_H(x)^2,$$

where the first equality follows from the fact that $Q_H(x) = Q_H(\hat{x})$ when $x - \hat{x} \in \ker(L_G)$, and the second inequality uses this and an application of (3.8) with $x = L^{1/2}_G x$.

Recalling our starting point (3.4), it follows that for some universal constant $C > 0$,

$$\tau := \Pr \max_{H \in \mathcal{H}} \frac{1}{M} \sum_{i=1}^M N_i(x)^2 \leq \frac{4}{M} \max_{H \in \mathcal{H}} \frac{1}{M} \sum_{i=1}^M N_i(x)^2.$$ (3.11)

The last inequality is by concavity of the square root.
Observe that
\[
\max_{v:Q_H(v) \leq 1} Q_H(v) \leq \max_{v:Q_H(v) \leq 1} \left( |Q_H(v) - Q_H(v)| + Q_H(v) \right)
\leq 1 + \max_{v:Q_H(v) \leq 1} |Q_H(v) - Q_H(v)|,
\]
and therefore we have
\[
\tau \leq C \left\| A \right\|_{2 \rightarrow \infty} \sqrt{\log n \log D} \frac{M^{1/2}}{M^{1/2}}.
\]
It follows that if \( M \geq (2C\left\| A \right\|_{2 \rightarrow \infty} \sqrt{\log n \log D})^2 \), then
\[
\tau \leq 4C_1 \left\| A \right\|_{2 \rightarrow \infty} \sqrt{\log n \log D}.
\]

For \( 0 < \epsilon < 1 \), choosing
\[
M = \frac{4C^2 \log D}{\epsilon^2} \left\| A \right\|_{2 \rightarrow \infty} \log n
\]
gives
\[
\max_{i,j \in K} S_{ij}^2 \leq \frac{\epsilon}{2} \left\| A \right\|_{2 \rightarrow \infty} \log n.
\]

The proof is complete once we observe that
\[
\left\| A \right\|_{2 \rightarrow \infty} = \max_{i,j \in K} S_{ij}^2 = \max_{i,j \in K} \left\| y_{ij} \right\|_2 = Z \max_{i,j \in K} \frac{R_{ij}}{R_{\max}(\epsilon)} \leq Z.
\]

### 3.2 Choosing conductances

We are therefore left to find edge conductances in the graph \( G = (V, F, c) \) so that (3.3) holds and \( Z \) is small. To this end, let us choose nonnegative numbers
\[
\left\{ c_{ij} : 0 \leq 1 \right\}_e \in \mathbb{R}_{\geq 0}^E,
\]
such that
\[
\sum_{i,j \in K} c_{ij} = w_e \quad \forall e \in E.
\]

For \( i,j \in F \), we then define our edge conductance
\[
c_{ij} := \sum_{e \in E, (i,j) \in (e)} c_{ij}.
\]

In this case,
\[
\left\| L_{G}^{1/2} v \right\|^2 = (v, L_G v) = \sum_{(i,j) \in F} c_{ij} (v_i - v_j)^2
\]
\[
= \sum_{e \in E} c_{ij} (v_i - v_j)^2
\]
\[
\leq \sum_{e \in E} \max_{(i,j) \in (e)} \left( v_i - v_j \right)^2
\]
\[
\leq \sum_{e \in E} w_e \max_{(i,j) \in (e)} \left( v_i - v_j \right)^2 = \max_{(i,j) \in (e)} Q_H(v).
\]

Taking \( v = \frac{L_G^{1/2} x}{\left\| x \right\|^2} \) gives
\[
\left\| x \right\|^2 \leq Q_H(\frac{L_G^{1/2} x}{\left\| x \right\|^2}),
\]
verifying (3.3).

**Lemma 3.2 (Foster’s Network Theorem).** It holds that
\[
\sum_{(i,j) \in E} c_{ij} R_{ij} \leq n - 1.
\]

**Proof.** Recall that \( R_{ij} = (\chi_i - \chi_j)^2 \), \( L_G^+ = (\chi_i - \chi_j)^2 \), and \( L_G = \sum_{(i,j) \in E} c_{ij} R_{ij} = \sum_{(i,j) \in F} \text{tr}(c_{ij} (\chi_i - \chi_j)^2 L_G^+ ) = \text{tr}(L_G L_G^+) \).

The latter quantity equals \( \text{rank}(L_G) \leq n - 1 \).

Define
\[
K := \max_{(i,j) \in (e)} \frac{R_{\max}(\epsilon)}{R_{ij}} \frac{1}{\left( c_{ij} > 0 \right)}
\]

so that
\[
Z = \sum_{e \in E} w_e R_{\max}(\epsilon) = \sum_{e \in E} \sum_{i,j \in (e)} c_{ij} R_{\max}(\epsilon)
\]
\[
\leq K \sum_{i,j \in (e)} \sum_{e \in E} \left( c_{ij} R_{ij} \leq K (n - 1),
\]
where the last inequality uses (3.12) and Lemma 3.2. In conjunction with Lemma 3.1, we have proved the following.

**Lemma 3.3.** Suppose there is a choice of conductances so that (3.11) holds. Then for any \( \epsilon > 0 \), there is a spectral \( \epsilon \)-sparsifier for \( H \) with at most \( O(K \log D \frac{1}{\epsilon} \log n) \) hyperedges, where \( K \) is defined in (3.13).

### 3.3 Balanced effective resistances

We will exhibit conductances satisfying (3.11) and (3.13) with \( K \leq 1 \) to this end, we may assume that the weighted hypergraph \( H = (V, E, w) \) has strictly positive edge weights and that the (unweighted) graph \( G_0 = (V, F) \) is connected.

Define \( \hat{F} := \{(e, (i,j)) : e \in E, (i,j) \in (e)\} \), and consider vectors \( \left\{ c_{ij}^e : e \in E, (i,j) \in (e) \right\} \in \mathbb{R}_{\geq 0}^F \).

Define the convex set
\[
K := \mathbb{R}_+^\hat{F} \cap \left\{ \sum_{(i,j) \in (e)} c_{ij} = w_e : e \in E \right\}.
\]

We use \( S_n^+ \) and \( S_n^{++} \) for the cones of positive semidefinite (resp., positive definite) \( n \times n \) matrices. Define \( c_{ij} := \sum_{e \in (i,j) \in (e)} \) and denote the linear function \( L_G : \mathbb{R}_+^F \rightarrow S_n^+ \) by
\[
L_G \left( (c_{ij}) \right) \triangleq \sum_{(i,j) \in F} c_{ij} (\chi_i - \chi_j)^2 (\chi_i - \chi_j)^2.
\]

Let \( J \) be the all-ones matrix and consider the objective
\[
\Phi \left( (c_{ij}) \right) = -\log \text{det}(L_G ((c_{ij}))) + J \]

Note that \( X \mapsto -\log \text{det}(X) \) is a convex function on the cone \( S_n^+ \) of \( n \times n \) positive semidefinite matrices (see, e.g., [3, §3.1]) and takes the value \( +\infty \) on \( S_n^+ \setminus S_n^{++} \). Consider finally the convex optimization problem:
\[
\min \left\{ \Phi \left( (c_{ij}) \right) : (c_{ij}) \in K \right\}.
\]

Since \( G_0 \) is connected, it holds that if \( (c_{ij}) \in \mathbb{R}_+^F \), then \( \text{ker}(L_G) \) is the span of \( \left\{ 1, 1, \ldots, 1 \right\} \), and therefore \( L_G \left( (c_{ij}) \right) + J \in S_n^{++} \). Therefore \( \Phi \) is finite on the strictly positive orthant \( \mathbb{R}_+^F \).

**Lemma 3.4.** The value of (3.14) is finite and there is a feasible point in the relative interior of \( K \).
Proof. It is straightforward to check that the maximum of eigenvalue of \( L_G \) is bounded by \( 2 \sum_{(i,j) \in \mathcal{E}} c_{ij} = 2 \sum_{e \in \mathcal{E}} w_e \), hence the value of (3.14) is finite. Moreover, the vector defined by \( c_{ij}^f := \frac{1}{\|x_i\|^2} w_e \) is feasible and lies in \( \mathbb{R}_+^{\mathcal{E}} \) since the weights \( w_e \) are strictly positive. □

We can write the corresponding Lagrangian as

\[
g \left( \{ e_i \}; \alpha, \beta \right) = - \log \det \left( L_G \left( \{ c_{ij} \} \right) + J \right) + \sum_{e \in \mathcal{E}} \alpha_e \left( \sum_{(i,j) \in \mathcal{E}} e_{ij}^f - w_e \right) - \sum_{e \in \mathcal{E}} \sum_{(i,j) \in \mathcal{E}} \beta_{ij}^e c_{ij}^f.
\]

Lemma 3.4 allows one to conclude that there are vectors \( \{ e_i \}, \tilde{\alpha}, \tilde{\beta} \) with \( \tilde{\beta} \geq 0 \) and such that the KKT conditions hold; see [10, Theorem 28.2]. In particular, for all \( e \in \mathcal{E} \) and \( \{ i, j \} \in \mathcal{E} \), we have

\[
\alpha_e \left( e_{ij}^f - \frac{1}{\|x_i - x_j\|^2} w_e \right) = 0,
\]

\[
\beta_{ij}^e > 0 \implies e_{ij}^f = 0.
\]

By the rank-one update formula for the determinant, we have

\[
\alpha_e \log \det (L_G + J) = \langle \chi_i - \chi_j, (L_G + J)^{-1} (\chi_i - \chi_j) \rangle.
\]

Define \( \tilde{L}_G \coloneqq L_G \left( \{ \tilde{e}_{ij} \} \right) \) and \( \tilde{R}_{ij} \coloneqq \langle \chi_i - \chi_j, \tilde{L}_G^+ \rangle \). Taking the derivative of \( g \) with respect to each \( e_{ij}^f \) and using (3.15) gives

\[
\tilde{R}_{ij} = \langle \chi_i - \chi_j, (\tilde{L}_G + J)^{-1} (\chi_i - \chi_j) \rangle = \tilde{\alpha}_e - \beta_{ij}^e \quad \forall e \in \mathcal{E}, \{ i, j \} \in \mathcal{E},
\]

where the first equality uses the fact that the eigenvectors of \( \tilde{L}_G \) and \( J \) are orthogonal and \( \chi_i - \chi_j \in \ker J \).

Note that since \( \beta \geq 0 \) coordinate-wise, this implies that

\[
\tilde{R}_{ij} = \max_{\{ i, j \} \in \mathcal{E}} \tilde{R}_{ij} \leq \tilde{\alpha}_e.
\]

Moreover, if \( e_{ij}^f > 0 \), then \( \beta_{ij}^e = 0 \) (recall (3.16)), and in that case \( \tilde{R}_{ij} = \tilde{\alpha}_e = \tilde{R}_{ij}^\text{max}(\epsilon) \).

We conclude that the edge conductances \( e_{ij}^f \) yield \( K = 1 \) in (3.13), and therefore Lemma 3.3 gives a sparsifier with \( O\left( \frac{\log D}{\epsilon^2} \log n \right) \) edges, completing the proof of Theorem 1.1.
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