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Abstract

Cross-modal retrieval aims to learn discriminative and modal-invariant features for data from different modalities. Unlike the existing methods which usually learn from the features extracted by offline networks, in this paper, we propose an approach to jointly train the components of cross-modal retrieval framework with metadata, and enable the network to find optimal features. The proposed end-to-end framework is updated with three loss functions: 1) a novel cross-modal center loss to eliminate cross-modal discrepancy, 2) cross-entropy loss to maximize inter-class variations, and 3) mean-square-error loss to reduce modality variations. In particular, our proposed cross-modal center loss minimizes the distances of features from objects belonging to the same class across all modalities. Extensive experiments have been conducted on the retrieval tasks across multi-modalities, including 2D image, 3D point cloud, and mesh data. The proposed framework significantly outperforms the state-of-the-art methods on the ModelNet40 dataset.

1. Introduction

With the stream of multimedia data flourishing on the Internet in different formats such as videos, images, or text, cross-modal retrieval task has attracted more and more attention from the multimedia communities. Cross-modal retrieval is the task of retrieving data from one modality given a query from a different modality. Inspired by the representation power of deep learning, a series of deep learning-based methods have been proposed for cross-modal retrieval [20, 41, 40]. These methods operate by learning modal-invariant representations in a common space.

The features from different modalities generally have different distributions. Therefore, a fundamental requirement for the cross-modal retrieval task is to bridge the gap among different modalities, commonly done by representation learning. The existing methods mainly extract each modality’s features by offline pre-trained models and apply a projection function to transfer the features into a common representation space. By this transformation, the similarity of features from different modalities can be directly measured. Hence, the main challenge during this process is to learn discriminative and modal-invariant features.

By learning discriminative features, we ensure that data from the same class are mapped closely to each other in the feature space while different classes are separated as far as possible. In many studies, cross entropy or mean square loss in the label space is used to maximize the inter-class variations. In order to compare the features extracted from different modalities, the features need to be modal-invariant. Various methods are proposed to reduce the cross-domain discrepancy by using adversarial loss, sharing a projection network, using triplet loss with pairs/triplets of different modalities, maximizing cross-modal pairwise item correlation. To preserve cross-modal semantic structures, Peng et al. [22] proposed to optimize both intra-modality and inter-modality correlation feature representations in a common space. Wang et al. [32] pointed out that pairwise correlation is not sufficient and proposed to adapt the triplet loss [27] to minimize the intra-class distance while maximizing inter-class distances for all samples from different modalities based on their labels. Khosla et al. [13] proposed...
a supervised version of contrastive loss [5] to push apart clusters of samples from different classes while samples of the same class are mapped closely to each other. However, when dataset size is large, the number of pairs/triplets created in training will drastically increase, which results in slow convergence and instability in the training [36].

Although these methods achieved promising results in the cross-modal retrieval tasks, they suffer from the following limitations: 1) Their core idea is to minimize the cross-modal discrepancy over the features from multiple modalities extracted by pre-trained neural networks. For example, in the task of image-text retrieval, image and text features are extracted by ImageNet pre-trained models (e.g., VGG) and SentenceCNN, and then learning is performed on these extracted features instead of the metadata. Because these feature extractors (VGG, SentenceCNN) are not trained or finetuned for the cross-modal retrieval task, they are not optimally representative. Instead, the network should be jointly trained with multimodal data to address the retrieval task appropriately. 2) The existing loss functions are mainly designed for two types of modalities, image, and text, and may not generalize well for cases when more than two modalities are available. It is essential to develop a simple yet effective loss function that can be easily extended for multiple modalities.

In this paper, we propose a new loss function, called Cross-modal Center Loss, specifically designed to minimize the intra-class variation across multiple modalities. Our loss function is directly inspired by the traditional unimodal center loss, which learns a center for each class and minimizes the distance between objects and their corresponding centers in the feature space. Fig. 1 shows the comparison between the traditional center loss and the newly proposed cross-modal center loss. The traditional center loss minimizes the distance of objects and their centers in separate features spaces defined for each modality. Instead, our proposed cross-modal center loss learns a unique center $C$ for each class in the common space of all modalities. Explicitly, it minimizes the distance of multi-modal objects and their centers in the same common feature space for all modalities. When more multi-modal data is available, the cross-modal center loss will be able to learn more reliable centers for each class in the common space.

With the proposed cross-modal center loss, the cross-modal discrepancy between different modalities of the data can be eliminated. The proposed cross-modal center loss can be employed in conjunction with other loss functions to learn the features for cross-modal retrieval jointly. To verify the effectiveness of the proposed loss function, we further propose an end-to-end framework for cross-modal retrieval task to learn discriminative and modal-invariant features. The proposed framework is optimized with three loss functions, including the cross-entropy in the label space to learn discriminative features, the cross-modal center loss to eliminate the cross-modal discrepancy in the universal space, and the mean square error loss to minimize the cross-modal distance per object. Furthermore, a weight sharing strategy is applied to learn modal invariant features in the common space.

Unlike previous cross-modal retrieval methods that extract the features of image or text by offline networks, we propose to jointly train the entire framework from the metadata without being limited by pre-trained models from other datasets. The effectiveness of the proposed framework is evaluated on a novel 3D cross-modal retrieval task, which has not been explored by existing supervised methods. Our method significantly outperforms the recent state-of-the-art methods on the 3D cross-modal retrieval task. The main contributions of this paper are summarized as follows:

- We propose a novel cross-modal center loss to map the representations of different settings of modalities into a common feature space.
- We propose an end-to-end framework for the cross-modal retrieval task by jointly training multiple modalities using the proposed cross-modal center loss. The proposed framework can be extended to various cross-modal retrieval tasks.
- The proposed framework significantly outperforms the state-of-the-art methods on cross-modal retrieval across images, point cloud, and mesh for 3D shapes.

To the best of our knowledge, this is the first supervised learning method for object retrieval across the 2D image, 3D point cloud, and mesh data.

2. Related Work

**Feature Learning for 3D Objects**: 3D data are inherently multi-modal and can be represented in various ways such as point cloud, multi-view images, mesh, volumetric data, and other forms. Various deep learning-based methods have been proposed for 3D feature learning including unordered point cloud-based methods [15, 16, 23, 25, 31, 34, 37, 9], multi-view images-based methods [28, 29, 9], and volumetric voxelized data-based methods [2, 14, 24, 19, 30]. Qi et al. proposed the first deep learning-based model (i.e., PointNet) to directly learn the features from unordered point cloud data. To specifically model the local information for each point [23], Wang et al. proposed a dynamic graph convolution neural network (DGCNN) with EdgeConv using $k$ nearest neighbor (KNN) points [34]. Su et al. proposed to learn the features for 3D objects with multi-view CNN operating on 2D images that are rendered from different views of 3D data [28]. MeshNet [4] and MeshCNN [6] were proposed to learn features directly from the mesh data by modelling the geometric relations of mesh faces of the object.
Recently, few studies attempted to learn modal-invariant features with self-supervised learning [11]. Jing et al. proposed MVI for unsupervised modality and view-invariant feature learning by contrasting where the learned features can be used for cross-modal retrieval [10].

**Cross-modal retrieval:** Several methods have been proposed for the cross-modal retrieval task, mainly targeting image-text retrieval. One straightforward solution for this task is to formulate the problem as a linear projection. Canonical Correlation Analysis (CCA) is one of the most typical approaches for this problem, which learns the linear projection by maximizing the correlation between two modality sets [8]. As an extension from bi-modality to multi-modality, Kan et al. proposed multi-view discriminant analysis (MvDA) to jointly learn multiple view-specific linear transformations as a generalized Rayleigh quotient optimization problem [12]. Moreover, a scalable multi-view canonical correlation analysis (MCCA) was proposed by Rupnik et al., which reduces the time complexity from cubic to linear [26]. In addition, a non-linear kernel-based extension was also discussed in this work. To utilize semantic information, Zhai et al. proposed a noise-resistant joint representation learning (JRL) model to jointly learn the correlation and semantic information in a semi-supervised manner [39].

Most recently, deep learning-based methods have been proposed for representation learning due to their feature learning power. Inspired by CCA, Andrew et al. proposed deep canonical correlation analysis (DCCA) to adapt deep neural networks to model the complex nonlinear transformations by projecting two highly linear correlated views into the same common space [1]. Furthermore, Wang et al. proposed deep canonically correlated autoencoders (DCCAE). This two-autoencoder design is jointly optimized by combining the canonical correlation between the learned representations and the reconstruction errors of the autoencoders [33]. Peng et al. proposed a two-stage framework called Cross-Media Deep Networks (CMDM), which acquires inter- and intra-modality features and then hierarchically combines the representations to further learn the rich cross-media correlations [21]. However, these deep learning-based methods did not concentrate on inter- and intra-modality relations in their designs. The CMDN later was extended by Peng et al. to cross-modal correlation learning (CCL) by adding inter-modal interactions in the first stage while adding intra-modal semantic constraints in the second stage [22].

To learn modal-invariant features, Wang et al. proposed adversarial cross-modal retrieval (ACMR) which adapted adversarial learning to minimize the domain gap by using a discriminator to predict the corresponding modality of the representations [32]. With the adversarial loss function, this method significantly outperformed the previous state-of-the-art methods on popular benchmarks with a large margin. Zhen et al. proposed deep supervised cross-modal retrieval (DSCMR) to learn the representations in the common space in regard to both inter-class and intra-class relations [40]. DSCMR increases the inter-class variations via the discrimination loss in both the label space and the common representation space. Moreover, DSCMR reduces the cross-modal discrepancy by minimizing the modal-invariant loss in the feature space.

Most of the existing work use the image and text features extracted by offline networks and directly minimize the cross-modal gap in the common space using these features. In this paper, we propose an end-to-end jointly trained framework and a novel cross-modal center loss to learn discriminative and modal-invariant features directly from metadata.

### 3. Methods

We propose an end-to-end framework with joint training of multiple modalities for cross-modal retrieval task based on the proposed cross-modal center loss. The formulation of the proposed cross-modal center loss and its application for cross-modal retrieval tasks are introduced in the following sections.

#### 3.1. Problem Formulation

Dataset $S$ contains $N$ instances where the $i$-th instance $t_i$ is a set of $M$ modalities with a semantic label $y_i$. The set of modalities of $t_i$ is denoted by $s_i$. Formally:

$$S = \{t_i\}_{i=1}^{N}, \quad t_i = (s_i, y_i), \quad s_i = \{x_i^m\}_{m=1}^{M}$$

Generally, the modality samples $\{x_1^1, x_2^2, \ldots, x_i^M\}$ are in $M$ different representation spaces and their similarities cannot be directly measured. The goal of the cross-modal retrieval task is to learn $M$ projection functions $f_m$ for each modality $m \in [1, M]$, where $v_i^m = f_m(x_i^m, \theta_m)$ and $\theta_m$ is a learnable parameter. As a result, $v_i^m$ is a projected feature in the common representation space. Distance between the projected features is a measure of similarity between the samples across all modalities. Therefore, samples from the same class should be mapped closely to each other independent of their modalities: $d(v_i^m, v_j^m) \sim$ low. On the other hand, samples from different classes should be projected as far as possible: $d(v_i^m, v_j^m) \sim$ high (where $i \neq j$).

#### 3.2. Loss Function

The core of the cross-modal retrieval is to obtain discriminative and modal-invariant features for data of different modalities with heterogeneous networks. To learn discriminative features, we use the cross entropy loss over the sharing head of our network, while our proposed cross-modal
Figure 2. An overview of the proposed framework for 3D cross-modal retrieval task. Mesh, point cloud, and multi-view 2D image features are extracted by MeshNet, DGCNN, and ResNet, respectively, then projected to a common space via two shared fully connected layers. With the cross-modal center loss in conjunction with the cross-entropy loss and mean square error loss, the proposed framework can learn discriminative and modal invariant features.

center loss and mean square error help with learning modal-invariant features.

**Cross-modal center Loss:** Given the extracted features \( \{v_{im}\}_{i=1}^{N} (m \in [1, M]) \) for \( N \) instances and \( M \) modalities, our proposed cross-modal center loss is formulated in Eq. 1:

\[
L_c = \frac{1}{2} \sum_{i=1}^{N} \sum_{m=1}^{M} \|v_{im} - C_{y_i}\|_2^2, \tag{1}
\]

where \( C_{y_i} \in \mathbb{R}^k \) denotes the center of class \( y_i \) in the common space and \( k \) is the dimension of features. Comparing to the original center loss [36], our proposed cross-modal center loss learns by eliminating the cross-modality gap and reducing the intra-class variation. To learn modal-invariant features, the cross-modal center loss optimizes the network to learn a center \( C_{y_i} \) for class \( y_i \) and minimize the distance between the features and their corresponding centers within each training batch. After each training iteration, the center of each class, \( C_j \), is updated by \( \Delta C_j \) with data from all modalities belonging to class \( j \):

\[
\Delta C_j = \frac{\sum_{i=1}^{N} \sum_{m=1}^{M} \delta(y_i = j)(C_j - v_{im})}{1 + \sum_{i=1}^{N} \delta(y_i = j)}, \tag{2}
\]

where

\[
\delta(\text{condition}) = \begin{cases} 
1 & \text{condition} = \text{True} \\
0 & \text{otherwise}
\end{cases}
\]

Given a large batch size, the model can learn a robust center for each class, leading to produce features with small intra-class variation across all modalities. One advantage of the proposed cross-modal center loss is that it can be easily extended to more modalities. When data with more modalities are available, it provides more robust centers and may lead to better optimized features.

**Discriminative Loss:** To learn discriminative features, cross entropy loss in the label space is employed to optimize the network. Given \( N \) samples from \( M \) modalities, the discriminative loss is calculated by the cross-entropy loss between the predicted probability \( \hat{y}_i^m \) and its label \( y_i \).

\[
L_d = -\frac{1}{N} \sum_{i=1}^{N} \sum_{m=1}^{M} y_i^m \cdot \log(\hat{y}_i^m), \tag{4}
\]

where \( \hat{y}_i^m \) is predicted by two shared layers applied over the extracted feature \( v_{im} \):

\[
\hat{y}_i^m = MLP(v_{im}). \tag{5}
\]

Trained with cross-entropy loss, samples from the same category have higher similarities, while samples from different categories have lower similarities. Jointly trained
with cross-modal center loss and cross-entropy loss, the network is able to learn both modal-invariant and discriminative features.

To further reduce the cross-modal discrepancy for each instance, we propose a loss function based on mean square error to minimize the distances between the features of all cross-modal sample pairs. The loss function across $M$ modalities for each instance $i$ is defined as the following where $\{v_i^1, v_i^2, \ldots, v_i^M\}$ are the extracted features:

$$L_m = \sum_{\alpha,\beta \in [1, M], \alpha \neq \beta} \left\|v_i^\alpha - v_i^\beta\right\|_2^2.$$  

(6)

The three proposed loss functions are used to jointly train the network to learn discriminative and modal-invariant features:

$$Loss = \alpha_c L_c + \alpha_d L_d + \alpha_m L_m,$$  

(7)

where $\alpha_c$, $\alpha_d$, and $\alpha_m$ are the hyper-parameters designed for each loss term. Our proposed joint loss function in Eq. 7 can be optimised by stochastic gradient descent. The details of the optimization procedure is summarized in Algorithm 1.

### 3.3. Framework Architecture

The proposed loss function can be applied to various cross-modal retrieval tasks. To verify the effectiveness of the proposed loss function, we designed an end-to-end framework for 3D cross-modal retrieval task to jointly train multiple modalities including image, mesh, and point cloud. The overview of the proposed framework for 3D cross-modal retrieval is shown in Fig. 2. As shown in the figure, there are three networks: $F(\theta)$ for image feature extraction, $G(\beta)$ for point cloud feature extraction, and $H(\gamma)$ for mesh feature extraction. Our framework can be easily extended to cases with more modalities or to different cross-modal retrieval tasks. We also verify the effectiveness of the proposed loss function on the image-text retrieval task.

**3D cross-modal retrieval.** For 2D image feature extraction, we utilize ResNet18 [7] as the backbone network with four convolution blocks, all with $3 \times 3$ kernels, where the number of kernels are 64, 128, 256, and 512, respectively. Unless specifically mentioned, after the global average pooling, a 512-dimensional final feature vector is acquired in all experiments. Dynamic graph convolutional neural network (DGCNN)[35] is employed as the backbone model to capture point cloud features. DGCNN contains four EdgeConv blocks with the number of kernels set to 64, 64, 64, and 128. After the fourth EdgeConv block, a fully connected layer with 512 neurons is used to extract point-specific features for each point and then a max-pooling layer is applied to extract global features for each object.

MeshNet [4] consists of 2 mesh convolution blocks, which achieved the state-of-the-art results for mesh retrieval, and is selected as the backbone to extract the features from mesh data. Two fully connected layers with size of 256 and 40 are employed to make classification predictions based on the 512-dimensional global features for all three modalities. The entire framework is trained from scratch for 3D cross-modal retrieval task with the proposed loss function.

### 4. Experiments

**Datasets:** In this paper, ModelNet40 [38] dataset is used for 3D cross-modal retrieval task. The ModelNet40 dataset is a 3D object benchmark and contains 12,311 CAD models which belong to 40 different categories with 9,843 used for training and 2,468 for testing. Three modalities image, point cloud, and mesh are provided in this dataset.
4.1. Experimental Setup:

**3D Cross-modal retrieval:** The proposed framework is jointly trained for all modalities including 2D image, point cloud and mesh on ModelNet40 [38] dataset. We use SGD optimizer with an initial learning rate of 0.001, the momentum of 0.9, and weight decay of 0.001. The network is updated with a mini-batch size of 96 for 80,000 iterations and the learning rate is decreased by a factor of 0.1 every 20,000 iterations. Data augmentation methods used for point cloud are random rotation of the point cloud between $[0, 2\pi]$ degrees along the up-axis as well as random jittering of the positions of every point by a Gaussian noise with zero mean and 0.02 standard deviation. For images, the data is augmented using random cropping and random flipping with 0.5 probability and for mesh, random rotation with a degree between $[0, 2\pi]$ is used.

**Evaluation Metrics:** The evaluation results for all experiments are presented in terms of Mean Average Precision (mAP) score which is a classical performance evaluation criterion for cross-modal retrieval task [42, 3, 32]. The mAP for retrieval task is defined to measure whether the retrieved data belong to the same class as the query (relevant) or do not (irrelevant). Given a query and a set of $R$ corresponding retrieved data $(R$ top-ranked data), the Average Precision is defined as

$$\frac{1}{N} \sum_{r=1}^{R} p(r) \cdot \delta(r), \quad (8)$$

where $N$ is the number of relevant data in the retrieved set, $p(r)$ is the precision of the first $r$ retrieved data, and $\delta(r)$ is the relevance of the $r$-th retrieved data (equal to 1 if relevant and 0 otherwise).

### Table 1. Performance of 3D in-domain and cross-modal retrieval task on ModelNet40 dataset in terms of mAP. When the target or source are from image domain, the results are reported for multi-view images: 1 view, 2 views, and 4 views denoted by v1, v2, and v4.

| Source | Target | mAP-v1 | mAP-v2 | mAP-v4 |
|--------|--------|--------|--------|--------|
| Image  | Image  | 86.00  | 89.14  | 90.23  |
| Image  | Mesh   | 87.31  | 88.98  | 89.59  |
| Image  | Point Cloud | 86.79  | 88.35  | 89.04  |
| Mesh   | Image  | 85.96  | 87.83  | 88.11  |
| Point Cloud | Image  | 85.18  | 86.91  | 87.11  |
| Mesh   | Mesh   | 88.59  | —      | —      |
| Mesh   | Point Cloud | 87.37  | —      | —      |
| Point Cloud | Mesh   | 87.58  | —      | —      |
| Point Cloud | Point Cloud | 87.04  | —      | —      |

Even though the cross-modal center loss is designed explicitly for learning modal invariant features, it can discriminate the features of different classes within the same domain and achieve more than 86% mAP for Image2Image, Point2Point, and Mesh2Mesh in-domain retrieval tasks.

4.3. Impact of Loss Function

The three component of our proposed loss function are denoted as following: cross-entropy loss for each modality in the label space as $L_1$, cross-modal center loss in the universal representation space as $L_2$, and mean-square loss between features of different modalities as $L_3$. To further investigate the impact of each term, we evaluated different combinations for loss function including: 1) optimization with $L_1$, 2) jointly optimization with $L_1$ and $L_3$, 3) jointly optimization with $L_1$ and $L_2$ and 4) jointly optimization with $L_1$, $L_2$, and $L_3$. The four models are trained with the same setting and hyper-parameters, where the performance is shown in Table 2.

### Table 2. The ablation studies for loss function. $L_1$ is cross entropy loss, $L_2$ is cross-modal center loss, and $L_3$ is mean squared error loss. The number of views for images is fixed to 1.

| Loss          | $L_1$ | $L_1 + L_3$ | $L_1 + L_2$ | $L_1 + L_2 + L_3$ |
|---------------|-------|-------------|-------------|-------------------|
| Image2Image   | 75.09 | 74.21       | 84.87       | 86.0              |
| Image2Mesh    | 75.38 | 75.86       | 86.7        | 87.31             |
| Image2Point   | 69.76 | 70.52       | 86.11       | 86.79             |
| Mesh2Mesh     | 75.53 | 76.36       | 88.83       | 88.59             |
| Mesh2Image    | 75.2  | 74.76       | 85.66       | 85.96             |
| Point2Point   | 69.64 | 70.34       | 87.58       | 87.37             |
| Point2Image   | 66.63 | 68.18       | 86.89       | 87.04             |
| Point2Mesh    | 69.54 | 70.34       | 84.76       | 85.18             |
| Point2Mesh    | 69.23 | 71.88       | 87.69       | 87.58             |

As illustrated in table 2, we have the following observa-
• The combination of $L_1$, $L_2$ and $L_3$ achieves the best performance for all cross-modal and in-domain retrieval tasks.

• As a baseline, the cross-entropy loss alone achieves relatively high mAP due to the shared head of the three modalities forcing the network to learn similar representations in the common space for different modalities of the same class.

• By combining the cross-modal center loss with cross-entropy loss, a consistent and significant improvement in mAP, between 7% to 20%, could be achieved for different retrieval tasks, proving that the proposed cross-modal center loss could significantly reduce the cross-modal discrepancy.

• Notably, the performance of Point2Mesh, Point2Point, and Mesh2Point retrieval tasks are improved by nearly 20%, which further validates the effectiveness of the proposed cross-modal center loss.

• Adding the MSE loss to cross-entropy and cross-modal center loss also slightly improves the performance (nearly 1%).

4.4. Impact of Batch Size

The core idea of the proposed cross-modal center loss is to learn a unique center for each class and to minimize the distance of data from different modalities to the class center. However, the computation based on the whole dataset in each update is inefficient, even impractical [36]. Instead, the class centers are calculated by averaging the features in each mini-batch during the training. Therefore, the reliability of the features for each class is highly correlated with the batch size. Using large enough batch size provides sufficient samples for each class to find a reliable center while having a small batch size leads to unreliable centers. To analyze the impact of batch size on the performance, we conduct experiments on the ModelNet40 dataset with different batch sizes (12, 24, 48, 96). The results are shown in Table 3. All models are trained with the same number of epochs and the same hyper-parameters.

As shown in Table 3, changing the batch size from 12 to 96 significantly improves the mAP for all modalities. We also displayed the convergence of loss function with different batch sizes in Fig. 3 for comparison. The figure shows that the large batch size leads to lower loss, suggesting that a larger batch size should be used for the proposed cross-modal center loss when possible.

Table 3. The ablation studies for the batch size on the ModelNet40 dataset. The number of views for images is fixed to 4. Same number of epochs is used for all the experiments.

| Loss       | 12    | 24    | 48    | 96    |
|------------|-------|-------|-------|-------|
| Image2Image| 45.67 | 63.56 | 85.64 | 90.23 |
| Image2Mesh | 13.89 | 73.22 | 86.94 | 89.59 |
| Image2Point| 32.32 | 72.08 | 85.59 | 89.04 |
| Mesh2Mesh  | 25.5  | 88.44 | 88.91 | 88.51 |
| Mesh2Image | 6.98  | 88.11 | 86.5  | 88.11 |
| Mesh2Point | 8.29  | 84.6  | 86.67 | 87.33 |
| Point2Point| 59.5  | 82.44 | 85.44 | 86.76 |
| Point2Image| 27.68 | 67.46 | 84.67 | 87.11 |
| Point2Mesh | 15.87 | 83.56 | 86.62 | 87.29 |

Figure 3. The effect of batch size on cross-modal center loss. The curves are smoothed with Kernel Regression [17]. Larger batch size significantly reduces the loss.

4.5. Comparison with Existing Methods on 3D Retrieval

In this section, we compare the performance of our method with state-of-the-art supervised and self-supervised learning methods on 3D in-domain and cross-modal retrieval tasks. Since there is no supervised learning work on the 3D cross-modal retrieval task yet, we re-produce the current state-of-the-art method (DSCMR) designed for the image-text retrieval task and compare with its performance on ModelNet40 dataset. Since DSCMR was originally designed only for image-text retrieval, we extend it to three types of modalities and jointly trained it on the ModelNet40 dataset. The DSCMR employs MSE loss in the label space to learn discriminative features, and we found that the performance is very low on the ModelNet40 dataset. We replaced the MSE loss in the label space with the cross entropy loss and obtained a much stronger baseline.
(DSCMR+) on the ModelNet40 dataset. The performance is shown in Table 4.

We compare our results with the state-of-the-art self-supervised learning method, MVI [10], which learns the modal/view-invariant features by using cross-modal and cross-view invariant constraints. Our proposed model outperforms MVI by more than 20% in all in-domain and cross-modal retrieval tasks on the ModelNet40 dataset. When extending the state-of-the-art supervised method DSCMR on the ModelNet40 dataset with three modalities, the performance of DSCMR is much lower than our proposed method, and it is even slightly worse than the self-supervised learning method, MVI[10]. However, by merely replacing the MSE loss in DSCMR with cross-entropy loss, the DSCMR+ could significantly improve the performance by more than 10% while it is still much lower than the proposed method on all the retrieval tasks. These results further prove the effectiveness of the proposed method for cross-modal retrieval tasks.

4.6. Qualitative Visualization

t-SNE Feature Embedding Visualization: To investigate the effectiveness of the proposed model in the feature space, we employ the t-SNE method [18] to embed the learned features of different modalities into a 2D plane. The visualization of features for the testing split of the ModelNet40 dataset with our method is shown in Fig. 4. Fig. 4 (a), (b), and (c) show that the features are distributed as separated clusters, demonstrating that the proposed loss is able to discriminate the samples from different classes for each modality. From Fig. 4 (d), the features from three different modalities are mixed, showing that the features learned by the proposed framework in the universal space are indeed model-invariant.

Cross-modal retrieval Visualization: Fig. 5 shows the cross-modal retrieval samples for six different queries from ModelNet40 dataset. For each query, the euclidean distance over the normalized features is used to measure the similarity of data from different modalities. The Top-10 closest samples for each query are selected and visualized. The figure shows that objects with similar appearances are closer in the features space even though they are from different modalities, proving that the network indeed learned model-invariant features.

5. Conclusion

In this paper, we proposed a cross-modal center loss to learn discriminative and modal-invariant features for cross-modal retrieval tasks. The proposed cross-modal center loss significantly reduces the cross-modal discrepancy by minimizing the distances of features belonging to the same class across all modalities and can be used in conjunction with other loss functions. Extensive experiments have been conducted on retrieval tasks across multi-modalities, including image, 3D point cloud, and mesh data. The proposed framework significantly outperforms the state-of-the-art methods on the ModelNet40 dataset, validating the effectiveness of the proposed cross-modal center loss and the end-to-end framework.
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