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We prove that if a simply connected nilpotent Lie group quasi-isometrically embeds into an $L^1$ space, then it is abelian. We reach this conclusion by proving that every Carnot group that bi-Lipschitz embeds into $L^1$ is abelian. Our proof follows the work of Cheeger and Kleiner, by considering the pull-back distance of a Lipschitz map into $L^1$ and representing it using a cut measure. We show that such cut measures, and the induced distances, can be blown up and the blown-up cut measure is supported on “generic” tangents of the original sets. By repeating such a blow-up procedure, one obtains a cut measure supported on half-spaces. This differentiation result then is used to prove that bi-Lipschitz embeddings cannot exist in the non-abelian settings.

1 Introduction

The existence of quasi-isometric and bi-Lipschitz embeddings into the Banach space $L^1([0,1])$ is a well-studied problem [5, 11, 21, 25, 31, 32] motivated by both pure mathematics and theoretical computer science [4, 24, 27, 29]. See [16] for the basic
definitions. In the theory of such embeddings into $L^p$ spaces, $L^1$ presents as a unique case. For $p \in (1, \infty)$, the space $L^p$ is uniformly convex and uniformly smooth, and a wealth of tools (random walks [28, 30], differentiation [10, 36]) is available to prove obstructions to embeddability. On the other extreme is $L^\infty$, into which every separable metric space isometrically embeds.

The space $L^1([0,1])$ is not uniformly convex (even failing to have the Radon–Nikodym property [38, Chapter 2]), and thus many examples of metric spaces, such as Gromov hyperbolic groups [33, Theorem 1.7(a)], do bi-Lipschitz embed into it (while failing to embed into any uniformly convex space like $L^2$). Nevertheless, there still exist separable metric spaces known not to quasi-isometrically (or even coarsely) embed into $L^1([0,1])$ (e.g., expander graphs [34, Theorem 4.9]). The main result of this article is to add a large class of geometrically natural examples to this list.

**Theorem 1.1.** A simply connected nilpotent Lie group quasi-isometrically embeds into $L^1$ if and only if it is abelian.

As is common in the literature, we have tacitly assumed that the simply connected nilpotent Lie group is equipped with a left-invariant Riemannian distance. The particular choice is irrelevant since all are quasi-isometrically equivalent. Furthermore, in the notation $L^1$ we have intentionally omitted the underlying measure space $[0,1]$ equipped with the Lebesgue measure, and will continue to do so in the sequel. This is also typical in the literature because a separable metric space quasi-isometrically (resp. bi-Lipschitz) embeds into $L^1(\Omega)$ for some measure space $\Omega$ if and only if it quasi-isometrically (resp. bi-Lipschitz) embeds into $L^1([0,1])$; see [34, Fact 1.20].

Let us remark that Theorem 1.1 also contributes to a body of work on the rigidity of nilpotent groups quasi-isometrically embedding into various targets. For example, if $G$ is a simply connected nilpotent Lie group quasi-isometrically embedding into a metric space $X$, where $X$ has curvature bounded from above or below (see [37, Theorems A,B]) or $X$ is a super-reflexive Banach space (see [27, Section 1.2], together with the asymptotic cone argument we use to prove Theorem 1.1 from Theorem 1.2 on the next page), then $G$ must be abelian.

Recall that an *asymptotic cone* of a metric space $(X,d)$ is an ultralimit with respect to a non-principal ultrafilter, as $j \to \infty$, of the sequence of metric spaces $(X,r_jd)$, where $(r_j)_j$ is any sequence decreasing to 0, see [16]. Using a standard asymptotic cone argument, the proof of Theorem 1.1 may be reduced to proving the seemingly weaker Theorem 1.2 concerning *Carnot groups*, a special class of simply connected nilpotent Lie
groups equipped with homogeneous sub-Riemannian distances. Actually, Carnot groups are exactly the asymptotic cones of nilpotent groups, see §2 for further background. We include the details of the reduction of the first theorem to the second one after the theorem statement.

**Theorem 1.2.** Every Carnot group that bi-Lipschitz embeds into $L^1$ is abelian.

**Proof of Theorem 1.1 from Theorem 1.2.** Assume that Theorem 1.1 is false, and let $G$ be a non-abelian, simply connected nilpotent Lie group that quasi-isometrically embeds into $L^1$. This induces a bi-Lipschitz embedding from an asymptotic cone of $G$ into an asymptotic cone of $L^1$. By Pansu [35], every asymptotic cone of $G$ is a non-abelian Carnot group, and as a corollary of Kakutani’s representation theorem, every asymptotic cone of $L^1$ is isometric to another $L^1$ space [8, Corollary F.4]. This contradicts Theorem 1.2.

Similar general reasoning gives non-embeddability for other classes of groups: every time a group (or a metric space) quasi-isometrically (resp. bi-Lipschitz) embeds into $L^1$ and one of its asymptotic cones (resp. some of its tangent spaces à la Gromov) is a Carnot group, then this Carnot group must be abelian. In particular, in §7, we review the case of locally compact groups of polynomial growth and of sub-Riemannian manifolds.

We deduce Theorem 1.2 from another theorem, Theorem 1.3, later in this section. Theorem 1.2 should be seen as an extension of a famous result of Cheeger and Kleiner [11, Theorem 10.2], whose work was motivated by the Sparsest Cut Problem and the Goemans–Linial Conjecture (see [27, 32] for detailed discussion). Cheeger–Kleiner’s result implies that the simplest non-abelian Carnot group—the Heisenberg group—does not bi-Lipschitz embed into $L^1$, and Theorem 1.2 was even anticipated in their article [11, Remark 10.12].

We stress that there are unforeseen complications in the proof scheme suggested by [11, Remark 10.12]. Indeed, as noted by that remark, [11, Theorem 10.2] and its proof should hold for every Carnot group $G$ with the following regularity property: for every finite perimeter subset $E \subset G$ and for Per$_E$-almost every $x \in G$, every tangent of $E$ at $x$ is a half-space (see §2 for background on finite-perimeter sets, their perimeter measures Per$_E$, blowups, and half-spaces). However, this regularity property has proven to be quite elusive, and at the time of this writing, it is unknown whether a general Carnot group possesses it or not (importantly, it holds for the Heisenberg group by [18]). The most significant progress made on this finite-perimeter-tangent problem was achieved by
Ambrosio–Kleiner–Le Donne in [3], where it is proved that for every Carnot group $G$, every finite-perimeter subset $E \subset G$ has the property that for $\text{Per}_{E}$-almost every $x \in G$ there is some blowup of $E$ at $x$ that is a half-space. They inferred such a property by proving that iterated generic blowups of finite-perimeter sets are half-spaces [11, Theorem 5.2]. Because uniqueness of generic blowups has not been proven, we cannot deduce that the every blowup is a half-space. The property that some tangent is a half-space is not strong enough to directly run the argument from [11], but with a careful understanding of the methods of Cheeger–Kleiner and the use of the iterated blowups of Ambrosio–Kleiner–Le Donne, pieces from each work can be fit together in just the right way to arrive at the following blowup result. Before specifying the result, we need to introduce pullback and blowups metrics: The pullback metric $d_f$ of a map $f : X \to Y$ from a set $X$ into a metric space $(Y, d)$ is the pseudometric on $X$ defined by $d_f(x, y) := d(f(x), f(y))$. A pseudometric $\rho : G \times G \to [0, \infty)$ is a blowup metric at a point $x \in G$ of a pseudometric $d : G \times G \to [0, \infty)$ if there exists a sequence of positive real numbers $(r_j)_j$ decreasing to 0 such that

$$\rho = \lim_{j \to \infty} \frac{1}{r_j} S_{x, r_j}^x,$$

where the convergence is locally uniform on $G \times G$ and $\frac{1}{r} S_{x, r}^x d$ is the rescaled (and translated) metric

$$\frac{1}{r} S_{x, r}^x d(y, z) := \frac{1}{r} d(x\delta_r(y), x\delta_r(z)), \quad (1.1)$$

with $\delta_r : G \to G$ denoting the Carnot dilation by factor $r$; see [26].

**Theorem 1.3.** For every Carnot group $G$, there exists $k \in \mathbb{N}$ such that for every Lipschitz map $f : G \to L^1$, there exists a $k$-fold iterated blowup metric $\rho$ of the pullback metric $d_f$ such that $\rho(x, yz) = \rho(x, y)$ for every $x, y \in G$ and every $z \in [G, G]$.

**Proof of Theorem 1.2 from Theorem 1.3.** Since every abelian Carnot group is simply the Euclidean $n$-space $\mathbb{R}^n$ as a vector group and as a metric space (for some $n \in \mathbb{N}$), one direction is trivial. For the other direction, suppose $G$ is a Carnot group admitting a bi-Lipschitz embedding $f : G \to L^1$. Then the pullback metric $d_f$ is bi-Lipschitz equivalent to the Carnot metric $d_G$ on $G$. Since bi-Lipschitz equivalence to $d_G$ is preserved under blowups, the metric $\rho$ given by Theorem 1.3 is bi-Lipschitz equivalent to $d_G$. Let $z$ be an element in the commutator subgroup $[G, G]$, which we want to prove to be equal to the
identity element 1 of the group $G$. Then we have

$$d_G(1, z) \lesssim \rho(1, z) = \rho(1, 1) = 0,$$

implying $z = 1$. Therefore, the subgroup $[G, G]$ is trivial, meaning $G$ is abelian. ■

While the proof of Theorem 1.3 in full can be found in §6, we spend the remainder of this section giving an overview.

Let $G$ be a Carnot group equipped with a Haar measure denoted by $\text{vol}_G$ and a Carnot distance $d_G$. We denote by $\text{FP}_{\text{loc}}(G)$ the space of equivalence classes of measurable subsets of $G$, called cuts, with locally finite perimeter, where two sets are identified if their symmetric difference is $\text{vol}_G$-null. The set $\text{FP}_{\text{loc}}(G)$ inherits a natural Fréchet topology as a subset of $L^1_{\text{loc}}(G)$. An $\text{FP}_{\text{loc}}$ cut measure on $G$ is a positive Borel measure $\Sigma$ on $\text{FP}_{\text{loc}}(G)$ such that $\int \operatorname{Per}_E(K) \, d\Sigma(E) < \infty$ for every compact $K \subset G$. Each such $\Sigma$ gives rise to a cut metric $d_{\Sigma}$ on $G$ satisfying $d_{\Sigma}(x, y) = \int |1_E(x) - 1_E(y)| \, d\Sigma(E)$ for $\text{vol}_G \times \text{vol}_G$-almost every $(x, y) \in G \times G$.

It is proved in [11] that for every Lipschitz map $f : B_G \to L^1$, there exists an $\text{FP}_{\text{loc}}$ cut measure $\Sigma$ on $G$ such that $d_f = d_{\Sigma}$. Cheeger and Kleiner’s main result, [11, Theorem 10.2] (see also [11, Remark 10.11]), is that for every $\text{FP}_{\text{loc}}$ cut measure $\Sigma$ on the Heisenberg group $H$, and for $\text{vol}_H$-almost every $x \in B_H$, the rescaled metrics $\frac{1}{r}S_{x,r}d_{\Sigma}$ (defined in (1.1)) are approximated arbitrarily well, as $r \to 0$, by cut metrics $d_{\hat{\Sigma}}$ with $\hat{\Sigma}$ supported on the collection of half-spaces. This is enough to imply non-bi-Lipschitz embeddability of the Heisenberg group.

In order to understand what happens in a general Carnot group $G$, we make the necessary step of taking a locally uniformly convergent subsequence as $r \to 0$ of the rescaled metrics $\frac{1}{r}S_{x,r}d_{\Sigma}$ and study the structure of the resulting limit blowup metric of $d_{\Sigma}$. Before stating our structure result, we introduce new terminology.

**Definition 1.4.** If $\Sigma$ is an $\text{FP}_{\text{loc}}$ cut measure on $G$ and $\mathcal{F} \subset \text{FP}_{\text{loc}}(G)$, we say that $\mathcal{F}$ contains the $\Sigma$-generic tangents if for $\Sigma$-almost-every $E \in \text{FP}_{\text{loc}}(G)$ and $\operatorname{Per}_E$-almost every $x \in G$, every tangent of $E$ at $x$ belongs to $\mathcal{F}$.

For $\rho$ a $\text{vol}_G \times \text{vol}_G$-measurable pseudometric on $G$, we say that $\rho$ is Lipschitz with respect to $d_G$ if there exists $L < \infty$ such that $\rho(x, y) \leq Ld_G(x, y)$ for $\text{vol}_G \times \text{vol}_G$-a.e. $x, y \in G$. In this case, $\rho$ admits a continuous representative that satisfies $\rho(x, y) \leq Ld_G(x, y)$ for all $x, y \in G$. 
Theorem 1.5. Let $\Sigma$ be an FP$_{\text{loc}}$ cut measure on a Carnot group $G$ and $\mathcal{F} \subset \text{Cut}(G)$ a collection of cuts such that

- $d_\Sigma$ is Lipschitz with respect to $d_G$,
- $\mathcal{F}$ is compact,
- $\mathcal{F}$ consists of constant normal cuts,
- $\mathcal{F}$ is translation and dilation invariant, and
- $\mathcal{F}$ contains the $\Sigma$-generic tangents.

Then, for $\text{vol}_G$-a.e. $x \in G$, every blowup metric $d_{\Sigma,\infty}$ of $d_\Sigma$ at $x$, and every $R \in (0, \infty)$, there exists a cut measure $\Sigma'$ supported on $\mathcal{F}$ such that $\Sigma'(\mathcal{F}) < \infty$ and $d_{\Sigma,\infty} = d_{\Sigma'}$ on $B_R(0) \times B_R(0)$.

The idea for the proof of Theorem 1.3 is to apply Theorem 1.5 iteratively, obtaining FP$_{\text{loc}}$ cut measures $\Sigma_k$ such that $d_{\Sigma_k}$ is a $k$-fold iterated blowup of $d_f$ and $\Sigma_k$ is supported on a compact collection of cuts $\mathcal{F}_k$ that contains the $k$-fold (generic) iterated tangents of FP$_{\text{loc}}(G)$. Crucially, we use intermediate results from [3] to prove that the cuts in $\mathcal{F}_k$ successively have more structure, so that for $k$ large enough, $\mathcal{F}_k$ is the collection of half-spaces (see Lemma 6.1). Theorem 1.5 is proved in §5, and the formal proof of Theorem 1.3 can be found in §6.

2 Preliminaries

2.1 Carnot groups

We start with a concise introduction to Carnot groups, CC-distances and the theory of perimeter in Carnot groups. For more details and additional references see [26] and [3].

A Carnot group of step $s$ is a connected, simply connected Lie group $G$ whose Lie algebra $\mathfrak{g}$ is stratified, that is, $\mathfrak{g} = \bigoplus_{i=1}^s V_i$ with $[V_1, V_i] = V_{i+1}$ for $i < s$, $[V_1, V_s] = \{0\}$ and $V_s \neq \{0\}$. We think of the Lie algebra simultaneously as the tangent space to the identity and as the space of left-invariant vector fields. We denote by $0$ the identity element of the group $G$, because in the theory of Carnot groups exponential coordinates are often used. The rank of $G$ is $m_1 := \dim(V_1)$ and the topological dimension is $m_0 := \dim(\mathfrak{g})$.

The stratification induces a multiplicative one-parameter group of automorphisms $\delta_\lambda : G \to G$, with $\lambda > 0$, called dilations, such that $(\delta_\lambda)_* v = \lambda^k v$ for $v \in V_k$.

We call the left-invariant subbundle of $TG$ determined by $V_1$ the horizontal distribution. Horizontal vector fields are sections of the horizontal distribution, and we denote by $C^k(G; V_1)$ the space of horizontal vector fields of class $C^k$. We equip $V_1$
with a scalar product and thus a norm $v \mapsto |v|$, which extends by left-invariance to the horizontal distribution. Absolutely continuous curves $\gamma : I \to G$ tangent to $V_1$ have a length defined by integrating the speed $\int_I |\gamma'(t)| \, dt$. Infimizing the length of horizontal curves joining two points, we obtain a Carnot–Carathéodory-type distance $d_G$ on $G$, which is left-invariant and $1$-homogeneous with respect to the dilations $\delta_\lambda$. We call $d_G$ the Carnot metric of $G$. We stress that for every two choices of scalar product on $V_1$ and two choices of stratification for $g$ would yield two distances that are bi-Lipschitz via a Lie group automorphism; see [26].

Let $B_r(p)$ denote the open $d_G$-ball of radius $r$ and center $p$ and $B_G := B_1(0)$ the unit ball centered at the identity. The expression $\text{vol}_G$ denotes the (bi-invariant) Haar measure normalized so that $\text{vol}_G(B_G) = 1$. With this normalization, it happens that, for some $Q \in \mathbb{N}$, $\text{vol}_G(B_r(x)) = r^Q$ for every $x \in G$ and $r > 0$. The value $Q$, which is called the homogeneous dimension of $G$, is given by $Q = \sum_{j=1}^s j \dim(V_j)$, and coincides with the Hausdorff dimension of $G$.

### 2.2 Cuts and perimeter

The vector space $L^1_{\text{loc}}(G)$ has a natural separable Fréchet topology whereby a sequence $(f_j)_j \in L^1_{\text{loc}}(G)$ converges to $f \in L^1_{\text{loc}}(G)$ if and only if $(f_j|_{B_R(0)})_j$ converges to $f|_{B_R(0)}$ in $L^1(B_R(0))$ for every radius $R < \infty$. This topology is induced by the metric $d(f, g) = \sum_{n=1}^{\infty} n^{-2} \frac{p_n(f-g)}{1+p_n(f-g)}$, where $p_n$ is the seminorm $p_n(f) = \int_{B_n(0)} |f| \, d\text{vol}_G$.

For $A \subset G$ measurable, we define $\text{Cut}(A)$ to be the set of measurable subsets of $A$ modulo $\text{vol}_G$-null sets, which we call cuts. We view $\text{Cut}(A)$ as a closed topological subspace of $L^1_{\text{loc}}(G)$ via $E \mapsto \mathbb{1}_E$. Indeed, we will often slightly abuse notation by using $E$ instead of $\mathbb{1}_E$ in our notation.

Following [18], we define the perimeter measure of a cut $E \in \text{Cut}(G)$ as the largest Borel measure which assigns to each open set $\Omega \subset G$ the value

$$\text{Per}_E(\Omega) := \sup \left\{ \int_E \text{div} \psi \, d\text{vol}_G : \psi \in C^1_c(\Omega; V_1), |\psi_p| \leq 1 \, \forall p \in G \right\}.$$ 

Here, $C^1_c(\Omega; V_1)$ is the collection of $C^1$ horizontal vector fields with support compactly contained in $\Omega$. The divergence operator $\text{div} \psi$ is the one induced by the measure $\text{vol}_G$.

There are a few equivalent definitions of the perimeter measure and sets of finite perimeter, which in the case of Carnot groups coincide. For example, [11] uses a weak $L^1$-relaxation of the energy of the gradient. See [2, Example 3.20] for a proof of the equivalence of these definitions.
If $\text{Per}_E(G) < \infty$, we say that $E$ is of finite perimeter. If $\text{Per}_E(B_R(0)) < \infty$ for every $R < \infty$, we say that $E$ is of locally finite perimeter. It holds that $E \in \text{Cut}(G)$ is of locally finite perimeter if and only if $\text{Per}_E$ is a Radon measure if and only if, for every horizontal smooth vector field $X$, the distributional derivative $X\mathbb{1}_E$ is a signed Radon measure. We denote the collection of cuts of locally finite perimeter by $\text{FP}_{loc}(G)$.

Let $\{X_1, \ldots, X_{m_1}\}$ be an orthonormal basis of left-invariant horizontal vector fields. The distributional horizontal gradient $\nabla_H \mathbb{1}_E := \sum_{i=1}^{m_1} (X_i \mathbb{1}_E) X_i$ of a locally finite-perimeter cut $E$ is a $V_1$-valued Radon measure that is absolutely continuous with respect to $\text{Per}_E$. The Radon–Nikodym derivative

\[
\nu_E := \frac{d\nabla_H \mathbb{1}_E}{d\text{Per}_E},
\]

is called the normal of $E$. The horizontal gradient and normal do not depend on the choice of orthonormal basis.

Cuts of locally finite perimeter satisfy the following compactness property. The first part has been proven in [19, Theorem 1.28(I)], and the second part follows from a diagonal argument.

**Lemma 2.1** ([19, Theorem 1.28(I)]). For every $R, C < \infty$ and $x \in G$, the set $\{E \cap B_R(x) : \text{Per}_E(B_R(x)) \leq C\}$ is norm-compact in $L^1(B_R(x))$. Consequently, for any function $R \mapsto C_R \in [0, \infty)$, the set $\{E \in \text{FP}_{loc}(G) : \forall R < \infty, \text{Per}_E(B_R(0)) \leq C_R\}$ is compact in $L^1_{loc}(G)$.

### 2.3 Boundaries

Following [3], for $E \in \text{FP}_{loc}(G)$, we define the reduced boundary of $E$, denoted by $\partial^* E$, as the set of all $x \in G$ that satisfy the following:

1. $\text{Per}_E(B_r(x)) > 0$ for every $r > 0$;
2. the limit

\[
\lim_{r \to 0} \int_{B_r(x)} \nu_E \, d\text{Per}_E
\]

exists; and
3. 

\[
\left| \lim_{r \to 0} \int_{B(x,r)} \nu_E \, d\text{Per}_E \right| = 1.
\]
We define the measure-theoretic boundary of a cut $E \in \text{Cut}(G)$ by

$$\partial_{mt}E := \left\{ x \in G : \begin{array}{l}
0 < \limsup_{r \to 0} \frac{\text{vol}_G(B_r(x) \cap E)}{r^d}, \\
\text{and } \liminf_{r \to 0} \frac{\text{vol}_G(B_r(x) \cap E)}{r^d} < 1
\end{array} \right\},$$

and the strong measure-theoretic boundary by

$$\partial_{str}^{mt}E := \left\{ x \in G : \begin{array}{l}
0 < \liminf_{r \to 0} \frac{\text{vol}_G(B_r(x) \cap E)}{r^d}, \\
\text{and } \limsup_{r \to 0} \frac{\text{vol}_G(B_r(x) \cap E)}{r^d} < 1
\end{array} \right\}.$$ 

The first two boundaries are already well documented in the literature. The last boundary has not been studied frequently enough to have gained an accepted name, but it plays an important role for us in Lemma 2.4, which is later used in Lemma 4.4. For now, we record the fundamental property of these three boundaries.

**Lemma 2.2.** For every Carnot group $G$ and $E \in \text{FP}_{loc}(G)$, the three boundaries $\partial^*E$, $\partial_{mt}E$, $\partial_{str}^{mt}E$ have full $\text{Per}_E$-measure: $\text{Per}_E(G \setminus \partial^*E) = \text{Per}_E(G \setminus \partial_{mt}E) = \text{Per}_E(G \setminus \partial_{str}^{mt}E) = 0$.

**Proof.** That $\partial^*E$ has full $\text{Per}_E$-measure is true by results from [2], as observed in [3, Theorem 4.16]. That $\partial_{str}^{mt}E$ has full $\text{Per}_E$-measure is the content of [2, Theorem 4.3(4.2)]. Clearly, $\partial_{str}^{mt}E \subset \partial_{mt}E$, and thus $\partial_{mt}E$ has full $\text{Per}_E$-measure as well. \(\Box\)

### 2.4 Tangents of cuts

When $x \in G$, $r > 0$, we define the map $S_{x,r} : G \to G$ by $S_{x,r}(y) := x\delta_r(y)$. The map $S_{x,r}$ induces pullback operators on $S_{x,r}^*$ on $L^1_{loc}(G)$ and $L^1_{loc}(G \times G)$ defined by $S_{x,r}^*(f) = f \circ S_{x,r}$ and $S_{x,r}^*(g) = g \circ (S_{x,r} \times S_{x,r})$, respectively. When $E \in \text{Cut}(G)$ (and hence identified with $1_E \in L^1_{loc}(G)$), the formula reads $S_{x,r}(E) = \delta_{1/r}(x^{-1}E)$. We also define $\delta^x_r : \text{Cut}(G) \to \text{Cut}(G)$ by $\delta^x_r(E) := xS_{x,r}(E)$.

A tangent, or blowup, of $E \in \text{Cut}(G)$ at $x$ is the $L^1_{loc}(G)$-limit of the sequence of cuts $\delta^x_{r_j}(E)$ for some sequence $r_j$ decreasing to 0.

The following lemma is essentially present in [18], but we include our own statement and proof for clarity. The proof is an application of a density estimate of Ambrosio [2] and Lemma 2.1.

**Lemma 2.3.** Let $E \in \text{FP}_{loc}(G)$. Then for $\text{Per}_E$-a.e. $x \in G$, the family $\{S_{x,r}(E)\}_{r \in (0,1]}$ is precompact in $L^1_{loc}(G)$.

**Proof.** First, we show that for a given a function $f \in L^1_{loc}(G)$, the map $S_f : G \times (0, \infty) \to L^1_{loc}(G)$ defined by $S_f(x,r) = S_{x,r}(f)$ is continuous. Indeed, if $f$ is a continuous
function, this follows since $S_f(x_j, r_j)$ converges locally uniformly to $S_f(x, r)$ whenever $(x_j, r_j)_j$ converges to $(x, r)$. On the other hand, if $(f_i)_i$ is a convergent sequence of $L^1_{\text{loc}}(G)$ functions, then a change of variables argument shows that $S_{f_i} \to S_f$ converges uniformly on compact subsets. Thus, by density of continuous functions, $S_f$ is continuous for all $f \in L^1_{\text{loc}}(G)$. This proves, for all $r_0 \in (0, 1]$, $x \in G$, and $E \in \text{FP}_{\text{loc}}(G)$, that $(S_{x, r}(E))_{r \in [r_0, 1]}$ is compact in $L^1_{\text{loc}}(G)$ since it is the continuous image of the compact set $\{x\} \times [r_0, 1]$. Consequently, it remains to prove that, for $\text{Per}_E$-a.e. $x \in G$ and for every sequence $r_j$ decreasing to 0, $(S_{x, r_j}(E))_{j=1}^\infty$ has a convergent subsequence.

Let $R < \infty$. A diagonal argument reduces the problem to showing that $(S_{x, r_j}(E))_{j=1}^\infty$ is norm-precompact in $L^1(B_R(0))$. We shall accomplish this by showing that, for $\text{Per}_E$-a.e. $x \in G$, there exist $C < \infty$ and $\rho > 0$ such that for every $r < \rho$, $\text{Per}_{S_{x, r}(E)}(B_R(0)) \leq C$. Then Lemma 2.1 immediately implies the conclusion.

Let $Q$ be the Hausdorff dimension of $G$. For any $x \in G$ and $r > 0$, by left-invariance and $(Q - 1)$-homogeneity of perimeter (see, e.g., [18, Remark 2.20]), we have $\text{Per}_{S_{x, r}(E)}(B_R(0)) = r^{1-Q} \text{Per}_E(B_{Rr}(x))$. By [2, Theorem 4.3], for $\text{Per}_E$-a.e. $x \in \partial^* E$, there exist $C < \infty$ and $\rho > 0$ such that for every $r < \rho$, $\text{Per}_E(B_{Rr}(x)) \leq Cr^{Q-1}$. Combining these two yields the desired inequality. ■

An important property of boundaries we require is that membership of a point $x$ in the boundary of a cut $E \in \text{FP}_{\text{loc}}(G)$ is preserved under blowups at $x$ for $\text{Per}_E$-almost every $x$. It is not clear that the reduced boundary satisfies this property, but it is clear for the strong measure-theoretic boundary, and this is the reason for its appearance in the article.

**Lemma 2.4.** For every Carnot group $G$, $E \in \text{Cut}(G)$, $x \in \partial^*_{\text{str}} E$, and any tangent $F$ of $E$ at $x$, $x \in \partial^*_{\text{str}} F$.

**Proof.** Let $x \in G$ and $(r_j)_j$ a sequence decreasing to 0 such that $F$ is the $L^1_{\text{loc}}(G)$ limit of $\delta^*_j(\partial^* E)$. Then, for any $R > 0$, we have

$$\frac{\text{vol}_G(B_R(x) \cap F)}{R^Q} = \lim_{j \to \infty} R^{-Q} \text{vol}_G(B_R(x) \cap x\delta_{r_j^{-1}}(x^{-1}E))$$

$$= \lim_{j \to \infty} (Rr_j)^{-Q} \text{vol}_G(B_{Rr_j}(x) \cap E)$$

$$\geq \liminf_{r \to 0} \frac{\text{vol}_G(B_r(x) \cap E)}{r^Q}.$$
By changing the last line in this argument, we also get

\[
\frac{\operatorname{vol}_G(B_R(x) \cap F)}{R^Q} \leq \limsup_{r \to 0} \frac{\operatorname{vol}_G(B_r(x) \cap E)}{r^Q}.
\]

Consequently, \( x \in \partial_{str}^* F \) whenever \( x \in \partial_{str}^* E \). ■

3 Cuts of Constant Normal

For a locally finite-perimeter cut \( E \) in a Carnot group \( G \), we say that \( E \) has constant normal if \( \nu_E \) equals a constant vector \( \operatorname{Per}_E \)-almost everywhere. This is equivalent to the existence of a horizontal vector \( \nu \in V_1 \) such that \( \nu \mathbb{1}_E \geq 0 \) (as a measure) and for each \( \xi \in V_1 \) with \( \xi \perp \nu \), the equation \( \xi \mathbb{1}_E = 0 \) holds. In this case, \( \nu_E \equiv \nu \) almost everywhere. For finite-perimeter cuts \( E \) with constant normal \( \nu \), the perimeter measure can be represented by the distributional derivative \( \operatorname{Per}_E = \nu \mathbb{1}_E \). For more details, see [3, 7, 18]. The following lemma collects important facts about constant-normal cuts from [7].

**Lemma 3.1.** Let \( Q \) be the Hausdorff dimension of \( G \). Then there exist constants \( 0 < c \leq C < \infty \) (depending only on \( G \)) such that, for any \( 0 < R < \infty \), constant normal cut \( E \in \text{Cut}(G) \), and \( x \in \partial^* E \),

\[
cR^{Q-1} \leq \operatorname{Per}_E(B_R(x)) \leq CR^{Q-1}.
\]

Furthermore, \( \partial^* E = \partial_{mt} E = \partial_{str}^* E = \text{supp}(\operatorname{Per}_E) \).

**Proof.** The estimates for \( \operatorname{Per}_E(B_R(x)) \) follows from [7, Proposition 3.11]. The equality \( \partial^* E = \partial_{mt} E = \text{supp}(\operatorname{Per}_E) \) is stated in [7, Proposition 3.7(3)]. The containment \( \partial_{str}^* E \subset \partial_{mt} E \) is true for any cut \( E \), and the other containment for constant normal cuts follows from [7, Theorem 1.1 and Proposition 3.8]. ■

As we blow up sets of constant normal, at almost every point, they become more regular. To measure this regularity, following [3], we consider the span of certain invariant directions.

**Definition 3.2.** For a given cut \( E \in \text{Cut}(G) \), let \( \text{Inv}(E) := \{ X \in g : X\mathbb{1}_E = 0 \} \) denote the \( E \)-invariant directions, \( \text{Inv}_0(E) := \bigcup_{i=1}^s (V_i \cap \text{Inv}(E)) \) the homogeneous \( E \)-invariant directions, and \( \text{Reg}(E) := \{ X \in g : X\mathbb{1}_E \text{ is a Radon measure} \} \) the \( E \)-regular directions.
Let $\mathcal{F}_k$ denote the collection of cuts $E \in \text{Cut}(G)$ such that

1. $E$ has constant normal.
2. $\dim(\text{span}(\text{Inv}_0(E))) \geq k$.

A cut $E$ with constant normal is said to be a half-space if $\text{Inv}_0(E) \cap \bigcup_{i=2}^{S} V_i = \bigcup_{i=2}^{S} V_i$. Note that $\mathcal{F}_{m_g-1}$ is precisely the collection of half-spaces (recall that $m_g$ is the dimension of $g$).

In the following, the set $C^\infty_c(G)$ is the space of compactly supported smooth functions, called test functions. It is equipped with the usual topology on test functions coming from the direct limit topology of $C^\infty_c(B_n(0))$ with $n \to \infty$. The dual space $C^\infty_c(G)^*$ is called the space of distributions on $G$.

**Lemma 3.3.** If $X_j \to X \in g$ and $u_j, u \in L^\infty(G)$ have $L^\infty$-norms bounded by 1 with $u_j \to u \text{ vol}_G$-a.e., then the sequence $(X_j u_j)_j$ converges to $X u$ in $C^\infty_c(G)^*$. Moreover, if $X_j u_j$ are positive Radon measures, then $X u$ is also a positive Radon measure and $X_j u_j$ weak* converges to $X u$.

**Proof.** Fix a test function $\phi \in C^\infty_c(G)$. As vector fields, $X_j \to X$ uniformly on compact sets. Since $\phi$ is smooth and has compact support, $X_j \phi \to X \phi$ uniformly. Denote by $K$ the support of $\phi$ and by $M = \sup_j \|u_j X_j \phi\|_{L^\infty(G)}$. Then $|u_j X_j \phi| \leq M 1_K$ for all $j$, where $\|M 1_K\|_{L^1} = M \text{ vol}_G(K) < \infty$. By the Lebesgue’s Dominated Convergence Theorem, we conclude that

$$
\lim_{j \to \infty} \langle X_j u_j, \phi \rangle = \lim_{j \to \infty} -\langle u_j, X_j \phi \rangle = \lim_{j \to \infty} -\int u_j X_j \phi \text{ dvol}_G
$$

$$
= -\int u X \phi \text{ dvol}_G = -\langle u, X \phi \rangle = \langle X u, \phi \rangle.
$$

Since $\phi \in C^\infty_c(G)$ is arbitrary, we obtain $X_j u_j \to X u$ in $C^\infty_c(G)^*$.

The last part of the statement is a standard classical fact; see [23, Theorem 2.1.90].

**Lemma 3.4.** If $E_j$ is a sequence of constant-normal cuts converging to $E$ in $L^1_{\text{loc}}(G)$, then $E$ has constant normal and $\text{Per}_{E_j} \to \text{Per}_E$ weak*.

**Proof.** Let $(E_{j_\ell})_\ell$ be an arbitrary subsequence of $(E_j)_j$. For every $\ell$, fix an orthonormal basis $X^i_{j_\ell}, \ldots X^r_{j_\ell}$ of $V_1$ so that $E_{j_\ell}$ has constant normal $X^i_{j_\ell}$, $X^i_{j_\ell} \mathbb{1}_{E_{j_\ell}} \geq 0$, and $X^i_{j_\ell} \mathbb{1}_{E_{j_\ell}} = 0$.
for \( i > 1 \). By passing to subsequences, we may assume that \( E_{j_\ell} \) converges to \( E \) almost everywhere and that the vectors \( X^j_1 \) converge to some \( X_1^\infty \) for all \( i \). It follows that \( X_1^\infty, \ldots, X_r^\infty \) forms an orthonormal basis of \( V_1 \). By Lemma 3.3 we have

\[
X_1^\infty 1_E = \lim_{\ell \to \infty} X^j_1 1_{E_{j_\ell}} \geq 0,
\]

\[
X_i^\infty 1_E = \lim_{\ell \to \infty} X^j_i 1_{E_{j_\ell}} = 0, \quad \text{for } i > 1,
\]

and hence \( E \) has constant normal \( \nu = X_1^\infty \).

By Lemma 3.3 again, and by the distributional derivative representation of perimeter measures for constant normal cuts, we have

\[
\lim_{\ell \to \infty} \text{Per}_{E_{j_\ell}} = \lim_{\ell \to \infty} X^j_1 1_{E_{j_\ell}} = X_1^\infty 1_E = \text{Per}_E,
\]

where the convergence is weak*. Thus, since every subsequence of \( \text{Per}_{E_{j}} \) has a subsequence that weak* converges to \( \text{Per}_E \), the full sequence \( \text{Per}_{E_{j}} \) weak* converges to \( \text{Per}_E \). \( \blacksquare \)

**Theorem 3.5.** For each \( k \in \mathbb{N} \), the collection \( F_k \) from Definition 3.2 is closed in \( L^1_{\text{loc}}(G) \).

**Proof.** Fix \( k \in \mathbb{N} \). Let \( E_j \in F_k \) be a sequence of cuts and \( E \in \text{Cut}(G) \) such that \( 1_{E_{j_\ell}} \to 1_E \in L^1_{\text{loc}}(G) \). By Lemma 3.4, \( E \) has constant normal.

Now, for each \( j \), let \( W_j := \text{span}(\text{Inv}_0(E_j)) \) and \( k_j := \dim(W_j) \geq k \). Then we can write \( W_j = W_j^1 \oplus \ldots \oplus W_j^s \) with \( W_j^i := V_i \cap \text{Inv}(E) \). Let \( k_j^i := \dim(W_j^i) \) so that \( k_j = k_j^1 + \ldots + k_j^s \).

By passing to subsequences, we may assume that there is some integer \( k_j^i \) such that \( k_j^i = k_j^1 \) for all \( j \in \mathbb{N} \). Since the Grassmannian \( \text{Gr}(k_j^i, V_i) \) is compact, we may assume that there exists a \( k_j^i \)-dimensional subspace \( W_j^i \) such that \( W_j^i \to W^i \in \text{Gr}(k_j^i, V_i) \). Let \( X \in W^i \).

Then there exists a sequence \( X_j \in W_j^i \) such that \( X_j \to X \). Then by Lemma 3.3, we have

\[
X 1_E = \lim_{j \to \infty} X_j 1_{E_{j_\ell}} = 0,
\]

showing \( W^i \subset \text{Inv}_0(E) \) for every \( 1 \leq i \leq s \). Hence,

\[
\dim(\text{span}(\text{Inv}_0(E))) \geq \dim(W^1) + \ldots + \dim(W^s) = k^1 + \ldots + k^s \geq k.
\]

By definition, this implies \( E \in F_k \). \( \blacksquare \)

In the next theorem we collect a few crucial properties of constant normal cuts.
Theorem 3.6. If $F \subset F_{\text{loc}}(G)$ is a closed collection of constant-normal cuts, then $F$ is compact. Further, for each compact set $A \subset G$, the collection $F^A = \{ E \in F : \partial^* E \cap A \neq \emptyset \}$ is compact.

In particular, for any $k \in \mathbb{N}$ the set $F_k$ is compact in $L^1_{\text{loc}}(G)$.

**Proof.** If $F \subset F_{\text{loc}}(G)$ is any closed collection of cuts, then Lemmas 2.1 and 3.1 yield compactness.

We next prove the second claim. Since $F$ is compact, it suffices to prove that $F^A$ is closed. Take an arbitrary sequence $\{ E_j \}_{j \in \mathbb{N}}$ in $F^A$ converging to some $E \in F$. By definition, there exists a sequence $\{ x_j \}_{j \in \mathbb{N}}$ of points with $x_j \in A \cap \partial^* E_j$ for $j \in \mathbb{N}$. Then, since $A$ is compact, there exists a subsequence that converges to some $x \in A$. To show that $E \in F^A$, it suffices to prove that $x \in \partial^* E$. By Lemma 3.4, the perimeter measures $\text{Per}_{E_j}$ converge weak* to $\text{Per}_E$. By Lemma 3.1 there is a constant $c > 0$ so that $\text{Per}_{E_n}(B_{r/2}(x_n)) \geq cr^{q-1}$ for all $n \in \mathbb{N}$ and all $r > 0$. By weak* convergence, $\text{Per}_E(B_r(x)) \geq cr^{q-1}$ for each $r > 0$. Therefore $x \in \text{supp}(\text{Per}_E)$ and by Lemma 3.1 again, we have $x \in \partial^* E$.

For the final claim, take any $k \in \mathbb{N}$. By Theorem 3.5, the collection $F_k$ is a closed set of cuts. Therefore, by the first claim $F_k$ is also compact, as claimed. ■

4 Modified Cheeger–Kleiner

The goal of this section is to prove an infinitesimal regularity result in the spirit of Cheeger-Kleiner’s result [11, Theorem 10.2], see Remark 4.3, adapted to our more general setting. Roughly, the result says that the blowup of a cut metric is a cut metric on blowups. To obtain the result we modify [11, Sections 6–10]. For convenience, we name our subsections according to the corresponding sections in [11]. We include proofs of lemmas when significant modifications are made or when essential for clarity of exposition; otherwise, we refer the reader to proofs in [11].

Given a positive Borel measure $\Sigma$ on $\text{Cut}(G)$, we say that $\Sigma$ is a cut measure if it satisfies $\int_{\text{Cut}(G)} \text{vol}_G(E \cap B_R(0)) \, d\Sigma(E) < \infty$ for every $R < \infty$. Note that $\Sigma(\text{Cut}(G)) < \infty$ is sufficient for $\Sigma$ to be a cut measure, and we will frequently use this fact without mention. We also adopt the convention that $\Sigma(\{ \emptyset \}) = 0$ for every cut measure $\Sigma$. Notice that this ensures that $\Sigma$ is $\sigma$-finite: Indeed, if we define $\Omega_n := \{ E \in \text{Cut}(G) : \text{vol}_G(E \cap B_n(0)) > \frac{1}{n} \}$, then $\Sigma(\text{Cut}(G) \setminus \bigcup_n \Omega_n) = \Sigma(\{ \emptyset \}) = 0$ and $\frac{1}{n} \Sigma(\Omega_n) \leq \int_{\Omega_n} \text{vol}_G(E \cap B_n(0)) \, d\Sigma(E) < \infty$.

The importance of cut measures is that they give rise to cut metrics. By [12, p. 345], for every cut measure $\Sigma$, there exists a $\Sigma \times \text{vol}_G \times \text{vol}_G$-measurable function
Bi-Lipschitz Embeddings Into $L^1$ \[ (E, x, y) \mapsto d_E(x, y) : \text{Cut}(G) \times G \times G \to [0, \infty) \] called an \textit{elementary cut metric}, such that, for $\Sigma$-a.e. $E \in \text{Cut}(G)$, we have $d_E(x, y) = |1_E(x) - 1_E(y)|$ for $\text{vol}_G \times \text{vol}_G$-a.e. $(x, y) \in G \times G$. The cut metric $d_{\Sigma}$ is defined by

\[
d_{\Sigma}(x, y) := \int_{\text{Cut}(G)} d_E(x, y) \, d\Sigma(E). \tag{4.1}
\]

Equation (4.1) gives a well-defined element of $L^1_{\text{loc}}(G \times G)$ by Fubini Theorem (which is applicable since both $\Sigma$ and $\text{vol}_G$ are $\sigma$-finite) and uniquely determines $d_{\Sigma}$ up to $\text{vol}_G \times \text{vol}_G$-null sets. In particular, (4.1) holds pointwise $\text{vol}_G \times \text{vol}_G$-almost everywhere, but in general not everywhere. Whenever $d_{\Sigma}$ is Lipschitz with respect to $d_G$, we choose the continuous representative for $d_{\Sigma}$.

Our differentiation and regularity results concern cut measures supported on more regular collections of cuts. A cut measure $\Sigma$ on $G$ is an FP$_{\text{loc}}$ cut measure if it is supported on cuts of locally finite perimeter and, for every $R < \infty$,

\[
\int_{\text{Cut}(G)} \text{Per}_E(B_R(0)) \, d\Sigma(E) < \infty.
\]

The crucial fact we need is the following.

\textbf{Proposition 4.1.} Let $G$ be a Carnot group. For every Lipschitz map $f : G \to L^1$, there exists an FP$_{\text{loc}}$ cut measure $\Sigma$ on $G$ such that

\[
d_f(x, y) = d_{\Sigma}(x, y), \text{ for } \text{vol}_G \times \text{vol}_G\text{-a.e. } (x, y) \in G \times G,
\]

where $d_f(x, y) = \|f(x) - f(y)\|_{L^1}$. In particular, $d_{\Sigma}$ has a continuous representative and $\Sigma$ is supported on locally finite-perimeter cuts.

\textbf{Remark 4.2.} It is not stated in [11, 12] that the cut measure $\Sigma$ satisfying $d_f = d_{\Sigma}$ obeys the convention $\Sigma(\{\emptyset\}) = 0$. However, it is obvious that the value of $\Sigma(\{\emptyset\})$ has no effect on $d_{\Sigma}$. Since our only use of cut measures in this article is through their induced cut metrics, we always redefine $\Sigma(\{\emptyset\})$ to be 0 whenever $\Sigma$ would otherwise be a cut measure.

\textbf{Proof of Proposition 4.1.} The existence of a cut measure $\Sigma$ satisfying $d_f = d_{\Sigma}$ almost everywhere is stated in [12, Theorem 2.9] (and that article cites [11, Proposition 3.40] for...
the proof. Since $f$ is Lipschitz, it follows from [11, Proposition 4.17] that $\Sigma$ is an $\FPloc$ cut measure.

\[ \square \]

\textbf{Remark 4.3.} For $G$ equal to the Heisenberg group $\mathbb{H}$, Cheeger-Kleiner proved in [11, Theorem 10.2] that for any $\FPloc$ cut measure $\Sigma$ and $\text{vol}_H$-a.e. $x \in B_H$,

\[ \lim_{r \to 0} \inf_{\Sigma \in HS} \frac{1}{r} \left\| \frac{1}{r} S_{x,r}(d_{\Sigma}) - d_{\Sigma} \right\|_{L^1(B_H \times B_H)} = 0, \]

where $HS$ is the collection of cut measures supported on half-spaces. The choice of $\Sigma \in HS$ is appropriate when $G = \mathbb{H}$ since by [18, Theorem 3.1], the blowup of every locally finite-perimeter set at a point in reduced boundary is a unique half-space.

In the setting of general Carnot groups, it remains unknown whether all generic tangents are half-spaces or, equivalently because of [3], whether there is a unique tangent. Thus, we replace $HS$ with a collection $\mathcal{F}$ of constant normal cuts satisfying properties specified below.

\textbf{Definition 4.2.} Let $\mathcal{F} \subset \text{Cut}(G)$ be a collection of cuts.

1. For a given locally finite-perimeter cut $E \in \text{FP}_{\text{loc}}(G)$, we say that $\mathcal{F}$ contains the \textit{generic tangents of $E$} if for $\text{Per}_E$-a.e. $x \in G$, every tangent of $E$ at $x$ belongs to $\mathcal{F}$.

2. For a given $\text{FP}_{\text{loc}}$ cut measure $\Sigma$ on $G$, we say that $\mathcal{F}$ contains the $\Sigma$-\textit{generic tangents} if for $\Sigma$-a.e. $E \in \text{Cut}(G)$, the family $\mathcal{F}$ contains the generic tangents of $E$.

In terms of this definition, we can express the result of [18] for $G = \mathbb{H}$ and $\mathcal{F} = HS$. In [18] it was shown that for every cut of locally finite perimeter $E \in \text{FP}_{\text{loc}}$, the family $\mathcal{F}$ contains the generic tangents of $E$. Therefore, if $\Sigma$ is an $\text{FP}_{\text{loc}}$ cut measure, then $\mathcal{F}$ contains the $\Sigma$-generic tangents.

We emphasize that we do not require $\mathcal{F}$ to contain every tangent at every $x \in E$ for every $E \in \text{Cut}(G)$, but rather allow for flexibility up to sets of $\text{Per}_E$- and $\Sigma$-measure zero.

\textbf{Theorem 4.3.} Let $\Sigma$ be a locally $\text{FP}_{\text{loc}}$ cut measure on a Carnot group $G$ and let $\mathcal{F} \subset \text{Cut}(G)$ be a collection of cuts such that

- $\mathcal{F}$ is compact,
• $\mathcal{F}$ consists of constant normal cuts,
• $\mathcal{F}$ is translation and dilation invariant, and
• $\mathcal{F}$ contains the $\Sigma$-generic tangents.

Then, for $\text{vol}_G$-a.e. $x \in G$, there exists a constant $K_x \in (0, \infty)$ such that
\[
\lim_{r \to 0} \inf_{\Sigma \in \mathcal{F}(K_x)} \| \frac{1}{r} S_{x,r}(d_\Sigma) - d_\Sigma \|_{L^1(B_G \times B_G)} = 0,
\]
where $\mathcal{F}(K_x)$ is the collection of cut measures $\tilde{\Sigma}$ supported on $\mathcal{F}$ with $\tilde{\Sigma}(\mathcal{F}) = \tilde{\Sigma}(\text{Cut}(G)) \leq K_x$.

To prove Theorem 4.3, we modify Sections §6-§10 of [11]. Many of our lemmas and propositions have direct analogues in [11], and we organize them according to the section found in that paper. Before getting into these, let us highlight some of the important differences between [11] and the present article.

• Instead of working with an arbitrary bounded open subset $U$, we focus on the unit ball $B_G$. This is only to avoid an additional unnecessary variable, and all our results could be stated with $U$ in place of $B_G$.
• The collection of half-spaces $\mathcal{HS}$ is replaced with the compact collection $\mathcal{F}$ of constant normal cuts. This is an essential change because it is unknown, for general Carnot groups, if the generic tangents of a cut of locally finite perimeter are half-spaces (which is known to be true for the Heisenberg group by [18]).
• We require the mass bound $\tilde{\Sigma}(\mathcal{F}) \leq K_x$ in the infimum, while [11] requires no such bound. This is essential for our blowup argument occurring in Section 5, because it allows us to take a sequence of cut measures $\tilde{\Sigma}_j$ belonging to a bounded set in $C^0(\mathcal{F})^*$, which denotes the dual space of the continuous functions of $\mathcal{F}$, and apply weak* compactness.

The proof of Theorem 4.3 occurs in the final subsection of this section (corresponding to §10 in [11]) after a host of lemmas and propositions.

For the remainder of this section, fix $G$, $\Sigma$, and $\mathcal{F}$ as in Theorem 4.3.

Controlling the total bad perimeter measure

This subsection follows Sections §6 and §7 of [11].

Analogously to [11], we establish a notion of “bad” points at which a cut is not well approximated by sets in $\mathcal{F}$ at a specified scale. We define a total perimeter
measure on the cuts, and we show that we have good control on the part of this measure attributed to the bad points.

We will first define a measurement of the distance of a cut \( E \) to such cuts in a given collection \( \mathcal{F} \) at a given scale.

For \( x \in G \), we define \( \mathcal{F}^{[x]} := \{ F \in \mathcal{F} : x \in \partial^* F \} \) and define \( \alpha : \text{Cut}(G) \times G \times (0, \infty) \to (0, \infty) \) by

\[
\alpha(E, x, r) := d_{L^1(B_G)}(\mathcal{F}^{[0]}, S_{x,r}^*(E)) = \inf_{F \in \mathcal{F}^{[x]}} \int_{B_r(x)} |1_F - 1_E| \text{d}vol_G.
\]

Since \( \mathcal{F} \) contains the \( \Sigma \)-generic tangents, we have the following lemma.

**Lemma 4.4.** The function \( \alpha \) is continuous. Moreover, for \( \Sigma \)-a.e. \( E \in \text{Cut}(G) \) and \( \text{Per}_E \)-a.e. \( x \in G \),

\[
\lim_{r \to 0} \alpha(E, x, r) = 0.
\]

**Proof.** Consider the map \( \Lambda : L^1_{\text{loc}}(G) \times G \times (0, \infty) \to L^1_{\text{loc}}(G) \) defined by \( \Lambda(f, x, r) = S_{x,r}^* f \).

We first show that \( \Lambda \) is continuous. Indeed, fixing \( f \in L^1_{\text{loc}}(G) \), each slice \( \Lambda(f, \cdot, r) : G \times (0, \infty) \to L^1_{\text{loc}}(G) \) is continuous by the first paragraph of the proof of Lemma 2.3. To obtain the joint continuity, it suffices to prove that for any compact subset \( K \subset G \times (0, \infty) \), the family of functions \( \{\Lambda(\cdot, x, r) : (x, r) \in K\} \) is uniformly equicontinuous. To prove the latter property, we will exploit the fact that \( L^1_{\text{loc}}(G) \) is metrizable with the metric \( d \) described in Section 2.2.

Suppose that \( f_1, f_2 \in L^1_{\text{loc}}(G), R > 0 \) and \( (x, r) \in K \). Then by a change of variables,

\[
\int_{B_R(0)} |\Lambda(f_1, x, r) - \Lambda(f_2, x, r)| \text{d}vol_G = \int_{B_R(0)} |S_{x,r}^*(f_1) - S_{x,r}^*(f_2)| \text{d}vol_G
\]

\[
= r^{-a} \int_{B_{R}(x)} |f_1 - f_2| \text{d}vol_G \leq r^{-a} |P_{[aR+b]}(f_1) - P_{[aR+b]}(f_2)|.
\]

where \( a = \sup\{s : (y, s) \in K\} \) and \( b = \sup\{d_G(0, y) : (y, s) \in K\} \). Therefore,

\[
d(\Lambda(f_1, x, r), \Lambda(f_2, x, r)) \leq \sum_{n=1}^{\infty} \frac{1}{n^2} \frac{P_{[an+b]}(f_1) - P_{[an+b]}(f_2)}{r^a + P_{[an+b]}(f_1) - P_{[an+b]}(f_2)}
\]

\[
\leq C_K d(f_1, f_2).
\]
where $C_K = ([a] + [b]) \max \{1, \sup \{1/s : (y,s) \in K\}\}$. This yields that the functions 
$\Lambda(\cdot,g,r) : (g,r) \in K$ are equi-Lipschitz from $(L^1_{\text{loc}}(G),d)$ to itself, and thus uniformly equicontinuous. The continuity of $\alpha$ follows immediately from the continuity of $\Lambda$.

Since $\Sigma$ is an $FP_{\text{loc}}$ cut measure, we can take the $\Sigma$-generic set to have locally finite perimeter, that is we assume $E \in FP_{\text{loc}}(G)$. Now since $E$ has locally finite perimeter, we can apply Lemmas 2.2 and 2.3 and find a full $\text{Per}_E$-measure set of $x \in G$ satisfying the following: $x \in \partial^{|\text{str}}mtE$, the family $\{S_{x,r}(E)\}_{r \in (0,1]}$ is precompact in $L^1_{\text{loc}}(G)$, and $F$ contains every tangent of $E$ at $x$.

By compactness, for each sequence $\{r_i\}$ with $r_i \to 0$, there is a subsequence $\{r_{i_j}\}$ such that the tangent of $E$ at $x$ along $\{r_{i_j}\}$, denoted by $F = F(E,x,\{r_{i_j}\})$, exists. Hence, $F \in \mathcal{F}$ by assumption on $x$. Furthermore, by Lemma 2.4, since $x \in \partial^{|\text{str}}mtE$, also $x \in \partial^{|\text{str}}F$.

By Lemma 3.1, $\partial^{|\text{str}}mtF = \partial^{|\text{s}}F$, and hence $x \in \partial^{|\text{s}}F$ and $F \in \mathcal{F}^{|\text{s}}$. This implies that

$$\lim_{i_j \to \infty} \int_{B_{r_{i_j}}(x)} |1_E - 1_F| \text{dvol}_G = 0,$$

from which

$$\lim_{i_j \to \infty} \alpha(E,x,r_{i_j}) = 0$$

follows. Since every sequence has a subsequence along which the limit is zero, we get the desired result: $\lim_{r \to 0} \alpha(E,x,r) = 0$.

The convergence of $\alpha(E,x,r)$ to zero may happen at very different rates. To quantify this uniformly, we introduce good and bad sets of cuts.

For scales $\varepsilon,R > 0$ and $E \in FP_{\text{loc}}(G)$, we partition $B_G$ into a set of “bad points” and a set of “good” points. We declare $x \in B_G$ “bad” if $x$ is close to $G \setminus B_G$ or if $\alpha(E,x,r)$ is large, relative to scales $R$ and $\varepsilon$, respectively.

Definition 4.5. For $\varepsilon,R > 0$ and $E \in FP_{\text{loc}}(G)$, we define the following sets:

- $\text{Bad}_{\varepsilon,R}(E) := \{x \in B_G : d_G(x,G \setminus B_G) < R \text{ or } \alpha(E,x,r) > \varepsilon \text{ for some } r \in (0,R]\}$,
- $\text{Good}_{\varepsilon,R}(E) := B_G \setminus \text{Bad}_{\varepsilon,R}(E)$

We use this partition to declare pairs $(E,x) \in \text{Cut}(G) \times B_G$ “bad” or “good”.

- $\text{Bad}_{\varepsilon,R} := \{(E,x) \in FP_{\text{loc}}(G) \times B_G : x \in \text{Bad}_{\varepsilon,R}(E)\}$, and
- $\text{Good}_{\varepsilon,R} := (FP_{\text{loc}}(G) \times B_G) \setminus \text{Bad}_{\varepsilon,R}$.
The continuity of $\alpha$ proven in Lemma 4.4 implies that $\text{Bad}_{\varepsilon, R} = \{(E, x) : d(x, G \setminus B_G) < R \cup \bigcup_{r \leq R} \{(E, x) : \alpha(E, x, r) > \varepsilon\} \}$ is open. Below we show that the perimeter measure of $\text{Bad}_{\varepsilon, R}$ goes to zero as $R$ goes to zero.

The next lemma is exactly the same as [11, Lemma 6.6]. For the integral in (4.5) to be well defined, we need the map $\text{Per}_{\text{Bad}_{\varepsilon, R}} : \text{FP}_{\text{loc}}(G) \rightarrow \text{Radon}(B_G)$, defined by $E \mapsto \text{Per}_E \ \text{Bad}_{\varepsilon, R}(E)$, to be weakly $L^1$. Specifically, we need that

- for every $\phi \in C_c(B_G)$, the map $E \mapsto \int_{B_G} \phi \text{ dPer}_E \ \text{Bad}_{\varepsilon, R}(E)$ is a measurable function, and
- there exists $C < \infty$ such that for all $\phi \in C_c(B_G)$, $\int_{\text{FP}_{\text{loc}}(G)} \int_{B_G} \phi \text{ dPer}_E \ \text{Bad}_{\varepsilon, R}(E) \ d\Sigma(E) \leq C \cdot \|\phi\|_{L^\infty}$.

See [11, Section 5.1] for further details.

**Lemma 4.6** ([11, Lemma 6.6]). For every $\varepsilon, R > 0$, the map $\text{Per}_{\text{Bad}_{\varepsilon, R}} : \text{FP}_{\text{loc}}(G) \rightarrow \text{Radon}(B_G)$ defined by $E \mapsto \text{Per}_E \ \text{Bad}_{\varepsilon, R}(E)$ is weakly $L^1$.

**Definition 4.7.** Define the total perimeter measure $\lambda \in \text{Radon}(B_G)$ by

$$\lambda := \int_{\text{FP}_{\text{loc}}(G)} \text{Per}_E \ \text{Bad}_{\varepsilon, R}(E) \ d\Sigma(E),$$

the total bad perimeter measure $\lambda_{\varepsilon, R}^{\text{Bad}} \in \text{Radon}(B_G)$ by

$$\lambda_{\varepsilon, R}^{\text{Bad}} := \int_{\text{FP}_{\text{loc}}(G)} \text{Per}_E \ \text{Bad}_{\varepsilon, R}(E) \ d\Sigma(E),$$

and the total good perimeter measure $\lambda_{\varepsilon, R}^{\text{Good}} \in \text{Radon}(B_G)$ by $\lambda_{\varepsilon, R}^{\text{Good}} := \lambda - \lambda_{\varepsilon, R}^{\text{Bad}}$.

**Lemma 4.8.** For all $\varepsilon > 0$, $\lim_{R \rightarrow 0} \lambda_{\varepsilon, R}^{\text{Bad}}(B_G) = 0$.

**Proof.** For $\Sigma$-a.e. $E \in \text{FP}_{\text{loc}}(G)$ we have $\lim_{r \rightarrow 0} \text{Per}_E \text{Bad}_{\varepsilon, r}(E) = 0$. Indeed, by Lemma 4.4, for $\Sigma$-a.e. $E \in \text{FP}_{\text{loc}}(G)$ we have that $\lim_{r \rightarrow 0} \alpha(E, x, r) = 0$ for $\text{Per}_E$-a.e. $x \in G$. Hence, for any such $E$, the family of open subsets $(\text{Bad}_{\varepsilon, r}(E))_r$ of $B_G$ is decreasing to a $\text{Per}_E$-null set, as $r \rightarrow 0$. We obtain $\lim_{r \rightarrow 0} \text{Per}_E \text{Bad}_{\varepsilon, r}(E) = 0$ by continuity from above for measures.

Consider the function $\Lambda_R : \text{FP}_{\text{loc}}(G) \rightarrow \mathbb{R}$ defined by

$$\Lambda_R(E) := \text{Per}_E \ \text{Bad}_{\varepsilon, R}(E)(B_G) = \text{Per}_E \text{Bad}_{\varepsilon, R}(E).$$
By the previous paragraph, for $\Sigma$-a.e. $E$ we have $\lim_{R \to 0} \Lambda_R(E) = 0$. Also, $\Lambda_R(E) \leq \text{Per}_E(B_G)$, where the map $E \mapsto \text{Per}_E(B_G)$ is in $L^1(\Sigma)$ since $\Sigma$ is a FP$_{\text{loc}}$ cut measure. Then, by dominated convergence, $\lim_{R \to 0} \lambda^{\text{Bad}}_{\varepsilon, R}(B_G) = 0$ in $L^1(\Sigma)$. Thus,

$$\lim_{R \to 0} \lambda^{\text{Bad}}_{\varepsilon, R}(B_G) = \lim_{R \to 0} \int_{\text{Cut}(G)} \Lambda_R(E) \, d\Sigma(E) = 0.$$ 

\[\blacksquare\]

In [11], the authors define a set $U_{\delta, \varepsilon}$ of points, together with parameters $r_0, r_1, R_0$, where $\lambda^{\text{Bad}}$ has small density up to scale $r_1$ and $\lambda$ up to $r_0$. We gather these in the following definition.

**Definition 4.9.** A vol$_G$-measurable subset $U_{\delta, \varepsilon} \subset B_G$ is called $(\delta, \varepsilon)$-regular at scales $(r_0, r_1, R_0)$ if the following three properties hold:

1. $\lambda(B_r(x)) < \delta(1 + \lambda(B_G))$ for all $x \in U_{\delta, \varepsilon}, r \leq r_0$, \hspace{1cm} (4.6)
2. $\lambda^{\text{Bad}}_{\varepsilon, R_0}(B_r(x)) \leq \varepsilon$, if $x \in U_{\delta, \varepsilon}, r \leq r_1$. \hspace{1cm} (4.8)

**Remark 4.9.** When $\Sigma$ is a cut measure corresponding to an $L$-Lipschitz function $f : G \to L^1$, inequality (4.7) is true with $\delta \lesssim \frac{1}{r}$ for all $r > 0$; see [11, Proposition 5.10]. However, we wish to state the results for general FP$_{\text{loc}}$ cut measures.

Due to a need to take a limit as $r \to 0$, we require a collection of such regular sets that are nested. While this idea is implicitly present in the proof of [11, Theorem 10.20], we wish to make it explicit here.

**Lemma 4.10.** Fix $\delta > 0$. Then, for every sequence of $\varepsilon_j \downarrow 0$, there exist sequences of scales $r_0(j), r_1(j), R_0(j) > 0$ and sets $U_{\delta, \varepsilon_j}$ such that the following hold:

1. Each $U_{\delta, \varepsilon_j}$ is $(\delta, \varepsilon_j)$ regular at scales $(r_0(j), r_1(j), R_0(j))$.
2. The sets are nested, that is $U_{\delta, \varepsilon_1} \supset U_{\delta, \varepsilon_2} \supset U_{\delta, \varepsilon_3} \supset \ldots$.

In particular, for $U_{\delta} := \bigcap_j U_{\delta, \varepsilon_j}$ we have $\text{vol}_G(B_G \setminus U_{\delta}) \leq 2\delta(1 + \lambda(B_G))$.

As in [11, Proposition 7.5], the existence of $U_{\delta, \varepsilon, R_0, r_0, r_1}$ for fixed parameters $\delta, \varepsilon$ follows from Lemma 4.8 and a straightforward application of measure differentiation.
with respect to doubling measures [22, Section 2.7]. To obtain the nested property, we need to choose the sets slightly more carefully.

**Proof.** In this proof, all sets $U$ (with sub- and/or super-scripts) are claimed to be Borel measurable. By Lebesgue decomposition theorem, there exists a set $U \subset B_G$ such that $\text{vol}_G(B_G \setminus U) = 0$ and $\lambda$ is absolutely continuous with respect to $\text{vol}_G$ on $U$. Furthermore, since

$$\int_U \frac{d\lambda}{d\text{vol}_G} d\text{vol}_G \leq \lambda(B_G) < \infty,$$

there exists $U_1 \subset U$ such that

$$\text{vol}_G(B_G \setminus U_1) = \text{vol}_G(U \setminus U_1) < 2\delta \lambda(B_G)$$

and

$$\frac{d\lambda}{d\text{vol}_G} < \frac{\delta^{-1}}{2} \quad \text{on } U_1.$$

By measure differentiation [22, Section 2.7], for $\text{vol}_G$-a.e. $x \in U_1$,

$$\lim_{r \to 0} \frac{\lambda(B_r(x))}{\text{vol}_G(B_r(x))} = \frac{d\lambda}{d\text{vol}_G}(x).$$

Thus, there exists $r'_0 > 0$ and $U_2 \subset U_1$ such that $\text{vol}_G(U_1 \setminus U_2) < \delta$, and

$$\frac{\lambda(B_r(x))}{\text{vol}_G(B_r(x))} < \delta^{-1}$$

whenever $x \in U_2$ and $0 < r \leq r'_0$. We will then set $r_0(j) := r'_0$ for all $j \in \mathbb{N}$.

Now fix $j \in \mathbb{N}$. By Lemma 4.8, there exists $R_0 = R_0(j)$ such that

$$\lambda_{r_j, R_0}^\text{Bad}(B_G) < \delta \epsilon_j 2^{-j-2},$$

and thus there exists $U_3^j \subset U$ such that

$$\text{vol}_G(B_G \setminus U_3^j) = \text{vol}_G(U \setminus U_3^j) < \delta 2^{-(j+1)}$$
and

\[
\frac{d\lambda^{\text{Bad}}_{\varepsilon, R_0}}{d\text{vol}_G} < \varepsilon_j/2 \quad \text{on } U_j.
\]

Finally, using measure differentiation as above, there exists \( U_4^j \subset U_3^j \) and \( r_1(j) > 0 \) such that \( \text{vol}_G(U_3^j \setminus U_4^j) < \delta 2^{-j(j+1)} \) and

\[
\frac{\lambda^{\text{Bad}}_{\varepsilon, R_0}(B_r(x))}{\text{vol}_G(B_r(x))} < \varepsilon_j
\]

whenever \( x \in U_4^j \) and \( 0 < r \leq r_1(j) \). By choosing \( U_{\delta, \varepsilon_j} := U_2 \cap \bigcap_{k=1}^j U_4^k \), the desired result is obtained. \( \blacksquare \)

Collections of good and bad cuts

This subsection corresponds to Section §8 of [11].

From this point till the proof of Theorem 4.3 at the end of this section, the symbols \( \delta, \varepsilon, r_0, r_1, R_0 > 0 \) denote fixed positive constants and \( U_{\delta, \varepsilon} \) denotes a fixed \( \text{vol}_G \)-measurable subset of \( B_G \) that is \((\delta, \varepsilon)\)-regular at scales \((r_0, r_1, R_0)\).

For given scales and locations, we partition the collection of locally finite-perimeter cuts into good cuts and bad cuts, and we establish size estimates on these sub-collections.

**Definition 4.11.** Following [11, p. 1378], for given \( x \in B_G \) and \( r > 0 \), we decompose \( \text{FP}_{\text{loc}}(G) \) into a collection of **good cuts** \( \mathcal{G}(x, r, \varepsilon, R_0) \) and a collection of **bad cuts** \( \mathcal{B}(x, r, \varepsilon, R_0) \), where

\[
\mathcal{G}(x, r, \varepsilon, R_0) := \left\{ E \in \text{FP}_{\text{loc}}(G) \mid B_r(x) \cap \text{Good}_{\varepsilon, R_0}(E) \neq \emptyset \right\}
\]

(4.10)

and

\[
\mathcal{B}(x, r, \varepsilon, R_0) := \text{FP}_{\text{loc}}(G) \setminus \mathcal{G}(x, r, \varepsilon, R_0).
\]

(4.11)

**Proposition 4.12.** If \( x \in U_{\delta, \varepsilon} \) and \( r \in (0, r_1) \), then

\[
\frac{1}{\text{vol}_G(B_r(x))} \int_{\mathcal{B}(x, r, \varepsilon, R_0)} \text{Per}_E(B_r(x)) \, d\Sigma(E) < \varepsilon.
\]
Remark 4.12. There is a small error in the corresponding statement [11, Proposition 8.2], where a $\delta$ substitutes $\epsilon$. We provide a detailed proof to fix this. While for them the error was mostly inconsequential, for us it is crucial to rectify it. Indeed, it subtly affects the limiting process of sending $\epsilon \to 0$. The issue will appear later in the proof of Theorem 4.3, which was modified from [11, Theorem 10.2]. We return to this point in Remark 4.14.

Proof of Proposition 4.12. If $E \in \mathcal{B} := \mathcal{B}(x, r, \epsilon, R_0)$, then by the definition of $\mathcal{B}$ we have $B_r(x) \subset \text{Bad}_{\epsilon, R_0}(E)$. Hence, we have

$$
\int_{\mathcal{B}} \text{Per}_E(B_r(x)) \, d\Sigma(E) = \int_{\mathcal{B}} \text{Per}_E(B_r(x) \cap \text{Bad}_{\epsilon, R_0}(E)) \, d\Sigma(E)
\leq \int_{\text{Cut}(G)} \text{Per}_E(B_r(x) \cap \text{Bad}_{\epsilon, R_0}(E)) \, d\Sigma(E)
\overset{(4.5)}{=} \lambda_{\epsilon, R_0}(B_r(x))
\leq \epsilon \text{vol}_G(B_r(x)),
$$

where the latter inequality uses (4.8), together with the assumptions $x \in U_{\delta, \epsilon}$ and $0 < r < r_1$. ■

Lemma 4.13. There exists $\epsilon_0 > 0$ such that, for every $E \in \text{FP}_{\text{loc}}(G)$, $x \in G$, and $r > 0$, if $\alpha(E, x, r) < \epsilon_0$, then $\text{Per}_{S^x_r(E)}(B_G) \geq c_2$, where $c$ is the constant from Lemma 3.1.

Proof. Suppose the lemma is false. Then we can find sequences $(E_n)_n \subset \text{FP}_{\text{loc}}(G)$, $(x_n)_n \subset G$, and $(r_n)_n \subset (0, +\infty)$ such that, setting $E'_n := S^x_{x_n, r_n}(E_n)$, one has

$$
d_{L^1(B_G)}(\mathcal{F}^{[0]}, E_n') \overset{\text{def}}{=} \alpha(E_n, x_n, r_n) \to 0, \quad \text{as } n \to \infty,
$$

and

$$
\text{Per}_{E_n}(B_G) < \frac{c}{2}, \quad \forall n \in \mathbb{N}.
$$

By the perimeter bound and Lemma 2.1, we may pass to a subsequence and assume $E'_n \to E$ in $L^1(B_G)$, for some $E \subseteq B_G$. Since $\alpha$ is continuous by Lemma 4.4, we have $d_{L^1(B_G)}(\mathcal{F}^{[0]}, E) = 0$. Since $\mathcal{F}$ is assumed to be compact, $\{F \cap B_G : F \in \mathcal{F}^{[0]}\}$ is compact in $L^1(B_G)$ by Theorem 3.6 and thus there is $F \in \mathcal{F}^{[0]}$ such that $E = F \cap B_G$. By the lower
semicontinuity of $E \mapsto \operatorname{Per}_E$ with respect to $L^1$-convergence [18, Proposition 2.12], this implies that there exists $F \in \mathcal{F}^{(0)}$ with $\operatorname{Per}_F(B_G) \leq c \frac{\varepsilon}{2}$, in contradiction to Lemma 3.1. ■

**Proposition 4.14.** Consider the constants $\varepsilon_0$ and $c$ from Lemma 4.13. If $\varepsilon < \frac{\varepsilon_0}{2}$, $r < \min\left(\frac{r_0}{2}, R_0\right)$, and $x \in U_{\delta, \varepsilon}$, then

$$
\Sigma(\mathcal{G}(x, r, \varepsilon, R_0)) \leq C_0 r \delta^{-1},
$$

with $C_0 := \frac{2^{Q+1}}{c}$.

**Proof.** By definition of $\mathcal{G} \equiv \mathcal{G}(x, r, \varepsilon, R_0)$, if $E \in \mathcal{G}$, then there exists $x' \in \overline{B_r(x)} \cap \operatorname{Good}_{\varepsilon, R_0}(E)$. By definition of $\operatorname{Good}_{\varepsilon, R_0}(E)$ together with the assumption that $r < R_0$ and $\varepsilon < \varepsilon_0$,

$$
\alpha(E, x', r) \leq \varepsilon < \varepsilon_0.
$$

Thus, by Lemma 4.13,

$$
r^{1-Q} \operatorname{Per}_E(B_{2r}(x)) \geq r^{1-Q} \operatorname{Per}_E(B_r(x')) = \operatorname{Per}_{S^*_{x', r}}(E)(B_G) \geq \frac{c}{2}.
$$

Since this holds for every $E \in \mathcal{G}$, we have

$$
\lambda(B_{2r}(x)) \geq \int_{\mathcal{G}} \operatorname{Per}_E(B_{2r}(x)) d\Sigma(E) \geq \frac{cr^{Q-1}}{2} \Sigma(\mathcal{G}).
$$

Then we apply (4.7) and get

$$
\Sigma(\mathcal{G}) \leq \frac{2^{Q+1}}{c} \lambda(B_{2r}(x)) = \frac{2^{Q+1}}{c} \frac{r^{Q-1}}{\operatorname{vol}_G(B_{2r}(x))} \leq C_0 r \delta^{-1}.
$$

■

The approximating cut measure supported on $\mathcal{F}$

This subsection corresponds to Section §9 of [11]. Following [11], we construct a Borel map that assigns to each good cut $E \in \mathcal{G}$ a sufficiently close set in $\mathcal{F}$. In the subsequent section we will use this map to define a cut measure that is supported on $\mathcal{F}$.
Lemma 4.15. Let \( x \in B_r \), \( r > 0 \), and set \( \mathcal{G} := \mathcal{G}(x, r, \varepsilon, R_0) \). If \( r < \frac{R_0}{2} \), then there exists a Borel map \( \gamma : \mathcal{G} \to \mathcal{F} \) such that, for every \( E \in \mathcal{G} \), there exists \( x' \in B_r(x) \) with

\[
\int_{B_{2r}(x')} |\mathbb{1}_E - \mathbb{1}_{\gamma(E)}| \, \mathrm{dvol}_G < 4\varepsilon. \tag{4.13}
\]

Proof. Since the map \( \mathcal{F} \to L^1(B_r(x)), E \mapsto \mathbb{1}_{E \cap B_{4r}(x)} \), is continuous and \( \mathcal{F} \) is compact, there exists a finite collection of cuts \( \{F_1, \ldots, F_N\} \subseteq \mathcal{F} \) so that for each cut \( F \in \mathcal{F} \)

\[
\min_{i=1, \ldots, N} \int_{B_{4r}(x)} |\mathbb{1}_E - \mathbb{1}_{F_i}| \, \mathrm{dvol}_G < (2r)^Q \varepsilon,
\]

where \( Q \) is the homogeneous dimension of \( G \). Further, by compactness there exist \( x_1, \ldots, x_M \in B_r(x) \), so that for any \( y \in B_r(x) \) and some \( j = 1, \ldots, M \) we have

\[
\frac{\mathrm{vol}_G(B_{2r}(x_j) \Delta B_{2r}(y))}{\mathrm{vol}_G(B_{2r}(y))} \leq \varepsilon.
\]

Here, \( A \Delta B \) denotes the symmetric difference.

By definition of \( \mathcal{G} \), for each \( E \in \mathcal{G} \), there exists a \( y \in B_r(x) \cap \text{Good}_{r, R_0}(E) \). By definition of \( \text{Good}_{r, R_0}(E) \) and since \( 2r < R_0 \), there exists an \( F_E \in \mathcal{F}^y \) with

\[
\int_{B_{2r}(y)} |\mathbb{1}_E - \mathbb{1}_{F_E}| \, \mathrm{dvol}_G < 2\varepsilon.
\]

Collecting these facts, for every \( E \in \mathcal{G} \) there are \( j \in \{1, \ldots, M\} \) and \( i \in \{1, \ldots, N\} \) so that, for some \( y \in B_r(x) \) and \( F_E \in \mathcal{F}^y \), we have

\[
\int_{B_{2r}(x_j)} |\mathbb{1}_E - \mathbb{1}_{F_i}| \, \mathrm{dvol}_G \leq \int_{B_{2r}(y)} |\mathbb{1}_E - \mathbb{1}_{F_i}| \, \mathrm{dvol}_G + \frac{\mathrm{vol}_G(B_{2r}(x_j) \Delta B_{2r}(y))}{\mathrm{vol}_G(B_{2r}(y))} + \frac{1}{(2r)^Q} \int_{B_{4r}(x)} |\mathbb{1}_{F_i} - \mathbb{1}_{F_E}| \, \mathrm{dvol}_G
\]

\[
< 4\varepsilon.
\]

Define \( U_{1,1} = \{E \in \mathcal{G} : \int_{B_{2r}(x_1)} |\mathbb{1}_E - \mathbb{1}_{F_1}| \, \mathrm{dvol}_G < 4\varepsilon\} \), and recursively for all \( (k, l) \in \{1, \ldots, N\} \times \{1, \ldots, M\} \) following the lexicographic total order of \( \mathbb{N} \times \mathbb{N} \), define

\[
U_{k,l} = \left\{ E \in \mathcal{G} : \int_{B_{2r}(x_k)} |\mathbb{1}_E - \mathbb{1}_{F_l}| \, \mathrm{dvol}_G < 4\varepsilon \right\} \setminus \bigcup_{(i,j) < (k,l)} U_{i,j}.
\]
By construction and the previous paragraph, $\mathcal{G}$ is contained in the disjoint union of these Borel sets: $\mathcal{G} \subset \bigsqcup_{i=1}^{N} \bigsqcup_{j=1}^{M} U_{i,j}$. We set $\gamma(E) := F_l$ when $E \in U_{k,l}$ and note that the conclusion holds with $x' := x_k$. ■

The Proof of Theorem 4.3

This subsection corresponds to Section §10 of [11]. We prove Theorem 4.3 by first establishing estimates on the good and bad parts of the cut metric $d_{\Sigma}$.

In the lemma below, we estimate the good part of the cut metric.

**Lemma 4.16.** Let $x \in U_{k,\varepsilon}$ and $r > 0$, and set $\mathcal{G} := \mathcal{G}(x, r, \varepsilon, R_0)$. Let $\gamma : \mathcal{G} \to \mathcal{F}$ be the map from Lemma 4.15. Let $\varepsilon_0$ be the constant from Lemma 4.13 and $C_0$ the constant from Proposition 4.14. If $\varepsilon < \varepsilon_0$, then for the pushforward measure $\hat{\Sigma} := \gamma#(\Sigma \res \mathcal{G})$, we have

$$\|d_{\Sigma \res \mathcal{G}} - d_{\hat{\Sigma}}\|_{L^1(B_r(x) \times B_r(x))} \leq 16C_0r\varepsilon^{-1}\text{vol}_G(B_r(x))^2.$$

**Proof.** The proof uses nearly the same estimates as [11].

$$\int_{B_r(x) \times B_r(x)} |d_{\Sigma \res \mathcal{G}}(a, b) - d_{\hat{\Sigma}}(a, b)| \text{dvol}_G(a) \text{dvol}_G(b)$$

$$\leq \int_{B_r(x) \times B_r(x)} \int_{\text{FP}_{loc}(G)} |\mathbb{1}_E(a) - \mathbb{1}_E(b) - \mathbb{1}_{\gamma(E)}(a) + \mathbb{1}_{\gamma(E)}(b)| \text{dvol}_G(a) \text{dvol}_G(b)$$

$$\leq \int_{\text{FP}_{loc}(G)} \int_{B_r(x) \times B_r(x)} |\mathbb{1}_E(a) - \mathbb{1}_{\gamma(E)}(a)| + |\mathbb{1}_E(b) - \mathbb{1}_{\gamma(E)}(b)|$$

$$\text{dvol}_G(a) \text{dvol}_G(b) \text{d} \Sigma \res \mathcal{G}(E)$$

$$\leq \int_{\text{FP}_{loc}(G)} 16\varepsilon \text{vol}_G(B_r(x))^2 \text{d} \Sigma \res \mathcal{G}(E)$$

$$= 16\varepsilon \text{vol}_G(B_r(x))^2 \Sigma(\mathcal{G}).$$

The claim then follows from Proposition 4.14. ■

Next, we estimate the bad part of the cut metric. For this claim, we introduce the Poincaré constant of $G$. The Poincaré constant $\tau$ is a constant that satisfies for all functions of bounded variation $f \in \text{BV}_{loc}(G)$ and all balls $B_r = B_r(x) \subset G$ the following
We will need only the case when \( f = \mathbb{1}_E \) for \( E \in \mathcal{FP}_{loc} \), for which \( |Df| = \text{Per}_E \). For the definition of functions of bounded variation, see [2]. For the inequality in this form and for references to various places in which the inequality has been proven, see [17].

**Lemma 4.17** (Estimating the bad part of the cut metric). Let \( \tau > 0 \) be the Poincaré constant of \( G \). If \( x \in U_{x,\varepsilon} \) and \( 0 < r < r_1 \), then

\[
\left\| d_{\Sigma_{B(x,S)}}(x,r,\varepsilon,R_0) \right\|_{L^1(B_r(x) \times B_r(x))} \leq \tau \varepsilon r \text{vol}_G(B_r(x))^2.
\]

**Proof.** Set \( B := B(x,r,\varepsilon,R_0) \). A direct computation shows that

\[
\left\| d_{\Sigma_{B(x,S)}}(x,r,\varepsilon,R_0) \right\|_{L^1(B_r(x) \times B_r(x))} \leq \tau \varepsilon r \text{vol}_G(B_r(x))^2,
\]

where \( (a) \) is by definition, \( (b) \) is an application of Fubini Theorem (which we can apply because \( \Sigma \) is \( \sigma \)-finite and because the integrand function is non-negative), \( (c) \) is an application of the Poincaré inequality above, and \( (d) \) is an application of Proposition 4.12.

Now, we are in the position to prove the main technical tool, Theorem 4.3.

**Remark 4.14.** Before we embark on the proof of Theorem 4.3, we describe one small, yet crucial difference to [11, Theorem 10.2]. There, the proof uses [11, Proposition 8.2], which as indicated above in Remark 4.12 contained a small error. This yielded an additive \( \tau \delta \)-term, instead of the \( \tau \varepsilon \)-term we have in Equation (4.15). Consequently, the proof in [11, Theorem 10.2] had a limiting process which involved sending \( \varepsilon \to 0 \).
followed by sending \( \delta \to 0 \). Indeed, with the correction, it suffices to send \( \varepsilon \to 0 \). This is of crucial importance for us, while in the original proof, the double limit was also allowed.

**Proof of Theorem 4.3.** Let \( \delta > 0 \) and let \( (\varepsilon_j)_{j=1}^{\infty} \) be any sequence decreasing to 0 with \( \varepsilon_1 < \varepsilon_0 \), where \( \varepsilon_0 \) is the constant from Lemma 4.13. Fix sets \( U_{\delta, \varepsilon_j} \) that are \((\delta, \varepsilon_j)\)-regular at scales \((r_0(j), r_1(j), R_0(j))\), which are afforded to us by Lemma 4.10. Let \( x \in U_{\delta} := \bigcap_{j=1}^{\infty} U_{\delta, \varepsilon_j} \).

Fix \( j \in \mathbb{N} \) and \( r < \min\{r_0(j), r_1(j)\} \), and define \( \mathcal{G}_j := \mathcal{G}(x, r, \varepsilon_j, R_0(j)) \) and \( \mathcal{B}_j := \mathcal{B}(x, r, \varepsilon_j, R_0(j)) \). Let \( \gamma : \mathcal{G}_j \to \mathcal{F} \) be the map defined in Lemma 4.15 and let \( \hat{\Sigma}_j \) be the pushforward of \( \Sigma \mathcal{G}_j \) under \( \gamma \) as in Lemma 4.16. By Proposition 4.14 and the fact that \( \mathcal{F} \) is translation and dilation invariant, the rescaled cut measure \( \frac{1}{r} S_{x,r}^*(\hat{\Sigma}_j) \) belongs to \( \mathcal{F}(C_0^{-1}) \) where \( C_0 \) depends only on the group \( G \) (recall that \( \mathcal{F}(K) \) is the collection of cut measures \( \Sigma \) supported on \( \mathcal{F} \) with \( \Sigma(\text{Cut}(G)) \leq K \)). Here, the rescaled cut measure \( \frac{1}{r} S_{x,r}^*(\hat{\Sigma}_j) \) is defined by \( \frac{1}{r} S_{x,r}^*(\hat{\Sigma}_j)(E) := \frac{1}{r} \hat{\Sigma}_j(\delta_1/r, (x^{-1})E) \), and it is straightforward to check that \( d_{B_r} \frac{1}{r} S_{x,r}^*(\hat{\Sigma}_j) = \frac{1}{r} S_{x,r}(d_{\Sigma_j}) \). Then we have, by Lemmas 4.16 and 4.17,

\[
\inf_{\hat{\Sigma} \in \mathcal{F}(C_0^{-1})} \left\| \frac{1}{r} S_{x,r}^*(d_{\Sigma}) - d_{\hat{\Sigma}} \right\|_{L^1(B_G \times B_G)} \leq \left\| \frac{1}{r} S_{x,r}^*(d_{\Sigma}) - \frac{1}{r} S_{x,r}^*(d_{\hat{\Sigma}}) \right\|_{L^1(B_G \times B_G)}
\]

\[
= \frac{1}{r \text{vol}_G(B_r(x))^2} \left\| d_{\Sigma} - d_{\hat{\Sigma}} \right\|_{L^1(B_r(x) \times B_r(x))}
\]

\[
\leq \frac{1}{r \text{vol}_G(B_r(x))^2} \left\| d_{\Sigma} \right\|_{\mathcal{G}_j} - d_{\hat{\Sigma}} \left\|_{L^1(B_r(x) \times B_r(x))}
\]

\[
+ \frac{1}{r \text{vol}_G(B_r(x))^2} \left\| d_{\Sigma} \right\|_{\mathcal{G}_j} - d_{\hat{\Sigma}} \left\|_{L^1(B_r(x) \times B_r(x))}
\]

\[
\leq 16C_0 \varepsilon_j \delta^{-1} + \tau \varepsilon_j. \tag{4.15}
\]

Letting \( r \to 0 \), this gives us

\[
\limsup_{r \to 0} \inf_{\hat{\Sigma} \in \mathcal{F}(C_0^{-1})} \left\| \frac{1}{r} S_{x,r}^*(d_{\Sigma}) - d_{\hat{\Sigma}} \right\|_{L^1(B_G \times B_G)} \leq 16C_0 \varepsilon_j \delta^{-1} + \tau \varepsilon_j.
\]

Since \( \varepsilon_j \to 0 \) and the left-hand side does not depend on \( j \), this implies

\[
\limsup_{r \to 0} \inf_{\hat{\Sigma} \in \mathcal{F}(C_0^{-1})} \left\| \frac{1}{r} S_{x,r}^*(d_{\Sigma}) - d_{\hat{\Sigma}} \right\|_{L^1(B_G \times B_G)} = 0.
\]
Thus, (4.4) holds for every $\delta > 0$ and every $x \in U_\delta$, with $K_x := C_0 \delta^{-1}$. By Lemma 4.10, the set $\bigcup_{\delta > 0} U_\delta$ has full $\mathrm{vol}_G$-measure in $B_G$, and thus (4.4) holds for $\mathrm{vol}_G$-a.e. $x \in B_G$.

To extend to almost every $x \in G$, we use a simple translation trick. Let $g \in G$ be arbitrary, and define a new cut measure $\Sigma_g$ on $G$ by $\Sigma_g(E) := \Sigma(g^{-1}E)$. Then since $\mathcal{F}$ is translation invariant, the pair $(\Sigma_g, \mathcal{F})$ satisfies all the hypotheses of the theorem. Thus, by the preceding argument, for almost every $x \in B_G$, there exists $K_x < \infty$ such that

$$\lim_{r \to 0} \inf_{\Sigma \in \mathcal{F}(K_x)} \| \frac{1}{r} S_{x,r}^* (d_{\Sigma_g}) - d_{\Sigma} \|_{L^1(B_G \times B_G)} = 0.$$ 

A direct computation shows that $S_{x,r}^* (d_{\Sigma_g}) = S_{g x,r}^* (d_{\Sigma})$, and so (4.4) holds for almost every $x \in gB_G$. Since $G$ can be covered by a countable collection of the form $\{g_i B_G\}_{i \in \mathbb{N}}$, for some $\{g_i\}_{i \in \mathbb{N}} \subset G$, the conclusion (4.4) holds for almost every $x \in G$. 

5 Blowing Up Cut Metrics: Proof of Theorem 1.5

In this section, we make the important further step of taking locally uniform sublimits of the rescaled metrics $\frac{1}{r} S_{x,r}^* (d_{\Sigma})$ considered in Theorem 4.3, and examine the structures of the resulting blowup metrics. This is the content of Theorem 1.5, which we restate here.

Theorem 5.1 (Theorem 1.5). Let $\Sigma$ be an $\mathrm{FP}_{\mathrm{loc}}$ cut measure on a Carnot group $G$ and $\mathcal{F} \subset \mathrm{Cut}(G)$ a collection of cuts such that

- $d_{\Sigma}$ is Lipschitz with respect to $d_G$,
- $\mathcal{F}$ is compact,
- $\mathcal{F}$ consists of constant normal cuts,
- $\mathcal{F}$ is translation and dilation invariant, and
- $\mathcal{F}$ contains the $\Sigma$-generic tangents.

Then, for $\mathrm{vol}_G$-a.e. $x \in G$, every blowup metric $d_{\Sigma,\infty}$ of $d_{\Sigma}$ at $x$, and every $R \in (0, \infty)$, there exists a cut measure $\Sigma'$ supported on $\mathcal{F}$ such that $\Sigma'(\mathcal{F}) < \infty$ and $d_{\Sigma,\infty} = d_{\Sigma'}$ on $B_R(0) \times B_R(0)$.

Proof. Let $x \in G$ be any point such that the conclusion of Theorem 4.3 holds. First assume $R = 1$. Let $d_{\Sigma,\infty}$ be a blowup metric of $d_{\Sigma}$ at $x$:

$$d_{\Sigma,\infty} = \lim_{j \to \infty} r_j^{-1} S_{x,r_j}^* (d_{\Sigma}) \quad (5.1)$$
for some sequence \((r_j)_j\) decreasing to 0, where the convergence is locally uniform on \(G \times G\) (and hence uniform on \(B_G \times B_G\)). By Theorem 4.3, we can find a number \(K_x < \infty\) and a sequence of cut measures \(\Sigma_j\) supported on \(\mathcal{F}\) such that

\[
\sup_j \Sigma_j(\mathcal{F}) \leq K_x, \tag{5.2}
\]

\[
\lim_{j \to \infty} \| r_j^{-1} S_{x,r_j}(d_\Sigma) - d_{\Sigma_j} \|_{L^1(B_G \times B_G)} = 0. \tag{5.3}
\]

By assumption, the set \(\mathcal{F}\) is a compact metrizable space, and hence (5.2) shows that \(\{\Sigma_j\}_j\) is a weak* precompact subset of \(C^0(\mathcal{F})^*\), the dual space of continuous functions on \(\mathcal{F}\). Then, by passing to a subsequence, we may assume that there exists a positive Radon measure \(\Sigma'\) on \(\mathcal{F}\) with \(\Sigma'(\mathcal{F}) \leq K_x\) such that \(\Sigma_j \to \Sigma'\) weak*. We will show that \(d_{\Sigma_j} \to d_{\Sigma'}\) weakly in \(L^1(B_G \times B_G)\).

Let \(f \in L^\infty(B_G \times B_G)\). It is easy to check that the assignment \(E \mapsto \int_{B_G \times B_G} f dE \, d(vol_G \times vol_G)\) is continuous on \(\text{Cut}(G)\). Thus, by definition of weak* convergence and by Fubini Theorem, we get

\[
\int_{B_G \times B_G} f d\Sigma' \, d(vol_G \times vol_G) = \int_{B_G \times B_G} f \int_{\mathcal{F}} dE \, d\Sigma' \, d(vol_G \times vol_G) \\
= \int_{\mathcal{F}} \int_{B_G \times B_G} f dE \, d(vol_G \times vol_G) \, d\Sigma' \\
= \lim_{j \to \infty} \int_{\mathcal{F}} \int_{B_G \times B_G} f dE \, d(vol_G \times vol_G) \, d\Sigma_j \\
= \lim_{j \to \infty} \int_{B_G \times B_G} f \int_{\mathcal{F}} dE \, d\Sigma_j \, d(vol_G \times vol_G) \\
= \lim_{j \to \infty} \int_{B_G \times B_G} f d\Sigma_j \, d(vol_G \times vol_G),
\]

proving \(d_{\Sigma_j} \to d_{\Sigma'}\) weakly. Together with (5.3), this shows that

\[
d_{\Sigma'} = \lim_{j \to \infty} r_j^{-1} S_{x,r_j}(d_\Sigma),
\]

where the convergence is weakly in \(L^1(B_G \times B_G)\). By the Dominated Convergence Theorem, uniform convergence on \(B_G \times B_G\) implies weak convergence in \(L^1(B_G \times B_G)\), and thus (5.1) implies

\[
d_{\Sigma,\infty} = \lim_{j \to \infty} r_j^{-1} S_{x,r_j}(d_\Sigma),
\]
where the convergence is weakly. Since the weak topology is Hausdorff, the last two equations imply $d_{\Sigma,\infty} = d_{\Sigma'}$ almost everywhere on $B_G \times B_G$. Since $d_{\Sigma,\infty}$ is Lipschitz with respect to $d_G$, so is $d_{\Sigma'}$. Recall, that in such a setting, we choose the continuous representative of $d_{\Sigma'}$. With this choice, the equality holds everywhere on $B_G \times B_G$.

Now let $R < \infty$ be arbitrary. It is easy to check that the rescaled metric $(y, z) \mapsto \frac{1}{R} d_{\Sigma,\infty}(\delta_R(y), \delta_R(z))$ is another blowup metric of $d_\Sigma$ at $x$ (with respect to the sequence of scales $(R r_j)$). Thus, by the above argument applied to this blowup metric, there exists a cut measure $\Sigma'_R$ supported on $F$ such that $\Sigma'_R(F) < \infty$ and

$$\forall y, z \in B_G, \quad \frac{1}{R} d_{\Sigma,\infty}(\delta_R(y), \delta_R(z)) = d_{\Sigma'_R}(y, z). \tag{5.4}$$

Now we define a new measure $\Sigma''_R$ on $\text{Cut}(G)$ by $\Sigma''_R(E) := R \Sigma'_R(\delta_{1/R}(E))$. Then since $\mathcal{F}$ is dilation invariant, the cut measure $\Sigma''_R$ is supported on $\mathcal{F}$ and $\Sigma''_R(\mathcal{F}) < \infty$. Furthermore, it is easy to check that $d_{\Sigma''_R}(y, z) = R d_{\Sigma'_R}(\delta_{1/R}(y), \delta_{1/R}(z))$, and thus when combined with (5.4) we get that $d_{\Sigma,\infty}(y, z) = d_{\Sigma''_R}(y, z)$ for every $y, z \in B_R(0)$. \qed

6 Proof of Theorem 1.3

6.1 Streamlined Ambrosio–Kleiner–Le Donne

We begin with a lemma that collects results from [3], which are essential to us. In that paper, it is shown that, perimeter-almost everywhere, every tangent of a constant normal set has a new invariant direction; an iteration of this procedure generates vertical half-spaces.

Recall that, for a Carnot group $G$ with stratified Lie algebra $g = \oplus_{i=1}^s V_i$, the step of $G$ is $s$, the rank of $G$ is $m_1 = \dim(V_1)$, and the topological dimension of $G$ is $m_g = \dim(g)$. Also recall the notation $\mathcal{F}_k$ from Definition 3.2.

Lemma 6.1. Let $G$ be a Carnot group.

1. Let $\Sigma$ be any $\text{FP}_{\text{loc}}$ cut measure on $G$. Then $\mathcal{F}_{m_1-1}$ contains the $\Sigma$-generic tangents.

2. For each $k \in \mathbb{N}$ with $m_1 - 1 \leq k \leq m_g - 2$, if $\Sigma$ is a cut measure on $G$ supported on $\mathcal{F}_k$, then $\mathcal{F}_{k+1}$ contains the $\Sigma$-generic tangents.

Proof. Notice that $\mathcal{F}_{m_1-1}$ is simply the collection of constant normal cuts. Then to prove (1), since $\Sigma$ is any $\text{FP}_{\text{loc}}$ cut measure, it needs to be shown that the generic tangent of a locally finite-perimeter cut is a constant normal cut. This is stated and proved in
[18, Theorem 3.1] for step 2 Carnot groups, but the proof works for Carnot groups of arbitrary step, since the step-2 assumption wasn’t use up that point in the article. We defer to that article for details.

The proof of (2) is performed by synthesizing various lemmas and proofs from [3]. Let $k \in \mathbb{N}$ with $m_1 - 1 \leq k \leq m_g - 2$. We may assume $s \geq 2$, because otherwise $m_1 = m_g$ and no such $k$ exists. Let $\Sigma$ be a cut measure supported on $F_k$, and let $E \in F_k$. It suffices to show that $F_{k+1}$ contains the generic tangents of $E$. Let $X \in V_1$ be a constant normal for $E$ and $g' := \text{span}(\text{Inv}_0(E))$. Observe that $g'$ is a Lie subalgebra by [3, Proposition 4.7(i)]. Then $W := g' \oplus \mathbb{R}X$ Lie generates $g$, and thus by [3, Proposition 2.17], there exists $x \in \exp(g')$ such that $Z := \text{Ad}_x(X) \notin W$. By [3, Proposition 4.7(ii)], $Z \in \text{Reg}(E)$ since $g' \subset \text{Inv}(E)$ and $X \in \text{Reg}(E)$. The sets $\text{Reg}(E)$ and $\text{Inv}(E)$ are defined in Definition 3.2. Decompose $Z$ as $Z = Z_1 + \cdots + Z_s$, with $Z_\ell \in V_\ell$. It must hold that $Z_\ell \notin \text{Inv}_0(E)$ for some $\ell \geq 2$ since $Z \notin W \supset \text{span}(\text{Inv}_0(E)) + V_1$. Let $\ell'$ be the largest such $\ell$. Then $Z' := Z_2 + \cdots + Z_{\ell'} = Z_1 - (Z_{\ell'+1} + \cdots + Z_s) \in \text{Reg}(E)$, because $Z_j \in \text{Inv}_0(E) \subset \text{Reg}(E)$ for $j > \ell'$ and $Z_1 \in \text{Reg}(E)$ since $Z_1$ is a horizontal vector and $E$ a cut of locally finite perimeter. Then by [3, Lemma 5.8], for $\text{Per}_{E^{-}a.e} x \in G$, and every tangent $L$ of $E$ at $x$, we have that $Z_{\ell'} \in \text{Inv}_0(L)$. Since an invariant homogeneous direction is still invariant under a blowup (this follows from Lemma 3.3), we thus have $\text{span}(\text{Inv}_0(E)) \oplus \mathbb{R}Z_{\ell'} \subset \text{span}(\text{Inv}_0(L))$. This shows $\dim(\text{span}(\text{Inv}_0(L))) \geq \dim(\text{span}(\text{Inv}_0(E))) + 1$. Since tangents of constant-normal cuts also have constant normal (this also follows from Lemma 3.3), $L \in F_{k+1}$.

**Remark 6.1.** A rephrasing of the second part of the above lemma is that if $E \in F_k$, then, for $\text{Per}_{E^{-}a.e} x \in G$, every tangent of $E$ at $x$ belongs to $F_{k+1}$.

### 6.2 Non-embeddability of non-abelian Carnot groups

Finally, we conclude by proving Theorem 1.3. As explained in the introduction, this implies Theorem 1.2, which in turn implies our main result: Theorem 1.1.

**Proof of Theorem 1.3.** Let $G$ be a Carnot group and $f : G \to L^1$ Lipschitz. By Proposition 4.1, there is an $F_{\text{loc}}$ cut measure $\Sigma$ on $G$ such that $d_f = d_\Sigma \text{vol}_G \times \text{vol}_G$-almost everywhere. Theorem 3.6 and Lemma 6.1 imply that the hypotheses of Theorem 1.5 are satisfied, and thus, by that theorem, there exists a cut measure $\Sigma_{m_1-1}$ supported on $F_{m_1-1}$ with $\Sigma_{m_1-1}(\text{Cut}(G)) < \infty$ and $d_{\Sigma_{m_1-1}}$ agrees with a blowup of $d_\Sigma$ on $B_G \times B_G$ (which exists by Arzelà–Ascoli). Since the Lipschitz constant does not increase with blowups, $d_{\Sigma_{m_1-1}}$ is also Lipschitz with respect to $d_G$ on $B_G \times B_G$. Moreover, since $\Sigma_{m_1-1}(\text{Cut}(G)) < \infty$ and $\Sigma_{m_1-1}$ is supported on $F_{m_1-1}$, which consists of constant
normal cuts, $\Sigma_{m_1 - 1}$ is an FP$_{\text{loc}}$ cut measure. Indeed, for every $R > 0$ and every $E \in \mathcal{F}$ with $\text{Per}_E(B_R(0)) > 0$, there exists $x_E \in B_R(0) \cap \partial^*E$ by the second part of Lemma 3.1, and the first part of that lemma yields $\text{Per}_E(B_R(0)) \leq \text{Per}_E(B_{2R}(x_E)) \leq C(2R)^{Q - 1}$. Therefore, $\int_{\text{Cut}(G)} \text{Per}_E(B_R(0)) \, d\Sigma_{m_1 - 1}(E) \leq C(2R)^{Q - 1} \Sigma_{m_1 - 1}(\text{Cut}(G)) < \infty$.

Repeating the same argument with $d_{\Sigma_{m_1 - 1}}$ in place of $d_{\Sigma}$, we get that there exists an FP$_{\text{loc}}$ cut measure $\Sigma_{m_1}$ supported on $\mathcal{F}_{m_1}$ such that $d_{\Sigma_{m_1}}$ agrees with a blowup of $d_{\Sigma_{m_1 - 1}}$ on $B_G \times B_{G'}$. After iterating this procedure up to $m - m_1$ times in total, and after using the stronger form of Theorem 1.5 for the final blowup, we get that there exists a $k$-fold iterated blowup of $\rho$ of $d_{\Sigma} = d_f$ (with $k \leq m - m_1$) and, for each $R < \infty$, a cut measure $\Sigma_{m - 1}$ supported on $\mathcal{F}_{m - 1}$ such that $d_{\Sigma_{m - 1}}$ agrees with $\rho$ on $B_R(0) \times B_R(0)$.

Recall that $\mathcal{F}_{m_1}$ is exactly the collection of half-spaces, and in particular $\text{span}((\bigcup_{i=2}^{s} V_i) \subset \text{Inv}(E)$ for every $E \in \mathcal{F}_{m_1}$. By the grading property and basic Lie group theory, it holds that $\text{exp}(\text{span}(\bigcup_{i=2}^{s} V_i)) = [G, G]$. Thus, by [7, Proposition 2.8(1)(2)], for every $z \in [G, G]$ and $E \in \mathcal{F}_{m_1}$, we have that $\mathbb{1}_E(xz) = \mathbb{1}_E(x)$ for vol$_G$-almost every $x \in G$. Then for every $z \in [G, G]$ and every $R' < \infty$, the definition of $d_E$ and Fubini Theorem imply $d_E(x, yz) = d_E(x, y)$ for $(\Sigma_{m - 1} \times \text{vol}_G \times \text{vol}_G)$-almost every $(E, x, y) \in \mathcal{F}_{m - 1} \times G \times G$.

Now fix $z \in [G, G]$ and let $R' \in (d_G(0, z), \infty)$ be arbitrary. Set $R := R' - d_G(0, z)$, so that $x, yz \in B_R(0)$ whenever $x, y \in B_R(0)$. We define a new continuous function $\rho_z : B_R(0) \times B_R(0) \to \mathbb{R}$ by $\rho_z(x, y) := \rho(x, yz)$. We show next that $\rho_z(x, y) = \rho(x, y)$ for $\text{vol}_G \times \text{vol}_G$-almost every $(x, y) \in B_R(0) \times B_R(0)$ by showing equality as linear functionals on $L^1(B_R(0) \times B_R(0))$. For every $f \in L^1(B_R(0) \times B_R(0))$, Fubini Theorem implies

$$\rho_z(f) = \int_{\mathcal{F}_{m_1} \times B_R(0) \times B_R(0)} f(x, y) d_E(x, yz) \, d(\Sigma_{m - 1} \times \text{vol}_G \times \text{vol}_G)(E, x, y)$$

$$= \int_{\mathcal{F}_{m_1} \times B_R(0) \times B_R(0)} f(x, y) d_E(x, y) \, d(\Sigma_{m - 1} \times \text{vol}_G \times \text{vol}_G)(E, x, y)$$

$$= \rho(f).$$

Since both $\rho_z$ and $\rho$ are continuous, this implies $\rho(x, yz) = \rho(x, y) = \rho(x, y)$ for every $(x, y) \in B_R(0) \times B_R(0)$. Since $R' < \infty$ was arbitrary and $R \to \infty$ as $R' \to \infty$, this implies $\rho(x, yz) = \rho(x, y)$ for every $x, y \in G$.

7 Other Spaces Non-embeddable Into $L^1$

In this final section we prove analogues of Theorem 1.1 for other classes of groups and of metric spaces. The general idea is that if a space quasi-isometrically embeds into
$L^1$, then none of its asymptotic cones can be a non-abelian Carnot group. Similarly, if a metric space bi-Lipschitz embeds into $L^1$, then none of its tangent spaces can be a non-abelian Carnot group. Both these statements are immediate consequences of our Theorem 1.2 and Kakutani’s representation theorem [8, Corollary F.4], as in the proof of Theorem 1.1.

In this section we describe two specific situations where one can exclude quasi-isometric or bi-Lipschitz embeddings into $L^1$. The first setting is the one of locally compact groups of polynomial growth, see [9, 13] for an introduction, terminology, and some results. Particular examples of locally compact groups are finitely generated groups equipped with word distances and Lie groups equipped with Riemannian metrics. These last groups are of polynomial growth for example if they are nilpotent. It is well known (for example, from the work of Gromov and Pansu [20, 35]) that finitely generated groups and nilpotent Lie groups are virtually abelian if and only if they are quasi-isometric to some Euclidean space. We shall show that this last property is necessary and sufficient for quasi-isometric embeddability into $L^1$.

**Corollary 7.1.** A locally compact group of polynomial growth embeds quasi-isometrically into $L^1$ if and only if it is quasi-isometric to a Euclidean space.

**Proof.** As Euclidean spaces bi-Lipschitz embed into $L^1$, one implication is obvious. For the other implication, let $G$ be a locally compact group of polynomial growth. By Breuillard’s study of locally compact groups of polynomial growth [9, Theorem 1.2 and Lemma 3.110] we have that $G$ is quasi-isometric to a connected simply connected nilpotent Riemannian Lie group $N$. Hence, if $G$ admits a quasi-isometric embedding into $L^1$, then so does $N$. From Theorem 1.1 we infer that $N$ is abelian, hence a Euclidean space.

The proof of the last corollary actually gives another corollary, since one can substitute Breuillard’s result with [14, Corollary 4.33]. This result states that a metric space is quasi-isometric to some connected simply connected nilpotent Riemannian Lie group under the assumption that it is boundedly compact (i.e., bounded closed subsets are compact), connected, quasigeodesic, homogeneous, and of polynomial growth. For locally compact homogeneous metric spaces, polynomial growth is defined in terms of an invariant measure and it is equivalent to the metric function being doubling at large scale. See for instance [14, §2.6] and [15].
Corollary 7.2. Let $X$ be a metric space that is boundedly compact, connected, quasi-geodesic, homogeneous, and of polynomial growth. Then $X$ embeds quasi-isometrically into $L^1$ if and only if it is quasi-isometric to a Euclidean space.

Without assuming polynomial growth, the conclusion of Corollary 7.2 is false. For example, it has been shown in [39] that real hyperbolic spaces embed isometrically (and equivariantly) into $L^1$.

The second setting where Carnot groups appear naturally is sub-Riemannian geometry. We refer to [1] for an introduction to sub-Riemannian manifolds. Like the Heisenberg group, sub-Riemannian manifolds have provided several examples of non-embeddability results, unless they are Riemannian. We extend these results with $L^1$ target.

Corollary 7.3. An equiregular sub-Riemannian manifold that bi-Lipschitz embeds into $L^1$ is Riemannian.

Proof. By Mitchell’s theorem [6], an equiregular sub-Riemannian manifold $M$ admits at every point a tangent cone that is a Carnot group, which is Euclidean only at those points where $M$ is Riemannian. If $M$ bi-Lipschitz embeds into $L^1$, then as a corollary to Kakutani’s representation theorem [8, Corollary F.4], the bi-Lipschitz embedding induces a bi-Lipschitz embedding of each of the tangent cones of $M$ into $L^1$. Theorem 1.2 implies that each of these tangent cones is a Euclidean space, and thus the sub-Riemannian structure of $M$ is Riemannian.

Remark 7.1. The requirement that the sub-Riemannian manifold is equiregular cannot be dropped in Corollary 7.3. Without this assumption, our argument shows that the manifold is almost Riemannian (see [1]). One cannot conclude that the manifold is Riemannian because it has been shown that the Grushin plane bi-Lipschitz embeds into the Euclidean 3-space, and thus into $L^1$; see [40, 41].
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