Abstract—We analyze the impact of inter-cell mobility on user performance in dense networks such as that enabled by LTE-A and 5G. To this end, we consider a homogeneous network of small cells and first show how to reduce the evaluation of user performance to the case of a single representative cell. We then propose simple analytical models that capture mobility through the distribution of the residual sojourn time of mobile users in the cell. An approximate model, based on Quasi-Stationary (QS) assumptions, is developed in order to speed up computation in the Markovian framework. We use these models to derive the average throughput of both mobile and static users, along with the probability of handover for mobile users. Numerical evaluation and simulation results are provided to assess the accuracy of the proposed models. We show, in particular, that both classes of users benefit from a throughput gain induced by the “opportunistic” displacement of mobile users among cells.
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I. INTRODUCTION

To address the steady increase of mobile traffic, one way is to enhance the network capacity by a massive deployment of small cells. This is a solution envisaged by network operators in the framework of LTE-A heterogeneous networks [7] or Ultra Dense Networks scenarios for future 5G networks [11]. In such dense networks, the amount of handover generated by users mobility will significantly increase, with a notable impact on signaling overhead. On the other hand, the average throughput of users data communications is expected to improve, due to the changing transmission conditions which allow some kind of mobility-based opportunism.

In this context, the present paper aims at evaluating the impact of inter-cell mobility on the user-perceived performance in dense networks. Specifically, considering small cells enables us to neglect the possible spatial variations of intra-cell capacities and thus to focus on the impact of inter-cell mobility itself. Furthermore, we decouple the performance evaluation problem from that of characterizing a geometric user displacement model. The latter topic is out of scope of the present paper (see [13] and references therein for a review of current methods and, in particular, [10] for the Random Waypoint (RW) model). Mobility is here supposed to be captured through the distribution of the users residual sojourn time in a cell, i.e., the time a mobile user is physically present in the cell once its transmission has started; this distribution may be the output of user displacement models. Given this distribution, we construct a flow-level queuing model that allows us to derive the essential performance metrics in each cell, namely the mean throughput and the handover probability.

In the case of a homogeneous network, our approach enables us to reduce the analysis of the network performance to that of a single representative cell. Besides, an approximate model is derived in order to replace the exact Markovian model when the latter suffers from scalability impairments.

In the literature, performance gains induced by mobility in cellular networks are generally related to the spatial variations of capacity inside the cells, which permits some opportunistic use of favorable transmission conditions by mobile users [3]–[5], [9]. These papers also base their evaluation on flow-level traffic modeling but address mobility through a spatial Markov process where users jump between distinct capacity zones in the cells. In [3], [4], the average throughputs of different classes of users are estimated through upper and lower bounds associated with fluid limits and quasi-stationary regimes, respectively. By means of an approximate model, [9] computes the mean flow throughput of a single class of users, reporting on a throughput gain created by intra- and inter-cell mobility altogether. In a complementary way, [5] focuses on the characterization of network capacity with different scenarios of intra-cell and inter-cell mobility.

Generalizing a study on a single cell in isolation [1], our paper is to our knowledge the first attempt to focus on the multi-class throughput gains induced by inter-cell mobility alone, and also to provide a method to estimate the handover rate, a key performance parameter which counterbalances the throughput improvement. In the following, Section III presents our approach to model networks with mobility. A generic one-cell Markovian model is constructed in Section IV to derive the main performance indicators; a heuristic Quasi-Stationary approximation is then proposed to alleviate computation. Finally, the approach is validated for homogeneous networks through simulation and numerical experiments in Sections V and VI.
II. NETWORK WITH MOBILITY

Consider a cellular network of $I$ cells with possibly distinct capacities. Users from $K$ traffic classes may appear and move during their communications. When leaving a cell during transmission, users join one of the neighboring cells according to some routing probabilities. They consequently generate supplementary flows of new arrivals, hereafter called handover arrivals, which are to be added to fresh arrivals in each cell.

We assume that class-$k$ users generate requests for transmission in cell $i$ according to a Poisson process with rate $\lambda_{i,k}^0$, $i = 1, \ldots, I$, $k = 1, \ldots, K$; this corresponds to the fresh traffic offered to cell $i$. To account for class-$k$ users that became active outside cell $i$ and experienced one or more handovers, the total flow arrival to cell $i$ is written as

$$\lambda_{i,k} = \lambda_{i,k}^0 + \lambda_{i,k}^L$$

where $\lambda_{i,k}^L$ denotes the handover call arrival rate from neighboring cells. For all $i$ and $k$, we will assume that the handover process to cell $i$ from class-$k$ users can be approximated by a Poisson process so that it can be superposed to the fresh arrivals to build up a total Poisson arrival process with rate $\lambda_{i,k}$ given in (1). All Poisson processes introduced above are assumed to be mutually independent.

The latter is a fundamental assumption in our modeling approach, which allows a local description of the traffic flows at each cell as explained below. This notably simplifies the global description of the overall multi-class multi-cell process, as handled in [3]–[5], [9].

A. Heterogeneous network

The handover arrival rate $\lambda_{i,k}^L$ to cell $i$ results from the superposition of handovers departing from neighboring cells according to routing probabilities $p_k(j, i)$ from cell $j \neq i$ to cell $i$ for class-$k$ users. We can write the flow equation

$$\lambda_{i,k}^L = \sum_{j \neq i} p_k(j, i) \cdot \lambda_{j,k}^{Out}$$

where $\lambda_{j,k}^{Out}$ is the handover departure rate from cell $j$ emanating from class-$k$ users. Rate $\lambda_{j,k}^{Out}$ can in turn be considered as an output of a queuing model for cell $j$ and calculated by means of some performance function $F_{j,k}(.)$, that is,

$$\lambda_{j,k}^{Out} = F_{j,k}(\lambda_{i,1}^{In}, \ldots, \lambda_{i,K}^{In})$$

for $j = 1, \ldots, I$ and $k = 1, \ldots, K$. In [3], only handover arrival rates are considered as variables, all other intrinsic parameters (such as cell capacities, per-class offered traffic and mobility rates introduced below) being kept constant. From (2)–(3), it follows that a stationary network regime can be characterized by a system of $I \times K$ equilibrium equations with unknowns, the handover arrival rates $\lambda_{i,k}^L$, namely

$$\lambda_{i,k}^L = \sum_{j \neq i} p_k(j, i) \cdot F_{j,k}(\lambda_{j,1}^{In}, \ldots, \lambda_{j,K}^{In})$$

The problem of existence and uniqueness of a solution to the non-linear system [4] is out of scope of the present paper. As the performance functions $F_{j,k}$ may not be explicitly determined in terms of input parameters, the practical determination of a solution to (4) generally involves a numerical iterative procedure, e.g. a fixed-point algorithm.

B. Homogeneous network

Now assume that the network consists in homogeneous cells in the following sense:

(i) all intrinsic parameters (capacities, arrival rates, ...) are the same for all cells, so that performance functions do not depend on the cell index, that is, $F_{j,k}(.) = F_k(.)$;

(ii) handover routing is homogeneous, i.e., for each class $k$, cell $i$ receives handover traffic from a set $J_k(i)$ of neighboring cells with identical probability $p_k(j, i) = 1/J_k$, where $J_k$ is the common cardinal of sets $J_k(i)$.

Clearly, any solution to the simpler system

$$\begin{cases}
\lambda_{i,k}^L = \lambda_{i,k}^L = \lambda_{i,k}^{In}, & \forall i, j, k, \\
\lambda_{k}^{L} = \lambda_{k}^{Out} = F_k(\lambda_{1}^{In}, \ldots, \lambda_{K}^{In}), & \forall k,
\end{cases}$$

will provide a particular solution to (4), hence the solution if uniqueness is ensured. For a homogeneous network, the problem thus reduces to the study of a single cell, hereafter called the representative cell. System (5) expresses the fact that the outgoing handover traffic is fed back in a balanced way as a supplementary traffic to the ingress of this cell.

III. GENERIC MODEL

We consider a single cell whose performance model may be used as the generic tool to provide performance equations [3] or [5] for a heterogeneous or homogeneous network, respectively (we thus drop the cell index $i$ in all notation).

A. Markovian Modeling

The considered cell is supposed to be “small”, i.e., of limited range so that its transmission capacity $C$ can be assumed spatially constant (this capacity is viewed as an input parameter accounting for radio and interference conditions in the considered cellular network). We handle downlink traffic only and suppose that capacity $C$ is equally shared among all active users present in its service area (this can be implemented by means of a Round-Robin discipline). Following this fair sharing policy, the system occupancy (number of active transmissions at any time) can then be modeled by a Processor-Sharing (PS) queue [2].

Class-$k$ users have i.i.d. transmission requests of data volume $\Sigma_k$ with mean $\sigma_k$, hence a service rate $\mu_k = C/\sigma_k$. We call $T_k$ the remaining sojourn time of a mobile user, i.e., the time duration he physically stays in the cell after the transmission has started. We finally denote by $\theta_k = 1/E(T_k)$
the mean cell departure rate of class-\( k \) users, called class-\( k \) mobility rate; any class \( k \) where \( \theta_k = 0 \) will be called static.

Given this setting, the occupation state of the considered cell can be described by the multi-dimensional random process \( \mathbf{N}(t) = (N_1(t), \ldots, N_K(t)) \), where \( N_k(t) \) is the number of ongoing class-\( k \) data transfers in the cell at time \( t \). The evolution of this process is represented by a Processor-Sharing queue with impatience \([6] \), the “impatient” customers here corresponding to mobile users that may leave the system before service completion.

We further assume that \( \Sigma_k \) and \( T_k \) are exponentially distributed with parameters \( 1/\sigma_k \) and \( \theta_k \), respectively. Process \( \mathbf{N}(t) \) is then Markovian in \( \mathbb{N}^K \); from state \( \mathbf{n} = (n_1, \ldots, n_K) \) and for \( \mathbf{e}_k = (0, \ldots, 1, \ldots, 0) \) with 1 corresponding to the \( k \)-th component, we can reach state \( \mathbf{n} + \mathbf{e}_k \) with transition rate \( \lambda_k \), or state \( \mathbf{n} - \mathbf{e}_k \) with transition rate \( n_k \mu_k / L(\mathbf{n}) + n_k \theta_k \) if \( n_k > 0 \), \( L(\mathbf{n}) = \sum_{1 \leq j \leq K} n_j \) denoting the total number of active users.

**Proposition III.1:** Let \( \rho_k = \lambda_k / \mu_k \) be the offered load of class \( k \). The Markov occupancy process \( \mathbf{N}(t) \) has a stationary regime if, and only if,

\[
\rho_S = \sum_{k \in S} \rho_k < 1,
\]

where \( S \) is the set of static user classes.

See proof in Appendix VII-A. Note that stability condition \([6] \) does not depend on the traffic intensity of mobile (i.e., impatient) users; this is intuitively clear since the latter always leave the cell after a finite time and therefore cannot cause a system overload. Now, given \([6] \), the equilibrium equations of process \( \mathbf{N}(t) \) in stationary regime can be written as

\[
\sum_{k=1}^{K} \left[ \lambda_k + n_k \left( \frac{\mu_k}{L(\mathbf{n})} + \theta_k \right) \right] \Pi(\mathbf{n}) = \sum_{k=1}^{K} \lambda_k \Pi(\mathbf{n} - \mathbf{e}_k) + \sum_{k=1}^{K} (n_k + 1) \left( \frac{\mu_k}{L(\mathbf{n}) + 1} + \theta_k \right) \Pi(\mathbf{n} + \mathbf{e}_k),
\]

with \( \sum_{\mathbf{n} \in \mathbb{N}^K} \Pi(\mathbf{n}) = 1 \), where \( \Pi(\mathbf{n}) = \mathbb{P}(\mathbf{N} = \mathbf{n}) \). For given \( k \), multiplying each equation of \((7)\) by \( n_k \) by \( n_k \) and then summing over all state vectors \( \mathbf{n} \in \mathbb{N}^K \) provides the following relation.

**Lemma III.1:** For any class \( k \), the average arrival and departure rates verify the conservation law

\[
\lambda_k = \mu_k E\left( \frac{N_k \mathbf{1}_{N_k>0}}{L(\mathbf{N})} \right) + \theta_k E(N_k).
\]

Clearly, process \( \mathbf{N}(t) \) is not reversible unless all classes are static; its stationary distribution \( \Pi(\cdot) \) is thus not amenable to a simple closed form. We can nevertheless evaluate this distribution by solving system \((7)\) numerically and derive the performance indicators of interest. We first calculate the average throughput \( \gamma_k \) of a class-\( k \) user. Since mobile users may transfer only a part \( X_k \) of their total data volume \( \Sigma_k \) during their sojourn in the cell, their average throughput may be evaluated as follows. By Little’s law, \( \mathbb{E}(N_k)/\lambda_k \) is the mean time to transfer the average volume \( \mathbb{E}(X_k) \) hence

\[
\gamma_k = \frac{\lambda_k \mathbb{E}(X_k)}{\mathbb{E}(N_k)}
\]

The average transferred volume \( \mathbb{E}(X_k) \) is not directly computable from distribution \( \Pi(\cdot) \). We can nevertheless observe that \( \lambda_k \mathbb{E}(X_k) \) represents the carried traffic intensity for class \( k \); in a way similar to the derivation of Little’s formula, this traffic intensity can be shown to equal the mean bandwidth \( \mathbb{E}(\phi_k) \) allocated to class-\( k \) users, so that \( \gamma_k \) eventually reads

\[
\gamma_k = \frac{\mathbb{E}(\phi_k)}{\mathbb{E}(N_k)} = \frac{C}{\mathbb{E}(N_k)} \mathbb{E}\left( \frac{N_k \mathbf{1}_{N_k>0}}{L(\mathbf{N})} \right)
\]

which involves the distribution \( \Pi(\cdot) \) of \( N_k \) only. We similarly define the handover probability for class-\( k \) users as the proportion of users that exit the cell before the completion of their transmission, that is,

\[
H_k = \frac{\lambda_k^{out}}{\lambda_k} = \frac{\mathbb{E}(N_k) \theta_k}{\lambda_k}.
\]

Using conservation law \([8] \) in conjunction with definitions \([10] \) and \([11] \) readily yields the following property, which clearly shows the close relationship between the average throughput and the handover probability (except for classes of static customers where \( \theta_k = 0 \) and \( H_k = 0 \), obviously).

**Corollary III.1:** For any class \( k \), the handover probability \( H_k \) and the average throughput \( \gamma_k \) are related by

\[
H_k = \frac{\theta_k \sigma_k}{\gamma_k + \theta_k \sigma_k}.
\]

In the rest of the paper, we will concentrate on the essential case of two traffic classes, static users (with class index “S”) and mobile users (with index “M”). We thus set \( \theta_S = 0 \), \( \theta_M > 0 \) and define loads \( \rho_S = \lambda_S / \mu_S \), \( \rho_M = \lambda_M / \mu_M \).

### B. Quasi-Stationary Approximation

Although the Markovian model can be numerically solved, it does not lend itself to explicit expressions for performance indicators. To circumvent the explosive computation time of both the simulation and the numerical resolution of balance equations, we now develop an approximation framework suitable for the previous two-class scenario. Note that an asymptotic for the reneging probability (equivalent to our handover probability) in a multiclass Processor Sharing system with impatience has been provided in \([8] \), although in a heavy loaded cell with mobile users only.

The underlying idea for the proposed approximation is a Quasi-Stationary (QS) assumption. First, consider that the largest the load, the highest tendency of mobile users to leave
the cell before the end of their transmission. The stationary distribution of their number might thus be approximated by that of a queuing system without any constraint, i.e., a Poisson distribution describing the occupancy of an M/G/∞ queue. The mean value $A$ of this Poisson distribution remains to be evaluated. Now, given a number $m$ of mobile users in the cell, we assume it to remain constant in time (Quasi-Stationary) so that the number $N_S$ of static users evolves in a queue with $m$ permanent users. This enables us to obtain the conditional distribution of $N_S$, given $N_M = m$, thence the joint distribution $\Pi = \Pi^{(1)}$ of the pair $(N_S, N_M)$ and all performance indicators of interest.

This first step, however, does not provide accurate enough values for these indicators (in particular, $\gamma_M$) when comparing them to that of the exact Markovian Model. We thus iterate the QS approximation scheme by fixing now the prior distribution $N_M$ so as to obtain a second step estimation for the joint distribution $\Pi = \Pi^{(2)}$ of $(N_S, N_M)$ and the corresponding evaluation of performance indicators. At this stage, the latter evaluations indeed provide more accurate results (see Sections IV-C and V) than that obtained at the first step of the approximation. It has been observed that further iterations of this QS scheme do not bring better accuracy.

We now specify the QS approximation as follows (see Appendix VII-B for detailed developments).

Proposition III.2: Let $A > 0$ be the solution to
\begin{equation}
    e^{-A} (1 - \rho_S) = \frac{\theta_M}{\mu_M} A + 1 - \rho_S - \rho_M.
\end{equation}

Then the throughputs $\gamma_S$ and $\gamma_M$ can be approximated by
\begin{align}
    \gamma_S &= \frac{C(1 - \rho_S)}{1 + A}, \\
    \gamma_M &= \sigma_M \left( \frac{\lambda_M}{E(N_M)} - \theta_M \right) \tag{14}
\end{align}

with $E(N_M) = \sum_{(\ell, m) \in \mathbb{N}^2} m \Psi(m|\ell) q(\ell)$, where
\begin{align}
    q(\ell) &= e^{-A \rho_S} \rho_S^{\ell} (1 - \rho_S) \sum_{k=0}^{\ell} \frac{(A(1 - \rho_S))^k}{k!}, \\
    \Psi(m|\ell) &= \Psi(0|\ell) \left( \frac{\rho_M}{\rho_0} \right)^m \frac{1}{m!} \prod_{k=1}^{\ell+k} \frac{\ell+k}{\ell+k+1/\rho_0} \tag{15}
\end{align}

for all $(\ell, m) \in \mathbb{N}^2$, with factor $\Psi(0|\ell)$ determined by the normalization condition $\sum_{m \geq 0} \Psi(m|\ell) = 1$ and with constant $\rho_0 = \theta_M / \mu_M$.

The handover $H$ for mobile users is estimated from definition (II) and the above expression of $E(N_M)$.

IV. MODEL VALIDATION

This section aims at validating the robustness of the proposed approach; to do this, we will distinguish

- the impatience model (IM) consisting in the Markovian model analyzed in Section III where the arrival rate $\lambda_k$ for any user-class $k$ is an exogeneous input parameter;
- and the mobility model (MM), consisting in the same Markovian model but where, as expressed in Section III Equs. (1)-(5), the arrival rate $\lambda_k$ for any class $k$ is the sum of a given exogeneous arrival rate $\lambda_k^0$ (the fresh offered traffic) and the handover arrival rate $\lambda_k^{in}$ adjusted so as to balance the outgoing handover rate $\lambda_k^{out}$.

A. Impatience Model

We here evaluate the IM with a special emphasis on its robustness to the distributions of the sojourn time $T_M$ of mobile users and of the flow volume $\Sigma$.

1) Numerical set-up: we fix a cell capacity $C = 50 \text{ Mbit/s}$, a proportion of 50% mobile users and a mean flow volume $\sigma = 12.5 \text{ MB} (100 \text{ Mbit})$ for both classes. The mobile users speed is set to $v = 36 \text{ km/h}$ and the mean distance crossed by mobile users, after their data transfer has started, is $E(D) = 100 \text{ m}$, hence a mean exit rate $\theta_M = v/E(D) = 0.1 \text{ s}^{-1}$.

Event-driven simulations have been performed at flow level. The accuracy of results drawn from simulation has been tightly controlled. Specifically, in every configuration, ten independent simulation runs have been performed, generating around 1 million discrete events each, so as to guarantee a confidence interval with range equal to two standard deviations around the mean. In particular, the confidence intervals plotted on Fig. I are very small and cannot be actually distinguished (except at high load for the throughput ratio, a most sensitive indicator). For better readability, such confidence intervals will not be represented anymore in further results. Also, as a check, note that simulation results perfectly match that of the Markovian model in the case of exponential distributions.

2) Influence of sojourn time distribution: we envisage several distributions for $T_M$ so as to obtain a wide range of values for its variance (with given mean). Beside the exponential distribution, we thus consider the Deterministic, the Uniform and the Pareto distribution with power index 2.

For such distributions of $T_M$, Fig. I depicts the variations of $\gamma_M$, $\gamma_M/\gamma_S$ and $H$ with varying load $\rho_S$. We observe that the throughput of each class is only marginally impacted by the distribution of $T_M$, indicating that results derived in the Markovian framework remain valid for more realistic sojourn time distributions. The handover $H$ is, however, noticeably more impacted (particularly at low load) and increases with the variance of $T_M$. It also increases with the load, tending to 1 when $\rho_S \to 1$. 


3) Influence of flow volume distribution: sensitivity tests have also been performed regarding the distribution of the flow volume. Surprisingly, the impact of this distribution (applied to both mobile and static users) on $\gamma_S$ and $\gamma_M$ is the same as that of Fig. 1 with an identical parameter setting (discrepancies between results are indistinguishable and so not shown here); on the other hand, the impact on $H$ is reversed, as shown in Fig. 2 the greater the distribution variability, the lower $H$.

4) Throughput gains: Fig. 1(a) shows a substantial throughput gain perceived by mobile users compared to a scenario where all users would be static. Note also the different stability regions: $\rho_S < 0.5$ without mobility (with a proportion of 50% static users) and $\rho_S < 1$ with mobility, as claimed in Proposition III.1. Fig. 1(b) highlights a significant gain of mobile users throughput over that of static users. Such throughput gains result from the opportunistic nature of mobile users who tend to leave the system when it is highly loaded. As indicated by Fig. 1(c), the gains are obviously obtained at the expense of larger handover.

5) Other scenarios: we also considered different proportions of mobile users and different values of $\theta_M$. Qualitatively, the corresponding performance curves show a behavior quite similar to that of the above scenario. Based on these observations, we will further pay no more attention to the sensitivity of performance indicators and always refer to the Markovian setting with exponential distributions. We have further observed that the throughput gain of mobile over static users appears to be the greatest when the mobility rate is large (say, more than twice the service rate for mobile users) and when the proportion of mobile users is small (say, 20%).

B. Mobility model in a homogeneous network

We now validate our approach for reducing a homogeneous network of small cells to a single representative cell. Handling now the Mobility Model, we stress the fact that the loads (static, mobile or total) as well as the proportion of traffic from each class all refer to the fresh offered traffic, that is, 

$$\rho_S^0 = \frac{\lambda_S^0 \sigma_S}{C}, \quad \rho_M^0 = \frac{\lambda_M^0 \sigma_M}{C}, \quad \rho^0 = \rho_S^0 + \rho_M^0.$$ 

We compare the outputs of simulation experiments on the homogeneous ring network represented in Fig. 3 to that of the corresponding single-cell mobility model. All four cells of the ring network are equivalent and have the same capacity and traffic parameters as in subsection IV-A All random variables are now supposed to be exponentially distributed, and we
consider a series of three normalized mobility rates: $\theta_M$ equals 0.1, 1 or 10 times the service capacity $\mu_M = 0.5 \text{ s}^{-1}$.

Fig. 4 depicts the performance indicators versus the total offered load (in each cell), obtained from simulation for the three values of the mobility rate. For each value of $\theta_M$, the four curves (each corresponding to a given cell) are plotted with the same color code; note that they are almost indistinguishable from each other, except for the ratio $\gamma_M/\gamma_S$.

We first observe that the stability region is now characterized by $\rho^0 < 1$. This can be easily understood since the considered queuing system is work-conserving, with mobile users re-entering the system until their transfer is completed.

**Conjecture IV.1:** In the Mobility Model, condition $\rho^0 < 1$ ensures the existence of a fixed-point solution to equilibrium equation (5), i.e., $\lambda_M^{ln} = \lambda_M^{out}$.

Note that, for simplicity, this condition will still be called a stability condition, as it translates the fact that the resource must have enough capacity to handle all offered traffic. Although the proof of its sufficiency is open, its necessity is straightforward; in fact, by conservation equations (5) for classes $S$ and $M$ where $\theta_M E(N_M) = \lambda_M^{out} = \lambda_M^{ln}$, we have

$$\rho^0_S = E \left( \frac{N_S 1_{N_S > 0}}{N_S + N_M} \right), \quad \rho^0_M = \frac{\lambda_M - \lambda_M^{ln}}{\mu_M} = E \left( \frac{N_M 1_{N_M > 0}}{N_S + N_M} \right)$$

hence $\rho^0 = \rho^0_S + \rho^0_M < 1$.

From Fig. 4(a)(b), we note that the throughput gains due to mobility increase, quite naturally, with the mobility rate. Other complementary results with various proportions of mobile users confirmed that the mobile/static throughput gain is all the more important that the proportion of mobile users is weak.

The latter simulation results are compared in Fig. 5 to the Markovian single-cell mobility model (representative cell) for the case when $\theta_M = \mu_M$. We notice that the single-cell model provides slightly optimistic performance indicators: average throughputs greater and handover probability lower than those from simulation, particularly at high load. From plots obtained for other values of $\theta_M/\mu_M$, these discrepancies generally increase with the mobility rate, as expected.

In summary, the presented results provide a number of interesting features, such as the stability region, the good matching between model and simulation, the performance gain of mobile users versus static users, the high sensitivity of handover to various input parameters (mobility rate, proportion of mobile users). The salient point, nevertheless, is the following: there is an inter-cell mobility gain created by the opportunistic displacement of mobile users within the network according to possible local load variations in individual cells. This throughput gain is perceived by both classes (although at a lower level by static users) and is predicted by simulation and by the Markovian single-cell model as well.
The QS approximation is compared in Fig. 6 to the results of the Markovian IM, with the same parameter setting as above but with normalized mobility rates of 0.2, 1 and 5. The accuracy of the approximation appears very good for all performance indicators. This has also been checked for other parameter settings, and particularly for other proportions of the mobile user class.

When comparing the QS approximation to the Markovian MM, however, we observed that the throughput of static users is somewhat lower in the approximation than in the exact model (except when the impact of mobility is very weak, e.g. for a normalized mobility rate = 0.2). We can give the following interpretation to this: in fact, when applying the first step of the QS approximation to the MM framework, the constant $A$ which solves equation (13) can be explicitly written as $A = \ln(1 - \rho_S)/(1 - \rho^0)$ (after definitions $A = \mathbb{E}(N_M)$, $\lambda_M = \lambda_{in}^M + \lambda_{out}^M$ and the balance equation $\lambda_{in}^M = \lambda_{out}^M = \mathbb{E}(N_M) \theta_M$ between handover arrival and departure rates). Thus, if computed from (14) after this first step, the static and mobile throughputs should be, as $A$, independent of $\theta_M$. This explains the poor behaviour observed above for the approximate model at this first step. The second step largely improves the accuracy, at least as regards the performance of mobile users, but the throughput of static users remains somewhat less precise and almost constant as can be seen for example in Fig. 7 below.

V. Impact of speed and cell size

Interpreting the previous results and figures helps us to assess the impact of the cell size. Indeed, assuming a constant speed $v$, the (residual) mean distance the mobile user travels in the cell is $\mathbb{E}(D) = v/\theta_M$; this mean distance typically equals the radius $R$ of a circular cell. Thus for, e.g., $v = 90$ km/h, the values of $\theta_M$ considered above, namely $5 \mu_M$, $\mu_M$ and $0.2 \mu_M$ (with $\mu_M = 0.5$ s$^{-1}$) respectively correspond to a radius of 10 m, 50 m and 250 m, typical of a Femto, Pico, and Micro cell. As expected, users in Femto cells experience the largest throughput since their mobility rate is the highest. As expected, all performance indicators are increasing functions of the speed. In particular, $H \to 1$ when $v \to \infty$, as predicted by (12); for $v = 0$, both static and mobile users throughputs equal $C(1 - \rho^0)$, the common throughput achieved when all users are static. Again, the QS approximation works nicely for predicting the performance of mobile users, although it is less accurate for the static user throughput.

VI. Conclusion

We investigated the impact of inter-cell mobility on user performance in the context of dense networks with small cells. Our approach relies on two main ideas. First, we have reduced the evaluation of user performance in a homogeneous network to that of a single representative cell (a generalization to a heterogeneous network has also been introduced). We have then developed simple analytical models that capture mobility through the distribution of the mobile users sojourn time in a cell. A simplifying approximate model has been derived in order to overcome scalability problems of the Markovian model, or in view of possible extensions: based on a Quasi-Stationary assumption, this approximation takes into account the fundamentally distinct behaviors of static and mobile users.

We can notably point out the following outcomes of our study: (i) as a step beyond available studies, we perform the computation of the handover probability, a key performance indicator which mitigates that of the user throughput; (ii) our reduction approach to a single representative cell proves reasonable; (iii) throughput performance is robust with respect to different distributions of the mobile users’ sojourn time and their flow volume. This insensitivity property justifies the use of Markovian models; (iv) the Quasi-Stationary approximation performs quite well in evaluating performance indicators in various parameter configurations; (v) both classes of users are shown to benefit from a throughput gain induced by the opportunism of mobile users while they travel among cells.

A follow-up to the present study can be envisaged by extending the analysis to cellular networks with spatially varying cell capacities, together with the generalization to heterogeneous cell networks.
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Fig. 6. Comparison of the (a) mobile throughput, (b) static throughput and (c) handover probability obtained from the Markovian IM (marks) with those from the QS approximation (lines), for a proportion of 50% mobile users and a normalized mobility rate of 0.2, 1, or 5.
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VII. APPENDIX

A. Stability of the Impatience Model

We prove Proposition [III.1]. First assume that process $(N(t))_{t \geq 0}$ has a stationary distribution; applying conservation law (8) to each static class $k$ with $\theta_k = 0$, then summing over all $k \in S$, gives $\rho_S = \sum_{k \in S} \rho_k = \sum_{k \in S} E(N_k/L(n)) < 1$, so that condition (6) is necessary.

Conversely, assume that (6) holds, that is, $\rho_S < 1$. For any test function $f: \mathbb{N}^K \to \mathbb{R}^+$, the infinitesimal generator $Q$ of the Markov process $(N(t))_{t \geq 0}$ is given by

$$Qf(n) = \sum_{1 \leq k \leq K} \lambda_k \left[f(n + e_k) - f(n)\right] + \sum_{1 \leq k \leq K} \left(\frac{\mu_k \eta_k}{L(n)} + \theta_k n_k\right) \text{1}_{n_k > 0} \left[f(n - e_k) - f(n)\right]$$

for $n \in \mathbb{N}^K$ with $L(n) = \sum_{1 \leq k \leq K} \eta_k$. By (12), Proposition 8.14, $(N(t))_{t \geq 0}$ is ergodic if there exists a so-called Lyapunov function $\Lambda: \mathbb{N}^K \to \mathbb{R}^+$ and positive constants $\eta, \delta$ such that

(a) the set $\{n \in \mathbb{N}^K, \Lambda(n) \leq \eta\}$ is finite,

(b) random variables $\sup_{0 \leq t \leq \xi} \Lambda(N(t))$ and $\int_{[0,1]} |Q\Lambda(N(t))|dt$ are integrable,

(c) $\Lambda(n) \leq -\delta$ as soon as $\Lambda(n) > \eta$.

As a candidate Lyapunov function, we consider the function $\Lambda$ defined by $\Lambda(n) = \sum_{1 \leq k \leq K} n_k^2/\lambda_k$. We successively verify conditions (a), (b) and (c):

- (a) is clearly fulfilled by function $\Lambda$ and any finite $\eta$;
- if $A_k(t)$ is the number of class-$k$ user arrivals within interval $[0, t]$, then $N_k(t) \leq A_k(t) \leq A_k(1)$ for $0 \leq t \leq 1$, where variable $A_k(1)$ has finite first and second moments. The latter inequalities readily ensure the validity of (b) for $\Lambda$;
- denoting by $M$ the set of mobile user classes and setting $x = n/L(n)$ for $n \neq 0$, the above definition of $Q$ yields

$$Q\Lambda(n) = H(x) + 2 F(x) \cdot L(n) - 2 G(x) \cdot L(n)^2$$ (16)
with $H(x) = K + \sum_{1 \leq k \leq K} x_k / \rho_k$ and
\[ F(x) = 1 - \sum_{1 \leq k \leq K} \frac{x_k^2}{\rho_k} + \frac{1}{2} \sum_{k \in M} \frac{\theta_k x_k^2}{\lambda_k}, \]
$G(x) = \sum_{k \in M} \frac{\theta_k x_k^2}{\lambda_k}$.

Note by definition of $L(n)$ that $\sum_{1 \leq k \leq K} x_k = 1$, so that all terms $H(x)$, $F(x)$ and $G(x)$ in (16) are bounded.

For any given $\varepsilon > 0$, it is readily verified that the minimum of $\sum_{k \in S} x_k / \rho_k$ under the constraint $\sum_{k \in S} x_k \geq 1 - \varepsilon$ is attained at $x_k^* = (1-\varepsilon) \rho_k / \rho_S, \forall k \in S$, and this minimum equals $(1-\varepsilon)^2 / \rho_S$. Then,

(i) on the one hand, for $\sum_{k \in S} x_k \geq 1 - \varepsilon$, we have $\sum_{k \in M} x_k \leq \varepsilon$ so that the upper bound
\[ F(x) \leq \frac{\rho_S - 1}{\rho_S} + \varepsilon \left( \frac{2}{\rho_S} + B \right) \]  
holds, with $B = \max_{k \in M} \theta_k / \lambda_k$. Hence, using condition $\rho_S < 1$, $F(x)$ can be made smaller than a negative constant $-C$ by choosing a small enough $\varepsilon$. It then follows from (16) that $Q(A(n)) \leq \max_k H(x_k) - 2C \cdot L(n)$, thus $Q(A(n))$ tends to $-\infty$ and can be made smaller that any negative constant for large enough $L(n)$;

(ii) on the other hand, for $\sum_{k \in S} x_k < 1 - \varepsilon$ with $\varepsilon$ chosen as above, we have $\sum_{k \in M} x_k > \varepsilon$ and thus $G(x) > A$ with $A = \varepsilon^2 / (M \cdot \max_{k \in M} \theta_k / \lambda_k)$. If $L(n) \to +\infty$ with condition $G(x) > A$, then $Q(A(n))$ tends to $-\infty$ after (16) and the fact that functions $F(\cdot)$ and $H(\cdot)$ are bounded.

We conclude that, in all cases, $Q(A(n))$ can be made smaller than a constant $-\delta < 0$ for large enough $L(n)$, or equivalently, for large enough $A(n)$. This fulfills requirement (c).

Conditions (a), (b) and (c) being verified, $\Lambda$ is a Lyapunov function for $(N(t))_{t \geq 0}$ and condition (6) is thus sufficient.

**B. The Quasi-Stationary Approximation**

Recall that we now deal with the simpler, but significant, two-class system, $S$ and $M$. As a preamble, applying conservation law (6) to each class, we get
\[ \rho_S = \mathbb{E} \left( \frac{N_S 1_{N_S > 0}}{L(N)} \right), \quad \rho_M = \mathbb{E} \left( \frac{N_M 1_{N_M > 0}}{L(N)} \right) + \frac{\theta_M}{\mu_M} \mathbb{E}(N_M). \]

Then, noting that (with $L(N) = N_S + N_M$)
\[ \mathbb{E} \left( \frac{N_S 1_{N_S > 0}}{L(N)} \right) + \mathbb{E} \left( \frac{N_M 1_{N_M > 0}}{L(N)} \right) = \mathbb{E}(1_{N \neq (0,0)}), \]
we obtain the relation, which will be useful below:
\[ \mathbb{E}(N_M) = \frac{\mu_M}{\theta_M} (\rho_S + \rho_M + \Pi(0,0) - 1). \]  

The QS approximation can now be derived in two steps.

**I** First assume that $N_M$ has a Poisson distribution with mean $A = \mathbb{E}(N_M)$ to be determined. Given $N_M = m$, $N_S$ is supposed to evolve as the occupancy process of a Processor Sharing queue where static users dynamically share the available capacity with a set of $m$ permanent customers.

The conditional distribution $\Phi(\cdot|m)$ of $N_S$ is derived from the local balance equations of the one-dimensional Markov process $(N_S(t))$, and we obtain
\[ \Phi(\ell|m) = \Phi(0|m) \rho_S \frac{(\ell + m)!}{\ell! m!}, \quad \ell \geq 0, \]
with $\Phi(0|m)$ determined by the normalization condition $\sum_{\ell \geq 0} \Phi(\ell|m) = 1$, hence $\Phi(0|m) = (1 - \rho_S)^{m+1}$. Deconditioning on $N_M$, the joint distribution of $(N_S, N_M)$ then reads
\[ \Pi^{(1)}(\ell, m) = e^{-A} \frac{A^m}{m!} \left( \rho_S (1 - \rho_S)^{m+1} \right) \]
for $(\ell, m) \in \mathbb{N}^2$ and, in particular, $\Pi(0,0) = e^{-A} (1 - \rho_S)$. By relation (18) and the latter value of $\Pi(0,0)$, we deduce that the unknown mean $A$ is determined as the unique positive solution to the implicit equation (13).

Applying relations (6) and (10) with $\mathbb{E}(N_M) = A$ first provides the expression (14) for $\gamma_M$. As to static users, we use (20) to derive $\mathbb{E}(N_S) = \rho_S \mathbb{E}(N_S) + \rho_M \mathbb{E}(N_M)$, hence $\mathbb{E}(N_S) = (1 + A) \rho_S / (1 - \rho_S)$ so that the defining relation $\gamma_S = \lambda_S \sigma_S / \mathbb{E}(N_S)$ eventually leads to formula (14) for $\gamma_S$.

**II** As argued in the main text, we need to go one step further by considering now that mobile users “see” a succession of stationary regimes conditioned on the number of static users. First compute the marginal distribution $q(\cdot)$ of $N_S$ from the joint distribution (20) as
\[ q(\ell) = \sum_{m \geq 0} e^{-A} \rho_S^m (1 - \rho_S) \left( \frac{\ell + m}{m} \right) \left[ \frac{A(1 - \rho_S)^m}{m!} \right], \]
for all $\ell \geq 0$; the latter formula reduces to expression (15) after simple manipulations. For given $N_S = \ell$, the number of mobile users is then supposed to evolve as the occupancy process of a Processor Sharing queue with impatient (mobile) customers and a set of $\ell$ permanent customers. The conditional distribution $\Psi(\cdot|\ell)$ for the number of mobile users then verifies the local balance equations
\[ \lambda_M \Psi(m - 1|\ell) = m \left( \frac{\mu_M}{\ell + m} + \theta_M \right) \Psi(m|\ell), \]
for all $m > 0$. By recursion, we then obtain expression (15) for $\Psi(m|\ell)$, $m \geq 0$, with $\Psi(0|\ell)$ given by the normalization condition. By deconditioning on $N_S$, the joint distribution of $(N_S, N_M)$ is now given by
\[ \Pi^{(2)}(\ell, m) = \Psi(m|\ell) q(\ell), \quad (\ell, m) \in \mathbb{N}^2. \]

The average throughput $\gamma_S$ in this second step QS approximation is unchanged compared to that given by (14), since $\gamma_S = C \rho_S / \mathbb{E}(N_S)$ and the marginal distribution $q(\cdot)$ of $N_S$ is now known a priori. Besides, relations (6) and (10) again enable us to write $\gamma_M$ as in (14) where the mean $\mathbb{E}(N_M)$ is now re-evaluated from the joint distribution (22). According to definition (11), the handover probability is similarly re-evaluated from $H = \mathbb{E}(N_M) \theta_M / \lambda_M$. 

