Improve three-dimensional point localization accuracy in stereo vision systems using a novel camera calibration method
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Abstract
Computer vision systems have demonstrated to be useful in applications of autonomous navigation, especially with the use of stereo vision systems for the three-dimensional mapping of the environment. This article presents a novel camera calibration method to improve the accuracy of stereo vision systems for three-dimensional point localization. The proposed camera calibration method uses the least square method to model the error caused by the image digitalization and the lens distortion. To obtain particular three-dimensional point coordinates, the stereo vision systems use the information of two images taken by two different cameras. Then, the system locates the two-dimensional pixel coordinates of the three-dimensional point in both images and converts them into angles. With the obtained angles, the system finds the three-dimensional point coordinates through a triangulation process. The proposed camera calibration method is applied in the stereo vision systems, and a comparative analysis between the real and calibrated three-dimensional data points is performed to validate the improvements. Moreover, the developed method is compared with three classical calibration methods to analyze their advantages in terms of accuracy with respect to tested methods.
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Introduction
Nowadays, applications like manufacturing process, structural health monitoring, microsurgery, laparoscopic surgery, and specially in autonomous navigation have used three-dimensional (3-D) measuring techniques.1–5 In these applications, the accuracy is essential for the tasks that must be developed; therefore, there are methods to improve the accuracy of the 3-D measurements.6,7 In autonomous navigation systems, the aim is to move an autonomous...
object through a 3-D environment with classic interpolation methods (inertial sensors) or external references (computer vision, ultrasonic sensors, GPS, CCD, and CMOS). Recently, research in autonomous navigation applications has focused on stereo vision, which is used for 3-D mapping, detection, and location of objects. Advantages of the stereo vision are the portability and the wide field of view (FOV) due to the use of cameras, obtaining more information of the environment to scan compared with other 3-D measuring techniques, for example, time of flight, pulse modulation method, dynamic laser triangulation, among others. Stereo vision systems (SVS) process visual information from two or more cameras to obtain features of a specific scene. The SVS setup employs two cameras in which each camera captures images from different perspectives. In each stereo image, the corresponding points between them are detected, and finally, a triangulation process is performed with each corresponding pair of points. The two main reasons of loss of accuracy in SVS for 3-D measurements are the loss of information due to the image digitalization and the lens distortion. The loss of information in image digitalization entails that specific areas of the images have low quality in terms of brightness, sharpness, and contrast, causing a difficult and inaccurate localization of the 3-D points in these areas. On the other hand, the lens distortion causes deformation in the straight lines of the images, resulting on inaccurate measurements of the 3-D points in SVS. These errors are minimized using camera calibration methods, where intrinsic and extrinsic parameters of the cameras are obtained. The mentioned parameters are the position and orientation of the cameras, focal distance, optical center, and lens distortion coefficients, where their estimation entails a high computational cost because it is necessary to perform many steps to obtain them. The novel camera calibration method for SVS is developed with the purpose of locating 3-D points of a specific scene without estimating these parameters, obtaining a low computational cost. Moreover, the developed method is created to have higher accuracy in the localization of 3-D points than other calibration methods that use the estimation of the mentioned parameters. The developed SVS prototype is presented in Figure 1; it performs the developed camera calibration method, high-speed pattern recognition feature, and triangulation process to obtain the 3-D points coordinates. The proposed calibration method uses the least square technique, in which an equation is obtained to compensate the loss of information due to the image digitalization and the errors generated by the lens distortion. The presented article shows the implementation of an SVS to locate 3-D points coordinates in real-time applications and a novel calibration method to improve the accuracy of the 3-D points coordinates. Experimentations are performed, where 3-D points coordinates of a specific scene are located at different depths, obtaining databases of 3-D points coordinates with the implemented SVS and, afterward, databases including the calibration method on the SVS, comparing the results to validate the improvements of the developed calibration method. Moreover, an experimentation where a comparative analysis is performed between the developed calibration method with other three classical calibration methods is presented. In this experimentation, the errors obtained by each calibration method tested in planes XY, XZ, YZ, and XYZ are compared.

Image digitalization errors and lens distortion

Image digitalization is employed a CCD or CMOS sensor, which gets the light information from the scene, converting it into electric signals. The intensity of each electrical signal will depend on the amount of light obtained by the sensor in different parts of the scene. These signals are amplified and converted into digital signals, creating a bitmap (pixels) with the digital information of the scene. In this process, there is a loss of information due to signal noise, the conversion of light information to electric signals made by the sensor, and the conversion of the analog signal to digital signal made by the analog–digital converter. Generally, in SVS, a matching process of a specific region is performed between images from different perspectives in order to locate 3-D points of a scene. A low quality of the images due to the loss of information can cause mismatch of the specific region between the images and also entails to inaccurate measurements of the 3-D points. Figure 2 shows an example of how the errors of image digitalization affect the SVS in this matching process. Another problem that occurs in cameras is the lens distortion. The problem consists in the curvature of the straight lines presented in the image due to the camera lens. This curvature can be presented in three forms: barrel distortion, pincushion distortion, and mustache distortion. Figure 3 shows the types of distortions that can be presented in camera lens. The barrel distortion is seen on wide angle lenses, where the FOV of the lens is wider than the
size of the image sensor, resulting in straight lines curved inward. In the opposite way, the pincushion distortion is seen on telephoto lens, where the FOV of the lens is smaller than the size of the image sensor, resulting in straight lines curved outward. In addition, the mustache distortion appears in several lens with variable FOV. In this distortion, the straight lines are seen curved inward toward the center of the image and curved outward at the extreme corners of the image. The lens distortion in SVS causes inaccurate measurements in the 3-D points localization, especially toward the extreme edges of the images where the distortion affects more.

**SVS implementation**

The SVS obtains 3-D information from two images captured from two different cameras separated by a known distance. Similar design of SVS can be found in the literature.\(^{27-29}\) The developed computer program for 3-D point localization using SVS can be divided into five steps: images capture, camera calibration, pattern match, computing pixel coordinates to angles, and triangulation. Figure 4 shows the localization of a 3-D point in the scene using the developed SVS. The coordinates \((P_{li}, P_{lj})\) and \((P_{ri}, P_{rj})\) are the pixel coordinates of the projection points in the left and right camera, respectively, over the 3-D point located in the coordinates \(x, y,\) and \(z\). Angles \(B_{ij}, C_{ij}\), and \(\beta_{ij}\) are related to the 3-D point and its projections in the images. Variable \(b\) is the fixed distance between the two cameras which is named as base line.

**Specifications of the SVS**

The developed SVS in a particular 3-D point is presented in Figure 5, where \(l\) is the distance from the base line to the scene, and \(B_{ij}\) and \(C_{ij}\) are the left and right
angles of the cameras, respectively. The design of the developed SVS has two cameras horizontally aligned between them (as shown in Figure 5), with their image planes coplanar from each other and separated by the base line $b$. This configuration is an epipolar geometry between both cameras, which ensures a same height of the pair of points in the vertical coordinates of the images. The SVS uses two identical high definition cameras with an image dimension of $1626 \times 1236$ px$^2$ and a frame rate of 20 fps; both cameras are separated by a base line of 6.35 cm and the main optical axis of the cameras is parallel to each other. Thereby, the particular SVS configuration presents FOV values of $46.32^\circ$ in the horizontal FOV (0.028$^\circ$ per pixel) and $36.01^\circ$ in the vertical FOV (0.029$^\circ$ per pixel).

**Images capture**

The first step of the developed SVS is to obtain visual information through the image capture of both cameras which will be processed to obtain 3-D points of a particular scene. In this case, a specific test grid with known distances is used, where 3-D points will be obtained. The test grid used is shown in Figure 6, where 63 crosses along the grid can be appreciated, with 2 cm separation between them. The developed SVS locates the center of the crosses and obtains the 3-D coordinate of each one. Due to the displacement between cameras, both cameras capture a different scene, and to perform the stereo vision technique, it is required to identify the same scene in the image pair; therefore, the developed computer program is able to choose the region of interest in both cameras. For the experimentation, the test grid is placed in the middle of the cameras (as shown in Figure 5); using a distance from the base line to the test grid at 22.87 cm, the developed computer program locates the same scene with a slight displacement in both images, where 49 of the 63 crosses are observed.

**Camera calibration**

The developed calibration method used in SVS consists of four main steps:

---

**Figure 3.** Types of lens distortion: (a) Non-distortion. (b) Barrel distortion. (c) Pincushion distortion. (d) Mustache distortion.

**Figure 4.** Localization of a 3-D point in SVS. SVS: stereo vision systems; 3-D: three-dimensional.
Step 1: Estimate the horizontal and vertical angles for each of the crosses in the calibration grid.

Step 2: Use the developed SVS to estimate the same horizontal and vertical angles with the information of left and right camera.

Step 3: With the estimated angles, find the adjustment angles $\Delta B_{ij}$, $\Delta C_{ij}$, and $\Delta \beta_{ij}$ using the least square method.

Step 4: Adjust the angles $B_{ij}$, $C_{ij}$, and $\beta_{ij}$ (obtained by the SVS) by adding each $\Delta B_{ij}$, $\Delta C_{ij}$, and $\Delta \beta_{ij}$ to its respective angle.

In the first step, it is required to obtain the corresponding horizontal and vertical angles for each of the crosses in the calibration grid. The angles can be obtained according to the horizontal and vertical separation that the points have between them for any calibration grid. Figure 7 shows the developed calibration grid, using a total of 285 crosses with a separation of 1 cm between them.

The angles $\alpha_{ij}$ (horizontal angles) and $\beta_{ij}$ (vertical angles) for each cross are obtained by the following equations

$$\alpha_{ij} = \arctan \left( \frac{l}{x_i} \right) \quad (1)$$

$$\beta_{ij} = \arctan \left( \frac{l}{y_j} \right) \quad (2)$$

where $l$ is the distance from the base line to the calibration grid, and $(x_i, y_j)$ are the coordinates of the located points with origin in the center of the calibration grid. To perform the developed calibration, the calibration grid must be perpendicular to the cameras. In the developed SVS, the cameras are parallel to a metal base which is perpendicular to the surface where the calibration grid is located. With these conditions, the SVS is able to locate 3-D points with great accuracy from any point of view (in the FOV) even if the scene is not perpendicular to the cameras. The second step is to obtain the angles of the corresponding two-dimensional points on the left and right camera using the developed SVS. Figure 8 shows the angle location of the 3-D point projection in both images.
To obtain the angles on the left camera, the center of calibration grid and the center of left camera must be orthogonally aligned. Afterward, pattern matching is used to obtain the pixel coordinates of the points. Considering the origin coordinate in the center of left camera, the angles \( \varphi_{ij} \) (horizontal angle measurements of left angles) and \( \gamma_{ij} \) (vertical angle measurements) of the points are obtained in the following equations:

\[
\varphi_{ij} = \left( P_{li} - \frac{D_h}{2} \right) \cdot R_h
\]

\[
\gamma_{ij} = \left( \frac{D_v}{2} - P_{lj} \right) \cdot R_v
\]

where \( P_{li} \) and \( P_{lj} \) are the horizontal and vertical pixel positions of the 3-D point projection in the left image, respectively; \( R_h \) and \( R_v \) are the angular gradients per pixel in horizontal and vertical directions, respectively; and \( D_h \) and \( D_v \) are the horizontal and vertical dimensions in pixels of the images, respectively. To obtain the angles on the right camera, it is necessary to align orthogonally the center of calibration grid and the center of the right camera and, afterward, perform pattern matching to obtain the pixel coordinates of the points. Equation (5) yields the angle \( \phi_{ij} \) (horizontal measurements of right angles) relative to the right camera:

\[
\phi_{ij} = \left( P_{ri} - \frac{D_h}{2} \right) \cdot R_h
\]

where \( P_{ri} \) is the horizontal pixel position of the 3-D point projection in the right image. For the vertical angles in the right camera, the resulting vertical angles from the left camera are used as the cameras are horizontally aligned and their image planes are coplanar from each other, obtaining the same vertical angle measurements \( \gamma_{ij} \) in both images. With the obtained angles, the third step is to find the adjustment angles that minimize the following square absolute errors in the horizontal and vertical angles (equations (6) to (8))

\[
\min \left\{ \sum_{i=1}^{m} \sum_{j=1}^{n} [\alpha_{ij} - \varphi_{ij}]^2 \right\}
\]

\[
\min \left\{ \sum_{i=1}^{m} \sum_{j=1}^{n} [\alpha_{ij} - \phi_{ij}]^2 \right\}
\]

\[
\min \left\{ \sum_{i=1}^{m} \sum_{j=1}^{n} [\gamma_{ij} - \gamma_{ij}]^2 \right\}
\]

These minimization problems are solved using the least square method, where polynomial equations to find the adjustment angles \( \Delta B_{ij} \), \( \Delta C_{ij} \), and \( \Delta \beta_{ij} \) are obtained. The adjustment angles will be necessary to correct the angles of all points located in both images. Least square method can obtain any order polynomial equations, in the proposed calibration method is employed until third-order polynomial equations (equations (9) to (11))

\[
\Delta B_{ij} = \sum_{n=0}^{3} A_n \cdot \varphi_{ij}^n
\]

\[
\Delta C_{ij} = \sum_{n=0}^{3} B_n \cdot \phi_{ij}^n
\]

\[
\Delta \beta_{ij} = \sum_{n=0}^{3} C_n \cdot \gamma_{ij}^n
\]

where \( A_n, B_n, \) and \( C_n \) are the adjustment coefficients of the functions obtained by the least square method. In the final step, the angles \( B_{ij}, C_{ij}, \) and \( \beta_{ij} \) are adjusted by adding each \( \Delta B_{ij}, \Delta C_{ij}, \) and \( \Delta \beta_{ij} \) to its respective angle, obtaining the calibrated angles \( B_{cij}, C_{cij}, \) and \( \beta_{cij} \) (equations (12) to (14))

\[
B_{cij} = B_{ij} + \Delta B_{ij}
\]

\[
C_{cij} = C_{ij} + \Delta C_{ij}
\]

\[
\beta_{cij} = \beta_{ij} + \Delta \beta_{ij}
\]

**Pattern match**

In this step, the central coordinates in pixels of all the crosses of the test grid are located for both cameras. To estimate the coordinates, pattern matching method (also called area-based image match) is employed. This match method has been widely studied and applied in the literature. In pattern matching, a correlation window of 20 pixels per side with a cross in the middle. This template is used to locate regions with a similar cross in the middle of 20 pixels per side in the images from both cameras.
When the square regions are located, the program estimates the central coordinates in pixels of all the located regions (the coordinates match with the center of the cross in each region). The developed computer program uses a score to identify how closely the template image matches in different regions of both images (score range is between 0 and 1000). The minimum score tolerance to find the pattern matches in the developed program is 800. Common problems presented in the pattern matching are occlusions which occurs when a particular region of the scene is observed in one image but not in the other.39 Priya and Anand40 focus on the problem of occlusion and provide a solution to avoid them through a novel modified geometric mapping technique. In the developed program, if the match score is low, or an occlusion is presented, the localized point is not considered in the next step.

### Computing pixel coordinates to angles

As shown in Figure 4, the angles $B_{ij}$, $C_{ij}$, and $\beta_{ij}$ are required to obtain the coordinates of the 3-D points. The coordinates in pixels of each 3-D point projections on the pair images estimated in the pattern match are used to calculate the angles. To obtain the angle $B_{ij}$, it is required the horizontal dimension $D_h$ of the cameras, the horizontal resolution $R_h$, and the horizontal pixel position $P_{li}$ of the 3-D point projection in the left image. Equations (15) and (16) show the value of the angle $B_{ij}$ when the 3-D point projection is located on the left or right side of the center image

\[
B_{ij} = 90^\circ + \left( \frac{D_h}{2} - P_{li} \right) \cdot R_h \quad \text{at } P_{li} < \frac{D_h}{2}
\]

\[
B_{ij} = 90^\circ - \left( \frac{D_h}{2} - P_{li} \right) \cdot R_h \quad \text{at } P_{li} > \frac{D_h}{2}
\]

To obtain the angle $C_{ij}$, the horizontal pixel position $P_{ri}$ of the 3-D point projection in the right image must be considered. An inverse relation at the angle $B_{ij}$ can be appreciated (equations (17) and (18))

\[
C_{ij} = 90^\circ + \left( \frac{D_h}{2} - P_{ri} \right) \cdot R_h \quad \text{at } P_{ri} < \frac{D_h}{2}
\]

\[
C_{ij} = 90^\circ - \left( \frac{D_h}{2} - P_{ri} \right) \cdot R_h \quad \text{at } P_{ri} > \frac{D_h}{2}
\]

Angle $\beta_{ij}$ can be obtained with the vertical dimension $D_v$ of the cameras, the vertical resolution $R_v$, and the vertical pixel position $P_{vj}$ of the 3-D point projection in left or right image (equation (19))

\[
\beta_{ij} = \frac{D_v}{2} - P_{vj} \cdot R_v
\]

Because both cameras are placed in an epipolar lane, the vertical pixel position of the 3-D point projection in both images is the same $41,42$

### Triangulation

Triangulation process is widely used in multiple applications to locate point coordinates in a scene.43–45 In the currently developed SVS, the triangulation is performed with the base line of the cameras and the center point position of the crosses in the test grid located in the left and right images. For each triangulation, angles $B_{ij}$, $C_{ij}$, and $\beta_{ij}$ are obtained to calculate the $x_{ij}$, $y_{ij}$, and $z_{ij}$ coordinates of the 3-D points in the scene. Therefore, a set of triangulation equations were developed derived from the law of sines (equations (20) to (22))$^{21,46,47}$

\[
x_{ij} = b \left( \frac{\sin B_{ij} \cdot \sin C_{ij}}{\sin (B_{ij} + C_{ij})} \right)
\]

\[
y_{ij} = b \left( \frac{1 - \cos B_{ij} \cdot \sin C_{ij}}{\sin (B_{ij} + C_{ij})} \right)
\]

\[
z_{ij} = b \left( \frac{\sin B_{ij} \cdot \sin C_{ij} \cdot \tan \beta_{ij}}{\sin (B_{ij} + C_{ij})} \right)
\]

### Experimentation

To test the proposed calibration method, a routine has been developed in LabVIEW, which is able to find 3-D point coordinates with and without using the calibration method. The computer program is enabling to change several settings of the SVS such as camera resolution, FOV (horizontal and vertical), distance from the base line to the scene, base line, and number of rows and columns of the test grid. Also, the computer program indicates the area of interest to search in the image, time localization, and the obtained data of the 3-D points found in the scene. Figure 9 shows the processes performed by the computer program to obtain the coordinates of the points, where it can be appreciated the variables obtained in each process.

The first experiment was developed where a surface was scanned at different distances. Figure 10 shows two same grids with a total of 100 crosses separated by a distance of 5 cm in the $x$-axis. The developed program performed the scan of the crosses two times, one using the developed calibration method and other without using it.

A second experiment was developed, obtaining databases of 3-D points at different distances from the base line to the test grid using the proposed method and the developed computer program. For each distance, it obtained two databases, one using the calibration method and another without using it. In the developed experimentation, it obtained 22 databases (534 measurements), changing the distance every 1 cm. For the analysis, four databases were chosen, in which the distance was changed every 3 cm,
starting at a distance of 22.87 cm, where two databases with a total of 98 measurements were obtained. Other databases selected were at distances of 19.87, 16.87, and 13.87 cm, where two databases were obtained of each one. Seventy measurements were obtained at 19.87 cm, 30 measurements at 16.87 cm, and 30 measurements at 13.87 cm.

Moreover, the third experimentation was performed, comparing the developed method with the three methods that use extrinsic and intrinsic parameters to calibrate the cameras: method of Zhang,\textsuperscript{48} method of Jia et al.,\textsuperscript{49} and method of Cui et al.\textsuperscript{50} For this experimentation, a database of 49 3-D points is estimated at a distance of 22.87 cm using the developed calibration method and the previously mentioned calibration methods in the SVS. Finally, with each estimated database, a reconstruction error is calculated and compared between the calibration methods. The system is able to perform the calibration in 280 ms, while the location of 49 3-D points can be realized in 200 ms. This execution time was obtained using a compact vision system from national instruments, with a processor Intel Atom quad-core 1.91 GHz.

**Experimentation results**

Referring to the first experiment, Figure 11 shows the scan of the grid on a 3-D view, and Figure 12 shows the scan of the grid at different planes. Figures 11(a) and 12(a) and (c) show a barrel distortion that produces a curvature in straight lines of the images and therefore inaccuracy of the measurements. Moreover, the quality of the images due to the image digitalization causes dispersion of the points in XZ plane (Figure 12(e)). On the other hand, Figures 11(b) and 12(b) to (f) show the corrections of the errors by the developed calibration method.

For the second experiment, Table 1 shows 10 measurements located along the test grid employing a distance of 22.87 cm from the base line to the test grid. Furthermore, Table 1 shows the absolute error compared with the real database without using the calibration method. In the same way, Table 2 shows the analysis using the calibration method. As it can be appreciated, the measurements on each coordinate are better in the calibrated SVS than the SVS without using the calibration. Averages of absolute errors considering the 49 measurements obtained without using the calibration in \(x\), \(y\), and \(z\) coordinates were of 0.6908, 0.0412, and 0.0933 cm, respectively. Otherwise, averages of absolute error in \(x\), \(y\), and \(z\) coordinates in the SVS using the calibration were of 0.1307, 0.034, and 0.0512 cm, respectively. These results using the calibration method represent improvements in terms of percentage in \(x\), \(y\), and \(z\) coordinates of 81.07%, 17.47%, and 45.12%, respectively.

The proposed calibration was performed in other three scenarios, changing the distances from the base line to the test grid at 19.87, 16.87, and 13.87 cm. Figure 13 shows the absolute error comparison of 10 measurements obtained with and without using the calibration method in \(x\).
Figure 11. Scanned surface 3-D view: (a) Uncalibrated scan. (b) Calibrated scan. 3-D: three-dimensional.

Figure 12. Surface scan at different planes: (a) Uncalibrated scan YZ plane. (b) Calibrated scan YZ plane. (c) Uncalibrated scan XY plane. (d) Calibrated scan XY plane. (e) Uncalibrated scan XZ plane. (f) Calibrated scan XZ plane.
Table 1. 3-D points localization without using calibration at 22.87 cm (simplified table).

| Real coordinates (cm) | Measured coordinates (cm) | Absolute error (cm) |
|-----------------------|---------------------------|---------------------|
|                       |                           | X error  | Y error  | Z error  |
| .87                   | 2                         | .84      | 0.02     | 0.20     |
| 2                     | 6                         | 1.13     | 0.05     | 0.22     |
| 4                     | 2                         | 0.64     | 0.01     | 0.09     |
| 2                     | 4                         | 1.04     | 0.04     | 0.10     |
| 2                     | 2                         | 1.10     | 0.006    | 0.06     |
| 1                     | 2                         | 1.00     | 0.03     | 0.03     |
| 2                     | 0                         | 1.05     | 0.02     | 0.01     |
| 2                     | -2                        | 1.04     | 0.03     | 0.04     |
| 2                     | -4                        | 1.17     | 0.01     | 0.15     |
| 2                     | -6                        | 1.24     | 0.01     | 0.28     |

3-D: three-dimensional.

Table 2. 3-D points localization employing the developed calibration method at 22.87 cm (simplified table).

| Real coordinates (cm) | Measured coordinates (cm) | Absolute error (cm) |
|-----------------------|---------------------------|---------------------|
|                       |                           | X error  | Y error  | Z error  |
| .87                   | 2                         | .23      | .002     | .13      |
| 2                     | 6                         | .16      | .04      | .06      |
| 4                     | 4                         | .05      | .004     | .08      |
| 2                     | 4                         | .08      | .03      | .02      |
| 2                     | 2                         | .11      | .005     | .03      |
| 2                     | 2                         | .03      | .02      | .003     |
| 2                     | 0                         | .06      | .009     | .008     |
| 2                     | -2                        | .06      | .02      | .02      |
| 2                     | -4                        | .06      | .01      | .04      |
| 2                     | -6                        | .25      | .002     | .10      |

3-D: three-dimensional.

Figure 13. Absolute error comparison in x coordinate at 19.87, 16.87, and 13.87 cm (simplified graph).
coordinate, Figure 14 in $y$ coordinate, and Figure 15 in $z$ coordinate.

In each coordinate, it can be appreciated the improvements of the calibration method, obtaining improvements in averages of absolute errors in $x$ coordinate of 76.65%, 87.86%, and 85.44%, with distances of 19.87, 16.87, and 13.87 cm, respectively. Furthermore, improvements in averages of absolute errors in $y$ coordinate were of 34.53%, 42.28%, and 50.72%. Moreover, improvements in averages of absolute errors in $z$ coordinate were of 50.09%, 51.48%, and 56.13%. With the databases at different distances, a comparative analysis is developed; Table 3 shows the error variability between the estimated data and the real data. Using the SVS without calibration, variabilities greater than 14 mm in $x$ coordinate, in $y$ coordinate greater than 2 mm, and in $z$ coordinate greater than 7 mm was obtained. Implementing the calibration method, the variabilities decrease to a maximum of 3.2 mm in $x$ coordinate, 1.7 mm in $y$ coordinate, and 2.5 mm in $z$ coordinate. Furthermore, a comparative error analysis was performed.
by employing the mean square error (MSE) that provides a measurement error for each \( x, y, \) and \( z \) coordinates set of each database obtained. The MSE is obtained by

\[
MSE = \frac{1}{n} \sum_{i=1}^{n} (Y_i - \hat{Y}_i)^2 \tag{23}
\]

where \( Y_i \) are the real values, \( \hat{Y}_i \) are the predicted values, and \( n \) is the number of data points. Table 4 shows the comparative MSE analysis between the estimated databases and the real databases, where it can be appreciated the MSE reduction employing the calibration method in \( x \) coordinate is greater than 90\%, in \( y \) coordinate is greater than 70\%, and in \( z \) coordinate is greater than 80\%. Furthermore, the results of Table 4 validate that the calibration method can improve the 3-D points localization in different distances.

For the third experiment, 3-D reconstruction error is used to compare the accuracy of 3-D points localization with different calibration methods.

The mean reconstruction error \( E_{pt} \) is obtained by

\[
E_{pt} = \frac{1}{n} \sum_{i=1}^{n} \sqrt{||M_i - \hat{M}_i||^2} \tag{24}
\]

where \( n \) is the total number of the 3-D points and \( E_{pt} \) represents the reconstruction error between real 3-D coordinate \( M_i \) and estimated results \( \hat{M}_i \). Then, the calibration results \( \hat{M}_i \) of the 49 3-D points in each calibration method are compared with the real values of the 49 3-D points \( M_i \) using equation (24). These results are the mean reconstruction errors of each calibration method. For convenience, these errors are projected in \( XY, XZ, XY, \) and \( XYZ \) planes. Table 5 shows the results of the reconstruction errors in planes \( XY, XZ, YZ, \) and \( XYZ \) of each calibration method.

As result, the mean errors by the proposed method are 0.454, 0.530, 0.526, and 0.728 mm in planes \( XY, XZ, YZ, \) and \( XYZ \), respectively. In Table 5, it can be seen that the accuracy of the proposed method is better than Zhang’s and Jia et al.’s methods in all planes, while Cai et al. present the best accuracy. Although the proposed method improves the accuracy in only two of the three methods, it demonstrates a high accuracy for 3-D points localization. Moreover, the proposed method requires a few number of steps to perform the calibration than Zhang, Jia et al., and Cai et al., obtaining simplicity in the implementation and a lower computational cost than classic calibration methods that require several steps to obtain the necessary parameters of the cameras for calibration.

### Conclusions

The developed SVS is able to locate 3-D points in a scene by intensity pattern match localization methods and

---

**Table 3.** Error variability of the measured coordinates between the estimated data and the real data.

| Distance (cm) | Dispersion error | Without calibration (mm) | Dispersion error | With calibration (mm) |
|--------------|----------------|-------------------------|----------------|--------------------|
| At 22.87     |                | -12.4 to 1              | -1.5 to 1.2    | 0.3034             |
| At 19.87     |                | -10.9 to -4             | -0.5 to 0.7    | 0.1082             |
| At 16.87     |                | -8.2 to -5.9            | -0.5 to 0.2    | 0.095              |
| At 13.87     |                | -5.5 to -2.8            | -0.5 to 0.5    | 0.1069             |

**Table 4.** Comparative MSE analysis between the estimated data and the real data.

| Distance (cm) | MSE without calibration | MSE with calibration | MSE reduction (%) |
|--------------|-------------------------|----------------------|------------------|
| At 22.87     | 67.8856                 | 0.1747               | 96.57            |
| At 19.87     | 81.4649                 | 0.0693               | 93.88            |
| At 16.87     | 46.0581                 | 0.0367               | 98.04            |
| At 13.87     | 15.0246                 | 0.0249               | 96.38            |

**Table 5.** Statistics of mean 3-D reconstruction errors of the calibration’s methods in planes \( XY, XZ, YZ, \) and \( XYZ \).

| Calibration Method | XY (mm) | XZ (mm) | YZ (mm) | XYZ (mm) |
|--------------------|---------|---------|---------|----------|
| Zhang              | 0.563   | 0.644   | 0.690   | 0.948    |
| Jia et al.         | 0.465   | 0.574   | 0.545   | 0.793    |
| Proposed           | 0.454   | 0.530   | 0.526   | 0.728    |
| Cai et al.         | 0.288   | 0.307   | 0.297   | 0.446    |

MSE: mean square error.
performing a calibration method to improve accuracy of the measurements. In this article, a novel calibration method for SVS was presented, where using the SVS, several 3-D points at different distances were obtained. Furthermore, a comparative analysis between the obtained databases and the real databases was developed. Moreover, a comparative analysis of mean reconstruction errors in planes XY, XZ, YZ, and XYZ between classic calibration methods and the proposed method was performed. The dispersion error was reduced by employing the calibration method, obtaining the best ranges at 13.87 cm of distance, with error ranges in x coordinate from −1 mm to 1.6 mm, in y coordinate from −0.2 mm to 0.3 mm, and z coordinate from −0.6 mm to 0.7 mm. The MSE results validate the improvements in the localization of 3-D coordinates, obtaining the best MSE reduction in terms of percentage in x, y, and z coordinates of 98.04%, 76.67%, and 83.65%, respectively. Furthermore, the mean reconstruction errors of the proposed method are better in terms of accuracy than Zhang’s and Jia et al.’s methods, with values in planes XY, XZ, YZ, and XYZ of 0.454, 0.530, 0.526, and 0.728 mm, respectively. The proposed method can be used to calibrate the SVS which requires a reliable localization of a specific 3-D point in the scene for decision-making or obtains reliable spatial information, for example, for autonomous navigation tasks and robotic vision applications. Advantage of the developed calibration method is the competitive accuracy in the 3-D points localization and a high execution speed due to the use of only the distortion of the cameras as information to perform the calibration in comparison with actual calibration methods that require many steps to obtain several parameters of the cameras for calibration. The developed calibration can be used in multiple machine vision applications, particularly machine vision applications where descalibrations are expected, and, therefore, it is necessary to perform a fast calibration to ensure the accuracy localization of the 3-D points.
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