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ABSTRACT
The growing prevalence of counterfeit stories on the internet has fostered significant interest towards fast and scalable detection of fake news in the machine learning community. While several machine learning techniques for this purpose have emerged, we observe that there is a need to evaluate the impact of noise on these techniques’ performance, where noise constitutes news articles being mistakenly labeled as fake (or real). This work takes a step in that direction, where we examine the impact of noise on a state-of-the-art, structural model based on BiLSTM (Bidirectional Long-Short Term Model) for fake news detection, Hierarchical Discourse-level Structure for Fake News Detection by Karimi and Tang [9].
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INTRODUCTION
With the growth of social media, such as Twitter and Facebook, and various online news media outlets, the widespread reach of fake news has become a very detrimental problem for society, triggering the growth of numerous online platforms for fact-checking. Towards checking counterfeit content, a great deal of interest as also grown in the Machine Learning (ML) field from where various software systems for detecting fake content have emerged over the past few years. Given the vast datasets that are used to train such ML-based systems, we underscore that there is a need to evaluate the robustness of these systems in the presence of noise.

Driven by question, “Are ML models in the domain of counterfeit news detection smart enough to bypass perturbations in the training data and make quality predictions based on what they learn from the structure of the data?”; in this work, we evaluate the impact of noise on a recent ML technique used in fake news detection: Karimi and Tang’s Hierarchical Discourse-level Structure for Fake News Detection (HDSF) framework [9]. In particular, we explore how the prediction accuracy of HDSF is impacted when HDSF is trained with noise-induced datasets? Here, we focus on the problem where noise entails news article data points in the training set being mis-labelled as fake or real.

The framework we choose for evaluation, HDFS, is based on Bi-directional Long-Short-Term Models, that learns the context of news documents by capturing structural information of the constituent sentences of the documents. It has been found to outperform other standard models (e.g. N-Grams) in the field of fake news detection. In addition, it has been shown that robust BiLSTM models, the building block of HDFS, can be built in the domain of disfluency detection in speech transcripts [3]. Our work takes a stepping stone in the direction of determining how accurate are the predictions of the ML models that have been trained with noisy data in the domain of fake content detection.

CONTRIBUTIONS. Overall we make the following contributions in this paper:

• We present an empirical evaluation of the impact of noise on the Hierarchical Discourse-level Structure for Fake News Detection (HDSF) machine learning model proposed by Karimi and Tang [9].

• We provide insights into how evaluations of fake news detection machine learning systems can be done to understand their learning behaviour.

PAPER ORGANIZATION. In Section 2, we describe the foundations of HDSF. Then in Section 3, we elaborate on our methodology for evaluating the impact of noise on HDSF, where we discuss how we introduced noise in the train sets, and show the workflow of how we evaluated HDSF. In the subsequent sections, we describe the settings of our experiments (Section 4), present our experimental findings (Section 5), and provide a discussion on our evaluation (Section 6). In Section 7, we elaborate upon some related works. We conclude our paper in Section 8.

BACKGROUND ON HDSF
The core motivation of the Hierarchical Discourse-level Structure for Fake news detection framework (HDSF) [9] is to capture the structure of news articles and exploit this structural information for determining fake news. In addition, HDSF provides a path towards better understanding the language of fake news. Two observations, as per different studies, primarily drove their work towards extracting hierarchical structures in analyzing news: (1) Typically, fake news is generated by combining separate, disjoint news parts, and (2) using hierarchical structures for document representations produce better results in prediction tasks (where the entire text is treated as the main predictor variable). Their work was found to outperform other baseline models such as N-grams, RST [15], BiGRNN-CNN (Bi-directional General Neural Network-Convolutional Neural Network), and LSTM (Long Short Term Memory) in accuracy.

HDSF is based on the BiLSTM (Bidirectional Long-Short Term Model) [5, 16]. BiLSTM is a sequence processing model consisting of
two long-short-term models, the first one learns the input sequence and the second one captures the reverse of the same sequence. The inputs are taken in opposite directions by each model (the first one takes forward, and the other takes the input in backward direction). This approach in BiLSTMs allows them to store more information about the input in the network, and thereby pick up more contextual information about the input [21].

In Figure 1, we give a simplified representation of the framework of HDSF when used on a single sample document [9]. The framework first obtains a fixed representation (a fixed-size word embedding) of each sentence in a document using a Bi-directional Long-Short Term Memory network. Next, these sequence of sentence embeddings are fed into the Hierarchical Discourse-level Structure Learning component, which constructs a dependency tree of the sentences in the document by using a dependency parsing approach [10]. The tree encapsulates semantic dependency relationships between sentences. The entire tree of the document is then output in a unified numeric format representation. This representation of the document is then passed on to the Fake News Classifier which is a binary classifier that utilizes probabilities of the document being fake or real to compute a cross-entropy loss value. For brevity, details of the computation of the loss function have been omitted {they are discussed in [9]}.

3 METHODOLOGY

In this section, we present our approach for evaluating the impact of noise on HDSF. We first describe the noise generation process in Subsection 3.1. Then, we elaborate on the training process in Subsection 3.2. Figure 2 provides an overview of the entire approach.

3.1 Generation of Noise-Induced Datasets

We first produce the noisy datasets using our Noise Inducer module (Figure 2 (a)), which is written in Python. The Noise Inducer first shuffles the train set and randomly picks a sample of the training set with 50% probability, and flips its news status or authenticity label: changing "Fake" to "Real", and vice versa. The Noise Inducer also keeps track of which samples have been already changed, to avoid re-altering an already altered sample. The Noise Inducer repeats this process on the training set until X% of the samples have been modified, where X is a user-defined parameter. In this manner, we generated four different levels of noise-induced datasets from the original dataset: training sets at 25%, 50%, 75%, and 100% noise.

3.2 Training HDFS

Once the train sets have been generated, we deploy HDSF available in HDSF’s authors’ Github repository [8]. We trained HDFS with each of the five training sets (one original and four noisy dataset) over 20 steps, and generated models, on which we performed our tests using a separate test set (Figure 2 (b)). Thereafter we collected loss and accuracy scores for each model obtained for the same test set.

4 EXPERIMENTAL SETTINGS

In this section we describe the settings we used to conduct our experiments. In Subsection 4.1, we describe the properties of the datasets we used. In Subsection 4.2, we detail the configuration of our system and the HDFS model that we deployed.

4.1 Datasets

We use the same dataset to train the HDFS model as that used in [9]. In total, the dataset consists of 6,452 examples. For investigating the impact of noise on HDFS, we generated four different noisy datasets from this dataset using the approach mentioned in Section 3 at noise levels of 25%, 50%, 75%, and 100%, respectively. All datasets have the same number of samples. After training, we tested each obtained model with a test set of 134 samples.

4.2 Setup

We ran the experiments on a system with 12 Intel(R) Xeon(R) Bronze 3204 1.90GHz processors with 62 GB RAM, running a Ubuntu 18.04.5 LTS operating system. The HDFS model was trained for 200 steps with each training set. We used the default HDFS model settings, as used in the original repository [8]: batch size of 40 samples, BiLSTM hidden unit dimension of 100, and drop-out rate of 0. The total execution time for running all the training sessions was around 20 and a 1 2 hours, taking roughly four hours per training session.

5 RESULTS

In this section, we present the results of our experiments, where we evaluate the impact of noise on HDFS. In particular, we address the following research questions:

RQ.1 What is the impact of dataset noise on the training loss of HDFS? (Subsection 5.1)
RQ.1 What is the impact of dataset noise on the prediction accuracy of HDFS? (Subsection 5.2)

5.1 Impact of Dataset Noise on Training Loss

Figure 3 shows HDFS’s loss scores obtained while training it with the five different datasets (original/no-noise data, 25%-noise, 50%-noise, 75%-noise, 100%-noise induced data). We see that over the 200 steps of training, the training loss is the lowest with the original dataset. For the other four datasets we see three interesting trends: (1) The training loss is around 0.7 when HDFS is trained with the 25% and the 50% noise-induced datasets, throughout the training process, (2) the training loss is more erratic with the 75% and 100% noise-induced datasets, with the 100% noise-induced dataset incurring less loss than all the other noisy datasets, and (3) as the number of steps increases, training with the 100%-noise induced dataset shows improvement in the loss score, unlike when using the other noise-induced datasets, where the training losses tend to hold a constant horizontal trend.

Observation. While training with the original (noise-less) dataset exhibited the lowest training loss, adding more noise to the dataset does not increase the loss in training in accordance with how much noise we add to the dataset.

5.2 Impact of Dataset Noise on Prediction Accuracy

In Figure 4, we compare the final accuracies of the model obtained at each of 10 different stages of the training process, for each of five
different versions of the dataset. We observe that the prediction accuracy of the HDFS model on test data remains the same at different stages of the training process, when the model is being trained with the unaltered dataset. With the noise-induced datasets, we see several trends: (1) At several stages, the performance with the noise-induced datasets is as good as that with the original dataset, (2) at certain stages, HDFS trained with some of the noisy datasets outperformed the model when trained with the original dataset (for example, the model trained by the 50% noise induced dataset at steps 120, 180, and 200, and the model trained by the 25% noise induced dataset at step 160), and lastly (3) the fluctuations in performance from stage-to-stage are more pronounced with the noise-induced datasets than that with the original dataset.

Observation. Adding high-levels of noise (100% and 75%) significantly reduced HDFS’s prediction accuracy on unseen (test) data, however, HDFS made better predictions for some moderate noise levels (25% and 50%) at certain stages than it did when trained with the original dataset.

6 DISCUSSION

From the experiments we observe that noise can have an unexpected effect on the accuracy of the model – as such increasing noise may not always decrease the accuracy of the model. We believe this can exhibit the generalizability potential of HDFS, whereby it is relying on the structure of the code, rather than blindly following the labels in the training set – which is a positive sign as it conversely shows the model is relying less on memorizing the data. However, there is a limit as to how much noise the model can take. For example, we observed that the accuracy of the model drops significantly when trained at a 100% noise level. Thus, further investigations are necessary to investigate the memorization and generalization behaviour of the model. Lastly, in our experiments the size of the test set was relatively very small (134 samples). A larger variety of test samples may be tried to obtain more generality in the results. It also remains to be seen whether the trends revealed in these experiments can extend to other datasets.

7 RELATED WORKS

There have been several studies that evaluated the impact of noise on machine learning systems in various domains such as image classification (e.g. [1, 22]), code intelligence (e.g. [14]), and others. To the best of our knowledge, there have not been similar works for models in the domain of counterfeit news detection. Horne et al. [7] evaluate the robustness of a fake news classifier in the presence of specific adversarial attacks in the input space, however, they do not analyze the behaviour of the model with randomized noise, as was done in this work. Below we discuss some contributions by the ML community in the domain of fake content detection.

Hakak et al. [6] aim to improve training and testing accuracy by proposing an ensemble-based model. The model, built on Random Forest, Decision Tree, and Extra Tree Classifier, focuses on extracting important features from the dataset. In total, they extracted 26 features including number of words, number of characters, number of sentences, average sentence length and others. They implement their approach on the LIAR dataset [20]. Aslam et al. [2] also proposed an ensemble-based machine learning model that combines two deep learning models based on the properties of attributes: Bi-LSTM-GRU-dense deep learning model for a textual attribute (statement) and a dense deep learning model for other attributes. They also apply their approach on the LIAR dataset.

Liu and Wu tackle the problem of fake news detection from the angle of early detection [11]. They propose the notion of crowd response for a news article, which consists of a sequence of user responses. They assume, the larger the sequence of responses, the more the news has propagated. Their ML technique they propose is
a deep neural network that uses a Convolutional Neural Network (CNN) based classifier. They implement their approach on Twitter and Weibo datasets [12, 13]. An earlier work by Zhou et al. [23] also focuses on the problem of early fake news detection, but applies a theory based approach. They investigate news content at multiple levels including, lexicon-level, syntax-level, semantic-level, and discourse-level, where well-established theories in social and forensic psychology are used to represent the news at each level. They utilize a supervised machine learning framework, deploying several supervised classifiers with five-fold cross-validation, namely, Support Vector Machine (with linear kernel), Random Forest (RF), and XGBoost10 [4]. They used well established datasets of news articles that were collected from PolitiFact and BuzzFeed [17–19].

8 CONCLUSION AND FUTURE WORKS

The presence of fake news in the internet is a rapidly growing problem that has engendered a lot of effort in fake news detection approaches within the machine learning community. While there have been many machine learning techniques in fake news detection, there is a need to analyze the robustness of these techniques in the presence of noise, which is very likely to exist in real-world news content. This work is an important step in this direction, where we evaluated the impact of noise on a fake news detection
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model, Hierarchical Discourse-level Structure for Fake News Detection Model or HDSF [9], that has been found to outperform other state-of-the-art models.

In future, evaluation studies for understanding the memorization and generalization properties of HDSF and other models in fake news detection can be carried out, as has been done in other domains, such as the study by Arpit et al. [1] which leveraged findings based on training their models with noise-induced image datasets. Such studies are likely to shed more light on the learning behavior of such models. Another direction is to build and train more sophisticated models with richer datasets that can predict what parts of a news article are potentially fake. This could be beneficial for interpreting how a model reached an authenticity conclusion about an article. Lastly, it is interesting to investigate the potential of HDSF in performing prediction tasks in other domains that involve structured data, such as software code.
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