A Robust Deep Unfolded Network for Sparse Signal Recovery from Noisy Binary Measurements
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Abstract—We propose a novel deep neural network, coined DeepFPC-ℓ₂, for solving the 1-bit compressed sensing problem. The network is designed by unfolding the iterations of the fixed-point continuation (FPC) algorithm with one-sided ℓ₁-norm (FPC-ℓ₁). The DeepFPC-ℓ₂ method shows higher signal reconstruction accuracy and convergence speed than the traditional FPC-ℓ₁ algorithm. Furthermore, we compare its robustness to noise with the previously proposed DeepFPC network—which stemmed from unfolding the FPC-ℓ₁ algorithm—for different signal to noise ratio (SNR) and sign-flipped to signal ratios (flip ratio) scenarios. We show that the proposed network has better noise immunity than the previous DeepFPC method. This result indicates that the robustness of a deep-unfolded neural network is related to that of the algorithm it stems from.

Index Terms—1-bit compressed sensing, Deep unfolding, Gaussian noise, sign flipping.

I. INTRODUCTION

Compressive sensing (CS) is a low-rate signal acquisition method for sparse signals [1]. Provided that a signal is sparse, or has a sparse representation in a set of bases or learned dictionary, CS can recover it with a sampling rate notably lower than what the Shannon-Nyquist theory dictates. CS has found many applications in image processing [2], wireless communications [3] and direction-of-arrival (DOA) estimation [4], to name a few. In practice, the measurements of CS must be quantized to discrete values: 1-bit CS [5], in particular, considers 1-bit quantized measurements. Compared with traditional CS, 1-bit CS can further reduce the sampling and system complexity, i.e., by realizing the sampling with a simple comparator. Yet, a challenge for the 1-bit CS problem is how to solve the related optimization problem with high accuracy.

A variety of algorithms have been proposed to solve the 1-bit CS problem. The fixed point continuation (FPC) method in [6] can be deployed by computing the one-sided ℓ₁- or ℓ₂-norm penalty on the unit sphere ∥x∥₂ = 1 and applying a re-normalization step, resulting in the FPC-based algorithms FPC-ℓ₁ [7] and FPC-ℓ₂ [5], respectively. Alternatively, the matching sign pursuit (MSP) [8], the binary iterative hard thresholding (BIHT) [9] and the History algorithm [10] have been proposed, achieving high reconstruction performance. FPC-based algorithms do not require knowing the level of sparsity in advance, knowledge that might not be available in a practical setting. However, the performance of FPC-based algorithms is relatively poor compared to other algorithms that need the sparsity level as an input. Thus, a more accurate reconstruction method that does not require knowledge on the signal sparsity level is desired.

Deep neural networks (DNNs) have demonstrated state-of-the-art performance in many inference problems [11], [12], including signal recovery tasks [13]. Nevertheless, DNNs are considered as black-box models and do not incorporate prior knowledge about the signal structure. Deep unfolding [14] is expected to bridge the gap between analytical methods and deep learning-based methods by designing DNNs as unrolled iterations of optimization algorithm. Deep unfolding networks are interpretable (as opposed to traditional DNNs) and have proven to be superior to traditional optimization-based methods and DNN models (because they integrate prior knowledge about the signal structure). Examples of such networks include LISTA [14], ℓ₁-ℓ₁-RNN [15], and LeSIT [16]. In a recent study we presented a DeepFPC network [17] designed by unfolding the iterations of the FPC-ℓ₁ algorithm. DeepFPC achieved good performance in solving the 1-bit CS problem without requiring knowing the signal sparsity level. It was, however, shown that the reconstruction performance of DeepFPC [17] degrades when the measurements are contaminated by high noise. This calls for a robust deep unfolded network showing improved performance in the presence of noise.

The contribution of this paper is as follows: (i) we design a novel DeepFPC-ℓ₂ network by corresponding each layer of an unfolded deep network to an iteration of the FPC-ℓ₂ algorithm; (ii) we propose extended matrices to reduce the time complexity and improve the speed and efficiency of the designed network; (iii) we compare the robustness of the previous DeepFPC [17] and the proposed DeepFPC-ℓ₂ for different signal to noise ratios (SNR) and sign-flipped to signal ratios (flip ratio), and shows that the latter is more robust to noise. This indicates that the robustness of a unfolded network is related to the that of the algorithm it stems from.

In what follows, the next section provides a brief background on the FPC-based method and compares the robustness to noise of the one-sided ℓ₁-norm and the one-sided ℓ₂-norm formulations. Section III introduces the proposed DeepFPC-ℓ₂ model and Section IV reports simulation results. Finally, Section V concludes the paper.
solves the following problem: 

\[ \Phi y \] 

where the sign operator \( \odot \) combines the sparse signal vectors into a signal matrix, \( R \) is the measurement matrix combining \( L \) measurement vectors and \( Y \) is the Hadamard product, \( (\cdot)^T \) is the transpose operation, and \( \| \cdot \|_p \) represents the \( p \)-norm and \( | \cdot | \) is the element-wise absolute operator.

### II. Background on FPC-based Methods

In this section, two FPC-based algorithms, i.e., FPC-\( \ell_1 \) and FPC-\( \ell_2 \), are introduced. Moreover, we review their robustness to noise, which forms our motivation to design the DeepFPC-\( \ell_2 \) model.

#### A. The FPC-\( \ell_1 \) and FPC-\( \ell_2 \) Algorithms

In 1-bit CS, the measurements are acquired as:

\[ y = \text{sign}(\Phi x) \]  

where the \( \text{sign}(\cdot) \) function is applied element-wise to the vector \( \Phi x \). The FPC-based algorithm for 1-bit CS recovery solves the following problem:

\[ \hat{x} = \arg\min_x \|x\|_1 + \lambda \sum_{i=1}^{M} f((Y\Phi x)_i) \text{ s.t. } \|x\|_2 = 1 \]  

where \( \lambda \) is a tuning parameter (\( \lambda > 0 \)) and \( f(x) \) can be specified as the one-sided \( \ell_1 \)-norm:

\[ f_{\ell_1}(x) = \begin{cases} 0, & x \geq 0 \\ |x|, & x < 0 \end{cases} \]  

or the one-sided \( \ell_2 \)-norm penalty:

\[ f_{\ell_2}(x) = \begin{cases} 0, & x \geq 0 \\ \frac{x^2}{2}, & x < 0 \end{cases} \]  

The convexity and smoothness of this function allows the use of FPC method to perform the minimization. The FPC method solves Problem (2) by updating \( x \) iteratively as:

\[ u = S_\nu \left( x^{(r)} - \tau g(x^{(r)}) \right), \]  

\[ x^{(r+1)} = \frac{u}{\|u\|_2}, \]  

where \( \tau > 0, \nu = \tau/\lambda \) and \( S_\nu(\cdot) = \text{sign}(\cdot) \odot \max\{ \cdot, -\nu, 0 \} \) is the soft-thresholding operator. Furthermore, \( g(x) \) is the gradient of the consistent term. When the one-sided \( \ell_1 \)-norm is considered, the gradient is given by

\[ g_{\ell_1}(x) = \Phi^T (\text{sign}(\Phi x) - y), \]  

whereas, when the one-sided \( \ell_2 \)-norm is considered, the gradient becomes:

\[ g_{\ell_2}(x) = \Phi^T Y f_{\ell_2}^Y (Y \Phi x), \]  

where \( Y = \text{diag}(y) \) and

\[ f_{\ell_2}^Y(x) = \begin{cases} 0, & x > 0 \\ x, & x \leq 0 \end{cases} \]

Given proper values for \( \tau, \lambda \) and initialization \( x^{(0)} \), the sparse signal can be reconstructed by these two FPC-based algorithms.

#### B. The FPC-\( \ell_1 \) and FPC-\( \ell_2 \) Under Noisy Measurements

Due to noise or transmission errors, the binary measurements could suffer from sign flips, which will degrade the reconstruction performance of 1-bit CS. To address this issue, a robust recovery method is required. The authors of [9] showed that the BIHT-\( \ell_2 \) algorithm outperforms the BIHT-\( \ell_1 \) algorithm when the measurements contain sign flips. This means that the one-sided \( \ell_2 \) objective has better robustness than the one-sided \( \ell_1 \) against noise. We therefore conjecture that the FPC-\( \ell_2 \) algorithm has better noise robustness than the FPC-\( \ell_1 \) algorithm. To test this hypothesis, we compare their performance for two kinds of sign flips (in the measurement process and in the transmission process) and show the results in Fig. 1. It can be seen that FPC-\( \ell_2 \) has indeed better recovery performance than FPC-\( \ell_1 \). Thus, we propose to design an DeepFPC-\( \ell_2 \) network by unfolding the FPC-\( \ell_2 \) algorithm to improve the recovery performance under noise.

### III. The Proposed DeepFPC-\( \ell_2 \) Model

In this section, we present our DeepFPC-\( \ell_2 \) architecture (Section III-A) and describe how to build extended matrices for parallel computing (Section III-B).
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computing. Firstly, \(x^{(r)}\) and \(B\) are trainable linear weights, which may change per layer. Furthermore, \(S_u(\cdot)\) and \(f_{\ell_2}(\cdot)\) play the role of non-linear activation functions in the network.

Unlike the traditional FPC-ℓ algorithm, the DeepFPC-ℓ network does not need to apply a normalization step after every layer, because the network is trained with signal examples and it will not learn to generate zero solutions of finite layers. Hence, normalization is performed after the final layer. Moreover, \(f_{\ell_2}(\cdot)\) in (8) can be expressed as the relu(·) function [18], which leads to:

\[
x^{(r+1)} = S_u(x^{(r)} + AY \text{relu}(YBx^{(r)}))
\]

where \(B = -B = -\Phi\). In the last layer, the final estimate is normalized as \(x^* = x^{(R)}/\|x^{(R)}\|_2\).

The block diagram of the proposed DeepFPC-ℓ is shown in Fig 2. Specifically, the input to the soft-thresholding non-linearity is fed through a shortcut connection from the output of the previous layer. This implies that DeepFPC-ℓ can undergo deep training.

B. Built with Extended Matrices

As illustrated in (10) and Fig. 2, the input \(Y\) of the DeepFPC-ℓ network is the diagonal matrix of one measurement vector \(y\). For the measurement matrix \(Y\), each column, i.e., one measurement vector \(y_l\), has to be diagonalized firstly as \(Y_l\) (shown in Fig. 3 as serial operation). Consequently, \(x_l\) is recovered from each input \(Y_l\) one by one, and the operators \((AY_l\) and \(Y_lBx)\) have to be computed multiple times, which is quite time-consuming. Hence, we aim to use parallel computing to reduce time complexity and improve the speed and efficiency of the proposed network.

Our strategy is to expand the matrix to perform parallel computing. Firstly, \(Y_{ex}\) is designed by extending the measurement matrix \(Y^*\) (shown in Fig. 3 as parallel computing) and then used it as the network input. At the same time, Hadamard product operations are used between extended matrices, instead of the matrix-multiply product. In this way, we can still get the same result with parallel sum and reshape operations. Specifically, considering that \(Y_l\) is a diagonal matrix, we can write:

\[
Y_lB = [y_1b_1^T, y_2b_2^T, \ldots, y_Mb_M^T]^T
= [\hat{y}_1^T \otimes b_1^T, \hat{y}_2^T \otimes b_2^T, \ldots, \hat{y}_M^T \otimes b_M^T]^T
= \hat{Y}_l \otimes B,
\]

where \(b_m\) is the \(m\)-th row vector of \(B\), \(\hat{y}_{ml}\) is an \(N\)-dimensional row vector with all entries equal to \(y_{ml}\), and \(\hat{Y}_l = [\hat{y}_1^T, \hat{y}_2^T, \ldots, \hat{y}_M^T]^T\). This implies that the matrix-multiply product is replaced by the Hadamard product. We define the following extended matrices as

\[
Y_{ex} = [\hat{Y}_1^T, \hat{Y}_2^T, \ldots, \hat{Y}_N^T] \in \mathbb{R}^{(M \times L) \times N} \quad \text{and} \quad B_{ex} = [B^T, B^T, \ldots, B^T] \in \mathbb{R}^{(M \times L) \times N},
\]

i.e., we reshape \(\hat{Y}\) into a column vector and copy it \(N\) times horizontally to build the extended matrix \(Y_{ex}\). Moreover, we copy \(B\) \(L\) times vertically to build the extended matrix \(B_{ex}\). Then, we can compute all \(Y_lB\) at the same time by a Hadamard product \(Y_{ex} \otimes B_{ex}\), as shown in (12).

Similarly, \(X_{ex} \in \mathbb{R}^{N \times (M \times L)}\) is generated by copying each sample of \(x_l\) horizontally \(M\) times [see (13)], and \(A_{ex} \in \mathbb{R}^{N \times (M \times L)}\) is obtained by copying \(A\) horizontally \(L\) times (i.e., \(B_{ex}^T\)). Then, the results of the parallel computing are calculated through the sum and reshape operations.
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Table II shows the performance comparison between the FPC-$\ell_2$ algorithm and the DeepFPC-$\ell_2$ network in terms of the averaged NMSE for the first 20 iterations/layers. It is clear that the DeepFPC-$\ell_2$ model significantly improves the corresponding algorithm. The FPC-$\ell_2$ algorithm will converge to -14.39dB after 150 iterations. However, after 8 layers, DeepFPC-$\ell_2$ has achieved this performance and it continues to reduce the NMSE as the number of layers increases. In this 20-layer network, the best result is better than the original algorithm with about 2dB margin.

### IV. Experimental Results

#### A. Sparse Signal Reconstruction
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Table II shows the performance comparison between the FPC-$\ell_2$ algorithm and the DeepFPC-$\ell_2$ network in terms of the averaged NMSE for the first 20 iterations/layers. It is clear that the DeepFPC-$\ell_2$ model significantly improves the corresponding algorithm. The FPC-$\ell_2$ algorithm will converge to -14.39dB after 150 iterations. However, after 8 layers, DeepFPC-$\ell_2$ has achieved this performance and it continues to reduce the NMSE as the number of layers increases. In this 20-layer network, the best result is better than the original algorithm with about 2dB margin.

#### B. Reconstruction in the Noisy Scenario

In this section, we compare DeepFPC-$\ell_2$ with DeepFPC [17] in terms of their performance in the presence of noise in the measurements. The same settings as Section IV-A are designed for training the DeepFPC [17] model. Two kinds of noise, i.e., noise resulting from the measurement and the transmission process, are considered.

1) Measurements contaminated by Gaussian noise: Unlike the training set, the measurements in the testing set are contaminated by Gaussian noise. The signal-to-noise ratio (SNR) in dB is defined as:

$$SNR = 10 \log_{10}\left(\frac{P_S}{P_N}\right),$$

where $P_S$ and $P_N$ are the power of the signal and noise, respectively. The amplitude of noise $A_N$ can be calculated as:

$$A_N = \sqrt{P_S/10^{(SNR/10)}}$$

The Gaussian noise follows the distribution $\mathcal{N}(0, A_N^2)$ and is added to the measurement matrix; different SNR levels are considered. DeepFPC and DeepFPC-$\ell_2$ are trained with a noiseless sampling set, and then they are tested with the noisy measurements. The results are shown in Fig. 4. It is clear that the recovery performance of the proposed DeepFPC-$\ell_2$ network is better than that of our previous DeepFPC model, which means that DeepFPC-$\ell_2$ has better robustness to noise.

Furthermore, we also tried to recover signals under low SNR conditions (less than 20dB). Although the NMSE of
DeepFPC-ℓ2 is still less than that of the DeepFPC, neither of them recover the signals with high accuracy. Improving the accuracy of DeepFPC-based model in the low SNR regime is still an open problem, which we plan to address in subsequent work.

2) Measurements contaminated by transmission error: We now consider sign flips, which are caused by bit errors in the transmission process. In order to model sign flips, the measurement vector y is multiplied by a vector ξ ∈ {−1, 1}M to control flips. When an entry in the measurement vector is multiplies by -1, the sign of the entry flips. The locations of -1 are chosen randomly from 1 to 300 (M = 300) and the number of -1 is determined by the flip ratio (see Fig.5).

In Fig.5 we see that DeepFPC-ℓ2 has a better signal reconstruction performance than the previous DeepFPC network when the flip ratio is equal to 3% or higher; this shows that the DeepFPC-ℓ2 has better robustness to noise than the DeepFPC. However, we can also notice that the recovery performance of the DeepFPC is better than the DeepFPC-ℓ2 when the flip ratio is small enough. This indicates that DeepFPC outperforms DeepFPC-ℓ2 in the noiseless scenario, and the reason could be that the associated one-sided ℓ1-norm algorithm has superior performance in the noiseless case compared to the one-sided ℓ2-norm [9] algorithm.

To sum up, the proposed DeepFPC-ℓ2 network outperforms the traditional FPC-ℓ2 algorithm for sparse signal recovery. Moreover, compared with the previous DeepFPC [17] model, it has better robustness when the measurements are contaminated by noise, for a wide range of SNRs.

V. CONCLUSION

DeepFPC-ℓ2, a deep neural network designed by unfolding the FPC-ℓ2 recovery algorithm for 1-bit CS, is proposed in this paper. Our result demonstrates that the DeepFPC-ℓ2 not only improves the recovery performance of the original algorithm, but also greatly improves the convergence speed. Moreover, we explore the robust property of the DeepFPC-ℓ2 network, and find that the DeepFPC-ℓ2 network has better noise immunity than the previous DeepFPC model. The results also indicate that the robust property of a deep unfolding network relies on the algorithm it stems from. When the measurements are polluted by noise, DeepFPC-ℓ2 is a better option to obtain more accurate results. This approach can be applied to many 1-bit CS applications which can be affected by noise, such as DOA estimation, image processing and wireless communications.
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