MULTIPLIERS OF EMBEDDED DISCS
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ABSTRACT. We consider a number of examples of multiplier algebras on Hilbert spaces associated to discs embedded into a complex ball in order to examine the isomorphism problem for multiplier algebras on complete Nevanlinna-Pick reproducing kernel Hilbert spaces. In particular, we exhibit uncountably many discs in the ball of $\ell^2$ which are multiplier biholomorphic but have non-isomorphic multiplier algebras. We also show that there are closed discs in the ball of $\ell^2$ which are varieties, and examine their multiplier algebras. In finite balls, we provide a counterpoint to a result of Alpay, Putinar and Vinnikov by providing a proper rational biholomorphism of the disc onto a variety $V$ in $B_2$ such that the multiplier algebra is not all of $H^\infty(V)$. We also show that the transversality property, which is one of their hypotheses, is a consequence of the smoothness that they require.

1. Introduction

We are concerned with the multiplier algebras of certain reproducing kernel Hilbert spaces with the complete Nevanlinna-Pick property. Using the universal property of the Drury-Arveson space, we can identify a variety $V$ in a complex ball $B_d$ (where $1 \leq d \leq \infty$) so that the Hilbert space is a space of analytic functions on $V$. In this paper, $V$ will usually be homeomorphic to the unit disc.

For each $1 \leq d \leq \infty$, Drury-Arveson space or symmetric Fock space, $H_d$, is a space of analytic functions on $B_d$ (where $d = \infty$ corresponds to the unit ball of $\ell^2$) with the reproducing kernel

$$k(x, y) = \frac{1}{1 - \langle x, y \rangle} \quad \text{for} \quad x, y \in B_d.$$  

This is spanned by the vectors $k_y(x) = k(x, y)$ for $y \in B_d$. The multiplier algebra $\mathcal{M}_d$ consists of all (bounded analytic) functions on $B_d$ which multiply $H_d$ into itself. It forms a maximal abelian wot-closed algebra of operators. Associated to each variety $V$ in $B_d$, there is the Hilbert space

$$H_V = \text{span}\{k_y : y \in V\}.$$  
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This is considered as a Hilbert space of functions on $V$ with multiplier algebra $\mathcal{M}_V$ (also functions on $V$, not the whole ball).

It follows that $\mathcal{M}_V$ is completely isometrically isomorphic to $\mathcal{M}_d/J_V$, where $J_V$ is the ideal of multipliers vanishing on $V$ from [12] (see also [14]). In particular this means that every multiplier on $V$ extends to a multiplier on the whole ball. This quotient naturally lives on the zero set of $J_V$. For this reason, in [14], we define a variety to be the intersection of zero sets of multipliers (or of functions in the Hilbert space—see [2]):

$$V = V(\{h_i : i \in \mathcal{I}\}) = \bigcap_{i \in \mathcal{I}} Z(h_i) \cap \mathbb{B}_d,$$

where $Z(h) = h^{-1}(0)$. Thus there is a technical issue of what a variety should be, as this is not a local property as in the classical definition of a variety.

In [14], we consider the problem of when $\mathcal{M}_V$ and $\mathcal{M}_W$ are isomorphic. This is completely resolved for (completely) isometric isomorphism. Here we will be concerned with the question of topological isomorphism. (Note that since these algebras are semisimple, all algebraic isomorphisms are automatically norm continuous.)

The typical way to approach such isomorphism problems regarding algebras of functions is via the space of characters (non-zero multiplicative linear functionals). An isomorphism $\varphi : \mathcal{M}_V \to \mathcal{M}_W$ induces a weak-* homeomorphism $\varphi^*$ from the character space $M(\mathcal{M}_W)$ onto $M(\mathcal{M}_V)$. Moreover there is a natural map $\pi$ of the character space into $\mathbb{B}_d$ obtained by evaluation on the row contraction $Z := [Z_1 \ldots Z_d]$ (where $Z_i$ are the multipliers by the coordinate functions $z_i$). Every point $v \in V$ gives rise to an evaluation functional $\rho_v$ given by $\rho_v(f) = f(v)$. The subtlety of our problem stems from the fact that these point evaluation characters are typically only a small part of the character space $M(\mathcal{M}_V)$.

It is shown in [14, Proposition 3.2] that the points of $\pi(M(\mathcal{M}_V))$ in the open ball are precisely the variety $V$, the map is injective on $\pi^{-1}(V) = \{\rho_v : v \in V\}$, and these points correspond to the weak-* continuous characters. Unfortunately the proof relies on [11, Theorem 3.2], which states that the characters of $\mathcal{L}_d$ (or $\mathcal{M}_d$) lying in $\pi^{-1}(\mathbb{B}_d)$ are precisely point evaluations. That theorem is not true for $d = \infty$, as we will show. Indeed for every $\lambda \in \mathbb{B}_\infty$, the fiber over every point is very large. Sometimes we are able to work around this, but often we require stronger hypotheses to deal with this issue. (A new version of [14] corrects this error.)

The main result in [14] about isomorphism is

**Theorem 1.1** (Davidson-Ramsey-Shalit). Let $V$ and $W$ be varieties in $\mathbb{B}_d$, with $d < \infty$, which are the union of finitely many irreducible varieties and a discrete variety. Let $\varphi$ be a unital algebra isomorphism of $\mathcal{M}_V$ onto $\mathcal{M}_W$. Then there exist holomorphic maps $F$ and $G$ from $\mathbb{B}_d$ into $\mathbb{C}^d$ with coefficients in $\mathcal{M}_d$ such that

1. $F|_W = \varphi^*|_W$ and $G|_V = (\varphi^{-1})^*|_V$
2. $G \circ F|_W = \text{id}_W$ and $F \circ G|_V = \text{id}_V$
3. $\varphi(f) = f \circ F$ for $f \in \mathcal{M}_V$, and
4. $\varphi^{-1}(g) = g \circ G$ for $g \in \mathcal{M}_W$. 


In particular, when the multiplier algebras are isomorphic, the two varieties are biholomorphic. Since the additional feature is that the component functions of $F$ and $G$ are multipliers, we will call this a *multiplier biholomorphism*. Also the isomorphism is always the composition operator induced by this biholomorphism. The finiteness conditions were needed to establish that $\varphi^*$ maps $W$ into $V$, instead of possibly sending some component into the corona.

In the case of homogeneous varieties (zero sets of a family of homogeneous polynomials), everything works out in the best possible way. The results of [13, 21] combine to show that the multipliers of two homogeneous varieties are isomorphic if and only if the varieties are biholomorphic. Moreover the two algebras are similar, and there is a linear map that implements a (possibly different) biholomorphism between the homogeneous varieties $W$ and $V$.

However, in the non-homogeneous case, a number of examples in [14] showed that a complete converse to the theorem above is not possible. One serious issue is that multiplier biholomorphism is not evidently an equivalence relation. This is because the extension of the maps to the whole ball cannot be composed because the range is not contained in the ball. In fact, it is not an equivalence relation at least when the varieties have infinitely many components (see Remark 6.7).

There were two types of examples, and we now consider both to have a certain pathology. The first example concerned Blaschke sequences in the unit disc [14, Examples 6.2, 8.2]. The multiplier algebra is isomorphic to $\ell^\infty$ if and only if the sequence is an interpolating sequence. But there are non-interpolating sequences which are biholomorphic to interpolating sequences in the strong sense that there are $H^\infty$ functions (and even $A(\mathbb{D})$ functions) implementing the bijection. We consider these examples to be somewhat pathological because the variety has infinitely many components. See Proposition 6.5 for further discussion.

The second class of examples were discs in $\mathbb{B}_\infty$ [14, Examples 6.11, 6.12, 6.13]. The pathological nature has to do with the fact that these are varieties in an infinite dimensional ball. We shall examine these examples in more detail here. In Section 7 we give precise conditions for when the multiplier algebras of two embedded discs in $\mathbb{B}_\infty$ of a special type are isomorphic. In particular, we explain when an algebra of this kind is isomorphic to $H^\infty$. Our methods allow us to show that there are uncountably many discs which are multiplier biholomorphic such that their multiplier algebras are not isomorphic. This will include a family of kernels on the unit disc that lie between Hardy space and Dirichlet space.

Moreover when this family is continued beyond Dirichlet space (section 8), we find varieties in $\mathbb{B}_\infty$ which are homeomorphic to *closed discs* in the *interior* of the ball. Again there are uncountably many non-isomorphic multiplier algebras on closed discs which are all multiplier biholomorphic varieties. In section 9, we use interpolating sequences to show that the multiplier algebras on many of these compact discs cannot be isomorphic to a multiplier algebra on a variety whose closure meets the boundary. This pathological behaviour seems to depend on the fact that the varieties live in the infinite dimensional ball.
We shall also be concerned with proper embeddings of discs into finite dimensional balls $B_d$. Here the prototype result is due to Alpay, Putinar and Vinnikov [3]:

**Theorem 1.2** (Alpay-Putinar-Vinnikov). Suppose that $f$ is an injective holomorphic function of $D$ onto $V \subset B_d$ such that

1. $f$ extends to an injective $C^2$ function on $\overline{D}$,
2. $f'(z) \neq 0$ on $\overline{D}$,
3. $\|f(z)\| = 1$ if and only if $|z| = 1$,
4. $\langle f(z), f'(z) \rangle \neq 0$ when $|z| = 1$.

Then $\mathcal{M}_V$ is isomorphic to $H^\infty$.

Note that (3) ensures that the map is proper, (1) implies in particular that the image of $\overline{D}$ is homeomorphic to a closed disc, while (2) ensures that the inverse map is also holomorphic—so that this map is a biholomorphism of the two varieties. Condition (4) is a transversality condition. We remark that [3] only asks that $h$ be $C^1$, but in [4, 2.3.6] where this result is generalized to finitely connected planar domains, they point out that $C^2$ is needed to make the proof work. This result is further extended in [23] to finite Riemann surfaces.

The property that the map is a biholomorphism is clearly necessary. The kind of difficulty one encounters otherwise is illustrated by the map $f(z) = \frac{1}{\sqrt{2}}(z^2, z^3)$. This map is a proper, bijective, and rational map onto a variety $V$ called the Neil parabola. It extends to be $C^\infty$ on $\overline{D}$ and is transversal at the boundary. However $f'(0) = (0, 0)$, so there is a singularity that prevents the inverse map from being analytic. The multiplier algebra $\mathcal{M}_V = H^\infty(V)$ is naturally identified with the proper subalgebra of $H^\infty$ consisting of functions $h$ such that $h'(0) = 0$.

We will show in Section 3 that the transversality condition (4) is a consequence of being $C^1$. A continuous example where transversality fails is presented in Section 4.

We will also show (in Section 4) that for a minor weakening of the hypotheses of Theorem 1.2, the conclusion is no longer valid. More precisely, we exhibit a proper rational map $f$ of the disc into $B_2$ which satisfies all of the hypotheses except for the fact that the $C^\infty$ extension to $\overline{D}$ is not injective, as the boundary crosses itself once, where the multiplier algebra is not $H^\infty$. It is worth noting that this example does not serve as a counterexample to the converse of Theorem 1.1 since the holomorphic inverse $f^{-1} : f(D) \to D$ is a bounded analytic function, but not a multiplier.

In the above mentioned example, $f$ fails to induce an isomorphism between $H^\infty$ and $\mathcal{M}_{f(D)}$ because $f$ is not injective on $\partial D$. This begs the question whether the failure can be detected intrinsically in $D$. In Section 6 we show that if a biholomorphism $F : W \to V$ induces an isomorphism $\varphi : \mathcal{M}_V \to \mathcal{M}_W$, then $F$ must be a bi-Lipschitz mapping with respect to the pseudohyperbolic distance. Re-examination of the example of the preceding paragraph shows that indeed $f$ fails to be bi-Lipschitz, hence cannot induce an isomorphism. Then Theorem 6.2 yields another proof that $\mathcal{M}_V$ is not isomorphic to $H^\infty$. However Example 6.6 shows that for Blaschke sequences, being bi-Lipschitz does not imply isomorphism.

It could possibly be true that a converse to Theorem 1.1 could hold if the variety has only finitely many irreducible components. The finiteness of $d$ and the finiteness
of the number of components eliminates all of the counterexamples that we know about.

2. Multipliers on discs and automorphism invariance

Let \( f : \mathbb{D} \to V = f(\mathbb{D}) \subset \mathbb{B}^d \) be a proper holomorphic map. In the case of \( d < \infty \), it is well known that if \( f \) is injective and \( f'(z) \neq 0 \) for all \( z \in \mathbb{D} \) then the complex structure on \( V \) as a subset of \( \mathbb{C}^d \) coincides with the complex structure induced from the homeomorphism with \( \mathbb{D} \). We require the analogous result for the case \( d = \infty \).

A function \( f : \Omega_1 \to \Omega_2 \) between two open balls of two Hilbert spaces is said to be holomorphic if it is Fréchet differentiable at every point. Equivalently, \( f \) is holomorphic if around every point in \( \Omega_1 \) there is some neighborhood in which \( f \) is represented by a convergent (vector valued) power series.

Suppose that \( V, W \subset \ell^2 \). A function \( h : V \to \ell^2 \) will be called holomorphic if for every \( v \in V \), there is a ball \( b_r(v) \) in \( \ell^2 \) and a holomorphic function \( g \) on \( b_r(v) \) such that \( g|_{V \cap b_r(v)} = h|_{V \cap b_r(v)} \). A bijective map \( f \) between \( V \) and \( W \) will be called a biholomorphism provided that both \( f \) and \( f^{-1} \) are holomorphic.

The following definition is not standard so it is singled out.

**Definition 2.1.** We say that a map \( f \) from the unit disc into the open unit ball of a Hilbert space is proper if \( \lim_{|z| \to 1} \|f(z)\| = 1 \).

When the target space is finite dimensional this definition agrees (in this setting) with the standard definition of “proper map”, which is that \( f \) is proper if the preimage of every compact set is compact. We require this definition for dealing with maps into infinite dimensional balls.

The following result is well known when the range is contained in \( \mathbb{C}^d \) for \( d < \infty \). It may well also be known for \( d = \infty \), but we have not found this result anywhere.

**Proposition 2.2.** Let \( f : \mathbb{D} \to V = f(\mathbb{D}) \subset \mathbb{B}_\infty \) be a proper injective holomorphic function such that \( f'(z) \neq 0 \) for \( z \in \mathbb{D} \). Then \( f^{-1} \) is holomorphic. More generally, a function \( h : V \to \mathbb{C} \) is holomorphic if and only if \( h \circ f \) is holomorphic.

**Proof.** Fix \( v_0 = f(z_0) \in V \). As \( f'(z_0) \neq 0 \), we can define the rank one projection \( P \) onto \( \text{span}\{f'(z_0)\} \). The composed function \( P \circ f \) is an analytic function on the disc with nonzero derivative at 0, hence injective in a neighborhood of 0.

We claim that there is an \( r > 0 \) so that \( P \) is injective on \( b_r(v_0) \cap V \). Assume toward a contradiction that \( P \) is not injective in any neighbourhood of \( v_0 \) in \( V \). Then there are sequences \( w_n \) and \( \tilde{w}_n \) in \( V \) which converge to \( v_0 \) with \( w_n \neq \tilde{w}_n \) and \( Pw_n = P\tilde{w}_n \). Write \( w_n = f(z_n) \) and \( \tilde{w}_n = f(\tilde{z}_n) \), and note that \( z_n \neq \tilde{z}_n \). Properness of \( f \) implies that \( z_n \) and \( \tilde{z}_n \) are contained in a disc of radius \( r < 1 \), so by passing to a subsequence, we may assume that \( z_n \to z \) and \( \tilde{z}_n \to \tilde{z} \) for points \( z, \tilde{z} \) in the disc. Thus \( f(z) = f(\tilde{z}) = v_0 \).

Since \( f \) is injective, it follows that \( z = \tilde{z} = z_0 \). But \( (Pf)(z_n) = (Pf)(\tilde{z}_n) \), which contradicts the fact that \( Pf \) is injective in a neighborhood of \( z_0 \).

Therefore, there is a neighbourhood \( b_{r_0}(z_0) \subset f^{-1}(b_r(v_0)) \) so that \( Pf|_{b_{r_0}(z_0)} \) is an injective holomorphic function such that \( (Pf)'(z) \neq 0 \) for all \( z \in b_{r_0}(z_0) \). There is an \( r_0 \) with \( 0 < r_0 \leq r \) so that

\[
Pb_{r_0}(v_0) \subset Pf(b_{r_0}(z_0)).
\]
Therefore \((Pf|_{B_{\epsilon}(z_0)})^{-1}\) is a holomorphic function. If follows that \(g = (Pf)^{-1}P\) is a holomorphic function on \(b_{r_0}(v_0)\). It is evident that
\[
g|_{V \cap b_{r_0}(v)} = f^{-1}|_{V \cap b_{r_0}(v)}.
\]

Now suppose that \(h : V \rightarrow \mathbb{C}\). Since the composition of holomorphic functions is holomorphic, it follows that if \(h\) is holomorphic, then so is \(h \circ f\). Conversely, suppose that \(h \circ f\) is holomorphic on \(D\). Let \(v_0 = f(z_0) \in V\), and let \(r_0\) and \(\epsilon\) be as in the previous paragraph. Since \(P|_{b_{r_0}(v_0) \cap V}\) is a homeomorphism onto \(b_{r_0}(Pv_0) \cap \text{Ran} P\), there is a function
\[
k : (b_{r_0}(Pv_0) \cap \text{Ran} P) \rightarrow \mathbb{C}
\]
such that \(h = (k \circ P)|_{V \cap b_{r_0}(v)}\). Now \(k = (h \circ f) \circ (Pf)^{-1}\) is holomorphic. Therefore \(\tilde{h} = k \circ P\) is a holomorphic function on \(b_{r_0}(v_0)\) such that \(h = \tilde{h}|_{V \cap b_{r_0}(v)}\). Thus \(h\) is holomorphic.

We let \(B_\infty\) denote the open unit ball of \(\ell^2\). The following result is well known if the range is contained in \(B_d\) for \(d < \infty\).

**Corollary 2.3.** If \(f : D \rightarrow V = f(D) \subset B_\infty\) is a biholomorphism, then the space \(H^\infty(V)\) of bounded analytic functions on \(V\) coincides with \(\{h \circ f^{-1} : h \in H^\infty\}\).

If \(V\) is a variety in \(B_d\), then the multiplier algebra \(\mathcal{M}_V\) of \(\mathcal{H}_V\) is a complete quotient of \(\mathcal{M}_d\) by the ideal of multipliers vanishing on \(V\). The quotient map is just the restriction map. Thus every multiplier on \(V\) extends to a multiplier on \(B_d\). In particular, they extend to bounded holomorphic functions on the whole ball. As noted in the introduction, the point evaluation \(\rho_v(f) = f(v)\) is always a character on \(\mathcal{M}_V\) for each \(v \in V\). Moreover, these are the only point evaluations on \(\mathcal{M}_V\), and they coincide with the weak-* continuous characters. We will identify the set \(V\) with \(\{\rho_v : v \in V\} \subset M(\mathcal{M}_V)\).

Recall that there is a natural map \(\pi\) from the character space of \(\mathcal{M}_V\) into \(\overline{B_d}\) given by \(\pi(\rho) = (\rho(Z_i))_{i=1}^\infty\).

An earlier version of this paper relied on [11, Theorem 3.2], which states that the characters of \(\mathcal{L}_d\) (or \(\mathcal{M}_d\)) lying in \(\pi^{-1}(B_d)\) are precisely point evaluations. That theorem is not true for \(d = \infty\) as the following example shows. So some additional care is needed. In the example, we work with the algebra \(\mathcal{M}_\infty\) of multipliers on Drury-Arveson space.

**Example 2.4.** Let \((v_n)\) be a sequence in \(B_\infty\) with the property that \(||v_n||\rightarrow 1\), but \((v_n)\) converges weakly to zero. By passing to a subsequence, we may assume that \((v_n)\) is interpolating for \(\mathcal{M}_\infty\) (see Proposition [9,1]). Thus, the unital homomorphism \(\Phi : \mathcal{M}_\infty \rightarrow \ell^\infty\) defined by \(\Phi(f)(n) = f(v_n)\) is surjective, so its adjoint \(\Phi^*\) is an embedding of the Stone-Čech compactification \(\beta N\) into the character space of \(\mathcal{M}_\infty\). We claim that every point in \(\beta N \setminus N\) lies in the fiber over the origin, i.e., \(\pi(\Phi^*(\beta N \setminus N)) = \{0\}\). Indeed, let \(\varphi \in \beta N \setminus N\). Then for every \(k \geq 1\), we have
\[
(\Phi^*(\varphi))(Z_k) = \varphi((Z_k(v_n))) = \lim_{n \rightarrow \infty} Z_k(v_n) = 0.
\]

This shows that there are points in \(\pi^{-1}(B_d)\) which are not point evaluations.
We can use this construction to show that there are also algebras $\mathcal{M}_V$ with characters that are fibered over points in $B_d \setminus V$. Let $(v_n)$ be as above, and assume that $v_0 = 0$. Let $f \in \mathcal{M}_\infty$ satisfy $f(0) = 1$ and $f(v_n) = 0$ for $n \geq 1$. Then $V = f^{-1}(0)$ is a variety such that $0 \notin V$, but the fiber $\pi^{-1}(0)$ is large.

Now consider two discs in $B_d$, including the case $d = \infty$. We need a few variants of results in [14]. Consider two biholomorphisms of discs

$$f_i : \mathbb{D} \to V_i = f_i(\mathbb{D}) \subset B_d \quad \text{for} \quad i = 1, 2$$

such that $V_i$ are varieties in the sense of [14]; i.e. they are the intersection of zero sets of multipliers. Suppose that $\varphi : \mathcal{M}_{V_1} \to \mathcal{M}_{V_2}$ is a continuous algebra homomorphism, and let $\varphi^*$ be the induced map from $M(\mathcal{M}_{V_2})$ to $M(\mathcal{M}_{V_1})$. Composing this with the evaluation map $\pi$ at the row contraction $Z = [Z_1 \ldots Z_d]$ yields a map $F_\varphi = \pi \circ \varphi^*: M(\mathcal{M}_{V_2}) \to \overline{B_d}$ such that

$$F_\varphi(\rho) = \varphi(Z)(\rho) = [\rho(\varphi(Z_i))]_{i=1}^d \quad \text{for} \quad \rho \in M(\mathcal{M}_{V_2}).$$

In particular, $F_\varphi|_{V_2}$ maps the variety $V_2$ into $\overline{B_d}$.

**Theorem 2.5.** Let $V_i$ be discs in $B_d$, as described above. Furthermore, assume that

1. for every $\lambda \in V_1$, the fiber $\pi^{-1}(\lambda) = \{\rho_\lambda\}$, and
2. $\pi(M(\mathcal{M}_{V_1})) \cap B_{d_1} = V_1$.

Let $\varphi : \mathcal{M}_{V_1} \to \mathcal{M}_{V_2}$ be a continuous algebra homomorphism. Then $F = F_\varphi|_{V_2}$ is a holomorphic map with multiplier coefficients. If $F$ is not constant, then $F$ maps $V_2$ into $V_1$. In this case, $\varphi^*|_{V_2} = F$ and $\varphi$ is given by composition with $F$, that is,

$$\varphi(h) = h \circ F \quad \text{for all} \quad h \in \mathcal{M}_{V_1}.$$

In particular, if $\varphi$ is injective, then $F$ is not constant. And if $\varphi$ is an isomorphism, $F$ is a biholomorphism of $V_2$ onto $V_1$.

**Remark 2.6.** The special hypotheses on the variety $V_1$ always hold when $d_1 < \infty$ by [14] Proposition 3.2. Proposition 2.8 below shows that even when $d_1 = \infty$, it holds in many cases of interest.

**Proof.** Let $F_i = \varphi(Z_i)$ for $1 \leq i \leq d_1$. For $v \in V_2$, let $\rho_v$ denote the character of evaluation at $v$. Then

$$F(v) = \pi(\varphi^*(\rho_v)) = \rho_v(\varphi(Z)) = [F_i(v)]_{i=1}^{d_1}.$$

Observe that the coefficients $F_i$ are all multipliers. Since characters are completely contractive, we have

$$\|F(v)\|^2 = \sum_i |F_i(v)|^2 \leq \|Z\|^2 = 1 \quad \text{for all} \quad v \in V_2.$$

We claim that $F \circ f_2$ is holomorphic. If $d_1 < \infty$, this is clear since the functions $h_i = F_i \circ f_2$ are. If $d_1 = \infty$, let $\alpha = (a_i)_{i=1}^\infty \in \ell^2$. Then

$$\langle F \circ f_2(z), \alpha \rangle = \sum_{i=1}^\infty \bar{a}_i h_i(z).$$
This converges uniformly on $V_2$ since by the Cauchy-Schwarz inequality,
\[
\sum_{n=N}^{\infty} |a_n h_n(z)| \leq \left( \sum_{n=N}^{\infty} |a_n|^2 \right)^{1/2} \left( \sum_{n=N}^{\infty} |h_n(z)|^2 \right)^{1/2} \\
\leq \left( \sum_{n=N}^{\infty} |a_n|^2 \right)^{1/2} \xrightarrow{N \to \infty} 0.
\]

Therefore $\langle F \circ f_2(v), \alpha \rangle$ is holomorphic for all $\alpha$, so $F \circ f_2$ is holomorphic. By Proposition 2.2, $F$ is holomorphic.

Now we assume that $F$ is not constant, and show that $F$ maps into $\mathbb{B}_d$. If $\mu = F(\lambda)$ lies in the boundary $\partial \mathbb{B}_d$ for some $\lambda \in V_2$, then $\langle F \circ f_2(z), \mu \rangle$ is a holomorphic function into $\mathbb{B}$ which takes the value 1 at $\lambda$. By the maximum modulus principle, this function is constant. Since the image of $F$ is contained in the closed unit ball, $F \circ f_2$ itself and thus $F$ must be constant. This contradicts our assumption.

Now for $v \in V_2$, $\varphi^\ast(\rho_v)$ is fibered over the point $F(v)$, which lies in $\mathbb{B}_d$. By hypotheses (1) and (2), the characters of $\mathcal{M}_{V_1}$ in $\pi^{-1}(\mathbb{B}_d)$ are precisely the point evaluations at points of $V_1$. Hence $F$ maps $V_2$ into $V_1$. Therefore
\[
\varphi(h)(v) = \varphi^\ast(\rho_v)(h) = \rho_{F(v)}(h) = h(F(v))
\]
for all $h \in \mathcal{M}(V_1)$ and $v \in V_2$.

If $\varphi$ is injective, it follows as in [14, Lemma 5.4(2)] that $F$ maps $V_2$ into $V_1$. The argument there assumed that $\varphi$ is an isomorphism, but only injectivity is required. To recall, suppose that $F$ maps $V_2$ to a single point $\lambda \in \mathbb{B}_d$. Then for every $i$, we have
\[
\varphi(\lambda_i - Z_i) = \lambda_i - F_i = 0,
\]
hence $Z_i = \lambda_i \in \mathcal{M}_{V_1}$ by injectivity of $\varphi$. This is clearly impossible as $V_1$ consists of more than one point. Therefore $F$ is not constant.

Now assume that $\varphi$ is an isomorphism. By an adaptation of [13, Section 11.3], the fact that $\varphi$ is implemented by composition implies that $\varphi$ is weak-$*$ continuous. Since the closed unit ball $B_1$ of $\mathcal{M}_{V_1}$ is weak-$*$ compact, and since the weak-$*$ topology on $\mathcal{M}_{V_2}$ is Hausdorff, $\varphi|_{B_1} : B_1 \to \varphi(B_1)$ is a homeomorphism in the weak-$*$ topologies. Every bounded set in $\mathcal{M}_{V_2}$ is contained in $r \varphi(B_1)$ for some $r > 0$, hence $\varphi^{-1}$ is weak-$*$ continuous on bounded sets. It follows from the Krein-Smulian theorem that $\varphi^{-1}$ is weak-$*$ continuous. In particular, $(\varphi^{-1})^\ast$ takes point evaluations to point evaluations.

We deduce that $\varphi^\ast(V_2) = V_1$, hence $F$ maps $V_2$ onto $V_1$. Since $F^{-1} = \pi \circ (\varphi^{-1})^\ast$, the map $F^{-1}$ is holomorphic with multiplier coefficients.

**Remark 2.7.** Besides the special assumptions on $\mathcal{M}_{V_1}$, another issue that makes this a weaker result than Theorem 1.1 is that we do not know if the map $F$ can be extended to the whole ball $\mathbb{B}_\infty$ to be bounded, or better yet a bounded multiplier. Now $F$ is essentially $\varphi(Z)$. So if we knew that $\varphi$ was completely bounded, then $F$ would be a bounded multiplier. Since $\mathcal{M}_{V'}$ is a complete quotient of $\mathcal{M}_\infty$, we could lift this to a bounded multiplier map on the whole ball. As it is, we only know that the coordinates are contractive multipliers—so they each extend to contractive multipliers on the whole ball. When $d < \infty$, this then provides the desired extension.
But when \( d = \infty \), extending each individual multiplier coefficient does not generally yield a bounded row multiplier.

Recall that \( \mathcal{A}_d \) is the closure in \( \mathcal{M}_d \) of the polynomials.

**Proposition 2.8.** Suppose that a variety \( V \) in \( \mathbb{B}_\infty \) is the intersection of zero sets of a family \( \mathcal{F} \subset \mathcal{A}_d \). Then \( \pi(M(\mathcal{M}_V)) \cap \mathbb{B}_d = V \).

**Proof.** Since \( \mathcal{M}_V \cong \mathcal{M}_d / \mathcal{J}_V \) where \( \mathcal{J}_V \) is the ideal of multipliers vanishing on \( V \), every character \( \varphi \) of \( \mathcal{M}_V \) lifts to a character \( \psi \) of \( \mathcal{M}_d \) that annihilates \( \mathcal{J}_V \). Assume that \( \lambda \in \mathbb{B}_\infty \) and \( \varphi \in \pi^{-1}(\lambda) \), whence \( \psi \in \pi^{-1}(\lambda) \) also. Then \( \psi(f) = f(\lambda) \) for every polynomial \( f \), and hence for every \( f \in \mathcal{A}_d \). In particular, as every \( f \in \mathcal{F} \) belongs to \( \mathcal{J}_V \), we have \( 0 = \psi(f) = f(\lambda) \). Therefore \( \lambda \) belongs to \( V \). \[\square\]

**Remark 2.9.** When the functions \( \mathcal{F} \) defining \( V \) belong to \( \mathcal{A}_d \), they extend to be continuous on the closed ball. It follows by the same argument that if \( \|\lambda\| = 1 \) and a character \( \varphi \in \pi^{-1}(\lambda) \), then \( f(\lambda) = 0 \) for every \( f \in \mathcal{F} \). Hence \( \lambda \in \bigcap_{f \in \mathcal{F}} f^{-1}(0) \). Thus in the case where \( \bigcap_{f \in \mathcal{F}} f^{-1}(0) = \overline{V} \), we can conclude that \( \pi(M(\mathcal{M}_V)) = \overline{V} \). This is of interest even when \( d < \infty \) (cf. [23, Corollary 5.4]).

It is well known that the conformal automorphisms of the unit disc are the Möbius maps \( \theta = \lambda\left(\frac{z-a}{1-\bar{a}z}\right) \) for \( a \in \mathbb{D} \) and \( |\lambda| = 1 \). Moreover, the automorphisms of \( H^\infty \) are precisely the maps \( C_0 h = h \circ \theta \). This familiar result is credited to Kakutani in [22, p.143].

If \( f : \mathbb{D} \to V = f(\mathbb{D}) \subset \mathbb{B}_d \) is a biholomorphic map onto a variety \( V \), then we can transfer the Möbius maps to conformal automorphisms of \( V \) by sending \( \theta \) to \( f \circ \theta \circ f^{-1} \). Since this can be reversed, these are precisely the conformal automorphisms of \( V \). We say that \( \mathcal{M}_V \) is **automorphism invariant** if composition with all of these conformal maps yield automorphisms of \( \mathcal{M}_V \). A sufficient criterion for automorphism invariance is given in [9, Theorem 3.5]. For further discussion of this property, the reader is referred to Section 8 in [10].

**Corollary 2.10.** Let \( V_i \) be discs in \( \mathbb{B}_d \) as described above such that \( V_i \) satisfies conditions (1) and (2) of Theorem 2.5. Let \( \varphi : \mathcal{M}_{V_1} \to \mathcal{M}_{V_2} \) be an algebra isomorphism. Then there is a Möbius map \( \theta \) of \( \mathbb{D} \) such that the following diagram commutes:

\[
\begin{array}{ccc}
\mathcal{M}_{V_1} & \xrightarrow{\varphi} & \mathcal{M}_{V_2} \\
C_{f_1} \downarrow & & \downarrow C_{f_2} \\
H^\infty & \xrightarrow{C_0} & H^\infty
\end{array}
\]

**Proof.** By Theorem 2.5 \( F = \varphi^* |_{V_2} \) is a biholomorphism of \( V_2 \) onto \( V_1 \), and \( \varphi \) is implemented by composition with \( F \). We will make use of the fact that \( \mathcal{M}_{V_i} \) can be embedded into \( H^\infty \) via \( C_{f_i} h = h \circ f_i \) for \( h \in \mathcal{M}_{V_i} \).

This map is contractive since the multiplier norm on \( \mathcal{M}_{V_i} \) dominates the sup norm. Observe that \( \theta = f_2^{-1} \circ F \circ f_1 \) is a biholomorphism of \( \mathbb{D} \) onto itself, and thus is a Möbius map. Clearly this makes the diagram commute. \[\square\]
Suppose that the automorphism \( \theta \) can be chosen to be the identity or, equivalently, that \( C_F \), where \( F = f_1 \circ f_2^{-1} \), is an isomorphism of \( \mathcal{M}_{V_1} \) onto \( \mathcal{M}_{V_2} \). Then we will say that \( \mathcal{M}_{V_1} \) and \( \mathcal{M}_{V_2} \) are isomorphic via the natural map.

**Corollary 2.11.** Let \( V_i \) be discs in \( \mathbb{B}_d \) as described above such that \( V_1 \) satisfies conditions (1) and (2) of Theorem 2.5. If \( \mathcal{M}_{V_1} \) or \( \mathcal{M}_{V_2} \) is automorphism invariant, then \( \mathcal{M}_{V_1} \) and \( \mathcal{M}_{V_2} \) are isomorphic if and only if they are isomorphic via the natural map \( C_F \), where \( F = f_1 \circ f_2^{-1} \). In particular, if \( \mathcal{M}_{V_1} \) is isomorphic to \( H^\infty \), then \( C_f \) implements the isomorphism.

3. **Transversality**

Recall that a map of \( D \) into a ball \( \mathbb{B}_d \) is proper if \( \lim_{|z| \to 1} |f(z)| = 1 \). If a proper analytic map \( f \) of a surface \( S \) into a ball \( \mathbb{B}_d \) extends to be \( C^1 \) on \( S \), we shall say that the image meets the boundary of \( \mathbb{B}_d \) transversally at \( f(z) \) for \( z \in \partial S \) provided that

\[
\langle f(z), f'(z) \rangle \neq 0.
\]

As noted in the introduction, [3, 4, 23] make transversality at the boundary a hypothesis needed for their results. In this section, we show that a proper analytic \( C^1 \) embedding automatically meets the boundary transversally. We first consider maps of the unit disc. Then we provide an extension to finite Riemann surfaces.

**Proposition 3.1.** Let \( f : D \to \mathbb{B}_d \) be an analytic map which extends to be continuous at 1 such that \( ||f(1)|| = 1 \). Then

\[
\frac{\text{Re}(f(1) - f(z), f(1))}{1 - |z|} \geq \frac{1 - |\langle f(z), f(1) \rangle|}{1 - |z|} \geq \frac{1 - |a|}{1 + |a|} > 0
\]

for all \( z \in D \), where \( a = \langle f(0), f(1) \rangle \). We have

\[
L = \lim_{z \to 1, z \in \mathbb{B}} \frac{1 - |\langle f(z), f(1) \rangle|}{1 - |z|} < \infty
\]

if and only if the non-tangential limit of

\[
\frac{\langle f(1) - f(z), f(1) \rangle}{1 - z}
\]

as \( z \to 1 \) exists. In this case, this limit equals \( L \). In particular, if \( f \) extends to be differentiable at 1, then \( \langle f(1), f'(1) \rangle > 0 \).

**Proof.** Consider the holomorphic function

\[
g : D \to D, \quad z \mapsto \langle f(z), f(1) \rangle.
\]

An application of the Schwarz-Pick lemma (compare the discussion following Corollary 2.40 in [9]) shows that

\[
\frac{1 - |g(z)|}{1 - |z|} \geq \frac{1 - |g(0)|}{1 + |g(0)|}
\]

for all \( z \in D \), from which the first claim readily follows.
The second claim is a direct consequence of the Julia-Carathéodory theorem \cite{2}. It follows from the first part that \(L > 0\). In particular, if \(f\) extends to be differentiable at 1, then
\[
\langle f'(1), f(1) \rangle = \lim_{z \to 1} \frac{\langle f(1) - f(z), f(1) \rangle}{1 - z} = L > 0,
\]
so that \(f\) meets the boundary transversally at \(f(1)\).

The following consequence is immediate.

**Corollary 3.2.** If \(f : \mathbb{D} \to \mathbb{R}_d\) is a proper analytic map which extends to be \(C^1\) on \(\overline{\mathbb{D}}\), then \(f(\mathbb{D})\) meets the boundary transversally. Indeed, \(\langle f(z), f'(z)z \rangle > 0\) for all \(z \in \partial \mathbb{D}\).

Here is a generalization of Corollary 3.2 to finite Riemann surfaces. It will not be used in the sequel, but has consequences in the general theory. It shows that the transversality assumptions in [3, 4, 23] are redundant.

**Proposition 3.3.** Let \(S\) be a finite Riemann surface, and let \(f : S \to \mathbb{R}_d\) be a holomorphic map. Fix a point \(x_0 \in \partial S\), and assume that \(f\) extends to be \(C^1\) on \(S \cup \{x_0\}\) and that \(f(x_0) \not\in \partial \mathbb{R}_d\). Then \(f(S)\) meets \(\partial \mathbb{R}_d\) transversally at \(f(x_0)\).

**Proof.** Let \(U\) be a neighbourhood of 1 in \(\mathbb{C}\), and let \(g\) be a biholomorphism from \(U\) onto a neighbourhood \(V\) of \(x_0\) in the double of \(S\) that takes 1 to \(x_0\), \(\mathbb{D} \cap U\) to \(S \cap V\) and \(T \cap U\) to \(\partial S \cap V\). That such a local parametrization exists follows from Sections 11.2 and 11.3 in [5]. Assume without loss of generality that \(f(x_0) = e_1 = (1, 0, \ldots, 0)\). Denote \(W = \mathbb{D} \cap U\). We now consider the map \(h = f \circ g : W \to \mathbb{R}_d\), and our goal is to prove that \(\Re \langle h'(1), h(1) \rangle = \Re \langle h'(1), e_1 \rangle \neq 0\).

To this end, write the first component of \(h = (h_1, \ldots, h_d)\) as \(h_1 = u + iv\), with \(u\) and \(v\) real and harmonic. Now \(u\) is harmonic and strictly less than 1 in \(W\), while \(u(1) = 1\). By Hopf’s lemma (see [19, Lemma 3.4] or [20, Lemma 4.3.7]), the outward pointing directional derivative of \(u\) at 1 is positive: meaning simply that \(\frac{\partial u}{\partial x}(1) > 0\). Thus
\[
\Re \langle h'(1), h(1) \rangle = \Re \left( \frac{\partial u}{\partial x}(1) + i \frac{\partial v}{\partial x}(1) \right) = \frac{\partial u}{\partial x}(1) > 0,
\]
as required.

Let us examine the geometric meaning of Corollary 3.2. For every \(n\) (including \(n = 1\)) the space \(\mathbb{C}^n\) carries the structure of a 2\(n\)-dimensional real Hilbert space with inner product
\[
\langle u, v \rangle_{\mathbb{R}} = \Re \langle u, v \rangle.
\]

Let \(f\) be as in the corollary, and let us assume for brevity that \(f\) extends analytically to a disc \((1 + \epsilon)\mathbb{D}\). The derivative \(f'(z)\) is a linear map from the complex tangent space of \(\mathbb{C}\) at \(z\) (which can be identified with \(\mathbb{C}\)) into the complex tangent space of \(f((1 + \epsilon)\mathbb{D})\) at \(f(z)\) (which can be identified with a subspace of \(\mathbb{C}^d\) of complex dimension 1). Every \(z \in \partial \mathbb{D}\) also serves as the outward pointing normal vector of the real submanifold \(\partial \mathbb{D}\) at the point \(z\). The derivative \(f'(z)\) maps \(z\) to the vector \(f'(z)z\).

Intuitively, a curve \(f(\mathbb{D})\) is transversal to \(\partial \mathbb{R}_d\) at \(f(z)\) (for \(z \in \partial \mathbb{D}\)) if the real valued inner product of the tangent vector to the curve at \(f(z)\) with the outward
pointing normal vector at \( f(z) \) is positive. But since the outward pointing normal of \( \partial \mathbb{B}_d \) at \( f(z) \) is (colinear with) \( f(z) \), this boils down to the condition \( \langle f(z), f'(z)z \rangle = \text{Re}(f(z), f'(z)z) > 0 \). Corollary 3.2 gives slightly more information.

The following proposition and corollary clarify further the geometric meaning of Proposition 3.1 and Corollary 3.2.

**Proposition 3.4.** Let \( \varphi \) be a differentiable map from the interval \([0, 1]\) into the closed unit ball \( B \) of a real Hilbert space such that \( \|\varphi(1)\| = 1 \) and \( \langle \varphi'(1), \varphi(1) \rangle > 0 \). Then for \( x \) near 1

\[
\|\varphi(1) - \varphi(x)\| \sim 1 - \|\varphi(x)\| \sim 1 - x.
\]

Here we use the notation \( a(x) \sim b(x) \) to mean \( \lim_{x \to 1} \frac{a(x)}{b(x)} = c \in (0, \infty) \).

**Proof.** By differentiability

\[
\|\varphi(1) - \varphi(x)\| = \|\varphi'(1)(x - 1) + o(1 - x)\| \sim 1 - x,
\]

since \( \varphi'(1) \neq 0 \). Moreover \( 1 - \|\varphi(x)\| \sim 1 - \|\varphi(x)\|^2 \) and

\[
1 - \|\varphi(x)\|^2 = 1 - \|\varphi(1) + \varphi'(1)(x - 1) + o(x - 1)\|^2 = 2\langle \varphi'(1), \varphi(1) \rangle (1 - x) + o(1 - x),
\]

and the latter is \( \sim 1 - x \).

**Corollary 3.5.** Suppose that \( f \) is a proper analytic map of \( \mathbb{D} \) into a ball \( \mathbb{B}_d \), and that \( f \) extends to \( \mathbb{D} \cup \{1\} \) and is differentiable at 1. Then there exist \( c > 0 \) such that for all \( x \in (0, 1) \),

\[
c \leq \frac{\text{dist}(f(x), \partial \mathbb{B}_n)}{\|f(1) - f(x)\|} = \frac{1 - \|f(x)\|}{\|f(1) - f(x)\|} \leq 1.
\]

4. **Tangential embedding**

Following the discussion in the previous section we ask: can a proper biholomorphic embedding of the disc into the ball that extends continuously to the boundary meet the sphere tangentially? Proposition 3.1 shows that \( \langle f'(1), f(1) \rangle \) is always bounded away from 0, when \( f \) extends to be differentiable at 1. And the Julia-Caratheodory Theorem shows that differentiability (at least in the direction of \( f(1) \)) is equivalent to having a bounded differential quotient along some approach to the boundary point. So a possible reformulation of a tangential condition might be that

\[
\lim_{x \to 1, x \in (0,1)} \frac{\text{Re}(f(1) - f(x), f(1))}{1 - x} = +\infty.
\]

A different formulation is used in [4]. They suggest that the tangential condition should be

\[
\lim_{x \to 1, x \in (0,1)} \frac{\text{dist}(f(x), \partial \mathbb{B}_n)}{\|f(1) - f(x)\|} = \lim_{x \to 1, x \in (0,1)} \frac{1 - \|f(x)\|}{\|f(1) - f(x)\|} = 0.
\]

If this is an actual limit, this intuitively says that as \( x \) approaches 1 along the real axis, the curve \( f(x) \) approaches the boundary much more quickly than it approaches \( f(1) \), and hence must approach \( f(1) \) along a curve tangent to the boundary.
Corollary 3.5 shows that if \( f \) is holomorphic and differentiable at 1, then the curve \( f(x) \) cannot approach \( \partial \mathbb{B}_2 \) tangentially in either of these senses. We have been unable to determine a relationship between these two tangential conditions.

We now construct an example of a continuous proper embedding of a disc into \( \mathbb{B}_2 \) which meets the boundary tangentially in both of these senses. Unfortunately we have been unable to determine whether the multiplier algebra is isomorphic to \( H^\infty \).

**Example 4.1.** The following is a modification of an example shown to us by Josip Globevnik. There is a proper embedding \( F \) of \( \mathbb{D} \) into \( \mathbb{B}_2 \) which extends to be continuous on \( \overline{\mathbb{D}} \) such that

\[
\lim_{x \to 1, x \in (0,1)} \frac{1 - \|F(x)\|}{\|F(1) - F(x)\|} = 0,
\]

and

\[
\lim_{x \to 1, x \in (0,1)} \frac{\text{Re}(F(1) - F(x), F(1))}{1 - x} = +\infty.
\]

Let \( A \) be the region in the upper half plane bounded by two semicircles in the upper half of the unit disc which are tangent at 1, and have radii \( r_1 = \frac{1}{2} \) and \( r_2 = \frac{3}{4} \) together with the line segment \([-\frac{1}{2}, 0] \). Let \( f \) be a conformal map of \( \mathbb{D} \) onto \( A \) such that \( f(1) = 1 \). For definiteness, we may assume that \( f(-i) = 0 \) and \( f(i) = -\frac{1}{2} \).

The map \( f \) can be achieved by the following sequence of conformal maps. First apply the Möbius map \( w \to \frac{w+i}{i(w+1)} \) which takes \(-i\) to 0, \( i \) to \( \infty \), carries \( \mathbb{D} \) onto the upper half plane, takes \( 1 \) to \( 1 \), and is analytic in a neighbourhood of 1. Then take the square root map onto the first quadrant, followed by the Möbius map \( w \to \frac{w-1}{w+1} \) which carries the quadrant onto the upper half disc. Call the composition of these maps \( g \). Then \( g \) maps the disc onto the upper half disc, \( g \) takes 1 to \( 1 \), and is still analytic in a neighbourhood of \( 1 \); and \( g(\pm i) = \pm 1 \). Now the standard branch of \( \log \) (with cut along the negative imaginary axis) carries the region onto the half strip bounded by the negative real axis \((-\infty, 0] \), the line segment \([-\infty, \pi i] \) and half line \((-\infty, \pi i] \) parallel to the real line. Then take a final Möbius map \( w \to \frac{w-\pi i}{w+2\pi i} \). The composition of all these maps is the desired map \( f \).

Observe that \( f \) extends to a homeomorphism of \( \overline{\mathbb{D}} \) onto \( \overline{A} \) and satisfies \( f(1) = 1 \). The map \( g \) from \( \overline{\mathbb{D}} \) to the half circle is conformal in a neighbourhood of 1, so \( g(e^{it}) \approx at \) where \( g'(1) = -ia \neq 0 \); in fact, \( a = \frac{1}{4} \). Hence \( \log g(e^{it}) \approx \log(at) \) for \( t > 0 \) and \( \log g(e^{it}) \approx \log(a|t|) + \pi i \) for \( t < 0 \). So we obtain that

\[
f(e^{it}) \approx \begin{cases} 
\frac{\log(at) - \pi i}{\log(at) + 2\pi i} & \text{for } t > 0 \\
\frac{\log(a|t|)}{\log(a|t|) + 3\pi i} & \text{for } t < 0 
\end{cases}
\]

Hence we may compute that

\[
u(e^{it}) := \frac{1}{2} \log \left(1 - |f(e^{it})|^2\right) \approx -\log \log |t|^{-1}.
\]

In particular, \( u \) is in \( L^1(\mathbb{T}) \).

Fix \( 2/3 < r < 1 \), and define \( \rho(z) = rz + 1 - r \). This maps \( \mathbb{D} \) onto a disc of radius \( r \) tangent to \( \mathbb{D} \) at 1. Therefore \( f_1(z) = f(\rho(z)) \) maps \( \mathbb{D} \) conformally onto a region.
contained in \( A \) which extends to be analytic on a neighbourhood of \( \overline{D} \setminus \{1\} \). It is still true that
\[
u_1(e^{it}) := \frac{1}{2} \log \left(1 - |f_1(e^{it})|^2\right)
\]
belongs to \( L^1 \), but now it is \( C^\infty \) except at 1, where it goes to \(-\infty\). Hence \( \tilde{\nu}_1 \) be its harmonic conjugate. This is also smooth except at 1. Let \( f_2(z) = e^{\nu_1 + i\tilde{\nu}_1} \). Then \( f_2 \) extends to be continuous on \( \overline{D} \) with \( f_2(1) = 0 \), and \( f_2 \) is smooth except at 1.

Now \( |f_1(e^{it})|^2 + |f_2(e^{it})|^2 = 1 \) on \( \mathbb{T} \). It follows that \( F(z) = (f_1(z), f_2(z)) \) is a proper map of \( D \) into \( B_2 \) that extends to be continuous on \( \overline{D} \), and smooth except at 1. Since \( f_1 \) is conformal, \( F \) is a biholomorphism of \( D \) onto its image.

It is easy to see that as \( z \) approaches 1, \( F(z) \) approaches \((1, 0)\) tangentially. Thus it follows that
\[
\lim_{x \to 1, x \in (0, 1)} \frac{1 - \|F(x)\|}{\|F(1) - F(x)\|} = 0.
\]

A careful look at the estimates above shows that for \( x \in (0, 1), \)
\[
f(1 - x) \sim \log(ax) - \frac{\pi}{2}i \sim (1 - \frac{c_1}{\log^2 x}) + i \frac{c_2}{\log x}.
\]

Hence
\[
\operatorname{Re}\langle f(1) - f(x), f(1) \rangle \sim \frac{c_1}{\log^2 (1 - x)},
\]
so that
\[
\lim_{x \to 1, x \in (0, 1)} \frac{\operatorname{Re}\langle F(1) - F(x), F(1) \rangle}{1 - x} = +\infty.
\]

5. Crossing on the boundary

In this section, we will provide a method for constructing a smooth proper embedding of a disc into a ball such that the multiplier algebra is not all of \( H^\infty \). The idea is to have the boundary cross itself.

**Theorem 5.1.** Suppose that \( f : \mathbb{D} \to \mathbb{B}_d \) is a proper analytic map which satisfies
\[
(1) \text{ } f|_{\mathbb{D}} \text{ is injective,}
\]
\[
(2) \text{ } f \text{ extends to a differentiable map on } \mathbb{D} \cup \{\pm 1\}, \text{ and}
\]
\[
(3) \text{ } f(1) = f(-1).
\]
Suppose that \( V = f(\mathbb{D}) \) is a variety (in the sense of [14]). Then \( f^{-1} \not\in \mathcal{M}_V \). In particular, the embedding
\[
\mathcal{M}_V \to H^\infty, \quad h \mapsto h \circ f,
\]
is not surjective.

**Proof.** We first make some first order estimates in order to approximate the kernel functions near \( \pm 1 \). By Proposition 3.1 we have \( \langle f'(1), f(1) \rangle > 0 \). Furthermore, differentiability of \( f \) at 1 implies that for small \( x > 0 \), we have
\[
f(1 - x) = f(1) - xf'(1) + o(|x|).
\]
Hence
\[1 - \|f(1-x)\|^2 = \|f(1)\|^2 - \|f(1-x)\|^2
= \langle f(1), f(1) - f(1-x) \rangle + \langle fx'(1) + o(|x|), f(1) - xf'(1) + o(|x|) \rangle
= 2x\langle f'(1), f(1) \rangle + o(|x|).\]
Similarly, \(\langle f'(-1), f(-1) \rangle < 0\); and for small \(y\) with \(y > 0\),
\[f(-1+y) = f(-1) + yf'(-1) + o(y)\]
and
\[1 - \|f(-1+y)\|^2 = -2y\langle f'(-1), f(-1) \rangle + o(y).\]
Likewise, for small positive values of \(x\) and \(y\), we obtain (using \(f(1) = f(-1)\))
\[1 - \langle f(1-x), f(-1+y) \rangle
= 1 - \langle f(1-x), f(-1) \rangle - \langle f(x), f'(-1) + o(y) \rangle
= 1 - \langle f(1), f(-1) \rangle - \langle f(1), yf'(-1) \rangle + \langle x, f'(1), f(-1) \rangle + o(x+y)
= x\langle f'(1), f(1) \rangle - y\langle f'(-1), f(-1) \rangle + o(x+y).\]
Choose the positive scalar \(s\) so that
\[0 < a := \langle f'(1), f(1) \rangle = -s\langle f'(-1), f(-1) \rangle.\]
Then set \(y = sx\). We have that
\[(\dagger)\quad \frac{(1 - \|f(1-x)\|^2)(1 - \|f(-1 + sx)\|^2)}{1 - \langle f(1-x), f(-1 + sx) \rangle} = \frac{(2ax + o(x))(2ax + o(x))}{(2ax + o(x))^2} = 1 + o(1).\]
Let \(\|h\|_M\) denote the multiplier norm in \(\mathcal{M}_V\). Assume for a contradiction that \(f^{-1}\)
is a multiplier. Set \(C = \|f^{-1}\|_M\) and \(h = f^{-1}/C\), so that \(\|h\|_M = 1\).
We apply the Pick condition to this \(h\) at the points \(\{f(1-x), f(-1 + sx)\}:
\[0 \leq \left| \begin{array}{cc}
\frac{1 - h(f(1-x))}{1 - \|f(1-x)\|^2} & \frac{1 - h(f(1-x))h(f(-1 + sx))}{1 - \langle f(1-x), f(-1 + sx) \rangle} \\
\frac{1 - h(f(-1 + sx))}{1 - \|f(-1 + sx)\|^2} & \frac{1 - h(f(-1 + sx))h(f(1-x))}{1 - \langle f(-1 + sx), f(1-x) \rangle}
\end{array} \right|.
\]
Hence the determinant is positive. Clearing the denominators yields
\[(C^2 + (1-x)(1-sx))^2\left(1 - \|f(1-x)\|^2\right)
\leq (C^2 - (1-x)^2)(C^2 - (1-sx)^2)\left|1 - \langle f(-1 + sx), f(1-x) \rangle \right|^2.
Using the estimate from \(\dagger\) and letting \(x\) decrease to 0, we obtain
\[(C^2 + 1)^2 \leq (C^2 - 1)^2.\]
As this is false, we deduce that \(f^{-1} \notin \mathcal{M}_V\).

Now we show that a map with these properties can be obtained.
Theorem 5.2. There is a rational function $f$ with poles off $\mathbb{D}$ and values in $\mathbb{C}^2$ which satisfies the conditions of Theorem 5.1 meets $\partial \mathbb{B}_2$ transversally, and is one-to-one except for the fact that $f(-1) = f(1)$, and so that $f$ is a biholomorphism. Then $V = f(\mathbb{D})$ is a variety (in the sense of [14]) such that $\mathcal{M}_V \subsetneq H^\infty(V)$. In particular, $f^{-1}$ is not a multiplier.

Proof. Fix $0 < r < 1$, and let

$$b(z) = \frac{z - r}{1 - rz}.$$ 

Note that $b(\pm 1) = \pm 1$. Define

$$f(z) = \frac{1}{\sqrt{2}} (z^2, b(z)^2).$$

Then it is clear that $f$ is a rational function with poles off of $\mathbb{D}$. Since $z$ and $b(z)$ are automorphisms of the disc, it is easy to see that $\|f(z)\| = 1$ when $|z| = 1$. So $f(\mathbb{D})$ is contained in the ball $\mathbb{B}_2$.

Since $f$ is analytic on a disc $(1 + \varepsilon)\mathbb{D}$ for some $\varepsilon > 0$ and

$$V = f((1 + \varepsilon)\mathbb{D}) \cap \mathbb{B}_2,$$

it follows that $V$ is a variety [23]. By Proposition 3.1 $V$ meets the boundary transversally at every point.

Note that the first coordinate of $f(z)$ is $z^2/\sqrt{2}$. Hence if $f(w) = f(z)$, we have $w = \pm z$. So equality implies that $b(-z)^2 = b(z)^2$, which is easily seen to have solutions $z \in \{0, \pm 1\}$. Thus $f(-1) = f(1)$ is the only failure to be one-to-one. Moreover,

$$f'(z) = (2z, 2b(z)b'(z))$$

is never zero since the first coordinate vanishes only at $z = 0$, while

$$2b(0)b'(0) = -2r(1 - r^2) \neq 0.$$ 

So this map is a biholomorphism. It is now clear that the hypotheses of Theorem 5.1 are satisfied. Therefore, $\mathcal{M}_V \subsetneq H^\infty(V)$ and indeed, $f^{-1}$ is not a multiplier. \qed

Remark 5.3. The fact that $f^{-1}$ is not a multiplier means that this approach will not yield counterexamples to the converse of Theorem 1.1.

Corollary 2.11 and the automorphism invariance of $H^\infty$ yields the following consequence.

Corollary 5.4. For $V$ given in Theorem 5.2, $\mathcal{M}_V$ is not isomorphic to $H^\infty$.

6. Pseudohyperbolic distance

Recall that in the ball $\mathbb{B}_d$, we can define the pseudohyperbolic distance

$$d(z, w) = \|\varphi_w(z)\| = \|\varphi_z(w)\|$$

where $\varphi_w$ is the conformal automorphism of $\mathbb{B}_d$ onto itself interchanging the points $w$ and $0$ given by

$$\varphi_w(z) = \frac{w - P_\perp w z - (1 - \|w\|^2)^{1/2} P_\perp z}{1 - \langle z, w \rangle}$$
where $P_w$ is the orthogonal projection of $\mathbb{C}^d$ onto $\mathbb{C}w$. By [24, Theorem 2.2.2(iv)],
\[ d(z, w)^2 = 1 - \frac{(1 - \|w\|^2)(1 - \|z\|^2)}{|1 - \langle w, z \rangle|^2} = 1 - |\langle \nu_w, \nu_z \rangle|^2 \]
where $\nu_w = (1 - \|w\|^2)^{1/2}k_w$ is the normalized reproducing kernel for Drury-Arveson space.

The Schwarz lemma [24, Theorem 8.1.4] in this context states that if $F$ is a holomorphic map of $B_d$ into $B_e$, then
\[ d(F(z), F(w)) \leq d(z, w). \]

**Lemma 6.1.** For every $\lambda, \mu \in V$,
\[ d(\lambda, \mu) \leq \|\rho_\lambda - \rho_\mu\| \leq 2d(\lambda, \mu). \]
**Proof.** The inequality $\|\rho_\lambda - \rho_\mu\| \leq 2d(\lambda, \mu)$ was observed in [14, Lemma 5.3]. For completeness, by the Schwarz lemma
\[ \left| f(\lambda) - f(\mu) \right| \leq d(\lambda, \mu), \]
for all $f$ with $\|f\| \leq 1$ and it follows that
\[ \|\rho_\lambda - \rho_\mu\| \leq d(\lambda, \mu) \sup_{\|f\| \leq 1} \left| 1 - f(\lambda)f(\mu) \right| \leq 2d(\lambda, \mu). \]
For the lower bound we may assume (applying an automorphism $\varphi$ and replacing $V$ with $\varphi(V)$, this induces an isometry on the characters as well as on the points) that $\mu = 0$. But then clearly $f(z) = \langle z, \lambda/|\lambda| \rangle$ is a multiplier of norm 1 such that
\[ |\rho_\lambda(f) - \rho_\mu(f)| = |\lambda| = d(\lambda, \mu). \]
Note that a biholomorphism $F : W \to V$, being a homeomorphism, is automatically proper.

**Theorem 6.2.** Suppose that $\varphi : \mathcal{M}_V \to \mathcal{M}_W$ is an isomorphism induced by a biholomorphism $F : W \to V$. Then there are constants $c, C > 0$ such that
\[ cd(\lambda, \mu) \leq d(F(\lambda), F(\mu)) \leq C d(\lambda, \mu) \quad \text{for all} \quad \lambda, \mu \in W. \]
**Proof.** Put $t = \|\varphi^{-1}\|^{-1}$, and denote by $(\mathcal{M}_V)_1$ and $(\mathcal{M}_W)_1$ the unit balls of $\mathcal{M}_V$ and $\mathcal{M}_W$. Then $t \cdot (\mathcal{M}_W)_1 \subseteq \varphi((\mathcal{M}_V)_1)$, so
\[ \|\rho_{F(\lambda)} - \rho_{F(\mu)}\| = \sup_{f \in (\mathcal{M}_V)_1} |\varphi(f)(\lambda) - \varphi(f)(\mu)| \]
\[ = \sup_{g \in \varphi((\mathcal{M}_V)_1)} |g(\lambda) - g(\mu)| \]
\[ \geq \sup_{g \in (\mathcal{M}_W)_1} |tg(\lambda) - tg(\mu)| \]
\[ = t\|\rho_\lambda - \rho_\mu\|. \]
Applying the lemma gives
\[ t \cdot d(\lambda, \mu) \leq t \cdot \|\rho_\lambda - \rho_\mu\| \leq \|\rho_{F(\lambda)} - \rho_{F(\mu)}\| \leq 2d(F(\lambda), F(\mu)). \]
This gives one inequality with \( c = t/2 \). The other inequality follows by symmetry.

**Remark 6.3.** The proof of Theorem 5.1 shows that
\[
d(f(1 - x), f(-1 + sx))^2 = 1 - \frac{(1 - \|f(1 - x)\|^2)(1 - \|f(-1 + sx)\|^2)}{|1 - \langle f(1 - x), f(-1 + sx) \rangle|} = o(1).
\]
That is, we have
\[
\lim_{x \to 0^+} d(f(1 - x), f(-1 + sx)) = 0.
\]
It follows that \( f \) does not induce an isomorphism between \( \mathcal{M}_V \) and \( H^\infty \).

Moreover in the example in Theorem 5.2, an easy estimate shows that \( \|f'(z)\| \geq \sqrt{2} \) on \( \partial \mathbb{D} \). Since \( f' \) never vanishes, we have that \( \inf_{z \in \mathbb{D}} \|f'(z)\| > 0 \). Nevertheless, because of the crossing on the boundary, the previous paragraph shows that the pseudohyperbolic distance is not preserved up to a constant. Thus this property is not just a local condition.

**Example 6.4.** Consider the sequences
\[
v_n = 1 - 1/n^2 \quad \text{and} \quad w_n = 1 - e^{-n^2} \quad \text{for} \quad n \geq 1,
\]
and set \( V = \{v_n\}_{n=1}^\infty \) and \( W = \{w_n\}_{n=1}^\infty \). In [13, Example 6.2] these two varieties were examined, and it was shown that there exist \( g, h \in H^\infty \) such that
\[
h \circ g|_V = \text{id}_V \quad \text{and} \quad g \circ h|_W = \text{id}_W,
\]
while at the same time, since \( W \) is interpolating and \( V \) is not, \( \mathcal{M}_V \) and \( \mathcal{M}_W \) are not isomorphic. Theorem 5.2 sheds new light on this example. Indeed, we can check that
\[
d(v_n, v_{n+1}) = \frac{2n + 1}{2n^2 + 2n} \to 0,
\]
while
\[
d(w_n, w_{n+1}) = \frac{1 - e^{-2n-1}}{1 + e^{-2n-1} - e^{-n^2-2n-1}} \to 1.
\]
Thus the biholomorphisms \( g \) and \( h \) are not bi-Lipschitz on the varieties, hence they cannot induce an isomorphism.

The following result generalizes this example significantly.

**Proposition 6.5.** Let \( V = \{v_n\} \) be a Blaschke sequence in \( \mathbb{D} \). Then there is an interpolating sequence \( W = \{w_n\} \) and functions \( g, h \in H^\infty \) such that
\[
g(v_n) = w_n \quad \text{and} \quad h(w_n) = v_n \quad \text{for all} \quad n \geq 1.
\]

**Proof.** Let \( b_a(z) = \frac{a - z}{|a|^2 - a \overline{z}} \) for \( a \in \mathbb{D} \). Define
\[
\delta_n := \prod_{i \neq n} |b_{v_i}(v_n)|.
\]
These values are positive because \( V \) is a Blaschke sequence. (Carleson’s interpolation theorem shows that \( V \) is an interpolating sequence if and only if it is strongly separated, i.e. \( \inf_{n \geq 1} \delta_n > 0 \).) A result of Garnett [17, Theorem 4] (see [18, ch.VII, Exercise 9]) shows that if
\[
|a_n| \leq \delta_n(1 + \log \delta_n^{-1})^{-2},
\]
there is an $f \in H^\infty$ such that $f(v_n) = a_n$ for $n \geq 1$. Choose $(a_n)$ with $a_n > 0$ satisfying these inequalities, and tending to 0 sufficiently fast that $w_n = 1 - a_n$ is an interpolating sequence. Then $g = 1 - f$ is the desired map. Since $W$ is an interpolating sequence, there is is an $h \in H^\infty$ such that $h(w_n) = v_n$ for all $n \geq 1$.

It is tempting to conjecture that a biholomorphism with multiplier coordinates between two varieties, which is also bi-Lipschitz with respect to the pseudohyperbolic distance $d$, induces an isomorphism. The following example shows that this fails.

**Example 6.6.** A Blaschke sequence $V = \{v_n\}$ is **separated** if

$$\inf_{m \neq n} d(v_m, v_n) > 0.$$ 

Interpolating sequences are separated, and are characterized by being strongly separated. However there are Blaschke sequences which are separated but not strongly separated, and thus are not interpolating. For such a sequence $V$, the maps constructed in Proposition 6.5 will be bi-Lipschitz in the pseudohyperbolic metric but the multiplier algebras are not isomorphic.

An explicit example of a separated but not interpolating sequence is given in [15]. Here is a related example which has the additional virtue of having 1 as the only limit point of the sequence. Let

$$v_{n,k} = (1 - 2^{-n}) e^{ik2^{-n}}$$

for $n \geq 1$ and $0 \leq k < 2^{n/2}$. Then set $V = \{v_{n,k} : n \geq 1, 0 \leq k < 2^{n/2}\}$. It is routine to verify that this satisfies the Blaschke condition and is separated. In order for the sequence to be interpolating, it is necessary that the measure $\mu = \sum_{n,k} (1 - |v_{n,k}|) \delta_{v_{n,k}}$ be a Carleson measure [18, Theorem VII.1.1]. This means that there is a constant $C$ so that $\mu(S(I)) \leq C|I|$ for every arc $I \subset \mathbb{T}$, where

$$S(I) = \{re^{i\theta} : 1 - |I| \leq r < 1, e^{i\theta} \in I\}.$$ 

But $\mu$ is not a Carleson measure: for $p \geq 1$, let

$$S_p = S([0, 2^{-p})) = \{re^{i\theta} : 1 - 2^{-p} \leq r < 1, 0 \leq \theta < 2^{-p}\}.$$ 

Then

$$\frac{1}{2^{-p}} \sum_{v_{n,k} \in S_p} 1 - |v_{n,k}| = 2^p \sum_{n \geq p} 2^{-n} \min\{2^{n-p}, 2^{n/2}\} \geq 2^p \sum_{n=p} \frac{2p}{2^{-n}2^{n-p}} = p + 1.$$ 

This is not bounded.

**Remark 6.7.** Proposition 6.5 raises a fundamental issue in finding a converse to Theorem 1.1. The property of having a multiplier biholomorphism between two varieties $V$ and $W$ is **not an equivalence relation**! The proposition shows that every Blaschke is equivalent to some interpolating sequence. Moreover, examination of the proof shows that if $V = \{v_n\}$ and $X = \{x_n\}$ are Blaschke sequences, there is a common interpolating sequence $W$ that works for both.
However in general, there is no $h \in H^\infty$ such that $h(V) = X$. To see this, let 
$$v_n = 1 - n^{-2} \quad \text{and} \quad x_n = (-1)^n v_n \quad \text{for} \quad n \geq 2.$$ 
Suppose that $h$ exists. Let $C = \|h\|_\infty$ and $g = C^{-1} h$. Then there is an increasing 
sequence $n_i$ so that $h(v_{n_i}) > 1/2$ and $h(v_{n_i+1}) < -1/2$. Then $d(v_{n_i}, v_{n_i+1}) \approx 1/n_i$ but 
$$d(g(v_{n_i}), g(v_{n_i+1})) > d(\frac{1}{2C}, \frac{-1}{2C}) =: \delta > 0.$$ 
This contradicts the Schwarz inequality.

The problem is that we cannot compose these maps on the whole ball. The extensions 
of $g$ and $h$ to the ball do not have norm 1, and thus do not map the ball into the 
ball. So composition is not possible on some points off of the variety. Again the issue 
with this example is that the varieties have infinitely many irreducible components. 
We do not know of any examples with finitely many irreducible components in a finite 
dimensional ball where multiplier biholomorphism does not imply isomorphism of the 
multiplier algebras. Of course, isomorphism is an equivalence relation. To show that 
multiplier biholomorphism is not an equivalence relation in this setting requires a 
counterexample to the hoped-for converse of Theorem 1.1.

7. A Class of Discs in $\mathbb{B}_\infty$

We consider a class of embeddings of $\mathbb{D}$ into $\mathbb{B}_\infty$, which were studied in [14]. Let 
$(b_n)_{n=1}^{\infty} \in \ell^2$ with $\|(b_n)\|_2 = 1$ and $b_1 \neq 0$. Define $f : \mathbb{D} \to \mathbb{B}_\infty$ by 
$$f(z) = (b_1 z, b_2 z^2, b_3 z^3, \ldots) \quad \text{for} \quad z \in \mathbb{D}.$$ 
Then $f$ is a biholomorphism with inverse $g = b_1^{-1} Z_1$, and these maps are multipliers. 
Moreover the range $V = f(\mathbb{D})$ is a variety in the sense of [14] because 
$$V = V(\{b_n z_1^n - b_1^n z_n : n \geq 2\}) = \bigcap_{n \geq 2} Z(b_n z_1^n - b_1^n z_n) \cap \mathbb{B}_\infty.$$ 
It is easy to see that any two varieties of this type are multiplier biholomorphic.

Define a kernel on $\mathbb{D}$ by 
$$K(z, w) = \frac{1}{1 - \langle f(z), f(w) \rangle} \quad \text{for} \quad z, w \in \mathbb{D},$$ 
and let $\mathcal{H}_f$ be the Hilbert function space on $\mathbb{D}$ with kernel $K$. Then we can define a 
linear map $U : \mathcal{H}_V \to \mathcal{H}_f$ by $Uh = h \circ f$. Since 
$$\langle k_f(x), k_f(y) \rangle_{\mathcal{H}_V} = \frac{1}{1 - \langle f(x), f(y) \rangle} = \langle k_x, k_y \rangle_{\mathcal{H}_f} \quad \text{for all} \quad x, y \in \mathbb{D},$$ 
it follows that $U k_f(x) = k_x$ extends to a unitary map of $\mathcal{H}_V$ onto $\mathcal{H}_f$. Hence composition 
with $f$ determines a unitarily implemented completely isometric isomorphism 
$C_f : \mathcal{M}_V \to \text{Mult}(\mathcal{H}_f)$. This observation allows us to work with multiplier algebras 
of Hilbert function spaces on the disc instead of the algebras $\mathcal{M}_V$.

Thanks to the special form of $f$, we can write 
$$K(z, w) = \frac{1}{1 - \sum_{n=1}^{\infty} |b_n|^2 |zw|^n} =: \sum_{n=0}^{\infty} a_n (z\bar{w})^n.$$
for a suitable sequence \((a_n)\). Hence \(\mathcal{H}_f\) is a weighted Hardy space. Set \(c_n = |b_n|^2\). It was established in [14] that the sequence \((a_n)\) satisfies the recursion

\[
(3) \quad a_0 = 1 \quad \text{and} \quad a_n = \sum_{k=1}^{n} c_k a_{n-k} \quad \text{for} \quad n \geq 1.
\]

Moreover, \(a_n \in (0, 1]\) for all \(n \in \mathbb{N}\).

**Remark 7.1.** The coefficients \((a_n)\) can also be determined in the following way. First, note that as \(\|(b_n)\|_2 = 1\), the function \(g\) defined by

\[
g(z) = \sum_{n=1}^{\infty} c_n z^n
\]

is holomorphic on \(\mathbb{D}\) and does not take the value 1 there. Evidently,

\[
(4) \quad \frac{1}{1 - g(z)} = \sum_{n=0}^{\infty} a_n z^n \quad \text{for all} \quad z \in \mathbb{D}.
\]

That is, \((a_n)\) is the sequence of Taylor coefficients of \((1 - g)^{-1}\) at the origin.

The special form of the kernel \(K\) allows us to explicitly compute the multiplier norm of monomials in \(\mathcal{H}_f\).

**Lemma 7.2.** Suppose that \(\mathcal{H}_f\) is a reproducing kernel Hilbert space on \(\mathbb{D}\) with kernel

\[
K(z, w) = \sum_{n=0}^{\infty} a_n (z\overline{w})^n,
\]

where the sequence \((a_n)\) satisfies a recursion as in (3) for some sequence of nonnegative numbers \((c_n)\) with \(c_1 \neq 0\). Then

\[
\|z^n\|_{\text{Mult}(\mathcal{H}_f)}^2 = \|z^n\|_{\mathcal{H}_f}^2 = \frac{1}{a_n} \quad \text{for all} \quad n \in \mathbb{N}.
\]

**Proof.** The assumptions imply that \(a_n \neq 0\) for all \(n \in \mathbb{N}\), so by a general result about weighted Hardy spaces, we have

\[
\|z^n\|_{\mathcal{H}_f}^2 = \frac{1}{a_n}.
\]

Therefore for \(n \in \mathbb{N}\),

\[
\|z^n\|_{\text{Mult}(\mathcal{H}_f)}^2 = \sup_{k \geq 0} \frac{\|z^{n+k}\|_{\mathcal{H}_f}}{\|z^k\|_{\mathcal{H}_f}} = \sup_{k \geq 0} \frac{a_k}{a_{n+k}}.
\]

Since \(a_0 = 1\), it suffices to show that

\[
a_k a_n \leq a_{n+k} \quad \text{for all} \quad k, n \in \mathbb{N}.
\]

The proof of this claim proceeds by induction on \(k\). The base case holds since \(a_0 = 1\). Assume that \(k \geq 1\), and that the assertion has been established for natural...
numbers smaller than \( k \). Then
\[
a_k a_n = \sum_{i=1}^{k} a_{k-i} a_n c_i \leq \sum_{i=1}^{n+k} a_{n+k-i} c_i = a_{n+k}
\]
as asserted.

The results of Section 2 suggest that we should attempt to verify the properties

1. For every \( \lambda \in V \), the fiber \( \pi^{-1}(\lambda) = \{ \rho_{\lambda} \} \), and
2. \( \pi(M(M_V)) \cap B^d = V \).

We first observe that Proposition 2.8 shows that (2) always holds because the functions \( \{ b_n z_n^2 - b_2^2 z_n : n \geq 2 \} \) are polynomials. In fact, Remark 2.9 shows that \( \pi(M(M_V)) = \bigcap V \).

We do not know if (1) holds in general. It does hold for a large class of examples. In particular, if the ideal of multipliers which vanish at \( \lambda \) coincides with \( (z - \lambda)^{\text{Mult}(\mathcal{H}_f)} \), then it is clear that any character \( \phi \in \pi^{-1}(\lambda) \) must be point evaluation. We do not have a characterization of when this occurs. The following result, without the norm closure, will suffice for our current needs.

**Lemma 7.3.** Let \( f(z) = (b_1 z, b_2 z^2, b_3 z^3, \ldots) \) for \( z \in \mathbb{D} \), where \( \|(b_i)\|_2 \leq 1 \). The following assertions are equivalent:

(i) For every \( g \in M_V \) with \( g(0) = 0 \), there is \( \tilde{g} \in M_V \) such that \( g = z \tilde{g} \).

(ii) For every \( g \in \text{Mult}(\mathcal{H}_f) \) with \( g(0) = 0 \), we have \( g/z \in \text{Mult}(\mathcal{H}_f) \).

(iii) The sequence \( \left( \frac{a_n}{a_{n-1}} \right)_{n \geq 1} \) is bounded.

**Proof.** The equivalence of (i) and (ii) follows by an application of the isomorphism
\[
\mathcal{M}_V \to \text{Mult}(\mathcal{H}_f), \quad g \mapsto g \circ f.
\]
Suppose that (iii) holds. Then
\[
D : \mathcal{H}_f \to \mathcal{H}_f, \quad h \mapsto \frac{h - h(0)}{z},
\]
is a bounded linear map. Indeed \( D \) maps \( z^n \) to \( z^{n-1} \), and \( \|z^n\|^2 = \frac{1}{a_n} \). Let \( g \in \text{Mult}(\mathcal{H}_f) \) with \( g(0) = 0 \). Then for every \( h \in \mathcal{H}_f \), we have
\[
DM_g h = D(gh) = \frac{g}{z} h.
\]
This shows that \( g/z \in \text{Mult}(\mathcal{H}_f) \) and that \( DM_g = M_{g/z} \). Hence, (ii) holds.

Conversely, suppose that (ii) is satisfied. Then
\[
\tilde{D} : \text{Mult}(\mathcal{H}_f) \to \text{Mult}(\mathcal{H}_f), \quad g \mapsto \frac{g - g(0)}{z},
\]
is defined and clearly linear. Since convergence in \( \text{Mult}(\mathcal{H}_f) \) implies pointwise convergence on \( \mathbb{D} \), we conclude with the help of the closed graph theorem that \( \tilde{D} \) is bounded. In particular,
\[
\frac{1}{a_{n-1}} = \|z^{n-1}\|^2_{\text{Mult}(\mathcal{H}_f)} = \|\tilde{D} z^n\|^2_{\text{Mult}(\mathcal{H}_f)} \leq \|\tilde{D}\|^2 \|z^n\|^2_{\text{Mult}(\mathcal{H}_f)} = \|\tilde{D}\|^2 \frac{1}{a_n}.
\]
Thus, (iii) holds.

**Corollary 7.4.** Let \( f(z) = (b_1z, b_2z^2, b_3z^3, \ldots) \) for \( z \in \mathbb{D} \), where \( \|(b_i)\|_2 \leq 1 \). If \( \mathcal{M}_V \) is automorphism invariant and \( \sup_{n \geq 1} \frac{\|a_n\|}{\|a_{n-1}\|} < \infty \), then \( \pi^{-1}(\lambda) = \{\rho_\lambda\} \) for every \( \lambda \in V \).

**Proof.** The result is immediate for \( \lambda = 0 \) since every \( g \in \mathcal{M}_V \) such that \( g(0) = 0 \) factors as \( g = z_1 h \) for some \( h \in \mathcal{M}_V \). Thus if \( \varphi \in \pi^{-1}(0) \), we have \( \varphi(g) = \varphi(z_1)\varphi(h) = 0 = \rho_0(g) \). Hence \( \varphi = \rho_0 \).

Automorphism invariance readily shows that the same holds for every \( \lambda \in V \).

Suppose now that
\[
\tilde{f}(z) = (\tilde{b}_1z, \tilde{b}_2z^2, \tilde{b}_3z^3, \ldots) \quad \text{for} \quad z \in \mathbb{D}
\]
is another embedding of the disc into \( \mathbb{B}_\infty \) as above, and set \( \tilde{V} = \tilde{f}(\mathbb{D}) \). We may define a sequence \( (\tilde{a}_n) \) using (3) or Remark 7.1. We ask: when are \( \mathcal{M}_V \) and \( \mathcal{M}_{\tilde{V}} \) isomorphic?

**Proposition 7.5.** The algebras \( \mathcal{M}_V \) and \( \mathcal{M}_{\tilde{V}} \) are isomorphic via the natural map of composition with \( f \circ \tilde{f}^{-1} \) if and only if the sequences \( (a_n) \) and \( (\tilde{a}_n) \) are comparable.

Suppose that \( \mathcal{M}_{\tilde{V}} \) satisfies (1) \( \pi^{-1}(\lambda) = \{\rho_\lambda\} \) for every \( \lambda \in \tilde{V} \) and is automorphism invariant. Then \( \mathcal{M}_V \) is isomorphic to \( \mathcal{M}_{\tilde{V}} \) if and only if the sequences \( (a_n) \) and \( (\tilde{a}_n) \) are comparable. In particular, \( \mathcal{M}_V \) is isomorphic to \( H^\infty \) if and only if the sequence \( (a_n) \) is bounded below.

**Proof.** Suppose that \( (a_n) \) and \( (\tilde{a}_n) \) are comparable. The sequence \( \{z^n\} \) is a spanning orthogonal sequence, and Lemma 7.2 shows that their norms in \( \mathcal{H}_f \) and \( \mathcal{H}_{\tilde{f}} \) are comparable. Thus the identity map is an invertible diagonal operator between \( \mathcal{H}_f \) and \( \mathcal{H}_{\tilde{f}} \). Therefore, \( \text{Mult}(\mathcal{H}_f) = \text{Mult}(\mathcal{H}_{\tilde{f}}) \), so that \( \mathcal{M}_V \) and \( \mathcal{M}_{\tilde{V}} \) are isomorphic via the natural map.

Conversely, if \( \mathcal{M}_V \) and \( \mathcal{M}_{\tilde{V}} \) are isomorphic via the natural map, then \( \text{Mult}(\mathcal{H}_f) = \text{Mult}(\mathcal{H}_{\tilde{f}}) \). Therefore the identity map is an isomorphism between these two semisimple Banach algebras. Consequently, it is a topological isomorphism. So by Lemma 7.2 the sequences \( (a_n) \) and \( (\tilde{a}_n) \) are comparable.

If \( \mathcal{M}_V \) is automorphism invariant and satisfies (1), Corollary 2.11 applies. So this is equivalent to \( \mathcal{M}_V \) being isomorphic to \( \mathcal{M}_{\tilde{V}} \) via any isomorphism.

Note that \( H^2 \) corresponds to the map \( f(z) = (z, 0, 0, \ldots) \); and \( a_n = 1 \) for all \( n \geq 1 \) because
\[
\frac{1}{1 - z} = \sum_{n \geq 0} z^n.
\]
In general, \( 0 < \tilde{a}_n \leq 1 \), so \( (\tilde{a}_n) \) is comparable to \( (a_n) \) if and only if it is bounded below. The last claim now follows from the previous paragraph and the automorphism invariance of \( H^\infty = \text{Mult}(H^2) \).

In [14, Example 6.12], an example was given of a variety \( V = f(\mathbb{D}) \) as above such that \( \mathcal{H}_f \) is not isomorphic to \( H^2 \) via the identity map (so that \( \mathcal{M}_V \) is not similar to \( H^\infty \) in the obvious way), and the question was raised whether or not \( \mathcal{M}_V \) is
isomorphic to $H^\infty$. The above proposition answers this question, showing that those algebras are not isomorphic.

The following result gives a criterion for $\mathcal{M}_V$ being isomorphic to $H^\infty$ in terms of the sequence $(b_n)$ in the definition of the map $f$.

**Corollary 7.6.** Let $V = f(\mathbb{D})$ where $f(z) = (b_1 z, b_2 z^2, b_3 z^3, \ldots)$, $\|(b_n)\|_2 = 1$ and $b_1 \neq 0$. Then $\mathcal{M}_V$ is isomorphic to $H^\infty$ if and only if

$$\sum_{n=1}^{\infty} n|b_n|^2 < \infty.$$ 

**Proof.** We know that $\mathcal{M}_V$ is isomorphic to $H^\infty$ if and only if the sequence $(a_n)$ is bounded below. Define

$$\mu = \sum_{n=1}^{\infty} n|b_n|^2 \in (0, \infty].$$

By the Erdős-Feller-Pollard theorem (see [16, Chapter XIII, Section 11]),

$$\lim_{n \to \infty} a_n = \frac{1}{\mu},$$

where $\infty^{-1} = 0$. The theorem is applicable since $|b_1|^2 > 0$. Hence, $(a_n)$ is bounded below if and only if this series converges. \hfill \blacksquare

**Corollary 7.7.** Let $V$ and $(b_n)$ be as in the previous corollary. Then if $\mathcal{M}_V$ is not isomorphic to $H^\infty$, the series

$$g(z) = \sum_{n \geq 1} |b_n|^2 z^n$$

and

$$(1 - g(z))^{-1} = \sum_{n \geq 0} a_n z^n$$

both have radius of convergence 1.

**Proof.** Since $(b_n)$ is in $\ell^2$, the sequence is bounded, and hence the series for $g$ has radius of convergence at least 1. If this radius of convergence is $R > 1$, then the series $\sum_{n=1}^{\infty} n|b_n|^2$ converges. So Corollary 7.6 shows that $\mathcal{M}_V$ is isomorphic to $H^\infty$. Observe that $g$ is bounded on $\mathbb{D}$ by $\|(b_n)\|_2 = 1$. In particular, $g(z) \neq 1$ for $z \in \mathbb{D}$, and thus $(1 - g(z))^{-1}$ is defined on $\mathbb{D}$. Hence the series for $(1 - g(z))^{-1}$ had radius of convergence at least 1. If this radius of convergence were greater than 1, then the only obstruction to

$$g(z) = 1 - \frac{1}{\sum_{n \geq 0} a_n z^n}$$

being defined on a disc of radius $R > 1$ is that $(1 - g(z))^{-1}$ has a zero on $\partial \mathbb{D}$. This however implies that $g$ has a pole on the circle, which is impossible because $g$ is bounded on $\mathbb{D}$. Therefore $\sum_{n \geq 0} a_n z^n$ has radius of convergence exactly 1. \hfill \blacksquare

We have seen that not all algebras $\mathcal{M}_V$ are isomorphic to $H^\infty$. In fact, we will now exhibit a whole scale of mutually non-isomorphic algebras of this type. To this end, it is again more convenient to work with the algebras $\text{Mult}(\mathcal{H}_f)$, which are subalgebras of $H^\infty$. We ask: which algebras of functions on $\mathbb{D}$ arise in this way?
Proposition 7.8. An algebra $\mathcal{M}$ of functions on $\mathbb{D}$ arises in the way described above if and only if $\mathcal{M}$ is the multiplier algebra of a Hilbert function space on $\mathbb{D}$ with kernel $K$ of the form

$$K(z, w) = \sum_{n=0}^{\infty} a_n (z\overline{w})^n,$$

where $a_0 = 1$ and $a_1 \neq 0$, which satisfies the following two properties:

1. $K$ is a complete Nevanlinna-Pick kernel.
2. $\sum_{n=0}^{\infty} a_n = \infty$.

Proof. Suppose that $K$ satisfies the conditions above. Since $K$ is a complete Nevanlinna-Pick kernel, the sequence $(c_n)$ defined by

$$\sum_{n=1}^{\infty} c_n z^n = 1 - \frac{1}{\sum_{n=0}^{\infty} a_n z^n}$$

is positive by [2, Theorem 7.33.]. The last condition guarantees that

$$\sum_{n=1}^{\infty} c_n = \sup_{0 < t < 1} \sum_{n=1}^{\infty} c_n t^n = 1.$$

As $a_1 \neq 0$, also $c_1 \neq 0$. Defining $b_n = \sqrt{c_n}$, we see that $\mathcal{M}$ arises as above (compare Remark 7.1).

Conversely, suppose that $\mathcal{M}$ arises as above. Then $\mathcal{M}$ is the multiplier algebra of a reproducing kernel Hilbert space on the disc whose kernel is of the desired form. By [2, Theorem 7.33.], $K$ is a complete Nevanlinna-Pick kernel. Finally,

$$\sum_{n=0}^{\infty} a_n = \sup_{0 < t < 1} \sum_{n=0}^{\infty} a_n t^n = \sup_{0 < t < 1} \frac{1}{1 - \sum_{n=1}^{\infty} c_n t^n} = \infty$$

because $\sum_{n=1}^{\infty} c_n = 1$.

Example 7.9. For $s \in \mathbb{R}$, let $\mathcal{H}_s$ be the reproducing kernel Hilbert space of functions on $\mathbb{D}$ with kernel $K(z, w) = \sum_{n=0}^{\infty} (n+1)^s(z\overline{w})^n$.

Note that $\mathcal{H}_0$ is the Hardy space, and that $\mathcal{H}_{-1}$ is the Dirichlet space. It is known that for $s \leq 0$, the kernels are complete Nevanlinna-Pick kernels (see [2, Corollary 7.41]). If $-1 \leq s \leq 0$, they satisfy the hypotheses of the last proposition (see also [2, Example 8.8]). Consequently, every multiplier algebra $\text{Mult}(\mathcal{H}_s)$ is isomorphic to an algebra $\mathcal{M}_{V_s}$ where $V_s = f_s(\mathbb{D})$ is a variety, and

$$f_s(z) = (b_{s,1} z, b_{s,2} z^2, \ldots) \quad \text{for} \quad z \in \mathbb{D}$$

extends to a homeomorphism of $\overline{\mathbb{D}}$ onto $\overline{V_s}$. Moreover, each $\mathcal{H}_s$ and thus each $\text{Mult}(\mathcal{H}_s)$ is automorphism invariant (see [9, Theorem 3.5]). Condition (iii) of Lemma 7.3.
holds: \( \sup_{n \geq 1} \frac{(n+1)^s}{n^s} = 2^s < \infty \). Thus by Corollary 7.4, \( \mathcal{M}_{V_s} \) satisfies condition (1). As we observed, condition (2) always holds.

Therefore Proposition 7.5 applies. Since the sequences \( ((n+1)^s)_{n \geq 1} \) are not comparable for distinct values of \( s \), the multiplier algebras \( \mathcal{M}_{V_s} \) for \(-1 \leq s \leq 0\) are mutually non-isomorphic. In this way, we obtain uncountably many isomorphism classes of algebras \( \mathcal{M}_{V} \).

Consider
\[
\langle f_s(z), zf'_s(z) \rangle = \sum_{n=1}^{\infty} n|b_{s,n}|^2|z|^{2n}.
\]
This converges to a finite limit as \( |z| \) tends to 1 if and only if \( \sum_{n=1}^{\infty} n|b_{s,n}|^2 < \infty \), which by Corollary 7.6 holds precisely when \( \mathcal{M}_{V_s} \) is isomorphic to \( H^\infty \), namely when \( s = 0 \). Moreover, when \( s < 0 \), \( f_s \) is not \( C^1 \) because
\[
\lim_{|z| \to 1} \|f'_s(z)\|^2 = \lim_{r \to 1} \sum_{n=1}^{\infty} n^2r^{2n}|b_{s,n}|^2 = +\infty.
\]

A closely related class of examples are considered in [4, p.1128–30] called Besov spaces \( B_{\sigma}^2(D) \) for \( 0 < \sigma < 1/2 \). These spaces coincide as spaces of functions with \( H_s \) for \( s = -1 + 2\sigma \), although the kernels are somewhat different. Not surprisingly, just as for their embeddings, our embeddings are tangential in the sense that
\[
\lim_{x \to 1, x \in (0,1)} \frac{1 - \|f_s(xe^{it})\|}{\|f_s(e^{it}) - f_s(xe^{it})\|} = 0
\]
as well. Indeed, using that
\[
\sum_{n=0}^{\infty} (n+1)^s x^n \approx \Gamma(1+s)(1-x)^{-1-s}
\]
as \( x \to 1 \) from below (see [26, Chap. XIII, p.280, ex. 7]), we see that
\[
1 - \|f_s(xe^{it})\| \sim 1 - \|f_s(xe^{it})\|^2
\]
\[
= 1 - \sum_{n=1}^{\infty} |b_{s,n}|^2 x^{2n} = \left( \sum_{n=0}^{\infty} (n+1)^s x^{2n} \right)^{-1}
\]
\[
\sim (1 - x^2)^{1+s} \sim (1 - x)^{1+s}.
\]
Here, we used the notation \( f(x) \sim g(x) \) if \( \lim_{x \to 1} f(x)g(x)^{-1} \in (0, \infty) \). On the other hand,
\[
\|f_s(e^{it}) - f_s(xe^{it})\|^2 = \sum_{n=1}^{\infty} |b_{s,n}|^2 (1-x^n)^2
\]
\[
= 1 - 2 \sum_{n=1}^{\infty} |b_{s,n}|^2 x^n + \sum_{n=1}^{\infty} |b_{s,n}|^2 x^{2n}
\]
\[
= 2 \left( \sum_{n=0}^{\infty} (n+1)^s x^n \right)^{-1} - \left( \sum_{n=1}^{\infty} (n+1)^s x^{2n} \right)^{-1}.
\]
Since
\[ 2 \left( \sum_{n=0}^{\infty} (n+1)^s x^n \right)^{-1} \approx 2 \Gamma(1+s)^{-1}(1-x)^{1+s} \]
and
\[ \left( \sum_{n=1}^{\infty} (n+1)^s x^{2n} \right)^{-1} \approx \Gamma(1+s)^{-1}(1-x^2)^{1+s} \approx \Gamma(1+s)^{-1}2^{1+s}(1-x)^{1+s}, \]
we have
\[ \|f_s(e^{it}) - f_s(xe^{it})\| \sim (1-x)^{(1+s)/2}. \]
Thus,
\[ \lim_{x \to 1, x \in (0,1)} \frac{1-\|f_s(xe^{it})\|}{\|f_s(e^{it}) - f_s(xe^{it})\|} = 0. \]
Similarly, for \( s = -1 \), obtain the same tangential property because
\[ 1 - \|f_s(xe^{it})\| \sim \left( \sum_{n=0}^{\infty} (n+1)^s x^{2n} \right)^{-1} \sim -\log(1-x)^{-1} \]
and
\[ \|f_s(e^{it}) - f_s(xe^{it})\|^2 = 2 \left( \sum_{n=0}^{\infty} (n+1)^s x^n \right)^{-1} - \left( \sum_{n=1}^{\infty} (n+1)^s x^{2n} \right)^{-1} \]
\[ \sim -\log(1-x)^{-1}. \]
It also follows for \(-1 \leq s < 0\),
\[ \lim_{x \to 1, x \in (0,1)} \frac{\text{Re}\langle f_s(1) - f_s(x), f_s(1) \rangle}{1-x} = \lim_{x \to 1} -\sum_{n \geq 1} |b_{s,n}|^2 \frac{1-x^n}{1-x} \]
\[ = \sum_{n \geq 1} n|b_{s,n}|^2 = +\infty \]
by Corollary 7.6.

8. Embedding closed discs

Next we will consider a class of varieties in \( \mathbb{B}_\infty \) which includes the spaces \( \mathcal{H}_s \) for \( s < -1 \). Again we define \( f : \mathbb{D} \to \mathbb{B}_\infty \) by
\[ f(z) = (b_1 z, b_2 z^2, b_3 z^3, \ldots) \quad \text{for} \quad z \in \mathbb{D}, \]
with \( (b_n)_{n=1}^{\infty} \in \ell^2 \) and \( b_1 \neq 0 \). Here, however, we assume that
(1) \( \|(b_n)\|_2 = r < 1 \), and
(2) \( \sum_{n \geq 1} |b_n|^2 z^n \) has radius of convergence 1.
Let $V = f(\mathbb{D})$. As observed in the previous section, $f$ extends to a continuous injection of $\overline{\mathbb{D}}$ onto $\overline{V}$. But because $r < 1$, $\overline{V}$ is a compact subset of $rB_\infty \subset B_\infty$.

As we observed in the previous section, $H_V$ is unitarily equivalent to a reproducing kernel Hilbert space $H_f$ on $\mathbb{D}$ with kernel

$$K(z, w) = \frac{1}{1 - \sum_{n=1}^{\infty} |b_n|^2 (zw)^n} =: \sum_{n=0}^{\infty} a_n(zw)^n.$$  

Setting $c_n = |b_n|^2$, we see as in Remark 7.1 that $g(z) = \sum_{n \geq 1} c_n z^n$ determines $(a_n)$ by

$$\frac{1}{1 - g(z)} = \sum_{n=0}^{\infty} a_n z^n \quad \text{for } z \in \mathbb{D}.$$  

Now $(c_n)$ is summable and $\|g\|_\infty = r^2 < 1$, so $(1 - g)^{-1}$ extends to be continuous on $\overline{\mathbb{D}}$. By hypothesis, the power series for $g(z)$ has radius of convergence 1. Thus $g$ does not analytically continue across the unit circle—so neither does $(1 - g)^{-1}$. Therefore $\sum_{n=0}^{\infty} a_n z^n$ also has radius of convergence 1. Note that this argument can be reversed: if $\sum_{n=0}^{\infty} a_n z^n$ has radius of convergence 1, then so does $\sum_{n \geq 1} c_n z^n$. This is much like the proof of Corollary 7.7.

An example of this are the spaces $H_s$ of Example 7.9 for $s < -1$. This space has kernel

$$K(z, w) = \sum_{n=0}^{\infty} (n+1)^szw^n \quad \text{for } z, w \in \mathbb{D}.$$  

Since

$$\sum_{n \geq 0} a_n = \sum_{n \geq 0} (n+1)^s < \infty,$$

this doesn’t fit into Proposition 7.8. However, this series has radius of convergence 1, so by the previous paragraph, it fits into the framework of this section.

The fact that $f$ has radius of convergence 1 means that there is no natural extension of $V$ beyond $\overline{V}$ to something that looks like a variety in the classical sense. In finite dimensions, no variety in $B_d$ can be compact [24, Theorem 14.3.1]. Nevertheless, it turns out that while $V$ is not a variety, its compact closure $\overline{V}$ is a variety!

**Lemma 8.1.** If $(b_n)$ and $f$ are defined as above, then $\overline{V} = f(\overline{\mathbb{D}})$ is the common zero locus of the polynomials $\{b_n z_1^n - b_1^n z_n : n \geq 2\}$; that is,

$$\overline{V} = V(\{b_n z_1^n - b_1^n z_n : n \geq 2\}).$$

**Proof.** Note that every point in $\overline{V}$ is a zero of the polynomials $b_n z_1^n - b_1^n z_n$. Conversely, if $z = (z_1, z_2, \ldots)$ satisfies these equations, then setting $z = z_1/b_1$, we find that

$$z_n = b_n z_1^n \quad \text{for all } n \in \mathbb{N}.$$  

Since $(z_1, z_2, \ldots)$ is a point in $\ell^2$, we have

$$\infty > \sum_{n=1}^{\infty} |z_n|^2 = \sum_{n=1}^{\infty} |b_n|^2 |z_1|^{2n}.$$
As the series on the right has radius of convergence 1, it follows that $|z| \leq 1$. Hence $z \in \overline{D}$ and $z = f(z)$ belongs to $\overline{V}$.

**Remark 8.2.** $\overline{V}$ is the minimal variety containing $V$. Hence $H_{V} = H_{\overline{V}}$, and $M_{V}$ can be naturally identified with $M_{\overline{V}}$ (see [14, Proposition 2.2]). It is $\overline{V}$, not $V$, which fits into the framework developed in [14].

Another curious property of these spaces is the following. We believe that this result is well known, but we do not have a reference.

**Lemma 8.3.** If $(b_{n})$ and $f$ are defined as above, then $H_{\overline{V}}$ and $M_{\overline{V}}$ consist of continuous functions on $\overline{V}$.

**Proof.** The constant function 1 is in $H_{V} = H_{\overline{V}}$, thus $M_{\overline{V}} \subset H_{\overline{V}}$, so it suffices to prove the claim for $H_{f}$. By Lemma 7.2 we have $\|z^n\|_{H_{f}} = a_n^{-1/2}$. Every function $h(z)$ in $H_{f}$ has an orthonormal expansion

$$h(z) = \sum_{n \geq 0} d_n z^n \quad \text{where} \quad \sum_{n \geq 0} \left| \frac{d_n}{a_n} \right|^2 = \|h\|_{H_{f}}^2 < \infty.$$ 

This series converges uniformly on $\overline{D}$ since

$$\sum_{n \geq 0} |d_n| = \sum_{n \geq 0} \frac{|d_n|}{\sqrt{a_n}} \sqrt{a_n} \leq \left( \sum_{n \geq 0} \frac{|d_n|^2}{a_n} \right)^{1/2} \left( \sum_{n \geq 0} a_n \right)^{1/2} \leq \|h\|_{H_{f}} \left( \frac{1}{1 - g(1)} \right)^{1/2} = \frac{\|h\|_{H_{f}}}{\sqrt{1 - r^2}}.$$ 

Therefore every $h \in H_{f}$ is continuous. As $f$ is a homeomorphism of $\overline{D}$ onto $\overline{V}$, this transfers to $H_{\overline{V}}$.

Let $\delta : \overline{V} \to M(M_{\overline{V}})$ be the map taking $v \in \overline{V}$ to the character $\rho_{v}$ which evaluates multipliers at $v$. We do not know if $\delta$ is always a homeomorphism. On the other hand, we know of no example of a compact variety $\overline{V}$ contained in the open ball $B_{\infty}$ where the maximal ideal space of the multiplier algebra is not homeomorphic to $\overline{V}$. Shields [25, section 9] asks a similar question in the context of spaces of weighted shifts. He answers the question positively when the algebra is strictly cyclic, in which case the multiplier algebra coincides with the Hilbert space (as functions). We can use his result here.

**Lemma 8.4.** Suppose that

$$\sup_{n \geq 1} \sum_{k=0}^{n} \left( \frac{a_k a_{n-k}}{a_n} \right) < \infty.$$ 

Then the natural injection $\delta$ of $\overline{V}$ into $M(M_{\overline{V}})$ is a homeomorphism. In particular, this is the case if $\overline{V}$ arises from $H_{s}, s < -1$. 
The results in Section 9 of [25] show that the operator $M_z$ on $H_f$ is strictly cyclic if the supremum is finite, hence the Gelfand space of $\text{Mult}(H_f)$ is the closed unit disc. It follows that $\delta$ is a homeomorphism. In the case of $H_s$, $s < -1$, Example 1 after Proposition 33 in [25] shows that the supremum is finite.

Now we can establish isomorphism results for this family of compact varieties that parallel the results of the previous section.

**Theorem 8.5.** Let 

$$f(z) = (b_1z, b_2z^2, b_3z^3, \ldots) \quad \text{and} \quad \tilde{f}(z) = (\tilde{b}_1z, \tilde{b}_2z^2, \tilde{b}_3z^3, \ldots)$$

be functions of $D$ into $B_\infty$, with

$$\|b_n\|_2 = r < 1, \quad \|\tilde{b}_n\|_2 = r' < 1 \quad \text{and} \quad b_1\tilde{b}_1 \neq 0$$

such that the series

$$\sum_{n \geq 1} |b_n|^2 z^n \quad \text{and} \quad \sum_{n \geq 1} |\tilde{b}_n|^2 z^n$$

both have radius of convergence 1. Let $\mathcal{V} = f(D)$ and $\tilde{\mathcal{V}} = \tilde{f}(D)$.

1. $\mathcal{M}_\mathcal{V}$ and $\mathcal{M}_{\tilde{\mathcal{V}}}$ are isomorphic via the natural map if and only if the sequences $(a_n)$ and $(\tilde{a}_n)$ are comparable.

2. Suppose that $\mathcal{M}_\mathcal{V}$ satisfies the hypothesis of Lemma 8.4:

$$\sup_{n \geq 1} \sum_{k=0}^{n} \left( \frac{\alpha_k a_{n-k}}{a_n} \right) < \infty \quad \text{where} \quad \sum_{n \geq 0} a_n z^n = \frac{1}{1 - \sum_{n \geq 1} |b_n|^2 z^n}$$

and is automorphism invariant. Assume that $\mathcal{M}_\mathcal{V}$ is isomorphic to $\mathcal{M}_{\tilde{\mathcal{V}}}$. Then the restriction $F$ of $\varphi^*$ to $\tilde{\mathcal{V}}$ is a homeomorphism of $\tilde{\mathcal{V}}$ onto $\mathcal{V}$ which is holomorphic on $\tilde{\mathcal{V}}$ and $\varphi(h) = h \circ F$. There is a Möbius map $\theta$ so that the following diagram commutes:

\[
\begin{array}{ccc}
\mathcal{M}_\mathcal{V} & \xrightarrow{\varphi} & \mathcal{M}_{\tilde{\mathcal{V}}} \\
\downarrow c_f & & \downarrow c_f \\
\text{A}(D) & \xrightarrow{C_\theta} & \text{A}(D)
\end{array}
\]

Moreover, they are isomorphic via the natural map of composition with $G = f \circ f^{-1}$.

**Proof.** (1) This follows as in Proposition 7.5.

(2) Since $\varphi$ is a continuous isomorphism, $\varphi^*$ yields a homeomorphism of the maximal ideal spaces. By Lemma 8.4, $M(\mathcal{M}_\mathcal{V}) = \delta(\mathcal{V}) \simeq \tilde{\mathcal{V}}$. So we identify $M(\mathcal{M}_\mathcal{V})$ with $\mathcal{V}$. For the other algebra, we have that $\tilde{\mathcal{V}}$ is identified with $\tilde{\delta}(\mathcal{V})$ as a subset of $M(\mathcal{M}_{\tilde{\mathcal{V}}})$. Let $F : \tilde{\mathcal{V}} \to \mathcal{V}$ be the restriction of $\varphi^*$ to this copy of $\tilde{\mathcal{V}}$. The argument in the proof of Theorem 2.5 works here too, to show that $F$ is holomorphic on $\tilde{\mathcal{V}}$. Now

$$\varphi(h)(\tilde{v}) = \varphi^*(\rho_{\tilde{v}})(h) = \rho_{F(\tilde{v})}(h) = (h \circ F)(\tilde{v}) \quad \text{for} \quad h \in \mathcal{M}_\mathcal{V} \text{ and } \tilde{v} \in \tilde{\mathcal{V}}.$$
Thus \( \varphi = C_F \) is a composition operator.

By an adaptation of [13, Section 11.3] as in the proof of Theorem 2.5, the fact
that \( \varphi \) is implemented by composition implies that \( \varphi \) is weak-* continuous. And the
argument continues to conclude that \( \varphi^{-1} \) is also weak-* continuous. In particular,
\( (\varphi^{-1})^* \) takes point evaluations to point evaluations. As this map is the inverse of \( F \),
we deduce that \( F \) maps onto \( \overline{V} \); and hence \( M(M_{\overline{V}}) = \overline{V} \).

Repeat the proof of Corollary 2.10 to get the commutative diagram. The only
change is that, since the multipliers are continuous by Lemma 8.3, the range is con-
sidered as a subalgebra of the disc algebra \( A(D) \), rather than in the larger algebra
\( H^\infty \). Since \( M_{\overline{V}} \) is automorphism invariant, we may apply the automorphism for
\( \theta^{-1} \) to obtain the natural map as in Proposition 7.5.

Example 8.6. The spaces \( H_s \) for \( s < -1 \) yield an uncountable family of varieties
in \( B_\infty \) which are homeomorphic to \( D \). Their multiplier algebras are automorphism
invariant (see [9, Theorem 3.5]) and they satisfy the hypothesis of Lemma 8.4. These
sequences are not comparable for different values of \( s \). Thus by Theorem 8.5 they
have non-isomorphic multiplier algebras.

9. Interpolating sequences

We finish the treatment of the algebras \( M_{\overline{V}} \) of the previous section by showing
that under the assumptions of Lemma 8.4 these algebras are not isomorphic to an
algebra of the type \( M_W \) for any variety \( W \) whose closure meets the boundary of
the ball. This result should not be surprising, as isomorphism of the algebras yields
a homeomorphism of the maximal ideal spaces. In the setting of Lemma 8.4 the
maximal ideal space is homeomorphic to \( \overline{D} \). The reader may suspect that this is
never the case when \( W \) intersects the boundary.

The way we will establish this is by showing that any sequence in the ball that
converges to the boundary contains an interpolating subsequence. It then follows
that \( M_W \) has \( \ell^\infty \) as a quotient, and hence its maximal ideal space contains a copy
of the Stone-Čech compactification \( \beta N \) of \( N \). In particular, it is not metrizable; so
it is not the unit disc. We were not able to show, without imposing any special
assumptions, that an algebra \( M_{\overline{V}} \) as in Section 8 can never be isomorphic to an
algebra of the type occurring in Section 7.

A sequence \( (x_n) \) in \( B_\infty \) is an interpolating sequence for \( M_\infty \) if for every sequence
\( (a_n) \in \ell^\infty \), there is a multiplier \( h \in M_\infty \) such that \( h(x_n) = a_n \). The multiplier
algebras considered here are all of the form \( M_V \), where \( V \) is a variety in \( B_\infty \). These
are (complete) quotients of \( M_\infty \) via the restriction map. So any sequence in \( V \) is
interpolating for \( M_V \) if and only if it is interpolating for \( M_\infty \).

Proposition 9.1. Let \( (z_n) \) be a sequence in \( B_\infty \) such that \( \lim_{n \to \infty} |z_n| = 1 \). Then
\( (z_n) \) contains a subsequence which is interpolating for \( M_\infty \).

Proof. Fix \( r \in (0,1) \). We wish to show that there is a subsequence \( (z_{n_k}) \) of \( (z_n) \)
such that for every sequence \( (w_k) \in \ell^\infty \) of norm at most \( r \), there is a multiplier
\( \varphi \in \text{Mult}(\mathcal{H}) \) of norm at most 1 such that \( \varphi(z_{n_k}) = w_k \). We will recursively construct
the subsequence \((z_{nk})\) such that for each \(k\) and for all \(w = (w_i) \in \ell^\infty\) with \(||w|| \leq r\), the \(k \times k\) matrix

\[
A_k(w) = \left[ (1 - w_i \overline{w_j})K(z_{n_l}, z_{n_j}) \right]_{i,j=1}^k
\]

is positive and invertible. Once we have achieved this, the Nevanlinna-Pick property yields, for each \(w \in \ell^\infty\) with \(||w|| \leq r\) and any positive integer \(k\), the existence of a multiplier \(h_k\) of norm at most 1 such that \(h_k(z_{n_l}) = w_i\) for \(1 \leq i \leq k\). Any weak*-cluster point \(h\) of the sequence \((h_k)\) will then satisfy \(h(z_{n_l}) = w_i\) for all \(i \in \mathbb{N}\).

We begin the construction by setting \(z_{n_1} = z_1\). Suppose that \(k \geq 2\) and that \(z_{n_1}, \ldots, z_{n_{k-1}}\) have already been constructed. Given \(w = (w_i) \in \ell^\infty\) with \(||w|| \leq r\), we set \(v_{ij} = 1 - w_i \overline{w_j}\). For \(z \in B_\infty\), we consider the matrix \(A(w, z)\) defined by

\[
\begin{bmatrix}
  v_{1,1}K(z_{n_1}, z_{n_1}) & \cdots & v_{1,k-1}K(z_{n_1}, z_{n_{k-1}}) & v_{1,k}K(z_{n_1}, z) \\
  \vdots & \ddots & \vdots & \vdots \\
  v_{k-1,1}K(z_{n_{k-1}}, z_{n_1}) & \cdots & v_{k-1,k-1}K(z_{n_{k-1}}, z_{n_{k-1}}) & v_{k-1,k}K(z_{n_{k-1}}, z) \\
  v_{k,1}K(z, z_{n_1}) & \cdots & v_{k,k-1}K(z, z_{n_{k-1}}) & v_{k,k}K(z, z)
\end{bmatrix}.
\]

Observe that the first \((k-1) \times (k-1)\) minor equals \(A_{k-1}(w)\), which is positive and invertible for all choices of \(w\) with \(||w|| \leq r\) by our recursive assumption. By Sylvester’s criterion, it therefore suffices to show that there exists \(z_{n_k}\) with \(n_k > n_{k-1}\) such that \(\det(A(w, z_{n_k})) > 0\) for all such \(w\). To see that this is possible, note that

\[
\lim_{n \to \infty} K(z_n, z_n) = \lim_{n \to \infty} \frac{1}{1 - ||z_n||^2} = \infty.
\]

On the other hand, each \(K(z, z)\) is bounded. Moreover, by compactness of the unit ball in finite-dimensional spaces, there exists \(\delta > 0\) such that

\[
\det(A_{k-1}(w)) > \delta
\]

for all \(w\) with \(||w|| \leq r\). Thus, in the expansion of the determinant of \(A_n(w, z)\) along the last row, there is one term

\[
|v_{kk}K(z, z) \det(A_{k-1}(w))| \geq (1 - r^2)\delta K(z, z),
\]

which tends to infinity as \(z \to 1\) uniformly in \(w\), whereas all other terms are uniformly bounded. Therefore the determinant is eventually strictly positive on the whole \(r\)-ball. This establishes the existence of the desired point \(z_{n_k}\), and thus finishes the recursive construction.

**Corollary 9.2.** If \(W\) is a variety in the ball \(B_d\) for \(d \leq \infty\) such that \(\overline{W}\) intersects the boundary of the ball, then \(\ell^\infty\) is a quotient of \(M_W\) and \(M(M_W)\) contains a copy of \(\beta \mathbb{N}\).

**Proof.** Proposition 9.1 shows that \(W\) contains an interpolating sequence. The restriction map to this sequence is the desired quotient onto \(\ell^\infty\). Hence \(M(\ell^\infty)\), which is homeomorphic to \(\beta \mathbb{N}\), embeds as a closed subset of \(M(M_W)\).

Thus we obtain the desired consequence.
Proposition 9.3. Let $\overline{V}$ be a compact variety as considered in Theorem 8.5(2), and let $\overline{V}$ be a variety as considered in section 7. Then there is no unital surjective algebra homomorphism from $M_\overline{\mathcal{T}}$ onto $M_\overline{V}$. In particular, they are not isomorphic.

Corollary 9.4. The Hilbert spaces $H_s$ have non-isomorphic multiplier algebras for distinct $s \leq 0$.
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