A NON-CONSERVATIVE HARRIS ERGODIC THEOREM
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Abstract. We consider non-conservative positive semigroups and obtain necessary and sufficient conditions for uniform exponential contraction in weighted total variation norm. This ensures the existence of Perron eigenelements and provides quantitative estimates of the spectral gap, complementing Krein-Rutman theorems and generalizing probabilistic approaches. The proof is based on a non-homogenous $h$-transform of the semigroup and the construction of Lyapunov functions for this latter. It exploits then the classical necessary and sufficient conditions of Harris's theorem for conservative semigroups and recent techniques developed for the study of absorbed Markov processes. We apply these results to population dynamics. We obtain exponential convergence of birth and death processes conditioned on survival to their quasi-stationary distribution, as well as estimates on exponential relaxation to stationary profiles in growth-fragmentation PDEs.
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1. Introduction

Iteration of a positive linear operator is a fundamental issue in operator analysis, linear Partial Differential Equations (PDEs), probability theory, optimization and control. In continuous time, the associated structure is a positive semigroup. A positive semigroup is a family of linear operators $(M_t)_{t \in \mathbb{R}_+}$ acting on a space of measurable functions $f$ on $\mathcal{X}$. It satisfies $M_0 f = f$, $M_{t+s} f = M_t (M_s f)$ for any $t, s \geq 0$, and $M_t f \geq 0$ for any $f \geq 0$ and $t \geq 0$. In finite dimension, i.e. when $\mathcal{X}$ is a finite set, under a strong positivity assumption, the Perron-Frobenius theorem [50, 81]
ensures the existence of unique right and left positive eigenvectors $h = (h(x) : x \in \mathcal{X})$ and $\gamma = (\gamma(x) : x \in \mathcal{X})$ associated to the maximal eigenvalue $\lambda \in \mathbb{R} : M_tf = e^{\lambda t}h$ and $\gamma M_t = e^{\lambda t}\gamma$. Moreover, the asymptotic profile when $t \to +\infty$ is given by

$$M_t f = e^{\lambda t}\langle \gamma, f \rangle h + O(e^{(\lambda - \omega)t}),$$

for any vector $f$, any $\omega > 0$ strictly smaller than the spectral gap and $\langle \gamma, f \rangle = \sum_{x \in \mathcal{X}} \gamma(x)f(x)$.

The generalization in infinite dimension has attracted lots of attention. It is motivated in particular by the asymptotic analysis of linear PDEs counting the density of particles (or individuals) $u^\tau_t(y)$ in location $y$ at time $t$ when initially the particles are located in $x$, i.e. $u^\tau_0 = \delta_x$. The semigroup is then given by $M_t f(x) = \int_{\mathcal{X}} u^\tau_t(y)f(y)dy$. Semigroups play also a key role in the study of the convergence in law of Markov processes via $M_t f(x) = \mathbb{E}_x[f(X_t)]$ or the study of quasi-stationary regimes via $M_t f(x) = \mathbb{E}_x[f(X_t)1_{X_t \neq D}]$, where $D$ is an absorbing domain. In spectral theory, the Krein-Rutman theorem [66] yields an extension to positive compact operators for the existence of eigenelements. Generalizations have been then obtained [31, 59, 78]. The most recent providing asymptotic profiles with exponential convergence associated to a spectral gap, see in particular [77] and the references therein. When positive eigenelements exist, an alternative tool to prove convergence is the dissipation of entropy, especially the general relative entropy introduced in [76].

Our aim is to relax and simplify some assumptions involved in the spectral approach and provide more quantitative results. We apply them to two classical models: growth fragmentation PDEs and birth and death processes.

For that purpose, we are inspired and use techniques developed in probability theory. When $M_t 1 = 1$ for any $t \geq 0$, the semigroup is said to be conservative. Indeed, the total number of particles is preserved along time for the corresponding linear PDE or for the first moment semigroup of the branching Markov process. It holds when particles move without reproduction or death. Conservative semigroups arise classically in the study of the law of Markov processes $(X_t)_{t \geq 0}$ via $M_t f(x) = \mathbb{E}_x[f(X_t)]$. In that case, the ergodic theory and stability of Markov processes can be invoked to analyze the long time behavior of the semigroup, in the spirit of the pioneering works of Doeblin [30] and Harris [58] and coupling techniques. We refer to [74] for an overview. These results allow proving the existence of a stationary probability measure and the uniform exponential convergence for the weighted total variation distance towards this latter. They rely on the two following conditions, corresponding respectively to Lyapunov function and small set property, for some time $\tau > 0$ and some subset $K$ of $\mathcal{X}$. First, there exists $V : \mathcal{X} \to [1, +\infty)$ such that

$$M_t V \leq aV + b1_K$$

(1.1)

for some constants $a \in (0, 1)$ and $b \geq 0$. Furthermore, there exists a probability measure $\nu$ on $\mathcal{X}$ such that for any non-negative $f$ and any $x \in K$,

$$M_\tau f(x) \geq \epsilon \nu(f)$$

(1.2)

with $\epsilon > 0$. Under aperiodicity condition, these assumptions ensure that $M_\tau$ admits a unique invariant probability measure $\gamma$ and satisfies a contraction principle for the weighted total variation distance, see [65, 74, 75]. In our study, we will assume that the probability measure $\nu$ is supported by the small set $K$. In this case, Assumptions (1.1) and (1.2) together, with the same set $K$, guarantee aperiodicity, see the comments after Theorem 6.1 in Appendix 6.1. Under mild conditions of local boundedness, the contraction property captures the continuous time by iteration. Then there exist explicit constants $C, \omega > 0$ such that for all $x \in \mathcal{X}$, $f$ such that $|f| \leq V$, and all $t \geq 0$,

$$|M_t f(x) - \gamma(f)| \leq CV(x)e^{-\omega t},$$

where $\gamma(f) = \int_{\mathcal{X}} f d\gamma$. It provides a necessary and sufficient condition and quantitative estimates [42, Chapter 15] and is referred to as $V$-uniform ergodicity [74].

**Main results and ideas of the proof.** In the present work we provide a counterpart to $V$-uniform ergodicity in the non-conservative framework. We obtain necessary and sufficient conditions for exponential convergence. We also estimate the constants involved, in particular the
amplitude of the spectral gap, using only the parameters in the assumptions. The approach relies on the reduction of the problem to a non-homogeneous but conservative one. In this vein, the Doob \( h \)-transform is a historical and inspiring technique and we mention \([32, 40, 41, 62, 78, 84, 86]\). In the case when we already know some positive eigenfunction \( h \) associated with the eigenvalue \( \lambda \), a conservative semigroup is indeed defined for \( t \geq 0 \) by

\[
P_t f = \frac{M_t(h f)}{e^{\lambda t h}}.
\]

The ergodic analysis of the conservative semigroup \( P \) using the theory mentioned above yields the expected estimates on the original semigroup \( M_t f = e^{\lambda t} h P_t(f/h) \).

Our work focuses on the case when we do not know \emph{a priori} the existence of positive eigenelements or need more information on it to apply Harris’s theory. We simultaneously prove their existence and estimate them. The novelty of the approach mainly lies in the form of the \( h \)-transform and the general and explicit construction of Lyapunov functions for this latter. It also strongly exploits recent progresses on the convergence to quasistationnary distribution. More precisely, we introduce the transform for \( s \leq u \leq t \):

\[
P_{s,u}^{(t)} f = \frac{M_{u-s}(f M_{t-u} \psi)}{M_{t-s} \psi}.
\]

For a fixed time \( t \) and positive function \( \psi \), this family is a conservative propagator (or semiflow). To mimic the stabilizing property of the eigenfunction \( h \) in the \( h \)-transform, we assume that \( \psi \) satisfies

\[
M_t \psi \geq \beta \psi,
\]

for some \( \beta > 0 \) and \( \tau > 0 \), similarly as in \([26, 29, 77]\). Section 5 provides examples where \( \psi \) can be obtained, sometimes explicitly, while we do not know a priori eigenelements. We construct a family of Lyapunov functions \( (V_k)_{k \geq 0} \) as follows

\[
V_k = \nu \left( \frac{M_{k \tau} \psi}{\psi} \right) \frac{V}{M_{k \tau} \psi},
\]

where \( \nu \) is a probability measure. Assuming that \( V \) satisfies

\[
M_t V \leq \alpha V + \theta 1_K \psi,
\]

these functions allow us to prove that \( P_{s,u}^{(t)} \) satisfies Lyapunov type condition (1.1). To prove that \( P_{s,u}^{(t)} \) also satisfies the small set condition (1.2) and invoke the contraction of the conservative framework, we follow techniques due to Champagnat and Villemonais \([25]\) for the study for the convergence of processes conditioned on non-absorption. This yields the following generalized small set condition. We assume that there exist \( c, d > 0 \) such that for all \( x \in K \),

\[
M_t (f \psi) (x) \geq c \nu (f) M_t \psi (x)
\]

for any \( f \) positive and

\[
M_n \psi (x) \leq \frac{1}{d} \nu \left( \frac{M_{n \tau} \psi}{\psi} \right) \psi (x)
\]

for any integer \( n \). The two latter conditions involve uniform but local bounds on the space \( X \). The first inequality is restricted to a fixed time, unlike the second one. Convenient sufficient condition can be given to restrict also the second one to a finite time estimate, in particular via coupling, see the next paragraph and applications.

Assuming that \( a = \alpha / \beta < 1 \) and \( V \geq \psi \), we obtain a contraction result for \( P_{s,u}^{(t)} \) in forthcoming Proposition 3.3. By estimating the mass \( M_t \psi \), we then prove that a triplet \((\lambda, h, \gamma)\) of eigenelements exists and provide estimates on these elements. We get that for all \( x \in X \) and \( f \) such that \( |f| \leq V \),

\[
\left| e^{-\lambda t} M_t f (x) - h(x) \gamma (f) \right| \leq C V(x) e^{-\omega t},
\]

with constants \( \omega > 0 \) and \( C > 0 \), that are explicit. We also prove that the conditions given above are actually necessary for this uniform convergence in weighted total variation distance.
Tractable conditions and applications. We apply our results to describe the profile of populations in growth-fragmentation PDEs and birth and death processes conditioned on non-absorption. We also refer to the follow-up paper [28] for an application to mutation-selection PDEs.

Sufficient conditions are helpful for such issues. In particular, one can check Lyapunov conditions (1.3) and (1.4) using the generator. Loosely speaking, writing $\mathcal{L}$ the generator of $(M_t)_{t\geq 0}$, we check that it is enough to find $V, \psi$ and $a < b$ such that

$$\mathcal{L}V \leq aV + \zeta \psi \quad \text{and} \quad \mathcal{L}\psi \geq b\psi. \quad (1.7)$$

The second part of the assumptions deals with local bounds on the semigroup. It is worth noticing that in the case $0 < \inf_K \psi \leq \sup_K \psi < \infty$, Assumption (1.5) is equivalent to the small set condition (1.2). For a discrete state space $\mathcal{X}$, the conditions (1.5) and (1.6) can be reduced to irreducibility properties. In the continuous setting, a coupling condition implying (1.6) is proposed and applied in [28]:

$$\frac{M_tf(x)}{\psi(x)} \geq c_0 \int_0^\tau \frac{M_{\tau-s}f(y)}{\psi(y)} \sigma_{x,y}(ds)$$

for all $x, y \in K$, $f \geq 0$ and some constants $c_0, \tau > 0$ and probability measures $(\sigma_{x,y})_{x,y \in K}$ on $[0, \tau]$. This condition is stronger than Assumption (1.6), but it is easier to check for several population models.

Let us briefly illustrate the interest of the conditions above and the novelty of the result for applications on the so-called growth-fragmentation equation. This equation is central in the modeling of various physical or biological phenomena [4, 5, 43, 73, 82, 85]. In its classical form it can be written as

$$\partial_t u_t(x) + \partial_x u_t(x) + B(x)u_t(x) = \int_0^1 B\left(\frac{x}{\zeta}\right) u_t\left(\frac{x}{\zeta}\right) \psi(d\zeta)$$

where $t, x > 0$, and is complemented with a zero flux boundary condition $u_t(0) = 0$. It drives the time evolution of the population density $u_t$ of particles characterized by a structural size $x \geq 0$. Each particle with size $x$ grows with speed one and splits with rate $B(x)$ to produce smaller particles of sizes $zx$, with $0 < z < 1$ distributed with respect to the fragmentation kernel $\psi$. The corresponding dual equation reads

$$\partial_t \varphi_t(x) = \mathcal{L}\varphi_t(x), \quad \text{where} \quad \mathcal{L}f(x) = f'(x) + B(x)\left(\int_0^1 f(zx)\psi(d\zeta) - f(x)\right).$$

It generates a semigroup $(M_t)_{t\geq 0}$ on the state space $\mathcal{X} = [0, \infty)$ as follows: $M_tf = \varphi_t$ is the solution to the dual equation with initial condition $\varphi_0 = f$. The duality property ensures the relation $\int_0^1 u_t(x)f(x)dx = \int_0^1 u_0(x)M_tf(x)dx$ for all time $t \geq 0$. A direct computation ensures that the infinitesimal generator $\mathcal{L}$ verifies (1.7) with

$$V : x \mapsto 1 + x^k, \quad k > 1 \quad \text{and} \quad \psi : x \mapsto 1 + x.$$

Consequently the semigroup $(M_t)_{t\geq 0}$ satisfies (1.3)-(1.4). Using the reachability of any sufficiently large size and a monotonicity argument on $B$, we can show (1.5)-(1.6). It gives the existence of eigenelements and the exponential convergence. It improves the existing results we know, where a polynomial bound is assumed for $B$. It additionally provides estimates on the spectral gap. We refer the reader to Section 5.2 for details and more references.

State of the art and related works. Our results and method are linked to the study of geometric ergodicity of Feynman-Kac type semigroups

$$M_tf(x) = \mathbb{E}_x \left[ f(X_t)e^{\int_0^t F(X_s)ds}\right].$$

The study of these non-conservative semigroups has been developed in a general setting [63, 64]. We refer also to [35, 37] in discrete time. These semigroups appear in particular for the study of branching processes [16, 27, 71] and large deviations [47, 63, 64]. In [63] the function $F$ is supposed to be bounded, with a norm smaller than an explicit constant. The unbounded case is addressed.
in [64] where some weighted norm of $F$ is required to be small, together with either a “density assumption” or some irreducibility and aperiodicity conditions. The growth-fragmentation model would correspond to $F = B$ and we relax here the assumptions on $B$. Nevertheless, we observe that the criteria in [63, 64] may be simpler to apply, and under the density assumption the authors prove a stronger result of discrete spectrum. In the same vein, let us mention [48], which uses the Krein-Rutman theorem for the existence of eigenelements and an $h$-transform. It requires additional regularity assumptions to derive the geometric ergodicity of general Feynman-Kac semigroups, as well as a stronger small set condition. The regularity requirement is a local strong Feller assumption. It is well-suited for diffusive equations, see also [61] for a result on non-conservative hypoelliptic diffusions. It does not seem to be adapted to our motivations with less regularizing effect.

In [15, 16], a Feynman-Kac approach is developed for growth-fragmentation equation with exponential individual growth. It relies on the application of the Krein-Rutman theorem on a well-suited operator. It provides sharp conditions on the growth rate but it requires the division rate $B$ to be bounded. We expect that our results provide quantitative estimates and relax the boundedness assumption on $B$ in [15, 16] for some relevant classes of growth rates. Finally, Hilbert metric and Birkhoff contraction yield another powerful method for analysis of semigroup, which has been well developed [17, 79, 87]. As far as we see, it requires uniform bounds on the whole space for the semigroup at fixed time, which are relaxed by the backward approach exploited here.

More generally, our work is motivated by the study of structured populations and varying environment. The conditions are well adapted to complex trait spaces for populations, including discrete and continuous components: space, age, genotype, size, etc., see Section 5 and e.g. [9, 10, 28, 70]. The contraction with explicit bounds allows relevant compositions appearing when parameters of the population dynamic vary along time. Such a method has already been exploited in [9] for the analysis of PDEs in varying environment in the case of uniform exponential convergence. Several models need the more general framework considered in this paper. Indeed, the typical trait does not come back in compact sets in a bounded time for models like growth-fragmentation and mutation-selection.

**Outline of the paper.** The main result of the paper, Theorem 2.1, is stated in Section 2, and its proof is given at the end of Section 4. Useful sufficient conditions are proposed in Section 2.2. In Section 3.1, we consider the conservative embedded propagator and we establish its contraction property. We present in Section 3.2 our results on the existence of the eigenelements and our quantitative estimates. Section 4 contains the proofs of these statements. Section 5 is devoted to applications: the random walk on integers absorbed at 0 and the growth-fragmentation equation. We finally briefly mention some additional results and perspectives, including the discrete time framework and the reducible case.

### 2. Definitions and main result

We start by stating precisely our framework. Let $X$ be a measurable space. For any measurable function $\varphi : X \to (0, \infty)$ we denote by $B(\varphi)$ the space of measurable functions $f : X \to \mathbb{R}$ which are dominated by $\varphi$, i.e. such that the quantity

$$\|f\|_{B(\varphi)} = \sup_{x \in X} \frac{|f(x)|}{\varphi(x)}$$

is finite. Endowed with this weighted supremum norm, $B(\varphi)$ is a Banach space. Let $B_+(\varphi) \subset B(\varphi)$ be its positive cone, namely the subset of nonnegative functions.

Let $\mathcal{M}_+(\varphi)$ be the cone of positive measures on $X$ which integrate $\varphi$, i.e. the set of positive measures $\mu$ on $X$ such that the quantity $\mu(\varphi) = \int_X \varphi \, d\mu$ is finite. We denote by $\mathcal{M}(\varphi) = \mathcal{M}_+(\varphi) - \mathcal{M}_+(\varphi)$ the set of the differences of measures that belong to $\mathcal{M}_+(\varphi)$. When $\inf_X \varphi > 0$, this set is the subset of signed measures which integrate $\varphi$. When $\inf_X \varphi = 0$ it is not a subset of signed
measures, but it can be rigorously built as the quotient space
\[ \mathcal{M}(\varphi) = \mathcal{M}_+(\varphi) \times \mathcal{M}_+(\varphi)/\sim \]
where \((\mu_1, \mu_2) \sim (\tilde{\mu}_1, \tilde{\mu}_2)\) if \(\mu_1 + \tilde{\mu}_2 = \mu_2 + \tilde{\mu}_1\), and we denote \(\mu = \mu_1 - \mu_2\) to mean that \(\mu\) is the equivalence class of \((\mu_1, \mu_2)\). The Hahn-Jordan decomposition theorem ensures that for any \(\mu \in \mathcal{M}(\varphi)\) there exists a unique couple \((\mu_+, \mu_-) \in \mathcal{M}_+(\varphi) \times \mathcal{M}_+(\varphi)\) of mutually singular measures such that \(\mu = \mu_+ - \mu_-\). An element \(\mu\) of \(\mathcal{M}(\varphi)\) acts on \(\mathcal{B}(\varphi)\) through \(\mu(f) = \mu_+(f) - \mu_-(f)\) and \(\mathcal{M}(\varphi)\) is endowed with the weighted total variation norm
\[ \|\mu\|_{\mathcal{M}(\varphi)} = \mu_+(\varphi) + \mu_-(\varphi) = \sup_{\|f\|_{\mathcal{B}(\varphi)} \leq 1} |\mu(f)|, \]
which makes it a Banach space. Note that allowing \(\inf \varphi\) to be zero is important for applications. For instance, for the heat equation on a bounded convex subset of \(\mathbb{R}^n\) with Dirichlet boundary conditions, for which the square root of the distance to the boundary is a relevant Lyapunov function.

We are interested in semigroups \((M_t)_{t \geq 0}\) of kernel operators, i.e., semigroups of linear operators \(M_t\) which act both on \(\mathcal{B}(\varphi)\) (on the right \(f \mapsto M_t f\)) and on \(\mathcal{M}(\varphi)\) (on the left \(\mu \mapsto M_t \mu\)), are positive in the sense that they leave invariant the positive cones of both spaces, and enjoy the duality relation \((\mu M_t)(f) = (M_t \mu)(f)\). We work in the continuous time setting, \(t \in \mathbb{R}^+\), and we refer to Section 5.3 for comments on the discrete time case. Finally, we use the shorthand notation \(f \lesssim g\) when, for two functions \(f, g : \Omega \rightarrow \mathbb{R}\), there exists a constant \(C > 0\) such that \(f \leq C g\) on \(\Omega\).

2.1. Assumptions and criterion for exponential convergence. We consider two measurable functions \(V : \mathcal{X} \rightarrow (0, \infty)\) and \(\psi : \mathcal{X} \rightarrow (0, \infty)\), with \(\psi \leq V\), and a positive semigroup \((M_t)_{t \geq 0}\) of kernel operators acting on \(\mathcal{B}(V)\) and \(\mathcal{M}(V)\). Let us state Assumption \(\text{A}\), which gathers conditions given in Introduction.

**Assumption \(\text{A}\).** There exist \(\tau > 0\), \(\beta > \alpha > 0\), \(\theta > 0\), \((c, d) \in (0, 1)^2\), \(K \subset \mathcal{X}\) and \(\nu\) a probability measure on \(\mathcal{X}\) supported by \(K\) such that \(\sup_K V/\psi < \infty\) and

- \((A1)\) \(M_{\tau} V \leq \alpha V + \theta 1_K \psi\),
- \((A2)\) \(M_{\tau} \psi \geq \beta \psi\),
- \((A3)\) \(\inf_{x \in K} \frac{M_{\tau}(f \psi)(x)}{M_{\tau} \psi(x)} \geq c \nu(f)\) for all \(f \in \mathcal{B}(V/\psi)\),
- \((A4)\) \(\nu \left( \frac{M_{n\tau} \psi}{\psi} \right) \geq d \sup_{x \in K} \frac{M_{n\tau} \psi(x)}{\psi(x)}\) for all positive integers \(n\).

Assumption \(\text{A}\) is linked and relax classical assumptions for the ergodicity of non-conservative semigroups [1, 9, 26, 48, 61, 63, 64, 77, 90, 91, 93]. More precisely, we can compare \(\text{A}\) to the assumptions (1-4) of [77, Theorem 5.3], where (2) corresponds to \((A2)\) and the strong maximum principle in (4), which is not a necessary condition for ergodicity, shares links with \((A3)\). Assumption (1) in [77, Theorem 5.3] contains two conditions: a dissipativity condition which is closely related to \((A1)\), see [94], and a compactness condition which is replaced here by \((A4)\). Assumption \((A4)\) essentially means that, uniformly in \(x \in K\), the asymptotic growth of the \(\psi\)-mass starting from \(x\) is dominated by the growth of the same \(\psi\)-mass starting from the measure \(\nu\). It is inspired from conditions that appear for the stability of Feynman-Kac semigroups, see Condition (\(Z\)) in [36, Section 3]. Assumption \(\text{A}\) provides an extension of the conditions of [9] in the homogeneous case. In that latter, the small set condition \((A3)\) was required on the whole space \(\mathcal{X}\), which imposes uniform ergodicity. Uniformity does not hold in the two applications we consider in the present paper.

Our assumptions are similar and inspired from [26], which is dedicated to convergence to quasi-stationary distribution. Our techniques differ, especially in the form of the embedded propagator.
The main result of the paper can be stated as follows. It is proved in Section 4.4, where constants involved are explicit. To state the result in the continuous time setting, we need that $M_t V(x) / V(x)$ is bounded on compact time intervals, uniformly on $X$. We refer to [74, Section 20.3] for details on this classical assumption.

**Theorem 2.1.** Let $V : X \rightarrow (0, \infty)$ measurable and let $(M_t)_{t \geq 0}$ be a positive semigroup of kernel operators on $B(V)$ and $M(V)$ such that $t \mapsto ||M_t V||_{B(V)}$ is locally bounded on $[0, \infty)$.

i) Let $\psi : X \rightarrow (0, \infty)$ be a measurable function such that Assumption $A$ is satisfied. Then, there exists a unique triplet $(\gamma, h, \lambda) \in M_+(V) \times B_+(V) \times \mathbb{R}$ of eigenelements of $M$ with $\gamma(h) = ||h||_{B(V)} = 1$ satisfying for all $t \geq 0$,

$$\gamma M_t = e^{\lambda t} \gamma \quad \text{and} \quad M_t h = e^{\lambda t} h. \quad (2.1)$$

Moreover, there exist $C, \omega > 0$ such that for all $t \geq 0$ and $\mu \in M(V)$,

$$||e^{-\lambda \mu} M_t - \mu(h)\gamma||_{M(V)} \leq C ||\mu||_{M(V)} e^{-\omega t}. \quad (2.2)$$

ii) Assume that there exist a triplet $(\gamma, h, \lambda) \in M_+(V) \times B_+(V) \times \mathbb{R}$ and constants $C, \omega > 0$ such that (2.1) and (2.2) hold. Then, Assumption $A$ is satisfied by the function $\psi = h$.

### 2.2. Sufficient conditions: drift and irreducibility.

Assumptions (A1)-(A2) can be checked more easily using the generator $L$ of the semigroup $(M_t)_{t \geq 0}$. We give convenient sufficient conditions by adopting a mild formulation of $L$ similar to [55]. For $F, G \in B(V)$ we say that $LF = G$ if for all $x \in X$ the function $s \mapsto M_s G(x)$ is locally integrable, and for all $t \geq 0$,

$$M_t F = F + \int_0^t M_s G ds.$$ 

In general for $F \in B(V)$, there may not exist $G \in B(V)$ such that $LF = G$, meaning that $F$ is not in the domain of $L$. Therefore we relax the definition by saying that

$$LF \leq G, \quad \text{resp.} \quad LF \geq G,$$

if for all $t \geq 0$

$$M_t F - F \leq \int_0^t M_s G ds, \quad \text{resp.} \quad M_t F - F \geq \int_0^t M_s G ds.$$ 

We can now state the drift conditions on $L$ guaranteeing the validity of Assumptions (A1)-(A2). It will be useful for the applications in Section 5. For convenience, we use the shorthand $\varphi \simeq \psi$ to mean that $\psi \leq \varphi \leq \psi$, i.e. that the ratios of the two functions are bounded.

**Proposition 2.2.** Let $V, \psi, \varphi : X \rightarrow (0, \infty)$ such that $\psi \leq V$ and $\varphi \simeq \psi$. Assume that there exist constants $a < b$ and $\zeta \geq 0$, $\xi \in \mathbb{R}$ such that

$$LV \leq aV + \zeta \varphi, \quad L\varphi \geq b\psi, \quad L\varphi \leq \xi \psi.$$ 

Then, for any $\tau > 0$, there exists $R > 0$ such that $(V, \psi)$ satisfies (A1)-(A2) with $K = \{V \leq R\psi\}$.

We provide now a sufficient condition for (A3)-(A4), which may typically apply in the case of a discrete state space.

**Proposition 2.3.** Let $K$ be a non-empty finite subset of $X$ and assume that there exists $\tau > 0$ such that for any $x, y \in K$,

$$\delta_x M_t \{1_{\{y\}}\} > 0.$$

Then there exists a probability measure $\nu$ supported by $K$ such that (A3)-(A4) are satisfied for any positive function $\psi \in B(V)$. 

and the construction of Lyapunov functions, see Section 3.1. We relax the boundedness of $\psi$ required in [26] and obtain necessary conditions for weighted exponential convergence. As far as we see, this approach also provides more quantitative estimates, see forthcoming Section 3 and the proofs.
This sufficient condition is relevant for the study of irreducible processes on discrete spaces. For applications, let us remark that the two conditions can be easily combined. Indeed, the conclusion of Proposition 2.2 holds for any $R$ large enough and when $V/\psi$ goes to infinity, the set $K$ is finite and non empty for $R$ large enough. We refer to Section 5.1 for an application to the convergence to quasi-stationary distribution of birth and death processes. As a motivation, let us also mention the study of the first moment semigroup of discrete branching processes in continuous time (see [7, 27, 71] and the references therein) and the exponential of denumerable non-negative matrices [78]. For continuous state space, the irreducibility condition above is not relevant, and we refer to [28] for more general conditions to check (A4) via a coupling argument.

3. Quantitative estimates

To exploit the conservative theory, we consider a relevant conservative propagator associated to $M$. We then derive the expected estimates for the eigenelements and obtain the quantitative estimates for the original semigroup $M$.

3.1. The embedded conservative propagator. Let us fix a positive function $\psi \in B(V)$ and a time $t > 0$. For any $0 \leq s \leq u \leq t$, we define the operator $P^{(t)}_{s,u}$ acting on bounded measurable functions $f$ through

$$P^{(t)}_{s,u} f = \frac{M_{t}\left(f \cdot \psi \right)}{M_{t-s} \psi}.$$  \ (3.1)

We observe that the family $P^{(t)} = (P^{(t)}_{s,u})_{0 \leq s \leq u \leq t}$ is a conservative propagator (or semiflow), meaning that for any $0 \leq s \leq u \leq v \leq t$, \[P^{(t)}_{s,u} P^{(t)}_{u,v} = P^{(t)}_{s,v}\].

It has a probabilistic interpretation in terms of particles systems, see e.g. [71] and references below. Roughly speaking, it provides the position of the backward lineage of a particle at time $t$ sampled with a bias $\psi$.

The particular case $\psi = 1$ corresponds to uniform sampling and has been successfully used in the study of positive semigroups, see [7, 9, 25, 26, 34, 71]. Whenever possible, the right eigenfunction of the semigroup provides a relevant choice for $\psi$. Indeed, if $h$ is a positive eigenfunction, the propagator $P^{(t)}$ associated to $\psi = h$ is actually a semigroup which, moreover, is independent of $t$. More precisely, $P^{(t)}_{s,u+s} = M_{t}(h \cdot e^{\lambda s}h)$ does not depend on $u$ nor on $t$ and defines a semigroup $(P_{t})_{s \geq 0}$. This corresponds to the $h$-transform given in Introduction. This transformation provides a powerful tool for the analysis of branching processes and absorbed Markov process, see e.g. respectively [27, 45, 67] and [30, 40]. To shed some light on the sequel, let us explain how to apply Harris’s ergodic theorem ([56] or Theorem 6.1 in Appendix 6.1 with $W = \gamma$) to $(P_{t})_{s \geq 0}$ and get the asymptotic behavior of $M$. Inequality (6.1) for $P_{t}$ reads $P_{t} \gamma \leq a \gamma + c$ and yields $M_{t}(\gamma h) \leq a \gamma h + \theta h$, with $\alpha = ae^{\lambda T}$, $\theta = e^{\lambda T}$. This inequality involving $M_{t}$ is guaranteed by (A1) by setting $V = \gamma h$ and $\psi = h$. Additionally, Equation (6.2) corresponds exactly to (A3).

In this paper, we deal with the general case and consider a positive function $\psi$ satisfying (A2). The analogy with the $h$-transform above suggests to look for Lyapunov functions of the form $\gamma = V/\psi$. The family of functions $(V/M_{k\tau}\psi)_{k \geq 0}$ satisfies, under Assumption (A1), an extended version of the Lyapunov condition for $P^{(t)}$. But their level sets may degenerate as $k$ goes to infinity, which raises a problem to check the small set condition. We compensate the magnitude of $M_{k\tau}\psi$ and consider for $k \geq 0$,

$$V_{k} = \psi \left(M_{k\tau}\psi \right) \frac{V}{M_{k\tau}\psi}.$$ \ (3.2)

The two following lemmas, which are proved in Section 4.2, ensure that $(V_{k})_{k \geq 0}$ provides Lyapunov functions whose sublevel sets are small for $P^{(t)}$.

**Lemma 3.1.** Assume that $V$ and $\psi$ are such that Assumptions (A1)-(A2)-(A3) are met. Then for all integers $k \geq 0$ and $m \geq n \geq k + 1$, we have

$$P_{k\tau,m\tau}^{(n)} V_{n-m} \leq aV_{n-k} + c,$$
where
\[ a = \frac{\alpha}{\beta} \in (0, 1), \quad c = \frac{\theta}{c(\beta - \alpha)} \geq 0. \] (3.3)

**Lemma 3.2.** Suppose that Assumption A is satisfied and let \( R > 0 \). Then there exists a family of probability measures \( \{\nu_{k,n}, k \leq n\} \) such that for all \( 0 \leq k \leq n - p \) and \( x \in \{V_{n-k} \leq R\}, \)
\[ \delta_x P_{k,n}^{(\nu_{k,n})} \geq b \nu_{k,n}, \]
where \( p \in \mathbb{N} \) and \( b \in (0, 1] \) are given by
\[ p = \left\lfloor \log \left( \frac{2R(R + \theta)}{\log(\beta/\alpha)} \right) \right\rfloor + 1 \quad \text{and} \quad b = \frac{d^2\beta}{2c^2(\alpha/\theta + 1)(\alpha R + \theta)} \sum_{j=1}^{\infty} (a/cr)^j \] (3.4)

with \( R = \sup_K V/\psi \) and \( r = (\beta/(\alpha(R + \theta/(\beta - \alpha)) + \theta))^2 \).

We can now state the key contraction result. Its proof lies in the two previous lemmas and a slight adaptation of Harris theorem provided in Appendix 6.1.

**Proposition 3.3.** Let \((V, \psi)\) be a couple of measurable functions from \( X \) to \((0, \infty)\) satisfying Assumption A. Let \( R > 2c/(1-a), b' \in (0, b), a' \in (a + 2c/R, 1) \) and set
\[ \kappa = \frac{b'}{c}, \quad \eta = \max \left\{ 1 - (b - b'), \frac{2 + \kappa Ra'}{2 + \kappa R} \right\}. \]
Then, for any \( \mu_1, \mu_2 \in \mathcal{M}_+(V/\psi) \) and any integers \( k \) and \( n \) such that \( 0 \leq k \leq n - p \),
\[ \|\mu_1 P_{k,n}^{(\nu_{k,n})} - \mu_2 P_{k,n}^{(\nu_{k,n})}\|_{\mathcal{M}(1 + \kappa V_{n-k} - p)} \leq \eta \|\mu_1 - \mu_2\|_{\mathcal{M}(1 + \kappa V_{n-k})}. \]

3.2. Eigenelements and quantitative estimates. Using the notations introduced in the previous section, we set
\[ \rho = \max \{\eta, a'\} = \max \left\{ 1 - (b - b'), \frac{2 + \kappa Ra'}{2 + \kappa R}, a' \right\} \in (0, 1), \] (3.5)
with \( b' \in (0, b) \) and \((a' \in (a + 2c/R, 1) \). We first deal with the right eigenelement.

**Lemma 3.4.** Under Assumption A, there exists \( h \in B_+(V) \) and \( \lambda \in \mathbb{R} \) such that
\[ M_{\lambda} h = e^{\lambda \tau} h. \]
Moreover, we have the estimates
\[ \left( \frac{\psi}{V} \right)^q \psi \preceq h \preceq V, \quad \text{with} \quad q = \frac{\log(cr)}{\log(a)} > 0, \]
and there exists \( C > 0 \) such that for all integer \( k \geq 0 \) and \( \mu \in \mathcal{M}_+(V) \),
\[ \left| \mu(h) - \frac{\mu M_{k\tau}^\psi}{\nu(M_{k\tau}^\psi)} \right| \leq C \left( \frac{\mu(V)}{\mu(\psi)} \right)^{\rho[k/p]}. \] (3.6)

Let us turn to the left eigeneelement and provide a similar result.

**Lemma 3.5.** Under Assumption A, there exists \( \gamma \in \mathcal{M}_+(V) \) such that \( \gamma(h) = 1 \) and
\[ \gamma M_{\lambda} = e^{\lambda \tau} \gamma. \]
Moreover, there exists \( C > 0 \) such that for all integer \( k \geq 0 \) and \( \mu \in \mathcal{M}_+(V) \),
\[ \left\| \frac{\gamma(\cdot)}{\gamma(\psi)} - \frac{\mu M_{k\tau}}{\mu M_{k\tau}(\psi)} \right\|_{\mathcal{M}(1 + \kappa V_{k\tau})} \leq C \left( \frac{\mu(V)}{\mu(\psi)} + \frac{\theta}{\beta - \alpha} \right)^{\rho[k/p]}. \] (3.7)

Using Lemma 3.5, \( \psi \leq V, (A1) \) and \( (A2) \) yields \( e^{\lambda \tau} \gamma(V) = \gamma M_{\lambda} V \leq (\alpha + \theta) \gamma(V) \) and \( e^{\lambda \tau} \gamma(\psi) = \gamma M_{\lambda} \psi \geq \beta \gamma(\psi) \). It gives the following estimate of the eigenvalue
\[ \frac{\log(\beta)}{\tau} \leq \lambda \leq \frac{\log(\alpha + \theta)}{\tau}. \] (3.8)

Now we give a convergence result in discrete time.
Proposition 3.6. Under Assumption A, there exists $C > 0$ such that for all $\mu \in \mathcal{M}_+(V)$ and all integers $k \geq 0$ we have

$$
\left\| e^{-\lambda k \tau} \mu_{k\tau} - \mu(h) \right\|_{\mathcal{M}(V)} \leq C \frac{\mu(V)}{\mu(h)} e^{-\sigma k \tau} \min \left\{ e^{-\lambda k \tau} \mu_{k\tau} \psi, \mu(V) \right\},
$$

(3.9)

where

$$
\sigma = -\log \rho \frac{1}{p} > 0.
$$

Theorem 2.1 follows from Lemmas 3.4 and 3.5 and Proposition 3.6. First, the convergence in (3.9) allows proving that $h$ and $\gamma$ are eigenelements of $M_t$ associated to the eigenvalue $e^{\lambda t}$ for any positive time $t$. Then, the estimates on the eigenelements allow checking that $(V, h)$ satisfies Assumption A. Consequently, (3.7) with $\psi$ replaced by $h$ yields (2.2). Details are given in Section 4.4.

We end this section by stating another exponential convergence result where the semigroup is normalized by its mass $M_t 1$. Such a normalization can be relevant for applications. Let us mention for instance the study of the convergence of the conditional probability to a quasi-stationary distribution and the study of the typical trait in a structured branching process, see respectively Section 5.1 and e.g. [9, 70, 71]. We denote by $P(V)$ the set of probability measures which belong to $\mathcal{M}(V)$ and we define the total variation norm for finite signed measures by $\|\mu\|_{TV} = \|\mu\|_{\mathcal{M}(1)}$. The following result is direct a corollary of Theorem 2.1.

Corollary 3.7. Assume that the conditions of Theorem 2.1-(i) hold and $\inf X V > 0$. Then there exist $C, \omega > 0$ and $\pi \in P(V)$ such that for every $\mu \in \mathcal{M}_+(V)$ and $t \geq 0$,

$$
\left\| \frac{\mu M_t}{\mu M_t 1} - \pi \right\|_{TV} \leq C \frac{\mu(V)}{\mu(h)} e^{-\omega t}.
$$

(3.10)

4. Proofs

4.1. Preliminary inequalities. For all $t \geq 0$, let us define the following operator

$$
\widetilde{M}_t : f \mapsto M_t (1_{K^c} f),
$$

and for convenience, we introduce the following constants

$$
\Theta = \frac{\theta}{p - \alpha}, \quad R = \sup_k \frac{V}{\psi}, \quad \Xi = \alpha (R + \Theta) + \theta,
$$

(4.1)

which are well-defined and finite under Assumption A. We first give some estimates which are directly deduced from Assumptions (A1)-(A2)-(A3).

Lemma 4.1. Under Assumptions (A1)-(A2)-(A3) we have, for all integer $k \geq 0$,

1) $\widetilde{M}^k k V \leq \alpha^k M_V V$,

2) for all $\mu \in \mathcal{M}_+(V)$,

$$
\frac{\mu M_{k\tau} V}{\mu_{k\tau} \psi} \leq \alpha^k \frac{\mu(V)}{\mu(\psi)} + \Theta,
$$

3) for all $x \in K$ and $n \geq k$, $M_{n\tau} \psi(x) \leq \Xi^k M_{(n-k)\tau} \psi(x)$,

4) for all $x \in K$, and $f \in \mathcal{B}_+(V/\psi)$,

$$
M_{(k+1)\tau} (f \psi)(x) \geq c_{k+1} \nu(f) M_{(k+1)\tau} \psi(x), \quad \text{with} \quad c_{k+1} = \frac{\psi}{\Xi} (\beta/\Xi)^k.
$$

(4.2)

Remark 4.2. We observe that $(c_k)_{k \geq 1}$ is a decreasing geometric sequence. Indeed since $\psi \leq V$, (A1) and (A2) ensure that on $K$, $\beta \psi \leq M_V \psi \leq (\alpha R + \theta) \psi$, so that $\beta < \Xi$. Adding that $c < 1$ ensures that $(c_k)_{k \geq 1}$ decreases geometrically.

Points i) and ii) of Lemma 4.1 are sharp inequalities , while iv) extends Assumption (A3) for any time.
Proof. Using (A1) we readily have \(1_{K^c}M_k V \leq \alpha V\) and i) follows by induction. Composing respectively (A1) and (A2) with \(M_{k\tau}\) yields
\[
M_{(k+1)\tau} V \leq \alpha M_{k \tau} V + \theta M_{k \tau} \psi; \quad M_{(k+1)\tau} \psi \geq \beta M_{k \tau} \psi.
\]
Combining these inequalities gives
\[
\frac{M_{(k+1)\tau} V}{M_{(k+1)\tau} \psi} \leq \frac{\alpha M_k V}{M_{k \tau} \psi} + \frac{\theta}{\beta}
\]
and ii) follows by induction, recalling that \(a < 1\).
By definition of \(R\), we immediately deduce from ii) that for any \(x \in K\) and any integer \(k\),
\[
\frac{M_{k \tau} V (x)}{M_{k \tau} \psi (x)} \leq R + \Theta.
\]
Combining this inequality with \(M_{n \tau} \psi \leq M_{(n-1)\tau} M_k V \leq M_{(n-1)\tau} (\alpha V + \psi)\), which results from (A1) and \(\psi \leq V\), we get that \(M_{n \tau} \psi (x) \leq \Xi M_{(n-1)\tau} \psi (x)\) for all \(x \in K\). The proof of iii) is completed by induction.
Finally, for iv), we have for any \(x \in K\), using (A3) with the function \(M_{n \tau} (f/\psi)\),
\[
\frac{M_{(n+1)\tau} (f/\psi) (x)}{M_{(n+1)\tau} \psi (x)} = \frac{M_{n \tau} (f/\psi) (x)}{M_{(n+1)\tau} \psi (x)} \geq c \left( \frac{M_{n \tau} (f/\psi)}{\psi} \right) M_{n \tau} \psi (x).
\]
Besides, since \(\nu\) is supported by \(K\), (A3) and (A2) yield
\[
\nu \left( \frac{M_{n \tau} (f/\psi)}{\psi} \right) = \nu \left( \frac{M_{n \tau} (f/\psi)}{\psi} \right) \geq c \nu \left( \frac{M_{n \tau} (f/\psi)}{\psi} \right) \geq c^2 \nu \left( \frac{M_{n \tau} (f/\psi)}{\psi} \right).
\]
Iterating the last inequality and plugging it in the previous one, we obtain
\[
\frac{M_{(n+1)\tau} (f/\psi) (x)}{M_{(n+1)\tau} \psi (x)} \geq c^{n+1} \frac{M_{n \tau} \psi (x)}{M_{(n+1)\tau} \psi (x)} \nu (f) \geq c^{n+1} \frac{\nu (f)}{\nu (f)},
\]
where the last inequality comes from iii). The proof is complete. \(\square\)

4.2. Contraction property: proofs of Section 3.1. First, we prove that \((V_k)_{k \geq 0}\) is a family of Lyapunov functions for the sequence of operators \((P_{k\tau, (k+1)\tau})_{0 \leq k \leq n-1}\).

Lemma 4.3. Under Assumptions (A1)-(A2)-(A3) we have, for all \(k \geq 0\) and \(n \geq m \geq k\),
\[
P_{k\tau, m\tau} V_{n-m} \leq a^{n-k} V_{n-k} + \frac{\theta}{c \beta} \sum_{j=k}^{m-1} a^{n-j} P^{(n\tau)}_{k\tau, j\tau} (1_K).
\]

Proof. By definition of \(V_k\) in (3.2), we have, for \(0 \leq k \leq n\),
\[
P^{(n\tau)}_{(k-1)\tau, k\tau} V_{n-k} = M_{(k-1)\tau} \left( V_{n-k} M_{(n-k)\tau} \psi \right) = \nu \left( \frac{M_{(n-k)\tau} \psi}{\psi} \right) M_{n-k} \psi.
\]
Using (A1) and (A2), we have \(M_{n} V \leq \alpha V + \theta \psi 1_{K}\) and \(M_{(n-k)\tau} \psi \leq M_{(n-k+1)\tau} \psi / \beta\). We obtain from the definitions of \(\alpha\) and \(V_{n-k+1}\) that
\[
P^{(n\tau)}_{(k-1)\tau, k\tau} V_{n-k} \leq \alpha V_{n-k+1} + \nu \left( \frac{M_{(n-k)\tau} \psi}{\psi} \right) \frac{\theta \psi 1_{K}}{M_{(n-k+1)\tau} \psi}.
\]
Besides, combining (A2) and (A3) with \(f = M_{(n-k)\tau} \psi / \psi\), we get
\[
\nu \left( \frac{M_{(n-k)\tau} \psi}{\psi} \right) \frac{\psi 1_{K}}{M_{(n-k+1)\tau} \psi} \leq \frac{1_{K}}{c \beta}.
\]
The last two inequalities yield
\[
P^{(n\tau)}_{(k-1)\tau, k\tau} V_{n-k} \leq \alpha V_{n-k+1} + \frac{\theta 1_{K}}{c \beta}.
\]
The conclusion follows from \(P^{(n\tau)}_{k\tau, m\tau} V_{n-m} = P^{(n\tau)}_{k\tau, (k+1)\tau} \cdots P^{(n\tau)}_{(m-1)\tau, m\tau} V_{n-m}\). \(\square\)
Proof of Lemma 3.1. Using that $P^{(n\tau)}_{k\tau,(j-1)\tau}(1_k) \leq 1$ and $a < 1$, it is a direct consequence of Lemma 4.3. \qed

Using (A3) and (A4) and following [9, 25], we prove a small set condition (6.2) on the set $K$ for the embedded propagator $P^{(i)}$. However, Theorem 6.1 requires that (6.2) is satisfied on a sublevel set of $V_k$. Although there exists $R > 0$ such that $K \subset \{V_k \leq R\}$, nothing guarantees the other inclusion. This situation is reminiscent of [56, Assumption 3] and we adapt here their arguments. For that purpose, we need a lower bound for the Lyapunov functions $(V_k)_{k \geq 0}$, which is stated in the next lemma.

Lemma 4.4. Under Assumptions (A1)-(A2)-(A4) we have, for every $n \geq 0$,

$$d_1 M_{(n+1)\tau} \psi \leq \nu \left( \frac{M_{n\tau} \psi}{\psi} \right) M_\tau V \quad \text{and} \quad V_n \geq d_2,$$

with $d_1 = (1-a)d$, $d_2 = (\beta - \alpha)d/ (\alpha + \theta)$.

Proof. First, using (A4),

$$d M_{(n+1)\tau} \psi = d M_\tau (1_k M_{n\tau} \psi + 1_k M_{n\tau} \psi) \leq \nu \left( \frac{M_{n\tau} \psi}{\psi} \right) M_\tau \psi + d \hat{M}_\tau M_{n\tau} \psi.$$

Then, by iteration, using (A2) and $\psi \leq V$,

$$d M_{(n+1)\tau} \psi \leq \nu \left( \frac{M_{n\tau} \psi}{\psi} \right) \sum_{j=0}^{n} \beta^{-j} \hat{M}_\tau^j M_\tau \psi \leq \nu \left( \frac{M_{n\tau} \psi}{\psi} \right) \sum_{j=0}^{n} \beta^{-j} \hat{M}_\tau^j M_\tau V.$$

Hence by Lemma 4.1 i),

$$d M_{(n+1)\tau} \psi \leq \frac{1}{1 - a} \nu \left( \frac{M_{n\tau} \psi}{\psi} \right) M_\tau V$$

and the first identity is proved. From the definition of $V_n$, we deduce

$$V_n \geq d_1 \frac{M_{(n+1)\tau} \psi}{M_{n\tau} \psi} \frac{V}{M_\tau V} \geq d_1 \frac{\beta}{\alpha + \theta} = d_2$$

by using successively (A2), (A1), and $\psi \leq V$. \qed

We now prove the small set condition (6.2) for the embedded propagator.

Proof of Lemma 3.2. First, we introduce the measure $\nu_i$ defined by

$$\nu_i(f) = \nu \left( \int \frac{f}{M_{n\tau} \psi} \right)$$

for all integer $i \geq 0$. For any $x \in K$, $j \leq k \leq n$, we have using Lemma 4.1 iv) with the function $f M_{(n-k)\tau} \psi / \psi$,

$$P^{(n\tau)}_{(j-1)\tau,k\tau} f(x) = \frac{M_{(k-j+1)\tau} (f M_{(n-k)\tau} \psi) (x)}{M_{(n-j+1)\tau} \psi (x)} \geq \frac{c_{k-j+1}}{\nu_{n-k}(f)} \frac{M_{(k-j+1)\tau} \psi(x)}{M_{(n-j+1)\tau} \psi(x)}.$$

for any nonnegative measurable function $f$. Then, Lemma 4.4 and (A2) yield

$$P^{(n\tau)}_{(j-1)\tau,k\tau} f(x) \geq d_1 c_{k-j+1} \frac{\nu_{n-k}(f)}{\nu_{n-j}(1)} \frac{M_{(k-j+1)\tau} \psi(x)}{M_\tau V(x)} \geq d_1 c_{k-j+1} \beta^{k-j} \frac{\nu_{n-k}(f)}{\nu_{n-j}(1)} M_\tau \psi(x) / M_\tau V(x).$$

Recalling from (A1) and (A2) that for $x \in K$, $M_\tau \psi(x) / M_\tau V(x) \geq \beta/(\alpha R + \theta)$, and from Lemma 4.1 iii) and $\nu(K) = 1$ that $\nu_{n-k}(1)/\nu_{n-j}(1) \geq \Theta^{-(k-j)}$, we get

$$P^{(n\tau)}_{(j-1)\tau,k\tau} f(x) \geq \alpha_{k-j} \frac{\nu_{n-k}(f)}{\nu_{n-k}(1)}.$$

(4.3)
for $x \in K$, where $\alpha_t = d_t e^{t + 1} 2^{t+1} / (\alpha R + \theta)$ and $r = (\beta / \Xi)^2$. The previous bound holds only on $K$. We prove now that the propagator charges $K$ at an intermediate time and derive the expected lower bound. More precisely, setting

$$\omega_i = \frac{\alpha_i}{\alpha_t} \quad \text{and} \quad S_\ell = \sum_{j=1}^\ell \omega_{\ell-j} = \frac{\alpha R + \theta}{dc(\beta - \alpha)} \sum_{j=1}^\ell \left( \frac{\alpha}{cr} \right)^j,$$

we obtain for $k \leq n - 1$ and $1 \leq \ell \leq n - k$,

$$P^{(n\tau)}_{k\tau,(k+\ell)\tau} f \geq \frac{1}{S_\ell} \sum_{j=k+1}^{k+\ell} \omega_{k+\ell-j} P^{(n\tau)}_{k\tau,(j-1)\tau} (1_K P^{(n\tau)}_{(j-1)\tau,(k+\ell)\tau} f) \geq B^{(\ell)}_{k,n} \nu_{n-k-\ell}(f),$$

where the last inequality comes from (4.3) and $B^{(\ell)}_{k,n} = \frac{1}{S_\ell} \sum_{j=k+1}^{k+\ell} a^{k+\ell-j} P^{(n\tau)}_{k\tau,(j-1)\tau} 1_K$.

To conclude, we need to find a positive lower bound for $B^{(\ell)}_{k,n}$ which does not depend on $k$ or $n$. For that purpose, we first observe that the second bound of Lemma 4.4 ensures that $P^{(n\tau)}_{k\tau,(k+\ell)\tau} V_{n-k-\ell} \geq d_2$. Using now Lemma 4.3 yields

$$\sum_{j=k+1}^{k+\ell} a^{k+\ell-j} P^{(n\tau)}_{k\tau,(j-1)\tau} 1_K \geq c\beta d_2 - a^\ell (V_{n-k}) \frac{1}{\theta^x},$$

for $n \geq k + \ell$. For $x \in \{V_{n-k} \leq \Re\}$ and $\ell = \mu$ defined in (3.4), we get

$$B^{(\mu)}_{k,n}(x) \geq c\beta \frac{d_2}{2\theta S_\mu} = \frac{c\beta^2 d_1^2}{2\theta(\alpha + \theta)(\alpha R + \theta)} \sum_{j=1}^\mu (a/\theta)^j,$$

which ends the proof. \hfill \Box

Proof of Proposition 3.3. Let $n$ and $k$ be two integers such that $0 \leq k \leq n - \mu$ and consider $\Re > 2c/(1 - a)$. According to Lemmas 3.1 and 3.2, the conservative operator $P^{(n\tau)}_{k\tau,(k+p)\tau}$ satisfies condition (6.1) with the functions $V_{n-k-\mu}$ and $V_{n-k}$ and condition (6.2) with the probability measure $\nu_{n,k}$. Applying Theorem 6.1 then yields the contraction result. \hfill \Box

4.3. Eigenelements: proofs of Section 3.2. Let us consider, for every $\mu \in \mathcal{M}_+(V)$, the family of operators $(Q^\mu_t)_{t \geq 0}$ defined for $f \in \mathcal{B}(V_0)$ by

$$Q^\mu_t f = \frac{\mu^\top_t f \psi}{\mu^\top_t \psi}.$$

Fixing the measure $\mu$, the operator $f \mapsto Q^\mu_t f$ is linear. Observe that $Q^\mu_{t+1} = \delta_t P^\mu_{0,t}$ so that Proposition 3.3 implies contraction inequalities for $\delta_t \mapsto Q^\mu_{n\tau}$. Notice that $\mu \mapsto Q^\mu_{n\tau}$ is non-linear and forthcoming Lemma 4.6 extends the contraction to a more general space of measures. Besides, for any positive measure $\mu$, we set

$$[\mu] = \frac{\mu(V)}{\mu(\psi)}.$$

We prove now the existence of the eigenvector and eigenmeasure, respectively stated in Lemma 3.4 and Lemma 3.5. Let us first provide a useful upper bound for $V_k$. For that purpose, we also set

$$p = \log \left( \frac{2(1 + \theta/\alpha)(\Theta + R)}{\log (1/\alpha)} \right) + 1, \quad C_1 = \frac{2 \Xi^{p+1}}{c e^{p-1} \beta^{p+1}},$$

where $(c_k)_{k \geq 0}$ is defined in (4.2).

Lemma 4.5. Assume that Assumptions (A1)-(A2)-(A3) are met. Then, for all positive measure $\mu$ such that

$$[\mu] \leq \Theta + R, \quad \text{if} \quad k \geq p,$$

we have for all $k \geq p$,

$$\nu \left( \frac{M_k \psi}{\psi} \right) \leq C_1 \frac{\mu M_k \psi}{\mu(\psi)}.$$
The idea is the following: condition (4.5) ensures the existence of a time \( p \) at which the propagator charges \( K \). Then, (A3) yields (4.6). It will be needed in this form in the sequel, but could be extended to more general right-hand side in (4.5).

**Proof.** Recalling that \( \tilde{M}_\tau = M_\tau (1_K \cdot \cdot \cdot) \) and using that for all \( g \in B(V) \), \( M_{(k+1)\tau}g = M_\tau (1_K M_{k\tau}g) + \tilde{M}_\tau (M_{k\tau}g) \), we obtain by induction

\[
M_{k\tau}g = \tilde{M}^k g + \sum_{j=1}^k \tilde{M}^{k-j}_\tau M_\tau (1_K M_{(j-1)\tau}g).
\]

Choose \( g = \psi 1_K \). Using Lemma 4.1 iv) with \( f = 1_K \) and that \( \nu(K) = 1 \), we get

\[
M_{k\tau} (1_K \psi) \geq \sum_{j=1}^k c_{j-1} \tilde{M}^{k-j}_\tau M_\tau (1_K M_{(j-1)\tau} \psi)
\]

\[
\geq c_{k-1} \sum_{j=1}^k \left( \tilde{M}^{k-j}_\tau M_\tau \psi - \tilde{M}^{k-j}_\tau M_\tau (1_K M_{(j-1)\tau} \psi) \right) = c_{k-1} \left( M_{k\tau} \psi - \tilde{M}^k \psi \right),
\]

with the convention that \( c_0 = 1 \). Then, using (A2) and the fact that \( \tilde{M}^k \psi \leq \tilde{M}^{k-1} M_\tau V \) together with Lemma 4.1 i), we arrive at \( M_{k\tau} (1_K \psi) \geq c_{k-1} (\beta^k \psi - \alpha^{k-1} M_\tau V) \). Next, (A1) and the fact that \( V \geq \psi \) yield

\[
M_{k\tau} (1_K \psi) \geq c_{k-1} \beta^k \left( \psi - \alpha^k (1 + \theta/\alpha) V \right).
\]

Using that \( \alpha \leq 1 \), the definition (4.4) of \( p \) ensures that \( \alpha^p (1 + \theta/\alpha) (\Theta + R) \leq 1 \), and (4.5) yields \( \alpha^p (1 + \theta/\alpha) \mu(V) \leq \mu(\psi)/2 \). Then, we deduce from (4.7) that

\[
\mu M_{p\tau} (1_K \psi) \geq \mu (1_{p-1} \beta^p \mu(\psi))/2.
\]

Using \( \mu M_{k\tau} \psi \geq \mu M_{p\tau} (1_K M_{(k-p)\tau} \psi) = \mu M_{p\tau} (1_K M_{(k-p-1)\tau} (M_{(k-p-1)\tau} \psi/\psi)) \) for \( k \geq p \) and successively (A3) with \( f = M_{(k-p-1)\tau} \psi/\psi \), (A2) and (4.8), we get

\[
\mu M_{k\tau} \psi \geq c c_{p-1} \beta^{p+1} \frac{\mu(\psi)}{2} \left( \frac{M_{(k-p-1)\tau} \psi}{\psi} \right).
\]

Finally, combining this estimate with Lemma 4.1 iii) ensures that

\[
\nu \left( \frac{M_{k\tau} \psi}{\psi} \right) \leq \Xi^{p+1} \nu \left( \frac{M_{(k-p-1)\tau} \psi}{\psi} \right) \leq C_1 \frac{\mu M_{k\tau} \psi}{\mu(\psi)},
\]

which ends the proof. \( \square \)

We extend now Proposition 3.3 to \( (Q^\mu_{n\tau})_{n \geq 0} \). Recall that \( p \) is defined in Lemma 3.2, \( \kappa \) and \( \eta \) are defined in Proposition 3.3 and \( \rho \) is defined in (3.5).

**Lemma 4.6.** Under Assumption A we have, for all measures \( \mu_1, \mu_2 \in \mathcal{M}_+(V/\psi) \) and all \( n \geq 0 \),

\[
\| Q^\mu_{n\tau} - Q^{\mu_2}_{n\tau} \|_{\mathcal{M}(1+\kappa V_0)} \leq C_2 \rho^n (|\mu_1| + |\mu_2|),
\]

where

\[
C_2 = \max \left\{ 2a^{-\rho} + \kappa C_1 \left( 1 + 2\Theta a^{-\rho} \right), 2(1 + \kappa \Theta) a^{-(p+\rho)} + \kappa \right\}
\]

with \( C_1 \) and \( p \) defined in (4.4).

**Proof.** Fix \( \mu_1, \mu_2 \in \mathcal{M}_+(V/\psi) \), \( f \in B(V/\psi) \) with \( \| f \|_{B(1+\kappa V_0)} \leq 1 \) and an integer \( n \geq 0 \). Set for convenience

\[
m = \left\lceil \log (|\mu_1| + |\mu_2|) / \log (1/a) \right\rceil + 1, \quad n = p\tau n, \quad m = p\tau m.
\]

(4.10)
By definition of the embedded propagator in (3.1), we have
\[
\mu_1 M_n(f\psi) \mu_2 M_n\psi - \mu_2 M_n(f\psi) \mu_1 M_n\psi \\
= \int_{X^2} M_n\psi(x) M_n\psi(y) \left( \frac{M_n(f\psi)(x)}{M_n\psi(y)} - \frac{M_n(f\psi)(y)}{M_n\psi(x)} \right) \mu_1(dx)\mu_2(dy) \\
\leq \int_{X^2} M_n\psi(x) M_n\psi(y) \left\| \delta_x P_{0,n}^{(a)} - \delta_y P_{0,n}^{(a)} \right\|_{\mathcal{M}(1+\kappa V_0)} \mu_1(dx)\mu_2(dy).
\]
Using Proposition 3.3, we get for \( n \geq m, \)
\[
\mu_1 M_n(f\psi) \mu_2 M_n\psi - \mu_2 M_n(f\psi) \mu_1 M_n\psi \\
\leq n^{n-m} \int_{X^2} M_n\psi(x) M_n\psi(y) \left\| \delta_x P_{0,n}^{(a)} - \delta_y P_{0,n}^{(a)} \right\|_{\mathcal{M}(1+\kappa V_{(n-m)p})} \mu_1(dx)\mu_2(dy).
\]
Using the definitions of the norm on \( \mathcal{M}(1+\kappa V_{(n-m)p}) \) and of \( V_{(n-m)p} \) in (3.2), we obtain
\[
\left\| \delta_x P_{0,n}^{(a)} - \delta_y P_{0,n}^{(a)} \right\|_{\mathcal{M}(1+\kappa V_{(n-m)p})} \leq \int_X (1 + \kappa V_{(n-m)p}(z)) \left| \delta_x P_{0,n}^{(a)} - \delta_y P_{0,n}^{(a)} \right| (dz) \\
\leq 2 + \kappa \nu \left( \frac{M_{n-m}\psi}{\mu M_{n}\psi} \right) \left( \frac{M_n V(x)}{\mu M_n\psi} + \frac{M_n V(y)}{\mu M_n\psi} \right).
\]
Combining this inequality with (4.11) and \( \nu \geq \eta, \) we get
\[
Q_n^{\mu_1 f} - Q_n^{\mu_2 f} = \frac{\mu_1 M_n(f\psi) \mu_2 M_n\psi - \mu_2 M_n(f\psi) \mu_1 M_n\psi}{\mu_1 M_n\psi, \mu_2 M_n\psi} \\
\leq \rho^n \left( 2 \rho^{-m} + \kappa \rho^{-m} \nu \left( \frac{M_{n-m}\psi}{\mu M_{n}\psi} \right) \left( \frac{\mu_1 M_n V}{\mu_1 M_n\psi} + \frac{\mu_2 M_n V}{\mu_2 M_n\psi} \right) \right).
\]
We now bound each term of the right-hand side. First, using that \( a^p \leq \rho \) and (4.10),
\[
a^p \leq \rho^m ([\mu_1] + [\mu_2]).
\]
Second, Lemma 4.1 ii) ensures that for \( \mu \in \{\mu_1, \mu_2\}, \)
\[
|\mu_{M_n}| \leq a^{mp}[\mu] + \Theta.
\]
Besides (4.10) also guarantees that for \( \mu \in \{\mu_1, \mu_2\}, a^{mp}[\mu] \leq 1. \) It means that the positive measure \( \mu_{M_n} \) satisfies inequality (4.5), since \( R \geq 1. \) Then, Lemma 4.5 applied to \( \mu_{M_n} \) with \( k = (n-m)p \) yields for all \( n \geq m + p/p, \)
\[
\nu \left( \frac{M_{n-m}\psi}{\mu M_{n}\psi} \right) \leq C \left( \frac{\mu_{M_n} M_{n-m}\psi}{\mu_{M_n} \psi} \frac{M_{n} V}{\mu_{M_n} \psi} \right) \leq C_1[\mu M_{M_n}].
\]
Finally, using again (4.14) and (13.1), we get
\[
\nu \left( \frac{M_{n-m}\psi}{\mu M_{n}\psi} \right) \left( \frac{\mu_1 M_n V}{\mu_1 M_n\psi} + \frac{\mu_2 M_n V}{\mu_2 M_n\psi} \right) \leq C_1 (1 + 2\Theta a^{-p}) \rho^m ([\mu_1] + [\mu_2]) .
\]
Plugging the last inequality in (4.12) ensures that for all \( n \geq m + p/p, \)
\[
Q_n^{\mu} f - Q_n^{\mu_2} f \leq (2a^{-p} + \kappa C_1 (1 + 2\Theta a^{-p})) ([\mu_1] + [\mu_2]) \rho^n.
\]
To conclude, it remains to show that (4.9) also holds for \( n \leq m + p/p. \) We have
\[
\|Q_n^{\mu_1} - Q_n^{\mu_2}\|_{\mathcal{M}(1+\kappa V_0)} \leq \|Q_n^{\mu_1}\|_{\mathcal{M}(1+\kappa V_0)} + \|Q_n^{\mu_2}\|_{\mathcal{M}(1+\kappa V_0)} \leq 2 + \kappa [\mu_1 M_n] + [\mu_2 M_n].
\]
Using again (4.14), \( |\mu_{M_n}| \leq a^{mp}[\mu] + \Theta \leq \rho^n[\mu] + \Theta \) for \( \mu \in \{\mu_1, \mu_2\}, \) so that
\[
\|Q_n^{\mu_1} - Q_n^{\mu_2}\|_{\mathcal{M}(1+\kappa V_0)} \leq 2 (1 + \kappa \Theta) + \kappa \rho^n ([\mu_1] + [\mu_2]).
\]
Finally, \( \rho \geq a^p \) and \( n \leq m + p/p \) and (4.10) yield \( 1 \leq \rho^n a^{-(p+m)p} = \rho^n a^{-(p+p) a^{-(m-1)p}} \leq \rho^n a^{-p} ([\mu_1] + [\mu_2]), \) and we get
\[
\|Q_n^{\mu_1} - Q_n^{\mu_2}\|_{\mathcal{M}(1+\kappa V_0)} \leq \rho^n \left( 2 (1 + \kappa \Theta) + \kappa \right) ([\mu_1] + [\mu_2]) ,
\]
for all \( n \leq m + p/p, \) which ends the proof. \( \square \)
We have now all the ingredients to prove the existence of the eigenvalues and the associated estimates. We start with the right eigenfunction.

**Proof of Lemma 3.4.** We define
\[
\eta(\cdot) = \nu(\cdot/\psi) \quad \text{and, for } k \geq 0, \quad \lambda_k = \frac{M_{kr}\psi}{\nu(M_{kr}\psi/\psi)} = \frac{M_{kr}\psi}{\eta M_{kr}\psi}.
\]

The proof consists in proving that \((\lambda_k)_{k \geq 0}\) is a Cauchy sequence in \(B(V^2/\psi)\), and then check that the limit \(\lambda\) is an eigenfunction of \(M_r\). We also provide estimates on the profile of \(\lambda\). Let \(\mu \in \mathcal{M}_+(V)\). Using that
\[
\mu(\lambda_{k+1}) = \frac{\mu M_{(k+1)r}\psi}{\eta M_{(k+1)r}\psi/\eta M_{kr}\psi} \mu(\lambda_k)
\]
we have
\[
|\mu(\lambda_{k+1}) - \mu(\lambda_k)| \leq \left| \frac{\mu M_{(k+1)r}\psi}{\mu M_{kr}\psi} - \frac{\eta M_{(k+1)r}\psi}{\eta M_{kr}\psi} \right| \left| \frac{1}{\eta M_{(k+1)r}\psi/\eta M_{kr}\psi} \mu(\lambda_k) \right|
\]
\[
= \left| Q^\mu_{kr} \left( \frac{M_{nr}\psi}{\psi} \right) - Q^\eta_{kr} \left( \frac{M_{nr}\psi}{\psi} \right) \right| \frac{\mu M_{kr}\psi}{\eta M_{kr}\psi^2}.
\]

Then, Lemma 4.6 yields
\[
|\mu(\lambda_{k+1}) - \mu(\lambda_k)| \leq C_2 \rho^{[k/p]} ([\mu M_{nt}] + [\eta M_{nt}]) \left\| \frac{M_{nt}\psi}{\psi} \right\|_{B(1+\kappa V)} \frac{\mu M_{kr}\psi}{\eta M_{kr}\psi^2},
\]
where \(m = k - [k/p]p\). To get that \((\lambda_k)_{k \geq 0}\) is a Cauchy sequence, it remains to bound the three last terms in the right hand side. First, since \(m \leq p\), we have, using (A1) and (A2) and recalling that \(\psi \leq V, V \leq R\psi\) on \(K\) and \(\nu(\psi^2) = 0\),
\[
|\mu M_{nt}\psi| + |\eta M_{nt}\psi| \leq \frac{(\alpha + \theta)^p}{\beta^p} \left( |\mu| + \nu \left( \frac{V}{\psi} \right) \right) \leq \frac{(\alpha + \theta)^p}{\beta^p} (1 + R)|\mu|.
\]

Next, using the first part of Lemma 4.4 and (A1), we have that for any \(k \geq 0\),
\[
M_{(k+1)r}\psi(x) \leq d_1^{-1}(\alpha + \theta)|\eta M_{kr}\psi|V(x).
\]

Since \(\|M_{kr}\psi/\psi\|_{B(1+\kappa V)} = \sup_X M_{kr}\psi/(\psi + \kappa V)\), we deduce that for any \(k \geq 0\),
\[
\left\| \frac{M_{(k+1)r}\psi(x)}{\psi} \right\|_{B(1+\kappa V)} \leq d_1^{-1}(\alpha + \theta)|\eta M_{kr}\psi| \sup_X \frac{V}{\psi + \kappa V} \leq \frac{(\alpha + \theta)^p}{\beta^p} \eta M_{kr}\psi.
\]

Besides, from Lemma 4.1 ii) and the fact that \(V \leq R\psi\) on \(K\), \([\eta M_{kr}] \leq \alpha^k|\eta| + \Theta \leq R + \Theta\), so \(\mu = \eta M_{kr}\) verifies (4.5). Lemma 4.5 applied to \(\mu\) then gives for all \(n \geq p\),
\[
(\eta M_{kr})(M_{nr}\psi) \geq C_1^{-1}(\eta M_{nr}\psi)(\eta M_{kr}\psi).
\]

Finally, combining (4.15) with (4.16), (4.17), (4.18), (4.19), and using (A2), we get for all \(n \geq p\)
\[
|\mu(h_{k+1})| \leq \mu(h_k) \leq C_3 \rho^{[k/p]} \mu(V)|\mu|
\]
where \(C_3 = C_1 C_2 (\alpha + \theta)^p d_1^{-1}(1 + R)\). Taking \(\mu = \delta_x\), we deduce that for all \(n \geq p\)
\[
\|h_{k+n} - h_k\|_{B(V^2/\psi)} \leq C_3 \rho^{[k/p]},
\]
thus guaranteeing that \((h_k)_{k \geq 0}\) is a Cauchy sequence in \(B(V^2/\psi)\). We denote by \(h\) the limit and, passing to the limit \(n \to \infty\) in
\[
\eta M_r \left( \frac{M_{nr}\psi}{\eta M_{nr}\psi} \right) M_{(n+1)r}\psi(x) = \delta_x M_r \left( \frac{M_{nr}\psi}{\eta M_{nr}\psi} \right),
\]
which is possible due to the bound (4.17), we get that \((\eta M_r h) \cdot h(x) = M_r h(x)\). Setting \(\lambda = \tau^{-1} \log(\eta M_r h)\), that is to say that \(h\) is an eigenfunction of \(M_r\) associated to the eigenvalue \(e^{\lambda \tau}\). Letting \(n \to \infty\) in (4.20) gives (3.6).
We now give upper and lower bounds on \( h \). First, from Lemma 4.4, \( d_2 \leq V_m = V/h_{m\tau} \), which yields by letting \( m \to \infty \)

\[
h \leq d_2^{-1} V. \tag{4.21}
\]

For the lower bound, we start by using (A2) and (A3) to get that for any \( k \leq n \)
\[
M_{n\tau} \psi \geq M_{kr}(1_K M_{n-k}\psi) = M_{kr}(1_K M_{\tau}(M_{n-k-1}\psi/\psi) \psi) \geq c(\eta M_{n-k-1}\psi)M_{kr}(1_K \psi).
\]

Using first (4.7) and then Lemma 4.1 iii), we obtain
\[
h_n = \frac{M_{n\tau} \psi}{\eta M_{n\tau} \psi} \geq c\beta_{k-1} (\beta^k \psi - a^{k-1} (\alpha + \theta) V) \frac{\eta M_{n-k-1}\tau\psi}{\eta M_{n\tau} \psi} \geq \frac{c\beta \kappa}{2} (\beta^k \psi - a^{k-1} (\alpha + \theta) V).
\]

Recalling that \( c_k = c_k(\beta/\Xi)^{k-1} \) and \( r = (\beta/\Xi)^2 \), passing to the limit \( n \to \infty \) yields that
\[
h \geq c\sqrt{T} (c^k \psi - a^{k-1}(\alpha + \theta)/\beta)
\]
for any \( k \geq 0 \). Considering \( k = k(x) = \left[ \log \left( \frac{\psi(x)}{V(x)} \right) \right]/\log(a) \bigg] + 2 \), so that \( \psi - a^{k-1}(\alpha + \theta)/\beta \psi \geq \psi/2 \), we get
\[
h \geq c_1 \left( \frac{\psi}{V} \right)^q \psi, \quad \text{with } c_1 = c\sqrt{T} (c^1 \psi + 2)/\log(a) > 0
\]
and \( q = \log(cr)/\log(a) > 0 \), which ends the proof.

\[ \square \]

**Remark 4.7.** Notice that the eigenfunction \( h \) built in this proof satisfies \( \nu(h/\psi) = 1 \) and the constants in \( (V/\psi)^q \psi \leq h \leq V \) depend on this normalization. If we normalize \( h \) such that \( \|h\|_{\mathcal{B}(\psi)} = 1 \) as in Theorem 2.1 we get \( c_1 d_2 (V/\psi)^q \psi \leq h \leq V \).

We consider now the left eigenelement.

**Proof of Lemma 3.5.** Let us use again \( \eta = \nu(\cdot/\psi) \). Applying Lemma 4.6 to \( \mu_1 = \eta \) and \( \mu_2 = \eta M_{n\tau} \) and using again (4.16), we get for \( k, n \geq 0 \),
\[

\|Q^n_{(k+n)\tau} - Q^n_{k\tau}\|_{\mathcal{M}(1+\kappa\nu_0)} \leq C_2 \rho^{k/p} \left( \nu \left( \frac{V}{\psi} \right) + \|\eta M_{n\tau}\| \right),
\]
where \( C_2 = 2C_1^{-1} \frac{\alpha + \theta^p}{\beta} \). Then, using Lemma 4.1 ii), \( V \leq R \psi \) on \( K \) and that \( \nu(K) = 1 \), we have
\[

\|Q^n_{(k+n)\tau} - Q^n_{k\tau}\|_{\mathcal{M}(1+\kappa\nu_0)} \leq C_2 \rho^{k/p} \left( R + a^n R + \Theta \right).
\]

Therefore, the sequence of probabilities \( \{Q^n_{k\tau}\}_{k \geq 0} \) satisfies the Cauchy criterion in \( \mathcal{M}(1+\kappa\nu_0) \) and it then converges to a probability measure \( \pi \in \mathcal{M}(1+\kappa\nu_0) \). Similarly, applying Lemma 4.6 to \( \mu_1 = \mu \) and \( \mu_2 = \eta M_{n\tau} \), we also have
\[

\|Q^n_{(k+n)\tau} - Q^n_{k\tau}\|_{\mathcal{M}(1+\kappa\nu_0)} \leq C_2 \rho^{k/p} \left( \|\mu\| + a^n R + \Theta \right)
\]
for any \( \mu \in \mathcal{M}(1+\kappa\nu_0) \). Letting \( n \) tend to infinity yields
\[

\|\pi - Q^n_{k\tau}\|_{\mathcal{M}(1+\kappa\nu_0)} \leq C_2 (\|\mu\| + \Theta) \rho^{k/p} \tag{4.22}
\]
Besides, \( \pi(h/\psi) \leq \pi(V/\psi) = \pi(V_0) < +\infty \) and we can define \( \gamma \in \mathcal{M}(\psi + \kappa V) \) by
\[

\gamma(f) = \frac{\pi(f/\psi)}{\pi(h/\psi)}
\]
for \( f \in \mathcal{B}(\psi + \kappa V) = \mathcal{B}(V) \). Observe that \( \gamma(h) = 1 \). Next,
\[

Q^n_{(k+1)\tau}(f/\psi) = Q^n_{k\tau}(M_{\tau} f/\psi) \frac{\eta M_{k\tau} \psi}{\eta M_{(k+1)\tau} \psi}. \tag{4.23}
\]
Applying (3.6) to \( \mu = \eta M_{\tau} \),
\[

\frac{\eta M_{k\tau} \psi}{\eta M_{(k+1)\tau} \psi} \xrightarrow{k \to +\infty} e^{-\lambda_\tau}.
\]

Then, letting \( k \to \infty \) in (4.23), we obtain \( \pi(f/\psi) = \pi(M_{\tau} f/\psi) e^{-\lambda_\tau} \), which ensures that \( \gamma \) is an eigenvector for \( M_{\tau} \). Adding that \( \pi(f) = \gamma(f/\psi) \gamma(\psi) \) since \( \pi \) is a probability measure, (3.7) follows from (4.22).

\[ \square \]
Now, we are in position to prove Proposition 3.6.

*Proof of Proposition 3.6.* Using that
\[
\| \pi - Q^\mu_{\gamma T} \|_{M(1 + \kappa V)} = \sup_{f \in B(1 + \kappa V)} \left| \gamma(f) - \frac{\mu M_{k} f}{\gamma} \right| = \frac{\| \gamma \|_{M(1 + \kappa V)}}{\mu M_{k} \| \gamma \|_{M(1 + \kappa V)}} \]
and multiplying (4.22) by \( \mu M_{k} \), we get
\[
\left\| \mu M_{k} \psi \frac{\gamma}{\gamma} - \mu M_{k} \right\|_{M(1 + \kappa V)} \leq C_{2}^\kappa \| \theta \|_{M(1 + \kappa V)} + \mu M_{k} \psi. 
\]
Moreover, \( h \in M(1 + \kappa V) \) since \( h \leq V \). As \( \gamma(h) = 1 \), the previous inequality applied to the eigenfunction \( h \) yields
\[
\left\| \mu M_{k} \psi \frac{\gamma}{\gamma} - \mu(h) e^{\kappa T} \right\|_{M(1 + \kappa V)} \leq C_{2}^\kappa \| \theta \|_{M(1 + \kappa V)} + \mu M_{k} \psi. 
\]
Then, recalling that \( \psi \leq V \), we have
\[
\left\| \mu M_{k} \psi \frac{\gamma}{\gamma} - e^{\kappa T} \mu(h) \right\|_{M(1 + \kappa V)} = \left\| \mu M_{k} \psi \frac{\gamma}{\gamma} - e^{\kappa T} \mu(h) \right\|_{\| M(1 + \kappa V) } \leq C_{2}^\kappa \| \theta \|_{M(1 + \kappa V)} + \mu M_{k} \psi \times (1 + \kappa) \gamma(V). 
\]
Combining (4.24) and (4.25), by triangular inequality, we get
\[
\left\| \mu M_{k} \psi - \gamma e^{\kappa T} \mu(h) \right\|_{M(1 + \kappa V)} \leq C_{2}^\kappa \| \theta \|_{M(1 + \kappa V)} \mu M_{k} \psi (1 + \kappa) \gamma(V). 
\]
This gives the first part of (3.9). Finally, by integration of (4.17),
\[
\mu M_{k} \psi \leq \bar{d}_{1}(\alpha + \theta) \mu M_{k} \psi \mu(V). 
\]
Adding that \( \gamma \leq \Theta \) according to Lemma 4.1 and \( \gamma M_{k} = e^{\kappa T} \gamma \) from Lemma 3.5, Lemma 4.5 applied to \( \mu = \gamma \) yields \( \nu(M_{k} \psi) \leq C_{1}(\kappa^{k_{T}}) \) for \( k \geq p \) and we obtain \( \mu M_{k} \psi \leq C_{1}(\kappa^{k_{T}}) \alpha(\alpha + \theta) \mu(V) e^{\kappa T} \). It proves (3.9) for \( k \geq p \) with
\[
C = C_{2}(1 + \Theta) \max(1, C_{1}(\kappa^{k_{T}})). 
\]
The fact that (3.9) holds for some constant \( C \) also for \( k \leq p \) comes directly from (4.26), (4.27), Lemma 4.1 and \( \nu(K) = 1 \).

Finally, we prove Corollary 3.7.

*Proof of Corollary 3.7.* For convenience and without loss of generality, we assume that \( V \geq 1 \). Then, \( \gamma(1) < \infty \). Next, if \( \gamma(1) = 0 \), then \( \gamma(V) = 0 \). In this case, \( \gamma = 0 \), which is absurd because \( \gamma(\psi) > 0 \) and \( \psi > 0 \). Therefore, \( \gamma > 0 \).

We set \( \pi(\gamma) = \gamma(\gamma)/(\gamma(1)) \) and we have by triangular inequality
\[
\left\| \frac{\mu M_{k} \psi}{\mu M_{k} \psi} - \pi \right\|_{M(V)} \leq \frac{e^{\kappa T} \mu M_{k} \psi - e^{\kappa T} \mu M_{k} \psi}{\pi(V)} \leq \frac{e^{\kappa T} \mu M_{k} \psi - e^{\kappa T} \mu M_{k} \psi}{\pi(V)} \leq C_{2} \| \theta \|_{M(V)} \mu M_{k} \psi \gamma(\gamma(V)). 
\]
From (2.2), we have \( \| e^{\kappa T} \mu M_{k} \psi - \gamma \mu(h) \|_{M(V)} \leq C \gamma(V) e^{-\kappa t} \). Using this estimate with \( V \geq 1 \), we also have
\[
\left| \gamma(1) \mu(h) - e^{\kappa T} \mu M_{k} \psi \right| \leq C \gamma(V) e^{-\kappa t}. 
\]
Combining the three last estimates yields
\[
\left\| \frac{\mu M_{k} \psi}{\mu M_{k} \psi} - \pi \right\|_{M(V)} \leq C \gamma(1) \mu(h) e^{-\kappa t}(1 + \pi(V)). 
\]
Now on the first hand, Equation (4.28) also gives \( e^{\kappa T} \mu M_{k} \psi \geq \gamma(1) \mu(h) - C \gamma(V) e^{-\kappa t} \), and for any \( t \geq t(\mu) = \frac{1}{\kappa} \log \left( \frac{\gamma(1) \mu(h)}{\gamma(1) \mu(h)} \right) \), we have
\[
e^{\kappa T} \mu M_{k} \psi \geq \mu(h) \gamma(1)/2. 
\]
Plugging (4.30) in (4.29) yields (3.10) when \( t \geq t(\mu) \). Otherwise,
\[
\left\| \frac{\mu M_t}{\mu M_t I} - \pi \right\|_{TV} \leq 2 \leq 2 e^{-\omega t} e^{\omega t(\mu)} \leq C \frac{\mu(V)}{\mu(h)} e^{-\omega t},
\]
which ends the proof. \( \square \)

4.4. Proofs of Section 2. Before proving Theorem 2.1, we start by checking that \( h \) and \( \gamma \) are the unique (up to normalization) positive eigenelements of \( M_t \) for any time \( t \geq 0 \).

**Lemma 4.8.** For all \( t \in [0, \infty) \) we have \( M_t h = e^{\lambda^* t} h \) and \( \gamma M_t = e^{\gamma t} \). Besides, they are the unique such elements in \( \mathcal{B}(V) \) and \( \mathcal{M}(V) \) with the normalization \( \gamma(h) = \|h\|_{\mathcal{B}(V)} = 1 \).

**Proof.** From Lemma 3.4 and the semigroup property we have that \( M_{k+1} h = e^{\lambda^* t} M_k h \) for any integer \( k \geq 0 \). Then, the convergence result in Proposition 3.6 applied to \( \mu = \delta_x \) implies that any other such function \( h \) must satisfy \( h = \gamma(h) h \), hence the uniqueness.

Next, by semigroup property, we have \( M_t M_s h = e^{\lambda^* (t+s)} M_{t+s} h \) for any \( t, s \geq 0 \). Therefore, since \( t \mapsto c_t \) is locally bounded due to (4.21) and the local boundedness of \( t \mapsto \|M_t V\|_{\mathcal{B}(V)} \), there exists \( \lambda \in \mathbb{R} \) such that \( c_t = e^{\lambda^* t} \). Since \( c_t \) becomes \( e^{\lambda t} \), we finally get \( \lambda = \lambda^* \).

The proof for \( \gamma \) follows exactly the same scheme, and we do not repeat it. \( \square \)

Now we are in position to prove Theorem 2.1.

**Proof of Theorem 2.1 i).** We assume that Assumption A is satisfied by \( (V, \psi) \) for a set \( K \), constants \( \alpha, \beta, \theta, c, d \) and a probability \( \nu \). Then, from Lemmas 3.4, 3.5 and 4.8, there exist eigenelements \( (\gamma, h, \lambda) \) such that
\[
\beta \leq e^{\lambda^* t} \leq \alpha + \theta, \quad c_1 d_2 (\psi/V)^\theta \psi \leq h \leq V.
\]
We check now that \( (V, h) \) satisfies also Assumption A with the same set \( K \) and constant \( \alpha \) as \( (V, \psi) \) but other constants \( \beta', \theta', c', d' \) and an other probability measure \( \nu' \).

First the inequality \( V/h \leq \frac{1}{c_1 d_2} (\psi/V)^{\theta+1} \) ensures that \( \sup_K V/h < \infty \), which gives (A1) for \( (V, h) \). We use now (A3) and (A2) for \( (V, \psi) \) and get for \( x \in K \)
\[
\delta_x M_t (fh) \geq c \nu \left( \frac{fh}{\psi} \right) \delta_x M_t \psi \geq c_2 \nu \left( \frac{fh}{\psi} \right) \psi(x).
\]
Using again that \( M_t h = e^{\lambda^* t} h \), we obtain for \( x \in K \), \( \delta_x M_t (fh) \geq c' \nu'(fh) \delta_x M_t h \), with
\[
\nu' = \frac{\nu(\cdot, \frac{h}{\psi})}{\nu(\frac{h}{\psi})}, \quad c' = c_2 \beta e^{-\lambda^* t} \inf \frac{\psi}{h} \geq \frac{\beta}{\alpha + \theta} \frac{c_1 d_2}{R^{\theta+1}} > 0.
\]
Finally, (A4) is satisfied since
\[
\sup_{x \in K} \frac{M_{nt} h(x)}{h(x)} = e^{\lambda^* t} = \nu' \left( \frac{M_{nt} h}{h} \right).
\]

Therefore, every result stated above holds replacing \( \psi \) by \( h \) and the constants \( \beta, \theta, c, d \) of Assumption A by \( \beta', \theta', c', d' \) defined above. In particular, for all \( \mu \in \mathcal{M}(V) \), (3.7) becomes
\[
\left\| \gamma(\cdot) - \frac{\mu M_{nt}(\cdot)}{e^{\lambda^* t} \mu(h)} \right\|_{\mathcal{M}(1 + \psi/V)} \leq C \left( \frac{\mu(V)}{\mu(h)} + \Theta' \right) \rho^{k/p},
\]
where \( \Theta' = \theta'/\beta' \) and
\[
C = \max \left\{ 2 \alpha^{-p} + \kappa C_1 \left( 1 + 2 \Theta \alpha^{-p} \right), 2 (1 + \kappa \Theta) a^{-p} + \kappa \right\} \max \left( 1, \frac{(\alpha + \theta')^p}{\beta'^p} \right).
\]
and ρ is defined in (3.5), p in (3.4), a in (3.3), k in Proposition 3.3, Θ in (4.1), and p, C in (4.4) (replacing β, θ, c, d by β′, θ′, c′, d′ in each definition). Using that
\[ \left\| \gamma(h) - \frac{\mu M_{kr}(h)}{e^\lambda \mu(h)} \right\|_{M(1+\nu/V/h)} = \gamma - \frac{\mu M_{kr}}{e^\lambda \mu(h)} \geq \kappa - \frac{\mu M_{kr}}{e^\lambda \mu(h)} \],
multiplying by e^\lambda \mu(h) and using that h ≤ V , we get
\[ \left\| e^\lambda \mu(h)\gamma - \mu M_{kr} \right\|_{M(V)} ≤ C \mu(V) (1 + \Theta^2) e^{-\omega k \tau} e^\lambda \mu(h), \]
where ω = - log ρ/ρ. Let t ≥ 0 and (k, ε) ∈ N × [0, τ) be such that t = kτ + ε. Applying the above inequality to the measure μM in place of μ yields
\[ \left\| e^\lambda \mu(h)\gamma - \mu M_{kr} \right\|_{M(V)} ≤ C \mu(M(V)) (1 + \Theta^2) e^{-\omega k \tau} e^\lambda \mu(h). \]
where C′ = C(1 + \Theta^2) e^\lambda \sup_{k≤T} \left\| \frac{M(V)}{h} \right\|_\infty. Adding that uniqueness is a direct consequence of ω > 0 ends the proof of Theorem 2.1 ii).

Proof of Theorem 2.1 ii). The proof follows the usual equivalence in Harris Theorem [42, Chapter 15]. It also used the necessary condition of small set obtained in [25, Theorem 2.1]. Assume that there exist a positive measurable function V , a triplet (γ, h, λ) ∈ M_{+} (V) × B_{+}(V) × R, and constants C, ω > 0 such that (2.1) and (2.2) hold. Without loss of generality we can suppose that \|h\|_{B(V)} = γ(h) = 1. It remains to check that (V, h) satisfies Assumption A.

Fix R > γ(V) and τ > 0 such that
\[ e^{-\omega \tau/2} C (R + γ(V)) < 1 - \frac{2(V)}{R}. \] (4.31)
It ensures that
\[ α := e^\lambda \gamma \left( C e^{-\omega \tau} + \frac{γ(V)}{R} \right) < β := e^\lambda. \]
Using (2.1), we obtain that (A2) and (A4) are satisfied by h with d = 1 and any probability measure ν, which ends the proof.

By (2.2), we have for all x ∈ X , \( e^{-\lambda M_V(x)} - h(x)γ(V) ≤ CV(x)e^{-\omega t} \). We define K = \{x ∈ X, V(x) ≤ Rh(x)\}, which is not empty since \|h\|_{B(V)} = 1 and R > γ(V) ≥ γ(h) = 1. Writing θ = γ(V)e^\lambda τ and using h(x) = 1_{K}(h(x)/V(x))V(x) + 1_{K}(θh(x)), we get
\[ M_{r}V(x) ≤ αV(x) + 1_{K}θh(x) \]
for all x ∈ X. Therefore, (A1) holds for (V, h) and it remains to prove (A3).

We define the probability measure π := γ(h) and we use the Hahn-Jordan decomposition of the following family of signed measure indexed by x ∈ X,
\[ ν^{\pm} = \frac{δ_{x} M_{r/2}(h)}{e^{\lambda r/2} h(x)} - π = ν^{+} - ν^{-}. \]
As h ≤ V , Equation (2.2) with t = τ/2 and μ = δ_x yields
\[ ν^{\pm}(1) ≤ \nu^{±}_{h}(V/h) ≤ \left\| \nu^{±} \right\|_{M(V/h)} = \left\| \frac{\delta_{x} M_{r/2}}{e^{\lambda r/2} h(x)} - π \right\|_{M(V)} ≤ C \frac{V(x)}{h(x)} e^{-\omega r/2}. \] (4.32)

For every f ∈ B_{+}(V/h) and x ∈ X we have
\[ \frac{δ_{x} M_{r/2}(h)}{e^{\lambda r/2} h(x)} = \frac{δ_{x} M_{r/2}}{e^{\lambda r/2} h(x)} \left( \frac{M_{r/2}(h)}{e^{\lambda r/2} h} \right) ≥ \left( π - ν^{-} \right) \left( \frac{M_{r/2}(h)}{e^{\lambda r/2} h} \right). \] (4.33)
Next,
\[ π \left( \frac{M_{r/2}(h)}{e^{\lambda r/2} h} \right) = \gamma M_{r/2}(h) = \frac{e^{\lambda r/2} \gamma(h) h}{e^{\lambda r/2}} = \pi(f). \] (4.34)
and writing \((\nu^h(f))_+\) the positive part of the real number \(\nu^h(f)\),
\[
\nu^x \left( \frac{M_{(1/2)}(h)}{e^{\lambda x^2/2h}} \right) = \int_X \delta_0 M_{(1/2)}(h) e^{\lambda x^2/2h(y)} \nu^x(dy) \leq \int_X (\pi(f) + (\nu^h(f))_+) \nu^x(dy). \quad (4.35)
\]
Combining (4.33) with (4.34) and (4.35), we get
\[
\frac{\delta_x M_x(h)}{e^{\lambda x^2/2h(x)}} \geq \pi(f)(1 - \nu^x(1)) - \int_X (\nu^h(f))_+ \nu^x(dy).
\]
The minimality property of the Hahn-Jordan decomposition entails that \(\nu^x \leq \pi\) and (4.32) yields
\[
t \nu^x(1) \leq CR e^{-\omega^x/2} \text{ for } x \in K.
\]
We deduce that for all \(x \in K\),
\[
\frac{\delta_x M_x(h)}{e^{\lambda x^2/2h(x)}} \geq \pi(f)(1 - CR e^{-\omega^x/2}) - \int_X (\nu^h(f))_+ \pi(dy) =: \eta(f).
\]
We consider now the infimum measure \(\nu_0\) of the left hand side. More precisely, using [25, Lemma 5.2] we can define the measure \(\nu_0\) by
\[
\nu_0(A) = \inf \left\{ \frac{\sum_{i=1}^n \delta_{x_i} M_x(1_{B_i})}{e^{\lambda x^2/2h(x_i)}} : n \geq 1; \ (x_1, \ldots, x_n) \in X^n; \ (B_1, \ldots, B_n) \in \mathcal{P}(A) \right\},
\]
where \(A\) is a measurable subset of \(X\) and \(\mathcal{P}(A)\) is the set of finite partitions of \(A\) formed by measurable sets of \(X\). Besides for any measurable partition \(B_1, \ldots, B_n\) of \(X\), we have \(\sum_{i=1}^n (\nu^h(1_{B_i}))_+ \leq \nu^h(X) \leq Ce^{-\omega^x/2V(y)/h(y)}\) from (4.32). Then
\[
\sum_{i=1}^n \eta(1_{B_i}) \geq 1 - CR e^{-\omega^x/2} - \int_X \sum_{i=1}^n (\nu^h(1_{B_i}))_+ \pi(dy) \geq c,
\]
where \(c = 1 - CR e^{-\omega^x/2}(R + \gamma(V)) > 0\) using (4.31). Adding that
\[
\eta(1_{K^c}) \leq \eta \left( \frac{V}{R \psi} \right) \leq \pi \left( \frac{V}{R \psi} \right) = \frac{\gamma(V)}{R},
\]
we obtain that \(\nu_0(X) \geq c\) and \(\nu_0(K^c) < c\). As a conclusion, \(\nu_0\) is a positive measure such that \(\nu_0(K) > 0\) and for any \(x \in X\) and \(f \in B_+(V/h)\),
\[
\frac{\delta_x M_x(h)}{e^{\lambda x^2/2h(x)}} \geq \nu_0(f)
\]
which yields (A3) and ends the proof. \(\square\)

We end this section by proving the sufficient conditions of Section 2.2.

**Proof of Proposition 2.2.** Let \(C > 0\) be such that \(C^{-1} \psi \leq \varphi \leq C \psi\). By assumptions \(\mathcal{L} \psi \geq b \psi\) and \(\mathcal{L} \varphi \leq \xi \varphi\) so that we have for all \(t \geq 0\)
\[
M_t \psi \geq \psi + b \int_0^t M_s \psi ds \quad \text{and} \quad M_t \varphi \leq \varphi + \xi \int_0^t M_s \varphi ds,
\]
which yield Grönwall’s lemma (see Remark 4.9 below for the cases when \(b\) or \(\xi\) are not positive) \(M_t \psi \geq e^{bt} \psi\) and \(M_t \varphi \leq CM_t \varphi \leq C e^{\xi t} \varphi \leq C e^{\xi t} \psi\). Similarly, setting \(\phi = V - \frac{\xi}{b - a} \psi\), we have \(\mathcal{L} \phi \leq a V + \psi - \frac{\xi}{b - a} \psi = a \phi\), so by Grönwall’s lemma \(M_t \phi \leq e^{at} \phi\) and
\[
M_t V \leq e^{at} \left( V - \frac{\xi}{b - a} \psi \right) + \frac{\xi}{b - a} M_t \psi \leq e^{at} V + \frac{C^2 \xi}{b - a} e^{\xi t} \psi.
\]
Consider now \(\tau, R > 0\), and
\[
\alpha = e^{\theta \tau} + \frac{C^2 \xi}{(b - a) R} e^{\xi \tau}, \quad \beta = e^{\theta \tau}, \quad \theta = \frac{C^2 \xi}{b - a} e^{\xi \tau}, \quad R_0 = \frac{\theta}{e^{\theta \tau} - e^{\theta \tau}}
\]
positive constants. Defining \(K = \{ x \in X, \ V(x) \leq R \psi(x) \}\), we get \(\psi \leq V/R\) on \(K^c\) and \(M_t V \leq a V + \theta 1_{K^c} \psi\). Besides for \(R > R_0, \alpha < \beta\). So Assumptions (A1)-(A2) are verified for \(K = \{ V \leq R \psi \}\), \(R > R_0\), and constants \(\alpha, \beta, \theta\) defined just above. \(\square\)
Remark 4.9. Integrating $M_{t-s} \psi - \psi \geq b \int_0^s M_r \psi \, dr$ against $\delta_x M_s$ we get, due to the semigroup property and Tonelli’s theorem, that for all $t \geq s \geq 0$, $M_t \psi - M_s \psi \geq b \int_0^t M_r \psi \, dr$. Now for any $\alpha \in \mathbb{R}$ we have through integration by parts
\[ b \int_0^t e^{\alpha s} M_s \psi \, ds = b \int_0^t M_s \psi \, ds + b \alpha \int_0^t e^{\alpha s} \int_s^t M_r \psi \, dr \, ds \leq b \int_0^t M_s \psi \, ds + \alpha \int_0^t e^{\alpha s}(M_t \psi - M_s \psi) \, ds \]
which gives
\[ (\alpha + b) \int_0^t e^{\alpha s} M_s \psi \, ds \leq b \int_0^t M_s \psi \, ds + (e^{\alpha t} - 1)M_t \psi \leq e^{\alpha t}M_t \psi - \psi. \]
So when choosing $\alpha$ such that $\alpha + b > 0$ we can use Grönwall’s lemma to get $e^{\alpha t}M_t \psi \geq e^{(\alpha+b)t}\psi$, which is to say $M_t \psi \geq e^{bt}\psi$.

Proof of Proposition 2.3. Let $\psi : \mathcal{X} \to (0, \infty)$ and define $\nu = (\#K)^{-1} \sum_{x \in K} \delta_x$ the uniform measure on $K$, where $\#K$ stands for the cardinal of $K$. We have for all $f \geq 0$ and $x, y \in K$,
\[ \delta_x M_r(f \psi) \geq \delta_x M_r(\{y\})f(y)\psi(y) \geq cf(y)M_r \psi(x). \]
where
\[ c = \min_{x,y \in K} \frac{\psi(y)\delta_x M_r(\{y\})}{M_r \psi(x)} > 0 \]
using the irreducibility condition $\delta_x M_r(\{y\}) > 0$. Integrating with respect to $\nu$ shows that (A3) holds and Assumption (A4) is trivially satisfied with $d = 1/\#K$. $\square$

5. Applications

5.1. Convergence to quasi-stationary distribution. Let $(X_t)_{t \geq 0}$ be a càdlàg Markov process on the state space $\mathcal{X} \cup \{\partial\}$, where $\mathcal{X}$ is measurable space and $\partial$ is an absorbing state. In this section, we apply the results to the (non-conservative) semigroup defined for any measurable bounded function $f$ on $\mathcal{X}$ and any $x \in \mathcal{X}$ by
\[ M_t f(x) = \mathbb{E}_x \left[f(X_t) \mathbf{1}_{X_t \neq \partial}\right]. \]
We assume that there exists a positive function $V$ defined on $\mathcal{X}$ such that for any $t > 0$, there exists $C_t > 0$ such that, $\mathbb{E}_x[V(X_t) \mathbf{1}_{X_t \neq \partial}] \leq C_t V(x)$ for any $x \in \mathcal{X}$. This ensures that the semigroup $M$ acts on $\mathcal{B}(V)$ and that we can use the framework of Section 2. A quasi-stationary distribution (QSD) is a probability law $\pi$ on $\mathcal{X}$ such that
\[ \forall t \geq 0, \ P_x(X_t \in \cdot | X_t \neq \partial) = \pi(\cdot). \]
Corollary 3.7 directly gives existence and uniqueness of a QSD and quantitative estimates for the convergence. Recall that $\mathcal{P}(V)$ stands for the set of probability measures which integrate $V$.

Theorem 5.1. Assume that $(M_t)_{t \geq 0}$ satisfies Assumption A with $\inf \mathcal{X} V > 0$. Then, there exist a unique quasi-stationary distribution $\pi \in \mathcal{P}(V)$, and $\lambda_0 > 0$, $h \in \mathcal{B}_+(V)$, $C, w > 0$ such that for all $\mu \in \mathcal{P}(V)$ and $t \geq 0$
\[ \left\| e^{\lambda_0 t} \mathbb{P}_\mu(X_t \in \cdot) - \mu(h)\pi \right\|_{TV} \leq C \mu(V)e^{-\omega t}, \]
and
\[ \left\| \mathbb{P}_\mu(X_t \in \cdot | X_t \neq \partial) - \pi \right\|_{TV} \leq C \frac{\mu(V)}{\mu(h)}e^{-\omega t}. \]
It extends and complements recent results, see e.g. [26] for various interesting examples and discussions below for comparisons of statements. In particular, it relaxes the conditions of boundedness for $\psi$ and provides a quantitative estimate for exponential convergence of the conditional distribution to the QSD using the eigenfunction $h$.

As an application, we consider the simple but interesting case of a continuous time random walk on integers, with jumps $+1$ and $-1$, absorbed at 0. We obtain optimal results for the exponential
convergence to the QSD. Let us consider the Markov process $X$ whose transition rates and generator are given by the linear operator defined for any $n \in \mathbb{N}$ and $f : \mathbb{N} \to \mathbb{R}$ by

$$\mathcal{L} f(n) = b_n (f(n + 1) - f(n)) + d_n (f(n - 1) - f(n)),$$

where $b_i = b > 0$, $d_i = d > 0$ for any $i \geq 2$, $b_1, d_1 > 0$, $b_0 = d_0 = 0$. This process is a Birth and Death (BD) process which follows a simple random walk before reaching 1. If $d \geq b$, this process is almost surely absorbed at 0. The convergence in law of such processes conditionally on non-absorption has been studied in many works [2, 54, 60, 69, 72, 88, 89, 92, 96].

The necessary and sufficient condition for $\xi$-positive recurrence of BD processes is known from the work of van Doorn [89]. More precisely here, the fact that there exists $\lambda > 0$ such that for any $x > 0$ and $i > 0$, $e^{-\lambda t} \mathbb{P}_x (X_t = i)$ converges to a positive finite limit as $t \to \infty$ is given by the following condition

$$(H) \quad \Delta := (\sqrt{b} - \sqrt{d})^2 + b_1 (\sqrt{d/b} - 1) - d_1 > 0.$$  

We notice that $b = d$ is excluded by condition (H) and indeed in this case $t \to \mathbb{P}(X_t \neq 0)$ decreases polynomially. Similarly, the case $b_1 = b$ and $d_1 = d$ is excluded and there is an additional linear term in the exponential decrease of $\mathbb{P}_x (X_t = i)$.

Moreover we know from [88] that condition (H) ensures that $\mathbb{P}_x (X_t \in \cdot | X_0 \neq 0)$ converges to the unique QSD $\pi$ for any $x > 0$. To the best of our knowledge, under Assumption (H), the speed of convergence of $e^{-\lambda t} \mathbb{P}_x (X_t = i)$ or $\mathbb{P}_x (X_t = i | X_0 \neq 0)$ and the extension of the convergence to infinite support masses were not proved, see e.g. [88, page 695]. For a subset of parameters satisfying (H), [92] obtains the convergence to QSDs for non-compactly supported initial measures $\mu$ such that $\mu(V) < \infty$. We obtain below quantitative exponential estimates for the full range of parameters given by (H) and non-compactly supported initial measures.

More precisely, we set $\mathcal{X} = \mathbb{N} \setminus \{0\} = \{1, \ldots\}$, $V : n \mapsto \sqrt{d/b} \cdot n$, $\psi : n \mapsto n^n$, for $n \in \mathcal{X}$, where $\eta = \sqrt{d/b} - \Delta/2b_1 \in (0, \sqrt{d/b})$.

**Corollary 5.2.** Under Assumption (H), there exists a unique QSD $\pi \in \mathcal{P}(V)$, and $\lambda_0 > 0$, $h \in \mathcal{B}_+(V)$ and $C, w > 0$ such that for all $\mu \in \mathcal{P}(V)$ and $t \geq 0$,

$$\|e^{\lambda_0 t} \mathbb{P}_\mu (X_t \in \cdot) - \mu(h)\|_\text{TV} \leq C \mu(V) e^{-\omega t}$$

and

$$\|\mathbb{P}_\mu (X_t \in \cdot | X_0 \neq 0) - \pi\|_\text{TV} \leq C \frac{\mu(V)}{\mu(h)} e^{-\omega t}.$$

Note that the constants above can be explicitly derived from Lemma 3.4, that these estimates hold for non-compactly supported initial laws and that $V$ and $\psi$ are not eigenelements. As perspectives, we expect this statement to be generalized to BD processes where $b_n, d_n$ are constant outside some compact set of $\mathbb{N}$. Finally, we hope that the proof will help to study the non-exponential decrease of the non-absorption probability, in particular for random walks, corresponding to $b = b_1, d = d_1$.

**Proof of Corollary 5.2.** For $u \geq 1$, let $\varphi_u : n \mapsto u^n$ for $n \geq 1$ and $\varphi_u(0) = 0$. We have $\mathcal{L} \varphi_u (n) = \lambda_u(n) \varphi_u(n)$, for any $n \in \mathcal{X}$, where

$$\lambda_u(n) = \lambda_u = b(u - 1) + d(1/u - 1) \quad (n \geq 2), \quad \lambda_u(1) = b_1 (u - 1) - d_1.$$ 

We set

$$a = \inf_{u \geq 0} \lambda_u = \lambda \sqrt{d/b} = - (\sqrt{d} - \sqrt{b})^2, \quad \zeta = \Delta \frac{V(1)}{\psi(1)}.$$ 

Note that from (H), $\zeta > 0$. Then, setting $V(0) = \psi(0) = 0$, we have on $\mathbb{N} = \mathcal{X} \cup \{0\}$ that $V = \varphi \sqrt{d/b}$ and

$$\mathcal{L} V = aV + \zeta 1_{\{n=1\}} \psi \leq aV + \zeta \psi.$$  

Moreover, on $\mathbb{N}$, $\psi = \varphi_u$ and

$$b \psi \leq \mathcal{L} \psi \leq \xi \psi$$  

with $b = \min(\lambda_u, \lambda_u(1)) = \min (\lambda_u, a + \frac{1}{u}) > a = \inf_{u > 0} \lambda_u$, and $\xi = \max(\lambda_u, \lambda_u(1))$.  

(5.1)
Using now a classical localization argument (see Appendix 6.2 for details), the drift conditions (5.1)-(5.2) ensure that for any \( n \geq 1 \) and \( t \geq 0 \),

\[
\mathbb{E}_n[V(X_t)] \leq V(n) + \int_0^t \mathbb{E}_n[(aV + \zeta \psi)(X_s)]ds, \tag{5.3}
\]

\[
\psi(n) + \int_0^t \mathbb{E}_n[b\psi(X_s)]ds \leq \mathbb{E}_n[\psi(X_t)] \leq \psi(x) + \int_0^t \mathbb{E}_n[\xi \psi(X_s)]ds. \tag{5.4}
\]

Considering the generator \( \mathcal{L} \) of the semigroup \( M_t f(x) = \mathbb{E}[f(X_t)1_{X_t \neq 0}] \) for \( x \in \mathcal{X} \) and \( f \in \mathcal{B}(V) \) and recalling the definition of Section 2.2, these inequalities ensure

\[ \mathcal{L}V \leq aV + \zeta \psi, \quad \mathcal{L}\psi \geq b\psi, \quad \mathcal{L}\psi \leq \zeta \psi. \]

Finally, the fact that \( b_i, d_i > 0 \) for \( i \geq 1 \) ensures \( \delta M_t(\{j\}) > 0 \) for any \( i, j \in \mathcal{X} \) and \( t > 0 \). Then combining Propositions 2.2 and 2.3 ensures that Assumption A holds for \( M \) with the functions \((V, \psi)\). Applying Theorem 5.1 ends the proof. \( \square \)

5.2. The growth-fragmentation equation. In this section we apply our general result to the growth-fragmentation partial differential equation

\[
\partial_t u_t(x) + \partial_x u_t(x) + B(x)u_t(x) = \int_0^1 B\left(\frac{x}{z}\right) u_t\left(\frac{x}{z}\right) \frac{\varphi(dz)}{z} \tag{5.5}
\]

for \( t, x > 0 \). This nonlocal partial differential equation is complemented with the zero flux boundary condition \( u_t(0) = 0 \) for all \( t > 0 \) and an initial data \( u_0 = \mu \). The unknown \( u_t(x) \) represents the population density at time \( t \) of some “particles” with “size” \( x > 0 \), which can be for instance the size of a cell [38, 57], the length of a polymer fibril [46], the window size in data transmission over the Internet [11, 24], the carbon content in a forest [19], or the time elapsed since the last discharge of a neuron [20, 80]. Each particle grows with speed 1, and splits with rate \( B(x) \) to produce smaller particles of sizes \( xz \) with \( 0 < z < 1 \) distributed with respect to the fragmentation kernel \( \varphi \).

We assume that \( B : [0, \infty) \to [0, \infty) \) is a continuously differentiable increasing function and \( \varphi \) is a finite positive measure on \([0, 1]\) for which there exist \( z_0 \in (0, 1), \epsilon \in [0, z_0] \) and \( c_0 > 0 \) such that

\[
\varphi(dz) \geq \frac{c_0}{\epsilon} \mathbf{1}_{[\epsilon, z_0]}(z)dz \quad \text{if } \epsilon > 0 \quad \text{or} \quad \varphi \geq c_0 \delta_{z_0} \quad \text{if } \epsilon = 0. \tag{5.6}
\]

For any \( r \in \mathbb{R} \) we denote by \( \varphi_r \in (0, +\infty] \) the moment of order \( r \) of \( \varphi \)

\[
\varphi_r = \int_0^1 z^r \varphi(dz).
\]

Notice that Assumption (5.6) implies that \( r \mapsto \varphi_r \) is strictly decreasing. The conservation of mass during the fragmentation leads to impose

\[
\varphi_1 = 1.
\]

The zero order moment \( \varphi_0 \) represents the mean number of fragments. The conditions above ensure that \( \varphi_0 > 1 \) and as a consequence the growth-fragmentation equation we consider is not conservative. The conservative form where \( \varphi_1 = 1 \) is replaced by \( \varphi_0 = 1 \) also appears in some situations [11, 19, 20, 24, 80]. In this case, the eigenelements are given by \( h(x) = 1, \lambda = 0 \), and the classical theory of the conservative Harris theorem applies [18, 19]. Here we are interested in the more challenging non-conservative case.

An important feature in the long time behavior of the (non-conservative) growth-fragmentation equation is the property of asynchronous exponential growth [93], which refers to a separation of the variables \( t \) and \( x \) when time \( t \) becomes large: the size repartition of the population stabilizes and the total mass grows exponentially in time. This question attracted a lot of attention in the last decades, [16, 22, 38, 76, 77, 83] to mention only a few. As far as we know, the existing literature assume either that the state space is a bounded interval instead of the whole \((0, \infty)\), as in [6, 38], or that the fragmentation rate has at most a polynomial growth, as in [3, 14, 22, 77]. We can consider here unbounded state space and we relax the latter condition by not assuming any upper bound
on the division rate with a similar approach through $h$-transform). We thus obtain the existence of the Perron eigentriplet for super-polynomial fragmentation rates. Second, an explicit spectral gap was known only in the case of a constant division rate \cite{11, 24, 68, 77, 83, 95}. Our method allows us to get it for more general fragmentation rates. Finally, it guarantees exponential convergence for measure solutions, thus drastically improving \cite{33}.

Let us now state the main result of this section.

**Theorem 5.3.** Let $k > 1$ and $V(x) = 1 + x^k$. Under the above assumptions that $B$ is a $C^1$ increasing function, \( \varphi \) satisfies (5.6) and \( \varphi_1 = 1 \), there exists a unique triplet \((\gamma, h, \lambda) \in M_+(V) \times B_+(V) \times \mathbb{R}\) of Perron-Frobenius eigenelements with \( \gamma(h) = \|h\|_{B(V)} = 1 \), i.e. satisfying

\[
\mathcal{L}h = \lambda h \quad \text{and} \quad \gamma(\mathcal{L}f) = \lambda \gamma(f)
\]

for all \( f \in C^1_c([0, \infty)) \), where \( \mathcal{L} : C^1([0, \infty)) \rightarrow C^0([0, \infty)) \) is defined by

\[
\mathcal{L}f(x) = f'(x) + B(x) \left( \int_0^1 f(zx) \varphi(dz) - f(x) \right).
\]

Moreover there exist constants \( C, \omega > 0 \) such that for all \( \mu \in M(V) \) the solution to Equation (5.5) with \( u_0 = \mu \) satisfies for all \( t \geq 0 \),

\[
\|e^{-\lambda t}u_0 - u_0(h)\gamma\|_{M(V)} \leq C e^{-\omega t} \|u_0\|_{M(V)}. \tag{5.7}
\]

The constants \( \lambda, \omega, \) and \( C \) can be estimated quantitatively, and the eigenfunction \( h \) satisfies \((1 + x)^{1+q(k-1)} \leq h \leq (1 + x)^k\), for some explicit \( q > 0 \). Note also that we cannot expect the convergence (5.7) to hold true in \( M(h) \) in general. In particular it is known to be wrong when \( B \) is bounded \cite{13}.

The end of the section is devoted to the proof of Theorem 5.3. We can associate to Equation (5.5) a semigroup \((M_t)_{t \geq 0}\), to which we will apply our result in Theorem 2.1 after having checked that it verifies Assumption \( A \) with the functions

\[
V(x) = 1 + x^k \quad \text{and} \quad \psi(x) = \frac{1}{2}(1 + x)
\]

with \( k > 1 \). The factor \( \frac{1}{2} \) in the definition of \( \psi \) is to satisfy the inequality \( \psi \leq V \). We only give here the definition of this semigroup as well as its main properties which are useful to verify Assumption \( A \), and we refer to Appendix 6.3 for the proofs. For any \( f : [0, \infty) \rightarrow \mathbb{R} \) measurable and locally bounded on \([0, \infty)\), we define the family \((M_t f)_{t \geq 0}\) as the unique solution to the equation

\[
M_t f(x) = f(x + t) e^{-\int_0^t B(x+s) ds} + \int_0^t e^{-\int_0^s B(x+s') ds'} B(x + s) \int_s^t M_{t-s} f(z(x + s)) \varphi(dz) ds. \tag{5.8}
\]

This semigroup is positive and preserves \( C^1([0, \infty))\). More precisely if \( f \in C^1([0, \infty)) \), then the function \((t, x) \mapsto M_t f(x)\) is continuously differentiable on \([0, \infty)^2\) and

\[
\partial_t M_t f(x) = \mathcal{L} M_t f(x) = M_t \mathcal{L} f(x),
\]

where \( \mathcal{L} \) is defined in Theorem 5.3. The space \( B(V) \) is invariant under \((M_t)_{t \geq 0}\) and for any \( \mu \in M(V) \), we can define by duality \( \mu M_t \in M(V) \). The family \((\mu M_t)_{t \geq 0}\) is solution to (5.5) with initial data \( \mu \), in a weak sense made precise in Appendix 6.3.

Let \( x_0 \geq 0 \) and \( \underline{B} > 0 \) such that for all \( x \geq x_0, B(x) \geq \underline{B} \). Now define

\[
t_0 = \frac{1 + \tau_0 + (1 + \varepsilon) x_0}{1 - \tau_0} + \frac{1}{2} \quad \text{and} \quad t_1 = \frac{1 - \tau_0}{2 \tau_0}, \quad \tau = t_0 + t_1, \tag{5.9}
\]

and for all integer \( n \geq 0 \),

\[
y_n = \left( \frac{1 + \tau_0}{2 \tau_0} \right)^n + x_0.
\]
Lemma 5.4. i) Setting \( \varphi(x) = 1 - \sqrt{x} + x \), we have \( \psi \leq \varphi \leq 2\psi \) and there exist \( \zeta > 0 \) and \( a < b < \xi \) such that
\[
L \psi \leq aV + \zeta \psi, \quad L \psi \geq b\psi, \quad L\varphi \leq \xi \varphi,
\]
where \( L \) is the generator of \( (M_t)_{t \geq 0} \) in the sense defined in Section 2.2.

ii) For all \( n \geq 0 \), all \( x \in [0, y_n] \), and all \( f : [0, \infty) \to [0, \infty) \) locally bounded we have
\[
M_t f(x) \geq e^{-\tau B(y_n + \tau)} \frac{(c_0 B)^{n+1} }{1 - z_0} \frac{\nu}{n!} \nu(f),
\]
where \( \nu \) is the probability measure defined by
\[
\nu(f) = \int_{z_0(y_0 + \tau)}^{z_0(y_0 + \tau) + 1} f(y) dy.
\]

iii) For all \( \eta > 0 \) there exists \( c_\eta > 0 \) such that for all \( t, x \geq 0 \) and \( y \in [\eta x, x] \)
\[
c_\eta \leq \frac{M_t \psi(y)}{M_t \psi(x)} \leq 1.
\]

iv) For all \( n \geq 0 \), there exists \( d > 0 \) such that
\[
d \frac{M_t \psi(x)}{\psi(x)} \leq M_t \frac{\psi(y)}{\psi(y)}
\]
for all \( t \geq 0 \), \( x \in [0, y_n] \) and \( y \in [z_0(y_0 + \tau), z_0(y_0 + \tau) + 1] = \text{supp} \nu \).

Proof of Lemma 5.4. i). Since by Proposition 6.3 the identity \( \partial_t M_t = M_t L \) is valid for all \( C^1 \) functions and the semigroup \( M \) is positive, we only need to prove that \( L \psi \leq aV + \zeta \psi, L\varphi \geq b\psi, L\varphi \leq \xi \varphi \). First,
\[
L x^r = rx^{r-1} + (\varphi_r - 1)B(x)x^r
\]
for any \( r \geq 0 \). We deduce that
\[
2L \psi(x) = 1 + (\varphi_0 - 1)B(x) \geq 0,
\]
so that \( b = 0 \) suits. For \( \varphi \) we have
\[
L \varphi(x) = 1 - \frac{1}{2\sqrt{x}} + (\varphi_0 - 1)B(x) - (\varphi_\frac{1}{2} - 1)B(x)\sqrt{x}.
\]
Since \( x \mapsto (\varphi_0 - 1) - (\varphi_\frac{1}{2} - 1)\sqrt{x} \) is negative for \( x > \left( \frac{\varphi_0 - 1}{\varphi_\frac{1}{2} - 1} \right)^2 \) and \( B \) is increasing we deduce
\[
L \varphi(x) \leq 1 + (\varphi_0 - 1)B \left( \frac{\varphi_0 - 1}{\varphi_\frac{1}{2} - 1} \right)^2 = \frac{\xi}{2} \leq \xi \varphi(x).
\]
For \( V \) we have
\[
L V(x) = kx^{k-1} + (\varphi_0 - 1)B(x) + (\varphi_k - 1)B(x)x^k \geq \left( (\varphi_k - 1) + (\varphi_0 - 1)x^{-k} \right)B(x) + \frac{k}{x} x^k.
\]
Since \( \varphi_k < 1 \) and \( B \) is increasing, the limit \( l \) belongs to \( [-\infty, 0) \) and we can find \( x_1 > 0 \) such that for all \( x \geq x_1 \),
\[
L V(x) \leq ax^k = aV(x) - a,
\]
where \( a = \max\{-l/2, -1\} < 0 \). For all \( x \in [0, x_1] \) we have
\[
L V(x) \leq kx^{k-1} + (\varphi_0 - 1)B(x_1)
\]
and finally setting \( \zeta = 2(kx_1^{k-1} + (\varphi_0 - 1)B(x_1) - a) \), we get that for all \( x \geq 0 \)
\[
L V(x) \leq aV(x) + \frac{\zeta}{2} \leq aV(x) + \xi \psi(x).
\]
It ends the proof of i). \( \square \)
Before proving \( ii \), let us briefly comment on the definition of \( t_0, t_1 \) and \( y_n \). The time \( t_1 \) and the sequence \( y_n \) are chosen in such a way that
\[
y_0 > 0, \quad y_0 \geq x_0, \quad \lim_{n \to \infty} y_n = +\infty, \quad \text{and} \quad z_0(y_{n+1} + t_1) \leq y_n.
\]
The choice of \( t_0 \) appears in the proof of the case \( n = 0 \) and the definition of \( \nu \).

Since \( r \) is independent of \( n \) and \( y_n \to +\infty \) when \( n \to \infty \) we can find \( R \) and \( n \) large enough so that \( \text{supp} \, \nu \subseteq K \subseteq [0, y_n] \), where \( K = \{ x, V(x) \leq R\nu(x) \} \), and thus \( ii \) guarantees that Assumption (A3) is satisfied with time \( r \) on \( K \). More precisely it suffices to take \( R \) and \( n \) large enough so that
\[
\frac{1 + (z_0(y_0 + r) + 1)^k}{1 + z_0(y_0 + r) + 1} \leq \frac{R}{2} \leq \frac{1 + y_n^k}{1 + y_n}.
\]

**Proof of Lemma 5.4 \( ii \).** Let \( f \geq 0 \). We prove by induction on \( n \) that for all \( x \in [0, y_n] \) and all \( t \in [0, t_1] \) we have
\[
M_{t_0 + t} f(x) \geq e^{-t(B(y_0 + r) + (c_0 B)^n + 1)} \frac{t^n}{n!} \nu(f),
\]
which yields the desired result by taking \( t = t_1 \).

We start with the case \( n = 0 \). The Duhamel formula (5.8) ensures, using the positivity of \( M_t \) and the growth of \( B \), that for all \( t, x \geq 0 \)
\[
M_t f(x) \geq e^{-tB(x+t)} \int_0^t B(x + s) \int_0^1 f(z(x + s) + t - s) \varphi(dz) \, ds.
\]
Thus for \( t \geq x_0 \) we have for all \( x \geq 0 \), using Assumption (5.6) for the second inequality,
\[
M_t f(x) \geq e^{-tB(x+t)} B \int_{x_0}^t \int_0^1 f(z(x+s)+t-s) \varphi(dz) \, ds \geq e^{-tB(x+t)} \frac{Bc_0}{1-z_0} \int_{z_0(x+t)}^{(z_0-x_0)+t-x_0} f(y) \, dy.
\]
We deduce that for \( t \in [t_1, t_0 + t_1] \) and \( x \in [0, y_0] \)
\[
M_t f(x) \geq e^{-tB(x_0+r)} \frac{Bc_0}{1-z_0} \int_{z_0(x_0+t_0+t_1)}^{(z_0-x_0)x_0+t_0-x_0} f(y) \, dy.
\]
The time \( t_0 \) has been defined in such a way that \( (z_0 - \epsilon)x_0 + t_0 - x_0 = z_0(x_0 + t_0 + t_1) + 1 \) so
\[
f_{(z_0-x_0)x_0+t_0-x_0} f(y) \, dy = \nu(f)
\]
and this finishes the proof of the case \( n = 0 \).

Assume that (5.11) holds for \( n \) and let’s check it for \( n + 1 \). By Duhamel formula, using that \( y_n \geq x_0 \) and \( z_0(y_{n+1} + t_1) \leq y_n \), we get for \( x \in [y_n, y_{n+1}] \) and \( t \in [0, t_1] \),
\[
M_{t_0 + t} f(x) \geq \int_0^t e^{-\int_s^t B(s+t') \, ds'} B(x + s) \int_0^1 M_{t_0 + t-s} f(z(x + s)) \varphi(dz) \, ds
\]
\[
\geq B \int_0^t e^{-sB(x_0 + t_0 + t_1)} \int_0^{z_0} M_{t_0 + t-s} f(z(x + s)) \varphi(dz) \, ds
\]
\[
\geq B^{n+2} \frac{c_0^{n+1}}{1-z_0} \nu(f) \int_0^t e^{-sB(x_0 + t_0 + t_1)} e^{-(t_0 - t-s)B(x_0 + r)} \frac{(t-s)^n}{n!} \int_0^{z_0} \varphi(dz) \, ds
\]
\[
\geq e^{-(t_0 + t)B(y_{n+1} + r)} B^{n+2} \frac{c_0^{n+1}}{1-z_0} \frac{t^{n+1}}{(n+1)!} \nu(f)
\]
and the proof is complete.

We now turn to the proof of \( iii \) and \( iv \), which uses the monotonicity results proved in Lemma 6.5, see Appendix 6.3.
Proof of Lemma 5.4 iii). The second inequality readily follows from Lemma 6.5 ii). For the first one, we start with a technical result on $\varphi$. Due to the assumption we made on $\varphi$, if we set $z_1 > \max(z_0, 1 - c_0(z_0 - e/2))$, we have
\[
g := \int_{z_1}^{z_1} \varphi(dz) \leq \frac{1}{z_1} \left(1 - \int_0^{z_1} z \varphi(dz)\right) \leq \frac{1 - c_0(z_0 - e/2)}{z_1} < 1.
\]
Using Lemma 6.5 ii) and iii), we deduce that for all $t \geq s \geq 0$ and all $x \geq 0$
\[
\int_0^t M_{t-s} \varphi(z(x+s)) \varphi(dz) \leq \int_0^t M_t \varphi(z(x)) \varphi(dz) \leq \varphi_0 M_t \varphi(z_1 x) + gM_t \varphi(x).
\]
Now from the Duhamel formula we get, using that $t \mapsto t e^{-\int_0^t B(s)ds}$ is bounded on $[0, \infty)$,
\[
M_t \varphi(x) = \varphi(x + t) e^{-\int_0^t B(x+s)ds} + \int_0^t e^{-\int_0^s B(x+s')ds'} B(x+s) \int_0^1 M_{t-s} \varphi(z(x+s)) \varphi(dz)ds
\leq (1 + x + t) e^{-\int_0^t B(s)ds} + \left(1 - e^{-\int_0^t B(s)ds}\right) \left(\varphi_0 M_t \varphi(z_1 x) + gM_t \varphi(x)\right)
\leq C_0 \varphi(x) + \varphi_0 M_t \varphi(z_1 x) + gM_t \varphi(x).
\]
Choosing an integer $n$ such that $z^n_0 \leq n$ we obtain
\[
M_t \varphi(x) \leq \frac{C_0}{1 - \theta} \sum_{k=0}^{n-1} \left(\frac{\varphi_0}{1 - \theta} \right)^k \varphi(x) + \left(\frac{\varphi_0}{1 - \theta}\right)^n M_t \varphi(\eta x) = C_1 \varphi(x) + C_2 M_t \varphi(\eta x)
\]
and since $M_t \varphi(\eta x) \geq \varphi(\eta x) \geq \eta \varphi(x)$ we obtain for any $y \in [\eta x, x]$,
\[
\frac{M_t \varphi(y)}{M_t \varphi(x)} \geq \frac{M_t \varphi(\eta x)}{C_1 \varphi(x) + C_2 M_t \varphi(\eta x)} \geq \frac{\eta}{C_1 + C_2 \eta},
\]
which ends the proof.

Proof of Lemma 5.4 iv). Point iii) applied with $\eta = z_0(y_0 + \tau)/y_0$ gives, together with Lemma 6.5 ii), that for all $x \in [0, y_0]$ and $y \in [z_0(y_0 + \tau), z_0(y_0 + \tau) + 1]$,
\[
M_t \varphi(y) \geq M_t \varphi(z_0(y_0 + \tau)) \geq c_\eta M_t \varphi(y_0) \geq c_\eta M_t \varphi(x).
\]
Besides, $\varphi(x)/\varphi(y) = (1 + x)/(1 + y) \geq 1/(z_0(y_0 + \tau) + 2)$ and we get
\[
\frac{M_t \varphi(y)}{\varphi(y)} \geq \frac{c_\eta}{z_0(y_0 + \tau) + 2} \frac{M_t \varphi(x)}{\varphi(x)},
\]
which ends the proof.

We are now in position to prove Theorem 5.3.

Proof of Theorem 5.3. Fix $\tau$ defined in (5.9). In Lemma 5.4 i) we have verified the assumptions of Proposition 2.2, so we can find a real $R > 0$ and an integer $n \geq 0$ large enough so that (5.10) and Assumptions (A1)-(A2) are satisfied with $K = \{V < R\}$. Then, points ii) and iv) in Lemma 5.4 ensure that Assumptions (A3) and (A4) are also satisfied. So Assumption A is verified for $(V, \psi)$ and by virtue of Theorem 2.1 inequality (5.7) is proved, as well as the bounds on $h$. It remains to check that $h$ is continuously differentiable and that $h$ and $\gamma$ satisfy the eigenvalue equations $\mathcal{L} h = \lambda h$ and $\gamma \mathcal{L} = \lambda \gamma$. By definition of $h$, the Duhamel formula gives
\[
h(x)e^{\lambda t} = h(x + t) e^{-\int_0^t B(x+s)ds} + \int_0^t e^{-\int_0^s B(x+s')ds'} B(x+s) \int_0^1 e^{\lambda(t-s)}h(z(x+s)) \varphi(dz)ds
\]
and we deduce that for any $x > 0$ the function $t \mapsto h(t + x)$ is continuous and then continuously differentiable. Moreover, we have the identity $\partial_t M_t h = M_t \mathcal{L} h$ and since $M_t h = e^{\lambda t} h$ we deduce $\mathcal{L} h = \lambda h$.

For the equation on $\gamma$, we start from Proposition 6.4 which ensures that
\[
e^{\lambda t} \gamma(f) = (\gamma M_t)(f) = \gamma(f) + \int_0^t (\gamma M_s)(\mathcal{L} f) ds = \gamma(f) + \frac{e^{\lambda t} - 1}{\lambda} \gamma(\mathcal{L} f).
\]
for any $f \in C^1_c([0, \infty))$. Differentiating with respect to $t$ yields the result.
5.3. Comments and a few perspectives. The proof of Theorem 2.1 consists in first proving the $V$-uniform ergodicity of the discrete time semigroup $(M_{nt})_{n \geq 0} = (M^n)_{n \geq 0}$, and then extend it to the continuous setting. We can thus state analogous results for a discrete time semigroup $(M^n)_{n \in \mathbb{N}}$ by making the following assumption for a couple of positive functions $(V, \psi)$ with $\psi \leq V$.

**Assumption B.** There exist some integer $\tau > 0$, real numbers $\beta > \alpha > 0$, $\theta > 0$, $(c, d) \in (0, 1]^2$, some set $K \subset X$ such that $\sup_K V/\psi < \infty$, and some probability measure $\nu$ on $X$ supported by $K$ such that

1. $M^\tau V \leq \alpha V + \theta 1_K \psi$,  
2. $M^\tau \psi \geq \beta \psi$,  
3. $\inf_{x \in K} \frac{M^\tau(f \psi)(x)}{M^\tau \psi(x)} \geq c \nu(f)$ for all $f \in B_+(V/\psi)$,  
4. $\nu \left( \frac{M^n \tau \psi}{\psi} \right) \geq d \sup_{x \in K} \frac{M^n \tau \psi(x)}{\psi(x)}$ for all positive integers $n$.

The discrete time counterpart of Theorem 2.1 is stated below.

**Theorem 5.5.** i) Let $(V, \psi)$ be a couple of measurable functions from $X$ to $(0, \infty)$ such that $\psi \leq V$ and which satisfies Assumption B. Then, there exists a unique triplet $(\gamma, h, \lambda) \in M_+(V) \times B_+(V) \times \mathbb{R}$ of eigenvalues of $M$ with $\gamma(h) = \|h\|_{B(V)} = 1$, i.e. satisfying

$$\gamma M = \lambda \gamma \quad \text{and} \quad M h = \lambda h.$$  

Moreover, there exists $C > 0$ and $\rho \in (0, 1)$ such that for all $n \geq 0$ and $\mu \in M(V)$,

$$\|\lambda^{-n} \mu M^n - \mu(h)\gamma\|_{M(V)} \leq C \|\mu\|_{M(V)} \rho^{-n}. \quad (5.12)$$

ii) Assume that there exist a positive measurable function $V$, a triplet $(\gamma, h, \lambda) \in M_+(V) \times B_+(V) \times \mathbb{R}$, and constants $C, \rho > 0$ such that (5.12) and (5.13) hold. Then, the couple $(V, h)$ satisfies Assumption B.

When $\inf_K V > 0$ we also have, as in Corollary 3.7, the existence of $C > 0$ and $\pi \in \mathcal{P}(V)$ such that for all $\mu \in \mathcal{P}(V)$ and $n \geq 0$,

$$\left\| \frac{\mu M^n}{\mu M^n \pi - \pi} \right\|_{TV} \leq C \frac{\mu(V)}{\mu(h)} \rho^n.$$  

As a consequence, Assumption B gives sufficient conditions to have the existence, uniqueness and convergence to a QSD for a Markov chain. The convergence of the $Q$-process, the description of the domain of attraction and the bounds on the extinction times can be then obtained by usual procedure, see e.g. [26, 91].

For the sake of simplicity, we have not allowed $\psi$ to vanish in this paper. This excludes reducible structures. To illustrate this, let us consider the simple case of [12, Example 3.5] where $X = \{1, 2\}$ and

$$M = \begin{pmatrix} a & b \\ 0 & c \end{pmatrix}$$

with $a, b, c > 0$. For any $\mu$ such that $\mu(\{1\}) = 0$ we have $e^{-n} \mu M^n = \mu(\{2\}) \delta_2$. If $\mu(\{1\}) > 0$ and $c > a$, we can apply Theorem 5.5 with the right eigenvector

$$\psi = (b, c-a) \delta_1 + (c-a) \delta_2$$  

and show that, up to normalisation, $\mu M^n$ converges to $\delta_2$. When $c \leq a$, we cannot use Theorem 5.5 and there is no positive right eigenvector. However, allowing $\psi$ to vanish enables handling the case $c < a$, as in [26, Section 6]. Focusing on initial measures $\mu$ such that $\mu(\psi) > 0$, a large part of our results actually holds when $\psi \geq 0$. Indeed (B2) gives that if $\mu(\psi) > 0$ then $\mu M^n \psi > 0$ for every $n \geq 0$. The critical case $a = c$ is a situation where there is no spectral gap. We believe that our approach could also be extended to the study of semigroups without spectral gap by allowing $n$-dependent constants $d = d_n$ in (B4), similarly as in [12, Assumption (H4)].
The discrete time result allows us to deduce $V$-uniform ergodicity, not only for continuous time semigroups as in Theorem 2.1, but also in a time periodic setting. We say that an propagator $(M_{s,t})_{0 \leq s \leq t}$ is $T$-periodic if $M_{s+T,t+T} = M_{s,t}$ for all $t \geq 0$, and Theorem 5.5 allows deriving some extension of the Floquet theory of periodic matrices \cite{tweedie} to such periodic propagators. We say that $(\gamma_{s,t}, h_{s,t}, \lambda_F)_{0 \leq s \leq t}$ is a Floquet eigenfamily for the $T$-periodic propagator $(M_{s,t})_{0 \leq s \leq t}$ if the families $(\gamma_{s,t})_{0 \leq s \leq t}$ and $(h_{s,t})_{0 \leq s \leq t}$ are $T$-periodic in the sense that
\[
\gamma_{s+T,t+T} = \gamma_{s,t} \quad \text{and} \quad h_{s+T,t+T} = h_{s,t}
\]
for all $t \geq 0$, and are associated to the Floquet eigenvalue $\lambda_F$ in the sense that
\[
\gamma_{s,s} M_{s,t} = e^{\lambda_F (t-s)} \gamma_{s,t} \quad \text{and} \quad M_{s,s} h_{s,t} = e^{\lambda_F (t-s)} h_{s,t}
\]
for all $t \geq 0$. Starting from Theorem 5.5 and following the proof of \cite[Theorem 3.15]{bansaye2016}, we obtain the periodic result stated below.

**Theorem 5.6.** Let $(M_{s,t})_{0 \leq s \leq t}$ be a $T$-periodic propagator such that $(s,t) \mapsto \|M_{s,t}V\|_{\mathcal{B}(V)}$ is locally bounded, and suppose that $M_{s,s+T}$ satisfies Assumption B for some functions $V \geq \psi > 0$ and some $s \in [0,T)$. Then there exist a unique $T$-periodic Floquet family $(\gamma_{s,t}, h_{s,t}, \lambda_F)_{0 \leq s \leq t}$ in $\mathcal{M}_+(V) \times \mathcal{B}_c(V) \times \mathbb{R}$ such that $\gamma_{s,s}(h_{s,s}) = \|h_{s,s}\|_{\mathcal{B}(V)} = 1$ for all $s \geq 0$, and there exist $C \geq 1$, $\omega > 0$ such that for all $t \geq s \geq 0$ and all $\mu \in \mathcal{M}(V)$,
\[
\|e^{-\lambda_F (t-s)} \mu M_{s,t} - \mu(h_{s,s})\gamma_{s,t}\|_{\mathcal{M}(V)} \leq C e^{-\omega(t-s)} \|\mu - \mu(h_{s,s})\gamma_{s,s}\|_{\mathcal{M}(V)}.
\]

This theorem may prove useful for investigating models that arise in biology when taking into account the time periodicity of the environment. An example is given in \cite[Section 6]{tweedie} which leads to a periodic growth-fragmentation equation, and the Floquet eigenvalue is compared to some time averages of Perron’s.

Beyond the periodic case, several extensions to the fully non-homogeneous setting are expected, in the same vein as \cite{bansaye2016}. We can now relax the “coming down from infinity” property imposed by the generalized Doeblin condition of \cite{bansaye2016} and thus capture a larger class of non-autonomous linear PDEs. This would allow extending some ergodic results of optimal control problems, as the ones in \cite{bansaye2017}, to the infinite dimension. Similarly, let us recall that the expectation of a branching process yields the first moment semigroup, which usually drives the extinction of the process (criticality) and provides its deterministic renormalization (Kesten-Stigum theorem). The method of this paper should provide a powerful tool to analyse the first moment semigroup of a branching process with infinite number of types, including in varying environments, see \cite{bansaye2018, bansaye2019, bansaye2020} for some motivations in population dynamics and queuing systems. We also mention that time inhomogeneity provides a natural point of view to deal with non-linearity in large population approximations of systems with interaction. These points should be partially addressed in forthcoming works.

6. Appendix

6.1. Conservative operators. The following useful result is a direct generalization of the contraction result of Hairer and Mattingly \cite{hairer2006}, inspired from the pioneering works of Meyn and Tweedie, see \cite{meyn2009}. Let us consider a positive operator $P$ acting both on bounded measurable functions $f : \mathcal{X} \to \mathbb{R}$ on the right and on bounded measures $\mu$ of finite mass on the left, and such that $(\mu P)f = \mu(Pf)$. Note that the right action of $P$ extends trivially to any measurable function $f : \mathcal{X} \to [0, +\infty]$. We assume that $P$ is conservative in the sense that $P1 = 1$, or in other words, if $\mu$ is a probability measure, then so does $\mu P$.

**Theorem 6.1.** Assume that there exist two measurable functions $\mathcal{Y}, \mathcal{W} : \mathcal{X} \to [0, +\infty)$, $(a, b) \in (0, 1)^2$, $c > 0$, $\mathcal{R} > 2c/(1 - a)$ and a probability measure $\nu$ on $\mathcal{X}$ such that:

- for all $x \in \mathcal{X}$,
  \[
P\mathcal{Y}(x) \leq a \mathcal{W} + c,
  \]
- for all $x \in \{\mathcal{W} \leq \mathcal{R}\}$,
  \[
  \delta_x P \geq b \nu.
  \]

\[
\text{(6.1)}
\]

\[
\text{(6.2)}
\]
Then, there exist $\eta \in (0, 1)$ and $\kappa > 0$ such that for all probability measures $\mu_1, \mu_2$,

$$\|\mu_1 P - \mu_2 P\|_{\mathcal{M}_1(1 + \kappa \nu \mathcal{W})} \leq \eta \|\mu_1 - \mu_2\|_{\mathcal{M}(1 + \kappa \mathcal{W})}.$$ 

In particular, for any $b' \in (0, b)$ and $a' \in (a + 2 \zeta / R, 1)$, one can choose

$$\kappa = \frac{b'}{c}, \quad \eta = \max \left\{1 - (b - b'), \frac{2 + \kappa R a'}{2 + \kappa R} \right\}.$$ 

Usually, for conservative semigroups and Markov chains [56, 74], Theorem 6.1 is stated and used with one single function $\mathcal{W} = \nu = V$. In this case, it yields the existence of a unique invariant probability measure and geometric convergence of the iterates $P^n$ to the projection on this invariant measure when $n$ goes to infinity, for the operator norm associated to $\mathcal{M}(1 + \kappa V)$.

It is worth pointing out that, although they are similar, the assumptions (6.1) and (6.2) differ from the conditions (1.1) and (1.2) given in the introduction. Actually, under the hypothesis that $\nu$ is supported by the set $K$, the proof of Lemma 3.2 applied to $P$ ensures that if $P$ satisfies (6.1) and (6.2) then there is an integer $n_0$ such that $P^{n_0}$ verifies (1.1) and (1.2), thus guaranteeing the existence of a unique invariant probability measure for $P$ and its geometric stability.

6.2. Localization argument. We detail here how the drift conditions (5.1)-(5.2) ensure (5.3)-(5.4), namely

$$\mathbb{E}_n[V(X_t)] \leq V(x) + \int_0^t \mathbb{E}_n[(aV + \zeta \psi)(X_s)]ds,$$

$$\psi(x) + \int_0^t \mathbb{E}_n[b\psi(X_s)]ds \leq \mathbb{E}_x[\psi(X_t)] \leq \psi(x) + \int_0^t \mathbb{E}_n[\xi \psi(X_s)]ds,$$

for all $n \geq 1$ and $t \geq 0$. Following [75], for $m \geq 1$, we let $T_m = \inf\{t > 0 : X_t \geq m\}$ and $(X^n_m)_{t \geq 0}$ be the Markov process defined by $X^n_m = X_t, 1_{t < T_m}$. We extend functions $V, \psi$ on $\mathbb{N}$ by setting $V(0) = \psi(0) = 0$. Using (5.1), (5.2), $V(0) \leq V(m)$ and writing $O_m = \{0, 1, \ldots, m - 1\}$, the strong generator $\mathcal{L}^m$ of $X^m$ satisfies

$$\mathcal{L}^m V \leq aV + \zeta \psi \quad \text{and} \quad \mathcal{L}^m \psi \leq \xi \psi \quad \text{on} \quad O_m,$$

$$\mathcal{L}^m \psi(m - 1) = \mathcal{L} \psi(m - 1) - b\psi(m) \geq b(1 - \eta)\psi(m - 1)$$

$$\mathcal{L}^m \psi \geq b\psi \quad \text{on} \quad O_{m-1}.$$

First, using $\mathcal{L}^m V \leq (a + \zeta)V$ on $O_m$ and $V(n) \to \infty$ as $n \to \infty$, [75, Theorem 2.1] ensures that

$$\lim_{m \to \infty} T_m = \infty \quad \text{and} \quad \mathbb{E}_n[V(X_t)] \leq e^{(a + \zeta)T}V(n)$$

for every $n \in \mathbb{N}$. Second $\mathcal{L}^m \psi \leq \xi \psi$ on $O_m$ and $\psi$ is bounded on $O_m$. Using that $X^m$ coincides with $X$ on $[0,T_m)$, Fatou’s lemma and Kolmogorov equation give

$$\mathbb{E}_n[\psi(X_t)] \leq \liminf_{m \to \infty} \mathbb{E}_x[\psi(X^n_m)]$$

$$= \psi(n) + \liminf_{m \to \infty} \mathbb{E}_n \left[ \int_0^{T_m} \mathcal{L}^m \psi(X_s)ds \right] \leq \psi(x) + \xi \int_0^t \mathbb{E}_n[\psi(X_s)]ds.$$ 

Moreover $\psi(X^n_m) = \mathbf{1}_{t \leq T_m}(X_t) \leq \psi(X_t)$ and $X^n_m \to X_t$ as $m \to \infty$. Using $\mathcal{L}^m \psi \geq b\psi - b\eta \psi 1_{m-1}$ on $O_m$ and bounded convergence twice yields $\mathbb{E}(\int_0^t \psi(X_s)1_{X_s = m-1}ds) \to 0$ as $m \to \infty$ and

$$\mathbb{E}_n[\psi(X_t)] = \lim_{m \to \infty} \mathbb{E}_n[\psi(X^n_m)]$$

$$= \psi(n) + \lim_{m \to \infty} \mathbb{E}_n \left[ \int_0^{T_m} \mathcal{L}^m \psi(X_s)ds \right] \geq \psi(x) + b \int_0^t \mathbb{E}_n[\psi(X_s)]ds.$$ 

Using Fatou’s lemma as above for $V$ ends the proof of (5.3)-(5.4).
6.3. The growth-fragmentation semigroup. We give here the details of the construction of the growth-fragmentation semigroup and prove its basic properties, along the lines of [44, 52, 53]. For a function \( f \in \mathcal{B}_{\text{loc}}([0, \infty)) \), we define the family \((M_tf)_{t \geq 0} \subset \mathcal{B}_{\text{loc}}([0, \infty))\) through the Duhamel formula

\[
M_tf(x) = f(x) + \int_0^t e^{-\int_0^s \lambda_B(x+s')ds'} B(x+s) \int_0^1 M_{t-s}f(z(x+s))\varphi(dz) ds.
\]

We first prove that this indeed defines uniquely the family \((M_tf)_{t \geq 0}\). Then, we verify that the associated family \((M_tf)_{t \geq 0}\) is a semigroup of linear operators, which provides the unique solution to the growth-fragmentation (5.5) on the space \(\mathcal{M}(V)\) with \(V(x) = 1 + x^k\), \(k > 1\). Finally, we provide some useful monotonicity properties for this semigroup, which are consequences of the monotonicity assumption on \(B\).

**Lemma 6.2.** For any \( f \in \mathcal{B}_{\text{loc}}([0, \infty)) \) there exists a unique \( \bar{f} \in \mathcal{B}_{\text{loc}}([0, \infty)^2) \) such that for all \( t \geq 0 \) and \( x \geq 0 \)

\[
\bar{f}(t, x) = f(x + t) e^{-\int_0^t \lambda_B(x+s)ds} + \int_0^t e^{-\int_0^s \lambda_B(x+s')ds'} B(x+s) \int_0^1 \bar{f}(t-s, z(x+s))\varphi(dz) ds.
\]

Moreover if \( f \) is nonnegative/continuous/continuously differentiable, then so does \( \bar{f} \). In the latter case \( \bar{f} \) satisfies the partial differential equation

\[
\partial_t \bar{f}(t, x) = \mathcal{L}\bar{f}(t, x) = \partial_x \bar{f}(t, x) + B(x) \left[ \int_0^1 \bar{f}(t, z(x+s))\varphi(dz) - \bar{f}(t, x) \right].
\]

**Proof.** Let \( f \in \mathcal{B}_{\text{loc}}([0, \infty)) \) and define on \( \mathcal{B}_{\text{loc}}([0, \infty)^2) \) the mapping \( \Gamma \) by

\[
\Gamma g(t, x) = f(x + t) e^{-\int_0^t \lambda_B(x+s)ds} + \int_0^t e^{-\int_0^s \lambda_B(x+s')ds'} B(x+s) \int_0^1 g(t-s, z(x+s))\varphi(dz) ds.
\]

Now for \( T, A > 0 \) define the set \( \Omega_{T,A} = \{(t, x) \in [0, T] \times [0, \infty), \ x + t < A\} \) and denote by \( \mathcal{B}_0(\Omega_{T,A}) \) the Banach space of bounded measurable functions on \( \Omega_{T,A} \), endowed with the supremum norm \( \| \cdot \|_\infty \). Clearly \( \Gamma \) induces a mapping \( \mathcal{B}_0(\Omega_{T,A}) \to \mathcal{B}_0(\Omega_{T,A}) \), still denoted by \( \Gamma \). To build a fixed point of \( \Gamma \) in \( \mathcal{B}_{\text{loc}}([0, \infty)^2) \) we prove that it admits a unique fixed point in any \( \mathcal{B}_0(\Omega_{T,A}) \).

Let \( A > 0 \) and \( T < 1/(\varphi_0 B(A)) \). For any \( g_1, g_2 \in \mathcal{B}_0(\Omega_{T,A}) \) we have

\[
\| \Gamma g_1 - \Gamma g_2 \|_\infty \leq \varphi_0 TB(A) \| g_1 - g_2 \|_\infty
\]

and \( \Gamma \) is a contraction. The Banach fixed point theorem then guarantees the existence of a unique fixed point \( g_{T,A} \) of \( \Gamma \) in \( \mathcal{B}_0(\Omega_{T,A}) \). The same argument on \( \Omega_{T,A-T} \) ensures that \( g_{T,A} \) can be extended into a unique fixed point \( g_{2T,A} \) of \( \Gamma \) on \( \Omega_{2T,A} \). Iterating the procedure we finally get a unique fixed point \( g_A \) of \( \Gamma \in \mathcal{B}_0(\Omega_{T,A}) \).

For \( A' > A > 0 \) we have \( g_{A'}|_{\Omega_{A,A}} = g_A \) by uniqueness of the fixed point in \( \mathcal{B}_0(\Omega_{A,A}) \), and we can define \( \bar{f} \) by setting \( f|_{\Omega_{A,A}} = g_A \) for any \( A > 0 \). Clearly the function \( \bar{f} \) thus defined is the unique fixed point of \( \Gamma \) in \( \mathcal{B}_{\text{loc}}([0, \infty)^2) \). Since \( \Gamma \) preserves the closed cone of nonnegative functions if \( f \) is nonnegative, the fixed point \( \bar{f} \) necessarily belongs to this cone when \( f \) is nonnegative. Similarly, the space \( C([0, \infty)^2) \) of continuous functions being a closed subspace of \( \mathcal{B}_{\text{loc}}([0, \infty)^2) \), the fixed point \( \bar{f} \) is continuous when \( f \) is so.

Consider now that \( f \) is continuously differentiable on \([0, \infty)\). The space \( C^1([0, \infty)^2) \) is not closed in \( \mathcal{B}_{\text{loc}}([0, \infty)^2) \) for the norm \( \| \cdot \|_\infty \). For proving the continuous differentiability of \( \bar{f} \) we repeat the fixed point argument in \( \{ g \in C^1(\Omega_{T,A}), \ g(0, \cdot) = f \} \), endowed with the norm \( \| g \|_{C^1} = \| g \|_\infty + \| \partial_x g \|_\infty + \| \partial_t g \|_\infty \). Differentiating \( \Gamma g \) with respect to \( t \) we get

\[
\partial_t \Gamma g(t, x) = \mathcal{L}\bar{f}(x + t) e^{-\int_0^t \lambda_B(x+s)ds} + \int_0^t e^{-\int_0^s \lambda_B(x+s')ds'} B(x+s) \int_0^1 \partial_t g(t-s, z(x+s))\varphi(dz) ds
\]

and differentiating the alternative formulation

\[
\Gamma g(t, x) = f(x + t) e^{-\int_x^{x+t} \lambda_B(y)dy} + \int_x^{x+t} e^{-\int_x^{y} \lambda_B(y')dy'} B(y) \int_0^1 g(t-x+y, y)\varphi(dz) dy
\]
with respect to \( x \) we obtain

\[
\partial_t \Gamma g(t, x) = \mathcal{L} f(x + t)e^{-\int_x^{x+t} B(y) dy} + B(x) \left( f(x + t)e^{-\int_x^{x+t} B(y) dy} - \int_0^1 g(t, zx) \psi(dz) \right) + B(x) \int_x^{x+t} e^{-\int_y^{y+t} B(y') dy'} B(y) \int_0^1 g(t + x - y, zy) \psi(dz) dy \\
+ \int_x^{x+t} e^{-\int_y^{y+t} B(y') dy'} B(y) \int_0^1 \partial_t g(t + x - y, zy) \psi(dz) dy
\]

\[
= \left[ \mathcal{L} f(x + t) + B(x) f(x + t) - B(x) \int_0^1 f(zx) \psi(dz) \right] e^{-\int_x^{x+t} B(y) dy} \\
+ \int_x^{x+t} e^{-\int_y^{y+t} B(y') dy'} (B(y) - B(x)) \int_0^1 \partial_t g(t + x - y, zy) \psi(dz) dy \\
+ B(x) \int_x^{x+t} e^{-\int_y^{y+t} B(y') dy'} \int_0^1 \partial_x g(t + x - y, zy) \psi(dz) dy.
\]

On the one hand using the second expression of \( \partial_t \Gamma g(t, x) \) above we deduce that for \( g_1, g_2 \in C^1(\Omega_{T, A}) \) such that \( g_1(0, \cdot) = g_2(0, \cdot) = f \) we have

\[
||\Gamma g_1 - \Gamma g_2||_{C^1} \leq 2|\psi_0| TB(A)||g_1 - g_2||_{C^1}.
\]

Thus \( \Gamma \) is a contraction for \( T < 1/(2|\psi_0| TB(A)) \) and this guarantees that the fixed point \( \bar{f} \) necessarily belongs to \( C^1([0, \infty)^2) \). On the other hand using the first expression of \( \partial_t \Gamma g(t, x) \) we have

\[
\partial_t \Gamma g(t, x) - \partial_x \Gamma g(t, x) = B(x) \left[ \int_0^1 g(t, zx) \psi(dz) - \Gamma g(t, x) \right]
\]

and accordingly the fixed point satisfies \( \partial_t \bar{f} = \mathcal{L} \bar{f} \).

With Lemma 6.2 at hand we can define for any \( t \geq 0 \) the mapping \( M_t \) on \( B_{loc}(0, \infty) \) by setting

\[
M_t f(x) = \bar{f}(t, x).
\]

**Proposition 6.3.** The family \( (M_t)_{t \geq 0} \) defined above is a positive semigroup of linear operators on \( B_{loc}([0, \infty)) \). If \( f \in C^1([0, \infty)) \) then the function \( (t, x) \mapsto M_t f(x) \) is continuously differentiable and satisfies

\[
\partial_t M_t f(x) = \mathcal{L} M_t f(x) = M_t \mathcal{L} f(x).
\]

Additionally for any \( k > 1 \) the space \( B(V) \) with \( V(x) = 1 + x^k \) is invariant under \( (M_t)_{t \geq 0} \), and for all \( t \geq 0 \) the restriction of \( M_t \) to \( B(V) \) is a bounded operator.

**Proof.** The linearity and the semigroup property readily follow from the uniqueness of the fixed point in Lemma 6.2. The positivity and the stability of \( C^1([0, \infty)) \) are direct consequences of Lemma 6.2, as well as the relation \( \partial_t M_t f = \mathcal{L} M_t f \). For getting the second one \( \partial_t M_t f = M_t \mathcal{L} f \), it suffices to remark from the computation of \( \partial_t \Gamma g \) in the proof of Lemma 6.2 that \( \partial_t M_t f \) is the unique fixed point of \( \Gamma \) with initial data \( \mathcal{L} \bar{f} \). For the invariance of \( B(V) \) we compute

\[
\mathcal{L} V(x) = 1 + kx^{k-1} + (\psi_0 - 1) B(x) + (\psi_k - 1) B(x) x^k
\]

which is bounded on \([0, \infty)\) since \((\psi_0 - 1) B(x) + (\psi_k - 1) B(x) x^k \leq 0 \) when \( x \geq \left( \frac{\psi_0 - 1}{\psi_k - 1} \right)^{\frac{1}{k-1}} \). We deduce that there exists \( C > 0 \) such that \( \mathcal{L} V \leq CV \) and since \( V \in C^1([0, \infty)) \) we get

\[
M_t V(x) = V(x) + \int_0^t M_s(\mathcal{L} V)(x) ds \leq e^{Ct} V(x).
\]

Positivity of \( M_t \) then yields

\[
\|M_t f\|_{B(V)} \leq e^{Ct} \|f\|_{B(V)}.
\]

Now we define, for \( t \geq 0 \) and \( \mu \in \mathcal{M}_+(V) \), the positive measure \( \mu M_t \) by setting for any measurable set \( A \subset [0, \infty) \)

\[
(\mu M_t)(A) = \mu((M_t 1_A)).
\]

Then, for \( \mu \in \mathcal{M}(V) \) we define \( \mu M_t \in \mathcal{M}(V) \) as the equivalence class of \((\mu+M_t, \mu-M_t)\).
**Proposition 6.4.** The family $(M_t)_{t \geq 0}$ defined above is a positive semigroup of bounded linear operators on $\mathcal{M}(V)$. Moreover for any $\mu \in \mathcal{M}(V)$ the family $(\mu M_t)_{t \geq 0}$ is solution to Equation (5.5) in the sense that for all $f \in C^1([0, \infty))$ and all $t \geq 0$

$$(\mu M_t)(f) = \mu(f) + \int_0^t (\mu M_s)(L f) \, ds.$$ 

**Proof.** Let $\mu \in \mathcal{M}(V)$ and $f \in C^1_c([0, \infty))$. From Proposition 6.3 we know that $\partial_t M_t f = M_t L f$ which gives by integration in time

$$M_t f(x) = f(x) + \int_0^t M_s L f(x) \, ds = f(x) + \int_0^t M_s(f' - B f)(x) \, ds + \int_0^t M_s F f(x) \, ds$$

for all $x \geq 0$, where we have set

$$F f(x) = B(x) \int_0^1 f(xz) \varphi(dz).$$

Since $f' - B f \in \mathcal{B}(V)$ we have $|M_s(f' - B f)| \leq \|f' - B f\|_{\mathcal{B}(V)} e^{C_s V}$ and Fubini's theorem ensures that

$$\mu \left( \int_0^t M_s(f' - B f) \, ds \right) = \int_0^t (\mu M_s)(f' - B f) \, ds.$$ 

The last term deserves a bit more attention since $F f$ can be not bounded by $V$. Consider $g \in C^1_c([0, \infty))$ such that $g \geq |f|$. By positivity of $M_s$ and $F$ we have $|M_s F f| \leq M_s|F f| \leq M_s F g$ and since $g \in C^1_c([0, \infty))$

$$\mu_\pm \left( \int_0^t M_s F g \, ds \right) = \mu_\pm \left( M_t g - g - \int_0^t M_s(g' - B g) \, ds \right) < +\infty.$$ 

Then $(s, x) \mapsto M_s F f(x)$ is $(d x \times \mu)$-integrable and Fubini’s theorem yields

$$\mu \left( \int_0^t M_s F f \, ds \right) = \int_0^t (\mu M_s)(F f) \, ds,$$

which ends the proof. \(\square\)

We end this appendix by giving some monotonicity results on $(M_t)_{t \geq 0}$, which are useful for verifying $(A4)$ in Section 5.2. They are valid under the monotonicity assumption we made on the fragmentation rate $B$.

**Lemma 6.5.** i) For any $x \geq 0$, $t \mapsto M_t \psi(x)$ is increasing.

ii) For any $t \geq 0$, $x \mapsto M_t \psi(x)$ is increasing.

iii) For any $T > 0$, $z \in [0, 1]$ and $x \geq 0$, $t \mapsto M_t \psi(xz + T - t)$ increases on $[0, T]$.

**Proof.** The point i) readily follows from $\partial_t M_t \psi = M_t (L \psi)$, since $M_t$ is positive and $2 \mathcal{L} \psi(x) = 1 + (\varphi_0 - 1)B \psi(x) \geq 0$.

Let us prove ii). Define $f(t, x) = \partial_x M_t \psi(x)$ which satisfies

$$\partial_t f(t, x) = \partial_x f(t, x) - B(x)f(t, x) + B(x) \int_0^1 f(t, zx) \varphi(dz) + C(x),$$

with $C(x) = -B'(x)M_t \psi(x) + B'(x) \int_0^1 M_t \psi(zx) \varphi(dz)$. Since $\partial_x M_t \psi(x) = \mathcal{L} M_t \psi(x)$, $\partial_t M_t \psi(x) \geq 0$, and $B' \geq 0$, we have

$$C(x) = \frac{B'(x)}{B(x)} \left( \partial_x M_t \psi(x) - \partial_x M_t \psi(x) \right) \geq \frac{B'(x)}{B(x)} f(t, x)$$

and as a consequence

$$\partial_t f(t, x) \geq \mathcal{A} f(t, x) := \partial_x f(t, x) - \left( B(x) + \frac{B'(x)}{B(x)} \right) f(t, x) + B(x) \int_0^1 f(t, zx) \varphi(dz).$$

Similarly to $\mathcal{L}$ the operator $\mathcal{A}$ generates a positive semigroup $(U_t)_{t \geq 0}$. It is a standard result that it enjoys the following maximum principle $\partial_t f(t, x) \geq \mathcal{A} f(t, x) \Rightarrow f(t, x) \geq U_t f_0(x)$, where $f_0 = f(0, \cdot)$. Since $f(0, x) = \psi(x) = \frac{1}{2} \geq 0$ we deduce from the positivity of $U_t$ that $f(t, x) \geq 0$ for all $t, x > 0$, which ends the proof of ii).
We turn to the proof of iii). The case $z = 0$ corresponds to ii) and we consider now $z \in (0, 1]$. Setting $f(t, x) = M_t \psi(z(x + t - t))$ we have using ii), $\partial_z f(t, x) = z \partial_z M_t \psi(z(x + t - t)) \geq 0$ and $\partial_t f(t, x) = (\partial_t M_t \psi)(z(x + t - t)) - z (\partial_z M_t \psi)(z(x + t - t))$
\[= \frac{1 - z}{z} \partial_z f(t, x) - B(z(x + t - t)) \left[ f(t, x) - \int_0^1 f(t, z'x - (1 - z')(T - t)) \psi(dz') \right]. \]

Now we define $g(t, x) = \partial_t f(t, x)$ and get, by differentiating the above equation with respect to $t$ and using the positivity of $\partial_z f$, $B$ and $B'$,
\[\partial_t g(t, x) \geq \frac{1 - z}{z} \partial_z g(t, x) - \left( B + z \frac{B'}{B} \right) (z(x + T - t)) g(t, x) + B(z(x + T - t)) \int_0^1 g(t, z'x - (1 - z')(T - t)) \psi(dz'). \]

Since $g(0, x) = \frac{1 - z}{z} \partial_z f(0, x) \geq 0$ we deduce from the maximum principle that $g(t, x) \geq 0$.

\[\square\]
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