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Figure 1: We present (a) the Toric space, a novel and compact representation for intuitive and efficient virtual camera control. We demonstrate the potential of this representation by proposing (b) an efficient automated viewpoint computation technique, (c) a novel and intuitive screen-space manipulation tool, and (d) an effective viewpoint interpolation technique.

Abstract

A large range of computer graphics applications such as data visualization or virtual movie production require users to position and move viewpoints in 3D scenes to effectively convey visual information or tell stories. The desired viewpoints and camera paths are required to satisfy a number of visual properties (e.g., size, vantage angle, visibility, and on-screen position of targets). Yet, existing camera manipulation tools only provide limited interaction methods and automated techniques remain computationally expensive.

In this work, we introduce the Toric space, a novel and compact representation for intuitive and efficient virtual camera control. We first show how visual properties are expressed in this Toric space and propose an efficient interval-based search technique for automated viewpoint computation. We then derive a novel screen-space manipulation technique that provides intuitive and real-time control of visual properties. Finally, we propose an effective viewpoint interpolation technique which ensures the continuity of visual properties along the generated paths. The proposed approach (i) performs better than existing automated viewpoint computation techniques in terms of speed and precision, (ii) provides a screen-space manipulation tool that is more efficient than classical manipulators and easier to use for beginners, and (iii) enables the creation of complex camera motions such as long takes in a very short time and in a controllable way. As a result, the approach should quickly find its place in a number of applications that require interactive or automated camera control such as 3D modelers, navigation tools or 3D games.
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1 Introduction

Virtual camera control is an essential component of many computer graphics applications. The virtual camera – as a window on 3D contents – conveys information, sense of aesthetics, and emotion. The proper selection of viewpoints and the proper design of camera paths are therefore of prime importance to precisely convey intended effects. Furthermore, the increased availability of realistic real-time rendering workstations as well as mobile devices and their growing usage in our everyday tasks, both call for interactive and automated techniques that would simplify the creation of effective viewpoints and speed up the overall design process.

To address this task, modeling and animation software propose different camera manipulation tools. However, most tools rely on the underlying mathematical representations of cameras and camera paths. A camera is therefore manipulated through a sequence of translation and rotation operations like any other node of the scene graph, and a camera path is constructed through a sequence of manually controlled spline-interpolated key-frames. While some visual widgets may assist the users, the precise control of a viewpoint remains a complex task, especially for beginners.

In the literature, a number of techniques have been proposed to ease the control of virtual cameras through contributions such as screen-space manipulations, automated viewpoint computation from visual properties, or automated path-planning techniques. See [Christie et al. 2008] for a detailed overview. However most contributions address a single aspect at a time (viewpoint computation, camera manipulation or path-planning). Furthermore, the problem of placing and moving virtual cameras has essentially been addressed through
optimization techniques by expressing properties as cost functions over the degrees of freedom of the camera, generally resulting in significant computational costs. An ongoing challenge in the field is therefore to propose an approach that is expressive (in its capacity to model visual properties), computationally efficient and provides interactive control on the cameras.

Furthermore, as reported by [Sudarsanam et al. 2009], most camera control tools are based on the photographer’s approach where the user or the system manipulates the camera as if it were in their hands. In contrast, artists are more interested in the qualitative features of the image, i.e. the visual layout of the elements composing the viewpoint including features such as position, size, vantage angle, or foreground and background contents.

In this work, we propose a novel and compact representation for virtual camera control called the Toric space (see Figure 1). We show how to use this representation to address three important challenges in the field: (i) the efficient computation of viewpoints from visual properties, (ii) the intuitive control of viewpoints through screen-space manipulation of visual properties and (iii) the effective computation of camera paths that preserve visual properties between viewpoints.

The Toric space is a generalization of the Toric manifold representation, introduced by Lino and Christie [2012], to a 3-dimensional search space \((a, \theta, \varphi)\). This representation can actually be viewed as a generalization of the arcball camera principle [Shoemake 1992] to two targets. Where a normal arcball camera is defined in polar coordinates, locally to one target and always pointing to the center of the target, the Toric space defines three parameters such that every triplet \((a, \theta, \varphi)\) represents a single camera position, with a camera orientation that automatically ensures a specified on-screen composition of its two targets.

A key benefit of this representation is that classical visual properties related to camera control (position, size and vantage angle of targets) can be easily expressed in the Toric space: whole regions that do not satisfy a visual property can be characterized and pruned. We rely on this pruning to propose a novel interval-based search algorithm that automatically computes the best viewpoint satisfying a user-defined set of properties, and compare our technique with recent results that use stochastic optimization (see Section 4). We then present two applications to camera control that rely on the Toric space: an intuitive screen-space manipulation technique (see Section 5) and a novel viewpoint interpolation technique (see Section 6).

The contributions of this work are:

- A novel representation for camera control that provides a compact search space in which viewpoint optimization problems can be efficiently addressed. This representation reduces a number of camera optimization problems from a 7-DOF search (position, orientation and field of view) to a 4-DOF search (position and field of view), for the class of problems that involve at least two targets on the screen. Our approach shows to be more efficient than recent stochastic-based techniques [Ranon and Urli 2014] and more precise.

- A novel interaction metaphor that offers intuitive screen-space manipulations through the interactive control of visual properties (such as size, vantage angle or location of targets), while maintaining constraints on others. As a result, the task of composing the layout of a viewpoint in a 3D environment is made simpler and more intuitive. This contribution is illustrated by a user evaluation comparing classical camera manipulation techniques available in 3D modelers with our technique.

- A novel interpolation technique between viewpoints which ensures the maintenance of visual properties along the generated path. The technique enables the rapid prototyping of effective and complex camera sequences such as long-takes, with very few operations.

Furthermore, all the contributions have been implemented as a plugin in the Autodesk MotionBuilder® tool and this plugin has been used to run all the user evaluations and build the footage for the companion video.

2 Related Work

There is a large literature related to the control of cameras in virtual environments (see [Christie et al. 2008]). In the following section, we restrict the study to the approaches directly related with our work, namely automated viewpoint computation, screen-space manipulation for camera control, and viewpoint interpolation.

2.1 Automated viewpoint computation

The problem of automated viewpoint computation is expressed in a very elegant way by referring to the notion of viewpoint entropy [Vázquez et al. 2001]. Viewpoint entropy refers to the amount of information contained in a scene that is actually conveyed by a given viewpoint of the scene. Automated computation then searches for viewpoints maximizing this entropy. A measure of entropy can be defined through the aggregation of a number of visual descriptors such as an object’s projected surface on the screen, its saliency, curvature, or silhouette. Interestingly, descriptors may also include more aesthetic properties related to photographic composition such as the quality of the layout on the screen, the visual weights of the targets or diagonal dominance.

A related problem is the one of computing a viewpoint that needs to satisfy a number of visual features (size of a target, position, orientation, or visibility). The early work of Blinn [1988] proposes an iterative formulation to positioning two targets on the screen, one of them at a specified distance to the camera and the other with a given orientation. Lately the technique was improved using an efficient algebraic formulation [Lino and Christie 2012]. However, both methods target very specific problems relying on the assumption of an exact two-target onscreen positioning task, and lack solutions for more complex problems.

Our work generalizes [Lino and Christie 2012] in that it removes the assumption on exact on-screen positioning; in our model, targets can be constrained to regions of the screen and it supports interaction for one or two targets. It also offers more expressive properties by defining ranges of accepted values for vantage angle, target size and framing. It finally includes a novel and more general search process.

When more properties are involved, or those properties cannot be expressed as algebraic relations (e.g. visibility), it is necessary to switch to optimization techniques. There is an extensive body of literature on optimization approaches which spans from Drucker [1994] to Ranon [2014]. Languages have been specified to define visual properties [Olivier et al. 1999; Ranon et al. 2010], and to express these properties in general purpose solvers [Drucker and Zeltzer 1994; Olivier et al. 1999] or dedicated solvers [Bares et al. 2000; Christie and Normand 2005; Ranon and Urli 2014]. While computational costs have been for a long time a central issue, recent techniques based on stochastic approaches (particle swarm optimization [Ranon and Urli 2014]) offer close to real-time perfor-

1Autodesk MotionBuilder® 2014, http://www.autodesk.com/products/motionbuilder/overview
Our contribution offers the advantage of through-the-lens manipulation control, few offer intuitive screen-space manipulation tools. Despite the range of tools to achieve manipulation tasks for the scene and the interface appears complex. While the level of control and possibilities of interaction are impressive, the control is only performed on the widget itself (not on the objects they represent). This arcball manipulation has been generalized to perform navigation over the surface of objects through techniques such as Hovercam [Khan et al. 2005], Isocam [Marton et al. 2014] or Shellcam [Boubekeur 2014].

These techniques however do not address the specific problem of composing shots. A sophisticated screen-space manipulation technique was proposed by Gleicher and Witkin [1992] with their Through-The-Lens camera control approach. By directly manipulating the objects’ locations on the screen (i.e. the projected positions of 3D points), the technique proposes to automatically recompute the camera parameters that satisfy the desired on-screen locations. The problem is expressed by minimizing an energy function between the actual and desired on-screen locations of objects. However when controlling two points on the screen, the problem is under-constrained; with three points, the problem only has two exact solutions – it is known as the P3P problem [Fischler and Bolles 1981]; and from four points, the problem is over-constrained and looks at minimizing the on-screen error. Though intuitive, the manipulation is difficult to use in practice for viewpoint manipulation tasks, since the procedure can sometimes produce incorrect images. Furthermore, the technique is limited to the manipulation of on-screen points only, an aspect later addressed by Courty and Marchand [2003] who expressed properties such as occlusion of targets, tracking of secondary objects or enforcement of textbook cinematographic trajectories.

Through the design of on-screen interactive widgets, multiple techniques have been proposed to ease the manipulation of the camera parameters. The IBar technique [Singh et al. 2004] proposes a perspective widget representation in which all the camera parameters can be controlled, and some of them in a simultaneous way. The interactions encompass camera-centric operations (pan, spin, zoom, dolly, rotate, center of projection) and object-centric operations that provides means for intuitive interactions such as changing the horizon or changing the vanishing points. The approach has been further enhanced in the Cubecam interface [Sudarsanam et al. 2009]. While the level of control and possibilities of interaction are impressive, the control is only performed on the widget itself (not on the scene) and the interface appears complex.

Despite the range of tools to achieve manipulation tasks for camera control, few offer intuitive screen-space manipulation tools. Our contribution offers the advantage of through-the-lens manipulation [Gleicher and Witkin 1992], the simultaneous control of camera parameters, the expressiveness of Cubecam [Sudarsanam et al. 2009], and the possibility to manipulate visual properties [Courty et al. 2003] while constraining others.

### 2.3 Camera path planning

The planning of camera paths naturally owes a lot to contributions in robotics. For example, Nieuwenhuisen and Overmars [2004] rely on probabilistic roadmaps [Kavraki, LE Lydia and Svestka, Petr and Latombe, Jean-Claude C and Overmars, Mark H. 1996] to construct rough camera paths joining an initial camera position to a final camera position. Their technique then smooths out the computed path and adds anticipation in the camera’s orientation during sharp turns. Probabilistic roadmaps have also been used to track virtual characters in 3D environments as in [Li and Cheng 2008]. Interestingly, the sampling process and the construction of the roadmap are performed on the local basis of the moving character, which ensures that the camera properly follows the target. The nodes and arcs in the roadmap are dynamically updated when collision with the environment occurs. Assa et al. [2008] propose an offline method based on the maximization, through a simulated annealing algorithm, of a viewpoint entropy (measuring how much of a single target’s motion project onto the screen) along time while ensuring the camera path smoothness in terms of speed, acceleration and change in orientation. Yeh et al. [2011] improve the viewpoint entropy, and the search efficiency by using multiple A*-based searches and a backtracking mechanism.

In addressing tasks such as tracking objects and performing transitions between viewpoints, Oskam et al. [2009] rely on a static sampling of the free space in a 3D environment using fixed-sized spheres in order to (i) precompute a visibility graph between every pairs of spheres and (ii) compute a roadmap by creating edges between connecting spheres. At runtime, the algorithm relies on the roadmap to select the viewpoint which offers the best visibility on a moving target, or to compute transitions between two targets by maximizing the visibility of one of them along the computed path.

In the specific context of virtual cinematography (see [Yeh et al. 2012]), Lino et al. [2010] proposes a technique based on the dynamic computation of spatial partitions around moving targets. Spatial partitions are tagged with semantic information from film textbooks including shot size (e.g. medium close up, medium shot, long shot) and shot angle (e.g. internal, external, apex). A roadmap is then constructed by connecting the spatial partitions.

In contrast, we propose an efficient viewpoint interpolation technique that maintains multiple visual properties along the path, and offers an intuitive control on how to perform this transition (in [Oskam et al. 2009; Lino et al. 2010] the process is fully automated).

### 3 The Toric space

The Toric space is an generalization of the 2D manifold representation [Lino and Christie 2012] to a 3-dimensional space represented as a triplet of Euler angles (α, θ, φ). One manifold corresponds to a 3D surface, generated by a constant angle α between a pair of targets (A, B) and the camera; such a surface is also parametrized by a pair of Euler angles (θ, φ) defining horizontal and vertical angles around targets. A target represents any 3D object for which we know its center position in 3D. The manifold is defined in a way that every camera positioned on this surface can view the center of targets A and B at user-defined proofread(exact) on-screen locations. However, this representation abstracts target objects as points and cannot address more evolved visual properties.
Our Toric space represents the whole set of manifolds that may be generated around a pair of targets \((A, B)\) without knowing their exact on-screen locations. This space is locally defined with relation to these targets (see Figure 2). Using such a representation, the conversion from a camera in its Toric representation \(C(x, y, z)\) to its Cartesian representation \(\alpha, \theta, \varphi\) is defined by the following algebraic relation:

\[
C = A + (q_\varphi \cdot q_0 \cdot AB) \sin(\alpha + \theta/2)
\]

where \(q_\varphi\) is the quaternion representing the rotation angle \(\varphi\) around vector \(AB\), \(q_0\) is the quaternion representing the rotation angle \(\theta/2\) around a vector \(t\) orthogonal to vector \(AB\) \((t\) is defined as pointing up as much as possible so that viewpoints verifying \(\varphi = 0\) are as close as possible to the eye-level of both targets). The last part of the equation represents the distance between the camera and the target \(A\).

This representation can be used in tasks such as automated viewpoint computation: it reduces the search space from 7D (a standard camera is represented by its 3D position, 3D rotation and field of view) to 4D (3D vector in the Toric space and field of view) for all classes of problems that involve viewing at least two targets on the screen (considering that different parts of a single object can be considered as different targets).

More importantly, the key visual properties in camera control such as a target’s on-screen positioning, on-screen size, vantage angle, or distance to camera can be expressed directly in the Toric space. We here provide an overview of how these properties are expressed in the Toric Space, as 1D or 2D solution sets. Note that more details on the computations can also be found in [Lino 2013].

### 3.1 On-screen positioning

One central problem is, given a field of view angle, to find the set of camera positions (position and orientation) satisfying the given on-screen positioning of targets. In contrast with [Lino and Christie 2012], we propose to use a soft definition of the framing of two targets \((A \text{ and } B)\), through their desired on-screen positions \((p_A \text{ and } p_B)\) and their accepted deviations from these positions \((s_A \text{ and } s_B)\) referred to as frames. In a practical way, each frame is defined as a 2D polygonal convex shape on the screen, within which the target should be projected. We first express the range of solution camera positions, then show how an appropriate camera orientation can be computed.

**Camera positions.** We build upon the solution of a simpler problem which considers two exact screen positions of \(A\) and \(B\) belonging to frames \(s_A\) and \(s_B\) respectively. This yields a specific angle between the camera and the targets \(A\) and \(B\) (i.e. a specific value \(\alpha\), for variable \(\alpha\) which defines a specific 2D manifold surface in the Toric space. We then use the pairwise combination of all edges from \(s_A\) and \(s_B\) to compute a set of accepted values \(\alpha_i\). We finally prune the domain of variable \(\alpha\) to a domain interval \(r_\alpha = [\alpha_{\min}, \alpha_{\max}]\) representing the hull enclosing all computed values of \(\alpha_i\). The expression of this framing constraint then corresponds to a horizontal strip in the plane \((\theta, \alpha)\), as shown in Figure 3. This solution interval on \(\alpha\) does not depend on the values of parameters \(\theta\) and \(\varphi\).

**Camera orientation.** Given the range of accepted camera positions, we now compute a proper camera orientation for a given position. The method we propose enforces a user-defined camera roll angle \(\psi\) while maintaining as much as possible the desired on-screen positioning of targets. If the roll is left free, canted angle shots (shots for which the horizon is oblique) are generated, which cause unease and disorientation. Instead, the user can specify the angle he desires in order to enforce canted shots or keep the roll at zero. Our computation is a 3-step process. First, we define a “look-at” camera orientation as a quaternion \(q_{\text{look}}\) computed from the pair of targets. Similar to the classical look-at definition, \(q_{\text{look}}\) is computed as a mean direction \(l\) from the camera position \(C\) to each target: \(l = \frac{1}{2} \left[ \frac{CA}{\|CA\|} + \frac{CB}{\|CB\|} \right]\)

Second, we compute a transformation rotation \(q_{\text{trans}}\) to apply to the camera; this aims at placing the screen projections of \(A\) and \(B\) as close as possible to their desired positions \(p_A\) and \(p_B\), respectively at the center of the regions \(s_A\) and \(s_B\). To do so, we define two points \(p_{M}(0, 0)\) the origin of the screen and \(p_{M}(x_M, y_M)\) the center point between \(p_A\) and \(p_B\). We then build two 3D vectors \(p_{0}^A\) and

![Figure 2: In the Toric space representation, a viewpoint is parametrized with a triplet of Euler angles \((\alpha, \theta, \varphi)\) defined around a pair of targets; \(\alpha\) defines the angle between the camera and both targets –it generates a manifold surface on which to position the camera-, \(\theta\) defines an horizontal angle around the targets and \(\varphi\) defines a vertical angle around the targets.](image)

![Figure 3: Constraining the projection of targets \(A\) and \(B\) on-screen convex shapes \(s_A\) and \(s_B\) reduces the domain of variable \(\alpha\) in the Toric space. The set of cameras which satisfy the framing constraint (white area) is then given by a horizontal strip \(\alpha \in [\alpha_{\min}, \alpha_{\max}]\) in the plane \((\theta, \alpha)\).](image)

![Figure 4: Solution sets (in white) corresponding to all camera positions within a range of distances to targets \(A\) and \(B\). (a) Solution pairs \((\alpha, \theta)\) for a distance to \(A\) within \([5, 10]\); each red curve corresponds to a bounding value of the interval of distance. (b) Solution pairs \((\alpha, \theta)\) for a distance to \(B\) within \([4, 8]\); each green curve corresponds to a bounding value of the interval of distance.](image)


\[ p_3^I = (0, 0, 1) \text{ and } p_3^M = \left( \frac{X_M}{S_x}, \frac{Y_M}{S_y}, 1 \right) \text{ scaled to unit length} \]

where \(S_x = \frac{\tan(\phi_x/2)}{2} \) and \(S_y = \frac{\tan(\phi_y/2)}{2} \). Values \(\phi_x, \phi_y\) are the horizontal and vertical camera field of view angles respectively. We then define \(q_{\text{trans}}\) as the rotation of angle \((p_3^I, p_3^M)\) around the axis \(m = p_3^M \times p_3^I\).

Third, we define a rotation \(q_\psi\) of angle \(\psi\) around the camera’s front direction; this represents the application of the desired roll angle \(\psi\) to the camera. The final camera orientation \(q\) is then expressed by

\[ q = q_\psi \cdot q_{\text{look}} \cdot (q_{\text{trans}})^{-1} \]

As a result, our method can be viewed as a generalization of the standard look-at operator, which integrates the on-screen positioning of targets. Knowing a given camera position \(C\) in the Toric space, the computation of the corresponding orientation is (i) algebraic – hence fast and deterministic–, and (ii) allows the enforcement of an input camera roll angle \(\psi\). This stands in contrast with previous techniques in automated viewpoint computation that constrain searching over the camera orientation parameters when trying to minimize the on-screen errors [Olivier et al. 1999; Ranon and Urti 2014].

3.2 Distance

The distance property represents the distance to ensure between a target and the camera. We consider that this distance is specified using an interval of accepted values \([d_{\text{min}}; d_{\text{max}}]\). Our objective is to derive the subset of camera positions in the Toric space that satisfy this constraint. This problem can be expressed as a 2D solution set in the plane \((\theta, \alpha)\). We detail the resolution for an exact distance to a target and we extend it to consider an interval of distances.

**Exact distance to \(A\).** Assuming that the distance to the target \(A\) must be exactly \(d_A\), a camera position satisfies this constraint if it verifies the equation

\[ \alpha = \arccos \left( \frac{d_A - \|AB\| \cdot \cos(\theta/2)}{\sqrt{d_A^2 + \|AB\|^2 - 2 \cdot \|AB\| \cdot d_A \cdot \cos(\theta/2)}} \right) \]  

(2)

The corresponding set of camera positions is displayed in red on Figure 4(a) for two distances \(d_A\) respectively defined at 5 and 10.

**Exact distance to \(B\).** Assuming that the distance to the target \(B\) must be exactly \(d_B\), there are here two possible cases: either \(d_B \leq \|AB\|\) or \(d_B > \|AB\|\). When \(d_B \leq \|AB\|\), the camera position should verify \(\theta \in [0, 2 \sin \left( \frac{d_B}{\|AB\|} \right)]\) (NB: in the particular case \(d_B = \|AB\|\) the upper bound, i.e. \(\pi\), is excluded). The camera position should also verify the equation

\[ \alpha = \frac{\pi}{2} \pm \arccos \left( \frac{\|AB\|}{d_B} \sin \left( \frac{\theta}{2} \right) \right) \]  

Similarly, when \(d_B > \|AB\|\), the camera position should verify the equation

\[ \alpha = \frac{\pi}{2} - \arccos \left( \frac{\|AB\|}{d_B} \sin \left( \frac{\theta}{2} \right) \right) \]  

(4)

The corresponding set of camera positions is displayed in green on Figure 4(b) for two distances \(d_B\) respectively defined at 5 and 10.

**Interval of accepted distance to \(A\).** To extend the distance specification to an interval \([d_A^{\text{min}}, d_A^{\text{max}}]\), we define the solution set as a function returning an interval on \(\alpha\) for every value of \(\theta\):

\[ I_\alpha^A(\theta) = [\alpha^{\text{min}}(\theta), \alpha^{\text{max}}(\theta)] \backslash \{0, \pi\} \]

where \(\alpha^{\text{min}}(\theta)\) (respectively \(\alpha^{\text{max}}(\theta)\)) is determined by replacing \(d_{\text{min}}\) (respectively \(d_{\text{max}}\)) in Equation 2.

**Interval of accepted distance to \(B\).** In a way similar to \(A\), to consider an interval of distance \([d_B^{\text{min}}, d_B^{\text{max}}]\), we define the solution set as the function:

\[ I_\alpha^B(\theta) = I_\alpha^A(\theta) - d_{\text{min}}^{\text{max}}(\theta) \]

where \(I_\alpha^B(\theta)\) (respectively \(I_\alpha^A(\theta)\)) is determined by replacing \(d_{\text{min}}\) (respectively \(d_{\text{max}}\)) in Equation 3 or 4.

Thus, when constraining the camera with intervals of distances to both \(A\) and \(B\), the set of solution positions is computed as the intersection of both intervals on \(\alpha\), for every value of \(\theta\) and \(\varphi\) (i.e. \(I_\alpha^A(\theta) \cap I_\alpha^B(\theta)\)). Interestingly, this computation does not depend on the value of the variable \(\varphi\).

3.3 Projected Size

The visual property related to projected size is defined as an interval \([s_{\text{min}}, s_{\text{max}}]\) of accepted screen areas (in terms of a percentage of the screen). The property can be easily expressed in the Toric space by rewriting the size constraint as a distance constraint. The drawback is that the target needs to be approximated by an enclosing sphere \(S\) of radius \(r\) (a solution used in a number of approaches [Christie and Languéon 2003; Olivier et al. 1999]).

Let’s first assume we have pre-computed a camera position and orientation for which the target is centered at the origin of the screen. In such a case, the on-screen projection of the target’s bounding sphere \(S\) is an ellipse which parameters \(a\) and \(b\) are computed as

\[ a = \frac{r \cdot S_x}{d} \quad \text{and} \quad b = \frac{r \cdot S_y}{d} \]

Here \(d\) represents the distance between the camera and the target. Given a target size \(s\) to reach, we can then determine the appropriate distance \(d\) to the camera:

\[ d = r \sqrt{\frac{\pi \cdot S_x \cdot S_y}{4s}} \]

(5)

Given a set of target sizes in the range \([s_{\text{min}}, s_{\text{max}}]\) we can then compute the corresponding distances \(d_{\text{min}}\) and \(d_{\text{max}}\), which correspond respectively to sizes \(s_{\text{max}}\) and \(s_{\text{min}}\), and rely on Equation 5 to determine the solution set in the Toric space.

3.4 Vantage angle

A vantage property corresponds to a relative angle around a target. For instance, if we want to see a target from the front with a high angle, one can express it as a desired direction vector from the target. The solutions to this explicit constraint are therefore half-line whose origin is the target and whose direction is the vector \(v\). By considering a possible deviation angle \(\gamma\) to this reference direction, the solution set corresponds to a vantage cone of directrix \(v\) and half-angle \(\gamma\). Solution cameras then belong to this cone. The intersection of this cone with the Toric space is in fact complex to compute. We can however derive this computation by computing the intersection of the cone with a Toric manifold surface (i.e. a
angle between the vector $\text{Toric representation}$ $(B)$ target $A$. The resolution is similar in case of a parabola or a hyperbola.

Let’s first introduce two additional angles: $\beta, \beta' \in [0, \pi]$. $\beta$ is the angle between the vector $AB$ and the vector $v_0$ whose origin is the target $A$ and destination is the camera $C$. In the same way, $\beta'$ is the angle between the vector $BA$ and the vector $v_0$ whose origin is the target $B$ and destination is the camera $C$. Using the inscribed angle theorem, there is the following algebraic relationship between the Toric representation $(\alpha, \theta, \varphi)$ and these two angles:

$$\theta = 2\beta = 2(\pi - \alpha - \beta') \quad (6)$$

The solution set is computed in a 2-stage process. Assuming that the constraint is on the target $A$, we first cast the vantage problem as a resolution on the plane $(\theta, \varphi)$. We then express the resulting solution set into the plane $(\theta, \varphi)$ by using the Equation 6. This process is the same for a constraint on target $B$, replacing $\beta$ with $\beta'$ in the formulas below.

**Resolution method for target $A$.** To determine the set of solutions for a vantage angle on $A$, we first introduce three planes $P^{\beta<\pi/2}$, $P^{\beta=\pi/2}$ and $P^{\beta>\pi/2}$. Each of them is a plane whose normal is the vector $AB$, and for which the signed distance to $A$ is respectively 1, 0, and $-1$. Each plane is built such that for a given vector $v$, starting from the target $A$, the half-line of direction $v$ will intersect only one of these planes: $P^{\beta<\pi/2}$ if the angle $\beta = \angle(AB,v)$ is lower than $\pi/2$, $P^{\beta=\pi/2}$ if $\beta$ equals exactly $\pi/2$, and $P^{\beta>\pi/2}$ if $\beta$ is greater than $\pi/2$.

We now tackle the problem of computing the intersection of a vantage cone of directrix $v$ and the set of Toric manifolds. To do so, we build upon the intersection of the vantage cone and of the three planes we introduced. Remember that the intersection of a cone and a plane is a conic section $C$. Consequently, we detect, then use, the appropriate equation of conic section to express the bounds of this intersection. Note that the intersection of the half-line of direction $v$ with the plane can be expressed in polar coordinates as a point $p(\rho, \varphi)$ with $\rho = \tan(\beta)$. Next, for each possible value of the parameter $\varphi$, we compute the interval of solution values for parameter $\beta$ (i.e. the set of points $p$ which belong to the conic section). This resolution is illustrated for the case of an ellipse in Figure 5.

To compute the bounds of this interval, we first use the intersection(s) $I(x, y)$ (in Cartesian coordinates) of the conic section $C$ (e.g. an ellipse) with a circle of radius $r = \tan(\beta)$. The upper and lower bounds of the solution interval $I_{\beta}(\varphi)$ are calculated by using the formula $\beta = \text{atan} \left( \frac{\sqrt{x^2 + y^2}}{N} \right)$. We finally cast the computed interval $I_{\beta}(\varphi)$ into an appropriate interval $I_{\alpha}(\varphi)$. In the case of a vantage angle property on $A$, we obtain $[\theta_{min}; \theta_{max}] = [2\beta_{min}; 2\beta_{max}]$. Examples of solutions, for various accepted deviations, are given in Figure 6.

**4 Efficient viewpoint computation**

Though no closed form solution has been found to date, the different visual properties we have defined present the benefit of efficiently pruning the Toric space. Relying on this feature, we propose a novel interval-based search algorithm which addresses the viewpoint computation problem (or virtual camera composition problem as defined in [Ranon and Urfi 2014]). It consists in searching for the best viewpoint that satisfies a set of visual properties. Our algorithm incrementally prunes the domains of variables $(\alpha, \theta, \varphi)$ from the visual properties, and the resulting intersection determines the area of consistent solutions. We compare the efficiency of our technique in terms of precision and computational cost with recent stochastic techniques.

**4.1 Combining Constraints**

Our pruning algorithm is comprised of four consecutive steps. In the first three steps, we sample the ranges of possible values on successively the variables $\varphi$, $\theta$, and $\alpha$ (to prune inconsistent viewpoints regarding the visual properties); these steps allow computing triplets $(\alpha_k, \theta_j, \varphi_i)$, all satisfying the specified visual properties. The last step consists in checking the targets’ visibility (to prune viewpoints with insufficient visibility) for each computed triplet. This sampling-based technique therefore computes a representative set of solution viewpoints.

To define the sampling rate, we use a predefined number $N$ of samples which we translate, at each step of the process, into a progressive sampling density computed to follow a uniform distribution of samples within the Toric space bounds (NB: the total volume of the Toric space is $2\pi^3$):

$$d_{\varphi} = 2 \sqrt{\frac{N}{2}}, \quad d_{\theta} = 4 \sqrt{\frac{N^2}{2}} \quad \text{and} \quad d_{\alpha} = N$$

These densities lead to a regular sampling distributed over all the intervals that are to be computed respectively in the first, second, and third step. The predefined number of samples can then be used to control the execution time of the solving process in situations where the time budget is limited (for instance, in Table 1(a), we
used around 60 and 380 samples to solve problems within a 5ms and 40ms time window respectively).

In the first step, the range $\mathcal{I}_\theta$ of possible values on the variable $\varphi$ is computed as

$$\mathcal{I}_\varphi = \mathcal{I}_\varphi^A \cap \mathcal{I}_\varphi^B$$

Practically, $\mathcal{I}_\varphi^A$ and $\mathcal{I}_\varphi^B$ represent the intervals related to possible vantage properties respectively defined on targets $A$ and $B$. By default, i.e. when no vantage property is formulated, these intervals are set to $[-\pi; +\pi]$. We regularly sample the interval $\mathcal{I}_\varphi$; this yields a number of values $\varphi_i$, used as inputs to the next step.

In the second step, the range $\mathcal{I}_\theta(\varphi_i)$ of possible values on the variable $\theta$ is computed as

$$\mathcal{I}_\theta(\varphi_i) = \mathcal{I}_\theta(\varphi_i) \cap \mathcal{I}_\theta(\varphi_i)$$

Practically, $\mathcal{I}_\theta(\varphi_i)$ is computed using the solution sets of the vantage angle properties, $\mathcal{I}_\theta^A(\varphi_i)$ and $\mathcal{I}_\theta^B(\varphi_i)$ respectively. We regularly sample the range $\mathcal{I}_\theta(\varphi_i)$; this yields a number of pairs $(\varphi_i, \theta_i)$, used as inputs to the next step.

In the third step, the range $\mathcal{I}_\alpha(\theta_i, \varphi_i)$ of possible values on the variable $\alpha$ is computed as follows. We first compute 3 ranges:

- $\mathcal{I}_\alpha^{OSP}$, which corresponds to the satisfaction of the on-screen positioning of both subjects (see Section 3.1);
- $\mathcal{I}_\alpha^{DIST}(\theta_i)$, which corresponds to the satisfaction of distance properties for both subjects (see Section 3.2);
- $\mathcal{I}_\alpha^{VANT}(\theta_i, \varphi_i)$, which corresponds to the satisfaction of vantage angles of both subjects (see Section 3.4).

From this, we compute the range $\mathcal{I}_\alpha(\theta_i, \varphi_i)$, which corresponds to the satisfaction of all the properties, as

$$\mathcal{I}_\alpha(\theta_i, \varphi_i) = \mathcal{I}_\alpha^{OSP} \cap \mathcal{I}_\alpha^{DIST}(\theta_i) \cap \mathcal{I}_\alpha^{VANT}(\varphi_i, \theta_i)$$

Therefore, the preceding steps provide a general way of computing solution triplets $(\alpha, \theta_i, \varphi_i)$, for which we can evaluate the visibility of targets. In addition, our algorithm provides a mean to check inconsistencies in each step of the application of the properties (e.g. unsolvable constraints, or conflicts between two or more constraints) that occur whenever the domain of a variable is empty (either through the pruning or the intersection process). We thus benefit from an effective way of providing feedback to the user when no satisfactory viewpoint can be computed, and providing a means of backtracking to address solvable sub-sets of constraints.

In the last step, for all triplets $(\alpha, \theta_i, \varphi_i)$, we compute the corresponding 7DOF camera configuration. Then, the visibility of each subject is evaluated by using a ray casting technique over an object-oriented bounding box representing the subject (we cast rays to the 8 corners and the center of the bounding box following recommendations in [Ranon and Urli 2014]). We finally either accept or discard the camera viewpoint depending on its satisfaction, which is defined with an interval of accepted visibility ratios on each subject (e.g. visibility set to [80%, 100%]). Note that in this step, one might use any other computation method, leaving the choice to use more accurate queries (though being expensive as demonstrated in [Ranon and Urli 2014]).

### 4.2 Comparison with existing techniques

We compare our technique with a recent contribution by Ranon and Urli [2014] that relies on Particle Swarm Optimization to compute viewpoints. Their paper provides a thorough comparison of different solving techniques as well as efficient heuristics, and represents to date the most advanced and general viewpoint computation technique. Our respective approaches are compared against three criteria: total computation time, degree of satisfaction of the visual properties, and variability in the satisfaction. This was greatly facilitated by the authors of [Ranon and Urli 2014] who made available their problem descriptions, software framework, and results.

To compare our methods in a thorough way, we considered the exact same descriptions of the problems (our viewpoint computation algorithm was integrated in their software framework). We then used the same time windows for both methods. In our case, we had to run a pre-computation step to determine the appropriate number $N$ of samples to use during our resolution that would best fit the allowed time window. We also used the same satisfaction functions to evaluate and select the best camera viewpoints (through a direct call to their library).

Table 1(a) shows the results on the 5 problems the authors defined with one and two targets (RoomsA, RoomsC, RoomsD, PapersOffice and CityC). The table shows that, for composition problems, our method obtains satisfactions similar to theirs, but offers a fair improvement over their technique in terms of computation time – the difference in performance ranging from 20% to 40%. Table 1(b) shows the results obtained on a more precise framing problem we defined: the two targets Giovanni and Matteo were framed...
in smaller screen regions and with smaller sizes (representing less than 10% of the screen) than all the other problems defined by Ranon and Urli [2014]. This case shows that as more and more precise on-screen positioning is requested, their approach fails to precisely satisfy the constraints. Our method outperforms their technique both in terms of satisfaction and search time. It also shows that our technique is not only efficient but also fairly robust since its output is deterministic in obvious contrast with stochastic techniques. The standard deviation in the satisfaction of properties obtained by Ranon and Urli [2014] is much higher when targeting precise compositions. This is due to the ability of our technique to precisely focus the search in areas that satisfy the constraints, rather than exploring larger regions of the search space where properties may not be satisfied.

As a result, our computation in the Toric space yields realtime results and, equally important, camera compositions of consistent quality.

5 Intuitive Image-space manipulation

Despite advances, the task of interactively manipulating viewpoints still faces a central challenge: operating the appropriate balance between freedom in control and user constraints. To address this challenge, we propose novel and intuitive camera manipulation tools, and demonstrate their benefits with a user study.

5.1 Screen-space manipulators

Our method takes advantage of our Toric space representation. We provide four screen-space manipulators: (i) Position, (ii) Size, (iii) Vantage, and (iv) Vertigo manipulators. Starting from an initial camera location \((\alpha_i, \theta_i, \varphi_i)\) around a pair of targets, the camera is interactively repositioned at a new position \((\alpha'_i, \theta'_i, \varphi'_i)\) to reflect the user’s on-screen manipulations (see Figure 7).

**Position manipulator:** The user manipulates one target’s on-screen position while the other target’s position is maintained (see Figure 7(a)). To re-position the camera, we first determine the new manifold surface on which to position the camera, i.e. the appropriate new parameter \(\alpha'_i\), from the new pair of targets’ screen positions; we do so by using the original formula proposed in [Lino and Christie 2012]. We then search for a new position \((\theta'_i, \varphi'_i)\) on this manifold surface that satisfies both (i) the new targets’ on-screen positions and (ii) a user specified roll angle \(\psi\) to generate horizon-...
A key challenge of viewpoint interpolation techniques is the effective control of the visual properties to be satisfied along the path. We believe that an effective viewpoint interpolation technique should (i) minimize the changes occurring in the image space and (ii) allow an easy control of both the camera motions and the framing along time. Taking advantage of our Toric space representation, we propose an effective and intuitive method to interpolate between key viewpoints, which takes inspiration from the classical...
key-framing process.

In the following we show how we interpolate between two viewpoints: a key viewpoint \( k^0 \) (with position \( p^0 \)), framing a pair of targets \((A, B)\) at time \( t^0 \), and a key viewpoint \( k^1 \) (with position \( p^1 \)), framing a pair of targets \((A', B')\) at time \( t^1 \). Pairs can be the same, share one target or be completely different. Our process can be repeated over successive key viewpoints to build a more complex camera path. Figure 11 illustrates the overall interpolation pipeline.

Our method is founded on the idea that, to perform an effective interpolation between two viewpoints, we need to (i) compute a first trajectory which maximizes the visual properties over targets \((A, B)\) between \( p^0 \) and \( p^1 \), (ii) compute a second trajectory which maximizes the visual properties over targets \((A', B')\) between \( p^0 \) and \( p^1 \), and (iii) offer an effective way of controlling when and how to perform an interpolation between these two trajectories, by separating the process of interpolating camera positions and camera orientations. Intuitively, we want to control, in position and in orientation, how long we maintain the framing on the first pair of targets, how long we maintain the framing on the second pair of targets and how we interpolate in-between.

The first trajectory \( \tau \) that links key-positions \( p^0 \) and \( p^1 \) is constructed by interpolating the respective visual properties related to the pair of targets \((A, B)\) between times \( t^0 \) and \( t^1 \) (i.e., how these properties should evolve between both camera positions). To do this, we express key-positions \( p^0 \) and \( p^1 \) as two Toric triplets \((\alpha^0, \theta^0, \phi^0)\) and \((\alpha^1, \theta^1, \phi^1)\) defined around the pair of targets \((A, B)\). For each target \( i \in \{A, B\} \) and each position \( j \in \{0, 1\} \), we extract a visual feature vector of the form \((\alpha^j_i, v^j_i, d^j_i)\); \( v^j_i \) is the unit vantage vector between the target \( i \) and camera position \( j \), and \( d^j_i \) is the distance between the target \( i \) and camera position \( j \). For a given ratio \( x \in [0; 1]\), we interpolate each feature separately and linearly with \( x \). We then define \( F(x) \) providing an interpolated camera position around the pair of targets. Practically, \( F \) is computed as follows. For each target \( i \), we compute the intersection point \( I^x_i(\alpha^0_i, \theta^0_i, \phi^0_i) \) of its interpolated vantage vector \( v^x_i \) with the manifold surface generated by the interpolated angle \( \alpha^x \); we also compute the distance \( d^x_i \) between this intersection point and the target \( i \). We then define \( F \) as a trade-off on camera positions which reflects the interpolated visual features on both targets. Practically, the interpolated position on the path is computed as

\[
F(A, B)(x) = \frac{1}{2} \left[ A + B + \sum_{i \in \{A, B\}} v^x_i \cdot \frac{d^x_i + d^x_i \cdot \lambda^x_i}{1 + \lambda^x_i} \right]
\]

where \( \lambda^x_i \) is a scaling factor that avoids giving too much importance to \( d^x_i \) when the enforcement of the screen positioning is not possible (typically when the camera crosses the line-of-interest \((AB)\)); this factor is computed as a sinusoid taking as input the angle between the vantage vector \( v^x_i \) and the line \((AB)\) separating the two targets. Figure 10 illustrates this first interpolation process.

The second trajectory \( \tau' \) is computed in a similar way, linking key-positions \( p^0 \) and \( p^1 \) by interpolating the respective visual properties related to targets \((A', B')\) between times \( t^0 \) and \( t^1 \).

Controlling the camera motion along time. We now have two camera paths \( \tau \) and \( \tau' \) between the two same camera positions. Each path minimizes the change over visual properties of a given pair of targets. We then combine these two paths along time, through a non-linear interpolation function \( g_p(t) \) (with \( t \in [t^0; t^1] \)) defined over time and returning a value \( x \in [0; 1] \) - \( g_p \) is defined so that \( g_p(t^0) = 0 \) and \( g_p(t^1) = 1 \). The final interpolated camera position \( p(t) \) at time \( t \) is given by the formula

\[
p(t) = F(A, B)(g_p(t)) \cdot (1 - g_p(t)) + F(A', B')(g_p(t)) \cdot g_p(t)
\]

This function aims at controlling when and how the camera moves between both viewpoints (see Figure 11(c)).

Controlling the framing along time. Unlike classical interpolation methods, we interpolate camera orientations along time not in terms of low-level rotations but in terms of how to frame targets. For a given camera position computed by the previous step, we compute the two camera orientations \( q_1(A, B) \) and \( q_1(A', B') \) which respectively enforce the framing of the first and second pair of targets at time \( t \); these orientations are computed by using the formula given in Equation 1. In a way similar to the position, we combine these two orientations along time through a non-linear interpolation function \( q_f(t) \) (defined similarly to \( g_p(t) \)). The final interpolated camera orientation \( q(t) \) at time \( t \) is given by the formula

\[
q(t) = q_1(A, B)(1 - g_p(t)) + q_1(A', B')g_p(t)
\]

This function aims at controlling when and how the camera moves between both framings (see Figure 11(c)).

Tuning the camera viewpoint along time. In our model, both functions \( g_p \) and \( g_f \) are parameterized by (i) the pair of key-views \( k^0 \) and \( k^1 \), (ii) the number of static frames following \( t^0 \), during which the properties of viewpoint \( k^0 \) (either in position or in framing) are enforced, (iii) the number of static frames preceding \( t^1 \), during which the properties of viewpoint \( k^1 \) are enforced. These functions also rely on default ease-in and ease-out functions, that allow to specify how much the camera will accelerate or decelerate between viewpoints \( k^0 \) and \( k^1 \). This model allows an intuitive and efficient control of the timing of the interpolation and the speed of the camera in terms of both position and framing. Figure 11 illustrates how, using our interpolation method, both the camera motion and framing can be parametrized and tuned through very few controllers.

To illustrate the power of our interpolation method, we extracted 7 key viewpoints from the shots of a scene of the original movie *Back to the future* (R. Zemeckis, 1985). We reproduced these shots
by using our interactive viewpoint manipulation tool. We then constructed a long take (or plan-sequence) of that scene, reproducing the viewpoints of the original shots, while enforcing smooth camera movements between viewpoints (see accompanying videos). The generated camera path is also displayed in Figure 1(d). A second and more complex motion was generated with 15 key viewpoints and without any other manipulation that controlling the time spent in each viewpoint. Given the low number of inputs, the generated result is a considerable improvement on standard interpolation techniques (see accompanying videos).

In terms of computational cost, the technique spends an average of 2ms per second of a movie at 30fps (91ms for a 7 key viewpoints sequence of 45 seconds, and 160ms for a 15 key viewpoints sequence of 80 seconds). This is due to the fact that the camera trajectories are all constructed using algebraic computations.

7 Discussion

An aspect that is only partially addressed in this contribution is the visibility of targets. While interpolating camera paths or during interactive manipulations, we do not check for visibility. In the tasks we address, this has not been pointed out as an issue by our users.

Though, visibility could be handled directly in the Toric space by computing and intersecting a visibility map (computed with ray cast or hardware rendering techniques) with the set of Toric manifolds; expressing such a constraint in our Toric space in an efficient way is a challenging problem and is our next objective.

While expressive, our viewpoint manipulation technique is limited to handling two targets at a time. One can however interactively change the targets to easily create layouts involving three or more targets. In such case, the user selects two targets on which to perform manipulations, then changes one or two of the targets and continues the interaction in a seamless way. Furthermore, the user is not restricted to interacting with targets that fully appear on the screen; by using an extended frame that displays off-screen or partially off-screen targets, one can easily create viewpoints where targets are vertically cut by the frame (e.g. in over-the-shoulder shots).

In a similar way, our viewpoint computation method is limited to the case of two targets. In case of a single target, it simply reduces to choosing a pair of points on the target. Our viewpoint computation tool could also handle over-constrained cases considering three or more targets. In the case of three or more targets, our methods could also be adapted. By expressing such a problem as a set of two-target problems, one could derive a method that computes viewpoints which solves a first two-target sub-problem, then incrementally checks other constraints satisfaction. A more elegant solution would however require new research.

Finally, our viewpoint interpolation model enables the creation of camera motions that target minimizing changes on the on-screen layout (e.g. dolly-in, dolly-out, arcing around targets, or following targets). It enables the construction of complex cinematographic motions such as long-takes or trackings of characters which require many efforts when manually crafted. On the other hand, for some other, often linear-shaped, camera motions such as travelling, new results are required to express such paths in the Toric Space.

8 Conclusion

In this paper, we have introduced a novel camera viewpoint representation. The central benefit of our Toric space representation is its compact nature: any viewpoint computation problem that involves at least two targets can be expressed with a triplet of variables $(\alpha, \theta, \varphi)$. It casts simple camera optimization problems mostly conducted in a 7DOF space into a search inside a 4DOF space.

Our Toric space representation thus provides as really powerful means on which to build high-level and efficient camera control techniques.

We have provided the algebraic expression, in the Toric space, of most classical visual properties employed in the literature. Coupled with an interval-based resolution algorithm, we have then proposed a very efficient viewpoint computation technique, that performs better than the existing state of the art techniques both in terms of computation time and consistent production of desirable viewpoints.

Building upon our Toric space representation, we have proposed intuitive viewpoint manipulators controlling the visual result directly in screen space. The combination of these manipulators shows strong benefits in the task of crafting viewpoints and is easier to use for beginners. We consequently believe this screen-space manipulation tool has the potential to be directly integrated in commercial 3D modelers.

Finally, we provided an effective camera motion planning algorithm which allows an intuitive and efficient interpolation between camera viewpoints, through very few operations. The benefit of our technique is that it enables an easy control of both the camera...
motion and the camera framing along time, and that the generated paths preserve visual properties along time.
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