Image processing techniques to estimate weight and morphological parameters for selected wheat refractions
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The geometric and color features of agricultural material along with related physical properties are critical to characterize and express its physical quality. The experiments were conducted to classify the physical characteristics like size, shape, color and texture and then workout the relationship between manual observations and using image processing techniques for weight and volume of the four wheat refractions i.e. sound, damaged, shriveled and broken grains of wheat variety PBW 725. A flatbed scanner was used to acquire the images and digital image processing method was used to process the images and output of image analysis was compared with the actual measurements data using digital vernier caliper. A linear relationship was observed between the axial dimensions of refractions between manual measurement and image processing method with $R^2$ in the range of 0.798–0.947. The individual kernel weight and thousand grain weight of the refractions were observed to be in the range of 0.021–0.045 and 12.56–46.32 g respectively. Another linear relationship was found between individual kernel weight and projected area estimated using image processing methodology with $R^2$ in the range of 0.841–0.920. The sphericity of the refractions varied in the range of 0.52–0.71. Analyses of the captured images suggest ellipsoid shape with convex geometry while the same observation was recorded by physical measurements also. A linear relationship was observed between the volume of refractions derived from measured dimensions and calculated from image with $R^2$ in the range of 0.845–0.945. Various color and grey level co-variance matrix texture features were extracted from acquired images using the open-source Python programming language and OpenCV library which can exploit different machine and deep learning algorithms to properly classify these refractions.

Image processing techniques are being used in the area of post harvest handling of agricultural produce for ensuring quality and hygiene of raw and processed food fit for human consumption. The four selected physical characteristics are vital parameter in assessing the quality of food. The consumer demands the agricultural produce to be of uniform size, characteristic shape and identical size. A clear, fully mature and undamaged kernel appearance is regarded as first index of good quality produce.

Computer vision technology has immense potential to use characteristics like size, shape, color and texture attributes from digital images to characterize the agricultural produce. Wheat (Triticum aestivum L.) is an important cereal crop. The storage and milling operations have a distinct effect on quality of grains. The proper inspection and classification of good quality grains is of great importance. The varieties, quality and purity inspection of grains are more difficult and complicated. In present grain handling and milling system, types of grain and quality is mostly visually assessed. This evaluation process is tedious and not fully reliable. The grain assessment with manual methods are challenging even for trained people. The main difficulty arise in the training of these evaluators. Also, the time required for quality evaluation of these grains is comparatively higher, which thwarting quick decision making and large-scale evaluation. Grain quality pricing depends on quality indices based on end-use requirements. The physical characteristics such as size, shape, color and texture play an important role in expressing grain quality along with classifying kernels into damaged, discoloured and infested kernels1. The use of computer vision is already common in many areas such as image recognition patterns, product quality analysis, fault prediction models and fraud detection2.

Department of Processing and Food Engineering, Punjab Agricultural University, Ludhiana, Punjab, India. *email: mail2rohit704@gmail.com
Many researchers have developed methods to elucidate varietal dissimilarities in grains using machine vision systems based on seed size and colour characteristics of the sample. These techniques have been used to identify and classify food grains based on kernel variety, type, refractions and insect infestation. A classification methodology was given to segregate kernels like wheat, oats and rye based on color and texture parameters.

A rapid assessment of head rice yield based on computer vision systems (CVS) as a tool was conducted. The relationships describing the whiteness of milled rice was presented that can improve rice quality. In another study, the bran layer area on surface of rice was determined the using digital image analysis. Some studies have also showed various techniques to classify products as different grades based on kernel size and shape variations.

The rice kernels were classified into short, long, slender, round and bold grades using a support vector machine classifier using variations in length, width and its ratio of individual seeds as the classification criteria. Based on relative differences in kernel sizes, the proposed technique could also differentiate head rice from broken and brewers. In another study, the visual grading of soybean was described using image analysis techniques taking size uniformity as the classification criteria. Few studies have been carried out to identify whole and broken fractions in wheat, rice, corn and soybeans. Additionally, a method was developed to detect the presence of fissures in rice kernels using machine vision and image processing that would result in lesser head rice yields during milling. Few researchers studied the effect of changing imaging backgrounds (mostly white and black) for better object identification. A classification criteria for barley, wheat and rice was developed based on grain shape variations for better pattern recognition using image processing. Some studies were conducted based on variations in kernel colour to differentiate between different pulses. The accuracies of varietal classification have been reported as high as 99%; with process time in few seconds. However, it is well known seed colour changes in certain lentils due to oxidation reactions. Therefore colour as the sole feature would not provide accurate classification for pattern recognition. Many studies have been reported for varietal classifications of grains with high accuracies by extracting morphological, colour and textural features and their combinations. The combination of colour, morphological and textural features were used for classification of dockage and foreign matter. A classification methodology was reported for insect damaged wheat kernels identification in bulk along with identification of adult insect pests using captured images. Some studies suggested use of variations in colour space to identify discoloured and chalky kernels by machine vision systems. A classification model was developed to identify fungal damages in soybean kernels based on multivariate discriminant analysis was developed using Red, Green, Blue (RGB) color space with acceptable levels of accuracy. A handheld device was developed for classification of Indian basmati rice into healthy and discoloured kernels. Further, a methodology was proposed for identifying maturity by studying variations in colour of paddy using RGB colour space features as the classification criteria. The current study is based on extracting quantifiable information from the digital images for different quality refractions of wheat grains with the use of digital images.

The weight, geometric and color parameters of kernels are an important parameter for assessment of quality of grains. The present study focuses on to estimate weight, geometric and color parameters of different refractions of wheat through image process techniques and to develop relationship between the images and the physical parameters of these refractions.

Materials and methods

The samples of wheat variety PBW 725 were collected from Punjab Agricultural University, Ludhiana experimental fields. The procedures adopted in study are in compliance with Indian Standard IS 4333 Part 1(1996) guidelines. The kernels were grouped into four categories such as sound grains, damaged grains, shriveled grains and broken grains. The randomly selected one hundred kernels from each category were manually placed on the scanner. The images are acquired using a flatbed scanner model Canon scan 5600F with CCD 6-line color with with white fluorescent light source. All the captured images were of 24-bit color format at 200 dots per inch (dpi) resolution. Black background was used for all the images as it gives more contrast to wheat color and nullify the shadow effect. The images were saved as non compressible bitmap images (bmp format). The computer algorithm was developed using open-source Python language and OpenCV library to extract size, shape, color and textural parameters for each kernel (Fig. 1). First, the color picture (BGR format) was converted into three 8-bit grayscale images i.e. blue, green and red bands. After applying the low pass Gaussian filter of 5 × 5 kernel size for removing small discrepancies in the image, the combined thresholding algorithm of binary and Otsu operator was applied to perform the background segmentation using opencv threshold function with combined flag of binary and OTSU thresholding techniques. It is an automatic thresholding technique developed to segment the desired object from background image, i.e., whole sound wheat grain in this case. For other refractions i.e. damaged, shriveled and broken grains, the binary thresholding algorithm was used to background segmentation. The threshold value is selected based on the results of the histogram analysis and, was invariable for the same environment conditions. The threshold values of pixels was calculated using equation given below for damaged, shriveled and broken grains refractions (dominated the area of gray levels) less than 37, 74 and 35 respectively for proper segmentation and took the shape of normal distribution. The next process involves using a mask and bitwise operation over all the other pixels that do not lie in our described range of pixels.

\[
dst(x, y) = \begin{cases} 
\text{maxval} & \text{if } src(x, y) > \text{thresh} \\
0 & \text{otherwise} 
\end{cases}
\]

where src(x,y) and dst(x,y) refers to the intensity of pixels(x,y) of source and destination images respectively. Later, edge detection of each kernel was accomplished by detecting contours for each binary image of grain using OpenCV CHAIN_APPROX_NONE function for non compression of pixels and stores all boundary points. The size, shape, color and texture features were extracted from each contour(cnt) and the whole data was saved in csv/html file. For the other dimensional measurement of extracted image, the minimum bounding rectangle
The minimum bounding rectangle (MBR) of each contour was determined. The MBR (ferret diameter) is the minimum rectangle with the smallest area which encloses desired contour. Two dimensional measurement of the kernels are taken as width and height of the MBR in this study.

The computer algorithm was programmed in Python programming language version 3.7 using the OpenCV 4, Numpy, Scikit-Image and Scipy scientific computing libraries. OpenCV image processing library was used for reading and pre-processing of images, color space conversions and image features extraction based on size, shape and color. Scipy image processing library was used in extracting statistical features like mean, standard deviation, skewness and kurtosis from the images. Scikit-Image image processing library was used for the extraction of Gray-level co-occurrence matrix features (GLCM texture features) from the images. All algorithm development steps and experiments were conducted on a personal computer (Intel Core 2 Duo i7 2.70 GHz with 6 Gbytes of RAM).

The physical properties like axial dimensions, equivalent diameter, sphericity, roundness and weight of each kernel were estimated. Weight of each kernel was measured using a sensitive electronic weighing scale (Citizen CY220, USA) with an accuracy of 0.001 g. A digital vernier caliper (make Mitutoyo) having 0.01 mm least count was used to determine the axial dimensions of each kernel.

The arithmetic mean diameter ($D_a$) and geometric mean diameter ($D_g$) of the kernels has been calculated by considering spherical shape for a grain:

\[
D_a = \frac{(L + W + T)}{3}
\]

\[
D_g = (L \times W \times T)^{1/3}
\]

where: $L$, $W$, $T$ are length, width and thickness of the sample (mm) respectively.

The sphericity ($Sp$) can be described as the ratio geometric mean diameter to major dimension of sphere kernels; while roundness indicates the sharpness of the corners to detect spherical, oblate, regular and oblong shapes was determined using following formulas:

\[
Sphericity = \frac{\text{Geometric mean dia}(D_g)}{\text{Major dimension}}
\]

\[
Roundness \quad ratio = \frac{L}{\sqrt{W \times T}}
\]
Thousand grains weight was computed by weighing 100 kernels using electronic weighing scale (Citizen CY220, USA) with least count 0.001 and then estimated mass of 1000 kernels by factor of 10. This is usually denoted by gm per 1000 kernels\(^46,47\).

The surface area is one of the significant physical properties of the kernels and can be related to respiration rate, colour evaluation and heat transfer studies in heating and cooling processes. It was calculated by the following relation\(^48\).

\[
Sa = \frac{\pi BL^3}{2L - B}
\]

(6)

\[
B = (W \times T)^{1/2}
\]

(7)

where, \(Sa\) is surface area in mm\(^2\) and \(B\) is lateral geometric mean diameter.

The principle dimensions of length and width were used to calculate the volume of the different kernels considering them prolate and oblate spheroid. The following formulas were used in its calculations

\[
\text{Volume of prolate spheroid} = \frac{4}{3} \pi \times L \times W^2 \text{ mm}^3
\]

(8)

\[
\text{Volume of oblate spheroid} = \frac{4}{3} \pi \times L^2 \times W \text{ mm}^3
\]

(9)

The shape of the kernels was also estimated using aspect and ellipsoid ratios. Aspect ratio (A.R.) and Ellipsoid ratio (E.R.) has been defined\(^49,50\) as:

\[
\text{A.R.} = \frac{a}{b}, (\text{A.R.} \geq 1.0)
\]

(10)

\[
\text{E.R.} = \frac{b}{c}, (\text{E.R.} \geq 1.0)
\]

(11)

where \(a\), \(b\), \(c\) are major, intermediate and minor diameters, respectively (mm).

**Feature extraction using image processing.** A total of 30 features related to size and shape (15 features), color (9 features) and texture (6 features) of the selected kernels has been estimated using the python software. A list of extracted features using OpenCV library has been given in Table 1. All the functions in the library are loaded into the algorithm using ‘cv2’ command. A flow diagram for features extraction from acquired images is given in Fig. 2. One hundred segmented images of each refractions extracted using image processing software are shown in Fig. 3.

**Size and shape estimation.** One hundred kernels from each refraction i.e. sound grains, damaged grains, shriveled grains and broken grains having different sizes were chosen from a given lot based on its visual appearance. The shape of the selected kernels and its size has been computed using the open-source Python software. The parameters relating the size and shape of the object were broadly selected to describe the geometric make up of the kernels. The features like minimum bounding rectangle (MBR), area (\(A\)), perimeter (\(P\)), solidity, minor diameter (\(m\)), major diameter (\(M\)) were estimated from the image analysis. These features were extracted using different functions available in OpenCV library (Table 1). The derived features from the image analysis is given in Table 2. The brief explanation of these parameters is as follows:

**Area.** It is the calibrated area of the image. It is measured as number of pixels in the image and it is converted into the mm\(^2\) by multiplying with a calibration factor. The calibration factor was calculated on the basis of scanning resolution of 200 dpi.

**Major and minor axis.** Major and minor axis of minimum bounding rectangle (MBR) in pixels which is converted into mm using calibration factor.

**Volume.** Volume of the kernels is worked out using major and minor axis derived from formula for prolate and oblate spheroid objects.
Bounding rectangle fill. It signifies how much an image shape matches to a rectangular pattern. It is expressed as the ratio of pixel count of filled MBR to the calibrated area of image worked out by multiplying the height and width of the image. Its value is one for a completely rectangular shape.

Bounding rectangle to perimeter. It is the ratio of perimeter of region of interest of image to the perimeter of bounding rectangle. For convex shape, the interior angle between the outline is always less than 180 degree and its value is one.

Figure 2. Flow diagram for features extraction from acquired images.

Figure 3. Segmented images of wheat refractions (a) sound grains, (b) damaged grains, (c) shriveled grains, (d) broken grains.
Solidity is the ratio of contour area to its convex hull area. The convex hull area is the smallest possible set of pixels enclosing the shape. The solidity value varies from 0 to 1.

Equivalent diameter or Feret diameter of a circular object has the same area as the computed kernels.

Circulation factor is expressed as diameter of the circle with a perimeter equal to the perimeter of the kernel.

Compactness. It is the ratio of area of object to the area of square. It describes the resemblance of the object to square shape. When the seed is a circle, compactness is equal to 1, for a square seed, it is (π/4 = 0.78) and as the value approaches zero, it indicates an increasingly elongated polygon.

Elongation refers to the difference between the lengths of the major and minor axes of the best fit ellipse divided by the sum of lengths. It is zero for circle and one for long and narrow ellipse.

Aspect ratio. It is the ratio of the height to its width inside MBR. The log_{10} of this ratio gives symmetric measure of aspect ratio.

### Color and texture estimation

The color analysis was carried out for each kernel. The 24-bit captured images are processed in open-source Python image processing software. All the images were imported into python Integrated Development Environment (IDE) as a three dimensional array with size [x, y, 3] (where x denotes rows, y denotes columns and 3 denote the red, green and blue channels). For each category of refractive indices, red (R), green (G), and blue (B) color densities were extracted by OpenCV library using python language. All the three channels consists of two-dimensional array with the size of ‘x’ rows and ‘y’ columns. Since the imported files are of 24-bit color images, all the three separated channels would be 8-bit grayscale images with the integer values ranging between 0 and 255. H, S and V channels were also separated by converting the original RGB image to HSV image using cv2.cvtColor() function. The six GLCM texture features were obtained using functions greycomatrix() and greycoprops() from skimage library.

### Table 2. Size and shape derived features from image analysis.

| Derived feature                     | Equation used        |
|-------------------------------------|----------------------|
| Boundary rectangle fill (extent)    | Pixel count          |
| Bounding rectangle to perimeter     | Perimeter            |
| Equivalent diameter (Feret diameter)| \(2\sqrt{\pi \frac{A}{\pi}}\) |
| Circulation factor                  | \(P/\pi\)            |
| Compactness                         | \(2\pi A / P^2\)     |
| Elongation                          | \(M - m / P\)        |
| Aspect ratio                         | L/B                  |
| Ratio of surface area to cubic volume| \(A/M^3\)           |

### Table 3. Color features extracted from image analysis. The cv2.mean function returns the mean red(R), green(G), blue(B) channel in BGR format. All three mean colors are retrieved by converting function values into using numpy array function(np.array). HSV values were obtained from BGR image by using cv2.cvtColor() function. The six GLCM texture features were obtained using functions greycomatrix() and greycoprops() from skimage library.

| Feature extracted                              | Function used                                           |
|-----------------------------------------------|---------------------------------------------------------|
| Mean red, mean green and mean blue channels    | np.array(cv2.mean())                                    |
| Normalized red–green differential index (NDI_{rg}) | \(|\frac{R - G}{R + G}|\)                             |
| Normalized red–blue differential index (NDI_{rb}) | \(|\frac{R - B}{R + B}|\)                             |
| Normalized green–blue differential index (NDI_{gb}) | \(|\frac{G - B}{G + B}|\)                             |
| Hue, saturation and value (HSV)                | cv2.cvtColor(bgr image, cv2.COLOR_BGR2HSV)             |
| GLCM texture features                          | greycomatrix() and greycoprops()                        |
Results and discussion

Physical characteristics of the selected refractions. A perusal of the Table 5 indicates the important axial dimensions of the selected refractions of wheat. The three average axial dimensions vary between 4.91 and 6.20 mm lengthwise, 2.47–3.43 mm width wise and 2.24–2.87 mm thickness wise. All the refractions are geometrically convex with both aspect ratio and ellipsoid ratio more than one and can be best described as ellipsoid shaped rather than sphere. The values of ratios \( \frac{L_{avg}}{T_{avg}} \) and \( \frac{W_{avg}}{T_{avg}} \) more than one indicate scalene type of ellipsoid.

The other physical characteristics describing weight and shape features of the refractions have been presented in the Table 6. The thousand grain weight of the selected refractions varies between 12.56 and 46.32 g. The roundness ratio and sphericity values indicate the ellipsoid shape of all the refractions. The average single kernel weight of the refractions varied from 0.021 to 0.045 g. The information regarding the surface area and

| Feature extracted | Function used |
|-------------------|---------------|
| Contrast          | \( \sum_{(i,j,d)} P_{ij}(i-j)^2 \) |
| Dissimilarity     | \( \sum_{(i,j,d)} P_{ij}|i-j| \) |
| Homogeneity       | \( \frac{\sum_{(i,j,d)} P_{ij}}{1} \) |
| Angular second moment (ASM) | \( \sqrt{ASM} \) |
| Energy            | \( \sum_{(i,j,d)} P_{ij} \) |
| Correlation       | \( \frac{\sum_{(i,j,d)} P_{ij} - \mu_i \mu_j}{\sigma_i^2 \sigma_j^2} \) |

Table 4. GLCM Texture features extracted from image analysis. Where \( P_{ij,d,theta} \) is an 4-D ndarray grey level co-occurrence matrix and represents a histogram of co-occurring greyscale values at a given offset over an image. The \( P \) value represents a matrix with value number of times that grey-level \( j \) occurs at a distance \( d \) and at an angle \( theta \) from grey-level \( i \). The syntax for function greycomatrix, \( P_{ij,d,theta} = \text{skimage.feature.texture.greycopmatrix}(image, \text{distances}, \text{angles}, \text{levels} = 256, \text{symmetric} = \text{false}, \text{normed} = \text{false}). \)

Table 5. Axial dimensions of different grain fractions of selected wheat variety (n = 100).

| Characteristics | Sound grain | Damaged grain | Shriveled grain | Broken grain |
|-----------------|-------------|---------------|----------------|--------------|
| Avg. length (L_{avg}) | 6.2 ± 0.65  | 5.82 ± 2.04   | 5.62 ± 1.15    | 4.91 ± 2.45  |
| Avg. width (W_{avg}) | 3.43 ± 0.43 | 3.04 ± 1.58   | 2.47 ± 1.07    | 3.16 ± 1.21  |
| Avg. thickness (T_{avg}) | 2.87 ± 0.41 | 2.57 ± 1.5    | 2.24 ± 0.8     | 2.59 ± 0.94  |
| Geometrical mean (D_{g}) | 3.94 ± 0.43 | 3.56 ± 1.57   | 3.24 ± 0.95    | 3.4 ± 1.03   |
| Arithmetic mean (D_{a}) | 4.17 ± 0.42 | 3.81 ± 1.54   | 3.64 ± 0.88    | 3.55 ± 1.05  |
| Lateral geometric mean (D_{l}) | 3.14 ± 0.4   | 2.79 ± 1.51   | 2.35 ± 0.86    | 2.86 ± 1.03  |
| L_{avg}/W_{avg} (aspect ratio) | 1.81 ± 0.28  | 1.97 ± 1.47   | 2.56 ± 0.74    | 1.58 ± 1.41  |
| T_{avg}/W_{avg} (ellipsoid ratio) | 2.16 ± 0.31  | 2.36 ± 2.12   | 2.79 ± 0.84    | 1.94 ± 1.96  |
| L_{avg}/D_{g} | 1.58 ± 0.17  | 1.66 ± 0.83   | 1.92 ± 0.34    | 1.44 ± 0.82  |
| W_{avg}/T_{avg} (ellipsoid ratio) | 1.2 ± 0.15   | 1.2 ± 0.65    | 1.1 ± 0.48     | 1.23 ± 0.17  |

Table 6. Physical characteristics of different grain fractions of selected wheat variety (n = 100).

| Characteristics | Sound grain | Damaged grain | Shriveled grain | Broken grain |
|-----------------|-------------|---------------|----------------|--------------|
| Sphericity      | 0.64 ± 0.08 | 0.61 ± 0.21   | 0.52 ± 0.11    | 0.71 ± 0.27  |
| Roundness ratio | 1.96 ± 0.3  | 2.15 ± 1.77   | 2.67 ± 0.69    | 1.75 ± 1.66  |
| Individual kernel weight (g) | 0.045 ± 0.01 | 0.036 ± 0.03 | 0.022 ± 0.03 | 0.021 ± 0.03  |
| Surface area of prolate spheroid (Sp), mm² | 232.54 ± 47.7 | 194.06 ± 119.23 | 161.6 ± 96.65 | 175.3 ± 104.98 |
| Surface area of oblate spheroid (So), mm² | 348.83 ± 69.23 | 302.99 ± 177.18 | 311.36 ± 122.03 | 240.58 ± 178.82 |
| Volume of prolate spheroid (Vp), mm³ | 307.67 ± 91.19 | 236.86 ± 192.02 | 163.46 ± 180.38 | 210.19 ± 201 |
| Volume of oblate spheroid (Vo), mm³ | 555.28 ± 157.59 | 445.27 ± 327.91 | 407.56 ± 316.64 | 334.7 ± 390.7 |
| Volume of ellipsoid (Ve), mm³ | 256.64 ± 75.89 | 200.58 ± 167.36 | 146.83 ± 161.51 | 171.85 ± 172.82 |
| Thousand grain weight (g) | 46.32 | 35.64 | 23.9 | 12.56 |
The volume of prolate and oblate spheroid shape is very important in differentiating and classification of different types of kernel refractions.

**Characteristics of size and shape of wheat refractions by image processing.** The relationship between the length and width of selected refractions and the number of pixels as obtained from the image analysis is linear with $R^2$ in the range of 0.81–0.95 and 0.80–0.92 respectively (Figs. 4, 5). Hence the images of refractions acquired with flatbed scanner at 200 dpi resolution can be used. The important parameters describing the shape and size of the refractions through its image are presented in Table 7. The Bounding rectangle fill and bounding rectangle to perimeter indicate that the calibrated area of the image may be considered as out bulging type shape without any indent i.e., convex geometry with resemblance to rectangle by 73–78%. The compactness values for the refractions lie in the range of 0.67–0.77 so the calibrated areas cannot be assumed as square. The elongation parameter of refractions varies between 0.2–0.44 indicating that the shape of sound grains, damaged and shriveled grains is better considered as elliptical in comparison to brokens. The ratio of the area evaluated by counting the pixels in the image to area of MBR fill containing the image of refractions lie in the range of 0.74–0.77 indicating the effectiveness in its acquisition and processing (Table 7). Hence along with size, image processing can be used to provide useful information about the shape of the refractions.

**Weight estimation of selected wheat refractions.** Weight of the kernels is an important parameter currently being used in physical quality evaluation of kernels. It indicates soundness and wholesomeness of kernel. Using machine vision technology, a relationship was established between the weight and volume of the kernel with the calibrated area estimated from the acquired images using machine vision technology (Fig. 6). A plot between the weight and calibrated area suggest linear relationship with $R^2$ value varies from 0.84 to 0.92. Sound grains indicate good correlation followed by Shrivedled grains. Considering prolate spheroid shapes of the kernels, a plot between volume estimated using Mohesnin’s equivalent diameter and calibrated area suggested a linear relationship with $R^2$ value varies from 0.84 to 0.94 (Fig. 7). Here, shrieved and sound grains showed good correlation. Thus machine vision system has good potential for application in online quality estimation during wheat handling, packaging and storage operation.
Table 7. Size and shape parameters derived from image to express the shape of selected wheat refractions.

| Characteristics          | Sound grain | Damaged grain | Shriveled grain | Broken grain |
|--------------------------|-------------|---------------|-----------------|--------------|
| Area (px²)               | 989.3 ± 223.8 | 1001.29 ± 369.21 | 756.86 ± 453.15 | 729.78 ± 498.22 |
| Perimeter (px²)          | 129.43 ± 14.66 | 131.4 ± 38.68 | 118.36 ± 26.21 | 108.59 ± 38.55 |
| Solidity                 | 0.98 ± 0.02 | 0.97 ± 0.08 | 0.97 ± 0.04 | 0.96 ± 0.06 |
| Major diameter (px²)     | 52.24 ± 6.27 | 51.53 ± 13.29 | 49.88 ± 8.86 | 38.63 ± 20.39 |
| Minor diameter (px²)     | 24.41 ± 3.59 | 25.1 ± 7.01 | 19.58 ± 8.25 | 25.04 ± 8.58 |
| Boundary rectangle fill  | 0.78 ± 0.12 | 0.74 ± 0.12 | 0.74 ± 0.11 | 0.73 ± 0.15 |
| Bounding rectangle to perimeter | 0.86 ± 0.04 | 0.86 ± 0.24 | 0.87 ± 0.04 | 0.85 ± 0.07 |
| Feret diameter           | 35.46 ± 4.24 | 35.58 ± 7.01 | 30.88 ± 8.37 | 30.23 ± 9.59 |
| Circulation factor       | 41.2 ± 4.67 | 41.83 ± 12.31 | 37.68 ± 8.34 | 34.57 ± 12.27 |
| Compactness              | 0.74 ± 0.05 | 0.73 ± 0.32 | 0.67 ± 0.11 | 0.77 ± 0.23 |
| Elongation               | 0.36 ± 0.07 | 0.34 ± 0.14 | 0.44 ± 0.13 | 0.2 ± 0.28 |
| Aspect ratio             | 1.94 ± 1.29 | 1.8 ± 0.91 | 2.18 ± 0.71 | 1.33 ± 1.29 |
| Ratio of surface area to cubic volume | 0.007 ± 0 | 0.007 ± 0 | 0.006 ± 0 | 0.014 ± 0.02 |
| MBR fill                 | 0.77 ± 0.12 | 0.74 ± 0.12 | 0.74 ± 0.11 | 0.74 ± 0.15 |

Figure 6. Relationship between the individual kernel weight of refractions measured with weighing balance and the calculated from image.

Figure 7. Relationship between the volume of refractions derived from measured dimensions and the calculated from image.
Characteristics of color and texture features of wheat refractions by image processing. The red, green and blue channels were separated from 24-bit captured images of all wheat refractions. The mean and normalized differential indexes for red, green and blue channels were calculated (Table 8). The shriveled grains are having maximum values for all three channels while broken grains are having least values for these channels. As such, the variation in color is subjected to number of factors and exact match is not possible when images are acquired with two different systems. So, an algorithm was developed to find the closest matching color of acquired images with standard charts. The closest color code between the standard RHSCC and scanned images was calculated as 148A, 165A, 199B and N199A for sound grains, damaged grains, shriveled grains and broken grains respectively (Table 8). The values for NDI_{rg}, NDI_{rb} and NDI_{gb} were calculated for all the refractions. The maximum values of NDI_{rg}, NDI_{rb} and NDI_{gb} correspond to shriveled grains, broken grains and sound grains whereas minimum values of NDI_{rg}, correspond to sound grains, and minimum value for NDI_{rb} and NDI_{gb} was correspond to shriveled grains (Table 8). The HSV values for all refractions are also estimated from the algorithm using OpenCV library and the values are shown in Table 8. This information can be very helpful in classification of these different refractions. The color based texture features (GLCM) were extracted from images using skimage library and the values for texture features such as contrast, dissimilarity, homogeneity, angular second moment(ASM), energy and correlation are given in Table 8. The contrast, dissimilarity and energy texture value for broken grains is maximum at 2269.7, 31.61 and 0.04 whereas these values are least for sound grains. The homogeneity texture value is highest for sound grains and minimum for shriveled grains. The correlation texture value also varies from 0.49 to 0.65 and is maximum for shriveled grains and minimum for broken grains. These color and texture features clearly showed the variation in values for all these refractions and certainly will be helpful in classification and identification of these kernels using different machine learning and deep learning algorithms.

Conclusion

Image processing technique was used to estimate weight, geometric and color parameters of four different types of the wheat refractions with the help of a flatbed scanner. The open-source Python image processing software was used to obtain their size, shape, volume, color and texture features. A linear relationship was observed between the axial dimensions of refractions between manual measurement and image processing method with R² in the range of 0.798–0.947. The individual kernel weight and thousand grain weight of the refractions were observed to be in the range of 0.021–0.045 and 12.56–46.32 g respectively. Another linear relationship was found between individual kernel weight and projected area estimated using image processing methodology with R² in the range of 0.841–0.920. The sphericity of the refractions varied in the range of 0.52–0.71. A linear relationship was observed between the volume of refractions derived from measured dimensions and calculated from image with R² in the range of 0.845–0.945. Further, nine color and six GLCM texture features were also estimated which can exploit different machine and deep learning algorithms to properly classify these refractions for accurate identification of kernel conditions.

Received: 22 February 2021; Accepted: 6 September 2021
Published online: 25 October 2021

References

1. Velesaca, H. O., Suárez, P. L., Mira, R. & Sappa, A. D. Computer vision based food grain classification: Comprehensive survey. Comput. Electron. Agric. https://doi.org/10.1016/j.compag.2021.106287 (2021).

| Characteristics                  | Sound grain | Damaged grain | Shriveled grain | Broken grain |
|----------------------------------|-------------|---------------|----------------|--------------|
| RHSCC closest color code        | 148A        | 165A          | 199B           | N199A        |
| Mean red                         | 119.79 ± 18.79 | 114.59 ± 44.59 | 141.15 ± 22.85 | 101.96 ± 22.96 |
| Mean green                       | 104.98 ± 16.98 | 91.82 ± 37.82  | 117.19 ± 17.81 | 83.27 ± 19.73  |
| Mean blue                        | 69.62 ± 12.62  | 66.53 ± 43.47  | 90.26 ± 13.74  | 56.96 ± 21.04  |
| NDI_{rg}                         | 0.07 ± 0.01  | 0.11 ± 0.05   | 0.09 ± 0.02    | 0.1 ± 0.03    |
| NDI_{rb}                         | 0.27 ± 0.04  | 0.27 ± 0.14   | 0.22 ± 0.05    | 0.28 ± 0.08   |
| NDI_{gb}                         | 0.2 ± 0.03   | 0.17 ± 0.09   | 0.13 ± 0.04    | 0.19 ± 0.05   |
| Value (lightness)                | 116.15 ± 17.14 | 111.72 ± 41.03 | 139.47 ± 18.52 | 96.2 ± 18.77   |
| Saturation                       | 103.97 ± 11.98 | 103.03 ± 40.47 | 91.11 ± 17.04  | 99.75 ± 16.64  |
| Hue                              | 29.23 ± 6.6  | 30.73 ± 12.71 | 31.9 ± 11.9    | 33.34 ± 10.47 |
| Contrast                         | 1166.83 ± 608.2 | 1550.96 ± 1602.6 | 1606.83 ± 1071.4 | 2269.7 ± 1912.5 |
| Dissimilarity                    | 21.05 ± 8.59  | 25.91 ± 12.42 | 25.72 ± 8.65   | 31.61 ± 13.92 |
| Homogeneity                      | 0.09 ± 0.04   | 0.07 ± 0.04   | 0.07 ± 0.05    | 0.08 ± 0.05   |
| Angular second moment            | 0.001         | 0.001         | 0.001          | 0.001         |
| Energy                           | 0.03 ± 0      | 0.03 ± 0.01   | 0.03 ± 0.01    | 0.04 ± 0.05   |
| Correlation                      | 0.56 ± 0.14   | 0.62 ± 0.28   | 0.65 ± 0.17    | 0.49 ± 0.43   |

Table 8. Color and texture parameters derived from image of selected wheat refractions.
2. Abidiad, O. I. et al. State-of-the-art in artificial neural network applications: A survey. Helion. https://doi.org/10.1016/j.helion.2018.e00918 (2018).

3. Visen, N. S., Paliwal, J., Jayas, D. S. & White, N. D. G. Image analysis of bulk grain samples using neural networks. Can. Agric. Eng. 46, 7, 11–7.15 (2004).

4. Wan, P., Long, C. & Huang, X. A detection method of rice process quality based on the color and BP neural network. Comput. Comput. Technol. Agric. 4, 23–34 (2011).

5. Vadav, B. K. & Jindal, V. K. Monitoring milling quality of rice by image analysis. Comput. Electron. Agric. 33(1), 19–33 (2001).

6. Liu, W., Tao, Y., Siebenmorgen, T. J. & Chen, H. Digital image analysis method for rapid measurement of rice degree of milling. Cereal Chem. 75(3), 380–385 (1998).

7. Kaur, H. & Singh, B. Classification and grading rice using multi-class SVM. Int. J. Sci. Res. Publ. 3(4), 1–5 (2013).

8. Aggarwal, A. K. & Mohan, R. Aspect ratio analysis using image processing for rice grain quality. Int. J. Food Eng. 6(5), 11 (2010).

9. Shahin, M. A., Symons, S. J. & Poyya, V. W. Determining soya bean seed size uniformity with image analysis. Biosys. Eng. 94(2), 191–198 (2006).

10. Gunasekaran, S., Cooper, T. M. & Berlage, A. G. Soybean seed coat and cotyledon crack detection by image processing. J. Agric. Eng. Res. 41(2), 139–148 (1988).

11. Jayas, D. S., Martin, C. R., Steele, J. L. & Katsevich, A. Wheat classification using image analysis and crush-force parameters. Trans. Am. Soc. Agric. Eng. 39(6), 2199–2204 (1996).

12. Luo, X. Y., Jayas, D. S. & Symons, S. J. Identification of damaged kernels in wheat using a colour machine vision system. J. Cereal Sci. 30, 49–59 (1999).

13. Van Dalen, G. Determination of the size distribution and percentage of broken kernels of rice using flatbed scanning and image analysis. Food Res. Int. 37(1), 51–58 (2004).

14. K. Tated, S. Morade, Application of image processing for automatic cleaning of rice in Proceedings of the 1st International Conference on Recent Trends in Engineering & Technology, Nashik, India. 215–217 (2012).

15. Guevara-Hernandez, F. & Gomez-Gil, J. A machine vision system for classification of wheat and barley grains. Span. J. Agric. Res. 9(3), 672–680 (2011).

16. Lee, C. Y., Yan, L., Wang, T., Lee, S. R. & Park, C. W. Intelligent classification methods of grain kernels using computer vision analysis. Meas. Sci. Technol. 22(6), 64006 (2011).

17. Pearson, T. High-speed sorting of grains by color and surface texture. Appl. Eng. Agric. 26(3), 499–505 (2010).

18. Duboscclard, P., Larnier, S., Konik, H., Herboluit, A. & Devy, M. Automated visual grading of grain kernels by machine vision. In ISOP: Proceedings of 12th International Conference on Quality Control by Artificial Vision, Le Creusot, France (2015)

19. Anami, B. S. & Savakar, D. Effect of foreign bodies on recognition and classification of bulk food grains images. J. Appl. Comput. Electron. Agric. 6(3), 77–83 (2009).

20. Patil, N. K., Malemuth, V. S. & Yadahalli, R. M. Color and texture based identification and classification of food grains using different color models and Haralick features. Int. J. Comput. Sci. Eng. 3(12), 3669 (2011).

21. Shahin, M. A. & Symons, S. J. Lentil type identification using machine vision. Can. Biosyst. Eng. 45, 3–5 (2003).

22. Marini, F., Zupan, J. & Magri, A. L. On the use of counter propagation artificial neural networks to characterize Italian rice varieties. Anal. Chem. Acta 510, 231–240 (2004).

23. Dubey, B. P., Bhagwat, S. G., Shouche, S. P. & Sainis, J. K. Potential of artificial neural networks in varietal identification using morphometry of wheat grains. Biosys. Eng. 95(1), 61–67 (2006).

24. Kuruthika, R., Muruganand, S. & Periasamy, A. Matching of different rice grains using digital image processing. Int. J. Adv. Res. Electron. Electric. Instrument. Eng. 27(1), 2975–2941 (2013).

25. Golpour, I., Partan, J. A. & Chayjan, R. A. Identification and classification of bulk paddy, brown, and white rice cultivars with colour features extraction using image analysis and neural network. Czech J. Food Sci. 32(3), 286–287 (2014).

26. Shantaiya, S. & Ansari, U. Identification of food grains and its quality using pattern classification. in 12th IEEE International Conference on Communication Technology (ICCT), Nanjing, China. 11–14 (2010)

27. Zapotoczny, P. Application of image texture analysis for varietal classification of barley. Int. Agrophys. 26(1), 81–90 (2012).

28. Patolki, A. & Patolki, Z. Classification system for rain fed wheat grain cultivars using artificial neural network. Afs. J. Biotech. 10(41), 8031–8038 (2013).

29. Anami, B. S., Naveen, N. M. & Hanamartti, N. G. Behavior of HSI color co-occurrence features in variety recognition from bulk paddy grain images. Int. J. Signal Process. Image Process. Pattern Recognit. 8(4), 13 (2015).

30. Paliwal, J., Visen, N. S., Jayas, D. S. & White, N. D. G. Cereal grain and dockage identification using machine vision. Biosys. Eng. 85(1), 51–57 (2003).

31. Vimala, B. S. K., Priya, V. V., Vishnu, E., Moses, J. A. & Alice, R. P. S. Insect infestation and losses in stored food grains. Ecol. Environ. Conserv. 23(1), 286–291 (2017).

32. Ebrahimi, E., Mollazade, K. & Babaei, S. Toward an automatic wheat purity measuring device: A machine vision-based neural networks-assisted imperialist competitive algorithm approach. Measurement 55, 196–205 (2014).

33. Ridgway, C., Davies, E. R., Chambers, J., Mason, D. R. & Bateman, M. Rapid machine vision method for the detection of insects and other particulate bio contaminants of bulk grain in transit. Biosyst. Eng. 83, 21–30 (2002).

34. Jinorose, M., Prachayawarakorn, S. & Soponronnarit, S. Development of a computer vision system and novel evaluation criteria to characterize color and appearance of rice. Drying Technol. 28(9), 1118–1124 (2010).

35. Ahmad, I. S., Reid, J. F., Paulsen, M. R. & Sinclair, J. B. Color classifier for symptomatic soybean seeds using image processing. Plant Dis. 83, 320–327 (1999).

36. Prajapati, R. R. & Patel, S. Proposed mobile rice grain analyzer device based on digital image processing with related hardware and software specifications. Am. Int. J. Res. Sci. Technol. Eng. Math. 13, 217–220 (2013).

37. Ahmar, N., Bajaj, S. K., Ismail, W., Ishak, W. & Wayayok, A. Estimating maturity of paddy using RGB colour space. J. Adv. Agric. Technol. 1(2), 119–124 (2014).

38. Anonymous. Methods of Analysis for Food Grains—Refractions. Indian Standard IS 4333 Part 1 (1996)

39. Du, C. & Sun, D. Recent developments in the applications of image processing techniques for food quality evaluation. Trends Food Sci. Technol. 15, 230–249 (2004).

40. Villan, F. Mastering OpenCV with Python 1st edn. 174–199 (Packt Publishing Ltd., 2019).

41. Oliphant, T. E. Python for scientific computing. Comput. Sci. Eng. 9, 10–20 (2007).

42. OpenCV. Image Processing in Python. (Open-Source Computer Vision Library, 2020). https://opencv.org. Accessed 30 October 2020.

43. SciPy. Statistical Functions in Python. (Open-Source Library, 2020). https://docs.scipy.org. Accessed 30 October 2020

44. Scikit-Image. Image Processing in Python. (Open-Source Library, 2020), http://www.scikit-image.org. Accessed 30 October 2020.

45. Sacilik, K., Ozturk, R. & Eskin, R. Some physical properties of hemp seed. Biosys. Eng. 86(2), 191–198 (2003).

46. Anonymous. Cereals and Pulses—Determination of the Mass of 1000 Grains. International Standards ISO 520:2010(E) (2010)

47. Kummar, M., Bora, G. & Lin, D. Image processing technique to estimate geometric parameters and volume of selected dry beans. J. Food Meas. Character. 7(2), 81–89 (2013).

48. Ghaffari, H., Ghassemzadeh, H. R., Sadeghi, M. & Alijani, S. Some physical, mechanical and chemical properties of tomato fruit related to mechanical damage and bruising models. Biof. Forum 7(2), 712–718 (2015).
49. Mohesenin, N. N. Physical Properties of Plant and Animal Materials (Gorden and Breach Science Publications, 1986).
50. Sadrnia, H., Rajabipour, A., Jafary, A., Javadi, A. & Mostofi, Y. Classification and analysis of fruit shapes in long type watermelon using image processing. *Int. J. Agric. Biol.* 1, 68–70 (2007).
51. UPOV. *Color Names for the RHS Colour Chart.* (International Union for the Protection of New Varieties of Plants, 2020). https://www.upov.int/edocs/mdocs/upov/en/tc_52/tc_52_22.docx. Accessed 30 October 2020
52. Voss, D. H. & Hale, W. N. A comparison of the three editions of the royal horticultural society colour chart. *HortScience* 33(1), 13–17 (1998).
53. Voss, D.H. *The Royal Horticultural Society Colour Chart.* https://scholar.lib.vt.edu/ejournals/JARS/v56n1/v56n1-voss.htm. Accessed 30 October 2020
54. Medina, W., Skurtys, O. & Aguilera, J. M. Study on image analysis application for identification Quinoa seeds (*Chenopodium quinoa* Willd) geographical provenance. *LWT Food Sci. Technol.* 43, 238–246 (2009).
55. Haralick, R. M., Shanmugam, K. & Dinstein, I. Textural features of image classification. *IEEE Trans. Syst. Man Cybern.* 3, 610–621 (1973).
56. Nambi, V. E., Thangavel, K., Shahir, S. & Thirupathi, V. Comparison of various RGB image features for nondestructive prediction of ripening quality of "Alphonso" mangoes for easy adoptability in machine vision applications: a multivariate approach. *J. Food Qual.* 36, 816–825 (2016).

**Author contributions**

R.S. conducted the lab experiments and developed the algorithm and source code using python language. R.S. and M.K. wrote the main manuscript. M.S.A. conducted statistical analysis and prepared correlation figures.

**Competing interests**

The authors declare no competing interests.

**Additional information**

**Correspondence** and requests for materials should be addressed to R.S.

**Reprints and permissions information** is available at www.nature.com/reprints.

**Publisher’s note** Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.

**Open Access** This article is licensed under a Creative Commons Attribution 4.0 International License, which permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons licence, and indicate if changes were made. The images or other third party material in this article are included in the article's Creative Commons licence, unless indicated otherwise in a credit line to the material. If material is not included in the article's Creative Commons licence and your intended use is not permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from the copyright holder. To view a copy of this licence, visit http://creativecommons.org/licenses/by/4.0/.

© The Author(s) 2021