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ABSTRACT

In this paper, we focus on the problem of auditing MRO (maintenance, repair, and operating) purchases which do not have SKU (Stock-Keeping Unit). Those specific purchases not only lack SKU but also contain short text description, making the audit processes even more difficult. Our goal is comparing recently purchased items with older ones using only the description provided by the purchase process. Therefore, evaluating price differences can uncover possible flaws during the acquiring phase. However, the text of the items that we were working on was very small, with numbers due to the nature of the products and we have a limited amount of time to develop the solution, which was 8 weeks. As a result, we showed that working using a well-oriented methodology we were able to deliver a successful MVP and achieve the results expected for the client, extended its search database by 30%, and allowed it to have a recovery of up to 20 million dollars.
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1 INTRODUCTION

Item matching [10] is a core function in several domains. In online marketplace where retailers compare new and updated product information against existing listings to optimize customer experience [13]. List comparison where retailers compare their listings with competitors to identify differences in price and inventory. It is also important in others domain as look for past similar purchases in order to evaluate price for example MRO Supply Chain Audit process which is the problem that we present in this work [14].

What is MRO? MRO (Maintenance, Repair, and Overhaul) is an important part of most manufacturing and service businesses and processes as well [15]. MRO includes everything the maintenance crew does to keep your facility (and the equipment inside it) in good operating condition. In other words, the main goal of MRO is to keep your business operations running smoothly. Some items could be represented as machinery and vehicle spare parts, lubricants, office materials, industrial equipment, consumables, computers or work equipment such as boots, uniforms, vests and helmets.

Companies that prioritize Maintenance, Repair, and Overhaul management will have better control over processes that affect their cash flow that’s what it’s all about. Our client is a large producer of long steel in the Americas, and one of the world’s largest suppliers of special steel. It is also one of the largest recyclers in the world. This means that it spent a large amount of money in purchases on MRO each month, around 300 millions of dollars. Part of this value are in purchases that do not have a SKU (Stock Keep Unit), which means that these purchases are bought using only a text description and do not fall inside the catalog. Usually these purchases represent 40% of all purchases monthly.

A regular purchase audit regime can find discrepancies early, cutting off the flow of easy cash to the thieves. The same regime can find ways to improve and streamline the purchase process, making it run faster and with fewer mistakes. Every bit of increased productivity, increased accuracy, and reduced cost is a net benefit for the company as a whole.
Audit of purchases is a significant part of independent financial audit because the purchases constitute the largest item of expense in the income summary of an organization. Purchase transaction might be resulted from different sources such as purchase of materials, merchandise, fixed assets of various types etc.

In our case, our client was able to compare only purchases that have a SKU, which leave out its audit process 40% of purchases which represent millions of dollars. Our goal was to build a solution in 8 weeks that enable to search and find similar purchases in the database allowing compare price and other information (as buyers, provider, contract, etc) and also compare if there is any purchase without SKU that has a similar SKU.

However our challenge is not only develop a solution that solves client problem but also we need to do this in a short amount of time and in a scalable way allowing our client be able to continue working in the solution adding new features. In order to do this we apply an approach where we co-create, co-execute and co-operate.

In more detail, during the co-creation we put together a diverse team of subject matter experts immersed in intensive design thinking and research activities to expose the true nature of a client’s opportunity and establish alignment on a “big idea” to address a specific pain point for a typical end user and create a vision for a minimum viable product (MVP).

After that, in co-execute a solution development cycle that uses Agile and DevOps practices to quickly launch and test an MVP, while capitalizing on business and technology expertise. In this phase is important also have technical team of client working closely. Our squad is usually composed by developer, data scientist, cloud architect and designer. The goal of this phase is validate and improve the MVP’s value in the marketplace through an iterative process of testing, measuring and re-launching.

In the end, we delivery the MVP but we co-operate with client and other business unit that will continue to harden and scale the solution, expanding DevOps practices to broaden feature sets, stress test code, strengthen security and resilience, deploy solutions widely, and expand capabilities, empowered with the confidence to continue to innovate and transform.

In the following sections we will detail our technical work where we built this solution in 8 weeks and allowed the client to retrieve and compare the purchased using only a poor text description. We were able to extend up to 20% the clients database (20% of 40% of no SKU purchases) and analysing three months of data we allow our client be able to recovery, only in the MVP, up to 22 million dollars. Also, with this solution it will be able to streamline in real time all the purchases with and without SKU.

1.1 Related Work

Search is a feature highly present in our life, since the start of relational database we are always want to search for things. Relational databases are with us for more than half a century and it works perfectly fine in search millions of objects. However, when we do not have a key in order to index our products it becomes a little more complicate. Similar search on documents have been with us around 30 years and drive the internet success, using efficient retrieval system and the right data structure to index billions of documents and allows to search in milliseconds.

In order to be able to index and search text we need to create a representation that allow us compare them efficiently, for example, use bag of words [16], TF-IDF [3], topic modeling [18], etc.

Despite the fact that these techniques work pretty well and are scalable, they do not carry meaning and context with them and are too shallow. However, these techniques are the base from the development of better methods.

The advent of embeddings, making use of small vectors to represent text - as item descriptions, allow us to build index that can help users find similar items as music, products, videos, recipes, etc.

As we know text can be represent by words, sentences and documents and deep learning is a powerful tool to work with these forms and lengths. One of the most popular embedding is Word2vec [4], it was one of the first and most applied to text. With it is possible correlate words with other words based on the meaning.

The evolution of word embedding are the transformers, that allows encode a whole sentence which makes possible use the relation between sentence word and the order among them. USE (Universal Sentence Encoding) [19] is one that works well and has a multilingual version. One special kind of transformer very popular is Bert [5] with also a multilingual version and the more recently GPT-3 [2] and OPT-175 [20] models allowing we go further with search and complete the whole sentence.

With the embeddings created we can finally index and search. We are able to do that using K-NN [6] (k nearest neighbor) query and Range query [1]. Basically, K-NN computes the distance between the query point with others in the search space to find the k similar points. This method suffer a lot evolution over the years in order to become efficiently as approximate k nearest neighbors algorithms [8].

In order to use this in real life problems we need the right implementation of K-NN index [21]. Using quantization techniques we are able to make real index and search billions of vectors of embeddings using only few gigabytes of memory. Usually, to choose we look into three aspects: latency - time consuming to index return results, Recall - how is the retrieve of the queries, Memory - how much memory it is consuming.

Depending of amount of data that one is trying to index and search we can choose to brute force but higher accuracy, in memory algorithms that are fast, quantization or disk index solutions.

Currently we have some libraries that implements K-NN and Range searches over index of embeddings:

- FAISS [9] - One of the best library with a very nice interface and several methods to index and search. Also, allows add more content after the index creation.
- Hnswlib [12] is the fastest implementation, highly specialized and optimized.
- Annoy [11] is another K-NN library implemented by Spotify.
- Scann [7] use anisotropic quantization and is one of the faster index outperformed HNSW in speed and recall.
- Catalyzer [17] use neural network to train quantizer.

Based on requirements as maturity level to deploy, efficiency, scalability, flexibility and possibility to add new items instead of re-build we decide to use FAISS in our solution.


2 PROBLEM DEFINITION

In audit purchases process, the ability of monitoring and correcting purchases are important to avoid liabilities and expenses. Thus, the auditor needs to compare the actual purchases with past ones and check not only if the product is the same but also other information, as provider, seasonality, contract number, etc.

This process is trivial when the product in question has a SKU, that is, the problem reduce to traditional query on a relational database. However, for products that do not have a SKU this become a more complex retrieval information problem that requires the use of a specialized data structure in order to perform nearest neighbour and range queries.

Despite the fact that our solution will work on MRO purchased audit we can define it as a item match problem. In a more formal way:

\[
\text{Definition 2.1. Given a set of vectors } x_i \text{ with dimension } d \text{ represent a product description we need find all the past purchases where } i = \text{argmin}_i \| x - x_i \| \text{ where } \| . \| \text{ is the Euclidean distance (L2)}. 
\]

For our case we define that we will consider a match if the distance between the item and the closest neighbour (\(k = 1\)) is less than 0.4. This value was elicited after we make an evaluation of a sample of items with a auditor that worked as a subject matter expert (SME) in the development of our solution (co-execute phase).

However, FAISS is not able to work with a tie list and we do not know how many items we have at the same distance of the \(k = 1\) neighbour. To solve this, we perform a K-NN and retrieve the closes point, if it fits our requirement of distance we perform a range query with the distance of this closest point plus a small number (0.00001) to retrieve all items that are at that distance.

A range search returns all vectors within a radius around the query point (as opposed to the k nearest ones).

3 DATA AND SOLUTION

Our client provided to us a dataset with around 301,204 purchased order from January 2021 to January 2022. In this dataset we had one third of orders (87.331) that were purchases without SKU and two thirds (213.873) purchases with SKU.

The dataset also contains other information as unit, price, provider, requester, date, description, SKU (0 was the value in case the product does not have a SKU), product category and so on.

As already said, the search based on product description was the focus of our solution. The text used to described the product was very short and poor, we present the distribution in Figure 1. Most of the text are between 4 to 6 words without remove any stop words. Another problem was that because of the nature of the product we have a lot of numbers in this text description, for example: screwdriver 1/8 x 4" and screwdriver 1/4 x 10", are different and the price can vary significantly.

In order to build our index we first generate the embeddings from text description using USE (universal sentence embedding), after that we create an index using FAISS, we use IndexFlatL2 that allows us to do exact search and since we are indexing less than half a million and it fits on memory this is the best choice for our solution. The rest of the data we store in a traditional database and the index of each tuple is the same of the embeddings on our FAISS index. Figure 2 present the pipeline of index creation.

After the index construction, we are able to use the index to query the products. One challenge is that we don’t know neither how many neighbours we should query or the distance we should use, because for each product we have different number of similar products with different distance. However we know that the similarity will be higher since the text is short and any variation may indicate a different product. Before set up our strategy we select a sample of products and query for \(k = 3\) and asked for our client to evaluate the answer. Based on this sample we realize the for distance higher than 0.4 the products were completely different.

So we come up with a strategy: First we check if the product has or not SKU, if has it goes to the normal pipeline, if not we need to generate the embeddings and them search the index with \(k = 1\) which is the closest neighbour, with that we will know the distance of this neighbour.

If the first neighbour is at most 0.4 from the query point we add a value 0.00001 to the distance and perform a range query. This step will retrieve the tie list will all similar products that are in the same distance, we show this in Figure 3.

After all candidates be retrieved we analyse the price difference. We compare with the most recent purchase that has price lower than the purchased that we are analysing, if this difference is higher or equal a 30% we flag the purchase to be audit. This value was...
defined by the client as the range of last year inflation and used in this current solution for products with SKU. With difference less than this we save the correlated purchase that we found but not flag it to be audit. For purchases that have distance higher than 0.4 we flag as unique purchases. With all the matches done we save our results to a database and them to our dashboard to be audit by the auditor. The query pipeline is presented in Figure 4. In our dashboard we show all the correlation for the ones flagged to be analysed not only the one that we compare the price, so the auditor could check other purchases.

This method was defined in collaboration with client teams and the information in our dashboard was defined after we did a shadow with one auditor to experience how the process occurs and practice and see how many widows and different information the auditor needs to look in order to evaluate if it is a deviation in the process.  

4 RESULTS
To test and validate our solution we run the analyses of three month of data, which corresponds to 72,175 thousand of purchases from October to December of 2021 (we previous running on January of 2022 but the volume was not enough for client validation). From these purchases 43,562 were purchases with SKU and 28,613. In order to be fair we remove these orders from our index.

From purchases without SKU that were our goal we had 4,991 that cost more than 30% than previous purchases, 10,875 that cost more but still less than 30% and 12,747 that were flagged as unique purchased. We can see the distribution on 1 with the purchases without SKU that we had a match is highlighted. Even the fact that purchases with no SKU that has price difference over than 30% represent around 22 million dollars and purchases with no SKU with difference less than 30% represents 5 million dollars. For the client this represent a potential recovery up to 20 million dollars looking only for purchases without SKU.

In order to show that the index was performing right and explain that we can only find if there is similar purchases we produce an experiment to explain how the index work and it is presented in Figures 5, 6, 7 and 8. The questioning came about the purchases flagged as unique that are the ones with distance higher than 0.4.

For Figures 5 and 6 we select on month from the dataset and compute the K-NN search with $K = 2$. Since we use data point that were indexed, the first neighbour should be the point itself and the distance should be zero. The second neighbour will be a different point and will show the distribution of distance of each neighbour.

For Figures 7 and 8 we select 2000 examples from a dataset with Portuguese sentences used to training translation models and that is not the one used to create the index. Thus, the domain and the content of queries are completely different from the one used to create the index. As we see in Figure 7 all the fist neighbours are more than 0.4 from distance of query point. Which shows that they are very different. This proves that we cannot find in the index purchases that are not there. The Figure 8 only reinforce the argument that the neighbours are very distant.

Both experiments also shows the the choice of using only results that are up to 0.4 from distance was a right choice.

To be able to optimize our solution we planned divide the index in several ones based on category of our items, however we found that a large number of items where more than one category so this strategy does not work. However for the MVP have only one index worked well, since the time to query $k = 1$ neighbour of 4,000 items was 800 seconds which means 0.2 seconds per item. As client is planning running a small set of purchases every week time will not be a problem. However, FAISS has other types of index that allow query be performed fast but for the initial solution we prefer accuracy instead of scalability.

5 CONCLUSION
This was a very challenging project, which was highly focus on data and we are able to delivery a MVP in 8 weeks that will be used right away what is exceptionally motivating and facilitates fast and successful business transformation for a data driven approach.

This solution seems simple and shows that even a simple approach can provide the client the goal of saving money using data smartly. Our approach of work team up with the client allow a more assertive to solve the right problem and don’t be lost in the way. Our user-centered methodology enable our solution assist the user perfectly.

As next steps we also delivery a plan to deploy the solution in the client infrastructure and a road-map for next features and steps,
for example label the matches that are right and not to be able to have a supervised model, also scale the index and connect the full supply chain of MRO and as soon as a purchase that has a high risk have a supervised model, also scale the index and connect the full supply chain of MRO and as soon as a purchase that has a high risk score of be a liability the auditor will be notified.
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