Artificial Intelligence Algorithms for Discovering New Active Compounds Targeting TRPA1 Pain Receptors
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Abstract: Transient receptor potential ankyrin 1 (TRPA1) is a ligand-gated calcium channel activated by cold temperatures and by a plethora of electrophilic environmental irritants (allicin, acrolein, mustard-oil) and endogenously oxidized lipids (15-deoxy-\(\Delta^{12,14}\)-prostaglandin J2 and 5, 6-eposyeicosatrienoic acid). These oxidized lipids work as agonists enabling TRPA1 to play a significant role in inflammatory and neuropathic pain. TRPA1 antagonists acting as non-central pain blockers are a promising choice for future treatment of pain-related conditions having advantages over current therapeutic choices. A large variety of in silico methods have been used in drug design to speed up the development of new active compounds such as molecular docking, quantitative structure-activity relationship models (QSAR), and machine learning classification algorithms. Artificial intelligence methods can significantly improve the drug discovery process and it is an attractive field that can bring together computer scientists and experts in drug development. In our paper, we aimed to develop three machine learning algorithms frequently used in drug discovery research: feedforward neural networks (FFNN), random forests (RF), and support vector machines (SVM), for discovering novel TRPA1 antagonists. All three machine learning methods used the same class of independent variables (multilevel neighborhoods of atoms descriptors) as prediction of activity spectra for substances (PASS) software. The model with the highest accuracy and most optimal performance metrics was the random forest algorithm, showing 99% accuracy and 0.9936 ROC AUC. Thus, our study emphasized that simpler and robust machine learning algorithms such as random forests perform better in correctly classifying TRPA1 antagonists since the dimension of the dependent variables dataset is relatively modest.
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1. Introduction

Transient receptor potential ankyrin 1 (TRPA1) is a ligand-gated ionic channel permeable mostly for \(\text{Ca}^{2+}\), located primarily in sensory neurons [1]. It is activated by cold temperatures and by a plethora of electrophilic environmental irritants such as allicin, acrolein, mustard-oil [2,3]. Endogenously oxidized lipids like 15-deoxy-\(\Delta^{12,14}\)-prostaglandin J2 or 5, 6-eposyeicosatrienoic acid act as agonists enabling TRPA1 to play a significant role in inflammatory and neuropathic pain [4–7]. Reactive oxygen species (ROS) generated in many pathologies like sleep deprivation-induced pain hypersensitivity, diabetic neuropathy, peripheral traumatic neuropathy, osteoarthritis, bacterial infection, or migraine activate...
the channel leading to nociceptive amplification by sending signals along the nerve fiber to the spinal cord and then into the brain [8,9]. Therefore, TRPA1 antagonists acting as non-central pain blockers are a promising choice for future treatment of such conditions having advantages over current therapeutic choices, like opioids or nonsteroidal anti-inflammatory drugs (NSAIDs) [10].

The discovery of new drugs is problematic due to the high costs of testing a large number of molecules and the time necessary for this process [11]. Different in silico methods have been used in drug design to speed up the development of new active compounds such as molecular docking that predicts the most likely pocket of a protein where a small molecule will bind and its affinity and quantitative structure–activity relationship models (QSAR), generating a mathematical equation between the pharmacological action and the chemical structure of a drug [12].

Available big data sets have paved the way for machine learning to be a new trend in solving complex problems in biological systems such as predicting interactions between a molecule and its target protein [13,14]. Advantages over classical dry lab methods are their ability to use high-dimensional data and complex nonlinear models. Using the right architecture can prevent disadvantages like the phenomenon of overfitting and overtraining [15].

A variety of web services are available for drug–target interactions or biological activities such as GUSAR antitarget/toxicity prediction [16], PASS Online [17], PharmMapper [18], ReverseScreen3D [19], similarity ensemble approach [20], TarFisDock [21]. Prediction of activity spectra for substances (PASS) is a program that comes in both a local and web version, which predicts a large panel of biological activities based on the chemical structure of a given molecule that comes as input data in the form of multilevel neighborhoods of atoms descriptors (MNA). Using an algorithm with a Bayesian approach the program yields a result Pa (probability to be active) and Pi (probability to be inactive) for each target [22,23].

Feedforward neural networks (FFNN) are a classical type of deep learning, and also the called multilayer perceptron (MLP), which use computational graphs for mapping input values to output values. Such networks are often used to find solutions in drug design problems. For example, Chen et al. with an 8-5-1 architecture calculated the permeability of molecules through the blood-brain barrier, a feature essential for central nervous system medication [24]. In our current study, we aimed to create an FFNN architecture with satisfying performance metrics, which receives as input data, MNA descriptors, and returns the probability of a compound to be a TRPA1 antagonist, serving as a tool for the discovery of new pain medication.

Other supervised machine learning algorithms used in the process of drug discovery are random forests (RF) and support vector machines (SVM), due to their ability to classify chemical compounds, generate optimal descriptors, and predict biologic activities [25,26]. Random forests are feature selection-based algorithms that use bootstraps created from random resampling on the training dataset and they apply feature selection steps by weighting each feature. SVM is a kernel-based machine learning method that relies on single classifiers [26,27].

2. Experiments and Methods

2.1. Datasets Preparation

An sdf file containing all the chemical structures of known human TRPA1 inhibitors and their activity expressed as half-maximal inhibitory concentration (IC$_{50}$) values expressed in as mol/L (M) was extracted from the ChEMBL database [28]. The raw entries were filtered using DataWarrior v5.0.0 software [29] to remove all compounds with inexact values of IC$_{50}$ and to merge duplicate structures into single entries with calculated mean IC$_{50}$ values. Open Babel v2.4.1 [30] was used to extract each mol file from the sdf library. Since the TRPA1 inhibitors dataset is relatively small, a decoy dataset was created by randomly extracting chemical structures from the ChEMBL database. The randomization protocol to retrieve highly diverse molecules consisted of choosing random ID numbers for chemical structures from the whole ChEMBL database, thereby generating 127 decoy structures. In this case,
decoys were defined as molecules consisting the inactive class, without proven activity on the TRPA1 receptor. Therefore, the implemented models would predict TRPA1 ligands with antagonistic activity within any range of potencies, rather than only antagonists with high potency. In each method, the ratio between the training and test datasets was 8:2. The expected value for the known TRPA1 inhibitors was 1 and for the decoy set was 0.

2.2. Descriptors Generation

The data from the sdf file was extracted in an Excel table and using a simple formula, the connection data were transformed to generate the MNA descriptors for each compound in the database. The MNA descriptors were generated recursively starting with each atom and adding between parentheses the neighboring connected atoms. For multiple neighboring atoms, the writing order was alphabetical. This process continued at each new level starting with the corresponding MNA descriptor and adding connected atoms to the corresponding MNA descriptor [22]. Moreover, this approach ignores the types of bonds connecting the atoms [31]. The 1376 descriptors used for all compounds served as input data for the machine learning techniques that we used. Every compound was translated into an np.array with 1376 elements representing the number of occurrences of each descriptor in the molecule.

2.3. Feedforward Neural Networks (FFNN)

The neural network created using the keras python module [31], consisted of three components: the input layer, the hidden layer, and the output layer. For optimal performance, FFNN had just one hidden layer with 750 neurons, approximately half of the size of the input layer (1376, i.e., the number of descriptors), that were used as the activation function for the rectified linear unit (ReLU):

\[ f(x) = \max(0, x) \]  

where \( x \) is the input to a neuron.

ReLU is linear for all positive values and zero for all negative values. We made this choice based on a study that suggests ReLU is more efficient than the sigmoid function [32].

To improve the performance of our neural network, we used the dropout technique that gave the best results with a dropout rate \( p = 0.6 \).

To minimize the discrepancy between the predicted values and the real values of the dataset, we used a loss function named binary cross-entropy, which measures how far away from the true value (which is either 0 or 1) the prediction is for each of the classes and then averages these class-wise errors to obtain the final loss [33]:

\[ \text{BCE}(t, p) = -(t \times \log(p) + (1 - t) \times \log(1 - p)) \]  

where \( t \) is the target value, and \( p \) is the predicted value. We trained the model for 30 epochs using a batch size equal to 16, and this parameter was chosen after running the GridSearchCV function from the sklearn module. The results came in the form of a pair representing the probability of the compound to be active and to be inactive. If the first value was larger, it was considered as positive.

To further validate the classification model, we used 10-fold cross-validation and determined the mean ROC AUC (i.e., under the receiver operating characteristic curve) of the values obtained after each validation round.

2.4. Random Forest

A random forest binary classification model was generated using the sklearn python module [34]. After running the GridSearchCV function from the sklearn module, we constructed an RF model with 50 decision trees, the maximum the square root of features considered for splitting a node, a maximum 90 levels in each decision tree, a minimum of two data points placed in a node before the node is split,
a minimum one data point allowed in a leaf node, and a random state of 34. We trained our model with 80% of our datasets, while 20% was used as the test set. The predicted values were considered 1 (active) if they reached the threshold of 0.5 otherwise they were marked as 0 (inactive). To further validate the classification model, we used 10-fold cross-validation and determined the mean ROC AUC of the values obtained after each validation round.

2.5. Support Vector Machine

The support vector machine classification model was built with the sklearn python module [34]. To choose the right parameters for our current study that could generate an optimal hyperplane (decision surface) guaranteeing the best separation of our two classes, we used GridsearchCV to try a different combination of the parameters of the most importance. The C parameter, related to the penalty for wrong decisions, was tested in a range between 0.1 and 10. Different values of gamma (1, 0.1, 0.01, 0.001) related to the variance and bias of variables were tried. We also used different kernel functions, because they are the key properties of SVM, which are used to compute the dot products in the higher dimensional feature space. The optimal combination was C (8); gamma (0.001); kernel (rbf). To further validate the classification model, we used a 10-fold cross-validation and determined the mean ROC AUC of the values obtained after each validation round.

2.6. Performance Metrics

We assessed the performance of the model by computing the overall accuracy (ACC), balanced accuracy (bACC), sensitivity (true positive rate, TPR), specificity (true negative rate, TNR), false positive rate (FPR) and negative predictive value (NPV), given by the following formulas:

\[
ACC = \frac{TP + TN}{TP + TN + FP + FN} \quad (3)
\]

\[
TPR = \frac{TP}{TP + FN} \quad (4)
\]

\[
TNR = \frac{TN}{TN + FP} \quad (5)
\]

\[
bACC = \frac{TPR + TNR}{2} \quad (6)
\]

\[
FPR = \frac{FP}{TN + FP} \quad (7)
\]

\[
NPV = \frac{TN}{TN + FN} \quad (8)
\]

where \(TP\) is the number of true positives, \(TN\) is the number of true negatives, \(FP\) and \(FN\) are the numbers of false positives and false negatives, respectively.

Receiver operating characteristic curve or the ROC curves are graphical plots that show the ability of a classification system to distinguish between two classes as its discrimination threshold is varied [35]. The ROC curves were generated for each classification model, and the mean ROC AUC values for the 10 fold-cross validation were calculated.

3. Results

3.1. TRPA1 Inhibitors and Decoys Datasets

A dataset composed of 576 human TRPA1 inhibitors with biological activity expressed in IC\(_{50}\) values was downloaded from the ChEMBL database. Following the application of filtering procedures, a virtual chemical library was built by retaining 371 compounds from the original dataset (set A). Using the described randomization procedure, we selected 127 compounds from the ChEMBL database.
to form the decoy set, a group of compounds with no TRPA1 known activity (set D). The D set contained a variety of compounds from different chemical classes with molecular weights ranging from 113.12 g/mol to 1089.22 g/mol and a mean value of 418 g/mol.

3.2. Descriptors Generation

The MNA descriptors were characterized by their level, representing the number of iterations starting from an atom. In this study, the level 3 MNA descriptors were computed for all compounds in datasets A and D, resulting in 1376 distinct descriptors. The principle of the MNA descriptors generation is exemplified in Figure 1 for compound A-967079, a well-established TRPA1 antagonist [36].

![Figure 1. The generation of MNA level 3 descriptors exemplified for a TRPA1 antagonist A-967079 ((NZ)-N-[(E)-1-(4-fluorophenyl)-2-methylpent-1-en-3-ylidene] hydroxylamine).](image)

3.3. Machine Learning Performance Metrics

Three supervised machine learning algorithms were implemented to build models for discovering novel TRPA1 antagonists, using state of the art methods used in drug discovery. Thus, the feedforward neural networks, random forests, and support vector machine predictive models were built with satisfying accuracy in classifying chemical compounds as active TRPA1 antagonists. For all the described algorithms, the following parameters were determined to assess the performance: accuracy, balanced accuracy, mean ROC AUC, sensitivity, specificity, false-positive rate, and negative predictive value, using the external validation dataset which represented 20% of set A (75 molecules) and set D (25 molecules) (Table 1).

| Algorithm | TPR (%) | TNR (%) | ACC (%) | bACC (%) | FPR (%) | NPV (%) | Mean ROC AUC |
|-----------|---------|---------|---------|----------|---------|---------|--------------|
| RF        | 100     | 96      | 99      | 98       | 4       | 100     | 0.9936       |
| SVM       | 92      | 84      | 90      | 88       | 16      | 77.78   | 0.9354       |
| FFNN      | 90.67   | 80      | 88      | 85.33    | 20      | 74.07   | 0.9354       |

ROC curves are global indicators of machine learning algorithms performance. By analyzing such graphical representations (Figure 2), it could be stated that the random forest algorithm yielded the best classification results, followed by the FFNN and SVM. The RF model showed the most optimal balance between sensitivity and specificity, with an overall accuracy of 99%. Moreover, the RF algorithm was characterized by a satisfyingly low false-positive rate and maximum negative predicted value. The high predictive power of the random forest was also underlined by the balanced accuracy (98%) and mean ROC AUC of 0.9936 for the 10-fold cross-validation, followed by SVM and FFNN, which both scored 0.9354.
The SVM algorithm yielded the second-best accuracy in correctly classifying TRPA1 antagonists. SVM showed a sensitivity and specificity lower than the RF, but higher than FFNN, performing similarly with the FFNN algorithm in identifying true positives and true negatives (Figure 3). However, SVM performed poorly in identifying inactive molecules, showing specificity of 84%. Moreover, SVM showed a high negative predicted value, but also a high false-positive rate, similar to FFNN, further highlighting its disadvantages in this specific case. For FFNN, both accuracy and balanced accuracy were lower than the SVM algorithm, even though the ROC AUC values were practically equal.

**Figure 2.** ROC-AUC curves for random forest (left), SVM (middle), and FFNN (right). Highest ROC AUC values have been registered for the RF model (0.9936), followed by SVM and FFNN (0.9354). SVM showed a higher true positive rate (sensitivity) than FFNN, while FFNN showed a higher value for false-positive rate (lower specificity).

**Figure 3.** Comparative performance metrics for supervised machine learning algorithms implemented as binary classification models. RF—random forest; FFNN—feedforward neural network; SVM—support vector machine; TPR—true positive rate (sensitivity); TNR—true negative rate (specificity); ACC—accuracy; bACC—balanced accuracy; FPR—false positive rate; NPV—negative predicting value; ROC AUC—area under receiver operating characteristic curve. RF model showed the highest values for all discussed performance metrics, with the lowest FPR. SVM and FFNN showed similar predictive powers, with equal ROC AUC values, and FFNN showing a slightly lower performance. Both SVM and FFNN had high sensitivities and low specificities.
4. Discussion

Transient receptor potential ankyrin 1 is a non-selective ligand-gated calcium channel that is activated by noxious stimuli, such as cold temperatures, electrophilic environmental compounds (allicin, acrolein, mustard-oil), and endogenous lipids. TRPA1 channel is expressed in various tissues, including dorsal root ganglia, cortex, caudal nucleus, urinary bladder, colon innervations, and pancreatic beta cells, playing key roles in several pathophysiological processes. Discovery of novel TRPA1 receptor antagonists is a promising tool in managing diseases, such as neuropathic pain, inflammation, and multiple sclerosis, due to their ability to ameliorate such ailments by blocking the calcium influx mediated by this pain receptor [37]. Moreover, TRPA1 antagonists are advantageous over current therapeutic approaches that target pain, such as opioids, NSAIDs, and antiepileptic drugs, due to their pharmacotoxicological profiles [10].

All the implemented machine learning algorithms showed high predictive powers. The random forest algorithm showed the best performance metrics among all the implemented models. These results could be credited to the small dataset that is available for training such screening algorithms, usable in the process of discovering new active molecules targeting TRPA1 calcium channels.

PASS software is a trained computational screening method based on structure–activity relationships analysis and can predict over 4000 kinds of biologic activities, including target prediction, pharmacological, and toxic effects [38], as stated by the development team (http://www.pharmaexpert.ru/passonline/). Moreover, PASS is a generalized algorithm with generally good performance built for predicting a broad array of biologic activities, while we trained our machine learning models specifically for predicting TRPA1 antagonists. Therefore, we considered the independent variables used by the PASS algorithm as a promising descriptor class suitable for developing machine learning models for discovering novel TRPA1 antagonists. PASS uses the second level of MNA descriptors for analyzing structure–activity relationships [17], while we used as input variables the third level. This approach yielded satisfying performances for the implemented models, indicating that the third level MNA descriptors could be suitable for predicting the TRPA1 antagonist activity. One disadvantage of MNA descriptors as predicting variables is that they do not consider the differences in activities between optical or geometrical chemical isomers. Thus, neither PASS nor our models can differentiate activity cliffs between such isomers.

The random forest model outclassed the neural network and support vector machine models since neural networks tend to behave well when trained with a low number of dependent variables, which was our case, considering the small dimension of the TRPA1 antagonist dataset. On the other hand, neural networks perform better on larger datasets, since their architecture is more sophisticated and can withstand the impressive dimensions of both dependent and independent variables, while also being capable of solving multiple classification problems, with more than two input and output classes. Thus, we obtained lower performance metrics for the FFNN model due to an insufficient number of known TRPA1 antagonists needed for training a more complicated model that can accurately predict the biologic activities of highly diverse chemical structures with similar pharmacological profiles. On the other hand, the support vector machine model was slightly better in classifying TRPA1 antagonists than FFNN.

In our previous paper, we aimed to build a computational screening algorithm for repurposing drugs as therapeutic solutions for multiple sclerosis by targeting TRPA1 receptors [37]. We used a simple binary classification model based on optimal molecular descriptor cutoffs, and we obtained an accuracy of 81.3% in predicting the activity class and a ROC AUC of 0.874. This approach had lower predictive power than the RF, SVM, and FFNN algorithms. Furthermore, we integrated the outputs of the binary classification model, a multilinear regression model, and the binding energies retrieved from a molecular docking experiment into a global predictive model based on a multivariate binary logistic regression equation. This simplistic classification model that we used as a ranking method of potential repurposing candidates yielded an accuracy of 94.3% in predicting the activity class of the external validation set, with ROC AUC of 0.983. The predictive performance of this model was
exceeded only by the random forest algorithm in terms of accuracy, sensitivity (93.2%) and specificity (95.3%), while the SVM algorithm was slightly behind in predictive power, considering the values for accuracy and sensitivity. However, the aforementioned prediction model was trained for discovering potent TRPA1 antagonists, while the three machine learning methods described herein were suitable for classifying TRPA1 antagonists as active compounds with potencies within any range of activity.

5. Conclusions
Our findings further underlined that simpler and robust machine learning algorithms such as random forests perform better in correctly classifying biologically active molecules when the dimensions of dependent variables datasets are relatively modest.
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