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Abstract This work is an overview of algebraic pressure segregation methods for the incompressible Navier-Stokes equations. These methods can be understood as an inexact LU block factorization of the original system matrix. We have considered a wide set of methods: algebraic pressure correction methods, algebraic velocity correction methods and the Yosida method. Higher order schemes, based on improved factorizations, are also introduced. We have also explained the relationship between these pressure segregation methods and some widely used preconditioners, and we have introduced predictor-corrector methods, one-loop algorithms where nonlinearity and iterations towards the monolithic system are coupled.
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1 Introduction

The basic idea behind pressure segregation methods is to split the transient Navier-Stokes equations, a coupled velocity-pressure system, into two or more steps that decouple velocity and pressure computations. The numerical approximation of the uncoupled continuous system has a lower computational cost than the one for the original coupled problem. Because of their computational efficiency, these strategies have become widely popular.

The original approach to pressure segregation methods is based on a splitting over the continuous in space and discrete in time problem. The segregation of the pressure is based on a projection operator, that explains why the original scheme is known as the projection method. This approach requires to introduce appropriate boundary conditions at every step of the algorithm, a point that has been fairly controversial. In Section 3 we introduce a motivation to this approach and a state-of-the-art review. The reader is referred to [58] for a recent overview of pressure segregation methods motivated at the continuous level (in space).

More recently, these splitting methods have been reinterpreted as inexact LU block factorizations. In fact, this approach is not simply formal, and has some advantages over the continuous approach. At the algebraic level, we can skip the discussion about the appropriate boundary conditions to be imposed, because they have already been enforced in the monolithic system. Furthermore, we can easily design stabilized pressure segregation methods. The pros of the algebraic approach are listed in Section 4. There, algebraic pressure segregation methods are introduced from two points of view, namely, as approximations based on variable extrapolation and from the inexact LU block factorizations mentioned. In both cases one may derive the so called pressure-correction and velocity-correction schemes. The Yosida scheme is presented as a way to improve the accuracy of these factorizations.

Algebraic pressure-correction schemes are discussed in Section 5, whereas more recent algebraic velocity-correction methods are discussed in Section 6. The objective of these sections is to present these schemes in conjunction with different time integration algorithms, analyze their formal properties and present some stability results. It is also explained how to incorporate stabilization methods to deal with convection-dominated flows and to avoid any compatibility condition between the velocity and pressure interpolation.

In Section 7 we explain the link between algebraic pressure segregation methods and some widely used block preconditioners for the Navier-Stokes equations. We also introduce predictor-corrector methods, one-loop algorithms that couple the nonlinear iterations related to the convective term with the solver iterations towards the monolithic system.

Section 5, 6 and 7 are extension of the work in [4].

1 This does not imply that the pressure error layers on the boundaries disappear.
2 The incompressible Navier-Stokes equations

Let us start with the basic equations of fluid mechanics for incompressible flows. These equations are obtained from principles of conservation under the basic assumptions assumed for the continuum mechanics theory.

The evolutionary equations for an incompressible Newtonian fluid moving in a domain $\Omega$ of $\mathbb{R}^d$ ($d = 2$ or $3$ being the space dimension) in a time interval $[0, T]$ consists of finding a velocity $u$ and a (kinematic) pressure $p$ such that

\begin{align}
\partial_t u + u \cdot \nabla u - \nu \Delta u + \nabla p &= f \quad \text{in } \Omega \times (0, T), \quad (1a) \tag{eq:pre-1a} \\
\nabla \cdot u &= 0 \quad \text{in } \Omega \times (0, T), \quad (1b) \tag{eq:pre-1b}
\end{align}

where $f$ is the force vector and $\nu$ the kinematic viscosity.

The set of equations (1a)-(1b) has to be supplemented with appropriate boundary and initial conditions in order to have a well-posed system. The boundary $\Gamma \equiv \partial \Omega$ is a $(d-1)$-dimensional manifold assumed locally Lipschitz (i.e., smooth enough). It is assumed that $\Gamma$ can be partitioned into two non-overlapping subsets $\Gamma_D$ and $\Gamma_N$, such that $\Gamma_D \cap \Gamma_N = \emptyset$ and $\Gamma_D \cup \Gamma_N = \Gamma$. Then, we have in the simplest case

\begin{align*}
\text{on } \Gamma_D \times (0, T), \\
\text{on } \Gamma_N \times (0, T), \\
\text{in } \Omega \times \{0\},
\end{align*}

where $n$ is the unit outward normal vector to $\Gamma$ and $\sigma = -pI + \nu(\nabla u + \nabla u^t)$ is the stress tensor. For purely Dirichlet type boundary conditions, i.e. $\Gamma_N = \emptyset$, the total flux produced by $u_g$ must be zero in order to have a well posed problem.

For the sake of simplicity we have assumed the homogeneous boundary condition,

$$u_g = 0 \quad \text{on } \Gamma \times (0, T) \quad (2) \tag{eq:pre-9bis}$$

in several parts of the following exposition.

When the stationary case is considered, the time derivative disappears, resulting in the steady, incompressible Navier-Stokes (momentum) equation,

$$-\nu \Delta u + u \cdot \nabla u + \nabla p = f \quad \text{in } \Omega. \quad (3) \tag{eq:pre-10}$$

2.1 Some function spaces

Let us introduce some notation that will be used hereafter. For a wide exposition of the mathematical concepts mentioned here we refer to any standard functional analysis text (for instance, [75]). More specific aspects of functional analysis when applied to the Navier-Stokes equations can be found in [53] and [96].
Let $\Omega \subset \mathbb{R}^d$, $d = 2$ or $3$, be a bounded domain. We denote by $L^p(\Omega)$, $1 \leq p < \infty$, the space of real functions defined on $\Omega$ with the $p$-th power absolutely integrable with respect to the Lebesgue measure. It is a Banach space with the associated norm

$$\|u\|_{L^p(\Omega)} := \left( \int_{\Omega} |u(x)|^p \, dx \right)^{1/p}.$$ 

For $1 < p < \infty$, $L^p(\Omega)$ is a reflexive space and its dual space is $L^q(\Omega)$, with $q$ such that $1/p + 1/q = 1$.

The case $p = 2$ is of special interest; $L^2(\Omega)$ is a Hilbert space endowed with the scalar product

$$\langle u, v \rangle_{\Omega} := \int_{\Omega} u(x)v(x) \, dx$$

and its induced norm

$$\|u\|_{L^2(\Omega)} := \langle u, u \rangle_{\Omega}^{1/2}.$$ 

Furthermore, $L^2(\Omega)$ is identified with its dual space. In the following, we will likely omit the subscript referred to the domain for which we consider the scalar product when this is the problem domain, that is to say, $\Omega$. Moreover, we will write the $L^2(\Omega)$ norm simply as $\|\cdot\|_0$.

The space $L^\infty(\Omega)$ (for $p = \infty$) consists of essentially bounded functions in $\Omega$. It is a Banach space equipped with the norm

$$\|u\|_{L^\infty(\Omega)} := \text{ess-sup}_{\Omega} |u(x)|.$$ 

Its dual space is $L^1(\Omega)$. Furthermore, $L^\infty(\Omega) \subset L^p(\Omega)$ for all $p \in [1, \infty)$.

The Sobolev space $W^{m,p}(\Omega)$ is the space of functions in $L^p(\Omega)$ whose weak derivatives of order less than or equal to $m$ belong to $L^p(\Omega)$, being $m$ an integer and $1 \leq p \leq \infty$. It is a Banach space endowed with the usual norm, which we denote as $\|\cdot\|_{W^{m,p}(\Omega)}$, or in a more compact manner $\|\cdot\|_{m,p}$. When $p = 2$, the space $W^{m,2}(\Omega) = H^m(\Omega)$ is a Hilbert space endowed with a scalar product and its associated norm $\|\cdot\|_{H^m(\Omega)}$ (also denoted $\|\cdot\|_m$).

The space $H^1_0(\Omega)$ consists of functions of $H^1(\Omega)$ with zero trace on the boundary. As $\Omega$ is a bounded domain, the Poincaré inequality holds. Therefore the norm $\|\nabla u\|_0$ is equivalent to $\|u\|_1$ on $H^1_0(\Omega)$. Furthermore, we denote by $H^{-k}(\Omega)$ the dual space of $H^k_0(\Omega)$.

The duality pairing between $H^{-1}(\Omega)$ and $H^1_0(\Omega)$ is denoted by $\langle \cdot, \cdot \rangle_{\Omega}$. Again, we can omit the domain subscript when $\Omega$ is the problem domain.

We shall often consider $d$-dimensional vector functions with components in one of these spaces. We shall indicate them by boldface letters, for instance $H^m(\Omega) = (H^m(\Omega))^d$. In the next, we will not distinguish between scalar products or norms for scalar or vector-valued functions.
Let us introduce some convenient spaces for the treatment of the incompressibility constraint. The first one is

$$H(\text{div}, \Omega) := \{ u \in L^2(\Omega) | \nabla \cdot u \in L^2(\Omega) \},$$

which is a Hilbert space with the scalar product $$(u, v)_{\text{div}} = (u, v) + (\nabla \cdot u, \nabla \cdot v)$$ (scaling coefficients may be introduced in the definition of this norm to make it dimensionally consistent). We also introduce

$$H_0(\text{div}, \Omega) := \{ u \in H(\text{div}, \Omega) | n \cdot u|_\Gamma = 0 \}.$$

We define the spaces whose functions are weakly divergence-free,

$$J_0 := \{ u \in L^2(\Omega) | \nabla \cdot u = 0, n \cdot u|_\Gamma = 0 \} \tag{4} \text{eq:pre-15}$$

and,

$$J_1 := \{ u \in H^1_0(\Omega) | \nabla \cdot u = 0 \}. \tag{5} \text{eq:pre-17}$$

Since $J_0$ is a closed subspace of $L^2(\Omega)$, it can be decomposed as $L^2(\Omega) = J_0 \oplus J_0^\bot$, where

$$J_0^\bot := \{ u \in L^2(\Omega) | u = \nabla p, p \in H^1(\Omega) \}. \tag{6} \text{eq:pre-18}$$

We define $P_{J_0}$ as the orthogonal $L^2(\Omega)$-projector onto $J_0$. This operator is of main importance, and the basis of the original projection methods [see 25 and 94]. It is obviously continuous in $L^2(\Omega)$ by its definition. In fact, for $\Omega$ being an open bounded set of class $C^2$, the operator $P_{J_0}$ also maps $H^1(\Omega)$ into itself and is continuous with respect to $\| \cdot \|_1$ (see [96]), that is to say, there exists a constant $c > 0$ such that:

$$\| P_{J_0} f \|_1 \leq c \| f \|_1 \quad \forall f \in H^1(\Omega). \tag{6} \text{eq:pre-19}$$

We need to introduce three forms associated to the different terms of the Navier-Stokes equations in their weak form, defined on the appropriate spaces. Let us start with the form related to the viscous term,

$$a(u, v) := \nu (\nabla u, \nabla v), \quad \forall u, v \in H^1(\Omega).$$

This is a bilinear continuous form on $H^1_0(\Omega)$ which is coercive with respect to $\| \cdot \|_1$.

The second form to be introduced is required for the pressure gradient and the incompressibility constraint,

$$b(v, q) := -q (\nabla \cdot v), \quad \forall v \in H^1_0(\Omega), \forall q \in L^2(\Omega),$$

which is also continuous with respect to the norms $\| q \|_0$ and $\| v \|_1$.

Finally, the trilinear form associated to the convective term in its standard form is

$$c(u, v, w) = \int_\Omega (u \cdot \nabla v) \cdot w \, d\Omega, \quad \forall u, v, w \in H^1(\Omega), \forall w \in H^1_0(\Omega).$$
which is also continuous and well defined on these spaces. If \( u \in J_1 \), the form is skew-symmetric in its two last arguments and thus,

\[
c(u, v, v) = 0, \quad \forall u \in J_1, \forall v \in H^1_0(\Omega).
\]

Its skew-symmetric form, introduced by Temam in [96],

\[
\tilde{c}(u, v, w) = \frac{1}{2}(c(u, v, w) - c(u, w, v)), \quad \forall u \in H^1(\Omega), v, w \in H^1_0(\Omega)
\]

is also used in the following. The boundedness properties of \( c(\cdot, \cdot, \cdot) \), in particular the continuity, are inherited by this skew-symmetric form. In any case the superscript \( \sim \) will be omitted.

For the treatment of evolutionary problems, we require the following notation. Given \( T > 0 \), \( 1 < p < \infty \), and \( X \) a Banach space with norm \( \| \cdot \|_X \), let \( L^p(0, T; X) \) be the space of functions \( f : (0, T) \to X \) such that \( \| u \|_{L^p(0,T;X)} = \left( \int_0^T \| u(s) \|_X^p \, ds \right)^{1/p} < \infty \). In the case of \( p = \infty \), we demand the property \( \sup_{0 \leq s \leq T} | u(s) |_X < \infty \). These spaces will be often employed.

### 2.2 Finite element approximation

In this section we approximate the previous spaces with finite-dimensional subspaces that can be handled numerically. We start summarizing the definition of a finite element, used for constructing the approximation of the previous functional spaces. The reader is referred to the texts of Ciarlet [28], Strang and Fix [91], Brenner and Scott [14] or Ern and Guermond [47] for the analysis of finite element methods.

Let \( \Theta_h \) be a finite element partition of the domain \( \Omega \) in a family of elements \( \{ K \}_{e=1}^{n_\text{el}} \), that is to say, a sequence of elements \( K_e \) for \( e = 1, \ldots, n_{\text{el}} \), being \( n_{\text{el}} \) the number of elements. We denote the diameter of the sphere that circumscribes the element \( K \) by \( h_K \) and the diameter of the sphere inscribed in \( K \) by \( \varrho_K \). We also call \( h = \max_{K \in \Theta_h} (h_K) \) and \( \varrho = \min_{K \in \Theta_h} (\varrho_K) \). We assume that all the element domains \( K \in \Theta_h \) are the image of a reference element \( \tilde{K} \) through polynomial mappings \( F_k \), affine for simplicial elements, bilinear for quadrilaterals and trilinear for hexahedra. On \( \tilde{K} \) we define the polynomial spaces \( R_k(\tilde{K}) \) where \( R_k \) is, for simplicial elements, the set of polynomials in \( x_1, \ldots, x_d \) of degree less than or equal to \( k \), called \( P_k \). For quadrilaterals and hexahedra \( R_k \) consists of polynomials in \( x_1, \ldots, x_d \) of degree less than or equal to \( k \) in each variable, called \( Q_k \). The finite element spaces we will use in the following are:

\[
Q_h = \{ q_h \in C^0(\Omega) \cap L^2(\Omega) / \mathbb{R} \mid q_h|_K = \tilde{q} \circ F_K^{-1}, \tilde{q} \in R_k(\tilde{K}), K \in \Theta_h \},
\]

\[
V_h = \{ v_h \in (C^0(\Omega))^d \mid v_h|_K = \tilde{v} \circ F_K^{-1}, \tilde{v} \in (R_k(\tilde{K}))^d, K \in \Theta_h \}, \quad (7a)
\]

\[
V_{h,0} = \{ v_h \in V_h \mid v_h|_\Gamma = 0 \}, \quad (7b)
\]
which are finite dimensional spaces approximating $L^2(\Omega)$, $H^1(\Omega)$ and $H^1_0(\Omega)$, respectively. In the following, finite element functions will be identified with a subscript $h$. The space $Q_h$ will be associated with the pressure ($k_q$ being the degree of the approximation for the pressure) and $V_{h,0}$ (of degree $k_v$) with the velocity field. Both spaces are referred to the same partition and both are made up with continuous functions. In some cases, different combinations of $Q_h$ and $V_{h,0}$ will be used, for instance accomplishing the inf-sup condition. We will point out these particular cases where used.

2.3 The variational formulation of the Navier-Stokes equations

2.3.1 The continuous level

We obtain in this section the variational (or weak) form of the stationary Navier-Stokes equations for incompressible flows. However, all the concepts exposed in this section can be easily extended to the transient case, as well as to other mixed methods. The study of mixed methods was pioneered by Babuška in [3], whose ideas where applied to the specific case of the Stokes equations in [15] by Brezzi. A more recent complete text on this field is the book by Brezzi and Fortin [18].

Let $\mathcal{V} \equiv H^1(\Omega)$, $\mathcal{V}_0 \equiv H^1_0(\Omega)$ and $Q \equiv L^2(\Omega)/\mathbb{R}$ denote the spaces for velocity and pressure, respectively, with associated norms $\|v\|_V$ and $\|q\|_Q$, and $f \in \mathcal{V}'$. Then, the weak form of (3)-(1b) consist of finding $u \in \mathcal{V}$ and $p \in Q$ such that:

\begin{align}
\langle \mathcal{B}(u), v \rangle + b(u, q) + c(u, v) &= \langle f, v \rangle, \quad \forall v \in \mathcal{V}_0, \quad \forall q \in Q, \\
\text{(8a)}
\end{align}

where we have used the forms defined above. The study of this problem leads to introduce the operator defined as

$$
B : \mathcal{V}_0 \rightarrow Q' \quad | \quad (B(v), q)'_{Q' \times Q} = b(v, q) \quad \forall v \in \mathcal{V}_0, \quad \forall q \in Q
$$

and $B'$ its adjoint. Then, the condition in order for (8) to be well posed reads as follows: there exists a constant $\beta$ such that,

\begin{align}
\inf_{q \in Q} \sup_{v \in \mathcal{V}_0} \frac{b(v, q)}{\|v\|_V \|q\|_Q / \ker B'} \geq \beta > 0,
\end{align}

(9) eq:pre-39

in which case existence of the solution can be proved. This condition, referred to as inf-sup condition along this work, is usually called the LBB condition, honoring the works of Ladyzhenskaya [72], Babuška [3] and Brezzi [15].

Ladyzhenskaya proved condition (9) for the particular case of the Stokes problem (for which existence and uniqueness are known) in [72].

For the evolutionary Navier-Stokes equations, let $(\mathcal{V}_0)_t \equiv L^2(0, T; H^1_0(\Omega))$ the space for the velocity and $Q_t \equiv D(0, T; L^2(\Omega)/\mathbb{R})$ (the space of functions whose $L^2$-spatial norm is a distribution in time) the space for the pressure.
Then, the weak form of (1a)-(1b) consists of finding $u \in (V_0)_t$ and $p \in Q_t$ such that:

\begin{align*}
(\partial_t u, v) + a(u, v) + b(v, p) + c(u, u, v) &= (f, v), \quad \forall v \in (V_0), \\
b(u, q) &= 0, \quad \forall q \in Q.
\end{align*}

For 2d problems, the existence and uniqueness theory is fairly complete. The solution is as regular as allowed by the data and we have continuous dependence of the data in the corresponding function spaces (see [96]). In the three-dimensional case the 2d result cannot be extended due to the lack of information concerning the regularity of the weak solution. Only partial results have been proved (see [96]). Regarding strong (or classical) solutions, existence and uniqueness have been proved on some time interval depending on the data. It is known since the work of Leray [73] that, provided the data are regular enough, there is locally in time a unique smooth solution.

Unfortunately, uniqueness is not proved for the weak solutions for which existence is known. There is a gap between the class of solutions for which existence is proved and the smaller class for which uniqueness is proved. Further, it has been proved that any weak solution of (10) belongs to $L^{8/3}(0, T; L^4(\Omega))$ and any strong solution of (10) belongs to $L^8(0, T; L^4(\Omega))$. The distance between these two classes of functions seems to be the distance that separates us from the global result of existence and uniqueness.

2.3.2 The discrete level

We now consider the approximation of the weak form (8) using the finite element approximation theory. Let $V_{h,0}$ and $Q_h$ be the finite dimensional subspaces approximating $V_0$ and $Q$ respectively, constructed as indicated in (7). The discrete version of system (8) consists of finding $u_h \in V_{h,0}$ and $p_h \in Q_h$ such that

\begin{align*}
(a(u_h, v_h) + b(v_h, p_h) + c(u_h, u_h, v_h) &= (f, v_h), \quad \forall v \in V_{h,0}, \\
b(u_h, q_h) &= 0, \quad \forall q \in Q_h.
\end{align*}

We denote by $Q'_h$ the space of bilinear forms on $Q_h$, which is a subspace of $Q'$ (see [18]). Then, we can introduce the operator $B_h$, the equivalent to $B$ at the discrete level, that is

$$B_h : V_{h,0} \to Q'_h \quad | \quad \langle B_h(v_h), q_h \rangle_{Q'_h \times Q_h} = b(v_h, q_h),$$
where $v_h \in V_{h,0}$ and $q_h \in Q_h$. The equivalent version of the inf-sup condition at the discrete level holds if there exists a constant $\beta_d$, independent of the mesh size $h$, such that

$$\inf_{q_h \in Q_h} \sup_{v_h \in V_{h,0}} \frac{b(v_h, q_h)}{\|v_h\|_{V} \|q_h\|_{Q / \ker B^*_h}} \geq \beta_d > 0,$$

in which case existence can be proved. Again, the non-uniqueness of the continuous equation is inherited by the discretized version (11) using the finite element method. The analysis of the approximation of branches of non-singular solutions is due to Brezzi, Rappaz and Raviart \[19–21\].

Unfortunately, condition (12) does not hold for simple cases, as equal order velocity-pressure interpolation (in particular, with $k_v = k_q$ in (7)). The pairs which are stable, that is, accomplish the discrete inf-sup condition (12), are called div-stable in the terminology of \[13\]. We refer to \[16\] for a different approach to the inf-sup condition at the fully discrete level.

An alternative to use elements satisfying the inf-sup condition is to use the so called stabilization techniques (see \[30\] for an overview of these methods). The essential idea is to modify the discrete variational form so that pressure stability can be obtained without relying on (12). These type of methods can also be used to avoid the numerical instabilities arising in convection dominated flows, although our main focus here will be their use as a mean to obtain stable pressures. We will introduce them when required.

The space discretization of the evolutionary system (10) consists of finding $u_h \in (V_{h,0})_t$ and $p_h \in (Q_h)_t$ such that:

$$\begin{align*}
\partial_t u_h, v_h - a(u_h, v_h) + b(v_h, p_h) + c(u_h, u_h, v_h) &= \langle f, v_h \rangle, \\
b(u_h, q_h) &= 0,
\end{align*}$$

for all $v_h \in V_{h,0}$ and $q_h \in Q_h$, being $(V_{h,0})_t = L^2(0,T; V_h)$ and $(Q_h)_t = D(0,T; Q_h)$. Existence and uniqueness of the semi-discrete system (13) are known.

### 2.4 Time discretization

Let us introduce some notation that we will use throughout the work. Consider a uniform partition of the time interval of size $\delta t$, and let us denote by $f^n$ the approximation of a time dependent function $f$ at time level $t^n = n \delta t$. For a parameter $\theta \in [0, 1]$, we will denote

$$\begin{align*}
f^{n+\theta} &= \theta f^{n+1} + (1 - \theta) f^n, \\
\delta f^{n+1} &= \delta f^n + f^{n+1} - f^n, \\
\delta (i+1) f^{n+1} &= \delta (i) f^{n+1} - \delta (i) f^n, \quad i = 1, 2, 3, \ldots \\
\delta_t f^{n+1} &= \frac{\delta f^{n+1}}{\delta t}.
\end{align*}$$
The discrete operators $\delta^{(i+1)}$ are centered. We will use the backward difference operators

$$
\delta_k f^{n+1} = \frac{1}{\gamma_k} (f^{n+1} - \sum_{i=0}^{k-1} \alpha^i_k f^{n-i}),
$$

where, for $k = 1, 2, 3$ the coefficients $\gamma_k$ and $\alpha^i_k$ correspond to

$$
\begin{align*}
\delta_1 f^{n+1} &= \delta f^{n+1} = f^{n+1} - f^n, \\
\delta_2 f^{n+1} &= \frac{3}{2} (f^{n+1} - \frac{4}{3} f^n + \frac{1}{3} f^{n-1}), \\
\delta_3 f^{n+1} &= \frac{11}{6} (f^{n+1} - \frac{18}{11} f^n + \frac{9}{11} f^{n-1} - \frac{2}{11} f^{n-2}).
\end{align*}
$$

We will also need the backward extrapolation operators

$$
\tilde{f}_i^{n+1} = f^{n+1} - \delta^{(i)} f^{n+1} = f^{n+1} + \mathcal{O}(\delta t),
$$

which for $i = 1, 2, 3$ are

$$
\begin{align*}
\tilde{f}_1^{n+1} &= f^n, \\
\tilde{f}_2^{n+1} &= 2f^n - f^{n-1}, \\
\tilde{f}_3^{n+1} &= 3f^n - 3f^{n-1} + f^{n-2}.
\end{align*}
$$

For the time integration of problem (13) we consider two sorts of finite difference approximations. The first is the generalized trapezoidal rule, which consists of solving the following problem: from known $u^n$, find $u^{n+1} \in V_0$ and $p^{n+1} \in Q$ such that

$$
\begin{align*}
&\left( \frac{\delta_1 u^{n+1}}{\delta t}, v \right) + c(u^{n+\theta}, u^{n+\theta}, v) + a(u^{n+\theta}, v) + b(p^{n+\theta}, v) = \langle \tilde{f}^{n+\theta}, v \rangle, \quad (15a) \\
&b(q, u^{n+\theta}) = 0, \quad (15b)
\end{align*}
$$

for all $(v, q) \in V_0 \times Q$. The force term $\tilde{f}^{n+\theta}$ in (15a) and below has to be understood as the time average of the force in the interval $[t^n, t^{n+1}]$, even though we use a superscript $n+\theta$ to characterize it. The pressure value computed here has been identified as the pressure evaluated at $t^{n+\theta}$, although this is irrelevant for the velocity approximation. The values of interest of $\theta$ are $\theta = 1/2$, corresponding to the second order Crank-Nicolson scheme, and $\theta = 1$, which corresponds to the backward Euler method.

Backward differencing (BDF) time integration schemes will also be considered for the methods proposed hereafter. The first order one (BDF1) coincides with the backward Euler method. BDF1 and the second order scheme BDF2 are $A$-stable. Higher order methods do not keep this interesting property anymore, a limitation known as the second Dahlquist barrier. Nevertheless, BDF3 holds a less demanding $A(\alpha)$-stability, with $\alpha = 86^\circ$, that makes this method...
appropriate. See [69] for a complete exposition of BDF methods and their stability properties.

For the second order scheme BDF2, $u^1$ can be computed using the backward Euler method, whereas for $n \geq 1$ the unknowns $u^{n+1} \in V_0$ and $p^{n+1} \in Q$ are found by solving the problem

\[
(\frac{\delta_2 u^{n+1}}{\delta t}, v) + c(u^{n+1}, u^{n+1}, v) + a(u^{n+1}, v) + b(p^{n+1}, v) = \langle f^{n+1}, v \rangle, \quad (16a)
\]

\[
b(q, u^{n+1}) = 0, \quad (16b)
\]

for all $(v, q) \in V_0 \times Q$.

The BDF3, which requires also $u^2$ for being initialized, has been analyzed in [8] for the time discretization of the incompressible Navier-Stokes problem.

For a $k$-th order BDF method, the unknowns $u^{n+1} \in V_0$ and $p^{n+1} \in Q$, with $n + 1 \geq k$, are found by solving a problem analogous to (16), obtained by replacing $\delta_2 u^{n+1}$ by $\delta_k u^{n+1}$.

2.5 The algebraic system

We assume that $u^n_h$ and $p^n_h$ are constructed using the standard finite element interpolation from the nodal values. We introduce the Lagrange basis $\{\phi_{i,j}\}_{i \in \mathcal{N}_u, j = 1, \ldots, d}$ and $\{\pi_{i}\}_{i \in \mathcal{N}_p}$ associated to $V_h$ and $Q_h$, respectively. Here, $\mathcal{N}_u$ and $\mathcal{N}_d$ denote the set of free and fixed velocity nodes and $\phi_{i,j}$ is the vector that contains the standard shape function $\phi_i$ at position $j$ and the rest of components are zero. The set of pressure nodes are denoted by $\mathcal{N}_p$. We aim at writing the system resulting from the fully discretized Navier-Stokes problem. We start by writing the finite element approximation of the unknowns:

\[
u^n_{h}(x) = \sum_{i \in \mathcal{N}_u} \phi_i(x)(U^n_{i}) + \sum_{j \in \mathcal{N}_d} \phi_j(x)(U^n_{d,j}),
\]

\[
p^n_{h}(x) = \sum_{k \in \mathcal{N}_p} \pi_k(x)(P^n_{k}),
\]

where $U^n_{i}$ and $P^n_{k}$ are the arrays of nodal values for the velocity and the pressure, respectively. $U^n_{d,j}$ is the array of fixed nodal values for the velocity, which is a datum. The symbol $(\cdot)_i$ denotes the sub-array with the values of node $i$.

In order to write the fully discretized coupled problem for a given time value $t^{n+1}$, we need to define a set of matrices. Superscripts $a$ and $b$ will refer to the nodes and subscripts $i$ and $j$ to the spatial dimensions, going from 1 to $d$. We define:

\[
K_{ij}^{ab}(U) := a(\phi_{a,i}, \phi_{b,j}) + c(u_h, \phi_{a,i}, \phi_{b,j}) \quad a, b \in \mathcal{N}_u,
\]

\[
M_{ij}^{ab} := (\phi_{a,i}, \phi_{b,j}), \quad a, b \in \mathcal{N}_u,
\]

\[
G_{i}^{ab} := b(\pi_{b}, \phi_{a,i}), \quad a \in \mathcal{N}_u, \quad b \in \mathcal{N}_p.
\]
From these terms we define matrices $K$, $M$ and $G$ whose components are obtained by grouping together spatial and nodal indexes. We also define matrix $D := -G^t$.

Let us start considering the trapezoidal rule. In this case, $U^{n+1}$ and $P^{n+1}$ are solution of the nonlinear algebraic system

\begin{align}
M \frac{1}{\delta t} (U^{n+1} - U^n) + K(U^{n+\theta})U^{n+\theta} + GP^{n+\theta} &= f^{n+\theta}, \quad \text{(17a)} \\
DU^{n+\theta} &= g^{n+\theta}, \quad \text{(17b)}
\end{align}

where the arrays $f^{n+\theta}$ and $g^{n+\theta}$ stand for the arrays that incorporate body forces and Dirichlet boundary conditions. For homogeneous boundary conditions $g^{n+\theta} = 0$. If the skew-symmetric form of the convective term is used, the convective contribution to matrix $K(U^{n+\theta})U^{n+\theta}$ is skew-symmetric. Let us introduce the matrices

$$C(\cdot) := \frac{1}{\delta t} M + K(\cdot),$$

and

$$C_\theta(\cdot) := \frac{1}{\theta \delta t} M + K(\cdot).$$

At a given time value $t^{n+1}$, equations (17) can be written in matrix form as:

$$AX^{n+\theta} = b^{n+\theta}, \quad \text{(18)}$$

where

$$A = \begin{bmatrix} C_{\theta}(U^{n+\theta}) & G \\ D & 0 \end{bmatrix}, \quad X^{n+\theta} = \begin{bmatrix} U^{n+\theta} \\ P^{n+\theta} \end{bmatrix}, \quad b^{n+\theta} = \begin{bmatrix} f^{n+\theta} - \delta t^{-1} MU^n \\ g^{n+\theta} \end{bmatrix}. \quad \text{(19)}$$

The force term $b^{n+\theta}$ accounts now for body forces, boundary conditions and time integration terms.

When considering the semi-implicit treatment of the convective term, we will refer to the case in which $K$, and therefore $C$, are evaluated with $U^n$. The scheme in this case will be at most first order accurate, regardless of the value of $\theta$.

For the BDF2 time integration scheme the resulting algebraic system is analogous to (17), simply replacing $\delta t U^{n+1}$ by $\delta t^{-1} \delta_2 U^{n+1}$ and evaluating the rest of the terms at $n + 1$ instead of $n + \theta$.

3 The continuous approach to pressure segregation methods

Pressure segregation methods were originally motivated for the continuous problem in space and discrete in time. This section is a state-of-the-art review of the continuous approach to these methods. For simplicity, we shall assume homogeneous Dirichlet conditions (2) in the following exposition.
3.1 Some pressure segregation algorithms

The pressure segregation methods were originated independently by Chorin (see [25, 24, 27, 26]) and Temam (see [93, 92, 94, 95]). The original methods are known as projection methods because they are based on the orthogonal decomposition $L^2(\Omega) = J_0 \oplus J_\perp^0$ (see (5) and (6)) which derives from a theorem due to Ladyzenskaya (see [72]). This theorem is based on the classical Helmholtz decomposition of a vector field into the sum of a solenoidal field and a gradient of a scalar function and a more general theorem proved by De Rham (see [42]).

Hence, in the projection method an intermediate velocity obtained from the momentum equation without the pressure term is decomposed into a solenoidal field, the velocity, and the gradient of a scalar field, the pressure. We present this method in its semi-discrete version in time. Moreover, for the sake of conciseness we will restrict the bulk of this subsection to the backward Euler scheme and homogeneous Dirichlet conditions, commenting later about higher order methods.

This basic procedure involves two basic steps. The first step consists of finding an intermediate velocity $\tilde{u}^{n+1}$ such that:

\begin{align}
\frac{\tilde{u}^{n+1} - u^n}{\delta t} - \nu \Delta \tilde{u}^{n+1} + \tilde{u}^{n+1} \cdot \nabla \tilde{u}^{n+1} &= f^{n+1}, \tag{20a} \\
\tilde{u}^{n+1}|_{\Gamma} &= 0, \tag{20b}
\end{align}

that does not satisfy the incompressibility condition. In (20a) the convective term is treated implicitly. Alternatively, semi-implicit and explicit approaches can be used. Note that the full Dirichlet boundary conditions are imposed on $\tilde{u}^{n+1}$. The weak form of this equation is required for the numerical approximation. Its weak formulation consists of finding a $\tilde{u}^{n+1} \in \mathcal{V}_0$ such that

\begin{align}
\left( \frac{\tilde{u}^{n+1} - u^n}{\delta t}, v \right) + a(\tilde{u}^{n+1}, v) + c(\tilde{u}^{n+1}, \tilde{u}^{n+1}, v) = \langle f^{n+1}, v \rangle, \tag{21}
\end{align}

for all $v \in \mathcal{V}_0$. Temam in [96] proposed the use of the skew-symmetric form of the convective term (see (21)). This form is usually assumed in order to obtain stability bounds for the solution of implicit projection methods.

The second step of this method consists of finding an end-of-step velocity $u^{n+1} \in \mathcal{J}_0$ and a pressure $p^{n+1} \in \mathcal{Q}$ such that

\begin{align}
\frac{u^{n+1} - \tilde{u}^{n+1}}{\delta t} + \nabla p^{n+1} &= 0, \tag{22a} \\
\nabla \cdot u^{n+1} &= 0, \tag{22b} \\
\langle n \cdot u^{n+1}, r \rangle &= 0, \tag{22c}
\end{align}

which is equivalent to find the projection of $\tilde{u}^{n+1}$ onto the space $\mathcal{J}_0$ (see (4)),

\begin{align}
u^{n+1} &= P_{\mathcal{J}_0}(\tilde{u}^{n+1}).
\end{align}
This is the reason why these methods are popularly known as projection methods. We point out that at this step only the normal component of the velocity is prescribed, and therefore the end-of-step velocity $u^{n+1}$ does not satisfy the proper boundary conditions. Hence, we infer easily from (20b) and (22c) that the pressure is satisfying on the Dirichlet boundary an artificial Neumann condition

$$n \cdot \nabla p^n |_r = 0. \quad (23)$$

This is one of the most controversial points of the classical projection method. There has been much speculation about whether the pressure $p^{n+1}$ is a good approximation to the exact pressure $p(t^{n+1})$ (see [97]). It is conjectured by Rannacher in [82] and by Gresho in [55] that the non-physical boundary condition lives only in a narrow boundary layer of width $O(\nu \delta t)$.

In 1996 Timmermans, Minev and Van de Vosse proposed in [98] a modified version of the projection method that leads to improved pressure approximations. Once solved the classical projection method, the modification consists of a correction of the pressure $p^{n+1}$ as follows:

$$\tilde{p}^{n+1} = p^{n+1} - \nu \nabla \cdot \tilde{u}^{n+1}.$$  

It is evident that this update does not cause a severe additional numerical effort. Furthermore, it has been observed in [63] that with this method, unlike (23), the following pressure boundary condition is imposed

$$n \cdot \nabla p^n |_r = n \cdot (f(t^{n+1}) - \nu \nabla \times \nabla \times u^{n+1}) |_r,$$  

which is consistent for the Stokes problem. Due to the fact that the operator $\nabla \times \nabla \times$ plays a key role, the pressure-correction methods using this improvement are called rotational pressure-correction methods, as proposed in [63]. A similar enhanced boundary condition for the pressure was previously proposed in [76] and [70].

The main interest of the projection method is the possible uncoupling of the pressure from the velocity in its numerical approximation. It is achieved by taking the divergence of (22a), obtaining a Pressure Poisson Equation (PPE from here onwards) for the pressure,

$$\Delta p^{n+1} = \frac{1}{\delta t} \nabla \cdot \tilde{u}^{n+1}, \quad (24a)$$

$$n \cdot \nabla p^{n+1} |_r = 0. \quad (24b)$$

Once the pressure $p^{n+1}$ is calculated, the end-of-step velocity is recovered from (22a).

Another interesting issue of this method is its inherent stability. It can be seen by numerical experimentation that equal order velocity and pressure space approximations lead to stabilized systems, so that the discrete inf-sup condition (12) can be violated. However, the stability is decreasing with the time step size. This effect has been hidden by the convergence analysis, where
it is required a time step size small enough. A complete study of the machinery that makes the fully discretized projection method stable was developed in [32] and extended in [35].

The improvement of the error estimates for the pressure taking the rotational form has been studied in [78] and [61]. The long term behavior, dissipativity and unconditional stability of the projection scheme was analyzed in [90] and [1] by Simó and Armero. They also showed that this method exhibits an absorbing set, as does the continuum flow generated by the Navier-Stokes equations.

A modified scheme was proposed by Shen in [85]. It consists of introducing in the momentum equation an approximation of the pressure, more specifically, the term $\nabla p^n$. This method is usually called incremental projection method. The original scheme proposed by Shen was composed by a first step where the intermediate velocity $\tilde{u}^{n+1}$ is obtained,

$$\frac{1}{\delta t}(\tilde{u}^{n+1} - \tilde{u}^n) - \nu \Delta \tilde{u}^{n+1} + \nabla \cdot \tilde{u}^{n+1} + \nabla p^n = f^{n+1},$$  \hspace{1cm} (25a)  
$$\tilde{u}^{n+1}|_r = 0,$$  \hspace{1cm} (25b)  

and a second step for the end-of-step velocity $u^{n+1}$ and pressure $p^{n+1}$,

$$\frac{1}{\delta t}(u^{n+1} - \tilde{u}^{n+1}) + \nabla (p^{n+1} - p^n) = 0,$$  \hspace{1cm} (26a)  
$$\nabla \cdot u^{n+1} = 0,$$  \hspace{1cm} (26b)  
$$n \cdot u^{n+1}|_r = 0.$$  \hspace{1cm} (26c)  

Alternatively, fully implicit or fully explicit convective terms can be used. As before, the pressure can be obtained from a Poisson equation. However, the variable obtained in this case is a correction of the pressure, $\delta p^{n+1}$, instead of the total pressure $p^{n+1}$,

$$\Delta (p^{n+1} - p^n) = \frac{1}{\delta t} \nabla \cdot \tilde{u}^{n+1},$$  
$$n \cdot (p^{n+1} - p^n)|_r = 0.$$  

This scheme is also called pressure-correction method. This is the nomenclature we choose in this work. We note that the classical projection method can also be considered as a pressure correction method. The only difference is that in the classical method a zero order approximation of the pressure is used in the momentum equation whereas in (25a) a first order approximation is chosen.

So far, the approach adopted is first the discretization in time, then the splitting. We have a semi-discrete problem which can be approximated after being discretized in space. Hence, the controversy arises on which boundary conditions must be imposed in order to have well-posed problems at the continuous level.
At the fully discrete level, the PPE introduces a perturbation term in the continuity equation which consists of a difference between two different Laplacian approximations. As it is showed in [32], this term is the origin of the inherent stability of the discretized form of the projection method. The characterization of the stabilizer motivated the Orthogonal Subgrid Scale (OSS) stabilization methods proposed in [33].

The pressure-correction methods showed above are first order schemes in the time step size. Several alternatives have been suggested to achieve second order methods. The first one was proposed by Kim and Moin in [71]. Therein they introduce a method where the convective term is evaluated by an explicit second order Adams-Bashforth method and the viscous term by a second order implicit Crank-Nicholson method. The main novelty of this scheme are the boundary condition imposed on the intermediate velocity.

Van Kan proposed in [100] a second order accurate pressure correction method. This method is equivalent to Shen’s method but replacing the backward Euler time integration scheme by the second order Crank-Nicholson scheme. It is proved in [100] that the velocity and pressure solution of this method differ from the solution of the monolithic problem by a term of order \(O(\delta t^2)\).

In 1989 Bell Colella and Glaz introduced in [9] the first predictor-corrector method. They proposed a second order iterative scheme which converges to the Crank-Nicholson monolithic system. For every iteration, first the intermediate velocity is obtained, treating the convection term explicitly and the diffusion term implicitly. Then, the end-of-step velocity for the current iteration and pressure are calculated in a coupled way. The convective term is differentiated using a second order Godunov procedure.

Second order accuracy in time can be obtained also using a BDF2 time integration method instead of backward Euler in Shen’s scheme (25)-(26).

In different papers second order pressure-correction schemes have been treated analytically. E and Liu studied in [43] Kim and Moin’s scheme. Shen analyzed the Van Kan method in [85] and [89], obtaining optimal error estimates assuming a sufficiently accurate initial data for the velocity field and pressure field and some regularity assumptions. In [78] optimal error estimates are recovered with weaker regularity requirements.

The situation is much less studied for third order methods. Apart from using a third order time integration scheme (for example BDF3), the pressure has to be extrapolated to second order in the momentum equation, that is to say, using notation (14), the pressure gradient in the momentum equation should be approximated by \(\nabla \tilde{p}_{2n+1}^n\).

The first author who proposed a third order pressure-correction method was Gresho in [55]. However, numerical experiments showed that this method is unstable in time. In [87] Shen tried to explain why the solutions obtained with third order pressure-correction methods cannot be bounded uniformly in time. In fact, he obtained that all the pressure-correction methods of order higher than two are unstable. However, according to the authors’ analysis, the explanation of Shen is not appropriate because some terms are neglected. In
fact Shen pointed out that the equivalent continuous system he analyzed was obtained by intuition. The reason why higher order pressure-correction methods are unstable remains an open question that has not been fully explained yet.

Very recently, Guermond and Shen have introduced in [62] a new kind of pressure segregation methods, coined velocity-correction methods because it is the velocity instead of the pressure the extrapolated unknown. We will also discuss these methods in Section 6.

3.2 Numerical Analysis

The projection method has been studied analytically in order to prove convergence and obtain error estimates. For periodic boundary conditions and a centered finite difference space approximation, Chorin proved in [26] that the convergence was of first order in the time step size $\delta t$, provided $\delta t = O(h^2)$, $h$ being the diameter of the space discretization. A proof of convergence of the semi-discrete (space continuous) projection method to a continuous solution $u(t)$ was given by Temam (see [94]) in a general setting.

The pioneering work of Shen [86] analyzed the semi-implicit version of the semi-discrete projection method, taking the convective term as $u^n \cdot \nabla \tilde{u}^{n+1}_n$. He obtained the first error estimates for the velocity, but in a weak norm, $L^2(0,T;L^2(\Omega))$. The proof of the error estimates in this work is plagued by a mistake when using dual norms which was originally observed by Guermond in [57]. In [88] these mistakes were corrected. Furthermore, for obtaining the pressure estimates, $\partial_t p \in L^2(0,T;H^1(\Omega)/\mathbb{R})$ has to be assumed. This requirement is not appropriate, because of the lack of compatibility with the given data at time $t \to 0$ (see [64]).

Rannacher proposed an alternative version of the projection method in [82]. In this new format the end-of-step velocity disappears, and the problem can be understood as a penalized method with a lag in the evaluation of the pressure in the momentum equation. The method reads

$$
\frac{1}{\delta t} (\tilde{u}^{n+1}_n - \tilde{u}^n) - \nu \Delta \tilde{u}^{n+1}_n + \tilde{u}^n \cdot \nabla \tilde{u}^{n+1}_n + \nabla p^n = f^{n+1},
$$

$$
\nabla \cdot \tilde{u}^{n+1}_n + \delta t \Delta p^{n+1} = 0.
$$

Based on this approach, Prohl obtained sharp error estimates for the semi-discrete in time projection method (see [78]). For instance, first order error estimates for the velocity were obtained with a stronger norm, $L^\infty(0,T;L^2(\Omega))$.

The improvement of the error estimates for the pressure taking the rotational form of the Navier-Stokes equations has been studied in [78] and [61].

Shen obtained improved error estimates for method (25) in [85]. Both the intermediate $\tilde{u}^{n+1}$ and end-of-step $u^{n+1}$ velocities are first order approximations to the continuous velocities in $L^\infty(0,T;L^2(\Omega))$.

Error estimates for a fully discrete pressure-correction method were introduced in [60, 59]. The method analyzed therein is the incremental scheme
proposed by Shen. Furthermore, the pressure is not calculated from a Poisson equation, but from a Stokes problem. This analysis requires velocity and pressure interpolations satisfying the inf-sup condition for obtaining error estimates of first order in the time step size and of optimal order in the mesh size.

In [5] the authors have obtained convergence results for the fully discrete projection method in two different situations. The first analysis applies to div-stable elements that satisfy a discrete inf-sup condition. The second part of this work analyzes the fully discrete projection method using a Poisson equation for the pressure. But in this case the velocity-pressure interpolations do not need to satisfy the inf-sup condition. Convergence results are obtained only relying on the inherent stability of the algorithm. In both cases error estimates are obtained comparing these schemes with an auxiliary problem semi-discretized in time for which optimal convergence results are known. The analysis of the auxiliary problem follows the analysis in [78], due to the similarity of the auxiliary problem with the total projection method studied therein. The analysis in [5] is the first convergence analysis for the fully discrete first order projection method in the original version proposed by Chorin and Temam.

4 The discrete approach

4.1 General comments

A different approach to the projection method in a discrete setting (in space and time) was initially proposed by Perot in [77] in the framework of finite volumes. He suggested a pressure correction method for the solution of the discrete linearized system, obtained from the Navier-Stokes equations, based on an incomplete LU block factorization. In [81] this idea was generalized to different methods. The convergence analysis of a first order algebraic pressure-correction method can be found in [5]. The main differences with respect to the continuous approach are:

- Dirichlet boundary conditions: At the algebraic level we can skip the discussion about the correct boundary conditions to be imposed. In fact, at the discrete level, the end-of-step velocity satisfies the good boundary conditions. Even more important, no boundary conditions have to be imposed for the pressure. Even though the artificial boundary conditions are not explicitly imposed, the algebraic approach leads to the same wrong pressure boundary conditions, although in a weak sense. This last point has been initially misunderstood; some works claimed that the discrete approach was not affected by this problem (see [79]). Numerical experiments comparing the pressure error layers in both cases have been carried out in [6].

- Neumann boundary conditions: The discrete approach is clearly superior to the continuous approach for problems with open boundaries. At the discrete level, Neumann boundary conditions are taken into account in the force term as for the monolithic system. However, for the continuous
approach, when using the pressure Poisson equation, Dirichlet pressure conditions for the pressure must be enforced on the open boundaries, introducing an extra perturbation to the problem.

- Discrete Laplacian: The discrete approach motivates a discrete pressure Poisson equation that differs from the one obtained at the continuous level. A discrete Laplacian can also be motivated at the continuous level if, instead of using the pressure Poisson equation, a Darcy problem that couples pressure and end-of-step velocity is used. The use of the discrete Laplacian is more accurate than the continuous Laplacian, because no perturbation is introduced in the mass conservation equation (see [32, 35]).

- Relationship with preconditioners: At the algebraic level, pressure segregation methods motivate effective preconditioners for the monolithic Navier-Stokes system. In fact, these methods can be understood as preconditioners for the pressure Schur complement (see [99]).

- More accurate splitting procedures: At the discrete level, more accurate pressure segregation algorithms have been designed by using enhanced inexact \( \text{LU} \) block factorizations. Third and fourth order splitting methods that are claimed to be unconditionally stable can be found in [50–52]. Also the Yosida method has been designed at the algebraic level by modifying the end-of-step computation (see [81, 80]). The continuous counterpart of these methods has not been explored.

- Stabilization techniques: As it has been mentioned earlier, a possible way to avoid the need for satisfying the inf-sup condition (12) is to use stabilization techniques, as those described later on. At the discrete level, it is easy to infer how to deal with the stabilization terms in the splitting process, particularly those terms related to the pressure stabilization. Unfortunately, things are not so clear at the continuous level (in space), where the stabilization terms do not have any sense.

Before proceeding to the analysis and description of particular algebraic pressure-correction and velocity-correction schemes, we will describe next two ideas that may be used to motivate the algebraic point of view to pressure segregation methods. To present these ideas in the simplest setting, we will consider the backward Euler scheme for the time integration and a semi-implicit treatment of the nonlinearity, leaving for the next sections the analysis of other schemes. Likewise, we will consider homogeneous Dirichlet conditions (\( g = 0 \)) and constant-in-time forcing terms.

4.2 A first algebraic point of view: extrapolation

Let us consider the algebraic system (18) with \( \theta = 1 \). At time step \( n + 1 \) we may write it as

\[
\begin{align*}
M \frac{1}{\Delta t} (U^{n+1} - U^n) + KU^{n+1} + GP^{n+1} &= f \\
DM^{-1}KU^{n+1} + DM^{-1}GP^{n+1} &= DM^{-1}f + \frac{1}{\Delta t} DU^n
\end{align*}
\]
The reason for writing the discrete version of the PPE (27b) is to be able to obtain an equation for the pressure if the velocity is known. Note also that we have kept the term $DU^n$, since after the approximations to be made it will not be exactly zero.

The idea now is to extrapolate either the pressure in (27a) or the velocity in (27b), solving for the remaining variable and then correcting both variables. Let us describe the two options:

4.2.1 Pressure extrapolation

In this case, the pressure is extrapolated in (27a). This allows to compute an approximate velocity which can be used to compute the pressure form (27b). The velocity is corrected after the pressure is computed. Using a pressure extrapolation of order $q$ and the notation of (14), the three steps are

\[ M \frac{1}{\delta t} (\tilde{U}^{n+1} - U^n) + K \tilde{U}^{n+1} = f - G \tilde{P}^{n+1}_q, \]  

\[ DM^{-1} G P^{n+1} = -DM^{-1} K \tilde{U}^{n+1} + DM^{-1} f + \frac{1}{\delta t} D U^n, \] 

\[ M \frac{1}{\delta t} (U^{n+1} - \tilde{U}^{n+1}) + \alpha K (U^{n+1} - \tilde{U}^{n+1}) + G (P^{n+1} - \tilde{P}^{n+1}) = 0. \]

Note that $\tilde{U}^{n+1}$ is just an intermediate variable computed with the extrapolated pressure $\tilde{P}^{n+1}_q$. The parameter $\alpha \in [0, 1]$ in (28c) accounts for a possible correction of the error of $K \tilde{U}^{n+1}$ compared to $K U^{n+1}$, which is eliminated if $\alpha = 1$, as can be seen if (28a) and (28c) are added up (this approach was used in [11] only for the viscous part of $K U^{n+1}$). The classical choice corresponds to $\alpha = 0$, whereas we shall see later on that $\alpha = 1$ is related to the so called Yosida scheme. Let us finally mention that the right-hand-side of (28b) is not written in the usual way, which is $\delta t^{-1} D \tilde{U}^{n+1} + DM^{-1} G \tilde{P}^{n+1}_q$. This term is easier to compute and arises naturally in simpler motivations of pressure-corrections schemes, as described in the next section. However, our purpose here is to highlight the connection with velocity-correction methods introduced next.

4.2.2 Velocity extrapolation

In this case, the velocity is extrapolated in (27b). This allows us to compute and intermediate pressure with which the velocity can be computed. The pressure could be finally corrected, leading to the scheme:

\[ DM^{-1} G \tilde{P}^{n+1} = -DM^{-1} K \tilde{U}^{n+1} + DM^{-1} f + \frac{1}{\delta t} D U^n, \]  

\[ M \frac{1}{\delta t} (U^{n+1} - U^n) + K U^{n+1} = f - G \tilde{P}^{n+1}, \] 

\[ DM^{-1} G (P^{n+1} - \tilde{P}^{n+1}) = -DM^{-1} K (U^{n+1} - \tilde{U}^{n+1}). \]
The parallelism between system (29) and (28) is obvious. Note also that the velocity does not depend on \(P_{n+1}\) and only \(\tilde{P}_{n+1}\) is needed to go to the next time step. Therefore, (29c) is in fact not needed, and therefore not solved in practice.

4.3 A second algebraic point of view: inexact factorization

We will see in the following that it is possible to motivate both pressure-correction and velocity-correction schemes from a completely different point of view. Our starting point now will be (17) and its compact form (18) instead of (27).

4.3.1 Pressure-correction schemes as inexact factorization

Let us consider the exact LU factorization of the system matrix of (19)

\[
A = \begin{bmatrix}
C & 0 \\
D - DC^{-1}G & I
\end{bmatrix}
\begin{bmatrix}
I & C^{-1}G \\
0 & I
\end{bmatrix},
\]

where \(I\) is the identity matrix associated to free velocity nodes. System (18) (with \(\theta = 1\))

\[
AX^{n+1} = LUX^{n+1} = b^{n+1},
\]

can be solved in two steps as

\[
L\tilde{X}^{n+1} = b^{n+1},
\]

\[
UX^{n+1} = \tilde{X}^{n+1},
\]

where \(\tilde{X}^{n+1}\) is an intermediate variable. In velocity-pressure components, the first step can be written as

\[
C\tilde{U}^{n+1} = f - \frac{1}{\delta t}MU^{n},
\]

\[
D\tilde{U}^{n+1} - DC^{-1}G\tilde{P}^{n+1} = 0,
\]

which is followed by the second step

\[
U^{n+1} + C^{-1}GP^{n+1} = \tilde{U}^{n+1},
\]

\[
P^{n+1} = \tilde{P}^{n+1}.
\]

The computational cost of this scheme can be substantially reduced by using a cheap approximation to \(C^{-1}\). One possibility is to use the first order approximation (in time) of the inverse matrix (see [77, 81])

\[
C^{-1} = \left(M \frac{1}{\delta t} + K\right)^{-1} \approx \delta tM^{-1}.
\]

\[
(31)
\]
Then, by using this approximation in (30) we get the following *inexact LU* block factorization:

\[
A_{PC} = \begin{bmatrix} C & 0 \\ D - \delta t DM^{-1} G \end{bmatrix} \begin{bmatrix} I \delta t M^{-1} G \\ 0 & I \end{bmatrix}.
\] (32)

It is easily checked that this system of equations is equivalent to (28) with \( \alpha = 0 \) and \( q = 0 \) (order of pressure extrapolation), in its linearized version. In compact form, this method reads as

\[
A_{PC} \mathbf{X}^{n+1} = \mathbf{b}^{n+1}
\]

The incremental form (equivalent to (28) with \( q = 1 \)) can be written as:

\[
A_{PC} \begin{bmatrix} \mathbf{U}^{n+1} \\ \delta \mathbf{P}^{n+1} \end{bmatrix} = \mathbf{b}^{n+1} - \begin{bmatrix} \mathbf{G} \mathbf{P}^n \\ 0 \end{bmatrix}.
\]

Even though the approximation described can be implemented as such, it is sometimes convenient to make a further approximation. Observe that \( DM^{-1} G \) represents an approximation to the Laplacian operator. In order to avoid dealing with this matrix, we can approximate

\[
DM^{-1} G \approx L,
\]

with components \( L^{ab} = -(\nabla \pi_a, \nabla \pi_b), \quad a, b \in \mathcal{N}_p. \) (33)

Matrix \( L \) is the standard approximation to the Laplacian operator. Clearly, this approximation is only possible when continuous pressure interpolations are employed. In [56], the use of approximation (33) is referred to as “approximate projection”. It is easily seen that approximation (33) keeps the order of accuracy of the pressure-correction scheme.

Using (33), the approximated LU block factorization reads as

\[
A_{PC} = \begin{bmatrix} C & 0 \\ D - \delta t L \end{bmatrix} \begin{bmatrix} I \delta t M^{-1} G \\ 0 & I \end{bmatrix}.
\]

This interpretation of the algebraic pressure segregation algorithms have motivated new splitting methods based on the idea of getting improved inexact LU block factorizations. Some of these methods are introduced in sections 4.3.3 and 4.3.4.

Observe that the error in the discrete operator made by replacing the exact matrix (30) by the approximate matrix (32) is given by

\[
E_{PC} = A - A_{PC} = \begin{bmatrix} 0 & -\delta t KM^{-1} G \\ 0 & 0 \end{bmatrix}.
\] (34)
4.3.2 Velocity-correction schemes as inexact factorization

We can also motivate the algebraic velocity-correction methods introduced above as an inexact factorization method. Let us consider a slightly different exact LU block factorization of $A$:

$$A = \begin{bmatrix} I & 0 \\ DC^{-1} & -DC^{-1}G \end{bmatrix} \begin{bmatrix} C & G \\ 0 & I \end{bmatrix}, \quad (35)$$

which can be considered “non-canonical”, in the sense that matrix $U$ has non-unit diagonal. Now, we can apply again approximation (31), obtaining the following matrix:

$$A_{VC} = \begin{bmatrix} I & 0 \\ \delta tDM^{-1} & -\delta tDM^{-1}G \end{bmatrix} \begin{bmatrix} C & G \\ 0 & I \end{bmatrix}. \quad (36)$$

Similarly to the pressure-correction scheme, it is easily checked that scheme (29a)-(29b) with $q = 0$ (order of velocity extrapolation) corresponds precisely to solving $A_{VC}X_{n+1} = b_{n+1}$.

It can be seen that this method introduces a different perturbation matrix than the pressure-correction scheme. From (35) and (36) it follows that

$$E_{VC} = \begin{bmatrix} 0 & 0 \\ -\delta tDM^{-1}K & 0 \end{bmatrix}. \quad (37)$$

Therefore, this method is momentum preserving but perturbs the mass conservation equation, in contraposition to the classical pressure-correction algorithm, which is mass preserving and only perturbs the momentum conservation equation. Again, the Laplacian approximation (33) can be used.

In the case of homogeneous Dirichlet conditions that we are considering, $D = -G^t$. From (34) and (37) it is seen that if matrix $K$ is symmetric (Stokes problem or explicit treatment of the nonlinear term) then $E_{PC} = -E_{VC}$. In both cases this error matrix is of order $O(\delta t)$, corresponding to the order zero extrapolation in either pressures or velocities, with the approach adopted in the previous subsection.

4.3.3 The Yosida method

An alternative pressure segregation algorithm motivated from the exact LU block factorization (30) has been introduced in [81] and analyzed in [80]. This method has been coined the Yosida scheme, because it can be interpreted as a Yosida regularization of the Laplace operator. The difference with the previous pressure-correction algorithms relies on the computation of the end-of-step velocity. The idea is to use approximation (31) only in the pressure Schur complement matrix, computing exactly the $U$-block. It leads to the following inexact LU block factorization instead of (32):

$$A_Y = \begin{bmatrix} C & 0 \\ D & -\delta tDM^{-1} \end{bmatrix} \begin{bmatrix} I & \begin{bmatrix} C^{-1}G \end{bmatrix} \\ 0 & I \end{bmatrix}. \quad (38)$$
The perturbation introduced by the Yosida method is
\[ E_Y = A - A_Y = \begin{bmatrix} 0 & 0 \\ D(\delta t M^{-1} - C^{-1})G \end{bmatrix}. \]

Clearly, as the velocity-correction scheme this method is momentum preserving. Moreover, since \( C^{-1} = \delta t M^{-1} + O(\delta t^2) \), it is seen that perturbation \( E_Y \) is formally \( O(\delta t^2) \) (in any norm). Therefore, the splitting error due to the Yosida scheme is expected to be of second order.

This method can also be written as a three-step algorithm:

\begin{align*}
\text{eq:Yos} & \quad M \frac{1}{\delta t} (\bar{U}^{n+1} - U^n) + K \bar{U}^{n+1} = f, \\
\text{eq:Yos-1} & \quad \delta t D M^{-1} G P^{n+1} = D \bar{U}^{n+1}, \\
\text{eq:Yos-2} & \quad M \frac{1}{\delta t} (U^{n+1} - \bar{U}^{n+1}) + K U^{n+1} - K \bar{U}^{n+1} + G P^{n+1} = 0,
\end{align*}

which corresponds to (28) with \( q = 0 \) and \( \alpha = 1 \).

Remark 1 In [81,80] the nonlinearity has always been considered in an explicit way. A reasonable implicit treatment of the nonlinearity would be to consider \( K(U^n) \bar{U}^{n+1} \) in (38a) (semi-explicit treatment) and \( K(U^{n+1}) U^{n+1} - K(U^n) \bar{U}^{n+1} \) in (38c) (implicit treatment), with similar extensions to other values of \( \theta \) of the trapezoidal rule.

Remark 2 The incremental form of the Yosida algorithm is obtained taking \( \alpha = 1 \) and \( q = 1 \) in (28). This method can be written as

\[ A_Y \begin{bmatrix} U^{n+1} \\ \delta P^{n+1} \end{bmatrix} = b^{n+1} - \begin{bmatrix} G P^n \\ 0 \end{bmatrix}. \]

This algorithm perturbs the monolithic problem by adding the term

\( D(\delta t M^{-1} - C^{-1}) G \delta P^{n+1}, \)

to the mass conservation equation, which is formally of order \( O(\delta t^3) \). Therefore, the incremental Yosida algorithm combined with the BDF3 time integration scheme leads to an overall third order method. As far as we know, such a method has never been proposed before.

4.3.4 Higher order methods

Third and fourth order algebraic pressure segregation algorithms have been designed and analyzed in [84,51,52,50]. These methods are again based on incomplete \( LU \) block factorization. However, in these methods a different approximate factorization is used:

\[ A_{HO} = \begin{bmatrix} C & 0 \\ D - \delta t D M^{-1} G \end{bmatrix} \begin{bmatrix} I & H^{-1} G R \\ 0 & Q \end{bmatrix}. \]

Matrices \( Q \) and \( R \) are chosen in order to minimize the perturbation error. Matrix \( H \) can take two different values:
– $H = \delta t^{-1} M$ for pressure-correction algorithms (with $q = 0$).
– $H = C$ for the Yosida scheme.

This method is equivalent either to the previous pressure-correction method or to the Yosida method supplemented with an extra correction of the pressure, dictated by $Q$, and a modification of the end-of-step equation, dictated by $R$. Thus, we have to distinguish between intermediate and end-of-step pressures. This method involves four steps:

\[
M \frac{1}{\delta t} (\tilde{U}^{n+1} - U^n) + K \tilde{U}^{n+1} = f,
\]

\[
\delta t DM^{-1} G \tilde{P}^{n+1} = D \tilde{U}^{n+1},
\]

\[
Q \tilde{P}^{n+1} = \tilde{P}^{n+1},
\]

\[
H(U^{n+1} - \tilde{U}^{n+1}) + GR \tilde{P}^{n+1} = 0.
\]

The key ingredient is the expression for matrix $Q$. Two alternative approaches have been considered:

– Third order methods have been considered in [84], namely a Chorin-Temam pressure-correction type scheme and the so called Yosida-3 scheme, depending on the expression for $H$. Both methods use the same expression for $Q$:

\[
Q = \delta t T^{-1} DM^{-1} G
\]

with $T = \delta t^2 DM^{-1} CM^{-1} G$. These two methods differ in the expression for matrix $R$. The Chorin-Temam type pressure-correction method takes $R = Q$, whereas Yosida-3 uses $R = I$.

– A fourth order method, Yosida-4, has been designed in [51] and analyzed in [50]. We refer to these works for the expression of $Q$ that leads to a fourth order method.

Remark 3 This approach leads to high order pressure segregation algorithms which are stable because the enhanced accuracy is not attained using high order extrapolations for the pressure. The only way to improve the order of accuracy when the splitting is carried out at the continuous level turns out to be higher order pressure predictions. However, using this approach, third and higher order schemes (in time) become unstable.

Remark 4 Unfortunately, these schemes are not useful for real (large) problems, because matrices $Q$ are dense. Krylov methods should be used but an appropriate preconditioner for $Q$ is not available and finding one seems to be a hard task.

5 Algebraic pressure-correction algorithms

In this section we analyze pressure-correction schemes introduced in Section 4. We start re-introducing these schemes in the simple setting of either zero or
first order pressure extrapolations, leading to first or second splitting errors, respectively, as we will explain in the following. As time integration schemes we will consider both the trapezoidal rule and BDF schemes.

5.1 Formulation of the algorithms

Let us start considering schemes based on the trapezoidal rule. The fully discrete nonlinear problem (17) is exactly equivalent to

\[ M \frac{1}{\delta t}(\tilde{U}^{n+1} - U^n) + K(U^{n+\theta})U^{n+\theta} + \gamma GP^n = f^{n+\theta}, \] (39a)

\[ M \frac{1}{\delta t}(U^{n+1} - \tilde{U}^{n+1}) + G(P^{n+1} - \gamma P^n) = 0, \] (39b) \hspace{1cm} eq:3-2

\[ D\tilde{U}^{n+1} = 0, \] (39c) \hspace{1cm} eq:3-3

where \( \tilde{U}^{n+1} \) is an auxiliary variable and \( \gamma \) is a numerical parameter, whose values of interest are 0 and 1. At this point we can make the essential approximation

\[ K(U^{n+\theta})U^{n+\theta} \approx K(\tilde{U}^{n+\theta})\tilde{U}^{n+\theta}, \] (40) \hspace{1cm} eq:3-4

which have been ordered according to the sequence of solution, for \( \tilde{U}^{n+1} \), \( P^{n+1} \) and \( U^{n+1} \). This uncoupling of variables has been made possible by virtue of (40).

We will consider three possibilities depending on the choice of \( \theta \) and \( \gamma \). Formally, it is easy to see that the perturbation term introduced by approximation (40) is of order \( O(\delta t^2) \) when \( \gamma = 0 \), and of order \( O(\delta t^3) \) when \( \gamma = 1 \) (incremental form). Observe from (39b) that \( O(||U^{n+1} - \tilde{U}^{n+1}||) = \delta t O(||P^{n+1} - \gamma P^n||) \) in any norm \( || \cdot || \). Thus, we will refer to the case \( \gamma = 0 \) as the case with splitting error of order 1, called SE1 in the following, and the case \( \gamma = 1 \) as the case with splitting error of order 2, called SE2. The three possibilities mentioned are:

- \( \theta = 1, \gamma = 0 \). Method BDF1-SE1.
- \( \theta = 1, \gamma = 1 \). Method BDF1-SE2.
- \( \theta = 1/2, \gamma = 1 \). Method CN-SE2.
Method BDF1-SE2 will obviously be first order, and thus the second order splitting error unnecessary. However, this method is interesting, because reduces the artificial dissipation introduced by the first order splitting error.

So far, we have considered the trapezoidal rule for the time integration. If, instead, we use BDF2 with a second order splitting error, the final algebraic system will be

\[
M \frac{1}{2\delta t} (3\tilde{U}^{n+1} - 4U^n + U^{n-1}) + K(\tilde{U}^{n+1})\tilde{U}^{n+1} + G\mathbf{P}^n = f^{n+1},
\]

\[
\frac{2}{3}\delta t D M^{-1} G(\delta\mathbf{P}^{n+1}) = D\tilde{U}^{n+1},
\]

\[
M \frac{1}{2\delta t} (3U^{n+1} - 3\tilde{U}^{n+1}) + G(\delta\mathbf{P}^{n+1}) = 0.
\]

We will call this method BDF2-SE2.

As mentioned in Section 4, it is often convenient from the numerical point of view to make use of approximation (33). Using this, together with (40), the problem to be solved, instead of (41), is:

\[
M \frac{1}{\delta t} (\tilde{U}^{n+1} - U^n) + K(\tilde{U}^{n+\theta})\tilde{U}^{n+\theta} + \gamma G\mathbf{P}^n = f^{n+\theta},
\]

\[
\delta t L(\mathbf{P}^{n+1} - \gamma\mathbf{P}^n) = D\tilde{U}^{n+1},
\]

\[
M \frac{1}{\delta t} (U^{n+1} - \tilde{U}^{n+1}) + G(\mathbf{P}^{n+1} - \gamma\mathbf{P}^n) = 0.
\]

Remark 5 The system matrix \(DM^{-1}G\) can be used without any approximation when an iterative solver that only involves matrix-vector products is used (for instance, GMRES). Moreover, the computational cost associated to \(M^{-1}\) can be reduced using a diagonal mass matrix, that can be obtained by using a closed rule for the space integration (for example, in the case of Lagrangian elements) or some lumping technique (see [49, 65]). In this case, the discrete Laplacian is a sparse matrix that can be easily built. In any case, this discrete Laplacian also introduces artificial boundary conditions for the pressure although not explicitly imposed.

5.2 Equivalent monolithic formulation

At this point we will compare the pressure-correction method with the monolithic system as it was done in [32]. The objective is to extend the expression of the error term given by (34) to the nonlinear case and considering the possibility to use approximation (33).

Being \(\tilde{\mathbf{P}}^{n+1}_p\) an extrapolation of \(\mathbf{P}^{n+1}\) of order \(p\) obtained from previous known values, we can write an approximated pressure-correction method as
follows:

\[
M \frac{1}{\delta t} (\tilde{U}^{n+1} - U^n) + K(\tilde{U}^{n+1})\tilde{U}^{n+1} + G\tilde{P}_p^{n+1} = f^{n+1}, \tag{43a}
\]

\[
\delta tDM^{-1}G(P^{n+1} - \tilde{P}_p^{n+1}) = D\tilde{U}^{n+1}, \tag{43b}
\]

\[
M \frac{1}{\delta t}(U^{n+1} - \tilde{U}^{n+1}) + G(P^{n+1} - \tilde{P}_p^{n+1}) = 0. \tag{43c}
\]

We assume BDF1 for the sake of simplicity. Let us introduce the integer \(\beta\), that will take the value 1 when approximation (33) is used and 0 otherwise.

We could rewrite (43) as an equivalent stabilized monolithic formulation (see [32]) in order to identify the perturbation terms introduced by the splitting, getting

\[
M \frac{1}{\delta t}(U^{n+1} - U^n) + K(U^{n+1})U^{n+1} + E(U^{n+1}) + GP^{n+1} = f^{n+1},
\]

\[
D U^{n+\theta} - \beta \delta t(DM^{-1}G - L)(P^{n+1} - \tilde{P}_p^{n+1}) = 0.
\]

The term \(E(U^{n+1})\) is given by

\[
E(U^{n+1}) := K(S^{n+1})U^{n+1} + K(U^{n+1})S^{n+1},
\]

\[
S^{n+1} := \delta tM^{-1}G(P^{n+1} - \tilde{P}_p^{n+1}).
\]

Remark 6 The perturbation of the momentum equation \(E(U^{n+1})\) is formally of order \(O(\delta t^p+1)\) where \(p\) is the approximation of the \(\tilde{P}_p^{n+1}\) extrapolation. This result generalizes the expression of the perturbation term obtained in (34).

Remark 7 The continuity equation is only perturbed when using the standard Laplacian \(L\). In this case, the perturbation term is \(\delta tB(P^{n+1} - \tilde{P}_p^{n+1})\), with \(B = DM^{-1}G - L\), which is formally of order \(O(\delta t^p+1)\). It was noted in [32] that this term is the reason of the inherent stability of pressure segregation methods. As mentioned earlier, this stabilizer has motivated the use of Orthogonal Subgrid Scale (OSS) stabilization (see e.g. [36, 37, 31, 33]). Let us stress that \(L\) is the kind of Laplacian we obtain when using the continuous approach with the pressure Poisson equation. Unfortunately, this stabilization is reduced with the time step size and too weak when using the incremental version. In the next section we list the stability properties of these methods, proved in [32, 35].

Remark 8 This method is unconditionally stable for \(p \leq 1\). Higher order methods seem to be conditionally stable.

5.3 Stability of pressure-correction methods

The goal of this section is to present stability estimates for the pressure-correction methods introduced previously. Let us first introduce some additional notation. If \(Y, Z\) are arrays, \(\{Y^n\}_{n=0,1,...,N}\) is a sequence of arrays of
$N + 1$ terms and $A$ a symmetric positive semi-definite matrix, we define

$$(Y, Z)_A := Y \cdot AZ,$$

$$\|Y\|_A := (Y \cdot AY)^{1/2},$$

$$\|Y\|_{-A} := \sup_{Z \neq 0} \frac{Y \cdot Z}{\|Z\|_A} \quad \text{(here $A$ is assumed to be positive definite),}$$

$$\{Y^n\} \in \ell^\infty(A) \iff \|Y^n\|_A \leq c < \infty \quad \forall n = 0, 1, ..., N,$$

$$\{Y^n\} \in \ell^p(A) \iff \sum_{n=0}^N \delta t \|Y^n\|^p_A \leq c < \infty, \quad 1 \leq p < \infty.$$

Here and in the following, $c$ denotes a positive constant, not necessarily the same at different appearances.

A remark is needed when $A = K$. This matrix is not symmetric, but it has the contribution from the convective term, which is skew-symmetric, and the contribution from the viscous term, $K_{\text{visc}}$, which is symmetric and positive definite. We will simply write $U \cdot K(U)U = U \cdot K_{\text{visc}} U \equiv \|U\|^2_K$.

We will make use also of $L_+ := -L$, which is the positive semi-definite matrix corresponding to the discretization of $-\Delta$.

These definitions will allow us to express our stability results in a compact manner. The basic assumption in all the cases will be that

$$\sum_{n=0}^N \delta t \|\nabla^n\|^2_{-L} \leq c < \infty, \quad \text{(44) eq:sf}$$

which is the matrix version of the classical condition required for the problem to be well posed. Apart from this, no other regularity assumptions will be required. Thus, the following estimates hold for the minimum velocity-pressure regularity.

In what follows, we state the stability estimates for $L$. In case of using the discrete Laplacian $DM^{-1}G$, the stability estimates for the velocity are identical but there is not any control over the pressure.

For method BDF1-SE1, the following stability results have been obtained in [32]:

**Stability of BDF1-SE1:**

$$\{U^n\} \in \ell^\infty(M), \quad \{\tilde{U}^n\} \in \ell^\infty(M) \cap \ell^2(K), \quad \{\sqrt{\delta t}P^n\} \in \ell^2(L_+)$$

The stability estimate for the pressure shows that the pressure gradient multiplied by $\delta t$ is $\ell^2$-bounded. When $\delta t$ is of order $O(h^2)$ this is optimal [48, 17, 82]. For the velocity, the stability estimates are optimal.

Method BDF1-SE1 is first order because of the order of both the time integration and the splitting error. However, if we consider method BDF1-SE2, with a second order splitting error, we obtain the same estimates for the velocity but much weaker estimates for the pressure. The result is:
The stability estimate for the pressure is now multiplied by $\delta t$ instead of $\sqrt{\delta t}$ as in the previous case, which makes it weaker (even though the temporal norm is stronger). The way to improve it is by making use of the inf-sup condition, if it holds for the velocity-pressure interpolation employed, or by using stabilization techniques.

For the CN-SE2 the stability estimate was also obtained in [32]. The result is the following:

Stability of CN-SE2:

$\{U^n\} \in \ell^\infty(M)$, $\{\tilde{U}^n\} \in \ell^\infty(M) \cap \ell^2(K)$, $\{\delta t P^n\} \in \ell^\infty(L_+) \cap \ell^2(K)$,

The same remarks as those made concerning the stability of method BDF1-SE2 apply now. We therefore conclude that the pressure stability depends on how the splitting is done rather than on the time integration scheme. This is also corroborated by the stability estimate for method BDF2-SE2, obtained in [35]:

Stability of BDF2-SE2:

$\{U^n\} \in \ell^\infty(M)$, $\{\tilde{U}^n\} \in \ell^2(K)$, $\{\delta t P^n\} \in \ell^\infty(L_+)$.

Remark 9 The inherent pressure stability of these methods is very weak when $L$ is used in place of $DM^{-1}G$ and non-existent when approximation (33) is not adopted. As commented above, we must rely on div-stable elements (see [18]) or stabilization techniques. This last approach is the one considered in the next section.

5.4 Stabilized pressure-correction methods

5.4.1 Stabilized formulation for incompressible flows

In this section we consider the stabilization of the previous methods using the Orthogonal Subgrid Scale (OSS) finite element method described in detail in [33].

Let us introduce the OSS formulation for the backward Euler discretization of problem (13). The idea is to add a least-squares form of the component of the convective and pressure gradient terms orthogonal to the velocity finite element space without boundary conditions. Let $P_h$ be the $L^2$ projection onto
this space. The term to be added to the discrete variational form of the problem is
\[
(P_h^\perp (u_h^{n+1} \cdot \nabla v_h^{n+1} + \nabla q_h^{n+1}), \tau P_h^\perp (u_h^{n+1} \cdot \nabla u_h^{n+1} + \nabla p_h^{n+1}))
\]
\[= (u_h^{n+1} \cdot \nabla v_h^{n+1} + \nabla q_h^{n+1}, \tau P_h^\perp (u_h^{n+1} \cdot \nabla u_h^{n+1} + \nabla p_h^{n+1})), \quad (45)
\]
where \(\tau\) is the stabilization parameter on which the formulation depends, that we compute as
\[
\tau = \left( c_1 \frac{\nu}{h^2} + c_2 \frac{|u_h^{n+1}|}{h} \right)^{-1},
\]
(46)
where \(c_1\) and \(c_2\) are algorithmic constants. Both in (45) and in (46) the advection velocity \(u_h^{n+1}\) is assumed to be known. It can be taken as a value computed in a previous iteration within an iterative loop or as an extrapolation from velocity values at previous time steps. Note that in (46) the Euclidean norm of this velocity appears, and therefore \(\tau\) needs to be computed at each integration point.

The discrete Navier-Stokes system stabilized with OSS stabilization consists of finding \(u_h^{n+1} \in V_h, 0\) and \(p_h^{n+1} \in Q_h\) such that
\[
(\delta t u_h^{n+1} + u_h^{n+1} \cdot \nabla u_h^{n+1}, v_h) + \nu(\nabla u_h^{n+1}, \nabla v_h) - (p_h^{n+1}, \nabla : v_h)
\]
\[+ (u_h^{n+1} \cdot \nabla v_h^{n+1}, \tau P_h^\perp (u_h^{n+1} \cdot \nabla u_h^{n+1} + \nabla p_h^{n+1})) = (f^{n+1}, v_h), \quad (47a)
\]
\[
(q_h, \nabla \cdot u_h^{n+1}) + (\nabla q_h^{n+1}, \tau P_h^\perp (u_h^{n+1} \cdot \nabla u_h^{n+1} + \nabla p_h^{n+1})) = 0,
\]
(47b)
for all \([v_h, q_h] \in V_{h,0} \times Q_h\). Our objective in the remaining of this section is to extend the previous pressure-correction methods to include the OSS stabilization we have just described.

5.4.2 Matrix version of the stabilized monolithic system

Prior to writing the matrix version of the stabilized pressure-correction scheme, let us consider the matrix version of the monolithic velocity-pressure calculation.

We start writing the orthogonal projection of the convective and pressure gradient terms as
\[
P_h^\perp (u_h^{n+1} \cdot \nabla u_h^{n+1} + \nabla p_h^{n+1}) = u_h^{n+1} \cdot \nabla u_h^{n+1} + \nabla p_h^{n+1} - y_h^{n+1},
\]
where \(y_h^{n+1}\) is the projection of these terms onto the finite element space, that is,
\[
(y_h^{n+1}, v_h) = (u_h^{n+1} \cdot \nabla u_h^{n+1} + \nabla p_h^{n+1}, v_h), \quad \forall v_h \in V_h.
\]
(48)
From these expressions it is easily checked that the discrete variational problem (47) together with the projection equation (48) lead to the nonlinear algebraic system

\[
M \frac{1}{\delta t} (U^{n+1} - U^n) + K (U^{n+1}) U^{n+1} + GP^{n+1} \\
+ S_{uu}(U^{n+1}) U^{n+1} + S_{up}(U^{n+1}) P^{n+1} - S_{uy}(U^{n+1}) Y^{n+1} = f^{n+1},
\]

\[
DU^{n+1} + S_{pp} P^{n+1} + S_{pu}(U^{n+1}) U^{n+1} - S_{py} Y^{n+1} = 0,
\]

\[
MY^{n+1} - V(U^{n+1}) U^{n+1} - GP^{n+1} = 0,
\]

where \( Y \) is an array with the unknown nodal values of \( y \). In the notation used above, we have introduced the new stabilization matrices:

\[
S_{uu}(U^{n+1})_{ij}^{ab} = (\tau u_h^{n+1} \cdot \nabla \phi_{a,i}^n, u_h^{n+1} \cdot \nabla \phi_{b,j}^n),
\]

\[
S_{up}(U^{n+1})_{ij}^{ab} = (\tau u_h^{n+1} \cdot \nabla \phi_{a,i}^n, \nabla \pi_b),
\]

\[
S_{uy}(U^{n+1})_{ij}^{ab} = (\tau u_h^{n+1} \cdot \nabla \phi_{a,i}^n, \phi_{b,j}^n),
\]

\[
S_{pp}^{ab} = (\tau \nabla \pi_a, \nabla \pi_b),
\]

\[
S_{pu}^{ab} = (\tau \nabla \pi_a, u_h^{n+1} \cdot \nabla \phi_{b,j}^n),
\]

\[
S_{py}^{ab} = (\tau \nabla \pi_a, \phi_{b,j}^n),
\]

\[
V(U^{n+1})_{ij}^{ab} = (\phi_{a,i}^n, u_h^{n+1} \cdot \nabla \phi_{b,j}^n),
\]

where the notation is the same as in Section 2.

An alternative version of the orthogonal projection terms has been used in [41]. The projection term is split into two least squares parts, after neglecting crossed terms. In this case, there are two projection arrays to be introduced, one term for the projection of the pressure gradient and the other associated to the convective term:

\[
P_h^\perp(u_h^{n+1} \cdot \nabla u_h^{n+1}) = u_h^{n+1} \cdot \nabla u_h^{n+1} - y_h^{n+1},
\]

\[
P_h^\perp(\nabla \pi_h^{n+1}) = \nabla \pi_h^{n+1} - z_h^{n+1},
\]

where \( y_h^{n+1} \) and \( z_h^{n+1} \) are the solution of

\[
y_h^{n+1}, v_h \rangle = (u_h^{n+1} \cdot \nabla u_h^{n+1}, v_h) \quad \forall v_h \in V_h,
\]

\[
z_h^{n+1}, v_h \rangle = (\nabla \pi_h^{n+1}, v_h) \quad \forall v_h \in V_h.
\]

This approximation slightly simplifies the final stabilized system, which now is

\[
M \frac{1}{\delta t} (U^{n+1} - U^n) + K (U^{n+1}) U^{n+1} + GP^{n+1} \\
+ S_{uu}(U^{n+1}) U^{n+1} - S_{uy}(U^{n+1}) Y^{n+1} = f^{n+1},
\]

\[
DU^{n+1} + S_{pp} P^{n+1} - S_{py} Z^{n+1} = 0,
\]

\[
MY^{n+1} - V(U^{n+1}) U^{n+1} = 0,
\]

\[
MZ^{n+1} - GP^{n+1} = 0.
\]
The projections $Y^{n+1}$ and $Z^{n+1}$ in (50a) and (50b) are usually replaced by the values from the previous time steps. It has been proved in \[10,38\] that the explicit treatment of the projections gives slightly stronger pressure stability. Stabilized pressure-correction and predictor-corrector algorithms from system (49) have been obtained in \[41\]. The \textit{enhanced} stability properties of these methods has been fully discussed in \[32\].

\textbf{Remark 10} OSS is a symmetric stabilization technique. However, this is not the case for some of the most popular stabilization methods, like SUPG, GLS or ASGS (see, e.g, \[22,67,68,66\]), applied to transient problems. These methods lead to non-symmetric formulations even for the Stokes problem.

\subsection*{5.4.3 Matrix version of the stabilized pressure segregation algorithms}

The stabilized pressure-correction algorithm is obtained either from (49) or from (50) using the same approximations as for the non-stabilized scheme. Introducing the matrices

\[
\tilde{K} \equiv \tilde{K}(U^{n+1}) = K(U^{n+1}) + S_{uu}(U^{n+1}),
\]
\[
\tilde{G} \equiv \tilde{G}(U^{n+1}) = G + S_{up}(U^{n+1}),
\]
\[
\tilde{D} \equiv \tilde{D}(U^{n+1}) = D + S_{pu}(U^{n+1}),
\]

the first option leads to the following algorithm

\begin{align}
M \frac{1}{\delta t} \left( \tilde{U}^{n+1} - U^n \right) + \tilde{K} \tilde{U}^{n+1} + \gamma \tilde{G} P^n - S_{uu}(U^{n+1}) Y^{n+\rho} &= f^{n+1}, \quad (51a) \\
\tilde{D} \tilde{U}^{n+1} - \delta \tilde{D} M^{-1} \tilde{G} (P^{n+1} - \gamma P^n) + S_{pp} P^{n+1} + S_{py} Y^{n+\rho} &= 0, \quad (51b) \\
M \frac{1}{\delta t} (U^{n+1} - \tilde{U}^{n+1}) + \tilde{G} (P^{n+1} - \gamma P^n) &= 0, \quad (51c) \\
M Y^{n+1} - V (U^{n+1}) U^{n+1} - GP^{n+1} &= 0. \quad (51d)
\end{align}

With $\gamma = 0$ we have the non-incremental version whereas $\gamma = 1$ is used for the incremental version. When $\rho = 0$ the projection is treated explicitly and for $\rho = 1$ implicitly. Again, the discrete Laplacian, that now involves stabilization terms, can be approximated by the standard Laplacian $L$.

It has been proved in \[32,34\] that the stabilized versions of all the methods analyzed in the previous section have the extra pressure stability

\[
\{ \sqrt{\tau} P^n \} \in \ell^1(L_+)
\]

independently of the Laplacian used. This pressure stability does not depend on the time step size and does not decrease when this value goes to zero.

Again, we can motivate the stabilized pressure segregation method as an inexact \textit{LU} block factorization. Let $\tilde{C} = \delta t^{-1} M + \tilde{K}$. The stabilized system matrix for the monolithic system (49) can be written as:

\[
\begin{bmatrix}
\tilde{C} & \tilde{G} \\
\tilde{D} & S_{pp}
\end{bmatrix}
\begin{bmatrix}
U^{n+1} \\
P^{n+1}
\end{bmatrix}
= 
\begin{bmatrix}
\tilde{b}_u^{n+1} \\
\tilde{b}_p^{n+1}
\end{bmatrix}.
\]
The rest of stabilization terms, related to the projections, are included in \( \tilde{B}_q^{n+1} \) and \( B_p^{n+1} \). The exact factorization of the matrix of this system, \( \tilde{A} \), is

\[
\tilde{A} = \begin{bmatrix}
\tilde{C} & 0 \\
\tilde{D} - \tilde{D}\tilde{C}^{-1}\tilde{G} + S_{pp} & I
\end{bmatrix} \begin{bmatrix}
I & \tilde{C}^{-1}\tilde{G} \\
0 & I
\end{bmatrix}.
\]

Under the assumption of Remark 11 below, we may now approximate

\[
\tilde{C}^{-1} \simeq \delta t M^{-1},
\]

from where we get the approximate factorization of matrix \( \tilde{A} \)

\[
\tilde{A}_{PC} = \begin{bmatrix}
\tilde{C} & 0 \\
\tilde{D} - \delta t \tilde{D}M^{-1}\tilde{G} + S_{pp} & I
\end{bmatrix} \begin{bmatrix}
I & \delta t M^{-1}\tilde{G} \\
0 & I
\end{bmatrix},
\]

which corresponds precisely to the factorization implied by the split system (51).

**Remark 11** For orthogonal quasi-static subscales, there is not any stabilization term related to the time derivative. That is to say, there is not any term of order \( \tau\delta t^{-1} \). A term of this kind would be a problem if the following condition is not satisfied

\[
\tau \leq c\delta t.
\]

It would imply that the zero order approximation of \( \tilde{C}^{-1} \) (52) should involve extra terms, complicating the method. In fact, this would be the case when using quasi-static subscales without orthogonal projection, like for the classical SUPG and GLS methods (see [40]).

**Remark 12** Let us note that, for \( \tau \) constant, \( S_{pp} = \tau L \).

### 6 Algebraic velocity-correction algorithms

In Section 4 we have already introduced algebraic velocity-correction methods, both using extrapolation or inexact factorization as driving motivation. These arguments are parallel to those used for algebraic pressure-correction methods. However, for the latter we had a continuous counterpart presented in Section 3 that we lack so far in the case of velocity-correction methods. We start this section introducing a continuous pressure Poisson equation which, as we shall see, is not a good approach. Then, we will get a discrete pressure Poisson equation that will motivate velocity-correction algorithms. We then move to the re-statement of these algorithms in a setting more general than in Section 4 and discuss their properties, including their stability and the way to use stabilized formulations in conjunction with them.
6.1 The continuous problem

An alternative form of the Navier-Stokes equations where the continuity equation is replaced by a new equation that replaces the mass conservation can also be considered. A pressure Poisson equation (PPE) that implies mass conservation can be obtained by taking the divergence of the momentum equation (1a) and invoking (1b), leading to the system

\[\begin{align*}
\partial_t u + u \cdot \nabla u - \nu \Delta u + \nabla p &= f, \quad (53a) \\
\Delta p &= \nabla \cdot (f + \nu \Delta u - u \cdot \nabla u). \quad (53b)
\end{align*}\]

The pressure boundary condition is obtained by imposing that the normal component of the pressure gradient is equal to the normal component of the term within parenthesis in the right hand side of (53b). The term \(\nabla \cdot (\nu \Delta u)\) complicates the finite element approximation of the PPE equation. We can extract this term from the equation by commuting operators, leading to a simplified PPE:

\[\Delta p = \nabla \cdot (f - u \cdot \nabla u). \quad (54)\]

Unfortunately, this equation is ill-posed. It can be shown that (53a)-(54) admits extra spurious solutions that do not satisfy the original Navier-Stokes equations. These spurious solutions satisfy

\[\partial_t (\nabla \cdot u) - \nu \Delta (\nabla \cdot u) = 0,\]

which does not necessarily imply \(\nabla \cdot u = 0\) for \(t \in (0, T)\). Thus, the false equivalence between the original continuity equation (1b) and the simplified PPE obtained at the continuous level makes (53a)-(54) an inappropriate alternative to the original Navier-Stokes equations. The problems arising when using the simplified PPE are analyzed in [54].

If we want to obtain the weak form of (53) with homogeneous Dirichlet boundary conditions, we need some more regularity in the solution. Let us consider the functional spaces \((\tilde{V}_0)_t \equiv L^2(0, T; \tilde{V}_0)\) and \(\tilde{Q}_t \equiv D(0, T; \tilde{Q})\), with \(\tilde{V}_0 \equiv H_0^1(\Omega) \cap H^2(\Omega)\) and \(\tilde{Q} \equiv H^1(\Omega)/\mathbb{R}\). Now we assume that the force vector belongs to \(L^2(\Omega)\). The weak form consists of finding \([u, p] \in (\tilde{V}_0)_t \times (\tilde{Q}_t)\), such that:

\[\begin{align*}
(\partial_t u, v) + \nu (\nabla u, \nabla v) + (u \cdot \nabla u, v) + (\nabla p, v) &= (f, v), \quad (55a) \\
(\nabla p, \nabla q) &= (f - u \cdot \nabla u + \nu \Delta u, \nabla q), \quad (55b)
\end{align*}\]

for all \([v, q] \in \tilde{V}_0 \times \tilde{Q}\). We could recover the regularity requirements of the previous formulation by taking the pressure test function in \(H^2(\Omega)\). However, either this choice or (55b) imply the need to construct finite element approximations to \(H^2(\Omega)\), which is an involved task (at least for conforming interpolations, as we consider throughout). Thus, the finite element discretization of the pressure Poisson equation (55b) will not be studied. We could try to circumvent the regularity assumptions neglecting the diffusive term in (55b). Unfortunately, the simplified Poisson equation is ill-posed, as commented above.
6.2 Formulation of the algorithms

At the continuous level the PPE is not an appropriate equation to be discretized as it has been discussed above. The alternative is to use directly the discrete PPE (DPPE) given by (27b) in the case of the backward Euler time discretization. This starting point was proposed in [7].

Obviously, for the derivation of scheme (27) no extra regularity conditions are required for the pressure, a main difference in comparison to the continuous PPE (53b). Scheme (27), which has been obtained after algebraic manipulation, is equivalent to the original monolithic discretized scheme (17). Furthermore, boundary conditions arise naturally from the original problem.

In Section 4, and in the context of pressure-correction schemes, we considered the possibility to use approximation (33) to avoid the need to deal with matrix $DM^{-1}G$. Before formulating the velocity-correction schemes we are interested in, let us comment on a possible improvement of this approximation, which consists in

$$ DM^{-1}GP^{n+1} = LP^{n+1} + (DM^{-1}G - L)P^{n+1} $$

$$ \approx LP^{n+1} + (DM^{-1}G - L)\tilde{P}^{n+1} \approx L P^{n+1} + (DM^{-1}G - L)\tilde{P}^{n+1}, \quad (56) $$

where $\tilde{P}^{n+1}_p$ is an extrapolation of order $p$ to compute $\tilde{P}^{n+1}$. This new approximation couples space and time errors, yielding better accuracy.

Using (56) in the DPPE (27b) we get

$$ \delta t \left[ \bar{P}^{n+1} - \tilde{P}^{n+1}_p \right] = \delta t \left[ f^{n+1} - K(U^{n+1} - G\tilde{P}^{n+1}_p) + D(U^n) \right], $$

which is more appealing than (27b) from a computational point of view. Approximation (56) is also appropriate in the context of predictor-corrector methods, and could be used as well for the DPPE arising in pressure-corrector schemes.

We are now in a position to extend the velocity-correction algorithms presented in Section 4. As explained there, the basic idea is to extrapolate the velocity in the DPPE in order to compute an intermediate pressure, with which a corrected velocity can be computed from the momentum equation. Since the pressure is not needed in the next time step, we may take the intermediate pressure as the final one, as explained in Section 4. Denoting again by $\tilde{U}^{n+1}_q$ an extrapolation of order $q$ to compute $U^{n+1}$, the velocity-correction scheme using the BDF method of order $k$ to integrate in time reads:

$$ \gamma_k \delta t DM^{-1}GP^{n+1} = \gamma_k \delta t DM^{-1}f^{n+1} - K(\tilde{U}^{n+1}_q)\tilde{U}^{n+1}_q $$

$$ + D(\sum_{i=0}^{k-1} \alpha_i U^{n-k}), \quad (57a) $$

$$ M \frac{1}{\delta t} (\delta_k U^{n+1}) + K(U^{n+1})U^{n+1} + GP^{n+1} = f^{n+1}. \quad (57b) $$

The splitting error will be of order $q+1$ and the time integration error of order $k$. Thus, $q = k - 1$ is required if one asks to have both errors of the same order.
Invoking approximation (56) for $DM^{-1}G$ we obtain the following system:

\[
\begin{align*}
\gamma k \delta t L (P^{n+1} - \tilde{P}_p^{n+1}) &= \gamma k \delta t DM^{-1}(f^{n+1} - K(U_q^{n+1})\tilde{U}_q^{n+1} - GP_p^{n+1}) \\
+ &D(\sum_{i=0}^{k-1} a_k U^{n-k}), \\
M \frac{1}{\delta t} (\delta t U^{n+1}) + K(U^{n+1})U^{n+1} + GP^{n+1} &= f^{n+1},
\end{align*}
\]

(58a) \hspace{1cm} (58b)

where now $q = p = k - 1$ in order to have all errors (splitting, pressure extrapolation and time integration) of the same order. For instance, we can obtain a first order method (in time) taking $k = 1$ and $q = p = 0$:

\[
\begin{align*}
\delta t L P^{n+1} &= \delta t DM^{-1}f^{n+1} + DU^n, \\
M \frac{1}{\delta t} (U^{n+1} - U^n) + K(U^{n+1})U^{n+1} + GP^{n+1} &= f^{n+1}.
\end{align*}
\]

We get second order of accuracy in time with $k = 2$ and $q = p = 1$. In this case the system to be solved is:

\[
\begin{align*}
\frac{2}{3} \delta t L (P^{n+1} - P^n) &= \frac{2}{3} \delta t DM^{-1}(f^{n+1} - K(U^n)U^n - GP^n) \\
+ &D(\frac{4}{3} U^n - \frac{1}{3} U^{n-1}), \\
M \frac{1}{2\delta t} (3U^{n+1} - 4U^n + U^{n-1}) + K(U^{n+1})U^{n+1} + GP^{n+1} &= f^{n+1}.
\end{align*}
\]

Remark 13 An interesting feature of these methods is that the splitting error is related to the accuracy of the velocity instead of the pressure (as it happens for pressure-correction methods). This is an advantage because it is known from the convergence analysis of different pressure segregation methods that the error estimates for the velocity are sharper than those for the pressure.

Similarly, third order methods can be obtained with $k = 3$, that is a BDF3 time integration scheme, and $q = p = 2$. Unfortunately, numerical experimentation indicates that this method is only conditionally stable, as it happens for third order pressure-correction methods.

Remark 14 Numerical experimentation indicates that velocity-correction methods are \textit{unconditionally stable} for $q \leq 1$ (this is proved for some schemes in [7] and the main results are listed below). The instabilities shown by higher order schemes seem to be a common feature for different sorts of methods that segregate the calculation of the velocity and the pressure. This behavior has been pointed out for pressure-correction methods in [87]. This misbehavior is also commented in [62] for a different version of velocity-correction methods without any definitive conclusion.
6.3 Equivalent monolithic formulation

As for pressure-correction methods in [32], we could rewrite this system in
a monolithic format in order to identify the perturbation terms introduced
by the splitting. Taking the difference between (58b) after being multiplied by
\( \delta tDM^{-1} \) and (58a), we get the following equivalent system (in the case
\( k = 1 \)):

\[
M \frac{1}{\delta t} \vec{U}^{n+1} - \vec{U}^n + K(\vec{U}^{n+1})\vec{U}^{n+1} + G\vec{P}^{n+1} = f^{n+1},
\]
\[
D\vec{U}^{n+1} + \beta \delta t B(\vec{P}^{n+1} - \vec{P}_p^{n+1})
+ \delta t DM^{-1}(K(\vec{U}^{n+1})\vec{U}^{n+1} - K(\vec{U}_q^{n+1})\vec{U}_q^{n+1}) = 0,
\]

where

\[ B := DM^{-1}G - L \]

and \( \beta = 1 \) if approximation (56) is used and 0 otherwise.

As discussed in Section 4, the perturbed system obtained in this case
is different to the one obtained for pressure-correction methods, the main
advantage being that the momentum equation is not perturbed anymore.
This splitting is introducing a perturbation only in the continuity equation.
The term \( \delta t B(\vec{P}^{n+1} - \vec{P}_p^{n+1}) \) (that also appears in the classical pressure-
correction scheme with approximation (33)) arises now from approximation
(56) and is not a splitting error. The only error term due to the splitting is
\( \delta t DM^{-1}(K(\vec{U}^{n+1})\vec{U}^{n+1} - K(\vec{U}_q^{n+1})\vec{U}_q^{n+1}) \), which is formally of order \( O(\delta t^{q+1}) \).

6.4 Stability of velocity-correction methods

In this section we present a complete set of stability results for the original
DPPE velocity-correction schemes obtained in [7]. The key aspects of the
following analysis are:

- To identify the inherent stability related to velocity-correction methods.
- The fact that stability properties are weaker for more accurate schemes.

We analyze velocity-correction methods using BDF1 and Crank-Nicolson time
integration schemes. For simplicity in the exposition we will identify the methods
as BDF1-Uq-Pp, \( q \) being the order of the velocity extrapolation and \( p \)
the order of the pressure extrapolation. Similarly, for the Crank-Nicolson scheme
we will use CN-Uq-Pp. The parameters \( q \) and \( p \) will take the values 0 and 1
for BDF1 and \( p = q = 1 \) for Crank-Nicolson.

For obtaining stability bounds in this section the basic assumption in all
the cases will be that

\[
\sum_{n=0}^{N} \delta t||F^n||^2_M \leq c < \infty,
\]

for all \( \delta t > 0 \), that corresponds to requiring \( f \in L^2(0,T;L^2(\Omega)) \) for the
continuous problem. Apart from this, no other regularity assumptions will
be required (even though this condition is stronger than what is needed in pressure-correction schemes, given by (44)).

The main stability results for the different velocity-correction methods analyzed in this section have been highlighted in boxes, as in Section 5.

The first scheme to be considered is the simplest BDF1-U0-P0, together with the scheme BDF1-U0 without pressure extrapolation, that is to say, without making use of approximation (56). As before, we distinguish both possibilities according to the parameter $\beta$, and we denote the resulting methods by BDF1-U0-(P0). For these methods we have obtained the following stability results:

| Stability of BDF1-U0-(P0): |
|-----------------------------|
| $\{U^n\} \in \ell^{\infty}(M) \cap \ell^2(K)$, $\{\sqrt{M}M^{-1}K(U^n)U^n\} \in \ell^2(M)$, $\{\sqrt{M}P^n\} \in \ell^2(\beta B)$ |

Recall that matrix $B$ is defined as $B = DM^{-1}G - L$. This estimate is optimal for the velocity. The stability for the pressure is certainly not optimal, but the important point is that we have obtained it without relying on the classical inf-sup condition for the velocity-pressure interpolation. Observe also that this stability is lost when $\beta = 0$.

In the previous estimate we have also displayed the additional control we have on the norm of the viscous plus convective terms.

The stability analysis of the method BDF1-U0-P1 follows in a straightforward way. Obviously, this method only makes sense if approximation (56) is used ($\beta = 1$, with the previous notation). The stability results for this method are:

| Stability of BDF1-U0-P1: |
|--------------------------|
| $\{U^n\} \in \ell^{\infty}(M) \cap \ell^2(K)$, $\{\sqrt{M}M^{-1}K(U^n)U^n\} \in \ell^2(M)$, $\{\delta tP^n\} \in \ell^\infty(B)$, $\{\sqrt{B}\delta tP^n\} \in \ell^2(B)$ |

Observe that the pressure stability now is weaker than for the BDF1-U0-P0 method, where the pressure was extrapolated only up to zero order. Control in $\ell^\infty(B)$ is obtained only for $\{\delta tP^n\}$, whereas the optimal would be $\{\sqrt{B}\delta tP^n\}$ if $\delta t = O(h^2)$. In general, a better approximation for the pressure implies less stability (which has to be found either from the use of stabilization methods or by invoking an inf-sup condition).

Now we will list the stability results for the BDF1-U1-P0 method. If approximation (56) is not used, the stability results presented in the following for the pressure disappear. Thus, we will concentrate only in the case $\beta = 1$.

The results are:

| Stability of BDF1-U1-P0: |
|--------------------------|
| $\{U^n\} \in \ell^{\infty}(M) \cap \ell^2(K)$, $\{\delta tM^{-1}K(U^n)U^n\} \in \ell^{\infty}(M)$, $\{\sqrt{B}\delta tP^n\} \in \ell^2(B)$ |
The stability analysis of BDF1-U1-P1 differs from the previous one just in the pressure term to be bounded:

\[
\text{Stability of BDF1-U1-P1:} \\
\{U^n\} \in \ell^\infty(M) \cap \ell^2(K), \quad \{\delta t M^{-1} K(U^{n}) U^n\} \in \ell^\infty(M), \\
\{\delta t P^n\} \in \ell^\infty(B), \quad \{\sqrt{\delta t} \delta P^n\} \in \ell^2(B)
\]

Velocity-correction algorithms have also been analyzed for the Crank-Nicolson time integration scheme. We only list the stability results of the CN-U1-P1 method, since in order to maintain the second order accuracy of the Crank-Nicolson scheme the velocity and the pressure need to be extrapolated to first order. Again, we will consider that approximation (56) is used; otherwise, the pressure bounds presented next disappear. This method reads as follows:

\[
\begin{align*}
\delta t L(P^{n+1} - P^n) &= \delta t D M^{-1} (P^{n+1} - K(U^{n-1/2}) U^{n-1/2} - G P^n) \\
+ D(U^n), \\
M \frac{1}{\delta t} (U^{n+1} - U^n) + K(U^{n+1/2}) U^{n+1/2} + G P^{n+1} &= f^{n+1},
\end{align*}
\]

At the first time step, we adopt the first order BDF1-U0-P0 scheme for simplicity. It does not affect the overall second order accuracy of the method. In the following setting this initialization is equivalent to take \(U^{-1/2} = 0\). The stability results we proved in [7] for (60) are:

\[
\text{Stability of CN-U1-P1:} \\
\{U^n\} \in \ell^\infty(M) \cap \ell^2(K), \quad \{\delta t M^{-1} K(U^{n-1/2}) U^{n-1/2}\} \in \ell^\infty(M), \\
\{\delta t P^n\} \in \ell^\infty(B), \quad \{\sqrt{\delta t} \delta P^n\} \in \ell^2(B)
\]

We can easily see from the previous stability bounds that the inherent pressure stability of velocity-correction methods seems insufficient. We only have some pressure stability under approximation (56). And even in this case, the stability is under the norm associated to \(B\) (a difference between discrete Laplacians that tends to zero with \(h\)). Thus, their behavior is different from pressure-correction methods, which have a stronger inherent pressure stability [32, 35]. For a first order splitting error, using pressure-correction methods with approximation (56) we have control over the whole pressure gradient \(\|\sqrt{\delta t} \nabla p^{n+1}_h\|_0\). For velocity-correction methods, the bound for the projection of the pressure gradient onto the finite element space (weighted with \(\sqrt{\delta t}\)) does not appear. Nevertheless, we can recover the control over the whole gradient by using the stability provided by the momentum equation (as shown in [7]). Summarizing, even though the stability bounds of the velocity-correction methods seem weaker, we also have stability over the whole pressure gradient (under approximation (56)).
6.5 Stabilized velocity-correction methods

Again, we can obtain a DPPE from the stabilized monolithic system (49). Instead of (27b) what we now obtain, for \( k = 1 \), is:

\[
(\delta t \tilde{D}M^{-1} \tilde{G} - S_{pp}) \mathbf{P}^{n+1} = \delta t \tilde{D}M^{-1} (f^{n+1} - \tilde{K} \mathbf{U}^{n+1} + S_{up}(\mathbf{U}^{n+1}) \mathbf{Y}^{n+1}) + \tilde{D} \mathbf{U}^{n} - S_{pp} \mathbf{Y}^{n+1},
\]  

(61) eq:vcs1-22s

where matrices that appear in this expression have been introduced before. Alternatively, we can consider a version of the DPPE that allows to replace the stabilized discrete Laplacian \( \tilde{D}M^{-1} \tilde{G} \) by the non-stabilized version:

\[
(\delta t DM^{-1} G - S_{pp}) \mathbf{P}^{n+1} = \delta t DM^{-1} (f^{n+1} - K(\mathbf{U}^{n+1}) \mathbf{U}^{n+1} - S_{uu}(\mathbf{U}^{n+1}) \mathbf{U}^{n+1}) + D \mathbf{U}^{n}
\]

\[
- S_{up}(U^{n+1}) \mathbf{P}^{n+1} + S_{uy}(U^{n+1}) \mathbf{Y}^{n+1} + D \mathbf{U}^{n}
\]

\[
+ S_{pa}(U^{n+1}) \mathbf{U}^{n+1} - S_{py} \mathbf{Y}^{n+1},
\]  

(62) eq:vcs1-22

We need to make some further approximations in order to obtain a computationally appealing stabilized velocity-correction system. As above, the velocity in the right hand side of (61) is extrapolated. Now, this extrapolation is needed not only for the viscous and convective term, but also for the stabilization terms. Further, we need to extrapolate the projection array \( \mathbf{Y} \). In our numerical experimentation (see [7]) the orthogonal projection has been treated explicitly for velocity-correction methods. In the worst case, the error induced by these extrapolations is of order \( O(\tau \delta t) \). If we assume that \( \tau \leq c \delta t \), we do not spoil the accuracy for first and second order methods. Finally, for the DPPE (62), the idea is to consider the pressure stabilization terms in an explicit way and to use \( DM^{-1} \) instead of \( \tilde{D}M^{-1} \) for the obtention of the DPPE. This last method has been used and analyzed in [7]. The scheme with (62) is the one adopted herein.

For the momentum equation no assumptions are required. Thus, the stabilized version of system (57) in the case \( k = 1 \) is

\[
(\delta t DM^{-1} G - S_{pp}) \mathbf{P}^{n+1} = \delta t DM^{-1} (f^{n+1} - K(\mathbf{U}^{n+1}) \mathbf{U}^{n+1} - S_{uu}(\mathbf{U}^{n+1}) \mathbf{U}^{n+1})
\]

\[
- S_{up}(U^{n+1}) \mathbf{P}^{n+1} + S_{uy}(U^{n+1}) \mathbf{Y}^{n+1} + D \mathbf{U}^{n}
\]

\[
+ S_{pa}(U^{n+1}) \mathbf{U}^{n+1} - S_{py} \mathbf{Y}^{n+1} + M \frac{1}{\delta t} (\mathbf{U}^{n+1} - \mathbf{U}^{n}) + K(\mathbf{U}^{n+1}) \mathbf{U}^{n+1} + C \mathbf{P}^{n+1}
\]

\[
+ S_{uu}(U^{n+1}) \mathbf{U}^{n+1} + S_{up}(U^{n+1}) \mathbf{P}^{n+1} + S_{uy}(U^{n+1}) \mathbf{Y}^{n+1} = f^{n+1},
\]

\[
M \mathbf{Y}^{n+1} - V(\mathbf{U}^{n+1}) \mathbf{U}^{n+1} - C \mathbf{P}^{n+1} = 0.
\]

At this point, approximation (56) can be applied in order to avoid dealing with \( DM^{-1} G \).
Let us conclude by showing which is the additional stability introduced by pressure stabilization only (not by convection stabilization). This situation makes sense for flows dominated by viscosity, for which (46) yields $\tau = O(h^2)$. On top of the stability bounds given in the previous subsection, we now have:

$$\left\{ \sqrt{7}P^n \right\} \in \ell^1(L_+)$$

We refer to [7] for the proof of this result.

7 Block preconditioners and predictor-corrector schemes for the Navier-Stokes equations

In Section 4 we have seen that pressure segregation algorithm can be motivated from inexact $LU$ block factorizations of the Navier-Stokes system matrix $A$. These methods introduce a perturbation term that is reduced with the time step size $\delta t$. Instead of using these approximations of $A$ as solvers, we could use them as preconditioners in an iterative process. When convergence is reached, the solution would coincide with the one of the monolithic system. One choice is to consider Richardson iteration with preconditioner $A_{PC}$ (for pressure-correction algorithms), leading at every time step to the following iterative process (see [99]): given $X^k$, solve

$$A_{PC}X^{k+1} = b - AX^k,$$

where we have omitted the time step super-index for conciseness and here $k$ denotes the iteration number. We can easily see that we can replace $A_{PC}$ by its $L$-block, denoted by $L_{PC}$, because the array $U^k$ is not used at the next iteration, only $P^k$ (see remark 16 below), which means that in fact the preconditioned system to consider is

$$L_{PC}^{-1}AX^{n+1} = L_{PC}^{-1}b^{n+1}.$$

In fact, the iterative process (63) can also be written in terms of the pressure only. When the process has converged, the velocity values can be recovered from the pressure. Equation (63) can be written as a preconditioned pressure Schur complement problem with preconditioner $\delta tDM^{-1}G$,

$$\delta tDM^{-1}GP^{k+1} = DC^{-1} \left( P^{n+1} + \frac{1}{\delta t}U^n \right) - DC^{-1}GP^k,$$

when Richardson iterations are used. Let us remark that the pressure sequence $\{P^k\}_{k=1}^{\infty}$ is identical when using (63) or (65).

In order to improve the convergence towards the monolithic system, Krylov methods, like conjugate gradients (CG), GMRES or BiCGstab, can be considered.
Remark 15 Symmetric stabilization techniques, like OSS, lead to symmetric preconditioners for the Schur complement $\delta t DM^{-1} G$, allowing the use of CG. However, when using other stabilization methods, like GLS or ASGS, $\delta t DM^{-1} G$ becomes non-symmetric, requiring the use of more expensive Krylov methods, like GMRES or BiCGstab.

The Krylov method can be applied to the preconditioned system (64) or to the Schur complement version, that is,

$$
(\delta t DM^{-1} G)^{-1} D C^{-1} P^{n+1} = (\delta t DM^{-1} G)^{-1} D C^{-1} \left( f^{n+1} + M \frac{1}{\delta t} U^n \right).
$$

When using the preconditioned residual as stopping criteria, as it is usually done for GMRES, the residual obtained from (65) is homogeneous, in the sense that only involves the pressure, whereas (63) leads to a heterogeneous residual that mixes velocity and pressure terms. Furthermore, system (65) requires less memory because the elements of the Krylov base have only pressure dimensions.

Remark 16 Every GMRES iteration involves a matrix-vector product $L_{PC}^{1/2} A Y = Z$. Let us write the arrays $Z = [V, Q]$ and $Y = [W, R]$ in their velocity and pressure parts. We can write every GMRES iteration as follows: given $Y$, solve $Z$ such that

$$
C(V - W) = GR \tag{66a}
$$

$$
\delta t^{-1} DM^{-1} Q = D(V - W). \tag{66b}
$$

From this system, it is easily seen that a Krylov base only in terms of pressures would be enough, because $W$ is not really needed for the computation of $Q$. A Krylov base only in terms of pressures is very appealing since it reduces the memory requirements of the algorithm.

Remark 17 The inverse of the preconditioner needed for the matrix-vector product is used for the computation of the elements of the Krylov base. Therefore, in order to reduce the computational cost, a loose tolerance can be used for this system solution. When doing that, a FGMRES (see [83]) must be used for the external iterations.

Pressure-correction algorithms are in fact intimately related to pressure Schur complement preconditioners (see [74, 44–46, 99]).

The pressure-corrector preconditioner only takes into account the effect of the reaction term (the inertia term $\frac{1}{\delta t} M$) in the approximation of $C^{-1}$, neglecting viscous and convective terms. This method is very effective for small time step sizes. However, when the diffusive and/or the convective terms become more important, these preconditioners do not perform well.

In order to introduce viscous effects, the following preconditioner has been suggested in [23]

$$
\left( \nu M_p^{-1} + (\delta t DM^{-1} G)^{-1} \right)^{-1}. \tag{67}
$$
where $M_p$ is a pressure mass matrix. This method is a merge between the pressure-correction scheme and the Uzawa algorithms (see [2]). This preconditioner has turned out to be the discrete counterpart of the rotational form introduced in [98] (see [99]).

In [74,45] a more involved preconditioner is used,

$$
(\delta t DM^{-1}G) F^{-1}_p M_p,
$$

where $F_p$ is the projection of the differential operator $(\delta t^{-1} + u \cdot \nabla - \nu \Delta)$ onto the finite element space for the pressure. For the Stokes problem, we recover (67).

In any case, using a preconditioner for the pressure Schur complement system involves to solve a problem with system matrix $C$ at every iteration, which is very expensive. In order to avoid that, preconditioners of the kind

$$
\begin{bmatrix}
F_u & G \\
0 & -\delta t DM^{-1}G
\end{bmatrix}
$$

have been considered in [44,46], where $F_u$ is a cheap preconditioner for $C$.

**Remark 18** The pressure problem, with system matrix $DM^{-1}G$ (or $L$) is usually solved using multigrid techniques (see, e.g., [45]).

Velocity-correction methods can also be used as preconditioners, simply replacing $L_{PC}$ by $L_{VC}$, the $L$-block of $A_{VC}$, in (63) or (64). This scheme has been suggested in [7] (therein denoted as predictor-corrector with nested loops) with Richardson iterations. Comparisons between the performance of pressure-correction and velocity-correction algorithms can be found also in [7].

When considering these methods as preconditioners and the nonlinear convective term is treated implicitly, we have two nested loops, one outer loop for nonlinear iterations and an inner loop for the convergence towards the monolithic system. The use of one loop algorithms that couple both iterative processes has been studied in [12,39,41,35] for pressure-correction methods and in [7] for velocity-correction methods.

Starting from the pressure-correction method (42), we can motivate a predictor corrector scheme whose goal is to converge to the monolithic time discretized problem. We will omit the details of the motivation. Using the trapezoidal rule to integrate in time, and denoting by a superscript $i$ the $i$-th iteration of the scheme, the resulting linearized system is

$$
\begin{align*}
M \frac{1}{\delta t} (U^{n+1,i+1} - U^n) + K(U^{n+\theta,i})U^{n+\theta,i+1} + GP^{n+\theta,i} &= f^{n+\theta}, \\
\delta t DM^{-1}G(P^{n+\theta,i+1} - P^{n+\theta,i}) &= DU^{n+\theta,i+1}.
\end{align*}
$$

Apparently, this is a straightforward iteration procedure for solving the original *monolithic* problem (17) freezing the pressure gradient in the momentum equation. However, there is a term whose presence would be hardly motivated by looking only at this system, namely, the term $\delta t DM^{-1}G(P^{n+\theta,i+1} - P^{n+\theta,i})$. 

The motivation to introduce it comes from the inspection of what happens in the pressure-correction scheme.

If instead of starting from the generalized trapezoidal rule the second order BDF scheme is employed, the iterative scheme is

\[
M \frac{1}{2 \delta t} (3U^{n+1,i+1} - 4U^n + U^{n-1}) + K(U^{n+1,i})U^{n+1,i+1} + G\bar{P}^{n+1,i} = f^{n+1}, \tag{70a} \]

\[
\frac{2}{3} \delta t L(\bar{P}^{n+1,i+1} - \bar{P}^{n+1,i}) = DU^{n+1,i+1}. \tag{70b} \]

Both (69) and (70) are iterative schemes in which the pressure calculation is uncoupled from the velocity.

Analogously, from the monolithic scheme (27), where the mass conservation is imposed by the DPPE, we can design new predictor-corrector methods.

The resulting predictor-corrector method is, for \(k = 1\) and using a Picard linearization of the convective term:

\[
\delta t D M^{-1} G\bar{P}^{n+1,i+1} = \delta t D M^{-1} (f^{n+1} - K(U^{n+1,i})U^{n+1,i}) + D(U^n), \tag{71a} \]

\[
M \frac{1}{\delta t} (U^{n+1,i+1} - U^n) + K(U^{n+1,i})U^{n+1,i+1} + G\bar{P}^{n+1,i+1} = f^{n+1}, \tag{71b} \]

or, when using approximation (56),

\[
\delta t L(\bar{P}^{n+1,i+1} - \bar{P}^{n+1,i}) = \delta t D M^{-1} (f^{n+1} - K(U^{n+1,i})U^{n+1,i} - G\bar{P}^{n+1,i}) + D(U^n), \tag{72a} \]

\[
M \frac{1}{\delta t} (U^{n+1,i+1} - U^n) + K(U^{n+1,i})U^{n+1,i+1} + G\bar{P}^{n+1,i+1} = f^{n+1}. \tag{72b} \]

These methods have to be properly initialized, that is to say, it is convenient to start the process with a splitting error at least of the same order as the time integration scheme. Thus, for first order methods we could take \(U^{n+1,0} = U^n\) and \(\bar{P}^{n+1,0} = P^{n+1}\), with \(q = p = 0\). However, it is better to use \(q = p = 1\), starting with a second order splitting error. This does not imply a significant additional computational cost and improves the initial guess of the iterative process. It is even useful to take \(q = p = 2\). This requires additional storage, but improves significantly the initial guess and thus reduces the number of iterations.

In algorithm (71) all the terms are motivated from the monolithic version of the problem, a difference with the predictor-corrector method (69) based on pressure-correction schemes. Thus, from the DPPE version of the monolithic problem a predictor-corrector scheme naturally arises, whereas it does not occur so for the typical monolithic version.
The second order version of (72) using BDF2 is

\[
\frac{2}{3} \delta t L (P^{n+1,i+1} - P^{n+1,i}) = \frac{2}{3} \delta t M^{-1} (f^{n+1} - K(U^{n+1,i})U^{n+1,i} - GP^{n+1,i}) + D \left( \frac{4}{3} U^n - \frac{1}{3} U^{n-1} \right),
\]

\[
M \frac{1}{2\delta t} (3U^{n+1,i+1} - 4U^n + U^{n-1}) + K(U^{n+1,i})U^{n+1,i+1} + GP^{n+1,i+1} = f^{n+1},
\]

with the appropriate initializations \( U^{n+1,0} = \tilde{U}_q^{n+1} \) and \( P^{n+1,0} = \tilde{P}_p^{n+1} \), with \( q = p = 1 \) or \( q = p = 2 \).

The stabilized version of all the schemes presented is straightforward.

8 Summary and conclusions

The purpose of this article has been to present a state-of-the-art review of pressure segregation algorithms motivated from an algebraic point of view. Algebraic pressure segregation methods have been motivated from two different points of view:

- Extrapolation
- Inexact factorization

Depending on the extrapolated unknown, we have distinguished between pressure-correction and velocity-correction algorithms.

The Yosida method can be considered as a kind of pressure-correction algorithm. The difference between this approach and classical pressure-correction algorithms is the evaluation of the end-of-step velocity. We have also commented the possibility of getting high order pressure correction algorithms by using more accurate inexact \( LU \) factorizations.

The inherent pressure stability of these methods has been discussed. This stability is weaker for more accurate algorithms and deteriorates when the time step size is reduced. For these reasons, we must rely on inf-sup stable elements or stabilized formulations for getting robust algorithms. In this article we have discussed how to combine a stabilized formulation with the algorithms presented and designed stabilized pressure segregation algorithms with improved pressure stability.

The inexact \( LU \) factorizations that motivate pressure segregation algorithms can also be used as preconditioners. These methods are related to widely used block-preconditioners for the numerical approximation of the Navier-Stokes equations. Finally, one-loop algorithms (called predictor-corrector algorithms) that deal with nonlinear iterations and pressure correction iterations have been presented.
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