Application prospects for vector time maps of cognitive images links
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Abstract. Neural networks have a great advantage in the analysis of implicit dependencies, big data analysis, image recognition and other recognition systems. However, they do not perform the function of memorizing information in an explicit form, they cannot logically think like a person. Neural networks are not managed repositories of information about cognitive images. They are quite difficult to edit or create new structures based on existing trained models. They do not have the necessary flexibility and scalability in the process of learning and in use. We propose to create vector-time communication maps of cognitive images links, containing functions for memorizing individual cognitive images and their links, with the possibility of forming explicit centers and with the possibility of scaling.

1. Introduction

Modern convolutional neural networks (CNN) have shown to good advantage in implicit dependencies analysis, Big Data analysis (BD), image recognition and other multiple classification systems. However, they do not perform the function of memorization (i.e. having memories) and the function of argumentation which are intrinsic to humans. Neural networks are not manageable cognitive image information repositories. It is quite difficult to edit them or to create new structures based on existing trained models. They do not have necessary flexibility and scalability in the learning process and in use [1], [2], [3], [4], [5], [6], [7], [8], [9], [10].

It is necessary to create new neural network structures containing the functions of memorizing individual cognitive images with the possibility of forming explicit digital cognitive image centers, its expansion by means of new structures memorizing small nuances and all details of images (same as the final neural structures of information preparation for "grandmother cells"). These new neural network structures should have the ability to activate or suppress active centers, to create new connections between centers as well as to disactivate rudimentary connections. And the most important point is that these structures should be able to create software scalable chains of neurological discourses of any depth and any degree of hardware scalability [11], [12], [13], [14].

For this purpose, new patterns of should be used [15], [16], [17], [18].

2. Objective

To propose the idea of constructing vector-time communication maps of cognitive image links (VTCMCIL) for use in neural networks. Suggest a method for vector-time communication maps of cognitive image links.
3. VTCMCIL construction example

Let’s imagine a story: there is a furnished room; on the 4th second a toy ball rolls into the room from the right corner; it is rolling across the room during 2.7 seconds; the ball disappears; 6 seconds after that a man enters the room and stays for 3 seconds; he takes a vase in 2 seconds; he goes to the right in 3 seconds. The whole story goes on for 20.7 seconds.

A classification unit is a neural network that is trained to recognize all objects in the room, or it is built on Kohonen networks and is able to select objects from the plot, or has another function to highlight the features (attributes) of the plot. With that a plot decomposition can be done and a specific digital image (Digital Image - DI) can be assigned to each particular object. The activity of each digital image with the account of its time sequence (Time Sequence - TS) allows to create a vector-time communication maps of cognitive image links. Thus, images in the plot appear, exist and disappear on the time axis.

Certain objects are featured according to decomposition process of the plot. They form graph peaks. Each peak is a cognitive image of an object. Each peak is associated with the classification unit and therefore they are easily identified with real life objects.

![Figure 1](image-url) The principle of construction VTCMCIL.

Each peak has an additional parameter of the Time of the Activity Period (AP), that indicates a period of time in the plot during which a certain object is observed. The peaks are connected into a graph by arcs. Each arc has a parameter which is equal to an amount of time elapsed between two arc-connected peaks’ activation.

This graph will be a map of objects’ behavior sequence in our video plot. We call it the vector-time map of cognitive image links. With such a map it is easy to restore the plot and the temporal sequence of events taking one peak of the graph as a starting point of our memory. The graph is a digital map, which contains a sequence of cognitive images and a clear differentiation of each image from the accompanying ones in the plot.

Some advantages of this data presentation are as follows:
• a compact method of keeping information in the form of separate logically related cognitive images;
  • clear and easily analyzed structure for further neural analysis;
  • possibility to analyze events in the direct and reverse order;
  • possibility to enter the map by activating any peak, which allows restoring part of the plot or the whole plot completely, using a part of the graph or the entire graph;
  • possibility to expand the graph based on other video plots according to the principle of individual cognitive image identity;
  • possibility to form smaller graphs: based on contiguity to the top or conditions, limiting time intervals;
  • possibility to simplify the graphs by reducing the insignificant peaks and arcs;
  • possibility to use various object features besides objects themselves and their location which will be determined by the functions of feature selection (for example PS);
  • possibility to create a chain of logical discourse of any complexity. To do this, it is necessary to combine other graphs of identical or similar peaks, choose the initial and final peaks of the connected set, construct logical chain paths. Then choose the optimal logical chain according to the will and goals of the projected artificial intelligence (AI);
  • possibility to create abbreviated, compact and generalized graphs ones based on a combination of some connected sets based on the discourse graph of a long logical chain.

Let us go back to the plot and consider the ball’s movement zone. As one of the objects it moves along on the floor, shows during certain intervals at certain spaces (i.e. has got some speed) and is round in shape. This part of the plot can be a separate independent map that fits a certain class of similar events and can be predicted before the completion of the story part.

Using the map, it is possible to analyze individual objects by collecting additional information about them creating new mixed maps.

Using this method, it is also possible to explore individual cognitive images reinforcing structural connections of maps and increasing intellectual capabilities of artificial intelligence.

This method can be easily used in mapping for other tasks:
• positioning in space;
• conducting chemical researches;
• proving theorems;
• outer space exploration.

4. Results
We have proposed a method for constructing vector-time communication maps of cognitive image links. The method of mapping is applicable to any set of objects observed on visual and non-visual channels, taking into account changes over time.

5. Conclusions
VTCMCIL is a compact way to record and store a dynamically changing content. VTCMCIL together with CNN can be the basis for building multi-layer networks with understandable internal structures. VTCMCIL can be easily reduced by removing cognitive images and their connections. VTCMCIL can be easily increased by connecting multiple VTCMCIL to coincidence points of cognitive images. This allows you to build unlimited large graph-like VTCMCIL structures for building logical chains of thought that completely repeat the observed picture of the world.
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