Coarsening dynamics in one dimension: the phase diffusion equation and its numerical implementation
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Many nonlinear partial differential equations (PDEs) display a coarsening dynamics, i.e., an emerging pattern whose typical length scale grows in time. The so-called coarsening exponent $n$ characterizes the time dependence of the scale of the pattern, $L(t) \approx t^n$, and coarsening dynamics can be described by a diffusion equation for the phase of the pattern. By means of a multiscale analysis we are able to find the analytical expression of such diffusion equations. Here, we propose a recipe to implement numerically the determination of $D(\lambda)$, the phase diffusion coefficient, as a function of the wavelength $\lambda$ of the base steady state $u_0(x)$. $D$ carries all information about coarsening dynamics and, through the relation $|D(L)| \approx L^2/t$, it allows us to determine the coarsening exponent. The main conceptual message is that the coarsening exponent is determined without solving a time-dependent equation, but only by inspecting the periodic steady-state solutions. This provides a much faster strategy than a forward time-dependent calculation. We discuss our method for several different PDEs, both conserved and not conserved.

I. INTRODUCTION

In this paper we will focus on the nonlinear dynamics of one-dimensional (1D) partial differential equations (PDEs), having the form

$$\partial_t u = \mathcal{N}[u],$$

where $\mathcal{N}$ is a general nonlinear operator, not depending explicitly on time $t$ and space $x$ and whose trivial solution $u \equiv 0$ has a linear stability spectrum whose modes of sufficiently small wave vector are unstable. More precisely, setting $u(x,t) = \bar{u} \exp(iqx + \omega t)$, and keeping only terms that are linear in $\bar{u}$, one obtains a dispersion relation relating $\omega$ to $q$. Two well-known dispersion relations are,

$$\omega(q) = 1 - q^2 \quad \text{nonconserved models},$$

$$\omega(q) = q^2 - q^4 \quad \text{conserved models}.$$ (2)

In both cases $\omega(q) > 0$ for $q < 1$. In other words, the trivial solution $u = 0$ is unstable for $q < 1$. This means that modes with arbitrary small wave numbers are unstable, and therefore, in principle, spatial structures with large wavelength can develop, so that the notion of coarsening makes sense. This implies that we exclude situations where there is a small $q$ cut-off, that is, when there is a minimal wave number below which the trivial solution is stable. A typical example in this category is the Swift-Hohenberg equation, for which the dispersion relation takes the form $\omega(q) = \alpha + (q-1)^2$, with $\alpha$ a real parameter. This dispersion relation means that if $\alpha < 0$, then there is a minimal wave vector $q_{\min} = 1 - \sqrt{\alpha}$ below which the trivial solution is stable. We do not expect in this case a structure with a wave number smaller than $q_{\min}$ to take place (no perpetual coarsening is expected). While this statement complies with intuition, we must keep in mind that the stability evoked above follows from a linear analysis. Therefore, since the equations of interest are nonlinear, exceptions are not excluded. Having in mind the occurrence of some exceptions, we will focus on systems having a linear dispersion relation of the form (2). This holds for many nonlinear PDEs. The most well-known equations are the Ginzburg-Landau (GL), the Cahn-Hilliard (CH), the Kuramoto-Sivashinsky (KS), and their variants or generalizations. Equations of this class will be introduced and discussed in the next section.

Note that having unstable modes for small $q$ as in (2) is not a sufficient condition. A prominent example is the KS equation, which shows spatiotemporal chaos, with wavelengths of constant average size being continuously destroyed and created. This is not surprising: the analysis of the linear stability spectrum does not univocally determines the nonlinear dynamics.

One important feature that we will discuss here is the determination of the branch of periodic steady-state solutions, which acquire a special status in our investigation of coarsening dynamics. This is a priori not obvious, since coarsening is a time-dependent process, but it has been shown before that stationary configurations of period $\lambda$, $u_0(x)$, play a major role in determining the type of nonlinear dynamics: for a certain class of nonlinear equations in one dimension, two of us have proven that coarsening is possible if and only if the wavelength $\lambda$ is an increasing function of the amplitude $A$ of the solution $u_0(x)$, $\lambda'(A) > 0$. The presence of a maximum in the curve $\lambda(A)$ signals the phenomenon of interrupted...
coarsening, while a decreasing $\lambda(A)$ signals no coarsening at all. Finally, for some equations such as KS, $\lambda(A)$ is not a single-value function and the curve displays a so-called turning point.

All these examples show that steady states contain important pieces of information. However, how is it possible that dynamics depends on stationary properties only? The answer to this question is contained in the concept of phase instability. For example, in one dimension, a steady-state periodic solution $u_0(x)$ has a wavelength (or wave number $q = 2\pi/\lambda$) such that $u_0(x + \lambda) = u_0(x)$. In this case the phase $\phi$ of the pattern is $\phi = qx$. However, a perturbation of the wavelength of the pattern (or equivalently a perturbation of the phase $\phi$) may reveal instability (called phase instability), meaning that the wavelength will evolve in time, and if this is the case for any $q$, one may expect coarsening. A global shift of a periodic pattern in the $x$ direction by a constant value $x_0$ is also a solution, i.e., $u_0(x + x_0) = u_0(x)$, owing to translational invariance (also called a Goldstone mode).

This constant shift corresponds to a phase perturbation of infinite wavelength, and since it is a stationary solution, it has an infinite relaxation time towards the original solution $u_0(x)$. In other words, a large wavelength perturbation of the pattern is expected to have a large time scale. This entails that the most dangerous perturbations are those of long wavelengths of the phase of the pattern. To make this notion explicit, we introduce a small parameter $\epsilon$ expressing the fact that the phase modes of interest have a small spatial gradient, on the scale of the wavelength of the pattern. An appropriate way to deal with this question is to introduce a multiscale analysis: the fast spatial scale $x$ (where the periodic profile of pattern varies on a scale of order unity) and a slow scale $X$ (expressing the long wavelength perturbation of the phase of the pattern). The slow spatial scale, implies also a slow time scale (which can also be inferred from the above discussion about large relaxation times $T$).

If $\phi$ designates the actual phase of a pattern (not necessarily a periodic one, but some perturbed pattern), it will depend on space and time, e.g., because $u_0(x)$ is perturbed, and acquires a slow spatial and time dependence (i.e., it depends on $X$ and $T$), which can be described by a phase diffusion equation (see next section), having the form

$$\partial_T \psi = D(q) \partial_{XX} \psi,$$

where $\psi, X, T$ are suitably rescaled versions of $\phi, x, t$, and the phase diffusion coefficient $D(q)$ only depends on properties of the steady-state solution of wavelength $\lambda = 2\pi/q$. A negative $D(q)$ signals a phase instability, i.e., coarsening. Other scenarios are possible. Even if for several nonlinear equations it is feasible to obtain the analytical form of $D(q)$ in the limit of large $\lambda$, in the generic case it is not possible and we must determine it numerically, by computing the steady-state solution $u_0(x)$, from which we can state if the pattern is stable (no coarsening), or unstable (coarsening). We will then show how the coarsening exponent (in the temporal power law) can be extracted from these considerations (i.e. without any time integration of the equations).

In this paper we start by briefly describing the multiscale method and apply it to several 1D PDEs, therefore extracting the quantities we need to determine $D(q)$ numerically. We will see that we need two functions: (i) $u_0(x)$, the stationary solution, which satisfies the equation $N[u_0] = 0$, see Eq. (1), and (ii) $v_0(x)$, solution of the equation $L^* [v_0(x)] = 0$, where $L$ is the Frechét derivative of $N$ and $L^*$ is its adjoint operator. We will show how it is possible to implement the numerical determination of such functions, therefore the determination of $D(q)$ and, finally, how we can get the coarsening exponent $n$, describing the time dependence of the typical scale, $L \approx t^n$, when coarsening is present. Particular attention will be devoted to the conserved Kuramoto-Sivashinsky (cKS) equation, because in such a case $L$ is not self-adjoint and special care must be devoted to the determination of $v_0(x)$.

## II. FROM THE 1D NONLINEAR EQUATION TO THE PHASE DIFFUSION EQUATION

In this section we introduce all nonlinear equations we are going to discuss, we give a very brief sketch of the multiscale approach used to extract the phase diffusion equation, and we finally provide the expression of the phase diffusion coefficient $D$. In some cases, we just report existing results, but in the case of the cKS equation, we provide the original derivation of $D$, which will be seen to deserve special attention.

### A. The models

Let us start by listing all equations of interest, the nonconserved first:

$$\partial_t u = u - u^3 + \partial_x^2 u \quad \text{GL equation,}$$

$$\partial_t u = \frac{u}{1 + u^2} + \partial_x^2 u, \quad \alpha \text{ models.}$$

then their conservative counterparts:

$$\partial_t u = -\partial_x^2 \left[ u - u^3 + \partial_x^2 u \right] \quad \text{CH equation,}$$

$$\partial_t u = -\partial_x^2 \left[ \frac{u}{1 + u^2} + \partial_x^2 u \right] \quad \text{cKS models.}$$

and, finally, the conserved Kuramoto-Sivashinsky equation

$$\partial_t u = -\partial_x^2 \left[ u - \tau \partial_x u + \partial_x^2 u - (\partial_x u)^2 \right] \quad \text{cKS equation.}$$

GL and CH are classical equations describing, e.g., phase separation processes for a scalar order parameter, either conserved (CH) or nonconserved (GL). The
ca model for $\alpha = 1$ first appeared in problems of crystal growth \[4\] and starting from that specific conserved model it has been natural to extend it \[7\] to $\alpha \neq 1$ and to the nonconserved case. Finally, the cKS equation appeared in the study of sand-ripple dynamics \[8\], then in step-bunching phenomena \[9\]. For $\tau = 0$ it also appears in the study of wandering crystalline steps \[10, 11\].

Equations \[14\] have the general form $\partial_t u = A(u) + \partial_x^2 u$ and their linear dispersion relation has the form \[22a\]. All conservative equations, \[5\] and \[6\], have the form $\partial_t u = -\partial_x^2 (\cdots )$ and their linear dispersion relation is like \[25\]. For Eq. \[6\], that is true for $\tau = 0$ only. However, the $\tau$ term can be canceled out with a tilt transformation: $u \rightarrow u + \tau x/2$. We keep it here for sake of generality.

All previous models, conserved and nonconserved, display perpetual coarsening, because, as analyzed in the next subsection, they have a branch $u_0(x)$ of steady states whose $\lambda(A)$ characteristic is an increasing, diverging function.

**B. The multiscale method and the phase diffusion equation**

We are now going to discuss the multiscale method, with a focus on the cKS eq. This step has two motivations. First, the cKS equation is a completely nontrivial equation, whose nonlinear dynamics has been studied only through direct numerical simulations or through a simplified particle model. We are not aware of analytical nonlinear studies. Second, its treatment with the multiscale approach is representative of the method, when the Fréchet derivative is not self-adjoint.

The basic idea is to perturb a periodic steady state $u_0(x, \lambda) = u_0(x+\lambda, \lambda)$. First, we rescale $x$ by introducing the phase $\phi = qx$, with $q = 2\pi/\lambda$, so that $u_0 = u_0(\phi, q)$. Next, we introduce slow space and time variables,

$$X = \epsilon x, \quad T = \epsilon^2 t,$$

and perturb $u_0$ so that $q$ is now dependent on $X$ and $T$. While $x$ is the fast space variable, no fast time variable exists, since the base state $u_0(x)$ is a stationary state. The final step is to perform a multiple scale expansion method \[12\]. Identifying the slow phase $\psi(x, T) = \epsilon \phi(x, t)$, we can finally rewrite the space and time derivatives,

$$\partial_x = q \partial_\phi + \epsilon \partial_X = q \partial_\phi + \epsilon \psi_X \partial_t,$$

$$\partial_t = \epsilon \psi_T \partial_\phi.$$  

This is enough, along with the $\epsilon$ expansion of the solution, $u = u_0 + \epsilon u_1$, to perform a correct perturbative analysis of Eq. \[11\]. Using Eqs. \[7\] - \[8\], the general nonlinear equation \[11\] rewrites as

$$\epsilon (\partial_{\psi} u_0) \partial_T \psi = (N_0 + \epsilon N_1)[u_0 + \epsilon u_1]$$

$$= N_0[u_0] + \epsilon L_0[u_1] + \epsilon N_1[u_0].$$  

(9)

where $L_0$ is the functional, Fréchet derivative of $N_0$. Since $N_0[u_0]$ trivially vanishes, we are left with the first-order terms, which can be rearranged, so that the function $u_0$ appears in the source term, $g$, of the linear differential equation for $u_1$.

$$L_0[u_1] = (\partial_{\psi} u_0) \partial_T \psi - N_1[u_0] = g.$$  

(10)

According to the Fredholm alternative theorem \[13\], $g$ must be orthogonal to the kernel of the adjoint operator, $L_0^\dagger$. In conclusion, if

$$L_0^\dagger[v_0] = 0,$$

then

$$\langle v_0, (\partial_{\psi} u_0) \partial_T \psi - N_1[u_0] \rangle = 0.$$  

(12)

In the next subsection we are going to see that Eq. \[12\] can be recast in the form of a phase diffusion equation,

$$\partial_T \psi = D(q) \partial_{XX} \psi,$$

(13)

where the phase diffusion coefficient, $D(q)$ is a nontrivial functional of $u_0$ and $v_0$ \[14\].

**C. The phase diffusion coefficient**

The application of the multiscale method to Eqs. \[14\] and \[15\] gives, respectively

$$D(q) = \frac{\langle q (\partial_{\psi} u_0)^2 \rangle}{\langle (\partial_{\phi} u_0)^2 \rangle} \quad \text{nonconserved Eqs. \[14\]},$$

(14)

and

$$D(q) = q^2 \frac{\partial \langle q (\partial_{\phi} u_0)^2 \rangle}{\partial (u_0^2)} \quad \text{conserved Eqs. \[15\].}$$

(15)

For the cKS equation \[10\], we give here below a few details for the derivation of $D(q)$. In that case, the operators appearing in Eqs. \[11\] - \[12\] are
\[ N_0 [u_0] = -q^2 \partial_\phi^2 \left[ (1 - \tau q \partial_\phi + q^2 \partial_\phi^2) u_0 - q^2 (\partial_\phi u_0)^2 \right], \] (16)

\[ L_0 [u_1] = -q^2 \partial_\phi^2 \left[ 1 - \tau q \partial_\phi + q^2 \partial_\phi^2 - 2q^2 (\partial_\phi u_0) \partial_\phi \right] u_1, \] (17)

\[ N_1 [u_0] = -\psi_{XX} \{ q^2 \partial_\phi^2 [(2q \partial_q + 1) \partial_\phi u_0 - \tau \partial_q u_0 - 2q (\partial_\phi u_0) \partial_\phi u_0] \}, \] (18)

\[ L_0^0 [v] = -q^2 \{ 1 + \tau q \partial_\phi + q^2 \partial_\phi^2 + 2q^2 [(\partial_\phi^2 u_0) + (\partial_\phi u_0) \partial_\phi] \} \partial_\phi^2 v. \] (19)

Finally, from Eq. (12) we can determine the diffusion coefficient,

\[ D(q) = -q^2 (\partial_\phi^2 v_0, (2q \partial_q + 1) \partial_\phi u_0 - \nu \partial_q u_0 - 2q (\partial_\phi u_0) \partial_\phi u_0) / (v_0, \partial_\phi u_0). \] (20)

When \( L_0 \) is self-adjoint, as for Eqs. (11), translational invariance immediately provides the result \( v_0 = \partial_\phi u_0 \).

For Eqs. (5), \( L_0^0 \neq L_0 \), but Eq. (11) can be easily solved analytically and \( v_0 \) is still related to \( u_0 \) through some differential operator. In all these cases, covering Eqs. (11)–(15), \( D \) can be expressed as a function of \( u_0 \) and its derivatives only, see Eqs. (14)–(15). Finally, there are cases where \( L_0^0 \neq L_0 \) and \( v_0 \) cannot be determined analytically. The cKS equation is a typical example. In the next section we discuss the most general implementation for a numerical determination of \( u_0, v_0 \) and \( D \).

### III. NUMERICAL IMPLEMENTATION

The numerical procedure we have developed to find the value of \( D \) for a given \( \lambda \) can be split in three parts:

(i) The determination of the stationary solution \( u_0 \) by employing a pseudospectral algorithm (see Appendix A) and, only if required, a Newton-Raphson method to increase the accuracy of the output of our pseudospectral code.

(ii) In the second step, the function \( v_0 = \partial_\phi u_0 \) is found by discretizing the adjoint \( L_0^0 \) of the Frechét derivative of \( N_0 \) with high order finite differences and finding the kernel of the sparse matrix \( M \) containing the coefficients of the discrete version of \( L_0^0 \). Clearly, we skip this step when we are able to obtain \( v_0 \) analytically.

(iii) Lastly, the value of \( D(\lambda) \) is computed with a standard numerical integration after the evaluation of the derivatives (in...
\[ \phi \text{ and } q \text{ space) of } u_0 \text{ and, if necessary, } v_0 \text{ (only for the cKS equation). These three steps are iterated for each } \lambda \text{ and, finally, the coarsening exponent is estimated using the relation } |D| \sim L^2/t. \]

A. Determination of the stationary solutions

The time-dependent problem [1] can be integrated very efficiently by using a pseudospectral algorithm. These methods are widely used for the integration of nonlinear PDEs because they combine the estimation of spatial derivatives in Fourier space with the calculation of nonlinear terms in real space, hence avoiding the computational overhead of the convolution step [15–18]. Pseudospectral methods mainly work in Fourier space and their strength resides in their high accuracy for smooth solutions.

It is convenient to restate the nonlinear problem [1] in \( \phi \in [0, 2\pi] \) space, by replacing the derivatives \( \partial_\phi \), with \( q \partial_q \). In this way, stationary solutions obtained at different values of \( q \) are mapped into the same interval so that they can be directly compared.

Every nonlinear PDE such as Eq. (11) can be divided into a linear operator \( \omega \), the dispersion relation, and a nonlinear operator \( N \), such that in Fourier space Eq. (11) reads

\[ \partial_t \phi_k(t) = \omega_k \phi_k(t) + N [u(t)]_k, \quad (21) \]

where \( N[u]_k \) is the Fourier transform of the nonlinear part of the PDE, and the discrete wave vectors \( k \) belong to the interval \([-N/2, N/2]\), with the same \( \Delta k = 1 \) for every \( \lambda \) (here \( N \) is the number of points used to discretize the \( \phi \) interval). Equation (21) is evaluated by using the integrating factor technique [12, 18] and time stepped with a fourth-order Adams-Bashforth-Moulton predictor-corrector scheme (IFABM4) [15] (see Appendix A for the details of the numerical implementation). For a comparison between different pseudospectral algorithms see Ref. [20] and references therein.

The IFABM4 method has been used in this paper to study the time evolution of Eq. (1) and to characterize the coarsening exponent by measuring the mean wavelength of the emerging pattern, \( L(t) \), as a function of time \( t \). In order to obtain a reliable estimate of \( n \), the function \( L(t) \) must be averaged over several realizations, each one with a different initial condition.

Stationary solutions of nonlinear PDEs are normally found with specialized approaches that have better performances compared to any numerical integration of the dynamics of Eq. (1). Although point collocation or multi-grid methods [19] are less computationally expensive than our IFABM4 code, we decided to rely on the same algorithm to highlight the advantages of a strategy based on the phase-diffusion equation. Moreover, even if it is well established that the integrating factor technique can lead to a wrong estimation of the fixed points of nonlinear ODEs [21] and more accurate algorithms have been already developed for ODEs [21] and PDEs [21], such as Eq. (1), a small modification of the IFABM4 algorithm allowed us to find the stationary solutions \( u_0 \) with a reasonable precision (enough for our purposes).

Starting from an initial guess function \( u(x, 0) \), the dynamics of Eq. (21) leads to the closest stationary solution. Obviously this can happen only when at least one \( u_0 \) exists for the fixed value \( \lambda \) and for the chosen parameters \( (\alpha, \tau, \ldots) \) considered during the integration of Eq. (21). The error committed in the estimation of the stationary

![FIG. 2: (a) Normalized stationary solutions \( u_0 \) of equation (23) with \( \tau = 0 \) for different values of \( q \). The differential operators are discretized in an uniform grid with \( \Delta \phi = 0.025 \). For visualization purposes we have chosen a normalization constant \( A = \max |u(\phi)| \). (b) Solutions of the adjoint problem \( L_0^*[v_0] = 0 \), see Eq. (19), with \( \tau = 0 \). As for the left figure, the spatial discretization is \( \Delta \phi = 0.025 \).](image)
solution is easily quantified by inspecting the residues
\[
\rho(\phi) = F^{-1} [\omega_k u_k] + N[u(\phi)],
\]
\[
\rho_\infty = \max |\rho(\phi)|,
\]
\[
\rho_2 = \int_0^{2\pi} d\phi \rho^2,
\]
during the numerical integration of the PDE. As shown in Fig. 1(a), for a fixed value of \(\Delta t\) we observe that \(\rho_\infty\) saturates at an asymptotic value depending on the magnitude of the time steps. Even if starting the numerical integration of Eq. (21) with a tiny \(\Delta t\) ensures a small asymptotic residue, this will increase enormously the computational cost required to find \(u_0\), therefore impairing the applicability of this method to many practical cases.

A possibility to overcome this trade-off between accuracy and computational effort arises when we take into account that here our goal is not to follow the real dynamics of Eq. (21) but rather to obtain a reliable estimate of its stationary solutions. The numerical convergence of \(u(t)\) to \(u_0\) can be increased by reducing dynamically the value of \(\Delta t\). Actually, by monitoring the residue and its variation \(\Delta \rho_m = |\rho_m^N - \rho_m^{N-m_c}|/\rho_m^\infty\) (here the superscript \(m\) stands for the discrete time) every predefined number of iteration steps \(m_c\), we are able to sense when the dynamics of the PDE has reached the stationary state for a given \(\Delta t\). In fact, a drop of \(\Delta \rho_m\) below a given threshold \(\Delta \rho_{\text{min}}\) means that the residual error cannot be diminished anymore, signaling that is the appropriate moment to reduce \(\Delta t\) by multiplying its value for a factor \(\delta_t < 1\). After every reduction of the time step, the predictor-corrector scheme has to be warmed up by a method of equal accuracy, such as a fourth-order Runge-Kutta (see Appendix A for its numerical implementation).

In general, the values of \(\Delta \rho_{\text{min}}\) and \(\delta_t\) have to be inferred empirically for each problem: for our analysis, we have used \(\Delta \rho_{\text{min}} = 10^{-4}\) and \(\delta_t = 0.1\). Additionally, \(m_c\) must be a large number in order to limit the computational overhead required for the estimation of the residue and its variation. For one-dimensional problems a value of \(m_c\) between \(10^3\) and \(10^4\) is a reasonable choice. As an example, in Fig. 1(b) we report a comparison between the constant and the variable time stepping in case of the Cahn-Hilliard equation (5a).

In some cases the solution found by the pseudospectral algorithm is not accurate enough to ensure a good estimation of the coarsening law, through the evaluation of \(D(q)\). This usually happens for large system sizes, so that the algorithm converges slowly, or when the variations of the stationary solution are extremely localized and the resolution of the numerical method is insufficient to resolve these jumps (spectral methods are not suitable to handle discontinuities like shocks). To improve the residue of \(u_0\) we have employed a Newton-Raphson (NR) method applied to the finite difference discretization (in \(\phi\) space) of the equation \(N[u] = 0\). To be more precise, in case of an operator \(N\) that can be written as a second-order derivative of another nonlinear operator \(N_c\) (that is, \(N[u] = -\partial_x^2 N_c[u]\)) we have found the solutions of equation \(N_c[u] = 0\) and then subtracted to these functions their mean value \(\langle u_0\rangle\). In fact, these type of nonlinear operators are conservative so that the mean value of \(u\) is preserved by the dynamics of the equation, and, additionally, we can deal with an operator that is less stiff than the original one. Besides, it is sufficient to find the stationary solution of the GL equation (4a) to compute the phase diffusion coefficient of the CH equa-
tion \(^{(5a)}\) (the same for the \(\alpha\) models). In the following, as an example, we detail how we have implemented the Newton-Raphson method to find the stationary solutions of the conserved Kuramoto-Sivashinsky equation.

The dynamic evolution of the cKS equation presents several numerical difficulties, which can be ascribed to the nature of its stationary solutions: a sequence of arcs of parabola whose amplitude grows quadratically with \(\lambda\), while their joining regions have a diverging curvature and a vanishing size \(^{[8, 11]}\). This leads to the blow up of the numerical integration of a system with \(\Delta t = 10^{-5}\), and a maximum residue \(\rho_m = 10^{-8}\). The \(q\) derivatives in Eq. \(^{(4b)}\) and \(^{(5a)}\) are estimated by evaluating four equally spaced \(u_q\) around \(q = 2\pi/\lambda\) with a \(\Delta q = 2.5 \times 10^{-3}\). (b) Estimation of the coefficient \(C [\lambda = C^{-1} \ln(\tau)]\) for the Ginzburg-Landau equation \(^{(5b)}\) (blue circles) and the Cahn-Hilliard equation \(^{(5a)}\) (black rhombi). This coefficient is estimated through a linear regression of \(\ln(\langle \Delta \rangle/\lambda^2)\) by applying a sliding window binning four consecutive values of \(\Delta \) from the left figure. The wavelength \(\lambda\) is the average of the different wavelengths of the points binned together. All units are arbitrary.

where \(A_i, B_i\) are given by

\[
A_i = (\partial_{\phi} u)_i = \frac{1}{\Delta \phi} \sum_{j=1}^{3} a_j (u_{i+j} - u_{i-j}),
\]

\[
B_i = (\partial_{\phi}^2 u)_i = \frac{1}{\Delta \phi^2} \left[ b_0 u_i + \sum_{j=1}^{3} b_j (u_{i+j} + u_{i-j}) \right],
\]

and the coefficients \(a_j, b_j\) are listed in Table I. These vectors are built by taking into account the periodic boundary conditions of \(u_i\). The Jacobian \(J\) of this system of equation is needed in order to solve the problem. The elements of this matrix are \(J_{i,j} = \partial_{u_i} F_j\), which is a band matrix with

\[
J_{i,i} = 1 + q^2 b_0 \left( \frac{\Delta \phi}{\Delta \phi^2} \right),
\]

\[
J_{i,i+1} = (\Delta \phi)^{-2} \left[ q^2 b_j \mp q a_j (\tau \Delta \phi + 2q A_i) \right],
\]

where \(j = 1, 2, 3\). Through the Matlab\textsuperscript{\textregistered} function \texttt{fsolve}, the values of \(u_i\) for which \(F_i = 0\) are readily found by means of the standard large-scale method implemented in the package, i.e., the trust-region-reflective algorithm (for details see Refs. \(^{[22, 23]}\) and the Matlab\textsuperscript{\textregistered} documentation). Some stationary solutions \(u_0\) of the cKS equation for \(\tau = 0\) are reported in Fig. \(^{[4a]}\).

To conclude this section we present one case in which the Newton-Raphson method has been used to decrease the residue of the stationary solution found by our IFABM4 code. As working example we consider the non-conserved \(\alpha\) model \(^{(11)}\) with \(\alpha = 2\). In Fig. \(^{[3]}\) we show

\[
F_i = u_i + q^2 B_i - q A_i (\tau + q A_i),
\]
the solution \( u_0 \) (black line) and the residue \( \rho(\phi) \) before (blue, thin line) and after (red, dashed line) the NR minimization. The residues of the starting guess (blue line) had \( \rho_\infty = 2.14 \times 10^{-9} \) and \( \rho_2 = 1.35 \times 10^{-10} \), but, after the minimization step, these residues reduced to \( \rho_\infty = 1.34 \times 10^{-9} \) and \( \rho_2 = 1.12 \times 10^{-11} \). Note the drastic reduction of \( \rho(\phi) \) in the regions characterized by small values of \( \partial_\phi u_0 \) leading to \( \rho_2 \) that is one order of magnitude smaller than before the Newton-Raphson minimization.

![Graph](image)

**TABLE I:** Coefficients of the sixth-order finite difference discretization of the differential operators used in the Newton-Raphson minimization.

| index \( i \) | 0   | 1     | 2   | 3   | 4   |
|------------|-----|-------|-----|-----|-----|
| \( a_i \)  | -   | 3/4   | -3/20 | 1/60 | -   |
| \( b_i \)  | -49/18 | 3/2   | -3/20 | 1/90 | -   |
| \( c_i \)  | -   | -61/30 | 169/120 | -3/10 | 7/240 |
| \( d_i \)  | 91/8 | -122/15 | 169/60 | -2/5 | 7/240 |

**B. Solution of the adjoint operator and calculation of \( D \)**

The solution of the adjoint problem \( L_1^a[v] = 0 \) is easily found through the finite difference discretization introduced in the previous section. Again, let us consider the conserved Kuramoto-Sivashinsky equation. Taking into account that in Eq. (19) we have derivatives up to fourth order, first and second derivatives are discretized according to Eqs. (25) and (26), and third and fourth derivatives are given by

\[
(\partial^3_\phi v)_i = (\Delta \phi)^{-3} \sum_{j=1}^{4} c_j (v_{i+j} - v_{i-j}),
\]

\[
(\partial^4_\phi v)_i = (\Delta \phi)^{-4} \left[ d_0 v_i + \sum_{j=1}^{4} d_j (v_{i+j} + v_{i-j}) \right],
\]

where the coefficients \( c_j \) and \( d_j \) are listed in Table I.

The derivatives \( \partial^2_\phi u_0 \) and \( \partial_\phi u_0 \) are computed in Fourier space. The elements of these vectors multiply the constant coefficient of the finite difference discretization of the differential operators of Eq. (19), thus forming the sparse matrix \( M \), which represent the discrete version of Eq. (19). Then, by means of the Matlab\textsuperscript{®} function `eigs` (that is based on the Fortran library ARPACK), we search for the eigenvalues of \( M \), which are in modulus closer to zero and their associated eigenvectors. The eigenvector \( \hat{v} \) related to the smallest eigenvalue is finally normalized in order to have a solution \( v_0 \) with zero mean and amplitude equal to one

\[
v_0 = \frac{\hat{v} - \langle \hat{v} \rangle}{\max(|\hat{v}|)}.
\]

Some functions \( v_0 \) for the cKS equation for \( \tau = 0 \) are reported in Fig. 3(b).
The values of the phase diffusion coefficient $D$ are computed according to Eqs. (13), (15), and (20). As for the solution of the adjoint operator, in these equations $\phi$ derivatives are calculated through Fourier differentiation, whereas $q$ derivatives are discretized by a fourth-order centered finite differences, i.e.,

$$
\partial_q u_0(q) = \frac{1}{12\Delta q} \left[ -u_0(q + 2\Delta q) + 8u_0(q + \Delta q) - 8u_0(q - \Delta q) + u_0(q - 2\Delta q) \right].
$$

(31)

These four additional stationary solutions, which are equally distributed around $u_0(\phi; q)$ and separated by a factor $\Delta q$, are found by keeping constant the number of discretization points but changing the length of the system $\lambda$, that is $2\pi/q$. In this manner we are able to directly compare the values of these four functions and readily obtain the discrete representation of $\partial_q u_0(\phi; q)$. The integrals involved in the calculation of $D$ are evaluated numerically by the extended Simpson’s rule [19].

The functional relation between the phase diffusion coefficient and the wavelength is found by computing $D$ at discrete increasing system size (keeping constant the spatial discretization in $\phi$ space). After the estimation of $D$ for a given $q_1$, the stationary solution for $q_2 < q_1$ is computed by using the information provided by $u_0(q_1)$. The starting guess we used to determine $u_0(q_2)$ was a vector of $N_2 = 2\pi/q_2\Delta \phi$ Fourier modes formed by the Fourier transform of $u_0(q_1)$ for the first $N_1 = 2\pi/q_1\Delta \phi$ elements and zero padded for the others $N_2 - N_1$. Moreover, the amplitude of this initial guess has been adjusted according to the previously observed solutions. In fact, during the estimation of $u_0$ for decreasing values of $q$, we record the amplitude of these solutions and we are able to forecast the amplitude of the successive stationary solution (at least roughly). In this manner we are able to reduce the computational cost needed to estimate the new value of $D$. Finally, after the estimation of $D$ for a set of increasing wavelength, the coarsening law follows by the inversion of relation (13), which leads to $L(t) \sim \sqrt{|D(L)|t}$.

IV. RESULTS

We now report and discuss the results we obtained using the numerical methods described in previous sections. Let us start with the simplest and well known models: the GL model (1a) and its conserved version, the CH model (5a). They admit analytical solutions based on the Jacobi elliptic function $Sn(x; p)$ [24], allowing us to test our numerical procedure with a controlled result. This family of solution is parametrized by the elliptic modulus $p \in [0, 1]$ (for more details see Appendix B) and take the form

$$
u_0(x) = A \text{Sn} \left( \frac{4K}{\lambda} x; p \right).
$$

(32)

The dependence of the complete elliptic integral of the first kind $K$ and the amplitude $A$ on the elliptic modulus $p$ is reported in Appendix B, Eqs. (17) and (18), respectively. It has already been shown that for these two models the value of the phase-diffusion coefficient can be expressed as a function of $\lambda$, the amplitude of $u_0$ and the integrals $J = \int_0^\lambda (u_0')^2 dx$ for the GL model or $I = \int_0^\lambda u_0^2 dx$ for its conserved counterpart [13]

$$
D = -\frac{\lambda^2 (A - A^3)}{J \partial A \lambda} \quad \text{GL equation},
$$

(33)

$$
D = -\frac{\lambda^2 (A - A^3)}{I \partial A \lambda} \quad \text{CH equation}.
$$

(34)
As depicted in Appendix B, we can compute all these functions and their derivatives with respect to $A$ through complete elliptic integrals of first or second kind and Jacob elliptic functions. Finally, the integrals $I$ and $J$ are easily evaluated by means of adaptive quadrature so that the values of $D$ are obtained without solving any differential equation.

In the absence of noise, the Ginzburg-Landau and the Cahn-Hilliard model display a logarithmic coarsening, $L(t) \simeq C^{-1} \ln t$, which corresponds, in the formalism of phase diffusion equation, to a diffusion coefficient which decreases exponentially with the wavelength of the stationary solution, $D(\lambda) \simeq e^{-CL\lambda}$. Figure 4(a) shows such exponential behavior on a lin-log scale while Fig. 4(b) shows the convergence of the constant $C$ to a value of order 0.75 for both models. Note that in Fig. 4(a) the comparison between the values of $D$ estimated numerically (symbols) and those obtained through Eqs. 33 and 34 (lines) confirms the validity of our method in a well-controlled situation and its applicability to other non-trivial cases.

Next, we consider the nonconserved and conserved $\alpha$ models, given by Eqs. 11 and 55, respectively. According to the analytic treatment of the phase diffusion equation 1 and to numerics (taking care of dangerous caveats 25), we expect that the coarsening exponent for the nonconserved models is $n = 1/2$ for $1 < \alpha < 2$ and $n = \alpha/(3\alpha - 2)$ for $\alpha > 2$. Case $\alpha = 2$ has a logarithmic correction, $L(t) \simeq \sqrt{t}/\ln t$. Conserved models, instead show a constant coarsening exponent, $n = 1/4$, for all $\alpha$. Figure 5(a) considers cases $\alpha = 1, 2$ for nonconserved models, therefore we expect a constant $D$ for $\alpha = 1$ and $D \simeq 1/\ln q$ for $\alpha = 2$. This is exactly what our numerics shows. In Fig. 5(b) we consider $\alpha = 1, 2, 3$ for the conserved models and, as expected, $|D| \simeq q^2$ for small $q$. The conserved case is analyzed in more details in Figs. 6(a) and 6(b). On the left we plot the exponent $\gamma$ defined by $|D| \simeq q^\gamma$, and on the right we specialize on its convergence to the asymptotic value $\gamma_\infty = 2$. According to the results displayed in Fig. 6(b), for a larger exponent $\alpha$ we observe a slower convergence to the asymptotic $\gamma_\infty$. This effect is more pronounced for the case $\alpha = 3$ where a crossover region between two power laws has been already reported in Ref. 24. Taking into account that this region is of the order $\lambda \sim 10^3$, i.e., $q \sim 0.006$, and for this wavelength our algorithm estimates a $|D|$ smaller than $10^{-5}$, it is difficult to assess a clear asymptotic value for $\gamma$ and the relative error $|\gamma - \gamma_\infty|/\gamma_\infty$ saturates to a value around 5%.

In Figs. 7(a) and 7(b) we consider the cKS model 19. Some numerical and approximated analytical estimations of the coarsening exponents gave $n = 1/2$, i.e., a constant phase diffusion coefficient. This is shown on the left, while the right shows a clear evaluation of the coarsening exponent through the direct integration of the dynamical equation. Our results are much cleaner than available results in the literature.

Finally we compare the computational cost used to estimate the coarsening exponent by means of the phase diffusion method with the cost of the standard method used in the literature, that is, typically, the direct integration of the time-dependent PDE. We consider three cases of conserved models that are usually stiffer that their non-conserved counterparts due to high-order spatial derivatives. Lines in Fig. 8 are found after the inversion of the relation $\lambda^2/|D| \sim t$ that leads to the coarsening law $L(t) \sim t^n$. In the same figure, symbols are data obtained from the numerical integration of time-
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FIG. 8: Comparison between the phase diffusion method and the numerical integration of the time-dependent PDE for three different models. (a) Case of logarithmic coarsening, the Cahn-Hilliard equation. The black line is the estimation of λ as function of t from the data displayed in Fig. 4(a). The red circles are the numerical integration of Eq. (5a) by means of our IFABM4 code with parameters $L = 102.4$, $\Delta x = 0.1$, $\Delta t = 0.05$, and averaged over 50 different initial conditions (generated from a normal distribution with zero mean and unit variance). (b) Case of power-law coarsening. As for the left panel, lines stand for the estimation of λ as function of t from the values of $D(\lambda)$ while the symbols are obtained from the numerical integration of time dependent equations. The black solid line [from data in Fig. 4(b)] and the blue circles are data for the conserved $\alpha$ model Eq. (5b) with $\alpha = 2$ and parameters $L = 256$, $\Delta x = 0.25$, $\Delta t = 0.05$, and averaged over 50 different initial conditions. The red dashed line and the green rhombi correspond to the conserved Kuramoto-Sivashinsky equation (6). These data are computed (line) and reported (rhombi) from the left and the right panel of Fig. 7, respectively. All units are arbitrary.

V. CONCLUSIONS

In this work we have demonstrated that the phase diffusion method can be a reliable and fast approach to find the coarsening law of nonlinear 1D partial differential equations. Its numerical implementation is straightforward and extends the applicability of the method beyond the cases studied in Ref. [1]. In fact, all these cases allowed an analytical evaluation of $L(t)$, which is not always possible (see the cKS equation).

Our algorithm permits us to evaluate the coarsening exponent with a negligible computational cost compared to standard methods, such as the direct numerical solution of the time-dependent PDE (see Table 2). Furthermore, it does not suffer from spurious effects associated with the finite size of the system or from errors arising in the time discretization of the PDE, and the result does not need to be averaged over several initial conditions.

The main limitation of the method is the finite accuracy in the estimation of $D$, which should be improved for larger times, when coarsening is slow (logarithmically slow or following a power law with a small exponent $n$). However, in such cases the direct time integration would require to attain extremely large times. Our discussion and in particular Table 2 shows that the phase diffusion method is computationally much faster than time integration.

A separate comment should be made for PDEs whose steady solutions are determined by an ODE of higher order than two. In these cases [26], which include the Swift-Hohenberg equation, we expect more branches of stationary solutions, $\lambda_i(A)$, which makes our analysis more complicated.

Finally, in this paper we confined our discussion to one-dimensional PDEs, but we have recently shown [27] that the phase diffusion method can be successfully applied to coarsening processes in two dimensions as well. It will be interesting to extend our numerical approach to the bidimensional case, especially for studying those equations that can hardly be attacked analytically.
TABLE II: Actual computational time (in seconds) required to measure the coarsening exponent \( \alpha \) with the phase diffusion method (second column) and with the numerical integration of the time-dependent PDE (third column). The fourth column is an estimation of the computational cost needed by the standard method to reach the same time span of the phase diffusion method for the data reported in Fig. 10. The fifth column is the ratio between the estimated time for the standard method and the cost for the phase diffusion method. The numerical experiments were carried out in a machine equipped with a single-processor Intel® Core™ 2 Duo with a clock frequency of 2.4 Ghz.
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Appendix A: Pseudospectral algorithm

The solution of the linear part of Eq. (21) suggests the following change of variable

\[
\tilde{z}_k(t) = e^{-\omega_k t} u_k(t),
\]

and the temporal evolution of this new variable depends only on the nonlinear operator

\[
\partial_t \tilde{z}_k(t) = e^{-\omega_k t} N[u(t)]_k.
\]

This is our starting point to discretize Eq. (A2) in the time domain by using one of the standard algorithms available in the literature. In order to enhance the stability properties of our method we have chosen a fourth order predictor-corrector method, the Adams-Bashforth-Moulton (IFABM4) scheme. The predictor step applied to Eq. (A2) is

\[
z_k(t + \Delta t) = z_k(t) + \frac{\Delta t}{24} \left[ 55e^{-\omega_k t} N[u(t)]_k - 59e^{-\omega_k (t - \Delta t)} N[u(t - \Delta t)]_k + 37e^{-\omega_k (t - 2\Delta t)} N[u(t - 2\Delta t)]_k - 9e^{-\omega_k (t - 3\Delta t)} N[u(t - 3\Delta t)]_k \right],
\]

that leads to a prediction for \( \tilde{u}_k \) at the next time step

\[
\tilde{u}_k(t + \Delta t) = e^{\omega_k \Delta t} \left[ u_k(t) + \frac{\Delta t}{24} (55N_0 - 59N_1 + 37N_2 - 9N_3) \right],
\]

where the functions \( N_i = e^{i\omega_k \Delta t} N[u_k(t - n\Delta t)]_k \) are computed during the time stepping of the algorithm by successive multiplications of the factor \( \exp(\omega_k \Delta t) \). As before, the corrector step is applied to the variable \( z_k(t + \Delta t) \) and is computed from the value of the predictor and the value of \( u_k \) at three previous time steps

\[
z_k(t + \Delta t) = z_k(t) + \frac{\Delta t}{24} \left[ 9e^{-\omega_k (t + \Delta t)} N[\tilde{u}(t + \Delta t)]_k + 19e^{-\omega_k t} N[u(t)]_k \right.
\]

\[\left. - 5e^{-\omega_k (t - \Delta t)} N[u(t - \Delta t)]_k + e^{-\omega_k (t - 2\Delta t)} N[u(t - 2\Delta t)]_k \right],
\]

so that the update of \( u_k \) reads

\[
u_k(t + \Delta t) = \frac{3}{8} \Delta t N[\tilde{u}(t + \Delta t)]_k + e^{\omega_k \Delta t} \left[ u_k(t) + \frac{\Delta t}{24} (19N_0 - 5N_1 + N_2) \right],
\]
Equations (A4) and (A6) depend on four previous values of the function \( u_k \), we have to compute the four initial time steps of the evolution of (21) by an integrator of the same accuracy, for example a classical fourth order Runge-Kutta method (RK4). For the variable \( z_k \) the RK4 method reads

\[
z_k(t + \Delta t) = z_k(t) + \frac{\Delta t}{6} \left( f_1 + 2f_2 + 2f_3 + f_4 \right),
\]

where the different RK4 steps are obtained through a sequence of new variables. The first point in the RK4 evolution is easily found by evaluating Eq. (A2) at time \( t \) with the variable \( u_k(t) \)

\[
f_1 = e^{-\omega_k t} N \left[ F^{-1} \left[ e^{\omega_k t} z_k(t) \right] \phi \right] = e^{-\omega_k t} N_0.
\]

Then we introduce the new variable \( u_{1k} \) and we find the second RK4 point \( f_2 \)

\[
u_1 = F^{-1} \left[ e^{\omega_k \Delta t/2} \left( u_k(t) + \frac{\Delta t}{2} N_0 \right) \right] \phi,
\]

hence \( f_2 = \exp[-\omega_k(t + \Delta t/2)] N [u_1]_k \). The same procedure is iterated, so that

\[
u_2 = F^{-1} \left[ e^{\omega_k \Delta t/2} \left( u_k(t) + \frac{\Delta t}{2} N [u_1]_k \right) \right] \phi,
\]

so that \( f_3 = \exp[-\omega_k(t + \Delta t/2)] N [u_2]_k \), and

\[
u_3 = F^{-1} \left[ e^{\omega_k \Delta t} (u_k(t) + \Delta t N [u_2]_k) \right] \phi,
\]

hence \( f_4 = \exp[-\omega_k(t + \Delta t)] N [u_3]_k \). Finally, the update for \( u_k \) reads

\[
u_k(t + \Delta t) = e^{\omega_k \Delta t} \left[ u_k(t) + \frac{\Delta t}{6} N \right] + \frac{\Delta t}{6} \left[ 2e^{\omega_k \Delta t/2} \left( N[u_1]_k + N[u_2]_k + N[u_3]_k \right) \right].
\]

This last equation is used to warm up the predictor-corrector method with the three initial time steps.

**Appendix B: Analytical solutions of the Ginzburg-Landau equation**

The stationary states of the Ginzburg-Landau equation can be expressed analytically by means of the Jacobi elliptic function sine-amplitude \( \text{Sn}(x; p) \) [24]. This family of solutions is parametrized by the elliptic modulus \( p \in [0, 1] \) and take the form

\[
u_0(x) = \sqrt{\frac{2p^2}{p^2 + 1}} \text{Sn} \left( \frac{x}{\sqrt{p^2 + 1}}; p \right),
\]

and its derivative reads

\[
u'_0(x) = \frac{\sqrt{2p^2}}{p^2 + 1} \text{Cn} \left( \frac{x}{\sqrt{p^2 + 1}}; p \right) \text{Dn} \left( \frac{x}{\sqrt{p^2 + 1}}; p \right),
\]

where \( \text{Cn} \) and \( \text{Dn} \) are the other two Jacobi elliptic functions [28]. The periodicity of these functions is

\[
\lambda = 4K(p) \sqrt{p^2 + 1},
\]

where the complete elliptic integral of the first kind is defined according to

\[
K(p) = \int_0^1 \frac{dt}{\sqrt{(1 - t^2)(1 - p^2 t^2)}}.
\]

Taking into account that the function \( \text{Sn} \in [-1, 1] \), the amplitude of \( u_0 \) is a function of the elliptic modulus

\[
A = \sqrt{\frac{2p^2}{p^2 + 1}}.
\]
so that we are able to express the periodicity of the stationary solution as a function of its amplitude

\[ \lambda(A) = 4 \sqrt{\frac{2}{2 - A^2}} K \left( \frac{A}{\sqrt{2 - A^2}} \right). \]

The variation of \( \lambda \) with respect to the amplitude of \( u_0 \) is

\[ \partial_A \lambda = \frac{4}{A} \left( \frac{2}{2 - A^2} \right)^{1/2} \left[ \frac{1}{1 - A^2} E \left( \frac{A}{\sqrt{2 - A^2}} \right) - K \left( \frac{A}{\sqrt{2 - A^2}} \right) \right], \]

where the complete elliptic integral of the second kind is

\[ E(p) = \int_0^1 dt \sqrt{\frac{1 - p^2 t^2}{1 - t^2}}. \]
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