Feature Pair Index Graph for Clustering

Abstract: Text documents are significant arrangements of various words, while images are significant arrangements of various pixels/features. In addition, text and image data share a similar semantic structural pattern. With reference to this research, the feature pair is defined as a pair of adjacent image features. The innovative feature pair index graph (FPIG) is constructed from the unique feature pair selected, which is constructed using an inverted index structure. The constructed FPIG is helpful in clustering, classifying and retrieving the image data. The proposed FPIG method is validated against the traditional KMeans++, KMeans and Farthest First cluster methods which have the serious drawback of initial centroid selection and local optima. The FPIG method is analyzed using Iris flower image data, and the analysis yields 88% better results than Farthest First and 28.97% better results than conventional KMeans in terms of sum of squared errors. The paper also discusses the scope for further research in the proposed methodology.
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1 Introduction

There is extraordinary growth of information on the World Wide Web and users want to preserve documents online. They expect that information must be accessible instantly whenever there is a need. The main aim of the researcher is to organize voluminous information so that it is readily available to the users whenever they need it [11, 31].

The information available significantly relies on the data mining techniques. There are many techniques that reveal the inherent organization of such information/data. Among such methods, clustering is an active approach that identifies the inbuilt grouping of documents where the documents exhibit high intracluster similarity and low intercluster similarity.

In general, the clustering methods discriminate one group of documents from another group of documents where each group deals with data that are different from the other. Clustering reveals the structure and content of unidentified data information and in addition provides a new outlook on familiar ones.

The inspiration behind the proposed method is that clustering should be based on word pairs along with a single term. Word pair indexing in information retrieval systems is used as an additive approach and even shows improvement in precision, but it is done on text data. The review of literature reveals that word pair indexing has not been tried on image data. Incorporation of feature pairs in the feature pair index graph (FPIG) results in a group of similar data. This paper proposes an FPIG for a group of similar data identification which is inspired from text clustering. The primary idea is that the unique feature pair of the image features is represented in the FPIG that yields a group of data which are almost similar to each other. The combination of the following components contributes to identifying the group of similar data, and retrieving and classifying the data:

- The primary idea is to use feature pairs of image data as an essential component.
- An innovative FPIG that captures the feature pairs and clusters the similar data.
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The rest of the paper is organized as follows. In Section 2, we focus on the background study. Section 2.1 describes the preliminaries. Next, in Section 2.2, a semantic correlation between images and text documents is discussed. In addition, a concise view of the overall framework is introduced in Section 3. Details of FPIG construction are given with examples in Section 3.1. Then, in Section 4, the performance of the proposed method is tested against noted machine learning approaches, i.e. KMeans, KMeans ++ and Farthest First. Finally, Section 6 summarizes and concludes the work.

2 Background

Index Structures

Information retrieval means recovery of relevant documents from the huge collection of corpus [13]. There are two stages, i.e. indexing and retrieval. Indexing, which represents the content of a document, plays a vital role in efficient retrieval of documents.

Among many index structures, inverted index is dominant in modern search engines. It also outperforms the other index structures in many aspects such as space, speed and functionality for text indexing [32]. Moreover, the efficiency of inverted index has not been surpassed by any other index structures. With reference to [21], mathematical expressions are retrieved when symbol pairs are mapped to expressions they contain. The importance of inverted index in data mining applications is stated in [8].

Various time and space efficient schemes were proposed for information retrieval, but with the exponential increase of information, the conventional index structures became obsolete and the retrieval system’s performance was affected in a drastic manner. All these techniques are merely implemented for fast response, i.e. to make retrieval faster. Users browse using bag of words rather than single words. Thus, next word indexes, the consecutive terms will be stored with the position information [4, 20, 25] and two term indexes [22] and word pair indexes have also been proposed [9, 11]. By simply viewing, each pair of terms in a corpus is considered as a single term in the index. It is multiple times faster than the classical index structures.

Though these techniques improve the speed, the space complexity increases. Therefore, many researchers concentrated on compression techniques to reduce storage space [1, 2, 23]. To reduce storage space further, partial next word indexes were proposed [3]. Later, the combination of inverted index, partial phrase index and partial next word index was also introduced to moderately reduce the query time [26].

Document Clustering

On the other hand, professionals concentrated on organizing methodologies of long ordered retrieval results to improve the efficiency of the retrieved results. It considerably reduces the time users spend in searching the elongated ordered list and insight into the documents to identify internal structure of the document. Many of the clustering techniques mostly use a single term [27]. Statistical phrase extraction has become a center of attention due to intensive computational risk in extracting phrases. A consecutive sequence of words is known as the statistical phrase. To extract phrases, the suffix tree model is prominently used [28].

Several clustering methodologies have been introduced based on suffix tree and graph partitioning methods [14]. In word intersection clustering, the word common to all documents in the collection is represented as the center. Similarly, the phrases common to all documents are taken as representative to improve efficiency. The suffix tree implementation of phrase intersection technology is competent enough [17, 29] to overcome the deficiency in numerical algorithms (scatter-gather) [5]. Vivisimo is the commercial implementation of clustering idea (http://www.vivisimo.com). Moreover, an indexing model is documented in [6] based on phrases in addition to trapping the structure of the sentence that was suggested to refrain from high redundancies in the suffix tree model.

Similarities of Text and Image

Similarities of text and image [30] gave deep insight into contextual similarities between text data and image data. The combination of inverted index and spatial information has upgraded image retrieval accuracy [16]. In order to use techniques available in text data for image databases, two steps are followed. The first
step involves obtaining a group of features of image. The second step describes a function which maps from features of image to integers. Through mapping from features of image into cluster, image words are identified, also known as the image bag-of-words model [12].

Based on the above-mentioned concepts, most of the authors tried to upgrade the retrieval process. On the other hand, the inverted feature pair index was not applied on image data to find out data similarity. This paper proposes a unique FPIG for the image data which results in clustering of data objects.

2.1 Preliminaries

2.1.1 Inverted Index

An inverted index is a prominent indexing method as it has an easy structure. It is an effective method in which there is a posting list for each indexed term, and each posting list consists of a document identifier, the number of times the term occurs which means an in-document frequency, and positions where the term appears in the document, i.e. offsets [10].

2.1.2 Inverted Word Pair Index

The inverted index is modified as an inverted word pair index to quickly retrieve data. Every adjacent term is paired instead of using single terms. In comparison with the inverted index structure, usually the inverted word pair has a small posting list due to the reduced existence of most pairs. In addition, inverted word pair index structure approaches have been fruitfully implemented in text document retrieval [9, 11, 26] and document clustering [15].

2.1.3 Document Index Graph (DIG) Model for Text

The DIG model is based on graph theory. It indexes the document on phrases in place of single words with the maintenance of the sentence structure of the documents without storing repeated information [6]. Every node represents a unique word in the document. This typically conveys that the dictionary/vocabulary of the whole documents and the nodes have information about each unique word. If words are adjacent to each other in any of the documents considering the entire documents, then there will be an edge. The edges correspond to the sentence of the document. They also connect the nodes in the same order in which the words are presented in the sentence of the document. It means the dictionary/vocabulary of the entire document with path information is stored in DIG. This usually constructs an inverted index with sentence information.

2.1.4 Terrier

Terrier is a flexible information retrieval platform. Terrier provides various data structures such as document index, direct index, lexicon index and inverted index. It also supports numerous features for indexing as well as retrieval. Many versions are available for download from http://ir.dcs.gla.ac.uk/terrier/ as an open source framework tool [18, 19].

2.2 Semantic Similarity of Text and Images

Images are a significant arrangement of different pixels where documents are also arranged with different words. Feature is equated to word/term, feature pair to word pair and object to sentence. The term-based approach is to retrieve images that have suitable objects by using parts of objects as queries, which is similar
to retrieval of documents that have suitable sentences by using the terms in the sentences. In these cases, images are seen as a bag of visual features. Furthermore, inverted index is most suitable to index the visual features but still has a false match.

Figure 1 shows the semantic granularities of image and document, i.e. the correspondence between visual features to text words [30]. In a visual feature pair approach which is a simple approach, object feature is granulated into a pair of features, i.e. adjacent features are paired. For these types of approaches, images are viewed as a bag of visual feature phrases. The inverted feature pair index is suitable to index visual feature phrases.

3 Overview of the Proposed Methodology

Image features of the image data are taken as input. The feature vector is constructed and yields a set of unique feature pairs. Then an FPIG is constructed based on the unique feature pairs which provide a group of most similar data. Section 3.1 explains the FPIG process in detail. Figure 2 shows the overall framework.

3.1 Feature Pair Index Graph

This research paper proposes a feature-pair-based approach to retrieve, classify and cluster images. The feature pair is defined as a pair of local adjacent features and is constructed using Terrier 3.5 in the pre-processing step. Furthermore, the FPIG was devised to make retrieval as well as clustering easier. The experiment is more efficient and effective than a feature-based approach. The researcher finds the feature pair index itself to be helpful in clustering. This will be as good as clusters created using the KMeans approach.

Figure 1: Semantic Comparison of Text and Image.

Figure 2: The Overall Framework of the Proposed Work.
3.1.1 FPIG Construction

The FPIG is a directed graph (digraph) \( G = (V, E) \). Here \( V \) is the set of nodes \( \{v_1, v_2, v_3, \ldots, v_n\} \) and each node \( v_i \) represents a unique feature pair in the data object. As an example, in Table 1, the feature pair of data object number 1 is \( \{6 2, 2 4, 4 1\} \). \( E \) is the set of edges \( \{e_1, e_2, e_3, \ldots, e_m\} \) and there will be an edge \( e_j \) from \( v_k \) to \( v_l \) if and only if the feature pair \( v_l \) appears subsequent to the feature pair \( v_k \). For an illustration, in the table the node \( v_1 \), i.e. 6 2, and the node \( v_2 \), i.e. 2 4, are adjacent in data object number 1. Hence, an edge \( e_1 \) is created between those nodes.

The above description conveys that the number of nodes in the graph is the number of unique feature pairs.

Table 2 shows the details of edge construction between nodes in the FPIG and Figure 3 is a complete representation of a sample of Iris data which are shown in Table 1 and the corresponding nodes in Table 3. As described, In the FPIG, each node represents the unique feature pair. An edge is created between two nodes only when the feature pair occurs successively in the object.

The example given in Figure 3 shows that nodes 6 2 and 2 4 occur adjacently. Hence, an edge is created between these nodes. The feature pair which occurs commonly is shared in the graph. For example, if we

---

**Table 1: Sample Data.**

| Data object no. | Class | Iris data |
|-----------------|-------|----------|
| 1               | 2     | 6 2 4 1  |
| 2               | 3     | 7 3 5 2  |
| 3               | 2     | 5 2 4 1  |
| 4               | 3     | 7 3 6 2  |

---

**Table 2: Edge Table of Sample Data.**

| Edge | \( v_i \) | \( v_j \) | Class |
|------|-----------|-----------|-------|
| e1   | \( v_1 \) | \( v_2 \) | 2     |
| e2   | \( v_2 \) | \( v_3 \) | 2     |
| e3   | \( v_4 \) | \( v_5 \) | 3     |
| e4   | \( v_5 \) | \( v_6 \) | 3     |
| e5   | \( v_6 \) | \( v_2 \) | 2     |
| e6   | \( v_4 \) | \( v_7 \) | 3     |
| e7   | \( v_7 \) | \( v_1 \) | 3     |

---

**Figure 3: Feature Pair Index Graph.**
consider node 4 1, it can be traversed through the path 6 2, 2 4 and again through the path 5 2, 2 4. In this case, the paths get shared & class updated according without creating a new path.

Algorithm 1: FPIG Construction.

Input: V: V_i (1 < i < n): Set of Nodes
Output: G: Graph
1: L ← Empty node list
2: v1 ← first node in V
3: if v1 ∉ G then
4: Add v1 into G and add into L
5: end if
6: for each v_i (2 < i < n) ∈ V do
7: if ⟨v_i, v_{i+1}⟩ then
8: Add an edge e_j (1 < j < n) in G and add v_{i+1} into L
9: end if
10: end for

The process starts with an empty list L (line 1). v_i is added from the set of nodes as the first node in the graph (lines 2–5). Lines 6–10 explain about that next node to be read. If these are adjacent to each other, they establish an edge between them and update list L. This process continues until all the nodes are read.

4 Experimental Measures and Metrics

The quality of a clustering solution was ensured by using the following metrics, shown in Table 4.

Table 4: Evaluation Metrics.

| Measures                  | Formulae                                                      |
|---------------------------|---------------------------------------------------------------|
| Mean                      | \( \bar{x} = \frac{1}{n} \sum_{i=1}^{n} x \) (x is a data point) |
| Variance                  | \( s^2 = \frac{1}{n-1} \sum_{i=1}^{n} (x - \bar{x})^2 \)      |
| Standard deviation        | \( s^2 = \sqrt{\frac{1}{n-1} \sum_{i=1}^{n} (x - \bar{x})^2} \) |
| Euclidean distance        | \( \sqrt{\sum_{i=1}^{n} (q_i - p_i)^2} \) (p & q are data points) |
| SSE (sum of squared errors)| \( \sum_{i=1}^{n} (x_i - \bar{x})^2 \)                        |
| SICD (sum of intracluster distances) | \( \sum_{i=1}^{n} \sum_{j=1}^{n} (x_i - \bar{x})^2 \) (n is the number of clusters, m is a data point) |
5 Results and Discussion

The proposed framework is evaluated on the Iris flower data set which is downloadable from UCI machine learning laboratory [24] using 7th Generation Intel core i7 processor, 16 GB of RAM, 1 TB HDD for windows and Java Run Time Environment of version 1.8.0_151.

The sum of squared errors (SSE) is used as the primary quality measure; the lesser the errors, higher the quality. The x-axis in Figure 4 has the various approaches examined against the proposed FPIG wherein the y-axis shows the SSE. The analysis of the graph plotted shows the higher error rate in Farthest First. In comparison with Farthest First, the innovative FPIG has 88% lesser errors. In addition, the FPIG achieved 28.97% better results than KMeans, while KMeans++ yielded 45.96% better results than the FPIG. KMeans++ is 61.62% better than KMeans. Farthest First is 83.79% better than KMeans. The proposed FPIG was examined against the three traditional methods. Out of the three, the proposed FPIG was superior to two approaches.

Table 5 summarizes the statistical details of the examined approaches. Variance shows how data are spread out and the spanning range of values that the methods formed.

Table 6 summarizes the intracluster distances attained from the FPIG and the traditional KMeans, Farthest First and KMeans++ methods. From this table, it is perceived that the proposed FPIG has the higher intracluster distance. Although the proposed FPIG achieved best SSE, i.e. lower error rate, it did not result in lesser sum of intracluster distances. It should be perceived that the intracluster distance is not proportional to error rate [7] and there is no relationship between intracluster distance and the error rate. The Farthest First

![Figure 4: Sum of Squared Errors Between the FPIG and the Traditional Methods.](image)

| Methods       | Mean   | Standard deviation | Variance |
|---------------|--------|--------------------|----------|
| KMeans        | 3.566  | 0.44               | 0.210    |
| KMeans++      | 3.37   | 0.41               | 0.196    |
| Farthest First| 3.47   | 1.001              | 1.254    |
| FPIG          | 3.767  | 1.373              | 2.16     |

| Approaches    | Sum of intra cluster distances |
|---------------|--------------------------------|
| KMeans        | 1034                           |
| KMeans++      | 612                            |
| Farthest First| 1095                           |
| FPIG          | 1552                           |
Table 7: Time Taken to Accomplish the Methods.

| Approaches  | Time taken (ms) |
|------------|-----------------|
| KMeans     | 1788            |
| KMeans++   | 8375            |
| Farthest First | 10,102        |
| FPIG       | 18,000          |

achieved 29%, the KMeans obtained 33% and KMeans++ achieved 60% better results than the proposed FPIG. KMeans++ is 40.81% better than KMeans and 44.10% better than the Farthest First method.

Table 7 shows the time taken to accomplish the task by various methods. KMeans took 78.65% lesser than KMeans++, 82.30% lesser than Farthest First and 90.06% lesser than the FPIG. Farthest First took 43.87% lesser than the FPIG. KMeans++ took 17.09% lesser than the Farthest First method.

There is further research scope for the innovative FPIG approach identified:
– The application of this approach on various other kinds of data type.
– Time complexity of the innovative methodology gives a few more directions to analyze.

6 Conclusion and Future Scope

This paper has proposed an innovative FPIG to retrieve, classify and cluster the image information. The performance of the FPIG method is examined in terms of SSE against conventional clustering approaches such as KMeans, KMeans++ and Farthest First. The proposed FPIG yields 88% lower SSE than Farthest First and 28.97% lesser SSE than KMeans. Out of the three methods examined against the proposed FPIG, the innovative approach performance is superior to two approaches. Furthermore, the proposed methodology will be considered for the other multimedia data.
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