Defect self-propulsion in active nematic films with spatially varying activity
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We study the dynamics of topological defects in active nematic films with spatially varying activity and consider two set-ups: (i) a constant activity gradient and (ii) a sharp jump in activity. A constant gradient of extensile (contractile) activity endows the comet-like +1/2 defect with a finite vorticity that drives the defect to align its nose in the direction of decreasing (increasing) gradient. A constant gradient does not, however, affect the known self-propulsion of the +1/2 defect and has no effect on the −1/2 that remains a non-motile particle. A sharp jump in activity acts like a wall that traps the defects, affecting the translational and rotational motion of both charges. The +1/2 defect slows down as it approaches the interface and the net vorticity tends to reorient the defect polarization so that it becomes perpendicular to the interface. The −1/2 defect acquires a self-propulsion towards the activity interface, while the vorticity-induced active torque tends to align the defect to a preferred orientation. This effective attraction of the negative defects to the wall is consistent with the observation of an accumulation of negative topological charge at both active/passive interfaces and physical boundaries.

1. Introduction

Active nematics are collections of elongated apolar particles that consume energy from their surroundings to generate dipolar forces that drive self-sustained flows [1]. Much progress in understanding the rich dynamics of these active liquid crystals has been achieved through a minimal hydrodynamic theory that couples orientational order and flow and captures the behaviour of biological systems from subcellular to multicellular scales [2].
Within the biological realm, the active nematic paradigm describes mixtures of cytoskeletal filaments and motor proteins [3–6], bacterial suspensions [1,7] and confluent cell monolayers [8,9].

What distinguishes the hydrodynamics of active nematics from that of their passive counterparts is the presence of an active stress generated by active processes, which sets up spontaneous spatio-temporally chaotic flows [7]. The active stress is given by \( \sigma_{ij} = \alpha Q_{ij} \) with \( Q \) the nematic order parameter and \( \alpha \) a scalar activity parameter that encapsulates the biochemical processes that generate active forces [10–13]. It can have either sign: \( \alpha > 0 \) corresponds to a system of ‘pullers’ generating contractile stresses on their surroundings, whereas \( \alpha < 0 \) reflects a system of ‘pushers’ and their induced extensile active stresses. With increasing activity, active flows are induced spontaneously and create large distortions of the nematic order, including the formation of pairs of topological defects that sustain active turbulence [3,14].

The lowest energy topological defects in active nematic films have half-integer charge, corresponding to the comet-shaped \(+1/2\) with polarity \( e_+ \), defined by a head–tail arrow, and the \(-1/2\) which has threefold symmetry (see figure 1). These defects disrupt the nematic order locally and induce long-range distortions in the orientation field, generating active stresses, which in turn lead to spontaneous active flows surrounding the defects [12,15,16]. There is a net active flow through the core of the polar \(+1/2\) defect which makes it intrinsically motile and is referred to as the defect self-propulsion. For an isolated \(+1/2\) defect, the self-propulsion velocity aligns with the polarity vector and, depending on the contractile/extensile properties of the active nematic, the defect moves in/opposite to the direction of its polarization. The \(-1/2\) defect does not create any net flow at the defect position and, thus, is not self-propelled in systems with uniform activity. The motion of defects in the presence of spatially inhomogeneous activity is far less understood and explored [17].

There are several approaches to realize experimentally systems with spatially dependent activity. In [18], a varying substrate topography is used to control the frictional damping in a film of a microtubule-kinesin suspension. This results in spatial variations of the concentration of active agents, thus indirectly in the local activity. In [19], a similar effect is achieved by manipulating light-sensitive myosin motors that activate the microtubules. Both studies find that the \(-1/2\) defects localize near the interface separating the region of higher activity from that of lower activity. In [19], it was reported that the \(+1/2\) defects are deflected by the active/passive interface. Analytical work based on a hydrodynamic theory of the defect gas has predicted that a passive/active interface can be used to separate positive and negative topological charge [17]. Numerical studies of how the defect dynamics is affected by the spatially dependent activity show that the polarity of the \(+1/2\) defect tends to align parallel to the activity gradient [19–23], and that the confinement and motion of defects can be manipulated by varying the steepness of the activity gradients [24,25]. A recent numerical study also shows that the formation of defect dipoles can be controlled by imprinting special geometries into the activity profile [22].

In this paper, we provide a theoretical study of how spatially varying activity affects the self-propulsion and reorientation of isolated topological defects. We consider the representative basic set-ups where the spatial activity profile is given either by a constant activity gradient (linear profile) or a sharp interface separating two regions of constant bulk activity (Heaviside function profile). For constant activity gradients, the \(+1/2\) defect rotates due to a vorticity-induced active torque acting on the defect polarization until the defect aligns parallel to the activity gradient and moves in the direction of lower magnitude of activity. Thus the defect slows down. We show analytically that the vorticity at the \(+1/2\) defect core is proportional to the hydrodynamic dissipation length \( \ell_d = \sqrt{\eta/\Gamma} \), which measures the strength of viscous dissipation \( \eta \) relative to friction \( \Gamma \). Numerical simulations of

![Figure 1. Illustration of (a) the +1/2 defect and (b) the −1/2 defect and their corresponding polarizations for θ₀ = 0. The negative defect has three equivalent polarizations.](image-url)
the active flow generated in a disc of radius $R$ show that the vorticity depends on the system size for small $R$, and crosses over to the analytically predicted value for large systems. The vorticity field induced by an activity gradient parallel to the $+1/2$ defect's polarization has a quadruple structure with regions of alternating vorticity. This is confirmed by numerical simulations for a disc geometry where four vortices are formed around the $+1/2$ defect. By contrast, the vorticity induced by constant homogeneous activity with regions of alternating vorticity. This is confirmed by numerical simulations for a disc geometry.

The structure of the paper is as follows. We start in §2 by introducing the minimal hydrodynamic model active nematic films on a substrate. In §3, we derive and discuss the self-propulsion and spontaneous rotation of $+1/2$ defects in the presence of a constant activity gradient. Section 4 focuses on the analytical derivation of the self-propulsion and vorticity of $\pm 1/2$ defects close to a sharp active/passive interface. Summary and concluding remarks are presented in §5.

2. Hydrodynamics of active nematics with spatially varying activity

We consider the familiar hydrodynamic model of a 2D active nematics that couples the flow velocity $\mathbf{u}(r)$ to the nematic order parameter $Q_{ij} = S(\hat{n}_i\hat{n}_j - \frac{1}{4}\delta_{ij})$, where $S$ quantifies the degree of order and $\hat{n}(r) = (\cos \theta(r), \sin \theta(r))$ is the orientational director field with head–tail symmetry. In the simplest formulation, the $Q$-tensor is a minimizer of the de Gennes–Landau free energy [7]

$$
\mathcal{F} = \int \mathrm{d}r \left[ \frac{1}{2} \sum_{i,j} \partial_i Q_{ij} \partial_j Q_{ij} + \frac{g}{4} (1 - \frac{1}{2} \text{Tr}(Q^2))^2 \right],
$$

with isotropic elastic constant $K>0$ and $g$ the strength of the local ordering potential. The uniform nematic ordered state corresponds to $S_0=2$. The flow field satisfies a Stokes equation that balances forces on a fluid element, given by [7]

$$(\nabla - \eta \nabla^2)\mathbf{u} = \nabla \cdot [\alpha(r)Q(r)] - \nabla p(r), \quad \nabla \cdot \mathbf{u} = 0,$$

where $\Gamma$ is a friction coefficient per unit area, $\eta$ is the shear viscosity and $\alpha$ is the activity coefficient, with dimensions of stress. For simplicity, we neglect the contributions from the passive stresses and flow alignment to focus, instead, on the active flows generated by an isolated $\pm 1/2$ in the presence of non-homogeneous activity $\alpha(r)$.

We rescale the Stokes equation in units of the nematic relaxation time $\tau = g/\eta$ (where $g$ is the nematic rotational friction) [16,26] and the coherence length $\xi = \sqrt{K/\eta}$. Different dynamical regimes are then controlled by one dimensionless number $\zeta = \ell_\alpha/\xi$, where $\ell_\alpha = \sqrt{\eta/\Gamma}$, and the rescaled activity $\alpha(r) \rightarrow \alpha(r)\gamma/(\Gamma K)$. The dimensionless form of the Stokes equation reads as

$$
(1 - \zeta^2\nabla^2)\mathbf{u} = \mathbf{F}_\pm - \nabla p, \quad \nabla \cdot \mathbf{u} = 0,
$$

where the active force field induced by an isolated $\pm 1/2$ defect is given by

$$
\mathbf{F}_\pm = \mathbf{Q}(\mathbf{r}) \cdot \nabla \alpha(\mathbf{r}) + \alpha(\mathbf{r})\nabla \cdot \mathbf{Q}(\mathbf{r}) = \mathbf{F}^B_\pm + \mathbf{F}^\delta_\pm.
$$

The first contribution is an interfacial force $\mathbf{F}^B_\pm$ originating from activity gradients. The second term is a bulk force $\mathbf{F}^\delta_\pm$ due to nematic distortions. The defect self-propulsion velocity $\mathbf{v}_\pm$ is defined as the net active flow through the defect core, and thus can be computed from the active flow velocity $\mathbf{u}$ obtained from the solution of equation (2.3) evaluated at the origin [26]. Due to viscosity, it depends nonlinearly and non-locally on the force field through the integral solution of equation (2.3) given by

$$
\mathbf{v}_\pm = \frac{1}{2\pi \ell_\alpha} \int \mathrm{d}r K(\frac{\rho}{\ell_\alpha}) [\mathbf{F}_\pm(\mathbf{r}) - \nabla p(\mathbf{r})] = \mathbf{v}_\pm^B + \mathbf{v}_\pm^\delta,
$$

where $K(\rho)$ is the zeroth order Bessel function which is the Green's function of equation (2.3) without the incompressibility constraint. We distinguish the interfacial contributions $\mathbf{v}_\pm^B$ from the bulk contributions $\mathbf{v}_\pm^\delta$. The incompressibility constraint gives rise to pressure gradients which may affect the defect.
kinematics. The pressure field is the solution of the corresponding Poisson’s equation

$$\nabla^2 p = \nabla \cdot \mathbf{F}_\pm (r).$$

(2.6)

The net vorticity at the defect core is also obtained from measuring the vorticity of the flow field induced by the defect distortion, given by \( \omega = \partial_x u_y - \partial_y u_x = -\nabla^\perp \cdot \mathbf{u} \). Using equation (2.5) and evaluating it at the defect position \( r_0 = 0 \), we obtain an expression for the defect vorticity

$$\mathbf{\omega}_\pm = -\frac{1}{2\pi \epsilon_0^2} \int \frac{\mathbf{r}}{r^2} \cdot \nabla^\perp \cdot \mathbf{F}_\pm (r) = \mathbf{\omega}_\pm^0 + \mathbf{\omega}_\pm^b.$$  

(2.7)

Vorticity is also written as sums of interfacial \( \mathbf{\omega}_\pm^I \) and bulk \( \mathbf{\omega}_\pm^b \) contributions which depend on the defect polarization \( \mathbf{e}_\pm \) and are computed analytically in the next sections.

For isolated \( \pm 1/2 \) point-like defects, we can parametrize the Q-tensor order parameter in the quasistatic phase approximation as [26]

$$Q_{\pm x}(r) = \cos(\pm \phi(r) + 2\theta_0) \quad \text{and} \quad Q_{\pm y}(r) = \sin(\pm \phi(r) + 2\theta_0),$$

(2.8)

where \( \phi(r) = \arctan(y/x) \) is the singular part of the nematic orientation due to a \( \pm 1/2 \) defect located at the origin, and \( \theta_0 \) is the slowly varying part of the background orientation of the nematic director. The \( +1/2 \) defect has a well-defined polarization which is determined by the background nematic orientation \( \theta_0 \) as

$$\mathbf{e}_+ = \left( \frac{\nabla \cdot \mathbf{Q}}{|\nabla \cdot \mathbf{Q}|} \right)_{r=0} = [\cos(2\theta_0), \sin(2\theta_0)].$$

(2.9)

For the \( -1/2 \) defect, we can also introduce a polarization vector determined by \( \theta_0 \) and aligning with one of the principal axes of the threefold symmetry [26]

$$\mathbf{e}_- = \left[ \cos \left( \frac{2\theta_0}{3} \right), \sin \left( \frac{2\theta_0}{3} \right) \right].$$

(2.10)

Both nematic defects and their respective polarizations are illustrated in figure 1.

It can be shown that a net vorticity at the defect core induces an active torque that tends to rotate the defect polarization. This follows straightforwardly from taking the time derivative of the polarization in equations (2.9) and (2.10), and using the evolution of the Q-tensor [17,26] to account for the change in the background nematic field \( \theta_0 \) due to vorticity as \( \partial \theta_0 \approx \omega/2 \). Thus, the evolution of the defect polarization controlled by vorticity is

$$\dot{\mathbf{e}}_\pm \approx -3^{-1/2+q} \omega_\pm \mathbf{e}_\pm^\perp,$$

(2.11)

where the defect charge is \( q = \pm 1/2 \) and \( \mathbf{e}_\perp = [e_y - e_x] \) represents the \( 90^\circ \) clockwise rotation of the polarization vector. For motile defects, there are additional torques due to defect interactions, the elastic stiffness \( K \) or the coupling to the flow alignment [17,26]. Here, we focus on the active torque induced by a non-zero vorticity which emerges from spatially varying activity alone. In the subsequent sections, we investigate how this active torque reorients the defect polarization relative to activity gradients for two set-ups: (i) a constant activity gradient and (ii) an interface with a sharp jump in activity.

3. Constant activity gradient

We first study the kinematics of an isolated defect in a region where the activity gradient is locally constant. Without loss of generality, we consider an activity gradient in the \( x \)-direction such that the activity has the linear profile \( \alpha(r) = \alpha_0 + \alpha_s x \). The defect orientation is arbitrary and controlled by the background nematic orientation \( \theta_0 \). We demonstrate that a constant gradient \( \alpha_s \) does not modify the defect self-propulsion velocity as compared with what was obtained for uniform bulk activity \( \alpha_0 \). An activity gradient across the texture of a \( +1/2 \) defect generates, however, a flow that may yield a finite vorticity at the defect core, which tends to align the defect polarization according to equation (2.11) in the direction of the gradient. The \( -1/2 \) defect remains stationary both in its motion and orientation.
3.1. +1/2 defect

The interfacial active force given in equation (2.4) arising from a constant activity gradient $\alpha_g$ is

$$F_I^+ + \langle \mathbf{r} \rangle = a_g \left[ \cos(2\theta_0) \mathbf{r} - \sin(2\theta_0) \mathbf{r} \right],$$

(3.1)

where $\mathbf{r}$ is the radial unit vector and $\mathbf{r} = (\hat{y}, -\hat{x})$. This expression corresponds to the Helmholtz decomposition of $F_I^+$ into a curl-free part ($\sim \mathbf{r}$) and a divergence-free part ($\sim \mathbf{r}$). These two contributions are plotted in figure 2. The divergence-free part gives a net vorticity at the defect core which tends to rotate its polarization until it aligns with the activity gradient. This is most easily demonstrated in the friction-dominated limit where the active flow velocity is $\mathbf{F}_u = F_I^+ - \nabla p$. The incompressibility constraint thereby removes the curl-free contribution through the contribution of the interfacial pressure which is radially symmetric and given by

$$p_I^+(\mathbf{r}) = a_g \cos(2\theta_0)(r - L),$$

(3.2)

making the interface flow purely rotational. Here the constant $L$ is a length comparable with the system size which controls the divergent terms. More generally, to incorporate viscous dissipation we need to evaluate the integral expression for the defect velocity given in equation (2.5). In an infinite system, the symmetry of the integrand leads to no contribution to the defect speed from the interfacial active force, thus $v_+^f = 0$. This contribution may become finite in non-radially symmetric bounded domains.

The contribution from the bulk active force in equation (2.4) reduces to

$$F_B^+(\mathbf{r}) = F_0^+(\mathbf{r}) + a_g x \nabla \cdot \mathbf{Q}_+ + F_0^+(\mathbf{r}) + a_g x \left[ \cos(2\theta_0)x + \sin(2\theta_0)y \right],$$

(3.3)

where $F_0^+(\mathbf{r})$ is the known active force corresponding to a constant activity $\alpha_0$ which leads to a constant self-propulsion velocity [16,26]. Since the contribution due to activity gradient $\alpha_g$ is antisymmetric.
around the defect position, its integral according to equation (2.5) vanishes. Therefore, there is no contribution from activity gradients to the defect self-propulsion. This is not changed when we add the gradient of the bulk pressure which is given as

$$p_B^\alpha + \frac{r}{r} = p_0^\alpha + \frac{r}{r} + \frac{\alpha_g \cos(2\theta_0)}{6} \left( \frac{x^2 - y^2}{r} + 3(r - L) \right) - \frac{\alpha_g \sin(2\theta_0) xy}{3} r.$$  

Here $p_0^\alpha$ is the pressure for the constant activity term $\alpha_0$ [16].

Activity gradients induce, however, a vortical flow that is finite at the defect core, resulting in an angular velocity of the +1/2 defect, given by

$$\omega_+ = \frac{\alpha_g}{2\pi Q} \sin(2\theta_0) \int \frac{dr K_0}{r} \left( \frac{1}{r} + \frac{x^2}{r^3} \right),$$

where the first term in the bracket originates from the interfacial active force and the second is due to the bulk force. The integral can be carried out in polar coordinates, with the result

$$\omega_+ = \frac{3\pi\alpha_g}{4Q} \sin(2\theta_0).$$

We can rewrite this equivalently in physical units as

$$\omega_+ = \frac{3\pi\alpha_g}{4\Gamma_d} \sin(2\theta_0) = \frac{3\pi\alpha_g}{4\Gamma d} \sin(2\theta_0) = \frac{3\pi\alpha_g}{4\eta} \ell_d \sin(2\theta_0),$$

(3.7)

to highlight that the defect angular velocity scales linearly with the hydrodynamic dissipation length $\ell_d$, similar to the self-propulsion speed of a defect in a constant activity [16]. The effect of this vorticity is to align the polarization so that it is pointing opposite to the activity gradient. This is consistent with recent numerical results, where defects align normal on soft interfaces separating extensile and contractile regions [23].

To test the validity of these analytical predictions for a bounded system, we have solved numerically the Stokes flow from equation (2.3) in a disc of radius $R$. Equation (2.2) is solved with non-slip boundary conditions using the finite-element package FEniCS [27,28]. The active stress is computed from the analytical form of the $Q$ tensor corresponding to a single point defect in a uniform background nematics.

In figure 3, we show that the defect angular velocity is proportional to $R$ for radii smaller than $l_d$, and crosses over to the asymptotic value for an infinite system given by equation (3.7) at large $R$. We have also computed the vorticity field for $\alpha_0 = 0$ and different defect orientations relative to the activity gradient, as shown in figure 4. When the defect polarization is parallel to the activity gradient ($\theta_0 = 0$), we observe a quadrupole structure of the vortical flow. This is consistent with the analytical prediction in the friction-dominated limit, where the vorticity field away from the defect is determined by the activity gradient $\alpha_g$ as (for $\alpha_0 = 0$)

$$\omega_+ (r, \phi) = \frac{\alpha_g \sin(2\phi)}{2Ir} \cos(2\theta_0) + \frac{\alpha_g}{Ir} \sin(2\theta_0)(1 + \cos^2(\phi)),$$
where \( r \) and \( \phi \) are the polar coordinates centred at the defect position. By contrast, when the defect polarization is normal to the activity gradient (\( \theta_0 = \pi/2 \)), we obtain a single vortex centred at the core of the defect.

3.2. \(-1/2\) defect

A similar analytical calculation can be carried out for the \(-1/2\) defect using the parametrization of the \( Q \)-tensor in equation (2.8). The interfacial and bulk components of the active force field are obtained from equation (2.4) as

\[
F^I(r) = \frac{\alpha g}{r^2} [(x\hat{x} - y\hat{y}) \cos(2\theta_0) + (y\hat{x} + x\hat{y}) \sin(2\theta_0)]
\]  
(3.9)

and

\[
F^B(r) = \frac{\alpha g}{r^2} [(y^2 - x^2)(\cos(2\theta_0)\hat{x} + \sin(2\theta_0)\hat{y}) + 2xy(\cos(2\theta_0)\hat{y} - \sin(2\theta_0)\hat{x})].
\]  
(3.10)

From symmetry considerations these forces as well as their curl vanish upon integration. This implies that a constant activity gradient alone does not induce any self-propulsion of the \(-1/2\) defect nor a rotation of its orientation. Including the pressure contributions does not alter this effect.
In the friction-dominated limit and for $\alpha_0 = 0$, we can evaluate the vorticity field, and show that a constant activity gradient $\alpha_g$ induces eight counter-rotating vortices, with a vortical flow given by

$$v/C_0(r, \theta) = \alpha_g \cos(2\theta_0) \frac{G_r}{2} (3 \sin(4\phi) - \sin(2\phi)) + \alpha_g \sin(2\theta_0) \frac{G_r}{2} (3 \cos(4\phi) - \cos(2\phi)).$$

The same structure is observed in bounded domains where the vorticity forms vortices of alternating circulation, as shown in figure 5 for a disc geometry.

4. Activity jump at an interface

We now consider an activity profile corresponding to a sharp interface separating a region of high activity $\alpha_0$ from a region of low activity $\alpha_1$. Isolated $\pm 1/2$ defects are situated at a distance $x_v$ from the interface in the region of high activity, $\alpha_0$, as illustrated in figure 6. The activity profile across this interface is given by the Heaviside step function

$$\alpha(r) = \alpha_0 - \Delta \alpha \delta(x - x_v),$$

corresponding to a singular activity gradient $\delta \alpha = -\Delta \alpha \delta(x - x_v)$ with $\Delta \alpha = \alpha_0 - \alpha_1$ the interfacial jump in activity. An active/passive interface corresponds to $\alpha_1 = 0$ and $\Delta \alpha = \alpha_0$. In this case, we find that the self-propulsion of the $+1/2$ defect is reduced as the defect approaches the interface. The vorticity-induced active torque tends to reorient the $\pm 1/2$ defects moving toward the interface to preferred orientations that depend on extensile/contractile activity. The $-1/2$ defect that already has the selected orientation is attracted to the wall, while that with different polarizations might be repelled.
4.1. +1/2 defect

The active force field induced by a +1/2 defect located at a distance \( x_v \) from a sharp interface is given by

\[
\mathbf{F}_I(r) = -\frac{\Delta \alpha \delta(x - x_v)(\cos(2\theta_0)\mathbf{r} - \sin(2\theta_0)\mathbf{r}^\perp)}{C_0 D \alpha d_{\perp}(x/C_0 x_v)} \cos(2\theta_0)^\perp \mathbf{r}/C_0 \sin(2\theta_0)^\perp \mathbf{r}^\perp.
\]  

\[ (4.1) \]

and

\[
\mathbf{F}_B(r) = \left( \frac{\alpha_0}{r} - \frac{\Delta \alpha}{r} H(x - x_v) \right) \mathbf{e}^+.
\]  

\[ (4.2) \]

Inserting these expressions in equation (2.5), we obtain the contributions to the self-propulsion velocity from interfacial and bulk active forces as

\[
v_I^+ = \mathbf{F}_I(r) = \frac{\alpha_0}{4\pi^2} \mathbf{e}^+ - \frac{\Delta \alpha}{2\pi^2} \mathbf{e}^+ \int dr K_0 \left( \frac{r}{\xi} \right) H(x - x_v) \frac{1}{r},
\]  

\[ (4.3) \]

and

\[
v_B^+ = \frac{\Delta \alpha}{2\pi^2} \mathbf{e}^+ \int_{-\infty}^{\infty} dy K_0 \left( \frac{\sqrt{x_v^2 + y^2}}{\xi} \right) \frac{x_v}{\sqrt{x_v^2 + y^2}}.
\]  

\[ (4.4) \]

The first term in the bulk contribution is the well-known constant self-propulsion velocity from a constant activity \( \alpha_0 \) [16]. The second term is the additional drift due to the activity jump \( \Delta \alpha \) and depends on the distance \( x_v \) from the interface. As we will see below, this contribution suppresses the defect self-propulsion near the interface.

If we now specialize to the case of an active/passive interface, i.e. \( \Delta \alpha = \alpha_0 \). In dimensional units, the self-propulsion velocity of the +1/2 defect is then given by

\[
v_+ = \frac{\alpha_0}{4\eta} \pi d_{\perp}(x_v) \mathbf{e}^+,
\]  

\[ (4.5) \]

with

\[
f_+^+(x_v) = 1 - \frac{2}{\pi} \int_{-\infty}^{\infty} dy \left[ K_0 \left( \sqrt{x_v^2 + y^2} \right) \frac{x_v}{\sqrt{x_v^2 + y^2}} + \int_{x_v}^{\infty} dx K_0(r) \frac{1}{r} \right].
\]  

\[ (4.6) \]

The function \( f_+^+(x_v) \) is plotted in figure 7a. We note that the self-propulsion speed vanishes as the defect hits the interface \( x_v = 0 \). In other words, the defect slows down as it approaches the interface, and eventually remains at rest at the interface. We note that equation (4.5) is obtained by incorporating the incompressibility constraint only in the \( v_0^+ \) term. Additional pressure gradients may arise due to activity jump. These are, however, difficult to obtain analytically and are not included in this study.

We now compute the vorticity at the defect position to investigate how its contribution to the active torque tends to reorient the defect as it approaches the interface to a stable orientation. From equation
we obtain the following expressions for interfacial and bulk contributions:
\[
\omega_\perp = -\frac{\Delta \alpha}{2\pi \xi} \sin(2\theta_0) \int_{-\infty}^{0} dy \left[ K_0 \left( \frac{\sqrt{x^2 + y^2}}{\xi} \right) \frac{x^2}{(x^2 + y^2)^{3/2}} \right] + K_1 \left( \frac{\sqrt{x^2 + y^2}}{\xi} \right) x^2 \left( x^2 + y^2 \right)^{1/2}
\]
and
\[
\omega_\parallel = -\frac{\Delta \alpha}{2\pi \eta} \sin 2\theta_0 \int_{-\infty}^{0} dy \left[ K_0 \left( \frac{\sqrt{x^2 + y^2}}{\xi} \right) \right]
\times \frac{1}{\sqrt{x^2 + y^2}} \int_{x_v}^{0} dx K_0 \left( \frac{r}{\xi} \right) x^3,
\]
where the bulk vorticity diverges at \( x_v = 0 \). The total defect angular velocity is given by the sum of these two contributions evaluated at the defect core. In dimensional units, it is given by
\[
\omega_\perp (x_v, \theta_0) = -\frac{\Delta \alpha}{2\pi \eta} \sin(2\theta_0) \ell_{\perp}^\perp (x_v),
\]
where the wall-dependence function \( \ell_{\perp}^\perp (x_v) \) is plotted in figure 7b. Hence, near an active/passive interface, the vorticity-induced rotation is at a rate \( \theta_0 = 1/2 \omega_\perp (x_v, \theta_0) \) until \( \omega_\perp (x_v, \theta_0) = 0 \). It is clear from figure 7b that reorientation only occurs within a distance \( d \cdot \ell_{\perp}^\perp \) from the wall. As the \( +1/2 \) defect approaches the wall, \( \ell_{\perp}^\perp \) increases and eventually diverges at \( x_v \to 0 \). This means that the defect tends to reorient its polarization until \( \sin(2\theta_0) = 0 \). From the stability criterion that \( \delta \omega_\perp / \delta \theta_0 < 0 \), this corresponds to the stable orientation \( 2\theta_0 = \pi \) for \( \alpha_0 < 0 \) (extensile) and \( 2\theta_0 = 0 \) for \( \alpha_0 > 0 \) (contractile). In both cases, the defect polarization is normal to the interface \( e_\perp = [1, 0, 0] \) and points away from the interface for extensile systems and into the interface for contractile systems, respectively. Numerical simulations [19] report that \( +1/2 \) defects tend to reorient and drift parallel to the boundary when the angle between the interface and the incoming velocity is below a critical value that depends on activity. Above this critical angle, i.e. more head-on collisions, the defect hits the wall and tunnels through it. This effect is probably coming from the additional contributions to the active torque that are not considered here, namely the interactions between defects, deformations in the nematic order parameter due to the wall and the coupling to flow alignment. It is likely that these terms are important close to the interface, both for determining the defect orientation and the tunnelling effect observed both experimentally and numerically [19].

4.2. \(-1/2\) defect

The components of the interfacial active force due to a \(-1/2\) defect at a distance \( x_v \) from the activity jump are given by
\[
F_{x_\perp}^\perp = -\frac{\Delta \alpha}{r} \delta(x - x_v) (x \cos 2\theta_0 + y \sin 2\theta_0)
\]
and
\[
F_{y_\perp}^\perp = -\frac{\Delta \alpha}{r} \delta(x - x_v) (-y \cos 2\theta_0 + x \sin 2\theta_0).
\]
The corresponding bulk active force is
\[
F_{x_\parallel}^\parallel = (\alpha_0 - \Delta aH(x - x_v)) \frac{1}{r^2} \left[ (y^2 - x^2) \cos 2\theta_0 - 2xy \sin 2\theta_0 \right]
\]
and
\[
F_{y_\parallel}^\parallel = (\alpha_0 - \Delta aH(x - x_v)) \frac{1}{r^2} \left[ (y^2 - x^2) \sin 2\theta_0 + 2xy \cos 2\theta_0 \right].
\]
Using these expressions, and neglecting the contribution from the pressure gradient, the net drift velocity of the defect can be written as
\[
v_\perp (x_v) = -\frac{\Delta \alpha}{2\pi \eta} \ell_{\perp}^\perp (x_v) \vec{n}^-,
\]
where $\mathbf{n} = \cos(2\theta)\mathbf{i} + \sin(2\theta)\mathbf{j}$. The function $f_v^-(x_v)$ describes the dependence on the distance $x_v$ to the interface and is given by

$$f_v^-(x_v) = \int_{-\infty}^{x_v} dy K_0\left(\sqrt{x_v^2 + y^2}\right) - \int_{x_v}^{\infty} dx dy K_0\left(r\right) \frac{x_v^2 - y^2}{r^3}.$$  

It has been evaluated numerically and is plotted in figure 8. The $-1/2$ defect acquires a finite self-propulsion close to the wall in a region of thickness of order $\ell_s$ near the activity jump. Its motion is either towards or away from the boundary, depending on the defect’s orientation and the sign of the activity.

To see how the $-1/2$ reorients as it approaches the interface, we evaluate the flow vorticity at the defect core as a function of the wall distance. Again, there are contributions to the vorticity from both flows driven by interfacial and bulk forces, given by

$$\omega^\ell = -\frac{\Delta \alpha}{2\pi\ell^2} \sin 2\theta_0 \int_{-\infty}^{x_v} dy \left[ \frac{x_v^2}{\ell^2(x_v^2 + y^2)} - K_0\left(\frac{\sqrt{x_v^2 + y^2}}{\ell}\right) \right]$$

and

$$\omega^B = -\frac{\Delta \alpha}{2\pi\ell^2} \sin 2\theta_0 \int dr K_0\left(\frac{r}{\ell}\right) \left( \delta(x - x_v) \frac{y^2 - x^2}{r^3} + H(x - x_v) \frac{3x(x^2 - 3y^2)}{r^5} \right).$$

Note that the bulk term diverges when $x_v \to 0$. The total angular velocity of the $-1/2$ defect can then be written as

$$\omega_-(x_v, \theta_0) = -\frac{\alpha_0}{2\pi\eta} \sin(2\theta_0)f_v^- (x_v).$$

The function $f_v(x_v)$ has been calculated numerically and is shown in figure 8b. The dependence on the wall distance $x_v$ changes sign near the wall, indicating that the vorticity tends to rotate the defect to a preferred orientation at the wall. The preferred orientation is determined by the stationary condition $\sin 2\theta_0 = 0$, and the stability criterion $(d\omega_\ell/d\theta_0) < 0$, which implies that $\theta_0 = 0$ for $\alpha_0 < 0$ and $2\theta_0 = \pi$ for $\alpha_0 > 0$. In other words for extensile activity the stable orientation of a $-1/2$ defect at a sharp active/passive interface corresponds to a polarization $\mathbf{e} = [1, 0]$. Therefore, as a result of both their self-induced translational and rotational motion, in an extensile system $-1/2$ defects are attracted to a sharp active/passive interface and orient themselves with one of the three axis normal to the interface. This is consistent with the accumulation of negative topological charge observed in experiments at active/passive interfaces [18,19] and near physical walls [29], as well as in simulations [24,25].
5. Conclusion

Activity gradients or sharp jumps can guide the motion and orientation of nematic defects. In a constant activity gradient, \(1/2\) defects acquire an angular velocity that may rotate their orientation such that the defect polarization aligns parallel to the activity gradient. The defects then self-propel in the direction of the gradient, always moving towards regions of lower magnitude of activity, where it is less motile. Thus, we expect that activity gradients will introduce more circular motion in the trajectories of the \(1/2\) defects. By contrast, a constant activity gradient yields no net vorticity or active force at the core of the \(-1/2\) defect, which remains stationary.

We find that the self-propulsion velocity of \(1/2\) defects moving towards a sharp active/passive interface is also reduced, and that the defect will eventually stagnate at the wall. By contrast, \(-1/2\) defects acquire a finite propulsion speed in the interfacial region and can overcome the positive defects, explaining the observation of negative charge accumulation in experiments and simulations [18,19,24,25,29]. We also predict that the active torque acting on a \(+1/2\) defect that reaches the interface tends to reorient it toward a preferred polarization that is perpendicular to the interface and points away/toward it depending on extensile/contractile activity. The vorticity-induced active torque also acts on the orientation of a \(-1/2\) defect migrating toward interface, by rotating the defect until it reaches the stable orientation which minimizes the net vorticity at the defect position. We show that a \(-1/2\) defect with a stable orientation gets attracted to a sharp interface. This stable orientation is selected by the sign of activity, i.e. whether the system is contractile or extensile. Tunnelling across the interface observed numerically may be due to soft interfaces where the activity gradients are not sufficiently steep, as well as due to defect interactions and other hydrodynamic effects. Here, we have neglected additional contributions of pressure gradients induced by activity gradients, as well as elastic stresses, flow alignment, nematic distortions due to the active/passive interface and defect interactions, which may change qualitatively the defect dynamics.

Our results offer a simple understanding of the dynamics of nematic defects in the presence of spatially varying activity. They can provide the starting point for designing structures capable of controlling defect dynamics and associated active flows.

Data accessibility. Data and relevant code for this research work are stored in GitHub: https://github.com/jonasron/Defect-Flows and have been archived within the Zenodo repository: http://doi.org/10.5281/zenodo.7562394 [30]. Authors’ contributions. J.R.: formal analysis, software, writing—original draft; M.C.M.: conceptualization, supervision, writing—original draft; L.A.: conceptualization, supervision, validation, writing—original draft.

All authors gave final approval for publication and agreed to be held accountable for the work performed therein. Conflict of interest declaration. We declare we have no competing interests.

Funding. M.C.M. was supported by the US National Science Foundation grant no. DMR-2041459. J.R. and L.A. acknowledge support from the Research Council of Norway through the Center of Excellence funding scheme, project no. 262644 (PoreLab).

Acknowledgements. M.C.M. thanks Mark Bowick, Luca Scharrer and Suraj Shankar for illuminating discussions. L.A. and J.R. are thankful to Jorge Viñas for stimulating discussions.

References

1. Doostmohammadi A, Iñíguez-Mullol J, Yeomans JM, Sagués F. 2018 Active nematics. Nat. Commun. 9, 3246. (doi:10.1038/s41467-018-05666-8)
2. Balasubramaniam L, Mége RM, Ladoux B. 2022 Active nematics across scales from cytoskeleton organization to tissue morphogenesis. Curr. Opin. Genet. Dev. 73, 101897. (doi:10.1016/j.gde.2021.101897)
3. Sánchez T, Chen DT, DeCamp SJ, Heymann M, Dogic Z. 2017 Spontaneous motion in hierarchically assembled active matter. Nature 541, 431–434. (doi:10.1038/nature19593)
4. Guillaumet P, Iñíguez-Mullol J, Sagués F. 2017 Taming active turbulence with patterned soft interfaces. Nat. Commun. 8, 1–6. (doi:10.1038/s41467-017-00171-1)
5. Needleman D, Dogic Z. 2017 Active matter at the interface between materials science and cell biology. Nat. Rev. Mater. 2, 1–14. (doi:10.1038/natrevmats.2017.48)
6. Kumar N, Zhang R, De Pablo JJ, Gardel ML. 2018 Tunable structure and dynamics of active liquid crystals. Sci. Adv. 4, eaat7779. (doi:10.1126/sciadv.aat7779)
7. Marchetti MC, Joanny JF, Ramaswamy S, Liverpool TB, Prost J, Rao M, Simha RA. 2013 Hydrodynamics of soft active matter. Rev. Mod. Phys. 85, 1143–1189. (doi:10.1103/RevModPhys.85.1143)
8. Saw TB, Xi W, Ladoux B, Lim CT. 2018 Biological tissues as active nematic liquid crystals. Adv. Mater. 30, 1802579. (doi:10.1002/adma.201802579)
9. Mueller R, Yeomans JM, Doostmohammadi A. 2019 Emergence of active nematic behavior in monolayers of isotropic cells. Phys. Rev. Lett. 122, 048004. (doi:10.1103/PhysRevLett.122.048004)
10. Simha RA, Ramaswamy S. 2002 Hydrodynamic fluctuations and instabilities in ordered suspensions of self-propelled particles. Phys. Rev. Lett. 89, 058101.
11. Joëlle F, Kriese K, Prost J, Joanny JF. 2007 Active behavior of the cytoskeleton. Phys. Rep. 449, 1–38.
12. Giomi L, Bowick MJ, Ma X, Marchetti MC. 2013 Defect annihilation and proliferation in active nematics. Phys. Rev. Lett. 110, 228101. (doi:10.1103/PhysRevLett.110.228101)
13. Lemna LM, DeCamp SJ, You Z, Giomi L, Dogic Z. 2019 Statistical properties of autonomous...
flows in 2D active nematics. Soft Matter 15, 3264–3272. (doi:10.1039/C8SM01877D)

14. Alert R, Casademunt J, Joanny JF. 2022 Active turbulence. Ann. Rev. Condens. Matter Phys. 13, 143–170. (doi:10.1146/annurev-conmatphys-082321-035957)

15. Pomen LM. 2013 Dynamics of defects in an active nematic layer. Phys. Rev. E 88, 050502. (doi:10.1103/PhysRevE.88.050502)

16. Rønning J, Marchetti CM, Bowick MJ, Angheluta L. 2022 Flow around topological defects in active nematic films. Proc. R. Soc. A 478, 20210879. (doi:10.1098/rspa.2021.0879)

17. Shankar S, Marchetti MC. 2019 Hydrodynamics of active defects: from order to chaos to defect ordering. Phys. Rev. X 9, 041047.

18. Thijsen K, Khaladj DA, Aghvami SA, Gharbi MA, Fraden S, Yeomans JM, Hirst LS, Shendruk TN. 2021 Submersed micropatterned structures control active nematic flow, topology, and concentration. Proc. Natl Acad. Sci. USA 118, e2106038118. (doi:10.1073/pnas.2106038118)

19. Zhang R et al. 2021 Spatiotemporal control of liquid crystal structure and dynamics through activity patterning. Nat. Mater. 20, 875–882. (doi:10.1038/s41563-020-00901-4)

20. Tang X, Selinger JV. 2021 Alignment of a topological defect by an activity gradient. Phys. Rev. E 103, 022703. (doi:10.1103/PhysRevE.103.022703)

21. Mozaffari A, Zhang R, Atzin N, De Pablo JJ. 2021 Defect spirograph: dynamical behavior of defects in spatially patterned active nematics. Phys. Rev. Lett. 126, 227801. (doi:10.1103/PhysRevLett.126.227801)

22. Zhang R, Mozaffari A, de Pablo JJ. 2022 Logic operations with active topological defects. Sci. Adv. 8, eabg9060. (doi:10.1126/sciadv.abg9060)

23. Ruske LJ, Yeomans JM. 2022 Activity gradients in two- and three-dimensional active nematics. arXiv preprint (https://arxiv.org/abs/2206.06499).

24. Scharrer L. 2022 Dynamics of topological defects in spatially patterned activity. B.S. thesis, University of California Santa Barbara.

25. Scharrer L, Shankar S, Bowick MJ, Marchetti MC. 2022 Spatiotemporal control of active topological defects. arXiv preprint (https://arxiv.org/abs/2212.00666).

26. Angheluta L, Chen Z, Marchetti MC, Bowick MJ. 2021 The role of fluid flow in the dynamics of active nematic defects. New J. Phys. 23, 033009. (doi:10.1088/1367-2630/abe8a8)

27. Alnæs M et al. 2015 The FEniCS project version 1.5. Arch. Numer. Softw. 3, 9–23.

28. Logg A, Mardal KA, Wells GN. 2012 Automated solution of differential equations by the finite element method. Heidelberg, Germany: Springer Berlin.

29. Hardouin J, Laurent J, Lopez-Leon T, Ignés-Mullol J, Sagués F. 2020 Active boundary layers. arXiv preprint (https://arxiv.org/abs/2006.06499).

30. Rønning J, Marchetti MC, Angheluta L. 2023 Defect self-propulsion in active nematic films with spatially varying activity. Zenodo. (doi:10.5281/zenodo.7562394)