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ABSTRACT A pandemic is a threat to humanity with potentially millions of deaths worldwide. Epidemiological models can be used to better understand pandemic dynamics and assist policymakers in optimizing their Intervention Policies (IPs). Most existing epidemiological models assume, sometimes incorrectly, that a pandemic is caused by a single pathogen, ignoring pathogen mutations over time that result in different pathogen strains with different characteristics. In addition, the existing models do not incorporate the effect of IPs like vaccinations and lockdowns during the fitting phase. In this work, we introduce a new model called Suspected-Infected-Vaccinated-Recovered-reInfected (SIVRI). This model extends the SIRS model with adaptation to incorporate available knowledge related to the different pathogen mutations together with multiple IPs. In order to find the model parameters we propose a new fitting procedure that supports the complex social, epidemiological, and clinical dynamics that occur during a pandemic. We examine the suggested SIVRI model in comparison to the SIRS and XGboost models on the COVID-19 pandemic in Israel that includes four COVID-19 mutations, and the vaccination and lockdown IPs. We show that the proposed model can fit accurately to the historical data and outperform the existing models in predictions of basic reproduction number, mortality rate, and severely infected individuals rate.
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I. INTRODUCTION Throughout history, pandemics had the potential to be a large-scale disaster to national and international populations, by causing significant mortality and economical instability [1]. A pandemic is in mostly a contagious disease that spread in the population by means of sexual activity [2], body fluids transfer [3], or airborne [4]. During a pandemic, the original pathogen can mutate as part of the reproduction process in the infectious hosts [5]. Most mutations produce changes that are not significant enough to change the biological-epidemiological behavior of the pathogen [6]. However, some pathogen mutations have modifications that enable the disease to be more contagious or deadly with more severe patients and higher mortality rate [7]. Available information regarding the pathogens’ structure and the mutations process has potential to improve medications, develop efficient vaccination, and change the pandemic spread course [8], [9], and can assist policymakers in adopting IPs with most effect [10], [11].

Mathematical models and computer simulation are powerful tools to represent and analyze biological and epidemiological processes [12]–[15]. In particular, the Susceptible-Infected-Recovered (SIR) model [16] has been widely adopted as the baseline mathematical model to represent epidemiological dynamics [4], [17]–[19]. The SIR model describes the spread of a single pathogen in a mixed population and its main focus lies on how the prevalence and dynamics of infection vary with the transmission capacity of the pathogen and the characteristics of the host immune response [20]. Multiple extensions to the SIR model have been proposed in order to include different biological [21], economic [22], [23], and pandemic management decision-support [24]–[27]. Particularly, the Susceptible-Exposed-Infected-Recovered (SEIR), Susceptible-Infected-Susceptible (SIS) and Susceptible-Infected-Recovered-Susceptible SIRS models are commonly used as extensions to the SIR model [28]–[30]. A schematic view of the SIR, SIS, and SIRS models is shown in Fig. 1, where $\beta$ is the average infection rate, $\gamma$ is the average recovery duration, and $\lambda$ is the average duration of the acquired immunity after infection effect decline through time.
These models can fit and predict the course of a pandemic spread for a short period and specific population, assuming adequate historical data to find the model’s parameters [31], [32]. In the case where the infectious pathogen mutates, these models fail to capture the pandemic spread over time. Consequently, to enhance the model accuracy it is required to incorporate into the model the effect of the pathogen mutations from epidemiological documentation based on population testing.

Several models were adjudicated to handle more than one pathogen’s strains. Gubar et al. [33] used a SIR model with two strains. The authors assume that each strain has a unique infection and recovery rate and divide the infected group into two sub-groups: infected with no symptoms (asymptomatic) and symptomatic. This model does not take into consideration the similarity between the strains and is limited to only two strains. A SIRS model that allows each individual in the population to be infected by one strain and then reinfected by the other was proposed by Gordo et al. [34]. The authors represented the multi-strain dynamic in the population by using a meta-population of individuals. The model proposed by [34] has been validated on the influenza pandemic and is based on the collected influenza strain statistics that were collected between 1993 and 2006. The model provides a better estimation of the pandemic spread compared to other SIR-based models [34], but the model complexity, and the dependency on massive collected data, makes it cumbersome to adopt the model to other pandemics with limited collected data. A more recent SEIR (E-exposed) model with two strains for the COVID-19 pandemic proposed by Khayar and Allali [35]. The model assumes that infectious from one strain produces immunity to all other strains originated from the same pathogen. The model provides comparable results to the others, and the model was implied their model to examine the effect of the duration between exposed and infectious stages on the epidemiological model predictions. This model is not suitable for mutations that cause high functionality differences between the strain properties, in particular with the infectious property [36]. In a similar manner, Arruda et al. [37] proposed an SEIR model with arbitrary number of mutation and reinfection of the same strain dynamics. Fudolig et al. [38] proposed a multi-strain SIR based model with selective immunity by vaccination. The authors examined the influence of a new strain introduction is made to emerge in the population when a preexisting strain has reached equilibrium.

Non-model-based methods for the pandemic spread prediction are associated with a small number of assumptions, such as time serious neural networks. One can utilize such methods to deal with complex temporal dynamics with changes over time due to the appearance of mutations and IPs [39]. An ensemble of Recurrent Neural Networks (RNNs) was applied to capture the temporal epidemiological changes caused by the two first waves of the Coronavirus disease (COVID-19) [40]. To adopt the model to different countries while preserving the common nature of the disease they used transfer learning and incorporated to the model country-specific features representing the country-specific governmental constraints. Prediction of COVID-19 mortality based on blood tests with different machine learning models (neural networks, logistic regression, XGBoost, random forests, SVM, and decision trees) was examined in [41]. The XGBoost model, a scalable Tree Boosting System [42], achieved the highest prediction rate with an accuracy of 90 percent as early as 16 days before the outcome. The XGBoost model was also deployed successfully to estimate the number of COVID-19 infection cases overcoming 24 days in every province of South Korea [43]. These time series models achieved fair results but require a long training time and a large number of samples (records), and do not incorporate known medical priors like the one represented by transition probabilities between states based on immune efficiency, and the effect of the different characteristics of each strain.

In this research, we develop a biologically inspired epidemiological model named SIVRI (Suspected-Infected-Vaccinated-Recovered-reInfected). The suggested model supports an unlimited number of pathogen mutations (and as a private case, strains) and also includes the effect of
policy intervention during the fitting process. The pathogen modeling characterizes the relation between the mutations, that usually originate from the initial strain, by genetic inspired representation based on recently available genetic data, and a similarity matrix between the strains (based on their mutations). The quantified similarity between the strains affects the infection probability, recovery rate, and recovery probability. Then we build new epidemiological states that incorporate also the effect of different policy interventions like vaccination and lockdown. We further develop in this work an in silico tool, allowing researchers to investigate multiple scenarios in a relatively quick, affordable, and controlled manner. 

We show the feasibility of the suggested model to evaluate the mortality rate and mean basic reproduction number of the COVID-19 pandemic in Israel.

The proposed model allows a more accurate investigation of the epidemiological dynamics by taking into consideration mutation processes of the pandemic with detailed biological dynamics of the infection and re-infection processes. This work has a four-fold contribution: 1) providing a new model with high performance and short convergence time; 2) the model includes support to more than two strains by generalizing the SIRS model to an arbitrary number of mutations originated from an ancestor pathogen; 3) incorporating to the model the effect of IPs like vaccination and lockdown; and 4) providing an in silico tool, allowing clinical and epidemiological researchers as well as policymakers to investigate multiple scenarios in a relatively quick, cheap, and controlled manner.

This paper is organized as follows: In Section 2, we provide biological inspiration for the proposed model definition, followed by a formal introduction of the multi-mutation biological-epidemiological model. Afterward, we present a novel method for fitting the proposed model on a reach historical data using an agent-based simulation. In Section 3, we present the implementation of the model for the COVID-19 pandemic in Israel and evaluate the performance of the proposed model. In Section 4, we discuss the main advantages and limitations of the model. In Section 5, we conclude our contribution and propose future work.

II. SYSTEM MODEL

A. BIOMEDICAL INSPIRATION

A pathogen like a virus or bacteria can be transmitted by interaction with other infected individuals [21]. The infected individual initiates the immune response. First, there is the innate immune response initiate to try to extinguish the pathogen, which starts in a few minutes, and does not require recognition of the pathogen [44]. After the innate response, if needed, an adaptive immune response takes place, ranging from days to weeks, for a more continuous and pathogen specific immune reaction [45], [46]. During the attempt of the immune system to overpower the disease and recover, the reaction of the infected individual reflected by different level of symptoms, ranging from no symptoms at all (asymptomatic) up to severe symptoms. When the body can not fully combat the pathogen, it can lead to death, or long term effects after recovery [47].

The adaptive immune system tries to adapt the immune response to the specific pathogen by producing protein components called antibodies (humoral response) and cells like T-cells (cellular response), and then coordinating their reactions to eliminate the pathogen [48], [49]. The adaptive immune system efficiency decreases over time, which resulted by a decrease in pathogen specific antibodies, and T-cells concentration for instance [50]. In case of reinfection with the same or similar pathogen, the immune system response would have higher efficiency in comparison with the original infection with usually a shorter recovery period. Even a long time after the recovery, the body can sometimes recover by reactivation of the stored immune response from a long-term immune memory associated more with T-cells and B-cells (to reproduce specific antibodies) [51]. This immune memory mechanism can decrease the chances of the individual having severe symptoms in case of reinfection after recovery.

Moreover, in the case of several strain that originated in one pathogen, the similarity between the strains is associated with the mutations and their change to the proteins that build the pathogen’s surface. In particular, a pathogen has several proteins (on its membrane, or in its body) that are encoded by its DNA [52]. The proteins can be divided into segments called epitopes that are the recognizable sections by the adaptive immune system that enable antibodies and T-cells to bind to the pathogen and start a process to eliminate it [53]. A similarity between two pathogen mutations therefore needs to be evaluated in relation to the change it cause to the pathogen epitopes genes and binding properties.

B. MODEL FORMULATION

The proposed SIVRI model is represented by a spatial-temporal system. The clinical-epidemiological dynamics of individuals are represented by a temporal set of Ordinary Differential Equations (ODEs). The spatial locations of the individuals are described using a graph-based model. In particular, the model is implemented using an agent-based realization, where each individual in the population is represented by its current location (in the graph) and clinical-epidemiological state, as a timed finite state machine [26]. The model and its states are described in a stochastic manner per individual, where each individual has a separate set of equations [54].

1) EPIDEMIC DYNAMICS

The model considers a constant initial fixed number of individuals $N$. We assume a pandemic has $M := \{1, \ldots, m\}$ different strains, where $[2, \ldots m]$ are strains with mutation indices (a change in the pathogen DNA sequence) originated from “ancestor” single pathogen, $m = 1$. Each individual can be at any given time, at one epidemiological state $p \in \mathbb{R}^{8M+1}$. The states can be divided into five clinical matching categories: susceptible, infected, recovered,
reinfected, and deceased. In the first (susceptible) category, there is one \(i\)-susceptible state, which includes uninfected individuals from any pathogen strain or ones that are unvaccinated \(i\). The second group of infected consists of two states: \(i\)-infected and \(i\)-severely-infected, where \(i\)-infected are both symptomatic and asymptomatic individuals that infected by the \(i\) strain and \(i\)-severely-infected are only individuals with severe symptomatic that are likely to be hospitalized for life-saving medical care in intensive care units (ICU) for medical care. Additional epidemiological state in the infected group is a product of policy intervention of vaccination and is named the vaccinated state. The vaccinated state is part of the infected group since an individual that was to the pathogen is likely to develop protection against the pathogen like infected individuals. Though there might be side effects to the vaccine, we assume in this work that vaccinated individuals are asymptomatic-like. In the third (recovered) category, there are two states: \(i\)-short-recovered and \(i\)-long-recovered. The \(i\)-short-recovered state stands for the initial period of an individual’s recovery when the immune efficiency is high, usually as measured by antibody tests (serology testing). The \(i\)-long-recovered state where the immune efficiency declines over time, like the decrease in the antibody count after a few months from recovery or vaccination. The \(i\)-long-recovered state is only after the \(i\)-long-recovered, where the individual has a decline in his immune efficiency. However, has long memory immune system. We assume that only from \(i\)-long-recovered state the individual can be reinfected. The fourth category (reinfected) has two states: \(i\)-reinfected and \(i\)-severely-reinfected, where \(i\)-reinfected include symptomatic and asymptomatic individuals were reinfected by the \(i\) strain and \(i\)-severely-reinfected are symptomatic individuals that arrive at the ICU for intensive medical care treatment in the second or later infection.

In the fifth (deceased) category there is only the state, which indicates individuals who died due to the disease.

Due to the similarity between the different pathogen strains (each with its unique difference in its mutations), the infection and recovery probabilities (both short and long term), and infection rate differ. Therefore, for a strain \(i\), with a baseline infection probability of \(b_i\), and individual recovery history within \(j \in \mathbb{P}(M)\) (the power group of the group of strains), the personalized infection probability \(B_i\) is as follows:

\[
B_i := b_i - \sum_{i < j \leq m} a_{ij} \beta_j \mathbb{I}(a_j > \epsilon_j)
\]

where \(a_{ij}\) is the similarity coefficient between the strain \(i\) and \(j\) based on the number of significant mutations (mutations that change the binding properties of the pathogen’s strains epitopes), \(a_j\) is the \(j\)th strain antibodies (and/or T-cell) concentration in the body, \(\epsilon_j\) is the \(j\)th antibodies (and/or T-cell) threshold that we assume satisfies high immunity efficiency, and \(\mathbb{I}(x)\) is the indication function that return 1 if the condition \(x\) is fulfilled and 0 otherwise. The condition states that the \(j\)th strain pathogen from the historical record is dominant enough, having adequate concentration of antibodies (and/or T-cells), to contribute to the immunity efficiency and to decrease the infection probability. In case the condition is not fulfilled, then the immune efficiency declines, and the individual move from short-term to long-term immunity state. Since the overall set of pathogen mutations are assumed to have a pairwise disjoint sets of biological marker, then the infection probability satisfy the probability constraints and \(0 \leq B_i\).

Similarly, an individual recover from the \(i\)-infected with a rate \(\Gamma_i\) where the baseline recovery rate if the \(i\) strain is \(\gamma_i\), such that

\[
\Gamma_i := \gamma_i + \sum_{i < j \leq m} a_{ij} \beta_j \mathbb{I}(a_j > \epsilon_j)
\]

\(\Gamma_i\) representing a rate, and non feasible negative values of rate, \(\Gamma_i < 0\), are set to zero, \(\Gamma_i = 0\).

In the same sense, an individual recover from \(i\)-reinfection with strain \(i\) at a rate \(\Lambda_i\) where the baseline reinfection recovery rate of the \(i\) strain is \(\lambda_i\), such that

\[
\Lambda_i := \lambda_i + \sum_{i < j \leq m} a_{ij} \beta_j \mathbb{I}(a_j > \epsilon_j).
\]

Likewise, \(\Lambda_i\) is defined for \(0 \leq \Lambda_i\).

To formally define the duration of the transformation between short-term and long-term recovery, we use the exponential decay in the antibodies (and/or T-cell) with a threshold value of \(\epsilon_i\) that differ for each strain, as follows:

\[
f_j(a_i) = e^{-\xi a_i} \wedge f_i(a_i) = \begin{cases} 1, & (a_i \leq \epsilon_i \land a_i^{-1} > \epsilon_i \land a_i^{-1} = 0) \\ \vee(a_i^{-1} = 1) \\ 0, & otherwise. \end{cases}
\]

The threshold value \(\epsilon_i\) and antibodies (and/or T-cell) decrease value \(\xi\) can be set based on clinical medical priors, or experimentally found by fitting the model on historical data.

We define a system characterized by nine model equations related to the \(8M + 1\) possible epidemiological states. In Eq. (5), \(dS_i(t)\) is the dynamical amount of individuals that are susceptible to the strain \(i \in M\) over time. It is affected by the amount of individuals that currently infected with strain \(i\) in either stage of infections in a probability \(B_i\).

\[
dS_i(t) = -S_i(t)(I_i^0(t) + I_i^s(t) + I_i^I(t) + I_i^1(t))
\]

In Eq. (6), \(dI_i^0(t)\) is the dynamical amount of non-severely infected by strain \(i \in M\) individuals over time. It is affected by the following four terms. 1) Susceptible individuals that are infected by any \(i\)-infected individual is becoming infected in probability \(B_i\). 2) Individuals recover at a rate \(\Gamma_i\). 3) Individuals become severely infected at a rate \(\Phi_i\). 4) Individuals that are severely infected recover at a rate \(\Phi_i^1\), becoming non-severely infected again.

\[
dI_i^0(t) = B_i S_i(t)(I_i^0(t) + I_i^s(t) + I_i^I(t) + I_i^1(t)) - \Gamma_i I_i^0(t) - \Phi_i I_i^0(t) + \Phi_i^1 I_i^1(t)
\]

In Eq. (7), \(dI_i^s(t)\) is the dynamical amount of severely infected by strain \(i \in M\) individuals over time, affected by the
terms: 1) individuals become severely infected at a rate $\Phi_i^d$ from non-severely infected; 2) individuals that are severely infected recover at a rate $\Phi_i^{r'}$, become non-severely infected; and 3) individuals that are severely infected die at a rate $\Phi_i^d$.

$$\frac{dI_s^d(t)}{dt} = \Phi_i^d I_s^d(t) - (\Phi_i^{r'} + \Phi_i^d) I_s^d(t)$$ (7)

In Eq. (8), $dR_i^s(t)$ is the dynamical amount of short-term recovered individuals from strain $i \in M$ over time, affected by the terms: 1) non-severely infected individuals recover at a rate $\Gamma_i$, move to short-term recovered state; 2) non-severely reinfected individuals recover at a rate $\Lambda_i$, move to short-term recovered again; and 3) short-term recovered individuals become long-term recovered individuals at a rate $k_i$

$$\frac{dR_i^s(t)}{dt} = \Gamma_i I_s^d(t) - k_i R_i^s(t) + \lambda_i I_i^d(t)$$ (8)

where $k_i$ is the time when the immunity move from short term to long term. Formally, it is defined as

$$k_i := \min (f_i(a_l^i)) = 1.$$  

In Eq. (9), $dR_i^u(t)$ is the dynamical amount of long-term individuals recovered from strain $i \in M$ over time, and affected by the terms: 1) short-term recovered individuals become long-term recovered individuals at a rate $k_i$; and 2) long-term recovered individuals are reinfect in strain $i$ with a probability $B_i$ by any individual that infected by strain $i$.

$$\frac{dR_i^u(t)}{dt} = k_i R_i^s(t) - B_i R_i^s(t)(I_s^d(t) + I_i^d(t) + I_j^d(t))$$ (9)

In Eq. (10), $dI_i^u(t)$ is the dynamical amount of non-severely reinfected by strain $i \in M$ individuals over time. It is affected by the terms: 1) long-term recovered individuals who are infected by any of the $i$-infected individuals become non-severely reinfected in probability $B_i$; 2) individuals recover at a rate $\Lambda_i$; 3) individuals become severely reinfeceated at a rate $\Psi_i^d$; and 4) severely reinfected individuals recover at a rate $\Psi_i^d$ and become non-severely reinfected again.

$$\frac{dI_i^u(t)}{dt} = B_i R_i^s(t)(I_s^d(t) + I_i^d(t) + I_j^d(t))$$ (10)

In Eq. (11), $dI_i^u(t)$ is the dynamical amount of severely reinfected by strain $i \in M$ individuals over time, and is affected by the terms: 1) non-severely reinfeceated individuals become severely reinfeceated at a rate $\Psi_i^d$; 2) individuals that are severely reinfected recover at a rate $\Psi_i^d$, becoming non-severely reinfeceated again; and 3) severely reinfeceated individuals die at a rate $\Psi_i^d$.

$$\frac{dI_i^u(t)}{dt} = \Psi_i^d I_i^u(t) - (\Psi_i^d + \Psi_i^d) I_i^u(t)$$ (11)

In Eq. (12), $\frac{dD_i(t)}{dt}$ is the dynamical amount of deceased individuals over time due to strain $i \in M$, and is affected by

$$\frac{dD_i(t)}{dt} = \Phi_i^d I_s^d(t) + \Psi_i^d I_i^u(t)$$ (12)

The dynamics of Eqs. (5-12) can be summarized in Eq. (13) for each strain $i \in M = [1, \ldots, m]$ as follows:

$$\frac{dS_i(t)}{dt} = -B_i S_i(t)(I_s^d(t) + I_i^d(t) + I_j^d(t))$$

$$\frac{dI_i^s(t)}{dt} = B_i S_i(t)(I_s^d(t) + I_i^d(t) + I_j^d(t))$$

$$\frac{dI_i^u(t)}{dt} = \Psi_i^d I_i^u(t) - (\Psi_i^d + \Psi_i^d) I_i^u(t)$$

$$\frac{dD_i(t)}{dt} = \Phi_i^d I_s^d(t) + \Psi_i^d I_i^u(t).$$ (13)

The initial conditions of Eq. (13) defined for the beginning of a pandemic as follows:

$$S_i(0) = N - 1, \quad I_i^s(0) = I_i^u(0) = R_i^0(0)$$

$$R_i^0(0) = I_i^u(0) = I_i^u(0) = D_i(0) = 0, \quad I_s^d(0) = 1$$ (14)

A schematic transition between epidemic states of an individual is shown in Fig. 2.

2) INTERACTION DYNAMICS

The social model is a graph-based model $G := (V, L \subset V \times V)$ where $V$ is a set of nodes, which represents locations and $L$ is the set of edges, which represents the connections between these locations. Each individual in the population is assigned to one node $v_j \in V$ in an undirected, connected graph $G$. Each agent has a separate clock (since individuals are represented by timed finite state machine based agents) where at each point in time they either stay in the same node (location) at a probability $\alpha$, or move to one of the neighbor nodes (e.g., $v_k \in V$ | $(v_j, v_k) \in L$) with probability $1 - \alpha$. We assume the transition between the nodes is immediate. At a fixed rate, the epidemiological dynamics are executed simultaneously over all graph’s nodes. Individuals that are located in the same node $v_j \in V$ can interact in a pair-wise manner and therefore can infect each other.

3) AGENT-BASED REPRESENTATION

The proposed model can be numerically solved using the agent-based technique [54]. An individual is defined by a tuple $\rho = (\mu, l, \tau)$ where $\mu$ is the epidemiological state of the individual, $l$ is the current individual’s location (corresponding to the node’s index), and $\tau$ is an inner clock counting the
FIGURE 2. A schematic view of an individual’s transformation between epidemiological states for a single pathogen (i’th) variant. Each individual is represented by a separate agent. The population dynamics in a pandemic, with multiple pathogen’s variants, can be predicted by aggregation of all agents’ behavior (multi-agent model), each with his immune efficiency to previous infection (cross immunity) or vaccination.

time pass from the last change in the epidemiological state. The epidemiological individual state changes based on the model equations (see Eq. (13)). To extend the model from a single agent representing an individual to a population, the parameters, and the probabilities can represent the mean value of the population. Then, for each time step, based on a synchronized clock, the population moves on the graph according to some policy.

C. MODEL FITTING
The proposed model epidemiological prediction quality depends on the model parameters fitting procedure and on the size, diversity, and accuracy of the historical data used to train the model.

1) INACCURACIES IN THE SAMPLED DATA
The sampling of the population statistic through epidemiological testing and medical data evaluation is biased, which can induce errors in the model. One example is the definition for severe cases that can differ between populations (states) and in some times its medical criterion can slightly change over time [55], [56]. Another example is the determination of the death cause, in particular when the deceased individual had other background diseases besides being positive for the pathogen [57], [58]. In addition to the non accurate medical data, the epidemiological data is commonly under-sampled in comparison with the real data [59], [60]. For example, less active sampling during the weekend compared to the rest of the week. In addition to the medical accuracy of the samples and the inaccuracies in the sampling procedure, there is the effect on data of the epidemiological actions to decrease the pandemic spread taken by the policymakers like the government [61], [62]. For example, a government can force a lockdown for some period [61] or vaccinate a portion of its population [63]–[65]. These interventions are complex nonlinear processes that affect and alter the course of the natural pandemic spread and make the fitting more complex.

2) MODEL FITTING ASSUMPTIONS
In this work, the model-fitting has been performed using the official published historical data by the WHO and neglects the effect of under-sampling [66]. This is because the accuracy improvement of the measured medical data is not in the scope of this work. Still, We assume that the goodness of fit of the suggested model will be the same with more accurate data. In addition, due to the important effect of the policy intervention, we do incorporate the intervention policies data in addition to the epidemiological data to the suggested fitting model, the policy interventions. Consequently, to fit the proposed model we suggest the following types of data:

- Epidemiological data: the daily number of infected, recovered, and deceased individuals. In addition, new mutation introduction dates.
- Clinical data: the daily number of new ICU cases, representing the severely (re)infected individuals.
- Intervention policies data: binary values indicates if a lockdown is taking place and the daily number of fully (two doses and up to six months from the second dose) vaccinated individuals.
- Social data: distribution of the populations into settlements and the average traffic between them.

3) MODEL FITTING PROCEDURE
Based on this data, one can use the fitting method proposed by [22]. Namely, set the model’s parameter values at random at the beginning. At each iteration of the algorithm, compute the fitness of the simulation using a given metric $d$. Afterward, for each parameter $p$ run the simulation for $p \pm \lambda$ where $\lambda > 0 \in \mathbb{R}$ is a local environment coefficient. After computing for all the parameters, one obtains a $x$-dimensional sphere, where $x$ is the number of parameters in the model, compute the numerical gradient in the parameter space and perform a learning step using the gradient descent method [67]. Repeat this process until the norm of the gradient of the algorithm is smaller than some predefined threshold $\epsilon > 0 \in \mathbb{R}$. Unlike in [22], the fitness
function used in the fitting process is defined as follows to take into consideration more historical data, (15), as shown at the bottom of the page, where \( s_t \) is the model’s prediction to the \( t_{th} \) day and \( h_t \) is the historical record for the same day. In addition \( h_t[I], h_t[D], h_t[R], \) and \( h_t[ICU] \) are the daily number of new infection, deceased, recovered, and hospitalized individuals, respectively. For a period \([t_0, t_f]\) where the comparison between the two dynamics takes place, the fitness function takes the form

\[
fitness(s, h)^2 := \Sigma_{t\in[t_0, t_f]} (W(t) d(s_t, h_t)^2), \tag{16}
\]

where \( W : \mathbb{N} \to \mathbb{R}^+ \) is a weight function such that \( \Sigma_{t\in[t_0, t_f]} W(t) = 1, \forall t \in [t_0, t_f] : W(t) \geq 0 \) and if \( t_i > t_j \) than \( w(t_i) > w(t_j) \).

The proposed fitness metric (Eq. (15)) can be improved if more detailed historical data is available. One option, in particular, is assuming the infection data is a classified permutation. In such a case, one would be able to compare the number of infected individuals for each mutation produced in the simulation compared to the historical data.

### III. MODEL EVALUATION

#### A. EVALUATION MODEL DATA

To evaluate the proposed model accuracy we used the COVID-19 virus pandemic in Israel in a period between March 1, 2020, and July 1, 2021. The data include epidemiological, policy interventions, and medical clinical data and is publicly available. The data was diverse, included in the examined period four major strains (all based on mutations from the original pathogen), and policy intervention and the data collection was according to the international committee standards [68], [69].

The epidemiological data were retrieved from the world health organization (WHO), the social data from google maps, the clinical data from the Israeli ministry of health, and the intervention policies data was manually collected from the Israeli government’s official website’s news. From WHO, we retrieved the daily number of infected, recovered, and dead individuals out of the assumed population of five million individuals. From google maps, we built our spatial locations model, where each settlement with more than 10,000 individuals (picked manually) are the vertices, and the average daily traffic between two settlements of over 10,000 transformations are the edges. The probability that an individual stays in the same node (\( \alpha \)) is computed by the portion of transformations originated in the node \( v_j \in V \) divided by the overall population size in the same node. From the Israeli ministry of health, we collected the daily number of new hospitalized individuals in the ICU and the daily number of individuals that are fully vaccinated (obtained both injections of the vaccine). In addition, we obtain the total number of individuals registered in the health system which represents the initial size of the susceptible population. Finally, from the Israeli government’s official website we collected information related to the three lockdowns: the first lockdown took place between March 25, 2020, and April 18, 2021; second lockdown between September 25, 2020, and October 17, 2020; and the third lockdown was between December 27, 2020, and January 5, 2021. In addition, a one-day lockdown took place on April 29, 2020.

Formally, the data is than organized as a table such that each record representing the amount of individuals in the population at each epidemiological state on a daily basis, divided by the infectious mutation if such information is available. In addition, a binary feature indicating if their is a lockdown or not is included.

#### B. MODEL FITTING QUALITY

To evaluate the fitting quality we examined three fundamental epidemiological parameters: basic reproduction number, mortality rate, and severe (hospitalized) cases rate. These parameters are fundamental parameters used in epidemiology and are assumed to capture the epidemiological dynamics, including the effect of policy interventions. The basic reproduction number, defined as \( R_0(t) = (I(t) - I(t - 1))/ (R(t) - R(t - 1)), \) provides an estimation to the average pandemic spread, where \( R_0 > 1 \) indicates on continuous outbreak while \( R_0 < 1 \) indicates on a decay in the pandemic decay. Policy interventions like lockdowns or vaccinations aim to decrease \( R_0(t) \). The mortality rate and the severe cases rate, are both markers of the severity of the pandemic, but also indicate the medical treatment quality and success, which can decrease the mortality and severe cases rate.

The fitting results are shown in Fig. 3. The fitting seems to track well over the real data and capture the dynamics of the main parameters over time, where it seems that the fitting has an averaging the data, and excludes intermediate artifacts, as expected. The fitting has a low mean square error (MSE) of \( 0.024 \pm 0.07, 0.0008 \pm 0.0004, \) and \( 0.0004 \pm 0.0003, \) for the \( R_0 \), mortality rate, and severe cases rate, respectively.

#### C. MODEL PREDICTIONS

A prediction of the epidemic spread is essential for policymakers to design their IP (intervention policy) and control the epidemic spread. To evaluate the prediction power of the model and its generalization properties for periods in a range of weeks and months we predict the three epidemiological
parameters values that were used for fitting (the basic reproduction number, mortality rate, and severe cases rate) based on fitting on historical data. For this, we trained the model from the start of the pandemic and predicted the values of the parameters for two months between May 2, 2021, and July 1, 2021. The fitting results are shown in Fig. 4c.

The prediction model seems to follow the real-data trends with Pearson correlation of 0.918, 0.763, and 0.802, and mean square error (MSE) of 0.043, 0.051, and 0.033, for the $R_0$, mortality rate, and severe cases rate, respectively. For all parameters, the prediction accuracy at the start of the prediction period is higher. This can be explained by the training data capturing more accurately the recent epidemiological statistics at the start of the prediction period. The predictions are smoother in the suggested model compared to the real data, as expected from a high-quality statistical fitting process. There is a higher difference and lower correlation of the mortality rate and for the severe cases rate between the predicted and the real data. It can be explained for the mortality rate by instantaneous jumps in death rate, which can be also linked to the limited sample process with a limited number, medical care treatment, and data collection bias. The higher estimation of severe cases and the mortality rate mainly towards the end of the prediction can be explained by better medical care in the months of the testing or the effect of vaccination that was not captured well in the training data and is a topic for further investigation.

D. MODEL CONVERGENCE

A major property to evaluate stochastic model properties is its two main convergence properties: model convergence time of its parameters; and model parameters final residual error.

Figure 5 describes the mean value of the three fitting parameters residuals over 40 iterations. The error residuals were compared to the asymptotic value after 500 iterations. To ensure the asymptotic value we cross-verified it with a two-tailed paired T-test and show the mean of the distribution has a P-value of less than 0.01. The iteration number that ensures that the residual value is less than 0.1 percent from the maximal (0.001, compared to maximum parameters values of 1) was found to be $n = 37$ iterations. The results of the mean value of the parameters are shown in Fig. 5. From these
results, we can see that the mortality rate and the $R_0$, even converge close to their final value only after 4 iterations, where the severe cases rate, which is a more sensitive parameter that is related to complex model iterations require longer convergence time.

### E. COMPARISON WITH OTHER MODELS

To evaluate the performance of the proposed model we compare the model prediction accuracy to the common analytical SIRS model [70], and to the efficient machine learning model, XGBoost [42]. The SIRS model was chosen since our proposed model extends it by introducing multi-mutation dynamics and clinical-epidemiological priors. The XGBoost model was chosen since epidemiological properties prediction over time is a time series task, and XGboost is state of the art machine learning technique for clinical time-series tasks in general [39], [71], and in epidemiology in particular [43], [72]. The XGboost model is obtained the same data as the proposed model (see Section III-A) up to a desired date as the training cohort. The model is trained on the data with the k-fold ($k = 5$) cross-validation approach [73] such that at each day $t$ we predicted the next day $t + 1$ similarly to the proposed model. Afterward, during the testing phase, we query the trained model on the testing cohort, using the latest day of the training cohort as the input of the sequential queries process.

We compare the model’s mean square error for the three epidemiological parameters over one month (30 days), given data of three months (90 days) before. The fitting phase used the WHO [66] data about the daily number of susceptible, infected, recovered, and dead individuals. The proposed model was fitted as described in Section II-C3. Then the prediction phase continued the simulation for additional 30 days with a time step of 15 minutes (resulting in 2880 steps in time total). For fare comparison, we choose a test period that was without significant PIs (policy intervention).

The SIRS model’s model contains three parameters: the average infection rate ($\beta$), the average recovery rate ($\gamma$), the average rate which recovered individuals return to the susceptible statue due to loss of immunity ($\lambda$). During the fitting phase, these values were estimated using the least mean square [75] method, and during the prediction phase, the historical values of the beginning of the month are set
as the initial condition and the model is solved using the fourth-order Runge-Kutta algorithm [76]. The XGBoost is trained on a four-dimensional feature dataset with the epidemiological data from WHO [66]. The training and prediction phases have been performed using the Python XGBoost package.\(^4\)

The results summary for the prediction of the proposed model in comparison to the other models is shown in Table 1. The proposed model outperforms both the model-based SIRS model which it extends and the more data-based machine-learning model of XGBoost on average. The SIRS model did not outperform our model, which approves our model is a modified improved extension for the SIRS model, and for two out of the five periods, the XGBoost model slightly outperforms the proposed model.

Since the SIRS model does not contain severe infected and diseased states, we compare the other two parameters with the XGBoost only. The results are given in Tables 2 and 3. As for the \((R_0)\), our suggested model also outperforms on average the XGBoost model. Still, like for the \((R_0)\), we do see that in some periods the predictions based on the XGBoost model are slightly better. This indicates that the pure data approach (with some medical priors), with data-driven features, and higher computations has some advantages over the model-based approach.

### IV. DISCUSSION

The proposed SIVRI (Suspected-Infected-Vaccinated-Recovered-ReInfected) model developed in this study allows us to better represent and predict pandemic spread dynamics for a long period including changes to the pandemic’s pathogen throughout the mutation process and intervention policies (such as lockdowns and vaccination). The proposed model extends the traditional SIRS model by introducing a deceased group, splitting the infected state into non-severely and severely infected individuals, introducing transformation between short-term and long-term immunity memory states rather than a single recovery state, divide between reinfection and infection for a second time or more via long-term immunity memory, and by introducing spatial dynamics. On top of that, the model takes into consideration an arbitrary number of strains \(m\) and the similarity between them in the case of the strain mutations being mutated from an ancestor pathogen, as presented in Fig. 2.

Based on the proposed model, we introduced a novel fitting method taking into consideration four types of data: epidemiological, clinical, intervention policies, and social. The fitting process integrated the different information stream signals

---

\(^4\)The original code can be found at https://github.com/dmlc/xgboost
TABLE 2. The daily prediction error for morality rate for the SIVRI model in comparison to the XGboost model for 5 different time periods. Bold font indicates the most accurate model for each period.

| Fitting Period | Mar 2020 - Jun 2020 | Jun 2020 - Oct 2020 | Oct 2020 - Dec 2020 | Dec 2020 - Feb 2021 | Feb 2021 - May 2021 |
|----------------|---------------------|---------------------|---------------------|---------------------|---------------------|
| Testing period | Jun 2020            | Oct 2020            | Dec 2020            | Feb 2021            | May 2021            |
| Proposed model | 0.28                | 0.35                | 0.19                | 0.07                | 0.11                |
| XGboost model  | 0.39                | 0.32                | 0.26                | 0.14                | 0.06                |

into one fitting process like in the case of vaccination it reduced the likelihood to be infected, or in case of a lockdown, it freeze the spatial state of an individual represented by an agent. This flexibility of the model enables more flexibility to the model to correspond to temporal changes like pathogen mutations or vaccinations that can alter the pandemic course as shown in Section II-C3.

The proposed model predication was tested on the data from the COVID-19 outbreak in Israel, using the historical data from March 1, 2020, to May 1, 2021 (14 months), as shown in Fig. 3. The fitting phase used the WHO [66] data about the daily number of susceptible, infected, recovered, and dead individuals. In addition, the data about the number of vaccinated and lockdowns in Israel from the Israeli ministry of health are taken into consideration as well. The proposed model was fitted as described in Section II-C3, obtaining a MSE of 0.024 ± 0.07, 0.0008 ± 0.0004, and 0.0004 ± 0.0003 for the basic reproduction number ($R_0$), mortality rate, and severe cases rate, respectively.

Furthermore, we showed that the model prediction for the fundamental epidemiological parameters of the basic reproduction number ($R_0$), mortality rate, and severe cases between May 2, 2021, and July 1, 2021, obtained a daily MSE of 0.043, 0.051, 0.033, respectively, as shown in Figs. (4a-4c). Moreover, we presented that the model parameters converge to their steady-state value with an error of fewer than 0.1 percent for all the three epidemiological parameters in less than 37 iterations of the model, making it relatively stable and applicable in the manner of computation time.

V. CONCLUSION AND FUTURE WORK

The proposed SIVRI model is a theoretical platform that has a potential to assist policymakers in the decision-making process by providing predictions on the effect of different policy interventions on the pandemic spread.

We plan the following future work: 1) include in the model and in the immune system efficacy more accurate information related to the mutation structure similar to the one used in [34]; 2) incorporate into the model more policy interventions to make the model reflect better the pandemic dynamics and have more accurate model’s parameters (like a building-level interaction model as proposed by [80]); 3) add an expose and not infected states; 4) use correction model to compensate for testing inaccuracies; 5) take into account the differences of the immune response between the antibodies and T-cell; and 6) include the effect of re-vaccination; These future directions can represent better the real pandemic dynamics and further improve the SICRI model prediction quality.
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