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Abstract
Technology-mediated communication has changed the way we interact. Since the onset of the COVID-19 pandemic in March 2020, this trend became even more pronounced. Media interviews are no exception. Yet, studies on nonverbal behaviors, especially nonverbal synchrony during such mediated settings, have been scarce. To fill the research gap, this study investigated synchronized patterns between interview hosts’ and guests’ facial emotional displays and upper body movement during mediated interviews recorded in the countries in Western (mainly the US, with the addition of the UK) and Eastern cultures (Japan). The interviews were categorized into information- or entertainment-driven interviews, depending on the social attributes of the guest. The time series of the valence in facial displays and upper body movement was automatically measured using FaceReader and Motion Energy Analysis software, respectively, which was analyzed in terms of simultaneous movements, a primary component of synchrony. As predicted, facial synchrony was more prevalent in information-driven interviews, supporting the motivational and strategic account of synchrony. In addition, female-hosted interviews had a higher degree of synchrony, especially in information-driven interviews. Similar patterns were seen in movement synchrony, although not significant. This study is the first evidence of synchrony in technology-mediated interviews in which a host and a guest appear on split-screen to inform or entertain audiences. However, no cultural differences in synchrony were observed. Situational demands in front of the interactants and the goal-driven nature of communication seemed to play a more prominent role than cultural differences in nonverbal synchrony.
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Introduction

Nonverbal Synchrony in Technology-Mediated Interviews: A Cross-Cultural Study

Interpersonal communication is fundamental in our social life. Although face-to-face interaction has played an essential role, technology-mediated communication changed the way we interact. Since the onset of the COVID-19 pandemic in March 2020, this trend became even more pronounced. To prevent the spread of the virus, communication through computer-mediated channels have become a central component of everyday life (Choi & Choung, 2021; Shufford et al., 2021). Universities (Watermeyer et al., 2021) and businesses (Karl et al., 2021) have quickly adapted to the ever-evolving public health crisis, transitioning many traditionally face-to-face encounters to mediated contexts. Media interviews are no exception. Talk shows are one of the most ubiquitous and controversial types of television programming worldwide (Tolson, 2001). These broadcasts cover many events and topics, from news shows that interview experts and political figures about current events, to entertainment shows that interview actors and authors about their latest projects. In most cases, guests are interviewed by talk show hosts in the studio, which is recorded. However, during the COVID-19 era, many talk shows have started using a mediated environment through videoconferencing software and subsequently publishing the interviews online.

In this trend, studies on nonverbal behaviors, especially interactional or nonverbal synchrony during such mediated interviews, are still scarce. The mediated format created a unique opportunity to analyze synchrony for two reasons. First, the mediated interviews are real phenomena that took place outside the laboratory, yet are standardized in camera angles. Interactions that occur outside the laboratory ensure ecological validity, but the video footage tends to be inconsistent, which could make synchrony analysis unreliable. In this regard, since the mediated interviews often have just one camera each, they only capture faces and not the entire body, and guests and hosts face forward to speak to the camera on a split-screen, which even enables them to monitor the interview partner (and themselves).1 Thus, this study can examine whether the synchrony phenomenon is still evident outside the laboratory. Second, the availability of these shows on the internet rather than on local or cable television allows for a cross-cultural examination that would ordinarily be difficult to conduct. The COVID-19 has spread throughout the world, which encourages TV programs in various countries to adopt the mediated format in a similar (standardized) way. To our best knowledge, no studies seem to have directly investigated cross-cultural differences of synchrony using the same analysis method. Synchrony itself should be a robust and ubiquitous communication pattern (Mogan et al., 2017; Rennung & Göritz, 2016; Vicaria & Dickens, 2016), but it seems not conclusive which factors drive/prevent synchrony during the interview and whether it differs across cultures.

1 Although there is no way to confirm that each media company provided the host and the guest with a monitor to see the other person, it is highly likely because they responded to one another’s gestures naturally, as if they could see them. In fact, it would be strange if a media company (such as CNN or ABC) did not provide their host with the opportunity to see the guest, which makes the conversation less smooth (not knowing when the appropriate time to speak is nor when the other person wants to jump in with a comment). Overall, because these are professional media companies that recorded the interviews, it is more likely that they could see each other. It would be the rare exception if they could not see.
Interpersonal Coordination and Synchrony

Bernieri and Rosenthal (1991) defined interpersonal coordination as “the degree to which the behaviors in an interaction are non-random, patterned, or synchronized in both timing and form” (p. 403). Although scholars still debate the underlying reason people tend to sync up during interactions, many believe there is an evolutionary basis for these behaviors (Lakin et al., 2003). Indeed, coordinated communication patterns during an interaction are broadly observed in several nonverbal behaviors such as head nods/shakes, hand gestures, and postural sway (Dunbar et al., 2020), and they can also help promote affiliative social dynamics and rapport among the speakers (Bernieri et al., 1994; Fujiwara et al., 2020; Tickle-Degnen & Rosenthal, 1990). The “social glue” function of coordination has been confirmed in several different meta-analyses (Mogan et al., 2017; Rennung & Göritz, 2016; Vicaria & Dickens, 2016). Interactants can also strategically adapt, or accommodate, their communication behaviors by converging or diverging from their conversational partner to accomplish their goals (Knoblich et al., 2011).

Nonverbal synchrony (or termed interactional synchrony) is one of the major facets of interpersonal coordination (Bernieri & Rosenthal, 1991). Most of the previous works consistently emphasize that synchrony involves a temporal component, rhythmic coordination of behavioral patterns (Bernieri, 1988; Burgoon et al., 1995). Delaherche et al. (2012) define synchrony as “the dynamic and reciprocal adaptation of the temporal structure of behaviors between interactive partners” (p. 351). As a neighbor of the synchrony phenomenon, behavioral matching and mimicry is the similarity in body postures between individuals (LaFrance & Broadbent, 1976). Both are considered to be the unintentional tendency to imitate someone else’s behavior at a particular moment in time (for a review, see Chartrand & Lakin, 2013, 2013; Lakin, 2013). Mimicry analysis examines whether the same or similar behavior is observed at a given point in time while behaviors can differ because synchrony analysis focuses on the time process of nonverbal behavior (Chartrand & Lakin, 2013, 2013; Fujiwara & Daibo, 2022). However, it is not always possible to distinguish between synchrony and matching/mimicry based solely on whether the behavior is the same or different because synchrony studies sometimes require participant pairs to engage in the same repetitive task such as stepping (Miles et al., 2010) and arm curl (Miles et al., 2011). Even in such cases, it should be noted that the focus of synchronization studies is still on temporal (timing and rhythmic) convergence.

Similar to various forms of full-body synchrony (Dunbar et al., 2014; Fujiwara et al., 2021), facial expressions can also be synchronized (Hess & Bourgeois, 2010; Riehle et al., 2017). It should be noted that emotional mimicry (Hess & Fisher, 2014) is quite relevant because as is in synchrony research, it emphasizes temporal proximity between behaviors. In terms of emotional mimicry, matching emotional expressions are time-locked and occur shortly after each other, usually within a second. However, this study will use the term “facial synchrony” or synchrony in facial displays, not “emotional mimicry” because this study does not investigate the co-occurrence of categorized (facial) behaviors such as smiling and frowning, which is typically assumed in mimicry studies (Chartrand & Lakin, 2013, 2013; Lakin, 2013), nor specific emotions. Instead, we will perform a time series analysis of negative-positive affective valence in facial displays (see details in Method). Thus, although it could depend on the definition of “matching nonverbal expressions of emotion” (Hess & Fisher, 2014, p. 46), it would be better not to use the term mimicry to avoid unnecessary confusion.
Automated Coding of Nonverbal Signals

Research on nonverbal synchrony has advanced with the development of technology. The use of video images forms the basis of a rigorous approach for synchrony, however, in early methods, manual coding has been the gold standard (see Fujiwara et al., 2021). Human observers carefully watch video recordings of interactions and performed the temporal coding of specific actions to evaluate movement changes in the form of initiations and terminations of body part movements or vocal activity to judge whether temporal co-occurrence of actions was present (Schmidt et al., 2012). For example, Newton and colleagues (Newton et al., 1977, 1987) placed a transparency over a still frame on a video screen and located 15 different body parts at 1.0 or 0.5 s intervals, and tallied the number of changes per frame to establish a time series. Although a groundbreaking method at the time, this technique was very laborious and not widely adopted by other researchers. Schmidt et al. (2012) argue these types of coding methods, in addition to being difficult to employ, provide a rather coarse grain view of synchrony because they are limited in the number of behaviors that can be measured.

An alternative that has been used is a rating approach in which third-party raters watching a video make gestalt judgments about synchrony at regular intervals (see Bernieri et al., 1994, for an example). In Bernieri (1988), a group of untrained judges rated the interactional synchrony from the perspective of simultaneous movement, tempo similarity, and general smoothness. The rating approach could save the coder’s time and effort, but it would be still laborious in the frequent human judgments to be made. To overcome the labor-intensive nature of manual coding, researchers have had to resort to focusing on the segmented clip (Murphy & Hall, 2021). A previous study demonstrated nonverbal behaviors in a “thin-sliced” segment could represent nonverbal behavior throughout the interaction (Murphy et al., 2015). Predictive validity is also confirmed (Murphy et al., 2019), showing that thin-slice coding or rating is also correlated with outcomes of interest reported after the interaction (Ambady & Rosenthal, 1992).

Another solution is using automated coding techniques enabled by advances in computer modeling and vision analysis (see Delaherche et al., 2012, for an introduction). Regarding facial emotional expressions, FaceReader (Noldus) is one of the best-regarded automated systems for facial expression analysis, whose validity was confirmed (see Lewinski et al., 2014). This study used the FaceReader software because it recognizes several specific properties in facial images, including discrete emotional expressions (e.g., happy, sad, angry, fear, disgust, and surprise) as well as an integrated measure (i.e., valence). Affectiva Affdex (iMotions) could be another emotion software, which offers comparable performance to the facial EMG technique (Kulke et al., 2020). Not only commercial software but also a variety of open software is offered to the public by researchers. OpenFace (Baltrušaitis et al., 2016), for example, analyzed the activation of facial Action Units (AUs), which are publicly available for free. Such technologies cover bodily movement (Motion Energy Analysis [MEA], Ramseyer & Tschacher, 2011; Ramseyer, 2020) as well as human posture (OpenPose, Cao, et al., 2017; Fujiwara & Daibo, 2022). Although scholars studying nonverbal synchrony have struggled with laborious manual coding for decades (see Fujiwara et al., 2021), now they have benefitted greatly from advances in automated coding techniques, which are comparable to manual observation (Fujiwara et al., 2021). The great advantage of the automated coding technique is not only its cost efficiency but also its high reliability.
If the same software was used on the same video footage, everyone will always get the same result. It is a powerful tool to find out what nonverbal behaviors occurred during the interaction.

In this study, the valence of the hosts’ and guests’ facial emotional displays during mediated interviews was measured by FaceReader software. In a laboratory setting, the electrical activity of facial muscles can be recorded, which is submitted to a particular form of time series analysis (Riehle et al., 2017). However, provided our interest in mediated interviews, we instead employed a video analysis technique to acquire time series data of facial displays, which is examined as a primary focus of the hypothetical testing in this study because, in interviews in which the host and guest are filmed from the chest up, facial displays and their synchrony are considered to play a prominent role. Moreover, we explored movement synchrony in our analyses to investigate whether the results are specific to facial synchrony or whether they are applicable to another type of nonverbal signal (i.e., upper body movements). Bodily movements were quantified using MEA.

**Time Series Analysis for Synchrony**

Those tools offer time series data of the targeted nonverbal cue(s) from video images. Once the time series is obtained from two speakers, they are analyzed in terms of synchrony. Synchrony is computed as the convergence of timing and rhythm, not as the similarity of “behavior” that is categorized and counted/rated via manual coding. Now, different analysis methods are proposed for each component of synchrony. For the convergence of timing, cross-correlation is one of the most common approaches (Ramseyer & Tschacher, 2011; Schoenherr et al., 2019). Cross-correlation is a simple extension of Pearson’s correlation to time series data, which can include several time lags (e.g., Schoenherr et al., 2019). Cross-recurrence quantification analysis (CRQA; Coco & Dale, 2014) is a non-linear method that extracts co-visitation patterns between two systems (i.e., how one time series revisits a state that another time series has visited), which can also capture synchronous patterns occurred in varying lags throughout the conversation. Dynamic time warping (Berndt & Clifford, 1994) is also a non-linear method, which calculates a distance between two time series using the “warping” sequences in the time dimension. The distance score is considered as an inverted metric of synchrony (i.e., similarity) (Fujiwara et al., 2022; Van Der Zee et al., 2021). Although each method holds different assumptions as well as parameters to be determined prior to the analysis, in general, they capture the convergence of timing in two speakers’ movements.

As for the convergence of rhythm, another property of synchrony, spectrum analysis is a promising option. Spectrum analysis is an analysis technique for time series signals in the frequency domain, which deconstructs complex time series into rhythmic components. This technique calculates a spectral power, the magnitude at each component frequency. Moreover, a cross-spectrum analysis can provide a coherence measure if there are two time series. Coherence, which ranges on a scale from 0 to 1, is a metric of similarity between the two time series at each frequency component. A coherence of 1 reflects a perfect rhythmic match between the two movements, whereas 0 reflects no match. As an option of spectrum analysis, the cross-wavelet transform has been considered a powerful approach for unstructured interactions because it does not require constant properties (i.e., stationarity) within time series (Fujiwara & Daibo, 2022; Fujiwara et al., 2020, 2021).

In this study, we used dynamic time warping due to the feature of the segmented video images (see also Method) because the time series obtained seemed too short to capture the
rhythmic components. Also, cross-correlation and CRQA were excluded from consideration because they have several parameters to be determined prior to the analysis. It was not easy to find the optimal parameters since there was no clear assumption regarding the time series signal in this study.

**Context-based Nature of Synchrony**

Communication behaviors, in general, shift depending on the social and relational context and communication goal of the conversation (Berger & Palomares, 2011), as is the case for nonverbal synchrony. For example, the greater extent of synchrony has been observed in well-formed relationships such as child-parent (Bernieri et al., 1988), teacher-student (Bernieri, 1988), and friends (Fujiwara et al., 2020). On the other hand, individuals do not try to synchronize their movement with those who look dishonest (Brambilla et al., 2016) or were lazy and late to the experiment (Miles et al., 2010). However, somewhat surprisingly, previous studies that used group membership, an important factor in social relationships, provided mixed evidence. For facial expressions, the expresser’s group membership had less or no impact on mimicked expressions (Bourgeois & Hess, 2008). Miles et al. (2011) used arbitrary group membership (i.e., minimal groups) and asked their participants to perform a repetitive arm curl task together with a member of the same or a different minimal group, which showed that synchrony was most pronounced when they interacted with a member of a different minimal group. This implies that group membership itself may not play a significant role in synchrony. Rather, the communication goal for diminishing minor interpersonal differences toward the out-group member results in the greater extent of synchrony that should serve as a means to reduce social distance.

The goal-based account for synchrony has been confirmed by previous studies. Individuals who have prosocial goals show greater synchrony (Lumsden et al., 2012). More specifically, having an affiliation goal increases coordinated movement (Lakin et al., 2003). On the contrary, competitive goals associated with a particular social context hamper synchrony. In Weyers et al. (2009), the participants primed for competition exhibited less facial synchrony. The same is true for the full-body synchrony in a debate (Bernieri et al., 1994) and an argument (Paxton & Dale, 2013). It is then expected that different types of interviews could entail different goals, then increase or decrease synchrony.

In this study, we utilized two different types of underlying interview goals: to inform an audience and to entertain an audience. An example of the former from the database created in this study (see Method), is Judy Woodruff, a PBS Newshour anchor interviewing California Governor, Gavin Newsom about the COVID-19 outbreak. The primary purpose of this conversation was to inform the audience about what factors are involved in the decision to “reopen” the state. In such an interview, the credibility of the source (i.e., the interview guest) must be essential because the information provided during the interview has social value. Thus, the guest is supposed to be knowledgeable and/or responsible professionals so that trustworthy (Hovland & Weiss, 1951), such as politicians, medical doctors, and scientists. On the other hand, an exemplar entertainment interview stated as entertainment-driven interview later, is Jimmy Fallon interviewing Dolly Parton about a recent holiday album she recorded. The underlying goal of this interview was to promote a product and share stories between the host and the guest (as evidenced through the content of the conversation). Indeed, there could be exceptions, such as non-professional entertainers providing important information (e.g., a comedian describes how they recovered from the COVID-19 and recommend daily infection control measures). However, the expertise
attributed to the source, compared to a story of one’s personal experience, seems to be
more influential on how the interview host behaves.

When disseminating information to an audience, credibility is a key attribute. Given that
the media bias effect revealed that how the interviewer behaves had a significant impact
on viewers’ impressions of the interviewee (Babad & Peer, 2010; Tikochinski & Babad,
2022), matching a conversational partner’s professional demeanor may be a promising way
for the host to ensure the guest’s credibility. In addition, if the host is speaking with a guest
expert for the first time, they would try more to build rapport to encourage ease of conversa-
tion with the conversational partner. Thus, the affiliative goal could be more pronounced
in information-driven interviews rather than entertainment-driven interviews, which is sup-
posed to drive synchrony. Given this, the hypothesis regarding the impact of the type of
interview on synchrony is as follows:

**H1.** Greater synchrony will occur in information-driven interviews compared to enter-
tainment-driven interviews.

Meanwhile, as for the valence of facial displays, a different prediction can be made. In enter-
tainment-driven interviews with a non-professional guest, having a positive and inter-
personally warm interaction should be required. It is more likely that the facial expressions
of hosts and guests become positive there, whereas it is noted that the preexisting light-
hearted nature in entertainment-driven interviews will not necessarily promote simultane-
ous facial displays (i.e., synchrony). As such, the hypothesis regarding the impact of the
type of interview on the valence of facial displays is as follows:

**H2.** In entertainment-driven interviews compared to information-driven interviews, the
valence of facial displays is more positive.

**Gender Effect of Synchrony**

Previous studies have found that synchrony in social situations is associated with the speak-
er’s sociality (Brambilla et al., 2016; Lumsden et al., 2012). Taking this view, it seems that
females should show a greater degree of synchrony since previous studies have demon-
strated that females have more social motives compared to their male counterparts (e.g.,
Costa et al., 2001; Feingold, 1994). Indeed, Fujiwara et al. (2019) showed that females
exhibited greater synchrony in their face-to-face unstructured conversation. Although
same-gender dyads with no particular roles for each of the communicators in conversation
were investigated in the previous study, this study focuses on the interview host. Tickle-
Degnen (2006) suggests that interpersonal coordination during a social interaction dem-
onstrates respect toward the other person and can help build rapport (i.e., the coordination-
rapport hypothesis). Thus, interview hosts will likely play a primary role to facilitate the
conversation and try to coordinate one’s facial displays to build rapport with their conversa-
tional partners. The hypothesis regarding the gender effect on synchrony is as follows:

**H3a.** Female-hosted interviews will have a higher degree of synchrony than male-hosted interviews.

While H3a hypothesizes the main effect of the host’s gender, an interaction effect with
the type of interview can also be expected because of female’s greater likelihood to respond
to tense situations in a more affiliative manner (Bikmen et al., 2022; Hall & Halberstadt,
1986; Taylor et al., 2000). Given the information-driven interviews entail expertise and
hence tension, female hosts will be more motivated to coordinate their facial displays in
order to overcome such a situation. Thus, the interaction term of the host’s gender and the
type of interview is hypothesized as follows:
H3b. Female-hosted interviews will have a higher degree of synchrony especially in information-driven interviews.

Cultural Differences in Synchrony

To date, no studies seem to have investigated cross-cultural differences in synchrony using the same analysis method. Synchrony is believed to be a robust and ubiquitous communication pattern (Mogan et al., 2017; Rennung & Göritz, 2016; Vicaria & Dickens, 2016), and there seems an evolutionary basis for these behaviors (Lakin et al., 2003). In other words, there is no strong rationale to predict cultural differences in synchrony. However, although synchrony itself is a robust phenomenon, it seems not conclusive whether or not factors that drive/prevent synchrony during the interview differ across cultures. In terms of this, cross-cultural comparison studies have a certain significance in the research field.

Besides, a number of cultural differences have been identified in facial expressions. For two reasons, the Japanese sample seems to be a good target for this study. First, the manner of facial expression is vastly different between Americans and Japanese, yet, facial synchrony is still present (Tamura & Kameda, 2006). Japanese facial expressions tend to be restricted in general (Matsumoto, 1990; Matsumoto et al., 1998), and especially, negative emotions such as anger, sadness, fear, and disgust, which are seldom expressed in public situations (Inamine & Endo, 2009). The mediated interview of this study is a public activity such that the difference in display rules between Japan and the Western countries (e.g., the US, the UK) will be more salient.

Second, more importantly for this study, Japanese facial expressions are sensitive to situational influences (Matsumoto & Ekman, 1989). For instance, Japanese people mask their true emotion in public displaying an intentional smile if a situation encourages social harmony (Ekman, 1972). In addition, as E. T. Hall (1976) described as high context culture, the relational history and common backgrounds between speakers are usually incorporated in their communication, which implies that their facial expressions will be adjusted according to the relational and situational requirements. Therefore, we reasoned Japanese interviews would be a good contrasting sample for this study. As a research question, it is explored whether or not the difference in culture (the US and UK, Japan) has a moderating effect on synchrony.

RQ. Does the culture of the interview context have a moderating effect on synchrony?

Method

Sample Size Calculation

No previous studies exist on synchrony in mediated interviews, so there is no effect size to which we can directly refer. Thus, as for H1, we followed Miles et al. (2011) who demonstrated the situational effect of the different minimal group membership to facilitate synchrony, with the effect size $\eta_p^2$ of 0.21. Regarding the gender effect (H3a, H3b), Fujiwara et al. (2019) provided the effect size $\eta_p^2$ of 0.15 for the main effect of gender. Given these effect sizes, we performed the power analysis using the “pwr.anova.test” function of the pwr package in R to calculate the necessary sample size to examine the main effect of the type of interview and host’s gender. More specifically, the parameter was set as $k=2$, $\eta_p^2=0.21$, and $\eta_p^2=0.15$ for H1 and H3a, H3b, respectively.
power = 0.80, sig.level = 0.05, and $f = .516, .420$, respectively. The results suggested that each cell should secure 24 samples at least. Since the cross-cultural analysis is exploratory, we just targeted 100 samples (about 25 samples in each 2 by 2 cell) in each culture.

**Target Interview Videos**

We collected 178 mediated interviews (116 from the US, 2 from the UK, 60 from Japan) mainly from YouTube between April 2020 to March 2021. Each interview was between 1 to 69 minutes long (Median = 9 minutes and 50 seconds) and had only one interview host and one interview guest on the screen. Additionally, the interview must have been conducted using video conferencing technology in which each person was on the split-screen looking at the camera for most of the interview.

Research assistants who were blind to the study’s hypotheses coded each video for the type of interview (i.e., informative or entertainment) depending on the social attributes of the guest. For example, the interview was coded as an information-driven interview when the guest was an expert or professional such as a government official, medical doctor, or scientist.

Conversely, if the guest was an artist, athlete, comedian, etc., the interview was coded as an entertainment-driven interview. All the videos were coded as either information-driven or entertainment-driven interviews. The US and UK videos were classified by American RAs, and Japanese videos were categorized by a Japanese RA. Since only one Japanese RA could be employed, one of the authors (Japanese) independently classified the data in advance, and the results were compared with the classification of Japanese RA, which was 100% matched. The gender of each interactant was also coded.

**Collecting Time Series**

A synchronized time series of facial valence and bodily movement between the guest and host allowed us to measure facial and movement synchrony, respectively. However, in collected video clips, they were not always split into a single screen (e.g., appearing on the screen one by one). Thus, the “thin slice” technique was employed for the split-screen, which can represent the entire interaction even with a short, segmented clip (Murphy & Hall, 2021; Murphy et al., 2015). Since more clips can be included in the analysis, the length of the sliced segment was set to 20 seconds. At first, we extracted all the start and end points of the split-screen time during the interview from all the videos. Then, from these, one was selected for each interview based on a random number from among the chunks that were longer than 20 seconds. Within the chunk, the analyzed portion was selected using another random number.

**Valence of Facial Displays**

The facial displays of the host and guest were cropped from the segmented clip, respectively, because the FaceReader software only analyzes a single person at a time. In this

---

$^2 f = \sqrt{\frac{n^2_p}{1 - n^2_p}}$

$^3$ In the video database, only one Japanese host-guest pair appeared twice. The data obtained from them were averaged and used in subsequent analyses.
study, as an integrated measure, the valence time series was obtained. As for the missing values (mainly due to not facing forward towards the camera), we applied spline interpolation using the “na.spline” function of the \textit{zoo} package in R. It is noted that among the videos we collected, there were several in which the FaceReader software could not analyze valence mainly because the filmed face was too small. Thus, as a result, 151 clips (94 from the US, 2 from the UK, 55 from Japan) were used in the subsequent facial synchrony analysis.

**Movement**

Using the segmented clips, the host’s and guest’s (mainly upper) body movements were quantified using MEA software. Split-screen showing host and guest each was covered as a region of interest (ROI), in which the software calculates the change in greyscale pixels between consecutive video frames. The raw value for MEA was used in the subsequent analysis.\(^4\) For movement synchrony, 159 clips (101 from the US, 2 from the UK, 56 from Japan) were used since several clips cannot be analyzed because the camera and/or background were moved.

**Synchrony Analysis**

To compute facial synchrony for H1, H3a, and H3b, we performed the dynamic time warping using the “dtw” function of the \textit{dtw} package in R. The default parameters of the function were employed, and no locality constraints were added. The normalized distance score, the inverse to the amount of synchrony, was obtained for each host-guest dyad. As for the valence score for H2, the average score during the interaction was calculated for the host and guest, respectively. Then, they are further averaged to represent the valence score of the pair. Regarding movement synchrony, the dynamic time warping was also performed for the movement time series in the same manner.

For the synchrony measures obtained, as is in previous studies (e.g., Fujiwara et al., 2022), we first confirmed that it was not the product of chance. More specifically, we created artificial interactions using data shuffling within a time series, which is known as surrogate data (Moulder et al., 2018). That is considered as a time series equivalent of a randomization/permutation test since all of the time-dependent properties in the original series are destroyed. Still, even after the shuffling, the time-independent information (e.g., mean, variance) representing the entire series remains the same. The rationale of this technique is to determine a baseline synchrony level so that researchers can investigate the level of synchrony in genuine dyadic interactions. In this study, each data point of time series in each pair ($H$, $G$) was randomly shuffled to create a new surrogate time series ($H^s$, $G^s$). The distance score between $H^s$, $G^s$ was computed via dynamic time warping to compare that in the genuine interaction (i.e., $H$, $G$). Before testing the hypotheses, we ensure that the distance of the genuine interaction is significantly smaller than that of the surrogate data, confirming that the host and guest in the interview exhibited synchrony beyond chance.

\(^4\) Nine of the videos analyzed (4 from the US, 5 from Japan) had a different size of split-screen for the host and guest; i.e., the size of the guest was larger than the host. Although the raw value for MEA could depend on the screen size, it was confirmed that the results remained the same even after removing the nine interviews. Thus, this study reports the results of the data that includes them.
Results

To begin, since we have taken 20-second segments from interviews of different time lengths, we examined whether the overall interview time was related to the DVs (i.e., facial synchrony, valence, and movement synchrony). The results showed that the time length of the interview was not significantly correlated with facial synchrony ($r_{-0.070}$, $p_{0.379}$), valence ($r_{-0.047}$, $p_{0.556}$), and movement synchrony ($r_{-0.058}$, $p_{0.466}$).

To test the existence of synchrony, the distance measure was compared between the genuine and surrogate data. The result of the paired $t$-test showed that the distance of facial valence was significantly smaller in the genuine data ($M_{0.132}$, $SD_{0.129}$) rather than the surrogate data ($M_{0.140}$, $SD_{0.111}$), $t(150) = 2.27$, $p_{0.025}$, $d_{0.185}$. The same was true for the bodily movements; the distance measure was significantly smaller in the genuine data ($M_{660.973}$, $SD_{694.350}$) compared to that in the surrogate data ($M_{756.356}$, $SD_{728.436}$), $t(158) = 7.27$, $p_{<0.001}$, $d_{0.577}$.

Hypothesis Testing for Facial Synchrony

Since it was confirmed that the host and guest in the interview exhibited synchrony beyond chance, the distance score was further submitted to a 2 (interview type: information-driven, entertainment-driven) by 2 (host’s gender: female, male) by 2 (culture: the US and the UK, Japan) between-subjects 3-way ANOVA (Table 1). Regarding H1, the results yielded a significant main effect of interview type in which greater synchrony occurred in information-driven interviews compared to entertainment-driven interviews (Table 2). In addition, as for H3a and H3b, not the main effect of host’s gender, but the 2-way interaction of interview type and host’s gender was also significant. The simple effect analysis revealed that female hosts showed greater synchrony (smaller distance) in the information-driven interview, compared to the entertainment-driven, $F(1, 143) = 8.62$, $p_{0.004}$, $\eta^2_{0.055}$, $\eta^2_{p} = 0.057$ (Fig. 1A). Conversely, male hosts did not show the significant difference between both types of interview, $F(1, 143) = 0.02$, $p_{0.899}$, $\eta^2_{0.0001}$, $\eta^2_{p} = 0.0001$. In information-driven interviews, female hosts exhibited greater level of synchrony, which was significant, $F(1, 143) = 4.57$, $p_{0.034}$, $\eta^2_{0.029}$, $\eta^2_{p} = 0.031$. In the entertaining interview, there was no significant effect of the host’s gender, $F(1, 143) = 1.34$, $p_{0.250}$, $\eta^2_{0.009}$,
As for RQ, the 3-way interaction was not significant, and any interaction terms including culture were not significant. Thus, culture did not moderate the effects of synchrony.

Regarding the valence score ($M = -0.034$, $SD = 0.218$), it was firstly found that it was not significantly correlated to the distance measure ($r = 0.127$, $p = 0.122$). Then, to examine H2, the valence score was submitted to the same 3-way ANOVA. Only the main effect of interview type was significant (Table 3), which showed that the hosts and guests showed more positive displays in entertainment-driven interviews (Figure 1B).
Exploratory Analyses

Movement Synchrony

First, correlation analysis revealed that the movement synchrony was not significantly correlated to facial synchrony \((r = -0.001, p = .990)\).\(^5\) Then, similar to facial synchrony, the distance score of bodily movement was submitted to a 2 (interview type: information-driven, entertainment-driven) by 2 (host’s gender: female, male) by 2 (culture: the US and the UK, Japan) between-subjects 3-way ANOVA (Table 4). The results showed that no effect was significant, whereas the main effect of host’s gender and the 2-way interaction of interview type and host’s gender was relatively close to the level of significance (Table 5).

Adjustment of Multiple Entries of the Host

No same host–guest pair was included in the data analyzed, however, some hosts, with a different guest, appeared multiple times. For example, 6 interviews by Laura Ingraham were included, followed by Jimmy Fallon and Andy Katz (5 times), which could bias the results. Thus, to adjust the multiple entries, for each host, we averaged the distance measures for facial and movement synchrony and the valence, respectively. Since a cell of smaller size resulted in the newly created dataset \((N=92)\), cross-cultural comparisons were not possible.

---

\(^5\) The correlation analysis was performed using the data for facial synchrony \((N = 151)\).
not conducted. Instead, a 2 (interview type: information-driven, entertainment-driven) by 2 (host’s gender: female, male) between-subjects 2-way ANOVA was performed to each distance and valence measure. The results were almost the same before the adjustment; the main effect of interview type was significant on facial synchrony, $F(1, 88) = 4.03, p = 0.048, \eta^2 = 0.042$, and valence, $F(1, 88) = 25.32, p < 0.001, \eta^2 = 0.221$, which supports H1 and H2, respectively.

Although the interaction effect on facial synchrony (H3b) did not reach the level of significance presumably due to the low powered analysis ($F(1, 88) = 3.12, p = .081, \eta^2 = .033, \eta^2_p = .034$), the simple effect for female hosts was still significant; they showed smaller distance in information-driven interviews compared to entertainment-driven interviews ($F(1, 88) = 6.42, p = .013, \eta^2 = .067, \eta^2_p = .068$). In addition, for movement synchrony, the main effect of interview type became significant ($F(1, 88) = 5.16, p = .026, \eta^2 = .051, \eta^2_p = .055$), in which the direction was the same as facial synchrony (H1, greater synchrony in information-driven interviews). The interaction effect was also significant ($F(1, 88) = 4.72, p = .047, \eta^2 = .056, \eta^2_p = .055$), which showed that male hosts showed smaller distance in information-driven interviews compared to entertainment-driven interviews ($F(1, 88) = 11.08, p = .001, \eta^2 = .110, \eta^2_p = .112$)). The detailed results were reported in Supplementary Results.

### Discussion

Nonverbal synchrony is one of the fundamental communication patterns, which has been found in a wide variety of face-to-face interactions. The current study is the first evidence of synchrony in technology-mediated interviews in which a host and a guest appear on split-screen to inform or entertain audiences. Indeed, the synchrony phenomenon was captured as it occurred outside the laboratory because it was advantageous to use a mediated format that ensured a fixed-angle camera and front-facing subjects. Throughout the interview, both interactants coordinated their facial displays and beyond the chance level, which varied according to the communication goals set for specific interviews. More specifically, greater synchrony occurred in information-driven interviews compared to entertainment-driven interviews, which supports H1.

#### Table 5 ANOVA results of the movement synchrony

|                  | df | Sum Sq | Mean Sq | $F$  | $p$  | $\eta^2$ | $\eta^2_p$ |
|------------------|----|--------|---------|------|------|----------|------------|
| Type             | 1  | 0.871  | 0.871   | 1.942| .167 | .025     | .013       |
| Gender           | 1  | 1.275  | 1.275   | 2.843| .094 | .0003    | .019       |
| Culture          | 1  | 0.007  | 0.007   | 0.016| .900 | .010     | .0001      |
| Type × Gender    | 1  | 1.278  | 1.278   | 2.849| .094 | .034     | .019       |
| Type × Culture   | 1  | 0.011  | 0.011   | 0.025| .875 | .005     | .0002      |
| Gender × Culture | 1  | 0.027  | 0.027   | 0.060| .806 | .0004    | .0004      |
| Type × Gender × Culture | 1  | 0.792  | 0.792   | 1.766| .186 | .015     | .012       |
| Residuals        | 151| 67.736 | 0.449   |      |      |          |            |

Note. For ease of visibility of Sum Sq. and Mean Sq., the original movement value was divided by 1000. Type: Type of interview, Gender: Host’s gender.
As H2 was supported, hosts and guests displayed a particular type of facial expressions such as negative-valence displays in information-driven interviews, whereas positive displays in entertainment-driven interviews. It implicates that each type of interview has its own goal and the interactants followed it during the show. In information-driven interviews, the host and guest would be oriented to inform the audience with credibility. In this regard, positive display or smiling does not always enhance credibility (Reed et al., 2018). Also, since positive displays could not fit the situational requirement, especially when dealing with serious content such as the COVID-19 pandemic, the valence of the facial display was lower in the information-driven interview. Alternately, in entertainment-driven interviews, having a positive and interpersonally warm interaction should be required. Our data successfully captured these patterns of the facial display. Also, it is noteworthy that there was no significant gender difference in the valence measure, which suggests females’ greater social skills for emotional expressions within a general population (Fisher & LaFrance, 2015; LaFrance et al., 2003) cannot be generalized to a particular population such as professional communicators in this study. Female hosts, who might be supposed to display friendly expressions, did not just smile but behaved in a professional manner, which canceled out the generally assumed difference in the valence of facial displays. That also indicates that the hosts and guests were behaving in accordance with the goal of the interview.

However, more importantly, displaying specific types of facial expressions does not mean they were congruent in timing. Indeed, the results showed that the correlation between the distance and valence measures was not significant. In information-driven interviews, credibility is a key attribute, and matching a conversational partner’s professional demeanor could be a promising tool to ensure credibility when disseminating information to an audience. Therefore, the affiliative goal could be more pronounced in information-driven interviews, which leads to a greater extent of synchrony. Conversely, the preexisting light-hearted nature of entertainment-driven interviews, shown in the positive-valence facial displays, did not drive interactants to further simultaneous facial displays. The results of this study seem to be explained by the contextual demands and the accompanying increased motivation, which is congenial to “planned” coordination (Knoblich et al., 2011). Note, however, that the motivational (Miles et al., 2010, 2011) and strategic account (Dunbar et al., 2020) emphasize that synchrony itself is not the intended goal nor the intentional behavior. Rather, it is believed that synchrony is chosen as one of the promising tools in various options to achieve relational or communication goals.

There could be the possibility of an alternative explanation. For example, Van Der Zee et al. (2021) suggested that synchrony is an automated process during interpersonal interaction such that it can be salient when people were under cognitive load. Van Der Zee and colleagues demonstrated that the deceivers showed greater synchrony when the interview was cognitively resource-demanding. Although this study does not deal with deception, a similar propensity in terms of cognitive load may be assumed because social interaction itself makes the conversant cognitively busy (e.g., Gilbert & Osborne, 1989). That is, the greater degree of synchrony might derive from the high cognitive load of the informational interview. However, if only the cognitive load causes synchrony, the interaction effect with the host’s gender cannot be accounted for. As H3b was supported, female-hosted interviews had a higher degree of synchrony, especially in information-driven interviews. This should be because of females’ greater interpersonal sensitivity (Hall et al., 2016) and greater likelihood to respond to tense situations in a more affiliative manner (Bikmen et al., 2022; Hall & Halberstadt, 1986; Taylor et al., 2000). The information-driven interviews entail expertise and hence tension, female hosts would be more motivated to coordinate their facial
displays. Given that females’ greater social motivation leads to increased synchrony, the motivational account seems to explain the interaction effect better. Still, it may be worthwhile to consider which of the two accounts (cognitive load, motivational account) are more explanatory, although it is possible that both are not mutually exclusive.

Another contribution of this study was to examine the interaction effect of culture on synchrony by taking data from the countries in Western culture (mainly the US, with the addition of the UK) and Japan. Although the manner of facial expression is vastly different between Americans and Japanese (Matsumoto, 1990; Matsumoto & Ekman, 1989; Matsumoto et al., 1998), facial synchrony has been also confirmed in Japan (Tamura & Kameda, 2006). Therefore, as RQ, it seemed worth directly considering whether the difference in culture has a moderating effect on synchrony. As an evolutionary basis is assumed for coordinated behaviors (e.g., Lakin et al., 2003) and compatible patterns have been confirmed cross-culturally (Fujiwara et al., 2020, 2021), previous studies did not propose a strong rationale to predict cultural differences in synchrony. Indeed, in the current study, the results showed that the interaction effects, including the factor of culture, were not significant. The direct comparisons further deepened that understanding. Synchrony should be considered as a fundamental communication pattern, and situational demands in front of the interactants play a more prominent role than cultural differences. However, there was a difference in the sample sizes obtained, with Japan’s being smaller than that of the US and UK. Thus, it is noted that further investigation should be needed to determine if there are cultural differences in synchrony.

As for movement synchrony, bodily movements were synchronized more than by chance, even under the limitation of the mediated interview that only the upper body of the host and guest was primarily filmed. It confirms that synchrony is a fundamental pattern in our communication, which was also evident even in humang-avatar interaction (Fujiwara et al., 2022). Still, the contextual effect of interview type and host’s gender did not have a clear impact on movement synchrony, which suggests that situational demands could be particularly reflected in nonverbal signals that are prominent in the given circumstances (e.g., facial displays in mediated interviews). It is also interesting and somewhat surprising that the two types of synchrony measures were not significantly correlated, whereas their resulting patterns are similar to each other. That is, nonverbal synchrony occurred more in the information-driven interviews, but which signals were synchronized depended on the pair, and not all signals were synchronized at the same time. This implies that there might be an optimal level of synchrony where the host and guest felt comfortable. Indeed, research has already established that more synchrony is not always beneficial (Butler, 2011, 2015). According to Communication Accommodation Theory (Bernhold & Giles, 2020; Giles et al., 1991), overaccommodation where the interlocutors show a greater extent of coordination than expected is believed to be as worse as underaccommodation where they failed to show coordination. For some hosts and guests, showing facial and movement synchrony during the interview might go beyond the level of comfort. Yet, things are not so simple because the correlation between the two types of synchrony was not even negative. It means that they did not give priority to synchrony in either facial expressions or movements and ignored the other. Some (not all) hosts and guests might avoid overaccommodation, which made the correlation less clear. This study could not pursue the exact mechanism of the non-significant correlation, but it would be an interesting question as to which signals are to be synchronized in each dyad and whether there is an intentional or strategic choice involved.
Limitations and Future Directions

One of the main drawbacks of this study stems from one of its strengths—these were previously recorded media interviews. This provided an excellent representation of naturally occurring mediated conversations, but we could not manipulate the conditions of the conversations. For instance, the overall length of the interviews differed considerably though the thin-sliced time segment analyzed was the same. The overall length of the interview was not significantly correlated to the other DVs (i.e., facial synchrony, valence, and movement synchrony), however, whether or not rehearsals and careful preparation are required may vary depending on the length of the interview. The lack of control in prior preparation and pre-existing relationships between the host and guest may be considered a trade-off for the high ecological validity of this study. Yet, one particularly noteworthy finding in our study was that the goal-driven nature of communication played an important role in nonverbal synchrony, and this should be interpreted collectively with previous findings (e.g., Bernieri et al., 1994; Paxton & Dale, 2013). We believe this study will help social scientists and communication researchers derive a deeper understanding of social interactions and provide additional exigency to study how nonverbal synchrony differs based on the underlying goal of the conversation.

This study could not include the verbal content or the topic of each interview in the analysis, which may be mentioned as another limitation. The content of the interview, as well as the interview type (i.e., information- and entertainment-driven), could be related to how the host and guest behaved. Indeed, many information-driven interviews discussed things related to the COVID-19 pandemic, but few entertainment-driven interviews did so. We should not rule out the possibility that the unprecedented outbreak made information-driven interviews more serious, resulting in a further increase in synchrony. With the aid of the current development in computer science, automated coding tools for nonverbal behavior are more accessible (e.g., Baltrušaitis et al., 2016; Fujiwara & Yokomitsu, 2021; Lewinski et al., 2014; Ramseyer, 2020; Ramseyer & Tschacher, 2011). Further investigation with larger samples will bring us more in-depth findings.

In the future, it should be ascertained what impression the audiences had of the interviews, in which the host and guest exhibited different degrees of synchrony, which was not examined in the current study. While interactants who showed synchrony were perceived as “mutually interested” by third parties who observe their interaction (Fujiwara et al., 2019), there seems much remains unknown in the mediated interview. Especially after the pandemic, interviews (mainly in information-driven interviews) could include reminders to viewers about infection control measures, and some of which would be more effective. If the greater synchrony between the host and the expert guest leads to more credibility for the interview program, the audiences may follow the reminder. As many studies have shown that interactants benefit from synchrony, it will be beneficial to examine the effects of synchronization on third parties.
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