Image Registration Algorithm Based on Convolutional Neural Network and Local Homography Transformation
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Abstract: In order to overcome the poor robustness of traditional image registration algorithms in illuminating and solving the problem of low accuracy of a learning-based image homography matrix estimation algorithm, an image registration algorithm based on convolutional neural network (CNN) and local homography transformation is proposed. Firstly, to ensure the diversity of samples, a sample and label generation method based on moving direct linear transformation (MDLT) is designed. The generated samples and labels can effectively reflect the local characteristics of images and are suitable for training the CNN model with which multiple pairs of local matching points between two images to be registered can be calculated. Then, the local homography matrices between the two images are estimated by using the MDLT and finally the image registration can be realized. The experimental results show that the proposed image registration algorithm achieves higher accuracy than other commonly used algorithms such as the SIFT, ORB, ECC, and APAP algorithms, as well as another two learning-based algorithms, and it has good robustness for different types of illumination imaging.
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1. Introduction

Image registration is a process of image matching and transformation of two or more different images. It is widely used in such fields as panoramic image splicing [1,2], high dynamic range imaging [3], simultaneous localization and mapping (SLAM) [4], and so on.

Traditional image registration algorithms are mainly classified into pixel-based algorithms and feature-based algorithms [5,6]. In pixel-based image registration algorithms, the original pixel values are directly used to estimate the transformation relationship between images [7,8]. Firstly, the homography matrix between a pair of images is initialized. Then, the homography matrix is used to transform the image, and the errors of pixel values of the transformed image are calculated. Finally, the optimization technique is used to minimize the error function to achieve image registration. The pixel-based algorithms usually run slowly and are effective to low-texture scenes, but have poor robustness to scale, rotation and brightness.

In feature-based image registration algorithms [9,10] such as SIFT [11], ORB [12], etc., feature points of images are generally extracted first, and the corresponding relationship between feature points of the two images is established by feature matching, and the optimal homography matrix is estimated by algorithms such as RANSAC [13], etc. Feature-based image registration algorithms are generally better and faster than pixel-based image registration, but feature-based algorithms require that there must be enough matching points between the two images and that the accuracy of matching
points is higher and the location distribution of matching points is uniform. Otherwise, the registration accuracy will be greatly reduced. Feature-based image registration algorithms generally have good robustness to scale and rotation and have robustness to brightness to some extent, but are not suitable for low-texture images.

Recently, some deep learning-based image registration algorithms have been proposed. DeTone et al. [14] proposed a homography matrix estimation algorithm with supervised learning. A 128 × 128 image \( I_A \) was generated by randomly clipping from an image \( I \), and then random perturbation values were added to the coordinates of the four corners of the image \( I_A \) to generate four perturbation points, so that four pairs of matching points were obtained. The homography matrix corresponding to the four pairs of points was calculated by using the coordinates of the four corners of image \( I_A \) and their corresponding perturbation points. The homography matrix was used to transform image \( I_A \) into image \( I_B \). Then, the images \( I_A \) and \( I_B \) were converted into grayscale images as samples, and the coordinate differences between the four corner points of \( I_A \) and their corresponding perturbation points in \( I_B \) were used as labels, with which a 10-layer VGG (Visual Geometry Group) network was trained, and finally a homography matrix estimation model that could be used for image registration was obtained. The algorithm has better robustness to brightness, scale, rotation, and texture. On the basis of DeTone’s work, Nguyen et al. [15] proposed a homography matrix estimation algorithm with unsupervised learning to solve the shortcoming of artificially generated labels in supervised learning, but this algorithm had weak robustness to illumination. The samples used in these two algorithms were mainly artificially generated samples. The artificial samples ensured that the accuracy of the samples and labels was high enough, which was a beneficial exploration for deep learning to solve the actual image registration problem. However, the artificial samples adopted by these two works default to no parallax between the images to be registered, so only four pairs of corresponding points are used to represent the registration relationship between the two images. However, in practice, there is parallax between the images to be registered, and the relationship between such kinds of images is often not exact homography transformation.

In image registration, it is necessary to estimate the homography matrix between the target image and the reference image. The homography matrix is used to transform the target image to achieve the alignment of the target image and the reference image in spatial coordinates. The transformation process is called image mapping or image transformation. According to the application scope of the homography matrix, image transformation can be divided into global homography transformation and local homography transformation. Global homography transformation [7,11,12,14,16] uses the same homography matrix to transform the whole image. It requires that the target image and the reference image contain basically the same image information in the overlapping region. It is only suitable for images with small or no parallax. When this condition is not satisfied, the accuracy of image registration will be reduced significantly. Local homography transformation algorithm [17–19] maps different regions of an image using different transformation matrices, which can better overcome the shortcomings of the global homography transformation algorithm. As-Projective-As-Possible (APAP) algorithm [19] is a representative local homography transformation algorithm. It first extracts the feature matching points between the images and then divides the images into a uniform grid. Moving direct linear transform (MDLT) is used to estimate the homography matrix of each grid. Finally, the homography matrix of each grid is used to implement local homography transformation on the image to be registered. For images that do not satisfy the condition of global homography transformation, the image registration accuracy achieved by APAP algorithm is higher than that achieved by the global homography transformation algorithm [20]. APAP algorithm is also a feature-based image registration algorithm in essence. It also has the characteristics of a feature-based image registration algorithm and has higher accuracy than the general feature-based image registration algorithm. The general image registration algorithm based on global homography transformation only uses one homography matrix estimation and one homography transformation, while APAP algorithm needs multiple homography matrices.
matrix estimations and homography transformations, so the speed of the APAP algorithm is slower than that of the general feature-based image registration algorithm.

The above two deep learning-based image registration algorithms are both for global homography transformation, and the used samples cannot be adopted to estimate the local homography matrix. Therefore, based on the above researches, an image registration algorithm based on deep learning and local homography transformation is proposed in this paper. An image sample and label generation method suitable for local homography transformation is designed so as to train the image registration model with convolutional neural network (CNN) effectively. The resulted image registration model can effectively reduce the error of image registration and overcome the defects of poor robustness of traditional image registration algorithms and low accuracy of existing deep learning-based image registration algorithms.

The main contributions of this paper are as follows: (1) A CNN and local homography transformation-based algorithm are proposed to solve the problem of image registration, which is a useful exploration for deep learning to solve the problem of image registration; (2) an image sample and label generation method suitable for local homography transformation is proposed, and the generated samples have good diversity and can simulate the actual image registration situation.

The rest of this paper is organized as follows. Section 2 mainly introduces the basic theory of the proposed algorithm, focusing on the image sample, label generation, CNN model, and loss function. Section 3 shows the experimental results, which verify the effectiveness of the proposed algorithm. The conclusion is given in Section 4, which summarizes the main work of this paper and analyses the shortcomings of the algorithm and possible improvement aspects.

2. Image Registration Algorithm Based on Deep Learning and Local Homography Transformation

In supervised learning-based image registration, sample labeling is required first. However, the cost of labeling samples manually is too high, and it is usually difficult to ensure the labeling accuracy, as well as to collect enough diverse images for registration. To solve this problem, an image registration algorithm based on deep learning and local homography transformation is proposed in this paper. Firstly, a sample and label generation method for deep learning is designed. In this method, direct linear transformation (DLT) and moving direct linear transformation (MDLT) are used to automatically generate more reasonable and effective samples and labels for deep learning, and then supervised learning is used to train CNN so as to obtain the image registration model, with which the local homography transformation-based image registration can be achieved.

2.1. Direct Linear Transformation (DLT)

If there is no parallax between the reference and target images, the mapping relationship between the two images is simple homographic, which can be described by the homography matrix. Suppose that two points with coordinates \( x' = [x', y']^T \) and \( x = [x, y]^T \) are the corresponding matching points on the reference image \( I' \) and the target image \( I \) respectively, and the corresponding relationship between these two points can be expressed as

\[
\begin{align*}
\tilde{x}' &= H\tilde{x} \\
\tilde{x}' &= \begin{pmatrix} x' \\ y' \\ 1 \end{pmatrix}, \quad H = \begin{pmatrix} h_{11} & h_{12} & h_{13} \\ h_{21} & h_{22} & h_{23} \\ h_{31} & h_{32} & h_{33} \end{pmatrix}.
\end{align*}
\]
In the non-homogeneous coordinates, the corresponding relationship between matching points \( \mathbf{x} \) and \( \mathbf{x}' \) can be expressed as

\[
\mathbf{x}' = \frac{x''}{z''} = \frac{h_{11}x + h_{12}y + h_{13}}{h_{31}x + h_{32}y + h_{33}} \quad \mathbf{y}' = \frac{y''}{z''} = \frac{h_{21}x + h_{22}y + h_{23}}{h_{31}x + h_{32}y + h_{33}}
\] (2)

Transform Equation (1) into the form of 0\( _{3 \times 1} = \mathbf{x}' \times \mathbf{H} \mathbf{x} \) and obtain

\[
\begin{pmatrix}
0 \\
0
\end{pmatrix} = \begin{pmatrix}
0 & 0 & 0 & -x & -y & -1 & xy' & yy' & y' \\
x & y & 1 & 0 & 0 & 0 & -xx' & -yx' & -x'
\end{pmatrix} \mathbf{h}
\] (3)

where \( \mathbf{h} = (h_{11} \ h_{12} \ h_{13} \ h_{21} \ h_{22} \ h_{23} \ h_{31} \ h_{32} \ h_{33})^T \).

When estimating \( \mathbf{H} \), more matching point information can be used to reduce the estimation error. In Equation (3), only two rows of the \( 3 \times 9 \) coefficient matrix on the right side of the equation are independent. By selecting the first two rows to form an independent coefficient matrix \( \mathbf{A}_i \), and taking all matching points into account, a \( 2N \times 9 \) coefficient matrix \( \mathbf{A} \) can be formed. By using the least square method, the solution of \( \mathbf{h} \) can be expressed as

\[
\mathbf{h} = \arg\min_{\mathbf{h}} \sum_{i=1}^{N} \| \mathbf{A}_i \mathbf{h} \|^2 = \arg\min_{\mathbf{h}} \| \mathbf{A} \mathbf{h} \|^2
\] (4)

where \( \mathbf{h} \) is an estimation of \( \mathbf{h} \), \( \| \mathbf{A} \mathbf{h} \| \) denotes the two norms of vector \( \mathbf{A} \mathbf{h} \), \( \mathbf{h} \) is the normalized unit vector, \( N \) denotes the total number of pairs of matching points, and \( \mathbf{A}_i \) denotes the independent coefficient matrix corresponding to the \( i \)th pair of matching points. Singular value decomposition (SVD) can be used to calculate \( \mathbf{h} \). The right singular vector corresponding to the minimum singular value of \( \mathbf{A} \) is the result. The estimation of homography matrix \( \mathbf{H} \) is obtained by arranging the elements of vector \( \mathbf{h} \) in a certain order.

Considering that SVD is time-consuming, which will affect the training speed of the neural network, Equation (3) is transformed into the form of non-homogeneous linear least squares. Let \( h_{33} = 1 \), two independent non-homogeneous linear equations can be obtained as

\[
\mathbf{A}'_i \mathbf{h}' = \mathbf{b}'_i
\] (5)

\[
\mathbf{A}'_i = \begin{pmatrix}
0 & 0 & 0 & -x & -y & -1 & xy' & yy' & y' \\
x & y & 1 & 0 & 0 & 0 & -xx' & -yx' & -x'
\end{pmatrix}
\] (6)

\[
\mathbf{h}' = (h_{11} \ h_{12} \ h_{13} \ h_{21} \ h_{22} \ h_{23} \ h_{31} \ h_{32})^T
\] (7)

\[
\mathbf{b}'_i = \begin{pmatrix}
-y' \\
x'
\end{pmatrix}
\] (8)

If all \( N \) matching points are included, then Equation (4) can be represented as

\[
\mathbf{h}' = \arg\min_{\mathbf{h}'} \sum_{i=1}^{N} \| \mathbf{A}'_i \mathbf{h}' - \mathbf{b}'_i \|^2 = \arg\min_{\mathbf{h}'} \| \mathbf{A}' \mathbf{h}' - \mathbf{b}' \|^2
\] (9)

where \( \mathbf{h}' \) is the estimation of \( \mathbf{h}' \), and \( \mathbf{A}' \) is the coefficient matrix of \( 2N \times 8 \) obtained by arranging all coefficient matrices \( \mathbf{A}'_i \) in the vertical direction. \( \mathbf{b}' \) is a constant column matrix of \( 2N \times 1 \) obtained by arranging all the constant column matrices \( \mathbf{b}'_i \) in the vertical direction.
Let \( E = \|A' \hat{h}' - b'\|^2 \); \( \hat{h}' \) can be calculated through \( \frac{dE}{dh} = 0 \)

\[
\hat{h}' = \left( A'^T A' \right)^{-1} A'^T b'
\]  

(10)

2.2. Moving Direct Linear Transformation (MDLT)

For an image with a certain parallax, the relationship between the reference and target images is no longer a simple homography transformation. In this case, the global homography transformation cannot ensure the accuracy of image registration, and simple local homography transformation will cause a blocking effect, which destroys the visual quality of the image. It is a good choice to use the MDLT algorithm for local homography transformation. The MDLT algorithm not only has high accuracy of image registration, but also can smooth different image blocks, taking into account the accuracy of image registration and the overall visual quality of the image.

Firstly, the image to be transformed is divided into several image blocks, and then all matching points of the two images are taken into account. For each of the image blocks, according to the central position of the image block, the weights are assigned to all matching points so as to estimate the homography matrix corresponding to this image block. Accordingly, Equation (4) can be rewritten as

\[
\hat{h}_j = \arg\min_{h_j} \sum_{i=1}^{N} \| \omega_{ij}(A_i h - b) \|^2 = \arg\min_{h_j} \| W_j(A' h' - b') \|^2
\]  

(11)

where \( \hat{h}_j \) represents an estimation of the homography matrix of the \( j \)th image block, \( \omega_{ij} \) is a weight that changes with the coordinate of the center point of the current image block, and \( W_j \) is a diagonal matrix that represents the weights of all matching points, and

\[
W_j = \text{diag}\left( \omega_{1j} \omega_{1j} \cdots \omega_{ij} \omega_{ij} \cdots \omega_{Nj} \omega_{Nj} \right)
\]  

(12)

The weight \( \omega_{ij} \) is determined by the distance between the \( i \)th matching point and the center point of the \( j \)th image block. The smaller the distance, the larger the weight. Zaragoza et al. [19] used Gaussian function to calculate the weight

\[
\omega_{ij} = \max\left\{ \exp\left( -\frac{||x_i - x_j^*||^2}{\sigma^2} \right), \gamma \right\}
\]  

(13)

where \( x_j^* \) represents the coordinate of the center point of the \( j \)th image block, \( x_i \) represents the coordinate of the \( i \)th matching point of the image to be transformed, \( \sigma \) is the scale factor, and \( \gamma \) is the minimum weight value, which prevents the weight of some matching points far from the current image block from being too small.

Lin et al. [21] proposed another method of calculating weights, using Student-t distribution function instead of Gaussian distribution function, which is represented as

\[
\omega_{ij} = \left( 1 + \frac{||x_i - x_j^*||^2}{\nu \sigma^2} \right)^{-\frac{\nu+1}{2}}
\]  

(14)

Because the student t-distribution function is smoother than the Gaussian distribution function, it is not easy for the block effect caused by local homography transformation to appear, so the student-t
distribution function is adopted in this paper. By using the same analysis method of the DLT algorithm, the estimation of the local homography matrix is finally calculated as follows:

\[
\hat{h}_j = \left( A^T W^2 A \right)^{-1} A^T W^2 b
\]  \hspace{1cm} (15)

2.3. Sample and Label Generation Method Based on Local Homography Transformation

In the homography matrix, the rotational and shear components are often much smaller than the translation components, so it is difficult for a model to converge if the homography matrix is used as a label directly. Therefore, DeTone et al. proposed a method of substituting four pairs of corresponding points for the homography matrix \([14]\). The algorithm uses global homography transformation and is only suitable for the registration of an image without parallax. However, the actual images usually have parallax.

To overcome the shortcomings of DeTone’s method, an improved sample generation method based on local homography transformation is proposed to generate sample images with parallax, as illustrated in Figure 1. The sample and label generation process is described in detail as follows:

1. **Step 1:** Firstly, add random perturbation values to the coordinates of the four corners \([P_1, P_2, P_3, P_4]\) of the original image \(I_A\) to obtain four new points \([P'_{1}, P'_{2}, P'_{3}, P'_{4}]\), where the ranges of the random perturbation values in horizontal and vertical directions are \([-\rho_x, \rho_x]\) and \([-\rho_y, \rho_y]\), respectively. The two points before and after the perturbation form a pair of corresponding points, therefore, a total of
four pairs of corresponding points are obtained, as shown in Figure 1a. Then, calculate the homography matrix $H^{AB}_{4pt}$ corresponding to the four pairs of corresponding points.

Step 2: Randomly select a point $p$ in the original image $I_A$, cut out a block $I'_A$ with fixed size using $p$ as the upper left corner of the block, and divide the block into a uniform grid to get $M \times N$ grid points $G_A$, as illustrated in Figure 1b.

Step 3: According to Equations (1) and (2), transform the $M \times N$ grid points $G_A$ into new corresponding $M \times N$ points $G'_A$ by using the homography matrix $H^{AB}_{4pt}$, as illustrated in Figure 1c.

Step 4: Add random perturbation values to each of the new corresponding $M \times N$ points $G'_A$ to get $M \times N$ perturbation points $G''_A$, as illustrated in Figure 1d. The ranges of random perturbation values in horizontal and vertical directions are $[-\rho'_x, \rho'_x]$ and $[-\rho'_y, \rho'_y]$, respectively, and $\rho'_x < \rho_x/2$, $\rho'_y < \rho_y/2$, so as to ensure the global consistency of these random perturbation points.

Step 5: Through the $M \times N$ uniform grid points, $G_A$ generated in Step 2 and $M \times N$ corresponding perturbation points $G''_A$ generated in Step 4, the corresponding global homography matrix $H^{AB}_{g}$ is calculated by the DLT algorithm. Then transform the $M \times N$ uniform grid points $G_A$ into new points $G'''_A$ by using $H^{AB}_{g}$ and calculate the root mean square error (RMSE) between $G'_A$ and $G'''_A$. After that, divide the original image $I_A$ into an $m \times n$ uniform grid according to the RMSE, as shown in Figure 1e. If the RMSE is large, which means that there is a strong locality between $G_A$ and $G'_A$, the grid of the original image should be partitioned smaller to improve the local accuracy; conversely, if the RMSE is small, it means that the local homography matrices have strong global character, therefore, the grid of the original image can be partitioned larger so as to speed up sample generation. The number of rows and columns of the uniform grid can be determined by

$$m = \text{int}\left( \min \left( 1 + \frac{H \cdot x \text{rmse}}{\rho'_x h_{\min}}, \frac{H}{h_{\min}} \right) \right), \quad n = \text{int}\left( \min \left( 1 + \frac{W \cdot x \text{rmse}}{\rho'_y w_{\min}}, \frac{W}{w_{\min}} \right) \right) \tag{16}$$

where $m$ and $n$ are the number of rows and columns of the uniform grid, $W$ and $H$ are the width and height of the image $I_A$, $x \text{rmse}$ and $y \text{rmse}$ represent the RMSE between $G'_A$ and $G'''_A$ in horizontal and vertical directions, and $w_{\min}$ and $h_{\min}$ represent the minimum width and minimum height of each image block, respectively. $w_{\min}$ and $h_{\min}$ should not be too small, otherwise, it will cause too many blocks of some samples, which will affect the speed of sample generation; however, it also should not be too large, so as to avoid too few blocks of samples, which will result in an unnatural block effect in the transformed image.

Step 6: Calculate the local homography matrix $H^{AB}_j (j = 1, 2, \ldots, m \times n)$ corresponding to each block of the $m \times n$ uniform grid with the MDLT algorithm, in which the $M \times N$ pairs of corresponding points between $G_A$ and $G''_A$ are used as the pairs of matching points, so that the $m \times n$ local homography matrices $H^{AB}_j = \{H^{AB}_j\}_{j = 1, 2, \ldots, m \times n}$ are obtained. Then transform the original image $I_A$ into a new image $I_B$ with $H^{AB}_j$ and calculate the coordinate of the points $G_B$ in image $I_B$ corresponding to $G_A$ in $I_A$ with $H^{AB}_j$.

Figure 1f shows the image $I_B$ generated from the original image $I_A$ shown in Figure 1a after local homography transformation, and the grid points in Figure 1f represent the new grid points generated by local homography transformation corresponding to the $M \times N$ uniform grid points $G_A$ in Figure 1b.

Step 7: For image $I_B$, an image block with the same size and coordinates as that of $I'_A$ in image $I_A$ is cropped as $I'_B$. Image $I'_A$ and image $I'_B$ constitute the alternative sample of the neural network. The coordinate difference $G_{AB}$ between the points $G_B$ in image $I_B$ and its corresponding points $G_A$ in image $I_A$ forms the alternative label of the neural network.

Figure 1g gives a pair of alternative samples cropped from the images in Figure 1b,f.

Step 8: In the process of generation of image $I_B$, if the overlap degree of two sample images is too low because of the extreme distribution of perturbation point $G'_A$, the samples are regarded to be invalid and will be discarded.
The calculation of the overlap degree of two sample images is illustrated in Figure 1h. Let $I''_A$ be the corresponding binary mask of sample image $I'_A$ in the original image $I_A$. Transform the mask image $I''_A$ through the local homography matrix $H_{AB}^L$ so as to obtain the corresponding binary mask $I''_B$ in the image $I_B$. Then the binary mask images $I''_A$ and $I''_B$ are intersected to get the binary mask image $I''_{AB}$, in which the non-zero-pixel region indicates the overlap region of the two sample images, as shown in Figure 1h. Thus, the overlap degree of two sample images is calculated as

$$\vartheta = \frac{S_{AB}}{S_A}$$

where $\vartheta$ denotes the overlap degree, $S_A$ denotes the number of non-zero pixels in $I''_A$, and $S_{AB}$ denotes the number of non-zero pixels in $I''_{AB}$. If $\vartheta$ of two sample images is lower than a threshold, the two sample images will be discarded.

2.4. Loss Function and Convolutional Neural Network

RMSE can be used as a loss function of CNN, which is defined by

$$L_s = \left( \frac{1}{k} \sum_{i=1}^{k} \| x_i - \hat{x}_i \|^2 \right)^{1/2}$$

where $x_i$ is the label value of the $i$th pair of matching points, $\hat{x}_i$ is the corresponding output value of the CNN, and $k$ is the total number of pairs of matching points.

General CNN can be used to obtain the image registration model. In this paper, three network architectures including VGG [22], Googlenet [23] and Xception [24] are compared. The structure of the VGG network is simple and the depth of the network is easily expanded, but its training speed is slow and it requires a lot of hardware resources. For simplicity, we adopted a 10-layer VGG network [14] in the experiments. Googlenet can deepen the depth and width of the neural network, speed up the training speed, and reduce the hardware resources needed by the network. The convergence speed of the Xception network is fast, and the hardware resources required are also less. Additionally, the convergence performance of the Xception network is generally better than that of VGG and Googlenet networks.

3. Experimental Results and Analysis

To test the performance of the proposed algorithm, it is compared with Scale-Invariant Feature Transform (SIFT) algorithm [11], Oriented FAST and Rotated BRIEF(ORB) algorithm [12], Error Checking and Correction (ECC) algorithm [7], APAP [19], the DeTone’s algorithm [14], and the Nguyen’s algorithm [15]. The experiments are implemented on a computer with Intel i7-6700 CPU, 32 GB memory, one NVIDIA GTX 1080 Ti GPU, and the operating system used is Ubuntu 16.04 LTS.

The performances of different image registration algorithms are compared in terms of accuracy, running time and robustness. The three algorithms of SIFT, ORB and ECC are implemented by using Python OpenCV. The RANdom SAmple Consensus (RANSAC) threshold of SIFT and ORB algorithms is 5. The maximum number of iterations of the ECC algorithm is 1000. The adopted framework of deep learning is TensorFlow [25]. The APAP, DeTone’s algorithm and Nguyen’s algorithm are implemented with Python programming language on the same platform.

To facilitate comparison with the DeTone’s and Nguyen’s algorithms, the size of sample images used in this paper is the same as that of DeTone’s and Nguyen’s algorithms. The used perturbation values consist of components in horizontal and vertical directions, the range of which should not be too small or too large. If the perturbation range is too small, the generated perturbation value will be small, which will reduce the diversity of the samples and weaken the generalization ability of the model. However, if the perturbation range is too large, it may easily generate some samples with extreme
deformation, which will make the training of the model more difficult and lead to the reduction of prediction accuracy of the model. The maximum perturbation values $\rho_x$ or $\rho_y$ of corner points in Step 1 of the proposed image sample and label generation method should not exceed half of the width or height of the original image respectively. Generally, taking $1/3$–$1/10$ of the image width or height can ensure that the generated samples have better diversity and visual quality. Similarly, in Step 4, taking $1/3$–$1/10$ of $\rho_x$ for $\rho'_x$, $1/3$–$1/10$ of $\rho_y$ for $\rho'_y$ can achieve better results.

The original data sets used in the experiments are MS-COCOCO2014 and MS-COCOCO2017 data sets [26]. Firstly, all images in these two data sets are scaled to $320 \times 240$, on which the proposed sample and label generation method is performed to obtain the gray-scale sample images with the size of $128 \times 128$. The maximum perturbation values $\rho_x$ and $\rho_y$ in horizontal and vertical directions of the corner points in Step 1 are set to 45, and the number of matching points for each pair of images in Step 2 is set to $5 \times 5$. The maximum perturbation values $\rho'_x$ and $\rho'_y$ in Step 4 are set to 11. In Step 5, the values of $w_{\text{min}}$ and $h_{\text{min}}$ are both 5. In Step 8, the threshold of overlap degree is 0.3, that is, when the overlap degree is lower than 0.3, the sample will be discarded. To increase the robustness of the model and reduce the possibility of over-fitting, image augmentation technology [27] is also used in the generation of training samples. The color and brightness of some of the sample images are randomly changed, and some of the sample images are processed with Gamma transformation. Finally, a total of 500,000 pairs of images are generated as a training set, 10,000 pairs of images as a validation set, and 5000 pairs of images as a test set.

In order to prove the generality of the proposed algorithm, three CNNs, including VGG, Googlenet and Xception, are used to train and test each of the learning-based image registration algorithms. The used optimization algorithm is Adam [28], where $\beta_1 = 0.9$, $\beta_2 = 0.999$, $\epsilon = 10^{-8}$. The batch size is 128. The initial learning rate of the proposed algorithm and supervised learning of DeTone’s algorithm is 0.0005, and that of unsupervised learning of Nguyen’s algorithm is 0.0001. To prevent over-fitting, dropout [29] is used before the output layer of all neural networks. In the process of training, the test error of the validation set can be observed. When the test error of the validation set is no longer reduced, the training is stopped to prevent under-fitting or over-fitting.

When training the network models of the DeTone’s algorithm and Nguyen’s algorithm, the perturbation values of their samples are also set to 45, the same optimization techniques and image augmentation techniques as well as the same CNN are adopted. The number of training samples generated is the same as that of the proposed algorithm, and the training methods and observation methods are also the same. All algorithms are tested on the test set generated by the proposed method to ensure the objectivity of the comparison.

### 3.1. Accuracy of Image Registration

The accuracy of image registration can be measured by RMSE of registration points, which is defined by

$$RMSE(f) = \sqrt{\frac{1}{k} \sum_{i=1}^{k} \|f(x_i) - x'_i\|^2}$$  \hspace{1cm} (19)$$

where $x_i$ denotes the coordinates of grid points $G_A$ in image $I_A$, and $x'_i$ denotes the coordinates corresponding to $x_i$ in image $I_B$; $f$ represents different image registration models, and the proposed algorithm and APAP algorithm use the local homography matrix, while the other algorithms use the global homography matrix as their image registration model; $f(x_i)$ denotes the coordinates transformed from $x_i$ by using the image registration model $f$, which is the estimation of $x'_i$; $k$ is the total number of matching points in the pair of images, and it is set to 25 in the experiments.

Table 1 shows the average RMSE of registration points achieved by several different image registration algorithms when implemented on the test set generated by the proposed method. To better present the performance of learning-based image registration algorithms, Table 1 gives in detail
the registration accuracy of several deep learning-based image registration algorithms using VGG, Googlenet and Xception neural networks, respectively.

Table 1. RMSE comparison of different image registration algorithms.

| Algorithmic Type | Algorithm       | RMSE  |
|------------------|-----------------|-------|
| Pixel based      | ECC             | 18.13 |
|                  | SIFT            | 5.077 |
| Feature based    | ORB             | 17.751|
|                  | APAP            | 4.458 |
| Learning based   | DeTone + VGG    | 11.844|
|                  | DeTone + Googlenet | 10.512|
|                  | DeTone + Xception | 10.011|
|                  | Nguyen + VGG    | 10.455|
|                  | Nguyen + Googlenet | 9.936 |
|                  | Nguyen + Xception | 9.861 |
|                  | Proposed + VGG  | 6.113 |
|                  | Proposed + Googlenet | 4.344|
|                  | Proposed + Xception | 2.339|

From Table 1, it can be seen that the accuracy of the pixel-based ECC image registration algorithm is the lowest, and that of the feature-based SIFT image registration algorithm is higher. The APAP algorithm takes into account the locality of image registration, so it achieves the best result among the pixel-based and feature-based algorithms. The performance of the learning-based image registration algorithms is related to the used CNN models, and more advanced CNN models have higher image registration accuracy. The samples used by the DeTone’s algorithm and Nguyen’s algorithm are relatively simple, so there is little difference in the accuracy of image registration under different neural networks. These two algorithms do not fully consider the locality of image registration, resulting in low accuracy of image registration. Compared with other algorithms, the proposed algorithm achieves the highest image registration accuracy by using the Xception network model. In addition, from Table 1, it is seen that the effect of the proposed algorithm under Xception network is better than that under Googlenet and VGG networks. This is because the samples and labels used in the proposed algorithm are more complex, and there are obvious differences under different neural networks. When combined with more advanced CNN models, the proposed algorithm can achieve higher accuracy of image registration.

3.2. Running Time

To compare the calculation complexity of different image registration algorithms, Table 2 shows the average running time of each algorithm running for 10 times, where all algorithms are implemented under a computer with Intel i7-6700 CPU, 32 GB memory and one NVIDIA GTX 1080 Ti GPU. It is seen that APAP algorithm runs slowest due to the use of the local homography matrix and ORB algorithm runs fastest among the traditional image registration algorithms. For learning-based image registration algorithms, Table 2 gives the running time when the algorithms are accelerated with one GPU, as well as the running time achieved without the GPU. It is seen that GPU can significantly speed up the learning-based algorithms. The running speed of GPU is much faster than that of CPU, and different neural network models achieve different running speeds, among which Xception runs the slowest and Googlenet runs the fastest. Because the DeTone’s and Nguyen’s algorithms are only different in loss function and the neural network model is basically the same, the running time of the two algorithms are the same under the same conditions. The proposed algorithm involves the estimation of local homography matrices, so it runs slower than DeTone’s and Nguyen’s algorithms under the same neural network.
Table 2. Running time comparison of different image registration algorithms.

| Algorithmic Type | Algorithm | Running Time of GPU (s) | Running Time of CPU (s) |
|------------------|-----------|------------------------|------------------------|
| Pixel based      | ECC       | -                      | 226                    |
| Feature based    | SIFT      | -                      | 99                     |
|                  | ORB       | -                      | 65                     |
|                  | APAP      | -                      | 456                    |
| Learning based   | DeTone + VGG | 36.2                 | 123                    |
|                  | DeTone + Googlenet | 26.9                 | 57.3                   |
|                  | DeTone + Xception | 46.2                 | 208                    |
|                  | Nguyen + VGG | 36.2                 | 123                    |
|                  | Nguyen + Googlenet | 26.9                 | 57.3                   |
|                  | Nguyen + Xception | 46.2                 | 208                    |
|                  | Proposed + VGG | 47.2                 | 138                    |
|                  | Proposed + Xception | 59.6                 | 213                    |

3.3. Robustness to Illumination, Color and Brightness

In order to compare the robustness of different image registration algorithms to illumination, color, and brightness, the test set in the experiments is augmented, and the used image augmentation method is the same as that of the training set. After image augmentation, the registration accuracy and failure rate of each algorithm are compared. We only randomly augmented some of the images in the test set, but not all of them. The higher the number of augmented images is, the higher the image augmentation degree of the test set is, and the test set has more diversity in illumination, color and brightness. The image augmentation degree can be represented by the probability of an image being augmented in the test set. Each algorithm runs 10 times repeatedly, during which the image augmentation is randomly implemented at a pre-specified image augmentation degree, and the average result of the 10 runs is taken as the final result of this algorithm with respect to the pre-specified image augmentation degree. Therefore, the image augmentation degree also represents the degree that the test set is affected by image augmentation.

The accuracy and failure rate of image registration can be used to measure the robustness of different image registration algorithms. Since the maximum perturbation values of each grid point in the sample image in the horizontal and vertical directions are $\rho_x$ and $\rho_y$ respectively, when the accuracy of image registration of a pair of images is greater than $\sqrt{\rho_x^2 + \rho_y^2}$, the pair can be considered as a registration failure, and the failure rate of image registration on the test set can further be calculated. Considering that the RMSE values of test samples failed to be registered may be too large, and these extreme data may affect the RMSE values of the whole test set greatly, therefore, the RMSE of the whole test set is defined as

$$RMSE_i = \min(RMSE_i, \sqrt{\rho_x^2 + \rho_y^2})$$

$$RMSE = \frac{1}{K} \sum_{i=1}^{K} RMSE_i$$  \hspace{1cm} (20)

where $RMSE_i$ represents the RMSE value of the $i$th pair of images, and $K$ denotes the total number of image pairs in the test set.

Figures 2–5 show the failure rate and RMSE achieved by different algorithms under different image augmentation degrees. The abscissa is the image augmentation degree of the test set, which changes from 0.0 to 1.0 with a step size of 0.1; the ordinate represents the registration failure rate or RMSE. Figure 2 shows the robustness comparison of seven image registration algorithms, in which the CNN model used by DeTone’s and Nguyen’s algorithms is VGG, while the model used by the proposed algorithm is Xception. As can be seen from Figure 2, the robustness of the traditional image registration algorithms to illumination, color, and brightness is very poor, and the robustness of the learning-based algorithms, especially the supervised learning-based algorithm, is better than that of
the traditional ones. Figures 3–5 further give robustness analysis of the three learning-based image registration algorithms under three different CNN models. The used three CNN models are VGG, Googlenet and Xception, respectively. It can be seen that under the same neural network model, the robustness of Nguyen’s algorithm is inferior to the other two algorithms. Nguyen’s algorithm uses L1 norm as a loss function in the unsupervised learning algorithm, requiring the same image augmentation parameters for $I'_A$ and $I'_B$ in each pair of samples during the training, otherwise, the model will not converge normally, which results in the poor robustness of the unsupervised learning image registration algorithm. In contrast, DeTone’s algorithm and the proposed algorithm do not have this problem, because both of them adopt supervised learning; the label value can supervise the training of the neural network very well, so the model has better robustness.

Figure 2. Robustness of seven image registration algorithms under different image augmentation degrees: (a) Failure rate; (b) RMSE.

Figure 3. Robustness of DeTone’s algorithm, Nguyen’s algorithm and the proposed algorithm using VGG: (a) Failure rate; (b) RMSE.
unsupervised learning image registration algorithm. In contrast, DeTone’s algorithm and the proposed algorithm do not have this problem, because both of them adopt supervised learning; the label value can supervise the training of the neural network very well, so the model has better robustness.

Figure 2. Robustness of seven image registration algorithms under different image augmentation degrees: (a) Failure rate; (b) RMSE.

Figure 3. Robustness of DeTone’s algorithm, Nguyen’s algorithm and the proposed algorithm using VGG: (a) Failure rate; (b) RMSE.

Figure 4. Robustness of DeTone’s algorithm, Nguyen’s algorithm and the proposed algorithm using Googlenet: (a) Failure rate; (b) RMSE.

Figure 5. Robustness of DeTone’s algorithm, Nguyen’s algorithm and the proposed algorithm using Xception: (a) Failure rate; (b) RMSE.

In order to further analyze the influence of different perturbation values on the accuracy of the proposed algorithm, four maximum perturbation values in Step 1 including 24, 28, 32, and 36 are tested on test sets with different image augmentation degrees, respectively. The experimental results are shown in Figure 6, in which the abscissa and ordinate are the image augmentation degree of the test set and RMSE achieved by different image registration algorithms, respectively. It can be seen that as the maximum perturbation value $\rho$ decreases, the RMSE of image registration also decreases, that is, the higher the accuracy of image registration.
Aiming at the problem of image registration with parallax, an image registration algorithm is proposed. The proposed algorithm with Xception model is superior to the proposed algorithms with Googlenet and VGG neural network models. The higher the accuracy of feature point matching is. From Figure 7, it is also noticed that the proposed method described in Section 2.3. The yellow boxes in the right images indicate the ground truth, and the yellow boxes are the estimation results: (a) $\rho = 36$; (b) $\rho = 32$; (c) $\rho = 28$; (d) $\rho = 24$.

Figure 7 gives the visualized homography estimation results. The red boxes in the left images are mapped to the red boxes in the right images. These red boxes are labels, which are generated by the proposed method described in Section 2.3. The yellow boxes in the right images indicate the results of homography estimation. The more the red and yellow boxes in the right images coincide, the higher the accuracy of feature point matching is. From Figure 7, it is also noticed that the proposed algorithm with Xception model is superior to the proposed algorithms with Googlenet and VGG neural network models.

Figure 7 gives the visualized homography estimation results. The red boxes in the left images are mapped to the red boxes in the right images. These red boxes are labels, which are generated by the proposed method described in Section 2.3. The yellow boxes in the right images indicate the results of homography estimation. The more the red and yellow boxes in the right images coincide, the higher the accuracy of feature point matching is. From Figure 7, it is also noticed that the proposed algorithm with Xception model is superior to the proposed algorithms with Googlenet and VGG neural network models.

In order to further analyze the influence of different perturbation values on the accuracy of the proposed algorithm, the experimental test set with different image augmentation degrees is tested on test sets with different image augmentation degrees, respectively. The experimental results show that as the maximum perturbation value increases, the accuracy of image registration decreases, that is, the higher the accuracy of image registration.

The perturbation value cannot be set very large, otherwise it will cause unnatural deformation and weak locality. In addition, compared with the traditional algorithms, the proposed algorithm has higher requirements on hardware and takes a longer time to generate samples and train neural networks. The proposed algorithm can be used for local homography matrix estimation and improves the weak locality of the image. Therefore, the proposed algorithm is more suitable for the sample with weak locality.

In this paper, the MDLT algorithm is adopted to generate samples with local matching points. The robustness of the proposed algorithm under different perturbation values and CNNs: (a) $\rho = 36$; (b) $\rho = 32$; (c) $\rho = 28$; (d) $\rho = 24$.
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4. Conclusions

Aiming at the problem of image registration with parallax, an image registration algorithm based on deep learning and local homography transformation is proposed. A sample and label generation method suitable for local homography matrix estimation is designed by using DLT and MDLT, so as to obtain an effective image registration model through supervised learning. The proposed algorithm overcomes the defect that the existing learning-based image registration algorithm cannot be used for local homography matrix estimation and improves the weak robustness of traditional image registration algorithms. Experimental results show that the proposed algorithm achieves high image registration accuracy; low time complexity; and good robustness to illumination, color, and brightness. In particular, the combination of the proposed algorithm and a better CNN architecture can significantly improve the accuracy of image registration.

In this paper, the MDLT algorithm is adopted to generate samples with local matching points. The perturbation value cannot be set very large, otherwise it will cause unnatural deformation and dislocation of the image. Therefore, the proposed algorithm is more suitable for the sample with weak locality. In addition, compared with the traditional algorithms, the proposed algorithm has higher requirements on hardware and takes a longer time to generate samples and train neural networks; this will be improved in further work.
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