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Abstract
We construct several series of explicit presentations of infinite hyperbolic groups enjoying Kazhdan’s property (T). Some of them are significantly shorter than the previously known shortest examples. Moreover, we show that some of those hyperbolic Kazhdan groups possess finite simple quotient groups of arbitrarily large rank; they constitute the first-known specimens combining those properties. All the hyperbolic groups we consider are non-positively curved $k$-fold generalized triangle groups, that is, groups that possess a simplicial action on a CAT(0) triangle complex, which is sharply transitive on the set of triangles, and such that edge-stabilizers are cyclic of order $k$.
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INTRODUCTION

It is a long-standing open question, going back to a remark of Gromov in his seminal monograph [35, Remark 5.3.B], whether every hyperbolic group is residually finite. This question is equivalent to determining whether every non-trivial hyperbolic group has a non-trivial finite quotient (see [41, Theorem 1.2] or [57, Theorem 2]). Using Olshanskii’s Common Quotient Theorem, those two questions can further be shown equivalent to the following, which illustrates that the problem of residual finiteness of hyperbolic groups is related to the asymptotic properties of the finite simple groups (see [16, § 5.3] for an expository account):

**Question 1.1.** Let $\mathcal{S}_d$ be the collection of those finite simple groups that contain an isomorphic copy of the alternating group $\text{Alt}(d)$. Does every non-elementary hyperbolic group admit a quotient in $\mathcal{S}_d$ for all $d$?

A group that admits a finite quotient belonging to $\mathcal{S}_d$ for all $d$ is said to have *finite simple quotients of arbitrarily large rank*.

Kazhdan’s property (T) is relevant when trying to answer these questions negatively, that is, finding a hyperbolic group that is not residually finite or does not admit finite simple quotients of arbitrarily large rank. Indeed, the groundbreaking work of Agol, Haglund and Wise implies that all compactly cubulated hyperbolic groups are residually finite, see [2] and references therein. On the other hand, property (T) is incompatible with cocompact cubulations for an infinite group, see [54]. Moreover, the finite-dimensional unitary representations of Kazhdan groups are subjected to various rigidity theorems, see [73] and [64]. It is thus tempting to believe that a hyperbolic group with Kazhdan’s property (T) should have fewer finite simple quotients than other hyperbolic groups.

This circle of ideas caused us to systematically investigate finite quotients and property (T) for certain small hyperbolic groups. The condition ‘small’ here means ‘having a short presentation’ and is imposed for practical reasons: Many of our investigations involved computer-aided experiments and calculations, and groups with short presentations are generally easier to work with. On a related note, using MAGMA, we can check the existence of finite simple quotients only up to a certain order ($5 \cdot 10^7$) and we expect that for a small group the quotients in this region may give a meaningful impression of general finite simple quotients while for a larger group they will likely be noise.

For theoretic considerations, the structure of a group presentation is of course more relevant than its length. For that reason, we have focused our study on the class of $k$-fold generalized triangle groups, all of which have a presentation whose structure is fairly transparent. Following Lubotzky–Manning–Wilton [50], we define such a group as the fundamental group of a triangle of finite groups with trivial face group, cyclic edge groups of order $k$, and finite vertex face groups.

---

1 Another known obstruction to the existence of a cocompact cubulation is provided by the work of Delzant–Gromov [25] and Delzant–Py [26] on Kähler groups; in particular, cocompact lattices in $SU(n, 1)$, with $n \geq 2$, are hyperbolic groups that are neither Kazhdan, nor virtually special.
HYPERBOLIC GENERALIZED TRIANGLE GROUPS

A 2-fold generalized triangle group is a Coxeter group, and no infinite Coxeter group has (T) (see [13]). The aforementioned work [50] provides infinitely many examples of hyperbolic $k$-fold generalized triangle groups with (T), for $k \geq 18$. In this paper, we obtain examples with $k = 5$, as well as infinite families of examples with $k$ any prime $\geq 7$.

For $k = 5$, our examples include the following, where the commutator of two elements $x, y$ is defined by $[x, y] = x^{-1} y^{-1} x y$, while the symbol $[x_1, \ldots, x_n]$ denotes the $n$th commutator $[[[x_1, x_2], \ldots], x_n]$.

**Theorem 1.2.** Each of the groups

\[
\mathcal{H}_{31} = \langle a, b, c \mid a^5, b^5, c^5, [a, c], [b, c, b], [b, c, c, b], [b, c, c, c], aba^2ba^2bab^{-1}ab^{-1}, b^2aba^{-1}ba^{-1}bab^2a, (bab^{-1}aba^{-1})^2 \rangle,
\]

\[
\mathcal{H}_{109} = \langle a, b, c \mid a^5, b^5, c^5, [a, c], [b, c, b], [b, c, c], abab^{-1}a^{-1}baba^{-1}b^{-1}a^{-1}bab^{-1}a^{-1}b^{-1}, babab^2a^{-1}ba^2b^{-2}a^{-1}ba^{-1}b^{-1}a^2, ba^{-1}bab^{-1}ab^2a^{-1}bab^{-1}aba^{-1}b^{-1}a^2, bab^{-1}aba^{-1}ba^{-2}b^{-1}a^{-1}ba^{-1}b^{-1}ab^{-1}a^2, ba^{-1}ba^{-1}b^{-2}ab^{-1}a^{-1}b^{-1}a^{-1}ba^{-2}b^{-2}a^2, aba^{-2}b^{-1}a^{-1}b^{-1}a^{-1}ba^{-2}b^{-2}a^{-1}a^{-2}ab^{-1}a^{-1}b^{-1}, a^{-2}b^{-1}a^{-2}bab^{-1}ab^{-1}a^2b^{-1}aba^{-2}b^2 \rangle,
\]

is an infinite hyperbolic 5-fold generalized triangle group satisfying Kazhdan’s property (T).

It is easy to see from the presentation that each group from Theorem 1.2 is indeed a 5-fold generalized triangle group. For $\mathcal{H}_p$, the vertex groups $\langle a, b \rangle$ and $\langle c, a \rangle$ are, respectively, isomorphic to $\text{PSL}_2(p)$ and $C_5 \times C_5$ where $p$ is the subscript, while the vertex group $\langle b, c \rangle$ is isomorphic to a 5-Sylow subgroup of $\text{Sp}_4(5)$ in the first case and to a 5-Sylow subgroup of $\text{SL}_3(5)$ in the second case. The girths of the associated links are 10, 8 and 4 for the first group and are 14, 6 and 4 for the second group, so that the natural metric space on which the groups act geometrically is a $\text{CAT}(-1)$ triangle complex whose simplices are hyperbolic triangles of type with angles $\pi/5, \pi/4, \pi/2$ respectively $\pi/7, \pi/3, \pi/2$. For these groups, the assistance of computer calculations was required to provide a certified estimate of the spectral gap of the link associated to $\langle a, b \rangle$. The presentations of the groups $\mathcal{H}_{31}$ and $\mathcal{H}_{109}$ have 10 and 13 relations, respectively. They can be simplified to presentations on the same numbers of generators and relators of total relator lengths 88 and 160, respectively.

† They should not be confused with the generalized triangle groups occurring, for example, in [37], where the terminology has a completely different meaning.
Let now $p$ be an odd prime. We next consider $p$-fold generalized triangles groups, each of whose vertex groups are isomorphic to the $p$-Sylow subgroups in any of the finite groups $SL_2(F_p) \times SL_2(F_p)$, $SL_3(F_p)$ or $Sp_4(F_p)$. Adopting a terminology suggested by Ershov–Jaikin-Zapirain [30], we call them Kac–Moody–Steinberg groups, or KMS groups for short. We consider 10 infinite families of such groups, each indexed by the prime $p$. Three of those families appear in the following.

**Theorem 1.3.** For each odd prime $p$, the groups

$$G_{HC_2}^{(1)}(p) = \langle a, b, c \mid a^p, b^p, c^p, [a, b, a], [a, b, b],$$

$$[b, c, b], [b, c, c], [a, c, a], [a, c, c], [a, c, c, c] \rangle,$$

$$G_{HB_2}^{(2)}(p) = \langle a, b, c \mid a^p, b^p, c^p, [a, b, a], [a, b, b],$$

$$[c, b, c], [c, b, b, c], [c, b, b, b], [c, a, c], [c, a, c, a], [c, a, a, a] \rangle,$$

and

$$\widetilde{G}_{HBC_2}^{(3)}(p) = \langle t, a, b \mid t^3, a^p, t a t^{-1} b^{-1}, [a, b, a], [a, b, b, a], [a, b, b, b] \rangle,$$

are infinite hyperbolic. Moreover, for all primes $p \geq 7$ (respectively, $p \geq 11$), the groups $G_{HC_2}^{(1)}(p)$ and $G_{HB_2}^{(2)}(p)$ (respectively, $\widetilde{G}_{HBC_2}^{(3)}(p)$) have Kazhdan’s property (T).

The choice of notation will be justified in Section 7. The group $G_{HC_2}^{(1)}(7)$ has a presentation on three generators in which, after simplifications, the total length of the relators is 87. The generator $b$ of the group $\widetilde{G}_{HBC_2}^{(3)}(p)$ is redundant. In fact, the group $\widetilde{G}_{HBC_2}^{(3)}(11)$ has a presentation on two generators and five relators which, after simplifications, has a total relator length of 72. This yields a significant improvement on the main result of [15], which provides an example of a presentation of an infinite hyperbolic Kazhdan group which, after simplifications, has four generators and sixteen relators, for a total relator length of 555.

In both Theorems 1.2 and 1.3, Property (T) is established using a criterion due to Ershov–Jaikin-Zapirain recalled as Theorem 2.6. That criterion is expressed in terms of the so-called representation angle formed by pairs of subgroups among the generating triple $\langle a \rangle, \langle b \rangle, \langle c \rangle$. In the case of KMS groups, the exact value of the representation angles can be computed by hand, so that the proof of Theorem 1.3 is silicon-free. We refer to Section 7 for the details, including other series of infinite hyperbolic Kazhdan groups.

The following result reveals another remarkable feature of the KMS groups.

**Theorem 1.4.** For each odd prime $p$, the group $G_{HB_2}^{(2)}(p)$ has finite simple quotients of arbitrarily large rank.

The proof is inspired by the seminal work of Kassabov [42, §4.1], and uses also important results of Shangzhi Li [49] on the subgroup structure of the special linear groups. Combining Theorems 1.3 and 1.4, we obtain the following direct consequence.
Corollary 1.5. There exists a hyperbolic Kazhdan group which possesses finite simple quotients of arbitrarily large rank.

Further progress toward Question 1.1 could be accomplished through a finer analysis of the finite simple quotients of specific hyperbolic groups. Indeed, it is conceivable that a given hyperbolic group possesses quotients in $\mathcal{S}_d$ for all $d$, but that for $d$ large enough, the only such quotients are of a restricted type. This leads us to the following:

Question 1.6. Let $p$ be an odd prime and $G$ be a hyperbolic KMS group over $\mathbb{F}_p$. Does $G$ have quotients isomorphic to $\text{Alt}(d)$, for infinitely many values $d$? Is there a $d$ such that the Lie-type quotients of $G$ belonging to $\mathcal{S}_d$ are subjected to type or characteristic restrictions?

A significant portion of the paper is devoted to a systematic experimental study of the smallest non-positively curved 3-fold generalized triangle groups. In particular, we provide evidence that such a 3-fold generalized triangle group cannot have property (T). Our experiments and their outcome are described in Section 5, the appendices and the article’s repository [17]. Those investigations involved an extensive use of the MAGMA algebra system [11]. They led us to propose a reformulation of the question whether all hyperbolic groups are residually finite, see Question 5.17.

The article is organized as follows. In Section 2, we recall a criterion by Ershov–Jaikin-Zapirain for a group to have property (T) in terms of the representation angle of certain subgroups. We relate the representation angle to the spectral gap of the associated coset graph, following ideas of Dymara–Januszkiewicz and Oppenheim. We also compute the representation angle of various finite groups that will later appear as vertex stabilizers within generalized triangle groups. Generalized triangle groups are introduced in Section 3. The following two sections are concerned with 3-fold generalized triangle groups: in Section 4, we collect information on small 3-regular graphs with edge-transitive automorphism groups, which in the sequel will play the roles of links and stabilizers of vertices, respectively. In Section 5, we perform a systematic study of all possible 3-fold generalized triangle groups that can be built out of these graphs. The list of groups is presented in Appendix A while many of their properties are listed in Appendix B; these Appendices are provided separately as supplementary material with the published article. In Section 6, we provide examples of 5-fold generalized triangle groups with property (T), proving in particular Theorem 1.2. Finally, Section 7 is devoted to Kac–Moody–Steinberg groups and contains the proofs of Theorem 1.3 and 1.4.

2 THE ERSHOV–JAIKIN–ZAPIRAIN CRITERION FOR PROPERTY (T)

To establish property (T), we shall rely on a criterion due to Ershov–Jaikin-Zapirain [30] (see also [43]). In order to recall its statement, we first need additional terminology.

2.1 The representation angle between two subgroups

Given a group $X$ generated by two subgroups $A, B \leq X$, and a unitary representation $(V, \pi)$ of $X$ without non-zero $X$-invariant vectors, we define
\[ \varepsilon_X(A, B; \pi) = \sup \left\{ \frac{|\langle u, v \rangle|}{\|u\|\|v\|} \mid u \in V^A \setminus \{0\}, v \in V^B \setminus \{0\} \right\}. \]

That quantity should be interpreted as the cosine of the angle between the fixed spaces \( V^A \) and \( V^B \). If \( V^A = \{0\} \) or \( V^B = \{0\} \), we put \( \varepsilon_X(A, B; \pi) = 0 \). If \( \pi \) is an arbitrary unitary representation, we define \( \varepsilon_X(A, B; \pi) \) as \( \varepsilon_X(A, B; \pi_0) \), where \( \pi_0 \leq \pi \) is the sub-representation of \( \pi \) defined on the orthogonal complement of the subspace of \( X \)-invariant vectors. The supremum of \( \varepsilon_X(A, B; \pi) \) taken over all unitary representations \((V, \pi)\) of \( X \) with \( V^X = \{0\} \), is denoted by

\[ \varepsilon_X(A, B). \]

In case the group \( X \) is finite, the quantity \( \varepsilon_X(A, B) \) coincides with the supremum of \( \varepsilon_X(A, B; \pi) \) taken over all irreducible non-trivial unitary representations \((V, \pi)\) of \( X \). A spectral interpretation of the quantity \( \varepsilon_X(A, B; \pi) \) will be presented in Section 2.3.

Let \( \alpha \in [0, \pi/2] \) be defined by \( \alpha = \arccos(\varepsilon_X(A, B)) \). The number \( \alpha \) is called the representation angle associated with the triple \((X; A, B)\).

**Example 2.1.** Let \( X = \langle a, b | a^m, b^n, aba^{-1}b^{-1} \rangle \) be the direct product \( C_m \times C_n \). Then \( \varepsilon_X(\langle a \rangle, \langle b \rangle) = 0 \).

**Example 2.2.** Let \( X = \langle a, b | a^2, b^2, (ab)^r \rangle \) be the dihedral group of order \( 2r \). Then \( \varepsilon_X(\langle a \rangle, \langle b \rangle) = \cos(\pi/r) \).

**Example 2.3.** Let \( p \) be a prime and \( X = \langle a, b | a^p, b^p, [a, b, a], [a, b, b] \rangle \) be the Heisenberg group over \( \mathbb{F}_p \). As shown in [30, §4.1], we have \( \varepsilon_X(\langle a \rangle, \langle b \rangle) = 1/\sqrt{p} \).

**Example 2.4.** Let \( p > 2 \) be a prime and \( r > 1 \) be an integer such that \( r \) divides \( p - 1 \). Let also \( \omega \in \mathbb{N} \) such that \( \omega^r = 1 \mod p \) and \( \omega^j \neq 1 \mod p \) for \( j = 1, \ldots, r - 1 \). Then

\[ X = \langle a, b | a^r, b^r, (ab)^p, (ab)^\omega a^{-1}b^{-1} \rangle \]

is the Frobenius group \( C_p \rtimes C_r \) of order \( pr \). The quantity \( \varepsilon_X(\langle a \rangle, \langle b \rangle) \) can be computed as follows.

**Lemma 2.5.** Let \( \zeta = e^{2\pi i/p} \) and \( \alpha = \sum_{j=0}^{r-1} \zeta^j \omega^j \). Let also \( C(\alpha) \) denote the set of all conjugates of \( \alpha \) in the cyclotomic field \( \mathbb{Q}(\zeta) \). For any two distinct cyclic subgroups \( A, B \leq X \) of order \( r \), we have

\[ \varepsilon_X(A, B) = \frac{1}{r} \sup \{ |\beta| \mid \beta \in C(\alpha) \}. \]

If \( r = \frac{p-1}{2} \), then

\[ \varepsilon_X(A, B) = \begin{cases} \sqrt{\frac{p+1}{p-1}} & \text{if } p \equiv 1 \mod 4, \\ \frac{\sqrt{p+1}}{p-1} & \text{if } p \equiv 3 \mod 4. \end{cases} \]

**Proof.** The group \( X \cong C_p \rtimes C_r \) is a normal subgroup of \( C_p \rtimes C_{p-1} \cong \mathbb{F}_p \rtimes \mathbb{F}_p^* \). The latter acts doubly transitively on its unique conjugacy class of subgroups of order \( r \). Thus \( \text{Aut}(X) \) is doubly
transitive on the set of cyclic subgroups of $X$ of order $r$. It follows that $\varepsilon_X(A, B)$ is independent of the choice of the two distinct subgroups $A, B$ of order $r$.

Now we set $A = \langle a \rangle$ and $B = abAb^{-1}a^{-1}$. The group $X$ has $r$ inequivalent (irreducible) representations of degree 1, and $\frac{p - 1}{r}$ of degree $r$. Each of the latter is obtained by inducing a degree 1 representation of the cyclic subgroup $C_p = \langle ab \rangle$ to the whole group. Those representations can be described as follows.

Let $\zeta = e^{2\pi i/p}$ and $e_0, \ldots, e_{r-1}$ be an orthonormal basis of $V := \mathbb{C}^r$. For each $n = 0, \ldots, p - 1$, a representation $\rho_n : X \to \text{GL}_r(\mathbb{C})$ is determined by setting $\rho_n(a)e_j = e_{j+1}$ (with indices taken modulo $r$), and $\rho_n(ab)e_j = \zeta^{rn_0}e_j$. The fixed space $V^A$ is of dimension 1; it is spanned by $\sum_{j=0}^{r-1} e_j$. Since $B = abAb^{-1}a^{-1}$, we have $V^B = \rho_n(ab)V^A$, which is spanned by $\rho_n(ab)(\sum_{j=0}^{r-1} e_j) = \sum_{j=0}^{r-1} \zeta^{rn_0} e_j$.

We obtain

$$\varepsilon_X(A, B; \rho_n) = \left| \sum_{j=0}^{r-1} \zeta^{rn_0} \right|.\frac{r}{1}$$

The desired conclusion follows, since $C(\alpha) = \{ \sum_{j=0}^{p-1} \zeta^{rn_0} \mid n = 1, \ldots, p - 1 \}$.

In the special case where $r = \frac{p - 1}{2}$, we observe that $\{1, \omega, \omega^2, \ldots, \omega^{r-1}\}$ is an index 2 subgroup of the multiplicative group $\mathbb{F}_p^*$, which consists of the squares. It follows that $C(\alpha)$ consists of exactly two elements, namely $\alpha$ and $\beta = \sum_{j=0}^{r-1} \zeta^{rn_0}$, where $\alpha$ is a non-square in $\mathbb{F}_p$. We also recall that the quadratic Gauss sum $g(s; p)$ is defined as

$$g(s; p) = \sum_{n=0}^{p-1} \zeta^{sn^2}.\frac{p}{2}$$

Observe that $1 + 2\alpha = g(1; p)$ and $1 + 2\beta = g(\alpha; p)$. Moreover, $1 + \alpha + \beta = \sum_{n=0}^{p-1} \zeta^n = 0$. A theorem of Gauss (see [9, Theorem 1.2.4]) ensures that

$$g(1; p) = \begin{cases} \sqrt{p} & \text{if } p \equiv 1 \mod 4, \\ i\sqrt{p} & \text{if } p \equiv 3 \mod 4. \end{cases}$$

Therefore, we obtain $|\alpha| = \sqrt{\frac{p-1}{2}}$ and $|\beta| = \sqrt{\frac{p+1}{2}}$ if $p \equiv 1 \mod 4$, and $|\alpha| = |\beta| = \sqrt{\frac{p+1}{2}}$ if $p \equiv 3 \mod 4$. The required result now follows from the first part of the lemma.\hfill $\square$

The algebraic integer $\alpha$ from Lemma 2.5 is called a Gaussian period. Estimates of the absolute norm of Gaussian periods have been established in the literature: see [52], [28] and [36].

### 2.2 A criterion for property (T)

The relevance of the notion of unitary angle between subgroups comes from the following striking result, due to Ershov–Jaikin–Zapirain.

**Theorem 2.6** [30, Theorem 5.9]. Let $G$ be a locally compact group generated by three open subgroups $A_0, A_1, A_2$. For $i \mod 3$, set $X_i = \langle A_{i-1} \cup A_{i+1} \rangle$ and $\varepsilon_i = \varepsilon_{X_i}(A_{i-1}, A_{i+1})$. Assume that $X_i$
has relative property \((T)\) in \(G\) (for example, \(X_i\) is compact, or finite) for all \(i\). If
\[
\varepsilon_0^2 + \varepsilon_1^2 + \varepsilon_2^2 + 2\varepsilon_0\varepsilon_1\varepsilon_2 < 1,
\]
then \(G\) has Kazhdan’s property \((T)\).

We refer to \([43, Theorem 1.2]\) for a generalization of that result, concerning the case where \(G\) is generated by more than three subgroups.

**Remark 2.7.** Let \(\alpha_i \in [0, \pi/2]\) be defined by \(\alpha_i = \arccos(\varepsilon_i)\). As observed by Kassabov \([43]\), the condition that \(\varepsilon_0^2 + \varepsilon_1^2 + \varepsilon_2^2 + 2\varepsilon_0\varepsilon_1\varepsilon_2 < 1\) is equivalent to the requirement that
\[
\alpha_0 + \alpha_1 + \alpha_2 > \pi.
\]

**Remark 2.8.** In the reference \([30]\), the result cited above is stated for an abstract group \(G\); the same proof provides the version stated above, where \(G\) is possibly non-discrete and the subgroups \(A_0, A_1, A_2\) are open. In the rest of this paper, we will apply Theorem 2.6 to a discrete group \(G\), except in Corollary 2.21 (a result which will not be used elsewhere in the paper). In particular, the proofs of the main theorems stated in the introduction only rely on the application of Theorem 2.6 to discrete groups.

### 2.3 Representation angle and the spectrum of coset graphs

Given a group \(X\) and two subgroups \(A, B \leq X\), we define the **coset graph** of \(X\) with respect to \(\{A, B\}\) as the bipartite graph
\[
\Gamma_X(A, B)
\]
with vertex set \(X/A \sqcup X/B\) and edge set \(X/A \cap B\), where the incidence relation is the relation of inclusion.

In this section, we relate the number \(\varepsilon_X(A, B)\) introduced in Section 2.1 with the spectrum of the coset graph \(\Gamma_X(A, B)\).

In the special case where \(A \cap B = \{e\}\), the coset graph \(\Gamma_X(A, B)\) is tightly related to the Cayley graph of \(X\) with respect to \(A \cup B \setminus \{e\}\). In order to describe that relation, we recall that the **line graph** associated with a graph \(G = (V, E)\) is the graph \(\mathcal{L}(G)\) with vertex set \(E\), and where two vertices are adjacent if they represent edges sharing a vertex. The following observation is straightforward from the definition.

**Lemma 2.9.** Let \(X\) be a group and \(A, B \leq X\) be subgroups such that \(X = \langle A \cup B \rangle\) and \(A \cap B = \{e\}\). Then the line graph of the coset graph \(\Gamma_X(A, B)\) is isomorphic to the Cayley graph of \(X\) with respect to the generating set \(A \cup B \setminus \{e\}\).

The following result is inspired by the work of Oppenheim \([59]\) and from the first step of the proof of Lemma 4.6 in \([29]\). The item (ii) appears in the work of Kaufman–Oppenheim, see \([44, Theorem 4.6]\).
**Theorem 2.10.** Let $X$ be a finite group and $A, B \leq X$ be proper subgroups such that $X = \langle A \cup B \rangle$. Let also $\Delta$ be the combinatorial Laplacian on the coset graph $\Gamma_X(A, B)$.

(i) For every unitary representation $\pi$ of $X$, the real number $1 - \varepsilon_X(A, B; \pi)$ is an eigenvalue of $\Delta$.

(ii) $1 - \varepsilon_X(A, B)$ is the smallest positive eigenvalue of $\Delta$.

**Proof.** Let $V$ be the vector space of the representation $\pi$, and let $V^A$, $V^B$ and $V^X$ be the subspaces consisting of the $A$-, $B$- and $X$-invariant vectors, respectively. Let also $p_A$, $p_B$ and $p_X$ denote the orthogonal projections on $V^A$, $V^B$ and $V^X$. One checks that $\varepsilon_X(A, B; \pi)$ coincides with the operator norm $\|p_A p_B - p_X\|$, see [59, Remark 3.8]. Since $X$ is a finite group, the representation $\pi$ is a direct sum of irreducible subrepresentations. There is thus no loss of generality in assuming that $\pi$ is irreducible and non-trivial; in particular, we assume henceforth that $V$ is finite-dimensional.

Set $P = p_A p_B - p_X$. For any non-zero vector $x \in V$, we have

$$\|Px\|^2 = \langle Px, Px \rangle = \langle x, P^* Px \rangle \leq \|x\| \|P^* Px\|$$

by the Cauchy–Schwarz inequality. In particular, we have $\|Px\|^2 \leq \mu \|x\|^2$, where $\mu$ is the largest eigenvalue of the positive operator $P^*P$; moreover the equality case is achieved if $x$ is a $\mu$-eigenvector of $P^*P$. Since $\pi$ is a subrepresentation of the left-regular representation $\lambda_X$ of $X$, we deduce from [59, Lemma 4.19] that every eigenvalue of $P^*P$ is of the form $(1 - \eta)^2$, where $\eta$ is an eigenvalue of $\Delta$. We deduce that $\|P\| = \sqrt{\mu} = 1 - \eta$ for some eigenvalue $\eta$ of $\Delta$. This proves (i).

Applying the same reasoning to the regular representation $\lambda_X$ of $X$, we deduce that $\varepsilon_X(A, B) = \varepsilon_X(A, B; \lambda_X) = 1 - \eta_2$, where $\eta_2$ is the smallest positive eigenvalue of $\Delta$. On the other hand, we know from [59, Lemma 4.19] that if $\pi = \lambda_X$ is the left-regular representation, then the set of eigenvalues of $P^*P$ coincides with $\{(1 - \eta)^2 \mid \eta \text{ is an eigenvalue of } \Delta\}$. Thus the largest eigenvalue of $P^*P$ is equal to $(1 - \eta_2)^2$, so that $\varepsilon_X(A, B) = 1 - \eta_2$ as required. \hfill \blacksquare

The following alternative argument does not rely on [59, Lemma 4.19], but is inspired instead by the first step of the proof of Lemma 4.6 in [29].

**Alternative proof of Theorem 2.10(ii).** Set $d_A = [A : A \cap B]$ and $d_B = [B : A \cap B]$. Consider the Hermitian space $\ell^2(\Gamma)$ of complex-valued functions defined on the vertex set of $\Gamma$. The inner product is defined by $\langle \phi, \psi \rangle_{\Gamma} = \sum_{v \in X/A} d_A \phi(v) \overline{\psi(v)} + \sum_{v \in X/B} d_B \phi(v) \overline{\psi(v)}$. Let $\Delta$ be the combinatorial Laplacian on $\Gamma = \Gamma_X(A, B)$. Thus, for a complex-valued function $f$ defined on the vertex set of $\Gamma$, we have $\Delta(f)(v) = f(v) - \frac{1}{d_A} \sum_{w \in N(v)} f(w)$ if $v \in X/A$, and $\Delta(f)(v) = f(v) - \frac{1}{d_B} \sum_{w \in N(v)} f(w)$ if $v \in X/B$, where $N(v)$ denotes the set of neighbors of $v$ in the graph $\Gamma$. With respect to the inner product on $\ell^2(\Gamma)$ defined above, the Laplacian $\Delta$ is a positive operator. Moreover, its spectrum is symmetric around 1 (see [59, Proposition 2.14]). In particular the spectrum of $\Delta$ is contained in the interval $[0, 2]$, and we have $\delta \in (0, 1]$.

Let $\ell^2_0(\Gamma)$ be the subspace defined as the orthogonal complement of the space of constant functions on $\Gamma$. Since $\Gamma$ is connected, the latter is the eigenspace associated with the eigenvalue 0 of $\Delta$. We also consider the right regular representation of $X$ on $\ell^2(X)$, and its $X$-invariant subspace $\ell^2_0(X)$ consisting of the functions with zero sum. We normalize the counting measure on $X$ so that the full measure of the subgroup $A \cap B$ is 1. With this normalization, the inner product $\langle \cdot, \cdot \rangle_X$ on $\ell^2(X)$ is such that for all $\phi, \psi \in \ell^2(X)$ that are $A \cap B$-invariant, we have $\langle \phi, \psi \rangle_X = \sum_{y \in X/\mathbb{A} \cap B} \phi(y) \overline{\psi(y)}$, where $\phi$ and $\psi$ are viewed as functions on the coset space $X/A \cap B$. 
Since every non-trivial irreducible unitary representation of $X$ is contained in the left regular representation $\lambda$ of $X$, we have $\epsilon_X(A, B) = \epsilon_X(A, B; \lambda)$. Let now $f_A, f_B \in \ell^2(X)$ be functions that are $A$- and $B$-invariant, respectively. Then $f_A, f_B$ may be viewed as function on $X/A$ and $X/B$, respectively. Denoting by $F = f_A \cup f_B$ the function on $X/A \cup X/B$ defined in the natural way, we see that $F$ is an element of $\ell^2(\Gamma)$. In view of the normalizations of the inner products on $\ell^2(X)$ and $\ell^2(\Gamma)$ chosen above, we have $||F||_\Gamma^2 = ||f_A||_X^2 + ||f_B||_X^2$. Borrowing a computation from the proof of [29, Lemma 4.6], we obtain

$$\langle \Delta F, F \rangle_\Gamma = \sum_{v \in X/A} d_A \left( f_A(v) - \frac{1}{d_A} \sum_{w \in N(v)} f_B(w) \right) \overline{f_A(v)}$$

$$+ \sum_{v \in X/B} d_B \left( f_B(v) - \frac{1}{d_B} \sum_{w \in N(v)} f_A(w) \right) \overline{f_B(v)}$$

$$= ||F||_\Gamma^2 - \sum_{v \in X/A} \sum_{w \in N(v)} f_B(w) \overline{f_A(v)} - \sum_{v \in X/B} \sum_{w \in N(v)} f_A(w) \overline{f_B(v)}$$

$$= ||F||_\Gamma^2 - \sum_{(v, w) \in E(\Gamma)} f_B(w) \overline{f_A(v)} + f_A(v) \overline{f_B(w)}$$

This simplifies to

$$= ||F||_\Gamma^2 - 2\text{Re} \left( \sum_{(v, w) \in E(\Gamma)} f_A(v) \overline{f_B(w)} \right)$$

$$= ||f_A||_X^2 + ||f_B||_X^2 - 2\text{Re}(\langle f_A, f_B \rangle_X).$$

If $f_A, f_B$ have norm 1, or more generally if $||F||_\Gamma^2 = 2$, then we obtain $\text{Re}(\langle f_A, f_B \rangle_X) = 1 - \frac{\langle \Delta F, F \rangle_\Gamma}{||F||_\Gamma^2}$. We now suppose in addition that $f_A$ and $f_B$ have zero sum, that is, they belong to $\ell^2_0(X)$. Then $F$ belongs to $\ell^2_0(\Gamma)$. By definition, the smallest eigenvalue of the restriction of $\Delta$ to $\ell^2_0(\Gamma)$ is $\delta$. Therefore, we have $\frac{\langle \Delta F, F \rangle_\Gamma}{||F||_\Gamma^2} \geq \delta$ since $\Delta$ is positive. We infer that $\text{Re}(\langle f_A, f_B \rangle_X) \leq 1 - \delta$ for all $f_A, f_B$ of norm 1 belonging to $\ell^2_0(X)$. For any two such functions $f_A, f_B$, we write there exists a complex number $\theta$ of modulus 1 such that $\langle f_A, f_B \rangle = |\langle f_A, f_B \rangle| e^{i\theta}$. Therefore, $|e^{-i\theta} f_A, f_B|$ is a positive real number, and since $e^{-i\theta} f_A$ is an $A$-invariant vector of norm 1 in $\ell^2_2(X)$, we deduce from the above that $|\langle f_A, f_B \rangle| = |e^{-i\theta} f_A, f_B| \leq 1 - \delta$. In particular we have $\epsilon_X(A, B) \leq 1 - \delta$.

To prove the converse inequality, we choose a $\delta$-eigenvector $F \in \ell^2_0(\Gamma)$ of $\Delta$. Up to scaling, we may assume that $||F||_\Gamma^2 = 2$. Let $f_A$ (respectively, $f_B$) be the restriction of $F$ to $X/A$ (respectively, $X/B$). We view $f_A, f_B$ as elements of $\ell^2_2(X)$. By [59, Proposition 2.16], we have $f_A, f_B \in \ell^2_2(X)$.

From the computation above, we deduce that $|\langle f_A, f_B \rangle_X| \geq \text{Re}(\langle f_A, f_B \rangle_X) = 1 - \frac{\langle \Delta F, F \rangle_\Gamma}{||F||_\Gamma^2} = 1 - \delta$. Therefore, $\epsilon_X(A, B) \geq 1 - \delta$.

Theorem 2.10 has several useful consequences. First observe that if $\Gamma$ is any finite bipartite graph and $X \leq \text{Aut}(X)$ acts edge-transitively, by preserving the canonical bipartition of $\Gamma$, then $\Gamma$ can be identified with the coset graph $\Gamma_X(A, B)$, where $A, B$ are the stabilizers in $X$ of two adjacent vertices in $\Gamma$. Thus Theorem 2.10 provides a way to compute the spectral gap of certain edge-transitive bipartite graphs using representation theory. For Cayley graphs, this is rather standard, see, for example, [47] or [24].
Theorem 2.10 can also be used in the other direction, to compute the representation angle of some triple \((X, A, B)\) using spectral graph theory. We record the following.

**Corollary 2.11.** Let \(X\) be a finite group and \(A, B \leq X\) be subgroups such that \(X = \langle A \cup B \rangle\). Assume that \([A : A \cap B] = [B : A \cap B] = k\). Let \(\eta_2\) (respectively, \(\lambda_2\)) be the second largest eigenvalue of the adjacency matrix of the coset graph \(\Gamma_X(A, B)\) (respectively, the Cayley graph of \(X\) with respect to the generating set \(A \cup B \setminus \{e\}\)).

Then \(\varepsilon_X(A, B) = \frac{\eta_2}{k}\).

If in addition \(A \cap B = \{1\}\), then \(\varepsilon_X(A, B) = \frac{\lambda_2 - k + 2}{k}\).

**Proof.** Since \(\delta = 1 - \frac{\eta_2}{k}\), where \(\delta\) denote the smallest positive eigenvalue of the Laplacian on \(\Gamma_X(A, B)\), we deduce directly from Theorem 2.10 that \(\varepsilon_X(A, B) = \frac{\eta_2}{k}\). We now assume that \(A \cap B = \{1\}\). It then follows from Lemma 2.9 that the Cayley graph of \(X\) with respect to the generating set \(A \cup B \setminus \{e\}\) is isomorphic to the line graph \(\mathcal{L}(\Gamma)\) of \(\Gamma = \Gamma_X(A, B)\). The relation between the spectrum of a graph and the spectrum of its line graph is well known, see [23, Theorem 1]. In particular, we have \(\eta_2 = \lambda_2 - k + 2\). The result follows. \(\blacksquare\)

Theorem 2.10 can also be combined with important results on spectral graph theory to provide upper bounds on the representation angle. Let us in particular record the following result due to Nilli.

**Theorem 2.12** [55, Theorem 1]. Let \(\Gamma = (V, E)\) be a simple undirected graph such that the maximum degree of a vertex is \(d < \infty\). Let also \(\lambda\) be the smallest positive eigenvalue of the matrix \(D - A\), where \(D\) is the diagonal matrix \((\deg(u))_{u \in V}\) and \(A\) is the adjacency matrix. If \(\Gamma\) contains two edges at distance at least \(2m + 2\), then

\[
\lambda \leq d - 2\sqrt{d - 1} + \frac{2\sqrt{d - 1} - 1}{m + 1}.
\]

We refer to [32] for a slightly stronger bound.

**Corollary 2.13.** Let \(X\) be a finite group and \(A, B \leq X\) be subgroups such that \(X = \langle A \cup B \rangle\). Assume that \([A : A \cap B] = [B : A \cap B] = k\). Let \(D\) be the diameter of \(\Gamma_X(A, B)\). Then

\[
\varepsilon_X(A, B) \geq \frac{2\sqrt{k - 1}}{k} \left( 1 - \frac{1}{D/2 - 1} \right) + \frac{1}{k(D/2 - 1)}.
\]

**Proof.** The graph \(\Gamma_X(A, B)\) is \(k\)-regular. Therefore, if \(\lambda\) denotes the smallest positive eigenvalue considered in Theorem 2.12, we have \(\eta_2 = k - \lambda\). The distance between any two edges in \(\Gamma_X(A, B)\) is at least \(D - 2\). Invoking Theorem 2.12 with \(m := D/2 - 2\) yields

\[
\eta_2 \geq 2\sqrt{k - 1} - \frac{2\sqrt{d - 1} - 1}{D/2 - 1} = 2\sqrt{k - 1} \left( 1 - \frac{1}{D/2 - 1} \right) + \frac{1}{D/2 - 1}.
\]

By Corollary 2.11, we have \(\varepsilon_X(A, B) = \frac{\eta_2}{k}\). The conclusion follows. \(\blacksquare\)
The lower bound from Corollary 2.13 is especially useful when the order of group $X$ is large compared to the order of $A$ and $B$, since for $k$ fixed, the diameter $D$ is bounded below by a logarithmic function of the order of $X$.

Recall that a $k$-regular graph is a Ramanujan graph if the second largest eigenvalue of its adjacency matrix is at most $2\sqrt{k-1}$.

**Corollary 2.14.** Let $X$ be a finite group and $A, B \leq X$ be subgroups such that $X = \langle A \cup B \rangle$. Assume that $[A : A \cap B] = [B : A \cap B] = k$. Then the coset graph $\Gamma_X(A, B)$ is Ramanujan if and only if $\varepsilon_X(A, B) \leq \frac{2\sqrt{k-1}}{k}$.

**Proof.** Immediate from Corollary 2.11. □

We end this section with two very specific computation of a representation angle, relying on Corollary 2.11. Their proofs have been computer-aided.

**Proposition 2.15.** Let $(p, a, b, g, \varphi)$ be one of the tuples

\[
\left(5, \begin{pmatrix} 4 & 2 \\ 3 & 3 \end{pmatrix}, \begin{pmatrix} 1 & 2 \\ 0 & 1 \end{pmatrix}, 6, 2.2360679775 \right),
\]

\[
\left(9, \begin{pmatrix} \zeta^5 & \zeta \\ 2 & \zeta^6 \end{pmatrix}, \begin{pmatrix} \zeta^3 & \zeta^6 \\ \zeta^5 & \zeta^3 \end{pmatrix}, 8, 3.16227766017 \right),
\]

where $\zeta \in \mathbb{F}_9$ is a root of the Conway polynomial $x^2 + 2x + 2 \in \mathbb{F}_3[x]$. Let $X = \text{SL}_2(p)$ and let $A$ and $B$ be the cyclic subgroups generated by the matrices $a$ and $b$. Then:

(i) $A$ and $B$ are cyclic of order 5;
(ii) the girth of $\Gamma_X(A, B)$ equals $g$;
(iii) $|5\varepsilon_X(A, B) - \varphi| < 10^{-10}$.

**Remark 2.16.** The exact values of $5\varepsilon_X(A, B)$ are probably $\sqrt{5}$ and $\sqrt{10}$, respectively, for the two triples $(X, A, B)$ appearing in Proposition 2.15.

**Proof.** Assertions (i) and (ii) are straightforward to check with MAGMA. The verification of (iii) also required computer calculations, but is more involved. The coset graph of $X$ with respect to the subgroup $A$ and $B$ was computed with MAGMA. Its eigenvalues then were computed in JULIA using ARBLIB [38]. □

**Proposition 2.17.** Let $(p, a, b, g, \varphi)$ be one of the tuples

\[
\left(31, \begin{pmatrix} 8 & 14 \\ 4 & 11 \end{pmatrix}, \begin{pmatrix} 23 & 0 \\ 14 & 27 \end{pmatrix}, 10, 3.85410196624 \right),
\]

\[
\left(41, \begin{pmatrix} 0 & 28 \\ 19 & 35 \end{pmatrix}, \begin{pmatrix} 38 & 27 \\ 2 & 9 \end{pmatrix}, 10, 3.82842712474 \right),
\]

\[
\left(109, \begin{pmatrix} 0 & 1 \\ -1 & 11 \end{pmatrix}, \begin{pmatrix} 57 & 2 \\ 52 & 42 \end{pmatrix}, 14, 4.02260136849 \right),
\]

...
Let $X = \text{PSL}_2(p)$ and let $A$ and $B$ be the cyclic subgroups generated by the natural images of the matrices $a$ and $b$. Then:

(i) $A$ and $B$ are cyclic of order 5;
(ii) The girth of $\Gamma_X(A, B)$ equals $g$;
(iii) $|5\varepsilon_X(A, B) - \varphi| < 10^{-10}$.

Proof. Assertions (i) and (ii) are straightforward to check with MAGMA. The verification of (iii) also required computer calculations, but is much more involved. Let $\lambda_2$ be the second largest eigenvalue of the adjacency matrix of the Cayley graph of $X$ with respect to $A \cup B \setminus \{e\}$. By Corollary 2.11, we have $5\varepsilon_X(A, B) = \lambda_2 - 3$. Thus we must prove that $|\lambda_2 - 3 - \varphi| < 10^{-10}$. For that purpose, we followed the following computer-assisted computational approach.

A numerical estimate $\lambda_2 \approx \varphi + 3$ of the eigenvalue was obtained using standard ARPACK eigenvalue routines on the full Cayley graph $\Gamma_X(A, B)$. However, these computations lack certificates of the accuracy of the approximation. In order to obtain the required certification, we have computed the largest eigenvalue of the Hermitian operator $\sum_{i=1}^4 \rho(a)^i + \rho(b)^i$ for each non-trivial irreducible representation $\rho$ of $X$ individually. Explicit realizations of those representations are described in [62] (see also [47]). One implementation of those irreducible representations was realized with MAGMA. Another, independent implementation [39] was realized in JULIA [10]. The certification, including provably correct bounds, was obtained using the ARBLIB library [38] and certified eigenvalue computations therein. The largest eigenvalue among non-trivial irreducible representations of $X$ satisfies (iii).

The obtained values agree numerically with those obtained in MAGMA. □

Remark 2.18. The group $\text{PSL}_2(109)$ is the smallest finite simple quotient of the free product $C_5 \ast C_5$ such that the associated coset graph has girth $\geq 14$. In view of Corollary 2.14, we see that the coset graph $\Gamma_X(A, B)$ from the case $p = 109$ in Proposition 2.17 is not a Ramanujan graph. The largest eigenvalue among non-trivial irreducible representations in this case is afforded by the principal representation associated to character $\nu_5 : \mathbb{F}_{109}^* \rightarrow \mathbb{C}$, defined by $\nu_5(\alpha) = \zeta_5^{54}$ (where the generator of $\mathbb{F}_{109}^*$ $\alpha = 6_{109}$ was chosen).

Remark 2.19. The three coset graphs $\Gamma_X(A, B)$ for $p \neq 109$ in Proposition 2.17 are Ramanujan by Corollary 2.14.

2.4 Non-discrete groups

Theorem 2.10 is formulated for a finite group $X$. It is useful to observe that the result extends easily to a possibly non-discrete compact groups (this is actually the set-up originally adopted in [29]).
In particular, we have \( \varepsilon_X(A, B) = 1 - \delta \), where \( \delta \) is the smallest positive eigenvalue of the combinatorial Laplacian on the coset graph \( \Gamma_X(A, B) \).

**Proof.** The equality \( \Gamma_X(A, B) = \Gamma_X(\tilde{A}, B) \) is straightforward from the definitions.

Since any unitary representation of \( \tilde{X} \) is also a continuous representation of \( X \), we deduce that \( \varepsilon_X(A, B) \geq \varepsilon_X(\tilde{A}, B) \). In particular, the required equality holds if \( \varepsilon_X(A, B) = 0 \). Assume now that \( \varepsilon_X(A, B) > 0 \) and let \( \pi \) be an irreducible non-trivial unitary representation of \( X \) such that \( \varepsilon_X(A, B; \pi) > 0 \). Denoting by \( V \) the vector space on which \( \pi \) is defined, we must have \( V^A \neq \{0\} \), since otherwise we have \( \varepsilon_X(A, B; \pi) = 0 \) by definition. Given a non-zero \( A \)-fixed vector \( v \in V \), the \( X \)-orbit of \( v \) spans \( V \) (by their reducibility of \( \pi \)), so that the normal core \( \bigcap_{g \in X} gAg^{-1} \) contains \( K \), acts trivially on \( V \). This shows that \( K \leq \text{Ker}(\pi) \), so that \( \pi \) descends to a representation of the finite group \( \tilde{X} \). Therefore, we have \( \varepsilon_X(A, B; \pi) \leq \varepsilon_{\tilde{X}}(\tilde{A}, B) \). The required equality follows.

The last assertion of the Proposition is a direct consequence of Theorem 2.10.

Combining Proposition 2.20 with Theorem 2.6, we obtain a noteworthy criterion ensuring that certain (possibly non-discrete) automorphism groups of 2-dimensional simplicial complexes have property \( (T) \).

**Corollary 2.21.** Let \( Y \) be a 2-dimensional, connected, locally finite, simplicial complex and \( G \leq \text{Aut}(Y) \) be a closed subgroup of its automorphism group. Assume that \( G \) acts simplicially, and transitively on the 2-simplices. Let \( v_0, v_1, v_2 \in Y^{(0)} \) be vertices spanning a 2-simplex. For each \( i \in \{0, 1, 2\} \), we assume that the link \( \text{Lk}_Y(v_i) \) is connected and we denote by \( \delta_i \) the smallest positive eigenvalue of the combinatorial Laplacian on \( \text{Lk}_Y(v_i) \). If

\[
(1 - \delta_0)^2 + (1 - \delta_1)^2 + (1 - \delta_2)^2 + 2(1 - \delta_0)(1 - \delta_1)(1 - \delta_2) < 1,
\]

then \( G \) has Kazhdan’s property \( (T) \).

**Proof.** For each \( i \mod 3 \), let \( A_i \leq G \) denote the stabilizer of the edge \([v_{i-1}, v_{i+1}]\) and \( X_i = G_{v_i} \) be the stabilizer of the vertex \( v_i \). Since \( G \) is closed in \( \text{Aut}(Y) \) and since \( Y \) is locally finite, it follows that \( X_i \) and \( A_i \) are compact groups. Since the \( G \)-action on \( Y \) is simplicial and transitive on the 2-simplices, the connectedness of the link \( \text{Lk}_Y(v_i) \) implies that \( X_i \) is generated by \( A_{i-1} \cup A_{i+1} \). Since \( Y \) is connected, we deduce that \( G \) is generated by \( A_0 \cup A_1 \cup A_2 \). We may now invoke Theorem 2.6, whose hypotheses are satisfied in view of Proposition 2.20.

**3**  
**GENERALIZED TRIANGLE GROUPS**

**3.1**  
**Non-positively curved triangles of finite groups**

A **triangle of groups** is a simple complex of groups \( G(T) \) over the poset \( T \) of all subsets of \( \{1, 2, 3\} \) (see [14, Example II.12.17(1)]). In this note, we shall assume that the group attached to the 2-face is trivial. Thus \( G(T) \) consists in a collection of six groups \( A_0, A_1, A_2, X_0, X_1, X_2 \) and six monomorphisms \( \varphi_{i,j-1} : A_i \to X_{i-1} \) and \( \varphi_{i,j+1} : A_i \to X_{i+1} \) with \( i = 0, 1, 2 \mod 3 \). The fundamental group of \( G(T) \), denoted by \( \widehat{G(T)} \), is the direct limit of this system of groups and monomorphisms. Triangles of groups appear in the work of Neumann–Neumann [53]; the non-positively curved case has been studied by Gersten–Stallings (see [69] and [70]).
The following result is well known.

**Theorem 3.1.** Let \( G(T) = (X_i, A_j; \varphi_{i \pm 1}) \) be a triangle of groups with trivial face group and let \( G = \widehat{G(T)} \) be its fundamental group. Assume that \( X_i \) is generated by the images of \( A_{i-1} \) and \( A_{i+1} \). For \( i = 0, 1, 2 \), let \( \Gamma_i \) be the coset graph \( \Gamma_{X_i}(\varphi_{i-1}; A_{i-1}, \varphi_{i+1}; A_{i+1}) \) and \( r_i \) be half of its girth. If

\[
\frac{1}{r_0} + \frac{1}{r_1} + \frac{1}{r_2} \leq 1,
\]

then the following assertions hold.

(i) \( G \) acts isometrically, by simplicial automorphisms, on a CAT(0) simplicial complex \( Y(T) \) of dimension 2. The action has a 2-simplex \((v_0, v_1, v_2)\) as strict fundamental domain, which is isometric to a euclidean or hyperbolic triangle with angles \( (\pi/r_0, \pi/r_1, \pi/r_2) \). For \( i = 0, 1, 2 \), the link of \( Y(T) \) at the vertex \( v_i \) is isomorphic \( \Gamma_i \), and the stabilizer \( G_{v_i} \) is isomorphic to \( X_i \).

(ii) Every finite subgroup of \( G \) is conjugate to a subgroup of \( G_{v_i} \) for some \( i = 0, 1, 2 \).

(iii) If none of the monomorphisms \( \varphi_{i \pm 1} \) is surjective, then \( G \) is infinite.

(iv) If there is a homomorphism \( \psi : G \to F \) to a finite group, whose restriction to \( G_{v_i} \) is injective for each \( i = 0, 1, 2 \), then \( G \) is virtually torsion-free.

(v) If

\[
\frac{1}{r_0} + \frac{1}{r_1} + \frac{1}{r_2} < 1,
\]

then \( G \) is non-elementary hyperbolic, and the simplicial complex \( Y(T) \) carries a \( G \)-invariant CAT(−1) metric.

**Proof.** For (i) and (ii), we refer to [69] (where the term CAT(0) is not used explicitly, but the notion indeed appears). An alternative approach, with a more general scope, is provided by the concept of simple complexes of groups from [14, Chapter II.12], see in particular [14, Example II.12.17(1)]. We apply the Basic Construction from [14, Theorem II.12.18] to the triangle of groups \( G(T) \). In the notation and terminology of [14], the stratified space \( Y \) is isometric to a geodesic triangle with interior angles equal to \( \pi/r_0, \pi/r_1, \pi/r_2 \) in the Euclidean plane or the hyperbolic plane depending on whether \( \frac{1}{r_0} + \frac{1}{r_1} + \frac{1}{r_2} = 1 \) or \( \frac{1}{r_0} + \frac{1}{r_1} + \frac{1}{r_2} < 1 \). Considering the natural simplicial structure of \( Y \), this yields a stratified \( M_\kappa \)-polyhedral complex in the sense of [14, Definition II.12.1] (with curvature \( \kappa = 0 \) or \( \kappa = -1 \) according to the two cases above). Once this is set up, we may invoke [14, Theorem II.12.28], which yields \( G \) action by automorphisms on a 2-dimensional CAT(\( \kappa \)) simplicial complex \( Y(T) \), with finite stabilizers, and having a simplex as a strict fundamental domain. In particular, the \( G \)-action is proper and cocompact. The assertions (i) and (ii) follow [14, Theorem II.12.28] and [14, Theorem II.12.18(2)]. Item (v) follows as well, since the condition \( \frac{1}{r_0} + \frac{1}{r_1} + \frac{1}{r_2} < 1 \) ensures that \( Y(T) \) is CAT(−1), see [14, Proposition III.H.1.2].

For (iii), observe that this condition implies that the graphs \( \Gamma_i \) have no vertices of degree 1. In view of (i), we deduce from [14, Proposition II.5.10] that every geodesic segment in \( Y(T) \) is contained in a bi-infinite geodesic. In particular, \( Y(T) \) is unbounded, hence \( G \) is infinite by (i).

(iv) Let \( \psi : G \to F \) be a homomorphism to a finite group whose restriction to \( X_i \) is injective for each \( i = 0, 1, 2 \). If \( g \in G \) is a torsion element, then \( x g x^{-1} \in X_i \) for some \( x \in G \) and \( i \in \{0, 1, 2\} \) by (ii). Since \( \psi|_{X_i} \) is injective, we deduce that if \( g \) is non-trivial, then \( \psi(x)\psi(g)\psi(x)^{-1} \) is non-trivial, hence \( \psi(g) \) is equally non-trivial. Thus \( \text{Ker}(\psi) \) is a torsion-free subgroup of finite index in \( G \).
Following [50], in case the edge-groups $A_0, A_1, A_2$ are all cyclic, and none of the monomorphisms $\varphi_{i|\pm 1}$ is surjective, we say that $\hat{G}(\mathcal{Y})$ is a \textit{generalized triangle group}. When the functions $A_i$ are all cyclic of order $k$, we say that $G$ is a $k$-\textit{fold triangle group}. The triple $(r_0, r_1, r_2)$ will be called the \textit{half girth type} of the generalized triangle group $G$. The triple $(\Gamma_0, \Gamma_1, \Gamma_2)$ is called its \textit{link type}. If the half girth type satisfies the inequality $1/r_0 + 1/r_1 + 1/r_2 \leq 1$, we say that the triangle group $G(\mathcal{T})$ is non-positively curved.

In the special case $k = 3$, which is of core interest in this paper, we say that $\hat{G}(\mathcal{Y})$ is a \textit{trivalent triangle group}.

If the half girth type of $G$ is one of $(3,3,3), (2,4,4)$, or $(2,3,6)$, Theorem 3.1 does not provide any conclusion regarding the hyperbolicity of $G$. As we shall see, a triangle group can be hyperbolic or not. To that end, we will use the following criteria in order to construct subgroups isomorphic to $\mathbb{Z}^2$.

**Lemma 3.2.** Consider the setup of Theorem 3.1 and assume that $r_0 = r_1 = r_2 = 3$. Choose the metric on $Y(\mathcal{T})$ so that edges have length 1. Let $\{i, j, k\} = \{0, 1, 2\}$. Let $a, a', a'' \in A_i \setminus \{1\}, b, b', b'', b''' \in A_j \setminus \{1\}$ and $c, c'', c''' \in A_k \setminus \{1\}$.

1. The element $abcb'$ acts on $Y(\mathcal{T})$ with translation length $\sqrt{3}$.
2. The element $abca'b'c'$ acts on $Y(\mathcal{T})$ with translation length 3.
3. The element $abcb'a'b''c'b'''$ acts on $Y(\mathcal{T})$ with translation length $2\sqrt{3}$.
4. The element $abaca'b'c'$ acts on $Y(\mathcal{T})$ with translation length $\sqrt{21}$.
5. The element $abc'b'a'b''c''b'''$ acts on $Y(\mathcal{T})$ with translation length $3\sqrt{3}$.

In each case, there is a non-empty open subset $U$ of the triangle labeled 1 such that the element moves every point of $\overline{U}$ by the translation length and, in particular, is hyperbolic.

In the proof, we will use the following special case of [14, Proposition II.4.14]:

**Lemma 3.3.** Let $X$ be a complete CAT(0) space and let $Y$ be a complete connected length space. If $\iota: X \to Y$ is locally an isometric embedding, then it is an isometric embedding.

**Proof of Lemma 3.2.** We take $\sigma$ to be the base triangle in $Y(\mathcal{T})$ whose vertex stabilizers contain $\langle a, b \rangle, \langle a, c \rangle$ and $\langle b, c \rangle$ and label the triangle $x.\sigma$ by $x$. Let $g$ be one the words from the statement and let $Z$ be the complex consisting of triangles labeled by prefixes of $g$ with identifications as in $Y(\mathcal{T})$, see Figure 1.

Then $Z$ is a subcomplex of $Y(\mathcal{T})$ and we equip it with the induced metric. Let $\pi: Z \to \mathbb{E}^2$ be the map to the Euclidean plane indicated in the figure. We claim that if $C \subseteq Z$ is such that $\pi(C)$ is convex, then $\pi|_C$ is an isometric embedding. In order to prove this, note first that $\pi$ is locally 1-Lipschitz since every vertex link of $Y(\mathcal{T})$ has girth 6. Let $\hat{Z}$ be $Z$ equipped with the length metric (the metric on $Z$ and on $\pi(Z)$ induce the same length metric). Then the identity map $\iota: \hat{Z} \to Z$ is 1-Lipschitz. Now if $\pi(C)$ is convex, then $(\pi|_C)_\hat{}$ is an isometric embedding, hence $\iota|_C$ is a locally an isometric embedding. The claim now follows by applying Lemma 3.3.

Let $U$ be the open region obtained by intersecting $\sigma$ with the region between the two dashed lines. Taking $C$ to be convex hull of $\overline{U}$ and $g\overline{U}$, it follows from the above discussion that every point of $\overline{U}$ is moved by the claimed distance. Since the displacement function $d_g: Y(\mathcal{T}) \to [0, \infty)$ is convex and constant on $U$, it attains its minimum in $U$: If $x \in U$ and there were a point $y$ of smaller displacement, convexity would imply that $d_g(z) < d_g(x)$ for every point $z \in (x, y)$. \hfill \Box
Figure 1. The complex $\mathbb{Z}$ in the various cases of Lemma 3.2. The complexes for cases (3) and (5) are not drawn; they consist of two, respectively, three of the complexes for the first case glued together.

Lemma 3.4. Consider the setup of Theorem 3.1 and assume that $r_0 = r_1 = 2, r_2 = 4$. Choose the metric on $Y(T)$ so that the long edges have length 1. Let $\{i, j\} = \{0, 1\}$. Let $a, a', a'', a''' \in A_i \setminus \{1\}, b, b', b'', b''' \in A_j \setminus \{1\}$ and $c, c'', c''' \in A_2 \setminus \{1\}$.

1. The element $acbc'$ acts on $Y(T)$ with translation length $\sqrt{2}$.
2. The element $aca'bc'b'$ acts on $Y(T)$ with translation length 2.
3. The element $acbc' a''c''$ acts on $Y(T)$ with translation length $2\sqrt{2}$.
4. The element $aca'bc' a''c''b''c'''$ acts on $Y(T)$ with translation length $\sqrt{10}$.
5. The element $aca'bc' a''c''b''c'''b'''$ acts on $Y(T)$ with translation length 4.

In each case, there is a non-empty open subset $U$ of the triangle labeled 1 such that the element moves every point of $\overline{U}$ by the translation length and, in particular, is hyperbolic.

Proof. The proof is completely analogous to that of Lemma 3.2, see Figure 2.

Corollary 3.5. Let $x$ and $y$ be two elements as in Lemma 3.2 or 3.4 with translation lengths $|x|$ and $|y|$. If $x$ and $y$ commute, then $\langle x, y \rangle \cong \mathbb{Z} \times \mathbb{Z}$ unless there are $k, \ell \in \mathbb{N}$ relatively prime such that $|x|/|y| = k/\ell$ and $x^\ell \neq y^k$.

Proof. Assume that $x$ and $y$ commute and do not span $\mathbb{Z} \times \mathbb{Z}$. Then there are $k', \ell' \in \mathbb{N}$ such that $x^\ell' = y^{k'}$ or $x^\ell' = y^{-k'}$. From now on, assume without loss the former. Then $x$ and $y$ have a common axis and it follows that $|x|/|y| = k'/\ell'$. Now let $k = k'/\gcd(k', \ell')$ and $\ell = \ell'/\gcd(k', \ell')$.

There is a point $p$ in the interior of the triangle labeled 1 that lies on an axis for $x$ as well as an axis for $y$. This follows from the facts that $x$ and $y$ have a common axis and that each has an
There relevant complexes for Lemma 3.4. The complexes for cases (3) and (5) are not drawn as they consist of several copies of the complexes for the other case glued together.

Figure 2

axis that meets the interior of the triangle labeled 1. It follows that $x^{\ell} \cdot p = y^{k} \cdot p$ and hence that the triangle labeled 1 is taken to the same triangle by $x^{\ell}$ and $y^{k}$. Since the action of $G$ on triangles is free, it follows that $x^{\ell} = y^{k}$.

\[\Box\]

3.2 \hspace{1cm} Acylindrical hyperbolicity

Under the hypotheses of Theorem 3.1, the group $G = \overline{G}(\mathcal{T})$ acts properly and cocompactly on the 2-dimensional CAT(0) complex $Y(\mathcal{T})$. If $\frac{1}{r_0} + \frac{1}{r_1} + \frac{1}{r_2} < 1$, then the complex is piecewise hyperbolic and the length metric on $Y(\mathcal{T})$ is globally CAT($-1$). As recorded in Theorem 3.1, the group $G$ is then non-elementary hyperbolic. In particular, it is acylindrically hyperbolic (see [60] for an extensive account of this notion). The latter property actually also holds in most cases if we have $\frac{1}{r_0} + \frac{1}{r_1} + \frac{1}{r_2} = 1$: indeed, the only exception occurs when all the vertex links are generalized polygons, in which case the complex $Y(\mathcal{T})$ is a 2-dimensional Euclidean building. The following result combines the Rank Rigidity theorem of Ballmann–Brin [6] with a result of A. Sisto [68].

**Theorem 3.6.** Retain the notation of Theorem 3.1 and assume that $\frac{1}{r_0} + \frac{1}{r_1} + \frac{1}{r_2} \leq 1$. If the equality holds, assume in addition that the graphs $\Gamma_0, \Gamma_1$ and $\Gamma_2$ are not all generalized polygons. Then $G = \overline{G}(\mathcal{T})$ contains an element acting as a rank one isometry on the CAT(0) complex $Y(\mathcal{T})$. In particular, $G$ is acylindrically hyperbolic, hence SQ-universal.
Proof. The discussion preceding the statement covers the case \( \frac{1}{r_0} + \frac{1}{r_1} + \frac{1}{r_2} < 1 \). We now assume that we have equality: \( \frac{1}{r_0} + \frac{1}{r_1} + \frac{1}{r_2} = 1 \). The complex \( Y(T) \) is then piecewise Euclidean, and the length metric on \( Y(T) \) is globally \( \text{CAT}(0) \). We may then invoke the main result of [6], which yields the following dichotomy: either the links \( \Gamma_0, \Gamma_1, \Gamma_2 \) are all generalized polygons, and then \( Y(T) \) is a Euclidean building, or it is not the case, and then the group \( G \) contains an element that acts as a rank one isometry on \( Y(T) \). The latter property implies in turn that \( G \) is acylindrically hyperbolic (this follows from the main results of [68], see also [18, Corollary 3.4]). It follows from [60, Theorem 8.1] that \( G \) is SQ-universal. \( \square \)

3.3 | Distinguishing isomorphism classes

Generalized triangle groups are generated by torsion elements. It follows that isomorphisms between non-positively curved triangle groups can be analyzed with the help of the Bruhat–Tits Fixed Point Theorem.

Proposition 3.7. Let \( k \geq 2 \) (respectively, \( k' \geq 2 \)) be an integer, let \( G \) (respectively, \( G' \)) be a non-positively curved \( k \)-fold (respectively, \( k' \)-fold) triangle group of half girth type \( (r_0, r_1, r_2) \) (respectively, \( (r'_0, r'_1, r'_2) \)). Assume that none of the vertex groups of \( G \) is cyclic. Let \( Y \) (respectively, \( Y' \)) the associated \( \text{CAT}(0) \) simplicial complex, as in Theorem 3.1(i). Let also \( (v_0, v_1, v_2) \) be a 2-simplex in \( Y \), and let \( \psi : G \to G' \) be a homomorphism whose restriction to \( G_{v_i} \) is injective for all \( i \in \{0, 1, 2\} \).

Assume that \( r_i, r'_j \in \{2, 3, 4\} \) for all \( i, j \in \{0, 1, 2\} \), with \( r_0 \leq r_1 \leq r_2 \) and \( r'_0 \leq r'_1 \leq r'_2 \). Then the following assertions hold.

(i) \( k \) divides \( k' \).
(ii) For each vertex \( y \) in \( Y \), the group \( \psi(G_y) \) fixes a unique vertex \( y' \) in \( Y' \).
(iii) If \( 1/r'_0 + 1/r'_1 + 1/r'_2 < 1 \), then \( (v'_0, v'_1, v'_2) \) is a 2-simplex of \( Y' \).
(iv) If \( \psi \) is an isomorphism, then \( (v'_0, v'_1, v'_2) \) is a 2-simplex of \( Y' \), and the assignments \( y \mapsto y' \) extend to a \( \psi \)-equivariant isometry \( Y \to Y' \).

Proof. Since the group \( \psi(G_{v_i}) \) is finite, we deduce from Theorem 3.1(ii) that it fixes some vertex \( v'_i \) of the complex \( Y' \). The group \( \psi(G_{v_i}) \cap \psi(G_{v_{i+1}}) = \psi(G_{v_i,v_{i+1}}) \) is cyclic of order \( k \), and fixes pointwise the geodesic segment \( [v'_i, v'_{i+1}] \). Since a point in the interior of a 2-simplex of \( Y' \) has a trivial stabilizer in \( G' \), we infer that \( [v'_i, v'_{i+1}] \) is entirely contained in the 1-skeleton of \( Y' \). Since \( G_{v_i} \) is not cyclic, whereas the stabilizer of every edge of \( Y' \) in \( G' \) is cyclic, we infer that \( v'_i \) is the unique vertex of \( Y' \) fixed by \( \psi(G_{v_i}) \). Since \( (v_0, v_1, v_2) \) is a strict fundamental domain for the \( G \)-action on \( Y \) by Theorem 3.1(i), we deduce that \( \psi(G_{v_i}) \) fixes a unique vertex \( y' \) in \( Y' \) for every vertex \( y \) in \( Y \). This proves (i) and (ii).

From the previous paragraph, we deduce that for all \( i \), the Alexandrov angle \( \alpha_i := \angle_{y_i}[v'_{i-1}, v'_i, v'_{i+1}] \) is an integer multiple of \( \pi/r'_j \) for some \( j \in \{0, 1, 2\} \). Since \( Y' \) is \( \text{CAT}(0) \), it follows from [14, Proposition II.1.7(4)] that \( \alpha_0 + \alpha_1 + \alpha_2 \leq \pi \). Moreover, we must have \( \alpha_i > 0 \) for all \( i \) since otherwise \( \psi(G_{v_i}) \), which is generated by \( \psi(G_{v_i,v_{i-1}}) \cup \psi(G_{v_i,v_{i+1}}) \), would fix an edge of \( Y' \). This is impossible since \( G_{v_i} \) is not cyclic, whereas the stabilizer of every edge of \( Y' \) is cyclic. Therefore, since \( \alpha_i \) is an integer multiple of \( \pi/r'_j \) and \( r'_j \in \{2, 3, 4\} \), there are only two possibilities: either \( \alpha_i = \pi/r'_j \) or \( (r'_0, r'_1, r'_2) = (4, 4, 4) \) and \( \alpha_i = \pi/2 \). The second possibility is, however,
excluded by the Flat Triangle Lemma, see [14, Proposition II.2.9], since in that case $Y'$ is CAT($-1$) and, therefore, it does not contain any flat triangle.

Recall from Theorem 3.1(i) that the link of $Y$ at $v_i$ is isomorphic to the coset graph of $G_{v_i}$ with respect to the cyclic groups $G_{v_i,v_{i-1}}$ and $G_{v_i,v_{i+1}}$. From the previous paragraph, we deduce that $\psi$ induces a simplicial embedding of the link of $Y$ at $v_i$ into the link of $Y'$ at $v'_i$.

Let us now assume in addition that $1/r'_0 + 1/r'_1 + 1/r'_2 < 1$, and assume now for a contradiction that the geodesic triangle $\Delta = (v'_0, v'_1, v'_2)$ does not span a 2-simplex of $Y'$. Then, by the previous paragraph, the geodesic path $[v'_{i-1}, v'_{i+1}]$, which is contained in the 1-skeleton of $Y'$, must contain at least one vertex different from $v'_{i-1}$ and $v'_{i+1}$. Therefore, any simply connected subcomplex of $Y'$ containing $v'_0$, $v'_1$, and $v'_2$ has at least four simplices of dimension 2. Let us fix a smallest possible such subcomplex, and view it as a ruled surface bounded by $\Delta$ in the sense of [14, III.H.2, p. 426].

We see that the area of that ruled surface is at least 4 times the area of a hyperbolic triangle with angles $(\pi/r'_0, \pi/r'_1, \pi/r'_2)$. In particular, it is at least $4(\pi - 2\pi/3 - \pi/4) = 4\pi/12 = \pi/3$.

Let us now consider the area of a comparison triangle for $\Delta$ in the hyperbolic plane. Since $\alpha_i \in \{\pi/4, \pi/3\}$, we deduce from [14, Proposition II.1.7(4)] that, in this comparison triangle, every inner angle is at least $\pi/4$. Therefore the area of that comparison triangle is at most $\pi - 3\pi/4\pi = \pi/4$.

Thus we see that the area of the ruled surface bounded by $\Delta$ in $Y'$ is strictly greater than the area of a comparison triangle in the hyperbolic plane. This contradicts [14, Proposition III.H.2.16].

Let us finally assume that $\psi$ is an isomorphism (but relax the hypothesis that $1/r'_0 + 1/r'_1 + 1/r'_2 < 1$). Applying the discussion on the links above to the inverse map $\psi^{-1}$, we deduce that $\psi$ induces a simplicial isomorphism from the link of $Y$ at $v_i$ to the link of $Y'$ at $v'_i$. In particular, we have $r_i = r'_i$. By the definition of the complexes $Y$ and $Y'$, the metric is completely determined by the girth type. More precisely, the Alexandrov angle $\angle v_i(v_{i-1}, v_{i+1})$ (respectively, $\angle v'_i(v'_{i-1}, v'_{i+1})$) is equal to $\pi/r_i$ (respectively, $\pi/r'_i$). Therefore, $\psi$ induces an isometry from the link of $Y$ at $v_i$ to the link of $Y'$ at $v'_i$. Assertions (iv) follows, in view of the fact that local isometries extend to global isometries (see [14, Proposition II.4.14]).

\[ \square \]

**Corollary 3.8.** Let $k \geq 2$ (respectively, $k' \geq 2$) be an integer, let $G$ (respectively, $G'$) be a non-positively curved $k$-fold (respectively, $k'$-fold) triangle group of half girth type $(r_0, r_1, r_2)$ (respectively, $(r'_0, r'_1, r'_2)$), none of whose vertex groups of $G$ is cyclic. We denote by $A_0, A_1, A_2$ (respectively, $A'_0, A'_1, A'_2$) the natural images of the defining edge groups into $G$ (respectively, $G'$). Assume that $r_1$ and $r'_j$ belong to $\{2, 3, 4\}$ for all $i, j \in \{0, 1, 2\}$. Let $\psi: G \to G'$ be an isomorphism.

Then there exist an element $g \in G'$ and a permutation $\sigma \in \text{Sym}(\{0, 1, 2\})$ such that

$$g\psi(A_i)g^{-1} = A'_{\sigma(i)}$$

for all $i \in \{0, 1, 2\}$. In particular, $k = k'$.

**Proof.** Let $Y$ (respectively, $Y'$) be the associated CAT(0) simplicial complex, as in Theorem 3.1(i). Let also $(v_0, v_1, v_2)$ be the 2-simplex in $Y$ whose edges $[v_1, v_2]$, $[v_2, v_0]$ and $[v_0, v_1]$ are, respectively, fixed by $A_0, A_1, A_2$. Similarly let $(w_0, w_1, w_2)$ be the 2-simplex in $Y'$ whose edges are, respectively, fixed by $A'_0, A'_1, A'_2$. By Proposition 3.7(iv), there exists a 2-simplex $(v'_0, v'_1, v'_2)$ in $Y'$ such that $\psi(G_{v_i}) \subseteq G'_{v'_i}$ for all $i \in \{0, 1, 2\}$. Since $(w_0, w_1, w_2)$ is a strict fundamental domain for the $G'$-action on $Y'$, there exist an element $g \in G'$ and a permutation $\sigma \in \text{Sym}(\{0, 1, 2\})$ such that $g v'_i = w_{\sigma(i)}$ for all $i \in \{0, 1, 2\}$. The conclusion follows by Proposition 3.7. 

\[ \square \]
It is convenient to reformulate Corollary 3.8 using the following terminology. Let \( G(T) = (X_i, A_j; \varphi_i, i \pm 1) \) and \( G(T') = (X'_i, A'_j; \varphi'_i, i \pm 1) \) be triangles of groups with trivial face groups. We say that \( G(T) \) and \( G(T') \) are equivalent there is a permutation \( \sigma \in \text{Sym}\{0, 1, 2\} \) and, for each \( i \mod 3 \), an isomorphism \( \alpha_i : A'_i \to A_{\sigma(i)} \) and an isomorphism \( \beta_i : X_i \to X'_{\sigma^{-1}(i)} \) such that

\[
\varphi'_{i, i \pm 1} = \beta_{\sigma(i \pm 1)} \circ \varphi_{\sigma(i), \sigma(i \pm 1)} \circ \alpha_i.
\]

Denoting by \( \rho \in \text{Sym}\{0, 1, 2\} \) the 3-cycle defined by \( \rho(i) = i + 1 \), we have \( \sigma(i \pm 1) = \sigma \rho^{\pm 1}(i) \). Thus the image of \( \beta_{\sigma(i \pm 1)} \) is \( X'_{\rho^{\pm 1}(i)} = X'_{i \pm 1} \) as required.

It is clear that two equivalent triangles of groups have isomorphic fundamental groups. The conclusion of Corollary 3.8 is that, under the corresponding hypotheses, the converse holds: two triangles of groups have isomorphic fundamental groups if and only if they are equivalent.

A well-known theorem of Sela ensures that one-ended torsion-free hyperbolic groups are co-Hopfian (see [66, Theorem 4.4]). We recover a very special variation on that result.

**Corollary 3.9.** Let \( k \geq 2 \) be an integer, let \( G \) be a \( k \)-fold triangle group of type \((r_0, r_1, r_2)\), none of whose vertex groups is cyclic. If \( r_i \in \{3, 4\} \) for all \( i \in \{0, 1, 2\} \) and \((r_0, r_1, r_2) \neq (3, 3, 3)\), then every injective homomorphism \( G \to G \) is surjective. In other words, \( G \) is co-Hopfian.

**Proof.** Immediate from Proposition 3.7.

\[ \square \]

## 4 SMALL EDGE-REGULAR CUBIC GRAPHS

In view of the previous section, in order to build the smallest non-positively curved 3-fold generalized triangle groups, we should determine which of the small edge-transitive bipartite trivalent graphs (also called i) admit a group \( X \) acting regularly on the edge set, preserving the bipartition. Such graphs will *a fortiori* coincide with the coset graph of \( X \) with respect to the stabilizers \( A, B \) of two adjacent vertices, that must both be of order 3 by construction. We shall rely on classification results that describe all cubic graphs admitting an edge-transitive automorphism group, up to a certain size (see [22], [20] and [21]).

We consider graphs of order \( \leq 54 \). Since the order of a bipartite cubic graph of girth 2\( r \) is at least \( 2^{r+1} - 2 \), we obtain \( r \leq 4 \). Therefore, it suffices to consider graphs of girth 4, 6 and 8 in the context we have adopted. For graphs of girth \( \leq 6 \), we shall moreover limit ourselves to graphs of order \( \leq 30 \).

In the following, we provide the exact values of the cosine of the representation angle associated with the triple \((X, A, B)\) under consideration, computed formally by investigating systematically all irreducible representations of \( X \). Corollary 2.11, together with the MAGMA tools computing the spectrum of graphs, can be used to provide a computational confirmation.

### 4.1 Girth 4

Among the small cubic graphs with an edge-transitive automorphism group, only two have girth 4.
4.1.1  |  Order 6: the complete bipartite graph

Let

\[ X = \langle a, b | a^3, b^3, aba^{-1}b^{-1} \rangle \]

and set \( A = \langle a \rangle \) and \( B = \langle b \rangle \).

The group \( X \) is the direct product \( C_3 \times C_3 \). The coset graph \( \Gamma_X(A, B) \) is the complete bipartite graph \( K_{3,3} \). By Example 2.1, we have

\[ \varepsilon_X(A, B) = 0. \]

The corresponding angle is \( 90^\circ \).

4.1.2  |  Order 8: the cube

Let

\[ X = \langle a, b | a^3, b^3, aba^{-1}b \rangle \]

and set \( A = \langle a \rangle \) and \( B = \langle b \rangle \).

The group \( X \) is the alternating group \( \text{Alt}(4) \). The coset graph \( \Gamma_X(A, B) \) is the 1-skeleton of the cube. Computations show that

\[ \varepsilon_X(A, B) = \frac{1}{3}. \]

The corresponding angle is \( \approx 70.53^\circ \).

4.2  |  Girth 6

In girth 6, we focus on graphs of order \( \leq 30 \). We see from [22] and [21] that there are exactly six such graphs, respectively, of order 14, 16, 18, 20, 24 and 26. The graph of order 20 is the Desargues graph. It can be viewed as the coset graph of \( X = \text{Alt}(5) \) with respect to \( A = \langle (1, 2), (1, 2, 3) \rangle \) and \( B = \langle (3, 4), (3, 4, 5) \rangle \). We claim that it does not admit any automorphism group acting regularly on the edges preserving the bipartition, so it is excluded from our list. Indeed, such a group would have order 30. In every group of order 30, any Sylow 3-subgroup, which is cyclic of order 3, is normal. Therefore, no group of order 30 is generated by a pair of cyclic subgroups of order 3. Thus the Desargues graph cannot be the coset graph of a group of order 30, as claimed.

Each of the five remaining graphs is discussed below.

4.2.1  |  Order 14: the Heawood graph

Let

\[ X = \langle a, b | a^3, b^3, aba^{-1}b^{-1}ab \rangle \]

and set \( A = \langle a \rangle \) and \( B = \langle b \rangle \).
The group $X$ is the Frobenius group of order 21. The coset graph $\Gamma_X(A, B)$ is the Heawood graph, which is the incidence graph of the projective plane of order 2. By Lemma 2.5, we have

$$\varepsilon_X(A, B) = \sqrt{2}/3.$$ 

The corresponding angle is $\approx 61.87^\circ$.

### 4.2.2 Order 16: the Möbius–Kantor graph

Let

$$X = \langle a, b | a^3, b^3, abab^{-1}a^{-1}b^{-1} \rangle$$

and set $A = \langle a \rangle$ and $B = \langle b \rangle$.

The group $X$ is isomorphic to $\text{SL}_2(F_3)$, its order is 24. The coset graph $\Gamma_X(A, B)$ is the Möbius–Kantor graph. This group coincides with the complex reflection group with Coxeter diagram

```
3
  \_\_\_
3  3
```

Computations show that

$$\varepsilon_X(A, B) = \sqrt{3}/3.$$ 

The infimum is achieved by a faithful representation as a complex reflection group in $\text{SU}(2)$. The corresponding angle is $\approx 54.74^\circ$.

The group $X$ has one quotient that occurred before, namely $\text{Alt}(4)$. A homomorphism to the presentation of $\text{Alt}(4)$ from Section 4.1.2 is obtained by mapping $a$ to $a$ and $b$ to $b^{-1}$.

### 4.2.3 Order 18: the Pappus graph

Let

$$X = \langle a, b | a^3, b^3, (ab)^3, (ab^{-1})^3 \rangle$$

and set $A = \langle a \rangle$ and $B = \langle b \rangle$.

The group $X$ is isomorphic to the Heisenberg group over $F_3$, its order is 27. The coset graph $\Gamma_X(A, B)$ is the Pappus graph. As mentioned in Example 2.3 above, we have

$$\varepsilon_X(A, B) = \sqrt{3}/3.$$ 

The corresponding angle is $\approx 54.74^\circ$.

The group $X$ has one quotient that occurred before, namely the direct product $C_3 \times C_3$. 
4.2.4  |  Order 24: the Nauru graph

Let

\[ X = \langle a, b | a^3, b^3, (ab)^3, aba^{-1}ba^{-1}b^{-1}ab^{-1} \rangle \]

and set \( A = \langle a \rangle \) and \( B = \langle b \rangle \).

The group \( X \) is isomorphic to the direct product \( \text{Alt}(4) \times C_3 \), its order is 36. The coset graph \( \Gamma_X(A, B) \) is the Nauru graph. Computations show that

\[ \epsilon_X(A, B) = \frac{2}{3}. \]

The corresponding angle is \( \approx 48.19^\circ \).

The group \( X \) has two quotients that occurred before, namely \( C_3 \times C_3 \) and \( \text{Alt}(4) \).

4.2.5  |  Order 26

Let

\[ X = \langle a, b | a^3, b^3, (ab)^3, aba^{-1}ba^{-1}b^{-1}b^{-1} \rangle \]

and set \( A = \langle a \rangle \) and \( B = \langle b \rangle \).

The group \( X \) is isomorphic to the Frobenius group of order \( 39 \). The coset graph \( \Gamma_X(A, B) \) is the cubic graph denoted by \( F26A \) in the Foster census. Using Lemma 2.5, we find that

\[ \epsilon_X(A, B) = \frac{|\zeta^2 + \zeta^5 + \zeta^6|}{3}, \]

where \( \zeta = e^{2\pi i/13} \).

The corresponding angle is \( \approx 46.26^\circ \).

4.3  |  Girth 8

In girth 8, we focus on graphs of order \( \leq 54 \). We see from from [20] and [21] that there are exactly four such graphs, respectively, of order 30, 40, 48 and 54. The graph of order 30 is the Tutte 8-cage \( T \), which is also the incidence graph of the generalized quadrangle of order 2. It does not admit any automorphism group acting regularly on the edges preserving the bipartition, so it is excluded from our list. Indeed, since \( T \) is of order 30, an edge-regular automorphism group must have order 45; on the other hand, the index 2 subgroup of \( \text{Aut}(T) \) preserving the bipartition is isomorphic to \( \text{Sym}(6) \), which does not have any subgroup of order 45. Each of the three remaining ones is discussed below.
4.3.1  Order 40: the double cover of the dodecahedron

Let

\[ X = \langle a, b | a^3, b^3, (ab^{-1}ab)^2, (a^{-1}b^{-1}ab^{-1})^2 \rangle \]

and set \( A = \langle a \rangle \) and \( B = \langle b \rangle \).

The group \( X \) is isomorphic to \( \text{Alt}(5) \), which is of order 60: indeed, there is an isomorphism mapping \( a \) to \((1, 2, 3)\) and \( b \) to \((3, 4, 5)\). The coset graph \( \Gamma_X(A, B) \) is a double cover of the 1-skeleton of the dodecahedron. Computations show that

\[ \varepsilon_X(A, B) = \sqrt{5}/3. \]

The infimum is achieved by the irreducible representations in degree 3.

The corresponding angle is \( \approx 41.81^\circ \).

4.3.2  Order 48

Let

\[ X = \langle a, b | a^3, b^3, (ab)^2(a^{-1}b^{-1})^2 \rangle \]

and set \( A = \langle a \rangle \) and \( B = \langle b \rangle \).

The group \( X \) is isomorphic to the direct product \( \text{SL}_2(\mathbb{F}_3) \times C_3 \), its order is 72. The coset graph \( \Gamma_X(A, B) \) is of girth 8. This group coincides with the complex reflection group with Coxeter diagram

```
  3 -- 4 -- 3
```

Computations show that

\[ \varepsilon_X(A, B) = \sqrt{2}/3. \]

The infimum is achieved by a faithful representation as a complex reflection group in \( \text{SU}(2) \).

The corresponding angle is \( \approx 35.26^\circ \).

The group \( X \) has four quotients that occurred before: adding the relation \((ab)^4\) gives a presentation of \( \text{SL}_2(\mathbb{F}_3) \) (order 24, acting on the Möbius–Kantor graph of order 16). A homomorphism to the presentation above is given by taking \( a \) to \( a \) and \( b \) to \( b^{-1} \). The second quotient is obtained by adding the relation \((ab^{-1})^3\). This is a presentation of the group \( \text{Alt}(4) \times C_3 \) (order 36, acting on the Nauru graph of order 24). A homomorphism to the previous presentation is given by taking \( a \) to \( a \) and \( b \) to \( b^{-1} \). One can then postcompose with quotient maps mentioned above, and obtain quotients isomorphic to \( C_3 \times C_3 \) and \( \text{Alt}(4) \).
4.3.3 Order 54: the Gray graph

Let
\[ X = \langle a, b | a^3, b^3, aba^{-1}b^{-1}a^{-1}bab^{-1}, (aba^{-1}b)^3 \rangle \]
and set \( A = \langle a \rangle \) and \( B = \langle b \rangle \).

The group \( X \) is isomorphic to the wreath product \( C_3 \wr C_3 \). It is also isomorphic to the 3-Sylow subgroup in \( \text{Sp}_4(F_3) \). Alternatively, it can be viewed as a non-trivial split extension of the Heisenberg group over \( F_3 \) by \( C_3 \). Its order is 81. The coset graph \( \Gamma_X(A, B) \) is the Gray graph. An alternative presentation will be provided in Proposition 7.2(ii) below. Moreover, by Proposition 7.3(ii), we have
\[ \varepsilon_X(A, B) = \sqrt{2/3}. \]

The corresponding angle is \( \approx 35.26^\circ \).

The group \( X \) has two quotients that occurred before. Adding the relation \((ab)^3\) gives a presentation of the Heisenberg group over \( F_3 \) (order 27, acting on the Pappus graph of order 18). The homomorphism to the presentation from Section 4.2.3 is given by taking \( a \) to \( a \) and \( b \) to \( b \). Post-composing with a quotient map mentioned above, we also obtain \( C_3 \times C_3 \) as a quotient.

Remark 4.1. We emphasize that the Gray graph is not vertex-transitive (it is semi-symmetric, but not symmetric), while each of the other nine graphs above admits a vertex-transitive automorphism group. Moreover, the Gray graph should not be confused with the graph denoted by \( F54A \) in the Foster census. The latter graph is bipartite, of order 54, symmetric, and of girth 6 (and therefore excluded from our list, since for graphs of girth \( \leq 6 \), we only considered graphs of order \( \leq 30 \)).

Remark 4.2. For 9 of the 10 triples \((X, A, B)\) catalogued above, we have
\[ \varepsilon_X(A, B) \in \left\{ \frac{\sqrt{n}}{3} \mid n = 0, 1, 2, 3, 4, 5, 6 \right\}. \]
The only exception is the Frobenius group of order 39, whose associated graph is \( F26A \), see Section 4.2.5. This is also the only group involving the prime 13 (the other groups involve only 2, 3, 5, 7).

Remark 4.3. It follows from Corollary 2.14 that the 10 graphs above are all Ramanujan graphs.

5 NON-POSITIVELY CURVED TRIVALENT TRIANGLE GROUPS: AN EXPERIMENTAL CASE STUDY

5.1 Overview

A 3-fold generalized triangle group is called a trivalent triangle group. We have undertaken a systematic enumeration of non-positively curved trivalent triangle groups with the smallest possible vertex links. In this introduction, we present an overview of our experimental set-up and of the outcome of our computations, and refer to the next subsections of the text for details. The
In a trivalent triangle group, every vertex link is an edge-regular trivalent graph (also called cubic graph). In order to satisfy the non-positive curvature condition, the inequality \( \frac{2\pi}{g_0} + \frac{2\pi}{g_1} + \frac{2\pi}{g_2} \leq \pi \) must be satisfied, where \( g_i \) denotes the girth of the \( i \)th vertex link in the triangle of groups under consideration (see Theorem 3.1). The bound on the order of the graphs we have imposed implies that \( g_i \leq 8 \) for all \( i \). The non-positive curvature condition therefore implies that the only girths to be considered are 4, 6 and 8. The previous section describes the two smallest edge-regular cubic graphs of girth 4, the 5 smallest edge-regular cubic graphs of girth 6, and the three smallest edge-regular cubic graphs of girth 8. (It is important to emphasize that not every edge-transitive cubic graph is edge-regular.) This leads us to a set \( \mathcal{X} \) of 10 graphs, and a corresponding set of ten finite groups acting regularly on the edges of those graphs.

In the following, we describe an enumeration of all the possible trivalent triangle groups, all of whose vertex groups belong to \( \mathcal{X} \). There are exactly 252 inequivalent triangles of groups with vertex groups in \( \mathcal{X} \). Corollary 3.8 ensures that two inequivalent triangles of groups from that list yield non-isomorphic fundamental groups. We have thus obtained a list of 252 non-isomorphic trivalent triangle groups, that are all infinite. A list of their presentations is included in Section A.

When the girths of the vertex links satisfy the strict inequality \( \frac{2\pi}{g_0} + \frac{2\pi}{g_1} + \frac{2\pi}{g_2} < \pi \), the corresponding trivalent triangle group is hyperbolic (see Theorem 3.1). Among the 252 groups of our list, 149 satisfy that condition. Among the remaining 103 groups, 38 are hyperbolic while 65 contain a subgroup isomorphic to \( \mathbb{Z} \times \mathbb{Z} \) and are thus not hyperbolic. It is noteworthy that there exist pairs \((H_1, H_2)\) of trivalent triangle groups sharing the same triple of vertex groups, such that \( H_1 \) is hyperbolic but \( H_2 \) is not (see, for example, the pairs \((G_{14,14,24}^0, G_{14,14,24}^1)\) or \((G_{24,24,24}^0, G_{24,24,24}^1)\) in Appendix B).

It is important to underline that four of the groups from our list had been introduced by Ronan [65] and studied by various authors. These Ronan groups are those obtained by imposing that the three vertex links are all isomorphic to the Heawood graph. The Ronan groups act properly, chamber-transitively on \( \tilde{A}_2 \)-buildings. Therefore, they have Kazhdan’s property (T), and they are not hyperbolic. Moreover, it is conjectured that there exists some \( d \) such that none of them has a quotient in \( \mathcal{S}_d \) (two of the Ronan groups are arithmetic, see [46], hence for them, this conjectural assertion follows from Serre’s conjecture on the congruence subgroup problem [63, Conjecture 1]; for the other two Ronan groups, see [4, Conjecture 1.5]).

Let us now describe our findings regarding property (T). Theorem 2.6 confirms that the four Ronan groups have property (T), but happens to be inconclusive for the remaining 248 groups on our list. On the other hand, by enumerating subgroups of low index, we found that the majority of those 248 have finite index subgroups with infinite abelianization, and thus fail to have property (T). On the remaining groups, we have also run the algorithmic tools developed in [40] to check property (T), without reaching any conclusion. Moreover, further results confirming the absence of property (T) for a large subset of those groups have more recently been obtained by Ashcroft [3, Corollary C], who constructs a fixed-point-free action on CAT(0) cube complexes and further proves that some of the hyperbolic groups considered are virtually special.

In addition, we were also able to prove that four of our groups have an unbounded isometric action on the real hyperbolic 3-space, while nine of them have an unbounded isometric action
on the complex hyperbolic plane, and five have an unbounded isometric action on the complex hyperbolic 3-space (see Section 5.4). The existence of such actions is also an obstruction to property (T). Among those groups, one has all its vertex groups isomorphic to $\text{SL}_2(\mathbb{F}_4) \cong \text{Alt}(5)$, and has a Kleinian quotient group. Two others have all their vertex groups isomorphic to $\text{SL}_2(\mathbb{F}_3)$, and admit quotient groups that are arithmetic and non-arithmetic lattices in $\text{SU}(2, 1)$. These lattices were first introduced and studied by Mostow [51]. We view those specific triangle groups as relatives of the $k$-fold generalized triangle groups considered in [50]: indeed, they share the property of having all their vertex groups isomorphic to $(\mathbb{P})\text{SL}_2(\mathbb{F}_q)$ or $(\mathbb{P})\text{GL}_2(\mathbb{F}_q)$ for some prime power $q$.

According to an unpublished result of Shalom and Steger, the four Ronan groups are hereditarily just-infinite (this means that each of their proper quotients is finite, and that this property is inherited by their finite index subgroups). None of the other 248 groups on our list has this property: indeed, all of them are acylindrically hyperbolic, hence SQ-universal (see Theorem 3.6). Thus, as far as infinite quotients are concerned, the four Ronan groups constitute an exception in our sample.

Let us now describe our findings regarding finite simple quotients. All the data we collected are displayed in Section B. We performed a systematic search of finite simple quotients of order $\leq 5 \cdot 10^7$, and a systematic search of alternating quotients of degree $\leq 30$. For various subclasses, this upper bound could be extended up to degree $\leq 40$. The outputs of those computations show that when the girth triple $(g_0, g_1, g_2)$ is $(8, 8, 8)$, the corresponding triangle group has a tremendous amount of finite simple quotients, including most alternating groups of degree between 20 and 40. Moreover, all of them are virtually torsion-free. When the girth triple is not $(8, 8, 8)$, the situation is less clear. For each group with girth triple $(6, 8, 8)$ on our list, we could find some (and usually many) non-abelian finite simple quotients. On the other hand, for some of the hyperbolic groups with girth triple $(4, 8, 8)$, $(6, 6, 6)$ and $(6, 6, 8)$ on our list, we could not find any (non-abelian) finite simple quotient at all. We underline that our investigations of the finite simple quotients of the groups from our sample was primarily based on a systematic enumeration of all simple quotients of finite order up to a certain upper bound (namely $5 \cdot 10^7$), and a systematic enumeration of all subgroups of finite index up to a certain upper bound (typically 30 or 40). Occasionally, we have also found individual finite simple quotients, usually of much larger order, by exhibiting explicit linear representations in degree $d \leq 6$ in characteristic 0, and then by extracting congruence quotients. The latter construction was achieved by investigating certain representation varieties of the groups under consideration, using the MAGMA tools in algebraic geometry (see Section 5.3 and Remark 5.16).

Our list of trivalent triangle groups interpolates between two extremes. At one end of the spectrum, we have the four Ronan groups, that are very rigid non-hyperbolic groups with conjecturally no finite simple quotient of arbitrarily large rank. At the opposite end, we have the 17 trivalent groups from our list all of whose vertex links have girth 8. Each of the latter has a tremendous amount of finite simple quotients compared to the other groups from the list. It is tempting to believe that those 17 groups admit $\text{Alt}(d)$-quotients for all but finitely many $d$, and that they are all virtually special (the latter conjecture has recently been partly verified by Ashcroft, see [3, Corollary C]). The other groups on our list have properties that appear to be intermediate compared to those extremes. This led some of us to speculate, at an intermediate stage of this project, that some of them, with girth triple $(6, 6, 6)$ or $(6, 6, 8)$, could fail to admit quotients in $\mathcal{S}_d$ for all $d$. We emphasize that the two hyperbolic groups that are ‘as close as possible’ to the four Ronan groups are those denoted by $G_{0}^{14,14,24}$ and $G_{0}^{14,14,26}$ on our list.
TABLE 1 Description of $\text{Aut}(X^{|L|})_{\{A,B\}}$ for $L \in \mathcal{L}$

| $X^6, X^{18}, X^{40}$ | Order of $\text{Aut}(X^{|L|})_{\{A,B\}}$ | Generators of $\text{Aut}(X^{|L|})_{\{A,B\}}$ |
|------------------------|----------------------------------------|------------------------------------------|
| $X^6, X^{18}, X^{24}, X^{48}$ | 4                                      | $(a b)(a^{-1} b^{-1}), (a a^{-1})$         |
| $X^{14}, X^{26}$       | 2                                      | $(a b^{-1})(a^{-1} b)$                     |
| $X^{54}$               | 4                                      | $(a a^{-1}), (b b^{-1})$                   |

5.2 Enumerating small trivalent triangle groups

Let $\mathcal{L}$ be the set consisting of the ten graphs listed in Section 4. We have performed a systematic enumeration of all the non-positively curved triangles $G(\mathcal{Y})$ of finite groups with trivial face group and cyclic edge groups of order 3, such that the link in the local development at every vertex belongs to $\mathcal{L}$. Their half girth type is thus an element of the set

$$\{(2,4,4), (3,3,3), (3,3,4), (3,4,4), (4,4,4)\}.$$  

Let $\mathcal{Y}$ be the collection of those $G(\mathcal{Y})$. It follows from Corollary 3.8 that if two elements $G(\mathcal{Y})_1, G(\mathcal{Y})_2 \in \mathcal{Y}$ are inequivalent, their fundamental groups $\overline{G(\mathcal{Y})_1}$ and $\overline{G(\mathcal{Y})_2}$ are not isomorphic (see Section 3.3 for the definition of the notion of equivalence of triangles of groups).

For each graph $L \in \mathcal{L}$, let $|L|$ be its order (that is, the cardinality of its vertex set) and $X^{|L|} = \langle a, b \rangle$ be the group acting regularly on the edges of $L$, generated by a pair of elements of order 3, as it appears in the list from Section 4. We need to describe, for each such group $X^{|L|}$, the group $\text{Aut}(X^{|L|})_{\{A,B\}}$ of those automorphisms of $X^{|L|}$ that stabilizes the pair $\{A,B\}$, where $A = \langle a \rangle$ and $B = \langle b \rangle$. By definition, every element $\alpha \in \text{Aut}(X^{|L|})_{\{A,B\}}$ permutes the set $\{a, a^{-1}, b, b^{-1}\}$; moreover $\alpha$ is uniquely determined by its action on that set. Thus $\text{Aut}(X^{|L|})_{\{A,B\}}$ is isomorphic to a subgroup of the dihedral group of order 8. In Table 1, we provide a generating set for $\text{Aut}(X^{|L|})_{\{A,B\}}$ as a collection of permutations of the set $\{a, a^{-1}, b, b^{-1}\}$. The case-by-case verification is straightforward.

We are now ready for the following.

**Proposition 5.1.** The set $\mathcal{Y}$ consists of 252 inequivalent triangles of finite groups. Their fundamental groups are pairwise non-isomorphic. Their presentations are those listed in Appendix A.†

*About the proof.* A triangle of groups $G(\mathcal{Y}) \in \mathcal{Y}$ is determined by the following data: the three edge groups $A_i = \langle c_i \rangle$ which are cyclic of order 3; the vertex groups $X_i = \langle a_i, b_i \rangle$, each of which is one of the ten groups whose presentation is given in Section 4, and the homomorphisms $\varphi_{i-1,i}, \varphi_{i+1,i}$ which amount to identifying the pair $(a_i, b_i)$ with one of the eight pairs $(c_{i-1}^{\pm 1}, c_{i-1}^\pm)$, $(c_{i+1}^{\pm 1}, c_{i+1}^\pm)$. Once the $(A_i)_{i=0,1,2}$ and $(X_i)_{i=0,1,2}$ are fixed, this leads to $8^3$ possible triangles of groups. However, replacing $c_i$ by $c_i^{-1}$ in a given triangle of groups and also inverting $c_i$ in the identifications coming from the $\varphi_{i,j}$ leads to a triangle of groups that is obviously equivalent to the original one. Thus at most $4^3 = 64$ of these triangles of groups are inequivalent. Therefore, once the triple $(X_0, X_1, X_2)$ of vertex groups is fixed, we may encode all the possible triangles of groups $G(\mathcal{Y})$ by an element of the 6-dimensional vector space $\mathbb{F}_2^6$ as follows. To a vector $\textbf{v} = (v_0, v_1, \ldots, v_5) \in \mathbb{F}_2^6$, we associate a

†The Appendices are provided separately as supplementary material with the published article.
unique triangle of groups $G(\mathcal{Y})$ defined as follows. For each $i \in \{0, 1, 2\}$, we rename the generating pair $(a_i, b_i)$ in $X_i$ according to the rule:

$$(x_i, y_i) = \begin{cases} (a_i, b_i) & \text{if } v_{2i} = 0 \\ (b_i, a_i) & \text{if } v_{2i} = 1. \end{cases}$$

The connecting homomorphisms $\varphi_{i-1,i}, \varphi_{i+1,i}$ are then uniquely determined by the following identifications:

$$y_i = x_{i+1} \quad \text{if } v_{2i+1} = 0,$$
$$y_i = x_{i+1}^{-1} \quad \text{if } v_{2i+1} = 1,$$

where, as usual, the index $i$ is taken modulo 3.

Using that parametrization, we can now determine the equivalence classes of triangles of groups, keeping the triple $(X_0, X_1, X_2)$ fixed, as follows. The equivalence classes of triangles of groups coincide with the orbits of a finite group $\Delta$ determined by the groups $\text{Aut}(X_i)\langle a_i, b_i \rangle$ described in Table 1, for $i = 0, 1, 2$, and the permutations of $\{X_0, X_1, X_2\}$ permuting identical vertex groups. Let us illustrate this by two examples. If the group $\text{Aut}(X_0)\langle a_0, b_0 \rangle$ contains the permutation $(a_0, b_0^{-1})(a_0^{-1}, b_0)$, it follows that for every vector $v = (v_0, v_1, \ldots, v_5)$, the triangle of group determined by $v$ is equivalent to the triangle of groups determined by $(v_0 + 1, v_1 + 1, v_2, v_3, v_4, v_5 + 1)$. This means that $\Delta$ contains the translation $v \mapsto v + (1, 1, 0, 0, 0, 1)$. Similarly, if the groups $X_0$ and $X_1$ are identical, so that the assignments $(a_0, b_0) \mapsto (a_1, b_1)$ define an isomorphism, then $\Delta$ contains the linear transformation $(v_0, v_1, v_2, v_3, v_4, v_5) \mapsto (v_2, v_3, v_0, v_1, v_4, v_5)$. Therefore, using the coding we have introduced above, we see that the group $\Delta$ acts on $\mathbb{F}_2^6$ by affine transformations.

The equivalence classes of triangle presentations with vertex groups $(X_0, X_1, X_2)$ are nothing but the $\Delta$-orbits on the space $\mathbb{F}_2^6$. This computation is now easily implemented in MAGMA.

It is straightforward to obtain a presentation for the fundamental group of a triangle of groups $G(\mathcal{Y})$ given by these data: it is generated by the $a_i$ and presented by the relations of the $X_i$ with the appropriate identifications.

Section A lists these fundamental groups in the form $G_{\ell,m_1,m_2,m_3}$, where the number $m_i$ is the order of the cubic graph on which the groups $X_i$ acts edge-transitively and the number $\ell \in \{0, \ldots, 63\}$ corresponds to an element of the index set $\mathbb{F}_2^6$ as described above (explicitly $(v_0, \ldots, v_5)$ corresponds to $32(1 - v_0) + 16v_1 + 8(1 - v_2) + 4v_3 + 2(1 - v_4) + v_5$).

In view of Proposition 3.7, two inequivalent triangles of groups have non-isomorphic fundamental groups. This leads to a computation of isomorphism classes; for each class Section A lists, the representative with smallest index $\ell$. An independent verification has also been realized using the MAGMA call $\text{SearchForIsomorphism}(G_{\ell,m_1,m_2,m_3}, G_{\ell',m_1',m_2',m_3'}, 3)$, for all $\ell \neq \ell' \in \{0, 1, \ldots, 63\}$. This searches for an isomorphism taking the generators of $G_{\ell,m_1,m_2,m_3}$ to generators or inverses of generators of $G_{\ell',m_1',m_2',m_3'}$. Although there is no guaranty that every such isomorphism will be found, it turns out that the outcome confirms the list displayed in Section A.

We observe that $\Delta$ depends on $X_i$ only through the group $\text{Aut}(X_i)\langle a_i, b_i \rangle$. For example, the number of equivalence classes for the triple $(X_{14}, X_{16}, X_{18})$ must be equal to the number of equivalence classes with the triple $(X_{26}, X_{40}, X_{48})$ since, in view of Table 1, the affine group $\Delta$ will be identical in those two cases.

Information about these groups is tabulated in Section B. That information was mostly obtained by basic use of MAGMA and is described before the tables. There are a few exceptions.
Information on Kazhdan’s property (T) is incomplete. The four groups $G_{\ell}^{14,14,14}$, $\ell \in \{0, 1, 2, 6\}$ are Ronan’s groups [65] that are uniform lattices on $\tilde{A}_2$-buildings and therefore are well known to have property (T). This is also recovered by Theorem 2.6 using that $\varepsilon_X(A_{i-1}, A_{i+1}) = \sqrt{2}/3$, see Section 4.2.1. For all the other groups, Theorem 2.6 is inconclusive. It turns out that many of them have a finite index subgroup with infinite abelianization. Moreover, some of them admit unbounded isometric actions on real or complex hyperbolic spaces, which is also an obstruction is property (T) (see Section 5.4).

The information on alternating quotients is obtained by running a systematic search of subgroups of small index, using the MAGMA call LowIndexSubgroups, then extracting the corresponding coset action and testing whether the corresponding quotient group is alternating. That procedure was run up to a certain upper bound on the index, which was fixed for each half girth type, and is clearly indicated in the tables.

The table for groups of half girth type (2, 4, 4) and (3, 3, 3) also contains information on hyperbolicity of the groups. It uses an automatic structure that is found (for all trivalent triangle groups) by Holt’s KBMAG using the MAGMA call IsAutom. $GA := $ IsAutomGroup($G$). For those groups that are hyperbolic, it can be confirmed using IsHyperbolicGroup($GA :$ MaxTries := 20). For the groups that are not, the table provides two elements that generate $\mathbb{Z} \times \mathbb{Z}$ by Corollary 3.5, where the hypotheses can be verified using the automatic group $GA$.

Although this is not relevant for verifying non-hyperbolicity, we briefly explain how we found these elements. A copy of $\mathbb{Z} \times \mathbb{Z}$ in a generalized triangle group of half-girth type (3, 3, 3) or (2, 4, 4) will act on a flat plane of the CAT(0) complex $Y$ associated with $G(Y)$, leaving the vertex coloring by conjugacy classes of stabilizers invariant. It is therefore canonically a finite-index subgroup of the isomorphism group of that colored tiled plane, which is the root lattice $\Lambda$ of type $\tilde{A}_2$ or $\tilde{C}_2$, respectively. If the plane contains the base simplex $\sigma$, the vectors of the five shortest lengths in $\Lambda$ are represented by words as in Lemma 3.2, see Figure 3. In searching for generators of $\mathbb{Z} \times \mathbb{Z}$, we enumerated pairs $(g_1, g_2)$ of such words with $|g_1| \geq |g_2|$ in lexicographic order of their translation lengths. Using the automatic structure, we could then have MAGMA check whether they commute and use Lemma 3.2 to decide whether the cyclic groups they generate are commensurate.
Remark 5.2. As can be seen in the table in Section B.2, the elements of the first pair we found always satisfy $|g_1| = |g_2|$. It is not a priori clear to us why we would never find pairs with $|g_1| = 2\sqrt{3}$ and $|g_2| = \sqrt{3}$ or with $|g_1| = 2\sqrt{3}$ and $|g_2| = 3$ first.

Remark 5.3. If we take edge lengths to be 1, the covolume of the root lattice $\Lambda$ of type $\tilde{A}_2$ is $\frac{3\sqrt{3}}{2}$. As a consequence of the previous remark, the covolumes of the copies of $\mathbb{Z} \times \mathbb{Z}$ that we first find in trivalent triangle groups of half-girth type (3,3,3) are $\frac{3\sqrt{3}}{2} \cdot \{1, 3, 4, 7, 9\}$. These are generally not the copies of $\mathbb{Z} \times \mathbb{Z}$ with smallest covolume: Ronan’s group $G_1^{14,14,14}$ contains a copy of $\mathbb{Z} \times \mathbb{Z}$ of covolume $\frac{3\sqrt{3}}{2} \cdot 3$ (with $|(g_1|, |g_2|) = (2\sqrt{3}, \sqrt{3})$) while our search first finds one of covolume $\frac{3\sqrt{3}}{2} \cdot 4$ (with $|(g_1|, |g_2|) = (3, 3)$).

It would be interesting to know which covolumes (asymptotically) appear with which multiplicity in a given generalized triangle group. Such information is not known even in the case of Ronan’s groups.

### 5.3 Linear representations with infinite image in characteristic 0

In the following sections, we construct, for certain trivalent triangle groups, explicit low degree representations in characteristic 0 with infinite image. We have used the following methods. First, the MAGMA call L2Quotients computes the finite quotients of a finitely presented group $G = \langle S | R \rangle$ of the form $\text{PSL}_2(q)$ or $\text{PGL}_2(q)$. When this algorithm ensures the existence of infinitely many such quotients in infinitely many different characteristics, one expects the group $G$ to have a representation in $\text{PGL}_2(\mathbb{C})$ with infinite image. This is confirmed in our sample (see Section B and Proposition 5.5). If the group $G$ is 2-generated, there is a similar function L3Quotients. This does not apply to any trivalent triangle group from our sample, since they fail to be 2-generated, but it does apply to certain extensions described in Section 5.5. Fifty-four groups from our sample have a subgroup of index 3 which is 2-generated, but the presentation of that subgroup happens to be too complicated for the L3Quotients-algorithm to reach a conclusion in a reasonable computing time.

An alternative approach attempts to build explicit points of the representation variety of $G$ in $\text{GL}_d(\mathbb{C})$, exploiting the fact that triangle groups are generated by torsion subgroups. More precisely, given a triangle group $G = \langle a, b, c | R \rangle$, we can start with an explicit representation $\rho : X \to \text{GL}_d(F)$ of the finite group $X = \langle a, b \rangle$, where $F$ is a number field. The possibility to define $\rho(c)$ in such a way that $\rho$ extends to a representation of $G$ can be explored as follows. First define $C$ as a matrix whose entries are $d^2$ indeterminates. Each of the relators from the presentation of $G$ yields an identity, each of which corresponds to $d^2$ polynomial equations in the indeterminates above. The collection of those matrices $C$ satisfying those identities is thus a complex algebraic variety, which can be studied with the MAGMA tools in algebraic geometry. In particular, the dimension of that variety can be computed. When the dimension is $-1$, the representation $\rho$ cannot be extended to $G$, whereas if its dimension is 0, MAGMA finds its rational points over the ground field $F$. Picking any such a point $C$, we may then set $\rho(c) = C$ and obtain a representations of $G$. Of course, there is no guarantee that the representation $\rho$ constructed in that way has infinite image. This method has been used to identify some of the representations described below.
5.4 | Actions on real and complex hyperbolic spaces

The goal of this section is to explain that some of the groups appearing in the enumeration above admit representations with unbounded image in $SO(3,1)$, in $U(2,1)$ or in $U(3,1)$. We start by recalling that the existence of such a representation is an obstruction to Kazhdan’s property (T).

**Theorem 5.4** [8, Theorem 2.7.2]. Let $n \geq 2$. For any group $\Gamma$ with Kazhdan’s property (T), the image of any homomorphism of $\Gamma$ to $O(n,1)$ or $U(n,1)$ has compact closure, and therefore has a global fixed point.

In other words, if a group $\Gamma$ is capable of acting by isometries on a real or complex hyperbolic space without a global fixed point, then $\Gamma$ does not have (T).

**Proposition 5.5.** For $\Gamma \in \{G_{8,40,40}, G_{16,40,40}, G_{24,40,40}, G_{40,40,40}\}$, there is a representation $\Gamma \to SO(3,1)$ whose image is a non-discrete, Zariski dense subgroup.

The group $G_{8,40,40}$ has a representation $\Gamma \to SO(3,1)$ whose image is a cocompact lattice (namely, an index 2 subgroup of the compact hyperbolic Coxeter group of type $(3,5,3)$).

In particular, none of those five groups has Kazhdan’s property (T).

**Proof.** Let $G = SO(3,1)$. In the hyperbolic 3-space $X$, consider a geodesic triangle $\mathcal{T}$ with vertices $v_0, v_1, v_2$ and, for $i \mod 3$, let $\ell_i$ be the geodesic line through $v_{i-1}, v_{i+1}$. Let $\rho_i \in G$ be a rotation of an angle $2\pi/3$ around $\ell_i$. Note that the stabilizer $G_{v_i}$ is isomorphic to $O(3)$. Its action on the unit tangent sphere at $v_i$ is transitive on the set of ordered pairs at any given distance. Therefore, the isomorphism type of the subgroup $\langle \rho_{i-1}, \rho_i \rangle \leq G_{v_i}$ depends only on the angle formed by $\ell_{i-1}$ and $\ell_{i+1}$.

If we choose $v_0, v_1, v_2$ so that the cosines of the inner angles of $\mathcal{T}$ are, respectively, $1/3$, $\sqrt{5}/3$ and $\sqrt{5}/3$ (which is possible since the sum of those three angles is $< \pi$), it follows that the subgroup $\langle \rho_1, \rho_2 \rangle \cong \text{Alt}(4)$ and $\langle \rho_0, \rho_1, \rho_2 \rangle \cong \text{Alt}(5)$. Therefore, $\Lambda = \langle \rho_0, \rho_1, \rho_2 \rangle$ is a quotient of the trivalent triangle group $G_{8,40,40}$, which is the unique trivalent triangle group whose vertex groups are, respectively, isomorphic to $\text{Alt}(4), \text{Alt}(5), \text{Alt}(5)$. In view of the epimorphisms recorded in Section C, this implies that $\Lambda$ is a common quotient of $G_{8,40,40}^3, G_{16,40,40}^3, G_{24,40,40}^3$ and $G_{40,40,48}^3$.

By construction, $\Lambda$ does not fix any point in $X$ or in the ideal boundary of $X$. Moreover $\Lambda$ does not preserve any non-empty closed convex subset strictly contained in $X$. It then follows from the Karpelevich–Mostow Theorem that $\Lambda$ is Zariski-dense (see [19, Proposition 2.8]). The fact that $\Lambda$ is non-discrete follows from the classification in [33].

If we choose $v_0, v_1, v_2$ so that the cosines of the inner angles of $\mathcal{T}$ are all equal to $\sqrt{5}/3$, then the group $\langle \rho_0, \rho_1, \rho_2 \rangle$ is a cocompact lattice in $G$ contained, as an index 2 subgroup in the compact hyperbolic Coxeter group of type $(3,5,3)$ (this follows from the classification in [33]). Since $G_{40,40,40}$ is the unique trivalent triangle group whose vertex groups are all isomorphic to $\text{Alt}(5)$, we deduce that $\Lambda'$ is a quotient of $G_{40,40,40}^3$.

We also note that the representations afforded by Proposition 5.5 also provide a theoretical confirmation of the occurrence of infinitely many $L_2(q)$-quotients found by the computer calculations (see Section B).

**Corollary 5.6.** Each of the groups $G_{8,40,40}^3, G_{16,40,40}^3, G_{24,40,40}^3, G_{40,40,40}^3$ and $G_{40,40,48}$ admits finite simple quotients of the form $\text{PSL}_2(q)$ for infinitely many values of $q$. 

Proof. By Proposition 5.5, each of those groups has a Zariski dense representation in $\text{SO}(3,1)$ (in the case of $G_{40,40,40}$, this follows from the Borel density theorem), hence in $\text{SL}_2(\mathbb{C})$. The conclusion follows from the Strong Approximation of Weisfeiler and Nori (see [74] and [56]).

**Proposition 5.7.** For $\Gamma \in \{G_{16,16,16}, G_{16,16,48}, G_{16,48,48}, G_{48,48,48}\}$, there is a representation $\Gamma \to \text{SU}(2,1)$ whose image is a lattice. In particular, $\Gamma$ does not have (T), and $\Gamma$ admits finite simple quotients of the form $A_2(q)$ or $2A_2(q^2)$ for infinitely many values of $q$.

Proof. The assignment $x \to a$ and $y \to b^{-1}$ extends to a surjective homomorphism $\langle x, y \mid x^3, y^3, xyxy^{-1}y^{-1}x^{-1}y^{-1} \rangle \to \langle a, b \mid a^3, b^3, abab^{-1}a^{-1}b^{-1} \rangle$ whose kernel is the normal closure of $(xy)^4$. Therefore, we have surjective homomorphisms

\[
G_{16,16,16} \to G_{16,16,48} \to G_{16,16,16} \to G_{0,16,16,16}.
\]

In particular, it suffices to prove the required assertion for $\Gamma = G_{16,16,16}$. As observed above, the three vertex groups of $\Gamma$ are each isomorphic to a complex reflection group, and the existence of a quotient of $\Gamma$ embedding as a lattice in $\text{SU}(2,1)$ follows from [51, Theorem A] (it is in fact easy to arrange that this lattice be contained in $\text{SU}(2,1)$, see [61, Theorem 4.7]). Explicit representations are provided in [51, §9.1] or in [61, Theorem 4.7]. The assertion on the failure of property (T) then follows from Theorem 5.4. By Borel density, the image of $\Gamma$ is Zariski dense in $\text{SU}(2,1)$. Strong approximation yields finite simple quotients of the form $A_2(q)$ or $2A_2(q^2)$ for infinitely many values of $q$.

**Remark 5.8.** The group $G_{16,16,16}$ has an automorphism of order 3 that cyclically permutes the generators. One checks that the corresponding semi-direct product $G_{16,16,16} \rtimes C_3$ admits the following presentation:

\[
\langle a, b \mid a^3, b^3, abab^{-1}a^{-1}ba^{-1}b^{-1}a^{-1}b \rangle.
\]

Since that group is 2-generated, we may invoke the L3Quotients algorithm in MAGMA, which confirms the occurrence of infinitely many $A_2(q)$-quotients. Any of those quotients descends to a quotient of $G_{16,16,16}$, since a non-abelian simple group does not have proper subgroups of index 3.

**Remark 5.9.** By Theorem 3.1, the groups $G_{16,16,16}$ and $G_{16,16,16}$ act cocompactly on 2-dimensional simplicial complexes, all of whose vertex links are isomorphic to the Möbius–Kantor graph. A systematic study of such complexes has been conducted by Barré and Pichot, see [7] and references therein.

**Proposition 5.10.** For $\Gamma \in \{G_{6,48,48}, G_{16,16,48}, G_{16,48,48}, G_{24,48,48}, G_{48,48,48}\}$, there is a representation $\Gamma \to \text{U}(2,1)$ whose image does not have compact closure. In particular, $\Gamma$ does not have (T).

Proof. As in the proof of Proposition 5.7 (see also Section C), we have surjective homomorphisms

\[
G_{6,48,48} \to G_{24,48,48} \to G_{6,48,48}.
\]

The three vertex groups of the trivalent triangle group

\[
G_{6,48,48} = \langle a, b, c \mid a^3, b^3, c^3, bab^{-1}a^{-1}, (cb)^2(c^{-1}b^{-1})^2, (ac)^2(a^{-1}c^{-1})^2 \rangle
\]
are complex reflection groups, so that the group $G_{0}^{6,48,48}$ is a complex hyperbolic triangle group with Coxeter–Mostow diagram

![Diagram with nodes labeled 3, 4, 4, 3.]

Following Mostow [51], we obtain a representation in $\text{GL}_3(\mathbb{C})$ mapping $(a, b, c)$ to $(A, B, C)$, where

$$A = \begin{pmatrix} \omega & (\omega - 1) \frac{\sqrt{6}}{3} & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{pmatrix}, B = \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & (\omega - 1) \frac{\sqrt{6}}{3} & \omega \end{pmatrix}, \text{ and } C = \begin{pmatrix} 1 & 0 & 0 \\ (\omega - 1) \frac{\sqrt{6}}{3} & \omega & (\omega - 1) \frac{\sqrt{6}}{3} \\ 0 & 0 & 1 \end{pmatrix},$$

and $\omega = \omega = e^{2\pi i/3}$. The matrices $A, B, C$ preserve the Hermitian form with Gram matrix

$$\begin{pmatrix} 1 & \frac{\sqrt{6}}{3} & 0 \\ \frac{\sqrt{6}}{3} & 1 & \frac{\sqrt{6}}{3} \\ 0 & \frac{\sqrt{6}}{3} & 1 \end{pmatrix},$$

which is non-degenerate with signature $(2, 1)$. Moreover, by (2.3.3) in [51], the image of the representation acts irreducibly on $\mathbb{C}^3$, and therefore its closure is not compact. The failure of property (T) follows from Theorem 5.4.

Similarly, we have surjective homomorphisms

$$G_{0}^{48,48,48} \rightarrow G_{1}^{16,48,48} \rightarrow G_{0}^{16,16,48}.$$

The group $G_{0}^{16,16,48} = \langle a, b, c \mid a^3, b^3, c^3, bab^{-1}b^{-1}a^{-1}, cbc^{-1}b^{-1}c^{-1}, (ac)^{2}(a^{-1}c^{-1})^2 \rangle$ can be represented as a complex hyperbolic triangle group in $\text{GL}_3(\mathbb{C})$ by mapping $(a, b, c)$ to the triple $(A, B, C)$, where

$$A = \begin{pmatrix} \omega & (\omega - 1) \frac{\sqrt{6}}{3} & (\omega - 1) \frac{\sqrt{3}}{3} \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{pmatrix}, B = \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ (\omega - 1) \frac{\sqrt{3}}{3} & (\omega - 1) \frac{\sqrt{3}}{3} & \omega \end{pmatrix}, \text{ and } C = \begin{pmatrix} 1 & 0 & 0 \\ (\omega - 1) \frac{\sqrt{6}}{3} & \omega & (\omega - 1) \frac{\sqrt{3}}{3} \\ 0 & 0 & 1 \end{pmatrix}.$$

The matrices $A, B, C$ preserve the Hermitian form with Gram matrix

$$\begin{pmatrix} 1 & \frac{\sqrt{6}}{3} & \frac{\sqrt{3}}{3} \\ \frac{\sqrt{6}}{3} & 1 & \frac{\sqrt{3}}{3} \\ \frac{\sqrt{3}}{3} & \frac{\sqrt{3}}{3} & 1 \end{pmatrix},$$

which is non-degenerate with signature $(2, 1)$. The other conclusions follow as before. $\square$
Proposition 5.11. For $\Gamma \in \{G_{24}^{24,24,24}, G_0^{24,24,48}, G_1^{24,48,48}, G_0^{48,48,48}\}$, there is a representation $\Gamma \to \text{U}(3,1)$ whose image does not have compact closure. In particular, $\Gamma$ does not have $(T)$.

Proof. As before, we first notice the existence of surjective homomorphisms $G_0^{48,48,48} \to G_1^{24,48,48} \to G_0^{24,24,48} \to G_1^{24,24,24}$, so that it suffices to consider the case where $\Gamma = G_1^{24,24,24}$. Set $\omega = e^{2\pi i/3}$. The representation sends $(a, b, c)$ to $(A, B, C)$, where

$$A = \begin{pmatrix} 0 & 0 & 1 & 0 \\ 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix}, \quad B = \begin{pmatrix} 0 & 0 & \omega & 0 \\ -\omega & 0 & 0 & 0 \\ 0 & -\omega & 0 & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix}$$

and

$$C = \begin{pmatrix} \omega & -1 & -\omega - 2 & 4 \\ \omega & -\omega - 2 & -1 & 4 \\ 2\omega + 1 & \omega & \omega & -4\omega \\ \omega & -1 & -1 & -\omega + 3 \end{pmatrix}.$$

The Hermitian form whose Gram matrix is the diagonal matrix with coefficients $(1, 1, 1, -4)$ is preserved by $Q = \langle A, B, C \rangle$, so that $Q$ is contained in $\text{U}(3,1)$. The finite group $\langle A, B \rangle$ acts irreducibly on the 3-dimensional subspace spanned by the first three vectors of the canonical basis. Since that subspace is not invariant under $C$, it follows that $Q$ acts irreducibly on $\mathbb{C}^4$. This implies that $Q$ is not conjugate to a compact subgroup of $\text{U}(3,1)$.

Remark 5.12. Observe that $Q$ is contained in $\text{GL}_4(\mathbb{Z}[\omega])$. It is thus a discrete subgroup. Using the MAGMA call CongruenceImage, followed by LMGChiefFactors, one deduces from Proposition 5.11 that $\Gamma$ has finite simple quotients isomorphic to $\text{PSU}_4(5)$, $\text{PSL}_4(7)$, $\text{PSU}_4(11)$, $\text{PSL}_4(13)$ and $\text{PSU}_4(17)$.

Remark 5.13. Using the representation variety approach described in Section 5.3, we found that the groups $G_{26,26,26}^{1}$ and $G_{26,26,26}^{21}$ both have also a representation to $\text{U}(3,1)$ with unbounded image. The coefficients are, however, too long to be included here. As above, we can compute the first few congruence quotients of those linear images, and deduce that $G_{26,26,26}^{1}$ and $G_{26,26,26}^{21}$ both have finite simple quotients isomorphic to $\text{PSU}_4(25)$, $\text{PSU}_4(49)$, $\text{PSU}_4(121)$, $\text{PSU}_4(17)$ and $\text{PSU}_4(361)$.

5.5 Cyclic extensions of triangle groups

The existence of an automorphism of order 3 that cyclically permutes the generators, observed in Remark 5.8 for the group $G_0^{16,16,16}$, actually applies to each group of the form $G_0^{k,k,k}$ from our sample, namely with $k \in \{14, 16, 18, 24, 26, 40, 48, 54\}$. The corresponding semi-direct product $G_0^{k,k,k} \rtimes \mathbb{C}_3$ is denoted by $\bar{G}_0^{k,k,k}$. A presentation of $\bar{G}_0^{k,k,k}$ can be obtained as follows. Denoting
by $R^k$ the relators involving only $a$ and $b$ in the presentation of $G_{0}^{k,k,k}$, we have

$$\tilde{G}_{0}^{k,k,k} \cong \langle t, a, b | R^k, t^3, tat^{-1}b^{-1} \rangle.$$  

Clearly, the generator $b$ is redundant, and $\tilde{G}_{0}^{k,k,k}$ is a 2-generator group. In fact, after simplifications, the presentation of $\tilde{G}_{0}^{k,k,k}$ is usually much shorter than the presentation of $G_{0}^{k,k,k}$ (see Section A.6).

Let $X$ be the subgroup of $\tilde{G}_{0}^{k,k,k}$ generated by $a$ and $b$. Thus $X$ is a finite group with presentation $X \cong \langle a, b | R^k \rangle$. The group $\tilde{G}_{0}^{k,k,k}$ is a quotient of the HNN-extension $\langle t, a, b | R^k, t^3, tat^{-1}b^{-1} \rangle$ of the finite group $X$ (which is a virtually free group) by the single extra relation $t^3 = 1$. That very specific structure of $\tilde{G}_{0}^{k,k,k}$ can be used to construct homomorphisms $\rho : \tilde{G}_{0}^{k,k,k} \to H$ to a given target $H$, as follows. Assume given a homomorphism $\rho : X \to H$ to a group $H$. Assume moreover that there is an element $\tau \in H$ that conjugates $\rho(a)$ to $\rho(b)$. Then any element $T$ belonging to the coset $\tau C_H(\rho(a))$ of the centralizer $C_H(\rho(a))$ conjugates $\rho(a)$ to $\rho(b)$. Therefore, the assignment $\rho(t) = T$ defines a homomorphism $\rho : \tilde{G}_{0}^{k,k,k} \to H$ if and only if $T^3 = 1$. This method has been implemented to construct the representation described in the following.

**Proposition 5.14.** Let $\omega = e^{2\pi i / 3}$ and $\zeta = e^{2\pi i / 9} \in \mathbb{C}$. The assignments $(a, b, c) \mapsto (A, B, C)$, where

$$A = \begin{pmatrix} 0 & 0 & 1 \\ \omega & 0 & 0 \\ 0 & 1 & 0 \end{pmatrix}, \quad B = \begin{pmatrix} 0 & 1 & 0 \\ 0 & 0 & 1 \\ \omega & 0 & 0 \end{pmatrix}, \quad C = \begin{pmatrix} \omega + 1 & 0 & -\omega \\ 0 & 0 & \omega \\ \omega + 1 & \omega & \omega^2 \end{pmatrix},$$

define a homomorphism $\rho : G_{0}^{18,18,18} \to \text{PGL}_3(\mathbb{Z}[\omega])$ with Zariski dense image.

Moreover, the extra assignment $t \mapsto T$, where

$$T = \begin{pmatrix} 2\zeta^4 + \zeta^3 + \zeta - 1 & 2\zeta^4 + \zeta^3 + \zeta - 1 & -\zeta^4 + \zeta^3 + \zeta + 2 \\ -\zeta^4 - 2\zeta^3 - 2\zeta - 1 & -\zeta^4 + \zeta^3 + \zeta + 2 & 2\zeta^4 + \zeta^3 + \zeta - 1 \\ 2\zeta^4 + \zeta^3 + \zeta - 1 & 2\zeta^4 + \zeta^3 + \zeta - 1 & -\zeta^4 - 2\zeta^3 - 2\zeta - 1 \end{pmatrix},$$

defines an extension of $\rho$ to a homomorphism $\rho : \tilde{G}_{0}^{18,18,18} \to \text{PGL}_3(\mathbb{Z}[\zeta])$.

**Proof.** We retain the notation from the discussion made before the proposition. We have $X = \langle a, b | a^3, b^3, (ba)^3, (ba^{-1})^3 \rangle$. Computations show that $A^3$ and $B^3$ are both equal to the scalar matrix $\omega \text{Id}$. Moreover, we have $(BA)^3 = 1\text{Id} = (BA^{-1})^3$. Thus $\rho$ defines a homomorphism $X \to \text{PGL}_3(\mathbb{Z}[\omega])$.

One further computes that $T^3$ is a scalar matrix, and that $T$ conjugates $A$ to $B$, and $B$ to $C$. Therefore, $\rho$ indeed defines a homomorphism $\tilde{G}_{0}^{18,18,18} \to \text{PGL}_3(\mathbb{Z}[\zeta])$ whose restriction to $G_{0}^{18,18,18}$ takes values in the group $\text{PGL}_3(\mathbb{Z}[\omega])$.

To verify that the image of $\rho$ is Zariski dense, one computes that

$$(ABAC)^3 = \begin{pmatrix} 1 & 0 & 3\omega^2 \\ 0 & 1 & -3\omega^2 \\ 0 & 0 & 1 \end{pmatrix}.$$
In particular, the Zariski closure of the cyclic group \( \langle (ABAC)^3 \rangle \) is a 1-dimensional unipotent subgroup of \( \text{SL}_3(\mathbb{C}) \). It is then straightforward to check that this subgroup, together with its conjugates under \( \langle A, B, C \rangle \), generates the entire group \( \text{SL}_3(\mathbb{C}) \). The required assertion follows.

As in Corollary 5.6, combining Proposition 5.14 with Strong Approximation, we deduce that the groups \( G_{0}^{18,18,18} \) and \( \tilde{G}^{18,18,18}_{0} \) have quotients of the form \( \text{PGL}_3(F_q) \) for infinitely many finite fields \( F_q \), each of which is of degree \( \leq 6 \) over its prime field. This is confirmed by calling L3Quotients for the group \( G^{18,18,18}_0 \) in MAGMA.

We also remark that, in contrast with the representations studied in Section 5.4, Proposition 5.14 does not provide an unbounded action of the group \( G_{0}^{18,18,18} \) on real or complex hyperbolic spaces, but it rather provides an action on a symmetric space of higher rank. In particular, it does not yield any conclusion on the possible failure of property (T) for that group.

We conclude this section by underlining another feature of the cyclically extended groups. Except for the case \( k = 54 \), the associated simplicial complex associated to the group \( G_{k,k,k}^{0} \) via Theorem 3.1 satisfies the hypotheses of Swiatkowski’s main theorem in [71]. In view of the regularity properties of the vertex links that can be consulted in [22], we deduce that for \( k = 16, 18, 24, 26, 40, 48 \), the full automorphism group of the simplicial complex associated with the group \( G_{0}^{k,k,k} \) is discrete. On the other hand, the complex associated with \( G_{0}^{14,14,14} \) is a 2-adic Bruhat–Tits building, whose automorphism group is non-discrete.

### 5.6 A representation in degree 6

The following result was obtained using the representation variety approach described in Section 5.3.

**Proposition 5.15.** For \( \Gamma \in \{G_{4}^{14,14,18}, G_{4}^{14,14,54}\} \), there is an irreducible representation \( \Gamma \to U(6) \) whose image is infinite.

**Proof.** There is a surjective homomorphism \( G_{4}^{14,14,54} \to G_{4}^{14,14,18} \), so it suffices to prove the statement for \( \Gamma = G_{4}^{14,14,18} \). We next observe that \( \Gamma \) has an automorphism of order 2 fixing \( b \) and swapping \( a \) and \( c^{-1} \). The corresponding extension, which is an overgroup of index 2 of \( \Gamma \), has the following presentation:

\[ \bar{\Gamma} = \langle t, a, b | t^2, a^3, b^3, tbtb^{-1}, bab^{-1}a^{-1}ba, (ata^{-1}t)^3, (at)^6 \rangle. \]

Set \( \omega = e^{2\pi i/3} \) and \( \zeta = e^{2\pi i/12} \). Let

\[
A_1 = \begin{pmatrix} 0 & 0 & 1 \\ 1 & 0 & 0 \\ 0 & 1 & 0 \end{pmatrix}, \quad A_2 = \begin{pmatrix} 1 & 0 & 0 \\ 0 & \omega^3 & 0 \\ 0 & 0 & \omega \end{pmatrix} \quad \text{and} \quad I = \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{pmatrix}.
\]

Define the \( 6 \times 6 \)-matrices

\[
A = \begin{pmatrix} A_1 & 0 \\ 0 & A_2 \end{pmatrix} \quad \text{and} \quad T = \begin{pmatrix} 0 & I \\ I & 0 \end{pmatrix}.
\]
where each entry represents a $3 \times 3$-block. Finally, define

$$B = \begin{pmatrix}
\frac{\zeta^2-1}{6} & \frac{-4\zeta^2+1}{6} & -\frac{1}{6} & -\frac{\zeta}{6} & -\frac{\zeta^3}{6} & -\frac{-3\zeta^3+4\zeta}{6}
\frac{-2\zeta^2+3}{6} & \frac{-\zeta^2}{3} & \frac{-2\zeta^2+2}{3} & \frac{\zeta^3}{6} & \frac{\zeta^3+2\zeta}{6} & -\frac{\zeta}{6}
\frac{2\zeta^2-5}{6} & \frac{\zeta^2-1}{6} & \frac{1}{3} & -\frac{\zeta^3}{6} & \frac{\zeta^3+2\zeta}{6} & -\frac{\zeta}{6}
\frac{3}{6} & -\frac{\zeta^3}{3} & \frac{-2\zeta^3+4\zeta}{6} & \frac{\zeta^2-1}{6} & -\frac{2\zeta^2+1}{6} & -\frac{1}{6}
\frac{3}{6} & \frac{\zeta^3+2\zeta}{6} & \frac{-\zeta^3}{6} & \frac{-2\zeta^2+3}{6} & \frac{\zeta^2}{3} & \frac{-2\zeta^2+2}{3}
\frac{3}{6} & \frac{\zeta^3+2\zeta}{6} & \frac{-\zeta^3}{6} & \frac{2\zeta^2-5}{6} & \frac{\zeta^2-1}{6} & \frac{1}{3}
\end{pmatrix}.$$  

One verifies that the assignments $(t, a, b) \mapsto (T, A, B)$ defines a representation $\rho : \tilde{\Gamma} \to U(6)$. Setting $C = TA^{-1}T$, one also verifies that the matrix $A^{-1}BCB$ has eigenvalues that are not roots of unity, so that the group $\langle T, A, B \rangle$ is infinite. The only two non-trivial invariant subspaces of the subgroup $\langle A, C \rangle$ are the 3-dimensional subspaces, respectively, spanned by the first and the last three vectors of the canonical basis. Since none of them is $B$-invariant, it follows that $\langle A, B, C \rangle$ acts irreducibly. Therefore, the restriction of $\rho$ to $\Gamma$ defines an irreducible unitary representation, as required. 

**Remark 5.16.** As in Remark 5.12, we can compute the first few congruence quotients of the linear group $\langle T, A, B \rangle$, and deduce that the groups $G_{14,14,18}^4$ and $G_{14,14,54}^4$ both have finite simple quotients isomorphic to $\text{PSp}_6(5)$, $\text{PSp}_6(7)$, $\text{PSp}_6(11)$, $\text{PSp}_6(13)$, $\text{PSp}_6(17)$, $\text{PSp}_6(19)$. Using Theorem 3.1(iv), one can derive that $G_{14,14,18}^4$ is virtually torsion-free. Note that the systematic searches for small finite simple quotients, and alternating quotients of small degree, of those groups, reported on in Section B, did not identify any non-abelian finite simple quotient for $G_{14,14,18}^4$ and $G_{14,14,54}^4$.

### 5.7 On representations of hyperbolic quotients of $\text{PSL}_2(\mathbb{Z})$

The relative success of the representation variety approach we followed in the previous sections suggests to consider the following.

**Question 5.17.** Let $d \geq 1$ be an integer, let $\omega = e^{2\pi i/3}$ and $R_d = \mathbb{C}[X_1, \ldots, X_{9d^2}]$ be the polynomial ring in $9d^2$ indeterminates over $\mathbb{C}$. Let also $\tilde{\Gamma} = \langle a, x \mid a^3, x^2, r_1, \ldots, r_m \rangle$ be the representation of $\tilde{\Gamma}$ defined by

$$\rho(a) = \begin{pmatrix} I_d & 0 & 0 \\ 0 & \omega I_d & 0 \\ 0 & 0 & \omega^2 I_d \end{pmatrix} \quad \text{and} \quad \rho(x) = \begin{pmatrix} X_1 & \cdots & X_{3d} \\ \vdots & \ddots & \vdots \\ X_{9d^2-3d+1} & \cdots & X_{9d^2} \end{pmatrix},$$

where $I_d$ denotes the $d \times d$-identity matrix.

Let now $r_1, \ldots, r_m \in \tilde{\Gamma}$ be such that the quotient group $\Gamma = \tilde{\Gamma}/\langle \langle x^2, r_1, \ldots, r_m \rangle \rangle \cong \langle a, x \mid a^3, x^2, r_1, \ldots, r_m \rangle$ is non-trivial and hyperbolic (in particular, $\Gamma$ is a hyperbolic quotient of $C_3 \ast C_2 \cong \text{PSL}_2(\mathbb{Z})$). Let $I_d$ be the ideal in $R_d$ generated by the $(m + 1)9d^2$ polynomials corresponding to the entries of the $m + 1$ matrices in the set $\{\rho(x^2) - I_{3d} \} \cup \{\rho(r_j) - I_{3d} \mid j = 1, \ldots, m\}$.

Does there exist $d \geq 1$ such that the quotient ring $R_d/I_d$ is non-zero?
Remark 5.18. Question 5.17 is formally equivalent to the question whether every hyperbolic group is residually finite. Indeed, if the answer to Question 5.17 is positive, then every non-trivial hyperbolic quotient of $\text{PSL}_2(\mathbb{Z})$ has a non-trivial finite-dimensional linear representation over $\mathbb{C}$, and hence a non-trivial finite quotient. Since every non-elementary hyperbolic group $G$ has a non-elementary hyperbolic quotient in common with $\text{PSL}_2(\mathbb{Z})$ by Olshanskii’s Common Quotient Theorem, it follows that $G$ has a non-trivial finite quotient. It then follows that all hyperbolic groups are residually finite, see [41, Theorem 1.2] or [57, Theorem 2]. Conversely, if every hyperbolic group is residually finite, then the group $\Gamma$ from Question 5.17 has a non-trivial finite quotient $Q$ in which the cyclic group $\langle a \rangle$ injects. In particular, the order of $Q$ is $3d$ for some integer $d \geq 1$, and the image of $a$ in the regular representation of $Q$ is conjugate to the matrix

$$\begin{pmatrix} I_d & 0 & 0 \\ 0 & \omega I_d & 0 \\ 0 & 0 & \omega^2 I_d \end{pmatrix}.$$ 

Therefore, the representation variety of $\Gamma$ whose coordinate ring is $\mathcal{R}_d/I_d$, is non-empty, and hence the ring $\mathcal{R}_d/I_d$ is non-zero.

The potential asset of the reformulation provided by Question 5.17 stems from the possibility to approach the problem by Gröbner bases computations. Investigating Question 5.17 for random quotients of $\text{PSL}_2(\mathbb{Z})$, such as those considered in [58], would be highly interesting.

6 FIVEFOLD HYPERBOLIC TRIANGLE GROUPS WITH PROPERTY (T)

As mentioned in Section 3, the only trivalent triangle groups from our sample for which Theorem 2.6 applies and guarantees property (T) are the four Ronan groups. For the majority of the other groups, we could find a finite index subgroup with infinite abelianization and/or an isometric action on a real or complex hyperbolic space, which show that property (T) fails.

Let us also remark that we cannot expect Theorem 2.6 to apply and guarantee property (T) for non-positively curved trivalent triangle group with a vertex group of very large order, since by Corollary 2.13, one of the representation angles is bounded above by $\arccos(\sqrt{3} - \epsilon) \approx 19.47^\circ$. We consider this as evidence that, in order for an infinite hyperbolic $k$-fold generalized triangle group to have property (T), it is necessary that $k \geq 4$.

Remark 6.1. A possible approach to confirm that a hyperbolic $k$-fold generalized triangle groups with $k$ small cannot have property (T) would be to show that the conformal dimension of the boundary of those hyperbolic groups is at most 2. This is known to be an obstruction to property (T), see [12] and [5, Theorem 1.3(3)].

In this section, we will see that hyperbolic $k$-fold generalized triangle groups with property (T) do exist for $k = 5$. The following remark clarifies how we obtained experimental evidence that such examples could be constructed using Theorem 2.6.

Remark 6.2. To a finite group $X$ and two subgroups $A$ and $B$, we can associate two kinds of angles: one is $2\pi/g_X(A,B)$ where $g_X(A,B)$ is the girth of the bipartite coset graph $\Gamma_X(A,B)$. The other is
arccos \varepsilon_X(A, B), which we call the representation angle. In order for a generalized triangle group associated to \(A_0, A_1, A_2, X_0, X_1, X_2\) to be non-positively curved according to Theorem 3.1, the sum over the three angles of the first kind needs to be \(\leq \pi\). In order for Theorem 2.6 to guarantee property (T), the sum over the three angles of the second kind needs to be \(> \pi\). So in order for both properties to be satisfied, for at least one triple \((X, A, B) = (X_i, A_{i-1}, A_{i+1})\), one needs

\[
\arccos \varepsilon_X(A, B) > \frac{2\pi}{g_X(A, B)}.
\]

(1)

Among groups of small order this is rarely satisfied. Indeed, numerical evidence suggests that the only groups \(X\) of order \(|X| \leq 2000\) that admit subgroups \(A, B\) of order 5 satisfying (1) are \(\mathbb{Z}_5(5)\), \(\text{SL}_2(\mathbb{F}_5)\), (both with girth 6 and representation angle \(> 60^\circ\)), \(\mathbb{Z}_4(5)\), \(\text{SL}_2(\mathbb{F}_9)\), and a polycyclic group of order 800 (all three with girth 8 and representation angle \(> 45^\circ\)). In fact, Proposition 2.15 provides certified estimates for \(\text{SL}_2(\mathbb{F}_5)\) and \(\text{SL}_2(\mathbb{F}_9)\). The groups \(\mathbb{Z}_5(5)\) and \(\mathbb{Z}_4(5)\) will be introduced and studied in Section 7 where their exact representation angle is determined.

From those experiments, it follows that the only candidates for being 5-fold generalized triangle groups with all vertex groups of order \(|X| \leq 2000\) that would both be hyperbolic and have property (T) by an application of Theorem 2.6 would have to be of half girth type \((3, 3, 3)\). Moreover, all of their vertex groups would be isomorphic to \(\mathbb{Z}_5(5)\) or \(\text{SL}_2(\mathbb{F}_5)\). We shall see in Section 7 that, up to isomorphism, there is only one non-positively curved 5-fold triangle group with all vertex groups isomorphic to \(\mathbb{Z}_5(5)\). That group has (T), but it is not hyperbolic (see Proposition 7.11).

Nonetheless, it turns out that if we allow (much) larger vertex groups, then we can indeed construct hyperbolic 5-fold generalized triangle groups with property (T).

**Proposition 6.3.** Let \(X\) be a finite group generated by two elements \(a, b\) of order 5. Let \(A = \langle a \rangle\) and \(B = \langle b \rangle\). Assume that:

(i) the girth of the coset graph \(\Gamma = \Gamma_X(A, B)\) is at least 14;

(ii) \(\varepsilon_X(A, B) < \frac{2\sqrt{5}}{5}\).

Then every generalized 5-fold triangle group with vertex groups, respectively, isomorphic to \(X, C_5 \times C_5\) and the Heisenberg group over \(\mathbb{F}_5\), is infinite hyperbolic with Kazhdan’s property (T).

**Proof.** Let \(G(\mathcal{T})\) be 5-fold triangle group as in the statement. The coset graph of \(C_5 \times C_5\) with respect to a generating pair of cyclic subgroups of order 5 is the complete bipartite graph \(K_{5,5}\). Its girth is 4. Moreover, the corresponding representation angle is \(\pi/2\), see Example 2.1.

We shall see in Proposition 7.1 that the coset graph of the Heisenberg group over \(\mathbb{F}_p\) with respect to some (and in fact any) generating pair of cyclic subgroups of order \(p\) is of girth 6. Moreover, the cosine of the corresponding representation angle is \(\frac{\sqrt{p}}{p}\) by Example 2.3.

Assume that (i) and (ii) hold. The half-girth type of \(G(\mathcal{T})\) is \((2, 3, r)\), where \(r\) is half the girth of \(\Gamma\). Therefore, the fundamental group \(\hat{G}(\mathcal{T})\) is infinite hyperbolic by Theorem 3.1, in view of (i).

Since \(\varepsilon_X(A, B) < \frac{2\sqrt{5}}{5}\) by hypothesis, it follows from Theorem 2.6 that \(\hat{G}(\mathcal{T})\) has (T). \(\square\)

Analogously one can verify using Proposition 7.3:

**Proposition 6.4.** Let \(X\) be a finite group generated by two elements \(a, b\) of order 5. Let \(A = \langle a \rangle\) and \(B = \langle b \rangle\). Assume that:
(i) the girth of the coset graph $\Gamma = \Gamma_X(A, B)$ is at least 10;
(ii) $\varepsilon_X(A, B) < \frac{\sqrt{15}}{5}$.

Let $G(T)$ be a generalized 5-fold triangle group generated with vertex groups isomorphic to $X, C_5 \times C_5$ and the 5-Sylow subgroup $\mathcal{U}_4(5)$ of $\text{Sp}_2(5)$, respectively. Assume that the edge groups embed into $\mathcal{U}_4(5)$ as the generating pair of cyclic subgroups described in Section 7.1. Then $G$ is infinite hyperbolic with Kazhdan’s property (T).

Proof. Again $C_5 \times C_5$ has a coset graph of girth 4 and a representation angle of $\pi/2$. The group $\mathcal{U}_4(p)$ with respect to the described subgroups has a coset graph of girth 8 by Proposition 7.1 and a representation angle of $\arccos(\sqrt{2/p})$ by Proposition 7.2. The half-girth type of $G(\mathbb{C})$ is $(2,4,r)$, where $r \geq 5$ by (i). Therefore, the fundamental group $\hat{G}(\mathbb{C})$ is infinite hyperbolic by Theorem 3.1.

The cosines of the representation angles are $(0, \sqrt{2/5}, \varepsilon)$ where $\varepsilon < \sqrt{3/5}$ by (ii). It follows from Theorem 2.6 that $\hat{G}(\mathbb{C})$ has (T). \qed

Two examples of triples $(X, A, B)$ satisfying the hypotheses of Proposition 6.3 are given by the cases $p = 109$ and $p = 131$ of Proposition 2.17. Two examples of triples $(X, A, B)$ satisfying the hypotheses of Proposition 6.4 are given by the cases $p = 31$ and $p = 41$ the same proposition.

This leads to several hyperbolic 5-fold generalized triangle groups with property (T). Two of these feature in Theorem 1.2 from the introduction, whose proof can now be completed.

Proof of Theorem 1.2. The presentations of $\mathcal{H}_p$ make it clear that the groups are 5-fold generalized triangle group.

Let $L = \langle a, b | a^5, b^5, R \rangle$, where $R$ denotes the set consisting of the seven relators of $\mathcal{H}_{109}$ involving both $a$ and $b$. The following procedure allows one to verify with MAGMA that $L$ is isomorphic to $X \cong \text{PSL}_2(109)$. First, one computes that the assignments
\[ a \mapsto \begin{pmatrix} 0 & 1 \\ -1 & 11 \end{pmatrix} \quad \text{and} \quad b \mapsto \begin{pmatrix} 57 & 2 \\ 52 & 42 \end{pmatrix} \]
define a surjective homomorphism $L \to X \cong \text{PSL}_2(109)$. On the other hand, the MAGMA command \#L confirms that $L$ is a finite group of order $647460 = |\text{PSL}_2(109)|$. The required assertion follows.

By Proposition 2.17, the girth of $\Gamma_X(A, B)$ is 14 and $5\varepsilon_X(A, B) < 2\sqrt{5} \approx 4.47213595$. The conclusion for $\mathcal{H}_{109}$ follows from Proposition 6.3.

Similarly if $a, b, X, A, B$ are as in the $p = 31$ case of Proposition 2.17, one verifies that the group presented by the generators and relations of $\mathcal{H}_{31}$ involving only $a$ and $b$ is isomorphic to $X \cong \text{PSL}_2(31)$ where the generators are represented by matrices with the same letter. We conclude that the coset graph has girth 14 and that $5\varepsilon_X(A, B) < \sqrt{15} \approx 3.8729833462$. Let $M = \langle b, c | S \rangle$ where $S$ are the relations of $\mathcal{H}_{31}$ involving only $b$ and $c$. We will see in the next section that $M \cong \mathcal{U}_4(5)$ and that $[b, c]$ does not commute with $c$. Therefore, we can conclude with Proposition 6.4. \qed

Remark 6.5. Clearly, the method used above yields more examples of hyperbolic 5-fold generalized triangle groups with property (T) than those recorded in Theorem 1.2. We may indeed use $\text{PSL}_2(41)$ instead of $\text{PSL}_2(31)$, and $\text{PSL}_2(131)$ instead of $\text{PSL}_2(109)$, as a consequence of Proposition 2.17. Moreover, for each triple of vertex groups, we can take advantage of the freedom we have in defining the homomorphisms identifying an edge group to a generator of the vertex group.
containing it. However, we have not been able to construct an infinite family of hyperbolic 5-fold generalized triangle groups with property (T).

7 | KAC–MOODY–STEINBERG GROUPS OF RANK 3

7.1 | Coset graphs from Moufang polygons

The Pappus graph and the Gray graph are members of an infinite family of graphs that can be constructed as follows. Some of those graphs were considered in [48].

Given two elements $x, y$ in a group $G$, we denote by $[x, y] = x^{-1}y^{-1}xy$ their commutator. Given subgroups $A, B \leq G$, we denote by $[A, B]$ the subgroup generated by all elements of the form $[a, b]$ with $a \in A$ and $b \in B$.

Let $n \in \{3, 4, 6, 8\}$ and $\Gamma$ be a Moufang $n$-gon. Let $(U, U_1, \ldots, U_n)$ be the root group sequence associated with $\Gamma$, as defined in [72, (8.10)]. This means in particular that $U$ is a group, and that $U_i$ is a subgroup of $U$ for each $i$, that is called a root group. Moreover the product map $U_1 \times \cdots \times U_n \to U$ is bijective, and for all $i < j$, we have $[U_i, U_j] \leq U_{i+1} \cdots U_{j-1}$.

**Proposition 7.1.** The (possibly disconnected) bipartite coset graph $\Gamma_U(U_1, U_n)$ is the subgraph of the generalized $n$-gon $\Gamma$ spanned by all the edges opposite the unique edge fixed by $U$. In particular, the girth of $\Gamma_U(U_1, U_n)$ is $2n$.

**Proof.** The proof, formulated in a special case in [48, Theorem 3.1 and Proposition 3.2], applies in full generality. □

We now focus on two specific examples.

Let $q$ be a power of a prime $p$. We denote by $\mathcal{U}_3(q)$ a copy of the $p$-Sylow subgroup in $\text{SL}_3(q)$ and by $\mathcal{U}_4(q)$ a copy of the $p$-Sylow subgroup in $\text{Sp}_4(q)$. In those groups, each of the root groups $U_1, \ldots, U_n$ is isomorphic to the additive group of a field $k$ of order $q$. Denoting by $x_i : k \to U_i$ an isomorphism, then the non-trivial commutation relations between the root subgroups of $\mathcal{U}_n(q)$ are as follows, for all $a, b \in k$ (see [72, (16.2)]):

$$[x_1(a), x_3(b)] = x_2(ab)$$

if $n = 3$, and

$$[x_2(a), x_4(b)^{-1}] = x_3(2ab)$$

$$[x_1(a), x_4(b)^{-1}] = x_2(ab)x_3(ab^2)$$

if $n = 4$ (the root subgroups not involved with those relations commute). It is easy to see from those commutation relations that the group $\mathcal{U}_3(q)$ is generated by $U_1$ and $U_3$, and similarly that if $q > 2$, then $\mathcal{U}_4(q)$ is generated by $U_1$ and $U_4$. Hence the graphs $\Gamma_{\mathcal{U}_3(q)}(U_1, U_3)$ (respectively, $\Gamma_{\mathcal{U}_4(q)}(U_1, U_4)$ with $q > 2$) are connected. The group $\mathcal{U}_3(q)$ is nothing but a Heisenberg group over $k$.

In the special case where $q$ is a prime, the groups $\mathcal{U}_3(q)$ and $\mathcal{U}_4(q)$ admit the following presentations, where the symbol $[x_1, \ldots, x_n]$ denotes the $n$th commutator $[[[x_1, x_2], \ldots], x_n]$. 
Proposition 7.2. Let $p$ be a prime. Then:

(i) \( \mathcal{U}_3(p) \cong \langle a, b \mid a^p, b^p, [a, b, a], [a, b, b] \rangle; \)

(ii) If $p > 2$, then \( \mathcal{U}_4(p) \cong \langle a, b \mid a^p, b^p, [a, b, a], [a, b, b], [a, b, b, a], [a, b, b, b] \rangle. \)

Proof. That \( \langle a, b \mid a^p, b^p, [a, b, a], [a, b, b] \rangle \) is a presentation of the Heisenberg group over \( \mathbb{F}_p \) is well known and easy to see.

Let \( U = \langle a, b \mid a^p, b^p, [a, b, a], [a, b, b] \rangle \). Observe that \( z = [a, b, b] \) commutes with \( a \) and \( b \), and is thus a central element of \( U \). The quotient \( U/\langle z \rangle \) is isomorphic to \( \langle a, b \mid a^p, b^p, [a, b, a], [a, b, b] \rangle \cong \mathcal{U}_3(p) \). Moreover, since \( z \) is central, it follows that \( z^n = [a, b, b^n] \) for all \( n \). In particular, \( z^p = 1 \). We infer that \( |U| \leq p^4 \).

On the other hand, the assignment \( a \mapsto x_1(1) \) and \( b \mapsto x_4(-1) \) extends to a homomorphism \( \varphi : U \to \mathcal{U}_4(p) \). Since \( p > 2 \), it follows from the commutation relations described above that \( \mathcal{U}_4(p) \) is generated by \( U_1 \) and \( U_4 \), so that \( \varphi \) is surjective. Since \( |\mathcal{U}_4(p)| = p^4 \), we deduce from the previous paragraph that \( \varphi \) is an isomorphism. \( \square \)

We next compute the representation angles.

Proposition 7.3. Let $p$ be a prime. Then:

(i) \( \varepsilon_{\mathcal{U}_3(p)}(U_1, U_3) = 1/\sqrt{p}; \)

(ii) if $p > 2$, then \( \varepsilon_{\mathcal{U}_4(p)}(U_1, U_4) = \sqrt{2/p}. \)

In particular, the graphs \( \Gamma_{\mathcal{U}_3(p)}(U_1, U_3) \) and \( \Gamma_{\mathcal{U}_4(p)}(U_1, U_4) \) are Ramanujan graphs.

Proof. For the first assertion, see [30, §4]. We focus on \( \mathcal{U}_4(p) \).

Let \( a = x_1(1) \) and \( b = x_4(-1) \). Let \( W \) be the subgroup generated \( U_1 \cup U_2 \cup U_3 \). Thus \( W \) is abelian of order \( p^3 \) and \( \mathcal{U}_4(p) \) is a semi-direct product \( W \rtimes U_4 \). We view \( W \) as a vector space over \( \mathbb{F}_p \). In view of Proposition 7.2, we see that the action of \( b \) on \( W \) is represented by the matrix

\[
B = \begin{pmatrix}
1 & 1 & 0 \\
0 & 1 & 1 \\
0 & 0 & 1 \\
\end{pmatrix}
\]

with respect to the basis \([([a, b, b],[a, b]),a])\).

We claim that every irreducible representation of \( U = \mathcal{U}_4(p) \) is either of degree 1, or is a representation of degree \( p \) induced by a degree 1 representation of \( W \).

To prove the claim, we let \( \chi \) be a character of \( W \) and \( \pi = \text{Ind}_{U_4}^U(\chi) \) be the representation of \( U \) induced by \( \chi \). The representation \( \pi \) can be realized as follows. Let \( (e_0, e_1, \ldots, e_{p-1}) \) denote a basis of \( \mathbb{C}^p \). Then \( \pi(b)e_n = e_{n+1} \) (where the indices are taken modulo \( p \)), and \( \pi(a)e_n = \chi(b^{-n}ab^n)e_n \).

According to [67, Corollary to Proposition 23], the representation \( \pi = \text{Ind}_{U_4}^U(\chi) \) is irreducible if and only if the characters \( \chi^{b^n} : W \to \mathbb{C}^* : w \mapsto \chi(b^{-n}wb^n) \) are pairwise distinct for distinct values of \( n \mod p \). In particular, if \( \chi([a, b]) \neq 1 \) or \( \chi([a, b, b]) \neq 1 \), then \( \pi \) is irreducible. The number characters of \( W \) satisfying that condition is \( p^3 - p \). Those characters from \( p^2 - 1 \) orbits under the action of \( \langle b \rangle \) by automorphisms. Thus we obtain \( p^2 - 1 \) pairwise non-isomorphic irreducible representations of \( U \) in this way. Since the abelianization of \( U \) has order \( p^2 \), it follows that \( U \) has also \( p^2 \) representations of degree 1. Since \( p^4 = p^2 + (p^2 - 1)p^2 \), it follows that every
irreducible representation of $U$ is either of degree 1, or is of the form $\pi = \text{Ind}_W^U(\chi)$ for some character $\chi$ of $W$ such that $\chi([a, b]) \neq 1$ or $\chi([a, b, b]) \neq 1$. This proves the claim.

Therefore, in order to finish the proof, we may fix such a representation $\pi$ and show that $\varepsilon_U(U_1, U_4; \pi) \leq \sqrt{2/p}$.

The fixed-point space of $U_4 = \langle b \rangle$ under the representation $\pi$ is the one-dimensional subspace spanned by $\sum_{n=0}^{p^1} e_n$. Since the action of $U_1 = \langle a \rangle$ under $\pi$ is diagonal in the basis $(e_0, \ldots, e_{p-1})$, the fixed-point space of $U_1$ is spanned by those $e_n$ which are fixed by $a$. We have $\pi(a)e_n = \chi(b^{-n}ab^n)e_n$. Moreover $\chi(b^{-n}ab^n) = \chi(a[a, b]^n[a, b, b])^{n(n-1)/2} = \chi(a)\chi([a, b])^n\chi([a, b, b])^{n(n-1)/2}$. We know that $\chi(a), \chi([a, b])$ and $\chi([a, b, b])$ are three $p$th roots of unity, and moreover $\chi([a, b])$ and $\chi([a, b, b])$ are not both equal to 1. The number of values of $n \mod p$ such that $\chi(b^{-n}ab^n) = 1$ is thus the number of solutions of a quadratic equation in the prime field of order $p$. Hence the fixed point space of $a$ has dimension $\leq 2$. If its dimension is 0, we have $\varepsilon_U(U_1, U_4; \pi) = 0$. If its dimension is 1, it is spanned by some $e_n$ and we obtain $\varepsilon_U(U_1, U_4; \pi) = \sup_{\| e_n \| \| e_n \|} = 1/\sqrt{p}$. If its dimension is 2, it is spanned by a pair $e_m, e_n$ and we obtain

$$\varepsilon_U(U_1, U_4; \pi) = \sup_{\| e_m \| \| e_n \|} = \frac{1}{\sqrt{p}}$$

by the Cauchy–Schwarz inequality. Therefore, $\varepsilon_U(U_1, U_4) = \sqrt{2/p}$.

The last assertion now follows from Corollary 2.14. □

Remark 7.4. For $p$ odd and $q$ any power of $p$, the estimate

$$\varepsilon_{\Upsilon_q}(U_1, U_4) \leq \sqrt{\frac{1 + \sqrt{p}}{p}}$$

can be extracted from the work of Ershov–Rall [31].

7.2 Kac–Moody–Steinberg groups of rank 3

We now show that all the trivalent triangle groups considered in Section 3, all of whose vertex groups are 3-groups, belong to a broad infinite family that contains numerous examples of infinite hyperbolic Kazhdan groups.

Let $G(T)$ be a triangle of groups with all edge groups cyclic of order $p$, and the vertex group $X_i$ isomorphic to $\mathcal{U}_{r_i}(p)$ for $r_i \in \{2, 3, 4\}$, where $i = 0, 1, 2$ and where $\mathcal{U}_{r}(p)$ is defined as the direct product $C_p \times C_p$. Let $G = \widehat{G(T)}$ be its fundamental group. Thus $G$ is a generalized $p$-fold triangle group. In view of Theorem 3.1 and Proposition 7.1, the half girth type of $G(T)$ is $(r_0, r_1, r_2)$. We denote by $C$ the collection of all non-positively curved generalized triangle groups obtained in this way.
Corollary 3.8 allows us to classify the groups in $C$ up to isomorphism. In order to facilitate the statement, we introduce additional notation. Let us first list ten Dynkin diagrams of rank 3, see Figure 4. The notation for the diagrams of affine type, namely $\tilde{A}_2$, $\tilde{B}_2$, $\tilde{C}_2$ and $\tilde{B}C_2$, is standard. Thenotation for the six other diagrams is inspired by Kac–Moody theory; the Weyl group corresponding to each of those six diagrams is a hyperbolic triangle Fuchsian group.

To each of those Dynkin diagrams and to every odd prime $p$, we associate a finitely presented group, as follows.

\[ \mathcal{G}_{\tilde{B}_2}(p) = \langle a, b, c \mid a^p, b^p, c^p, [a, b], [c, b, c], [c, b, b, c], [c, b, b, b], [c, a, a, c], [c, a, a, a] \rangle. \]

\[ \mathcal{G}_{\tilde{C}_2}(p) = \langle a, b, c \mid a^p, b^p, c^p, [a, b], [b, c, b], [b, c, c, b], [b, c, c, c], [a, c, a], [a, c, c, a], [a, c, c, c] \rangle. \]

\[ \mathcal{G}_{\tilde{B}C_2}(p) = \langle a, b, c \mid a^p, b^p, c^p, [a, b], [b, c, b], [b, c, c, b], [b, c, c, c], [c, a, c], [c, a, a, c], [c, a, a, a] \rangle. \]

\[ \mathcal{G}_{H_2}(p) = \langle a, b, c \mid a^p, b^p, c^p, [a, b, a], [a, b, b], [b, c, b], [b, c, c], [a, c, a], [a, c, c, a], [a, c, c, c] \rangle. \]

\[ \mathcal{G}_{\tilde{H}_2}(p) = \langle a, b, c \mid a^p, b^p, c^p, [a, b, a], [a, b, b], [b, c, b], [b, c, c], [a, c, a], [a, c, c, a], [a, c, c, c] \rangle. \]
\[ G_{H(2)}(p) = \langle a, b, c \mid a^p, b^p, c^p, [a, b, a], [a, b, b], [c, b, c], [c, b, c, c], [a, c, a], [a, c, c], [a, c, a, a] \rangle. \]

\[ G_{HC(2)}(p) = \langle a, b, c \mid a^p, b^p, c^p, [a, b, a], [a, b, b], [b, c, b], [b, c, c, b], [a, c, a], [a, c, c, a], [a, c, a, c], [a, c, c, c] \rangle. \]

\[ G_{HBC(2)}(p) = \langle a, b, c \mid a^p, b^p, c^p, [a, b, a], [a, b, b], [b, c, b], [b, c, c, b], [a, c, a], [a, c, c, a], [a, c, a, c], [a, c, c, c] \rangle. \]

\[ G_{H(3)}(p) = \langle a, b, c \mid a^p, b^p, c^p, [a, b, a], [a, b, b, a], [a, b, b, b], [b, c, b], [b, c, c, b], [a, c, a], [a, c, c, a], [a, c, a, c], [a, c, c, c] \rangle. \]

\[ G_{HC(3)}(p) = \langle a, b, c \mid a^p, b^p, c^p, [a, b, a], [a, b, b, a], [a, b, b, b], [b, c, b], [b, c, c, b], [a, c, a], [a, c, c, a], [a, c, a, c], [a, c, c, c] \rangle. \]

\[ G_{HBC(3)}(p) = \langle a, b, c \mid a^p, b^p, c^p, [a, b, a], [a, b, b, a], [a, b, b, b], [b, c, b], [b, c, c, b], [a, c, a], [a, c, c, a], [a, c, a, c], [a, c, c, c] \rangle. \]

Remark 7.5. Setting \( p = 3 \), we obtain ten trivalent triangle groups that belong to the sample from Section 3 (see the presentations in Section A). The isomorphisms are as follows:

\[ G_{B2}(3) \cong G_{6,54,54}^{2}, \quad G_{C2}(3) \cong G_{6,54,54}^{8}, \quad G_{BC2}(3) \cong G_{0,54,54}^{0}, \]

\[ G_{A2}(3) \cong G_{18,18,18}^{0}, \quad G_{HC(1)}(3) \cong G_{0,18,18}^{0}, \]

\[ G_{HB(2)}(3) \cong G_{2,18,54}^{8}, \quad G_{HC(2)}(3) \cong G_{8,18,54}^{0}, \quad G_{HBC(2)}(3) \cong G_{0,18,54}^{0}, \]

\[ G_{HB(3)}(3) \cong G_{2,54,54}^{0}, \quad G_{HC(3)}(3) \cong G_{0,54,54}^{0}. \]

The following result implies in particular that for a fixed \( p \), the ten groups above are pairwise non-isomorphic.

**Proposition 7.6.** Let \( p, p' \) be odd primes. Let \( G, G' \in \mathcal{C} \) be \( p \)- and \( p' \)-fold triangle groups of type \((r_0, r_1, r_2)\) and \((r'_0, r'_1, r'_2)\), respectively, with \( r_0 \leq r_1 \leq r_2 \) and \( r'_0 \leq r'_1 \leq r'_2 \).

If \( G \cong G' \), then \( p = p' \) and \((r_0, r_1, r_2) = (r'_0, r'_1, r'_2)\). Moreover, exactly one of the following assertions holds.

- \((r_0, r_1, r_2) = (2, 4, 4), \) and \( G \cong G_{B2}(p) \) or \( G \cong G_{C2}(p) \) or \( G \cong G_{BC2}(p) \).
- \((r_0, r_1, r_2) = (3, 3, 3) \) and \( G \cong G_{A2}(p) \).
- \((r_0, r_1, r_2) = (3, 3, 4) \) and \( G \cong G_{HC2}(p) \).
- \((r_0, r_1, r_2) = (3, 4, 4) \) and \( G \cong G_{HC(2)}(p) \) or \( G \cong G_{HBC2}(p) \) or \( G \cong G_{HC2}(p) \).
- \((r_0, r_1, r_2) = (4, 4, 4) \) and \( G \cong G_{HBC3}(p) \) or \( G \cong G_{HC(3)}(p) \).
Proof. The first assertion is a straightforward consequence of Corollary 3.8. For the second, we use the following properties of $U_3(p)$ and $U_4(p)$.

- The subgroup of Aut($U_3(p)$) which stabilizes the pair $\{U_1, U_3\}$ is isomorphic to the wreath product $C_{p-1} \wr C_2$.
- The subgroup of Aut($U_4(p)$) which stabilizes the pair $\{U_1, U_4\}$ is isomorphic to the direct product $C_{p-1} \times C_{p-1}$.

Indeed, it is easily verified using Proposition 7.2 that for any $r \in \{1, \ldots, p-1\}$, the assignments $(a, b) \mapsto (a^r, b)$ and $(a, b) \mapsto (a, b^r)$ both extend to automorphisms of $U_3(p)$ (respectively, $U_4(p)$). In particular, no automorphism of $U_3(p)$ swaps $U_1$ and $U_4$. The two properties listed above follow.

In view of those assertions, the required conclusion is a consequence of Corollary 3.8. □

Following the terminology in [30], we say that a $p$-fold triangle group $G \in C$ is a Kac–Moody–Steinberg group or KMS group for short) over the field $F_p$ of order $p$.

Theorem 7.7. Let $G$ be a KMS group of half girth type $(r_0, r_1, r_2)$ over $F_p$. Then $G$ is acylindrically hyperbolic, and if $1/r_0 + 1/r_1 + 1/r_2 < 1$, then $G$ is hyperbolic. Moreover:

(i) if $(r_0, r_1, r_2) = (2, 4, 4)$, then $G$ has property (T) if and only if $p \geq 5$;
(ii) if $(r_0, r_1, r_2) = (3, 3, 3)$, then $G$ has property (T) if and only if $p \geq 5$;
(iii) if $(r_0, r_1, r_2) = (3, 3, 4)$, then $G$ has property (T) for all $p \geq 7$;
(iv) if $(r_0, r_1, r_2) = (3, 4, 4)$, then $G$ has property (T) for all $p \geq 7$;
(v) if $(r_0, r_1, r_2) = (4, 4, 4)$, then $G$ has property (T) for all $p \geq 11$.

Proof. In view of Theorem 3.1 and Proposition 7.1, we see that $G$ is infinite, and $G$ is hyperbolic if $1/r_0 + 1/r_1 + 1/r_2 < 1$. In all cases, $G$ is acylindrically hyperbolic by Theorem 3.6.

For the other assertions, we invoke Theorem 2.6 together with Proposition 7.3. If $(r_0, r_1, r_2) = (2, 4, 4)$, we find that $G$ has property (T) for all $p$ such that $p > 4$. Moreover, for $p = 3$, it follows from Remark 7.5 and the results from Section B.1 that $G$ has a finite index subgroup with infinite abelianization. Hence, $G$ does not have (T).

If $(r_0, r_1, r_2) = (3, 3, 3)$, we find that $G$ has property (T) for all $p$ such that $p^3 - 6p^2 + 9p - 4 > 0$. In particular $G$ has (T) for $p \geq 5$. Moreover, for $p = 3$, it follows from Remark 7.5 and the results from Section B.2 that $G$ has a finite index subgroup with infinite abelianization. Hence, $G$ does not have (T).

If $(r_0, r_1, r_2) = (3, 3, 4)$, we find that $G$ has property (T) for all $p$ such that $p^3 - 8p^2 + 16p - 8 > 0$. If $(r_0, r_1, r_2) = (3, 4, 4)$, we find that $G$ has property (T) for all $p$ such that $p^3 - 10p^2 + 25p - 16 > 0$. If $(r_0, r_1, r_2) = (4, 4, 4)$, we find that $G$ has property (T) for all $p$ such that $p^3 - 12p^2 + 36p - 32 > 0$.

We shall see in Proposition 7.11 below that if $(r_0, r_1, r_2) = (3, 3, 3)$, then $G$ is not hyperbolic.

The KMS groups $G_{A_2}(p)$ and $G_{HBC_2}(p)$ admit an automorphism of order 3 that permutes cyclically the generators. In the same vein as in Section 5.5, we therefore obtain overgroups of index 3
admitting the following presentations:

\[ \mathcal{G}_{A_2}(p) = \langle t, a, b \mid t^3, a^p, t a t^{-1} b^{-1}, [a, b, a], [a, b, b] \rangle \]
\[ \mathcal{G}_{HBC_2}(p) = \langle t, a, b \mid t^3, a^p, t a t^{-1} b^{-1}, [a, b, a], [a, b, b, a], [a, b, b, b] \rangle. \]

Clearly, the generator \( b \) is redundant and the groups \( \mathcal{G}_{A_2}(p) \) and \( \mathcal{G}_{HBC_2}(p) \) are 2-generated.

Combining Theorem 7.7 with Proposition 7.2, we obtain infinite families of infinite hyperbolic groups with property (T), each given by an explicit presentation.

**Corollary 7.8.** For every prime \( p \geq 7 \), the groups \( \mathcal{G}_{HC_2}^{(1)}(p) \), \( \mathcal{G}_{HC_2}^{(2)}(p) \), \( \mathcal{G}_{HB_2}^{(2)}(p) \) and \( \mathcal{G}_{HBC_2}^{(2)}(p) \) are infinite hyperbolic groups with property (T).

For every prime \( p \geq 11 \), the groups \( \mathcal{G}_{HB_2}^{(3)}(p) \), \( \mathcal{G}_{HBC_2}^{(3)}(p) \) and \( \mathcal{G}_{HBC_2}^{(3)}(p) \) are infinite hyperbolic groups with property (T).

The number of relators in those presentations is uniformly bounded. Alternative presentations whose total length is a logarithmic function of \( p \) can be obtained using the results from [34, Section 8], which provide short presentations of cyclic groups that can be used to shorten the three relators \( a^p, b^p \) and \( c^p \).

### 7.3 Epimorphisms of KMS groups

The quotient of the group \( \mathcal{G}_A(p) \) by its center is isomorphic to \( \mathcal{G}_S(p) \). This can be used to construct various epimorphisms between the KMS groups over a fixed prime field \( \mathbb{F}_p \), sending each of the generator of the source KMS group to a generator of the target KMS group. The complete set of epimorphisms constructed in this way is depicted in Figure 5.

In particular, the group \( \mathcal{G}_{A_2}(p) \) is a quotient of each hyperbolic KMS group over \( \mathbb{F}_p \). This motivates further investigations of the former.
7.4 | Further properties of $\mathscr{G}_{\tilde{A}_2}(p)$

We start by observing that $\mathscr{G}_{\tilde{A}_2}(p)$ has a linear representation with infinite image.

\textbf{Proposition 7.9.} The assignments

\[ a \mapsto \begin{pmatrix} 1 & 1 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{pmatrix}, \quad b \mapsto \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 1 \\ 0 & 0 & 1 \end{pmatrix}, \quad c \mapsto \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ T & 0 & 1 \end{pmatrix} \]

extend to a homomorphism

\[ \rho : \mathscr{G}_{\tilde{A}_2}(p) \to \text{SL}_3(\mathbb{F}_p[T]). \]

The image of $\rho$ is a residually-$p$ group of index $(p^2 - 1)(p^3 - 1)$ in $\text{SL}_3(\mathbb{F}_p[T])$.

\textbf{Proof.} The fact that $\rho$ is a well-defined homomorphism $\mathscr{G}_{\tilde{A}_2}(p) \to \text{SL}_3(\mathbb{F}_p[T])$ is straightforward to verify from the presentation of $\mathscr{G}_{\tilde{A}_2}(p)$. The fact that the subgroup of $\text{SL}_3(\mathbb{F}_p[T])$ generated by the matrices $\rho(a), \rho(b), \rho(c)$ have the asserted properties can be deduced, for example, from [1, Theorem M]. \hfill \Box

\textbf{Corollary 7.10.} Let $p$ be an odd prime and $q = p^e$ for some $e \geq 3$. Let also $G$ be $\mathscr{G}_{\tilde{A}_2}(p)$, or any of the six hyperbolic KMS groups over $\mathbb{F}_p$ (that is, a KMS group of one of the six types appearing in Corollary 7.8). Then $G$ has an infinite pro-$p$ completion, and $G$ has a quotient isomorphic to $\text{SL}_3(\mathbb{F}_q)$.

\textbf{Proof.} In view of the epimorphisms from Figure 5, it suffices to prove those assertions for $G = \mathscr{G}_{\tilde{A}_2}(p)$. To that end, consider the representation $\rho$ afforded by Proposition 7.9. Since the image of $\rho$ is an infinite residually-$p$ group, it follows that $G$ has an infinite pro-$p$ completion. Observe moreover that the field $\mathbb{F}_q$ is a quotient of the ring $\mathbb{F}_p[T]$, since the multiplicative group $\mathbb{F}_q^*$ is cyclic. It follows that $\text{SL}_3(\mathbb{F}_q)$ is a quotient group of $\text{SL}_3(\mathbb{F}_p[T])$. Since $q > p$, it follows that the group $\text{SL}_3(\mathbb{F}_q)$ does not admit any proper subgroup of index $\leq (p^2 - 1)(p^3 - 1)$ since $q \geq p^3$. Therefore, the composite map

\[ G \xrightarrow{\rho} \text{SL}_3(\mathbb{F}_p[T]) \longrightarrow \text{SL}_3(\mathbb{F}_q) \]

must be surjective. \hfill \Box

Our next goal is to show that $\mathscr{G}_{\tilde{A}_2}(p)$ is not hyperbolic. In the following statement, the elements $a, b, c$ are the generators of $\mathscr{G}_{\tilde{A}_2}(p)$ as they appear in the presentation from Section 7.2.

\textbf{Proposition 7.11.} Let $p$ be an odd prime and let $G = \mathscr{G}_{\tilde{A}_2}(p)$. Then the elements

\[ x = aba^{p-1}c \quad \text{and} \quad y = aca^{p-1}b \]

generate a subgroup of $G$ isomorphic to $\mathbb{Z} \times \mathbb{Z}$.

In particular, $G$ is an acylindrically hyperbolic group which is not hyperbolic.
Proof. From the presentation of $G$, it follows that the commutator $[b, a]$ commutes with $a$ and $b$. Moreover, we have $[b, a^m] = [b, a]^m$ for all $m \geq 0$, and $[b, a]^p = 1$. Similar assertions hold for the pairs $\{a, c\}$ and $\{b, c\}$.

Set $n = \frac{p-1}{2}$. We have

$$xy = abacac^n b$$

$$= a^{n+1} b [b, a^n] c [c, a] a^n c [c, a^n] b$$

$$= a^{n+1} b a [b, a]^n c [c, a] a^{n+1} b$$

$$= a^{n+2} b [b, a]^{n+1} a^n c [c, a]^{n+1} c [c, a]^{n+1} b$$

$$= a^{n+2} b a^n [b, a]^{n+1} c^2 [c, a] c^{2n+1} b$$

$$= a^{2n+2} b [b, a]^n [b, a]^{n+1} c^2 [c, a]^{2n+1} b$$

$$= a^{p+1} b [b, a]^p c^2 [c, a]^p b$$

$$= abc^2 b.$$  

Similar computations show that $yx = acb^2 c$. Since $b^2 c^2 b = b^2 c^2 [c, b] = b^2 c^2 [c, b]^2$ and $cb^2 c = b^2 c [c, b^2] c = b^2 c [c, b]^2$, we infer that $xy = yx$.

In order to show that $\langle x, y \rangle \cong \mathbb{Z} \times \mathbb{Z}$, it remains to show that $x$ and $y$ are both of infinite order, and that the cyclic subgroups they generate are not commensurate in $G$. We establish this using the geometric action of $G$ on the 2-dimensional CAT(0) complex $Y$ afforded by Theorem 3.1.

Let $(v_0, v_1, v_2)$ be 2-simplex of $Y$ such that $v_0$ is fixed by $\langle a, b \rangle$, $v_1$ is fixed by $\langle b, c \rangle$ and $v_2$ is fixed by $\langle c, a \rangle$. Let $p$ be the center of $(v_0, v_1, v_2)$. From Lemma 3.2, we know that $x$ and $y$ are hyperbolic isometries and that $p$ lies on an axis of each. As in the proof of the lemma, we see that $[p, x, p]$ contains $v_0$ while the geodesic segment $[p, y, p]$ contains $v_2$, see Figure 6. That is, the axes of $x$ and $y$ are not parallel and hence the cyclic groups $\langle x \rangle$ and $\langle y \rangle$ are not commensurate.

Clearly, this implies that $G$ is not hyperbolic. That $G$ is acylindrically hyperbolic follows from Theorem 3.6. \qed

Remark 7.12. Similar arguments show that in the group $G_{C_2}(p)$, the elements $x = acb^{-1} c^{-1}$ and $y = bca^{-1} c^{-1}$ generate a subgroup isomorphic to $\mathbb{Z} \times \mathbb{Z}$. In particular, $G_{C_2}(p)$ is not hyperbolic. We omit the details.
We finish this section by reporting on a supplementary construction of finite quotients of the group $\mathcal{G}_{\tilde{A}_2}(p)$. In view of the epimorphisms from Figure 5, it follows that the answer to Question 1.6 can only be negative if $\mathcal{G}_{\tilde{A}_2}(p)$ fails to have quotients in $\mathcal{S}_d$ for all $d$. The following variation on Proposition 7.9 can be used to challenge this problem. It is inspired by the seminal work of Kassabov [42, §4.1].

**Proposition 7.13.** Let $q$ be a positive power of the odd prime $p$, and let $k \geq 1$ be an integer. Let also $M_a, M_b, M_c \in \text{Mat}_{k \times k}(\mathbb{F}_q)$ be any three $k \times k$-matrices with coefficients in $\mathbb{F}_q$. Then the assignments

$$a \mapsto U_a := \begin{pmatrix} 1 & M_a & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{pmatrix}, \quad b \mapsto U_b := \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & M_b \\ 0 & 0 & 1 \end{pmatrix}, \quad c \mapsto U_c := \begin{pmatrix} 1 & 0 & 0 \\ M_c & 0 & 1 \end{pmatrix},$$

where each entry represents a $k \times k$-block, extend to a homomorphism

$$\rho_{M_a, M_b, M_c} : \mathcal{G}_{\tilde{A}_2}(p) \to \text{SL}_3(\mathbb{F}_q).$$

**Proof.** Straightforward computation in view of the presentation of $\mathcal{G}_{\tilde{A}_2}(p)$ from Section 7.2. □

Thus, every subgroup of $\text{SL}_3(\mathbb{F}_q)$ generated by three matrices of the form $U_a, U_b, U_c$ is a finite quotient of $\mathcal{G}_{\tilde{A}_2}(p)$. It turns out that this construction does not produce finite simple quotients of large rank, in view of the following observation.

**Proposition 7.14.** Retain the notation of Proposition 7.13 and let $\Gamma = \langle U_a, U_b, U_c \rangle$. Then there is a finite extension $F$ of $\mathbb{F}_q$ and a subnormal series of $\Gamma$ such that every subquotient from that series is either a $p$-group, or isomorphic to a subgroup of $\text{GL}_3(F)$.

**Proof.** We work by induction on $k$. In the base case $k = 1$, there is nothing to prove. Let now $k > 1$. We distinguish two cases.

Assume first that at least two of the matrices $M_a, M_b, M_c \in \text{Mat}_{k \times k}(\mathbb{F}_q)$ have a non-zero determinant. Without loss of generality, we may assume that $\text{det}(M_a) \neq 0 \neq \text{det}(M_b)$. Let $x$ be the block-diagonal matrix in $\text{GL}_3(\mathbb{F}_q)$ defined by

$$x = \begin{pmatrix} M_a^{-1} & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & M_b \end{pmatrix},$$

and set $U'_a = xU_ax^{-1}$, $U'_b = xU_bx^{-1}$ and $U'_c = xU_cx^{-1}$. Then

$$U'_a = \begin{pmatrix} 1 & 1 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{pmatrix}, \quad U'_b = \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 1 \\ 0 & 0 & 1 \end{pmatrix}, \quad \text{and} \quad U'_c = \begin{pmatrix} 1 & 0 & 0 \\ M_b & M_c & M_a \\ 0 & 1 \end{pmatrix}.$$

In particular, the group $x\Gamma x^{-1}$ is a subgroup of $\text{SL}_3(\mathcal{A})$, where $\mathcal{A} \leq \text{Mat}_{k \times k}(\mathbb{F}_q)$ is the $\mathbb{F}_q$-subalgebra generated by the single element $M_bM_cM_a$. Thus $\mathcal{A}$ is commutative, and is in fact a quotient of the polynomial ring $\mathbb{F}_q[T]$. Denoting by $I$ a maximal ideal in $\mathcal{A}$, we obtain a congruence quotient $\text{SL}_3(\mathcal{A}) \to \text{SL}_3(\mathcal{A}/I)$ whose kernel is to be a $p$-group (see [27, §26.4] for a detailed
proof of this well-known fact). Since \( A/I \) is a finite field extension of \( F_q \), the required conclusion holds in this case.

We now assume that at most one of the matrices \( M_a, M_b, M_c \in \text{Mat}_{k \times k}(F_q) \) has a non-zero determinant. Then at least two of them have zero determinant. Without loss of generality, we may assume that \( \det(M_b) = \det(M_c) = 0 \). Then there exists \( L_1, L_3 \in \text{GL}_k(F_q) \) such that the first column of \( M_a L_1^{-1} \) and the first column of \( M_b L_3^{-1} \) are both zero. If \( \det(M_a) = 0 \), we choose similarly a matrix \( L_2 \in \text{GL}_k(F_q) \) such that the first column of \( M_a L_2^{-1} \) is zero. If \( \det(M_a) \neq 0 \), then we set \( L_2 = L_1 M_a \). In either case, we see that the matrices \( M'_a = L_1 M_a L_2^{-1} \), \( M'_b = L_2 M_b L_3^{-1} \) and \( M'_c = L_3 M_c L_1^{-1} \) all belong to

\[
B = \left\{ \begin{pmatrix} * & * \\ 0 & X \end{pmatrix} \mid X \in \text{Mat}_{(k-1) \times (k-1)}(F_q) \right\}.
\]

Let \( y \) be the block-diagonal matrix in \( \text{GL}_{2k}(F_q) \) defined by

\[
y = \begin{pmatrix} L_1 & 0 & 0 \\ 0 & L_2 & 0 \\ 0 & 0 & L_3 \end{pmatrix}.
\]

Then the group \( y\Gamma y^{-1} \) is generated by

\[
U'_a = yU_a y^{-1} = \begin{pmatrix} 1 & M'_a \\ 0 & 1 & 0 \end{pmatrix}, \quad U'_b = yU_b y^{-1} = \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & M'_b \\ 0 & 0 & 1 \end{pmatrix}, \quad \text{and}
\]

\[
U'_c = yU_c y^{-1} = \begin{pmatrix} 1 & 0 \\ 0 & 1 & 0 \\ M'_c & 0 & 1 \end{pmatrix}.
\]

In particular, \( y\Gamma y^{-1} \) is a subgroup of \( \text{GL}_3(B) \). Clearly, the set \( B \) is a \( F_q \)-subalgebra of \( \text{Mat}_{k \times k}(F_q) \) that maps onto \( \text{Mat}_{(k-1) \times (k-1)}(F_q) \). This yields a homomorphism \( \text{GL}_3(B) \to \text{GL}_{3(k-1)}(F_q) \). It is easy to see that its kernel has a normal \( p \)-subgroup such that the quotient is isomorphic to \( \text{GL}_3(F_q) \). Restricting to \( y\Gamma y^{-1} \), we obtain a homomorphism taking values in \( \text{SL}_{3(k-1)}(F_q) \), whose kernel decomposes as an extension of a \( p \)-group by a subgroup of \( \text{GL}_3(F_q) \). Moreover, the image of the generators \( U'_a, U'_b \) and \( U'_c \) under that homomorphism generate a subgroup of \( \text{SL}_{3(k-1)}(F_q) \) to which the induction hypothesis applies. The required conclusion follows. \( \square \)

### 7.5 Further properties of \( \mathcal{G}_{HB_2^2}(p) \) and \( \mathcal{G}_{C_2^2}(p) \)

In view of Section 7.3, the quotients of \( \mathcal{G}_{H_2^2}(p) \) described in the previous section are also quotients of each hyperbolic KMS group over \( F_p \). We now focus more specifically on \( \mathcal{G}_{HC_2^2}(p) \) and \( \mathcal{G}_{HB_2^2}(p) \), first establishing an analogue of Proposition 7.13.

**Proposition 7.15.** Let \( q \) be a positive power of the odd prime \( p \), and let \( k \geq 1 \) be an integer. Let also \( M_a, M_b, M_c \in \text{Mat}_{k \times k}(F_q) \) be any three \( k \times k \)-matrices with coefficients in \( F_q \). Set

\[
\]
where each entry represents a $k \times k$-block. Then the assignments $(a, b, c) \mapsto (V_a, V_b, V_c)$ extend to a homomorphism \(\sigma_{M_a, M_b, M_c} : \mathcal{G}_{C_2}(p) \to \text{SL}_{4k}(\mathbb{F}_q)\).

Similarly, the assignments $(a, b, c) \mapsto (V'_a, V'_b, V'_c)$, where

\[
V'_a = \begin{pmatrix} 1 & 0 & 0 & M_a \\ 0 & 1 & M_a & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix}, \quad V'_b = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & -M_b \\ 0 & 0 & 0 & 1 \end{pmatrix}, \quad V'_c = \begin{pmatrix} 1 & 0 & 0 & M_c \\ 0 & 1 & M_c & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix},
\]

extend to a homomorphism \(\sigma'_{M_a, M_b, M_c} : \mathcal{G}_{HB_2(2)}(p) \to \text{SL}_{4k}(\mathbb{F}_q)\).

**Proof.** Straightforward computation in view of the presentation of the KMS groups from Section 7.2. \qed

It turns out that the outcome of the constructions from Proposition 7.15 is very different for the groups \(\mathcal{G}_{C_2}(p)\) and \(\mathcal{G}_{HB_2(2)}(p)\). Indeed, for \(\mathcal{G}_{C_2}(p)\), the quotients from Proposition 7.15 are subjected to analogous restrictions as in Proposition 7.14. This can easily be established by similar arguments. We omit the details. Instead, we focus on \(\mathcal{G}_{HB_2(2)}(p)\), for which the situation is strikingly different, as illustrated by the following.

**Proposition 7.16.** Let \(p\) be an odd prime. For any prime \(k \neq p\), there exist matrices \(M_a, M_b, M_c \in \text{Mat}_{k \times k}(\mathbb{F}_p)\) such that the subgroup of \(\text{SL}_{4k}(\mathbb{F}_p)\) generated by the three elements \(V'_a, V'_b, V'_c\), defined as in Proposition 7.15, has a quotient in \(\mathcal{G}_{k-1}\).

The proof of that proposition requires some preparation. We start with a special case of a general result due to Shangzhi Li.

**Theorem 7.17** (See [49, Theorem 1]). Let \(F\) be a finite field of order \(q\) and \(K\) be a finite extension of \(F\) of degree \(k\). We assume that \(k\) is prime and that \((q, k) \neq (2, 2)\). Embed the group \(N = \text{SL}_2(K)\) as a subgroup of \(G = \text{SL}_{2k}(F)\) by identifying the natural \(N\)-module \(K^2\) with the \(G\)-module \(F^{2k}\). Let also \(X\) be a subgroup of \(G\) containing \(N\). Then one of the following holds.

(i) \(X\) normalizes \(N\).
(ii) \(X\) contains a normal subgroup isomorphic to \(\text{Sp}_{2k}(F)\).
(iii) \(X = G\).

The group \(N\) embedded as a subgroup of \(G\) as in Theorem 7.17 is called a field extension subgroup. Specializing Theorem 7.17, we obtain the following result describing subgroups of \(\text{SL}_{2k}(\mathbb{F}_p)\) generated by three unipotent block matrices.
Proposition 7.18. Let $p, k$ be primes with $p > 2$. Let also $M_1, M_2, M_3 \in \text{Mat}_{k \times k}(\mathbb{F}_p)$ and define the elements $V_1, V_2, V_3 \in G = \text{SL}_{2k}(\mathbb{F}_p)$ by

$$V_1 = \begin{pmatrix} 1 & M_1 \\ 0 & 1 \end{pmatrix}, \quad V_2 = \begin{pmatrix} 1 & 0 \\ M_2 & 1 \end{pmatrix}, \quad \text{and} \quad V_3 = \begin{pmatrix} 1 & M_3 \\ 0 & 1 \end{pmatrix},$$

where each entry represents a $k \times k$-block. We assume that $M_1 M_2$ is invertible, of multiplicative order $p^k - 1$. Then the following assertions hold.

(i) $\langle V_1, V_2 \rangle$ is isomorphic to a field extension subgroup $\text{SL}_2(\mathbb{F}_{p^k}) \leq G$.

(ii) If in addition, we have $M_1 M_2 M_3 \neq M_3 M_2 M_1$ and $p \neq k$, then $\langle V_1, V_2, V_3 \rangle$ either contains a normal subgroup isomorphic to $\text{Sp}_{2k}(\mathbb{F}_p)$, or is the whole group $G = \text{SL}_{2k}(\mathbb{F}_p)$.

Proof. An element $C$ of the group $\text{GL}_k(\mathbb{F}_p)$ of order $p^k$ is called a Singer element. If $C$ is a Singer element, the cyclic group $\langle C \rangle$ acts irreducibly on $\mathbb{F}^k$. Therefore, it follows from Schur’s lemma and Wedderburn’s theorem that the subalgebra of $\text{Mat}_{k \times k}(\mathbb{F}_p)$ generated by $C$ is a subfield, isomorphic to $\mathbb{F}_{p^k}$. It then follows from the work of Dickson (see [45, §2.1]) that the subgroup of $G$ generated by

$$\begin{pmatrix} 1 & 1 \\ 0 & 1 \end{pmatrix} \quad \text{and} \quad \begin{pmatrix} 1 & 0 \\ C & 1 \end{pmatrix}$$

is isomorphic to a field extension subgroup $\text{SL}_2(\mathbb{F}_{p^k}) \leq G$.

By hypothesis, the matrix $C = M_1 M_2$ is a Singer element of $\text{GL}_k(\mathbb{F}_p)$. Moreover, the matrix

$$d = \begin{pmatrix} 1 & 0 \\ 0 & M_1 \end{pmatrix}$$

conjugates $V_1$ and $V_2$, respectively, to

$$\begin{pmatrix} 1 & 1 \\ 0 & 1 \end{pmatrix} \quad \text{and} \quad \begin{pmatrix} 1 & 0 \\ C & 1 \end{pmatrix}.$$
are all contained in $H$, and are conjugate to

$$\left\{ \begin{pmatrix} 1 & X \\ 0 & 1 \end{pmatrix} \mid X \in C \right\},$$

where $C$ denotes the subalgebra of $\text{Mat}_{k \times k}(\mathbb{F}_p)$ generated by $C$. Since $dV_3d^{-1}$ is of order $p$ and centralizes the latter subgroup, we deduce that $dV_3d^{-1}$ normalizes $H$ if and only if $M_1M^{-1}_1$ belongs to $C$. As mentioned above, the subalgebra $C$ is isomorphic to $\mathbb{F}_p$, and is thus commutative. Since $M_1M_2M_3 \neq M_3M_2M_1$, it follows that $(M_1M_2)(M_3M^{-1}_1) \neq M_3M_2 = (M_3M^{-1}_1)(M_1M_2)$, so that $C = M_1M_2$ and $M_3M^{-1}_1$ do not commute. This confirms that $dV_3d^{-1}$ does not normalize $H$. The claim follows. □

**Proof of Proposition 7.16.** Let $M_a$ be the matrix with $(M_a)_{i+1,i} = 1$ for all $i = 1, \ldots, k-1$ and with all other entries equal to 0. Let $M_b$ be the matrix with $(M_b)_{i,i+1} = 1$ for all $i = 1, \ldots, k-1$ and with all other entries equal to 0. Set $M_1 = M_aM_b + M_bM_a = \text{diag}(1,2,\ldots,2,1)$. Choose a Singer element $C \in \text{Mat}_{k \times k}(\mathbb{F}_p)$ whose last column is $(1,0,\ldots,0)^T$; clearly, such a Singer element exists since $\text{GL}_k(\mathbb{F}_p)$ acts transitively on ordered pairs of linearly independent vectors in $\mathbb{F}_p^k$. Finally, set $M_c = M_1^{-1}C$. We claim that these matrices satisfy the required conditions.

In order to verify this, we set $M_2 = M_c$ and $M_3 = M_aM_bM_cM_bM_a$. Observe that $M_1M_2M_3M^{-1}_1 = C\text{diag}(0,2^{-1},\ldots,2^{-1},1)C\text{diag}(1,2^{-1},\ldots,2^{-1},0)$. In particular, the last column of $M_1M_2M_3M^{-1}_1$ is zero. On the other hand, we have $M_3M_2 = \text{diag}(0,2^{-1},\ldots,2^{-1},1)C\text{diag}(1,2^{-1},\ldots,2^{-1},0)C$. Applying that element to the $n$th vector $e_k$ of the canonical basis of $\mathbb{F}_p^k$, we obtain $M_3M_2(e_k) = \text{diag}(0,2^{-1},\ldots,2^{-1},1)C(e_1)$ since $C(e_k) = e_1$ by the definition of $C$. Since $C$ is a Singer element, the vector $C(e_1)$ is not colinear with $e_1$. Since the kernel of the linear map represented by the diagonal matrix $\text{diag}(0,2^{-1},\ldots,2^{-1},1)$ is spanned by $e_1$, we deduce that $M_3M_2(e_k) \neq 0$. It follows that $M_1M_2M_3 \neq M_3M_2M_1$.

Computation shows that

$$[V'_a, V'_b] = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & -M_aM_b - M_bM_a \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix} = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & -M_1 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix}$$

and

$$[V'_c, V'_b, V'_b, V'_a, V'_a] = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & -4M_aM_bM_cM_bM_a \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix} = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & -4M_3 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix}.$$
the form
\[
\begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & * & 0 & * \\
0 & 0 & 1 & 0 \\
0 & * & 0 & *
\end{pmatrix}.
\]

This implies that \(\langle V'_c, [V'_a, V'_b]\rangle\) contains the matrix
\[
d = \begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & 2^{-1} & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 2
\end{pmatrix}
\]
where, as before, each entry represents a \(k \times k\)-block. Now, we compute that the commutator \([d, (V'_a)^{-1}]\) coincides with \(V'_a\). Similarly, we have \([d, (V'_b)^{-1}] = V'_b\). It follows that the group \(H = \langle V'_a, V'_b, V'_c\rangle\) is perfect.

On the other hand, we have seen above that \(M_1 M_2 M_3 \neq M_3 M_2 M_1\). Therefore, Proposition 7.18(ii) implies that \(\langle V'_c, [V'_a, V'_b], [V'_c, V'_b, V'_b, V'_a, V'_a]\rangle\) either contains a normal subgroup isomorphic to \(\text{Sp}_{2k}(F_p)\), or it is isomorphic to \(\text{SL}_{2k}(F_p)\).

Let finally \(S\) be a smallest non-trivial quotient of \(H\). Since \(H\) is perfect, the group \(S\) is a non-abelian finite simple group. The image of \(V'_c\) in \(S\) is non-trivial, since otherwise \(H\) would be a quotient of \(\langle V'_a, V'_b\rangle\), which is a \(p\)-group. Therefore, the image of the subgroup \(\langle V'_c, [V'_a, V'_b], [V'_c, V'_b, V'_b, V'_a, V'_a]\rangle\) must contain a normal subgroup isomorphic to \((P)\text{Sp}_{2k}(F_p)\), or to \((P)\text{SL}_{2k}(F_p)\). Any of these groups contain a copy of \(\text{Alt}(k - 1)\). The required conclusion follows.

\[\square\]

**Corollary 7.19.** Let \(p\) be an odd prime. The groups \(\mathcal{G}_{HB_2}(2)\) and \(\mathcal{G}_{HB_2}(3)\) both admit a quotient in \(S_d\) for all \(d\).

**Proof.** The statement for \(\mathcal{G}_{HB_2}(3)\) is followed by combining Propositions 7.15 and 7.16. In view of Section 7.3, the group \(\mathcal{G}_{HB_2}(2)\) is a quotient of \(\mathcal{G}_{HB_2}(3)\). The conclusion follows.

\[\square\]

**Remark 7.20.** Propositions 7.13 and 7.15 afford simple quotients of the groups \(\mathcal{G}_{A_2}(p)\) and \(\mathcal{G}_{HB_2}(2)(p)\), respectively, based on closely related constructions. However, the outcome of those constructions are in sharp contrast, as one can see by comparing Proposition 7.14 with Proposition 7.16. Recall that the triangle group \(\mathcal{G}_{A_2}(p)\) is of half-girth type \((3, 3, 3)\), whereas \(\mathcal{G}_{HB_2}(2)(p)\) is of half-girth type \((3, 4, 4)\). This somehow corroborates our experimental results on trivalent triangle groups, for which the most stringent restrictions on the existence of small finite simple quotients were observed for the groups of half-girth type \((3, 3, 3)\) as well. In some sense, the results of this study seem to indicate that for generalized triangle groups, the small size of the girth of the vertex links is more tightly related to the scarcity of finite simple quotients than the validity of Kazhdan’s property (T).

Let \(R = F_q\langle x, y, z \rangle\) denote the free associative non-commutative ring in three indeterminates over \(F_q\). The homomorphisms highlighted by Propositions 7.13 and 7.15 can be factored as the com-
position of representations $G \to \text{GL}_d(R)$, where $G \in \{G_{\mathcal{A}_2}(p), G_{\mathcal{C}_2}(p), G_{\mathcal{H}_2}(p)\}$ and $d \in \{3, 4\}$, followed by the homomorphisms

$$\text{GL}_d(R) \to \text{GL}_d(\text{Mat}_{k \times k}(\mathbb{F}_q))$$

induced by the homomorphism of $\mathbb{F}_q$-algebras $R \to \text{Mat}_{k \times k}(\mathbb{F}_q)$ defined by the assignments $(x, y, z) \mapsto (M_a, M_b, M_c)$. The following result provides analogous representations for the KMS groups $G_{\mathcal{H}_2}(p)$ and $G_{\mathcal{H}_B}(p)$.

**Proposition 7.21.** Let $R = \mathbb{F}_q\langle x, y, z \rangle$ denote the free associative non-commutative ring in three indeterminates over $\mathbb{F}_q$, where $q$ is a power of the odd prime $p$. Then the assignments

$\begin{align*}
a &\mapsto \begin{pmatrix} 1 & x & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix}, \\
b &\mapsto \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ y & 0 & 0 & 1 \end{pmatrix}, \\
c &\mapsto \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & z & 0 \\ 0 & 0 & 1 & z \\ 0 & 0 & 0 & 1 \end{pmatrix},
\end{align*}$

extend to a homomorphism $G_{\mathcal{C}_2}(p) \to \text{GL}_4(R)$.

Similarly, the assignments

$\begin{align*}
a &\mapsto \begin{pmatrix} 1 & 0 & 0 & 0 & 0 \\ 0 & 1 & x & \frac{x^2}{2} & 0 \\ 0 & 0 & 1 & x & 0 \\ 0 & 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 & 1 \end{pmatrix}, \\
b &\mapsto \begin{pmatrix} 1 & 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 1 & 0 \\ y & 0 & 0 & 0 & 1 \end{pmatrix}, \\
c &\mapsto \begin{pmatrix} 1 & z & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 1 & z \\ 0 & 0 & 0 & 0 & 1 \end{pmatrix},
\end{align*}$

extend to a homomorphism $G_{\mathcal{H}_B}(p) \to \text{GL}_5(R)$.

**Proof.** Straightforward computation in view of the presentation of the KMS groups from Section 7.2.

As before, numerous quotients of those KMS groups are obtained by postcomposing the representations from Proposition 7.21 with congruence homomorphisms.
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**TYPESETTER’S NOTE**

[Corrections added November 19, 2022, after first online publication: a new paragraph was added to the end of the Abstract, as follows: “Appendices A, B and C are provided separately as...”]
supplementary material with the published article.”; in the last paragraph of Section 1, the phrase “The list of groups is presented in Appendix A while many of their properties are listed in Appendix B” was extended by adding the words: “; these Appendices are provided separately as supplementary material with the published article”; in the opening paragraph of Subsection 5.1, the phrase “In human-readable form, these data are collected in the Appendices A, B, and C” was extended by adding the words: “(provided separately as supplementary material with the published article)”. In addition, a footnote was added to the statement of Proposition 5.1, as follows: “The Appendices are provided separately as supplementary material with the published article.” These corrections are incorporated in the text.

JOURNAL INFORMATION
The Journal of the London Mathematical Society is wholly owned and managed by the London Mathematical Society, a not-for-profit Charity registered with the UK Charity Commission. All surplus income from its publishing programme is used to support mathematicians and mathematics research in the form of research grants, conference grants, prizes, initiatives for early career researchers and the promotion of mathematics.

REFERENCES
1. P. Abramenko and B. Mühlherr, Présentations de certaines BN-paires jumelées comme sommes amalgamées, C. R. Acad. Sci. Paris Sér. I Math. 325 (1997), no. 7, 701–706. MR 1483702.
2. I. Agol, The virtual Haken conjecture, Doc. Math. 18 (2013), 1045–1087, with an appendix by Agol, Daniel Groves, and Jason Manning. MR 3104553.
3. C. Ashcroft, Link conditions for cubulation, Preprint arXiv:2012.09019, 2020.
4. U. Bader, As six-relator infinite hyperbolic Kazhdan group, Enseign. Math. 64 (2018), no. 3–4, 265–282.
5. P.-E. Caprace, A sixteen-relator infinite hyperbolic Kazhdan group, Enseign. Math. 64 (2018), no. 3–4, 265–282.
6. P.-E. Caprace, Finite and infinite quotients of discrete and indiscrete groups, Lond. Math. Soc. Lecture Note Ser., vol. 455, Cambridge Univ. Press, Cambridge, 2019, pp. 16–69. MR 3931408.
17. P.-E. Caprace, M. Conder, M. Kaluba, and S. Witzel, *kalmarek/smallhyperbolic*: v2.0.0, Zenodo, 2022.
18. P.-E. Caprace and D. Hume, *Orthogonal forms of Kac-Moody groups are acylindrically hyperbolic*, Ann. Inst. Fourier (Grenoble) **65** (2015), no. 6, 2613–2640. MR 3449592.
19. P.-E. Caprace and N. Monod, *Isometry groups of non-positively curved spaces: discrete subgroups*, J. Topol. **2** (2009), no. 4, 701–746. MR 2574741.
20. M. Conder and P. Dobcsányi, *Trivalent symmetric graphs on up to 768 vertices*, J. Combin. Math. Combin. Comput. **40** (2002), 41–63. MR 1887966.
21. M. Conder, A. Malnič, D. Marušič, and P. Potočnik, *A census of semisymmetric cubic graphs on up to 768 vertices*, J. Algebraic Combin. **23** (2006), no. 3, 255–294. MR 2228929.
22. M. Conder and M. Morton, *Classification of trivalent symmetric graphs of small order*, Aust. J. Combin. **11** (1995), 139–149. MR 1327328.
23. D. Cvetković, *Spectra of graphs formed by some unary operations*, Publ. Inst. Math. (Beograd) (N.S.) **19** (33) (1975), 37–41. MR 1989434.
24. G. Davidoff, P. Sarnak, and A. Valette, *Elementary number theory, group theory, and Ramanujan graphs*, Lond. Math. Soc. Student Texts, vol. 55, Cambridge Univ. Press, Cambridge, 2003. MR 1989434.
25. T. Delzant and M. Gromov, *Cuts in Kähler groups*, Infinite groups: geometric, combinatorial and dynamical aspects, Progr. Math., vol. 248, Birkhäuser, Basel, 2005, pp. 31–55. MR 2195452.
26. T. Delzant and P. Py, *Cubulable Kähler groups*, Geom. Topol. **23** (2019), no. 4, 2125–2164. MR 3988093.
27. C. Druțu and M. Kapovich, *Geometric group theory*, Amer. Math. Soc. Colloquium Publ., vol. 63, American Mathematical Society, Providence, R.I., 2018. With an appendix by Bogdan Nica. MR 3753580.
28. W. Duke, *A combinatorial problem related to Mahler’s measure*, Bull. Lond. Math. Soc. **39** (2007), no. 5, 741–748. MR 2365222.
29. J. Dymara and T. Januszkiewicz, *Cohomology of buildings and their automorphism groups*, Invent. Math. **150** (2002), no. 3, 579–627. MR 1946553.
30. M. Ershov and A. Jaikin-Zapirain, *Property (T) for noncommutative universal lattices*, Invent. Math. **179** (2010), no. 2, 303–347. MR 2570119.
31. M. Ershov and A. Raš, *Property (T) for Kac-Moody groups over rings*, J. Algebra **500** (2018), 221–241. MR 3765454.
32. J. Friedman, *Some geometric aspects of graphs and their eigenfunctions*, Duke Math. J. **69** (1993), no. 3, 487–525. MR 1208809.
33. F. W. Gehring and G. J. Martin, *$(p, q, r)$-Kleinian groups and the Margulis constant*, Complex analysis and dynamical systems II, Contemp. Math., vol. 382, Amer. Math. Soc., Providence, R.I., 2005, pp. 149–169. MR 2175884.
34. D. Goldstein, A. W. Hales, and R. A. Strong, *Light matrices of prime determinant*, Proc. Amer. Math. Soc. **142** (2014), no. 3, 805–819 MR 3148515.
35. M. Gromov, *Hyperbolic groups*, Essays in group theory, Math. Sci. Res. Inst. Publ., vol. 8, Springer, New York, N.Y., 1987, pp. 75–263. MR 919829.
36. P. Habegger, *The norm of Gaussian periods*, Q. J. Math. **69** (2018), no. 1, 153–182 MR 3771388.
37. J. Howie and G. Williams, *The Tits alternative for generalized triangle groups of type $(3, 4, 2)$*, Algebra Discrete Math. (2008), no. 4, 40–48. MR 2541170.
38. F. Johansson, *Arb: efficient arbitrary-precision midpoint-radius interval arithmetic*, IEEE Trans. Comput. **66** (2017), 1281–1292.
39. M. Kaluba, *RamanujanGraphs.jl* package, [https://github.com/kalmarek/RamanujanGraphs.jl](https://github.com/kalmarek/RamanujanGraphs.jl), 2019.
40. M. Kaluba, P. W. Nowak, and N. Ozawa, *Aut($F_n$) has property (T)*, Math. Ann. **375** (2019), no. 3-4, 1169–1191.
41. I. Kapovich and D. T. Wise, *The equivalence of some residual properties of word-hyperbolic groups*, J. Algebra **223** (2000), no. 2, 562–583. MR 1735163.
42. M. Kassabov, *Universal lattices and unbounded rank expanders*, Invent. Math. **170** (2007), no. 2, 297–326. MR 2342638.
43. M. Kassabov, *Subspace arrangements and property T*, Groups Geom. Dyn. **5** (2011), no. 2, 445–477. MR 2782180.
44. T. Kaufman and I. Oppenheim, *High dimensional expanders and coset geometries*, Preprint arXiv:1710.05304, 2017.
45. O. H. King, *The subgroup structure of finite classical groups in terms of geometric configurations*, Surveys in combinatorics, Lond. Math. Soc. Lecture Note Ser., vol. 327, Cambridge Univ. Press, Cambridge, 2005, pp. 29–56. MR 2187733.
46. P. Köhler, T. Meixner, and M. Wester, *The affine building of type \( \tilde{A}_2 \) over a local field of characteristic two*, Arch. Math. (Basel) **42** (1984), no. 5, 400–407. MR 756691.

47. J. D. Lafferty and D. Rockmore, *Fast Fourier analysis for \( SL_2 \) over a finite field and related numerical experiments*, Exp. Math. **1** (1992), no. 2, 115–139. MR 1203870.

48. F. Lazebnik and V. A. Ustimenko, *New examples of graphs without small cycles and of large size*, Algebraic Combin. **14** (1993), 445–460. MR 1241911.

49. S. Z. Li, *Overgroups in \( GL(\nu, \mathbb{F}) \) of certain subgroups of \( SL(\nu, \mathbb{K}) \). I*, J. Algebra **125** (1989), no. 1, 215–235. MR 1012672.

50. A. Lubotzky, J. F. Manning, and H. Wilton, *Generalized triangle groups, expanders, and a problem of Agol and Wise*, Comment. Math. Helv. **94** (2019), no. 1, 53–66. MR 3941466.

51. G. D. Mostow, *On a remarkable class of polyhedra in complex hyperbolic space*, Pacific J. Math. **86** (1980), no. 1, 171–276. MR 586876.

52. G. Myerson, *A combinatorial problem in infinite fields. II*, Quart. J. Math. Oxford Ser. (2) **31** (1980), no. 122, 219–231. MR 576339.

53. B. H. Neumann and H. Neumann, *A contribution to the embedding theory of group amalgams*, Proc. Lond. Math. Soc. (3) **3** (1953), 243–256. MR 0057880.

54. G. Niblo and L. Reeves, *Groups acting on CAT(0) cube complexes*, Geom. Topol. **1** (1997), 1–7. MR 1432323.

55. A. Nilli, *On the second eigenvalue of a graph*, Discrete Math. **91** (1991), no. 2, 207–210. MR 1124768.

56. M. V. Nori, *On subgroups of \( GL_n(\mathbb{F}_p) \)*, Invent. Math. **88** (1987), no. 2, 257–275. MR 880952.

57. A. Yu. Ol’shanski˘ı, *On the Bass-Lubotzky question about quotients of hyperbolic groups*, J. Algebra **226** (2000), no. 2, 807–817. MR 1752761.

58. Y. Ollivier, *Sharp phase transition theorems for hyperbolicity of random groups*, Geom. Funct. Anal. **7** (1997), no. 3, 561–593. MR 1466338.

59. I. Oppenheim, *Averaged projections, angles between groups and strengthening of Banach property (T)*, Math. Ann. **367** (2017), no. 1-2, 623–666. MR 3606450.

60. D. Osin, *Acylindrically hyperbolic groups*, Trans. Amer. Math. Soc. **368** (2016), no. 2, 851–888. MR 3430352.

61. E. Parker, *Complex hyperbolic lattices, Discrete groups and geometric structures*, Contemp. Math., vol. 501, Amer. Math. Soc., Providence, R.I., 2009, pp. 1–42. MR 2581913.

62. I. Piatetski-Shapiro, *Complex representations of \( GL(2, K) \) for finite fields \( K \)*, Contemp. Math., vol. 16, Amer. Math. Soc., Providence, R.I., 1983. MR 697772.

63. A. S. Rapinchuk, *Congruence subgroup problem for algebraic groups: old and new*, Journées Arithmétiques, 1991 (Geneva), Astérisque **11** (1992), no. 209, 73–84. MR 1211004.

64. A. Rapinchuk, *On the finite-dimensional unitary representations of Kazhdan groups*, Proc. Amer. Math. Soc. **127** (1999), no. 5, 1557–1562. MR 1476387.

65. M. A. Ronan, *Triangle geometries*, J. Combin. Theory Ser. A **37** (1984), no. 3, 294–319. MR 769219.

66. Z. Sela, *Structure and rigidity in (Gromov) hyperbolic groups and discrete groups in rank 1 Lie groups. II*, Geom. Funct. Anal. **7** (1997), no. 3, 561–593. MR 1466338.

67. J.-P. Serre, *Linear representations of finite groups*, Grad. Texts Math., vol. 42, Springer, New York–Heidelberg, 1977. Translated from the second French edition by Leonard L. Scott. MR 0450380.

68. A. Sisto, *Contracting elements and random walks*, J. reine angew. Math. **742** (2018), 79–114. MR 3849623.

69. J. R. Stallings, *Non-positively curved triangles of groups, Group theory from a geometrical viewpoint* (Trieste, 1990), World Sci. Publ., River Edge, N.J., 1991, pp. 491–503. MR 1170374.

70. J. R. Stallings and S. M. Gersten, *Casson’s idea about 3-manifolds whose universal cover is \( \mathbb{R}^3 \)*, Internat. J. Algebra Comput. **1** (1991), no. 4, 395–406. MR 1154440.

71. J. Swiatkowski, *Trivalent polygonal complexes of nonpositive curvature and Platonic symmetry*, Geom. Dedicata **70** (1998), no. 1, 87–110. MR 1612350.

72. J. Tits and R. M. Weiss, *Moufang polygons*, Springer Monographs Math., Springer, Berlin, 2002. MR 1938841.

73. P. S. Wang, *On isolated points in the dual spaces of locally compact groups*, Math. Ann. **218** (1975), no. 1, 19–34. MR 384993.

74. B. Weisfeiler, *Strong approximation for Zariski-dense subgroups of semisimple algebraic groups*, Ann. of Math. (2) **120** (1984), no. 2, 271–315. MR 763908.