Simple and accurate analytical calculation of shortest path lengths
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We present an analytical approach to calculating the distribution of shortest path lengths (also called intervertex distances, or geodesic paths) between nodes in unweighted undirected networks. We obtain very accurate results for synthetic random networks with specified degree distribution (the so-called configuration model networks). Our method allows us to accurately predict the distribution of shortest path lengths on real-world networks using their degree distribution, or joint degree-degree distribution. Compared to some other methods, our approach is simpler and yields more accurate results. In order to obtain the analytical results, we use the analogy between an infection reaching a node in $n$ discrete time steps (i.e., as in the susceptible-infected epidemic model) and that node being at a distance $n$ from the source of the infection.
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I. INTRODUCTION

The shortest path length between two nodes is the number of edges in the shortest path between them. The distribution of shortest path lengths and the average shortest path length of the network are important measures of the network topology [1, 2] as they characterize the efficiency of various spreading processes on networks; the analysis of shortest path lengths is at the centre of the six degrees of separation and the small-world phenomena [3]. The calculation of shortest path lengths have been also used for estimating the accuracy of analytical approximations for dynamics on networks [4], examining the onset of synchronization [5] and assessing the resilience of communication networks to attacks and failures [6].

Significant effort has been devoted to the development of efficient numerical algorithms for both the exact and approximate calculation of the intervertex distances on a given network (see, for example, [7] and related literature). Exact numerical calculation of the probability distribution of distances between a pair of randomly chosen nodes (which requires to solve all-pairs shortest path problem) using the well-known Dijkstra algorithm has running time $O(mN + N^2 \log N)$, where $N$ is the number of nodes and $m$ is the number of edges of the graph. Although there has been continuous improvement, the numerical calculation of shortest path lengths in large networks will remain a computationally expensive task.

Relatively little attention has been paid to the analytical calculation of distances on random networks [8–14]. In this paper, we consider undirected unweighted random networks with prescribed degree distribution $p_k$ or joint degree-degree distribution $P(k, k')$ and propose a simple analytical method for calculating the probability distribution of shortest path lengths. Our method is more accurate than some other analytical methods for such classes of networks and allows us to predict (very often more accurately than any other known analytical method) shortest path lengths in real-world networks from their degree distribution $p_k$ or joint degree-degree distribution $P(k, k')$.

This paper is organized as follows. In Sec. II, we formulate the calculation of shortest path lengths in terms of a susceptible-infected epidemic model. In Sec. III, we explain our analytical approach using $z$-regular random networks, and generalize it to random networks with arbitrary degree distribution or with degree-degree correlations in Secs. IV and V respectively. We apply our approach to calculate intervertex distances in real-world networks in Sec. VI, and conclude in Sec. VII.

II. ANALOGY BETWEEN INTERVERTEX DISTANCE AND TIME TO INFECTION

Let $D_n$ be the probability that the length of the shortest path (the distance) between two randomly-chosen nodes is equal to $n$. To calculate it numerically for a given network one could go through all pairs of nodes, find the shortest path between each pair and build a histogram as shown in Fig. 1.

![FIG. 1: (Color online) For a given network, the probability $D_n$ that two randomly chosen nodes are at a distance $n$ can be obtained numerically by calculating the shortest path length between each pair of nodes. For example, the shortest path between nodes $i$ and $j$ has length 4 (blue links), so it contributes to $D_4$.](image-url)

To proceed with our analytical approach, let us first formulate the calculation of distribution of distances in terms of the following susceptible-infected epidemic model. Let us start with a single infected node $i$ as the source of an epidemic. At each discrete time step $n$, let every infected node infect all of its susceptible neighbors. Infected nodes remain infected in-
Here, and the seed. (Top right) Let \( \rho_n \) be the expected fraction of infected nodes at time \( n \) as we run this epidemic process for different seeds. Here, \( \rho_1 = (\frac{1}{4} + \frac{1}{4} + \frac{1}{4} + \frac{1}{4})/4 = 3/4 \). (Bottom right) Importantly, \( \rho_n \) determines the distribution of distances between two randomly-chosen nodes: \( D_n = \rho_n - \rho_{n-1} \).

![FIG. 2: (Color online) (Left) A single node (the seed) is infected at Time 0, and at each subsequent time step, every infected node infects all its susceptible neighbors. In this process, the time when other nodes become infected gives the distance between those nodes and the seed. (Top right) Let \( \rho_n \) be the expected fraction of infected nodes at time \( n \) as we run this epidemic process for different seeds. Here, \( \rho_1 = (\frac{1}{4} + \frac{1}{4} + \frac{1}{4} + \frac{1}{4})/4 = 3/4 \). (Bottom right) Importantly, \( \rho_n \) determines the distribution of distances between two randomly-chosen nodes: \( D_n = \rho_n - \rho_{n-1} \).](image)

definitely.\(^1\) At step \( n = 1 \), node \( i \) infects all its immediate neighbors, at step \( n = 2 \) the second neighbors of \( i \) become infected, and so on. The process stops when all nodes in the network become infected, see Fig. 2. Notice that the distribution of distances from node \( i \) to other nodes is given by the distribution of times when other nodes became infected. For example, the nodes who became infected at time 2 are exactly 2 steps away from node \( i \). Let \( \rho^i_n \) be the fraction of network nodes infected at step \( n \) when node \( i \) is initially infected.

Repeat this epidemic process for every node \( i \) in the network (i.e., each time starting from a different initially infected node \( i \)) as shown in Fig. 2, and let \( \rho_n \equiv \{\rho^i_n\} \) be the expected fraction of infected nodes at time \( n \). Then the distribution of intervertex distances is given by the difference between \( \rho_n \) and \( \rho_{n-1} \)

\[
D_n = \rho_n - \rho_{n-1},
\]

and the average shortest path length is \( \bar{D} = \sum nD_n \).

Therefore, if we analytically calculate the expected fraction of infected nodes at time \( n \) for the above epidemic process, we can obtain the distribution of shortest path lengths. Below we explain the main idea of our approach using, for simplicity, regular random graphs (i.e., networks where every node has \( z \) neighbors and connections between nodes are random), and in the subsequent sections we generalize the results to random networks with arbitrary degree distribution (the so-called configuration model networks) and to networks with degree-degree correlations.

\(^1\) One can think of this process as susceptible-infected epidemic with infection probability 1, or as the Watts threshold model [15] with threshold \( \phi = 0 \). In both cases the states of all nodes are updated at each discrete time step.

III. EXPLAINING OUR APPROACH USING \( z \)-REGULAR RANDOM GRAPHS

We consider a randomly chosen node \( A \) and calculate its probability of being infected at time \( n \) (i.e., after \( n \) synchronous updates of states of all nodes). This probability is \( \rho_n \) since we chose \( A \) uniformly at random. Initially a single node \( i \) in the network is infected, which implies that \( A \) is initially infected with probability \( \rho_0 = 1/N \), where \( N \) is the total number of nodes, or initially susceptible with probability \( 1 - \rho_0 \).

We denote by \( q_n \) the probability that at time \( n \) (i.e., immediately before update \( n + 1 \) of node \( A \)) a random neighbor \( B \) of node \( A \) is infected, conditioned on node \( A \) itself being susceptible. This conditioning accounts for the fact that neighbors of \( A \) become infected before \( A \), and that \( A \) did not infect them. Note that \( A \) is susceptible only if it was initially susceptible and none of its neighbors have yet infected it. Thus, the probability that \( A \) is infected at time \( n + 1 \) is

\[
\rho_{n+1} = 1 - (1 - \rho_0)(1 - q_n)^z,
\]

where \( (1 - \rho_0) \) is the probability that \( A \) is initially susceptible, and \( (1 - q_n) \) is the probability that none of \( z \) neighbors of \( A \) is infected at time \( n \).

![FIG. 3: (Color online) Tree-like structure of a 3-regular random network near node \( A \). Since \( A \) is a randomly chosen node, the probability that \( A \) is infected at time \( n + 1 \) is \( \rho_{n+1} \). Here, \( q_n \) is the probability that node \( B \), a child of \( A \), is infected by any of its children, given \( A \) is susceptible. Similarly, \( q_{n-1} \) is the probability that \( C \) (a child of susceptible \( B \)) is infected by any of \( C \)'s own children.](image)

In order to calculate \( q_n \), we consider node \( B \), a neighbor of \( A \), and establish a recurrence relation for \( q_n \) [17]. Using similar reasoning as for Eq. (2), we express the probability \( q_n \) (that \( B \) is infected, given \( A \) is susceptible) in terms of probability \( q_{n-1} \) that a child of \( B \), node \( C \), — defined as a neighbor of \( B \) that is one step further away from \( A \) — is infected given \( B \) is susceptible, see Fig. 3:

\[
q_n = 1 - (1 - \rho_0)(1 - q_{n-1})^{z-1}.
\]

\(^2\) In Eq. (2), we have assumed that the states of any two neighbors of node \( A \) are independent, which is the case for a graph that is locally tree-like, such as random networks constructed using the configuration model [1]. Although the tree-like assumption breaks down on real-world networks with high clustering coefficients and/or significant community structure, we have previously demonstrated that results obtained using locally tree-like approximations often remain reasonably accurate on such networks [4, 16].
The power \( z - 1 \) in this equation appears instead of \( z \) as in Eq. (2) because, by the definition of \( q_{k,n} \), node \( A \) is susceptible and cannot infect \( B \) and thus is excluded from consideration (likewise \( B \) cannot infect its children, and so on).

Therefore, starting with \( q_0 = \rho_0 = 1/N \), we can iterate Eqs. (2)-(3) to obtain values of \( \rho_n \), and use them in Eq. (1) to calculate the distribution of distances. In Fig. 4, we show the values of \( \rho_n \) calculated for a 4-regular random network with \( N = 500 \) nodes, and the corresponding values of \( D_n \). Observe the excellent match between numerical and theoretical results.

We can analytically solve Eqs. (2)-(3) (see Appendix A) and obtain an explicit formula for \( D_n \) for \( z \)-regular networks:

\[
D_n^{\text{RGG}} = \exp \left[ -\frac{z(z - 1)^{n-1} - 2}{(z - 2)N} \right] - \exp \left[ -\frac{z(z - 1)^n - 2}{(z - 2)N} \right].
\]

We show in Fig. 5 that this expression predicts the numerical results extremely accurately even for \( N \) as low as 50, and outperforms some previous analytical results \([8, 9, 18]\) which we present in Appendices A and B. The accuracy observed in Fig. 5 for regular random networks suggests potential high accuracy of our approach for more complicated network topologies that we consider next.

**IV. \( p_k \)-THEORY: GENERALIZATION TO RANDOM NETWORKS WITH ARBITRARY DEGREE DISTRIBUTION**

To generalize Eqs. (2)-(3) from \( z \)-regular random networks to networks with an arbitrary degree distribution \( p_k \) constructed using the configuration model \([1]\), we consider an epidemic started by a degree-\( k' \) seed node, and let \( \rho_{k,n}^{k,k'} \) be the corresponding expected fraction of degree-\( k \) nodes infected at time step \( n \). We can calculate \( \rho_{k,n}^{k,k'} \) using the following set of recurrence equations

\[
\rho_{n+1}^{k,k'} = 1 - (1 - \rho_n^{k,k'})(1 - q_n^{k,k'}),
\]

\[
q_{n+1}^{k,k'} = 1 - (1 - \rho_n^{k,k'})(1 - q_n^{k,k'}),
\]

\[
q_n^{k,k'} = \sum_k \frac{kp_k}{z} q_n^{k,k'},
\]

with initial values

\[
q_0^{k,k'} = \rho_0^{k,k'} = \frac{\delta_{k,k'}}{Np_k}.
\]

Here \( q_n^{k,k'} \) is the probability that a degree-\( k \) node is infected, given that its parent is susceptible, and \( q_n^{k,k'} \) is the probability that a child of a susceptible degree-\( k \) node is infected at time step \( n \) of an epidemic started from a single infected node of degree \( k' \), and \( z = \sum_k kp_k \) is the mean degree. Note that Eqs. (5)-(7) reduce to Eqs. (2)-(3) for the \( z \)-regular case of \( p_k = \delta_{k,z} \).

Since finite paths only exist in a connected component, we focus our further analysis on the giant connected component (GCC) of the network, and exclude small components and nodes with degree 0. Note that for configuration model networks, GCC is the entire network (in the thermodynamic limit) if and only if the degree distribution \( p_k \) does not contain degree-0 and degree-1 nodes. If there are degree-1 nodes in the degree distribution, the generated network will have the

\[\text{Note that } q_n^{k,k'} \text{ given by (7) is independent of } k; \text{ we write it in this general form so that Eqs. (5)-(6) are compatible with Eq. (13) of Sec. V.}\]
fractional GCC size $< 1$.\footnote{If $p_1 > 0$, pairs of connected degree-1 nodes, as well as other nodes or small components surrounded by degree-1 nodes will exist and will not belong to GCC.} For example, for Erdős-Rényi networks with low mean degree $z$, GCC size is significantly below 1, and asymptotically approaches 1 as $z$ increases.

The values of $p_n^{kk'}$ calculated by iterating Eqs. (5)-(7) tell us the fractions of infected nodes in the entire network, as opposed to that in the GCC. Since all nodes in GCC eventually become infected, the steady state values $p_{\infty}^{kk'} \equiv p_{\infty}^{kk} \leq 1$ (that do not depend on the seed node degree $k'$) give us the fraction of degree-$k$ nodes who are part of GCC [19, 20]. Hence, the fraction of infected degree-$k$ nodes in GCC at time $n$ is $p_n^{kk'} / p_{\infty}^{kk'}$. The probability that two nodes (chosen from the entire network) are not connected is $D_n = 1 - (\sum_k p_k p_{\infty}^{kk'})^2$, where $\sum_k p_k p_{\infty}^{kk}$ is the fractional size of GCC. Next, assuming that a pair of nodes is chosen from GCC, the probability that two random nodes with degrees $k$ and $k'$ are at a distance $n$ from each other is

$$D_n^{kk'} = \frac{p_n^{kk'} - p_{n-1}^{kk'}}{p_{\infty}^{kk'}}; \quad (9)$$

the probability that a randomly chosen node (of any degree) is at a distance $n$ from a randomly chosen degree-$k$ node is

$$D_n^k = \sum_{k'} p_{k'} D_n^{k'k}, \quad (10)$$

and

$$D_n = \sum_k p_k D_n^k \quad (11)$$

is the probability that the distance between a pair of random nodes in GCC is $n$.

In Fig. 6, we illustrate our approach using Erdős-Rényi networks and compare the results with numerical simulations, and with some previously obtained analytical results [8, 14, 18] presented in Appendices B and C. We use the Poisson degree distribution $p_k = e^{-z} z^k / k!$ of Erdős-Rényi networks in Eqs. (5)-(11) and plot the results in Fig. 6. Our theory agrees better with numerical simulations than the previous analytical approaches. The prediciton of the distribution of distances is excellent, but not as perfect as in the $z$-regular case in Fig. 4(b); we explain the reasons for this in Appendix D.

V. $P(k,k')$-THEORY: GENERALIZATION TO RANDOM NETWORKS WITH DEGREE-DEGREE CORRELATIONS

Our approach can be easily generalized to random networks specified by the joint degree-degree distribution $P(k,k')$, which is defined as the probability that a randomly chosen network edge connects a degree-$k$ node to a degree-$k'$ node [4, 19, 20]. The joint distribution $P(k,k')$ determines the degree distribution of the network

$$p_k = \frac{\sum_{k'} P(k,k')/k}{\sum_{k',k''} P(k',k'')/k''}, \quad (12)$$

but it also contains additional information about the correlation of node degrees at either end of an edge. Thus, $P(k,k')$ describes the network topology more accurately than $p_k$, and using $P(k,k')$ should improve the accuracy of our approach when we apply it to real-world networks.

Equations (5)-(11) of Sec. IV can be directly applied to networks specified by the joint degree-degree distribution.
$P(k, k')$, except that Eq. (7) should be replaced with

$$q_{kn}^{k'} = \frac{\sum_{k'} P(k, k')q_{kn}}{\sum_{k'} P(k, k')}.$$  \hfill (13)

In the case of degree-uncorrelated networks, the joint degree-degree distribution factorizes as $P(k, k') = kpk'p(k^2)$ (since the degrees of nodes at either end of an edge are independent) and Eq. (13) reduces to Eq. (7).

VI. APPLICATION TO REAL-WORLD NETWORKS

To apply our approach to real-world networks, we calculate the degree distribution $p_k$ and/or the joint degree-degree distribution $P(k, k')$ from the network adjacency matrix. We then use one or both of these distributions in the equations presented in Secs. IV and V to obtain theoretical results. We will refer to the results of our approach where we use $p_k$ of the network and Eq. (7) as $p_k$-theory, and where we use $P(k, k')$ of the network and Eq. (13) as $P(k, k')$-theory.

In Fig. 7, we compare the numerically calculated distribution of distances for several real-world networks (see Table I) with the results of $p_k$ and $P(k, k')$-theories. In general, $P(k, k')$-theory predicts the numerical distribution of distances better than $p_k$-theory as it uses additional information about the degree correlations in the network.
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FIG. 7: (Color online) Distribution of distances $D_n$ for several real-world networks. Generally, $P(k, k')$-theory predicts the actual $D_n$ better than $p_k$-theory.

In Fig. 8, we plot the expected length of the shortest path between two nodes one of which has degree $k$. We plot $\bar{D}_a(k) = \sum_{k,n} np_kD_{kn}^{k,k}$ and $\bar{D}_b(k) = \sum_{k,n} np_kD_{kn}^{k,k}$. Here, $\bar{D}_a$ is calculated based on an epidemic started from a degree-$k$ seed and averaged over the degrees of other nodes, while in $\bar{D}_b$ we consider a degree-$k$ node and average over multiple epidemics started with seeds of various degrees. Of course these are the same when one runs numerical simulations of the epidemic process on a given finite network. However, our theoretical approach gives only approximate equality between $\bar{D}_a(k)$ and $\bar{D}_b(k)$ (due to the infinite network assumption as we discuss in Appendix E), leading to small differences between $\bar{D}_a$ and $\bar{D}_b$. We show the results for several real-world and synthetic networks. For real-world networks, $P(k, k')$-theory usually better predicts the exact numerical results than $p_k$-theory. The errors for $\bar{D}_a$ and $\bar{D}_b$ are similar, and the choice of quantity that best matches the numerical results depends on a particular network. The errors may be attributed in part to clustering [4, 27], modular structure [19], or other topological features [28] present in these networks. For synthetic networks the results of $P(k, k')$ and $p_k$-theories coincide because of the absence of degree-degree correlations, and are in excellent agreement with numerical results.

As our last example, we show in Fig. 9 the expected distance between a random pair nodes as a function of the product of their degrees. We use the same set of networks as in Fig. 8, and plot

$$\langle D_{bk} \rangle = \frac{\sum_{k,k'} \delta_{k,k'} \bar{D}_{bk}^{k,k}}{\sum_{k,k'} \delta_{k,k'}},$$  \hfill (14)

where $\bar{D}_{bk}^{k,k} = \sum_{n} D_{kn}^{k,k}$, and $\delta_{i,j}$ is the Kronecker delta function. As in Fig. 8, $P(k, k')$-theory usually works better than $p_k$-theory for real-world networks. For synthetic networks the theoretical results are again in excellent agreement with the exact numerical calculations.

Finally, we note that theoretical predictions for networks that contain degree-1 nodes can be further improved using the procedure described in Appendix F.

VII. CONCLUSIONS

We have presented a simple yet very powerful analytical method for calculating shortest path lengths in networks. Our
The average distance from a degree-$k$ node to all other nodes as a function of $k$. For real-world networks, the result of $P(k, k')$-theory (left column) is more accurate than the result of $p_k$-theory (right column). The bottom panel shows the result for synthetic networks with $N = 5000$ nodes: an Erdős-Rényi graph with mean degree $z = 5$, a random network with a (truncated) power-law degree distribution $p_k \propto k^{-2.5}$ ($2 \leq k \leq 30$), and a random network with a “flat” degree distribution $p_k = \text{const}$ ($2 \leq k \leq 50$).

Our formula: Substituting $q_n = 1 - y_n$ into Eq. (3), we have

$$y_n = (1 - \rho_0)(y_{n-1})^{z-1}$$

with $y_0 = 1 - \rho_0$. This can be solved exactly (let $u_n = \ln y_n$ and $u_n$ solves the linear difference equation $u_n = \ln(1 - \rho_0) + ...
\((z-1)u_{n-1}\), with solution of form \(u_n = A t^n + B\) to yield
\[
y_n = \exp \left[ \frac{(z-1)t^n - 1}{z-2} \ln(1-\rho_0) \right]. \quad (A2)
\]

Using (1) and (2), we can write \(D_n\) in terms of \(y_n\) as follows:
\[
D_n = \rho_n - \rho_{n-1} = (1-\rho_0) \left[ y_{n-z}^z - y_{n-1}^z \right], \quad (A3)
\]
and inserting the solution (A2) for \(y_n\) gives
\[
D_n = \exp \left[ \frac{(z-1)t^n - 2}{z-2} \ln(1-\rho_0) \right] - \exp \left[ \frac{(z-1)t^{n-1} - 2}{z-2} \ln(1-\rho_0) \right]. \quad (A4)
\]

Next, using the fact that \(\ln(1-\rho_0) = \ln \left(1 - \frac{1}{N} \right) \approx -\frac{1}{N}\) for large \(N\) (with error of order \(1/N^2\)), we obtain Eq. (4):
\[
D_n^{\text{RGG}} = \exp \left[ -\frac{(z-1)t^n - 2}{(z-2)N} \right] - \exp \left[ -\frac{(z-1)t^{n-1} - 2}{(z-2)N} \right].
\]

**Formula based on Fröličzak et al. [18]:** Using the fact that all nodes have degree \(z\) in Eq. (10) of [18] and substituting the result in Eqs. (9) and (4) of [18], we obtain
\[
D_n^{\text{FR}} = \exp \left[ -\frac{(z-1)t^n}{N} \right] - \exp \left[ -\frac{(z-1)t^{n-1}}{N} \right]. \quad (A5)
\]

**Formula based on Dorogovtsev et al. [9]:** Here we follow the procedure described in Sec. 6 of [9] to derive an explicit analytical formula for the distribution of distances for \(z\)-regular random graphs. Unfortunately it is not possible to follow this procedure for an arbitrary degree distribution, so we only use \(z\)-regular networks to compare the results of [9] with our own.

For \(z\)-regular networks with degree distribution \(p_k = \delta_{k,z}\), we have \(z_0 = z\) and \(z_1 = z - 1\).

Step 1: \(\phi(x) = x^z, \phi_1(x) = \frac{\phi(x)}{\phi(1)} = x^{z-1}\).

Step 2: \(f(z, y) = \phi_1[f(y)], \) hence \(f(z, y) = [f(y)]^{z-1}\) with \(f(0) = 1, f'(0) = -1\). Solution: \(f(y) = e^{-y}\).

Step 3: \(g(y) = f(y) = e^{-y}\).

Step 4: \(p(x)\) is inverse Laplace transform of \(g(y)\) hence \(p(x) = \delta(x - z)\).

Next, substituting \(g\) and \(p\) into Eqn. (39) of [9] yields \(Q(l) = \int_0^{\infty} dx p(x)[1 - g(z,x)] = 1 - g(z_1, x) = 1 - e^{-z_1}\). Then \(Q_n = Q(n - n_0) = 1 - e^{-z(z-1)n}\) is the probability that two randomly chosen nodes are separated by a distance \(\leq n\). From Eqn. (34) of [9], \(n_0 = \ln_{z-1}(z(z-2)N)\) hence \((z-1)^{n-1} = \frac{1}{e z(z-2)N}\). Thus
\[
D_n^{\text{DOR}} = Q_n - Q_{n-1} = e^{-z(z-1)n+1} - e^{-z(z-1)n}
\]
\[
= \exp \left[ -\frac{(z-1)t^{n+1}}{(z-2)N} \right] - \exp \left[ -\frac{(z-1)t^n}{(z-2)N} \right]. \quad (A6)
\]

**Appendix B: Analytical results for the average shortest path length**

In this Appendix, we list some previously obtained analytical results for the average shortest path length in random networks with arbitrary degree distribution \(p_k\) and \(N\) nodes. In the equations below, \(\langle\bullet\rangle\) denotes averaging with respect to \(p_k\).

**Average shortest path length by Fröličzak et al. [18]:**
Equation (29) of [18] gives
\[
\bar{D}_n^{\text{FR}} = -2 \ln k + \ln \left[ \frac{\langle k^2 \rangle - \langle k \rangle}{\ln \langle k^2 \rangle / \langle k \rangle - 1} \right] + \frac{1}{2}, \quad (B1)
\]
where \(\gamma \approx 0.5772\) is the Euler-Mascheroni constant. The result of (B1) for \(z\)-regular random graphs is indistinguishable from that obtained using (A5) in \(\sum_n n D_n\).

**Average shortest path length by Newman et al. [8]:**
Equation (53) of [8] gives
\[
\bar{D}_n^{\text{NMN}} = \frac{\ln((N-1)(z_2 - z) + z^2) - \ln z^2}{\ln z_2 / z}, \quad (B2)
\]
where \(z\) is the mean degree, \(z_2\) is the mean number of second neighbors. For random networks with degree distribution \(p_k\), we have \(z_2 = \langle k^2 \rangle - \langle k \rangle\), hence for \(z\)-regular random graphs \(z_2 = z^2 - z\), and for Erdős-Rényi networks \(z_2 = z^2\).

**Appendix C: Results of Katzav et al. for Erdős-Rényi graphs**

In [14], Katzav et al. calculate the distribution of distances for an Erdős-Rényi network with \(N\) nodes where each pair of nodes is connected with probability \(p\), i.e., an Erdős-Rényi network with mean degree \(z = Np\). The probability \(F_n\) that the distance between a random pair of nodes in the same connected component is larger than \(n\) can be calculated from Eqs. (2) and (3) of [14]:
\[
F_n = F_1 \prod_{m=2}^n P(N, m), \quad (C1)
\]
where \(F_1 = 1 - p\), and \(P(N, m)\) can be found from the recurrence equation
\[
P(N, m) = (1 - p + pP(N - 1, m - 1))^{N-2}, \quad (C2)
\]
starting with \(P(N - m + 1, 1) = 1 - p\). Then, the distribution of distances is given by
\[
D_n^{\text{KAT}} = F_{n-1} - F_n. \quad (C3)
\]

**Appendix D: Intrinsic mismatch between single and multiple seed cascades**

Here we explain the main reasons for less than perfect (though still excellent) performance of \(p_k\)-theory for random networks with degree distribution \(p_k\).
Our method is based on the fact that an epidemic process started with a single seed as described in Sec. II can be used to calculate the exact distribution of distances between network nodes. Our analytical approach (Sec. III-V) to solving this epidemic process assumes, like many other theories, that the network is infinite. Therefore, the initial infection of a single randomly-chosen degree-$k'$ seed node in a finite network of $N$ nodes with degree distribution $p_k$ is represented in our approach as the infection of a small (finite) fraction of nodes $p_0^{k, k'}$ (given by Eq. (8)) in an infinite network. This means that our $p_k$-theory of Sec. IV actually describes an epidemic with a very large number $m$ of degree-$k'$ seeds in a very large network with $mN$ nodes. Therefore, after the first update of nodes’ states, since the nodes are connected at random, $p_k$-theory predicts non-zero fractions of infected nodes of all degrees in the network. In reality, however, a single degree-$k'$ seed node cannot infect more than $k'$ of its neighbors, so there will be at most $k'$ degree classes with infected nodes. This difference between $p_k$-theory prediction and a single-seed epidemic is easily seen when $k'$ is small, and to some extent it affects the results for all time steps.

To illustrate this point, in Fig. 10 we consider a $(3,50)$-regular random network [17, 19], which consists of nodes of degrees 3 and 50 in proportion 200:1. We compare the exact results with the prediction of $p_k$-theory and with the simulations of epidemic processes with single or multiple seeds. We specifically chose such a network to observe a clear difference between the exact results and $p_k$-theory, because in most other situations the difference is much less prominent.

![FIG. 10: (Color online) Evolution of the expected infected fraction of degree-3 nodes for an epidemic started by degree-3 node(s) on a (3, 50)-regular random network with nodes in proportion 200:1. We specifically chose this network to emphasize the difference between $p_k$-theory results (red dashed line) and the exact evolution (black solid line). The exact evolution is the cumulative sum $\sum_{n'=0}^{n} D_n^{3,3}$ of the actual distribution of distances on the network. The expected value of the epidemic started with a single seed (blue crosses) matches the exact result, but not the result of $p_k$-theory (red dashed line). As we increase the number of seed nodes and $N$ by a factor of 2 and 20 (blue triangles and circles), the epidemic results converge to $p_k$-theory results. We increase $N$ by the same factor as the number of seed nodes to keep unchanged the fraction of seed nodes $p_0^{k, k'}$ and the network degree distribution $p_k$.

One way to improve the prediction of $p_k$-theory is to further partition nodes into “types” based on the degrees of their first, second, third, etc. neighbors. For example, in the $(3,50)$-regular random network, degree-3 nodes can be split into two node types: those who are neighbors of degree-50 nodes, and those who are not. In two time steps, the first type infects many more nodes than the second one, but such differences are not taken into account by $p_k$-theory because it describes nodes based only on their degrees. Considering node types within each degree class will improve the theoretical prediction, but will necessarily lead to more complicated equations. We note that $p_k$-theory is extremely accurate for $z$-regular random graphs because there is only one node type and it is fully described by node degree.

Appendix E: The difference between theoretical $\rho_n^{k,k'}$ and $\rho_n^{z,k}$

Here we explain the “asymmetry” in our theoretical results for $D_n^{k,k'}$, i.e., the fact that $D_n^{k,k'}$ and $D_n^{z,k}$ are equal only approximately because $\rho_n^{k,k'} \neq \rho_n^{z,k}$.

Consider a $(z_1, z_2)$-regular random network [17, 19], which consists of $N$ nodes of degrees $z_1$ and $z_2$; the fractions of nodes of each degree are $p_{z_1}$ and $p_{z_2}$ respectively. There are two ways to calculate the distribution of distances between $z_1$ and $z_2$ nodes. First, we can consider $\rho_n^{z_1,z_2}$, which is the time evolution of the expected fraction of infected degree-$z_2$ nodes in an epidemic started by a degree-$z_1$ seed; alternatively, we can start with a degree-$z_2$ seed and look at $\rho_n^{z_2,z_1}$. Numerical simulations of these single-seed epidemics on a given network will give us the same value $\rho_n^{z_1,z_2} = \rho_n^{z_2,z_1}$ for both cases, which yields the exact distribution of distances between $z_1$ and $z_2$ nodes. However, Eqs. (5)–(8) provide slightly different values for $\rho_n^{z_1,z_2}$ and $\rho_n^{z_2,z_1}$ because they operate with fractions of nodes in infinite networks, and therefore have no concept of a single seed node.

For example, $\rho_n^{z_1,z_2}$ given by Eqs. (5)–(8) is the fraction of degree-$z_1$ nodes who are neighbors of the fraction $\rho_0^{z_2,z_2}$ of degree-$z_2$ nodes. Here, $\rho_0^{z_1,z_1} \equiv 1/(Np_{z_1})$ is the fraction of nodes (in an infinite network) that a single degree-$z_2$ node occupies in the network of interest.

To understand why dealing with fractions of nodes leads to inexact results, let us think of a direct numerical simula-

5 $D_n^{3,3}$ can be calculated, for example, using the Dijkstra algorithm.
tion that calculates $p_{1+2}^{2+3}$ (or $p_{1+2}^{2+3}$) for an epidemic described by Eqs. (5)–(8). Such simulation should run on a very large network starting with an infected fraction $p_{1+2}^{2+3} \equiv 1/(Np_2)$ of degree-2 nodes (which would involve many degree-2 nodes) to calculate $p_{1+2}^{2+3}$, the expected fraction of degree-2 who are neighbors of the infected degree-2 nodes. Similarly, $p_{1+2}^{2+3}$ can be obtained by initially infecting a fraction $p_{1+2}^{2+3} \equiv 1/(Np_2)$ of degree-2 nodes which would again be many nodes, and then calculating the expected fraction of degree-2 nodes who are neighbors of the infected nodes. The important point is that for epidemics starting with more than one initially infected node, we cannot guarantee that $p_{1+2}^{2+3} = p_{1+2}^{2+3}$. Consider, for example, the network in Fig. 11. Let us initially infect a pair of degree-3 (or a pair of degree-1) nodes and calculate the expected fraction nodes of the other degree who are neighbors of the infected pair. For a pair of degree-3 seeds we get 2/3, while for a pair of degree-1 seeds we get 3/5. Notice that both values are 1/3 if the seed is a single degree-3 or degree-1 node.

FIG. 11: (Color online) A network consisting of nodes of degree 1 and 3. Tables show the seed sets and the corresponding sets of neighbors of the other degree. For epidemics started by a pair of degree-3 seed nodes, the expected fraction of degree-1 nodes who are neighbors of the seeds is $(3/5 + 4/5 + 3/5)/3 = 2/3$. For epidemics started by a pair of degree-1 seeds, the expected fraction of degree-3 nodes who are neighbors of the seeds is 3/5. However, for epidemics started by either a single degree-3 or a single degree-1 node, the fraction of neighbors of the other degree is 1/3 in both cases. This demonstrates that for epidemics started by more than one initially infected node, we cannot guarantee that $p_{1+2}^{2+3} = p_{1+2}^{2+3}$ and explains why Eqs. (5)–(8) generally produce slightly different values for $p_k^{RWN}$ and $p_k^{\text{prec}}$.

Appendix F: Improving predictions for real-world networks

The following procedure further improves the prediction of $p_k$-theory for real-world networks (RWNs) that contain degree-1 nodes, though we found the improvement is small on the RWNs that we considered. If the degree distribution $p_k^{RWN}$ of a RWN has degree-1 nodes, a random network (constructed using the configuration model) with $p_k^{RWN}$ will have GCC size $< 1$. In this case, the degree distribution of the GCC will be slightly different from $p_k^{RWN}$ because nodes with low degree are less likely to be in the GCC comparing to high-degree nodes. Since our $p_k$-theory predicts the distribution of distances in GCC (which we then translate back to the real-world network), we want GCC to have the degree distribution $p_k^{RWN}$. To achieve this, one should use a rectified degree distribution $p_k^{\text{prec}}$ in Eqs. (5)–(8) instead of the network’s original degree distribution $p_k^{RWN}$. A rectified degree distribution $p_k^{\text{prec}}$ is the degree distribution that yields a random network whose GCC has the degree distribution $p_k^{RWN}$. If there are no degree-1 nodes in the real-world network, then $p_k^{\text{prec}} = p_k^{RWN}$. One can find $p_k^{\text{prec}}$ from $p_k^{RWN}$ from the following equality

$$p_k^{RWN} = F \left( p_k^{\text{prec}} \right) = \frac{p_k^{\text{prec}}}{\sum z_k p_k^{\text{prec}}},$$

where $p_k^{\text{prec}}$ are obtained by iterating to steady state Eqs. (5)–(7) with $p_k^{\text{prec}}$ and starting with infinitesimal $p_0$ and $q_0$ (note the dependence on $k$ is absent here).

In Fig. 12, we demonstrate the advantage of using $p_k^{\text{prec}}$ instead of $p_k^{RWN}$. We generate an Erdős-Rényi network consisting of $N = 1000$ nodes with mean degree $\bar{z} = 2$, and treat its GCC as if it were a RWN.

FIG. 12: (Color online) (Top) Comparison of the original $p_k^{RWN}$ and rectified $p_k^{\text{prec}}$ degree distributions. (Bottom) Distribution of shortest path lengths given by $p_k$-theory using $p_k^{\text{prec}}$ matches better to the direct numerical calculation than that obtained using $p_k^{RWN}$.

[1] M. E. J. Newman, Networks: An Introduction (Oxford University Press, Oxford, 2010).
[2] S. N. Dorogovtsev, A. V. Goltsev, and J. F. F. Mendes, Rev. Mod. Phys. 80, 1275 (2008).
[3] D. J. Watts and S. H. Strogatz, Nature (London) 393, 440 (1998).
[4] S. Melnik, A. Hackett, M. A. Porter, P. J. Mucha, and J. P. Gleeson, Phys. Rev. E 83, 036112 (2011).
[5] M. Zhao, T. Zhou, B.-H. Wang, G. Yan, H.-J. Yang, and W.-J. Bai, Physica A 371, 773 (2006).
[6] R. Albert, H. Jeong, and A. L. Barabási, Nature (London) 406, 378 (2000).
[7] U. Zwick, in Proc. of 9th ESA (Springer, 2001), pp. 33–48.
[8] M. E. J. Newman, S. H. Strogatz, and D. J. Watts, Phys. Rev. E 64, 026118 (2001).
[9] S. N. Dorogovtsev, J. F. F. Mendes, and A. N. Samukhin, Nucl.
Phys. B **653**, 307 (2003).

[10] A. Fronczak, P. Fronczak, and J. A. Holyst, Phys. Rev. E **70**, 056110 (2004).

[11] A. Fronczak, P. Fronczak, and J. A. Holyst, arXiv **cond-mat/0212230v3** (2004).

[12] S. N. Dorogovtsev, J. F. F. Mendes, and J. G. Oliveira, Phys. Rev. E **73**, 056122 (2006).

[13] S. N. Dorogovtsev, J. F. F. Mendes, A. N. Samukhin, and A. Y. Zyuzin, Phys. Rev. E **78**, 056106 (2008).

[14] E. Katzav, M. Nitzan, D. ben Avraham, P. L. Krapivsky, R. Kühn, N. Ross, and O. Biham, EuroPhys. Lett. **111**, 26006 (2015).

[15] D. J. Watts, Proc. Natl. Acad. Sci. U.S.A. **99**, 5766 (2002).

[16] J. P. Gleeson, S. Melnik, J. A. Ward, M. A. Porter, and P. J. Mucha, Phys. Rev. E **85**, 026106 (2012).

[17] S. Melnik, J. A. Ward, J. P. Gleeson, and M. A. Porter, Chaos **23**, 013124 (2013).

[18] A. Fronczak, P. Fronczak, and J. A. Holyst, AIP Conf. Proc. **776**, 52 (2005).

[19] S. Melnik, M. A. Porter, P. J. Mucha, and J. P. Gleeson, Chaos **24**, 023106 (2014).

[20] J. P. Gleeson, Phys. Rev. E **77**, 046117 (2008).

[21] J.-P. Onnela, D. J. Fenn, S. Reid, M. A. Porter, P. J. Mucha, M. D. Fricker, and N. S. Jones, Phys. Rev. E **86**, 036104 (2012).

[22] V. Colizza, R. Pastor-Satorras, and A. Vespignani, Nat. Phys. **3**, 276 (2007).

[23] V. Colizza, A. Flammini, A. Maritan, and A. Vespignani, Physica A **352**, 1 (2005).

[24] V. Colizza, A. Flammini, M. A. Serrano, and A. Vespignani, Nat. Phys. **2**, 110 (2006).

[25] J. Duch and A. Arenas, Phys. Rev. E **72**, 027104 (2005).

[26] A. L. Traud, E. D. Kelsic, P. J. Mucha, and M. A. Porter, SIAM Rev. **53**, 526 (2011).

[27] A. Faqeeh, S. Melnik, and J. P. Gleeson, Phys. Rev. E **91**, 052807 (2015).

[28] A. Faqeeh, S. Melnik, P. Colomer-de-Simón, and J. P. Gleeson, arXiv **1508.05590** (2015).

[29] J. P. Gleeson, Phys. Rev. E **80**, 036107 (2009).

[30] J. P. Gleeson and S. Melnik, Phys. Rev. E **80**, 046121 (2009).

[31] A. Hackett, S. Melnik, and J. P. Gleeson, Phys. Rev. E **83**, 056107 (2011).

[32] J. C. Miller, Phys. Rev. E **80**, 020901(R) (2009).

[33] M. E. J. Newman, Phys. Rev. Lett. **103**, 058701 (2009).

[34] J. P. Gleeson, Phys. Rev. E **77**, 057101 (2008).