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Abstract

We have proposed an error recovery method using the concepts of task stratification and error classification. In this paper, the recovery process after the judgment of error is described in detail. In particular, we explain how to change the parameters of planning, modeling, and sensing when error recovery is performed. Furthermore, we apply artificial intelligence (AI) techniques, such as deep learning, to error recovery.
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1. Introduction

Error recovery is an important research topic in robotic manipulation tasks in industrial production, plant maintenance, and housework. However, systematical methods of error recovery have not yet been developed. We propose error recovery using the concepts of task stratification and error classification. In the proposed method, the judgment of error is performed in the processes of the practice of a system. In this paper, the recovery process after the judgment of error is described in detail. In particular, we explain how to change the parameters of planning, modeling, and sensing when error recovery is performed. This contributes to systematic error recovery.

Performing extensive error recovery leads to the accumulation of data about the recovery method. Furthermore, we apply artificial intelligence (AI) techniques, such as deep learning, to error recovery.

The rest of the paper is organized as follows: The concept of error recovery is described in Section 2. We modify the process of error recovery based on the size of error. The recovery processes in the case of a small error and a large error are explained in Sections 3 and 4,
respectively. We describe the usefulness of applying AI to error recovery in Section 5.

2. Concept of error recovery

This section describes the proposed error recovery method. The target task is the manipulation of a robot in an industrial factory and a power generation plant (Fig. 1). Concrete instances are assembly, disassembly, part replacement, and maintenance. In recent years, the role of robots in human life and industrial facilities has increased, and robotic manipulation during domestic tasks such as cleaning, washing and cooking is also a target of our error recovery system (Fig. 2).

2.1. Manipulation skill

First, we explain a fundamental unit and the composition of the manipulation task. Manipulation is considered based on a movement unit as a “skill”.

We analyzed human motions in tasks such as disassembly and reassembly and found that the movements consisted of several significant motion primitives. We refer to such motion primitives as “skills” [1], [2]. We considered three fundamental skills, i.e., move-to-touch, rotate-to-level, and rotate-to-insert, all of which play an important part in such tasks. A specific task is composed of sequences of skill primitives. Moreover, several skills can be defined based on the modified versions of these three fundamental skills [3].

In addition, composite tasks can be stratified, and a higher task possesses a lower task as a subtask; this is described later.

2.2. Proposed error recovery method

Even though extensive research has been performed on techniques to recover an error that occurs in a manipulation system [4]–[14], systematization of error recovery has not yet been achieved. Most of these techniques are applied for the recovery of a small error that occurs in the trajectory of a manipulation robot. There are a few studies on recovery planning for a large error, which causes failure of achievement of an ordered task.

The proposed error recovery technique uses task stratification and error classification, which we proposed in Reference [15]. First, the cause of an error is estimated when it occurs. Next, the appropriate correction for the candidate of the cause is performed on a system. The manipulation returns to the previous step, and the task is re-executed successively (Fig. 3). The possibility of error occurrence would be small as the system is corrected.

If an error is small, the process returns to the lowest layer of a task hierarchy (Fig. 4). On the contrary, if an error is large, the process moves to a high-ranking layer of the hierarchy, and it is re-executed from the previous step (Fig. 4). Fig. 3 shows process flow for the former case, in which stratification is not considered, and the flow of the latter case is provided in Reference [16].

In Reference [15], we proposed error recovery using a backward correction process, which returns to the previous step. However, if an error is small, we perform error recovery using a forward correction process, in which an easy modification that shifts a trajectory is added to the system without returning to the previous step. In other words, in Reference [16], we propose an error recovery method in which it is possible to select a backward correction process or a forward correction process (Fig. 5).
3. Recovery process in the case of a small error

This section describes the error recovery technique for the case of a small error. In particular, the correction of an error is described in detail.

3.1. Conventional methods of controlling error

Conventional control methods have been used to correct a minute error in a trajectory. Techniques that use adaptive control, such as model reference adaptive control (MRAC) and self-tuning adaptive control, are the most popular. In such methods, the error in a trajectory can be minimized using a special control law while operating it. Therefore, it is a kind of error recovery using a forward correction process.

3.2. Concept of proposed error recovery method

We proposed an error recovery method using task stratification and error classification in Reference [15] (Fig. 3, Fig. 4). In this method, a system is revised based on the estimated cause of error, and the process is returned to the previous step and re-executed. In other words, the method can be interpreted as recovery through a backward correction process. We considered the following four kinds of errors: (Class 1) execution error, (Class 2) planning error, (Class 3) modeling error, and (Class 4) sensing error [15]. The process of handling an error is explained in detail. However, as a process is repeated without making modifications in (Class 1) execution error (Fig. 3), we consider the remaining three kinds of errors in this study.

3.2.1. (Class 2) Planning error

Planning error occurs in cases where the equations used to express a manipulation system do not express an actual system and the parameters used in planning are incorrect (Fig. 3). It includes the following corrections:

- Correction of the parameters of the equations used to express a manipulation system.
- Change in the initial condition for re-executing. For example, revision of the position and orientation of fingers.
- Change in the boundary condition and the threshold in the control process.
- Change in size, the direction of power, and the torque to be provided.
- Change in the planning technique to be used.

3.2.2. (Class 3) Modeling error

Modeling error occurs when a geometry model in software does not express the actual geometry accurately. A concrete correction (Fig. 3) includes the following: First, a change point about a single object is recorded.

- Change in position and orientation.
- Change in size.
- Change in shape.
The models of all objects in a working environment are considered as targets for these corrections. However, in several cases, the corrections are performed only for objects directly related to work. For example, in work involving touching an object grasped in two fingers against a face of a board, the grasped objects, two fingers, and the face of the board are considered as the subjects of geometric models.

Next, it is important to be accurately model the relation between the objects. The following aspects should be considered for correctly modeling the relation between the two fingers and the grasped object when the task of touching the grasped object is performed:

- It is important that the location of the face touching the object is expressed correctly with respect to position and orientation. It is corrected if necessary.
- When the grasped object moves because of slipping, it is important to express it using a correction.

For example, the grasped object may slip between the two fingers owing to collision. Similarly, it is important to express the relations between multiple objects accurately.

### 3.2.3. (Class 4) Sensing error

Sensing error is caused by inaccurate sensing and insufficient calibration. If an error occurs during working practice, and its cause is judged to be a sensing error, the practice task is stopped and modification is performed (Fig. 3). A concrete correction includes the following:

- Change in various parameters of the sensing equipment.
- Change in the calibration parameters of the equations used to express the relation between a manipulator and a vision system.

We consider a correction process for the above-mentioned error. It is desirable to know the ranges of the values of the parameters to be revised beforehand. The value of a parameter is changed such that possibility of error occurrence decreases, and re-execution is performed. The values of parameters should be changed as strategically as possible. In addition, it is necessary to identify the interaction between parameters. If other parameters depend on a parameter, then it is necessary to change the values of these dependent parameters.

### 4. Recovery process in the case of a large error

In this section, we explain the process of error recovery by returning to a higher layer, as shown in Fig. 4. In Reference [15], we considered the repair task of audio-visual system components as an example and explained the stratification of the task in detail.

In the case of a large error, it is frequently necessary to return to the previous step. When practice fails completely, the process may have to return to the starting point, i.e., the highest layer. The working environment may change significantly because of failure. For example, multiple objects may move, fall, and break in the working environment because of failure of practice. In such a case, the contents of the re-execution task may have to be changed significantly or entirely. Even when not returning to the highest layer, it is better to reconsider a re-execution task in a few cases.
Plural passes may occur in a re-execution task. In such a case, it is suitable to select a pass based on an evaluation standard to be established. There are various evaluation standards; however, considering that an error has caused the re-execution, a method of selecting a pass that ensures the achievement of the final goal of the task is the most desirable.

5. Possibility of the application of AI

In recent years, it has been shown that AI techniques such as deep learning are effective for solving problems in several fields. In addition, the use of AI is efficient for error recovery.

5.1. Concept of the application of AI

In case of a small error, it is easy to apply AI for parameter correction (Fig. 5). It is easy to estimate which parameter should be changed and by which degree since there is a large amount of past data. In case of a large error, the use of AI contributes equally to error recovery (Fig. 5). It is easy to estimate a higher layer to which a pass should be returned as there is a large amount of accumulated data.

It is effective to use AI in the following processes in the proposed error recovery technique:

(i) Estimation of the cause of error.
(ii) Parameter correction (which parameter should be changed and by how much)
(iii) Selection of a point in a higher layer to return to (i.e., return to which step)
(iv) Determination of the contents of a pass for re-execution (by what type of task)

5.2. Possibility of the application of AI in manipulation task

Let us consider the possibility of error recovery by as shown in Fig. 6. This task fundamentally requires only a move-to-touch skill for transferring the object, if other parts for the grasping motion are not considered. Two cases of a small error and a large error will be described.

5.2.1. Possibility of using AI in case of a small error

In this case, the manipulation process at the recovery step continues to be executed without returning or returns to the lowest layer of a task hierarchy (Fig. 4).

In the former case, there is a possibility that recovery can be achieved by minute correction without carrying out the return operation (Fig. 7). This type of error recovery has been studied for a long time. For example, MRAC, shown in 3.1, is a typical method. The method reduces the error in a trajectory by adjusting some parameters of the equation that expresses a manipulation system.

In the latter case, error recovery is performed using the concept of error classification. For example, an error in which a grasped object does not fit into the dent of board at the end of the task (Fig. 8) is considered. The system parameter is adjusted based on the estimated cause of error, and the process is returned to the previous step in the same layer and re-executed (Fig. 3). In practice, it is necessary to consider the following types of errors

(I) (Class 1) Execution error

This is a mechanical error caused in the manipulator mechanism such as a gear backlash. When it is judged to be an execution error, a manipulation task is executed again without correcting the parameters. AI may make it clear whether the manipulation task can be achieved by re-execution without correction.

![Fig. 6 Task of sticking a grasped object on a board with a dent](image)

![Fig. 7 A corrected trajectory derived by adjusting a parameter in a system equation](image)
(II) (Class 2) Planning error

This is an error caused by inaccurate parameter values in planning. When it is judged to be a planning error, the manipulation task is executed again with a change in the planning parameters, as described in 3.2.1. AI may make it clear which planning parameters such as the system parameters, the initial conditions, the boundary conditions, and the threshold need to be adjusted.

(III) (Class 3) Modeling error

This is an error caused by differences between the real object and the geometric model used in the software. When it is judged to be a modeling error, the manipulation task is executed again by changing the modeling parameters. In this manipulation task, the margins of many errors can be considered as follows.

i) An error caused with respect to shape, size, position, and orientation of the grasped object
ii) An error caused with respect to the shape, size, position, and orientation of the manipulator hand
iii) An error caused with respect to shape, size, position, and orientation of the board

Furthermore, an error may occur for the relations of the relative position and orientation between the grasped object and hand. The relation between the grasped object and board is similar. That is, it is necessary to consider the errors of the relative relation of several objects.

There are many parameters that can be changed. Even in such a situation, AI can be used to choose parameters that need to be changed. The choice of data and the amount of change are derived by collating the errors that occurred in the real system during the analysis and the data stored in computer software.

(IV) (Class 4) Sensing error

This is an error that occurs during visual sensing. When it is judged to be a sensing error, the manipulation task is executed again by changing the sensing parameters, as described in 3.2.3. The use of AI is effective in this case as mentioned above. AI may choose a modification method of a parameter of vision system and a calibration parameter during each equipment in the working environment, and it should be derived effectively.

5.2.2. Possibility of using AI in case of a large error

In this case, the manipulation process at the recovery step returns to the upper layer of a task hierarchy (Fig. 4). For example, an error in which a grasped object detaches and lies besides the goal is considered. Figure 9 shows that an object is lying out of a goal by opening of the hand before achieving the task. In addition to this, the grasped object may be destroyed or a machine might break down. Figure 10 shows that an object is crushed as contact happened before the expected. In this type of error, a process has to return to the previous step again, that is, the upper layer of a task hierarchy (Fig. 4). The cause of the error varies in this case and is the same as that mentioned in 5.2.1 (I) - (IV) (Class 4). The important problems in this case are deciding which layer the process has to be returned to and the contents of the recovery process.

Applying AI is effective for error recovery in case of both small and large errors. However, as a large amount of data is necessary, it is required that there is much outbreak of the error, and demand contradicts ideal performance in a sense. When there are only a few errors, there is less experience; thus, it is important to plan and perform recovery steadily, and not to the extent to which AI can be used for recovery, in case of both small and large errors (Fig. 5).

6. Conclusion

Theoretical systematization of error recovery has not
yet been developed. We proposed error recovery using task stratification and error classification. In this paper, we described the recovery process carried out after the judgment of error in detail. In particular, we explained how to change the parameters that express various conditions in planning, modeling, and sensing errors when recovery is performed. Then, we changed the process of error recovery based on the size of an error. The technique was derived based on task stratification. If an error is large, the recovery process may move to a higher layer. This implies returning to the previous step. Our recovery method can be applied to various sizes of errors. We explained the possibility of applying AI techniques, such as deep learning, to error recovery. Abundant available data on error recovery contribute to the usefulness of AI. Future studies will include the application of our method to an actual system. Moreover, in error recovery using AI, we will study a technique of modifying system parameters in the case of a small error and a method of constructing the re-execution task in the case of a large error.
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