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The persistent motion of bacteria produces clusters with a stationary cluster size distribution (CSD). Here we develop a minimal model for bacteria in a narrow channel to assess the relative importance of motility diversity (i.e. polydispersity in motility parameters) and confinement. A mixture of run-and-tumble particles with a distribution of tumbling rates (denoted generically by $\alpha$) is considered on a 1D lattice. Particles facing each other cross at constant rate, rendering the lattice quasi-1D. To isolate the role of diversity, the global average $\alpha$ stays fixed. For a binary mixture with no particle crossing, the average cluster size ($L_c$) increases with the diversity as lower-$\alpha$ particles trap higher-$\alpha$ ones for longer. At finite crossing rate, particles escape from the clusters sooner, making $L_c$ smaller and the diversity less important, even though crossing can enhance demixing of particle types between the cluster and gas phases. If the crossing rate is increased further, the clusters become controlled by particle crossing. We also consider an experiment-based continuous distribution of tumbling rates, revealing similar physics. Using parameters fitted from experiments with \textit{Escherichia coli} bacteria, we predict that the error in estimating $L_c$ without accounting for polydispersity is around 60%. We discuss how to find a binary system with the same CSD as the fully polydisperse mixture. An effective theory is developed and shown to give accurate expressions for the CSD, the effective $\alpha$, and the average fraction of mobile particles. We give reasons why our qualitative results are expected to be valid for other active matter models and discuss the changes that would result from polydispersity in the active speed rather than in the tumbling rate.

1 Introduction

In a process called motility-induced phase separation (MIPS) a homogeneous fluid of self-propelled particles can separate into dense and dilute regions even without attraction.\textsuperscript{1,3} For instance, consider a persistent self-propelled particle changing its propulsion direction stochastically. Due to collisions with boundaries or other particles, the particle can get stuck for a long time. This allows for more self-propelled particles to join in and thus block the first particle’s way out. If the propulsion direction is sufficiently persistent, this trapping process continues until large clusters are formed,\textsuperscript{25} i.e. the system undergoes phase separation.

For bacteria, MIPS-like mechanisms can induce the formation of so-called biofilms, making a colony more resilient against antibiotics.\textsuperscript{5} Quasi-two-dimensional experiments have revealed that gliding bacteria (\textit{Myxococcus xanthus} mutants with suppressed biochemical signalling) produce, in their steady state, an exponentially decaying cluster size distribution (CSD) modulated by a power law.\textsuperscript{2,13} Experiments and simulations with active colloids show the same CSD behaviour.\textsuperscript{7} In both systems, there is also a high-density transition where a strong peak at high cluster sizes appears in the CSD, in which case the terminology phase separation is even more appropriate.

One-dimensional (1D) models are currently a subject of increasing interest.\textsuperscript{10,12} In many cases, such systems produce, at least approximately, a purely exponential CSD, as shown across models of run-and-tumble bacteria, active Brownian particles, and active Ornstein-Uhlenbeck particles, both on-lattice and off-lattice.\textsuperscript{2,13,14} For a simple on-lattice model, it has been demonstrated that no high-density transition exists,\textsuperscript{14} but other lattice models do phase separate more conventionally, e.g. by having a typical cluster size instead of having only an exponential distribution across all sizes. This is the case when particles can partially overlap,\textsuperscript{2} for models where the particles are appreciably capable of collectively moving and thus merging clusters by pushing each
the CSD is no longer a simple exponential. \(11\) No general theory of 1D active systems exists. Understanding the CSD and its associated average cluster size, which sets the exponential decay scale, is already an enlightening task even in the purely exponential cases.

However, two important features to the CSD of 1D or quasi-1D systems have been overlooked so far, both in analytical approaches and in simulations. First, in any typical bacterial population, there is actually a broad dispersion of motility parameters, i.e. the bacteria are not identical swimmers. This is true not only for systems that mix bacteria from different biological groups\(12\) but also for bacteria from the same biological species or strain.\(13\) For run-and-tumble bacteria, one can then consider that the tumbling rate is not the same for all particles. Instead, the system has a distribution of tumbling rates\(19\)—even if commonly only the global average tumbling rate is considered. This motility diversity ingredient is expected to be remarkably relevant. For passive fluids, polydispersity in size or interaction strength crucially alters phase separation.\(23\)\(24\) Even in the case of active fluids themselves, polydispersity in one or another motility attribute has been shown to produce new phase coexistence properties, as well as novel pattern formation phenomena.\(25\)\(28\)

Second, models of self-propelled particles in one dimension have the potential to partially mimic the behaviour of active particles inside a narrow channel.\(24\) Most soil bacteria live in pores of size \(6 \mu m\) and smaller,\(15\)\(16\) with many of them acting as biofertilizers.\(17\) In channel geometries, bacteria are expected to eventually swap their positions along the narrow channel provided that its width is larger than the bacterial head. Note that the width does not need to be larger than two bacterium heads, because these microorganisms have flexible bodies. Since bacteria colonies are composed of effectively distinct motility types, taking into account this position crossing feature becomes even more relevant, as otherwise the spatial sequence of particle types would remain fixed at all times. To the best of our knowledge, this effect has not been considered in previous cluster size calculations.

In this work we fill these two gaps at once, both analytically and numerically. We focus on a minimal model of bacteria in a narrow channel that we use to assess the relative importance of motility diversity (i.e. polydispersity in the motility parameters) and confinement.

Our goal is to identify major physical mechanisms by using a simple active matter model. To do so, we consider a mixture of run-and-tumble particles on a 1D discrete lattice interacting only via excluded volume, i.e. they do not move each other by pushing. The distinct particle types are characterized by their own tumbling rates. To extract the physics more clearly, we first consider a binary system. Next, we discuss the case of an experiment-based continuous distribution of tumbling rates. Moreover, in the binary case we allow particles moving directly towards each other to cross at a constant rate, therefore mimicking the effects of a “soft” confinement where particles can swap their positions along the quasi-1D channel. We observe a phenomenon of clustering amplification induced solely by tumbling-rate diversity (see Fig. 1a). On the other hand, by relaxing the confinement, the clusters are suppressed and motility diversity becomes less important. One can anticipate that, to some extent, this kind of confinement should produce the same general behaviour as in a three-dimensional off-lattice model of particles in a laterally steep parabolic potential.\(28\) In fact, our qualitative results are expected to be valid for other active matter models, including off-lattice ones, as discussed in detail below.

This paper is organized as follows. In Section we present our discrete lattice model. Sections and bring our main numerical and analytical results, respectively, for each model variant: (i)
binary mixture, (ii) binary mixture with particle crossing, and (iii) fully polydisperse mixture. In Section 5 we discuss how to obtain approximately equal CSDs between two mixtures with different numbers of particle types. Section 6 gives our conclusions.

2 Model

We start by reviewing the run-and-tumble model presented in ref. 2 where all particles are identical. Consider a 1D discrete lattice with N sites and periodic boundary conditions. The maximum occupancy per site is one. Each particle has a propulsion director, which can be left or right. The total number of particles is \( M = \phi N \), where \( \phi \) is the dimensionless global particle concentration. In each time step, \( M \) individual particle updates are performed. A particle is selected at random and a new director for this particle is chosen at random, with probability \( \alpha \). Thus, the probability to have a different director is \( \alpha/2 \). In case the particle changes its director, we say that a tumble event has occurred. Otherwise, the particle preserves its previous director. Next, if the propulsion director points toward a neighbouring empty site, then the particle moves to this new position. A new particle is then chosen. The updates are sequential. Our units are such that the lattice spacing and the time step are fixed to unity. A particle can be chosen more than once in a single time step, and so the speed of the mobile particles fluctuates around unity. The initial positions are random and mutually excluding. Each particle is also given an initial random director. A cluster is defined as a contiguous group of occupied sites. There are no velocity alignment mechanisms such as in Vicsek-like models of flocking.39

The above model is monodisperse as all particles have the same motility properties, i.e. they all have identical swim speed and tumbling rate. Here we consider a more realistic model where the particles have distinct tumbling rates, while their swim speeds continue to be monodisperse. To motivate this, we first introduce the experiment-based case of a continuous, fully polydisperse distribution of tumbling rates. For both the simulations in Section 3 and the theory in Section 4, we then start with the results for the simpler case of a binary mixture before moving on to the fully polydisperse system.

In bacteria like *Escherichia coli*, the tumbling is triggered by a reversion in the rotation (from counter-clockwise, CCW, to clockwise, CW) of one or several flagella. As a result, the flagella bundle disassembles and propulsion thrust is lost.40 By analysing the biochemistry of the molecular motor, Tu and Grinstein proposed that the tumbling process can be described as a two-state activated system, where the free energy barrier for transitions between the CCW and the CW state depends sensitively on the concentration of a protein inside the bacterium called CheY-P, denoted by \([Y]\).13 In the Tu–Grinstein model the tumbling rate is \( \alpha = \tilde{\alpha} \exp(-G([Y])/k_B T) \), where \( G \) is the free energy barrier and \( \tilde{\alpha} \) a constant. Expanding \( G \) around the average value \([Y]_0\), they propose

\[
\alpha(X) = \alpha_0 e^{\lambda X},
\]

where \( X(t) = ([Y](t) - [Y]_0)/\sigma_Y \) corresponds to the fluctuations in concentration normalized to \( \sigma_Y \), the standard deviation of \([Y]\), with \( \alpha_0 \) absorbing all prefactors. The parameter \( \lambda \) is positive and quantifies the system’s sensitivity to changes in the protein concentration. Noticing that this protein has a small production rate, one can show that \( X(t) \) is well described by an Ornstein-Uhlenbeck process with a long memory time \( T \). By tracking several individual *E. coli* bacteria it has been possible to fit the model parameters to \( T = 19.0 \) s, \( \alpha_0 = 0.216 \) s\(^{-1}\), and \( \lambda = 1.62 \).42

Here we use the same tumbling model but with the approximation that the time dependence of \( X \) can be neglected as the \( T \) value for *E. coli* is significantly larger than \( \alpha_0^{-1} \). Thus, the distribution of \( X \), which is Gaussian with zero mean and unit variance, remains fixed at all times. As a result, each particle has a constant tumbling rate drawn from the continuous, fully polydisperse log-normal distribution

\[
f(\alpha) = \frac{1}{\sqrt{2\pi\lambda}} \exp\left(-\frac{\log(\alpha/\alpha_0)^2}{2\lambda^2}\right)
\]

where \( \alpha_0 \) and \( \lambda \) are as defined after eqn (1). This distribution is qualitatively similar to a Schulz-Gamma distribution, which is commonly used to realistically describe passive fluids with polydispersity in molecular size29 (see Fig. 1b). It changes from a single diverging peak at \( \alpha = \alpha_0 \) for \( \lambda \to 0 \) to a single diverging peak at \( \alpha = 0 \) for \( \lambda \to \infty \). To isolate the effects of motility diversity, we keep \( \langle \alpha \rangle \equiv \int_0^{\alpha_0} \alpha f(\alpha) d\alpha = \alpha_0 \exp(\lambda^2/2) \) fixed while the polydispersity degree is changed by varying \( \lambda \). The tumbling rates are assigned so that the initial state is randomly homogeneous and well-mixed.

Although \( \alpha > 1 \) is equivalent to \( \alpha = 1 \) in our model (i.e. a tumbling attempt takes place at every step), here we explore a parameter region such that \( \int_0^{\alpha_0} \alpha f(\alpha) d\alpha \approx \int_0^{\alpha_0} \alpha f(\alpha) d\alpha \), i.e. it makes no practical difference that the distribution assigns values of \( \alpha > 1 \) to a few particles. Note that the particular functional form or parameters of the tumbling rates distribution do not affect our main qualitative result below, that is, that clusters are on average amplified when tumbling-rate diversity is increased.

For the binary mixture, we consider half the particles with tumbling rate \( \alpha_1 = \alpha_0 (1 + \delta) \) and the other half with tumbling rate \( \alpha_2 = \alpha_0 (1 - \delta) \). Again, as we change the degree of motility diversity, \( \delta \), the average tumbling rate \( \langle \alpha \rangle = \alpha_0 \) remains fixed. For simplicity, we do not consider mixing proportions other than 50–50% as the fully polydisperse distribution used here already covers a more general case.

We then incorporate an extra ingredient in order to mimic the effects of a narrow channel whose width allows for neighbouring bacteria to exchange positions. Consider a particle after it has potentially tumbled and moved but before a new particle selection has occurred. At this point, we allow the particle to cross its neighbour at a constant rate denoted by \( v_{\text{cross}} \) if, and only if, their director points toward each other (see the illustration in the inset of Fig. 5b). Of course, what happens in reality is that the particles directly swap their positions along the channel, without any actual particle crossing. This is similar to some setups for phase-separating passive colloids.20,22 Out of all possible crossing events at each time step, a fraction equal to \( 2v_{\text{cross}} \) will indeed occur (on average), since both participating particles are equally likely to be chosen.
Our model relies on the assumption that the channel is sufficiently narrow to keep the bacteria moving mostly along the channel axis. Also, we assume that increasing the channel width corresponds to increasing $p_{\text{cross}}$. These two quantities are expected to be connected through some nontrivial but monotonic relationship. Thus, we refrain from controlling the channel width directly and instead take $p_{\text{cross}}$ as our free parameter. Effectively, this makes the lattice quasi-1D rather than 1D. Of course at channel widths that are too small, tumbling through flagella rearrangement might become impossible to perform due to excessive confinement. On the other hand, if the channel width is too large (high $p_{\text{cross}}$), then the particles would essentially be invisible to each other, assuming that biochemical signalling has at most a subdominant effect as in the experimental setup of ref. 7. We will therefore assume that the width takes intermediate values, such that there is enough space for tumbling to take place but with $p_{\text{cross}}$ remaining smaller than one. As we shall see, considering $p_{\text{cross}} \neq 0$ affects clustering even in the monodisperse case, i.e. regardless of motility diversity. Nevertheless, we focus below on the relative importance of tumbling rate diversity and nonzero $p_{\text{cross}}$.

3 Simulations

Our 1D numerical results were obtained in the stationary regime with $N = 2000$ sites and periodic boundary conditions. To visualize the dynamics within the steady state, we recorded snapshots of the system for the first 300 successive time steps after $t = 10^7$. To calculate the CSD and other similarly averaged quantities, we use 9000 uncorrelated configurations, within the same simulation, obtained every $10^4$ time steps between $t = 10^7$ and $t = 10^8$, unless otherwise stated. An alternative approach would be as follows: instead of recording the state of the system at different times within the same simulation, we could run different simulations all the way from the initial state until $t = 10^7$ and record only their final configurations. We have confirmed that both methods lead to quantitatively equivalent results across all used parameter ranges, but the computational cost of the former approach is significantly lower. To avoid undesirable finite-size effects, we use a value of $N$ in the range where the system size no longer affects the normalized CSD within simulation accuracy.

3.1 Binary mixture

We start with $p_{\text{cross}} = 0$ and the binary mixture model. Fig. 2 shows 1D snapshots of a section of the simulated system at successive times within the steady state for different bidispersity degrees $\delta$. For $\delta = 0$, all particles have the same tumbling rate and therefore the same tendency to form clusters. They run until they either change direction due to tumbling or bump into each other. In the latter case they get blocked and act as seeds for clusters, in which case the tumbling rate has to be sufficiently small, otherwise the particles would change direction before another particle joined and thus trapped them. As time passes from the initial homogeneous state, particles start to trap each other and form clusters, reaching a steady state, which will be characterized by the average cluster size.

For $\delta > 0$, there are two groups of particles, each with a different tendency to form clusters. Since particle crossing is not allowed for now, the random sequence of particle types remains the same at all times. The composition of each cluster has to rely on both particles types since the probability to have many particles of the same type at successive positions is vanishingly small, except for isolated particles and small clusters, which tend to be

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig2.png}
\caption{As Fig. 1b but for the steady state of a binary system of run-and-tumble particles on a 1D lattice for different bidispersities $\delta$. Only 500 of $N = 2000$ simulated sites are shown. The monodisperse case ($\delta = 0$) is shown for comparison. In the bidisperse cases ($\delta > 0$), particles with higher (lower) tumbling rate are in red (blue). The global average tumbling rate, concentration and composition of the entire simulated system are $\alpha_0 = 0.01$, $\phi = 0.5$ and $50\%$, respectively.}
\end{figure}
dominated by higher-tumbling-rate particles. Once a cluster is formed, the tumbling rates of the particles well inside it are irrelevant for the cluster size. The position of the cluster border is dictated by the tumbling rate of the particle at its boundary, which faces toward its interior by definition. Type $B$ particles (lower tumbling rate) will typically take longer to escape from the cluster—this happens once they become a border particle and perform a tumble—than type $A$ ones. This means that lower-tumbling-rate particles trap higher-tumbling-rate ones for longer times. The cluster sizes are set by the average behaviour between both types, with lower-tumbling-rate particles contributing more.

Fig. 3a shows the CSD defined as the average number of clusters of size $l$, $F_c(l)$, for different $\delta$ values. As $\delta$ increases the CSD moves toward bigger clusters, even though the global average tumbling rate $\alpha_0$ remains fixed. This result is related to the fact that each tumbling rate contributes with a length scale proportional to $\alpha^{-1/2}$ as we shall see in Section 4. But the exponential shape of the CSD is preserved, with $F_c(l) \sim \exp(-l/L_c)$, where $L_c$ is the average cluster size.

Fig. 3b shows the average cluster size, $L_c$, which increases with the bidispersity degree $\delta$, for two values of $\phi$. The inset has the ratio between the bidisperse and monodisperse values of $L_c$. This ratio quantifies the clustering amplification by motility diversity. It does not depend on $\phi$, in agreement with our theory in Section 4 below. Similarly, our simulations confirm that the ratio does not depend on $\alpha_0$ either (data not shown). This provides evidence that, in the “thermodynamic” limit, $L_c$ diverges as $\delta \to 1$ since one of the particle types becomes infinitely persistent while still corresponding to an infinitely large number of particles.

This is also supported by our theory. Finally, we notice that clusters of size $l = 1$ correspond to isolated particles and therefore should, in principle, be considered as part of the gas. However, the basic theoretical result used as a starting point in Section 4 relies on integrating quantities across all positive $l$. Thus, $l = 1$ is included in calculating $L_c$ for a more appropriate comparison. In any case, since at low tumbling rates the gas density is typically small, the contribution to $L_c$ from isolated particles is likewise very small (typically $<5\%$), as we have confirmed numerically.

At each time step only a fraction of the particles can move and the others are jammed. The average fraction of mobile particles, denoted by $\mu$, is plotted in Fig. 3a. It decreases with $\delta$ since at higher diversity more particles participate in clusters of size $l > 1$, as seen in Fig. 3a. The same occurs with the gas density $\phi_g$ (see inset of Fig. 3c), which is defined as the average particle concentration in the regions occupied only by isolated particles (i.e. not occupied by clusters of size $\geq 2$).

### 3.2 Binary mixture with particle crossing

By turning $p_{\text{cross}}$ on, particles can now escape from the clusters more quickly. At each time step, they have a higher chance to escape as now this can occur either by tumbling or by crossing. As we shall see in Section 4, doing so effectively increases the tumbling rate. Fig. 3c shows snapshots within the steady state for different $p_{\text{cross}}$ values. The higher the crossing rate, the more the cluster sizes fluctuate in time: since particles can now cross,
cluster formation is suppressed. At high $p_{\text{cross}}$, the clusters have been mostly destroyed.

**Fig. 4** As Fig. 2 but for fixed $\delta = 0.9$ and particle crossing rate $p_{\text{cross}} > 0$ as indicated.

The above picture is supported by our numerical results for the CSD, which recede toward low cluster sizes while maintaining an approximately purely exponential functional form. Focusing on the average cluster size, Fig. 5 shows $L_c$ versus $\delta$ for various values of $p_{\text{cross}}$, whereas Fig. 5d shows $L_c$ versus $p_{\text{cross}}$ for fixed values of $\delta$. For high $p_{\text{cross}}$, the cluster size dependence on $\delta$ is negligible. This is because, on average, the particles end up leaving the cluster sooner by moving past other particles than they would do by tumbling. Particles with different tumbling rates across the system do not have enough time to perform many tumbles. As a result, it does not matter whether the system is bidisperse or not, hence the effect of $\delta$ becomes negligible in this extreme scenario. The clustering process becomes primarily controlled by crossing events.

**Fig. 5** (a) Average cluster size $L_c$ versus bidispersity $\delta$ at fixed average tumbling rate for various particle crossing rates $p_{\text{cross}}$, from simulations (points) and theoretical predictions for the CSD length scale $l_c$ (lines). (b) Same but for two fixed bidispersities, $\delta = 0$ and $\delta = 0.9$, as a function of $p_{\text{cross}} \in \{0, 0.001, 0.005, 0.01, 0.05, 0.1, 0.3, 0.5\}$. The inset is a zoom-in of the low $p_{\text{cross}}$ region where $L_c$ is significantly affected by $\delta$. Other parameters as in Fig. 3a. The theoretical expressions are obtained by inserting eqn (8) into eqn (3). The illustration inside the inset in (b) shows a particle crossing event.

It is worth mentioning that, in a real system with a sufficiently high channel width, the clusters should no longer be characterized solely by their linear size. Instead, since two or more bacteria could be located simultaneously at the same point along the channel axis, one should use the number of bacteria participating in a cluster. Any associated additional effects are neglected in our simulations here.

### 3.3 Fully polydisperse mixture

Finally, consider the fully polydisperse distribution of tumbling rates in eqn (2). For simplicity, we keep $p_{\text{cross}} = 0$. Any parti-
cle crossing effects are expected to be analogous to those in the binary mixture.

We find that the resulting cluster sizes behave, in fact, analogously to the binary mixture case. Fig. 6 shows the average cluster size. The higher the value of $\lambda$, the larger are the clusters, at either fixed $\alpha_0$ or fixed $\alpha$ (data not shown). The CSD maintains an approximately purely exponential form within the range of validity of the fully polydisperse model, becoming almost horizontal at sufficiently high $\lambda$ (data not shown). Additional details on our numerical results for this case are found in Section 4 where we compare them with our theory.

![Fig. 6 Average cluster size $L_c$ versus the polydispersity parameter $\lambda$ at fixed average tumbling rate $\langle \alpha \rangle = 0.01$ for $\phi = 0.2$ and $\phi = 0.5$. The points show the simulation results and the lines are the theoretical predictions for the CSD length scale $l_c$, eqn (10). For the simulations with $\lambda > 2.5$, the numerical results no longer agree with the theory, as discussed in Section 4.](image)

4 Theory

In ref. [2] it was shown that when $\alpha < \phi$ cluster-cluster interactions are weak and occur through the uncorrelated emission and absorption of gas particles; thus, the position of each cluster border undergoes diffusive motion and each cluster evolves independently of the others, except for particle conservation constraints. Here, we work within the same approximation. In ref. [2] this was used to map the steady-state clustering process onto an equilibrium process for the sizes of independent pseudoparticles (i.e. the clusters), allowing the CSD to be obtained by maximizing the relevant configurational entropy. By applying this method to the monodisperse case without particle crossing, it was shown that the average number of clusters of size $l$ is $F_c(l) = A_c e^{-l/l_c}$, where the prefactor and the length scale are

$$A_c \approx N \alpha_0 (1 - \phi), \quad l_c \approx \sqrt{\frac{2\phi}{\alpha_0(1 - \phi)}}.$$  \hspace{1cm} (3)

A sufficient number of approximate steady-state criteria involving $\alpha_0$ and $\phi$ had to be employed to fix the CSD parameters. The explicit formula for $A_c$ was not given in ref. [2] but follows directly from the analysis there.

To include motility diversity, one could try to develop a generalization to the mixture setting of the aforementioned entropic derivation of the CSD. A simpler approach, which as we will show provides a good approximation, is to consider that the mixture system follows a monodisperse CSD with a new, effective tumbling rate $\alpha_{\text{eff}}$ that takes into account the tumbling rate distribution. That is, our new CSD is $F_c^\text{mix}(l) = A_c^\text{eff} e^{-l/l_c^\text{eff}}$ with $A_c$ and $l_c$ given by eqn (3) with $\alpha = \alpha_{\text{eff}}$. The length scale $l_c^\text{eff}$ for the mixture is assumed to be approximated by the average of the monodisperse length scales belonging to each particle type, weighted by their particle fraction (this assumption is further clarified in Section 6). For the 50-50% binary mixture with $\alpha_A = \alpha_0(1 + \delta)$ and $\alpha_B = \alpha_0(1 - \delta)$, we have

$$l_c^\text{eff} \approx \sqrt{\frac{\phi}{2\alpha_0 (1 - \phi)} \left( \frac{1}{\sqrt{1 + \delta}} + \frac{1}{\sqrt{1 - \delta}} \right)}$$  \hspace{1cm} (4)

where we assumed that the highest tumbling rate is still much smaller than $\phi$. As seen here and in ref. [2] the average cluster size is well captured by the length scale $l_c^\text{eff}$, i.e. $L_c \approx l_c^\text{eff}$ in both the monodisperse and the mixture cases. eqn (4) predicts that $L_c$ increases with $\delta$, a result that is corroborated by the simulations.

The effective tumbling rate $\alpha_{\text{eff}}$ is the tumbling rate which, in a monodisperse system [eqn (3)], gives the same length scale as the mixture system [eqn (4)]. As a result,

$$\alpha_{\text{eff}} = 2\alpha_0 \left[ (1 - \delta^2) - (1 - \delta^2)^{3/2} \right] \delta^2.$$  \hspace{1cm} (5)

In the limit $\delta \to 0$, eqn (5) reduces to the monodisperse tumbling rate $\alpha_0$ as expected. When $\delta \to 1$, the lower-tumbling-rate particles become infinitely persistent, leading to $\alpha_{\text{eff}} = 0$ and a diverging $L_c$ in the “thermodynamic” limit of infinite system size. The effective tumbling rate can now be inserted into the monodisperse expressions to obtain other quantities such as the entire CSD, $F_c^\text{mix}(l)$.

Particle crossing is taken into account through a similar approach. In the monodisperse case, where these effects are already relevant, we find that, to first order in $p_{\text{cross}}$, a good approximation for the effective tumbling rate is

$$\alpha_{\text{eff}} = \alpha_0 + \frac{2p_{\text{cross}}}{3}.$$  \hspace{1cm} (6)

To see why, notice that switching on particle crossing enables an additional mechanism for cluster border evaporation, other than tumbling. For clusters of size $l = 2$, i.e. dimers, only a third of them (at the steady state) will be affected by particle crossing since any other possible configurations, i.e. either both particles moving to the right or both to the left, does not contain particles directly facing each other. Neighbouring particles moving away from each other are no longer considered a dimer cluster since, to first order in the tumbling rate, they will separate in the next step. The picture for a pair of particles located at the border of bigger clusters is more complicated; for instance, it depends on higher order terms in the tumbling and particle crossing rates, which are ignored in this derivation. Therefore, we consider that the rate at which a randomly chosen particle evaporates through particle crossing is $p_{\text{cross}}/3$. Finally, we add the rate $\alpha_0/2$ at which a particle chooses a different director and evaporates through tumbling.
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yielding eqn (6).

For the bidisperse case, in principle two procedures are possible: (i) one could replace each of the two tumbling rates involved by their effective tumbling rates with respect to particle crossing [eqn (3)], and then calculate the weighted average of the two resulting length scales or (ii) one could first average the length scales with respect to motility diversity and then add the term due to particle crossing. Both procedures have been carried out, giving similar results. However, simulations at high diversity indicate that the former procedure (i) yields a better approximation. We find

\[
l_{\text{bi-cross}} = \sqrt{\frac{\phi}{2(1-\phi)}} \times \left[ \frac{1}{\sqrt{\alpha_0(1+\delta)+\frac{2p_{\text{cross}}}{3}}} + \frac{1}{\sqrt{\alpha_0(1-\delta)+\frac{2p_{\text{cross}}}{3}}} \right],
\]

yielding

\[
\alpha_{\text{eff}} = \frac{2}{27\alpha_0^2\delta^2} \left[ (3\alpha_0+2p_{\text{cross}})^2 - 9\alpha_0^2\delta^2 \right] \times \left[ 3\alpha_0+2p_{\text{cross}} - \sqrt{(3\alpha_0+2p_{\text{cross}})^2 - 9\alpha_0^2\delta^2} \right].
\]

In the limits \( p_{\text{cross}} \to 0 \) and \( \delta \to 0 \), respectively, eqns (5) and (6) are recovered. At sufficiently high \( p_{\text{cross}} \) and low \( \alpha_0 \), the dependence of \( \alpha_{\text{eff}} \) on \( \delta \) becomes negligible, as seen in the simulations (see Fig. 5).

The limit \( \delta \to 1 \) no longer diverges: although in this case one of the particle types is infinitely persistent, which would block cluster borders and in an infinite system cause \( L_c \) to diverge, particle crossing still allows particles to escape, therefore keeping the effective tumbling rate nonzero. Even if both particle types were infinitely persistent, e.g. if their tumbling systems had been damaged or blocked, we would still have a finite \( L_c \) if \( p_{\text{cross}} \neq 0 \).

Despite its simplicity, this effective monodisperse approach leads to satisfactory agreement with numerical simulations (see Figs. 3 and 5). At small tumbling rates, since some very large clusters appear, the statistical sampling for those cluster sizes will not necessarily be robust, leading to a slight mismatch between theory and simulations (data not shown). Still, our theory captures the steady-state cluster sizes with good accuracy. Also, because we have assumed that the tumbling rates satisfy \( \alpha \ll \phi \), the case \( \phi = 0.5 \) shows better agreement than for \( \phi = 0.2 \).

Another advantage of the effective monodisperse approach set out above is that one can easily extend it even to the fully polydisperse case. This would be impossible to do by generalizing the entropic derivation due to the number of new equations needed to fix the additional parameters for each new particle type. To do so, we perform the continuum average of the length scale. Assuming now no particle crossing, this gives

\[
l_{c}^{\text{poly}} \approx \int_{0}^{\infty} d\alpha f(\alpha) \sqrt{\frac{2\phi}{\alpha(1-\phi)}}
\]

where \( f(\alpha) \) is an arbitrary polydisperse distribution giving the fraction of particles with tumbling rate between \( \alpha \) and \( \alpha+\alpha \). For this expression to be valid, there must exist \( \alpha = \alpha_{\text{catry}} \ll \phi \) such that \( \int_{0}^{\alpha_{\text{catry}}} d\alpha f(\alpha) \approx \int_{0}^{\infty} d\alpha f(\alpha) \). Using distribution (2), we have

\[
l_{c}^{\text{poly}} \approx \sqrt{\frac{2\phi}{\alpha_0(1-\phi)} e^{\frac{\alpha_0}{\phi}}} = \sqrt{\frac{2\phi}{\alpha(1-\phi)} e^{\frac{\alpha}{\phi}}}. \tag{10}
\]

Again, the monodisperse (\( \lambda \to 0 \)) and infinitely-polydisperse (\( \lambda \to \infty \)) limits are as expected. Using eqn (1), the effective tumbling rate is \( \alpha_{\text{eff}} = \alpha_0 \exp(-\lambda^2/4) \). Within the expected range of validity this is in good agreement with the simulations as shown in Fig. 6. For \( \lambda > 2.5 \), the system has many particles with \( \alpha > 1 \), and even more particles whose tumbling rate does not satisfy \( \alpha \ll \phi \). Also, many particles with small tumbling rates arise, making \( N \) not large enough to eliminate finite-size effects in those exceptional cases. As a result, the theory no longer agrees with the simulations for that range of \( \lambda \).

When the average tumbling rate \( \langle \alpha \rangle \) of a polydisperse system is known but \( \lambda \) is not, i.e. the tumbling rate distribution is unknown, one might be tempted to estimate \( L_c \) via eqn (3) by considering that the system is monodisperse and has \( \alpha = \langle \alpha \rangle \). The error in doing so can be expressed by comparison with the length scale in eqn (10) as

\[
\Delta L_c \equiv \left( \frac{L_c^{\text{poly}}}{L_c^{\text{mono}}} \right)^{\alpha} = 1 - e^{-\frac{\alpha}{\phi}}. \tag{11}
\]

This nearly saturates at 100% for \( \lambda \approx 3.6 \). For the E. coli value \( \lambda = 1.62 \), eqn (11) means that the relative error associated with not taking polydispersity into account is such that \( L_c \approx 63\% \) smaller in a monodisperse system that has the same average tumbling rate \( \langle \alpha \rangle \). This is in quantitative agreement with our simulations.

Also, the \( \alpha_0 \) value fitted for E. coli in ref. 42 can be used to estimate an absolute value for their \( L_c \). To do so, we first need to express \( \alpha_0 \) in our model units. Considering that the typical bacterium body size and speed are \( \approx 2 \mu m \) and \( \approx 14 \mu m/s \), our units are such that one time step is roughly \( 1/7 s \), and thus \( \alpha_0 = 0.216 s^{-1} \) corresponds to \( \alpha_0 \approx 0.03 \). For \( \phi = 0.2 \), the theoretical estimate via eqn (10) for the fully polydisperse case with \( \lambda = 1.62 \) is \( L_c \approx 5.57 \). For the monodisperse case (\( \lambda = 0 \)) with the same \( \langle \alpha \rangle \) and \( \phi \) as in the fully polydisperse case, we find \( L_c \approx 2.11 \). Once again, these average cluster size estimates are in units of bacterium body size and take into account clusters of all sizes \( l \geq 1 \), including isolated particles. Since the corresponding average tumbling rate \( \langle \alpha \rangle \approx 0.11 \) is not too small compared with our chosen concentration \( \phi = 0.2 \), the simulation result for the fully polydisperse case is slightly different: \( L_c \approx 5.15 \). If isolated particles are not taken into account, then the monodisperse and fully polydisperse simulation results are \( L_c \approx 3.65 \) and \( L_c \approx 8.02 \), respectively.

The theory presented above, which finds an effective tumbling
rate to match the average cluster size, is also able to give the values of other relevant observables. The dynamical equilibrium in the monodisperse case is such that the gas density obeys \( \phi_g = \phi_0 \) when \( \alpha \ll \phi \). In its generalized version, i.e. \( \phi_g = \alpha_{\text{eff}} \), this equation allows us to calculate the gas density for a mixture with particle crossing. Also, in the monodisperse case, the average mobility fraction \( \mu \) is well fitted by the expression \( \mu = \alpha (1 - \phi)/(1 + \phi + 6\phi \alpha)/(\phi + \alpha + 6\phi \alpha) \). For a binary mixture, by inserting \( \alpha = \alpha_{\text{eff}}(\delta) \), we can readily find an expression for \( \mu(\delta) \). The ratio \( \mu(\delta)/\mu(0) \) decreases from 1 to 0 as we move from \( \delta = 0 \) to \( \delta = 1 \). These generalized expressions for \( \phi_g \) and \( \mu \) are in reasonable agreement with our numerical data as seen in Fig. 3 for \( \delta = 0 \). Both quantities are directly related to the number of isolated particles. Because our effective theory is based on matching the average cluster size \( L_c \), ignoring other moments of the CSD, it captures \( \mu \) and \( \phi_g \) less well at high \( \delta \). This could be anticipated by noticing that the change of behaviour near \( l = 1 \) in the CSDs is stronger for higher \( \delta \), as shown in Fig. 3.

With particle crossing switched on, particle mobility within clusters is enabled. This was impossible in the case without crossing, where an internal cluster dynamics existed only in terms of ineffective tumble events but no particle motion. Each crossing event contributes with two particles to the mobility fraction. The dependence of \( \mu \) on \( p_{\text{cross}} \) is strong and becomes dominant, i.e. \( \mu \) depends only weakly on \( \delta \) at high \( p_{\text{cross}} \). By using eqn (5) for the effective tumbling rate \( \alpha_{\text{eff}}(\delta, p_{\text{cross}}) \) in the fitted expression for \( \mu \), we were able to reasonably reproduce the simulation results for the mobility fraction (data not shown), provided that particle moves due to crossing are not counted. This is expected since our effective theory has no particle crossing, i.e. it cannot capture internal cluster crossing events, but still it provides a rescaled tumbling rate that accounts for the fact that crossing events reduce cluster sizes by allowing particles to escape from them.

5 Mixture equivalence

Mixtures with different numbers of particle types can be defined as "equivalent" if they generate approximately the same CSD. In this context, mapping a mixture to a monodisperse system boils down to the effective monodisperse approach already discussed in Section 4. Proceeding in a similar way, we can now map between two mixtures. As an example, here we briefly discuss the effective monodisperse tumbling rate of a 50-50% binary mixture that matches its equivalent fully polydisperse mixture.

This procedure is useful to reduce composition space dimensionality. One example where this would be desirable is as follows. Assume that one wants to study the dynamics of a mixture. In this case, there might exist one equation for the time evolution of each particle type. The total number of equations becomes computationally intractable in the case where many particle types are identified. However, by mapping onto another mixture, we can hope to find a similar system which preserves the dynamical specifics of a mixture—such as non-trivial composition dynamics with multiple evolution stages—while considerably reducing the number of particle types.

By matching the theoretical average cluster sizes between the binary and the fully polydisperse mixtures [eqns (4) and (10)], while fixing that their average tumbling rates are equal, we find a simple relationship between \( \delta \) and \( \lambda \) as shown in Fig. 7 although without closed-form solution.

Another way to map between different mixtures, which has been used in the recent literature, corresponds to matching the tumbling rate distribution moments. Considering that a statistical distribution is unambiguously defined by its moments, one proceeds by identifying which parameters of a binary tumbling rate distribution lead to a match of the dominant moments of the fully polydisperse tumbling rate distribution, at least approximately. To second order, we use the mean and the variance, obtaining \( \delta = \sqrt{\exp(\lambda^2) - 1} \). By matching up to the second moment in this way for \( \lambda = 0.5 \), we were able produce virtually the same cluster size distribution between the two simulated mixtures as by matching the average cluster size. The CSDs deviate from one another only at high cluster sizes, as a result of deviations in the higher order moments of the tumbling rate distribution. However, this method fails to match the average cluster sizes as it departs from the first method when one increases \( \lambda \), as shown in Fig. 7. Furthermore, for \( \lambda > \sqrt{\log 2} \), the matching binary parameter \( \delta \) would be \( > 1 \), yielding an unphysical negative value for the lower tumbling rate. Thus a forbidden parameter region for this procedure arises. On the other hand, the first mapping approach is always possible. In mathematical terms, the first (and correct) method finds the distribution parameters such that both \( \langle \alpha \rangle \) and \( \langle \alpha^{-1/2} \rangle \) are equal between the binary and fully polydisperse mixtures, while the second method, which fails to predict the average cluster size, looks for the equality of both \( \langle \alpha \rangle \) and \( \langle \alpha^2 \rangle \) between the mixtures.

![Fig. 7 Value of bidispersity \( \delta \) which produces a quantitatively similar CSD to a fully polydisperse system with polydispersity distribution parameter \( \lambda \). The solid line is obtained by matching the theoretical average cluster sizes between the two mixtures, i.e. eqns (4) and (10). The dashed line comes from matching the first and second statistical moments of the tumbling rate distributions. It enters the region \( \delta > 1 \), which corresponds to unphysical tumbling rates, and then diverges.](image)

6 Conclusions and discussion

Motility-induced phase separation is a key phenomenon in active matter. In this work we show how this mechanism leads to
clustering amplification induced by motility diversity and clustering suppression induced by confinement relaxation. We used a minimal quasi-1D discrete lattice model of run-and-tumble particles with a distribution of tumbling rates. Neighbouring particles facing each other cross at a constant rate, mimicking a narrow channel whose width is large enough to allow for some position crossing events. A binary mixture and a fully polydisperse system whose distribution is based on experiments were studied. Each particle type contributes to the average cluster size with its own length scale as determined by its tumbling rate. Lower-tumbling-rate particles trap higher-tumbling-rate ones for longer times and therefore contribute with a larger length scale. The average cluster size increases with the degree of motility diversity. Particle crossing allows particles to escape from the clusters more quickly and therefore counters the effects of persistent motion. At high enough crossing rate, clustering then becomes controlled by crossing events and motility diversity becomes irrelevant. Our simulations are in good agreement with a maximum entropy-based theory which relies on an effective monodisperse framework and assumes that the tumbling rates obey $\alpha \ll \phi$, the global density. Expressions are found for how the cluster size distribution, the average cluster size, the effective tumbling rate, the steady-state gas density, and the average fraction of mobile particles depend on motility diversity and crossing rate.

Our theoretical analysis of the simulation data in Section 4 was based on the assumption that the average cluster size in a mixture can be predicted from the average of the average cluster sizes that one would obtain for each individual particle types. To understand this in more detail we consider again a binary mixture but now we group clusters according to the types of the particles that they have at each end, giving four cluster types, i.e. AA, AB, BA and BB. We then calculate average cluster sizes for each cluster type and multiply by the relative fractions $f_{AA}/(1/4)$, $f_{AB}/(1/4)$, $f_{BA}/(1/4)$, and $f_{BB}/(1/4)$, where $f_x$ denotes the total number of clusters of type $x$ divided by the total number of clusters. Fig. 4 shows that for the AA and BB cluster types the resulting average cluster sizes closely match those theoretically predicted for single particle type systems. This supports our assumption that an understanding of the overall system behaviour can be built up from predictions for those single particle type systems.

Another way to see this is as follows. For $\delta = 0$ we have $f_{\delta} = 1/4$ for all cluster types as there is no physical difference between them. For $\delta > 0$, if $f_{\delta}$ is bigger (smaller) than 1/4 for a certain cluster type $x$, then the corresponding average cluster size $l^x_{\delta}$ has to be smaller (bigger). This is related to the fact that the cluster sizes are controlled by the border particles and, as just discussed and numerically verified, that $l^A_{\delta} = 4f_{\delta}l^A_{fAA}$ and $l^B_{\delta} = 4f_{\delta}l^B_{fAB}$. We also find numerically that $l^c = 4f_{\delta}l^c_{fAB}$ as can be seen from Fig. 4 and from the agreement between $F/4$ and the distribution of sizes for clusters of type AB in the inset of Fig. 4. Therefore,

$$l^c = l^A_{fAA} + l^B_{fBB} + 2l^c_{fAB} = \frac{l^A}{4} + \frac{l^B}{4} + \frac{l^c}{2}$$

which leads to our assumption used throughout Section 4 that $l^c = (l^A + l^B)/2$.

Nonetheless, the situation is richer than the above argument would suggest: for example, the size distributions for the individual cluster types are not single exponentials (see Fig. 4), except for the BB clusters, i.e. the ones bounded on both sides by the more persistent particles. The other distributions show a rapid initial decay followed by an exponential tail with approximately the same exponential decay length. Nevertheless, the overall CSD is close to a single exponential (Fig. 3). How this simple overall behaviour emerges from that of the individual cluster types will be an interesting question for future research.

Particle conservation implies that the global composition, i.e. the fractions of particle types, must remain unchanged at all times. If the cluster and gas phases have compositions that are different from the original homogeneous phase (and from each other), then we say that the system has undergone fractionation. For small gas concentration $\phi$, the cluster phase contains almost all particles, and so it must have roughly the same composition as the original homogeneous phase. In this case, no significant fractionation can occur. At higher $\phi$, particles fractionate more significantly. This is especially true when particle crossing is on, allowing particle types to demix across the cluster and gas phases. A thorough quantitative analysis to identify parameter regions where fractionation is maximal is beyond our scope here. Nevertheless, we have been able to find configurations where the gas phase is clearly dominated by higher-tumbling-rate particles in the expected parameter ranges, such as in Fig. 5.

One important question is how the average cluster size should depend on the polydisperse distribution parameters in other 1D models of active matter. To answer this, we first notice that, for off-lattice models, it has already been shown through simulations that monodisperse systems of run-and-tumble bacteria, active Brownian particles, and active Ornstein-Uhlenbeck particles, all have an average cluster size $L_c \sim \sqrt{\rho u/\omega}$, where $\rho$ is the off-lattice model global concentration, $u$ is the active speed, and $\omega$ is an inverse persistence time parameter. This formula is exactly the off-lattice version of the length scale expression (3). Consequently, this strongly indicates that the dependence on the polydisperse distribution parameters is universal in 1D, provided that the polydisperse motility attribute is $\omega$ (or $\alpha$ in our notation). If the polydispersity is in the active speed, which in our lattice model is fixed to 1 for all particle types, then, following the same procedure as in Section 4 for a binary mixture, we would have $L_c \sim \sqrt{\rho + \delta + \sqrt{1 - \delta}}$, which decreases with the diversity degree. The effect of particle crossing in this case is not clear as the frequency of crossing events will strongly depend on the swimming speeds, although moving to an off-lattice framework seems more appropriate to study this.

In future work, several additional features might be included. For instance, depending on the bacteria strain and species, the propulsion mechanism may be so strong that the particles might be able to collectively move and merge clusters. Also, in real systems particle-wall hydrodynamic interactions might substantially change the cluster escape time. Another avenue is to consider effects of finite rather than infinite memory in the evolution of the protein concentration that triggers the tumbles. Finally,
In our active case, something broadly similar happens, in the sense that, by increasing polydispersity in the tumbling rates, the clusters increase in size, therefore moving the system away from parameter regions where the clusters are small, i.e., where almost no phase separation occurs.
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