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Abstract—We introduce sequential and parallel decoders for quantum Tanner codes. When the Tanner code construction is applied to a sufficiently expanding square complex with robust local codes, we obtain a family of asymptotically good quantum low-density parity-check codes. In this case, our decoders provably correct arbitrary errors of weight linear in the code length, respectively in linear or logarithmic time. The same decoders are easily adapted to the expander lifted product codes of Panteleev and Kalachev. Along the way, we exploit recently established bounds on the robustness of random tensor codes to give a tighter bound on the minimum distance of quantum Tanner codes.
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I. INTRODUCTION

Quantum low-density parity-check (LDPC) codes hold the promise of drastically reducing the required overhead for fault-tolerant quantum computing compared to approaches based on the surface code [1], [2], [3], [4], [5]. Rather surprisingly, this advantage was already established for the class of hypergraph product codes [6] that predates the recent series of breakthroughs [7], [8], [9] culminating with the discovery of asymptotically good quantum LDPC codes [10], [11], that is, quantum codes of length $n$ with a constant encoding rate and a minimum distance $d$ linear in $n$. These new codes should significantly improve the performance of quantum computers that can implement long-range gates between arbitrary qubits, for instance ion-based [12], photonic [13], or Rydberg-based [14] architectures. To take full advantage of these capabilities, it is crucial to devise efficient decoding algorithms so as to keep the errors under control during an execution of a quantum algorithm. This in particular requires highly parallelisable decoders that run in logarithmic time, since new errors keep accumulating while the classical decoder tries to identify errors that have occurred earlier. We present such an algorithm for the family of quantum Tanner codes [11]. The same decoder also serves as the main subroutine for the decoding of the expander lifted product codes of Panteleev and Kalachev [10].

There are two interesting settings for decoding algorithms, depending on whether the errors are arbitrary (or adversarial) or whether they follow a simple stochastic model (such as independent and identically distributed errors or local stochastic errors [1]). Before the recent breakthroughs yielding codes with a linear minimum distance, the distinction was crucial because experimentally relevant errors have a weight linear in the code length (since each qubit suffers an error with constant probability) and could only be dealt with by making some assumptions about their distribution. This is problematic in the context of fault tolerance because correlations between errors are essentially impossible to track down. While several decoders perform reasonably well against random noise, even with a noisy syndrome extraction [15], [16], [17], [18], [19], [20], [21], they cannot handle much more than $\sqrt{n}$ errors in an adversarial setting [22], [23].

We will first review the construction of quantum Tanner codes and then present our logarithmic-time decoding algorithm. It is strongly inspired by a mostly sequential, linear-time decoder analysed in [24], and is an adaptation of the small-set-flip decoder initially designed for hypergraph product codes [22], which was also recently applied to other good quantum LDPC codes [25], [26], [27]. Along the way we will give a sharper estimate for the minimum distance of quantum Tanner codes and present a sequential decoder that is significantly simpler than that of [24], both conceptually and technically.

Quantum Tanner codes.—These codes are a generalisation of classical Tanner codes [28], [29]. They are obtained by enforcing local linear constraints (corresponding to the dual of a small tensor code of constant size) of constant weight on qubits associated with the 2-faces (squares) of a square complex [8], [30]. The square complex that we use appears in the work of Panteleev and Kalachev [10] and can also be thought of as a quadripartite version of the left-right Cayley complex of Dinur et al. [30]. It is an incidence structure between a set $V$ of vertices, two sets of edges $E_A$ and $E_B$, that we will refer to as $A$-edges and $B$-edges, and a set $Q$ of squares. The vertex-set $V$ is partitioned into four subsets $V = V_{00} \cup V_{01} \cup V_{10} \cup V_{11}$, corresponding to four copies of a fixed group $G$, that is, $V_{ij} = G \times \{i, j\}$. We also have two self-inverse subsets $A = A^{-1}$ and $B = B^{-1}$ of the group $G$ and assume for simplicity that $A$ and $B$ are of the same cardinality $\Delta$. For $i \in \{0, 1\}$, two vertices $v = (g, i0) \in V_{0i}$ and $v' = (g', i1) \in V_{1i}$ are related by an $A$-edge if $g' = ag$ for some $a \in A$. Similarly, for $j \in \{0, 1\}$, vertices $v = (g, 0j)$ and $v' = (g', 1j)$ are related by a $B$-edge if $g' = gb$ for some $b \in B$. The sets $E_A$ and $E_B$ make up the set of $A$-edges and $B$-edges respectively and define two graphs $\mathcal{G}_A = (V, E_A)$, $\mathcal{G}_B = (V, E_B)$, each of which consists of two disjoint copies of the double cover of a Cayley graph over the group $G$ (with generator set $A$ for $\mathcal{G}_A$, and $B$ for $\mathcal{G}_B$). Next, the set $Q$ of squares is defined as the set of 4-subsets
of vertices of the form \( \{(g,00), (ag,01), (agb,11), (gb,10)\} \) depicted in red and blue. The \( Q \)-neighbourhoods of two vertices connected by an \( A \)-edge (resp. a \( B \)-edge) share a row depicted in red (resp. a column in blue). The labelling is chosen to ensure that a given square, such as the one in red and blue, is indexed similarly, by \((a,b)\) here, in the four \( Q \)-neighbourhoods. The \( \sigma \)-type generators are codewords of \( C_A \otimes C_B \) in the \( Q \)-neighbourhoods of \( V_{00} \cup V_{11} \); the \( \rho \)-type generators are codewords of \( C_A^\perp \otimes C_B^\perp \) in the \( Q \)-neighbourhoods of \( V_{01} \cup V_{10} \). They automatically commute since their support can only intersect on a shared row or column (as depicted), and the orthogonality of the local codes ensure that they commute on this row or column.

If we restrict the vertex set to \( V_0 := V_{00} \cup V_{11} \), every square is now incident to only two vertices: one in \( V_{00} \) and one in \( V_{11} \). The set of squares can then be seen as a set of edges on \( V_0 \), and it therefore defines a bipartite graph that we denote by \( G_0 := (V_0, Q) \). Similarly, the restriction to the vertices of \( V_1 := V_{01} \cup V_{10} \) defines the graph \( G_1 \), which is an exact replica of \( G_0 \); both graphs are defined over two copies of the group \( G \), with \( a, a' \in G \) being related by an edge whenever \( a' = agb \) for some \( a \in A, b \in B \). For any vertex \( v \), we denote by \( Q(v) \) the \( Q \)-neighbourhood of \( v \) defined as the set of squares incident to \( v \). The \( Q \)-neighbourhood \( Q(v) \) has cardinality \( \Delta^2 \) and is isomorphic to the product set \( A \times B \); the situation is illustrated on Fig. 1.

A classical Tanner code on a \( \Delta \)-regular graph \( G = (V,E) \) is the set of words of \( F_2^E \) such that on the edge neighbourhood of every vertex \( v \in V \), we see a codeword of a small code \( C \) of length \( \Delta \) [28]. We denote the resulting code by \( \text{Tan}(G,C) \subset F_2^E \). Expander codes, obtained by combining good codes \( C \) with an expander graph \( G \), gave the first explicit family of good classical LDPC codes with a constant encoding rate, a linear minimum distance and an efficient decoder [29].

Quantum Tanner codes are quantum CSS codes formed by two classical Tanner codes \( C_0 \) and \( C_1 \) with support on the set \( Q \) of squares of a square complex as above. The CSS construction [31], [32] requires both codes to satisfy the orthogonality condition \( C_0^\perp \subset C_1 \). To this end, we define local codes on the space \( F_2^{A \times B} \) that we may think of as the space of matrices whose rows (columns) are indexed by \( A \) (by \( B \)). If \( C_A \subset F_2^A \) and \( C_B \subset F_2^B \) are two linear codes, we define the tensor (or product) code \( C_A \otimes C_B \) as the space of matrices \( x \) such that for every \( b \in B \) the column vector \( (x_{ab})_{a \in A} \) belongs to \( C_A \) and for every \( a \in A \) the row vector \( (x_{ab})_{b \in B} \) belongs to \( C_B \). Recalling that the dual \( C_\perp \) of a code \( C \subset F_2^V \) is the set of words orthogonal to all words in \( C \), we define \( C_0 \) and \( C_1 \) to be the classical Tanner codes \( C_0 := \text{Tan}(G_0^{(g)}, (C_A \otimes C_B)^\perp) \) and \( C_1 := \text{Tan}(G_1^{(g)}, (C_A^\perp \otimes C_B^\perp)^\perp) \), with bits associated to each square of \( Q \) and local constraints enforced at the vertices of \( V_0 \) and \( V_1 \), respectively. To check the orthogonality condition between the two codes, it is convenient to look at their generators (or parity-checks). We define a \( \sigma \)-generator for \( C_0 \) (resp. a \( \sigma \)-generator for \( C_1 \)) as a vector of \( F_2^Q \) whose support lies entirely in the \( Q \)-neighbourhood \( Q(v) \) of \( v \in V_0 \) (resp. \( V_1 \)), and which is equal to a codeword of \( C_A \otimes C_B \) (resp. \( C_A^\perp \otimes C_B^\perp \)) on \( Q(v) \). The Tanner code \( C_0 \) (resp. \( C_1 \)) is defined as the set of vectors orthogonal to all \( \sigma \)-generators (resp. \( \sigma \)-generators). The commutation between both types of generators follows from the fact that if a \( \sigma \)-generator on \( v_0 \in V_0 \) and a \( \sigma \)-generator on \( v_1 \in V_1 \) have intersecting supports, then \( v_0 \) and \( v_1 \) must be neighbours in the left-right Cayley complex and their \( Q \)-neighbourhoods must intersect on either a column or a row, on which the two generators equal \( Q \)-neighbourhoods must intersect on \( Q \)-neighbourhoods of \( V_{01} \cup V_{10} \). Since \( \Delta \) is chosen constant with respect to \( n \), we see that the generators of the code have constant weight and that each qubit only appears in a constant number of generators; the resulting quantum Tanner code is therefore a quantum LDPC code by definition. Choosing \( C_A \) and \( C_B \) of rates \( \rho \) and \( 1-\rho \), so that both \( C_A \otimes C_B \) and \((C_A^\perp \otimes C_B^\perp)^\perp \) have rate \( \rho(1-\rho) \), yields a quantum code with encoding rate \( k/n \geq (1-2\rho)^2 \), as can be seen by counting the number of generators of the code. Here, \( k \) is the number of logical qubits.

Crucial for the analysis of quantum Tanner codes is the robustness of the small tensor codes. Very recently, [26], [33] showed that if \( C_A \) and \( C_B \) are chosen randomly with some fixed rate, then their tensor product is \( k \)-robust for some constant \( \kappa > 0 \) independent of the code length \( \Delta \). This means that any dual tensor code word \( x \in (C_A \otimes C_B)^\perp \), there exist \( c \in C_A \otimes \mathbb{F}_2^B \), \( r \in \mathbb{F}_2^A \otimes \mathbb{F}_B \) such that \( x = c + r \) and

\[
|x| \geq \kappa \Delta (||c|| + ||r||),
\]

where \( | \cdot | \) denotes the Hamming weight and \( || \cdot || \) counts the number of nonzero columns (resp. rows) of \( c \) (resp. \( r \)). Note that the distance of the random codes \( C_A \), \( C_B \) and their dual will be at least \( \delta \Delta \) for some \( \delta > 0 \) with overwhelming probability. We show in Section III that these two facts imply a linear lower bound for the distance of the quantum Tanner code.

**Theorem 1:** For a constant \( \Delta \) large enough, the quantum Tanner codes described in the construction above with a Ramanujan left-right Cayley complex have a linear minimum distance:

\[
d_{\text{min}} \geq \frac{\delta^2 \kappa^2}{256 \Delta} n.
\]

The dependency in \( \Delta \) of this bound is tight since there exist logical errors of weight \( \leq n/\Delta \) [11]. The bound is sharper than that of [11], and its proof is somewhat simpler.
We note that quantum Tanner codes have found recent applications outside of coding theory: they can fool optimisation algorithms exploiting the sum-of-squares hierarchy [34] and are instrumental in the recent proof of the NLTS theorem in quantum complexity theory [35], [36].

Decoding quantum Tanner codes.— We focus here on decoding \( \sigma \)-type errors, which are detected by \( \sigma \)-generators. This is without loss of generality for a CSS code. The general strategy outlined in [24] consists in defining a mismatch vector associated with the error \( e \in \mathbb{F}_2^Q \), that summarises how the local decoders associated to the local code around each vertex may disagree about the error, and then try to locally modify this mismatch in order to reduce its weight. It is natural to see the error \( e \) as a collection of local views on the \( Q \)-neighbourhoods of vertices of \( V_1 \): abusing notation slightly, we can write \( e = \{ e_v \}_{v \in V_1} \), with local views \( e_v \) restricted to \( Q(v) \). For each vertex \( v \in V_1 \), one can compute (in parallel if needed) a local error \( e_v \) with support on \( Q(v) \) of minimal Hamming weight yielding the same local syndrome as \( e_v \). This gives a decomposition of the local views of the error \( e_v = e_v + c_v + r_v \), with \( e_v \in C_A \otimes \mathbb{F}_2^B \), \( r_v = \mathbb{F}_2^A \otimes C_B \). Note that the \( \kappa \)-robustness property will apply to any such \( c_v + r_v \). The issue is that the local views \( \{ e_v \}_{v \in V_1} \) of the decoder are in general not consistent and do not define a global error candidate. We measure this inconsistency by defining the mismatch vector:

\[
Z := \sum_{v \in V_1} e_v \in \mathbb{F}_2^Q.
\]  

(2)

If it is equal to zero, it means that each square/qubit is assigned the same value for the two views it belongs to, and the decoder is able to define a global error. Otherwise, the support of \( Z \) corresponds to the set of squares for which the local views of the decoder disagree. On the other hand, the local views \( e_v \) of the error are consistent, and satisfy \( \sum_{v \in V_1} e_v = 0 \) since each square appears twice in this sum. We can rewrite the mismatch (2) as

\[
Z = \sum_{v \in V_1} r_v + c_v = C_0 + R_0 + C_1 + R_1,
\]

with \( C_i := \sum_{v \in V_i} c_v \) and \( R_j := \sum_{v \in V_j} r_v \), where we denote \( i := 1 - i, j := 1 - j \). This convenient representation of \( Z \) highlights the symmetry of the local representations of \( C_j + R_i \) on vertices of \( V_{ij} \), and one may look for local modifications of \( Z \) by adding to it a dual tensor codeword in the \( Q \)-neighbourhood of any of the four types of vertices.

The main subroutine of the decoding algorithm consists in finding a valid decomposition \( Z = C_0 + R_0 + C_1 + R_1 \). The simplest approach to this is a sequential decoder that proceeds in a greedy fashion: simply look for a vertex \( v \), and local codewords \( c_v, r_v \) such that flipping \( c_v + r_v \) (replacing \( Z + c_v + r_v \) by \( Z + c_v + r_v \)) decreases the Hamming weight of \( Z \). Our main technical result exploits the expansion properties of the square complex together with the robustness of the local codes to establish the existence of some vertex \( v \in V \) and local dual tensor codeword \( c_v + r_v \) that decreases the weight of \( Z \) almost optimally. Instrumental in this analysis is the notion of the norm of a representation of a mismatch vector \( Z \) which can be expressed in many different ways as \( Z = C_0 + R_0 + C_1 + R_1 \). The “column” vector \( C_i \) is expressed as a sum of local vectors with disjoint supports, each of which is a codeword of \( C_A \) supported by a column common to two \( Q \)-neighbourhoods of different types of vertices \((V_{ii}, V_{ij})\). The row vectors \( R_j \) admit similar decompositions into \( C_B \) components. We will write \( ||C_i|| (||R_j||) \) to denote the number of non-zero \( C_A \) codewords (\( C_B \) codewords) in the decomposition of \( C_i \) (\( R_j \)). We will say that a decomposition \( Z = C_0 + R_0 + C_1 + R_1 \) is minimal if it minimises its norm, namely the value \( ||C_0|| + ||R_0|| + ||C_1|| + ||R_1|| \). Finally, we shall say that a vertex \( v \in V_{ij} \) is active for a decomposition \((C_0, R_0, C_1, R_1)\) if \( C_j + R_i \) is non-zero on \( Q(v) \).

**Theorem 2:** Fix \( \varepsilon \in (0, 1) \). If, for every \( i, j \in \{0, 1\} \), the sets of active vertices \( S_{ij} \subset V_{ij} \) for a minimum decomposition of a mismatch vector \( Z \) satisfy

\[
|S_{ij}| \leq \frac{1}{2^{12}} 3^{2}\varepsilon^2 \kappa |V_{00}|
\]

then there exists some vertex \( v \) and some codeword \( x_v \) of the dual tensor code such that

\[
|Z| - |Z + x_v| \geq (1 - \varepsilon)|x_v|.
\]

Provided the initial error is not too large, we show that the condition on the number of active vertices in Theorem 2 keeps being satisfied, so that one can keep on iterating the procedure, finding a local codeword to flip at each step, and that it will eventually give a decomposition \( Z = C_0 + R_0 + C_1 + R_1 \) of the mismatch. This decomposition gives a correct guess \( \hat{e} = \sum_{v \in V_{00}} e_v + \hat{C}_0 + \hat{R}_0 \) for the error, that differs from \( e \) by a sum of generators. This naturally yields a sequential decoder, with parameter \( \varepsilon \), described formally later.

It is easy to see that the pre-processing (defining the mismatch) and the post-processing (computing \( \hat{e} \) from the decomposition of \( Z \)) can be performed in parallel. To get a fully parallel decoder, one simply needs a parallel procedure for decomposing \( Z \). This is obtained by looking for vertices that would be candidates for the sequential decoder of parameter \( 1/2 \), i.e. finding some \( x_v \) such that \( |Z| - |Z + x_v| \geq |x_v|/2 \). In order to apply several sequential iterations in parallel, the decoder needs the different \( c_v + r_v \)’s that it will identify to have disjoint supports. This is achieved if one restricts the set of candidate vertices \( v \) to a single set \( V_{ij} \): so the decoder applies four parallel substeps, for each of the four sets of vertices \( V_{00}, V_{01}, V_{10}, V_{11} \), each of which consists of applying simultaneously all sequential iterations for all the candidate vertices it has identified in the current \( V_{ij} \). We will show that after those four substeps, the value of the current mismatch \( |Z| \) has been decreased significantly, provided the original error vector has sufficiently small weight. The pseudo-code of all the algorithms is presented in Section IV.

**Theorem 3:** Fix \( \varepsilon \in (0, 1/2) \), and \( \mu \in (\varepsilon, 1/6) \). If the Hamming weight \( |e| \) is less than

\[
\frac{1}{2^{12}} \min \left( \frac{\varepsilon^2}{16}, \kappa \right) 3^2 \kappa^2 n \frac{\mu}{\Delta},
\]

then the parallel decoder returns a valid correction in logarithmic time.
The value of $\varepsilon$ can be tuned to what one wants to achieve. A larger $\varepsilon$ will increase the weight of correctable errors but increases the number of required parallel steps, while a smaller $\varepsilon$ decreases the number of parallel steps but only decodes smaller weight errors.

The main technical result needed to prove that the parallel decoder converges after a logarithmic number of iterations is that there is a linear number of vertices $v$ that can be updated at each step to decrease the weight of $Z$. The idea to prove their existence consists in running the sequential algorithm virtually and then establishing that many of the updates corresponding to the sequential decoder can in fact be performed at the same time. It is detailed in the proof of Theorem 20 in Section V.

Remark: we have not tried to optimise the power of 2 numerical constants in Theorems 1, 2, 3 for the sake of readability.

Decoding expander lifted product codes.—We remark that the same decoding algorithm can be applied to the expander lifted product codes of [10]. Indeed, their decoding can be reduced (with a parallel procedure) to that of quantum Tanner codes as explained in [24]. Furthermore, the decoder also works for hypergraph products of two classical Tanner codes, albeit with smaller correction capabilities since these codes have a distance scaling like $\sqrt{n}$.

Discussion and open questions.— Rapid improvements of decoding algorithms over the last decade have led to a surge of interest for LDPC codes as a path towards hardware-efficient fault-tolerant quantum computing. The unexpected discovery of good quantum LDPC codes with parameters close to optimal will likely impact this research direction in major ways. The parallel decoding algorithm presented here is a first step towards this goal. Of course, a great number of open questions remains. While our proof requires codes of large size, the decoder is well defined for any quantum Tanner code or lifted product code, and it will be interesting to investigate its performance against random noise. A practical decoder should be robust to errors in the syndrome extraction process. We believe this is the case here, and that an analysis along the lines of [3] could be extended to the present decoder. It also does not suffice to correct errors in order to perform a computation, and one must be able to apply logical gates in a fault-tolerant manner [37]. At the moment, a complete understanding of the logical operators for good LDPC codes is still lacking. Finally, and crucially, we will need examples of good codes of reasonably small size if such codes are to be implemented in real devices.

II. TECHNICAL PRELIMINARIES

A. Graph Expansion

In this section, we recall some useful facts about graph expansion.

Let $\mathcal{G} = (V, E)$ be a graph. Graphs will be undirected but may have multiple edges. For $S, T \subset V$, let $E(S, T)$ denote the multiset of edges with one endpoint in $S$ and one endpoint in $T$. Let $\mathcal{G}$ be a connected $\Delta$-regular graph on $n$ vertices, and let $\Delta = \lambda_1 \geq \lambda_2 \geq \ldots \geq \lambda_n$ be the eigenvalues of the adjacency matrix of $\mathcal{G}$. For $n \geq 3$, we define $\lambda(\mathcal{G}) := \max\{|\lambda_i|, \lambda_i \neq \pm \Delta\}$. The graph $\mathcal{G}$ is said to be Ramanujan if $\lambda(\mathcal{G}) \leq 2\sqrt{\Delta - 1}$.

We recall the following version of the expander mixing lemma (see e.g. [38]) for bipartite graphs.

Lemma 4 (Expander Mixing Lemma): Let $\mathcal{G}$ be a connected $\Delta$-regular bipartite graph on the vertex set $V_0 \cup V_1$. For any pair of sets $S \subset V_0, T \subset V_1$, it holds that

$$|E(S, T)| \leq \frac{\Delta}{|V_0|} |S||T| + \lambda(\mathcal{G})\sqrt{|S||T|}.$$

B. Tanner Codes

A binary linear code of length $n$ is an $\mathbb{F}_2$-linear subspace of $\mathbb{F}_2^n$. For sets $E$ of $\mathbb{F}_2$ of cardinality $|E| = n$, it will be convenient for us to identify $\mathbb{F}_2^n$ with $\mathbb{F}_2^E$, which we can think of as the space of functions from $E$ to $\mathbb{F}_2$. Identification with $\mathbb{F}_2^n$ amounts to defining a one-to-one map between $E$ and $[n] = \{1, 2, \ldots, n\}$, i.e. a numbering of the elements of $E$.

Let $\mathcal{G} = (V, E)$ be a regular graph of degree $\Delta$, and for any vertex $v$ denote by $E(v)$ the set of edges incident to $v$. Assume an identification of $\mathbb{F}_2^E(v)$ with $\mathbb{F}_2^{\Delta}$ for every $v \in V$. Let $x \in \mathbb{F}_2^E$ be a vector indexed by (or a function defined on) the set $E$. Let us define the local view of $x$ at vertex $v$ as the subvector $x_v := (x_e)_{e \in E(v)}$, i.e. $x$ restricted to the edge-neighbourhood $E(v)$ of $v$.

Let $C_0$ be a linear code of length $\Delta$, dimension $k_0 = \rho_0 \Delta$, and minimum distance $d_0 = \delta_0 \Delta$. We define the Tanner code [28] associated to $\mathcal{G}$ and $C_0$ as

$$\text{Tan}(\mathcal{G}, C_0) := \{x \in \mathbb{F}_2^E : x_v \in C_0 \text{ for all } v \in V\}.$$

In words, the Tanner code is the set of vectors over $\mathbb{F}_2$ all of whose local views lie in $C_0$. By counting the number of linear equations satisfied by the Tanner code, we obtain

$$\dim \text{Tan}(\mathcal{G}, C_0) \geq (2\rho_0 - 1)n.$$

We also have the bound [29], [39] on the minimum distance $d$ of the Tanner code:

$$d \geq \delta_0 (\delta_0 - \lambda(\mathcal{G})/\Delta)n.$$

Therefore, if $(\mathcal{G}_i)$ is a family of $\Delta$-regular expander graphs with $\lambda(\mathcal{G}_i) \leq \lambda < d_0$, and if $\rho_0 > 1/2$, then the associated family of Tanner codes has rate and minimum distance which are both $\Omega(n)$, meaning we have an asymptotically good family of codes, as was first shown in [29].

C. Quantum CSS Codes

A quantum CSS code is specific instance of a stabilizer code [40] that can be defined by two classical codes $C_0$ and $C_1$ in the ambient space $\mathbb{F}_2^m$, with the property that $C_0^\perp \subset C_1$ [32], [41]. It is a low-density parity-check (LDPC) code whenever both $C_0$ and $C_1$ are the kernels of sparse parity-check matrices. The resulting quantum code $\mathcal{Q} = (C_0, C_1)$ is a subspace of $(\mathbb{C}_2)^\otimes n$, the space of $n$ qubits:

$$\mathcal{Q} := \text{Span}\left\{\sum_{z \in \mathbb{F}_2^n} |x + z\rangle : x \in \mathbb{F}_2^m\right\}.$$
where \( \{x : x \in \mathbb{F}_2^n\} \) is the canonical basis of \((\mathbb{C}_2)^\otimes n\). The dimension \( k \) of the code counts the number of logical qubits and is given by

\[
k = \dim(\mathcal{C}_0/\mathcal{C}_1) = \dim \mathcal{C}_0 + \dim \mathcal{C}_1 - n.
\]

Its minimum distance is \( d = \min(d_X, d_Z) \) with

\[
d_X = \min_{w \in \mathcal{C}_0 \setminus \mathcal{C}_1} |w|, \quad d_Z = \min_{w \in \mathcal{C}_1 \setminus \mathcal{C}_0} |w|.
\]

We denote the resulting code parameters by \( [n, k, d] \) and say that a code family \( (\mathcal{C}_n)_n \) is asymptotically good if its parameters are of the form

\[
[n, k = \Theta(n), d = \Theta(n)].
\]

An \( n \)-qubit Pauli error \( E_1 \otimes \ldots \otimes E_n \) with \( E_i \in \{I, \sigma_x, \sigma_y, \sigma_z\} \) is conveniently described by two \( n \)-bit strings \((e_0, e_1) \in \mathbb{F}_2^n \times \mathbb{F}_2^n \) via the mapping

\[
I \mapsto (0, 0), \quad \sigma_x \mapsto (1, 0), \quad \sigma_y \mapsto (1, 1), \quad \sigma_z \mapsto (0, 1),
\]

which forgets global phases. The parity-check matrices of \( \mathcal{C}_0 \) and \( \mathcal{C}_1 \) give rise to syndrome maps \( \sigma_0, \sigma_1 : \mathbb{F}_2^n \rightarrow \mathbb{F}_2^m \) that associate a pair of syndromes \((\sigma_0, \sigma_1) \in \mathbb{F}_2^m \times \mathbb{F}_2^m \) to any \( n \)-qubit Pauli error \((e_0, e_1) \in \mathbb{F}_2^n \times \mathbb{F}_2^n \). The decoding problem for a stabilizer code is as follows: given a syndrome \((\sigma_0, \sigma_1) \), recover the error up to an element of the stabilizer group, that is \((\tilde{e}_0, \tilde{e}_1) \) such that \((e_0 + \tilde{e}_0, e_1 + \tilde{e}_1) \in \mathcal{C}_1 \) and \( e_0 + \tilde{e}_0 \in \mathcal{C}_1 \).

While an optimal decoding of random errors would typically exploit possible correlations between \( e_0 \) and \( e_1 \), this is always possible to correct both errors independently. Here, we will be concerned with the adversarial setting where \( e_0 \) and \( e_1 \) are of sufficiently low weight, but otherwise arbitrary. In that case, both errors should be decoded independently, and we will focus on the case where \((e_0 = 0, e_1 = e)\) in the sequel.

D. Left-Cayley Complexes (Quadripartite Version)

The square complex we shall rely on for the construction first appeared in [10] as a balanced product of double covers of non-bipartite Cayley graphs. We will prefer here to use the language of left-right Cayley complexes, in their quadripartite version. This version is also considered in [42]. A left-right Cayley complex \( X \) is introduced in [30] from a group \( G \) and two sets of generators \( A = A^{-1} \) and \( B = B^{-1} \). As in [30] we will restrict ourselves, for the sake of simplicity, to the case \(|A| = |B| = \Delta \). The complex is made up of vertices, \( A \)-edges, \( B \)-edges, and squares. The vertex set consists of four copies of the group \( G \) in the quadripartite version, \( V = V_{00} \cup V_{10} \cup V_{01} \cup V_{11} \) with \( V_{ij} = G \times \{i, j\} \). We will also use the notation \( V_0 := V_{00} \cup V_{11} \) and \( V_1 := V_{01} \cup V_{10} \). The \( A \)-edges are pairs of vertices of the form \( \{(g, 0i), (ag, 1i)\} \) and \( B \)-edges are of the form \( \{(g, 0j), (gb, 1j)\} \) for \( g \in G, a \in A, b \in B, i, j = 0, 1 \). We denote by \( E_A \) and \( E_B \) these two edge sets. The associated graphs are denoted by \( G_A = (V, E_A) \) and \( G_B = (V, E_B) \). A square is a set of four vertices of the form \( \{(g, 00), (ag, 01), (gb, 10), (agb, 11)\} \).

\[
\lambda(G_0) \leq 4\Delta, \quad \lambda(G_1) \leq 4\Delta.
\]

The proof follows from the fact that the adjacency matrix of \( G_0 \) is the product of the adjacency matrices of \( G_A \) and \( G_B \), and that these two adjacency matrices commute, by definition of the square complex. See [11] for a little more detail.

E. Labelling \( Q \)-Neighbourhoods

We will define Tanner codes on \( G_0 \) and \( G_1 \), which implies a labelling of the coordinates in every \( Q \)-neighbourhood \( Q(v) \). There is a natural labelling of \( Q(v) \) by the set \( A \times B \), namely a one-to-one map \( \phi_v : A \times B \rightarrow Q(v) \), which we now state explicitly.

We set

\[
\phi_v(a, b) = \{(g, 00), (ag, 01), (gb, 10), (agb, 11)\},
\]

for \( v = (g, 00) \in V_{00} \),

\[
\phi_v(a, b) = \{(g, 01), (a^{-1}g, 00), (gb, 11), (a^{-1}gb, 10)\},
\]

for \( v = (g, 01) \in V_{01} \),

\[
\phi_v(a, b) = \{(g, 10), (ag, 11), (gb^{-1}, 00), (agb^{-1}, 01)\},
\]

for \( v = (g, 10) \in V_{10} \),

\[
\phi_v(a, b) = \{(g, 11), (a^{-1}g, 10), (gb^{-1}, 01), (a^{-1}gb^{-1}, 00)\}.
\]
The map \( \phi_v \) thus defined is obviously one-to-one, and one easily checks that:

Any two vertices \( v = (g, 0i) \) and \( w = (gb, 1i) \), \( i = 0, 1, \) that are connected through a \( B \)-edge (labelled \( b \)), have a common “column”, i.e. their \( Q \)-neighbourhoods share exactly \( \Delta \) squares that are labelled \( (a, b) \), \( a \in A \), in both \( Q(v) \) and \( Q(w) \).

Similarly,

Any two vertices \( v = (g, 0i) \) and \( w = (ag, 1i) \), \( i = 0, 1, \) that are connected through an \( A \)-edge (labelled \( a \)), have a common row, i.e. their \( Q \)-neighbourhoods share exactly \( \Delta \) squares that are labelled \( (a, b) \), \( b \in B \), in both \( Q(v) \) and \( Q(w) \).

The situation is illustrated on Figure 1. Summarising, any two vertices connected by \( B \)-edge (an \( A \)-edge) have a common column (row) in their \( Q \)-neighbourhoods, that is labelled by the same \( b \in B \) (\( a \in A \)).

### F. Local Codes

The constraints of a classical Tanner code consist of local constraints from small codes enforced on the edge-neighbourhood of each vertex. For quantum Tanner codes, now that all local \( Q \)-neighbourhoods are isomorphic to \( A \times B \), we may put local constraints that are codewords of the tensor codes \( C_A \otimes C_B \) and \( C_A^\perp \otimes C_B^\perp \).

Recall that the generators of the quantum Tanner code correspond to a basis of \( C_A \otimes C_B \) on each \( Q \)-neighbourhood of \( V_{00} \cup V_{11} \) (for the \( \sigma_2 \)-type generators) and to a basis of \( C_A^\perp \otimes C_B^\perp \) on each \( Q \)-neighbourhood of \( V_{01} \cup V_{10} \) for the \( \sigma_2 \)-type generators. The classical code \( \mathcal{C}_0 \subset F_2^\perp \otimes F_2^\perp \) correcting \( \sigma_2 \)-type errors is the Tanner code on the graph \( \mathcal{G}_0^\perp \) with local constraints corresponding to the dual tensor code \( (C_A \otimes C_B)^\perp = C_A^\perp \otimes F_2^B + F_2^A \otimes C_B^\perp \). With the notation of Section II-B, \( \mathcal{C}_0 = \text{Tan}(\mathcal{G}_0^\perp, C_A^\perp \otimes F_2^B + F_2^A \otimes C_B^\perp) \).

Similarly, the classical code \( \mathcal{C}_1 \subset F_2^\perp \otimes F_2^\perp \) correcting \( \sigma_2 \)-type errors is the Tanner code on the graph \( \mathcal{G}_1^\perp \) with local constraints corresponding to the dual tensor code \( (C_A^\perp \otimes C_B)^\perp = C_A \otimes F_2^B + F_2^A \otimes C_B^\perp \).

### Summary of parameters.

A large enough \( \Delta \) is chosen, together with an infinite family of groups \( G \) with generating sets \( A, B, |A| = |B| = \Delta \), such that the left Cayley graph \( \text{Cay}(G, A) \) and the right Cayley graph \( \text{Cay}(G, B) \) are Ramanujan. The quadruplicate left-right square complex \( X \) is defined by \( G, A, B \).

We take inner codes \( C_A \) and \( C_B \) such that \( \dim C_B = \Delta - \dim C_A \). Defining the inner rate \( \rho \) such that \( \dim C_A = \rho \Delta \), and counting the number of constraints, we obtain that the dimension of the quantum Tanner code \( Q = (\mathcal{C}_0, \mathcal{C}_1) \) of length \( |Q| \) is at least \( (1 - 2\rho)^2|Q| \).

### G. Robustness of (Dual) Tensor Codes

Besides the expansion properties of the left-right Cayley complex, the other required property to obtain good quantum LDPC codes is the robustness of the local dual tensor codes \( [11], [33] \). In words, it states that any low-weight codeword of the dual tensor code \( C_A \otimes F_2^B + F_2^A \otimes C_B \) can be obtained as a sum \( c_v + r_v \), where the Hamming weights of \( c_v \) and \( r_v \) are not much larger than that of \( c_v + r_v \). Very recently, better bounds on the robustness of dual tensor codes obtained from two random codes were obtained in \([25], [26] \), and \([33] \).

In particular, \([26] \) and \([33] \) prove essentially tight bounds. We recall the main result from \([33] \), where robustness is called product expansion and is defined as follows: for two linear codes \( C_A \subset F_2^A \), the dual tensor code \( C_A \otimes F_2^B + F_2^A \otimes C_B \) is said to be \( \kappa \)-product expanding, if any codeword \( x \in C_A \otimes F_2^B + F_2^A \otimes C_B \) can be written as \( x = c + r \) with \( c \in C_A \otimes F_2^B, r \in F_2^A \otimes C_B \) and

\[ B(c + r) \geq \kappa \Delta (|c||r|) \]

where \(|c||r| \) denotes the number of columns (rows) in the support of \( c \) (\( r \)).

**Theorem 6 ([33]):** For every \( \rho_A, \rho_B \in (0, 1) \), the dual tensor code \( C_A \otimes F_2^B + F_2^A \otimes C_B \) obtained from a uniformly random pair of linear codes \( (C_A, C_B) \), of lengths \( \Delta \) and of codimensions \( \rho_A \Delta \) and \( \rho_B \Delta \) respectively, is \( \kappa \)-product-expanding with high probability as \( \Delta \to \infty \) with

\[ \kappa = \frac{1}{2} \min \left( \frac{1}{4} H_2^{-1} \left( \frac{\rho_A}{8} \right), \frac{1}{8} H_2^{-1} \left( \frac{\rho_B}{8} \right) \right) \]

where \( H_2(x) := -x \log_2 x - (1 - x) \log_2(1 - x) \).

**Remark:** for our application we have \( \rho_B = 1 - \rho_A \). Therefore, Theorem 6 implies that both dual tensor codes \( C_A \otimes F_2^B + F_2^A \otimes C_B \) and \( C_A^\perp \otimes F_2^B + F_2^A \otimes C_B^\perp \) are with high probability \( \kappa \)-product-expanding for the same value \( \kappa \).

### III. Minimum Distance

Let \( x \) be a codeword of \( \mathcal{C}_1 \) not in \( \mathcal{C}_0^\perp \). We will derive a lower bound on the weight of \( x \), that will also be valid for the weight of a codeword of \( \mathcal{C}_0 \) not in \( \mathcal{C}_1^\perp \), and therefore bound from below the minimum distance of the code.

The codeword \( x \) is a Tanner codeword on the graph \( \mathcal{G}_0^\perp \), with vertex set \( V_1 = V_{01} \cup V_{10} \) and the dual tensor code \( C_A \otimes F_2^B + F_2^A \otimes C_B \) as inner code. The set \( Q \) of coordinates is partitioned into \( Q \)-neighbourhoods \( Q(v) \) of vertices of \( V_0 \), on which \( x \) reduces to a dual-tensor codeword \( x_v = c_v + r_v \), with \( c_v \) and \( r_v \) being \( C_A \otimes F_2^B \) codewords and \( F_2^A \otimes C_B \) codewords respectively. We regroup the “column” vectors and “row” vectors and write \( C_1 = \sum_{v \in V_0} c_v \) and \( R_0 = \sum_{v \in V_1} r_v \). Similarly, using the partition of \( Q \) into \( Q(v) \) for \( v \in V_0 \), we define \( C_0 = \sum_{v \in V_1} c_v \) and \( R_1 = \sum_{v \in V_0} r_v \).

Let us denote by \( |C_1| = \sum_{v \in V_1} |c_v| \) the total number of non-zero column vectors in \( C_1 \) intervening in the local views of \( x \), for the partition over \( Q(v), v \in V_0 \). We write \( \tau = 1 - i \) and \( j = 1 - j \) to lighten notation. Similarly, we denote by \( |R_1| \) the quantity \( |R_1| = \sum_{v \in V_0} |r_v| \), Note that there are several possible decompositions of a local view \( x_v \) of \( x \) as \( x_v = c_v + r_v \). If for every \( v \in V_1 \) we choose one that minimises \( |c_v| + |r_v| \), that is the total number of \( C_A \) and \( C_B \) codewords in the decomposition of \( x_v \), we will obtain a minimal representation \( (C_0, R_0, C_1, R_1) \) of \( x \) that minimises the quantity \( |C_0| + |R_0| + |C_1| + |R_1| \). We call the latter quantity the norm of \( x \), and denote it by

\[ \|x\| := \|C_0\| + \|R_0\| + \|C_1\| + \|R_1\| \].
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Since \( x = \sum_{v \in V_0} x_v = C_1 + R_0 = \sum_{v \in V_0} x_v = C_0 + R_1 \), we have \( C_0 + R_0 + C_1 + R_1 = 0 \), and therefore \( C_0 + R_0 = C_1 + R_1 \). We make the remark that the local views of the vector \( x^0 := C_0 + R_0 = C_1 + R_1 \) at vertices of \( V_0 \) are dual tensor codewords in \( C_A \otimes F_2^B + F_2^A \otimes C_B \) (which should not be confused with the local views of \( x \) on vertices of \( V_0 \)). In other words the vector \( x^0 \) is a codeword of the Tanner code on the graph \( G_0^0 \) and the same inner code \( C_A \otimes F_2^B + F_2^A \otimes C_B \). Now, if \( (C_0, R_0, C_1, R_1) \) is a minimal representation for \( x^0 \), it may not necessarily be a minimal representation for \( x^0 \). However, if we consider a local view \( x_v^0 \) of \( x^0 \) at \( v \in V_0 \), and if its decomposition \( x_v^0 = c_v + r_v \) is not minimal, where \( r_v \) and \( c_v \) are the local views at \( v \) of \( R_0 \) and \( C_0 \), then we may replace the local decomposition by a minimal one, which will equal \( x_v^0 = (c_v + t_v) + (r_v + t_v) \), where \( t_v \) is some tensor codeword in \( C_A \otimes F_2^B \cap (F_2^B \otimes C_B) \). This has the effect of changing \( C_0 + R_0 + C_1 + R_1 \) to \( C_1 + R_1 + t_v \), and of reducing the sum \( \|C_0\| + \|R_0\| + \|C_1\| + \|R_1\| \). We observe that in this case \( x^0 \) is unchanged and \( x \) is changed to another codeword of \( C_1 \), which stays in the same class \( x + \mathbb{Z}_2 \), since the tensor codeword \( t_v \) is a generator. The conclusion is that we can keep proceeding in this way until no local modification is possible, at which point we will have replaced \( x \) by a minimal tensor codeword of \( C_1 \), and \( (C_0, R_0, C_1, R_1) \) will be a minimal representation of both \( x \) and of \( x^0 \). We have shown in particular:

**Lemma 7:** If \( x \in \mathbb{Z}_2 \setminus \mathbb{Z}_2 \), and \( \|x\| \) is the minimum norm in the coset \( x + \mathbb{Z}_2 \), then a minimal representation for \( x \) is also a minimum representation for \( x^0 \).

We will prove the following lower bound on the norm of a codeword of \( \mathbb{Z}_2 \setminus \mathbb{Z}_2 \).

**Lemma 8:** For any \( x \in \mathbb{Z}_2 \setminus \mathbb{Z}_2 \), we have

\[
\|x\| \geq \frac{\delta^2 K \alpha}{512 \Delta^2}.
\]

From Lemma 8 we easily deduce a lower bound on the quantum minimum distance.

**Theorem 9:** The minimum distance of the quantum Tanner code satisfies

\[
d_{\text{min}} \geq \frac{\delta^2 K \alpha}{256 \Delta^2}.
\]

**Proof:** Let \( x \) be a codeword of \( x \in \mathbb{Z}_2 \setminus \mathbb{Z}_2 \), and let \( (C_0, R_0, C_1, R_1) \) be a minimal representation for \( x \). We have \( x = C_1 + R_0 = \sum_{v \in V_0} (c_v + r_v) \).

Since the local vectors in this sum have disjoint supports, we have

\[
\|x\| = \sum_{v \in V_0} |c_v + r_v| \geq \sum_{v \in V_0} \kappa \Delta (||c_v|| + ||r_v||)
\]

applying robustness of the local codes and minimality of the representation. Hence \( \|x\| \geq \kappa \Delta (||C_0|| + ||R_0||) \), and similarly \( \|x\| \geq \kappa \Delta (||C_1|| + ||R_1||) \) by summing over \( V_0 \). Therefore,

\[
\|x\| \geq \kappa \Delta \frac{1}{2} (||C_1|| + ||R_0|| + ||C_0|| + ||R_1||) = \kappa \Delta \frac{1}{2} \|x\|
\]

which proves the lower bound for non-trivial codewords of \( C_1 \). The same lower bound holds for non-trivial codewords of \( C_0 \) by symmetry.

It remains to prove Lemma 8. We may suppose that \( x \) achieves the minimum of \( \|x\| \) in \( x + \mathbb{Z}_2 \), so that Lemma 7 holds. In the following, \( (C_0, R_0, C_1, R_1) \) is a minimal representation of \( x \).

Let us denote \( S_{ij} \) the set of vertices \( v \) of \( V_{ij} \) for which \( C_j + R_i \) is non-zero on \( Q(v) \). Let us also set \( S_0 = S_{00} \cup S_{11}, \) and \( S_1 = S_{01} \cup S_{10} \).

Let us call a vertex \( v \) of \( V_{ij} \) exceptional, if \( \|c_v\| + \|r_v\| \) is at least \( \alpha \Delta \) with \( \alpha = \frac{\delta^2}{256} \), where \( c_v \) and \( r_v \) are the restrictions to \( Q(v) \) of \( C_j \) and \( R_i \) respectively. Then we write \( S_{ij}^e \subseteq S_{ij} \) the set of exceptional vertices in \( S_{ij} \).

**Ordinary vertices of** \( S_{ij} \) **are defined as non-exceptional.** We remark that any non-zero column \( C_A \)-vector of \( C_j \) (or any row vector of \( R_i \)) in the \( Q \)-neighbourhood of any ordinary vertex of \( S_{ij} \) has, by definition of ordinary, at most \( \frac{\delta^2}{256} \Delta \) non-zero coordinates in common with \( R_i \), which we bound from above by \( \frac{1}{2} \Delta \) for the sake of readability.

The following lemma states that whenever \( S_{ij} \) is small enough, the number of exceptional vertices is a small fraction of \( |S_{ij}| \), of order \( O(1/\Delta^2) \), hence the terminology.

**Lemma 10:** Let \( i, j \in \{0, 1\} \), Under the hypothesis \( |S_{ij}| \leq \frac{64}{\alpha^2 K^2 \Delta^2} \), we have

\[
|S_{ij}^e| \leq \frac{64}{\alpha^2 K^2 \Delta^2} |S_0| \quad \text{if} \quad i = j, \quad \text{and} \\
|S_{ij}^e| \leq \frac{64}{\alpha^2 K^2 \Delta^2} |S_1| \quad \text{if} \quad i \neq j.
\]

**Proof:** We prove the upper bound for \( S_{00}^e \), the other cases being similar. Viewing \( C_0 + R_0 \) as a subgraph of \( G_0^0 \), we have that vertices of \( S_{00}^e \) have degree at least \( \kappa \Delta \alpha \) (applying robustness, which we may do by minimality of \( \|C_0\| + \|R_0\| + \|C_1\| + \|R_1\| \)), and the Expander mixing Lemma in \( G_0^0 \) gives

\[
|S_{00}^e| \alpha \Delta^2 \leq |E(S_{00}^e, S_{11})| \\
\leq \Delta^2 \frac{|S_{00}||S_{11}|}{|V_0|} + 4 \Delta \sqrt{|S_{00}||S_{11}|}.
\]

Upper bounding \( |S_{11}|/|V_0| \) by \( \kappa \alpha / 2 \), we obtain

\[
\frac{1}{2} |S_{00}^e| \Delta^2 \alpha \kappa \alpha \leq 4 \Delta \sqrt{|S_{00}||S_{11}|}
\]

and finally

\[
|S_{00}^e| \leq \frac{64}{\alpha^2 K^2 \Delta^2} |S_{11}| \leq \frac{64}{\alpha^2 K^2 \Delta^2} |S_0|.
\]

Let \( v \) be a vertex of \( V_{ij} \) and consider a column on its \( Q \)-neighbourhood. Suppose this column supports a non-zero \( C_A \)-codeword that is part of \( C_j \). Recall that this column is shared by the \( Q \)-neighbourhood of a neighbouring vertex \( w \) in \( V_{ij} \). Below we consider the set \( T \) of vertices of \( V_{ij} \) whose local views see at least one non-zero \( C_A \)-codeword of \( C_j \) that is shared by the local view of an ordinary vertex \( w \in V_{ij} \).

**Lemma 11:** If we have \( |S_{ij}| \leq \frac{64}{\alpha^2 \Delta} |S_0| \), then

\[
|T| \leq \frac{64}{\alpha^2 \Delta} |S_{ij}|
\]
Furthermore, exactly the same result holds if $T$ is defined as the subset of vertices of $S_T$ on whose $Q$-neighbourhood $R_T$ displays a non-zero row codeword of $C_B$ that is shared by the local view of an ordinary vertex $w \in S_T$.

**Proof:** We deal with the case when $i = j = 0$ and $T$ is defined as the set of vertices of $V_0$ whose $Q$-neighbourhoods share a non-zero column vector with an ordinary vertex of $V_{10}$. The other cases will hold by symmetry. If we keep only the two sets of vertices $V_0$ and $V_{01}$, then every square of the square complex becomes incident to two vertices (instead of four), and we obtain a multigraph. In this multigraph, every row of a local view appears in two $Q$-neighbourhoods, one of a vertex $v \in V_0$, and the other in a neighbouring vertex of $V_{01}$. If we collapse this row to a single “square” (which has now become an edge) by identifying them, the bipartite graph over $V_0 \cup V_{01}$ that we obtain in this way is exactly the double cover of the Cayley graph $\text{Cay}(G, \Lambda)$. Now the codeword $x$ induces a subgraph of this graph, which we obtain by putting an edge in the subgraph whenever the row view it originates from is non-zero in $x$.

By construction, every vertex of $T$ in this subgraph has degree at least $(1 - \frac{a}{2^n}) 2 \Delta - \delta \Delta/2$, and its edges fall into $S_{01}$. Hence,

$$|T| \frac{\Delta \Delta}{4} \leq |E(S_{01}, T)|.$$

Applying the expander mixing Lemma in the double cover of $\text{Cay}(G, \Lambda)$ we obtain,

$$|E(S_{01}, T)| \leq \Delta \frac{|S_{01}| |T|}{|V_{01}|} + 2 \sqrt{\Delta} \sqrt{|S_{01}| |T|}.$$

Finally, applying the hypothesis $|S_{01}| \leq \delta |V_{01}|/4$ we get

$$|T| \frac{\Delta \Delta}{4} \leq 2 \sqrt{\Delta} \sqrt{|S_{01}| |T|}$$

and the result follows. We remark that when $T$ is defined in $V_{10}$ as opposed to $V_{11}$, it is the codeword $x^0 = R_0 + C_0$ that is considered rather than $x$.

Now, Lemma 10 will tell us that if $|x|$ is too small, there can only be very few exceptional vertices. But what Lemma 11 then tells us, is that the non-zero column codewords in the $Q$-neighbourhoods of ordinary vertices must cluster in a limited number of $Q$-neighbourhoods for vertices of a neighbouring type, yielding too many exceptional vertices and contradicting Lemma 10. We now make this argument formal.

**Proof of Lemma 8:** Suppose $x \in C_1 \setminus C_1^+$ satisfies $|x| < \frac{\kappa \alpha^2}{\sqrt{12} \alpha^2}$. We may suppose that $|x|$ achieves its minimum value inside the coset $x + C_0$, and that $(C_0, R_0, C_1, R_1)$ is a minimal representation for $x$. Since we have $|S_{ij}| \leq ||C_j|| + ||R_i|| \leq ||C_0|| + ||R_0|| + ||C_1|| + ||R_1|| = |x|$, we have that $|S_{ij}| \leq \frac{\alpha^2}{12} |V_{01}| = \frac{1}{4} \kappa \alpha |V_{01}|$. Therefore Lemma 10 holds, and so does Lemma 11 since $\frac{1}{4} \kappa \alpha \leq \Delta/4$.

Without loss of generality let us suppose $|S_1| \geq |S_0|$ (otherwise invert their roles in the argument below) and $|S_{10}| \geq |S_{01}|$ (otherwise invert their roles).

Because there are so few exceptional vertices in $S_{10}$ (by Lemma 10), the number of ordinary vertices of $S_{10}$ is almost equal to $|S_{10}|$ namely it is at least $a|S_{10}|$ for any constant $a < 1$ and $\Delta$ large enough.

We obtain that either the number of ordinary rows or the number of ordinary columns in the $(Q$-neighbourhoods of vertices of) $S_{10}$ is at least $a|S_{10}|/2$. Suppose without loss of generality$^2$ that the number of ordinary columns is at least $a|S_{10}|/2$. Applying Lemma 11, they must cluster among the $Q$-neighbourhoods of a set $T \subseteq S_{00}$ of size at most $\frac{4}{\sqrt{\Delta}} |S_{10}| \leq \frac{a}{\sqrt{12}} |S_{10}|$ (since we have supposed $|S_{01}| \leq |S_{10}|$).

Therefore, the average number of non-zero columns of $C_0$ on the $Q$-neighbourhoods of the vertices of this set $T$ is at least $\frac{a|S_{10}|}{2} (\frac{4}{\sqrt{12}} |S_{10}|)^{-1} = \frac{a^2 \Delta}{12}$, which is close to twice the minimum norm of a local view of $R_i + C_j$ for an exceptional vertex. This shows that a constant proportion of vertices of $T$ must be exceptional vertices of $S_{00}$ since the $Q$-neighbourhood of a vertex can host at most $\Delta$ columns. We also have $|T| \geq \frac{1}{8} |S_{10}| \geq \frac{\Delta}{8} |S_{01}|$ (since $|S_{10}| \geq |S_{01}|$), and since $|S_{10}| \geq |S_0|$, we have $|T| \geq \frac{a^2 \Delta}{12} |S_0|$. Therefore, for large enough $\Delta$, we have a contradiction with Lemma 10 which limits the number of exceptional vertices of $S_{00}$ to not more than $O(1/\Delta^2)|S_0|$.

**IV. DESCRIPTION OF THE DECODERS**

In this section, we present in detail the various decoders: the general decoding procedure including the computation of the mismatch and the post-processing is described in Algorithm 1. We give two procedures for finding a mismatch decomposition of the form $Z = C_0 + R_0 + C_1 + R_1$, a sequential procedure described in Algorithm 2 and a parallel one described in Algorithm 3.

Both the sequential decoder and the parallel decoder follow the blueprint of Algorithm 1. They use a preprocessing phase which consists of computing a mismatch vector $Z$. Specifically, on the $Q$-neighbourhood of every vertex of $V_0$ (if one is trying to correct a $\sigma_x$-error), or of $V_1$ (if one is trying to correct a $\sigma_z$-error), the decoder computes a local estimation $\hat{v}_r$ of the original error vector $v$, and then sums all these $\hat{v}_r$'s to make up the mismatch vector $Z$. Note that this common preprocessing phase can be parallelised straightforwardly when needed.

The core of the decoding algorithm is then to uncover a decomposition of the mismatch vector of the form $Z = C_0 + R_0 + C_1 + R_1$: when we are decoding $\sigma_2$-errors, $\hat{C}_1$ is defined as a sum of local (column) codewords of $C_A$ whose coordinates are indexed by a column of a $Q$-neighbourhood $Q(v)$ for $v \in V_{11}$, and similarly $R_1$ is a sum of local row codewords of $C_B$, whose coordinates are indexed by a row in some $Q(v)$ for $v \in V_{11}$. If we are decoding $\sigma_x$-errors, the codes $C_A$ and $C_B$ are replaced by $C_A^+$ and $C_B^+$, and $\hat{C}_1$ and $\hat{R}_1$ are sums of codewords in the $Q$-neighbourhood of vertices of $V_{11}$. Recall that the $Q$-neighbourhoods of adjacent vertices share either a column or a row, this implies that the individual local column codewords of $\hat{C}_1$ appear in the $Q$-neighbourhoods of vertices of both $V_{00}$ and $V_{11}$, while the individual local row codewords of $\hat{R}_1$ appear likewise in the $Q$-neighbourhoods of vertices of both $V_{10}$ and $V_{11}$.

The mismatch decomposition procedures differ significantly for the sequential decoder and the parallel decoder.

---

$^2$If it is the number of ordinary rows that exceeds $a|S_{10}|/2$, then $T$ is defined inside $S_{11}$ instead of $S_{00}$ and the rest of the argument is unchanged.
Finally, both decoders use a common postprocessing phase once they have decomposed the mismatch vector $Z$. If one is decoding a $\sigma_x$-error, the decoders output their estimation of the error which is computed as

$$\hat{e} = \sum_{v \in V_{10}} \varepsilon_v + \hat{C}_0 + \hat{R}_1.$$ 

We remark that we also have

$$\hat{e} = \sum_{v \in V_{01}} \varepsilon_v + \hat{C}_1 + \hat{R}_0$$ 

since the sum of those two quantities is zero by construction and by definition of the mismatch. Similarly, if one is decoding a $\sigma_x$-error, the decoders compute $\hat{e} = \sum_{v \in V_{00}} \varepsilon_v + \hat{C}_0 + \hat{R}_0 = \sum_{v \in V_j} \varepsilon_v + \hat{C}_1 + \hat{R}_1$. Since these summations can be done locally on the components of the partition of $Q$ into $Q$-neighbourhoods of the relevant $V_{ij}$, the postprocessing is achieved naturally by means of a parallel computation.

It remains to describe the mismatch decomposition procedures. The sequential mismatch decomposition procedure is given in Algorithm 2. The sequential procedure is rather natural: it consists of initiating a variable $\hat{Z}$ at $Z$, and iteratively looking for a vertex $v \in V$ in a non-zero dual tensor codeword $x_v$ supported by $Q(v)$, such that adding $x_v$ to $\hat{Z}$ decreases its weight by a sufficient amount. The decoder then decomposes $x_v$ as $x_v = c_v + r_v$ with $\|c_v\| + \|r_v\|$ minimum, and increments $\hat{C}_j$ by $c_v$ and $\hat{R}_j$ by $r_v$, where $i, j$ are such that $v \in V_{ij}$. Iterations continue until $\hat{Z} = 0$.

The parallel decomposition procedure uses the fact that the local views of vertices of a given $V_{ij}$ have disjoint supports, and one may therefore update these local views in parallel without ever risking conflicting instructions. It follows that one round of parallel decoding will consist of four consecutive parallel substeps, one for every set $V_{ij}$. During a parallel substep, every vertex $v$ of the relevant $V_{ij}$ will do the following: if it finds that there exists a non-zero dual tensor codeword $x_v = c_v + r_v$ (with, as before, $\|c_v\| + \|r_v\|$ minimum among possible decompositions of $x_v$), such that $|Z| - |\hat{Z} + x_v| \geq |x_v|/2$, then, if there are several choices for $x_v$, it chooses one that maximises $|x_v|$, and it updates (the local views of) $\hat{C}_j$ by $c_v$ and $\hat{R}_j$ by $r_v$, as in the sequential case, so that $\hat{Z}$ is also updated to $\hat{Z} + x_v$. Every vertex $v$ of $V_{ij}$ does this procedure in parallel, after which the decoder repeats the procedure with another set $V_{ij'}$. When the four sets of vertices $V_{00}, V_{01}, V_{10}, V_{11}$ have been dealt with as described, the round of parallel decoding is complete.

The whole procedure is summarised in Algorithm 3. Note that, for the sake of readability, the algorithm is described with a failure detecting mechanism that is not truly part of the parallel procedure. The fully parallel decoder will simply apply a predetermined number of decoding rounds.

V. SEQUENTIAL DECODING

Both the sequential decoder and the parallel decoder look for a decomposition of the mismatch vector $Z$ as a sum, over a subset of vertices $v$, of local dual tensor codewords $c_v + r_v$ supported by $Q$-neighbourhoods $Q(v)$. The mismatch decomposition procedure is the core of the decoding algorithm, both in the sequential and in the parallel case.

The sequential mismatch decomposition procedure is parameterised by a constant $\varepsilon \in (0, 1)$ and proceeds in the natural way: it looks for a vertex $v \in V$ together with a local dual tensor codeword $x_v = c_v + r_v$ (with $c_v \in C_A \otimes \mathbb{F}_2^q$, $r_v \in \mathbb{F}_2^A \otimes C_B$) such that flipping $x_v$ decreases the Hamming weight of the mismatch by at least $(1-\varepsilon)|x_v|$, in other words, such that $|Z + x_v| \leq |Z| - (1-\varepsilon)|x_v|$, where $Z$ is the current value of the mismatch, initiated at the original mismatch vector $Z$. It then proceeds by updating the current mismatch value to $\hat{Z} = Z + x_v$, and continues in this way until $\hat{Z} = 0$, at which point it outputs the sum of the updates $x_v$, which equals $Z$. Theorem 12 below states that the required local codeword $x_v$ always exists for a given mismatch $\hat{Z}$, provided a minimum decomposition of $\hat{Z}$ has sufficiently few active vertices. We now explain what this means.

We may reorganise a decomposition $\hat{Z} = \sum_{v \in V} c_v + r_v$ of $\hat{Z}$ into a sum of local dual tensor codewords as

$$\hat{Z} = \hat{C}_0 + \hat{R}_0 + \hat{C}_1 + \hat{R}_1,$$

where $\hat{C}_j$ and $\hat{R}_j$ are local dual tensor codewords of $\hat{Z}$.
where $\hat{C}_0 = \sum_{v \in V_1 \cup V_0} c_v$ and $\hat{R}_0 = \sum_{v \in V_{ij} \cup V_{ij}} r_v$. Now we may decompose $\hat{C}_0$ as a sum of $c_v$'s, for $v$ restricted to $V_{00}$ (as opposed to $v$ ranging over $V_{00} \cup V_{10}$), in which case this decomposition is unique, and we shall denote $\|C_v\|$ the sum of all corresponding $\|c_v\|$s, where we recall that $\|c_v\|$ denotes the number of individual column vectors that make up the local codeword in $C_A \otimes \mathbb{F}_2^d$ (for $\sigma_z$-errors, otherwise replace $C_A$ by $C_A^\perp$). Note that we obtain the same value $\|C_0\|$, if we decompose $\hat{C}_0$ as a sum of $c_v$'s, for $v$ ranging in $V_{10}$. The quantities $\|C_1\|$, $\|R_0\|$, $\|R_1\|$ are defined similarly. We now define the norm $\|\hat{Z}\|$ of $\hat{Z}$ to be the minimum value of
\begin{equation}
\|\hat{C}_0\| + \|\hat{R}_0\| + \|\hat{C}_1\| + \|\hat{R}_1\|
\end{equation}
over all possible decompositions (4) of $\hat{Z}$. We shall say that a decomposition (4) of $\hat{Z}$ is minimum if (5) equals $\|\hat{Z}\|$. Finally, we shall say that for a decomposition (4), the vertex $v$ in $V_{ij}$ is active, if $\hat{C}_j + \hat{R}_i$ is non-zero on $Q_v(v)$. We may now state Theorem 12, which is the core technical result for the decoder analysis:

**Theorem 12:** Fix $\epsilon \in (0, 1)$. If, for $i, j \in \{0, 1\}$, the sets of active vertices $S_{ij} \subset V_{ij}$ for a minimum decomposition of a mismatch vector $Z$ satisfy
\begin{equation}
|S_{ij}| < \frac{1}{2^{12}} \delta^2 \epsilon^3 |V_{00}|
\end{equation}
then there exists some vertex $v$ and some codeword $x_v$ of the dual tensor code such that
\begin{equation}
|Z| - |Z + x_v| \geq (1 - \epsilon)|x_v|.
\end{equation}

From Theorem 12, will follow Theorem 13, which states that if the weight $|e|$ of the original error $e$ is sufficiently small, then the number of active vertices of a minimum decomposition of $\hat{Z}$ will satisfy the hypothesis of Theorem 12 throughout the sequential decoding procedure, meaning that the sequential mismatch decomposition procedure will always converge.

**Theorem 13:** Fix $\epsilon \in (0, 1)$. If the Hamming weight $|e|$ is less than
\begin{equation}
\frac{1}{2^{11}} \min \left(\frac{\epsilon^3}{16}, 1\right)(1 - \epsilon) \delta^2 \epsilon^2 \frac{n}{\Delta},
\end{equation}
then the sequential decoder with parameter $\epsilon$ returns a valid correction $\hat{e}$, namely a correction equivalent to $e$ (differing from $e$ by an element of the stabilizer group).

**A. Proof of Theorem 12**

The proof strategy follows the same footsteps as the proof of the minimum distance. When studying the minimum distance, we analysed the set $C_j + R_i$, which coincided with $C_T + R_T$. For the decoding, we start by identifying the mismatch $Z$ associated with the error and take a minimum decomposition $C_0 + R_0 + C_1 + R_1$. The relevant set is now the support of $(C_j + R_i) \cap (C_T \cap R_T)$, which is smaller than the set considered when analysing the minimum distance. However, under the assumption that the sequential decoder is stalled, this set cannot be too small, and essentially the same techniques as before will allow us to arrive at a contradiction.

1) A Stalled Sequential Decoder, Exceptional Vertices, Ordinary Rows and Columns: We consider a $\sigma_z$-type error $e$ and define its associated mismatch $Z$. We work with a minimal decomposition of $Z$:
\begin{equation}
Z = C_0 + R_0 + C_1 + R_1,
\end{equation}
meaning that the quantity $\|C_0\| + \|R_0\| + \|C_1\| + \|R_1\|$ is minimal. To each vertex $v \in V$, this decomposition associates codewords $c_v \in C_A \otimes \mathbb{F}_2^d$ and $r_v \in \mathbb{F}_2^d \otimes C_B$. We say that a
vertex $v \in V_{ij}$ is an active vertex if $c_v + r_v \neq 0$, i.e. if $C_j + R_i$ is non-zero on $Q(v)$, and we denote by $S_{ij}$ the sets of active vertices in $V_{ij}$.

The sequential decoder with parameter $\varepsilon$ searches for some vertex $v \in V$ and a dual tensor codeword $x_v \in (C^{\perp}_A \otimes C^{\perp}_B)^{\perp} = C_A \otimes F^{\perp}_2 \otimes C_B$ such that flipping $x_v$ decreases the Hamming weight of $Z$ by at least $(1 - \varepsilon)|x_v|$. To prove Theorem 12 we will assume there is no such vertex and work towards a contradiction.

We will follow the blueprint of Section III, and define exceptional and ordinary vertices of $S_{ij}$ as before, namely a vertex $v \in S_{ij}$ is said to be exceptional, if the local dual tensor codeword $x_v = c_v + r_v$, equal to the restriction of $C_j + R_i$ to $Q(v)$, satisfies $\|c_v\| + \|r_v\| \geq \alpha \Delta$. Here we will take $\alpha = \frac{1}{\varepsilon^2} 2\varepsilon^2$. The set of exceptional vertices of $S_{ij}$ is denoted by $S'_{ij}$ and non-exceptional vertices are called ordinary. Let us furthermore call an ordinary column (row) of $v \in S_{ij}$ a column (row) of the $Q$-neighbourhood $Q(v)$ on which $C_j$ ($R_i$) is non-zero, and for a vertex $v$ that is ordinary.

Note that when talking about ordinary columns (or rows) it is important to specify for which vertex $v$, since this column appears in two different local views for two different vertices, and may be ordinary for one vertex and not for the other.

Lemma 14: Assume that the sequential decoder of parameter $\varepsilon$ is stalled. For all $v \in S_{ij}$, and all dual tensor codewords $x_v$, components of $C_j + R_i$, we have

$$|x_v \cap (C_j + R_i)| \geq \frac{\varepsilon}{2}|x_v|.$$  

Furthermore, let $y_v$ be the subvector of $C_j$ supported by some ordinary column for $v \in S_{ij}$. Then

$$|y_v \cap (C_j + R_i)| \geq \frac{\varepsilon}{4}|y_v|.$$  

Proof: Note that for any two binary vectors $x, z$, identifying them with their supports we have that $|x| - |x + z| \leq (1 - \varepsilon)|x|$ is equivalent to $2|z \cap x| \leq (2 - \varepsilon)|x|$, since $|z + x| = |z| - 2|z \cap x| + |x|$. Since the decoder is stalled, we have

$$|Z \cap B - |Z + x_v| \leq (1 - \varepsilon)|x_v|$$  

which therefore gives

$$2|Z \cap x_v| \leq (2 - \varepsilon)|x_v|.$$  

Note that $x_v \in C_j + R_i$ and therefore $Z \cap x_v = x_v + ((C_j + R_i) \cap x_v)$, and $|Z \cap x_v| = |x_v| - |(C_j + R_i) \cap x_v|$. Combining this with the previous inequality proves the first claim of the Lemma.

To prove the second claim of the Lemma we argue that, since $y_v$ is an ordinary column vector, that there is some $y' \subset y_v$ such that $|y'| \leq \alpha \Delta$ and $y_v + y' \subset C_j + R_i$. Specifically, $y'$ is supported by the intersection of $y_v$ and $R_i$. From our choice of $\alpha$ we clearly have $\alpha \Delta \leq \frac{\varepsilon}{2} \Delta$, so that $|y'| \leq \frac{\varepsilon}{2}|y_v|$. We have

$$2|Z \cap y_v| \leq (2 - \varepsilon)|y_v|,$$

otherwise we could decode at vertex $v$ by flipping $y_v$. Since $y_v + y' \subset y_v$, we can write $2|Z \cap (y_v + y')| \leq (2 - \varepsilon)|y_v|$, and since $y_v + y' \subset C_j + R_i$, we have $|Z \cap (y_v + y')| = |y_v + y' - (C_j + R_i) \cap (y_v + y')|$, whence

$$2|y_v| - 2|y'| - (2 - \varepsilon)|y_v| \leq 2((C_j + R_i) \cap (y_v + y')) \leq 2(C_j + R_i) \cap y_v$$

which proves the claim, since $|y'| \leq \frac{\varepsilon}{2}|y_v|$.

Recall that minimality of the representation $(C_0, R_0, C_1, R_1)$ and the robustness property (Lemma 6) imply that

$$|c_v + r_v| \geq \kappa(\|c_v\| + \|r_v\|) \Delta$$

whenever $c_v + r_v$ is the local representation of $C_j + R_i$ at $v \in S_{ij}$. In particular, an exceptional vertex is such that $|c_v + r_v| \geq \kappa \varepsilon \Delta^2$. As before we denote by $S'_{ij}$ the set of exceptional vertices in $S_{ij}$.

2) Exceptional Vertices Are Rare:

Lemma 15: Let $i, j \in \{0, 1\}$. Under the hypothesis $|S_{ij}| \leq \frac{\kappa \varepsilon^2}{4}|V_0|$, we have

$$|S'_{ij}| \leq \frac{2^8}{\alpha^2 \kappa^2 \varepsilon^2} \frac{1}{\Delta^2} |S_0| \quad \text{if } i = j, \quad \text{and}$$

$$|S'_{ij}| \leq \frac{2^8}{\alpha^2 \kappa^2 \varepsilon^2} \frac{1}{\Delta^2} |S_1| \quad \text{if } i \neq j.$$

Proof: The proof follows closely that of Lemma 10. We prove the upper bound for $S'_{00}$, the other cases being similar. Viewing $(C_0 + R_0) \cap (C_1 + R_1)$ as a subgraph of $G_0^2$, we have that vertices of $S'_{00}$ have degree at least $\kappa \varepsilon \Delta^2 / 2$, by Lemma 14 and robustness.

By the Expander mixing Lemma in $G_0^2$, we therefore have

$$\frac{1}{2} \frac{\kappa \varepsilon \Delta^2}{\varepsilon^2} |S'_{00}| \leq |E(S'_{00}, S_{11})| \leq \Delta \sqrt{|S_{11}||V_0|} + 4\Delta \sqrt{|S_{00}||S_{11}|}.$$  

Writing $|S_{11}|/|V_0| = \frac{\varepsilon^2}{4}$ by assumption, we get

$$\frac{1}{4} \frac{\kappa \varepsilon \Delta^2}{\varepsilon^2} |S'_{00}|^{1/2} \leq 4\Delta |S_{11}|^{1/2}$$

$$|S_{00}'| \leq \frac{2^8}{\alpha^2 \kappa^2 \varepsilon^2} \frac{1}{\Delta^2} |S_{11}|.$$  

which proves the claimed result, since $|S_{11}| \leq |S_0|$.

3) Ordinary Columns and Rows Cluster:

Lemma 16: Let $T$ be the set of vertices $v$ of $V_{ij}$ whose $Q$-neighbourhood $Q(v)$ contains a column that is an ordinary column for the neighbour vertex $w \in V_{ij}$ whose local view shares this very column. If we have $|S_{ij}| \leq \delta |V_{ij}| / 8$, then

$$|T| \leq \frac{256}{\delta^2 e^2} |S_{ij}|.$$  

Exactly the same result holds for the set $T \subset S'_{00}$ of vertices on whose $Q$-neighbourhood $R_k$ displays a non-zero row codeword of $C_B$ that is shared by the local view of an ordinary vertex $w \in S_{ij}$.

Proof: We follow closely the proof of Lemma 11. We deal with the case when $i = j = 0$ and $T$ is defined as the set of vertices of $V_{00}$ whose $Q$-neighbourhoods share a non-zero column vector with an ordinary vertex of $V_{10}$. The other cases will hold by symmetry.
Again we keep only the two sets of vertices \(V_{00}\) and \(V_{01}\), and collapse rows of local views to single edges, and we look at the graph induced by the squares of \((C_1 + R_0) \cap (C_0 + R_1)\) on the vertex set \(T \cup S_{01}\). What the second claim of Lemma 14 tells us, is that the degree of any vertex of \(T\) in this subgraph is at least \(\delta \Delta/2\).

As in the proof of Lemma 11, we apply the expander mixing Lemma in the double cover of \(\text{Cay}(G, A)\) to obtain,

\[
|T| \frac{\delta \varepsilon \Delta}{4} \leq |E(S_{01}, T)| \leq \Delta \frac{|S_{01}| |T|}{|V_{01}|} + 2 \sqrt{\Delta \varepsilon |S_{01}| |T|}.
\]

Applying the hypothesis \(|S_{01}| \leq \varepsilon |V_{01}|/8\) we get

\[
|T| \frac{\delta \varepsilon \Delta}{8} \leq 2 \sqrt{\Delta \varepsilon |S_{01}| |T|}
\]

and the result follows. \(\Box\)

4) Obtaining a Contradiction:

**Proof of Theorem 12:** The hypothesis of the theorem translates into \(|S_{ij}| \leq \frac{\alpha e}{\varepsilon |V_{00}|}\), since we defined \(\alpha = \delta^2 e^2/2^{10}\). Therefore Lemma 15 holds, and so does Lemma 16, since clearly \(\frac{1}{4} \alpha e \kappa \leq \delta /8\).

Without loss of generality, let us suppose \(|S_1| \geq |S_0|\) (otherwise invert their roles in the argument below) and \(|S_{10}| \geq |S_{01}|\) (otherwise invert their roles).

Because there are so few exceptional vertices in \(S_{10}\) (by Lemma 15), the number of ordinary vertices of \(S_{10}\) is almost equal to \(|S_{10}^\prime|\) namely it is at least \(a |S_{10}^\prime|\) for any constant \(a < 1\) and \(\Delta\) large enough.

We obtain that either the number of ordinary rows or the number of ordinary columns in \((Q\text{-neighboorhods of vertices of})\) \(S_{10}\) is at least \(a |S_{10}^\prime|/2\). Suppose without loss of generality that the number of ordinary columns is at least \(a |S_{10}^\prime|/2\). Applying Lemma 16, they must cluster among the \(Q\text{-neighborhoods of} T \subset S_{00}\) of size at most \(\frac{\varepsilon}{32 \Delta} |S_{01}| \leq \frac{\varepsilon}{32 \Delta} |S_{10}^\prime|\) (since we have supposed \(|S_{01}| \leq |S_{10}^\prime|\)). Therefore, the average number of non-zero columns of \(C_0\) on the \(Q\text{-neighborhoods of the vertices of} T\) is at least \(\alpha \frac{e^2 \varepsilon^2}{512}\), which is close to twice the minimum norm \(\alpha \Delta\) of a local view of \(R_1 + C_1\) for an exceptional vertex.

Therefore, a constant proportion of vertices of \(T\) must be exceptional vertices of \(S_{00}\) since the \(Q\text{-neighborhood of} v\) can host at most \(\Delta\) columns. We also have \(|T| \geq \frac{\Delta}{2} |S_{01}| \geq \frac{\alpha e}{\varepsilon |V_{01}|} |S_{10}^\prime|\) (since \(|S_{01}| \geq |S_{10}^\prime|\)), and since \(|S_1| \geq |S_0|\) we have \(|T| \geq \frac{\alpha e}{4 \varepsilon |V_{00}|} |S_0|\). Therefore, for large enough \(\Delta\), we have a contradiction with Lemma 15 which limits the number of exceptional vertices of \(S_{00}\) to not more than \(O(1/\Delta^2)|S_0|\).

\(\Box\)

**B. Proof of Theorem 13**

Without loss of generality we may suppose the error \(e\) to be a \(\sigma_e\)-type error.

We need to guarantee that the upper bound on \(|S_{ij}|\) required by Theorem 12 is satisfied throughout the decoding procedure, until we reach a zero mismatch \(\hat{Z}\). Recall that \(S_{ij}\) is the set of active vertices of \(V_{ij}\) in a minimum decomposition of \(\hat{Z}\). We will argue that \(|S_{ij}| \leq ||\hat{Z}||\), so we track the evolution of \(||\hat{Z}||\) during the mismatch decomposition procedure.

**Lemma 17:** If \(Z\) is the mismatch vector that the preprocessing phase associates to an error vector \(e\), then we have

\[
|Z| \leq 4|e|
\]

and

\[
||Z|| \leq \frac{4}{\kappa \Delta} |e|.
\]

**Proof:** During the preprocessing phase, we have that \(Z = \sum_{v \in V_1} e_v = \sum_{v \in V_1} e_v + x_v\), where \(e_v = e + x_v\) is the projection of the error vector \(e\) on \(Q(v)\) and where \(x_v = c_v + r_v\) is the dual tensor codeword that is the difference between \(e_v\) and the decoder’s initial evaluation \(\varepsilon_v\) of the error. The minimality of \(|e_v| = |e_v + x_v|\) implies that \(|e_v| \leq |e_v|\) and therefore that

\[
|e_v| \leq |2e_v|.
\]

This gives

\[
|Z| \leq \sum_{v \in V_1} |e_v| \leq 2 \sum_{v \in V_1} |e_v| = 4 \sum_{v \in V_1} |e_v| = 4|e|
\]

which proves the first point. Writing \(||x_v|| := ||e_v|| + ||r_v||\) and applying robustness to \(x_v\), we also have \(\kappa \Delta ||x_v|| \leq |x_v| \leq 2|e_v|\), whence

\[
||x_v|| \leq \frac{2}{\kappa \Delta} |e_v|.
\]

Summing over all vertices of \(V_1\), we obtain

\[
||Z|| \leq \sum_{v \in V_1} ||x_v|| \leq \sum_{v \in V_1} ||x_v|| + \sum_{v \in V_1} ||x_v||
\]

\[
\leq \frac{2}{\kappa \Delta} \sum_{v \in V_1} |e_v| + \frac{2}{\kappa \Delta} \sum_{v \in V_1} |e_v| = \frac{4}{\kappa \Delta} |e|
\]

since \(|e_v| = \sum_{v \in V_1} |e_v| = \sum_{v \in V_1} |e_v|\).

Assume that after the \(m\text{th}\) round of sequential decoding, the decoder has flipped successively the local dual tensor codewords \(x_1, x_2, \ldots, x_m\). We must have in particular

\[
(1 - \epsilon)(||x_1|| + ||x_2|| + \cdots + ||x_m||) \leq |Z|.
\]

Now, every time we modify \(\hat{Z}\) by adding some \(x_i\) to it, we have that \(||\hat{Z}||\) is increased by at most \(||x_i||\). Robustness implies that \(||x_i|| \leq \frac{1}{\kappa \Delta} ||x_i||\) and we may therefore write

\[
||x_1|| + ||x_2|| + \cdots + ||x_m|| \leq \frac{1}{\kappa \Delta} ||\hat{Z}||.
\]

Applying Lemma 17 we therefore obtain that

\[
||\hat{Z}|| \leq ||Z|| + ||x_1|| + ||x_2|| + \cdots + ||x_m||
\]

\[
\leq \frac{4}{\kappa \Delta} \left(1 + \frac{1}{1 - \epsilon}\right) ||e|| \leq \frac{8}{(1 - \epsilon) \kappa \Delta} ||e||
\]

since \(1 + 1/(1 - \epsilon) \leq 2/(1 - \epsilon)\). Therefore, if we impose the condition

\[
||e|| \leq \frac{(1 - \epsilon) \kappa \Delta}{8} \frac{1}{212 \delta^2 e^3 \kappa |V_{00}|} = \frac{e^3}{16} \kappa^2 \delta^2 (1 - \epsilon) \frac{1}{\Delta}
\]

we obtain that \(|S_{ij}| \leq ||\hat{Z}||\) must always be bounded from above by \(\frac{1}{\kappa \Delta} \delta^2 e^3 |V_{00}|\) throughout the decoding procedure, so that Theorem 12 always applies and decoding can always continue.
We also need to check that the output \( \hat{e} \) of the decoder is correct. This will be the case provided that \( |e + \hat{e}| < d_{\min}(\Omega) \).

Recall that

\[
|e + \hat{e}| = | \sum_{v \in \Omega} (e_v + \varphi_v) + \hat{C}_0 + \hat{R}_1 |
\]

and that \( | \sum_{v \in \Omega} (e_v + \varphi_v) | = | \sum_{v \in \Omega} x_v | \leq 2|e| \). To evaluate \( |\hat{C}_0 + \hat{R}_1| \), we make the remark that every local dual tensor codeword \( x_i \) that is used by an iteration of the sequential decoder contributes at most \( ||x_i|| \) non-zero row and column vectors to \( \hat{C}_0 + \hat{R}_1 \). Therefore,

\[
|\hat{C}_0 + \hat{R}_1| \leq \Delta \sum_i ||x_i||
\]

where the sum runs over all local increments used by the decoder. Applying (7), we obtain

\[
|\hat{C}_0 + \hat{R}_1| \leq \frac{1}{\kappa(1-\varepsilon)}|Z|.
\]

Writing \( |Z| \leq 4|e| \) (from (6)), we get

\[
|\hat{C}_0 + \hat{R}_1| \leq \frac{4}{\kappa(1-\varepsilon)}|e|.
\]

Since \( \kappa < 1 \), we may write \( 2|e| \leq \frac{4}{\kappa(1-\varepsilon)}|e| \), and (8) now gives us

\[
|e + \hat{e}| \leq \frac{4}{\kappa(1-\varepsilon)}|e| + |\hat{C}_0 + \hat{R}_1| \leq \frac{8}{\kappa(1-\varepsilon)}|e|
\]

which is smaller than the minimum distance of the quantum code whenever \( |e| \leq \frac{\kappa^2}{2\varepsilon \kappa^2} \delta^2 (1-\varepsilon) \frac{\Delta}{2} \). This concludes the proof of Theorem 13.

VI. PARALLEL DECODING

Without loss of generality, we again assume the error \( e \) to be a \( \sigma_{\varepsilon} \)-type error. The analysis of the parallel decoder rests upon the following lemma.

**Lemma 18:** Let \( \varepsilon \in (0, 1/6) \), and assume that the state of the current mismatch \( Z \) is such that the sequential decoder of parameter \( \varepsilon \) converges. Then after one round of parallel decoding, the weight of the mismatch has been reduced by at least \( \frac{1}{4} \left( 1 - \frac{\varepsilon}{2} \right) |Z| \).

To obtain that the parallel decoder converges in a logarithmic number of steps, it will remain to show that, provided the initial error vector is of sufficiently small weight, the mismatch will remain in a decodable state by the sequential decoder of parameter \( \varepsilon \) after an arbitrary number of parallel decoding steps. The result will then follow from applying Lemma 18 iteratively.

**Proof of Lemma 18:** Let \( x_1, x_2, \ldots, x_i \ldots x_m \) be a sequence of local non-zero dual tensor codewords such that, for every \( i \geq 1 \),

\[
|Z_{i-1}| - |Z_{i-1} + x_i| \geq (1-\varepsilon)|x_i|
\]

where \( Z_0 = Z \) and \( Z_i = Z_{i-1} + x_i \). That the sequential decoder of parameter \( \varepsilon \) converges means that whenever \( x_1, \ldots, x_i \) satisfy (9) and \( Z_i \neq \emptyset \), then the sequence \( x_1, \ldots, x_i \) can be augmented by some \( x_{i+1} \) satisfying (9), until eventually \( Z_m = \emptyset \).

It will be useful to keep in mind that the condition (9) is equivalent to the condition \( Z_{i-1} \cap x_i \geq (1-\varepsilon/2)|x_i| \).

Let us define \( x'_i = x_i \cap Z \) and for \( i \geq 2, x'_i = x_i \cap (Z \backslash \bigcup_{j<i} x_j) \), so that the \( x'_i \) are disjoint and partition \( Z \). It may happen that some \( x'_i \) are empty.

Let \( G \) (good) be the subset of indices \( 1 \leq i \leq m \) for which it holds that

\[
|x'_i| \geq \left( 1 - \frac{3}{2\varepsilon} \right) |x_i|
\]

and let \( B \) (bad) be the set of remaining indices. Let us first prove:

**Claim 1:** We have

\[
|Z \cap \bigcup_{i \in G} x'_i| \geq \frac{|Z|}{2}.
\]

Let us write the mismatch vector after addition of \( x_i \) as \( Z_i = Z'_i \cup A_i \), where the union is disjoint and where we have set

\[
Z'_i = Z \backslash \bigcup_{j \leq i} x'_j.
\]

The situation is illustrated on Figure 2.

Whenever \( x_i \) is added to the current mismatch \( Z_{i-1} \), \( x'_i \) is removed from the support of \( Z'_i \), and the set of ‘additional’ bits/coordinates \( A_i \) is modified to become \( A_i \). We remark that for every \( i \), the number of bits that are added to \( A_i \), i.e. \( |A_i \setminus A_i-1| \), is at most \( \frac{\varepsilon}{2} |x_i| \), since \( x_i \) is an \( \varepsilon \)-sequential decoder increment. Furthermore, for \( i \in B \), the condition (10) implies that

\[
|A_{i-1} \setminus A_i| \geq \varepsilon |x_i|
\]

so that \( |A_{i-1} \setminus A_i| \geq \frac{\varepsilon}{2} |x_i| \). Summarising, we have

\[
|A_i| - |A_{i-1}| \leq \frac{\varepsilon}{2} |x_i| \quad \text{for } i \in G,
\]

\[
|A_i| - |A_{i-1}| \leq -\frac{\varepsilon}{2} |x_i| \quad \text{for } i \in B,
\]

from which we obtain

\[
0 = |A_m| - |A_0| = \sum_{i=1}^{m} |A_i| - |A_{i-1}| \leq \frac{\varepsilon}{2} \left( \sum_{i \in G} |x_i| - \sum_{i \in B} |x_i| \right),
\]
that is, 
\[ \sum_{i \in B} |x_i| \leq \sum_{i \in G} |x_i|. \]

From the definitions of the sets \( B \) and \( G \), we have therefore 
\[ \sum_{i \in B} |x'_i| \leq \sum_{i \in B} \left( 1 - \frac{3}{2} \varepsilon \right) |x_i| \leq \sum_{i \in G} \left( 1 - \frac{3}{2} \varepsilon \right) |x_i| \leq \sum_{i \in G} |x'_i| \]
which proves the claim since the \( x'_i \) partition \( Z \).

To finish the proof of the lemma, consider the vector \( u \), equal to the union of all the bits that have been flipped by the decoder after all four substeps of the parallel decoding step. Consider a local dual tensor codeword \( x_i \) from the above sequence \( x_1, \ldots, x_m \), for \( i \in G \). We wish to prove that a constant fraction of its support is included in the support of \( u \). The local vector \( x_i \) sits in the local view of some vertex \( v \). Let \( y = |u \cap x'_i| \). We must have \[ |x'_i| - y \leq \frac{3}{4} |x_i| \] Indeed, suppose otherwise: let \( z_v \) be the local dual tensor codeword that the parallel local decoder at \( v \) has flipped when it was its turn to decode (with possibly \( z_v = 0 \)). Note that we must have \( z_v \subseteq u \) by definition of \( u \). We have
\[ |\hat{Z}| - |\hat{Z} + z_v| \geq |z_v|/2 \quad (11) \]
where \( \hat{Z} \) is the local view of the mismatch at \( v \), at the moment when it is \( v \)'s turn to decode. Now since \( x'_i \setminus u \) has been left untouched by the decoder throughout the round of parallel decoding, we must have \( |x'_i \setminus u| \leq \hat{Z} \) and \( |x'_i \setminus u| \leq \hat{Z} + z_v \). Therefore, it must be the case that if, just after \( \ell \) has flipped \( z_v \), we flip \( x_i \), we remove at least \( |x'_i| - y \geq \frac{3}{4} |x_i| \) coordinates from the current mismatch \( \hat{Z} + z_v \) and therefore add at most \( |x_i|/4 \) coordinates to it. In other words,
\[ |\hat{Z} + z_v| - |\hat{Z} + z_v + x_i| \geq |x_i|/2. \]
Adding to this inequality the inequality (11), we get
\[ |\hat{Z}| - |\hat{Z} + z_v + x_i| \geq |x_i|/2 + |z_v|/2 \geq |x_i + z_v|/2. \]

Since we have at least \( |x'_i \setminus u| \geq \frac{3}{4} |x_i| \) coordinates of \( x_i \) that are disjoint from \( u \) and hence disjoint from \( z_v \), we must have \( |x_i + z_v| > |z_v| \), which means that the local decoder at \( v \) would have preferred \( x_i + z_v \) over \( z_v \) when it was its turn to decode, since it is instructed to maximise the Hamming weight of the local codeword it flips. This establishes the contradiction and proves therefore
\[ |x'_i| - y < \frac{3}{4} |x_i|. \]
This implies
\[ y \geq |x'_i| - \frac{3}{4} |x_i| \geq \left( 1 - \frac{3}{2} \varepsilon \right) |x_i| \geq \left( 1 - \frac{3}{2} \varepsilon \right) \frac{1}{4} |x_i| \]
since \( i \in G \), and therefore, since the \( x'_i \) are disjoint,
\[ |u| \geq \left( 1 - \frac{3}{2} \varepsilon \right) \sum_{i \in G} |x_i|. \]

By writing \( \sum_{i \in G} |x_i| \geq \sum_{i \in G} |x'_i| \) and applying Claim 1, we get that
\[ |u| \geq \left( 1 - \frac{3}{2} \varepsilon \right) \frac{1}{4} |Z|. \]

We conclude the proof by noticing that if the total number of bits that are flipped by the decoder is \( N \) (where a bit may be flipped multiple times, everywhere contributing to \( N \)), then the mismatch weight is decreased by at least \( N/2 \), by definition of the decoding criterion; so the claim follows since the total number of bits flipped by the decoder is at least \( |u| \).

\[ \text{Lemma 19:} \quad \text{Let } \varepsilon \in (0, 1/2). \text{ If the Hamming weight } |e| \text{ is less than } \frac{1}{216} \varepsilon^3 \kappa^2 \delta^2 \frac{n}{\Delta}, \]

Then sequential decoding with parameter 1/2 is guaranteed to terminate. Furthermore, at any stage during the mismatch decoding procedure, if the sequential decoding parameter is switched from 1/2 to \( \varepsilon \), then mismatch decomposition is also guaranteed to terminate. What the conclusion of Lemma 19 means is that, if \( Z = \hat{Z}_0 \) is the original mismatch vector after preprocessing, denoting by \( \hat{Z}_\ell \) the mismatch vector after \( \ell \) sequential decoding steps, i.e.
\[ \hat{Z}_\ell = Z + x_1 + \ldots + x_\ell, \]

where \( x_1, \ldots, x_\ell \) is the sequence of local dual tensor codeword increments, satisfying
\[ |\hat{Z}_j| - |\hat{Z}_j + x_{j+1}| \geq |x_{j+1}|/2 \]
for \( j < \ell \), then it is possible to extend the sequences \( x_1, \ldots, x_\ell \) and \( Z_0, \ldots, Z_\ell \) to \( x_1, \ldots, x_m \) and \( Z_0, \ldots, Z_\ell, \ldots, Z_m = 0 \), with
\[ |\hat{Z}_j| - |\hat{Z}_j + x_{j+1}| \geq (1 - \varepsilon)|x_{j+1}| \]
for \( j = \ell + \ldots + m - 1 \).

\[ \text{Proof of Lemma 19:} \quad \text{Assume that after a certain number of sequential decoding steps, the decoder has flipped successively the local dual tensor codewords } x_1, x_2, \ldots, x_\ell. \text{ Since for every codeword } x_i \text{ that is flipped the mismatch decreases by at least } |x_i|/2, \text{ we must have} \]
\[ \frac{1}{2^\ell}(|x_1| + |x_2| + \cdots + |x_\ell|) \leq |Z|. \]

where \( |Z| \) is the original mismatch vector computed after the preprocessing phase. Robustness implies that \( ||x|| \leq \frac{1}{\kappa \Delta} |x| \) and we may therefore write
\[ ||x_1|| + ||x_2|| + \cdots + ||x_\ell|| \leq \frac{2}{\kappa \Delta} |Z|. \]

Applying Lemma 17 we therefore obtain that
\[ ||\hat{Z}_\ell|| \leq ||Z|| + ||x_1|| + ||x_2|| + \cdots + ||x_\ell|| \leq \frac{4}{\kappa \Delta} (1 + 2^\ell) |e| = \frac{12}{\kappa \Delta} |e| \]
where \( \hat{Z}_\ell \) is the current mismatch after \( x_1, \ldots, x_\ell \) have been flipped, and we used that \( \kappa < 1 \). Therefore, if we impose the condition
\[ |e| \leq \frac{1}{216} \varepsilon^3 \kappa^2 \delta^2 \frac{n}{\Delta} < \frac{1}{12} \varepsilon^3 \kappa^2 \delta^2 \frac{n}{\Delta} = \frac{\kappa \Delta}{12} \frac{1}{12} \delta^2 \varepsilon^3 \kappa |V_0|, \]
we obtain that \( ||\hat{Z}_\ell|| \) must be bounded from above by \( \frac{1}{12} \delta^2 \varepsilon^3 \kappa |V_0| \). Since the set \( S \) of active vertices for \( ||\hat{Z}_\ell|| \) in any one of the four types of vertices \( V_{00}, V_{01}, V_{10}, V_{11} \) must
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satisfy $|S| \leq |\tilde{Z}_t|$, we have that Theorem 12 applies and there exists $x_{t+1}$ such that $|\tilde{Z}_t| - |\tilde{Z}_t + x_{t+1}| \geq (1 - \varepsilon)|x_{t+1}|$. Since $\varepsilon \leq 1/2$, we have that $x_{t+1}$ is also a valid choice for the sequential decoder with parameter 1/2, and we may therefore reapply the very same argument iteratively to obtain the required sequence $x_{t+1}, \ldots, x_m$.

**Theorem 20:** Fix $\varepsilon \in (0, 1/6)$. If the Hamming weight $|e|$ is less than
\[
\frac{1}{2^{1/4}} \min\left(\frac{\varepsilon^2}{16}, \kappa^2 \right) \kappa^2 n^2 \delta^2 \Lambda,
\]
then the parallel decoder returns a valid correction in logarithmic time.

**Proof:** We make the remark that a substep of parallel decoding has the same effect on the mismatch as that of a sequence of successive increments by the sequential decoder of parameter 1/2. Therefore, after any number of rounds of parallel decoding, we are in the same situation as if a sequential decoder of parameter 1/2 had been applied, and Lemma 19 applies, which in turn implies that Lemma 18 applies, so that the parallel decoder terminates in a logarithmic number of rounds.

It remains to prove that the output $\hat{e}$ of the decoder is such that $|e + \hat{e}|$ is smaller than the minimum distance of the quantum code. This argument is very close to that of the end of the proof of Theorem 13.

Recall that
\[
|e + \hat{e}| = \left| \sum_{v \in V_0} (e_v + \varepsilon_v) + \hat{C}_0 + \hat{R}_1 \right|
\]
where $e_v$ is the initial error vector restricted to the local view at $v$, and $\hat{C}_0, \hat{R}_1$ are the output of the decoder. We have $|\varepsilon_v| \leq |e_v|$ so that
\[
|e + \hat{e}| \leq 2|e| + |\hat{C}_0 + \hat{R}_1|.
\]
To evaluate $|\hat{C}_0 + \hat{R}_1|$, we make the remark that every local dual tensor codeword $x_i$ that is used by an iteration of the parallel decoder contributes at most $\|x_i\|$ non-zero row and column vectors to $\hat{C}_0 + \hat{R}_1$. Therefore,
\[
|\hat{C}_0 + \hat{R}_1| \leq \Delta \sum_i \|x_i\|
\]
where the sum runs over all increments applied by the decoder. Applying robustness $\|x_i\| \leq \frac{1}{\kappa^2} |x_i|$ and
\[
\frac{1}{2} \sum_i |x_i| \leq |Z|
\]
where $Z$ is the initial mismatch vector, we obtain
\[
|\hat{C}_0 + \hat{R}_1| \leq \frac{2}{\kappa} |Z|.
\]
Writing $|Z| \leq 4|e|$ from Lemma 17, we get
\[
|\hat{C}_0 + \hat{R}_1| \leq \frac{8}{\kappa} |e|.
\]
Since $\kappa < 1$, we may write $2|e| \leq \frac{3}{2} |e|$, and now we have
\[
|e + \hat{e}| \leq \frac{2}{\kappa} |e| + |\hat{C}_0 + \hat{R}_1| \leq \frac{10}{\kappa} |e|
\]
which is smaller than the minimum distance of the quantum code whenever $|e| \leq \frac{\kappa^2 \delta^2}{2^{1/2} \delta} \leq \frac{\kappa^2 \delta^2}{10^{1/2} \delta}$. \qed
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