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\textbf{ABSTRACT}

In this paper, a new feature extraction method is presented based on spectro-temporal representation of speech signal for phoneme classification. In the proposed method, an artificial neural network approach is used to cluster spectro-temporal domain. Self-organizing map artificial neural network (SOM) was applied to clustering of features space. Scale, rate and frequency were used as spatial information of each point and the magnitude component was used as similarity attribute in clustering algorithm. Three mechanisms were considered to select attributes in spectro-temporal features space. Spatial information of clusters, the magnitude component of samples in spectro-temporal domain and the average of the amplitude components of each cluster points were considered as secondary features. The proposed features vectors were used for phonemes classification. The results demonstrate that a significant improvement is obtained in classification rate of different sets of phonemes in comparison to previous clustering-based methods. The obtained results of new features indicate the system error is compensated in all vowels and consonants subsets in compare to weighted K-means clustering.

\textbf{1. INTRODUCTION}

Spectro-temporal representation of the speech signal is considered as one of the important approaches to increase efficiency of speech recognition [1, 2]. One of the limitations of this model is its high dimensional output [3–5]. The output of auditory model is four-dimensional array including the scale, rate, frequency, and time. In recent years, auditory model was used to extract the spectro-temporal features in many applications of speech processing [6–13]. Because of large dimensions of spectro-temporal features space, selection of discriminative features is a crucial task for phoneme classification. Therefore, in recent researches, clustering methods were used to reduce dimension of spectro-temporal features space and extract valuable discriminative information of speech signal. In these methods, output of this model was considered as the primary features vectors and clustered using Gaussian Mixture Model and weighted K-Means [14–17]. Then, the mean vectors and covariance matrices elements of the clusters are considered as secondary features in each speech frame. However, the high computational cost of these methods limited their usability in practical applications. In this article a new method is proposed to extract the discriminative features in spectro-temporal domain. The specific contributions of the manuscript can be described as follows:

In the proposed method, the artificial neural network was used for clustering of spectro-temporal domain according to the capability of artificial neural networks to cluster high-dimensional data [18–21]. The scale, the rate, frequency and magnitude of each point were assumed as primary features in input vector to cluster using the artificial neural network. The mean vectors, covariance matrices of clusters and the average of the amplitude components of each cluster points were considered as attributes in the secondary feature vectors. The proposed secondary feature vectors were used to classify different categories of phonemes.
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Clustering-based spectro-temporal feature extraction method is briefly discussed in section 2. The proposed secondary feature extraction using the artificial neural network in spectro-temporal domain is presented in section 3. In section 4, the proposed features are experimentally evaluated for phoneme classification of English languages and compared to existing clustering-based approaches. Finally, the paper is concluded in section 5.

2. SECONDARY FEATURES EXTRACTION METHOD IN SPECTRO-TEMPORAL DOMAIN USING CLUSTERING METHOD

The auditory model has two main stages. In the primary stage of this model, an auditory spectrogram was extracted for the input acoustic signal. In the cortical stage, the spectro-temporal features of speech were extracted by applying a set of two dimensional spectro-temporal receptive field (STRF) filters on the spectrogram. The output of cortical stage of auditory model is 4-dimensional vector (scale, frequency, and time). In the clustering-based feature extraction method, the multi-dimensional cortical output was clustered using Gaussian Mixture Model (GMM) and Weighted K-Means (WKM) clustering algorithm. Then, attributes of the clusters such as components of mean and variance vectors were considered as secondary features. Finally, the extracted secondary features were sorted using their estimated weight in the clustering algorithm.

3. SPECTRO-TEMPORAL FEATURES EXTRACTION USING ARTIFICIAL NEURAL NETWORK

In recent researches, the artificial neural network was used to extract the secondary features in various application of speech processing [22–24]. In the proposed feature extraction method, the artificial neural network was used for clustering of spectro-temporal space. The overall architecture of the proposed method illustrated in Figure 1. As it is shown, in the first stage, the auditory spectrogram of the speech signal was computed. Then, in the cortical stage, spectro-temporal modulations were estimated. The auditory spectrogram was obtained using an infinite impulse response (IIR) filter bank with 128 frequency channels between 180 and 7246 Hz at the resolution of 24 channels per octave. In addition, a time constant of 8ms was used for the leaky time integration and filter-bank outputs were sampled every 4 ms to compute the auditory spectrogram. Temporal parameter of the filters (rate) ranging from 2 to 32 Hz and spectral parameter of the filters (scale) ranging from 0.25 to 8 cycle/octave are considered to represent the spectro-temporal modulations of the speech signal. In the next stage, the primary feature vector was extracted using thresholding techniques. The spatial information (scale, rate and frequency) and the magnitude of each point were considered in primary feature vectors. Therefore, primary feature vectors, \( v_i = (r_i, s_i, f_i, |A_i|) \), were four-dimensional vector. In this vector, \( r_i \) denotes the rate, \( s_i \) is the scale, \( f_i \) is the frequency and \( |A_i| \) is magnitude component of each point in spectro-temporal space. These vectors were clustered by the artificial neural network. Eventually, the secondary feature vectors were extracted using the output data of artificial neural network, and used for phoneme classification. In the primary feature extraction algorithm, the amplitude of each sample in spectro-temporal feature space (\( |A_i| \)) was compared with the maximum amplitude value (\( A_{\text{max}} \)) in a speech frame. If the amplitude of each point was higher than an empirically determined threshold value, this point was considered in input vector for clustering. Therefore, valuable discriminative information was only considered in the clustering process. In the proposed secondary feature extraction method, self-organizing map artificial neural network (SOM) was used for clustering of spectro-temporal feature space. SOM is the unsupervised networks. Primary feature vectors, \( v_i \) was 4-dimensional vector. Therefore, the input vector of SOM network was a \( N \times 4 \) matrix which contains \( N \) four-dimensional samples. As a result, \( N \) four-dimensional input was applied to the SOM network to cluster spectro-temporal domain. In the previous research, three clusters were used for clustering of spectro-temporal feature space in each frame. In this study, assuming three clusters in each frame, three neurons were considered for the artificial neural networks. Block diagram of SOM network is shown in Figure 2. Three-dimensional representation of extracted clusters using SOM network for /g/ phoneme is shown in Figure 3.

![Figure 1. The overall architecture of proposed feature extraction method](image-url)
3. 1. Clustering-based Features Extraction using SOM Network in Spectro-temporal Domain  

In proposed secondary feature extraction method, three mechanisms were considered for feature selection in spectro-temporal domain. In the first mechanism, 18 components consist of mean vector \( \left( \mu_i = (\mu_{t_1}, \mu_{t_2}, \mu_{t_3}) \right) \) and variance vector of clusters \( \left( \sigma_i = (\sigma_{t_1}, \sigma_{t_2}, \sigma_{t_3}) \right) \) were considered \( (V_{SOM,18} = (\mu_i, \sigma_i)) \). Spatial information of clusters was considered in this mechanism. The attributes of clusters were sorted with respect to their energy in spectro-temporal space. In the second mechanism, 24 attributes were considered in secondary features vectors \( (V_{SOM,24}) \). In this feature vector, mean and variance vectors of clusters were also sorted based on energy measure. Each mean or variance vector consists of four components as \( \mu_i = (\mu_{t_1}, \mu_{t_2}, \mu_{t_3}, \mu_{t_4}) \) and \( \sigma_i = (\sigma_{t_1}, \sigma_{t_2}, \sigma_{t_3}, \sigma_{t_4}) \). In this mechanism, spatial information and the magnitude component of each point were considered in the secondary feature vectors. In the third feature selection mechanism, secondary features vectors consist of 27 attributes \( (V_{SOM,27}) \). In this mechanism, in addition to 4-dimensional information of clusters, the average of the amplitude components of each cluster points were considered as attribute. The average of the amplitude components of each cluster, \( \bar{w}_i \), was calculated as follows:

\[
\bar{w}_i = \frac{1}{N} \sum_{l=1}^{N} w_l
\]

where, \( w_l \) denotes the weight of each point (magnitude component) in spectro-temporal domain. \( n \) and \( N \) are the number of clusters and the number of points in each cluster.

4. EXPERIMENTAL RESULTS

To evaluate the performance of the proposed method, all types of secondary features vectors (secondary features vectors include 18, 24 and 27 attributes), were used for phonemes classification. The proposed features were evaluated on clean speech from TIMIT database [25]. In this study, SVM classifier was used for phoneme classification [26]. In addition, the optimum values of RBF-SVM parameters (kernel parameter \( \gamma \) and miss-classification cost \( C \)) were empirically determined using a grid search strategy to optimize the classification rate.

4. 1. Classification Test  
The classification error rate of phonemes (/b/, /d/, /g/) was tabulated for some dialects of TIMIT database using the proposed features in comparison to Mel-frequency cepstral coefficients (MFCC) [27] and WKM-based feature vectors (see Table 1).

It is obvious that, the classification results were improved using the proposed features in compare to MFCC and WKM-based features. Also, it is observed that the proposed feature vector consisting of mean and variance vectors of clusters and the average of the amplitude components, \( V_{SOM,27} \), gave considerable better results for phoneme classification. Therefore, using the average of the amplitude components of each cluster in the secondary feature vectors improves the phoneme classification rate. Therefore, most of experiments were performed using proposed feature vector including 27 attributes \( (V_{SOM,27}) \). Confusion matrix for classification of (/b/, /d/, /g/) phonemes using WKM-based features and proposed features in were shown in Tables 2 and 3.

It was found that the phoneme /d/ was recognized better than in compare to other phonemes and the greatest error rate was observed for the phoneme /b/ which was recognized incorrectly as /d/.

Simulation was down using MATLAB. Processing time evaluation of proposed features in comparison of MFCC and WKM-based features was shown in Table 4.

| Table 1. /b/, /d/, /g/ phonemes classification error rate |
|---------------------------------------------------------|
| Dialect     | MFCC  | WKM  | \( V_{SOM,18} \) | \( V_{SOM,24} \) | \( V_{SOM,27} \) |
|------------|-------|------|----------------|----------------|----------------|
| Dialect1   | 32.1  | 25.9 | 24.9          | 23.3           | 22.8           |
| Dialect2   | 35.6  | 29.2 | 31.6          | 29.0           | 28.1           |
| Dialect3   | 35.7  | 28.4 | 28.1          | 26.2           | 26.7           |
| Dialect7   | 35.1  | 29.3 | 27.4          | 28.4           | 28.6           |
| Average    | 35.4  | 28.2 | 28.0          | 26.7           | 26.6           |
classification error rate was improved using the proposed secondary features in comparison to MDF, MFCC and WKM-based features. In addition, the relative error improvement in phoneme classification in compare to WKM based features is shown in this table. In vowels, the greatest improvement was obtained for front vowel 50.2 and back vowel 50.4.

5. CONCLUSION

In this paper, clustering-based method was presented for secondary features extraction in spectro-temporal domain. In the proposed method, the spectro-temporal domain was clustered using SOM artificial neural networks to extract valuable discriminative information of speech signal. Three types of secondary feature vectors were applied for phonemes classification. Spatial information, the magnitude component of each sample in spectro-temporal domain and the average of the amplitude components of each cluster points were considered as attributes in proposed features vectors. The proposed features were evaluated in compare to MDF, MFCC and WKM clustering-based features for phonemes classification. The experimental results indicate that the proposed features performed better for phoneme classification in comparison to MFCC, MDF and WKM-based features. The greatest improvement was obtained for back vowel 50.4. In consonants, the greatest improvement was achieved for unvoiced fricatives 24.3.
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چکیده
در این مقاله، یک روش جدید استخراج ویژگی بر مبنای بارمانی طبقه‌بندی-زمینی میکانال خوشه‌بندی برای طبقه‌بندی ویژگی‌های ارائه شده است. در روش پیشنهادی، از شبکه عصبی برای خوشه‌بندی فضایی-زمینی استفاده می‌شود. شبکه عصبی تک‌نگاهی ویژگی به عنوان عضویت اعداد در فضای پایه اعمال شد. مقياس، نرخ و فرکانس به عنوان اطلاعات مکانی هر نقطه و مولفه دامنه به عنوان ویژگی شایسته در الگوریتم خوشه‌بندی استفاده شد. سه مکان از انتخاب ویژگی‌ها در فضای طبقه‌بندی-زمینی در نظر گرفته شد. اطلاعات مکانی خوشه‌ها، مولفه دامنه نقاط فضایی-زمینی و میانگین مولفه‌های دامنه نقاط عضویت در فضای طبقه‌بندی-زمینی در نظر گرفته شد. بردارهای ویژگی بیشتری برای طبقه‌بندی ویژگی‌های مختلف ویژگی‌ها در مقایسه با ویژگی‌های مبنای بر خوشه‌بندی موجود به دست‌آمده است. نتایج به دست‌آمده با استفاده از خوشه‌بندی-زمینی و میانگین وزن‌دار بهبود یافته است.