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Abstract—We consider the problem of rate allocation in a fading Gaussian multiple-access channel with fixed transmission powers. The goal is to maximize a general concave utility function of the expected achieved rates of the users. There are different approaches to this problem in the literature. From an information theoretic point of view, rates are allocated only by using the channel state information. The queueing theory approach utilizes the global queue-length information for rate allocation to guarantee throughput optimality as well as maximizing a utility function of the rates. In this work, we make a connection between these two approaches by showing that the information theoretic capacity region of a multiple-access channel and its stability region are equivalent. Moreover, our numerical results show that a simple greedy policy which does not use the queue-length information can outperform queue-length based policies in terms of convergence rate and fairness.

I. INTRODUCTION

Dynamic allocation of communication resources such as bandwidth or transmission power is a central issue in multiple access channels (MAC) in view of the time varying nature of the channel and interference effects. Most of the existing literature on resource allocation in multiple access channels focuses on specific communication schemes such as TDMA (time-division multiple access) [1] and CDMA (code-division multiple access) [2], [3] systems. An exception is the work by Tse et al. [4], who introduced the notion of throughput capacity for the fading channel with Channel State Information (CSI) and studied dynamic rate allocation policies with the goal of maximizing a linear utility function of rates over the throughput capacity region.

Another important literature relevant to our work appears in the context of cross-layer design, where joint scheduling-routing-flow control algorithms have been proposed and shown to achieve utility maximization for concave utility functions while guaranteeing network stability (e.g. [5], [6], [7], [8]).
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The common idea behind these schemes is to use properly maintained queues to make dynamic decisions about new packet transmission as well as rate allocation.

Some of these works ([6], [7]) explicitly address the fading channel conditions, and show that the associated policies can achieve rates arbitrarily close to the optimal based on a design parameter choice. Requiring global queue-length information may impose much more overhead on the system than channel state information, because for a slow fading channel the sampling rate for channel estimation is significantly smaller than the data arrival rate which dictates the necessary sampling rate for obtaining the queue-length information.

In this paper, we consider the problem of rate allocation in a multiple access channel with perfect CSI. We assume that the transmitters do not have power control feature, and no prior knowledge of channel statistics is available. We first relates the information theory and queueing theory approaches by showing the equivalence between the information theoretic capacity region of a multiple-access channel and its stability region. Hence, we conclude that the policies assigning rates form the capacity region of a multiple-access channel are indeed throughput optimal.

We consider the utility maximization framework with a general concave utility function of the rates to model different performance metrics and fairness criteria (cf. Shenker [9], Srikant [10]). We present an efficient greedy rate allocation policy [11] which is in general suboptimal but does not require queue-length information, and compare its performance with the queue-length based policy by Eryilmaz and Srikant [6] for different scenarios with limited communication duration.

The remainder of this paper is organized as follows: In Section II, we introduce the model and describe the capacity region of a multiple-access channel. In Section III, we relate the information theory and queueing theory approaches to resource allocation. In Section IV, we present a dynamic rate allocation policy designed by each of these approaches. In Section V, we provide the simulation results to compare the performance of the presented policies under different scenarios. Finally, we give our concluding remarks in Section VI.

II. SYSTEM MODEL

We consider $M$ users sharing the same media to communicate to a single receiver. We model the channel as a Gaussian
multiple access channel with flat fading effects

\[ Y(t) = \sum_{i=1}^{M} \sqrt{H_i(t)} X_i(t) + Z(t), \]  

(1)

where \( X_i(t) \) are the transmitted waveform with average power \( P_i \), \( H_i(t) \) is the channel gain corresponding to the \( i \)-th user and \( Z(t) \) is white Gaussian noise with variance \( N_0 \). We assume that the channel gains are known to all users and the receiver

Throughout this work we assume that the transmission powers are fixed and no prior knowledge of channel statistics is available.

First, consider the non-fading case where the channel gains are fixed. The capacity region of the Gaussian multiple-access channel with no power control is described as follows [12]

\[ C_g(P, h) = \left\{ R \in \mathbb{R}^M_+ : \sum_{i \in S} R_i \leq C \left( \sum_{i \in S} h_i P_i, N_0 \right), \right. \]

for all \( S \subseteq \mathcal{M} = \{1, \ldots, M\} \}, \]  

(2)

where \( P_i \) and \( R_i \) are the \( i \)-th transmitter’s power and rate, respectively. \( C(P, N) \) denotes Shannon’s formula for the capacity of an AWGN channel given by

\[ C(P, N) = \frac{1}{2} \log \left( 1 + \frac{P}{N} \right) \text{ nats}. \]  

(3)

For a multiple-access channel with fading, but fixed transmission powers \( P_i \), the throughput capacity region is given by averaging the instantaneous capacity regions with respect to the fading process [13],

\[ C_a(P) = \left\{ R \in \mathbb{R}^M_+ : \left[ \sum_{i \in S} R_i \leq \mathbb{E}_H \left[ C \left( \sum_{i \in S} H_i P_i, N_0 \right) \right] \right], \right. \]

for all \( S \subseteq \{1, \ldots, M\} \}, \]  

(4)

where \( \mathbb{E}_H \) denotes the expectation with respect to \( H \), that is a random vector with the stationary distribution of the fading process. Under the utility maximization framework, the goal is to find optimal rate allocation policy with respect to the utility function, \( u(\cdot) \), as defined in the following.

**Definition 1:** [Optimal Policy] The optimal rate allocation policy denoted by \( R^* : \mathbb{R}^M \rightarrow \mathbb{R}^M \) is a mapping that satisfies \( R^*(H) \in C_g(P, H) \) for all \( H \), and

\[ \mathbb{E}_H[R^*(H)] = R^* \in \arg\max \ u(R) \]

subject to \( R \in C_a(P) \). \]  

(5)

### III. Stability Region and Information Theoretic Capacity Region

In this part, first we make a connection between information theory and queueing theory approaches by showing the information theoretic capacity region of a multiple access channel and its stability region coincide. The stability region

\[ Q_i(t+n) = \begin{cases} Q_i(t) + \sum_{\tau=t}^{t+n-1} A_i(\tau), & Q_i(t) + \sum_{\tau=t}^{t+n-1} A_i(\tau) < nR_i \\ Q_i(t) - nR_i S_i(t) + \sum_{\tau=t}^{t+n-1} A_i(\tau), & \text{otherwise.} \end{cases} \]  

(7)

This assumption is satisfied in practice when the receiver measures the channels and feeds back the channel information to the users.
where $Q_i(t)$ denotes the queue-length of user $i$, and $S_i(t)$ are Bernoulli random variables that take value 0 with probability $P_e$. Let $V(Q) = \sum_{i=1}^{M} Q_i^2$ be the Lyapunov function, and define the $n$-slot drift as follows:

$$
\Delta_n(Q(t)) = \mathbb{E} \left[ V(Q(t+n)) - V(Q(t)) \mid Q(t) \right] \quad (8)
$$

$$
= \sum_{i=1}^{M} \mathbb{E} \left[ Q_i^2(t+n) - Q_i^2(t) \mid Q(t) \right]. 
$$

(9)

Given the queue dynamics in (7), we can bound each term in (9) as follows. For the case that $Q_i(t) \geq nR_i = n(\lambda_i + \epsilon)$, we have

$$
\mathbb{E} \left[ Q_i^2(t+n) - Q_i^2(t) \mid Q(t) \right] = \mathbb{E} \left[ (Q_i(t+n) - Q_i(t))(Q_i(t+n) + Q_i(t)) \mid Q(t) \right]
$$

$$
+ \mathbb{E} \left[ \left( \sum_{t=t}^{t+n-1} A_i(\tau) - nR_i S_i(\tau) \right)^2 \mid Q(t) \right]
$$

$$
= 2Q_i(t) \left( n\lambda_i - n(\lambda_i + \epsilon)(1 - P_e) \right)
$$

$$
+ nE[A_i^2(t)] + n(n-1)\lambda_i^2 + n^2R_i^2(1 - P_e)
$$

$$
- 2n^2\lambda_i R_i(1 - P_e)
$$

$$
= 2nQ_i(t)(P_e\lambda_i + \epsilon - \epsilon)_i^t + B_i'
$$

$$
\leq -(n\epsilon)Q_i(t) + B_i' = -\epsilon'Q_i(t) + B_i',
$$

where $B_i' \leq nE[A_i^2(t)] + n^2(P_e\lambda_i + \epsilon R_i) < \infty$, and the inequality follows from (6).

Now consider the case that $Q_i(t) < nR_i$, where $n$ is a fixed finite number. Since the queue-length is bounded at time $t$, it will remain bounded at time $t+n$, even if no successful transmission occurs between $t$ and $t+n$. Thus, we can write a negative drift for $Q_i$. In particular

$$
\mathbb{E} \left[ Q_i^2(t+n) - Q_i^2(t) \mid Q(t) \right] = \mathbb{E} \left[ 2Q_i(t) \left( \sum_{t=t}^{t+n-1} A_i(\tau) \right) \mid Q(t) \right]
$$

$$
+ \mathbb{E} \left[ \left( \sum_{t=t}^{t+n-1} A_i(\tau) \right)^2 \mid Q(t) \right]
$$

$$
= 2Q_i(t)(n\lambda_i - n\epsilon + \frac{\epsilon}{2} + \frac{\epsilon}{2}) + nE[A_i^2(t)] + n(n-1)\lambda_i^2
$$

$$
= -(n\epsilon)Q_i(t) + n^2R_i^2(2\lambda_i + \epsilon) + nE[A_i^2(t)] + n(n-1)\lambda_i^2
$$

$$
\leq -\epsilon'Q_i(t) + B_i'
$$

where $B_i' = n^2R_i^2(2\lambda_i + \epsilon) + nE[A_i^2(t)] + n(n-1)\lambda_i^2 < \infty$.

The total Lyapunov drift can be written as

$$
\Delta_n(Q(t)) = \sum_{i=1}^{M} \mathbb{E} \left[ Q_i^2(t+n) - Q_i^2(t) \mid Q(t) \right]
$$

$$
\leq -\epsilon' \sum_{i=1}^{M} Q_i(t) + B,
$$

(10)

where $B = \sum_{i=1}^{M} \max\{B_i', B_i''\} < \infty$.

Therefore, by Lemma 1, the network is stable for all arrival rates $\lambda$ in the interior of the information theoretic capacity region. Hence, $C \subseteq \Gamma$.

For the converse part, suppose $\lambda \notin C$. We show that no scheduling policy can stabilize the queues. Since $\lambda \notin C$, there exists some $S \subseteq M$ such that

$$
\sum_{i \in S} \lambda_i \geq C(\sum_{i \in S} P_i, N_0) + \epsilon,
$$

for some $\epsilon > 0$. It follows from Fano’s inequality [12] that transmission rate tuple $R$ per channel use and the probability of error, $P_e$, satisfy the following

$$
\sum_{i \in S} R_i \leq C(\sum_{i \in S} P_i, N_0) + P_e \sum_{i \in S} R_i. \quad (11)
$$

Therefore, by the Strong Law of Large Numbers we have

$$
\sum_{i \in S} Q_i(t) = \sum_{i \in S} \sum_{\tau=0}^{t-1} A_i(\tau) - t \sum_{i \in S} R_i(1 - P_e)
$$

$$
= t \sum_{i \in S} \lambda_i - t(1 - P_e) \sum_{i \in S} R_i
$$

$$
\geq t \left( C(\sum_{i \in S} P_i, N_0) + \epsilon \right) - tC(\sum_{i \in S} P_i, N_0) = t\epsilon,
$$

where the inequality directly follows from (11). By taking the limit as $t$ goes to infinity, we conclude that not all the queues in the network can be stabilized. This establishes the converse and hence, equivalence of the stability region and information theoretic region of the multiple access channel.

The proof of Theorem 1 simply generalizes for the case of fading multiple access channel using the achievable proof of fading MAC and by taking the expectations with respect to the fading process. Next, we present dynamic rate allocation policies designed from information theory and queueing theory point of view.

IV. DYNAMIC RATE ALLOCATION POLICIES

In this section, we first present a greedy rate allocation policy that only uses the instantaneous channel state information to allocate rates to different users.

Definition 2: [Greedy Policy] A greedy rate allocation policy, denoted by $\mathcal{R}$, is given by

$$
\mathcal{R}(H) = \arg\max \ u(R)
$$

subject to $R \in C_g(P, H)$

(12)

i.e., for each channel state, the greedy policy chooses the rate vector that maximizes the utility function over the corresponding capacity region.

This policy can be implemented efficiently by exploiting polymatroid structure of MAC capacity region leading to a gradient projection method with approximate projection [17]. Note that the greedy policy is not necessarily optimal for general concave utility functions. However, it can be shown [11] that under some mild technical assumptions, the performance difference between the greedy and the optimal policy (cf. Definition 1)
is bounded. This bound goes to zero as the utility tends to a linear function or the channel variations vanish.

Now, we present a rate allocation policy for fading multiple access channel by Eryilmaz and Srikant [6]. This policy explicitly uses queue-length information in order to guarantee stability of the network and also captures some fairness issues by considering the following utility function:

$$u(R) = \sum_i w_i f_\alpha(R_i),$$

where $f_\alpha(\cdot)$ denotes an $\alpha$-fair function given by

$$f_\alpha(x) = \begin{cases} \frac{x^{1-\alpha}}{1-\alpha}, & \alpha \neq 1 \\ \log(x), & \alpha = 1. \end{cases}$$

As illustrated in Figure 1, $Q_i(t)$ is the queue-length of the $i$-th user. The evolution of the $i$-th queue is given by

$$Q_i(t+1) = \left( Q_i(t) + a_i(t) - \mu_i(t) \right)^+, \tag{13}$$

where $a_i(t)$ and $\mu_i(t)$ denote the arrivals and service of queue $i$, respectively. At time slot $t$, the scheduler chooses the service rate vector $\mu(t)$ based on a max-weight policy, i.e.,

$$\mu(t) = \arg\max_{\mu} \sum_{i=1}^M Q_i(t)R_i \quad \text{subject to} \quad R \in C_\mu(P, H(t)). \tag{15}$$

The congestion controller proposed in [6] leads to a fair allocation of the rates for a given $\alpha$-fair utility function. In particular, the data generation rate for the $i$-th transmitter, denoted by $a_i(t)$ is a random variable satisfying the following conditions:

$$\mathbb{E}[a_i(t) | Q_i(t)] = \min \left\{ K \left( \frac{w_i}{Q_i(t)} \right)^{\frac{1}{\alpha}}, D \right\},$$

$$\mathbb{E}[a^2_i(t) | Q_i(t)] \leq U < \infty, \quad \text{for all } Q_i(t), \tag{16}$$

where $\alpha$, $D$, and $U$ are positive constants. The following theorem from [6] states that the parametric rate allocation policy presented above is asymptotically optimal as $K$ grows to infinity.

**Theorem 2:** Let $R^*$ be the optimal solution of the optimization problem (5). The mean stationary service rate vector converges to $R^*$ as $K$ increases, i.e.,

$$|\bar{\mu} - R^*_i| \leq B(K)^{-\alpha/2},$$

where $B$ is a finite positive constant and $\bar{\mu}$ is the mean service rate provided by the rate allocation algorithm under the stationary distribution of the Markov chain. Moreover, for any initial queue-length vector $Q(0)$, we have

$$\lim_{T \to \infty} \frac{1}{T} \sum_{t=0}^{T-1} \min \left\{ K \left( \frac{w_i}{Q_i(t)} \right)^{\frac{1}{\alpha}}, D \right\} = \bar{\mu}, \quad \text{almost surely.}$$

The proof and further details are given in [6]. In the following, we shall study the performance of this policy further using numerical results in the following section.

V. SIMULATION RESULTS AND DISCUSSION

In this section, we provide simulation results to compare performance of the rate allocation policies presented in Section IV. For this simulations, we make the reasonable assumption that the channel state processes are generated by independent identical finite state Markov chains.

We consider two different scenarios to compare the performance of the greedy policy with the queue-based rate allocation policy by Eryilmaz and Srikant [6]. This policy, parameterized by some parameter $K$, uses queue length information to allocate the rates arbitrarily close to the optimal policy by choosing $K$ large enough. The greedy policy as defined in Definition 2 only uses the channel state information and does not require queue-length information for dynamic rate allocation.

In the first scenario, we compare the average achieved rate of the policies for a communication session with limited duration. Figure 2(a) depicts the distance between empirical average achieved rate of greedy or queue-length based policy and $R^*$,
the maximizer of the utility function over throughput region. In this case, the utility function is given by \( u(R_q) = R_q \) with \( \alpha = 2 \) and \( w_1 = 1.5w_2 = 1.5 \), and the corresponding optimal solution is \( R^* = (0.60, 0.49) \). As observed in Figure 2(a), the greedy policy outperforms the queue-length based policy for limited duration of the communication session. It is worth noting that there is a tradeoff in choosing the parameter \( K \) of the queue-length based policy. In order to guarantee achieving close to optimal rates by queue-based policy, the parameter \( K \) should be chosen large which results in large expected queue length and lower convergence rate. On the other hand, if \( K \) takes a small value to improve the convergence rate, the expected achieved rate of the queue based policy lies in a larger neighborhood of the \( R^* \)

Furthermore, the performance of the greedy policy improves by decreasing the channel variations. Figure 2(b) demonstrates the improvement in performance of the greedy policy when the total channel variations, \( \sigma^2 \), has decreased from 1.22 to 0.13. We also observe in Figure 2(b) that the queue-length based policy does not improve by decreasing channel variations.

Second, we consider a file upload scenario where each user transmits a file with finite size to the base station in a rateless manner. Let \( T_i \) be the \( i \)-th user’s completion time of the file upload session for a file of size \( f_i \). Define the average upload rate for the \( i \)-th user as \( \bar{R}_i \). We can measure the performance of each policy by evaluating the utility function at the average upload rate. Figure 3 illustrates the utility difference of the greedy and the queue-based policy for different file sizes. We observe that for small file sizes the greedy policy outperforms the queue-based policy significantly, and this difference decrease by increasing the file size. We can interpret this behavior as follows. The files are first buffered into the queues based on the queue lengths and the weighted \( \alpha \)-fair utility, while the queues are emptied by a max-weight scheduler. Once the files are all buffered in the queues, the queues empty with the same rate which is not fair because it does not give any priority to the users based on their utility. For larger file sizes, the duration for which the queue is non-empty but the file is totally buffered in the queue, is negligible compared to total transmission time, and the average upload rate converges to a nearly optimal rate.

![Figure 3. Performance comparison of greedy and queue-based policies for file upload scenario with respect to file size \( f = f_1 = f_2 \).](image)

VI. CONCLUSION

We addressed the problem of rate allocation in a fading multiple access channel with no power control and prior knowledge of channel statistics, and considered the utility maximization framework for a general concave utility function of the rates. We made a connection between the information theory and queueing theory approaches to this problem by showing the equivalence relation between the capacity region of a multiple access channel and its stability region.

We also presented dynamic rate allocation policies designed by each approach and compared their performance using the simulation results for a communication scenario with limited duration or limited file size. The numerical results show that a simple greedy policy that does not use the queue-length information can outperform the queue-length based policies in terms of convergence rate and fairness.
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