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Abstract. Recently, the degenerate gamma functions were introduced as a degenerate version of the usual gamma function. In this paper, we investigate several properties of these functions. Namely, we obtain an analytic continuation as a meromorphic function on the whole complex plane, the difference formula, the values at positive integers, some expressions following from the Weierstrass and Euler formulas for the ordinary gamma function, and an integral representation as an integral along a Hankel contour.
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1. INTRODUCTION

It is not an exaggeration to say that the gamma function is the most important nonelementary transcendental function. It appears in many areas, such as hypergeometric series, asymptotic series, definite integration, Riemann zeta function, \(L\)-functions, and number theory in general. The gamma function was introduced by Euler and subsequently studied by eminent mathematicians like Daniel Bernoulli, Legendre, Gauss, Liouville, Weierstrass, Hermite, as well as many other mathematicians.

In [6], the degenerate gamma functions were introduced, as an attempt to find a degenerate version of the ordinary gamma function, and the related degenerate Laplace transform was also studied (see also [7]). In this paper, we would like to derive some basic properties of the degenerate gamma functions including the analytic continuation to a meromorphic function on the whole complex plane, the difference formula, some expressions coming from the Euler and Weierstrass formulas, and an integral representation as an integral along a Hankel contour. We also discuss degenerate beta functions.

In the rest of this section, we recall some basic facts on the gamma function, the beta function, the degenerate exponential function, and the degenerate gamma functions. In Sec. 2, we prove the main results of this paper. Finally, we discuss an integral representation of the degenerate gamma functions in Sec. 3 and conclude our results in Sec. 4. Recently, L. M. Upadhyaya published many papers on the degenerate Laplace transforms (see [20]: International Journal of Engineering, Science and Mathematics). However, almost all of his studies are directly derived from the results previously studied by Kim–Kim in [6]. A good example of the application of a gamma function in this paper, is the construction of degenerate gamma random variables used to predict corona viruses (see [11]). It is very difficult to predict the number of people transmitting the virus within a given period of time at a time when the coronavirus is rapidly transmitted in accordance to sudden variables (see [11]). The degenerate gamma function was used to construct a well-used degenerate gamma random variable in these circumstances.

For \(s \in \mathbb{C}\) with \(\text{Re}(s) > 0\), the gamma function is defined by

\[
\Gamma(s) = \int_0^\infty e^{-t}t^{s-1}dt \quad \text{see } [1-22].
\] (1.1)

It follows from (1.1) that

\[
\Gamma(s+1) = s\Gamma(s), \quad \Gamma(n) = (n-1)! \quad (n \in \mathbb{N}) \quad \text{(see [15, 16, 17, 18, 19]).}
\] (1.2)

For \(\alpha, \beta \in \mathbb{C}\) with \(\text{Re}(\alpha) > 0\) and \(\text{Re}(\beta) > 0\), the beta function is defined by the integrals

\[
B(\alpha, \beta) = \int_0^1 t^{\alpha-1}(1-t)^{\beta-1}dt = \int_0^\infty \frac{u^{\alpha-1}}{(1+u)^{\alpha+\beta}}du \quad \text{(see [1, 15, 16, 17]).}
\] (1.3)

It follows from (1.1) and (1.3) that

\[
B(\alpha, \beta) = \frac{\Gamma(\alpha)\Gamma(\beta)}{\Gamma(\alpha + \beta)} \quad \text{(see [15, 22]).}
\] (1.4)
As is well known, the Euler’s formula for the gamma function is given by

\[ \Gamma(z) = \frac{1}{z} \prod_{n=1}^{\infty} \left\{ \left( 1 + \frac{1}{n} \right)^z \left( 1 + \frac{z}{n} \right)^{-1} \right\} \]

\[ = \lim_{n \to \infty} \frac{(n-1)!}{z(z+1) \cdots (z+n-1) n^z} \quad (\text{see } [2, 3, 4, 13, 16, 22]), \quad (1.5) \]

where \( z \neq 0, -1, -2, -3, \ldots \). Using (1.5), we can derive the Weierstrass formula which is given by

\[ \frac{1}{\Gamma(z)} = z e^{\gamma z} \prod_{n=1}^{\infty} \left\{ \left( 1 + \frac{z}{n} \right) e^{-\frac{z}{n}} \right\} \quad (\text{see } [2, 3, 4, 22]). \quad (1.6) \]

where \( \gamma \) is the Euler constant defined by

\[ \gamma = \lim_{n \to \infty} \left( 1 + \frac{1}{2} + \frac{1}{3} \cdots + \frac{1}{n} - \log n \right). \]

Note here that we may speak of the analytically continued beta function obtained from (1.4), which is analytic except for \( \alpha = 0, -1, -2, \ldots, \beta = 0, -1, -2, \ldots \). Indeed, from (1.4) and (1.6) we have

\[ B(\alpha, \beta) = \frac{\Gamma(\alpha)\Gamma(\beta)}{\Gamma(\alpha + \beta)} = \frac{\alpha + \beta}{\alpha \beta} \prod_{n=1}^{\infty} \frac{(1 + \frac{\alpha + \beta}{n})}{(1 + \frac{\alpha}{n})(1 + \frac{\beta}{n})}. \]

It follows from (1.6) that

\[ \Gamma(z)\Gamma(-z) = \frac{1}{z^2} \prod_{n=1}^{\infty} \left\{ \left( 1 + \frac{z}{n} \right) e^{-\frac{z}{n}} \right\}^{-1} \prod_{n=1}^{\infty} \left\{ \left( 1 - \frac{z}{n} \right) e^{\frac{z}{n}} \right\}^{-1} = \frac{-\pi}{z \sin \pi z}. \quad (1.7) \]

Thus, by (1.7) and (1.2), we obtain

\[ \Gamma(z)\Gamma(1 - z) = \Gamma(z)(-z\Gamma(-z)) = -\frac{\pi}{\sin \pi z} \quad (\text{see } [16]). \quad (1.8) \]

For any nonzero \( \lambda \in \mathbb{R} \), the degenerate exponential functions are defined as

\[ e^{\lambda}(t) = (1 + \lambda t)^{\frac{1}{\lambda}}, \quad e^{\lambda}(t) = e^{\lambda}(t) \quad (\text{see } [6, 7, 8, 9, 10]). \quad (1.9) \]

Note that \( \lim_{\lambda \to 0} e^{\lambda}(t) = e^{xt} \).

Let \( \log_{\lambda}(t) \) be the compositional inverse of \( e^{\lambda}(t) \), which is called the degenerate logarithm. Then we have

\[ \log_{\lambda}(t) = \frac{1}{\lambda} (t^{\lambda} - 1) \quad (\text{see } [8, 9, 10]). \quad (1.10) \]

It follows from (1.9) and (1.10) that

\[ t = \log_{\lambda} e^{\lambda}(t) = e^{\lambda} \log_{\lambda}(t). \]

For \( \lambda \in (0, 1) \), the degenerate gamma function for a complex variable \( s \) with \( 0 < \text{Re}(s) < \frac{1}{\lambda} \) is defined by Kim–Kim as

\[ \Gamma_{\lambda}(s) = \int_{0}^{\infty} e^{-\lambda}(t)^{t^{s-1}} dt = \int_{0}^{\infty} (1 + \lambda t)^{-\frac{1}{\lambda}} t^{s-1} dt \quad (\text{see } [6]). \quad (1.11) \]

Thus, by (1.11), we obtain

\[ \Gamma_{\lambda}(s + 1) = \frac{s}{(1 - \lambda)s + 1} \Gamma_{\lambda}\left( s \right), \quad 0 < \text{Re}(s) < \frac{1 - \lambda}{\lambda} \quad (\text{see } [6, 7, 11, 12, 20]). \quad (1.12) \]
It follows from (1.12) that, for any integer \( k \geq 0 \), we have
\[
\Gamma_{\lambda}(s+1) = \frac{s(s-1)(s-2) \cdots (s-(k+1)+1)}{(1-\lambda)(1-2\lambda) \cdots (1-k\lambda)(1-(k+1)\lambda)^{s-k+1}} \times \Gamma_{\frac{1}{1-(k+1)\lambda}}(s-k) \quad \text{(see [6])},
\]
(1.13)
where \( \lambda \in (0, \frac{1}{k+1}) \) with \( k \in \mathbb{N} \) and \( k < \text{Re}(s) < \frac{1}{\lambda} \). In particular, for \( k \in \mathbb{N} \) and \( \lambda \in (0, \frac{1}{k}) \), we have
\[
\Gamma_{\lambda}(k) = \frac{(k-1)!}{(1-\lambda)(1-2\lambda) \cdots (1-k\lambda)} \quad \text{(see [6])}.
\]
(1.14)

2. DEGENERATE GAMMA FUNCTIONS

In this section, we assume that \( \lambda \) is any chosen real number with \( 0 < \lambda < 1 \). By (1.3), we have
\[
\Gamma_{\lambda}(s) = \lambda^{-s} \int_0^\infty \frac{t^{s-1}}{(1+t)^\lambda} dt = \lambda^{-s} B \left( s, \frac{1}{\lambda} - s \right) = \lambda^{-s} \frac{\Gamma(s)\Gamma\left(\frac{1}{\lambda} - s\right)}{\Gamma\left(\frac{1}{\lambda}\right)}.
\]
(2.1)
Note here that (2.1) holds initially for \( s \in \mathbb{C} \) with \( 0 < \text{Re}(s) < \frac{1}{\lambda} \) and that it further holds for any \( s \in \mathbb{C} \setminus \{0, -1, -2, \ldots, \frac{1}{\lambda}, \frac{1}{\lambda} + 1, \frac{1}{\lambda} + 2, \ldots\} \) by the analytic continuation, and defines an analytic function on \( \mathbb{C} \setminus \{0, -1, -2, \ldots, \frac{1}{\lambda}, \frac{1}{\lambda} + 1, \frac{1}{\lambda} + 2, \ldots\} \). Moreover, it has simple poles at \( s = -n, (n = 0, 1, 2, \ldots) \) with the residues
\[
\text{res}_{s=-n} = \frac{(-1)^n \lambda^n \Gamma\left(\frac{1}{\lambda} + n\right)}{n! \Gamma\left(\frac{1}{\lambda}\right)},
\]
(2.2)
and simple poles at \( s = \frac{1}{\lambda} + n, (n = 0, 1, 2, \ldots) \) with the residues
\[
\text{res}_{s=\frac{1}{\lambda}+n} = \frac{(-1)^n \lambda^{-n} \Gamma\left(\frac{1}{\lambda} + n\right)}{n! \Gamma\left(\frac{1}{\lambda}\right)}.
\]
(2.3)
Therefore, by (2.1), we obtain the following lemma.

**Lemma 2.1.** Let \( \lambda \in (0, 1) \). Then \( \Gamma_{\lambda}(s) \), which is initially defined for \( 0 < \text{Re}(s) < \frac{1}{\lambda} \), has an analytic continuation to a meromorphic function on \( \mathbb{C} \) whose only singularities are simple poles at \( s = 0, -1, -2, \ldots, \frac{1}{\lambda}, \frac{1}{\lambda} + 1, \frac{1}{\lambda} + 2, \ldots \), with the residues
\[
\text{res}_{s=-n} = \frac{(-1)^n \lambda^n \Gamma\left(\frac{1}{\lambda} + n\right)}{n! \Gamma\left(\frac{1}{\lambda}\right)}, \quad \text{res}_{s=\frac{1}{\lambda}+n} = \frac{(-1)^n \lambda^{-n} \Gamma\left(\frac{1}{\lambda} + n\right)}{n! \Gamma\left(\frac{1}{\lambda}\right)}.
\]
In addition, the following identities hold for any \( s \in \mathbb{C} \setminus \{0, -1, -2, \ldots, \frac{1}{\lambda}, \frac{1}{\lambda} + 1, \frac{1}{\lambda} + 2, \ldots\} \):
\[
\Gamma_{\lambda}(s) = \lambda^{-s} \frac{\Gamma(s)\Gamma\left(\frac{1}{\lambda} - s\right)}{\Gamma\left(\frac{1}{\lambda}\right)} = \lambda^{-s} B\left(s, \frac{1}{\lambda} - s\right),
\]
\[
\lambda^s \Gamma_{\lambda}(s) = \lambda^s \Gamma_{\lambda}\left(\frac{1}{\lambda} - s\right).
\]

It follows from Lemma 2.1 that
\[
\Gamma_{\lambda}(s+1) = \lambda^{-s-1} \frac{\Gamma(s+1)\Gamma\left(\frac{1}{\lambda} - s - 1\right)}{\Gamma\left(\frac{1}{\lambda}\right)} = \frac{s \lambda^{-s}}{\lambda^{\left(\frac{1}{\lambda} - s - 1\right)}} \Gamma\left(\frac{1}{\lambda} - s\right) \quad \text{by (1.11) and (2.4)},
\]
(2.4)
By (1.11) and (2.4), we obtain the following theorem.
**Theorem 2.2.** Let \( \lambda \in (0, 1) \). Then the following difference equation holds for any \( s \in \mathbb{C} \setminus \left\{ 0, -1, -2, \ldots, \frac{1}{\lambda}, \frac{1}{\lambda} - 1, \frac{1}{\lambda} + 1, \ldots \right\} : \)

\[
\Gamma_{\lambda}(s+1) = \frac{s}{1 - \lambda(s+1)} \Gamma_{\lambda}(s).
\]

Let \( s = k \) be a positive integer. Then, by Theorem 2.2, we obtain

\[
\Gamma_{\lambda}(k+1) = \frac{k}{1 - \lambda(k+1)} \Gamma_{\lambda}(k) = \frac{k(k-1)}{(1 - \lambda(k+1))(1 - k\lambda)} \Gamma_{\lambda}(k-1)
\]

\[
= \cdots = \frac{k \cdot (k - 1) \cdots 2 \cdot 1}{(1 - (k+1)\lambda)(1 - k\lambda) \cdots (1 - 2\lambda)} \Gamma_{\lambda}(1).
\]

By (2.1), we have

\[
\Gamma_{\lambda}(1) = \frac{1}{\lambda} \Gamma(1) = \frac{1}{\lambda} (\frac{1}{\lambda} - 1) = \frac{1}{1 - \lambda}.
\]

Thus, by (2.5) and (2.6), for any integer \( k \geq 0 \) we obtain

\[
\Gamma_{\lambda}(k+1) = \frac{\Gamma(k+1)}{(1)_{k+2,\lambda}},
\]

where \((x)_{0,\lambda} = 1, (x)_{n,\lambda} = x(x - \lambda) \cdots (x - (n - 1)\lambda), (n \geq 1), \) (see [5-11]).

Therefore, by (2.7), we obtain the following theorem.

**Theorem 2.3.** Let \( \lambda \in (0, 1) \). Then, for \( k \in \mathbb{N} \), we have

\[
\Gamma_{\lambda}(k) = \frac{\Gamma(k)}{(1)_{k+1,\lambda}}.
\]

It follows from (1.6) and Lemma 2.1 that

\[
\frac{1}{\Gamma_{\lambda}(z)} = \Gamma \left( \frac{1}{\lambda} \right) \lambda^z \frac{1}{\Gamma(z)} \Gamma \left( \frac{1}{\lambda} - z \right) = \lambda^z \Gamma \left( \frac{1}{\lambda} \right) z e^{\gamma z} \prod_{n=1}^{\infty} \left\{ (1 + \frac{z}{n}) e^{-\frac{z}{n}} \right\} \left( \frac{1}{\lambda} - z \right) e^{\gamma (\frac{1}{\lambda} - z)}
\]

\[
\times \prod_{n=1}^{\infty} \left\{ 1 + \frac{\frac{1}{\lambda} - z}{n} e^{-\frac{\frac{1}{\lambda} - z}{n}} \right\} = \lambda^z \Gamma \left( \frac{1}{\lambda} \right) z \left( \frac{1}{\lambda} - z \right) e^{\gamma \frac{1}{\lambda}} \prod_{n=1}^{\infty} e^{-\frac{1}{\lambda} (1 + \frac{z}{n})} \left( 1 + \frac{\frac{1}{\lambda} - z}{n} \right).
\]

It is also clear from this equation that \( \Gamma_{\lambda}(z) \) is analytic on \( \mathbb{C} \) except for the points

\[ z = 0, -1, -2, \ldots, \frac{1}{\lambda}, \frac{1}{\lambda} + 1, \frac{1}{\lambda} + 2, \ldots \]

at which it has simple poles.

Thus, by (2.8), we obtain

\[
\frac{1}{\Gamma_{\lambda}(z)} = \lambda^z \Gamma \left( \frac{1}{\lambda} \right) z \left( \frac{1}{\lambda} - z \right) \lim_{m \to \infty} \prod_{n=1}^{m} e^{-\frac{1}{\lambda} (1 + \frac{z}{n}) \log m} \left[ \lim_{m \to \infty} \prod_{n=1}^{m} e^{-\frac{1}{\lambda} (1 + \frac{z}{n})} \left( 1 + \frac{\frac{1}{\lambda} - z}{n} \right) \left( 1 + \frac{\frac{1}{\lambda} - z}{n} \right) \right]
\]

\[
= \lambda^z z \left( \frac{1}{\lambda} - z \right) \Gamma \left( \frac{1}{\lambda} \right) \lim_{m \to \infty} \prod_{n=1}^{m} \left( 1 + \frac{1}{n} \right) \left( 1 + \frac{1}{n} \right) \left( 1 + \frac{\frac{1}{\lambda} - z}{n} \right)
\]

\[
= \lambda^z z \left( \frac{1}{\lambda} - z \right) \Gamma \left( \frac{1}{\lambda} \right) \lim_{m \to \infty} \prod_{n=1}^{m} \left( 1 + \frac{1}{n} \right) \left( 1 + \frac{1}{n} \right) \left( 1 + \frac{\frac{1}{\lambda} - z}{n} \right)
\]

\[
= \lambda^z z \left( \frac{1}{\lambda} - z \right) \Gamma \left( \frac{1}{\lambda} \right) \prod_{n=1}^{\infty} \left\{ (1 + \frac{1}{n})^{2} \left( 1 + \frac{z}{n} \right) \left( 1 + \frac{\frac{1}{\lambda} - z}{n} \right) \right\}.
\]

Therefore, by (2.8) and (2.9) we obtain the following theorem.
Theorem 2.4. Let \( \lambda \in (0, 1) \). Then, for all \( z \in \mathbb{C} \), with \( z \neq 0, -1, -2, \ldots, \frac{1}{\lambda}, \frac{1}{\lambda} + 1, \frac{1}{\lambda} + 2, \ldots \),

\[
\Gamma_\lambda(z) = \frac{\lambda^{-z}}{z \left( \frac{1}{\lambda} - z \right)} \frac{1}{\Gamma\left( \frac{1}{\lambda} \right)} e^{-\frac{\pi}{\lambda}} \sum_{n=1}^{\infty} \left\{ e^{\frac{\pi}{\lambda}} \left( 1 + \frac{z}{n} \right)^{-1} \left( 1 + \frac{\frac{1}{\lambda} - z}{n} \right)^{-1} \right\}
\]

\[
= \frac{\lambda^{-z}}{z \left( \frac{1}{\lambda} - z \right)} \prod_{n=1}^{\infty} \left\{ \left( 1 + \frac{1}{n} \right)^{-1} \left( 1 + \frac{\frac{1}{\lambda} - z}{n} \right)^{-1} \right\}.
\]

It follows from Theorem 2.4 that

\[
\Gamma_\lambda(z) = \frac{\lambda^{-z}}{\Gamma\left( \frac{1}{\lambda} \right)} \frac{1}{z \left( \frac{1}{\lambda} - z \right)} \lim_{m \to \infty} \left\{ m^{(m-1)!} \sum_{n=1}^{\infty} \left( \frac{n+1}{n} \right)^{\frac{1}{\lambda}} \left( \frac{n}{n+z} \right) \left( \frac{n}{n+\frac{1}{\lambda} - z} \right) \right\}
\]

\[
= \frac{\lambda^{-z}}{\Gamma\left( \frac{1}{\lambda} \right)} \lim_{m \to \infty} \frac{m^{(m-1)!}}{(1+\frac{1}{\lambda}-z) \cdots (m-1+\frac{1}{\lambda}-z)} (z+1) \cdots (m-1+z) \left( \frac{1}{\lambda} - z \right) \left( 1+\frac{1}{\lambda} - z \right) \cdots \left( m-1+\frac{1}{\lambda} - z \right) \cdots \left( m-1+\frac{1}{\lambda} - z \right) = 1 \quad (2.10)
\]

Therefore, by (2.10), we obtain the following theorem.

Theorem 2.5. Let \( \lambda \in (0, 1) \). Then, for all \( z \in \mathbb{C} \), with \( z \neq 0, -1, -2, \ldots, \frac{1}{\lambda}, \frac{1}{\lambda} + 1, \frac{1}{\lambda} + 2, \ldots \),

\[
\Gamma_\lambda(z) = \frac{\lambda^{-z}}{\Gamma\left( \frac{1}{\lambda} \right)} \lim_{n \to \infty} \frac{n^{(n-1)!}}{z(1+z) \cdots (n-1+z) \left( \frac{1}{\lambda} - z \right) \left( 1+\frac{1}{\lambda} - z \right) \cdots (n-1+\frac{1}{\lambda} - z)} \quad (2.11)
\]

Let \( \lambda \to 1^- \) in (2.11). Then

\[
\Gamma_1(z) = \lim_{n \to \infty} \frac{n^{(n-1)!}}{z(1+z) \cdots (n-1+z)(1+\frac{1}{z}) \cdots (n-1+\frac{1}{z})}
\]

\[
= \lim_{n \to \infty} \frac{\left( n^{-1} \right)!}{z^2 \left( 1 - \left( \frac{1}{z} \right)^2 \right) \cdots (n-1) \cdot \left( 1 - \left( \frac{1}{z} \right)^2 \right) \cdots (1 - \left( \frac{1}{z} \right)^2)}
\]

\[
= \frac{1}{z} \prod_{n=1}^{\infty} \left( 1 - \frac{z^2}{n^2} \right) \quad (2.12)
\]

By Lemma 2.1, passing to the limit as \( \lambda \to 1^- \), we obtain

\[
\Gamma_1(z) = \frac{\Gamma(z) \Gamma(1-z)}{\Gamma(1)} = \frac{\pi}{\sin \pi z} \quad (2.13)
\]

Therefore, by (2.12) and (2.13), we obtain the following corollary.

Corollary 1. For all \( z \in \mathbb{C} \setminus \mathbb{Z} \),

\[
\frac{\pi z}{\sin \pi z} = \prod_{n=1}^{\infty} \left( 1 - \frac{z^2}{n^2} \right)^{-1}.
\]

In connection with equation (1.4), it is natural to define the degenerate beta functions by

\[
B_\lambda(\alpha, \beta) = \frac{\Gamma_\lambda(\alpha) \Gamma_\lambda(\beta)}{\Gamma_\lambda(\alpha + \beta)} \quad (2.14)
\]

where \( \alpha, \beta \neq 0, -1, -2, \ldots, \frac{1}{\lambda}, \frac{1}{\lambda} + 1, \frac{1}{\lambda} + 2, \ldots \).

Using Lemma 2.1, Theorem 2.3, and the first identity in Theorem 2.4, we immediately derive the following expressions for the degenerate beta function.
Theorem 2.6. Let $\lambda \in (0, 1)$. Then, for any $\alpha, \beta \neq 0, -1, -2, \ldots, \frac{1}{\lambda}, \frac{1}{\lambda} + 1, \frac{1}{\lambda} + 2, \ldots$, the following equalities hold:

$$B_\lambda(\alpha, \beta) = \frac{1}{\Gamma(\frac{1}{\lambda})} \Gamma(\frac{\lambda}{\lambda} - \alpha) \Gamma(\frac{\lambda}{\lambda} - \beta) = e^{\frac{s}{\lambda}} (\alpha + \beta)(\frac{1}{\lambda} - \alpha - \beta) \Gamma(\frac{1}{\lambda} - \alpha)(\frac{1}{\lambda} - \beta) \times \prod_{n=1}^{\infty} \frac{e^{\frac{s}{\lambda}}(1 + \frac{\alpha + \beta}{n})(1 + \frac{\beta - \alpha - \lambda}{n})}{(1 + \frac{\alpha - \lambda}{n})(1 + \frac{\beta - \lambda}{n})}.$$ 

In particular, if $\alpha = m$ and $\beta = n$ are positive integers, then we have the following expression.

$$B_\lambda(m, n) = \frac{(1)_{m+n+1, \lambda}}{(1)_{m+1, \lambda}(1)_{n+1, \lambda}} B(m, n).$$

3. FURTHER REMARKS

As is traditional, let $\int_{-\infty}^{0+}$ (respectively, $\int_{-\infty}^{0+}$) denote the integration along the path that starts at infinity (respectively, at the negative infinity), encircles the origin in the counter-clockwise direction and returns to the starting point. Assume that $0 < \lambda < 1, 0 < \text{Re}(s) < \frac{1}{\lambda}$.

As we noted in (2.1), we have

$$\lambda^s \Gamma_\lambda(s) = \int_0^{\infty} t^{s-1}(1 + t)^{-\frac{s}{\lambda}} dt. \tag{3.1}$$

We now consider the integral given by

$$\int_C \frac{z^{s-1}}{(1 - z)^{\frac{s}{\lambda}}} dz. \tag{3.2}$$

Here $C$ is the path that moves along the negative real axis from $-R$ to $-\delta$, along the circle of radius $\delta$ ($< 1$) in the counter-clockwise direction, and then comes along the negative real axis from $-\delta$ to $-R$. Then the integral in (3.2) is equal to

$$\int_{-R}^{\delta} \frac{t^{s-1}e^{-it\pi s}}{(1 + t)^{\frac{s}{\lambda}}} dt + \int_{-\pi}^{\pi} \frac{iRe^{is\theta}}{(1 - Re^{i\theta})^{\frac{s}{\lambda}}} d\theta + \int_{\delta}^{R} \frac{t^{s-1}e^{it\pi s}}{(1 + t)^{\frac{s}{\lambda}}} dt. \tag{3.3}$$

Let $R \to \infty$ and $\delta \to 0$. Then the second integral in (3.3) tends to zero, and hence we obtain

$$\lambda^s \Gamma_\lambda(s) = \int_0^{\infty} t^{s-1}(1 + t)^{-\frac{s}{\lambda}} dt = \frac{1}{2i \sin \pi s} \int_{-\infty}^{0} \frac{z^{s-1}}{(1 - z)^{\frac{s}{\lambda}}} dz. \tag{3.4}$$

We note here that the rightmost integral in (3.4) vanishes at $s = 1, 2, 3, \ldots$ and it does not vanish at $s = 0, -1, -2, -3, \ldots$. Thus, this gives an analytic continuation $\Gamma_\lambda(s)$ to a meromorphic function on $\mathbb{C}$ with simple poles at $s = 0, -1, -2, -3, \ldots$. Further, in view of the symmetry of $\lambda^{-s} \Gamma_\lambda(s)$ under the transformation $s \to \frac{1}{\lambda} - s$, this function has also simple poles at $\frac{1}{\lambda}, \frac{1}{\lambda} + 1, \frac{1}{\lambda} + 2, \ldots$. As we can see from Theorem 2.4, $s = 0, -1, -2, -3, \ldots, \frac{1}{\lambda}, \frac{1}{\lambda} + 1, \frac{1}{\lambda} + 2, \ldots$ are all the poles of $\Gamma_\lambda(s)$.

Finally, by replacing $z$ by $-z$ in (3.4), we also have the expression

$$\lambda^s \Gamma_\lambda(s) = \frac{i}{2 \sin \pi s} \int_{-\infty}^{0} \frac{(-z)^{s-1}}{(1 + z)^{\frac{s}{\lambda}}} dz. \tag{3.5}$$

4. CONCLUSION

The degenerate Bernoulli and Euler polynomials were introduced by Carlitz as degenerate versions of ordinary Bernoulli and Euler polynomials, respectively. In recent years, the study of degenerate versions of some special polynomials and numbers regained interests of many mathematicians and tuned out to be very useful and fruitful. The idea of investigating diverse degenerate versions is not just limited to polynomials but can be extended to transcendental functions. Indeed, the degenerate gamma functions were introduced in [6] as a degenerate version of the usual gamma function (see also [7]).
In this paper, we derived several basic properties of the degenerate gamma functions. Firstly, we noted that, by making use of (2.1), the degenerate gamma function \( \Gamma_{\lambda}(s) \) initially defined for \( 0 < \Re(s) < \frac{1}{\lambda} \) can be analytically continued to a meromorphic function on \( \mathbb{C} \), except for simple poles at
\[
s = 0, -1, -2, \ldots, \frac{1}{\lambda}, \frac{1}{\lambda} + 1, \frac{1}{\lambda} + 2, \ldots
\]
Secondly, we derived the difference formula in Theorem 2.2, determined their values at positive integers in Theorem 2.3, and found several expressions by making use of the Weierstrass and Euler formulas for the usual gamma function in Theorems 2.4 and 2.5. Thirdly, we defined the degenerate beta functions and obtained some expressions for them. Lastly, we obtained an integral representation for the degenerate gamma functions as an integral along a Hankel contour.
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