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Abstract: As a unique device of railway networks, the normal operation of switch machines involves railway safe and efficient operation. Predictive maintenance becomes the focus of the switch machine. Aiming at the low accuracy of the prediction state and the difficulty in state visualization, the paper proposes a predictive maintenance model for switch machines based on Digital Twins (DT). It constructs a DT model for the switch machine, which contains a behavior model and a rule model. The behavior model is a high-fidelity visual model. The rule model is a high-precision prediction model, which is combined with long short-term memory (LSTM) and autoregressive Integrated Moving Average model (ARIMA). Experiment results show that the model can be more intuitive with higher prediction accuracy and better applicability. The proposed DT approach is potentially practical, providing a promising idea for switching machines in predictive maintenance.
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1. Introduction

Today, the railway has developed rapidly and has become the most extensively used network, especially in China [1,2]. So, high security is required to keep trains operation safe [3]. The switch machine, which takes charge of pulling and pushing turnout blades, is significant to ensure railway safe and efficient operation. Any failure in turnout may lead to nasty accidents and even cause severe loss of life and property. Besides, statistics survey reports that the failure number of switch machines accounts for more than 40% of all railway signaling equipment [4]. However, the most used maintenance in railway on-sites depends on human experience [5], which tends to fail when facing complex problems. Additionally, maintenance personnel indeed needs a visual tool for observing the device for better maintenance. Hence, the intelligent maintenance model and the visualization for switch machines are essential [6].

Many scholars have researched switch machines in Prognostic and Health Management (PHM), including fault detection and diagnosis, prognosis, health prediction, etc. [7]. Compared to prognosis, fault diagnosis is relatively mature. However, diagnostics is, in essence, a classification problem. It can only classify existing fault phenomenon of switch machines and cannot handle the urgent problem since it belongs to corrective maintenance, lacking foresight ability. This paper focuses on the predictive maintenance for switch machines.

Predictive Maintenance (PM) has gradually become the promising solution in complex equipment Prognosis and Health Management (PHM) since it is more likely to effectively reduce operation and maintenance costs than breakdown maintenance and periodic maintenance [8]. PM evolves the maintenance pattern from the passive generation to active optimization selection [9] and improves the stability and reliability of the switch machine,
as well as increases its service life. There are also some studies on the state prediction for the switch machine.

Aiming to forecast failure progression in railway turnout systems, Guclu presented an autoregressive moving average (ARMA) model to predict states in the slide chair of turnout system [10]. Liu proposed using polynomials to fit the relationship between temperature and gap offset data to achieve the purpose of predicting gap offset [11]. However, ARMA and polynomial fitting methods are difficult to build high-precision models based on nonlinear data. In other fields, some scholars have related research on prediction problems. Yang proposed support vector regression machine (SVR) to predict landslide displacement [12]. In terms of nonlinear fitting, SVR shows advantages. However, its prediction accuracy is relatively low. Hsu proposed the Grey forecasting model to predict the demand and sales in the global integrated circuit industry [13]. Grey prediction model has high prediction accuracy for short-term prediction, and its calculation is simple. Kong proposed a long short-term memory (LSTM) to solve the problem of volatility and uncertainty in electric load prediction [14]. Although the LSTM method has certain advantages for nonlinear data, it is relatively simple to fit more information. To solve this problem, Li proposed an optimally combined PSO-SVR-NGM model based on the entropy weight method to construct slope displacement prediction model [15]. The combination model can make full use of the information of various single prediction model and meet higher standards of prediction accuracy. The various prediction models are compared as shown in Table 1.

Table 1. Comparison of various prediction models.

| Author | Model               | Advantage                          | Disadvantage                                 |
|--------|---------------------|------------------------------------|----------------------------------------------|
| Guclu  | ARMA                | The calculation is simple.          | It is difficult to capture nonlinear information. |
| Liu    | Polynomials         | The calculation is simple.          | It is difficult to capture nonlinear information and only suit for small simple. |
| Yang   | SVR                 | It could capture nonlinear information. | The prediction accuracy is relatively low. |
| Hsu    | Grey forecasting    | The prediction accuracy is relatively high for short term and calculation is simple. | It is not suit for long-term predictions. |
| Kong   | LSTM                | It could capture nonlinear information and suit for long-term predictions. | It is relatively simple to fit more information. |

Most of the research only analyzes the monitoring data, lacking comprehensive analysis for the real-time status of the equipment, which leads to one-sided and low real-time prediction results. Therefore, it is necessary to realize the interaction between the real operating status and virtual simulation by real-time monitoring data. It will be conducive to the comprehensive prediction of the equipment health status.

Digital Twins (DT) provide important theoretical basis and technical support for the connection and real-time interaction between virtual space and physical space [16]. DT is a digital model of the physical system that expresses all components and their states, and the model dynamically updates by monitoring the system state in real-time [17], which in other words, it would show the current state and predict its future state immediately and intuitively. Recently, the concept of Digital Twins (DT) has been proposed and gradually attracted widespread attention in smart manufacturing and complex system [18,19]. The most popular application is for PHM [20], especially in the aerospace field. Researchers have realized that the DT has the potential to optimize maintenance performance. The first application of DT was in 2011. AFRL proposed a DT conceptual model to predict the life
of aircraft structure and assure its structural integrity [21]. Using the concept of dynamic Bayesian network, Li constructed wing health monitoring DT to predict the probability of crack growth and realized DT vision [22]. Luo studied a DT model and DT data approach to realize reliable PM of CNC machine tools [23]. Combining the machine learning model, Binderberger created a digital representation of humans, which could predict individual stress levels to monitor health [24]. Ding proposed a prediction method of shearer health status driven by the fusion of Digital Twins and deep learning [25].

Researchers have tried to construct the DT model in aircraft, industrial equipment, medical, and other fields using data-driven technology for PHM. Currently, there is no DT research applied to PHM in the railway field.

In order to solve the problems of poor accuracy and real-time of prediction results, DT can be introduced into PHM for switch machines. This paper proposed a PM approach for switch machines based on the DT, which improves the accuracy of the prediction results and fills research of the DT on the railway field for PHM. Modeling technologies are used to establish a high-guaranteed switch machine visualization model. Sensors obtain equipment parameters in real-time, and a large amount of historical data is processed and stored in the cloud storage files. To solve the problem of low prediction accuracy, a model combined LSTM and ARIMA by entropy weights is proposed, which comprises a real-time digital model that reflects and predicts the switch machine state. In addition, the prediction results are easy to be demonstrated in the visualization model, which helps the maintenance personnel to grasp the mechanism and more details.

The outline is organized as follows. Section 2 proposes the framework and methods of the DT of PM for switch machines. Then, Section 3 takes the switch machine gap as a case for verification and analyzes experimental results. Section 4 makes a summarization.

2. Framework and Method

2.1. Overview

According to the five-dimension DT model proposed by Tao [26], a DT model for the switch machine can be structured by physical entity model (PE), Virtual Equipment model (VE), services model (Ss), DT Data model (DD), and Connection Model (CN). The DT structure of the switch machine is shown in Figure 1.
(1) PE is a physical device of the switch machine, which provides parameters and data for DD.

(2) VE is the core of the DT. It concludes visualization model and rule model, which is the key to realizing the switch machine’s visualization and prediction.

(3) DD contains equipment static data, environmental data and real-time operating data collected by the Internet of Things. DD takes the change of data processing and data cleaning.

(4) CN transmits information through the data communication mechanism.

(5) SS can visually present the prediction results to the maintenance personnel and provide solutions to the problem.

Among them, VE is the most important part in DT. VE includes the behavior model and rule model.

2.2. Behavior Model Construction

Firstly, a three-dimensional model is constructed based on solid modeling according to the physical parameters of switch machine elements. Then, after format conversion, import these elements into Unity3D and complete assembly based on cooperation and constraints of mechanical components. Operating data and dynamic parameters make a virtual model update and drive its behavior simulation.

Secondly, a rule model should be constructed by data-driven approach. The concept of data-driven has been extensively researched in many areas. This method could mine knowledge from the large amount of historical data of the switch machine and learn the healthy/unhealthy states of the switch machine. The constructed rule model could examine the switch machine performance and predict the possibility of equipment degradation.

Finally, the calculation of the rule model can be shown in the visualization model to provide guidance to operators.

2.3. Rule Model Construction

This paper utilizes the combined prediction model of LSTM and ARIMA based on entropy weight. This model can capture both linear patterns and nonlinear patterns. It involves the LSTM model, ARIMA model, and entropy weight method theory. Firstly, two single prediction models are established. Then, a combination prediction model based on the entropy weighting theory is obtained using the statistical error information from single prediction models. The process of combination model construction is shown in Figure 2.

Figure 2. The process of combination model construction.

2.3.1. LSTM Model

LSTM is a particular type of RNN, which could process and analyze time series [27]. LSTM can learn long-term dependency information.

The LSTM model contains a memory unit and three gate controllers (forget gate, input gate, and output gate). The forget gate determines what information should be discarded, the input gate determines which new input information should be saved in the memory unit, the output gate determines what information should be output, and the memory unit is adopted to store information for use in the next stage.

The training algorithm of the LSTM network is a back-propagation algorithm. The main steps are as follows [28].
(1) Based on the forward calculation algorithm, calculate forget gate output $f_t$, input gate output $i_t$, output gate output $o_t$, and the output of the LSTM layer $h_t$ at time $t$.

$$f_t = \sigma(W_f \cdot [h_{t-1}, x_t] + b_f),$$  \hspace{1cm} (1)

$$i_t = \sigma(W_i \cdot [h_{t-1}, x_t] + b_i),$$  \hspace{1cm} (2)

$$o_t = \sigma(W_o \cdot [h_{t-1}, x_t] + b_o),$$  \hspace{1cm} (3)

$$C_t = f_t \cdot C_{t-1} + i_t \cdot \tanh(W_C \cdot [h_{t-1}, x_t] + b_C),$$  \hspace{1cm} (4)

$$h_t = o_t \cdot \tanh(C_t),$$  \hspace{1cm} (5)

where $W = \begin{bmatrix} W_f \\ W_i \\ W_C \\ W_o \end{bmatrix}$ is weights, and $b = \begin{bmatrix} b_f \\ b_i \\ b_C \\ b_o \end{bmatrix}$ is bias. $\sigma$ and tanh are sigmoid and hyperbolic tangent activation functions, respectively, which play the role of gate. They describe the throughput of each part. They describe the throughput of each part.

(2) Reverse calculation of the error term of each LSTM cell. The error term can be represented by the mean square error (MSE).

$$MSE = \frac{1}{n} \sum_{i=1}^{n} (\hat{y}_i - y_i)^2,$$  \hspace{1cm} (6)

where $\hat{y}$ is the network prediction value, and $y$ is the actual value. There are two directions of error term propagation. One is along the time, and another is to spread to the previous layer.

(3) According to the error term, calculate the gradient of each weight.

(4) Update the weights by the gradient optimization algorithm.

2.3.2. ARIMA Model

The Autoregressive Integrated Moving Average (ARIMA) model is one of the most typical and widely used linear statistical models [29]. In the ARIMA model, the current value is assumed to have a linear relationship with the historical value and random interference. The goal of ARIMA is to find a linear function to express this linear relationship and predict current value based on historical value.

ARIMA can be regarded as the ARMA model after differential processing. The ARIMA model can be shortened as $ARIMA(p, d, q)(P, D, Q)_s$.

Here, $p, d, q, P, D,$ and $Q$, respectively, represent the order of the autoregression (AR) of the model, the number of nonseasonal differences, and the order of the moving average (MA) of the model. $P, D,$ and $Q$, respectively, represent the order of the seasonal autoregressive, the number of seasonal differences, and the order of the seasonal moving average.

Building a model includes the following three steps, model identification, parameter estimation, and diagnostic checking [30].

(1) Firstly, choose the appropriate value of $d$ to convert non-stationary series into stationary series. Then, test the stationarity of series according to the Augmented Dickey-Fuller (ADF). Analyze the autocorrelation coefficient function (ACF) and partial autocorrelation function (PACF) plots to determine the parameters of the seasonal part ($P$ and $Q$), and the nonseasonal part ($p$ and $q$).

(2) The best parameters combination can be estimated by Bayesian Information Criterion.

(3) The estimated model should be checked whether it fits these data. If the prediction error is white noise, it demonstrates that the model extracts the information from the original. Meanwhile, the ACF of the prediction error will be very low.
2.3.3. Entropy Weight Method

Shannon introduced the concept of entropy into information theory to describe the amount of object’s information in 1948 and named it information entropy. Information entropy is an objective measure of the degree of disorder of information. The idea of the entropy weight method is that the greater the amount of information in the indicator, the lower the entropy is, and the higher the weight is. Therefore, the entropy weight method has strong operability and objectivity. The processes of calculating weights are as follows.

Supposed there are m objects and n indexes. Let \( X \) be a known index matrix, where the element \( x_{ij} \) represents the \( j \)-th index of the \( i \)-th evaluation object. \( X' \) is the normalized matrix of \( X \).

\[
x'_{ij} = \begin{cases} 
\frac{x_{ij} - \min(x_{i,\cdot})}{\max(x_{i,\cdot}) - \min(x_{i,\cdot})}, & \text{for benefit indexes} \\
\frac{\max(x_{i,\cdot}) - x_{ij}}{\max(x_{i,\cdot}) - \min(x_{i,\cdot})}, & \text{for cost indexes}
\end{cases}
\]  

(7)

The entropy \( p_i \) of the \( i \)-th evaluation object could be calculated by

\[
p_i = -\frac{1}{\ln n} \sum_{j=1}^{n} x'_{ij} \ln x'_{ij},
\]

(8)

where it is assumed that, when \( x'_{ij} = 0, x'_{ij} \ln x'_{ij} = 0 \). The weight \( w_i \) of the \( i \)-th object can be calculated by

\[
w_i = \frac{1 - p_i}{m - \sum_{i=1}^{m} p_i}.
\]

(9)

3. Experiment

The PM system based on DT for switch machine can monitor and predict the state of the switch machine, such as the closed state of turnout, the loss of the automatic switch, the loss of the reducer, etc. This paper takes the prediction of turnout closed state as an example for research.

This paper selects the ZD6 electric switch machine as an example object. Experiment data were sampled from September to November 2020 at a station, and the sampling interval is 2 h. There are total 648 time series points to be researched for verifying the validity of the approach. The change of the switch gap can be considered as a time series to study.

3.1. Principle of Switch Machine Gap

The task of the switch machine changes the switch rails position and locks it in their place. The turnout contact state can be expressed by switch machine gap value. As shown in Figure 3, the gap size (\( \Delta L_1 \) or \( \Delta L_2 \)) can reveal the relative displacement of the indication rod and indirectly measure the degree of contact of the switch rail and the stock rail, supervising the state of the road in the terminal position.

As shown in Figure 4a, under normal conditions, the switch rail would closely contact with the stock rail and the gap size would be normal. The corresponding circuits could complete disconnected and connected work. As shown in Figure 4b, under abnormal conditions, if the switch rail does not closely contact with the stock rail, the gap size will be too large or too small [32], even the indicator piece could not fall into the notch as shown in Figure 4c.

The switch machine gap value is related to the operating state of the switch machine. Whether the switch machine will keep working in a normal state can be judged by predicting the change of gap value. If the switch machine gap size exceeds the standard, maintenance personnel need to check operation on-site to ensure the normal operation of the switch machine.
3.2. The Construction of Behavior Model

According to the method mentioned in Section 2, the visualization model is constructed. Figure 5 shows the behavior simulation of the physical switch machine in normal and reverse directions. The virtual model mirrors and visualizes the real-time state of the switch machine in physical space and provides a decision-making solution for its PM.

3.3. Combination Prediction Model

The gap value data in DD is selected to verify the predictive performance of the combined prediction model. The data from November 3rd to November 10th data is used as a test set. All other data is used as a training set to construct a model. The first step is to train the LSTM model and ARIMA model.

The LSTM prediction model involves a large number of parameters. The experimental platform is based on the Keras framework. Based on experience and multiple experiment
comparisons, the LSTM model parameters that minimize the average prediction error are determined. The length of the segmentation window for the model is set as 30. There are three hidden layers, and the number of hidden layer neurons are 128, 32, and 64, respectively. In order to prevent over-fitting, a Dropout layer is added after each layer of the loop structure, and the value is set to 0.2. Epochs and batch size are set to 350 and 32, respectively. The batch size is 32, the loss function is the mean square error (MSE), the activation function is tanh function, and the optimizer chooses Nadam.

The most important process of ARIMA model construction is to determine the orders. It can be seen that the time series is non-stationary and seasonal fluctuations. Hence, we applied both nonseasonal \((d = 1)\) difference and seasonal difference \((D = 1)\) to eliminate non-stationarity. Analyze its ACF plot and PACF plot after first-order difference. Figure 6a,b, respectively, show the ACF plot and PACF plot of differential time series. For the seasonal part of the ARIMA model, there was a significant spike at lag 12 in the ACF plot \((Q = 1)\), but there was no significant spike at lag 12 or 24 in the PACF plot \((P = 0)\). For the nonseasonal part of the ARIMA model, in the first cycle, there were two significant spikes (lag 1 and lag 10) in the ACF plot and three significant spikes (lag 2, lag 10, and lag 11) in the PACF plot. After further fitting and bias information criteria for comparison, we finally chose \((11, 1, 2)(0, 1, 1)_2\) ARIMA model.

The second step is to determine the weight of the model according to the information entropy of the models. The selection of evaluation indexes and evaluation objects is crucial. We select the absolute value of the error between the actual value and the predicted value of the two single prediction methods as the evaluation indexes \((n = 2)\). Meanwhile, five days before a test day are selected as the evaluation objects \((m = 60)\). The weights of the two models of the combination prediction model are obtained by calculation. The weights of the two single models are shown in Table 2.

Table 2. Weights of single model based on entropy weight.

| Date       | \(w_1\) (LSTM) | \(w_2\) (ARIMA) |
|------------|----------------|-----------------|
| 3 November | 0.5117         | 0.4883          |
| 4 November | 0.5013         | 0.4987          |
| 5 November | 0.5127         | 0.4873          |
| 6 November | 0.5219         | 0.4781          |
| 7 November | 0.5069         | 0.4931          |
| 8 November | 0.5229         | 0.4771          |
| 9 November | 0.5238         | 0.4762          |
| 10 November| 0.5233         | 0.4767          |

Figure 7 shows the prediction results of the two single models and the combination model.
3.4. Results and Analysis

From the comparison, it can be seen that the prediction result of the combination prediction model is closer to the actual value than the prediction result of the single prediction models, and the prediction effect is better. There are three general indicators for evaluating the performance of time series prediction models: Root Mean Squared Error (RMSE), mean absolute error (MAE), and mean absolute percentage error (MAPE). The computing formulas for the RMSE is as follows [33]:

$$RMSE = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (y_i - \hat{y}_i)^2},$$

(10)

$$MAE = \frac{1}{N} \sum_{i=1}^{N} |y_i - \hat{y}_i|,$$

(11)

$$MAPE = \frac{100\%}{N} \sum_{i=1}^{N} \left| \frac{y_i - \hat{y}_i}{y_i} \right|.$$  

(12)

Table 3 shows the RMSE of the two single method prediction models and the entropy-weighted combination prediction model. It shows that RMSE, MAE, and MAPE of the combination model were less than those of the other two single models in the numerical values, which shows that the combination prediction model based on entropy weight has the better fitting ability and more robust stability than the single prediction method. The entropy weight method evaluates the amount of information contained in a single prediction method and then calculates and sets the weights of various single methods in different prediction days. Hence, the combination prediction model based on the entropy method utilizes the explicit and implicit information contained in each prediction models, avoids the concentrated influence of multiple factors on the prediction accuracy, balances the deviation of each single prediction model, and fully integrates information. Finally, the prediction accuracy can be improved, indicating the superiority and feasibility of the proposed method.

Table 3. The evaluation indicators of the prediction models.

| Method            | RMSE (mm) | MAE (mm) | MAPE        |
|-------------------|-----------|----------|-------------|
| LSTM model        | 0.1998    | 0.1370   | 3.9855%     |
| ARIMA model       | 0.2067    | 0.1418   | 4.1420%     |
| Combination model | 0.1955    | 0.1318   | 3.8435%     |

The gap prediction results can be visualized in the virtual model. If there is an abnormality in the prediction result of the gap in the next day, the indicator rod in the model will show an exception to remind the maintenance personnel to arrange an inspection. Figure 8 is the diagram of the virtual model pre-warning.
3.5. Discussion

Overall, this paper establishes the DT model of switch machine. Taking the gap in the switch machine as an example, combining the current behavior simulation and the prediction result of the switch machine gap, we can estimate the future state of switch machine. On switch machine PM task, compared with other prediction methods, the approach proposed has good performance and strong applicability and makes switch machine maintenance proactive, reliable, and economical.

4. Conclusions

To reduce maintenance cost, improve the prediction accuracy, and provide a visualization tool in switch machines on PM tasks, we proposed a DT approach. Firstly, we built a high-fidelity model of the physical switch machine to map it, which realizes the real-time mapping between the virtual model and the physical entity, and visually displays the physical equipment’s state. Then, the LSTM-ARIMA combination model was utilized as the inference algorithm to predict the state of the switch machine indirectly. The intelligent switch machine DT system realized the visual monitoring, as well as the state prediction. Meanwhile, it can provide technical support for its maintenance issues. Combining the visual model of the switch machine and the state prediction results, the maintenance personnel can reasonably arrange the maintenance plan. This approach can predict the switch machine state in advance to improve the reliability of the switch machine and avoid affecting the driving efficiency.

In future work, data from different sources of switch machines can be fed to the DT model. The DT framework can be applied to the PM for switch machines, and even other equipment.
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Abbreviations

The following abbreviations are used in this manuscript:

- DT: Digital Twins
- PM: Predictive maintenance
- PHM: Prognostic and Health Management
- LSTM: Long short-term memory
- ARMA: Autoregressive moving average
- SVR: Support vector regression
- ARIMA: Autoregressive Integrated Moving Average
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