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ABSTRACT

Time-lapse electrical resistivity tomography (ERT) is a popular geophysical method to estimate three-dimensional (3D) permeability fields from electrical potential difference measurements. Traditional inversion and data assimilation methods are used to ingest this ERT data into hydrogeophysical models to estimate permeability. Due to ill-posedness and the curse of dimensionality, existing inversion strategies provide poor estimates and low resolution of the 3D permeability field. Recent advances in deep learning provide us with powerful algorithms to overcome this challenge. This paper presents a deep learning (DL) framework to estimate the 3D subsurface permeability from time-lapse ERT data. To test the feasibility of the proposed framework, we train DL-enabled inverse models on simulation data. Each measurement in both synthetic and field data is standardized by removing the mean and scaling the time-series to unit variance. This pre-processing step is necessary to bring simulation data closer to field observations. Subsurface process models based on hydrogeophysics are used to generate this synthetic data. Training performed on limited simulation data resulted in the DL model over-fitting. An advanced data augmentation based on mixup is implemented to generate additional training samples to overcome this issue. This mixup technique creates weakly labeled (low-fidelity) samples from strongly labeled (high-fidelity) data. The weakly labeled training data is then used to develop DL-enabled inverse models and reduce over-fitting. As both time-lapse ERT (1133048 features/realization) and 3D permeability (585453 features/realization) data samples are from a high-dimensional space, principal component analysis (PCA) is employed to reduce dimensionality. Encoded ERT and encoded permeability are generated using the trained PCA estimators. A deep neural network is then trained to map the encoded ERT to encoded permeability. This mixup training and unsupervised learning allowed us to build a fast and reasonably accurate DL-based inverse model under limited simulation data. Results show that proposed weak supervised learning can capture salient spatial features in the 3D permeability field. Quantitatively, the average mean squared error (in terms of the natural log) on the strongly labeled training, validation, and test datasets is less than 0.5. The $R^2$-score (global metric) is greater than 0.75, and the percent error in each cell (local metric) is less than 10%. Finally, an added benefit in terms of computational cost is that the proposed DL-based inverse model is at least $O(10^4)$ times faster than running a forward model once it is trained. Data generation, DL model training, and hyperparameter tuning to identify optimal neural network architectures utilized high-performance computing resources while the DL inference is performed on a standard laptop. Approximately, $O(10^5)$ processor hours are used for generating data and DL tuning and training. We acknowledge that the data generation and DL model development are expensive. But once a DL model is trained, it can be re-used for inversion rapidly for the given system, with set physics and domain. Note that traditional inversion may require multiple forward model simulations (e.g., in the order of 10 to 1000), which are very expensive. This computational savings ($\approx O(10^5) - O(10^7)$) makes the proposed DL-based inverse model attractive for subsurface imaging and real-time ERT monitoring applications due to fast and yet reasonably accurate estimations of permeability field.
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HIGHLIGHTS AND NOVELTY

- A deep learning (DL) framework is developed to estimate the 3D permeability using geophysical data.
- Mixup-based data augmentation is used to reduce over-fitting and improve DL-enabled inversion under limited training data.
- Our tuned DL models capture salient structural features in the 3D permeability field with reasonable accuracy (e.g., < 10% error in each grid cell).
- An added benefit is that the proposed DL methodology is at least $O(10^4)$ times faster than running a single simulation.
- However, the simulation data generation and DL model training is computationally expensive, which is in $O(10^5)$ processor hours.

1. INTRODUCTION

Permeability plays a crucial role in the predictive understanding of subsurface systems [1–4]. Characterizing spatially distributed permeability with reasonably good accuracy is a significant challenge in the Earth and energy sciences [5, 6]. Good accuracy is needed because fluid flow and reactive-transport in applications such as hydrology [3], hydro-biogeochemistry [2, 7, 8], unconventional oil and gas [9–11], CO$_2$ sequestration [12–14], nuclear waste disposal and storage [15, 16], and geothermal systems are controlled by permeability [17–19]. Due to the subsurface’s heterogeneous nature, much uncertainty is involved in estimating the three-dimensional (3D) permeability field. Hence, capturing critical structural features in permeability is essential for developing realistic subsurface process models for natural and engineered systems [3, 20].

There are various subsurface imaging techniques to collect data for estimating 3D permeability field [21–23]. Direct techniques (e.g., invasive imaging, well/core logging) generally sample measurements at different spatial locations and are point-wise [22, 24, 25]. They provide high-resolution data only for small spatial coverage of the permeability field but are challenging, time-consuming, and very expensive to acquire. Non-invasive techniques (e.g., geophysical tomographic methods such as seismic, electrical, magnetic, nuclear magnetic resonance) provide indirect data to estimate permeability [25–29]. This indirect measurement data is assimilated into process models (e.g., through parameter estimation algorithms) to estimate permeability. A significant advantage of such non-invasive subsurface imaging techniques is that data collection at field scales is affordable. However, the collected data can be noisy and may have a low spatial resolution. Prominent non-invasive methods include electrical resistivity tomography, ground-penetrating radar, induced polarization, seismic, gravity, electromagnetics, and magnetotellurics [2, 30, 31]. Time-lapse electrical resistivity tomography (ERT) is a popular non-invasive geophysical method to estimate the permeability field from electrical potential difference measurements [32]. In this ERT technique, surface electrodes form an imaging array. Surveys (e.g., given an array layout and measurement sequence) are conducted to collect time-lapse ERT data. Each survey consists of thousands to tens of thousands of measurements (e.g., our study has 40,466 measurements, see Sec. 2.1). The primary time-lapse ERT measurement is transfer resistance at different times. Transfer resistance is the ratio of the observed electrical potential difference between a pair of electrodes to the injected current. One such measurement requires a four-electrode configuration, which consists of a current source and sink electrode pair and a positive and negative electrical potential electrode pair. The collected measurements from a time-lapse ERT survey are used to estimate subsurface permeability using inversion algorithms [33–35].

State-of-the-art inversion (e.g., Tikhonov, total variation, and Besov norm regularizations) [36, 37] and data assimilation (e.g., ensemble smoother, ensemble Kalman filers and its variants) [38–40] are generally used to ingest the ERT data for estimating permeability. Software packages such as PEST [41], DART [42], and DAKOTA [43] can also be used to estimate permeability. These tools and associated algorithms interact with a numerical model (e.g., discretizations of subsurface process models) to estimate and adjust process parameters based on the assimilated data [40]. However, there are certain limitations with the methods and tools mentioned earlier. For instance, these data assimilation methods and software packages may require multiple forward model runs [44–
But high-fidelity process model simulations are computationally expensive, which require high-performance computing (HPC) resources (see Sec. 3.5). These resources are not always available or accessible to perform detailed uncertainty quantification studies (e.g., calibration-constrained uncertainty analysis, prior and posterior uncertainty analysis, local and global sensitivity analysis [47–49]). Moreover, due to ill-posedness and due to subsurface processes’ nonlinearity, existing inversion algorithms provide poor estimates and low resolution of the process model parameters in high-dimensional space [50]. Inverse modeling strategies that are fast and provide reasonably accurate estimations of high-dimensional parameters (e.g., in the $O(10^2) – O(10^6)$) are needed to overcome the above limitations. Recent advances in machine learning (ML) and deep learning (DL) show promise to develop such models [51–55] once properly trained.

ML and DL algorithms based on neural networks provide new approaches to discover and map nonlinear relationships between process model inputs and outputs [53,55–58]. They also provide cost-effective and efficient methods to transform high-dimensional data into low-dimensional space (e.g., through principal component analysis [59–61], matrix/tensor factorization [62,63]). This dimensionality reduction allows us to extract hidden features or latent variables from high-dimensional data, thereby better representing the underlying processes and system response [64]. However, training DL models (e.g., using deep neural networks) requires large amounts of training data [51]. Generating high-quality data can be very expensive and time-consuming [53,55]. Recent advances in data augmentation [65] (e.g., mixup [66], neural style transfer [67]), transfer learning [68], and meta-learning (e.g., zero-shot, one-shot, few-shot, and any-shot) [69,70] are used to overcome this challenge of training DL models under limited sample size (e.g., in the $O(10^2)$). In this study, we use mixup to generate additional samples during the training process. Mixup-based data augmentation [66,71–74] is a simple strategy, which effectively produces weakly labeled data from high-quality samples to improve the predictive capability of DL models. These inexpensive, weakly generated data are employed to train our DL models. Hence, weak supervised learning based on mixup allows us to reduce model overfitting (e.g., when training under limited samples) [73].

1.1. Main contributions. The main contribution of this study is to develop fast and accurate deep learning models to estimate spatially distributed subsurface permeability from time-lapse ERT. The DL-based inverse models are built on numerical simulations that comply with underlying hydrogeophysics processes. The simulation data for training is developed by coupling flow, tracer-transport, and ERT-based geophysics process models. An advantage of the proposed methodology is that it provides good accuracy (e.g., prediction error in each grid cell is less than 10%) in estimating permeability. We emphasize that improved accuracy is achieved by data augmentation through mixup. An added benefit of the proposed DL-based inverse models is that it is at least $O(10^4)$ times faster than running a forward model simulation. From a computational cost perspective, traditional inversion requires multiple forward model runs. As a result, inversion may demand HPC resources and can be prohibitively expensive. Due to the savings in computational cost, our DL-based model inversion is attractive for usage in comprehensive uncertainty quantification studies towards real-time subsurface imaging.

1.2. Outline of the paper. The paper is organized as follows: Sec. 1 discusses the state-of-the-art model inversion methods. It provides limitations of these methods along with the advantages of using DL for model inversion. Then, we present the need for a DL-enabled inversion framework for estimating the 3D permeability field from electrical potential measurements. Sec. 2 describes the hydrogeophysics process models used to generate ERT training samples for permeability inversion. Problem description and data generation statistics are also described. Sec. 3 introduces the proposed deep learning-based model inversion framework. DL models are trained under limited high-quality training samples. Mixup training samples are used to reduce model overfitting. Deep learning model architecture, associated training process, and hyperparameter tuning are also discussed. Results are presented in Sec. 4. The computational cost of generating data, running forward models, and DL-based inverse models is described. We also discuss the limitations of the proposed method and possible approaches to improve it. Finally, conclusions are drawn in Sec. 5.

---

1We acknowledge that generating simulation data is expensive and is generally required in large amounts for training a reliable DL model.
2. HYDROGEOPHYSICS PROCESS MODELS AND TRAINING DATA GENERATION

In this section, the hydrogeophysics process models [75, 76] used to generate time-lapse ERT simulations are presented first. We couple subsurface flow, tracer transport, and geoelectrical process models to develop training samples for DL. PFLOTRAN [77–79], an open-source multi-physics code is used to simulate subsurface flow and tracer transport. E4D [75, 80], a geophysics code is used to simulate time-lapse ERT. These two codes are loosely coupled using Jupyter notebooks. By loosely coupled, we mean PFLOTRAN simulations are performed first. Then, the outputs generated from PFLOTRAN (e.g., concentration, saturation) are transferred to E4D’s mesh to run time-lapse ERT simulations. This entire workflow of coupling PFLOTRAN and E4D is performed using Jupyter notebooks. Text S1 in the supplementary material describes the process models to develop simulation data. Specifics on the modeling domain that represent the field study of stage-driven groundwater/river water interaction along the Columbia River, Washington, USA, are outlined. Finally, the workflow to generate the samples for training the DL-based inverse models is described.

![PFLOTRAN and E4D modeling domain](image1.png)

![E4D mesh and refined electrode area](image2.png)

Figure 1. Problem description: A pictorial description of boundary value problem. The top figure shows the modeling domains for simulating PFLOTRAN and E4D process models. The bottom figure shows the unstructured tetrahedral mesh and refined electrode area in the E4D modeling domain.

2.1. Problem description. Figure 1 provides a pictorial description of the PFLOTRAN and E4D modeling domain. This depiction is a representation of field study to monitor groundwater/surface-water interactions along the Columbia River at the Hanford 300 area in Washington, USA [75]. The study site is characterized by dynamic stage variations in the Columbia River, resulting in a variably saturated subsurface. A 3D ERT monitoring array was installed to monitor the river water intrusion during April 2013 [81, Section-3]. Figure 1(b) shows the location of electrodes in a relative coordinate system. It also provides an unstructured tetrahedral mesh employed by E4D.
to simulate potential difference measurements at the surface electrodes. The PFLOTRAN and E4D modeling specifics are described in supplementary material text S2.

2.2. Training data generation. High-fidelity numerical simulations are performed to acquire time-lapse ERT surveys for 302 realizations of permeability. Figure S1 in supplementary material provides a step-by-step procedure to generate simulation data. We obtain potential difference measurements at the surface electrodes for a given realization of the 3D permeability field. These 302 unique pairs of time-lapse ERT and permeability fields are used for training DL-based inverse models. Figure 2 shows multiple realizations of the 3D permeability field at different depths. Warmer and cooler colors represent high and low permeabilities, respectively. The values in this figure are shown in \( \ln[k(x)] \). We generated the prior ensemble of the permeability field conditioned on results from Chen et al. (2013) [38]. These results assimilated previous aquifer characterization efforts at the Hanford 300 area, including constant rate injection measurements, flowmeter surveys, and conservative tracer tests. The posterior realizations of 3D permeability field in a sub-domain of size 120m \( \times \) 120m \( \times \) 15m within the current modeling domain are used to produce realizations of structural parameters. That is the parameters for the exponential variogram model and conditioning points for generating the hydraulic conductivity field within the PFLOTRAN simulation domain. A 3D permeability field is then generated from each realization of structural parameters and conditioning points using the Kriging method [82]. A total of 302 realizations of permeability field are included in the prior ensemble. Table 1 provides the associated statistics of the generated field. Figure 3 shows the raw and normalized time-lapse ERT simulations. It compares the generated ensembles (i.e., different transfer resistance measurements) with the observational data. Each blue/red line represents a specific measurement drawn from the 302 ensembles. Blackline represents the corresponding field measurement. A total of 40,466 measurements are assembled from the time-lapse ERT survey. From this figure, qualitatively, we can see that the trend in the simulated time-lapse ERT is similar to observed data.

| Permeability – \( k(x) \) [m\(^2\)] | Minimum | Maximum |
|---------------------------------|---------|---------|
| \( \min[k(x)] \)                | \( 8.502 \times 10^{-12} \) | \( 1.916 \times 10^{-10} \) |
| \( \max[k(x)] \)               | \( 4.406 \times 10^{-8} \) | \( 2.502 \times 10^{-6} \) |
| \( \min[\ln(k(x))] \)         | \(-25.491 \) | \(-22.375 \) |
| \( \max[\ln(k(x))] \)         | \(-16.938 \) | \(-12.898 \) |
| \( \mu[k(x)] \)               | \( 1.706 \times 10^{-9} \) | \( 9.351 \times 10^{-8} \) |
| \( \sigma[k(x)] \)            | \( 1.175 \times 10^{-9} \) | \( 1.434 \times 10^{-9} \) |
| \( \mu[\ln(k(x))] \)          | \(-20.525 \) | \(-17.528 \) |
| \( \sigma[\ln(k(x))] \)       | \( 0.412 \) | \( 1.793 \) |

3. PROPOSED SCALABLE DEEP LEARNING METHODOLOGY

This section presents a methodology based on deep learning to estimate 3D permeability from time-lapse ERT. Figure 4 pictorially describes the overall framework to train and tune DL-enabled inverse models. The methodology is primarily divided into four main steps: (1) pre-processing hydrogeophysics simulations, (2) dimensionality reduction using principal component analysis (PCA), (3) mixup-based data augmentation on extracted PCA components, and (4) tuning deep neural network (DNN) models on encoded features at scale. We describe each of these steps in the below subsections.

3.1. Data pre-processing. The first step in our workflow is data pre-processing. We pre-process the permeability field and standardize the time-lapse ERT for subsequent PCA and DNN model training. Specific cells in the raw 3D permeability field are masked [83] before pre-processing. The masked cells are not used for training PCA and DNN models. These include river, Ringold, and near-surface cells (between 107m to 110m). The unmasked 3D permeability field (a total of 585,453 cells) is flattened and transformed into a natural log scale (e.g., see Fig. 2). Each 40,466 time-lapse ERT measurement is standardized by calculating the mean and standard deviation across the 28 time-steps. Then, we remove the mean from the time-series for each realization and then scale it to unit variance. This standard scaling procedure on each measurement results in a zero mean and unit standard deviation.
Figure 2. **Multiple realizations of 3D permeability field (synthetic data) for hydrogeophysics simulations:** This figure shows samples of the permeability (units are in m$^2$) realizations generated for developing hydrogeophysics simulation data. The top, middle, and bottom figures show 2D slices of the 3D permeability field (natural log-transformed) at different depths. They also show the spatial patterns of permeability field that DL-enabled inverse models need to capture across training, validation, and testing sets.

3.2. **PCA-based dimensionality reduction.** The second step in our workflow is dimensionality reduction. PCA is a dimensionality reduction method [59, 60] that uses the singular value decomposition to project data to a lower-dimensional space. Using PCA on high-dimensional data produces reduced components, capturing and retaining the most crucial information from the original data. The components or principal axes represent the directions of maximum variance in the input data. This reduction in input features is a significant advantage as the
Figure 3. **Simulations vs. observational time-lapse ERT data:** This figure shows samples of raw and normalized transfer resistance among 40,466 measurements. Each of the blue and red lines corresponds to raw and normalized simulation data for 28 different times. The black line represents the observational data. Note that there are 302 blue/red lines for each measurement. From this figure, it is evident that the observational data is contained within the normalized simulation data.
dimensions of our hydrogeophysics data are extremely large. Specifically, the time-lapse ERT and 3D permeability feature space dimensions are 1,133,048 and 585,453, respectively. We note that developing a deep or convolutional neural network that maps the high-dimensional time-lapse ERT data to the 3D permeability field is computationally intractable. This is because of the massive number of trainable weights and associated data requirements. As a result, PCA is used to significantly reduce the dimensions and encode the inputs into components while retaining the most informative aspects of the data. The permeability and potential field PCA models developed on the training data are then used to transform validation and testing sets.

In this study, we use the scikit-learn’s PCA to fit and transform the data [84]. The permeability and potential PCA models are trained to retain 99% of the data variance (information). We have trained PCA estimators using different percentages of data variances (e.g., 80%, 85%, 90%, and 99%). We found that PCA estimator trained using 99% variance is able to perform better on test datasets. This training process reduces the dimensions of the normalized potential field from 1,133,048 (28 timestamps × 40,466 measurements) to 270 PCA components. Similarly, the dimensions of pre-processed permeability field are reduced from 585,453 to 246 PCA components.

Figure 5 shows the explained variance ratio (EVR) of the extracted principal components. EVR provides the amount of variance explained by each of the principal components. The top potential and permeability PCA components explain approximately 14% and 43% variance in the data, respectively. The top 20 components explain more than 80% of variance in ERT and permeability training data. The remaining 250 (out of 270) and 226 (out of 246) potential and permeability PCA components explain the rest of the 99% of variance.

3.3. Data augmentation based on mixup. The third step in our workflow is data augmentation. We perform mixup [66] on the extracted PCA components to create additional training samples. Mixup is a recent
Figure 5. **PCA-based dimensionality reduction:** This figure shows the distribution of variance ratio for all the principal components determined using the PCA estimators of permeability and electrical potential fields. The left and right figures show the variances for time-lapse ERT and 3D permeability field, respectively. The PCA estimators are developed on the 282 realizations of training data with 0.99 variances. This PCA training resulted in 270 and 246 principal components that represent potential and permeability fields, respectively. Each bar in these figures represents a principal component, which explains the variance in the simulation data. The extracted components are then used to transform the validation and test datasets.

The data augmentation technique widely used in computer vision to train DL models to temper their prediction over-confidence. Figure S2 in the supplementary material summarizes our data augmentation strategy to generate new training samples. This data augmentation technique allows us to develop weakly labeled training samples by convexly combining inputs (PCA components of ERT) and outputs (PCA components of permeability) as follows:

\[ x_{\text{mixup}} = \lambda x_i + (1 - \lambda) x_j \]  
\[ y_{\text{mixup}} = \lambda y_i + (1 - \lambda) y_j \]

where \( x_i \) and \( x_j \) are randomly sampled inputs from training set. \( y_i \) and \( y_j \) are the corresponding training outputs. \( x_{\text{mixup}} \) and \( y_{\text{mixup}} \) are the mixed-up samples obtained from the training pairs. \( \lambda \in [0, 1] \) is a random number that determines the mixing ratio. This number is drawn from a symmetric Beta distribution, \( \text{Beta}(\alpha, \alpha) \). \( \alpha \) is a parameter that controls the strength of the combination between pairs of inputs and the associated training labels.

Equations 3.1a–3.1b use linear combinations of hidden representation of samples. Verma et al., \[85\] have shown that interpolation of hidden representation can improve the performance of DL models. A total of 39,621 unique pairs (i.e., \( 282 \times C_2 = 282 \times \frac{281}{2} \)) are obtained to develop pre-computed mixup samples. \( \alpha \) is assumed to be equal to 0.5. Based on this value of \( \alpha \), ten different \( \lambda \) values are generated to combine each strongly labeled training pair. As a result, 396,210 unique weakly labeled samples are obtained to train DL-enabled inverse models. Note that the strongly labeled data used to generate mixup samples are not used in this training process. However, they are used to comparing DL model predictions trained with and without mixup.

### 3.4. Scalable hyperparameter search and tuned DNN architectures

Our workflow’s fourth and final step is to search for optimal DNN architectural parameters (called hyperparameters). The tuned DNNs map encoded ERT to encoded permeability. The predicted principal components are then decoded using the trained permeability PCA estimator to obtain a spatially distributed field (see Fig. 4).

Hyperparameters are different parameters used for training the DNN models. They improve the performance of a DNN, resulting in an optimized/tuned architecture. Hyperparameters explored and tuned in this study are shown in Table 2. We use Keras API in Tensorflow package [86] to build our DL-enabled inverse models. Hyperparameter tuning is the process of searching for the best possible values for the hyperparameters (e.g., number of hidden layers, learning rate) of a DL model. Tuning the DNN’s hyperparameters is essential because these parameters
directly control the predictive performance (e.g., accuracy on unseen data) of trained DL-enabled inverse models. Hyperparameter tuning requires a search space, which can be significant even for small DNNs. The tuning process will become computationally expensive with the increment of the number of hyperparameters. The Keras Tuner \[87\] when combined with mpi4py \[88\] or multiprocessing \[89\] helps to overcome such a challenge. This library used in this study allows us to pick the optimal set of hyperparameters for DNNs. It will look for specific points in the search space where the hyperparameter tuning will show its impact on improving model performance. The Keras Tuner-enabled search process will produce accelerated accuracy on the validation/test datasets, reduce the number of DL model parameters (e.g., number of hidden layers), thereby resulting in faster inference speed (e.g., we can see this from computational cost Section 3.5).

Hyperparameter search and tuning are influenced by the random initialization of trainable weights (i.e., the random seed used) in DNN. Even with fixed hyperparameters, different tuned architectures can be obtained when we perform our tuning. This study uses 15 popular random seeds \[91–93\] and 40 different architectures trained in each random seed to obtain optimal values. The optimal hyperparameter set is chosen based on the validation mean squared error using the Bayesian optimization method in the Keras Tuner \[87\] library. Supplementary text S3 provides more details on the process of utilizing the Bayesian optimization method to perform hyperparameter tuning for our study. Table 3 shows the best candidates identified in each of the 15 different random seeds with and without mixup training. This table shows that the tuning process produced light-weighted DNN architectures (i.e., fewer trainable weights). In Sec. 4 and supplementary figures, we show the predictions of these 15 different best DL-enabled inverse models and associated errors on training, validation, and test data.

Hyperparameter search and tuning are influenced by the random initialization of trainable weights (i.e., the random seed used) in DNN. Even with fixed hyperparameters, different tuned architectures can be obtained when we perform our tuning. This study uses 15 popular random seeds \[91–93\] and 40 different architectures trained in each random seed to obtain optimal values. The optimal hyperparameter set is chosen based on the validation mean squared error using the Bayesian optimization method in the Keras Tuner \[87\] library. Supplementary text S3 provides more details on the process of utilizing the Bayesian optimization method to perform hyperparameter tuning for our study. Table 3 shows the best candidates identified in each of the 15 different random seeds with and without mixup training. This table shows that the tuning process produced light-weighted DNN architectures (i.e., fewer trainable weights). In Sec. 4 and supplementary figures, we show the predictions of these 15 different best DL-enabled inverse models and associated errors on training, validation, and test data.

Table 2. This table provides the hyperparameter space to develop tuned DNNs for each of 15 different popular random seeds. Forty different architectures are trained in each random seed using the Keras Tuner based on the Bayesian Optimization method. Batch sizes of 10 and 100 are used to perform training with and without mixup, respectively. Epoch sizes of 500 and 4000 are used to train DNNs with and without mixup, respectively.

| Hyperparameter type | Description | Explored options |
|----------------------|-------------|------------------|
| Learning rate        | The value of the optimizer in the Adam algorithm | \(10^{-6} \times [1, 2, 4, 6, 8, 10, 20, 40, 60, 80, 100, 10^2]\) |
| Layers               | Number of hidden layers | \([1, 2, 3, 4, 5]\) |
| Nodes                | The number of nodes in a hidden layer | minimum = 270, maximum = 300, step size = 10 |
| Alpha                | Slope coefficient in LeakyReLU activation function | minimum = 0.0, maximum = 0.5, step size = 0.05 |
| Dropout rate         | Applies dropout to the input \(^1\) | minimum = 0.0, maximum = 0.5, step size = 0.05 |

3.5. Computational cost. The simulation data for training DL models are generated using leadership-class supercomputing resources at the NERSC user facility \[90\]. The computational cost to run a single PFLOTRAN forward model simulation is approximately 22 minutes on four Cori Haswell compute nodes \[94\]. Each node has two 2.3 GHz 16-core Haswell processors (Intel Xeon Processor E5-2698 v3). Developing PFLOTRAN simulation data accounts for approximately 14,187 processor hours (i.e., \(0.367 \times 128 \times 302\)). To run a single E4D forward model simulation, it takes approximately 4.5 hours on eight Cori KNL compute nodes. Each node is a single Intel Xeon Phi Processor 7250 (Knights Landing) with 68 cores @ 1.4 GHz. A total of 2,416 KNL nodes were used to generate E4D simulation data, which is equal to 739,296 processor hours (i.e., \(4.5 \times 68 \times (8 \times 302)\)).

We have trained the tuned DL-enabled inverse models on a MacBook Pro Laptop (2.3GHz Intel Core i9, 8-core CPU, 64 GB 2667 MHz DDR4 RAM). The individual computational cost to perform dimensionality reduction using PCA on permeability field and time-lapse ERT is 37 and 25 seconds, respectively. Training the proposed encoded DNNs for 4000 epochs takes about 60 seconds without mixup. With mixup-based data augmentation, \(^1\)The search for hyperparameters is performed in parallel on NERSC \[90\], a high performance computing user facility operated by Lawrence Berkeley National Laboratory for the United States Department of Energy Office of Science. Scalable hyperparameter search is achieved by using Python’s built-in package called multiprocessing and mpi4py (MPI for Python) package. A total of 136 cores of 1.40 GHz Intel Xeon Phi Processor 7250 with 192 GB DDR4 and 32 GB MCDRAM are used for our hyperparameter tuning. The computational cost to train 1200 DNNs, discover optimal architectures, and post-process the DNN results correspond to approximately 222,000 core hours on NERSC.

\(^2\)Table 2: To reduce model over-fitting, we randomly set hidden layer units that connect to the next hidden layer or output to 0 at each step during training time. The rate value controls the frequency of dropping the units.
Table 3. This table provides the specifics of tuned DNN architectures (among 600 trained models) for 15 different popular random seeds.

| Random seed | No. of hidden layers | No. of nodes | Alpha value | Dropout rate | Learning rate |
|-------------|----------------------|---------------|-------------|--------------|---------------|
|             | No-mixup | mixup | No-mixup | mixup | No-mixup | mixup | No-mixup | mixup |
| 1337        | 1       |       | 300     | 270     | 0.5      | 0.15   | 0.5      | 10^{-4} |
| 0           | 1       |       | 270     | 300     | 0.5      | 0.5    | 0.5      | 10^{-4} |
| 1           | 1       |       | 300     | 270     | 0.5      | 0.5    | 0.5      | 10^{-4} |
| 2           | 1       |       | 270     | 300     | 0.5      | 0.5    | 0.5      | 10^{-4} |
| 3           | 1       |       | 270     | 300     | 0.45     | 0.5    | 0.5      | 10^{-4} |
| 4           | 1       |       | 270     | 300     | 0.5      | 0.5    | 0.5      | 10^{-4} |
| 5           | 1       |       | 270     | 300     | 0.3      | 0.5    | 0.5      | 10^{-4} |
| 7           | 1       |       | 290     | 0.5     | 0.5      | 0.5    | 10^{-4} |
| 8           | 1       |       | 300     | 0.5     | 0.5      | 0.5    | 10^{-4} |
| 10          | 1       |       | 290     | 300     | 0.5      | 0.5    | 0.5      | 10^{-4} |
| 11          | 5       | 1     | [300, 270, 270, 300, 270] | 300 | 0.5 | 0.0 | 0.5 | 10^{-4} |
| 13          | 1       |       | 290     | 280     | 0.5      | 0.5    | 0.5      | 10^{-4} |
| 42          | 2       | 1     | [280, 280] | 280 | 0.5 | 0.25 | 0.35 | 0.5 | 10^{-4} |
| 100         | 2       | 1     | [280, 300] | 300 | 0.5 | 0.2  | 0.5  | 10^{-4} |
| 113         | 1       |       | 270     | 300     | 0.5      | 0.5    | 0.5      | 10^{-4} |

Depending on the DNN architecture, the training times are in the $O(10^2) - (10^3)$ seconds for a total of 500 epochs. The total inference wall clock time is approximately 0.19 seconds. This inference includes encoding a new time-lapse ERT test data using PCA ($\approx 2.0 \times 10^{-2}$ seconds), estimating encoded permeability field using trained DNN ($\approx 8.58 \times 10^{-4}$ seconds), and decoding the estimated permeability using PCA ($\approx 0.167$ seconds).

Based on the above values, it is evident that generating training data is computationally expensive and requires HPC resources. Total training dataset generation time is in the order of $O(10^5)$ processor hours. For instance, it takes a total of $2.5 \times 10^3$ processor hours to perform a single forward model simulation of PFLOTRAN and E4D. This shows that it may be expensive to estimate 3D permeability using traditional inversion or software packages and tools (e.g., PEST, DAKOTA, DART), which require 100s to 1000s of forward models runs. These multiple forward runs translate anywhere from $O(10^5) - O(10^6)$ processor hours. Though the computational cost to develop the proposed DL-enabled inverse model is expensive (e.g., primarily training data generation is costly), it is attractive for data assimilation. For every new time-lapse ERT field study (or ingesting a new realization), traditional data assimilation requires at least $O(10^3)$ processor hours (e.g., through one or multiple hydrogeophysics forward models runs). The limited availability and continuous access (e.g., nodes, machine hours, constraints on maximum wall clock time to perform runs) to HPC resources make it challenging to use such state-of-the-art parameter estimation softwares. Specifically, constraints on the HPC resources may pose a challenge to perform the traditional inversion. However, once the DL-enabled inverse model is trained, it takes $O(10^{-2})$ seconds to perform an inversion, thereby resulting in massive computational savings (e.g., a minimum of $O(10^7)$ seconds).

4. RESULTS AND DISCUSSION

In this section, we present results to evaluate the overall accuracy of the proposed DL methodology. First, we will describe the PCA modeling results and associated errors due to encoding and decoding the 3D permeability field. Second, we present the results for tuned DNN architectures trained using no mixup and pre-computed mixup after PCA. Various performance metrics are provided to assess trained DL-enabled inverse models (i.e., tuned DNN and PCA estimations). Finally, we discuss the limitations of the proposed method and possible approaches to overcome such challenges.

Figure 6 provides the predictions and associated percent errors of permeability PCA estimator trained on 282 realizations. The one-to-one plots in Fig. 6(a)-(c) compare the ground truth and PCA predictions for all the training, validation, and test data. These figures show that PCA predictions are scattered near the red line for training data. However, the predictions are dispersed a little far from the one-to-one line for validation and testing realizations. For high permeability, we can see considerable under-predictions from PCA estimators, while for lower permeability, we can see over-predictions. Such a reduced performance of PCA estimators is well-known due
to the curse of dimensionality [60]. Very high-dimensional inputs (e.g., we have more than 500,000 permeability features) often make a dimensionality reduction challenging and degrade the PCA encoder-decoder performance. The spatial distribution of reconstruction errors are shown in Fig. 6(d)-(f). The color bar values in these figures are given in percentage. The associated ground truth for which we calculate the percent errors are shown in Fig. 2(a), (d), and (g). The spatial patterns for validation and testing realizations reveal that errors are less than 5% in most parts of the region. We can also make similar inferences from the probability density function (PDF) plots shown in Fig. 6(g). PDFs are computed using kernel density estimation algorithms available in statsmodels python package [95]. For training realizations, the density is primarily concentrated within the top 2%. However, for
validation and test sets, the PDF curves have a long tail and spread until 6-8%. For all realizations, the percent error in each grid cell is less than 10% with a probability of 0.99.

Figure 7 shows the training and validation loss of 15 different tuned DNNs to estimate the encoded permeability. The supplementary text shows the individual loss plots of each DNN (trained with and without mixup) tuned using a different random seed in Fig. S3-S10. The training and validation losses are based on mean squared error. From these figures, in most scenarios, it is clear that training MSE flatten out early, and validation loss slightly increases, which is a sign of over-fitting. This increase in loss usually happens when DNNs try to capture less informative principal components (i.e., for PCA components that have very low explained variance ratios). Mixing up PCA components helps to reduce the MSE value (with a lesser number of epochs), but over-fitting still occurs.

Figure 8 compares the predictions of DL-enabled inverse models against ground truth. The scatter plots shown in Figs. 8(a)-(c) show the PCA component predictions of DNNs trained without mixup while Figs. 8(d)-(f) provide model predictions with mixup. The trained PCA estimator decodes the DNN predictions to obtain permeability values in each grid cell. The associated scattered plots for the estimated permeability field are shown in Figs. 8(g)-(l). The results show in Fig. 8 are based on a tuned DNN (single hidden layers with either 270 or 300 nodes, see Table. 3) with random seed = 0. The figures S3-S18 in the supplementary text provide the predictions and compare them with ground truth for all the remaining tuned DNNs. The training predictions show that PCA components are close to the one-to-one line. The permeability predictions in each grid cell for training data show that mixup performs slightly better than no mixup, as evident from the spread of the blue dots. However, the DNN predictions of PCA components for both validation and test sets are dispersed due to over-fitting. From the scatter plots of encoded DNN predictions, it is clear that specific high and low-value PCA components (e.g., values between -1000 and -500, values closer to 500) are estimated with reduced accuracy. These skewed estimations are propagated when decoding the predicted components using PCA. As a result, we can see the increased deviation of permeability predictions from the red line. On validation and test realizations, we see under and over predictions for high and low values of permeabilities. However, for test realizations, we can see that mixup trained DNNs slightly over-predict permeability values compared to no mixup.

Figure 9 shows the spatial predictions and associated percent errors for tuned DNNs based on random seed = 0. These two different DNNs are trained on data with and without mixup. The ground truths for these predictions are shown in Fig. 2(a), (d), and (g). Figures S19-S38 in the supplementary text show the predictions of all 15 different DNNs for various training, validation, and test realizations. Specifically, Figs. S24-S33 show the DNN
Figure 8. Ground truth vs. Prediction (PCA components and permeability): This figure shows one-to-one plots of a tuned DL-enabled inverse model (based on random seed = 0) for encoded and decoded 3D permeability. The top and middle figures show the PCA components predictions based on the tuned DNN architecture with and without mixup. Each blue dot represents an encoded permeability field. The lower set of figures show the predictions of decoded permeability field with and without mixup. These predictions are obtained by utilizing the trained PCA estimator on the DL predicted principal components. Each blue dot represents a permeability value in a grid cell. The permeability predictions based on DL-enabled inverse models trained using mixup samples seem to have slightly higher permeability values than no mixup.
Figure 9. Spatial prediction and associated percent errors with and without mixup: This figure shows the DL-enabled inverse models (based on random seed = 0) predictions and spatial distribution of percent errors. The top and middle figures show the DL model predictions and associated errors without mixup, while the lower figures show pre-computed mixup after PCA. The corresponding ground truth for these predictions is shown in Fig. 2(a), (d), and (g). From the percent error 2D slices, it is evident that DL models trained using mixup data perform slightly better than without mixup. This is because mixup-trained DL models can better predict high permeability cells than models trained without mixup.
predictions for all the ten test realizations at a depth of 102m. These supplementary figures provide predictions at fixed and varying depths (z = 102m to 104m) of interest. These depths are in-between the lowest and higher groundwater levels. We also show the spatial patterns of percent errors for specific validation and test realizations in Figs. S39-S43. From the main text and supplementary text figures, it is clear that models trained with and without mixup perform best on training data. However, the predictions on validation and test realizations show that sharp features in permeability are smeared. The spatial distribution of errors in Figs. S39-S43 shows that certain regions along the river direction (i.e., when Easting ≈ 400m) have high percent errors. But the values in most of these grid cells don’t exceed 10%. Qualitatively, comparing spatial predictions of DNNs trained with no mixup (i.e., Figs 9(a)-(c)) and with mixup (i.e., Figs 9(g)-(i)) on test realizations show that mixup-enabled DNNs are able to better predict high values of permeability. Quantitatively, the percent error plots Figs. 9(d)-(f) and Figs. 9(j)-(l) support this claim. Specifically, when comparing Fig. 9(f) and Fig. 9(l) in regions closer to river cells (where water is flowing into subsurface), mixup has reduced percent error compared to no mixup. This spatial pattern in errors supports this claim. Specifically, when comparing Fig. 9(f) and Fig. 9(l) in regions closer to river cells (where water is flowing into subsurface), mixup has reduced percent error compared to no mixup. This spatial pattern in errors shows that mixup-enabled models have slightly better predictive capability than models trained without mixup. Similar inference can be made on different test realizations as shown by the figures in supplementary text (e.g., see Figs. S24-S38 and S40-S43).

The performance metrics of tuned DNNs with and without mixup are shown in Table 4. The minimum, maximum, mean, and standard deviation (SD) are evaluated on the ensemble predictions – 282 training realizations × 15 model predictions, 10 validation realizations × 15 model predictions, and 10 testing realizations × 15 model predictions. Figures S44-S48 provide detailed plots of each metric for 282 training (strongly labeled), ten validation, and ten testing realizations using 15 different tuned models. These metrics are computed on the entire 3D ln[k(x)] field. Each metric captures specific local or global patterns in the predictions. For example, $R^2$-score illustrates the goodness of fit, which measures how well the 3D permeability field is likely to be predicted by the tuned DL-enabled inverse models. Mean squared error (MSE), and root mean squared error (RMSE) are scale-dependent accuracy metrics, which are sensitive to outliers. MSE and RMSE measure the squares of errors and the square of the average of the squared errors, respectively. Mean absolute error (MAE) provides the average of the absolute values of the errors. Explained variance score (EVS) measures the magnitude by which a tuned DL-enabled inverse model accounts for the variation of a given realization. Maximum error (ME) provides the worst-case error between the predicted and the true $\ln[k(x)]$ values. Mean absolute percentage error (MAPE) calculates the relative percentage error with respect to actual value of $\ln[k(x)]$. MAPE is not scale-dependent and provides information on the sensitivity of DL-enabled inverse model predictions to relative errors. Median absolute error (MedAE) is robust to outliers and is calculated by taking the median of all absolute differences between the ground truth and predictions. It tells us about the variability in $\ln[k(x)]$ predictions by DL-enabled inverse models. Maximum percent error (MPE) estimates the maximum possible percent error in predictions. Structural similarity index measure (SSIM) incorporates structural information and indicates how well the DL-enabled inverse models capture spatial patterns at various depths. It measures the similarity between 2D slices of ground truth and predictions. The overall metric values (e.g., mean, standard deviation in Table 4) on training and validation sets show that DNNs trained with and without mixup have similar performance. But on the testing set, we can see a slight improvement in the performance of DNN tuned using mixup data. For example, the SSIM scores using mixup-enabled DNNs are slightly better than tuned models trained without mixup.

| Metric | Training (No-mixup, mixup) | Validation (No-mixup, mixup) | Testing (No-mixup, mixup) |
|--------|---------------------------|-----------------------------|---------------------------|
| R²-score | Min. | Max. | Mean | SD | Min. | Max. | Mean | SD | Min. | Max. | Mean | SD |
| MSE | 0.18, 0.35 | 0.59, 0.99 | 0.70, 0.76 | 0.15, 0.13 | 0.14, 0.69 | 0.71, 0.71 | 0.41, 0.40 | 0.15, 0.15 | 0.03, 0.03 | 0.80, 0.81 | 0.39, 0.40 | 0.20, 0.20 |
| RMSE | 0.02, 0.03 | 0.16, 0.11 | 0.08, 0.07 | 0.02, 0.02 | 0.02, 0.12 | 0.45, 0.48 | 0.25, 0.25 | 0.08, 0.08 | 0.04, 0.04 | 1.15, 1.24 | 0.36, 0.37 | 0.27, 0.29 |
| MAE | 0.16, 0.11 | 0.40, 0.34 | 0.29, 0.25 | 0.03, 0.04 | 0.35, 0.35 | 0.67, 0.70 | 0.44, 0.44 | 0.08, 0.08 | 0.37, 0.37 | 1.07, 1.11 | 0.56, 0.57 | 0.20, 0.21 |
| EVS | 0.12, 0.09 | 0.31, 0.20 | 0.22, 0.20 | 0.03, 0.03 | 0.27, 0.27 | 0.49, 0.34 | 0.34, 0.34 | 0.06, 0.06 | 0.28, 0.28 | 0.75, 0.87 | 0.42, 0.43 | 0.14, 0.15 |
| SSIM | 0.10, 0.08 | 0.29, 0.20 | 0.10, 0.07 | 0.15, 0.13 | 0.18, 0.09 | 0.47, 0.31 | 0.41, 0.40 | 0.15, 0.15 | 0.01, 0.01 | 0.18, 0.31 | 0.39, 0.40 | 0.21, 0.20 |
| ME | 0.17, 0.52 | 3.30, 5.02 | 1.68, 1.51 | 0.36, 0.36 | 1.89, 1.57 | 3.72, 3.69 | 2.20, 2.04 | 0.49, 0.49 | 1.98, 1.90 | 4.81, 1.64 | 2.63, 2.72 | 0.84, 0.94 |
| MAF | 0.01, 0.00 | 0.02, 0.01 | 0.01, 0.00 | 0.01, 0.00 | 0.00, 0.00 | 0.02, 0.02 | 0.02, 0.02 | 0.01, 0.01 | 0.00, 0.01 | 0.04, 0.04 | 0.02, 0.02 | 0.01, 0.01 |
| MedAE | 0.16, 0.07 | 0.25, 0.21 | 0.18, 0.16 | 0.02, 0.02 | 0.22, 0.22 | 0.46, 0.48 | 0.26, 0.27 | 0.04, 0.07 | 0.11, 0.11 | 0.62, 0.69 | 0.33, 0.34 | 0.10, 0.11 |
| MPE | 4.62, 3.19 | 20.35, 18.62 | 9.16, 8.14 | 2.00, 1.93 | 9.84, 9.64 | 22.99, 23.20 | 14.52, 14.78 | 9.99, 9.99 | 19.57, 19.55 | 25.53, 30.19 | 14.19, 14.17 | 4.74, 5.05 |
| SSIM | 0.06, 0.13 | 0.94, 0.98 | 0.49, 0.37 | 0.18, 0.18 | 0.23, 0.27 | 0.74, 0.71 | 0.46, 0.46 | 0.12, 0.11 | 0.26, 0.24 | 0.66, 0.66 | 0.33, 0.45 | 0.16, 0.09 |
Figure 10. Distribution of $R^2$-score, SSIM metric, and percent errors for with and without mixup: These figures compares the probability density estimates of all the 15 different tuned model trained with and without mixup. Metrics based on DL model predictions are evaluated at depths between 100m to 105m, the zone of interest. This zone is between the lowest and highest groundwater levels. The left and middle figures show the $R^2$-score and SSIM metric values, while the right figure shows the percent error in each cell. From $R^2$-score, quantitatively, it is evident that DL model predictions can capture the overall trends in the 3D permeability field. Qualitatively, it is clear that the percent errors in each cell are less than 10%, and density function is concentrated primarily with 3%. However, the SSIM score reveals reduced performance in capturing local patterns, which shows that over-fitting is still prevalent. In all these scenarios, the mixup trained model performs slightly better than no mixup.

Figure 10(a) and (b) shows the PDF values of $R^2$-score and SSIM at depths of interest. These depths are between 100m to 105m, where river water intrudes and mixes with existing groundwater. To compute the $R^2$-score and SSIM at these depths, we include the Ringold and river cell permeability values in our metric estimations. As a result, we have an artificial increase in $R^2$-score and SSIM values at these depths. For example, we can see $R^2$-score’s probability density is concentrated between 0.75 and 1.0. We can draw similar inferences on SSIM metric values. However, from this SSIM figure, it is evident that mixup-enabled DNNs can better capture the spatial patterns in the permeability field than models trained without mixup. Figure 10(c) shows the PDFs of percent errors in each grid cell for all depths (i.e., from 90m to 110m). The PDF vs. percent errors also provides essential insight that DNN can estimate spatially distributed permeability within 10% error even under limited simulation data as probability density is primarily concentrated within this error.

4.1. Discussion. Our results demonstrate the applicability of using deep learning to estimate 3D permeability using time-lapse ERT. However, there are certain limitations of the current methodology, primarily related to reconstruction errors and over-fitting under limited simulation data. Herein, we briefly describe possible approaches to overcome these limitations to capture spatial patterns better. Our next step is to test our enhanced DL methodology to observational errors and estimate 3D permeability using real time-lapse ERT field data.

(1) Data pre-processing: Typically, DL algorithms perform better when standardized using advanced pre-processing methods [96] such as robust scalers or custom transformers (e.g., power transform). A detailed comparison of various transformations to pre-process ERT simulations for dimensionality reduction might shed better insights on the predictive capability of trained DNNs.

(2) Generating targeted realizations: Due to the curse of dimensionality, the number of training samples needed to reduce the over-fitting of DNNs can be huge. However, as discussed in Sec. 3.5, generating training data is expensive and requires HPC resources. To obtain the best DNN performance, generating targeted training samples is necessary. Recent advances in active learning [97] can provide us with better algorithms to explore and sample the high-dimensional permeability parameter space efficiently.

(3) Hydrogeophysics data streams: Our proposed method ingests time-lapse ERT data to estimate permeability. To better constrain this 3D field, we can extend our existing workflow to incorporate flow, transport, electrical conductivity, and temperature data as inputs. In such a scenario, a tuned DNN takes multiple
PCA components, where each input layer corresponds to flow, transport, and time-lapse ERT encoded variables.

(4) **Advanced mixup strategies**: The current study used classical Mixup data augmentation on latent spaces, which produced smaller performance gain over no mixup. We note that classical mixup uses linearity assumption, which does not necessarily hold in a regression setting. This is because the label space is continuous, and taking a linear interpolation of training examples that are very different (e.g., data-wise, label-wise) may produce incorrect labels. Advanced mixup strategies (e.g., Puzzle Mix, multi-dimensional mixup, MixRL) \[98,99\] can be employed to temper DNN confidence and achieve a significant reduction in model over-fitting. For example, the MixRL method accounts for the underlying statistics of the training data and can learn how many nearest neighbors we should mix a sample with using reinforcement learning. This importance of data valuation using reinforcement learning limits the number of nearest neighbors to mix a given sample instead of mixing with all combinations.

(5) **Few-shot learning**: Developing traditional DNNs requires substantial training data. Recent advances in few-shot learning [100] can be used to build accurate models. These approaches use prior knowledge about similarity and learn patterns in training data, thereby constraining the learning algorithm to choose parameters that generalize well from few examples.

(6) **Improving permeability resolution**: From the DNN predictions, it is clear that estimated permeability is smeared. We can improve the estimated permeability resolution by correcting it through an autoencoder trained using Mixup.

(7) **Model averaging and stacking to improve predictions**: In the current DL methodology, we developed 30 different tuned models based on popular random seeds. Each trained model is then used for permeability estimation. We can improve the predictive performance of these models by combining the predictions from all the trained DNNs. We can achieve this through ensemble deep learning [101], which not only reduces the variance of permeability predictions but also can result in estimations that are better than any single DL model.

(8) **Advanced dimensionality reduction to account for 3D patterns**: In our study, we flatten the 3D tensor to a 1D vector to perform dimensionality reduction. Such a transformation may not always capture patterns across depth of the permeability field. We can employ tensor factorization methods [62] to overcome such a limitation and better capture spatial patterns. For example, non-negative tensor factorization [63] allows us to directly work with the 3D tensor to extract latent variables representing spatial features across depth. This enhanced dimensionality reduction may allow for development of better DNNs to map encoded ERT to encoded permeability.

(9) **Permeability estimation with predictive uncertainty**: Our proposed DNNs are deterministic and do not provide uncertainty in their prediction. We can improve our workflow to accommodate Bayesian neural networks to map encoded ERT to the encoded permeability field for developing probabilistic ML models.

(10) **Embedding knowledge into neural network architectures**: Incorporating prior information and domain knowledge through Knowledge-guided machine learning [102,103] may allow to reduce over-fitting. For example, we can train neural networks by embedding the governing laws to simulate hydrogeophysics for our problem. This embedding of physics allows us to solve forward and inverse problems in one shot. However, various practical challenges may need to be addressed to develop such a workflow [104].

5. CONCLUSIONS

We have developed a fast and reasonably accurate DL methodology to invert permeability under limited training samples. Our DL approach combines dimensionality reduction methods with deep neural networks to map time-lapse characteristics of encoded ERT measurements to encoded 3D permeability field. PCA-based encoder-decoders are trained to perform dimensionality reduction. The extracted principal components from potential and permeability fields are used to train DNNs. We have performed hyperparameter tuning using the Bayesian optimization method to identify optimal DNN architectures. The data used for training the DNNs and PCA are based on hydrogeophysics simulations using process models in PFLOTRAN and E4D. However, training DNNs under limited simulation data is challenging as it resulted in model over-fitting. Mixup-based data augmentation
was used to generate additional training samples to improve DNN performance. Results (e.g., performance metric based on SSIM) showed that mixup-based DNNs perform slightly better than no-mixup, but over-fitting still exists. Probability density estimates provided insights on high permeable regions (between $z = 100m$ to $105m$), where the percent errors in each grid cell are high ($\approx 10\%$). Overall, the DNNs trained on the proposed methodology can capture spatial patterns in permeability within an error of 10%. Finally, we note that the computational cost to train a tuned encoded DNNs is minimal ($\approx 1$ processor hour on a laptop CPU) compared to running a single forward simulation ($\approx 2500$ processor hours on a NERSC’s CPU). This fast inference with justifiable predictive capability makes our DL methodology reasonably attractive for solving high-dimensional inverse problems under limited training data. We acknowledge that there are certain limits to this fast inference. DL inference and predictions are reasonably accurate for low permeability regions. However, we have to be cautious in inferring areas of high permeability (e.g., closer to the river) due to the reduced performance (i.e., over-fitting) of DL models. Our future work involves improving the predictive capability of our DL workflow. This improvement can be achieved in multiple ways through few-shot learning, Bayesian neural networks to account for uncertainty, and active learning to generate targeted training data.
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ABBREVIATIONS

- DNN: Deep Neural Network
- DL: Deep Learning
- E4D: A scalable, 3D geophysical modeling and inversion code
- ERT: Electrical Resistivity Tomography
- EVR: Explained Variance Ratio
- EVS: Explained Variance Score
- FAIR: Findable Accessible Interoperable and Reusable
- GPR: Gaussian Process Regression
- GP-UCB: Gaussian Process Upper Confidence Bound
- HPC: High-Performance Computing
- KDE: Kernel Density Estimation
- ML: Machine Learning
- MAE: Mean Absolute Error
- MAPE: Mean Absolute Percent Error
- MedAE: Median Absolute Error
- ME: Maximum Error
- MPE: Maximum Percent Error
- MSE: Mean Squared Error
- NERSC: National Energy Research Scientific Computing Center
- PCA: Principal Component Analysis
- PDF: Probability Density Function
- PE: Percent Error
- PFLOTRAN: An open source, state-of-the-art massively parallel subsurface flow and reactive transport code
- RMSE: Root Mean Squared Error
- SD: Standard Deviation
• SSIM: Structural Similarity Index Measure
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APPENDIX (supplementary materials)

Supplementary materials and associated figures can be found in a separate file.

DATA, CODE AVAILABILITY, AND RESOURCES

The data generated for the proposed deep learning model development uses open-science principles. Specifically, we make the data Findable Accessible Interoperable and Reusable (FAIR). FAIR principles expedite community-based data generation, modeling, interdisciplinary collaboration and provides a means to test new hypotheses. The datasets generated and analyzed, as well as the scripts for this study will be made available on this Github repository: https://github.com/maruti-iitm/DL4HGP.git. PFLOTRAN source code can be downloaded at https://bitbucket.org/pflotran/pflotran/src/master/. E4D source code can be downloaded at https://github.com/pnnl/E4D.
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