Qualitative properties of solutions in the time differential dual-phase-lag model of heat conduction
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Abstract

In this paper we study the time differential dual-phase-lag model of heat conduction incorporating the microstructural interaction effect in the fast-transient process of heat transport. We analyse the influence of the delay times upon some qualitative properties of the solutions of the initial boundary value problems associated to such a model. Thus, the uniqueness results are established under the assumption that the conductivity tensor is positive definite and the delay times \( \tau_q \) and \( \tau_T \) vary in the set \( \{0 \leq \tau_q \leq 2\tau_T\} \cup \{0 < 2\tau_T < \tau_q\} \). For the continuous dependence problem we establish two different estimates. The first one is obtained for the delay times with \( 0 \leq \tau_q \leq 2\tau_T \), which agrees with the thermodynamic restrictions on the model in concern, and the solutions are stable. The second estimate is established for the delay times with \( 0 < 2\tau_T < \tau_q \) and it allows the solutions to have an exponential growth in time. The spatial behavior of the transient solutions and the steady-state vibrations is also addressed. For the transient solutions we establish a theorem of influence domain, under the assumption that the delay times are in \( \{0 < \tau_q \leq 2\tau_T\} \cup \{0 < 2\tau_T < \tau_q\} \). While for the amplitude of the harmonic vibrations we obtain an exponential decay estimate of Saint-Venant type, provided the frequency of vibration is lower than a critical value and without any restrictions upon the delay times.
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Introduction

In this paper we study the dual-phase-lag model of heat conduction incorporating the microstructural interaction effects in the fast-transient process of heat transport. Tzou [1, 2, 3] (see also [4] and [5] and the references therein) proposed the following time differential constitutive law for the heat flux vector \( q_i \)

\[
q_i(x, t) + \tau_q \frac{\partial q_i}{\partial t}(x, t) + \frac{1}{2} \tau_T \frac{\partial^2 q_i}{\partial t^2}(x, t) = -k_{ij}(x)T_j(x, t) - \tau_T k_{ij}(x) \frac{\partial T_j}{\partial t}(x, t)
\]  

(1)
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where \( \tau_q \geq 0 \) and \( \tau_T \geq 0 \) are the delay times, \( T \) is the temperature variation and \( k_{ij} \) is the conductivity tensor. It was established by Fabrizio and Lazzari [6] that the restrictions imposed by thermodynamics on the constitutive equation (1), within the framework of a linear rigid conductor, implies that the delay times have to satisfy the inequality \( 0 \leq \tau_q \leq 2 \tau_T \).

When the constitutive equation (1) is coupled with the energy equation

\[-q_{i,i} + \varrho r = a \frac{\partial T}{\partial t}, \tag{2}\]

and under appropriate regularity assumptions, then we obtain the following governing equation of hyperbolic type for temperature field \( T \)

\[
(1 + \tau_q \frac{\partial}{\partial t} + \frac{1}{2} \tau_q \frac{\partial^2}{\partial t^2}) \left( a \frac{\partial T}{\partial t} - \varrho r \right) = \left[ k_{ij} \left( 1 + \tau_T \frac{\partial}{\partial t} \right) T_{,j} \right]_{,i}. \tag{3}
\]

Such equation was studied intensively in literature in many papers (see, for example, [7]-[18]). Quintanilla [10] has shown that the equation (3), together with suitable initial conditions for \( T \), \( (\partial T) / (\partial t) \) and \( (\partial^2 T) / (\partial t^2) \) and appropriate boundary conditions in terms of \( T \), leads to an exponentially stable system when \( 0 < \tau_q < 2 \tau_T \) and to an unstable system when \( 0 < 2 \tau_T < \tau_q \). While in [11]-[13] the well-posedness problem is studied, provided some appropriate restrictions upon the parameters \( \tau_q \) and \( \tau_T \) are assumed. At this regard, Quintanilla [19, 20] performed a very interesting analysis about the well-posed problems of dual- and three-phase-lag models of heat conduction equation. We have to outline that some approximations of the Tzou’s theory have been studied recently by Quintanilla [21] and Amendola et al. [22].

In [23] the authors investigate the propagation of plane time harmonic waves and surface waves in the case of a homogeneous and isotropic dual-phase-lag thermoelastic material.

In the present paper we formulate the initial boundary value problem of heat conduction model based on the constitutive equation (1) and the basic energy equation (2), considering it is described by a differential system for the unknown couple \( \{ T, q_i \} \). That means we consider initial conditions for \( T, q_i \) and \( (\partial q_i) / (\partial t) \) and appropriate boundary conditions in terms of temperature variation and heat flux vector. Then we study the effects of the presence of the delay times upon the uniqueness and continuous data dependence results as well as the spatial behavior of the transient solutions and of the harmonic vibrations. The uniqueness results are established without any restrictions upon the delay times, except the case of the class of materials characterized by zero delay time of phase lag of the conductive temperature gradient and for which the delay time in the phase lag of heat flux vector is strictly positive. In such a case it should be expected to have an ill-posed model. Moreover, it was shown by Fabrizio and Lazzari [8] that the corresponding model (with \( \tau_T = 0 \) and \( \tau_q > 0 \)) is incompatible with the thermodynamic principles.

We also address the problem of continuous dependence of solutions with respect to the given data. To this aim we establish appropriate conservation laws and then we use the Gronwall’s inequality in order to establish two estimates describing the continuous dependence of solutions with respect to the prescribed initial data and with respect to the given supply terms. The first estimate is established for delay times satisfying the inequality \( 0 \leq \tau_q \leq 2 \tau_T \), which is in accord with the thermodynamic restriction established by Fabrizio and Lazzari [8]. The second estimate is established under the assumption \( 0 < 2 \tau_T < \tau_q \) and it allows the solutions to have a growth exponential in time.

Finally we proceed to study the spatial behavior of transient solutions and to this end we establish a domain of influence theorem, provided the delay times are in the set \( \{ 0 < \tau_q \leq 2 \tau_T \} \cup \{ 0 < 2 \tau_T < \tau_q \} \). Explicit estimates are given, in terms of the constitutive thermal coefficients and delay times, for the speed of signal propagation for each of the two subsets of delay times.
Type of solutions | Delay times | Transient solutions | Steady state solutions |
|------------------|-------------|---------------------|-----------------------|
|                  | $0 \leq \frac{1}{2} \tau_q \leq \tau_T$ | Uniqueness results | Continuous dependence estimates for solutions compatible with thermodynamics |
|                  | $0 < \tau_T < \frac{1}{2} \tau_q$ | Uniqueness results | Continuous dependence estimates for models with an exponential growth in time |
|                  | Theorem of influence domain, provided $\tau_q > 0$ | Theorem of influence domain | |

|                  | Exponential decay estimate of Saint-Venant type, provided the frequency of vibration is lower than a critical value |

Table 1: Summary of results

Moreover, for the steady-state vibrations we establish an exponential decaying estimate in terms of the amplitude vibration, provided the frequency is lower than a critical value and for delay times $\tau_q \geq 0$ and $\tau_T \geq 0$.

Formulation of the initial boundary value problem

We assume that a regular region $B$ is filled by an inhomogeneous and anisotropic material with dual phase lag times.

Throughout this paper we consider the initial boundary value problem $P$ defined by the field equations (1) and (2), the initial conditions

$$T(x, 0) = T^0(x),$$

$$q_i(x, 0) = q^0_i(x), \quad \frac{\partial q_i}{\partial t}(x, 0) = q^0_{i0}(x), \quad \text{on } \partial B,$$

and the boundary conditions

$$T(x, t) = \vartheta(x, t) \quad \text{on } \Sigma_1 \times [0, \infty),$$

$$q_i(x, t)n_i = \xi(x, t) \quad \text{on } \Sigma_2 \times [0, \infty).$$

Here $T^0(x)$, $q^0_i(x)$, $q^0_{i0}(x)$ and $\vartheta(x, t)$, $\xi(x, t)$ are prescribed smooth functions. Moreover, $\Sigma_1$ and $\Sigma_2$ are subsets of the boundary $\partial B$ so that $\Sigma_1 \cup \Sigma_2 = \partial B$ and $\Sigma_1 \cap \Sigma_2 = \emptyset$.

By a solution of the initial boundary value problem $P$ corresponding to the given data $D = \{r; T^0, q^0_i, q^0_{i0}; \vartheta, \xi\}$ we mean the ordered array $S = \{T, q_i\}$ defined on $\overline{B} \times [0, \infty)$ with the properties that $T(x, t) \in C^{1,1}(B \times (0, \infty))$, $q_i(x, t) \in C^{1,2}(B \times (0, \infty))$ and which satisfy the field
equations (1) and (2), the initial conditions (3) and the boundary conditions (5). In what follows we denote by $P_0$ the initial boundary value problem $P$ corresponding to the zero given data $D = \{r; T^0, q_i^0, q_i^0; \vartheta, \xi\} = 0.$

For further convenience we introduce the following operators

$$f'(t) = \int_0^t f(s) ds, \quad f''(t) = \int_0^t \int_0^s f(z) dz ds, \quad \text{etc.}; \quad (6)$$

$$\hat{g}(t) = g''(t) + \tau g'(t) + \frac{1}{2} \tau^2 g(t); \quad (7)$$

$$\hat{h}(t) = h'(t) + \tau h(t). \quad (8)$$

It is worth to note that if $S = \{T, q_i\}$ is a solution of the initial boundary value problem $P$ corresponding to the given data $D = \{r; T^0, q_i^0, q_i^0; \vartheta, \xi\}$, then $\hat{S} = \{\hat{T}, \hat{q}_i\}$ is a solution of the initial boundary value problem $\hat{P}$ defined by the basic equations

$$\frac{\partial \hat{T}}{\partial t} = -\hat{q}_{i,i} + R, \quad (9)$$

$$\hat{q}_i(t) = -k_{ij} \left( T''_j(t) + \tau T'_j(t) \right) + \vartheta_i(t), \quad (10)$$

the initial conditions

$$\hat{T}(x, 0) = \frac{1}{2} \tau^2 T^0(x), \quad (11)$$

$$\hat{q}_i(x, 0) = \frac{1}{2} \tau^2 q_i^0(x), \quad \frac{\partial \hat{q}_i}{\partial t}(x, 0) = \tau q_i^0(x) + \frac{1}{2} \tau^2 q_i^0(x),$$

and the boundary conditions

$$\hat{T}(x, t) = \hat{\vartheta}(x, t) \quad \text{on} \quad \Sigma_1 \times [0, \infty),$$

$$\hat{q}_i(x, t) n_i = \hat{\xi}(x, t) \quad \text{on} \quad \Sigma_2 \times [0, \infty), \quad (12)$$

where

$$R(x, t) = \varrho \hat{r}(x, t) + a(t + \tau) T^0(x),$$

$$\vartheta_i(x, t) = \left[ \tau T k_{ij} T''_j(x) + \tau q_i^0(x) + \frac{1}{2} \tau^2 q_i^0(x) \right] t + \frac{1}{2} \tau^2 q_i^0(x). \quad (13)$$

Suppose now that the conductivity tensor $k_{ij}$ is non-singular and let us denote by $K_{ij}$ its inverse tensor so that

$$k_{ij} K_{jk} = K_{ij} k_{jk} = \delta_{ik}. \quad (14)$$

It is a straightforward task to verify that if $S = \{T, q_i\}$ is a solution of the initial boundary value problem $P$ corresponding to the given data $D = \{r; T^0, q_i^0, q_i^0; \vartheta, \xi\}$, then $\hat{S} = \{\hat{T}, \hat{q}_i\}$ is a solution of the initial boundary value problem $\hat{P}$ defined by the basic equations

$$\frac{\partial \hat{T}}{\partial t} = -\hat{q}_{i,i} + R^*, \quad (15)$$

$$\hat{T}_i(t) = -K_{ij} \left[ q'_j(t) + \tau q_j(t) + \frac{1}{2} \tau^2 q_j(t) \right] + \varphi_i, \quad (16)$$
the initial conditions
\[ \tilde{T}(x, 0) = \tau_T T^0(x), \]
\[ \tilde{q}_i(x, 0) = \tau_T q^0_i(x), \quad \frac{\partial \tilde{q}_i}{\partial t}(x, 0) = q^0_i(x) + \tau_T \dot{q}^0_i(x), \]
and the boundary conditions
\[ \tilde{T}(x, t) = \tilde{\vartheta}(x, t) \quad \text{on} \quad \Sigma_1 \times [0, \infty), \]
\[ \tilde{q}_i(x, t) n_i = \tilde{\xi}(x, t) \quad \text{on} \quad \Sigma_2 \times [0, \infty), \]
where
\[ R^s(x, t) = \tilde{g}(x, t) + \tilde{a} T^0(x), \]
\[ \varphi_i(x) = \tau_T T^0_i(x) + K_{ij} \left[ \tau_q \dot{q}^0_j(x) + \frac{1}{2} \tau_q^2 \dot{q}^0_j(x) \right]. \]

Uniqueness results

Throughout this section we consider the following constitutive hypotheses

(H1) \( k_{ij} \) is a positive definite tensor and hence
\[ k_m \xi_i \xi_i \leq k_{ij} \xi_i \xi_j \leq k_M \xi_i \xi_i, \]
where \( k_m \) and \( k_M \) are the lowest and the greatest eigenvalues of \( k_{ij} \);

(H2) \( a \neq 0 \);

(H3) the delay times are such that
\[ \{ 0 \leq \frac{1}{2} \tau_q \leq \tau_T \} \cup \{ 0 < \tau_T < \frac{1}{2} \tau_q \}; \]

(H4) \( \text{meas} \Sigma_1 \neq 0. \)

Theorem 1. Suppose that the hypotheses (H1) and (H3) hold true and, moreover, we assume that at least one of the hypotheses (H2) or (H4) is fulfilled. Then the initial boundary value problem \( \mathcal{P} \) has at most one solution.

Proof. In order to prove the uniqueness result it is sufficient to prove that the zero external given data, that is \( D = \{ r; T^0, q^0_i, \dot{q}^0_i; \tilde{\vartheta}, \tilde{\xi} \} = 0 \), implies that the corresponding solution \( S = \{ T, q_i \} \) is vanishing on \( \overline{\mathcal{B}} \times [0, \infty) \). That means we have to prove that the initial boundary value problem \( \mathcal{P}_0 \) has only the trivial solution.
Thus, we consider here that $S = \{T, q_i\}$ is a solution of the initial boundary value problem $P_0$. It follows then that $\hat{S} = \{\hat{T}, \hat{q}_i\}$ is a solution of the initial boundary value problem $\hat{P}$ with zero given data, denoted in what follows by $\tilde{P}_0$. Then, by means of an integration with respect to time variable of the equation (10), followed by the use of the zero initial data, it follows that
\[
a\hat{T}(t) = -\int_0^t \hat{q}_i(z)dz.
\]

Furthermore, we start with
\[
a\hat{T}(t + s)\hat{T}(t) - a\hat{T}(t)\hat{T}(t + s) = 0, \text{ for all } s \in (0, t), t \geq 0,
\]
which, by means of (22), implies
\[
\int_B \left[ -\hat{T}(t + s) \int_0^{t-s} \hat{q}_{i,i}(z)dz + \hat{T}(t - s) \int_0^{t+s} \hat{q}_{i,i}(z)dz \right] dv = 0.
\]

If we use the divergence theorem and the zero boundary conditions (12), from (24) we get
\[
\int_B \left[ T_{i,i}(t + s) \int_0^{t-s} \hat{q}_i(z)dz - \hat{T}_{i,i}(t - s) \int_0^{t+s} \hat{q}_i(z)dz \right] dv = 0
\]
and hence, by replacing $\hat{q}_i$ from the constitutive equation (11) and $\hat{T}_{i,i}$ by (7), we obtain
\[
\int_B \left[ k_{ij} T_{j,j}''(t - s) T_{i,i}''(t + s) - k_{ij} T_{j,j}''(t + s) T_{i,i}''(t - s) \right] dv
\]
\[+ \tau_q \int_B \left[ k_{ij} T_{j,j}''(t - s) T_{i,i}'(t + s) - k_{ij} T_{j,j}''(t + s) T_{i,i}'(t - s) \right] dv
\]
\[+ \frac{1}{2} \tau_q^2 \int_B \left[ k_{ij} T_{j,j}''(t - s) T_{i,i}'(t + s) - k_{ij} T_{j,j}''(t + s) T_{i,i}'(t - s) \right] dv
\]
\[+ \tau \tau_q \int_B \left[ k_{ij} T_{j,j}''(t - s) T_{i,i}'(t + s) - k_{ij} T_{j,j}''(t + s) T_{i,i}'(t - s) \right] dv
\]
\[+ \frac{1}{2} \tau \tau_q^2 \int_B \left[ k_{ij} T_{j,j}''(t - s) T_{i,i}'(t + s) - k_{ij} T_{j,j}''(t + s) T_{i,i}'(t - s) \right] dv = 0.
\]

Moreover, we can write
\[
\frac{\partial}{\partial s} \left\{ \int_B k_{ij} T_{j,j}''(t - s) T_{i,i}''(t + s)dv + \tau \tau_q \int_B k_{ij} T_{j,j}''(t - s) T_{i,i}''(t + s)dv
\]
\[+ \tau_q \int_B \left[ k_{ij} T_{j,j}''(t - s) T_{i,i}'(t + s) + k_{ij} T_{j,j}''(t + s) T_{i,i}'(t - s) \right] dv
\]
\[+ \frac{1}{2} \tau_q^2 \int_B \left[ k_{ij} T_{j,j}''(t - s) T_{i,i}'(t + s) + k_{ij} T_{j,j}''(t + s) T_{i,i}'(t - s) \right] dv
\]
\[+ \frac{1}{2} \tau \tau_q^2 \int_B \left[ k_{ij} T_{j,j}''(t - s) T_{i,i}'(t + s) + k_{ij} T_{j,j}''(t + s) T_{i,i}'(t - s) \right] dv
\]
\[+ \frac{1}{2} \tau \tau_q^2 \int_B k_{ij} T_{j,j}''(t - s) T_{i,i}'(t + s)dv \right\} = 0.
\]
so that an integration with respect to \( s \) on the interval \([0, t]\) implies
\[
\frac{d}{dt} \left\{ \tau_q \int_B k_{ij} T''_{j,i}(t) T''_{i,j}(t) dv + \frac{\tau_q^2}{2} \int_B k_{ij} T''_{j,i}(t) T''_{i,j}(t) dv \right\} + \int_B k_{ij} T'''_{j,i}(t) T'''_{i,j}(t) dv \\
+ \tau_q \left( \tau_T - \frac{\tau_q}{2} \right) \int_B k_{ij} T''(t) T''(t) dv = 0. \tag{28}
\]

Thus, by twice integrations with respect to time variable, from (28) we obtain the following identity
\[
\int_0^t \int_0^s \int_B k_{ij} T''_{j,i}(z) T''_{i,j}(z) dv dz ds + \tau_q \int_0^t \int_B k_{ij} T''_{j,i}(s) T''_{i,j}(s) dv ds \\
+ \frac{\tau_q^2}{2} \int_B k_{ij} T'''_{j,i}(t) T'''_{i,j}(t) dv + \frac{\tau_T \tau_q^2}{2} \int_0^t \int_B k_{ij} T'''_{j,i}(s) T'''_{i,j}(s) dv ds \\
+ \tau_q \left( \tau_T - \frac{\tau_q}{2} \right) \int_0^t \int_0^s \int_B k_{ij} T''_{j,i}(z) T''_{i,j}(z) dv dz ds = 0, \quad t \geq 0. \tag{29}
\]

Let us first suppose that
\[
0 \leq \tau_q \leq 2 \tau_T. \tag{30}
\]
Then all the terms of the identity (29) are positive and hence we deduce
\[
k_{ij} T'''_{j,i}(t) T'''_{i,j}(t) = 0, \tag{31}
\]
so that we have
\[
T'''_{i,i}(x, t) = 0 \quad \text{for all} \quad (x, t) \in B \times (0, \infty). \tag{32}
\]

Thus, we have
\[
T_{i,i}(x, t) = 0 \quad \text{for all} \quad (x, t) \in B \times (0, \infty), \tag{33}
\]
which, by using the constitutive equation (10), gives
\[
\hat{q}_i(x, t) = 0 \quad \text{for all} \quad (x, t) \in B \times (0, \infty). \tag{34}
\]
This last relation together with (7) gives
\[
q_i(x, t) + \tau_q \frac{\partial q_i}{\partial t}(x, t) + \frac{\tau_q^2}{2} \frac{\partial^2 q_i}{\partial t^2}(x, t) = 0, \tag{35}
\]
which, with the aid of the initial conditions
\[
q_i(x, 0) = 0, \quad \hat{q}_i(x, 0) = 0, \tag{36}
\]
implies
\[
q_i(x, t) = 0 \quad \text{for all} \quad (x, t) \in \overline{B} \times [0, \infty). \tag{37}
\]
Furthermore, from the relations (2) and (37) we have
\[
a \frac{\partial T}{\partial t} = 0. \tag{38}
\]
Now, in view of the hypothesis (H2), the relation furnishes

\[ \frac{\partial T}{\partial t} = 0 \]  

(39)

and hence, by using the zero initial condition \( T(x, 0) = 0 \), we obtain

\[ T(x, t) = 0 \quad \text{for all} \quad (x, t) \in B \times [0, \infty), \]  

(40)

and therefore, the corresponding solution \( S = \{T, q_i\} \) is vanishing on \( B \times [0, \infty) \).

Otherwise, if hypothesis (H4) holds true, then from relation (33) we deduce again the relation (40) and so we have that the corresponding solution \( S = \{T, q_i\} \) is vanishing on \( B \times [0, \infty) \).

Let us now consider the case

\[ 0 < \tau_T < \frac{1}{2} \tau_q. \]  

(41)

Then the identity implies

\[ \frac{1}{2} \tau_T \tau_q \int_0^t \int_B k_{ij} T_{ij}(s) T''_{ij}(s) dv ds \leq \tau_q \left( \frac{\tau_T}{2} - \tau_T \right) \int_0^t \int_0^s \int_B k_{ij} T_{ij}(z) T''_{ij}(z) dv dz ds, \]  

(42)

which leads to the following Gronwall type inequality

\[ \Psi(t) \leq \left( \frac{1}{\tau_T} - \frac{2}{\tau_q} \right) \int_0^t \Psi(s) ds, \quad t \geq 0, \]  

(43)

with

\[ \Psi(t) = \int_0^t \int_B k_{ij} T_{ij}(s) T''_{ij}(s) dv ds. \]  

(44)

Then the Gronwall’s lemma furnishes

\[ \Psi(t) = 0 \quad \text{for all} \quad t \geq 0 \]  

(45)

and hence we have

\[ T''_{ij}(x, t) = 0 \quad \text{for all} \quad (x, t) \in B \times (0, \infty). \]  

(46)

This last relation leads to the conclusion expressed in and the analysis follows the way described in the proof of the case (30). Thus, the proof is complete.

A similar result can be obtained if we replace the hypothesis \( a \neq 0 \) by \( a > 0 \). Thus, we have

**Theorem 2.** Suppose that the hypotheses (H1) holds true, \( a > 0 \) and \( \tau_T > 0 \) and \( \tau_q \geq 0 \). Then the initial boundary value problem \( P \) has at most one solution.

**Proof.** In order to prove the result we use the time weighted method. Thus, we use the time weight function \( e^{-\alpha t}, \alpha \geq 0 \) and the basic equations of the initial boundary value problem \( P_0 \) to get the following time weighted conservation law

\[
\frac{1}{2} \int_0^t \int_B e^{-\alpha s} \left[ a \tilde{T}^2(s) + (\tau_T + \tau_q + \alpha \tau_q^2) k_{ij} T_{ij}(s) T''_{ij}(s) \\
+ \frac{1}{2} \tau_T \tau_q^2 k_{ij} T_{ij}(s) T''_{ij}(s) \right] dv ds + \frac{1}{4} \tau_q^2 \int_B e^{-\alpha t} k_{ij} T''_{ij}(t) dv \\
+ \int_0^t \int_0^s \int_B e^{-\alpha s} \left[ \alpha \tilde{T}^2(z) + \left( 1 + \frac{\alpha}{2} (\tau_T + \tau_q) + \frac{\alpha^2}{4} \tau_q^2 \right) k_{ij} T''_{ij}(z) T''_{ij}(z) \\
+ \left[ \frac{\alpha}{4} \tau_T \tau_q^2 + \tau_q \left( \tau_T - \frac{1}{2} \tau_q \right) \right] \right] dv dz ds = 0, \quad t \geq 0.
\]  

(47)
Further, it can be easily see that it is possible to choose the parameter \( \alpha \geq 0 \) such that
\[
\frac{\alpha}{4} \tau_T^2 + \tau_q \left( \tau_T - \frac{1}{2} \tau_q \right) \geq 0.
\] (48)

With this choice we observe that all the integral terms in the above time weighted identity are made positive and we can follow an analysis similar with that used in the proof of Theorem 1 to show that \( \mathcal{S} = \{ T, q_i \} \) is vanishing on \( \overline{B} \times [0, \infty) \).

Remark 3. We have established the uniqueness results described in the Theorem 1 and the Theorem 2 by means of the problem \( \hat{P} \), but they can be proved as well by means of the problem \( \tilde{P} \). We leave this task to the reader.

Continuous dependence results

In this section we study the effects of the delay times upon the problem of continuous dependence of solutions with respect to the supply term and the initial given data. To this aim we consider \( \mathcal{S} = \{ T, q_i \} \) be a solution of the initial boundary value problem \( P \) corresponding to the given data \( \mathcal{D} = \{ r; T^0, q_i^0, \dot{q}_i^0; 0, 0 \} \) and then it follows that \( \tilde{\mathcal{S}} = \{ \tilde{T}, \tilde{q}_i \} \) is a solution of the initial boundary value problem \( \tilde{P} \) with zero boundary data. At this stage we introduce the following functional
\[
\mathcal{E}(t) = \frac{1}{2} \int_0^t \int_B a\tilde{T}^2(s) dv ds + \frac{1}{2} \int_0^t \int_B K_{ij} q_i^0(z)q_j^0(z) dv dz ds, \quad t \geq 0
\] (49)
and we note that the relations (15)-(18) furnish the following conservation law
\[
\mathcal{E}(t) + \frac{\tau_T + \tau_q}{2} \int_0^t \int_B K_{ij} \dot{q}_i^0(s)q_j^0(s) dv ds + \frac{1}{4} \tau_T \int_0^t \int_B K_{ij} j_i^0(s)q_j^0(s) dv ds + \frac{1}{4} \tau_q \int_0^t \int_B K_{ij} q_i^0(s)q_j^0(s) dv ds + \frac{1}{2} \int_0^t \int_B K_{ij} \dot{q}_i^0(z)q_j^0(z) dv dz ds + \tau_q \left( \tau_T - \frac{1}{2} \tau_q \right) \int_0^t \int_0^s \int_B K_{ij} q_i(z)q_j(z) dv dz ds = \frac{t}{2} \left[ \int_B a\tilde{T}^2(0) dv + \frac{1}{2} \tau_T \tau_q^2 \int_B K_{ij} q_i^0 q_j^0 dv \right]
\]
\[
+ \int_0^t \int_0^s \int_B R^*(z)\tilde{T}(z) dv dz ds + \int_0^t \int_0^s \int_B \varphi_i(x)\dot{q}_i^0(z) dv dz ds + \tau_T \int_0^t \int_B \varphi_i(x)q_i^0(s) dv ds, \quad t \geq 0.
\] (50)

On the other side, we have
\[
K_m \xi_i \xi_i \leq K_{ij} \xi_i \xi_j \leq K_M \xi_i \xi_i, \quad \text{for all} \quad \xi_i \in \mathbb{R}, \quad \text{for all} \quad \xi_i \in \mathbb{R}.
\] (51)
where $K_m(x)$ and $K_M(x)$ are the lowest and the greatest eigenvalues of the positive definite tensor $K_{ij}$. On the basis of the Cauchy-Schwarz inequality and the arithmetic-geometric mean inequality, we have

$$
\int_0^t \int_B \varphi_i(x)q'_i(z)dvds \leq \frac{t^2}{4} \int_B \frac{1}{\varepsilon_1 K_m} \varphi_i(x)\varphi_i(x)dv + \frac{1}{2} \int_0^t \int_B \varepsilon_1 K_{ij}q'_i(z)q'_j(z)dvds,
$$

for every $\varepsilon_1 > 0$, (52)

and

$$
\int_0^t \int_B \varphi_i(x)q'_i(s)dvds \leq \frac{t^2}{2} \int_B \frac{1}{\varepsilon_2 K_m} \varphi_i(x)\varphi_i(x)dv + \frac{1}{2} \int_0^t \int_B \varepsilon_2 K_{ij}q'_i(s)q'_j(s)dvds,
$$

for every $\varepsilon_2 > 0$. (53)

Setting $\varepsilon_1 = \varepsilon_2 = 1$ into the inequalities (52) and (53) and then using the result into identity (50), we obtain the following estimate

$$
\mathcal{E}(t) + \frac{1}{4} \tau_T \tau_q^2 \int_0^t \int_B K_{ij}q'_i(s)q'_j(s)dvds
$$

$$
+ \tau_q \left( \tau_T - \frac{1}{2} \tau_q \right) \int_0^t \int_B K_{ij}q'_i(z)q'_j(z)dvds
$$

$$
\leq \frac{t^2}{2} \int_B a\tilde{T}^2(0)dv + \frac{1}{2} \tau_T \tau_q^2 \int_B K_{ij}q'_i(z)q'_j(z)dv + \tau_T \int_B \frac{1}{K_m} \varphi_i \varphi_i dv
$$

$$
+ \int_0^t \int_B K_{ij}q'_i(s)q'_j(s)dv + \int_0^t \int_B \varphi_i \varphi_i dv + \int_0^t \int_B R^*(z)\tilde{T}(z)dvds,
$$

for every $t \geq 0$. (54)

Then, the following theorem describes the continuous dependence of solutions of the problem $\mathcal{P}$ with respect to the supply term and with respect to the given initial data.

**Theorem 4.** Suppose that the constitutive hypotheses (H1) and (H3) hold true and $a > 0$. Then the solution $\mathcal{S} = \{T, q, r \}$ of the initial boundary value problem $\mathcal{P}$ depends continuously on the given data $\mathcal{D} = \{r; T^0, q^0, q_0; 0, 0 \}$ for any finite time interval $[0, S]$, $S > 0$. More precisely, for every $t \in [0, S]$, we have the following results:

(i) when

$$
0 \leq \tau_q \leq 2\tau_T,
$$

the estimate

$$
\sqrt{\mathcal{E}(t)} \leq \frac{1}{\sqrt{2}} \int_0^t g(s)ds
$$

$$
+ \left\{ \frac{S}{2} \int_B \left[ a\tilde{T}^2(0) + \frac{1}{2} \tau_T \tau_q \frac{1}{K_m} \varphi_i \varphi_i \right] dv + \frac{S^2}{4} \int_B \frac{1}{K_m} \varphi_i \varphi_i dv \right\}^{1/2},
$$

holds true with

$$
g(t) = \left[ \int_0^t \int_B \frac{1}{a} R^*(s)dvds \right]^{1/2};
$$

while
(ii) when

$$0 < 2\tau_T < \tau_q,$$

we have the estimate

$$\sqrt{F(t)} \leq \frac{1}{\sqrt{2}} \int_0^t \exp\left(\sigma^2(t-s)\right) g(s) ds$$

$$+ \exp\left(\sigma^2 t\right) \left\{ \frac{S}{2} \int_B \left[ a\tilde{T}^2(0) + \frac{1}{2} \tau_T \tau_q^2 K_{ij} q_i^0 q_j^0 + \frac{\tau_T}{K_m} \varphi_i \varphi_i \right] dv + \frac{S^2}{4} \int_B \frac{1}{K_m} \varphi_i \varphi_i dv \right\}^{1/2},$$

with

$$F(t) = E(t) + \frac{1}{4} \tau_T \tau_q^2 \int_0^t \int_B K_{ij} q_i(s) q_j(s) dv ds,$$  

$$\sigma^2 = \frac{1}{\tau_T} - \frac{2}{\tau_q}. \tag{60}$$

Proof. Since \(a > 0\) and in view of the constitutive hypothesis (H1) and (51), it follows that \(E\), as defined by (49), can be considered as a measure for \(S\) in the sense that \(E(t) \geq 0\) for all \(t \geq 0\) and \(E(t) = 0\) implies \(S = 0\).

Let us consider first the case (i). Then, a consequence of relation (54) is the following Gronwall type inequality

$$E(t) \leq \int_0^t g(s) \sqrt{2E(s)} ds + \frac{S^2}{4} \int_B \frac{1}{K_m} \varphi_i \varphi_i dv$$

$$+ \frac{S}{2} \left[ \int_B a\tilde{T}^2(0) dv + \frac{1}{2} \tau_T \tau_q^2 \int_B K_{ij} q_i^0 q_j^0 dv + \tau_T \int_B \frac{1}{K_m} \varphi_i \varphi_i dv \right]. \tag{61}$$

To integrate the integral inequality (61) we set

$$\Phi(t) = \left\{ \int_0^t g(s) \sqrt{2E(s)} ds + \frac{S^2}{4} \int_B \frac{1}{K_m} \varphi_i \varphi_i dv$$

$$+ \frac{S}{2} \left[ \int_B a\tilde{T}^2(0) dv + \frac{1}{2} \tau_T \tau_q^2 \int_B K_{ij} q_i^0 q_j^0 dv + \tau_T \int_B \frac{1}{K_m} \varphi_i \varphi_i dv \right] \right\}^{1/2}. \tag{62}$$

and we note that (61) implies

$$\sqrt{E(t)} \leq \Phi(t). \tag{63}$$

On the other side, from (62) we deduce

$$\frac{d\Phi}{dt}(t) \leq \frac{1}{\sqrt{2}} g(t), \tag{64}$$

and hence, by an integration, we get

$$\Phi(t) \leq \Phi(0) + \frac{1}{\sqrt{2}} \int_0^t g(s) ds. \tag{65}$$

Concluding, we see that the relations (62) to (65) imply the estimate (56) and the proof of the case (i) is complete.

Let us further consider the case (ii). Then the relations (51) and (60) imply

$$F(t) \leq 2\sigma^2 \int_0^t \left[ \frac{\tau_T \tau_q^2}{4} \int_0^s \int_B K_{ij} q_i(z) q_j(z) dv dz \right] ds$$

$$+ \frac{t}{2} \left[ \int_B a\tilde{T}^2(0) dv + \frac{1}{2} \tau_T \tau_q^2 \int_B K_{ij} q_i^0 q_j^0 dv + \tau_T \int_B \frac{1}{K_m} \varphi_i \varphi_i dv \right]$$

$$+ \frac{t^2}{4} \int_B \frac{1}{K_m} \varphi_i \varphi_i dv + \int_0^t \int_B R^s(z) \tilde{T}(z) dv dz ds, \quad t \geq 0, \tag{66}$$
and hence we obtain the following Gronwall type inequality
\[
\mathcal{F}(t) \leq 2\sigma^2 \int_0^t \mathcal{F}(s) ds + \int_0^t g(s)\sqrt{2\mathcal{F}(s)} ds + \frac{S^2}{4} \int_B \frac{1}{K_m} \varphi_i \varphi_i dv
+ \frac{S}{2} \left[ \int_B a^2(0) dv + \frac{1}{2} \tau_T \int_B K_{ij} q_i^0 q_j^0 dv + \tau_T \int_B \frac{1}{K_m} \varphi_i \varphi_i dv \right].
\]  
(67)

Further, if we set
\[
\Pi(t) = \left\{ 2\sigma^2 \int_0^t \mathcal{F}(s) ds + \int_0^t g(s)\sqrt{2\mathcal{F}(s)} ds + \frac{S^2}{4} \int_B \frac{1}{K_m} \varphi_i \varphi_i dv
+ \frac{S}{2} \left[ \int_B a^2(0) dv + \frac{1}{2} \tau_T \int_B K_{ij} q_i^0 q_j^0 dv + \tau_T \int_B \frac{1}{K_m} \varphi_i \varphi_i dv \right] \right\}^{1/2},
\]  
(68)
then, from (67) we obtain
\[
\dot{\Pi}(t) - \sigma^2 \Pi(t) \leq \frac{1}{\sqrt{2}} g(t),
\]  
(69)
which integrated provides the estimate (59) and the proof is complete.

**Remark 5.** We can establish estimates similar to (56) and (59) by starting with a conservation law in terms of the initial boundary value problem \(\mathcal{P}\).

**Remark 6.** We have to outline that the estimate (56) corresponds to the case of a stable system, while the estimate (59) is of a new type in the sense that it allows the solutions to have an exponential growth in time and this should correspond to an unstable system (Cf. Quintanilla [10]).

### Spatial behavior results

Throughout this section we study the influence of the delay times upon the spatial behavior of the transient and steady-state solutions within the context of the dual-phase-lag model of heat conduction.

**Transient solutions**

In this subsection we assume that \(B\) is the cylinder of length \(L + h\) and of generic section \(D\), more precisely we assume that \(B = D \times (-h, L)\), \(h > 0\), \(L > 0\). Moreover, we suppose that the support of the given data \(\mathcal{D} = \{r; T^0, \varphi_i^0, \varphi_i^0, \partial, \xi\}\) is included into the closed cylinder \(\overline{D} \times [-h, 0]\).

We are interested here into the behavior of the solution \(S = \{T, q_i\}\) of the initial boundary value problem \(\mathcal{P}\) with respect to the distance \(x_3\) from the support of loadings. To this aim we establish the following theorem of influence domain.

**Theorem 7.** Suppose that \(k_{ij}\) is a positive definite tensor and assume that \(a > 0\). Moreover, we suppose that the delay times belong to the set defined by
\[
\{0 < \tau_q \leq 2\tau_T\} \cup \{0 < 2\tau_T < \tau_q\}.
\]  
(70)

Let \(S = \{T, q_i\}\) be a solution of the initial boundary value problem \(\mathcal{P}\), in the cylinder \(B = D \times (-h, L)\), \(h > 0\), \(L > 0\), corresponding to the given data \(\mathcal{D} = \{r; T^0, \varphi_i^0, \varphi_i^0, \partial, \xi\}\) having the support included into the closed cylinder \(\overline{D} \times [-h, 0]\). Then there exists a constant \(c > 0\), depending on the thermal constitutive coefficients and on the delay times, so that
\[
S(x, t) = \{T, q_i\}(x, t) = 0 \quad \text{for all} \quad (x, t) \quad \text{with} \quad x_3 > ct, \quad t > 0.
\]  
(71)
A possible value for \( c \) is the following one

\[
c_0 = \sqrt{\frac{\kappa_M}{a_m}} \sqrt{\frac{2\tau_T}{\tau_q^2} + \frac{1}{\tau_T + \tau_q}} \tag{72}
\]

when \( 0 < \tau_q \leq 2\tau_T \); while when \( 0 < 2\tau_T < \tau_q \) a value for \( c \) can be taken as

\[
c_1 = \frac{1}{\tau_q} \sqrt{\frac{\tau_T \kappa_M}{a_m}} \sqrt{\frac{5\tau_q^2 + 2\tau_T^2 - 6\tau_q \tau_T}{\tau_T^2 + 2\tau_q^2 - 3\tau_T \tau_q}} \tag{73}
\]

where \( a_m = \min_B a \) and \( \kappa_M = \max_B k_M \).

**Proof.** First of all we note that

\[
\tilde{q}_i = -k_{ij} \left( T''_{ij} + \tau_T T_{ij} \right), \quad \text{for all} \quad (x, t) \in (D \times (0, L)) \times (0, \infty),
\]

so that, by means of the Cauchy-Schwarz inequality, we have

\[
\dot{q}_i \dot{q}_i = -k_{ij} \hat{q}_i \left( T''_{ij} + \tau_T T_{ij} \right) \leq \left( k_{ij} \hat{q}_i \hat{q}_j \right)^{\frac{1}{2}} \left( k_{rs} T''_{rs} T_{rs} \right)^{\frac{1}{2}}
\]

\[
+ \tau_T \left( k_{ij} \hat{q}_i \hat{q}_j \right)^{\frac{1}{2}} \left( k_{rs} T''_{rs} T_{rs} \right)^{\frac{1}{2}} \leq \left( k_{ij} \hat{q}_i \hat{q}_j \right)^{\frac{1}{2}} \left( k_{rs} T''_{rs} T_{rs} \right)^{\frac{1}{2}} + \tau_T \left( k_{rs} T''_{rs} T_{rs} \right)^{\frac{1}{2}}.
\]

Further, by using the arithmetic-geometric mean inequality, from (75) we obtain

\[
\dot{q}_i \dot{q}_i \leq k_M \left[ \left( 1 + \varepsilon_1 \right) k_{ij} T''_{ij} T''_{ij} + \left( 1 + \frac{1}{\varepsilon_1} \right) \tau_T^2 k_{ij} T''_{ij} T''_{ij} \right],
\]

for all \((x, t) \in (D \times (0, L)) \times (0, \infty)\) and for every positive parameter \( \varepsilon_1 \).

In order to study the spatial behavior of the solution \( S = \{ T, \tilde{q}_i \} \) into the cylinder \( D \times [0, L] \)
we introduce the following functional

\[
I_\delta(x_3, t) = \int_0^t \int_0^s \int_{D_{x_3}} e^{-\delta z \hat{T}(z)} \hat{q}_3(z) d\alpha d\beta d\gamma,
\]

where \( \delta \geq 0 \) is a parameter whose values will be precisely given later. Further, we note that a direct differentiation with respect to the \( x_3 \) variable, and the use of the basic relations \((9), (12)\), give

\[
- \frac{\partial I_\delta}{\partial x_3}(x_3, t) = \frac{1}{2} \int_0^t \int_{D_{x_3}} e^{-\delta s} \left[ a \hat{T}^2(s) + s \hat{T} \hat{T}_s(s) \right] d\alpha d\beta d\gamma
\]

\[
+ \frac{1}{2} \frac{\tau_T \tau_q^2 k_{ij} T''_{ij}(s) T''_{ij}(s)}{D_{x_3}} + \int_0^t \frac{\tau_q^2}{4} \int_{D_{x_3}} e^{-\delta t \hat{T}^2(t) T''_{ij}(t) T''_{ij}(t) d\alpha d\beta d\gamma}
\]

\[
+ \int_0^t \int_0^s \int_{D_{x_3}} e^{-\delta z} \left( \frac{\delta a}{2} \hat{T}^2(z) + \left[ 1 + \frac{\delta}{2} (\tau_T + \tau_q) + \frac{\delta^2}{4} \tau_q^2 \right] k_{ij} T''_{ij}(z) T''_{ij}(z) \right)
\]

\[
+ \frac{1}{4} \frac{\tau_T \tau_q^2}{4} \left[ \delta - 2 \left( \frac{1}{\tau_T} - \frac{2}{\tau_q} \right) \right] k_{ij} T''_{ij}(z) T''_{ij}(z) d\alpha d\beta d\gamma,
\]

\(x_3 \in (0, L), t \geq 0\).
At this time we can see that \((-\partial I_\delta)/(\partial x_3)\) can be made positive if we choose for \(\delta\) the value \(\delta = \delta_0 = 0\) when \(0 < \tau_q \leq 2\tau_T\) and \(\delta = \delta_1 = 2\sigma^2\) when \(0 < 2\tau_T < \tau_q\). With these choices we deduce that

\[
-\frac{\partial I_\delta}{\partial x_3}(x_3, t) \geq \frac{1}{2} \int_0^t \int_{D_{x_3}} e^{-\delta s} \left[ a\tilde{T}^2(s) + (\tau_T + \tau_q + \delta \tau_q^2) k_{ij} T''_{ij}(s) T''_{ij}(s) \right] \, ds \, \delta \, dads \geq 0, \quad x_3 \in (0, L), \ t \geq 0,
\]

where from now and in what follows we consider that \(\delta\) has one of the two values \(\delta_0 = 0\) and \(\delta_1 = 2\sigma^2\).

Furthermore, we note that an integration in the relation (79), with respect to \(x_3\) variable on the interval \([x_3, L]\), gives

\[
I_\delta(x_3, t) \geq \frac{1}{2} \int_0^t \int_{\Omega_{x_3}} e^{-\delta s} \left[ a\tilde{T}^2(s) + (\tau_T + \tau_q + \delta \tau_q^2) k_{ij} T''_{ij}(s) T''_{ij}(s) \right] \, ds \, \delta \, dvds \geq 0, \quad x_3 \in (0, L), \ t \geq 0,
\]

where \(\Omega_{x_3} = D \times [x_3, L]\). This proves that \(I_\delta(x_3, t)\) can be considered as a measure of the solution \(S = \{T, q_i\}\).

On the other hand, by a direct differentiation with respect to time variable into relation (77), we have

\[
\frac{\partial I_\delta}{\partial t}(x_3, t) = \int_0^t \int_{D_{x_3}} e^{-\delta s} \dot{T}(s) \hat{q}_3(s) \, ds,
\]

so that, by means of the Cauchy-Schwarz and the arithmetic-geometric mean inequalities and by using the estimate (79), we obtain

\[
\left| \frac{\partial I_\delta}{\partial t}(x_3, t) \right| \leq \frac{1}{2} \int_0^t \int_{D_{x_3}} e^{-\delta s} \left[ \varepsilon_2 a_m \tilde{T}^2(s) + \frac{1}{\varepsilon_2 a_m} \hat{q}_3^2(s) \right] \, ds \, \delta \, dads \leq \frac{1}{2} \int_0^t \int_{D_{x_3}} e^{-\delta s} \left\{ \varepsilon_2 \left[ a\tilde{T}^2(s) + \frac{\kappa_M (1 + \varepsilon_1)}{a_m \varepsilon_2 (\tau_T + \tau_q + \delta \tau_q^2)} \right] \times \left[ (\tau_T + \tau_q + \delta \tau_q^2) k_{ij} T''_{ij}(s) T''_{ij}(s) \right] \right. + \frac{2\tau_T \kappa_M (1 + \varepsilon_1)}{a_m \varepsilon_1 \tau_T^2 q^2} \left[ \frac{\tau_T \tau_q^2}{2} k_{ij} T''_{ij}(s) T''_{ij}(s) \right] \left. \right\} \, ds \, \delta \, dvds,
\]

for all \((x_3, t) \in (0, L) \times (0, \infty)\) and for every positive parameters \(\varepsilon_1\) and \(\varepsilon_2\). At this stage we equate the coefficients of the various energy terms in (82), that is we set

\[
\varepsilon_2 = \frac{\kappa_M (1 + \varepsilon_1)}{a_m \varepsilon_2 (\tau_T + \tau_q + \delta \tau_q^2)} = \frac{2\tau_T \kappa_M (1 + \varepsilon_1)}{a_m \varepsilon_1 \tau_T^2 q^2}
\]

and hence we fix

\[
\varepsilon_1 = \frac{2\tau_T (\tau_T + \tau_q + \delta \tau_q^2)}{\tau_T^2 q^2}, \quad \varepsilon_2 = \sqrt{\frac{\kappa_M}{a_m}} \sqrt{\frac{2\tau_T}{\tau_T^2 q^2} + \frac{1}{\tau_T + \tau_q + \delta \tau_q^2}}.
\]
With this choice, from the relations (79) and (82) we obtain the following first-order differential inequality

\[ \left| \frac{\partial I_2}{\partial t}(x_3, t) \right| + c \left| \frac{\partial I_2}{\partial x_3}(x_3, t) \right| \leq 0, \quad \text{for all} \quad (x_3, t) \in (0, L) \times (0, \infty), \quad (85) \]

where

\[ c = \varepsilon_2 = \sqrt{\frac{k_M}{a_m}} \left( \frac{2 \tau_T}{\tau_q^2} + \frac{1}{\tau_T + \tau_q + \delta \tau_q^2} \right). \quad (86) \]

Further, the differential inequality (85) can be treated as in Chiriță and Quintanilla [24] and Chiriță and Ciarletta [25] in order to deduce that

\[ I_2(x_3, t) = 0 \quad \text{for all} \quad (x_3, t) \in (ct, L) \times (0, \infty), \quad (87) \]

and hence the relation (80) implies the conclusion (71) and the proof is complete.

**Steady-state vibrations**

Throughout this subsection we assume that the cylinder \( C = D \times (0, L) \) is made of a material with the delay times \( \tau_q \geq 0, \tau_T \geq 0 \) and that the conductivity tensor is positive definite. The cylinder is free of heat supply and it is thermally insulated on its lateral surface and on the end situated in the plane \( x_3 = L \). The cylinder is subjected to a harmonic perturbation on its base \( x_3 = 0 \) of the form

\[ T(x_1, x_2, 0, t) = h(x_1, x_2)e^{i\omega t}, \quad (x_1, x_2) \in D_0, \quad t > 0, \quad (88) \]

where \( \omega > 0 \) is the frequency of perturbation and \( i = \sqrt{-1} \) is the imaginary unit. Then inside of cylinder \( C \) we will have the following harmonic vibration

\[ \{T, q_r\}(x, t) = \{\theta, Q_r\}(x)e^{i\omega t}, \quad (89) \]

where the amplitude \( \{\theta, Q_r\} \) of the vibration is a solution of the boundary value problem defined by the differential system

\[ \left( 1 + i\omega \tau_q - \frac{1}{2} \tau_q^2 \omega^2 \right) Q_r = -(1 + i\omega \tau_T) k_{rs} \theta, \quad (90) \]

\[ Q_{r,r} = -i\omega \alpha \theta, \quad \text{for all} \quad x \in C, \quad (91) \]

with the boundary conditions

\[ \theta(x) = 0 \quad \text{on} \quad (\partial D_{x_3} \times (0, L)) \cup D_L, \quad (92) \]

and

\[ \theta(x_1, x_2) = h(x_1, x_2), \quad (x_1, x_2) \in D_0. \quad (93) \]

We introduce the following functional

\[ M(x_3) = -\int_{D_{x_3}} \left[ (1 + i\omega \tau_T) k_{3a} \theta_{,a} \overline{\theta} + (1 - i\omega \tau_T) k_{3a} \overline{\theta}_{,a} \theta \right] da, \quad x_3 > 0, \quad (94) \]

where a superposed bar denotes complex conjugate. Further, we note that the relations (90) and (94) imply

\[ M(x_3) = \int_{D_{x_3}} \left[ \left( 1 + i\omega \tau_q - \frac{1}{2} \tau_q^2 \omega^2 \right) Q_{3\theta} \theta + \left( 1 - i\omega \tau_q - \frac{1}{2} \tau_q^2 \omega^2 \right) \overline{Q}_{3\theta} \right] da, \quad x_3 > 0, \quad (95) \]
and hence, by means of the divergence theorem and the use of relations (90) and (92), we get

\[-dM/dx_3(x_3) = 2 \int_{D_{x_3}} k_{rs} \theta_r \bar{\theta}_s da - 2\tau_q \omega^2 \int_{D_{x_3}} a\theta \bar{\theta} da. \quad (96)\]

On the other side, in view of the lateral boundary condition in (92), we have

\[\int_{D_{x_3}} \theta_{r \alpha} \bar{\theta}_{\alpha} da \geq \lambda \int_{D_{x_3}} \theta \bar{\theta} da, \quad (97)\]

where \(\lambda\) is the lowest eigenvalue in the two-dimensional clamped membrane problem for the cross section \(D_{x_3}\).

Now, if we use the estimate (97) into relation (96), we deduce that

\[-dM/dx_3(x_3) \geq 2 \left(1 - \frac{\tau_q a_M}{\lambda \kappa_m} \omega^2\right) \int_{D_{x_3}} k_{rs} \theta_r \bar{\theta}_s da, \quad (98)\]

where \(a_M = \sup_{C_{x_3}} |a|\) and \(\kappa_m = \inf_{C_{x_3}} k_m\). Further, we assume that the frequency of the vibration is such that

\[0 < \omega < \sqrt{\frac{\lambda \kappa_m}{\tau_q a_M}}, \quad (99)\]

and we note that an integration with respect to \(x_3\) variable over \([x_3, L]\) and the use of the end boundary condition in (92) give

\[M(x_3) \geq 2 \left(1 - \frac{\tau_q a_M}{\lambda \kappa_m} \omega^2\right) \int_{C_{x_3}} k_{rs} \theta_r \bar{\theta}_s dv \geq 0, \quad (100)\]

where \(C_{x_3} = D \times (x_3, L)\).

By means of the Cauchy-Schwarz and the arithmetic-geometric mean inequalities and by use of the inequality (97), from the relation (94) we obtain

\[|M(x_3)| \leq \sqrt{\frac{(1 + \tau_q^2 \omega^2)}{\lambda \kappa_m^2}} \sup_{C_{x_3}} (k_{3s} k_{3s}) \int_{D_{x_3}} k_{rs} \theta_r \bar{\theta}_s da. \quad (101)\]

Concluding, from the relations (99)–(101), we obtain the first-order differential inequality

\[M(x_3) + \nu \frac{dM}{dx_3} \leq 0, \quad \text{for all} \quad x_3 \in (0, L), \quad (102)\]

where

\[\nu = \frac{\sqrt{\lambda}}{2(\lambda \kappa_m - \tau_q a_M \omega^2)} \sqrt{(1 + \tau_q^2 \omega^2) \sup_{C_{x_3}} (k_{3s} k_{3s})}. \quad (103)\]

When integrated, the differential inequality (102) furnishes the estimate

\[0 \leq M(x_3) \leq M(0)e^{-\frac{\nu}{\omega}}, \quad \text{for all} \quad x_3 \in (0, L), \quad (104)\]

that expresses the exponential decay of the amplitude \(\{\theta, Q_r\}\) with respect to the distance \(x_3\) at the loaded base.

Thus, we have the following theorem.
Theorem 8. Suppose that the hypothesis (H1) holds true. Then the spatial behavior of the amplitude \( \{ \theta, Q_r \} \) of the harmonic vibration (89) is described by the inequality (104), provided the frequency \( \omega \) is lower than the critical value

\[
\omega_c = \sqrt{\frac{\lambda \kappa_m}{\tau_q \omega M}},
\]

being the measure of the amplitude \( M(x_3) \) as results from (100), that is

\[
M(x_3) \geq M^*(x_3), \quad M^*(x_3) = 2 \left( 1 - \frac{\omega^2}{\omega_c^2} \right) \int_{C_{x_3}} k_{rs} \theta_r \theta_s \, dv.
\]

Results and Discussion

In this paper we studied the dual-phase-lag model of heat conduction under various ranges of the delay times. The uniqueness and continuous data dependence problems are analyzed in the set \( \{0 \leq \tau_q \leq 2 \tau_T\} \cup \{0 < 2 \tau_T < \tau_q\} \). We established the two continuous dependence estimates (56) and (59) for any compact interval \([0, S]\), being the first one valid for \(0 \leq \tau_q \leq 2 \tau_T\) and the second one for \(0 < 2 \tau_T < \tau_q\). We have to remark that the estimate (59) allows the solutions to grow exponentially with respect to time variable. However, there is an open problem for the class of materials characterized by zero delay time of phase lag of the conductive temperature gradient and for which the delay time in the phase lag of heat flux vector is strictly positive. In such a case it should be expected to have an ill-posed model.

For the transient solutions we have established the theorem of influence domain as described by the relation (71), where the speed of signal propagation is estimated by the value (72) when the delay times satisfy the inequality \(0 < \tau_q \leq 2 \tau_T\) and by the value (73) when the delay times satisfy the inequality \(0 < 2 \tau_T \leq \tau_q\). When \(\tau_q = \tau_T = 0\) the thermal model with delay times reduces to the classical model of heat conduction and this case can be treated following the method developed in Chirita and Ciarletta [25], Chirita [26] and Quintanilla [27]. When \(0 = \tau_q < 2 \tau_T\) our above analysis fails to describe the spatial behavior of the transient solutions.

As regards to the steady-state solutions, we established an exponential decay estimate associated with the amplitude of vibration as described by (101), provided the frequency of the vibration is lower than the critical value given by (102) and the delay times satisfy \(\tau_q \geq 0\) and \(\tau_T \geq 0\). As it can be see the delay time \(\tau_q\) influences the value of the critical frequency \(\omega_c\), while \(\tau_T\) and \(\tau_q\) influence the decay rate of the amplitude vibrations.
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