How Real are Liquid Groundstates? Ultra-Fast Crystal Growth and the Susceptibility of Energy Minima in Liquids
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Abstract

We calculate the degree to which the final structure of the local groundstate in a liquid is a function of the strength of a perturbing potential applied during energy minimization. This structural susceptibility is shown to correlate well with the observed tendency of liquid adjacent to a crystal interface to exhibit a crystalline groundstate, a feature that has been strongly linked to the observation of ultra-fast crystal growth in pure metals and ionic melts. It is shown that the structural susceptibility increases dramatically as the interaction potential between atoms is softened.

1. Introduction

In 1982 [1], Stillinger and Weber suggested that the local minima of the potential energy of a dense liquid represented a useful set of reference states with which to describe the liquid. These local minima, eventually christened ‘inherent structures’, have proven useful in a variety of applications in liquids and amorphous solids. They inspired the study of normal mode treatments of liquid dynamics [2], have been used to calculate configurational entropies [3], provide the basis for structural studies of amorphous materials [4] and for stochastic kinetic treatments of structural relaxation [5]. The existence and utility of inherent structures
as a general concept is not in doubt. What is not clear is the ‘reality’ of the mapping of a liquid configuration to a *specific* inherent structure. The issue is the complexity of the energy minimization process required to realise this mapping and its possible susceptibility to differences in algorithm (e.g. steepest descent vs conjugate gradient) and small perturbations (boundary conditions, potential truncations, etc). In most applications, this issue is of little interest since, as long as the minimization process is reproducible, the exact identity of the disordered groundstate is not important. This situation changes, however, when one of the accessible groundstates is crystalline. In this case, whether a particular minimization does or does not find an ordered inherent structure is a matter of some significance. While crystalline inherent structures have not been observed in liquids in 3D, they have been observed, as we outline below, in liquids adjacent to a crystalline solid in a crystal-liquid interface [6].

This story starts with the observation that a number of pure metals can achieve extraordinary crystal growth rates from the supercooled melt. In nickel, for example, this rate can reach a value of 70 m/s [7]. This corresponds to the formation of a new crystal layer every 5 picoseconds, a time interval that corresponds to only 5 periods of oscillation at the Debye frequency. Furthermore, this rapid growth rate shows no sign of activated control [8], a kinetic feature typically associated with cooperative ordering. This extraordinary kinetic behavior appears to be restricted to the face centred crystal (for pure metals) and the NaCl structure (for ionic melts) [9]. In 2018 [6] we identified the origin of these extreme growth rates by showing that the liquid side of the crystal-liquid interface of these ultra-fast crystallizers had local potential energy minima that were crystalline. This observation is in sharp contrast with the inherent structures in the bulk liquid, the so-called inherent structures [10], which are always disordered in 3D. With an ordered groundstate, the crystal growth rate is no longer governed by the rate of cooperative reorganization of the liquid configuration.
Instead, the growth rate is limited only by the rate at which the vibrational energy can be removed, a process without any activation barrier.

The demonstration of the existence of the crystalline inherent structures in the interface solved the problem of the fast barrierless crystal growth in metals and salts but it did so by shifting the puzzle to the origin of these order inherent structures. After all, if the liquid side of the crystal-melt interface possess a ‘hidden’ order in the form of a crystalline groundstate that extends out beyond the crystal interface, wouldn’t the formation of this groundstate, itself, require some sort of cooperative rearrangement? And if so, wouldn’t this hidden propagation involve a barrier of some sort which would then be the rate determining step in growth? The fact that the steady state growth rate of a metal like nickel shows no sign of such activation control leaves us with two options: either the propagation of the crystalline inherent structure is achieved by some still unknown barrierless process, or there is actually no hidden ordering process at all. In this paper we shall present evidence in support of this second option and explore how the details of the interparticle potential influences the appearance crystalline order in the interfacial inherent structures.

How could crystalline order appear in the interfacial inherent structure without any underlying ordering process occurring? The key to the answer is to recognise that an inherent structure is defined by an energy minimization procedure, a nontrivial descent through a complex energy landscape. It is plausible that a perturbation during this minimization, such as that provided by the adjacent crystal interface, could divert the minimization, guiding it to a nearby (in configuration space) crystalline minimum. Under this perturbation, an initial configuration that is no different from that of a bulk liquid can end up at a crystalline local energy minimum. For this proposition to be validated it is necessary to demonstrate that the energy minimization of an equilibrium configuration of a bulk liquid can result in a crystalline groundstate when subjected to a weak perturbing field.
The logic of this paper is as follows. First, we test the proposition that the minimization process in a liquid is structurally susceptible by applying a template field to determine the critical strength $\lambda^*$ of the applied field is required to generate order during minimization, i.e. to locate a crystalline inherent structure. Then, we identify this critical field strength $\lambda^*$ for a variety of liquids and compare the trend in $\lambda^*$ obtained from the bulk liquid with the observation of crystalline inherent structures in interfacial liquid. Here we make the tacit assumption that the response of the liquid to the inhomogeneous ordering field generated by the interface is similar to the response to a homogeneous field. Finally, we confirm that the presence of crystalline interfacial inherent structures correlates strongly with the low activation barriers for crystal growth, essentially redoing the analysis of ref. [6] for the liquid models studied here.

2. Model and Algorithm

The model liquid studied in this paper is a pure atomic liquid interacting via a Morse potential,

$$
\phi(r) = \varepsilon \left\{ \exp \left[ -2\gamma \left( \frac{r}{\sigma} - 1 \right) \right] - 2 \exp \left[ -\gamma \left( \frac{r}{\sigma} - 1 \right) \right] \right\},
$$

(1)

with $\varepsilon = 0.3429$ eV, $\gamma = 3.894$ and $\sigma = 2.866$ Å. These parameters have been chosen to reproduce the equation of state and elastic constants in copper [11]. All liquids are simulated at a fixed pressure of 20k bar and $N = 32000$, unless otherwise indicated, using the LAMMPS molecular dynamics algorithm [12]. Potential energy minimization is carried out using a conjugate gradient algorithm at fixed volume. The simulation cell for the energy minimization calculations was $77 \times 77 \times 77$ (Å$^3$) in a shape of cube with periodic boundary conditions applied.
We shall carry out energy minimizations in the presence of an applied potential field $U(\{r\})$. This potential, which is applied throughout the simulation volume, is ‘turned on’ only at the start of the minimization. Once the minimum with the applied field $U$ has been reached, we then turn off the field and continue the minimization so that the final minima are true inherent structures of the unperturbed liquid potential energy. Note this potential is applied *only* during the minimization so the initial liquid configuration is a representative configuration of the unperturbed equilibrium liquid state. In this study we have chosen $U$ to be

$$U(\{r^i\}) = \lambda \sum_i^N \sum_{m} \phi(|r^i - \hat{R}_m|)$$

(2)

where $\phi(r)$ is the same as the pairwise potentials (see Eq.1) and $\hat{R}_m$ is the $m$th lattice site of an FCC crystal, corresponding to that of a perfect crystal equilibrated at the same pressure as the liquid and at a temperature equal to the melting point and extended throughout the simulation cell. The melting temperatures for the Cu model (i.e. $\gamma = 3.894$) is 2250K. The analogous melting points when $\gamma$ is set to 8.598 and 17.196 are, respectively, 2644K and 2500K. The parameter $\lambda$ is varied to control the magnitude of the templating potential and the resulting degree of crystalline order in the final configuration measured using average value of $\bar{Q}_6$, which is the average form of the local bond order parameter $Q_{6,i}$ over all its neighbors and itself [13]. (The quantity $Q_{6,i}$ is the $l = 6$ spherical harmonic of the nearest neighbour density of the $i$th particle.)
Figure 1. The crystalline order parameter $\bar{Q}_o$ of the potential energy minimum plotted as a function of $\lambda$, the amplitude of the templating potential $U$ (see Eq. 2).

3. Measuring the Susceptibility of the Minimization Process

In Fig. 1 we plot the crystalline order parameter $\bar{Q}_o$ of the potential energy minimum plotted as a function of $\lambda$, the amplitude of the templating potential. We see an abrupt increase in crystalline order in the solid at a field with an amplitude $\lambda \sim 0.2$, i.e. roughly 20% of the amplitude of the individual particle interactions. Details of the spatial character of the ordering during templated minimization are provided in the Appendix. This threshold value of $\lambda$ shows little dependence on the temperature of the initial configuration. As the $\lambda = 0$ result shows, the inherent structures of the equilibrium liquid exhibit little in the way of crystal-like order. It appears that minimization is stable with respect to the perturbing field up to the point that the field sufficiently distorts the energy surface so as to open a barrierless path to crystalline order. Note that this ordering is achieved through the perturbed minimization alone. The results of Fig. 1 establish a major result of this paper, namely that the local groundstate (or inherent structure) of a liquid configuration is not an immutable property of that configuration but is susceptible, in this case dramatically so, to a perturbation of the minimization process by which it is generated. As the energy minimization and thermal
cooling are analogous processes, the nonlinear susceptibility of the inherent structure is of direct significance in the kinetics of liquid ordering.

4. Field-Guided Inherent Structures and Ultra-Fast Crystal Growth

Having established the susceptibility of the inherent structure to a field applied during minimization, our next task is to understand how this susceptibility depends on the interaction potential between atoms. To determine how the susceptibility of the inherent structure varies across a series of liquids, we shall repeat the analysis of Fig. 1 for liquids with different values of the softness parameter $\gamma$ of the Morse potential. As shown in Fig. 2a, the effect of increasing $\gamma$ is to stiffen the short range repulsion and narrow the width of the attractive well. The liquid pair correlation function, $g(r)$, exhibits an increasingly sharply defined first peak as $\gamma$ increases, as shown in Fig. 2b. We have held the temperature ($T = 3000$K) and the pressure ($p = 20$k bars) fixed for all values of $\gamma$.
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**Figure 2.** a) Plots of the interaction potentials $\phi(r)$ vs $r/\sigma$ for different values of $\gamma$ as indicated. b) The pair distribution function $g(r)$ for the different Morse liquids, calculated at $T = 3000$K and a pressure of 20k bars.

We have repeated the perturbed minimization calculations as described previously. The value of the degree of crystallinity in the inherent structure as a function of $\gamma$ is plotted in Fig. 3.
We find a marked drop in the susceptibility of the liquid to the influence of the perturbing field during minimization as \( \gamma \) increases from 9 to 11. By the time we get to \( \gamma = 17.196 \) we find little evidence of susceptibility remains. These results demonstrate a clear qualitative difference between ‘soft’ liquids (i.e. \( \gamma < 9 \)) and ‘stiff’ liquids with larger \( \gamma \). For context, most metals and ions are ‘soft’ as can be seen from the values of \( \gamma \) used in empirical Morse potentials, i.e. 3.184 (Na), 3.788 (Al), 3.170 (K), 3.975 (Fe), 3.947 (Ni), 4.264 (Ag) and 4.280 (W), as reported in ref. [11].

Note that the change in the value of \( \gamma \) changes both the interaction potential (Eq.1) and the applied field \( U \) (Eq. 2). This means that as we increase the stiffness of the liquid interactions (i.e. increase \( \gamma \)) we also increase the stiffness of the perturbing field. So, should the increase in the critical field strength \( \lambda^* \) due to the increase in \( \gamma \) observed in Fig. 3 be associated with the change in the atomic interactions or the perturbing field? We maintain that the reduced susceptibility observed on increasing \( \gamma \) is a property of the liquid, not the perturbing potential. The argument is simply that increasing \( \gamma \) of the perturbing field will always increase the degree of ordering induced in the liquid. Since we observe a decrease in ordering with increasing \( \gamma \) it follows that this must be due to the changing stability associated with the pairwise interactions.
**Figure 3.** The crystalline order parameter $Q_6$ of the potential energy minimum for liquids with a range of values of $\gamma$ plotted as a function of $\lambda$, the amplitude of the templating potential $U$. The initial liquid configurations were equilibrated at $T=3000K$ in all cases.

Our contention is that the occurrence of crystalline inherent structure in the liquid adjacent to the crystal-liquid interface is a consequence of the susceptibility of these inherent structures to the effective field exerted by the adjacent crystal. Having established that the susceptibility increases strongly as $\gamma$ decreases below a value of $\sim 9$, we predict that we should find an increasing degree of crystalline order crystalline inherent structures for ‘soft’ liquids and only disordered interfacial inherent structures for liquids with $\gamma > 9$. We verify this prediction in Fig. 4, where we plot the crystal-liquid interface before and after minimization. In the case of $\gamma = 8.598$, the interface advances when minimized, explicit evidence of crystalline inherent structure. In the case of $\gamma = 17.196$, there is no sign of an ordered interfacial inherent structure. These results are consistent with the variation in structural susceptibility presented in Fig. 3 and so support the proposal that influence of the interface acts similarly to the applied field $U$.

**Figure 4.** The (111) crystal liquid interface measured as $Q_6$ vs $z/\sigma$, the normal distance, before (black) and after (red) energy minimization for a) $\gamma = 3.895$, b) $\gamma = 8.598$ and c) $\gamma = 17.196$, as indicated. The advance of the interface during minimization indicates the crystalline order in the interfacial inherent structure.
The final link in our argument is to establish the correlation between the crystalline interfacial inherent structures and ultra-fast crystal growth. In ref. 4, we did this for liquids interacting via EAM potentials and here we shall do the same for the Morse liquids. In Fig. 5a we plot the temperature dependence of the crystal growth rate $V$ as a function of temperature. Each plot is truncated at a low $T$ due to the kinetic instability of the supercooled liquid with respect to crystallization. As shown previously [6], the spontaneous formation of randomly oriented crystallites impedes the propagation of the crystal front, causing the observed growth rate to turnover and decrease with further cooling and, in so doing, rendering the growth rate ill-defined.

Over the accessible temperature range, the ordering kinetics at the interface is conveniently quantified in terms of the rate coefficient for crystal addition, $k$, which can be obtained from the steady state growth rate $V(T)$ via the relation,

$$V \approx k \frac{\Delta h}{k_B T} \left( \frac{T_m - T}{T_m} \right), \quad (3)$$

the expansion of the Wilson-Frenkel expression for $V(T)$ [15] to first order in $\frac{\Delta h}{k_B T} \left( \frac{T_m - T}{T_m} \right)$. Here $T_m$ is the melting point and $\Delta h_m$ is the enthalpy of fusion per particle at $T_m$. The fit of Eq.3 to the simulated growth rates in Fig. 5a were achieved by treating the coefficient $k$ as a constant, independent of $T$. In Fig. 5b, we plot these fitted values of $k$ against the interaction stiffness $\gamma$ and note that the sharp increase in structural susceptibility is matched by an analogously steep increase in the attachment rate. In ref. [6] we considered how the presence of a crystalline inherent structure at the interface would influence to nature of the coefficient $k$ and its temperature dependence. In ref. [9], we reported examples of crystal growth in which the absence of a crystalline interfacial inherent structure as associated with activated...
growth kinetics, i.e. an attachment coefficient $k(T) \sim \exp[-\beta E_a]$. We have not found that to be the case in data for the Morse liquids. The attachment coefficient $k$ for the $\gamma = 17.196$ liquid shows no significant temperature dependence, over the accessible range of supercoolings, despite the absence of any order in the interfacial groundstate.
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**Figure. 5** a) Crystal growth rates $V$ vs temperature for three values of $\gamma$, as indicated. The data is truncated at the lowest temperature before the onset of the kinetic spinodal instability of the liquid (see text). The solid curves are fits to Eq. 3. b) The attachment coefficient $k$ obtained from the fits in Fig. 5a plotted against $\gamma$. Note the rapid increase as $\gamma$ decreases below 9.

5. Conclusions

In this paper we have demonstrated that the ordered inherent structures of the liquid adjacent to the crystal interface, the feature responsible for the extremely high rate of particle attachment observed during crystal growth in metals and salts, do not necessarily arise from any sort of ordering, hidden or overt, of the equilibrium structure in the interfacial liquid. Instead, we have shown that, for particles with sufficiently soft interactions, the liquid can be induced to order during minimization due to the influence of a weak perturbing field of the adjacent crystal. This result allows us to complete the explanation of fast crystal growth
initiated in ref. [6] by demonstrating that the melts of metals and atomic ions are generally so structurally susceptible that the presence of a crystal interface could be sufficient to guide them to the crystal as energy is rapidly removed without the need for the stochastic cooperative search of configuration space traditionally assumed to be necessary. These results do not exclude the possibility that the crystal perturbs the structure of the interfacial liquid at equilibrium. What we have demonstrated is that for a class of liquids, here identified as having soft interactions as measured by $\gamma < 9$, such equilibrium structural perturbations are not necessary for the existence of a crystalline interfacial inherent structures and, hence, small activation barriers to growth.

The demonstration of inherent structural susceptibility has potential applications beyond the explanation of rapid crystal growth. We can ask, for example, about what other structures populate the space of a liquid’s inherent structures and so can be similarly accessed by a perturbing potential. These other structures might include metastable polymorphs and specific disordered glasses. The results in the paper also raise the possibility that a metal or molten salt might be used as rapid memory storage device, where the information to be stored is in the form of a specific template structure.
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**Appendix. The Nature of Crystal Ordering during Templated Minimization.**
In Fig. 1 we report the volume average value $\bar{Q}_6$ of the local crystalline order parameter $Q_{6,i}$ at the end of the energy minimization during which the crystal template potential is applied. To provide a more detailed picture of just how this ordering takes place we can examine the evolution of the distribution of the local values $Q_{6,i}$ for progressive steps through the minimization. In Fig. 6 below we plot the distribution of values of $Q_{6,i}$ after n steps of the minimization procedure. The minimization in question is the mode Cu liquid with a template field strength of $\lambda = 0.6$. We see that the order evolves about a roughly bimodal distribution with peak, in the initial liquid, of $\bar{Q}_6 = 0.12$, and a peak corresponding to a crystal environment peaked at $\bar{Q}_6 = 0.55$. Direct imaging of the spatial distribution of crystal order during the minimization is provided in Fig. 7.

![Figure 6](image)

**Figure 6.** The distribution of the local order parameter $\bar{Q}_6$ during the templated minimization of Cu with $\lambda = 0.6$. The curves correspond to the structure distributions after n steps of the minimization, as indicated.
Figure 7. Images of the spatial distribution of crystalline order $\vec{Q}_o$ during the templated minimization as indicated by the number of minimization steps referred to in Fig. 6. The color scheme is graded between red (low $\vec{Q}_o$) to blue (high $\vec{Q}_o$). Note the localized patches marking the initial appearance of crystal structure (n = 200) and their subsequent growth.

We find that ordering during minimization occurs heterogeneously, starting in local independent patches (see n = 200 in Fig. 7) which then grow out as the minimization algorithm precedes. This result demonstrates that under the influence of uniform crystal field, it is local patches of the liquid that are initially ‘steered’ towards crystallinity. While this process is reminiscent of crystal nucleation, it is distinct in that the system here evolves via irreversible minimization and so there is no question of crystal clusters having to exceed some critical size as is the case in nucleation at metastable equilibrium.
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