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Abstract

Performing Hamiltonian analysis of the massive gravity \cite{9} in full phase space, we see 
that the theory is ghost free. We also see in a more clear way that this result is intrinsic 
of the interaction term and does not depend on the variables involved. Since no first class 
constraint emerges, the theory seems to lack gauge symmetry. We show that this is due to 
the presence of an auxiliary field, and the symmetry may be manifest in the St¨uckelberg 
formulation. We give the generating functional of gauge transformation in this model.

1 Introduction

Massive gravity is a theory which modifies general relativity by considering additional terms 
in the Einstein-Hilbert action. This theory leads ultimately to propagating a massive spin 2 
particle. There is a long history behind the massive gravity, started by Pauli and Fierz in 
1939 \cite{1}. They first presented a linear action with respect to a spin-2 field on a flat space-time 
background. In 1972, Van Dam, Veltman and Zakharov \cite{2, 3} understood that the Fierz-
Pauli action in the limit of zero mass is different from the linearized general relativity. Then 
Vainshtein observed that the problem of vDVZ discontinuity may be solved by considering the 
full non-linear Einstein-Hilbert action accompanied by a mass term \cite{4}. However, Boulware and 
Deser showed later that a ghost appears in the theory as the sixth degree of freedom, known 
as Boulware-Deser ghost \cite{5}.

After so many efforts, in 2010 an improvement was made by de Rham, Gabadadze and 
Tolley known as (dRGT) model. They showed that the Boulware-Deser ghost can be avoided 
in the decoupling limit, in a non-linear massive gravity with tuned coefficients \cite{6}. Then, it was shown 
that at low orders the theory is free of the Boulware-Deser ghost\cite{7, 8}. In dRGT model 
the reference metric is flat. In 2011 F. Hassan and R. Rosen presented a ghost free non-linear 
massive gravity action in which the flat metric was replaced by an external arbitrary metric
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They proved the absence of the Boulware-Deser ghost, to all orders. Furthermore, they did not need to restrict themselves to the decoupling limit \cite{10, 11, 12}. Using the ADM formalism, they showed in the canonical structure of the model two more second class constraints emerge which kill the Boulware-Deser ghost\cite{13}. Their analysis was done basically in a 12-dimensional reduced phase space in which the lapse and shift functions were absent.

Then Kluson tried to analyze the Hamiltonian structure of the model in full 20-dimensional phase space \cite{14}. He found altogether one first class and 7 second class constraints, leading to an 11 dimensional phase space and remaining the ghost. In fact, two more constraints, which are responsible to omit the ghost, are missing in his analysis. Hence, there is not a satisfactory canonical analysis of the model in the full 20 dimensional phase space, though there is some investigations in \cite{15} in a different language.

In Ref. \cite{16}, adding four Stückelberg fields to the theory, 8 first class and 2 second class constraints are derived which agree with the desired 10-dimensional phase space of a massive spin-2 graviton. In all of the canonical investigations an intelligent change of variables made by Hassan and Rosen seems to be essential. The most important consequence of this change of variables is that the action would be linear with respect to the lapse function.

In this paper we first give a brief survey on the constraint structure of the model in the full 20 dimensional phase space. Some details of this analysis are reviewed in appendix A, and the main constraint structure is given in section 2. We see that the model contains 10 second class constraints. This leads to a 10-dimensional reduced phase space of a massive spin-2 theory in 4 dimensions.

We also emphasize in subsection 2.1 that the above mentioned change of variables is not the essential point in the canonical structure of the theory. In other words, the essential behavior of the theory, including the number of degrees of freedom does not depend on the variables invoked.

Note, however, the main goal of doing a Hamiltonian analysis for a complicated model is not just finding the number of degrees of freedom. One also expects to study the symmetry properties of the model by considering the first class constraints of the model which act as the generators of gauge transformations in the phase space. This important task is not discussed in the literature yet. In the original model of massive gravity, although the system is symmetric under diffeomorphism, this symmetry is not showed up in the constraint structure of the model. The reason is the presence of an external field in the theory. However, in the Stückelberg formalism the field $f_{\mu\nu}$ is no longer external. The canonical structure of massive gravity in the Stückelberg formalism is studied in details in Refs. \cite{16, 17}. However, the role of the derived first class constraints as the gauge generators of the gauge symmetry is not clarified yet. In section 3, using valuable results of Ref. \cite{18} about the generating functional of diffeomorphism, we show how the diffeomorphism gauge symmetry is generated by the first class constraints of the system.

## 2 Hamiltonian structure in full set of variables

This section is devoted to the Hamiltonian analysis of massive gravity in ADM formalism and with full set of canonical variables. The action is introduced in Ref. \cite{9} as

\[ S_{MG} = M_p^2 \int d^4x \sqrt{-g} \left( R(g) + 2m^2 \sum_{n=0}^{4} \beta_n e_n(k) \right), \tag{1} \]
where $\beta_n$ are free dimensionless parameters, $m$ is a mass parameter, $M_P$ is the Plank mass, the matrix $k \equiv \sqrt{g^{-1}f}$ is the square root of the matrix $g^{-1}f \equiv g^{\mu\nu}f_{\mu\nu}$ and the elementary symmetric polynomials $e_n(k)$ are as follows

$$
e_0(k) = 1,$$
$$
e_1(k) = [k],$$
$$
e_2(k) = \frac{1}{2}([k]^2 - [k]^2),$$
$$
e_3(k) = \frac{1}{6}([k]^3 - 3[k][k^2] + 2[k^3]),$$
$$
e_4(k) = \frac{1}{24}([k]^4 - 6[k]^2[2 + 3[k][k^2]^2 + 8[k][k^3] - 6[k^4])},$$
$$
e_i(k) = 0, \quad i > 4. \quad (2)$$

where $[k] \equiv Tr(\sqrt{g^{-1}f})$. In ADM approach, the metric has the following (3+1) decomposition[19]

$$g_{00} = -N^2 + N_iN^i, \quad g_{0i} = N_i, \quad g_{ij} = \gamma_{ij},$$
$$
g^00 = \frac{-1}{N^2}, \quad g^0i = \frac{N_i}{N^2}, \quad g^{ij} = \gamma_{ij} = \frac{N^iN^j}{N^2}, \quad (3)$$

where $N, N^i$ are lapse and shifts functions respectively, so the indices are raised and lowered by the spatial metric $\gamma_{ij}$. The background metric $f_{\mu\nu}$, as an auxiliary field, may be similarly written in the corresponding variables as

$$f_{00} = -M^2 + M_iM^i, \quad f_{0i} = M_i, \quad f_{ij} = f_{ij},$$
$$
f^00 = \frac{-1}{M^2}, \quad f^0i = \frac{M_i}{M^2}, \quad f^{ij} = f^{ij} - \frac{M_iM^j}{M^2}. \quad (4)$$

The possibility of finding coordinate systems which lead to simultaneous ADM decomposition of the metrics $g_{\mu\nu}$ and $f_{\mu\nu}$ is not an obvious fact. However, in Ref. [20] it is showed that in fact it is possible to have a common ADM splitting for $g$ and $f$. The Lagrangian density associated with the action (1) reads

$$\mathcal{L} = \pi^{ij}\partial_t\gamma_{ij} + NR_0 + N^iR_i + 2m^2N\sqrt{\gamma}\sum_{n=0}^4\beta_n e_n(\sqrt{g^{-1}f}), \quad (5)$$

where $R_0$ and $R_i$ are as follows[19]

$$R_0 = \sqrt{\gamma}^3R + \frac{1}{\sqrt{\gamma}}\left(\frac{1}{2}\pi^2 - \pi^{ij}\pi_{ij}\right), \quad R_i = 2\sqrt{\gamma}\gamma_{ij}\nabla_k\left(\frac{\pi^{jk}}{\sqrt{\gamma}}\right). \quad (6)$$

As is apparent, the time derivative of lapse and shift functions is absent from the Lagrangian (5). This enables us to consider $N$ and $N^i$ as auxiliary fields, and use just $\gamma_{ij}$ and the corresponding momenta $\pi^{ij}$ as the canonical variables, where

$$\pi^{ij} = -\sqrt{\gamma}(K^{ij} - g^{ij}K), \quad (7)$$

in which $K_{ij}$ is the extrinsic curvature of the surface $t=\text{constant}$. The authors of Ref. [11] used this approach and worked in a 12-variables phase space. Although it may seem simpler to work in a smaller phase space, however, one should be careful about the dependence of $N$ and $N^i$
on canonical variables in calculating the Poisson brackets. To avoid such miscalculations we prefer to consider the full set of variables $N_i, N^i, \gamma_{ij}$ and the corresponding momenta as a set of 20 canonical variables. It can be shown that the action 5 in the set of Hassan and Rosen variables is as follows

$$\mathcal{L} = \pi^i \partial_t \gamma_{ij} + M n^i R_i + M^i R_i + 2m^2 \sqrt{\gamma} MK + N (R_0 + R_i D^j n^j + 2m^2 \sqrt{\gamma} Z), \quad (8)$$

where the functions $K$ and $Z$ are introduced in appendix A, Eqs. (A.7) and (A.8). The primary constraints are $P_i$ and $p_i$ associated to $N$ and $n_i$. Time evaluation of the system gives the secondary constraints as $\chi$, $\vartheta_i$ given in Eqs. (A.16) and (A.18). The constraints $\vartheta_i$ are the same equations derived in [11] as the equations of motion $n_i$. On the constraint surface $\vartheta_i = 0$, $n^i$’s are determined in terms of $\pi^i$ and $\gamma_{ij}$. Since $\vartheta_i$ depend on $n^i$, the Poisson brackets $\{\vartheta_i, p_i\}$ are non-zero. So consistency condition of $\vartheta_i$’s leads to determining the Lagrange multipliers $u_i$, associated to the primary constraints $p_i$. Hence, the six second class constraints $p_i$ and $\vartheta_i$ are put aside from our investigation.

Consistency of $\chi$ gives a new constraint $\Upsilon$ given in Eq. (A.28). The important point is that the new constraint $\Upsilon$ is independent of $N$. Thus, consistency condition of $\Upsilon$ gives another constraint $\Omega \equiv \{\Upsilon, H_0\}_* + N \{\Upsilon, \chi\}_* \approx 0$. Since $\Omega$ depends linearly on $N$, consistency of $\Omega$ determines ultimately the remaining Lagrange multiplier $u$ in the total Hamiltonian $H_T$ of Eq. (A.9).

In this way we derived a four level chain of second class constraints ($P_N \rightarrow \chi \rightarrow \Upsilon \rightarrow \Omega$). Adding them to the three two-level second class constraints ($P_i \rightarrow \vartheta^i$), the total number of constraints is 10. Subtracting from the total number of degrees of freedom[24] we have $20 - 10 = 10$ dynamical fields in the model. Divided by 2, we have 5 dynamical fields in the Lagrangian formulation, corresponding to a massive spin-2 theory. So, there is no room for appearing further degrees of freedom to be considered as Boulware-Deser ghost.

As we see, the most advantage of the massive gravity model of Hassan-Rosen is exhibited by appearing two more constraints $\Omega$ and $\Upsilon$ which are responsible for omitting the extra degree of freedom, i.e. the Boulware-Deser ghost. This has happened due to linearity of Lagrangian (A.6) with respect to lapse function $N$ after changing of variables from $N_i$ to $n_i$. However, in what follows we show that the change of variables from $N_i$ to $n_i$ is not the essential point of the dynamical analysis.

2.1 Independence from the choice of variables

The main point about the Lagrangian given by Hassan-Rosen is that the given interacting term (i.e. $V = \sum \beta_n c_n (\sqrt{g}^{-1} f)$), when written in terms of $N$ and $n_i$ is linear with respect to $N$. We can assert that the matrix of second partial derivatives of $V(N, n_i, \gamma_{ij})$ with respect to the variables $N$ and $n_i$ is singular. In fact it has rank 3, instead of being full rank. As pointed out in Refs. [7], [10], [11] and [15] this characteristics is the main property of the well-tuned interaction term in Eq. (1) which leads the theory to being ghost free. To see the point, consider the most general form of the Hilbert-Einstein Lagrangian plus an interaction term which does not depend on the derivatives of the metric. Defining four variables $N^\mu$ as $(N, N^i)$, the corresponding Lagrangian can be written similar to Eq. (5) as

$$\mathcal{L} = \gamma_{ij} \pi^{ij} - H_c(N^\mu, \gamma_{ij}, \pi^{ij}), \quad (9)$$

where the canonical Hamiltonian for a general interaction is

$$H_c = NR_0(\gamma, \pi) + N^i R_i(\gamma, \pi) + V(N^\mu, \gamma). \quad (10)$$
The momenta $P_{N^\mu}$ appear as four primary constraints and the total Hamiltonian reads,

$$H_T = H_c + u_\mu P_{N^\mu}, \quad (11)$$

The consistency condition on the time evolution for $P_{N^\mu}$ gives

$$\zeta^\mu = \{P_{N^\mu}, H_T\} = \frac{\partial H_c}{\partial N^\mu} \approx 0. \quad (12)$$

Consistency of the secondary constraints reads as $\{\zeta_\mu, H_T\} \approx 0$. This leads to the following equations for the Lagrange multipliers $u^\mu$:

$$\{\zeta_\mu, P_{N^\nu}\} u^\nu \approx -\{\zeta_\mu, H_c\}. \quad (13)$$

Using Eq. (12) we can write Eq. (13) as follows

$$\frac{\partial^2 V}{\partial N^\mu \partial N^\nu} u^\nu = -\{\frac{\partial H_c}{\partial N^\mu}, H_c\}. \quad (14)$$

If the interaction potential $V$ is chosen so that $\frac{\partial^2 V}{\partial N^\mu \partial N^\nu}$ is non-singular, then all Lagrange multipliers $u^\mu$ would be determined. This means that the set of 8 constraints $P_{N^\mu}$ and $\zeta_\mu$ are second class. The reduced phase space of the system can be achieved by imposing strongly the constraints $P_{N^\nu} = 0$ and $\zeta_\mu = 0$. The latter equations determine the functions $N^\mu$ in terms of the canonical variables $\gamma_{ij}, \pi_{ij}$. This is in agreement of treating the problem in a 12 dimensional phase space and considering the lapse and shift functions as auxiliary fields.

So the number of dynamical variables is $20 - 8 = 12$, in phase space which means 6 degrees of freedom in configuration space. This can be interpreted as existing a massive spin-2 graviton in plus a scalar ghost.

Hence, to avoid the Boulware-Deser ghost we need a potential term for which the matrix of second order derivatives with respect to $N^\mu$ is singular. Suppose $\frac{\partial^2 V}{\partial N^\mu \partial N^\nu}$ is a $4 \times 4$ matrix with ranks 3. We want to show that this property remains valid if we change the variables $N^\mu$ to $n^\mu$, say $(N, n^i)$. It is easy to see that

$$\frac{\partial^2 H_c}{\partial n^\mu \partial n^\nu} u^\nu = -\{\frac{\partial H_c}{\partial N^\mu}, H_c\}. \quad (15)$$

The second term in the right hand side of Eq. (15) vanishes due to the constraints $\zeta_\mu$ in Eq. (12). Assuming the Jacobian $\partial N^\alpha / \partial n^\mu$ to be nonsingular, we deduce that the rank of $\frac{\partial^2 H_c}{\partial n^\mu \partial n^\nu}$ is the same as $\frac{\partial^2 H_c}{\partial N^\alpha \partial N^\beta}$.

In the current model of action (1) the ability of the interaction $\sqrt{g^{-1}f}$ to be linearized with respect to $N$ makes us sure that the matrix $\frac{\partial^2 V}{\partial N^\mu \partial N^\nu}$ has rank 3 in every set of variables $(N, N^i, \gamma_{ij})$. However, it can be shown vice versa that if rank $| \frac{\partial^2 V}{\partial N^\mu \partial N^\nu} | = 3$ one can in principle find a set of variables $(N, N^i, \gamma_{ij})$ such that the interaction term is linear with respect to $N$.

Hence, if one does not change the variables, nevertheless singularity of $\frac{\partial^2 H_c}{\partial N^\alpha \partial N^\beta}$ plays its role in the Hamiltonian structure of the system. Noticing to consistency equations (14) for the second level constraints $\zeta_\mu$, we see that one combination of the Lagrange multiplier $u^\mu$ say $\tilde{u}$ would remain undetermined. This means that there exist one combination of $\zeta_\mu$, which has been remained as a first class constraint so far, i.e. up to this level of consistency; although it may change to second class in the subsequent steps, as we will see. Denote this constraint as $\tilde{\chi}(N^\mu, \gamma_{ij}, \pi^{ij})$. 5
For $\tilde{\chi}$, the left hand side of Eq. (14) vanishes and the right hand side may be considered as the third level constraint $\tilde{\mathcal{Y}}(N^\mu, \gamma_{ij}, \pi^{ij})$. Let us emphasis at this point that, in principal, the matrix $\partial^2 V / \partial N^\mu \partial N^\nu$ as well as its null-vector depend on the variables $N^\mu$, and this is the case for the third level constraint $\tilde{\mathcal{Y}}$. Hence, $\{\tilde{\mathcal{Y}}, P_{N^\mu}\}$ does not vanish and may lead to determining the remaining undetermined Lagrange multiplier $\tilde{u}$, by going through consistency of the constraint $\tilde{\mathcal{Y}}$ using the total Hamiltonian (11). This point is also discussed more or less in [15]. In this way we have found all together 9 second class constraints $P_{N^\mu}$, $\zeta_\mu$ and $\tilde{\mathcal{Y}}$ which gives a phase space with 11 dynamical fields, as stated in [21], this should not be understood as an odd dimensional phase space, since in fact we have infinite number of degrees of freedom in a field theory.

Suppose $\tilde{\mathcal{Y}}$ depend on $N^\mu$ in such a way that it does not lead to determination of the remaining Lagrange multiplier in the consistency procedure. For instance, for the case where the interaction is linear with respect to $N^i$, as we discussed in previous section, the constraint $\tilde{\mathcal{Y}}$ does not depend on $N$ due to $\tau^i \approx 0$ (see Eq. (A.26)). Then, consistency of $\tilde{\mathcal{Y}}$ gives, in principle, another constraint $\tilde{\Omega}$, which gives rise to determining the Lagrange multiplier $\tilde{u}$ upon consistency condition. In this way we have 10 second class constraints and no arbitrary function in the theory. It worth noting that the variables $N^\mu$ are determined, on the constraint surface, in terms of the canonical variables. In fact, the constraints $\zeta_\mu$ determines three of them, since the rank of $\partial \zeta_\mu / \partial N^\mu = \partial^2 V / \partial N^\mu \partial N^\nu$ is three, and the forth one is determined through strongly imposing the constraint $\tilde{\Omega} = 0$. For example in the framework used in the previous section, the variables $n^i$ are determined through imposing the constraints $\vartheta_i = 0$ (Eq. (A.18)) and the lapse function $N$ is determined as the result of $\Omega$ in Eq. (A.29). Unfortunately the corresponding expressions of the above mentioned constraints for the Lagrangian (5) in the original variables are very complicated due to square-root term $\sqrt{g^{-1}f}$ in the interaction term. However, our observation of uniqueness of the rank of $\partial^2 H_c / \partial N^\alpha \partial N^\beta$ shows that the result is the same as what we investigated in the new variables. We conclude that the essential point is not the choice of dynamical variables. Instead, the main point is the singular behavior of the matrix $\partial^2 V / \partial N^\alpha \partial N^\beta$.

### 3 Diffeomorphism and Stückelberg formalism

As we observed, in the Hamiltonian structure of massive gravity resulted to Eq. (A.6), all the constraints are second class. On the other hand, we know from Dirac theory of constrained systems that in every gauge theory the gauge transformations are generated by first class constraints. Now the question arises how the Hamiltonian constraint structure of the system may support the diffeomorphism symmetry contained in the model. In other words, we expect a system of first class constraints as the generators of diffeomorphism gauge symmetry. The point is that in the Lagrangian of the theory we have inserted the external fields $f_{\mu \nu}$ as a second rank tensor with the pre-determined dynamics. Hence, a diffeomorphism transformation on the dynamical variables $N, N_i$ and $g_{ij}$ should be accompanied by definite variations of external fields $f_{\mu \nu}$. Therefore, the dynamical content of the theory, as it stands, can not introduce a set of variations which maintain the action invariant; i.e. the invariance of the action is only guaranteed by introducing variations of $f_{\mu \nu}$ by hand. To clarify the point, let us consider the simple example of a complex scalar field coupled to the external gauge field $A_\mu$ as

$$\mathcal{L} = (\partial^\mu - ieA^\mu)\phi^+ (\partial_\mu + ieA_\mu)\phi - m^2 \phi^+ \phi) = D_\mu \phi D^\mu \phi^+ - m^2 \phi^+ \phi.$$  (16)
This model is symmetric under the gauge transformation \( \phi \to e^{iA(x)} \phi \) provided that the external field undergo simultaneously the gauge transformation \( A_\mu \to A_\mu - \frac{i}{e} \partial_\mu A \). The canonical structure of the system implies two canonical momentum fields as

\[
\Pi^+ = \dot{\phi} + i e A^0 \phi, \quad \Pi = \dot{\phi}^+ - i e A_0 \phi^+,
\]

which do not introduce any constraint. Hence, there is no first class constraint to generate gauge transformation, although we know that the theory is gauge symmetric. This is because of the existence of external fields with gauge transformations imposed by hand. However, if we add dynamical kinetic term for the gauge field (i.e. \(-\frac{1}{4} F_{\mu\nu} F^{\mu\nu}\)), then we would have a gauge system in which the gauge transformations of the scalar fields \( \phi \) and \( \phi^+ \) as well as the gauge field \( A_\mu \) would be resulted automatically from the first class constraints of the system.

The massive gravity is also formulated in St"uckelberg formalism, in which four scalar fields \( \phi^A \) are considered as St"uckelberg fields. Let us restrict ourselves to \( \beta_1 \)-model where \( \beta_1 = 1 \) and the remaining \( \beta_n \)'s in action (1) vanish. The action is given by

\[
S = M_p^2 \int d^4x \sqrt{-g}[R - m^2Tr\sqrt{A}],
\]

where

\[
A^A_B \equiv \partial_\mu \phi^A g^{\mu\nu} \partial_\nu \phi^C \bar{f}_{CB},
\]

in which \( A, B, \cdots \) are Lorentzian indices and \( \bar{f}_{CB} \) is a background field such as \( \eta_{CB} = diag(-1, 1, 1, 1) \). It is shown [17] that this formulation is equivalent to the original model of the action (1). The canonical structure of massive gravity in the St"uckelberg formulation is discussed in Refs. [17] and [16]. Here, we review very briefly the latter work, in order to use the results in what follows. Using the ADM variables, the action (18) can be written as,

\[
S = M_p^2 \int d^4x \left( \bar{\gamma}_{ij} \pi_{ij} + \dot{\phi}^A P_A - N (H^0_0 + H^0_{ST}) - N^i (H^{GR}_i + H^{ST}_i) \right),
\]

where

\[
P_A = \frac{\delta L}{\delta \partial_\mu \phi^A} = M_p^2 m^2 \sqrt{g} (A^{-1/2})_{AB} \nabla_\nu \phi^B.
\]

The additional terms \( H^0_{ST} \) and \( H^i_{ST} \) emerge due to interaction term \( m^2 Tr\sqrt{A} \) in the action (20) as follows

\[
H^0_{ST} = m^2 M_p^2 \sqrt{g} (\Pi^{AB} g^{ij} \partial_i \phi^A \partial_j \phi^B)^{1/2} \nabla^C \phi^C,
\]

where

\[
\Pi^{AB} \equiv \frac{1}{gm^4 M_p^4} P_A P_B + \eta_{AB}.
\]

As is apparent, the momenta \( P_N \) and \( P_{N^i} \), conjugate to \( N \) and \( N_i \) are primary constraints. Consistency of \( P_N \) and \( P_{N^i} \), gives the secondary constraints \( H_0 = H^{GR}_0 + H^{ST}_0 \) and \( H_i = H^{GR}_i + H^{ST}_i \). As given in full details in Ref. [16] all of these 8 constraints are first class. On the other hand, there exists another primary constraint as

\[
C = 1 + \frac{1}{gm^4 M_p^4} P_A P^A
\]
which gives, under consistency, the secondary constraint $NC_2$ where

$$C_2 = P_A \partial_i \Pi^{AB} \sqrt{g} \partial_j \phi_B (\sqrt{\Pi}^{-1})^{ij} - \frac{2}{\sqrt{g} m^4 M_P^2} P_A P^A g_{ij} \pi^{ij},$$  

(25)

in which

$$\Pi = g^{ij} \partial_j \phi_A \Pi^{AB} \partial_i \phi_B.$$  

(26)

Since the lapse function cannot vanish for a physical metric, the system possesses two more constraints $C$ and $C_2$ which are second class with respect to each other. Considering 8 first class and 2 second class constraints for a system of 28 degrees of freedom we have ultimately 10 dynamical degrees of freedom in the reduced phase space which is equivalent to a massive spin-2 system and no ghost exists.

Comparing to the original model of massive gravity which contains no first class constraint, here we have 8 first class constraints in two generations. This makes us hopeful to write the generator of gauge transformations as a combination of first class constraints and the gauge parameters. For this reason let us recall the main results of a precise method due to Pons, Salisbury, Shepley [18] concerning the generator of diffeomorphism in some special covariant systems. These systems are generalizations of the GR where in the ADM formalism the canonical Hamiltonian is given by $H = N_\mu H^\mu$ such that $H^\mu$ are four first class functions of the canonical fields. They show the following gauge generator produces all of the variations due to diffeomorphism

$$G(t) = P_\mu \dot{\xi}^\mu + (H_\mu + N^\sigma C^{\sigma \mu \nu} P_\nu) \xi^\mu,$$  

(27)

where the coefficients $C^{\sigma \mu \nu}$ are defined in the following Poisson brackets

$$\{H_\mu, H_\nu\} = C^{\sigma \mu \nu} H_\sigma,$$  

(28)

and the arbitrary infinitesimal parameters $\xi^\mu$ are related to infinitesimal coordinate transformations $\epsilon^\mu$ (i.e. $x^\mu \rightarrow x^\mu - \epsilon^\mu$) as follows

$$\epsilon^0 = \frac{\xi^0}{N}, \quad \epsilon^i = \xi^i - \frac{N^i \xi^0}{N}.$$  

(29)

Note that a spatial integration should be understood whenever the indices contract. For our case of massive gravity in St"uckelberg formulation, we are happy to see that it fulfills the conditions of the systems discussed in [18]. The coefficients $C^{\sigma \mu \nu}$ can be seen to be the same coefficients of GR as

$$C^{0\mu \nu}_0 = g^{ij}(\delta^3(x'' - x') + \delta^3(x'' - x')) \frac{\partial \delta^3(x - x')}{\partial x^i},$$

$$C^{0\mu \nu}_i = \delta^3(x - x') \frac{\partial \delta^3(x - x')}{\partial x^i} = -C^{0\nu i}_0,$$

$$C^{k\mu \nu}_i = (\delta^k i \delta^3(x'' - x') \frac{\partial}{\partial x^j} + \delta^k j \delta^3(x'' - x) \frac{\partial}{\partial x^i}) \delta^3(x - x').$$  

(30)
Putting these coefficients in Eq. (27) we find

\[
G(t) = \int d^3x P_N \dot{\xi}^0 + P_{N^i} \dot{\xi}^i + H_0 \xi^0 + H_4 \xi^4 \\
+ \int d^3x P_{N^i}(x) \xi^0(x) \frac{\partial N(x)}{\partial x^i} + \int d^3x P_N(x) \xi^i(x) \frac{\partial N(x)P_{N^i}(x)g^{ij}(x)}{\partial x^j} \\
- \int d^3x P_N(x) \xi^0(x) \frac{\partial N^i(x)}{\partial x^i} + \int d^3x P_N(x) \xi^2(x) \frac{\partial N(x)}{\partial x^j} \\
+ \int d^3x \xi^i(x) \frac{\partial P^i}{\partial x^j} + \int d^3x P_{N^i}(x) \xi^i(x) \frac{\partial N^j(x)}{\partial x^i} (31)
\]

Using the above generating functional for the variations of fields (i.e. \( \delta \psi = \{ \psi, G \} \)) by changing the arbitrary gauge parameters as in Eq. (29) we have the following variations of the corresponding variables

\[
\delta N = N_\mu \epsilon^\mu + N_0^0 \xi^0 - N^i \xi^0, \\
\delta N^i = N^i_\mu \epsilon^\mu + N^i_0 \xi^0 - (N^2 g^{ij} + N^i N^j) \xi^0 + \xi^0 - N^i \xi^0, \\
\delta g_{ij} = \epsilon^0 g_{ij} + 2g_{ik} \partial_j \xi^k + 2N_i \partial_j \xi^0 + \epsilon^i \partial_\xi g_{ij}, \\
\delta \phi^A = \epsilon^\mu \partial_\mu \phi^A. \\
\]

The first three lines are consistent with the covariant variation of the metric, and the last line gives the gauge transformations of the St"uckelberg fields.

### 4 Conclusions

In this paper we studied the Hamiltonian structure of massive gravity in the full phase space with 20 variables. We observed that elimination of the Boulware-Deser ghost due to two more second class constraints originates from singularity of the matrix of second derivatives of the interaction term with respect to lapse and shift functions, and does not depend on the change of variables. Linearization of the action of massive gravity with respect to the lapse function is, in fact, a powerful tool to show this property explicitly.

Finally we studied the diffeomorphism symmetry of the massive gravity. We showed that in the original theory this symmetry is not manifest in the constraint structure of the theory. This is because all of the constraints are second class. On the other hand, diffeomorphism symmetry in the Lagrangian level is established by assuming appropriate variations for the external field.

In St"uckelberg formalism, however, there is no external field and all of the variables gain their dynamics through the variation of the action of theory. We showed the explicit role of the first class constraints in this formalism in generating the diffeomorphism gauge symmetry of the model. As is known, the massive gravity, although an important model in its own right, led to the famous model of Bi-Gravity afterwards [22]. Investigation the detailed Hamiltonian analysis of Bi-Gravity is the subject of our future work.
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Using the change of variables used by Hassan and Rosen to make the action (1) linear with respect to the lapse function. To do this, let introduce the vector $n^i$ as

$$N^i = Mn^i + M^i + ND^j_i n^j,$$  \hspace{1cm} (A.1)

where

$$\sqrt{x}D^i_j = \sqrt{\left(\gamma^{ij} - D^i_k n^k D^k_e n^e\right)} f_{ij},$$ \hspace{1cm} (A.2)

$$x = 1 - n^i f_{ij} n^j.$$  \hspace{1cm} (A.3)

The $3 \times 3$ matrix $D^i_j$ is derived as

$$D^i_j = \sqrt{\gamma^i} f_{dm} W^m_n (W^{-1})^n_j,$$  \hspace{1cm} (A.4)

where

$$W^i_j = [1 - n^k f_{km} n^m] \delta^i_j + n^i f_{mj} n^m.$$  \hspace{1cm} (A.5)

Then it can be shown that the action (5) in the new set of variables $N, n^i, \gamma_{ij}$ and the corresponding momenta, $P, p_i, \pi^{ij}$ is as follows

$$\mathcal{L} = \pi^{ij} \partial_t \gamma_{ij} + Mn^i R_i + M^i R_i + 2m^2 \sqrt{\gamma} MK + N(R_0 + R_i D^i_j n^j + 2m^2 \sqrt{\gamma} Z),$$ \hspace{1cm} (A.6)

where the functions $K$ and $Z$ are emerged from the interaction terms as

\begin{align*}
K &= \beta_1 \sqrt{x} + \beta_2 (\sqrt{x} D^i_i + n^i f_{ij} D^j_i n^k) \\
&\quad + \beta_3 (\sqrt{x} (D^i_i f_{ij} D^j_k n^k - D^i_k n^k f_{ij} D^j_i n^l) + \sqrt{x} \frac{1}{2} (D^i_i D^j_j - D^j_j D^i_i)), \hspace{1cm} (A.7)\\
Z &= \beta_0 + \beta_1 \sqrt{x} D^i_i + \frac{1}{2} \beta_2 (\sqrt{x}^2) (D^i_i D^j_j - D^j_j D^i_i) \\
&\quad + \beta_3 \sqrt{x} \frac{1}{6} (D^i_i D^j_j D^k_k - 3D^i_i D^j_j D^k_k + 2D^j_j D^k_k D^i_i). \hspace{1cm} (A.8)
\end{align*}

The canonical momenta $P$ and $p_i$, conjugate to $N$ and $n^i$ respectively, appear as primary constraints and the momenta $\pi^{ij}$ are given in Eq. (7) in terms of the velocities $\dot{\gamma}_{ij}$. Time evaluation of the system is due to the total Hamiltonian $H_T = \int d^4x \mathcal{H}_T$ where

$$\mathcal{H}_T = \mathcal{H}_c + u P + u_i p_i.$$  \hspace{1cm} (A.9)

The canonical Hamiltonian density $\mathcal{H}_c$ is deduced from Eq. (6) as

$$\mathcal{H}_c = \mathcal{H}_0 + N \chi,$$ \hspace{1cm} (A.10)

in which

$$\mathcal{H}_0 = Mn^i R_i + M^i R_i + 2m^2 \sqrt{\gamma} MK,$$ \hspace{1cm} (A.11)

$$\chi \equiv -(R_0 + R_i D^i_j n^j + 2m^2 \sqrt{\gamma} Z).$$ \hspace{1cm} (A.12)

The primary constraints should be preserved during the time. Using the fundamental Poisson brackets

\begin{align*}
\{ N(x), P_N(y) \} &= \delta (x - y), \\
\{ n^i(x), P_j(y) \} &= \delta^i_j \delta (x - y), \\
\{ g_{ij}(x), \pi^{kl}(y) \} &= \frac{1}{2} (\delta^i_k \delta^j_l + \delta^i_l \delta^j_k) \delta (x - y), \hspace{1cm} (A.13)
\end{align*}
we demand
\[ \partial_t P = \{ P, H_T \} \approx 0, \quad (A.14) \]
\[ \partial_t p_i = \{ p_i, H_T \} \approx 0, \quad (A.15) \]

This leads to the following relations
\[ \chi \approx 0, \quad (A.16) \]
\[ \left( M \delta^k_i + N \frac{\partial (D^j_k n^j)}{\partial n^i} \right) \partial_k \approx 0, \quad (A.17) \]

where
\[ \partial_k = R_k - 2m^2 \sqrt{\gamma} n^b f_{ab} \left[ \beta_1 \delta_k^a + \beta_2 \sqrt{x}(\delta_k^a D_j^i - D^a_k) \right. \]
\[ \left. + \beta_3 \sqrt{x} \left( \frac{1}{2} \delta_k^a (D_j^i D_i^j - D_j^j D_i^i) + D^a_j D^j_k - D^a_k D^j_j \right) \right]. \quad (A.18) \]

Since the matrix \( \left( M \delta^k_i + N \frac{\partial (D^j_k n^j)}{\partial n^i} \right) \) in Eq. (A.17) is the Jacobian of the invertible transformation (A.1), it is non singular. Hence, Eq. (A.17) gives \( \vartheta_k \approx 0 \). Since \( \vartheta_k \) are three independent functions of \( n_i \), the set of 6 constraints \( p_i, \vartheta_k \) constitute a second class system, which according to the Dirac approach, can be imposed after all as strong equalities[23]. Hence, the term \( u_j p^j \) in the total Hamiltonian should be omitted. Also by using \( \vartheta_k = 0 \) we can determine \( n^i \) in terms of \( \pi^i j \) and \( \gamma_{ij} \). This point implies some subtleties in the following calculations which should be taken into account carefully.

In fact, whenever we encounter second class constraints, we should change the Poisson brackets to Dirac brackets afterwards. To do this, it is simpler to consider the variables \( n^i \) as functions of \( \gamma_{ij} \) and \( \pi^i j \). So, from now on, every Poisson bracket should also include the dependence of \( n^i \) on the canonical variables.

Eq. (A.16) implies \( \chi \) as the second level constraint follows the primary constraint \( P \). Using the total Hamiltonian density \( H_T = H_0 + N \chi + uP \), the Consistency of \( \chi(x) \) gives\(^1\)
\[ \{ \chi(x), H_0 \} + \int d^3 y N(y) \{ \chi(x), \chi(y) \} = 0, \quad (A.19) \]
in which the symbol \( \{ , \} \) means the Dirac bracket defined as
\[ \{ f, g \} = \{ f, g \} + \{ f, \xi_a \} C^{ab} \{ \xi_b, g \}, \quad (A.20) \]

where \( C^{ab} \) is the inverse of the matrix of Poisson brackets of second class constraints \( \xi_a \equiv (p_i, \vartheta_i) \).

In Eq. (A.20) summations on the repeated indices include integration on the three dimensional space variables. Since the constraint \( \chi \) contains spatial derivatives of the variables, the second term of Eq. (A.19) does not vanish trivially. Using the antisymmetry property of \( C^{ab} \) it is easily seen that

\(^1\)If a function \( \psi \) depends explicitly on time, then its time derivative is obtained via \( \dot{\psi} = \{ \psi, H_T \} + \frac{\partial \psi}{\partial t} \). For our case, if the external metric \( f_{\mu \nu} \) depends explicitly on time, we should include terms coming from explicit time dependence of \( f_{\mu \nu} \) present in the expression of \( \chi \). As so many references, we do not consider such cases here.
\{\chi(x), \chi(y)\}_* = \{\chi(x), \chi(y)\} \approx 0. \tag{A.21}

Hence Eq. (A.19) can be written as

\[ \mathcal{T} + \int d^3 y N(y)\{\chi(x), \chi(y)\} = 0, \tag{A.22} \]

where \( \mathcal{T} \equiv \{\chi(x), H_0\}_*. \) Suppose at this stage we are given a generic interaction term which can be linearised with respect to the lapse function as (see Eq. (A.6))

\[ V_{int} = 2m^2 \sqrt{\gamma} (MK + NZ). \tag{A.23} \]

For our case (i.e. action (1)) the functions \( K \) and \( Z \) are given in Eq. (A.7), Eq. (A.8). It can be shown directly that consistency condition lead to the following equation

\[ \mathcal{T} - 2\tau^i \partial_i N - N \partial_i \tau^i \approx 0, \tag{A.24} \]

where

\[ \tau^i = (R_0 + R_mD_j^m n^j)D_l^i n^l + R^i + 2\gamma_{lj} D_k^l n^k \left( R_m (\partial D_p^m n^r) + 2m^2 \frac{\partial(\sqrt{\gamma} Z)}{\partial \gamma_{il}} \right). \tag{A.25} \]

If \( \tau^i \) are non zero on the constraint surface, the left hand side of Eq. (A.22) reads as a constraint which includes the lapse function \( N \) linearly. Consistency of such a constraint with the total Hamiltonian \( \mathcal{H}_T = \mathcal{H}_c + uP \) leads to determination of the remaining Lagrange multiplier \( u \), and the consistency process would stop at this point. If this is the case, we will not have enough constraints to omit the ghost degree of freedom. Hence, in order to have a ghost free model we need another condition on the \( Z \) part of the interaction term as \( \tau^i \approx 0 \). This criterion is a simple explanation of the criterion given in Ref. [15] (see equation (4.11) therein), for the case where the interaction term is linearized with respect to lapse function. For our current case where \( Z \) is given by equation (A.8) it can be shown directly that

\[ \tau^i = \chi(x) D_j^i n^j(x), \tag{A.26} \]

which vanishes weakly due to \( \chi \approx 0 \). Turning back to Eq. (A.22) the Dirac bracket \( \{\chi, H_0\}_* \) can be achieved by the usual Poisson bracket in which (in addition to explicit dependence) the implicit dependence of the expressions on the canonical variables through dependence of \( n^i \) on \( \gamma_{ij} \) and \( \pi^{ij} \), should also be taken into account, as follows

\[
\{\chi, H_0\}_* = \left( \frac{\delta \chi}{\delta \gamma_{mn}} + \frac{\delta \chi}{\delta n^i} \frac{\delta n^i}{\delta \gamma_{mn}} \right) \left( \frac{\delta H_0}{\delta \pi^{mn}} + \frac{\delta H_0}{\delta n^i} \frac{\delta n^i}{\delta \pi^{mn}} \right) - \left( \frac{\delta \chi}{\delta \pi^{mn}} + \frac{\delta \chi}{\delta n^i} \frac{\delta n^i}{\delta \pi^{mn}} \right) \left( \frac{\delta H_0}{\delta \gamma_{mn}} + \frac{\delta H_0}{\delta n^i} \frac{\delta n^i}{\delta \gamma_{mn}} \right), \tag{A.27}
\]

However, since \( \frac{\delta \chi}{\delta n^i} = \frac{\delta (D_k^i n^j)}{\delta n^i} \partial_k \approx 0 \) and \( \frac{\delta H_0}{\delta n^i} = \partial_i \approx 0 \), the Dirac bracket (A.27) reduces weakly
to ordinary Poisson bracket \(\{\chi, H_0\}\). The final result for the third level constraint reads \(\mathcal{T} = m^2 M (\gamma_{mn} \pi - 2\pi_{mn}) (\frac{2}{\sqrt{\gamma}} \frac{\partial(K\sqrt{\gamma})}{\partial \gamma^{mn}})\)

\[\begin{align*}
+ 2m^2 M \sqrt{\gamma} \nabla_m \left( \frac{2}{\sqrt{\gamma}} \frac{\partial K\sqrt{\gamma}}{\partial \gamma^{mn}} \right) \gamma^{ni} D^k_i n^k + \left( R_j D^k_i n^k \right) \nabla_i (M n^j + M^j) \\
- 2m^2 \sqrt{\gamma} j k (\gamma^{kij} (\beta_1 (x)^{-1/2} f_{ik'} (D^{-1})^{k'}_{j'} + \beta_2 (f_{ik'} (D^{-1})^{k'}_{j'} D - f_{ik'}) + \beta_3 \sqrt{x} (f_{ik'} D^{k'}_{j''} - f_{i'k'} D + \frac{1}{2} f_{ik'} (D^{-1})^{k'}_{j'} (D^2 - D_{ik'} D^{k'}_{jl'}))) \gamma^{j'i}) \nabla_i (M n^j + M^j) \\
+ \sqrt{\gamma} (M n^i + M^i) \left[ \nabla_i (\frac{R^0_{ij}}{\sqrt{\gamma}}) + \nabla_i (\frac{R^i_{jk}}{\sqrt{\gamma}}) \right] D^k_i n^k. \end{align*}\]

(A.28)

Consistency condition of \(\mathcal{T}(\pi_{ij}, \gamma^{ij})\) then gives

\[\Omega \equiv \{\mathcal{T}, H_0\}_* + N \{\mathcal{T}, \chi\}_* \approx 0. \quad \text{(A.29)}\]

Since \(\Omega\) depends linearly on \(N\), consistency of \(\Omega\) determines the remaining Lagrange multiplier \(u\) in the total Hamiltonian. In this way the canonical investigation of the system comes to its end with 10 second class constraints.

References

[1] M. Fierz and W. Pauli, "On relativistic wave equations for particles of arbitrary spin in an electromagnetic field", Proc. Roy. Soc. Lond. A 173 (1939) 211232.

[2] H. van Dam and M. J. G. Veltman, "Massive and massless Yang-Mills and gravitational fields," Nucl. Phys. B22 (1970) 397-411.

[3] V. I. Zakharov, "Linearized gravitation theory and the graviton mass", JETP Letters (Sov. Phys.) 12 (1970) 312.

[4] A. I. Vainshtein, "To the problem of nonvanishing gravitation mass," Phys. Lett. B39 (1972) 393-394.

[5] D. Boulware and S. Deser, "Can gravitation have a finite range?" , Phys. Rev. D 6 (1972) 3368-3382.

[6] C. de Rham and G. Gabadadze, "Generalization of the Fierz-Pauli Action," Phys. Rev. D82 (2010) 044020, arXiv:hep-th/1007.0443.

[7] C. de Rham, G. Gabadadze,and A. J. Tolle, "Resummation of Massive Gravity", Phys.Rev.Lett.106:231101,(2011). arXiv:hep-th/1011.1232.

[8] C. de Rham, G. Gabadadze, and A. J. Tolley, "Ghost free Massive Gravity in the Stuckelberg language", Phys.Lett. B, 711, 2, 190-195,(2012), arXiv:hep-th/1107.3820.

[9] S. F. Hassan and R. A. Rosen, "On Non-Linear Actions for Massive Gravity", J. High Energ. Phys. (2011) 2011: 9, arXiv:hep-th/1103.6055.
[10] S. F. Hassan, Rachel A. Rosen, A. Schmidt-May, ”Ghost-free Massive Gravity with a General Reference Metric”, J. High Energ. Phys. (2012) 2012: 26, arXiv:hep/th 1109.3230.

[11] S. F. Hassan and R. A. Rosen, ”Confirmation of the Secondary Constraint and Absence of Ghost in Massive Gravity and Bi metric Gravity”, JHEP 1204 (2012)123, arXiv:hep/th 1111.2070.

[12] S. F. Hassan and R. A. Rosen, ”Resolving the Ghost Problem in non-Linear Massive Gravity”, Phys. Rev. Lett. 108, 041101 , arXiv:hep/th 1106.3344

[13] R.L. Arnowitt, S. Deser, C. W. Misner, ”The Dynamics of general relativity”, arxiv:Gr-qc/0405109.

[14] J. Kluson, ”Note About Hamiltonian Structure of Non-Linear Massive Gravity”,J. High Energ. Phys. (2012) 2012: 13, arXiv:hep-th/1109.3052.

[15] D. Comelli, F. Nesti, and L. Pilo ”Massive gravity:a general analysis,” JHEP 1307 (2013) 161; D. Comelli, M.Crisostomi, F.Nesti, L. Pilo,”Degrees of Freedom in Massive Gravity Phys.Rev. D 86 (2012) 101502; D. Comelli, M.Crisostomi, K. Koyama , L. Pilo , G. Tasinato, ”New Branches of Massive Gravity ”, Phys.Rev. D 91 (2015) no.12, 121502.

[16] J. Kluson, ”Non-Linear massive gravity with additional primary constraint and absence of ghosts”, Phys. Rev. D 86, 044024 2012, arXiv:hep/th 1204.2957.

[17] S.F.Hassan, A. Schmidt-May ,M. Strauss,”Proof of consistency of nonlinear massive gravity in the St¨ uckelberg formulation” 715, 45, 2012, 335-339, arXiv:hep-th/1203.5283.

[18] J. M. Pons, D. C. Salisbury, L. C. Shepley,”Gauge transformations in the Lagrangian and Hamiltonian formalisms of generally covariant theories”, Phys. Rev. D 55, 658 (1997), arXiv:gr-qc/9612037.

[19] T. Padmanabahan, ”Gravitation foundations and frontiers”, Cambridge University Press, New York , 2010.

[20] S. F. Hassan and M. Kocic, ”On the local structure of spacetime in ghost-free bimetric theory and massive gravity”, arxiv: hep-th/1706.07806.

[21] M. Henneaux, A. Kleinschmidt and G. Lucena Gomez, ”Remarks on Gauge Invariance and First-Class Constraints” arxiv: hep-th/1004.3769.

[22] S. F. Hassan and R. A. Rosen, ”Bimetric Gravity from Ghost-free Massive Gravity”, JHEP 1202 (2012) 126, arXiv:hep-th/1109.3515.

[23] P.A.M. Dirac, ”Lectures on quantum Mechanics” Yeshiva University Press, New York,1964.

[24] M. Henneaux and C. Teitelboim, ”Quantization of gauge systems,”. Princeton, USA: Univ. Pr. (1992) 520 p.