Comparative Study of Vehicle Detection using SSD and Faster RCNN
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Abstract—With the recent developments in Artificial Intelligence, vehicle detection systems have become an essential part of many sectors like transport, automobile, security, law enforcement, and traffic management. This increased the requirement for an efficient system for vehicle detection. The main focus of our work is to find the best algorithm which can be used to design a vehicle detection system. For this, we compare two well-known deep learning algorithms which are Faster R-CNN and Single Shot Detector (SSD) algorithms. Both of the Pre-trained models of Tensorflow were tested on a dataset of hundred images with cars in them. It was found that Faster R-CNN is better with an accuracy score of 82.75 but was slower than SSD, whereas SSD had an accuracy score of 80.58 but was faster compared to Faster R-CNN.
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1. INTRODUCTION:
For many centuries, vehicles and transportation were a part of human society and they played a substantial role in the day-to-day lives of people. It might be said that humankind won’t be there where it is currently if there were no vehicles or methods for transportation. With the invention of automobiles, the transportation industry started blooming and the trade became faster which led to the faster development of the world we are living in now. Common people also started to own automobiles for movement and transport.

The improvement in information technology and artificial intelligence has been expanding since the start of the 21st century as a result of broad research and the increment in the requirement for automation. Practically every industry on the planet currently uses automation which is built with the help of artificial intelligence. The automobile sector likewise employed many new technologies which have bought many changes in manufacturing and the usage of vehicles by many people and industries from goods trade to daily commute. Consequently, there had been a gigantic increase in the requirement for automation in this area as well. This led to the upgrade of the vehicles which we use every day. Autonomous vehicles are designed in such a way that they can proceed onward the road without the necessity of manual driving.
The key technology which helps the autonomous car to move on the road is vehicle detection. Since the research began on vehicle detection, the autonomous vehicle industry started to bloom and began using these systems in their design.

This technology is also heavily used for other purposes like traffic management, vehicle security, law enforcement, etc. Thus the designed system must be of the highest accuracy. Many vehicle detection systems were designed based on various algorithms.

The main aim of our research is to discover the best algorithm which can be used to develop a vehicle detection system. For this, we compare two well-known algorithms, Faster RCNN and Single Shot Detection (SDT) algorithms. We use two pre-trained models and test them on hundred images of cars. The testing dataset is a labelled one and the results of the models are compared with the original values which will let us recognize which one is best suitable for vehicle detection system design.

1.1 Deep Learning based Vehicle Detection Algorithms
Due to the increase in demand for real-time object detection in the last few years, deep learning object detection algorithms had been developed in two directions, two stage object detection algorithms which give importance to accuracy and one stage object detection algorithms which give importance to detection speed.

1.1.1 Two Stage Vehicle Detection Algorithms:
Two-stage vehicle detection algorithms make a model to use a Region Proposal Network (RPN) to generate regions of interests in the first step and send the region proposals for object classification and bounding-box regression. Some examples of two-stage vehicle detection algorithms are R-CNN, Fast R-CNN, Faster R-CNN.

1.1.2 One Stage Vehicle Detection Algorithms:
One stage vehicle detection algorithms make a model to detect all bounding boxes in a single pass. These algorithms do not include the region proposal stage. Some examples of one-stage vehicle detection algorithms are SSD, YOLO, YOLOV2, YOLOV3.

Our work only focuses on Faster R-CNN and SSD algorithms.

1.2 TensorFlow Pre-Trained Models
Object detection problems can be solved by using the TensorFlow framework. Tensorflow Model Zoo consists of pretrained models. These models are trained using the images of COCO Dataset, KITTI Dataset, and Open Images Dataset.

We are using Faster RCNN ResNet50 and SSD MobileNet models, which are trained on COCO Dataset.

1.2.1 Faster R-CNN ResNet50
The architecture of Faster R-CNN uses a separate network to find the region proposals i.e., Region Proposal Network (RPN). RPN is used to find out the area where the object is found, the founded area is labeled as a foreground class.

The RPN produces feature maps with various sizes as the output. Region of interest pooling (ROI) takes these feature maps as input. The ROI will reduce the various sizes of feature maps into same size feature maps by using the Max-Pooling Method.
This network was an improved algorithm based on ResNet-50 [1] network, and its detection accuracy was higher in range because it detects small objects.

### 1.2.2 SSD MobileNet

SSD is a popular algorithm in Object detection considered as state-of-the-art in accuracy. SSD [2] approach produces a set of fixed size bounding boxes. It produces scores for the existence of object class instances in those bounding boxes and these boxes were sent to the non-maximum suppression step which selects the appropriate bounding box for the object.

SSD MobileNet uses MobileNet until the Conv-6 layer, then we will get the output as feature maps. Each feature map is connected to the last recognition layer, which allows the detection and localization of objects of different scales. The advantages of MobileNet are accurate and fast.

Following this section are the related work, methodology, and results. We give some concluding remarks in the final section.

### 2. RELATED WORK:

Many vehicle detection systems were designed using different approaches. The authors in [3] used tiny-YOLOv3 to design a data-driven vehicle detection system. The two-scale detections in tiny-YOLOv3 were increased to three by using context feature information. A spatial pyramid pooling (SPP) module and K-means clustering were used to further improve the existing module. When tested on the KITTY dataset the efficiency of their model was found to be 91.03% and the frame rate was increased to 144 frames per second (fps) which is more than the optimal rate for real-time systems. Generally, the models built on Deep Convolutional Neural Networks (DCNN) used in vehicle detection require hardware with large computing power, huge disc space, and RAM. Without such hardware configurations, the system might not run quickly and accurately in traffic conditions and hence those detectors are not used. The authors in [4] overcame this problem by proposing a novel algorithm based on DenseLightNet which not only uses a lighter network but also improves speed without the need for high-performing hardware.
Their model was three times faster and also smaller than YoloV3. The authors in [5] designed a moving vehicle detection system based on an artificial neural network (ANN) and oppositional gravitational search optimization algorithm (ANN–OGSA). The system first generates the background for the vehicle, followed by the vehicle detection by the algorithm. The oppositional gravitational search optimization helps in optimal weight selection for the ANN. The efficiency of their method was 3% more than the normal Gravitational Search Optimization Artificial Neural Network (GSA–ANN) algorithm and 6% more than traditional Artificial Neural Networks. Though they are quick and accurate, the SSDMultibox detector does not perform well for images with high resolution. To overcome this problem, a new CNN framework based on SSD and integrated with the feature fusion and detection modules was put forward by the authors of [6]. An average precision of 0.904 was obtained which is higher than that of SSD512 but with the same speed even when normalization layers were embedded inside the network.

3. WORKING:
All the models are loaded and the condition, if the model is not present, is handled by downloading the model from TensorFlow COCO Zoo is automated in the script. To evaluate the model, we used a part of the huge dataset containing 100 images. Its Ground True values i.e., bounding boxes of the vehicles in the image are gathered in a CSV file.

The image is read using OpenCV and it is converted into the tensor data type. The model is already loaded in detection_model and the preprocessing method is used to detect in the input image tensor. The detections and their respective bounding boxes are stored in dictionaries. We then compare the ground true bounding box with the predicted bounding box of each detection in the image. For all the detections in each image, True Positive, True Negative, False Positive, and False Negatives are calculated. Using these values recall, precision and accuracy are measured.

The same algorithm is used for both the Models i.e., Faster R CNN and SSD MobileNet. The results of each model are saved in pickle files for further visualization of the accuracy and other metrics.

4. RESULTS:
This section shows experimental results obtained by two pre-trained models of tensorflow.100 images were used to evaluate the performance of these pre-trained models. Based on the outputs two models, it is observed that Faster RCNN Resnet50 detects vehicles with high confidence than SSD MobileNet.

Figure 3: Prediction of Faster R-CNN on Sample Image
Figure 4: Confusion matrix for Faster RCNN

Figure 5: Prediction of SSD MobileNet on Sample Image

Figure 6: Confusion matrix for SSDMobileNet.
5. CONCLUSION:
Two well-known algorithms which are Faster R-CNN and Single Shot Detector algorithms were compared in terms of efficiency. Two pre-trained models were used and tested on a dataset of hundred images with cars in them. The results showed that the Faster R-CNN model performed better than the SSD network with an accuracy of 82.57 but slower whereas SSD had an accuracy of 80.58 but performed detections quicker. Therefore, it is advisable to develop a vehicle detection system by selecting the appropriate algorithm based on requirements. If accuracy is more important it is recommended to use Faster R-CNN, on the other side, if the speed is required, the SSD algorithm is preferable.

6. FUTURE SCOPE
We used the pre-trained models of Tensorflow for comparing algorithms. This work can be further upgraded by manually training the model on a preferably self-collected dataset or well-known datasets for training in vehicle detection so that the results can be improved.
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