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Abstract—This paper deals with dynamical networks for which the relations between node signals are described by proper transfer functions and external signals can influence each of the node signals. We are interested in graph-theoretic conditions for identifiability of such dynamical networks, where we assume that only a subset of nodes is measured but the underlying graph structure of the network is known. This problem has recently been investigated from a generic viewpoint. Roughly speaking, generic identifiability means that the transfer functions in the network can be identified for “almost all” network matrices associated with the graph. In this paper, we investigate the stronger notion of identifiability for all network matrices. To this end, we introduce a new graph-theoretic concept called the graph simplification process. Based on this process, we provide necessary and sufficient topological conditions for identifiability. Notably, we also show that these conditions can be verified by polynomial time algorithms. Finally, we explain how our results generalize existing sufficient conditions for identifiability.
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I. INTRODUCTION

NETWORKS of dynamical systems appear in a variety of domains, including power systems, robotic networks, and aerospace systems [1]. In this paper, we consider a dynamical network model in which the relations between node signals are modelled by proper transfer functions. Such network models have received much attention in recent years, see e.g. [2]–[6].

The interconnection structure of a dynamical network can be represented by a directed graph, where vertices (or nodes) represent scalar signals, and edges correspond to transfer functions connecting different node signals. We will assume that the underlying graph (i.e., the topology) of the dynamical network is known. We remark that the related problem of topology identification has also been studied, see e.g. [7]–[12].

We are interested in conditions for identifiability of dynamical networks. Identifiability is a fundamental property of a model set that guarantees that a unique (network) model can be identified, given informative data. Thus identifiability can be thought of as a prerequisite for identification; if identifiability does not hold then it is impossible to uniquely determine a network model, irrespective of the particular identification method and the experimental conditions.
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In the literature, several methods have been proposed for network identification [2], [3], [13], [14], these methods all exploit the structure of the network. For instance, a prediction error method was considered in [13], where consistency and minimum variance properties were proven under the assumption that the network is identifiable, the disturbances are filtered white noise, and the inputs are persistently exciting and uncorrelated with the disturbances. Another work [14] considers subspace identification of networks with a path graph topology. As we will see, the structure of the network plays a fundamental role also with respect to the question of identifiability.

We follow the setup of [4], where all network nodes can be externally excited, but only a subset of nodes can be measured. Within this setup, we are interested in two identifiability problems. Firstly, we want to find conditions under which the transfer functions from a given node to its out-neighbours are identifiable. Secondly, we wonder under which conditions the transfer functions of all edges in the network are identifiable. In particular, our aim is to find graph-theoretic conditions for the above problems, that is, conditions in terms of the network structure and the locations of measured nodes. Such conditions based on the network topology are desirable since they give insight on the types of network structures that allow unique identification, and in addition may aid in the selection of measured nodes. Graph-theoretic methods have also been successfully applied to assess other system-theoretic properties like structural controllability [15]–[19] and fault detection [20], [21].

Identifiability of dynamical networks is an active research area, see e.g. [4]–[6], [22]–[26] and the references therein. The papers that are most closely related to the work presented here are [25], [26], [4], and [6], in which identifiability is also considered from graph-theoretic perspective. In [25] and [26], sufficient graph-theoretic conditions for identifiability have been presented for a class of state-space systems.

In [4], graph-theoretic conditions have been established for generic identifiability. That is, conditions were given under which transfer functions in the network can be identified for “almost all” network matrices associated with the graph. The authors of [4] show that generic identifiability is equivalent to the existence of certain vertex-disjoint paths, which yields elegant conditions for generic identifiability.

Inspired by the work in [4], we are interested in graph-theoretic conditions for a stronger notion, namely identifiability for all network matrices associated with the graph, a notion often referred to as global identifiability. This problem is motivated by the fact that, although generic identifiability guarantees identifiability for almost all network matrices, there
are meaningful examples of network matrices that are not contained in this set of almost all network matrices. As a consequence, a situation may arise in which the system under consideration is not identifiable, even though the conditions for generic identifiability are satisfied. For an example of such a situation, we refer to Section III On the other hand, if the conditions derived in this paper are satisfied, then it is guaranteed that the network is identifiable for all network matrices associated with the graph.

The contributions of this paper are the following.

1) We introduce the so-called graph simplification process. Based on this process, we provide necessary and sufficient conditions for the left-invertibility of certain network-related transfer matrices.

2) Using the fact that identifiability is characterized by the left-invertibility of transfer matrices, we provide necessary and sufficient graph-theoretic conditions for identifiability based on graph simplification. We also show that these conditions can be verified by polynomial time algorithms.

3) We compare our results with the sufficient topological conditions for identifiability based on constrained vertex-disjoint paths. In particular, we show that the results obtained in this paper generalize those in [6].

The set of real numbers by \([\mathbb{R}]\). The set of real \(m \times n\) matrices is denoted by \(\mathbb{R}^{m \times n}\). The \(n \times n\) identity matrix is denoted by \(I_n\). If its dimension is clear, we simply write \(I\).

\section{II. Preliminaries}

We denote the set of natural numbers by \(\mathbb{N}\), real numbers by \(\mathbb{R}\), and complex numbers by \(\mathbb{C}\). The set of real \(m \times n\) matrices is denoted by \(\mathbb{R}^{m \times n}\). The \(n \times n\) identity matrix is denoted by \(I_n\). If its dimension is clear, we simply write \(I\).

\subsection{A. Rational functions and rational matrices}

Consider a scalar variable \(z\) and a rational function \(f(z) = \frac{p(z)}{q(z)}\), where \(p(z)\) and \(q(z)\) are real polynomials and \(q\) is nonzero. The function \(f\) is proper if the degree of \(p(z)\) is less than or equal to the degree of \(q(z)\). We say \(f\) is strictly proper if the degree of \(p(z)\) is less than the degree of \(q(z)\). An \(m \times n\) matrix \(A(z)\) is called rational if its entries are rational functions in the variable \(z\). In addition, \(A(z)\) is proper if its entries are proper rational functions. We omit the argument \(z\) whenever the dependency of \(A\) on \(z\) is clear from the context. The normal rank of \(A(z)\) is defined as \(\max_{\lambda \in \mathbb{C}} \text{rank } A(\lambda)\) and denoted by \(\text{rank } A(z)\), with slight abuse of notation. We say \(A(z)\) is left-invertible if \(\text{rank } A(z) = n\). We denote the \((i, j)\)-th entry of a matrix \(A\) by \(A_{ij}\). Moreover, the \(j\)-th column of \(A\) is given by \(A_{*j}\). More generally, let \(M \subseteq \{1, 2, \ldots, m\}\) and \(N \subseteq \{1, 2, \ldots, n\}\). Then, \(A_{M,N}\) denotes the submatrix of \(A\) containing the rows of \(A\) indexed by \(M\) and the columns of \(A\) indexed by \(N\). Next, consider the case that \(A\) is square, i.e., \(m = n\). The determinant of \(A\) is denoted by \(\det A\), while the adjugate of \(A\) is denoted by \(\text{adj } A\). A principal submatrix of \(A\) is a submatrix \(A_{M,M}\), where \(M \subseteq \{1, 2, \ldots, m\}\). The determinant of \(A_{M,M}\) is called a principal minor of \(A\).

\subsection{B. Graph theory}

Let \(G = (V, E)\) be a directed graph, with vertex (or node) set \(V = \{1, 2, \ldots, n\}\) and edge set \(E \subseteq V \times V\). The graphs considered in this paper are simple, i.e., without self-loops and with at most one edge from one node to another. Consider an edge \((i, j) \in E\). Then \((i, j)\) is called an outgoing edge of node \(i \in V\) and \(j\) is called an in-neighbour of \(i \in V\). The set of out-neighbours of \(i\) is denoted by \(N_i^+\). Similarly, \((i, j)\) is called an incoming edge of \(j \in V\) and \(i\) is called an in-neighbour of \(j\). The set of in-neighbours of node \(j\) is denoted by \(N_j^-\). For any subset \(S = \{v_1, v_2, \ldots, v_t\} \subseteq V\) we define the \(s \times n\) matrix \(P(V; S)\) as \(P_{ij} := 1\) if \(j = v_i\) and \(P_{ij} := 0\) otherwise. The complement of \(S\) in \(V\) is defined as \(S' := V \setminus S\). Moreover, the cardinality of \(S\) is denoted by \(|S|\). A path \(P\) is a set of edges in \(G\) of the form \(P = \{(v_i, v_{i+1}) | i = 1, 2, \ldots, k\} \subseteq E\), where the vertices \(v_1, v_2, \ldots, v_k\) are distinct. The vertex \(v_1\) is called a starting node of \(P\), while \(v_k\) is the end node. The cardinality of \(P\) is called the length of the path. A collection of paths \(P_1, P_2, \ldots, P_l\) is called vertex-disjoint if the paths have no vertex in common, that is, for all distinct \(i, j \in \{1, 2, \ldots, l\}\), we have that \((u_i, v_i) \in P_i\), \((u_j, v_j) \in P_j\) \(\Rightarrow u_i, v_i, u_j, v_j\) are distinct.

Let \(U, W \subseteq V\) be disjoint. We say there exists a path from \(U\) to \(W\) if there exist vertices \(u \in U\) and \(w \in W\) such that there exists a path in \(G\) with starting node \(u\) and end node \(w\). Similarly, we say there are \(m\) vertex-disjoint paths from \(U\) to \(W\) if there exist \(m\) vertex-disjoint paths in \(G\) with starting nodes in \(U\) and end nodes in \(W\). In the case that \(U \cap W \neq \emptyset\), we say there exist \(m\) vertex-disjoint paths from \(U\) to \(W\) if there are \(m\) vertex-disjoint paths from \(U\) to \(W\) if there are \(\max\{0, m - |U \cap W|\}\) vertex-disjoint paths from \(U \setminus W\) to \(W \setminus U\). Roughly speaking, this means that we count paths of “length zero” from every node in \(U \cap W\) to itself.

\section{III. Problem statement and motivation}

Let \(G = (V, E)\) be a simple directed graph with vertex set \(V = \{1, 2, \ldots, n\}\) and edge set \(E \subseteq V \times V\). We associate with each node \(i \in V\) a scalar node signal \(w_i(t)\), an external excitation signal \(r_i(t)\) and a disturbance signal \(v_i(t)\). Then, we consider the following discrete-time dynamics:

\[w_i(t) = \sum_{j \in N_i^-} G_{ij}(q) w_j(t) + r_i(t) + v_i(t),\]

where \(G_{ij}(z)\) is a scalar transfer function and \(q\) denotes the forward shift operator defined by \(qw_i(t) = w_i(t + 1)\). By concatenation of the node signals, excitation signals and disturbance signals, we can write the dynamics of all nodes

\[\sum_{j \in N_i^-} G_{ij}(q) w_j(t) + r_i(t) + v_i(t),\]

\[w_i(t) = \sum_{j \in N_i^-} G_{ij}(q) w_j(t) + r_i(t) + v_i(t),\]

\[\sum_{j \in N_i^-} G_{ij}(q) w_j(t) + r_i(t) + v_i(t),\]

\[w_i(t) = \sum_{j \in N_i^-} G_{ij}(q) w_j(t) + r_i(t) + v_i(t),\]

\[w_i(t) = \sum_{j \in N_i^-} G_{ij}(q) w_j(t) + r_i(t) + v_i(t),\]
compact as \( w(t) = G(q)w(t) + r(t) + v(t) \), where \( w, r, \) and \( v \) are \( n \)-dimensional vectors and \( G(z) \) is a \( n \times n \) rational matrix. In addition, we consider a measured output vector \( y(t) \) of dimension \( p \) that consists of the node signals of a subset \( \mathcal{C} \subseteq \mathcal{V} \) of so-called measured nodes. By defining an associated binary matrix \( C \) as \( C := P(\mathcal{V}, \mathcal{C}) \), we can write this output as \( y(t) = Cw(t) \). Finally, by combining the equations for \( w \) and \( y \), we obtain the networked system

\[
\begin{align*}
w(t) &= G(q)w(t) + r(t) + v(t) \\
y(t) &= Cw(t).
\end{align*}
\]

We call the matrix \( G(z) \) the network matrix and assume that it satisfies the following properties:

**P1.** For all \( i, j \in \mathcal{V} \), the entry \( G_{ij}(z) \) is a proper rational (transfer) function.

**P2.** The function \( G_{ij}(z) \) is nonzero if and only if \( (j, i) \in \mathcal{E} \).

**P3.** Every principal minor of \( \lim_{z \to \infty} (I - G(z)) \) is nonzero.

A network matrix \( G(z) \) satisfying Properties P1, P2, and P3 is called admissible. The set of all admissible network matrices is denoted by \( \mathcal{A}(\mathcal{G}) \).

**Remark 1.** A continuous-time counterpart of (1) can be obtained by replacing \( q \) by the differential operator, hence our results will also be applicable to continuous-time systems. Besides the model (1), also state-space network models have received much attention (see, e.g., [7]–[9], [12], [24]). A state-space model with scalar node dynamics can be obtained from (1) by choosing the nonzero entries of \( C \) as first-order functions [23]. Also more general state-space models can be found in the literature, where the node dynamics are described by general linear systems, see e.g. [29]. The model (1) cannot capture these dynamics since the node signals \( w_i \) are assumed to be scalar. The extension to the non-scalar case is therefore of interest, and will be considered for future work.

For the development of this paper, it is important to distinguish between the following two concepts:

- **Identifiability:** this is a fundamental property of the set of models of the form (1) that captures under what conditions identification is conceptually possible. If this property is not satisfied, one cannot uniquely identify the dynamics, no matter which identification algorithm is used. Identifiability does not involve any use of data.

- **Identification:** this involves the development of numerical algorithms for identifying the system dynamics from data. If identifiability holds then identification can be successfully performed in different ways under hypotheses on the noise and the informativity of the data [30].

This paper focuses on characterizations of identifiability. To explain what identifiability means in a network context, we first write (1) in input/output form as

\[
y(t) = C(I - G(q))^{-1}r(t) + \bar{v}(t),
\]

where \( \bar{v}(t) := C(I - G(z))^{-1}v(t) \). It is well-known that the transfer matrix \( C(I - G(z))^{-1} \) from \( r \) to \( y \) can be obtained from \( \{r(t), y(t)\} \)-data, under suitable assumptions on \( r \) and \( v \) [30]. The question of network identifiability is then the following: which entries of \( G(z) \) can be uniquely reconstructed from \( C(I - G(z))^{-1} \)? In this paper we restrict our attention to the identifiability of the transfer functions outgoing a given node \( i \) (i.e., identifiability of a column of \( G(z) \)), and to the identifiability of the entire matrix \( G(z) \). A standing assumption in our work is that we know the graph structure \( \mathcal{G} \) underlying the dynamical network.

In recent work [4], [31] the problem of identifiability has been considered from generic viewpoint. Graph-theoretic conditions were given under which certain entries of \( G(z) \) can be uniquely reconstructed from \( C(I - G(z))^{-1} \) for almost all network matrices \( G \) consistent with the graph. For a formal definition of generic identifiability we refer to Definition 1 of [4]. Here, we will informally illustrate the approach of [4].

We will use the shorthand notation \( T(z; G) := (I - G(z))^{-1} \). This means that the transfer matrix from \( r \) to \( y \) equals \( CT \).

**Example 1.** Consider the graph \( \mathcal{G} = (\mathcal{V}, \mathcal{E}) \) in Figure 1. We assume that the node signals of nodes 4 and 5 can be measured, that is, \( \mathcal{C} = \{4, 5\} \). Suppose that we want to identify the transfer functions from node 1 to its out-neighbours, i.e., the transfer functions \( G_{21}(z) \) and \( G_{31}(z) \). According to Corollary 5.1 of [4], this is possible if and only if there exist two vertex-disjoint paths from \( N_1^+ \) to \( C \). Note that this is the case in this example, since the edges (2, 4) and (3, 5) are two vertex-disjoint paths. To see why we can generically identify the transfer functions \( G_{21} \) and \( G_{31} \), we compute \( CT \) as:

\[
CT = \begin{bmatrix} G_{42}G_{21} + G_{43}G_{31} & G_{42} & G_{43} & 1 & 0 \\ G_{52}G_{21} + G_{53}G_{31} & G_{52} & G_{53} & 0 & 1 \end{bmatrix}.
\]

where we omit the argument \( z \). Clearly, we can uniquely obtain the transfer functions \( G_{42}, G_{43}, G_{52}, \) and \( G_{53} \) from \( CT \). Moreover, the transfer matrices \( G_{21} \) and \( G_{31} \) satisfy

\[
\begin{bmatrix} G_{42} & G_{43} \\ G_{52} & G_{53} \end{bmatrix} \begin{bmatrix} G_{21} \\ G_{31} \end{bmatrix} = \begin{bmatrix} T_{41} \\ T_{51} \end{bmatrix}.
\]

Equation (2) has a unique solution in the unknowns \( G_{21} \) and \( G_{31} \) if \( G_{42}G_{53} - G_{43}G_{52} \neq 0 \), which means that we can identify \( G_{21} \) and \( G_{31} \) for “almost all” \( G \) consistent with \( \mathcal{G} \).

As mentioned before, the approach based on vertex-disjoint paths [4] gives necessary and sufficient conditions for generic identifiability. This implies that for some network matrices \( G \), it might be impossible to identify the transfer functions, even though the path-based conditions are satisfied. For instance, in Example 1 we cannot identify \( G_{21} \) and \( G_{31} \) if the network matrix \( G \) is such that \( G_{42} = G_{43} = G_{52} = G_{53} \). Nonetheless, scenarios in which some (or all) transfer functions in the network are equal occur frequently, for example in the study of...
undirected (electrical) networks [32], in unweighted consensus networks [33], and in the study of Cartesian products of graphs [34]. Therefore, instead of generic identifiability, we are interested in graph-theoretic conditions that guarantee identifiability for all admissible network matrices. Such a problem might seem like a simple extension of the work on generic identifiability [4]. However, to analyze strong structural network properties (for all network matrices), we typically need completely different graph-theoretic tools than the ones used in the analysis of generic network properties. For instance, in the literature on controllability, weak structural controllability is related to maximal matchings [15], while strong structural controllability is related to zero forcing sets [17] and constrained matchings [34]. To make the problem of this paper more precise, we state a few definitions. First, we are interested in conditions under which all transfer functions from a node \( i \) to its out-neighbours \( N_{i+} \) are identifiable (for any admissible network matrix \( G \in \mathcal{A}(\mathcal{G}) \)). If this is the case, we say \( (i, N_{i+}) \) is (globally) identifiable, or simply \( (i, N_{i+}) \) is identifiable for short.

**Definition 1.** Consider a directed graph \( \mathcal{G} = (\mathcal{V}, \mathcal{E}) \) and let \( i \in \mathcal{V} \) and \( C \subseteq \mathcal{V} \). Moreover, define \( C = P(\mathcal{V}, C) \). We say \( (i, N_{i+}) \) is (globally) identifiable from \( C \) if the implication

\[
CT(z; G) = CT(z; \bar{G}) \implies G_{\bullet}(z) = \bar{G}_{\bullet}(z)
\]

holds for all \( G(z) \), \( \bar{G}(z) \in \mathcal{A}(\mathcal{G}) \).

In addition, we are interested in conditions under which the entire network matrix \( G \) can be identified. If this is the case, we say the graph \( \mathcal{G} \) is (globally) identifiable.

**Definition 2.** Consider a directed graph \( \mathcal{G} = (\mathcal{V}, \mathcal{E}) \) and let \( C \subseteq \mathcal{V} \) and \( C = P(\mathcal{V}, C) \). We say \( \mathcal{G} \) is (globally) identifiable from \( C \) if the implication

\[
CT(z; G) = CT(z; \bar{G}) \implies G(z) = \bar{G}(z)
\]

holds for all \( G(z) \), \( \bar{G}(z) \in \mathcal{A}(\mathcal{G}) \).

The main goals of this paper are to find graph-theoretic conditions for identifiability of \( (i, N_{i+}) \) and \( \mathcal{G} \).

**Problem 1.** Consider a directed graph \( \mathcal{G} = (\mathcal{V}, \mathcal{E}) \) with measured nodes \( \mathcal{C} \subseteq \mathcal{V} \). Provide necessary and sufficient graph-theoretic conditions under which, respectively, \( (i, N_{i+}) \) and \( \mathcal{G} \) are identifiable from \( C \).

Graph-theoretic conditions for global identifiability are attractive for two reasons. First, such conditions will give insight on the types of graph structures that allow identification. Secondly, they allow us to select measured nodes guaranteeing identifiability before collecting data. To deal with Problem 1, we make use of rank conditions for identifiability which we will recall in Section IV. To verify such rank conditions, we introduce a novel graph-theoretic concept called the graph simplification process in Section V.

**IV. RANK CONDITIONS FOR IDENTIFIABILITY**

First, we review some of the conditions for identifiability in terms of the normal rank of transfer matrices. For the proofs of all results in this section, we refer to [6]. Recall from Section [I] that \( T_{\mathcal{C}, N_{i+}}(z; G) \) denotes the submatrix of \( T \) formed by taking the rows of \( T \) indexed by \( C \) and the columns of \( T \) corresponding to \( N_{i+} \). This means that \( T_{\mathcal{C}, N_{i+}}(z; G) \) is a submatrix of the transfer matrix \( CT(z; G) \) from \( r \) to \( y \), obtained by selecting the columns corresponding to \( N_{i+} \). The following lemma (Lemma 5 of [6]) asserts that identifiability of \( (i, N_{i+}) \) is equivalent to a rank condition on the matrix \( T_{\mathcal{C}, N_{i+}}(z; G) \).

**Lemma 1.** Consider a directed graph \( \mathcal{G} = (\mathcal{V}, \mathcal{E}) \), let \( i \in \mathcal{V} \), and \( C \subseteq \mathcal{V} \). Then, \( (i, N_{i+}) \) is identifiable from \( C \) if and only if rank \( T_{\mathcal{C}, N_{i+}}(z; G) = |N_{i+}| \) for all \( G(z) \in \mathcal{A}(\mathcal{G}) \).

As an immediate consequence of Lemma 1, we find conditions for the identifiability of \( \mathcal{G} \) based on the normal rank of transfer matrices. This is stated in the following corollary.

**Corollary 1.** Consider a directed graph \( \mathcal{G} = (\mathcal{V}, \mathcal{E}) \) and let \( C \subseteq \mathcal{V} \). Then, \( \mathcal{G} \) is identifiable from \( C \) if and only if rank \( T_{\mathcal{C}, N_{i+}}(z; G) = |N_{i+}| \) for all \( i \in \mathcal{V} \) and all \( G(z) \in \mathcal{A}(\mathcal{G}) \).

Although Lemma 1 and Corollary 1 give necessary and sufficient conditions for the identifiability of respectively \( (i, N_{i+}) \) and \( \mathcal{G} \), these conditions are limited since there is no obvious method to check left-invertibility of \( T_{\mathcal{C}, N_{i+}}(z; G) \) for an infinite number of matrices \( G \). Therefore, one of the main results of this paper will be graph-theoretic conditions for the left-invertibility of \( T_{\mathcal{W}, \mathcal{U}}(z; G) \), where \( \mathcal{U}, \mathcal{W} \subseteq \mathcal{V} \) are any two subsets of vertices. These conditions will be introduced in the next section.

**V. THE GRAPH SIMPLIFICATION PROCESS**

In this section we provide necessary and sufficient conditions for left-invertibility of \( T_{\mathcal{W}, \mathcal{U}}(z; G) \) for all \( G(z) \in \mathcal{A}(\mathcal{G}) \), where \( \mathcal{U}, \mathcal{W} \subseteq \mathcal{V} \). Loosely speaking, the idea is to simplify the graph \( \mathcal{G} \) and nodes \( \mathcal{W} \) in such a way that checking left-invertibility becomes easy. To give the reader some intuition for the approach, we start with the following basic lemma, which asserts that \( T_{\mathcal{W}, \mathcal{U}}(z; G) \) is left-invertible if \( \mathcal{U} \subseteq \mathcal{W} \).

**Lemma 2.** Consider a directed graph \( \mathcal{G} = (\mathcal{V}, \mathcal{E}) \) and let \( \mathcal{U} \subseteq \mathcal{W} \subseteq \mathcal{V} \). If \( \mathcal{U} \subseteq \mathcal{W} \) then rank \( T_{\mathcal{W}, \mathcal{U}}(z; G) = |\mathcal{U}| \) for all \( G(z) \in \mathcal{A}(\mathcal{G}) \).

The proof of Lemma 2 is postponed to Appendix A. The condition \( \mathcal{U} \subseteq \mathcal{W} \) considered in Lemma 2 is clearly not necessary for left-invertibility. One can show this using the example \( \mathcal{G} = (\mathcal{V}, \mathcal{E}) \), where \( \mathcal{V} = \{1, 2\} \), \( \mathcal{E} = \{(1, 2)\} \), and the subsets \( \mathcal{U} \) and \( \mathcal{W} \) are chosen as \( \mathcal{U} = \{1\} \) and \( \mathcal{W} = \{2\} \). However, the main idea of the graph simplification process is to simplify \( \mathcal{G} \) and to ‘move’ the nodes in \( \mathcal{W} \) closer to the nodes in \( \mathcal{U} \) such that the condition \( \mathcal{U} \subseteq \mathcal{W} \) possibly holds after applying these operations. Of course, we cannot blindly modify the graph \( \mathcal{G} \) since this would affect the left-invertibility of \( T_{\mathcal{W}, \mathcal{U}}(z; G) \). Instead, we will now state two lemmas in which we consider two different operations on \( \mathcal{G} \) and \( \mathcal{W} \) that preserve left-invertibility of \( T_{\mathcal{W}, \mathcal{U}}(z; G) \). We emphasize that the graph operations are introduced for analysis purposes only. Indeed, since the condition of Lemma 2 is simple to check, the graph operations should be seen as a tool to check left-invertibility of the transfer matrix of a given fixed graph \( \mathcal{G} \).
First, we state Lemma 3 which asserts that left-invertibility of $T_{W,U}(z;G)$ is unaffected by the removal of the outgoing edges of $W$.

**Lemma 3.** Consider a directed graph $G = (V,E)$ and let $U, W \subseteq V$. Moreover, let $\bar{G} = (V,E)$ be the graph obtained from $G$ by removing all outgoing edges of the nodes in $W$. Then $\text{rank } T_{W,U}(z;G) = |U|$ for all $G(z) \in \mathcal{A}(\bar{G})$ if and only if $\text{rank } T_{W,U}(z;G) = |U|$ for all $G(z) \in \mathcal{A}(\bar{G})$.

**Proof.** Let $G(z) \in \mathcal{A}(\bar{G})$. Relabel the nodes in $V$ such that

$$G = \begin{pmatrix} G_{R,R} & G_{R,W} \\ G_{W,R} & G_{W,W} \end{pmatrix},$$

where $R := V \setminus W$ and the argument $z$ has been omitted. Define the matrix $\bar{G}$ as

$$\bar{G} = \begin{pmatrix} G_{R,R} & 0 \\ G_{W,R} & 0 \end{pmatrix}.$$

The matrix $\bar{G}$ is an admissible matrix consistent with $\bar{G}$, i.e., $\bar{G} \in \mathcal{A}(\bar{G})$. To see this, note that $\bar{G}$ satisfies Property P1. Moreover, since all outgoing edges of nodes in $W$ are removed in the graph $\bar{G}$, the matrix $\bar{G}$ is consistent with $\bar{G}$. Hence, $\bar{G}$ satisfies properties P2 and P3. Finally, to see that $\bar{G}$ satisfies Property P3, note that any principal minor of

$$\lim_{z \to \infty} \begin{pmatrix} I - G_{R,R}(z) & 0 \\ -G_{W,R}(z) & I \end{pmatrix}$$

is either 1 or equal to a principal minor of $\lim_{z \to \infty} (I - G_{R,R}(z))$, which is nonzero by the assumption that $G$ is admissible. We conclude that $\bar{G} \in \mathcal{A}(\bar{G})$. Next, by Proposition 2.8.7 of [5], the inverse of $I - G$ can be written as

$$T = (I - G)^{-1} = \begin{pmatrix} * & S(G) \\ S(G)G_{W,R}(I - G_{R,R})^{-1} & * \end{pmatrix},$$

where $S(G) := (I - G_{W,W} - G_{W,R}(I - G_{R,R})^{-1}G_{R,W})^{-1}$ denotes the inverse Schur complement of $I - G$. Using the same formula to compute the inverse of $I - \bar{G}$, we find

$$\bar{T} := (I - \bar{G})^{-1} = \begin{pmatrix} * & * \\ G_{W,R}(I - G_{R,R})^{-1} & I \end{pmatrix}.$$

The above expressions for $T$ and $\bar{T}$ imply that

$$T_{W,U} = S(G)\bar{T}_{W,U},$$

and because $S(G)$ has full null space rank, we obtain

$$\text{rank } T_{W,U} = \text{rank } \bar{T}_{W,U}.$$

Next, we use (6) to prove the lemma. First, to prove the ‘if’ statement, suppose that $\text{rank } T_{W,U}(z;G) = |U|$ for all matrices $G \in \mathcal{A}(\bar{G})$. Let $G \in \mathcal{A}(\bar{G})$. Using $G$, construct the matrix $G \in \mathcal{A}(\bar{G})$ in (4). By hypothesis, $\text{rank } T_{W,U}(z;G) = |U|$ and therefore we conclude from (6) that $\text{rank } T_{W,U}(z;G) = |U|$.

Subsequently, to prove the ‘only if’ statement, suppose that $\text{rank } T_{W,U}(z;G) = |U|$ for all $G(z) \in \mathcal{A}(\bar{G})$. Consider any matrix $G(z) \in \mathcal{A}(\bar{G})$ and note that $G$ can be written in the form (4). Next, we choose the matrices $G_{R,W}$ and $G_{W,W}$ such that the matrix $G$ in (4) is consistent with the graph $\bar{G}$, and such that the non-zero entries of $G_{R,W}$ and $G_{W,W}$ are strictly proper rational functions. This means that $G$ readily satisfies Properties P1 and P2 (see Section III). In fact, $G$ also satisfies P3. Indeed, since $\lim_{z \to \infty} (I - G(z))$ is given by (3), it follows that every principal minor of $\lim_{z \to \infty} (I - G(z))$ is either 1 or equal to a principal minor of $\lim_{z \to \infty} (I - G_{R,R})$, which is nonzero by the hypothesis that $G(z) \in \mathcal{A}(G)$. We conclude that $G$ satisfies Properties P1, P2, and P3, equivalently, $G \in \mathcal{A}(\bar{G})$. By hypothesis, $\text{rank } T_{W,U}(z;G) = |U|$ and consequently, by (6) we conclude that $\text{rank } T_{W,U}(z;G) = |U|$. This proves the lemma.

**Remark 2.** In similar fashion as in the proof of Lemma 3, we can prove that all incoming edges of nodes in $U$ can be removed without affecting the left-invertibility of $T_{W,U}(z;G)$.

Inspired by Lemma 3, we wonder what type of operations we can further perform on the graph $G$ and nodes $W$ without affecting left-invertibility of $T_{W,U}(z;G)$. In what follows we will show that under suitable conditions it is possible to ‘move’ the nodes in $W$ closer to the nodes in $U$. Here the notion of reachability in graphs will play an important role. For a subset $U \subseteq V$ and a node $j \in V \setminus U$, we say $j$ is reachable from $U$ if there exists at least one path from $U$ to $j$. By convention, if $j \in U$ then $j$ is reachable from $U$. In the following lemma, we will show that the rank of $T_{W,U}(z;G)$ is unaffected if we replace a node $k \in W \setminus U$ by $j$, provided that $j$ is the only in-neighbour of $k$ that is reachable from $U$.

**Lemma 4.** Consider a directed graph $G = (V,E)$ and let $U, W \subseteq V$. Suppose that $k \in W \setminus U$ has exactly one in-neighbour $j \in \mathcal{N}_k$ that is reachable from $U$. Then for all $G(z) \in \mathcal{A}(G)$, we have

$$\text{rank } T_{W,U}(z;G) = \text{rank } T_{W,U}(z;G),$$

where $W := (W \setminus \{k\}) \cup \{j\}$.

**Remark 3.** We emphasize that Lemma 4 does not require node $k$ to have exactly one in-neighbour. In general, node $k$ may have multiple in-neighbours, but if exactly one of such neighbours is reachable from $U$, we can apply Lemma 4. The intuition of Lemma 4 is as follows: under the assumptions, all information from the nodes in $U$ enters node $k$ via node $j$. Therefore, choosing node $k$ or node $j$ as a node in $W$ does not make any difference. An interesting special case is obtained when both nodes $j$ and $k$ are contained in $W$. In this case, we obtain $W = W \setminus \{k\}$, that is, node $k$ can be removed from $W$ without affecting the rank of $T_{W,U}(z;G)$.

**Proof of Lemma 4** By Lemma 3, we can assume without loss of generality that the nodes in $W$ have no outgoing edges. Let $G(z) \in \mathcal{A}(G)$. In what follows we omit the dependence of $G$ on $z$ and the dependence of $T(z;G)$ on both $z$ and $G$. Consider a vertex $v \in U$. Note that

$$(I - G)T = I$$

(7a)

$$\sum_{i=1}^n (I - G)_{ki} T_{lv} = 0,$$

(7b)

where $n := |V|$ and (7b) follows from the fact that $k \in W \setminus U$
and $v \in U$ are distinct. Equation (7) implies that
\[ T_{kv} = \sum_{l \in N_k^-} G_{kl} T_{lv}. \] (8)

Note that $j \in N^-_k$, but possibly $N^-_k$ contains other vertices.
We will now prove that for all these other vertices, the corresponding transfer function $v$ for all $W$ can move nodes in $\mathcal{W}$.

Suppose that there is a path $P$ from $v$ to $l$. This path cannot contain the edge $(j, k)$, since node $k \in W \setminus U$ does not have any outgoing edges. This implies that there exists a path $P \cup (l, k)$ from $v$ to $k$ via node $l$. This is a contradiction since by hypothesis $j$ is the only in-neighbour of $k$ that is reachable from $U$. Therefore, we conclude that there does not exist a path from $v$ to $l$. By Lemma 3 of [2] we conclude that $T_{lv} = 0$. This means that (5) can be simplified as
\[ T_{kv} = G_{kj} T_{jv}. \]

Since $v \in U$ is arbitrary, it follows that
\[ T_{kl} = G_{kj} T_{jl}. \]

As $G_{kj} \neq 0$, we conclude that
\[ \text{rank} T_{lW, U} = \text{rank} T_{W, U}, \]
where $\bar{W} := (W \setminus \{k\}) \cup \{j\}$. This proves the lemma.

From Lemma 3 and Lemma 4 we see that (i) we can always remove the outgoing edges of nodes in $W$ and (ii) we can ’move’ nodes in $\mathcal{W}$ closer to $U$ under suitable conditions. Of course, since both operations do not affect left-invertibility of $T_{W, U}$, we can also apply these operations multiple times consecutively. Therefore, we introduce the following process to simplify the graph $G$ and move the nodes in $W$. The idea of this process is to apply the above operations to the graph until no more changes are possible.

**Graph simplification process:**
Let $G = (V, \mathcal{E})$ be a directed graph and let $U, \mathcal{W} \subseteq V$. Consider the following two operations on the graph $G$ and nodes $\mathcal{W}$.

1) Remove all outgoing edges of nodes in $W$ from $G$.
2) If $k \in \mathcal{W} \setminus U$ has exactly one in-neighbour $j \in N^-_k$
that is reachable from $U$, replace $k$ by $j$ in $\mathcal{W}$.

Consecutively apply operations 1 and 2 on the graph $G$ and nodes $\mathcal{W}$ until no more changes are possible.

Clearly, the graph simplification process terminates after a finite number of applications of operations 1 and 2. Indeed, operation 1 can only be applied once in a row, and a node in $\mathcal{W} \setminus U$ can be ’moved’ at most $|V| − 1$ times which means that operation 2 can be applied only a finite number of times. In fact, it is attractive to apply the operations 1 and 2 in alternating fashion since the process will then terminate within $|V|$ operations of both types. This is due to the fact that if the outgoing edges of a node $j \in V$ are removed, then we cannot apply operation 2 to replace a node $k$ by $j$. A graph obtained by applying the graph simplification process to $G$ is called a derived graph, which we denote by $D(G)$. Similarly, we call a vertex set obtained by applying the graph simplification process to $W$ a derived vertex set, denoted by $D(\mathcal{W})$.

To stress the fact that $D(G)$ and $D(\mathcal{W})$ do not only depend on the graph $G$ and set $\mathcal{W}$, but also on the set $U$, we say that $D(G)$ and $D(\mathcal{W})$ are a derived graph of $G$ and derived vertex set of $\mathcal{W}$ with respect to the set $U$. We emphasize that derived graphs and derived vertex sets are not necessarily unique. In general, the derived graph and derived vertex set that are obtained from the graph simplification process depend on the order in which the operations 1 and 2 are applied, and the order in which operation 2 is applied to the nodes in $\mathcal{W}$. However, it turns out that the non-uniqueness of derived graphs and derived vertex sets is not a problem for the application (left-invertibility) we have in mind. In fact, we will show in Theorem 1 that any derived graph and derived vertex set will lead to the same conclusions about left-invertibility.

**Remark 4.** In step 2 of the graph simplification process, we have to decide whether there exists a node $k \in \mathcal{W} \setminus U$ that has exactly one in-neighbour $j \in N^-_k$ which is reachable from $U$. Therefore, we want to find which in-neighbours of $k$ are reachable from $U$. One of the ways to do this, is to use Dijkstra’s single source shortest path (SSSP) algorithm [36, 37]. This algorithm computes the shortest paths (i.e., paths of minimum length) from a given source node $s$ to every other node in the graph, and returns an ‘infinite’ distance for each node which is not reachable from $s$. If we apply the SSSP algorithm to each node in $U$, we obtain all nodes in $V$ that are reachable from $U$. Dijkstra’s SSSP algorithm has time complexity $O(n + e)$, where $n = |V|$ and $e = |\mathcal{E}|$ [37], and therefore we can find all nodes reachable from $U$ in time complexity $O((m + u)e)$, where $u = |U|$. Once we know the nodes in $V$ that are reachable from $U$, we can simply check whether there exists exactly one $j \in N^-_k$ that is reachable from $U$. In particular, this shows that the graph simplification process can be implemented in polynomial time since both operations 1 and 2 can be implemented in polynomial time, and the graph simplification process executes at most $n$ operations of type 1 and 2 (if applied in this order).

**Example 2.** Consider the graph $G = (V, \mathcal{E})$ in Figure 2 and define $U := \{2\}$ and $\mathcal{W} := \{5, 6\}$. The goal of this example is to apply the graph simplification process to obtain a derived graph and derived vertex set. After this simplification, it will be easy to check left-invertibility of $T_{W, U}(\cdot; G)$.

First, note that both nodes 5 and 6 do not have outgoing
edges, so at the moment we cannot apply operation 1. However, we observe that node 6 has exactly one in-neighbour (node 4) that is reachable from $U$. Consequently, we can replace node 6 by node 4 in $\mathcal{W}$ (see Figure 3).

To follow up, we see that node 4 has outgoing edges, which we can remove by applying operation 1, see Figure 4.

Subsequently, node 5 has exactly one in-neighbour that is (trivially) reachable from $U$. Therefore, we replace vertex 5 by 2 in $\mathcal{W}$. Next, we can remove all outgoing edges of node 2 using operation 1. These result of these two operations is depicted in Figure 5.

Note that nodes 2 and 4 do not have any outgoing edges. Moreover, the in-neighbour 3 of node 4 is not reachable from node 2, so we cannot use operation 2 to node 4. In addition, operation 2 cannot be applied to node 2 since $2 \in U$. Therefore, the graph simplification process terminates. We conclude that the graph $D(G)$ in Figure 5 is a derived graph of $G$, whereas the vertex set $D(\mathcal{W}) = \{2, 4\}$ is a derived vertex set of $\mathcal{W}$ (with respect to $U$). This example shows the strength of the graph simplification process in the following way: since $U \subseteq D(\mathcal{W})$, we conclude by Lemma 2 that $T_{D(\mathcal{W}), U}(z; G)$ is left-invertible for all $G(z) \in \mathcal{A}(D(G))$. However, by Lemma 3 and Lemma 4 we immediately see that $T_{U, \mathcal{W}}(z; G)$ is left-invertible for all $G(z) \in \mathcal{A}(G)$. This suggests that the graph simplification process is a promising tool to study left-invertibility of transfer matrices (and hence, to study identifiability of dynamical networks).

To summarize, we have seen that it is possible to remove the outgoing edges of nodes in $\mathcal{W}$ and to ‘move’ the nodes in $\mathcal{W}$ closer to $U$ if certain conditions are satisfied. Since left-invertibility is preserved by both operations due to Lemmas 3 and 4 we see that left-invertibility of $T_{W, U}(z; G)$ for all $G(z) \in \mathcal{A}(G)$ is equivalent to the left-invertibility of $T_{D(\mathcal{W}), U}(z; G)$ for all $G(z) \in \mathcal{A}(D(G))$. Using Lemma 2 this shows that the condition $U \subseteq D(\mathcal{W})$ is sufficient for the left-invertibility of $T_{W, U}(z; G)$. Remarkably, the condition $U \subseteq D(\mathcal{W})$ turns out to be also necessary for left-invertibility of $T_{W, U}(z; G)$. This is stated more formally in the following theorem, which is one of the main results of this paper.

**Theorem 1.** Consider a directed graph $G = (V, E)$ and let $U, \mathcal{W} \subseteq V$. Let $D(\mathcal{W})$ be any derived vertex set of $\mathcal{W}$ with respect to $U$. Then $\text{rank} T_{W, U}(z; G) = |U|$ for all matrices $G(z) \in \mathcal{A}(G)$ if and only if $U \subseteq D(\mathcal{W})$.

Before we prove Theorem 1 we need some auxiliary results. Consider a directed graph $G = (V, E)$, let $n = |V|$, $s = |E|$, and index the edges as $E = \{e_1, e_2, \ldots, e_s\}$. We associate with each edge $e \in E$ an indeterminate $g_e$. Moreover, we define the $s$-dimensional vector $g := (g_{e_1}, g_{e_2}, \ldots, g_{e_s})^T$, which we call the indeterminate vector of $G$. Next, we define the $n \times n$ matrix $G$ as

$$G_{ij} = \begin{cases} g_{e_k} & \text{if } e_k = (i, j) \text{ for some } k \\ 0 & \text{otherwise} \end{cases}$$

We emphasize that not all entries of $G$ are indeterminates, but some are fixed zeros. Note that we write $G$ in sans-serif font, to clearly distinguish between $G$ and a fixed rational matrix $G(z)$. It is clear that the determinants of square submatrices of $I - G$ are real polynomials in the indeterminate entries of $G$, i.e., in the indeterminate vector $g$. Hence, the entries of the adjugate of $I - G$ are real polynomials in $g$. We state the following basic lemma, which gives conditions under which an entry of $\text{adj}(I - G)$ is a nonzero polynomial.

**Lemma 5.** Consider a directed graph $G = (V, E)$ and let $i, j \in V$. Let $g$ and $G$ be the indeterminate vector and matrix of $G$, respectively, and define $A := \text{adj}(I - G)$. Then $a_{ij}$ is a nonzero polynomial in $g$ if and only if there exists a path from $i$ to $j$.

Lemma 5 follows from Proposition 5.1 of [4]. Next, we state the following basic result on polynomials.

**Proposition 1.** Consider $k$ nonzero real polynomials $p_i(x)$, where $i = 1, 2, \ldots, k$ and $x = (x_1, x_2, \ldots, x_n)$. There exists an $\bar{x} \in \mathbb{R}^n$ such that $p_i(\bar{x}) \neq 0$ for all $i = 1, 2, \ldots, k$.

**Remark 5.** Without loss of generality, we can assume that $\bar{x}$ in Proposition 1 has only nonzero coordinates. Indeed, by continuity, if $p_i(\bar{x}) \neq 0$ for $i = 1, 2, \ldots, k$, there exists an open ball $B(\bar{x})$ around $\bar{x}$ in which $p_i(x) \neq 0$ for all $i = 1, 2, \ldots, k$. 

---

Fig. 3. Graph with nodes $\mathcal{W}$, obtained by applying operation 2 to node 6.

Fig. 4. Graph with nodes $\mathcal{W}$, obtained by applying operation 1 to node 4.

Fig. 5. Derived graph $D(G)$ with derived vertex set $D(\mathcal{W})$ (in black), obtained by applying operation 2 to node 5 and operation 1 to node 2.
Recall that nodes in \( \bar{W} \) where (9b) follows from the fact that := adj(\( A \)), \( D \). We conclude from Lemma 3 of [2] that \( T \) suppose that \( A \), \( G \), \( W \) and all \( \text{rank} \) \( A \), \( V \). We want to show that \( \bar{D} \) \( = \) \( \{ n_1, n_2, \ldots, n_r \} \), \( r = |N| \). Then, for each node \( n_i \in N \), there exists a node \( u_i \in U \) such that \( A_{n_i,u_i} \) is a nonzero polynomial in the indeterminate entries of \( G \) (by Lemma 5). We emphasize that \( u_i \) and \( u_j \) are not necessarily distinct. We focus on the \( r \) nonzero polynomials: \[ A_{n_1,u_1}, A_{n_2,u_2}, \ldots, A_{n_r,u_r}. \] The idea is to apply Proposition 1 and Remark 5 to these \( r \) polynomials. By Remark 5 we can substitute nonzero real numbers for the indeterminate entries of \( G \) such that all \( r \) polynomials (12) evaluate to nonzero real numbers. Since the polynomials (12) are independent of the indeterminate entries of \( G_{\bar{W},N} \), we do not have to fix the entries of \( G_{\bar{W},N} \) in advance. In addition, it is possible to substitute \emph{strictly proper functions} in \( z \) for the indeterminate entries of \( G \) (except for entries of \( G_{\bar{W},N} \)) such that the polynomials (12) evaluate to zero rational functions. Indeed, one can simply choose all indeterminate entries of \( G \) as nonzero real numbers as before, and then divide all of these real numbers by \( z \).

To summarize the progress so far, we have substituted strictly proper functions for the indeterminate entries of \( G \) (except for the entries of \( G_{\bar{W},N} \)) such that the polynomials (12) evaluate to nonzero rational functions. Note that this implies that the matrix \( A_{N,\bar{U}} \) evaluates to a rational matrix, which we denote by \( A_{N,\bar{U}}(z) \) from now on. Since each row of \( A_{N,\bar{U}}(z) \) contains a nonzero rational function, by Proposition 3 there exists a nonzero real vector \( b \) such that \( A_{N,\bar{U}}(z)b \) has only nonzero rational entries.

Subsequently, we will choose the indeterminate entries of \( G_{\bar{W},N} \) such that \( G_{\bar{W},N}\bar{A}_{N,\bar{U}}(z)b = 0 \). Recall that the nodes in \( \bar{V} \) either have zero or at least two in-neighbours from the set \( N \). If a node \( w \in \bar{V} \) has no in-neighbours, then \( G_{w,\bar{N}} = 0 \), and therefore clearly \( G_{w,N}\bar{A}_{N,\bar{U}}(z)b = 0 \). If a node \( w \in \bar{V} \) has at least two in-neighbours, say \( n_1, n_2, \ldots, n_p \in N \), then we substitute \emph{strictly proper} functions for the indeterminate entries \( G_{w,n_1}, G_{w,n_2}, \ldots, G_{w,n_p} \) so that \( G_{w,N}\bar{A}_{N,\bar{U}}(z)b = 0 \). Note that this is possible since the vector \( A_{N,\bar{U}}(z)b \) has only
nonzero rational entries. To conclude, we have substituted strictly proper functions for the indeterminate entries of $G$ which yields a matrix which we denote by $G(z)$. The adjugate of $I - G(z)$ is denoted by $A(z) = \text{adj}(I - G(z))$. We have shown that $G_{\bar{W},N}(z)A_{\bar{W},\bar{U}}(z)b = 0$. By (11), this yields $A_{\bar{W},\bar{U}}(z)b = 0$. Note that $\det(I - G(z))$ is nonzero since all nonzero entries of $G$ are strictly proper functions. Therefore,

$$T(z; G) = \frac{1}{\det(I - G(z))}A(z),$$

from which we find that $T_{\bar{W},\bar{U}}(z; G)b = 0$. Consequently, $T_{D(W),U}(z; G)b = 0$, and rank $T_{D(W),U}(z; G) < |U|$. Therefore, we conclude that rank $T_{D(W),U}(z; G) < |U|$. We still have to show that $G(z)$ is admissible, i.e., $G(z) \in A(D(G))$. Since the indeterminate matrix $G$ is consistent with the graph $D(G)$ and we substituted (nonzero) strictly proper functions for each indeterminate entry of $G$, the matrix $G(z)$ readily satisfies Properties P1 and P2. In addition, since all nonzero entries of $G(z)$ are strictly proper, we obtain $\lim_{z \to \infty} I - G(z) = I$, and hence, $G(z)$ also satisfies Property P3. We conclude that rank $T_{D(W),U}(z; G) < |U|$ for some $G(z) \in A(D(G))$. Finally, by consecutive application of Lemmas 3 and 4 we conclude that rank $T_{\bar{W},\bar{U}}(z; G) < |U|$ for some $G(z) \in A(G)$.

Recall that we have so far assumed that $A_{\bar{W},\bar{U}}$ is independent of the indeterminate entries of $G_{\bar{W},N}$. It remains to be shown that this is true. To this end, label the nodes in $\mathcal{V}$ such that $G$ can be written as

$$G = \begin{pmatrix} G_{W',W'} & G_{\bar{W}',W'} \\ G_{W',\bar{W}} & 0 \end{pmatrix},$$

(13a)

where (13b) follows from the fact that nodes in $\bar{W}$ have no outgoing edges. This implies that

$$I - G = \begin{pmatrix} I - G_{W',W'} & 0 \\ -G_{W',\bar{W}} & I \end{pmatrix},$$

and therefore

$$A = \text{adj}(I - G) = \begin{pmatrix} \text{adj}(I - G_{W',W'}) & 0 \\ * & * \end{pmatrix}.$$  

(14)

Since the entries of $G_{W',W'}$ are independent of the indeterminate entries of $G_{\bar{W},N}$, we conclude from (14) that the matrix $A_{\bar{W}',\bar{W}} = \text{adj}(I - G_{W',W'})$ is independent of the indeterminate entries of $G_{\bar{W},N}$. Now, to prove the claim, note that $\bar{U}$ and $\bar{W}$ are disjoint by definition, and therefore $\bar{U} \subseteq \bar{W}'$. In addition, we have $N \subseteq W'$. Therefore, the matrix $A_{N,\bar{U}}$ is a submatrix of $A_{W',\bar{W}}$. Furthermore, we see that $G_{W,N}$ is a submatrix of $G_{W,W'}$ by using the fact that $N \subseteq W'$. We conclude that the entries of $A_{N,\bar{U}}$ are independent of the indeterminate entries of $G_{\bar{W},N}$.

VI. IDENTIFIABILITY AND GRAPH SIMPLIFICATION

In this section we use Theorem 1 to provide solutions to the identifiability problems introduced in Section III. Specifically, the following theorem follows from Theorem 1 and Lemma 1 and states necessary and sufficient graph-theoretic conditions for identifiability of $(i, N_i^+)$.

Theorem 2. Consider a directed graph $G = (\mathcal{V}, \mathcal{E})$, let $i \in \mathcal{V}$ and $C \subseteq \mathcal{V}$. Moreover, let $D(C)$ be any derived vertex set of $C$ with respect to $N_i^+$. Then $(i, N_i^+)$ is identifiable from $C$ if and only if $N_i^+ \subseteq D(C)$.

**Example 3.** Consider the graph in Figure 2. We wonder whether $(1, N_1^+)$ is identifiable. Note that we have $N_1^+ = \{2\}$. The set of measured nodes is $C = \{5, 6\}$. As shown in Example 1 a derived vertex set of $C$ with respect to $N_1^+$ is given by $D(C) = \{2, 4\}$. Since $\{2\} \subseteq D(C)$, we conclude by Theorem 2 that $(1, N_1^+)$ is identifiable. In other words, we can uniquely reconstruct $G_{21}(z)$ from the transfer matrix $CT(z; G)$. This approach shows the strength of our approach. Indeed, note that to check identifiability, we do not have to verify Definition 1 directly. Also, we do not have to compute $CT(z; G) = C(I - G(z))^{-1}$ and verify its rank for all $G(z) \in A(G)$, which is required to check the condition of Lemma 1.

By definition of the graph simplification process, we have that $|D(C)| \leq |C|$. Hence, it follows from Theorem 2 that identifiability of $(i, N_i^+)$ implies that the number of measured nodes is greater or equal to the number of out-neighbours of node $i$.

Corollary 2. Consider a directed graph $G = (\mathcal{V}, \mathcal{E})$, let $i \in \mathcal{V}$ and $C \subseteq \mathcal{V}$. If $(i, N_i^+)$ is identifiable from $C$ in $G$ then $|N_i^+| \leq |C|$.

The next result gives necessary and sufficient graph-theoretic conditions under which the entire graph $G$ is identifiable. This result is a corollary of Theorem 2 but is stated as a theorem due to its importance.

Theorem 3. Consider a directed graph $G = (\mathcal{V}, \mathcal{E})$ and let $C \subseteq \mathcal{V}$. Then $G$ is identifiable from $C$ if and only if for all $i \in \mathcal{V}$, we have $N_i^+ \subseteq D(C)$, where $D(C)$ is any derived vertex set of $C$ with respect to $N_i^+$.

We emphasize that the derived set $D(C)$ of $C$ depends on the choice of neighbour set $N_i^+$, and hence, for each node $i \in \mathcal{V}$ we have to compute the derived set of $C$ with respect to $N_i^+$.

VII. COMPARISON TO RESULTS BASED ON CONSTRAINED VERTEX-DISJOINT PATHS

In the previous section we established necessary and sufficient graph-theoretic conditions for the identifiability of respectively $(i, N_i^+)$ and $G$. The purpose of the current section is to compare these results to the ones based on so-called constrained vertex-disjoint paths [6]. We first recall the definition in what follows.

**Definition 3.** Let $G = (\mathcal{V}, \mathcal{E})$ be a directed graph. Consider a set of $m$ vertex-disjoint paths in $G$ with starting nodes $\bar{U} \subseteq \mathcal{V}$ and end nodes $\bar{W} \subseteq \mathcal{V}$. We say that the set of vertex-disjoint paths is constrained if it is the only set of $m$ vertex-disjoint paths from $\bar{U}$ to $\bar{W}$.

Next, let $\bar{U}, \bar{W} \subseteq \mathcal{V}$ be disjoint subsets of vertices. We say that there exists a constrained set of $m$ vertex-disjoint paths from $\bar{U}$ to $\bar{W}$ if there exists a constrained set of $m$ vertex-disjoint paths in $G$ with starting nodes $\bar{U} \subseteq \mathcal{U}$ and end nodes
\( \overline{W} \subseteq W \). In the case that \( U \cap W \neq \emptyset \), we say that there is a constrained set of \( m \) vertex-disjoint paths from \( U \) to \( W \) if there exists a constrained set of \( \max \{0, m - |U \cap W|\} \) vertex-disjoint paths from \( U \setminus W \) to \( W \setminus U \).

**Remark 6.** Note that for a set of \( m \) vertex-disjoint paths from \( U \) to \( W \) to be constrained, we do not require the existence of a unique set of \( m \) vertex-disjoint paths from \( U \) to \( W \). In fact, we only require the existence of a unique set of vertex-disjoint paths between the starting nodes \( U \) of the paths and the end nodes \( W \). We will illustrate the definition of constrained vertex-disjoint paths in Example 4.

**Remark 7.** The notion of constrained vertex-disjoint paths is strongly related to the notion of constrained matchings in bipartite graphs [38]. In fact, a constrained matching can be seen as a special case of a constrained set of vertex-disjoint paths where all paths are of length one.

**Example 4.** Consider the graph \( G = (V, E) \) in Figure 6. Moreover, consider the subsets of vertices \( U := \{2, 3\} \) and \( W := \{6, 7, 8\} \). Clearly, the paths \( \{(2, 4), (4, 6)\} \) and \( \{(3, 5), (5, 7)\} \) form a set of two vertex-disjoint paths from \( U \) to \( W \). In fact, this set of vertex-disjoint paths is constrained since there does not exist another set of two vertex-disjoint paths from \( U = \{2, 3\} \) to \( W = \{6, 7\} \). Therefore, there exists a constrained set of two vertex-disjoint paths from \( U \) to \( W \). Note that there are also other sets of vertex-disjoint paths from \( U \) to \( W \). For example, the paths \( \{(2, 4), (4, 7)\} \) and \( \{(3, 5), (5, 8)\} \) also form a set of two vertex-disjoint paths. However, this set of vertex-disjoint paths is not constrained. To see this, note that we have another set of vertex-disjoint paths from \( U = \{2, 3\} \) to \( W = \{7, 8\} \), namely the set consisting of the paths \( \{(2, 4), (4, 8)\} \) and \( \{(3, 5), (5, 7)\} \).

In the following theorem, we recall the main result presented in [36], which relates the notion of constrained vertex-disjoint paths and identifiability of \( (i, N^+_i) \).

**Theorem 4.** Consider a directed graph \( G = (V, E) \), let \( i \in V \) and \( C \subseteq V \). If there exists a constrained set of \( |N^+_i| \) vertex-disjoint paths from \( N^+_i \) to \( C \) then \( (i, N^+_i) \) is identifiable from \( C \).

The proof of Theorem 4 can be found in [36] (see Theorem 13). A natural question to ask is whether the condition given in Theorem 4 is also necessary for identifiability. It turns out that this is not the case, as demonstrated next.

**Example 5.** In this example, we revisit the graph \( G = (V, E) \) in Figure 2. Suppose that we are interested in the identifiability of \( (1, N^+_1) \), i.e., in the identifiability of the transfer function corresponding to the edge \((1, 2)\). The set of measured nodes is given by \( C = \{5, 6\} \). The purpose of this example is to show that Theorem 4 is not necessary, i.e., we have to show that \( (1, N^+_1) \) is identifiable even though there does not exist a constrained set of one (vertex-disjoint) path from \( N^+_1 \) to \( C \).

Note that \( N^+_1 = \{2\} \) and that there are three different paths from 2 to 5. In addition, there are two different paths from node 2 to node 6. This implies that there does not exist a constrained set of one (vertex-disjoint) path from \( N^+_1 \) to \( C \). Nonetheless, we can show that \( (1, N^+_1) \) is identifiable. The easiest way to show this is by noting that we already proved that \( \bar{N}^+_1 \subseteq D(C) \), where \( D(C) \) is a derived vertex set of \( C \). Hence, by Theorem 2 we conclude that \( (1, N^+_1) \) is identifiable. However, to gain a bit more insight we will prove identifiability of \( (1, N^+_1) \) by inspection of the transfer matrix \( T_{C,N^+_1}(z; G) \). For any \( G(z) \in A(G) \), we obtain

\[
T_{C,N^+_1} = \begin{pmatrix}
G_{52} + G_{54}(G_{42} + G_{43}G_{32}) & G_{64}(G_{42} + G_{43}G_{32}) \\
G_{64}(G_{42} + G_{43}G_{32}) & G_{64}(G_{42} + G_{43}G_{32})
\end{pmatrix},
\]

where we omitted the argument \( z \). If \( G_{42} + G_{43}G_{32} \neq 0 \) then \( G_{64}(G_{42} + G_{43}G_{32}) \neq 0 \) and therefore \( \text{rank} T_{C,N^+_1} = 1 \). If \( G_{42} + G_{43}G_{32} = 0 \), we see that \( G_{52} + G_{54}(G_{42} + G_{43}G_{32}) = G_{52} \neq 0 \) so also in this case \( \text{rank} T_{C,N^+_1} = 1 \). We conclude that \( \text{rank} T_{C,N^+_1} = 1 \) for all admissible network matrices, which means that \( (1, N^+_1) \) is identifiable by Lemma 1.

Example 5 also gives some intuition for the fact that Theorem 4 is not necessary for identifiability. Indeed, the condition based on constrained vertex-disjoint paths guarantees that a square submatrix of \( T_{C,N^+_1}(z; G) \) is invertible for all admissible \( G \), where the columns and rows of this submatrix are indexed by the starting nodes and end nodes of the paths, respectively [36]. However, as can be seen from (15), the matrix \( T_{C,N^+_1}(z; G) \) might be left-invertible for all admissible \( G \), even though there does not exist a square \( |N^+_i| \times |N^+_i| \) submatrix of \( T_{C,N^+_1}(z; G) \) that is invertible for all admissible \( G \).

In general, the particular square submatrix of \( T_{C,N^+_1}(z; G) \) that is invertible depends on the network matrix \( G \). Interestingly, we can use the general theory developed in this paper to show that the condition of Theorem 4 is necessary and sufficient in the special case that \( T_{C,N^+_1}(z; G) \) is square itself (a proof is given in Appendix B).

**Theorem 5.** Consider a directed graph \( G = (V, E) \). Let \( i \in V \) and \( C \subseteq V \) be such that \( |C| = |N^+_i| \). Then, \( (i, N^+_i) \) is identifiable if and only if there exists a constrained set of \( |N^+_i| \) vertex-disjoint paths from \( N^+_i \) to \( C \).

The main message of this section is that the conditions in terms of constrained vertex-disjoint paths [6] are only necessary and sufficient in the special case that \( |N^+_i| = |C| \). This case is quite particular, especially if one is interested in identifiability of the entire network. In the latter situation, Theorem 5 can only be applied if the number of out-neighbours of each node is equal to the number of measured nodes, which is very restrictive. Therefore, we conclude that
the necessary and sufficient conditions for identifiability based on graph simplification are much more general. Additional advantages of the conditions based on the graph simplification process are that they are conceptually simpler and appealing from computational point of view, see Remark 4.

VIII. CONCLUSIONS

In this paper we have considered the problem of identifiability of dynamical networks for which interactions between nodes are modelled by transfer functions. We have been interested in graph-theoretic conditions for two identifiability problems. First, we wanted to find conditions under which the transfer functions of all outgoing edges of a given node are identifiable. Secondly, we have been interested in conditions under which all transfer functions in the network are identifiable. It is known that these problems are equivalent to the left-invertibility of certain transfer matrices for all networked matrices associated with the graph [4], [6]. However, the downside of such rank conditions is that it is not clear how to check the rank of a transfer matrix for an infinite number of network matrices.

Therefore, as our first contribution, we have provided a necessary and sufficient graph-theoretic condition under which a transfer matrix has full column rank for all network matrices. To this end, we have introduced a new concept called the graph simplification process. The idea of this process is to apply simplifying operations to the graph, after which left-invertibility can be verified by simply checking a set inclusion. Based on the graph simplification process, we have given necessary and sufficient conditions for identifiability. Notably, we have shown that our conditions can be verified by polynomial time algorithms. Finally, we have shown that our results generalize existing sufficient conditions based on constrained vertex-disjoint paths [6].

It is interesting to observe that our topological conditions for global identifiability are quite different from the path-based conditions for generic identifiability [4]. This is analogous to the controllability literature, where it was shown that weak structural controllability can be characterized in terms of maximal matchings [13], while strong structural controllability was characterized using a (different) graph-theoretic concept called zero forcing [17].

For future work, it would be interesting to consider a minimum sensor placement problem. The goal in such a problem is to find sets of measured nodes of minimum cardinality such that the entire network is identifiable.

APPENDIX

A. Proof of Lemma 2

Proof of Lemma 2 Without loss of generality, we assume that the nodes in \( W \) do not have outgoing edges (see Lemma 3). Since \( U \subseteq W \), the nodes in \( U \) do not have outgoing edges. We now relabel the nodes in \( G \) such that \( G(z) \in A(G) \) can be written as

\[
G = \begin{pmatrix}
G_{U,U} & G_{U,U'} & 0 \\
G_{U',U} & G_{U',U'} & 0 \\
0 & 0 & G_{U',U''}
\end{pmatrix},
\]

where we omitted the argument \( z \), and where the zeros are present due to the fact that nodes in \( U \) do not have outgoing edges. Consequently, we obtain

\[
T = (I - G)^{-1} = \begin{pmatrix}
I & -G_{U,U'} \\
0 & I - G_{U',U'}
\end{pmatrix}^{-1} = \begin{pmatrix}
I & * \\
0 & *
\end{pmatrix},
\]

and therefore, \( T_{U,U} = I \). Hence, \( T_{U,U} \) has full rank for all \( G(z) \in A(G) \) and we conclude that \( T_{W,U} \) has rank \( |U| \) for all \( G(z) \in A(G) \). 

B. Proof of Theorem 5

To prove Theorem 5 we will first state two lemmas. Under the assumption that \( |U| = |W| \), the following lemma asserts that the existence of a set of constrained vertex-disjoint paths from \( U \) to \( W \) is preserved by operation 1.

Lemma 6. Let \( G = (V, E) \) be a directed graph and consider \( U, W \subseteq V \) such that \( |U| = |W| \). Moreover, let \( \bar{G} = (V, \bar{E}) \) be the graph obtained from \( G \) by removing all outgoing edges of the nodes in \( W \). There exists a constrained set of \( |U| \) vertex-disjoint paths from \( U \) to \( W \) in \( G \) if and only if there exists a constrained set of \( |U| \) vertex-disjoint paths from \( U \) to \( W \) in \( \bar{G} \).

Proof. The lemma follows from the following important observation: if \( |U| = |W| \), then a set of \( |U| \) vertex-disjoint paths from \( U \) to \( W \) does not contain any outgoing edge of a node in \( W \). Indeed, if a path \( P \) from \( U \) to \( W \) in such a set of vertex-disjoint paths contains an edge \((w, v)\), where \( w \in W \) and \( v \in V \), then the path \( P \) contains at least two vertices in \( W \) (namely \( w \) and the end node). This means that \( P \) is contained in a set of at most \( |U| - 1 \) vertex disjoint paths from \( U \) to \( W \). However, this is a contradiction since we assumed that \( P \) was contained in a set of \( |U| \) vertex-disjoint paths from \( U \) to \( W \).

Next, we prove the ‘if’ statement. Suppose that there exists a constrained set \( S \) of \( |U| \) vertex-disjoint paths from \( U \) to \( W \) in \( G \). Then \( S \) is also a set of \( |U| \) vertex-disjoint paths from \( U \) to \( W \) in \( \bar{G} \) in \( \bar{G} \). We want to prove that \( S \) is constrained (in the graph \( \bar{G} \)). Therefore, suppose on the contrary that there exists another set \( \bar{S} \) of \( |U| \) vertex-disjoint paths from \( U \) to \( W \) in \( \bar{G} \). By the above discussion, we know that no path in \( \bar{S} \) contains an outgoing edge of a node in \( W \). Therefore, \( \bar{S} \) is a set of \( |U| \) vertex-disjoint paths from \( U \) to \( W \) in \( \bar{G} \). As such, we conclude that \( \bar{S} = S \). In other words, \( S \) is a constrained set of \( |U| \) vertex-disjoint paths from \( U \) to \( W \) in \( \bar{G} \).

Conversely, to prove the ‘only if’ statement, suppose that there exists a constrained set \( S \) of \( |U| \) vertex-disjoint paths from \( U \) to \( W \) in \( \bar{G} \). Again, by the previous discussion we know that no path in \( \bar{S} \) contains an outgoing edge of a node in \( W \). Therefore, \( S \) is also a constrained set of \( |U| \) vertex-disjoint paths from \( U \) to \( W \) in \( \bar{G} \). This proves the lemma.

The following lemma relates the existence of a constrained set of vertex-disjoint paths and the second graph operation.

Lemma 7. Consider a directed graph \( G = (V, E) \) and let \( U, W \subseteq V \). Suppose that \( k \in W \setminus U \) has exactly one in-neighbor \( j \in N_k \) that is reachable from \( U \). Then there exists a constrained set of \( |U| \) vertex-disjoint paths from \( U \) to \( W \) if
and only if there exists a constrained set of $|\mathcal{U}|$ vertex-disjoint paths from $\mathcal{U}$ to $\mathcal{W}$ with $\mathcal{V} := (\mathcal{W} \setminus \{k\}) \cup \{j\}$.

**Proof.** We will first show that $\mathcal{S}$ is a set of $|\mathcal{U}|$ vertex-disjoint paths from $\mathcal{U}$ to $\mathcal{W}$ if and only if $\mathcal{S}$ is a set of $|\mathcal{U}|$ vertex-disjoint paths from $\mathcal{U}$ to $\mathcal{W}$, where $\mathcal{S}$ will be specified.

Suppose that $\mathcal{S}$ is a set of $|\mathcal{U}|$ vertex disjoint paths from $\mathcal{U}$ to $\mathcal{W}$. Consider the path $\mathcal{P} \in \mathcal{S}$ that goes from $\mathcal{U}$ to $k$. Since $j \in N_k^{-}$ is the only in-neighbour of $k$ that is reachable from $\mathcal{U}$, we obtain $(j,k) \in \mathcal{P}$. This means that $\mathcal{P} := \mathcal{P} \setminus \{j,k\}$ is a path from $\mathcal{U}$ to $j$. Clearly, $\mathcal{S} := (\mathcal{S} \setminus \mathcal{P}) \cup \mathcal{P}$ is a set of $|\mathcal{U}|$ vertex-disjoint paths from $\mathcal{U}$ to $\mathcal{W}$.

Conversely, suppose that $\mathcal{S}$ is a set of $|\mathcal{U}|$ vertex-disjoint paths from $\mathcal{U}$ to $\mathcal{W}$. Consider the path $\mathcal{P} \in \mathcal{S}$ that goes from $\mathcal{U}$ to $j \in \mathcal{W}$. Since $j \in N_k^{-}$ is the only in-neighbour of $k$ that is reachable from $\mathcal{U}$, the path $\mathcal{P}$ does not pass through the vertex $k$. Consequently, $\mathcal{P} := \mathcal{P} \cup \{j,k\}$ is a path from $\mathcal{U}$ to $k$. Again using the fact that $j$ is the only in-neighbour of $k$ that is reachable from $\mathcal{U}$, we see that no path in $\mathcal{S}$ passes through the vertex $k$. This implies that $\mathcal{S} := (\mathcal{S} \setminus \mathcal{P}) \cup \mathcal{P}$ is a set of $|\mathcal{U}|$ vertex-disjoint paths from $\mathcal{U}$ to $\mathcal{W}$.

To conclude, we have shown that $\mathcal{S}$ is a set of $|\mathcal{U}|$ vertex-disjoint paths from $\mathcal{U}$ to $\mathcal{W}$ if and only if $\mathcal{S}$ is a set of $|\mathcal{U}|$ vertex-disjoint paths from $\mathcal{U}$ to $\mathcal{W}$, where the set $\mathcal{S}$ is defined as $\mathcal{S} := (\mathcal{S} \setminus \mathcal{P}) \cup \mathcal{P}$. This implies that $\mathcal{S}$ is a constrained set of $|\mathcal{U}|$ vertex-disjoint paths from $\mathcal{U}$ to $\mathcal{W}$ if and only if $\mathcal{S}$ is a constrained set of $|\mathcal{U}|$ vertex-disjoint paths from $\mathcal{U}$ to $\mathcal{W}$.

**Proof of Theorem 5.** The ‘if’ statement follows from Theorem 4. To prove the ‘only if’ part, suppose that $(i,N_i^+)$ is identifiable. By Theorem 2, $N_i^+ \subseteq D(C)$, where $D(C)$ is a derived vertex set of $C$ with respect to $N_i^+$. In fact, we obtain $N_i^+ = D(C)$ as $|N_i^+| = |C|$. Let $D(G)$ denote the associated derived graph of $G$. By definition, there exists a constrained set of $|N_i^+|^{-}$ vertex disjoint paths from $N_i^+$ to $D(C)$ in $D(G)$ (see Section VII). By consecutive application of Lemmas 6 and 7, we conclude that there exists a constrained set of $|N_i^+|^{-}$ vertex-disjoint paths from $N_i^+$ to $C$ in the graph $G$.
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