Abstract—While modern deep neural networks are performant perception modules, performance (accuracy) alone is insufficient, particularly for safety-critical robotic applications such as self-driving vehicles. Robot autonomy stacks also require these otherwise blackbox models to produce reliable and calibrated measures of confidence on their predictions. Existing approaches estimate uncertainty from these neural network perception stacks by modifying network architectures, inference procedure, or loss functions. However, in general, these methods lack calibration, meaning that the predictive uncertainties do not faithfully represent the true underlying uncertainties (process noise). Our key insight is that calibration is only achieved by imposing constraints across multiple examples, such as those in a mini-batch; as opposed to existing approaches which only impose constraints per-sample, often leading to overweighted (thus miscalibrated) uncertainty estimates. By enforcing the distribution of outputs of a neural network to resemble a target distribution by minimizing an \( f \)-divergence, we obtain significantly better-calibrated models compared to prior approaches. Our approach, \( f \)-Cal, outperforms existing uncertainty calibration approaches on robot perception tasks such as object detection and monocular depth estimation over multiple real-world benchmarks.

I. INTRODUCTION

The performance of deep neural network-based visual perception systems has increased dramatically in recent years. However, for safety-critical embodied applications, such as autonomous driving, performance alone is not sufficient. The absence of reliable and calibrated uncertainty estimates in neural network predictions precludes us from incorporating these into downstream sensor fusion [41] or probabilistic planning [1], [13], [2] components.

The tools of probabilistic robotics require calibrated confidence/uncertainty measures, in the form of a measurement model \( z = h(x, \nu) \). For a traditional sensor, this model \( h \) is specified by the designer’s understanding of the physical sensing processes, and the noise distribution parameters \( \nu \) are estimated by controlled calibration experiments with known ground truth states \( x^* \) and sensor observations \( z \). However, for deep neural networks (DNNs) to be used as sensors in typical robotic perception stacks, estimating the noise distribution is a much more challenging task for several reasons. First, the domain of inputs is extremely high dimensional (e.g., RGB images) - generating a calibration setup for every possible input is infeasible. Second, the noise distribution is input dependent (heteroscedastic). Finally, neural networks typically transform the inputs via millions of nonlinear operations, preventing approximation by simpler (e.g., piecewise affine) models. We envision a deep neural network (DNN) as a sensor paradigm where a DNN outputs calibrated predictive distributions that may directly be used in probabilistic planning or sensor fusion. The challenge, however, is that these predictive distributions must be learned solely from training data, with neither additional preprocessing nor architectural modifications.

Our key insight is that distributitional calibration cannot be achieved by a loss function that operates over individual samples. This motivates a new loss function that enforces calibration through a distributional constraint that is imposed upon uncertainty estimates across multiple (i.i.d.) samples. Specifically, our approach \( f \)-Cal, minimizes an \( f \)-divergence between a specified canonical distribution and an empirical distribution generated from neural network predictions, as shown in Fig. 2. Unlike prior approaches [42], [46], [8], we neither require a held-out calibration dataset nor impose any inference time overhead. For a given performance threshold,
We demonstrate the effectiveness, scalability and widespread applicability of this approach on large-scale, real-world tasks such as object detection and depth estimation.

II. RELATED WORK

The rapidly growing field of Bayesian deep learning has resulted in the development of models that estimate a distribution over the output space [9], [10], [25], [27], [3]. There is a distinction between uncertainty that is due to the stochasticity of the underlying process (aleatoric) versus uncertainty that is due to the model being insufficiently trained (epistemic) [25]. Epistemic uncertainty is often estimated by either using ensembles of neural networks or by stochastic regularization at inference time (Monte-Carlo dropout) [10], [27], [43]. Distributional uncertainty is also being extensively studied, to detect out of training-distribution examples [21], [27], [20], [30], [14], [22], [34], [33], [40]. However, there is no direct approach to address distributional uncertainty for regression settings.

In this work, we assume distributional and epistemic uncertainty to be low (i.e., in-distribution setting with reasonably well-trained models such as those common in robot perception), and focus specifically on calibrating aleatoric uncertainty estimates in regression problems. Such challenging settings have received far less attention in terms of uncertainty estimation [26], [42], [29], [8]. Existing calibration techniques are post-hoc and either require a large held-out calibration dataset [8] and/or add parameters to the model after training [8], [46]. Quantile regression methods [4], [43], [23], [39], [44] quantify uncertainty by the fraction of predictions in each quantile. Other methods, such as isotonic regression and temperature scaling, have also been extended to be the regression setting [26], [8]. Authors in [11] proposed an alternate architecture for aleatoric uncertainty estimation. However, f-Cal is completely architecture agnostic, and can be applied to any probabilistic neural regressors. More recently, a calibration loss is proposed in [8] that enforces the predicted variances to be equal to per-sample errors, thus grounding each prediction. However, this takes on a local view of the calibration problem, and while individual samples might appear well-calibrated, the overall distribution of the regressor errors exhibits a strong deviation from the expected target distribution (cf. Sec. V).

A recent approach that is somewhat similar to ours in spirit is Gaussian process beta calibration (GP-beta) [42]. It is a post-hoc approach that employs a Gaussian process model (with a beta-link function prior) to calibrate uncertainties during inference. This requires the computation of pairwise statistics, exacerbating inference time. In the maximum mean discrepancy (MMD) loss [6] distribution matching is performed to achieve calibration. This method was proposed for small datasets and does not scale well with input size. f-Cal is a superior performing loss function that requires the same inference time as typical Bayesian neural networks [24].

III. PROBLEM SETUP

A. Preliminaries

We assume a regression problem over an i.i.d. labelled training dataset \( D \triangleq \{(x_i, y_i)\}_{i=1,\ldots,|D|}\) with \( x_i \in \mathcal{X} \) where \( \mathcal{X} \) is the (n-dimensional) input space and \( y_i \in \mathcal{Y} \) where \( \mathcal{Y} \subseteq \mathbb{R}^n \) is the output space. A deterministic model \( f_d : \mathcal{X} \rightarrow \mathcal{Y} \) \(^1\) directly learns the mapping from the input to the output space by minimizing a loss function \( L : \mathcal{Y} \times \mathcal{Y} \rightarrow \mathbb{R} \) for example through empirical risk minimization:

\[
R_{emp}(f_d) = \frac{1}{N} \sum_{i=1}^{N} L(f_d(x_i), y_i).
\] (1)

Equation 1 is typically estimated over a mini-batch of size \( N \ll |D| \) during stochastic gradient descent (SGD). Following the notation in [42], we desire a probabilistic model \( f_p : \mathcal{X} \rightarrow \mathcal{S}_\mathcal{Y} \) where \( \mathcal{S}_\mathcal{Y} \) is the space of all probability density functions \( s(y) \) over \( \mathcal{Y} \) (\( s : \mathcal{Y} \mapsto [0, \infty) \) and \( \int s(y)dy = 1 \)). The probability density function (PDF) is defined through its cumulative density function (CDF): \( S(y) = \int_{-\infty}^{y} s(y')dy' \).

B. Uncertainty Calibration

Calibrated uncertainty estimates are those where the output uncertainties can be exactly interpreted as confidence intervals of the underlying target label distribution. This allows uncertainty estimates across multiple samples (and models) to be compared. Intuitively, we understand the notion of uncertainty calibration to mean that if we repeated a stochastic experiment a large number of times, for example by asking many different people to label the same image, that the “label generating distribution” matches the predictive distribution of the model:

\[
y_i \sim f_p(x_i).
\] (2)

However, it is impractical to label every piece of data multiple times. Instead, we aggregate the labels across many different inputs to produce calibrated predictive distributions. Using our definitions from Sec. III-A and adapting from [42], we can define what we desire in terms of calibration in the case of a deep neural regressor as follows:

Definition 1 (Uncertainty Calibration): A neural regressor \( f_p \) is calibrated if and only if \(^2\):

\[
p(Y \leq y|s(y)) = \int_{-\infty}^{y} s(y')dy' \quad \forall y \in \mathcal{Y}
\] (3)

In the above definition, \( Y \) is an instantiation of the random variable \( y \). If we can assume that the noise is sampled from a parametric distribution \( s(y; \phi) \), then the probabilistic model need only output the parameters associated with each sample. In this case, we can consider the model to be calibrated if and only if the aggregated error statistics over multiple outputs of a model align with the parameters predicted by the model.

\(^1\)In practice these models are assumed to be neural networks with parameters \( \theta \) but we omit the \( \theta \) for clarity at this stage.

\(^2\)Referring to Fig. 1, the requirement for calibration is more stringent than that of consistency, which is a one-way constraint at an arbitrary confidence bound \( c: p(Y \leq y|s(y)) \leq c \)
We refer to the loss in (5) as the (noise free) label. We can similarly choose a distribution (Def. 1), $f$ family for our model, but we cannot assume that any of the parameters are fixed across samples. Our approach to overcome this problem will be to assume that there is some canonical element of the distribution family that we can transform each predictive distribution to. Specifically, we seek to approximate the empirical posterior over some canonical transformation of the target variables $Y$ by a simpler (tractable) target distribution $Q$ (modeling choice). This enables us to leverage an abundant class of distribution matching metrics, $f$-divergences, to formulate a loss function enforcing distributional calibration. For tractable inference, we assume i.i.d. mini-batches of training data and instead impose distribution matching losses over empirical error residuals across each batch.

We assume that we can transform each training sample output distribution to some canonical element of the distribution family. For instance, Gaussian random variables are canonicalized by centering the distribution (subtracting the mean) and normalizing (dividing by variance). These canonical elements are used (in conjunction with the labels) to determine the empirical error distribution. $f$-Cal then performs distribution matching across this empirical and a target distribution.

**IV. $f$-Cal: Variational Inference for Aleatoric Uncertainty Calibration**

In this section we present $f$-Cal, a principled approach to obtain calibrated aleatoric uncertainty from neural nets.

**A. Calibration as Distribution Matching**

Following the definition of distributional calibration (Def. 1), $f$-Cal formulates a variational minimization objective to calibrate the uncertainty estimates from a deep network.

In the case of a traditional (non deep learning based) sensor, we would calibrate the noise distribution with the procedure:

1) Choose a distribution family for the noise
2) For a fixed and known input value, draw multiple samples of the output observations
3) Fit the output samples to the distribution family

In the DNNS case, we only have one sample for any given input and we have no knowledge of the ground truth (noise free) label. We can similarly choose a distribution family for our model, but we cannot assume that any of the parameters are fixed across samples. Our approach to overcome this problem will be to assume that there is some canonical element of the distribution family that we can transform each predictive distribution to. Specifically, we seek to approximate the empirical posterior over some canonical transformation of the target variables $Y$ by a simpler (tractable) target distribution $Q$ (modeling choice). This enables us to leverage an abundant class of distribution matching metrics, $f$-divergences, to formulate a loss function enforcing distributional calibration. For tractable inference, we assume i.i.d. mini-batches of training data and instead impose distribution matching losses over empirical error residuals across each batch.

We assume that we can transform each training sample output distribution to some canonical element of the distribution family. For instance, Gaussian random variables are canonicalized by centering the distribution (subtracting the mean) and normalizing (dividing by variance). These canonical elements are used (in conjunction with the labels) to determine the empirical error distribution. $f$-Cal then performs distribution matching across this empirical and a target distribution.

**B. $f$-Cal Algorithm**

Given a mini-batch containing $N$ inputs $x_i$, a probabilistic regressor predicts $N$ sets of distributional parameters $f_p(x_i) = \phi_i (\phi_i \in \Phi)$ to the corresponding probability distribution $s(y_i; \phi_i)$. Define $g : \mathcal{Y} \times \Phi \rightarrow \mathcal{Z}$ as the function that maps the target random variable $y_i$ to a random variable $z_i$ which follows a known canonical distribution. Since these residuals $\{z_1, z_2, \ldots, z_N\}$ must ideally follow a chosen calibrating (target) distribution $Q$:

$$z_i = g(y_i, \phi_i) \sim Q$$  \hspace{1cm} (6)

The key difference between (2) and (6) is that (6) now applies for all samples in the dataset, as opposed to just a single sample. As a result, we can now follow the similar procedure that we would with a traditional sensor and compute the empirical statistics of the residuals of the $z_i$ variables across the entire set (or in practice across a mini-
We experiment with a number of $f$-divergence choices, and $\lambda$ (we provide thorough analysis of the choice of $z_i$). The error residuals are computed as $\sigma_i$. The variance $y_i$ variables for the transformed variables. In practice, we find that this can cause more stable calibration. In this case we compute the sum-of-squared error residuals $q = \sum_{i=1}^{K} z_i^2$, and enforce the resulting distribution to be Chi-squared with parameter $K$ i.e $q \sim \chi^2_K$, so in this case target distribution $Q = \chi^2_K$. Subsequently, we note that as the degrees of freedom $K$ of a Chi-squared distribution increase, it can be approximated by a Gaussian of mean $K$ and variance $2K$ through the application of the central limit theorem:

$$\lim_{K \to \infty} \frac{\chi^2_K - K}{\sqrt{2K}} \to N(0, 1) \implies \lim_{K \to \infty} \chi^2_K \to N(K, 2K)$$

In practice, this variation of the central limit theorem for Chi-squared random variables holds for moderate values of $K$ (i.e., $K > 50$). This is practical to ensure, particularly in dense regression tasks such as bounding box object detection (where hundreds of proposals have to be scored per image) and per-pixel regression. We summarize the process for generating the calibration loss in Alg. 1. This loss is then combined with the typical empirical risk as given by (7).

V. EXPERIMENTS

We conduct experiments on a number of large-scale perception tasks, on both synthetic and real-world datasets. We report the following key findings which we elaborate on in the remainder of this section.

1) $f$-Cal achieves significantly superior calibration compared to existing methods for calibrating aleatoric uncertainty.

2) These performance trends are consistently observed across multiple regression setups, neural network architectures, and dataset sizes.

3) We demonstrate that there is a trade-off between deterministic and calibration performance by varying the $\lambda$ hyper-parameter. This trade-off has been established in previous literature [8], [14]. However, we further demonstrate empirically that this trade-off is inherently caused by a mismatch between the choice of the noise data distribution family and the true underlying noise distribution.

A. Regression tasks

We consider 3 regression tasks: a synthetic disc tracking dataset (Bokeh), KITTI depth estimation [12] and KITTI object detection [12]. These tasks are chosen to span the range of regression tasks relevant for robotics applications: sparse (one output per image in disc tracking), semi-dense (object detection), and pixelwise (fully) dense (depth estimation). Unless otherwise specified, we model aleatoric uncertainty using heteroscedastic Gaussian distributions.

B. Baselines

We compare $f$-Cal models with the following baselines: NLL loss [36], [9], Temperature scaling [8], Isotonic regression [46], Calibration loss [8] and GP-beta [42]. We report results for $f$-Cal, with KL-divergence ($f$-Cal-KL) and Wasserstein distance ($f$-Cal-Wass) as losses for

---

**Algorithm 1: f-Cal for Gaussian uncertainties**

**Input**: Dataset $D$, probabilistic neural regressor, $f_P$, degrees of freedom $K$, batch size $N$, number of samples for hyper-constraint $H$

for $i = 1 \ldots N$ do

$(\mu_i, \sigma_i) \leftarrow f_P(x_i)$

$z_i \leftarrow \frac{y_i - \mu_i}{\sigma_i}$

end

$C = \emptyset$ // Samples from Chi-squared distribution

for $i = 1 \ldots H$ do

// Create a chi-squared hyper-constraint

$q_i \leftarrow \sum_{j=1}^{K} z_{ij}^2, z_{ij} \sim \{z_1 \cdots z_N\}$

$C.append(q_i)$

end

$P_z \leftarrow \text{Fit-Chi-Squared-Distribution}(C)$

$L_{f-Cal} \leftarrow D_f(P_z || \chi^2_K)$

return $L_{f-Cal}$
distribution matching. We also experimented with a recently proposed maximum mean discrepancy based method [6]. Being designed for very low data regimes, it failed to solve any of our tasks considered. Similarly, GP-Beta [42] and isotonic regression [46] solve our synthetic tasks, but do not scale to large, real-world tasks.

**C. Evaluation metrics**

We evaluate the accuracy in calibration by means of the following widely used metrics. The expected calibration error (ECE) [35], [8] measures the discrete discrepancy between the predicted distribution of the neural regressor and that of the label distribution. We divide the predicted distribution into \( S \) intervals of size \( \frac{1}{S} \). ECE is computed as the difference between the empirical bin frequency and the true frequency(\( \frac{1}{S} \)). For total samples \( P \) and number of samples in bin \( s \) as \( B_s \), \( ECE = \sum_{s=1}^{S} \left| \frac{|B_s|}{P} \right| \left( \frac{1}{S} - \frac{|B_s|}{P} \right) \).

**Results:** Table I(a) compares \( f \)-Cal to the aforementioned baselines, evaluating performance (i.e., the accuracy of the estimated mean) and calibration quality.
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**Fig. 3:** Qualitative results: Uncertainty calibration for object detection models (Faster RCNN) over the KITTI [12] dataset. (Left) Models trained using an NLL loss term produce overconfident predictions (notice how the model outputs small, low uncertainty, ellipses for the occluded cars). (Right) \( f \)-Cal, on the other hand, produces calibrated uncertainty estimates (notice the large covariances for occluded cars, and the car in the foreground, whose endpoints are indeed uncertain).

We report ECE scores for standard normal distribution and chi-squared distribution in this work, which we denote by ECE(z) and ECE(q) respectively. We also plot reliability diagrams which visually depict the amount of miscalibration over the support of the distribution. Perfectly calibrated distributions should have a diagonal reliability plot. Portions of a curve above the diagonal line are over-confident regions, while those below the curve are under-confident.

**D. Bokeh: A synthetic disc-tracking benchmark**

Since ground-truth estimates of aleatoric uncertainty are extremely challenging to obtain from real-world datasets, we first validate our proposed approach in simulation.

**Setup:** We design a synthetic dataset akin to [15] for a disc-tracking task. The goal is to predict the 2D location of the centre of a unique red disc from an input image containing other distractor discs. All disc locations are sampled from a known data-generating distribution.

**Models:** We use a 3-layer ConvNet architecture with an uncertainty prediction head. We train a model using the NLL loss [36] for our baseline probabilistic regressor. We then train two models using our proposed \( f \)-Cal loss (\( f \)-Cal-KL and \( f \)-Cal-Wass).

![Fig. 4: Qualitative results](image)

**Fig. 4:** Qualitative results for depth estimation models on the KITTI [12] benchmark. (Top) Input image; (Middle) Predicted depth; (Bottom) Predicted uncertainty.

**Fig. 5:** Calibration plots on KITTI[12] object detection: Top: Predicted Chi-squared distributions (using hyper-constraints) and standard normal distributions from the residuals. Bottom: corresponding reliability diagrams for chi-square and standard normal space. \( f \)-Cal consistently yields superior calibration curves in both, chi-square and standard normal space. These curves correspond to results reported in Table I.

We report the performance (Smooth-L1 error) denoted by \( L1 \) in Table I for both the noise-free ground-truth (in typical ML settings, we never have access to this variable. We only ever access the noisy ground-truth labels), and the noisy ground-truth (accounting for label generation error).

We see in Table I that \( f \)-Cal outperforms all baselines considered. It is worth noting that we perform better than temperature scaling [8] despite this being a somewhat unfair comparison (temperature scaling leverages a large held-out calibration dataset, while we do not use any additional data). \( f \)-Cal gives well-calibrated uncertainty estimates without sacrificing the deterministic performance (more discussion of this point in Sec. VI).
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TABLE I: f-Cal - Results: We evaluate f-Cal for a wide range of robot perception tasks and datasets. In each column group (a, b, c, d), we report an empirical risk (deterministic performance metric such as L1, SiLog, RMSE, mAP), expected calibration errors (ECE), and negative log-likelihood. f-Cal consistently outperforms all other calibration techniques considered (lower ECE values). (a) We develop Bokeh – a synthetic disc tracking benchmark that contains GT uncertainty values, useful for baseline comparisons. (b) Depth estimation on the KITTI benchmark [12]. (c) Object detection on the KITTI benchmark [12]. (d) Object detection on the Cityscapes dataset [5]. Notably, f-Cal improves calibration without sacrificing deterministic performance. (Note: L1 scores are scaled by a factor of 1000 and ECE scores by a factor 100 for improved readability. ↓: Lower is better, ↑: Higher is better, –: Method did not scale to task/dataset)

| Approach | L1(Ece) | L1 | EU(Ece) | EU(GT) | NL(Ece) | SiLog | RMSE | EU(Ecal) | EU(GT) | NL(Ecal) | mAP | EU(Ecal) | EU(GT) | NL(Ecal) |
|----------|---------|----|---------|---------|----------|-------|------|---------|---------|----------|-----|---------|---------|----------|
| Calibration Loss [8] | 1.46 | 1.57 | 1.13 | 76.11 | -1.66 | 9.604 | 2.918 | 1.71 | 99.9 | 2.879 | 90.405 | 2.33 | 81.48 | 0.773 | 102.2 | 38.218 | 0.163 | 9.681 | 0.999 |
| Temperature scaling [4] | 1.44 | 1.54 | 0.82 | 9.22 | -1.70 | 9.213 | 2.850 | 2.36 | 99.9 | 3.362 | 54.451 | 0.315 | 4.151 | 1.021 | 36.309 | 0.226 | 2.705 | 1.065 |
| Isotonic regression [4] | 1.38 | 1.49 | 2.05 | 9.38 | -1.57 | - | - | - | - | - | - | - | - | - | - | - | - |
| GP-Isotonic [42] | 1.39 | 1.49 | 2.21 | 93.48 | -1.54 | - | - | - | - | - | - | - | - | - | - | - | - |
| f-Cal-KL (ours) | 1.42 | 1.52 | 0.56 | 9.21 | -1.76 | 9.679 | 2.911 | 0.074 | 22.5 | 2.004 | 9.679 | 2.911 | 0.074 | 22.5 | 2.004 | 9.679 | 2.911 | 0.074 | 22.5 |
| f-Cal-Wass (ours) | 1.41 | 1.54 | 0.79 | 7.99 | -1.75 | 9.509 | 3.202 | 0.156 | 67.9 | 2.157 | 9.604 | 2.918 | 0.163 | 9.681 | 0.999 |

Fig. 6: Calibration-vs-deterministic performance trade-off: We see that this trade-off is observed for all the three calibration techniques. For similar deterministic performance f-Cal models are able to achieve smaller ECE values (i.e., better calibration).

E. KITTI Depth Estimation

Setup: We evaluate f-Cal on real-world robotics tasks like depth estimation and object detection (Sec. V-F). We train f-Cal and several baseline calibration techniques on the KITTI depth estimation benchmark dataset [12]. We modify the BTS model [28] for supervised depth estimation into a Bayesian Neural Network by adding a variance decoder. We evaluate the deterministic performance using SiLog and RMSE metrics and calibration using ECE and NLL.

Discussion: Through our experiments, we conclude that there is a trade-off between deterministic and calibration performances as shown in Fig. 6 (also established in [14], [8]). We can control this trade-off by varying the λ in (7). By plotting SiLog and ECE for different values of λ we can analyze this trade-off for the baseline calibration techniques. We note that λ may be application dependent. To our knowledge our method is the first that enables this tradeoff to be made easily with one parameter. In Table. I-(b), for every method we select a λ which best balances between deterministic performance and calibration. For this fixed λ we run the experiment over multiple seeds and report mean scores We see that f-Cal outperforms all baselines on all calibration metrics. We also observe that unlike Bokeh (Table. I - (a)), temperature scaling struggles to calibrate uncertainties by tuning a single temperature parameter on such a large and complex task of depth estimation. We show qualitative results of depth estimation in figure 4.

F. Object detection

Setup: We now consider the task of object detection in an autonomous driving setting. We calibrate probabilistic object detectors trained on the KITTI [12] and Cityscapes [5] datasets. We use the popular Faster R-CNN [38] model with a feature pyramid network [31] and a Resnet-101 [18] backbone. We use the publicly available detectron2 [45] implementation and extend the model to output variances.

Discussion: We summarize the results of our object detection experiments in Table I-(c, d) and Fig. 5. As can be seen in Table I, we see that f-Cal variants, while having competitive regression performance (in terms of mAP), exhibit far superior calibration as reflected through ECE scores. In Fig 5, we can see through reliability plots that the baselines methods yield inferior calibration and are farther away from the ground-truth distribution. It is important to note that even though calibration loss ([8]) is able to predict a distribution which is close to being standard normal, it is still not as calibrated as the f-Cal estimates. This is reflected in the reliability diagram for the Chi-squared distribution which is much more contrastive than the curve for the standard normal distribution. Fig 5 also shows that loss attenuation yields very over-confident uncertainty predictions, which can be corroborated with qualitative results shown in Figure 3. By employing hyper-constraints over the proposed distribution, f-Cal enforces regularization at a batch level which leads to superior calibration performance.

VI. DISCUSSION AND CONCLUSION

Impact of modeling assumption: We postulate that for real-world datasets such as KITTI [12], the tradeoff in calibration and deterministic performance occurs due to poor modeling assumptions (i.e., modeling uncertainty using a distribution that is quite different from the underlying label error distribution). To investigate this, we introduce a mismatch between the true distribution, a Gamma distribution parameterized by γ, and the assumed distribution, a Gaussian distribution, on the synthetic (Bokeh) dataset (Fig. 7 (left)). For lower distributional mismatch, the performance gap between the calibrated and deterministic models is reduced. We attribute the deterministic performance drop for KITTI results to this phenomenon.
The impact of this facet of our approach is significant. This means that through experimenting with different modeling assumptions and looking at the resulting tradeoff, we may be able to infer something about the underlying noise distribution, something that is typically very hard to do.

**Effect of degrees of freedom (K):** We analyze how the number of degrees of freedom (K) would impact calibration performance. We train models with different values of K and measure the degree of calibration. In Fig. 7 (right), we can observe that for K > 50, the central limit theorem holds and we get good calibration.

**Summary:** In this work, we presented f-Cal, a principled variational inference approach to calibrate aleatoric uncertainty estimates from deep neural networks. This enables the deep neural network perceptual models to be treated as a sensor in a typical robot autonomy stack. Uncertainties associated with object detectors can be employed in object-based state estimation or in model-predictive control loops. In future, we will extend the approach to also consider epistemic uncertainty estimation. Another interesting avenue for future work could be to investigate non-iid settings – common in sequential and online learning scenarios.
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**APPENDIX**

II. DERIVING f-CAL LOSS:

In this section, we derive the KL-divergence and W-dist loss presented in this work.

Here, let’s say that the neural regressor is predicting N regression variables over an entire batch of inputs. We use the following notations for our predictions and ground-truth.

- **predicted means**: $\mu_1, \mu_2, \ldots, \mu_N$
- **predicted variance**: $\sigma_1^2, \sigma_2^2, \ldots, \sigma_N^2$
- **Ground truth**: $y_1, y_2, \ldots, y_N$
- $K$ = degrees of freedom of a chi-squared random variable, generally, $K > 50$.

Here, N is assumed to be larger, generally $N > 1000$. Here K is a hyper-parameters.

- $z_i^2 = \frac{(y_i - \mu_i)^2}{\sigma_i^2}$, i = {1, 2, ..., N}, are Mahalanobis distances with DoF 1.
- $Q_i = \sum_{j=1}^{K} z_{ij}^2 = \sum_{j=1}^{K} \frac{(y_{ij} - \mu_{ij})^2}{\sigma_{ij}^2}$
- $y_{ij} \sim \{y_1, y_2, \ldots, y_N\}$
- $Q_i = \sum_{j=1}^{K} \frac{(y_{ij} - \mu_{ij})^2}{\sigma_{ij}^2}$
  \[ \sim \chi^2_K \]

Here, $\mu_{ij}$ and $\sigma_{ij}$ are predictions corresponding to $y_{ij}$, $y_{ij}$ is uniformly sampled without replacement. We have $H$ such $Q_i$, each distributed as chi-squared random variable with DoF K. H is a hyper-parameter, which is number of chi-squared samples.

The distribution resulting out of these H random variables is a chi-squared distribution. For $K > 50$, $\chi^2_K \rightarrow N(K, 2K)$. Empirical mean($\mu_{\chi^2_K}$) and variance($\sigma^2_{\chi^2_K}$) of the chi-squared distribution can be written as below,

\[
\mu_{\chi^2_K} = \frac{1}{H} \sum_{i=1}^{H} Q_i = \frac{1}{H} \sum_{i=1}^{H} \sum_{j=1}^{K} \frac{(y_{ij} - \mu_{ij})^2}{\sigma_{ij}^2}, \sigma^2_{\chi^2_K} = \frac{1}{H - 1} \sum_{i=1}^{H} (Q_i - \mu_{\chi^2_K})^2
\]

\[
\sigma^2_{\chi^2_K} = \frac{1}{H - 1} \sum_{i=1}^{H} \left( \frac{\sum_{j=1}^{K} (y_{ij} - \mu_{ij})^2}{\sigma_{ij}^2} - \frac{1}{K} \sum_{j=1}^{K} \sum_{i=1}^{H} \frac{(y_{ij} - \mu_{ij})^2}{\sigma_{ij}^2} \right)^2
\]

In the above equation, we get empirical means and variance of our chi-squared distribution.

According to central limit theorem, Chi-squared distribution with degrees of freedom $K(K \geq 50)$ follow Gaussian distribution mean K and variance 2K. hence target mean($\hat{\mu}_{\chi^2_K}$) and target variance($\hat{\sigma}^2_{\chi^2_K}$) are,

- $\hat{\mu}_{\chi^2_K} = K, \hat{\sigma}^2_{\chi^2_K} = 2K$

Proposal distribution: $p(x) = N(\hat{\mu}_{\chi^2_K}, \hat{\sigma}^2_{\chi^2_K})$

Target distribution: $q(x) = N(\mu_{\chi^2_K}, \sigma^2_{\chi^2_K})$

We have statistics of proposal distribution($p(x)$) and target distribution($q(x)$). The closed form KL-divergence and Wasserstein distance between two univariate normal distributions can be expressed as below.

\[
KLD = KL(p||q) = \frac{1}{2} \log \left( \frac{\sigma^2_{\chi^2_K}}{\sigma^2_{\chi^2_K}} + \frac{(\mu_{\chi^2_K} - \hat{\mu}_{\chi^2_K})^2}{2\sigma^2_{\chi^2_K}} - \frac{1}{2} \right)
\]

\[
W-dist = W(p, q) = (\mu_{\chi^2_K} - \hat{\mu}_{\chi^2_K})^2 + (\hat{\sigma}^2_{\chi^2_K} + \sigma^2_{\chi^2_K} - 2\sigma_{\chi^2_K} \hat{\sigma}_{\chi^2_K})
\]
\[
    \text{W-dist} = W(p, q) = \left( \sum_{i=1}^{H} \sum_{j=1}^{K} \frac{(y_{ij} - \mu_{ij})^2}{\sigma_{ij}^2} - K \right)^2 + \\
    (2K + \frac{1}{H-1} \sum_{i=1}^{H} \left( \sum_{j=1}^{K} \frac{(y_{ij} - \mu_{ij})^2}{\sigma_{ij}^2} \right) - \frac{1}{K} \sum_{i=1}^{H} \sum_{j=1}^{K} \frac{(y_{ij} - \mu_{ij})^2}{\sigma_{ij}^2} \right)^2 - \\
    2\sqrt{\frac{1}{H-1} \sum_{i=1}^{H} \left( \sum_{j=1}^{K} \frac{(y_{ij} - \mu_{ij})^2}{\sigma_{ij}^2} \right) - \frac{1}{K} \sum_{i=1}^{H} \sum_{j=1}^{K} \frac{(y_{ij} - \mu_{ij})^2}{\sigma_{ij}^2} \right)^2 \sqrt{2K}}
\]

III. IMPLEMENTATION DETAILS

A. Bokeh: A synthetic disc-tracking benchmark

**Dataset:** We design Bokeh with complexities of a typical regression problem for computer vision task in mind. The goal is to predict the 2D location of the centre of a red disc from an input image containing other distractor discs. All discs are sampled from a known data-generating distribution. Randomly coloured discs are added to the image to occlude the red disc and act as distractors. The locations and radii of these distractor discs are sampled from a uniform distribution. We generate homoscedastic and heteroscedastic variants of the dataset.

We introduce noise to our ground-truth labels and create two separate synthetic datasets one where noise is Homoscedastic and other where its Heteroscedastic. Noise in x and y are sampled independently from a gaussian distribution. In case of homoscedastic noise, the noise generating distribution is \( N(0, \sigma) \), where \( \sigma \) is a fixed value. On the other hand, heteroscedastic noise is generated from the distribution \( N(0, \sigma(x)) \), where \( \sigma \) is a function of the input image \( x \). \( \sigma(x) \) depends on the proximity of the distractor discs in relation to the red disc. Simply put, if the distractor discs are nearby or occluding the red disc the \( \sigma(x) \) value will be high and low when they are far away. We split the dataset into training, validation and test sets in proportion of 3:1:1.

**Training:**

We train \( f \)-Cal-KLD and \( f \)-Cal-Wass with KL-divergence and Wasserstein distance as our loss function to measure the distance between predicted and groundtruth chi-squared distribution. All the baseline calibration methods (Table II) were initialized with NLL loss trained weights.

![Datasets](image)

**Fig. 8: Datasets:** We evaluate baselines, current-art, and \( f \)-Cal on 3 datasets and multiple tasks. a) We create a synthetic dataset (Bokeh) where the task is to regress the coordinates of the center of a unique red disk. b) KITTI Object Detection and KITTI Depth Estimation benchmark datasets [12] c) Object detection on Cityscapes [5]

B. KITTI Depth Estimation

To test the scalability of \( f \)-Cal to real-world robotics tasks, we evaluate it on Depth estimation and Object Detection tasks. For depth estimation, we use the KITTI Depth Estimation benchmark dataset for evaluation. We modify the BTS[28] model into a Bayesian Neural Network by adding an uncertainty decoder. Similar to BTS[28] work, we train our network on a subset of nearly 26K images from KITTI[12], corresponding to different scenes not part of the test set containing 697

\[3\text{This is important, as it devoids us of the usual handicaps with real data, where one may not have access to the label-generating distribution.}\]
images. The depth maps have an upper bound of 80 meters. We include an uncertainty head which predicts the standard deviation corresponding to the output distribution. All the models were initialized with NLL loss trained weights.

The loss function used for training these models is given in Eq. 8.

\[ \mathcal{L} = \mathcal{L}_{reg} + \lambda \mathcal{L}_{cal} \]  

(8)

Here \( \mathcal{L}_{reg} \) is the SiLog loss function used in BTS[28] paper, and \( \mathcal{L}_{cal} \) can be NLL, calibration or the f-cal losses. As mentioned in the main paper, \( \lambda \) is trade-off parameter which can be used to control the trade-off between calibration and deterministic performances.

C. Object Detection

We use the popular Faster R-CNN [38] with a feature pyramid network [31] and a Resnet-101 [18] backbone. We use the publicly available detectron2 [45] and PyTorch[37] implementation and extend the model to regress uncertainty estimates. For uncertainty estimation in object detectors, we add uncertainty head in stage-2 of the network. We employ \( xyxy \) bounding box parameterization as used in [19] as opposed to \( xywh \) used in [38]. Using \( xyxy \) bounding box parameterization ensures that we have all linear transformations over our predictions to get final bounding box. The reason for employing \( xyxy \) bounding box parameterization is to ensure that our final prediction on the bounding box is Gaussian distribution. A Gaussian uncertainty going through non-linear transformation will lose Gaussian-ness of the prediction. In uncertainty head, we have a fully connected layer followed by a Generalized Sigmoid non-linearity, \( g(x) = \frac{\beta - \alpha}{1 + \exp(-\eta x)} \). Here, \( \beta \) is upper asymptote, \( \alpha \) is a lower asymptote and \( \eta \) is the sharpness. For all the experiments in this section, we have \( \alpha = 0, \beta = 50 \) and \( \eta = 0.15 \). These hyperparameters are chosen to have wide range of uncertainty estimates. Using Generalized Sigmoid function bounds our variance predictions as well as provides stable training dynamics. All the baseline calibration models were initialized with NLL Loss trained weights, and trained with learning rate of 1e-4.

For KITTI, there are 7481 images in the annotated data. This data is divided into train/test/val splits. 4500 images are used for training, 500 images are in validation set and rest 2481 are in the test dataset. For Temperature scaling([8]), we use validation dataset to learn the temperature parameter. We train the temperature parameter until its value is stabilized.

We have exactly same procedure for Cityscapes dataset as well. In Cityscapes, we have 3475 annotated images, out of which 2500 are used for training, 475 are used for validation, and 500 are used for testing the models. We perform similar holdout cross validation for Cityscapes also, and choose the best performing model for testing. We use same procedure as KITTI for Temperature scaling.

IV. ADDITIONAL RESULTS

A. Bokeh

Table II shows the results for f-Cal and the baseline calibration techniques on Bokeh dataset with both homoscedastic and heteroscedastic noise. It can be seen that f-Cal outperforms all the baseline methods on all calibration metrics while maintaining the similar or sometimes better deterministic performance as the base model(i.e NLL loss). From Fig. 9, we can see qualitatively that the output distributions from f-Cal trained models are much closer to the ground truth distribution than

| Approach                      | SmoothL1 (GT) | SmoothL1 | ECE(z)     | ECE(q)     | NLL     |
|-------------------------------|---------------|----------|------------|------------|---------|
| NLL Loss[36]                  | 1.67 ± 0.35   | 2.16 ± 0.36 | 0.016 ± 0.004 | 0.854 ± 0.109 | 1.31 ± 0.14 |
| Calibration Loss[8]           | 1.68 ± 0.32   | 2.19 ± 0.31 | 0.013 ± 0.004 | 0.72 ± 0.232  | 1.36 ± 0.20 |
| Temperature Scaling[8]        | 1.67 ± 0.35   | 2.16 ± 0.36 | 0.007 ± 0.001 | 0.128 ± 0.098 | 1.38 ± 0.12 |
| Isotonic Regression[46]       | 1.60 ± 0.32   | 0.20 ± 0.31 | 0.019 ± 0.005 | 0.909 ± 0.049 | 1.31 ± 0.16 |
| GP-Beta[42]                   | 1.60 ± 0.31   | 0.26 ± 0.31 | 0.018 ± 0.009 | 0.837 ± 0.147 | 1.31 ± 0.20 |
| f-Cal-KL (ours)               | 1.67 ± 0.32   | 2.16 ± 0.32 | 0.005 ± 0.001 | 0.68 ± 0.007  | 1.43 ± 0.08 |
| f-Cal-Wass (ours)             | 1.59 ± 0.28   | 2.08 ± 0.28 | 0.006 ± 0.001 | 0.037 ± 0.0022 | 1.45 ± 0.05 |
| NLL Loss[36]                  | 1.44 ± 0.34   | 1.54 ± 0.34 | 0.0173 ± 0.0027 | 0.9183 ± 0.0238 | 1.60 ± 0.21 |
| Calibration Loss[8]           | 1.46 ± 0.29   | 1.57 ± 0.31 | 0.0113 ± 0.0022 | 0.7611 ± 0.0129 | 1.68 ± 0.19 |
| Temperature Scaling[8]        | 1.44 ± 0.34   | 1.54 ± 0.34 | 0.0082 ± 0.0019 | 0.0922 ± 0.0235 | 1.70 ± 0.15 |
| Isotonic Regression[46]       | 1.38 ± 0.27   | 1.49 ± 0.27 | 0.0205 ± 0.0045 | 0.9378 ± 0.0124 | 1.57 ± 0.24 |
| GP-Beta[42]                   | 1.39 ± 0.26   | 1.49 ± 0.27 | 0.0221 ± 0.0082 | 0.9348 ± 0.0208 | 1.54 ± 0.28 |
| f-Cal-KL (ours)               | 1.42 ± 0.33   | 1.52 ± 0.33 | 0.0056 ± 0.0011 | 0.0921 ± 0.0135 | 1.76 ± 0.15 |
| f-Cal-Wass (ours)             | 1.43 ± 0.34   | 1.54 ± 0.34 | 0.0079 ± 0.0016 | 0.0799 ± 0.0095 | 1.75 ± 0.15 |
the baselines. We can also see from the reliability curves, that f-Cal models are much closer to the diagonal line representing perfect calibration than the baselines. Apart from the baseline methods shown in TableII, we also trained MMD[6], but the model fails to converge on Bokeh which is the simplest of the three datasets used in this paper.

B. Object detection

In this section, we extensively report qualitative results on Object detection with f-Cal. In the main paper, we reported results for Expected calibration error(ECE) and Negative log likelihood(NLL). Here, we report results on other metrics such as Maximum calibration error, KLD, Wasserstein distance between proposed and target distributions.

The above metrics reflect calibration quality of the models. In addition, for object detection, we also modify existing popular metrics such as mAP([32]) and PDQ([16]) to report consistency of the models. Calibration generally implies consistency (vice versa is not true). In the main paper, we have defined calibration. Here we define consistency as below,

**Definition 2 (Consistency):** A neural regressor \( f_p \) is consistent for any arbitrary confidence bound \( c \) if,

\[
p(Y \leq y | s(y)) \leq c
\]  

(9)

From the above definition, we can observe that the requirement for calibration is more stringent than that of consistency. We can have consistent probabilistic detection if we predict arbitrarily high uncertainty (Intro figure(c)), we can always have consistent predictions, though the uncertainties cannot be interpreted as confidence scores. Through these new metrics, we show that consistency is the byproduct of calibration. We do not enforce any explicit constraints for consistency, yet we show in our results that we end up achieving highly consistent prediction. It is important to note that the consistency metrics we report do not automatically imply calibration. So these metrics should be interpreted in conjunction with calibration metrics. We can have arbitrarily high confidence if we predict highly inflated uncertainty estimates.

Towards this end, we modify two popular object detection evaluation metrics, mAP and PDQ, for consistency estimation. The new metrics are minor modification of mAP and PDQ, designed to evaluate consistency of the object detector. We use definition 2 to build these metrics.

Formally, let’s say our groundtruth bounding box is \( B_g = [x_1, y_1, x_2, y_2] \), represented by top left and bottom right corners of the bounding box. Our predicted box is represented by \( B_d = N(\mu_d, \Sigma_d) \). Here, \( \mu_d = [\mu_{x1}, \mu_{y1}, \mu_{x2}, \mu_{y2}] \). \( \Sigma_d \) is 4 x 4 matrix representing co-variance matrix for bounding box. It can be a full co-variance of diagonal covariance too. For this work, we are assuming co-variance however our proposed metric will be applicable to full co-variance matrix. Given this, the loss attenuation formulation looks as below,

\[
L_{ia} = (B_g - \mu_d)^T \Sigma_d^{-1} (B_g - \mu_d) + \log(det(\Sigma_d))
\]  

(10)

In equation 10, first term represents squared Mahalanobis distance, which characterizes number of standard deviations a point is away from mean of a distribution. The squared mahalanobis distance followed chi-squared distribution with p degrees of freedom. We get mahalanobis distance threshold \( \mathcal{M}_{\text{threshold}} \) when we evaluate chi-squared distribution with p degrees of freedom and confidence interval \( \alpha \). In this case, it will denote the probability of the groundtruth being in the hyper-ellipse defined by squared Mahalanobis distance.

In this work, we propose to use probability confidence between groundtruth and predicted distribution as a quality measure for detection. The less the mahalanobis distance, the more close ground-truth and the distribution are, the smaller the confidence contour would be.

Now we formally define confidence contour and corresponding Mahalanobis distance. Let’s say confidence contour of a Gaussian distribution’s volume of \( \alpha \). It means that probability of a random variable \( X \) falling inside this confidence contour is \( \alpha \). In this case, probability of exceeding critical value is \( \beta = 1 - \alpha \). Then Squared Mahalanobis distance threshold is \( \mathcal{M}_{\text{threshold}} = \chi^2(p, \beta) \). Which means that for a normal distribution \( N(\mu, \Sigma) \), if \( X \) falls in confidence contour \( \alpha \), then \( (X - \mu)^T \Sigma^{-1} (X - \mu) \leq \chi^2(p, 1 - \alpha) \).

**Mean Mahalanobis average precision(mMAP):**

Mean average precision(mAP)[32] has been the most popular metric to evaluate object detector. For consistency estimation, we modify this metric to incorporate probabilistic bounding box predictions. In mAP, precision is calculated for IoUs of 0.5 to 0.95 at the interval of 0.05. In mMAP, we replace IoU threshold with confidence contour thresholds. We keep confidence contour as a threshold and determine true positive based on Mahalanobis distance as explained in figure 10. In this work, we have thresholds of \([0.999, 0.995, 0.99, 0.95, 0.9, 0.85, 0.8, 0.7]\). We observe that mMAP is more informative metric to analyse probabilistic consistency. The definition of consistency (2) requires the prediction to be in certain confidence contour bound(c). This metric just evaluates that over multiple thresholds and averages across thresholds and categories just like mAP.

**Probability-based detection quality(PDQ):**
Fig. 9: Distributional and Reliability Diagrams (Bokeh): (Col 1) with Homoscedastic Noise (Col 2) with Heteroscedastic noise. (Row 1) shows the chi-squared distributional comparison of the predicted outputs with the target. (Row 2) shows the reliability diagram with chi-squared distribution. (Row 3) shows the standard-normal distributional comparison. (Row 4) shows the reliability curve with standard-normal variables.
Fig. 10: The definition of True positive changes as we define confidence contour based criterion. Blue box represents groundtruth object in both the images. In deterministic detection(a), we evaluate certain proposal as true positive if the IoU with actual object is greater than certain threshold. In probabilistic detection(b), we represent the uncertainty with ellipses in the figure. The ellipses visualized correspond to 80% confidence contour, and we observe that the groundtruth falls within 80% confidence contour, hence we classify that probabilistic detection as a true positive.

PDQ(Probability-based Detection Quality)[16] is a recently proposed metric to evaluate Probabilistic object detectors. It uses spatial and label quality into the evaluation criteria, and explicitly rewards probabilistically accurate detections. Both Spatial and label quality measures are calculated between all possible pairs of detections and Groundtruth. Geometric mean of these two measures is calculated and used to find the optimal assignment between all detections and groundtruths.

In PDQ, spatial quality is calculated by fusing background and foreground loss, which are computed using groundtruth segmentation mask and the probabilistic detection. This requires availability of masks during test time which may not be possible for bounding box based object detection dataset. In addition to that, evaluation objective of spatial quality estimation is different compared to training objective of probabilistic object detectors, which are trained with NLL loss. In contrast, the modified evaluation criteria(10) evaluates spatial quality without the need of any segmentation mask. Incorporating Mahalanobis distance based criteria enables the modified metric to evaluate consistency. Mahalanobis distance is a reflection of how many standard deviations away your mean prediction is compared to the sample(ground-truth in this case). Less Mahalanobis distance could be interpreted as good spatial quality of the prediction. We redefine the spatial quality as below,

\[ Q_s(B_g, B_d) = \exp\left(\frac{-((B_g - \mu_d)^T \Sigma_d^{-1} (B_g - \mu_d))}{T}\right) \] (11)

Where \( T \) is the temperature parameter(Not to be confused with Temperature parameter of Temperature scaling method). It determines how much should the Mahalanobis distance penalize spatial quality. Higher the temperature value, lower the penalty. In our experiments, we keep the value of \( T \) to be 10.

Both these metrics, complement mAP, which gives us estimate of how accurate our bounding boxes are, while these metrics will tell us how consistent our uncertainty values are. We can infer more about consistency of our models by analysing these metrics.

Cityscapes results:
In tables V and VI, we report results for Cityscapes[5] dataset. We observe that \( f \)-Cal is able to obtain highly consistent and calibrated uncertainty estimates. We observe that NLL Loss(full) is providing overconfident uncertainty estimates, resulting in poor consistency. We observe that other baselines such as NLL Loss(base) and Calibration Loss are able to obtain high consistency, but poorer calibration, which is a result of inflated uncertainty estimates. \( f \)-Cal and Temperature scaling are able to yield calibrated and consistent uncertainty estimates, while retaining deterministic performance. However, Temperature scaling had holdout validation set for tuning temperature parameter, while \( f \)-Cal results are directly obtained using training data only. We also note that \( f \)-Cal enables the model to learn uncertainty aware representations, as opposed to Temperature scaling, where representations learned are same as those of uncalibrated models.

KITTI results:
(a) Object detection - Cityscapes[5] - chi-squared distribution plots of different baselines. To quantitatively understand the results, see $W_{\text{dist}}(q)$ and $\text{KLD}(q)$ rows of table VI. Lower values correspond to better curves, which can be visually understood in the figure.

(b) Object detection - Cityscapes[5] - standard normal distribution plots of different baselines. To quantitatively understand the results, see $W_{\text{dist}}(z)$ and $\text{KLD}(z)$ rows of table VI.

(c) Object detection - Cityscapes[5] - chi-squared reliability diagrams of different baselines. To quantitatively understand the results, see $\text{MCE}(q)$ of different baselines. To quantitatively understand the results, see $\text{MCE}(z)$ and $\text{ECE}(q)$ rows of table VI. Lower values reflect better curves.

(d) Object detection - Cityscapes[5] - standard normal reliability diagrams of different baselines. To quantitatively understand the results, see $\text{MCE}(z)$ and $\text{ECE}(z)$ rows of table VI.

Fig. 11: Reliability diagrams and distribution plots for Object detection - Cityscapes[5] dataset.

| Approach                     | mAP   | AP50  | AP75  | mMAP  | PDQ   | PDQ (spatial) | PDQ (label) | NLL   |
|------------------------------|-------|-------|-------|-------|-------|---------------|-------------|-------|
| NLL Loss (base)             | 54.451| 78.476| 62.876| 76.76 | 0.601 | 0.725         | 0.976       | 1.022 |
| NLL Loss (full)             | 51.764| 76.245| 58.893| 35.066| 0.443 | 0.483         | 0.975       | 0.932 |
| Calibration loss            | 50.404| 70.442| 57.963| 49.162| 0.449 | 0.511         | 0.968       | 0.773 |
| fCal-WS (ours)              | 48.04 | 77.768| 53.107| 73.525| 0.565 | 0.703         | 0.968       | 0.914 |
| fCal-KL (ours)              | 51.874| 76.377| 59.181| 70.503| 0.535 | 0.665         | 0.96        | 0.846 |
| Temperature scaling [8]     | 54.541| 78.476| 62.876| 77.433| 0.608 | 0.737         | 0.976       | 1.021 |

TABLE III: Object detection - KITTI [12]: Consistency and deterministic results. This table shows results against various evaluation metrics for consistency and deterministic performance.
(a) Object detection - Kitti[12] - chi-squared distribution plots of different baselines. To quantitatively understand the results, see $W$-dist($q$) and KLD($q$) rows of Table IV. Lower values correspond to better curves, which can be visually understood in the figure.

(b) Object detection - Kitti[12] - standard normal distribution plots of different baselines. To quantitatively understand the results, see $W$-dist($z$) and KLD($z$) rows of Table IV.

(c) Object detection - Kitti[12] - chi-squared reliability diagrams of different baselines. To quantitatively understand the results, see MCE($q$) and ECE($q$) rows of Table IV. Lower values reflect better curves.

(d) Object detection - Kitti[12] - standard normal reliability diagrams of different baselines. To quantitatively understand the results, see MCE($z$) and ECE($z$) rows of Table IV.

Fig. 12: Reliability diagrams and distribution plots for Object detection - Kitti[12] dataset.

| Approach             | ECE($z$) | MCE($z$) | ECE($q$) | MCE($q$) | W-dist($z$) | KLD($z$) | W-dist($q$) | KLD($q$) |
|----------------------|----------|----------|----------|----------|-------------|-----------|-------------|----------|
| NLL Loss (base) [36] | 0.00304  | 0.01396  | 0.0537   | 0.21358  | 0.005       | 0.004     | 1183.549    | 0.768    |
| NLL Loss (full) [36] | 0.00345  | 0.0406   | 0.93312  | 0.96343  | 0.227       | 0.11      | 12190.394   | 3.052    |
| Calibration loss [8] | 0.00233  | 0.02759  | 0.8261   | 0.90619  | 0.151       | 0.088     | 10065.516   | 2.435    |
| fCal-WS (ours)       | 0.00115  | 0.00697  | 0.06967  | 0.06596  | 0.003       | 0.002     | 78.076      | 0.174    |
| fCal-KL (ours)       | 0.00162  | 0.01175  | 0.0393   | 0.18911  | 0.005       | 0.004     | 528.606     | 0.517    |
| Temperature scaling  [8] | 0.00315  | 0.01268  | 0.04126  | 0.16199  | 0.002       | 0.001     | 742.99      | 0.631    |

TABLE IV: Object detection - KITTI [12]: Results of $f$-Cal and other baselines for various calibration metrics.
### Table V: Object detection - Cityscapes\[5\]: Consistency and deterministic results. This table shows results against various evaluation metrics for consistency and deterministic performance.

| Method                  | mAP  | AP50  | AP75  | mMAP  | PDQ (spatial) | PDQ (label) | NLL  |
|-------------------------|------|-------|-------|-------|---------------|-------------|------|
| NLL Loss (base) [36]    | 38.309 | 61.548 | 39.142 | 49.380 | 0.454         | 0.613       | 0.910 | 1.069 |
| NLL Loss (full) [36]    | 36.199 | 55.878 | 39.283 | 23.763 | 0.361         | 0.453       | 0.934 | 1.029 |
| Calibration loss [8]    | 39.218 | 61.922 | 40.220 | 42.302 | 0.424         | 0.560       | 0.920 | 0.999 |
| fCal-WS (ours)          | 37.220 | 61.486 | 38.469 | 46.202 | 0.442         | 0.593       | 0.911 | 1.007 |
| fCal-KL (ours)          | 38.481 | 61.924 | 40.210 | 43.982 | 0.442         | 0.584       | 0.915 | 0.929 |
| Temperature scaling [8] | 38.309 | 61.548 | 39.142 | 48.965 | 0.452         | 0.610       | 0.911 | 1.065 |

In tables III and IV, we extensively report results for various metrics and baselines. We see that f-Cal is able to obtain highly consistent and calibrated results. We observe that when we train entire model with NLL Loss\(^4\)([36]), due to its mean seeking nature, it is trying to maximize the likelihood, and predicting very low uncertainty values, resulting in overconfident uncertainty estimates. This results in inconsistent predictions as evident from the mMAP, PDQ and PDQ(spatial) values. Note that many baselines have high consistency values but poorer calibration, which is a result of highly inflated uncertainty estimates. High consistency won’t be very useful if we do not have good calibration. So consistency metrics must be interpreted in conjunction with calibration metrics, to make accurate conclusions. Currently, f-Cal achieves state of the art calibration, while having competitive consistency. In table IV, we also report Maximum calibration error(MCE), Wasserstein distance and KLD, between proposed and target distributions.

#### C. KITTI Depth Estimation

We evaluate f-Cal and the baseline calibration methods using SiLog and RMSE for deterministic performance and ECE(z), ECE(q) and NLL for calibration performance. We run every experiment over 5 seeds to ensure reproducibility and establish statistical significance. Table. VII shows the full results with both mean and standard deviation over the 5 seeds. From Table. VII, we can see that f-Cal models outperform the baseline calibration techniques on all the calibration metrics for similar deterministic scores. We also observe that unlike Bokeh and Object Detection, Temperature scaling struggles at calibrating

\(^4\)In practice, NLL Loss is trained without freezing any part of the model. In this work, we just train the uncertainty head with NLL loss to have base model, which is used as weight initializer for other methods. NLL Loss(base) works better than NLL Loss(full) for consistency and calibration. Hence in the main paper, we report results for the base model, as opposed to full model. But if we train entire model with loss attenuation as done in practice, due to its mean seeking nature, we observe that it yields extremely poor consistency.
TABLE VII: Depth Regression - KITTI [12]: f-Cal on average gives better calibration performance in comparison with the baselines. ECE scores have been scaled by 100 to enhance readability.

Temperature uncertainties using a single scale/temperature parameter for depth estimation because of the complex nature of the task and the size of the dataset. It’s also apparent that the values of ECE(q) are larger in comparison to the Bokeh and Object Detection results, this can be attributed to the non-i.i.d. nature of the nearby pixels in the depth estimation task which will make it difficult for the models to obtain a low ECE(q) score.

V. f-Cal Code Snippet

This is a python implementation of f-Cal for wasserstein distance as divergence minimization criteria. As we see, f-Cal can be easily implemented using standard python packages such as PyTorch [37] and NumPy [17].

```python
import torch
from numpy.random import default_rng
from . import model ## our model to be trained

dataset_name = ‘my_dataset’
dataloader = torch.utils.data.DataLoader(dataset_name) ## MxK, MxN
inputs, gts = iter(dataloader) ## BxK, BxN

## training procedure
## forward pass
mu, std_dev = model(inputs)
gts, mu, std_dev = gts.flatten(), mu.flatten(), std_dev.flatten()

## residuals
residuals = (gts - mu) / std_dev

## constructing a chi-squared variable
rng = default_rng()
dof = 75 ## degrees of freedom
cs_samples = 100 ## number of chi-squared samples
chi_sq_samples = [] ## this will have our chi-squared samples
for i in range(cs_samples):
    indices = rng.choice(len(mu), size = dof, replace = False)
    chi_sq_samples.append((residuals[indices]**2).sum())
chi_sq_samples = torch.stack(chi_sq_samples)
mu1, mu2, var1, var2 = dof, chi_sq_samples.mean(), 2*dof, chi_sq_samples.var()

## loss computation
wasserstein_loss = ((mu1 - mu2)**2 + var1 + var2 - 2*(var1*var2)**0.5)
wasserstein_loss.backward()
```
In this work, we proposed a way to calibrate aleatoric uncertainty, which is modeled as Gaussian error. But in most real life settings, this assumption may not hold true. In such a case, we need to have methods to calibrate uncertainty for non-Gaussian setups too. In this section, we show that f-Cal can be easily extended to non-Gaussian setups.

Given a mini-batch containing \( N \) inputs \( x_i \), a probabilistic regressor predicts \( N \) sets of parameters \( f_p(x_i) = \phi_i \) to the corresponding probability distribution \( s(y_i; \phi_i) \). Define \( h : \mathcal{Y} \times \Phi \rightarrow \mathcal{Z} \) as the function that maps the target random variable \( y_i \) to a random variable \( z_i \), which follows a known canonical distribution. In case of \( s \) being a Gaussian, \( \phi_i \equiv (\mu_i, \sigma_i) \), and we chose \( h \) to be \( \frac{y - \mu_i}{\sigma_i} \). Which results in residuals \( \{z_1, z_2, \ldots, z_N\} \) following a standard normal distribution. We choose our target distribution \( Q \) to be a chi-squared distribution, and compute the empirical statistics of the residuals to fit a proposal distribution \( P \) of the same family as \( Q \). We define a variational loss function that minimizes the \( f \)-divergence between these two distributions.

In case of non-Gaussian distribution, we need to define the transformation function \( h \), such that our residuals \( z_i \) follow a known canonical distribution. Here, we propose a way to construct \( h \), through a series of transformations, such that final residuals are distributed as samples of a standard normal distribution. This will enable us to construct chi-squared hyper-constraints easily. Let \( S(y; \phi) = \int_{-\infty}^{y} s(y'; \phi) dy' \) be the cumulative density function of the predicted probability distribution \( s(y_i; \phi_i) \). Below, we revisit the definition of calibration,

\[
p(Y \leq y | s(y)) = \int_{-\infty}^{y} s(y') dy' \quad \forall y \in \mathcal{Y}
\]

**Theorem 1:** If \( x \) is a univariate random variable with continuous and strictly increasing cumulative density function \( F \), then transforming a random variable by its continuous density function always leads to the same distribution, the standard uniform\([7]\). Hence, if \( y = F(x) \) then \( y \sim U[0,1] \).

Here, \( p(Y \leq y | s(y)) \) is cumulative density function \( S(y; \phi) \). Hence, according to theorem 1 we know that \( p(Y \leq y | s(y)) \sim U[0, 1] \). If we have a non-Gaussian modeling assumption, we transform the predictions to uniform distribution using theorem 1, and then we take quantile function of a standard normal distribution\((\mathcal{N}(0, 1))\), to get standard normal residuals. After that, we follow same procedure to construct chi-squared hyperconstraints as presented in the main paper. To illustrate this, we provide a colab notebook with this supplementary, to illustrate applicability of theorem 1. If \( S(y; \phi_i) \) is cumulative density function of \( s(y) \), and \( F_N^{-1}(.) \) is inverse CDF of a standard normal distribution, then our modified algorithm for non-Gaussian case can be expressed as below.

**Algorithm 2:** f-Cal for non-Gaussian uncertainties

**Input:** Dataset \( D \), probabilistic neural regressor, \( f_p \), degrees of freedom \( K \), batch size \( N \), number of samples for hyper-constraint \( H \)

```plaintext
for i = 1 \ldots N do
  \phi_i \leftarrow f_p(x_i)
  z_i \leftarrow F_N^{-1}(S(y_i; \phi_i))
end

C = ∅  // Samples from Chi-squared distribution

for i = 1 \ldots H do
  // Create a chi-squared hyper-constraint
  \[ q_i \leftarrow \sum_{j=1}^{K} z_{ij}^2, z_{ij} \sim \{z_1 \ldots z_N\} \]
  C.append(q_i)
end

P \leftarrow \text{Fit-Chi-Squared-Distribution}(C)
\mathcal{L}_{f-Cal} \leftarrow D_f(P | \chi^2_K)
return \mathcal{L}_{f-Cal}
```

Note that above algorithm requires the CDF function \( S(.) \) to be continuous and differentiable. The rest of the pipeline is already differentiable and this can be implemented using standard autodifferentiation [37]. Below, we present a code-snippet for a case when uncertainties are modeled as Laplace distribution,
import torch
from numpy.random import default_rng
from . import model  # our model to be trained

dataset_name = 'my_dataset'
dataloader = torch.utils.data.DataLoader(dataset_name)  # MxK, MxN
inputs, gts = iter(dataloader)  # BxK, BxN

## training procedure
## forward pass
mu, b = model(inputs)
gts, mu, b = gts.flatten(), mu.flatten(), b.flatten()

## CDF of laplace distribution
uni_var = (gts <= mu) * 0.5 * torch.exp((gts - mu) / b) + 
          (gts > mu) * 0.5 * (1 - 0.5 * torch.exp(-(gts - mu) / b)

## this is for numerical stability
uniform_samples = torch.clamp(uni_var, 0.0000002, 0.9999998)

## inverse CDF of standard normal distribution
residuals = 0.0 + 1.0 * torch.erfinv(2 * uniform_samples - 1) * np.sqrt(2)

## constructing a chi-squared variable
rng = default_rng()
dof = 75  # degrees of freedom
cs_samples = 100  # number of chi-squared samples

chi_sq_samples = []  # this will have our chi-squared samples
for i in range(cs_samples):
    indices = rng.choice(len(mu), size=dof, replace=False)
    chi_sq_samples.append(((residuals[indices]**2).sum()).item())

chi_sq_samples = torch.stack(chi_sq_samples)
mu1, mu2, var1, var2 = dof, chi_sq_samples.mean(), 2*dof, chi_sq_samples.var()

## loss computation
wasserstein_loss = ((mu1 - mu2)**2 + var1 + var2 - 2*(var1*var2)**0.5)
wasserstein_loss.backward()