Abstract—Graph matching (GM) has been a building block in many areas including computer vision and pattern recognition. Despite the recent impressive progress, existing deep GM methods often have difficulty in handling outliers in both graphs, which are ubiquitous in practice. We propose a deep reinforcement learning (RL) based approach RGM for weighted graph matching, whose sequential node matching scheme naturally fits with the strategy for selective inlier matching against outliers, and supports seed graph matching. A revocable action scheme is devised to improve the agent’s flexibility against the complex constrained matching task. Moreover, we propose a quadratic approximation technique to regularize the affinity matrix, in the presence of outliers. As such, the RL agent can finish inlier matching timely when the objective score stop growing, for which otherwise an additional hyperparameter i.e. the number of common inliers is needed to avoid matching outliers. In this paper, we are focused on learning the back-end solver for the most general form of GM: the Lawler’s QAP, whose input is the affinity matrix. Our approach can also boost other solvers using the affinity input. Experimental results on both synthetic and real-world datasets showcase its superior performance regarding both matching accuracy and robustness.

Index Terms—Graph Matching, Reinforcement Learning, Quadratic Assignment, Affinity Regularization, Combinatorial Optimization.

1 INTRODUCTION

Graph Matching (GM) aims to find node correspondence between two or multiple graphs. As a standing and fundamental problem, GM spans wide applications in different areas including computer vision and pattern recognition. In its general form, GM can be formulated as a combinatorial optimization problem namely Lawler’s Quadratic Assignment Problem (Lawler’s QAP) [1], which is known as NP-hard. Generally speaking, solving a graph matching problem often involves two steps: extracting features from input images to formulate the QAP instance for constrained optimization, namely front-end feature extractor and back-end solver, respectively. We emphasize this perspective in this paper.

Impressive progress has been made for graph matching with the introduction of machine learning, especially by deep learning techniques. For the graph matching problem, the learning models are mainly applied on the front-end, especially for visual images using convolutional neural networks (CNNs) [2] for node feature learning and graph neural networks (GNN) for structure embedding [3], [4], [5]. Compared with traditional learning-free methods, which adopt handcrafted descriptors e.g. SIFT for keypoint feature extraction, learnable features are shown more expressive tailored to the training data. Another important advantage by using deep networks is that the graph structure information can be readily embedded into unary node features, as such the classic NP-hard graph matching problem in fact can be converted into the linear assignment problem, which can be readily solved by the Hungarian method in polynomial time, as the back-end solver. Perhaps for this reason, existing graph matching learning methods [4], [5], [6], [7], [8], [9], [10] mostly focus on the front-end learning, including both the graph features as well as affinity metrics, basically by supervised learning using manually labeled node correspondence as ground truth. While the back-end solver is relatively little considered for learning in literature. They simply combine their front-end feature extractors with some traditional combinatorial solvers for the QAP optimization, which means they hardly utilize deep learning to improve the back-end solvers.

As a matter of fact, the above discussion refers to Koopmans-Beckmann’s QAP [11], which requires the explicit input of two graphs. We argue that such raw information may not always be available for some reasons in practice e.g. privacy. For graph matching, the most general form is Lawler’s QAP [1] whose input is the pairwise affinity matrix whereby the raw graph information is removed and in fact the Koopmans-Beckmann’s QAP is a special case for Lawler’s QAP. There are also standing and widely adopted public benchmarks for Lawler’s QAP e.g. QAPLIB [12]. For its generality and popularity, there are also recent works [13], [14] following this line, whereby a GNN model is applied on the so-called association graph whose weighted adjacent matrix is the affinity matrix. This GNN model is trained for node embedding on the association graph, which selects the node correspondence via supervised learning in one shot.

Despite the above progress made in deep graph matching, little care is taken for dealing with the presence of outliers which is ubiquitous in the real world. Though there are a line of works for image matching by effectively dismissing the outliers, dating back to the classic RANSAC [15], while these works are basically
based on specific pose and motion models in vision, which can be
too specific to incorporate for general graph matching literature.
Moreover, as mentioned above, existing models are all supervised
(or based on supervised learning modules), while in reality, the
labeling is costive and even almost impossible to obtain for the
large-scale QAP instances in practice.

Towards practical and robust graph matching learning, in
the absence of labels and in the presence of outliers (in both
graphs), this paper proposes a new learning method for graph
matching, especially for its most general QAP form. In particular,
reinforcement learning is conceptually well suited for its label-
free nature and the flexibility in finding the node correspondence
by sequential decision making, which provides a direct way of
avoiding outlier over-matching by an early stopping of node
matching. In contrast, in most works \cite{2, 3, 13, 14, 10}
matching is performed in one shot which incurs coupling of the
inliers and outliers, and it lacks an explicit way to distinguish
outliers. Moreover, an any-time algorithm is often welcomed
which will generate a subset of the feasible solution at any time,
instead of waiting for a long time to get the whole solution without
any feedback, e.g. in car dispatching.

Based on the above motivation, we specifically devise a so-
called revocable deep reinforcement learning framework to allow
small mistakes over the matching procedure, and the current action
is revocable to research a better node correspondence based on
up-to-date environment information. Our technique is shown cost-
effective and empirically outperforms very recent techniques for
refining the local decision making \cite{17}.

Moreover, since the standard graph matching objective refers
to maximizing the affinity score between matched nodes, it causes
the so-called over-matching issue i.e. the outliers are also incor-
porated for matching to increase the overall score. To make the
objective more sensitive to outliers, we propose to regularize the
affinity matrix such that it discourages unwanted matchings by
assigning a negative score to those pairs. Intuitively, the RL agent
will naturally stop matching spurious outliers as the objective
score will otherwise decrease.

In this sense, utilizing label-free revocable RL with affinity
regularization for designing a new back-end solver becomes a
promising tool for pushing the frontier of graph matching research.
However, here we emphasize our method is focused on the back-
end part whose input is the affinity matrix, and our method cannot
be combined with learnable CNN and GNN for input graph
feature extraction and metric learning part e.g. by MLP, for joint
differentiable front-back-end learning. The reason is that, as will
be shown in our approach, the RL reward is in fact a function
parameterized by the front-end CNN/GNN/MLP, which makes end-to-end impossible. For the above reason, our RL solver is
trained on the input affinity matrix, by fixing the parameters of the
front-end models which can be pretrained via existing supervised
learning methods. Table \ref{table1} gives a comparison of existing works
for their learning modules and learning techniques. This protocol
is akin to the QAP learning part in the recent work \cite{14}, which
can also be regarded as the inherent limitation brought by RL.
Fortunately, as will be shown in our extensive experiments, our
method outperforms end-to-end supervised methods, especially
given a large ratio of outliers. Our two-stage training pipeline is
also in fact more efficient than joint learning, and thus suitable for
our method as RL is more costive than supervised learning.

In this paper, we propose two key components to entail the
success of our proposed RL solver for GM namely RGM. The
first is our revocable node selection mechanism to accommodate
the unavoidable local matching mistake over steps, and the revoke
is cautiously performed on an on-demand basis using a prediction
score. This scheme is particularly useful when the number of
common inliers is given as the sequential decision making can
early stop without over-matching outliers. However, in practice
such information might not be available. Hence our second key
technique refers to a regularization imposed on the input affinity
matrix such that the corresponding score value for outlier
matching can be decreased and even becomes negative. Then the
sequential matching will stop to avoid the affinity score decrease.
Besides, our RL framework also adopts the Double Dueling
DQN \cite{20} algorithm with priority experience replay memory \cite{21},
for cost-effective learning. The highlights of this paper are:

1) We propose a new graph matching learning method by
sequentially selecting the node correspondences from two graphs,
in contrast to the majority of existing learning literature that obtain
the whole matching in one shot. Accordingly, our approach can
naturally handle the case for partial matching when the outliers are
in one graph or in both by the early stopping the correspondence
selecting procedure, which can be otherwise nontrivial to handle
in one-shot models, especially for general graph matching.

2) Specifically, we first devise a revocable approach to select
the possible node correspondence from one pair to another, whose
mechanism is adapted to the unlabeled graph data with a given
affinity score as the reward, under the reinforcement learning
paradigm. To our knowledge, this is the first attempt for success-
fully adapting reinforcement learning to graph matching, which
was previously dominated by label-intensive supervised learning.
The RL scheme also naturally supports seeded graph matching
which has not been explored in previous deep GM models.

3) For the inherent ambiguity in avoiding matching the outliers
in both graphs, we develop a regularization technique to the
affinity matrix, whose resulting elements can be negative such
that the affinity score maximization reward may no longer pursue
to match as many node pairs as possible. This mechanism can also
be naturally combined with the reinforcement learning paradigm
as an independent reward function pre-processing module and
an improved input state. To our best knowledge, this is also
the first work for regularizing the affinity matrix to avoid over-
matching among outliers, even without knowing the exact number
of common inliers which is not always available in practice.

4) On synthetic datasets, Willow Object dataset, Pascal VOC
dataset, and QAPLIB, our RGM shows competitive performance
in both F1 score and objective affinity score, compared with
both learning-free and learning-based baselines. Note that RGM
focuses on learning the back-end solver and hence it is orthogonal
to many existing front-end feature learning based GM methods,
which enables our solver to directly solve the QAP problem
without knowing the input graphs and also can serve as a post-
solver to further boost the front-end learning solvers’ performance
as shown in our experiments. The source code of this work will be
made publicly available at: \url{https://github.com/Thinklab-SJTU/}

\section{Related Work}

We discuss the existing works closely related to ours: i) graph
matching as the problem we address in this paper; ii) deep learning
of graph matching, which is the emerging line of research in graph
matching; and iii) graph matching with outliers, which is our main
focus; and iv) reinforcement learning for combinatorial optimization as our work readily falls into this more broad category.

**Graph matching.** Formally, in this paper, we consider weighted graph matching, which aims to find the node correspondence by considering both the node features as well as the edge attributes, which is known as NP-hard in its general form \[22, 23\]. Moreover, graph matching falls into a more general so-called Quadratic Assignment Problem (QAP). Classic methods mainly resort to different optimization heuristics ranging from a random walk \[24\], spectral matching \[25\], path-following algorithm \[26\], graduated assignment \[27\], to SDP relaxation based technique \[28\], to name a few. However, such optimization based methods are in face of saturation of performance, and hence learning based approaches are receiving more and more attention recently. Our work also falls in the deep graph matching literature.

**Deep learning of GM.** Since the seminal work \[2\], deep neural networks have been an promising paradigm for its recently recognized potential for solving combinatorial problems \[29\] including graph matching \[22\]. Among the deep GM methods, we generally discuss three representative lines of research, according to their methodology. The first line of works \[4, 5\] apply CNNs or/and GNNs for learning the input graph’s node and structure features, as well as the affinity metric. By using GNN to embed the structure into node embedding, the resulting problem degrades into linear assignment that can be optimally solved by the Sinkhorn network \[30\] to fulfill double-stochasticity which is non-learnable. Hence, we in this paper regard them as the front-end feature and solver learning, as mentioned in Sec. 2 under the RL framework, at least by our presented reward based on the affinity objective score, it is impossible to jointly train the front-end models with the back-end solver. This is because the reward itself is a function w.r.t. the model parameters of the front end appearance and structure model e.g. CNN/GNN. While in the supervised NGM \[14\], the ground truth node correspondences as used for loss are computationally irrelevant to the front-end modules thus joint learning is feasible. Only NGM \[12\]/LCS \[13\] (these concurrent works are essentially similar to each other for the core idea) and RGM can be directly applied to QAP given an input affinity matrix. See results in experiments on QAPLIB in Sec. 5.5

**Remark:** Despite the benefits of label-free and timely node correspondence generation, our RL module cannot be combined with front-end models for joint feature and solver learning, as mentioned in Sec. 2 under the RL framework, at least by our presented reward based on the affinity objective score, it is impossible to jointly train the front-end models with the back-end solver. This is because the reward itself is a function w.r.t. the model parameters of the front end appearance and structure model e.g. CNN/GNN. While in the supervised NGM \[14\], the ground truth node correspondences as used for loss are computationally irrelevant to the front-end modules thus joint learning is feasible. Only NGM \[12\]/LCS \[13\] (these concurrent works are essentially similar to each other for the core idea) and RGM can be directly applied to QAP given an input affinity matrix. See results in experiments on QAPLIB in Sec. 5.5

### TABLE 1

| QAP Form | Learning Components* | Matching Process | Learning Protocol |
|----------|-----------------------|------------------|-------------------|
| Lawler’s | KB’s | Appearance | Structure | Affinity | Back-end Solver | One-shot | Sequential | Supervised | Self-supervised | Reinforcement |
| GNN [4] | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| PCA [4] | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| CIE [18] | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| NGM [14] | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| LCS [13] | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| BBGM [16] | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| GANN [19] | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| RGM (ours) | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |

**Remark:** Despite the benefits of label-free and timely node correspondence generation, our RL module cannot be combined with front-end models for joint feature and solver learning, as mentioned in Sec. 2 under the RL framework, at least by our presented reward based on the affinity objective score, it is impossible to jointly train the front-end models with the back-end solver. This is because the reward itself is a function w.r.t. the model parameters of the front end appearance and structure model e.g. CNN/GNN. While in the supervised NGM [14], the ground truth node correspondences as used for loss are computationally irrelevant to the front-end modules thus joint learning is feasible. Only NGM [12]/LCS [13] (these concurrent works are essentially similar to each other for the core idea) and RGM can be directly applied to QAP given an input affinity matrix. See results in experiments on QAPLIB in Sec. 5.5

---

**Subgraph matching against outliers.** Matching against outliers has been a long standing task especially for vision, and seminal works date back to RANSAC [15]. There are many efforts [31], [32], [33], [34], [35] (just a name a few) in exploring the specific problem structure and clues in terms of spatial and geometry coherence, e.g. motion, homography, pose etc. to achieve robust point or graph matching in the presence of outliers. While this paper is focused on the general setting of graph matching without using additional assumptions or parametric transform models, the relevant works are relatively less crowded.

One simple and popular technique for handling outliers refers to adding the dummy nodes, especially when it is assumed the outliers are only present in one graph. There are also some general and more complex methods in literature for GM. The strategy based on domain adaptation is utilized in [36], which removes the outliers as a part of the data normalization module. A heuristic and effective max-pooling strategy is developed in [37] for dismissing excessive outliers. Interestingly, the recent work [38] proposes a principled way to suppress the matching of outliers by assigning zero-valued vectors to the potential outliers. In fact, GM with outliers is similar to the maximal common subgraph problem [39], in the sense that keypoints to be matched can be regarded as a subgraph of the input graph.

It is worth noting that however all the above methods are learning-free and the trending learning-based solvers to our best knowledge, have not addressed the outlier problems explicitly except for adding dummy nodes [14], which is the gap to fill by this paper. In contrast, we propose a tailored mechanism for regularizing the affinity matrix (i.e. the weighted matrix of the association graph), such that the elements corresponding to outliers are more prone to be negative. As a result, the widely used affinity score maximization protocol naturally becomes refrained to matching the outliers, which otherwise are always over-matched given a non-negative affinity matrix.

**Reinforcement learning for combinatorial optimization.** There is growing interest in using reinforcement learning in
solving combinatorial optimization problems \([29]\). Researchers have considered value based \([40]\) and policy based \([41]\) reinforcement learning in some NP-hard combinatorial optimization problems, such as traveling salesman problem (TSP) \([42]\), vehicle routing problem (VRP) \([43]\), job scheduling problem (JSP) \([17]\), bipartite matching \([44]\), maximal common subgraph (MCS) \([45]\), causal discovery \([46]\), game-theoretic semantics \([47]\). The main challenges of these approaches are designing suitable problem representation and tuning reinforcement learning algorithms. For combinatorial optimization problems on single graph, pointer networks \([48]\) and graph neural networks \([49]\) are the most widely used representations. However, for graph matching, there are two graphs for input and the agent needs to pick a node from each of the two graphs every step, which differs from these aforementioned single-graph combinatorial problems.

In recent years, RL starts to be adopted in linear assignment problems like bipartite graph matching \([50]\), and its dynamic setting \([44]\). However, these works only consider the node affinity but not edge affinity, and focus on solving the dynamic case rather than the basic matching problem itself. In contrast, GM considers the additional edge information which can be often more challenging and has not been (successfully) addressed by RL to our best knowledge.

\section{Preliminaries}

Graph matching aims to find the node correspondence among two or multiple graphs, which is a fundamental problem in vision and pattern recognition. In this paper, we mainly focus on two graph matching, which is also known as pairwise graph matching. Specifically, we consider a more difficult situation, where there exist both vertex weights \((v_a, v_a)\) and edge weights \((e_p, e_q)\) in the association graph. The vertex and edge weights denote the first and second order affinities of Lawler’s QAP, respectively:

\begin{equation}
J(X) = \text{vec}(X)^\top K \text{vec}(X), \quad X \in \{0, 1\}^{n_1 \times n_2}, \quad X_{1n_2} \leq 1_n, \quad X^\top 1_{n_1} \leq 1_{n_2} \tag{1}
\end{equation}

where \(X\) is the permutation matrix of which the element is 0 or 1, \(X_{i,a} = 1\) denotes node \(i\) in graph \(G^1\) is matched with node \(a\) in graph \(G^2\). The operator \(\text{vec}(\cdot)\) means column-vectorization. \(K \in \mathbb{R}^{n_1 \times n_2 \times n_1 \times n_2}\) is the affinity matrix. For node \(i\) in \(G^1\) and node \(a\) in \(G^2\) the node-to-node affinity is encoded by the diagonal element \(K_{ia,ia}\), while for edge \(ij\) in \(G^1\) and edge \(ab\) in \(G^2\) the edge-to-edge affinity is encoded by the off-diagonal element \(K_{ia,jb}\). Assuming \(i, a\) both start from 0, the index \(ia\) means \(i \times n_2 + a\). The objective of Lawler’s QAP is to maximize the sum of both first order and second order affinity score \(J(X)\) giving the affinity matrix \(K\) by finding an optimal permutation \(X\).

Graph matching involves (at least) two input graphs. Instead of directly working on two individual graphs which can disclose raw data information which might be sensitive, in this paper, we first construct the association graph of the pairwise graphs as the input representation \([14], [25]\). We also hope in this way, the problem more easily handled by RL as the learning can be focused on one graph. In fact, RL has achieved seminal success on many other combinatorial problems \([17], [42], [43], [45]\). We leave the counterpart RL solver directly on input graphs for future work.

Specifically, following \([14], [25]\), we construct an association graph \(G^a = (V^a, E^a)\) from the original pairwise graph \(G_1^1\) and \(G_2^2\), with the help of the affinity matrix \(K\). We merge each two nodes \((v_a, v_a) \in V^1 \times V^2\) as a vertex \(v_p \in V^a\). We can see that the association graph contains \(|V^a| = n_1 \times n_2\) vertices. There exists an edge for every two vertices as long as they do not contain the same node from the original pairwise graphs, so every vertex is connected to \((n_1 - 1) \times (n_2 - 1)\) edges. There exist both vertex weights \(w(v_p)\) and edge weights \(w(v_p, v_q)\) in the association graph. The vertex and edge weights denote the first and second order affinities of Lawler’s QAP, respectively:

\begin{equation}
F_{pp} = w(v_p) = K_{ia,ia}, \quad \text{where } p = ia \\
W_{pq} = w(v_p, v_q) = K_{ia,jb}, \quad \text{where } p = ia, q = jb \tag{2}
\end{equation}

1. To distinguish input graphs from the derived association graph, this paper uses “node” for the raw graphs and “vertex” for the association graph.
where the vertex index $p$ in the association graph $G^a$ means a combination of the indices $i$ and $a$ in the original pairwise graphs $G^1$ and $G^2$. $F, W \in \mathbb{R}^{n_1 \times n_2}$ are the weight matrices that contain the vertex weights and edge weights in the association graph, respectively. Fig. 1 shows an example to construct the association graph from the input graphs. Selecting a vertex $p$ in the association graph equals to matching nodes $i$ and $a$ in the inputs.

After constructing the association graph, we can rewrite the original objective by Eq. 1. In the association graph $G^a$, we select a set of vertices $U$, which forms a subgraph of $G^a$ and is also a complete graph. The set of vertices $U$ in the association graph is equivalent to the permutation matrix $X$, as long as the set $U$ does not violate the constraint in Eq. 1, which will be discussed later in Sec. 4.1.1. Besides, the original objective score in Eq. 1 can be regarded as maximizing the sum of the vertex weights (original first order affinities) and edge weights (original second order affinities) in the complete graph formed by $U$:

$$J(U) = \sum_{v_p \in U} w(v_p) + \sum_{v_p, v_q \in U} w(v_p, v_q)$$

Then, we can optimize $J(U)$ on the association graph by learning how to add vertices to the set $U$. Note that $J(U)$ is equivalent to $J(X)$, they are two forms of the objective function, as $U$ is equivalent $X$. $J(X)$ is for the permutation matrix formulation while $J(U)$ is for the vertex set formulation.

4 APPROACH

In this section, we present our deep RL based solver RGM for graph matching, in the sense of maximizing the affinity objective function. We first introduce basic RL framework in Sec. 4.1, in which we show the design of our agent in Sec. 4.1.1. We further describe the network structure in Sec. 4.1.2. The experience replay memory is described in Sec. 4.1.3 and the updating algorithm in Sec. 4.1.4. Then, we introduce our designed revocable reinforcement learning network in Sec. 4.2, which allows the agent to undo the action made before. Finally in Sec. 4.3, we introduce our design for outlier-robust matching, and show why RL based sequential matching is a natural way for outlier-robust graph matching, which has not been fulfilled by existing methods.

4.1 Reinforcement Learning for Graph Matching

The idea of RL is to learn from the interactions between the agent and the environment [31]. The agent’s observation of the current environment is called state $s$. The agent chooses an action $a$ given the current state by a specific policy. After the agent performs an action, the environment will transfer to another state $s’$. Meanwhile, the environment will feedback to the agent with a reward $r$. This pipeline solves the problem progressively. For graph matching, “progressively” means to select the vertex in the association graph one by one. The environment is defined as a partial solution to the original combinatorial problem (Eq. 1) and equivalently the association graph, where the reward denotes the improvement of the objective function by matching a new pair of nodes. The interactions between the agent and the environment are recorded as a transition $(s, a, r, s’) \rightarrow (s., a., r., s’.)$ into an experience replay memory $M$. After several episodes, the agent updates its networks $f_b$ according to the transitions sampled from $M$.

In this paper, we design our RL method based on Double Dueling DQN (D3QN) [20], [40], [52], since graph matching is a typical discrete decision making problem. It is widely accepted [53] that value based RL algorithms work well in the discrete RL scenario, while D3QN is the state-of-the-art value based RL algorithm. We will show ablation study results in experiments to verify the effectiveness of our choice. The training process of RGM is described in Algorithm 1 in which some modules will be introduced later.

4.1.1 Agent Design for Graph Matching

First, we show the details of state, action, and reward:

1) State. The state $s$ is the current partial solution $U’$. Please note $U’$ is also a set of vertices in the association graph, with $|U’| \leq \min(n_1, n_2)$. The size of $U’$ increases from 0 at the beginning of each episode, and finally partial solution $U’$ becomes a complete solution $U$ when the agent decides to stop the episode.

2) Action. The action $a$ of our reinforcement learning agent is to select a vertex in the association graph and add it to the partial solution $U’$. By the definition of graph matching, we can not match two nodes in $G^1$ to the same node in $G^2$ and vice versa. Therefore, in our basic RL framework, we can only select the vertices in the available vertex set. Take Fig. 1 for an example, once we select the vertex “1a”, it means we have matched node “1” in $G^1$ and node “a” in $G^2$. Then, we can not match node “1” to node “b” or “c” later, which means we can not select vertices “1b” or “1c”. Given partial solution $U’$, the available vertices set $V$ is written as (supposed the association graph is fully connected):

$$V = \{v \mid A(v, v') = 1, \forall v' \in U', v \in V^a\}$$

where $V^a$ is the vertices in the association graph, whose adjacent matrix is $A$. Eq. 4 holds since two vertices are connected if they do not contain the same node from the input graphs. If a vertex is connected to all vertices in $U’$, then it has no conflict. Given the available set, we mask all unavailable vertices in the association graph to make sure that the agent can not select them, as illustrated by the blurred vertices in Fig. 1.

Then, the action is to pick a node $v$ from the available vertices set $V$, where $U_{old}$ is the old partial solution, and $U_{new}$ is the new partial solution after an action.

$$U_{old} \xrightarrow{v \in V} U_{new}$$

It is worth noting that, the requirement that the agent need to select vertex from the available set only exists in our basic RL framework. In our later proposed revocable RL framework, the agent can select any vertex without constraint.

3) Reward. We define the reward $r$ as the improvement of the objective score between the old partial solution and the new partial solution after executing an action according to Eq. 3

$$r = J(U_{new}) - J(U_{old})$$

4.1.2 Network Structure

Our networks include the state representation network and Q-Value estimation networks, which are detailed as follows.

1) State Representation Networks. To better represent the current state on the association graph, we choose graph neural networks (GNN) [49] to compute its embedding. GNN extracts the vertex features based on their adjacent neighbors. However, traditional GNN is not sensitive to edge weights. To better use the edge weights in the association graph, we derive from the idea of struct2vec [54]. In our embedding networks, the current
Algorithm 1: Training RGM (with revocable action (Sec. 4.2), inlier count information (Sec. 4.3.1), and affinity regularization (Sec. 4.3.2)).

**Input**: Dataset \( \mathcal{D} \); step size \( \eta \); exploration rate \( \epsilon \); updating frequency \( c_1, c_2 \); inlier count \( n_i \) (optional).

**Output**: Well trained Q-value network \( f_0 \).

1. Randomly initialize Q-value network \( f_0 \).
2. Initialize target Q-value network \( f_\theta \leftarrow f_0 \).
3. Initialize experience replay memory \( \mathcal{M} \).
4. Global count \( cnt \leftarrow 0 \).
5. for **episode** \( \leftarrow 0, 1, 2, \ldots \) do
   6. Sample pairwise graphs \( G^1, G^2 \) from dataset \( \mathcal{D} \).
   7. Construct the association graph \( G^a \) from \( G^1, G^2 \), and get its affinity matrix \( K \).
   8. Acquire the initialization state \( s \) of \( G^a \).
   9. for \( ind \leftarrow 0, 1, 2, \ldots \) do
      10. # Estimate Q-value:
         11. if **Affinity Regularization** then
            12. [Calc \( K \) for regularization given \( s \) by Eq. 18]
            13. Input \( K \) and \( s \) to GNN in Eq. 7.
         else
            14. [Input \( K \) and \( s \) to GNN in Eq. 7]
            15. Get \( Q \) from the Q-value network in Eq. 8.
      16. # Choose next action:
         17. if **Revocable Mechanism** then
            18. [Set available vertices set \( V \) to the whole vertices \( V^a \) of the association graph \( G^a \)]
         else
            19. [Calculate available vertices set \( V \) by Eq. 4]
            20. With probability \( \epsilon \) select a random action \( a \in V \) otherwise select \( a = \arg \max_{a \in V} Q(s, a; f_\theta) \).
      21. # Interact with the environment:
         22. \( s' \leftarrow s \);
         23. if **Affinity Regularization** then
            24. \[ r = J(s') \cdot f(|s'|) - J(s) \cdot f(|s|) \] by Eq. 20.
         else
            25. \[ r = J(s') - J(s) \] by Eq. 6.
         26. Store the transition \( (s, a, r, s') \) in \( \mathcal{M} \);
      27. # Update neural networks:
         28. \( cnt \leftarrow cnt + 1 \);
         29. if \( cnt \% c_1 == 0 \) then
            30. Calculate \( L(f_\theta; \mathcal{M}) \) by Eq. 10.
            31. Update \( f_\theta : \theta \leftarrow \theta - \eta \nabla_{\theta} L(f_\theta; \mathcal{M}) \).
            32. Update the transition priority in \( \mathcal{M} \);
            33. if \( cnt \% c_2 == 0 \) then
               34. Update \( f_{\theta-} : f_{\theta-} \leftarrow f_{\theta} \);
         35. # Transition:
            36. \( s \leftarrow s' \);
            37. if Inlier Count and \(|s| == n_i\) then
               38. break.

solution, node weights, and edge weights of the association graph are considered. The embedding formula is:

\[
E^{t+1} = \text{ReLU}(h_1 + h_2 + h_3 + h_4)
\]

\[
h_1 = X' \cdot \theta_1^T, \quad h_2 = \frac{A \cdot E^t}{(n_1 - 1)(n_2 - 1)} \cdot \theta_2
\]

\[
h_3 = \frac{A \cdot F \cdot \theta_5^T}{(n_1 - 1)(n_2 - 1)}, \quad h_4 = \sum_{n} \text{ReLU}(W \cdot \theta_3) \cdot \theta_4
\]

(7)

where \( E' \in \mathbb{R}^{n_1 \times n_2 \times d} \) denotes the embedding in the \( t \)-th iteration, with \( d \) as the hidden size. At every iteration, the embedding is calculated by four hidden parts \( h_1, h_2, h_3, h_4 \in \mathbb{R}^{n_1 \times n_2 \times d} \). \( \theta_1 \in \mathbb{R}^d, \theta_2 \in \mathbb{R}^{d \times d}, \theta_3 \in \mathbb{R}^d, \theta_4 \in \mathbb{R}^{d \times d} \) and \( \theta_5 \in \mathbb{R}^d \) are the weight matrices in the neural networks. \( t \) is the index of the iteration and the total number of the iterations is \( T \). We set the initial embedding \( E^0 = 0 \) and use ReLU as the activation function.

As for the hidden parts, each hidden part represents a kind of feature: \( h_1 \) is to calculate the impact of current permutation matrix \( X' \) which is transformed from the current partial solution \( U' \). \( h_2 \) is to take neighbor’s embedding into consideration, where \( A \) is the adjacency matrix of the association graph and divide \((n_1 - 1)(n_2 - 1)\) is for average since every vertex has \((n_1 - 1)(n_2 - 1)\) neighbors. \( h_3 \) calculates the average of neighbor’s vertex weights, where \( F \) is the vertex weight matrix. \( h_4 \) is designed to extract the features of adjacent edges, where \( W \) is the edge weight matrix. Please note that the core inputs of our GNN are the permutation matrix \( X \) and the affinity matrix \( K \) (\( A, F, W \) are derived from the affinity matrix \( K \)).

2) **Q-Value Estimation Networks.** The Q-learning based algorithms use \( Q(s, a) \) to represent the value of taking action \( a \) in state \( s \), as an expected value of the acquired reward after choosing this action. The agent picks the next action given the estimation of \( Q(s, a) \). The Q-value estimation network \( f_\theta \) takes the embedding of the current state as input and predicts the Q-value for each possible action. We adopt Dueling DQN [20] as our approximator to estimate the Q-value function. The architecture of our \( f_\theta \) is:

\[
h_5 = \text{ReLU}(E^\top \cdot \theta_6 + b_1), \quad h_v = \sum_{n_1 \times n_2} h_5 \cdot \theta_7 + b_2,
\]

\[
h_a = h_5 \cdot \theta_8 + b_3, \quad Q = h_v + \left( h_a - \sum_{n_1 \times n_2} h_a \right)
\]

(8)

where \( E^\top \) is the final output of the embedding network by Eq. 7. \( h_5 \in \mathbb{R}^{n_1 \times n_2 \times d} \) is the hidden layer for embedding. \( h_v \in \mathbb{R}^1 \) is the hidden layer for the state function. \( h_a \in \mathbb{R}^{n_1 \times n_2} \) is the hidden layer for the advantage function. \( \theta_6 \in \mathbb{R}^{d \times d}, \theta_7 \in \mathbb{R}^d, \theta_8 \in \mathbb{R}^d \) are the weight vectors of the neural networks. \( b_1, b_2, \) and \( b_3 \) are the bias vectors. \( Q \in \mathbb{R}^{n_1 \times n_2} \) is the final output of our Q-value estimation network. It predicts the value of each action given the current state.

The state function and advantage function are designed to separate the value of state and action. Specifically, the state function predicts the value of different states and the advantage predicts the value of each action given the particular state. The previous work [20] shows that this dueling architecture can better learn the impact of different actions. Besides, we force the sum of the output vector of the advantage function to 0 by subtracting the mean of it, which makes the separation of the state value and advantage easier. We use \( Q(s, a; f_\theta) \) to denote the estimated Q-value by \( f_\theta \) when the agent takes action \( a \) on state \( s \).
4.1.3 Experience Replay Memory

For sample efficiency, we maintain a prioritized experience replay memory \( \mathcal{M} \) that stores the experience of the agent, defined as the transition \((s_i, a_i, r_i, s'_i)\) (denoting state, action, reward, and state of next step respectively). As the training progresses, we add new transitions to \( \mathcal{M} \) and remove old transitions. The agents will take samples from the experience replay memory to update their neural networks. We follow the idea of prioritized experience replay memory, which adds a priority for each transition and higher priority denotes higher probabilities to be sampled:

\[
P(i) = \frac{(p_i)^\alpha}{\sum_j (p_j)^\alpha}
\]

where \( P(i) \) is the probability and \( p_i \) is the priority of the \( i \)-th transition. \( \alpha \) is a hyperparameter. The calculation of \( p_i \) is based on the underfitting extent of the transition, and a larger bias rate of the agent’s Q-value estimation means a relatively higher priority.

4.1.4 Model Updating

We follow Double DQN [52] to calculate the loss function and update the parameters. We pick the next action \( a' \) by the current Q-value estimate network \( f_\theta \), but use the target Q-value estimate network \( f_\theta^- \) to predict its value as Eq. 10 shows. The motivation of designing this loss function is: the Q-value that is overestimated in one network will be mitigated to an extent in another network.

\[
a' = \arg \max_{a'} Q(s', a'; f_\theta)
\]

\[
\mathcal{L}(f_\theta; \mathcal{M}) = \mathbb{E}_{s, a, r, s', a'} \mathcal{L} \left( r + \gamma Q(s', a'; f_\theta^-) - Q(s, a; f_\theta) \right)^2
\]

where \( \mathcal{L}(\cdot) \) is the loss function to be optimized. \( f_\theta \) is the current Q-value estimation network and \( f_\theta^- \) is the target Q-value estimation network. \( s, a, r, s', a' \) stand for the state, action, reward, next state, and next action. The target network \( f_\theta^- \) shares the same architecture with \( f_\theta \) and the parameters of \( f_\theta^- \) will be replaced by the parameters of \( f_\theta \) every period. The design of such a target network is for keeping the target Q value remains unchanged for a period of time, which reduces the correlation between the current Q value and the target one and improves the training stability.

4.2 The Revocable Action Mechanism

So far we have presented a general deep RL framework for solving the graph matching problem. In such a vanilla form, it can not undo the actions that have been executed. In another word, the agent can not “regret”, which means the agent has no chance to adjust if the agent makes a wrong decision and the error may accumulate until obtaining a disastrous solution. To strike a reasonable trade-off between efficiency and efficacy, we develop a mechanism to allow the agent to re-select the vertex on the association in one revocable step.

Specifically, recall the vanilla design of RGM, where the agent can only choose the vertices on the association graph that are not in conflict with every vertex that has been chosen before. This is fulfilled by maintaining an extra available set \( \mathcal{V} \) of all vertices, and the Q value of unavailable vertices is set to negative infinite, as illustrated by the blurred vertices in Fig. 4. This available set guarantees that all the vertices selected by the RGM agent are legal, but also prevents the agent from modifying any possible mistake. In the following, we present the revocable version of RGM as our main method in this paper.
4.2.1 Design Details

To allow the agent to modify the decisions made before, we design a new revocable RL framework. We remove the available set used before, and the agent is free to choose any vertex, even if it is in conflict. Then, we modify the strategy in our RL environment. If the environment receives a new vertex from the agent’s action that is in conflict with currently selected vertices, the environment will remove one or two vertices that are in conflict with the new coming vertex, and then add the new vertex to the current solution.

Our proposed revocable RL framework is illustrated in Fig. 2. As Fig. 2 shows, the pipelines of the revocable RGM are a little different from our basic framework. In pipeline (A), the agent chooses the vertex “2c” for the second action, which is not a good choice. When choosing the third action, the agent realizes that it made a mistake by selecting “2c”, therefore, the agent chooses “2b” to fix this mistake. Then, this action is passed to the environment, and the environment reverts “2c” and selects “2b” instead. In other words, the agent can reverse “2c” to “2b” in our revocable framework. In pipeline (C), we show another revocable situation. Suppose that the agent selects “2c” and “3b” as its second and third actions, and acquires a complete matching solution. However, it turns out the matching solution (“1a”, “2c”, and “3b”) is not as good as expected. To roll this situation back, the agent can select “2b” as the next action. By selecting “2b”, the environment will automatically release the vertices “2c” and “3b”, and then select “2b”. Finally, the agent chooses “3c” as the last action, and decides to end the episode with the matching solution (“1a”, “2b”, and “3c”).

Above all, our proposed revocable reinforcement learning framework allows the agent to make better decisions by giving the opportunity to turn the way back. From now on in the paper, the default setting of RGM contains the revocable action framework, and we update the definition of action and reward:

$$U_{\text{old}} \leftarrow U_{\text{new}}$$

$$r = J(U_{\text{new}}) - J(U_{\text{old}})$$ (11)

Note that our revocable action mechanism requires most changes in our environment settings. Therefore, we design a new RL environment for the revocable action mechanism, and the main differences from the original environment are: the available set is gone; the agent can choose any vertex in the vertices $V^a$ of the association graph $G^a$; when the environment receives a vertex that is in conflict with the current partial solution, it releases the conflicted vertices and adds the new-coming vertex to the partial solution. The agent design is irrelevant to the basic or the revocable environment, and the training process of the revocable framework almost remains the same, as Algorithm 1 shows. While the revocable flexibility also brings some side effects, e.g., we cannot adopt the acceleration tricks for GNN, such as dynamic embedding [55], which can otherwise speedup the inference time.

4.2.2 Difference to Other Revocable Action Design

To our best knowledge, there are in general two existing techniques allowing revocable actions, at least for RL-based combinatorial optimization: Local Rewrite [17] and ECO-DQN [56]. Here we discuss our difference from these methods.

The local rewrite framework keeps improving the solution given as input by exchange the parts of it. However, the performance of the local rewrite highly relies on the input solution. In our empirical tries, the efficiency and effectiveness of local rewrite are unsatisfactory, as will be shown in our experiments. The ECO-DQN framework does have a promising performance in the Maximum Cut problem, but it is inherently designed to work on this specific Maximum Cut problem, which only has fewer or no constraints, and is clearly impossible to adapt to the graph matching problem. Therefore, in this paper, we devise a new revocable framework RGM to meet the characteristic of the graph matching problem, which is more friendly to graph with relatively more constraints. To verify the effectiveness of our proposed revocable framework, we compare it with the local rewrite framework in our experiments in Sec. 5.6.3.

In fact, we believe our devised scheme for revocable action is suited to the setting when the graph size is moderate to afford such a costive scheme, while the constraints are relatively heavy and complex to make the revocable action necessary, whereby graph matching has become a suited problem setting.

4.3 Outlier-Robust Graph Matching

For practical GM, outliers are common in both input graphs. In general, the solution is supposed to contain only the inlier correspondences without outliers. However, most existing GM methods are designed to match all keypoints whether they are inliers or outliers. This design is based on pursuing the highest objective score, and matching outliers also can increases the objective score. We believe that the outliers should not be matched in any sense. Therefore, we propose two strategies to guide the agent to match the inliers only and ignore the outliers.

4.3.1 Inlier Count Information Exploration

Our first strategy is to inform the agent how many common inliers are in the graphs. Similar input setting can also be found in learning-free outlier-robust GM methods [38], [39]. Given the exact number of common inliers $n_i$, the sequential matching can be readily stopped when the size of the solution set $|U| = n_i$, or we can write it with the following matrix formulation:

$$J(X) = \text{vec}(X)^T K \text{vec}(X), \quad X \in \{0, 1\}^{n_1 \times n_2}, \quad X_{1n_2} \leq 1_{n_1}, X^T 1_{n_1} \leq 1_{n_2}, 1_{n_1}^T X^T 1_{n_1} = n_i$$ (12)

Note it is nontrivial and still an open question for existing deep GM methods to explicitly utilize the additional input $n_i$. As will be shown in our ablation study in Table 2 even an inexact $n_i$ can effectively boost the performance under our RL framework.

4.3.2 Affinity Regularization via Quadratic Approximation

Our second strategy is to regularize the affinity. As mentioned before, existing GM methods tend to match all keypoints including both inliers and outliers to make the objective as high as possible, as the objective is to maximize the overall affinity score, given the non-negative affinity matrix $K$.

More keypoints are matched, more entries in the affinity matrix $K$ will be added to the objective, which, however, hurts the overall matching performance. Therefore, one straightforward idea is the affinity regularization which exerts penalization on over-matching terms to balance the effect of them w.r.t the optimization objective.
We introduce a modified form of affinity, namely \textit{regularized affinity} to deal with the outliers. This new affinity views the number of matched keypoints as a regularization term by:

$$J(X) = \text{vec}(X)^T \text{Kvec}(X) \cdot f(\|\text{vec}(X)\|_1)$$  \hspace{1cm} (13)

where the $f(\|\text{vec}(X)\|_1)$ is the regularization term we added, and we suppose this term is bigger when there is more matched keypoints as a penalized term. Theoretically, $f(n)$ can be any functions as long as it is negatively correlated. In our experiments, we choose the following three functions that all work as expected:

$$f_1(n) = \frac{1+\max(n,1)-n}{\max(n,1) \cdot 1+n^2}$$  \hspace{1cm} (14)

$$f_2(n) = \frac{1}{1+n^2}$$  \hspace{1cm} (15)

$$f_3(n) = \frac{1}{n^2}$$  \hspace{1cm} (16)

\textbf{Fig. 3.} The empirical relation between F1 Score and the affinity matrices, under different regularization function forms, on the Willow Object dataset. We construct a set of permutation solutions, and calculate the F1 score and the objective score of two kind affinity matrices (original affinity and regularized affinity). Each pair of points represents one case. The score of the original affinity matrix is calculated as $\text{vec}(X^{\text{pred}})^T \text{Kvec}(X^{\text{pred}}) / \text{vec}(X^{\text{gt}})^T \text{Kvec}(X^{\text{gt}})$, and score of the regularized one is by $\text{vec}(X^{\text{pred}})^T \text{Kvec}(X^{\text{pred}})$ / $\text{vec}(X^{\text{gt}})^T \text{Kvec}(X^{\text{gt}})$. The ground truth is constantly 1 as shown in the plot. We show three different regularization functions $f(n)$ as shown in the sub-cap botoy where the trend is similar.

First of all, we define the $\tau_x$ as pairwise optimization objective between the pairwise graph $G_1$ and $G_2$:

$$\tau_x = \text{vec}(X)^T \text{Kvec}(X) \cdot f(\|\text{vec}(X)\|_1)$$  \hspace{1cm} (15)

Then, we denote $C_x = \text{vec}(X)^T \text{Kvec}(X)$ the original score, and $n_x$ the number of matching points in $X$ that $n_x = \|\text{vec}(X)\|_1$. Eq. [15] can be written as:

$$\tau_x = \text{vec}(X)^T \text{Kvec}(X) - C_x \cdot (1 - f(n_x))$$  \hspace{1cm} (16)

Without loss of generality, we choose a quadratic function $g(n) = an^2 + bn + c$ to approximate a series of 2D data points $\{(n, 1 - f(n))\}$ by least square fitting, where the range of data points is denoted by $S$. The range of the data points is close to the amount of current matching vertices $\|\text{vec}(X)\|_1$ for a better fitting. Specifically, we have:

$$C_x \cdot (1 - f(n_x)) \approx C_{x'} \cdot g(n_x)$$

$$C_{x'} = \left( a \sum_{i,j} X(i,j) \cdot X(k,l) + b \sum_{i,j} X(i,j) \cdot X(i,j) + c \right)$$

$$C_{x'} \cdot \text{vec}(X)^T \text{vec}(X) + b \cdot \text{vec}(X)^T \text{Kvec}(X) + c$$

$$C_{x'} = \text{vec}(X)^T (a K_A + b K_B) \text{vec}(X) + c$$

(17)

where $K_A = \text{I}$ (all-one matrix) and $K_B = \text{I}$. During the optimization iteration, the original affinity score would not vary a lot in practice. Thereby we could treat $C_{x'}$ as a constant that would not change during the optimization, and the term $c \cdot C_{x'}$ can also be ignored. With the techniques above, $\tau_x$ can be approximated into a QAP formulation as:

$$\tau_x \approx \text{vec}(X)^T K \text{vec}(X) - a C_x \cdot K_A - b C_x \cdot K_B \text{vec}(X)$$  \hspace{1cm} (18)

Let $K = K - a C_x \cdot K_A - b C_x \cdot K_B$ and Eq. [14] becomes:

$$X = \arg \max \text{ vec}(X)^T K \text{vec}(X) \cdot f(\|\text{vec}(X)\|_1)$$

$$\approx \arg \max \text{ vec}(X)^T K \text{vec}(X)$$

(19)

\textbf{Fig. 4.} gives the results of our approximation regularized affinity. Notably, some values in the approximation regularized affinity $K$ are negative. Intuitively, the negative elements in the affinity matrix denote that the affinity score maximization reward may no longer pursuit to match as many keypoints pairs as possible, which will prevent the agent from picking up outliers to some extent.

With regularized affinity, the pairwise graph matching problem could be re-formulated as:

$$\arg \max \text{ vec}(X)^T K \text{vec}(X) \cdot f(\|\text{vec}(X)\|_1)$$  \hspace{1cm} (14)

With the help of Eq. [14] we can update the reward calculation in RGM. However, in the sequential decision making process of RGM, we cannot predict the next action is going to increase or decrease the number of matched keypoints. It means $\|\text{vec}(X)\|_1$ is not fixed when choosing the next action, and we cannot directly acquire the regularized affinity when choosing the next action. It means the agent can only acquire the origin affinity information instead of the regularized one. Especially in the GNN of the agent, the input of the GNN is still the original affinity matrix $K$, which can not give the agent any guide for the regularization. We hope the affinity matrix given to the agent’s GNN can reflect the impact of affinity regularization, by changing the original $K$ to a new regularized $K$. Therefore, we plan to use a technique called \textit{quadratic approximation} to turn Eq. [14] into a QAP formulation.
extent. Besides, most traditional graph matching solvers \cite{24, 57} assume the values in the affinity matrix are non-negative, while RGM has no such a restriction. It also shows the effectiveness of combing RL and affinity regularization.

This approximate optimization process can be merged into our revocable reinforcement learning framework RGM as Algorithm 1 shows. In the sequential decision making process of RGM, every step when the agent needs to select the next vertex, we make an approximate optimization based on the current solution, and get the approximate regularized affinity. Then, we feed regularized affinity matrix $K$ instead of the origin affinity matrix $K$ to the GNN of our RGM. At last, we update the reward function of the agent to Eq. (13) with the regularized affinity, which can also be written in the vertex set formulation:

$$r = J(U_{new}) \cdot f(|U_{new}|) - J(U_{old}) \cdot f(|U_{old}|)$$

The above introduced regularization technique can be easily adopted in our sequential node matching scheme, while it may be nontrivial for them to be integrated in existing GM methods which are mainly performed in one-shot for the whole matching. We leave the adaption to these methods in future work.

5 Experiments

We test the compared methods on various benchmarks including image data as well as pure combinatorial optimization problem instances, as the latter is especially suited for our back-end solver nature. In particular, we evaluate the robustness against outliers for graph matching, as the (ground truth or estimated) number of inliers is given as hyperparameter. Whenever this information is known or not, one can always apply our proposed regularization technique to improve its robustness against outlier. The experiments are conducted on a Linux workstation with Nvidia 2080Ti GPU and AMD Ryzen Threadripper 3970X 32-Core CPU with 128G RAM.

5.1 Protocols

5.1.1 Hyperparameter Settings

For the hyper parameters in our reinforcement learning module, we set $\gamma$ in Eq. (10) as 0.9, the target network update frequency as 40, the replay size as 100,000. For the greedy part, the greedy rate $\epsilon$ decays from 1.0 to 0.02 in 20,000 episodes. For the learning module, we set 1e-5 as the learning rate and 64 as the batch size. The hidden size of our GNN is 128 and the number of layers $T$ is 3. The hidden size of the Q value network is 64. For the affinity regularization module, the range of the data points used for approximation is $S = [n_x - 2, n_x + 2]$.

5.1.2 Evaluation Metrics

For testing, given the affinity matrix $K$, RGM predicts a permutation matrix $X^{pred} \in \mathbb{R}^{n_1 \times n_2}$ transformed from its solution set $\mathbb{U}$. Based on $X^{pred}$ and ground truth $X^{gt} \in \mathbb{R}^{n_1 \times n_2}$ (note that $\sum X^{gt}$ equals the number of inliers, since the rows and columns of outliers are always zeros). Two evaluation metrics are used: objective score (i.e. affinity score), and F1 score in the experiments on the real image datasets:

$$\text{Objective score} = \frac{\text{vec}(X^{pred})^\top K \text{vec}(X^{pred})}{\text{vec}(X^{gt})^\top K \text{vec}(X^{gt})}$$

$$\text{Recall} = \frac{\sum X^{gt}}{\sum X^{pred}}$$

$$\text{Precision} = \frac{\sum X^{pred} \ast X^{gt}}{\sum X^{pred}}$$

$$\text{F1 score} = \frac{2 \cdot \text{Recall} \cdot \text{Precision}}{\text{Recall} + \text{Precision}}$$

where $\ast$ denotes element-wise matrix multiplication. Note that the defined objective score here is agnostic to the presence of outliers, which is a common protocol used in existing works. Specifically, for a traditional affinity matrix as used in previous works, its elements are set non-negative, and thus the solver generally aims to match node correspondences as many as possible.

To test the performance of RGM in solving the QAP problem, we also conduct experiments on the well-known QAPLIB dataset. For the problem instances in QAPLIB, the goal is to minimize the objective score. Besides, the ground truth solution is supposed unknown due to its NP-hard nature. Therefore, we use the gap between the score of the predicted solution and the optimal score provided in the benchmark which is continuously updated by uploaded new best solutions, as the metric:

$$\text{Optimal gap} = \frac{\text{vec}(X^{pred})^\top K \text{vec}(X^{pred}) - \text{optimal}}{\text{optimal}}$$

Note that in the QAP test, there is no outlier issue, and our solver purely optimizes the objective score, by matching all the nodes.

5.1.3 Compared Methods

As mentioned before, RGM falls in line with learning-free graph matching back-end solvers that use the affinity matrix $K$ as input, regardless $K$ is obtained by learning-based methods or not. Both traditional methods and learning-based methods are compared:

GAGM \cite{27} utilizes the graduated assignment technique with an annealing scheme, which can iteratively approximate the cost function by Taylor expansion.

RRWM \cite{24} proposes a random walk view of the graph matching, with a re-weighted jump on graph matching.
IPPF [58] iteratively improves the solution via integer projection, given a continuous or discrete solution.

PSM [57] improves the spectral algorithm through a probabilistic view. It presents a probabilistic interpretation of the spectral relaxation scheme.

GNCCP [59] follows the convex-concave path-following algorithm, which provides a much simpler form of the partial permutation matrix.

BPF [60] designs a branch switching technique to seek better paths at the singular points, to deal with the singular point issue in the previous path following strategy.

ZACR [58] designs to suppress the matching of outliers by assigning zero-valued vectors to the potential outliers, which is the latest graph matching solver designated for outliers.

In particular, we further compare RGM with current popular deep graph matching methods: GMN [2], PCA [4], LCS [13], LGM [14], BBGM [16], which are the state-of-the-art deep graph matching methods, and more importantly, most of them are all open-sourced which are more convenient for a fair comparison.

### 5.1.4 Datasets for Evaluation

We briefly describe the used datasets, in line with the recent comprehensive evaluation for deep GM [14].

**Synthetic Dataset** is created by random 2D coordinates as nodes and their distances as edge features for graph matching.

**Willow Object** is collected from real images by [61]. It contains 256 images from 5 categories, and each category is represented with at least 40 images. All instances in the same class share 10 distinctive image keypoints. For testing the performance of handling outliers, we add several randomly sampled outliers to the keypoints of each image.

**Pascal VOC** [62] consists of 20 classes with keypoint labels on natural images. The instances vary by scale, pose and illumination. The number of keypoints in each image ranges from 6 to 23.

**QAPLIB** [12] contains 134 real-world QAP instances from 15 categories, e.g. planning a hospital facility layout or testing of self-testable sequential circuits. The problem size is defined as $n_1 \times n_2$ by Lawler’s QAP. We use 14 of the 15 categories in our experiments, the only one left is “els”, due to there is only one sample in this category.

### 5.1.5 Training and Testing Protocols

Due to the complexity in evaluation of learning-based graph matching methods and QAP solvers, here we elaborate the training and testing protocols in detail. We use the open-source version of the compared methods, and we tune or follow the hyperparameters set by the authors, to achieve the sound performance.

For the synthetic dataset, we use geometry features to construct the affinity matrix with the train-test split rate (2 : 1) follows [63].

For the natural image dataset Willow Object and Pascal VOC, we use the pretrained features by CNN and GNN from BBGM [16] via supervised learning on the training set, and use the pre-split train/test set (8 : 1) in line with BBGM as well. We input the learned affinity matrix to RGM and all learning-free methods to make the comparison with supervised methods as fair as possible.

For QAPLIB, there is no need for front-end feature extractors as the affinity matrix is already given. The train-test split rate for RGM is (1 : 1) for each of the selected 14 categories, as we choose the smaller-size half of the instances to train RGM in that category. While for the peer method NGM [14], due to its model’s nature, it does not split the train-test set in their QAPLIB experiments and test directly after training on the same set. In contrast, our RGM follows the basic protocol in RL, which splits the train-test set to make a relatively fair comparison with the baselines.

3. ZACR is an exception which will be explained in Sec. 5.3.1 in detail.
5.2 Experiments on Synthetic Dataset

We evaluate RGM on the synthetic graphs following the protocol of [14]. The synthetic data test is relatively simple, and it is mainly to show the effectiveness of our back-end solver when the front-end information is limited as there is no visual data for CNN to learn. More outlier tests will be given on the real data.

We first generate sets of random points in the 2D plane. The coordinates of these points are sample from uniform distribution $U(0, 1) \times U(0, 1)$. First, we select 10 sets of points as the set of ground truth points. Then, we randomly scale their coordinates from $U(1 - \delta_s, 1 + \delta_s)$. The set of scaled points and the set of ground truth points are regarded as the pairwise graphs to be matched. We set there are 10 inliners without outlier, and the noise level of ground truth points are regarded as the pairwise graphs to be matched. We set there are 10 inliners without outlier, and the noise level of ground truth points are regarded as the pairwise graphs to be matched. Then, we randomly scale their coordinates from $U(0, 1)$.

The set of scaled points and the set of ground truth points are regarded as the pairwise graphs to be matched. Then, we randomly scale their coordinates from $U(0, 1)$.

We can see that RGM performs the best in terms of matching F1 score and objective score in all experiments.

5.3 Experiments on Willow Object Dataset with Outliers

5.3.1 Performance over Different Categories

In the experiments, we use 10 distinctive key points with 3 randomly generated outliers for each image. The experiments setup follows [64], and the evaluation is performed on all five categories. For the training and testing process, we follow the data split rate in BBGM [16] in all experiments.

Table 3 shows the results over the five categories give three outliers. We compare our methods (bottom box) with the learning-free back-end solvers (top box) and the learning based deep graph matching methods (middle box). We use learning features extracted by BBGM [16] to construct the affinity matrix, which is used as input for all learning-free back-end solvers and our methods. For other learning-based baselines, we train and test them by their own pipelines directly, and they do not report their objective score because learning-based methods only care about the accuracy or F1 score. Since there are several outliers that should not be matched, the ground truth matching results only contain parts of the input keypoints (10 actually). Therefore, we use the F1 score instead of accuracy to test the performance.

Note for our methods at the bottom, “RGM + AR” means RGM with affinity regularization, “RGM + IC” denotes RGM with inlier count information, and “RGM + AR + IC” means RGM with both. Regularized affinity and inlier count information are two ways to handle the outliers introduced in Sec. 4.3. RGM reaches the best results over all five classes in this dataset, and get a 4% improvement in average compared to the best baseline BBGM. For the variants of our methods, “RGM + AR + IC” shows the best performance thanks to the additional inlier count information and regularization. The simple version “RGM + AR” requires no extra information and still outperforms all the baselines.

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|c|c|c|c|}
\hline
\textbf{Method} & \textbf{Outlier #} & \textbf{1} & \textbf{2} & \textbf{3} & \textbf{4} & \textbf{5} & \textbf{6} \\
\hline
\textbf{Learning-free} & & & & & & & \\
RRWM & 24 & 73.90% & 0.7121 & 71.57% & 0.7628 & 66.03% & 1.0238 & 61.27% & 1.0671 & 56.08% & 1.0968 & 52.21% & 1.1261 \\
GAGM & 27 & 69.17% & 0.6031 & 62.99% & 0.6102 & 60.46% & 1.0024 & 57.00% & 1.0472 & 53.85% & 1.0815 & 52.71% & 1.1168 \\
IFPP & 58 & 80.89% & 0.9215 & 73.88% & 0.9278 & 69.41% & 1.0366 & 64.07% & 1.0841 & 58.33% & 1.1143 & 55.36% & 1.1599 \\
PSM & 57 & 84.33% & 0.9142 & 71.35% & 0.7711 & 66.46% & 1.0180 & 60.17% & 1.0565 & 54.56% & 1.0824 & 51.06% & 1.1042 \\
GNCCP & 59 & 85.81% & 0.9827 & 77.82% & 0.9690 & 71.07% & 1.0408 & 65.47% & 1.0899 & 59.30% & 1.1211 & 56.17% & 1.1718 \\
BPF & 60 & 85.89% & 0.9830 & 78.18% & 0.9701 & 71.26% & 1.0412 & 65.74% & 1.0904 & 59.47% & 1.1217 & 56.31% & 1.1729 \\
ZACR & 58 & 81.71% & 0.9593 & 74.68% & 0.9523 & 67.98% & 1.0360 & 63.77% & 1.0835 & 57.73% & 1.1187 & 54.75% & 1.1695 \\
\hline
\textbf{Supervised} & & & & & & & \\
GMN & 8 & 75.52% & - & 72.35% & - & 65.64% & - & 56.64% & - & 55.41% & - & 51.95% & - \\
PCA & 9 & 79.78% & - & 74.01% & - & 67.71% & - & 59.41% & - & 57.41% & - & 52.31% & - \\
LCS & 13 & 86.27% & - & 77.68% & - & 70.49% & - & 66.79% & - & 59.32% & - & 55.61% & - \\
NGM & 14 & 81.24% & - & 74.37% & - & 68.31% & - & 61.93% & - & 56.87% & - & 53.32% & - \\
BBGM & 16 & 87.21% & - & 79.84% & - & 73.41% & - & 69.09% & - & 61.79% & - & 58.07% & - \\
NGM+2 & 14 & 86.84% & - & 78.90% & - & 73.23% & - & 68.96% & - & 60.52% & - & 56.73% & - \\
\hline
\textbf{RL} & & & & & & & \\
RGM + AR & & 85.63% & 1.0205 & 80.09% & 1.0385 & 75.65% & 1.0762 & 71.20% & 1.1300 & 64.11% & 1.1786 & 62.10% & 1.2157 \\
RGM + IC & & 86.18% & 1.0110 & 80.11% & 1.0294 & 76.72% & 1.0504 & 71.78% & 1.1059 & 65.26% & 1.1390 & 64.27% & 1.1900 \\
RGM + AR + IC & & 87.68% & 1.0198 & 80.37% & 1.0309 & 77.57% & 1.0666 & 73.77% & 1.1146 & 67.49% & 1.1495 & 65.10% & 1.1895 \\
\hline
\end{tabular}
\caption{Average performance across all the objects w.r.t F1 score and objective score (the higher the better) in the Willow Object dataset with respect to different numbers of randomly added outliers given the 10 inliers, where “F1” and “Obj” are short for F1 score and objective score, “RGM + AR” means RGM with affinity regularization, “RGM + IC” means RGM with inlier count information, and “RGM + AR + IC” means RGM with both.}
\end{table}
TABLE 4
Sensitivity test by using inexact inlier count \( n_i \) ranging from 8 to 13, instead of the ground truth 10 on Willow Object with 10 inliers and 3 outliers.

| \( n_i \) | \( n \) | \( 8 \) | \( 9 \) | \( 10 \) (ground truth) | \( 11 \) | \( 12 \) | \( 13 \) |
|---|---|---|---|---|---|---|---|
| Method | F1 | Obj | F1 | Obj | F1 | Obj | F1 | Obj | F1 | Obj | F1 | Obj |
| BPF | 71.26% | 1.0412 | 71.26% | 1.0412 | 71.26% | 1.0412 | 71.26% | 1.0412 | 71.26% | 1.0412 |
| BBGM | 73.41% | - | 73.41% | - | 73.41% | - | 73.41% | - | 73.41% | - |
| RGM + AR | 75.65% | 1.0762 | 75.65% | 1.0762 | 75.65% | 1.0762 | 75.65% | 1.0762 | 75.65% | 1.0762 |
| RGM + IC | 70.78% | 0.9573 | 70.78% | 0.9573 | 70.78% | 0.9573 | 70.78% | 0.9573 | 70.78% | 0.9573 |
| RGM + AR + IC | 71.94% | 1.0101 | 71.94% | 1.0101 | 71.94% | 1.0101 | 71.94% | 1.0101 | 71.94% | 1.0101 |

For the learning-free baselines, we find a strange result that BPF [60] reaches the best performance rather than ZACR [38], which is the latest GM solvers tailored for handling outliers. Per discussion with the authors of ZACR, this is perhaps mainly due to a few strong assumptions they made which is more suitable to the 50 images (30 cars and 20 motorbikes) they used for experiments in their paper, which may not always hold in other datasets including Willow Object. For example, ZACR requires edges linked by two inliers have clear higher similarities than the edges linked by inlier-outlier or outlier-outlier. Besides, by its inherent design, ZACR solves Koopmans-Beckmann’s QAP instead of Lawler’s QAP, and therefore has some difficulty utilizing the affinity matrix which is obtained by pretraining BBGM. Via the communication and discussion with the authors of ZACR, we have tried to modify their model’s interface. Regrettably, the results in Table 2 and Table 3 are the best results we can get.

The matching visualization is given in Fig. 8. We visualize the matching results of RGM on all five categories. We paint the inliers as green nodes and the outliers as blue nodes. In each pair of images, the green and red lines represent correct and incorrect predictions respectively. Since it is supposed to match all inliers while the number of outliers varies from 1 to 6. Table 3 shows the best results we can get for each testing set (column), the darker red the better.

5.3.2 Performance over Different Amounts of Outliers

We conduct more experiments with respect to different amounts of outliers. In these experiments, the number of inliers is fixed to 10 while the number of outliers varies from 1 to 6. Table 5 shows the performance of our method and baselines in the average of all five classes on the Willow Object dataset with respect to different amounts (1 - 6) of outliers. Our method is shown in the last three rows in Table 5. RGM outperforms all baselines with respect to every number of outliers from 1 to 6. As the number of outliers increases, the performances of all methods tend to decrease, since the obstruction of outliers is getting larger. While the improvement of RGM becomes more significant.

TABLE 5
Average performance over all classes on Pascal VOC. The number of inlier ranges from 6 to 23 without outlier. ‘w/ label’ denotes requiring a label.

| Method | RBWM | GAQM | IPFR | PSM | GNFS | BPF | RGM | GFM | PGA | LGS | BBGM | NGM | NGM+2 |
|---|---|---|---|---|---|---|---|---|---|---|---|---|---|
| F1 | 48.58% | 53.32% | 41.94% | 53.72% | 49.99% | 54.70% | 60.19% | 55.30% | 64.80% | 68.30% | 79.00% | 64.10% | 80.10% | 68.04% | 81.88% |
| Obj | 1.017 | 1.019 | 1.017 | 1.019 | 1.018 | 1.020 | 1.040 | - | - | - | - | - | - | 1.015 | 1.011 |
| w/ label | × | × | × | × | × | × | × | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |

Fig. 6. Generalization test for number of outliers by F1 Score (†). Row and column indices denote the amount of outliers on training and testing set, respectively. The average F1 on all five classes in Willow Object is reported. For each testing set (column), the darker red the better.

One may attribute the advantage of “RGM + IC” and “RGM + AR + IC” to the use extra information of the inlier count which is a unique ability of our RL-based model compared to peer learning-based baselines which cannot directly explore such information. Yet “RGM + AR” does not require the inlier count information as input, and can still outperform all baselines in almost all settings.

5.3.3 Sensitivity to the Input of Inlier Count

Since in reality this information might not be always accurate, we test our methods’ robustness against inexact number of inliers. We re-conduct experiments in Sec. 5.3.1 of each image contains 10 inliers and 3 outliers. We change the hyperparameter inlier count \( n_i \) to (8 - 13) instead of ground truth 10, as the input to “RGM + IC” and “RGM + AR + IC”.

The results in Table 6 show that the performance of our methods “RGM + IC” and “RGM + AR + IC” tend to downgrade given incorrect inlier information, which is in our expectation. It turns out that “RGM + IC” can outperform the best baseline BBGM when the given inlier count information is in (9 - 11), while “RGM + AR + IC” can outperform BBGM when the given
Performance gap with the optimal (%) (↓) on QAPLIB, the mean / max / min gaps are reported with respect to every class. At last, the average performance over all classes and the inference time (s) per instance are reported. Note here the peer method NGM has no difference for its v1 and v2 versions as their difference lies on the front-end feature extraction which is irrelevant in QAPLIB setting. The number in the bracket for each category is the size of instances we used in these experiments.

Table 6

| bur (26) | chr (12 - 25) | esc (16 - 64) | had (12 - 20) | kua (30 - 32) | lpa (20 - 60) | aug (12 - 30) | ran (12 - 30) |
|---------|--------------|--------------|--------------|--------------|--------------|--------------|--------------|
| mean    | mean | max | mean | max | mean | max | mean | max | mean | max | mean | max | mean | max | mean | max | mean | max | mean | max | mean | max | mean | max | mean | max |
| SM      | 22.3 | 20.3 | 24.9 | 460.1 | 446.8 | 889.1 | 304.0 | 301.6 | 0.0 | 3300.8 | 17.4 | 14.7 | 21.5 | 65.3 | 63.8 | 67.2 | 19.0 | 3.8 | 54.8 | 45.3 | 54.2 | 64.0 | 35.8 | 30.9 | 38.2 |
| RRWM    | 23.1 | 19.3 | 27.3 | 616.0 | 620.5 | 1386.3 | 63.9 | 63.9 | 0.0 | 200.0 | 25.1 | 22.1 | 28.3 | 58.8 | 52.7 | 62.7 | 20.9 | 3.6 | 41.2 | 67.8 | 52.6 | 79.6 | 51.2 | 39.3 | 60.1 |
| SK-3M   | 47.7 | 2.8 | 6.2 | 38.5 | 0.0 | 1881.1 | 364.8 | 0.0 | 2200.0 | 25.8 | 6.9 | 10.0 | 41.4 | 38.9 | 44.4 | 6.0 | 0.0 | 6.0 | 25.3 | 10.9 | 100.0 | 13.7 | 10.3 | 17.4 |
| NGM     | 3.4 | 3.0 | 4.4 | 212.3 | 45.4 | 251.9 | 126.7 | 6.0 | 200.0 | 8.2 | 6.0 | 11.6 | 31.6 | 28.7 | 36.8 | 16.2 | 3.6 | 29.4 | 21.0 | 14.0 | 28.5 | 30.9 | 23.7 | 36.3 |
| RGM     | 7.1 | 4.5 | 9.0 | 112.4 | 23.4 | 360.4 | 32.8 | 0.0 | 141.5 | 6.2 | 1.9 | 9.0 | 15.0 | 10.4 | 20.6 | 13.3 | 3.0 | 23.8 | 9.7 | 6.1 | 12.9 | 13.4 | 7.1 | 16.7 |

| sr (12 - 20) | sko (42 - 64) | ste (36) | tai (12 - 64) | tho (30 - 40) | wil (50) | Average (12 - 64) | Time per instance |
|--------------|--------------|----------|--------------|---------------|---------|-------------------|------------------|
| mean         | mean         | max      | mean         | max           | mean    | mean              | (in seconds)     |
| SM           | 123.4        | 104.0    | 139.1       | 29.0 | 26.6 | 31.4 | 475.5 | 197.7 | 1013.6 | 180.5 | 21.6 | 1257.9 | 55.0 | 54.0 | 56.0 | 13.8 | 11.7 | 15.9 | 181.2 | 46.9 | 949.9 | 0.01 |
| RRWM         | 173.5        | 98.9     | 218.6       | 48.5 | 47.7 | 49.3 | 539.4 | 245.9 | 1117.8 | 197.2 | 26.8 | 1256.7 | 80.6 | 78.2 | 83.0 | 18.2 | 12.5 | 23.8 | 169.5 | 49.5 | 432.9 | 0.15 |
| SK-3M        | 48.6         | 44.3     | 55.7        | 18.3 | 16.1 | 20.5 | 120.4 | 72.5 | 200.4 | 25.2 | 1.6 | 107.1 | 32.9 | 30.6 | 35.3 | 8.8 | 6.7 | 10.7 | 93.2 | 9.0 | 497.9 | 563.44 |
| NGM          | 55.5         | 41.4     | 66.2        | 25.2 | 22.8 | 27.7 | 101.7 | 57.6 | 172.8 | 61.4 | 18.7 | 35.2 | 27.5 | 24.8 | 30.2 | 10.8 | 8.2 | 11.1 | 62.4 | 17.8 | 129.7 | 157.2 |
| RGM          | 45.3         | 30.2     | 56.1        | 10.6 | 9.9 | 11.2 | 134.1 | 69.9 | 237.0 | 17.3 | 11.4 | 28.6 | 20.7 | 12.7 | 28.6 | 8.1 | 7.9 | 8.4 | 35.8 | 10.7 | 101.1 | 75.5 |

5.3.4 Generalization to Different Amounts of Outliers

We carry additional experiments to test the generalization ability among different numbers of outliers. In this study, we train our RGM on one certain number of outliers and test it on another setting. We conduct these experiments on Willow Object with 10 inliers and a range of outliers from 0 to 6. The results are shown in Fig. 5 where for every testing case (column) darker red means better performance. We can see that our RGM can generalize well to the different numbers of outliers, since the performance of RGM is promising. Relatively speaking, training RGM with 2, 3, or 4 outliers can reach a better generalization performance, and training RGM with 3 outliers can reach the best.

5.4 Experiments on Pascal VOC without Outliers

Table 5 reports the results on the Pascal VOC. We also apply the train/test split rate as mentioned in Sec. 5.1.5. We show the average performance of every 20 class in this dataset, and we can see that RGM outperforms all baselines on Pascal VOC.

Specifically, the baselines on the left side are label-free methods, which use the same input information as RGM thus leads to a fair comparison. In other words, the left side methods are the pure back-end solvers that pursue the highest objective score. We can see that our RGM reaches the highest objective score 1.040, which is clearly greater than 1. Even with this high objective score, the matching accuracy is still unsatisfactory.

Then, we conduct experiments with methods on the right side that requires label as supervision, which means their backend-solver are trained to reach the higher accuracy instead of the objective score. We combine our RGM with the deep GM methods NGM and NGM-v2, by using their well-trained solver as the guidance of RGM. Then, we can find that RGM can boost the performance of origin methods with the modified direction.

It is worth noting that, the objective score reached by (NGM-v2 + RGM) is not as good as RGM on the left side (1.011 vs. 1.040), when we use ground truth label as guidance fro higher matching accuracy. It suggests the objective score of the ground truth solution may not always be optimal in the sense of objective score. This can be attributed to the imperfect modeling of the affinity model for real images, even there is no outlier. Besides, Fig. 7 (a) shows the generalization ability of RGM among similar categories. We use one class for training and another class for testing. For every testing class (column), the darker red the better. We can see RGM generalizes well to different classes.

5.5 Experiments on QAPLIB Dataset

For computing the optimal gap for QAPLIB [12], we use the optimal values exactly the same from [14]. The results are shown in Table 5 where “(esc 16-64)” denotes that the graph size of class “esc” varies from 16 to 64. The training of RGM uses half of the instances of smaller sizes. Here, we calculate the gap between the computed solution and the optimal, and report the average optimal-gap (the lower the better). Besides, inference time per instance is listed in the last column.

We compare with four existing solvers: SM [25] solves the QAP by the spectral numerical technique, Sinkhorn-JA [65] solves...
Fig. 8. Visual illustration of the matching results by RGM on the Willow Object dataset with 10 inliers (green), and 3 outliers (blue) which are randomly extracted from the images. Green and red lines represent correct and incorrect node matchings respectively. The correct solution is supposed to match all green inliers with green line. The subtitle of each figure shows the correct / incorrect matching count out of the 10 inliers.

Fig. 9. Hyperparameter study for our revocable deep reinforcement learning: the results over different values of hyperparameters. The experiments are conducted on the Willow Object with 10 inliers and 3 outliers. The average F1 score (↑) on all five classes is reported.

5.6 Further Results and Discussion

5.6.1 Hyperparameter Sensitivity Study

To test the sensitiveness of RGM to the value of hyperparameters, we conduct the hyperparameter study on Willow Object. We use the same setting as Sec. 5.3.1 where there are 10 inliers and 3 outliers for each image. We choose six hyperparameters for evaluation: batch size, $\gamma$, experience replay size, hidden size in GNN, hidden size in Q value network, and regularization function for affinity regularization ($f_1(n) = \frac{1+n}{2\max(n,1)}$, $f_2(n) = \frac{1+n}{2\max(n,2)}$, $f_3(n) = \frac{1+n}{2\max(n,5)}$). The results are shown in Fig. 9.

It shows that RGM is not sensitive to hyperparameters in batch size, hidden size, and regularization function, since there are only small fluctuations in F1 score. Here $\gamma$ is the hyperparameter in Eq. 10 as the rate for considering the current reward and the long-term reward in RL, while setting it too high or too low will lead to a relatively bad performance. RGM performs badly when the replay size is too small for experience replay. In general, RGM is relatively stable across a range of hyperparameters.

5.6.2 Case Study: Seeded Graph Matching

As aforementioned, the core of RGM is to learn the back-end decision making process for graph matching. More importantly, RGM can take supplementary information for graph matching, such as initial seeds. Initial seed means that one or several node in each of the original pairwise graphs is already matched by human or other information sources. However, existing learning based graph matching methods can not utilize these valuable initial seeds because they provide the permutation matrix solution in one shot, not like RGM solves the problem progressively. In implementation, we only need to set the initial seeds as the first several actions, and then let RGM execute normally.

We conduct this case study on both the synthetic dataset and the Willow Object dataset, of which each image contains 10 inliers and 3 outliers. Fig. 10 shows that adding suitable initial seeds does
improve the performance, which can be useful when the matching can be conducted by manual annotation in the beginning.

5.6.3 Ablation Study: Revocable Action v.s. Local Rewrite

We study the effectiveness of our revocable action scheme, by comparing it with the local rewrite (LR [17]) under the same RL framework. LR is an influential mechanism in RL-based combinatorial optimization. It tries to improve a given solution instead of generating one from scratch. To some extent, LR can also reverse the applied actions by its local rewrite mechanism and it is recognized as state-of-the-art technique for improving RL.

We conduct the comparative experiments on QAPLIB. We use LR to improve the solution given by the baselines and our RGM without the revocable framework (RGM w/o rev.), and compared the results with RGM. Table 7 shows the results. We can see that our revocable framework RGM still performs the best compared to all boosted baselines. It turns out LR does improve the origin solutions, but its performance and efficiency is still below our revocable framework.

5.6.4 Ablation Study: Using Alternative RL Backbones

In RGM, we adopt Double Dueling DQN (D3QN) with priority experience replay as our backbone, for which we perform ablation study against alternatives on Willow Object with 10 inliers and 3 outliers. Fig. 11 shows the mean F1 score over five classes. We compare D3QN with popular backbones: A2C [60], ACER [67], TRPO [68], PPO [69], the origin DQN [40], and Double DQN [52]. D3QN outperforms all other algorithms in the Willow Object. We think that the main reason is that: graph matching is a discrete decision making problem, where the value based methods (DQN, DDQN, D3QN) can be more suitable than the policy based methods, which is widely accepted [51], [53], [70]. Besides, off-policy methods are generally more stable than the on-policy methods, thus the former is more suitable considering the environment is changing during matching.

6 Conclusion and Outlook

In this paper, we have presented a deep RL based approach for graph matching, especially in the presence of outliers from both input graphs. This sequential decision scheme allows the agent to naturally select the inliers for matching and stop from matching excessive outliers. To our best knowledge, it is the first work for RL of weighted graph matching which can be applied to its general QAP form. We further propose two important techniques to improve the robustness of our solver. The first is revocable action which is shown well suited to our complex constrained search procedure. The other is affinity regularization based on parametric function fitting, which is shown can effectively refrain the agent to matching excessive outliers, when the number of inliers is unknown. Extensive experiments on both synthetic and real-world datasets show the cost-effectiveness of RGM.

---

TABLE 7
Comparison with the local rewrite (LR) [17] boosting technique on QAPLIB dataset w.r.t the optimal gap (the lower the better) and inference time in seconds, where “+LR” denotes using local rewrite given the output from the original methods, and “RGM w/o rev.” denotes our method without the revocable mechanism as described in Sec. 4.2.

| Method     | Time per QAPLIB instance mean | Time per QAPLIB instance min | Time per QAPLIB instance max |
|------------|-------------------------------|------------------------------|------------------------------|
| SM         | 0.01                          | 181.22%                      | 46.93%                       | 949.94%                      |
| + LR       | 47.51                         | 119.14%                      | 44.21%                       | 291.15%                      |
| RRWM       | 0.15                          | 169.50%                      | 49.51%                       | 432.94%                      |
| + LR       | 47.93                         | 100.19%                      | 46.25%                       | 223.84%                      |
| SK-JA      | 563.44                        | 93.23%                       | 9.03%                        | 497.91%                      |
| + LR       | 623.18                        | 73.87%                       | 9.03%                        | 212.53%                      |
| NGM        | 15.72                         | 62.35%                       | 17.78%                       | 129.75%                      |
| + LR       | 69.57                         | 54.41%                       | 16.54%                       | 117.36%                      |
| RGM w/o rev. | 47.24                       | 41.49%                       | 12.58%                       | 119.75%                      |
| + LR       | 96.45                         | 39.70%                       | 11.65%                       | 109.47%                      |
| RGM        | 75.83                         | 35.84%                       | 10.74%                       | 101.13%                      |

Fig. 11. Average F1 score (↑) of different RL algorithms, on five classes of Willow Object with 10 inliers and 3 outliers in both sides for matching.

TABLE 8
Quantile of the objective score and F1 score of the solutions found by RGM on bus category in Pascal VOC dataset which contains no outlier. The mismatch of F1 score and objective score is clear.

| Objective range | Proportion | F1 score |
|-----------------|------------|----------|
| (0.00, 0.99)    | 4.0%       | 40.6%    |
| (0.99, 1.00)    | 11.6%      | 61.2%    |
| (1.00, +∞)      | 45.0%      | 100.0%   |
|                 | 39.4%      | 56.5%    |
There are a few future works worth further investigation: i) explore the generalization of our proposed revocable mechanism to other combinatorial learning problems whereby the constraints are relatively heavy; ii) improve the scalability of our approach by exploring its sequential decision nature, e.g. more dynamic and efficient graph embedding for the graph matching problem.
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