A Twitter-Driven Deep Learning Mechanism for the Determination of Vehicle Hijacking Spots in Cities
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Abstract—Vehicle hijacking is one of the leading crimes in many cities. For instance, in South Africa, drivers must constantly remain vigilant on the road in order to ensure that they do not become hijacking victims. This work is aimed at developing a map depicting hijacking spots in a city by using Twitter data. Tweets, which include the keyword “hijacking”, are obtained in a designated city of Cape Town, in this work. In order to extract relevant tweets, these tweets are analyzed by using the following machine learning techniques: 1) a Multi-layer Feed-forward Neural Network (MLFNN); 2) Convolutional Neural Network; and Bidirectional Encoder Representations from Transformers (BERT). Through training and testing, CNN achieved an accuracy of 99.66%, while MLFNN and BERT achieve accuracies of 98.99% and 73.99% respectively. In terms of Recall, Precision and F1-score, CNN also achieved the best results. Therefore, CNN was used for the identification of relevant tweets. The relevant reports that it generates are visually presented on a points map of the City of Cape Town. This work used a small dataset of 426 tweets. In future, the use of evolutionary computation will be explored for purposes of optimizing the deep learning models. A mobile application is under development to make this information usable by the general public.

Index Terms—Twitter, Deep Learning, Vehicle Hijacking, Artificial Neural Networks

I. INTRODUCTION

Drivers are constantly at risk of being hijacked. Locals may be able to avoid certain areas due to personal knowledge; it is, however, not uncommon to fall victim nonetheless. As the number of drivers increases, the risk becomes greater. Between July and September 2021, in South Africa there was a total of 4973 hijackings [1]. This shows the magnitude of the issue.

Social media platforms such as twitter provide a constant flow of information. Twitter, itself, is commonly known for allowing users to discuss their daily thoughts and events. It is also used by news outlets to inform users of current real-time events. This inspires the research of using Twitter as a real-time data source for car hijacking incident reports. Obtaining hijacking crime data from Law enforcement agencies can be a difficult task, for reasons such as there not being updated collections of data, or perhaps difficulty in obtaining administrative approval. Generally, the supplied reports and analytical data are usually presented in large time increments, such as monthly, annually, etc. Therefore, with the use of Twitter as the main source of data obtainment, the data can be used and updated in real-time. However, an issue arises from using social media as the data source, and that is the issue of relevancy. Due to the lack of restrictions on tweets, a large amount of the obtained tweets could be irrelevant to the topic. For example, searching for tweets containing the keyword of hijacking, would return incident report tweets, as well as tweets discussing a different topic, however containing the keyword. Therefore, there is a need for machine learning to separate the off-topic irrelevant tweets, from the relevant incident reports.

Piña-García and Ramírez-Ramírez [2] proposed using a linear predictive model to evaluate the performance of google trends in predicting crime rates based on a weekly analysis. This was done by presenting multiple sections in the report which addressed different factors influencing the proposal such as a section presenting heatmaps of the number of crimes in Mexico City by per borough, then by neighborhoods [2]. They were able to prove that Google trends and Twitter can be used to generate estimates of crime occurrences. They presented this by using a linear predictive model. This proposal introduced the possibility of using Google trends and Twitter to track crime trends and analysing it further to gain relevant information.

Mata et al [3] developed an application to help locate safe routes of travel using estimations defined from crime rates. They demonstrated their proposal by providing the algorithms and pseudo code they used, as well as examples of their proposed application user interface performing the proposed functionalities. Through their research, they were able to obtain the safest traveling route by using the Bayes algorithm with a certainty degree of around 75% effectiveness [3]. Their research provides further insight for the research done in this paper by using Twitter to gain the reports.

Lal et al [4] obtained and analysed a total of 369 tweets into classes of Crime and Not-Crime respectively. To conduct their study they used a text mining approach whereby they employed 4 main classifiers for testing, namely Naïve Bayesian (NB), Random Forest (RF), J48 and ZeroR. The RF classifier performed the best with an accuracy value of 98.1%,
but it had the longest model building time of 7.24s. On the other hand, the ZeroR classifier was the worst performing classifier. In terms receiver operating characteristic (ROC) analysis, NB, J48, and RF gave the best performance [4].

The work in [4] inspired the work proposed in this paper. While Twitter has been used for generic crime prediction, so far no work has been reported on Twitter-based determination of vehicle hijacking spots. Since Twitter contains both relevant and irrelevant or fake tweets, the need for the determination of relevant tweets by performing classification of “hijacking” and “non-hijacking” arises naturally. Therefore, this paper addresses this issue by using a similarly small datasets to the one that was used in [4]. While the work in [4] used shallow learning techniques, this work uses three deep learning techniques, namely: a Convolutional Neural Network (CNN), an Multi-layer Feed Forward Neural Network (MLFNN), and a Bidirectional Encoder Representations from Transformers (BERT) model. These models are trained by using 296 tweets and tested by using 130 tweets. The best performing model is adopted and used to identify relevant hijacking reports from the tweets database, and the vehicle hijacking locations are extracted from the tweets to indicate them on the visual maps of hijacking spots. In this study, the City of Cape Town is used. But the approach can be used in any city as long as the tweets are in English.

This paper is organised as follows. A brief overview into Machine Learning mechanisms used in this work is presented in Section II. Section III presents the materials and methods we employed in this work. The results are presented in Section IV. Lastly, the paper is concluded in Section V.

II. A BRIEF OVERVIEW ON DEEP LEARNING MECHANISMS EMPLOYED IN THIS WORK

This section presents a brief overview on the three machine learning algorithms used in this work.

A. Multi-Layer Feed-Forward Neural Network

A Multi-Layer Feed-Forward Neural Network [5] is a neural network whereby each layer is fully connected to each other to the subsequent layer. It consists of an input layer, output layer, as well as a number of hidden layers. A MLFNN is generally used for supervised learning, which implies that the model is trained using a dataset of inputs and their correct output, where the output layer, as well as a number of hidden layers. When training a MLFNN, the model is given a set of \( n \) input-output \((x,y)\) pairs \( X \). The training process involves the constant iterations of updating values of the weights of the perceptrons \( j \) in layers \( l_k \) for the incoming node \( i \), as well as the bias \( b_k^i \) for the output \( o_i \) on the input \( x_i \), with the aim of minimizing the mean squared error [6], which is given by

\[
E(X) = \frac{1}{2N} \sum_{i=1}^{N} (o_i - y_i)^2
\]

B. Convolutional Neural Network

Convolutional Neural Network (CNN) [7] is generally comprised of 3 types of layers, namely Convolutional layers, Max Pooling layers, and lastly the fully-connected layers. The Convolutional layer is aimed at outputting a high value for a given position if there is a convolutional feature in the given position, otherwise, a low value is outputted [8]. This value is obtained by using

\[
h_{i,j} = \sum_{k=1}^{m} \sum_{l=1}^{m} w_{i,k,l,j} x_{i+k-1,j+l-1}
\]

where \( m \) is the kernel width and height, \( h \) is the convolution output, \( X \) is the input, and \( W \) is the convolution kernel. The max pooling layer is aimed at outputting the maximum value of the input which falls on the kernel [8], which is defined by

\[
p_{i,j} = \max\{w_{i+k-1,j+l-1} \text{ for } 1 \leq k \leq m \text{ and } 1 \leq l \leq m\}
\]

A CNN is generally aimed at image recognition. Due to the nature of CNN for image data, the standard format is Conv2D. However, in this work, a one dimensional CNN, Conv1D is employed because of the textual data that is being used.

C. Bidirectional Encoder Representations from Transformers

The bidirectional Encoder Representations from Transformers (BERT) model [9] employs Transformers, which allow it to learn the contextual relationship between words of a sentence. The BERT model was adopted with the aim of implementing Transfer learning. Text classification is a common area of interest for transfer learning, due the advancement of Natural Language Processing (NLP). The BERT model incorporates a multi-layer bidirectional Transformer encoder which comprises of a stack of 6 identical layers, with each having a set of two sub-layers [10]. The first sub layer is a multi-head self-attention mechanism, whereas the second is a position-wise fully connected feed-forward network. For the multi-head self-attention, the scaled dot-product attention is required, which is defined by

\[
Attention(Q, K, V) = \text{softmax}(\frac{QK^T}{\sqrt{d_k}})V,
\]

where \( Q, K, V \) are the matrices of the queries, keys, values respectively, and \( d_k \) is the dimension of the matrices, \( Q \) and \( K \). The multi-heads \( head \) are computed by using

\[
head_i = Attention(QW_i^Q, KW_i^K, VW_i^V)
\]

where \( QW, KW, \) and \( VW \) are the query, key, and value matrices respectively. From this, the multi-head self-attention is performed by using

\[
\text{MultiHead}(Q, K, V) = \text{Concat}(head_1, ..., head_h)W^O
\]

where \( W \) is a weight matrix.

III. MATERIALS AND METHODS

This section presents the materials and methods that were used in order to realize the goals of this study. First of all, two sets of datasets had to be generated for training and for testing processes. After that, data was processed in order to align with the deep learning models used in this study. Finally
the models were trained and testing was conducted. These approaches are explained in detail in the next subsections. The system flow diagram can be seen in Fig. 1.

**A. Data Generation and Pre-processing**

This work is concerned with obtaining raw, unedited tweets, and understanding whether they denote genuine hijacking reports, or they are just irrelevant tweets. For purposes of this study, the City of Cape was chosen as the target area. Tweets containing the words "hijacking" and "Cape Town" were collected by using a small python program focusing on tweets in a 50km radius from the center of Cape Town. This was done with the Tweepy [11] python library. This data was then pushed into a MySQL data for storage. The total number of tweets collected was 426. These tweets were extracted into an Excel spreadsheet, where each tweet was then manually indicated as relevant or irrelevant by applying a code of 1 and 0 respectively. There were eventually divided into two sets as follows: 1) 296 tweets constituted the training set (76 relevant, 220 irrelevant); 2) 130 constituted the testing set (29 relevant, 101 irrelevant).

To prepare the data for training, standard pre-processing was conducted whereby leading or trailing spaces were removed followed by converting the text to lower case, and lastly, removing stop words. Inspired by the work of Wang et al [12], the TfidfVectorizer was also incorporated in the MLFNN and CNN mechanisms. For text classification with Natural Language Processing (NLP), there are multiple different strategies to do this, such as the Bag-of-Words methods like the Term Frequency - Inverse Document Frequency (TF-IDF) method, or through language models such as BERT, or perhaps through Word2Vec, such as the approach of Jang et al [13]. The TF-IDF identifies the number of occurrences of a word in a document, as well as the measure of the rarity of the word in the document. The BERT method incorporates the ELMo context embedding [14], as well as multiple Transformers. For BERT, each vector which is assigned to a word, is a function of the sentence as a whole, therefore, based on the context each word has the possibility of having more than one vector [15]. As a result, the TfidfVectorizer was not required for the BERT implementation.

**B. Training and Testing**

TensorFlow [16] and Python 3.8 were used to train the model. The Adam optimizer was used for optimization, along with the binary cross-entropy loss. A batch size of 32 was used over 20 epochs. A validation split of 0.2 was also incorporated. The training was done on a home desktop with a single AMD RX570 GPU running a Windows 10 Operating System.

The following performance metrics were used:

- **Accuracy**: This is a percentage measurement of how well the model predicted a true value. This is done during the training and validation phase.
- **Loss**: This is the summation of the number of errors the model makes. The loss function, binary cross-entropy performs a calculation of the difference between the actual value, and predicted values. It then provides a penalty score based on how far the predicted value is from the actual. This was calculated during the training and validation phase.
- **Precision**: This is the measurement of how much the model correctly predicted a positive, over the number of positive predictions as a whole.
- **Recall**: This is the measurement of how much the model correctly predicted a positive, over all the actual positives.
- **F1-score**: This is the weighted averages of the Precision and Recall.

Precision, recall, and F1-score are used during testing. This approach was adopted from the work in [4], [17]. The Accuracy and F1-Score were also used in the CNN implementation in [13].

Model specific measures for the training process were implemented as follows:

1) **Convolutional Neural Network**: For the development of the CNN, the base model consisted of a single Convolutional and Max Pooling Layer. The performance of this model was used as a base, then the number of layers was increased by adding Convolutional and Max Pooling layers. This was done twice, increasing the number of Convolution and MaxPooling layers by 1 each time. Three models were therefore obtained: Single Conv1D/MaxPooling; Double Conv1D/MaxPooling; and Triple Conv1D/MaxPooling. Fig. 2 illustrates the Double Conv1D/Maxpooling architecture.

2) **Multi-Layer Feed-Forward Neural Network**: Similar to the CNN, a base model was selected and the layout was adjusted to compare performance. The base model was influenced by the work in [12]. The initial model that was selected comprised of 2 Dense Layers. The number of layers was then increased by 1 each time and the performance was observed before selecting
the preferred model. Fig. 3 illustrates the MLFNN architecture with four dense layers.

3) Bidirectional Encoder Representations from Transformers: When working with Transfer learning and BERT, the focus is more on the fine-tuning aspect of BERT. A common way of doing this, is by adjusting the learning rate. The learning rates employed, were according to [18] and their research on BERT, whereby they employed learning rates: 5e-5; 4e-5; 3e-5; and 2e-5. The accuracy measurements, as well as the other previously mentioned performance metrics were then observed, before selecting the preferred model. Fig. 4 illustrates the BERT architecture with four dense layers.

IV. RESULTS AND DISCUSSION

This section presents the results obtained from the three models after varying model specific parameters in order to obtain the highest performance for a model on the aforementioned metrics during training, validation and testing. Discussions on how the best parameter settings were determined are also conducted.

A. Convolutional Neural Network

As previously mentioned, 3 CNN architectures were created, a single Conv1D/MaxPooling, a double Conv1D/MaxPooling, and a triple Conv1D/MaxPooling. These models were then trained and tested, and the performance was captured. Table I shows training accuracy and loss along with validation accuracy and loss for three CNN architectures during training. Whereas, Table II shows precision, recall and F1-score for the three architectures during testing. From these results, there was not much difference amongst the CNN models. However, it was observed that the 2 Conv1D/MaxPooling layer architecture, performed slightly better in the accuracy and loss measurements, as well as in the precision score. Therefore, it was selected as the preferred model.

| Architecture | Train Acc | Train Loss | Val Acc | Val Loss |
|--------------|-----------|------------|---------|----------|
| 1 Conv1D     | 0.9899    | 0.0507     | 0.9500  | 0.2140   |
| 2 Conv1D     | 0.9966    | 0.0370     | 0.9833  | 0.1800   |
| 3 Conv1D     | 0.9831    | 0.0690     | 0.9167  | 0.3404   |

| Architecture | Precision | Recall | F1-Score |
|--------------|-----------|--------|----------|
| 1 Conv1D     | 0.9545    | 0.7241 | 0.8235   |
| 2 Conv1D     | 0.9565    | 0.7586 | 0.8462   |
| 3 Conv1D     | 0.9231    | 0.8276 | 0.8727   |

B. Multi-Layer Feed-Forward Neural Network

As mentioned, when creating the model architecture, 3 models of varying number of dense layers (2 layer model, 3 layer model, 4 layer model) were created. Table III displays the accuracy and loss measurements of the MLFNN models during training, whereas Table IV displays the performance metrics of the three MLFNN architectures during testing. It

| Architecture | Precision | Recall | F1-Score |
|--------------|-----------|--------|----------|
| 1 Conv1D     | 0.9545    | 0.7241 | 0.8235   |
| 2 Conv1D     | 0.9565    | 0.7586 | 0.8462   |
| 3 Conv1D     | 0.9231    | 0.8276 | 0.8727   |
is shown that the 2 Dense layer architecture, achieved the best scores in the precision, recall, and F1-score, but only by a slight difference, as well has having the same recall value as the 4 Dense layer architecture. However, the 4 Dense layer architecture, had the lowest loss values amongst the 3, as well as sharing the highest accuracy measurements with the 3 Dense layer architecture. Therefore, the 4 Dense layer architecture was selected as the preferred MLFNN model. The model layout is shown in Fig. 5

| Architecture | Precision | Recall | F1-Score |
|--------------|-----------|--------|----------|
| 2 Dense      | 0.9858    | 0.3207 | 0.9333   |
| 3 Dense      | 0.9893    | 0.0692 | 0.9500   |
| 4 Dense      | 0.9893    | 0.0397 | 0.9500   |

Table III: MLFNN Model Comparison during Training

| Architecture | Precision | Recall | F1-Score |
|--------------|-----------|--------|----------|
| 2 Dense      | 1.0       | 0.7241 | 0.8400   |
| 3 Dense      | 0.9524    | 0.6897 | 0.8000   |
| 4 Dense      | 0.9546    | 0.7241 | 0.8235   |

Table IV: MLFNN Model Comparison during Testing

C. Bidirectional Encoder Representations from Transformers

Lastly, for the development of the BERT model, as mentioned the actual layout of the BERT model was not altered. However the fine-tuning method of adjusting the learning rates was employed. The employed learning rates of 2e-5, 3e-5, 4e-5, and 5e-5, in accordance with [18]. From this, the best performing model was selected as the preferred model. Table V presents the accuracy and loss measurements of the four BERT architectures during training. On the other hand, Table VI presents the performance metrics of the four architectures during testing. As shown in these results, two of the learning rates, namely 3e-5, and 5e-5, returned 0.0 for Precision, Recall, and F1-score, and are therefore not able to be the preferred model. Amongst 2e-5 and 4e-5, 2e-5 obtained higher Precision, Recall, and F1-score, however achieved lower accuracy and loss values. Therefore, the model with the learning rate 2e-5 was selected as the preferred BERT model.

| Architecture | Learning Rate | TrainAcc | TrainLoss | ValAcc | ValLoss |
|--------------|---------------|----------|-----------|--------|---------|
| 2e-5         | 0.9467        | 0.0168   | 0.9000    | 0.5771 |
| 3e-5         | 0.9539        | 0.0551   | 0.9000    | 0.4742 |
| 4e-5         | 0.7466        | 0.5498   | 0.9000    | 0.4659 |
| 5e-5         | 0.7432        | 0.5544   | 0.9000    | 0.4517 |

Table V: BERT Model Comparison during Training

D. Discussion

Now with the three preferred models from each type, the selection of the final model is required. These performances are collated in Table VII and Table VIII. From these results, the CNN model performed performs slightly better than the MLFNN. The BERT model however, proved to not only be inefficient, as the training time taken was much longer than the CNN and the MLFNN, it also provided undesirable results, as shown by the performance metrics. This lines up similarly with [19], whereby they compared BERT with Learning and Teaching Support Material (LSTM) on a small dataset, and found the LTSM to perform better than the BERT model. From everything discussed, it is concluded that the CNN is the preferred model for the task in question and was therefore employed as the text classification model, to assist in the obtainment of hijacking incident reports from the tweets database.

| Architecture | Learning Rate | Precision | Recall | F1-Score |
|--------------|---------------|-----------|--------|----------|
| CNN          | 0.9956        | 0.0370    | 0.9833 | 0.1800   |
| MLFNN        | 0.9899        | 0.0397    | 0.9500 | 0.1858   |
| BERT         | 0.7399        | 0.6168    | 0.8500 | 0.5771   |

Table VII: Model Comparison

| Architecture | Precision | Recall | F1-Score |
|--------------|-----------|--------|----------|
| CNN          | 0.9565    | 0.7586 | 0.8462   |
| MLFNN        | 0.9546    | 0.7241 | 0.8235   |
| BERT         | 0.2857    | 0.0699 | 0.1111   |

Table VIII: Model Comparison 2

E. Vehicle Hijacking Maps

As mentioned, the goal of devising and obtaining a machine learning model was to determine relevant tweets relating to hijackings in the Cape Town area. The tweets that were deemed relevant by the CNN model were processed further in order to extract the locations mentioned in the text in order to plot them on the maps. In order to obtain the locations, the Geopy python library was used. Next, Geograpy was used to obtain the coordinates of these locations. This information was used to create a heat-map, as well as a point-map by employing the Gmaps library. The point-map of hijacking spots, in Fig. 5 displays the locations mentioned in the CNN identified relevant tweets.
Furthermore, a mobile application is under development to explore with the aim of optimizing the deep learning models.

The incidents were extracted. This allowed for the creation of tweets were identified, and the in-text mentioned locations of the keyword "hijacking". Through this, the relevant hijacking identify relevant tweets from a database of tweets containing the point-map of hijacking spots in the Cape Town area.

In the future, the use of evolutionary computation will be explored with the aim of optimizing the deep learning models. Furthermore, a mobile application is under development to make this information usable by the general public.

REFERENCES

[1] BusinessTech, “Hijackings on the rise in South Africa – here are the hotspot areas,” BusinessTech, Nov. 19, 2021. [Online]. Available: https://businesstech.co.za/news/lifestyle/539516/hijackings-on-the-rise-in-south-africa-here-are-the-hotspot-areas/

[2] C. A. Piña-García and L. Ramírez-Ramírez, “Exploring crime patterns in Mexico City.” Journal of Big Data, vol. 6, no. 65, p. 21, 2019.

[3] F. Mata, M. Torres-Ruíz, G. Guzmán, R. Quintero, R. Zagal-Flores, M. Moreno-Ibarra and E. Loza, “A Mobile Information System Based on Crowd-Sensed and Official Crime Data for Finding Safe Routes: A Case Study of Mexico City,” Mobile Information Systems, vol. 2016, p. 11, 2016.

[4] S. Lal, L. Tiwari, R. Ranjan, A. Verma, N. Sardana, R. Mourya, “Analysis and Classification of Crime Tweets,” Procedia Computer Science, vol. 167, pp. 1911-1919, 2020.

[5] Tushar Gupta, “Deep Learning: Feedforward Neural Network,” Towards Data Science, Jan. 5, 2017. Accessed on: Feb. 12, 2022. [Online]. Available: https://towardsdatascience.com/deep-learning-feedforward-neural-network-26a6705dbdc7

[6] Brilliant “Feedforward Neural Networks,” Brilliant.org. [Online]. Available: https://brilliant.org/wiki/feedforward-neural-networks/

[7] IBM Cloud Education, “Convolutional Neural Networks,” IBM Cloud Education, Oct. 20, 2020. Accessed on: Feb. 12, 2022. [Online]. Available: https://www.ibm.com/cloud/learn/convolutional-neural-networks

[8] T. Ganevedara, “Intuitive Guide to Convolution Neural Networks,” Towards Data Science, May 31, 2018. [Online]. Available: https://towardsdatascience.com/light-on-math-machine-learning-intuitive-guide-to-convolution-neural-networks-e3f054dd5dad

[9] R. Horev, “BERT Explained: State of the art language model for NLP,” Towards Data Science, Nov. 10, 2018. [Online]. Available: https://towardsdatascience.com/bert-explained-state-of-the-art-language-model-for-nlp-f0821a962790

[10] S. González-Carvajal, E.C. Garrido-Merchán. “Comparing BERT against traditional machine learning text classification,” ArXiv, 2020.

[11] J. Roesslein, “Tweepy Documentation,” [Online]. Available: https://docs.tweepy.org/en/stable/index.html

[12] K. Wang, R. Chen and E. Xin, “TwitterRelevanceClassification,” June 4, 2020. [Online]. Available: https://github.com/wang0324/TwitterRelevanceClassification.

[13] B. Jang, I. Kim, J.W. Kim, “Word2vec convolutional neural networks for classification of news articles and tweets”. PLoS ONE, vol. 14, 8, Aug 2019.

[14] J. Taylor, “ELMo: Contextual language embedding,” Towards Data Science, Jan. 6, 2019. [Online]. Available: https://towardsdatascience.com/elmo-contextual-language-embedding-335de2266804

[15] M.D. Pietro, “Text Classification with NLP: Tf-Idf vs Word2Vec vs BERT.” Towards Data Science, July 18, 2020. [Online]. Available: https://towardsdatascience.com/text-classification-with-nlp-tf-idf-vs-word2vec-vs-bert-41fb86d1794

[16] Google Brain Team, “TensorFlow: Large-Scale Machine Learning on Heterogeneous Systems,” 2015. [Online]. Available: https://www.tensorflow.org/

[17] Y. Luan, S. Lin, “Research on Text Classification Based on CNN and LSTM”. 2019 IEEE International Conference on Artificial Intelligence and Computer Applications, pp. 352-355, March 2019.

[18] J. Delvin, M.-W. Chang, K. Lee, K. Toutanova, “BERT: Pre-training of Deep Bidirectional Transformers for Language Understanding”, ArXiv, vol. abs/1810.04805, 2019.

[19] A. Ezen-Can, “A Comparison of LSTM and BERT for Small Corpus”, ArXiv, vol. abs/2009.05451, 2020.

[20] GeoPy Contributors Revision, “Welcome to GeoPy’s documentation!”, [Online]. Available: https://geopy.readthedocs.io/en/stable/

[21] S. Rakshit, “geograpy3 0.1.28,” [Online]. Available: https://pypi.org/project/geograpy3/

[22] Google, “Google Maps,” Google, [Online]. Available: https://www.google.com/maps.