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Abstract

Sound event detection (SED), as a core module of acoustic environmental analysis, suffers from the problem of data deficiency. The integration of semi-supervised learning (SSL) largely mitigates such problem. This paper researches on several core modules of SSL, and introduces a random consistency training (RCT) strategy. First, a hard mixup data augmentation is proposed to account for the additive property of sounds. Second, a random augmentation scheme is applied to stochastically combine different types of data augmentation methods with high flexibility. Third, a self-consistency loss is proposed to be fused with the teacher-student model, aiming at stabilizing the training. Performance-wise, the proposed modules outperform their respective competitors, and as a whole the proposed SED strategies achieve 44.0% and 67.1% in terms of the PSDS1 and PSDS2 metrics proposed by the DCASE challenge, which notably outperforms other widely-used alternatives.

Index Terms: semi-supervised learning, sound event detection, data augmentation, consistency regularization

1. Introduction

Sound conveys a substantial amount of information about the environment. The skill of recognizing the surrounding environment is taken for granted by humans while it is a challenging task for machines [1]. Sound event detection (SED) aims to detect sound events within an audio stream by labeling the events and effective combination of these SSL techniques are not scrutinized to be optimally applied in audio processing.

In this work, concerned with the proper usages of SSL techniques in audio processing, we propose a SSL strategy for SED, which consists of three novel modules:

i) Hard mixup. Vanilla mixup [5] is trivially applied in many audio processing studies [19–22], while its adaptability for audio processing is not fully investigated. In vanilla mixup, the mixed label is a soft convex combination of the labels from original samples. Instead, Hard mixup preserves the hard label of the original samples, as the mixup of sound events yields concurrent sound events due to the additive property of audio signal. E.g. The mixed label [0.2, 0.0, 0.8] in vanilla mixup would be presented as [1, 0, 1] in hard mixup. Hard mixup is the first algorithm which investigates the proper usage of the mixup method in the audio processing tasks.

ii) RandomWarping. Direct combination of various DA methods is not guaranteed to result in a performance gain, because of the complexity of finding an optimal set in a large hyperparameter searching space [2]. Although many efforts have
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been made toward unifying various data augmentation schemes in CV [4, 22], they could not be trivially adapted for audio processing, since methods such as time shift [16] or pitch shift [18] are specifically designed for audio. RandomWarping is among the first attempts toward unifying data augmentation methods for audio processing. We perturb each training sample with a randomly selected transformation, which allows taking advantage of different types of augmentation techniques in an unified way. It is a simple yet effective policy, while finding the optimal magnitude for each transformation can be challenging. We empirically find the optimal magnitude values for three data augmentation methods and achieve a consistent performance gain.

iii) Self-consistency loss. One of the challenges in SSL is designing the unsupervised loss for unlabelled data. In ICT [7] for mixup and SCT [12] for time shift, the MeanTeacher model and student model respectively process the original and augmented samples. In this paper, we propose an additional self-consistency loss to the MeanTeacher loss, which constrains the student model to give consistent predictions for original and augmented samples. Such self-consistency constraint always holds regardless of the correctness of the predictions, and thus would stabilize the training procedure.

The combination of these three modules is referred to as random consistency training (RCT), and the flowchart is shown in Fig. 1 with better adaptability for corresponding audio signals, each proposed module experimentally outperform its competing methods in the literature. As a whole, the proposed SSL strategy notably outperforms its counterparts, and achieves top performance on the DCASE 2021 challenge dataset.

2. The Proposed Method

SED is defined as a multi-class detection problem where the onset and offset timestamps of multiple sound events should be recognized from the input audio clips. We denote the time-frequency domain audio clips as $X^d_i \in \mathbb{R}^{T \times K}$, where $T$ is the number of frames (same for all clips in experiment) and $K$ is the dimension of LogMel filterbank features. Three types of data annotations are used for training data, i.e. weakly labelled, strongly labelled and unlabelled, which are indicated by superscript $l \in \{w, s, u\}$, respectively. $i$ denotes the index of data sample among a total of $N^0$ data points of one annotation type. Let $C$ and $Y^l_i$ be the number of sound event classes and data labels, respectively. The weakly labelled and strongly labelled data have the clip-level and frame-level labels denoted by $Y^w_i \in \mathbb{R}^C$ and $Y^s_i \in \mathbb{R}^{T \times C}$, respectively. Since the required time resolution for SED is much lower than the one of sound frames, pooling layers are applied in the CNN, resulting in a coarser time resolution $T'$ rather than $T$ for the predictions.

The baseline model is a CRNN [12], consisting of a 7-layer CNN with Context Gating layers [23], cascaded by a 2-layer bidirectional GRU. An attention module is added at the end to produce different levels of predictions [12] and MeanTeacher [10] is employed for SSL. As shown in Fig. 1, a teacher model is obtained by an EMA of the student CRNN model to provide pseudo labels for unlabelled samples. The training loss is $L = L_{\text{supervised}} + L_{\text{MeanTeacher}}$, where $L_{\text{supervised}}$ is the cross-entropy loss for the labelled data, and $L_{\text{MeanTeacher}}$ is the MeanTeacher mean square error (MSE) loss for the unlabelled data.

2.1. Random data augmentation for audio

RandAugment [3] is proposed as an efficient way of combining different types of image transformations. In RCT, we take such
2.2. Self-consistency training

The MeanTeacher loss [10] used in SED [12] has already shown a notable capacity in mining information from unlabelled data. To further leverage the unlabelled data, we propose to apply self-consistency regularization in addition to the MeanTeacher loss. Let $\hat{Y}^{(s)} \in \mathbb{R}^C$ and $\tilde{Y}^{(s)} \in \mathbb{R}^C$ denote the weak (clip-level) predictions of original and augmented samples of the student model, respectively. Similarly let $\hat{Y}^{(i)} \in \mathbb{R}^{T \times C}$ and $\tilde{Y}^{(i)} \in \mathbb{R}^{T \times C}$ for the strong (frame-level) predictions. Self-consistency regulates the model by an extra MSE term added to the loss function

$$L_{SC} = r(\text{step}) \frac{1}{N(s)} \sum_{i=1}^{N(s)} \| D_{\text{aug}}(\hat{Y}^{(s)}_i) - \tilde{Y}^{(s)}_i \|^2 + r(\text{step}) \frac{1}{N(i)} \sum_{i=1}^{N(i)} \| D_{\text{aug}}(\hat{Y}^{(i)}_i) - \tilde{Y}^{(i)}_i \|^2, \quad (1)$$

where $\| \cdot \|$ denotes the Euclidean norm for a vector/matrix, $r(\text{step})$ is a ramp-up function varying along the training step, $D_{\text{aug}}^{(s)}$ and $D_{\text{aug}}^{(i)}$ denote transformations applied on the predictions of original samples, as the labels should be correspondingly changed for augmented samples. For pitch shift and time mask, there is no need to change the labels. Time shift should accordingly shift the strong labels along time axis. As for hard mixup, the mixed audio clip includes all the sound classes presented in the original audio clips. However, the labels for the combined sound classes cannot be trivially obtained by adding the predictions of original samples, since the summation of two soft-predictions/labels is meaningless. Instead, we define the label transformation for hard mixup as

$$D_{\text{mixup}}^{(i)}(\hat{Y}^{(i)}_i) = \vee_{i \in M} \text{harden}(\hat{Y}^{(i)}_i), \quad (2)$$

where $\vee$ denotes element-wise OR operation, $M$ is an arbitrary set consists of two or three data samples used in hard mixup, and $\text{harden}(\cdot)$ is an element-wise binary hardening function which ceils (or floors) the matrix elements to 1 (or 0) if the elements are larger than 0.95 (or smaller than 0.05). This transformation first hardens the predictions of original samples, from which the active/inactive sound classes are combined.

The prediction of original and augmented samples ($\hat{Y}_i$ and $\tilde{Y}_i$) are both used for gradient updating, which means they are considered as the pseudo labels for each other in training. This is also one reason of choosing symmetric MSE function as an extra component in the loss function. The total loss $L$ used for training the CRNN model will be

$$L = L_{\text{supervised}} + L_{\text{MeanTeacher}} + L_{SC}, \quad (3)$$

where $L_{\text{MeanTeacher}}$ is the average of MeanTeacher MSE losses for the original sample and two augmented samples (hard mixup and random warping), as shown in Fig.1. The unsupervised loss is composed of the MeanTeacher loss and self-consistency regularization. Such self-consistency constraint between the original and augmented samples always holds regardless of the correctness of the predictions. This is different from ICT [7] that merges the MeanTeacher loss and the consistency loss as one single loss. In ICT, the MeanTeacher loss is set as the MSE loss between the prediction of augmented and original samples, where the predictions are obtained by the teacher model and student model, respectively. Such pseudo labels highly rely on the correctness of the MeanTeacher predictions, while incorrect pseudo labels may mislead the student model and consequently reduce the training efficiency.

### 3. Experimental Results and Discussion

Our codes for this work have been released on our website\footnote{https://github.com/Audio-WestlakeU/RCT}. We use the baseline model [12] on DCASE 2021 Task 4 dataset to test the performance of the proposed method. The dataset consists of 1578 weakly-labelled, 10000 synthesized strongly-labelled and 14412 unlabelled audio clips. Each 10-second audio clip is resampled to 16 kHz and frame blocked with a length of 128 ms (2048 samples) and a hop length of 16 ms (256 samples). After 2048-point fast Fourier transform, 128-dimensional LogMel features are extracted for each frame, converting the 10-second audio clip into a 626 × 128 spectrogram. All samples are normalized to $[-1, 1]$ before training.

The batch size is set to 48, consisting of 12 weakly-labelled, 12 strongly-labelled and 24 unlabelled data points. The learning rate ramps up to $10^{-3}$ until epoch 50 and is scheduled by Adam optimizer until the end of training, i.e. 200 epochs. The weight for MeanTeacher and self-consistency losses, $r(\text{step})$, linearly ramps up from 0 to 2 at epoch 50 and is then kept unchanged. The system performance is evaluated through polyphonic sound detection scores (PSDSs) according to the DCASE 2021 challenge guidelines. The metrics takes both response speed (PSDS1) and cross-trigger performance (PSDS2) into account; the larger the better for both metrics.

#### 3.1. Ablation study on SED

In the random warping policy, the only hyperparameter that needs to be grid-searched is the maximum transformation magnitude $d_{\text{max}}$. As shown in Fig. 2, the performance improves as the maximum transformation magnitude increases until about 5...
or 6; accordingly we set $d_{max}$ to 5.

Table 1 shows the result of ablation study, in which the proposed modules are individually added step by step. As seen, the proposed schemes including hard mixup, RandomWarping and self-consistency, lead to noticeable positive contributions. To further investigate the efficacy of the proposed methods, we also conduct experiments to replace hard mixup and self-consistency by vanilla mixup and ICT-like consistency respectively. While vanilla mixup is slightly better in cross-trigger (PSDS$_2$), hard mixup gives more significant gain in response time (PSDS$_1$). The proposed self-consistency outperforms the ICT-like consistency in both metrics.

3.2. Comparison with other semi-supervised strategies

To evaluate the proposed SSL strategy collectively, we conduct a thorough comparison with other widely used SSL strategies, including ICT [7], SCT [16] and their combination, employing the same baseline network used for the proposed strategy. Table 2 shows the comparison results, and Fig. 3 gives the validation loss curves of the models with baseline MeanTeacher, ICT and self-consistency. Compared with the baseline MeanTeacher model, ICT largely improves the performance by its proposed teacher-student consistency loss, while the always-hold self-consistency loss further improves the performance, which can be reflected by a lower validation loss curve shown in Fig. 3. SCT performance is not as good as ICT, which indicates that the time shift is not as efficient as interpolation (mixup). Combining ICT and SCT does not outperform ICT alone, which implies that the naive addition of ICT and SCT [16] is not an effective way to combine multiple different augmentations schemes. In contrast, as shown in Table 1, the proposed strategy is able to efficiently combine multiple different augmentations. Overall, the proposed method remarkably outperforms ICT and SCT, due to the strength of each proposed module and the efficient stochastic combination of them.

3.3. Comparison with DCASE2021 submissions

To further assess the efficacy of the proposed method and conduct fair comparisons with heavily processed DCASE 2021 submitted models, we also took advantage of some existing post-processing and ensembling techniques in our model. A temperature factor of 2.1 is used for inference temperature tuning as in [13]. Median filter is applied to smooth the frame-level predictions. Following [25], the length of each median filter is calculated by $l_{\text{class}} = 0.55 \times \frac{\text{avg}_{\text{duration,}}_{\text{class}}}{\text{duration}_{\text{max}}}$ and manually search for the best value with a range of ±2. The length of class-wise median filters are set to [3, 28, 7, 4, 7, 22, 48, 19, 10, 50], for the event classes of \{alarm bell ringing, blender, cat, dishes, dog, electric shaver, toothbrush, frying, running water, speech, vacuum cleaner\}, respectively. Moreover, model ensembling was applied to fuse the predictions of multiple differently trained models. We trained eleven models with different variants of RCT: substituting time masking with frequency masking [17]; adding FilterAug [14] into audio warping choices; randomly selecting one or two methods in audio warping; and, reducing the weight of the MeanTeacher loss. We found that all different variants achieve reasonable performances. This demonstrates the flexibility of RCT and its capacity in incorporating new audio transformations into the framework with a low tuning cost overhead.

The proposed system is compared with DCASE2021 top-ranked submissions in Table 3. The scores of DCASE2021 submissions are directly quoted from the challenge results. The proposed system noticeably outperforms all other systems employing the baseline CRNN network, which verifies the superiority of the proposed RCT strategy. Furthermore, as seen the performance of the proposed system is very close to the two first-ranked submissions [13, 19]. They both use more powerful networks, i.e., SKUnit and RCRNN, which were able to largely improve the performance [13, 19]. The proposed framework is independent of the network and can be easily applied along with more advanced architectures to achieve higher performance.

4. Conclusion

In this paper, we developed a novel semi-supervised learning (SSL) strategy, named random consistency training (RCT), for sound event detection (SED) task. The proposed method improves several core modules of SSL, including unsupervised training loss and data augmentation schemes. It leads to achieving competitive performance on the DCASE 2021 challenge dataset. RCT provides a generic framework which can be effectively employed along with more advanced augmentation schemes and architectures. Besides, since RCT is not task-specific, it can potentially be applied in various audio and image processing tasks which is another broad avenue for future work.
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