Condensation induced by coupled transport processes
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Several lattice models display a condensation transition in real space when the density of a suitable order parameter exceeds a critical value. We consider one of such models with two conservation laws, in a one-dimensional open setup where the system is attached to two external reservoirs. Both reservoirs impose subcritical boundary conditions at the chain ends. When such boundary conditions are equal, the system is in equilibrium below the condensation threshold and no condensate can appear. Instead, when the system is kept out of equilibrium, localization may arise in an internal portion of the lattice. We discuss the origin of this phenomenon, the relevance of the number of conservation laws, and the effect of the pinning of the condensate on the dynamics of the out-of-equilibrium state.

I. INTRODUCTION

Real-space condensation phenomena represent a vast class of processes that appear in many domains of physics. Typical examples from the classical realm are the behavior of traffic flows, the dynamics of shaken granular media, the aggregation and fragmentation processes, the localization in real-world networks, phase transitions in stochastic mass transport models, nonlinear propagation in weakly dissipative systems [1][2]. All these systems may display a phase transition from a homogeneous phase to a localized one when varying a suitable control parameter, which is often the density of a conserved quantity of the system: above a critical density a finite fraction of the conserved quantity is localized on a single lattice site, while the remaining amount is delocalized over the rest of the system [3][4][5]. In the absence of intrinsic dishomogeneities such as spatial disorder [6][7], each lattice site is equally eligible to host the condensate.

So far, the condensation transition has been studied in details in a large variety of equilibrium models and in translationally invariant, bulk-driven diffusive models [8][9][10]. In the latter case, the nonequilibrium condition is ascribable to the presence of a bias in the microscopic dynamics which breaks detailed balance in a system with periodic boundary conditions. Hence macroscopic circulating currents are steadily induced. In some cases, e.g. in the Zero-Range Processes (ZRP) [11], the bias breaks detailed balance but the nonequilibrium steady state equals the equilibrium state of the same model when hopping is made symmetric.

In this paper we intend to analyze a boundary-driven model where translational invariance is broken and which is genuinely off-equilibrium because the system is in contact with two different thermal reservoirs at its ends. In this setup bulk dynamics is assumed to be reversible, local equilibrium may appear, and conservation laws are relevant for the dynamics. Condensation in the context of such an open, out-of-equilibrium system has been much less explored. Asymmetric boundary conditions have been studied for ZRP, i.e. in models with a single conservation law, but in this case condensation appears only if a boundary condition is overcritical [12], i.e. if a reservoir imposes a localized equilibrium state.

In this paper we provide evidence that a new condensation mechanism may arise in out-of-equilibrium conditions but this occurs only if the system has two conservation laws. More precisely, we focus on a setup in which a one-dimensional lattice chain with local interactions and two conserved quantities is in contact with external reservoirs imposing thermodynamic parameters $X_L$ and $X_R$.
at its left and right boundaries, respectively, see Fig. 1. Importantly, we consider the case in which both $X_L$ and $X_R$ are in the homogeneous, delocalized phase. With this constraint, in equilibrium conditions ($X_L = X_R$) condensation is always forbidden. On the other hand, we find that when $X_L \neq X_R$ localization may arise in the bulk of the system.

As we will see, the existence of two conservation laws implies a coupled transport process which is essential to induce condensation. We will also show that the properties of the asymptotic, out-of-equilibrium state depend on the possibility that the condensate may diffuse or not in space. If diffusion is allowed, the system attains a nonequilibrium steady state; if the condensate is pinned, it does not stop growing and stationarity is lost.

The paper is organized as follows. In Sec. II we introduce the model and discuss its equilibrium properties. In Sec. III we present the phenomenon of condensation occurring in a coupled-transport setup and we separately analyze the case of pinned and unpinned dynamics. Finally, in Sec. IV we provide a discussion of the main results and in Sec. V we outline the major open problems and perspectives.

II. THE MODEL AND ITS EQUILIBRIUM PROPERTIES

The model we are going to describe can be derived from the Discrete Nonlinear Schrödinger (DNLS) equation [22], which is ubiquitous in nonlinear physics with applications in optics, cold-atoms physics and micromagnetic systems. In its standard form, the DNLS equation reads

$$i \dot{z}_n = -2|z_n|^2 z_n - z_{n+1} - z_{n-1}$$

(1)

where $z_n$ are complex-valued amplitudes defined on a one-dimensional lattice with $1 \leq n \leq N$. This equation displays two exactly conserved quantities, namely the total energy

$$H = \sum_n |z_n|^4 + z_n^* z_{n+1} + z_n z_{n+1}^*$$

(2)

and the total norm of the wavefunction

$$A = \sum_n |z_n|^2,$$

(3)

also called total “mass” [23]. For this reason, the model displays coupled transport when it is steadily maintained out of equilibrium [24]. Above a certain critical energy density which depends quadratically on the mass density, the DNLS model also exhibits a condensation transition with a very rich phenomenology that involves the excitation of discrete breather states [23, 26] and includes the creation of negative-temperature states [20], extremely slow thermalization [27], inequivalence of statistical ensembles [28], and ergodicity breaking [29]. Its equilibrium picture has recently reached a systematic and accurate description within the so-called large deviation theory [23, 30]. This has been possible because near the transition the DNLS model simplifies, as the hopping energy $(z_n^* z_{n+1} + \text{c.c.})$ in Eq. (2) becomes negligible with respect to the local energy $|z_n|^4$ [28]. The resulting simplified model, which is the object of our study, can be therefore expressed in terms of the local masses $c_n = |z_n|^2 \geq 0$ only. We refer to this model as C2C [17], see Fig. 2 because it displays condensation in the presence of two conserved quantities, the mass $A$ and the energy $H$,

$$A = \sum_{n=1}^N c_n,$$

(4)

$$H = \sum_{n=1}^N c_n^2.$$

(5)

The thermodynamic behavior of the C2C model in equilibrium is specified by the values of the mass density $a = H/N$ and of the energy density $h = H/N$. Therefore one can profitably represent all equilibrium states in the plane $(a, h)$, see Fig 3. In order to identify the main features of the equilibrium diagram, it is useful to evaluate the variance of the mass distribution,

$$\sigma^2 = \bar{c}^2 - \bar{c}^2 = h - a^2,$$

(6)

which shows that it must be $h \geq a^2$. For $h = a^2$, $c_n \equiv a$ and $\sigma = 0$. With increasing $h$ (at fixed $a$) the variance of the mass distribution increases until the standard deviation of the (positive) mass equals its average value. This occurs at the critical line $h = 2a^2$, where the mass is distributed exponentially [23]. Above this line a condensation process occurs and in the thermodynamic limit a single site hosts the extra-energy $(h - 2a^2)N$.

A more detailed description of equilibrium states is obtained from the evaluation of the grand canonical partition function [31, 32] derived in App. A,

$$Z(\beta, \mu) = \left[ \int_0^{\infty} dc e^{-\beta(c^2 - \mu c)} \right]^N,$$

(7)

where $\beta$ and $\mu$ are the inverse temperature and the chemical potential, respectively. Using the standard formulas $a = \langle A \rangle / N$ and $h = \langle H \rangle / N$, where the symbol $\langle \cdot \rangle$ denotes the average over the grand canonical distribution, we find the equations

$$a = \mu / 2 + \frac{1}{\sqrt{\pi} \beta} \frac{e^{-\beta \mu^2/4}}{1 + \text{erf}(\sqrt{2 \beta} \mu / 2)}$$

(8)

$$h = \frac{1}{2\beta} + \frac{1}{2} a \mu,$$

(9)

which allow to connect $(a, h)$ to $(\beta, \mu)$ and vice versa. The details of the calculation are reported in Appendix A. In particular it is found that the critical
parabola \( h = 2a^2 \) corresponds to \( T \equiv 1/\beta = +\infty \) and \( \beta \mu = -1/a \), while the parabola \( h = a^2 \) corresponds to \( T = 0 \) and \( \mu = 2a \). States below the \( T = 0 \) line are forbidden and Eqs. (8-9) can not account for the states above the \( T = +\infty \) line. In fact, as proven in Refs. 28, 33, the grand canonical ensemble is not able to describe the localized phase \( h > 2a^2 \).

The microscopic evolution of the C2C model is implemented numerically with a microcanonical Monte Carlo (MMC) algorithm [34, 35]. According to this algorithm, random updates of the \( c_n \) are identified by the simplest moves that conserve mass and energy, simultaneously. Since two conservation laws imply two constraints we use a one-parameter evolution rule involving three sites, which we assume to be contiguous: \( (n-1, n, n+1) \). In practice we pick up randomly a site \( n \) and we make a uniform choice of the new masses \( (c'_n, c'_n, c'_{n+1}) \) such that: \( i \) the total mass and total energy of the triplet are conserved and \( ii \) the detailed balance is satisfied [34]. As explained in Appendix B this amounts to choose a random point in the intersection between a plane and a sphere, see the red dashed lines in Fig. 2. Because of the constraint \( c_n \geq 0 \) such curve is either a circle or the union of three disjoint arcs, the latter case occurring when the mass of one of these sites is significantly larger than the other masses. Different arcs correspond to the same triplets where there has been a permutation of the sites such that the position of the peak has moved.

When the intersection of plane and sphere is given by three disjoint arcs we have two possible choices for the dynamics: either the new triplet of masses is forced to belong to the same arc containing the initial state or it is allowed to stay in any of the three arcs. In the former “pinned” case, high energy peaks cannot move to the neighboring sites, while in the latter case breathers can freely diffuse in the lattice (“unpinned” case). These two different update rules are equivalent in equilibrium conditions [34] but they become inequivalent out of equilibrium.

When the C2C chain is attached to external reservoirs as in Fig. 2 the evolution proceeds by choosing a random site \( n = 1, \ldots, N \) and distinguishing between inner \( (n = 2, \ldots, N - 1) \) and outer \( (n = 1, N) \) sites. For inner sites the triplet \( (n-1, n, n+1) \) belong to the chain and evolution proceeds as for the MMC algorithm. For outer sites we perform a standard grand canonical Monte Carlo move according to given thermodynamic parameters \( X_L \equiv (\beta_L, \mu_L) \) (left boundary) and \( X_R \equiv (\beta_R, \mu_R) \) (right boundary). The details of reservoir dynamics are discussed in Appendix B. The rate of exchange of mass and energy from the reservoirs to the system can be measured by means of suitable definitions of mass- and energy fluxes. For the left boundary, we define

\[
\begin{align*}
J_a^{(L)} &= \frac{1}{\tau} \sum_{k=1}^{\tau} \delta c_1(t_k) \\
J_b^{(L)} &= \frac{1}{\tau} \sum_{k=1}^{\tau} \delta c_1^2(t_k) \quad \tau \gg 1,
\end{align*}
\]

where \( \delta c_1(t_k) \) and \( \delta c_1^2(t_k) \) represent respectively the variations of mass and energy on the first lattice site produced by a Monte Carlo move of the reservoir occurring at time \( t_k \). The definitions of \( J_a^{(R)} \) and \( J_b^{(R)} \) on the right boundary are readily obtained by replacing \( L \to R \) and \( c_1 \to c_N \) in Eq. (10).

When the external heat baths impose the same thermodynamic parameters at the chain ends, \( X_L = X_R \), the system reaches thermodynamic equilibrium and \( J_a^{(L,R)} = J_b^{(L,R)} = 0 \). In this condition, mass- and energy densities fluctuate with respect to average values \( \bar{c} \) and \( \bar{c}^2 \), respectively. If heat baths work properly, we expect that \( \bar{c} = a \) and \( \bar{c}^2 = h \), where \( a \) and \( h \) are related to the imposed values \((\beta, \mu)\) through Eqs. (8-9). In Fig. 3 we show that this is indeed the case. In detail, isothermal (\( T = \text{const.} \), left panel) and isochemical (\( \mu = \text{const.} \), right panel) lines are here reproduced in the phase diagram \((a, h)\). A very good correspondence is found between numerical simulations and analytic predictions.

III. LOCALIZATION IN OUT-OF-EQUILIBRIUM CONDITIONS

In this Section we study the C2C model in out-of-equilibrium conditions \((X_L \neq X_R)\) and discuss the emergence of localization. The left heat bath (attached to the site \( n = 1 \)) is defined by parameters \( \mu_L = 1 \) and \( T_L = 0.1 \), which correspond to an average mass \( a_1 = 0.48 \) and an average energy \( h_1 = 0.28 \). The right heat bath (attached to the site \( n = N \)) is defined by \( \mu_R = 5 \) and \( T_R = 5 \), which correspond to an average mass \( a_N = 2.69 \) and an average energy \( h_N = 9.22 \). As anticipated, both boundary conditions are subcritical, i.e. \( h_1 < 2a_1^2 \) and
\[ h_N < 2a_n^2. \] In Figs. 4 and 5, we highlight their position in the phase diagram with filled black circles. Initial conditions of the C2C chain are always chosen to be homogeneous and to connect the boundary values of \( a_1 \) and \( a_N \).

After a sufficiently long relaxation time \( \tau_0 \gtrsim 10^7 \), we perform a time average of the instantaneous mass and energy on each lattice site,

\[
a_n = \frac{1}{\tau} \int_{\tau_0}^{\tau_0 + \tau} c_n(t) \, dt \tag{11}
\]

\[
h_n = \frac{1}{\tau} \int_{\tau_0}^{\tau_0 + \tau} c_n^2(t) \, dt \tag{12}
\]
onobtaining the corresponding time-average spatial profiles, \( a_n \) and \( h_n \). If we plot \( h_n(a_n) \) we obtain a parametric curve in the space \((a, h)\) which connects the circles corresponding to the thermal boundary conditions. In Fig. 4, we report our results for pinned dynamics (localized peaks can not diffuse in the lattice) while in Fig. 5, we show the results for the unpinned case (peaks freely diffuse). The main result is that in both cases the parametric curve enters the localization region \( h > 2a^2 \) and a condensate is spontaneously created. Nevertheless, the condensation scenarios arising from these two dynamical rules are completely different.

A. Dynamics with pinning

When pinning is imposed, a typical localized parametric profile is reported in the \((a, h)\) plane in the main panel of Fig. 4(a) for \( N = 1600 \) and a large simulation time \( \tau = 1.2 \times 10^9 \). The large peak close to the critical line \( h = 2a^2 \) corresponds to a condensate localized on a single lattice site. The related energy density profile \( h_n \) is reported in the lower inset and shows that the nonlocalized portion of the chain gives rise to a smooth curve. In the presence of pinning, a large condensate localized on a lattice site cannot effectively jump on neighboring ones. This property is found to hinder the relaxation to a nonequilibrium steady state, as the condensate absorbs a fraction of the energy flux transported through the chain (the effect on the mass flux is negligible because the mass is not condensed, energy is). As a result, the peak’s energy \( h^* \) increases in time, as shown in the upper inset of Fig. 4(a) and boundary fluxes are unbalanced, i.e. \( j^{(L)}_a \neq j^{(R)}_a \) and \( j^{(L)}_h \neq j^{(R)}_h \). The resulting nonequilibrium process is therefore non stationary. The spontaneous localization process is found to be stable against size variation: in Fig. 4(b) we show the parametric profiles for a larger chain (\( N = 12800 \)) at different simulation times. For more clarity, we plot on the vertical axis the quantity \( h - 2a^2 \); in this representation the critical line \( h = 2a^2 \) maps to a horizontal line passing from the origin.

Condensation starts when a smooth profile approaches and crosses the critical line, see solid orange curve. At intermediate times, the profile enters the localized region and a few localized states arise (dotted purple line). Finally, at larger times, a single condensed site remains (black short-dashed line), similarly to the case \( N = 1600 \) shown in Fig. 4(a).
B. Dynamics without pinning

When pinning is removed, localized energy can diffuse much more efficiently in the system and peaks can even attain the regions of the chain that are close to the reservoirs, i.e. in the homogeneous phase. This process has two important consequences. Firstly, it introduces an effective dissipation mechanism for condensed energy, which prevents the unlimited growth of the condensate, thereby allowing to attain a nonequilibrium stationary state at long times. This can be checked by comparing the incoming and outgoing fluxes of mass and energy. For the two transported quantities we have separately verified that in the long time limit \((\langle |j(L)| - |j(R)|\rangle)/(|\langle j(L)\rangle | + |\langle j(R)\rangle|) \rightarrow 0\), as expected for stationary states. Secondly, peaks’ diffusion smooths the density profiles and makes them linear, both in the parametric representation \(h(a)\) (see Fig. 5 main) and when plotted versus space (lower inset).

![Graph showing parametric profiles of \(h(a)\) for different system sizes.](image)

FIG. 5. Unpinned dynamics. Parametric profiles of the unpinned C2C model for the same boundary parameters as in Fig. 4 and different system sizes. The dotted purple line is a reference straight line. The red dashed line is the critical line, \(h = 2a^2\). Inset: spatial mass and energy profiles for the largest size \(N = 32768\). For the largest size the stationary state was sampled for a time \(\tau = 2 \times 10^8\) units.

The nature of the dissipation mechanism and of the stationary state can be further clarified by monitoring the evolution of the instantaneous position and energy of the condensate, as shown in Fig. 6. Panel (a) shows that the condensate position \(n^*(t)\) (black line), identified here as the lattice site with the highest energy in the whole chain, is approximately confined in the supercritical region \(h > 2a^2\), between the two red dashed lines. We interpret this confinement as the evidence that the condensate can not survive too close to the reservoirs. Indeed the behavior of the condensate energy \(h^*(t)\) (panel (b)) confirms that when the condensate approaches the homogeneous region (specifically the side of the hotter reservoir) it undergoes a decay process that eventually destroys it. Remarkably, after this event a new condensate is created, in agreement with the stationary nature of the process. The sequence of growth and decay nature is found to depend on the system size: larger \(N\) produce slower cycles, with larger peaks (see different curves in panel (b)).

![Graph showing evolution of \(n^*(t)\) and \(h^*(t)\).](image)

FIG. 6. Unpinned dynamics. Evolution of the condensate position \(n^*(t) = n^*(t)/N\) for the largest size \(N = 32768\) and after the transient \(\tau_0\). The two horizontal dashed lines identify the two positions where the stationary profile in (a) crosses the transition line \(h = 2a^2\). For each time, \(n^*(t)\) is measured as the position of the site with largest energy along the chain. (c) Evolution of the condensate energy \(h^*(t) = h_{n^*(t)}\) on the same time scale of panel (b) and for different sizes.

Finally, in Fig. 7 we report the behavior of the mass \((j_a)\) and energy \((j_h)\) currents as a function of the system size \(N\) (we can now omit superscripts \((L)\) and \((R)\) because in a steady state left and right currents are equal). We find the standard scaling \(j_a,h \sim 1/N\), which corresponds to normal, diffusive transport.

![Graph showing scaling of \(j_a(N)\) and \(j_h(N)\).](image)

FIG. 7. Unpinned dynamics. Scaling of the stationary mass and energy fluxes vs \(N\): the blue dotted line represents a diffusive scaling law \(j \sim N^{-1}\).
IV. DISCUSSION

The observation of condensation phenomena in equilibrium conditions requires that the control parameter of the system exceeds a certain critical threshold. Such a condition has been realized in an isolated system initialized in the condensed region of parameters or imposing an overcritical boundary condition. In this paper, we have given evidence that a new mechanism is able to produce condensation when i) the system is kept out of equilibrium by boundary imbalances and ii) at least two independent quantities are transported (coupled transport). If taken individually, each boundary condition corresponds to a thermal state at finite temperature and belongs to the homogeneous, delocalized region. In fact, using standard heat baths like the Monte Carlo ones implemented here it would be impossible to equilibrate the system in the localized region \[28\]: localization emerges here because it is a pure nonequilibrium effect! The main question is therefore the role of the out-of-equilibrium setup in favoring the condensation process.

To clarify this point we propose a simple argument based on the dynamical evolution of a triplet of sites whose central site hosts a peak with large mass \(b\). The two external sites of the triplet are supposed to be characterized by given mass distributions, imposed by the left and right reservoirs. Given this simplified picture, we analyze if on average the dynamical move favors the relaxation of the peak or on the contrary it may favor its growth. Let us therefore consider the triplet of masses \((c_1, b, c_2)\) which evolves microcanonically towards \((c_1 + x, b + \delta b, c_2 + y)\) in such a way that mass and energy are conserved,

\[
x + y + \delta b = 0
\]

\[
x^2 + y^2 + (\delta b)^2 + 2(c_1 x + c_2 y + b \delta b) = 0.
\]

In equilibrium conditions \(c_1\) and \(c_2\) are drawn from the same distribution because boundary conditions are symmetric. In general it is convenient to write \(c_i = \bar{c}_i + \delta_i\), where \(\bar{c}_i\) are the average values of the mass distributions at the left \((i = 1)\) and at the right \((i = 2)\) of the breather. From Eqs. \([13][14]\) simple algebra allows to find the exact relation

\[
\delta b (b - c) = -Q - (\delta_1 x + \delta_2 y) + \Delta (y - x),
\]

where \(Q = \frac{1}{2}[x^2 + y^2 + (x + y)^2] \geq 0\) while \(c\) and \(\Delta\) are defined by the relations \(\bar{c}_1 = c + \Delta\) and \(\bar{c}_2 = c - \Delta\). A value \(\Delta \neq 0\) means that we are out-of-equilibrium. Assuming \(b > c\) because \(b\) is a peak, a negative (positive) right-hand side of Eq. \([15]\) means that the condensate decreases (increases) its mass. The first term on the right-hand side is negative-definite and it is at the origin of the condensate relaxation to equilibrium, because the second term fluctuates around zero \((\delta_i = 0\) by definition) and the third term vanishes for symmetric boundary conditions.

In out-of-equilibrium conditions, \(\Delta \neq 0\), one finds that the transport of mass between the side with the largest \(\bar{c}_i\) and the opposite side determines that \((y - x)\) has on average the same sign as \(\Delta\). Therefore the out-of-equilibrium setup contributes to the variation of mass of \(b\) with a term which on average is positive. This clarifies that boundary imbalances favors the development of condensation.

We may now wonder about the relevance of having two conservation laws, especially in light of the results of Refs. \([28][33]\) where it is shown that the equilibrium properties of C2C model are equivalent to a model where only one quantity is conserved, the energy \(H = \sum_i \epsilon_i\), but where \(\epsilon_i \geq 0\) are independent variables following the distribution \(f_\delta(\epsilon) = (\lambda/2\sqrt{\epsilon}) \exp(-\lambda\sqrt{\epsilon})\). For this model the critical value of the energy density \(h = H/N\) above which condensation appears is \(h_c = \langle\epsilon\rangle = 2/\lambda^2\) \([37][38]\). If we attach such a lattice model to reservoirs at different temperatures, only a single current (the heat flux) can flow, and the resulting temperature profile must be monotonic \([39]\). Therefore, if boundary conditions are subcritical, i.e. they do not favor localization, the same must be true throughout the system. The above scenario is further confirmed by the study of the Zero-Range Process with open, asymmetric boundary conditions \([21]\). This is a model with only one conservation law and authors find localization only if boundary conditions allow it at equilibrium. It is also worth mentioning that in such case the condensate appears in proximity of the overcritical boundary.

V. PERSPECTIVES

As a future perspective of this work, coupled transport phenomenology of the C2C model will be worthy of complementary analysis from the point of view of linear response theory \([40]\). The main open questions include how the Onsager transport coefficients vary in the parameter space \((a, h)\) and, in particular, whether they display any peculiar behavior when parametric curves cross the critical line \(h = 2a^2\). It will also be interesting to understand in more detail how energy peaks are born and die in the unpinned case. In fact, these processes appear to be relevant both for the appearance of a nonequilibrium stationary state and of the linearity of mass and energy profiles, see the inset in Fig. \(6\).

In light of the importance of conservation laws it will be useful to study the observed condensation process in other models with conserved quantities. Among them, the DNLS equation is undoubtedly a relevant model to investigate. In fact, a closely related phenomenology was found in \([41]\) when a DNLS chain was attached to a mass dissipator to one boundary and to a reservoir at the opposite boundary. A mass dissipator is not a proper reservoir, as it drives the system towards the point \((a, h) = (0, 0)\), which is singular thermodynamically, because any isothermal curve, including \(T = 0\) and \(T = \infty\), terminates there, see Fig. \(5a\). We also remark that despite the DNLS and C2C models display very similar equilibrium, critical properties, they have extremely
different relaxation dynamics \cite{27,42}; the frozen dynamics of localized states is a hallmark of the Hamiltonian dynamics of the DNLS equation and makes practically impossible to attain equilibrium in the condensed region. Therefore, the behavior of the DNLS model in the out-of-equilibrium setup studied here is an open question.

It would also be interesting to study other stochastic models where the local energy is not quadratic with the mass. In practice they are defined as a generalization of the C2C model where \( A = \sum_i c_i \) is unchanged and \( H = \sum_i c_i^\alpha \). These models have been proposed in Ref. \cite{31} and they are known to display condensation at equilibrium \cite{30}. Their relaxation dynamics and nonequilibrium properties are not known.

More generally it would be useful to find suitable protocols for driving a system from the homogeneous to the condensed region. This would be relevant in some experiments for driving a system from the homogeneous to the equilibrium \cite{30}. Their relaxation dynamics and nonequilibrium properties are not known.
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Appendix A: The C2C model in the grand canonical ensemble

In this Appendix we derive explicitly the equilibrium properties of the C2C model within the grand canonical ensemble.

Given the two conserved quantities \( A \) and \( H \) in Eq. \ref{A1}, the grand canonical partition function is

\[
Z(\beta, \mu) = \int_0^\infty dc_1 \ldots dc_N e^{-\beta(H-\mu A)}
= \int_0^\infty dc_1 \ldots dc_N e^{-\beta(\sum_i c_i^2 - \mu \sum_i c_i)}
= \prod_{n=1}^N \int_0^\infty dc_n e^{-\beta(c_n^2 - \mu c_n)}
= Z_0^N(\beta, \mu) \tag{A1}
\]

where

\[
Z_0(\beta, \mu) = \frac{1}{2} \sqrt{\frac{\beta}{\pi}} e^{\beta \mu^2/4} \left[ 1 + \text{erf} \left( \frac{\sqrt{\beta} \mu}{2} \right) \right]. \tag{A2}
\]

The mass density \( a \) and the energy density \( h \) can be found from the equations

\[
a = \frac{\langle A \rangle}{N} = \frac{1}{\beta} \frac{\partial}{\partial \mu} \ln Z_0 \tag{A3}
\]

\[
h = \frac{\langle H \rangle}{N} = -\frac{\partial}{\partial \beta} \ln Z_0 + \mu a \tag{A4}
\]

which give Eqs. \ref{A8} and \ref{A9}.

The curve corresponding to a vanishing temperature is easily found. In fact, for \( \beta \to +\infty \) Eq. \ref{A8} gives \( a = \mu/2 \) and Eq. \ref{A9} gives \( h = a \mu \). The region \( h < a^2 \) is not allowed as clearly shown by the evaluation of the variance of the mass distribution,

\[
\sigma^2 \equiv \langle c^2 \rangle - \langle c \rangle^2 = h - a^2 \geq 0. \tag{A5}
\]

The curve corresponding to a diverging temperature (\( \beta \to 0 \)) is more subtle because the first term on the right-hand side of Eq. \ref{B1} diverges. In the same limit Eq. \ref{B2} would give an unphysical diverging mass if \( \mu \) keeps finite.

It is therefore necessary that \( \mu \) diverges as well and the correct divergence is such that \( \beta \mu = -\gamma \), where \( \gamma \) is a finite, positive constant. Expanding the \text{erf} \ function in Eq. \ref{B2} we find

\[
a \simeq -\frac{1}{\beta \mu} + \frac{4}{\beta^2 \mu^3} \tag{A6}
\]

and Eq. \ref{B3} finally gives

\[
h = \frac{2}{\beta^2 \mu^2} = 2a^2. \tag{A7}
\]

Appendix B: Dynamics of the C2C model

A Monte Carlo time step is composed by a sequence of \( N \) attempted moves, where \( N \) is the number of sites. An attempted move starts choosing a random site \( k = 1, \ldots, N \). If \( k = 1 \) or \( k = N \) we implement the heat baths as explained here below. If \( k \neq 1, N \) we consider the triplet of consecutive sites \((k-1, k, k+1)\) and we perform a microcanonical move of the masses \((c_{k-1}, c_k, c_{k+1})\), i.e. a transition towards a new triplet \((c'_{k-1}, c'_k, c'_{k+1})\) having the same mass and energy,

\[
c_{k-1} + c_k + c_{k+1} = M = c'_{k-1} + c'_k + c'_{k+1} \tag{B1}
\]

\[
c_{k-1}^2 + c_k^2 + c_{k+1}^2 = E = (c'_{k-1})^2 + (c'_k)^2 + (c'_{k+1})^2 \tag{B2}
\]

and chosen uniformly in the solution space of previous equations.

In practice, Eqs. \ref{B1} and \ref{B2} define the intersection between a plane and a sphere, with the constraint that all new masses are positive (see Fig. \ref{B1}). This intersection (which is non-zero because there is the solution \( c'_i = c_i \), \( i = k-1, k, k+1 \)) is either a circle (if all \( c_i \) are of the same order) or the sum of three disjoint arcs of a circle (if one \( c_i \) is much larger than the other two). Solutions can be parameterized by an angle whose random choice ensures that detailed balance is locally satisfied.

We have implemented Monte Carlo heat baths attached to the lattice sites \( k = 1 \) and \( k = N \) as follows. Once that one of the two external sites is randomly chosen we perform an attempt of variation of its mass,

\[
c_k \to c'_k = c_k + \psi, \tag{B3}
\]
where $\psi$ is a random variable uniformly distributed in the interval $(-\psi_k, \psi_k)$. If $c'_k \geq 0$ we accept the move according to the Metropolis rule with the cost function
\[
W = e^{- (\Delta H - \mu_k \Delta A)/T_k},
\]
where $(T_k, \mu_k)$ are the temperatures and the chemical potentials of the heat baths, $\Delta H = (c_k + \psi)^2 - c_k^2$, and $\Delta A = \psi$. We have tested several values of $\psi_1$ and $\psi_N$ and we generally used $\psi_1 = \psi_N = 0.5$.
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