Positive linear maps on normal matrices
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Abstract. For a positive linear map Φ and a normal matrix \( N \), we show that \(|\Phi(N)|\) is bounded by some simple linear combinations in the unitary orbit of \( \Phi(|N|) \). Several elegant sharp inequalities are derived, for instance for the Schur product of two normal matrices \( A, B \in M_n \),

\[
|A \circ B| \leq |A| \circ |B| + \frac{1}{4} V(|A| \circ |B|) V^*
\]

for some unitary \( V \in M_n \), where the constant \( 1/4 \) is optimal.
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1 Introduction

Let \( M_n \) denote the space of complex \( n \times n \) matrices and let \( M_n^+ \) stands for the positive (semi-definite) cone. A linear map \( \Phi : M_n \to M_m \) is called positive if \( \Phi(M_n^+) \subset M_m^+ \). A nice exposition of these maps on matrix algebras can be found in Bhatia’s book [1].

The Schur product with \( A \in M_n^+, X \mapsto A \circ X \) is a basic example of positive linear map on \( M_n \) (Schur’s theorem; for which it suffices to check that the Schur product of two rank one positive matrices is again a rank one positive matrix).

A famous Schwarz inequality due to Man-Duen Choi [4], and previously to Kadison for the Hermitian case, says that

\[
\Phi(N^*)\Phi(N) \leq \Phi(N^*N)
\]

for all normal matrices \( N \) in a unital matrix algebras \( \mathcal{A} \) on which acts the unital positive linear map \( \Phi \). Written as \(|\Phi(N)|^2 \leq \Phi(|N|^2)\), this is a noncommutative Jensen inequality for the convex function \( z \mapsto |z|^2 \) on \( \mathbb{C} \). Choi’s inequality is related to another classical fact, the Russo-Dye theorem [6] stating that unital positive linear maps are contractive, or more generally, that any positive linear maps attains its norm at the identity.

Comparing \(|\Phi(N)|\) and \(\Phi(|N|)\) via operator inequalities seems more delicate. In this note, we aim to obtain such comparisons by using additive combination in the unitary
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orbits of $\Phi(|N|)$. As a consequence we point out some refinements of the classical Russo-Dye theorem stating that any positive linear maps attains its norm at the identity. The results may also be useful to obtain some estimates for various non $C^*$-linear maps; we close this introduction by providing such an example. For $A = (a_{i,j}) \in \mathbb{M}_n$, we consider the conjugate matrix $\overline{A} := A^T = (\overline{a}_{i,j})$, and the matrix with the real parts, $A_R := (A + \overline{A})/2$.

**Proposition 1.1.** If $A$ is a normal matrix, then $|\det A_R| \leq |\det A|_R$.

This is a consequence of Corollary 2.4. This inequality does not hold for some nonnormal two-by-two matrices.

## 2 Positive linear maps

We first single out the simplest case of our main theorem.

**Proposition 2.1.** Let $\Phi : \mathbb{M}_n \to \mathbb{M}_m$ be a positive linear map and let $N \in \mathbb{M}_n$ be normal. Then, there exists a unitary $V \in \mathbb{M}_m$ such that

$$|\Phi(N)| \leq \frac{\Phi(|N|) + V\Phi(|N|)V^*}{2}.$$ 

Thus, $|\Phi(N)|$ is dominated by the mean of two elements in the unitary orbit of $\Phi(|N|)$. There exists a whole family of such sharp inequalities, this is the content of the following main theorem. $R \in \mathbb{M}_n$ is called a reflexion if $R^2 = I$.

**Theorem 2.2.** Let $\Phi : \mathbb{M}_n \to \mathbb{M}_m$ be a positive linear map, $n, m \neq 1$, and let $N \in \mathbb{M}_n$ be normal. Fix $\beta > 0$. Then, there exists a unitary $V \in \mathbb{M}_m$ such that

$$|\Phi(N)| \leq \beta \Phi(|N|) + \frac{1}{4\beta} V\Phi(|N|)V^*.$$ 

If $\beta \geq 1/2$, then the constant $1/4\beta$ is the smallest possible one and this inequality is sharp even if we confine $N$ to the class of Hermitian reflexions in $\mathbb{M}_n$.

A refinement of this inequality is the double inequality

$$|\Phi(N)| \leq \Phi(|N|) \# V\Phi(|N|)V^* \leq \beta \Phi(|N|) + \frac{1}{4\beta} V\Phi(|N|)V^*.$$ 

where $\#$ stands for the usual geometric mean.

We do not know whether the theorem is sharp or not when $0 < \beta < 1/2$. A reader familiar with the theory of positive maps will note that, in the course of the proof, we quickly establish a basic fact due to Stinespring [7] stating that positive maps defined on a commutative domain are completely positive.
Proof. Consider the spectral decomposition of $N$,

$$N = \sum_{i=1}^{n} \sigma_i E_i$$

where $\sigma_i$ runs over the eigenvalues of $N$ counted with their multiplicities and $E_i$ are rank one projections, $i = 1, \ldots, n$. Note that $E_i = x_i x_i^*$ for some column vectors $x_i \in \mathbb{M}_{n,1}$.

Let $\mathcal{N}$ be the $*$-commutative subalgebra spanned by the projections $E_i, i = 1, \ldots, n$. When restricted to $\mathcal{N}$, the map $\Phi$ has the form

$$\Phi(X) = \sum_{i=1}^{m} \sum_{j=1}^{n} Z_{i,j}^* X Z_{i,j}$$

for some rank 1 or 0 matrices $Z_{i,j} \in \mathbb{M}_{n,m}, i = 1, \ldots, n, j = 1, \ldots, m$. Indeed, the map $\Phi$ on $\mathcal{N}$ is determined by its values on the projections $E_i$, hence, setting $Z_{i,j} = x_i R_{i,j}$ where $R_{i,j} \in \mathbb{M}_{1,m}$ is the $j$-th row of $\Phi(E_i)^{1/2}$, we obtain the representation (2.1).

This decomposition of $\Phi$ on $\mathcal{N}$ as a sum of congruences maps ensures that

$$\begin{pmatrix} \Phi(A) & \Phi(B) \\ \Phi(B^*) & \Phi(C) \end{pmatrix} \succeq 0$$

whenever the matrices $A, B, C$ in $\mathcal{N}$ satisfy

$$\begin{pmatrix} A & B \\ B^* & C \end{pmatrix} \succeq 0.$$ 

In particular, this happens if $A = C = |N|$ and $B = N$, as

$$\begin{pmatrix} |z| & z \\ z^* & |z| \end{pmatrix} \succeq 0$$

for all $z \in \mathbb{C}$. Therefore

$$\begin{pmatrix} \Phi(|N|) & \Phi(N) \\ \Phi(N^*) & \Phi(|N|) \end{pmatrix} \succeq 0.$$ (2.2)

Now, let $V^*$ be the unitary part in the polar decomposition $\Phi(N) = V^*|\Phi(N)|$. We have, for all $\alpha > 0$,

$$\begin{pmatrix} \alpha^{-1/2}V & -\alpha^{1/2}I \\ \alpha^{-1/2}V^* & -\alpha^{1/2}I \end{pmatrix} \begin{pmatrix} \Phi(|N|) & \Phi(N) \\ \Phi(N^*) & \Phi(|N|) \end{pmatrix} \begin{pmatrix} \alpha^{-1/2}V^* \\ -\alpha^{1/2}I \end{pmatrix} \succeq 0.$$ 

Equivalently,

$$|\Phi(N)| \leq \frac{\alpha \Phi(|N|) + \alpha^{-1} V \Phi(|N|) V^*}{2}$$

and setting $\beta = \alpha/2$ yields the inequalities of the lemma.

A map $\Phi : \mathbb{M}_n \to \mathbb{M}_m$ induces, by taking compressions to the upper left $2 \times 2$ corners, a map from $\mathbb{M}_2$ to $\mathbb{M}_2$. Therefore, to check that the constant $1/4 \beta$ is optimal when $\beta \geq 1/2$, we may assume $n = m = 2$. Thus suppose $\beta \geq 1/2$, consider

$$A = \begin{pmatrix} 2\beta & 1 \\ 1 & (2\beta)^{-1} \end{pmatrix}$$
and the positive linear map on $\mathbb{M}_2$, $Z \mapsto A \circ Z$, and take the reflexion

$$R = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}. $$

We claim that the inequality, for any unitary $V \in \mathbb{M}_2$ and any $0 < c < 1$,

$$|A \circ R| - \beta(A \circ |R|) \leq \frac{c}{4\beta} V(A \circ |R|) V^* $$

(2.3)
cannot hold, so that the constant $1/4\beta$ is optimal in our theorem. Indeed, using $\beta \geq 1/2$, we have

$$\lambda_1(|A \circ R| - \beta(A \circ |R|)) = \frac{1}{2}, \quad \lambda_2(|A \circ R| - \beta(A \circ |R|)) = 1 - 2\beta^2,$$

and

$$\frac{c}{4\beta} \lambda_1(A \circ |R|) = \frac{c}{2}, \quad \frac{c}{4\beta} \lambda_2(A \circ |R|) = \frac{c}{8\beta^2}.$$ 

As (2.3) entails

$$\frac{1}{2} = \lambda_1(|A \circ R| - \beta(A \circ |R|)) \leq \frac{c}{4\beta} \lambda_1(A \circ |R|) = \frac{c}{2}$$

we necessarily have $c \geq 1$ in (2.3).

To get the double inequality involving the geometric mean $\#$, consider again the block-matrix (2.2) and apply a unitary congruence with

$$\begin{pmatrix} V & 0 \\ 0 & I \end{pmatrix}$$

where $V^*$ is still the unitary factor in the polar decomposition of $\Phi(N)$. This shows that

$$\begin{pmatrix} V \Phi(|N|) V^* & |\Phi(N)| \\ |\Phi(N^*)| & \Phi(|N|) \end{pmatrix} \geq 0.$$ 

It then follows from the maximal property of $\#$ that

$$|\Phi(N)| \leq V \Phi(|N|) V^* \# \Phi(|N|)$$

which is exactly the first inequality in the double inequality. The second one is a simple application of the arithmetic-geometric means inequality. \(\square\)

Several eigenvalue inequalities follow from the theorem combined with some basic relations of Weyl type.

**Corollary 2.3.** Let $\Phi : \mathbb{M}_n \to \mathbb{M}_m$ be a positive linear map, $n, m \neq 1$, and let $N \in \mathbb{M}_n$ be normal. Then, for all $\beta > 0$ and all integers $j, k \geq 1$,

(a) $|\Phi(N)| \prec_{w \log} \Phi(|N|)$
(b) $\lambda_{j+k-1}(|\Phi(N)|) \leq \sqrt{\lambda_j(\Phi(|N|))\lambda_k(\Phi(|N|))}$

(c) $4\beta\lambda_j \{|\Phi(N)| - \beta\Phi(|N|)\} \leq \lambda_j(\Phi(|N|)).$

The weak log-majorisation (a) is well-known, see [3, Theorem 2.9] for a much more general result. (a) and (b) easily follow from the first inequality in the double inequality of the theorem, however (a) and (b) can also be derived from (2.2) and Horn’s inequality. (c) is a more subtle estimate, it is a restatement of the first inequality of the theorem.

The next corollary extends Proposition 1.1.

**Corollary 2.4.** If $A$ is a normal matrix, then $|A_{\mathbb{R}}| \prec_{w,\log} |A|_{\mathbb{R}}$.

**Proof.** Observe that, for any polynomial $p(t)$ with only real coefficients and any $T \in M_n$, $p(T^*T) = p(T^*T)$ and so $|T| = |T|$. Now, consider the normal operator

$$N = \begin{pmatrix} A & 0 \\ 0 & A \end{pmatrix}.$$ 

By the previous observation,

$$|N| = \begin{pmatrix} |A| & 0 \\ 0 & |A| \end{pmatrix},$$

and applying Corollary 2.3 to $N$ with the positive linear map,

$$\begin{pmatrix} X & R \\ L & Y \end{pmatrix} \mapsto \frac{X + Y}{2},$$

yields $|A_{\mathbb{R}}| \prec_{w,\log} |A|_{\mathbb{R}}$. \qed

Some quite useful positive linear maps are the partial traces on tensor products. Identifying $M_d \otimes M_n$ with $M_d(M_n)$, the partial trace for the first factor $\text{Tr}_1 : M_d \otimes M_n \to M_n$ is defined as

$$\text{Tr}_1 \left( \begin{pmatrix} A_{1,1} & \cdots & A_{1,d} \\ \vdots & \ddots & \vdots \\ A_{d,1} & \cdots & A_{d,d} \end{pmatrix} \right) = \sum_{i=1}^d A_{i,i}.$$

**Corollary 2.5.** Let $N \in M_d \otimes M_n$ be normal. Then, for some unitary $V \in M_n$,

$$|\text{Tr}_1(N)| \leq \text{Tr}_1(|N|) \# V \text{Tr}_1(|N|) V^*.$$

Applying this corollary to a block-diagonal normal matrix, $N = N_1 \oplus \cdots \oplus N_d$, we obtain the inequality: if $N_1, \ldots, N_d$ are normal matrices in $M_n$, then for some unitary $V \in M_n$,

$$\left| \sum_{i=1}^d N_i \right| \leq \left\{ \sum_{i=1}^d |N_i| \right\} \# \left\{ V \left( \sum_{i=1}^d |N_i| \right) V^* \right\}.$$
and, consequently,
\[
\left| \sum_{i=1}^{d} N_i \right| \leq \frac{1}{2} \left\{ \sum_{i=1}^{d} |N_i| + V \left( \sum_{i=1}^{d} |N_i| \right) V^* \right\}.
\]

Though the geometric mean inequality is stronger than the arithmetic mean one, the second one may be more natural and useful. For instance, combining with some well-known eigenvalue inequalities for convex functions we may infer from the previous inequality \[2, Proposition 2.11\].

Let us mention that Theorem \[2.2\] is optimal: in general, \(|\Phi(N)|\) cannot be bounded by a single element into the unitary orbit of \(\Phi(|N|)\). In fact, for any \(c > 0\), there is no general inequality of the form
\[
|\Phi(N)| \leq cV\Phi(|N|)V^*
\]
for some unitary \(V\). To check that, take \(\Phi\) as the partial trace of \(M_2(M_2)\) and set
\[
N = \begin{pmatrix} P & 0 \\ 0 & -Q \end{pmatrix}
\]
where \(P, Q \in M_2\) are the projections
\[
P = \begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix}, \quad Q = \begin{pmatrix} \cos^2 a & \sin a \cos a \\ \sin a \cos a & \sin^2 a \end{pmatrix}.
\]
Since
\[
\lim_{a \to 0^+} \frac{\lambda_2(\Phi(|N|))}{\lambda_2(|\Phi(N)|)} = \lim_{a \to 0^+} \frac{\lambda_2(P + Q)}{\lambda_2(|P - Q|)} = \lim_{a \to 0^+} \frac{1 - \cos a}{\sin a} = 0
\]
we infer that \[2.4\] cannot hold.

3 Some special cases

The Russo-Dye theorem \[3\] says that, given a positive linear map \(\Phi\) on a unital \(C^*\)-algebra \(A\), we have \(\|\Phi(Z)\| \leq \|\Phi(I)\|\) for all contractions \(Z \in A\). We can say much more as stated in the next corollary. We stay in the setting of \(M_n\), but the same result holds for an arbitrary unital \(C^*\)-algebra \(A\) acting on a separable Hilbert space \(H\), by considering partial isometries instead of unitaries in \(M_m\).

**Corollary 3.1.** Let \(Z \in M_n\) be a contraction and let \(\Phi : M_n \to M_m\) be a positive linear map. Then, for some unitary \(V \in M_m\),
\[
|\Phi(Z)| \leq \frac{\Phi(I) + V\Phi(I)V^*}{2}.
\]
Proof. We may dilate \( Z \) into a unitary \( U \in \mathbb{M}_2(\mathbb{M}_n) \), for instance with Halmos,

\[
U = \frac{Z}{\sqrt{I-Z^*Z}} - \frac{\sqrt{I-ZZ^*}}{Z^*}
\]

Now, let \( \Psi : \mathbb{M}_2(\mathbb{M}_n) \to \mathbb{M}_m \) be defined as

\[
\Psi \left( \begin{pmatrix} A & B \\ C & D \end{pmatrix} \right) = \Phi(A).
\]

Applying Theorem 2.2 to \( \Psi \) and \( U \), we have

\[
|\Phi(Z)| = |\Psi(U)| \leq \frac{\Psi(|U|) + V\Psi(|U|)V^*}{2} = \frac{\Phi(I) + V\Phi(I)V^*}{2}
\]

for some unitary \( V \in \mathbb{M}_m \).

Arguing as in the previous proof, and using Corollary 2.3 (a) we have the following log-majorisation:

**Corollary 3.2.** Let \( Z \in \mathbb{M}_n \) be a contraction and let \( \Phi : \mathbb{M}_n \to \mathbb{M}_m \) be a positive linear map. Then

\[
|\Phi(Z)| \prec_{\text{wlog}} \Phi(I).
\]

By using a block diagonal matrix \( Z = Z_1 \oplus \cdots \oplus Z_k \) and an obvious positive linear map, Corollary 3.2 reads as a folklore result:

**Corollary 3.3.** Let \( X_1, \ldots, X_k \) be in \( \mathbb{M}_{m,n} \) and let \( Z_1, \ldots, Z_k \) be contractions in \( \mathbb{M}_n \). Then,

\[
\left| \sum_{i=1}^k X_i^* Z_i X_i \right| \prec_{\text{wlog}} \sum_{i=1}^k X_i^* X_i.
\]

In fact, Corollary 3.3 is rather trivial for an expert since the positivity

\[
\left( \sum_{i=1}^k X_i^* |Z_i^* X_i| \right) \left( \sum_{i=1}^k X_i^* Z_i^* X_i \right) \geq 0
\]

entails the factorisation

\[
\sum_{i=1}^k X_i^* Z_i X_i = \left( \sum_{i=1}^k X_i^* |Z_i^* X_i| \right)^{1/2} K \left( \sum_{i=1}^k X_i^* |Z_i^* X_i| \right)^{1/2}
\]

for some contraction \( K \in \mathbb{M}_n \), so that Corollary 3.3 follows from Horn’s inequalities.

A special case of Corollary 3.1 stresses on the role of diagonals for the Schur product with a positive matrix.
Corollary 3.4. Let $A \in \mathbb{M}_n^+$ and let $Z \in \mathbb{M}_n$ be a contraction. If $D$ denotes the diagonal part of $A$, then for some unitary $V \in \mathbb{M}_n$,

$$|A \circ Z| \leq \frac{D + VDV^*}{2}$$

Of course, in Corollary 3.1 and Corollary 3.4 we may use the geometric mean instead of the arithmetic mean.

Another application to Schur product may be recorded.

Corollary 3.5. If $A, B \in \mathbb{M}_n$ are normal, then, for some unitary $V \in \mathbb{M}_n$,

$$|A \circ B| \leq |A| \circ |B| + \frac{1}{4}V(|A| \circ |B|)V^*$$

where the constant $1/4$ is optimal.

Proof. Note that $A \circ B = \Phi(A \otimes B)$ for some positive linear map (the extraction of a principal submatrix). As $A \otimes B$ is normal and $|A \otimes B| = |A| \otimes |B|$, the inequality follows from Theorem 2.2 with $\beta = 1/4$. The sharpness of $1/4$ is established in (2.3). \qed

The next consequence of our theorem is of a rather general nature, and we state it with the geometric mean.

Corollary 3.6. Let $\Phi : \mathbb{M}_n \to \mathbb{M}_m$ be a positive linear map and let $X \in \mathbb{M}_n$. Then, for some unitary matrices $U, V \in \mathbb{M}_m$,

$$|\Phi(X + X^*)| \leq \Phi(|X| + |X^*|)\#U\Phi(|X| + |X^*|)U^*$$

and

$$|\Phi(X \circ X^*)| \leq \Phi(|X| \circ |X^*|)\#V\Phi(|X| \circ |X^*|)V^*.$$

Proof. Let $\Psi : \mathbb{M}_2(\mathbb{M}_n) \to \mathbb{M}_m$ be defined as

$$\Psi \left( \begin{pmatrix} A & B \\ C & D \end{pmatrix} \right) = \Phi(A + B + C + D).$$

Since

$$A + B + C + D = (I \quad I) \begin{pmatrix} A & B \\ C & D \end{pmatrix} (I \quad I),$$

$\Psi$ is a positive map. Applying Theorem 2.2 to this map with the normal (Hermitian) operator in $\mathbb{M}_2(\mathbb{M}_n)$

$$\begin{pmatrix} 0 & X \\ X^* & 0 \end{pmatrix}$$

yields the first inequality.
To get the second one, use again that $A \circ B = \Gamma(A \otimes B)$ for some positive linear map $\Gamma$ and pick for $A$ and $B$ the pair of Hermitian operators in $\mathbb{M}_{2n}$,

\[
A = \begin{pmatrix} 0 & X^* \\ X & 0 \end{pmatrix}, \quad B = \begin{pmatrix} 0 & X \\ X^* & 0 \end{pmatrix}.
\]

Apply Theorem 2.2 to the normal matrix $A \otimes B$ and the positive linear map $\Phi = \Lambda \circ \Gamma$, where $\Lambda$ is the map on $\mathbb{M}_{2n} = \mathbb{M}_2(\mathbb{M}_n)$ defined as

\[
\Lambda \left( \begin{pmatrix} S & T \\ Q & R \end{pmatrix} \right) = S + T + Q + R.
\]

This yields the second inequality of the Theorem. \hfill \Box

Our last illustration of our main result deals with a special class of positive linear maps whose definition will be recalled at the beginning of the proof.

**Corollary 3.7.** Let $\Phi : \mathbb{M}_n \rightarrow \mathbb{M}_m$ be a unital two-positive linear map and let $Z \in \mathbb{M}_n$ be a contraction. Then,

\[
|\Phi(Z)| \leq \frac{1}{4} I + \Phi(|Z|).
\]

If $n \geq 3$ and $m \geq 2$, then the constant $1/4$ is sharp, even if we confine $\Phi$ to the class of unital completely positive maps and $Z$ to the set of Hermitian contractions.

**Proof.** $\Phi$ is unital means $\Phi(I) = I$. That $\Phi$ is two-positive means that the linear map on $\mathbb{M}_2(\mathbb{M}_n)$,

\[
\begin{pmatrix} A & B \\ C & D \end{pmatrix} \mapsto \begin{pmatrix} \Phi(A) & \Phi(B) \\ \Phi(C) & \Phi(D) \end{pmatrix}
\]

is positive. Applying Theorem 2.2 with $\beta = 1/4$ to this map and a normal (Hermitian) operator in $\mathbb{M}_2(\mathbb{M}_n)$ of the form

\[
\begin{pmatrix} 0 & Z \\ Z^* & 0 \end{pmatrix}
\]

we obtain

\[
\begin{pmatrix} |\Phi(Z^*)| & 0 \\ 0 & |\Phi(Z)| \end{pmatrix} \leq \begin{pmatrix} \Phi(|Z^*|) & 0 \\ 0 & \Phi(|Z|) \end{pmatrix} + \frac{1}{4} V \begin{pmatrix} \Phi(|Z^*|) & 0 \\ 0 & \Phi(|Z|) \end{pmatrix} V^*
\]

for some unitary $V \in \mathbb{M}_2(\mathbb{M}_n)$. Assuming further that $\Phi$ is (sub)unital we infer the inequality of the theorem,

\[
|\Phi(Z)| \leq \frac{1}{4} I + \Phi(|Z|)
\]

for all contractions $Z \in \mathbb{M}_n$.

To check that $1/4$ is the best possible in (3.1), consider the map $\Psi : \mathbb{M}_3 \rightarrow \mathbb{M}_2$,

\[
T = \begin{pmatrix} t_{1,1} & t_{1,2} & t_{1,3} \\ t_{2,1} & t_{2,2} & t_{2,3} \\ t_{3,1} & t_{3,2} & t_{3,3} \end{pmatrix} \mapsto \Psi(T) = \begin{pmatrix} t_{1,1} & \frac{1}{2} t_{1,2} \\ \frac{1}{4} t_{2,1} & \frac{1}{4} t_{2,2} + \frac{3}{4} t_{3,3} \end{pmatrix}.
\]
This is a completely positive map as

\[
\begin{pmatrix}
t_{1,1} & t_{1,2} \\
t_{2,1} & t_{2,2}
\end{pmatrix} \mapsto \begin{pmatrix}
t_{1,1} & \frac{1}{2}t_{1,2} \\
\frac{1}{2}t_{2,1} & \frac{1}{2}t_{2,2}
\end{pmatrix}
\]

is a Schur product with a matrix in \( M_2^+ \). With the Hermitian matrix

\[
H = \begin{pmatrix}
0 & 1 & 0 \\
1 & 0 & 0 \\
0 & 0 & 0
\end{pmatrix}
\]

we have

\[
|\Psi(H)| = \frac{1}{4} \begin{pmatrix}
0 & 0 \\
0 & 1
\end{pmatrix} + \Psi(|H|)
\]

and so \(1/4\) cannot be replaced by anything smaller in (3.1).
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