Non-equilibrium phase separation in mixtures of catalytically active particles: size dispersity and screening effects
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Abstract Biomolecular condensates in cells are often rich in catalytically active enzymes. This is particularly true in the case of the large enzymatic complexes known as metabolons, which contain different enzymes that participate in the same catalytic pathway. One possible explanation for this self-organization is the combination of the catalytic activity of the enzymes and a chemotactic response to gradients of their substrate, which leads to a substrate-mediated effective interaction between enzymes. These interactions constitute a purely non-equilibrium effect and show exotic features such as non-reciprocity. Here, we analytically study a model describing the phase separation of a mixture of such catalytically active particles. We show that a Michaelis–Menten-like dependence of the particles’ activities manifests itself as a screening of the interactions, and that a mixture of two differently sized active species can exhibit phase separation with transient oscillations. We also derive a rich stability phase diagram for a mixture of two species with both concentration-dependent activity and size dispersity. This work highlights the variety of possible phase separation behaviours in mixtures of chemically active particles, which provides an alternative pathway to the passive interactions more commonly associated with phase separation in cells. Our results highlight non-equilibrium organizing principles that can be important for biologically relevant liquid-liquid phase separation.

1 Introduction

Enzymes, which are chemically active proteins that catalyse metabolic reactions, have been found to exhibit non-equilibrium dynamical activity [1]. As part of their biological function, they are also known to self-organize into clusters called metabolons, which contain different enzymes that participate in the same catalytic pathway [2]. One possible theoretical explanation for this process is based on the ability of enzymes to chemotax in the presence of gradients of their substrate, which has been experimentally observed in recent years for a variety of enzymes [3–7]. The mechanisms underlying enzyme chemotaxis, however, are as of yet still unclear, with diffusiophoresis and substrate-induced changes in enzyme diffusion being possible candidates [7–11]. In a recent publication [12], it was shown that the interplay between catalytic activity and chemotaxis can lead to effective non-reciprocal interactions [13–15] between enzyme-like particles, resulting in an active mechanism for the phase separation of such particles. This active phase separation is distinct from the non-equilibrium phase separation models that have been more commonly put forward in the cell biological context [16], where the interactions between the different components are equilibrium ones, and the non-equilibrium aspect comes from fuelled chemical reactions that act as a source or sink of some of the phase-separating components. In contrast, in the model of Ref. [12], the phase-separating components are conserved, and it is the effective interactions between them that represent an intrinsically out-of-equilibrium phenomenon. For the particular case of a suspension of a single type of enzymes, the resulting aggregation process was later studied theoretically in more detail in Ref. [17]. An interesting non-biological model system to study these effects is provided by catalyst-coated synthetic colloids [18,19] and chemically active droplets [20], which have experimentally been shown to form aggregates via chemical-mediated effective interactions [21–26].

Here, we will generalize the model studied in Ref. [12], by accounting for size polydispersity of the catalytically active particles involved in the mixture, as well as for the dependence of catalytic activity on the concentration of substrate. We show that taking into account the dependence on substrate concentration leads to screening effects, which put a stricter activity threshold for the occurrence of a spatial instability. Moreover, we show that a mixture of different-sized catalytically active particles can exhibit phase separation with transient oscillations. We also derive a rich stability phase diagram for a mixture of two species with both concentration-dependent activity and size dispersity. This work highlights the variety of possible phase separation behaviours in mixtures of chemically active particles, which provides an alternative pathway to the passive interactions more commonly associated with phase separation in cells. Our results highlight non-equilibrium organizing principles that can be important for biologically relevant liquid-liquid phase separation.
active particles can undergo both local and system-wide self-organization, with the latter possibly showing oscillatory phenomena. A model that simultaneously takes into account both of these effects is finally shown to exhibit a rich phase diagram, ranging from non- to partially to fully oscillatory.

The paper is organized as follows. In Sect. 2, we explain the model describing the chemically active particles, and summarize previous results on the simplest version of this model [21]. In Sect. 3, we reveal a screening effect created by a dependence of the catalytic activity on the concentration of substrate, and conclude that this effect leads to an instability threshold and a local (as opposed to system-wide) instability. Then, in Sect. 4, we study the effect of a difference in the sizes of different particle species, which enters the theory as a difference in their diffusion coefficient. We show that under these conditions, the stability phase diagram of the particle mixture shows an extended instability region corresponding to a local instability, and can also exhibit transient oscillations during a system-wide instability. Finally, in Sect. 5, we consider both screening and size dispersity effects combined, which leads to a complex stability phase diagram, which includes fully, partially, and non-oscillatory local instabilities.

2 Linear stability analysis of a chemically active mixture

2.1 Model for chemically active particles

We study chemically active particles (for instance, enzymes or catalyst-coated colloids) whose chemical activity is characterized by a parameter $\alpha$, which is the rate at which they consume ($\alpha < 0$) or produce ($\alpha > 0$) a given chemical. If we denote $c$ the concentration of this chemical species, the presence of an isolated active particle creates a long-ranged perturbation to the concentration field of the chemical, which in steady state goes as $\delta c \propto \frac{\alpha}{r}$ (Fig. 1a).

The considered active particles are also chemotactic: in a concentration gradient of the chemical they act on, they develop a velocity $\mathbf{v} \propto -\mu \nabla c$ (Fig. 1b), which drives them towards high concentrations if $\mu < 0$ (chemotaxis), and low concentrations if $\mu > 0$ (antichemotaxis). Synthetic colloids can be engineered to be chemotactic, for instance using phoretic effects [27,28]. Meanwhile, many enzymes have been reported to chemotax in gradients of their substrate [3–7], with a variety of mechanisms having been proposed to explain the phenomenon [1,7–11].

These two properties give rise to effective particle-particle interactions mediated by the chemical field, which takes the form of a velocity developed by particle $i$ in the presence of particle $j$ given by [12–14]

$$\mathbf{v}_{ij} \propto -\frac{\alpha_i \mu_i}{r_{ij}} \mathbf{r}_{ij}$$

Fig. 1 Model for chemically active particles. a Chemical activity: particles 1 and 2 respectively produce and consume a chemical species (orange), perturbing its concentration profile around them. b Chemotaxis: the two species develop a velocity in response to concentration gradients of the same chemical they act on, in this case towards higher concentrations. c Particle-particle interactions arising from the combination of these two properties. Each particle both perturbs the chemical field and responds to the other’s perturbation, leading to non-reciprocal interactions characteristic of active mixtures. In this case, species 1 is repelled by species 2, which is itself attracted by 1, giving rise to a chasing interaction

with $\mathbf{r}_{ij} = \mathbf{r}_i - \mathbf{r}_j$ the inter-particle distance vector. Note that as the perturbation of and the response to the concentration field obey to different parameters, this interaction is in general non-reciprocal: $\mathbf{v}_{ji} \neq -\mathbf{v}_{ij}$, leading for instance to the possibility of chasing interactions (Fig. 1c). This non-reciprocity, characteristic of active matter systems [12–15,29–32], can give rise to interesting many-body phenomena, which we will study here.

2.2 Linear stability analysis

We wish to study the ability of a mixture of these active particles to self-organize. To do so, we consider $M$ species of particles, each with an activity $\alpha_m$ and a mobility $\mu_m$, and described by a concentration field $\rho_m(\mathbf{r}, t)$. All the species act on the same chemical field, which we may refer as the messenger chemical. The active species concentrations evolve according to the Smoluchowski equation:

$$\partial_t \rho_m(\mathbf{r}, t) = \nabla \cdot \left[ D_m \nabla \rho_m + \mu_m (\nabla c(\mathbf{r}, t)) \rho_m(\mathbf{r}, t) \right]$$

with $D_m$ the diffusion coefficient of species $m$ and $c(\mathbf{r}, t)$ the concentration of the chemical.
The concentration of the chemical, meanwhile, obeys a reaction–diffusion equation:

$$\partial_t c (r, t) = d \nabla^2 c + \sum_{m=1}^{M} \left( \alpha_m(c) \rho_m (r, t) \right)$$  \hspace{1cm} (3)$$

where we allow for the activity of the active particles to be a function of the chemical concentration, and with $d$ the diffusion coefficient of the chemical.

We perform a linear stability analysis by considering perturbations around a spatially homogeneous steady state, writing: 

$$\rho (r, t) = \rho_0 + \delta \rho (r, t) \text{ and } c (r, t) = c_H (t) + \delta c (r, t)$$

with $c_H (t)$ the (potentially time dependent) homogeneous concentration of the messenger chemical. Indeed, this concentration may be time-dependent in cases where the stationarity condition $\sum_m \alpha_m(c_H) \rho_{0,m} = 0$ cannot be satisfied, as may occur in systems with nonzero net catalytic activity such as, e.g., producer-only or consumer-only mixtures.

We then expand (2) and (3) to the first order in the perturbations, while also performing a quasi-static approximation $\partial_t \delta c (r, t) \simeq 0$ in (3). This approximation corresponds to the assumption that the chemical diffuses over timescales much shorter than those associated with the motion of the active particles, both through diffusion and chemotaxis, as well as with the changes in the overall chemical concentration in mixtures with net catalytic activity. We also expand the activities to the first order in concentration: 

$$\alpha_m (c) \simeq \alpha_m (c_H (t)) + (\partial_c \alpha_m) |_{c_H (t)} \delta c (r, t)$$

approximating for instance a Michaelis–Menten-like dependence on the concentration $c$ for the activities.

Note that in systems with net catalytic activity, the parameters $\alpha_m \equiv \alpha_m (c_H) (t)$ and $(\partial \alpha_m) \equiv (\partial_c \alpha_m) |_{c_H (t)}$ have an implicit time dependence. Depending on the sign of the total activity $\sum_m \alpha_m \rho_{0,m}$, the system either homogeneously consumes or produces the messenger chemical, leading to activity parameters that evolve in time. Only in the special case $\sum_m \alpha_m \rho_{0,m} = 0$, we find a “neutral” mixture with no net production or consumption of the chemical. As we only care about the stability of the system in a given homogeneous state, we will ignore this time dependence in the following. The time dependence can be brought back into the picture a posteriori, for a chosen functional dependence $\alpha_m (c)$, by considering the trajectories that such a system would describe in parameter space over time.

We look for solutions of the form:

$$\delta \rho_m (r, t) = \sum_{q, \lambda} \delta \rho_{m,q,\lambda} e^{\lambda + iq \cdot r}$$

$$\delta c (r, t) = \sum_{q, \lambda} \delta c_{q,\lambda} e^{\lambda + iq \cdot r}$$  \hspace{1cm} (4)$$

where the $q, \lambda$ indices will be omitted in what follows, for readability. By plugging these expressions into the linearized evolution equations, we find the eigenvalue problem:

$$\lambda \delta \rho_m = - \frac{q^2}{d} \sum_{n=1}^{M} (\alpha_n \mu_m \rho_{0,n}) + D_m (dq^2 + \eta) \delta \rho_m$$

with $\eta \equiv - \sum_m (\partial \alpha_m) \rho_{0,m}$ a screening parameter, that is present only when the activities are concentration-dependent. We note that this screening parameter is generally positive. Indeed, by analogy with Michaelis–Menten kinetics, the activity of a producer does not depend on the concentration of its product, and thus $\partial \alpha_m \equiv 0$ when $\alpha_m > 0$, while the activity of a consumer increases with substrate concentration, and thus $\partial \alpha_m < 0$ when $\alpha_m < 0$.

Note also that screening may arise in a different way, if we consider that the chemical may undergo spontaneous decay. Such a situation can be taken into account by adding a term $-sc$ in the right-hand side of (3), in which case one finds that the screening parameter is rescaled to $\eta \rightarrow \eta + \kappa$.

Equation (5) features the growth rate $\lambda$ of a given mode as the eigenvalue, whose sign will inform us about the stability of the system. If at least one eigenvalue is positive, the homogeneous state is unstable and the system shows spatial self-organization, typically into dense clusters as seen in particle-based Brownian dynamics simulations of the system [12].

At the onset of such an instability, the eigenvector components $\delta \rho_m$ inform us about the stoichiometry of the growing perturbation, that is, which species tend to aggregate together (and in which proportion), and which species tend to separate.

### 2.3 Simplest case: similarly sized species without screening

We summarize here the result of the stability analysis for a particularly simple case which was previously studied in Ref. [12]. If we consider species with concentration-independent activities ($\eta = 0$) and equal sizes ($D_1 = D_2 = \cdots = D_M = D$), (5) reduces to an eigenproblem involving a rank one matrix, with $M - 1$ degenerate eigenvalues $\lambda_-$ and one unique eigenvalue $\lambda_+$:

$$\lambda_- = -Dq^2$$

$$\lambda_+ = -Dq^2 - \sum_{m=1}^{M} \frac{\alpha_m \mu_m \rho_{0,m}}{d}$$  \hspace{1cm} (6)$$

Of the two, only $\lambda_+$ can be positive, according to the criterion:

$$\sum_{m=1}^{M} \alpha_m \mu_m \rho_{0,m} < 0$$  \hspace{1cm} (7)$$
corresponding to the mixture of active particles being overall self-attractive. Notice that the only requirement is for the overall sum to be negative, implying that any arbitrarily small amount of attraction is sufficient to trigger an instability. This is a consequence of the long-ranged, unscreened nature of the interactions.

When condition (7) is satisfied, the $q^2 = 0$ mode is the fastest-growing one, and the instability is therefore always system-wide. The corresponding eigenvector is:

$$\lambda \delta \rho = (\mu_1 \rho_0, \mu_2 \rho_0, \ldots, \mu_M \rho_0, M)$$ (8)

The stoichiometry at instability onset is then determined by the mobilities, independently of the activities. In particular, species with equal sign of the mobility tend to aggregate together, whereas those with opposite sign tend to separate.

The behaviour of a two-species mixture can be captured in a two-dimensional phase diagram, plotted in ($\alpha, \mu_{i,0}$) coordinates for given signs of the activities, i.e., independently for mixtures of producers and consumers, or for mixtures of two consumers (Fig. 2).

In the following, we will show that accounting for screening effects due to concentration-dependent activity or for mixtures of two consumers (Fig. 2), we see that the instability line is shifted, corresponding to a stricter version of (7), with the activity dependence on concentration appearing as a screening term. As a consequence, there is now a threshold value of overall self-attraction required for an instability to occur.

An intuitive way of understanding the more stringent instability criterion is as arising from a feedback effect affecting consumer species, which are the only ones contributing to $\eta$. Indeed, these are self-attracting only if they verify $\mu > 0$, i.e., if they are antichemotactic. This implies that in the context of self-attraction, these particles migrate towards zones of lower chemical concentration, which in turn lowers their activity, and thus their self-attraction. In the self-repelling case, the opposite happens, with a positive feedback on the self-interaction which amplifies the inter-particle repulsion as particles get further away from each other.

Another key difference to the case without screening is that the unstable eigenvalue now has a non-monotonic dependence on the wave number $q^2$. Indeed, we now find $\lambda_0(q^2 = 0) = 0$ always, and the eigenvalue is maximum at

$$q^2 = d^{-2} \left( -\eta \sum_m \alpha_m \mu_m \rho_0, m - \eta \right)$$ (12)

which gives a finite wave length to the fastest-growing perturbations. With regard to the stoichiometry of the instability, we will show later that the sign of the eigenvector components is still determined by the sign of the mobilities, as before.

### 3.2 Two species: phase diagram

Figure 3 shows the phase diagram for a mixture of two similarly sized particles with screening. Comparing it to Fig. 2, we see that the instability line is shifted, corresponding to the screening-induced instability threshold. Moreover, the eigenvalue plots also highlight the fact that while the lower eigenvalues show the same behaviour in both cases, in the screened case, the upper eigenvalue is zero at $q^2 = 0$ and goes through a maximum at a finite $q^2$, while in the unscreened case, it monotonically decreases from a nonzero value at $q^2 = 0$.

### 4 Differently sized particles: local instability and oscillations

#### 4.1 Macroscopic and local instabilities

We now turn to the case of concentration-independent activity ($\eta = 0$), but differently sized particle species. The eigenvalue problem (5) becomes:

$$\lambda \delta \rho_m = -\sum_n \left[ \frac{\alpha_m \mu_m \rho_0, m}{d} + D_m q^2 \delta_{mn} \right] \delta \rho_n$$ (13)
Fig. 2 Behaviour of a mixture of two same-sized species with concentration-independent activities [12]. a Phase diagrams for two consumers. b Phase diagram for one producer, one consumer. In (a) and (b), numbers in parentheses refer to the corresponding equations in the text. c Selected eigenvalue plots as a function of the squared wave vector $q^2$. Coloured lines correspond to the upper eigenvalues of the phase diagram points marked in (a). Black line corresponds to the lower eigenvalue, shared by all points in the phase diagram.

Fig. 3 Behaviour of a mixture of two same-sized species with concentration-dependent activities. a Phase diagram for two consumers. b Phase diagram for one producer, one consumer. In (a) and (b), numbers in parentheses refer to the corresponding equations in the text. c Eigenvalue plots as a function of the squared wave vector $q^2$. Coloured lines correspond to the upper eigenvalue, taken at several locations in (a) Black line represents the lower eigenvalue, which does not depend on phase space location.

involving an arbitrary matrix, now that the diffusion coefficients $D_m$ are species-dependent. The problem is then intractable in general, and we turn to the two-species case, which is solvable analytically. From here on, we choose the convention $D_1 > D_2$ without loss of generality.

Solving for $\lambda$, we find the eigenvalues:

$$
\lambda_\pm (q^2) = \frac{-1}{2d} \left( \gamma_1 + \gamma_2 + (D_1 + D_2)dq^2 \right) \\
\pm \frac{1}{2d} \sqrt{\left[ \gamma_1 - \gamma_2 + (D_1 - D_2)dq^2 \right]^2 + 4\gamma_1 \gamma_2}
$$

(14)

with $\gamma_m = \alpha_m \mu_m \rho_{0,m}$ the self-interaction of species $m$. The instability conditions can be obtained by developing the eigenvalues to the first order in $q^2$:

$$
\lambda_+ (q^2) = -\frac{\gamma_1 D_2 + \gamma_2 D_1}{\gamma_1 + \gamma_2} q^2 + O(q^4) \\
\lambda_- (q^2) = -\frac{\gamma_1 + \gamma_2}{d} - \frac{\gamma_2 D_1 + \gamma_1 D_2}{\gamma_1 + \gamma_2} q^2 + O(q^4)
$$

(15)

$\lambda_-$ is unstable when $\gamma_1 + \gamma_2 \leq 0$, or equivalently

$$
\alpha_1 \mu_1 \rho_{0,1} + \alpha_2 \mu_2 \rho_{0,2} \leq 0
$$

(16)

which coincides with (7), and leads to a system-wide instability (maximum at $q^2 = 0$). However, even when $\lambda_-$ is negative, the system can still be unstable, as $\lambda_+$ can have a positive initial slope when the less strict
condition \( \gamma_2 \leq -\frac{D_2}{D_1} \gamma_1 \), which we can write as:

\[
\alpha_2 \mu_2 \rho_{0,2} \leq -\frac{D_2}{D_1} \alpha_1 \mu_1 \rho_{0,1}
\]

(17)
is verified. In this case, the instability is only at finite wavelengths as in the screened case, with \( \lambda_+ (q^2 = 0) = 0 \) and maximum \( \lambda_+ \) at a finite value of \( q^2 \). There is therefore a wider range of conditions under which a mixture can become unstable if the particles are differently sized, with the caveat that this extended range only leads to a finite wave length instability rather than a system-wide one.

4.2 Transient oscillations

We can also extract the range of parameters for which the two eigenvalues in (14) become a complex conjugate pair, which results in the condition \( \gamma_2 \geq -(D_1/D_2)^2 \gamma_1 \), or equivalently

\[
\alpha_2 \mu_2 \rho_{0,2} \geq -\left( \frac{D_2}{D_1} \right)^2 \alpha_1 \mu_1 \rho_{0,1}
\]

(18)

where the real parts are positive for a finite range of wavevectors whenever (16) is satisfied. The different particle sizes can thus lead to oscillatory instabilities for a finite range of perturbation wave lengths. Note, however, that the most unstable wave length (eigenvalue with largest real part) still always corresponds to a real eigenvalue, suggesting that any oscillatory phenomena will be at most transient.

The overall behaviour of the system is summed up in the phase diagrams and eigenvalue plots of Fig. 4. Note some marked differences with the cases of Sects. 3.2 and 2.3, most importantly the apparition of a variety of unstable regions with distinct behaviours. If \( \gamma_1 \geq 0, \gamma_2 \leq 0 \) (upper-left quadrant in Fig. 4a, upper-right in 4b), \( \lambda_+ \) shows similar behaviour to the screened case, being zero at \( q^2 = 0 \) with a maximum at finite \( q^2 \), while \( \lambda_- \) has a non-null value at \( q^2 = 0 \) (all lines of Fig. 4d). If (17) is verified, the situation is similar to Fig. 3: \( \lambda_+ \) is the unstable eigenvalue, and leads to a local instability (up- and right-pointing triangles on Fig. 4d). However, if (16) is verified, then \( \lambda_- \) becomes positive and has a positive value at \( q^2 = 0 \), leading to a situation similar to the one in Fig 2, with one key difference: the positive eigenvalue is non-monotonic, having a maximum at a nonzero wave vector (left-pointing triangle in Fig. 4d). The system should then show an initial, local instability phenomenon followed by system-wide self-organization. If \( \gamma_1 < 0 \) (right and left halves on Fig. 4a and b respectively), the different-sized species mixture shows an entirely new behaviour, with the eigenvalue being real from \( q^2 = 0 \) to a finite wave vector, then complex (all lines on Fig. 4c). In the region where the eigenvalues are real, the behaviour of the largest one is similar to Fig. 2, being non-null at \( q^2 = 0 \) and monotonically decreasing. This behaviour carries over to the real part of the complex eigenvalue, which decreases monotonically as well, implying that the instability will always be system-wide with the \( q^2 = 0 \) mode dominating. We distinguish between the non- and partly oscillatory sections of the phase diagram by considering whether or not there exists a region where the eigenvalue is complex with a positive real part (star label in Fig. 4d is non-oscillatory, plus and cross labels are oscillatory). Finally, the stoichiometry sign for non-oscillatory instabilities is the same as in Sect. 2.3, as will be shown in the next section.

5 Variety of behaviours for differently sized species with screened interactions

5.1 Local instability

Finally, we turn to the most general version of the eigenvalue problem (5). Once again, it is analytically intractable for an arbitrary species number \( M \), and we turn to the \( M = 2 \) case. The solution to (5) writes:

\[
\lambda_\pm = \frac{1}{2} \left\{ -\eta D_1^2 - \eta D_2^2 \right\} \pm \sqrt{\left( \gamma_1 - \gamma_2 \right) \left( D_1 - D_2 \right) \left( dq^2 + \eta \right)^2 + 4 \gamma_1 \gamma_2}
\]

(19)

We can look for an instability condition either by proceeding as in 4.1 and developing the expressions to first order, or by calculating the range of squared wave vectors for which the eigenvalues are positive. Imposing \( \lambda_+ \geq 0 \) leads to two possible conditions, which correspond to two distinct instability lines. Since only one of the conditions needs to be satisfied in order for the instability to occur, we only need to consider the largest of the two instability lines in a given region. The two lines intersect at the branching point given by

\[
\left( \alpha_1 \mu_1 \rho_{0,1} \right)_B, \left( \alpha_2 \mu_2 \rho_{0,2} \right)_B = \left( \frac{-\eta D_1^2}{D_1 - D_2}, \frac{\eta D_2^2}{D_1 - D_2} \right)
\]

(20)

leading to the two instability conditions

\[
\alpha_2 \mu_2 \rho_{0,2} \leq -\alpha_1 \mu_1 \rho_{0,1} - \eta \left( D_1 + D_2 \right)
\]

(21)

for \( \alpha_1 \mu_1 \rho_{0,1} \leq \left( \alpha_1 \mu_1 \rho_{0,1} \right)_B \), and

\[
\alpha_2 \mu_2 \rho_{0,2} \leq -\frac{D_2}{D_1} \alpha_1 \mu_1 \rho_{0,1} - \eta D_2
\]

(22)

for \( \alpha_1 \mu_1 \rho_{0,1} \geq \left( \alpha_1 \mu_1 \rho_{0,1} \right)_B \). These two lines recover both the screening-induced shift of the instability line,
as well as the extension of the instability region caused by the different species sizes. However, as opposed to the eigenvalues (14), here both eigenvalues are null at $q^2 = 0$: the eigenvalue has the same behaviour in the extended instability region as in the standard one, and the instability is always local.

### 5.2 Partial and fully oscillatory instabilities

Proceeding similarly to Sect. 4.2, we now look for complex eigenvalues. In phase space, the parameters allowing for complex solutions correspond to a “fork” which opens in the instability line for $\gamma_1 \leq \gamma_{1,B}$, from the branching point defined in (20). By comparing the maximal unstable wavevector to the range of wavevectors for which the eigenvalues are complex, we find a variety of possible behaviours. When the condition

$$\alpha_2 \rho_0,2 > \left( \sqrt{-\alpha_1 \rho_0,1} - \sqrt{\eta(D_1 - D_2)} \right)^2$$  \hspace{1cm} (23)

is verified, the full range of wavevectors that are unstable (eigenvalue with positive real part) have complex conjugate eigenvalues, and we term this a “fully oscillatory” instability. Another kind of instability, which we call “partially oscillatory”, is observed if condition (23) is not satisfied and instead:

$$\alpha_2 \rho_0,2 > -\left( \frac{D_2}{D_1} \right)^2 \alpha_1 \rho_0,1$$  \hspace{1cm} (24)

in which case there are two ranges of unstable wavevectors, one with real and one with complex conjugate eigenvalues, each of which features a local maximum of the real part of the eigenvalue. Far away from the lower bound given by (24), the fastest growing mode is still complex, and so the instability process should still be mainly oscillatory. Below a line which can be calculated numerically, as we approach the lower bound given by (24), the two maxima cross over, and the global maximum of the real part occurs for a real eigenvalue, so that the non-oscillatory instability should dominate. Finally, if the condition (24) is not satisfied, then all unstable modes are real and the instability should display no oscillations whatsoever.

The behaviour of the system is shown in Fig. 5. As we now have incorporated both screening and size dispersity effects, the resulting behaviour can be seen as a mix of the two individual cases. Contrast the phase diagram and plotted eigenvalues of Fig. 5 to the ones in Fig. 3: thanks to the screening effects, we recover the shifted instability line and the fact that the eigenvalues are null at $q^2 = 0$, stopping system-wide instabilities from occurring. On the other hand, similarly to Fig. 4, the
Fig. 5 Behaviour of a mixture of two differently sized species with concentration-dependent activities. a Phase diagram for two consumers. b Phase diagram for one producer, one consumer. c Structure of the phase diagram near the branching point for two consumers, corresponding to the zoomed-in dashed square in (a). In (a), (b) and (c), numbers in parentheses refer to the corresponding equations in the text. d Eigenvalue plots (see (a) and (c) for marker locations in phase space) along the transition from stable (blue) to fully oscillatory (orange) to partially oscillatory with dominant oscillatory modes (green) and then dominant non-oscillatory modes (red), and finally to non-oscillatory (purple). Only the upper eigenvalue is plotted, for readability. Full lines correspond to the eigenvalue real parts, dashed lines to the imaginary part. Wave vectors are normalized by the largest unstable wave vector $q_2^{(0)}$, if applicable.

eigenvalues can be complex, but with major differences. Instead of necessarily having a real positive region, the eigenvalues in Fig. 5 can be complex with a positive real part over the whole range of unstable wave vectors, corresponding to a fully oscillatory instability. Moreover, in the partially oscillatory regime, the upper eigenvalue exhibits two maxima, one in the real region and one in the complex region, whereas in the case without screening it only had a maximum at $q^2 = 0$. This implies that in this regime, the maximally growing mode can be either oscillatory or non-oscillatory, based on which of these two maxima is the global one.

5.3 Stoichiometry

We finally turn to the study of the eigenvectors, more precisely the ratio $S_{2/1} \equiv \delta p_2/\delta p_1$, the sign of which will inform us about the tendency of the two species in an unstable binary mixture to aggregate (if positive) or separate (if negative). We only study the eigenvector corresponding to the upper eigenvalue $\lambda_+$, as it is the one driving the instability. Calculating the eigenvector in (5) leads to the expression:

$$S_{2/1} = -\frac{1}{2\gamma_2} \frac{\gamma_2}{\gamma_1} \left[ (1 - \gamma_2) + (D_1 - D_2)(dq^2 + \eta) \right] \frac{\gamma_1}{\gamma_2} \left[ (1 - \gamma_2) + (D_1 - D_2)(dq^2 + \eta)^2 + 4\gamma_1 \gamma_2 \right]$$

(25)

It can be shown that the term in brackets keeps a constant sign as a function of $q^2$. By distinguishing between the $\gamma_2 > 0$ and $\gamma_2 < 0$ cases, we can systematically calculate the sign of $S_{2/1}$ in the regions where the eigenvalue is real and unstable, leading to the conclusion:

$$\text{sign}(S_{2/1}) = \text{sign}(\mu_2/\mu_1)$$

(26)

Thus, similar to the simple case studied in Sect. 2.3, the sign of the stoichiometry only depends on the sign of the mobilities, with species having the same mobility.
sign tending to aggregate, and species having opposite mobility signs tending to separate. Note that this result applies to all the cases studied in this paper. The phase diagrams in Figs. 3, 4 and 5 are then plotted using the same procedure as in Sect. 2.3: the instability lines are functions of the $\alpha_m \mu_m \rho_0_m$, and the stoichiometry depends on the mobilities signs only, so the phase diagrams can be plotted as a function of $|\alpha_m| \mu_m \rho_0_m$ for fixed signs of the activities.

6 Discussion

In this work, we have explored a general model for the stability of a mixture of active particles based on the linear stability analysis of continuum equations. The model studied was a generalization of a simpler model introduced in Ref. [12], in which case the mixture was found to show a system-wide instability if it was overall self-attracting. We have shown that if the catalytic activities of the particles have a dependence on the concentration of their substrate, the interactions become screened, leading to the emergence of a minimum threshold of self-attraction for the instability to occur, and to the inhibition of system-wide instabilities, which become local (finite wave length). Accounting for dispersity in the sizes of the active particles, meanwhile, can either lead to the same system-wide instability observed in the simple model, or to the apparition of an extended, local instability regime with a less strict requirement for the instability. The existence of size dispersion also allows for the possibility of system-wide, transient oscillations during a global instability. Finally, combining both screening and size dispersity effects leads to a wide variety of behaviours. Due to the screening, the instability can only be local, but oscillations are also possible and, depending on the location in phase space, can either represent the dominant unstable mode, or transiently coexist with a more dominant non-oscillatory instability. For each of these cases, we have obtained exact analytical conditions that fully describe the resulting phase diagrams and can be used as guidance in future experimental or simulation studies. In all the studied cases, the stoichiometry of the growing instability is purely a function of the signs of the species’ mobilities, implying that chemotactic species and antichemotactic species tend to separate from each other and aggregate among themselves.

The instabilities that we predict here at the linear level may also be explored beyond this regime, by means of numerical solution of the continuum equations, or particle-based simulations. Such simulations will allow for the study of the kinetics of the self-organization process, as well as the resulting steady-state configurations of the system. Of particular interest is the presence or absence of transient oscillations in the instability process. While our linear stability analysis can yield complex eigenvalues with positive real part, we cannot conclude whether long-lived oscillations will be observed. In general, the behaviour of the system beyond the onset of instability will depend on factors outside the scope of this analysis, among others the feedback of changes in substrate concentration on the activity and nonlinear effects not captured at the linear stability level. Another limitation of our model is the quasi-static approximation performed for the messenger chemical, implying that we limit ourselves to cases where the motion of the catalysts is much slower than the diffusion of their substrates and products.

While this paper focused on catalytic particles, many bacteria are known to chemotax in response to chemicals they themselves secrete or consume, leading to pattern formation [33–38]. In particular, Ref. [36] explores the influence of concentration-dependent chemotactic drift, stemming from the microscopic characteristics of bacterial receptors, on pattern formation. Such a concentration-dependent chemotactic mobility could also be incorporated into our model. In turn, our concentration-dependent activity would correspond to cases where the bacteria modulate their production or consumption of chemotactrant or chemorepellant based on local concentration. Our model could further be applied to bacterial ecosystems in which different species of bacteria coexist, resulting in inter-species interactions which may be non-reciprocal.

Coming back to the applications at the subcellular level, a natural step for future work is to allow for the enzymes to participate in catalytic cycles, in which the product of one enzyme becomes the substrate of the next enzyme in the cycle [39], given that such cycles are ubiquitous in metabolic pathways in the cell. Furthermore, it will be interesting to explore the effect of self-organization on the yield of the associated catalytic reactions. In Ref. [12], it was shown that mixtures of producers and consumers tend to form clusters with just the right stoichiometry that allows for perfect channeling of the chemical released by the producers to be taken up by the consumers in the cluster. The effect of concentration-dependent activities on this phenomenon, as well as the implications on the overall catalytic yield remain to be explored. On the experimental side, a deeper exploration of the dynamics during the formation of metabolons or enzyme-rich condensates may help elucidate whether non-equilibrium chemical-mediated interactions are at play, perhaps in conjunction with passive interactions.

Acknowledgements We acknowledge support from the Max Planck School Matter to Life and the MaxSynBio Consortium, which are jointly funded by the Federal Ministry of Education and Research (BMBF) of Germany, and the Max Planck Society.

Funding Open Access funding enabled and organized by Projekt DEAL.

Open Access This article is licensed under a Creative Commons Attribution 4.0 International License, which permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long as you give appropriate credit...
References

1. J. Agudo-Canalejo, T. Adeleke-Larodo, P. Illien, R. Golestanian, Acc. Chem. Res. 51(10), 2365 (2018)
2. L.J. Sweetlove, A.R. Fernie, Nat. Commun. 9(1), 2136 (2018)
3. H. Yu, K. Jo, K.L. Kounovsky, J.J.D. Pablo, D.C. Schwartz, J. Am. Chem. Soc. 131(16), 5722 (2009)
4. S. Sengupta, K.K. Dey, H.S. Muddana, T. Tabouillot, M.E. Ibele, P.J. Butler, A. Sen, J. Am. Chem. Soc. 135(4), 1406 (2013)
5. K.K. Dey, S. Das, M.F. Poyton, S. Sengupta, P.J. Butler, P.S. Cremer, A. Sen, ACS Nano. 8(12), 11941 (2014)
6. X. Zhao, H. Palacci, V. Yadav, M.M. Spiering, M.K. Gilson, P.J. Butler, H. Hess, S.J. Benkovic, A. Sen, Nat. Chem. 10(3), 311 (2018)
7. A.Y. Jee, Y.K. Cho, S. Granick, T. Tlusty, Proc. Natl. Acad. Sci. 115(46), E10812 (2018)
8. J. Agudo-Canalejo, P. Illien, R. Golestanian, Nano Lett. 18(4), 2711 (2018)
9. T. Adeleke-Larodo, J. Agudo-Canalejo, R. Golestanian, J. Chem. Phys. 150(11), 115102 (2019)
10. J. Agudo-Canalejo, R. Golestanian, Eur. Phys. J. Special Topics. 229(17), 2791 (2020)
11. M. Feng, M.K. Gilson, Annu. Rev. Biophys. 49(1), 87 (2020)
12. J. Agudo-Canalejo, R. Golestanian, Phys. Rev. Lett. 123, 018101 (2019)
13. R. Soto, R. Golestanian, Phys. Rev. Lett. 112(6), 068301 (2014)
14. R. Soto, R. Golestanian, Phys. Rev. E 91(5), 052304 (2015)
15. S. Saha, S. Ramaswamy, R. Golestanian, New J. Phys. 21(6), 063006 (2019)
16. C.A. Weber, D. Zwicker, F. Jülicher, C.F. Lee, Rep. Prog. Phys. 82(6), 064601 (2019)
17. G. Giunta, H. Seyed-Allaei, U. Gerland, Commun. Phys. 3(1), 1 (2020)
18. R. Golestanian, Phys. Rev. Lett. 108, 038303 (2012)
19. S. Saha, R. Golestanian, S. Ramaswamy, Phys. Rev. E 89, 062316 (2014)
20. M. Schmitt, H. Stark, Phys. Fluids 28(1), 012106 (2016)
21. J. Palacci, S. Sacanna, A.P. Steinberg, D.J. Pine, P.M. Chaikin, Science 339(February), 936 (2013)
22. R. Niu, T. Palberg, T. Speck, Phys. Rev. Lett. 119(2), 028001 (2017). https://doi.org/10.1103/PhysRevLett.119.028001
23. T. Yu, P. Chuphal, S. Thakur, S.Y. Reigh, D.P. Singh, P. Fischer, Chem. Commun. 54, 11933 (2018)
24. H. Massana-Cid, J. Codina, I. Pagonsbarraga, P. Tierno, Proc. Natl. Acad. Sci. U.S.A. 115(42), 10618 (2018)
25. F. Schmidt, B. Liebchen, H. Löwen, G. Volpe, J. Chem. Phys. 150, 094005 (2019)
26. C.H. Meredith, P.G. Moerman, J. Groenewold, Y.J. Chiu, W.K. Kegel, L.D. Zarzar, Nat. Chem. 12(12), 1136 (2020)
27. J.L. Anderson, Annu. Rev. Fluid Mech. 21(1969), 61 (1989)
28. R. Golestanian, T.B. Liverpool, A. Ajdari, New J. Phys. 9, 126 (2007)
29. A.V. Ivlev, J. Bartnick, M. Heinen, C.R. Du, V. Nosenko, H. Löwen, Phys. Rev. X 5(1), 011035 (2015)
30. S. Saha, J. Agudo-Canalejo, R. Golestanian, Phys. Rev. X 10(4), 041009 (2020)
31. Z. You, A. Baskaran, M.C. Marchetti, Proc. Natl. Acad. Sci. 117(33), 19767 (2020)
32. M. Fruchart, R. Hanai, P.B. Littlewood, V. Vitelli, Nature 592(7854), 363 (2021)
33. R. Erban, H. Othmer, Multiscale Modeling & Simulation, v.3 3, 362–394 (2005)
34. A. Sengupta, S. van Teeffelen, H. Löwen, Phys. Rev. E 80, 031122 (2009)
35. A. Sengupta, T. Kruppa, H. Löwen, Phys. Rev. E 83, 031914 (2011)
36. M. Meyer, L. Schimansky-Geier, P. Romanczuk, Phys. Rev. E 89, 022711 (2014)
37. S. Mahdisoltani, R.B.A. Zinati, C. Duclut, A. Gambassi, R. Golestanian, Phys. Rev. Res. 3, 013100 (2021)
38. A. Gelinson, R. Golestanian, Phys. Rev. Lett. 114, 028101 (2015)
39. V. Ouazan-Reboul, J. Agudo-Canalejo, R. Golestanian, In preparation (2021)