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Abstract
A difficult step in the process of karyotyping is segmenting chromosomes that touch or overlap. In an attempt to automate the process, previous studies turned to Deep Learning methods, with some formulating the task as a semantic segmentation problem. These models treat separate chromosome instances as semantic classes, which we show to be problematic, since it is uncertain which chromosome should be classed as #1 and #2. Assigning class labels based on comparison rules, such as the shorter/longer chromosome alleviates, but does not fully resolve the issue. Instead, we separate the chromosome instances in a second stage, predicting the orientation of the chromosomes by the model and use it as one of the key distinguishing factors of the chromosomes. We demonstrate this method to be effective. Furthermore, we introduce a novel Double-Angle representation that a neural network can use to predict the orientation. The representation maps any direction and its reverse to the same point. Lastly, we present a new expanded synthetic dataset, which is based on Pommier’s dataset, but addresses its issues with insufficient separation between its training and testing sets.

1. Introduction
There are numerous defects that can be identified by visually inspecting chromosomes, such as genetic abnormalities (Gardner et al., 2011) or cancer (Pui et al., 1990). Chromosomes are separated and ordered by size from a metaphase image in a process called karyotyping (O’Connor, 2008), which is commonly done by hand and is not yet fully automated. One of the difficulties with karyotyping is that the chromosomes are positioned randomly in the image and can touch or overlap. It is often simpler to prepare multiple images of chromosomes from the same patient and search for ones without overlaps (Arora and Dhir, 2016; Shen et al., 2019) than to segment overlapping chromosomes. Numerous image processing algorithms have been proposed to separate overlapping chromosomes (Cao et al., 2011; Ji, 1994; Li et al., 2016; Nair et al., 2015; Popescu et al., 1999; Somasundaram and Kumar, 2014), however the task remains an open problem. Deep Learning (LeCun et al., 2015), which has advanced many areas of image processing and computer vision, promises to aid with this task as well.

Semantic segmentation and instance segmentation are two approaches that seem particularly appropriate for the separation of chromosomes. Semantic segmentation classifies every pixel in an image into one of many semantic categories, while instance segmentation additionally classifies multiple instances of the same class separately. We argue that using semantic segmentation to separate overlapping chromosomes is inappropriate, since the chromosome instances are semantically identical. If a category was created for each of the overlapping chromosomes the model would not be able to tell which chromosome should be assigned to which category. We criticise existing methods that chose this approach in Section 2. It is possible that assigning a category to the chro-
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mosomes based on a rule, such as the longer/shorter chromosome or the more/less vertical chromosome, is sufficient to distinguish the categories. We demonstrate an improvement with such comparison rules, but find that the performance is lacking in comparison to a single semantic category in Section 5.

Highlighting separate instances is done in a variety of ways (Van de Sande et al., 2011), but the methods commonly classify images semantically and use bounding boxes (Redmon et al., 2016) to separate instances. However, bounding boxes rely on different instances being localised differently. This is not necessarily the case for overlapping chromosomes, which may mostly occupy the same space. We argue that a key assumption can be made about chromosomes, which is that in order for two chromosomes to overlap, they must lie in different directions, have different orientations. The only exception to this rule is when two parallel chromosomes touch end-to-end or side-by-side, where knowing their area of intersection is sufficient to segment them. It is for this reason that we explore ways in which a deep learning model can predict the orientation of chromosomes and demonstrate that this information can be used to separate chromosomes in Section 6.

We define the orientation of the chromosome as the direction along its arms, however it does not matter what the top and the bottom of the chromosome is. If a chromosome is rotated by 180° we treat it as having the same orientation. This makes it difficult to represent the orientation in a way that a neural network can predict. For this purpose we propose a novel Double-Angle representation in Section 6, which maps any vector and its inverse to the same point.

We use Pommier’s dataset, which consists of 13434 synthetically generated images of overlapping chromosomes, generated from a pool of only 46 chromosomes. This means that the images are not independent, which means that it cannot easily be separated into independent subsets for training and testing. We criticise the dataset in Section 3 and papers that used the dataset in this form in Section 2. To address the issue, we modify the dataset, reusing Pommier’s method to create the synthetic images, but ensure that training and testing subsets don’t reuse the same chromosomes. In addition, we annotate the chromosomes with the orientation and expand the set of source images from 46 chromosomes to 620, all of which are based on data provided by Pommier.

In summary, our contributions in this paper are the following:

- We present a new bigger synthetic dataset based on Pommier’s data, which can be split into independent subsets and contains annotations for the orientation of chromosomes.
- We demonstrate that chromosome instances cannot be separated effectively as semantic categories.
- We propose a novel representation of orientation called Double-Angle, which maps any vector and its inverse to the same point.
- We demonstrate that orientation can be used to separate overlapping chromosomes.

2. Related Work

Hu et al. (2017) and Saleh et al. (2019) both used Pommier’s dataset and a semantic segmentation method. They classify the pixels in the image into four categories: chromosome 1, chromosome 2, overlap and background. The segmentation result would also be valid if the labels chromosome 1 and chromosome 2 were reversed for any given image. Nevertheless, they train the model to predict the specific category that was assigned to every image in Pommier’s dataset. Saleh et al. (2019) identify that the performance of their system is better if the two chromosomes categories are merged. However, we believe all of the reported metrics to be unreliable because of a design error in Pommier’s dataset, which allows superficial performance gains achieved through overfitting to improve performance on the test set. This means that the model would not generalise not only to other datasets, but also to completely unseen images created the same way. We further criticise the dataset in Section 3.

Mei et al. (2020) also treated the task as semantic segmentation, however, they addressed the issue of the arbitrary class labels using a cGAN (Isola et al., 2017) to calculate an additional adversarial loss term using the discriminator network. This loss is agnostic to which class label is assigned to which chromosome, since it is not directly compared against the label.

Cao et al. (2020) adopted a two-stage method. In the first stage they use a deep learning method to perform a 3-category semantic segmentation with the classes background, chromosome and overlap.
the second stage they separate the chromosomes instances using an image processing algorithm. On top of segmenting where the individual chromosomes are, Cao et al. (2020) also reconstructs an image of the separated chromosomes.

3. Dataset

Pommier’s dataset is created from a single image of a human metaphase stained using 4',6-diamidino-2-phenylindole together with a Cy3 fluorescent telomeric probe (Lansdorp et al., 1996). The image contains 46 individual chromosomes that do not overlap or touch. The synthetic dataset is created by taking pairs of chromosomes, rotating, translating, and averaging them. The synthetic images are then labelled with the categories: chromosome 1, chromosome 2, overlap and background, where any pair of chromosomes will always have the same labels regardless of their rotation and translation. The model could therefore recognise a pair of chromosomes in the test set and recall their class labels, having seen them before, albeit rotated and translated differently. In other words, the dataset cannot be split into independent subsets, which would allow overfitting on one subset to benefit the performance on the other. As with all models trained on synthetic datasets, the extent to which they generalise to other datasets is questionable, however, when using Pommier’s training and testing sets, even the extent to which the model generalises to the synthetic images is uncertain.

To address this issue, we propose that the chromosome source images are separated into subsets, before selecting pairs to create synthetic images with. Pommier also published 14 other human metaphase images that were not used to create the dataset, some of which contain overlapping chromosome pairs and larger clusters. We manually segmented all 15 metaphase images, which contained 620 separate chromosomes, while also annotating their orientation. In our experiments, 20% of the data is reserved for testing, while the remaining 80% is split into training and validation sets using 4-fold cross validation (Refaelzadeh et al., 2009). The synthetic images are created in a similar way to Pommier’s method.

The metaphase images also contained 30 images of overlapping chromosome pairs and larger clusters. We use these to tell how well the model generalises from synthetic to real data, while minimising the domain shift that would occur when comparing against other datasets, which we use in equal proportion for validation and testing. Our orientation-based segmentation can work effectively with clusters, however the semantic segmentation can only separate pairs of chromosomes. To test the semantic segmentation, we separated the larger clusters into a total of 41 smaller images that are cropped around each pair of chromosomes, expecting the model to only classify the chromosome pair and ignore the other chromosomes that might be visible in the image.

4. Model

We ran our experiments with both U-net (Ronneberger et al., 2015) network variations used by Hu et al. (2017) and by Saleh et al. (2019). We found that the larger network performs marginally better and report on its results. To adapt the architecture to the different task definitions, we only modify the number of output channels and the loss function used. The network architecture is illustrated in Figure 1.

We use 4-fold cross validation (Refaeilzadeh et al., 2009), where we train the model independently 4 times, using a different quarter of the training set for validation. All metrics are averaged across the 4 runs.

We train the model using an Adam optimizer (Kingma and Ba, 2014), with a learning rate of 0.001 and betas of 0.9 and 0.999.

5. Semantic Segmentation

We argue that separating chromosome instances using a semantic segmentation with the classes: background, chromosome 1, chromosome 2 and overlap is an inappropriate approach, because the chromosome instances aren’t semantically different. This is problematic because it is uncertain which chromosomes should be assigned which class label. We hypothesise that this issue could be addressed by applying comparison rules for determining the class label, even though the chromosomes remain semantically similar. We tested the following properties for comparing the chromosomes:

- length-wise, as the longer/shorter chromosome
- orientation-wise, as the more/less vertical chromosome
- position-wise, as the rightmost/leftmost chromosome
randomly as a control

Despite using these comparison rules to define which class label to assign during training, it does not matter if the labels were switched during evaluation. We therefore switch the predicted classes for chromosome 1 and chromosome 2 if it yields better metrics. The metrics that we track are the intersection over union (IOU) scores, also known as the Jaccard Index (Jaccard, 1912). These are calculated for every predicted class separately and averaged to get an overall performance metric. For comparison with our orientation-based segmentation, we also report the IOU scores averaged over the two chromosome categories, chromosome 1 and chromosome 2, only.

Table 1 presents the results of the semantic segmentation. Example images of good and bad results can be seen in Figure 2. The following are our key observations:

- When training and evaluating on Pommier’s dataset, we achieve a semantic IOU score of 92.4%, which is comparable to 94.7% reported by Hu et al. (2017) and the range of 90.63% - 99.94% reported by Saleh et al. (2019).
- There remains a sizeable domain shift between Pommier’s synthetic dataset and ours despite their similar approach. Transitioning from Pommier’s to our synthetic dataset yields a 49.2% reduction in average IOU, while the opposite yields a reduction of at least 13.7%.
- The average IOU score when trained and evaluated on our synthetic dataset is at least 15.1% lower than when trained and evaluated on Pommier’s dataset. This suggests that either our synthetic dataset is more difficult to solve, or that the performance metrics on Pommier’s dataset are unreliable due to overfitting improving testing performance.
- To compare the rules for assigning class labels, we look at their average IOU on the synthetic and real datasets. Orientation-wise assignment yielded the best performance on the real dataset, while position-wise assignment yielded the best performance on the synthetic dataset. Notably, all three rules performed better than the control with random assignment, with an improvement of 6.6%, 10.7% and 12.7% for the synthetic dataset and an improvement of 3.7%, 10.3% and 6.2% for the real dataset, respectively for length-wise, orientation-wise and position-wise assignment.
- Another way of comparing how well the assignment rules work is to compare the IOU score for the two chromosome classes with the IOU score if the categories were merged. For the synthetic dataset we find a difference of 16.6%, 9.4%, 6.2% and 25.2%, and for the real data 20.3%, 10.7%, 17.6% and 23.4%, respectively for length-wise, orientation-wise, position-wise and random assignment.
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Table 1: Semantic segmentation results, shown as IOU % scores. The individual semantic categories are: background, chromosome 1, chromosome 2 and overlap. ch1+ch2 represents the area covered by merging the ch1 and ch2 categories.

| Training Dataset | Testing Dataset | Average IOU | Individual IOUs | ch1+ch2 |
|------------------|-----------------|-------------|-----------------|--------|
|                  |                 | back. ch1 ch2 over. |                 |        |
| Pommier’s        | Pommier’s       | **92.4**    | 100 90.7 96.4 82.6 | 97.7   |
| Synthetic        |                 | 43.2        | 86.6 26.1 25.2 34.9 | 44.4   |
| Real             |                 | 35.9        | 66.5 25.8 22.3 29.0 | 51.4   |
| Synthetic        | Pommier’s       | 51.1        | 92.4 33.1 48.3 30.5 | 55.2   |
| Length-wise      | Synthetic       | 71.2        | 98.8 69.5 56.9 59.8 | 88.1   |
|                  | Real            | 50.2        | 84.3 42.1 38.7 35.8 | 67.3   |
| Synthetic        | Pommier’s       | 60.0        | 97.3 44.8 58.8 39.2 | 63.5   |
| Orientation-wise | Synthetic       | 75.3        | 98.8 72.2 70.5 59.7 | 87.7   |
|                  | Real            | **56.8**    | 84.2 49.8 53.4 39.8 | 67.7   |
| Synthetic        | Pommier’s       | 55.2        | 97.5 38.7 47.9 36.6 | 62.2   |
| Position-wise    | Synthetic       | **77.3**    | 98.8 74.2 76.2 60.0 | 88.0   |
|                  | Real            | 52.7        | 84.5 43.9 43.3 39.2 | 67.9   |
| Synthetic        | Pommier’s       | 50.9        | 95.5 29.5 46.3 32.1 | 61.3   |
| Random           | Synthetic       | 64.6        | 98.7 53.4 52.1 54.0 | 87.5   |
|                  | Real            | 46.5        | 82.3 35.6 34.9 33.5 | 65.1   |

Despite the improvement that the class assignment rules offer, we believe that the approach is still fundamentally problematic. Firstly, there are instances where the properties used for the assignment rules are very similar for both chromosomes. Two chromosomes can have the same length, orientation or position. In these cases the assignment is still a source of uncertainty. Secondly, using a semantic segmentation in this way requires the image to be cropped around the pair of overlapping chromosomes. This could be done with a separate model, however it also causes the issues with larger clusters, where more than two chromosomes are visible in the cropped image, which the model wasn’t trained to deal with. This can also be seen in Figure 2, where the model is expected to only highlight two chromosomes in the cluster, but struggles to tell which chromosomes cropped around. We would therefore recommend only using the semantic segmentation to distinguish the semantic categories: background, unique-chromosome and overlap, which can be applied to images with any amount of chromosomes, and rely on other methods to separate chromosome instances.

6. Orientation-Based Segmentation

In order to segment chromosome instances, we argue that knowing their orientation is an important distinguishing feature, since most overlapping chromosomes will have different orientations. The only other case being parallel chromosomes that partially overlap, either side-to-side or end-to-end. In this case the overlapping area should fully separate the two chromosome instances. The key utility provided by knowing the orientation of the chromosomes is, that it can be used to match multiple separate chromosome areas that are divided by overlapping areas. Assuming that chromosomes don’t bend very sharply, the orientation of the chromosome before and after an overlap will be mostly the same.

We define the orientation of the chromosome as a direction vector along the length of the chromosome. However it does not matter what the top and the bottom of the chromosome is. If the chromosome is rotated by 180° it will still have the same orientation.
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Figure 2: Semantic segmentation result examples. The semantic classes are visualised as: blue - background, green/orange - chromosome 1/chromosome 2, red - overlap.

Equivalently, any direction vector and its negative represent the same orientation. Equivalently, the orientation could be represented as an angle in the range \([0^\circ, 180^\circ]\). Getting a neural network to predict such an orientation is non-trivial, which led us to develop a novel Double-Angle representation.

Getting a neural network to predict the value of an angle directly is difficult, because of its cyclical nature and a discontinuity at \(0^\circ\) and \(360^\circ\). Angles close to the discontinuity are very similar, yet their angle values can be very different. Instead one can represent an angle \(\theta\) using \(\sin(\theta)\) and \(\cos(\theta)\), which is effectively a unit vector positioned \(\theta\) degrees anticlockwise from the x-axis. This definition avoids the issues of discontinuity. In our case, with angles restricted to \(180^\circ\), the resulting representation would effectively be a unit vector with a positive y-axis component, which would still contain a discontinuity near values of \((1, 0)\) and \((-1, 0)\). Instead let us define the Double-Angle representation that maps any vector and its negative onto the same point as follows:

\[
\text{Double-Angle}:
\begin{align*}
[0^\circ, 180^\circ] & \rightarrow \mathbb{R}^2 \\
\theta & \mapsto (\cos(2\theta), \sin(2\theta)),
\end{align*}
\]

with its inverse:

\[
\text{Double-Angle}^{-1}:
\begin{align*}
\mathbb{R}^2 & \rightarrow [0^\circ, 180^\circ] \\
(d_0, d_1) & \mapsto \frac{1}{2} \arctan2(d_1, d_0) \mod 180^\circ.
\end{align*}
\]

Our proposed instance segmentation model outputs a total of six channels. Two channels are used for the Double-Angle representation, which is trained using the Huber loss (Huber, 1964) and masked out in pixels that do not belong to a unique chromosome. The third channel is used to predict a dilated overlap, which is defined as the overlapping area of the chromosomes dilated by two pixels. This allows us to separate chromosomes that are very close to each other but do not overlap. It is trained using a binary cross-entropy loss (with logits). The last three channels are used as a semantic segmentation with the classes: background, chromosome and overlap, which is trained using a cross-entropy loss. These predictions are subsequently used by our instance segmentation post-processing algorithm, which uses image-processing to separate the chromosome instances. Its intended purpose is to demonstrate the utility of the
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Figure 3: Orientation-based segmentation result examples. The Labels and Predictions are the separated chromosomes, while Semantic, Dilated Overlap and Orientation are the network outputs. The semantic classes are represented as: blue - background, orange - chromosome, green - overlap. The Orientation is colour-coded.

Double-Angle representation and its use for segmenting chromosome instances. The algorithm is defined in Algorithm 1 and explained below:

In order to separate the chromosome instances we first analyse the prediction and identify unique chromosome segments. These segments are then merged to create the predicted chromosome instances based on their orientation and relative location to the areas of overlap.

To avoid issues with noisy network outputs, we remove any areas of overlap that are too small. We then subtract the dilated overlap prediction from the chromosome class to spatially separate chromosome segments from each other. Nonetheless, the segments may not be fully disjointed, so we perform the following operation to identify them. First we determine seeding points as the maxima of a distance transform applied to the segments. These will be the points in which the chromosome segments are the widest. We then iteratively grow these segments to cover the whole segment area. Crucially, due to fluctuations in chromosome widths, multiple seeding points may exist in a single chromosome segment. We therefore merge two segments if either of their seeding points was barely a local maximum, raised only 1 pixel over the neighbouring area. Finally we grow the segments over the areas of the dilated overlap until they cover the whole chromosome areas. We further consider merging two adjacent segments if their orientation is sufficiently similar in the area where they touch. We do not apply this operation near areas of overlap where two distinct chromosomes must be present.
Algorithm 1: Orientation-Based Instance Segmentation

**Input:** orientation, dilated_overlap, background, chromosome, overlap
remove small areas from overlap
distance_image ← distance transform of (chromosome - dilated_overlap)
segments ← local maxima of (distance_image)
for distance in max(distance_image) to 0 do
    dilate segments until they fill the area where distance_image ≥ distance
    if two segments touch and maximum distance in either segment ≤ distance + 1 then
        merge the two segments
end
end
dilate segments until they fill the area of chromosome
for all pairs of segments do
    neighbouring_pixels ← intersection of (pair of segments dilated by 1 pixel)
    if neighbouring_pixels are not near an overlap and their orientation is sufficiently similar then
        merge the two segments
    end
end
remove small segments
for all overlaps do
    while there are more than two segments adjacent to the overlap do
        merge the two segments with the most similar orientation
    end
end
separate_chromosomes ← segments merged with adjacent areas of overlap

Next we determine which chromosome segments belong to the same chromosome. We assume that every area of overlap is created by overlapping exactly two chromosomes. We therefore merge the chromosome segments with the most similar orientation until only two chromosome instances are present near every overlap. Finally we add the adjacent overlap areas to all chromosome instances.

This algorithm uses the output of a model that achieved the performance metrics seen in Table 2. After separating the chromosomes using the instance segmentation algorithm, we compare the labelled chromosomes with the best matching predicted chromosome and average their IOU values. Note that any extra predicted chromosomes that did not get matched are ignored. These metrics can be seen in Table 3 together with comparable results from the semantic segmentation model trained on the orientation-wise synthetic dataset. The instance segmentation performs 7.1% better on the synthetic data and 20.8% better on the real data than the semantic segmentation. When qualitatively evaluating the results in Figure 3, we find that the model can correctly separate some examples, but fails on others.

When it does fail, the network prediction is very noisy, suggesting that the model failed to generalise well. We suspect that the issue stems from the synthetic dataset, which does not perfectly resemble real chromosome images. Moreover, the dataset is of limited size and sample variety, owing to its source of only 15 human metaphase images, nine of which were used for training.

| Outputs          | Metric Value |
|------------------|--------------|
| Background IOU   | 98.8%        |
| Chromosome IOU   | 88.3%        |
| Overlap IOU      | 58.6%        |
| Dilated Overlap IOU | 70.4% |
| Orientation Difference | 5.2°     |
Table 3: The average IOU % scores over the best-matching separated chromosomes.

| Testing Dataset | Semantic Segmentation (orientation-wise) | Orientation-Based Segmentation |
|-----------------|------------------------------------------|-------------------------------|
| Pommier’s       | 61.5                                     | 66.4                          |
| Synthetic       | 78.3                                     | 85.4                          |
| Real            | 57.0                                     | 77.8                          |

7. Conclusion

In this paper we address the task of segmenting overlapping chromosomes. When using an existing synthetic dataset, we warn of its images not being independent and therefore not appropriate for splitting into training and testing subsets. We present an alternative synthetic dataset based on the same source images that has proper separation between training, validation and testing sets.

We demonstrate that segmenting chromosome instances as separate semantic classes is problematic. This is especially true when class labels for chromosome 1 and chromosome 2 are randomly assigned. Applying comparison rules to assign the class improves performance, but remains problematic in cases where the overlapping chromosomes are too similar. Moreover this method only works well for pairs of overlapping chromosomes and not clusters.

Instead, we propose separating the chromosome instances out in a post-processing step, which relies on additional predicted features from the deep learning model. Most importantly, we rely on the orientation of the chromosomes to separate them out. We propose a novel Double-Angle representation, which a neural network can use to predict the orientation of the chromosomes. The Double-Angle representation maps any direction vector in 2D and its negative onto the same point in a continuous and smooth manner. We demonstrate the effectiveness of separating the chromosomes based on their orientation and encourage readers to incorporate orientation as one of the distinguishing factors in their approaches.

For future work we suggest focusing on improving the deep learning model’s performance by improving the data used to train the model. Larger datasets that include real images of overlapping chromosomes in the training sets could make the model generalise better. Data augmentation, which would add noise and distortions to the images, could also serve to make the model more robust.
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