Laplacian Eigenmaps with Variational Circuits: A Quantum Embedding of Graph Data.

A Preprint

Slimane Thabet
EDF R&D UK Center, Hove, United Kingdom
Ecole polytechnique, Palaiseau, France
slimane.thabet@polytechnique.edu

Jean-François Hullo
EDF R&D UK Center, Hove, United Kingdom
Jean-François.Hullo@edf.fr

November 11, 2020

Abstract

With the development of quantum algorithms, high-cost computations are being scrutinized in the hope of a quantum advantage. While graphs offer a convenient framework for multiple real-world problems, their analytics still comes with high computation and space. By mapping the graph data into a low dimensional space, in which graph structural information is preserved, the eigenvectors of the Laplacian matrix constitute a powerful node embedding, called Laplacian Eigenmaps. Computing these embeddings is on its own an expensive task knowing that using specific sparse methods, the eigendecomposition of a Laplacian matrix has a cost of $O(rn^2)$, $r$ being the ratio of nonzero elements.

We propose a method to compute a Laplacian Eigenmap using a quantum variational circuit. The idea of our algorithm is to reach the eigenstates of the laplacian matrix, which can be considered as a hamiltonian operator, by adapting the variational quantum eigensolver algorithm. By estimating the $d$ first eigenvectors of the Laplacian at the same time, our algorithm directly generates a $d$ dimension quantum embedding of the graph. We demonstrate that it is possible to use the embedding for graph machine learning tasks by implementing a quantum classifier on the top of it. The overall circuit consists in a full quantum node classification algorithm. Tests on 32 nodes graph with a quantum simulator shows that we can achieve similar performances as the classical laplacian eigenmap algorithm. Although mathematical properties of this approximate approach are not fully understood, this algorithm opens perspectives for graph pre-processing using noisy quantum computers.
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1 Introduction

A graph is a versatile mathematical object that can be used for modelling a lot of real-world objects. It is a set of vertices linked together by a set of edges which makes it suitable to represent many kinds of connected objects. Adding weights to the edges or the nodes allows to express the differences of strength between the bonds.

Many natural networks exist, such as social networks, computer networks, molecules. Networks can also be created from other contexts, such as word relationships, when two words are connected if they appear in the same sentence. Graphs are also very useful for modelling several optimization problems [8, 15].

Many graph problems can be solved with graph embeddings [11], especially machine learning ones. An embedding in the general case is a map from a metric space to an euclidean space such as the distance between the images are close to the distance between the objects. Embeddings are very used in Natural language Processing, where word embeddings are scrutinized [4]. A word embedding is a vector representation of words such as the distance between two vector images is representative of the semantic similarity.

Similarly to word embeddings, a graph embedding is a map from the set of nodes of a particular graph to an euclidean space such as the distances between the images reflect the similarity between the nodes in the graph. The aim is to obtain a set of vectors which captures structural patterns of the graph, for example communities. We would have that nodes belonging to the same community will be closely embedded.

Graph embeddings and embeddings in general are widely used for machine learning tasks. Most of machine learning algorithms take vectors as input, so computing an embedding is a necessary preprocessing step before applying common algorithms such as logistic regression, SVM, or neural networks.

Computing a graph embedding is not a simple task, and can become computationally expensive. Lots of methods exist, which can capture different properties of the graph. [11] made an exhaustive survey of the main methods and compared their performance on standards tasks. One of the most simple method to compute a $d$ dimension graph embedding is to take the eigenvectors of the laplacian matrix corresponding to the $d$ smallest eigenvalues [3]. It is called Laplacian


Eigenmap and involves finding eigenvectors of a real symmetric matrix. Clustering and classification algorithm can then be applied to this embedding for machine learning purposes. Applying a clustering algorithm such as k-means on the top of Laplacian eigenmap is sometimes called spectral clustering [33]. The goal of this paper is to explore a way to construct a graph embedding with a quantum computer, in a way that looks like Laplacian eigenmaps.

Quantum computing is the use of quantum properties of the matter to create a new computing paradigm. Instead of using classical bits, which have a deterministic value 0 or 1, quantum computers use quantum bits or qubits, which are in a probabilistic state between 0 or 1 [18]. Once measured, it collapses to the state 0 or the state 1. A quantum state is the state of a set of qubits. It can then be considered as a probability distribution, and measuring it is sampling from the underlying distribution.

The theoretical promises of quantum computing are tremendous. In 1998, Shor elaborated a quantum algorithm that could factorize numbers with an exponential speedup [29]. Grover showed that a search in an unstructured database of \( N \) elements can be performed in \( O(\sqrt{N}) \) time [12]. Quantum computing could then reduce the time to perform highly complex and costly operations. Applications in which there is an active research for quantum advantage are chemistry, optimization, and machine learning.

Unfortunately, the current hardware only allows to execute a circuit of maximum a few dozen of qubits and a few dozen of gates [24] where millions are needed for practical problems. Today, quantum hardware is in what is called the Noisy Intermediate Scale Quantum Computing (NISQ) era [26]. However, quantum hardware makes continuous improvement both in fidelity and number of qubits, and in 2019 Google announced to have reached quantum supremacy [1]. It means that for the first time, a quantum computer was able to execute a task faster than any classical computer. This achievement encourages to continue the research on quantum algorithms for many types of problems.

Quantum machine learning is the intersection between quantum computing and machine learning [28]. Machine learning is creating a model of the world from observed data. Then quantum machine learning can be understood in 3 ways: applying classical models to quantum data, quantum models to classical data, and quantum models to quantum data. Most of research is done on the second category, using quantum computers to create models for classical data.

The goal of this work is to explore a way to perform quantum machine learning on classical graph data. Computing a graph embedding can be very costly when the graph increases in size. There is then a hope that quantum computing will improve the speed of computing a graph embedding. Furthermore, converting classical graph data into quantum data opens new perspective for solving graph problems with quantum computers. We propose a quantum version of the Laplacian Eigenmap algorithm.

We aim to construct a quantum state whose amplitude corresponds in value to the \( d \) first eigenvectors of the laplacian matrix of a graph. Our algorithm is a variational algorithm, which consist of constructing a parameterized quantum circuit, and finding the parameters that minimize a cost function. Variational circuits are very explored by the community in the past few years because they are robust to the noisy current hardware. However, there is few benchmarks that attest their utility, and even less theoretical proofs.

Some work has been done to approximate the spectral decomposition of the graph matrices by variational circuits [22]. We go further and propose a full pipeline for solving a node classification problem with a quantum computer. We construct a graph embedding with a variational circuit, and we implement a quantum binary classifier on the top of it. We tested our algorithm on 32 nodes graphs on a quantum simulator.

This paper is the first work to the best of our knowledge to study the intersection of graph theory, machine learning and quantum computing. We put together all the pieces to enable future work on the topic. We hope that it will open new perspectives for quantum computing and quantum machine learning people to treat graph problems, and that specialists of graph machine learning and graph processing will explore quantum technologies.

We develop in the section 3 the tools in graph embedding theory and quantum computing theory that will serve as a basis for our work. We explain in details in section 3 our main contributions, the algorithm of Quantum Laplacian Eigenmap and the quantum node classification pipeline. Section 3.4 details the experiments that have been realized to test our algorithm.

2 Preliminaries

2.1 Generalities on graphs

In all this work, we will consider a graph \( G(V, E) \) with \( V \) the set of vertices and \( E \) the set of edges. We will limit ourselves to undirected and unweighted graphs. For a vertex \( i \), we will note \( d_i \) its degree i.e the number of neighbors.
The density of the graph $d$ is defined by the number of edges divided by the maximum number of edges, so we have $d = \frac{2|E|}{|V||V|+1}$.

To any graph one can associate different matrices.

- The adjacency matrix $A$ is a real matrix of size $|V| \times |V|$ defined in the following way:

$$A_{ij} = \begin{cases} 1 & \text{if } (i,j) \in E \\ 0 & \text{otherwise} \end{cases}$$ (1)

- The degree matrix $D$ is the diagonal matrix such as $D_{ii} = d_i$

- The laplacian matrix $L$ is of size $|V| \times |V|$ and is defined by

$$L_{ij} = \begin{cases} -1 & \text{if } (i,j) \in E \\ 0 & \text{otherwise} \\ L_{ii} = d_i \end{cases}$$ (2)

We have the identity $L = D - A$. The Laplacian is real symmetric and therefore can be decomposed in an orthonormal eigenbase, with real eigenvalues. This property is crucial for everything that follows.

This work can be easily extended to weighted graphs, the Laplacian is still real symmetric. The generalization to directed graphs is non trivial since the previous property doesn’t hold anymore. We will also assume that the number of nodes is a power of 2, and we can write $|V| = 2^n$. We can always go back to this case by adding single nodes in the graph.

2.2 Classical Laplacian Eigenmaps

2.2.1 Graph embeddings

An embedding is a map from a set of objects to an euclidean space, such as the distance in the euclidean space is representative of the similarity of the objects in the origin space. Embeddings aim to provide a vector representation of objects in order to perform analytical tasks. For machine learning tasks which take vectors as an input, such a representation is necessary. A very popular example of embeddings is word embeddings in Natural Language Processing [2, 20, 4]. The relationship between the images of each word is representative of the semantic meaning of those words. We have for instance $\text{Paris - France} + \text{Italy} = \text{Rome}$ [20].

Graph embeddings can be understood two fold:

- Node embedding: one graph is considered, and the objective is to compute a vector representation of the nodes. One is interested by the relationship between nodes.

- Graph embedding: a set of graph is considered and the objective is to compute a vector representation of the entire graph. One is interested to compare graphs between them.

In this paper, we will only consider node embeddings, and we will use indifferently the terms node embeddings and graph embeddings for a vector representation of nodes.

P. Goyal and E. Ferrera in [11] give an exhaustive survey of graph embedding techniques and their applications. Graph embedding algorithms can be ranged in three main categories:

- Factorization methods: factorize matrices representing the connections between the nodes, such as the adjacency matrix, the laplacian matrix, or the transition probability matrix.

- Random walk based methods: simulate many random walks on a graph and treat them as sequences. They are very similar to NLP methods.

- Deep learning method: use deep autoencoders to learn the image of the nodes in a latent space. It enables to capture non-linear patterns.

The tasks for which a graph embedding is needed can be grouped in 4 categories:

- Node classification: find the label of a node for which it is unobserved, predict the membership to a community. [5]

- Clustering: find communities inside the graph. [34]
• Link prediction: find unobserved links in the graph. \[16\]
• Visualization \([9]\): architecture, hardware design.

We will note the embedding matrix of the graph \(Y\), of size \(2^n \times d\). \(d\) is the dimension of the embedding. The row \(i\), noted \(Y_i\) is the vector representation of the node \(i\).

\[2.2.2 \text{ Laplacian Eigenmaps}\]

Laplacian eigenmaps \([3]\) is a very common graph embedding and easy to compute which belongs to the factorization methods. It simply consist of taking the eigenvectors of the laplacian matrix associated with the lowest eigenvalues. The goal is to keep the first order proximity, which means that two related nodes are embedded close to each other.

The embedding \(Y\) will be such as it minimizes

\[
\sum_{i,j} \|Y_i - Y_j\|^2 A_{ij}
\]

We have the identity

\[
\sum_{i,j} \|Y_i - Y_j\|^2 A_{ij} = 2\text{tr}(Y^T L Y)
\]  

(3)

The vector filled of 1s is always an eigenvector of the laplacian matrix associated to the eigenvalue 0. The eigenvalues of the Laplacian are also non-negative \([30]\). Therefore, a constant matrix \(Y\) is a trivial solution to the above problem and it is not usable as an embedding. In order to avoid this solution, the constraint \(Y^T D Y = Id\) is imposed.

The solution is given by the eigenvectors of the normalized Laplacian \(D^{-1/2} L D^{-1/2}\) associated with \(d\) smallest eigenvalues, counted with their multiplicity.

In practice, one can skip the step of normalizing the laplacian matrix, and just compute the eigenvectors associated with smallest eigenvalues of \(L\) \([33]\). One just need to throw away the first eigenvector because it is the constant vector filled of 1s.

Classical ML algorithms can then be performed with the data matrix \(Y\). Applying a clustering algorithm such as K-means on the top of the Laplacian Eigenmap is called spectral clustering \([33]\).

The complexity of computing the laplacian eigenmap is \(O(dr|V|^2)\) with \(r\) the fraction of non-zero elements in the laplacian matrix \([31]\).

\[2.3 \text{ Quantum Computing paradigms and tools}\]

\[2.3.1 \text{ Generalities on Quantum Computing}\]

Quantum computing exploits the properties of quantum physics to accelerate computation \([18]\). The fundamental property is that the world becomes probabilistic at small enough scale. The elementary brick of a quantum computer is the qubit. Contrary to a classical bit that has a deterministic value 0 or 1, a qubit is in a probabilistic state between 0 and 1. When it is measured, it collapses to 0 or 1. The state of a qubit is noted \(|\psi\rangle = \alpha|0\rangle + \beta|1\rangle\) where \(\alpha\) and \(\beta\) are two complex numbers such as \(|\alpha|^2 + |\beta|^2 = 1\). When measured, the qubit collapses in the state \(|0\rangle\) with probability \(|\alpha|^2\) or in the state \(|1\rangle\) with probability \(|\beta|^2\). Measuring a qubit is like flipping a coin.

If we consider now a set of \(n\) qubits, they are in a probabilistic superposition of \(2^n\) states. When measured, they collapse in one of these \(2^n\) states. The quantum state of the system is noted as a vector of \(2^n\) entries, with the sum of square modules equal to 1.

\[
|\psi\rangle = \sum_{i=0}^{2^n-1} a_i|i\rangle, a_i \in \mathbb{C}, \sum_i |a_i|^2 = 1
\]

\[
|\psi\rangle = \begin{bmatrix}
\alpha_0 \\
\alpha_1 \\
\vdots \\
\alpha_{2^n-1}
\end{bmatrix}
\]
A quantum state is always defined up to a global phase, because a global phase is physically undetectable. It means that
\[ \sum_{k=0}^{2^n-1} a_k |k\rangle = \sum_{k=0}^{2^n-1} a_k e^{i\theta} |k\rangle \quad \forall \theta \in \mathbb{R} \]

A quantum gate is an operation that can be performed on a qubit. This operation is linear and unitary. It can be represented as a matrix \( U \), its conjugate transpose is noted \( U^\dagger \), and it has the property \( U^\dagger U = \text{Id} \). The result of the gate on the qubit is the matrix vector product \( U |\psi\rangle \). The unitary property ensures that \( U |\psi\rangle \) remains a quantum state, which means it is still a normalized vector.

It exists single qubits gates and multiqubits gates. A succession of gates is a circuit. Here are a few examples of the most common gates:

- **H gate (Hadamard gate):** \( \frac{1}{\sqrt{2}} \begin{bmatrix} 1 & 1 \\ 1 & -1 \end{bmatrix} \). Creates an uniform superposition of the qubit.

- **X gate:** \( \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix} \). Flips the qubit.

- **CX gate:** \( \begin{bmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 1 \\ 0 & 0 & 1 & 0 \end{bmatrix} \). Flips a target qubit if a control qubit is equal to \( |1\rangle \).

- **\( R_y(\theta) \) gate:** \( \begin{bmatrix} \cos(\theta/2) & -\sin(\theta/2) \\ \sin(\theta/2) & \cos(\theta/2) \end{bmatrix} \). Performs a rotation around \( y \) of angle \( \theta \).

- **\( U(\theta, \phi, \lambda) \) gate:** \( \begin{bmatrix} \cos(\theta/2) & -\sin(\theta/2) e^{-i\lambda} \\ \sin(\theta/2) e^{i\phi} & \cos(\theta/2) e^{i\phi+i\lambda} \end{bmatrix}, \theta \in [0, \pi], \phi, \lambda \in [0, 2\pi] \). This is the general form of one qubits gate due to the unitary constraint and the invariance to a global phase.

The last two gates are parameterized gates, and play a crucial role in variational circuits design.

In a nutshell, a quantum state is a vector in a Hilbert space, which represents a probability distribution, and a quantum circuit is a linear operation on this vector.

The quantity of information in a quantum computer is exponential in the number of qubits. If one can prepare a circuit with a number of gates polynomial in the number of qubits, one can get an exponential speedup compared to a classical implementation of this task.

A number of quantum algorithms have been developed with a proven speed-up. Grover algorithm \([12]\) for a search in an unstructured database has a quadratic speedup, Shor algorithm \([29]\) for integer factoring has an exponential speedup, HHL \([13]\) for matrix inversion has an exponential speedup.

Such algorithms show theoretical promises, but their implementation requires millions of qubits and gates for practical problems. Today, quantum computers are in Noisy Intermediate Scale Quantum (NISQ) era. The most recent quantum computers have 50-75 qubits and can achieve about 0.1% error for one qubit gates and about 1% error for 2-qubits gates \([24]\). Furthermore, there is no full connectivity between the qubits which limits the possible implementations.

### 2.3.2 Generalities on quantum machine learning

Quantum Machine Learning is a recent and very dynamic research field which studies the intersection between quantum computing and machine learning. There are 3 approaches to combine these two disciplines, depending on the quantum nature of the model or the data \([27]\):

- Classical machine learning models for quantum data. Machine Learning can help with certain tasks of quantum computing, for example discovering a quantum state with a minimal number of measurements.

- Quantum computing for classical data. The idea is to use quantum algorithm to perform machine learning tasks on classical data, and there is a hope that quantum algorithms can improve the performance of the current models, or can unveil new classes of models. When the expression "quantum machine learning" is used, it generally refers to this approach.

- Quantum machine learning models for quantum data. Quantum systems and processes will generate more and more quantum data in the future, and one may want to use machine learning to analyse these data. It is believed to me the nearest term application of quantum machine learning \([6]\).
In this paper, our input data is a classical graph, and we are looking for an encoding of the graph into a quantum computer. This encoding can be later followed by a machine learning task. It falls then into the second, but it can also be considered in the third, if the graph features are used in combination with quantum data in a larger setting.

Let us mention 2 ways quantum computing can help with ML tasks. The first is the use of quantum linear algebra, and is a fully quantum approach. The idea is to use quantum computing to accelerate costly linear algebra tasks such as solving linear systems, finding eigenvectors and eigenvalues, and performing Fourier transformation. It is proven that algorithms like HHL [13] for solving linear systems have an exponential speedup compared to their classical counterparts, but it requires a huge amount of qubits coherent for a very long time.

The second way is the use of variational algorithms to construct quantum parametric models. A quantum circuit is constructed with gates depending on parameters, and the objective is to find the parameters that minimize a cost function. These algorithms are hybrids, a quantum computer is used to compute a cost function and a classical computer updates the parameters. This is sometimes called Quantum Neural Networks [7].

2.3.3 Amplitude encoding

Encoding classical data in a quantum computer is a very active research area. Different methods exist, such as basis encoding, amplitude encoding, and hamiltonian encoding. We are going to focus on amplitude encoding.

Amplitude encoding is mapping the coordinates of a unitary vector \( x = (x_1, \ldots, x_p)^T \) to the amplitudes of a quantum state. If \( \|x\| = 1 \), and \( p = 2^n \), with \( n \) integer, then one can naturally associate the quantum state:

\[
|\psi(x)\rangle = \sum_{i=1}^{p} x_i |i\rangle
\] (4)

Such an encoding is spacially efficient because it only needs \( \log(p) \) qubits to encode \( x \), but it can require a circuit of depth \( p \).

Let us take now a matrix \( X \) of size \( 2^n \times 2^m \) such as \( tr(XX^T) = 1 \), and let \( X_i \) and \( X_{j} \) respectively be the row \( i \) and the column \( j \). We are then able to define the quantum state of \( n + m \) qubits

\[
|\psi(X)\rangle = \sum_{i=1}^{2^n} \sum_{j=1}^{2^m} X_{ij} |j\rangle |i\rangle = \sum_{i=1}^{2^n} \alpha_i |\phi_i\rangle |i\rangle = \sum_{j=1}^{2^m} \beta_j |\varphi_j\rangle |j\rangle
\] (5)

\( |\phi_i\rangle \) is the encoding of the row \( i \) and \( |\varphi_j\rangle \) is the encoding of the column \( j \). The coefficients \( \alpha_i \) and \( \beta_j \) are for normalization, and we have \( \alpha_i = \|X_i\| \) and \( \beta_j = \|X_{j}\| \). The number of required qubits varies logarithmically to the number of the coefficients of the matrix, but the required number of gates to prepare this state can be of the order of the number of coefficients.

2.3.4 Variational Quantum Circuits

Variational quantum circuits, or parameterized quantum circuits, are a class of circuits that gained an increasing popularity these last few years. The idea is to construct a circuit which depends to a vector of parameters \( \theta \), and to minimize a cost function with reference to the parameters. More precisely, we are interested in the quantum state \( |\psi(\theta)\rangle = U(\theta)|0\rangle^\otimes n \), with \( U(\theta) \) a unitary such as \( |\psi(\theta)\rangle \) represents a vector of interest. This vector is reached by finding \( \theta \), which minimizes \( C(\theta) \). Such a setting gains interest because it is implementable with current hardware.

There are several problems in which this setting applies. \( |\psi(\theta)\rangle \) can approximate a probability distribution [35], implement a binary classifier [28], find the ground state of a molecule [23], or approximate the solution to a combinatorial optimization problem [10].

Variational quantum circuits are qualified as hybrid algorithms because the optimization part is made by a classical computer. At each step, the value of the function is computed by quantum resources, and a classical processor make the update of the parameters. Several optimization strategies can be employed, either gradient-based or not. Computing the gradients of these circuits can be a challenge, but strategies exist for particular forms of ansatz [21] [32].

We will now detail 2 examples of variational circuits, the Variational Quantum Eigensolver and the Variational Quantum Classifier.

Variational quantum eigensolver
Variational Quantum Eigensolver (VQE) is the first variational algorithm to be introduced in the quantum computing community, and its purpose is to find the lowest eigenvalue of a hamiltonian, which was at first used to find the ground state energy of a molecule \(^2\).

The cost function involved is the expectation of a hamiltonian \(H\). For any quantum state \(|\psi\rangle\), \(\langle\psi|H|\psi\rangle\) is lower-bounded by the smallest eigenvalue of \(H\), noted \(\lambda_{\text{min}}(H)\). \(\min_\theta \langle\psi(\theta)|H|\psi(\theta)\rangle\) is then an approximation of \(\lambda_{\text{min}}(H)\).

Variational quantum classifier

In \(^2\), Schuld at al. introduce a quantum algorithm for binary classification. We assume that a dataset \((x_1, \ldots, x_N)\) is observed, with associated labels \((y_1, \ldots, y_N)\). \(x_i \in \mathbb{R}^n\) and \(y_i \in \{0, 1\}\).

The idea is to construct a quantum circuit \(|\psi(x)\rangle\) such as the probabilities of the first qubit are the probabilities of the labels. We want the first qubit to be in the state \(\sqrt{P(y = 0)}|0\rangle + \sqrt{P(y = 1)}|1\rangle\).

The authors propose to construct \(|\psi(x)\rangle = U(\theta)|\phi(x)\rangle\) where:

- \(|\phi(x)\rangle\) is an amplitude encoding of \(x\), i.e \(|\psi(x)\rangle = \sum_{i=0}^{2^n-1} x_i |i\rangle\), where \(x_i\) is the \(i\)-th coordinate of \(x\).
- \(U(\theta)\) is a parameterized operator.

The optimization task consists to minimize a loss function over the dataset, like in a classical machine learning task.

\[
L(\theta) = \sum_{i=1}^{N} l(P(y_i = 0|x_i; \theta), y_i)
\]

Such a formalism is identical to a binary classifier. The difference is that the probabilities \(P(y_i = 0|x_i; \theta)\) are estimated by a quantum processor.

2.4 Previous work

Training quantum embeddings is a recent approach in quantum machine learning introduced by Lloyd et al. in \(^17\). Instead of training a parameterized circuit to classify quantum embedded data, the author explore training the data embedding, while implementing a fixed classifier.

Concerning graph data, an attempt \(^22\) has been made by Payne and Srouji to use variational circuits to approximate the spectral decomposition of graphs. They propose to use the variational quantum eigensolver to estimate the eigenvalues of the graph matrices.

3 Quantum Laplacian Eigenmaps

3.1 General Idea

In order for a quantum computer to perform some tasks on a graph, we need to encode the information of the graph into a quantum circuit. Classical graph embeddings aim to compute a vector representation of the nodes. In quantum node embedding, we aim to produce a quantum state which will contain the information of the graph.

There are several interests at finding a quantum embedding of the graph:

- The embedding can be computed faster.
- Quantum computing can create different embeddings and help us capture different patterns, inaccessible with classical computers.
- Graph data can be associated to other quantum data in a complex process.

One way to do so can be to compute classically the node embedding matrix \(Y\) and to make an amplitude encoding. This solution will not give a quantum advantage, but it will create quantum data of the graph. At the end we prepare the quantum state

\[
|\psi\rangle = \sum_{v \in V} w_v |v\rangle|\phi_v\rangle = \sum_{v \in V} |v\rangle (Y_{v0}|0\rangle + Y_{v1}|1\rangle + \ldots + Y_{v,d-1}|d-1\rangle) = \sum_{v \in V} |v\rangle \left( \sum_{i=0}^{d-1} Y_{vi} |i\rangle \right)
\]

(6)
$w_i$ are weights that renormalize $|\phi_i\rangle$, ideally they are uniform. Such a quantum state needs $\log(|V|d)$ qubits to be encoded, however it needs $|V|d$ gates in the worst case for arbitrary $Y_{vi}$’s to be prepared.

This method provides a way to encode a graph into quantum data, but doesn’t solve the problem of computation time of the graph embedding, neither allow to explore new embeddings.

We propose an algorithm to construct a quantum embedding of a graph only given the laplacian matrix. It can be assimilated as a quantum version of the classical laplacian eigenmap algorithm. Our approach is to prepare a quantum state $|\psi\rangle = \sum_{i=0}^{d-1} w_i |i\rangle |\psi_i\rangle$, with the intention that the amplitude of each $w_i |\psi_i\rangle$ encodes an eigenvector of the laplacian matrix $L$.

The idea of our algorithm is to use variational circuits to train a node embedding. Contrary to [17], the circuit will not just embed one node, but the whole graph. In our procedure, the embeddings will be constructed by minimizing an objective function just as in classical laplacian eigenmaps. The method looks like the one used in [22], but instead of measuring the eigenvalues, we use the reached quantum state as an embedding of the graph. We demonstrate that this embedding can be used for further tasks with the example of the node classification. One can also imagine applying quantum clustering algorithms such as q-means, quantum equivalent of K-means [14]. To the best of our knowledge, this is the first work that proposes and implements an end to end quantum node classification algorithm.

An overview of the algorithm can be seen in figure 1. The input is a graph and its laplacian matrix. As a first step, we decompose the laplacian matrix as a linear combination of pauli tensor products, and we show that we can eliminate some terms for saving computation time. This step is described in section 3.2. The second step described in section ?? is to train the quantum embedding of the graph. At the end, we obtain a quantum state which encodes the embedding of the full graph. Finally, we show that we can train a quantum classifier on the top of the embedding to perform node classification. This is described in section ??

### 3.2 Reformulation to a variational quantum circuit

The method we propose is to use variational algorithms to produce the desired quantum state. The idea is to parameterize the state $|\psi(\theta)\rangle$ and to find the parameters that will minimize a cost function.

We are looking to the eigenvectors associated to the lowest eigenvalues of the laplacian matrix. It turns out that for a hamiltonian $H$, the quantity $\langle \phi | H | \phi \rangle$ has as minimum the lowest eigenvalue of $H$, and the minimum is attained when $|\phi\rangle$ is the associated eigenstate. Therefore, an approximation of the lowest eigenvalue of $H$ and the associated eigenvector can be computed by finding the parameters $\theta$ that minimizes the quantity $\langle \phi(\theta) | H | \phi(\theta) \rangle$.

Since the Laplacian matrix is real symmetric, it can be considered as a hamiltonian, and thus finding the lowest eigenvalue and the associated eigenvector boils down to minimize $\langle \phi(\theta) | L | \phi(\theta) \rangle$ w.r.t $\theta$.

We can go further, and estimate all the $d$ first eigenvectors at the same time. Let us parameterize our state $|\psi\rangle$. We then have

$$|\psi(\theta)\rangle = \sum_{i=0}^{d-1} w_i^2 |i\rangle |\psi_i(\theta)\rangle = \left[ \begin{array}{c} w_0 |\psi_0(\theta)\rangle \\ w_1 |\psi_1(\theta)\rangle \\ \vdots \\ w_{d-1} |\psi_{d-1}(\theta)\rangle \end{array} \right]$$

And we would like to minimize $\sum_{i=0}^{d-1} w_i^2 \langle \psi_i(\theta) | L | \psi_i(\theta) \rangle$. If we suppose that the weights $w_i$ are all equal, and that all the $|\psi_i(\theta)\rangle$ are orthogonal, then the minimum of this quantity is reached on the first eigenvectors of $L$.

The problem is then to ensure that all the substates are orthogonal, which is no guaranteed for a general ansatz. We add then a penalty to the cost to minimize, such as the final cost function is:

$$C(\theta) = \sum_{i=0}^{d-1} w_i^2 \langle \psi_i(\theta) | L | \psi_i(\theta) \rangle + \lambda \sum_{i \neq j} |w_i w_j \langle \psi_i | \psi_j \rangle|^2$$

where $\lambda$ is a hyperparameter to be tuned. The cost is therefore the sum of the quantity of interest, and the constraints of orthogonality. The quadratic penalty doesn’t enforce an absolute constraint of orthogonality, but avoids the system
Figure 1: Overview of our algorithm.
to reach a uniform superposition state. An uniform superposition state is the minimum of the first term of the cost, because it is always an eigenvector of the Laplacian with 0 as an eigenvalue, but is useless as an embedding. We don’t take into account the non-uniformity of the weights \(w_i\), this has to be further investigated.

Such a cost function can be estimated by a quantum circuit, and the optimisation can be made by a gradient free method such as COBYLA \cite{25}. For special forms of ansatz, the gradients of the cost function can be estimated with a quantum circuit by parameter shift rules. We don’t investigate the use of gradient based optimizers in this paper, but this is certainly a way to improve our procedure even though gradients on variational quantum circuits face barren plateau problems \cite{19}.

We describe in the appendix \[B.1\] the quantum routine to estimate the first term of the cost function in the case where \(L\) can be expressed as a tensor product of Pauli matrices. We show in the section \[3.2\] that every laplacian matrix can be expressed as a linear combination of tensor product of Pauli matrices. The obtained expectations from each term of the decomposition can therefore be summed to obtain the first part of the cost function. The routines to compute the quadratic penalty is explained in appendix \[B.2\] and also involves expectations of Pauli operators.

### 3.3 The laplacian matrix as a hamiltonian

Since the laplacian matrix is real symmetric, it can be assimilated to a quantum hamiltonian and it can be expressed as a linear combination of tensor product of Pauli matrices.

We can always write

\[
L = \sum_l h_l H_l \text{ with } H_l \in U_n, \text{ and } U_n = \{ \sigma_1^l \otimes \sigma_2^l \otimes ... \otimes \sigma_n^l \text{ with } \sigma_i^l \in \{I,X,Y,Z\} \} \tag{7}
\]

\[
I = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}, Z = \begin{bmatrix} 1 & 0 \\ 0 & -1 \end{bmatrix}, X = \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix}, Y = \begin{bmatrix} 0 & -i \\ i & 0 \end{bmatrix}
\]

We prove in the appendix \[A\] that this decomposition always exists, is unique and can be constructed recursively. We will note \(n(L)\) the number of terms in the decomposition.

The number of terms in such a decomposition can be a bottleneck for the procedure. We indeed have to execute one quantum circuit per term to estimate the expectation of the laplacian matrix. On random graphs, we observe that the number of terms is approximately equal to the number of edges. In real world problems, this number can reach several millions. Figure \[2\] shows the average number of terms in the decomposition for a set of 10 random graphs given the number of nodes and the density. It can be seen that this number varies almost quadratically with the number of nodes. It depends little on the density, at the exception of the extremes (fully connected and no linked graphs).

The cost of computing the expectation is linear in the number of the terms in the decomposition of the laplacian matrix thus the less terms we have to estimate the better. One solution we propose is to delete the terms for which the absolute value of \(h_l\) are the lowest. In practice, we fix a threshold \(t\) and we only keep the terms above the threshold. We can then write

\[
L \approx \sum_{l, |h_l| \geq t} h_l H_l
\]

It results that the quantum circuit will reach the eigenstates of the approximated laplacian matrix. This can have an effect on the performance of the algorithms, and these effects will be discussed in this work.

We define the approximation level \(\alpha\) of the threshold \(t\) by the following way:

\[
\alpha(t) = \frac{\sum_{l, |h_l| \geq t} |h_l|}{\sum_l |h_l|} \tag{8}
\]

Fortunately, we can see empirically that a few terms concentrate the majority of the objective function, so we can hope to greatly improve the computation time while not making too much error. Figure \[3\] shows the relative cumulative sum of the ordered coefficients \(|h_l|\) for a random 64 nodes graph of 0.5 density. Only one graph is displayed because this curve is almost invariant given the number of nodes and the density. It can be seen that the sum of 50% of the highest \(|h_l|\) account for 80% of the total sum. It means that one can throw half of the decomposition and have a good approximation of the laplacian matrix. This trick can then save a lot of computational time and resources. Figure \[4\]
Figure 2: Number of terms in the decomposition. For each values of the density and the number of nodes, we generate 10 random graphs, and we average the number of terms in the decomposition.

shows the approximated matrices when a top fraction of the terms are kept. It can be seen that there are few differences between the case where 50% of the terms are kept and the case where 80% are kept.

Another way to reduce the computation time is to parallelize the computation on different quantum processors. The expectation of each term can indeed be evaluated independently.

3.4 Node Classification

Let us suppose that each node are given a label $y_v$. The problem of node classification is to determine the label of a node given its position in the graph when its label is not observed. We will limit ourselves to a binary classification with $y_v \in \{0, 1\}$. We divide the set of nodes with labels into a training test and a test set, respectively noted $V_{\text{train}}$ and $V_{\text{test}}$.

Once we have embedded the node features in the quantum computer by the previous method, we will add a quantum classifier to the circuit. The classifier will be trained on the training set and the performances will be evaluated on the test set.

For the classification part, we suppose we have the following embedding built:

$$|\psi\rangle = \sum_{v \in V} w_v |v\rangle |\phi_v\rangle$$

We would like now to build an operator $U(\gamma)$ such as

$$U(\gamma)|\psi\rangle = \sum_{v \in V} w_v |v\rangle U_v(\gamma) |\phi_v\rangle = \sum_{v \in V} w_v |v\rangle (a_v^0 |0\rangle + a_v^1 |1\rangle) |\phi_v\rangle$$

with $|a_v^0|^2 = \mathbb{P}(y_v = 0)$ and $|a_v^1|^2 = \mathbb{P}(y_v = 1)$. The probabilities are estimated via measurement, and the idea is to tune $\gamma$ such as the probabilities correspond to a ground truth, which is the training set.

In practice, it only involves applying gates to $\log_2(d)$ qubits, and the result can be computed by measuring $\log_2(|V|) + 1$ qubits.
Relative cumulative sum of $|h_l|$ for $l \leq i$

Figure 3: Relative cumulative sum of $|h_l|$ in decreasing order. The index is noted $i$. How to read: the sum of 50% of the highest $|h_l|$ account for 80% of the total sum.

Figure 4: Visualization of the approximated matrices by keeping a top fraction of the terms in equation 3.3
The loss to be optimized is the binary crossentropy loss:

$$\mathcal{L}(\gamma) = \sum_{v \in V_{\text{train}}} y_v \log(p(y_v = 1)) + (1 - y_v) \log(p(y_v = 0))$$

The procedure could be extended to multilabel classification by using the multiclass crossentropy as a loss function, and by measuring several qubits at the end.

4 Experiments and results

4.1 Graph configuration and setup

All our experiments will be based on a synthetic dataset of graphs that we will define. We want to create a family of graphs with two communities, in order to have a pattern for classification. The graphs are parameterized by the number of nodes, the probability of connection inside a community, and the probability of connection between the communities. The parameters are respectively noted $N, p_{\text{in}}, p_{\text{out}}$. We will only consider a number of nodes which is a power of 2, so we can note $N = 2^n$. Each triplet of parameters gives us several graph instances, we generate randomly different graphs and control the generated graph by the random seed. Thus, the combination $(N, p_{\text{in}}, p_{\text{out}}, \text{seed})$ characterizes an unique graph. Some examples of graphs for different values of $p_{\text{in}}$ and $p_{\text{out}}$ are shown in figure 6. The lower $p_{\text{in}}$ and the higher $p_{\text{out}}$, the more difficult it is to separate the two communities.

For each graph, we perform the following sequence of operations.

- Split randomly the nodes in a training and a test set (25% in the test set)
- Compute the tensor pauli decomposition of the laplacian matrix.
- Perform a thresholding operation to eliminate terms in the previous decomposition.
- Train the quantum embedding.
- Train the quantum classifier on the training set.
- Test the classifier on the test set, and compute the accuracy.

Both optimizations of the embedding and the classifier are done with the COBYLA algorithm [25]. It is a gradient free method. To improve the quality of the solution, we launch 5 times the optimization procedure at a different random initialization point, and we keep the best. We do this for both the embedding and the classifier. We will limit ourselves to a 4 dimension embedding.

For each graph, we repeated the procedure with different values of the hyperparameter $\lambda$, and we kept the value which gives the highest accuracy on the test set. We started by the value $\lambda = 100$, and we tried other values only if the accuracy test was below 0.8 because of the computational cost. If after optimization the objective function of the embedding is below the sum of the smallest eigenvalues of the Laplacian (the theoretical minimum), it means that the substates are not fully orthogonal and the penalty has to be increased, so we tested $\lambda = 200$. If in the contrary it is above, the penalty may be too high, so we tested $\lambda = 10$.

The architecture of our circuits is shown in figure 5. The circuit has in total $n + p$ qubits. The ansatz embedding is composed of one layer of parameterized $R_y$ rotations on each qubits, then $k$ layers of:

- one entangling blocks composed of a succession of CNOT gates.
- one layer of parameterized $R_y$ gates.

It is the same ansatz structure as in [35]. It possesses $(k + 1) \times (n + p)$ parameters. The following experiments will be limited to $k = 1$ and $k = 2$. The use of only $R_y$ will limit the system to reach real amplitudes. It simplifies the estimation of the penalty terms, and it is more easily comparable to the classical Laplacian Eigenmap.

For the classifier, we adopt the same structure as in [28], with a slightly different parameterization. The classifier ansatz only acts on 2 qubits, and it is composed of 1 layer of parameterized general unitaries followed by 8 layers of:

- one CNOT gate with alternation for each layer of the control and target qubit.
- one layer of parameterized general unitaries.
4.2 General performances on 32 nodes graphs

We evaluated the performance of our algorithm for different values of $p_{in}$ and $p_{out}$ and with different complexities of the embedding ansatz. For each values ($p_{in}$, $p_{out}$), we selected 9 seeds, and averaged the results. We performed a thresholding at 0.1, which corresponds to an approximation level of 75-85% (the approximation level is defined in equation 8). We compared our algorithm to the classical eigenmap algorithm combined with a logistic regression. For this purpose, we computed the 4 dimension classical eigenmap on the approximated matrix resulting of the thresholding and we trained a logistic regression on it. We also compared our algorithm to a quantum classifier trained on a random setting of the embedding parameters. We tested 2 layers ansatz and 1 layer ansatz to evaluate the effect of the complexity of the ansatz.

Figure 7 shows the results for 2 layers embedding ansatz and figure 8 for 1 layer ansatz. In both cases, Our algorithm performs better than random and worse than the classical eigenmap for every value of $p_{in}$ and $p_{out}$. As expected, it performs slightly worse for higher values of $p_{out}$. Surprisingly however, 1 layer ansatz perform better than 2 layers ansatz, at least for values of $p_{out}$ below 0.1.

4.3 Effect of thresholding

We evaluated the effect of thresholding in the performance of the algorithm on 32 nodes graphs. We fixed the value of $p_{in}$ at 0.7, and we evaluated the algorithm for different values of $p_{out}$ and thresholds. For each couple ($p_{out}$, threshold), we selected 9 seeds and averaged the results. Figure 9 shows the results ans table 1 shows the approximation corresponding to the threshold levels. For a given value of threshold, the approximation level varies little for a given value of $p_{out}$ and between the different values of $p_{out}$. Therefore it is equivalent to compare threshold values and approximation level values. The experiments were made with 1 layers embeddings.

For every value of $p_{out}$, the performance of the algorithm varies little with the threshold. It implies that we can afford to cut far in the decomposition and we can save a lot in computation cost.
Figure 7: 2 layers embedding.

Figure 8: 1 layer embedding.
Figure 9: Effects of thresholds.

| $\text{threshold}$ | 0   | 0.1 | 0.13 | 0.2  | 0.5  | 0.7   | 1   |
|-------------------|-----|-----|------|------|------|-------|-----|
| $p_{out}=0.01$    | 0.84| 0.70| 0.59 | 0.43 | 0.32 | 0.21  |     |
| $p_{out}=0.02$    | 0.84| 0.68| 0.57 | 0.42 | 0.31 | 0.20  |     |
| $p_{out}=0.03$    | 0.82| 0.66| 0.55 | 0.41 | 0.31 | 0.19  |     |
| $p_{out}=0.04$    | 0.80| 0.64| 0.54 | 0.40 | 0.29 | 0.19  |     |
| $p_{out}=0.05$    | 0.79| 0.63| 0.53 | 0.40 | 0.29 | 0.19  |     |
| $p_{out}=0.06$    | 0.80| 0.62| 0.52 | 0.39 | 0.29 | 0.18  |     |
| $p_{out}=0.07$    | 0.80| 0.61| 0.52 | 0.38 | 0.29 | 0.18  |     |
| $p_{out}=0.08$    | 0.79| 0.61| 0.50 | 0.37 | 0.28 | 0.18  |     |
| $p_{out}=0.09$    | 0.82| 0.59| 0.51 | 0.37 | 0.28 | 0.19  |     |
| $p_{out}=0.1$     | 0.79| 0.61| 0.50 | 0.37 | 0.27 | 0.18  |     |
| $p_{out}=0.15$    | 0.81| 0.63| 0.50 | 0.37 | 0.27 | 0.18  |     |
| $p_{out}=0.2$     | 0.85| 0.64| 0.52 | 0.37 | 0.28 | 0.18  |     |

Table 1: Average of approximation level (as defined in equation 8) for different values of $p_{out}$ and threshold
4.4 Visualization of the quantum embeddings

The whole purpose in graph embeddings is to be able to capture the structure of the graph. We described in the previous subsections a quantitative way to assess the quality of our algorithm, by benchmarking the classification task on a synthetic dataset. In this part, we will visualize the quantum embeddings as we can do with classical embeddings and see if they are representative of the patterns of the graph. We propose three examples of results of our algorithm. For each example, we take a graph as an input, and we apply the procedure described in section 4 until the embedding training part (we don’t perform the classification). For each we plot the two first dimensions of the classical laplacian eigenmap embedding, and two dimensions of the quantum embedding which has been simulated. The results are shown in figure 10.

The first example in the top is a 8 nodes graph. There is approximately 2 communities constituted by the nodes 0,1,2,3 on the one hand and the nodes 4,5,6,7 on the other hand. It can be seen that these two groups are approximately separated in the plan, both on the classical and the quantum embedding. Furthermore, the nodes 1 and 4 are separated in the graph from the rest of their community, and this is well represented in the classical embedding. Their image in the plan are apart from the rest of the nodes. We retrieve approximately the same phenomenon in the quantum embedding, more in the node 4 than in the node 1.

The second and third examples are represented in the middle and the bottom rows of figure 10. We created 32 nodes graphs with 4 communities in different colors, very easily separable in one case, and less easily in the other one. We should expect the algorithm to embed the nodes of one community close to each other, and we should observe packed points of the same color. This is exactly what we observe in both cases. The quantum embedding separated the nodes from different communities almost as good as the classical embedding. The separation is less neat between the red and blue community in the graph of the bottom, as expected.
5 Conclusion

Quantum Physics offers new paradigms for handling information and provides an unique opportunity to explore new algorithms for a bunch of practical tasks. Therefore it is expected to see in the near future attempts to use quantum computing with many computational tasks.

We tried in this work to explore a way to merge graph machine learning tasks and quantum computing by constructed a quantum embedding for graph data. Graph embeddings are costly to compute, and there is a hope that quantum computing can reduce this computational time. Furthermore, it gives a way to convert graph data into quantum data on which more complex operations can be made with quantum data from other sources.

We proposed to use the amplitudes of a quantum state to store the values of a graph embedding, the laplacian eigenmap. Laplacian eigenmaps can be expressed as the minimum of a cost function. We use then variational circuits to find the parameters that minimize the cost function. At the end, the created quantum state encodes the values of the graph embedding.

The embedding can be later used for an application. We demonstrated it by building a quantum classifier circuit on the top of the graph embedding circuit. It gives us a full node classification pipeline with a quantum computer.

The algorithm was tested on different samples of graphs with communities more or less separable, and the performances are close to the classical laplacian eigenmap algorithm ones.

We put in place all the elements required to make quantum graph machine learning algorithms. The overall procedure requires many steps, and future work has to be done to optimize each step. Each component of the algorithm can be modified, or tuned to solve a new problem. We hope then that it will open perspectives for both the communities of quantum computing and graph processing for developing new algorithms.

A The decomposition of the Laplacian matrix

For any given matrix $M = \begin{bmatrix} A & B \\ C & D \end{bmatrix}$, one can always write

$$M = I \otimes \frac{A + D}{2} + Z \otimes \frac{A - D}{2} + X \otimes \frac{B + C}{2} + iY \otimes \frac{B - C}{2}$$

Applying the same scheme on the submatrices proves the existence of the decomposition.

We will now prove that this decomposition is also unique. Let us suppose that it exists two such decomposition for $L$ and that we can write

$$L = \sum_{H \in U_n} h_H H = \sum_{H' \in U_n} h'_H H$$

So $\sum_{H \in U_n}(h_H - h'_H)H = 0$. We have then that for all quantum state $|\psi\rangle$, $\sum_{H \in S}(h_H - h'_H)\langle \psi | H | \psi \rangle = 0$ and $\langle \psi | H | \psi \rangle$ is non zero except for a finite number of statevectors. Therefore for every $H$, $h_H - h'_H = 0$, and the decomposition is unique.

Let us now prove that $\forall l$, $h_l$ is real and $H_l$ is real.

We can write $h_l = a_l + ib_l$ with $a_l$ and $b_l$ real numbers.

We have $L = \sum_l a_l H_l + i \sum_l b_l H_l$ and for every quantum state $|\psi\rangle$, $\langle \psi | H_l | \psi \rangle = \sum_l a_l \langle \psi | L_l | \psi \rangle + i \sum_l b_l \langle \psi | H_l | \psi \rangle$.

For every quantum state $|\psi\rangle$, $\langle \psi | L_l | \psi \rangle$ is real, and by construction, $\langle \psi | H_l | \psi \rangle$ is real for each $l$. Thus $\sum_l b_l \langle \psi | H_l | \psi \rangle = 0$. By the same argument as before, every $b_l$ is null and every $h_l$ is real.

By construction of the tensor product of Pauli matrices, either $H_l$ is real or it is pure imaginary. Let $L_1 = \{l, H_l \text{ is real}\}$ and $L_2 = \{l, H_l \text{ is pure imaginary}\}$.

We have $L = \sum_{l \in L_1} h_l H_l + \sum_{l \in L_2} h_l H_l$, and since every $h_l$ is real and $L$ is real, we have $\sum_{l \in L_2} h_l H_l = 0$, and we can write $L = \sum_{l \in L_1} h_l H_l$.

The decomposition is unique therefore $L_2$ is empty and every $H_l$ is real.
B Quantum routines

B.1 Compute expectations

We will detail in this subsection how to compute \( \langle \psi | \sigma^i \otimes \sigma^j \otimes \ldots \otimes \sigma^n | \psi \rangle = \langle \psi | \sigma | \psi \rangle \) for a given \( | \psi \rangle \).

We can always decompose \( | \psi \rangle \) on an eigenbase of \( \sigma \), and write \( | \psi \rangle = \sum_{v \in \text{eigenvectors}(\sigma)} a_v | v \rangle \) with \( \sum_v | a_v |^2 = 1 \). You then have

\[
\langle \psi | \sigma | \psi \rangle = \sum_v \lambda_v | a_v |^2
\]

We need then to measure \( | \psi \rangle \) in an eigenbasis of \( \sigma \), and perform an average of the eigenvalues associated to the measured state.

However, on a standard quantum computer, we are only able to perform measurements in the computational basis. Therefore, we have to apply an operator \( U \) such as \( U | \psi \rangle = | i \rangle \). We then have

\[
U | \psi \rangle = U (\sum a_v | v \rangle) = \sum a_v U | v \rangle = \sum a_v | i \rangle
\]

Measuring \( | \psi \rangle \) in the eigenbasis of \( \sigma \) is equivalent to measure \( U | \psi \rangle \) in the computational basis.

The operator \( U \) is the following: For each qubit \( j \):

- Apply \( H \) if \( \sigma^j = X \)
- Apply \( R X(\pi / 2) \) if \( \sigma^j = Y \)
- Do nothing if \( \sigma^j \in \{ I, Z \} \)

To compute \( \lambda_v \) given \( | i \rangle = | q_{n-1} \ldots q_1 q_0 \rangle \), one use the following expression:

\[
\lambda_v = \prod_j \alpha_j \text{ with } \begin{cases} 
\alpha_j = 1 & \text{if } q_j = 0 \\
\alpha_j = -1 & \text{if } q_j = 1 \text{ and } \sigma^j \in \{ X, Y, Z \}
\end{cases}
\]

B.2 Compute the penalty terms

We will detail in this subsection how to compute the penalty terms of the cost function. It can simply be expressed as a linear combination of expectations of pauli operators acting on the ancillas qubits.

Let's detail an example in the case of a 2-dimension embedding. We have

\[
| \psi \rangle = w_0 | 0 \rangle | \psi_0 \rangle + w_1 | 1 \rangle | \psi_1 \rangle
\]

\[
\langle \psi | \sigma_x \otimes I | \psi \rangle = (w_0 \langle 0 | \langle \psi_0 | + w_1 \langle 1 | \langle \psi_1 |)(w_0 | 0 \rangle | \psi_0 \rangle + w_1 | 0 \rangle | \psi_1 \rangle) = w_0 w_1 | \psi_0 \rangle | \psi_1 \rangle + w_0 w_1 | \psi_1 \rangle | \psi_0 \rangle
\]

In our case, since the ansatz are real we have \( \langle \psi_0 | \psi_1 \rangle = \langle \psi_1 | \psi_0 \rangle \), and therefore

\[
\langle \psi | \sigma_x \otimes I | \psi \rangle = 2 w_0 w_1 | \psi_0 | \psi_1 \rangle
\]

Elevating the last expression to square gives us the penalty term.

We will now look at the 4 dimension embedding. Every following operators will be applied to the ancillas qubits.

\[
| \psi \rangle = w_0 | 00 \rangle | \psi_0 \rangle + w_1 | 01 \rangle | \psi_1 \rangle + w_2 | 10 \rangle | \psi_2 \rangle + w_3 | 11 \rangle | \psi_3 \rangle
\]

\[
\langle \psi | \sigma_x^0 | \psi \rangle = 2 w_0 w_1 | \psi_0 | \psi_1 \rangle + 2 w_2 w_3 | \psi_2 | \psi_3 \rangle
\]

\[
\langle \psi | \sigma_x^1 | \psi \rangle = 2 w_0 w_1 | \psi_0 | \psi_1 \rangle - 2 w_2 w_3 | \psi_2 | \psi_3 \rangle
\]

The addition and subtraction of the two previous equations give the estimations of \( w_0 w_1 \langle \psi_0 | \psi_1 \rangle \) and \( w_2 w_3 \langle \psi_2 | \psi_3 \rangle \). The other terms of the penalty can be estimated on a similar way. The complexity of the procedure increases quadratically with the dimension of the embedding.
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