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Abstract

An ultragraph gives rise to a labelled graph with some particular properties. In this paper we describe the algebras associated to such labelled graphs as groupoid algebras. More precisely, we show that the known groupoid algebra realization of ultragraph C*-algebras is only valid for ultragraphs for which the range of each edge is finite, and we extend this realization to any ultragraph (including ultragraphs with sinks). Using our machinery, we characterize the shift space associated to an ultragraph as the tight spectrum of the inverse semigroup associated to the ultragraph (viewed as a labelled graph). Furthermore, in the purely algebraic setting, we show that the algebraic partial action used to describe an ultragraph Leavitt path algebra as a partial skew group ring is equivalent to the dual of a topological partial action, and we use this to describe ultragraph Leavitt path algebras as Steinberg algebras. Finally, we prove generalized uniqueness theorems for both ultragraph C*-algebras and ultragraph Leavitt path algebras and characterize their abelian core subalgebras.
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1 Introduction

Ultragraphs are versatile types of labelled graphs: their combinatorial structure encodes elaborate symbolic dynamics and algebras, meanwhile the intuition from the graph context is often (but not always) preserved. Ultragraphs were originally defined in [47], as an unifying object to study Exel-Laca and graph C*-algebras. Since then, their study has intertwined Dynamics, Algebra and Analysis in ways that each area benefits from the other, see for example [26, 29, 30, 31, 46] where ultragraphs are used to study shift spaces over infinite alphabets, [15, 46] where KMS states associated to ultragraph C*-algebras are described, [37] where purely infinite ultragraph C*-algebras are determined, [16] where topological full groups associated to ultragraph groupoids are shown to be isomorphism invariants, [35] where ultragraph Leavitt path algebras are introduced, [28] where irreducible representations of ultragraph Leavitt path algebras are characterized, among many other developments.

Since ultragraphs are labelled graphs (for which edges with the same label necessarily have the same source), their algebras share some of the intricacies of labelled graph algebras. Labelled graph C*-algebras were originally defined in [3], but the final definition was settled independently in [2] and [6]. Technically, this C*-algebra is associated with a labelled space, which is a labelled graph with an additional family of sets of vertices (see Section 2.3). In this paper we illustrate that the elaborate nature of labelled graphs (spaces) and their associated algebras manifests itself in ultragraphs, and we show when relevant concepts can be simplified for certain cases.

To associate an algebra with an ultragraph, we use the strategy proposed for combinatorial algebras in [19]. Specifically, for an ultragraph $\mathcal{G}$ an inverse semigroup is associated with $\mathcal{G}$. The tight spectrum of this inverse semigroup is then used via a groupoid, or partial crossed product, construction as a building block for the C*-algebra or the Leavitt path algebra associated with $\mathcal{G}$. In [5] an inverse semigroup is associated with a labelled graph and the tight spectrum of the inverse semigroup is characterized. Since ultragraphs are special cases of labelled graphs, we use the inverse semigroup of a labelled graph to study general ultragraphs. In [27] a shift space is associated with an ultragraph $\mathcal{G}$ without sinks that satisfies Condition (RFUM), and also in [46] if $\mathcal{G}$ has sinks and satisfies Condition (RFUM2). For these special cases we show that shift spaces coincide with the tight spectrum of the inverse semigroup associated with $\mathcal{G}$ (see Theorem 3.18). However, we find that the “graph” like picture of a shift space (using paths and cylinder sets) associated to an ultragraph satisfying Condition (RFUM2) is not available for general ultragraphs.

The tight spectrum of the inverse semigroup mentioned above is in fact the unit space of a groupoid used to realize an ultragraph C*-algebra as a groupoid C*-algebra. In [39] an inverse semigroup is associated with an ultragraph to also form a groupoid such that the groupoid C*-algebra is isomorphic to the ultragraph C*-algebra. However, we point out that our description of the unit space differs from that of [39], and we allow for sinks. Essentially, comparing these groupoids, the unit space in [39] lacks certain elements. We elaborate in detail on this in Remarks 3.5 and 3.7 and in Remark 5.11 we discuss some implications to the associated groupoid C*-algebra. In order for the description in [39] to work, an extra assumption that the range of every edge is finite is needed, see Remark 3.7.

Often when a combinatorial object has a C*-algebra associated with it, one can also associate an algebra over a ring with it. If a groupoid description of this C*-algebra is obtained, then it is natural to try to obtain a Steinberg algebra realization of the algebra. Since the theory of Steinberg algebras is quite developed (see [12, 14, 45] for a few examples), and closely parallels the theory of groupoid C*-algebras, such realizations open the possibility of many advances. In the case of graphs, the groupoid used for modelling Leavitt path algebras and graph C*-algebras...
is the same. We show that this is also the case for ultragraphs without any assumptions on the ultragraph.

To obtain a Steinberg algebra realization of an ultragraph Leavitt path algebra, we use the description of the latter as partial skew group ring and the results of [4]. With this approach we develop some new tools along the way which may be of independent interest. However, we need to overcome a few hurdles. First, we need to reconcile the two running definitions of ultragraph Leavitt path algebras. To describe this issue, recall that an ultragraph is a quadruple \( G = (G^0, G^1, r, s) \) consisting of two countable sets \( G^0 \) and \( G^1 \), a map \( s : G^1 \to G^0 \), and a map \( r : G^1 \to \mathcal{P}(G^0) \setminus \{\emptyset\} \), where \( \mathcal{P}(G^0) \) is the power set of \( G^0 \). A key concept in the definition of ultragraph algebras is that of a generalized vertex. Originally in [47] the set of generalized vertices of an ultragraph \( G \) is defined as the smallest subset of \( \mathcal{P}(G^0) \) that contains \( \{v\} \) for all \( v \in G^0 \), contains \( r(e) \) for all \( e \in G^1 \), and is closed under finite unions and nonempty finite intersections. However, another definition also appears in the literature. For example, in [36] the set of generalized vertices, in addition to the original definition, is also taken to be closed under relative complements. However, it is proved that the C*-algebras arising from both definitions are isomorphic (see Remark 2.5 and Section 3 of [36]). In the algebraic setting, ultragraph Leavitt path algebras are defined in [35] by also including relative complements in the generalized vertices (this convention is also used in [24]). In other contexts the definition of generalized vertices does not allow for the relative complements (see [28, 22, 23, 34, 41]). Analogous to the C*-algebraic case, we show that ultragraph Leavitt path algebras arising from both definitions agree, see Proposition 5.2. Then we have the realization of any ultragraph Leavitt path algebra as a partial skew group ring, as given in [23], at our disposal. This brings us to the second hurdle to overcome. We show that the purely algebraic partial action constructed in [23] from an ultragraph can be built from the topological partial action defined on the tight spectrum of the inverse semigroup associated with the ultragraph in [17], see Theorem 4.16. We can then build the transformation groupoid of the topological partial action and use the isomorphism between the Steinberg algebra and the partial skew group ring found in [4] (see Theorem 5.5).

To exemplify the power of realizing ultragraph algebras as groupoid algebras we apply our results to obtain generalized uniqueness theorems to both ultragraph C*-algebras and ultragraph Leavitt path algebras. Recall that a uniqueness theorem means a set of conditions on a combinatorial object (in our case, an ultragraph) or on a representation of the associated algebra, guaranteeing that the representation is injective (see [40] for a nice description of the development of the subject in the context of C*-algebras). In our context, after identifying the abelian core subalgebra of an ultragraph algebra, we apply general groupoid C*-algebras and Steinberg algebra results [9, 13] to show that a representation of an ultragraph algebra is injective if, and only if, its restriction to the abelian core subalgebra is injective, see Theorem 6.11 and Theorem 6.13. We remark that our results do not require aperiodicity, a gauge invariance or a \( \mathbb{Z} \)-graded assumption. Finally, our identification of the abelian core subalgebra of an ultragraph Leavitt path algebra allows us to apply results of [33] to describe the core as the centralizer of the diagonal subalgebra, and to show that if the center of an ultragraph Leavitt path algebra is equal to its abelian core then the ultragraph is either a single vertex or a vertex with a loop (in the context of Leavitt path algebras this question is posed in [11] and answered in [33]).

We organized the paper in a manner that (we hope) appeals to an audience with different

---

1While we were in the final organizing phase of this paper, the manuscript [34] was posted on arXiv, with a Steinberg algebra realization of ultragraph Leavitt path algebras. Nevertheless the groupoid presented there is the same as the groupoid introduced in [39], and so their approach needs the extra assumption that the range of each edge is finite.
backgrounds and interests. In Section 2.1 we recall the necessary concepts regarding filters, labelled spaces, the key inverse semigroup associated to a labelled space and its tight spectrum. In Section 3 we recall the definition of the shift space associated to an ultragraph that satisfies Condition (RFUM2) and, in Theorem 3.18, we show that it is homeomorphic to the tight spectrum of the associated inverse semigroup. As a consequence we obtain that the “graph like” groupoids studied in [16, 46] coincide with the groupoid arising from the labelled space perspective. Furthermore, we provide examples of ultragraphs for which the tight spectrum of the inverse semigroup associated to it cannot be described in the same manner as the shift defined for ultragraphs with Condition (RFUM2). Section 4 is independent of Section 3. Here we show that the algebraic partial action defined in [23] agrees with the topological partial action associated to an ultragraph defined in [17]. We devote Section 5 to reconciling the different definitions of an ultragraph Leavitt path algebra (Proposition 5.2) and to the realization of ultragraph algebras as groupoid algebras (C*-algebraic - Theorem 5.9, purely algebraic - Theorem 5.5) using the groupoid described in Section 3 and, in the algebraic case, the results of Section 4. Finally, in Section 6, we apply our results to obtain generalized uniqueness theorems for ultragraph algebras, both in the analytical (Theorem 6.11) and algebraic context (Theorem 6.13), and describe the abelian core subalgebra of an ultragraph algebra (Proposition 6.8).

2 Preliminaries

Throughout this paper we let $\mathbb{N}$ and $\mathbb{N}^*$ denote the set of non-negative integers, and positive integers, respectively.

2.1 Filters

A filter in a partially ordered set $P$ with least element 0 is a subset $\xi$ of $P$ such that (i) $0 \notin \xi$; (ii) if $x \in \xi$ and $x \leq y$, then $y \in \xi$ and (iii) if $x, y \in \xi$, there exists $z \in \xi$ such that $z \leq x$ and $z \leq y$. If $P$ is a (meet) semilattice, condition (iii) may be replaced by $x \land y \in \xi$ if $x, y \in \xi$. An ultrafilter is a filter which is not properly contained in any filter.

For $x \in P$, we define

$$\uparrow x = \{ y \in P \mid x \leq y \}, \quad \downarrow x = \{ y \in P \mid y \leq x \},$$

and for subsets $X, Y$ of $P$ define

$$\uparrow X = \bigcup_{x \in X} \uparrow x = \{ y \in P \mid x \leq y \text{ for some } x \in X \},$$

and $\uparrow Y = Y \cap \uparrow X$; the sets $\uparrow x$, $\downarrow x$, $\downarrow X$ and $\uparrow X$ are defined analogously. A filter $\xi$ is called principal if $\xi = \uparrow x$ for some $x \in P$.

If $\xi$ is a filter in a lattice $L$ with least element 0, we say that $\xi$ is prime if for every $x, y \in L$, if $x \lor y \in \xi$, then $x \in \xi$ or $y \in \xi$.

We consider a Boolean algebra to be a relatively complemented distributive lattice with least element 0. We do not assume that Boolean algebras have a greatest element.

The following result is well known in order theory.

**Proposition 2.1.** Let $\xi$ be a filter in a Boolean algebra $\mathcal{B}$. Then the following are equivalent:

- $\xi$ is an ultrafilter,
- $\xi$ is a prime filter,
• if \( x \in \mathcal{B} \) is such that \( x \wedge y \neq 0 \) for all \( y \in \xi \), then \( x \in \xi \).

We briefly describe the Stone duality. For a Boolean algebra \( \mathcal{B} \), the set of all ultrafilters in \( \mathcal{B} \) will be denoted by \( \hat{\mathcal{B}} \). For each \( x \in \mathcal{B} \), we let \( U_x = \{ \xi \in \hat{\mathcal{B}} \mid x \in \xi \} \). Then the family \( \{U_x\}_{x \in \xi} \) is a basis of compact-open sets for a Hausdorff topology on \( \hat{\mathcal{B}} \). The set \( \hat{\mathcal{B}} \) with this topology is called the Stone dual of \( \mathcal{B} \). On the other hand, if \( X \) is a Hausdorff space such the set of all compact-open sets \( \mathcal{K}(X) \) is a basis for the topology on \( X \), then \( \mathcal{K}(X) \) is a Boolean algebra such that \( \mathcal{K}(X) \) is homeomorphic to \( X \).

### 2.2 Algebras of sets via characteristic functions

Let \( \mathcal{C} \) be a lattice of subsets of a set \( X \). In this subsection, we characterize the algebra generated by the characteristic functions (taking values in a commutative unital ring) of elements from \( \mathcal{C} \) as an universal algebra. This will be important in Section 5 in the study of ultragraph Leavitt path algebras. However, since this result is independent from ultragraph algebras, we present it here.

Let \( X \) be a set, \( R \) a commutative unital ring, \( \mathcal{C} \subset P(X) \) be a family of subsets of \( X \), \( F(X) \) be the \( R \)-algebra of functions from \( X \) to \( R \) with pointwise operations, \( F_\mathcal{C}(X) \) be the subalgebra generated by \( \{1_C\}_{C \in \mathcal{C}} \), where \( 1_C \) represents the characteristic function of the set \( C \), and let \( \mathcal{A}_\mathcal{C} \) be the algebra of sets generated by \( \mathcal{C} \).

**Lemma 2.2.** We have that
\[
\mathcal{A}_\mathcal{C} = \{ A \subseteq X \mid 1_A \in F_\mathcal{C}(X) \}.
\]
In particular \( F_\mathcal{C}(X) = F_{\mathcal{A}_\mathcal{C}}(X) \).

**Proof.** Define \( \mathcal{B} = \{ A \subseteq X \mid 1_A \in F_\mathcal{C}(X) \} \). It is straightforward to check that \( \mathcal{B} \) is an algebra of sets containing \( \mathcal{C} \) so that \( \mathcal{A}_\mathcal{C} \subseteq \mathcal{B} \). Let \( B \in \mathcal{B} \) so that \( 1_B \) is a linear combination of some \( 1_{C_1}, \ldots, 1_{C_n} \) where \( C_i \) is a finite intersection of elements of \( \mathcal{C} \) for \( i = 1, \ldots, n \). By basic set theory, we can find a family of mutually disjoint sets \( A_1, \ldots, A_m \) in \( \mathcal{A}_\mathcal{C} \) such that each \( C_i \) is a finite union of some elements of this family. We can then rewrite \( 1_B \) as a linear combination of \( A_1, \ldots, A_m \) where each coefficient is either 0 or 1. If \( B \subseteq 1 \) then \( B \) is the union of the \( A_j \)’s whose coefficient is 1 and hence \( B \in \mathcal{A}_\mathcal{C} \).

For the last part, the inclusion \( F_\mathcal{C}(X) \subseteq F_{\mathcal{A}_\mathcal{C}}(X) \) is immediate and the reverse inclusion follows from the argument above. \( \square \)

**Definition 2.3.** Let \( \mathcal{C} \) be a lattice of sets. We define \( \mathcal{L}_\mathcal{C} \) as the universal \( R \)-algebra generated by a family of idempotents \( \{p_A\}_{A \in \mathcal{C}} \) subject to the relations \( p_\emptyset = 0 \), \( p_{A \cap B} = p_A p_B \) and \( p_{A \cup B} = p_A + p_B - p_{A \cap B} \) for all \( A, B \in \mathcal{C} \).

**Proposition 2.4.** Let \( \mathcal{C} \) be a lattice of subsets of \( X \). Then there exists an isomorphism \( \phi : \mathcal{L}_\mathcal{C} \to F_\mathcal{C}(X) \) such that \( \phi(p_A) = 1_A \) for all \( A \in \mathcal{C} \).

**Proof.** By the universal property of \( \mathcal{L}_\mathcal{C} \), there exists a \( R \)-algebra homomorphism \( \phi : \mathcal{L}_\mathcal{C} \to F(X) \) such that \( \phi(p_A) = 1_A \) for all \( A \in \mathcal{C} \). Notice that \( \phi(\mathcal{L}_\mathcal{C}) = F_\mathcal{C}(X) \), so it remains to show that \( \phi \) is injective. We claim that for \( A, B \in \mathcal{C} \), we have that \( p_A = p_{A \cap B} \) if and only if \( 1_A = 1_{A \cap B} \). Indeed, on the one hand, if \( p_A = p_{A \cap B} \) then \( 1_A = \phi(p_A) = \phi(p_{A \cap B}) = 1_{A \cap B} \). On the other hand, if \( 1_A = 1_{A \cap B} \) then \( A = A \cap B \) so that \( p_A = p_{A \cap B} \).

Take \( x \in \mathcal{L}_\mathcal{C} \) and suppose that \( \phi(x) = 0 \). Since \( \mathcal{C} \) is closed under intersections, we have that \( \mathcal{L}_\mathcal{C} = \text{span}(\{p_A\}_{A \in \mathcal{C}}) \), so we can write \( x = \sum_{i=1}^n r_i p_{A_i} \) for some \( n \in \mathbb{N}^* \) and \( r_i \in R \), \( A_i \in \mathcal{C} \) for all \( i = 1, \ldots, n \). For each \( \emptyset \neq I \subseteq \{1, \ldots, n\} \), we let \( A_I = \bigcap_{i \in I} A_i \), \( B_I = \bigcup_{i \in I^c} A_i \) and \( p_I = p_{A_I} - p_{A_I \cap B_I} \). Straightforward computations show that \( p_I \) is idempotent for all \( I \), that
$p_{i \neq j} = 0$ if $I \neq J$ and that $p_A = \sum_{i \in I} p_i$ for all $i$. By the above claim $p_l = 0$ if and only if $A_l = A_I \cap B_J$. Let $\Lambda = \{I \subseteq \{1, \ldots, n\} \mid p_I \neq 0\}$ so that we can write $x = \sum_{I \in \Lambda} s_{I} p_{I}$, where $s_{I} \in R$ for all $I \in \Lambda$. For a fixed $J \in \Lambda$, we have that

$$0 = \phi(x) = \phi(p_{J})\phi(x) = \phi(s_{J} p_{J}) = s_{J}(1_{A_J} - 1_{A_I \cap B_J}) = s_{J} 1_{A_J \setminus B_J}.$$  

Since $J \in \Lambda$, we have that $p_J \neq 0$, so that $A_J \neq A_I \cap B_J$, and hence $A_J \setminus B_J \neq \emptyset$. The above equality then implies $s_J = 0$ and since $J \in \Lambda$ was arbitrary, we have that $x = 0$. The injectivity of $\phi$ follows. \(\blacksquare\)

### 2.3 Labelled spaces and ultragraphs

A (directed) graph $\mathcal{E} = (\mathcal{E}^0, \mathcal{E}^1, r, s)$ consists of non-empty sets $\mathcal{E}^0$ (of vertices), $\mathcal{E}^1$ (of edges), and range and source functions $r, s : \mathcal{E}^1 \to \mathcal{E}^0$. A vertex $v$ such that $s^{-1}(v) = \emptyset$ is called a sink, and the set of all sinks is denoted by $\mathcal{E}^0_{sink}$. The graph is countable if both $\mathcal{E}^0$ and $\mathcal{E}^1$ are countable.

A path of length $n$ on a graph $\mathcal{E}$ is a sequence $\lambda = \lambda_1 \lambda_2 \ldots \lambda_n$ of edges such that $r(\lambda_i) = s(\lambda_{i+1})$ for all $i = 1, \ldots, n - 1$. We write $|\lambda| = n$ for the length of $\lambda$ and regard vertices as paths of length 0. $\mathcal{E}^n$ stands for the set of all paths of length $n$ and $\mathcal{E}^* = \bigcup_{n \geq 0} \mathcal{E}^n$. Similarly, we define a path of infinite length (or an infinite path) as an infinite sequence $\lambda = \lambda_1 \lambda_2 \ldots$ of edges such that $r(\lambda_i) = s(\lambda_{i+1})$ for all $i \geq 1$; for such a path, we write $|\lambda| = \infty$ and we let $\mathcal{E}^\infty$ denote the set of all infinite paths.

A labelled graph consists of a graph $\mathcal{E}$ together with a surjective labelling map $L : \mathcal{E}^1 \to A$, where $A$ is a fixed non-empty set, called an alphabet, and whose elements are called letters. $A^*$ stands for the set of all finite words over $A$, together with the empty word $\omega$, and $A^\infty$ is the set of all infinite words over $A$. We consider $A^*$ as a monoid with operation given by concatenation. In particular, given $\alpha \in A^* \setminus \{\omega\}$ and $n \in \mathbb{N}$, $\alpha^n$ represents $\alpha$ concatenated $n$ times and $\alpha^\infty \in A^\infty$ is $\alpha$ concatenated infinitely many times.

The labelling map $L$ extends in the obvious way to $L : \mathcal{E}^n \to A^*$ and $L : \mathcal{E}^\infty \to A^\infty$. $\mathcal{L}^n = L(\mathcal{E}^n)$ is the set of labelled paths $\alpha$ of length $|\alpha| = n$, and $\mathcal{L}^\infty = L(\mathcal{E}^\infty)$ is the set of infinite labelled paths. We consider $\omega$ as a labelled path with $|\omega| = 0$, and set $\mathcal{L}^{\geq 1} = \bigcup_{n \geq 1} \mathcal{L}^n$, $\mathcal{L}^* = \{\omega\} \cup \mathcal{L}^{\geq 1}$, and $\mathcal{L}^{\leq} = \mathcal{L}^{\geq} \cup L^\infty$.

For $\alpha \in \mathcal{L}^*$ and $A \in \mathcal{P}(\mathcal{E}^0)$ (the power set of $\mathcal{E}^0$), the relative range of $\alpha$ with respect to $A$ is the set

$$r(A, \alpha) = \begin{cases} \{r(\lambda) \mid \lambda \in \mathcal{E}^*, L(\lambda) = \alpha, s(\lambda) \in A\}, & \text{if } \alpha \in \mathcal{L}^{\geq 1} \\ A, & \text{if } \alpha = \omega. \end{cases}$$

The range of $\alpha$, denoted by $r(\alpha)$, is the set

$$r(\alpha) = r(\mathcal{E}^0, \alpha),$$

so that $r(\omega) = \mathcal{E}^0$ and, if $\alpha \in \mathcal{L}^{\geq 1}$, then $r(\alpha) = \{r(\lambda) \in \mathcal{E}^0 \mid L(\lambda) = \alpha\}$.

We also define

$$L(\mathcal{A}E^1) = \{L(e) \mid e \in \mathcal{E}^1 \text{ and } s(e) \in A\} = \{a \in A \mid r(A, a) \neq \emptyset\}.$$  

A labelled path $\alpha$ is a beginning of a labelled path $\beta$ if $\beta = \alpha \beta'$ for some labelled path $\beta'$. Labelled paths $\alpha$ and $\beta$ are comparable if either one is a beginning of the other. If $1 \leq i \leq j \leq |\alpha|$, let $\alpha_{i,j} = \alpha_i \alpha_{i+1} \ldots \alpha_j$ if $j < \infty$ and $\alpha_{i,j} = \alpha_i \alpha_{i+1} \ldots$ if $j = \infty$. If $j < i$ set $\alpha_{i,j} = \omega$. Define $\mathcal{L}^{\infty} = L(\mathcal{L}^{\infty}) = \{\alpha \in A^{\infty} \mid \alpha_{1,n} \in \mathcal{L}^*, \forall n \in \mathbb{N}\}$, that is, it is the set of all infinite words such that all beginnings are finite labelled paths. Also we write $\overline{\mathcal{L}^{\leq}} = \mathcal{L}^* \cup \mathcal{L}^{\infty}$.
A labelled space is a triple \((\mathcal{E}, \mathcal{L}, \mathcal{B})\) where \((\mathcal{E}, \mathcal{L})\) is a labelled graph and \(\mathcal{B}\) is a family of subsets of \(\mathcal{E}^0\) which is closed under finite intersections and finite unions, contains all \(r(\alpha)\) for \(\alpha \in \mathcal{L}^\geq 1\), and is closed under relative ranges, that is, \(r(A, \alpha) \subseteq \mathcal{B}\) for all \(A \in \mathcal{B}\) and all \(\alpha \in \mathcal{L}^\geq\). A labelled space \((\mathcal{E}, \mathcal{L}, \mathcal{B})\) is weakly left-resolving if for all \(A, B \in \mathcal{B}\) and all \(\alpha \in \mathcal{L}^\geq\) we have \(r(A \cap B, \alpha) = r(A, \alpha) \cap r(B, \alpha)\). A weakly left-resolving labelled space such that \(\mathcal{B}\) is closed under relative complements will be called normal\(^2\).

For \(\alpha \in \mathcal{L}^\geq\), define
\[ \mathcal{B}_\alpha = \mathcal{B} \cap P(r(\alpha)) = \{ A \in \mathcal{B} \mid A \subseteq r(\alpha) \}. \]
If a labelled space is normal, then \(\mathcal{B}_\alpha\) is a Boolean algebra for each \(\alpha \in \mathcal{L}^\geq\).

Our main objects of study in this paper are ultragraphs. Our approach is through labelled spaces, which will allow us to prove results for ultragraphs in full generality. Next, we outline how a labelled space is associated with an ultragraph, we highlight certain properties and we fix some notation.

**Definition 2.5.** An ultragraph is a quadruple \(\mathcal{G} = (\mathcal{G}^0, \mathcal{G}^1, r, s)\) consisting of two countable sets \(\mathcal{G}^0, \mathcal{G}^1\), a map \(s : \mathcal{G}^1 \rightarrow \mathcal{G}^0\), and a map \(r : \mathcal{G}^1 \rightarrow P(\mathcal{G}^0) \setminus \{\emptyset\}\), where \(P(\mathcal{G}^0)\) is the power set of \(\mathcal{G}^0\). 

**Definition 2.6.** Let \(\mathcal{G}\) be an ultragraph. Define \(\mathcal{G}^0\) to be the smallest subset of \(P(\mathcal{G}^0)\) that contains \(\{v\}\) for all \(v \in \mathcal{G}^0\), contains \(r(e)\) for all \(e \in \mathcal{G}^1\), contains \(\emptyset\), and is closed under finite unions and finite intersections. Elements of \(\mathcal{G}^0\) are called generalized vertices. The accommodating family \(\mathcal{B}\) associated to \(\mathcal{G}\) is the smallest family of subsets of \(\mathcal{G}^0\) that contains \(\mathcal{G}^0\) and is closed under relative complements, finite unions and finite intersections.

We can now define the labelled space associated to an ultragraph.

**Definition 2.7.** ([3, Examples 3.3(ii) and 4.3(ii)], [2, Example 2]). Fix an ultragraph \(\mathcal{G} = (\mathcal{G}^0, \mathcal{G}^1, r, s)\). Let \(\mathcal{E}_\mathcal{G} = (\mathcal{E}_\mathcal{G}^0, \mathcal{E}_\mathcal{G}^1, r', s')\), where \(\mathcal{E}_\mathcal{G}^0 = \mathcal{G}^0\), \(\mathcal{E}_\mathcal{G}^1 = \{(e, w) : e \in \mathcal{G}^1, w \in r(e)\}\) and define \(r'(e, w) = w\) and \(s'(e, w) = s(e)\). Set \(\mathcal{A} = \mathcal{E}_\mathcal{G}^1\), \(\mathcal{B}\) the accommodating family of \(\mathcal{G}\) and define \(\mathcal{L}_\mathcal{G} : \mathcal{E}_\mathcal{G}^1 \rightarrow \mathcal{A}\) by \(\mathcal{L}_\mathcal{G}(e, w) = e\). Then, \((\mathcal{E}_\mathcal{G}, \mathcal{L}_\mathcal{G}, \mathcal{B})\) is the normal labelled space associated to \(\mathcal{G}\).

Although ultragraphs are labelled graphs, it is important to recognize the usual notation used in their study. We briefly recall this below. For more details we refer the reader to [39, 46].

Let \(\mathcal{G}\) be an ultragraph. A finite path in \(\mathcal{G}\) of is either an element of \(\mathcal{G}^0\) or a sequence of edges \(e_1 \ldots e_k\) in \(\mathcal{G}^1\) where \(s(e_{i+1}) \in r(e_i)\) for \(1 \leq i < k\). The set of finite paths in \(\mathcal{G}\) is denoted by \(\mathcal{G}^*\). An infinite path in \(\mathcal{G}\) is an infinite sequence of edges \(\gamma = e_1 e_2 \ldots\) in \(\prod \mathcal{G}^1\), where \(s(e_{i+1}) \in r(e_i)\) for all \(i \geq 1\). The set of infinite paths in \(\mathcal{G}\) is denoted by \(\mathcal{P}^\infty\). With this definition, labelled paths correspond to paths on the ultragraph, and \(\mathcal{L}^\infty = \mathcal{L}^\geq\). Also, for any \(A \in \mathcal{B}\) and any \(\alpha \in \mathcal{L}^\geq\) such that \(s(\alpha) \in A\). A vertex \(v\) in \(\mathcal{G}^0\) is called a sink if \(|s^{-1}(v)| = 0\). We denote the set of sinks in an ultragraph \(\mathcal{G}\) by \(\mathcal{G}_0^s\). We say that the ultragraph is connected if, for every \(v, w \in \mathcal{G}^0\), there exists a finite path \(\gamma \in \mathcal{G}^*\) such that \(s(\gamma) = v\) and \(w \in r(\gamma)\). For \(n \geq 1\), we define
\[ \mathcal{P}^n := \{(\alpha, A) : \alpha \in \mathcal{G}^*, |\alpha| = n, A \in \mathcal{G}^0, A \subseteq r(\alpha)\}. \]
We specify that \((\alpha, A) = (\beta, B)\) if, and only if, \(\alpha = \beta\) and \(A = B\). Letting \(\mathcal{P}^0 := \mathcal{G}^0\) we define the ultrapath space associated with the ultragraph \(\mathcal{G}\) to be \(\mathcal{P} := \bigsqcup_{n \geq 0} \mathcal{P}^n\). The elements of \(\mathcal{P}\) are called

\(^2\) Note this definition differs from [21]. However since all labelled spaces considered in this paper are weakly left-resolving, we include ‘weakly-left resolving’ in the definition of a normal labelled space.
ultrapaths. We embed the set of finite paths \( G^0 \) in \( p \) by sending \( \alpha \) to \((\alpha, r(\alpha))\). Define the length \(|(\alpha, A)|\) of a pair \((\alpha, A)\) to be \(|\alpha|\). Each \( A \in G^0 \) is regarded as an ultrapath of length zero and can be identified with the pair \((A, A)\). Hence, the range map \( r \) and the source map \( s \) extends to \( p \) by declaring that \( r((\alpha, A)) = A \), \( s((\alpha, A)) = s(\alpha) \) and \( r(A, A) = r(A) = A = s(A) = s(A, A) \).

A finite path \( \alpha \in G^* \) with \(|\alpha| > 0 \) is a loop if \( s(\alpha) \in r(\alpha) \). We say \( \alpha \) is a loop based at \( A \in G^0 \) if \( s(\alpha) \in A \). An exit for a loop \( \alpha = \alpha_1 \ldots \alpha_n \) is either of the following:

1. an edge \( e \in G^1 \) such that there exists an \( i \) for which \( s(e) \in r(\alpha_i) \), but \( e \neq \alpha_{i+1} \),
2. a sink \( w \) such that \( w \in r(\alpha_i) \) for some \( i \).

We concatenate elements in \( p \) in the following way: If \( x = (\alpha, A) \) and \( y = (\beta, B) \), with \(|x| \geq 1, |y| \geq 1 \), then \( x \cdot y \) is defined if, and only if, \( s(\beta) \in A \), in which case, \( x \cdot y := (\alpha \beta, B) \).

Also we specify that:

\[
x \cdot y = \begin{cases} x \cap y, & \text{if } x, y \in G^0 \text{ and } x \cap y \neq \emptyset \\ y, & \text{if } x \in G^0, |y| \geq 1, \text{ and } s(y) \in x \\ x_y, & \text{if } y \in G^0, |x| \geq 1, \text{ and } r(x) \cap y \neq \emptyset,
\end{cases}
\]

where, if \( x = (\alpha, A), |\alpha| \geq 1 \) and if \( y \in G^0 \), the expression \( x_y \) is defined to be \((\alpha, A \cap y)\).

We concatenate ultrapaths in \( p \) with paths in \( p^\infty \) as follows: If \( s(\beta) \in r(\alpha, A) = A \), we define \((\alpha, A) \cdot \beta = \alpha \beta \in p^\infty \), where \((\alpha, A) \in p \) and \( \beta \in p^\infty \). Furthermore, if \( \alpha = A \) then \((A, A) \cdot \beta = \beta \in p^\infty \).

**Remark 2.8.** As pointed out in the introduction, the definition of \( G^0 \) varies in the literature by either requiring that \( G^0 \) is closed under relative complements or not. In this paper, we do not require that \( G^0 \) is closed under relative complements. This is consistent with Tomforde’s original definition in [47]. We shall keep track of this difference whenever it is relevant.

### 2.4 The inverse semigroup of a labelled space

Let \((\mathcal{E}, \mathcal{L}, \mathcal{B})\) be normal labelled space and consider the set

\[
S = \{ (\alpha, A, \beta) \mid \alpha, \beta \in \mathcal{L}^* \text{ and } A \in \mathcal{B}_\alpha \cap \mathcal{B}_\beta \text{ with } A \neq \emptyset \} \cup \{0\}.
\]

Define a binary operation on \( S \) as follows: \( s \cdot 0 = 0 \cdot s = 0 \) for all \( s \in S \) and, if \( s = (\alpha, A, \beta) \) and \( t = (\gamma, B, \delta) \) are in \( S \), then

\[
s \cdot t = \begin{cases} (\alpha \gamma', r(A, \gamma') \cap B, \delta), & \text{if } \gamma = \beta \gamma' \text{ and } r(A, \gamma') \cap B \neq \emptyset, \\ (\alpha, A \cap r(B, \beta'), \delta \beta), & \text{if } \beta = \gamma \beta' \text{ and } A \cap r(B, \beta') \neq \emptyset, \\ 0, & \text{otherwise.}
\end{cases}
\]

For \( s = (\alpha, A, \beta) \in S \), we define \( s^* = (\beta, A, \alpha) \).

The set \( S \) endowed with the operations above is an inverse semigroup with zero element \( 0 \) ([5], Proposition 3.4), whose semilattice of idempotents is

\[
E(S) = \{ (\alpha, A, \alpha) \mid \alpha \in \mathcal{L}^* \text{ and } A \in \mathcal{B}_\alpha \} \cup \{0\}.
\]

**Remark 2.9.** In [32], an inverse semigroup is associated with an ultragraph. The inverse semigroup we obtain from the labelled space of an ultragraph differs from the inverse semigroup in [32] in two aspects. Firstly, [32] intrinsically considers quadruples instead of triples and secondly, it uses \( G^0 \), as opposed to \( \mathcal{B} \).

The natural order in the semilattice \( E(S) \) is given by \( p \preceq q \) if only if \( pq = p \). In our case, the order can be described by noticing that if \( p = (\alpha, A, \alpha) \) and \( q = (\beta, B, \beta) \), then \( p \preceq q \) if and only if \( \alpha = \beta \alpha' \) and \( A \subseteq r(B, \alpha') \) (see [5], Proposition 4.1)].
2.5 Filters in $E(S)$

For a (meet) semilattice $E$ with 0, there is a bijection between the set of filters in $E$ and the set $\hat{E}_0$ of characters of $E$ (that is, the zero and meet-preserving non-zero maps from $E$ into the Boolean algebra $\{0,1\}$). With the topology of pointwise convergence on $E_0$, the closure of the subset $\hat{E}_\infty$ of characters that correspond to ultrafilters in $E$ is denoted by $\hat{E}_{\text{tight}}$, and is called the tight spectrum of $E$. Elements of $\hat{E}_{\text{tight}}$ are the tight characters of $E$, and their corresponding filters in $E$ are tight filters. The set of all filters will be denoted by $F$ and the set of all tight filters will be denoted by $T$, which we also call tight spectrum. In particular, we may view $T$ as a closed subspace of $F$. See [19] Section 12 for details. We use this construction for the semilattice $E(S)$ as in the previous section.

We now describe a basis for the topology of $T$ inherited by the bijection with $\hat{E}_{\text{tight}}$ as done in [38] Section 2.2. For each $e \in E(S)$, define

$$V_e = \{ \xi \in T \mid e \in \xi \}.$$

If $\{e_1, \ldots, e_n\}$ is a finite (possibly empty) set in $E(S)$, define

$$V_{e_1, \ldots, e_n} = V_e \cap V_{e_1} \cap \cdots \cap V_{e_n} = \{ \xi \in T \mid e \in \xi, e_1 \notin \xi, \ldots, e_n \notin \xi \}.$$

In order to simplify the notation, let $E(S)^+ = \bigcup_{n=1}^{\infty} E(S)^n$, where $E(S)^n$ is the Cartesian product of $n$ copies of $E(S)$. For each $n \in \mathbb{N}$ and $e = (e_1, e_2, \ldots, e_n) \in E(S)^+$, define $V_e = V_{e_1, \ldots, e_n}$. Then the family $\{V_e\}_{e \in E(S)^+}$ is a basis for the topology on $T$. Notice that if $E(S)$ is countable, which is the case for ultragraphs, then $T$ is second-countable and therefore metrizable.

Remark 2.10. Given $e \in E(S) \setminus \{0\}$, a simple application of Zorn’s lemma shows that there is an ultrafilter containing $\uparrow e$, which in turn implies that $V_e \neq \emptyset$.

Let $(E, \mathcal{L}, \mathcal{B})$ be a weakly-left resolving labelled space. We recall the description of the tight spectrum of $E(S)$, as given in [2] with the correction pointed out in [4] and [17]. Let $\alpha \in \mathcal{L}^{\leq \infty}$ and let $\{F_n\}_{0 \leq n \leq |\alpha|}$ (understanding that $0 \leq n \leq |\alpha|$ means $0 \leq n < \infty$ when $\alpha \in \mathcal{L}^{\leq \infty}$) be a family such that $F_n$ is a filter in $\mathcal{B}_{\alpha, n}$ for every $n > 0$ and $F_0$ is either a filter in $\mathcal{B}$ or $F_0 = \emptyset$. Then, the family $\{F_n\}_{0 \leq n \leq |\alpha|}$ is a complete family for $\alpha$ if

$$F_n = \{ A \in \mathcal{B}_{\alpha, n} \mid r(\alpha, n+1) \in F_{n+1} \}$$

for all $0 \leq n < |\alpha|$.

Theorem 2.11. [2] Theorem 4.13] Let $(E, \mathcal{L}, \mathcal{B})$ be a weakly left resolving labelled space and $S$ its associated inverse semigroup. Then there is a bijective correspondence between filters in $E(S)$ and pairs $(\alpha, \{F_n\}_{0 \leq n \leq |\alpha|})$, where $\alpha \in \mathcal{L}^{\leq \infty}$ and $\{F_n\}_{0 \leq n \leq |\alpha|}$ is a complete family for $\alpha$.

Filters are of finite type if they are associated with pairs $(\alpha, \{F_n\}_{0 \leq n \leq |\alpha|})$ for which $|\alpha| < \infty$, and of infinite type otherwise. As a consequence of [2] Proposition 4.18], a filter of finite type is completely determined by $\alpha$ and $F_{|\alpha|}$.

A filter $\xi$ in $E(S)$ with associated labelled path $\alpha \in \mathcal{L}^{\leq \infty}$ is sometimes denoted by $\xi^\alpha$ to stress the word $\alpha$; in addition, the filters in the complete family associated with $\xi^\alpha$ will be denoted by $\xi^\alpha_n$ (or simply $\xi_n$). Specifically,

$$\xi^\alpha_n = \{ A \in \mathcal{B} \mid (\alpha, n, A, \alpha, n) \in \xi^\alpha \}. \tag{2.12}$$

Remark 2.13. It follows from [2] Propositions 4.4 and 4.8] that for a filter $\xi^\alpha$ in $E(S)$ and an element $(\beta, A, \beta) \in E(S)$ we have that $(\beta, A, \beta) \in \xi^\alpha$ if and only if $\beta$ is a beginning of $\alpha$ and $A \in \xi_{|\beta|}^\alpha$. 

10
The following theorem characterizes the tight filters in \( E(S) \):

**Theorem 2.14.** [3, Theorems 5.10 and 6.7] Let \((\mathcal{E}, \mathcal{L}, \mathcal{B})\) be a normal labelled space and \( S \) its associated inverse semigroup. Then the tight filters in \( E(S) \) are:

(i) The filters of infinite type for which the non-empty elements of their associated complete families are ultrafilters.

(ii) The filters of finite type \( \xi^\alpha \) such that \( \xi_{|\alpha|} \) is an ultrafilter in \( \mathcal{B}_\alpha \) and for each \( A \in \xi_{|\alpha|} \) at least one of the following conditions hold:

\( (a) \) \( \mathcal{L}(AE^1) \) is infinite.

\( (b) \) There exists \( B \in \mathcal{B}_\alpha \) such that \( \emptyset \neq B \subseteq A \cap \mathcal{E}_s^{\text{sink}} \).

For \( \alpha \in \mathcal{T} \), we denote by \( T_\alpha \) the set of all tight filters in \( E(S) \) for which the associated word is \( \alpha \).

### 3 Groupoids for ultragraphs via labelled spaces

In this section we associate a groupoid with any ultragraph (in particular, we make no assumptions on the sinks or the range of the edges). We detail the similarities and differences to the approach in [39]. For ultragraphs that satisfy Condition (RFU M2), we show that the unit space of our groupoid (the tight spectrum) coincides with the shift space defined in [46], and obtain as a consequence that the groupoids also agree. For background on groupoids and their C*-algebras, we refer the reader to [42].

#### 3.1 The groupoid of a general ultragraph

Fix an ultragraph \( \mathcal{G} = (G^0, G^1, r, s) \) and let \((\mathcal{E}, \mathcal{L})\) be the labelled graph associated to it as in Definition 2.7. Let \( \mathcal{B} \) and \( G^0 \) be as in Definition 2.6. Observe that if \( \alpha = \alpha_1 \ldots \alpha_n \) is a path on \( \mathcal{G} \), then \( \mathcal{B}_\alpha = \mathcal{B}_{\alpha_1} \).

The first step to obtain the groupoid associated to \( \mathcal{G} \) is to describe the tight spectrum \( T \) of \( E(S) \), where \( S \) is the inverse semigroup associated to \((\mathcal{E}, \mathcal{L}, \mathcal{B})\) as in Section 2.4. For this we need a few auxiliary results, which we prove next.

**Remark 3.1.** Notice that for every \( A \subseteq G^0 \) and \( e \in G^1 \), we have that \( r(A, e) = r(e) \) if \( s(e) \in A \) and \( r(A, e) = \emptyset \) otherwise. In particular \( r(\{s(e)\}, e) = r(e) \).

**Lemma 3.2.** Let \( \alpha \) be a path on \( \mathcal{G} \) such that \( |\alpha| \geq 1 \) and let \( \{F_n\}_{n=0}^{\alpha} \) be a complete family of filters for \( \alpha \). If \( 0 \leq n < |\alpha| \), then \( F_n = \uparrow_{\mathcal{B}_n} \{s(\alpha_{n+1})\} \).

**Proof.** By Remark 3.1 and the definition of complete family, \( \{s(\alpha_{n+1})\} \in F_n \), and if \( A \in F_n \) then \( s(\alpha_{n+1}) \in A \). This implies that \( F_n \subseteq \uparrow_{\mathcal{B}_n} \{s(\alpha_{n+1})\} \). On the other hand, \( \{s(\alpha_{n+1})\} \in F_n \) implies that \( \uparrow_{\mathcal{B}_n} \{s(\alpha_{n+1})\} \subseteq F_n \). \( \square \)

**Lemma 3.3.** Let \( \alpha \) be a finite path on \( \mathcal{G} \) and \( F \) be an ultrafilter on \( \mathcal{B}_\alpha \). If there exists \( A \in F \) with \( |A| < \infty \), then \( F = \uparrow_{\mathcal{B}} \{v\} \) for some \( v \in A \).

**Proof.** Suppose \( A = \{v_1, \ldots, v_n\} \). Since \( \emptyset \notin F \), we have that \( n \geq 1 \). Since \( A = \bigcup_{i=1}^n \{v_i\} \) and \( F \) is an ultrafilter, by Proposition 2.1 there exists \( i \in \{1, \ldots, n\} \) such that \( \{v_i\} \in F \). In this case \( \uparrow_{\mathcal{B}} \{v_i\} \subseteq F \), and since \( \uparrow_{\mathcal{B}} \{v_i\} \) is also an ultrafilter, equality holds. \( \square \)
Lemma 3.4. Let $\alpha$ be an infinite path on $\mathcal{G}$, then $\{\mathcal{F}_n\}_{n=0}^{\infty} := \{\uparrow_{\pi_n} \{s(\alpha_{n+1})\}\}_{n=0}^{\infty}$ is the only complete family of filters (in particular, ultrafilters) for $\alpha$.

Proof. First suppose that $\{\mathcal{F}_n\}_{n=0}^{\infty}$ is a complete family for $\alpha$. Then, it follows from Remark 3.1 and the definition of complete family that $\{s(\alpha_{n+1})\} \in \mathcal{F}_n$ and that if $A \in \mathcal{F}_n$, then $s(\alpha_{n+1}) \in A$. This implies that $\mathcal{F}_n \subseteq \uparrow_{\pi_n} \{s(\alpha_{n+1})\}$. On the other hand, $\{s(\alpha_{n+1})\} \in \mathcal{F}_n$ implies that $\mathcal{F}_n \subseteq \uparrow_{\pi_n} \{s(\alpha_{n+1})\}$.

That $\{\uparrow_{\pi_n} \{s(\alpha_{n+1})\}\}_{n=0}^{\infty}$ is always a complete family for $\alpha$ follows from Remark 3.1 and each $\uparrow_{\pi_n} \{s(\alpha_{n+1})\}$ is an ultrafilter because it is a principal filter of a singleton. \(\square\)

Remark 3.5. The above results allow us to describe the set of filters $\mathcal{F}$ of $E(S)$ for the labelled space associated to an ultragraph. Namely, for each infinite path on $\mathcal{G}$, there is only one filter in $E(S)$ associated to it, and for each finite path $\alpha$, there is a filter in $E(S)$ associated to each filter $\mathcal{F}$ on $B_{\alpha}$. In particular for each $(\alpha, A) \in p$, we can define a filter in $E(S)$ by defining $\mathcal{F} = \uparrow_{\pi_n} A$. Since not all filters in $B_{\alpha}$ are necessarily principal (see Remark 3.4), it follows that the correspondence of [22, Proposition 10] is incomplete. The issue lies in Case I of the proof of [22, Proposition 10], because, contrary to what happens with graphs, if the product of two idempotents is not zero, then the idempotents do not necessarily correspond to two ultrapaths where one is the beginning of the other. See also [3, Proposition 4.4].

We now give a complete description of $\mathcal{T}$.

Proposition 3.6. For each infinite path $\alpha$ on $\mathcal{G}$, there is unique element $\xi \in \mathcal{T}$, whose associated word is $\alpha$. And if $\xi^{\alpha}$ is a filter of finite type, then $\xi^{\alpha} \in \mathcal{T}$ if and only if one of the following holds:

(i) There exists $v \in G_{\varepsilon}^{\alpha}$ such that $\xi_{\{v\}} = \uparrow_{\pi_n} \{v\}$.

(ii) For all $A \in \xi_{\{v\}}$, $|\varepsilon(A)| = \infty$.

(iii) For all $A \in \xi_{\{v\}}$, $|A \cap G_{\varepsilon}^{\alpha}| = \infty$.

Proof. First, if $\alpha$ is an infinite path on $\mathcal{G}$, then, by Lemma 3.4, the family $\{\uparrow_{\pi_n} \{s(\alpha_{n+1})\}\}_{n=0}^{\infty}$ is complete and each filter is an ultrafilter. By Theorem 2.14, the filter associated to $\alpha$ and this family is an element of $\mathcal{T}$. The uniqueness of such $\xi$ follows from Lemma 3.4.

For the second part, suppose that $\xi^{\alpha}$ is a filter of finite type such that $\xi^{\alpha} \in \mathcal{T}$. By Lemma 3.3, if there exists $A \in \xi_{\{v\}}$, with $|A| < \infty$, then $\xi_{\{v\}} = \uparrow_{\pi_n} \{v\}$ for some $v \in r(\alpha)$. Since $\xi$ is tight, by Theorem 2.14, either $v \in G_{\varepsilon}^{\alpha}$ and (i) is satisfied, or $v$ is an infinite emitter and (ii) is satisfied. Suppose now that $|A| = \infty$ for all $A \in \xi_{\{v\}}$. In this case, either (ii) is satisfied, or there exists $B \in \xi_{\{v\}}$ such that $|\varepsilon(B)| < \infty$. In the latter case, given $A \in \xi_{\{v\}}$, we have that $|\varepsilon(A \cap B)| \leq |\varepsilon(B)| < \infty$. Since $\xi_{\{v\}}$ is an ultrafilter, and thus $A \cap B \in \xi_{\{v\}}$, it follows that $|A \cap B| = \infty$. Hence $A \cap B$ has an infinite amount of sinks, and the same holds for $A$.

Finally if $\xi^{\alpha}$ is a filter of finite type such that $\xi_{\{v\}}$ satisfies Conditions (i) or (iii) in the statement, then $\xi_{\{v\}}$ satisfies Condition (ii)(b) in Theorem 2.14 and if $\xi_{\{v\}}$ satisfies Condition (ii) in the statement, then $\xi_{\{v\}}$ satisfies Condition (ii)(a) in Theorem 2.14. In all cases $\xi^{\alpha} \in \mathcal{T}$. \(\square\)

Using the description of filters in $E(S)$ given in Remark 3.5 and Proposition 3.6, the elements of $\mathcal{T}$ can described in two ways:

- if $\xi \in \mathcal{T}$ is of infinite type, then it is completely described by the infinite path associated to it;
• if \( \xi \in T \) is of finite type, then it is described by a pair \((\alpha, \mathcal{F})\), where \( \alpha \) is the labelled path associated to \( \xi \) and \( \mathcal{F} \) is a filter in \( \mathcal{B}_\alpha \) satisfying one of the three conditions of Proposition 3.6. The filter \( \mathcal{F} \) is equal to \( \xi_{|\alpha|} \) and by the definition of complete family, for all \( n < |\alpha| \), \( \xi_n \) can be recuperated from \( \mathcal{F} \).

Next, associate a topological groupoid to an arbitrary ultragraph as the groupoid associated to its corresponding labelled space (see [7] for groupoids associated to general labelled spaces). This can be done in terms of a shift map and the Renault-Deaconu construction [18, 43]. For each \( n \in \mathbb{N} \), we let \( T^{(n)} = \{ \xi^n \in T \mid |\alpha| \geq n \} \). The map \( \sigma : T^{(1)} \rightarrow T \) of [7, Proposition 4.8] can be described in our case as:

1. If the associated path of \( \xi \) is an infinite path \( \alpha_1 \alpha_2 \alpha_3 \ldots \), then \( \sigma(\xi) \) is the filter associated to the path \( \alpha_2 \alpha_3 \ldots \) as in Proposition 3.6.

2. If the associated path of \( \xi \) is a finite path \( \alpha_1 \alpha_2 \ldots \alpha_n \) with \( n \geq 2 \), then \( \sigma(\xi) \) is the filter associated to the pair \((\alpha_2 \ldots \alpha_n, \xi_n)\).

3. If the associated path of \( \xi \) is an edge \( e \in G^1 \), then \( \sigma(\xi) \) is the filter associated to the pair \((\omega, \uparrow_n \xi_1)\), recalling that \( \omega \) is the empty word.

For \( n \in \mathbb{N}^* \), in order to apply \( \sigma^n \) to an element \( \xi \in T \), it is necessary that \( \xi \in T^{(n)} \). The Renault-Deaconu groupoid associated to the \( \sigma \) is then

\[
\Gamma(T, \sigma) = \{ (\xi, m - n, \eta) \in T \times \mathbb{Z} \times T \mid m, n, \in \mathbb{N}, \xi \in T^{(m)}, \eta \in T^{(m)}, \sigma^n(\xi) = \sigma^m(\eta) \},
\]

with product and inverse given by

- \( (\xi, k, \eta)(\xi', l, \rho) = (\xi, k + l, \rho) \) for \( (\xi, k, \eta), (\xi', l, \rho) \in \Gamma(T, \sigma) \) such that \( \eta = \xi', \) and
- \( (\xi, k, \eta)^{-1} = (\eta, -k, \xi) \) for \( (\xi, k, \eta) \in \Gamma(T, \sigma) \).

respectively. A basis for the topology on \( \Gamma(T, \sigma) \) is given by the family of sets of the form

\[
\mathcal{V}(U, V, m, n) = \{ (\xi, k, \eta) \in \Gamma(T, \sigma) \mid k = m - n, (\xi, \eta) \in U \times V, \sigma^m(\xi) = \sigma^n(\eta) \},
\]

where \( m, n \in \mathbb{N}, U \) is an open subset of \( T^{(m)} \) and \( V \) is an open subset of \( T^{(n)} \).

**Remark 3.7.** Due to Remark 3.5, there is not always a bijection between the groupoid \( \Gamma(T, \sigma) \) and the ultragraph groupoid of [39] for ultragraphs without sinks, however both approaches are very similar. The idea in both is to consider an inverse semigroup associated to an ultragraph, then consider the space of filters in the idempotent semilattice and then take a certain closed subspace. In general, the closed subspace is the tight spectrum defined by Exel in [19], which appeared around the same time as [39]. If an ultragraph has no sinks, then because of [5, Theorem 5.10] the ultrafilters in \( E(S) \) are exactly the filters associated with the infinite paths. In this case, the set \( T \) is the closure of the “set of infinite paths” as it is done in the discussion after [39, Proposition 18]. In order to describe which points of \( T \) are missing in the construction of [39], we recall that the approach there is to define an ultraset as an element \( A \in G^0 \) such that the principal filter \( \uparrow_{\alpha^v} A \) is an ultrafilter. Because all singleton subsets of \( G^0 \) are in \( G^0 \), we see that a principal filter is an ultrafilter if and only if \( A \) is a singleton. This means that the approach in [39] only considers elements of finite type in \( T \) that are given by pairs \((\alpha, \uparrow_{\alpha^v}\{v\})\), where \( v \in G^0 \) is an infinite emitter. In fact, their groupoid will coincide with \( \Gamma(T, \sigma) \) if and only if the range of every edge is finite. To see this, note that if every range is finite, then every element of \( B \) is a finite subset of \( G^0 \), and therefore, by Lemma 3.5, every ultrafilter is principal. On the other hand, if there is an edge \( e \) such that \( r(e) \) is infinite, then by Zorn’s lemma, there exists an ultrafilter \( \mathcal{F} \) containing all cofinite subsets of \( r(e) \). Notice that, since we are assuming that the ultragraph has no sinks, all elements of \( \mathcal{F} \) satisfies (ii) of Proposition 3.6 and \( \mathcal{F} \) does not correspond to any vertex, and therefore the filter given by the pair \((e, \mathcal{F})\) has no correspondence in the groupoid defined in [39]. See also Proposition 3.17 and Example 3.19.
3.2 The groupoid of an ultragraph that satisfies Condition (RFUM2)

The tight spectrum (and hence the groupoid) associated with a general ultragraph is quite technical, which makes it hard to use in some applications. For ultragraphs that satisfy Condition (RFUM2), we can avoid using filters altogether, and build a groupoid which is more conducive to applications, see \[16, 46\] (cf. \[10\] where the description of the groupoid in the graph case is given). The unit space of this groupoid (also known as the boundary path space), with the associated shift map, is proposed to be a version of a shift of finite type over an infinite alphabet in \[27, 46\], and the dynamics of these shifts is studied in \[29, 30, 31\], among other papers. In this subsection, we show that the unit space of the groupoid defined in \[46\] agrees with the tight spectrum $T$ associated with the ultragraph. Consequently, the groupoid introduced in \[16, 46\] agrees with the groupoid we described in Subsection 3.1.

### 3.2.1 The boundary path space of an ultragraph that satisfies Condition (RFUM2)

In this subsection we recall the definition of the boundary path space of an ultragraph that satisfies Condition (RFUM2), as defined in \[46\]. We start with the definition of minimal infinite emitters.

**Definition 3.8.** Let $\mathcal{G}$ be an ultragraph. For each $A \in \mathcal{G}^0$, we define $\varepsilon(A) := \{ e \in \mathcal{G}^1 : s(e) \in A \}$. We say that $A \in \mathcal{G}^0$ is an infinite emitter if $|\varepsilon(A)| = \infty$. Otherwise we say that $A$ is a finite emitter. We say that $A$ is a minimal infinite emitter if $A$ is an infinite emitter, contains no proper subsets (in $\mathcal{G}^0$) that are infinite emitters, and contains no proper subsets (in $\mathcal{G}^0$) which are finite emitters and have infinite cardinality. We denote by $A_\infty$ the set of all minimal infinite emitters in $\mathcal{G}^0$.

**Remark 3.9.** Notice that the notion of minimal infinite emitters is meaningless if we allow relative complements in $\mathcal{G}^0$, but this is not the case, as we pointed out in Remark 2.8. Nevertheless this point highlights the subtleties involved in the definition of $\mathcal{G}^0$.

The set of sinks in an ultragraph is denoted by $\mathcal{G}_s^0$. Let $\mathcal{G}^0_s := \bigcup_{v_i \in \mathcal{G}^0_s} \{ \{v_i\}\} \subseteq \mathcal{G}^0$, that is, $\mathcal{G}^0_s$ is the collection of all singletons of $\mathcal{G}^0$ whose element is a sink. We now define the sets that are minimal sinks.

**Definition 3.10.** Let $\mathcal{G}$ be an ultragraph and $A \in \mathcal{G}^0$. We say that $A$ is a minimal sink if $|A| = \infty$, $|\varepsilon(A)| < \infty$ and $A$ has no subsets (in $\mathcal{G}^0$) with infinite cardinality. We denote by $A_s$ the set of all minimal sinks in $\mathcal{G}^0$.

Define the boundary path space as the set

$$X := p^\infty \sqcup X_{\text{fin}} \sqcup X_{\text{sin}},$$

where

$$X_{\text{min}} := \{ (\alpha, A) : |\alpha| \geq 1, A \in A_\infty \} \cup \{ (A, A) : A \in A_\infty \},$$

$$X_{\text{sin}} := \{ (\alpha, A) : |\alpha| \geq 1, A \in \mathcal{G}_s^0 \cup A_s \} \cup \{ (A, A) : A \in \mathcal{G}_s^0 \cup A_s \}.$$ 

Let $X_{\text{fin}} := X_{\text{min}} \sqcup X_{\text{fin}}$. We define a topology on $X$ as follows. For each $(\beta, B) \in p$, let

$$D_{(\beta, B)} := \{ y \in X : y = \beta \gamma ; s(\gamma) \in B \},$$

and for each $(\beta, B) \in X_{\text{fin}}$, $F \subseteq \varepsilon(B)$ finite, and $S \subseteq B \cap \mathcal{G}^0_s$ finite, define

$$D_{(\beta, B), F, S} := \{ (\beta, B) \} \sqcup \{ y \in X : y = \beta \gamma', |\gamma'| \geq 1, \gamma' \in \varepsilon(B) \setminus F \}$$

$$\sqcup \{ y \in X_{\text{sin}} : y = (\beta, \{v\}) : v \in B \setminus S \}.$$
Then the collection of cylinders
\[
\{D_{(\beta,B)}: (\beta,B) \in p, |\beta| \geq 1\} \cup \{D_{(\beta,B),F,S}: (\beta,B) \in X_{fin}, F \subseteq \varepsilon(B), S \subseteq B, |F|, |S| < \infty\}
\]
is a countable basis for a topology on \(X\). If \(G\) satisfies Condition (RFUM2) (defined below), then these cylinders are compact, \([16, Proposition 3.22]\).

We recall the definition of Condition (RFUM2): We say that an ultragraph \(G\) satisfies Condition (RFUM2) if for each edge \(e \in G^1\) its range can be written as
\[
r(e) = \bigcup_{n=1}^{k} A_n,
\]
where \(A_n\) is either a minimal infinite emitter, or a minimal sink, or a singleton formed by a sink or a regular vertex.

**Remark 3.11.** For ultragraphs with no sinks Condition (RFUM2) as defined above coincides with Condition (RFUM) of \([27]\).

### 3.2.2 The tight spectrum for an ultragraph that satisfies Condition (RFUM2)

In this subsection we describe the tight spectrum of an ultragraph that satisfy Condition (RFUM2) and identify it with the space \(X\) of the previous subsection. Before we prove this we need a sequence of auxiliary results.

Recall that \(B\) is the smallest family of subsets of \(G^0\) that contains \(G^0\) and is closed under relative complements, finite unions and finite intersections (see Definition 2.6). We have the following description of \(B\).

**Lemma 3.12.** Let \(B\) be as above. Then
\[
B = \left\{ \bigcup_{i=1}^{n} A_i \setminus B_i \mid n \in \mathbb{N}, \text{ and } A_i, B_i \in G^0 \forall i \in \{1, \ldots, n\} \right\}.
\]
Moreover, for any finite path \(\alpha\) on \(G\),
\[
B_{\alpha} = \left\{ \bigcup_{i=1}^{n} A_i \setminus B_i \mid n \in \mathbb{N}, \text{ and } A_i, B_i \in G^0, A_i, B_i \subseteq r(\alpha) \forall i \in \{1, \ldots, n\} \right\}.
\]

**Proof.** Let \(C\) be the set defined in the right hand side of Equation 3.13. Clearly \(C \subseteq B\), and since \(\emptyset \in G^0\), we have that \(G^0 \subseteq C\). Using that \(G^0\) is closed under finite intersections and finite unions, as well as some basic properties of operations on sets, we see that \(C\) is closed under relative complements, finite unions and finite intersections. By the minimality of \(B\), we conclude that \(C = B\). The last part is similar. \(\square\)

Recall that \(A_s\) and \(A_\infty\) denote the minimal sinks and the minimal infinite emitters, respectively (see Definition 3.8 and Definition 3.10).

**Lemma 3.14.** Suppose that \(A, B \in G^0\).

(i) If \(A, B \in A_\infty\), then \(A = B\) or \(|A \cap B| < \infty\).

(ii) If \(A, B \in A_s\), then \(A = B\) or \(|A \cap B| < \infty\).
(iii) If \( A \in A_\infty \) and \( B \in A_s \), then \( |A \cap B| < \infty \).

Proof. (i) This statement follows from \([46, \text{Proposition 3.6}].\)

(ii) This is the statement of \([46, \text{Proposition 3.9}].\)

(iii) Notice that \( A \cap B \in \mathcal{G}_0 \) and \( \varepsilon(A \cap B) \leq \varepsilon(B) < \infty \). By the definition of \( A_\infty \), \( |A \cap B| < \infty \). \( \square \)

In the next couple of lemmas we characterize the ultrafilters in \( \mathcal{B}_\alpha \).

**Lemma 3.15.** Suppose that \( \mathcal{G} \) is an ultragraph that satisfies condition (RFUM2). Let \( \alpha \in \mathcal{L}^* \) and \( \mathcal{F} \) be an ultrafilter on \( \mathcal{B}_\alpha \).

(i) If there exists \( A \in \mathcal{F} \) with \( |A| < \infty \), then \( \mathcal{F} = \uparrow_{\pi_\alpha} \{v\} \) for some unique \( v \in r(\alpha) \).

(ii) If for every \( A \in \mathcal{F} \) it holds that \( |A| = \infty \), then there exists a unique \( B \in A_s \cup A_\infty \) such that \( B \in \mathcal{F} \).

Proof. (i) This follows from Lemma 3.3. The uniqueness of \( v \) follows from the fact that \( \{v\} \cap \{w\} = \emptyset \) if \( v \neq w \) and \( \emptyset \notin \mathcal{F} \).

(ii) Since \( \mathcal{F} \) does not contain a finite subset of \( G_0 \), by Lemma 3.12 and the fact it is a filter, \( \mathcal{F} \) contains an element of \( G_0 \). By \([46, \text{Lemma 7.12}]\) and since \( \mathcal{F} \) is a prime filter, there exists \( B \in A_s \cup A_\infty \) such that \( B \in \mathcal{F} \). The uniqueness of such \( B \) follows from Lemma 3.14 and the fact that \( \mathcal{F} \) is closed under intersections. \( \square \)

**Lemma 3.16.** Suppose that \( \mathcal{G} \) is an ultragraph that satisfies condition (RFUM2) and let \( \alpha \in \mathcal{L}^* \). If \( B \in A_s \cup A_\infty \) is such that \( |B| = \infty \) and \( B \subseteq r(\alpha) \), then there exists a unique ultrafilter \( \mathcal{F} \) in \( \mathcal{B}_\alpha \) such that \( B \in \mathcal{F} \) and \( |A| = \infty \) for all \( A \in \mathcal{F} \).

Proof. For the existence, we let

\[
\mathcal{F} = \{ C \in \mathcal{B}_\alpha \mid \text{there exists } A \in \mathcal{B}_\alpha \text{ with } |A| < \infty \text{ such that } C \supseteq B \setminus A \}.
\]

It is easy to check that \( \mathcal{F} \) is a filter such that \( B \in \mathcal{F} \) and \( |C| = \infty \) for all \( C \in \mathcal{F} \). By Proposition 2.11 in order to prove that \( \mathcal{F} \) is an ultrafilter, we will show that if \( D \in \mathcal{B}_\alpha \) is such that \( D \cap C \neq \emptyset \) for every \( C \in \mathcal{F} \), then \( D \in \mathcal{F} \). Using Lemma 3.12 and \([46, \text{Lemma 7.12}]\), we can write \( D = \bigcup_{i=1}^n X_i \setminus Y_i \), where \( X_i \) is either finite or \( X_i \in A_s \cup A_\infty \) and \( X_i \neq X_j \) if \( i \neq j \). By Lemma 3.14, there exists \( i_0 \) such that \( X_{i_0} = B \), otherwise \( D \cap (B \setminus A) = \emptyset \), where \( A = \bigcup_{i=1}^n (B \cap X_i) \) is finite set. We may assume that \( i_0 = 1 \). Also, by \([46, \text{Lemma 7.12}]\), \( Y_1 = \bigcup_{j=1}^n A_j \), where \( A_j \) is either finite or \( A_j \in A_s \cup A_\infty \). Notice that \( A_j \neq B \) for all \( j \), otherwise \( X_1 \setminus Y_1 = \emptyset \), and arguing as above we would find \( A \subseteq G_0 \) finite such that \( D \cap (B \setminus A) = \emptyset \). Let \( Z_1 = \bigcup_{j=1}^n (B \cap A_j) \) and \( Z_2 = \bigcup_{i=2}^n (B \cap X_i) \) and notice they are both finite sets. It follows that

\[
D \supseteq D \cap (B \setminus Z_2) = (B \setminus Y_1) \cap (B \setminus Z_2) = (B \setminus Z_1) \cap (B \setminus Z_2) = B \setminus (Z_1 \cup Z_2),
\]

which implies that \( D \in \mathcal{F} \).

For the uniqueness, we let \( \mathcal{H} \) be another ultrafilter in \( \mathcal{B}_\alpha \) such that \( B \in \mathcal{H} \) and \( |A| = \infty \) for all \( A \in \mathcal{H} \). We prove that \( \mathcal{F} \subseteq \mathcal{H} \). For that it is sufficient to prove that \( B \setminus A \in \mathcal{H} \) for all \( A \in \mathcal{B}_\alpha \) finite. Fixed such \( A \), notice that \( B \subseteq B \cup A = (B \setminus A) \cup A \). Since \( \mathcal{H} \) is prime and \( A \) is finite (so \( A \notin \mathcal{H} \)), we have that \( B \setminus A \notin \mathcal{H} \). Since \( \mathcal{F} \) is also an ultrafilter, we conclude that \( \mathcal{F} \subseteq \mathcal{H} \). \( \square \)

Recall that \( \widehat{\mathcal{B}_\alpha} \) denotes the Stone dual of \( \mathcal{B}_\alpha \) (see Subsection 2.1). Joining the previous two lemmas we get the following result.
Proposition 3.17. Suppose that $G$ is an ultragraph that satisfies condition (RFUM2) and let $\alpha \in \mathcal{L}^\ast$. There is a bijective correspondence between $\{\{v\} \mid v \in r(\alpha)\} \cup \{B \in A_s \cup A_\infty \mid B \subseteq r(\alpha), |B| = \infty\}$ and $\mathcal{B}_\alpha$ that maps $\{v\}$, where $v \in r(\alpha)$, to $\uparrow_{\alpha,v}\{v\}$, and maps $B \in A_s \cup A_\infty$ such that $B \subseteq r(\alpha)$ and $|B| = \infty$ to $\{C \in \mathcal{B}_\alpha \mid \text{there exists } A \in \mathcal{B}_\alpha \text{ with } |A| < \infty \text{ such that } C \supseteq B \setminus A\}$.

Proof. The proof follows from Lemmas 3.15 and 3.16.

We now prove the main result of this subsection.

Theorem 3.18. Suppose that $G$ is an ultragraph that satisfies condition (RFUM2). For each $\alpha \in \mathcal{L}^\ast$, let $\phi_\alpha : \mathcal{B}_\alpha \to \{\{v\} \mid v \in r(\alpha)\} \cup \{B \in A_s \cup A_\infty \mid B \subseteq r(\alpha)\}$ be the correspondence given in Proposition 3.17. Then, the map $\Phi : \mathcal{T} \to X$ given by

$$\Phi(\xi^\alpha) = \begin{cases} (\phi_s(\xi_0), \phi_\omega(\xi_0)), & \text{if } \alpha = \omega; \\
(\alpha, \phi_\alpha(\xi_{|\alpha|})), & 0 < |\alpha| < \infty; \\
\alpha, & |\alpha| = \infty \end{cases}$$

is a homeomorphism.

Proof. We start by showing that $\Phi$ is well-defined. If $\xi^\alpha$ is a filter of infinite type, then it is clear that $\Phi(\xi^\alpha) \in X$. If $\xi^\alpha$ is a filter of finite type and $\phi_\alpha(\xi_{|\alpha|}) \in A_s \cup A_\infty$, then $\Phi(\xi^\alpha)$ is also an element of $X$. Finally, we have to show that if $\xi^\alpha$ is a filter of infinite type and $\phi_\alpha(\xi_{|\alpha|})$ is a singleton, say $\{v\}$, then $v$ is either a sink or an infinite emitter. This follows from Theorem 2.14 since in this case $\{v\} \in \xi_{|\alpha|}$.

We now build an inverse for $\Phi$. Denote by $G^0_{sg}$ the set of vertices that are either an infinite emitter or a sink. Define $\Psi : X \to \mathcal{T}$ as follows:

(a) For $(A, A)$, where $A \in \{\{v\} \mid v \in G^0_{sg} \cup A_s \cup A_\infty\}$, we let $\Psi(A, A)$ be the filter associated to the pair $(\omega, \phi_\omega^{-1}(A))$.

(b) For $(\alpha, A)$, where $A \in \{\{v\} \mid v \in r(\alpha) \cap G^0_{sg}\} \cup \{B \in A_s \cup A_\infty \mid B \subseteq r(\alpha)\}$, we let $\Psi(\alpha, A)$ be the filter associated to the pair $(\alpha, \phi_\alpha^{-1}(A))$.

(c) For $\alpha$ an infinite path, we let $\Psi(\alpha)$ be the filter associated to $\alpha$.

We check that $\Psi$ is well-defined. For (a) and (b), fix $\alpha \in \mathcal{L}^\ast$, where $\alpha = \omega$ for item (a). We have four cases to consider for $A$. If $A = \{v\}$ with $v$ a sink, then all elements of $\phi_\omega^{-1}(A)$ contains $\{v\}$ as a subset and so they satisfy Theorem 2.14(ii)(b). If $A = \{v\}$ with $v$ an infinite emitter, then all elements of $\phi_\omega^{-1}(A)$ are infinite emitters and so they satisfy Theorem 2.14(ii)(a). If $A \in A_s$, then it contains an infinite number of sinks and hence, by the description of $\phi_\omega^{-1}(A)$, we see that all its elements satisfy Theorem 2.14(ii)(b). Analogously, if $A \in A_\infty$ and $|A| = \infty$, all elements of $\phi_\omega^{-1}(A)$ satisfy Theorem 2.14(ii)(a). In all cases, we get a tight filter. For (c), $\Psi(\alpha)$ is well-defined by Proposition 3.6 and Theorem 2.14(i).

To see that $\Psi = \Phi^{-1}$, for finite paths, we use [5] Propositions 4.3 and 4.4] and Proposition 3.17 and, for infinite paths, we use [5] Theorem 4.13 and Proposition 3.6.

Let us prove now that $\Phi$ is continuous. For this we consider the basis for the topology on $X$ given in in Section 2.2.1 and we show that $\Phi^{-1}$ of each such basic open set is a basic open set for $\mathcal{T}$. If $(\beta, B) \in \mathcal{P}$, then, by the description of $\Phi^{-1}$ as $\Psi$, Remark 3.1 and [5] Proposition 4.1], we see that $\Phi^{-1}(D(\beta, B)) = V(\beta, B, \beta)$. Analogously, if $(\beta, B) \in X_{fin}$, $F = \{f_1, \ldots, f_n\} \subseteq \varepsilon(B)$ and $S = \{s_1, \ldots, s_m\} \subseteq B \cap G^0_{sg}$, then

$$\Phi^{-1}(D(\beta, B, F,S)) = V(\beta, B, \beta; (\beta, f_1, \beta), \ldots, (\beta, f_n, \beta), (\beta, s_1, \beta), \ldots, (\beta, s_m, \beta)).$$
Hence the inverse image of each basic open set of $X$ by $\Phi$ is also open, from where we conclude that $\Phi$ is continuous.

It remains to show that $\Psi$ is continuous. For that, it is sufficient to show that $\Psi$ is a local homeomorphism. Notice that the sets $D(\beta, B)$, for $(\beta, B) \in p$, cover $X$, and that, for each $(\beta, B) \in p$, we can restrict $\Phi$ to a bijection between $V(\beta, B)$ and $D(\beta, B)$. Since $V(\beta, B)$ is compact, $X$ is Hausdorff and $\Phi$ is continuous, this restriction is a homeomorphism with inverse given by a restriction of $\Psi$. This implies that $\Psi$ is a local homeomorphism and therefore continuous.

Example 3.19. Let $\mathcal{G}$ be the ultragraph such that $G^0 = \{v_i\}_{i \in \mathbb{N}}$ and edges $e_i$ such that $s(e_i) = v_0$, $r(e_i) = \{v_i : i = 1, 2, \ldots\}$ and, for $i \neq 0$, $s(e_i) = v_i$ and $r(e_i) = \{v_0, v_i\}$. Notice that this ultragraph has no sinks and satisfies condition (RFUM2). The set $r(e_0)$ is a minimal infinite emitter so that $(e_0, r(e_0)) \in X$. In order to describe the corresponding element of $T$, we note that $B_{e_0}$ consists only of the finite and cofinite subsets of $r(e_0)$. Then, by Proposition 3.17 and what we have just noticed, $\phi_{e_0}(r(e_0))$ is the set of all cofinite subsets of $r(e_0)$, which is not a principal filter. Using the homeomorphism from Theorem 3.18, $(e_0, r(e_0))$ corresponds to the element $\xi$ given by the pair $(e_0, \phi_{e_0}^{-1}(r(e_0)))$. Finally, notice that, by the description of convergence in $X$ given in [46, Corollary 3.20], the sequence of infinite paths $(e_0 e_n^\infty)_{n \in \mathbb{N}}$ converges to $(e_0, r(e_0))$. Notice that in the space defined just after [39, Proposition 18], there is no element corresponding to $\xi$ (see Remark 3.7).

3.2.3 Identifying the groupoids

In [46] the groupoid associated with an ultragraph that satisfies Condition (RFUM2) is the Renault–Deaconu groupoid obtained from a partially defined shift map on the space $X$, in a similar fashion to what we described for general ultragraphs in Subsection 3.1. In this subsection we identify our general groupoid described in Subsection 3.1 with the groupoid described in [46]. For completeness sake we briefly recall the definition of the groupoid defined in [46].

Definition 3.20. Let $\mathcal{G}$ be an ultragraph that satisfies Condition (RFUM2). We define the groupoid associated to $\mathcal{G}$ by $G(X, \tilde{\sigma}) := \{(x, m - n, y) : x, y \in X; m, n \in \mathbb{N}; \tilde{\sigma}^m(x) = \tilde{\sigma}^n(y)\}$, where $\tilde{\sigma}$ is the shift map on $X$ (see [46]). The source function is defined by $s(x, k, y) = y$ and the range by $r(x, k, y) = x$. Multiplication is given by $(x, k, y)(y, l, z) = (x, k + l, z)$ and inversion by $(x, k, y)^{-1} = (y, -k, x)$. The topology considered is that of cylinder sets, see [46].

Proposition 3.21. Suppose that $\mathcal{G}$ is an ultragraph that satisfies condition (RFUM2). Then the groupoids $G(X, \tilde{\sigma})$ and $\Gamma(T, \sigma)$ are isomorphic as topological groupoids.

Proof. It easy to check that $\Phi$ from Theorem 3.18 gives a conjugation between the shift on $X$ and the shift on $T$, and since both groupoids are Renault–Deaconu groupoids, the result follows.

4 Partial actions for ultragraphs via labelled spaces

Partial actions are the subject of intense research. They are interesting on their own and their associated algebras are used to model many known algebras, in particular the ones associated with combinatorial objects (see [19, 20]). In the context of ultragraphs, partial actions are used to describe the C*-algebras associated with ultragraphs that satisfy Condition (RFUM) or Condition (RFUM2), see [27, 46]. In the purely algebraic setting, the ultragraph Leavitt path algebra associated with a general ultragraph is realized as a partial skew group ring associated to a partial action in [23]. The goal of this section is to show that the topological partial
action associated with a labelled space (as in [17, Proposition 3.12]) gives rise to an algebraic partial action (via locally constant functions with compact support) that is equivalent to the algebraic partial action defined in [23]. Furthermore, using the identification of $T$ with $X$ from Theorem 3.18 we also observe that for ultragraphs that satisfy Condition (RFUM2) the partial action defined in [17] generalizes that of [46].

4.1 The topological partial action on the tight filters of $E(S)$

In [17] a partial action by the free group generated by the alphabet $A$ is defined on the tight spectrum $T$ of a labelled space. In this section we outline this construction and refer the reader to [17, Section 3] for the details. For the definition of a topological partial action we refer the reader to [20, Proposition 2.5 and Definition 5.1].

Fix a weakly-left resolving labelled space $(E,L,X)$ and let $F$ be the free group generated by $A$ (identifying the identity of $F$ with $\omega$). Then, by [17, Proposition 3.12], for every $t \in F$ there is a compact open set $V_t \subseteq T$ and a homeomorphism $\varphi_t : V_{t^{-1}} \to V_t$ such that

$$\Delta = (\{V_t\}_{t \in F}, \{\varphi_t\}_{t \in F}) \quad (4.1)$$

is a topological partial action of $F$ on $T$. In particular, $V_\omega = T$ and if $\alpha, \beta \in L^*$, then $V_\alpha = V_{(\alpha,r(\alpha),\omega)}$, $V_{\alpha^{-1}} = V_{(\omega,r(\alpha),\omega)}$, and $V_{(\alpha\beta)^{-1}} = \varphi_{\beta^{-1}}^{-1}(V_{\alpha^{-1}})$, with $V_{(\alpha\beta)^{-1}} \neq \emptyset$ if and only if $r(\alpha) \cap (\beta) \neq \emptyset$ ([17, Lemma 3.10]).

For the labelled space associated to an ultragraph, we can intuitively describe the map $\varphi_{\alpha\beta^{-1}}$, for $\alpha, \beta \in L^*$, as cutting $\beta$ from the beginning of an element $\xi \in V_{\alpha^{-1}}$ and then gluing $\alpha$ in front of it. For filters of finite type we just have to take into account the last filter of the corresponding complete family. In most cases, the last filter is kept fixed, unless the empty word is involved. If $\beta$ is the labelled path associated to an element $\xi \in V_{\alpha^{-1}}$, then by cutting $\beta$ we get the filter associated to the pair $(\omega, \rangle_{\alpha} \xi_{\beta})$, and by gluing $\alpha$ afterwards, we get the filter associated to the pair $(\alpha, \mathcal{F})$, where $\mathcal{F} = \{A \cap r(\alpha) \mid A \in \rangle_{\alpha} \xi_{\beta}\}$.

**Remark 4.2.** Using the map $\Phi$ of Theorem 3.18 and the above description of the partial action, it follows that $\Delta$ is a generalization of the partial action for ultragraphs without sinks satisfying (RFUM) as in [27] and the generalization to ultragraphs satisfying (RFUM2) in [46].

We let

$$F \ltimes_\Delta T = \{(t, \xi) \in F \times T : \xi \in V_t\} \quad (4.3)$$

denote the transformation groupoid associated with $\Delta$, as defined in [1]. Then $\varGamma(T, \sigma)$ defined in Section 3 and $F \ltimes_\Delta T$ are isomorphic as topological groupoids, [17, Theorem 5.5]. In Theorem 5.5 and Section 4 it will be convenient to use $F \ltimes_\Delta T$ as the groupoid associated with a labelled space.

4.2 The algebraic partial action associated with an ultragraph

In this subsection we show that the induced algebraic partial action arising from the action defined in Subsection 4.1 and the partial action defined in [23] are equivalent. We connect the necessary concepts from [23] with the concepts we developed so far, but we will refrain from reproducing here the whole construction given in [23]. We maintain the notation of the previous section.

For the remainder of the section $R$ is a commutative unital ring and, for a Hausdorff space $X$, $\text{Lc}(X,R)$ denotes the set of locally constant $R$-valued functions on $X$ with compact support.

Given an ultragraph $G$, we let

$$Y = \mathfrak{p}^\infty \cup \{(\alpha, v) \mid \alpha \in L^*, \ v \in G^0_s \cap r(\alpha)\}. \quad (4.4)$$
Remark 4.5. The set $Y$ is essentially the same as $X$ considered in [23]. The only difference is that we are using $(\omega, v)$ instead of $(v, v)$, recalling that $\omega$ is the empty word.

For each $e = (\alpha, A, \alpha) \in E(S) \setminus \{0\}$, we define

$$ Y_e = \{ y \in Y \mid |y| > |\alpha|, \ y_1, |\alpha| = \alpha, \ s(y_{|\alpha|+1}) \in A \} \cup \{ (\alpha, v) \mid v \in A \cap G_0^\alpha \}. $$

We also define $Y_0 = \emptyset$.

Remark 4.6. Each set defined directly after [23, Notation 3.4] can be seen as $Y_e$ for some $e \in E(S)$: for $\alpha, \beta \in \mathcal{L}^*$ and $A \in G_0^\alpha$, the set $X_{\alpha \beta^{-1}}$ corresponds to $Y_{(\alpha, r(\alpha) \cap r(\beta), \alpha)}$, $X_A$ corresponds to $Y_{(\omega, A, \omega)}$ and $X_{\alpha A}$ corresponds to $Y_{(\alpha, A, \alpha)}$.

The following lemma is a simplification of [23, Lemma 3.6].

Lemma 4.7. For every $e, f \in E(S)$, $Y_e \cap Y_f = Y_{ef}$.

Let $\mathcal{D}$ be the Boolean algebra in $P(Y)$ generated by the family $\{Y_e \mid e \in E(S)\}$, and let $\mathcal{D}$ be the the set of all ultrafilters on $\mathcal{D}$, that is, the Stone dual of $\mathcal{D}$. We will show that $\mathcal{D}$ is homeomorphic to $\mathcal{T}$, but for this we need a few auxiliary results first.

For $n \in \mathbb{N}$ and $e, e_1, \ldots, e_n$, we define $Y_{e;e_1,\ldots,e_n} = Y_e \cap Y_{e_1} \cap \cdots \cap Y_{e_n}$. Using Lemma 4.7, we can see that every element of $\mathcal{D}$ is a finite union of sets of the form $Y_{e;e_1,\ldots,e_n}$.

Lemma 4.8. Let $n \in \mathbb{N}$ and $e, e_1, \ldots, e_n \in E(S)$ be given.

(i) For $\alpha \in \mathbb{P}^\infty$ and $\xi$ the only tight filter associated to $\alpha$, we have that $\xi \in V_{e;e_1,\ldots,e_n}$ if and only if $\alpha \in Y_{e;e_1,\ldots,e_n}$.

(ii) For $(\alpha, v) \in Y$, where $\alpha \in \mathcal{L}^*$ and $v \in G_0^\alpha$, let $\xi$ be the tight filter associated to $(\alpha, \uparrow_{\pi_\alpha} \{v\})$. Then, $\xi \in V_{e;e_1,\ldots,e_n}$ if and only if $(\alpha, v) \in Y_{e;e_1,\ldots,e_n}$.

In particular, items (i) and (ii) define an injective map $\iota : Y \to \mathcal{T}$ such that $\iota(Y_{e;e_1,\ldots,e_n}) = \iota(Y) \cap V_{e;e_1,\ldots,e_n}$.

Proof. (i) Notice that for $e = (\beta, B, \beta)$ to be an element of $\xi$, we must have that $\beta$ is a beginning of $\alpha$ and $s(\alpha_{|\beta|+1}) \in B$. The result then follows from the definitions of $V_{e;e_1,\ldots,e_n}$ and $Y_{e;e_1,\ldots,e_n}$.

(ii) In this case for $e = (\beta, B, \beta)$ to be an element of $\xi$, either $\beta$ is a beginning of $\alpha$ with $|\beta| < |\alpha|$ and $s(\alpha_{|\beta|+1}) \in B$, or $\beta = \alpha$ and $v \in B$. Again, the result follows from the definitions of $V_{e;e_1,\ldots,e_n}$ and $Y_{e;e_1,\ldots,e_n}$.

The last part follows immediately from (i) and (ii).

For $e = (e, e_1, \ldots, e_n) \in E(S)^+$, recall that $V_e = V_{e;e_1,\ldots,e_n}$ as in Section 2.3. We also define $Y_e = Y_{e;e_1,\ldots,e_n}$.

Lemma 4.9. The map $\iota : Y \to \mathcal{T}$ given by Lemma 4.8 has dense image.

Proof. We prove that for every basic open set of the form $V_e$, where $e \in E(S)^+$, if $V_e \neq \emptyset$, then there exists $y \in Y$ such that $\iota(y) \in V_e$. Suppose then, that $\xi^\alpha \in V_e$ for some $e \in E(S)^+$. If $|\alpha| = \infty$, then by Lemma 4.8, $\iota(\alpha) = \xi^\alpha \in V_\alpha$.

Suppose now that $\xi^\alpha$ is a filter of finite type and consider the three cases of Proposition 3.6. For case (i), we have that $\iota(\alpha, v) = \xi^\alpha \in V_e$ by Lemma 4.8. For case (ii), suppose that $|\varepsilon(A)| = \infty$ for all $A \in \xi[|\alpha|]$. Fix $A \in \xi[|\alpha|]$ and assume without loss of generality that $e = ((\beta, B_0, \beta), (\alpha, B_1, \alpha), \ldots, (\alpha, B_k, \alpha), (\delta_1, C_1, \delta_1), \ldots, (\delta_l, C_l, \delta_l))$, where $\alpha = \beta \gamma$ for some $\gamma \in \mathcal{L}^*$, $r(B_0, \gamma) \in \xi[|\alpha|]$ and for each $j = 1, \ldots, l$, $\delta_j$ is either a beginning of $\alpha$ with $|\delta_j| < |\alpha|$, in which case
In order to prove that $A' := (r(B_0, \gamma) \cap A) \setminus (B_1 \cup \cdots \cup B_k) \in \xi_{|\alpha|}$ and therefore $|\varepsilon(A')| = \infty$. We can then choose $a \in \varepsilon(A')$ such that $a$ is not the $|\alpha| + 1$ coordinate of any $\delta_j$. From $\alpha a$ we can build an element $y \in Y$ beginning with $\alpha a$ by adding edges until we find a sink or we add infinitely many edges and build an infinite path. Then, by construction $y \in Y_e$, and therefore by Lemma 4.8, $t(y) \in V_e$. Finally, for case (iii), if we let $A'$ as above, then $|A' \cap G_{m0}| = \infty$. Analogous to case (ii), if we take any $v \in A' \cap G_{m0}$, then $t(\alpha, v) \in V_e$.

**Lemma 4.10.** Let $e, f^{(1)}, \ldots, f^{(m)} \in E(S)^+$, where $m \in \mathbb{N}$ with $m \geq 1$. If $Y_e \subseteq \bigcup_{i=1}^m Y_{f^{(i)}}$, then $V_e \subseteq \bigcup_{i=1}^m V_{f^{(i)}}$.

**Proof.** Let $\xi \in V_e$. By Lemma 4.8, there exists a sequence $\{y_n\}_{n \in \mathbb{N}}$ in $Y$ such that $t(y_n)$ converges to $\xi$. Since $V_e$ is open, by Lemma 4.8, we may assume that $y_n \in Y_e$ for all $n \in \mathbb{N}$. By the pigeonhole principle, there exists $i \in \{1, \ldots, m\}$ such that $Y_{f^{(i)}}$ contains $y_n$ for infinitely many $n \in \mathbb{N}$. We can then take a subsequence $\{y_{n_k}\}_{k \in \mathbb{N}}$ such that $y_{n_k} \in Y_{f^{(i)}}$ for all $k \in \mathbb{N}$. By Lemma 4.8, $t(y_{n_k}) \in V_{f^{(i)}}$ for all $k \in \mathbb{N}$. Since $V_{f^{(i)}}$ is compact and $T$ is Hausdorff, we conclude that $\xi \in V_{f^{(i)}}$.

For each $Z \in \mathcal{D}$, let $\hat{Z} = \{F \in \hat{D} \mid Z \subseteq F\}$. By the Stone duality, if $\mathcal{K}(\hat{D})$ is the family of all compact-open subsets of $\hat{D}$, then the map $Z \in \mathcal{D} \to \hat{Z} \in \mathcal{K}(\hat{D})$ is an isomorphism of Boolean algebras.

We now prove that $\hat{D}$ and $T$ are homeomorphic.

**Proposition 4.11.** The map $\Phi: \hat{D} \to T$ given by

$$\Phi(F) = \{e \in E(S) \mid Y_e \subseteq F\}$$

is a homeomorphism such that $\Phi(\hat{Y}_e) = V_e$ for all $e \in E(S)^+$.

**Proof.** We first check that $\Phi$ is well-defined. Given $F \in \hat{D}$, since $Y_0 = \emptyset$, we have that $Y_0 \notin F$ and therefore $0 \notin \Phi(F)$. That $\Phi(F)$ is a filter in $E(S)$ then follows from the fact that $e \leq f$ in $E(S)$ whenever $ef = e$ in $S$ and Lemma 4.7. By Theorem 2.14, we can describe $\Phi(F)$ as a pair $(\alpha, \{\xi_n\}_{n=0}^{|\alpha|})$, where $\{\xi_n\}_{n=0}^{|\alpha|}$ is a complete family of filters for $\alpha$. We now prove, using Proposition 2.11, that $\xi_n$ is an ultrafilter for every $n$. In order to do this, we fix $n$, we take an arbitrary $A \in B_{\alpha_n} \setminus \xi_n$, and we show that there exists $C \in \xi_n$ such that $A \cap C = \emptyset$. Take $B \in \xi_n$ and notice that $A \cup B \in \xi_n$ and $A \cup B$ can be written as the disjoint union $A \cup (B \setminus A)$. Then $Y_{\alpha_{n+1} \cup B, \alpha_n} = Y_{\alpha_{n+1}, A \cup B} = Y_{\alpha_{n+1}, A} \cup Y_{\alpha_{n+1}, B \setminus A, \alpha_n}$, again the union being disjoint. Since $F$ is an ultrafilter, it is a prime filter, and since $A \notin \xi_n$, we have that $y_{\alpha_{n+1} \cup B, \alpha_n} \notin F$ and therefore $C = B \setminus A \in \xi_n$ is such that $A \cap C = \emptyset$. If $|\alpha| = \infty$, then $\Phi(F)$ is a tight filter by Theorem 2.14. Suppose then that $|\alpha| < \infty$ and let us check Condition (ii) of Theorem 2.14. If $A \in \xi_{|\alpha|}$ is such that $A \cap G_{m0} = \emptyset$ and $\varepsilon(A) < \infty$, then $Y_{\alpha, \alpha} = \cup_{E \in \varepsilon(A)} Y_{\alpha, r(e), \alpha}$, and since $F$ is prime, there exists $e_0 \in \varepsilon(A)$ such that $Y_{\alpha, r(e_0), \alpha} \notin F$. This implies that $(\alpha e_0, r(e_0), \alpha) \in \Phi(F)$, but this contradicts the fact that $\alpha$ is the labelled path associated to $\Phi(F)$. We conclude that $\Phi(F) \in T$ when $|\alpha| < \infty$ and $|\alpha| = \infty$, showing $\Phi$ is well-defined.

For the inverse of $\Phi$, given $\xi \in T$, we define

$$\mathcal{F}_\xi = \{Z \in \mathcal{D} \mid \exists e \in E(S)^+ \text{ such that } \xi \in V_e \text{ and } Y_e \subseteq Z\}.$$

In order to prove that $\mathcal{F}_\xi$ is an ultrafilter, it suffices to show that for $n \in \mathbb{N}$ with $n \geq 2$, if $f^{(1)}, \ldots, f^{(n)} \in E(S)^+$ are such that $\bigcup_{i=1}^n Y_{f^{(i)}} \in \mathcal{F}_\xi$, then there exists $i \in \{1, \ldots, n\}$ such that $Y_{f^{(i)}} \in \mathcal{F}_\xi$. By the definition of $\mathcal{F}_\xi$, if $\bigcup_{i=1}^n Y_{f^{(i)}} \in \mathcal{F}_\xi$, then there exists $e \in E(S)^+$ such that $\xi \in V_e$ and $Y_e \subseteq \bigcup_{i=1}^n Y_{f^{(i)}}$. By Lemma 4.10, there exists $i \in \{1, \ldots, n\}$ such that $\xi \in V_{f^{(i)}}$, but
this implies that $Y_{\ell_0} \in \mathcal{F}_\xi$. The map $\Psi : T \to \hat{D}$ given by $\Psi(\xi) = \mathcal{F}_\xi$ is then well-defined. Let us prove that $\Psi = \Phi^{-1}$.

Given $\mathcal{F} \in \hat{D}$ and $Z \in \mathcal{F}$, there exists $e = (e, e_1, \ldots, e_n) \in E(S)^+$ such that $Y_e \in \mathcal{F}$ and $Y_e \subseteq Z$. Notice that $Y_e \in \mathcal{F}$ and $Y_{e_i} \notin \mathcal{F}$ for all $i = 1, \ldots, n$. By definition, $e \in \Phi(\mathcal{F})$ and $e_i \notin \Phi(\mathcal{F})$ for all $i = 1, \ldots, n$, which implies that $\Phi(\mathcal{F}) \in V_e$. We conclude that $Z \in \Psi(\Phi(\mathcal{F}))$, and since $Z$ was arbitrary, $\mathcal{F} \subseteq \Psi(\Phi(\mathcal{F}))$. The equality follows from the fact that $\mathcal{F}$ is an ultrafilter.

Now fix $\xi \in T$. If $e \in \xi$, then $\xi \in V_e$, which implies that $Y_e \in \Psi(\xi)$, and hence $e \in \Phi(\Psi(\xi))$. We conclude that $\xi \subseteq \Phi(\Psi(\xi))$. For the reverse inclusion, suppose that $e \in \Phi(\Psi(\xi))$. In this case $Y_e \in \Phi(\Psi(\xi))$, and therefore there exists $f \in E(S)^+$ such that $\xi \in V_f$ and $Y_f \subseteq Y_e$. By Lemma 4.10, $V_f \subseteq V_e$, which implies that $\xi \in V_e$, that is, $e \in \xi$. The equality $\xi = \Phi(\Psi(\xi))$ now follows.

The equality $\Phi(\hat{Y}_e) = V_e$ for all $e \in E(S)^+$ follows from the construction of $\Phi$. Finally, the family $\{\hat{Y}_e\}_{e \in E(S)^+}$ is a basis for the topology on $\hat{D}$, which is sent by $\Phi$ to the basis $\{V_e\}_{e \in E(S)^+}$ of $T$. Hence $\Phi$ is a homeomorphism.

Next we prove that the algebra $D$ defined in [23] is isomorphic to $\text{Lc}(\hat{D}, R)$. Before we present this result we make a few observations.

If we define $\mathcal{C} = \{Y_{(\alpha, A, \alpha)} \mid (\alpha, A, \alpha) \in E(S), A \in \mathcal{G}^0\}$, then the algebra $D$ defined in [23] coincides with $F_\mathcal{C}(Y)$. Notice that the algebra of sets generated by $\mathcal{C}$ is $\mathcal{D}$, and thus, by Lemma 2.2 we have that $D = F_\mathcal{D}(Y)$. Hence,

$$D = \text{span}\{1_{Y_{(\alpha, A, \alpha)}} : (\alpha, A, \alpha) \in E(S)\}. \quad (4.12)$$

**Proposition 4.13.** There exists an isomorphism of $R$-algebras $\phi : \text{Lc}(\hat{D}, R) \to D$ such that $\phi(1_Z) = 1_Z$ for all $Z \in \mathcal{D}$.

**Proof.** Given a non-zero element $f \in \text{Lc}(\hat{D}, R)$, let $\{r_1, \ldots, r_n\}$ be the non-zero elements belonging to the image of $f$ and such that $r_i \neq r_j$ whenever $i \neq j$. For each $i = 1, \ldots, n$, let $U_i = f^{-1}(r_i)$. Then $U_i$ is a compact-open subset of $\hat{D}$ and therefore there is a unique $Z_i \in \mathcal{D}$ such that $U_i = \hat{Z}_i$. Define $\phi(f) = \sum_{i=1}^n r_i 1_{Z_i}$ and $\phi(0) = 0$. Using the isomorphism of Boolean algebra $Z \in \mathcal{D} \to \hat{Z} \in \mathcal{K}(\hat{D})$, it is easy to check that $\phi$ is a homomorphism of $R$-algebras. We have that $\phi$ is surjective because its image contains the generators of $D$. Moreover, observe that for $Z \in \mathcal{D}$, we have that $1_Z = 0 \iff Z = \emptyset \iff \hat{Z} = \emptyset \iff 1_{\hat{Z}} = 0$, from where we conclude that $\phi$ is injective.

We have identified $\text{Lc}(\hat{D}, R)$ with $\mathcal{D}$ above, but our goal is to identify $\text{Lc}(T, R)$ with $D$. We will do this using the identification between $\hat{D}$ and $T$ given in Proposition 4.11. To this end, we need the following lemma, which describes a typical open set $V_t$, where $t \in \mathcal{F}$, that appears in the definition of the partial action $\Delta$ (see [1.1]).

**Lemma 4.14.** For $\alpha, \beta \in \mathcal{L}^*$ we have that $V_{\alpha\beta^{-1}} = V_{(\alpha, r(\alpha) \cap r(\beta), \alpha)}$.

**Proof.** If $\xi \in V_{\alpha\beta^{-1}}$ then $r(\alpha) \cap r(\beta) \neq \emptyset$ (see [17] Lemma 3.10), and by the partial action associated with a labelled space (1.1)

$$\xi = \varphi_{\alpha\beta^{-1}}(\eta)$$

for some $\eta \in V_{(\alpha, r(\alpha) \cap r(\beta), \alpha)}$. That is, $\eta = \eta^{\beta\gamma}$, for some $\gamma \in \mathcal{L}^\infty \cup \mathcal{L}^*$. Then, $(\omega, r(\beta), \omega) \in \varphi_{\beta^{-1}}(\eta)$, which implies that $(\alpha, r(\alpha) \cap r(\beta), \alpha) \in \varphi_{\alpha\beta^{-1}}(\eta) = \xi$, proving that $V_{\alpha\beta^{-1}} \subseteq V_{(\alpha, r(\alpha) \cap r(\beta), \alpha)}$.

For the reverse inclusion, if $\xi \in V_{(\alpha, r(\alpha) \cap r(\beta), \alpha)}$, then $(\alpha, r(\alpha) \cap r(\beta), \alpha) \in \xi$ and thus $\xi = \xi^\alpha \gamma$ for some $\gamma \in \mathcal{L}^\infty \cup \mathcal{L}^*$. Then, $(\omega, r(\alpha) \cap r(\beta), \omega) \in \varphi_{\alpha^{-1}}(\xi)$, which implies that $(r(\alpha) \cap r(\beta))$ is
\(\varphi^{-1}_a(\xi)_0\). Since \(\varphi^{-1}_a(\xi)_0\) is an ultra filter, it follows that \(r(\beta) \in \varphi^{-1}_a(\xi)_0\). Thus, \(\varphi^{-1}_a(\xi)\) is in the set of tight filters that can be “glued” to \(\beta\). Now, let \(\eta = \varphi_\beta(\varphi^{-1}_a(\xi))\). Then,
\[
\xi = \varphi_a(\varphi^{-1}_\beta(\eta)).
\]
That is, \(\xi \in V_{a\beta^{-1}}\), and thus \(V_{(\alpha,r(\alpha)\cap r(\beta),\alpha)} \subseteq V_{a\beta^{-1}}\).

For \(t \in \mathbb{F}\),
\[
D_t = \text{span}\{1_t \psi_{V_{(\alpha,A,\alpha)}} : (\alpha, A, \alpha) \in E(S)\}
\]
defines an ideal in \(D\). Note that if \(t = \gamma\delta^{-1}\) for some \(\gamma, \delta \in \mathcal{L}^*\), then \(D_{\gamma\delta^{-1}} = D_{X_{\gamma\delta^{-1}}}\) in the notation of [23], which corresponds to our \(D_{Y(\gamma,r(\gamma)\cap r(\beta),\gamma)}\) (see Remark [4.6]). For the remainder of this section we retain the notation from earlier by still letting \(\phi\) denote the isomorphism from Proposition [4.13] and \(\Phi\) the homeomorphism from Proposition [4.11].

**Proposition 4.15.** For any compact open set \(U \subseteq T\), we define
\[
\psi(1_U) = \phi(1_{\Phi^{-1}(U)}).
\]
Then \(\psi\) extends to an isomorphism of \(\text{Lc}(T, R)\) onto \(D\). Furthermore, if \(t \in \mathbb{F}\) is in reduced form, then \(\psi(\text{Lc}(V_t, R)) = D_t\).

**Proof.** The claim that \(\psi\) extends to an isomorphism of \(\text{Lc}(T, R)\) onto \(D\) follows from Proposition [4.11] and Proposition [4.13].

Let \(t \in \mathbb{F}\) be in reduced form. If \(t = \omega\), then \(\text{Lc}(V_t, R) = \text{Lc}(T, R)\), and we are done. If \(t \neq \omega\) and \(V_t \neq \emptyset\), then \(t \in \{1 \in \mathcal{L}^* \} \cup \{\alpha^{-1} : \alpha \in \mathcal{L}^*\} \cup \{\alpha\beta^{-1} : \beta, \alpha \in \mathcal{L}^*, r(\alpha) \cap r(\beta) \neq \emptyset\}\), by [17, Lemma 3.11]. Similarly, by [23, Notation 3.4], if \(D_t \neq \emptyset\), then \(t = \alpha\beta^{-1}\) with \(r(\alpha) \cap r(\beta) \neq \emptyset\). Hence we may assume without loss of generality that \(t = \alpha\beta^{-1}\) with \(\alpha, \beta \in \mathcal{L}^*\) and \(r(\alpha) \cap r(\beta) \neq \emptyset\).

We first show that \(\psi(\text{Lc}(V_t, R)) \subseteq D_t\). By Lemma [4.13] we have that \(V_t = V_{a\beta^{-1}} = V_{(\alpha,r(\alpha)\cap r(\beta),\alpha)}\), and then it follows from Lemma [4.11] that \(\psi(1_{V_{(\alpha,r(\alpha)\cap r(\beta),\alpha)}}) = 1_{Y_{(\alpha,r(\alpha)\cap r(\beta),\alpha)}}\).

Let \(U \subseteq V_t\) be a compact open set. Then \(\Phi^{-1}(U)\) is a compact open set in \(\widehat{D}\). That is, \(\Phi^{-1}(U) \in \mathcal{K}(\widehat{D})\). Hence there exists a \(Z \in \mathcal{D}\) such that \(\Phi^{-1}(U) = \widehat{Z} \subseteq \widehat{Y_{(\alpha,r(\alpha)\cap r(\beta),\alpha)}}\).

Then,
\[
\psi(1_U) = \psi(1_U 1_{V_{(\alpha,r(\alpha)\cap r(\beta),\alpha)}}) = 1_Z 1_{V_{(\alpha,r(\alpha)\cap r(\beta),\alpha)}},
\]
which belongs to \(D_t\). If \(f \in \text{Lc}(V_t, R)\) is arbitrary, then \(f = \sum_{i=1}^{n} r_i 1_{U_i}\), where \(r_i \in R\) and \(U_i \subseteq V_t\) are compact open for each \(i = 1, 2, \ldots, n\). Then, \(\psi(f) = \sum_{i=1}^{n} r_i \psi(1_{U_i}) \in D_t\). Hence \(\psi(\text{Lc}(V_t, R)) \subseteq D_t\).

To show that \(\psi(\text{Lc}(V_t, R)) \subseteq D_t\), it will suffice to show that each generator of \(D_t\) is the image of some function from \(\text{Lc}(V_t, R)\). Consider \(1_{Y_{(\alpha,r(\alpha)\cap r(\beta),\alpha)}} 1_{Y_{(\gamma,C,\gamma)}} \in D_t\), with \((\gamma, C, \gamma) \in E(S)\).

Then
\[
\psi(1_{Y_{(\alpha,r(\alpha)\cap r(\beta),\alpha)}} 1_{Y_{(\gamma,C,\gamma)}}) = 1_{Y_{(\alpha,r(\alpha)\cap r(\beta),\alpha)}} 1_{Y_{(\gamma,C,\gamma)}},
\]
and \(1_{Y_{(\alpha,r(\alpha)\cap r(\beta),\alpha)}} 1_{Y_{(\gamma,C,\gamma)}} \in \text{Lc}(V_{(\alpha,r(\alpha)\cap r(\beta),\alpha)}, R) = \text{Lc}(V_{a\beta^{-1}}, R)\). Hence, \(\psi\) maps \(\text{Lc}(V_t, R)\) onto \(D_t\).

Let \(\Delta = (\{V_t\}_{t \in \mathbb{F}}, \{r_t\}_{t \in \mathbb{F}})\) be the partial action on \(T\) defined in (4.11). Then \(\Delta\) induces a dual algebraic partial action \(\Delta = (\{\text{Lc}(V_t, R)\}_{t \in \mathbb{F}}, \{r_t\}_{t \in \mathbb{F}})\), and each \(\tilde{\varphi}_t : \text{Lc}(V_t, R) \to \text{Lc}(V_t, R)\) is the isomorphism defined by \(\tilde{\varphi}_t(f)(\xi) = f \circ \varphi^{-1}_t(\xi)\).

We now state the main result of this section.
Theorem 4.16. Let $\mathcal{G}$ be an ultragraph, $\Theta = (\{D_t\}_{t \in \mathbb{F}}, \{\theta_t\}_{t \in \mathbb{F}})$ be the algebraic partial action of $\mathbb{F}$ on $D$ as defined in [22, Remark 3.8] and $\Delta = (\{V_t\}_{t \in \mathbb{F}}, \{\varphi_t\}_{t \in \mathbb{F}})$ be the dual of the topological partial action $\Delta = (\{V_t\}_{t \in \mathbb{F}}, \{\psi_t\}_{t \in \mathbb{F}})$ defined in [4, 7]. Then $\Theta$ and $\Delta$ are equivalent.

Proof. If $\psi$ is the map of Proposition 4.15 then $\psi \circ \psi_t = \theta_t \circ \psi$ for all $t \in \mathbb{F}$, from where the result follows. \hfill \qed

Remark 4.17. In the context of Leavitt path algebras the purely algebraic partial action defined in [25] is shown to be equivalent to a topological partial action in [32, Page 3964]. The above result generalizes this for ultragraph Leavitt path algebras.

5 Ultragraph algebras

In this section we focus on the realization of the algebras associated to ultragraphs as groupoid algebras. In the algebraic setting we first do the fundamental task of reconciling the two running definitions of an ultragraph Leavitt path algebra, and then we realize such algebras as Steinberg algebras. In the C*-algebraic context, we provide a description of a general ultragraph C*-algebra as a groupoid algebra, thereby generalizing [39] (where ultragraphs are assumed to have no sinks) and [46] (where ultragraphs are assumed to satisfy Condition (RFUM2)). Our results also provide a description of a general ultragraph C*-algebra as a partial crossed product.

5.1 Ultragraph Leavitt path algebra

In this section we realize an ultragraph Leavitt path algebra as a Steinberg algebra. However, as described in the introduction, it is of fundamental importance to first reconcile the two running definitions of ultragraph Leavitt path algebras. This is done in Proposition 5.2.

After that we turn our attention to showing that the Leavitt path algebra of an ultragraph is isomorphic to the Steinberg algebra associated to the groupoid described in Subsection 5.1. The definition of an ultragraph Leavitt path algebra that we will adopt is the following.

Definition 5.1. Let $\mathcal{G}$ be an ultragraph and $R$ be a unital commutative ring. The Leavitt path algebra of $\mathcal{G}$, denoted by $L_R(\mathcal{G})$, is the universal $R$-algebra with generators $\{s_e, s_e^* : e \in \mathcal{G}^1\} \cup \{p_A : A \in \mathcal{G}^0\}$ and relations

1. $p_0 = 0, p_{A \cap B} = p_{A \cap B}, p_{A \cup B} = p_A + p_B - p_{A \cap B}$, for all $A, B \in \mathcal{G}^0$;
2. $p_{s(e)}s_e = s_e p_{r(e)} = s_e$ and $p_{r(e)}s_e^* = s_e^* p_{s(e)} = s_e^*$ for each $e \in \mathcal{G}^1$;
3. $s_e^* s_f = \delta_{e,f} p_{r(e)}$ for all $e, f \in \mathcal{G}$;
4. $p_v = \sum_{s(e)=v} s_e s_e^*$ whenever $0 < |s^{-1}(v)| < \infty$.

As we mentioned before, the difference in the definitions of an ultragraph Leavitt path algebra lies in how the set of generalized vertices are defined. Given an ultragraph $\mathcal{G}$, let $\mathcal{B}$ and $\mathcal{G}^0$ be as in Definition 2.6 and recall that $\mathcal{G}^0$ is not necessarily closed under relative complements. We denote by $L_R(\mathcal{G}_r)$ the Leavitt path algebra associated with $\mathcal{G}$ by allowing $A, B \in \mathcal{B}$ in 1. of Definition 5.1 that is, $L_R(\mathcal{G}_r)$ is the algebra as defined in [35] Definition 2.1.

Proposition 5.2. Let $\mathcal{G}$ be an ultragraph. Then $L_R(\mathcal{G}_r)$ and $L_R(\mathcal{G})$ are isomorphic.
Proof. In $L_R(G_r)$, the family $\{p_A, e, e^* : A \in \mathcal{G}^0, e \in \mathcal{G}^1\}$ satisfies the relations defining $L_R(G)$. By universality this gives us a homomorphism $\pi : L_R(G) \to L_R(G_r)$. We build the inverse of this homomorphism by describing a family $\{\tilde{p}_A, e, e^* : A \in \mathcal{B}, e \in \mathcal{G}^1\}$ inside $L_R(G)$ satisfying the relations defining $L_R(G_r)$.

Let $L_{\mathcal{G}^0}$ be the algebra as in Definition 2.2, taking $\mathcal{G}^0$ as $\mathbb{C}$ and $\{q_A\}_{A \in \mathcal{G}^0}$ as the generators. By the universal property of $L_{\mathcal{G}^0}$, there exists an homomorphism $\phi : L_{\mathcal{G}^0} \to L_R(G)$ such that $\phi(q_A) = p_A$ for all $A \in \mathcal{G}^0$. By Proposition 2.1, there exists an isomorphism $\psi : F_{\mathcal{G}^0}(\mathcal{G}^0) \to L_{\mathcal{G}^0}$ such that $\psi(1_A) = q_A$ for all $A \in \mathcal{G}^0$, where $F_{\mathcal{G}^0}(\mathcal{G}^0)$ is the subalgebra of $F(\mathcal{G}^0)$ generated by $\{1_C : C \in \mathcal{G}^0\}$. By Lemma 2.2 we have that $F_{\mathcal{G}^0}(\mathcal{G}^0) = F_\mathcal{B}(\mathcal{G}^0)$. Now, for each $A \in \mathcal{B}$, we define

$$\tilde{p}_A := \phi(\psi(1_A)).$$

Clearly $\tilde{p}_A = p_A$ for all $A \in \mathcal{G}^0$. Also, it is readily checked that $\tilde{p}_A \tilde{p}_B = \tilde{p}_{A \cap B}$ and $\tilde{p}_{A \cup B} = \tilde{p}_A + \tilde{p}_B - \tilde{p}_{A \cap B}$ for all $A, B \in \mathcal{B}$.

Notice that the family $\{\tilde{p}_A, e, e^* : A \in \mathcal{B}, e \in \mathcal{G}^1\}$ inside $L_R(G)$ satisfies the relations defining $L_R(G_r)$ and hence, by universality, we obtain a homomorphism $\theta : L_R(G_r) \to L_R(G)$. To finish the proof we have to show that $\pi$ and $\theta$ are inverses of each other. It is straightforward that $\theta \circ \pi = id$. We verify that $\pi \circ \theta = id$ on the generators of $L_R(G_r)$. Note first that $\pi \circ \theta(e) = e$ and $\pi \circ \theta(e^*) = e^*$ for all $e \in \mathcal{G}^1$. Let $B \in \mathcal{B}$. Then $\theta(p_B) = \tilde{p}_B = \phi(\psi(1_B))$. By Lemma 2.2 with $\mathbb{C} = \mathcal{G}^0$, we have that $1_B \in F_{\mathcal{G}^0}(\mathcal{G}^0)$. So we can write $1_B$ as a linear combination of the form $1_B = \sum_{i=1}^n c_i 1_{B_i}$, where $B_i \in \mathcal{G}^0$. Hence $\pi \circ \theta(p_B) = \sum_{i=1}^n c_i \tilde{p}_{B_i}$. Now note that, similarly to what was done for $\mathcal{G}^0$ above, we can find a homomorphism from $F_{\mathcal{B}}(\mathcal{G}^0)$ to $L_R(G_r)$ sending $1_A$ to $p_A$ for every $A \in \mathcal{B}$. Applying this homomorphism to the equation $1_B = \sum_{i=1}^n c_i 1_{B_i}$ we conclude that $p_B = \sum_{i=1}^n c_i p_{B_i}$ inside $L_R(G_r)$. So $\pi \circ \theta(p_B) = p_B$ as desired.

Although the algebras obtained with the different versions of generalized vertices agree, in some situations there are relevant differences depending on the definition used. For example, the graded uniqueness theorem for ultragraph Leavitt path algebras proved in [35] gives conditions when a homomorphism from an ultragraph Leavitt path algebra is injective. Among the conditions, one is required to check that the homomorphism does not vanish on the generalized vertices. Of course if the set of generalized vertices is larger, it is, a priori, harder to verify the condition. As we show below though, this is not the case, that is, it is enough to check the condition on the set of generalized vertices defined without use of relative complements, that is, on $\mathcal{G}^0$. Furthermore, from this we clearly get the graded uniqueness theorem for $L_R(G)$ (by composing homomorphisms), which we state below for completeness.

Lemma 5.3. Suppose that $\phi : L_R(G_r) \to S$ is a homomorphism that does not vanish in $\mathcal{G}^0$. Then $\phi$ does not vanish in $\mathcal{B}$.

Proof. Let $B \in \mathcal{B}$ and take $v \in B$. Since $v \in \mathcal{G}^0$ we have that $\phi(v) \neq 0$. Hence $0 \neq \phi(v) = \phi(vB) = \phi(v)\phi(B)$. We conclude that $\phi(B) \neq 0$.

Theorem 5.4. (c.f. [35, Corollary 2.18]) Let $G$ be an ultragraph, $R$ be a unital commutative ring and $S$ be a $\mathbb{Z}$–graded ring. If $\pi : L_R(G) \to S$ is a graded ring homomorphism such that $\pi(rp_A) \neq 0$ for all non-empty $A \in \mathcal{G}^0$ and all nonzero $r \in R$, then $\pi$ is injective.

Given an ample groupoid $\Gamma$, we denote by $A_R(\Gamma)$ the groupoid algebra, known as Steinberg algebra, defined in [14]. In the next result, we give a realization of the Leavitt path algebra of an ultragraph as a Steinberg algebra.
Theorem 5.5. Let $\mathcal{G}$ be an ultragraph. Then, there is an isomorphism $\kappa: L_R(\mathcal{G}) \to A_R(\mathbb{F} \ltimes_{\Delta} T)$ given on the generators of $L_R(\mathcal{G})$ by
\begin{align*}
\kappa(p_A) &= 1_{\{\omega\}\times V_{(\omega, A, \omega)}} \\
\kappa(s_e) &= 1_{\{e\}\times V_{(c, r(e), c)}} , \quad \text{and} \\
\kappa(s_{e^*}) &= 1_{\{e^{-1}\}\times V_{(c, r(e), \omega)}} 
\end{align*}
(5.6)
for each $A \in \mathcal{G}^0$ and $e \in \mathcal{G}^1$.

Proof. Let $\mathbb{F} \ltimes_{\Delta} T$ denote the transformation groupoid associated with $\Delta$ in (4.3). Then $\mathbb{F} \ltimes_{\Delta} T$ is an ample Hausdorff groupoid. [17, Lemma 5.4]. By [3, Theorem 3.2] the partial skew group ring $L_c(T)$ is isomorphic to $A_R(\mathbb{F} \ltimes_{\Delta} T)$.

By [23, Theorem 3.10] the Leavitt path algebra $L_R(\mathcal{G})$ associated with $\mathcal{G}$ is isomorphic to the partial skew ring $D \ltimes_{\Theta} \mathbb{F}$. But, by Theorem 4.16, the partial actions $\Theta$ and $\hat{\Delta}$ are equivalent. Hence, $D \ltimes_{\Theta} \mathbb{F}$ is isomorphic to $L_c(T, R) \rtimes_{\Delta} \mathbb{F}$, from which it follows that $L_R(\mathcal{G})$ is isomorphic to $A_R(\mathbb{F} \ltimes_{\Delta} T)$. The equations (5.6) are obtained by composing the two isomorphisms mentioned above. 

As the composition of two isomorphisms, $\kappa$ in Theorem 5.5 factors through a partial skew ring $L_c(T, R) \rtimes_{\Delta} \mathbb{F}$. Although $\kappa$ is explicitly given on a generating set of $L_R(\mathcal{G})$, the dynamics in the partial skew ring plays a big part in how $\kappa$ maps more general elements. In Section 6 we are interested in elements of the from $\kappa(s_apAs_b^*)$, with $\alpha, \beta \in \mathcal{L}^*$ and $A \in \mathcal{G}^0$. To see what $\kappa(s_apAs_b^*)$ looks like in $A_R(\mathbb{F} \ltimes_{\Delta} T)$, it is helpful to first compute the product in the partial skew ring, and then map into $A_R(\mathbb{F} \ltimes_{\Delta} T)$. That is,
\begin{align*}
s_apAs_b^* \mapsto (1_{V_{(\alpha, r(\alpha), r(\alpha))}}, 1_{V_{(\alpha, A, \omega)}} \delta_{\alpha})(1_{V_{(\alpha, r(\alpha), \omega)}} \delta_{\alpha^{-1}}) \in L_c(T, R) \rtimes_{\Delta} \mathbb{F},
\end{align*}
where, for example, $\delta_{\alpha}$ is merely a placeholder indicating that $1_{V_{(\alpha, r(\alpha), \omega)}}$ belongs to the ideal $E_{\alpha}$.

Now, computing inside the partial skew ring yields
\begin{align*}
(1_{V_{(\alpha, r(\alpha), \omega)}} \delta_{\alpha})(1_{V_{(\alpha, A, \omega)}} \delta_{\alpha})(1_{V_{(\alpha, \omega, r(\beta), \omega)}} \delta_{\beta^{-1}}) = 1_{V_{(\alpha, A \rtimes r(\alpha) \rtimes r(\beta), \omega)}} \delta_{\alpha^{-1}} \beta^{-1}
\end{align*}
(see for example [17, Equation (4.2)]). Then,
\begin{align*}
\kappa(s_apAs_b^*) = 1_{\{\alpha^{-1}\}\times V_{(\alpha, A \rtimes r(\alpha) \rtimes r(\beta), \omega)}},
\end{align*}
(5.7)

5.2 The C*-algebra of an ultragraph

In this section, we show how the C*-algebra of an arbitrary ultragraph defined by Tomforde in [17] can be written as a groupoid C*-algebra and as a partial crossed product, generalizing the results in [27, 39, 46].

Definition 5.8. ([17]) Let $\mathcal{G}$ be an ultragraph. The C*-algebra associated to $\mathcal{G}$, denoted by $C^*(\mathcal{G})$, is the universal C*-algebra generated by a collection of mutually orthogonal partial isometries $\{s_e: e \in \mathcal{G}^1\}$ and projections $\{p_A: A \in \mathcal{G}^0\}$, subject to the relations
\begin{enumerate}
\item $p_0 = 0, p_A p_B = p_{A \cap B}, p_{A \cup B} = p_A + p_B - p_{A \cap B}$, for all $A, B \in \mathcal{G}^0$;
\item $s_e^* s_e = p_{c(e)}$ for all $e \in \mathcal{G}^1$;
\item $s_e s_e^* \leq p_{s(e)}$ for all $e \in \mathcal{G}^1$;
\item $p_v = \sum_{s(e) = v} s_e s_e^*$ whenever $0 < |s^{-1}(v)| < \infty$.
\end{enumerate}
As with Leavitt path algebras, we can define another C*-algebra by allowing the relations in (1) to be valid for all \( A, B \in B \). That we still get \( C^*(\mathcal{G}) \) with these extra relations is proven in [39].

For a labelled space \((E, L, B)\), there is also a definition of a C*-algebra \( C^*(E, L, B) \) such that if \((E, L, B)\) is the labelled space associated to \( \mathcal{G} \), the \( C^*(E, L, B) \cong C^*(\mathcal{G}) \) [2] Example 2]. Let also \( \Gamma(T, \sigma) \) be the groupoid defined in Section 3 and \( \Delta \) the partial action defined in Section 4.1. Then \( \Delta \) induces a C*-algebraic partial action and we may form the partial crossed product \( C_0(T) \rtimes_\Delta F \).

**Theorem 5.9.** Let \( \mathcal{G} \) be an arbitrary ultragraph, then

\[
C^*(\mathcal{G}) \cong C^*(\Gamma(T, \sigma)) \cong C^*(F \rtimes_\Delta T) \cong C_0(T) \rtimes_\Delta F.
\]

**Proof.** The first isomorphism follows from [2] Example 2] and [7] Theorems 3.7 and 5.8, the second isomorphism follows from [17] Theorem 5.5 and the third isomorphism follows from [1] Theorem 3.3. \( \square \)

We remark that the C*-algebra \( C_0(T) \rtimes_\Delta F \) is generated by

\[
\{1_{V_{(\omega, A, \omega)}}, 1_{V_{(e, r, a, s)}} \delta_a : A \in B, a \in A\}.
\]

Let \( \kappa : C^*(\mathcal{G}) \to C^*(F \rtimes_\Delta T) \) denote the isomorphism in Theorem 5.9. Then \( \kappa \) is given on the generators of \( C^*(\mathcal{G}) \) by

\[
\kappa(p_A) = 1_{(\omega) \times V_{(\omega, A, \omega)}} \quad \kappa(s_e) = 1_{(e) \times V_{(e, r(e), s)}}. \tag{5.10}
\]

**Remark 5.11.** As pointed out in Remark 3.17 the description of the ultragraph groupoid \( \mathfrak{G}_\mathcal{G} \) in [39] is incomplete, which implies that the isomorphism in [39] Theorem 22] does not always hold. For instance, in Example 3.19 there is a sequence in \( V_{(e_0, r(e_0), e_0)} \) that converges to an element \( \xi \), which corresponds to a pair \((e_0, F)\), where \( F \) is not a principal filter. This implies that the set \( \mathcal{A}'((e_0, r(e_0)), e_0) \) described in [39] is not actually compact because it contains a sequence with no convergent subsequence, and therefore the characteristic function of this set is not an element of \( C^*(\mathfrak{G}_\mathcal{G}) \). This means that the map from \( C^*(\mathcal{G}) \) to \( C^*(\mathfrak{G}_\mathcal{G}) \) that sends \( s_{e_0} \) to \( 1_{\mathcal{A}'((e_0, r(e_0)), e_0)} \) (as in [39]) is not well-defined.

### 6 Abelian core subalgebras and the generalized uniqueness theorems

In this section we prove generalized uniqueness theorems for ultragraph algebras in both the analytical and algebraic setting. These uniqueness theorems have the advantage of not requiring an aperiodicity nor a gauge invariance nor a graded homomorphism assumption. By identifying the abelian core subalgebras we also answer, in the context of ultragraph algebras, a question raised in [11] for Leavitt path algebras, namely we characterize the ultragraph Leavitt path algebras such that the center is equal to the core.

For the results of this section, we will use the isotropy bundle of a groupoid. Recall that if \( G \) is a groupoid with source map \( s \) and range map \( r \), the isotropy bundle is given by \( \text{Iso}(G) = \{ \gamma \in G \mid s(\gamma) = r(\gamma) \} \). For more details, we refer the reader to \[9, 13\]. To fix the notation, \( \text{Iso}(G)^0 \) represents the interior of the isotropy bundle of a groupoid \( G \).

We recall below the generalized graded uniqueness theorem for Steinberg algebras (see also [12]).
Theorem 6.1 (Generalized Uniqueness Theorem). [13, Theorem 3.1] Let $\mathcal{H}$ be a second-countable, ample, Hausdorff groupoid and let $R$ be a unital commutative ring. Suppose that $A$ is an $R$-algebra and that $\pi : A_R(\mathcal{H}) \to A$ is a ring homomorphism. Then $\pi$ is injective if and only if $\pi \circ \iota$ is injective, where $\iota$ is the natural inclusion of $A_R(\text{Iso}(\mathcal{H})^0)$ in $A_R(\mathcal{H})$.

In the context of groupoid $C^*$-algebras, the analogous result is the following:

Theorem 6.2. [4, Theorem 3.1 (b)] Let $G$ be a locally compact Hausdorff étale groupoid. If $\pi : C^*_r(G) \to D$ is a $C^*$-homomorphism, then $\pi$ is injective if and only if $\pi \circ \iota_r$ is an injective homomorphism of $C^*_r(\text{Iso}(G)^0)$, where $\iota_r : C^*_r(\text{Iso}(G)^0)) \to C^*_r(G)$ is the inclusion map.

We want to use the above uniqueness results in combination with our characterization of ultragraph algebras as groupoid algebras to obtain generalized uniqueness theorems for ultragraph algebras. This motivates our definition of the abelian core of an ultragraph algebra, which we present after we recall some relevant concepts below.

Let $G$ be an ultragraph and let $R$ be a unital commutative ring. Recall that $L_R(G) = \text{span}_R \{s_{\alpha}p_{A}s_{\beta^*} : \alpha, \beta \text{ are paths, and } A \in \mathcal{G}^0\}$ and if $R = \mathbb{C}$, then for $C^*(G)$ the same holds by taking the closure of the span on the right side (see [35] and [17]). Denote the set of generators of the algebra by $G_G$, that is,

$$G_G = \{s_{\alpha}p_{A}s_{\beta^*} : \alpha, \beta \text{ are paths, } A \in \mathcal{G}^0, \text{ and } r(\alpha) \cap A \cap r(\beta) \neq \emptyset\}.$$  

Definition 6.3. Let $G$ be an ultragraph and let $R$ be a unital commutative ring. The diagonal subalgebra $D(L_R(G))$ of $L_R(G)$ (respectively $D(C^*(G))$ of $C^*(G)$) is the $R$-subalgebra (respectively $C^*$-subalgebra) generated by elements of $G_G$ such that $\alpha = \beta$. The commutative (abelian) core of $L_R(G)$ (respectively of $C^*(G)$) is the subalgebra $M(L_R(G))$ (respectively the $C^*$-subalgebra $M(C^*(G))$) generated by elements of $G_G$ that satisfy:

1. $\alpha = \beta$;
2. $\alpha = \beta\lambda_\beta$ and $\lambda_\beta$ is a loop without exits;
3. $\beta = \alpha\lambda_\alpha$ and $\lambda_\alpha$ is a loop without exits.

We denote by $G_G^M$ the set of all elements in $G_G$ that satisfy one of the three above conditions.

Remark 6.4. The word core is overused in the context of ultragraph algebras. The reader should not confuse the abelian core defined above with the core subalgebra defined in [13].

Our next goal is to identify the abelian core of an ultragraph algebra with the algebra of the interior of the isotropy. For this it will be convenient to use $\mathbb{F} \ltimes_\Delta T$ as the groupoid associated with $G$. We start by identifying $\text{Iso}(\mathbb{F} \ltimes_\Delta T)^0$, but for this we need a couple of auxiliary results first.

Lemma 6.5. An element $\xi \in T$ with associated path $\beta\gamma^\infty$, for some path $\beta$ and some loop $\gamma$, is isolated if and only if $\gamma$ has no exits. In this case, $V(\beta\gamma^n, \{s(\gamma)\}, \beta\gamma^n) = \{\xi\}$ for all $n \in \mathbb{N}$.

Proof. Suppose first that $\gamma$ has an exit. Then for any open neighborhood $V$ of $\xi$, for $n$ sufficiently large, $\xi \in V(\beta\gamma^n, \{s(\gamma)\}, \beta\gamma^n) \subseteq V$. We can then use the exit to build an element of $T$ different from $\xi$ which is in $V(\beta\gamma^n, \{s(\gamma)\}, \beta\gamma^n)$, so that $\xi$ is not isolated.

Now suppose that $\gamma$ has no exits. This means that for all $i = 1, \ldots, |\gamma|$ we have that $s^{-1}(s(\gamma_i)) = \gamma_i$, which then implies that $V(\beta\gamma^n, \{s(\gamma)\}, \beta\gamma^n) = \{\xi\}$ for all $n \in \mathbb{N}$, and in particular $\xi$ is an isolated point. \[\Box\]
Lemma 6.6. For \((t, \xi) \in \mathbb{F} \ltimes_\Delta T\) such that \(t \neq \omega\), we have that \((t, \xi) \in \text{Iso}(\mathbb{F} \ltimes_\Delta T)^0\) if, and only if, there exist a path \(\beta\) and a loop without exits \(\gamma\) such that \(t = \beta \gamma \beta^{-1}\) or \(t = \beta^{-1} \gamma^{-1} \beta^{-1}\), and \(\xi\) is the element of \(T\) associated to \(\beta \gamma^\infty\). In this case \((t, \xi)\) is an isolated point of \(\text{Iso}(\mathbb{F} \ltimes_\Delta T)^0\).

Proof. Suppose first that \((t, \xi) \in \text{Iso}(\mathbb{F} \ltimes_\Delta T)^0\). By [17] Remark 6.11, there exist a path \(\beta\) and a loop \(\gamma\) such that \(t = \beta \gamma \beta^{-1}\) or \(t = \beta^{-1} \gamma^{-1} \beta^{-1}\), and the associated path of \(\xi\) is \(\beta \gamma^\infty\). By Proposition 6.6, \(\xi\) is the unique element of \(T\) with associated path \(\beta \gamma^\infty\) so that \(\{(t) \times T\} \cap \text{Iso}(\mathbb{F} \ltimes_\Delta T) = \{(t, \xi)\}\). Since \((t, \xi) \in \text{Iso}(\mathbb{F} \ltimes_\Delta T)^0\), there exists an open set \(U\) of \(\mathbb{F} \ltimes_\Delta T\) such that \((t, \xi) \in U \subseteq \text{Iso}(\mathbb{F} \ltimes_\Delta T)\). This implies that \(\{(t, \xi)\} = \{(t) \times T\} \cap U\) is open and so is its projection in the second coordinate \(\{\xi\}\). By Lemma 6.5, \(\gamma\) has no exits.

Suppose now that there exist a path \(\beta\) and a loop without exits \(\gamma\) such that \(t = \beta \gamma \beta^{-1}\) or \(t = \beta^{-1} \gamma^{-1} \beta^{-1}\), and \(\xi\) is the element of \(T\) associated to \(\beta \gamma^\infty\). Notice that \(\varphi_t(\xi) = \xi\) so that \((t, \xi) \in \text{Iso}(\mathbb{F} \ltimes_\Delta T)\). By Lemma 6.5, \(\{\xi\}\) is open in \(T\), and hence \(\{(t, \xi)\}\) is an open neighborhood of \((t, \xi)\) inside \(\text{Iso}(\mathbb{F} \ltimes_\Delta T)\), from where the result follows.

Since the unit space \((\mathbb{F} \ltimes_\Delta T)^0\) of \(\mathbb{F} \ltimes_\Delta T\) is identified with \(T\), it follows that \(A_R((\mathbb{F} \ltimes_\Delta T)^0) \cong \text{Lc}(T, R)\).

Proposition 6.7. The diagonal algebra \(D(L_R(G))\) is isomorphic to \(\text{Lc}(T, R)\) and the diagonal \(C^*\)-algebra \(D(C^*(G))\) is isomorphic to \(C_0(T)\).

Proof. The \(C^*\)-algebra case is proved in [6, Theorem 6.9].

We show that \(D(L_R(G)) \cong \text{Lc}(T, R)\). Let \(D\) be the \(R\)-algebra defined in [4.12]. By Proposition 4.13, \(\text{Lc}(T, R)\) is isomorphic to \(D\) and, by Lemma 4.11, this isomorphism sends \(1_{V_{(a, A, a)}} \in D \mapsto 1_{V_{(a, A, a)}} \in \text{Lc}(T, R)\) for every \(A \in \mathcal{G}^{(0)}\) and \(a \in \mathcal{L}^*\). Hence, 

\[
\text{Lc}(T, R) = \text{span}\{1_{V_{(a, A, a)}} : a \in \mathcal{L}^*, A \in \mathcal{B}_a\}.
\]

Let \(\kappa\) be the isomorphism given in Theorem 5.5 and fix an \(a \in \mathcal{L}^*\) and an \(A \in \mathcal{B}\). Then, it follows from Equation (5.7) that

\[
\kappa(s_0 p_a s_{a^*}) = 1_{\{a\} \times V_{(a, A, a)}}.
\]

That is, \(1_{V_{(a, A, a)}} \in A_R(\{a\} \times T) = A_R((\mathbb{F} \ltimes_\Delta T)^0)\). By identifying \((\mathbb{F} \ltimes_\Delta T)^0\) with \(T\), it follows that \(1_{V_{(a, A, a)}}\) is a function in \(\text{Lc}(T, R)\). Then, since \(\kappa\) maps the generators of \(D(L_R(G))\) onto a generating set of \(\text{Lc}(T, R)\), we have that \(D(L_R(G)) \cong \text{Lc}(T, R)\).

Proposition 6.8. Let \(R\) be a unital commutative ring. The abelian core \(M(L_R(G))\) is isomorphic to \(A_R(\text{Iso}(\mathbb{F} \ltimes_\Delta T)^0)\), and the abelian core \(M(C^*(G))\) is isomorphic to \(C^*(\text{Iso}(\mathbb{F} \ltimes_\Delta T)^0)\).

Proof. We first show that \(M(L_R(G)) \cong A_R(\text{Iso}(\mathbb{F} \ltimes_\Delta T)^0)\). Let \(\kappa\) denote the isomorphism in Theorem 5.5. By Proposition 6.7, we have that \(\kappa(D(L_R(G))) \subset A_R(\text{Iso}(\mathbb{F} \ltimes_\Delta T)^0)\). Let \(a, \beta \in \mathcal{L}^*\) and \(A \in \mathcal{B}\) such that \(r(a) \cap r(\beta) \cap A \neq \emptyset\) and \(\alpha = \beta \gamma\) for some loop \(\gamma \in \mathcal{L}^*\) without exits. Notice in this case that \(r(\alpha) = \{s(\gamma)\}\) so that \(r(\alpha) \cap r(\beta) \cap A = \{s(\gamma)\}\). Then, by Lemma 6.5, \(\xi^{\beta \gamma^\infty}\) is an isolated point and

\[
V_{(a, r(a) \cap r(\beta) \cap A; \alpha, a)} = V_{(\beta \gamma^n, r(a) \cap r(\beta) \cap A, \beta \gamma^n)} = \{\xi\},
\]

(6.9)

for all \(n \geq 0\). Therefore, by (5.7) and (6.9), we have that

\[
\kappa(s_0 p_a s_{a^*}) = 1_{\{a, \beta^{-1}\} \times V_{(a, r(a) \cap r(\beta) \cap A; \alpha, a)}} = 1_{\{(a, \beta^{-1}, \xi)\}} \quad \text{and} \quad \kappa(s_0 p_a s_{a^*}) = 1_{\{a, \beta^{-1}\} \times V_{(\beta, r(a) \cap r(\beta) \cap A; \alpha, \beta) \cap A, \beta \gamma^n} = 1_{\{(a,\beta^{-1}, \xi)\}}.
\]

(6.10)
Hence, $\kappa(M(L_R(G))) \subseteq A_R(Iso(\mathbb{F} \ltimes_\Delta T)^0)$.

To see that $A_R(Iso(\mathbb{F} \ltimes_\Delta T)^0) \subseteq \kappa(M(L_R(G)))$, let $U \subseteq Iso(\mathbb{F} \ltimes_\Delta T)^0$ be a compact-open bisection. Then, by Lemma 6.6,

$$U = V \cup \{(t_1, \xi_1), \ldots, (t_m, \xi_m)\},$$

where $V$ is a compact-open subset of $\Gamma^{(0)}$ and $(t_i, \xi_i) \in Iso(\mathbb{F} \ltimes_\Delta T)^0 \setminus (\mathbb{F} \ltimes_\Delta T)^0(0)$ is an isolated point. By Proposition 6.7, we have that $\kappa^{-1}(V) \subseteq M(L_R(G))$. By Lemma 6.6 for each $i = 1, \ldots, n$, the labelled path associated to $\xi_i$ is of the form $\beta_i \gamma_i^\infty$ for some loop $\gamma_i$ without exists and $t_i = \beta_i \gamma_i^{-1}$ or $t_i = \beta_i \gamma_i^{-1} \beta_i^{-1}$. Put $\alpha_i = \beta_i \gamma_i$. Then $r(\alpha_i) \cap r(\beta_i) = \{s(\gamma_i)\} \neq \emptyset$. Hence, $s_{\alpha_i} p_{r(\alpha_i)} s_{\beta_i^*} \in M(L_R(G))$. Now, if $t_i = \beta_i \gamma_i^{-1} \beta_i^{-1}$, then

$$\kappa(s_{\alpha_i} p_{r(\alpha_i)} s_{\beta_i^*}) = 1_{\{\alpha_i \gamma^{-1}_i \times V_{(\alpha_i r(\alpha_i) \cap r(\beta_i) \beta_i)}\} = 1_{\{\alpha_i \gamma^{-1}_i, \xi_i\}}},$$

and if $t_i = \beta_i \gamma_i^{-1} \beta_i^{-1}$, then

$$\kappa(s_{\beta_i} p_{r(\alpha_i)} s_{\beta_i^*}) = 1_{\{\beta_i \gamma^{-1}_i \times V_{(\beta_i r(\alpha_i) \cap r(\beta_i) \beta_i)\} = 1_{\{\beta_i \gamma^{-1}_i, \xi_i\}}}. $$

Thus, $\kappa^{-1}(A_R(Iso(\mathbb{F} \ltimes_\Delta T)^0)) \subseteq M(L_R(G))$, which completes the proof that $M(L_R(G)) \cong A_R(Iso(\mathbb{F} \ltimes_\Delta T)^0)$.

Next we show that $M(C^*(G))$ is isomorphic to $C^*(Iso(\mathbb{F} \ltimes_\Delta T)^0)$. Let $\kappa_*$ be the isomorphism given in 6.10. Then, the same arguments as for the algebraic case above imply that $\kappa_*$ maps a dense *-subalgebra of $M(C^*(G))$ onto a dense *-subalgebra of $C^*(Iso(\mathbb{F} \ltimes_\Delta T)^0)$. Since $\kappa_*$ is continuous, we may extend it to a *-isomorphism of $M(C^*(G))$ onto $C^*(Iso(\mathbb{F} \ltimes_\Delta T)^0)$.

As a first consequence of the above proposition we obtain a generalized uniqueness theorem for ultragraph C*-algebras (this generalizes the graph C*-algebra version given in [40, Theorem 3.13]).

**Theorem 6.11.** For a *-homomorphism $\pi : C^*(G) \rightarrow A$, the following conditions are equivalent:

1. $\pi$ is injective;
2. the restriction of $\pi$ to $M(C^*(G))$ is injective;
3. $\pi(p_A) \neq 0$ for all nonempty $A \in G^0$ and, for any simple loop $\alpha$ without exist, the spectrum of $\pi(s_{\alpha})$ contains the unit circle.

**Proof.** That 1. is equivalent to 2. follows from Theorem 6.2 and Proposition 6.8. The equivalence between 1 and 3 is given in [24, Theorem 7.4].

**Remark 6.12.** A version of the above theorem has been proved for higher rank graphs in [8].

We now extend the generalized uniqueness theorem for Leavitt path algebras ([11, Theorem 5.2] to ultragraph Leavitt path algebras.

**Theorem 6.13.** Let $G$ be an ultragraph and $R$ be a unital commutative ring. Consider $\Phi : L_R(G) \rightarrow A$ a ring homomorphism. Then $\Phi$ is injective if, and only if, the restriction of $\Phi$ to $M(L_R(G))$ is injective.

**Proof.** This follows from Theorem 6.1 and Proposition 6.8.
We finish the paper applying the results of [33] to obtain an extension of [11, Theorem 4.13] to ultragraph Leavitt path algebra, and to describe when the core of an ultragraph Leavitt path algebra is equal to the center of the algebra.

Corollary 6.14. Let $\mathcal{G}$ be an ultragraph and $L_R(\mathcal{G})$ be the ultragraph Leavitt path algebra associated to $\mathcal{G}$. Then

(i) The centraliser of the diagonal algebra $D(L_R(\mathcal{G}))$ is the core algebra $M(L_R(\mathcal{G}))$.

(ii) The core algebra $M(L_R(\mathcal{G}))$ is a maximal commutative subalgebra of $L_R(\mathcal{G})$.

(iii) If $Z(L_R(\mathcal{G})) = M(L_R(\mathcal{G}))$ and $\mathcal{G}$ is connected, then $L_R(\mathcal{G})$ is either $R$ or $R[x, x^{-1}]$, i.e., the ultragraph $\mathcal{G}$ is either a single vertex or a vertex and an edge.

Proof. (i) It follows from Proposition 6.7 and [33, Theorem 2.2].

(ii) It follows from Proposition 6.8 and [33, Corollary 2.3].

(iii) By [33, Corollary 2.3], since the center of $L_R(\mathcal{G})$ is commutative, we have that $L_R(\mathcal{G})$ itself is commutative. We claim that $\mathcal{G}$ has only one vertex. Indeed, if $v, w \in \mathcal{G}$ are such that $v \neq w$, then there exists a path $\alpha \in \mathcal{G}^*$ such that $s(\alpha) = v$ and $w \in r(\alpha)$. On one hand, we get $p_w s_\alpha = 0$. On the other hand, $(\alpha, \{w\}, \alpha) \in E(S) \setminus \{0\}$, so that, $s_\alpha p_w \neq 0$ by (5.7) and Remark 2.10. Hence $p_w s_\alpha \neq s_\alpha p_w$, contradicting the commutativity of $L_R(\mathcal{G})$. We conclude that $\mathcal{G}$ is a singleton. Now suppose that there are two different edges $a, b \in \mathcal{G}^1$. In this case $ab$ and $ba$ are two different paths on $\mathcal{G}$, which also correspond to two different elements in $F$. Again, using (5.7) and Remark 2.10, we conclude that $s_a s_b \neq s_b s_a$, contradicting the commutativity of $L_R(\mathcal{G})$. Therefore, either $\mathcal{G}$ consists of only one vertex and no edges, in which case $L_R(\mathcal{G})$ is $R$, or $\mathcal{G}$ consists of only a vertex and an edge, in which case $L_R(\mathcal{G})$ is $R[x, x^{-1}]$. □
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