Numerical Investigations of Liquid Film Offtake by Transverse Gas Flow in a Downcomer Annulus Geometry
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Advances in computational power have enabled the application of computational fluid dynamics (CFD) to nuclear reactor safety analyses, which require accurate predictability for two-phase flow in complex geometries. This study is aimed at validating CFD simulation of liquid film off-take in a 1/10-scale downcomer of a reactor pressure vessel under emergency core coolant (ECC) bypass conditions. Even though different flow regimes can exist simultaneously in real flow, the traditional two-phase flow models used in CFD have a disadvantage with respect to regime dependency. In this study, VOF–slip, which is a hybrid model that combines volume-of-fluid (VOF) and mixture models and is offered in STAR-CCM+ 15.04, was used to simulate the film off-take phenomenon. The key parameters in the simulation were found to be the droplet diameter and interface turbulence damping coefficient. A parametric study was performed to determine the value of the parameters that yield a reasonable liquid film thickness and ECC bypass fraction which were measured at the Seoul National University (SNU) experiment facility. For the conditions of the SNU experiment, the droplet diameter was found to be 150 μm, and the interface turbulence damping coefficient was found to be in the range of 0–30. The validation results confirmed that the VOF–slip model can describe the behavior of the liquid film and the unresolved droplet appropriately. This resulted in an improvement in predicting the ECC bypass fraction in comparison to the results using the conventional VOF model.
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INTRODUCTION

Two-phase liquid film flow occurs in various industrial fields, such as chemical and mechanical engineering. In a nuclear power plant, liquid film can appear in several areas, including the reactor core, reactor downcomer, and heat exchanger surface. Liquid films influence heat and mass transfer in two-phase flows. Therefore, investigating the thermal–hydraulic phenomena related to liquid film is an important aspect of nuclear reactor safety analysis.

The field of computational fluid dynamics (CFD) has come to occupy an important position in nuclear reactor safety analyses, which require accurate prediction of the three-dimensional geometric effects of two-phase flow. Many researchers have been conducting the CFD simulation for the fluid flow and heat transfer in fuel assembly, lower plenum, heat exchanger, pressurizer surge line, etc. (Conner et al., 2010; Feng et al., 2019; Khan et al., 2020, 2021; Wang et al., 2021). Small-scale flow processes that are not seen by the reactor system codes can be accessed using CFD, which results in better estimation of safety margins. CFD is therefore an appropriate approach to investigating the...
liquid film behavior at a reactor vessel (RV) upper downcomer (Figure 1). If a loss-of-coolant accident occurs with a leak in a primary coolant system of the pressurized water reactor, the emergency core coolant (ECC) is injected through the downcomer and introduced into the core barrel. The ECC water impinges on the core barrel wall and flows downward in the form of a liquid film. At the same time, the steam generated in the reactor core by the decay heat flows out through the broken cold leg, and some of the ECC water bypasses out because of the steam flow. In the process of the film off-take, three different forms of the liquid phase can be observed: a liquid film, wisps, and droplets. The more the ECC water bypasses out, the less it contributes to the emergency core cooling. If the liquid flow is insufficient to remove the decay heat, the nuclear fuel rods might be overheated. Therefore, several experimental and analytical studies have been carried out to better understand the ECC bypass mechanism and predict it more accurately (Murao et al., 1982; Bae et al., 2000; Kwon et al., 2003a; Cho et al., 2005; Yang et al., 2017).

Prediction of the ECC bypass phenomenon using a CFD code was first attempted by (Kwon et al., 2003b). The objective of their study was to verify the similarity of the velocity profile in the RV downcomer, which was calculated based on the modified linear scaling method (Yun et al., 2004). A commercial CFD code, FLUENT ver. 5.5, was used to analyze gas flow characteristics in a full-scale RV downcomer for the APR1400 and at 1/5 scale for the MIDAS test facility. In addition, the spreading phenomenon of the ECC film on the inner wall of the downcomer was simulated using the volume-of-fluid (VOF) model, and it was validated based on experimental results. As a follow-up study, Kwon et al. (2007) showed that CFD analysis could be extended to the two-phase film off-take phenomenon. Using the two-fluid model in the CFX code, the direct vessel injection visualization analysis (DIVA) test (Yun et al., 2006) was simulated and the effect of the azimuthal angle of the DVI nozzle on the ECC bypass was quantified. The predicted ECC bypass fraction was in good agreement with the experimental data for the current DVI azimuthal angle (15°) of APR1400, but it was overestimated for a shifted angle (52°). Yoon et al. (2015) numerically investigated the effects of air-water cross-flow on the advanced DVI (DVI+) system for the new advanced power reactor plus (APR+) design. The performance of the emergency core barrel duct (ECBD) was assessed by predicting the bypass fraction. A homogenous model considering the surface tension and volume fraction at each phase was used to examine the air–water two-phase flow. The CFD analysis results were used to determine the fraction of the ECC water outside the ECBD and form loss factor at the opening of the ECBD for one-dimensional two-phase system code.

As described above, several attempts have been made to investigate the ECC bypass phenomenon using CFD. However, this type of investigation remains challenging for the following reasons. First, in most previous CFD studies, the overall capability of CFD codes to predict the ECC bypass phenomenon was assessed only by comparing the calculation results for global parameters, such as the bypass fraction, with experimental data. This was because of the lack of local measurements of two-phase flow parameters, which prevented the CFD code from being validated sufficiently and limited model improvement. In a previous experimental study of the ECC bypass phenomenon, a DIVA test was carried out by the Korea Atomic Energy Research Institute (KAERI). The test sections at the DIVA facility were 1/7- and 1/5-scale APR1400 RV downcomers, and the two-phase air–water flow near the broken cold leg was investigated. A MIDAS (multi-dimensional investigation in the downcomer annulus simulation) test (Yun et al., 2002) was also conducted by KAERI. This test was similar to the DIVA test, except steam was used as the working fluid rather than air. In both experiments, the film off-take behavior was investigated by the visual observation and by measuring the ECC bypass rate, but the local flow parameters were not obtained. Another test performed at KAERI and Seoul National University (SNU) was a two-dimensional (2-D) air–water film flow experiment (Yang et al., 2015). The experiment was conducted in a 1/10-scale plane channel-type downcomer and focused on the 2-D behavior of the liquid film without considering the film off-take to the broken cold leg. Pitot tubes, a depth-averaged particle image velocimetry method, and an ultrasonic gauge were used to obtain the local air velocity, film velocity, and film thickness, respectively. Although the local parameters were known for the 2-D air–water film flow experiment, they could not be used for the CFD validation because the film off-take by the gas flow was not described in the experiment. The limitations of these previous studies have motivated our previous studies, conducted in the SNU experimental facility (Choi and Cho, 2019), in which the film off-take behavior was investigated using local measurements obtained using the 1/10-scale RV downcomer. An electrical conductance sensor was developed to measure the thickness of the liquid film, and it was fabricated on a flexible printed circuit board, which enabled the sensor to be installed at the curved test section. The developed sensor is an array-type, and is used to measure the field data and adopt the three-electrode method to widen the
measurable film thickness range. During the experiment, the local liquid film thickness and ECC bypass fraction were measured, and the values obtained can be utilized for validation of the CFD model.

In addition to the lack of validation data, there has been an issue with two-phase CFD models. Traditional two-phase flow models, such as VOF and the two-fluid model are known for providing relatively reliable outcomes for only either the segregated (VOF) or dispersed (two-fluid model) flow, which is not sufficient for simulating the ECC bypass phenomenon. The STAR-CCM + v13.02 commercial CFD code (Siemens, 2018) introduced VOF–slip as a hybrid model that combines VOF and mixture models and can be applied to large- and small-scale interfaces simultaneously. Because the VOF–slip model has only relatively recently become available in a commercial CFD code, few studies using this model have been reported in literature.

Another challenge in CFD simulation is modeling the turbulence at a large-scale interface. Insufficiently sophisticated modeling of interface turbulence results in unrealistic descriptions of the physical behavior of turbulence near such an interface. For example, according to experimental studies (Fabre et al., 1987; Rashidi and Banerjee, 1990) and direct numerical simulations (Fulgosi et al., 2003), the gas–liquid interface in stratified and annular flows behaves similarly to a solid wall in single-phase flows. To reproduce this wall-like behavior, researchers have made various attempts to dampen the turbulence near the interface so that the turbulence is modeled more realistically at the interface.

The objective of this study was to validate the CFD simulation of the air–water film off-take in the 1/10-scale RV downcomer at the SNU experimental facility. A CFD model implemented in STAR-CCM + v15.04 was used for this purpose. A parametric study was conducted to identify the key parameters for the simulation. As the key parameters, the interface turbulence damping coefficient and droplet diameter were chosen because both are found to be the factors that greatly affect the simulation results, even though they were uncertain values. The effects of the interface turbulence damping coefficient and droplet diameter were investigated in detail. The simulation results were validated using SNU experimental data, including the local liquid film thickness and the ECC bypass fraction. The validation was also conducted to demonstrate best practices for accurate simulation of the liquid film off-take phenomenon.

**CFD MODELING**

**VOF-Slip Model**

The VOF model proposed by Hirt and Nichols (1981) is one of the most widely used two-phase CFD models for capturing the interface. In the VOF model, two-phase flows are recognized as homogeneous mixtures consisting of immiscible fluids. The continuous and dispersed phases can be lumped into a single continuum in which they share the same pressure and velocity fields. Therefore, the VOF model is not capable of describing dispersed phase flow in which the interface length is smaller than the mesh size.

The mixture model is applicable to interpenetrated phases which are treated as a mixture in a cell. The mixture model is similar to the VOF model in that it solves a single set of transport equations. However, the model cannot be expected to resolve a sharp interface even on a fine grid, as the VOF does. In addition, the phase slip velocity is considered in the mixture model; hence, the behavior of the dispersed phase, which cannot be captured with a coarse grid, can be properly simulated.

A commercial CFD code, STAR-CCM + v13.02, introduced the VOF–slip model as a hybrid model combining the VOF and the mixture models. This hybrid model can treat a large-scale interface and small-scale interface simultaneously. In the VOF–slip model, the volume fraction transport equation and momentum equation can be expressed as follows:

$$\frac{\partial \alpha_i}{\partial t} + \nabla \cdot (\alpha_i \mathbf{v}) = -\frac{1}{\rho_i} \nabla \cdot (\alpha_i \rho_i \mathbf{v}_{d,i})$$  

$$\frac{\partial (\rho \mathbf{v})}{\partial t} + \nabla \cdot (\rho \mathbf{v} \mathbf{v}) = -\nabla p + \rho g + \nabla \cdot \mathbf{T} + f_s + \nabla \cdot \Sigma \alpha_i \rho_i \mathbf{v}_{d,i} \mathbf{v}_{d,i}$$

where $\alpha_i$ is the volume fraction of phase $i$, $\rho_i$ is the density of phase $i$, $\mathbf{v}$ is the mixture velocity, $\mathbf{v}_{d,i}$ is the diffusion velocity, $p$ is the pressure, $\mathbf{T}$ is the stress tensor, and $f_s$ is the surface tension force. The above two equations are the same as those that result from adding a diffusion velocity term to the existing transport equations in VOF. The diffusion velocity is the difference between the phase velocity and the mixture velocity, and it is defined as follows:

$$\mathbf{v}_{d,i} = \mathbf{v}_i - \mathbf{v}$$

The diffusion velocity and slip velocity, $\mathbf{v}_{ps}$, are related as follows:

$$\mathbf{v}_{d,p} = \left(\frac{\alpha_p \rho_p - 1}{\rho}\right) \mathbf{v}_{ps}$$

$$\mathbf{v}_{ps} = \mathbf{v}_i - \mathbf{v}_p$$

where $\rho$ and $s$ denote the primary and secondary phase, respectively. Here, the slip velocity that determines the diffusion velocity can be modeled with a drag coefficient $C_D$ and specific body force $b$, as shown below.

$$\mathbf{v}_{ps} = C_D b$$

$$b = g - (\mathbf{v} \cdot \nabla)\mathbf{v} - \frac{\partial \mathbf{v}}{\partial t}$$

In STAR-CCM+, the Schiller–Naumann drag model (Schiller and Naumann, 1935) can be used to obtain $C_D$, which assumes that the primary phase (referred to as the gas phase in this paper) is continuous and that the secondary phase (referred to as the liquid phase in this paper) is dispersed. The drag coefficient is modeled as follows:

$$C_D = C_D^{ps} = \rho_s \frac{f_{drag}}{\frac{\rho_s}{\rho_i}}$$

$$f_{drag} = \frac{\rho_s d_i^2}{18 \mu_p}$$
where $d_i$ is the droplet diameter and $\mu_p$ is the viscosity of the primary phase. Equations 8–10 show that the drag coefficient increases as the droplet diameter increases, which means that the slip velocity increases.

The wettability of the wall is reflected as a contact angle that is required in VOF-slip model. Because the liquid film is formed at the acrylic test section and the film sensor which surface is made of the polyimide film and gold layer, it was difficult to determine the value of the contact angle. Besides, there are anisotropic surface irregularities due to the electrode arrangement in the sensor, which makes the distortion of the wall friction inevitable. For this reason, in the case of no air injection, the contact angle that can yield the distortion of the wall friction inevitable. For this reason, due to the electrode arrangement in the sensor, which makes angle. Besides, there are anisotropic surface irregularities

It was difficult to determine the value of the contact angle. Therefore, in the case of no air injection, the contact angle that can yield the distortion of the wall friction inevitable. For this reason, in the case of no air injection, the contact angle that can yield the distortion of the wall friction inevitable. For this reason, due to the electrode arrangement in the sensor, which makes angle. Besides, there are anisotropic surface irregularities
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Another required condition is that the droplet diameter should be used only when the liquid volume fraction is reasonably large. This condition can be expressed as follows:

\[
\begin{align*}
    d_i &= \begin{cases} 
        \frac{d_i^*}{0.17} \left( 1 - 0.5 \right) & \text{if } y < 0.33 \\
        1 \times 10^{-7} & \text{if } y \geq 0.5 
    \end{cases} 
\end{align*}
\]

\[
    \gamma = |\nabla \alpha| \, dx 
\]

\[
    d_i = \begin{cases} 
        d_i^* & \text{if } y \leq 0.33 \\
        \frac{-d_i^*}{0.17} \left( 1 - 0.5 \right) & \text{if } 0.33 < y < 0.5 \\
        1 \times 10^{-7} & \text{if } y \geq 0.5 
    \end{cases} 
\]

where $\alpha$ is the liquid volume fraction and $V_{grid}$ is the volume of the grid.

**Interface Turbulence Damping**

The $k - \omega$ SST (shear-stress transport) model (Menter, 1994) was used as the turbulence model in the present study. This model, which combines the best characteristics of the $k - \omega$ and $k - \varepsilon$ turbulence models, behaves like a $k - \omega$-type model near the wall, otherwise it behaves as $k - \varepsilon$-type model, which avoids strong freestream sensitivity.

The simulation of the liquid film off-take near the broken cold leg should consider the interface turbulence damping so that the estimated interfacial friction between the gas and liquid phases leads to reasonable predictions of the liquid film behavior and bypass phenomenon. One of the most widely used ways of damping the interface turbulence is to apply the Egorov model (Egorov et al., 2004). The Egorov model is only available with the $k - \omega$ model, however, other models such as the $k - \varepsilon$ model may also benefit from an Egorov-like turbulence damping term near large-scale interface (Frederix et al., 2018). In this model, a source term is added to the $\omega$ equation of the $k - \omega$ model, which enhances the specific turbulence dissipation rate as follows:

\[
    S_i = \alpha A_i \cdot \Delta n \frac{\beta \rho_p \left( \frac{\omega_i}{\Delta \text{m}^2} \right)^2}{\alpha A_i \cdot \Delta \text{m}^2} = \frac{36B^2 \mu_i^2}{\beta \rho_p \Delta \text{m}^2} 
\]

where $B$ is a damping coefficient and $\Delta \text{m}$ is the cell height across the interface. This source term is only activated in the interface region by introducing an indicator $A_i$ which is the interfacial area density. As the value of the damping coefficient $B$ increases, the specific dissipation rate increases, which makes the eddy viscosity decrease.

Thus, determining an appropriate value for $B$ is crucial to predicting how the free surface behavior is affected by the interfacial friction. However, there has been no general guideline provided for the selection of $B$ in previous studies. In most cases, $B$ has been tuned to match the experimental results well (Hohne et al., 2002; Egorov et al., 2004; Lo and Tomasello, 2010; Gada et al., 2017; Fan et al., 2019). Therefore, in the present study, a sensitivity analysis was performed to investigate the effect of $B$ on the simulation results, and the value of $B$ that yielded reasonable results for each simulation case was determined.

Because the effect of interface turbulence damping is also dependent on the cell height, as shown in Eq. 15, Frederix et al. (2018) introduced a mesh-independent length scale $\delta$, which was incorporated into the Egorov approach to obtain consistent results regardless of the grid cell size, as shown below:

\[
    d_i = \begin{cases} 
        d_i^* & \text{if } \sqrt{\frac{6\alpha_i V_{grid}}{\pi}} \geq d_i^* \\
        1 \times 10^{-7} & \text{if } \sqrt{\frac{6\alpha_i V_{grid}}{\pi}} < d_i^* 
    \end{cases} 
\]

\[
    \text{where } \alpha_i \text{ is the liquid volume fraction and } V_{grid} \text{ is the volume of the grid.}
\]

\[
    f_{\text{drag}} = \begin{cases} 
        1 + 0.15Re_{ps}^{0.687} & \text{if } Re_{ps} \leq 1000 \\
        0.0183Re_{ps} & \text{if } Re_{ps} > 1000 
    \end{cases} 
\]
then the $\omega_i$ term in Eq. 15 can be expressed independent of the cell size by adopting $\delta$ as follows:

$$\omega_i = \frac{\mu_i}{\rho_i \delta^2}$$

(17)

Using this approach, Frederix simulated a co-current stratified flow in a parametric study of $\delta$, and found that the maximum value of $\delta$ was $10^{-4}$ m. In the present study, the effect of interface turbulence damping was first investigated in terms of $B$. Then, an appropriate value of $B$ that yielded reasonable results was converted to $\delta$ following the approach used by Frederix.

**Computational Domain and Meshing**

The test section in the SNU experiment (Choi and Cho, 2019) was modeled as shown in Figure 2A. In the experiment, the test section describes 1/10th scale of APR1400 reactor vessel downcomer. There were two intact cold legs for air intake and a broken cold leg for air–water outtake. The DVI nozzle was placed above the broken cold leg, and water was injected through this nozzle. The liquid film sensor installed at the inner wall of
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**Figure 2A** Computational domain for CFD simulation.

![Figure 2B](https://example.com/figure2b.png)

**Figure 2B** Meshing configuration.

**Table 1** Simulation conditions.

| Water inlet velocity | $Re_{ij}$ | $j_{f, i}$ [m/s] |
|----------------------|-----------|------------------|
|                       | 2.32 x 10^4 | 0.63             |
|                       | 3.28 x 10^4 | 0.89             |

| Air outlet velocity | $Re_{i,j}$ | $j_{f, i,j}$ [m/s] |
|---------------------|------------|-------------------|
| Low                 | 1.00 x 10^5 | 20                |
|                     | 1.10 x 10^5 | 22                |
| High                | 1.20 x 10^5 | 24                |
|                     | 1.30 x 10^5 | 26                |
|                     | 1.40 x 10^5 | 28                |
annular test section measured the film thickness in the region between the DVI nozzle and the cold legs. To reduce the computational cost, the lengths of the cold legs and the DVI nozzle were reduced, and the velocity profiles obtained from the fully developed flow were used as inlet boundary conditions. The bottom of the domain was set as a water outlet that controlled the water outflow rate to keep the water level constant.

Figure 2B shows the meshing configuration. Trimmed meshes were used, and 13 prism layers were generated near the wall. Considering the requirements of the turbulence model used, the $k-\omega$ SST model, wall $y+$ values were maintained at approximately 1. The total number of cells was 6,223,381. Mesh convergence tests were conducted by changing the number of near-wall meshes. The results are presented in Simulation Under No-Airflow Conditions Section, along with the liquid film thickness prediction results.

The flow conditions for the simulations are summarized in Table 1.

RESULTS AND DISCUSSION

Simulation Under no-Airflow Conditions
For the case of no airflow, a transient simulation with a time step of 0.2 ms was conducted, as shown in Figure 3 (W089A00). The time step was determined based on the local Courant number, which should be less than 1.0 for applying the High-Resolution Interface Capturing (HRIC) scheme suited for tracking sharp interfaces. The film interface was expressed by the iso-surface of the void fraction at 0.5. In the simulation, the injected water from the DVI nozzle impinged on the wall and spread in the form of a liquid film. Because the size of a computational cell in CFD is about 70 times smaller than that of a measurement area on the liquid film sensor, it was necessary to spatially average the simulation results for quantitative comparison with the experimental results. Therefore, the calculated film thickness in the areas corresponding to the measurement point on the sensor was extracted and spatially averaged. Then, the averaged thickness was compared with the experimental result and used to validate the CFD simulation.

The front view of the averaged film thickness is compared with the experiment results in Figure 4. It was found that the CFD predicted the position of the thick film boundary and the film distribution reasonably. A quantitative comparison of the liquid film thicknesses is shown in Figure 5A. The film thicknesses were comparable overall, but there were some points at which the liquid film thickness was greatly underestimated (see the area marked in gray). The points at which significant errors occurred are shown in Figure 5B. In the figure, $x = 0$ corresponds to the center of the broken cold leg, and the peak of the graph appears on the film boundary region. Large discrepancies in film thickness could be seen at positions where the change in the film thickness was large in the film boundary region. Nevertheless, the CFD model predicted the peak value of the film thickness and the position at which the value appears well, which is important for the prediction of the ECC bypass induced by entrainment.
FIGURE 4 | Comparison of liquid film distributions.

FIGURE 5 | (A) Quantitative comparison of liquid film thickness. (B) Large discrepancies in film thicknesses near the film boundary (W089A00).
To confirm the validity of using the current mesh configuration near the wall where the liquid film is formed, the effect of the mesh size on the film thickness prediction was investigated as shown in Figure 6. In the case of a coarse mesh ($n = 3$), the film thickness was predicted to be thinner than in other cases. When the number of near-wall meshes was greater than 10, the film thickness converged to a specific value. Consequently, taking into consideration the computational cost, the current mesh configuration ($n = 13$) was judged to be adequate for describing the film behavior.

**Simulation Under Airflow Conditions**

To simulate the film off-take phenomenon with airflow, the boundary conditions for the two intact cold legs were set as the velocity inlets. Figure 7 shows the streamline of the airflow in the computational domain. The injected air first impinges against the inner wall of the downcomer, and radial airflow is formed near each intact cold leg. Then, the air flows to the broken cold leg.
leg, which narrows the spreading width of the liquid film and leads to film off-take.

The results obtained for the shape of the liquid film were compared with visual observations from the SNU experiment as shown in Figure 8. The visual observations (Figure 8A) show that the flow rate of the liquid film affects how much the film boundary is dragged for a given air flow rate. When the film flow rate is higher, the film boundary is dragged less by the airflow because of the greater momentum of the film flow. As shown in Figure 8B, the CFD simulation also successfully reproduced this film behavior.

Based on the simulation results, two mechanisms were found to contribute to ECC bypass, as shown in Figure 9. The first mechanism is the entrainment phenomenon that occurred at the thick film boundary. This mechanism involved the roll wave formed at the thick film being sheared off by the airflow and droplets then being generated from the roll wave. These generated droplets flowed into the broken cold leg with the airflow. If the liquid film boundary spreads farther from the broken cold leg, the bypass rate could be inferred to decrease because the position of the film boundary is related to the distance the droplets must travel toward the break. The second mechanism is the film off-take phenomenon that occurred near the broken cold leg. Under conditions of high airflow, the thick film region appeared near the broken cold leg as the gravitational and interfacial friction forces were balanced, creating a hanging liquid film. This thick film could easily be stretched by the airflow, and wisps in the form of large liquid lumps were generated. Then, the wisps that flowed to the broken cold leg retained their shape or broke up into droplets. These principal mechanisms of ECC bypass detected in the CFD simulation results were also confirmed in a previous experimental study (Choi and Cho, 2002). Thus, it was qualitatively demonstrated that the proposed CFD model can accurately predict the film off-take phenomenon, including the entrainment at the thick film boundary.

As described above, the prediction accuracy of the ECC bypass rate is determined by the behavior of the liquid film and the detached liquid (wisps and droplets). Therefore, further investigations of the parameters that affect the liquid phase behavior by means of quantitative assessment of simulation results are needed.

**Determination of Droplet Diameter**

When airflow toward the broken cold leg occurred, the spreading width of the liquid film became narrower, and entrainment
occurred from the liquid film boundary. Under the flow conditions for the simulation, the entrainment started to occur when $j_{g,o}$ reached 20 m/s regardless two different liquid flow rates, which was also confirmed in the experiment. This indicates that the sensitivity of the gas inertia related to the interfacial shear stress is dominant for determining the onset of entrainment. The generated droplets flowed to the broken cold leg with the airflow and contributed to the ECC bypass. Among these droplets, those that the mesh could not resolve because of their small size were treated with the mixture approach. To determine the slip velocity for the unresolved droplets, the droplet diameter had to be known, but it was not measured in the SNU experiment. It can however be estimated that the mean droplet diameter would be in the range of approximately 100–200 μm, based on existing empirical correlations (Tatterson et al., 1977; Kataoka et al., 1983) and the results of experiments (Zaidi et al., 1998; Hurlburt and Hanratty, 2002; Westende, 2008) in which the droplet diameter was measured under conditions similar to those of the SNU experiment. Therefore, in this study, simulations were performed for droplet diameters in the range of 100–200 μm, and a reasonable diameter was determined based on the calculated ECC bypass fraction. The simulations for determining the droplet diameter were carried out under relatively low airflow conditions ($j_{g,o} \leq 22$ m/s) to minimize the effect of wisps generated by strong airflow on the bypass fraction, so that the droplet size effect could be independently confirmed.

**FIGURE 11** | (A) Effect of B on spreading width of liquid film (W063A24). (B) Comparison of film boundary position for $B = 10$ (W063A24).
Figure 10 shows the variation in the ECC bypass fraction with the droplet diameter. The bypass fraction was obtained from the water injection rate and the water flow rate to the broken cold leg, as follows.

\[
\text{Bypass fraction} = \frac{m_{f,\text{break}}}{m_{f,\text{in}}} \quad (18)
\]

As the droplet diameter increased, the drag coefficient and the phase slip velocity increased according to Eqs. 6–10. The increase in the slip velocity indicates the decrease in the velocity of the unresolved droplets. Accordingly, the ECC bypass fraction decreased as the droplet diameter increased.

It was confirmed that the bypass fraction was nearly saturated with a droplet diameter of 50 μm. When the VOF model was applied, the bypass fraction was overestimated by more than two times because phase slip was not considered for the dispersed phase flow. Based on fact that a 150 μm droplet diameter in the VOF–slip model yielded reasonable bypass fraction prediction results for this condition, a droplet diameter of 150 μm was used for all simulation cases.

**Effect of Interface Turbulence Damping**

Under high-airflow conditions \((j_{g,o} > 22 \text{ m/s})\), the spreading width of the liquid film became much narrower, and a thick film was formed near the broken cold leg. A strong airflow toward the broken cold leg made the thickened film stretch, generating wisps. This implies that not only the unresolved droplet behavior but also the liquid film and wisp behavior are major factors that affect the ECC bypass fraction under high-airflow conditions. This free-surface behavior is closely related to interfacial friction, which may have to be reduced using the Egorov damping model. Therefore, the effect of the damping coefficient \(B\) on the simulation results was investigated.

Figure 11A shows snapshots of the film spreading width for different values of \(B\) (W063A24). As \(B\) increases, the spreading width of the liquid film near the broken cold leg increases because of reduced interfacial friction. As shown in Figure 11B, the CFD model was able to predict the film boundary most comparable to the experiment results for \(B = 10\). In the figure, the dotted white lines indicate the peak position of the film boundary confirmed in the SNU experiment.

The effect of \(B\) on the bypass fraction is shown in Figure 12A. When the turbulence was not damped at the film interface, the overestimated interfacial friction made the spreading width of liquid film excessively narrow, which caused a large error in predicting the bypass fraction. It should be noted that the calculated bypass fraction for \(B = 10\) was the most comparable to the experiment results. This means that accurate simulation of the free-surface behavior achieved by adopting a suitable \(B\) value led to reliable
prediction of the bypass fraction as well. The prediction of the film spreading width is directly related to the position at which droplets are generated, as well as the formation of wisp flow around the broken cold leg, as shown in Figure 12B. If an excessive damping effect occurs at $B = 30$, wisp flow is not generated around the broken cold leg because of the excessively wide liquid film width, and as a result, the bypass rate is reduced.

Figure 13 illustrates the calculated bypass fraction for $B$ values of 0, 10, and 30 for each simulation case. The figure shows that the appropriate value of $B$ depends on the flow conditions, which is consistent with the results of previous studies described in Interface Turbulence Damping Section. Under low-airflow conditions, for which the $j_{g,o}$ is less than 22 m/s, $B$ has little effect on the bypass fraction, which can be predicted well even without the damping model. This means that there is no need to dampen the interface turbulence when the velocity difference between the phases at the interface is small, which can no longer be regarded as wall-like behavior.

When $j_{g,o}$ exceeds 22 m/s, the appropriate value of the interface turbulence damping coefficient ranges from 10 to 30 in terms of $B$ and from $2.7 \times 10^{-5}$ m to $5.4 \times 10^{-5}$ m in terms of $\delta$. It is worth noting that the range of $\delta$ identified in the present study is consistent with the results reported by Frederix et al. (2018) (in which the maximum value of $\delta$ was $10^{-4}$ m). However, finding an appropriate value for $B$ or $\delta$ for each flow condition by means of multiple simulations is a very time-consuming process; hence, modeling of interface turbulence damping for various flow conditions is required in future research.

The predicted liquid film width and thickness obtained using a suitable value of $B$ was compared with the experiment results, as shown in Figure 14. Although the spreading width of the liquid film was under-predicted in the CFD simulation, the peak position of the film boundary was comparable. Because entrainment mostly occurs at the thick film, it can be deduced that the accurate prediction of these peak positions results in reliable prediction of the ECC bypass phenomenon by the CFD simulation.
CONCLUSION

The air–water film flow at an RV upper downcomer (SNU experiment) was simulated using the STAR-CCM + code. Using the VOF–slip model, both the free surface flow and dispersed flow could be properly modeled. The key parameters in the simulation were found to be the droplet diameter and the interface turbulence damping coefficient. A parametric study was performed to determine the value of the parameters that would yield a reasonable liquid film thickness and ECC bypass fraction, consistent with that measured in the SNU experiment. The suitable droplet diameter was determined to be 150 μm, and the suitable range for the interface turbulence damping coefficient was found to be from 0 to 30, for the conditions of the SNU experiment. However, because determining B by means of several time-consuming simulations is not ideal, physical modelling of B for various flow conditions is required in future research. The validation results confirm that the VOF–slip model can describe the behavior of the liquid film and unresolved droplets appropriately. This results in an improvement in the accuracy of the prediction of the ECC bypass fraction in comparison to the results obtained using the conventional VOF model. The validation procedures and simulation results in this study demonstrate the applicability of the VOF–slip CFD model to two-phase nuclear reactor safety problems. The local parameters obtained from the CFD simulation can be used to develop physical models for macroscopic tools.
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NOMENCLATURE

Δn  Cell size across the interface [m]
ρ   Density [kg/m³]
ν_{d,i}  Diffusion velocity [m/s]
C_D  Drag coefficient [s]
d_s  Droplet diameter [m]
g  Gravitational acceleration [m/s²]
A_i  Interfacial area density [/m]
B  Interface turbulence damping coefficient
ṁ  Mass flow rate [kg/s]
ν  Mixture velocity [m/s]
τ_s  Particle relaxation time [s]
Re  Reynolds number

ν_{p,s}  Slip velocity [m/s]
B  Specific body force [m/s²]
j  Superficial velocity [m/s]
σ  Surface tension [N/m]
μ  Viscosity [kg/m-s]
α  Void fraction
V_{grid}  Volume of grid [m³]

Subscript
f  Liquid phase
g  Gas phase
o  Outlet
p  Primary phase
s  Secondary phase