Experimental Implementation of a Two-Stroke Quantum Heat Engine

Filipe V. Melo, Nahum Sá, Itzhak Roditi, Alexandre M. Souza, Ivan S. Oliveira, Roberto S. Sarthour
Centro Brasileiro de Pesquisas Físicas, Rio de Janeiro, Brazil

Gabriel T. Landi
Instituto de Física da Universidade de São Paulo, São Paulo, Brazil and
School of Physics, Trinity College Dublin, College Green, Dublin 2, Ireland
(Dated: March 2022)

We put forth an experimental simulation of a stroboscopic two-stroke thermal engine in the IBMQ processor. The system consists of a quantum spin chain connected to two baths at their boundaries, prepared at different temperatures using the variational quantum thermalizer algorithm. The dynamics alternates between heat and work strokes, which can be separately designed using independent quantum circuits. The results show good agreement with theoretical predictions, showcasing IBMQ as a powerful tool to study thermodynamics in the quantum regime, as well as the implementation of variational quantum algorithms in real-world quantum computers. It also opens the possibility of simulating quantum heat transport across a broad range of chains geometries and interactions.

Energetics of quantum devices is an active topic of research [1], with many unique features. Quantum chains may present anomalous heat transport [2, 3], negative differential conductivity [4], and perfect rectification [5]. Often, the interaction energy between two systems is comparable to that of their individual parts [6–9], causing the local notion of energy, as belonging to individual systems, to break down. As a consequence, the separation between heat and work may become non-trivial, specially in the presence of quantum coherence. In the quantum domain, other resources also come into play: Quantum correlations, for example, can be consumed to make heat flow from cold to hot [10–12], similar to how electric energy is consumed to run a fridge. Finally, the invasive nature of quantum measurements makes all the above quantities extrinsic to the specific choice of measurement protocol [13–16].

The above arguments highlight the need for further experiments, able to assess the energetics of specific quantum devices. In this respect, quantum heat engines [17, 18] are particularly interesting, as they epitomize the fundamental questions of the field. Several experimental demonstrations of quantum heat engines have been put forth in recent years, including in trapped ions [19–22], nuclear magnetic resonance [23, 24], single electron boxes [25, 26] and nitrogen vacancy centers [27].

In this paper we provide an experimental simulation of a quantum heat engine in a superconducting device on the IBMQ network [28]. We focus on two-stroke engines, which alternate between heat and work strokes, in a generalization of the so-called SWAP engines [29–35]. The working fluid is a one-dimensional quantum chain, with both ends connected to thermal baths at different temperatures. Implementing thermal baths in quantum processors is notoriously difficult. In our setup this is overcome using a variational quantum thermalizer algorithm [36]. For the heat strokes, the sites are uncoupled from each other, and allowed to interact with the baths at the boundaries. Conversely, in the work stroke the baths are uncoupled, and the qubits are allowed to interact with their nearest neighbors according to an arbitrary interaction [35]. The experiments are performed in the engine, refrigerator and accelerator configurations. We study both the transient dynamics, as well as the limit cycle.

The basic idea is depicted in fig. 1a. Our design, shown in fig. 1b, involves two separate and independent circuit implementations for the heat and work strokes. This has the unique advantage that it holds for any internal interaction during the work stroke. As a consequence, it can be implemented for any chain size and interaction that is programmable on the simulator.

The two-stroke heat engine we implement consists of a quantum chain with \( N \) uncoupled qubits, each with local Hamiltonian \( H_i \), and prepared in an arbitrary global state \( \rho_S \). The qubits can interact with their nearest neighbors, with a Hamiltonian \( V_s = \sum_{i} V_{i,i+1} \) that can be turned on and off. In addition, one can also turn on and off an interaction between the qubits at the boundaries and two heat baths, modeled by identical and independently prepared qubits, with Hamiltonians \( H_B \), and prepared in thermal states \( \rho_{z} = e^{-H_{z}/T_{z}}/Z_{x} \), with \( x \in \{C,H\} \), being C for cold and H for hot, \( Z_{z} \) is the partition function, and \( T_{C} < T_{H} \) (we set \( k_B = 1 \)).

The dynamics alternate between heat and work strokes. During the heat stroke, the internal interactions are turned off, while the boundary qubits interact with their respective baths \( C \) and \( H \) via Hamiltonians \( V_C \) and \( V_H \). The system thus evolves for a period \( T_H \), under the action of a Hamiltonian, \( H_q = \sum_{i} H_i + H_C + H_H + V_C + V_H \), and with an evolution characterized by the map

\[
\dot{\rho}_S = \mathcal{L}_q(\rho_s) = \text{Tr}_{CH}\{U_q(\rho_C \rho_S \rho_H) U_q^\dagger\},
\]

where \( \mathcal{L}_q(\rho_s) \) is the quantum master equation, and \( U_q \) is the unitary time evolution operator.
Figure 1: The quantum heat engine operates in two modes, as shown in (a): The heat stroke, and the work stroke. In the former, the internal interactions of the quantum chain are turned off and the system boundary qubits interact with a cold bath at temperature $T_C$ and a hot bath at temperature $T_H$. In the latter, the baths are uncoupled and the chain qubits interact with their nearest neighbors. The strokes are operated in a cyclic way, and at each heat stroke a new bath is introduced, according to the collisional model. The experimental setup of a cycle, shown in (b), consists of $N + 2$ qubits (in our case $N = 2$). At the beginning, bath qubits $C$ and $H$ in the $|0\rangle$ state are processed with the variational quantum thermalizer (VQT) to prepare them in thermal states at temperatures $T_C$ and $T_H$. A set of gates implement the heat stroke via a unitary $U_q$, when qubits 1 and $N$ are measured. The experiment is repeated until the work stroke, which is implemented via an unitary $U_w$, after which all the chain’s qubits are measured. The bath qubits are reset to $|0\rangle$ for the next cycle.

where $U_q = e^{-iH_q\tau_q}$. In the work stroke, the baths are disconnected from the chain and the internal interactions $V_S$ are turned on, allowing energy to flow through the chain. The system evolves for a time $\tau_w$ under the action of the Hamiltonian $H_w = \sum_i H_i + V_S$, according to the map

$$\hat{\rho}^n_S = \mathcal{E}_w(\hat{\rho}^n_S) = U_w\hat{\rho}^n_S U_w^\dagger,$$  \hspace{1cm} (2)

where $U_w = e^{-iH_w\tau_w}$. The execution of the two strokes in succession results in a cycle of duration $\tau = \tau_q + \tau_w$. Fig. 1b illustrates one such cycle. Crucially, for each new cycle the baths $C$ and $H$ are reset to the same temperatures $T_C$ and $T_H$, as in a collisional model [37]. The machine thus follow a stroboscopic dynamics. Letting $\rho^n_S$ denote the initial state of the $n$th cycle, and $\tilde{\rho}^n_S$ the intermediate state between the strokes, the dynamics is given by

$$\tilde{\rho}^n_S = \mathcal{E}_q(\rho^n_S), \hspace{1cm} \rho^{n+1}_S = \mathcal{E}_w(\tilde{\rho}^n_S).$$  \hspace{1cm} (3)

By splitting the dynamics in two strokes, we have reduced the problem to two independent simulation designs. For the work stroke, one need only design of $U_w$. Conversely, for the heat stroke, one must design both $U_q$ and the thermal states of the reservoirs. The implementation of the latter is in practice quite difficult, and is overcome here using the algorithm put forth in [36], and detailed further below.

In order to track the energetics of the engine, we can measure the energy changes of the baths and the system during each cycle. In the heat stroke of the $n$th cycle, we define heat as the change in energy of the baths:

$$Q^n_x = -\text{Tr}\{H_x(\hat{\rho}^n_x - \rho_x)\}$$  \hspace{1cm} (4)

which are positive when energy enters the system. Notice that $\rho_x$ is the same for all cycles, since the baths are reset. The heat $Q^n_x$ is, in general, different from the change in energy of the system, as there may be a work cost associated to turning on/off the interactions $V_{C,H}$. From global energy conservation, we find that [37]:

$$W^{\text{on/off}}_C = Q^n_C + \text{Tr}\{H_1(\tilde{\rho}^n_S - \rho_S)\} = -\Delta V^n_C$$  \hspace{1cm} (5)

$$W^{\text{on/off}}_H = Q^n_H + \text{Tr}\{H_N(\tilde{\rho}^n_S - \rho_S)\} = -\Delta V^n_H$$

with $\Delta V^n_x = \text{Tr}\{V_x(\tilde{\rho}^n_{CSH} - \rho_C\rho_S\rho_H)\}$. This work term only vanishes when

$$[V_C, H_1 + H_C] = [V_H, H_N + H_H] = 0,$$  \hspace{1cm} (6)

a condition known as strict energy conservation [35]. When this is satisfied, we can write

$$Q^n_C = \text{Tr}\{H_1(\tilde{\rho}^n_S - \rho_S)\}$$  \hspace{1cm} (6)

$$Q^n_H = \text{Tr}\{H_N(\tilde{\rho}^n_S - \rho_S)\}$$

meaning that all energy that leaves the bath enters the system and vice-versa. Thus, one can determine the change in energy during the heat stroke measuring only the state of the system chain.

During the work stroke, the interactions $V_S = \sum_i V_{i,i+1}$ are turned on so that energy is allowed to flow through the chain. The work cost associated to this is
now connected to turning $V_S$ on and off:

$$W^n = -\text{Tr}\left\{\left(\sum_i H_i\right)\left(\rho_S^{n+1} - \tilde{\rho}_S^n\right)\right\}$$  \hspace{1cm} (8)

which is defined as positive when energy leaves the system.

After several strokes, the engine will reach a limit cycle, such that

$$\tilde{\rho}_S = \mathcal{E}_q(\rho_S), \quad \rho_S = \mathcal{E}_w(\tilde{\rho}_S).$$  \hspace{1cm} (9)

The system therefore alternates between $\tilde{\rho}_S$ and $\rho_S$ after each stroke, and eqs. (7) and (8) become

$$Q_C = \text{Tr}\{H_1(\rho_S - \tilde{\rho}_S)\},$$  \hspace{1cm} (10)

$$Q_H = \text{Tr}\{H_2(\tilde{\rho}_S - \rho_S)\},$$  \hspace{1cm} (11)

$$W^* = -\text{Tr}\left\{\left(\sum_i H_i\right)(\rho_S - \tilde{\rho}_S)\right\}$$  \hspace{1cm} (12)

At the limit cycle, the system internal energy no longer changes so that

$$Q_C^* + Q_H^* = W^*,$$  \hspace{1cm} (13)

which is the first law.

In this paper, we present an implementation of the just-described engine in the IBM Quantum processor, available in the cloud.

The system consists of $N = 2$ non-resonant qubits ($\omega_1 \neq \omega_2$), with Hamiltonians:

$$H_1 = \frac{\omega_1}{2}\sigma_z, \quad H_2 = \frac{\omega_2}{2}\sigma_z$$  \hspace{1cm} (14)

and two ancillary qubits to represent the thermal baths:

$$H_C = \frac{\omega_C}{2}\sigma_z, \quad H_H = \frac{\omega_H}{2}\sigma_z.$$  \hspace{1cm} (15)

All the interactions are chosen to be of the form

$$V_{j,k} = g_{j,k}\left(\sigma_z^j\sigma_z^k + \sigma_z^j\sigma_z^k\right)$$  \hspace{1cm} (16)

where $\sigma_{\pm} = \sigma_x \pm i\sigma_y$. This concerns the heat stroke interactions $V_C = V_{1,C}$ and $V_H = V_{2,H}$, as well as the work stroke interaction $V_{1,2}$. The baths are assumed to be resonant with their sites, $(\omega_C = \omega_1$ and $\omega_H = \omega_2)$, from which one finds that eq. (16) satisfies the conditions (5).

From eq. (7), the heats for the $n^{th}$ cycle are given by

$$Q_C^n = \frac{\omega_1}{2}\langle(\hat{\sigma}_z^1)^n - (\hat{\sigma}_z^1)^n\rangle$$

$$Q_H^n = \frac{\omega_2}{2}\langle(\hat{\sigma}_z^2)^n - (\hat{\sigma}_z^2)^n\rangle$$  \hspace{1cm} (17)

where $\langle(\hat{\sigma}_z^i)^n\rangle = \text{Tr}[\sigma_z\rho_S^n]$ and $\langle(\hat{\sigma}_z^i)^n\rangle = \text{Tr}[\sigma_z\tilde{\rho}_S^n]$. Following eq. (8), the work for the $n^{th}$ cycle is

$$W^n = -\sum_{i=1,2}^{n} \frac{\omega_i}{2}\left(\langle\sigma_z^i\rangle_{n+1} - \langle\sigma_z^i\rangle_{n}\right).$$  \hspace{1cm} (18)

The engine is allowed to run for a certain number of cycles, after which the two system qubits are measured in the $\sigma_z$-basis. The above expectation values are then found by repeating the process multiple times.

At the beginning of each cycle the thermal states of the baths are prepared using the variational quantum thermalizer (VQT), introduced by Verdon et. al [36], which belongs to a class of variational algorithms called Quantum-Hamiltonian Based Models (QHBM). Given a Hamiltonian $H$ and a target inverse temperature $\beta = 1/T$, the goal of the VQT is to generate the best approximation to the thermal state:

$$\rho_\beta = \frac{1}{Z_\beta} e^{-\beta H}, \quad Z_\beta = \text{Tr}(e^{-\beta H})$$  \hspace{1cm} (19)

Figure 2: Quantum circuits for the simulation of the heat (above) and work (below) strokes. $S$ and $H$ represent phase and Hadamard gates, respectively, and $R_z(\theta)$ are rotations of an angle $\theta$ around the $z$-axis.

Figure 3: Topology of the quantum chip ibm_lagos. Nodes of the graph represent qubits and edges of the graph represents the connection of the device. The nodes in green represent a linear chain, with 2 qubits, within the topology of the processor. The nodes in blue and red represent the auxiliary qubits that are used as the cold and hot baths, respectively. White nodes and dashed edges are qubits and connections that were not used during the experiment.
and from the open-source framework finding a set of single- and two-qubit quantum gates generating a collisional model. again in the beginning of the next cycle, hence effectively where $Z$ is the partition function. The details of the algorithm and its implementation can be seen in the supplementary material. At the end of the cycle, the bath qubits are reset to $|0\rangle$, so that the VQT may be applied again in the beginning of the next cycle, hence effectively generating a collisional model.

The interactions in the two strokes are simulated by finding a set of single- and two-qubit quantum gates $U_m$ and $W_m$ such that

$$U_q = \prod_{m=0}^{M} U_m, \quad U_w = \prod_{m=0}^{M} W_m$$

We implemented this using the Operator Flow module from the open-source framework Qiskit by IBM [38]. The circuits found for each stroke are illustrated in fig. 2.

We used the $ibm\_lagos$ (v1.0.8) processor, whose topology is shown in fig. 3. It allows the application of arbitrary single qubit rotations, as well as CNOT gates between connected qubits, and also reset operations. The average error associated with the CNOT gates and the readout is around 0.8% and 1%, respectively. The simulation must be planned taking into account the connectivity of the device, since applying CNOT gates to unconnected qubits requires SWAP operations, which are very costly [28] and further complicate the implementation. In our problem, the interactions are all between neighboring qubits, thus, a good choice of layout is that shown in fig. 3.

The experiments were carried out for three different modes of operation of the machine: heat engine, refrigerator and heat accelerator. They are determined by the values of the frequencies $\omega_1$ and $\omega_2$, and the temperatures $T_C$ and $T_H$ of the baths [34, 37]. These modes can be observed when the machine reaches the limit cycle. In the interval $T_C/T_H \leq \omega_1/\omega_2 \leq 1$, it operates as a heat engine, withdrawing heat from the hot bath ($Q_H > 0$), expelling some of it in the cold bath ($Q_C < 0$) and producing some useful work ($W > 0$). When $\omega_1/\omega_2 < T_C/T_H$, it works as a refrigerator, consuming work ($W < 0$) in order to extract heat from the cold bath and transfer it to the hot bath ($Q_C > 0, Q_H < 0$). When $\omega_1/\omega_2 > 1$, the machine operates as a heat accelerator, as it consumes work ($W < 0$) to accelerate the process of transferring heat from the hot to the cold bath ($Q_H > 0, Q_C < 0$).

The results are shown in fig. 4. The columns contain the results for each mode of operation. For comparison purposes, a numerical simulation of the Trotter evolution...
tion was performed, represented by the solid lines in the graphics. Graphics (a)-(c) shows the dynamics of the energetic flux during the cycles. As expected, the heat engine (a) and accelerator (c) show positive $Q_H$ and negative $Q_C$ in the limit cycle, whereas the refrigerator (b) presents the opposite behavior. During the work stroke, in the limit cycle, the heat engine produced work, as denoted by $W > 0$, and the refrigerator and heat accelerator both consumed work in order to operate, as denoted by $W < 0$. Graphics (d)-(f) shows that the system obeys the first law, as stated in eq. (13): in the limit cycle, the sum of the heats $Q_C + Q_H$ and the work $W$ converge to the same quantity.

In summary, we experimentally demonstrated the use of the IBMQ processor as a tool to simulate quantum heat engines, with full access to the energetics of the system. Thermal reservoirs are particularly difficult to implement, which we overcame using a variational algorithm at each cycle, effectively implementing a collisional model. This allowed us to access both the limit cycle, as well as the transient regime, offering unique insights into the relaxation process. Our approach cleanly separates the heat and work strokes, and thus can be readily generalized to any other type of heat engines. This means either chains with multiple qubits, or more complicated interactions, opening up the prospect of simulating quantum heat engines and quantum transport in various many-body systems.
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Supplementary Material

Variational Quantum Thermalizer

Here we describe the use of the variational quantum thermalizer (VQT), which belongs to a class of variational algorithms called quantum-Hamiltonian based models (QHBM), introduced by Verdon et. al [36]. The VQT algorithm was implemented in this work to simulate the thermal states of the bath qubits. Given a Hamiltonian \( H \) and a target inverse temperature \( \beta = 1/T \), the goal of the VQT is to generate the best approximation to the thermal state:

\[
\rho_\beta = \frac{1}{Z_\beta} e^{-\beta H}, \quad Z_\beta = \text{Tr}(e^{-\beta H})
\] (21)

where \( Z_\beta \) is the partition function. We begin with a density matrix \( \rho_\theta \), defined by a set of pure states \( \{ |\psi_i\rangle \} \), that constitutes a basis on a Hilbert space of dimension \( d \), and a parameter vector \( \theta \). Being \( \{ p_i(\theta_i) \} \) the probability distribution corresponding to the \( i \)-th basis state, such a matrix can be written as

\[
\rho_\theta = \sum_{i=1}^{d} p_i(\theta_i) |\psi_i\rangle \langle \psi_i|.
\] (22)

We sample from this distribution a pure state \( |\psi_i\rangle \), pass it through a parameterized quantum circuit \( U(\phi) \), and measure the mean energy \( \langle H \rangle_i = \langle \psi_i | U(\phi) H U^\dagger(\phi) | \psi_i \rangle \). Repeating this process many times for the set \( \{ |\psi_i\rangle \} \) and averaging the obtained \( \langle H \rangle_i \) will give the mean energy \( \langle H \rangle_{\theta \phi} \) with respect to \( \rho_{\theta \phi} = U(\phi) \rho_\theta U^\dagger(\phi) \):

\[
\langle H \rangle_{\theta \phi} = \sum_{i=1}^{d} p_i(\theta_i) \langle H \rangle_i.
\] (23)

As in any variational algorithm, in order to find the optimal parameters \( \{ \theta', \phi' \} \) that solve the problem, we must minimize a loss function, which here can be obtained from (23) and the von Neumann entropy \( S(\rho_{\theta \phi}) \). This would require two measurements, but we take advantage from the fact that the entropy is invariant under unitary transformations on the density matrix. Then, the loss function is:

\[
\mathcal{L}(\theta, \phi) = \beta \langle H \rangle_{\theta \phi} - S(\rho_\theta),
\] (24)

which is minimized when \( \rho_{\theta \phi} \) is equal to the required thermal state.

If \( \rho_0 \) is a factorized state composed of \( N \) subsystems \( \rho_i(\theta_i) \):

\[
\rho_0 = \bigotimes_{i=1}^{N} \rho_i(\theta_i),
\] (25)

the number of \( \{ \theta \} \) parameters scales linearly with \( N \), and the dimension of each subset \( \{ \theta_i \} \) is dependent only on the internal structure of its related subsystem. Moreover, in this factorised form the entropy \( S(\rho_0) \) is easier to calculate, as it is given by the sum of the entropy values for each subsystem:

\[
S(\rho_0) = \sum_{i=1}^{N} S(\rho_i(\theta_i)).
\] (26)

The implemented ansatz is shown in fig. 5. We choose this particular ansatz because it can approximate any 1 qubit unitary, thus it doesn’t depend on the Hamiltonian to be diagonal in the computational basis [39]. It also takes into account the set of gates accessible to the IBMQ device [28]. Other configurations were also tried, including rotations around other axes, but they did not show optimal results, and some demanded too many iterations of the VQT to converge. In order to implement the VQT in the experiment, we used the open-source Python libraries Pennylane by Xanadu [40] and Qiskit by IBM [38]. The classical optimization method chosen was the Constrained Optimization BY Linear Approximation (COBYLA) [41, 42], a gradient-free optimizer, which is a good choice as it reduces the number of circuit measurements.

When running the algorithm on a quantum computer, it is important that it is done in the corresponding qubits that will be used as baths, as in this case the VQT finds optimal parameters that consider the device noise associated to those qubits during the learning process. In general, it took less than 20 iterations for the algorithm to converge.

\[
\begin{align*}
- & R_z(\phi_0) \quad \text{\( \sqrt{X} \)} \quad R_z(\phi_1) \quad \text{\( \sqrt{X} \)} \quad R_z(\phi_2)
\end{align*}
\]

Figure 5: The chosen ansatz consists of three \( R_z \) rotations interspersed by square root of NOT gates. Each rotation has a different \( \phi \) parameter, which are to be optimized during the VQT implementation.

Quantum Simulation

The quantum simulation step of the experiment involves finding a set of quantum gates in the IBMQ computer that can simulate the action of the Hamiltonians of each qubit. For the Hamiltonians \( H_C \), \( H_H \), \( H_1 \) and \( H_2 \), the process involves a set of single qubit gates. To perform the interactions \( V_{j,k} \), two qubit gates are necessary, taking into account the architecture of the processor. This task can be easily performed by implementing the Operator Flow module from Qiskit library, and the circuits found for each stroke are illustrated in fig. 6.
Using the fact that \( \sigma_+ \sigma_+ + \sigma_- \sigma_- = (\sigma_+ \sigma_+ + \sigma_- \sigma_-) / 2 \), the hamiltonian \( H_q \) for the heat stroke is written as:

\[
H_q = H_1 + H_2 + H_C + H_H + V_{1,C} + V_{2,H}
= \frac{\omega_1}{2} \sigma_z^1 + \frac{\omega_2}{2} \sigma_z^2 + \frac{\omega_C}{2} \sigma^C_z + \frac{\omega_H}{2} \sigma^H_z
+ \frac{g}{2} (\sigma^1_+ \sigma^1_- + \sigma^2_+ \sigma^2_-) + \frac{g}{2} (\sigma^C_+ \sigma^C_- + \sigma^H_+ \sigma^H_-)
\]

and \( H_w \) for the work stroke as:

\[
H_w = H_1 + H_2 + V_{1,2}
= \frac{\omega_1}{2} \sigma_z^1 + \frac{\omega_2}{2} \sigma_z^2 + g(\sigma^1_+ \sigma^1_- + \sigma^2_+ \sigma^2_-)
\]

and \( U_w \) for the work stroke as

\[
U_w = e^{-ig \omega \sigma_z^1 \omega \sigma_z^2} \times e^{-ig \omega \sigma_z^1 \sigma_z^2 \omega} \times e^{-ig \omega \sigma_z \sigma_z \omega} \times e^{-ig \omega \sigma_z \sigma_z \omega}
\]

The set of gates that simulates the action of each part eq. (29) and eq. (30) are identified in fig. 6.

**Measurement**

In the IBM quantum computer, the measurements are performed in the \( \sigma_z \)-basis. Therefore, for a qubit in an arbitrary state \( |\psi\rangle \) the expectation values \( \langle \sigma_z \rangle \) can be directly calculated from the probabilities \( p_0 = |\langle 0 | \psi \rangle|^2 \) and \( p_1 = |\langle 1 | \psi \rangle|^2 \), which are provided at the end of the processes, since \( \langle \sigma_z \rangle = p_0 - p_1 \). These measurements are performed after the process is run many times, each run called a shot. The probabilities \( p_0 \) and \( p_1 \) can be obtained by dividing the number of times the system was found in the states \( |0 \rangle \) and \( |1 \rangle \), for each qubit, by the number of shots.