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ABSTRACT In order to optimize the performance of data transmission in multiple input multiple output (MIMO) wireless communication systems, a spread spectrum self-interference system based on channel inverse matrix modulation is proposed. First of all, we improved the spread spectrum method and proposed the DIMMSS(channel inverse matrix modulation spread spectrum) spread spectrum method based on the channel inverse matrix. And a simulation comparison experiment was carried out for the anti-interference ability and anti-eavesdropping ability of this method. Secondly, this paper also proposes two blind despreading methods based on Walsh-hadamard algorithm and cluzeau algorithm. We studied the anti-jamming performance of these two algorithms, and optimized the blind despreading process according to their different characteristics of computational complexity. Experimental results show that compared with ordinary direct sequence spread spectrum, the spread spectrum self-interference system can not only improve the confidentiality and security of the transmitted signal, but also greatly simplify the receiving equipment. It has certain application value in the military and civilian fields.

INDEX TERMS MIMO, anti-eavesdropping, pseudo random sequence, spread spectrum method, reconstruction.

I. INTRODUCTION

Today, wireless networks have been widely used in civilian and military applications, security issues have become a major issue in network research. Among them, the physical layer security is based on the information theory method to protect the confidentiality of data, and it has attracted extensive research interest because of its focus on the confidentiality in the communication process. Spread spectrum and despreading are important components in communication security, and also has important research value. Aiming at the problem of eavesdroppers stealing messages and interference between multi-user communications in wireless communication systems, this paper proposes a new spread spectrum method based on multiple input multiple output (MIMO) systems, which is channel inverse matrix modulation spread spectrum (CIMMSS).

There exist a large variety of methods about new spread spectrum in the existing research. Among them, walsh code soft spread spectrum signals are widely used. For example, the foreign military Mark VII Mode5 adopts (16,4) Walsh soft spread spectrum coding technology, and the new generation of Norwegian battlefield communication network also proposes to use (256,8) and (32,7) orthogonal matrix coding spread spectrum system. In addition, WCDMA applies (64,6) Walsh code soft spread spectrum coding technology. There is also a soft spread spectrum method that combines RS error correction coding and Walsh transform, which has good performance in orthogonality and error correction [1]. Literature [2] proposed the Massey algorithm to estimate pseudo-random sequences. This method can accurately estimate pseudo-random sequences, but this method requires no errors in the sequence, which results in very harsh calculation conditions for the algorithm. The matrix factorization algorithm is a common way of direct sequence spread spectrum (DSSS) despreading in recent years. For example, Burel and Boudier [3] calculated the covariance matrix based on
the feature analysis technique, and then reconstructed the spreading sequence through the feature vector. When the spreading code is too long, the calculation complexity of this method is too large, and it is difficult to apply in practical applications. Based on the feature analysis method, literature [4] combines the feature decomposition algorithm and the subspace tracking algorithm to realize the fast algorithm of feature decomposition, which greatly reduces the computational complexity, but has poor anti-noise performance. In [5], a double sliding window feature decomposition algorithm is also proposed. This method simplifies the problem of spreading code estimation under non-synchronization, but increases the computational complexity. There are also some articles proposed to estimate pseudo-code sequence respectively based on spreading code maximum likelihood estimation, neural network and average cross-correlation method. Although these algorithms have low computational complexity, but these methods have poor performance under low signal-to-noise ratio conditions [6], [7].

Regarding the problem that information in multi-user communication is easily disturbed and stolen, literature [8] proposed a single input multi output (SIMO) system that uses a neural network to achieve full-duplex legal receiver signals combination and self-interference Elimination scheme. The legal receiver sends artificial noise to interfere with the eavesdropper while receiving the signal for self-interference signal cancellation. Some articles studied the secure massive MIMO transmission for multi-cell and multi-user systems on independent and identically distributed Rayleigh fading channels, and proposed several matched filter precoding and Artificial noise (AN) generates a design to interfere with eavesdroppers’ channels and protect user channels [9]. For the same system model, a regularized channel inversion and AN transmission scheme was designed in [9] to further improve the security performance. For eavesdroppers using massive MIMO antennas to steal information, a physical layer security method is proposed to prevent eavesdroppers, which is called the original data phase rotation secure transmission scheme. The method is to randomly rotate the phase of the base station before the original data transmission, so that a large number of MIMO eavesdroppers will be confused by intercepted signals that may not represent real information symbols [10].

This paper proposes a new spread spectrum method based on MIMO system, which uses the channel inverse matrix to modulate the spread spectrum code. The CIMMSS can effectively solve the problem of multi-user interference and eavesdropping. Compared with the method described above, it does not need to generate artificial noise to encrypt the transmission data, and only needs to detect the channel matrix between the transmitter and the receiver, we can realize point-to-point or many-to-many confidential data transmission. Since the information will be modulated by the channel matrix during the transmission process, The receiver only needs to despread by the method of DSSS. This operation can greatly simplify the receiving device. And the use of blind despreading at the receiver can also enhance anti-interference and simplify the receiving device, to a certain extent.

II. SYSTEM MODEL

This article will construct and describe the system model based on the new spread spectrum method. Since CIMMSS is based on channel reciprocity conditions, and channel reciprocity is only established in time division duplex (TDD) working mode, this article only considers the use of CIMMSS in TDD mode.

A. SYSTEM MODEL IN COOPERATIVE COMMUNICATION

In wireless communication, when a signal passes through a transmission channel, there will generally be fluctuations in signal strength and phase characteristics, which is called channel fading. Channel fading will reduce signal strength. This paper is based on MIMO technology to increase the diversity to achieve the effect of overcoming channel fading [11]. The data streams of the kth user in this system are \( b_1^{(k)} \) and \( b_2^{(k)} \).

Then the signals \( \{b_1^{(k)}\} \) and \( \{b_2^{(k)}\} \) of the kth user are modulated by the channel inverse matrix, in other words, multiplied by the channel inverse matrix.

\[
\begin{bmatrix}
    z_1^{(k)} \\
    z_2^{(k)}
\end{bmatrix}
= 
\begin{bmatrix}
    h_{11} & h_{21} \\
    h_{12} & h_{22}
\end{bmatrix}^{-1} 
\begin{bmatrix}
    b_1^{(k)} \\
    b_2^{(k)}
\end{bmatrix},
\]

where \( h_{ij}, i,j \in \{1,2\} \) is the independent Rayleigh attenuation coefficient from the base station transmitting antenna i to the k-th receiving antenna j. Thus, the baseband modulation signals \( z_1^{(k)} \) and \( z_2^{(k)} \) of the k-th user are obtained, \( k=1,...,K \). The estimation of the channel matrix is usually realized by a pilot-based method, which is mainly used at the receiver. This article estimates CSI at the transmitter. This method is mainly to send the signal received by the receiver to the transmitter intact. The pilot signal received by the transmitter is equivalent to multiplying two identical channel matrices. So the channel state information can be restored by the transmitter [12].

The base station transmitter performs spread-spectrum modulation on the baseband modulation signals \( z_1^{(k)} \) and \( z_2^{(k)} \) to obtain spread-spectrum signals \( t(z_1^{(k)}) \) and \( t(z_2^{(k)}) \), which can be expressed as \( x_1^{(k)} \) and \( x_2^{(k)} \), and then transmit them by two antennas respectively.

The signals extracted by the k-th receiver are \( y_1^{(k)} \) and \( y_2^{(k)} \), where

\[
\begin{bmatrix}
    y_1^{(k)} \\
    y_2^{(k)}
\end{bmatrix}
= 
\begin{bmatrix}
    h_{11} & h_{21} \\
    h_{12} & h_{22}
\end{bmatrix} 
\begin{bmatrix}
    z_1^{(k)} \\
    z_2^{(k)}
\end{bmatrix} 
+ 
\begin{bmatrix}
    n_1^{(k)} \\
    n_2^{(k)}
\end{bmatrix},
\]

where \( n_1^{(k)} \) and \( n_2^{(k)} \) are the baseband noise vectors of the antenna 1 and antenna 2 channels of the k-th receiver, respectively. It should be emphasized that the step of multiplying the channel matrix here is still valid for the signal after spreading;
Then the k-th receiver despreads the baseband signals $y_1^{(k)}$ and $y_2^{(k)}$, and extracts the base station transmit data streams $b_1^{(k)}$ and $b_2^{(k)}$. The specific communication process diagram is shown in Fig.1.

**B. SYSTEM MODEL FOR EAVESDROPPING EQUIPMENT**

The system model contains three parts: transmitter A, receiver B and eavesdropper C. Assuming that A, B and C are all equipped with two antennas, there are four transmission paths between A and B. $h_{11}$, $h_{12}$, $h_{21}$, and $h_{22}$ respectively represent the attenuation coefficient of the independent Rayleigh path between A and B, which can also be generally represented by a matrix. $h_{1P}$, $h_{1Q}$, $h_{2P}$, $h_{2Q}$ represent the independent Rayleigh attenuation coefficients between A and C. The two antennas at A send the spread spectrum modulated information $x_{1}^{(k)}$ and $x_{2}^{(k)}$ to the two antennas at B. The data information received by the receiver is $y_1^{(k)}$ and $y_2^{(k)}$. If the Gaussian white noise during transmission is not considered, this process can be expressed as:

$$
\begin{align*}
    y_1^{(k)} &= h_{11}x_1^{(k)} + h_{21}x_2^{(k)} \\
    y_2^{(k)} &= h_{12}x_1^{(k)} + h_{22}x_2^{(k)}
\end{align*}
$$

(3)

We know that the data obtained after direct sequence spreading of $b_1^{(k)}$ and $b_2^{(k)}$ is the information received by B. B does not need to detect the channel state information (CSI) between the two ends, and data recovery can be achieved by directly despreading the received data, simplifying the receiving equipment.

Since A and B both know the CSI, and the $x_1^{(k)}$ and $x_2^{(k)}$ of A are modulated by CSI, the information transmission in the transmission process can be realized by using CSI after despreading at the receiver.

Suppose that C eavesdrops on the information sent by A to B, and C can obtain the complete transmitter data $x_1^{(k)}$ and $x_2^{(k)}$. According to the CSI between A and C, we get the information received by C as:

$$
\begin{align*}
    e_1 &= h_{1P}x_1^{(k)} + h_{2P}x_2^{(k)} \\
    e_2 &= h_{1Q}x_1^{(k)} + h_{2Q}x_2^{(k)}
\end{align*}
$$

(4)

As we can see from Fig.2, the eavesdropper C can estimate the channel matrix between A and C. Since the data at the transmitter is modulated by the channel inverse matrix between A and B, C does not know the channel information between A and C. If the eavesdropper wants to use some blind despreading algorithms to recover the data, they cannot recover the correct data. Even if C detects the CSI of cooperative communication, it does not know the communication mode between A and B, and ultimately cannot eavesdrop correctly. Through this method, the confidentiality and interference effects between multi-user communications can be realized.

**III. BLIND DESPREADING METHODS**

The spreading code generally adopts pn code or gold code. This article uses the m sequence generated by the linear feedback shift register (LFSR) as the spreading code. Although the composite code sequence has stronger pseudo-random characteristics and is more complex than the m sequence, the low complexity of the m sequence has better performance in realizing the rapid recovery of information in the military and civilian fields. To realize the blind despreading process, we need to estimate the m sequence. The estimation of m-sequence is divided into two parts. First, we need to estimate feedback polynomial, and then estimate the initial state of LFSR. Assuming that the received demodulated signal sequences are $y_1^{(k)}$ and $y_2^{(k)}$, if you want to request the data streams $b_1^{(k)}$ and $b_2^{(k)}$ at the transmitter, you need to recover the LFSR sequence from $y_1^{(k)}$ and $y_2^{(k)}$.

**A. ORDER ESTIMATION**

The demodulated signal at the antenna receiver has good autocorrelation. This article is based on a $2 \times 2$ MIMO system, so each user has two antennas. Two antennas correspond to two sets of data at the receiver. The operations of the two antennas are similar. Here, only one set of data is considered. Assume that the receiver of one of the antennas receives
data as \( y = (y_1, y_2, y_3, ..., y_n) \), and the transmitter information sequence is \( [b] \). Because the information sequence is unbalanced, suppose the proportion of 0 in the information sequence is \( 0.5 + \varepsilon, 0 < \varepsilon < 0.5 \), in other words, the information sequence satisfies \( p(b = 0) = 0.5 + \varepsilon \). Given that there are only two numbers in the sequence \( \{y\} \), 0 and 1, we first write 0 in the sequence as 1, and 1 as \(-1\), and the sequence can be written as \( y'_k = 1 - 2y_k \). The autocorrelation function is:

\[
P(\tau) = \frac{1}{n} \sum_{k=0}^{n-1} y'_k \cdot y'_{k+\tau} \quad (0 \leq \tau \leq M)
\]

Because the period of the m sequence is \( 2^n - 1 \), it is easy to know that when \( \tau = k \times (2^n - 1) \), the autocorrelation function value can take the maximum value. After the generation of the autocorrelation function image, we can know the peak value of the function image, and then calculate the order of the feedback polynomial according to the period of \( \tau \) corresponding to the peak value.

**B. USING WALSH-HADAMARD METHOD TO ESTIMATE FEEDBACK POLYNOMIAL**

In this paper, a feedback polynomial estimation algorithm based on Walsh-Hadamard transform is used to recover the low-order feedback polynomial of the pseudo-random sequence. The principle of the algorithm is to use Walsh-Hadamard transformation to solve the error-containing equations, which extends to the use of Walsh-Hadamard transformation to solve the feedback polynomial of the m sequence. The coefficients transformed by this method can be expressed as the difference between the amount of data that makes the feedback relationship not established and the amount of data that makes the feedback relationship established and the polynomial represented by this position is equal to the number of occurrences of N-L decimal numbers.

The Walsh-Hadamard transformation mainly expresses that the Walsh function matrix can be easily obtained from the Hadamard matrix by using the corresponding relationship. The Walsh function matrix is a complete orthogonal function matrix that only takes 1 and \(-1\). The lowest order square matrix is a square matrix with 1 and \(-1\) as elements and any two rows orthogonal to each other. The lowest order square matrix is the second order square matrix, which can be expressed as

\[
H_2 = \begin{bmatrix}
1 & 1 \\
1 & -1
\end{bmatrix}
\]

For the nth order hadamard matrix, it can be expressed as

\[
H_n = H_2^\otimes n
\]

The Walsh-Hadamard transformation of \( 2^n \)-dimensional row vector \( c \) can be expressed as

\[
c^{wh} = cH_m
\]

The specific steps of the algorithm are as follows:

1) First, we group the received information sequence \( a \), assuming that \( L \) is the order of the feedback polynomial and \( N \) is the total length of the sequence. With \( L+1 \) data as a group, \( N \) data can be divided into \( N-L \) data groups, and then the data of each data group can be converted into decimal, we can get \( N-L \) decimal numbers, denote this sequence as \( b \). The specific method is shown in Fig.3.

2) We convert \( L+1 \) binary numbers into decimal numbers respectively, so this decimal number has \( 2^{L+1} \) possibilities. Then the \( N-L \) decimal numbers are constructed into a \( 2^{L+1} \)-dimensional vector \( c \), and the value of each element of the vector \( c \) is equal to the number of occurrences of \( N-L \) decimal numbers.

3) Perform a Walsh-Hadamard transformation on \( c \) to generate \( c^{wh} \). The position of the largest element in \( c^{wh} \) is expressed in binary, and we can get the feedback polynomial. The largest element means that the error-containing equation is established the most times, and the polynomial represented by this position is most likely to be the correct feedback polynomial. The flowchart of walsh-hadamard algorithm is shown in Fig.4.

![FIGURE 3. Sample about data grouping.](image)

![FIGURE 4. Walsh-Hadamard algorithm.](image)

According to the physical meaning of the Walsh-Hadamard transformation, this method is called the maximum established quantity criterion, and this method requires the order of the feedback polynomial to be known.

**C. USING CLUZEAU ALGORITHM TO ESTIMATE FEEDBACK POLYNOMIAL**

Compared with Walsh Hadamard algorithm, cluzeau algorithm does not need to determine the order of feedback polynomials first. It directly uses the demodulated sequence to
construct a random variable that obeys normal distribution, and transforms the determination of the generated polynomial into a binary hypothesis test problem [14].

Cluzeau algorithm does not search the feedback polynomial f(x) directly, but searches for the sparse multiple of f(x). When twice of f(x) is detected, it returns the nontrivial greatest common divisor (gcd) of the two detected multiples as the detected feedback polynomial. Judging whether the sparse polynomial is a multiple of f(x) is based on a statistical test of the absolute value of the variable Z, which is given by

\[ Z = \sum_{t=1}^{N-1} (-1)^{t_i} \tag{9} \]

where \( z_t \) is the modulo 2 summation of the sequence position of the corresponding order when the feedback polynomial length is d, which can be expressed as:

\[ z_t = y_t \oplus j \sum_{j=1}^{d-1} y_{t-j_j} \tag{10} \]

Let \( Q(X) = 1 + \sum_{i=1}^{d-1} X^i \), (0 < \( i_1 \) < \( i_2 \) < ... < \( i_{d-1} \)). When \( Q(X) \) is a multiple of f(x), we have

\[ z_t = y_t \oplus j \sum_{j=1}^{d-1} y_{t-j_j} \tag{11} \]

If the bias of the source is \( P_r(x_t = 1) = \frac{1}{2} - \epsilon \), we have

\[ P_r(z_t = 1) = \frac{1}{2} [1 - (2\epsilon)^d] \]

\[ Z = \sum_{t=1}^{N-1} (-1)^{t_i} = (N - i_{d-1}) - 2 \sum_{t=1}^{N-1} z_t \tag{12} \]

And Z conforms to Gaussian distribution. Obviously, when \( Q(X) \) is not a multiple of f(x),

\[ P_r(z_t = 0) = \frac{1}{2} \tag{13} \]

Regardless of whether \( Q(X) \) is a multiple of f(x), both obey the Gaussian distribution, but the average and variance of the Gaussian distribution are different. When \( Q(X) \) is not a multiple of f(x),

\[ |Z| \sim N(0, N - i_{d-1}) \tag{14} \]

When \( Q(X) \) is a multiple of f(x),

\[ |Z| \sim N(\mu, \sigma^2) \tag{15} \]

where \( \mu = (N - i_{d-1})(2\epsilon)^d \), and the normalized upper limit \( \sigma^2 \) of the variance is

\[ (N - i_{d-1})(1 + 2d(d - 1))(1 - (2\epsilon)^{2d}) \tag{16} \]

Since Z has two different distributions, the threshold \( T \) can be used to determine whether \( Q(X) \) is a multiple of f(x), when \( |Z| < T \), \( Q(X) \) is not a multiple of f(x); otherwise, \( Q(X) \) is a multiple of f(x). When \( Q(X) \) is not a multiple of f(x), \( T \) depends on the false alarm probability \( P_f = P_r(\{Z| \geq T\}) \); when \( Q(X) \) is a multiple of f(x), \( T \) depends on the nondetection probability \( P_n = P_r(\{Z| \leq T\}) \).

The specific implementation steps of Cluzeau algorithm are as follows:

1) Calculate the threshold T

\[ T = \frac{a(a + b\sigma)}{(2\epsilon)^d} \tag{17} \]

where \( a = \Phi^{-1}(1 - P_f) \), \( b = -\Phi^{-1}(P_n) \), \( \Phi \) represents the standard normal distribution function;

2) We can calculate the required received sequence length according to the maximum order of the searched sparse multiples.

\[ N = i_{d-1} + \frac{(a + b\sigma)^2}{(2\epsilon)^{2d}} \tag{18} \]

3) Initialize \( Z = 0 \), take t from \( i_{d-1} \) to N, calculate

\[ z_t = y_t \oplus j \sum_{j=1}^{d-1} y_{t-j_j} \tag{19} \]

and

\[ Z = Z + (-1)^{t_i} \tag{20} \]

4) If \( |Z| > T \), then \( Q(X) \) is a sparse polynomial. Checking the first two sparse polynomials to find their gcd is the feedback polynomial.

The flowchart of Cluzeau algorithm is shown in Fig.5.
D. LFSR INITIAL STATE RECOVERY

After the order of the LFSR and the feedback polynomial are determined, it is necessary to restore the initial state of the m-sequence in order to fully restore the m-sequence.

Johansson and Jonsson algorithm proposed a related attack method based on convolutional code to restore the initial state of LFSR, but this algorithm is time-consuming. This article uses the method of traversing all possible initial states and experimenting with each initial state through statistics and comparison to obtain the advantage value of sequence recovery. According to the advantage value, the initial state of the shift register is determined. When we use the wrong initial state to restore the information sequence, the ratio of 0 to 1 in the recovered sequence is almost equal, while the ratio of 0 to 1 obtained from the correct initial state to restore the information sequence is significantly different. The advantage value actually refers to the maximum value of the difference between the proportions of 0 and 1 after using different initial state recovery information sequences. For the L-level shift register, after identifying the order of the LFSR and the feedback polynomial, traverse $2^{L-1}$ initial states to recover the channel sequence, and count the advantage value of the recovered sequence. The initial state corresponding to the largest advantage value is the initial state of the LFSR.

IV. EXPERIMENT RESULTS

In the simulation, a shorter sequence length sequence is used based on the idea of fast recovery, the rate of the transmitted signal and spreading code is known, all channels are Rayleigh flat fading channels, the number of antennas at the transmitter and the receiver are both 2, and the channel matrix between each antenna is generated by a complex Gaussian random variable with an average value of 0 and a variance of 0.01; The spreading code sequence used in the following experiments is generated by an LFSR whose initial state is 01011 and the feedback polynomial is $x^5 + x^2 + 1$. The initial information sequence is generated randomly, and the modulation method is bpsk modulation. The experimental results are also based on DIMMSS.

A. SIMULATION OF FEEDBACK POLYNOMIAL ORDER ESTIMATION

First, autocorrelate the recovered sequence to get the result shown in Fig.6. We can see that the value of the peak position is (31, 62, 93, 124, 155, 186). According to this, the period of the judgment sequence is 31, which is the period of the pseudo-random sequence. Knowing that the period of the pseudo-random sequence of the feedback polynomial with the order of L is $2^L - 1$, the order can be calculated as 5.

This article also simulates the effect of SNR and $\varepsilon$ on the order recovery performance as shown in Fig.7. The number of Monte Carlo simulation is 500. From the image, it can be seen that the larger $\varepsilon$ is, the easier the recovery is. When $\varepsilon = 0.4$, 99% recovery of the order can be achieved when SNR $>-30$dB.
When the SNR value is $-22$dB and $\varepsilon \geq 0.05$, the correct recovery probability of the feedback polynomial can reach 100%. When the SNR is lower than this value, the algorithm effect is reduced. It is easy to know from the image that the larger $\varepsilon$ is, the higher the probability of correct recovery of the feedback polynomial is, and the correct recovery of the feedback polynomial can be achieved even when the signal-to-noise ratio is low.

C. USING CLUZEAU ALGORITHM TO REALIZE FEEDBACK POLYNOMIAL ESTIMATION

In this part, we mainly discuss the probability of cluzeau algorithm correctly identifying the feedback polynomial under different SNR conditions. First set the false alarm probability $p_f$ and the missed detection probability $p_n$. In this experiment, set $p_f = 2 \times 10^{-3}$ and $p_n = 10^{-3}$. This article only simulates the correct recovery rate of the feedback polynomial on the premise that the number of terms is 3, which can be written as $d=3$. Because the algorithm needs to know $\varepsilon$, here is set $\varepsilon = 0.25$. The simulation uses a 5th-order polynomial $x^5 + x^2 + 1$, the SNR changes from $-50$dB to 0dB in steps of 5dB, and the number of Monte Carlo simulations is 500 times. The simulation results are shown in the Fig.9.

![FIGURE 9. Restore feedback polynomial by cluzeau algorithm with different SNR.](image)

As can be seen from the Fig.9, when the SNR is between $-40$dB and $-35$dB, the performance of the algorithm increases sharply. When the SNR is higher than $-34$dB, the correct recovery probability of the feedback polynomial is more than 95%, and when the SNR is higher than $-27$dB In this case, the probability of correct recovery of the feedback polynomial is more than 99%.

D. COMPARISON OF TWO FEEDBACK POLYNOMIAL RECOVERY ALGORITHMS

For different two algorithms, the computational complexity of the two algorithms is compared. From the whole process of the Walsh-Hadamard algorithm, it can be seen that the calculation amount of the algorithm is mainly in the transformation of the hadamard matrix, and it can be obtained that the computational complexity of the algorithm is $O((N - L) \cdot 2^{L - 2d} / \varepsilon^2 d)$. The specific simulation results are as follows.

Fig.10 and Fig.11 show the comparison of computational complexity when $\varepsilon$ is 0.05 and 0.25. The complexity of the algorithm is from 3 to 50, and $d=3$ in the cluzeau algorithm. It can be seen from the image that when the order is lower than a certain value, the calculation complexity of the Walsh-Hadamard algorithm is relatively low. With the increase of the order, the complexity of the algorithm increases exponentially. The complexity of cluzeau algorithm is lower than Walsh Hadamard algorithm. Among them, the computational complexity of the cluzeau algorithm is related to $\varepsilon$. The smaller the value, the higher the algorithm complexity, but in the increase of the order, the complexity of the Walsh-hadamard algorithm will always be much greater than the cluzeau algorithm. Therefore, in the process of blind despreading, one of the two different methods can be selected for operation with a lower complexity.

![FIGURE 10. Computational complexity of the two algorithms when $\varepsilon$ is 0.05.](image)

![FIGURE 11. Computational complexity of the two algorithms when $\varepsilon$ is 0.25.](image)
algorithm is related to $\varepsilon$, the parameter $\varepsilon$ must be considered in the comparison process. The algorithm in the literature can realize the recovery of spreading code when the SNR is greater than $-22$, and the effect of the algorithm can be achieved when the Walsh-hadamard algorithm $\varepsilon$ is greater than 0.05. The clueau algorithm will not be affected by the parameter $\varepsilon$, and the clueau algorithm can recover the spreading code when the SNR is greater than $-28$dB. In summary, the two algorithms proposed in this paper have better performance when $\varepsilon$ is greater than a certain value.

E. ESTIMATION OF THE INITIAL STATE OF PSEUDO-RANDOM SEQUENCE

The experiment also simulated the relationship between the probability of correct restoration of the initial state and $\varepsilon$ under different SNR conditions. $\varepsilon$ changed from 0.01 to 0.49 with a step length of 0.03, and the SNR changed from $-50$dB to 0dB with a step length of 10dB. The number of Monte Carlo simulations was 300. The simulation results are shown in Fig.12.

As we can see from the Fig.12, when the SNR is greater than $-30$dB and the value of $\varepsilon$ is greater than 0.04, the algorithm can correctly restore the initial state. When the SNR is less than this value, the smaller the signal-to-noise ratio, the greater the requirement for the value of $\varepsilon$ to restore the initial state correctly.

F. COMPARISON BETWEEN NEW SPREAD SPECTRUM AND DIRECT SEQUENCE SPREAD SPECTRUM

Spread spectrum gain is an important factor that measures and affects the anti-interference ability in the communication process. Generally, when the spreading gain is higher, the anti-interference ability during transmission is stronger. This section mainly simulates the performance of DIMMSS under different expansion gains, where the expansion gains are respectively taken as gain=5 and gain=50. In order to obtain the comparison of the performance of DIMMSS and DSSS under different spread spectrum gains, a comparative experiment will be carried out on these two methods. The number of Monte Carlo simulation is 1000, and the specific simulation results are shown in Fig.13 and Fig.14.

It can be seen that when the spreading gain is 5 and SNR=$-25$dB, DIMMSS can achieve low bit error rate transmission; when the spreading gain is 50, DIMMSS only needs SNR greater than about $-35$dB to achieve low Bit error rate transmission. It can be proved that with the increase of spread spectrum gain, the anti-interference ability of DIMMSS will increase. The experiment also carried out DSSS performance simulation under the same conditions. It can be seen from Fig.13 and Fig.14 that although increasing the spread spectrum gain can improve the anti-interference ability of DSSS, no matter how the spread spectrum gain changes, the anti-interference performance of DIMMSS is better than DSSS. According to [16], the existing spread spectrum technology generally achieves performance of $-10\lg$(gain), that is to say, when gain=5, SNR=$-7$dB can realize transmission; when gain=50, SNR=$-17$dB can realize transmission. But it can be seen that DIMMSS performs better.

We also compared the anti-eavesdropping ability of DIMMSS under the condition of gain=50. In the simulation comparison between cooperative communication and non-cooperative communication, the main difference is that the CSI through the channel is different, as shown in Fig.15. The experimental simulation shows that since the eavesdropper does not know the CSI in the cooperative communication, the information sequence cannot be recovered correctly.
Several bits of error. The more errors, the greater the impact. The method does not perform channel coding, so there may be an effective use of these two methods at the receiver to realize fast order and higher-order feedback polynomial recovery. Effective despreading. These two methods have advantages for lower-order Walsh-Hadamard algorithm and the Cluzeau algorithm to improve the anti-interference ability of the system, and can be used to restore the information sequence in the case of a lower signal-to-noise ratio. This paper also proposes to apply the Walsh-Hadamard algorithm and the Cluzeau algorithm to despread. These two methods have advantages for lower-order and higher-order feedback polynomial recovery. Effective use of these two methods at the receiver can realize fast calculation of the blind despreading process. However, this method does not perform channel coding, so there may be several bits of error. The more errors, the greater the impact on the algorithm performance.

V. CONCLUSION

For the MIMO system, this article first proposes a new spread spectrum method for channel inverse matrix modulation. This new spread spectrum method can not only simplify the receiving equipment, but also improve the anti-eavesdropping ability in MIMO wireless communication. Through simulation experiments, the use of this spread spectrum method can also improve the anti-interference ability of the system, and can be used to restore the information sequence in the case of a lower signal-to-noise ratio. This paper also proposes to apply the Walsh-Hadamard algorithm and the Cluzeau algorithm to despread. These two methods have advantages for lower-order and higher-order feedback polynomial recovery. Effective use of these methods at the receiver can realize fast calculation of the blind despreading process. However, this method does not perform channel coding, so there may be several bits of error. The more errors, the greater the impact on the algorithm performance.
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