SurvODE: Extrapolating Gene Expression Distribution for Early Cancer Identification
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Abstract. With the increasingly available large-scale cancer genomics datasets, machine learning approaches have played an important role in revealing novel insights into cancer development. Existing methods have shown encouraging performance in identifying genes that are predictive for cancer survival, but are still limited in modeling the distribution over genes. Here, we proposed a novel method that can simulate the gene expression distribution at any given time point, including those that are out of the range of the observed time points. In order to model the irregular time series where each patient is one observation, we integrated a neural ordinary differential equation (neural ODE) with cox regression into our framework. We evaluated our method on eight cancer types on TCGA and observed a substantial improvement over existing approaches. Our visualization results and further analysis indicate how our method can be used to simulate expression at the early cancer stage, offering the possibility for early cancer identification.

Keywords: Cancer genomics · Gene expression · Variational autoencoder · Survival analysis · neural ODE

Availability: https://github.com/ct123098/SurvODE.

1 Introduction

Large-scale cancer genomics projects, such as TCAG[4], ICGC[27] and MSK[6], comprehensively characterize the genomic profiles of patients across different cancer types. Consequently, machine learning approaches have been extensively developed to analyze these datasets, revealing key insights in cancer development and drug discovery[13,23]. One important application from analyzing these datasets is to find genes whose expression can be predictive of cancer development and patient survival using the censored survival data collected in these data repositories. Methods based on Cox regression have been used to find these genes and lead to many successful downstream applications[3].

However, these methods mainly use statistics (e.g., t-statistic, regression coefficients, etc.) to find the most significant gene, while few study model the distribution of gene expression. Examples showing the limitations of the conventional methods are not far to seek. If the mean of a gene in the population is less relevant to time but the variance goes up through the development of cancer, this gene is also associated with cancer, and this gene can be a potential biomarker for early detection. Alternatively, for some cancer, two subtypes may have different gene expression features such as high and low, but merging them together may lead to a zero regression coefficient. Conventional methods like regression or survival analysis are unlikely to discover these patterns in the datasets.

Our goal is to approximate the distribution of gene expression in the population whose survival time is the given number. However, modeling the time-varying gene expression distribution is challenging due to the scarce of samples [14]. Especially, learning the distribution of gene expression in the early stage is more difficult since the number of patients with long survival times is limited. We even have to estimate the distribution at some time that does not appear in the training set.

In this paper, we use a variational autoencoder (VAE)[15] structure to model the randomness. To better utilize the information in the datasets, we have to incorporate the data with censored survival time (we
don’t know the exactly surviving time of the patient and only know a lower bound), which are the majority compared to the uncensored data in the most of cancer dataset. To explicitly capture the dynamic of gene expression distribution, we propose assumptions and formulate the problem as an irregular time series problem [19], where each patient represents one observation at a given time point in a time series. Since the survival times of patients are unevenly spaced, they form an irregular time series that cannot be easily processed by sequence-based approaches such as recurrent neural networks (RNN)[7] and LSTM[12].

We propose to model this irregular time series using neural ordinary differential equation (neural ODE)[5], which has been used to model unevenly spaced observations in other areas, such as computer vision[26]. However, it remains unclear how to model uncensored data using neural ODE as it optimizes the model using an ODE- solver that cannot be compatible with the pairwise comparison in the Cox proportional hazards (Cox-PH) module (also known as Cox regression). We address this issue by first estimating a pseudo survival time for each patient using a Cox-PH model and then constructing a time series based on these pseudo times.

Our method will then learn the gene expression patterns for different time points and is capable of generating the gene expression at unobserved time points. Importantly, this model also enables us to extrapolate to a time point that is never observed before, offering the possibility to generate expression profiles for early cancer patients and thus find biomarkers for early cancer development. We evaluated our method on 8 cancer types that have enough survival data in TCGA and observed a substantial improvement in comparison to existing approaches. Our visualization and in-depth analysis further demonstrate how our method can be used to identify early cancer signals. We envision our method will provide novel insights into cancer analysis by generating gene expression profiles for early cancer patients that are difficult to be observed in clinics.

2 Method

In this section, we first introduce our problem setting. Then we introduce three key dynamics of gene expression based on our observations. We then propose SurvODE, which integrates three modules, variational autoencoder (VAE), neural ordinary differential equations (neural ODE), and a Cox proportional hazards (Cox-PH) module to jointly model the three components of the mechanism of gene expression. Afterward, we identify three components about the dynamics of gene expression based on our assumptions.

2.1 Problem Setting

We want to learn the distribution of gene expression in the population given a survival time of a cancer patient. Formally, we define the population \( D = \{x_\lambda, t_\lambda\}_{\lambda \in \Lambda} \) as the observed expression data of \( |\Lambda| \) patients. Each patients \( \lambda \) is associated with a gene expression vector \( x_\lambda \) and a survival time \( t_\lambda \). Let \( D(t) = \{x_\lambda \mid t_\lambda = t\} \) denote the gene expression of the individuals whose survival time is \( t \). The survival time is often censored due to the partial observation. Therefore, the training set \( T = \{x^{(i)}, u^{(i)}, \delta^{(i)}\}_{i=1}^n \) is collected by uniformly randomly selecting a subset of patients from the population \( D \). In \( T \), the observed time \( u^{(i)} \) associated with patient \( i \) is censored by the experiment time \( c^{(i)} \) (i.e., \( u^{(i)} = \min\{t^{(i)}, c^{(i)}\} \) if let \( t^{(i)} \) denote the ground-truth survival time), and the \( \delta^{(i)} \) means whether the survival time is observed (i.e., \( \delta^{(i)} = 1\{t^{(i)} \leq c^{(i)}\} \)). Our goal is to learn from the training set \( T \) and simulate the distribution of gene expression in the population \( D(t) \) given arbitrary survival time \( t \).

To establish our analysis, we make the following assumptions. The first two assumptions provide the intuition behind the survival analysis model and neural ODE to improve the generalizability, and the third assumptions are for the Cox-PH model.

- We assume if we know the gene expression vector \( x \) of a patient, its survival time \( t \) should follow a certain distribution. In population distribution \( D \), conditioning on a gene expression \( x \), the survival time \( t \) is a random variable.
- We assume the gene expression vector \( x \) of patient \( t \) evolves according to a hidden dynamic regarding the time. The evolving dynamics of the gene expression follow the first-order ordinary differential equation in a low dimensional space.
We further make a few common assumptions in survival analysis. To infer ground-truth survival time from the censored survival time, we assume the experiment time $c(i)$ is independent of the ground-truth survival time $t(i)$. To utilize the Cox regression, we adopt the proportional hazards assumption. Given the gene expression vector $x$, the hazard ratio of survival time $h(t | x)$ is the multiplication of $h_0(t)$, which only depends on $t$, and $\exp(\beta^T \cdot x)$, which only depends on $x$.

We further assume that at any time $t$, the gene expression vector $x$, has the hazard ratio of $\lambda(x)$. This means we may observe the event in the interval $[t, t + \varepsilon)$ with probability $\lambda(x) \cdot \varepsilon$ for a infinitesimal $\varepsilon$.

### 2.2 Framework

![Fig. 1: Overall design of SurvODE. SurvODE consists of three components, the variational autoencoder (VAE) module (yellow), the neural ordinary differential equation (neural ODE) module (blue), and the Cox proportional hazard (Cox-PH) module (orange). During the training, we first train the Cox-PH module in phase one. In phase two, the pretrained Cox-PH module generates the distribution of survival time given a gene expression $x$. The encoder maps a gene expression and the sampled pseudo survival time to a latent representation $z_0$. The neural ODE model transits the $z_0$ to another latent representation $z_t$. And the decoder maps the $z_t$ to a reconstructed gene expression $\tilde{x}$. We train the neural networks by minimizing a reconstruction loss and some regularization terms. In evaluating, we sample $z_0$ from $\mathcal{N}(0, 1)$ and forward it through the neural ODE and decoder and construct the gene expression.](image)

Different from previous works, we focus on estimating and simulating the distribution of gene expression rather than the mean. However, estimating the distribution remains challenging due to the limited patient data. To tackle this challenge, we investigate the mechanism of gene expression in the population and decompose the mechanism into three components.

- The gene expression when we observe the event may vary among patients.
- The gene expression evolves according to some unknown dynamics.
- The survival time of a patient has randomness given its gene expression.

SurvODE consists of three modules, each of which characterizes one component and can improve the generalizability of our model. The three components are the variational autoencoder (VAE) module (yellow), the neural ordinary differential equation (neural ODE) module (blue), and the Cox proportional hazard (Cox-PH) module (orange). In the next few subsections, we first introduce the CVAE module, which learns a low-dimensional representation of gene expression. The CVAE helps us to interpolate valid gene expressions which are not seen during the training. Secondly, we introduce the ODE module, which models the dynamics of gene expression evolving. The ODE Neural Network learns how a patient’s gene expression evolves.
exploits the similarity between gene expression samples in the low-dimensional space. Finally, we introduce a Cox-PH module, which learns the distribution of survival time given the gene expression at some time. All three modules improve the generalizability and the prediction ability of our methods, especially in the extrapolation setting.

2.3 Variational Autoencoder Module

We first introduce the variational autoencoder (VAE) module. The VAE contains two neural networks, the encoder, and the decoder. The variation of our output comes from the VAE module.

The encoder is a Multi-layer Perceptron (MLP), denoted as $\theta_E$. The encoder maps the gene vector $x$ and a survival time $t$ to a normal distribution. The normal distribution is defined by the mean and the variance. Therefore, the output of the encoder are the mean $\mu$ and the log-variance $s$. We sample the latent representation $z_0$ from the normal distribution $N(\mu, \exp(s))$, which corresponds to the gene expression when we observe an event.

$$ (\mu, s) = f_{\theta_E}(x, t), \quad z_0 \sim N(\mu, \exp(s)) $$

The decoder is a a MLP symmetric to the encoder, denoted as $\theta_D$. It maps a position in the latent space $z_t$ to the reconstruct gene expression $\hat{x}$. $z_t$ corresponds to the gene expression of a patient whose survival time is exactly $t$.

$$ \hat{x} = f_{\theta_D}(z_t) $$

2.4 Neural ODE Module

The neural ODE module characterizes the dynamic of the progress of the disease in the latent space. It predicts the latent representation of a gene expression $z_t$ given the latent representation of the gene expression when the event is observed $z_0$ and the survival time $t$.

Although conventional neural network structures like MLP have the approximation ability, the generalizability is weak. We incorporate an advanced neural network technique called neural ODE to improve the ability to extrapolate unseen survival time $t$.

The neural ODE defines a function by specifying its derivative using a neural network

$$ \frac{\partial}{\partial t} F(z, t) = f_{\theta_O}(z), $$

where $f_{\theta_O}$ represent a MLP. And thus, the the latent representation of a gene expression at time $t$ is given by

$$ z_t = F(z_0, t). $$

The forward and backward details about neural ODE is introduced in [5].

2.5 Survival Module

After using the VAE module and neural ODE module, we can already generate the gene expression vector at any time point. However, there are still some unsolved difficulties. First of all, the uncensored data in the training set are too sparse. Second, during the training, only a small number of $z_t$ is associated with a large value of $t$ and such observations are very sparse and might make neural network overfit. Therefore, the decoder does train with latent space sampled from large $t$. This leads to poor generalizability. Potentially, training with the censored data can improve the generalizability since there is more sample with large $t$. However, how we utilize the censored data efficiently is unsure. We propose a generative-based component to incorporate censored data to efficiently use the data to improve generalizability. A cox-PH model is used to “generate” samples for training to improve the training for large $t$.

The Cox-PH model is introduced in [xxx]. Let $\beta$ denoted the linear coefficient and $h_0(t)$ denote the baseline hazard ratio. Cox-PH maximize the likelihood under the model $h(t \mid x) = h_0(t) \cdot \exp(\beta^T \cdot x)$. 
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Moreover, the cox-PH model estimates the cumulative distribution function (c.d.f.) of the survival time given a gene expression. Let \( S_0(t) \) denote the baseline survival function, and \( S_0^{-1} \) denote its inverse function.

For a trained Cox-PH, the distribution of survival time \( t \) is determined given the gene expression \( x \). And we can sample \( t \) as follows.

\[
t = S_0^{-1} \left( e^{1/\exp(\beta^T x)} \right) \text{ where } \epsilon \sim U(0, 1)
\]

Therefore, the Cox-PH model deals with the censored data and alleviates the sparsity of large \( t \) by modeling the distribution of the survival time.

### 2.6 Optimization

The model is trained in two phases. In the first phase, we train the Cox-PH module with all data by maximizing partial likelihood function [8], which is a conventional way of training the Cox-PH model. The Cox-PH model learns the coefficient of each gene and the baseline function. In the second phase, we train the VAE module and the neural ODE module by minimizing a lower bound of the log-likelihood function. In each epoch, we sample a pseudo survival time from the pretrained Cox-PH module for each patient. The gene expression \( x \) and the sampled pseudo survival time are passed to the VAE module and the neural ODE module to reconstruct the gene expression. A training loss is defined in the following to let the neural network generate distribution similar to the training data.

We use \( q(\cdot) \) to represent the probability of the sample generated in our model when there is no ambiguity. Let \( x \) denote the gene expression vector, \( u \) denote the censored survival time, and \( \delta \) denote whether the survival time is observed. The log-likelihood of the gene expression and the survival time generated by our method is

\[
\log q(x, u, \delta) = \log q(u, \delta | x) + \log q(x).
\]

Note that the first term is the objective of the cox-PH module. In the first step, we maximize \( \sum_{i=1}^{n} q(u^{(i)}, \delta^{(i)} | x^{(i)}) \) by maximizing partial likelihood function [8], which is a conventional way solving Cox-PH model. We do not go into the details since the details are irrelevant to the mainstream of this paper.

We then derive the second term. The random variable \( t \) represent the distribution given \( x \) learned by the Cox-PH module, and the random variable \( z_0 \) and \( z_t \) are the value forwarding by the encoder and the neural ode. For convenience, let \( Z = (z_0, z_t) \).

\[
\begin{align*}
\log q(x) &= E_t (\log q(x | t)) \\
&\geq E_t \left( E_Z \left( \log \frac{q(Z | t, x)}{p(Z | t)} + \log q(x | t, Z) \right) \right) \\
&= E_t \left( E_Z \left( \log \frac{q(z_0 | t, x) \cdot q(z_t | t, x, z_0)}{p(z_0 | t) \cdot p(z_t | t, z_0)} + \log q(x | t, z_0, z_t) \right) \right) \\
&\approx E_t, Z \left( \log \frac{q(z_0 | t, x)}{p(z_0)} + \log \frac{q(z_t | x, t)}{p(z_t)} + \frac{\|x - \hat{x}\|^2}{L_{rec}} + \frac{\|z_0 - \hat{z}_0\|^2}{L_{kld_0}} + \frac{\|z_t - \hat{z}_t\|^2}{L_{kld_t}} \right)
\end{align*}
\]

In a single forwarding step, we input \( x \) and let

\[
L_{rec}(x) = \|x - \hat{x}\|^2, \quad L_{kld_0}(x) = \log \frac{q(z_0 | x)}{p(z_0)}, \quad L_{kld_t}(x) = \log \frac{q(z_t | t, z_0)}{p(z_t)},
\]

where \( L_{rec} \) is the reconstruction loss, \( L_{kld_0} \) is the KL-divergence of initial latent position, \( L_{kld_t} \) is the KL-divergence of the third latent position, \( p(\cdot) \) is the probability of a standard multivariate normal distribution.
As a commonly used trick in VAE, we use $\beta_{kld_0}$ and $\beta_{kld_t}$ as two weights to balance the terms in the loss. Therefore, the training loss of an epoch is

$$L = \sum_{i=1}^{n} L_{rec}(x^{(i)}) + \beta_{kld_0} \cdot L_{kld_0}(x^{(i)}) + \beta_{kld_t} \cdot L_{kld_t}(x^{(i)}).$$

We use stochastic gradient descent (SGD) to optimize the neural networks.

3 Experiments Setup

3.1 Dataset

We compared our method with baselines on datasets from The Cancer Genome Atlas (TCGA). We only used datasets that have enough patients with uncensored survival time since we need to compare the distribution of ground-truth samples and the distribution of the generative models. Eight cancer datasets where the uncensored samples are more than 100 are selected: bladder carcinoma (BLCA), breast carcinoma (BRCA), glioma (GBMLGG), head and neck squamous cell carcinoma (HNSC), kidney renal cell carcinoma (KIRC), brain lower-grade glioma (LGG), lung adenocarcinoma (LUAD), ovarian carcinoma (OV).

For each dataset, preprocessing was done as follows. We removed a gene if the gene expression is not zero in more than 15% patients. We scaled each gene to zero mean and one variance. To avoid outliers, we further removed genes that contain an outlier larger than a threshold 6.

Since most genes are less relevant to time, we selected 100 most time-relevant genes for each dataset in our experiment. To do this, we calculated a “time-vary score” for each gene. For each dataset, we equally split the patients with uncensored survival time into two groups. The first group contained patients with smaller survival times and the second group contained the remaining. For each gene, we calculated the Wasserstein distance of the gene expression between the two groups. We selected the 100 genes with the top “time-vary score” in our experiments.

3.2 Metrics

We applied the Wasserstein distance[24] to measure the similarity of two distributions. The Wasserstein distance is a widely used metric in generative problems. [2] Some other statistical divergence metrics were not used due to different reasons. KL divergence is not symmetric, and more importantly, it can be infinity when the supports of the two distributions are different. The likelihood is also not suitable since it is model-dependent.

For evaluation, we split the test set into several bins according to the ground-truth survival time. For each bin, we used the mean survival time as a representative. And we generated a set of gene expression vectors from the generative model given the representative time. We compared the Wasserstein distance between the generated set and the ground-truth set of gene expression.

3.3 Training Details

In phase one, we trained the Cox-PH module. For the Cox-PH module, we set the $l_1$ regularization to be 0.1 and the number of maximum iteration to be 1000.

In phase two, we fixed the Cox-PH module and trained the neural networks. Let the number of genes be 100 and the dimension of the latent space be 4. For the encoder and the decoder, we used a multilayer perceptron (MLP) with two layers and 32 neurons in each layer, and let the activation function be ReLU. For the neural ODE module, we used an MLP with two layers and 32 neurons in each layer and let the activation function be Tanh. To balance the reconstruct loss and the KL divergence, we set the $\beta_{kld_0} = \beta_{kld_t} = 0.5 \cdot \text{#gene} / \text{#dim of latent} = 0.02$. We trained the model by the Adam optimizer with a learning rate of $10^{-3}$. 
4 Results

In this section, experiments results are shown to illustrate our advantage over baseline methods. In the extrapolation task, SurvODE outperforms the baseline methods VAE and CVAE, indicating that our design improves the generalizability. We further showed by an ablation study each of the components improves the performance of SurvODE. We analyzed how SurvODE works by visualization, showing that the latent space is informative and the ODE module learns the trend of cancer development. Finally, we accomplished discovering cancer biology knowledge using SurvODE. In GBMLGG, we found that most top-ranked genes are associated with literature evidence.

4.1 Improved Extrapolation Ability in TCGA Dataset

We first sought to evaluate the performance of SurvODE in the extrapolation task (Fig. 3). For each dataset, we split 20% uncensored patients with the largest ground-truth survival time as the test set. The test set is further split into two bins by the survival time. The remaining patients are in the training set.

To show our model generates meaningful early-stage gene expression, we compare our model with VAE, which is a model generating the same distribution ignoring time. VAE is obtained by removing the neural ODE and the cox-PH module from SurvODE. When compared to the VAE, our method obtains improvements on all cancers except one. Notably, the improvement is rather significant in GBMLGG and LGG. However, in BRCA, the VAE is better than our model. It is because the gene expression distribution at the unseen time points is different from the training samples, which leads to a bad performance of all models containing the time as input. We also applied the paired rank-sum test showing it is likely that our model tends to have better performance than VAE in extrapolation tasks (p-value = 0.115). This result indicating using a generative model to extrapolate gene expression at the early stage of cancer is feasible.

To handle generating samples given labels, A widely used model is CVAE. The difference between CVAE and VAE is that the encoder and the decoder have the time as their input and generate different distributions given different survival times. We compared our method to the CVAE and observed a superior performance of SurvODE. In all eight cancer datasets, SurvODE outperforms CVAE with a significant amount, confirming the effectiveness of the neural ODE module and Cox-PH module. Also, applying the paired rank-sum test
shows that the improvement is significant (p-value = 0.001). Thus, SurvODE is able to extrapolates gene expression at the early stage of cancer.

4.2 Ablation Study

![Wasserstein Distance Comparison](image)

Fig. 4: **Performance Comparison of Extrapolation Task in Cancer Datasets.** SurvODE has a better performance compared with baselines and methods using only one module.

We evaluate some comparison method in the eight cancer data in extrapolation task. OPT is a CVAE training with all data, which is an empirical lower bound of using VAE-based method. CVAE + Cox-PH is a simplified SurvODE where we use a MLP instead of neural ode module. CVAE + ODE is another simplified SurvODE where we do not use Cox-PH module and censored data.

We observed that the performance of CVAE is even worse than VAE in most datasets (BLCA, BRCA, HNSC, KIRC, LUAD, and OV), indicating CVAE easily overfits the training set and cannot correctly simulate the gene expression distribution at the time points which does not appear during training. (Fig. 4) While SurvODE alleviates the overfitting problem and successfully extrapolates gene expression at the early stage of cancer.

We further sought to analyze the necessity of each component in our method to improve the generalizability. When compared to the CVAE without Cox-PH, CVAE with Cox-PH obtains improvements on all cancers. When compared to the CVAE without ODE module, CVAE with ODE module obtains improvements on all cancers except one (GBMLGG). Comparing CVAE with Cox-PH and CVAE with ODE module to SurvODE, SurvODE has the best performance among them in five datasets and is slightly worse than the top one in the other three datasets. This implies SurvODE has better generalizability than only using one module.

4.3 Interpolation Task

After verifying the excellent performance of our method in the extrapolation task, we next examine whether the neural ODE module and Cox-PH module impair the performance in the “validation set”. (Fig. 5) The validation set here means we leave out some samples from the training set, and we test the performance by evaluating the similarity between the generated of our method and the leave-out samples.

To model the variation of the gene expression, we incorporate the ODE module and Cox-PH model to improve the generalizability of the neural networks. ODE module can be regarded as a strong regularization compared with common neural networks. Moreover, the Cox-PH model may introduce additional errors since it is based on proportional hazard assumptions and linear approximation. The improvement of extrapolation ability might compensate for the fitting accuracy within the training distribution. However, we want to show
Fig. 5: Performance Comparison of Interpolation Task in Cancer Datasets. SurvODE achieves comparable performance in the interpolating task, indicating that SurvODE has the same fitting ability as VAE and CVAE. This implies the excellent generalizability does not impair the fitting ability.

that our model can also achieve the same performance with baseline within the training distribution despite better extrapolation ability (Fig. 5). When compared to the VAE, our method even obtains improvements in the five datasets (BRCA, HNSC, LGG, LUAD, and OV). We also compared our model to the CVAE and observed a similar result, improvements in the five datasets (BRCA, HNSC, LGG, LUAD, and OV). Although in BRCA and KIRC, our model is slightly worse than baselines in Wasserstein distance, our model and baselines are comparable. However, in GBMLGG, our model is much worse than VAE and CVAE. The reason might be the error introduced by the Cox-PH model.

4.4 Visualization

We sought to investigate the excellent extrapolation performance of our model. We show that the hidden space captures meaningful information to recovery the gene expression. Especially, we show the latent representation contains much information about survival time, which is crucial for our model to generate time-vary gene expression distribution.

The process of visualizing the latent space is similar to the process of training. We select all patients whose survival time is observed. We randomly sample a pseudo survival time in the Cox-PH module and forward the gene expression and pseudo survival time in the model. We query the value of $z_t$ in the model, and plot $z_t$ on a two-dimensional canvas by Principal Component Analysis (PCA) (left in Fig. 6). Additional, we plot the derivation of the neural ODE module at $z_t$ (right in Fig. 6).

We demonstrate the plots of four cancers. We can observe that for each of dataset, there is a strong correlation between the ground-truth survival time and some direction in the latent space. The points with high survival time are located on one side and points with low survival time are located on another side. This implies the latent space contains much information about survival time.

Moreover, we observe the arrows in the derivative plot pointing from a location with low survival time to one of high survival time. The direction is consistent with the dynamics of gene expression evolving. Thus, this implies the ODE module learns meaningful information as well.

4.5 Genes for Early Detection

Motivated by the improved performance of SurvODE in extrapolating gene expression distribution, we then examined which genes are likely to be a predictor of cancer development.
Specifically, we train SurvODE with all data. We first determine the range of survival time that we are interested in. We split the range of survival time into many bins. From SurvODE, we generated many gene expression samples given the meantime of each bin. We let the bin with the largest survival time as a target, which can be regarded as the gene expression distribution in normal people. We compare the distribution of each gene in each bin with the distribution of the same gene in the target bin. For each bin, we rank the gene with the Wasserstein distance between the current bin and the target bin. The genes with top rank are likely to be the indicator of cancer progression.

In GBMLGG, we split 20 bins along the survival time, count the occurrence of each gene becoming top 5 in each bin, and keep the gene if the occurrence is no smaller than 2. We obtained 16 genes in total: TAGLN2, IGFBP2, EMP3, TIMP1, GPX8, RAB34, ADAM12, NSUN7, SH2D4A, PLAT, VAV3, FBXO17, SIRT1, FAM20C, and RARRES2. We found that some of these genes can be supported by literature evidence [18,25,1,16,21,22,20,17,9,10]. For example, TAGLN2 has been reported to be a biomarker of gliomas and promote tumorigenesis [11]. Although we only show an example of using the distribution of individual genes, our model supports the analysis of gene pairs or even gene tuples. We can compute the distributional difference of gene pairs (or tuples) between bins, which might lead to the identification of more complex interactions between genes.

5 Conclusion

In this paper, we proposed SurvODE, a novel method simulating the gene expression distribution at any given time point, including those that are out of the range of the observed time points. We integrated a neural ODE module and a Cox-PH module into our framework to model the irregular time series where each patient is one observation in the time series. We evaluated our method on eight cancer types on TCGA and observed a substantial improvement over existing approaches. Our visualization results and further analysis indicate how our method can be used to simulate expression at the early cancer stage, offering a possibility for early cancer identification.
In the future, we hope to test more cancer datasets to further evaluate the performance of SurvODE and make more discoveries of early cancer identification. A limitation of our study is that we only test eight cancers, while some of them does not have a significant difference in distribution at different time point. The reason why we did not test other cancer in the TGCA is that they do not contain enough uncensored data and ground-truth survival time to validate our method. More experiments with a larger number of genes can be done if additional high-quality datasets are available. On the other hand, SurvODE makes some assumptions of the underlining mechanics of gene expression. For example, the proportional hazard assumption assumes a linear relationship between the logarithm of hazard ratio and gene expression. This assumption harms the performance in some cancer when the assumption does not hold. A design with fewer assumptions may further improve the performance.
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