Strictly elliptic operators with Dirichlet boundary conditions on spaces of continuous functions on manifolds
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Abstract. We study strictly elliptic differential operators with Dirichlet boundary conditions on the space $C(M)$ of continuous functions on a compact Riemannian manifold $M$ with boundary and prove sectoriality with optimal angle $\frac{\pi}{2}$.

1. Introduction

Our starting point is a smooth compact Riemannian manifold $M$ of dimension $n$ with smooth boundary $\partial M$ and Riemannian metric $g$ and the initial value-boundary problem

\[
\begin{align*}
\frac{d}{dt} u(t) &= \sqrt{\vert a \vert} \text{div}_g \left( \frac{1}{\sqrt{\vert a \vert}} a \nabla^g_M u(t) \right) + \langle b, \nabla^g_M u(t) \rangle + cu(t) \quad \text{for } t > 0, \\
\left. u(t) \right|_{\partial M} &= 0 \quad \text{for } t > 0, \\
u(0) &= u_0.
\end{align*}
\]

(IBP)

Here, $a$ is a smooth $(1, 1)$-tensorfield, $b \in C(M, \mathbb{R}^n)$ and $c \in C(M, \mathbb{R})$. We are interested in existence, uniqueness and qualitative behaviour of the solution of this initial value-boundary problem. To study these properties systematically, the theory of operator semigroups (cf. [4,11,13,18]) can be used. We choose the Banach space $C(M)$ and define the differential operator with Dirichlet boundary condition

\[
A_0 f := \sqrt{\vert a \vert} \text{div}_g \left( \frac{1}{\sqrt{\vert a \vert}} a \nabla^g_M f \right) + \langle b, \nabla^g_M u(t) \rangle + cf
\]

with domain

\[
D(A_0) := \left\{ f \in \bigcap_{p \geq 1} W^{2,p}(M) \cap C_0(M) : A_0 f \in C(M) \right\}.
\]
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Then, the initial value-boundary problem (IBP) is equivalent to the abstract Cauchy problem

\[
\begin{cases}
\frac{d}{dt} u(t) = A_0 u(t) & \text{for } t > 0, \\
 u(0) = u_0
\end{cases}
\]  

(ACP)

in \( C(\overline{M}) \). In this paper, we show that the solution \( u \) of the above problems can be extended analytically in the time variable \( t \) to the open complex right half-plane. In operator theoretic terms this corresponds to the fact that \( A_0 \) is sectorial of angle \( \frac{\pi}{2} \).

Here is our main theorem.

**Theorem 1.1.** The operator \( A_0 \) is sectorial of angle \( \frac{\pi}{2} \) and has compact resolvent on \( C(\overline{M}) \).

For domains \( \Omega \subset \mathbb{R}^n \), the generation of analytic semigroups by elliptic operators with Dirichlet boundary conditions on different spaces is well known. It was first shown by Browder in [8] for \( L^2(\Omega) \), by Agmon in [3] for \( L^p(\Omega) \) (see also [18, Chap. 3.1.1]) and by Stewart in [22] for \( C(\overline{\Omega}) \) (see also [18, Chap. 3.1.5]). By Stewart’s method, one even gets the angle of analyticity. Later Arendt proved in [5] (see also [1, Chap. III. 6]), using the Poisson operator, that the angle of the analytic semigroup generated by the Laplacian on the space \( C(\overline{\Omega}) \) is \( \frac{\pi}{2} \). However, this method does not work on manifolds with boundary.

The angle \( \frac{\pi}{2} \) of analyticity of \( A_0 \) plays an important role in the generation of analytic semigroups by elliptic differential operators with Wentzell boundary conditions on spaces of continuous functions. Many authors are interested in this topic, and we refer, e.g. to [9,10,12,14,15]. In this context, one starts from the “maximal” operator \( A_m : D(A_m) \subseteq C(\overline{M}) \rightarrow C(\overline{M}) \) in divergence form, given by

\[
A_m f := \sqrt{|a|} \text{div}_g \left( \frac{1}{\sqrt{|a|}} a^{\gamma} \nabla_M^g f \right) + \langle b, \nabla_M^g f \rangle + cf
\]

with domain

\[
D(A_m) := \left\{ f \in \bigcap_{p \geq 1} W^{2,p}(M) : A_m f \in C(\overline{M}) \right\}.
\]

Moreover, using the outer co-normal derivative \( \frac{\partial a}{\partial n} : D(\frac{\partial a}{\partial n}) \subset C(\overline{M}) \rightarrow C(\partial M) \), a constant \( \beta < 0 \) and \( \gamma \in C(\partial M) \), one defines the differential operator \( A \) with generalized Wentzell boundary conditions by requiring

\[
f \in D(A) \iff f \in D(A_m) \text{ and } A_m f \big|_{\partial M} = \beta \cdot \frac{\partial a}{\partial n} f + \gamma \cdot f \big|_{\partial M} .
\]

The main theorem in [6] shows that this operator \( A \) can be split into the operator \( A_0 \) with Dirichlet boundary conditions on \( C(\overline{M}) \) and the Dirichlet-to-Neumann operator \( N := \beta \cdot \frac{\partial a}{\partial n} L_0 \) on \( C(\partial M) \), where \( L_0 \varphi = f \) denotes the unique solution of

\[
\begin{cases}
A_m f = 0, \\
 f \big|_{\partial \Omega} = \varphi.
\end{cases}
\]
Using Theorem 1.1 and [6, Thm. 3.1 & Cor. 3.2], one obtains the following result.

**Corollary 1.2.** The operator $A$ with Wentzell boundary conditions generates a compact and analytic semigroup of angle $\theta > 0$ on $C(\overline{M})$ if and only if the Dirichlet-to-Neumann operator $N$ does so on $C(\partial M)$.

In an upcoming paper [7], we prove the latter statement with the optimal angle $\pi/2$ and conclude that elliptic differential operators with Wentzell boundary conditions generate compact and analytic semigroups of angle $\pi/2$ on $C(\overline{M})$.

This paper is organized as follows.

In Sect. 2, we study the special case where $A_0$ is the Laplace–Beltrami operator with Dirichlet boundary conditions. We approximate its resolvents by modifying the Green’s functions of the Laplace operator on $\mathbb{R}^n$, study the scaling of the error of the Laplace–Beltrami operator and prove estimates for the associated Green’s functions. Finally, one obtains the sectoriality of angle $\pi/2$ for the Laplace–Beltrami operator with Dirichlet boundary conditions on $C(\overline{M})$.

In Sect. 3, the main result from Sect. 2 is extended to arbitrary strictly elliptic operators. Introducing a new Riemannian metric, induced by the coefficients of the second-order part of the elliptic operator, the operator takes a simpler form: Up to a relatively bounded perturbation of bound 0, it is a Laplace–Beltrami operator for the new metric. Regularity and perturbation theory yield the main theorem in its full generality.

In this paper, the following notation is used. For a closed operator $T : D(T) \subset X \to X$ on a Banach space $X$, we denote by $[D(T)]$ the Banach space $D(T)$ equipped with the graph norm $\| \cdot \|_T := \| \cdot \|_X + \| T(\cdot) \|_X$ and indicate by $\hookrightarrow$ a continuous and by $\hookrightarrow$ a compact embedding. Moreover, we use Einstein’s notation of sums, i.e.

$$x_k y^k := \sum_{k=1}^n x_k y^k$$

for $x := (x_1, \ldots, x_n)$, $y := (y_1, \ldots, y_n)$. Furthermore, we denote by $\mathbb{R}_+ := \{ r \in \mathbb{R} : r > 0 \}$ the positive real numbers and by $\mathbb{R}_- := \mathbb{R} \setminus \mathbb{R}_+$ the non-positive real numbers. Besides one defines the sector by $\Sigma_\theta := \{ z \in \mathbb{C} \setminus \{0\} : |\arg(z)| < \theta \}$. Using the distance function $d$ on $\overline{M}$, we denote by $B_R(x) := \{ y \in \overline{M} : d(x, y) < R \}$.

### 2. Laplace–Beltrami operators with Dirichlet boundary conditions

In this section, we consider the special case where $A_0$ is the Laplace–Beltrami operator with Dirichlet boundary conditions, i.e.

$$\Delta^g_0 f := \Delta g f = \text{div}_g(\nabla g f) = g^{ij} \partial^2_{ij} f - g^{ij} \Gamma^k_{ij} \partial_k f,$$

$$D(\Delta^g_0) := \left\{ f \in \bigcap_{p \geq 1} W^{2,p}(M) \cap C_0(\overline{M}) : \Delta^g f \in C(\overline{M}) \right\}$$

(2.1)
on the space $C(M)$ of continuous functions on $\overline{M}$. Here,
\[ g^k_i j := \frac{1}{2} g^{kl} \left( \partial_i g_{jl} + \partial_j g_{il} - \partial_l g_{ij} \right) \]
denote the Christoffel symbols of the Riemannian metric $g$.

**Proposition 2.1.** For all $\lambda \in \mathbb{C} \setminus \mathbb{R}$, the operator $\lambda - \Delta^g_0$ is injective.

**Proof.** Considering the equation
\[ \begin{cases} \lambda f = \Delta^g f, \\ f|_{\partial M} = 0 \end{cases} \tag{2.2} \]
for $f \in C(\overline{M})$, one obtains that $\lambda - \Delta^g_0$ is injective if the only solution of (2.2) is zero.

Since $\overline{M}$ is compact, the domain $D(\Delta^g_0)$ is contained in $L^2(M)$ and $\Delta^g f \in L^2(M)$. Hence, Green’s formula implies
\[ \lambda \| f \|^2_{L^2(M)} = \lambda \int_M f \overline{f} \, \text{dvol}^g_M = \int_M \Delta^g f \overline{f} \, \text{dvol}^g_M = -\int_M g(\nabla^g f, \nabla^g \overline{f}) \, \text{dvol}^g_M \in \mathbb{R}. \]
Since $\lambda \in \mathbb{C} \setminus \mathbb{R}$, the term $\lambda \| f \|^2_{L^2(M)}$ can be in $\mathbb{R}$ only if $f = 0$. □

In the next step, we construct Green’s functions such that the associated integral operators approximate the resolvent of $A_0$.

To this end, it is necessary to smooth the distance function $d$ on $\overline{M}$. We consider a sufficiently small $\varepsilon > 0$ and define
\[ \rho(x, y) := d(x, y) \chi \left( \frac{d(x, y)}{\varepsilon} \right) + 2\varepsilon \left( 1 - \chi \left( \frac{d(x, y)}{\varepsilon} \right) \right), \]
where $\chi$ is a smooth cut-off function with $\chi(s) = 1$ if $s < 1$ and $\chi(s) = 0$ if $s > 2$. Then, $\rho \equiv d$ for $d(x, y) < \varepsilon$ and $\rho \in C^\infty((\overline{M} \times \overline{M}) \setminus \{(x, x) : x \in \overline{M}\}, \mathbb{R})$.

Next, we extend the smoothed distance function $\rho$ on $\overline{M}$ beyond the boundary $\partial M$. To this end, the set $S_{2\varepsilon} := \{ x \in \overline{M} : d(x, \partial M) < 2\varepsilon \}$ is identified via the normal exponential map with $\partial M \times [0, 2\varepsilon)$. Considering $\overline{M} \cup (\partial M \times (-2\varepsilon, 0])$ and identifying $\partial M$ with $\partial M \times \{0\}$ via $x \sim (x, 0)$, one obtains a smooth manifold $\tilde{M}$. By Whitney’s extension theorem (see [21]), the metric $g$ can be extended to a smooth metric $\tilde{g}$ on $\tilde{M}$ and hence the smoothed distance function $\rho$ can be extended to a smooth function $\tilde{\rho}$ on $\tilde{M} \times \tilde{M} \setminus \{(x, x) : x \in \tilde{M}\}$.

For $x \in S_{2\varepsilon}$, we consider the reflected point $x^* \in \tilde{M} \setminus M$ with
\[ \tilde{\rho}(x, \partial M) = \tilde{\rho}(x^*, \partial M) \]
such that the nearest neighbour of $x$ on $\partial M$ and the nearest neighbour of $x^*$ on $\partial M$ coincide.
Here and in the following, we denote by $n := \dim(\mathcal{M})$ the dimension of the manifold. The kernels are defined by

$$K_\lambda(x, y) = \begin{cases} \sqrt{\pi}^{-1} \frac{K_{\frac{n}{2}-1}(\sqrt{\lambda} \rho(x, y))}{\rho(x, y)^{\frac{n}{2}-1}}, & \text{if } d(x, \partial \mathcal{M}) < \varepsilon, \\ \sqrt{\pi}^{-1} \frac{K_{\frac{n}{2}-1}(\sqrt{\lambda} \rho(x, y))}{\rho(x, y)^{\frac{n}{2}-1}}, & \text{if } d(x, \partial \mathcal{M}) \in [\varepsilon, 2\varepsilon], \\ \sqrt{\pi}^{-1} \frac{K_{\frac{n}{2}-1}(\sqrt{\lambda} \rho(x, y))}{\rho(x, y)^{\frac{n}{2}-1}}, & \text{if } d(x, \partial \mathcal{M}) > 2\varepsilon, \end{cases}$$

for $x \in \mathcal{M}$, $y \in \mathcal{M}$ and $\lambda \in \mathbb{C} \setminus \mathbb{R}_-$, where $K_{\frac{n}{2}-1}$ is the modified Bessel function of the second kind (cf. Proposition A.1) of order $\frac{n}{2} - 1$. Moreover, the associated integral operators are given by

$$(G_\lambda f)(x) := \int_{\mathcal{M}} K_\lambda(x, y) f(y) \, dy.$$ 

We now prove that the integral operators $G_\lambda$ satisfy similar estimates as the resolvents of a sectorial operator.

**Proposition 2.2.** Let $\eta > 0$. For $\lambda \in \Sigma_{\pi - \eta}$ with $|\lambda| \geq 1$, the integral operators $G_\lambda$ fulfil

$$\|G_\lambda f\|_{L^\infty(\mathcal{M})} \leq \frac{C(\eta)}{|\lambda|} \|f\|_{L^\infty(\mathcal{M})}$$

for all $f \in C(\mathcal{M})$ and $C(\eta) > 0$.

**Proof.** By Lemmas A.2 and A.3, we obtain

$$\|G_\lambda f\|_{L^\infty(\mathcal{M} \setminus S_{2\varepsilon})} \leq C \sqrt{|\lambda|}^{\frac{n}{2}-1} \sup_{x \in \mathcal{M} \setminus S_{2\varepsilon}} \int_{\mathcal{M}} \frac{K_{\frac{n}{2}-1}(C(\eta) \sqrt{|\lambda|} \rho(x, y))}{\rho(x, y)^{\frac{n}{2}-1}} \, dy \cdot \|f\|_{L^\infty(\mathcal{M})} \leq \frac{C'(\eta)}{|\lambda|} \|f\|_{L^\infty(\mathcal{M})} \quad (2.3)$$

for $f \in C(\mathcal{M})$. Moreover, Lemmas A.2, A.3 and Corollary A.4 imply

$$\|G_\lambda f\|_{L^\infty(S_{\varepsilon})} \leq C \sqrt{|\lambda|}^{\frac{n}{2}-1} \left( \sup_{x \in S_{\varepsilon}} \int_{\mathcal{M}} \frac{K_{\frac{n}{2}-1}(C(\eta) \sqrt{|\lambda|} \bar{\rho}(x, y))}{\bar{\rho}(x, y)^{\frac{n}{2}-1}} \, dy \right) \|f\|_{L^\infty(\mathcal{M})} \leq \frac{C'(\eta)}{|\lambda|} \|f\|_{L^\infty(\mathcal{M})} \quad (2.4)$$
for \( f \in C(\overline{M}) \). Furthermore, Lemmas A.2, A.3 and Corollary A.4 yield
\[
\| G_\lambda f \|_{L^\infty(S_{2\epsilon}\setminus S_\epsilon)} \leq C \sqrt{|\lambda|^{\frac{n}{2}-1}} \left( \sup_{x \in S_{2\epsilon}\setminus S_\epsilon} \int_M K^{n-1}_\varphi \left( \frac{\rho(x, y)}{\rho(x, y)^{\frac{n}{2}-1}} \right) dy \right)
\]
\[
+ \sup_{x \in S_{2\epsilon}\setminus S_\epsilon} \chi \left( \frac{\rho(x, \partial M)}{\epsilon} \right)
\]
\[
\sup_{x \in S_{2\epsilon}\setminus S_\epsilon} \int_M K^{n-1}_\varphi \left( \frac{\rho(x^*, y)}{\rho(x^*, y)^{\frac{n}{2}-1}} \right) dy \| f \|_{L^\infty(M)}
\]
\[
\leq C' \left( \frac{\eta}{|\lambda|} \right) \| f \|_{L^\infty(M)} \tag{2.5}
\]
for \( f \in C(\overline{M}) \). Summing up it follows that
\[
\| G_\lambda f \|_{L^\infty(M)} = \| G_\lambda f \|_{L^\infty(M \setminus S_{2\epsilon})} + \| G_\lambda f \|_{L^\infty(S_\epsilon)} + \| G_\lambda f \|_{L^\infty(S_{2\epsilon}\setminus S_\epsilon)}
\]
\[
\leq C(\eta) \frac{|\lambda|}{|\lambda|} \| f \|_{L^\infty(M)}
\]
for \( f \in C(\overline{M}) \) as claimed. \( \square \)

To show that the kernel \( K_\lambda \) is approximately a Green’s function for \( \lambda - \Delta^g_0 \), we need the following lemmata.

**Lemma 2.3.** Let \( \eta > 0 \). For \( \lambda \in \Sigma_{\pi-\eta} \) with \( |\lambda| \geq 1 \), we have
\[
(\lambda - \Delta^g_0) \left( \frac{\sqrt{\lambda^{\frac{n}{2}-1}} K^{n-1}_\varphi \left( \frac{\rho(x, y)}{\rho(x, y)^{\frac{n}{2}-1}} \right)}{\sqrt{2\pi}^{\frac{n}{2}}} \right)
\]
\[
= \delta(x) + O\left( \frac{\sqrt{|\lambda|^{\frac{n}{2}-1}} K^{n-1}_\varphi \left( \frac{\rho(x, y)}{\rho(x, y)^{\frac{n}{2}-1}} \right)}{\rho(x, y)^{\frac{n}{2}-2}} \right)
\]
\[
+ C(\eta) \sqrt{|\lambda|^{\frac{n}{2}-1}} + e^{-C(\eta)\sqrt{|\lambda|^{\frac{n}{2}}}}
\]
for \( x, y \in \overline{M} \).

**Proof.** Considering
\[
K(r) := \frac{\sqrt{\lambda^{\frac{n}{2}-1}} K^{n-1}_\varphi \left( \frac{\sqrt{\lambda} r}{r^{\frac{n}{2}-1}} \right)}{\sqrt{2\pi}^{\frac{n}{2}}} \tag{2.6}
\]
one obtains

\[ K'(r) = \frac{\sqrt{\lambda}^{\frac{n}{2} - 1}}{2\pi^{\frac{n}{2}}} \left( \frac{\sqrt{\lambda} \, K'_{\frac{n}{2} - 1}(\sqrt{\lambda}r)}{r^\frac{n}{2} - 1} - \frac{(\frac{n}{2} - 1) \, K_{\frac{n}{2} - 1}(\sqrt{\lambda}r)}{r^\frac{n}{2}} \right) \]

\[ = -\frac{\sqrt{\lambda}^{\frac{n}{2} - 1}}{2\pi^{\frac{n}{2}}} \left( \frac{\sqrt{\lambda} \, K_{\frac{n}{2} - 1}(\sqrt{\lambda}r)}{2r^\frac{n}{2} - 1} + \frac{\sqrt{\lambda} \, K_{\frac{n}{2} - 2}(\sqrt{\lambda}r)}{2r^\frac{n}{2} - 1} \right) \]

\[ + \frac{(\frac{n}{2} - 1) \, K_{\frac{n}{2} - 1}(\sqrt{\lambda}r)}{r^\frac{n}{2} - 1} \]

(2.7)

and hence

\[ K''(r) = \frac{\sqrt{\lambda}^{\frac{n}{2} - 1}}{2\pi^{\frac{n}{2}}} \left( \frac{\lambda \, K''_{\frac{n}{2} - 1}(\sqrt{\lambda}r)}{r^\frac{n}{2} - 1} - (n - 2) \frac{\sqrt{\lambda} \, K'_{\frac{n}{2} - 1}(\sqrt{\lambda}r)}{r^\frac{n}{2} - 1} \right) \]

\[ + \left( \frac{n^2}{4} - \frac{n}{2} \right) \frac{K_{\frac{n}{2} - 1}(\sqrt{\lambda}r)}{r^\frac{n}{2} + 1} \]

(2.8)

These imply

\[ K''(r) + \frac{n - 1}{r} K'(r) - \lambda K(r) \]

\[ = -\frac{\sqrt{\lambda}^{\frac{n}{2} - 1}}{2\pi^{\frac{n}{2}}} \left( \frac{\lambda \, K''_{\frac{n}{2} - 1}(\sqrt{\lambda}r)}{r^\frac{n}{2} - 1} + \frac{\sqrt{\lambda} \, K'_{\frac{n}{2} - 1}(\sqrt{\lambda}r)}{r^\frac{n}{2} - 1} + \left( \frac{n^2}{4} - \frac{n}{2} \right) \frac{K_{\frac{n}{2} - 1}(\sqrt{\lambda}r)}{r^\frac{n}{2} + 1} \right) \]

Remark that the kernel is rotation symmetric, and hence, the Laplacian is given by

\[ \Delta_x K(|x|) = \partial_x^2 K(|x|) + \frac{n-1}{r} \partial_r K(|x|). \]

Using (3.4), we conclude

\[ \Delta_x K(|x|) - \lambda K(|x|) = -C \cdot \delta_0(x). \]

(2.9)

Next, we determine the constant \( C \). For sufficient small \( R > 0 \) one has by Gauss Divergence Theorem

\[ C = \int_{B_R(0)} C \cdot \delta_0(x) \, d\text{vol}_{B_R(0)} = -\int_{B_R(0)} \Delta_x K(|x|) - \lambda K(|x|) \, d\text{vol}_{B_R(0)} \]

\[ = -\int_{S_{R}^{n-1}} \frac{\partial}{\partial n} K(|x|) \, d\text{vol}_{S_R^{n-1}} + \lambda \int_{B_R(0)} K(|x|) \, d\text{vol}_{B_R(0)} \]
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\[ \begin{align*}
&= - \int_{S_{R}^{n-1}} K'(R) \, d\text{vol}_{S_{R}^{n-1}} + \lambda \int_{B_{R}(0)} K(|x|) \, d\text{vol}_{B_{R}(0)} \\
&= -\text{vol}(S^{n-1}) K'(R) R^{n-1} + \lambda \int_{B_{R}(0)} K(|x|) \, d\text{vol}_{B_{R}(0)}. 
\end{align*} \]

Using (2.7), we obtain

\[ C = \frac{\sqrt{\lambda}^{\frac{n}{2}}}{{\sqrt{2\pi}}^{\frac{n}{2}}} \cdot \text{vol}(S^{n-1}) \left( \frac{\sqrt{\lambda} K_{\frac{n}{2}}(\sqrt{\lambda} R)}{2 R^{\frac{n}{2}-1}} + \frac{\sqrt{\lambda} K_{\frac{n-2}{2}}(\sqrt{\lambda} R)}{2 R^{\frac{n-2}{2}-1}} \right) \\
\left. + \frac{\left( \frac{n}{2} - 1 \right) K_{\frac{n-1}{2}}(\sqrt{\lambda} R)}{R^{\frac{n}{2}}} \right) R^{n-1} + \lambda \int_{B_{R}(0)} K(|x|) \, d\text{vol}_{B_{R}(0)}. \]

Since \( K_{\alpha}(r) = O(r^{-\alpha}) \) for small \( r \in \mathbb{R}_{+} \), the second and the fourth term vanishes by taking the limit \( R \to 0 \). Since

\[ \lim_{r \to 0} r^{\alpha} K_{\alpha}(r) = 2^{\alpha-1} \Gamma(\alpha) \]

and

\[ \text{vol}(S^{n-1}) = n \cdot \frac{\sqrt{\pi}^{n}}{\Gamma(n/2 + 1)} \]

the limit of the first term is given by

\[ \left( \frac{n}{2} - 1 \right) \cdot \frac{\sqrt{\lambda}^{\frac{n-1}{2}}}{{\sqrt{2\pi}}^{\frac{n}{2}}} \cdot \text{vol}(S^{n-1}) \cdot \lim_{R \to 0} K_{\frac{n-1}{2}}(\sqrt{\lambda} R) \cdot R^{\frac{n-1}{2}} \]

\[ = \left( \frac{n}{2} - 1 \right) \cdot \frac{\sqrt{\lambda}^{\frac{n-1}{2}}}{{\sqrt{2\pi}}^{\frac{n}{2}}} \cdot \frac{n}{\Gamma(n/2 + 1)} \cdot \lim_{R \to 0} K_{\frac{n-1}{2}}(\sqrt{\lambda} R) \cdot R^{\frac{n-1}{2}} \]

\[ = \left( \frac{n}{2} - 1 \right) \cdot \frac{\sqrt{\lambda}^{\frac{n-1}{2}}}{{\sqrt{2\pi}}^{\frac{n}{2}}} \cdot \frac{n}{\Gamma(n/2 + 1)} \cdot 2^{\frac{n-1}{2}} \Gamma\left( \frac{n}{2} \right) \]

\[ = \left( \frac{n}{2} - 1 \right) \cdot \frac{\sqrt{\lambda}^{\frac{n-1}{2}}}{{\sqrt{2\pi}}^{\frac{n}{2}}} \cdot \frac{n}{\Gamma(n/2 + 1)} \cdot 2^{\frac{n-1}{2}} \Gamma\left( \frac{n}{2} \right) = \frac{1}{2}, \]

where we used in the last line, that the Gamma function satisfies \( \Gamma(x + 1) = x \Gamma(x) \).

Similar the limit of the third term is

\[ \left( \frac{n}{2} - 1 \right) \cdot \frac{\sqrt{\lambda}^{\frac{n-1}{2}}}{{\sqrt{2\pi}}^{\frac{n}{2}}} \cdot \text{vol}(S^{n-1}) \cdot \lim_{R \to 0} K_{\frac{n-1}{2}}(\sqrt{\lambda} R) \cdot R^{\frac{n-1}{2}} \]

\[ = \left( \frac{n}{2} - 1 \right) \cdot \frac{\sqrt{\lambda}^{\frac{n-1}{2}}}{{\sqrt{2\pi}}^{\frac{n}{2}}} \cdot \frac{n}{\Gamma(n/2 + 1)} \cdot \lim_{R \to 0} K_{\frac{n-1}{2}}(\sqrt{\lambda} R) \cdot R^{\frac{n-1}{2}} \]
\[
\begin{align*}
&= \left( \frac{n}{2} - 1 \right) \cdot \frac{1}{\sqrt{2^n}} \cdot \frac{n}{\Gamma \left( \frac{n}{2} + 1 \right)} \cdot \lim_{R' \to 0} K_{\frac{n}{2} - 1}^n (R') \cdot (R')_{\frac{n}{2} - 1}^2 \\
&= \left( \frac{n}{2} - 1 \right) \cdot \frac{1}{\sqrt{2^n}} \cdot \frac{n}{\Gamma \left( \frac{n}{2} + 1 \right)} \cdot 2^{\frac{n}{2} - 2} \Gamma \left( \frac{n}{2} - 1 \right) \\
&= \left( \frac{n}{2} - 1 \right) \cdot \frac{1}{\sqrt{2^n}} \cdot \frac{n}{\frac{n}{2} - 1} \cdot \Gamma \left( \frac{n}{2} - 1 \right) \cdot 2^{\frac{n}{2} - 2} \Gamma \left( \frac{n}{2} - 1 \right) = \frac{1}{2}.
\end{align*}
\]

Hence \( C = \frac{1}{2} + \frac{1}{2} = 1 \). Moreover, we have
\[
(K \circ \rho)(x, y) = \frac{\sqrt{\lambda}^{\frac{n}{2} - 1} K_{\frac{n}{2} - 1} (\sqrt{\lambda} \rho(x, y))}{\sqrt{2^n} \rho(x, y)^{\frac{n}{2} - 1}}
\]
for \( x, y \in \overline{M} \). Using geodetic normal coordinates, the metric is given by
\[
g_{ij}(x) = \delta_{ij} + \mathcal{O}(\rho(x, y)^2).
\]

From \( \Delta_g^\delta |x - y|^2 = 2n \), it follows
\[
\Delta_g^\delta (\rho(x, y)^2) = 2n + \mathcal{O}(\rho(x, y)^2).
\]

Using
\[
\Delta_g^\delta (\rho(x, y)^2) = 2|\nabla_g^\delta \rho(x, y)|_g^2 + 2\rho(x, y) \Delta_g^\delta \rho(x, y) \tag{2.10}
\]
First, we consider \( y \in B_x(x) \). Since \( |\nabla_g^\delta \rho(x, y)|_g = 1 \), one obtains
\[
\Delta_g^\delta (\rho(x, y)) = \frac{n - 1}{\rho(x, y)} + \mathcal{O}(\rho(x, y)).
\]

Therefore, we obtain
\[
\begin{align*}
\Delta_g^\delta (K \circ \rho)(x, y) \\
&= K''(\rho(x, y)) |\nabla_g^\delta \rho(x, y)|_g^2 + K'(\rho(x, y)) \Delta_g^\delta \rho(x, y) \\
&= K''(\rho(x, y)) + K'(\rho(x, y)) \Delta_g^\delta \rho(x, y) \\
&= K''(\rho(x, y)) + \frac{n - 1}{\rho(x, y)} K'(\rho(x, y)) + \mathcal{O}(\rho(x, y)|K'(\rho(x, y))|).
\end{align*}
\]

Using (2.9) and Lemma A.2, it follows that
\[
(\lambda - \Delta_g^\delta)(K \circ \rho)(x, y) = \delta_x(y) + \mathcal{O}(\rho(x, y)|K'(\rho(x, y))|)
\]
\[
\begin{align*}
&= \delta_x(y) + \mathcal{O} \left( \sqrt{|\lambda|} \cdot \frac{K_{\frac{n}{2} - 1}(C(\eta) \sqrt{|\lambda|} \rho(x, y))}{\rho(x, y)^{\frac{n}{2} - 2}} + \frac{\left( \frac{n}{2} - 1 \right) \cdot K_{\frac{n}{2} - 1}(C(\eta) \sqrt{|\lambda|} \rho(x, y))}{\rho(x, y)^{\frac{n}{2} - 1}} \right).
\end{align*}
\]
Now let \( y \in B_{2\varepsilon}(x) \setminus B_{\varepsilon}(x) \). Since \( \rho \) is smooth on \( M \setminus B_{\varepsilon}(x) \), we have \( |\nabla_x^g \rho(x, y)|^2 \leq C \) and therefore by (2.10)

\[
|\Delta^g_x(K \circ \rho)(x, y)| \leq C|K''(\rho(x, y))| + C(n) \frac{|K'(\rho(x, y))|}{\rho(x, y)} + O(\rho(x, y)|K'(\rho(x, y))|).
\]

Moreover, one obtains by Lemma A.2

\[
|K_{n-1}^g(\sqrt{\lambda} \rho(x, y))| \leq K_{n-1}^g(C(\eta)\sqrt{|\lambda|}\varepsilon) = O(e^{-C(n)\sqrt{|\lambda|}\varepsilon})
\]

\[
|K_{n-1}^g(\sqrt{\lambda} \rho(x, y))| \leq |K_{n}^g(\sqrt{\lambda} \rho(x, y))| + |K_{n}^g(\sqrt{\lambda} \rho(x, y))| \\
\leq |K_{n}^g(C(\eta)\sqrt{|\lambda|}\varepsilon)| + |K_{n}^g(C(\eta)\sqrt{|\lambda|}\varepsilon)| \\
= O(e^{-C(n)\sqrt{|\lambda|}\varepsilon})
\]

\[
|K_{n-1}^g(\sqrt{\lambda} \rho(x, y))| \leq |K_{n+1}^g(\sqrt{\lambda} \rho(x, y))| + |K_{n-1}^g(\sqrt{\lambda} \rho(x, y))| \\
+ |K_{n-3}^g(\sqrt{\lambda} \rho(x, y))| \\
= |K_{n+1}^g(C(\eta)\sqrt{|\lambda|}\varepsilon)| + |K_{n-1}^g(C(\eta)\sqrt{|\lambda|}\varepsilon)| \\
+ |K_{n-3}^g(C(\eta)\sqrt{|\lambda|}\varepsilon)| \\
= O(e^{-C(n)\sqrt{|\lambda|}\varepsilon})
\]

for \( |\lambda| \) and \( \lambda \in \Sigma_{n-1}^g \). Since \( \rho(x, y) \geq \varepsilon \), it follows

\[
(\lambda - \Delta^g_x)(K \circ \rho)(x, y) = O(e^{-C(n)\sqrt{|\lambda|}\varepsilon})
\]

for \( |\lambda| \geq 1 \).

Finally, we consider \( y \in M \setminus B_{2\varepsilon}(x) \). Since \( \rho \) is constant on \( M \setminus B_{2\varepsilon}(x) \), it follows that \( \Delta^g_x(K \circ \rho) = 0 \) and therefore as before

\[
(\lambda - \Delta^g_x)(K \circ \rho)(x, y) = O(e^{-C(n)\sqrt{|\lambda|}\varepsilon})
\]

for \( |\lambda| \geq 1 \). \( \square \)

**Lemma 2.4.** Let \( \eta > 0 \). For \( \lambda \in \Sigma_{n-1}^g \) with \( |\lambda| \geq 1 \), we have

\[
(\lambda - \Delta^g_x) \left( \frac{\sqrt{\lambda}^{n-1}}{\sqrt{2\pi}^n} K_{n-1}^{n-1}(\sqrt{\lambda} \rho(x^*, y)) \right) \\
= \delta_{x^*}(y) \\
+ O\left(\sqrt{|\lambda|}\frac{K_{n-1}^{n-1}(\sqrt{\lambda} \rho(x^*, y))}{\rho(x^*, y)^{n-1}}\right) \\
+ O\left(\sqrt{|\lambda|}^{n-1} \frac{K_{n-1}^{n-1}(\sqrt{\lambda} \rho(x^*, y))}{\rho(x^*, y)^{n-1}}\right)
\]
\[\begin{align*}
&+ d(x, \partial M) \left( \sqrt{|\lambda|}^{-1} \left( \frac{K_{2-1}(C(\eta) \sqrt{|\lambda|} \rho(x^*, y))}{\rho(x^*, y)^{2+1}} \right) \\
&+ \sqrt{|\lambda|}^{\frac{n}{2}} \frac{K_2(C(\eta) \sqrt{|\lambda|} \rho(x^*, y))}{\rho(x^*, y)^2} \\
&+ \sqrt{|\lambda|}^{\frac{n}{2}+1} \left( \frac{K_{2+1}(C(\eta) \sqrt{|\lambda|} \rho(x^*, y))}{\rho(x^*, y)^{2-1}} \right) \\
&+ e^{-C\sqrt{|\lambda|} \varepsilon} \right) 
\end{align*}\]

for \(x \in S_{2\varepsilon}\) and \(y \in \overline{M}\).

**Proof.** Considering the reflection \(\sigma : S_{2\varepsilon} \to \tilde{M} : x \mapsto x^*\) and taking a point on the boundary \(p \in \partial M\) every normal vector is an eigenvector for the eigenvalue \(-1\) for the differential \(D\sigma_p : T_p M \to T_p M\) and all tangential vectors on \(\partial M\) eigenvectors with eigenvalue \(1\). In particular, \(D\sigma_p\) is a linear local isometry, i.e. \(\sigma^* g = g\) for \(p \in \partial M\). Since \(\sigma^* g - g\) is smooth, we conclude that

\[\sigma^* g = g + O(d(x, \partial M)).\]

Hence, one obtains \(\nabla^\delta_x \sigma^* g = \nabla^\delta_x g + O(1)\) and

\[\Delta^\delta \tilde{h} = \Delta^\delta (h \circ \sigma) = (\Delta^{\sigma^* g} h) \circ \sigma\]

for \(\tilde{h}(x) := h(x^*)\). Therefore,

\[(\lambda - \Delta^\delta) \tilde{h} = ((\lambda - \Delta^{\sigma^* g}) h) \circ \sigma + (\Delta^{\sigma^* g} h - \Delta^\delta h) \circ \sigma. \hspace{1cm} (2.11)\]

Using

\[\Delta^\delta f = g^{ij} (\partial_i^2 f - \Gamma^k_{ij} \partial_k f)\]

we obtain

\[|\Delta^\delta f - \Delta^{\sigma^* g} f|(x) \leq C \cdot |g - \sigma^* g|_g(x) \cdot \sum_{i,j=1}^n |\partial_i^2 f|(x) + C \cdot |\nabla g - \nabla (\sigma^* g)|_g(x) \cdot |\nabla f|_g(x).\]

Since \(|g - \sigma^* g|_g(x) = O(d(x, \partial M))\) and \(|\nabla g - \nabla (\sigma^* g)|_g(x) = O(1)\), we consider the derivatives of the kernel. Define \(K\) as in (2.6), we consider

\[\partial_i (K \circ \rho)(x^*, y) = K'(\rho(x^*, y)) \cdot \partial_i \rho(x^*, y)\]

\[\partial_{ij} (K \circ \rho)(x^*, y) = K''(\rho(x^*, y)) \cdot \partial_i \rho(x^*, y) \cdot \partial_j \rho(x^*, y) + K'(\rho(x^*, y)) \cdot \partial_{ij} \rho(x^*, y).\]
Since $\partial_t \overline{\rho}(x^*, y) = O(1)$ and (2.7), we obtain

\[
\nabla_x (K \circ \overline{\rho})(x^*, y) = + O \left( \sqrt{|\lambda|^2} - 1 \left( \frac{K_{\frac{n-1}{2}}(C(\eta) \sqrt{|\lambda|} \overline{\rho}(x^*, y))}{\overline{\rho}(x^*, y)^{\frac{n}{2}}} \right) \right.
\]

\[
+ \left. \sqrt{|\lambda|^2} \left( \frac{K_{\frac{n}{2}}(C(\eta) \sqrt{|\lambda|} \overline{\rho}(x^*, y))}{\overline{\rho}(x^*, y)^{\frac{n-1}{2}}} \right) \right),
\]

where we used that by Lemma A.2 and the monotonicity of Bessel functions

\[
|K_{\frac{n-2}{2}}(\sqrt{\lambda} \overline{\rho}(x^*, y))| \leq K_{\frac{n-2}{2}}(C(\eta) \sqrt{|\lambda|} \overline{\rho}(x^*, y)) \leq K_{\frac{n}{2}}(C(\eta) \sqrt{|\lambda|} \overline{\rho}(x^*, y))
\]

holds. Similar we obtain from (2.8)

\[
K''(\overline{\rho}(x^*, y)) = O \left( \sqrt{|\lambda|^2} - 1 \left( \frac{K_{\frac{n-1}{2}}(C(\eta) \sqrt{|\lambda|} \overline{\rho}(x^*, y))}{\overline{\rho}(x^*, y)^{\frac{n}{2}+1}} \right) \right.
\]

\[
+ \left. \sqrt{|\lambda|^2} \left( \frac{K_{\frac{n}{2}}(C(\eta) \sqrt{|\lambda|} \overline{\rho}(x^*, y))}{\overline{\rho}(x^*, y)^{\frac{n}{2}}} \right) \right.
\]

\[
+ \left. \sqrt{|\lambda|^2} \left( \frac{K_{\frac{n+1}{2}}(C(\eta) \sqrt{|\lambda|} \overline{\rho}(x^*, y))}{\overline{\rho}(x^*, y)^{\frac{n-1}{2}}} \right) \right).
\]

Using

\[
\partial_{ij}^2 \overline{\rho}(x^*, y)^2 = 2 \partial_i \overline{\rho}(x^*, y) \partial_j \overline{\rho}(x^*, y) + 2 \overline{\rho}(x^*, y) \partial_{ij}^2 \overline{\rho}(x^*, y)
\]

and $\partial_i \overline{\rho}(x^*, y) = O(1)$ and $\partial_{ij}^2 \overline{\rho}(x^*, y)^2 = O(1)$ one has

\[
\partial_{ij}^2 \overline{\rho}(x^*, y) = O \left( \frac{1}{\overline{\rho}(x^*, y)} \right).
\]

Hence,

\[
\partial_{ij}^2 (K \circ \overline{\rho})(x^*, y) = O \left( \sqrt{|\lambda|^2} - 1 \left( \frac{K_{\frac{n-1}{2}}(C(\eta) \sqrt{|\lambda|} \overline{\rho}(x^*, y))}{\overline{\rho}(x^*, y)^{\frac{n}{2}+1}} \right) \right.
\]

\[
+ \left. \sqrt{|\lambda|^2} \left( \frac{K_{\frac{n}{2}}(C(\eta) \sqrt{|\lambda|} \overline{\rho}(x^*, y))}{\overline{\rho}(x^*, y)^{\frac{n}{2}}} \right) \right.
\]

\[
+ \left. \sqrt{|\lambda|^2} \left( \frac{K_{\frac{n+1}{2}}(C(\eta) \sqrt{|\lambda|} \overline{\rho}(x^*, y))}{\overline{\rho}(x^*, y)^{\frac{n-1}{2}}} \right) \right).
\]

Finally, we conclude

\[
\left( (\Delta^{\pi^\nu^g} \Delta^{\pi^\nu^g}) \left( \overline{\rho}(x^*, y) \frac{\sqrt{\lambda}^{\frac{n-1}{2}} K_{\frac{n-1}{2}}(\sqrt{\lambda} \overline{\rho}(x^*, y))}{\nabla_\lambda \overline{\rho}(x^*, y)^{\frac{n-1}{2}}} \right) \right)(x^*)
\]

\[
= O \left( \sqrt{|\lambda|^2} - 1 \left( \frac{K_{\frac{n-1}{2}}(C(\eta) \sqrt{|\lambda|} \overline{\rho}(x^*, y))}{\overline{\rho}(x^*, y)^{\frac{n}{2}}} \right) \right).
\]
\[
+ \sqrt{|\lambda|^\frac{n}{2}} \frac{K_\frac{n}{2} (C(\eta) \sqrt{|\lambda|} \overline{\rho}(x^*, y))}{\overline{\rho}(x^*, y)^{\frac{n-1}{2}}} \\
+ d(x, \partial M) \left( \sqrt{|\lambda|^\frac{n}{2}-1} K_{\frac{n}{2}-1} (C(\eta) \sqrt{|\lambda|} \overline{\rho}(x^*, y)) \right) \frac{\overline{\rho}(x^*, y)^{\frac{n}{2}+1}}{\bar{g}(x^*, y) \cdot g(x^*, y)^{\frac{n}{2}+1}} \\
+ \sqrt{|\lambda|^2} \frac{K_\frac{n}{2} (C(\eta) \sqrt{|\lambda|} \overline{\rho}(x^*, y))}{\overline{\rho}(x^*, y)^{\frac{n}{2}}} \\
+ \sqrt{|\lambda|^\frac{n}{2}+1} \frac{K_{\frac{n}{2}+1} (C(\eta) \sqrt{|\lambda|} \overline{\rho}(x^*, y))}{\overline{\rho}(x^*, y)^{\frac{n-1}{2}}} \right). \tag{2.12}
\]

Now, the claim follows by Lemma 2.3 (for \(\sigma^* g\) instead of \(g\)), using (2.11) and (2.12).

\[\bbox[white,2pt,10pt]{\text{Lemma 2.5. Let } \eta > 0. \text{ We obtain}}\]

\[
(\lambda - \Delta_{x}^{\frac{n}{2}}) \left( \frac{\sqrt{\lambda}^{\frac{n}{2}-1}}{2\pi^{n}} \chi \left( \frac{\rho(x, \partial M)}{\varepsilon} \right) \frac{K_{\frac{n}{2}-1}(\sqrt{\lambda} \overline{\rho}(x^*, y))}{\overline{\rho}(x^*, y)^{\frac{n}{2}-1}} \right) = O \left( e^{-(C(\eta) \sqrt{|\lambda|})} \right)
\]

for \(y \in \overline{M}, x \in S_{2\varepsilon} \setminus S_\varepsilon\) and for \(\lambda \in \Sigma_{\pi - \eta}\) with \(|\lambda| \geq 1\).

**Proof.** By the product rule an easy calculation yields

\[
(\lambda - \Delta_{x}^{\frac{n}{2}}) \left( \frac{\sqrt{\lambda}^{\frac{n}{2}-1}}{2\pi^{n}} \chi \left( \frac{\rho(x, \partial M)}{\varepsilon} \right) \frac{K_{\frac{n}{2}-1}(\sqrt{\lambda} \overline{\rho}(x^*, y))}{\overline{\rho}(x^*, y)^{\frac{n}{2}-1}} \right) = \chi \left( \frac{\rho(x, \partial M)}{\varepsilon} \right) (\lambda - \Delta_{x}^{\frac{n}{2}}) \left( \frac{\sqrt{\lambda}^{\frac{n}{2}-1}}{2\pi^{n}} \frac{K_{\frac{n}{2}-1}(\sqrt{\lambda} \overline{\rho}(x^*, y))}{\overline{\rho}(x^*, y)^{\frac{n}{2}-1}} \right) \\
- \Delta_{x}^{\frac{n}{2}} \left( \chi \left( \frac{\rho(x, \partial M)}{\varepsilon} \right) \right) \frac{\sqrt{\lambda}^{\frac{n}{2}-1}}{2\pi^{n}} \frac{K_{\frac{n}{2}-1}(\sqrt{\lambda} \overline{\rho}(x^*, y))}{\overline{\rho}(x^*, y)^{\frac{n}{2}-1}} \\
- 2 \frac{\sqrt{\lambda}^{\frac{n}{2}-1}}{2\pi^{n}} \left( \nabla_{x}^{\frac{n}{2}} \chi \left( \frac{\rho(x, \partial M)}{\varepsilon} \right), \nabla_{x}^{\frac{n}{2}} \left( \frac{K_{\frac{n}{2}-1}(\sqrt{\lambda} \overline{\rho}(x^*, y))}{\overline{\rho}(x^*, y)^{\frac{n}{2}-1}} \right) \right).
\]

Using Lemmas 2.3 and 2.4, one obtains for the first term

\[
\chi \left( \frac{\rho(x, \partial M)}{\varepsilon} \right) (\lambda - \Delta_{x}^{\frac{n}{2}}) \left( \frac{\sqrt{\lambda}^{\frac{n}{2}-1}}{2\pi^{n}} \frac{K_{\frac{n}{2}-1}(\sqrt{\lambda} \overline{\rho}(x^*, y))}{\overline{\rho}(x^*, y)^{\frac{n}{2}-1}} \right) = O \left( \frac{\sqrt{|\lambda|}^{\frac{n}{2}-1} K_{\frac{n}{2}-1}(C(\eta) \sqrt{|\lambda|} \overline{\rho}(x^*, y))}{\overline{\rho}(x^*, y)^{\frac{n}{2}}} \right) \\
+ \frac{\sqrt{|\lambda|^{2}} K_{\frac{n}{2}}(C(\eta) \sqrt{|\lambda|} \overline{\rho}(x^*, y))}{\overline{\rho}(x^*, y)^{\frac{n}{2}-1}}.
\]

\[ d(x, \partial M) \left( \sqrt{|\lambda|^{2}} -1 \frac{K_{\frac{n}{2}-1}(C(\eta)\sqrt{|\lambda|p(x^*, y)})}{p(x^*, y)^{\frac{n}{2}+1}} + \sqrt{|\lambda|^{2}} \frac{K_{\frac{n}{2}}(C(\eta)\sqrt{|\lambda|p(x^*, y)})}{p(x^*, y)^{\frac{n}{2}}} + \sqrt{|\lambda|^{2}+1} \frac{K_{\frac{n}{2}+1}(C(\eta)\sqrt{|\lambda|p(x^*, y)})}{p(x^*, y)^{\frac{n}{2}-1}} \right) + e^{-C\sqrt{|\lambda|\varepsilon}} \]

Since \( d(x, \partial M) \in [\varepsilon, 2\varepsilon] \) is bounded away from 0, Lemma A.2 yields
\[ \frac{K_{\frac{n}{2}-1}(C(\eta)\sqrt{|\lambda|p(x^*, y)})}{p(x^*, y)^{\frac{n}{2}+1}} \leq \frac{K_{\frac{n}{2}-1}(C(\eta)\sqrt{|\lambda|\varepsilon})}{\varepsilon^{\frac{n}{2}+1}}. \]

Since \( d(x, \partial M) < 2\varepsilon \) and
\[ K_\alpha(\sqrt{|\lambda|\varepsilon}) = \mathcal{O}(e^{-\sqrt{|\lambda|\varepsilon}}), \]

one concludes that
\[ \chi \left( \frac{\rho(x, \partial M)}{\varepsilon} \right) (\lambda - \Delta^g_x) \left( \frac{\sqrt{|\lambda|^{2}} -1 \frac{K_{\frac{n}{2}-1}(\sqrt{\lambda}p(x^*, y))}{\sqrt{2\pi^n} p(x^*, y)^{\frac{n}{2}}} + \sqrt{|\lambda|^{2}} \frac{K_{\frac{n}{2}}(\sqrt{\lambda}p(x^*, y))}{\sqrt{2\pi^n} p(x^*, y)^{\frac{n}{2}}} + \sqrt{|\lambda|^{2}+1} \frac{K_{\frac{n}{2}+1}(\sqrt{\lambda}p(x^*, y))}{\sqrt{2\pi^n} p(x^*, y)^{\frac{n}{2}-1}} \right) = \mathcal{O}(e^{-C(\eta)\sqrt{|\lambda|\varepsilon}}) \]

for \( \lambda \in \Sigma_{\pi-\eta} \) with \( |\lambda| \geq 1 \). Since \(|\nabla^g_x \rho|_g \) is bounded on \( S_{2\varepsilon} \setminus S_\varepsilon \) and \(|\Delta^g_x \rho|_g \leq \frac{C}{\rho} \) on \( S_{2\varepsilon} \setminus S_\varepsilon \), it follows that
\[ \nabla^g_x \left( \chi \left( \frac{\rho(x, \partial M)}{\varepsilon} \right) \right) = \chi' \left( \frac{\rho(x, \partial M)}{\varepsilon} \right) \frac{\nabla^g_x \rho(x, \partial M)}{\varepsilon} = \mathcal{O}(1) \]

and
\[ \Delta^g_x \left( \chi \left( \frac{\rho(x, \partial M)}{\varepsilon} \right) \right) = \chi'' \left( \frac{\rho(x, \partial M)}{\varepsilon} \right) \frac{|\nabla^g_x \rho(x, \partial M)|^2}{\varepsilon^2} + \chi' \left( \frac{\rho(x, \partial M)}{\varepsilon} \right) \Delta^g_x \frac{\rho(x, \partial M)}{\varepsilon} = \mathcal{O}(1). \]

Hence, the second term satisfies
\[ \Delta^g_x \left( \chi \left( \frac{\rho(x, \partial M)}{\varepsilon} \right) \right) \frac{\sqrt{|\lambda|^{2}} -1 \frac{K_{\frac{n}{2}-1}(\sqrt{\lambda}p(x^*, y))}{\sqrt{2\pi^n} p(x^*, y)^{\frac{n}{2}}} + \sqrt{|\lambda|^{2}} \frac{K_{\frac{n}{2}}(\sqrt{\lambda}p(x^*, y))}{\sqrt{2\pi^n} p(x^*, y)^{\frac{n}{2}}} + \sqrt{|\lambda|^{2}+1} \frac{K_{\frac{n}{2}+1}(\sqrt{\lambda}p(x^*, y))}{\sqrt{2\pi^n} p(x^*, y)^{\frac{n}{2}-1}} \right) = \mathcal{O}(e^{-C(\eta)\sqrt{|\lambda|\varepsilon}}) \]

for \( \lambda \in \Sigma_{\pi-\eta} \) with \( |\lambda| \geq 1 \). Since
\[ \nabla^g_x \left( \frac{K_{\frac{n}{2}-1}(\sqrt{\lambda}p(x^*, y))}{\sqrt{2\pi^n} p(x^*, y)^{\frac{n}{2}}} \right) = \sqrt{\lambda} K'_{\frac{n}{2}-1}(\sqrt{\lambda}p(x^*, y)) \nabla^g_x \frac{p(x^*, y)}{p(x^*, y)^{\frac{n}{2}}} - \left( \frac{n}{2} - 1 \right) \frac{K_{\frac{n}{2}-1}(\sqrt{\lambda}p(x^*, y)) \nabla^g_x p(x^*, y)}{p(x^*, y)^{\frac{n}{2}}}, \]

...
\[
\sqrt{\lambda} K_\frac{n}{2}^2 \left( \sqrt{\lambda} \rho(x, y) \right) \nabla_x^\frac{n}{2} \rho(x, y) \\
+ \sqrt{\lambda} K_{\frac{n}{2} - 1} (\sqrt{\lambda} \rho(x, y)) \nabla_x^\frac{n}{2} \rho(x, y) \\
- \left( \frac{n}{2} - 1 \right) K_{\frac{n}{2} - 1} (\sqrt{\lambda} \rho(x, y)) \frac{\nabla_x^\frac{n}{2} \rho(x, y)}{\rho(x, y)^{\frac{n}{2} - 1}} \\
= O \left( e^{-C(\eta) \sqrt{|\lambda|} \varepsilon} \right),
\]
we conclude
\[
\sqrt{\lambda} \frac{n}{2} - 1 \sqrt{2} \pi \langle \nabla g_x \chi(\rho(x, \partial M) \varepsilon), \nabla g_x (K \frac{n}{2}^2 - 1 (\sqrt{\lambda} \rho(x, y)) \rho(x, y)^{\frac{n}{2} - 1}) \rangle = O \left( e^{-C(\eta) \sqrt{|\lambda|} \varepsilon} \right)
\]
for \( \lambda \in \Sigma_{\pi - \eta} \) for \( |\lambda| \geq 1 \). Summing up the claim follows. \( \square \)

Now, we are prepared to show that \( K_{\lambda} \) is approximately a Green’s function for \( \lambda - \Delta^{\frac{n}{2}}_x \).

**Theorem 2.6.** The integral operators \( G_{\lambda} \) satisfy
\[
\| (\lambda - \Delta^{\frac{n}{2}}_x) G_{\lambda} f - f \|_{L^\infty(M)} \leq \frac{C(\eta)}{\sqrt{|\lambda|}} \| f \|_{L^\infty(M)}
\]
for \( \lambda \in \Sigma_{\pi - \eta} \) with \( |\lambda| \geq 1 \), \( \eta > 0 \), and \( f \in C(M) \).

**Proof.** For \( x \in \overline{M \setminus S_{2\varepsilon}} \) Lemma 2.3 yields
\[
\| (\lambda - \Delta^{\frac{n}{2}}_x) G_{\lambda} f - f \|_{L^\infty(M \setminus S_{2\varepsilon})} \\
\leq \sup_{x \in M \setminus S_{2\varepsilon}} \left| \int_M \delta_x(y) f(y) \, dy - f(x) \right| \\
+ O \left( \sup_{x \in M \setminus S_{2\varepsilon}} \sqrt{|\lambda|} \frac{2}{\rho(x, y)^{\frac{n}{2} - 2}} \right) \int_M \frac{K_{\frac{n}{2}} (C(\eta) \sqrt{|\lambda|} \rho(x, y))}{\rho(x, y)^{\frac{n}{2} - 1}} \, dy \\
+ \sup_{x \in M \setminus S_{2\varepsilon}} \sqrt{|\lambda|} \frac{n}{2} - 1 \int_M \frac{K_{\frac{n}{2} - 1} (C(\eta) \sqrt{|\lambda|} \rho(x, y))}{\rho(x, y)^{\frac{n}{2} - 1}} \, dy \\
+ \int_M e^{-C(\eta) \sqrt{|\lambda|} \varepsilon} \, dy \| f \|_{L^\infty(M)} \right) \\
\]
for \( \lambda \in \Sigma_{\pi - \eta} \) with \( |\lambda| \geq 1 \) and \( f \in C(M) \). Therefore, by Lemma A.3 it follows that
\[
\| (\lambda - \Delta^{\frac{n}{2}}_x) G_{\lambda} f - f \|_{L^\infty(M \setminus S_{2\varepsilon})} \leq \frac{C(\eta)}{\sqrt{|\lambda|}} \| f \|_{L^\infty(M)}
\]
for \( \lambda \in \Sigma_{\pi - \eta} \) with \( |\lambda| \geq 1 \) and \( f \in C(\overline{M}) \). For \( x \in S_e \) we obtain by Lemmas 2.3 and 2.4

\[
\| (\lambda - \Delta^g_\lambda) G_{\lambda} f - f \|_{L^\infty(S_e)} \leq \sup_{x \in S_e} \left| \int_M \delta_x(y) f(y) \, dy - f(x) \right| \\
+ \mathcal{O} \left( \sup \sqrt{|\lambda|} \int_M K^\frac{n}{2}_g(C(\eta)\sqrt{|\lambda|} \rho(x, y)) \frac{\rho(x, y)^{n-2}}{\|C\|} \, dy \right) \\
+ \sup \sqrt{|\lambda|} \int_M K^\frac{n}{2}_g(C(\eta)\sqrt{|\lambda|} \rho(x, y)) \frac{\rho(x, y)^{n-1}}{\|C\|} \, dy \\
+ \sup \sqrt{|\lambda|} \int_M K^\frac{n}{2}_g(C(\eta)\sqrt{|\lambda|} \rho(x, y)) \frac{\rho(x, y)^{n-2}}{\|C\|} \, dy \\
+ \sup \sqrt{|\lambda|} \int_M K^\frac{n}{2}_g(C(\eta)\sqrt{|\lambda|} \rho(x, y)) \frac{\rho(x, y)^{n-1}}{\|C\|} \, dy \\
+ \sup \sqrt{|\lambda|} \int_M K^\frac{n}{2}_g(C(\eta)\sqrt{|\lambda|} \rho(x, y)) \frac{\rho(x, y)^{n-2}}{\|C\|} \, dy \\
+ \int_M e^{-C(\eta)\sqrt{|\lambda|} \rho(x, y)} \, dy \|f\|_{L^\infty(M)} \right)
\]

for \( f \in C(\overline{M}) \). Since \( \overline{\rho}(x, y) \) only vanish if \( x, y \in \partial M \) and \( d(x, \partial M) = d(x, \partial M) \leq \overline{\rho}(x, y) \) for \( x, y \) near \( \partial M \), Lemma A.3 and Corollary A.4 imply

\[
\| (\lambda - \Delta^g_\lambda) G_{\lambda} f - f \|_{L^\infty(S_{2e})} \leq \frac{C(\eta)}{\sqrt{|\lambda|}} \|f\|_{L^\infty(M)}
\]

for \( |\lambda| \) and \( f \in C(\overline{M}) \). Moreover, we have for \( x \in S_{2e} \setminus S_e \) by Lemmas 2.3 and 2.5

\[
\| (\lambda - \Delta^g_\lambda) G_{\lambda} f - f \|_{L^\infty(S_{2e} \setminus S_e)} \leq \sup_{x \in S_{2e} \setminus S_e} \left| \int_M \delta_x(y) f(y) \, dy - f(x) \right| \\
+ \mathcal{O} \left( \sup \sqrt{|\lambda|} \int_M K^\frac{n}{2}_g(C(\eta)\sqrt{|\lambda|} \rho(x, y)) \frac{\rho(x, y)^{n-2}}{\|C\|} \, dy \right) \\
+ \sup \sqrt{|\lambda|} \int_M K^\frac{n}{2}_g(C(\eta)\sqrt{|\lambda|} \rho(x, y)) \frac{\rho(x, y)^{n-1}}{\|C\|} \, dy \\
+ \sup \sqrt{|\lambda|} \int_M K^\frac{n}{2}_g(C(\eta)\sqrt{|\lambda|} \rho(x, y)) \frac{\rho(x, y)^{n-2}}{\|C\|} \, dy \\
+ \sup \sqrt{|\lambda|} \int_M K^\frac{n}{2}_g(C(\eta)\sqrt{|\lambda|} \rho(x, y)) \frac{\rho(x, y)^{n-1}}{\|C\|} \, dy \\
+ \int_M e^{-C(\eta)\sqrt{|\lambda|} \rho(x, y)} \, dy \|f\|_{L^\infty(M)} \right)
\]
\[
+ \int_M e^{-C\sqrt{|\lambda|}\varepsilon} \, dy \| f \|_{L^\infty(M)}
\]
for \( f \in C(\overline{M}) \).

Since \( \overline{M} \) is compact, it follows that
\[
\int_M e^{-C(\eta)\sqrt{|\lambda|}\varepsilon} \sqrt{|\lambda|} \, dy \leq \tilde{C}(\eta) \frac{\sqrt{|\lambda|}}{|\lambda|},
\]
for \(|\lambda| \geq 1\). Hence, as a consequence of Lemma A.3 one obtains
\[
\| G_\lambda f - f \|_{L^\infty(S_\varepsilon \setminus S_{\varepsilon/2})} \leq C(\eta) \sqrt{|\lambda|} \| f \|_{L^\infty(M)},
\]
for \(|\lambda| \geq 1\) and \( f \in C(\overline{M}) \). Summing up we conclude that
\[
\| (\lambda - \Delta^g_\lambda) f - f \|_{L^\infty(M)} \leq C(\eta) \sqrt{|\lambda|} \| f \|_{L^\infty(M)}
\]
for \(|\lambda| \geq 1\) and \( f \in C(\overline{M}) \). \( \square \)

Finally, we obtain the main theorem by combining the estimates from Proposition 2.2 and Theorem 2.6.

**Theorem 2.7.** The operator \( \Delta^g_0 \) is sectorial of angle \( \pi/2 \) on \( C(\overline{M}) \).

**Proof.** For \( \lambda \in \Sigma_{\pi - \eta} \) with sufficient large absolute value \(|\lambda| \) Lemma 2.6 implies that
\[
\| (\lambda - \Delta^g) G_\lambda - \text{Id} \| \leq \frac{\tilde{C}(\eta)}{\sqrt{|\lambda|}} < 1,
\]
hence \( (\lambda - \Delta^g) G_\lambda \) is invertible. Therefore,
\[
\text{Id} = (\lambda - \Delta^g) G_\lambda (\lambda - \Delta^g) G_\lambda)^{-1}
\]
and \( \lambda - \Delta^g \) is right-invertible with right-inverse
\[
(\lambda - \Delta^g)^{-1} = G_\lambda (\lambda - \Delta^g) G_\lambda)^{-1}.
\]
Hence, by Proposition 2.1 the operator \( \lambda - \Delta^g \) is invertible and
\[
(\lambda - \Delta^g)^{-1} = G_\lambda (\lambda - \Delta^g) G_\lambda)^{-1}.
\]
In particular, we obtain
\[
\Delta^g G_\lambda (\lambda - \Delta^g) G_\lambda)^{-1} f = \lambda G_\lambda (\lambda - \Delta^g) G_\lambda)^{-1} f - f \in C(\overline{M})
\]
for all \( f \in C(\overline{M}) \). Moreover \( G_\lambda (\lambda - \Delta^g) G_\lambda)^{-1} f \) is a solution of
\[
\begin{cases}
\Delta^g_\lambda u = \lambda u - f, \\
u|_{\partial M} = 0
\end{cases}
\]
for $\lambda \in \Sigma_{\pi-\eta}$ with sufficient large absolute value $|\lambda|$. Since $f \in C(M) \subset L^p(M)$ for every $p \geq 1$, elliptic regularity (cf. [16, Thm. 8.12]) implies $G_\lambda((\lambda - \Delta^g)G_\lambda)^{-1} f \in \bigcap_{p \geq 1} W^{2,p}(M)$. Therefore $G_\lambda((\lambda - \Delta^g)G_\lambda)^{-1} f \in D(A_0)$ and one concludes $R(\lambda, \Delta^g_0) = G_\lambda((\lambda - \Delta^g)G_\lambda)^{-1} f$ for $\lambda \in \Sigma_{\pi-\eta}$ with sufficient large absolute value $|\lambda|$. Thus by Proposition 2.2 it follows that

$$\| R(\lambda, \Delta^g_0) \| \leq \| G_\lambda \| \cdot \| ((\lambda - \Delta^g)G_\lambda)^{-1} \| \leq C(\eta) \frac{|\lambda|}{|\lambda|}$$

for $\lambda \in \Sigma_{\pi-\eta}$ with sufficient large absolute value $|\lambda|$. By [1, Thm. 3.7.11] and [1, Cor. 3.7.17], $\Delta^g_0$ is sectorial of angle $\frac{\pi}{2}$.

3. Strictly elliptic operators with Dirichlet boundary conditions

In this section, we consider strictly elliptic second-order differential operators with Dirichlet boundary conditions on the space $C(M)$ of the continuous functions for a smooth, compact, Riemannian manifold $(M, g)$ with smooth boundary $\partial M$. To this end, take real-valued functions

$$a_j^k = a_k^j \in C^\infty(M), \quad b_j, c \in C(M), \quad 1 \leq j, k \leq n.$$ 

satisfying the strict ellipticity condition

$$a_j^k(q)g^{jl}(q)X_k(q)X_l(q) > 0 \quad \text{for all } q \in M$$

for all co-vector fields $X_k, X_l$ on $M$ with $(X_1(q), \ldots, X_n(q)) \neq (0, \ldots, 0)$ and define on $C(M)$ the differential operator in divergence form with Dirichlet boundary conditions as

$$A_0 f := \sqrt{|a|} \text{div}_g \left( \frac{1}{\sqrt{|a|}} a \nabla^g_M f \right) + \langle b, \nabla^g_M f \rangle + cf$$

with domain

$$D(A_0) := \left\{ f \in \bigcap_{p \geq 1} W^{2,p}(M) \cap C_0(M) : A_0 f \in C(M) \right\}, \quad (3.1)$$

where $a = a_j^k, |a| = \det(a_j^k)$ and $b = (b_1, \ldots, b_n)$.

The key idea is to reduce the strictly elliptic operator on $M$, equipped by $g$, to the Laplace–Beltrami operator on $M$, corresponding to a new metric $\tilde{g}$.

For this purpose, we consider a $(2, 0)$-tensorfield on $M$ given by

$$\tilde{g}^{kl} = a_i^k g^{jl}.$$ 

Its inverse $\tilde{g}$ is a $(0, 2)$-tensorfield on $M$, which is a Riemannian metric since $a_j^k g^{jl}$ is strictly elliptic on $M$. We denote $M$ with the old metric by $M^g$ and with the new metric
by $\tilde{M}^\tilde{g}$ and remark that $\tilde{M}^\tilde{g}$ is a smooth, compact, orientable Riemannian manifold with smooth boundary $\partial M$. Since the differentiable structures of $\tilde{M}^\tilde{g}$ and $M^\tilde{g}$ coincide, the identity

$$\text{Id}: \tilde{M}^\tilde{g} \longrightarrow M^\tilde{g}$$

is a $C^\infty$-diffeomorphism. Hence, the spaces

$$C(\tilde{M}) := C(\tilde{M}^\tilde{g}) = C(M^\tilde{g})$$

coincide. Moreover, [17, Prop. 2.2] implies that the spaces

$$L^p(M) := L^p(M^\tilde{g}) = L^p(M^\tilde{g}),$$
$$W^{k,p}(M) := W^{k,p}(M^\tilde{g}) = W^{k,p}(M^\tilde{g}),$$

for all $p \geq 1$ and $k \in \mathbb{N}$ coincide. We now denote by $\Delta_0^\tilde{g}$ the operator defined as in (2.1) respecting $\tilde{g}$. Moreover, we denote by $\tilde{A}_0$ the operator given in (3.1) for $b_k = c = 0$.

**Lemma 3.1.** The operator $A_0$ and $\tilde{A}_0$ differ only by a relatively bounded perturbation of bound 0.

**Proof.** Consider

$$P f := g^{k\ell} b_k \partial_{\ell} f + cf$$

for $f \in D(A_0) \cap D(\tilde{A}_0)$. Since $D(\tilde{A}_0)$ is contained in $\bigcap_{p>1} W^{2,p}(M)$, Morrey’s embedding (cf. [2, Chap. V. and Rem. 5.5.2]) and the closed graph theorem imply

$$[D(\tilde{A}_0)]^C \ominus C^1(\tilde{M}) \ominus C(\tilde{M}),$$

in particular $D(\tilde{A}_0)$ and $D(A_0)$ coincide. Since $P \in \mathcal{L}(C^1(\tilde{M}), C(\tilde{M}))$ and it follows by (3.3) and Ehrling’s Lemma (see [20, Thm. 6.99]) that $P$ is relatively $\tilde{A}_0$-bounded with bound 0.

**Lemma 3.2.** The operator $\tilde{A}_0$ equals the Laplace–Beltrami operator $\Delta_0^\tilde{g}$ with respect to $\tilde{g}$.

**Proof.** Using (3.2), we calculate in local coordinates

$$\tilde{A}_0 f = \frac{1}{\sqrt{|g|}} a_j \partial_j \left( \frac{\sqrt{|g|}}{|a|} a_j g^{k\ell} \partial_k f \right)$$
$$= \frac{1}{\sqrt{|\tilde{g}|}} \partial_j \left( \frac{\sqrt{|\tilde{g}|}}{|a|} \tilde{g}^{k\ell} \partial_k f \right)$$

for $f \in D(\tilde{A}_0)$, since $|g| = |a| \cdot |\tilde{g}|$.

**Theorem 3.3.** The operator $A_0$ is sectorial of angle $\frac{\pi}{2}$ on $C(\tilde{M})$. 
Proof. By Theorem 2.7 and Lemma 3.2 it follows that $\tilde{A}_0$ generates an analytic semigroup of angle $\frac{\pi}{2}$ on $C(\bar{M})$. Finally, Lemma 3.1 and [11, Thm. III. 2.10] implies the claim.

Remark 3.4. This generalizes [18, Cor. 3.1.21.(ii)] to manifolds with boundary.

By Theorem 3.3, the abstract Cauchy problem (ACP) is well posed. This implies the existence and uniqueness of a continuous solution $u$ of the initial value-boundary problem (IBP), having an analytic extension in a right half space in the time variable. Moreover, $u(t), A_0u(t) \in C^{\infty}(M) \cap C(\bar{M})$ for all $t > 0$.

Corollary 3.5. The resolvents $R(\lambda, A_0)$ are compact operators for all $\lambda \in \rho(A_0)$.

Proof. This follows immediately by (3.3) and [11, Prop. II. 4.25].

We finish this section with the special case of closed manifolds, i.e. $\partial M = \emptyset$. Then, the Dirichlet boundary conditions gets an empty condition. Hence, the operator $A_0$ becomes

$$Af := \sqrt{|a|} \mathrm{div}_g \left( \frac{1}{\sqrt{|a|}} a \nabla^g_M f \right) + \langle b, \nabla^g_M f \rangle + cf,$$

with domain

$$D(A) := \left\{ f \in \bigcap_{p \geq 1} W^{2,p}(M) : A_0 f \in C(M) \right\}.$$

Remark that then $d(x, \partial M) = d(x, \emptyset) = \infty$ and the kernel $K_\lambda$ becomes much easier.

Corollary 3.6. If the manifold $M$ is closed, the operator $A$ generates a compact and analytic semigroup of angle $\frac{\pi}{2}$ on $C(M)$.

Proof. Since $C^2(M) \subset D(A)$ and $C^2(M) \subset C(M)$ dense, it follows that $A$ is densely defined. Now Theorem 3.3 and [11, Thm. III.4.6] imply that $A$ generates an analytic semigroup of angle $\frac{\pi}{2}$ on $C(M)$. Finally, the compactness of the semigroup follows by Corollary 3.5 and [11, Thm. II.4.29].
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Appendix A. Bessel functions

The solutions of the ordinary differential equation
\[ z^2 \frac{d^2}{dz^2} f(z) + z \frac{d}{dz} f(z) = (z^2 + \alpha^2) f(z) \]  \hspace{1cm} (3.4)
for \( z \in \mathbb{C} \) are called modified Bessel functions of order \( \alpha \in \mathbb{R} \). In particular, we have the following.

**Proposition A.1.** The modified Bessel functions of first kind of order \( \alpha \in \mathbb{R} \) are given by
\[ I_\alpha(z) = \sum_{k=0}^{\infty} \frac{(\frac{z}{2})^{2k+\alpha}}{\Gamma(k+\alpha+1)k!} \]
for \( z \in \mathbb{C} \setminus \mathbb{R} \), where \( \Gamma \) denotes the Gamma function. Moreover, we obtain the modified Bessel function of second kind of order \( \alpha \in \mathbb{R} \setminus \mathbb{Z} \) by
\[ K_\alpha(z) = \frac{\pi}{2} \cdot \frac{I_{-\alpha}(z) - I_\alpha(z)}{\sin(\pi \alpha)} \]
for \( z \in \mathbb{C} \setminus \mathbb{R} \). If \( \alpha \in \mathbb{Z} \), there exists a sequence \( (\alpha_n)_{n \in \mathbb{N}} \subset \mathbb{R} \setminus \mathbb{Z} \) such that \( \alpha_n \to \alpha \) and \( K_\alpha \) is the limit
\[ K_\alpha(z) := \lim_{n \to \infty} K_{\alpha_n}(z) \]
for \( z \in \mathbb{C} \setminus \mathbb{R} \).

First, we prove an estimate for the modified Bessel function of second kind.

**Lemma A.2.** Let \( \alpha \in \mathbb{R} \) and \( \eta > 0 \). Then, there exists a constant \( C(\eta) > 0 \) such that
\[ |K_\alpha(z)| \leq K_\alpha(C(\eta)|z|) \]
for all \( z \in \Sigma_{\frac{\pi}{2}-\eta} \).

**Proof.** Since \( \text{Re}(z) > 0 \) for all \( z \in \Sigma_{\frac{\pi}{2}-\eta} \) and \( \alpha \in \mathbb{R} \) it follows by [23, p. 181] that
\[ |K_\alpha(z)| = \left| \int_0^{\infty} e^{-z \cosh(t)} \cosh(\alpha t) \, dt \right| \leq \int_0^{\infty} e^{-\text{Re}(z) \cosh(t)} \cosh(\alpha t) \, dt. \]
Note that \( z = |z|e^{i\varphi} \) with \( |\varphi| \in [0, \pi/2 - \eta) \). The monotony of the cosinus implies
\[ \frac{\text{Re}(z)}{|z|} = \cos(\varphi) \geq \cos(\pi/2 - \eta) = \sin(\eta) =: C(\eta) > 0. \]
Using the monotony of the exponential function and the positivity of \( \cosh \), we conclude
\[ \int_0^{\infty} e^{-\text{Re}(z) \cosh(t)} \cosh(\alpha t) \, dt \leq \int_0^{\infty} e^{-C(\psi)|z| \cosh(t)} \cosh(\alpha t) \, dt = K_\alpha(C(\eta)|z|) \]
for all \( z \in \Sigma_{\frac{\pi}{2}-\eta} \).

\[ \square \]
Therefore, we obtain an estimate for the kernel.

**Lemma A.3.** Let $\alpha \in \mathbb{R}$, $k \in [0, \infty)$ and $\lambda \in \Sigma_{\pi - \eta}$ for $\eta > 0$. If $k + \alpha < n$, we obtain

$$\sup_{x \in M} \int_{M} \frac{K_\alpha(C(\eta)\sqrt{|\lambda|}\rho(x, y))}{\rho(x, y)^k} dy \leq C(\eta)\sqrt{|\lambda|}^k |^{k-n}$$

for $|\lambda| \geq 1$.

**Proof.** Remark that

$$\int_{M} \frac{K_\alpha(C(\eta)\sqrt{|\lambda|}\rho(x, y))}{\rho(x, y)^k} dy = \int_{B_R(x)} \frac{K_\alpha(C(\eta)\sqrt{|\lambda|}\rho(x, y))}{\rho(x, y)^k} dy + \int_{M \setminus B_R(x)} \frac{K_\alpha(C(\eta)\sqrt{|\lambda|}\rho(x, y))}{\rho(x, y)^k} dy.$$

For the first term, one obtains

$$\int_{B_R(x)} \frac{K_\alpha(C(\eta)\sqrt{|\lambda|}\rho(x, y))}{\rho(x, y)^k} dy \leq \check{C} \int_{\mathbb{R}^n} \frac{K_\alpha(C(\eta)\sqrt{|\lambda|}|y|)}{|y|^k} dy = \check{C}(\eta)\sqrt{|\lambda|} \int_{\mathbb{R}^n} \frac{1}{|y|^k} K_\alpha(|z|) |z|^k d|z| = \check{C}(\eta)\sqrt{|\lambda|}^{k-n} \int_{\mathbb{S}_{n-1}} \frac{K_\alpha(r)}{r^k} \, d\nu_{\mathbb{S}_{n-1}} \, dr = \check{C}(\eta)\sqrt{|\lambda|}^{k-n} \int_{0}^{\infty} K_\alpha(r) r^{n-1-k} dr.$$

Since

$$K_\alpha(r) = \mathcal{O}(r^{-\alpha})$$

for small $r \in \mathbb{R}_+$ and

$$K_\alpha(r) = \mathcal{O}\left(\frac{e^{-r}}{\sqrt{r}}\right)$$

for large $r \in \mathbb{R}_+$, we have

$$r^{n-1-k} K_\alpha(r) = \mathcal{O}(r^{n-1-k-\alpha})$$

for small $r \in \mathbb{R}_+$ and

$$r^{n-1-k} K_\alpha(r) = \mathcal{O}(r^{n-3-k} e^{-r})$$

for large $r \in \mathbb{R}_+$.

Hence, there exists a constant $\check{C} < \infty$ such that

$$\int_{0}^{\infty} K_\alpha(r) r^{n-1-k} dr < \check{C}.$$
and we conclude that
\[
\int_{B_R(x)} K_\alpha(C(\eta)\sqrt{|\lambda|}\rho(x, y)) \frac{1}{\rho(x, y)^k} \, dy \leq C(\eta) \sqrt{|\lambda|}^{k-n}.
\]

If \( y \in \overline{M} \setminus B_R(x) \), we have \( \rho(x, y) \geq R \) and therefore
\[
\int_{\overline{M} \setminus B_R(x)} K_\alpha(C(\eta)\sqrt{|\lambda|}\rho(x, y)) \frac{1}{\rho(x, y)^k} \, dy \leq \frac{K_\alpha(C(\eta) R \sqrt{|\lambda|})}{R^k} \text{vol}_g(M \setminus B_R(x))
\]
\[
\leq \hat{C}(\eta)e^{-\tilde{C}(\eta)\sqrt{|\lambda|}}
\]
\[
\leq \bar{C}(\eta)\sqrt{|\lambda|}^{k-n}
\]
for \( |\lambda| \) since
\[
K_\alpha(r) = \mathcal{O}\left(\frac{e^{-r}}{\sqrt{r}}\right)
\]
for large \( r \in \mathbb{R}_+ \).

Replacing \( x \) by \( x^* \) this yields an estimate for the reflected kernel.

**Corollary A.4.** Let \( \alpha \in \mathbb{R} \), \( k \in [0, \infty) \) and \( \lambda \in \Sigma_{\pi-\eta} \) for \( \eta > 0 \). Moreover, let \( x \in S_{2\varepsilon} \). If \( k + \alpha < n \), we obtain
\[
\sup_{x \in S_{2\varepsilon}} \int_M K_\alpha(C(\eta)\sqrt{\lambda\bar{\rho}(x^*, y))} \frac{1}{\bar{\rho}(x^*, y)^k} \, dy \leq C\sqrt{|\lambda|}^{k-n}
\]
for \( |\lambda| \geq 1 \).
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