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Abstract The Butcher group is a powerful tool to analyse integration methods for ordinary differential equations, in particular Runge–Kutta methods. In the present paper, we complement the algebraic treatment of the Butcher group with a natural infinite-dimensional Lie group structure. This structure turns the Butcher group into a real analytic Baker–Campbell–Hausdorff Lie group modelled on a Fréchet space. In addition, the Butcher group is a regular Lie group in the sense of Milnor and contains the subgroup of symplectic tree maps as a closed Lie subgroup. Finally, we also compute the Lie algebra of the Butcher group and discuss its relation to the Lie algebra associated with the Butcher group by Connes and Kreimer.
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Introduction and Statement of Results

In his seminal work Butcher [5] introduced the Butcher group as a tool to study order conditions for a class of integration methods. Butcher’s idea was to build a group structure for mappings on rooted trees. The interplay between the combinatorial structure of rooted trees and this group structure enables one to handle formal power series solutions of nonlinear ordinary differential equations. As a consequence, an efficient treatment of the algebraic order conditions arising in the study Runge–Kutta methods became feasible. Building on Butcher’s ideas, numerical analysts have extensively studied algebraic properties of the Butcher group and several of its subgroups. The reader is referred to [4, 8, 20] and most recently the classification of integration methods in [25].

The theory of the Butcher group developed in the literature is mainly algebraic in nature. An infinite-dimensional Lie algebra is associated with it via a link to a certain Hopf algebra (cf. [4] and Remark 3.3), but is not derived from a differentiable structure. However, it is striking that the theory of the Butcher group often builds on an intuition which involves a differentiable structure. For example, in [20, IX Remark 9.4], a derivative of a mapping from the Butcher group into the real numbers is computed, and the authors describe a “tangent space” of a subgroup. In [6], the authors calculate the exponential map by solving ordinary differential equations. The calculation in loc.cit. can be interpreted as a solution of ordinary differential equations evolving on the Butcher group. Differentiating functions and solving differential equations both require an implicit assumption of a differentiable structure. Even stronger, in [9, p. 8], an initial value problem on the Butcher group is formulated and [9, p. 16 l. 10] states that the Butcher group “…is an infinite-dimensional Lie group.”

The present paper aims to explicitly describe a natural differentiable structure on the Butcher group. This structure will then correspond to the structures implicitly used in [6, 9, 20]. An explicit construction will reveal that the natural mappings from numerical analysis are smooth and even analytic in a suitable sense. Moreover, this structure turns the Butcher group into an infinite-dimensional Lie group. Thus, as an added benefit, our investigation will provide tools from infinite-dimensional Lie theory (e.g. a Lie group exponential map and Baker–Campbell–Hausdorff series) for analysis on the Butcher group. To the authors’ knowledge, this is the first attempt to rigorously construct and study the infinite-dimensional manifold structures on the Butcher group and connect it with the associated Lie algebra.

Guiding our approach is the idea that a natural differentiable structure on the Butcher group should reproduce on the algebraic side the well-known formulae for derivatives and objects considered in numerical analysis. To construct such a differentiable structure on the Butcher group, we base our investigation on a concept of $C^r$-maps between locally convex spaces. This calculus is known in the literature as Bastiani calculus [2] or Keller’s $C^r_c$-theory [22] (see [17, 28, 29] for streamlined expositions). For the readers’ convenience, the present article commences with an introduction to main concepts of locally convex spaces and calculus on these spaces (see Sect. 1). In the framework of this theory, we construct a differentiable structure which turns the Butcher group into a (locally convex) Lie group modelled on a Fréchet space. Then, the Lie theoretic properties of the Butcher group and the subgroup of symplectic tree maps are investi-
gated. In particular, we compute the Lie algebras of these Lie groups and relate them to the Lie algebra associated with the Butcher group.

We now go into some more details and explain the main results of the present paper. Let us first recall some notation and the definition of the Butcher group. Denote by $T$ the set of all rooted trees with a finite positive number of vertices (cf. Sect. 2). Furthermore, we let $\emptyset$ be the empty tree. Then, the Butcher group is defined to be the set of all tree maps which map the empty tree to 1, i.e.

$$G_{TM} = \{ a : T \cup \{ \emptyset \} \to \mathbb{R} \mid a(\emptyset) = 1 \}.$$  

To define the group operation, one interprets the values of a tree map as coefficients of a (formal) power series. Via this identification, the composition law for power series induces a group operation on $G_{TM}$.\footnote{The same construction can be performed for tree maps with values in the field of complex numbers. The group $G_{TM}^C$ of complex-valued tree maps obtained in this way will be an important tool in our investigation. In fact, $G_{TM}^C$ is a complex Lie group and the complexification (as a Lie group) of the Butcher group.} We refrain at this point from giving an explicit formula for the group operations and refer instead to Sect. 2.

Note that the Butcher group contains arbitrary tree maps, i.e. there is no restriction on the value a tree map can attain at a given tree. Thus, the natural choice of model space for the Butcher group is the space $\mathbb{R}^T$ of all real-valued tree maps, with the topology of pointwise convergence. Observe that $T$ is a countable (infinite) set, whence $\mathbb{R}^T$ is a Fréchet space, i.e. a locally convex space whose topology is generated by a complete translation invariant metric. Now the results in Sect. 2 subsume the following theorem.

**Theorem A** The Butcher group $G_{TM}$ is a real analytic infinite-dimensional Lie group modelled on the Fréchet space $\mathbb{R}^T$.

Note that the topology on the model space of $G_{TM}$ can be defined in several equivalent ways. For example, as an inverse (projective) limit topology. The Fréchet space $\mathbb{R}^T$ can be described as the inverse limit $\lim_{\rightarrow n \in \mathbb{N}} \mathbb{R}^{T_n}$ where $T_n$ is the (finite) set of rooted trees with at most $n$ nodes. The projection $\text{Pr}_n : \mathbb{R}^T \to \mathbb{R}^{T_n}$ is obtained by restricting the tree mapping to trees with at most $n$ nodes. In numerical analysis, this corresponds to truncating a B-series by ignoring $O(h^{n+1})$ terms. The topology on $\mathbb{R}^T$ is the coarsest topology such that $\text{Pr}_n$ is continuous for all $n$. This means that a sequence in $\mathbb{R}^T$ converges if and only if it converges in all projections.

Furthermore, this topology is rather coarse, i.e. some subsets of $G_{TM}$ considered in applications in numerical analysis will not be open with respect to this topology (see Remark 2.3). Nevertheless, we shall argue that the Lie group structure we constructed is the natural choice, i.e. it complements the intuition of numerical analysts and the known algebraic picture.

To illustrate our point, let us now turn to the Lie algebra associated with the Butcher group. For a tree $\tau$, we denote by $\text{SP}(\tau)$ the set of non-trivial splittings of $\tau$, i.e. non-empty subsets $S$ of the nodes of $\tau$ such that the subgraphs $S \tau$ (with set of nodes $S$) and $\tau \setminus \sigma$ are non-empty subtrees. With this notation, we can describe the Lie bracket obtained in Sect. 3 as follows.
Theorem B The Lie algebra $L(G_{TM})$ of the Butcher group is $(\mathbb{R}^T, [\cdot, \cdot])$. Then, the Lie bracket $[a, b]$ for $a, b \in \mathbb{R}^T$ is given for $\tau \in T$ by

$$[a, b](\tau) = \sum_{s \in \text{SP}(\tau)} (b(s_\tau) a(\tau \setminus s) - b(\tau \setminus s) a(s_\tau)).$$

At this point, we have to digress to put our results into a broader perspective. Working in renormalisation of quantum field theories, Connes and Kreimer have constructed in [10] a Lie algebra associated with the Hopf algebra of rooted trees. Later, in [4], it was observed that the Butcher group can be interpreted as the character group of this Hopf algebra. In particular, one can view the Connes–Kreimer Lie algebra as a Lie algebra associated with the Butcher group. As a vector space, the Connes–Kreimer Lie algebra is the direct sum $\bigoplus_{n \in \mathbb{N}} \mathbb{R} = \{(a_n) \in \mathbb{R}^\mathbb{N} | a_n \neq 0 \text{ for only finitely many } n\}$ endowed with a certain Lie bracket. Now, the Connes–Kreimer Lie algebra can canonically be identified with a subspace of $L(G_{TM})$ such that the Lie bracket $[\cdot, \cdot]$ from Theorem B restricts to the Lie bracket of the Connes–Kreimer Lie algebra. Thus, we recover the Connes–Kreimer Lie algebra from our construction as a dense (topological) Lie subalgebra. Our Lie algebra is thus the “completion” of the Connes–Kreimer Lie algebra discussed in purely algebraic terms in the numerical analysis literature (see Remark 3.3). The authors view this as evidence that the Lie group structure for the Butcher group constructed in this paper is the natural choice for such a structure.

We then investigate the Lie theoretic properties of the Butcher group. To understand these results, first recall the notion of regularity for Lie groups.

Let $G$ be a Lie group modelled on a locally convex space, with identity element $1$, and $r \in \mathbb{N}_0 \cup \{\infty\}$. We use the tangent map of the right translation $\rho_g : G \to G$, $x \mapsto xg$ by $g \in G$ to define $v.g := T_1 \rho_g (v) \in T_g G$ for $v \in T_1(G) =: L(G)$. Following [11] and [16], $G$ is called $C^r$-regular if for each $C^r$-curve $\gamma : [0, 1] \to L(G)$ the initial value problem

$$\begin{cases}
\eta'(t) = \gamma(t).\eta(t) \\
\eta(0) = 1
\end{cases}$$

has a (necessarily unique) $C^{r+1}$-solution $\text{Evol}(\gamma) := \eta : [0, 1] \to G$, and the map

$$\text{evol} : C^r([0, 1], L(G)) \to G, \; \gamma \mapsto \text{Evol}(\gamma)(1)$$

is smooth. If $G$ is $C^r$-regular and $r \leq s$, then $G$ is also $C^s$-regular. A $C^\infty$-regular Lie group $G$ is called regular (in the sense of Milnor)—a property first defined in [28]. Every finite-dimensional Lie group is $C^0$-regular (cf. [29]). Several important results in infinite-dimensional Lie theory are only available for regular Lie groups (see [16, 28, 29], cf. also [24] and the references therein). Specifically, a regular Lie group possesses a smooth Lie group exponential map.

Theorem C The Butcher group is

(a) $C^0$-regular and thus in particular regular in the sense of Milnor,
(b) exponential and even a Baker–Campbell–Hausdorff Lie group, i.e. the Lie group exponential map \( \exp_{G_{TM}} : L(G_{TM}) \to G_{TM} \) is a real analytic diffeomorphism.

Finally, we consider in Sect. 6 the subgroup \( S_{TM} \) of symplectic tree maps studied in numerical analysis. The elements of \( S_{TM} \) correspond to integration methods which are symplectic for general Hamiltonian systems \( y' = J^{-1}\nabla H(y) \) (where \( J \) denotes the standard symplectic structure, see Remark 6.4 and cf. [20, VI.]).

Our aim is to prove that \( S_{TM} \) is a Lie subgroup of \( G_{TM} \). Using the algebraic characterisation of elements in \( S_{TM} \), it is easy to see that \( S_{TM} \) is a closed subgroup of \( G_{TM} \). Recall from [29, Remark IV.3.17] that contrary to the situation for finite-dimensional Lie groups, closed subgroups of infinite-dimensional Lie groups need not be Lie subgroups. Nevertheless, our results subsume the following theorem.

**Theorem D** The subgroup \( S_{TM} \) of symplectic tree maps is a closed Lie subgroup of the Butcher group. Moreover, this structure turns the subgroup of symplectic tree maps into an exponential Baker–Campbell–Hausdorff Lie group.

The characterisation of the Lie algebra of \( S_{TM} \) exactly reproduces the condition in [20, IX. Remark 9.4], which characterises “the tangent space at the identity of \( S_{TM} \)”. Note that in loc.cit. no differentiable structure on \( G_{TM} \) or \( S_{TM} \) is considered and a priori it is not clear whether \( S_{TM} \) is actually a submanifold of \( G_{TM} \). The differentiable structure of the Butcher group allows us to exactly recover the intuition of numerical analysts.

We have already mentioned that the Butcher group is connected to a certain Hopf algebra. Using this connection, one can derive the constructions done here from the broader framework of Lie group structures for character groups of Hopf algebras developed in [3]. In the present paper, we avoid using the language of Hopf algebras and instead focus on concrete calculations. Hence, the reader need not be familiar with the overarching framework to understand the present paper.

1 Preliminaries on the Butcher Group and Calculus

In this section, we recall some preliminary facts on the Butcher group and the differential calculus (on infinite-dimensional spaces) used throughout the paper. These results are well known in the literature, but we state them for the readers’ convenience. Finally, we will also discuss different natural topologies on the Butcher group and single out the topology which turns the Butcher group into a Lie group. Let us first fix some notation used throughout the paper.

**Notation 1.1** We write \( \mathbb{N} := \{1, 2, \ldots\} \), respectively, \( \mathbb{N}_0 := \mathbb{N} \cup \{0\} \). As usual \( \mathbb{R} \) and \( \mathbb{C} \) denote the fields of real and complex numbers, respectively.

**The Butcher Group**

We recommend [8,20] for an overview of basic results and algebraic properties of the Butcher group.
Notation 1.2 (a) A rooted tree is a connected finite graph without cycles with a distinguished node called the root. We identify rooted trees if they are graph isomorphic via a root-preserving isomorphism.

Let $\mathcal{T}$ be the set of all rooted trees with a finite number of vertices and denote by $\emptyset$ the empty tree. We set $\mathcal{T}_0 := \mathcal{T} \cup \{\emptyset\}$. The order $|\tau|$ of a tree $\tau \in \mathcal{T}_0$ is its number of vertices.

(b) An ordered subtree\(^2\) of $\tau \in \mathcal{T}_0$ is a subset $s$ of vertices of $\tau$ which satisfies

(i) $s$ is connected by edges of the tree $\tau$,
(ii) if $s$ is non-empty, it contains the root of $\tau$.

The set of all ordered subtrees of $\tau$ is denoted by $\text{OST}(\tau)$. Associated with an ordered subtree $s \in \text{OST}(\tau)$ are the following objects:

- A forest (collection of rooted trees) denoted as $\tau \setminus s$. The forest $\tau \setminus s$ is obtained by removing the subtree $s$ together with its adjacent edges from $\tau$.
- $s_{\tau}$, the rooted tree given by vertices of $s$ with root and edges induced by that of the tree $\tau$.

Definition 1.3 (Butcher group) Define the complex Butcher group as the set of all tree maps

$$G_{\mathcal{TM}}^C = \{ a : \mathcal{T}_0 \to \mathbb{C} | a(\emptyset) = 1 \}$$

together with the group multiplication

$$a \cdot b(\tau) := \sum_{s \in \text{OST}(\tau)} b(s_{\tau})a(\tau \setminus s) \quad \text{with} \quad a(\tau \setminus s) := \prod_{\theta \in \tau \setminus s} a(\theta). \quad (1)$$

The identity element $e \in G_{\mathcal{TM}}$ with respect to this group structure is

$$e : \mathcal{T}_0 \to \mathbb{C}, \ e(\emptyset) = 1, \ e(\tau) = 0, \ \forall \tau \in \mathcal{T}.$$ 

We define the (real) Butcher group as the real subgroup

$$G_{\mathcal{TM}} = \left\{ a \in G_{\mathcal{TM}}^C | \text{im} a \subseteq \mathbb{R} \right\}$$

of $G_{\mathcal{TM}}^C$. Note that the real Butcher group is referred to in the literature as “the Butcher group”, whence “the Butcher group” will always mean the real Butcher group.

Remark 1.4 For $\mathbb{K} \in \{\mathbb{R}, \mathbb{C}\}$, the set of all tree maps $\mathbb{K}^{\mathcal{T}_0} = \{ a : \mathcal{T}_0 \to \mathbb{K} \}$ is a vector space with respect to the pointwise operations. Now the (complex) Butcher group coincides with the affine subspace $e + \mathbb{K}^{\mathcal{T}}$, where $\mathbb{K}^{\mathcal{T}}$ is identified with $\{ a \in \mathbb{K}^{\mathcal{T}_0} | a(\emptyset) = 0 \}$.

To state the formula for the inverse in the (complex) Butcher group, we recall:

---

\(^2\) The term “ordered” refers to that the subtree remembers from which part of the tree it was cut.
**Notation 1.5** A partition $p$ of a tree $\tau \in T_0$ is a subset of edges of the tree. We denote by $\mathcal{P}(\tau)$ the set of all partitions of $\tau$ (including the empty partition). Associated with a partition $p \in \mathcal{P}(\tau)$ are the following objects

- A forest $\tau \setminus p$. The forest $\tau \setminus p$ is defined as the forest that remains when the edges of $p$ are removed from the tree $\tau$,
- The skeleton $p_\tau$ is the tree obtained by contracting each tree of $\tau \setminus p$ to a single vertex and by re-establishing the edges of $p$.

Example of a partition $p$ of a tree $\tau$, the forest $\tau \setminus p$ and the associated skeleton $p_\tau$. In the picture, the edges in $p$ are drawn dashed and roots are drawn at the bottom.

**Remark 1.6** (Inversion in the (complex) Butcher group) The inverse of an element in $G_{TM}$ can be computed as follows (cf. [8])

$$a^{-1}(\tau) = \sum_{p \in \mathcal{P}(\tau)} (-1)^{|p|} a(\tau \setminus p) \quad \text{with} \quad a(\tau \setminus p) = \prod_{\theta \in \tau \setminus p} a(\theta). \quad (2)$$

**A Primer to Locally Convex Differential Calculus and Manifolds**

We will now recall basic facts on the differential calculus in infinite-dimensional spaces. The general setting for our calculus is locally convex spaces (see the extensive monographs [21,30]).

**Definition 1.7** Let $E$ be a vector space over $\mathbb{K} \in \{\mathbb{R}, \mathbb{C}\}$ together with a topology $T$.

(a) $(E, T)$ is called **topological vector space**, if the vector space operations are continuous with respect to $T$ and the metric topology on $\mathbb{K}$.

(b) A topological vector space $(E, T)$ is called **locally convex space** if there is a family $\{p_i : E \to [0, \infty[ \mid i \in I\}$ of continuous seminorms for some index set $I$, such that

i. the topology $T$ is the initial with respect to $\{p_i : E \to [0, \infty[ \mid i \in I\}$, i.e. if $f : X \to E$ is a map from a topological space $X$, then $f$ is continuous if and only if $p_i \circ f$ is continuous for each $i \in I$,

ii. if $x \in E$ with $p_i(x) = 0$ for all $i \in I$, then $x = 0$ (the seminorms separate the points, i.e. $T$ has the Hausdorff property).

In this case, the topology $T$ is generated by the family of seminorms $\{p_i\}_{i \in I}$. Usually, we suppress $T$ and write $(E, \{p_i\}_{i \in I})$ or simply $E$ instead of $(E, T)$.

(c) A locally convex space $E$ is called **Fréchet space**, if it is complete and its topology is generated by a countable family of seminorms.
Remark 1.8 In a nutshell, a topological vector space carries a topology which is compatible with the vector space operations. It turns out that the stronger conditions of a locally convex space yield an appropriate setting for infinite-dimensional calculus (i.e. many familiar results from calculus in finite dimensions carry over to these spaces). The spaces we are working with in the present paper will mostly be Fréchet spaces. Readers who are not familiar with these spaces should recall from [30, Ch. I 6.1] that the topology of a Fréchet space is particularly nice, as it is induced by a metric.

Note that for a locally convex space \((E, \{\pi_i \mid i \in I\})\) the term “locally convex” comes from the fact that the seminorm balls

\[
B^{p_i}_r(x) = \{ y \in E \mid p_i(x - y) < r \}
\]

for \(i \in I, r > 0\) and \(x \in E\) form a basis of convex neighbourhoods of the points.

Example 1.9 (a) Every normed space is a locally convex space (see [30, Ch. I 6.2]).

(b) If \((E_\alpha, \{p^{\alpha}_i \mid i \in I_\alpha\})_{\alpha \in A}\) is a family of locally convex spaces, we denote by 

\[ E = \prod_{\alpha \in A} E_\alpha \]

the cartesian product and let \(\pi_\alpha : E \to E_\alpha\) be the projection onto the \(\alpha\)-component. Then, \(E\) is a locally convex space with the product topology which is induced by the family of seminorms \(\{p^{\alpha}_i \circ \pi_\alpha \mid \alpha \in A, i \in I_\alpha\}\).

Note that with respect to the product topology each \(\pi_\alpha\) is continuous and linear.

Furthermore, a mapping \(f : F \to E\) from a locally convex space \(F\) is continuous if and only if \(\pi_\alpha \circ f\) is continuous. If \(A\) is countable and each \(E_\alpha\) is a Fréchet space, then \(E\) is a Fréchet space by [30, Ch. I 6.2] and [21, Proposition 3.3.6].

(c) Consider for \(0 < p < 1\) the \(L^p\)-spaces \(L^p[0, 1]\) of Lebesgue measurable functions on \([0, 1]\). These spaces are complete topological vector spaces whose topology is induced by a metric, but they are not locally convex spaces (see [30, Ch. I 6.1]).

As we are working beyond the realm of Banach spaces, the usual notion of Fréchet differentiability can not be used.\(^3\) Moreover, there are several inequivalent notions of differentiability on locally convex spaces. However, on Fréchet spaces, the most common choices coincide. For more information on our setting of differential calculus, we refer the reader to [17,22]. The notion of differentiability we adopt is natural and quite simple, as the derivative is defined via directional derivatives.

Definition 1.10 Let \(K \in \{\mathbb{R}, \mathbb{C}\}, r \in \mathbb{N} \cup \{\infty\}\) and \(E, F\) locally convex \(K\)-vector spaces and \(U \subseteq E\) open. Moreover, we let \(f : U \to F\) be a map. If it exists, we define for \((x, h) \in U \times E\) the directional derivative

\[
df(x, h) := D_h f(x) := \lim_{t \to 0} t^{-1} (f(x + th) - f(x)).
\]

We say that \(f\) is \(C^r_k\) if the iterated directional derivatives

\[
d^{(k)} f(x, y_1, \ldots, y_k) := (D_{y_k} D_{y_{k-1}} \cdots D_{y_1} f)(x)
\]

\(^3\) The basic problem is that the bounded linear operators do not admit a good topological structure if the spaces are not normable. In particular, the chain rule will not hold for Fréchet differentiability in general for these spaces (cf. [27, p. 73] or [22]).
exist for all $k \in \mathbb{N}_0$ such that $k \leq r$, $x \in U$ and $y_1, \ldots, y_k \in E$ and define continuous maps $d^{(k)} f : U \times E^k \to F$. If it is clear which $K$ is meant, we simply write $C^r$ for $C^r_K$. If $f$ is $C^\infty_C$, we say that $f$ is holomorphic, and if $f$ is $C^\infty_R$ we say that $f$ is smooth.

**Example 1.11** Let $\lambda : E \to F$ be a continuous linear map between locally convex spaces, then for $x, y \in E$ we have

$$d\lambda(x, y) = \lim_{t \to 0} t^{-1}(\lambda(x + ty) - \lambda(x)) = \lambda(y).$$

Hence, we deduce that $d\lambda : E \times E \to F$, $(x, y) \to \lambda(y)$ is continuous and linear. In conclusion, $\lambda$ is $C^1$ and its derivative is the map itself evaluated in the direction of derivation. Inductively, this implies that $\lambda$ is smooth.

On Fréchet spaces, our notion of differentiability coincides with the so-called “convenient setting” of global analysis outlined in [24]. Note that differentiable maps in our setting are continuous by default (which is in general not true in the convenient setting). Later on, a notion of analyticity for mappings between infinite-dimensional spaces is needed. Over the field of complex numbers, we have the following assertion.

**Remark 1.12** (a) A map $f : U \to F$ is of class $C^\infty_C$ if and only if it is complex analytic, i.e. if $f$ is continuous and locally given by a series of continuous homogeneous polynomials (cf. [11, Proposition 1.1.16]). We then also say that $f$ is of class $C^\infty_R$. (b) If $f : U \to F$ is a $C^1_C$-map and $F$ is complete, then $f$ is $C^\infty_C$ by [17, Remark 2.2].

Now we discuss real analyticity for maps between infinite-dimensional spaces. Consider the one-dimensional case: A map $\mathbb{R} \to \mathbb{R}$ is real analytic if it extends to a complex analytic map $\mathbb{C} \supseteq U \to \mathbb{C}$ on an open $\mathbb{R}$-neighbourhood $U$ in $\mathbb{C}$. We can proceed analogously for locally convex spaces by replacing $\mathbb{C}$ with a complexification.

**Definition 1.13** (Complexification of a locally convex space) Let $E$ be a real locally convex topological vector space. Endow $E_C := E \times E$ with the following operation

$$(x + iy).(u, v) := (xu - yv, xv + yu) \quad \text{for } x, y \in \mathbb{R}, u, v \in E.$$

The complex vector space $E_C$ with the product topology is called the complexification of $E$. We identify $E$ with the closed real subspace $E \times \{0\}$ of $E_C$.

**Definition 1.14** Let $E, F$ be real locally convex spaces and $f : U \to F$ defined on an open subset $U$. We call $f$ real analytic (or $C^\omega_R$) if $f$ extends to a $C^\infty_C$-map $\tilde{f} : \tilde{U} \to F_C$ on an open neighbourhood $\tilde{U}$ of $U$ in the complexification $E_C$.

Now the important insight is that the calculus outlined admits a chain rule and many of the usual results of calculus carry over to our setting. In particular, maps whose derivative vanishes are constant as a version of the fundamental theorem of calculus holds. Moreover, the chain rule holds in the following form:

---

4 If $E$ and $F$ are Fréchet spaces, real analytic maps in the sense just defined coincide with maps which are continuous and can be locally developed into a power series. (see [15, Proposition 4.1])
Lemma 1.15 (Chain Rule [17, Propositions 1.12, 1.15, 2.7 and 2.9]) Fix $k \in \mathbb{N}_0 \cup \{\infty, \omega\}$ and $\mathbb{K} \in \{\mathbb{R}, \mathbb{C}\}$ together with $C^k_{\mathbb{K}}$-maps $f : E \supseteq U \to F$ and $g : H \supseteq V \to E$ defined on open subsets of locally convex spaces. Assume that $g(U) \subseteq V$. Then, $f \circ g$ is of class $C^k_{\mathbb{K}}$, and the first derivative of $f \circ g$ is given by

$$d(f \circ g)(x; v) = df(g(x); dg(x, v)) \quad \text{for all } x \in U, \ v \in H.$$  

The calculus developed so far extends easily to maps which are defined on non-open sets. This situation occurs frequently if one wants to solve differential equations defined on closed intervals (one can generalise this even further, see [1]).

Definition 1.16 (Differentials on non-open sets) Let $[a, b] \subseteq \mathbb{R}$ be a closed interval with $a < b$. A continuous mapping $f : [a, b] \to F$ is called $C^r$ if $f|_{[a, b]} : [a, b] \to F$ is $C^r$ and each of the maps $d^{(k)}(f|_{[a, b]}) : [a, b] \times E^k \to F$ admits a continuous extension $d^{(k)} f : [a, b] \times \mathbb{K}^k \to F$ (which is then unique).

Let us agree on a special notation for differentials of maps on intervals: Define the map $\frac{d}{dt} f : [a, b] \to E$, $\frac{d}{dt} f(t) := df(t)(1)$. If $f$ is a $C^r$-map, define recursively $\frac{\partial^k}{\partial t^k} f(t) := \frac{\partial}{\partial t} \left( \frac{\partial^{k-1}}{\partial t^{k-1}} f(t) \right)$ for $k \in \mathbb{N}_0$ such that $k \leq r$.

Example 1.17 (Topologies on spaces of differentiable maps) Consider a locally convex vector space $(E, \{p_i \mid i \in I\})$ over $\mathbb{K} \in \{\mathbb{R}, \mathbb{C}\}$ and a number $k \in \mathbb{N}_0 \cup \{\infty\}$. We define the vector space $C^k([0, 1], E)$ of all $C^k_{\mathbb{K}}$-mappings $f : [0, 1] \to E$ with the pointwise vector space operations. This space is a locally convex space (over $\mathbb{K}$) with the topology of uniform convergence, i.e. the topology generated by the family of seminorms

$$\|f\|_{i,r} := \sup_{t \in [0,1]} p_i \left( \frac{\partial^r}{\partial t^r} f(t) \right) \quad \text{for } i \in I \text{ and } 0 \leq r \leq k.$$  

The idea here is that the topology gives one control over the function and its derivatives. Note that if $E$ is a Banach space and $k < \infty$, these spaces are Banach spaces and for $k = \infty$ the space is a Fréchet space (see [27, 4.3] and [14, Remark 3.2]).

Having the chain rule at our disposal, we can define manifolds and related constructions which are modelled on locally convex spaces.

Definition 1.18 Fix a Hausdorff topological space $M$ and a locally convex space $E$ over $\mathbb{K} \in \{\mathbb{R}, \mathbb{C}\}$. An $(E)$-manifold chart $(U_\kappa, \kappa)$ on $M$ is an open set $U_\kappa \subseteq M$ together with a homeomorphism $\kappa : U_\kappa \to V_\kappa \subseteq E$ onto an open subset of $E$. Two such charts are called $C^r$-compatible for $r \in \mathbb{N}_0 \cup \{\infty, \omega\}$ if the change of charts map $\nu^{-1} \circ \kappa : U_\kappa \cap U_\nu \to \nu(U_\kappa \cap U_\nu)$ is a $C^r$-diffeomorphism. A $C^r_{\mathbb{K}}$-atlas of $M$ is a family of pairwise $C^r$-compatible manifold charts, whose domains cover $M$. Two such $C^r$-atlases are equivalent if their union is again a $C^r$-atlas.

A locally convex $C^r$-manifold $M$ modelled on $E$ is a Hausdorff space $M$ with an equivalence class of $C^r$-atlases of $(E)$-manifold charts.

Direct products of locally convex manifolds, tangent spaces and tangent bundles as well as $C^r$-maps of manifolds may be defined as in the finite-dimensional setting (see...
The advantage of this construction is that we can now give a very simple answer to the question, what an infinite-dimensional Lie group is.

Definition 1.19 A Lie group is a group $G$ equipped with a $C^\infty$-manifold structure modelled on a locally convex space, such that the group operations are smooth. If the group operations are in addition ($K$-) analytic, we call $G$ a ($K$-) analytic Lie group.

Topologies on the Butcher Group

Remark 1.20 The function space $K^{T_0}$ carries a natural topology, called the topology of pointwise convergence. This topology is given by the seminorms

$$p_\tau : K^{T_0} \to K, \quad a \mapsto |a(\tau)|, \quad \tau \in T_0.$$ 

To see that this topology turns $K^{T_0}$ into a locally convex space, note that the map

$$\Psi : K^{T_0} \to \prod_{\tau \in T_0} K, \quad a \mapsto a = (a(\tau))_{\tau \in T_0}$$

is a vector space isomorphism which is also a homeomorphism if we endow the left-hand side with the topology of pointwise convergence and the right-hand side with the product topology. By abuse of language, we will refer to the topology of pointwise convergence on $K^{T_0}$ also as the product topology. Since $T_0$ is countable, the space $K^{T_0}$ is a Fréchet space by Example 1.9(b).

Remark 1.21 For the rest of this paper, we canonically identify $K^T$ as a subspace of $K^{T_0}$ via

$$K^T \cong \{ a \in K^{T_0} \mid a(\emptyset) = 0 \} = ev^{-1}_\emptyset(0) \subseteq K^{T_0}.$$ 

Now the (complex) Butcher group is the affine subspace $e + K^T$, where $e$ is the unit element in the (complex) Butcher group. Hence, it is a manifold modelled on the locally convex space $K^T$ with a global manifold chart given by translation with $-e$.

As the Butcher group is an affine subspace of the locally convex space $K^{T_0}$ (with the topology of pointwise convergence), we obtain the following useful facts.

Lemma 1.22 (a) For each $\tau \in T_0$, the mapping $ev_\tau : K^{T_0} \to K, a \mapsto a(\tau)$ is a continuous linear map.

(b) $K^T$ is a closed subspace of $K^{T_0}$.

(c) Let $U$ be an open subset of a locally convex space $F$ and consider a map $f : U \to e + K^T \subseteq K^{T_0}$ into the affine subspace (i.e. the (complex) Butcher group). Then, $f$ is of class $C^k_F$ for $k \in \mathbb{N}_0 \cup \{\infty\}$ if and only if $ev_\tau \circ f$ is of class $C^k_F$ for all $\tau \in T$.

Proof (a) In Remark 1.20, we have seen that $K^{T_0}$ is isomorphic (as a locally convex space) to the space $\prod_{\tau \in T_0} K$ with the direct product topology. Now each projection
\[\pi_\tau: \prod_{\tau \in T_0} K \to K\] is continuous and linear by Example 1.9 (b). Clearly, \(ev_\tau = \pi_\tau \circ \Psi\) (where \(\Psi\) is the isomorphism of locally convex spaces from Remark 1.20), whence (a) follows.

(b) Note that \(K^T = ev^{-1}_\emptyset(0)\) holds, whence it is closed in \(K^{T_0}\) since \(ev_\emptyset\) is continuous.

(c) Using the manifold structure of the affine subspace and Remark 1.21, identify \(f\) with a mapping into \(K^{T_0}\). Now \(f\) is of class \(C^k_K\) if and only if \(\Psi \circ f\) is of class \(C^k_K\) (since \(\Psi\) is a vector space isomorphism). This is the case if and only if \(\pi_\tau \circ \Psi \circ f = ev_\tau \circ f\) is of class \(C^k_K\) for each \(\tau \in T_0\) (as a special case of [1, Lemma 3.10]). However, from \(ev_\emptyset \circ f \equiv 1\), we deduce that \(f\) is of class \(C^k_K\) if and only if \(ev_\tau \circ f\) is of class \(C^k_K\) for all \(\tau \in T_0\). This proves the assertion.

Since the (complex) Butcher group is an affine subspace of \(K^{T_0}\), tangent mappings are simply given by derivatives which can be computed directly in \(K^{T_0}\).

Consider a curve \(c(t) := b + t a\) which takes its image in \(e + C^T\) and satisfies \(c(0) = b\) and \(\frac{\partial}{\partial t} |_{t=0} c(t) = a\). By definition, the tangent map \(T_b f\) takes the derivative of a \(C^1\)-curve \(c(t)\) in \(G^{C^{TM}}\) with \(c(0) = b\) and derivative \(\frac{\partial}{\partial t} |_{t=0} c(t) = a\) to \(\frac{\partial}{\partial t} |_{t=0} f(c(t))\).

**Lemma 1.23** The tangent space \(T_bG^{C^{TM}}\) at a point \(b \in G^{C^{TM}}\) coincides with \(C^T\). Moreover, the tangent map of a \(C^1\)-map \(f: G^{C^{TM}} \to G^{C^{TM}}\) is given by the formula

\[T_b f(a) = \frac{\partial}{\partial t} |_{t=0} f(b + t a) \quad \text{for all } a \in C^T = T_bG^{C^{TM}}.\]

**Lemma 1.24** The space \(C^{T_0}\) is the complexification of \(R^{T_0}\).

**Proof** Taking identifications \(C^{T_0} \cong \prod_{\tau \in T_0} C\) and \(R^{T_0} \cong \prod_{\tau \in T_0} R\), the assertion follows from the definition of the product topology since \(C\) is the complexification of \(R\).

---

**2 A Natural Lie Group Structure for the Butcher Group**

In this section, we construct a Fréchet Lie group structure for the Butcher group. We will use the notation introduced in the previous section. Up to now, we have already obtained a topology on the (complex) Butcher group, which turns it into a complete metric space. Moreover, this topology turns the (complex) Butcher group into an infinite-dimensional manifold modelled on the space \(K^T\). We will now see that the group operations are smooth with respect to this structure, i.e. the group is an infinite-dimensional Lie group.

**Theorem 2.1** The group \(G^{C^{TM}}\) is a complex Fréchet Lie group modelled on the space \(C^T\). The complex Butcher group contains the Butcher group \(G^{TM}\) as a real analytic Lie subgroup modelled on the Fréchet space \(R^T\).

**Proof** We will first only consider the complex Butcher group \(G^{C^{TM}}\) and prove that it is a complex Lie group. Recall from Remark 1.21 that \(G^{C^{TM}}\) is a manifold modelled on \(\mathbb{C}^{C^{TM}}\).
a Fréchet space. Let us now prove that the group operations of the complex Butcher group are holomorphic (i.e. $C^\infty_C$-maps) with respect to this manifold structure.

**Step 1: Multiplication in $G^C_{TM}$ is holomorphic** Consider the multiplication $m: G^C_{TM} \times G^C_{TM} \to G^C_{TM}$ on the affine subspace $G^C_{TM}$. Recall from Lemma 1.22 (b) that $m$ is holomorphic if and only if $\text{ev}_\tau \circ m: G^C_{TM} \times G^C_{TM} \to \mathbb{R}$ is holomorphic for each $\tau \in T$. Hence, we fix $\tau \in T$ and $a, b \in G^C_{TM}$ and obtain from (1) the formula

$$
\text{ev}_\tau \circ m(a, b) = \sum_{s \in \text{OST}(\tau)} b(s_\tau) \prod_{\theta \in \tau \setminus s} a(\theta).
$$

(3)

We consider the summands in (3) independently and fix $s \in \text{OST}(\tau)$. There are two cases for the evaluation $b(s_\tau)$:

- If $s$ is empty, then the map $b(s_\tau) = b(\emptyset) = \text{ev}_\emptyset(b) \equiv 1$ is constant. Trivially, in this case, the map is holomorphic in $b$.
- Otherwise, $s_\tau$ equals a rooted tree, whence $\text{ev}_{s_\tau}: C^{T_0} \to \mathbb{C}$ is continuous linear by Lemma 1.22 and thus holomorphic in $b$ by Example 1.11. Observe that the same analysis shows that each of the factors $\text{ev}_\emptyset(a)$ is holomorphic in $a$ for all $\theta \in \tau \setminus s$. Hence, each summand in (3) is a finite product of holomorphic maps and in conclusion multiplication in the group $G^C_{TM}$ is holomorphic.

**Step 2: Inversion in $G^C_{TM}$ is holomorphic** Let $\iota: G^C_{TM} \to G^C_{TM}$ be the inversion in the complex Butcher group. Again, it suffices to prove that $\text{ev}_\tau \circ \iota$ is holomorphic for each $\tau \in T$. From (2), we derive for $\tau \in T_0$ and $a \in G^C_{TM}$ the formula

$$
\text{ev}_\tau \circ \iota(a) = \sum_{p \in \mathcal{P}(\tau)} (-1)^{|p\|} a(\tau \setminus p) = \sum_{p \in \mathcal{P}(\tau)} (-1)^{|p\|} \prod_{\theta \in \tau \setminus p} a(\theta).
$$

Reasoning as in Step 1, we see that $\text{ev}_\tau \circ \iota$ is holomorphic for each $\tau$ as a finite product of holomorphic maps, whence inversion in $G^C_{TM}$ is holomorphic. Summing up $G^C_{TM}$ is a complex Lie group modelled on the Fréchet space $C^T$.

By Lemma 1.24, the complexification $(\mathbb{R}^T)_C$ of the Fréchet space $\mathbb{R}^T$ is the complex Fréchet space $C^T$. We will from now on identify $\mathbb{R}^T$ with the real subspace $(\mathbb{R} \times \{0\})^T$ of $C^T_0 \subseteq C^{T_0}$. By construction, the Butcher group $G_{TM}$ is a real subgroup of $G^C_{TM}$ such that $(\mathbb{R} \times \{0\})^T \cap G^C_{TM} = G_{TM}$. Moreover, the group operations of $G_{TM}$ extend in the complexification to the holomorphic operations of $G^C_{TM}$. Thus, the group operations of the Butcher group are real analytic, whence the Butcher group becomes a real analytic Lie group modelled on the Fréchet space $\mathbb{R}^T$. □

Let us put the construction of the Lie group structure on the Butcher group into the perspective of applications in numerical analysis, by interpreting various statements from the literature in the product topology.

**Remark 2.2** (a) In [5], Butcher states “there is a sense in which elements of $G_{TM}$ can be approximated by elements of $G_0$”, where $G_0$ is the subset of $G_{TM}$ corresponding to Butcher’s generalisation of Runge–Kutta methods. The exact sense is stated in [5, Theorem 6.9]: If $a \in G_{TM}$ and $T_f$ is any finite subset of $T$, then there is $b \in G_0$ such that $a|_{T_f} = b|_{T_f}$.
Now [5, Theorem 6.9] implies that $G_0$ is dense in $G_{TM}$ with the product topology. Indeed, let $a \in G_{TM}$ and $T_1 \subset T_2 \subset \cdots$ be an increasing sequence of subsets of $T$ with $\bigcup_{i=1}^{\infty} T_i = T$. Then, loc.cit. yields the existence of elements $b_1, b_2, \ldots$ in $G_0$ such that $b_i|_{T_i} = a|_{T_i}$ for all $i$. For any tree $\tau \in T$, we then have $b_i(\tau) = a(\tau)$ for all sufficiently large $i$ and $\lim_{i \to \infty} b_i = a$.

(b) In [6, Equations (14) & (15)] and [9, Equation (21)], the authors arrive at differential equations for the coefficients $a_\lambda(\tau)$ for the flow of a modified vector field described by a B-series. With the differential structure on the Butcher group introduced in the present paper, $a_\lambda$ itself can be described as a curve on $G_{TM}$ which solves an ordinary differential equation. The equation for the Lie group exponential (14) (which we discuss in Sect. 5) is equivalent to the system in [6].

(c) Maybe the clearest example of use of topological/analytical intuition on the Butcher group in numerical literature is [20, Remark 9.4]. Here the authors state that the “coefficient mappings $b(\tau)$ [...] lie in the tangent space at $e(\tau)$ of the symplectic subgroup”. In the present paper (cf. Sect. 6), this statement is made precise, and the tangent space at $e$ of the symplectic subgroup is even the Lie algebra of the symplectic subgroup.

Originally, the Butcher group was created by Butcher as a tool in the numerical analysis of Runge–Kutta methods. In particular, Butcher’s methods allow one to handle the combinatorial and algebraic difficulties arising in the analysis. How does the topology of the Lie group $G_{TM}$ figure into this picture?

The topology on the Lie groups $G_{TM}$ is the product topology of $\mathbb{R}^T$. From the point of view in numerical analysis, it would be desirable to have a finer topology on $G_{TM}$. Let us describe a typical example where the product topology is too coarse:

**Remark 2.3** Consider an autonomous differential equation

$$y' = f(y), \quad \text{with } f : U \to \mathbb{R}^n \text{ real analytic, } n \in \mathbb{N} \text{ and } U \subseteq \mathbb{R}^n \text{ open.}$$

Now the idea is to apply numerical methods, obtain an approximate solution and compare approximate and exact solution. Recall that the elements in the Butcher group can be understood as coefficient vectors for numerical methods. In the product topology, every neighbourhood of an element contains elements with infinitely many non-zero coefficients. To assure that the associated methods converge (with infinitely many non-zero coefficients), one has to impose growth restrictions onto infinitely many coefficients (cf. [19, Lemma 9]). The necessary conditions do not produce open sets in the product topology, and we can not hope that the topology of the Lie group $G_{TM}$ will aid in a direct way in this construction in numerical analysis.

As the product topology is too coarse, can we refine it to obtain the necessary open sets? A natural choice for a finer topology is the box topology which we define now.

**Definition 2.4** (Box topology) Consider the sets

$$\text{Box}(x, \epsilon) := \left\{ a \in \mathbb{K}^T_{0} \left\| x(\tau) - a(\tau) \right\| < \epsilon(\tau), \forall \tau \in T_0 \right\}$$
where $\epsilon : T_0 \to ]0, \infty [ \text{ and } x \in K T_0$. The sets $\text{Box}(x, \epsilon)$ are called box neighbourhood or box.

Now the set of all boxes $\text{Box}(x, \epsilon)$, where $(x, \epsilon)$ runs through $K T_0 \times (]0, \infty [) T_0$, forms a base of a topology on $K T_0$, called the box topology.\(^5\)

Note that the box topology allows one to control the growth of a function on trees in all trees at once, while the product topology gives only control over finitely many trees. Hence, the usual growth restrictions from numerical analysis (on all coefficients of a B-series) lead to open (box) neighbourhoods. Thus, this seems to indicate that one should actually consider the box topology.

However, we remark the following:

Remark 2.5 The box topology on $K T_0$ is a very fine topology, i.e. it has very many open sets. As a consequence, it is especially hard to obtain maps $f : X \to K T_0$ which are continuous (in fact in Lemma 2.6, we will see that the group operations of the (complex) Butcher group are not continuous with respect to the box topology).

Moreover, since the box topology has so many open sets, it turns $K T_0$ into a disconnected space. By [23, Theorem 5.1], the connected component of $a \in K T_0$ is

$$a + K^{(T_0)} := \{ b \in K T_0 \mid b(\tau) - a(\tau) = 0 \text{ for almost all } \tau \in T_0 \},$$

i.e. it is given by the direct sum with the box topology (i.e. the topology induced by the inclusion $K^{(T_0)} \subseteq K T_0$).

Since $K T_0$ with the box topology is a disconnected topological space, it fails to be a topological vector space.\(^6\) Hence, with the box topology on $K T_0$, one can not use techniques from calculus on $K T_0$ (since the standard notions of infinite-dimensional calculus require at least an ambient topological vector space).

In addition, the box topology even fails to turn the (complex) Butcher group into a topological group.

Lemma 2.6 If we endow $G_{\text{TM}}^C$ with the box topology, then the group operations become discontinuous. Thus, $G_{\text{TM}}^C$ can not be a topological group, whence it can not be a Lie group. A similar assertion holds for $G_{\text{T}}^C$.

Proof Let $e$ be the unit element of $G_{\text{TM}}^C$ and define $\epsilon(\tau) := \frac{1}{|\tau|!}$ for $\tau \in T_0$. Consider the box $\text{Box}(e, \epsilon) \subseteq C T_0$. Then, $U := \text{Box}(e, \epsilon) \cap G_{\text{TM}}^C$ is an open neighbourhood of $e$ in $G_{\text{TM}}^C$. By construction, $a \in U$ if and only if $|a(\tau)| < \frac{1}{|\tau|!}$ for all $\tau \in T$. We will prove now that there is no open $e$-neighbourhood $W \subseteq G_{\text{TM}}^C$ with $\iota(W) \subseteq U$, i.e. $\iota$ must be discontinuous at $e$. To see this, we argue indirectly and assume that there is an open set $W$ with this property. Since $W$ is open, there is a box neighbourhood of $e$

\(^5\) i.e. every open set in the box topology can be written as a union of boxes. Note that we can not describe this topology via seminorms as it does not turn $K T_0$ into a topological vector space.

\(^6\) While addition is continuous, scalar multiplication fails to be continuous, cf. the discussion of the problem in [18].
contained in $W$. Thus, we find $\varepsilon > 0$ such that the map 

$$a_{\varepsilon} : T_0 \to \mathbb{C}, \quad a_{\varepsilon}(\tau) = \begin{cases} 
1 & \tau = \emptyset, \\
\varepsilon & \text{if } \tau = \bullet \text{ (the one node tree)}, \\
0 & \text{else} 
\end{cases}$$

is contained in $W$. Now by (2), we see that the inverse of $a_{\varepsilon}$ satisfies

$$a_{\varepsilon}^{-1}(\tau) = \sum_{p \in \mathcal{P}(\tau)} (-1)^{|p|} a_{\varepsilon}(\tau \setminus p) = (-1)^{|\tau|-1} \frac{a_{\varepsilon}(\bullet) a_{\varepsilon}(\bullet) \cdots a_{\varepsilon}(\bullet)}{|\tau|-\text{times}} = (-1)^{|\tau|-1} \varepsilon^{|\tau|}. $$

Hence $|ev_\tau \circ \iota(a_{\varepsilon})| = \varepsilon^{|\tau|}$ holds for all $\tau \in T_0$. On the other hand, $\iota(a_{\varepsilon}) \in \iota(W) \subseteq U$, and thus, we must have $\varepsilon^{|\tau|} = |ev_\tau \circ \iota(a)| < \frac{1}{|\tau|!}$ for all $\tau \in T_0$. We obtain a contradiction, whence $\iota$ cannot be continuous in $\varepsilon$. A similar argument shows that the multiplication cannot be continuous in $(\varepsilon, \varepsilon)$. Thus, $G_{TM}^\mathbb{C}$ with the box topology cannot be a topological group.

We conclude that the space $K^{T_0}$ with the box topology is unsuitable for our purposes. However, the direct sum with the box topology on first glance much better behaved.

**Remark 2.7 (The Butcher group and the direct sum)** The box topology, i.e. the topology induced by the inclusion $K^{(T_0)} \subseteq K^{T_0}$, turns the direct sum $K^{(T_0)} := \{a \in K^{T_0} \mid a(\tau) = 0 \text{ for almost all } \tau \in T_0\}$ into a locally convex space (cf. [18]). Indeed, this is the natural locally convex topology on $K^{(T_0)}$. It is known (see [10]) that one can associate with the Butcher group a Lie algebra, which coincides as a locally convex space with $K^{(T_0)}$. These results seem to imply that one should replace the ill-behaved space $K^{T_0}$ by the direct sum $K^{(T_0)}$ with the box topology.

Note, however, that many elements which correspond to numerical integrators are not contained in $K^{(T_0)}$. For example, the element in $G_{TM}$ associated with the implicit Euler rule is $\alpha_{\text{Euler}} : T_0 \to K, \tau \mapsto 1$ (cf. e.g. [19, 4.2]), whence $\alpha_{\text{Euler}} \in K^{T_0} \setminus K^{(T_0)}$. Therefore, we can not simply exchange the spaces since interesting elements from the Butcher group are not contained in $K^{(T_0)}$. Moreover, as the proof of Lemma 2.6 shows, the inversion formula of the Butcher group does not restrict to an inversion on the direct sum. In particular, we see that it is also not possible to model the Butcher group as a manifold on the direct sum to obtain a topological group.

Summing up, there seems to be no natural way to use the direct sum to model the Butcher group as a manifold if one wants to obtain well-defined and continuous group operations.

---

7 The natural choice for this space is a locally convex direct limit topology. Note that as $T_0$ is countable, the box topology coincides with the inductive limit topology by [21, Proposition 4.1.4].
3 The Lie Algebra of the Butcher Group

In this section, the Lie algebra $L(G_{TM}^C)$ of the complex Butcher group will be determined. Note that the Lie bracket will be a continuous bilinear map on $L(G_{TM}^C) = T_e G_{TM}^C$ (the tangent space at the identity), and thus, $L(G_{TM}^C)$ will be a topological Lie algebra. The Lie bracket on $T_e G_{TM}^C$ is induced by the Lie bracket of left invariant vector fields, and we want to avoid computing their Lie bracket. This is possible by a classical argument by Milnor who computes the Lie algebra via the adjoint action of the group on its tangent space (see [28, pp. 1035–1036]).

To simplify the computation, recall from Lemma 1.23 that the tangent space $T_e G_{TM}^C$ is simply the model space $C^T$. To distinguish elements in the model space from elements in $G_{TM}^C$, we will from now on always write $a, b, c, \ldots$ for elements in $C^T \subseteq C_{T_0}$. Pull back the multiplication (via the translation by $-e$) to a holomorphic map on the model space. This map $a * b \in C^T$ is given by the formula

$$a * b(\tau) = \sum_{s \in \text{OST}(\tau)} (b + e)(s\tau)(a + e)(\tau \setminus s), \text{ for } \tau \in T.$$ 

By construction, we derive for the zero map $0 \in C^T$ the identities $a * 0 = a = 0 * a$. Hence, the constant term of the Taylor series of $*$ in $(0, 0)$ (cf. [17, Proposition 1.17]) vanishes. Following [29, Example II.1.8], the Taylor series is given as

$$a * b = a + b + B(a, b) + \cdots.$$ 

Here $B(a, b) = \left. \frac{\partial^2}{\partial r \partial t} \right|_{t, r = 0} (t a * r b)$ is a continuous $C^T$-valued bilinear map, and the dots stand for terms of higher degree. With arguments as in [28, p. 1036], the adjoint action of $T_e G_{TM}^C = C^T \subseteq C_{T_0}$ on itself is given by

$$\text{ad}(a) b = B(a, b) - B(b, a).$$

In other words, the skew-symmetric part of the bilinear map $B$ defines the adjoint action.

By [28, Assertion 5.5] (or [29, Example II.3.9]), the Lie bracket is given by $[a, b] = \text{ad}(a) b$. To compute the bracket $[\cdot, \cdot]$, it is thus sufficient to compute the second derivative of $*$ in $(0, 0)$.

Fix $a, b \in C^T$ and compute $B(a, b) = \left. \frac{\partial^2}{\partial r \partial t} \right|_{t, r = 0} (t a * r b)$. Since $(t a * r b)$ takes its values in $C^T$, we can compute the derivatives componentwise, i.e. for each $\tau \in T$ we have $\text{ev}_\tau(B(a, b)) = \left. \frac{\partial^2}{\partial r \partial t} \right|_{t, r = 0} \text{ev}_\tau(t a * r b)$. Example 1.11 and the chain rule imply for any smooth map $f : \mathbb{R} \to G_{TM}^C$ that

$$\Box \text{ Springer}$$
\[
\frac{\partial}{\partial r} (\text{ev}_\tau \circ f) = \text{dev}_\tau \left( f; \frac{\partial}{\partial r} f \right) = \text{ev}_\tau \circ \frac{\partial}{\partial r} f
\]

since \( \text{ev}_\tau \) is continuous and linear for each \( \tau \in \mathcal{T} \). Now fix \( \tau \in \mathcal{T} \) and use the formula (3) to obtain a formula for the derivative.

\[
\frac{\partial^2}{\partial r \partial t} \Bigg|_{t,r=0} \text{ev}_\tau (t \ a \ast r \ b) = \frac{\partial^2}{\partial r \partial t} \Bigg|_{t,r=0} \sum_{s \in \text{OST}(\tau)} (r \ b + e)(s_{\tau}) \prod_{\theta \in \tau \setminus s} (t \ a + e)(\theta)
\]

\[
= \sum_{s \in \text{OST}(\tau)} \text{ev}_{s_{\tau}} (r \ b + e) \frac{\partial}{\partial r} \Bigg|_{r=0} \prod_{\theta \in \tau \setminus s} (t \ a + e)(\theta)
\]

\[
= \sum_{s \in \text{OST}(\tau)} \text{ev}_{s_{\tau}} \left( \frac{\partial}{\partial r} \Bigg|_{r=0} r \ b + e \right) \prod_{\theta \in \tau \setminus s} (t \ a + e)(\theta)
\]

\[
= \sum_{s \in \text{OST}(\tau), s \neq \emptyset} \text{ev}_{s_{\tau}} (b) \frac{\partial}{\partial t} \Bigg|_{t=0} \prod_{\theta \in \tau \setminus s} (t \ a + e)(\theta) \quad (4)
\]

To compute the remaining derivative, we use the Leibniz-formula and pull the derivative into the argument of the \( \text{ev}_{\theta} \). Hence, the product in (4) becomes

\[
\frac{\partial}{\partial t} \Bigg|_{t=0} \prod_{\theta \in \tau \setminus s} \text{ev}_{\theta}(t \ a + e) = \sum_{\theta \in \tau \setminus s} \text{ev}_{\theta}(a) \prod_{\gamma \in (\tau \setminus s) \setminus \{\theta\}} \text{ev}_{\gamma}(0 + e)(\theta).
\]

As \( 0 + e = e \), each product (and thus each summand) such that there is a tree \( \gamma \in (\tau \setminus s) \setminus \{\theta, \emptyset\} \) vanishes. Hence, if the sum is non-zero, it contains exactly one summand, i.e. \( \tau \setminus s \) must be a tree. Moreover, the derivative will only be non-zero if \( \tau \setminus s \) is not the empty tree. Otherwise, the first factor \( \text{ev}_{\theta}(a) \) vanishes. Before we insert these informations in (4) to obtain a formula for \( B(a, b) \), let us fix some notation.

**Notation 3.1** Let \( \tau \in \mathcal{T}_0 \) be a rooted tree. We define the set of all splittings as

\[
\text{SP}(\tau) := \{ s \in \text{OST}(\tau) \mid \tau \setminus s \text{ consists of only one element} \}.
\]

Furthermore, define the set of non-trivial splittings \( \text{SP}(\tau)_1 := \{ \theta \in \text{SP}(\tau) \mid \theta \neq \emptyset, \tau \} \).

Observe that for each tree \( \tau \) the order of trees in \( \text{SP}(\tau)_1 \) is strictly less than \( |\tau| \). Thus, for the tree \( \bullet \) with exactly one node, \( \text{SP}(\bullet)_1 = \emptyset \).

With the notation in place, we can finally insert the information obtained into (4) to obtain the following formula for the \( \tau \)th component of \( B(a, b) \):

\[
\text{ev}_\tau B(a, b) = \sum_{s \in \text{SP}(\tau)_1} b(s_{\tau}) a(\tau \setminus s) \quad (5)
\]
Theorem 3.2  The Lie algebra of the complex Butcher group is \((\mathbb{C}^T, [\cdot, \cdot])\), where the Lie bracket \([a, b]\) for \(a, b \in \mathbb{C}^T\) is given for \(\tau \in T\) by

\[
[a, b](\tau) = \sum_{s \in \text{SP}(\tau)_1} (b(s_\tau) a(\tau \backslash s) - b(\tau \backslash s) a(s_\tau)).
\]  

Note that by (6) \([\cdot, \cdot]\) restricts to a Lie bracket on \(L(G_{\text{TM}}) \cong (\mathbb{R} \times \{0\})^T \subseteq L(G_{\text{TM}}^\mathbb{C})\).

Proof  Clearly (6) follows directly from the computation, namely we obtain (6) by inserting (5) into the formula for the Lie bracket obtained via the adjoint action on \(T_e G_{\text{TM}}\).

From (6), we see that \([\cdot, \cdot]\) restricts to the subspace \((\mathbb{R} \times \{0\})^T\). In Theorem 2.1, we have seen that the Butcher group is contained as a real analytic subgroup of \(G_{\text{TM}}^\mathbb{C}\). In particular, we see that \(T_e G_{\text{TM}} \cong (\mathbb{R} \times \{0\})^T\). Clearly, the calculation leading to (4) restricts to \((\mathbb{R} \times \{0\})^T\) and yields a Lie bracket for \(G_{\text{TM}}\) on \(T_e G_{\text{TM}}\).

The Lie algebra of the Butcher group is not the only Lie algebra closely connected to the Butcher group. To explain this connection, we briefly recall some classical results by Connes and Kreimer.

Remark 3.3  In [10], Connes and Kreimer consider a Hopf algebra \(H\) of rooted trees. The algebra \(H\) is the \(\mathbb{R}\)-algebra\(^8\) of polynomials on \(T_0\) together with the coproduct \(\Delta: H \rightarrow H \otimes H, \tau \mapsto \sum_{s \in \text{OST}(\tau)} (\tau \backslash s) \otimes s_\tau\)

and the antipode \(S(\tau) := \sum_{p \in \mathcal{P}(\tau)} (-1)^{|p_\tau|} (\tau \backslash p)\).

As observed by Brouder (cf. [4]), the coproduct and antipode are closely related to the product and inversion in the Butcher group. Indeed, the Butcher group corresponds to the group of \(\mathbb{R}\)-valued characters of the Hopf algebra \(H\) (see [8, 5.1]).

In [10, Theorem 3], Connes and Kreimer constructed a Lie algebra \(L_{CK}\) such that \(H\) is the dual of the universal enveloping algebra of \(L_{CK}\). From [10, Eq. (99)], we deduce that the Lie algebra \(L_{CK}\) is given by the vector space \(\bigoplus_{\tau \in T} \mathbb{R}\) with a suitable Lie bracket \(\beta\). Identifying \(\bigoplus_{\tau \in T_0} \mathbb{K} \subseteq \prod_{\tau \in T_0} \mathbb{K} \rightarrow \mathbb{K}^T_0\) (which is the Lie algebra of the (complex) Butcher group) as in Remark 1.20, the Lie bracket \(\beta\) coincides with \([\cdot, \cdot]\) from Theorem 3.2 on the image of \(\bigoplus_{\tau \in T_0} \mathbb{K}\). We conclude that the Lie algebra \(L(G_{\text{TM}})\) of the Butcher group contains the Connes–Kreimer Lie algebra \(L_{CK}\) as a subalgebra. Moreover, the subalgebra \(L_{CK}\) is a dense subset of \(L(G_{\text{TM}})\). Thus, we can identify the Lie algebra of the Butcher group with the completion of \(L_{CK}\) as a topological vector space. Note that this is the precise meaning of the term ’natural

\(^8\) In [10], the authors work over the field \(\mathbb{Q}\) of rational numbers. However, by applying \(\cdot \otimes_{\mathbb{Q}} \mathbb{R}\) to the \(\mathbb{Q}\)-algebras, the same result holds for the field \(\mathbb{R}\) (cf. [10, p. 41]). The thesis of Mencattini [26] contains an explicit computation for \(\mathbb{R}\) and \(\mathbb{C}\).
topological completion’ used in [13, p. 4]. In loc.cit., the Connes–Kreimer algebra is discussed only in algebraic terms, whence the above observations put the remark into the proper topological context.

Let us record a useful consequence of the computations in this section. Arguing as in (4), we can derive a formula for the tangent mapping of the right translation.

**Lemma 3.4** Fix \( b \in G_{\text{TM}}^C \) and denote by \( \rho_b : G_{\text{TM}}^C \to G_{\text{TM}}^C, x \mapsto x \cdot b \) the right translation. For any \( a \in C^T = T_e G_{\text{TM}}^C \) and \( \tau \in T \), we then obtain the formula

\[
ev_{\tau}T_e \rho_b(a) = a(\tau) + \sum_{s \in \text{SP}(\tau)} b(s_{\tau}) a(\tau \setminus s).
\]

**Proof** Computing as in (4), we obtain with Lemma 1.23 the desired formula

\[
ev_{\tau}T_e \rho_b(a) = \frac{\partial}{\partial t} \bigg|_{t=0} (b + t a) \cdot b(\tau) = \frac{\partial}{\partial t} \bigg|_{t=0} \sum_{s \in \text{OST}(\tau)} b(s_{\tau})(b + t a)(\tau \setminus s)
\]

\[
= a(\tau) + \sum_{s \in \text{SP}(\tau)} b(s_{\tau}) a(\tau \setminus s).
\]

\( \Box \)

### 4 Regularity Properties of the Butcher Group

Finally, we discuss regularity properties of the Lie group \( G_{\text{TM}}^C \) and the Butcher group. Since we also want to establish regularity properties for the complex Lie group \( G_{\text{TM}}^C \), several comments are needed: Recall that holomorphic maps are smooth with respect to the underlying real structure, whence \( G_{\text{TM}}^C \) carries the structure of a real Lie group. Now the complex Lie group \( G_{\text{TM}}^C \) is called regular, if the underlying real Lie group is regular. Thus, for this section, we fix the following convention.

*Unless stated explicitly otherwise, all complex vector spaces in this section are to be understood as the underlying real locally convex vector spaces. Moreover, differentiability of maps is understood to be differentiability with respect to the field \( \mathbb{R} \).*

**Definition 4.1** Define the mapping

\[
f : [0, 1] \times G_{\text{TM}}^C \times C^0([0, 1], L(G_{\text{TM}}^C)) \to C^T_0, \quad (t, a, \eta) \mapsto T_e \rho_a(\eta(t)).
\]

Recall that \( f \) describes the right-hand side of the differential equation for regularity of \( G_{\text{TM}}^C \) (where we have again identified \( G_{\text{TM}}^C \) with an affine subspace of \( C^T_0 \)). Moreover, (7) yields the formula

---

\( \text{This follows from [17, Remark 2.12 and Lemma 2.5] for manifolds modelled on Fréchet spaces.} \)
\[
 f(t, a, \eta)(\tau) = \eta(t)(\tau) + \sum_{s \in \text{SP}(\tau)_1} a(s_\tau) \eta(t)(\tau \setminus s).
\]

Let us first solve the differential equations for regularity with fixed parameters.

**Proposition 4.2** Fix a continuous curve \( a: [0, 1] \rightarrow \text{L}(G_{\text{TM}}^C) \) and let \( f \) be defined as in Definition 4.1. Then, the differential equation

\[
\begin{cases}
  \gamma'(t) = T_\epsilon \rho_{\gamma(t)}(a(t)) = f(t, \gamma(t), a) \\
  \gamma(0) = e
\end{cases}
\]  

on \( G_{\text{TM}}^C \) admits a unique solution on \([0, 1]\).

**Proof** From Definition 4.1, we deduce that the first line of (8) can be rewritten for a tree \( \tau \) as

\[
\gamma'(t)(\tau) = \text{ev}_\tau(\gamma'(t)) = \text{ev}_\tau(a(t)) + \sum_{s \in \text{SP}(\tau)_1} \text{ev}_s(\gamma(t)) a(t)(\tau \setminus s).\]  

As \( \text{ev}_s \) is continuous and linear for each \( s \in \text{SP}(\tau)_1 \), each summand in the sum in (9) is linear in \( \gamma \). Note that for any fixed rooted tree \( \tau \), the number of nodes for trees in \( \text{SP}(\tau)_1 \) is strictly less than \( |\tau| \). Choose an enumeration \( \tau_1, \tau_2, \ldots \) of rooted trees, which respects the number of nodes grading of the trees, i.e. the enumeration satisfies:

For all \( k, l \in \mathbb{N} \) with \( |\tau_k| < |\tau_l| \) we have \( k < l \). \hspace{1cm} (10)

Using the enumeration, we rewrite the right-hand side of (9) as

\[
\text{ev}_{\tau_k}(\gamma'(t)) = \left( \sum_{l < k} A_{kl}(t, a) \text{ev}_{\tau_l}(\gamma(t)) \right) + \text{ev}_{\tau_k}(a(t)), \hspace{1cm} k \in \mathbb{N}. \]  

\hspace{1cm} (11)

Here the coefficient \( A_{kl}(t, a) \) for \( l < k \) is a finite (possibly empty) sum of terms of the form \( a(t)(\tau_k \setminus s) \) with \( s_{\tau_k} = \tau_l \). Since \( a: [0, 1] \rightarrow \text{L}(G_{\text{TM}}^C) \subseteq \mathbb{C}^{T_0} \) is continuous, we see that the \( A_{kl} \) depend continuously on \( t \). Following [12, §6], we interpret the differential equations (9) as a system of differential equations. From (11), we deduce that this system is strictly lower diagonal, i.e. the right-hand side of the \( j \)th component depends only on the first \( j - 1 \) variables. Furthermore, it is an inhomogenous linear system. The differential equation can be solved by adapting the argument in [12, p. 79-80] as follows.

Lower diagonal systems can be solved iteratively component by component, if each solution exists on a time interval \([0, \epsilon]\) for some fixed \( \epsilon > 0 \). The system is non-homogenous linear, and the solution at each iteration is unique and exists for all times \( t \in [0, 1] \). Therefore, equation (8) admits a unique global solution which can be computed iteratively (more details on this are given in Remark 4.4 below). \( \square \)
Definition 4.3 By Proposition 4.2, we can define the flow map associated with (8) via

\[ \text{Fl}^f : [0, 1] \times C^0([0, 1], L(G_{TM}^C)) \to G_{TM}^C, \quad (t, a) \mapsto \gamma_a(t) \]

where \( \gamma_a \) is the unique solution to (8).

To prove regularity of the Butcher group, we will show that the flow map \( \text{Fl}^f \) satisfies suitable differentiability properties. Let us review the construction of \( \gamma_a \).

Remark 4.4 Consider \( f \) as in Definition 4.1 and fix \( a \in C^0([0, 1], L(G_{TM}^C)) \). Furthermore, choose an enumeration of \( T \) which satisfies (10).

We define \( g_{k,a} : [0, 1] \times \mathbb{C}^k \to \mathbb{C}, g_{k,a}(t, x) = ev_{r_k} \circ f(t, \hat{x}, a) \) for \( k \in \mathbb{N} \), where \( \hat{x} \in \mathbb{C}^T_0 \) satisfies \( ev_{r_i}(\hat{x}) = x_i \) for \( i \leq k \). Then, (11) shows that the functions \( g_{k,a} \) are well defined and continuous. Fix \( n \in \mathbb{N} \). The system of linear (inhomogeneous) initial value problems

\[
\begin{align*}
    x'_i(t) &= g_{i,a}(t, x_1, \ldots, x_i), \quad i \leq n, \\
    x_i(0) &= 0
\end{align*}
\]

admits a solution on \([0, 1]\). Recall from \([12, \text{p. 78}]\) the following facts on its solution. If \((x_1^n, \ldots, x_n^n)\) is a solution to (12), then we may solve

\[
\begin{align*}
    y'(t) &= g_{n+1,a}(t, x_1^n, x_2^n, \ldots, x_n^n, y), \\
    y(0) &= 0
\end{align*}
\]

on \([0, 1]\). In particular, the map \((x_1^n, \ldots, x_n^n, y)\) solves the system (12) for \( n + 1 \). Continuing inductively, we obtain \( \gamma_a \) as the solution of (8).

The fact that solutions to (8) can be found inductively by solving finite-dimensional ODEs allows us to discuss differentiability properties of the flow map. To this end, we need a technical tool, the calculus of \( C^{r,s} \)-mappings, which we recall now from [1].

Definition 4.5 Let \( H_1, H_2 \) and \( F \) be locally convex spaces, \( U \) and \( V \) be open subsets of \( H_1 \) and \( H_2 \), respectively, and \( r, s \in \mathbb{N}_0 \cup \{ \infty \} \).

(a) A mapping \( f : U \times V \to F \) is called a \( C^{r,s} \)-map if for all \( i, j \in \mathbb{N}_0 \) such that \( i \leq r, j \leq s \), the iterated directional derivative

\[
d^{(i,j)} f(x, y, w_1, \ldots, w_i, v_1, \ldots, v_j) := (D_{(w_1,0)} \cdots D_{(w_i,0)} D_{(0,v_1)} \cdots D_{(0,v_j)} f)(x, y)
\]

exists for all \( x \in U, y \in V, w_1, \ldots, w_i \in H_1, v_1, \ldots, v_j \in H_2 \) and yields continuous maps

\[
d^{(i,j)} f : U \times V \times H_1^i \times H_2^j \to F, \\
(x, y, w_1, \ldots, w_i, v_1, \ldots, v_j) \mapsto (D_{(w_1,0)} \cdots D_{(w_i,0)} D_{(0,v_1)} \cdots D_{(0,v_j)} f)(x, y).\]
(b) In (a) all spaces, \( H_1, H_2 \) and \( F \) were assumed to be modelled over the same \( K \in \{ \mathbb{R}, \mathbb{C} \} \). By [1, Remark 4.10] we can instead assume that \( H_1 \) is a locally convex space over \( \mathbb{R} \) and \( H_2, F \) are locally convex spaces over \( \mathbb{C} \). Then, a map \( f : U \to F \) is called \( C^{r,s}_{\mathbb{R},\mathbb{C}} \)-map if the iterated differentials \( d^{(i,j)}f \) (as in (a)) exist for all \( 0 \leq i \leq r, 0 \leq j \leq s \) and are continuous. Note that here the derivatives in the first component are taken with respect to \( \mathbb{R} \) and in the second component with respect to \( \mathbb{C} \).

**Remark 4.6** One can extend the definition of \( C^{r,s}_{\mathbb{R},\mathbb{C}} \)- and \( C^{r,s}_{\mathbb{R},\mathbb{C}} \)-mappings on a product \( I \times V \), where \( I \) is a closed interval and \( V \) open. This works as in the case of \( C^r \)-maps (see Definition 1.16 or cf. [1, Definition 3.2]). For further results and details on the calculus of \( C^{r,s} \)-maps, we refer to [1].

In the next proposition, we will explicitly consider \( C^0([0,1], \mathbb{L}(G^C_{\text{TM}})) \) as a locally convex vector space over \( \mathbb{C} \).

**Proposition 4.7** The flow map \( \text{Fl}^f : [0,1] \times C^0([0,1], \mathbb{L}(G^C_{\text{TM}})) \to G^C_{\text{TM}} \) is \( C^{1,\infty}_{\mathbb{R},\mathbb{C}} \).

**Proof** Consider first a related finite-dimensional problem and define for \( d \in \mathbb{N} \)

\[
G_d : [0,1] \times \mathbb{C}^d \times C^0([0,1], \mathbb{L}(G^C_{\text{TM}})) \to \mathbb{C}^d,
\]

\[
G_d(t, (x_1, \ldots, x_d), a) := (g_1(a(t,x_1)), g_2(a(t,x_1,x_2), \ldots, g_d(a(t,x_1,\ldots,x_d)))
\]

with \( g_k, a \) as in Remark 4.4. We claim that \( G_d \) is of class \( C^{0,\infty}_{\mathbb{R},\mathbb{C}} \) with respect to the splitting \([0,1] \times (\mathbb{C}^d \times C^0([0,1], \mathbb{L}(G^C_{\text{TM}}))) \) for all \( d \in \mathbb{N} \). If this is true, the proof can be completed as follows. Note that for fixed \( a \in C^0([0,1], \mathbb{L}(G^C_{\text{TM}})) \) and \( d \in \mathbb{N} \), we obtain an inhomogeneous linear initial value problem

\[
\begin{align*}
x'(t) & = G_d(t,x(t),a), \\
x(0) & = 0 \in \mathbb{C}^d
\end{align*}
\]

(13)

on the finite-dimensional vector space \( \mathbb{C}^d \). Hence, for each fixed \( a \), there is a global solution \( x^{d}_{0,a} : [0,1] \to \mathbb{C}^d \) of (13). Define the flow associated with (13) via

\[
\text{Fl}^{G_d} : [0,1] \times C^0([0,1], E) \to \mathbb{C}^d, \quad (t,a) \mapsto x^{d}_{0,a}(t).
\]

As the right-hand side of (13) is a \( C^{0,\infty}_{\mathbb{R},\mathbb{C}} \)-map, we deduce from [1, Proposition 5.9] that \( \text{Fl}^{G_d} \) is a mapping of class \( C^{1,\infty}_{\mathbb{R},\mathbb{C}} \). Define \( \text{Pr}_d : \mathbb{C}^T \to \mathbb{C}^d, \text{Pr}_d := (\text{ev}_{\tau_1}, \text{ev}_{\tau_2}, \ldots, \text{ev}_{\tau_d}) \) and conclude from Remark 4.4

\[
(\text{ev}_{\tau_1} \circ \text{Fl}^f, \text{ev}_{\tau_2} \circ \text{Fl}^f, \ldots, \text{ev}_{\tau_d} \circ \text{Fl}^f) = \text{Pr}_d \circ \text{Fl}^f = \text{Fl}^{G_d}.
\]

Now \( \text{Fl}^{G_d} \) is a \( C^{1,\infty}_{\mathbb{R},\mathbb{C}} \) mapping, whence the components \( \text{ev}_{\tau_l} \circ \text{Fl}^f \) for \( 1 \leq l \leq d \) are of class \( C^{1,\infty}_{\mathbb{R},\mathbb{C}} \). As \( d \in \mathbb{N} \) was arbitrary, all components of \( \text{Fl}^f \) are of class \( C^{1,\infty}_{\mathbb{R},\mathbb{C}} \). The
space $C^T$ carries the product topology, and thus, [1, Lemma 3.10] shows that $\text{Fl}^f$ is a $C^{1,\infty}_{\mathbb{R},\mathbb{C}}$-map as desired.

**Proof of the claim.** $G_d$ is $C^{0,\infty}_{\mathbb{R},\mathbb{C}}$ for all $d \in \mathbb{N}$. By [1, Lemma 3.10], $G_d$ will be of class $C^{0,\infty}_{\mathbb{R},\mathbb{C}}$ if each of its components is a $C^{0,\infty}_{\mathbb{R},\mathbb{C}}$-map. Thus, if $\pi_k: \mathbb{C}^d \to \mathbb{C}$ is the projection onto the $k$th component, we have to prove that $\pi_k \circ G_d$ is a $C^{0,\infty}_{\mathbb{R},\mathbb{C}}$-map. From (7) (cf. (11)), we derive

$$\pi_k \circ G_d(t, (x_1, \ldots, x_d), \mathbf{a}) = g_k, \mathbf{a}(t, (x_1, \ldots, x_d)) = \text{ev}_{\tau_k}(\mathbf{a}(t)) + \sum_{l<k} A_{kl}(t, \mathbf{a})x_l.$$  

Recall that by [1, Proposition 3.20] the evaluation map

$$\text{ev}: [0, 1] \times C^0([0, 1], L(G_{TM}^C)) \to L(G_{TM}^C), \quad (t, \mathbf{a}) \mapsto \mathbf{a}(t)$$

is a $C^{0,\infty}_{\mathbb{R},\mathbb{C}}$-map. Hence, $\text{ev}_{\tau_k}(\mathbf{a}(t)) = \text{ev}_{\tau_k} \circ \text{ev}(t, \mathbf{a})$ is a map of class $C^{0,\infty}_{\mathbb{R},\mathbb{C}}$ by the chain rule [1, Lemma 3.18].

Now consider the other summands. The chain rules for $C^{r,s}_{\mathbb{R},\mathbb{C}}$-mappings [1, Lemma 3.17 and Lemma 3.19] show that $A_{kl}(t, \mathbf{a}) \cdot x_l$ will be of class $C^{0,\infty}_{\mathbb{R},\mathbb{C}}$ with respect to the splitting $[0, 1] \times (\mathbb{C}^d \times C^0([0, 1], L(G_{TM}^C)))$ if $A_{kl}: [0, 1] \times C^0([0, 1], L(G_{TM}^C)) \to C^0_{\mathbb{R},\mathbb{C}}$ is a $C^{0,\infty}_{\mathbb{R},\mathbb{C}}$-map. Recall from the proof of Proposition 4.2 (a) that each of the maps $A_{kl}$ is a finite (possibly empty) sum of terms of the form $\mathbf{a}(t)(\tau_k \cdot s)$ with $s_{\tau_k} = \tau_i$. As above, these maps are a composition of the form $\text{ev}_\tau \circ \text{ev}$ whence of class $C^{0,\infty}_{\mathbb{R},\mathbb{C}}$. We conclude that the maps $A_{kl}$ are of class $C^{0,\infty}_{\mathbb{R},\mathbb{C}}$. Summing up, $G_d$ is a $C^{0,\infty}_{\mathbb{R},\mathbb{C}}$-mapping with respect to the splitting $[0, 1] \times (\mathbb{C}^d \times C^0([0, 1], L(G_{TM}^C)))$.



**Theorem 4.8** (a) The complex Butcher group $G_{TM}^C$ is $C^0$-regular, and its evolution

$$\text{evol}_{G_{TM}^C}: C^0([0, 1], L(G_{TM}^C)) \to G_{TM}^C$$

is even holomorphic.

(b) The Butcher group $G_{TM}$ is $C^0$-regular, and its evolution map

$$\text{evol}_{G_{TM}}: C^0([0, 1], L(G_{TM})) \to G_{TM}$$

is even real analytic.

In particular, both groups are regular in the sense of Milnor.

**Proof** (a) By Proposition 4.2, the differential equation (8) admits a (unique) solution on $[0, 1]$ whence we obtain the flow of (8)

$$\text{Fl}^f : [0, 1] \times C^0([0, 1], L(G_{TM}^C)) \to G_{TM}^C.$$  

By Proposition 4.7, $\text{Fl}^f$ is a $C^{1,\infty}_{\mathbb{R},\mathbb{C}}$-map. In particular, for $\mathbf{a} \in C^0([0, 1], L(G_{TM}^C))$ we obtain a $C^1$-curve $\text{Fl}^f(\cdot, \mathbf{a}): [0, 1] \to G_{TM}^C$ which solves (8), whence $\text{Fl}^f(\cdot, \mathbf{a})$
is the right product integral of the curve $a$. Fixing the time, we obtain a smooth and even holomorphic mapping

$$\text{evol} := Fl^f (1, \cdot) : C^0([0, 1], L(G^C_{TM})) \to G^C_{TM}$$

sending a curve $a \in C^0([0, 1], L(G^C_{TM}))$ to the time 1 evolution of its right product integral. In summary, every continuous curve into $L(G^C_{TM})$ possesses a right product integral and the evolution map is smooth, i.e. $G^C_{TM}$ is $C^0$-regular. Taking the complex structure into account, the evolution map is even holomorphic.

(b) Follows directly from part (a) and [16, Corollary 9.10] since $G^C_{TM}$ is a complexification of $G_{TM}$.

\[ \square \]

5 The Butcher Group as an Exponential Lie Group

In the last section, we have seen that the Butcher group (and the complex Butcher group) are $C^0$-regular. Restricting the evolution map to constant curves, we obtain the exponential map. In the following, we identify $L(G^C_{TM})$ with the constant curves in $C^0([0, 1], L(G^C_{TM}))$ and write $a$ for the constant curve $t \mapsto a$. Namely, we have

Remark 5.1 For the complex Butcher group $G^C_{TM}$, the Lie group exponential map is given by

$$\exp_{G^C_{TM}} : L(G^C_{TM}) \to G^C_{TM}, \quad \exp_{G^C_{TM}} (a) = \text{evol}_{G^C_{TM}} (t \mapsto a) = Fl^f (1, a).$$

By Theorem 4.8, $\exp_{G^C_{TM}}$ is holomorphic and $\exp_{G^C_{TM}}$ is a real analytic map.

To ease the computation, we choose and fix an enumeration of $T$ which satisfies (10). Now the curve $\gamma_a(s) := Fl^f (s, a)$ is the solution to a countable system of differential equations. Describing the system componentwise, we obtain for the $k$th component $\text{ev}_{\tau_k} (\gamma_a(t))$ of $\gamma_a$ the differential equation

$$\begin{align*}
\text{ev}_{\tau_k} (\gamma_a'(t)) &= \text{ev}_{\tau_k} (\gamma_a(t)) + \sum_{l < k} A_{kl} (t, a) \text{ev}_{\tau_l} (\gamma_a(t)), \\
\text{ev}_{\tau_k} (\gamma_a(0)) &= 0,
\end{align*}$$

(14)

where $A_{kl} (t, a)$ is a polynomial in $\{\text{ev}_{\tau_1} (a(t)), \ldots, \text{ev}_{\tau_{k-1}} (a(t))\}$. In this case, $A_{kl} (t, a)$ is constant in $t$ (as $a$ is constant in $t$) and we will write $A_{kl} (a) := A_{kl} (t, a)$.

We have seen that $\exp_{G^C_{TM}}$ is a holomorphic and thus complex analytic mapping. Now we claim that $\exp_{G^C_{TM}}$ is a bijection whose inverse $\exp^{-1}_{G^C_{TM}} : G^C_{TM} \to L(G^C_{TM})$ is complex analytic.

Proposition 5.2 For $b \in G^C_{TM}$, the equation $\exp_{G^C_{TM}} (a) = b$ has exactly one solution $\log_{G^C_{TM}} (b) \in L(G^C_{TM})$. If $b$ is contained in the subgroup $G_{TM}$, then $\log_{G^C_{TM}} (b)$ is contained in the real subalgebra $L(G_{TM})$. 
Note that an algebraic formula for $\log_{G_{TM}}(b)$ is derived in [20, IX. 9.1] using similar methods as in the following proof.

**Proof of 5.2** We seek $a \in L(G_{TM}^C)$ such that the $C^1$-curve $\gamma_a : [0, 1] \to G_{TM}^C$ which solves (14) for all $k \in \mathbb{N}$ also satisfies $\gamma_a(1) = b$. Thus, we seek a curve which satisfies (14) and $\ev_{t_k}(\gamma_a(1)) = \exp_{t_k}(b)$, for all $k \in \mathbb{N}$.

Construct $a$ by induction over $k \in \mathbb{N}$ (using the enumeration of trees). Thus, let $k = 1$, i.e. $\tau_1 = \bullet$ (the one node tree) and consider (14) and the above condition. We obtain

$$b(\bullet) = \ev_a(\gamma_a(1)) \quad \text{and} \quad \begin{cases} \ev_a(\gamma_a'(t)) = \ev_a(a) = a(\bullet) \\ \ev_a(\gamma_a(0)) = 0 \end{cases} . \quad (15)$$

Set $\ev_a(\gamma_a(t)) = tb(\bullet)$ for $0 \leq t \leq 1$ to obtain a $C^1$-curve which satisfies (15). This entails $\ev_a(a) = a(\bullet) = b(\bullet)$.

Having dealt with the start of the induction, assume now that for $k > 1$ the values $a(\tau_1), \ldots, a(\tau_{k-1})$ of $a$ are known. From the proof of Proposition 4.2, we then also know $\ev_{\tau_1 \circ \gamma_a}, \ldots, \ev_{\tau_{k-1} \circ \gamma_a}$. Now, $\ev_{\tau_k \circ \gamma_a}$ is determined by the two conditions

$$\ev_{\tau_k}(\gamma_a(1)) = b(\tau_k) \quad \text{and} \quad \begin{cases} \ev_{\tau_k}(\gamma_a'(t)) = a(\tau_k) + \sum_{l < k} A_{kl}(a) \ev_{\tau_l}(\gamma_a(t)) \\ \ev_{\tau_k}(\gamma_a(0)) = 0 \end{cases} . \quad (16)$$

The fundamental theorem of calculus [17, Theorem 1.5] allows us to rewrite the condition (16) as

$$b(\tau_k) = \ev_{\tau_k}(\gamma_a(1)) = \ev_{\tau_k}(\gamma_a(1)) - \ev_{\tau_k}(\gamma_a(0)) = \int_0^1 \ev_{\tau_k}(\gamma_a(t)) \, dt$$

$$= a(\tau_k) + \sum_{l < k} A_{kl}(a) \int_0^1 \ev_{\tau_l}(\gamma_a(t)) \, dt . \quad (17)$$

Recall that the polynomials $A_{kl}(a)$ depend only on the value of the first $k - 1$ components of $a$. As those together with $\ev_{\tau_l \circ \gamma_a}$ for $1 \leq l < k$ are known, this defines $a(\tau_k)$.

If $b$ is contained in $G_{TM}$, then inductively (15) and (17) show that $a$ takes as values only real numbers and each of the $\ev_{\tau_k \circ \gamma_a}$ is real-valued (cf. Proposition 4.2). We conclude that $\log_{G_{TM}}(b)$ is contained in $L(G_{TM})$ if $b$ is in $G_{TM}$. \hfill \Box

**Proposition 5.3** With the notation of Proposition 5.2, we define maps

$$\exp_{G_{TM}} : L(G_{TM}^C) \to L(G_{TM}^C), \quad b \mapsto \log_{G_{TM}}(b) ,$$

$$\exp_{G_{TM}} : L(G_{TM}) \to L(G_{TM}), \quad b \mapsto \log_{G_{TM}^C}(b) .$$

Then, $\exp_{G_{TM}}$ is holomorphic and $\exp_{G_{TM}}$ is real analytic.
Proof Since $G^C_{\text{TM}}$ is a complexification of $G_{\text{TM}}$, Proposition 5.2 shows that it suffices to prove the assertions for $\exp_{-1}^{-1} G^C_{\text{TM}}$. We define for each $k \in \mathbb{N}$ a map

$$\Log_k : \mathbb{C}^k \to \mathbb{C}, \Log_k((z_1, \ldots, z_k)) := \ev_{\tau_k} (\exp_{-1}^{-1} G^C_{\text{TM}} (\hat{z})),$$

where $\hat{z} \in G^C_{\text{TM}}$ with $\ev_{\tau_l} (\hat{z}) = z_l$ for all $1 \leq i \leq k$. Recall from (17) that the value of $\ev_{\tau_k} \circ \exp_{-1}^{-1} G^C_{\text{TM}} (b)$ only depends on $\Pr_k(b) = (\ev_{\tau_1}(b), \ldots, \ev_{\tau_k}(b))$, whence $\Log_k$ is well defined. Furthermore, $\Log_k \circ \Pr_k = \ev_{\tau_k} \circ \exp_{-1}^{-1} G^C_{\text{TM}}$, where $\Pr_k : \mathbb{C}^\ell \to \mathbb{C}^k$, $\Pr_k := (\ev_{\tau_1}, \ev_{\tau_2}, \ldots, \ev_{\tau_k})$ is holomorphic. Since a map into a product is holomorphic if its components are holomorphic, $\exp_{-1}^{-1} G^C_{\text{TM}}$ is holomorphic if for each $k \in \mathbb{N}$ the map $\Log_k$ is holomorphic. We proceed by induction on $k \in \mathbb{N}$.

For $k = 1$, the identity (15) shows that $\Log_1$ is $\text{id}_C$ and thus holomorphic.

Now let $k > 1$ and assume that for $l < k$ the mappings $\Log_l : \mathbb{C}^l \to \mathbb{C}$ are holomorphic. We show that $\Log_k$, implicitly defined by (17), splits into a composition of holomorphic mappings. For $a \in L(G^C_{\text{TM}})$ let $\gamma_a : [0, 1] \to G^C_{\text{TM}}$ be the curve $\gamma_a(t) = \exp_{-1}^{-1} G^C_{\text{TM}} (t \cdot a)$. As $\ev_{\tau_l} \circ \gamma_a$ depends only on $(z_1, \ldots, z_l) \in \mathbb{C}^l$ and solves (14) for all $l < k$, we derive

$$\Log_k(z_1, \ldots, z_k) = z_k - \sum_{l<k} A_{kl}(\hat{e}) \int_0^1 \gamma_l(\hat{e})(t) dt$$

with $\hat{e} \in L(G^C_{\text{TM}})$ such that $\ev_{\tau_l}(\hat{e}) = \Log_l(z_1, \ldots, z_l)$ for all $1 \leq l < k$.

Here $A_{kl}$ is a polynomial in the first $l$ components of $\hat{e}$ whence the previous formula is well defined. Consider

$$L : \mathbb{C}^k \to \mathbb{C}^{k-1}, \ (z_1, \ldots, z_k) \mapsto (\Log_1(z_1), \ldots, \Log_{k-1}(z_1, \ldots, z_{k-1})).$$

By the induction hypothesis, $\Log_l$ is holomorphic for $l < k$, so $L$ is holomorphic. For $1 \leq l < k$, the map $\gamma_l : \mathbb{C}^l \to C^1([0, 1], \mathbb{C})$ sending $\Pr_k(\hat{e})$ to the solution $\ev_{\tau_l} \circ \gamma_e$ of (14) is holomorphic. Here $C^1([0, 1], \mathbb{C})$ with the topology of uniform convergence is a complex Banach space (cf. Example 1.17). The exponential law $[1$, Theorem A] implies that $\gamma_l$ will be holomorphic if and only if $\gamma_l^\vee : [0, 1] \times \mathbb{C}^l \to \mathbb{C}$, $\gamma_l^\vee(t, z) := \gamma_l(z)(t)$ is a $C^{1, \infty}_{\mathbb{R}, \mathbb{C}}$-map. By construction, $\gamma_l^\vee$ is the flow associated with the differential equation (14). Note that by the induction hypothesis the right-hand side of the differential equation is a $C^{0, \infty}_{\mathbb{R}, \mathbb{C}}$-mapping. From $[1$, Theorem C], we infer that $\gamma_l^\vee$ is a $C^{1, \infty}_{\mathbb{R}, \mathbb{C}}$-mapping, and thus, $\gamma_l$ is holomorphic. Define for $1 \leq l < k$ the map

$$\Gamma_l : \mathbb{C}^{k-1} \to \mathbb{C}, \ (z_1, \ldots, z_{k-1}) \mapsto \int_0^1 \gamma_l(z_1, \ldots, z_l)(t) dt.$$

Recall that the integral operator $\int_0^1 : C^1([0, 1], \mathbb{C}) \to \mathbb{C}$ is continuous linear and $\gamma_l$ is holomorphic. Thus, $\Gamma_l$ is holomorphic. Finally, write

$$\Log_k(z_1, \ldots, z_k) = \sum_{l<k} A_{kl}(\hat{e}) \int_0^1 \gamma_l(\hat{e})(t) dt.$$
\[
\text{Log}_k(z_1, \ldots, z_k) = z_k + \sum_{1 \leq l < k} A_{kl} \circ L(z_1, \ldots, z_{k-1}) \cdot \Gamma_l \circ L(z_1, \ldots, z_{k-1})
\]

as a composition of holomorphic maps, whence \(\text{Log}_k\) is holomorphic. \(\square\)

From Proposition 5.3, we immediately deduce the following theorem.

**Theorem 5.4** Let \(G\) be either the complex Butcher group \(G^C_{\text{TM}}\) or the Butcher group \(G_{\text{TM}}\). Then, \(G\) is an exponential Lie group, i.e. the exponential map \(\exp_G : L(G) \to G\) is a global diffeomorphism. Note that \(\exp_G\) is even an analytic diffeomorphism.

**Remark 5.5** Recall from [29, Definition IV.1.9] that a Lie group whose associated exponential map is an analytic (local) diffeomorphism is a Baker–Campbell–Hausdorff (BCH) Lie group. Thus, Theorem 5.4 shows that \(G^C_{\text{TM}}\) and \(G_{\text{TM}}\) are BCH Lie groups.

Note that this entails that \(L(G^C_{\text{TM}})\) and \(L(G_{\text{TM}})\) are BCH Lie algebras, i.e. these Lie algebras admit a zero neighbourhood \(U\) such that for all \(x, y \in U\) the Baker–Campbell–Hausdorff series \(\sum_{n=1}^{\infty} H_n(x, y)\) converges (see [29, Definition IV.1.3]) and defines an analytic product. In fact, from [29, Theorem IV.2.8], we derive that the BCH series is the Taylor series of the local multiplication (cf. Theorem 2.1 and Sect. 3)

\[
*: L(G^C_{\text{TM}}) \times L(G^C_{\text{TM}}) \to L(G^C_{\text{TM}}), \quad a \ast b = (a + e) \cdot (b + e) - e.
\]

### 6 The Subgroup of Symplectic Tree Maps

In this section, we show that the subgroup of symplectic tree maps is a closed Lie subgroup of \(G^C_{\text{TM}}\).

**Remark 6.1** Recall from (cf. [5, p.81]) the definition of the *Butcher product* (not to be confused with the product in the Butcher group).

For two trees \(u, v\), we denote by \(u \circ v\) the Butcher product, defined as the rooted tree obtained by adding an edge from the root of \(v\) to the root of \(u\), and letting the root of \(u\) be the root of the full tree.

Let us illustrate the Butcher product with some examples involving trees with one and two nodes (in the picture the node at the bottom is the root of the tree).

\[
\circ \circ = \circ, \quad \circ \circ = \circ, \quad \circ \circ = \bigvee, \quad \circ \circ = \bigvee
\]

**Definition 6.2** (a) A tree map \(a\) is called *symplectic* if it satisfies the condition

\[
P_{u,v}(a) := a(u \circ v) + a(v \circ u) - a(u)a(v) = 0, \quad \forall u, v \in \mathcal{T}.
\]

(b) We let \(S^C_{\text{TM}}\) be the *subset of all symplectic tree maps* in \(G^C_{\text{TM}}\). Note that the group multiplication of the Butcher group turns \(S^C_{\text{TM}}\) into a subgroup (see Lemma 6.3).

For the reader’s convenience, we recall the proof of the subgroup property for \(S^C_{\text{TM}}\).
Lemma 6.3 The set $S_{TM}^C$ of symplectic tree maps is a closed subgroup of $G_{TM}^C$.

Proof Let us first establish the subgroup property. To see that $S_{TM}^C$ is a subgroup, one uses [20, Theorem VI.7.6] twice. First, by [20, Theorem VI.7.6], the Butcher series associated with a symplectic tree map preserves certain quadratic first integrals. Now, the product in the Butcher group corresponds to the composition of Butcher series (cf. [20, III.1.4]). As the Butcher series preserve the quadratic first integrals, the same holds for their composition, whence by [20, Theorem VI.7.6] the product of symplectic tree maps is a symplectic tree map.

To see that $S_{TM}^C$ is closed, note that $P_{u,v}$ is continuous for all $u, v \in T$. In fact, this follows from the continuity of $\text{ev}_{u_{0v}}, \text{ev}_{y_{0u}}, \text{ev}_{u}$ and $\text{ev}_{v}$ (see Lemma 1.22). Now $S_{TM}^C = \bigcap_{u,v \in T} P_{u,v}^{-1}(0)$ is closed as an intersection of closed sets.

Remark 6.4 Recall from [7, Theorem 2.1] that the integration method associated with a symplectic tree map is symplectic for general Hamiltonian systems $y' = J^{-1} \nabla H(y)$. Here $J = \begin{pmatrix} 0 & \text{id}_{\mathbb{R}^d} \\ -\text{id}_{\mathbb{R}^d} & 0 \end{pmatrix}$ is the standard symplectic form on $\mathbb{R}^{2d}$. Thus, it becomes clear why the tree maps which satisfy (18) are called symplectic.

Definition 6.5 Recall from [29, Proposition II.6.3] that one can associate with the subgroup $S_{TM}^C \subseteq G_{TM}^C$ the differential tangent set

$$L^d(S_{TM}^C) := \left\{ \alpha'(0) \in T_{e}G_{TM}^C \mid \alpha \in C^1 \left( [0, 1], G_{TM}^C \right), \alpha(0) = e \text{ and } \alpha([0, 1]) \subseteq S_{TM}^C \right\}$$

which is a Lie subalgebra of $L(G_{TM}^C) = T_{e}G_{TM}^C$. Again, we identify in the following the tangent space $T_{e}G_{TM}^C$ with $C^T$.

Remark 6.6 (Computation of the differential tangent set $L^d(S_{TM}^C)$) Consider $\gamma \in C^1([0, 1], G_{TM}^C)$, $\gamma(0) = e$ and $\gamma([0, 1]) \subseteq S_{TM}^C$. Observe that for a tree $u$, the map $\text{ev}_u \circ \gamma : [0, 1] \to \mathbb{C}$ is smooth and the chain rule yields $\frac{\partial}{\partial t} \text{ev}_u \circ \gamma(t) = \text{ev}_u(\frac{\partial}{\partial t} \gamma(t))$. Thus, for all $u, v \in T$, we have

$$\frac{\partial}{\partial t} P_{u,v}(\gamma(t)) = \left( \frac{\partial}{\partial t} \gamma(t) \right) (u \circ v) + \left( \frac{\partial}{\partial t} \gamma(t) \right) (v \circ u) - \gamma(t)(v) \left( \frac{\partial}{\partial t} \gamma(t) \right) (u) - \gamma(t)(u) \left( \frac{\partial}{\partial t} \gamma(t) \right) (v) = 0. \quad (19)$$

In particular for $t = 0$, this entails $\left( \frac{\partial}{\partial t} \big|_{t=0} \gamma(t) \right) (u \circ v) + \left( \frac{\partial}{\partial t} \big|_{t=0} \gamma(t) \right) (v \circ u) = 0$. The differential tangent set for the subgroup $S_{TM}^C$ is therefore given by

$$L^d(S_{TM}^C) = \left\{ b \in L(G_{TM}^C) \mid Q_{u,v}(b) := b(u \circ v) + b(v \circ u) = 0 \text{ for all } u, v \in T \right\}. \quad (20)$$

Since $S_{TM}^C$ is a closed subgroup of a (locally) exponential Lie group, [29, Lemma IV.3.1.] shows that $L^d(S_{TM}^C)$ is a closed Lie subalgebra and we can identify it with

$$L^d(S_{TM}^C) = \left\{ x \in L(G_{TM}^C) \mid \exp_{TM}^C (\mathbb{R}x) \subseteq S_{TM}^C \right\}.$$
Remark 6.7 The characterisation (20) of the differential tangent set of $S^C_{TM}$ exactly reproduces the condition in [20, Remark IX.9.4]. There the condition (20) characterises an element “in the tangent space at the identity of $S^C_{TM}$”. Note that in loc.cit. no differentiable structure on $G^C_{TM}$ or $S^C_{TM}$ is considered and a priori it is not clear whether $S^C_{TM}$ is actually a submanifold of $G^C_{TM}$. The differentiable structure of the Butcher group allows us to exactly recover the intuition of numerical analysts. Indeed, we will see that $S^C_{TM}$ is a submanifold of $G^C_{TM}$ such that $T_c S^C_{TM} = L^d(S^C_{TM})$.

Proposition 6.8 Let $S^C_{TM}$ be the subgroup of symplectic tree maps, then

$$\exp_{G^C_{TM}}(L^d(S^C_{TM})) = \exp_{G^C_{TM}}(L(G^C_{TM})) \cap S^C_{TM}.$$ 

Proof From the characterisation of the differential tangent set $L^d(S^C_{TM})$ in Remark 6.6, we deduce that $\exp_{G^C_{TM}}(L^d(S^C_{TM})) \subseteq S^C_{TM}$.

For $S^C_{TM} \subseteq \exp_{G^C_{TM}}(L^d(S^C_{TM}))$, let $a = \exp_{G^C_{TM}}(b) \in S^C_{TM}$ and recall that $a$ uniquely determines $b \in L(G^C_{TM})$ since $G^C_{TM}$ is exponential. Also, define $\gamma : [0, 1] \to G^C_{TM}$ as $\gamma(t) = \exp_{G^C_{TM}}(t b)$.

We must show that $b$ satisfies (20) for all pairs of trees $u, v$. As a side product of the proof, we get that $P_{u,v}(\gamma(t)) = 0$ for all $t$. Proceed by induction on $|u| + |v|$, and consider (19) which we evaluate for all trees using that $\gamma$ solves the differential equation (8) for the constant path $t \mapsto b$, i.e. since $b(\emptyset) = 0$ we have

$$\left( \frac{\partial}{\partial t} \gamma(t) \right)(\tau) = b(\tau_k) + \sum_{s \in S_P(\tau_k)_1} \gamma(t)(s_{\tau_k}) b(\tau_k \backslash s). \quad (21)$$

First, let $|u| + |v| = 2$, i.e. we insert the single-node tree $u = v = \bullet$ in (18). Now, $P_{\bullet,\bullet}(a) = 2a(\emptyset) - a(\bullet)^2$ and (20) yields $Q_{\bullet,\bullet}(b) = 2b(\emptyset)$. Moreover, for the single-node trees, (19) with (21) yields

$$\frac{\partial}{\partial t} P_{\bullet,\bullet}(\gamma(t)) = 2b(\emptyset) + 2\gamma(t)(\bullet) b(\bullet) - 2\gamma(t)(\bullet) b(\bullet) = 2b(\emptyset).$$

We conclude that $\frac{\partial}{\partial t} P_{\bullet,\bullet}(\gamma(t))$ is constant in $t$. Now, $\gamma(0) = e$ implies $P_{\bullet,\bullet}(\gamma(0)) = 0$ and $P_{\bullet,\bullet}(\gamma(1)) = 0$ holds since $\gamma(1) \in S^C_{TM}$. Therefore, the fundamental theorem of calculus [17, Theorem 1.5] yields $Q_{\bullet,\bullet}(b) = 2b(\emptyset) = \int_0^1 \frac{\partial}{\partial t} P_{\bullet,\bullet}(\gamma(t)) dt = 0$. In addition, $P_{\bullet,\bullet}(\gamma(t)) = 0$ for all $t$.

Now, let $u, v$ be arbitrary, and assume that $Q_{u',v'}(b) = 0$ and $P_{u',v'}(\gamma(t)) = 0$ for all pairs of trees $u', v'$ where $|u'| + |v'| < |u| + |v|$. For the first term in (19), we have

$$\left( \frac{\partial}{\partial t} \gamma(t) \right)(u \circ v) = b(u \circ v) + \sum_{s \in S_{P(u \circ v)}(\gamma)} \gamma(t)(s_{u \circ v}) b(u \circ v \backslash s). \quad (22)$$
Observe that the splittings $\text{SP}(u \circ v)_1$ can be divided into three parts. Namely, we have three disjoint cases for $s \in \text{SP}(u \circ v)_1$, either $su \circ v = u$ or $su \circ v = (s_1) \circ u \circ v$ where $s_1 \in \text{SP}(u)_1$ or $su \circ v = (s_2) \circ v$ where $s_2 \in \text{SP}(v)_1$. Therefore, we can rewrite (22) as

$$\left( \frac{\partial}{\partial t} \gamma(t) \right) (u \circ v) = b(u \circ v) + \gamma(t)(u) b(v) + \sum_{s_1 \in \text{SP}(u)_1} \gamma(t)((s_1) \circ u \circ v) b(u \setminus s_1) + \sum_{s_2 \in \text{SP}(v)_1} \gamma(t)(u \circ (s_2) \circ v) b(v \setminus s_2).$$

For the second term in (19), we get the same expression with $u$ and $v$ interchanged, while for the last two terms, we can use (21) directly.

Now, we see that $\frac{\partial}{\partial t} P_{u,v}(\gamma(t))$ can be written as

$$\frac{\partial}{\partial t} P_{u,v}(\gamma(t)) = Q_{u,v}(b) + \sum_{s_1 \in \text{SP}(u)_1} P((s_1) \circ u \circ v)(\gamma(t)) b(u \setminus s_1) + \sum_{s_2 \in \text{SP}(v)_1} P(u \circ (s_2) \circ v)(\gamma(t)) b(v \setminus s_2).$$

By the induction hypothesis (since $|s_1| < |u|$ and $|s_2| < v$), the two sums disappear, and we are left with $\frac{\partial}{\partial t} P_{u,v}(\gamma(t)) = Q_{u,v}(b)$. Arguing as in the case $|u| + |v| = 2$, we derive $Q_{u,v}(b) = 0$, and therefore, also $P_{u,v}(\gamma(t)) = 0$ for all $t$. Thus, $b \in L^d(S_{\text{TM}}^C)$.

**Theorem 6.9** The subgroup $S_{\text{TM}}^C$ is a closed Lie subgroup of $G_{\text{TM}}^C$. Its Lie algebra $L(S_{\text{TM}}^C)$ coincides with $L^d(S_{\text{TM}}^C)$. Moreover, this structure turns $S_{\text{TM}}^C$ into an exponential BCH Lie group.

**Proof** Proposition 6.8 shows that [29, Theorem IV.3.3.] is applicable. Hence, the subspace topology turns $S_{\text{TM}}^C$ into a locally exponential Lie subgroup of $G_{\text{TM}}^C$. However, since $G_{\text{TM}}^C$ is exponential, Proposition 6.8 indeed shows that $S_{\text{TM}}^C$ is an exponential Lie group. Moreover, the exponential map and its inverse are analytic mappings, whence by [29, Definition IV.1.9] the group $S_{\text{TM}}^C$ becomes a BCH Lie group.

**Corollary 6.10** The subgroup of real symplectic tree maps $S_{\text{TM}} := S_{\text{TM}}^C \cap G_{\text{TM}}$ is a closed Lie subgroup of $G_{\text{TM}}$. Its Lie algebra $L(S_{\text{TM}})$ coincides with $L^d(S_{\text{TM}}^C) \cap L(G_{\text{TM}})$. Moreover, this structure turns $S_{\text{TM}}$ into an exponential BCH Lie group.
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