Third-order phase transition in random tilings

F. Colomo and A. G. Pronko

Abstract. We consider the domino tilings of an Aztec diamond with a cut-off corner of macroscopic square shape and given size, and address the bulk properties of tilings as the size is varied. We observe that the free energy exhibits a third-order phase transition when the cut-off square, increasing in size, reaches the arctic ellipse—the phase separation curve of the original (un-modified) Aztec diamond. We obtain this result by studying the thermodynamic limit of certain nonlocal correlation function of the underlying six-vertex model with domain wall boundary conditions, the so-called emptiness formation probability (EFP). We consider EFP in two different representations: as a tau-function for Toda chains and as a random matrix model integral. The latter has a discrete measure and a linear potential with hard walls; the observed phase transition shares properties with both Gross-Witten-Wadia and Douglas-Kazakov phase transitions.

1. Introduction

Dimer coverings and random tilings of regular lattices are problems of great and long-lasting interest [1–5]. In spite of the simplicity of their formulation, they exhibit numerous fascinating features. In particular, the dependence of macroscopic quantities (such as the free energy) on boundary conditions is most unusual and intriguing. For some recent advances on physics of dimers and related tiling problems and their applications see, e.g., [6, 7] and references therein.

The influence of boundary conditions on macroscopic quantities is related with the fact that random tiling of finite planar regions may exhibit phase separation phenomena. A famous example is provided by the domino tilings of the “Aztec diamond”, that exhibits “frozen” domino configurations in the corners, outside a central region of disorder; the phase separation curve emerging in the scaling limit is called arctic circle, or arctic ellipse for a weighted counting of configurations [8] (for recent developments, see, e.g., [9] and references therein). Another famous example is given by lozenges (rhombi) tilings of an hexagon, which are equivalent to boxed plane partitions [10]. In rather general settings these and other similar problems in mathematical literature are usually treated in terms of dimer models on planar bipartite graphs [11–13].

The phase separation phenomena can also be observed in vertex models, which can be treated as models of interacting dimers [14]. Most impressive results on this topic so far have been provided by numerical experiments [15, 16]. Some exact
analytical results for the six-vertex model were obtained in \cite{17-19}; to progress further on this problem additional studies of random tilings seem to be very relevant.

In dealing with tiling problems one may wonder how stable are the observed bulk properties of tilings, such as free energy, phase separation phenomena, etc., against various deformations of the considered finite region. While it is clear that preserving a peculiar microscopic shape of the boundary of the region (e.g., the staircase shape for the boundary of the Aztec diamond) is crucial for obtaining the phase separation, one can also consider macroscopic transformations of the shape of the region.

The purpose of the present paper is to address this problem on the example of domino tilings. Specifically, we consider here the domino tilings of the Aztec diamond with a cut-off corner of macroscopic square shape and given size, and study the bulk properties of the tilings as the size is varied. We rely on the well-known correspondence between the domino tilings of the Aztec diamond and the six-vertex model with domain wall boundary conditions (DWBC) \cite{20,21}. Here we extend this correspondence to the domino tilings of the Aztec diamond with a cut-off corner. In this case, the six-vertex model is considered with a square portion of the lattice removed, but again with DWBC.

The partition function of the six-vertex model on this modified lattice can be written as certain nonlocal correlation function of the six-vertex model on the original lattice. This correlation function is exactly what is known as the emptiness formation probability (EFP), which can be viewed as a test function for total ferroelectric order in a rectangular subregion in a corner of the original lattice. Here we specialize the subregion to a square, and derive the behavior of EFP in the thermodynamic limit.

Restating the result in terms of tilings, we get the free energy of the domino tilings of the Aztec diamond with a cut-off corner, as a function of the size of the cut-off square. We observe that the free energy exhibits a third-order phase transition when the cut-off square, increasing in size, reaches the phase separation curve of the original (unmodified) Aztec diamond, the arctic ellipse.

This result provides a novel insight on the phase separation phenomena in tiling models. The phase separation curves can be seen as critical curves in the space of parameters describing the macroscopic geometry of the tiled region. While here we provide just a single example of this interpretation, focusing on the domino tilings of Aztec diamond, it may have rather universal nature and be observed in other tiling problems and dimer models.

We organize the paper as follows. In the next section we discuss the relation between tilings of the Aztec diamond with a cut-off square and EFP in the six-vertex model. In Section 3 we discuss a Hankel determinant formula for EFP, which can be viewed both as a solution of Toda chain differential equations, and as a random matrix model integral (with a discrete measure). In Section 4 we derive the result using the differential equations approach. In Section 5 we show how the same result can be obtained from the random matrix model integral. In Section 6 we discuss the connection of the observed phase transition with the arctic ellipse.

2. Domino tilings and the six-vertex model

First, recall (see \cite{21}) that domino tilings can be formulated in terms of the six-vertex model on a square lattice by mapping elementary patches of domino tilings
to arrow configurations as shown on Figure 1. The Aztec diamond of order \( N \) then corresponds to the six-vertex model on an \( N \times N \) lattice with a specific choice of arrows on the boundary edges, known as the DWBC [20], see Figure 2, picture on the left. As a dimer model on a bipartite graph, domino tilings of the Aztec diamond correspond to the coverings of a square portion of a fishnet-like square lattice, see Figure 2, picture on the right. Obviously, the results below thus apply not only to tilings but also to dimers.

Let \( w_i \) denote the Boltzmann weight of the \( i \)th arrow configuration around a vertex, \( i = 1, \ldots, 6 \), as they appear on Figure 1 from left to right. The plain enumerations of domino tilings correspond to the choice \( w_1 = \ldots = w_5 = 1 \) and \( w_6 = 2 \). More generally, one may consider \( w_i \)'s arbitrary but obeying the free-fermion condition,

\[
 w_1 w_2 + w_3 w_4 = w_5 w_6. \tag{2.1}
\]

The partition function of the six-vertex model with DWBC on the \( N \times N \) lattice, \( Z_N \), for weights satisfying the condition (2.1), has an extremely concise form (see, e.g., [21]):

\[
 Z_N = \frac{w_5^{N(N-1)/2} w_6^{N(N+1)/2}}{w_1 w_2 + w_3 w_4}. \tag{2.2}
\]

We shall use the following parameterization:

\[
 w_1 = w_2 = \sqrt{\rho(1-\alpha)}, \quad w_3 = w_4 = \sqrt{\rho\alpha}, \quad w_5 = 1, \quad w_6 = \rho. \tag{2.3}
\]

Since in any configuration of the six-vertex model with DWBC the number of vertices of type 6 is equal to the number of vertices of type 5 plus \( N \), the parameter \( \rho \) is just an overall normalization of weights. In the enumeration of domino tilings in terms of the six-vertex model configurations \( \rho = 2 \). On the contrary, the parameter \( \alpha \) is relevant. In the domino tilings it describes the asymmetry between the two orientations, namely NE-SW and NW-SE, of dominoes, giving them the weights \( \sqrt{2(1-\alpha)} \) and \( \sqrt{2\alpha} \), respectively, in their weighted (“biased”) counting [8].

We now introduce the Aztec diamond with a cut-off corner. Given an Aztec diamond of order \( N = r + s \), let us consider a new region which can be obtained from the original Aztec diamond by removing the dashed subregion indicated in Figure 3. This subregion can be viewed as an Aztec diamond of order \( s \), with one NE-SW row deleted in the middle, and it admits only one tiling, with all dominoes NE-SW oriented. The new region thus obtained is the Aztec diamond with a cut-off corner. We note that it can be tiled with dominoes only for \( s \leq r \), as it can be easily seen in the dimer context.

The Aztec diamond with a cut-off corner can be related to the six-vertex model in standard way. The six-vertex model is now defined on an \( (r + s) \times (r + s) \) lattice

---

1Note that the new region must contain a line segment attached to the SE corner of the removed subregion, to keep connection with the six-vertex model.
Figure 2. An Aztec diamond of order $N$ and the underlying $N \times N$ square lattice with DWBC, $N = 4$ (left); the bipartite graph for the related dimer model (right).

Figure 3. The Aztec diamond of order $r + s$, with a cut-off square of size $s$, and the corresponding lattice for the six-vertex model, $r = 7, s = 3$.

with a square portion of the lattice, of size $s$, removed. Due to the relation between dominoes and vertex configurations (Figure 1), the six-vertex model with a cut-off square must have again DWBC, namely all horizontal external arrows are outgoing, and all vertical ones are incoming, for the new boundary edges as well, as shown in Figure 3. We denote the partition function of the six-vertex model on the new lattice as $Z_{r,s}$.

We are interested in the thermodynamic limit of large lattices, with large sizes of the cut-off corner. We thus consider both $r$ and $s$ large, with the ratio $s/r =: v$ fixed. Since the model is meaningful only for $s \leq r$, variable $v$ runs over the interval $[0, 1]$. We define the free energy per site of the six-vertex model with a cut-off corner by

$$F(v) = - \lim_{r,s \to \infty} \frac{\log Z_{r,s}}{s/r^2 + 2rs}.$$  

(2.4)

Clearly, $F(v)$ is also the free energy per domino for domino tilings of a large Aztec diamond (of order $r(1 + v)$, $r \to \infty$) with a cut-off corner of square shape (and size $rv$).

To evaluate the partition function $Z_{r,s}$, let us now introduce EFP, a nonlocal correlation function of the six-vertex model on the complete lattice [22]. This correlation function, denoted $f_{r,s}$, can be defined as the probability that the vertices of the $s \times s$ subregion at the top-left corner of the $(r + s) \times (r + s)$ lattice with
Figure 4. The configuration of arrows whose probability is equal to $f_{r,s}$.

DWBC are all of type 2, see Figure 3. Note, that the definition of EFP can be easily extended to a more general situation where the subregion at top-left corner has a rectangular shape; here we consider only the case of a square shape.

It is clear that EFP coincides, modulo a simple overall factor, with the partition function of the six-vertex model on the same $(r+s) \times (r+s)$ lattice but with all the vertices belonging to the $s \times s$ subregion in the top-left corner lattice removed, see Figure 3. Indeed, for general values of the six-vertex model weights (i.e. not only under the condition (2.1)), we may write

$$Z_{r,s} = \frac{Z_{r+s}}{(w_2)^{s^2}} f_{r,s}. \tag{2.5}$$

with the convention that $Z_{r,0} = Z_r$.

Given the above definition of EFP, one can compute it for some special cases. First we note that the set of admissible configurations is empty for $s$ greater than $r$, so that EFP is nontrivial only for $s = 0, 1, \ldots, r$. Aside from the obvious case of $s = 0$, in which

$$f_{r,0} = 1, \tag{2.6}$$

there are two other easily computable cases, namely $s = 1$ and $s = r$. In the first case EFP can be inferred from the observation that the probability of having a vertex of type 2 at the very top-left corner of the lattice is equal to one, minus the probability of having the vertex of type 6 (see Figure 11 and also discussion in [23]), hence

$$f_{r,1} = 1 - \frac{w_6(w_3w_4)^r Z_r}{Z_{r+1}} = 1 - \alpha^r. \tag{2.7}$$

In the second case, $r = s$, the $2r \times 2r$ lattice splits onto four $r \times r$ sublattices; all vertices of the top-left sublattice are of type 2, of the bottom-right one are of type 1, and the top-right and the bottom-left sublattices have DWBC, hence

$$f_{r,r} = \frac{(w_1w_2)^r Z_r^2}{Z_{2r}} = (1 - \alpha)^r. \tag{2.8}$$

Note that (2.6) and the first equalities in (2.7) and (2.8) hold for generic weights, independently of the free-fermion condition (2.1).
In the thermodynamic limit, where both $r$ and $s$ are large, with the ratio $v = s/r$ fixed, $v \in [0, 1]$, EFP can be described by function $\sigma(v)$, defined by

$$f_{r,s} = \exp\left\{-r^2\sigma(s/r) + o(r^2)\right\}, \quad s, r \to \infty.$$  \hspace{1cm} (2.9)

Some properties of the function $\sigma(v)$ can be seen directly from the definition of the EFP. For instance, $f_{r,s}$ being a probability, it varies from 0 to 1, and thus $\sigma(v) \geq 0$. Furthermore, since increasing the ratio $s/r = v$ corresponds to decreasing the number of configurations contributing into the EFP, it follows that $\sigma(v)$ is a nondecreasing function of its variable.

From (2.3) and (2.5), we may write the free energy per site (2.4) of the six-vertex model with a cut-off corner as

$$F(v) = -\log \sqrt{\varrho} + \frac{\nu^2}{1 + 2v} \log \sqrt{1 - \alpha} + \frac{1}{1 + 2v} \sigma(v).$$  \hspace{1cm} (2.10)

Thus the free energy density $F(v)$ is completely determined by the function $\sigma(v)$, which is the object of our study in what follows.

Before addressing the exact form of the function $\sigma(v)$, let us discuss its behaviour qualitatively. We recall that the arctic circle (or, in general, ellipse) phenomenon in the domino tilings of the Aztec diamond is the emergence, in the thermodynamic limit, of four frozen regions in the corners, sharply separated from a central region of disorder.

Turning to the language of the six-vertex model, this implies in particular the presence of a frozen region of vertices of type 2 in the top-left corner, outside the arctic ellipse. Thus, by construction (see also discussion in [24]), EFP must tend to one, as the lattice coordinates $r$ and $s$ get large, $r, s \to \infty$, but such that the corresponding $s \times s$ subregion is entirely contained in the top-left frozen region, i.e., outside of the arctic ellipse. For the same reason, EFP is expected to tend to zero, as $r, s \to \infty$ and such that the $s \times s$ subregion in the top-left corner overlaps with the central region of disorder.

In view of this behavior, it is quite naturally to expect that the function $\sigma(v)$, defined in (2.9), vanishes identically on some interval $[0, v_c]$, where the value of $v_c$ corresponds to the arctic ellipse. On the remaining interval, i.e., for $v \in [v_c, 1]$, the function $\sigma(v)$ is expected to be positive-valued and nondecreasing function of $v$. This is indeed what we shall observe in the following by analysing some exact representation for EFP. Further discussion in connection with the arctic ellipse phenomenon is given in Section 6.

3. EFP as a Hankel determinant

In this section we discuss our main tool to study EFP, namely, its representation in terms of certain Hankel determinant.

We first mention that in our previous works, our treatment of EFP in the six-vertex model with DWBC was based on certain representation in terms of a multiple integral, valid for the model with generic weights, and derived in [22]. In the special case of the free-fermion weights we used this representation to recover the arctic ellipse in [24]; the case of generic weights and the corresponding arctic curves were considered in [18,19]. However, such representation turns out having rather limited capabilities to address the asymptotic properties of EFP in the thermodynamic limit, even in the technically simple case of the free-fermion model (see, e.g., the discussion in [24]).
Motivated by this problem, in [25] various alternative representations for EFP in the case of the free-fermion model were provided. The main result concerned a Hankel determinant formula, which can be viewed as resulting from the evaluation of all the integrals in the multiple integral representation. In the special case of EFP of a square shaped region, the Hankel determinant representation reads:

\[
f_{r,s} = \frac{(1 - \alpha)^s}{(\prod_{j=1}^{r-1} j!)^2} \det_{1 \leq j,k \leq s} \left[ \sum_{m=0}^{r-1} m^{j+k-2} \alpha^m \right].
\]

This representation allows one to relate EFP with a set of Toda chain differential equations and with a random matrix model possessing a simple potential.

A relation of (3.1) with Toda chains can be established due to its Hankel determinant structure, using the fact that all entries in the determinant can be obtained by acting with the differential operators \((\alpha \partial + 1)\alpha^{j+k-2}\) on certain function of \(\alpha\), independent of \(s\). This allows one to use the Sylvester determinant identity to treat the determinant as the tau-function of some Toda chain [26, 27]. One can obtain the following equation for EFP:

\[
(\alpha \partial)^2 \log f_{r,s} = \frac{s^2 \alpha}{(1 - \alpha)^2} \left( \frac{f_{r+1,s} f_{r-1,s}}{f_{r,s}^2} - 1 \right).
\]

This equation, supplemented by values of \(f_{r,s}\) at \(s = 0\) and \(s = 1\), given by (2.6) and (2.7), respectively, allows one to reconstruct the function \(f_{r,s}\) iteratively for the remaining values of \(s\). In [25], it was also proven that, for any given \(s\), the function \(f_{r,s}\) satisfies the following equation, where now \(r\) varies:

\[
(\alpha \partial)^2 \log f_{r,s} = \frac{r^2 \alpha}{(1 - \alpha)^2} \left( \frac{f_{r+1,s} f_{r-1,s}}{f_{r,s}^2} - 1 \right).
\]

The existence of this equation can be ascribed to the fact that EFP has one more representation, similar to (3.1), but now in terms of an \((r-s) \times (r-s)\) determinant with entries depending on \(s\) (but not on \(r\)); for further details, see [25], Section 3.

The Hankel determinant representation (3.1) can be easily related to random matrix models as well. Indeed, extracting the sums from the determinant, which takes the Vandermonde form, and symmetrizing the obtained expression, one gets

\[
f_{r,s} = \frac{(1 - \alpha)^s}{s! (\prod_{j=1}^{r-s} j!)^2} \sum_{m_1=0}^{r-1} \cdots \sum_{m_s=0}^{r-1} \prod_{j=1}^{r-s} (m_k - m_j)^2 \prod_{j=1}^{r-s} \alpha^{m_j}.
\]

This expression can be viewed as the standard integral formula, although with a discrete measure, for a random matrix model partition function with a linear potential and two hard walls, see the discussion in Section 5. We mention that a similar expression appeared also in certain random growth model [28].

To derive the function \(\sigma(v)\) from the Hankel determinant representation, we shall need its values, at \(v = 0\) and \(v = 1\), for the Toda differential equation approach, and as \(\alpha \to 0\) and \(\alpha \to 1\), for the random matrix model approach. Some of these values directly follows from the definition of EFP, while other can be obtained only from an explicit evaluation of the Hankel determinant in (3.1).

First, we consider EFP in the case of large \(r\) and finite \(s\). As explained in Appendix A, the Hankel determinant in (3.1) admits an explicit evaluation at \(r = \infty\), for \(\alpha\) arbitrary. The result is given by (A.2). Since for large \(r\) every entry can
be represented as its value at \( r = \infty \), minus an \( O(\alpha^r) \) term, we have an estimate of the form
\[
\det_{1 \leq j < k \leq s} \left[ \sum_{m=0}^{r-1} m^j + k - 2 \alpha^m \right] = \prod_{j=0}^{s-1} (j!)^2 \alpha^j (1 - \alpha)^{2j+1} + O(\alpha^r). \tag{3.5}
\]
In this estimate we assume that \( \alpha \in (0, 1) \), i.e., we exclude the values \( \alpha = 0 \) and \( \alpha = 1 \) in the discussion of the large \( r \) limit, \( s \) finite. The formula above implies that EFP takes values close to one, up to exponentially small corrections,
\[
1 - f_{r,s} = O(\alpha^r), \quad r \to \infty. \tag{3.6}
\]
Such behavior in fact implies that at \( v = 0 \) the function \( \sigma(v) \) vanishes together with all its derivatives,
\[
\sigma^{(n)}(0) = 0, \quad n = 0, 1, \ldots \tag{3.7}
\]
Note that for \( n = 0, 1 \) this could already be argued from (2.6) and (2.7).

Next we consider the case of \( s = r \), at arbitrary \( \alpha \). It can be easily seen that (3.1) immediately reproduces (2.8) by noting that the multiple sum in (3.4), modulo permutations, is given by a single term, with \( m_j = j - 1 \). Hence,
\[
\sum_{m_1=0}^{r-1} \cdots \sum_{m_s=0}^{r-1} \prod_{j<k} (m_k - m_j) \prod_{j=1}^{r-1} \alpha^{m_j} = r^s \prod_{j=1}^{r-1} (j!)^2 \cdot \alpha^{r(r-1)/2}, \tag{3.8}
\]
and in the thermodynamic limit we have
\[
\sigma(1) = -\log(1 - \alpha), \tag{3.9}
\]
which will be used together with (3.7) in the next section.

Let us now treat the case of \( \alpha \to 0 \), at arbitrary \( r \) and \( s \). The result for EFP can be obtained directly from its definition, since the weights \( w_3 \) and \( w_4 \) vanish, and there is just a single configuration contributing to the partition function. We simply have
\[
\lim_{\alpha \to 0} f_{r,s} = 1. \tag{3.10}
\]
The same result is easily recovered from (3.3) by noting that, for small \( \alpha \), only the term \( m_j = j - 1 \) in the multiple sum (modulo permutations) is relevant, since all other terms are of higher order in \( \alpha \), and (3.8) applies. In the thermodynamic limit we have
\[
\lim_{\alpha \to 0} \sigma(v) = 0, \tag{3.11}
\]
that will be used in the random matrix model approach in Section 5.

Finally, we study the case of \( \alpha \to 1 \). From the definition of EFP, recalling that in this case the weights \( w_1 \) and \( w_2 \) vanish, and that in each configuration these weights appear in pairs, it follows that
\[
f_{r,s} \sim C_{r,s}(1 - \alpha)^{s^2}, \quad \alpha \to 1, \tag{3.12}
\]
where \( C_{r,s} \) is some quantity independent of \( \alpha \), which cannot be worked out simply by inspecting the configurations. However, one can find \( C_{r,s} \) from the Hankel determinant representation for EFP, since, as explained in Appendix A, the determinant in (3.1) at \( \alpha = 1 \) can be explicitly evaluated, with the result given by (A.4).
Plugging it into (3.1) leads to (3.12) where the quantity \( C_{r,s} \) reads
\[
C_{r,s} = \prod_{j=0}^{s-1} \frac{(j!)^2(j+r)!}{(2j)!(r-j-1)!(2j+1)!}.
\] (3.13)

In the thermodynamic limit, the quantity of interest being \( \sigma(v) \), we may write
\[
\lim_{r \to \infty} \left[ \sigma(v) + v^2 \log(1 - \alpha) \right] = \psi(v),
\] (3.14)

where
\[
\psi(v) := -\lim_{s/r \to v} \frac{\log C_{r,s}}{r^2}.
\] (3.15)

From the exact expression (3.13) for the quantity \( C_{r,s} \), using standard arguments based on Stirling formula, we easily obtain
\[
\psi(v) = v^2 \log 4v - \frac{(1 - v)^2}{2} \log(1 - v) - \frac{(1 + v)^2}{2} \log(1 + v).
\] (3.16)

The function \( \psi(v) \) enters the derivation of the function \( \sigma(v) \) from the random matrix model integral.

4. The differential equations approach

The approach which we intend to apply here to derive the function \( \sigma(v) \) is strongly inspired by that used in [27] where the partition function of the six-vertex model with DWBC was studied exploiting its property of being the tau-function of a semi-infinite Toda chain.

The derivation is based on the idea that (3.2) and (3.3) can be used to derive a set of partial differential equations for \( \sigma(v) \). Indeed, substituting (the logarithm of) definition (2.9) into (3.2) and (3.3), replacing \( s \) with \( vr \), dividing by \( r^2 \), and taking the limit \( r \to \infty \), we obtain
\[
(\alpha \partial_{\alpha})^2 \sigma = \frac{v^2 \alpha}{(1 - \alpha)^2} \left( 1 - e^{-\sigma''} \right),
\]
\[
(\alpha \partial_{\alpha})^2 \sigma = \frac{\alpha}{(1 - \alpha)^2} \left( 1 - e^{-v^2 \sigma'' + 2v\sigma' - 2\sigma} \right).
\] (4.1)

Here the prime denotes the derivative with respect to \( v \) and to simplify writing we lift the dependence on \( v \). The limit performed above holds uniformly in \( v \), over any interval where \( \sigma'' \) exists.

We first obtain solutions of the system of equations (4.1), and next explain how they can be used to construct the function \( \sigma(v) \) describing the thermodynamic limit of the EFP. Equating the right-hand sides of the two equations in (4.1) gives us the following ordinary differential equation in \( v \):
\[
v^2 e^{(v^2 - 1)\sigma'' - 2v\sigma' + 2\sigma} + (1 - v^2) e^{v^2 \sigma'' - 2v\sigma' + 2\sigma} = 1.
\] (4.2)

Since both terms here in the left-hand side are nonnegative and vary from 0 to 1, we can parameterize them as \( \sin^2 \varphi \) and \( \cos^2 \varphi \), respectively, with function \( \varphi = \varphi(v) \) taking values over the interval \([0, \pi/2]\). Thus we replace (4.2) by the system of two
equations for two functions, $\sigma$ and $\varphi$,

$$
\begin{align*}
\sigma'' &= -2 \log \frac{\sin \varphi}{v} + 2 \log \frac{\cos \varphi}{\sqrt{1 - v^2}}, \\
\nu \sigma' - \sigma &= -v^2 \log \frac{\sin \varphi}{v} - (1 - v^2) \log \frac{\cos \varphi}{\sqrt{1 - v^2}}.
\end{align*}
$$

(4.3)

Since $(\nu \sigma' - \sigma)' = \nu \sigma''$, differentiating the second equation and subtracting the first one multiplied by $\nu$ allows us to eliminate $\sigma$ and to obtain the following equation for $\varphi$:

$$
[(1 - v^2) \tan \varphi - v^2 \cot \varphi] \varphi' = 0.
$$

(4.4)

Obviously, this equation has two solutions, which we denote as $\varphi_I$ and $\varphi_{II}$, which read

$$
\varphi_I(v) = \arcsin v, \quad \varphi_{II}(v) = \omega,
$$

(4.5)

where $\omega$ is some function of $\alpha$ (but not of $v$).

Denoting by $\sigma_I$ the solution of (4.3) that corresponds to $\varphi_I$, we find from (4.3) that it must satisfy the equations $\sigma_I'' = \nu \sigma_I' - \sigma_I = 0$. Hence, it is just a linear function in $v$ of the form

$$
\sigma_I(v) = Av,
$$

(4.6)

where $A$ depends on $\alpha$. To fix $A$, we plug this solution of (4.2) into (4.1) that gives us the equation $$(\alpha \partial_\alpha)^2 A = 0,$$ which can be readily solved with the result

$$
A = a_1 + a_2 \log \alpha,
$$

(4.7)

where $a_1$ and $a_2$ are arbitrary constants.

The solution $\sigma_{II}$ of (4.3) that corresponds to $\varphi_{II}$ can be worked out in a similar manner. Solving (4.3) with $\varphi$ replaced by a $v$-independent function $\omega$, we find the expression

$$
\sigma_{II}(v) = v^2 \log v - \frac{(1 - v^2)^2}{2} \log(1 - v) - \frac{(1 + v)^2}{2} \log(1 + v) + v^2 \log \cot \omega + Bv + \log \cos \omega,
$$

(4.8)

where $B$ depends on $\alpha$. We can find $B$ and $\omega$ by substituting the obtained solution into one of the two equations in (4.11). The resulting equation has in both sides second order polynomials in $v$; matching terms in powers of $v$ we obtain three ordinary differential equations in $\alpha$. The equation due to the first order term in $v$ is $(\alpha \partial_\alpha)^2 B = 0$, from which we conclude that

$$
B = b_1 + b_2 \log \alpha,
$$

(4.9)

where $b_1$ and $b_2$ are some constants. The remaining two equations, due to the zeroth and second order terms in $v$, are

$$
(\alpha \partial_\alpha)^2 \log \cos \omega = -\frac{\alpha}{(1 - \alpha)^2} \tan^2 \omega
$$

(4.10)

and

$$
(\alpha \partial_\alpha)^2 \log \cot \omega = \frac{\alpha}{(1 - \alpha)^2} \frac{1}{\cos^2 \omega},
$$

(4.11)

respectively. Solving these equations and choosing the compatible solution, which additionally satisfies the condition to be a real-valued function of $\alpha$ taking values
in the interval $[0, \pi/2]$, we obtain that
\begin{equation}
\omega = \arcsin u, \quad u := \frac{1 - \sqrt{\alpha}}{1 + \sqrt{\alpha}}.
\end{equation}

This completes the construction of the solutions of the system of equations (4.1).

Let us now establish the form of the function $\sigma(v)$ describing the thermodynamic limit of the EFP. First of all we note that the function $\sigma(v)$ cannot be expressed in terms of either $\sigma_1(v)$ or $\sigma_{II}(v)$ alone. Indeed, while $\sigma_1(v)$ can be easily made to satisfy the condition at $v = 0$, see (3.7), it cannot satisfy the one at $v = 1$, see (3.9), since the coefficient $A$, given by (4.7), has a different $\alpha$-dependence. At the same time, function $\sigma_{II}(v)$ can be chosen to satisfy the boundary condition at $v = 1$, but it cannot be made consistent with the one at $v = 0$.

Thus, to satisfy the boundary conditions we have to assume that the function $\sigma(v)$ is given by a combination of the two solutions above, in agreement with the discussion at the end of Sect. 2, as follows:
\begin{equation}
\sigma(v) = \begin{cases}
\sigma_1(v) & v \in [0, v_c] \\
\sigma_{II}(v) & v \in [v_c, 1].
\end{cases}
\end{equation}

Here $v_c$ is some function of the parameter $\alpha$. As we show in the remaining part of this section, the assumption of the structure of the function $\sigma(v)$ given by (4.13) allows one to construct the unique solution of (4.1), which possesses the required properties of being a continuous, nonnegative and nondecreasing function of $v$ over the whole interval $[0, 1]$, and satisfies the boundary conditions (3.7) and (3.9).

To completely determine our function $\sigma(v)$ according to (4.13), and find $v_c$, we first satisfy the boundary conditions by fixing the constants $a_1, a_2, b_1,$ and $b_2$ entering (4.6) and (4.8). At $v = 0$, see (3.7), we have the condition $A = 0$, that is $a_1 = a_2 = 0$. Thus, the solution $\sigma_1(v)$ relevant to our function $\sigma(v)$ is just $\sigma_1(v) = 0$.

\begin{equation}
\sigma_1(v) = 0.
\end{equation}

Let us now consider the point $v = 1$, see (3.9). From (4.8), (4.9) and (4.12) we get
\begin{equation}
\sigma_{II}(1) = b_1 + b_2 \log \alpha + \log \frac{\sqrt{\alpha}}{1 - \alpha}
\end{equation}
and hence (3.9) can be satisfied by choosing $b_1 = 0$ and $b_2 = -1/2$. The resulting function $\sigma_{II}(v)$ can be written as
\begin{equation}
\sigma_{II}(v) = v^2 \log \frac{v}{u} - \frac{(1 - v)^2}{2} \log \frac{1 - v}{1 - u} - \frac{(1 + v)^2}{2} \log \frac{1 + v}{1 + u},
\end{equation}
where $u$ is defined in (4.12).

The value $v_c$ can now be determined from the requirement that the function $\sigma(v)$, given by (4.13), (4.14) and (4.16), is continuous, nonnegative and nondecreasing. Since $\sigma_1(v)$ is just equal to zero, continuity implies that $\sigma_{II}(v_c) = 0$. From (4.16) one can see that $\sigma_{II}(v)$ is positive and monotonously increasing, from 0 at $v = u$ to its boundary value $-\log(1 - \alpha)$ at $v = 1$. This allows one to determine the value of the constant $v_c$ in (4.13) to be
\begin{equation}
v_c = u = \frac{1 - \sqrt{\alpha}}{1 + \sqrt{\alpha}}.
\end{equation}

Thus, the function $\sigma(v)$ is given by (4.13), (4.14), (4.16) and (4.17).
As a simple verification of our result here, one can easily check that the limiting conditions at \( \alpha = 0 \) and at \( \alpha = 1 \), given by (3.11) and (3.14), respectively, are indeed satisfied.

5. The random matrix model approach

Here we exploit the approach of [29]. We start from representation (3.4), which we write separating explicitly the matrix model integral

\[
f_{r,s} = \frac{(1 - \alpha)^2}{\alpha^{s(s-1)/2}} I_{r,s},
\]

where we have defined

\[
I_{r,s} = \frac{1}{s! \left( \prod_{j=1}^{s-1} j \right)^2} \sum_{m_i=0}^{r-1} \cdots \sum_{m_s=0}^{r-1} \prod_{m_i} (m_k - m_j)^2 \prod_{j=1}^{s} \alpha^{m_j}.
\]

In this formula one can easily recognize the discrete measure analogue of an Hermitian \( s \times s \) random matrix integral in terms of its eigenvalues. Introducing the rescaled coordinate \( R = r/s \), the large \( s \) limit of \( I_{r,s} \) can be described by the function \( \Phi(R) \), defined by

\[
I_{r,s} = \exp \left\{ s^2 \Phi(r/s) + o(s^2) \right\}, \quad s \to \infty.
\]

The functions \( \sigma(v) \), defined by (2.9), and \( \Phi(R) \) are related by

\[
\sigma(v) = -v^2 \log \frac{1 - \alpha \sqrt{\alpha}}{v^2 - \Phi(1/v)},
\]

and variables \( v \) and \( R \) are related by \( v = 1/R \).

To derive the function \( \Phi(R) \) we rewrite (5.2), introducing the rescaled variables \( \mu_j \) as follows:

\[
m_k = s \mu_j, \quad j = 1, \ldots, s.
\]

After rescaling, sums can be reinterpreted as Riemann sums, and in the large \( s \) limit replaced by integrals, so that, as \( s \to \infty \),

\[
I_{r,s} \sim \zeta_s \int_0^R \cdots \int_0^R \prod_{j<k} (\mu_k - \mu_j)^2 \exp \left\{ s \log \alpha \sum_{j=1}^{s} \mu_j \right\} \, d^s \mu,
\]

where the normalization constant \( \zeta_s \) can be easily inferred from (5.2), but is unessential for what follows.

Now the usual random matrix saddle-point analysis can be applied, provided that one imposes a suitable additional constraint keeping track of the discreteness of the \( m_j \)’s [30], see also [29, 31]. In (5.2), all \( m_j \)’s must be distinct, otherwise the Vandermonde determinant vanishes, and therefore \( |m_k - m_j| \geq 1 \), for all \( j \neq k \). Introducing the density \( \rho(\mu) \) of the rescaled variables \( \mu_j \), satisfying the normalization condition

\[
\int \rho(\mu) \, d\mu = 1,
\]

the constraint simply reads:

\[
\rho(\mu) \leq 1.
\]

In general, when the eigenvalues are trapped in a well of the potential, they accumulate with maximal density at the bottom of the well. In the present situation of discrete eigenvalues, due to (5.8), saturated regions, i.e., where \( \rho(\mu) = 1 \), may arise.
Another phenomenon in the present situation is related to the presence of “hard walls”, i.e., the fact that the rescaled eigenvalues are restricted to the interval \( \mu_j \in [0, R] \). If the eigenvalues were continuous, this would imply, in the case of nonvanishing density near an hard wall, an inverse square root singularity for the density [32–37]. Hence, due to the constraint (5.8) in the case of discrete eigenvalues, in the vicinity of the hard wall the density can only vanish or saturate [38].

In the random matrix model picture (5.6) we have the hard wall potential well \( V(\mu) = +\infty, \mu \not\in [0, R] \), and

\[
V(\mu) = -\mu \log \alpha, \quad \mu \in [0, R].
\]  

(5.9)

Note that the potential is linear for \( \mu \in [0, R] \), with a positive slope, since \( \alpha \in (0, 1) \).

In view of the previous discussion, it is clear that according to the values of the parameters \( \alpha \) and \( R \) two different scenarios can manifest. Let us start with considering very large values of \( R \) (and some generic fixed value of \( \alpha \neq 0, 1 \)). Since the eigenvalues accumulate to the bottom of the linear potential, a saturated region \( \rho(\mu) = 1 \) arises near the origin. At the same time, the wall at \( \mu = R \) is very far on the right and can be ignored. Introducing positive real parameters \( a \) and \( b \), with \( 0 < a < b < R \), to be determined later, we thus have a saturated region \( \rho(\mu) = 1 \) on some interval \( \mu \in [0, a] \), with an unsaturated region \( \mu \in [a, b] \), and vanishing eigenvalue density for \( \mu \in [b, R] \), see Figure 5, picture on the left.

As \( R \) decreases, as far as it remains larger than \( b \), nothing changes in the previous scenario. But as soon as \( b = R \), the eigenvalue density is constrained to jump from \( \rho(R) = 0 \) to \( \rho(R) = 1 \) and a new scenario arises, with a saturated region on some interval \( \mu \in [0, a] \), an unsaturated region \( \mu \in [a, b] \), and a second saturated region for \( \mu \in [b, R] \), see Figure 5 picture on the right.

As \( R \) decreases further and approaches the value \( R = 1 \), the number of available positions becomes smaller and smaller, and eventually barely sufficient to accommodate the \( s \) distinct eigenvalues. Correspondingly, the central unsaturated region of the second scenario shrinks down. In particular, at \( R = 1 \), the central unsaturated region disappears completely, and \( \rho(\mu) = 1 \), for \( \mu \in [0, 1] \). At the end, there is no admissible eigenvalue configuration for \( R < 1 \).

To proceed, we recall that in the saddle-point approximation the eigenvalue density is related to the resolvent

\[
W(z) = \int_{S} \frac{\rho(\mu)}{z - \mu} d\mu, \quad z \not\in S,
\]  

(5.10)
in particular, to its discontinuity across its cut \( S \),

\[
\rho(z) = -\frac{1}{2\pi i} [W(z + i0) - W(z - i0)], \quad z \in S.
\]  

(5.11)
Clearly, $S$ is also the support of the density $\rho(\mu)$. In turn, the resolvent is determined by the saddle-point equation

$$W(z + i0) + W(z - i0) = U(z), \quad z \in S. \tag{5.12}$$

In the case of a continuous measure, $U(z)$ is just equal to the derivative $V'(z)$, where $V(z)$ is the potential of the model. However, in the case of discrete measure, this holds only as far as the density $\rho(z)$ does not saturate the constraint $\eqref{5.8}$. The occurrence of saturation in the density requires modifying the form of $U(z)$ and $S$ in $\eqref{5.12}$, as we shall discuss later on.

Assuming that $S$ consists of a single interval $[a, b]$ on the real axis, the solution of $\eqref{5.12}$ that is consistent with $\eqref{5.10}$ is

$$W(z) = \sqrt{(z - a)(z - b)} \int_a^b \frac{U(u)}{(z - u)\sqrt{(u - a)(b - u)}} \, du, \tag{5.13}$$

Imposing the large $z$ asymptotic behavior implied by $\eqref{5.10}$ together with $\eqref{5.7}$, on the order $z^0$ and $z^{-1}$ terms of the large $z$ expansion of $\eqref{5.13}$ fixes the endpoints $a$ and $b$ of the interval $S$.

Denoting by $E$ the average of the eigenvalues (i.e., the first moment of the density $\rho(z)$), we note that it can be extracted from the order $z^{-2}$ coefficient,

$$W(z) = \frac{1}{z} + \frac{E}{z^2} + O(z^{-3}), \quad |z| \to \infty. \tag{5.14}$$

In the case of potential of the form $\eqref{5.9}$, the average $E$ can be related to the function $\Phi(R)$, defined in $\eqref{5.3}$, by

$$\alpha \partial_\alpha \Phi(R) = E, \tag{5.15}$$

allowing one to determine $\Phi(R)$ up to some quantity independent of $\alpha$.

Now we find solutions $W_I(z)$ and $W_{II}(z)$ of the saddle-point equations corresponding to the two scenarios outlined above, respectively. We also compute the corresponding functions $\Phi_I(z)$ and $\Phi_{II}(z)$, and show that they indeed reproduce $\eqref{4.14}$ and $\eqref{4.16}$, as expected.

Let us consider the first scenario, with one saturated region, i.e., with $\rho(\mu) = 1$, for $\mu \in [0, a]$. The saddle-point problem in this case coincides with that arising in the matrix model associated to the partition function of the domain wall six-vertex model in its ferroelectric phase, see [29], Section 3 (see also [28, 31, 39]). The saturated region in the interval $[0, a]$ gives rise to a logarithmic cut in the resolvent $W_I(z)$, which can be removed by introducing an auxiliary function $H_I(z)$ as follows:

$$W_I(z) = \log \frac{z}{z - a} + H_I(z). \tag{5.16}$$

The saddle-point equation for $H_I(z)$ reads

$$H_I(z + i0) + H_I(z - i0) = -2 \log \frac{\sqrt{\alpha z}}{z - a}, \quad z \in [a, b]. \tag{5.17}$$

Exploiting $\eqref{5.12}$ and $\eqref{5.13}$, and evaluating the resulting integral (see Appendix B), one has:

$$W_I(z) = -\log \sqrt{\alpha} - 2 \log \frac{\sqrt{a(z - b)} + \sqrt{b(z - a)}}{\sqrt{(b - a)z}}. \tag{5.18}$$
Imposing the asymptotic behavior (5.14) provides the conditions
\[ \sqrt{b} - \sqrt{a} = \sqrt{\alpha}, \quad \sqrt{ab} = 1, \] (5.19)
with the solution
\[ a = \frac{1 - \sqrt{\alpha}}{1 + \sqrt{\alpha}}, \quad b = \frac{1 + \sqrt{\alpha}}{1 - \sqrt{\alpha}}. \] (5.20)
Recall that the scenario holds as long as \( R > R_c \). The critical value \( R_c \), at which
the transition to the the second scenario takes place, corresponds to \( R_c = b \), where
the value for \( b \) is given above. Hence,
\[ R_c = \frac{1 + \sqrt{\alpha}}{1 - \sqrt{\alpha}}. \] (5.21)
Recalling that \( v = 1/R \), this obviously reproduces (4.17).

To conclude the discussion of the first scenario, we evaluate the function \( \Phi_I(R) \).
Expanding (5.18) up to the order \( z^{-2} \), we get
\[ E_I = \frac{a + b}{4} = \frac{1 + \alpha}{2(1 - \alpha)}. \] (5.22)
Integration yields
\[ \Phi_I(R) = \log \frac{\sqrt{\alpha}}{1 - \alpha}, \] (5.23)
where the integration constant is fixed to comply with the condition (3.11). As a
result, see (5.4), we reproduce (4.14).

Let us now turn to the second scenario, with two saturated regions, i.e., with
\( \rho(\mu) = 1 \), for \( \mu \in [0, a] \cup [b, R] \). We first remove the logarithmic cuts of \( W_{II}(z) \)
arising from the saturated regions,
\[ W_{II}(z) = \log \frac{z(b - a)}{(z - a)(z - R)} + H_{II}(z). \] (5.24)
The saddle-point equation for \( H_{II}(z) \) reads
\[ H_{II}(z + i0) + H_{II}(z - i0) = -2 \log \frac{\sqrt{\alpha}(z - b)}{(z - a)(z - R)}, \quad z \in [a, b]. \] (5.25)
Using (5.13), and evaluating the resulting integral (see Appendix B), we obtain
\[ W_{II}(z) = -\log \sqrt{\alpha} - \log \frac{z - R}{z} - 2 \log \frac{\sqrt{\alpha}(z - b) + \sqrt{b(z - a)}}{\sqrt{R - a}\sqrt{z - b} + \sqrt{R - b}\sqrt{z - a}} \] (5.26)
Imposing the asymptotic behavior (5.14) we obtain the two conditions,
\[ \left( \frac{\sqrt{R - a + \sqrt{R - b}}}{\sqrt{b + \sqrt{\alpha}}} \right)^2 = \sqrt{\alpha}, \] (5.27)
with the solution
\[ a = \frac{(\sqrt{R + 1} - (R - 1)\sqrt{\alpha})^2}{2(1 + \sqrt{\alpha})}, \quad b = \frac{(\sqrt{R + 1} + (R - 1)\sqrt{\alpha})^2}{2(1 + \sqrt{\alpha})}. \] (5.28)
The critical value \( R_c \), which corresponds to the case \( b = R \), reproduces (5.21), as
it should.
Now we are ready to compute the function $\Phi_{II}(R)$. Calculation of the $z^{-2}$ order term in the large $z$ expansion of (5.26) provides the first moment of the eigenvalue density:

$$E_{II} = \frac{a + b}{4} + R \sqrt{(R - a)(R - b)}. \quad (5.29)$$

Substituting here $a$ and $b$ from (5.28), and integrating (5.15), we obtain the expression

$$\Phi_{II}(R) = (R^2 - 1) \log \frac{1 + \sqrt{\alpha}}{2\alpha^{1/4}} + R \log \sqrt{\alpha} + C(R). \quad (5.30)$$

Here the integration constant $C(R)$, a quantity independent of $\alpha$, can be determined due to the condition (3.14), with the result $C(R) = -R^2 \psi(1/R)$. Recalling (5.4), it is immediately seen that (5.30) indeed reproduces the result of the previous section, (4.16), for the function $\sigma(v)$.

6. Discussion

Let us first summarize the results. Our main result concerns the explicit form of the function $\sigma(v)$, describing the thermodynamic limit behavior of EFP. In deriving this result we used two different methods. The first method is based on the connection of the Hankel determinant representation for EFP with Toda chain differential equations, and allows one to derive the result by rather elementary means. The second method exploits the fact that the Hankel determinant can be represented as a random matrix model integral. An unusual feature of the matrix model arising in our study is the presence of a discrete measure on a finite interval.

For the function $\sigma(v)$ we have derived the following expression:

$$\sigma(v) = \begin{cases} 0 & v \in [0, v_c] \\ v^2 \log \frac{v}{v_c} - \frac{(1 - v)^2}{2} \log \frac{1 - v}{1 - v_c} - \frac{(1 + v)^2}{2} \log \frac{1 + v}{1 + v_c} & v \in [v_c, 1]. \end{cases} \quad (6.1)$$

The critical value $v_c = v_c(\alpha)$, at which function $\sigma(v)$ changes its behavior is

$$v_c = \frac{1 - \sqrt{\alpha}}{1 + \sqrt{\alpha}}. \quad (6.2)$$

The formulas above show that $\sigma'(v)$ and $\sigma''(v)$, where the prime denotes derivative, are continuous functions in the vicinity of $v = v_c$, with the values $\sigma'(v_c) = \sigma''(v_c) = 0$, while the third derivative has a discontinuity, since

$$\lim_{v \searrow v_c} \sigma'''(v) = \frac{1}{v_c(1 - v_c^2)}. \quad (6.3)$$

Thus at $v = v_c$ the function $F(v)$, which is the free energy per domino for the domino tilings of the Aztec diamond with a cut-off corner, has a discontinuity in its third derivative, i.e., at $v = v_c$ the model undergoes a third-order phase transition with respect to the scaled size of the cut-off corner.

Let us now discuss the results. We first point out the meaning of the change of the behavior of the function $\sigma(v)$ at $v = v_c$. The value $v = v_c$ has a simple interpretation in terms of the original model, i.e. the unmodified Aztec diamond, where frozen and temperate regions are separated by the so-called arctic ellipse,

$$\frac{(1 - x - y)^2}{\alpha} + \frac{(x - y)^2}{1 - \alpha} = 1. \quad (6.4)$$
The value of $v_c$ given by (6.2) exactly corresponds to the situation in which the cut-off corner, increasing in size, gets large enough to reach the arctic ellipse of the original (unmodified) Aztec diamond, see Figure 6.

This result suggests to view the phase separation curves as critical curves in the space of parameters describing the macroscopic geometry of the tiled region. Indeed, while here we have restricted ourselves to the case of a square shaped cut-off corner, one could consider the more general situation of a rectangular shaped cut-off corner. The treatment is essentially the same, with the free energy now exhibiting a whole critical line, which coincides with the full portion of the ellipse (6.4) between its contact points with the top and left boundaries. While finding the critical curve is straightforward, the evaluation of the free energy is more involved, and will be reported elsewhere.

Coming back to the discussion of a third-order phase transition in random tilings, (6.1) can also be interpreted in a slightly different manner, treating the size of the cut-off corner as some given parameter, fixed from the beginning. Then, changing the Boltzmann weights, that is varying the parameter $\alpha$, we again have a third-order phase transition, as it can be easily verified from (6.1), when the ellipse, deforming itself as $\alpha$ is increasing, reaches the bottom-right vertex of the cut-off corner.

Recalling that the parameter $\alpha$ tunes the asymmetry between the two possible orientations of dominoes, we see that the last interpretation regards the arctic curves as critical curves in the space of external fields acting on the system. A similar point of view has already been considered, e.g., in the six-vertex model, where the limit shape of the system has equivalently been studied in the space parameterized by some external electric fields acting on it [40].

Interestingly enough, besides random tilings, this interpretation may also have implications in the context of quantum spin chains, in view of the well-known relation between the six-vertex model and the 1D quantum Heisenberg spin chain. Remnants of the arctic phenomena can be seen when EFP of the quantum spin chain is treated by conformal field theory methods [41]. A possible third-order phase transition in the quantum spin chain, although for a very peculiar choice of the macroscopic parameters, has been pointed out recently in [42]. Third-order
phase transitions have also been observed in the related context of vicious walkers [43].

Our last comment here concerns the observed phase transition from the point of view of the random matrix model description. In this respect we recall two other third-order phase transitions related to random matrix models, namely the Gross-Witten-Wadia [44, 45], and the Douglas-Kazakov [30] phase transitions, occurring in the large $N$ limit of $U(N)$ Yang-Mills theory in two dimensions, when formulated on the lattice, or in the continuum, respectively.

From the point of view of the random matrix model picture, in the Gross-Witten-Wadia transition, the eigenvalues live on the unit circle, and the two phases correspond to the support of the eigenvalue density extending to the whole circle, or being restricted to an arc. In the Douglas-Kazakov transition the eigenvalues are discrete, thus imposing an upper limit on the eigenvalue density. The two phases correspond to the presence or absence of saturation in the eigenvalue density.

The matrix model phase transition observed here in relation to random tilings shares properties with both Gross-Witten-Wadia and Douglas-Kazakov phase transitions. Indeed, the transition can be attributed to the rise of a saturated region, just like in the Douglas-Kazakov transition. At the same time, the two phases correspond to the support of the eigenvalue density extending to the whole allowed interval for the eigenvalues or restricting to a subset of it, like in the Gross-Witten-Wadia transition. We note further that a common feature of these transitions is that they all correspond to the appearance or disappearance of some edge of the support of the (unsaturated part of the) eigenvalue density. The order of the transition can be ascribed to the square-root behaviour of the density at these edges.

In conclusion, we have discussed a third-order phase transition arising in the random tilings of the Aztec diamond with a cut-off corner, by deriving the leading term of asymptotics of a particular correlation function in the closely related case of the six-vertex model. While here we have considered only the domino tilings of the Aztec diamond with a cut-off corner, we believe that the phenomenon is rather universal, and may be observed similarly in other tiling problems where the phase separation phenomena are known to take place, e.g., in the rhombus tilings of an hexagon with a cut-off rhombus, and many others.
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Appendix A. Evaluation of determinants

Here we outline the evaluation of two determinants used in Section 3. Namely, the determinant in (3.1) admits explicit factorized expressions in the two cases: $r = \infty$, at arbitrary $\alpha$, and $\alpha = 1$, at arbitrary $r$.

In the first case, $r = \infty$, the entries of the determinant in (3.1) can be recognized as the moments of the orthogonality measure of Meixner polynomials $M_j(m; 1, \alpha)$; for notation and summary of properties we refer to [46], Section 9.10. Hence, we can
regard the determinant in (3.1) at $r = \infty$ as the Gram determinant of the Meixner polynomials, equal to $\prod_{j=0}^{s-1} h_j/\kappa_j^2$, where $h_j$ and $\kappa_j$ are the square norm and the leading coefficient of the polynomial $M_j(m; 1, \alpha)$. Using the known expressions

$$h_j = \frac{1}{(1 - \alpha)\alpha^j}, \quad \kappa_j = \frac{(\alpha - 1)^j}{j!\alpha^j},$$

(A.1)

we can evaluate the determinant, with the result:

$$\det_{1 \leq j < k \leq s} \left[ \sum_{m=0}^{\infty} m^{j+k-2} a^m \right] = \prod_{j=0}^{s-1} \frac{(j!)^2\alpha^j}{(1 - \alpha)^{2j+1}}.$$

(A.2)

This expression allows estimating the large $r$ behavior of the determinant in (3.1), at fixed $s$, see (3.6).

In the second case, $\alpha = 1$, the determinant in (3.1) can be similarly recognized as the Gram determinant of Hahn polynomials $Q_j(m; 0, 0, r - 1)$, see [46], Section 9.5. The square norm and the leading coefficient are

$$h_j = \frac{(j + r)!((r - j) - 1)!}{(2j + 1)((r - 1))!^2}, \quad \kappa_j = (-1)^j \frac{(2j)!((r - j) - 1)!}{(j!)^2(r - 1)!}.$$

Hence,

$$\det_{1 \leq j < k \leq s} \left[ \sum_{m=0}^{r-1} m^{j+k-2} a^m \right] = \prod_{j=0}^{s-1} \frac{(j!)^4(j + r)!}{(2j)!((r - j) - 1)!((2j + 1))!}.$$

(A.4)

This leads immediately to expression (3.13) for the quantity $C_{r,s}$, which, in turn, gives rise to the function $\psi(v)$, see (3.15) and (3.16).

Appendix B. Resolvents and eigenvalue densities

Here we explain the origin of (5.18) and (5.26), and provide the explicit expression for the eigenvalue densities associated to the two scenarios appearing in the study of the random matrix integral (5.9).

The explicit solution of the saddle-point equations (5.17) and (5.25) is given by the integral (5.13) by suitably specifying the function $U(z)$. In this way we obtain expressions for the functions $H_1(z)$ and $H_2(z)$, which, when substituted in (5.16) and (5.24), give rise to (5.18) and (5.26), respectively. The appearing integrals can be evaluated using

$$\int_a^b \frac{1}{(z - u)\sqrt{(u - a)(b - u)}} \log \frac{u - c}{u - d} \, du = \begin{cases} 
\frac{2\pi}{\sqrt{(z - a)(z - b)}} \log \frac{a - c\sqrt{z - b} + \sqrt{b - c\sqrt{z - a}}}{a - d\sqrt{z - b} + \sqrt{b - d\sqrt{z - a}}} & (c, d \leq a) \\
\frac{2\pi}{\sqrt{(z - a)(z - b)}} \log \frac{c - a\sqrt{z - b} + \sqrt{c - b\sqrt{z - a}}}{d - a\sqrt{z - b} + \sqrt{d - b\sqrt{z - a}}} & (c, d \geq b) 
\end{cases}$$

(B.1)

which holds for $z \in \mathbb{C} \setminus [a, b]$.

Explicit expressions for the eigenvalue densities corresponding to the two scenarios can be extracted from the resolvents using (5.11). In the first scenario, the resolvent $W_1(z)$ has the form (5.18), leading to

$$\rho_1(z) = \frac{2}{\pi} \arctan \frac{\sqrt{a(b - z)}}{\sqrt{b(z - a)}}, \quad z \in [a, b].$$

(B.2)
Recall that $\rho_1(z) = 1$ for $z \in [0, a]$, and $\rho_1(z) = 0$ for $z \in [b, R]$.

In the second scenario, the resolvent $W_R(z)$ has the form (5.26), and (5.11) gives

$$
\rho_1(z) = \frac{2}{\pi} \arctan \frac{\sqrt{a(b-z)}}{\sqrt{b(z-a)}} + 1, \quad z \in [a, b]
$$

with $\rho_1(z) = 1$ for $z \in [0, a] \cup [b, R]$.

As an example, Figure [3] shows plots of the eigenvalue densities in the case of $\alpha = 0.25$, in which $R_c = 3$, for some $R > 3$ and for $R = 1.2$, corresponding to the first and the second scenario, respectively.
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