The invariant measures of some infinite interval exchange maps
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We classify the locally finite ergodic invariant measures of certain infinite interval exchange transformations (IETs). These transformations naturally arise from return maps of the straight-line flow on certain translation surfaces, and the study of the invariant measures for these IETs is equivalent to the study of invariant measures for the straight-line flow in some direction on these translation surfaces. For the surfaces and directions to which our methods apply, we can characterize the locally finite ergodic invariant measures of the straight-line flow in a set of directions of Hausdorff dimension larger than $\frac{1}{2}$. We promote this characterization to a classification in some cases. For instance, when the surfaces admit a cocompact action by a nilpotent group, we prove each ergodic invariant measure for the straight-line flow is a Maharam measure, and we describe precisely which Maharam measures arise. When the surfaces under consideration are of finite area, the straight-line flows in the directions we understand are uniquely ergodic. Our methods apply to translation surfaces admitting multitwists in a pair of cylinder decompositions in nonparallel directions.
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1 Introduction

An interval exchange transformation (IET) is a bijective piecewise isometry from the interval $[0, 1]$ to itself which is orientation preserving and has only finitely many discontinuities. These maps are natural generalizations of rotations, and interesting because they are simple systems of low symbolic complexity but nonetheless many phenomena that appear in these systems are not yet fully understood. Perhaps the most well-studied problem in the subject is the classification of the ergodic invariant measures. For instance, there are many results which guarantee unique ergodicity. See for instance Veech [45; 46, Theorem 8.2], Masur [30], Cheung and Eskin [11, Theorem 1.1], and Treviño [42, Theorem 4]. Relevant surveys of the subject include Matsuzaki and Taniguchi [31], Zorich [51] and Yoccoz [49].

For our purposes, an infinite interval exchange transformation is an orientation preserving bijective piecewise isometry of an interval in $\mathbb{R}$ of possibly infinite length.
with a countably infinite collection of discontinuities. Here many related questions become interesting. Is the Lebesgue measure ergodic? Is there an invariant probability measure? If so, is it unique? An interval of continuity is an interval on which the map is continuous. We call a measure locally finite if it is finite on the intervals of continuity of the map. What are the locally finite ergodic invariant measures? Questions of this type were first answered by Aaronson, Nakada, Sarig and Solomyak [2, Theorem 1.4], where the locally finite ergodic invariant measures of certain skew products were classified.

This article contributes to the subject of infinite interval exchange transformations in several ways. Foremost, we introduce methods to characterize (and in many cases classify) the locally finite ergodic invariant measures of some infinite IETs. Our approach draws inspiration from the intimate connection between finite interval exchange maps and Teichmüller theory, and the inherent connection to translation surfaces. (Section 3.1 defines translation surface.) This point of view reveals that many infinite interval exchange maps are unexpectedly interesting. Finally, we develop an interpretation of certain infinite interval exchange maps as “deterministic random walks”, and our results draw connections between these systems and corresponding random walks. Our strongest measure classification results are corollaries to our measure characterization theorem, which utilizes the theory of random walks (on graphs and discrete groups) to promote a characterization to a classification.

2 Organization and overview of this article

The main result of this paper is a characterization of the invariant measures of a class of infinite IETs. This class arises from return maps of the straight-line flow on a class of infinite translation surfaces produced using a construction of Thurston. Section 3 introduces translation surfaces, the straight-line flow, affine automorphism groups, and Thurston’s construction. The main idea of this paper is to use the affine automorphism group of such surfaces to renormalize the straight-line flow.

In Section 4, we state the main results of this paper. Our results hold for straight-line flows in “renormalizable directions” and the section begins by defining these directions. Section 4.2 contains the first of our two main results: an orbit equivalence result for straight-line flows on surfaces produced using Thurston’s construction. In Section 4.4, we describe the second of our main results. We describe a characterization of locally finite ergodic invariant measures for these straight-line flows. In the applicable cases, all ergodic measures arise by pulling back Lebesgue measure under orbit equivalences described by the first main result.

In Section 5, we provide an abbreviated history of the subject of infinite IETs and infinite translation surfaces.
The remaining sections of the paper are devoted to the proof of our two main results. The beginning of Section 6 provides a birds eye view of the proof of these results. We fill in the details in the subsections of Section 6, where we describe a sequence of results which build up to the proofs of these main results. The logic of the proofs of two main results is entirely contained in this section, but we state many results in this section which require substantial further work to prove. The proofs of these auxiliary results are contained in the remaining Sections 7–13. In addition, three of the appendices survey relevant aspects of mathematical theories related to the proof:

- Appendix A surveys the use of coding to understand the invariant measures of IETs. This well developed topic is described in the context of this work, and in particular discusses IETs coming from infinite translation surfaces.
- Appendix B discusses a known generalization of the duality theorem of Farkas.
- Appendix C discusses the Martin boundary of a graph as it relates to the positive eigenfunctions of the adjacency operator.

The topics in these appendices play a role in our proofs, but we only contextualize known results. In order to fully understand the proof of our main results, the reader should read Section 6 and should refer to Sections 7–13 and Appendices A–C as necessary.

To further aid the reader, at the end of the paper, we provide a list of notations introduced. This article includes five additional appendices which are used to provide context for our main results and to describe some relevant special cases. In these special cases, we are often able to promote our measure characterization results to measure classification results which give a complete description of the ergodic measures.

- Appendix D provides a more geometric view of from Thurston’s construction. Briefly, any surface admitting distinct decompositions into cylinders which support an affine multitwist can be viewed as arising from Thurston’s construction.
- Appendix E describes some infinite IETs which appear. We stress skew product transformations and define Maharam measures.
- Appendix F describes some results which hold for surfaces built from Thurston’s construction using a hyperbolic graph. In some cases, we can obtain ergodic measure classifications which seem unlike others that have appeared in the study of infinite IETs.
- Appendix G describes results which pertain to surfaces with nilpotent symmetry groups. We show that when our main results apply in this setting, the ergodic measures are always Maharam measures. This gives a generalization of a measure classification result of Aaronson, Nakada, Sarig and Solomyak [2, Theorem 1.4].
- Appendix H gives unique ergodicity results for both infinite IETs and straight-line flows that are studied in this paper.
3 Background on translation surfaces

3.1 Translation surfaces

Let \( \Sigma \) be a connected topological surface. A translation atlas on \( \Sigma \) is an atlas of local homeomorphisms from open sets of \( \Sigma \) to the plane so that the transition functions are translations. Such an atlas specifies local coordinates to the plane which are canonical up to translation. Formally, a translation surface is a connected topological surface together with a maximal translation atlas.

We will now give a more utilitarian viewpoint. A translation surface \( S \) can be formed from a disjoint collection of convex polygons \( \{ P_i \subset \mathbb{R}^2 \}_{i \in \Lambda} \) with edges glued in pairs by translations. Let \( V \subset S \) denote the collection of (equivalence classes of) vertices of polygons in \( S \). We consider the points of \( V \) to be singularities. Formally, we only have a translation structure on \( S \setminus V \), but we will abuse our definition by calling \( S \) a translation surface and we will work with the points in \( V \). For example, a closed translation surface can be formed by identifying edges of a finite collection of polygons. In this case, the points of \( V \) are cone singularities, whose cone angle is an integral multiple of \( 2\pi \). In this paper, our surfaces will be built from countably many polygons, so we will see more exotic singularities but their structure will not concern us. (See [7] for an analysis of some of the singularities that can appear.)

3.2 The straight-line flow

Let \( S^1 \) denote the collection of unit vectors in \( \mathbb{R}^2 \). Given a translation surface \( S \), it is commonplace to study the family \( \{ F^t_\theta : S \to S \}_{\theta \in S^1} \) of straight-line flows, which are parametrized by a unit vector (a direction) \( \theta \in S^1 \subset \mathbb{R}^2 \). In local coordinates, these flows are given by

\[
F^t_\theta(x, y) = (x, y) + t \theta .
\]

A primary goal of this article will be to understand the invariant measures of \( F^t_\theta \). This flow also gives rise to infinite IETs. The union of the boundaries of the polygons making up \( S \) form a section for the flow, and the return map to this section (equipped with the Lebesgue transverse measure to the foliation in \( \theta \) direction) is conjugate to an infinite IET.

3.3 The affine automorphism group

An affine automorphism of a translation surface \( S \) is a homeomorphism \( \phi : S \to S \) so that in local coordinates near every nonsingular point, there are constants \( a, b, c, d, t_1 \) and \( t_2 \) so that

\[
\phi(x, y) = (ax + by + t_1, cx + dy + t_2).
\]
Because \( S \) is connected and a translation surface, the values of \( a, b, c \) and \( d \) are independent of the coordinate chart. We say that the matrix
\[
D(\phi) = \begin{bmatrix} a & b \\ c & d \end{bmatrix} \in GL(2, \mathbb{R})
\]
is the derivative of \( \phi \). The collection \( \text{Aff}(S) \) of all affine automorphisms form a group, called the **affine automorphism group** of \( S \). The collection of derivatives of affine automorphisms forms a group called the **Veech group** of \( S \).

### 3.4 Thurston’s construction

We will now describe a variant of a construction due to Thurston which produced the first examples of pseudo-Anosov homeomorphisms. See Thurston’s [41, Section 6], which was long preceded by an earlier preprint. Following Veech, we note that the closed translation surfaces admitting two noncommuting parabolic affine automorphisms can be characterized in terms of eigenvectors of graphs Veech [46, Section 9]. We will make use of some simplifying ideas introduced by McMullen [33, Section 4] in the closed surface case. (The author’s article [22, Section 3] carefully describes this construction in the closed surface case.) Here we extend these ideas to infinite graphs.

We begin by describing some graph theoretic terminology. Throughout this paper, \( \mathcal{G} \) is an infinite, connected, bipartite, ribbon graph with bounded valence. These terms are defined below.

1. **(Infinite)** The vertex set \( \mathcal{V} \) is countably infinite.
2. **(Connected)** For every \( v, w \in \mathcal{V} \), there is a sequence of vertices
   \[
   v = v_0, \quad v_1, \quad \ldots, \quad v_k = w
   \]
   so that every \( \overline{v_i v_{i+1}} \) lies in the edge set \( \mathcal{E} \).
3. **(Bipartite)** The vertex set \( \mathcal{V} \) decomposes into a disjoint union of two sets, \( \mathcal{V} = \mathcal{A} \cup \mathcal{B} \), and the edge set \( \mathcal{E} \) consists only of edges of the form \( \overline{ab} \) with \( a \in \mathcal{A} \) and \( b \in \mathcal{B} \). Thus we have natural maps \( \alpha: \mathcal{E} \rightarrow \mathcal{A} \) and \( \beta: \mathcal{E} \rightarrow \mathcal{B} \) given by the maps
   \[
   \alpha: \overline{ab} \mapsto a \quad \text{and} \quad \beta: \overline{ab} \mapsto b.
   \]
4. **(Bounded valence)** The sets \( \alpha^{-1}(a) \) and \( \beta^{-1}(b) \) are finite sets whose sizes are bounded from above.
5. **(Ribbon structure)** For every \( v \in \mathcal{V} \), the ribbon graph structure specifies a cyclic permutation \( p_v \) of the edges that contain \( v \) as an endpoint.

We use \( \mathbb{R}^\mathcal{V} \) to denote the collection of all functions from \( \mathcal{V} \) to \( \mathbb{R} \).
Definition 3.1  The adjacency operator is the operator \( A : \mathbb{R}^V \to \mathbb{R}^V \) defined by
\[
A(f)(v) = \sum_{w \sim v} f(w),
\]
where the sum is taken over edges \( w \sim v \) with \( v \) as one endpoint. An eigenfunction of \( A \) is a function \( w \in \mathbb{R}^V \) which satisfies \( A(w) = \lambda w \) for some \( \lambda \in \mathbb{R} \).

Definition 3.2  (East and north edge permutations) Given the above structure on \( G \), we define bijections \( \mathcal{E}, \mathcal{N} : \mathcal{E} \to \mathcal{E} \). These are given by
\[
\mathcal{E}(ab) = p_a(ab) \quad \text{and} \quad \mathcal{N}(ab) = p_b(ab).
\]
Since the permutations \( p_v \) are cyclic, these maps satisfy
\[
\{\mathcal{E}^k(e)\}_{k \in \mathbb{N}} = a^{-1}(\alpha(e)) \quad \text{and} \quad \{\mathcal{N}^k(e)\}_{k \in \mathbb{N}} = \beta^{-1}(\beta(e)) \quad \text{for each} \ e \in \mathcal{E}.
\]

Definition 3.3  (The surface \( S(G, w) \)) Let \( G \) be a graph as above. Let \( w \in \mathbb{R}^V \) be a positive eigenfunction of \( A \). Using the associated data, we will construct a translation surface \( S(G, w) \). This surface will be a union of rectangles \( R_e \) with \( e \in \mathcal{E} \), with each \( R_e \) given by
\[
R_e = [0, w \circ \beta(e)] \times [0, w \circ \alpha(e)].
\]
We glue the rectangles so that the right (east) side of \( R_e \) is glued isometrically to the left side of \( R_{\mathcal{E}(e)} \), and the top (north) side of \( R_e \) is glued isometrically to the bottom of \( R_{\mathcal{N}(e)} \). (This explains the notation for the bijections \( \mathcal{E}, \mathcal{N} : \mathcal{E} \to \mathcal{E} \).)

Note that the surface \( S(G, w) \) admits horizontal and vertical cylinder decompositions which intersect in the given rectangles. For each \( a \in A \) and each \( b \in B \), we have the cylinders
\[
cyl_a = \bigcup_{e \in \alpha^{-1}(a)} R_e \quad \text{and} \quad cyl_b = \bigcup_{e \in \beta^{-1}(b)} R_e.
\]
Each cylinder \( cyl_a \) is horizontal and each cylinder \( cyl_b \) is vertical. The modulus of a cylinder is the ratio width/circumference. Therefore the condition that all horizontal and vertical cylinders have equal moduli is equivalent to saying that our function \( w \in \mathbb{R}^V \) is an eigenfunction of the adjacency operator. (The modulus is given by \( 1/\lambda \), where \( \lambda \) is the eigenvalue.) In particular, by remarks of Veech [46, Section 9] this guarantees the existence of two noncommuting parabolic automorphisms of our surface. The eigenvalue of a positive eigenfunction of an infinite connected graph satisfies \( \lambda \geq 2 \). For these values of \( \lambda \), the two parabolics generate a free subgroup of \( SL(2, \mathbb{R}) \). Throughout this paper, we will denote the free group with two generators by \( G = \langle h, v \rangle \), with the choice of generators names representing horizontal and vertical.
Definition 3.4 (Group representations to $SL(2, \mathbb{R})$) For each $\lambda > 0$, let $\rho_\lambda: G \to SL(2, \mathbb{Z})$ denote the representation generated by

\[
\begin{pmatrix}
1 & \lambda \\
0 & 1
\end{pmatrix} \quad \text{and} \quad \begin{pmatrix}
1 & 0 \\
\lambda & 1
\end{pmatrix}.
\]

This representation is faithful so long as $\lambda \geq 2$.

We have the following from work of Thurston [41, Section 6] and Veech [46, Section 9].

Proposition 3.5 (Automorphisms of $S(\mathcal{G}, w)$) Suppose $w$ is a positive eigenfunction for the adjacency operator with eigenvalue $\lambda > 0$. Then there is an endomorphism from the free group on two generators into the affine automorphism group, $\Phi: G \to Aff(S(\mathcal{G}, w))$, so that $D(\Phi^g) = \rho_\lambda^g$ for all $g \in G$. Moreover, we can take $\Phi^h$ (and respectively, $\Phi^v$) to preserve all horizontal (resp. vertical) cylinders in the horizontal (resp. vertical) cylinder decomposition and to act as a single Dehn twists on each preserved cylinder.

The main idea of this paper is to use the subgroup $\Phi^G \subset Aff(S(\mathcal{G}, w))$ to renormalize straight-line flows on these surfaces.

Remark 3.6 (Dihedral group action) The dihedral group of order eight generated by

\[
\begin{pmatrix}
0 & -1 \\
1 & 0
\end{pmatrix} \quad \text{and} \quad \begin{pmatrix}
-1 & 0 \\
0 & 1
\end{pmatrix}
\]

acts on the collection of surfaces obtainable from Thurston’s construction. If the matrix $A$ lies in this group, the surface $A(S(\mathcal{G}, w)) = S(\mathcal{G}', w)$ with $\mathcal{G}'$ arising from $\mathcal{G}$ by changing the bipartite and ribbon graph structures on $\mathcal{G}$ in a way that depends on $A$. Note that this matrix group also acts on directions, and on the group $G$ through its action on the representation $\rho_\lambda^G$ by conjugation. We will use this dihedral group action to reduce the number of cases we need to consider in several proofs in this paper.

4 Main results

In this section, we describe our main results: Theorems 4.4 and 4.5. We will also introduce several ideas needed to state these results.

4.1 Renormalizable directions

Fix a real constant $\lambda \geq 2$. We will define what it means for a direction $\theta \in S^1$ to be $\lambda$–renormalizable.
The constant $\lambda$ determines a representation $\rho_\lambda: G \to SL(2, \mathbb{R})$, where $G = \langle h, v \rangle$ is the free group on two generators. See Definition 3.4. The group $SL(2, \mathbb{R})$ acts on the real projective line, $\mathbb{R}P^1 = (\mathbb{R}^2 \setminus \{0\})/\mathbb{R}$ in the standard (linear) way. Recall that the limit set for the action of a subgroup of $SL(2, \mathbb{R})$ on $\mathbb{R}P^1$ is the set of accumulation points of an orbit. (Because $\rho_\lambda^G$ is a nonelementary Fuchsian group, the limit set is independent of the choice of the orbit.)

We say a direction $\theta$ is $\lambda$–renormalizable if the following two statements are satisfied:

1. The projectivization of $\theta$ lies in the limit set of $\rho_\lambda^G$.
2. $\theta$ is not an eigendirection of any matrix $\rho_\lambda^g$ where $g$ is conjugate in $G$ to an element of the set $\{h, v, v^{-1}h\}$.

We use $\mathcal{R}_\lambda \subset S^1$ to denote the set of all $\lambda$–renormalizable directions.

Remark 4.1 (The size of the set of $\lambda$–renormalizable directions) We note that since $\rho_\lambda^G$ is a nonelementary subgroup of $SL(2, \mathbb{R})$, the limit set of $\rho_\lambda^G$ is always uncountable, and statement (2) of our definition removes only countably many direction from this set. When $\lambda = 2$, $\mathcal{R}_\lambda$ is $S^1$ with the vectors of rational slope removed. When $\lambda > 2$, then the limit set of $\rho_\lambda^G$ is a Cantor set. The Hausdorff dimension of the limit set varies continuously in $\lambda \geq 2$ and is strictly monotone decreasing. At $\lambda = 2$, the dimension is 1, the dimension has a limiting value of $\frac{1}{2}$ as $\lambda \to +\infty$. These results on Hausdorff dimension are due to Sato [37, Section 2].

We will now explain how to relate $\lambda$–renormalizable directions as we vary $\lambda$. Consider the Cayley graph of the free group $G = \langle h, v \rangle$. This is the graph where elements of $G$ are the vertices, and two elements $g_1, g_2 \in G$ are joined by an edge if $g_2g_1^{-1}$ lies in the symmetric generating set $\{h, v, h^{-1}, v^{-1}\}$. In particular, we have the notion of a geodesic ray in $G$, which we characterize now:

Proposition 4.2 A sequence $\langle g_0, g_1, g_2, \ldots \rangle$ is a geodesic ray in $G$ if and only if it satisfies the following two statements:

1. $g_{n+1}g_n^{-1} \in \{h, v, h^{-1}, v^{-1}\}$ for all $n \geq 0$.
2. $g_{n+2} \neq g_n$ for all $n \geq 0$.

This follows from the fact that the Cayley graph of $G$ is homeomorphic to the 4–valent tree. We use geodesic rays to relate the $\lambda$–renormalizable directions as we vary $\lambda$. 
Lemma 4.3 Let $\lambda_1 \geq 2$ and let $\theta_1 \in \mathcal{R}_{\lambda_1}$. Then:

1. There is a unique geodesic ray $\langle g_0, g_1, \ldots \rangle$ with $g_0 = e$ so that the length $\|\rho_{\lambda_1}^i (\theta_1)\|$ decreases strictly monotonically as $i \to \infty$. We call $\langle g_0, g_1, \ldots \rangle$ the $\lambda_1$-shrinking sequence of $\theta_1$.

2. For any $\lambda_2 \geq 2$, there is a unique pair of antipodal vectors $\pm \theta_2 \in \mathcal{R}_{\lambda_2}$ so that the $\lambda_1$-shrinking sequence of $\theta_1$ coincides with the $\lambda_2$-shrinking sequence of either of the vectors $\pm \theta_2$.

Renormalizable directions are the topic of Section 7, and we prove this lemma at the end of this section. Statement (2) has the consequence that the $\lambda$–shrinking sequences that arise from $\lambda$–renormalizable directions are independent of the choice of $\lambda \geq 2$. So we call a geodesic ray $\langle g_0, g_1, \ldots \rangle$ with $g_0 = e$ a renormalizing sequence if it is the $\lambda$–shrinking sequence for some $\lambda$–renormalizable direction. We write $\pm \theta (\langle g_n \rangle, \lambda)$ when we determine an antipodal pair in this way.

4.2 Orbit equivalence

Definition 3.4 produced a surface based on an infinite graph $G$ and a positive eigenfunction $w$. It is worth observing that fixing a graph satisfying our conditions, there are uncountably many positive eigenfunctions. (See [34, Theorem 6.3] or our treatment in Appendix C.) We will describe a result which shows how surfaces determined by the same graph but differing eigenfunctions have similar dynamical properties.

If $S$ is a translation surface and $\theta \in S^1$, then we can consider the foliation $F_{\theta}$ of the surface $S$ by orbits of the straight-line flow $F^t_{\theta}$ of Equation (3-1).

Theorem 4.4 (Orbit equivalence) Let $G$ be an infinite, connected, bipartite, ribbon graph with bounded valence as in Section 3.4. Suppose $w_1, w_2 \in \mathbb{R}^V$ are positive functions satisfying $A(w_i) = \lambda_i w_i$ for $i = 1, 2$. Let $\langle g_n \rangle$ be a renormalizing sequence, and let $\pm \theta_i = \pm \theta (\langle g_n \rangle, \lambda_i)$ be associated pairs of antipodal $\lambda_i$–renormalizable directions (as in statement (2) of Lemma 4.3). Then there is a homeomorphism $\phi: S(G, w_1) \to S(G, w_2)$ such that $\phi(F_{\theta_1}) = F_{\theta_2}$. Moreover, $\phi$ can be taken to preserve the decomposition of the surfaces into labeled rectangles as in Definition 3.3,

$$S(G, w_1) = \bigcup_{e \in \mathcal{E}} R^1_e \quad \text{and} \quad S(G, w_2) = \bigcup_{e \in \mathcal{E}} R^2_e,$$

and so that the restricted maps $\phi|_{R^1_e}: R^1_e \to R^2_e$ sends the bottom (resp. top, left, right) edge of $R^1_e$ to the bottom (resp. top, left, right) edge of $R^2_e$ for all $e \in \mathcal{E}$. In this case, the restriction of $\phi$ to a map from $\bigcup_{e \in \mathcal{E}} \partial R^1_e$ to $\bigcup_{e \in \mathcal{E}} \partial R^2_e$ is uniquely determined.

This theorem is proved in Section 6, with the final step in the proof appearing in Section 6.4.
4.3 Extremal positive eigenfunctions

Before discussing the ergodic measures, we need to further analyze the positive eigenfunctions of the adjacency operator of an infinite connected graph $G$ with bounded valence. For $\lambda > 0$, consider the set

$$E_\lambda = \{ \text{nonnegative } f \in \mathbb{R}^V \text{ satisfying } A(f) = \lambda f \}.$$  

The set $E_\lambda$ is a closed convex cone in the topology of pointwise convergence. Furthermore, every $f \in E_\lambda$ is positive except for the zero function $0 \in \mathbb{R}^V$. We call a positive eigenfunction $f \in E_\lambda$ extremal if $f = f_1 + f_2$ for $f_1, f_2 \in E_\lambda$ implies $f_1 = c f$ for some real number $c$ with $0 \leq c \leq 1$.

4.4 Ergodic measure characterization

Let $S$ be a translation surface and $\theta \in S^1$. Such a choice of direction determines a foliation $\mathcal{F}_\theta$ of $S$ by orbits of the straight line flow in direction $\theta$. This foliation is singular in the sense that some leaves hit singularities. There is a standard method of constructing a nonsingular leaf space from such a foliation; we split all singular leaves into two leaves. These leaves are then joined up to make continuous leaves: one split leaf moves leftward around each singularity it hit and the other leaf moves rightward around each the singularity. We use $\hat{\mathcal{F}}_\theta$ to denote this nonsingular leaf space, which we call the split leaf space. In our setting, $\hat{\mathcal{F}}_\theta$ is a lamination. See Appendix A for a more rigorous description of this construction.

A locally finite $\hat{\mathcal{F}}_\theta$–transverse measure is one which assigns finite measure to every compact transversal to the leaf space. An example of such a measure is the Lebesgue transverse measure on $S$. If $\gamma: [0, 1] \to S$ is a differentiable transversal path, the Lebesgue $\hat{\mathcal{F}}_\theta$–transverse measure satisfies

$$\gamma \mapsto \int_0^1 |\gamma'(t) \wedge \theta| \, dt,$$

where $\wedge$ denotes the usual wedge product between vectors in the plane;

(4-1) \quad $\wedge: \mathbb{R}^2 \times \mathbb{R}^2 \to \mathbb{R}$ \quad defined by $(a, b) \wedge (c, d) = ad - bc$.

We allow our transverse measures to be atomic. An atomic measure could be supported on a single leaf for instance. We will be only be considering locally finite transverse measures, so a leaf supporting an atomic measure can not accumulate in the surface.
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Theorem 4.5 (Ergodic measure characterization) Assume $\mathcal{G}$, $w_1$, and $\theta_1$ are as in Theorem 4.4. Additionally assume $\mathcal{G}$ has no vertices of valence one. Then the locally finite ergodic $\hat{\mathcal{F}}_{\theta_1}$–transverse measures on $S = S(\mathcal{G}, w_1)$ are precisely those measures which arise from pulling back the Lebesgue $\hat{\mathcal{F}}_{\theta_2}$–transverse measure on $S(\mathcal{G}, w_2)$ under the homeomorphisms $\phi$ given in Theorem 4.4, where $w_2$ is an extremal positive eigenfunctions of $A$.

Section 6 culminates in a proof of this theorem.

Remark 4.6 (Valence one) The author conjectures that the condition that $\mathcal{G}$ has no vertices of valence one is unnecessary here. It is needed to verify some combinatorial conditions (Definitions 6.30, 6.38 and 6.39), which we believe are still true in the valence-one case, but which we could not prove. Indeed, the theorem holds with the valence-one condition removed if these conditions can be proved to hold in the valence-one case. See Theorem 6.57.

5 Historical remarks

Infinite translation surfaces were first studied in the context of billiards, because when a polygon has angles which are irrational multiples of $\pi$, the Zemljakov–Katok unfolding construction [50] produces an infinite translation surface. See for instance Vorobets and Gal’perin [47]. Recently however, there has been interest in infinite translation surfaces which arise from other constructions. In the author’s [23] and Bowman’s [6], infinite translation surfaces have been studied which arise from geometric limits. Additionally, there are now many papers concerned with geometric questions about infinite covers of translation surfaces. See Hubert and Schmithüsen [27], the author and Weiss [25], and Schmoll [39] in addition to papers on the popular Ehrenfest wind-tree model (see Section G3). Other recent work on infinite translation surfaces has included Chamanara, Gardiner and Lakic [10] and Przytycki, Schmithüsen and Valdez [36].

Dynamicists have long been interested in skew products, and skew rotations have been studied since the papers Schmidt [38] and Conze and Keane [15]. The greatest influence on this paper was Theorem 1.4 of Aaronson, Nakada, Sarig and Solomyak [2] (which we restate as Theorem E.1). Other papers in this area include Conze [12], Conze and Frączek [13], Conze and Gutkin [14]. While interval exchange transformations have been studied in close connection with translation surfaces since at least the 1970s, only recently have skew rotations been studied using ideas from the theory of translation surfaces. (Perhaps Hubert, Weiss and the author’s [24] was the first such example.)
Now it appears quite natural to use translation surfaces to study dynamical questions about skew products created using \( \mathbb{Z} \)-valued cocycles over an interval exchange.

Recently the ergodic theory of straight line flows on infinite covers of translation surfaces has been rapidly developing. In addition to this paper, work of Hubert and Weiss shows that if a \( \mathbb{Z} \)-cover of a translation surface has a Veech group which is a lattice and the surface contains a strip, then the straight-line flow is ergodic in almost every direction [25]. Since the first draft of this paper appeared, it has become apparent from work of Frączek and Ulcigrai that typically we should not expect many ergodic directions for the straight-line flow on a \( \mathbb{Z} \)-cover of a translation surface. For instance, it is shown in Frączek and Ulcigrai [19] that for any (unbranched) \( \mathbb{Z} \)-cover of a genus two translation surface the straight-line flow is not ergodic in almost every direction, even though many of these surfaces have recurrent straight-line flows in almost every direction.

The philosophy of the proofs in this paper come from Teichmüller theory. In particular, we follow the spirit of a criterion of Masur [30] which guarantees unique ergodicity of an interval exchange transformation involving finitely many intervals. Masur’s criterion uses the Teichmüller flow on moduli space to demonstrate unique ergodicity. Rather than using the Teichmüller flow directly, we make use of the inherent symmetries (affine automorphisms) of surfaces produced using Thurston’s construction to renormalize the space of invariant measures. This idea goes back to work of Veech [46]. This iterative process was inspired by Smillie and Ulcigrai’s work on the regular octagon [40], which produced detailed information about the trajectories of the straight-line flow. Our techniques give weaker information about the behavior of trajectories than explicit coding, but the information we extract is sufficient for classifying invariant measures.

6 Proofs of main results

The orbit equivalence theorem and ergodic measure characterization theorem (Theorems 4.4 and 4.5) are the main results of this paper. We prove these results in this section, though we rely on work in later sections to flesh out many of the details.

We will now give an overview of the proofs of the main results. As in the statements of these results, \( G \) will be an infinite, connected, bipartite, ribbon graph with bounded valence. We let \( w \) be a positive eigenfunction of the adjacency operator \( A : \mathbb{R}^V \to \mathbb{R}^V \) with eigenvalue \( \lambda \). Our surface \( S = S(G, w) \) is built as in Definition 3.3. We let \( \theta = \theta((g_n),\lambda) \) be a \( \lambda \)--renormalizable direction.

- In Section 6.1, we explain that there is a linear embedding of the space of locally finite \( \hat{\mathcal{P}}_\theta \)--transverse measures into a cohomological space, \( H^1 \). We derive a necessary
and sufficient criterion for an \( m \in H^1 \) to arise from a transverse measure in terms of pairings of \( m \) with homology classes of saddle connections.

- In Section 6.2, we consider the affine action of the sequence of group elements \( \langle g_n \in G \rangle \). This paper uses these group elements as renormalization operators. These group elements act on \( H^1 \). We give a necessary and sufficient criterion for \( m \in H^1 \) to arise from a transverse measure in terms of the images of \( m \) under the action of \( \langle g_n \rangle \).

- In Section 6.3, we observe that there is a natural linear embedding of \( \mathbb{R}^V \) into \( H^1 \). The action of \( G \) on \( H^1 \) leaves invariant this image of \( \mathbb{R}^V \), and the induced action of the generators on \( \mathbb{R}^V \) is quite simple (see Equations (6-2) and (6-3)). We describe necessary and sufficient conditions for the image of \( f \in \mathbb{R}^V \) in \( H^1 \) to come from a transverse measure.

- In Section 6.4, we prove the orbit equivalence theorem (Theorem 4.4). Suppose \( w_2 \) is another eigenfunction of \( A \) with eigenvalue \( \lambda_2 \) and consider the direction \( \theta_2 = \theta((g_n), \lambda_2) \) on the surface \( S_2 = S(G, w_2) \). Since \( S \) and \( S_2 \) are built in the same combinatorial way, there is a natural isotopy class of homeomorphisms between them. We use this to pull the cohomology class associated to the \( \mathcal{F}_{\theta_2} \)–Lebesgue transverse measure back to \( S \). We use our understanding of transverse measures to observe that this pullback cohomology class came from such a measure. By integrating this measure, we improve our identification between these surfaces to a canonical homeomorphism \( S \to S_2 \) which carries \( \mathcal{F}_\theta \) to \( \mathcal{F}_{\theta_2} \). This is the desired orbit equivalence.

- In Section 6.5, we introduce a hypothesis called the subsequence decay property. We show that under this hypothesis all cohomology classes arising from transverse measures lie in the image of \( \mathbb{R}^V \) inside \( H^1 \). Going forward, we will consider the cone of transverse measures as linearly embedded in \( \mathbb{R}^V \).

- In Section 6.6, we introduce the action of the adjacency operator, \( A \). We make some more hypotheses: the critical decay property and the adjacency sign property. We note these properties as well as the subsequence decay property hold for surfaces built from graphs with no vertices of valence one. Under these hypotheses, we show that \( A^2 \) restricts to a bijection preserving the cone of transverse invariant measures. Furthermore, we show that if \( f \in \mathbb{R}^V \) arises from an ergodic transverse measure, then there is a \( \lambda_2 > 0 \) so that \( A^2(f) = \lambda_2^2 f \).

- In Section 6.7, we use Martin boundary theory to finish the proof of the ergodic measure characterization theorem (Theorem 4.5). The prior section left us to consider precisely which functions \( f \) satisfying \( A^2(f) = \lambda_2^2 f \) arise from ergodic transverse measures. It turns out that for each \( \lambda_2 \), the set of \( f \) arising from transverse measures and satisfying \( A^2(f) = \lambda_2^2 f \) is the image under a linear map of the set of positive
solutions to $A(g) = \lambda g$. Via the Poisson–Martin representation theorem, the extreme points of this latter space are understood in terms of the minimal Martin boundary.

## 6.1 Reinterpretation of invariant measures

Let $S$ be an infinite translation surface constructed as a union of polygons as in Section 3.1, and let $V$ be the collection of all points in $S$ which are (identified) vertices of those polygons. Let $\theta \in S^1$ be a direction and $\widehat{F_\theta}$ be the leaf space of orbits of the straight line flow in direction $\theta$, with singular leaves split. Let $\mathcal{M}_\theta$ denote the space of all locally finite transverse measures for $\widehat{F_\theta}$.

Let $H_1(S, V, \mathbb{R})$ denote the real homology classes of closed curves in $S/V$ (i.e. $S$ with the points in $V$ collapsed to a single point). Here we only allow such curves to visit finitely many polygons in the decomposition of $S$ into polygons. We will always use $H^1$ to indicate the dual space to $H_1(S, V, \mathbb{R})$. That is, $H^1$ is the collection of all linear maps from $H_1(S, V, \mathbb{R}) \to \mathbb{R}$. We choose this notation because $H^1$ will be the only cohomological space we consider.

A transverse measure $\mu \in \mathcal{M}_\theta$ determines a linear map $\Psi_\theta(\mu) : H_1(S, V, \mathbb{Z}) \to \mathbb{R}$. This map is defined to be $[x] \mapsto \mu(x)$ if $x$ is a curve in $S$ joining a point in $V$ to a point in $V$ and everywhere crossing the leaf space $\widehat{F_\theta}$ with positive algebraic sign. (To be precise, if the leaves of $\widehat{F_\theta}$ are upward pointing, then the transversals moving rightward across the leaf space cross with positive algebraic sign.) This map can be uniquely extended to a linear map $\Psi_\theta(\mu) : H_1(S, V, \mathbb{Z}) \to \mathbb{R}$, since the map is determined on a basis. Note that $\Psi_\theta(\mu)$ is a cohomology class in $H^1$. So $\Psi_\theta$ defines a linear map $\mathcal{M}_\theta \to H^1$.

Recall $F^t_\theta$ denoted the flow on a translation surface in direction $\theta$. We call the flow $F^t_\theta : S \to S$ conservative if given any subset $A \subset S$ of positive measure and any $T > 0$, for Lebesgue ae $x \in S$ there is a $t > T$ for which $F^t_\theta(x) \in A$. We have the following.

**Lemma 6.1** Let $S$ be a translation surface with nonempty singular set $V$. The map $\Psi_\theta : \mathcal{M}_\theta \to H^1$ is injective if the straight-line flow $F^t_\theta$ has no periodic trajectories and is conservative.

This statement is proved in Appendix A3.

We can apply this result because we have the following three results for the translation surface $S = S(\mathcal{G}, w)$ constructed as in Definition 3.3, with $w \in \mathbb{R}^V$ a positive eigenfunction for the adjacency operator with eigenvalue $\lambda$. A *saddle connection* is an oriented geodesic segment $\sigma \subset S$ which visits only finitely many polygons making up $S$ and intersects $V$ precisely at its endpoints. The *holonomy*
of a saddle connection, $\text{hol}(\sigma) \in \mathbb{R}^2$, is the vector difference between the end and starting points of a developed image of $\sigma$ into the plane.

**Theorem 6.2** (No saddle connections) No saddle connection of $S(\mathcal{G}, w)$ has a holonomy vector which points in a $\lambda$–renormalizable direction.

This theorem is proved in Section 8. Note that in any translation surface, a periodic trajectory of the straight-line flow lies in a maximal Euclidean cylinder whose core curves are parallel to the trajectory. The obstruction to further enlarging such a cylinder is the presence of vertices in the boundary, so such a cylinder is bounded by a finite number of saddle connections. So as a consequence of the above theorem, we see:

**Corollary 6.3** (Aperiodicity) The surface $S(\mathcal{G}, w)$ admits no periodic straight-line trajectories in $\lambda$–renormalizable directions.

Finally, in Section 9, we prove the following:

**Theorem 6.4** (Conservativity) The straight-line flow on $S(\mathcal{G}, w)$ in a $\lambda$–renormalizable direction is conservative.

So, by the lemma above, we have the following:

**Corollary 6.5** If $\theta$ is a $\lambda$ renormalizable direction on the surface $S(\mathcal{G}, w)$, then the map $\Psi_\theta: \mathcal{M}_\theta \to H^1$ is injective.

The first idea in the proof of our main results is to work with the convex cone $\Psi_\theta(\mathcal{M}_\theta)$ rather than working directly with measures. In order to do this, we give a criterion for a cohomology class to come from a measure.

**Lemma 6.6** Given $m \in H^1$, we have $m \in \Psi_\theta(\mathcal{M}_\theta)$ if and only if for all saddle connections $\sigma$ with $m(\|\sigma\|) \neq 0$ we have

$$\text{sgn}(m(\|\sigma\|)) = \text{sgn}(\text{hol}(\sigma) \wedge \theta).$$

Here $\text{sgn}: \mathbb{R} \to \{-1, 0, 1\}$ is the signum function, which assigns to a real number the element of $\{-1, 0, 1\}$ with the same sign.

The proof of this lemma is in Appendix A3.

**Remark 6.7** (Awkward inequalities) The construct “$a \neq 0$ implies $\text{sgn}(a) = \text{sgn}(b)$” is equivalent to the longer statement “if $b > 0$ then $a \geq 0$ and if $b < 0$ then $a \leq 0$”. We will repeatedly use this more compact construct in this paper.
6.2 Action of the affine automorphism group

For the remainder of Section 6, we will let \( S = S(G, w) \) be a translation surface as constructed in Section 3.4. Let \( E \) denote the set of horizontal and vertical edges of the rectangles making up \( S \), and \( V \) denotes the set of vertices of rectangles. By definition, the edges in \( E \) are all saddle connections, since they join a point in \( V \) to a point in \( V \).

We orient the horizontal saddle connections in \( E \) rightward, and the vertical saddle connections upward. We have the following.

**Proposition 6.8** Homology classes of saddle connections in \( E \) span \( H_1(S, V, \mathbb{Z}) \).

The proof is to simply note that by cutting along the horizontal and vertical saddle connections, we decompose \( S \) into rectangles. In particular, an \( m \in H^1 \) is determined by what it does to \( E \).

Let \( \phi: S \to S \) be an orientation preserving affine automorphism of \( S \). Then \( \phi \) acts on the space of transverse measures by pushing forward the measure. For all \( \theta \in S^1 \), \( \phi \) induces a bijection

\[
\phi_*: \mathcal{M}_\theta \to \mathcal{M}_{D(\phi)(\theta)}, \quad \mu \mapsto \mu \circ \phi^{-1}.
\]

Now suppose that \( \phi \) preserves the singular set \( V \). (It may not, since we allow removable singularities.) Then this action on measures is compatible with the pushforward action on \( H^1 \). We abuse notation by also denoting this pushforward by \( \phi_*: H^1 \to H^1 \). For \( m \in H^1 \), we define \( \phi_* (m) \) by

\[
(\phi_*(m))(\send{\theta}) = m \circ \phi^{-1}(\send{\theta})
\]

for all \( \send{\theta} \in H_1(S, V, \mathbb{Z}) \). For all \( \mu \in \mathcal{M}_\theta \) we have

\[
\phi_* \circ \Psi_\theta(\mu) = \Psi_{D(\phi)(\theta)} \circ \phi_*(\mu).
\]

We now recall Proposition 3.5. If \( w \) is a positive eigenfunction for \( G \) with eigenvalue \( \lambda \), we have an action \( \Phi \) of the free group \( G = \langle h, v \rangle \) by affine automorphisms of \( S(G, w) \).

This group action preserves the vertex set \( V \). The action induced on homology is independent of the choice of such a positive eigenfunction \( w \). The following proposition will explain the action on the generating set \( E \) of \( H_1(S, V, \mathbb{Z}) \).

For each saddle connection \( \sigma \in E \), we use \( \send{\sigma} \in H_1(S, V, \mathbb{Z}) \) to denote its homology class. Recall that vertices \( v \in \mathcal{V} \) correspond to cylinders \( \text{cyl}_v \) as in Equation (3-4). If \( v \in \mathcal{A} \), this cylinder is horizontal. Otherwise it is vertical. We use \( \send{\text{cyl}_v} \) to denote the homology class of a core curve. As with \( \send{\sigma} \) we orient \( \send{\text{cyl}_v} \) either rightward or upward. Note that any \( \sigma \in E \) traverses exactly one cylinder \( \text{cyl}_v \).
Proposition 6.9 (Action on homology) Given any $\sigma \in E$, we have

\[
\Phi^k_k([\sigma]) = \begin{cases} 
[\sigma] & \text{if } \sigma \text{ is horizontal}, \\
[\sigma] + k[cyl_a] & \text{if } \sigma \text{ is vertical and traverses } cyl_a \text{ with } a \in A,
\end{cases}
\]
\[
\Phi^k_v([\sigma]) = \begin{cases} 
[\sigma] + k[cyl_b] & \text{if } \sigma \text{ is horizontal and traverses } cyl_b \text{ with } b \in B, \\
[\sigma] & \text{if } \sigma \text{ is vertical}.
\end{cases}
\]

Recall that a $\lambda$–renormalizable direction $\theta$ has a $\lambda$–shrinking sequence of elements of $G$, $\langle g_n \rangle$. We also call $\langle g_n \rangle$ a renormalizing sequence. See Section 4.1 and, in particular, Lemma 4.3.

Definition 6.10 We say that an $m \in H^1$ is a $(\theta,n)$–survivor if for all saddle connections $\sigma \in \Phi^k_{\theta^{-1}}(E)$ we have $m(\lceil \sigma \rceil) \neq 0$ implies

\[ \text{sgn}(m(\lceil \sigma \rceil)) = \text{sgn}(\text{hol}(\sigma) \wedge \theta). \]

The collection of $(\theta,n)$–survivors $m \in H^1$ is a closed convex cone by Remark 6.7. Note that this definition verifies the conditions of Lemma 6.6 on a subset of saddle connections depending on $n$. But it turns out that checking each of these subsets is sufficient for concluding that $m$ arises as $\Psi(\mu)$ for some $\mu \in M_{\theta}$.

Theorem 6.11 (Survivors and measures) Let $\theta$ be a $\lambda$–renormalizable direction. For any $m \in H^1$, $m \in \Psi(\theta,M_{\theta})$ if and only if $m$ is a $(\theta,n)$–survivor for all $n \geq 0$.

The proof follows from analyzing the action of the sequence $\rho^g_{\lambda}$ on $S^1$. We show that if $m$ is a $(\theta,n)$–survivor for all $n$, then $m$ satisfies Lemma 6.6. Note that Theorem 6.2 implies we do not need to worry about saddle connections in the direction of $\theta$. See the end of Section 10 for the proof.

We can derive an equivalent definition of being a $(\theta,n)$–survivor by acting by $\Phi^g_{\theta}$ on $H^1$. This action was described in Equation (6-1), and we denote this $G$ action by $\Phi^G_{\theta}: H^1 \to H^1$.

Proposition 6.12 The condition that $m$ be a $(\theta,n)$–survivor is equivalent to the statement that for all $\sigma \in E$, we have $(\Phi^g_{\theta}(m))(\lceil \sigma \rceil) \neq 0$ implies

\[ \text{sgn}(\Phi^g_{\theta}(m)(\lceil \sigma \rceil)) = \text{sgn}(\text{hol}(\sigma) \wedge \rho^g_{\lambda}(\theta)). \]

Remark 6.13 (Renormalization argument) The interpretation of being a $(\theta,n)$–survivor provided in by Proposition 6.12 allows for a renormalization argument in the following sense. The conditions on being a $(\theta,0)$–survivor are relatively weak,
and depend only on the quadrant containing $\theta$. Observe that $m$ is a $(\theta, n)$–survivor if and only if $\Phi^g_n(m)$ is a $(\rho^g_n(\theta), 0)$–survivor. By Theorem 6.11, the cohomology classes associated to invariant measures are precisely those for which $\Phi^g_n(m)$ is a $(\rho^g_n(\theta), 0)$–survivor for all $n$. In that sense, we are utilizing the action of the shrinking sequence $(g_n \in G)$ on the space of straight-line flows of $S(G, w)$ to understand the invariant measures for these flows.

6.3 Operators on graphs

In addition to the adjacency operator, $A$, defined in Definition 3.1, we will be studying the following linear operators on $\mathbb{R}^V$:

\begin{equation}
H^k(f)(x) = \begin{cases} 
  f(x) + k \sum_{y \sim x} f(y) & \text{if } x \in A, \\
  f(x) & \text{if } x \in B,
\end{cases}
\end{equation}

\begin{equation}
V^k(f)(x) = \begin{cases} 
  f(x) & \text{if } x \in A, \\
  f(x) + k \sum_{y \sim x} f(y) & \text{if } x \in B.
\end{cases}
\end{equation}

We define the group action $\gamma : G \times \mathbb{R}^V \to \mathbb{R}^V$ by extending the definition $\gamma^h = H$ and $\gamma^v = V$. As long as $G$ is an infinite connected graph, the group action $\gamma$ is a faithful action of the free group with two generators. The operators relate to the adjacency operator, $A$, by the equations

\begin{equation}
AH = VA \quad \text{and} \quad AV = HA.
\end{equation}

There is a natural linear embedding $\Xi : \mathbb{R}^V \to H^1$. Given $f \in \mathbb{R}^V$, and $[x] \in H_1(S, V, \mathbb{Z})$ we define

\begin{equation}
\Xi(f)([x]) = \sum_{v \in V} i([x], [cyl_v]) f(v).
\end{equation}

Here $i : H_1(S, V, \mathbb{Z}) \times H_1(S \setminus V, \mathbb{Z}) \to \mathbb{Z}$ denotes the usual algebraic intersection number, and $[cyl_v]$ is as defined above Proposition 6.9. This sum is well defined, because $i([x], [cyl_v]) = 0$ for all but finitely many $v \in V$.

It is not difficult to see that the image $\Xi(\mathbb{R}^V)$ is invariant under the action of the affine automorphism group. In fact, we have the following.

**Proposition 6.14** For all $g \in G$ we have $\Phi^g \circ \Xi = \Xi \circ \gamma^g$.

This proposition is proved in Section 11.

Suppose that $f \in \mathbb{R}^V$ is a positive function. Then we can think of $\Xi(f)$ as the element of $H^1$ arising from the Lebesgue transverse measure to the foliation in direction of angle
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\[ \pi/4 \text{ on the surface } S(\mathcal{G}, f) \]. Similar interpretations arise from considering an \( f \in \mathbb{R}^V \) where the signs of \( f \) on the subsets of vertices \( A \) and \( B \) are fixed. This idea is what gives rise to the notions of quadrants, which we are about to introduce. We will show that \( \Psi_{\theta}(\mathcal{M}_{\theta}) \subset \Xi(\mathbb{R}^V) \). Moreover, we will show that the set of transverse measures to the split leaf space \( \mathcal{F}_\theta \) (see Section 4.4 and Appendix A) all can be interpreted as such Lebesgue transverse measures on \( S(\mathcal{G}, f) \) with \( f \) satisfying survivor conditions, as defined below.

**Definition 6.15** (Survivors in \( \mathbb{R}^V \)) Assume \( \theta \in \mathbb{T}^1 \) is a \( \lambda \)-renormalizable direction with \( \lambda \)-shrinking sequence \( \langle g_n \rangle \). We say that \( f \in \mathbb{R}^V \) is a \( (\theta, n) \)-survivor if \( \Xi(f) \) is a \( (\theta, n) \)-survivor. We say \( f \) is a \( \theta \)-survivor if it is a \( (\theta, n) \)-survivor for all \( n \geq 0 \). We use \( S_\theta \subset \mathbb{R}^V \) to denote the set of all \( \theta \)-survivors.

We will introduce an equivalent definition which is intrinsic to \( \mathbb{R}^V \). For this, we need a few more definitions.

**Definition 6.16** (Sign pairs) The set of sign pairs is the set of four elements \( SP = \{ (\pm 1, \pm 1) \} \). We abbreviate these elements by writing

\[
++ = (1, 1), \quad +\!- = (1, -1), \quad -\!+ = (-1, 1), \quad -- = (-1, -1).
\]

We will use \( \pi_1 \) and \( \pi_2 \) to denote the projection functions. For instance \( \pi_1(-+) = -1 \) and \( \pi_2(-+) = 1 \).

**Definition 6.17** (Quadrants in \( \mathbb{R}^2 \)) The four open quadrants in \( \mathbb{R}^2 \) are naturally in bijection to the elements \( s \in SP \). We define

\[
Q_s = \{ (x, y) \in \mathbb{R}^2 : \text{sgn } x = \pi_1(s) \text{ and } \text{sgn } y = \pi_2(s) \}.
\]

We use \( cl(Q_s) \) to denote the closure \( Q_s \).

**Definition 6.18** (Quadrants in \( \mathbb{R}^V \)) The four quadrants in \( \mathbb{R}^V \) are

\[
\hat{Q}_s = \left\{ f \in \mathbb{R}^V : \begin{array}{l}
f(a) = 0 \text{ or } \text{sgn } f(a) = \pi_1(s) \text{ for all } a \in A \\
f(b) = 0 \text{ or } \text{sgn } f(b) = \pi_2(s) \text{ for all } b \in B
\end{array} \right\}.
\]

Recall that the orbit under \( \rho_\lambda^G \) of a \( \lambda \)-renormalizable direction does not include the horizontal or vertical directions.

**Definition 6.19** (Sign sequence of \( \theta \)) Suppose \( \theta \) has \( \lambda \)-shrinking sequence \( \langle g_n \rangle \). We define the corresponding \((\lambda-) sign sequence\) of \( \theta \) to be the sequence \( \langle s_0, s_1, s_2, \ldots \rangle \) with \( s_n \in SP \) so that \( \rho_\lambda^{g_n}(\theta) \in Q_{s_n} \) for all \( i \).
The $\lambda$–sign and $\lambda$–shrinking sequences turn out to uniquely determine $\theta$.

**Proposition 6.20** (Quadrant sequences) Let $\theta \in \mathcal{R}_\lambda$ with $\lambda$–shrinking sequence $\langle g_n \rangle$ and sign sequence $\langle s_n \rangle$. The only $v \in \mathbb{S}^1$ for which $\rho^n_\lambda(v) \in \bar{Q}_{s_n}$ for all $n$ is $v = \theta$.

This proposition is proved in Section 10.4.

Recall from Section 4.1 that a renormalizing sequence $\langle g_n \rangle$ and a $\lambda$–determine an antipodal pair of unit vectors $\pm \theta(\langle g_n \rangle, \lambda) \in \mathbb{S}^1$ for which $\langle g_n \rangle$ is the $\lambda$–shrinking sequence. The quadrants containing these vectors do not change as we vary $\lambda$.

**Proposition 6.21** If $\langle g_n \rangle$ is a renormalizing sequence and $\lambda, \lambda' \geq 2$, then the antipodal pairs $\pm \theta(\langle g_n \rangle, \lambda)$ and $\pm \theta(\langle g_n \rangle, \lambda')$ lie in the same pair of quadrants.

This proposition is proved at the end of Section 7.3. Because of this, given a choice of $\langle g_n \rangle \in \mathbb{R}$ with $\lambda$–shrinking sequence $\langle g_n \rangle$, we can let $\hat{\langle g_n \rangle};/0$ denote the choice from the antipodal pair $\pm \theta(\langle g_n \rangle, \lambda')$ which lies in the same quadrant as $\theta$.

We will need the following result in the proof of the orbit equivalence (Theorem 4.4).

**Proposition 6.22** The $\lambda$–sign sequence of $\theta$ is the same as the $\lambda'$–sign sequence of $\theta(\langle g_n \rangle, \lambda')$.

This proposition will be proved at the end of Section 10.1. The sign sequence gives us a more natural definition of being a $(\theta, n)$–survivor.

**Proposition 6.23** (Equivalent notion of survivors) Let $f \in \mathbb{R}^\mathbb{V}$. Then $f$ is a $(\theta, n)$–survivor if and only if $\Upsilon^{g_n}(f) \in \bar{Q}_{s_n}$.

**Proof** By Proposition 6.14, $\Phi^*_{\lambda} \circ \Xi(f) = \Xi \circ \Upsilon^{g_n}(f)$. Showing that $f$ is a $(\theta, n)$–survivor is equivalent to showing that $\Xi \circ \Upsilon^{g_n}(f)$ is a $\rho^{g_n}(\theta), 0$–survivor. Therefore, it is enough to consider the case when $n = 0$.

Write $\theta = (x, y)$ and set $s_x = \text{sgn } x$ and $s_y = \text{sgn } y$. As $\theta$ is $\lambda$–renormalizable, $s_x, s_y \in \{-1, 1\}$. If $\sigma_v \in E$ is a vertical saddle connection, then $\text{sgn}(\text{hol}(\sigma_v) \wedge \theta) = -s_x$.

If $\sigma_v \in E$ is horizontal, then $\text{sgn}(\text{hol}(\sigma_h) \wedge \theta) = s_y$. Assuming $\sigma_v$ crosses the horizontal cylinder $a \in A$ and $\sigma_h$ crosses the vertical cylinder $b \in B$, we have

$$\Xi(f)(\sigma_v) = -f(a) \quad \text{and} \quad \Xi(f)(\sigma_h) = f(b).$$

Therefore, $\Xi(f)$ is a $(\theta, 0)$–survivor if and only if $\text{sgn } f(a) \in \{0, s_x\}$ and $\text{sgn } f(b) \in \{0, s_y\}$ for all $a \in A$ and $b \in B$. The conclusion of the proposition follows. \qed
6.4 The topological conjugacy

In this subsection, we will prove Theorem 4.4. Throughout this subsection \( w_1, w_2 \in \mathbb{R}^V \) will be positive functions satisfying \( A(w_i) = \lambda_i w_i \). The sequence \( \langle g_n \rangle \) will be a renormalizing sequence, and \( \theta_i = \theta(\langle g_n \rangle, \lambda_i) \in S^1 \) will be chosen from the pairs of antipodal \( \lambda_i \)-renormalizable directions with \( \lambda_i \)-shrinking sequence \( \langle g_n \rangle \) so that \( \theta_1 \) and \( \theta_2 \) lie in the same quadrant. We write \( \theta_i = (x_i, y_i) \).

For any positive \( f \in \mathbb{R}^V \) with \( A(f) = \lambda f \), there is a naturally related parameterized plane in \( \mathbb{R}^V \):

\[
P_f : \mathbb{R}^2 \to \mathbb{R}^V, \quad P_f(x, y)(v) = \begin{cases} x f(v) & \text{if } v \in A, \\ y f(v) & \text{if } v \in B. \end{cases}
\]

This plane is invariant under the action of \( H \) and \( V \):

**Proposition 6.24** (Invariant planes) Let \( v \in \mathbb{R}^2 \). Then, for all \( g \in G \), we have \( \gamma^g(P_f(v)) = P_f(\rho^g(v)) \).

The proof is a simple calculation.

We will be considering the parametrized planes \( P_{w_1} \) and \( P_{w_2} \). For \( i = 1, 2 \), let \( \mu_i \) be the Lebesgue \( \mathcal{F}_{\theta_i} \)-transverse measures on \( S(G, w_i) \). These measures are closely connected to the planes constructed above.

**Proposition 6.25** For \( i = 1, 2 \), we have \( \Psi_{\theta_i}(\mu_i) = \Xi(P_{w_i}(\theta_i)) \).

**Proof** Let \( a \in A \) and \( b \in B \). Let \( \sigma_v \) be a vertical saddle connection crossing the horizontal cylinder \( cyl_a \) and oriented upward. Let \( \sigma_h \) be a rightward oriented horizontal saddle connection crossing the vertical cylinder \( cyl_b \). By definition of \( \Psi_{\theta_i}(\mu_i) \) and the Lebesgue transverse measure, we have

\[
\Psi_{\theta_i}(\mu_i)([\sigma_v]) = (0, w_i(a)) \wedge \theta_i = -x_i w_i(a),
\]

\[
\Psi_{\theta_i}(\mu_i)([\sigma_h]) = (w_i(b), 0) \wedge \theta_i = y_i w_i(b).
\]

Similarly, by definition of \( \Xi \) we have

\[
\Xi(P_{w_i}(\theta_i)([\sigma_v])) = i([\sigma_v], [cyl_a]) P_{w_i}(\theta_i)(a) = -x_i w_i(a),
\]

\[
\Xi(P_{w_i}(\theta_i)([\sigma_h])) = i([\sigma_h], [cyl_b]) P_{w_i}(\theta_i)(b) = y_i w_i(b).
\]

**Proposition 6.26** \( P_{w_2}(\theta_2) \) is a \( \theta_1 \)-survivor. Moreover \( v = \theta_2 \) is the unique \( v \in S^1 \) for which \( P_{w_2}(v) \) is a \( \theta_1 \)-survivor.
Proof. We show that $P_{w_2}(\theta_2)$ is a $(\theta_1, n)$–survivor for all $n$. Let $s_n$ be the $n^{th}$ entry in the sign sequences of $\theta_1$ and $\theta_2$. (These are the same by Proposition 6.22.) By Proposition 6.24, we have that

$$\gamma^{g_n}(P_{w_2}(\theta_2)) = P_{w_2}(\rho_{\lambda_2}^{g_n}(\theta_2)).$$

We know $\rho_{\lambda_2}^{g_n}(\theta_2) \in \mathcal{Q}_{s_n}$. So by definition of $P_{w_2}$, we have $P_{w_2}(\rho_{\lambda_2}^{g_n}(\theta_2)) \in \hat{\mathcal{Q}}_{s_n}$ and we may apply Proposition 6.23.

Uniqueness of the choice $\theta_1$–survivor follows by combining the above argument with Proposition 6.20.

Let $\mathcal{M}_i$ denote the locally finite $\hat{\mathcal{F}}_{\theta_i}$–transverse measures on $S(G, w_i)$. We can observe the following from Theorem 6.11 and Definition 6.15.

Corollary 6.27. There is an unique measure $\mu'_2 \in \mathcal{M}_1$ with $\Psi_{\theta_1}(\mu'_2) = \Xi(P_{w_2}(\theta_2))$.

This measure $\mu'_2$ is our candidate pull-back measure. It remains to build our homeomorphism. We begin by building a continuous map from $\phi_1: S(G, w_1) \to S(G, w_2)$. For $e \in E$, let $R^i_e$ be the rectangles of $S(G, w_i)$ associated to the edge of the graph $e = ab$. We define the map on these rectangles. Recall we may view each $R^i_e$ as the rectangular subset of the plane, $[0, w_i(b)] \times [0, w_i(a)]$. (See Definition 3.3.) We define the restriction map $\phi_1|_{\partial R^i_e}: \partial R^i_e \to \partial R^2_e$ along the edges by integrating the measure $\mu'_2$ and rescaling appropriately. For instance along the bottom edge $B \subset R^1_e$, which is identified with the interval $[0, w_1(b)] \times \{0\}$, we use the formula

$$\phi_1|_B(t, 0) = \left( \frac{1}{|y_2|} \mu'_2([0, t] \times \{0\}), 0 \right) \in R^2_e.$$  

(Recall $y_2$ is the $y$–coordinate of $\theta_2$.) We must check that this map sends the bottom edge of $R^1_e$ to the bottom edge of $R^2_e$. This follows from the fact that $\Psi_{\theta_1}(\mu'_2) = \Xi(P_{w_2}(\theta_2))$, because the bottom edge of $R^1_e$ is a saddle connection, $\sigma_h = [0, w_1(b)] \times \{0\}$. We evaluate the $x$–coordinate of the lower right endpoint as

$$\phi_1|_B(w_1(b), 0) = \frac{1}{|y_2|} \mu'_2(\sigma_h) = \frac{1}{|y_2|} |\Xi(P_{w_2}(\theta_2))(\|\sigma_h\|)|$$

$$= \frac{1}{|y_2|} |P_{w_2}(\theta_2)(b)| = \frac{1}{|y_2|} |y_2 w_2(b)| = w_2(b).$$

This shows that $\phi_1|_L$ maps to the lower edge, but it may not be surjective or continuous if $\mu'$ contains atoms. For the left, top and right edges ($L$, $T$ and $R$ respectively), we
We must check that if the points $P, Q \in \partial R^1_e$ satisfy $PQ \parallel \theta_1$, then $P'Q' \parallel \theta_2$ where $P' = \phi_1|_{\partial R^1_e}(P)$ and $Q' = \phi_1|_{\partial R^1_e}(Q)$. We will check this in case $P$ lies on the left edge $L$ and $Q$ lies on the top edge $T$. We leave the remaining cases to the reader. In this case via the identification of $R^1_e$ with the rectangle $[0, w_1(b)] \times [0, w_i(a)]$, there is a $r > 0$ so that $P = (0, w_1(a) - r y_1)$ and $Q = (r x_1, w_1(a))$. Let $O = (0, w_1(a))$. We note that the transversals $OP$ and $OQ$ cross the same collection of leaves. Let $s = \mu'_2(\overline{OP})$. Then by this observation $s = \mu'_2(\overline{OQ})$. We compute

\[
P' = \left(0, \frac{1}{x_2} \mu'_2([0] \times [0, w_1(a) - r y_1]) \right) = \left(0, \frac{1}{x_2} (\mu'_2([0] \times [0, w_1(a)]) - \mu'_2(\overline{OP})) \right) = \left(0, \frac{1}{x_2} (x_2 w_2(a) - s) \right) = \left(0, w_2(a) - \frac{s}{x_2} \right).
\]

\[
Q' = \left(0, \frac{1}{y_2} \mu'_2(\overline{OQ}), w_2(a) \right) = \left(\frac{s}{y_2}, w_2(a) \right).
\]

Indeed, $P'Q' = \frac{s}{x_2 y_2} \cdot \theta_2$, with $\theta_2 = (x_2, y_2)$.

By the proposition, we can extend definition of $\phi_1|_{\partial R^1_e}$ to a map $\phi_1|_{R^1_e} : R^1_e \to R^2_e$. If $\{P, Q\}$ is the boundary of a connected component of a leaf of $\mathcal{F}_{\theta_1}$ inside $R^1_e$, then by the proposition we know $P'Q'$ is a connected component of a leaf of $\mathcal{F}_{\theta_2}$ inside $R^2_e$, where $P' = \phi_1|_{\partial R^1_e}(P)$ and $Q' = \phi_1|_{\partial R^1_e}(Q)$. Then we can define $\phi_1$ onto $\overline{PQ}$ by defining $PQ \to P'Q'$ affinely (so it scales distance linearly). Thus we have defined $\phi_1|_{R^1_e} : R^1_e \to R^2_e$. 

\[\]
We similarly define \( \phi_1|_{R^1_e} : R^1_e \to R^2_e \) for all \( e \in E \). These maps agree on the boundaries of rectangles, so we have defined the map \( \phi_1 : S(G, w_1) \to S(G, w_2) \). We must show that \( \phi_1 \) is continuous. Discontinuities of \( \phi_1 \) can only arise from atoms of \( \mu_2' \). For each atom \( A \) of \( \mu_2' \) there is a strip in \( S(G, w_2) \sim \phi_1(S(G, w_1)) \) whose width is the measure of the atom. Note that each vertex of each rectangles \( R^2_e \) is in \( \phi_1(S(G, w_1)) \). Therefore for each atom \( A \) we have an isometrically embedded strip \( \epsilon : (0, \mu_2'(\{A\})) \times \mathbb{R} \to S(G, w_2) \) which sends the vertical foliation of the strip to the foliation \( \mathcal{F}_{\theta_2} \). But the vertical flow in the strip is not conservative, and so the existence of this strip contradicts the fact that the straight-line flow in direction \( \theta_2 \) on \( S(G, w_2) \) is conservative. See Theorem 6.4. Thus \( \phi_1 : S(G, w_1) \to S(G, w_2) \) is indeed continuous and surjective.

It remains to show that \( \phi_1 \) is invertible. We can construct a map \( \phi_2 : S(G, w_2) \to S(G, w_1) \) by switching the rolls of 1 and 2. The composition \( \phi_2 \circ \phi_1 : S(G, w_1) \to S(G, w_1) \) preserves the Lebesgue measures of transversals to \( \mathcal{F}_{\theta_1} \), and it preserves all vertices of rectangles \( R^1_e \). Therefore, the composition must act trivially on the boundaries of rectangles \( R^1_e \). Moreover, the composition acts affinely on connected components of leaves intersected with \( R^1_e \), and so must act trivially on each such connected component of a leaf. Therefore, \( \phi_2 \circ \phi_1 \) is the identity map.

Finally, we consider the uniqueness statement. Now suppose there were \( \mu_2', \mu_2'' \in M_1 \) so that there are homeomorphisms \( \phi'_1, \phi''_1 : S(G, w_1) \to S(G, w_2) \) which send \( R^1_e \) to \( R^2_e \) and respect the names of the boundary edges of the rectangles (bottom, top, left and right) and which push the measures \( \mu_2', \mu_2'' \) forward to the Lebesgue \( \mathcal{F}_{\theta_2} \)-transverse measure on \( S(G, w_2) \). Then we notice that the cohomology classes \( \Psi_{\theta_1}(\mu_2') \) and \( \Psi_{\theta_1}(\mu_2'') \) must be the same. Therefore, \( \mu_2' = \mu_2'' \) by Lemma 6.1 and Theorem 6.4. Finally, we see that the restrictions of \( \phi'_1 \) and \( \phi''_1 \) to the boundaries of rectangles are determined by \( \mu_2' \) and \( \mu_2'' \). (In fact they must be determined as in equations (6-7) and (6-8).) Thus the restrictions of \( \phi'_1 \) and \( \phi''_1 \) to the boundaries of rectangles must be the same. This concludes the proof of Theorem 4.4.

We have the following corollary to the topological conjugacy theorem, which will be useful later. It is stated in the context of Theorem 4.4.

**Corollary 6.29** The pullback of the Lebesgue \( \mathcal{F}_{\theta_2} \)-transverse measure on \( S(G, w_2) \) under the homeomorphism \( \phi : S(G, w_1) \to S(G, w_2) \) (which was denoted \( \phi_1 \) and constructed above) is \( \Psi_{\theta_1}^{-1} \circ \Xi(P_{w_2}(\theta_2)) \).

### 6.5 Surviving functions and measures

We will now continue the discussion from Section 6.3. Recall that if \( f \) was a \( \theta \)-survivor, then we obtain an invariant measure \( \Psi_{\theta}^{-1} \circ \Xi(f) \) by Theorem 6.11 and...
Definition 6.15. It turns out that under a “reasonable” assumption all measures arise in this way. Recall that \( S_\theta \) denotes the set of all \( \theta \)-survivors in \( \mathbb{R}^V \).

**Definition 6.30** (Subsequence decay property) We say that \( S(G, w) \) has the subsequence decay property, if for any \( \theta \in \mathcal{R}_\lambda \) and any \( f \in S_\theta \) there is a subsequence \( \{g_{n_i}\} \) of the \( \lambda \)-shrinking sequence of \( \theta \) for which
\[
\lim_{i \to \infty} \gamma^{g_{n_i}}(f)(v) = 0 \quad \text{for all } v \in V.
\]

Recall that by Theorem 6.11, \( m \in H^1 \) is the cohomology class of a \( \mathcal{F}_\theta \)-transverse measure if and only if \( m \) is a \( (\theta, n) \)-survivor for all \( n \geq 0 \).

**Theorem 6.31** Suppose \( S(G, w) \) has the subsequence decay property, and let \( \theta \in \mathcal{R}_\lambda \). If \( m \in H^1 \) is a \( (\theta, n) \)-survivor for all integers \( n \geq 0 \), then \( m = \mathcal{E}(f) \) where \( f \in S_\theta \).

We prove Theorem 6.31 in Section 11. In Section 13, we will show that if \( G \) has no nodes of valence one, then \( S(G, w) \) has the subsequence decay property. (In fact, we prove that \( S(G, w) \) has a stronger property. See Definition 6.38 and Theorem 6.40, below.)

By combining Theorems 6.31 and 6.11, we have the following.

**Corollary 6.32** If \( S(G, w) \) has the subsequence decay property, then \( \Psi_\theta(M_\theta) = \mathcal{E}(S_\theta) \). Moreover, both \( \Psi_\theta \) and \( \mathcal{E} \) are injective, so this yields a linear isomorphism between \( M_\theta \) and \( S_\theta \).

In other words, we have reduced the problem of classifying locally finite transverse measures to the study of \( \theta \)-survivors in \( \mathbb{R}^V \).

### 6.6 The action of the adjacency operator

In this section, we introduce the adjacency operator \( A \) to our arguments.

Let \( \tau : \mathbb{R}^2 \to \mathbb{R}^2 \) denote the involution \( (x, y) = (y, x) \). The action of \( \tau \) permutes the quadrants. We define the action of \( \tau \) on pairs of signs so that \( \mathcal{Q}_x = \mathcal{Q}_\bar{x} \). The action of \( \tau \) conjugates \( \rho_{\lambda}^h \) to \( \rho_{\lambda}^v \) and vice versa. The induced action on \( G \) is given by the group homomorphism \( \tilde{\tau} : G \to G \) defined so that \( \tilde{h} = v \) and \( \tilde{v} = h \). It follows that for all \( g \in G \) and all \( v \in \mathbb{R}^2 \), we have
\[
\rho_{\lambda}^{\tilde{g}}(v) = \rho_{\lambda}^g(\bar{v}).
\]

Recall from (6-4) that \( AH = VA \) and \( AV = HA \). Thus, for \( g \in G \), we have
\[
A \gamma^g = \gamma^{\tilde{g}} A.
\]
Corollary 6.32 indicated that in the presence of the subsequence decay property, \( \Xi^{-1} \circ \Psi_\theta \) is a bijective correspondence between \( \mathcal{M}_\theta \), the space of transverse measures for the foliation in direction \( \theta \), and the space \( S_\theta \) of \( \theta \)-survivors in \( \mathbb{R}^V \). We have the following.

**Proposition 6.33** If \( f \in \mathbb{R}^V \) is a \( \theta \)-survivor then \( A(f) \) is a \( \bar{\theta} \)-survivor.

**Proof** Let \( \langle g_n \rangle \) and \( \langle s_n \rangle \) denote the shrinking and sign sequences of \( \theta \), respectively. Then the shrinking sequence of \( \bar{\theta} \) is \( \langle g_n \rangle \) and the sign sequence is \( \langle s_n \rangle \). By the notion of survivors given in Proposition 6.23, as \( f \) is a \( \theta \)-survivor, we have \( \Upsilon^{g_n}(f) \in \hat{Q}_{s_n} \) for all \( n \). By Equation (6-9), we know

\[
\Upsilon^{g_n} \circ A(f) = A \circ \Upsilon^{g_n}(f) \in A(\hat{Q}_{s_n}) \subset \hat{Q}_{s_n}
\]

for all \( n \). Hence \( A(f) \) is a \( \bar{\theta} \)-survivor by Proposition 6.23. \( \square \)

We will show that \( A \) is a bijection from the cone of \( \theta \)-survivors to the cone of \( \bar{\theta} \)-survivors. First we will discuss injectivity. Note that \( A \) is not injective when considered on \( \mathbb{R}^V \). We have the following description of the group action \( \Upsilon \) on \( \text{ker}A = \{ k \in \mathbb{R}^V : A k = 0 \} \). For any subset \( U \subset \mathcal{V} \) we define \( \pi_U : \mathbb{R}^V \to \mathbb{R}^V \) by

\[
\pi_U(f)(v) = \begin{cases} f(v) & \text{if } v \in U, \\ 0 & \text{otherwise.} \end{cases}
\]

**Proposition 6.34** (Kernel of \( A \)) For all \( f \in \mathbb{R}^V \) and all \( k \in \mathbb{Z} \), we have

\[
H^k(f) = f + k \pi_B \circ A(f) \quad \text{and} \quad V^k(f) = f + k \pi_A \circ A(f).
\]

In particular, if \( k \in \text{ker}A \) then \( \Upsilon^g(k) = k \) for all \( g \in G \).

The proof is trivial, and follows from comparing the definitions of \( A \), \( H \) and \( V \). (See Definition 3.1 and equations (6-2) and (6-3), respectively.)

**Proposition 6.35** (Injectivity of \( A \)) Suppose \( S(G, w) \) has the subsequence decay property. Then the restriction of \( A \) to the cone of all \( \theta \)-survivors is injective.

**Proof** Suppose that \( f_1, f_2 \) are both \( \theta \)-survivors and that \( A(f_1) = A(f_2) \). Then \( f_2 = f_1 + k \) with \( k \in \text{ker}A \). We will show \( k(x) = 0 \) for all \( x \in \mathcal{V} \). By Proposition 6.34, for all \( g \in G \) we have

\[
k = \Upsilon^g(k) = \Upsilon^g(f_2) - \Upsilon^g(f_1).
\]
By the subsequence decay property, we know that there is a subsequence $g_{n_i}$ of the $\lambda$–shrinking sequence for $\theta$ so that $\lim_{i \to \infty} \gamma^{g_{n_i}}(f_j) = 0$ coordinatewise for $j = 1, 2$. For all $x \in \mathcal{V}$,

$$k(x) = \lim_{i \to \infty} \gamma^{g_{n_i}}(k)(x) = \lim_{i \to \infty} \left( \gamma^{g_{n_i}}(f_2) - \gamma^{g_{n_i}}(f_1) \right)(x) = 0.$$  

We will now discuss why $A$ surjectively maps the $\theta$–survivors onto the space of $\bar{\theta}$–survivors. To do this we need to be able to find inverses under the adjacency operator.

We use $\mathbb{R}_c^{\mathcal{V}}$ to denote the finitely supported functions $\mathcal{V} \to \mathbb{R}$. There is a natural bilinear pairing $\langle , \rangle: \mathbb{R}^{\mathcal{V}} \times \mathbb{R}_c^{\mathcal{V}} \to \mathbb{R}$ given by

$$(6-11) \quad \langle f, x \rangle = \sum_{v \in \mathcal{V}} x(v)f(v).$$

This sum is well defined because $x$ is only nonzero at finitely many $v \in \mathcal{V}$. The operators $A$, $H$ and $V$ restrict to actions on $\mathbb{R}_c^{\mathcal{V}}$. Furthermore,

$$(6-12) \quad \langle Af, x \rangle = \langle f, Ax \rangle, \quad \langle Hf, x \rangle = \langle f, Vx \rangle \quad \text{and} \quad \langle Vf, x \rangle = \langle f, Hx \rangle$$

for all $f \in \mathbb{R}^{\mathcal{V}}$ and all $x \in \mathbb{R}_c^{\mathcal{V}}$. We define the group automorphism $\gamma: G \to G$ by extending the definition on generators

$$(6-13) \quad \gamma(h) = v^{-1} \quad \text{and} \quad \gamma(v) = h^{-1}.$$ 

Note $\gamma^2$ is trivial. The natural extension of Equation (6-12) to all $g \in G$ is

$$(6-14) \quad \langle \gamma^g f, \gamma^v(x) \rangle = \langle f, x \rangle.$$ 

We have the following variation of a theorem of Farkas [18]. (See [3, Corollary 3.46], for a more modern treatment.)

**Lemma 6.36** (Farkas’ theorem for the adjacency operator) Let $f \in \hat{Q}_{++}$. The following two statements are equivalent.

1. There is a $g \in \hat{Q}_{++}$ with $Ag = f$.
2. For all $x \in \mathbb{R}_{c}^{\mathcal{V}}$, if $Ax \in \hat{Q}_{++}$ then $\langle f, x \rangle \geq 0$.

This lemma is proved in Appendix B; it follows from a generalized form of Farkas’ theorem. We will use criterion (2) to check for surjectivity. We will simplify this criterion. First, we introduce a more strict version of the subsequence decay property. In order to define this property, we need the following useful fact about renormalizable directions.
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Lemma 6.37 (Critical times) Suppose $\theta$ is a $\lambda$–renormalizable direction. Then there are infinitely many $n \in \mathbb{N}$ such that if $f \in \mathbb{R}^V$ is a $(\theta, n)$–survivor, then $f$ is a $(\theta, m)$–survivor for all $m \leq n$.

This lemma is proved in Section 11.2. We prove this lemma, by showing that there a sequence of values of $n$ which are guaranteed to have the property above. These values of $n$ satisfy a simple combinatorial criterion related to the shrinking sequence, and we call them critical times. See Definition 10.7.

Definition 6.38 (Critical decay property) $S(G, w)$ has the critical decay property, if for any $\theta \in \mathcal{R}_\lambda$ and any $f \in S_\theta$ the sequence of critical times, $(g_n)$, of the $\lambda$–shrinking sequence of $\theta$ satisfies
\[
\lim_{i \to \infty} \gamma^{g_n}(f)(v) = 0 \quad \text{for all } v \in V.
\]

The critical decay property implies the subsequence decay property of Definition 6.30.

Definition 6.39 (Adjacency sign property) The graph $G$ has the adjacency sign property, if for any $\theta \in \mathcal{Q}_++ \cap \mathcal{R}_\lambda$, any $f \in S_\theta$, any $x \in \mathbb{R}^V_<$ such that $Ax \in \mathcal{Q}_+$ and any critical time $t$ for the $\lambda$–shrinking sequence $(g_n)$ we have
\[
\langle \gamma^{g_t}(f), \gamma^{\gamma(g_t)}(x) - x \rangle \geq 0.
\]

In Section 13, we prove the following.

Theorem 6.40 (Graphs without vertices of valence one) If $G$ is an infinite connected bipartite graph with no vertices of valence one and $w$ is a positive eigenfunction for the adjacency operator, then $S(G, w)$ has the critical decay property and $G$ has the adjacency sign property.

Remark 6.41 The author believes that these properties should hold even when $G$ has vertices of valence one.

Proposition 6.42 Assume $S(G, w)$ has the critical decay property and $G$ has the adjacency sign property. Let $\theta \in \mathcal{R}_\lambda$ and $f \in S_{\theta}$. Then there is a $(\theta, 0)$–survivor $g$ with $Ag = f$.

Proof Without loss of generality, we may assume $f \in \mathcal{Q}_+++$. The statement that $g$ is a $(\theta, 0)$–survivor is equivalent to saying $g \in \mathcal{Q}_+++$. We show the existence of such
a $g$ using Farkas’ theorem for the adjacency operator. Let $x \in \mathbb{R}_c^V$ with $Ax \in Q_{++}$. By Equation (6-14), for any $g \in G$,

$$\langle f, x \rangle = \langle \Upsilon^g(f), \Upsilon^g(x) - x \rangle + \langle \Upsilon^g(f), x \rangle.$$ 

Let $(g_{n_i})$ be the critical subsequence of the $\lambda$–shrinking sequence of $\theta$. By the critical decay property, we see $\langle \Upsilon^{g_{n_i}}(f), x \rangle \to 0$ as $i \to \infty$. By the adjacency sign property, we have $\langle \Upsilon^{g_{n_i}}(f), \Upsilon^{g_{n_i}}(x) - x \rangle$ is always nonnegative. Thus

$$\langle f, x \rangle = \lim_{i \to \infty} \langle \Upsilon^{g_{n_i}}(f), \Upsilon^{g_{n_i}}(x) - x \rangle + \langle \Upsilon^{g_{n_i}}(f), x \rangle \geq 0$$

as needed to apply Farkas’ theorem (Lemma 6.36).

Given Proposition 6.42, the proof that there is a $\theta$–survivor, $g$, with $Ag = f$ is not difficult. Roughly, the proof carefully combines this proposition with the critical times lemma. Let $n$ be a critical time. Then we can find a $(\rho^g_{\lambda}(\theta), 0)$–survivor $g_n$ such that $A(g_n) = \Upsilon^{g_n}(f)$. Let $g = \Upsilon^{-1}(g_n)$. By Lemma 6.37, $g$ is a $(\bar{\theta}, m)$–survivor for all $m = 0, \ldots, n$. Thus the main technical difficulty is showing that the sets of all such candidates of the form $\Upsilon^{-1}(g_n)$ for each critical time $n$ have a nontrivial intersection. This argument is fully explained in Section 11.4 in the proof of the following lemma.

**Lemma 6.43** (Surjectivity) Assume $S(G, w)$ has the critical decay property and $G$ has the adjacency sign property. Let $\theta \in R_\lambda$ and $f \in S_{\bar{\theta}}$. Then there is a $g \in S_{\theta}$ with $A(g) = f$.

Combining Lemma 6.43 with Proposition 6.35, we observe the following.

**Theorem 6.44** Assume $S(G, w)$ has the critical decay property and $G$ has the adjacency sign property. If $\theta$ is a $\lambda$–renormalizable direction, then the adjacency operator restricts to bijection between the set of $\theta$–survivors and the set of $\bar{\theta}$–survivors.

**Proposition 6.45** If $f \in S_{\theta}$, then $A^2(f) - f \in S_{\theta}$.

**Proof** We consider the operator $A^2 - I$. First observe that for all $s \in SP$, we have $(A^2 - I)(\hat{Q}_s) \subset \hat{Q}_s$. To see this, we may take $s = ++$ without loss of generality. Then, if $v \in V$, we can find an $w \sim v$. Then by definition of $A$ we have

$$A^2(f)(v) \geq A(f)(w) \geq f(v),$$

and therefore $A^2(f)(v) - f(v) \geq 0$ as desired.

Second, we may observe that $A^2 - I$ commutes with $\Upsilon^g$ for all $g \in G$. This follows from linearity and Equation (6-9). Since we assumed $f$ was a $(\theta, n)$ survivor, we
know $\gamma^g_n(f) \in \hat{Q}_n$. Therefore, by our first observation, we see
\[
\gamma^g_n \circ (A^2 - I)(f) = (A^2 - I) \circ \gamma^g_n(f) \in \hat{Q}_n
\]
as well. Thus $(A^2 - I)(f)$ is a $(\theta, n)$–survivor for all $n$.

Our main theorem is really a corollary of Theorem 6.44. The ergodic measures theorem (Theorem 4.5) follows by combining the theorem below with Theorem 6.40 and some Martin boundary theory as described in the next subsection.

**Theorem 6.46** Assume $S(\mathcal{G}, w)$ has the critical decay property and $\mathcal{G}$ has the adjacency sign property. If $f \in S_\theta$ is extremal, then $A^2(f) = \lambda^2_2(f)$ for some positive $\lambda_2 \in \mathbb{R}$.

**Proof** If $f$ is extremal, then $A^2(f)$ must be extremal, since $A^2: S_\theta \to S_\theta$ is a linear bijection. But $A^2(f) = f + (A^2(f) - f)$ and both $f, A^2(f) - f \in S_\theta$. These two functions are linearly independent (contradicting extremality of $A^2(f)$) unless $A^2(f) = \lambda^2_2(f)$ for some positive $\lambda_2 \in \mathbb{R}$.

6.7 Martin boundary theory

In this subsection, we use Martin boundary theory to finish the proof of the ergodic measures theorem. We formally define the Martin boundary in Appendix C. Here we will only introduce the facts we need to use to prove our main theorem.

Choose any vertex $o \in \mathcal{V}$ called the root. Given an eigenvalue $\lambda$ of $A$ with positive eigenfunctions, the Martin compactification $\mathcal{V}_\lambda$ is a compactification of the vertex set $\mathcal{V}$. The Martin boundary is the set $\mathcal{M}_\lambda = \mathcal{V}_\lambda \sim \mathcal{V}$. Points $\zeta \in \mathcal{M}_\lambda$ correspond to positive functions $k_\zeta \in \mathbb{R}^\mathcal{V}$ so that $A(k_\zeta) = \lambda k_\zeta$ and $k_\zeta(o) = 1$. The function $\zeta \mapsto k_\zeta$ is continuous when $\mathbb{R}^\mathcal{V}$ is given the topology of pointwise convergence. The subset

$$\mathcal{M}_{\lambda}^{\text{min}} = \{\zeta \in \mathcal{M}_\lambda : k_\zeta \text{ is an extremal positive eigenfunction}\}$$

is called the minimal Martin boundary, and is a Borel subset of $\mathcal{M}_\lambda$.

**Theorem 6.47** (Poisson–Martin representation [48, Part IV, Theorems 24.7–24.9]) For each nonnegative $f \in \mathbb{R}^\mathcal{V}$ with $A(f) = \lambda f$, there is a unique Borel measure $\nu_f$ on $\mathcal{M}_\lambda$ with $\nu_f(\mathcal{M}_\lambda \setminus \mathcal{M}_{\lambda}^{\text{min}}) = 0$ and

$$f(v) = \int_{\mathcal{M}_\lambda} k_\zeta(v) \, d\nu_f(\zeta)$$

for all $v \in \mathcal{V}$. Furthermore, if $f$ is an extremal positive eigenfunction, then $f = c k_\zeta$ for some $c > 0$ and $\zeta \in \mathcal{M}_{\lambda}^{\text{min}}$, and $\nu_f$ is the Dirac measure with mass $c$ at $\zeta$. 
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Now we will study those $f \in \mathcal{Q}_s$ with $s$ a sign pair and for which $A^2(f) = \lambda^2(f)$. We let $G^2$ denote the graph with vertex set $V$ and edge set $E^2$, where each path of length two in $E$ corresponds to an edge of $G^2$. We allow loops in the graph $G^2$, which arise from moving forward along an edge in $E$ and then back to the starting point along the same edge or another edge with the same endpoints. Since $G$ is connected and bipartite, the graph $G^2$ consists of two connected components with vertex sets $A$ and $B$. We denote these two components by $G_A$ and $G_B$. We will let $A_A$ and $A_B$ be the adjacency operators on these two graphs and they satisfy the equations

$$A^2(f)(a) = A_A(f|_A)(a) \quad \text{and} \quad A^2(f)(b) = A_B(f|_B)(b)$$

for all $f \in \mathbb{R}^V$ and all $a \in A$ and $b \in B$.

As in Section 4.3, we let $E_{\lambda}$ be the collection of nonnegative $f \in \mathbb{R}^V$ such that $A(f) = \lambda f$. For $s \in SP$, define $\hat{E}_s = \{f \in \hat{Q}_s : A^2(f) = \lambda^2 f\}$. Note that $E_{\lambda} \subset \hat{E}_{++}$. For $f \in \mathbb{R}^V$ we define the functions $f_A, f_B \in \mathbb{R}^V$ according to the rule

$$f_A(v) = \begin{cases} f(v) & \text{if } v \in A, \\ \frac{1}{\lambda} A(f)(v) & \text{if } v \in B, \end{cases} \quad \text{and} \quad f_B(v) = \begin{cases} \frac{1}{\lambda} A(f)(v) & \text{if } v \in A, \\ f(v) & \text{if } v \in B. \end{cases}$$

Observe that if $f \in \mathbb{R}^V$ is a nonnegative function satisfying $A^2(f) = \lambda^2 f$, then we have $A(f_A) = \lambda f_A$ and $A(f_B) = \lambda f_B$. In fact,

**Proposition 6.48** For all $s = (s_1, s_2) \in SP$, the function $f \mapsto (f_A, f_B)$ restricts to a linear bijection $\hat{E}_s \to s_1 E_{\lambda} \times s_2 E_{\lambda}$. Here $s_i E_{\lambda}$ denotes nonnegative eigenfunctions with eigenvalue $\lambda$ when $s_i = 1$ and the nonpositive eigenfunctions when $s_i = -1$. The inverse map is given by $(f_A, f_B) \mapsto \pi_A(f_A) + \pi_B(f_B)$, with $\pi_*$ defined as in Equation (6-10).

This means that we can use the Poisson–Martin representation theorem to express those $f \in \hat{E}_s$ for $s \in SP$. For this it is natural to consider signed measures on the Martin boundary. For $\nu$ a Borel measure on $\mathcal{M}_\lambda$, we let $\nu^+$ and $\nu^-$ be the mutually singular unsigned Borel measures satisfying $\nu = \nu^+ - \nu^-$ obtained via the Hahn decomposition theorem. We let $\mathcal{M}$ be the space of signed Borel measures $\nu$ on $\mathcal{M}_\lambda$ such that

1. $\nu(A) = 0$ for all measurable $A \subset \mathcal{M}_\lambda \setminus \mathcal{M}_\lambda^{\text{min}}$,
2. $\int_{\mathcal{M}_\lambda} k_\xi(v) d\nu(\xi)$ is defined and finite for all $\nu \in \mathcal{V}$.

Note the space $\mathcal{M}$ is a real vector space. We also define the subsets

$$M^+ = \{\nu \in \mathcal{M} : \nu^-(\mathcal{M}_\lambda) = 0\} \quad \text{and} \quad M^- = \{\nu \in \mathcal{M} : \nu^+(\mathcal{M}_\lambda) = 0\}.$$

We have the following corollary to the Poisson–Martin representation theorem.
Corollary 6.49  Let \( s = (s_1, s_2) \in SP \) and \( f \in \hat{E}_s \). Then there is a unique \((v_A, v_B) \in M^2 = M \times M\) for which

\[
  f(a) = \int_{M_\lambda} k_\xi(a) \, dv_A(\xi) \quad \text{and} \quad f(b) = \int_{M_\lambda} k_\xi(b) \, dv_B(\xi)
\]

for all \( a \in A \) and all \( b \in B \). Moreover, \( v_A \in M^{S_1} \) and \( v_B \in M^{S_2} \).

Proof  We first prove existence. Given \( f \), we may consider \( f_A, f_B \) defined as in Equation (6-15). We have that \( s_1 f_A, s_2 f_B \in E_\lambda \). Therefore using the notation from the Poisson–Martin representation theorem, we may set \( v_A = s_1 v_{s_1} f_A \) and \( v_B = s_2 v_{s_2} f_B \). The pair \((v_A, v_B)\) satisfy the equations of the corollary and we have \( v_A \in M^{S_1} \) and \( v_B \in M^{S_2} \).

Now assume that \((\mu_A, \mu_B) \in M^2\) is a second pair of measures satisfying the statement of the corollary. We will prove that \( \mu_A = v_A \). Define the unsigned measures \( \sigma_1 = v_A^+ + \mu_A^- \) and \( \sigma_2 = v_A^- + \mu_A^+ \). Define \( g_1, g_2 \in \mathbb{R}^\nu \) by

\[
  g_i(v) = \int_{M_\lambda} k_\xi(v) \, d\sigma_i(\xi) \quad \text{for all} \quad v \in \nu.
\]

Note that for all \( a \in A \) we have \( g_1(a) = g_2(a) \) since

\[
  f(a) = \int_{M_\lambda} k_\xi(a) \, dv_A(\xi) = \int_{M_\lambda} k_\xi(a) \, d\mu_A(\xi).
\]

So that \( g_1(a) = g_2(a) = f(a) + \int_{M_\lambda} k_\xi(a) \, dv_A(\xi) + \int_{M_\lambda} k_\xi(a) \, d\mu_A^-(\xi) \). Now observe that both \( g_1 \) and \( g_2 \) satisfy \( A(g_i) = \lambda g_i \), since each \( k_\xi \) is such an eigenfunction. It follows that for all \( b \in B \),

\[
  g_i(b) = \frac{1}{\lambda} A(g_i)(b) = \frac{1}{\lambda} \sum_{a \sim b} g_i(a).
\]

Since the expression on the right only depends on vertices \( a \in A \), we see \( g_1 = g_2 \). Therefore, the uniqueness part of the Poisson–Martin representation theorem implies \( \sigma_1 = \sigma_2 \). Finally, observe that if \( s_1 = +1 \) then \( v_A^- = 0 \). Therefore, \( v_A^+ + \mu_A^- = \mu_A^+ \).

But the fact that \( \mu_A^- \perp \mu_A^+ \) implies that \( \mu_A^- \equiv 0 \) and \( \mu_A^+ = \mu_A^+ \). Similarly, if \( s_1 = -1 \) then \( v_A^+ \equiv 0 \), and so \( \mu_A^+ \equiv 0 \) and \( \mu_A^+ = \mu_A^+ \). In either case, \( \mu_A = v_A \). An identical argument shows \( \mu_B = v_B \), concluding the uniqueness part of the proof. \( \square \)

Corollary 6.49 defines a linear map \( \mathcal{N} : \bigcup_{s \in SP} \hat{E}_s \to M^2 \) according to the rule \( \mathcal{N}(f) = (v_A, v_B) \) with \((v_A, v_B)\) the unique pair of signed measures guaranteed to exist by the corollary.
The group of matrices $GL(2, \mathbb{R})$ acts on $M^2$ by matrix multiplication. Namely,
\[
\begin{bmatrix} a & b \\ c & d \end{bmatrix} \begin{bmatrix} v_A \\ v_B \end{bmatrix} = \begin{bmatrix} av_A + bv_B \\ cv_A + dv_B \end{bmatrix}.
\]
Therefore our representation $\rho_\lambda: G \to SL(2, \mathbb{R})$ induces an action on $M^2$.

**Proposition 6.50** (Adjacency operation on measures) Let $f \in \mathbb{R}^V$ and suppose there exists $(v_A, v_B) \in M^2$ so that
\[
f(a) = \int_{M_\lambda} k_\xi(a) d\nu_A(\xi) \quad \text{and} \quad f(b) = \int_{M_\lambda} k_\xi(b) d\nu_B(\xi)
\]
for all $a \in A$ and $b \in B$. Then
\[
A(f)(a) = \lambda \int_{M_\lambda} k_\xi(a) d\nu_B(\xi) \quad \text{and} \quad A(f)(b) = \lambda \int_{M_\lambda} k_\xi(b) d\nu_A(\xi).
\]

**Proof** Define $f_A, f_B \in \mathbb{R}^V$ according to the rule that
\[
f_*(v) = \int_{M_\lambda} k_\xi(v) d\nu_*(\xi) \quad \text{for all } v \in V \text{ and } * \in \{A, B\}.
\]
Then $A(f_*) = \lambda f_*$ since each $k_\xi$ satisfies $A(k_\xi) = \lambda k_\xi$. Then we have $f = \pi_A(f_A) + \pi_B(f_B)$. It follows that
\[
A(f) = A(\pi_A(f_A) + \pi_B(f_B)) = \pi_B \circ A(f_A) + \pi_A \circ A(f_B) = \pi_B(\lambda f_A) + \pi_A(\lambda f_B).
\]
Therefore the conclusion follows.

**Proposition 6.51** (Group operation on measures) Suppose that $f \in \mathbb{R}^V$ satisfies $A^2(f) = \lambda^2 f$ and there exist $(v_A, v_B) \in M^2$ so that
\[
f(a) = \int_{M_\lambda} k_\xi(a) d\nu_A(\xi) \quad \text{and} \quad f(b) = \int_{M_\lambda} k_\xi(b) d\nu_B(\xi)
\]
for all $a \in A$ and $b \in B$. Let $g \in G$, and set $(\mu_A, \mu_B) = \rho_\lambda^g \cdot (v_A, v_B)$ and $\hat{f} = \Upsilon^g(f)$. Then $A^2(\hat{f}) = \lambda^2 \hat{f}$ and
\[
\hat{f}(a) = \int_{M_\lambda} k_\xi(a) d\mu_A(\xi) \quad \text{and} \quad \hat{f}(b) = \int_{M_\lambda} k_\xi(b) d\mu_B(\xi)
\]
for all $a \in A$ and $b \in B$.

**Proof** First, the statement that $A^2(\hat{f}) = \lambda^2 \hat{f}$ follows from Equation (6-9). Namely,
\[
A^2(\hat{f}) = \Upsilon^g \circ A^2(f) = \lambda^2 \Upsilon^g(f) = \lambda^2 \hat{f}.
\]
We prove the remainder of the statement by induction. In fact, it is sufficient to prove it for $g$ the identity and a collection of generators. The case of the identity is trivial. We consider the case of $g = h^k$ and $k \in \mathbb{Z}$. Then $(\mu_A, \mu_B) = (v_A + kv_B, v_B)$. We know that

$$\hat{f} = H^k(f) = f + k\pi_A \circ A(f) = f + k\pi_A \circ A(f).$$

Now the conclusion follows from Proposition 6.50. The case of $g = v^K$ is similar. □

**Corollary 6.52** Let $f \in \hat{E}_s$ for some $s \in SP$. Suppose for some $g \in G$ we have $\Upsilon^g(f) \in \hat{Q}_{s'}$ for some $s' \in SP$. Then $\Upsilon^g(f) \in \hat{E}_{s'}$ and

$$\mathcal{N}(\Upsilon^g(f)) = \rho^g_A \cdot \mathcal{N}(f).$$

**Proof** Let $\hat{f} = \Upsilon^g(f)$. Proposition 6.51 implies that $A^2(\hat{f}) = \lambda^2 \hat{f}$. Therefore $\hat{f} \in \hat{E}_{s'}$. Set $(\mu_A, \mu_B) = \rho^g_A \cdot \mathcal{N}(f) \in M^2$. Proposition 6.51 also indicates that

$$\hat{f}(a) = \int_{A_\lambda} k_{\xi}(a) d\mu_A(\xi) \quad \text{and} \quad \hat{f}(b) = \int_{B_\lambda} k_{\xi}(b) d\mu_B(\xi)$$

for all $a \in A$ and $b \in B$. By Corollary 6.49, the pair of measures that satisfy this statement are uniquely determined by $\hat{f}$. Therefore it must be that $\mathcal{N}(\hat{f}) = (\mu_A, \mu_B)$ as desired. □

This corollary allows us to prove the following important lemma.

**Lemma 6.53** Suppose $f \in \mathbb{R}^\lambda$ satisfies $A^2(f) = \lambda^2 f$ and is a $\theta$–survivor with $\theta = (x, y) \in R_\lambda$. Let $(v_A, v_B) = \mathcal{N}(f)$. Then, $\frac{1}{x} v_A = \frac{1}{y} v_B$.

**Proof** Let $(g_n)$ be the $\lambda$–shrinking sequence of $\theta$, and let $(s_n)$ be the shrinking sequence. Since $f$ is a $\theta$–survivor, $\Upsilon^{g_n}(f) \in \hat{Q}_{s_n}$. Moreover, by Equation (6.9),

$$A^2(\Upsilon^{g_n}(f)) = \lambda^2 \Upsilon^{g_n}(f).$$

Therefore $\Upsilon^{g_n}(f) \in \hat{E}_{s_n}$ for all $n$. Let $(v_{A_n}, v_{B_n}) = \mathcal{N} \circ \Upsilon^{g_n}(f)$. Write $s_n = (s_{n,1}, s_{n,2})$. By Corollary 6.49, we have $v_{A_n} \in M^{s_{n,1}}$ and $v_{B_n} \in M^{s_{n,2}}$. Then by Corollary 6.52, we have

$$(v_{A_n}, v_{B_n}) = \rho^g_{A,0} \cdot (v_{A,0}, v_{B,0}).$$

Now let $A \subset M_\lambda$ be any measurable subset. Let $v = (v_{A,0}(A), v_{B,0}(A))$. Then we know $(v_{A_n}(A), v_{B_n}(A)) = \rho^g_{A,0}(v)$ for all $n$. Moreover, since $v_{A_n} \in M^{s_{n,1}}$ and $v_{B_n} \in M^{s_{n,2}}$, we have $\rho^g_{A,0}(v) \in cl(Q_{s_n})$ for all $n$. Since $(g_n)$ and $(s_n)$ are $\lambda$–shrinking and sign sequences for a $\lambda$–renormalizable $\theta$, by Proposition 6.20, we see that $v$ must be a nonnegative scalar multiple of $\theta$. Equivalently, $\frac{1}{x} v_A(A) = \frac{1}{y} v_B(A)$. Since this is true for all measurable sets $A$, it must be that $\frac{1}{x} v_A = \frac{1}{y} v_B$. □
A converse to Lemma 6.53 follows from Proposition 6.26. If \( \nu \) is any Borel measure on \( \mathcal{M}_\lambda \) with \( \int_{\mathcal{M}_\lambda} k_\xi(v) dv(\xi) \) defined and finite for all \( v \in \mathcal{V} \), then the pair \( (xv, yv) = \mathcal{N}(f) \) for a \( \theta \)–survivor \( f \in \mathbb{R}^2 \). Indeed, if we define \( g \in \mathbb{R}^2 \) according to the rule that \( g(v) = \int_{\mathcal{M}_\lambda} k_\xi(v) dv(\xi) \) for all \( v \in \mathcal{V} \), then we see that \( f = P_g(\theta) \), where \( P_g \) denotes the parametrized plane defined in Section 6.4. Therefore we have the following two results.

**Corollary 6.54** (Survivors and the Martin boundary) The linear map \( \mathcal{N} \) restricts to a bijection from the space of \( \theta \)–survivors \( f \in \mathbb{R}^2 \) satisfying \( A^2(f) = \lambda^2 f \) to pairs of measures of the form \( (xv, yv) \) with \( \nu \) an unsigned Borel measure on \( \mathcal{M}_\lambda \) satisfying \( \nu(\mathcal{M}_\lambda \setminus \mathcal{M}_\lambda^{\text{min}}) = 0 \) and so that \( \int_{\mathcal{M}_\lambda} k_\xi(v) dv(\xi) \) is defined and finite for all \( v \in \mathcal{V} \).

We have been working in the specific case when \( \theta \) is a \( \lambda \)–renormalizable direction and \( A(f) = \lambda f \). But the statements of our main results in Section 4 concern two eigenfunctions with possibly different eigenvalues. In the context of the statements of these theorems we have the following.

**Corollary 6.55** (Extremal survivors) Suppose \( w_1 \in \mathbb{R}^2 \) satisfies \( A(w_1) = \lambda_1 w_1 \) and assume \( S(\mathcal{G}, w_1) \) has the critical decay property and \( \mathcal{G} \) has the adjacency sign property. Let \( \theta_1 \) be a \( \lambda_1 \)–renormalizable direction with \( \lambda_1 \)–shrinking sequence \( \{g_n\} \). Suppose \( f \in S_{\theta_1} \) is extremal. By Theorem 6.46, there is a \( \lambda_2 \) so that \( A(f) = \lambda_2^2 f \). Set \( \theta_2 = (x_2, y_2) = \theta(\{g_n\}, \lambda_2) \) as in Section 4.1 and define \( w_2 \in \mathbb{R}^2 \) by

\[
\begin{align*}
    w_2(a) &= \frac{1}{\lambda_2} f(a) \quad \text{and} \quad w_2(b) = \frac{1}{\lambda_2} f(b) \quad \text{for } a \in A \text{ and } b \in B.
\end{align*}
\]

Then \( w_2 \) is an extremal positive eigenfunction of \( A \) with eigenvalue \( \lambda_2 \).

Note that \( f = P_{w_2}(\theta_2) \) by definition of \( P_{w_2} \) in Section 6.4. This is the connection with the topological conjugacy construction.

**Proof** Let \( f \in S_{\theta_1} \) be extremal. The statement of the corollary defines \( w_2 \). We only need to prove that \( w_2 \) is an extremal positive eigenfunction. From the previous corollary with \( \lambda = \lambda_2 \) and \( \theta = \theta_2 \), we know that \( \mathcal{N}(f) = (x_2v, y_2v) \) for some Borel measure \( \nu \) on \( \mathcal{M}_\lambda \) satisfying \( \nu(\mathcal{M}_\lambda \setminus \mathcal{M}_\lambda^{\text{min}}) = 0 \). Moreover, since \( \mathcal{N} \) is a linear bijection, we know that since \( f \) is extremal, \( \nu \) is a Dirac measure supported on a single point \( \xi \in \mathcal{M}_\lambda^{\text{min}} \). Let \( c \) be the total mass of this atomic measure. Then, since \( \mathcal{N}(f) = (x_2v, y_2v) \),

\[
\begin{align*}
    f(a) &= cx_2k_\xi(a) \quad \text{and} \quad f(b) = cy_2k_\xi(b) \quad \text{for } a \in A \text{ and } b \in B.
\end{align*}
\]

Therefore by definition of \( w_2 \), we have \( w_2 = ck_\xi \). Since \( \xi \in \mathcal{M}_\lambda^{\text{min}} \), we know \( w_2 \) is an extremal positive eigenfunction. \( \square \)
We need to show that each measure associated to an extremal positive eigenfunction \( w_2 \) is ergodic. This is essentially a converse of the above corollary.

**Lemma 6.56** Assume \( S(\mathcal{G}, w_1) \) has the critical decay property and \( \mathcal{G} \) has the adjacency sign property. Let \( \theta_1 \) be a \( \lambda_1 \)–renormalizable direction with \( \lambda_1 \) shrinking sequence \( \langle g_n \rangle \). Suppose \( w_2 \) is an extremal positive eigenfunction with eigenvalue \( \lambda_2 \), and let \( \theta_2 = \theta (\langle g_n \rangle, \lambda_2) \). Then the transverse measure \( \mu_2 = \Psi_{\theta_1}^{-1} \circ \Xi (P_{w_2}(\theta_2)) \) is ergodic.

**Proof** By Proposition 6.26, the function \( f = P_{w_2}(\theta_2) \) is a \( \theta_1 \)–survivor. Therefore, by Lemma 6.1 and Theorem 6.4 there is a unique transverse measure \( \mu_2 = \Psi_{\theta_1}^{-1} \circ \Xi (f) \). By Corollary 6.29, we know that \( \mu_2 \) arises from the pullback of a homomorphism \( \phi: S(\mathcal{G}, w_1) \to S(\mathcal{G}, w_2) \) as described in the topological conjugacy Theorem 4.4. In particular, Theorem 6.4 implies that the system consisting of the surface \( S(\mathcal{G}, w_1) \) and measure \( \mu_2 \) is conservative. Hence the measure \( \mu_2 \) has an ergodic decomposition. See [1, Theorem 2.2.9]. Recall that \( M_{\theta_1} \) denotes the collection of all locally finite transverse measures to the straight-line foliation of \( S(\mathcal{G}, w_1) \) in direction \( \theta_1 \). The ergodic decomposition yields a space \( \Omega \) equipped with a probability measure \( m \) and a collection of ergodic transverse measures

\[
\{ \mu_\omega \in M_{\theta_1} : \omega \in \Omega \}
\]

(all depending on \( \mu_2 \)) so that for any measurable transversal \( \tau \subset S(\mathcal{G}, w_1) \) the map \( \omega \mapsto \mu_\omega (\tau) \) is measurable and

\[
\mu_2 (\tau) = \int_\Omega \mu_\omega (\tau) \, dm (\omega).
\]

For each \( a \in A \), let \( \sigma_a \) be a vertical saddle connection crossing \( cyli_a \). Similarly for each \( b \in B \), let \( \sigma_b \) be a horizontal saddle connection crossing the vertical cylinder \( cyli_b \). Note that since \( \Psi_{\theta_1} (\mu_2) = \Xi (f) \) we have \( |f(a)| = \mu_2 (\sigma_a) \) and \( |f(b)| = \mu_2 (\sigma_b) \), with a sign depending only on the quadrant containing \( \theta \). In particular,

\[
|f(a)| = \int_\Omega \mu_\omega (\sigma_a) \, dm (\omega) \quad \text{and} \quad |f(b)| = \int_\Omega \mu_\omega (\sigma_b) \, dm (\omega).
\]

For each \( \omega \in \Omega \), set \( g_\omega = \Xi^{-1} \circ \Psi_{\theta_1} (\mu_\omega) \). Each \( g_\omega \) is well defined and is a \( \theta_1 \)–survivor by Corollary 6.32. Then \( |g_\omega (a)| = \mu_\omega (\sigma_a) \) and \( |g_\omega (b)| = \mu_\omega (\sigma_b) \), with the same sign considerations as before. Therefore we have

\[
f(v) = \int_\Omega g_\omega (v) \, dm (\omega) \quad \text{for all } v \in V.
\]
The map $\Xi^{-1} \circ \Psi_{\theta_1}$ is a linear bijection $\mathcal{M}_{\theta_1} \to \mathcal{S}_{\theta_1}$. Therefore, each $g_\omega$ is extremal in $\mathcal{S}_{\theta_1}$, because $\mu_\omega$ is ergodic. From Theorem 6.46, it follows that there is an $\lambda_\omega > 0$ depending on $\omega$ for which $A^2(g_\omega) = \lambda_\omega^2 g_\omega$. Moreover the map $\omega \mapsto \lambda_\omega$ is measurable, since it can be computed as a ratio of sums of measures of saddle connections. Then for any integer $k$ we have

\[
(6-16) \quad \lambda_\omega^{2k} f(v) = A^{2k}(f)(v) = \int_\Omega \lambda_\omega^{2k} g_\omega(v) dm(\omega) \quad \text{for all } v \in \mathcal{V},
\]

where we make sense of negative of $A$ powers by noting that $A^2$ restricts to a bijection $\mathcal{S}_{\theta_1} \to \mathcal{S}_{\theta_1}$. See Theorem 6.44. Now suppose that

\[
m(\{ \omega : \lambda_\omega > \lambda_2 \}) > 0.
\]

Then we observe from the right side of Equation (6-16) that

\[
\lim_{k \to +\infty} (A^{2k}(f)(v))^{1/2k} > \lambda_2,
\]

but this contradicts the left side of the equation which says that this limit must be $\lambda_2$. Similarly, if

\[
m(\{ \omega : \lambda_\omega < \lambda_2 \}) < 0 \quad \text{then } \lim_{k \to -\infty} (A^{2k}(f)(v))^{1/2k} < \lambda_2,
\]

which again is a contradiction. Thus $m$–almost everywhere we have $\lambda_\omega = \lambda_2$. Then as in Corollary 6.55, we may set

\[
w_\omega(a) = \frac{1}{\lambda_2} f(a) \quad \text{and} \quad w_\omega(b) = \frac{1}{\mu_2} f(b) \quad \text{for all } a \in \mathcal{A} \text{ and } b \in \mathcal{B}.
\]

Then by this corollary, $w_\omega$ is an extremal positive eigenfunction with eigenvalue $\lambda_2$ $m$–ae. Since $f = P_{w_2}(\theta_2)$, we know that

\[
w_2(v) = \int_\Omega w_\omega(v) dm(\omega) \quad \text{for all } v \in \mathcal{V}.
\]

But since $w_2$ is an extremal positive eigenfunction and almost every $w_\omega$ is an eigenfunction with the same eigenvalue, we have that $w_\omega$ is a scalar multiple of $w_2$ $m$–almost everywhere. Therefore $m$–ae, $g_\omega$ is a scalar multiple of $f$. Since $\mu_\omega = \Psi_{\theta_1}^{-1} \circ \Xi(g_\omega)$ and $\mu_2 = \Psi_{\theta_1}^{-1} \circ \Xi(f)$, we know $m$–ae that $\mu_\omega$ is a scalar multiple of $\mu_2$. In particular, each $\mu_\omega$ was known to be ergodic, so the measure $\mu_2$ must be ergodic as well. \qed

By combining the corollary and lemma above, we have the following.
Theorem 6.57 Assume $S(G, w_1)$ has the critical decay property and $G$ has the adjacency sign property. Let $\theta_1$ be a $\lambda_1$–renormalizable direction with $\lambda_1$ shrinking sequence $\langle g_n \rangle$. Then the collection of locally finite ergodic invariant measures is given by

$$\{\Psi_{\theta_1}^{-1} \circ \Xi(P_{w_2}(\theta_2))\},$$

where $w_2$ varies over the extremal positive eigenfunctions of $G$, $\theta_2 = \theta(\langle g_n \rangle, \lambda_2)$ and $\lambda_2$ is the eigenvalue of $w_2$.

Proof All locally finite ergodic invariant measures arise in this way by Corollary 6.55 and Corollary 6.32. Conversely, every such measure is ergodic by Lemma 6.56.

Finally, we can prove the ergodic measure classification theorem.

Proof of the ergodic measures theorem II (Theorem 4.5) Since $G$ has no vertices of valence one, by Theorem 6.40 we know that $S(G, w_1)$ has the critical decay property and $G$ has the adjacency sign property. Therefore by Theorem 6.57 each ergodic measure is of the form $\mu_2 = \Psi_{\theta_1}^{-1} \circ \Xi(P_{w_2}(\theta_2))$, where $w_2$ is an extremal positive eigenfunction. Then it follows from Corollary 6.29 that $\mu_2$ arises from a pullback construction as described in the statement of the theorem.

7 Renormalizable directions

In this section, we revisit the idea of renormalizable directions which was introduced in Section 4.1. We work out a number of their basic properties.

7.1 Shrinking sequences and directions

We begin by recalling some of the ideas from Section 4.1. We gave $G$ a metric structure coming from viewing $G$ as a subset of its Cayley graph constructed from the symmetric generating set $\{h, v, h^{-1}, v^{-1}\}$. In particular, an infinite (resp. finite) sequence $\langle g_0, g_1, \ldots \rangle$ of elements of $G$ is a geodesic ray (resp. segment) in $G$ if and only if it satisfies the following statements:

1. $g_{n+1}g_n^{-1} \in \{h, v, h^{-1}, v^{-1}\}$ for all $n \geq 0$.
2. $g_{n+2}g_n^{-1} \neq e$ for all $n \geq 0$.

Here we have restated Proposition 4.2.

Now consider the representation $\rho_\lambda: G \to SL(2, \mathbb{R})$ for $\lambda \geq 2$ from Definition 3.4. Because $\lambda \geq 2$, the representations $\rho_\lambda$ are always discrete and faithful.
The invariant measures of some infinite interval exchange maps

Definition 7.1 (Shrinking) Let $\theta \in S^1$. A geodesic ray $(g_i)_{i \geq 0}$ with $g_0 = e$ is a $\lambda$–shrinking sequence of $\theta$ if $\|\rho^g_{\lambda} (\theta)\|$ is strictly monotone decreasing. We say $(g_i)$ is a $\lambda$–shrinking sequence if it is the $\lambda$–shrinking sequence of some $\theta \in S^1$, and we say the associated $\theta \in S^1$ is $\lambda$–shrinkable.

Our main result of this subsection is the following:

Theorem 7.2 (The correspondence theorem) (1) If $\theta \in S^1$ is $\lambda$–shrinkable, then there is a unique geodesic ray $(g_i)$ with $g_0 = e$ which is a $\lambda$–shrinking sequence of $\theta$.

(2) Conversely, if $(g_i)$ is a geodesic ray with $g_0 = e$, then there is at most one pair of antipodal $\lambda$–shrinking directions $\theta$ for which $(g_i)$ is its $\lambda$–shrinking sequence.

In addition to proving this result, in this subsection, we will also state a number of facts which will be useful later about the action of a shrinking sequence.

Since the Cayley graph of $G$ is a tree, for any $g \in G$, there is a unique geodesic segment (in the word metric) $(g_0, \ldots, g_n)$ in $G$ which satisfies $g_0 = e$ and $g_n = g$. We begin by studying which unit vectors are shrunk or expanded along such a sequence.

Definition 7.3 (Shrinking and expanding sets) Let $g \in G$ and let $(g_0, \ldots, g_n)$ be the unique geodesic segment with $g_0 = e$ and $g_n = g$. Define $\text{Shr}_{\lambda}(g)$ and $\text{Exp}_{\lambda}(g)$ to be the sets

$$\text{Shr}_{\lambda}(g) = \{ \theta \in S^1 : \|\rho^{g_n}_{\lambda} (\theta)\| < \|\rho^{g_{n-1}}_{\lambda} (\theta)\| < \cdots < \|\rho^g_{\lambda} (\theta)\| < \|\theta\| = 1 \},$$

$$\text{Exp}_{\lambda}(g) = \{ \theta \in S^1 : \|\rho^{g_n}_{\lambda} (\theta)\| > \|\rho^{g_{n-1}}_{\lambda} (\theta)\| > \cdots > \|\rho^g_{\lambda} (\theta)\| > \|\theta\| = 1 \}.$$
Proposition 7.5  We have the following descriptions of the shrinking sets of generators:

\[
\text{Shr}_\lambda(h) = \left\{ (x, y) \in \mathbb{S}^1 : \frac{-2}{\lambda} < \frac{y}{x} < 0 \right\},
\]

\[
\text{Shr}_\lambda(h^{-1}) = \left\{ (x, y) \in \mathbb{S}^1 : 0 < \frac{y}{x} < \frac{2}{\lambda} \right\},
\]

\[
\text{Shr}_\lambda(v) = \left\{ (x, y) \in \mathbb{S}^1 : -\infty < \frac{y}{x} < -\frac{\lambda}{2} \right\},
\]

\[
\text{Shr}_\lambda(v^{-1}) = \left\{ (x, y) \in \mathbb{S}^1 : \frac{\lambda}{2} < \frac{y}{x} < \infty \right\}.
\]

When \( g \in \{h, v, h^{-1}, v^{-1}\} \) we have \( \text{Exp}_\lambda(g) = \mathbb{S}^1 \setminus \text{cl}(\text{Shr}_\lambda(g)) \), where \( \text{cl} \) denotes the closure.

We will not prove this proposition as it is a simple computation. Disjointness of these sets gives the following consequence:

Corollary 7.6  (Unique shrinking generator) Given \( \lambda \geq 2 \) and \( \theta \in \mathbb{R}^2 \setminus \{0\} \), there is at most one element \( g \in \{h, h^{-1}, v, v^{-1}\} \) so that \( \|\rho^{g}_\lambda(\theta)\| < \|\theta\| \). Moreover, if \( g_1 \in \{h, h^{-1}, v, v^{-1}\} \) satisfies \( \|\rho^{g_1}_\lambda(\theta)\| < \|\theta\| \) (resp. \( \|\rho^{g_1}_\lambda(\theta)\| = \|\theta\| \)), then every \( g_2 \in \{h, h^{-1}, v, v^{-1}\} \) with \( g_1 \neq g_2 \) satisfies \( \|\rho^{g_2}_\lambda(\theta)\| > \|\theta\| \) (resp. \( \|\rho^{g_2}_\lambda(\theta)\| \geq \|\theta\| \)).

Proof  The proof follows from the fact that if \( g_1 \) and \( g_2 \) are distinct elements of \( \{h, h^{-1}, v, v^{-1}\} \) then \( \text{Shr}_\lambda(g_1) \subset \text{Exp}_\lambda(g_2) \) (resp. \( \text{cl}(\text{Shr}_\lambda(g_1)) \subset \text{cl}(\text{Exp}_\lambda(g_2)) \)). This can be derived directly from Proposition 7.5.

Proof of Theorem 7.2  First consider statement (1). Suppose \( \theta \in \mathbb{S}^1 \) is \( \lambda \)-shrinkable, ie there is a geodesic ray \( \langle g_i \rangle \) with \( g_0 = e \) so that \( \|\rho^{g_i}_\lambda(\theta)\| \) decreases monotonically. Suppose \( \langle g_i' \rangle \) is another such geodesic ray. We claim they are equal. Otherwise there is a smallest \( i \) so that \( g_i \neq g_i' \). Since \( g_0 = g_0' = e \), we know \( i \geq 1 \) and \( g_{i-1} = g_{i-1}' \). Thus

\[
\|\rho^{g_{i-1}g_i}_\lambda(\rho^{g_{i-1}}(\theta))\| < \|\rho^{g_{i-1}}(\theta)\| \quad \text{and} \quad \|\rho^{g_{i-1}g_i}_\lambda(\rho^{g_{i-1}}(\theta))\| < \|\rho^{g_{i-1}}(\theta)\|.
\]

But \( g_i g_{i-1}^{-1}, g_i' g_{i-1}^{-1} \in \{h, h^{-1}, v, v^{-1}\} \) are distinct, which contradicts Corollary 7.6.

Now consider statement (2). Let \( \langle g_i \rangle \) be a geodesic ray, and suppose that it is the \( \lambda \)-shrinking sequence for two nonparallel directions \( \theta \) and \( \theta' \). Observe that by definition we have

\[
\|\rho^{g_i}_\lambda(\theta)\| \leq 1 \quad \text{and} \quad \|\rho^{g_i}_\lambda(\theta')\| \leq 1.
\]

But the set of all \( M \in \text{SL}(2, \mathbb{R}) \) for which \( \|M \theta\| \leq 1 \) and \( \|M \theta'\| \leq 1 \) is compact. So by discreteness of \( \rho^G_\lambda \), the sequence \( \langle \rho^{g_i}_\lambda \rangle \) can only take finitely many values. But this contradicts the definition of a \( \lambda \)-shrinking sequence. 
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Proposition 7.7  Let \( \theta \in \mathbb{S}^1 \). Let \( \langle g_i \rangle \) be a geodesic segment or ray in \( G \) for which \( \| \rho^{g_{n+1}}_{\lambda}(\theta) \| > \| \rho^n_{\lambda}(\theta) \| \) (respectively \( \| \rho^{g_{n+1}}_{\lambda}(\theta) \| \geq \| \rho^n_{\lambda}(\theta) \| \)) for some \( n \geq 0 \). Then the subsequence \( \| \rho^{g_{n+j}}_{\lambda}(\theta) \| \) for \( j \geq 0 \) is a strictly increasing (respectively nonstrictly increasing) sequence.

Proof  We will prove the strictly increasing case. The nonstrict case follows similarly. The proof is by induction. Suppose \( \| \rho^{g_{i+1}}_{\lambda}(\theta) \| > \| \rho^i_{\lambda}(\theta) \| \). Then \( \pi_{\mathbb{S}^1}(\rho^{g_{i+1}}_{\lambda}(\theta)) \in Shr_{\lambda}(g_i g_{i+1}^{-1}) \). Since \( \langle g_i \rangle \) is a geodesic, \( g_i + 2 g_{i+1}^{-1} \neq g_i g_{i+1}^{-1} \). So by Corollary 7.6,

\[
\pi_{\mathbb{S}^1}(\rho^{g_{i+1}}_{\lambda}(\theta)) \in \text{Exp}_{\lambda}(g_i + 2 g_{i+1}^{-1}).
\]

In other words, \( \| \rho^{g_{i+2}}_{\lambda}(\theta) \| > \| \rho^{g_{i+1}}_{\lambda}(\theta) \| \).

We also have the following consequence:

Corollary 7.8  If \( \theta \in \mathbb{S}^1 \setminus (Shr_{\lambda}(h) \cup Shr_{\lambda}(h^{-1}) \cup Shr_{\lambda}(v) \cup Shr_{\lambda}(v^{-1})) \), then for all \( g \in G \) we have \( \| \theta \| \leq \| \rho^g_{\lambda}(\theta) \| \).

Proof  Apply Proposition 7.7 to the geodesic segment joining \( e \) to \( g \).

Using Proposition 7.4, we can obtain a concrete description of the shrinking and expanding sets. (To make it extremely concrete, you can combine it with Proposition 7.5.)

Corollary 7.9  Let \( g \in G \) and let \( \langle g_0 = e, \ldots, g_n = g \rangle \) be the corresponding geodesic segment. For \( \lambda \geq 2 \), we have \( \text{Exp}_{\lambda}(g) = \text{Exp}_{\lambda}(g_1) \) and

\[
\text{Shr}_{\lambda}(g) = \pi_{\mathbb{S}^1} \circ \rho^{g_{n-1}}_{\lambda}(\text{Exp}_{\lambda}(g_{n-1} g^{-1})) = \pi_{\mathbb{S}^1} \circ \rho^{g_{n-1}}_{\lambda}(\text{Shr}_{\lambda}(g g_{n-1}^{-1})).
\]

Proof  The statement \( \text{Exp}_{\lambda}(g_1) = \text{Exp}_{\lambda}(g) \) follows directly from Proposition 7.7. To prove the identity for \( \text{Shr}_{\lambda}(g) \), we apply the equation for \( \text{Exp}_{\lambda}(g) \) and Proposition 7.4:

\[
\text{Shr}_{\lambda}(g) = \pi_{\mathbb{S}^1} \circ \rho^{g_{n-1}}_{\lambda}(\text{Exp}_{\lambda}(g^{-1})) = \pi_{\mathbb{S}^1} \circ \rho^{g_{n-1}}_{\lambda}(\text{Exp}_{\lambda}(g_{n-1} g^{-1})).
\]

Finally by Proposition 7.4, we see that

\[
\text{Exp}_{\lambda}(g_{n-1} g^{-1}) = \pi_{\mathbb{S}^1} \circ \rho^{g_{n-1}}_{\lambda}(\text{Shr}_{\lambda}(g g_{n-1}^{-1})).
\]
7.2 The limit set

Our original definition of \( \lambda \)-renormalizable directions involved the limit set. See Section 4.1. Here we will introduce hyperbolic geometry and the limit set. For the necessary background, we refer to the book of Matsuzaki and Taniguchi [32].

The hyperbolic plane is \( \mathbb{H}^2 = SO(2) \setminus SL(2, \mathbb{R}) \). The boundary of the hyperbolic plane is naturally defined to be \( \partial \mathbb{H}^2 = \mathbb{RP}^1 = (\mathbb{R}^2 \setminus \{0\})/\mathbb{R} \). For \( M \in SL(2, \mathbb{R}) \) and \( \mathbf{v} \in \mathbb{R}^2 \setminus \{0\} \), we will use \([M] \in \mathbb{H}^2\) and \([\mathbf{v}] \in \mathbb{RP}^1\) to denote the corresponding equivalence classes. To make \( \mathbb{RP}^1 \) the boundary of the hyperbolic plane, we say a sequence \( \langle [M_n] \in \mathbb{H}^2 \rangle \) converges to \([\mathbf{v}] \in \mathbb{RP}^1\) if for any \([\mathbf{w}] \in \mathbb{RP}^1\),

\[
\lim_{n \to \infty} \frac{\|M_n \mathbf{v}\|}{\|M_n \mathbf{w}\|} = 0
\]

(7-1)

The limit set \( \Lambda(\Gamma) \subset \mathbb{RP}^1 \) of a discrete group \( \Gamma \subset SL(2, \mathbb{R}) \) is the set of all limit points of sequences in \( SO(2) \setminus \Gamma \subset \mathbb{H}^2 \). Equivalently, the limit set \( \Lambda(\Gamma) \subset \mathbb{RP}^1 \) is the smallest nonempty closed \( \Gamma \)-invariant subset of \( \mathbb{RP}^1 \). An open horodisk in \( \mathbb{H}^2 \) at \([\mathbf{v}] \in \mathbb{RP}^1\) is a set of the form

\[
\{[M] \in \mathbb{H}^2 : \|M \mathbf{v}\| < \epsilon\}
\]

for some \( \epsilon > 0 \). The only accumulation point in \( \mathbb{RP}^1 \) of the horodisk defined above is \([\mathbf{v}]\). The horospherical limit set \( \Lambda_h(\Gamma) \subset \mathbb{RP}^1 \) is the set of all \([\mathbf{v}] \in \Lambda(\Gamma)\) for which any horodisk at \([\mathbf{v}]\) contains points in the orbit \([\Gamma] = \{[M] : M \in \Gamma\}\).

From work in the last section, we can conclude the following.

**Lemma 7.10** Suppose \([\theta] \in \Lambda_h(\Gamma)\). Then \( \theta \) is \( \lambda \)-shrinkable. Moreover, if \( \langle g_i \rangle \) is the \( \lambda \)-shrinking sequence of \( \theta \), then

\[
\lim_{i \to \infty} \|\rho_{\lambda}^{g_i}(\theta)\| = 0.
\]

**Proof** Suppose that \([\theta] \in \Lambda_h(\rho_{\lambda}^G)\). From the definitions above, we know that for every \( \epsilon > 0 \), there is a \( g \in G \) so that \( \|\rho_{\lambda}^g(\theta)\| < \epsilon \). Now we attempt to build a \( \lambda \)-shrinking sequence for \( \theta \). We define the geodesic ray \( \langle g_i \rangle \) inductively so that \( g_0 = e \) and \( g_i g_{i-1}^{-1} \in \{h, v, h^{-1}, v^{-1}\} \) is the unique choice for which

\[
\|\rho_{\lambda}^{g_i} g_{i-1}^{-1}(\rho_{\lambda}^{g_{i-1}}(\theta))\| < \|\rho_{\lambda}^{g_{i-1}}(\theta)\|.
\]

Here uniqueness is provided by Corollary 7.6. Existence of this choice is a consequence of Corollary 7.8: if there is no generator which shrinks \( \rho_{\lambda}^{g_{i-1}}(\theta) \), then

\[
\|\rho_{\lambda}^{g_{i-1}}(\theta)\| = \min_{g \in G} \|\rho_{\lambda}^g(\theta)\|.
\]
But this contradicts the hypothesis that $[\theta] \in \Lambda_h(\rho^G_\lambda)$.

It remains to show that $\lim_{i \to \infty} \|\rho^{g_i}_\lambda(\theta)\| = 0$. Suppose not, then there is an $\epsilon > 0$ so that $\|\rho^{g_i}_\lambda(\theta)\| > \epsilon$ for all $i \in \mathbb{N}$. Since this is true for $i = 0$, we know $\epsilon < 1$. On the other hand, since $[\theta] \in \Lambda_h(\rho^G_\lambda)$, we know that there is a $\gamma \in G$ so that $\|\rho^{g_i}_\lambda(\theta)\| < \epsilon$. Since $\epsilon < 1$, we know $\gamma \neq e$. Consider the geodesic segment $[e = \gamma_0, \gamma_1, \ldots, \gamma_n = \gamma]$. By hypothesis, we know the segment can not coincide with the initial segment of the ray $\langle \gamma_1 \rangle$. Thus there is a minimal $i > 0$ so that $\gamma_i \neq \gamma_1$. Since $\langle \gamma_1 \rangle$ is a shrinking sequence, we know $\|\rho^{g_i}_\lambda(\theta)\| < \|\rho^{g_{i-1}}_\lambda(\theta)\|$. Then by uniqueness of the shrinking generator (ie Corollary 7.6 applied to $\rho^{g_{i-1}}_\lambda(\theta)$), we know that $\|\rho^{\gamma_i}_\lambda(\theta)\| > \|\rho^{g_{i-1}}_\lambda(\theta)\|$. But then Proposition 7.7 implies that

$$
\|\rho^{\gamma_{n}}_\lambda(\theta)\| > \|\rho^{\gamma_{n-1}}_\lambda(\theta)\| > \cdots > \|\rho^{\gamma_i}_\lambda(\theta)\| > \|\rho^{g_{i-1}}_\lambda(\theta)\|.
$$

Since $\|\rho^{\gamma_{n}}_\lambda(\theta)\| < \epsilon$, we conclude that $\|\rho^{g_{i-1}}_\lambda(\theta)\| < \epsilon$, which is a contradiction. $\square$

We now recall a theorem of Beardon and Maskit [4, Theorem 2]. If $\Gamma \subset SL(2, \mathbb{R})$ is geometrically finite, then $\Lambda(\Gamma) \sim \Lambda_h(\Gamma)$ is the collection of fixed points of parabolics. Because $\rho^G_\lambda$ is geometrically finite, we have:

**Corollary 7.11** If $[\theta] \in \Lambda(\rho^G_\lambda)$ then either $\theta$ is fixed by a parabolic in $\rho^G_\lambda$ or $[\theta] \in \Lambda_h(\rho^G_\lambda)$.

Recall that the collection $\mathcal{R}_\lambda \subset S^1$ of all $\lambda$–renormalizable directions was defined in Section 4.1 to be the limit set with orbits of some eigenvectors removed. In particular, because we removed the conjugacy classes of the parabolics, $\mathcal{R}_\lambda \subset \Lambda_h(\rho^G_\lambda)$. As a consequence, we can apply Lemma 7.10 to obtain:

**Theorem 7.12** (Shrinking renormalizable directions) If $\theta \in \mathcal{R}_\lambda$, then it is $\lambda$–shrinkable. Furthermore, its shrinking sequence $\langle g_i \rangle$ satisfies

$$
\lim_{i \to \infty} \|\rho^{g_i}_\lambda(\theta)\| = 0.
$$

We will now use the limit set to improve Proposition 7.5, which described the vectors shrunk by the generators of $G$. In this paper, we only care about the behavior of $\lambda$–renormalizable directions, which we now understand to lie in $\Lambda_h(\rho^G_\lambda)$. But note that we also removed the eigendirections of conjugates of $\rho^{\lambda h-1}_\lambda$ from the limit set to obtain $\mathcal{R}_\lambda$. This viewpoint gives the following:

*Geometry & Topology, Volume 19 (2015)*
Proposition 7.13  For all $\lambda \geq 2$, we have the following statements:

- $\text{Shr}_\lambda(h^{-1}) \cap \mathcal{R}_\lambda \subset \{ \theta = (x, y) \in \mathbb{S}^1 : 0 < \frac{y}{x} < \frac{\lambda-\sqrt{\lambda^2-4}}{2} \}$,

- $\text{Shr}_\lambda(v^{-1}) \cap \mathcal{R}_\lambda \subset \{ \theta = (x, y) \in \mathbb{S}^1 : \frac{\lambda + \sqrt{\lambda^2-4}}{2} < \frac{y}{x} < \infty \}$,

- $\text{Shr}_\lambda(h) \cap \mathcal{R}_\lambda \subset \{ \theta = (x, y) \in \mathbb{S}^1 : -\frac{\lambda + \sqrt{\lambda^2-4}}{2} < \frac{y}{x} < 0 \}$,

- $\text{Shr}_\lambda(v) \cap \mathcal{R}_\lambda \subset \{ \theta = (x, y) \in \mathbb{S}^1 : -\infty < \frac{y}{x} < \frac{-\lambda - \sqrt{\lambda^2-4}}{2} \}$.

Proof  Note that when $\lambda = 2$, this statement is directly implied by Proposition 7.5. So we will assume $\lambda > 2$. The quotient $\mathbb{H}^2 / \rho^G_\lambda$ is homeomorphic to a thrice punctured sphere. Recall that the homotopy classes of loops on $\mathbb{H}^2 / \rho^G_\lambda$ are in bijection with conjugacy classes in $G$. The conjugacy classes of $h$, $v$, and $vh^{-1}$ correspond to simple loops traveling around each of the three punctures. As $\lambda > 2$, $\rho^{vh^{-1}}_\lambda$ is a hyperbolic isometry of $\mathbb{H}^2$ whose axis is the hyperbolic geodesic with whose endpoints are the projectivizations of the eigendirections of $\rho^{vh^{-1}}$. The endpoints of this geodesic are the points of $\mathbb{RP}^1$,

$$e_1 = [(2, \lambda - \sqrt{\lambda^2-4}) \text{ and } e_2 = [(2, \lambda + \sqrt{\lambda^2-4})].$$

Note that these points were explicitly removed from the set of $\lambda$–renomalizable directions. The geodesic joining these points in $\mathbb{H}^2$ descends to a closed loop $\mathbb{H}^2 / \rho^G_\lambda$ around the flaring end. Thus the interval

$$I_1 = \{(2, y) : \lambda - \sqrt{\lambda^2-4} < y < \lambda + \sqrt{\lambda^2-4} \} \subset \mathbb{RP}^1$$

is a maximal interval in the compliment of $\Lambda(\rho^G_\lambda)$. The set of such complimentary intervals is $\rho^G_\lambda$ invariant, thus

$$I_2 = \rho^{h^{-1}}_\lambda(I_2) = \{(2, y) : \lambda - \sqrt{\lambda^2-4} < -y < \lambda + \sqrt{\lambda^2-4} \}$$

is also a complimentary interval. Our formulas follow from the fact that

$$\mathcal{R}_\lambda \subset \mathbb{S}^1 \setminus (\bar{I}_1 \cup \bar{I}_2 \cup \{(1, 0), (-1, 0), (0, 1), (0, -1)\})$$

where we are using $\bar{I}_1$ and $\bar{I}_2$ to denote the closure of the lifts of $I_1$ and $I_2$ from $\mathbb{RP}^1$ to $\mathbb{S}^1$. The conclusion follows from intersecting the set on the right with our formulas for $\text{Shr}_\lambda(g)$ in Proposition 7.5 for each $g \in \{h, v, h^{-1}, v^{-1}\}$. □
7.3 Combinatorics of renormalizable sequences

We would like to understand which geodesic rays are $\lambda$–shrinking sequences for $\lambda$–renormalizable directions. In order to describe the answer, we define the following shift action on geodesic rays $\langle g_n \rangle_{n \geq 0}$ with $g_0 = e$:

$$S(\langle g_0, g_1, g_2, \ldots \rangle) = \langle g_1 g_1^{-1}, g_2 g_1^{-1}, g_3 g_1^{-1}, \ldots \rangle.$$  

We call two sequences of elements in $G$, $\langle g_i \rangle$ and $\langle g'_i \rangle$, tail equivalent if there are nonnegative integers $m$ and $n$ for which $S^m(\langle g_i \rangle) = S^n(\langle g'_i \rangle)$.

**Theorem 7.14** (Shrinking sequences of renormalizable directions) Let $\lambda \geq 2$. Then the geodesic ray $\langle g_i \rangle$ with $g_0 = e$ is a $\lambda$–shrinking sequence for a $\lambda$–renormalizable direction if and only if $\langle g_i \rangle$ is not tail equivalent to any of the four geodesic rays fixed by $S$,

$$\langle e, h, h^2, \ldots \rangle, \quad \langle e, h^{-1}, h^{-2}, \ldots \rangle, \quad \langle e, v, v', \ldots \rangle \quad \text{and} \quad \langle e, v^{-1}, v'^{-1}, \ldots \rangle,$$

and is not tail equivalent to either of the following two geodesic rays of period two,

$$\langle e, h, v^{-1}h, hv^{-1}h, v^{-1}hv^{-1}h, \ldots \rangle, \quad \langle e, h^{-1}, vh^{-1}, h^{-1}vh^{-1}, vh^{-1}vh^{-1}, \ldots \rangle.$$

**Proof** First suppose that $\langle g_i \rangle$ is tail equivalent to one of the first four listed sequences. Then there is a parabolic $P \in \rho^G_\lambda$ (namely, $\rho^g_\lambda$ for some $g \in \{h, v, h^{-1}, v^{-1}\}$), and an $n$ so that $\rho^{g_{n+k}}_\lambda = P^k \rho^{g_n}_\lambda$. But you cannot make any vector shrink infinitely often by successively applying the same parabolic. So $\langle g_i \rangle$ is not a $\lambda$–shrinking sequence. Now suppose it is tail equivalent to either of the last two listed sequences. We break into cases. If $\lambda = 2$, then there is a parabolic $P \in \rho^G_\lambda$ (namely, $\rho^g_\lambda$ for some $g \in \{v^{-1}h, h^{-1}v\}$), and an $n$ so that $\rho^{g_{n+2k}}_\lambda = P^k \rho^{g_n}_\lambda$ for all $k \geq 0$. The same reasoning works as before. Now suppose that $\lambda > 2$. This time there is a hyperbolic matrix $H \in \rho^G_\lambda$ (namely $H = \rho^g_\lambda$ for some $g \in \{v^{-1}h, h^{-1}v\}$) and an $n$ so that

$$\rho^{g_{n+2k}}_\lambda = H^k \rho^{g_n}_\lambda$$

for all $k \geq 0$. The only vectors which can be repeatedly shrunk by a hyperbolic matrix are its contracting eigenvectors. So $\rho^{g_n}_\lambda(\theta)$ is a contracting eigenvector of $H$. Equivalently, $\theta$ is a contracting eigenvector of $\rho^{g_n}_\lambda H \rho^{g_n+1}_\lambda$. But these eigenvectors were explicitly thrown out by the definition of $\lambda$–renormalizable directions.

Now let $\langle g_i \rangle$ be any geodesic ray with $g_0 = e$. We will show that this sequences is a $\lambda$–shrinking sequence unless it is tail equivalent to one of the six sequences listed in the theorem.
Since \( \rho^G_\lambda \) is discrete and \( \langle g_i \rangle \) is infinite, there must be an accumulation point \([\theta] \in \mathbb{RP}^1\). Let \( \theta \in S^1 \) be a lift of \([\theta]\). We claim that \( \theta \) is \( \lambda \)-shrinking and \( \langle g_i \rangle \) is its shrinking sequence.

First we claim that \( \theta \in \overline{\text{Shr}_\lambda(g_i)} \) for all \( i \), where \( \overline{\text{Shr}_\lambda(g_i)} \) denotes the closure of \( \text{Shr}_\lambda(g_i) \). By definition, the sets \( \text{Shr}_\lambda(g_i) \) are nested. (See Definition 7.3.) Observe that Corollary 7.9 implies that each set is nonempty. We conclude that there is a direction \( \eta \in \bigcap_i \overline{\text{Shr}_\lambda(g_i)} \). It follows that \( \| \rho^g_i(\eta) \| \) is nonstrictly monotone decreasing. By Equation (7-1), which defined convergence to the boundary in \( \mathbb{H}^2 \), we know that the inequality \( \| \rho^g_i(\theta) \| \leq \| \rho^g_i(\eta) \| \) is satisfied infinitely often. So it follows that \( \rho^{g_{i-1}}_\lambda(\theta) \) must be nonstrictly shrunk by \( \rho^{g_i}_{\lambda, g^{-1}} \) infinitely often. So

\[
\pi_{S^1} \circ \rho^{g_{i-1}}_\lambda(\theta) \in \overline{\text{Exp}}_\lambda(g_i g_{i-1}^{-1})
\]

infinitely often. So by Corollary 7.9, infinitely often \( \theta \in \overline{\text{Shr}_\lambda(g_i)} \). Since these sets are nested, we conclude that \( \theta \in \overline{\text{Shr}_\lambda(g_i)} \) for all \( i \), as desired.

Now we claim that \( \theta \in \text{Shr}_\lambda(g_i) \). Observe that the projectivized sets \( \overline{\text{Shr}_\lambda(g_i)} \) form a nested intersection of closed intervals. Thus the conclusion follows unless there is an \( n \) so that \( \theta \in \partial \text{Shr}_\lambda(g_i) \) for all \( i \geq n \). Suppose this is the case. It follows then from Corollary 7.9 that

\[
\pi_{S^1} \circ \rho^{g_{i-1}}_\lambda(\theta) \in \partial \text{Shr}_\lambda(g_i g_{i-1}^{-1})
\]

for all \( i \geq n \). Observe that \( g_i g_{i-1}^{-1} \in \{h, v, h^{-1}, v^{-1}\} \). Then using the explicit description for shrinking sets provided by Proposition 7.5, we see that one of the following must hold for each “time” \( i \geq n \):

\begin{enumerate}
  \item \( [\pi_{S^1} \circ \rho^{g_{i-1}}_\lambda(\theta)] = [(1, 0)] \) and \( g_i g_{i-1}^{-1} \in \{h, h^{-1}\} \),
  \item \( [\pi_{S^1} \circ \rho^{g_{i-1}}_\lambda(\theta)] = [(0, 1)] \) and \( g_i g_{i-1}^{-1} \in \{v, v^{-1}\} \),
  \item \( [\pi_{S^1} \circ \rho^{g_{i-1}}_\lambda(\theta)] = [(-\lambda, 2)] \) and \( g_i g_{i-1}^{-1} = h \),
  \item \( [\pi_{S^1} \circ \rho^{g_{i-1}}_\lambda(\theta)] = [(-\lambda, 2)] \) and \( g_i g_{i-1}^{-1} = h^{-1} \),
  \item \( [\pi_{S^1} \circ \rho^{g_{i-1}}_\lambda(\theta)] = [(2, -\lambda)] \) and \( g_i g_{i-1}^{-1} = v \),
  \item \( [\pi_{S^1} \circ \rho^{g_{i-1}}_\lambda(\theta)] = [(2, \lambda)] \) and \( g_i g_{i-1}^{-1} = v^{-1} \).
\end{enumerate}

We will use these statements to show that the sequence \( \langle g_i \rangle \) must in fact be tail equivalent to one of the sequences from the theorem. For example, suppose we are in case (a) for some time \( i \). Then we have \( \rho^{g_{i-1}}_\lambda(\theta) = (x, 0) \) for some \( x \neq 0 \), and \( g_i g_{i-1}^{-1} \in \{h, h^{-1}\} \). Then

\[
\rho^{g_i}_\lambda(\theta) = \rho^{g_i g_{i-1}^{-1}}_\lambda(x, 0) = (x, 0).
\]
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So we are again in case (a) but at time $i + 1$. We conclude that if we are in case (a) at time $n$, then $g_i g_i^{-1} \in \{h, h^{-1}\}$ for all $i \geq n$. But this means that $\langle g_i \rangle$ is tail equivalent to either $\langle e, h, h^2, \ldots \rangle$ or $\langle e, h^{-1}, h^{-2}, \ldots \rangle$. Case (b) works similar. Now suppose at time $n$ we are in case (c). Then $\theta = c(-\lambda, 2)$ for some $c \neq 0$ and $g_n g_{n-1}^{-1} = h$. We see that

$$\rho^g_n(\theta) = c\rho^g_n(-\lambda, 2) = (\lambda, 2).$$

Now we must be in one of the six cases at time $n + 1$. If $\lambda \neq 2$, then we must be in case (d), but this is a contradiction because then $g_n g_{n-1}^{-1} = h$ and $g_{n+1} g_n^{-1} = h^{-1}$ which contradicts the definition of geodesic ray. If $\lambda = 2$, for the same reason, we must be in case (f) at time $n + 1$. Thus $g_n g_{n+1}^{-1} = v^{-1}$. Continuing inductively, we see that $\langle g_i \rangle$ is tail equivalent to $\langle e, h, v^{-1} h, h v^{-1} h, \ldots \rangle$. The remaining cases work in the same way.

Lemma 4.3 really follows as a corollary to the above result.

**Proof of Lemma 4.3** Let $\lambda_1 \geq 2$ and let $\theta_1 \in \mathcal{R}_{\lambda_1}$. By Theorem 7.12, we know that $\theta_1$ is $\lambda_1$–shrinkable. So by definition it has a $\lambda_1$–shrinking sequence $\langle g_i \rangle$. Moreover, this sequence is unique by the correspondence theorem (Theorem 7.2). This proves statement (1) of the Lemma.

Now let $\lambda_2 \geq 2$. Statement (2) says there is a unique pair of antipodal $\lambda_2$–renormalizable vectors $\pm \theta_2$ so that the same $\langle g_i \rangle$ is the $\lambda_2$–shrinking sequence for each. The characterization of shrinking sequences of $\lambda$–renormalizable directions given in Theorem 7.14 is independent of $\lambda$. So because $\langle g_i \rangle$ is $\lambda_1$–shrinking sequence for a $\lambda_1$–renormalizable direction, it is also the $\lambda_2$–shrinking sequence for a $\lambda_2$–renormalizable direction. We call this new direction $\theta_2$. The correspondence theorem tells us that $\theta_2$ is unique up to the antipodal map.

We conclude this section by giving a proof of Proposition 6.21, which stated that the pair of quadrants containing a $\lambda$–renormalizable direction depends only on its shrinking sequence and not on $\lambda$.

**Proof of Proposition 6.21** Suppose $\langle g_n \rangle$ is a renormalizing sequence and $\lambda, \lambda' \geq 2$. Then we have

$$\pm \theta ((g_n), \lambda) \in Shr_\lambda(g_1) \quad \text{and} \quad \pm \theta ((g_n), \lambda') \in Shr_{\lambda'}(g_1).$$

Note that as $g_0 = e$ and $\langle g_n \rangle$ is a geodesic ray, $g_1 \in \{h, v, h^{-1}, v^{-1}\}$. These shrinking sets are contained in the same pair of opposite quadrants by Proposition 7.5.
8 Geometry of graph surfaces

In this section, we discuss the geometry of surfaces of the form $S(\mathcal{G}, w)$, where $w$ is a positive eigenfunction of the adjacency operator. In the Section 8.1, we discuss features that distinguish eigenfunctions on graphs with a vertex of valence one from graphs with no vertices of valence one. In Section 8.2, we use these observations to prove that our surfaces have no saddle connections in renormalizable directions.

8.1 Facts about eigenfunctions

In this section, we discuss some facts about eigenfunctions of graphs which distinguish graphs with no vertices of valence one. Note that $\mathcal{G}_Z$ is the only infinite connected graph with no vertices of valence one and no vertices of valence larger than two. We will pay particular attention to the case of vertices of valence larger than two.

To distinguish graphs with vertices of valence one, we make the following definition.

**Definition 8.1** For an integer $k \geq 2$, a $k$–spoke is an ordered $k$–tuple $(v_1, \ldots, v_k) \in \mathcal{V}^k$ such that:

1. $val(v_1) = 1$.
2. For each $i \in \mathbb{N}$ with $2 \leq i \leq k – 1$, $val(v_i) = 2$, $v_i \sim v_{i-1}$ and $v_i \sim v_{i+1}$.

Note that there is no condition on the valence of the vertex $v_k$ of a $k$–spoke. See Figure 1 for an example.

![Figure 1: (v₁, ..., v₆) is a 6–spoke.](image)

**Proposition 8.2** (Eigenfunctions and spokes) Let $(v_1, \ldots, v_k)$ be a spoke. Assume $w \in \mathbb{R}^\mathcal{V}$ is a positive function satisfying $A w = \lambda w$. If $\lambda = 2$, then for all $j$ with $2 \leq j \leq k$, we have $w(v_j) = j w(v_1)$. If $\lambda > 2$ then

$$w(v_j) = \frac{\sinh(j z)}{\sinh(z)} w(v_1),$$

where $z = \ln \left( \frac{\lambda + \sqrt{\lambda^2 - 4}}{2} \right) = \cosh^{-1} \left( \frac{\lambda}{2} \right)$. 
Sketch of proof  Note that $w(v_2) = \lambda w(v_1)$ and $w(v_j) = \lambda w(v_{j-1}) - w(v_{j-2})$. Thus the values of $w(v_j)$ are determined by the previous values, and thus the value of $w(v_j)$ is uniquely determined by the value of $w(v_1)$. Finally by inspection and trigonometry, it can be checked that the values stated in the proposition do give rise to a solution to these equations. 

Note that every vertex of valence one belongs to a spoke. The following handles vertices with greater valence.

Proposition 8.3  (Detecting spokes)  Let $w$ be a positive function satisfying $Aw = \lambda w$. Let $x$ be a vertex with $\text{val}(x) \geq 2$. Then $x$ belongs to a spoke if and only if there is a $y \sim x$ such that

$$\frac{w(y)}{w(x)} < \frac{\lambda - \sqrt{\lambda^2 - 4}}{2}.$$  

Furthermore, if this inequality is satisfied then $x$ and $y$ belong to the same spoke.

Proof  We will assume $\lambda > 2$. (There are only three infinite connected graphs with a positive eigenfunction with eigenvalue 2, and these satisfy the statement.)

First suppose that $x = v_j$ belongs to a spoke. Let $y = v_{j-1}$. Then by Proposition 8.2 and angle addition formulas, we know that

$$\frac{w(y)}{w(x)} = \frac{\sinh((j-1)z)}{\sinh(jz)} = \frac{\sinh(jz) \cosh z - \cosh(jz) \sinh(z)}{\sinh(jz)}.$$  

We have $\cosh(z) = \lambda/2$ and $\sinh(z) = \sqrt{\lambda^2 - 4}/2$. Thus

$$\frac{w(y)}{w(x)} = \frac{\lambda}{2} - \frac{\cosh(jz) \sqrt{\lambda^2 - 4}}{2 \sinh(jz)} < \frac{\lambda - \sqrt{\lambda^2 - 4}}{2}.$$  

Now we will approach the converse. We claim that if $a$ and $b$ are two adjacent vertices with

$$\frac{w(b)}{w(a)} < \frac{\lambda - \sqrt{\lambda^2 - 4}}{2}, \tag{8-1}$$

then they are elements of the same spoke. First, we will prove that this inequality implies that $\text{val}(b) \leq 2$. Suppose $\text{val}(b) = k \geq 3$. Let $a$ and $c_1, \ldots, c_{k-1}$ be the vertices adjacent to $b$. We have that

$$\lambda = \frac{w(a) + \sum_{i=1}^{k-1} w(c_i)}{w(b)} > \frac{\lambda + \sqrt{\lambda^2 - 4}}{2} + \sum_{i=1}^{k-1} \frac{w(c_i)}{w(b)}.$$
Thus there is a \( j \) such that
\[
\frac{w(c_j)}{w(b)} < \frac{\lambda - \sqrt{\lambda^2 - 4}}{2(k-1)} = \frac{2}{(k-1)(\lambda + \sqrt{\lambda^2 - 4})} \leq \frac{1}{\lambda} \leq 1.
\]
In summary \( w(c_j) < w(b)/\lambda \). Therefore
\[
(Aw)(c_j) = \sum_{d \sim c_j} w(d) \geq w(b) > \lambda w(c_j),
\]
which contradicts our assumption that \( Aw = \lambda w \).

Now suppose \( a \sim b \), \( \text{val}(b) = 2 \) and Equation (8-1) holds. We will show \( a \) belongs to a spoke, completing the proof. Let \( c \) denote the other vertex adjacent to \( b \). We have \( \lambda w(b) = w(a) + w(c) \). Thus
\[
\frac{w(c)}{w(b)} = \frac{\lambda - w(a)}{w(b)} > \frac{\lambda - \sqrt{\lambda^2 - 4}}{2} = \frac{\lambda - \sqrt{\lambda^2 - 4}}{2}.
\]

Thus Equation (8-1) is satisfied with \( a \) replaced by \( b \) and \( b \) replaced by \( c \). By the claim above, we know \( \text{val}(c) \leq 2 \). By induction, we see that either \( \{a, b, c\} \) is a subset of a spoke, or there is an infinite sequence of vertices \( \{x_0 = a, x_1 = b, x_2 = c, x_3, x_4, \ldots\} \) with each \( x_j \) for \( j \geq 1 \) satisfying \( \text{val}(x_j) = 2 \), \( x_j \sim x_{j-1} \), and \( x_j \sim x_{j+1} \). We will show that \( \{a, b, c\} \) must be a subset of a spoke, by proving this other possibility is false. Note that the values of \( w(x_j) \) is uniquely determined by \( w(x_{j-1}) \) and \( w(x_{j-2}) \) according to the rule \( w(x_j) + w(x_{j-2}) = \lambda w(x_{j-1}) \). In particular, the value of each \( w(x_j) \) may be determined inductively from \( w(x_0) \) and \( w(x_1) \). Any such solution can be written as
\[
w(x_j) = r \left( \frac{\lambda + \sqrt{\lambda^2 - 4}}{2} \right)^j + s \left( \frac{\lambda - \sqrt{\lambda^2 - 4}}{2} \right)^j
\]
for all \( j \) and some \( r, s \in \mathbb{R} \). We will now solve for \( r \) and \( s \). We have \( w(x_0) = r + s \). Then
\[
\frac{w(b)}{w(a)} = \frac{w(x_1)}{w(x_0)} = \frac{r \left( \frac{\lambda + \sqrt{\lambda^2 - 4}}{2} \right) + s \left( \frac{\lambda - \sqrt{\lambda^2 - 4}}{2} \right)}{w(x_0)}
= \frac{r \left( \frac{\lambda + \sqrt{\lambda^2 - 4}}{2} \right) + (w(x_0) - r) \left( \frac{\lambda - \sqrt{\lambda^2 - 4}}{2} \right)}{w(x_0)} = \left( \frac{\lambda - \sqrt{\lambda^2 - 4}}{2} \right) + r \sqrt{\lambda^2 - 4}.
\]
Thus, by Equation (8-1), we have \( r < 0 \). It follows that there is a \( j \in \mathbb{N} \) such that \( w(x_j) < 0 \). This contradicts our initial assumption that \( w \) is a positive eigenfunction. Thus \( a \) is an element of a spoke.

\[\square\]
8.2 Absence of saddle connections

Let \( S = S(G, w) \) be a surface built as in Section 3.4. Here \( w \) is a positive eigenfunction of the adjacency operator with eigenvalue \( \lambda \). Recall that \( \mathcal{V} = \mathcal{A} \cup \mathcal{B} \) is the vertex set of the graph, and each \( v \in \mathcal{V} \) represents a cylinder, \( cyl_v \), which is horizontal when \( v \in \mathcal{A} \) and vertical when \( v \in \mathcal{B} \).

**Definition 8.4** The support of a saddle connection \( \sigma \) in \( S \) is the collection \( \text{supp}(\sigma) \subset \mathcal{V} \) defined so that \( v \in \text{supp}(\sigma) \) if \( \sigma \) intersects a core curve of \( cyl_v \).

Recall Definition 8.1 of a spoke.

**Definition 8.5** The extended support of a saddle connection \( \sigma \), denoted \( \overline{\text{supp}}(\sigma) \) is the union of the support \( \text{supp}(\sigma) \) and all spokes which intersect the support.

**Lemma 8.6** Let \( \theta \) be a \( \lambda \)--renormalizable direction, and let \( (g_i) \) be its \( \lambda \)--shrinking sequence. If \( \sigma \) is a saddle connection whose holonomy is parallel to \( \theta \), then

\[
\overline{\text{supp}}(\Phi^g_1(\sigma)) \subset \text{supp}(\sigma).
\]

**Proof** By Remark 3.6, it suffices to consider the case when \( g_1 = h^{-1} \). Let \( \theta = (x, y) \). Since \( \theta \in \text{Shr}_\lambda(h^{-1}) \cap \mathcal{R}_\lambda \), by Proposition 7.13, we know that

\[
0 < \frac{y}{x} < \frac{\lambda - \sqrt{\lambda^2 - 4}}{2}.
\]

Now suppose that the statement is not true for some \( \sigma \). Let \( \sigma' = \Phi^g_1(\sigma) \). If our statement is false, there is a \( v \in \text{supp}(\sigma') \sim \overline{\text{supp}}(\sigma) \).

We first claim that we can assume \( v \in \text{supp}(\sigma') \sim \overline{\text{supp}}(\sigma) \). Otherwise \( v \) would lie in a spoke which intersects \( \text{supp}(\sigma') \) but not \( \text{supp}(\sigma) \). But if this is the case, we can replace our choice of \( v \) with a vertex in this intersection.

Now we claim that \( v \in \mathcal{B} \). Indeed, the effect of applying \( \Phi^g_1 = \Phi^{h^{-1}} \) is to simultaneously left Dehn twist all horizontal cylinders. It follows that \( \sigma' \) intersects the same horizontal cylinders that \( \sigma \) does. So if \( v \in \mathcal{A} \), then \( v \in \text{supp}(\sigma') \) implies \( v \in \text{supp}(\sigma) \).

We now know that \( v \in \text{supp}(\sigma') \) and \( v \in \mathcal{B} \). Note that because \( \sigma' \) is not horizontal or vertical, there must be a vertex \( a \in \text{supp}(\sigma') \cap \mathcal{A} \) so that \( a \) is adjacent to \( v \). Again, because \( \text{supp}(\sigma) \cap \mathcal{A} = \text{supp}(\sigma') \cap \mathcal{A} \), we know that \( a \in \text{supp}(\sigma) \). Consider the cylinder \( cyl_a \), which intersects the vertical cylinder \( cyl_v \). Note that \( a \) and \( v \) can not be elements.
of the same spoke (or else \(a \in \text{supp}(\sigma)\) implies \(v \in \overline{\text{supp}(\sigma)}\)). Therefore Proposition 8.3 implies that

\[
\frac{w(v)}{w(a)} \geq \frac{\lambda - \sqrt{\lambda^2 - 4}}{2}.
\]

So there is at least one rectangle in the intersection \(\text{cyl}_a \cap \text{cyl}_v\) and its width is nonstrictly greater than \(\frac{1}{2}(\lambda - \sqrt{\lambda^2 - 4})w(a)\). Since the circumference of \(\text{cyl}_a\) is \(\lambda w(a)\), it follows that any geodesic segment of positive slope crossing from the bottom of \(\text{cyl}_a\) to the top without passing through the interior of \(\text{cyl}_a \cap \text{cyl}_v\) has slope greater than or equal to

\[
\frac{w(a)}{\lambda w(a) - \frac{\lambda - \sqrt{\lambda^2 - 4}}{2}w(a)} = \frac{2}{\lambda + \sqrt{\lambda^2 - 4}} = \frac{\lambda - \sqrt{\lambda^2 - 4}}{2}.
\]

But \(\sigma\) is supposed to be such a segment. Moreover, \(\sigma\) points in the direction of \(\theta\), which satisfies Equation \((8-2)\). This is a contradiction. \(\square\)

Now we will show that there are no saddle connections on \(S(\mathcal{G}, w)\) which point in \(\lambda\)–renormalizable directions.

**Theorem 6.2** Suppose to the contrary that there is a surface \(S(\mathcal{G}, w)\) with \(w\) an eigenfunction with eigenvalue \(\lambda\), a \(\lambda\)–renormalizable direction \(\theta\), and a saddle connection \(\sigma\) whose holonomy is parallel to \(\theta\). Let \(\{g_i\}\) be the \(\lambda\)–shrinking sequence of \(\theta\). Observe that the extended support \(\overline{\text{supp}(\sigma)}\) is a finite set. Furthermore, by inductively applying Lemma 8.6, we see that

\[
\overline{\text{supp}(\Phi^{g_i}(\sigma))} \subset \overline{\text{supp}(\sigma)}.
\]

Thus each \(\Phi^{g_i}(\sigma)\) is a saddle connection contained in a finite union of cylinders indexed by \(\overline{\text{supp}(\sigma)}\). We conclude that

\[
(8-3) \quad \|hol(\Phi^{g_i}(\sigma))\| \geq \min\{w(v) : v \in \overline{\text{supp}(\sigma)}\} > 0 \quad \text{for all } i.
\]

On the other hand, we know that \(hol(\sigma) = c\theta\) for some \(c \neq 0\). Therefore

\[
hol(\Phi^{g_i}(\sigma)) = c\rho^{g_i}_\lambda(\theta) \quad \text{for all } i.
\]

But Theorem 7.12 stated that \(\lim_{i \to \infty} \|\rho^{g_i}_\lambda(\theta)\| = 0\), which contradicts Equation \((8-3)\). \(\square\)

## 9 Conservativity of the straight-line flow

The goal of this section is to prove Theorem 6.4. By hypothesis, \(S = S(\mathcal{G}, w)\) is a surface built as in Section 3.4, with \(w\) and eigenfunction for the adjacency operator
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with eigenvalue $\lambda \geq 2$, and $\theta$ is a $\lambda$–renormalizable direction. The theorem concludes that the straight line flow in direction $\theta$ is conservative.

The following lemma describes the technique we use to prove conservativity. For this lemma, let $S$ be a translation surface described as a countable union of polygons with edge identifications. We refer to a subset of $S$ as bounded if it is contained in a finite union of the polygons making up $S$. We let $\theta \in S^1$ be a direction and let $\mu$ be the Lebesgue transverse measure to the foliation in direction $\theta$.

**Lemma 9.1** (Criterion for conservativity) Suppose that for all bounded subsets $K \subset S$ and all $\epsilon > 0$, there is a bounded subset $U \subset S$ such that $K \subset U$ and $\mu(\partial U) < \epsilon$. Then the straight line flow in direction $\theta$ is conservative.

The proof uses ideas from [43, Proof of Theorem 1]. See [21, Proof of Lemma 15] for another variant of a proof.

**Proof** It suffices to consider a bounded transversal $K$ to the foliation in direction $\theta$ and demonstrate that there is no wandering $X \subset K$ with $\mu(X) > 0$. ($X$ is wandering if no backward orbit of a point in $X$ returns to $X$.) Suppose not. By hypothesis we can find a bounded subset $U$ containing $K$ so that $\mu(\partial U) < \mu(X)$. Consider the backward straight line flow $F_{\theta}^{-t}$ applied to $x \in X$. Let $t(x) \in \mathbb{R} \cup \{\infty\}$ be the first positive time the trajectory hits $X \cup \partial U$, or $\infty$ if it never hits. Observe that the portion of the trajectories $F_{\theta}^{-t}(x)$ with $0 \leq t < t(x)$ are disjoint and contained entirely within $U$. The measure of the union of such trajectories is $\int_X t(x) d\mu(x)$, which is bounded by the area of $U$. We conclude that $t(x)$ is almost everywhere finite. Now consider the $\mu$–ae defined map $f: X \to X \cup \partial U$ defined by $f(x) = F_{\theta}^{-t(x)}(x)$. This map is measure preserving in the sense that $\mu(f(A)) = \mu(A)$ for all measurable $A \subset X$. So because of our choice of $U$, we know

$$\mu(f(X) \cap \partial U) \leq \mu(\partial U) < \mu(X).$$

We conclude that $\mu(f(X) \cap X) > 0$, but this contradicts our original assumption that $X$ was wandering. $\square$

Let us restate the lemma in the context of our work. We let $S = S(G, w)$ and assume $\theta$ is $\lambda$–renormalizable. For any bounded set $K$, we will find a nested sequence of bounded sets $U_1 \subset U_2 \subset \cdots \subset S$ so that $K \subset U_1$. The lemma tells us that if $\liminf_{n \to \infty} \mu(\partial U_n) = 0$, then the straight-line flow in direction $\theta$ is conservative.

By Lemma 4.3, a $\lambda$–renormalizable direction $\theta$ has a unique $\lambda$–shrinking sequence $\langle g_0, g_1, \ldots \rangle$. By an action of the dihedral group, we may assume that $g_1 = h$ (see
Remark 3.6). Our sequence of sets $U_i$ will be defined using a natural subsequence $\gamma_n = g_{i(n)}$ of the shrinking sequence. We will inductively define this subsequence. We define $i(0) = 0$ so that $\gamma_0 = e$, the identity. Recall that $g_i \circ g_{i-1}^{-1} \in \{h, h^{-1}, v, v^{-1}\}$ for all $i \geq 1$. For $n > 0$, inductively define

$$i(n) = \min\{j > i(n-1) : g_j \circ g_{j-1}^{-1} \neq g_{j+1} \circ g_j^{-1}\}.$$

Such an $i(n)$ exists because $\theta$ is $\lambda$–renormalizable by Theorem 7.14. For example if

$$\langle g_i \rangle = \langle e, h, h^2, vh^2, v^2h^2, v^3h^2, h^{-1}v^3h^2, \ldots \rangle$$

then $\langle \gamma_n \rangle = \langle e, h^2, v^3h^2, \ldots \rangle$. In particular, $\gamma_n \circ \gamma_{n-1}^{-1}$ is a nonzero power of $h$ when $n$ is odd and a nonzero power of $v$ when $n$ is even.

Recall that for a vertex $v \in \mathcal{V}$, $\text{cyl}_v \subset S$ denotes the cylinder associated to $v$. Recall $\text{cyl}_a$ is horizontal for $a \in A$ and $\text{cyl}_b$ is vertical for $b \in B$. We will now define subsets $V_n \subset \mathcal{V}$. Recall $K \subset S$ is bounded. Thus the following set is finite:

$$V_0 = \{a \in A : \text{cyl}_a \cap K \neq \emptyset\}.$$

For $i > 0$ inductively define

$$V_n = \{v \in \mathcal{V} : v \sim w \text{ for some } w \in V_{n-1}\}.$$

Note that $V_n \subset A$ for $n$ even, and $V_n \subset B$ for $n$ odd. It can be observed inductively that each $V_n$ is finite because $\mathcal{G}$ has bounded valence.

Using the $V_n$ we define subsets of $U_n \subset S$. Let $X_n = \bigcup_{v \in V_n} \text{cyl}_v$. Note that $X_{n-1} \subset X_n$ for all $n \geq 1$. We define

$$U_n = \Phi \gamma_n^{-1}(X_n).$$

We can see that these sets are nested by noting that

$$U_n = \Phi \gamma_n^{-1} \circ \Phi (\gamma_n \gamma_{n-1}^{-1})^{-1}(X_n) \supset \Phi \gamma_{n-1}^{-1} \circ \Phi (\gamma_n \gamma_{n-1}^{-1})^{-1}(X_{n-1}) = U_{n-1}.$$

The last equality follows from two statements. First, $X_{n-1}$ is a union of horizontal cylinders when $n$ is odd, and a union of vertical cylinders when $n$ is even. And second, $\gamma_n \gamma_{n-1}^{-1}$ is a power of $h$ when $n$ is odd, and a power of $v$ when $n$ is even. Thus $\Phi (\gamma_n \gamma_{n-1}^{-1})^{-1}(X_{n-1}) = X_{n-1}$ for all $n$.

The $U_n$ are likely getting larger with much longer boundary measured using Euclidean length. But $\partial U_n$ is getting closer to pointing in the direction $\theta$. We will show that this convergence in direction is happening so fast that the Lebesgue transverse measure in direction $\theta$ of $\partial U_n$ decays to zero.
Proposition 9.2  (Boundary growth) Let $\ell_n$ denote the Euclidean length of $\partial X_n$. If $\lambda > 2$ then there is a constant $c$ such that

$$\ell_n \leq c \left( \frac{\lambda + \sqrt{\lambda^2 - 4}}{2} \right)^n$$

for all $n$. If $\lambda = 2$ then there is a $c$ for which $\ell_n < cn$ for all $n$.

In order to prove this proposition, we first verify the following:

Claim 9.3 Let $\lambda \geq 2$ and assume that $\langle a_0, a_1, \ldots \rangle$ is a sequence of nonnegative real numbers satisfying $a_{n+1} \leq \lambda a_n - a_{n-1}$. If $\lambda > 2$ then there is a constant $c$ such that

$$a_n \leq c \left( \frac{\lambda + \sqrt{\lambda^2 - 4}}{2} \right)^n$$

for all $n$. If $\lambda = 2$ then there is a $c$ for which $a_n < cn$ for all $n$.

Proof We consider the linear map $\phi(x, y) = (y, \lambda y - x)$. We note that $(a_n, a_{n+1})$ has the same $x$ coordinate and nonstrictly smaller $y$ coordinate than $\phi(a_{n-1}, a_n)$. Let $\omega = (\lambda + \sqrt{\lambda^2 - 4})/2$. The eigenvectors of $\phi$ are $v_1 = (1, \omega)$ and $v_2 = (\omega, 1)$. They satisfy $\phi(v_1) = \omega v_1$ and $\phi(v_2) = \omega^{-1} v_2$. We first note that if $a_n/a_{n-1} \leq \omega^{-1}$ for some $n$, then there is no way to infinitely continue the sequence so that $a_n \geq 0$ for all $n$. This because for every point $(x, y)$ with $y/x < \omega^{-1}$ is eventually ejected from the positive quadrant by a power of $\phi$. This is illustrated in the left half of Figure 2. Moreover, lowering the $y$–coordinate along the way, will only result in the vector being ejected from the quadrant faster.

Now assume $\lambda > 2$. By the above argument, we know that $a_n/a_{n-1} \geq \omega^{-1}$ for all $n$. Let $P$ denote the closed parallelogram constructed from the convex hull of the points $(0,0), \omega^{-1} v_2 = (1, \omega^{-1}), v_1$ and $(0, \omega - 1)$. We note that $\phi(P) \subset \omega P$. See the right half of Figure 2. Moreover

$$\left\{ (x, y) : \exists(x_0, y_0) \in P \text{ such that } x = y_0, y < \lambda y_0 - x_0 \text{ and } \frac{y}{x} \geq \omega^{-1} \right\} \subset \omega(P).$$

We may assume that $(a_0, a_1) \in cP$ for some $c > 0$. By induction, we conclude that $(a_n, a_{n+1}) \in co^n P$ for all $n$. The conclusion for $\lambda > 2$ follows.

When $\lambda = 2$, we set $P_k$ to be the convex hull of the points $(0,0), (k, k), (k, k+1),$ and $(0, 1)$. We may check that $\phi(P_k) \subset P_{k+1}$ for all $k > 0$. Moreover,

$$\left\{ (x, y) : \exists(x_0, y_0) \in P_k \text{ such that } x = y_0, y < 2y_0 - x_0 \text{ and } \frac{y}{x} \geq 1 \right\} \subset P_{k+1}.$$
Assuming \((a_0, a_1) \in cP_0\), we have \((a_n, a_{n+1}) \in cP_n\) for all \(n\), and the conclusion follows.

\[\begin{align*}
\ell_{n+1} & \leq \lambda \ell_n - \ell_{n-1}.
\end{align*}\]

By Claim 9.3 above, this is sufficient to guarantee the result. Consider \(X_n\) with boundary of length \(\ell_n\). Let \(W_n = V_{n+1} \setminus V_{n-1}\). The set of all \(\text{cyl}_v\) for \(v \in W_n\) is the set of all horizontal or vertical cylinders which cross \(\partial X_n\). (These cylinders are all horizontal if \(n\) is odd and all vertical if \(n\) is even.) As every such cylinder has inverse modulus \(\lambda\), we know that

\[\sum_{v \in W_n} \text{length}(\partial \text{cyl}_v) \leq \lambda \ell_n.\]

(Each such cylinder \(\text{cyl}_v\) for \(v \in W_n\) crosses \(\partial X_n\) at least twice. A cylinder which crosses segments of length \(l\), must have circumference \(\lambda l\).) Moreover,

\[X_{n+1} = X_{n-1} \cup \bigcup_{v \in W_n} \text{cyl}_v.\]
Explicitly, $X_{n+1}$ is formed from $X_{n-1}$ by attaching horizontal (or vertical) cylinders to the horizontal (or vertical) boundaries of $X_{n-1}$. Thus we have that

$$\partial X_{n-1} \cup \partial X_{n+1} \subset \bigcup_{b \in W_n} \partial \text{cyl}_b.$$ 

The sets $\partial X_{n-1}$ and $\partial X_{n+1}$ are disjoint other than they may contain common singular points. Hence Equation (9-1) holds.

Now as $U_n = \Phi^{\gamma_n^{-1}}(X_n)$, we can compute the Lebesgue transverse measure of the boundary of $U_n$ in terms of the unit vector $\theta$ and $\ell_n$. Recall that the derivative $D(\Phi^g)$ is $\rho_\lambda^g$. From this observation, we have

$$\mu(\partial U_n) = \begin{cases} |(\rho_\lambda^{\gamma_n^{-1}}(\ell_n,0) \wedge \theta)| & \text{if } n \text{ is even}, \\ |(\rho_\lambda^{\gamma_n^{-1}}(0,\ell_n) \wedge \theta)| & \text{if } n \text{ is odd}, \end{cases}$$

$$= \begin{cases} |(\ell_n,0) \wedge \rho_\lambda^{\gamma_n}(\theta)| & \text{if } n \text{ is even}, \\ |(0,\ell_n) \wedge \rho_\lambda^{\gamma_n}(\theta)| & \text{if } n \text{ is odd}, \end{cases}$$

where $(a,b) \wedge (c,d) = ad - bc$ is the usual wedge product in the plane. In any case, we have

$$\mu(\partial U_n) \leq \ell_n \|\rho_\lambda^{\gamma_n}(\theta)\|.$$ 

The proof of conservativity proceeds by observing that along a subsequence $\|\rho_\lambda^{\gamma_n}(\theta)\|$ decays faster than $\ell_n$ grows, and therefore Lemma 9.1 applies.

We define a collection of troublesome elements of the group $G$. Let

$$T = \{(hv^{-1})^k \} \cup \{v^{-1}(hv^{-1})^k \} \cup \{(h^{-1}v)^k \} \cup \{v(h^{-1}v)^k \} \cup \{(vh^{-1})^k \} \cup \{h^{-1}(vh^{-1})^k \} \cup \{(v^{-1}h)^k \} \cup \{h(v^{-1}h)^k \},$$

where $k$ is allowed to range over the set $\{0,1,2,3,\ldots\}$. We define a subsequence $\{\gamma_n\}$ by $n_0 = 0$ and

$$n_j = \min\{n_j > n_{j-1} : \gamma_n, \gamma_{n_{j-1}}^{-1} \notin T\}.$$ 

Note that $n_j$ is well defined for all $j$ so long as $\theta$ is a $\lambda$–renormalizable direction by Theorem 7.14. (If $n_j$ is not well defined for some $j$, then $\angle(g_n)$ is tail equivalent to one of last two pair of sequences in the theorem.)

Given the above arguments, the following two lemmas imply the conservativity of the straight-line flow in a $\lambda$–renormalizable direction $\theta$. (That is, they imply Theorem 6.4.) The first lemma handles the case of $\lambda = 2$, and the second handles the case of $\lambda > 2$ which is made more technical because we have to work with the varying values of $\lambda$.

The proofs of both these lemmas use the same ideas.
Lemma 9.4 Assume $\lambda = 2$. Then there is a positive $\epsilon < 1$ such that
\[ \eta(n_1)\eta(n_2-n_1)\cdots\eta(n_j-n_{j-1})\|\rho_2^{\gamma_{nj}}(\theta)\| \leq \epsilon^j \quad \text{for all } j, \]
where $\eta(1) = \frac{3}{2}$ and $\eta(n) = n$ for integers $n \geq 2$.

The statement of the lemma was chosen because it admits a recursive proof. Given the lemma, we get the type of decay we really want:

Corollary 9.5 Assume $\lambda = 2$. Then for all $j$, there is a positive $\epsilon < 1$ such that
\[ n_j\|\rho_2^{\gamma_{nj}}(\theta)\| \leq \epsilon^j \quad \text{for all } j. \]

Proof This follows from the fact that for any finite collection of $k \geq 1$ positive integers,
\[ m_1 + m_2 + \cdots + m_k \leq \eta(m_1)\eta(m_2)\cdots\eta(m_k). \]
(Here $m_k = n_k - n_{k-1}$ with $n_0$ taken to be zero.) It is clearly true for $k = 1$. We now prove it for $k = 2$. We break into cases:

- If $m_1 = m_2 = 1$ then $m_1 + m_2 = 2$ and $\eta(m_1)\eta(m_2) = \frac{9}{4} > 2$.
- If $m_1 = 1$ and $m_2 \geq 2$ then $\frac{\eta(m_1)\eta(m_2)}{m_1 + m_2} = \frac{\frac{2m_2}{m_2+1}}{3} = \frac{3}{2} - \frac{3}{2(m_2+1)} \geq 1$, with equality when $m_2 = 2$.
- If $m_1 \geq 2$ and $m_2 \geq 2$ then $\eta(m_1)\eta(m_2) \geq 2\max(m_1,m_2) \geq m_1 + m_2$.

Now suppose the statement is true for $k \geq 2$. Then
\[ m_1 + m_2 + \cdots + m_k + m_{k+1} \leq \eta(m_1 + \cdots + m_k)\eta(m_k) \]
\[ = (m_1 + \cdots + m_k)\eta(m_{k+1}) \]
\[ \leq \eta(m_1)\eta(m_2)\cdots\eta(m_k)\eta(m_{k+1}). \]
\[ \square \]

Proof of Lemma 9.4 To simplify notation, write $\delta_j = \gamma_{nj}$. It is sufficient to prove the statement for the case of $j = 1$. To see this, suppose the statement is true for $j = 1$ and all $\lambda$–renormalizable directions $\theta$. Then
\[ \eta(n_1)\cdots\eta(n_j-n_{j-1})\|\rho_2^{\delta_j}(\theta)\| = \eta(n_1)\cdots\eta(n_j-n_{j-1})\|\rho_2^{\delta_j}\circ\rho_2^{\delta_1}(\theta)\| \]
\[ = (\eta(n_1)\|\rho_2^{\delta_1}(\theta)\|)\eta(n'_1)\cdots\eta(n'_{j-1}-n'_{j-2})\|\rho_2^{\delta_{j-1}}(\theta')\| \]
\[ \leq \epsilon\eta(n'_1)\cdots\eta(n'_{j-1}-n'_{j-2})\|\rho_2^{\delta_{j-1}}(\theta')\|, \]
where $\theta' = \rho_2^{\delta_1}(\theta)/\|\rho_2^{\delta_1}(\theta)\|$, $n'_j = n_{j+1} - n_1$ and $\delta'_j = \delta_{j+1}\delta_1^{-1}$. Note that $\delta'_j$ arises from the shrinking sequence for $\theta'$ in the same way in which $\delta_j$ arises from the
shrinking sequence of $\theta$. The inequality arises from the statement of the lemma in the case $j = 1$. We repeat this argument $j - 1$ more times to obtain the statement of the lemma.

We will now concentrate on proving the lemma in the case of $j = 1$. We note that the possible words $\delta_1$ are of one of the following eight forms:

$$
\begin{align*}
&v^{-a}(hv^{-1})^k, \\
v^a(hv^{-1})^k, \\
h^{-a}(vh^{-1})^k, \\
h^a(v^{-1}h)^k, \\
h^a(vh^{-1})^k, \\
v^{-a}(vh^{-1})^k, \\
v^a(h^{-1}v)^k, \\
v^{-a}(h^{-1}v)^k.
\end{align*}
$$

(9-4)

Here $k \geq 0$ and $a \in \mathbb{Z} \setminus \{0, 1\}$. In addition, $(a, k) \neq (-1, 0)$ for words in the first row. By the previous paragraph, it is enough to prove that if $\delta_1$ is one of these words then

$$
\eta(n_1) \|\rho_2^{\delta_1}(\theta)\| \leq \epsilon < 1,
$$

(9-5)

where $n_1 = 2k + 1$ if $\delta_1$ is chosen from the first line of Equation (9-4), or $n_1 = 2k + 2$ if $\delta_1$ is chosen from the second. We simplify our job more by noting that many of these words are equivalent under the dihedral group. See Remark 3.6. Thus we really only need to cover one case from the first line and one case from the second.

We will prove the statement for the cases $\delta_1 = h^{-a}(vh^{-1})^k$ and $\delta_1 = h^a(v^{-1}h)^k$. In both cases either $v\delta_1$ or $v^{-1}\delta_1$ is an element of the shrinking sequence for $\theta$. (Otherwise $\delta_1$ would be reducible or a longer word.) Then by Corollary 7.9, we know that

$$
\theta \in Shr_2(v\delta_1) \cup Shr_2(v^{-1}\delta_1) = \pi_{S^1} \circ \rho_2^{\delta_1^{-1}}(Shr_2(v) \cup Shr_2(v^{-1})).
$$

For $\lambda = 2$, $Shr_2(v) \cup Shr_2(v^{-1}) \subset \{(x, y) \in S^1 : -1 < x/y < 1\}$ by Proposition 7.5. Therefore, $\theta \in \pi_{S^1} \circ \rho_2^{\delta_1^{-1}}(x, \pm 1)$ for some choice of $-1 < x < 1$ and some choice of $\pm 1$. In particular it follows that

$$
\|\rho_2^{\delta_1}(\theta)\| = \frac{\|(x, \pm 1)\|}{\|\rho_2^{\delta_1^{-1}}(x, \pm 1)\|} \leq \frac{\sqrt{2}}{\|\rho_2^{\delta_1^{-1}}(x, \pm 1)\|}.
$$

Therefore, it is sufficient to prove the statement that

$$
\inf_{-1 < x < 1} \frac{\|\rho_2^{\delta_1^{-1}}(x, 1)\|}{\eta(n_1)\sqrt{2}} \geq \frac{1}{\epsilon} > 1.
$$

(9-6)

(We can drop the $\pm 1$ by symmetry.)

We will now work out the case of $\delta_1 = h^{-a}(vh^{-1})^k$ where $k \geq 0$, $a \in \mathbb{Z} \setminus \{0, 1\}$, $(a, k) \neq (-1, 0)$ and $n_1 = 2k + 1$. We need to estimate the length of

$$
\rho_2^{\delta_1^{-1}}(x, 1) = \rho_2^{(hv^{-1})^k} \circ \rho_2^{h^a}(x, 1).
$$
Note that $\rho_2^a(x, 1) = (x + 2a, 1)$. We break into cases depending on $a$ (recall $-1 < x < 1$):

1. $x + 2a > 3$ when $a \geq 2$.
2. $x + 2a < -1$ when $k \geq 1$ and $a \leq -1$.
3. $x + 2a < -3$ when $k = 0$ and $a \leq -2$.

In each of these cases, we have shown that $\rho_2^a(x, 1)$ lies in a ray contained in the line $L = \{(x', 1) : x' \in \mathbb{R}\}$. Now consider the matrix

$$
\begin{bmatrix}
-3 & 2 \\
-2 & 1
\end{bmatrix}.
$$

This matrix is a parabolic with eigenvector $v = (1, 1)$ satisfying $\rho_2^{hv^{-1}}(v) = -v$. Let $u = (1, 0)$. Then $\rho_2^{hv^{-1}}(u) = -u - 2v$. We see that $L = \{v + tu : t \in \mathbb{R}\}$. We compute that

$$
\rho_2^{(hv^{-1})k}(v + tu) = (-1)^k((2kt + 1)v + tu).
$$

It can be checked that the point of $\rho_2^{(hv^{-1})k}(L)$ which lies closest to the origin is $\rho_2^{(hv^{-1})k}(v + tu)$ for $-1 \leq t < 0$. This is the image under $\rho_2^{(hv^{-1})k}$ of $v + tu = (x', 1)$ for some $0 \leq x' < 1$. In particular, this point is not in any of the rays. It follows that the infimum we need to find to apply Equation (9-6) is obtained at the endpoint of the ray. We must check this equation in each of the three cases. In case (1), the endpoint is $(3, 1) = v + 2u$. Therefore

$$
\inf_{-1 < x < 1} \frac{\|\rho_2^{\delta^{-1}}(x, 1)\|}{\eta(n_1)\sqrt{2}} > \frac{\|\rho_2^{(hv^{-1})k}(v + 2u)\|}{\eta(2k + 1)\sqrt{2}} = \frac{\|1 + 4k\|v + 2u\|}{\eta(2k + 1)\sqrt{2}}.
$$

When $k = 0$, we have

$$
\inf_{-1 < x < 1} \frac{\|\rho_2^{\delta^{-1}}(x, 1)\|}{\eta(n_1)\sqrt{2}} > \frac{\|3, 1\|}{\sqrt{2}} = \frac{\sqrt{10}}{3} > 1.
$$

When $k \geq 1$, we know $\eta(2k + 1) = 2k + 1$. We apply the triangle inequality

$$
\frac{\|\rho_2^{\delta^{-1}}(x, 1)\|}{\eta(n_1)\sqrt{2}} > \frac{(1 + 4k\|v\| - 2\|u\|}{(2k + 1)\sqrt{2}} = \frac{(1 + 4k\sqrt{2} - 2}{2k + 1} = \frac{2 - 1 + \sqrt{2}}{2k + 1} \geq 2 - \frac{1 + \sqrt{2}}{3} > 1.
$$

In case (2), the endpoint is $(-1, 1) = v - 2u$. We have $k \geq 1$. We check Equation (9-6):

$$
\inf_{-1 < x < 1} \frac{\|\rho_2^{\delta^{-1}}(x, 1)\|}{\eta(n_1)\sqrt{2}} > \frac{\|\rho_2^{(hv^{-1})k}(v - 2u)\|}{(2k + 1)\sqrt{2}} = \frac{\|1 - 4k\|v - 2u\|}{(2k + 1)\sqrt{2}}.
$$
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When \( k = 1 \), we have \( \|(1 - 4k)v - 2u\| = \|(−5, −3)\| = \sqrt{34} \). Therefore

\[
\inf_{-1 < x < 1} \frac{\|\rho_{2}^{\delta_1^{-1}}(x, 1)\|}{\eta(n_1)\sqrt{2}} > \frac{\sqrt{34}}{4\sqrt{2}} = \frac{\sqrt{17}}{4} > 1.
\]

When \( k \geq 2 \), we can apply the triangle inequality:

\[
\inf_{-1 < x < 1} \frac{\|\rho_{2}^{\delta_1^{-1}}(x, 1)\|}{\eta(n_1)\sqrt{2}} > \frac{\|(1 - 4k)v - 2u\|}{(2k + 1)\sqrt{2}} > \frac{(4k - 1)\sqrt{2} - 2}{(2k + 1)\sqrt{2}} = \frac{4k - 1 - \sqrt{2}}{2k + 1} = 2 - 3 + \frac{\sqrt{2}}{2k + 1} \geq 2 - \frac{3 + \sqrt{2}}{5} > 1.
\]

Finally, we consider case (3). Here \( k = 0 \) and the ray endpoint is \((-3, 1)\), so

\[
\inf_{-1 < x < 1} \frac{\|\rho_{2}^{\delta_1^{-1}}(x, 1)\|}{\eta(n_1)\sqrt{2}} > \frac{\|(-3, 1)\|}{\frac{3}{2}\sqrt{2}} = \frac{\sqrt{20}}{3} > 1.
\]

Now we consider the case of \( \delta_1 = h^a v^{-1}(hv^{-1})^k \) where \( n_1 = 2k + 2 \). We must estimate the length of

\[
\rho_{2}^{\delta_1^{-1}}(x, 1) = \rho_{2}^{(uh^{-1})^k} \circ \rho_{2}^{v} \circ \rho_{2}^{h^{-a}}(x, 1).
\]

Noting that \( \rho_{2}^{h^{-a}}(x, 1) = (x - 2a, 1) \), we break into two cases depending on the choice of \( k \geq 0 \) and \( a \notin \{0, 1\} \).

\( (1') \) \( x - 2a < -3 \) when \( a \geq 2 \).

\( (2') \) \( x - a > 1 \) when \( a \leq -1 \).

Let \( v \) and \( u \) be as in the previous paragraph. We have \( \rho_{2}^{v^{-1}}(v) = -v \) and \( \rho_{2}^{v^{-1}}(u) = -(u - 2v) \). Let \( L = \{(x', 1)\} \). Set \( L' = \rho_{2}^{v}(L) = \{(t, 1 + 2t) : t \in \mathbb{R}\} \). The closest point to the origin on \( L' \) is \((−\frac{2}{3}, \frac{1}{3})\). Now consider the closest point on \( \rho_{2}^{(uh^{-1})^k}(L') \).

Using the action of this parabolic, it can be checked that this closest point is of the form \( \rho_{2}^{(uh^{-1})^k}(t, 1 + 2t) \) where \(-1 < t \leq \frac{-2}{5}\). Thus the closest point on \( \rho_{2}^{(uh^{-1})^k}v(L) \) is also of this form. The preimage of this point lies in

\[
\{\rho_{2}^{v^{-1}}(t, 1 + 2t) : -1 < t \leq \frac{-2}{5}\} = \{(t, 1) : -1 < t \leq \frac{-2}{5}\}.
\]

Again we observe, that the rays in cases (1’) and (2’) do not contain such points. Therefore the minimum length must occur at the endpoints of the rays. We now check Equation (9-6) in case (1’). Here the endpoint is \((-3, 1)\) and \( \rho_{2}^{v}(-3, 1) = (-3, -5) = \)
We now prove the lemma in the case of $k$. Suppose the statement is true for all $j$, and let $v = -5v + 2u$. We simplify Equation (9-6) using the triangle inequality:

$$
\inf_{-1 < x < 1} \frac{\|\rho_2^{\delta_1^{-1}}(x, 1)\|}{\eta(n_1)} \geq \frac{\|\rho_2^{(vh^{-1})^k}(-5v + 2u)\|}{(2k + 2)^{\sqrt{2}}} > \frac{\|\rho_2(-5 - 4k) v + 2u\|}{(2k + 2)^{\sqrt{2}}}
$$

This concludes the argument. The constant $\epsilon$ can be taken so that $1/\epsilon$ is the minimum of the finite number of constants used the cases above.

**Lemma 9.6** If $\lambda > 2$, there is a positive $\epsilon < 1$ depending only on $\lambda$ such that

$$
\left( \frac{\lambda + \sqrt{\lambda^2 - 4}}{2} \right)^{n_j} \|\rho_\lambda^{\gamma n_j}(\theta)\| \leq \epsilon^j \text{ for all } j.
$$

**Proof** To simplify notation, write $\delta_j = \gamma n_j$ and $\omega = (\lambda + \sqrt{\lambda^2 - 4})/2$. As in the previous case, it is in fact sufficient to prove the statement for $j = 1$. To see this, suppose the statement is true for all $\lambda$-renormalizable directions $\theta$ in the case of $j = 1$. Then we have

$$
\omega^{n_j+1} \|\rho_\lambda^{\delta_1 + \delta_j^{-1}}(\theta)\| = \omega^{n_j+1} \|\rho_\lambda^{\delta_j^{-1} \delta_1^{-1}} \circ \rho_\lambda^{\delta_1}(\theta)\|
$$

$$
= \omega^{n_j+1} \|\rho_\lambda^{\delta_j^{-1} \delta_1^{-1}}(\theta')\| \|\rho_\lambda^{\delta_1}(\theta)\| < \epsilon \omega^{n'_j} \|\rho_\lambda^{\delta_1}(\theta')\|
$$

where $\theta' = \rho_\lambda^{\delta_1}(\theta)/\|\rho_\lambda^{\delta_1}(\theta)\|$, $n'_j = n_j + 1 - n_1$, and $\delta'_j = \delta_{j+1}^{-1}$. Again, we can apply induction to obtain the statement of the lemma.

We now prove the lemma in the case of $j = 1$. As in the previous proof, it is sufficient to prove the lemma in the cases of $\delta_1 = h^{-a}(vh^{-1})^k$ and $\delta_1 = h^a v^{-1}(hv^{-1})^k$. Here
\( k \geq 0 \) and \( a \in \mathbb{Z} \setminus \{0, 1\} \). For \( \delta_1 = h^{-a}(v h^{-1})^k \) we can also assume \((a, k) \neq (-1, 0)\). It is enough to prove that if \( \delta_1 \) is one of these words then
\[
(9-7) \quad \omega^{n_1} \| \rho^A_\lambda (\theta) \| \leq \epsilon < 1.
\]
Here \( n_1 = 2k + 1 \) if \( \delta_1 = h^{-a}(v h^{-1})^k \) and \( n_1 = 2k + 2 \) if \( \delta_1 = h^a v^{-1}(h v^{-1})^k \).

In both cases either \( v \delta_1 \) or \( v^{-1} \delta_1 \) is an element of the shrinking sequence for \( \theta \). Then by Corollary 7.9, we know that in either case
\[
\theta \in Shr_\lambda(v \delta_1) \cup Shr_\lambda(v^{-1} \delta_1) = \pi_{S1} \circ \rho^{\delta_1}_{\lambda}^{-1}(Shr_\lambda(v) \cup Shr_\lambda(v^{-1})),
\]
where \( \pi_{S1} \) denotes projection onto the unit circle. From Proposition 7.13, we know
\[
(9-8) \quad \mathcal{R}_\lambda \cap (Shr_\lambda(v) \cup Shr_\lambda(v^{-1})) \subset \pi_{S1}(\{(x, \pm 1) : -\omega^{-1} < x < \omega^{-1}\}).
\]
In particular, \( \pi_{S1} \circ \rho^{\delta_1}_{\lambda}^{-1}(\theta) \) lies in this set. Without loss of generality, we may assume
\[
\theta = \pi_{S1} \circ \rho^{\delta_1}_{\lambda}^{-1}(x, 1)
\]
for some \( x \) with \(-\omega^{-1} < x < \omega^{-1}\). Thus
\[
(9-9) \quad \| \rho^{\delta_1}_{\lambda}(\theta) \| \leq \sup_{-\omega^{-1} < x < \omega^{-1}} \frac{\| (x, 1) \|}{\| \rho^{\delta_1}_{\lambda}^{-1}(x, 1) \|} \leq \sup_{-\omega^{-1} < x < \omega^{-1}} \frac{\sqrt{\lambda \omega^{-1}}}{\| \rho^{\delta_1}_{\lambda}^{-1}(x, 1) \|} = \frac{\inf_{-\omega^{-1} < x < \omega^{-1}} \| \rho^{\delta_1}_{\lambda}^{-1}(x, 1) \|}{\sqrt{\lambda \omega^{-1}}}.
\]
The last inequality follows from the fact that \( \|(x, 1)\| \leq \|(\omega^{-1}, 1)\| = \sqrt{\lambda \omega^{-1}} \). In particular from Equation (9-7), it is sufficient to prove that
\[
(9-10) \quad \inf_{-\omega^{-1} < x < \omega^{-1}} \frac{\omega^{-n_1}}{\sqrt{\lambda \omega^{-1}}} \| \rho^{\delta_1}_{\lambda}^{-1}(x, 1) \| \geq \frac{1}{\epsilon} > 1.
\]
for some \( \epsilon < 1 \).

Now we concentrate on the case \( \delta_1 = h^{-a}(v h^{-1})^k \) and \( n_1 = 2k + 1 \). We need to compute the infimum of \( \rho^{\delta_1}_{\lambda}^{-1}(x, 1) = \rho^{(hv^{-1})^kh^a}(x, 1) \) over those \( x \) satisfying \(-\omega^{-1} < x < \omega^{-1}\). We have that \( \rho^{h^a}_{\lambda}(x, 1) = (x + a \lambda, 1) \). Now we break into cases depending on \( a \) and \( k \). As \( a \not\in \{0, 1\} \), \( k \geq 0 \) and \( (a, k) \neq (-1, 0) \), then one of the following holds:

1. \( x + a \lambda \geq 2 \lambda - \omega^{-1} = \lambda + \omega \) when \( a \geq 2 \).
2. \( x + a \lambda \leq \omega^{-1} - \lambda = -\omega \) when \( k \geq 1 \) and \( a \leq -1 \).
3. \( x + a \lambda \leq \omega^{-1} - 2 \lambda = -\lambda - \omega \) when \( k = 0 \) and \( a \leq -2 \).
(For the equalities above, we use the identity $\omega + \omega^{-1} = \lambda$.) We will compute the infimum over $x'$ of $\|\rho^{(h v^{-1})k}_\lambda (x', 1)\|$, where $x'$ ranges over the possible values of $x + a \lambda$ allowed by the inequalities in cases (1)--(3). First consider the infimum over the line $\rho^{(h v^{-1})k}_\lambda (\mathbb{R} \times \{1\})$. The two eigenvectors of $\rho^{h v^{-1}}_\lambda$ are

\begin{equation}
(9-11) \quad v_1 = (\omega, 1) \quad \text{and} \quad v_2 = (\omega^{-1}, 1),
\end{equation}

with $\rho^{h v^{-1}}_\lambda(v_1) = -\omega^2 v_1$ and $\rho^{h v^{-1}}_\lambda(v_2) = -\omega^{-2} v_2$. Therefore

$$\inf_{x' \in \mathbb{R}} \|\rho^{(h v^{-1})k}_\lambda (x', 1)\| = \|\rho^{(h v^{-1})k}_\lambda (x^0, 1)\|,$$

where $0 \leq x^0 < \omega^{-1}$. As the inequalities above exclude the possibility of $x' = x^0$, we conclude that the infimum in cases (1)--(3) must be realized at the endpoints of the rays.

In case (1), we have

$$\inf_{x' \geq \lambda + \omega} \|\rho^{(h v^{-1})k}_\lambda (x', 1)\| = \|\rho^{(h v^{-1})k}_\lambda (\lambda + \omega, 1)\|.$$ 

We break into two subcases depending if $k = 0$ or $k \geq 1$. If $k = 0$, then

$$\inf_{x' \geq \lambda + \omega} \|\rho^{(h v^{-1})k}_\lambda (x', 1)\| = \|(\lambda + \omega, 1)\| > \lambda + \omega.$$ 

Applying this to Equation (9-10) in this case yields

$$\inf_{-\omega^{-1} < x < \omega^{-1}} \frac{\omega^{-n_1}}{\sqrt{\lambda \omega^{-1}}} \|\rho^{\delta^{-1}}_\lambda (x, 1)\| \geq \frac{\omega^{-1}}{\sqrt{\lambda \omega^{-1}}} (\lambda + \omega) = \sqrt{\frac{(\lambda + \omega)^2}{\lambda \omega}} > \sqrt{2}.$$ 

Now consider $k \geq 1$. We have that $(\lambda + \omega, 1) = \frac{1}{\omega - \omega^{-1}} (2 \omega v_1 - \lambda v_2)$, with $v_i$ as in Equation (9-11). Thus

$$\|\rho^{(h v^{-1})k}_\lambda (\lambda + \omega, 1)\| = \frac{\omega^{2k+1}}{\omega - \omega^{-1}} \|2 v_1 - \lambda \omega^{-4} v_2\|$$

$$\geq \frac{\omega^{2k+1}}{\omega - \omega^{-1}} (2 \|v_1\| - \lambda \omega^{-4} \|v_2\|)$$

$$= \frac{\omega^{2k+1}}{\omega - \omega^{-1}} (2 \sqrt{\lambda \omega - \lambda \omega^{-4} \sqrt{\lambda \omega^{-1}}})$$

$$= \frac{\omega^{2k+1}}{\omega - \omega^{-1}} (2 \omega - \lambda \omega^{-4}).$$
Applying this to Equation (9-10) yields
\[
\inf_{-\omega^{-1} < x < \omega^{-1}} \frac{\omega^{-n_1}}{\sqrt{\lambda\omega^{-1}}} \| \rho_{\lambda}^{\delta_1^{-1}}(x, 1) \| \geq \frac{\omega^{-2k-1}}{\sqrt{\lambda\omega^{-1}}} \left( \frac{\omega^{2k+1} \sqrt{\lambda\omega^{-1}}}{\omega - \omega^{-1}} (2\omega - \lambda\omega^{-4}) \right) = \frac{2\omega - \lambda\omega^{-4}}{\omega - \omega^{-1}} = \frac{\omega - \omega^{-1} + \lambda(1 - \omega^{-4})}{\omega - \omega^{-1}} > 1.
\]

In case (2), we have \( k \geq 1 \) and
\[
\inf_{x' \leq -\omega} \| \rho_{\lambda}^{(hv^{-1})^k}(x', 1) \| = \| \rho_{\lambda}^{(hv^{-1})^k}(-\omega, 1) \|.
\]

We may write \((-\omega, 1) = \frac{1}{\omega - \omega^{-1}}(-\lambda v_1 + 2\omega v_2). Therefore
\[
\| \rho_{\lambda}^{(hv^{-1})^k}(-\omega, 1) \| = \frac{1}{\omega - \omega^{-1}} \left( 2\omega^{1-2k}v_2 - \omega^{2k}\lambda v_1 \right) \geq \frac{1}{\omega - \omega^{-1}} (\omega^{2k}\lambda \|v_1\| - 2\omega^{1-2k}\|v_2\|) = \frac{\omega^{2k+1} \sqrt{\lambda\omega^{-1}}}{\omega - \omega^{-1}} (\lambda - 2\omega^{-4k}) > \frac{\omega^{2k+1} \sqrt{\lambda\omega^{-1}}}{\omega - \omega^{-1}} (\lambda - 2\omega^{-4}).
\]

Applying this to Equation (9-10) yields
\[
\inf_{-\omega^{-1} < x < \omega^{-1}} \frac{\omega^{-n_1}}{\sqrt{\lambda\omega^{-1}}} \| \rho_{\lambda}^{\delta_1^{-1}}(x, 1) \| \geq \frac{\omega^{-2k-1}}{\sqrt{\lambda\omega^{-1}}} \left( \frac{\omega^{2k+1} \sqrt{\lambda\omega^{-1}}}{\omega - \omega^{-1}} (\lambda - 2\omega^{-4}) \right) = \frac{\lambda - 2\omega^{-4}}{\omega - \omega^{-1}} = \frac{\omega - \omega^{-1} + 2(\omega^{-1} - \omega^{-4})}{\omega - \omega^{-1}} > 1.
\]

Case (3) is simpler because \( k = 0 \). For \( \delta_1 \) as in this case, we have that
\[
\inf_{x' \leq -\lambda - \omega} \| \rho_{\lambda}^{(hv^{-1})^k}(x', 1) \| = \| (-\lambda - \omega, 1) \| > \lambda + \omega,
\]
and we can proceed as in the first subcase of case (1).

Now we consider the case of \( \delta_1 = h^a v^{-1}(hv^{-1})^k \) and \( n_1 = 2k + 2 \). Noting that \( \rho_{\lambda}^{h^{-a}}(x, 1) = (x - a\lambda, 1) \), we break into two cases depending on the choice of \( k \geq 0 \) and \( a \not\in \{0, 1\} \):

\[\begin{align*}
(1') & \quad x - a\lambda \leq \omega^{-1} - 2\lambda = -\lambda - \omega \text{ when } a \geq 2; \\
(2') & \quad x - a\lambda \geq \lambda - \omega^{-1} = \omega \text{ when } a \leq -1.
\end{align*}\]

We will analyze \( \inf_{x'} \| \rho_{\lambda}^{(hv^{-1})^k}v(x', 1) \| \), where \( x' \) ranges over the possible values of \( x - a\lambda \) allowed by the inequalities in cases (1') and (2'). This time, we have that
\[
\inf_{x' \in \mathbb{R}} \| \rho_{\lambda}^{(hv^{-1})^k}v(x', 1) \| = \| \rho_{\lambda}^{(hv^{-1})^k}v(x^o, 1) \|.
\]
where \(-\lambda/(1+\lambda^2) \leq \chi^o < \omega^{-1}\). This interval is in the complement of the set of values allowed for \(x-a\lambda\) by cases (1) and (2), therefore the value of \(\inf_{x'=x-a\lambda} \|\rho(kv^{-1})^k v(x', 1)\|\) is realized at the endpoints of the rays of these cases.

In case (1’) we have,
\[
\inf_{x' \leq -\lambda - \omega} \|\rho(hv^{-1})^k \rho(-\lambda, 1)\| = \|\rho(hv^{-1})^k v(-\lambda - \omega, 1)\| = \|\rho(hv^{-1})^k (-\lambda - \omega, -\lambda^2 - \omega^2)\|.
\]

As before \(v_1 = (\omega, 1)\) and \(v_2 = (\omega^{-1}, 1)\) are eigenvectors of \(\rho^{vh^{-1}}\), but here
\[
\rho^{vh^{-1}}(v_1) = \omega^{-2} v_1 \quad \text{and} \quad \rho^{vh^{-1}}(v_2) = \omega^2 v_2.
\]

We write our vector in terms of these eigenvectors as
\[
(-\lambda - \omega, -\lambda^2 - \omega^2) = \frac{\lambda}{\omega^3 - \omega} v_1 + \frac{-2\omega^4}{\omega^2 - 1} v_2.
\]

Thus we see
\[
\rho^{(vh^{-1})^k v}(-\lambda, 1) = \frac{\lambda}{\omega^3 - \omega} \omega^{-2k} v_1 + \frac{-2\omega^4}{\omega^2 - 1} \omega^{2k} v_2.
\]

By the triangle inequality, we have
\[
\|\rho^{(vh^{-1})^k v}(-\lambda, 1)\| \geq \frac{2\omega^{2k+4} \|v_2\|}{\omega^2 - 1} - \frac{\lambda \omega^{-2k-1} \|v_1\|}{\omega^2 - 1}
\]
\[
= \frac{\sqrt{\lambda \omega^{-1}}}{\omega^2 - 1} (2\omega^{2k+4} - \lambda \omega^{-2k}).
\]

In this case, we apply Equation (9-10) and see
\[
\inf_{-\omega^{-1} < x < \omega^{-1}} \frac{\omega^{-n_1}}{\sqrt{\lambda \omega^{-1}}} \|\rho_1^{-1} (x, 1)\| \geq \frac{\omega^{-2k-2}}{\omega^2 - 1} \left( \frac{\sqrt{\lambda \omega^{-1}}}{\omega^2 - 1} (2\omega^{2k+4} - \lambda \omega^{-2k}) \right)
\]
\[
= \frac{2\omega^2 - \lambda \omega^{-4k-2}}{\omega^2 - 1}
\]
\[
= \frac{2\omega^2 - \omega^{-4k-1} - \omega^{-4k-3}}{\omega^2 - 1}
\]
\[
> \frac{2(\omega^2 - 1)}{\omega^2 - 1} = 2.
\]

In case (2’), we have the following calculations:
\[
\inf_{x' \leq \omega} \|\rho^{(vh^{-1})^k v} (x', 1)\| = \|\rho^{(vh^{-1})^k v} (\omega, 1)\| = \|\rho^{(vh^{-1})^k} (\omega, \lambda \omega + 1)\|.
\]
We may write \( (\omega, \lambda \omega + 1) = \frac{1}{\omega^2 - 1} (-2v_1 + \omega^3 \lambda v_2) \). Therefore
\[
\rho_{\lambda}^{(v^{-1}h)^k} (\omega, \lambda \omega + 1) = \frac{1}{\omega^2 - 1} (-2\omega^{-2k} v_1 + \omega^{3+2k} \lambda v_2).
\]
By the triangle inequality, we have
\[
\| \rho_{\lambda}^{(v^{-1}h)^k} (\omega, \lambda \omega + 1) \| \leq \frac{\sqrt{\lambda} \omega^{-1}}{\omega^2 - 1} (\omega^{3+2k} \lambda - 2\omega^{1-2k}).
\]
We apply Equation (9-10) and see
\[
\inf_{\omega^{-1} < x < \omega^{-1}} \frac{\omega^{-n_1}}{\sqrt{\lambda} \omega^{-1}} \| \rho_{\lambda}^{G_1} (x, 1) \| \geq \frac{\omega^{-2k-2}}{\sqrt{\lambda} \omega^{-1}} \left( \frac{\sqrt{\lambda} \omega^{-1}}{\omega^2 - 1} (\omega^{3+2k} \lambda - 2\omega^{1-2k}) \right)
\]
\[
= \frac{\omega \lambda - 2\omega^{-4k-1}}{\omega^2 - 1}
\]
\[
= \frac{\omega^2 + 1 - 2\omega^{-4k-1}}{\omega^2 - 1} \geq \frac{\omega^2 + 1 - 2\omega^{-1}}{\omega^2 - 1},
\]
and the fraction \( (\omega^2 + 1 - 2\omega^{-1})/(\omega^2 - 1) \) is strictly greater than one because \( 1 - 2\omega^{-1} > -1 \). This completes the proof of Equation (9-10) in all cases. 

10 Quadrants and shrinking sequences

Up to this point the \( \lambda \)-shrinking sequence \( \langle g_i \rangle \) of a vector \( \theta \) has been characterized by the property that
\[
\| \theta \| > \| \rho_{\lambda}^{G_1} (\theta) \| > \| \rho_{\lambda}^{G_2} (\theta) \| > \cdots.
\]
In this section, we will see that this condition is essentially equivalent to saying that each \( \rho_{\lambda}^{G_i} (\theta) \) lies in some specific quadrant depending on the shrinking sequence. This section culminates with a proof of Theorem 6.11.

10.1 Quadrants and expansion

Because \( G \) is a free group, it is natural to identify each \( g \in G \) with its unique expression as a reduced word in the generators. This is equivalent to identifying \( g \) with a geodesic segment in the Cayley graph joining \( e \in G \) to \( g \in G \). In this context, it is natural to consider \( \tilde{G} \) which we define to be the free monoid with generating set \( \{ h, v, h^{-1}, v^{-1} \} \). That is, \( \tilde{G} \) is the set of all words in these symbols. Our expression of \( g \in G \) as its unique reduced word gives a set-theoretic embedding \( G \hookrightarrow \tilde{G} \).

Recall Definitions 6.16 and 6.17 of sign pairs and quadrants in \( \mathbb{R}^2 \), respectively. We define the following action on sign pairs.
**Definition 10.1** (Expanding sign action) The monoid action $\Sigma : \widetilde{G} \times SP \to SP$ on the set of sign pairs is the action determined by action of generators shown in the following diagram.

```
\[
\begin{array}{cccccc}
 & h^{-1}, v^{-1} & h^{-1} & h & h, v & h^{-1}, v^{-1} \\
-+ & & \downarrow & \downarrow & \downarrow & \\
+ & h & v & v^{-1} & v^{-1} & h \\
- & & & & & \\
- & h & & & & \leftarrow \\
+ & & & & & \leftarrow \\
\end{array}
\]
```

For $g \in G$, we define $\Sigma^g$ to be the action of $g$ written as a reduced word in $\widetilde{G}$.

Now recall Definition 7.3 of $\text{Exp}_\lambda(g)$. Motivation for the definition of the expanding sign action comes from the following.

**Proposition 10.2** (Quadrants and expansion) Let $\langle g_i \rangle$ be a geodesic ray or segment with $g_0 = e$ and let $s \in SP$. Suppose that $\theta \in cl(\text{Exp}_\lambda(g_1) \cap Q_s)$. Define $s_i = \Sigma^{g_i}(s)$. Then $\rho_{\lambda}^{g_i}(\theta) \in cl(Q_{s_i})$ for all $i$.

**Remark 10.3** The technical condition $\theta \in cl(\text{Exp}_\lambda(g_1) \cap Q_s)$ allows the proposition to handle horizontal and vertical $\theta$. If $\theta$ is not horizontal or vertical, the condition that $\theta \in cl(\text{Exp}_\lambda(g_1) \cap Q_s)$ is equivalent to saying that $\theta \in Q_s \cap \mathbb{S}^1$ and $\|\rho_{\lambda}^{g_i}(\theta)\| \geq \|\theta\|$.

**Proof of Proposition 10.2** First, we will prove that the statement is true for $i = 1$. Any such statement must be invariant under the action of the dihedral group on $\langle g_i \rangle$ and $\theta$. See Remark 3.6. Thus we may assume that $g_1 = h$ and $\theta \in cl(Q_{++} \cup Q_{--})$. We have $\theta \in \text{Exp}_\lambda(h) \cap (cl(Q_{++} \cup Q_{--}))$. Thus

$$\rho_{\lambda}^h(\theta) \in \rho_{\lambda}^h(\text{Exp}_\lambda(h) \cap (cl(Q_{++} \cup Q_{--})) \subset Q_{++}.$$ 

This agrees with the fact that $\Sigma^h(--)=\Sigma^h(++)=++$. So the proposition is true for $i = 1$, by dihedral group invariance.

To see the statement is true for $i > 1$, we apply induction. Proposition 7.7 implies that the sequence $\|\rho_{\lambda}^{g_i}(\theta)\|$ is nonstrictly increasing. Assume $\rho_{\lambda}^{g_i}(\theta) \in cl(Q_{s_i})$. We have $\|\rho_{\lambda}^{g_{i+1}}(\theta)\| \geq \|\rho_{\lambda}^{g_i}(\theta)\|$. Then by the first paragraph, $\rho_{\lambda}^{g_{i+1}}(\theta) \in cl(Q_{s_{i+1}})$, where $s_{i+1} = \Sigma^{g_{i+1}}(s_i) = s_{i+1}$. \qed
Proposition 10.4  Let \( g \in \{h, v, h^{-1}, v^{-1}\} \) and \( s \in SP \). If \( \rho^g_{\lambda}(Q_s) \subset Q_s \) then for any \( v \in Q_s \) we have \( \|\rho^g_{\lambda}(v)\| > \|v\| \).

Proof  By the dihedral group action, we may assume \( g = h \). We have \( \rho^h_{\lambda}(Q_{++}) \subset Q_{++} \) and \( \rho^h_{\lambda}(Q_{--}) \subset Q_{--} \), but \( \rho^h_{\lambda}(Q_{+-}) \not\subset Q_{+-} \) and \( \rho^h_{\lambda}(Q_{-+}) \not\subset Q_{-+} \). By Proposition 7.5 we have \( Q_{++} \cup Q_{--} \subset \text{Exp}_{\lambda}(h) \).

By combining these two propositions, we have the following.

Corollary 10.5  Suppose \( \{g_i\} \) is a geodesic ray and \( \rho^g_{\lambda}(Q_s) \subset Q_s \), or equivalently the pair \( (g_1, s) \) lies in the set

\[
\{(h, ++), (h, --), (v, +), (v, -), (h^{-1}, +), (h^{-1}, -), (v^{-1}, +), (v^{-1}, -)\}.
\]

Then for all \( i \), \( \rho^g_{\lambda}(cl(Q_s)) \subset cl(Q_{s_i}) \) where \( s_i = \Sigma^{g_i}(s) \).

Recall that given a \( \lambda \)-renormalizable direction \( \theta \in \mathbb{S}^1 \) with shrinking sequence \( \{g_0, g_1, g_2, \ldots\} \), we can associate a sign sequence \( \{s_0, s_1, s_2, \ldots\} \) with \( s_i \in SP \) so that \( \rho^g_{\lambda}(\theta) \in Q_{s_i} \) for all \( i \). See Definition 6.19. These two sequences are related by the following.

Proposition 10.6  (Shrinking and sign sequences)  Let \( \{g_i\} \) be the shrinking sequence of a \( \lambda \)-renormalizable direction \( \theta \in \mathbb{S}^1 \cap Q_{s_0} \), with \( s_0 \in SP \). Then there is a unique (infinite) path in the following diagram which begins at the node labeled \( Q_{s_0} \) and follows edges labeled \( g_1, g_2g_1^{-1}, g_3g_2^{-1} \), etc. Moreover, the path visits the sequence of nodes \( \{Q_{s_i}\} \), where \( \{s_i\} \) is the sign sequence of \( \theta \).

Proof  We will prove that we can determine \( s_{i+1} \) from \( s_i, g_{i+1}g_i^{-1} \) and \( g_{i+2}g_{i+1}^{-1} \). (This is similar to the diagram; a node in a path is uniquely determined from the previous node and the labels on the adjacent arrows.) Consider the following observations.

\(\text{Geometry \& Topology, Volume 19 (2015)}\)
There are various relationships between the sign sequence and the shrinking sequence $s$. These two observations combine to uniquely determine $G$.

**Definition 10.7**  
An integer $h$.

10.2 Critical times for the shrinking sequence

Proposition 6.22 claimed that the sign sequence of $\theta = \theta (\langle g_t \rangle, \lambda)$ only depended on the sequence $\langle g_i \rangle$ and on the quadrant containing $\theta$ and not on $\lambda$. This is a consequence of Proposition 10.6, because $\lambda$ plays no role.

**Proof of Proposition 6.22**  
Proposition 6.22 claimed that the sign sequence of $\theta = \theta (\langle g_t \rangle, \lambda)$ only depended on the sequence $\langle g_i \rangle$ and on the quadrant containing $\theta$ and not on $\lambda$. This is a consequence of Proposition 10.6, because $\lambda$ plays no role.

**10.2 Critical times for the shrinking sequence**

Let $\langle s_n \rangle$ be the sign sequence of $\theta$. We have the following important definition.

**Definition 10.7**  
An integer $n \geq 1$ for which $s_{n-1} = s_n$ is a critical time.

There are various relationships between the sign sequence and the shrinking sequence $\langle g_n \rangle$ that appear at critical times.

**Proposition 10.8**  
Let $n > 0$ be an integer. The following statements are equivalent.

1. $n$ is a critical time.
2. $\rho_{g_{i+1}^{-1}} (Q_{s_i}) \subset Q_{s_n}$.
3. The pair $(g_{i+1}^{-1}, s_n)$ lies in the set
   \{(h, ++), (h, --), (v, ++), (v, --), (h^{-1}, ++), (h^{-1}, --), (v^{-1}, ++), (v^{-1}, --)\}.
4. $g_{n+1}^{-1} \in \{h^2, hv, vh, v^2, h^{-2}, h^{-1}v^{-1}, v^{-1}h^{-1}, v^{-2}\}$.
Proof It can be observed that each of these statements is invariant under the action of the dihedral group. (See Remark 3.6.) To simplify things, we use the dihedral group to arrange that \((x, y) = \rho_n^g(\theta)\) satisfy \(x > 0, y > 0\) and \(y < x\). This guarantees that \(g_n = h^{-1}g_{n-1}\) (since \(\rho_n^{h^{-1}}\) is the only generator which shrinks \((x, y)\); see Proposition 7.5) and implies that \((x, y) \in Q_{++}\) (ie \(s_{n-1} = ++\)). So saying that \(n\) is a critical time is the same as saying that \(\rho_n^{h^{-1}}(x, y) \in Q_{++}\), ie \(s_n = ++\). If \(n\) is not a critical time, then it must be the case that \(\rho_n^{h^{-1}}(x, y) \in Q_{-+}\), ie \(s_n = --\). Using this information, the other statements can be observed to be equivalent by inspection. For example, we will verify that (4) is equivalent to being a critical time. If it is a critical time, then because \(g_n g_{n-1} h^{-1}\) is the only generator which shrinks \((x, y)\), see Proposition 7.5) and implies that \((x, y) \in Q_{++}\), we know that in order to further shrink the vector we must have \(g_{n+1} g_{n-1} = \{h^{-1}, v^{-1}\}\). So \(g_{n+1} g_{n-1} \in \{h^{-2}, v^{-1} h^{-1}\}\), which is allowed by (4). On other hand if \(n\) is not a critical time, then \(\rho_n^{g_n(\theta)} \in Q_{-+}\). So in order to further shrink the vector, we have \(g_{n+1} g_{n-1} \in \{h, v\}\). But because \(g_n g_{n-1} = h^{-1}\), the first option is not allowed. We conclude that \(g_{n+1} g_{n-1} = vh^{-1}\), which is not in the list in item (4).

Corollary 10.9 (Critical times occur) For \(\theta \in \mathcal{R}_\lambda\), there are infinitely many critical times.

Proof We apply statement (4) of Proposition 10.8. Suppose the conclusion is false for \(\theta\). Then for all but finitely many \(n\), we would have \(g_n g_{n-1} \in \{h v^{-1}, h^{-1} v, vh^{-1}, v^{-1} h\}\). But then \(\langle g_i \rangle\) is tail equivalent to one of the last two sequences of Theorem 7.14, and so \(\theta\) is not \(\lambda\)-renormalizable.

10.3 Interaction with the dot product

Recall the group automorphism \(\gamma: G \to G\) defined as in Equation (6-13). This automorphism has special significance for the representation \(\rho_n^G\).

Proposition 10.10 For all \(\lambda\) and all \(g \in G\), we have \(\rho_n^{\gamma(g)} = \gamma^t \rho_n^g\), the inverse transpose of \(\rho_n^g\).

The proof follows by checking that it is true on the generators. As a consequence, for all \(v, w \in \mathbb{R}^2\) and all \(g \in G\),

\[
(10-1) \quad v \cdot w = \rho_n^g(v) \cdot \rho_n^{\gamma(g)}(w),
\]

where \(\cdot\) denotes the usual dot product \(\mathbb{R}^2 \times \mathbb{R}^2 \to \mathbb{R}\). We establish some simple corollaries of this observation.
Corollary 10.11  (Sign pairs at critical times) Let \( \langle g_i \rangle \) and \( \langle s_i \rangle \) be shrinking sequences and sign pairs for a \( \lambda \)–shrinkable direction \( \theta \in \mathbb{S}^1 \). Suppose \( n > 0 \) is a critical time, then \( s_n = \Sigma^\gamma(g_n)(s_0) \).

Proof  Consider that 1 = \( \theta \cdot \theta = \rho^g_\lambda(\theta) \cdot \rho^\gamma(g_1)(\theta) \) for all \( i > 0 \). Since \( \|\rho^g_\lambda(\theta)\| < 1 \) we know that \( \|\rho^\gamma(g)(\theta)\| > 1 \). Therefore, by Proposition 10.2, we know that \( \rho^\gamma(g)(\theta) \in Q_{s'_i} \), where \( s'_i = \Sigma^\gamma(g_i)(s_0) \) for all \( i \). Since \( n \) is a critical time, we know \( s_n = s_{n-1} \). By the dihedral group action of Remark 3.6, without loss of generality, we can assume that \( s_{n-1} = s_n = + + \) and \( g_n \circ g_{n-1} = h^{-1} \). Note that

\[
s'_n \in \Sigma^{(h^{-1})(SP)} = \Sigma^v(SP) = \{++, --\}.
\]

(See the diagram in Definition 10.1.) Since \( \rho^\gamma(g_n)(\theta) \in Q_{s'_n} \), we know \( s'_n = + + \) because

\[
\rho^g_\lambda(\theta) \in Q_{s_n} = Q_+ \quad \text{and} \quad \rho^g_\lambda(\theta) \cdot \rho^\gamma(g_n)(\theta) = 1. \tag*{\square}
\]

Corollary 10.12  Suppose \( \theta \) is \( \lambda \)–renormalizable, and \( v \in \mathbb{R}^2 \) satisfies \( \theta \cdot v \neq 0 \). Let \( \langle g_n \rangle \) be the \( \lambda \)–shrinking sequence for \( \theta \). Then \( \|\rho^\gamma(g_n)(v)\| \to \infty \) as \( n \to \infty \).

Proof  By Equation (10-1), we have that \( \theta \cdot v = \rho^g_\lambda(\theta) \cdot \rho^\gamma(g_n)(v) \). Therefore

\[
\|\rho^\gamma(g_n)(v)\| \geq \frac{|\theta \cdot v|}{\|\rho^g_\lambda(\theta)\|}.
\]

The denominator of this expression tends to 0 as \( n \to \infty \), so \( \|\rho^\gamma(g_n)(v)\| \to \infty \). \( \tag*{\square} \)

Of particular importance, we can conclude that if \( \theta \cdot v \neq 0 \) then eventually there is an \( i \) for which \( \|\rho^\gamma(g_i)(v)\| > \|\rho^\gamma(g_{i-1})(v)\| \). Then, for \( n > i \), the quadrant containing \( \rho^\gamma(g_n)(v) \) is governed by the expanding sign action. See Proposition 10.2. Then the following applies.

Proposition 10.13  Let \( \theta \in R_\lambda \). Let \( \langle g_i \rangle \) be the \( \lambda \)–shrinking sequence of \( \theta \), and let \( \langle s_i \rangle \) be the sign sequence. Suppose \( v \in \mathbb{R}^2 \) satisfies \( \theta \cdot v > 0 \). By Corollary 10.12, there is an \( i \) for which \( \|\rho^\gamma(g_i)(v)\| > \|\rho^\gamma(g_{i-1})(v)\| \). For any critical time \( n \geq i \), we have \( \rho^\gamma(g_n)(v) \in Q_{s_n} \).

Proof  Note that if \( g \in \{h, v, h^{-1}, v^{-1}\} \) then the image \( \Sigma^g(SP) \) consists of precisely two sign pairs. (For instance, \( \Sigma^h(SP) = \{+-, --\} \). See Definition 10.1.) In particular, for \( n \geq i \), we have \( \rho^\gamma(g_n)(v) \) lies in one of the two quadrants in \( \Sigma^g_{s_n} \Sigma^g_{s_{n-1}}(SP) \). Now suppose that \( n \) is a critical time. Statement (3) of Proposition 10.8 explicitly
describes the possible pairs \((g_{n-1}g_n^{-1}, s_n)\). By inspection it can be observed that \(\Sigma g_n g_n^{-1}(SP) = \{s_n, -s_n\}\). Now recalling Equation (10-1), we have that
\[
\theta \cdot v = \rho^g_n(\theta) \cdot \rho^\nu(g_n)(v).
\]
Therefore \(\theta \cdot v > 0\) and \(\rho^g_n(\theta) \in Q_{s_n}\) implies that \(\rho^\nu(g_n)(v) \in Q_{s_n}\). \(\square\)

Now suppose that \(\theta \cdot v = 0\). Let \(R\) denote the linear map \(R: \mathbb{R}^2 \to \mathbb{R}^2\) which rotates by \(\pi/2\). As a matrix,
\[
(10-2) \quad R = \begin{bmatrix} 0 & -1 \\ 1 & 0 \end{bmatrix}.
\]
Conjugation by this map induces an automorphism of \(\rho^G_\lambda\). Inspection reveals that
\[
(10-3) \quad R \circ \rho^g_\lambda = \rho^\nu(g) \circ R
\]
for all \(g \in G\). Note that this map \(R\) permutes the quadrants of \(\mathbb{R}^2\) and therefore induces permutation \(r: SP \to SP\) so that
\[
(10-4) \quad R(Q_s) = Q_r(s).
\]
The punchline of this section is that we can detect the sign of \(\theta \cdot v\) using the shrinking and sign sequences of \(\theta\).

**Theorem 10.14** Let \(\theta \in \mathcal{R}_\lambda\), and let \(\langle g_n \rangle\) and \(\langle s_n \rangle\) denote the \(\lambda\)-shrinking and sign sequences of \(\theta\), respectively. Choose any nonzero vector \(v \in \mathbb{R}^2\).

(a) If \(\theta \cdot v > 0\), then there is an \(i \geq 0\) such that for any critical time \(n > i\) we have \(\rho^\nu(g_n)(v) \in Q_{s_n}\).

(b) If \(\theta \cdot v < 0\), then there is an \(i \geq 0\) such that for any critical time \(n > i\) we have \(-\rho^\nu(g_n)(v) \in Q_{s_n}\).

(c) If \(\theta \cdot v = 0\), then for all \(i \geq 0\) we have \(\rho^\nu(g_n)(v) \in Q_{r \pm 1}(s_n)\) for some fixed choice of sign.

**Proof** Statement (a) follows directly from Proposition 10.13. Statement (b) follows by applying this proposition to \(-v\). Statement (c) follows from Equation (10-3) by noting that
\[
\rho^\nu(g_n) \circ R(\theta) = R \circ \rho^g_n(\theta) \in Q_r(s_n).
\]
\(\square\)
10.4 Proofs of results from Section 6

We need to convert between the dot and wedge product. We recall that

\[(10-5) \quad v \cdot w = v \wedge R(w) = R^{-1}(v) \wedge w\]

with \(R\) defined as in Equation (10-2).

Recall that the Quadrant sequence proposition 6.20 said that the only \(v \in \mathbb{S}^1\) for which \(\rho^g_{\lambda}(v) \in \overline{Q}_{s_n}\) for all \(n\) is \(v = \theta\). We now give the proof:

**Proof of Proposition 6.20** Suppose such a \(v\) exists. Then \(\theta \cdot w \neq 0\). Let \(w = R(v)\).

Then

\[v \wedge \theta = \theta \cdot w = \rho^g_{\lambda}(\theta) \cdot \rho^y_{\lambda}(g_n)(w).\]

Since \(\theta \cdot w\) is nonzero, Theorem 10.14 guarantees that there is a \(n\) for which

\[\pm \rho^y_{\lambda}(g_n)(w) \in Q_{s_n},\]

with the sign equal to the sign of \(\theta \cdot w\). By Equation (10-3), we have

\[\pm \rho^y_{\lambda}(g_n)(w) = \pm R \circ \rho^g_{\lambda}(v),\]

so we may conclude that \(\rho^g_{\lambda}(v) \in Q_{r(s_n)} \cup Q^{-1}_{r(s_n)}\). This is a contradiction, since we assumed that \(\rho^g_{\lambda}(v) \in \overline{Q}_{s_n}\). \(\Box\)

Recall Definition 6.10 of a \((\theta, n)\)-survivor \(m \in H^1\). Theorem 6.11 stated that a cohomology class \(m \in H^1\) arises from applying \(\Psi_{\theta}\) to a locally finite transverse measure to the foliation in a \(\lambda\)-renormalizable direction \(\theta\) if and only if \(m\) is a \((\theta, n)\)-survivor for all \(n \geq 0\).

**Proof of Theorem 6.11** Note that the “only if” direction is trivial. Checking that \(m\) is a \((\theta, n)\)-survivor for all \(n \geq 0\) simply checks that \(m\) pairs correctly with some saddle connections. See Definition 6.10 of \((\theta, n)\)-survivors. In particular, Lemma 6.6 implies this is a necessary condition for \(m \in \Psi_{\theta}(\mathcal{M}_{\theta})\).

For the “if” direction, we will use the sufficiency criterion given by Lemma 6.6. Let \(\sigma\) be any saddle oriented connection in \(S\), and let \(v = hol\sigma\). We will check that if \(m([\sigma]) \neq 0\) then \(sgn(m([\sigma])) = sgn(hol(\sigma) \wedge \theta)\). So assume that \(m([\sigma]) \neq 0\). We know that \(hol\sigma\) is not parallel to \(\theta\) by Theorem 6.2. (There are no saddle connections in \(\lambda\)-renormalizable directions.) Let \(\langle g_n \rangle\) denote the shrinking sequence for \(\theta\), and \(\langle s_n \rangle\) denote the sign sequence. By Proposition 6.20, there is a smallest \(n\) for which \(\rho^g_{\lambda}(hol\sigma) \notin Q_{s_n} \cup Q_{-s_n}\). Then there is a sign pair \(s \notin \{\pm s_n\}\) so that \(\rho^g_{\lambda}(hol\sigma)\) lies...
in the closed quadrant $Q_s$. Let $\sigma' = \Phi^{g_n}(\sigma)$ whose holonomy is given by $\rho^g_{\lambda}(\text{hol } \sigma)$. Because our surface decomposes into rectangles, we can write

$$[\sigma'] = \sum_{i=1}^{k} [\sigma'_i],$$

where the $\sigma'_i$ are horizontal or vertical saddle connections (boundary edges of the rectangles) oriented so that their holonomies lie in the boundary of the quadrant $Q_s$. Now let $\sigma_i = \Phi^{g_n^{-1}}(\sigma_i)$ for all $i$ so that $[\sigma] = \sum_{i=1}^{k} [\sigma_i]$. Since we know that $m$ is a $(\theta, n)$–survivor, we know that for each $i$, either $m([\sigma_i]) = 0$ or

$$\text{sgn}(m([\sigma_i])) = \text{sgn}(\text{hol}(\sigma_i) \land \theta).$$

Given this, it suffices to prove that $\text{sgn}(\text{hol}(\sigma_i) \land \theta) = \text{sgn}(v \land \theta)$ for all $i$, because then we have

$$\text{sgn}(m([\sigma])) = \text{sgn} \sum_{i=1}^{k} m([\sigma_i]) = \text{sgn}(v \land \theta)$$

since each term in the sum has the sign the same as $\text{hol}(\sigma_i) \land \theta$ whenever it is nonzero, and since the total sum is nonzero from the assumption that $m([\sigma]) \neq 0$. To verify this sufficiency condition, recall that for $v = \sigma$ or $v = \sigma_i$ for some $i$, we have that $\rho^g_{\lambda}(\text{hol } v)$ lies in the closed quadrant $Q_s$ with $s \notin \{\pm s_n\}$, while by definition $\rho^g_{\lambda}(\theta)$ lies in $Q_{sn}$. By invariance of the wedge product under orientation preserving linear maps,

$$\text{hol}(v) \land \theta = \rho^g_{\lambda}(\text{hol } v) \land \rho^g_{\lambda}(\theta).$$

The sign of the right-hand side is the same for all nonzero vectors such as $\rho^g_{\lambda}(\text{hol } v)$ taken from $Q_s$ wedged with all vectors such as $\rho^g_{\lambda}(\theta)$ taken from $Q_{sn}$. In particular, the sign of this wedge product does not change if we set $v = \sigma$ or $v = \sigma_i$ for some $i$. \qed

### 11 Survivors and operators

The purpose of this section is to prove Theorem 6.31, which says that all $\theta$–survivors in $H^1$ arise as $\Xi(f)$ where $f \in \mathbb{R}^V$ is a $\theta$–survivor. In order to prove this statement, we will transform several results proved in Section 10 about the interplay between the $\rho^G_{\lambda}$ action on $\mathbb{R}^2$ and quadrants in $\mathbb{R}^2$ into statements about the $\Phi^G_*$ action on $H^1$ and the $\Upsilon^G$ action on $\mathbb{R}^V$.

#### 11.1 Homology, cohomology and $\mathbb{R}^V$

We begin by proving Proposition 6.14, which says that $\Phi^G_* \circ \Xi = \Xi \circ \Upsilon^g$. 
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We collect the following corollary to Proposition 6.14.

\[(\Phi^g_\ast \circ \Xi(f))(\text{[x]}) = \Xi(f)(\Phi^{g^{-1}}(\text{[x]})) = \sum_{v \in \mathcal{V}} i(\Phi^{g^{-1}}(\text{[x]}), \text{[cyl}_v]) f(v).\]

By acting by \(\Phi^g\) on each side of each expression for intersection number, we have

\[(\Phi^g_\ast \circ \Xi(f))(\text{[x]}) = \sum_{v \in \mathcal{V}} i(\text{[x]}, \Phi^g(\text{[cyl}_v])) f(v).\]

Consider the case of \(g = h^k\) with \(k \in \mathbb{Z}\). By Proposition 6.9, we have

\[\Phi^{h^k}(\text{[cyl}_v]) = \begin{cases} \text{[cyl}_v] + k \sum_{w \sim v} \text{[cyl}_w] & \text{if } v \in \mathcal{A}, \\ \text{[cyl}_v] & \text{if } v \in \mathcal{B}. \end{cases}\]

Thus we may write

\[(\Phi^{h^k}_\ast \circ \Xi(f))(\text{[x]}) = \sum_{a \in \mathcal{A}} i(\text{[x]}, \text{[cyl}_a]) f(a) + \sum_{b \in \mathcal{B}} i(\text{[x]}, \text{[cyl}_b] + k \sum_{a \sim b} \text{[cyl}_a]) f(b).\]

By regrouping terms, we see

\[(\Phi^{h^k}_\ast \circ \Xi(f))(\text{[x]}) = \sum_{a \in \mathcal{A}} i(\text{[x]}, \text{[cyl}_a]) \left( f(a) + k \sum_{b \sim a} f(b) \right) + \sum_{b \in \mathcal{B}} i(\text{[x]}, \text{[cyl}_b]) f(b).\]

This last expression is equal to \(\sum_{v \in \mathcal{V}} i(\text{[x]}, \text{[cyl}_v]) (H^k(f)(v)) = (\Xi \circ H^k(f))(\text{[x]}).\)

Thus \(\Xi \circ H^k = \Phi^{h^k}_\ast \circ \Xi\) as desired. By a similar argument or by the action of the dihedral group, the same holds for \(g = v^k\).

\[\square\]

Recall that \(\mathbb{R}^\mathcal{V}_c\) represents the set of finitely supported functions from \(\mathcal{V} \to \mathbb{R}\). We introduce a canonical linear map \(\mathcal{I}: H_1(S, V, \mathbb{R}) \to \mathbb{R}^\mathcal{V}_c\). Define

\[(11-1) \quad \mathcal{I}(\text{[x]})(v) = i(\text{[x]}, \text{[cyl}_v]),\]

where \([\text{cyl}_v] \in H_1(S \setminus V, \mathbb{Z})\) represents the homology class of the core curve of cylinder \(\text{cyl}_v\) for \(v \in \mathcal{V}\). Recalling the bilinear pairing \(\langle \cdot, \cdot \rangle: \mathbb{R}^\mathcal{V} \times \mathbb{R}^\mathcal{V}_c \to \mathbb{R}\) given in Equation (6-11). By definition of \(\Xi\) (see Equation (6-5)), we have

\[(11-2) \quad \langle f, \mathcal{I}(\text{[x]}) \rangle = \Xi(f)(\text{[x]}).\]

Note that \(\mathcal{I}\) is not injective. A useful consequence of the construction is that

\[\mathcal{I}(\text{[x]}) = \mathcal{I}(\text{[y]}) \quad \text{implies} \quad \Xi(f)(\text{[x]}) = \Xi(f)(\text{[y]}).\]

We collect the following corollary to Proposition 6.14.
Corollary 11.1  For all \([x] \in H_1(S, V, \mathbb{R})\), we have \(\gamma^g \circ \mathcal{Z}([x]) = \mathcal{Z} \circ \Phi^\gamma(g)([x])\), where \(\gamma: G \to G\) is the involutive homomorphism defined above Equation (6-14).

Proof  Note that two elements \(x, y \in \mathbb{R}_c^V\) are equal if and only if \(\langle f, x \rangle = \langle f, y \rangle\) for all \(f \in \mathbb{R}^V\). Let \(f \in \mathbb{R}^V\) be arbitrary. By Equation (6-14),
\[
\langle f, \gamma^g \circ \mathcal{Z}([x]) \rangle = \langle \gamma^\gamma(g^{-1})(f), \mathcal{Z}([x]) \rangle.
\]
Then by Equation (11-2) and Proposition 6.14,
\[
\langle f, \gamma^g \circ \mathcal{Z}([x]) \rangle = \mathcal{E}(\gamma^\gamma(g^{-1})(f))([x]) = (\Phi^\gamma(g^{-1}) \circ \mathcal{E}(f))(\mathcal{Z}([x])).
\]
By the definition of \(\Phi^\gamma(g^{-1})\) given in Equation (6-1), we continue
\[
\langle f, \gamma^g \circ \mathcal{Z}([x]) \rangle = \mathcal{E}(f)(\Phi^\gamma(g)(\mathcal{Z}([x]))) = \langle f, \mathcal{Z} \circ \Phi^\gamma(g)([x]) \rangle.
\]
Thus \(\gamma^g \circ \mathcal{Z} = \mathcal{Z} \circ \Phi^\gamma(g)\) as desired. \(\square\)

Recall that \(R\) is the linear map \(\mathbb{R}^2 \to \mathbb{R}^2\) which rotates by \(\pi/2\). Also, \(r\) is the induced permutation on the signs of quadrants in \(\mathbb{R}^2\). See Equations (10-2) and (10-4).

Proposition 11.2  Let \(\sigma\) be a saddle connection and \(s \in SP\). Then \(\text{hol } \sigma \in \text{cl}(Q_s)\) if and only if \(\mathcal{Z}([\sigma]) \in \hat{Q}_{r(s)}\).

Proof  Choose any \(s\) for which \(\text{hol } \sigma \in \text{cl}(Q_s)\). Write \(s = (s_x, s_y)\) with \(s_x, s_y \in \{1, -1\}\). Then \(r(s) = (-s_y, s_x)\). Because \(\text{hol } \sigma \in \text{cl}(Q_s)\), we have \(\text{sgn}(\pi_x(\text{hol } \sigma)) \in \{s_x, 0\}\) and \(\text{sgn}(\pi_y(\text{hol } \sigma)) \in \{s_y, 0\}\). Let \(a \in \mathcal{A}\). Then
\[
\text{sgn } \mathcal{Z}([\sigma])(a) = \text{sgn } i([\sigma], [\text{cyl}_a]) = \text{sgn}(\text{hol } \sigma) \land (1, 0)
\]
\[
= \text{sgn}(-\pi_y(\text{hol } \sigma)) \in \{-s_y, 0\}.
\]
Similarly if \(b \in \mathcal{B}\), then
\[
\text{sgn } \mathcal{Z}([\sigma])(b) = \text{sgn } i([\sigma], [\text{cyl}_b]) = \text{sgn}(\text{hol } \sigma) \land (0, 1)
\]
\[
= \text{sgn}(-\pi_x(\text{hol } \sigma)) \in \{s_x, 0\}.
\]
So \(\mathcal{Z}([\sigma]) \in \hat{Q}_{r(s)}\). The converse follows by reversing this argument. \(\square\)
11.2 Quadrant tracking via expansion

Recall that conjugation by $R$ preserves the subgroup $\rho^G_\lambda \subset SL(2, \mathbb{R})$. Equation (10-3) explains exactly how conjugation by $R$ acts on $G$. This action on $G$ also relates to the expanding sign action $\Sigma^G$. Namely,

$$\Sigma^G \circ r = r \circ \Sigma^G(g).$$

We view the following as a corollary of Proposition 10.2.

**Corollary 11.3** Let $(g_i)$ be a geodesic ray and $s \in SP$. Assume that $\sigma$ is a saddle connection for which $hol \sigma \in cl(\text{Exp}_\lambda(g_1)) \cap \mathcal{Q}_s$. Then $\gamma^{g_i} \circ Z([\sigma]) \in \hat{Q}_{r(s_i)}$, where $s_i = \Sigma^{g_i}(s)$.

**Proof** By Proposition 10.2, we know that $\rho^{\gamma(g_i)}_{\lambda}(hol \sigma) \in cl(\mathcal{Q}_{s_i})$ for all $i$. We also know that

$$hol \circ \Phi^{\gamma(g_i)}([\sigma]) = \rho^{\gamma(g_i)}_{\lambda}(hol \sigma)$$

is the holonomy of a saddle connection. By Proposition 11.2, $Z \circ \Phi^{\gamma(g_i)}([\sigma]) \in \hat{Q}_{r(s_i)}$. By Corollary 11.1, we see

$$\gamma^{g_i} \circ Z([\sigma]) = Z \circ \Phi^{\gamma(g_i)}([\sigma]) \in \hat{Q}_{r(s_i)}.$$

**Proposition 11.4** (Quadrant tracking) Suppose $(g_i)$ is a geodesic ray and $\rho^{g_i}_{\lambda}(\mathcal{Q}_s) \subset \mathcal{Q}_s$. Then $\gamma^{g_i}(\hat{Q}_s) \subset \hat{Q}_{s_i}$, where $s_i = \Sigma^{g_i}(s)$.

**Proof** Let $f \in \hat{Q}_s$. Given $v \in \mathcal{V}$, let $e_v \in \mathbb{R}^\mathcal{V}$ denote the function

$$e_v(w) = \begin{cases} 1 & \text{if } v = w, \\ 0 & \text{if } v \neq w. \end{cases}$$

Formally, we may write

$$f = \sum_{v \in \mathcal{V}, f(v) \neq 0} f(v)e_v.$$

This sum makes sense, because for any $v \in \mathcal{V}$, there are only finitely many terms whose support includes $v$. For each $v \in \mathcal{V}$ with $f(v) \neq 0$ we can choose a horizontal or vertical saddle connection $\sigma_v$ such that for any $w \in \mathcal{V}$ we have

$$i([\sigma_v], [cyl_w]) = \begin{cases} \text{sgn } f(v) & \text{if } v = w, \\ 0 & \text{otherwise.} \end{cases}$$

Then by definition of $Z$ we have

$$f = \sum_{v \in \mathcal{V}, f(v) \neq 0} |f(v)|Z([\sigma_v]).$$
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Note that each $Z(\sigma_v) \in \widehat{Q}_s$ and therefore by Proposition 11.2 we know $\text{hol } \sigma_v \in cl(Q_{r^{-1}(s)})$. We now apply $\Upsilon^g_i$ to Equation (11-5), yielding

\[(11-6) \quad \Upsilon^g_i(f) = \sum_{v \in V, f(v) \neq 0} |f(v)| \Upsilon^g_i \circ Z(\sigma_v) = \sum_{v \in V, f(v) \neq 0} |f(v)| Z \circ \Phi^\gamma(g_i)(\sigma_v),\]

with the last equality following from Corollary 11.1. Now consider that if $\rho^\gamma(g_1)(Q_s) \subset Q_s$, then $\rho^\gamma(g_1)(cl(Q_{r^{-1}(s)})) \subset cl(Q_{r^{-1}(s)})$. (This follows by inspecting the pairs $(g_1, s)$ allowed by Corollary 10.5.) By Corollary 10.5, we may conclude that

$$\text{hol } \Phi^\gamma(g_i)(\sigma_v) \in cl(Q_{s_i}),$$

where $s_i = \Sigma^g_i(s)$ as in the statement of the proposition. As each of the terms in the sum for $\Upsilon^g_i(f)$ in Equation (11-6) lie in $Q_{s_i}$, we know $\Upsilon^g_i(f) \in Q_{s_i}$.\]

Let $\langle g_i \rangle$ be the shrinking sequence for a $\lambda$–renormalizable direction $\theta \in S^1$, and $\langle s_i \rangle$ denote the sign sequence. Recall Definition 10.7 that $n$ is a critical time if $s_{n-1} = s_n$. We have the following corollary to Proposition 11.4.

**Corollary 11.5** (Critical times) Suppose $n$ is a critical time. Then if $f \in \mathbb{R}^V$ is a $(\theta, n)$–survivor, then it is a $(\theta, k)$–survivor for all $k < n$.

**Proof** Let $f_k = \Upsilon^g_k(f)$ and $\theta_k = \rho^g_k(\theta)$. We know that $\theta_n \in Q_{s_n}$ and $f_n \in \widehat{Q}_{s_n}$. By statement (2) of Proposition 10.8, we know $\rho^g_{n-1}g_n^{-1}(Q_{s_n}) \subset Q_{s_n} = Q_{s_{n-1}}$. Consider the geodesic segment $\langle h_i = g_{n-i}g_{n-1}^{-1} \rangle$. By definition of the sign sequence $\langle s_i \rangle$, we have $\theta_{n-i} \in Q_{s_{n-i}}$. By Proposition 10.2, we know $s_{n-i} = \Sigma^h_i(s_n)$. Finally, by Proposition 11.4, we know $f_{n-i} = \Upsilon^h_i(\widehat{Q}_s) \subset \widehat{Q}_{s_{n-i}}$. Therefore, by definition, $f_{n-i}$ is a $(\theta, n-i)$–survivor.

Recall that Lemma 6.37 claimed that for $\theta$ a $\lambda$–renormalizable direction, there are infinitely many $n \in \mathbb{N}$ such that for $f \in \mathbb{R}^V$, being a $(\theta, n)$–survivor implies being at $(\theta, k)$–survivor for all $k < n$. So this was really a consequence of the above corollary.

**Proof of Lemma 6.37** Let $n$ be a critical time for the shrinking sequence of $\theta$. There are infinitely many of these times by Corollary 10.9. Also if $f$ is a $(\theta, n)$–survivor then it is a $(\theta, k)$–survivor for all $k < n$ by Corollary 11.5.\]
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Corollary 11.6  Suppose $\theta$ is a $\lambda$–renormalizable direction. If for some $N \geq 0$ we know that $f \in \mathbb{R}^V$ is a $(\theta, k)$–survivor for all $k \geq N$, then $f$ is a $\theta$–survivor.

Proof  Corollary 10.9 guarantees that we have infinitely many critical times $n$. Choose such an $n > N$. Corollary 11.5 implies that $f$ is a $(\theta, k)$–survivor for all $k < n$. □

Corollary 11.7  (Group invariance) Assume that $f$ is a $\theta$–survivor, for $\lambda$–renormalizable direction. Then for all $g \in G$, $\Upsilon^g(f)$ is a $\rho^g_\lambda(\theta)$–survivor.

Proof  Let $f' = \Upsilon^g(f)$. Let $\langle g_i \rangle$ be the $\lambda$–shrinking sequence for $\theta$, and $\langle g'_i \rangle$ be the $\lambda$–shrinking sequence for $\theta' = \pi_{S^1} \circ \rho^g_\lambda(\theta)$. Then the $\lambda$–shrinking sequences of $\theta$ and $\theta'$ are tail equivalent, as defined in Section 7. Moreover, regardless of the choice of $g \in G$ there are positive integers $m$ and $n$ such that

$$\Upsilon^{g_m}(f) = \Upsilon^{g'_n}(f') \quad \text{and} \quad \pi_{S^1} \circ \rho^{g_m}_\lambda(\theta) = \pi_{S^1} \circ \rho^{g'_n}_\lambda(\theta').$$

Then this is also true for $m$ replaced by $m + k$ and $n$ replaced by $n + k$ for all $k \geq 0$. Thus Corollary 11.6 implies that $f'$ is a $\theta'$–survivor. □

11.3 Survivors in $H^1$ and $\mathbb{R}^V$

In this section we will provide a proof of Theorem 6.31, i.e. in the presence of the subsequence decay property, we have that $\Psi_{\theta}(M_\theta) \subset \Xi(\mathbb{R}^V)$. The main idea of the proof is to understand the function $F : H^1 \to \mathbb{R}^V$ given by

$$F(m)(v) = m([cyl_v]),$$

where $[cyl_v]$ represents the homology class of the cylinder associated to $v \in V$ oriented rightward or upward. Recall that $\tau : SP \to SP$ is the action on signs of quadrants induced by a rotation by $\pi/2$ radians. See Equation (10-4). We have the following.

Proposition 11.8  $F \circ \Phi^g_* = \Upsilon^g \circ F$

Proof  It is enough to handle the cases of $g \in \{h^k, v^k : k \in \mathbb{Z}\}$. Let $g = h^k$. Suppose $a \in A$. Then by Proposition 6.9,

$$(F \circ \Phi^h_*(m))(a) = m(\Phi^{h^{-k}}([cyl_a])) = m([cyl_a]).$$

By definition of $\gamma$, we have $\gamma(h^k) = v^{-k}$. By Equation (6-3),

$$(\Upsilon^{v^{-k}} \circ F(m))(a) = F(m)(a) = m([cyl_a]).$$
These two expressions are equal by linearity of $m$. The proof is similar for the case of $g = v^k$. □

Recall that $R$ acts on $\mathbb{R}^2$ by rotation by $\pi/2$. See Equation (10-2).

**Proposition 11.9** If $m \in H^1$ is a $(\theta, n)$–survivor, then $F(m) \in \mathbb{R}^V$ is a $(R^{-1}(\theta), n)$–survivor.

**Proof** To ease notation define $\theta' = R^{-1}(\theta)$. Let $\langle g_n \rangle$ denote the shrinking sequence for $\theta$. Let $g'_n = \gamma(g_n)$. By Equation (10-3), $\langle g'_n \rangle$ is the shrinking sequence for $\theta'$. Therefore, if $\langle s_n \rangle$ is the sign sequence of $\theta$, then the sign sequence for $\theta'$ is $\langle s'_n = r^{-1}(s_n) \rangle$. By Proposition 6.23, we must show that $\gamma^{g'_n} \circ F(m) \in \hat{Q}_{s'_n}$. By Proposition 11.8, $\gamma^{g'_n} \circ F(m) = F(\Phi^g_{*} (m))$. For $v \in V$, we have

$$F(\Phi^g_{*} (m))(v) = (\Phi^g_{*} (m))(\text{cyl}_v).$$

Define $x, y \in \mathbb{R}$ so that $(x, y) = \theta$. We may apply Proposition 6.12 because $m$ is a $(\theta, n)$–survivor and because $\text{cyl}_v$ can be written as a sum of homology classes of saddle connections parallel to $\text{hol}(\text{cyl}_v)$. Therefore, for all $a \in A$, unless $F(\Phi^g_{*} (m))(a) = 0$,

$$\text{sgn } F(\Phi^g_{*} (m))(a) = \text{sgn } \text{hol}(\text{cyl}_v) \land \rho^g_{\lambda}(\theta) = \text{sgn}(1, 0) \land \rho^g_{\lambda}(\theta) = \text{sgn } y.$$

Similarly, for $b \in B$, unless $F(\Phi^g_{*} (m))(b) = 0$, we have

$$\text{sgn } F(\Phi^g_{*} (m))(b) = \text{sgn } \text{hol}(\text{cyl}_b) \land \rho^g_{\lambda}(\theta) = \text{sgn}(0, 1) \land \rho^g_{\lambda}(\theta) = - \text{sgn } x.$$

Noting that $(x, y) \in Q_{s_n}$, we see $(y, -x) \in Q_{r^{-1}(s_n)}$. Thus $F(\Phi^g_{*} (m))(v) \in \hat{Q}_{s'_n}$ as desired. □

**Proof of Theorem 6.31** Suppose that $m \in H^1$ is a $\theta$–survivor, and suppose that there is no $f \in \mathbb{R}^V$ for which $m = \Xi(f)$. Then there are horizontal or vertical saddle connections $\sigma, \sigma' \in E$ both of which cross $\text{cyl}_v$ for some $v \in V$ and for which $m([\sigma]) \neq m([\sigma'])$. Note that for such a pair of saddle connections, we have

$$\Phi^g([\sigma] - [\sigma']) = [\sigma] - [\sigma'].$$
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for all $g \in G$, because the difference $[\sigma] - [\sigma']$ has zero algebraic intersection number with each horizontal and vertical cylinder. Consider the shrinking sequence $(g_n)$ of $\theta$. We have
\[ (11-7) \quad (\Phi^g_n(m)([\sigma] - [\sigma'])) = m(\Phi^{g_n^{-1}}([\sigma] - [\sigma'])) = m([\sigma] - [\sigma']). \]
So this quantity remains constant.

On the other hand, let $g = F(m)$. By Proposition 11.9, $g$ is a $\theta' = R(\theta)$–survivor. The $\lambda$–shrinking sequence of $\theta'$ is $(g'_n = \gamma(g_n))$ by Equation (10-3). Now we utilize the subsequence decay property. By this property, there is a subsequence $(g'_n)$ such that for all $v \in V$ we have
\[ \lim_{i \to \infty} \gamma^{g'_n}(g)(v) = 0. \]
The quantity $\gamma(g'_n)(g)(v)$ has meaning to us because
\[ \gamma^{g'_n}(g)(v) = (\gamma^{g'_n} \circ F(m))(v) = (F \circ \Phi^{g'_n}(m))(v) = \Phi^{g'_n}(m)([\text{cyl}_v]). \]
Because $m$ is a $(\theta \cdot n)$–survivor for all $n$, we know that any saddle connection $v \in E$ satisfies either $\Phi^{g_n}(m)([v]) = 0$ or
\[ (11-8) \quad \text{sgn } \Phi^{g_n}(m)([v]) = \text{sgn}(\text{hol}(v)) \wedge \rho^{g_n}(\theta)). \]
In particular, choose and orient a boundary component of $\text{cyl}_v$ for some $v \in V$. This component is made up of some number of oriented horizontal or vertical saddle connections $v_1, \ldots, v_k$. Equation (11-8) implies that all nonzero $\Phi^{g_n}(m)([v_j])$ have the same sign regardless of the choice of $j = 1, \ldots, k$. Since $[v_1] + \cdots + [v_k] = [\text{cyl}_v]$ in $H_1(S, V, \mathbb{Z})$, it follows that
\[ \lim_{i \to \infty} \Phi^{g'_n}(m)([v_j])(g)(v) = 0 \quad \text{for all } j = 1, \ldots, k. \]
Now note that every horizontal and every vertical saddle connection lies in the boundary of some cylinder $\text{cyl}_v$ for $v \in V$. In particular, this holds for $\sigma$ and $\sigma'$. We conclude that
\[ \lim_{i \to \infty} \Phi^{g'_n}(m)([\sigma] - [\sigma']) = 0. \]
This contradicts our assumption that $m([\sigma] - [\sigma']) \neq 0$ via Equation (11-7).

11.4 Surjectivity

In this section, we prove Lemma 6.43, which states that, under our hypotheses, if $\theta$ is a $\lambda$–renormalizable direction, then $A$ surjectively sends $S_\theta$ to $S_{\theta}$. The proof follows without much difficulty from Proposition 6.42 of the outline. However, the ideas used in the proof are most similar to the ideas appearing in Appendix B.
Proof of Lemma 6.43  We assume $S(\mathcal{G}, \omega)$ has the critical decay property and the $\mathcal{G}$ has the adjacency sign property. We let $\theta \in \mathbb{R}_+$ and $f \in S_{\bar{G}}$. We will show that there is a $g \in S_{\theta}$ with $A(g) = f$.

Let $\langle g_n \rangle$ and $\langle s_n \rangle$ denote the shrinking and sign sequences of $\theta$. Then $\langle \bar{g}_n \rangle$ and $\langle \bar{s}_n \rangle$ are the corresponding sequences of $\bar{\theta}$. See the beginning of Section 6.6. To simplify notation define $f_n = \Upsilon_{\bar{g}_n}(f)$.

For each critical time $n_i$, define the set $H_{n_i} = \{h \in \hat{Q}_{s_{n_i}} : A(h) = f_{n_i}\}$. Applying Proposition 6.42 with $f$ replaced by $f_{n_i}$ and $\theta$ replaced by $\pi_{s_{n_i}} \circ \rho_{\bar{g}_{n_i}}(\theta)$ implies that $H_{n_i}$ is nonempty. For $h \in H_{n_i}$, we have

$$A \circ \Upsilon_{\bar{g}_{n_i}}^{-1}(h) = \Upsilon_{\bar{g}_{n_i}}^{-1} \circ A(h) = \Upsilon_{\bar{g}_{n_i}}^{-1}(f_{n_i}) = f.$$ 

Therefore any $g_0 \in \Upsilon_{\bar{g}_{n_i}}^{-1}(H_{n_i})$ represents a candidate $g$. Set $G_{n_i} = \Upsilon_{\bar{g}_{n_i}}^{-1}(H_{n_i})$. By definition, we have

$$G_{n_i} = \{g_0 \in \mathbb{R}^\mathcal{V} : A(g_0) = f \text{ and } g_0 \in \Upsilon_{\bar{g}_{n_i}}(\hat{Q}_{s_{n_i}})\}. \quad (11-9)$$

Note that Lemma 6.37 implies that

$$G_{n_i} = \{g_0 : A(g_0) = f \text{ and } g_0 \text{ is a } (\theta, n)\text{–survivor for } 0 \leq n \leq n_i\}. \quad (11-10)$$

Thus we have $G_{n_i+1} \subset G_{n_i}$ for all $i$. We conclude that

$$\{g \in S_{\theta} : A(g) = f\} = \bigcap_i G_{n_i},$$

where the intersection is taken over the critical times. We will use the notation $G_\infty = \bigcap_i G_{n_i}$. We must show that $G_\infty$ is nonempty.

Note that each $G_{n_i}$ is nonempty, because each $H_{n_i}$ is. Furthermore, we note that each $G_{n_i}$ is weakly closed. This can be most easily seen by looking at Equation (11-9). It follows because both $A$ and $\Upsilon_{\bar{g}_{n_i}}$ are weakly continuous and $\hat{Q}_{s_{n_i}}$ is weakly closed.

For each critical time $n_i$ choose a $g_{n_i} \in G_{n_i}$. We will find a weak limit point, $g$, of the sequence of $\langle g_{n_i} \mid n_i \text{ a critical time} \rangle$. As each $g_{n_i}$ is a $(\theta, 0)$–survivor, we know that $g_{n_i} \in \hat{Q}_{s_0}$. Without loss of generality, we may assume that $s_0 = +\cdot$. Therefore $g_{n_i} \cdot f \in \hat{Q}_{+\cdot}$. For each $v \in \mathcal{V}$, there is a $w \sim v$ and we have

$$0 \leq g_{n_i}(v) \leq A(g_{n_i})(w) = f(w).$$

In particular the sequence of $g_{n_i}(v)$ is bounded for each $v \in \mathcal{V}$. Therefore we can apply a Cantor diagonal argument as in the proof of Proposition B.2. This produces our desired limit $g$. Since each $G_{n_i}$ is weakly closed, and this sequence of sets is nested,
we see that \( g \in G_\infty \). Such a \( g \) lies in \( G_{n_i} \) for every \( i \), and in view of Equation (11-10), we see that \( A(g) = f \) and \( g \) is a \((\theta, n)\)–survivor for every \( n \geq 0 \). That is, \( g \in \mathcal{S}_\theta \). \( \square \)

### 11.5 Survivors and the pairing of \( \mathbb{R}^\nu \) with \( \mathbb{R}^\nu_c \)

Ideas developed in this section will be useful in Sections 12 and 13, which address the critical decay property and the adjacency sign condition. We begin this section by summarizing results from Sections 11.2 and 11.3. Then we will state some consequences of our previous work.

Let \( \theta \) be a \( \lambda \)--renormalizable direction. Let \( \langle g_i \rangle \) and \( \langle s_i \rangle \) be the shrinking and sign sequences of \( \theta \). Recall \( \mathcal{S}_\theta \) denotes the set of \( \theta \)--survivors in \( \mathbb{R}^\nu \). By Definition 6.15 this is

\[
\mathcal{S}_\theta = \{ f \in \mathbb{R}^\nu : \ Y^{g_n}(f) \in \widehat{Q}_{s_n} \text{ for all } n \geq 0 \}.
\]

Alternately, by Theorems 6.11 and 6.31, \( \Xi(\mathcal{S}_\theta) \) is the set of all cohomology classes arising from transverse invariant measures to the foliation in the direction \( \theta \). Then Lemma 6.6 implies that

\[
(11-11) \quad \mathcal{S}_\theta = \left\{ f \in \mathbb{R}^\nu : \ sgn(f, \mathcal{Z}([\sigma])) = sgn(hol \sigma \wedge \theta) \text{ for all saddle connections } \sigma \text{ with } \langle f, \mathcal{Z}([\sigma]) \rangle \neq 0 \right\}.
\]

Here the quantity \( \langle f, \mathcal{Z}([\sigma]) \rangle \) represents the value assigned to \([\sigma]\) by the associated cohomology class (which is potentially induced by an invariant measure). See Equation (11-2).

The later sections of this paper are primarily interested in questions of the following sort. Given \( x \in \mathbb{R}^\nu_c \) with some properties and any \( f \in \mathcal{S}_\theta \), is it true that \( \langle f, x \rangle \geq 0 \)? We pursue this sort of question from the following point of view. One way to show that \( \langle f, x \rangle \geq 0 \) is to find saddle connections \( \sigma_j \) so that \( x = \sum_j \mathcal{Z}([\sigma_j]) \) and \( hol \sigma_j \wedge \theta > 0 \). If we can find this, then \( \langle f, x \rangle \geq 0 \) follows from Equation (11-11).

There is a second, more operator theoretic point of view as well.

**Proposition 11.10** (Positivity checks) Let \( \theta \) be a \( \lambda \)--renormalizable direction. Let \( \langle g_i \rangle \) and \( \langle s_i \rangle \) be the shrinking and sign sequences of \( \theta \). Let \( x \in \mathbb{R}^\nu_c \). Either of the following two statements imply that for all \( f \in \mathcal{S}_\theta \), we have \( \langle f, x \rangle \geq 0 \).

1. There exist a finite collection oriented saddle connections \( \{ \sigma_j \} \) so that \( hol \sigma_j \wedge \theta > 0 \) for each \( j \) and \( x = \sum_j \mathcal{Z}([\sigma_j]) \).
2. There is a critical time \( t \) so that \( Y^{\nu(g_i)}(x) \in \widehat{Q}_{s_i} \).
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Remark 11.11  In fact, it can be observed that these two statements are equivalent. That (1) implies (2) follows essentially from Theorem 10.14. Conversely, if we have (2), then $\gamma^{g_t}(x)$ can be expressed as $Z([\tau_1] + \cdots + [\tau_N])$ where each $\tau_j$ is an appropriately oriented horizontal or vertical saddle connection, so that $\text{hol } \tau_j \in \text{cl}(Q_{r^{-1}(s_t)})$. Then

$$x = \gamma^{g_t}(x) = Z([\tau_1] + \cdots + [\tau_N]) = Z \circ \Phi^{g_t^{-1}}([\tau_1] + \cdots + [\tau_N])$$

and we may take $\sigma_j = \Phi^{g_t^{-1}}(\tau_j)$.

Proof of Proposition 11.10  For statement (1), this follows from the paragraph preceding the proposition. In the case of statement (2), we have

$$\langle f, x \rangle = \langle \gamma^{g_t}(f), \gamma^{g_t}(x) \rangle.$$

Since both $\gamma^{g_t}(f)$ and $\gamma^{g_t}(x)$ lie in $\hat{Q}_{s_t}$, their product is nonnegative. \hfill \Box

The following strengthens the utility of statement (2) of Proposition 11.10.

Proposition 11.12  Let $\theta \in \mathcal{R}_h$ and let $f$ be a $\theta$–survivor. Let $\{g_i\}$ and $\{s_i\}$ be the shrinking and sign sequences of $\theta$. If $x \in \mathbb{R}^N \cap \hat{Q}_{s_0}$, then for any critical time $t$, $\gamma^{g_t}(x) \in \hat{Q}_{s_t}$.

Proof  We can write $x = \sum_{j=1}^N Z([\sigma_j])$, where each $\sigma_j$ is a horizontal or vertical saddle connection oriented so that $\text{hol } \sigma_j \in \text{cl}(Q_{r^{-1}(s_0)})$. See Proposition 11.2. Then

(11-12)

$$\gamma^{g_t}(x) = \sum_{j=1}^N Z \circ \Phi^{g_t}([\sigma_j])$$

by Corollary 11.1. Looking at the action on holonomy, we have

$$\text{hol } \Phi^{g_t}([\sigma_j]) = \rho^{g_t}_h(\text{hol } \sigma_j).$$

By Proposition 7.5, since $\rho^{g_1}_h$ shrinks the vector $\theta \in Q_{s_0}$, we know $\rho^{g_1}_h$ expands every vector in $Q_{r^{-1}(s_0)}$. Therefore the quadrant containing $\rho^{g_t}_h(\text{hol } \sigma_j)$ is governed by the expanding sign action. Namely by Proposition 10.2, we must have $\rho^{g_i}_h(\text{hol } \sigma_j) \in \text{cl}(Q_{s_j})$, where $s_j = \Sigma^{g_i} \circ r^{-1}(s_0)$ for all $i$. Therefore, by Proposition 11.2, we know each term from Equation (11-12) satisfies

$$Z \circ \Phi^{g_i}([\sigma_j]) \in \hat{Q}_{r(s_j')},$$

By Equation (11-3), we know $s_j' = r^{-1} \circ \Sigma^{g_t}(s_0)$, and so $r(s_j') = \Sigma^{g_t}(s_0)$. Therefore $r(s_j') = s_t$ by Corollary 10.11. It follows from Equation (11-12) that

$$\gamma^{g_t}(x) \in \hat{Q}_{s_t}.$$
12 Subgraphs and covers

In this section, we will consider how the group of operators $\mathcal{Y}^G$ is affected by restricting to subgraphs and lifting to finite covers. This will be relevant to proofs in Section 13, where we prove the adjacency sign property and the decay properties hold when $G$ has no vertices of valence one.

12.1 Subgraphs

Throughout this subsection, $\mathcal{H} \subset G$ will be a connected infinite subgraph. We will use subscripts to distinguish quantities related to the two graphs. For instance, we write $V_H \subseteq V_G$ to indicate that the vertex set of $\mathcal{H}$ is a subset of the vertex set of $G$. The subgraph $\mathcal{H}$ inherits a bipartite structure from $G$. Namely, $A_H \subseteq A_G$ and $B_H \subseteq B_G$. We use $\mathcal{Y}^G_H : \mathbb{R}^{V_G} \to \mathbb{R}^{V_G}$ and $\mathcal{Y}^G_H : \mathbb{R}^{V_H} \to \mathbb{R}^{V_H}$ to denote the appropriate groups of operators on the two spaces. We identify $R^G_V$ with the subset of $R^G_V$ whose support is contained in $V_H$.

Proposition 12.1 Let $f \in R^G_V$. Suppose that $f \in \hat{Q}_s$ for some $s \in SP$. Write $s = (a, b)$ with $a, b \in \{\pm 1\}$. Then for all integers $k \neq 0$, the following statements hold.

1. $H^k_G(f) - H^k_H(f)$ is supported on a subset of $A_G$ and the sign of all nonzero values of this function is $b \cdot \text{sgn}(k)$.

2. $V^k_G(f) - V^k_H(f)$ is supported on a subset of $B_G$ and the sign of all nonzero values of this function is $a \cdot \text{sgn}(k)$.

Proof We will prove statement (1). Statement (2) has a similar proof. By considering the definition of $H$ given in Equation (6-2), for all $v \in V_G$ we have

$$(H^k_G(f) - H^k_H(f))(v) = \begin{cases} \sum_{b \sim v, b \neq v} k f(b) & \text{if } v \in A_G, \\ 0 & \text{if } v \in B_G, \end{cases}$$

where the sum should be interpreted as over all edges leaving $v$ that appear in $G$ but not in $\mathcal{H}$. The conclusion follows.

Corollary 12.2 Let $\langle g_i \rangle$ be a geodesic ray in $G$. Suppose $x \in \mathbb{R}^{V_H} \cap \hat{Q}_{s_0}$ for some $s_0 \in SP$, and define $s_i = \Sigma^i s_0$. Then for all $i \geq 1$,

$$\mathcal{Y}^{g_i g_1^{-1}}_G (\mathcal{Y}^{g_1}_G(x) - \mathcal{Y}^{g_1}_H(x)) \in \hat{Q}_{s_i}.$$
We will show that
\[ s = \text{some expression} \]

since \( G \) is an infinite connected subgraph. Let \( \langle g_i \rangle \) be an infinite connected subgraph. Then

\[ \gamma_{\langle g_i \rangle} = \text{some expression} \]

Proof By Proposition 12.1 and comparison to Definition 10.1 of the expanding sign action, we see that \( \gamma_{G}^{g_i} (x) - \gamma_{\hat{G}}^{g_i} (x) \in \hat{Q}_{s_1} \). Moreover, because of the description of the support as a subset of either \( A \) or \( B \), we have

\[ \gamma_{G}^{g_i} (x) - \gamma_{\hat{G}}^{g_i} (x) = \gamma_{G}^{g_i} (x) - \gamma_{\hat{G}}^{g_i} (x) \]

Since \( s_1 = \Sigma^{g_i} (s_0) \), we know \( s_1 = \Sigma^{g_i} (s_1) \). Therefore we have \( \rho_{k}^{g_i} (Q_{s_1}) \subset Q_{s_1} \) and thus

\[ \gamma_{G}^{g_i g_i^{-1}} (\gamma_{G}^{g_i} (x) - \gamma_{\hat{G}}^{g_i} (x)) = \gamma_{G}^{g_i} (\gamma_{G}^{g_i} (x) - \gamma_{\hat{G}}^{g_i} (x)) \in \hat{Q}_{s_1} \]

where \( s_1 = \Sigma^{g_i} (s_1) \) by Proposition 11.4. Finally, note that

\[ s_i = \Sigma^{g_i} (s_0) = \Sigma^{g_i g_i^{-1}} (s_1) = \Sigma^{g_i} (s_1) = s_i' \]

since \( \Sigma^{g_i} (s_1) = s_1 \). Thus \( \gamma_{G}^{g_i g_i^{-1}} (\gamma_{G}^{g_i} (x) - \gamma_{\hat{G}}^{g_i} (x)) \in \hat{Q}_{s_1} \) as desired.

For \( v \in V_{\hat{G}} \), we use \( e_v \) to denote the element of either \( R_v^{V_{\hat{G}}} \) or \( R_v^{V_{\hat{G}}} \) (depending on context) which assigns one to \( v \) and zero to everything else.

Theorem 12.3 Suppose \( \mathcal{H} \subset G \) is an infinite connected subgraph. Let \( \langle g_i \rangle \) be any geodesic ray in \( G \). Then, for any vertex \( v \in V_{\mathcal{H}} \),

\[ |\gamma_{\mathcal{H}}^{g_i} (e_v)(w)| \leq |\gamma_{G}^{g_i} (e_v)(w)| \]

for all \( w \in V_{\mathcal{H}} \) and all \( i \geq 0 \).

Proof Give \( \mathcal{H} \) an arbitrary ribbon graph structure, and find an arbitrary eigenvector of the adjacency operator. Then Corollary 11.3 gives a sequence \( s_i' \in SP \) such that \( \gamma_{\mathcal{H}}^{g_i} (e_v) \in \hat{Q}_{s_i} \) and \( \gamma_{G}^{g_i} (e_v) \in \hat{Q}_{s_i} \). In particular, \( s_i = \Sigma^{g_i} (s_0) \) for the appropriate choice of \( s_0 \in SP \).

Now we will inductively define elements \( y_i \in R_v^{V_{\hat{G}}} \) for each integer \( i \geq 1 \). Assuming \( y_1, \ldots, y_{i-1} \) are defined, we define \( y_i \) to be the unique element of so that

\[ \gamma_{G}^{g_i} (e_v) - \gamma_{\mathcal{H}}^{g_i} (e_v) = \gamma_{G}^{g_i g_i^{-1}} (y_1) + \gamma_{G}^{g_i g_2^{-1}} (y_2) + \cdots + y_i \]

We will show that

\[ \gamma_{G}^{g_i g_j^{-1}} (y_j) \in \hat{Q}_{s_i} \] for all \( i \geq j \).

In particular, for all \( w \in V_{\mathcal{H}} \) we have

\[ \gamma_{G}^{g_i} (e_v)(w) = \gamma_{\mathcal{H}}^{g_i} (e_v)(w) + \gamma_{G}^{g_i g_i^{-1}} (y_1)(w) + \gamma_{G}^{g_i g_2^{-1}} (y_2)(w) + \cdots + y_i(w) \].
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and all terms in this sum are either zero or have the same sign. Therefore Equation (12-1) implies the theorem.

To shorten our formulas, let $x_j = \gamma_{g_j}(e_v)$. By induction, we observe that

$$y_j = \gamma_{g_j g_j^{-1}}(x_{j-1}) - \gamma_{g_j g_j^{-1}}(x_{j-1}).$$

Let $i \geq j$. Recall from the first paragraph that $x_j \in \widehat{Q}_{s_j}$. Applying Corollary 12.2 to the geodesic ray $\{g_i g_j^{-1}\}_{i \geq j}$ yields that

$$\gamma_{g_i g_j^{-1}}(y_j) \in \widehat{Q}_{s_i' j},$$

where $s_i' = \Sigma_{i}^{g_i g_j^{-1}}(s_j)$. The conclusion follows from the observation that $s_j = \Sigma^g_j(s_0)$ and therefore

$$s_i' = \Sigma_{i}^{g_i g_j^{-1}}(s_j) = \Sigma^g_j(s_0) = s_i.$$

This proves Equation (12-1) as desired. \qed

### 12.2 Finite covers

Now let $\tilde{G}$ be a finite cover of $G$. We will let $\pi: \nu \rightarrow \nu$ denote the restriction of the covering map to the vertices. This map induces a map $\pi_*: \nu \rightarrow \nu$ given by

$$(12-2)\quad \pi_*(\tilde{f})(v) = \sum_{\tilde{v} \in \pi^{-1}(v)} \tilde{f}(\tilde{v}).$$

Since $\pi$ arose from a covering map, we have the following.

**Proposition 12.4** For all $g \in G$, $\gamma_{G}^{g} \circ \pi_* = \pi_* \circ \gamma_{G}^{g}$.

This may be proved by checking that the equation holds for powers of the generators of $G$.

Finally, to use the previous propositions in our setting, we need to be able to find nice subgraphs of finite covers of $G$. We use $G_Z$ to denote the graph with vertex set consisting of the integers which is formed by drawing edges between subsequent integers.

**Lemma 12.5** Suppose $G$ is an infinite connected graph so that every vertex has finite valence. Further suppose that $G$ has no vertices of valence one. Let $v$ be any vertex of $G$. Then one of the following holds:

1. There is an embedding $\phi: G_Z \rightarrow G$ such that $\phi(0) = v$.
2. There is a double cover $\tilde{G}$ of $G$ (depending on $v$) and an embedding $\tilde{\phi}: G_Z \rightarrow \tilde{G}$ such that $\tilde{\phi}(0)$ is a lift of $v$.
Proof  For $S \subset \mathbb{Z}$ let $G_S$ denote the graph with vertex set $S$ which is formed by adding edges between all pairs of integers whose difference is 1. Because $G$ is infinite and has bounded valence, there are vertices of arbitrary large distance from $v$. Thus we can define a metric embedding $\psi_0: G_{\{0,-1,-2,\ldots\}} \to V_G$ such that $\psi(0) = v$. (For each $n \geq 0$, choose $\psi_0(-n)$ so that its distance from $v$ is $n$.) Now for $n > 0$ inductively define $\psi_n: G_{\{n,n-1,\ldots\}} \to V_G$ so that

- $\psi_n$ restricted to $G_{\{n-1,n-2,\ldots\}}$ is $\psi_{n-1}$, and
- $\psi_n$ applied to the edge $(n-1,n)$ is distinct from the edge $(n-2,n-1)$. (This can be done because $G$ has no vertices of valence one.)

Now assume $\psi_n$ is always injective. Then the limit $\lim_{n \to \infty} \psi_n$ is an embedding of $G_\mathbb{Z} \to G$. So assume $\psi_n$ is not injective for some $n$. Let $N$ be the smallest integer for which $\psi_n$ is not injective. Then there is an $M < N$ for which $\psi_N(N) = \psi_N(M)$. Let $H$ be the circular subgraph of $G$ consisting of the image $\psi_N([M,N])$. Let $[H] \in H_1(G;\mathbb{Z})$ denote the corresponding homology class with $\mathbb{Z}$ coefficients. Note that $[H]$ must be primitive. Let $p: H_1(G;\mathbb{Z}) \to \mathbb{Z}_2$ be any group homomorphism so that $p([H]) = 1$. Let $p': \pi_1(G) \to \mathbb{Z}_2$ be the homomorphism constructed by taking homology class of an element of $\pi_1(G)$ and then applying $p$. Let $\tilde{G}$ denote the double cover of $G$ which corresponds to the kernel of $p$. Then $\psi_N([M,N])$ lifts to an embedding $\tilde{\psi}_N(M)$ and $\tilde{\psi}_N(N)$ are both lifts of the point $\psi_N(N) = \psi_N(M)$. Also consider the two disjoint lifts of $\psi_M$. These two lifts are rays which end at $\tilde{\psi}_N(M)$ and $\tilde{\psi}_N(N)$. The two lifts of the ray $\psi_M$ and one of the lifts of the segment $\psi_N|[M,N]$ can be stitched together to form our desired embedding $\tilde{\phi}: G_\mathbb{Z} \to \tilde{G}$.

13 Graphs without vertices of valence one

In this section, we will primarily consider graphs $G$ with no vertices of valence one. We prove the following results about these graphs.

Theorem 13.1 (Decay) Suppose $G$ has no vertices of valence one. Let $\theta \in \mathcal{R}_\lambda$ and let $\langle g_n \rangle$ be the $\lambda$–shrinking sequence of $\theta$. Then for any $f \in S_\theta$ and any $v \in V$, the sequence

$$|\gamma^{g_n}(f)(v)|$$

tends monotonically to zero as $n \to \infty$.

We break the proof of this theorem into two parts. We will prove that the sequence is monotonically decreasing in Section 13.1. In Sections 13.2 and 13.3, we will prove that this limit is zero. Clearly this theorem implies that any subsequence also decays to zero. Thus we have the following corollary.
Corollary 13.2  (Decay properties)  If $G$ has no vertices of valence one, then $S(G, w)$ has the subsequence decay property and the critical decay property.

We will prove that graphs with no vertices of valence one have the adjacency sign property in Sections 13.4 and 13.5. See Theorem 13.21 and Corollary 13.22

13.1 Monotonic decay

In this subsection we prove the monotonicity part of Theorem 13.1.

Lemma 13.3  (Monotonic decay)  Suppose $G$ has no vertices of valence one. Let $\theta \in S^1$ be a $\lambda$–renormalizable direction with $\lambda$–shrinking sequence $(g_n)$. For every $\theta$–survivor $f \in \mathbb{R}^V$ and every $v \in V$, the sequence $|\gamma^{g_n}(f)(v)|$ decreases (nonstrictly) monotonically in $n$.

We will simplify the statement of this lemma. Applying Corollary 11.7, we know that $\gamma^{g_1}(f)$ is a $\rho^g_{h_1}(\theta)$–survivor. By induction, it is sufficient to prove that

$$|\gamma^{g_1}(f)(v)| \leq |f(v)|,$$

for all $\lambda$–renormalizable $\theta$, all $\theta$–survivors $f$, and all $v \in V$. Up to the dihedral group action, we may assume that $\theta \in Q_{++}$ and that $g_1 = h^{-1}$. See Remark 3.6. Since $f$ is a $\theta$–survivor, we know $f \in \tilde{Q}_{++}$. By definition, $H^{-1}(f)(b) = f(b)$ for all $b \in B$. So it suffices to consider $v \in A$. Suppose that $\rho_{h_1}^{h^{-1}}(\theta) \in Q_{++}$. Recalling the formula in Equation (6-2) for $H(f)$, we have that for $a \in A$,

$$H^{-1}(f)(a) = f(a) - \sum_{b \sim a} f(b) \geq 0.$$

But each $f(b) \geq 0$ as $f \in \tilde{Q}_{++}$, so $H^{-1}(f)(a) \leq f(a)$. Hence Equation (13-1) is trivially true when $\rho_{h_1}^{h^{-1}}(\theta) \in Q_{++}$. By Proposition 10.6, the alternative is that $\rho_{h_1}^{h^{-1}}(\theta) \in Q_{+-}$. In this case $H^{-1}(f)(a) < 0$, so Equation (13-1) is equivalent to showing

$$f(a) \geq -H^{-1}(f)(a).$$

In fact, we have that $H^{-1}(f)(a) = f(a) - A(f)(a)$ by Proposition 6.34. Thus Equation (13-2) is equivalent to showing that $2f(a) \geq A(f)(a)$. Perhaps more usefully, we have

$$2f(a) - A(f)(a) = 2\langle f, e_a \rangle - \langle A(f), e_a \rangle = \langle f, 2e_a - A(e_a) \rangle.$$

In summary, the following lemma implies the Monotonic decay lemma 13.3 above.
Lemma 13.4  Suppose $G$ has no vertices of valence one. Let $\theta \in S^1 \cap Q_{++}$ be a $\lambda$–renormalizable direction with shrinking sequence $(g_n)$. Assume that $g_1 = h^{-1}$. Then for every $\theta$–survivor $f$ and every $a \in A$, we have $\langle f, 2e_a - A(e_a) \rangle \geq 0$.

Recall that the valence of a vertex $v \in \mathcal{V}$ is the number $\text{val}(v) = \# \{ x \in \mathcal{V} : x \sim v \}$.

Proposition 13.5  The conclusion of Lemma 13.4 holds when $\text{val}(a) \geq 3$ and $a$ is not a member of a spoke.

For one step in the proof, we need the following result, which is a consequence of Proposition 8.3.

Corollary 13.6  Suppose $G$ contains a vertex of valence $n$ which is not a member of a spoke. If $G$ admits a positive eigenfunction with eigenvalue $\lambda$, then $\lambda \geq n/\sqrt{n-1}$.

Proof  Let $v$ be the vertex of valence $n$ which is not a member of a spoke, and let $f$ be a positive eigenfunction with eigenvalue $\lambda$. Then by Proposition 8.3, if $w \sim v$ we know $f(w)/f(v) \geq (\lambda - \sqrt{\lambda^2 - 4})/2$. Since $\sum_{w \sim v} f(w) = \lambda f(v)$, we know that

$$\lambda \geq n \left( \frac{\lambda - \sqrt{\lambda^2 - 4}}{2} \right).$$

This is equivalent to the inequality given in the corollary. □

Proof of Proposition 13.5  By assumption $g_1 = h^{-1}$. Thus, by Proposition 7.13, we know $\theta = (x, y) \in S^1$ satisfies

$$0 < \frac{y}{x} < \frac{\lambda - \sqrt{\lambda^2 - 4}}{2}.$$

We will show that there exists two saddle connections $\sigma_1$ and $\sigma_2$ such that:

1. $\mathcal{Z}([\sigma_1] + [\sigma_2]) = 2e_a - A(e_a)$.
2. $\text{hol}(\sigma_i) \wedge \theta \geq 0$ for $i = 1, 2$.

We will show these two statements imply the proposition. Statement (1) implies that

$$\langle f, 2e_a - A(e_a) \rangle = \langle f, \mathcal{Z}([\sigma_1] + [\sigma_2]) \rangle.$$

We wish to show that this quantity is nonnegative. This follows from statement (2) of Proposition 11.10 with $x = \mathcal{Z}([\sigma_1] + [\sigma_2])$. Thus the existence of such $\sigma_1$ and $\sigma_2$ imply the proposition.
Consider our surface $S = S(G, w)$, where $A w = \lambda w$. We may assume that $w(a) = 1$ by scaling $w$ if necessary. The cylinder $cyl_a$ has a decomposition into rectangles of the form

$$cyl_a = \bigcup_{b \sim a} (cyl_a \cap cyl_b).$$

Let $k = val(a) \geq 3$. We may number these rectangles $R_1, \ldots, R_k$ so that each $R_i$ is adjacent to $R_{i+1} \pmod{k}$. Similarly, number the relevant vertices $b_1, \ldots, b_k \in B$ so that $R_i = cyl_a \cap cyl_{b_i}$ for all $i$. Choose $j \in \{1, \ldots, k\}$ so that

$$(13-3) \quad w(b_j) + w(b_{j+1} \pmod{k}) = \min \{w(b_i) + w(b_{i+1} \pmod{k}) : i = 1, \ldots, k\}.$$

Choose $\sigma_1$ to be the diagonal of the rectangle $R_j \cup R_{j+1} \pmod{k}$ which can be oriented downward and leftward. Choose $\sigma_2$ to be the diagonal of the complimentary rectangle, $cyl_a \setminus (R_j \cup R_{j+1} \pmod{k})$, oriented downward and leftward. See Figure 4.

![Figure 4: An example decomposition of cyl_a into rectangles. In this case, val(a) = 4 and j = 3 is the index satisfying Equation (13-3).](image)

We now verify statements (1) and (2) hold for our choices of $\sigma_1$ and $\sigma_2$. Note that $\sigma_1 \cup \sigma_2$ cross $cyl_a$ twice with positive algebraic sign, and cross each of $cyl_b$ for $b \sim a$ once with negative algebraic sign. Moreover, $\sigma_1 \cup \sigma_2$ cross no other cylinders. This verifies statement (1).

Now we verify statement (2). Write $hol(\sigma_1) = (-w_1, -1)$ and $hol(\sigma_2) = (-w_2, -1)$ with $w_1 > 0$ and $w_2 > 0$. Now recall that $\theta = (x, y) \in S^1 \cap \mathbb{Q}_{++}$ is $\lambda$-renormalizable and that $g_1 = h^{-1}$. Thus Proposition 7.13 implies that $y/x < (\lambda - \sqrt{\lambda^2 - 4})/2$. For $i = 1, 2$, we have

$$(13-4) \quad hol(\sigma_i) \wedge \theta = (-w_i, -1) \wedge (x, y) = x - w_i y = x \left(1 - w_i \frac{y}{x}\right) > \frac{x}{2} (2 - w_i (\lambda - \sqrt{\lambda^2 - 4})).$$

(Note $x > 0$ since $\theta \in \mathbb{Q}_{++}$.) To proceed we must find upper bounds for $w_1$ and $w_2$. Because of Equation (13-3), we know that

$$w_1 \leq \frac{2\lambda}{val(a)} \leq \frac{2\lambda}{3}.$$
We have observed that $Z_i = Z_{i-1} + w_i$. And similarly, $Z_i = Z_{i-1} + w_i$. Therefore by continuing Equation (13-4) for $i = 1$ we have
\[ \text{hol}(\sigma_1) \land \theta = \frac{x}{2} \left( 2 - \left( \frac{2 \lambda}{3} \right) \left( \lambda - \sqrt{\lambda^2 - 4} \right) \right) = \frac{x}{3} \left( 3 + \lambda \sqrt{\lambda^2 - 4} - \lambda^2 \right) \]
\[ = \frac{x}{3} \left( \frac{2 \lambda^2 - 9}{\lambda \sqrt{\lambda^2 - 4} + \lambda^2 - 3} \right) \geq 0. \]

Here the $\geq 0$ statement is somewhat subtle. The denominator $\lambda \sqrt{\lambda^2 - 4} + \lambda^2 - 3$ is positive because $\lambda \geq 2$, and the numerator $2\lambda^2 - 9 \geq 0$ because $\lambda \geq 3\sqrt{2}/2$ by Corollary 13.6. To get an upper bound for $w_2$ we find a lower bound for $w_1$. We know $a$ is not a member of a spoke and $\sigma_1$ crosses two rectangles, so by Proposition 8.3 we have
\[ w_1 \geq \lambda - \sqrt{\lambda^2 - 4}. \]

Since the cylinder $\text{cyl}_a$ has inverse modulus $\lambda$ and width one, we know $w_1 + w_2 = \lambda$. Therefore $w_2 \leq \sqrt{\lambda^2 - 4}$. By continuing Equation (13-4) for $i = 2$ we have
\[ \text{hol}(\sigma_2) \land \theta = \frac{x}{2} \left( 2 - (\sqrt{\lambda^2 - 4})(\lambda - \sqrt{\lambda^2 - 4}) \right) = \frac{x}{2} \left( \lambda^2 - 2 - \lambda \sqrt{\lambda^2 - 4} \right) \]
\[ = \frac{x}{2} \left( \frac{4}{\lambda^2 - 2 + \lambda \sqrt{\lambda^2 - 4}} \right) > 0. \]

This proves statement (2) and concludes the proof.

\[ \square \]

**Proposition 13.7** Lemma 13.4 holds when $\text{val}(a) = 2$ unless $a$ belongs to a spoke.

**Proof** Let $b_1$ and $b_2$ denote the two vertices adjacent to $a$. For $i = 1, 2$, let $\sigma_i$ denote the diagonal of rectangle $\text{cyl}_a \cap \text{cyl}_{b_i}$ which can be oriented downward and leftward. We observe that $Z(\langle \sigma_1 \rangle + \langle \sigma_2 \rangle) = 2e_a - A(e_a)$. Write $\theta = (x, y) \in Q_{++}$. Because $g = h^{-1}$, Proposition 7.13 implies that $y < x((\lambda - \sqrt{\lambda^2 - 4})/2)$. For $i = 1, 2$, we have $\text{hol}(\sigma_i) = (-w(b_i), -w(a))$. By Proposition 8.3, $w(b_i) \geq w(a)((\lambda - \sqrt{\lambda^2 - 4})/2)$. We have $w(b_1) + w(b_2) = \lambda w(a)$. Thus
\[ w(b_1) = \lambda w(a) - w(b_2) \leq w(a) \left( \frac{\lambda - \sqrt{\lambda^2 - 4}}{2} \right) = w(a) \frac{\lambda + \sqrt{\lambda^2 - 4}}{2}. \]

And similarly, $w(b_2) \leq w(a)((\lambda + \sqrt{\lambda^2 - 4})/2)$. Thus we compute
\[ \text{hol}(\sigma_i) \land \theta = xw(a) - yw(b_i) \]
\[ > xw(a) - \left( x \left( \frac{\lambda - \sqrt{\lambda^2 - 4}}{2} \right) \right) \left( w(a) \left( \frac{\lambda + \sqrt{\lambda^2 - 4}}{2} \right) \right) = 0. \]
Thus, if $f$ is a $\theta$–survivor, $\langle f, \mathbb{Z}(\|\sigma_i\|) \rangle > 0$. And therefore $\langle f, 2e_a - A(e_a) \rangle \geq 0$ as desired. 

\[13.2 \text{ Effective decay for the integers}\]

In this subsection, we will only consider the case when $G = G_{\mathbb{Z}}$, the graph whose vertex set is $\mathbb{Z}$ and edges join two integers if and only if they differ by one. Our decomposition $\mathcal{V} = \mathcal{A} \cup \mathcal{B}$ is a decomposition into even and odd integers.

**Lemma 13.8** (Effective decay for the integers) Let $\langle g_i \rangle$ be a shrinking sequence for a renormalizable direction $\theta$. Then there is a critical time $t > 0$ for which

$$|\mathcal{Y}^{g_i}(f)(v)| \leq \frac{1}{2} |f(v)|$$

for any $\theta$–survivor $f$ and any $v \in \mathbb{Z}$.

The idea of the proof is the following. We claim it is sufficient to find a critical time $t$ for which

$$|\mathcal{Y}^{g_i}(e_v)(v)| \geq 2 \quad \text{for all } v \in \mathbb{Z}. \quad (13-5)$$

(The bulk of this section will be spent proving Equation (13-5).) Let $e_v \in \mathbb{R}_{\mathbb{C}}$ be as in Equation (11-4). Set $e'_v = \pm e_v \in \tilde{Q}_s$ where the sign is chosen depending on the quadrant $Q_s$ containing $\theta$. By Equation (6-14), we have

$$|f(v)| = \langle f, e'_v \rangle = \langle \mathcal{Y}^{g_i}(f), \mathcal{Y}^{g_i}(e'_v) \rangle = \sum_{w \in \mathcal{V}} (\mathcal{Y}^{g_i}(f)(w)) (\mathcal{Y}^{g_i}(e'_v)(w)). \quad (13-6)$$

By Proposition 11.12, we have $\mathcal{Y}^{g_i}(e'_v) \in \tilde{Q}_{s_i}$ for all critical times $t$. Since both $\mathcal{Y}^{g_i}(f)$ and $\mathcal{Y}^{g_i}(e'_v)$ lie in $\tilde{Q}_{s_i}$, all terms in the sum above are nonnegative. Therefore

$$|f(v)| = \langle \mathcal{Y}^{g_i}(f), \mathcal{Y}^{g_i}(e'_v) \rangle \geq (\mathcal{Y}^{g_i}(f)(v)) (\mathcal{Y}^{g_i}(e'_v)(v)) \geq 2|\mathcal{Y}^{g_i}(f)(v)|,$$

as claimed by the lemma.

**Proposition 13.9** Consider the geodesic ray defined

$$g_n = \begin{cases} (v^{-1}h)^n \frac{v}{2} & \text{if } n \text{ is even}, \\ h(v^{-1}h)^{n-1} \frac{v}{2} & \text{if } n \text{ is odd}. \end{cases}$$
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Then for all $n \geq 1$ and all $a \in \mathcal{A}$ and $b \in \mathcal{B}$,

\[
\Upsilon^n(e_a) = \begin{cases} 
\sum_{c \in I} e_c & \text{if } n \equiv 1 \pmod{4}, \\
\sum_{c \in A \cap I} e_c - \sum_{c \in B \cap I} e_c & \text{if } n \equiv 2 \pmod{4}, \\
- \sum_{c \in I} e_c & \text{if } n \equiv 3 \pmod{4}, \\
- \sum_{c \in A \cap I} e_c + \sum_{c \in B \cap I} e_c & \text{if } n \equiv 0 \pmod{4},
\end{cases}
\]

\[
\Upsilon^n(e_b) = \begin{cases} 
\sum_{c \in J} e_c & \text{if } n \equiv 1 \pmod{4}, \\
\sum_{c \in A \cap J} e_c - \sum_{c \in B \cap J} e_c & \text{if } n \equiv 2 \pmod{4}, \\
- \sum_{c \in J} e_c & \text{if } n \equiv 3 \pmod{4}, \\
- \sum_{c \in A \cap J} e_c + \sum_{c \in B \cap J} e_c & \text{if } n \equiv 0 \pmod{4},
\end{cases}
\]

where $I := [a - n + 1, a + n - 1]$ and $J := [b - n, b + n]$.

It is straightforward to check that the formulas in the proposition above follow from the definition of the action $\Upsilon^G$.

**Lemma 13.10** Let $(g_n)$ be a geodesic ray for which $\rho^g_{\lambda}(Q_s) \subset Q_s$. Then for all $x \in \mathbb{R}_c^\vee \cap \widehat{Q}_s$ and all $v \in \mathbb{R}^\vee_c$, the sequence $|\Upsilon^n(x)(v)|$ is nondecreasing.

**Proof** Consider the orbit under the sign action, $s_n = \Sigma^g(s)$. Note that the condition that $\rho^g_{\lambda}(Q_s) \subset Q_s$ guarantees that $\Upsilon^n(\widehat{Q}_s) \subset \widehat{Q}_{s_n}$ for all $n$, by Proposition 11.4.

Suppose the lemma is false. Then there is a geodesic ray $(g_n)$ such that $|\Upsilon^n(x)(v)| < |\Upsilon^{n-1}(x)(v)|$. We may assume that $n$ is minimal over all geodesic rays, all $x$ and all possible choices of $n$. Since the statement is invariant under the dihedral group, we may assume that $g_1 = h$ and $s = ++$. We will show that

\[
(13-7) \quad g_n = \begin{cases} 
(v^{-1}h)^\frac{n}{2} & \text{if } n \text{ is even}, \\
h(v^{-1}h)^\frac{n-1}{2} & \text{if } n \text{ is odd}.
\end{cases}
\]

Otherwise, there is an $i \leq n - 2$ for which $g_{i+2}^{-1}g_i^{-1} \in \{vh, h^2, h^{-1}v^{-1}, v^{-2}\}$. (This is the first $i$ for which $g_{i+2}$ differs from the form above.) In this case, $s_{i+1} = s_{i+2}$, by the definition of the expanding sign action. Moreover, $\rho^g_{\lambda}(Q_{s_{i+1}}) \subset Q_{s_{i+1}}$. So letting $y = \Upsilon^{g_{i+1}}(x)$ and considering the geodesic ray $(g_{i+1+n}g_{i+1}^{-1})_n$ gives a shorter counter example.

Finally the case of $g_n$ as in Equation (13-7) follows from Proposition 13.9 above. Observe that

\[
\Upsilon^n(x)(v) = \sum_{w \in \mathcal{V}} x(w) \Upsilon^n(e_w)(v).
\]
We have

We will then apply Lemma 13.10. We know that \( Q\) and all

Moreover, for any such \( g\), which implies Lemma 13.8.

(A renormalizing sequence cannot be

Then there is a nonzero

This proposition further lowers the bar for proving Lemma 13.8. It is sufficient to find any time \( n \) for which

(13-8)

We will then apply Lemma 13.10. We know that \( Q_{s_0} \) contains the vector \( \theta \), which is shrunk by \( p_{s_1} \). Then \( p_{s_1}(Q_{s_0}) \subset Q_{s_0} \) and Lemma 13.10 indicates that given any critical time \( t \geq n \), we have \( |\gamma_{s_1}(c_\theta^e')(v)| > |\gamma_{s_1}(c_\theta^e)(v)| \geq 2 \). (We have such a critical time because of Corollary 10.9.) Thus Equation (13-8) implies Equation (13-5) which implies Lemma 13.8.

Recall from Section 4.1 that a renormalizing sequence is a \( \lambda \)-shrinking sequences for some \( \lambda \)-renormalizable direction.

**Proposition 13.11** Let \( (g_n) \) be any renormalizing sequence. Then there is an \( n \) for which \( g_n \) is of one of the following forms.

1. \( g_n = h^e v^b h^a \) for some \( a \in \mathbb{Z} \) and nonzero \( b, c \in \mathbb{Z} \) such that \((b, c) \notin \{(1, -1), (-1, 1)\}\).

2. \( g_n = h^{-b} (h^{-b} v^b)^d h^a \) for some \( a \in \mathbb{Z} \), \( b \in \{\pm 1\} \), and \( d > 0 \).

3. \( g_n = h^f v^e (h^{-b} v^b)^d h^a \) for some \( a \in \mathbb{Z} \), \( b \in \{\pm 1\} \), \( d > 0 \), and nonzero \( e, f \in \mathbb{Z} \) such that \((e, f) \neq (b, -b)\).

Moreover, for any such \( g_n \), we have \( |\gamma_{g_n}(c_\theta^e)(v)| \geq 2 \) for all \( v \in A \).

**Proof** There is an \( a \in \mathbb{Z} \) (possibly zero) of maximal absolute value such that \( h^a = g_{|a|} \).

(A renormalizing sequence cannot be \( n = h^\pm n \) for all \( n \), by definition.) For all \( v \in A \) and all \( a \in \mathbb{Z} \), we have \( H_a^e(e_v) = e_v \) by definition of \( H \). See Equation (6-2). Then to be a geodesic ray, one of \( v h^a, v^{-1} h^a \) \( \in \{g_n\} \). Thus there is a nonzero \( b \) of maximal absolute value such that \( v h^a \) \( \in \{g_n\} \). By definition of \( V \), we have

\[
\gamma_{g_{|a|}^b} (e_v) = V^b \circ H^a (e_v) = e_v + b(e_{v-1} + e_{v+1}).
\]

Then there is a nonzero \( c \) of maximal absolute value such that \( h^c v^b h^a = g_{|a|}^{|b| + |c|} \).

We have

\[
\gamma_{g_{|a|}^{|b| + |c|}} (e_v) = e_v + b(e_{v-1} + e_{v+1}) + bc(e_{v-2} + 2e_v + e_{v+2}).
\]
Therefore \(|\Upsilon^{|a|+b+|c|} (e_v)(v)| = |1 + 2bc|\). This quantity is larger than one unless \((b, c) \in \{(1, -1), (-1, 1)\}\). This handles the case (1) of the proposition.

If case (1) does not apply, then \(b = \pm 1\), and \(c = -b\). There is a maximal integer \(d \geq 1\) such that \((h^{-b}v^b)^d h^a = g_{|a|+2d}\). By conjugating by an element of the dihedral group and applying Proposition 13.9, we see that for some \(\alpha, \beta \in \{\pm 1\}\) we have

\[\Upsilon^{g_{|a|+2d}}(e_v)(v) = \Upsilon^{g_{|a|+2d}}(e_v)(v \pm 2) = \alpha \quad \text{and} \quad \Upsilon^{g_{|a|+2d}}(e_v)(v \pm 1) = \beta.\]

The choices of \(\alpha\) and \(\beta\) are given by the following rules that

\[\alpha = (-1)^d \quad \text{and} \quad \beta = -b(-1)^d.\]

The element \(g_{|a|+2d+1}\) must be given by either \(h^{-b}g_{|a|+2d}\) or \(v^{\pm 1}g_{|a|+2d}\). Assume that \(g_{a+2d+1} = h^{-b}g_{|a|+2d+1}\). Then

\[\Upsilon^{g_{|a|+2d+1}}(e_v)(v) = \Upsilon^{g_{|a|+2d}}(e_v)(v) - 2\Upsilon^{g_{|a|+2d+1}}(e_v)(v \pm 1) = \alpha - 2b\beta = 3(-1)^d,\]

which is of absolute value larger than 2. This handles case (2).

The only remaining possibility is that \(g_{|a|+2d+1} = v^{\pm 1}g_{|a|+2d}\). Then there is a nonzero \(e\) of maximal magnitude for which \(g_{|a|+2d+|e|} = v^e g_{|a|+2d}\). We compute

\[\Upsilon^{g_{|a|+2d+|e|}}(e_v)(v) = \alpha \quad \text{and} \quad \Upsilon^{g_{|a|+2d+|e|}}(e_v)(v \pm 1) = \beta - 2e\alpha = \alpha(-b + 2e).\]

There is then an integer \(f \neq 0\) such that \(h^f g_{|a|+2d+|e|} = g_{|a|+2d+|e|+|f|}\). We compute that

\[\Upsilon^{g_{|a|+2d+|e|+|f|}}(e_v)(v) = \alpha + 2f \Upsilon^{g_{|a|+2d+|e|}}(e_v)(v \pm 1) = \alpha(1 + 2f(-b + 2e)).\]

This quantity has magnitude one only if \(f(-b + 2e) = -1\). Therefore we must have \(e = b\), and \(f = -b\). This handles case (3). Finally, if \(e = b\) and \(f = -b\), then

\[g_{|a|+2d+|e|+|f|} = h^{-b}v^b(h^{-b}v^b)^d h^a,\]

which contradicts the maximality of \(d\).

**Corollary 13.12** Let \(\langle g_n \rangle\) be any renormalizing sequence. Then there is an \(N\) such that for all \(n \geq N\),

\[|\Upsilon^{g_n}(e_v)(v)| \geq 2\]

for all \(v \in V\).

**Proof** Applying Proposition 13.11, there is an integer \(n_1\) for which \(|\Upsilon^{g_{n_1}}(e_a)(a)| \geq 2\) for all \(a \in A\). By applying dihedral symmetry and Proposition 13.11 again, there is a integer \(n_2\) for which \(|\Upsilon^{g_2}(e_b)(b)| \geq 2\) for all \(b \in B\). Set \(n = \max\{n_1, n_2\}\). By Lemma 13.10, for all \(v \in V\) we have \(|\Upsilon^{g_n}(e_v)(v)| \geq 2\). \(\square\)
Proof of Lemma 13.8 (Effective decay for the integers) From the discussion below the statement of the lemma, we see it is sufficient to prove the statement in Equation (13-8). Since $\theta$ is renormalizable, its shrinking sequence $\langle g_n \rangle$ is renormalizable. The automorphism $\gamma$ sends renormalizable sequences to renormalizable sequences by Theorem 7.14. Therefore the sequence $\langle \gamma(g_n) \rangle$ is also renormalizable. Thus Equation (13-8) follows directly from Corollary 13.12.

13.3 Effective decay for graphs without vertices of valence one

Essentially, we use covers and subgraphs to deduce effective decay for graphs with no vertices of valence one from effective decay for $\mathcal{G}_Z$.

Lemma 13.13 (Effective decay) Let $\mathcal{G}$ be any infinite connected bipartite graph with bounded valence and without vertices of valence one. Let $\langle g_i \rangle$ be a shrinking sequence for a renormalizable direction $\theta$. Then there is a critical time $t > 0$ for which

$$|\gamma_{\mathcal{G}}^{g_i}(f)(v)| \leq \frac{1}{2}|f(v)|$$

for any $\theta$–survivor $f \in \mathbb{R}^\mathcal{V}$ and any $v \in \mathcal{V}$.

Proof The sequence $\langle \gamma(g_n) \rangle$ is a renormalizable sequence. By Corollary 13.12, there is an $N$ such that for all $n \geq N$, $|\gamma_{\mathcal{G}_Z}^{g_n}(e_v)(v)| \geq 2$ for all $v \in \mathcal{Z}$, where $\gamma_{\mathcal{G}_Z}$ denotes the action associated to the graph $\mathcal{G}_Z$. We will show that for $n \geq N$ we also have $|\gamma_{\mathcal{G}}^{g_n}(e_v)(v)| \geq 2$ for all $v \in \mathcal{V}$.

Let $\langle s_i \rangle$ denote the sign sequence of $\theta$. Without loss of generality, we may assume $s_0 = ++$, $g_1 \in \{h^{-1}, v^{-1}\}$, and $\gamma(g_1) \in \{h, v\}$. In particular, $\rho^\gamma_{s_1}(\mathcal{Q}_+) \subset \mathcal{Q}_+$. Then by Corollary 11.3, for any infinite connected graph bipartite $\mathcal{H}$ we have $\gamma_{\mathcal{H}}(\mathcal{Q}_+) \subset \mathcal{Q}_{s_1}'$, where $s_1' = \Sigma^\gamma(g_n)(++)$. Choose any $v \in \mathcal{V}$. By Lemma 12.5, there is a $\tilde{\mathcal{G}}$ which is either $\mathcal{G}$ or a double cover of $\mathcal{G}$, and an embedding $\tilde{\phi}: \mathcal{G}_Z \to \tilde{\mathcal{G}}$ such that $\tilde{\phi}(0)$ is a lift of $v$. Let $\pi: \tilde{\mathcal{G}} \to \mathcal{G}$ denote this covering, and $\pi_*: \mathbb{R}^\mathcal{V}_{\tilde{\mathcal{G}}} \to \mathbb{R}^\mathcal{V}_{\mathcal{G}}$ be as in Equation (12-2). Then by Proposition 12.4 for $n \geq N$, we have

$$|\gamma_{\mathcal{G}_Z}^{g_n}(e_v)(v)| = |\gamma_{\mathcal{G}}^{g_n}(e_{\phi(0)})(\phi(0))|.$$  

Then by Theorem 12.3, we know that

$$|\gamma_{\mathcal{G}}^{g_n}(e_{\phi(0)})(\phi(0))| \geq |\gamma_{\mathcal{Z}}^{g_n}(e_0)(0)| \geq 2,$$

so that $|\gamma_{\mathcal{G}_Z}^{g_n}(e_v)(v)| \geq 2$ as desired.
We complete the proof by following the logic applied to the case of $G = \mathbb{Z}$. By Corollary 10.9, there is a critical time $t \geq N$. Then, for any $\theta$–survivor $f \in \mathbb{R}^\nu$ and any $v \in \mathcal{V}_G$,

$$f(v) = \langle f, e_v \rangle = \langle \Upsilon^g(f), \Upsilon^g(e_v) \rangle \geq |\Upsilon^g(f)(v)||\Upsilon^g(e_v)(v)| \geq 2|\Upsilon^g(f)(v)|.$$

Here the first inequality follows because both $\Upsilon^g(f)$ and $\Upsilon^g(e_v)$ are in $\mathcal{Q}_x$ by Proposition 11.12. See Equation (13-6) for another example of this. We deduce that $|\Upsilon^g(f)(v)| \leq \frac{1}{2} f(v)$ as claimed by the lemma.

\[\square\]

### 13.4 A perturbed group action

Let $Ax = y$. For any $g \in G$, we can compute $\Upsilon^g(x) - x$ inductively in terms of $y$. In this section we will explain how this is done.

Fixing any $y \in \mathbb{R}^\nu$, define the following “affine” actions on $\mathbb{R}^\nu$:

$$H_y(z) = H(z) + \pi_A(y) \quad \text{and} \quad V_y(z) = V(z) + \pi_B(y).$$

Powers of these functions are given by

$$H_y^k(z) = H^k(z) + k\pi_A(y) \quad \text{and} \quad V_y^k(z) = V^k(z) + k\pi_B(y).$$

From these formulas, we can check that $H_y$ and $V_y$ generate a nonlinear group action $\mathcal{X}_y: G \times \mathbb{R}^\nu \to \mathbb{R}^\nu$ by $\mathcal{X}_y^h = H_y^h$ and $\mathcal{X}_y^v = V_y^v$.

**Proposition 13.14** For all $g \in G$, $c \in \mathbb{R}$ and $y, y_1, y_2, z_1, z_2 \in \mathbb{R}^\nu$, we have:

1. $\mathcal{X}_y^g(z_1 + z_2) = \mathcal{X}_y^g(z_1) + \Upsilon^g(z_2)$.
2. $\mathcal{X}_{y_1 + y_2}(0) = \mathcal{X}_{y_1}(0) + \mathcal{X}_{y_2}(0)$.
3. $\mathcal{X}_c^g(0) = c\mathcal{X}_c^g(0)$.

**Proof** All statements follow from induction on the word length of $g$. The statements are clearly true when $g$ is the identity. Assume statement (1) is true for $g_0$. We will show it is true for $h^kg_0$:

$$\mathcal{X}_y^{h^kg_0}(z_1 + z_2) = \mathcal{X}_y^{h^kg_0}(\mathcal{X}_y^{g_0}(z_1) + \Upsilon^{g_0}(z_2)) = H^{h^k}(\mathcal{X}_y^{g_0}(z_1) + \Upsilon^{g_0}(z_2)) + k\pi_A(y)$$

$$= H^{h^k}(\mathcal{X}_y^{g_0}(z_1)) + k\pi_A(y) + \Upsilon^{h^kg_0}(z_2)$$

$$= \mathcal{X}_y^{h^kg_0}(z_1) + \Upsilon^{h^kg_0}(z_2).$$
A similar equation holds for \( v^k g_0 \). Now assume (2) is true for \( g_0 \). Then

\[
\lambda_{y_1 + y_2}^{h^k g_0}(0) = H^k(\lambda_{y_1}^{g_0}(0) + \lambda_{y_2}^{g_0}(0)) + k \pi_A(y_1 + y_2)
\]

\[
= H^k(\lambda_{y_1}^{g_0}(0)) + H^k(\lambda_{y_2}^{g_0}(0)) + k \pi_A(y_1) + k \pi_A(y_2)
\]

\[
= \lambda_{y_1}^{h^k g_0}(0) + \lambda_{y_2}^{h^k g_0}(0).
\]

Again, a similar formula holds for \( v^k g_0 \). Statement (3) holds for similar reasons. □

The following proposition connects this group action to the adjacency sign property.

**Proposition 13.15**  Let \( x \in \mathbb{R}^V_c \) and set \( y = Ax \). Then for all \( g \in G \),

\[
\Upsilon^g(x) - x = \lambda^g_y(0).
\]

**Proof**  We may prove this by induction on the word length of \( g \). The statement is clearly true when \( g \) is the identity. Now suppose we know the statement for \( g_0 \in G \). We must prove the statement holds for \( h^k g_0 \) and \( v^k g_0 \) for \( k = \pm 1 \). We write

\[
\Upsilon^{h^k g_0}(x) - x = H^k \circ \Upsilon^{g_0}(x) - x = H^k(\Upsilon^{g_0}(x) - x) + H^k(x) - x
\]

\[
= H^k \circ \lambda^g_y(0) + k \pi_A \circ A(x)
\]

\[
= H^k \circ \lambda^g_y(0) + k \pi_A(y) = \lambda^{h^k g_0}_y(0).
\]

A similar statement holds for the case of \( v^k g_0 \). □

We will now connect this operation to the adjacency sign property. Recall that for \( v \in \mathcal{V} \) the function \( e_v \in \mathbb{R}^V_c \) is the function that assigns one to \( v \) and assigns \( 0 \) to all other vertices.

**Definition 13.16**  Let \( \lambda \geq 2 \) and suppose \( \theta \in \mathcal{R}_\lambda \cap \mathcal{Q}_{++} \) has \( \lambda \)-shrinking sequence \( (g_i) \). Let \( s'_i = \Sigma^{\gamma(g_i)}(++) \). For a vertex \( v \in \mathcal{V} \) we say the graph \( \mathcal{G} \) has \( v \)-ASP if for all \( i \geq 0 \), we have \( \lambda_{e_v}^{\gamma(g_i)}(0) \in \mathcal{Q}_{s'_i} \).

**Proposition 13.17**  Suppose that \( \mathcal{G} \) has \( v \)-ASP for all \( v \in \mathcal{V} \). Then \( \mathcal{G} \) has the adjacency sign property.

**Proof**  Let \( x \in \mathbb{R}^V_c \) and assume that \( y = Ax \in \mathcal{Q}_{++} \). Let \( t \) be a critical time. Then Proposition 13.15 implies that \( \Upsilon^{\gamma(g_t)}(x) - x = \lambda^{\gamma(g_t)}(0) \). By Proposition 13.14, we can write

\[
(13-9) \quad \lambda^{\gamma(g_t)}(0) = \sum_{v \in \mathcal{V}} \lambda^{\gamma(g_t)}_{e_v}(0) = \sum_{v \in \mathcal{V}} y(v) \lambda^{\gamma(g_t)}_{e_v}(0).
\]
Note that each \( y(v) \geq 0 \) by the assumption that \( y \in \widehat{Q}_{++} \). In addition, each \( \mathcal{X}^{y(g_i)}_{e_i}(0) \in \widehat{Q}_{s_i'} \) because \( G \) has \( v-\text{ASP} \). Now let \( \{s_i\} \) denote the sign sequence of \( \theta \), and let \( f \in S_\theta \) be a \( \theta \)-survivor. By Proposition 6.23, we know \( \Upsilon^{g_t}(f) \in \widehat{Q}_{s_t} \).

By Proposition 11.12, for all critical times \( t \) we have \( s'_t = s_t \). Therefore each \( \mathcal{X}^{y(g_i)}_{e_i}(0) \) is in \( \widehat{Q}_{s_i'} \). Each term in Equation (13-9) lies in \( \widehat{Q}_{s_i'} \). It follows that \( (\Upsilon^{g_t}(f), \mathcal{X}^{y(g_i)}_{e_i}(0)) \geq 0 \) as desired.

**Lemma 13.18** (Subgraphs and \( v-\text{ASP} \)) Let \( v \in \mathcal{V} \), and assume that there is an infinite connected subgraph \( \mathcal{H} \subset G \) containing the vertex \( v \) such that \( \mathcal{H} \) has \( v-\text{ASP} \). Then \( G \) also has \( v-\text{ASP} \).

**Proof** We recall our notation from Section 12. We distinguish the actions of \( \Upsilon_G: G \times \mathbb{R}^\mathcal{V}_G \rightarrow \mathbb{R}^\mathcal{V}_G \) and \( \Upsilon_\mathcal{H}: G \times \mathbb{R}^\mathcal{V}_\mathcal{H} \rightarrow \mathbb{R}^\mathcal{V}_\mathcal{H} \). To distinguish the two \( \mathcal{X}_y \) actions, we use \( \mathcal{X}_{G,y}: G \times \mathbb{R}^\mathcal{V}_G \rightarrow \mathbb{R}^\mathcal{V}_G \) and \( \mathcal{X}_{\mathcal{H},y}: G \times \mathbb{R}^\mathcal{V}_\mathcal{H} \rightarrow \mathbb{R}^\mathcal{V}_\mathcal{H} \). We will abuse notation by identifying \( \mathbb{R}^\mathcal{V}_\mathcal{H} \) with the subset of \( \mathbb{R}^\mathcal{V}_G \) which is supported on \( \mathcal{V}_\mathcal{H} \).

We must show that

\[
\mathcal{X}^{y(g_i)}_{e_i,\mathcal{H},e_v}(0) \in \widehat{Q}_{s_i'}
\]

for all \( i \). The statement of the proposition guarantees \( \mathcal{X}^{y(g_i)}_{\mathcal{H},e_v}(0) \in \widehat{Q}_{s_i'} \) for all \( i \). We will show that for all \( i \),

\[
(13-10) \quad \mathcal{X}^{y(g_i)}_{e_i,\mathcal{H},e_v}(0) - \mathcal{X}^{y(g_i)}_{e_i,\mathcal{H},e_v}(0) \in \widehat{Q}_{s_i'}.
\]

This implies the proposition.

Now we will inductively define elements \( y_1, \ldots, y_{i-1} \) are defined, we define \( y_i \) to be the unique element so that

\[
(13-11) \quad \mathcal{X}^{y(g_i)}_{e_i,\mathcal{H},e_v}(0) - \mathcal{X}^{y(g_i)}_{e_i,\mathcal{H},e_v}(0) = \Upsilon^{g(s_i^1 - 1)}_G(y_1) + \Upsilon^{g(s_i^2 - 1)}_G(y_2) + \cdots + y_i.
\]

We will show that

\[
(13-12) \quad \Upsilon^{g(s_i^j - 1)}_G(y_j) \in \widehat{Q}_{s_j'} \quad \text{for all } i \geq j.
\]

This implies that Equation (13-10) holds, because it holds for each term in the sum given in Equation (13-11).

We observe by combining the cases \( i = j \) and \( i = j - 1 \) of Equation (13-11) that

\[
y_j = \mathcal{X}^{y(g_i)}_{e_i,\mathcal{H},e_v}(0) - \mathcal{X}^{y(g_i)}_{e_i,\mathcal{H},e_v}(0) - \Upsilon^{g(s_i^j - 1)}_G(\mathcal{X}^{y(g_{j-1})}_{e_i,\mathcal{H},e_v}(0) - \mathcal{X}^{y(g_{j-1})}_{e_i,\mathcal{H},e_v}(0)).
\]
Define the following two quantities:
\[
\begin{align*}
  a_j &= \chi^{\gamma(g_j)}_{\mathcal{G}, e_v}(0) - \gamma^{\gamma(g_j g_j^{-1})}_{\mathcal{G}} \circ \chi^{\gamma(g_j^{-1})}_{\mathcal{G}, e_v}(0), \\
  b_j &= -\chi^{\gamma(g_j)}_{\mathcal{H}, e_v}(0) + \gamma^{\gamma(g_j g_j^{-1})}_{\mathcal{H}} \circ \chi^{\gamma(g_j^{-1})}_{\mathcal{H}, e_v}(0).
\end{align*}
\]
Observe that
\[
y_j = a_j + b_j + \gamma^{\gamma(g_j g_j^{-1})}_{\mathcal{G}}(\gamma^{\gamma(g_j^{-1})}_{\mathcal{G}}(0)) - \gamma^{\gamma(g_j g_j^{-1})}_{\mathcal{H}} \circ \chi^{\gamma(g_j^{-1})}_{\mathcal{H}, e_v}(0).
\]
By Proposition 13.14, we have
\[
a_j = \chi^{\gamma(g_j g_j^{-1})}_{\mathcal{G}, e_v}(\gamma^{\gamma(g_j^{-1})}_{\mathcal{G}}(0)) + \gamma^{\gamma(g_j g_j^{-1})}_{\mathcal{G}}(-\chi^{\gamma(g_j^{-1})}_{\mathcal{G}, e_v}(0)) = \chi^{\gamma(g_j g_j^{-1})}_{\mathcal{G}, e_v}(0).
\]
Similarly,
\[
b_j = -\chi^{\gamma(g_j g_j^{-1})}_{\mathcal{H}, e_v}(\gamma^{\gamma(g_j^{-1})}_{\mathcal{H}}(0)) - \gamma^{\gamma(g_j g_j^{-1})}_{\mathcal{H}}(-\chi^{\gamma(g_j^{-1})}_{\mathcal{H}, e_v}(0)) = -\chi^{\gamma(g_j g_j^{-1})}_{\mathcal{H}, e_v}(0).
\]
Thus \(a_j + b_j = 0\), because
\[
\chi^{\gamma(g_j g_j^{-1})}_{*, e_v}(0) = \begin{cases} 
\pm \pi_A(e_v) & \text{when } g_j g_j^{-1} = h \pm 1, \\
\pm \pi_B(e_v) & \text{when } g_j g_j^{-1} = u \pm 1.
\end{cases}
\]
Thus
\[
y_j = \gamma^{\gamma(g_j g_j^{-1})}_{\mathcal{G}} \circ \chi^{\gamma(g_j^{-1})}_{\mathcal{H}, e_v}(0) - \gamma^{\gamma(g_j g_j^{-1})}_{\mathcal{H}} \circ \chi^{\gamma(g_j^{-1})}_{\mathcal{H}, e_v}(0).
\]
Now we will use the assumption that \(\mathcal{H}\) has \(v\)--ASP. Therefore \(\chi^{\gamma(g_j^{-1})}_{\mathcal{H}, e_v}(0) \in \tilde{Q}_{s'_j}\). Then, by applying Corollary 12.2 to the geodesic ray \(\langle \gamma(g_j g_j^{-1}) \rangle_{i \geq j-1}\), we see that
\[
\gamma^{\gamma(g_j g_j^{-1})}_{\mathcal{G}}(y_j) \in \tilde{Q}_{s(i, j)},
\]
where \(s(i, j) = \Sigma^{\gamma(g_j g_j^{-1})}(s'_{j-1})\). We observe that \(s(i, j) = s'_i\), and therefore we have proved Equation (13-12) as desired.

**Lemma 13.19** (Covers and \(v\)--ASP) Let \(v \in V\), and assume that there is a finite cover \(\tilde{G}\) of \(G\) and a lift \(\tilde{v}\) of \(v\) for so that \(\tilde{G}\) has \(\tilde{v}\)--ASP. Then \(G\) has \(v\)--ASP.

Recall our notation for dealing with covers given in Section 12. When discussing a covering graph \(\tilde{G}\) of \(G\), we will use tildes to denote functions in \(\mathbb{R} \tilde{V}\) and operators on this space. For instance, \(\tilde{\pi}_A\) denotes an action of \(G\) on \(\mathbb{R} \tilde{V}\). Also recall that \(\pi: \tilde{G} \to G\) denotes the covering map, and \(\pi_*: \mathbb{R} \tilde{V} \to \mathbb{R} V\) is the induced map given in Equation (12-2). We also use \(\tilde{\pi}^{-1}_{\tilde{A}}: \mathbb{R} \tilde{V} \to \mathbb{R} \tilde{A}\) to denote the variant of the projection \(\pi_A: \mathbb{R} V \to \mathbb{R} A\) for the cover \(\tilde{G}\).

The key to the lemma is the following observation.
Proposition 13.20 Let \( \tilde{G} \) be a finite cover of \( G \). Let \( \tilde{x}, \tilde{y} \in \mathbb{R}^\mathbb{Z} \). Then:

1. \( \pi_\ast \circ \tilde{\lambda}^A_{\tilde{y}}(\tilde{y}) = \pi_A \circ \pi_\ast(\tilde{y}). \)
2. \( \pi_\ast \circ \tilde{\lambda}^B_{\tilde{y}}(\tilde{y}) = \pi_B \circ \pi_\ast(\tilde{y}). \)
3. For all \( g \in G \), \( \pi_\ast \circ \tilde{\lambda}^{g}_{\tilde{y}}(\tilde{x}) = \lambda^{g}_{\pi_\ast(\tilde{y})} \circ \pi_\ast(\tilde{x}). \)

Proof The first two statements follow trivially from the definitions. It is enough to check statement (3) on powers of the generators. We will consider the case of \( g = h^k \).

The case of \( g = v^k \) follows similarly. By definition of \( \tilde{\lambda}^{h^k} \), by statement (1) and by Proposition 12.4 we have

\[
\pi_\ast \circ \tilde{\lambda}^{h^k}_{\tilde{y}}(\tilde{x}) = \pi_\ast(\tilde{\lambda}^{h^k}_{\tilde{y}}(\tilde{x}) + k \pi_A(\tilde{y})) = \lambda^{h^k}_{\pi_\ast(\tilde{y})} \circ \pi_\ast(\tilde{x}).
\]

So, by definition of \( \lambda^{h^k} \), we see \( \pi_\ast \circ \tilde{\lambda}^{h^k}_{\tilde{y}}(\tilde{x}) = \lambda^{h^k}_{\pi_\ast(\tilde{y})} \circ \pi_\ast(\tilde{x}) \) as desired.

Proof of Lemma 13.19 First note that \( \pi_\ast(\epsilon_v) = e_v \). Since \( \tilde{G} \) has \( \tilde{v} \)--ASP, we know \( \tilde{\lambda}_{\epsilon_v}^{\gamma(g_i)}(0) \in \tilde{Q}_{x_i} \) for all \( i \). By Proposition 13.20,

\[
\lambda^{\gamma(g_i)}_{\epsilon_v}(0) = \pi_\ast \circ \tilde{\lambda}_{\epsilon_v}^{\gamma(g_i)}(0),
\]

and therefore \( \lambda^{\gamma(g_i)}_{\epsilon_v}(0) \in \tilde{Q}_{x_i} \) for all \( i \).

13.5 The adjacency sign property for \( \mathbb{Z} \)

In this subsection, we complete the proof that graphs with no vertices of valence one have the adjacency sign property.

Theorem 13.21 The graph \( G_{\mathbb{Z}} \) has \( v \)--ASP for all \( v \in \mathbb{Z} \).

From the previous subsection, we have the following corollary.

Corollary 13.22 Suppose \( G \) be any infinite graph without vertices of valence one. Then \( G \) has \( v \)--ASP for all \( v \in \mathcal{V} \). Thus \( G \) has the adjacency sign property.

Proof Lemma 12.5 guarantees that given any \( v \in \mathcal{V} \), we can find an embedding of \( G_{\mathbb{Z}} \) into \( G \) such that \( v \) lies in the image, or we can find a double cover \( \tilde{G} \) of \( G \) and a lift \( \tilde{v} \) of \( v \) and a embedding of \( G_{\mathbb{Z}} \) into \( \tilde{G} \) which passes through \( \tilde{v} \). In the first case, \( G \) has \( v \)--ASP by Lemma 13.18. In the second, \( G \) has \( \tilde{v} \)--ASP by Lemma 13.18 and \( G \) has \( v \)--ASP by Lemma 13.19. The adjacency sign property follows from Proposition 13.17.
Proof of Theorem 13.21  By possibly applying reflective dihedral symmetry $\gamma$ (which reflects in the line $x = y$), we may assume that $v \in A$. By further applying translational symmetries of the graph $G_Z$, we may assume that $v = 0$. Thus $A$ consists of the even integers and $B$ consists of the odd integers. To simplify notation let $y = e_0$.

We now recall what we must prove. Let $\lambda \geq 2$ and suppose $\theta \in \mathbb{R}_\lambda \cap Q_{++}$ has shrinking sequence $\langle g_l \rangle$ and sign sequence $\langle s_l \rangle$. Let $s'_l = \Sigma^{\gamma(g_l)}(++)$. Then we must show that for all $i \geq 0$, we have $\lambda^{\gamma(g_l)}(0) \in \hat{Q}_{s'}$.

We primarily view this as a combinatorial statement, however we will find it useful to use some geometric tricks. Therefore we define $1 \in \mathbb{R}_Z$ to be the function such that $1(x) = 1$ for all $x \in \mathbb{Z}$. This is an eigenvector for the adjacency operator. Namely, $A(1) = 2 \cdot 1$. We can therefore build a surface $S_1 = S(G_Z, 1)$. We will find it useful to compute the holonomies of homology classes on this surface. We use $\text{hol}_1 \colon H_1(S_1, V; \mathbb{Z}) \to \mathbb{R}^2$ to denote the holonomy map for this surface.

The idea of the proof is to find $z_i, w_i \in \mathbb{R}_c \cap \hat{Q}_{s'_i}$ for integers $i \geq 0$ such that the following statements hold.

1. For all $i \geq 0$ we have $\lambda^{\gamma(g_l)}(0) = z_i + w_i$. By Proposition 13.14, this ensures that for all $k \geq 0$,
   $$\lambda^{\gamma(g_{l+k})}(0) = \lambda^{\gamma(g_{l+k}g_{l}^{-1})}(z_i) + \gamma^{\gamma(g_{l+k}g_{l}^{-1})}(w_i).$$

2. $z_i \in \hat{Q}_{s'_i}$ for all $i \geq 0$.

3. For all $i$ and all $k \geq 0$ we have $\gamma^{\gamma(g_{l+k}g_{l}^{-1})}(w_i) \in \hat{Q}_{s'_{i+k}}$. In particular, $w_i \in \hat{Q}_{s'_i}$ for all $i$.

These statements guarantee $\lambda^{\gamma(g_l)}(0) \in \hat{Q}_{s'_i}$ for all $i$ as desired. Therefore they imply the lemma.

We will now explain our choice of $z_i$. Our choice determined inductively. We set $z_0 = 0$. Note that $z_0 \in \hat{Q}_{s'_0} = \hat{Q}_{++}$. Subsequent choices are determined by following the arrows in Figure 5. We begin at the node labeled $0$ in the quadrant $++$ of the diagram. Then to find $z_1$ we follow the arrow labeled $\gamma(g_1)$. To find $z_i$ we follow the arrows labeled $\gamma(g_1)$, then $\gamma(g_2g_1^{-1})$, then $\gamma(g_3g_2^{-1})$, and continue until we follow the arrow labeled $\gamma(g_{i}g_{i-1}^{-1})$. By comparison with the diagram in Definition 10.1 of the expanding sign action, we see that $z_i \in \hat{Q}_{s'_i}$ for all $i$. This verifies statement (2) above.
The formula in statement (1) above inductively determines $w_i$ from $z_i$. We have $w_0 = 0$. For $i \geq 1$ we have

\begin{align*}
(13-13) \quad w_i &= \lambda_y^{g_i}(0) - z_i = \lambda_y^{g_i(g_{i-1}^{-1})} \circ \lambda_y^{g_{i-1}}(0) - z_i \\
&= \lambda_y^{g_i(g_{i-1}^{-1})}(z_{i-1} + w_{i-1}) - z_i \\
&= \lambda_y^{g_i(g_{i-1}^{-1})}(z_{i-1}) - z_i + \gamma^{g_i(g_{i-1}^{-1})}(w_{i-1}).
\end{align*}

Because of choice of $w_i$, we have automatically verified statement (1) above.

It remains to verify statement (3). We prove this statement by induction in $i$. Clearly statement (3) is true for $w_0 = 0$ for all $k$. Now assume the statement is true for $i - 1$. In particular, we assume that $\gamma^{g_i(g_{i+k}g_{i-1}^{-1})}(w_{i-1}) \in \tilde{Q}_{s_{i+k}}$ for all $k \geq 0$. We wish to show statement (3) holds for $i$. By Equation (13-13), we have

\[ \gamma^{g_i(g_{i+k}g_{i-1}^{-1})}(w_i) = \gamma^{g_i(g_{i+k}g_{i-1}^{-1})}(\lambda_y^{g_i(g_{i-1}^{-1})}(z_{i-1}) - z_i) + \gamma^{g_i(g_{i+k}g_{i-1}^{-1})}(w_{i-1}). \]

By our inductive hypothesis, it is sufficient to show that for all $k \geq 0$,

\begin{align*}
(13-14) \quad \gamma^{g_i(g_{i+k}g_{i-1}^{-1})}(\lambda_y^{g_i(g_{i-1}^{-1})}(z_{i-1}) - z_i) &\in \tilde{Q}_{s_{i+k}^c}.
\end{align*}

Despite the fact that we need Equation (13-14) for all $k \geq 0$, this is really a finite check. We will use the quadrant tracking Proposition 11.4 to verify this for all $k$ in
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Figure 5: Diagram for the proof of Theorem 13.21. Arrows labeled $\gamma(g_i g_{i-1}^{-1})$ join $z_{i-1}$ to $z_i$. 
one step. The number of checks is therefore equal to the number (30) of arrows in Figure 5 above.

In order to cut down on the number of checks, we consider the element of the dihedral group action on the plane \( \Delta: \mathbb{R}^2 \to \mathbb{R}^2 \) defined by \( \Delta(x, y) = (-x, y) \). Note that it satisfies the equations

\[
\Delta \circ \rho^h = \rho^{h^{-1}} \circ \Delta \quad \text{and} \quad \Delta \circ \rho^v = \rho^{v^{-1}} \circ \Delta.
\]

We define \( \delta: G \to G \) to be the automorphism induced by the action on generators \( \delta(h) = h^{-1} \) and \( \delta(v) = v^{-1} \). The action satisfies \( \Delta \circ \rho^g = \rho^\delta(g) \circ \Delta \) for all \( g \in G \).

There is an orientation reversing affine automorphism of the surface \( S \) which preserves each rectangle which appears as an intersection of a horizontal and vertical cylinder and which has derivative given by \( \Delta \). This affine automorphism preserves \( \mathbb{Z} \). The action therefore lifts to an action on \( \mathbb{Z} \). This action \( \Delta^*_*: \mathbb{V} \to \mathbb{V} \) is given by

\[
\Delta^*_*(f)(v) = \begin{cases} 
-f(v) & \text{if } v \in A, \\
  f(v) & \text{if } v \in B.
\end{cases}
\]

We can use this action to conjugate our group of operators \( \Upsilon^G \).

\[
\Upsilon^g \circ \Delta^*_* = \Delta^*_* \circ \Upsilon^\delta(g) \quad \text{for all } g \in G.
\]

For our specific choice of \( y = e_0 \) (or more generally for any \( y \) supported on \( A \)) we have

\[
\Delta^*_* \circ H_y = H^{-1}_y \circ \Delta^*_* \quad \text{and} \quad \Delta^*_* \circ V_y = V^{-1}_y \circ \Delta^*_*.
\]

Thus for all \( g \in G \), we have \( \chi^g_y \circ \Delta^*_* = \Delta^*_* \circ \chi^\delta(g)_y \). In particular, we can apply \( \Delta^*_* \) to both sides of Equation (13-14) to obtain

\[
\Upsilon^\delta \gamma^{(g_i + k, g_i^{-1})}(\chi^\gamma_y^{(g_i g_i^{-1})} \circ \Delta^*_*(z_{i-1}) - \Delta^*_*(z_i)) \in \hat{Q}_*(\Delta(s_i + k)).
\]

Therefore by the invariance of Figure 5 under \( \Delta^*_* \), we only need to consider the case when \( z_{i-1} \in \hat{Q}_{++} \cup \hat{Q}_{+-} \). We will show that Equation (13-14) holds in each of these cases below.

For all \( i \) let \( x_i = \chi^\gamma_y^{(g_i g_i^{-1})}(z_{i-1}) - z_i \).

(1) Suppose \( z_{i-1} = 0 \in \hat{Q}_{++} \).

(a) If \( \gamma(g_i g_i^{-1}) = h \), then \( z_i = e_0 \in \hat{Q}_{++} \). We compute

\[
x_i = H_y(0) - e_0 = 0.
\]

Thus in this case \( \Upsilon^\gamma^{(g_i + k, g_i^{-1})}(x_i) = 0 \) for all \( k \). The conclusion follows trivially, because \( 0 \in \hat{Q}_s \) for all \( s \in SP \).
(b) If $\gamma(g_i g_{i-1}^{-1}) = v$, then $z_i = 0 \in \hat{Q}_{++}$. We compute $x_i = 0$. The conclusion follows as in Case (1a).

(c) If $\gamma(g_i g_{i-1}^{-1}) = h^{-1}$, then $z_i = -e_0 \in \hat{Q}_{--}$. We compute $x_i = 0$. The conclusion follows as in Case (1a).

(2) Suppose $z_{i-1} = e_0 \in \hat{Q}_{++}$.

(a) If $\gamma(g_i g_{i-1}^{-1}) = h$, then $z_i = e_0 \in \hat{Q}_{++}$. We compute

$$x_i = H_y(z_{i-1}) - z_i = 2e_0 - e_0 = e_0.$$  

We see that $x_i = H(e_0) \in \hat{Q}_{++}$. We have $x_i, e_0 \in Q_{++}$, while $\rho^h_{\lambda}(Q_{++}) \subset Q_{++}$. Thus Proposition 11.4 entails that the quadrant containing $\gamma^{\gamma(g_{i+k} g_{i-1}^{-1})(x_i)}$ is governed by the expanding sign action. Namely, we consider the geodesic ray $(\gamma(g_{i+i-1} g_{i-1}^{-1}))_{i \geq 0}$. Proposition 11.4 implies that

$$\gamma^{\gamma(g_{i+i-1} g_{i-1}^{-1})(e_0)} \in \hat{Q}_{s_i},$$

where $s_i = \Sigma^{\gamma(g_{i+i-1} g_{i-1}^{-1})(++)}$. Note by induction that $s_{k+1} = s'_{i+k}$ for all $k \geq 0$, since $s'_{i-1} = s_0 = ++$ and $s'_{i+k} = \Sigma^{g_{i+k} g_{i-1}^{-1}}(s'_{i-1}) = s_{k+1}$. Therefore, for all $k \geq 0$,

$$\gamma^{\gamma(g_{i+k} g_{i-1}^{-1})(x_i)} = \gamma^{\gamma(g_{i+k} g_{i-1}^{-1})(e_0)} \in \hat{Q}_{s'_{i+k}}.$$  

(b) If $\gamma(g_i g_{i-1}^{-1}) = v$, then $z_i = 0 \in \hat{Q}_{++}$. We compute

$$x_i = V_y(z_{i-1}) - z_i = e_1 + e_0 + e_1.$$  

We have $x_i = V(e_0)$ with both $x_i, e_0 \in \hat{Q}_{++}$, while $\rho^v_{\lambda}(Q_{++}) \subset Q_{++}$. Thus Proposition 11.4 guarantees that

$$\gamma^{\gamma(g_{i+k} g_{i-1}^{-1})(x_i)} \in \hat{Q}_{s'_{i+k}}$$

for all $k \geq 0$. See Case (2a).

(c) If $\gamma(g_i g_{i-1}^{-1}) = v^{-1}$, then $z_i = -e_0 - e_1 \in \hat{Q}_{--}$. We compute $x_i = 0$. The conclusion follows as in Case (1a).

(3) Suppose $z_{i-1} = -e_0 - e_1 \in \hat{Q}_{--}$.

(a) If $\gamma(g_i g_{i-1}^{-1}) = h$, then $z_i = -e_0 - e_1 - e_2 \in \hat{Q}_{--}$. We compute

$$x_i = H_y(z_{i-1}) - z_i = (-e_0 - e_1 - e_2) - z_i = 0.$$  

The conclusion follows as in Case (1a).
(b) If $\gamma(g_1g_1^{-1}) = h^{-1}$, then $z_i = e_2 - e_1 - e_1 + e_2 \in \hat{Q}_{++}$. We compute

$$x_i = H^{-1}y(z_i-1) - z_j = (e_2 - e_1 + 2e_0 - e_1 + e_2) - z_i = 2e_0.$$ 

Therefore $x_i = H^{-1}(x_i) \in \hat{Q}_{++}$ while $\rho_{\lambda}^{h^{-1}}(Q_{++}) \subset Q_{++}$. Proposition 11.4 guarantees that

$$\gamma^{(g_1g_1^{-1})}(x_i) \in \hat{Q}_{s_i+k}$$

for all $k \geq 0$. See Case (2a).

(c) If $\gamma(g_1g_1^{-1}) = v^{-1}$, then $z_i = e_2 + e_0 - e_1 \in \hat{Q}_{++}$. We compute

$$x_i = V^{-1}y(z_i-1) - z_j = (-2e_1 + e_0 - e_1) - z_i = -e_1 - e_1.$$ 

Therefore $x_i = V^{-1}(x_i) \in \hat{Q}_{++}$. By Proposition 11.4, $\gamma^{(g_1g_1^{-1})}(x_i) \in \hat{Q}_{s_i+k}$ for all $k \geq 0$ as in Case (2a).

(4) Suppose $z_{i-1} = e_2 - e_1 + e_2 \in \hat{Q}_{++}$.

(a) If $\gamma(g_1g_1^{-1}) = v$, then $z_i = 0 \in \hat{Q}_{++}$. We compute

$$x_i = V^{-1}y(z_i-1) = V(z_i-1) = e_3 + e_2 + e_2 + e_3.$$ 

In this case $x_i = V(z_i-1)$. There exist saddle connections $\sigma_1$ and $\sigma_2$ on the surface $S_1$ such that $\mathcal{Z}(\sigma_1) = e_2 - e_1$ and $\mathcal{Z}(\sigma_2) = -e_1 + e_2$, and so $z_{i-1} = \mathcal{Z}(\sigma_1) + \mathcal{Z}(\sigma_2)$. These saddle connections are pictured on the left side of Figure 6. For $j \in \{1, 2\}$, we have $V \circ \mathcal{Z}(\sigma_j) = \mathcal{Z} \circ \Phi^{h^{-1}}(\sigma_j)$ by Corollary 11.1. We note that the length of the holonomy of these saddle connections is

$$||hol_1 \circ \Phi^{h^{-1}}(\sigma_j)|| = ||hol_1(\sigma_j)|| = \sqrt{2}.$$ 

Thus $hol \sigma_j \in cl(E_{P_2}(h^{-1}) \cap Q_{++})$. Therefore, by considering the geodesic ray $\gamma(g_{i-1}g_i^{-1})$, Corollary 11.3 implies that $\gamma^{(g_{i-1}g_i^{-1})} \circ \mathcal{Z}(\sigma_j) \in \hat{Q}_{\tilde{s}_j}$, where $\tilde{s}_j = r \circ \Sigma^{g_{i-1}g_i^{-1}}(-)$. By Equation (11-3), we have

$$\tilde{s}_j = \Sigma^{g_{i-1}g_i^{-1}} \circ r(-) = \Sigma^{g_{i-1}g_i^{-1}}(+) = \Sigma^{g_{i+k}g_i^{-1}}(\tilde{s}_{i+k})$$

Thus we have $s_{i+k} = \tilde{s}_{i+k}$ for all $k \geq 0$, since $s_{i-1}^j = \tilde{s}_0 = o+$ and $s_{i+k}^j = \Sigma^{g_{i+k}}(s_{i-1}^j)$ while $\tilde{s}_{i+k} = \Sigma^{g_{i+k}}(\tilde{s}_{i-1})$. Therefore we have

$$\gamma^{(g_{i+k}g_i^{-1})}(x_i) = \gamma^{(g_{i+k}g_i^{-1})} \circ \mathcal{Z}(\sigma_1) + \gamma^{(g_{i+k}g_i^{-1})} \circ \mathcal{Z}(\sigma_2) \in \hat{Q}_{s_{i+k}}$$

for all $k \geq 0$. 
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(b) If $\gamma(g_ig_{i-1}^{-1}) = h^{-1}$, then $z_i = z_{i-1} = e_{-2} - e_{-1} - e_1 + e_2 \in \hat{Q}_{+-}$. We compute

$$x_i = H_y^{-1}(z_{i-1}) - z_i = (2e_{-2} - e_{-1} + e_0 - e_1 + 2e_2) - z_i = e_{-2} + e_0 + e_2.$$ 

Thus $x_i = H^{-1}(x_i) \in \hat{Q}_{+-}$ while $\rho_h^{-1}(Q_{+-}) \subset Q_{+-}$. Proposition 11.4 guarantees that $\gamma^{\gamma(g_{i+k}g_{i-1}^{-1})}(x_i) \in \hat{Q}_{s_{i+k}}$ for all $k \geq 0$ as in Case (2a).

(c) If $\gamma(g_ig_{i-1}^{-1}) = v^{-1}$, then $z_i = -e_{-3} + e_{-2} - e_{-1} - e_1 + e_2 - e_3 \in \hat{Q}_{+-}$. We compute

$$x_i = (-e_{-3} + e_{-2} - 2e_{-1} - 2e_1 + e_2 - e_3) - z_i = -e_{-1} - e_1.$$ 

In particular, we have that $x_i = V^{-1}(x_i)$. So Proposition 11.4 guarantees that $\gamma^{\gamma(g_{i+k}g_{i-1}^{-1})}(x_i) \in \hat{Q}_{s_{i+k}}$ for all $k \geq 0$ as in Case (2a).

(5) Suppose $z_{i-1} = -e_{-3} + e_{-2} - e_{-1} - e_1 + e_2 - e_3 \in \hat{Q}_{+-}.$

(a) If $\gamma(g_ig_{i-1}^{-1}) = h$, then $z_i = -e_{-2} - e_{-1} - e_1 - e_2 \in \hat{Q}_{+-}$. We compute

$$x_i = H_y(z_{i-1}) - z_i = (-e_{-4} - e_{-3} - e_{-2} - e_{-1} - e_0 - e_1 - e_2 - e_3 - e_4) - z_i$$

$$= -e_{-4} - e_{-3} - e_0 - e_3 - e_4.$$ 

Figure 6: Both sides of this figure illustrate the surface $S_1 = S(G_2, 1)$. To obtain the surface, identify opposite horizontal and vertical edges by vertical and horizontal translations (respectively). This figure illustrates the saddle connections $\sigma_1, \ldots, \sigma_5$ used in the proof of Theorem 13.21. From left to right, the dotted arrows represent the saddle connections $\Phi^{h^{-1}}(\sigma_1)$, $\Phi^{h^{-1}}(\sigma_2)$, $\Phi^{-1}(\sigma_3)$ and $\Phi^{-1}(\sigma_5)$. Also $\Phi^{-1}(\sigma_4) = \sigma_4.$
In this case \( x_i = H(-e_{-3} + e_{-2} - e_0 + e_2 - e_3) \). We can find saddle connections \( \sigma_3, \sigma_4 \) and \( \sigma_5 \) so that \( Z([\sigma_3]) = -e_{-3} + e_{-2}, Z([\sigma_4]) = -e_0 \) and \( Z([\sigma_5]) = e_2 - e_3 \). These saddle connections are depicted on the right side of Figure 6. For \( j \in \{3, 4, 5\} \), we have \( H \circ Z([\sigma_j]) = Z \circ \Phi^{v^{-1}}([\sigma_j]) \) by Corollary 11.1. For each such \( j \) we have

\[
\|\text{hol}_1(\sigma_j)\| = \|\text{hol}_1 \circ \Phi^{v^{-1}}([\sigma_j])\|.
\]

In particular, \( \text{hol}_1(\sigma_j) \in \text{cl}(\text{Exp}_2(v^{-1}) \cap (Q_+ \cup Q_-)) \). Corollary 11.3 implies that the quadrant containing \( \gamma^{v(g_{i-1} + k g_{i-1}^{-1})} \circ Z([\sigma_j]) \) is given by may determined by following the expanding sign action. As in Case (4a), we consider the geodesic ray \( \gamma(g_{i-1} + l g_{i-1}^{-1}) \) for all \( k \geq 0 \), and \( \gamma^{v(g_{i-1} + l g_{i-1}^{-1})} \circ Z([\sigma_j]) \in \hat{Q}_{\sigma_j} \), where

\[
\hat{s}_l = r \circ \sum g_{i-1}^{-1} g_{i-1}^{-1} (s) = \sum g_{i-1}^{-1} g_{i-1}^{-1} \circ r(s),
\]

where \( s = -- \) or \( s = +- \) depending on \( j \in \{3, 4, 5\} \). In these cases \( r(s) = +- \) or \( r(s) = -- \). We have \( \gamma(g_{i-1} g_{i-1}^{-1}) = h \), and

\[
\Sigma^h(+-) = \Sigma^h(--) = --.
\]

Therefore in either case, we have \( \hat{s}_l = \sum \gamma^v(g_{i-1} + l g_{i-1}^{-1}) \) for all \( k \geq 0 \). We also observe \( s_{i+k} = \hat{s}_{i+k} \) for all \( k \geq 0 \). We conclude that for all \( k \geq 0 \),

\[
\gamma^{v(g_{i-1} g_{i-1}^{-1})}(x_i) = \sum_{j=3}^{5} \gamma^{v(g_{i-1} g_{i-1}^{-1})} \circ Z([\sigma_j]) \in \hat{Q}_{s_{i+k}}.
\]

(b) If \( \gamma(g_{i-1} g_{i-1}^{-1}) = h \), then \( z_i = e_{-2} - e_{-1} - e_1 + e_2 \in \hat{Q}_{+-} \). We compute

\[
x_i = H^{-1}(z_{i-1} - z_i) = (e_{-4} - e_{-3} + 3e_{-2} - e_{-1} + e_0 - e_1 + 3e_2 - e_3 + e_4) - z_i = e_{-4} - e_{-3} + 3e_{-2} - e_{-1} + 3e_2 - e_3 + e_4.
\]

In particular, \( x_i = H^{-1}(-e_{-3} + e_{-2} + e_0 + e_2 - e_3) \). Both \( x_i \) and \( -e_{-3} + e_{-2} + e_0 + e_2 - e_3 \) lie in \( \hat{Q}_{+-} \), while \( h^{-1}(Q_{+-}) \subseteq Q_{+-} \). Therefore Proposition 11.4 guarantees that

\[
\gamma^{v(g_{i-1} g_{i-1}^{-1})}(x_i) \in \hat{Q}_{s_{i+k}}
\]

for all \( k \geq 0 \) as in Case (2a).

(c) If \( \gamma(g_{i-1} g_{i-1}^{-1}) = v^{-1} \), then \( z_i = z_{i-1} \in \hat{Q}_{+-} \). We compute

\[
x_i = V_y^{-1}(z_{i-1}) - z_i = -e_{-3} - e_{-1} - e_1 - e_3.
\]
Therefore $x_i = V^{-1}(x_i)$ while $\rho_{\lambda}^{b_i^{-1}}(Q_{+}) \subset Q_{+}$. So Proposition 11.4 guarantees that

$$
\gamma^{y(g_i+k g_i^{-1})}(x_i) \in \bar{Q}_{s_{i+k}}
$$

for all $k \geq 0$ as in Case (2a).

\begin{flushright}
\Box
\end{flushright}

\section*{Appendix A: Invariant measures and coding}

In this section, we rehash some of the arguments used to understand invariant measures of interval exchange maps. See [28, Section 14.5], for instance.

\subsection*{A1: Coding orbits}

Let $S = \bigsqcup_{i \in \Lambda} P_i / \sim$ be a translation surface written as a union of polygons with edge identifications. Let $E$ denote the set of all identified pairs of edges in $\partial P_i \subset S$ for $i \in \Lambda$. Let $\theta \in S^1$ be a direction. Define $E_* \subset E$ to be the collection of those edges which are not parallel to $\theta$.

\begin{remark}
In this paper, our surfaces are built from polygons with horizontal and vertical sides, and the directions we consider are $\lambda$-renormalizable which disallows $\theta$ from being horizontal or vertical. So, in our setting, $E = E_*$.\end{remark}

We view each edge $e \in E$ as a closed interval (including its endpoints). The union of edges, $X_* = \bigcup_{e \in E_*} e$ is a section for the straight line flow in direction $\theta$. That is, given any point in $S$, its forward orbit under the straight line flow $F_\theta$ hits a point in $X_*$. We use $T_\theta: X_* \to X_*$ to denote the return map of the flow $F_\theta$ to this section.

Recall that $V \subset S$ denotes the identified vertices of the polygons making up $S$. This is also the union of endpoints of edges in $E_*$. When equipped with the measure on $X_*$ induced by the Lebesgue transverse measure to the foliation in direction $\theta$, the return map $T_\theta$ conjugate to an interval exchange involving infinitely many intervals.

As with interval exchange transformations, we run into a problem concerning orbits which visit the endpoints of an edge $e \in E_*$. (These endpoints lie in $V$.) We resolve this by splitting all orbits which hit a singularity in two. Namely, if the forward or backward orbit of a point $p$ hits an endpoint of an edge, we replace $p$ with two new points $p^-$ and $p^+$. The orbit of $p^-$ tracks the points to the left of $p$, and the orbit of $p^+$ tracks points to the right. (Left and right make sense once we rotate the picture so that $\theta$ is vertical.) By \textit{track} we mean to follow points infinitesimally nearby. We keep track of both the point’s location, and the edge it lies on. For $e \in E_*$, let $\hat{e}$ denote $e$.
with all points with singular orbits split as described above. Let $l$ and $r$ be the left and right endpoints of $e \in E_*$, respectively. We also replace $l$ with $l^+$ and $r$ with $r^-$ in $\hat{e}$. We call $\hat{e}$ a split edge.

For each $e \in E_*$, there is a natural “unsplitting” map $\pi_e: \hat{e} \to e$. This map is surjective, and one-to-one except at countably many points, where it is two-to-one. We will be considering the disjoint union of all split edges $\hat{X}_* = \bigsqcup_{e \in E_*} \hat{e}$, and we define the map

$$\pi: \hat{X}_* \to X_*; \quad p \in \hat{e} \mapsto \pi_e(p).$$

This map may be countable-to-one at points in $V$, but is only finite-to-one at the finite-order cone singularities.

The return map $T_\theta$ has a natural lift to the map $\hat{T}_\theta: \hat{X}_* \to \hat{X}_*$. We define $\hat{T}_\theta$ to be the unique continuous map so that whenever $\pi$ is one-to-one at $p \in \hat{X}_*$, we have

$$T_\theta(p) = \pi \circ \hat{T}_\theta \circ \pi^{-1}(p).$$

With this definition, $\hat{T}_\theta^n(q)$ is well defined for all $q \in \hat{X}_*$ and all $n \in \mathbb{Z}$.

Let $\text{edge}: \hat{X}_* \to E_*$ denote the map which recovers the edge a point of $\hat{X}_*$ lies on. Now consider the coding map

$$(A-1) \quad \text{code}: \hat{X}_* \to E_*^\mathbb{Z}; \quad q \mapsto \langle \text{edge} \circ \hat{T}_\theta^n(q) \rangle_{n \in \mathbb{Z}}.$$

The image of this map is a shift space $\Omega \subset E_*^\mathbb{Z}$ on the countable alphabet $E_*$. The shift space $\Omega$ has the property that each symbol $e \in E_*$ is only followed by finitely many other symbols.

We give the space $\hat{X}_* = \bigsqcup_{e \in E_*} \hat{e}$ the coarsest topology which makes both the map $\pi$ and the map code continuous.

**Proposition A.2** The coding map is injective if the straight line flow in direction $\theta$ is conservative and has no periodic trajectories.

**Proof** Suppose the straight line flow is conservative and has no periodic trajectories. We will show that distinct trajectories have distinct codes.

Suppose we have a pair of distinct trajectories with the same code, $\omega$. The two trajectories cross the same sequence of edges. Consider the intersection of the two trajectories with one edge $e \in E$. Since the trajectories are distinct, they bound a closed interval $J$ in $e$. The straight-line flow of points in this interval must also have the same code. Consider the forward and backward straight-line flows of all points in $J$. This defines a continuous isometric immersion of a bi-infinite strip into the surface $S$. We will draw a contradiction to the existence of this immersion.
Since the straight-line flow is conservative, there is a trajectory in $J$ which returns to $J$. The code of a point and another point on the orbit of the point (intersected with $\bigcup_{e \in E} e$) differ by a shift. Since a point in $J$ returns to $J$, we know that the code $\omega$ is periodic. Now consider the set of points whose trajectories cross edges according to a periodic $\omega$. This set can be found by developing the bi-infinite periodic sequence of polygons crossed into the plane. Lines which run through this sequence of polygons correspond to trajectories with code $\omega$. Such a line must be preserved by the translation symmetry of the developed sequence of polygons. The quotient of such a line by this symmetry gives a closed straight-line flow trajectory in this direction. But this is ruled out by our assumption of no periodic trajectories.

**Proposition A.3** If the coding map is injective, then the coding map is a homeomorphism from $\hat{X}_*$ onto its image, $\Omega \subset E^Z_\theta$. In this case, the coding map is a topological conjugacy from $\hat{T}_\theta$ to the shift map on $\Omega$.

**Proof** For this proof, endow $\hat{X}_*$ with the (a priori new) topology which makes the coding map a homeomorphism. We must show that $\pi$ is continuous. Let $U$ be an open subset of an edge $e \in E$. We will show that $\pi^{-1}(U)$ is open. Let $q \in \pi^{-1}(U)$ and let $p = \pi(q)$. It suffices to find an open subset of $\pi^{-1}(U)$ which contains $q$. For each $n \geq 0$, let $C_n \subset \Omega$ be the cylinder set defined so that for each $\omega \in C_n$, we have $\omega_m = \text{code}(q)_m$ for $-n \leq m \leq n$. Observe that $\pi \circ \text{code}^{-1}(C_n)$ is a closed interval in $e$. By definition of $C_n$, we have $\bigcap_n C_n = \{\text{code}(q)\}$. By injectivity of the coding map,
\[
\bigcap_n \text{code}^{-1}(C_n) = \{q\} \quad \text{and} \quad \bigcap_n \pi \circ \text{code}^{-1}(C_n) = \{p\}.
\]
Since the later is a nested intersection of closed intervals, there must be an $N$ so that $\pi \circ \text{code}^{-1}(C_N) \subset U$. So our needed open set is given by $\text{code}^{-1}(C_N)$.

The fact that this is a conjugacy follows from the fact that the coding map is a homeomorphism together with the definition of the coding map given in Equation (A-1).

**A2: Laminations and invariant measures**

We mentioned that $X_* = \bigcup_{e \in E_*} e$ gives a section of the straight line flow in direction $\theta$. Recall that $\mathcal{F}_\theta$ denoted the foliation by orbits of this flow. We can split leaves which hit points in $V$ in a similar manner to how we split points of $X_*$ to form $\hat{X}_*$. Namely, if a leaf hits a singularity $v \in V$ in forward or backward time, we replace it by two leaves one of which tracks points to the left, and one which tracks nearby points to the right. We separate the two new leaves by a gap on the surface, and leave the point...
v in the gap. Since there are only countably many singular leaves, this can be done everywhere. We let \( \widehat{\mathcal{F}}_\theta \) denote the new leaf space.

Recall that we call a measure locally finite if it is finite on compact sets. Similarly, a transverse measure is locally finite if it assigns finite mass to compact transversals. Since we have split leaves and orbits in the same way, we have the following:

**Proposition A.4** The following two spaces of measures are isomorphic:

- The space of locally finite \( \widehat{\mathcal{F}}_\theta \)-invariant measures on \( \widehat{X}_* \).
- The space \( \mathcal{M}_\theta \) of locally finite transverse measures to \( \widehat{\mathcal{F}}_\theta \).

If the coding map is injective, these two spaces are also isomorphic to this third one:

- The space of locally finite shift-invariant measures on \( \Omega \).

Suppose the straight line flow in direction \( \theta \) is conservative and has no periodic trajectories. Proposition A.3 guarantees that each split edge \( \hat{e} \) is homeomorphic to a Cantor set. It then follows that, in this case, \( \widehat{\mathcal{F}}_\theta \) is a lamination, i.e., it is locally homeomorphic to a Cartesian product of a Cantor set and a line. This lamination can also be produced via the standard construction of a lamination from an interval exchange obtained by placing a hyperbolic structure on the suspended IET (the surface \( S \)) and straightening the leaves to geodesics. See [5, Part I].

**A3: Interaction with homology**

In this section, we will consider the edges of the set \( E_* \) to be oriented, with an arbitrary choice of orientation made for each \( e \in E_* \). The homology classes of oriented edges generate \( H_1(S, V, \mathbb{Z}) \).

We recall some notation from Section 6.1. The cohomology space \( H^1 \) is the space of all linear maps \( H_1(S, V, \mathbb{R}) \to \mathbb{R} \). We let \( \mathcal{M}_\theta \) of locally finite transverse measures to the oriented leaf space \( \widehat{\mathcal{F}}_\theta \). We will now formally define the map \( \Psi_\theta : \mathcal{M}_\theta \to H^1 \). Given a measure \( \mu \in \mathcal{M}_\theta \), we define a linear map \( \Psi_\theta(\mu) : H_1(S, V, \mathbb{R}) \to \mathbb{R} \). This is the unique map for which \( \Psi_\theta(\mu)([\gamma]) = \mu(\gamma) \) if the homology class \( [\gamma] \) can be realized by a curve \( \gamma \) which has the property that whenever it crosses a leaf of \( \widehat{\mathcal{F}}_\theta \), it crosses with positive algebraic sign. We are following the convention that if the leaf of \( \widehat{\mathcal{F}}_\theta \) is vertical, then \( \gamma \) crosses with positive algebraic sign if it moves rightward across the leaf. This determines the values of \( \Psi_\theta(\mu) \) on a set which generates \( H_1(S, V, \mathbb{R}) \), and we extend linearly.
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Lemma A.5  Suppose the coding map given in Equation (A-1) is injective. Then the map \( \Psi_\theta \) is also injective.

**Proof**  We will utilize Proposition A.4 to translate the question to the shift space \( \Omega \). By Carathéodory’s extension theorem, a Borel measure on a shift space is determined by the measures of the cylinder sets. Let \( A \) be a cylinder set. Then \( \pi \circ \text{code}^{-1}(A) \) is a strip of trajectories which hit a sequence of specified edges of \( E \). Such a strip of trajectories is precisely the collection of trajectories which cross some specific saddle connection \( \sigma \) on \( S \). (Namely, the left and right sides of the strip must hit at least one vertex of an edge. Let \( P \) be a vertex on the left side and \( Q \) be a vertex on the right. Then \( \sigma = PQ \) is a saddle connection contained in the strip.) See Figure 7. Thus, if \( \nu \) is a shift invariant measure on \( \Omega \), and \( \mu \) is the corresponding transverse measure to \( \hat{\mathcal{F}}_\theta \), then \( \nu(A) = \mu(\sigma) \).

Observe that for all saddle connections \( \sigma \) and all \( \mu \in \mathcal{M}_\theta \), we have that

\[
\mu(\sigma) = |\Psi_\theta(\mu)([\sigma])|.
\]

Therefore we can recover the transverse measures of saddle connections from the image under \( \Psi_\theta \). The conclusion follows from Carathéodory’s extension theorem. \( \square \)
Recall that Lemma 6.1 stated that for a general translation surface, $S$, conservativity and aperiodicity of the straight line flow in direction $\theta$ implies the injectivity of $\Psi_{\theta}$.

**Proof of Lemma 6.1** If the straight line flow has no periodic trajectories and is conservative, then the coding map is injective by Proposition A.2. By Lemma A.5, we know $\Psi_{\theta}$ is also injective. \qed

Recall that Lemma 6.6 stated that for the surface $S = S(G, w)$ and for $m \in H^1$, $m \in \Psi_{\theta}(\mathcal{M}_{\theta})$ if and only if for every saddle connection $\sigma$ on $S$,

$$m([\sigma]) \neq 0 \quad \text{implies} \quad \text{sgn}(m([\sigma])) = \text{sgn}(\text{hol}(\sigma) \land \theta).$$

**Proof of Lemma 6.6** The “only if” part of the lemma follows directly from the definition of $\Psi_{\theta}$. See page 0. The “if” part follows from Carathéodory’s extension theorem again. Assume $m \in H^1$ satisfies Section A3 for every saddle connection $\sigma$. By Carathéodory’s extension theorem, we can define a unique measure $\mu$ on $\Omega$ by determining its value on cylinder sets. Define $f$ on the semiring of transversals generated by the saddle connections. We define $f(\sigma) = |m([\sigma])|$. This function is finitely additive because of the sign condition. Thus it extends uniquely to a measure on $\Omega$. The measure is shift invariant by the uniqueness provided by Carathéodory’s extension theorem. We can use Proposition A.4 to pull this measure back to a unique transverse invariant measure $\mu \in \mathcal{M}_{\theta}$ so that $\Psi_{\theta}(\mu) = m$. \qed

**Appendix B: Generalized Farkas’ theorem**

We will use a generalization of Farkas’ theorem given by Craven and Koliha [16, Theorem 2]. We will introduce some of their terminology and then give their result. Then we will apply this to prove Lemma 6.36.

If $X$ is a real vector space, its algebraic dual $X^\#$ is the collection of linear functionals $X \rightarrow \mathbb{R}$. $X^\#$ is also a real vector space and we have a bilinear pairing $\langle \cdot, \cdot \rangle : X \times X^\# \rightarrow \mathbb{R}$ given by $\langle x, f \rangle = f(x)$. A subset $X^+ \subset X^\#$ is said to separate points in $X$ if for any distinct $x_1, x_2 \in X$ there is a $f \in X^+$ such that $\langle x_1, f \rangle \neq \langle x_2, f \rangle$. The pair $\langle X, X^+ \rangle$ is a dual pair if $X^+$ is a subspace of $X^\#$ which separates points in $X$. The weak topology on $X$ with respect to the dual pair $\langle X, X^+ \rangle$ is the coarsest topology which makes each functional in $X^+$ continuous.

A convex cone in $X$ is a subset $S \subset X$ such that $S + S \subset S$ and $\alpha S \subset S$ for all $\alpha \geq 0$. If $\langle X, X^+ \rangle$ is a dual pair, then the anticone of $S$ is

$$S^+ = \{ f \in X^+ : \langle x, f \rangle \geq 0 \text{ for all } x \in S \}.$$
The invariant measures of some infinite interval exchange maps

The algebraic adjoint of a linear map \( M : X \to Y \) is the map \( M^\# : Y^\# \to X^\# \) defined by
\[
\langle x, M^\#(g) \rangle = \langle M(x), g \rangle.
\]

If \( \langle X, X^+ \rangle \) and \( \langle Y, Y^+ \rangle \) are dual pairs then the linear map \( M : X \to Y \) is weakly continuous if and only if \( M^\#(Y^+) \subset X^+ \). In this case we define the adjoint \( M^+ : Y^+ \to X^+ \) to be the restriction of \( M^\# \) to \( Y^+ \).

**Theorem B.1** (Generalized Farkas’ theorem [16, Theorem 2]) Let \( \langle X, X^+ \rangle \) and \( \langle Y, Y^+ \rangle \) be dual pairs, let \( S \subset X \) be a convex cone, and let \( M : X \to Y \) be a weakly continuous linear map. If \( M(S) \) is weakly closed then the following are equivalent conditions on \( b \in Y^+ \):

1. The equation \( Mx = b \) has a solution \( x \in S \).
2. If \( y^+ \in Y^+ \) satisfies \( M^+(y^+) \in S^+ \) then \( \langle b, y^+ \rangle \geq 0 \).

Lemma 6.36 is a special case of this theorem. Consider the dual pair \( \langle \mathbb{R}^\mathcal{V}, \mathbb{R}^\mathcal{V}_c \rangle \). Here the weak topologies are simply the topologies of pointwise convergence. We observe that the adjoint of the adjacency operator \( A : \mathbb{R}^\mathcal{V} \to \mathbb{R}^\mathcal{V} \) is just the restriction of \( A \) to \( \mathbb{R}^\mathcal{V}_c \). (As in the rest of the paper, we abuse notation by using \( A \) to refer to either of these maps.) In particular, \( A \) is weakly continuous. We will prove that the convex cone \( A(\mathcal{Q}_{++}) \) is weakly closed below. The anticone of \( \mathcal{Q}_{++} \subset \mathbb{R}^\mathcal{V} \) is precisely \( \mathcal{Q}_{++} \cap \mathbb{R}^\mathcal{V}_c \). By the theorem above, given any \( f \in \mathbb{R}^\mathcal{V} \), the following statements are equivalent:

1. The equation \( A(g) = f \) has a solution \( g \in \mathcal{Q}_{++} \).
2. If \( x \in \mathbb{R}^\mathcal{V}_c \) satisfies \( A(x) \in \mathcal{Q}_{++} \), then \( \langle f, x \rangle \geq 0 \).

This is precisely the conclusion of Lemma 6.36, which therefore follows from:

**Proposition B.2** The convex cone \( A(\mathcal{Q}_{++}) \subset \mathbb{R}^\mathcal{V} \) is weakly closed.

**Proof** Suppose \( \{g_i \in A(\mathcal{Q}_{++})\} \) is a sequence weakly converging to \( g_{\infty} \in \mathbb{R}^\mathcal{V} \). We must show that \( g_{\infty} \in A(\mathcal{Q}_{++}) \). We may choose \( f_i \in \mathcal{Q}_{++} \) such that \( A(f_i) = g_i \) for all \( i \). The idea of the proof is to use a Cantor diagonalization argument to produce a subsequence of \( \{f_i\} \) which converges to some \( f_{\infty} \), which necessarily lies in \( \mathcal{Q}_{++} \). Then we have \( A(f_{\infty}) = g_{\infty} \) by the weak-continuity of \( A \). And therefore \( g_{\infty} \in A(\mathcal{Q}_{++}) \).

We enumerate \( \mathcal{V} = \{v_1, v_2, \ldots\} \). We will first find a subsequence \( \{f_i(1, j)\}_j \) of \( \{f_i\} \) such that \( \lim_{j \to \infty} f_i(1, j) \) exists. Let \( w \) be a vertex adjacent to \( v_1 \). Then by the formula
for $A(f_i)$, we know $0 \leq f_i(v_1) \leq A(f_i)(w) = g_i(w)$. Moreover, $\lim_{i \to \infty} g_i(w) \to g_\infty(w)$. Thus for all but finitely many $i$ we have

$$0 \leq f_i(v_1) \leq g_\infty(w) + 1.$$ 

Thus by compactness of the interval $[0, g_\infty(w) + 1]$, we can find a subsequence $(f_i(1,j))_j$ of $(f_i)$ such that $\lim_{j \to \infty} f_i(1,j)$ exists. We repeat this argument inductively. For each $n \geq 1$, we can find a subsequence $(f_i(n+1,j))_j$ of $(f_i(n,j))_j$ such that $\lim_{j \to \infty} f_i(n+1,j)(v_{n+1})$ exists. Then the diagonal sequence $(f_i(n,n))_n$ satisfies $\lim_{n \to \infty} f_i(n,n)(v_j)$ exists for all $j$. We set $f_\infty = \lim_{n \to \infty} f_i(n,n)$ and proceed as in the previous paragraph. 

\[\square\]

Appendix C: The Martin boundaries of a graph

In this section, we will briefly review some relevant facts about the Martin boundaries of the adjacency operator of an infinite connected graph $G$ with bounded valence. The main goal of this section is to state facts we will use in later appendices. We will follow the surveys [34] and [48]. The reader is especially encouraged to refer to [34], because it specifically discusses the adjacency operator. The book [48] deals exclusively with stochastic matrices. However, our discussion of the adjacency operator can be reduced to the discussion of stochastic matrices; see Remark C.8 below.

We may view the adjacency operator as an infinite matrix. For $v, w \in V$ and for $n$ a nonnegative integer, we define the nonnegative number

$$A_{v,w}^{(n)} = \langle A^n(e_w), e_v \rangle \in \mathbb{R},$$

where $e_v$ denote the function $V \to \mathbb{R}$ which is one at $v$ and zero elsewhere. This means that we can write

$$A^n(f) = \sum_{v \in V} \sum_{w \in V} A_{v,w}^{(n)} f(w)e_v.$$ 

Given a $\lambda > 0$, we define the matrix $R_\lambda = \frac{1}{\lambda} \sum_{n=0}^{\infty} (\frac{1}{\lambda} A)^n$. For $\lambda$ small this sum will diverge. But there is a real constant $r > 0$ for which $R_\lambda$ has all finite entries for all $\lambda > r$, and $R_\lambda$ has all infinite entries for $\lambda < r$. By definition, this constant $r$ coincides with the spectral radius of the action of $A$ on $\ell^2(V)$.

Note that whenever it exists, the matrix $R_\lambda$ satisfies the equation

(C-1) \hspace{1cm} \lambda R_\lambda = AR_\lambda + I.

From this point of view, the columns $R_\lambda(e_v)$ for $v \in V$ are nearly positive eigenfunctions with eigenvalue $\lambda$. 
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We have not explained what happens for $\lambda = r$. $A$ is called $r$–transient if $R_r$ has all finite entries, and $A$ is called $r$–recurrent if $R_r$ has all infinite entries. No other possibilities can occur. In the $r$–recurrent case, we might try to compute the matrix

$$L = \lim_{n \to \infty} \frac{1}{r^n} A^n.$$ 

This limit always exists. We say that $A$ is $r$–null if all entries of $L$ are zero, and $r$–positive if all entries are nonzero. Again, no other possibilities can occur. In the $r$–positive case, the columns of $L$ are positive eigenfunctions. Moreover, since $L^2 = L$, these eigenfunctions lie in $\ell^2(\mathcal{V})$. It turns out that all columns are multiples of one another.

**Theorem C.1** [34, Theorem 6.2] If $A$ is $r$–recurrent, then there is a positive solution to the equation $A(f) = r f$. This solution is unique up to scaling.

The following treats the even more special $r$–positive case.

**Theorem C.2** [34, page 215] $A$ is $r$–positive if and only if $A$ has a positive eigenfunction in $\ell^2(\mathcal{V})$. If there is such an eigenfunction, its eigenvalue coincides with the spectral radius $r$.

**Definition C.3** (Martin kernel) Suppose that $\lambda > r$ or that $\lambda = r$ and $A$ is $r$–transient. Choose a root vertex $o \in \mathcal{V}$. The $\lambda$–Martin kernel is the matrix satisfying

$$K_\lambda : \mathcal{V} \to \mathbb{R}, \quad (v, w) \mapsto \frac{R_\lambda(e_w)(v)}{R_\lambda(e_w)(o)}.$$ 

We may view $K_\lambda$ as a modification of the matrix $R_\lambda$ where all columns have been rescaled so that the row associated to the root consists of all ones. Any nontrivial pointwise limit of the columns $K_\lambda(e_w)$ of $K_\lambda$ produces a positive eigenfunction by Equation (C-1).

**Definition C.4** (Martin boundary) The $\lambda$–Martin compactification $\mathcal{V}_\lambda$ of the vertex set $\mathcal{V}$ is the smallest compactification of $\mathcal{V}$ to which the function $\mathcal{V} \to \mathbb{R}^\mathcal{V}, \quad w \mapsto K_\lambda(e_w)$

extends continuously. The $\lambda$–Martin boundary is $\mathcal{M}_\lambda = \mathcal{V}_\lambda \setminus \mathcal{V}$, and if $\zeta \in \mathcal{M}_\lambda$ we use $k_\zeta$ to denote the image of $\zeta$ under this extension.

It follows from the above discussion that if $\zeta \in \mathcal{M}_\lambda$, we have $A k_\zeta = \lambda k_\zeta$. 
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**Definition C.5** (Minimal Martin boundary) A point \( \zeta \in \mathcal{M}_\lambda \) is called *minimal* if whenever \( \eta_1, \eta_2 \in \mathcal{M}_\lambda \) and \( 0 < t < 1 \) satisfy
\[
t k \eta_1 + (1-t) k \eta_2 = k \zeta,
\]
we have \( \zeta = \eta_1 = \eta_2 \). We use \( \mathcal{M}_\lambda^{\text{min}} \subset \mathcal{M}_\lambda \) to denote the set of all minimal \( \zeta \in \mathcal{M}_\lambda \). The subset \( \mathcal{M}_\lambda^{\text{min}} \subset \mathcal{M}_\lambda \) is a Borel subset.

From the Poisson–Martin representation theorem 6.47, we have the following.

**Corollary C.6** The function \( \mathcal{M}_\lambda \to \mathbb{R}^V; \zeta \mapsto k \zeta \) restricts to a bijection between the minimal Martin boundary and the extremal positive eigenfunctions of \( A \) with eigenvalue \( \lambda \) which take the value 1 at the root vertex \( o \).

Since an infinite set with a discrete topology is not compact, we have the following which yields an alternate definition of \( r \) in terms of positive eigenfunctions.

**Corollary C.7** There exists a positive function satisfying \( A(f) = \lambda f \) for all \( \lambda > r \) and for \( \lambda = r \) when \( A \) is \( r \)-transient.

**Remark C.8** (Reduction to the stochastic case) Much of the literature on this subject is concerned with *stochastic matrices* \( P \), which are defined to have the property that \( P(1) = 1 \). In this case, functions \( w \) satisfying \( P(w) = w \) are called *harmonic*. Suppose we have a positive function \( f \in \mathbb{R}^V \) satisfying \( A(f) = \lambda f \). Define \( D \) to be diagonal matrix with \( f(v) \) in the diagonal entry associated to \( v \in V \). Consider the matrix \( P = (1/\lambda) D^{-1} A D \). The matrix \( P \) is easily seen stochastic. Moreover, if \( g \) is another function satisfying \( A(g) = \lambda' g \), then \( P(D^{-1} g) = (\lambda'/\lambda) D^{-1} g \). And conversely, if \( h \) satisfies \( (\lambda'/\lambda) P(w) = w \) then \( A(D w) = \lambda' D w \). Therefore \( D \) induces a linear bijection between the eigenfunctions of \( P \) with eigenvalue \( \lambda'/\lambda \) and the eigenfunctions of \( A \) with eigenvalue \( \lambda' \). This map also respects the definitions above.

**Appendix D: Cylinder decompositions of translation surfaces**

Up to the affine group, a surface arises from Thurston’s construction if and only if the surface has a pair of cylinder decompositions, each of which supports an affine multitwist. We use this in later appendices to give a more geometrically natural view of our main results.

Let \( S \) be a translation surface as defined in Section 3.1. An *open cylinder* in \( S \) is a subset of \( S \) isometric to \( \mathbb{R} / k \mathbb{Z} \times (0,h) \). The constants \( k \) and \( h \) are called the
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circumference and height of the cylinder, respectively. Recall from Section 3.4, the modulus of a cylinder is the ratio $h/k$. A cylinder decomposition of $S$ in direction $u \in S^1 \subset \mathbb{R}^2$ is a collection $C = \{C_i : u \in \mathcal{I}\}$ of disjoint open cylinders in $S$ whose circumferences are parallel to $u$ and whose closures cover $S$. We will call $C$ infinite if $C$ is an infinite set. We call $C$ twistable if there is a positive constant $\kappa$ so that $\kappa m_i \in \mathbb{Z}$ where $m_i$ is the modulus of the cylinder $C_i$ with $i \in \mathcal{I}$. We call the minimal such $\kappa$ the twisting constant. A surface with a twistable cylinder decomposition supports an affine multitwist which preserves the partition into cylinders given by the decomposition. See [46, Section 9].

Proposition D.1 (Cylinder decompositions and Thurston’s construction) Suppose translation surface $S_0$ has two twistable cylinder directions: a cylinder decomposition $C$ in direction $u \in S^1$ with twisting constant $\kappa$, and a cylinder decomposition $C'$ in direction $u' \in S^1$ not parallel to $u$ with twisting constant $\kappa'$. Then there is a connected, bipartite ribbon graph $\mathcal{G}$ with bounded valence and a positive eigenfunction $w$ with eigenvalue $\lambda = \sqrt{\kappa \kappa'} |u \wedge u'|$ so that $S_0$ is affinely equivalent to $S(\mathcal{G}, w)$. Concretely, we have that $S_0$ is translation equivalent to the image of $S(\mathcal{G}, w)$ under a linear map $A: \mathbb{R}^2 \to \mathbb{R}^2$ so that $A(\lambda, 0) = \sqrt{\kappa} u$ and $A(0, \lambda) = \sqrt{\kappa'} u'$.

Sketch of proof By possibly subdividing the cylinders in the two decompositions, we can assume that all cylinders in decomposition $C$ have modulus $1/\kappa$, and all cylinders in $C'$ have modulus $1/\kappa'$. A calculation reveals that the image of a cylinder in direction $u$ of modulus $1/\kappa$ under the linear map $A^{-1}$ is a horizontal cylinder with modulus $1/\lambda$. Similarly, the image of a cylinder in direction $u'$ under $A^{-1}$ is a vertical cylinder with modulus $1/\lambda$. Then the combinatorics of how the cylinders intersect on $A^{-1}(S_0)$ determines the ribbon graph $\mathcal{G}$, and the widths of the cylinders determine the eigenfunction $w$. \hfill \Box

Definition D.2 Suppose $S$ has two twistable cylinder decompositions, $C$ and $C'$, and let $\mathcal{G}$, $w$, $\lambda$, and $A$ be as above. We will say that a direction $\theta \in S^1$ is $(C, C')$–renormalizable if the vector $A^{-1}(\theta)$ points in a $\lambda$–renormalizable direction.

The point of the above is that statements that hold for $\lambda$–renormalizable directions also hold for $(C, C')$–renormalizable directions. The only difference is an affine change of coordinates. For applying our ergodic measure characterization theorem 4.5, we need to consider is when the associated graph has a vertex of valence one. This is dealt with as below:
Proposition D.3 (Valence-one condition) Suppose $S$ has two twistable cylinder decompositions, $C$ and $C'$, with twisting constants $\kappa$ and $\kappa'$, respectively. Let $G$ be the graph constructed using Proposition D.1. Then $G$ has a vertex of valence one if and only if one of the following holds:

- There is a cylinder of $C$ which intersects only one cylinder of $C'$ counting multiplicity, and the cylinder intersected has modulus $1/\kappa'$.
- There is a cylinder of $C'$ which intersects only one cylinder of $C$ counting multiplicity, and the cylinder intersected has modulus $1/\kappa$.

Discussion of proof As mentioned in the proof of Proposition D.1, we first subdivide cylinders so that they have moduli $1/\kappa$ or $1/\kappa'$. The graph is given by the intersection pattern of such cylinders, so the condition that a vertex is $1$–valent is equivalent to the associated cylinder intersecting only one other cylinder counting multiplicity.

We note that the valence-one condition is not stable under subdivision. A cylinder $\mathbb{R}/k\mathbb{Z} \times (0, h)$ can be cut into two half cylinders, namely $\mathbb{R}/k\mathbb{Z} \times (0, h/2)$ and $\mathbb{R}/k\mathbb{Z} \times (h/2, h)$. Given a cylinder decomposition $C$, we can get a new cylinder decomposition in the same direction by cutting each cylinder of $C$ in half.

Corollary D.4 Suppose that $S$ has two twistable cylinder decompositions, $C$ and $C'$. Suppose the graph obtained from $C$ and $C'$ as in Proposition D.1 has a vertex of valence one. Then the graph associated to the two decompositions formed by cutting each cylinder in $C$ and $C'$ in half has no vertices of valence one.

Sketch of proof Observe that the neither criterion of Proposition D.1 can hold for the subdivided cylinder decomposition.

In particular, our ergodic measure characterization theorem 4.5 can still be used even if a graph $G$ has a vertices of valence one. We must subdivide cylinders, which has the effect of changing $G$ and decreasing the set of renormalizable directions. This set still has Hausdorff dimension larger than $\frac{1}{2}$. (See Remark 4.1.)

Appendix E: Infinite interval exchange transformations

In this appendix, we describe some natural infinite interval exchange maps to which our results apply. Given any surface produced from Thurston’s construction, the return map of the straight-line flow $F^t_0$ to the horizontal boundaries of rectangles is an infinite interval exchange map. So our results hold generally for such infinite IETs which arise from flows in renormalizable directions. But in this appendix we will describe some examples which seem more natural from the point of view of infinite IETs which have been studied by other authors.
E1: Skew products

A well studied class of infinite IETs comes from the construction of skew product transformations. Let \( \tau: I \to I \) be a finite IET, let \( G \) be a countably infinite discrete group, and let \( \psi: I \to G \) be a function which is locally constant away from finitely many discontinuities. Then we define the skew product of \( \tau \) and \( \psi \) to be

\[
T: I \times G \to I \times G \quad \text{defined by} \quad T(x, g) = (\tau(x), \psi(x)g).
\]

We consider \( T \) an infinite IET, because \( T \) is an orientation preserving piecewise isometry of a space piecewise isometric to an interval in \( \mathbb{R} \).

E2: Maharam measures

Let \( T \) be a skew product of \( \tau \) and \( \psi \) as above. Let \( h: I \to \mathbb{R}_+ \) be a Borel measurable map to the positive real numbers. We call a probability measure \( \mu \) an \( (h, \tau) \)-conformal measure if \( \mu \circ \tau \) is absolutely continuous with respect to \( \mu \) and the Radon–Nikodym derivative satisfies

\[
\frac{d\mu \circ \tau}{d\mu}(x) = h(x) \quad \text{for} \quad \mu\text{-ae} \ x \in I.
\]

Let \( \chi: G \to \mathbb{R} \) be a group homomorphism, and suppose that \( \mu \) is a \( (e^{\chi \circ \psi}, \tau) \)-conformal Borel probability measure. For each \( g \in G \), consider the maps \( \pi_g: I \to I \times G \) given by \( \pi_g(x) = (x, g) \). The \( \chi \)-Maharam measure associated to \( \mu \) and \( \chi \) is the measure \( \tilde{\mu}_\chi \) on \( I \times G \) defined so that

\[
\tilde{\mu}_\chi \circ \pi_g = \frac{1}{e^{\chi(g)}} \mu.
\]

Such a measure is always invariant under the skew product transformation \( T \). The scaling factor of \( \chi \) from \( (e^{\chi \circ \psi}, \tau) \)-conformality cancels with the \( 1/e^\chi \) factor that arises from the change in the \( G \)-coordinate under \( T \). Note that some scalar multiple of Lebesgue measure is \( \chi \)-Maharam measure where \( \chi \) is the trivial group homomorphism. Note also that Maharam measures are normalized in the sense that \( \tilde{\mu}(I \times \{e\}) = 1 \), where \( e \in G \) denotes the identity element.

E3: Skew rotations

A skew rotation is the skew product of a rotation \( \tau: [0, 1) \to [0, 1) \) given by \( \tau(x) = x + \alpha \mod 1 \) and some \( \psi: I \to G \) as described above. Let \( n \geq 2 \) be an integer and choose generators \( \gamma_1, \ldots, \gamma_n \in G \). We will consider the special case when \( \psi \) is defined so that \( \psi(x) = \gamma_i \) if and only if \( x \in \left[ \frac{i-1}{n}, \frac{i}{n} \right) \). In general, such a skew rotation is not even recurrent. (Consider the case when \( \gamma_1, \ldots, \gamma_n \) freely generate.) It is therefore natural to impose a no-drift condition. We choose to highlight the no-drift condition

\[
\gamma_n \gamma_{n-1} \cdots \gamma_1 = e,
\]
in this paper, but other choices could be made to produce similar results.

The best studied system of this form is the case when $G = \mathbb{Z}$, $n = 2$, $\gamma_1 = 1$ and $\gamma_2 = -1$. Ergodicity of this skew rotation was proved for some irrational $\alpha$ by Schmidt [38, Theorem 2.6], and later shown to hold for all irrational $\alpha$ by Conze and Keane [15]. In [2, Theorem 1.4], the following was proved:

**Theorem E.1** (Aaronson–Nakada–Sarig–Solomyak) Let $T_\alpha$ be the skew rotation where $\alpha$ is irrational, $G = \mathbb{Z}$, $n = 2$, $\gamma_1 = 1$ and $\gamma_2 = -1$.

1. For every group homomorphism $\chi$, there is a unique $\chi$–Maharam measure which is invariant under $T_\alpha$.
2. Each Maharam measure for $T_\alpha$ is ergodic.
3. All locally finite ergodic $T_\alpha$–invariant measures are scalar multiples of Maharam measures.

In Appendix G, we will prove the following generalization.

**Theorem E.2** (Nilpotent case) Let $G$ be a nilpotent group generated by $\gamma_1, \ldots, \gamma_n$ and satisfying Equation (E-3). Then statements (1)–(3) of the above theorem hold for the corresponding skew rotation $T_\alpha$ whenever the unit vector in direction $(\alpha \cdot 1/n, 1/n)$ is $n$–renormalizable.

This theorem implies Theorem E.1, because the set of 2–renormalizable directions is the directions of irrational slope. For $n > 2$, the above theorem gives all but countably many $\alpha$ in a Cantor set of Hausdorff dimension bigger than $\frac{1}{2}$. (See Remark 4.1 for a description of the sizes of the set of $n$–renormalizable directions.)

**E4: Skew rotations from translation surfaces**

The goal of this section is to explain that the skew rotations $T_\alpha$ defined in the prior subsection appear as return maps to a section of the straight line flow on an infinite translation surface. The definition of $T_\alpha$ requires the choice of an infinite discrete group $G$ and a choice of generators $\gamma_1, \ldots, \gamma_n$ so that $\gamma_n \cdots \gamma_1 = e$. We then define $\tau: [0, 1) \to [0, 1)$ to be a rotation and $\psi: [0, 1) \to G$ to be so that

$$\psi(x) = \gamma_i \text{ if } x \in \left[ \frac{i-1}{n}, \frac{i}{n} \right).$$

(E-4)

This determines a skew product $T': [0, 1) \times G \to [0, 1) \times G$ as in Equation (E-1).

We will use the same data to define a translation surface. Let $C$ denote the cylinder $\mathbb{R}/\mathbb{Z} \times [0, 1/n]$ with a decomposition into $n$ squares and $n$ top and bottom edges.
labeled $t_1, \ldots, t_n$ and $b_1, \ldots, b_n$. See Figure 8. We apply the label $t_i$ to the segment $[(i-1)/n, i/n] \times \{1/n\} \subset C$ and $b_i$ to the segment $[(i-1)/n, i/n] \times \{0\} \subset C$. We let $S$ be the translation surface $G \times C / \sim$, where $\sim$ is a gluing of edges. For each $i \in \{1, \ldots, n\}$ and $g \in G$, we glue edge $t_i$ of cylinder $\{g\} \times C$ to edge $b_{i+1 \mod n}$ of cylinder $\{\gamma_1 g\} \times C$ by parallel translation. Our surface has a decomposition into vertical cylinders as well, because a flow in the vertical direction results in passing through edges in the order $t_i, t_{i+1}, \ldots, t_{i+n-1}$ with subscripts written modulo $n$. This results in visiting a list of horizontal cylinders of the form

(E-5)  \[ \{g\} \times C, \quad \{\gamma_1 g\} \times C, \quad \{\gamma_{i+1} \gamma_i g\} \times C, \quad \ldots, \quad \{\gamma_{i+n-1} \cdots \gamma_1 g\} \times C. \]

By our assumed group relation, $\gamma_{i+n-1} \cdots \gamma_i g = g$ and the vertical trajectory returns to its starting point after crossing $n$ horizontal edges. That is, we have a vertical decomposition into cylinders of inverse modulus $n$ as well. In particular, $S$ is of the form $S(G, \mathbf{w}_n)$, where $G$ is the valence-$n$ cylinder intersection graph and $\mathbf{w}_n \in \mathbb{R}^V$ is the constant function with value $1/n$. This is an eigenfunction of eigenvalue $\lambda = n$.

Note that, if we choose the trajectory to start on the edge labeled $t_1$ of $g \times C$, then it passes through the cylinders

(E-6)  \[ \{\eta_1 g\} \times C, \quad \{\eta_2 g\} \times C, \quad \ldots, \quad \{\eta_n g\} \times C, \]

where the group elements $\eta_i$ are defined to be

(E-7)  \[ \eta_1 = e, \quad \eta_2 = \gamma_1 \quad \text{and} \quad \eta_i = \gamma_{i-1} \cdots \gamma_2 \gamma_1 \quad \text{for} \ 2 \leq i \leq n. \]

We will describe the graph $G$ obtained by this construction. The horizontal cylinders and hence the nodes of the graph in $\mathcal{A}$ are identified with the group $\mathbb{G}$. We use $a_g \in \mathcal{A}$ to denote the node associated to $g \in G$. If $x$ is a point of $t_1$ the vertical straight line flow crosses the cylinders as described by Equation (E-6). Every vertical cylinder passes through some $t_1$. Thus the vertical cylinders can by identified by an ordered $n$–tuple of the form

(E-8)  \[ [g] = (\eta_1 g, \eta_2 g, \ldots, \eta_n g) \in \mathbb{G}^n. \]
We denote the vertex associated to this cylinder by $b_g \in \mathcal{B}$. Finally the collection of edges is given by the condition

\[(E-9) \quad a_g \sim b_{g'} \text{ if and only if } g = \eta_i g' \text{ for some } 1 \leq i \leq n.\]

Hence edges correspond to the choice of a $n$–tuple of $[g] = (\eta_1 g, \eta_2 g, \ldots, \eta_n g)$ and an element $\eta_i g$ of the $n$–tuple. This choice refers to the edge $a_{\eta_i g} b_g$. The ribbon graph structure is given by

\[
N(a_{\eta_i g} b_g) = a_{\eta_{i+1} g} b_g \quad \text{and} \quad \mathcal{E}(a_{\eta_i g} b_g) = a_{\eta_i g} b_{\eta_{i+1}^{-1} \eta_i g},
\]

where subscript addition is taken modulo $n$.

**Proposition E.3** Let $\mathbb{G}$ be a discrete group with generators $\gamma_1, \ldots, \gamma_n \in \mathbb{G}$ satisfying the relation given in Equation (E-3). Define $\mathcal{G}$ from this data as in the above paragraphs. Consider embedding $\phi: \mathbb{R}/\mathbb{Z} \times \{g\} \to S(\mathbb{G}, w_{\perp})$ which sends the interval $[(i-1)/n, i/n] \times \{g\}$ to the top edge $t_i$ of the cylinder $\{g\} \times C$. Let $T$ be the skew rotation determined by a rotation $\tau(x) = x + \alpha \mod 1$ and the map $\psi: [0, 1) \to \mathbb{G}$ as in Equation (E-4). Then the embedding $\phi$ conjugates the skew rotation $T$ to the return map of the straight-line flow $F_\theta^t$ in direction $\theta = (\alpha - \frac{1}{n}, \frac{1}{n})/\|(\alpha - \frac{1}{n}, \frac{1}{n})\|$. 

**Proof** Consider the point $(x, g) \in [0, 1) \times \mathbb{G}$. We must show that $\phi \circ T(x, g)$ is the image of $\phi(x, g)$ under the return map of the straight-line flow. Assume $x \in [(i-1)/n, i/n)$. Observe that $\theta$ has positive $y$–coordinate. So flowing $\phi(x, g)$ in the direction of $\theta$ immediately moves into the cylinder $\{\gamma_1 g\} \times C$ through the bottom edge $b_{i+1}$, with subscript addition taken modulo $n$. The point $\phi(x, g)$ is identified with the point with coordinates $(x + \frac{1}{n}, 0)$ of $\{\gamma_1 g\} \times C$, where the $x$–coordinate is taken modulo 1. Continuing flowing in direction $\theta$ we reach the point $(x + \alpha, 1/n)$ on the top of the cylinder $\{\gamma_1 g\} \times C$. This point coincides with $\phi \circ T(x, g)$ as desired. □

As a consequence, we see that whenever the direction $(\alpha - \frac{1}{n}, \frac{1}{n})/\|(\alpha - \frac{1}{n}, \frac{1}{n})\|$ is $n$–renormalizable, we can say something about the measures of the associated infinite IET. For later use, we give this set of $\alpha$ a name:

\[(E-10) \quad \Omega_n = \{\alpha : (\alpha - \frac{1}{n}, \frac{1}{n})/\|(\alpha - \frac{1}{n}, \frac{1}{n})\| \text{ is } n\text{–renormalizable}\}.
\]

Recall that $\lambda$–renormalizable directions were defined in Section 4.1.

To conclude this section, we work out a special case of our skew rotation. We consider the case when our no-drift relation is the only relation in our group. This will lead to a primary example considered in Appendix F. See Theorem F.5.
Proposition E.4 Suppose $G = \langle \gamma_1, \ldots, \gamma_n \mid \gamma_n \cdots \gamma_1 = e \rangle$. Then the associated bipartite graph $G$ constructed above is the valence-$n$ tree.

Proof From the above remarks we know $G$ is $n$–valent. We must show that the graph contains no homotopically nontrivial loops. Observe that the elements $\eta_2, \ldots, \eta_n$ defined in Equation (E-7) freely generate the group $G$, while $\eta_1 = e$. Note that there is a unique way to write each element $g \in G$ as a product of the generators $\eta_2, \ldots, \eta_n$ and their inverses which minimizes the word length. Moreover, if we have a word written as a product of $\eta_2, \ldots, \eta_n$ and their inverses, then this product is the minimal one unless there is a pair of adjacent terms of the form $\eta_i \eta_i^{-1}$ or $\eta_i^{-1} \eta_i$ with $i \in \{2, \ldots, n\}$.

Recall that $\mathcal{A}$ is identified with $G$ and points in $B$ correspond to $n$–tuples in $B$ of the form $[g] = (\eta_1 g, \ldots, \eta_n g, g)$. See Equation (E-8). The elements of an $n$–tuple in $B$ correspond to adjacent vertices in $\mathcal{A}$.

Consider a nonbacktracking path in $G$ starting at $a_e$. Denote this sequence

$$a_0 \sim b_0 \sim a_1 \sim b_1 \sim a_2 \sim \cdots.$$ 

By nonbacktracking we mean that $a_i \neq a_{i+1}$ and $b_i \neq b_{i+1}$ for all $i$. For each $i \geq 0$, there is a group element $g_i$ so that $a_i = a g_i$. Similarly, let $h_i \in G$ be so that $b_i = b h_i$.

We claim that the word length (measured with respect to the generators $\eta_2, \ldots, \eta_n$) of $g_i$ is strictly increasing in $i$. If this is true, then a nonbacktracking path can not close up. So there are no homotopically nontrivial loops. We prove this by induction. Since $g_0 = e$, we see that

$$h_0 = \eta_i^{-1}(0)$$

for some choice of $i(0) \in \{1, \ldots, n\}$. Then we have that $g_1$ lies in the list $[h_0]$. Therefore we have $g_1 = \eta_j(0) \eta_i^{-1}(0)$ for some $j(0)$. Since $g_1 \neq g_0$, we must have that $i(0) \neq j(0)$. Since only one of $i(0)$ or $j(0)$ can equal 1, we see $g_1 \neq e$ so the word length has gone up. More generally, we see that for each $m$, there are distinct $i(m+1)$ and $j(m+1)$ so that

$$h_m = \eta_i^{-1}(m) g_{m-1} \quad \text{and} \quad g_{m+1} = \eta_j(m) \eta_i^{-1}(m) g_{m-1}.$$ 

Also $h_m = \eta_i^{-1}(m) \eta_j(m-1) h_{m-1}$ and $h_m \neq h_{m-1}$ implies that $i(m) \neq j(m-1)$ for all $m$. Therefore, for each $m$, we can write

$$g_{m+1} = \eta_j(m) \eta_i^{-1}(m) \cdots \eta_j(0) \eta_i^{-1}(0),$$

and we have $j(k) \neq i(k)$ and $i(k+1) \neq j(k)$ for all $k$. We claim that aside from removing terms of the form $\eta_1 = e$ and $\eta_1^{-1} = e$ there can be no cancellation to reduce the word length. No adjacent terms can be canceled because $j(m) \neq i(m)$ and
\(i(m + 1) \neq j(m)\) for all \(m\). Moreover, we can have no “canceling sandwiches” of the form \(\eta_i^{\pm_1} \eta_i^{-1}\) or \(\eta_i^{-1} \eta_i^{\pm_1}\), because the sign of the exponent in the terms in the product is alternating. Therefore, all simplification is simply the removal of terms of the form \(\eta_i^{\pm_1}\) as claimed. Now we see that the word length of \(g_m\) is at least one larger than \(g_m^{-1}\), since \(g_m = \eta_{j(m)}^{-1} \eta_{i(m)} g_{m-1}\) and we have either \(j(m) \neq 1\) or \(i(m) \neq 1\). This proves the increasing word length claim.

**Appendix F: Translation surfaces and hyperbolic graphs**

A graph is called \textit{hyperbolic} if it is \(\delta\)-hyperbolic as a metric space equipped with the edge metric for some \(\delta > 0\). We refer the reader to [8, Section 8.4] for the definition of and background for \(\delta\)-hyperbolicity. If \(G\) is hyperbolic, we can compactify \(G\) with the \(\delta\)-hyperbolic boundary \(\partial_{\text{hyp}} G\).

**Theorem F.1** [48, Theorem IV.27.1] Suppose the graph \(G\) is hyperbolic, and let \(\lambda > r\). Then every point in \(M_{\lambda}\) is minimal and \(M_{\lambda}\) is homeomorphic to \(\partial_{\text{hyp}} G\).

**Example F.2** Consider the graph \(G\) given in Figure 9. The eigenfunction \(w\) given in the figure lies in \(\ell^p(V)\) for \(p \in [1, \infty]\). We conclude that \(A\) is \(r\)-positive and that the spectral radius is the associated eigenvalue \(r = 3\sqrt{2}/2\). By Theorem C.1, we conclude that the only positive functions satisfying \(A(f) = rf\) are the multiples of the function \(w\). For \(\lambda > r\), we may apply Theorem F.1. In the case of a tree, the hyperbolic boundary of \(G\) is homeomorphic to the space of ends of \(G\). In this case, we have exactly 3 ends. We conclude the space of positive functions satisfying \(A(f) = \lambda f\) is linearly isomorphic to the cone on a triangle; we have 3 such extremal eigenfunctions up to scaling. One such function is given in Figure 10; the others are the same up to the automorphism group of the graph. The space of all extremal positive eigenfunctions which take the value one at the root is homeomorphic to the graph itself. Using our measure characterization, this information determines the ergodic invariant measures for the straight-line flow in a \(r\)-renormalizable direction on the surface \(S(G, w)\) of Figure 9.

The theorem above leaves open the question of what the Martin boundary is in the case that \(\lambda = r\) and \(A\) is \(r\)-transient. In the special case of trees, we have an answer.

**Theorem F.3** [35, page 459] If \(G\) is a tree and \(A\) is \(r\)-transient with \(\lambda \geq r\) or if \(A\) is \(r\)-recurrent and \(\lambda > r\), then every point in \(M_{\lambda}\) is minimal and \(M_{\lambda}\) is homeomorphic to the space of ends of \(G\) (which is also homeomorphic to \(\partial_{\text{hyp}} G\)).
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Figure 9: A surface $S(G, w)$ with finite area. Labeled and opposite unlabeled edges are glued by horizontal or vertical translations. At left, the graph $G$ is shown with the positive eigenfunction $w$ which lies in $\ell^p(V)$ for all $p \in [1, \infty]$.

Figure 10: An extremal positive eigenfunction is given above with eigenvalue $\lambda = t + t^{-1}$ when we set $a = (t - 2t^{-1})/(t - t^{-1})$.

Remark F.4 As far as the author knows, there is no general description of the Martin boundary of a hyperbolic graph $G$ in the case that $\lambda = r$, even in the particular case when $G$ is the Cayley graph of a Gromov hyperbolic group.

Theorem F.5 (Nonabelian free case) Let $n \geq 3$ and let $\mathbb{G}$ be the nonabelian free group of rank $n - 1$ generated by $\gamma_1, \ldots, \gamma_{n-1}$ and define $\gamma_n = (\gamma_{n-1}\gamma_{n-2} \cdots \gamma_1)^{-1}$ so that the no-drift condition of Equation (E-3) is satisfied. Let $\Omega_n \subset [0, 1)$ be as in Equation (E-10). Then, for every $\alpha \in \Omega_n$, the following holds for the associated skew product $T_\alpha$:

1. $T_\alpha$ is conservative but no Maharam measure is ergodic (including Lebesgue measure).
(2) Points in the projectivization of the space of locally finite ergodic $T_\alpha$–invariant measures are in bijective correspondence with the Cartesian product of a ray $[0, \infty)$ and the Gromov boundary of $\mathbb{G}$.

**Proof of Theorem F.5** By Propositions E.3 and E.4, the skew product $T_\alpha$ with $\alpha \in \Omega_n$ described in the theorem is the return map of the straight-line flow $F^t_\theta$ in a direction $\theta \in \mathcal{R}_\lambda$ on the surface $S(\mathcal{G}, w^{\frac{1}{n}})$, where $\mathcal{G}$ is the valence-$n$ tree. By Theorem 6.4, this flow is conservative. Theorem 4.5 characterizes the locally finite ergodic transverse measures to the foliations $\mathcal{F}_\theta$. Such measures are in bijective correspondence with positive eigenfunctions of the adjacency operator. The spectral radius of $\mathcal{G}$ is $r = 2\sqrt{n-1}$ (see [34, page 225]) and the graph is known to be $r$–transient when $n > 2$ (see [48, page 10]). Therefore Theorem F.3 characterizes the positive eigenfunctions (normalized to take the value 1 at the root node) in terms of the choice of a $\lambda \geq r$ and the choice of a point in the Gromov boundary of the graph. This bijection then extends to projective equivalence classes of locally finite ergodic invariant transverse measures by Theorem 4.5 and to the skew rotation by restricting these measures to the section of horizontal edges of rectangles. 

**Appendix G: Surfaces with cocompact nilpotent actions**

**G1: Eigenfunctions of graphs with nilpotent actions**

For the following is a variant of a theorem of Margulis [29].

**Theorem G.1** (Margulis) Let $\mathcal{G}$ be a nilpotent group acting cocompactly by graph automorphisms on the graph $\mathcal{G}$. Let $f \in \mathbb{R}^V$ be an extremal positive eigenfunction for the adjacency operator. Then for all $g \in \mathcal{G}$, the quantity $f \circ g(v)/f(v)$ is independent of the choice of $v \in V$. Moreover, the function $h: \mathcal{G} \rightarrow \mathbb{R}$ given by $h(g) = \log(f \circ g(v)/f(v))$ is a group homomorphism to $\mathbb{R}$. The map $f \mapsto h$ is a bijection from extremal positive eigenfunctions which take the value 1 at an arbitrary chosen root node of $\mathcal{G}$ to the collection of homeomorphisms $\mathcal{G} \rightarrow \mathbb{R}$.

Our formulation of the result does not appear in the literature. However, it follows quickly from the following version:

**Theorem G.2** [48, Theorem 25.8] Let $\mathcal{G}$ be a locally finite, connected graph, and let $P$ be a stochastic matrix determining a random walk on $\mathcal{G}$. Suppose the automorphism group of the pair $(\mathcal{G}, P)$ contains a discrete nilpotent group $\mathcal{G}$ which acts cocompactly on $\mathcal{G}$. Then for any extremal positive eigenfunction $f: \mathbb{R}^V \rightarrow \mathbb{R}$ and every $v \in V$, the function $h_v: \mathcal{G} \rightarrow \mathbb{R}$ given by $h_v(g) = \log(f \circ g(v)/f(v))$ is a group homomorphism.
Discussion of proof of Theorem G.1 This theorem is sufficiently different from Theorem G.2 that it warrants some discussion. First of all, Woess’ statement involves stochastic matrices, but this can be resolved by Remark C.8. Second, Woess only states that for each $v$, the function

$$h_v(v) = \log(f \circ g(v)/f(v))$$

is a group homomorphism. To see that this is independent of the choice of $v$, take an adjacent vertex $w$. We will use the fact that since $Af = \lambda f$, whenever $a \sim b$ we have $\lambda^{-1} f(b) \leq f(a) \leq \lambda f(b)$. Since automorphisms preserve adjacency, for all $g \in G$ we have

$$\frac{\lambda^{-1} f \circ g(w)}{\lambda f(w)} \leq \frac{f \circ g(v)}{f(v)} \leq \frac{\lambda f \circ g(w)}{\lambda f(w)}.$$

Therefore we have $h_w(g) - 2 \log \lambda \leq h_v(g) \leq h_w(g) + 2 \log \lambda$. This equation is independent of the choice of $g$, so we may apply it to $g^n$ for all $n$. Then we may use the fact that $h_v(g^n) = nh_v(g)$ and $h_v(g^n) = nh_v(g)$ to say that

$$nh_w(g) - 2 \log \lambda \leq nh_v(g) \leq nh_w(g) + 2 \log \lambda \quad \text{for all } n.$$

Therefore $h_v(g) = h_w(g)$.

Finally, we need to say something about existence and uniqueness of the positive eigenfunction associated to a group homomorphism. Fix a group homomorphism $h: G \to \mathbb{R}$. Then consider the subspace of $\mathbb{R}^V$ given by

$$L = \{ f \in \mathbb{R}^V : f \circ g(v) = e^{h(g)} f(v) \text{ for all } g \in G \}.$$

Since $G$ is acting by graph automorphisms, this subspace is $A$–invariant. Moreover, $L$ has dimension equal to the number of elements of $G \setminus G$. Choose representatives $v_1, \ldots, v_k$ for the orbit equivalence classes in $G \setminus G$. The functions $f_1, \ldots, f_k$ defined so that $f_i(v_j) = 1$ if $i = j$ and $f_i(v_j) = 0$ otherwise form a basis for $L$. Observe that a function in $L$ is positive if and only if it can be written as a positive linear combination of $f_1, \ldots, f_k$. Finally, observe that $A$ acts as a Perron–Frobenius matrix in this basis. Therefore there is a unique positive eigenvector up to scaling. \qed

G2: Nilpotent covers of translation surfaces

Suppose that $S$ is an infinite translation surface, and let $G$ be a discrete group which acts faithfully on $S$ by homeomorphisms which are translations in local coordinates. Then $S/G$ is also a translation surface. If $S/G$ is a closed surface, we call $S$ a $G$–cover of the translation surface $S/G$. We will let $D$ be a measurable fundamental domain for the $G$–action.
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Let $\chi: \mathbb{G} \to \mathbb{R}$ be a group homomorphism. We call an $F^t_\theta$–invariant measure $\nu$ $\chi$–Maharam if $\nu(D) = 1$ and for each $g \in \mathbb{G}$, we have $\nu \circ g = e^{-\chi(g)} \nu$. We call $\nu$ Maharam because the induced invariant measure for the return map to a periodic section is Maharam in the sense of Section E2. Note that some scalar multiple Lebesgue measure is $\chi$–Maharam when $\chi$ is the trivial homomorphism.

**Theorem G.3** (Nilpotent covers) Suppose that the connected translation surface $S$ is a $\mathbb{G}$–cover of a closed translation surface, where $\mathbb{G}$ is a discrete nilpotent group. Further suppose that $\mathcal{C}$ and $\mathcal{D}$ have two twistable cylinder decompositions and that the associated intersection graph has no vertices of valence one (see Proposition D.3). Then, in any $(\mathcal{C}, \mathcal{D})$–renormalizable direction $\theta$, the following statements are satisfied.

1. For every homomorphism $\chi: \mathbb{G} \to \mathbb{R}$, there is a unique $\chi$–Maharam measure of $F^t_\theta$.

2. The collection of locally finite ergodic $F^t_\theta$–invariant measures is the collection of scalar multiples of the Maharam measures.

**Discussion of proof** We begin by showing that all locally finite ergodic $F^t_\theta$–invariant measures are $\chi$–Maharam, and there is one for each $\chi$. Since our surface has two twistable cylinder decompositions, we may assume that (up to an affine change of coordinates) $S = S(\mathbb{G}, \mathfrak{w})$ for some graph $\mathbb{G}$ and positive eigenfunction $\mathfrak{w}$. Since $\mathbb{G}$ acts on $S$ by translation symmetries, it induces a $\mathbb{G}$ action on $\mathcal{G}$. The quotient surface $S/\mathbb{G}$ inherits a pair of quotient cylinder decompositions whose intersection data is given by the quotient graph $\mathcal{G}/\mathbb{G}$. Since $S/\mathbb{G}$ is a compact translation surface, we know that $\mathcal{G}/\mathbb{G}$ is a finite graph. Then since $\mathbb{G}$ is nilpotent, Theorem G.1 gives a description of the extremal positive eigenfunctions of the adjacency operator. Namely, they are in bijection with the collection of group homomorphisms $h: \mathbb{G} \to \mathbb{R}$. Fix such a $\chi$. Then, by Theorem G.1, there is an extremal positive eigenfunction so that $h(g) = \log(f \circ g(v)/f(v))$ for all $g \in \mathbb{G}$ and all vertices $v$ of $\mathcal{G}$. The ergodic measure characterization theorem 4.5 guarantees that the locally finite ergodic invariant measures arise from a pullback construction from surfaces built from such extremal positive eigenfunctions. (That is, we pullback the transverse measures. The associated $F^t_\theta$–invariant measures is locally a product of this transverse measure and Lebesgue measure in the orbit direction.) Observe that the surface $S(\mathcal{G}, f)$ has a $\mathbb{G}$–action which is conjugate to the action on $S = S(\mathbb{G}, \mathfrak{w})$, but which acts by dilation. Namely, the $g$–action scales area by a dilation with expansion constant $e^{h(g)}$. It follows that the pullback measure is a $\chi$–Maharam measure where $\chi: \mathbb{G} \to \mathbb{R}$ is given by $\chi(g) = -h(g)$.

It remains to show that there are no other $\chi$–Maharam measures. Fix $\chi$, and let $\mu$ be a $\chi$–Maharam measure. We already know the classification of ergodic invariant measures.
Namely, for each group homomorphism $h : G \to \mathbb{R}$, there is a unique ergodic invariant $h$–Maharam measure, which we will denote by $\nu_h$. It then follows that there is a measure $m$ on the collection of such group homomorphisms, $\text{Hom}(G, \mathbb{R})$, so that

$$
\mu(A) = \int_{\text{Hom}(G, \mathbb{R})} \nu_h(A) \, dm \quad \text{for all measurable } A \subset S.
$$

We claim that $\mu = \nu_\chi$. For this, it suffices to show that the support of the measure $m$ only includes $\chi$. Suppose the support included some $h_s \neq \chi$. Since $h_s \neq \chi$, there is a $g$ so that $h_s(g) > \chi(g)$. Define the constant $k = \frac{1}{2}(h_s(g) + \chi(g))$ and the set

$$
H = \{h \in \text{Hom}(G, \mathbb{R}) : h(g) \geq k\}.
$$

Then $m(H) = \epsilon$ for some $\epsilon > 0$. Let $D$ be the fundamental domain as in the definition of $\chi$–Maharam. Then $\mu(D) = 1$ and $\nu_h(D) = 1$ for all $h$. For each integer $n > 0$, we have

$$
\mu \circ g^{-n}(D) = \int_{\text{Hom}(G, \mathbb{R})} \nu_h \circ g^{-n}(D) \, dm \geq \int_H \nu_h \circ g^{-n}(D) \, dm = \int_H e^{n\chi(g)} \nu_h(D) \, dm \geq \int_H e^{nk} \, dm = e^{nk}.\epsilon.
$$

As $k > \chi(g)$, by taking $n$ sufficiently large we can guarantee that $\mu \circ g^{-n}(D) > e^{n\chi(g)} \epsilon$. But we must have equality here for $\mu$ to be $\chi$–Maharam.

**Discussion of proof of Theorem E.2** Let $T_\alpha$ be a skew rotation defined using a nilpotent group $G$ with generators $\gamma_1, \ldots, \gamma_n$ satisfying Equation (E-3). Assume that the unit vector in direction $(\alpha - \frac{1}{n}, \frac{1}{n})$ is $n$–renormalizable. Then as described by Proposition E.3, $T_\alpha$ arises from a return map of straight-line flow $F_\theta^t$ to a section on a surface $S = S(G, \omega \frac{1}{n})$ in an $n$–renormalizable direction $\theta$. The description of the locally finite ergodic invariant measures of $F_\theta^t$ given in Theorem G.3 gives rise to a similar characterization for $T_\alpha$. This characterization is given in the statement of Theorem E.2.

We establish one more corollary to cover the case where we have a lot of different twistable cylinder decompositions. We remark that the papers [27] and [25] give many examples of $\mathbb{Z}$–covers of closed translation surfaces which admit a twistable cylinder decompositions in a dense set of directions.

**Corollary G.4** Suppose that $S$ is a $G$–cover of a closed translation surface, where $G$ is nilpotent. Suppose also that $S$ has twistable cylinder decompositions in a dense set of directions. Then there is a dense set of directions $\Theta$ of Hausdorff dimension larger than half so that statements (1) and (2) of Theorem G.3 are satisfied for all $\theta \in \Theta$. 
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Sketch of proof Fixing any pair of decompositions $C$ and $D$, we obtain a collection of directions for which Theorem G.3. This uses the discussion at the end of Appendix D. It is either the $(C, D)$–renormalizable directions, or renormalizable directions of the pair of decompositions obtained by subdividing each cylinder. In either case, the set of renormalizable directions accumulates on the directions of the two cylinder decompositions $C$ and $D$. We take $\Theta$ to be the union of all such directions over all pairs of decompositions. Because of this accumulation, $\Theta$ is dense. The statement about Hausdorff dimension follows from Remark 4.1.

G3: Example: The Ehrenfest wind-tree model

In [20], Hardy and Weber began the study billiards in the plane with a periodic family of rectangular barriers. We will follow the treatment of this dynamical system given by Hubert, Lelièvre and Troubetzkoy [26]. Further works on these systems include [44] and [17]. These systems are parameterized by a pair of real numbers $a$ and $b$ taken from the interval $(0, 1)$. For each $m, n \in \mathbb{Z}$, define rectangle $R_{m,n} = (m, m+a) \times (n, n+b)$. We consider billiards in the table $T_{a,b} = \mathbb{R}^2 \setminus \bigcup_{m,n \in \mathbb{Z}} R_{m,n}$.

The billiard flow on $T_{a,b}$ decomposes into invariant sets corresponding to the fact that a single billiard trajectory can travel in only four directions. These invariant sets are given the structure of a translation surface by the Zemljakov–Katok unfolding construction [50]. The billiard flow restricted to any of these invariant sets is conjugate to a straight-line flow on a translation surface $X_{a,b}$. The surface $X_{a,b}$ has a cocompact $\mathbb{Z}^2$ action. See [26] for more details. For the following, see [26, Theorem 1]:

**Theorem G.5** (Periodic directions in the wind-tree model) Suppose $a$ and $b$ are rational numbers in $(0, 1)$ which can written as the ratio of two integers with odd numerator and even denominator. Then there are twistable cylinder decompositions in a dense set directions on $X_{a,b}$.

It should be noted that Theorem G.5 is quite delicate. It is also shown in [26, Theorem 2] that when $a$ and $b$ can both be written as rationals with even numerator and odd denominator, then $X_{a,b}$ never admits a decomposition into cylinders.

Because of the above theorem, Corollary G.4 can then be specialized to the following.

**Corollary G.6** (Ergodic directions in the wind-tree model) Let $a$ and $b$ be as in the above theorem. Then there is a dense set of directions of Hausdorff dimension larger than half for which the billiard flow on $T_{a,b}$ is ergodic. For each of these directions, statements (1) and (2) of Theorem G.3 hold for the surface $X_{a,b}$ as well.
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The conclusion here should be contrasted with the work of Frączek and Ulcigrai, where it is shown that when $a$ and $b$ are rational numbers, the billiard flow on $T_{a,b}$ is not ergodic in almost every direction [19, Theorem 1.2]. (This result is also shown to hold for almost every $a$ and $b$.)

Appendix H: Unique ergodicity

Recall that a dynamical system is said to be uniquely ergodic if there is only one invariant probability measure. We have been considering two dynamical systems associated to our surfaces $S(G, w)$: the infinite IETs arising from the return maps to the horizontal edges of the rectangles making up the surface, and the straight-line flows on these surfaces. In both cases we will show that when an invariant probability measure is unique whenever it exists.

The surface in Figure 9 and the surfaces $X_\alpha$ defined for a rational parameter $0 < \alpha < 1$ defined in [9, Section 3] (see [9, Proposition 11] for a description of the multitwists of $X_\alpha$) and orientation covers of the surfaces $X$ and $Y$ of [10] represent surfaces our unique ergodicity theorems apply to. We remark that Treviño has a criterion for ergodicity of the straight-line flow which likely also applies here [42, Theorem 2].

H1: Unique ergodicity of infinite IETs

Let $G$ be an infinite, connected, bipartite, ribbon graph with bounded valence and no vertices of valence one, and let $w$ be a positive eigenfunction with eigenvalue $\lambda$ for the adjacency operator on $G$. Let $X$ denote the union of the horizontal edges of the rectangles making up the surface $S(G, w)$. (See Definition 3.3 of the surface $S(G, w)$ for a description of these rectangles.) Choose a $\lambda$–renormalizable direction $\theta$, and let $T: X \to X$ be the infinite IET given by the return map of the straight-line flow $F_\theta: S(G, w) \to S(G, w)$ to the section $X$. Then by the measure characterization (Theorem 4.5), the locally finite ergodic transverse measures to the foliation $F_\theta$ are given by a pullback of a Lebesgue transverse measure of surfaces $S(G, f)$ where $f: \mathbb{R}^V \to \mathbb{R}$ iterates over the extremal positive eigenfunctions of the adjacency operator. By restricting these measures to $X$, we obtain the locally finite ergodic invariant measures $\mu_f$ for $T: X \to X$.

The total measure $\mu_f(X)$ is related to the $\ell^1$–norm of $f$, which we define to be

$$\|f\|_1 = \sum_{v \in V} |f(v)|.$$

**Proposition H.1** We have $\mu_f(X) < \infty$ if and only if $\|f\|_1 < \infty$. 
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Proof Let \( e = \overline{ab} \) be an edge of \( \mathcal{G} \). Then \( R_e \) is a rectangle of \( S(\mathcal{G}, w) \). (See Definition 3.3.) Let \( L_e \) denote the lower edge of \( R_e \). Because \( \mu_f \) is a pullback of Lebesgue transverse measure on \( S(\mathcal{G}, f) \) in some nonhorizontal direction, there is a constant \( c > 0 \) depending on \( f \) so that \( \mu_f(L_e) = cf(b) \). Since \( X \) is the union of all lower edges of the rectangles \( R_e \), we have the inequality

\[
\mu_f(X) = \sum_{b \in B} cf(b) < c\|f\|_1.
\]

Let \( n \) be the largest valence of a vertex in \( \mathcal{G} \), and let \( \lambda \) be the eigenvalue of \( f \). Then if the vertex \( a \in A \) is adjacent to vertex \( b \in B \), we have \( f(a) < \lambda f(b) \). Since every vertex \( b \in B \) is adjacent to at most \( n \) vertices in \( A \), we have

\[
\|f\|_1 = \sum_{a \in A} f(a) + \sum_{b \in B} f(b) \leq (1 + n\lambda) \sum_{b \in B} f(b) = \frac{1 + n\lambda}{c}\mu_f(X).
\]

Together these inequalities imply that \( \mu_f(X) < \infty \) if and only if \( \|f\|_1 < \infty \).

Corollary H.2 (Unique ergodicity of \( T \)) Let \( \mathcal{G} \) be an infinite, connected, bipartite, ribbon graph with bounded valence and no vertices of valence one, and let \( w \) be a positive eigenfunction with eigenvalue \( \lambda \) for the adjacency operator on \( \mathcal{G} \). Let \( \theta \) be a \( \lambda \)–renormalizable direction. Then there is at most one invariant probability measure for the first return map \( T: X \to X \) of the straight-line flow \( F^t_\theta: S(\mathcal{G}, w) \to S(\mathcal{G}, w) \) to the union \( X \) of horizontal edges of rectangles making up \( S(\mathcal{G}, w) \).

Proof Suppose \( T: X \to X \) has an invariant probability measure. Then it has an ergodic one, \( \mu_f \). By the prior proposition, \( f \) has finite \( \ell^1 \)–norm. Therefore it has finite \( \ell^2 \) norm. In this case, Theorem C.2 guarantees that the eigenvalue of \( f \) is the spectral radius, \( r \), of the adjacency operator, \( A \). We also get that \( A \) is \( r \)–positive. Then by Theorem C.1, we see that the equation \( Af = rf \) has a unique solution up to scaling. It follows that \( \mu_f \) is the only ergodic invariant probability measure for \( T \), ie \( T \) is uniquely ergodic.

H2: Unique ergodicity for the straight-line flow

Let \( \mathcal{G} \) be a graph as in the prior section, and let \( w \) be a positive eigenfunction of the adjacency operator with eigenvalue \( \lambda \). We will consider the straight-line flow \( F^t_\theta \) on \( S(\mathcal{G}, w) \) in a \( \lambda \)–renormalizable direction \( \theta \). Let \( f \) be an extremal positive eigenfunction, and let \( \nu_f \) be the \( F^t_\theta \)–invariant measure on \( S(\mathcal{G}, w) \) obtained as in the measure characterization theorem by pulling back the Lebesgue transverse invariant measure from \( S(\mathcal{G}, f) \) and then integrating over the leaves.
Lemma H.3 The $v_f$ measure of the surface $S(\mathcal{G}, w)$ is finite if and only if the $\ell^2$–inner product
\[ w \cdot f = \sum_{v \in \mathcal{V}} w(v) f(v) \]
is finite.

Proof We assume that $A w = \lambda w$ and $A f = \lambda' w$. The measure $v_f$ is locally the product of the pullback of Lebesgue measure on the leaves of the foliation $\mathcal{F}_\theta$ and the pullback of the Lebesgue transverse measure, $\mu$, on $S(\mathcal{G}, f)$ to the foliation in some direction $\theta'$. We need to compute $v(S(\mathcal{G}, w))$ using this local product structure. To do this, let $cyl_a$ be a horizontal cylinder in the surface $S(\mathcal{G}, w)$, and let $\gamma_a$ be a horizontal circle winding around the cylinder. By considering that the transverse measure $\mu(\gamma_a)$ should be the same as the sum of the $\mu$–measures of edges on the bottom of $cyl_a$, we see that this can be computed by looking at the surface $S(\mathcal{G}, f)$. Let $\theta'$ be the angle made with the horizontal by $\theta'$. We have
\[ \mu(\gamma_a) = \sin(\theta') \sum_{b \sim a} f(b) = A(f)(a) \sin(\theta') = \lambda' f(a) \sin(\theta'). \]
The Lebesgue measures of the (connected components of) intersections of a leaf of the foliation in direction $\theta$ on $S(\mathcal{G}, w)$ and the cylinder $cyl_a$ are given by $w(a)/\sin(\theta)$, where $\theta$ is the angle made with the horizontal by the vector $\theta$. Since the cylinder $cyl_a$ can be written as the product of a circle $\gamma_a$ with an intersection of a leaf with $cyl_a$, we have
\[ v(S(\mathcal{G}, w)) = \sum_{a \in A} v(cyl_a) = \sum_{a \in A} \frac{\lambda' \sin(\theta') f(a) w(a)}{\sin(\theta)} = \frac{\lambda' \sin(\theta')}{\sin(\theta)} \sum_{a \in A} f(a) w(a). \]
By swapping the roles of horizontal and vertical, we also obtain an expression for $v(S(\mathcal{G}, w))$ in terms of $\sum_{b \in B} f(b) w(b)$. The conclusion follows.

Now we will consider when the $\ell^2$–inner product of two eigenfunctions is finite.

Lemma H.4 Suppose $A(f) = \lambda f$ and $A(g) = \lambda' g$. Then if $\lambda' \neq \lambda$, whenever $\ell^2$–inner product of $f$ and $g$ exists it equals zero.

Proof Suppose $A(f) = \lambda f$ and $A(g) = \lambda' g$. Let $s$ denote the $\ell^2$–inner product $\sum_{v \in \mathcal{V}} f(v) g(v)$, and assume the sum converges. Since $A(f) = \lambda f$,
\[ \lambda s = \sum_{v \in \mathcal{V}} [A(f)(v)] g(v) = \sum_{v \in \mathcal{V}} \sum_{w \sim v} f(w) g(v) = \sum_{w \in \mathcal{V}} \sum_{v \sim w} f(w) g(v). \]
Now observe that fixing any $w \in \mathcal{V}$, we have $\sum_{v \sim w} f(w)g(v) = f(w)[A(g)(w)] = \lambda' f(w)g(w)$. Therefore we have

$$\lambda s = \lambda' \sum_{w \in \mathcal{V}} f(w)g(w) = \lambda' s.$$ 

Since $\lambda' \neq \lambda$, we know that $s = 0$. \hfill \Box

**Theorem H.5**  \( \mathcal{G} \) be an infinite, connected, bipartite, ribbon graph with bounded valence and no vertices of valence one, and let $w$ be a positive eigenfunction with eigenvalue $\lambda$ for the adjacency operator on $\mathcal{G}$. Let $\theta$ be a $\lambda$–renormalizable direction. Then, if $S(\mathcal{G}, w)$ has finite area, then $F^t_\theta$ is uniquely ergodic.

**Proof**  Suppose $S(\mathcal{G}, w)$ has finite area. Then by Lemma H.3, we have $w \cdot w < \infty$. So $w$ is a positive eigenfunction in $\ell^2$. So by Theorem C.2, $\lambda$ is the spectral radius and $A$ is $r$–positive. By Theorem C.1, we see that the equation $Af = \lambda f$ has a unique solution up to scaling. So if $f$ is a positive eigenfunction of $f$ which is not a scalar multiple of $w$, it must have an eigenvalue other than $\lambda$. Since $f$ and $w$ are both positive, we can not have $f \cdot w = 0$. We conclude that $f \cdot w = +\infty$. By Lemma H.3, we conclude that the $F^t_\theta$–invariant measure $\nu_f$ assigns infinite measure to the surface. Thus scalar multiples of Lebesgue measure, $\nu_w$, are the only finite $F^t_\theta$–invariant measures. \hfill \Box
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- $S$: a translation surface defined as a union of polygons
- $\mathbb{S}^1$: the unit circle in $\mathbb{R}^2$
- $F^t_\theta$: the straight-line flow
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\( \theta \) an element of \( \mathbb{S}^1 \) (called a direction) 1898
\( D(\phi) \) the derivative of the affine automorphism \( \phi \) 1899
\( \text{Aff}(S) \) affine automorphism group of \( S \) 1899
\( \mathcal{G} \) infinite, connected, bipartite, ribbon graph with bounded valence 1899
\( \mathcal{V} \) the set of vertices of \( \mathcal{G} \) 1899
\( \mathcal{E} \) the set of edges of \( \mathcal{G} \) 1899
\( v, w \) elements of \( \mathcal{V} \) (ie vertices of \( \mathcal{G} \)) 1899
\( \mathcal{A}, \mathcal{B} \) subsets of \( \mathcal{V} \) which make \( \mathcal{G} \) bipartite 1899
\( a, b \) elements of \( \mathcal{A} \) and \( \mathcal{B} \) 1899
\( \alpha, \beta \) the projections \( \alpha : \mathcal{E} \to \mathcal{A} \) and \( \beta : \mathcal{E} \to \mathcal{B} \) 1899
\( p_v \) permutation of edges containing \( v \in \mathcal{V} \) which make \( \mathcal{G} \) a ribbon graph 1899
\( \mathbb{R}^\mathcal{V} \) the set of all functions from \( \mathcal{V} \) to \( \mathbb{R} \) 1899
\( A \) the adjacency operator, \( A : \mathbb{R}^\mathcal{V} \to \mathbb{R}^\mathcal{V} \) 1900
\( f, g \) elements of \( \mathbb{R}^\mathcal{V} \) 1900
\( w \) a element of \( \mathbb{R}^\mathcal{V} \) which is a positive eigenfunction of \( A \) 1900
\( \lambda \) eigenvalue of \( w \) 1900
\( \mathcal{E}, \mathcal{N} \) east and north permutations of \( \mathcal{E} \) 1900
\( S(\mathcal{G}, w) \) surface built from rectangles using \( \mathcal{G} \) and \( w \) 1900
\( R_e \) rectangle of \( S(\mathcal{G}, w) \) associated to \( e \in \mathcal{E} \) 1900
\( \text{cyl}_v \) horizontal or vertical cylinder of \( S(\mathcal{G}, w) \) associated to \( v \in \mathcal{V} \) 1900
\( G \) nonabelian free group with two generators 1900
\( h, v \) generators of \( G \) 1900
\( \rho_\lambda \) group representation \( \rho_\lambda : G \to \text{SL}(2, \mathbb{R}) \) depending on \( \lambda \) 1901
\( g \) arbitrary element of the free group \( G \) 1901
\( \Phi \) group endomorphism of \( G \) into \( \text{Aff}(S(\mathcal{G}, w)) \) 1901
\( \mathbb{R}\mathbb{P}^1 \) the real projective line, \( \mathbb{R}\mathbb{P}^1 = \mathbb{R}^2 \setminus \{0\}/\mathbb{R} \) 1902
\( \mathcal{R}_\lambda \) the \( \lambda \)--renormalizable directions in \( \mathbb{S}^1 \) 1902
\( \langle g_n \rangle \) a sequence of elements of \( G \) which form a geodesic ray 1902
\( \theta (\langle g_n \rangle, \lambda) \) a \( \lambda \)--renormalizable direction with \( \lambda \)--shrinking sequence \( \langle g_n \rangle \) 1903
\( E_\lambda \) nonnegative solutions to \( A(f) = \lambda f \) 1904, 1925
\( \mathcal{F}_\theta \) foliation by orbits of the straight line flow in direction \( \theta \) 1904
\( \hat{\mathcal{F}}_\theta \) leaf space formed by splitting singular leaves of \( \mathcal{F}_\theta \) 1904, 2008
\( \wedge \) standard wedge product in \( \mathbb{R}^2 \) 1904
\( \mathcal{V} \) collection of singularities of \( S \) 1908
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\[ \mathcal{M}_\theta \] space of transverse measures to \( \hat{\mathcal{F}}_\theta \) 1908

\[ H_1(S, V, \mathbb{R}) \] space of homology classes of curves in \( S/V \) 1908

\[ H^1 \] space of linear maps \( H_1(S, V, \mathbb{R}) \to \mathbb{R} \) 1908

\[ \Psi_\theta \] a linear map \( \mathcal{M}_\theta \to H^1 \) 1908

\( \sigma \) a saddle connection on \( S \) 1908

\( \text{hol}(\sigma) \) holonomy of a saddle connection 1909

\( \text{sgn} \) the signum function \( \mathbb{R} \to \{-1, 0, 1\} \) 1909

\( E \) edges of rectangles making up \( S \) 1910

\( \phi_* \) action of an affine automorphism on \( \mathcal{M}_\theta \) or \( H^1 \) 1910

\( [\cdot] \) homology class in \( H_1(S, V, \mathbb{Z}) \) 1910

\( \Phi^g_* \) action of the affine automorphism \( \Phi^g \) on \( H^1 \) 1911

\( H, V \) operators on \( \mathbb{R}^V \) 1912

\( \Upsilon^G \) \( G \)-action on \( \mathbb{R}^V \) generated by \( H \) and \( V \) 1912

\( \Xi \) linear embedding of \( \mathbb{R}^V \) into \( H^1 \) 1912

\( \iota \) the intersection pairing \( H_1(S, V, \mathbb{Z}) \times H_1(S \setminus V, \mathbb{Z}) \to \mathbb{Z} \) 1912

\( \mathcal{S}_\theta \) subset of \( \theta \)-survivors in \( \mathbb{R}^V \) 1913

\( \mathcal{S}P \) the set of sign pairs: \( \mathcal{S}P = \{(1, 1), (1, -1), (-1, 1), (-1, -1)\} \) 1913

\( ++, +-, \ldots \) abbreviation for sign pairs 1913

\( \mathcal{Q}_s \) the four quadrants in \( \mathbb{R}^2 \), parameterized by \( s \in \mathcal{S}P \) 1913

\( c\ell(X) \) the (topological) closure of \( X \) 1913

\( \hat{\mathcal{Q}}_s \) the four quadrants in \( \mathbb{R}^V \), parameterized by \( s \in \mathcal{S}P \) 1913

\( P_f \) parameterization of a 2-plane inside of \( \mathbb{R}^V \) 1915

\( \iota \) the involution of \( \mathbb{R}^2 \) or \( \mathcal{S}P \) given by \( (x, y) \mapsto (y, x) \); also, the involution of \( G \) which interchanges \( v \) with \( h \) 1919

\( \pi_U(f) \) projection of \( f \in \mathbb{R}^V \) to functions supported on \( U \subset V \) 1920

\( \mathbb{R}^V_c \) the set of finitely supported functions in \( \mathbb{R}^V \) 1921

\( \langle \cdot, \cdot \rangle \) a bilinear pairing \( \mathbb{R}^V \times \mathbb{R}^V_c \to \mathbb{R} \) analogous to the dot product 1921

\( \gamma \) an automorphism of \( G \) satisfying \( \langle \gamma^g f, \gamma^g(x) \rangle = \langle f, x \rangle \) 1921

\( \mathcal{V}_\lambda \) Martin compactification of the vertex set \( V \) of \( \mathcal{G} \) 1924, 2013

\( \mathcal{M}_\lambda \) The Martin boundary \( \mathcal{V}_\lambda \setminus V \) 1924, 2013

\( \zeta \) a point in the Martin boundary \( \mathcal{M}_\lambda \) 1924, 2013

\( k_\zeta \) the positive eigenfunction in \( \mathbb{R}^V \) associated to \( \zeta \in \mathcal{M}_\lambda \) 1924, 2013

\( \mathcal{M}_{\lambda_{\min}} \) the minimal Martin boundary in \( \mathcal{M}_\lambda \) 1924, 2014

\( \nu_f \) measure on \( \mathcal{M}_{\lambda_{\min}} \) associated to the positive eigenfunction \( f \) 1924
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\[ \hat{E}_s \] solutions to \( A^2(f) = \lambda^2 f \) with \( f \in \hat{Q}_s \) where \( s \in SP \)

\( f_A, f_B \) elements of \( \mathbb{R}^V \) derived from \( f|_A \) and \( f|_B \) where \( f \in \mathbb{R}^V \)

\( M \) a space of signed Borel measures on \( \mathcal{M}_\lambda \)

\( M^+, M^- \) collections of positive and negative measures in \( M \), resp.

\( \mathcal{N} \) linear map \( \bigcup_{s \in SP} \hat{E}_s \to M^2 \)

\( \text{Shr}_\lambda(g) \) set of directions shrunk when moving from \( e \) to \( g \in G \)

\( \text{Exp}_\lambda(g) \) set of directions expanded when moving from \( e \) to \( g \in G \)

\( \pi_{S^1} \) projection \( \mathbb{R}^2 \setminus \{0\} \to S^1 \) recovering a vectors direction

\( \mathbb{H}^2 \) the hyperbolic plane, \( SO(2) \setminus SL(2, \mathbb{R}) \)

\( \Sigma^g(s) \) expanding sign action \( G \times SP \to SP \)

\( R \) rotation of \( \mathbb{R}^2 \) by angle \( \pi/2 \)

\( r \) action on \( SP \) induced by the action of \( R \) on quadrants

\( \mathcal{Z} \) linear embedding of \( H_1(S, V, \mathbb{R}) \) into \( \mathbb{R}^V \)

val(v) the valence of the vertex \( v \in \mathcal{V} \)

\( H_y, V_y \) affine perturbations of \( \mathbb{H} \) and \( \mathcal{V} \) operators

\( \lambda_y \) affine perturbation of the action \( \gamma^G \)

\( \Omega_n \) renormalizable parameters for certain special skew products

References

[1] J Aaronson, An introduction to infinite ergodic theory, Mathematical Surveys and Monographs 50, Amer. Math. Soc. (1997) MR1450400

[2] J Aaronson, H Nakada, O Sarig, R Solomyak, Invariant measures and asymptotics for some skew products, Israel J. Math. 128 (2002) 93–134 MR1910377

[3] C D Aliprantis, R Tourky, Cones and duality, Graduate Studies in Mathematics 84, Amer. Math. Soc. (2007) MR2317344

[4] A F Beardon, B Maskit, Limit points of Kleinian groups and finite sided fundamental polyhedra, Acta Math. 132 (1974) 1–12 MR0333164

[5] F Bonahon, Geodesic laminations on surfaces, from: “Laminations and foliations in dynamics, geometry and topology”, (M Lyubich, JW Milnor, YN Minsky, editors), Contemp. Math. 269, Amer. Math. Soc. (2001) 1–37 MR1810534

[6] J P Bowman, The complete family of Arnoux–Yoccoz surfaces, Geom. Dedicata 164 (2013) 113–130 MR3054619

[7] J P Bowman, F Valdez, Wild singularities of flat surfaces, Israel J. Math. 197 (2013) 69–97 MR3096607
[8] D Burago, Y Burago, S Ivanov, *A course in metric geometry*, Graduate Studies in Mathematics 33, Amer. Math. Soc. (2001) MR1835418

[9] R Chamanara, *Affine automorphism groups of surfaces of infinite type*, from: “In the tradition of Ahlfors and Bers, III”, (W Abikoff, A Haas, editors), Contemp. Math. 355, Amer. Math. Soc. (2004) 123–145 MR2145060

[10] R Chamanara, F P Gardiner, N Lakic, *A hyperelliptic realization of the horseshoe and baker maps*, Ergodic Theory Dynam. Systems 26 (2006) 1749–1768 MR2279264

[11] Y Cheung, A Eskin, *Unique ergodicity of translation flows*, from: “Partial hyperbolic dynamics, laminations, and Teichmüller flow”, (G Forni, M Lyubich, C Pugh, M Shub, editors), Fields Inst. Commun. 51, Amer. Math. Soc. (2007) 213–221 MR2388697

[12] J-P Conze, *Recurrence, ergodicity and invariant measures for cocycles over a rotation*, from: “Ergodic theory”, (I Assani, editor), Contemp. Math. 485, Amer. Math. Soc. (2009) 45–70 MR2553209

[13] J-P Conze, K Frączek, *Cocycles over interval exchange transformations and multivalued Hamiltonian flows*, Adv. Math. 226 (2011) 4373–4428 MR2770454

[14] J-P Conze, E Gutkin, *On recurrence and ergodicity for geodesic flows on non-compact periodic polygonal surfaces*, Ergodic Theory Dynam. Systems 32 (2012) 491–515 MR2901357

[15] J-P Conze, M Keane, *Ergodicité d’un flot cylindrique*, from: “Séminaire de Probabilités, I”, Dépt. Math. Informat., Univ. Rennes (1976) MR0584020

[16] B D Craven, J J Koliha, *Generalizations of Farkas’ theorem*, SIAM J. Math. Anal. 8 (1977) 983–997 MR0471302

[17] V Delecroix, P Hubert, S Lelièvre, *Diffusion for the periodic wind-tree model*, Ann. Sci. Éc. Norm. Supér. 47 (2014) 1085–1110 MR3297155

[18] J Farkas, *Über die Theorie der Einfachen Ungleichungen*, J. Reine Angew. Math. 124 (1902) 1–24

[19] K Frączek, C Ulcigrai, *Non-ergodic \(\mathbb{Z}\)-periodic billiards and infinite translation surfaces*, Invent. Math. 197 (2014) 241–298 MR3232007

[20] J Hardy, J Weber, *Diffusion in a periodic wind-tree model*, J. Math. Phys. 21 (1980) 1802–1808 MR575616

[21] W P Hooper, *Dynamics on an infinite surface with the lattice property* arXiv: 0802.0189

[22] W P Hooper, *Grid graphs and lattice surfaces*, Int. Math. Res. Not. 2013 (2013) 2657–2698 MR3071661

[23] W P Hooper, *An infinite surface with the lattice property I: Veech groups and coding geodesics*, Trans. Amer. Math. Soc. 366 (2014) 2625–2649 MR3165649

*Geometry & Topology, Volume 19 (2015)*
The invariant measures of some infinite interval exchange maps

[24] W P Hooper, P Hubert, B Weiss, Dynamics on the infinite staircase, Discrete Contin. Dyn. Syst. 33 (2013) 4341–4347 MR3038066

[25] W P Hooper, B Weiss, Generalized staircases: Recurrence and symmetry, Ann. Inst. Fourier (Grenoble) 62 (2012) 1581–1600 MR3025751

[26] P Hubert, S Lelievre, S Troubetzkoy, The Ehrenfest wind-tree model: Periodic directions, recurrence, diffusion, J. Reine Angew. Math. 656 (2011) 223–244 MR2818861

[27] P Hubert, G Schmithüsen, Infinite translation surfaces with infinitely generated Veech groups, J. Mod. Dyn. 4 (2010) 715–732 MR2753950

[28] A Katok, B Hasselblatt, Introduction to the modern theory of dynamical systems, Encycl. Math. and Appl. 54, Cambridge Univ. Press (1995) MR1326374

[29] G A Margulis, Positive harmonic functions on nilpotent groups, Dokl. Akad. Nauk SSSR 166 (1966) 1054–1057 MR0222217 In Russian; translated in Soviet Math. Dokl. 7 (1966) 241–244

[30] H Masur, Hausdorff dimension of the set of nonergodic foliations of a quadratic differential, Duke Math. J. 66 (1992) 387–442 MR1167101

[31] H Masur, S Tabachnikov, Rational billiards and flat structures, from: “Handbook of dynamical systems, Vol. 1A”, (B Hasselblatt, A Katok, editors), North-Holland, Amsterdam (2002) 1015–1089 MR1928530

[32] K Matsuzaki, M Taniguchi, Hyperbolic manifolds and Kleinian groups, The Clarendon Press, New York (1998) MR1638795

[33] C T McMullen, Prym varieties and Teichmüller curves, Duke Math. J. 133 (2006) 569–590 MR2228463

[34] B Mohar, W Woess, A survey on spectra of infinite graphs, Bull. London Math. Soc. 21 (1989) 209–234 MR986363

[35] M Picardello, W Woess, Harmonic functions and ends of graphs, Proc. Edinburgh Math. Soc. 31 (1988) 457–461 MR969074

[36] P Przytycki, G Schmithüsen, F Valdez, Veech groups of Loch Ness monsters, Ann. Inst. Fourier (Grenoble) 61 (2011) 673–687 MR2895069

[37] H Sato, Hausdorff dimension of the limit sets of classical Schottky groups, Sūrikaiseki kikenkyūsho Kökyūroku (1996) 155–167 MR1483414

[38] K Schmidt, A cylinder flow arising from irregularity of distribution, Compositio Math. 36 (1978) 225–232 MR515047

[39] M Schmoll, Veech groups for holonomy-free torus covers, J. Topol. Anal. 3 (2011) 521–554 MR2887675

[40] J Smillie, C Ulcigrai, Beyond Sturmian sequences: Coding linear trajectories in the regular octagon, Proc. Lond. Math. Soc. 102 (2011) 291–340 MR2769116

Geometry & Topology, Volume 19 (2015)
[41] W P Thurston, On the geometry and dynamics of diffeomorphisms of surfaces, Bull. Amer. Math. Soc. 19 (1988) 417–431 MR956596

[42] R Treviño, On the ergodicity of flat surfaces of finite area, Geom. Funct. Anal. 24 (2014) 360–386 MR3177386

[43] S Troubetzkoy, Recurrence and periodic billiard orbits in polygons, Regul. Chaotic Dyn. 9 (2004) 1–12 MR2058893

[44] S Troubetzkoy, Typical recurrence for the Ehrenfest wind-tree model, J. Stat. Phys. 141 (2010) 60–67 MR2720043

[45] W A Veech, Boshernitzan’s criterion for unique ergodicity of an interval exchange transformation, Ergodic Theory Dynam. Systems 7 (1987) 149–153 MR886376

[46] W A Veech, Teichmüller curves in moduli space, Eisenstein series and an application to triangular billiards, Invent. Math. 97 (1989) 553–583 MR1005006

[47] Y B Vorobets, G A Gal’perin, A M Stëpin, Periodic billiard trajectories in polygons: generation mechanisms, Uspekhi Mat. Nauk 47 (1992) 9–74, 207 MR1185299 In Russian; translated in Russian Math. Surveys 47 (1992) 5–80

[48] W Woess, Random walks on infinite graphs and groups, Cambridge Tracts in Mathematics 138, Cambridge Univ. Press (2000) MR1743100

[49] J-C Yoccoz, Interval exchange maps and translation surfaces, from: “Homogeneous flows, moduli spaces and arithmetic”, (M L Einsiedler, D A Ellwood, A Eskin, D Kleinbock, E Lindenstrauss, G Margulis, S Marmi, J-C Yoccoz, editors), Clay Math. Proc. 10, Amer. Math. Soc. (2010) 1–69 MR2648692

[50] A N Zemljakov, A B Katok, Topological transitivity of billiards in polygons, Mat. Zametki 18 (1975) 291–300 MR0399423

[51] A Zorich, Flat surfaces, from: “Frontiers in number theory, physics, and geometry, I”, (P Cartier, B Julia, P Moussa, P Vanhove, editors), Springer, Berlin (2006) 437–583 MR2261104

Department of Mathematics, City College of New York
160 Convent Ave, New York, NY 10031, USA

whooper@ccny.cuny.edu

http://wphooper.com

Proposed: Leonid Polterovich

Received: 25 February 2013

Seconded: David Gabai, Walter Neumann

Revised: 5 July 2014