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In order to obtain the scene information of the ordinary football game more comprehensively, an algorithm of collecting the scene information of the ordinary football game based on web documents is proposed. The commonly used T-graph web crawler model is used to collect the sample nodes of a specific topic in the football game scene information and then collect the edge document information of the football game scene information topic after the crawling stage of the web crawler. Using the feature item extraction algorithm of semantic analysis, according to the similarity of the feature items, the feature items of the football game scene information are extracted to form a web document. By constructing a complex network and introducing the local contribution and overlap coefficient of the community discovery feature selection algorithm, the features of the web document are selected to realize the collection of football game scene information. Experimental results show that the algorithm has high topic collection capabilities and low computational cost, the average accuracy of equilibrium is always around 98%, and it has strong quantification capabilities for web crawlers and communities.

1. Introduction

With the continuous development of football and modern science and technology, sports science and technology workers have carried out some statistics, analysis, and evaluation in sports. The primary task of scene information collection in general football matches is to collect information from various channels. Due to different research contents and purposes, there are obvious differences in scene information in football matches [1]. The real-time football matches and the need for professionals for real-time information require the on-the-spot information collection algorithm of football to be universal, easy to operate, and in real time. However, as a science of understanding and using information, information science provides a new way of thinking and method for developing scene information collection on the football match. Meanwhile, intelligent computing research aims at bringing intelligence, reasoning, perception, information gathering, and analysis to computer systems [2–4]. It provides a new way of thinking for the scene information collection on the football match. Information method is a research method to achieve its purpose by using the acquisition, transmission, processing, and processing of information [5].

With the rapid development of the Internet, the network is profoundly changing our lives. WWW (World Wide Web), the most rapidly developing technology on the Internet, has gradually become the most important way of information release and transmission on the Internet with its intuitive, convenient use and rich expression ability [6]. With the advent and development of the information age, the information on the web is growing rapidly. As of January 2015, the number of web pages on the Internet has exceeded 2.1 billion. The number of Internet users has exceeded 300 million, and the number of web pages is still increasing at 7 million per day. This provides rich resources for people’s life. However, the rapid expansion of web information, while providing people with rich football match information, makes people face a huge challenge in the effective use [7]. On the one hand, online football match information is
diverse and colorful, but on the other hand users cannot find the football match information they need. Therefore, the collection, release, and related information processing of online information based on WWW have increasingly become the focus. As web information collection is playing an important role, in addition to the deepening of application and the development of technology, it is more and more used in many kinds of services and research, such as site structure analysis, page validity analysis, web graph evolution, content security detection, user interest mining, and personalized information acquisition. In short, web information collection refers to the process of automatically obtaining page information from the web through the link relationship between web pages and continuously expanding to the required web pages with the link [8].

The goal of traditional web information collection is to collect as many information pages as possible, even the resources on the whole web. This process does not care much about the order of collection and the related topics of the collected pages. One of the great advantages of this method is that it can focus on the speed and quantity of acquisition, and it is relatively simple to implement. For example, an adaptive tracking algorithm for competition moving objects was designed by Ma and Yu [9]. Moving object tracking is one of the core technologies in the field of computer vision. The implementation of software and hardware is of great significance to promote video and image processing. Taking football matches as an example, aiming at many real-time and high-precision tracking tasks of moving targets, the algorithm can only extract real-time game information. Still, it cannot collect relevant information from web pages, which is one-sided in practical application. A lightweight model retrieval algorithm for Web3D based on the SVM learning framework was proposed by Zhou and Jia [10]. This algorithm was based on sketch model retrieval. The algorithm of lightweight processing of the 3D model and selecting the best viewpoint of the 3D model based on a support vector machine was proposed. Some deep learning based methods are proposed in recent years [11, 12]; they use an end-to-end way to solve the object tracking and crowd counting problems. Reference [11] presents a high-resolution network for visual recognition problems. The superior results on a wide range of visual recognition problems suggest that the proposed model in [11] is a stronger backbone for visual recognition. The poor convergence of support vector machines leads to the low accuracy of information collection, which cannot meet information collection needs in actual football matches. At present, foreign countries generally use the Google collection system to collect information on football matches. This traditional collection method also has many defects. The traditional information collection based on the whole web needs to collect many pages, which needs to consume a lot of system resources and network resources, and the consumption of these resources does not lead to a higher utilization rate of collected pages.

To effectively improve their utilization efficiency, we need to find a new way to develop a scene information collection algorithm for general football games based on web documents, break through the original traditional mode, and design a more effective scene information collection algorithm of the football game. A scene information collection algorithm of a general football match based on web documents is proposed to obtain the scene information in a general football match more comprehensively. Through the construction of a complex network and the introduction of local contribution and overlap coefficient of community discovery feature selection algorithm, web document features are selected to realize the collection of scene information in football matches. The superior results on a wide range of visual recognition problems suggest that our proposed model is a stronger backbone for visual recognition.

The rest of this paper is organized as follows. The framework and technical details of our proposed system are described in Section 2. In Section 3, we present extensive experimental results to demonstrate the effectiveness of the proposed model. Finally, we conclude our work in Section 4.

2. An Information Collection Algorithm of General Football Matches Based on Web Documents

2.1. Web Crawler Construction Based on T-Graph

2.1.1. Building T-Graph Web Crawler Model. The sample node of the specific topic of scene information in football matches is collected and linked by level. The layer where the target page is located is the zero layer, the layer linking the target page is the first layer, and so on. Repeat this process until a considerable number of nodes are established. The highest level node can directly link to the lowest level target page. There is no link between nodes at the same level. At least one link of any level node points to its lower level node. There are some special nodes in T-graph, so it cannot find the target page by calculating the similarity. Following its pointing path cannot find the target page. Such a node is called a dead node, so it needs to avoid a dead node when building a T-graph. The performance of the T-graph is tested with a known document. If the expected standard is not met, the model needs to be built repeatedly. A schematic diagram of T-graph structure is shown in Figure 1.

2.1.2. Crawling Stage of Web Crawler. Figure 2 shows the process of the crawler algorithm based on the T-graph. The event sequence of crawler crawling web page based on T-graph is as follows:

1. The crawler selects the link with high priority from the crawling queue and sends the request to download the corresponding web page to the web network.
2. The crawler obtains the corresponding football match information web page from the web.
3. The crawler stores the crawled web pages in the response queue.
4. Extract the links from the response queue and calculate the similarity with the nodes in T-graph.
The response queue stores the web page crawled by the crawler and the HTTP response. If the captured web page cannot be downloaded due to network interruption or old link, the system still maintains the details of the current HTTP response and performs similarity calculation [9, 10]. If there is no node in T-graph that matches the link in the web page, the link in the web page is still put into the crawling queue, but the link is given a lower priority. To a certain extent, this method avoids discarding the precursor nodes which are not related to the football match information topic but connected with the destination page and improves the recall.

2.1.3. Collection of Subject Edge Documents of Scene Information in Football Match. In this paper, ICTCLAS3.0 word segmentation system is used to divide the scene information in football match document into keywords. Because each keyword has one or more concepts, each keyword corresponds to one or more pieces of scene information in football match and corresponds to one or more points in two-dimensional coordinates [13]. Figure 3 shows the schematic diagram of topic edge extraction.

The circle points in the graph correspond to the keywords of the anchor document, and the triangle points correspond to the keywords of other documents. This phenomenon is called galaxy [14]. The keywords corresponding to the points in the galaxy are called topic edge documents of candidate links.

2.1.4. Information Similarity Calculation Based on Word Meaning Analysis. Considering the weight of documents in different positions, feature extraction algorithm based on semantic analysis is used to extract feature. The similarity of 1SH, SH, MH, and DC is calculated and recorded as sim\text{1SH}, sim\text{SH}, sim\text{MH}, and sim\text{DC}, respectively, and different location weights are given according to their positions in the web page. The similarity calculation formula of candidate link (CL) is as follows:

\[
\text{Link sim}(CL) = P_1 \ast \text{sim}_{1SH} + P_2 \ast \text{sim}_{SH} + P_3 \ast \text{sim}_{MH} + P_4 \ast \text{sim}_{DC},
\]

where \(P_1, P_2, P_3, \) and \(P_4\) can be used to plan the relevant weights of documents in different locations, and \(\sum P_i = 2\). By increasing a certain weight, the importance of documents in corresponding locations can be increased [15], thus affecting the number of pages to be crawled. As the four attributes of 1SH, SH, MH, and DC can well distinguish topics, this paper sets \(P_1 = P_2 = P_3 = P_4 = 1/4\), which means giving the same weight to the main title, section title, subtitle, and data component. The four attributes of T-graph node are all composed of documents. The document is segmented, and the feature items are extracted by TD-IDF algorithm and mapped to VSM (vector space model). The document vector \(P\) is formed. The crawled web page is decomposed structurally, and the four attributes of candidate links are extracted. After the same steps, the document vector \(T\) is formed. The similarity calculation formula of \(P\) and \(T\) is as follows:

\[
\text{Correlation calculation}
\]

\[
\text{Reptile crawl}
\]

\[
\text{Grab queue}
\]

\[
\text{T-Graph}
\]

(5) If the link in the web page matches the node of T-graph, the web page will be downloaded to the warehouse for storage.

(6) Extract the links in the web page and put them in the crawling queue according to the priority order.

(7) The crawler selects the link with high priority from the crawling queue for priority crawling.
that document P has transformed into the operation of sememes [16]. Suppose into finite sememes, and the operation of words can be semantic level of keywords. Concepts can be decomposed calculate the semantic similarity of candidate links from the calculation and sememe of keywords is introduced to cal-

relevant knowledge of Wikipedia, the concept of semantic affects the accuracy of similarity. On this basis, using the ments keywords, which has a certain semantic deviation and through the collection of scene information in football match, which is helpful to better design the actual network function [13]. On the basis of this idea, this paper proposes a community-based document feature selection algorithm. In the process of discovering communities of the same category, the focus of document extraction is to extract the information of football match scene and train those who have strong ability to distinguish categories in the document set.

2.2.1. Community Discovery Algorithm and Complex Network Construction. Due to the uncertainty of the community discovery algorithm and in the face of a large number of nodes, it is not necessary to carry out a very strict division. This paper uses the betweenness based community discovery algorithm, namely, GN algorithm, to segment the community by removing the edge with the highest betweenness. The algorithm is as follows:

(1) Calculate all the edge betweenness in the network
(2) Remove the edge with the highest betweenness
(3) Recalculate all edge betweenness of the intermediate state
(4) Repeat (2) until all edges are removed

GN algorithm needs to analyze the whole network in every calculation, and because there is no quantitative definition of community, it is difficult to divide the community. Therefore, in order to improve the efficiency of community discovery, community division is defined as follows:

\[ Q = \sum i(e_{ij} - a_i^2). \]  (4)

The modularization degree of complex network is measured by (4), where \( e_{ij} \) is the proportion of edges connecting communities \( i \) and \( j \) in the total number of edges, and \( Q \) is the difference between the proportion of edges falling in such communities and the expected value when the same number of edges are randomly connected. It is used to measure the modularity of complex network. The main idea of the fast algorithm based on modularization is as follows: assume that \( n \) nodes in the initial state form \( n \) communities. In the above formula, \( a_i \) is calculated as follows:

\[ a_i = \sum j \cdot e_{ij}. \]  (5)

Using the greedy algorithm, the nodes belonging to the same kind of community are connected by continuously merging with the community whose \( Q \) value grows the fastest or decreases the slowest [17]. Radicchi et al. improved GN algorithm in 2003 and proposed a method to quantify the definition of community. Let \( G \) denote the whole network and \( A_{ij} \) be the adjacency matrix; the calculation formula of node’s \( i \) degree is as follows:

\[ \text{度数}(P, T) = \frac{P \cdot T}{|P||T|} \]  (2)

The above formula is a mechanical matching of document keywords, which has a certain semantic deviation and affects the accuracy of similarity. On this basis, using the relevant knowledge of Wikipedia, the concept of semantic calculation and sememe of keywords is introduced to calculate the semantic similarity of candidate links from the semantic level of keywords. Concepts can be decomposed into finite sememes, and the operation of words can be transformed into the operation of sememes [16]. Suppose that document P has \( t_i \) characteristic items, expressed as \( n \)-dimension vector. By calculating the weight \( W \) of the feature items, the special effect vector representation of the document is transformed into the vector representation of the sememe set, and the weight of each feature item is given to its own sememe set, which is represented by \( S \). After adding the weight of the same sememe set, the similarity of the sememe is calculated by calculating the similarity of the feature items. The calculation formula is as follows:

\[ \text{相似度}(P^S, T^S) = \cos \theta = \frac{\sum_{i=1}^{n} (W_i^T \cdot K_i^S)}{\sqrt{\sum_{i=1}^{n} W_i^S^2} \cdot \sqrt{\sum_{i=1}^{n} K_i^S^2}}. \]  (3)

Among them, \( W \) represents a multidimensional vector value, and \( K \) represents a weight value.

2.2. Document Classification Method Based on Community Discovery Algorithm. In the classification of Chinese scene information documents in football match, words are often regarded as the smallest language unit, and the amount of Chinese scene information in football match entries is very large, which makes the dimension of feature space of various classification algorithms very high. Therefore, according to the definition of complex network, each element in the system is treated as a node, and the relationship between each element is expressed as an edge, that is, a link, forming a complex relationship network. This idea of using small world features of complex network to extract key feature items provides a new idea for document feature selection. Through the discussion of complex network community structure, on the one hand, we can better understand and explain the social network presented. On the other hand, we can apply the complex network community structure theory to the specific collection of scene information in football match, which is helpful to better design the actual network function [13]. On the basis of this idea, this paper proposes a community-based document feature selection algorithm. In the process of discovering communities of the same category, the focus of document extraction is to extract the information of football match scene and train those who have strong ability to distinguish categories in the document set.
\[ K_i = \sum j \cdot A_{i,j} \]  
(6)

Considering subgraph \( V_{ci} \), for any \( i \in V \), the total degree of node \( i \) can be divided into two parts. The formula is as follows:

\[ K_i(v) = K_i^{in}(v) \cdot K_i^{out}(v), \]
(7)

where the internal variable of \( V \) connected with node \( i \) is represented by \( K_i^{in}(v) \) and the external variable of \( V \) connected with node \( i \) is represented by \( K_i^{out}(v) \). The calculation formula is as follows:

\[ K_i^{in}(v) = \sum j \in vA_{i,j}, \]
(8)

\[ K_i^{out}(v) = \sum j \notin vA_{i,j}. \]

Therefore, the definitions of strong community and weak community are given.

\textbf{Definition 1.} Subgraph \( V \) satisfies the definition of strong community. If and only if \( K_i^{in}(v) = \sum j \in vA_{i,j}, j \in V \), this indicates that the number of edges connected by nodes inside the community is greater than that of edges connected by nodes outside the community.

\textbf{Definition 2.} Subgraph \( V \) satisfies the definition of weak community. If and only if \( \sum i \in vK_i^{in} > \sum i \notin vK_i^{out} \), this means that the sum of the number of connecting edges between all nodes in the community and nodes inside the community is greater than the sum of the number of connecting edges between all nodes and nodes outside the community.

(1) Choose a way to define a quantitative community.

(2) Calculate the betweenness of all edges and remove the edge with the largest betweenness.

(3) After removing the edge, if the network is not divided into two parts, repeat (2).

(4) If the removed edge can divide the network, judge whether there are at least two subnets meeting the definition of quantitative community selected in step (1). If so, mark the corresponding part on the graph.

(5) Return to step (2); all subnetworks continue to execute until there is no edge in the network. By constantly removing the edge to construct the community and quantifying the community, the community division is more reasonable.

2.2.2. Feature Selection Algorithm of Scene Information in Football Match. For GN algorithm, when the number of nodes exceeds thousands, the computational complexity will become very high, and there is no quantitative definition of community. If we directly use fast algorithm to aggregate items of the same category, the accuracy is difficult to guarantee. Therefore, based on the consideration of time complexity and accuracy, the idea of local contribution and overlap coefficient is introduced, which is called feature selection algorithm based on community discovery. Firstly, according to the definition of community, the definition of \( Q \) value is different from that in this paper. The formula is as follows:

\[ Q = k_i^{in}(V)k_i^{out}(V). \]
(9)

It represents the difference between the number of edges connected between a node \( i \) and the internal node of community \( V \) and the number of edges connected by the external node of the community. The main idea of the algorithm can be described as follows: through each category community of the initial preclassification, the feature nodes in the complex network that meet the definition of each category community are selected [18]. The specific algorithm is as follows:

(1) The complex network graph is constructed based on the training text set.

(2) Initialization community: The elements in the set \( S = \{C_1, C_2, \ldots, C_n\} \) are predefined by experts, and each community represents a category. The community is composed of a small number of feature nodes (generally 10-20, 20 in this section) of each category with a strong ability to distinguish categories. Each feature node, except the feature node in the predefined community, constitutes a community setting in the network. The set expression is as follows:

\[ T = \{C_{m+1}, C_{m+2}, \ldots, C_{m+n}\}. \]
(10)

(3) For each community \( C_j \) in the set \( S \), the \( Q \) values of \( C_k \) and \( C_j \) are calculated, respectively, and the \( Q \) values are arranged in descending order. The first 10 \( C_j \) and \( C_k \) are merged into a community. If the first 10 \( C_j \) have \( Q \) values less than 0, only \( C_j \) and \( C_k \) greater than 0 are merged, the merged nodes are removed from the set \( T \), and the newly added nodes in each predefined community are recorded.

(5) After several steps, the new nodes added to each predefined community are checked according to the strong definition of the community, and the nodes that do not meet the conditions are deleted. The nodes deleted for the first time are not permanently deleted but are used by the next community. If the same node is deleted for the second time, the node is permanently deleted.

(6) Return to step (3); the number of nodes in each predefined community should meet the number of features selected, or there are nodes whose \( Q \) is less than or equal to 0 that can join a predefined community.

In the experiment, it is found that there is an overlapping phenomenon in the partition of edge and intermediate points. Accordingly, the algorithm is improved as follows:

Improvement (1): According to the idea of local contribution degree, the largest node of degree (central node) is taken as the initial community, and then the neighbor points (the former neighbor points with stronger differentiation) which have the greatest contribution to the community are
added in turn. When the contribution degree reaches extreme value, a community can be formed. If there are multiple boundary nodes with large contributions, they are added to multiple communities sharing it. After the community is extracted, the nodes and edges of the community are not deleted from the network to facilitate the mining of edge mediators [19].

Improvement (2): By limiting the overlap coefficient, if the overlap coefficient of $C_i$ and $C_j$ in any two communities is greater than the threshold $T$, the merged community becomes a whole ($T$ is taken as 0.7 in this paper). At this time, the local contribution calculation formula is as follows:

$$q = \frac{l_{in}}{l_{in} + l_{out}} \cdot (11)$$

In (11), $l_{in}$ represents the number of links within the community, $l_{out}$ represents the number of links outside the community, and the greater the $Q$ value is, the greater the contribution to the community is. The global contribution degree $Q$ represents the current maximum contribution degree in the mining process, which is initialized to 0 and used to judge whether the current community has reached the best state [20]. The overlap coefficient $S$ is calculated as follows:

$$S = \frac{|C_i \cap C_j|}{|C_i \cup C_j|} \cdot (12)$$

In the above formula, the numerator represents the number of common nodes of communities $C_i$ and $C_j$, the denominator represents the number of all nodes of $C_i$ and $C_j$, and the set of adjacent points is marked as $U$. The implementation basis of the feature selection algorithm of scene information in football match based on community discovery is complex semantic network graph, and the threshold value of the algorithm is 0.7. When dividing communities, when the threshold value is greater than 0.7, the two overlapping communities are merged. The specific flow of the algorithm is shown in Figure 4.

3. Experimental Analysis

We chose the scene information in a general football match in 2015–2019 as the theme for the test, collected 50 information theme websites of football match, and added 100 unrelated websites to form the test set, which contains more than 80000 pages. The measurement index is utilized to evaluate the topic collection efficiency of this algorithm comprehensively. Experiments in this paper are carried out using one GPU (GeForce GTX 1050 Ti) and an Intel Core i7 with 16 GB RAM system. We have added the hardware enlivenments in the revised manuscript.

The accuracy of acquisition is defined as follows: the number of theme related pages in collected pages/the number of all collected pages.

The resource discovery rate is defined as follows: the number of pages related to topics in collected pages/the number of pages related to all topics.

We use the same set of scene information in football matches to collect data. To effectively get the accurate effect of each method, we suspended the page and topic correlation determination module in the experiment. In the experiment, the number and status of pages when the number of collected pages is 1000, 2000, 3000, ..., 10000, respectively, are recorded, and the collection accuracy and resource discovery rate are calculated in time. When calculating the collection accuracy and resource discovery rate, we must know how many pages are related to the topic. Although the accuracy of this method is not as accurate as that of the manual method, the automatic determination of the machine saves a lot of time. In this paper, the algorithms in [9–11] are used to test the acquisition accuracy and resource discovery rate. The results are shown in Table 1. The algorithm in [9] represents an adaptive tracking algorithm for competition moving objects, which proposes a new adaptive target tracking algorithm based on feature fusion and particle filter. The algorithm hardware platform based on an image processing unit is designed. The algorithm in [10] studies the related technologies of 3D model retrieval based on sketch and puts forward the lightweight processing algorithm of 3D model and the optimal viewpoint selection algorithm of 3D model based on support vector machine. Reference [11] presents a high-resolution network for visual recognition problems. The superior results on a wide range of visual recognition problems suggest that the proposed model in [11] is a stronger backbone for visual recognition.

Analysis of Table 1 shows that, with the increase of data volume, the three algorithms’ resource acquisition accuracy and resource discovery rate also decrease. The decline of the resource acquisition accuracy and resource discovery rate of the text algorithm is lower than that of the algorithm in [9] and the algorithm in [10]. When the data volume is 10000, the resource acquisition accuracy of the algorithm in this paper is 7.7% and 10.41% higher than that of the algorithm in [9] and the algorithm in [10], respectively. In comparison, the resource discovery rate of the algorithm in this paper is 15.52% and 19.13% higher than that of the algorithm in [9] and the algorithm in [10], respectively, and average resource acquisition accuracy and resource discovery rate of the algorithm in this paper are 97.46% and 97.68%, respectively. The algorithm’s average resource acquisition accuracy and resource discovery rate in [9] are 94.11% and 83.93%, respectively. The algorithm’s average resource acquisition accuracy and resource discovery rate in [10] are 91.44% and 83.98%, respectively. The comprehensive comparison shows that the algorithm in this paper has a high ability to collect topics.

The algorithm cost and acquisition accuracy of the three algorithms are compared, and the results are shown in Table 2.

The qualitative comparison in Table 2 shows the following: As for cost, the cost of the algorithm in this paper is the smallest, which is equivalent to not doing any similarity calculation and comparison. However, the algorithms in [9] and [10] only compare the extended metadata in each link because the amount of information in the extended metadata is minimal, and the cost of time and space is minimal.
Still, it is more complex than that of the algorithm in this paper. For the algorithm of [9] and the algorithm of [10], when the characteristics of the significant pages are found, the critical pages are collected first, and the collection accuracy increases to a certain degree. When the quality of the pages is not too high, the collection accuracy decreases. Therefore, the algorithm in this paper has a small calculation cost and low impact on collection accuracy.

Mean average precision (mAP) is used to measure the performance of the algorithm. The average precision (AP) of a certain category is the sum of the precision of different recall test points divided by the number of recall test points. For the entire dataset, mAP is the sum of APs of all categories divided by the number of categories. The crawler can identify the relatively high priority link of the football match site information in the test and can obtain the corresponding site information web page of football match from the web. If the recognition error is less than 0.3 s, it is considered that the recognition is correct. In the process of AP calculation, 8000 information web pages of football matches are used as test points to calculate recall rate and accuracy, further calculate the balanced average accuracy mAP, and calculate the frame rate of the three algorithms. The calculation results are shown in Figure 5.

It can be seen from the analysis of Figure 5(a) that, with the increase of the number of web pages, the mAP of the
three algorithms presents a downward trend. The mAP of the algorithm in this paper decreases slightly, and the mAP is always maintained at about 98%. In contrast, the mAP of the algorithms in [9] and [10] decreases greatly. When the number of web pages is 8000, the mAP of the two algorithms is 63% and 69%, respectively, which is quite different from the algorithm in this paper. It can be seen from the analysis of Figure 5(b) that, in the process of web page calculation, the number of frame rates fluctuates to a certain extent. The number of frame rates calculated by the algorithm in this paper is always high and remains between 35 and 40. In contrast, the algorithms in [9] and [10] fluctuate greatly, and the number of frame rates calculated spans a large range. Comprehensive analysis of Figure 5 shows that the algorithm in this paper has high average accuracy and fast calculation speed.

The web crawling ability of the three algorithms is tested. The web crawling condition is set as follows: the update cycle of a web page is 10 min/time, five times every three hours, with continuous crawling for 10 hours. Each crawling only retains the effective scene information in football matches. If the captured scene information in the football match has been saved in the warehouse, the web page will be discarded. The results of the three algorithms are shown in Figure 6.

As shown in Figure 6, the algorithm in this paper crawls about 58000 web pages in the first crawling cycle because, in this stage, the web page is crawled for the first time, so most web pages are retained. The second peak of crawling occurs after 3 hours (because the interval of crawling is 3 hours), and about 15000 web pages are picked up. After that, the number of web pages crawled every day tends to be flat. After one crawling cycle, the access pages can be basically recognized with focus on capturing the data and related links. At the same time, the peak of the algorithms in [9] and [10] is not obvious, and the number of web pages is small. Therefore, the algorithm in this paper has a strong ability to capture web pages.

In the test, the number of lost packets to the number of sent data groups is the packet loss rate. The packet loss rate is closely related to the packet length and the packet transmission frequency. The calculation results of the three algorithms are shown in Figure 7.

Analysis of Figure 7 shows that, with the increase of the number of web pages, the packet loss rate of the three algorithms also increases gradually. When the number of web pages is 8000, the packet loss rate of the algorithm in this paper is only 3%, which is 3% and 5% lower than the algorithms in [9] and [10], respectively, with the difference being relatively large.

The 8000-page scene information in football matches is divided into 8 communities. The three algorithms are used to calculate the edge betweenness, and their community quantification ability is tested. The results are shown in Figure 8.

It can be seen from the analysis of Figure 8 that although the calculation of edge betweenness fluctuates with the increase of the number of communities, the value of edge betweenness calculated by the algorithm in this paper is the largest. The edge betweenness calculated by the algorithm in [9] is similar to that calculated by the algorithm in this paper before the number of communities is 2. However, with the increase of the number of communities, the edge betweenness calculated by the algorithm in [10] decreases greatly. The computing edge betweenness is always low, so the algorithm in this paper has a strong community quantification ability.

The data collection ability of the three calculation methods is tested. Data collection was performed 5 times per hour, and the amount of scene information in football matches collected by the three algorithms after 12 consecutive periods was counted. The results are shown in Table 3.

According to the analysis of Table 3, the amount of scene information in football matches collected by the algorithm in this paper is 48682, which is higher than the algorithms in [9], [10], and [11], respectively. When the collection period is 3, 5, 8, and 10, the moving target adaptive tracking algorithm proposed in [9] has a better collection number, because the algorithm has good adaptive ability, and it just has a certain period of time. However, in terms of the number of collections in the entire 12 cycles, the method in this article has significant advantages. It can be seen that the algorithm in this paper has a strong information collection ability.

### Table 1: Test results of resource collection accuracy and resource discovery rate of three algorithms.

| Data volume | The algorithm in this paper | Reference [9] algorithm | Reference [10] algorithm | Reference [11] algorithm |
|-------------|----------------------------|-------------------------|--------------------------|--------------------------|
|             | Acquisition accuracy (%)   | Resource discovery rate (%) | Acquisition accuracy (%) | Resource discovery rate (%) | Acquisition accuracy (%) |
| 1000        | 99.66                      | 99.87                   | 99.03                    | 95.46                    | 91.43                   | 89.57                  | 97.56                  | 95.46                  |
| 2000        | 99.32                      | 99.58                   | 98.47                    | 95.37                    | 90.41                   | 88.24                  | 96.39                  | 98.43                  |
| 3000        | 98.79                      | 99.01                   | 97.55                    | 94.55                    | 88.74                   | 86.41                  | 96.57                  | 93.78                  |
| 4000        | 98.01                      | 98.76                   | 96.47                    | 93.33                    | 86.53                   | 85.61                  | 95.38                  | 93.56                  |
| 5000        | 97.22                      | 98.16                   | 95.77                    | 92.71                    | 84.31                   | 85.03                  | 96.78                  | 95.36                  |
| 6000        | 97.16                      | 97.49                   | 93.24                    | 91.17                    | 83.33                   | 83.22                  | 95.19                  | 96.35                  |
| 7000        | 96.54                      | 97.09                   | 92.22                    | 90.22                    | 80.54                   | 81.45                  | 94.62                  | 93.64                  |
| 8000        | 96.11                      | 96.57                   | 90.47                    | 88.54                    | 79.99                   | 80.73                  | 92.56                  | 89.89                  |
| 9000        | 95.99                      | 95.46                   | 89.76                    | 87.62                    | 78.91                   | 79.82                  | 91.66                  | 88.96                  |
| 10000       | 95.84                      | 94.77                   | 88.14                    | 85.43                    | 75.64                   | 79.25                  | 89.48                  | 87.69                  |
Table 2: Changes of algorithm cost and acquisition accuracy of the three algorithms.

| Algorithm                  | Algorithm cost | Change of acquisition accuracy |
|----------------------------|----------------|--------------------------------|
| The algorithm in this paper| Less           | The accuracy is high in the early stage, and then it begins to decline slowly |
| Reference [9] algorithm    | Moderate       | As time goes on, the rate of change is not big, but it rises suddenly occasionally |
| Reference [10] algorithm   | Large          | With the increase of time, the accuracy curve first increases, then decreases, and fluctuates greatly |

Figure 5: Test results of the three algorithms: (a) mAP test results; (b) calculation speed.

Figure 6: The results of the three algorithms for web crawling.
4. Conclusion

With the continuous improvement of network service types and quality requirements, this new idea of data collection has emerged. For this reason, we propose an information collection algorithm for general football matches based on web documents. The introduction of web documents in target information prediction and collection helps to realize personalized intelligent service. Personalized active information collection service has become a hot spot that people pay more and more attention to, and it is a development trend of collection service in the future. With the continuous improvement of its function, accuracy, and intelligence, the personalized prediction collection mode based on users will play a more important role and better meet users’ needs. The topic crawler strategy based on T-graph, by analyzing the topic edge text of candidate links, predicts the correlation between links and topics, comprehensively considers the page content and link analysis, and improves the quality of theme crawling. The experimental results show that the proposed method is better than the baselines in practical applications. Generally speaking, the algorithm is successful and meets the expected requirements of scene information collection in general football matches. However, there is still

| Collection period | The algorithm in this paper | Reference [9] algorithm | Reference [10] algorithm | Reference [11] algorithm |
|-------------------|-----------------------------|-------------------------|-------------------------|-------------------------|
| 1                 | 3889                        | 2363                    | 3412                    | 3615                    |
| 2                 | 4323                        | 2543                    | 2199                    | 3120                    |
| 3                 | 4988                        | 5017                    | 2076                    | 4086                    |
| 4                 | 5012                        | 3324                    | 3407                    | 4408                    |
| 5                 | 3124                        | 3501                    | 5511                    | 4502                    |
| 6                 | 4096                        | 3896                    | 3076                    | 3023                    |
| 7                 | 4327                        | 4227                    | 4134                    | 4021                    |
| 8                 | 3914                        | 5011                    | 3983                    | 3863                    |
| 9                 | 5339                        | 2987                    | 3042                    | 4056                    |
| 10                | 2176                        | 3512                    | 2206                    | 2023                    |
| 11                | 3073                        | 2983                    | 3863                    | 3103                    |
| 12                | 4421                        | 4307                    | 3147                    | 3657                    |
| Total             | 48682                       | 43671                   | 40056                   | 43477                   |
a lack of reasonable theoretical analysis of our method. In the future work, we will discuss the models and methods in the analysis in a theoretical way [21–25].
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