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Abstract

Deep Metric Learning (DML) is a prominent field in machine learning with extensive practical applications that concentrate on learning visual similarities. It is known that inputs such as Adversarial Examples (AXs), which follow a distribution different from that of clean data, result in false predictions from DML systems. This paper proposes MDProp, a framework to simultaneously improve the performance of DML models on clean data and inputs following multiple distributions. MDProp utilizes multi-distribution data through an AX generation process while leveraging disentangled learning through multiple batch normalization layers during the training of a DML model. MDProp is the first to generate feature space multi-targeted AXs to perform targeted regularization on the training model’s denser embedding space regions, resulting in improved embedding space densities contributing to the improved generalization in the trained models. From a comprehensive experimental analysis, we show that MDProp results in up to 2.95\% increased clean data Recall@1 scores and up to 2.12 times increased robustness against different input distributions compared to the conventional methods.

1. Introduction

Deep metric learning (DML) has received considerable attention in recent years owing to its extensive applications, such as content-based information retrieval (CBIR), face recognition, voice recognition, and data dimensionality reduction. DML establishes similarities between objects by learning distance metrics in the feature space of deep neural networks (DNNs). Several techniques focusing on the DML model architecture, loss function, and data augmentation have been proposed to improve performance.

However, little attention has been paid to improving DML performance using input data with multiple types of adversarial examples (AXs) following different distributions. AXs are carefully crafted instances with small intentional perturbations following an adversary’s defined generation process to fool a target DNN \cite{Goodfellow2014, Szegedy2013, Athalye2018}. Hence, reducing the performance and uncovering the restricted generalization ability of DML models.

To improve the generalization in DNNs for adversarial inputs, some studies focus on directly training DNNs using adversarial data. This technique is known as adversarial training \cite{Szegedy2013, Athalye2018, Xie2018}. However, adversarial training improves only adversarial data performance at the expense of clean data performance degradation, which was later demonstrated as an inevitable accuracy-robustness tradeoff \cite{Carlini2017}.

For end-to-end classification DNNs, Xie et al. \cite{Xie2018} first challenged the accuracy-robustness tradeoff and discovered that clean data performance degradation in adversarial training occurs because the batch normalization (BN) layers in DNNs assume that input data follow a single distribution. They proposed using separate BN layers for the clean and adversarial data. AdvProp improved performance on the clean data, thus, enhancing generalization. But, the model performance for the adversarial inputs was not evaluated. Subsequent studies on AdvProp \cite{Xie2018} focus on self-supervised learning \cite{Odena2015}, AdvProp’s computational efficiency \cite{Carlini2017}, object detection \cite{Deng2019}, and contrastive learning \cite{Hjelm2018, Chen2020}.

We observe that there exists no method in DML that leverages multi-distribution data in the form of AXs while leveraging disentangled learning through multi-
MDProp generalizes the generation and the use of the inputs following multiple distributions while using separate BN layers. In particular, MDProp uses multi-targeted AXs (MTAXs) along with single-targeted AXs (STAXs), enhancing both accuracy and robustness. (b) The resulting feature space of the DML models trained using only STAXs. Because single-targeted AXs are not designed to target these overlapped regions, they leave the overlap unresolved. (c) MDProp generates MTAXs during training to specifically regularize the feature space overlap (region ‘O’) in DML models, resulting in improved generalization in the trained DML models.

This paper aims to improve the image retrieval performance of DML models on inputs with different distributions by considering clean and adversarial inputs. We propose a novel Multi-Distribution Propagation (MDProp) framework (Fig. 1(a)). MDProp first develops multi-targeted AXs (MTAXs) that follow different distributions than clean data and single-targeted AXs (STAXs). MDProp designs MTAXs to mimic the deep representations of multiple target classes, implying that they lie inside feature space regions with multi-class overlap. The use of MTAXs in training regularizes these overlapped feature space regions, as depicted in (b) and (c) of Fig. 1. To handle the input distribution shift caused by MTAXs, MDProp scales the separate BN layer strategy followed by AdvProp [38]. We also extend AdvProp to DML (hereafter called AdvProp-D) by using an effective attack generation methodology specifically for DML.

To our knowledge, this work is the first instance in DML to simultaneously improve the performance on different input distributions using STAXs and MTAXs. MDProp was evaluated thoroughly on standard DML benchmarks (CUB200-2011 (CUB200) [35], CARS196 [14], and SOP [14]), multiple ResNet [8] architectures along with some recent state-of-the-art DML methods like S2SD [24], and different DML loss functions. We found up to 2.95% improved R@1 scores for clean data while improving adversarial (out-of-distribution data) robustness by increasing R@1 scores up to 39.09%. The improved performance on clean data and robustness results from better generalization capabilities and local Lipschitzness [40] introduced due to the effective use of out-of-distribution features.

2. Preliminaries

DML. DML aims to find a distance metric $d_\theta : \psi \times \psi \mapsto \mathbb{R}$ on the feature space $\psi \subset \mathbb{R}^D$ of images $X$ that best satisfy ranking losses [5,25,36,37] defined for class labels $Y$. An adversary can conveniently create AXs to significantly affect a DML model’s job [26,27,32,44,45].

AX Data Augmentation and Adversarial Training. AXs added with adversarial noise $\delta$ bring additional features that help training DNN’s parameters $\theta_c$ learn meaningful data representations [33]. Adversarial training [1,7,15,18,28] is a straightforward strategy that incorporates AXs during training to make DNNs robust against AXs and noisy inputs [41,43], solving the following saddle point objective with a loss $\mathcal{L}$:

$$\min_{\theta_c} \mathbb{E}_{(x,y) \sim \mathcal{D}} \left[ \max_{\delta \in \mathcal{S}} \mathcal{L} (\theta_c, x + \delta, y) \right]$$

where $(x, y) \sim \mathcal{D}$ is the clean training data. $\delta$ is often crafted using first-order gradient-based methods [6,18].

AdvProp. To increase the accuracy of image recognition systems in an end-to-end classification DL setting, AdvProp [38] first proposed to use AXs during training. It was found that the input distribution shift due to AXs was causing a reduced clean data accuracy for adversarial training because BN [10] assumes that all training samples $X_{train}$ come from a single distribution $\mathcal{D}$. Hence, to leverage the adversarial features and
handle the input distribution shift, AdvProp proposed using separate BN layers for the clean and adversarial data batches during training. The use of separate BN layers during training for input data with distinct distributions is called disentangled learning. For a DL classifier with parameters \( \theta_c \), AdvProp optimized the following objective:

\[
\arg\min_{\theta_c} \mathbb{E}_{(x,y) \sim D} \left[ \mathcal{L}(\theta_c, x, y) + \max_{\delta} \mathcal{L}(\theta_c, x + \delta, y) \right],
\]

where \((x, y)\) is a clean data instance with distribution \( D \), \( \mathcal{L} \) is the classification loss function, and \( \delta \) is crafted for STAXs.

**Multi-targeted AXs.** When an AX can successfully be classified as multiple identities while being fed to a DL model during inference, it is called multi-targeted AX (MTAX). In the DML context, we generate MTAXs to fool a target model by imitating the deep features of target identities. Let \( f : \mathbb{R}^N \rightarrow \mathbb{R}^D \) be a DML model with parameters \( \theta \). For MTAX generation, an adversarial noise \( \delta^n \) is first crafted as:

\[
\delta^n = \arg\min_{||\delta||_\infty \leq \epsilon} \frac{1}{T} \sum_{j \in S} ||f(x^j + \delta) - f(x^j)||_p,
\]

where \( x^j \) is the clean sample with identity \( j \), \( S_B \) is the batch sampled from training data \( X_{\text{train}} \) and contains images of target identities such that \( j \neq \ell \) \( \forall x^\ell \in S_B \), \( T \) is the number of impersonation targets, \( \epsilon \) is the \( l_\infty \)-norm constraint on the size of adversarial noise \( \delta \) to achieve the imperceptibility objective. Finally, the crafted \( \delta^n \) is added to the clean sample \( x^j \) and fools the target model \( f \) even Eq. 4 partially holds.

\[
d(f(x^j + \delta^n), f(x^j)) \leq d(f(x^j), f(x^\ell)) \quad \forall x^\ell \in S_B,
\]

where \( x^\ell \) is a gallery sample with same identity as \( x^j \), and \( d \) is a distance metric.

### 3. Method

We propose MDProp, a generalized framework for improving the image retrieval performance of DML models simultaneously on multiple input distributions. MDProp generates MTAXs, along with STAXs, as training data that follows different distributions. MDProp leverages the concepts of deep disentangled learning [38] through multiple separate BN layers for each type of generated training data to better handle the input distribution shift.

Assuming \( \theta = \{\theta_n, \theta_b\} \) are the trainable parameters of a conventional DML model \( f \); where \( \theta_n \) are BN parameters and \( \theta_b \) are the remaining parameters. MDProp first generates multi-distribution data following different distributions than clean training data. The generated data is then combined with the clean data and used for training the model. During the whole data generation and training process, MDProp uses separate BN layers for each distribution of the generated data. The use of the separate BN layers is based on the concept of disentangled learning [38].

For the original training data following \( D_1 \) distribution, MDProp first generates predefined \( K - 1 \) sets of data following \( D_2, D_3, ..., D_K \), while using a model \( f_{\theta_n, \theta^1_b, \theta^2_b, ..., \theta^K_b} \) with \( K \) additional BN layers. The parameter set \( \{\theta_n, \theta^1_b\} \) is used for the clean data passes through the DML model \( f \), and \( \{\theta_n, \theta^k_b\} \) is used for the generation and training pass of the data with \( D_k \) distribution, for all \( k \in \{2, 3, ..., K\} \). Finally, MDProp optimizes the training objective \( Z_2 \) as

\[
Z_2 = \arg\min_{\{\theta_n, \theta^1_b, ..., \theta^K_b\}} \mathbb{E}_{(x,y) \sim D_k} \left[ \mathcal{L}(\{\theta_n, \theta^k_b\}, x, y) \right],
\]

where \((x, y)\) is the training data, \( \mathcal{L} \) is the DML training loss. MDProp is compatible with all popular DML loss functions. During inference, the auxiliary BN parameters \( \{\theta^2_b, \theta^3_b, ..., \theta^K_b\} \) are no longer required, and we only use \( \theta_{\text{text}} = \{\theta_n, \theta^1_b\} \) parameters.

#### 3.1. Generation of Multi-Distribution Data

MDProp uses a different data generation process to generate data with different distributions. Specifically, MDProp generates MTAXs along with STAXs using adversarial objectives and first-order optimization methods. MDProp crafts feature space adversarial noise \( \delta^n \) as per Eq. 3 corresponding to a clean image \( x \). The adversarial noise \( \delta^n \) is then added to \( x \), converting it into an MTAX. \( \delta^n \) is distinctly generated for each clean image \( x \) in the training batch.

Since the adversarial objectives of the MTAXs and STAXs are different, MDProp crafts and uses STAXs during training with added auxiliary BN layers. Later in the results, we will see that MDProp results in the best image retrieval performance when both MTAXs and STAXs, along with the clean data, are used for the training. MDProp is also compatible with conventional data augmentation methods [3, 17].

#### 3.1.1 Why MTAXs?

In the absence of a proper regularizer during the training of a DML model, there can be occurrences of fea-
MDProp’s effective use of these MTAXs induces a regularization effect. It pushes the model’s parameters to transform the deep representation space, eliminating or lessening these overlapped regions (as illustrated in Fig. 1), thereby improving generalization in the trained DML model.

3.2. Working of MDProp

The working of MDProp is shown in Algorithm 1 pseudo-code. MDProp first requires training data \((X_{\text{train}}, Y_{\text{train}})\), DML model \(f_{\theta_n, \theta_b^1, \theta_b^2 \ldots \theta_b^K}\) with default hyperparameters, training batch size \(B\), pretrained \(f_{\phi_n, \phi_b}\) parameters enabling transfer learning, noise set \(\gamma\) for initializing \(\theta_b^{K+1}\), set \(T\) which is the number of impersonation targets for the adversarial data generation, data generation recipe \(\text{generate}^k\) with hyperparameters \(\Lambda\), loss functions \(L^k\) with \(k \in \{1, 2, \ldots, K\}\) for training and data generation. The hyperparameters \(\Lambda\) of \(\text{generate}^k\) define generated attack’s strength, the number of gradient update steps, and \(L_{\infty}\) size constraints for the adversarial noise \(\delta^m\) in the adversarial data generation process.

The next step is to initialize the model parameters \(\{\theta_n, \theta_b^1, \theta_b^2 \ldots \theta_b^K\}\) using \(f_{\phi_n, \phi_b}\). To enable transfer learning for the additional BN layers, noise \(\gamma\) following an arbitrary distribution for compensating input distribution shift is optionally used. Thereafter, a batch of clean data \((X, Y)\) is sampled in each training step. Then \(K-1\) data batches are generated using \(\text{generate}^{K+1}\) and separate BN layers, each following...
a different distribution. Finally, the loss for all data batches is calculated. Each step ends with a backpropagation pass. The process is repeated to meet a predefined termination condition.

3.3. AdvProp-D

When MDProp uses a single additional BN layer, and the generated data is only STAXs, MDProp represents AdvProp-D, the DML extension of the AdvProp method [38] proposed for the classification DNNs. AdvProp can conveniently be applied to DML but generating effective AXs during training is complex. Since the DML metrics are calculated at the embedding space, AdvProp-D generates AXs at the embedding space of the training model. Lastly, AdvProp-D optimizes the training objective as per Eq. 5.

4. Experimental Setting

For a comprehensive assessment of MDProp’s performance, we use various current baselines, DML architectures, benchmark datasets, and loss functions.

Datasets. We use standard DML benchmarks: CUB200 [35], CARS196 [14], and Stanford Online Product (SOP) [21] datasets. We follow Roth et al. [24] to perform the pre-processing and train-test split.

Model architectures. To evaluate performance on models with varying capacities, we use ResNet50 [8], ResNet18 [8], and ResNet152 [8] architectures. We use the publicly available ImageNet [4] pre-trained paramaters for transfer learning. We also use the state-of-the-art S2SD method [24] with ResNet50 architecture.

Loss functions and model hyperparameters. We use the Multisimilarity [36] and the ArcFace [5] losses for the training. We set DML model’s embedding dimension \( d = 128 \). For a fair comparison against baselines, we keep the remaining hyperparameters the same as Table 1’s in [24].

Attack hyperparameters during training. We use the well-known Projected Gradient Descent (PGD) [18] and Basic Iterative Method (BIM) [16] for generating single and MTAXs. We set the number of iterations in PGD to 1, the PGD learning rate. To evaluate the effect of the size of adversarial noise, we set the \( L^\infty \) constraint \( \epsilon \) on the adversarial noise to 0.01 and 0.1. To understand the effect of MTAXs crafted for the different number of attack targets (\( T \)), we take \( T = 2, 3, 5, 10 \). The loss function for attack generation was kept squared \( L^2 \) norm.

Baselines and ablation instances. We consider conventional training and adversarial training with targeted attacks as baselines. We compare MDProp against the baselines when using 2, 3, and 4 separate BN layers with STAXs and MTAXs for various numbers of attack targets. We perform the comparisons for multiple datasets, architectures, and loss functions. To validate the effect of separate BN layers, we evaluate training with MTAXs without auxiliary BN layers.

Evaluation metrics. We use the standard DML evaluation metrics: \( \text{Recall@K} \) (R@K) [11] with \( k = \{1, 4\} \), Normalized Mutual Information (NMI) [19], and \( \pi_{\text{ratio}} \) [24]. Increased R@k and NMI values indicate improved image retrieval performance and clustering quality, respectively, and decreased \( \pi_{\text{ratio}} \) values mean relatively increased inter-class and decreased intra-class distances in the embedding space.

Robustness assessment of the trained models. To evaluate the effect of AXs on image retrieval performance, we generate single-targeted white-box AXs corresponding to the clean samples in the test CUB200 [35], CARS196 [14], and SOP [21] datasets. We use the PGD [18] update with 20 iterations, calling it PGD-20 attack. To change attack strength, we use 0.01 and 0.1 for the \( \epsilon \) constraint. To save space, we only include the results for \( \epsilon = 0.01 \), adding \( \epsilon = 0.1 \) to supplementary material\(^1\). Although, the result trends were found to be the same for both \( \epsilon \) values.

We keep the remaining attack hyperparameters the same as during the training. Because \( \pi_{\text{ratio}} \) scores are averaged over all classes, making them prone to outliers and sometimes ignoring a few highly overlapped classes, they may not truly represent improved generalization constantly. Hence, we combine \( \pi_{\text{ratio}} \) scores with the trained model’s performance against MTAXs to conclude the improved generalization and eradication of the feature space overlap.

5. Results and Discussions

Clean Data Performance. Table 1 presents results for the test CUB200 [35] and CARS196 [14] datasets for the Multisimilarity [36] and ArcFace [5] loss functions. MDProp consistently and significantly outperformed not only the standard training and adversarial training baselines but also the AdvProp-D case. In particular, when MDProp used three BN layers with clean, STAX, and MTAX inputs, the image retrieval performance was the highest for the clean inputs. The performance of MDProp remained higher than that of AdvProp-D even when only MTAXs were used along with the clean data during training, indicating the significant impact of MTAXs. MDProp also exhibited similar performance gain patterns when used 4 separate BN layers\(^3\). Furthermore, we observed reduced

---

\(^1\)See A in the appendix.

\(^2\)See Table 6 in the appendix.

\(^3\)See D.4 in the appendix.
image retrieval performance on unperturbed inputs following a single distribution. For the white-box adversarial inputs, Tables 1, 2, and 3 show that MDProp results in significantly more robust DML models than the baselines by achieving up to 86% higher recall scores, 47% higher NMI scores, and a 41% reduction in $\pi_{ratio}$ scores. When MDProp uses both STAXs and MTAXs with two additional BN layers during training, it results in the most robust models against STAXs, even compared with the AdvProp-D case. The robustness gains persisted even for the 4 separate BNs. This demonstrates the effect of the added generalization from the use of MTAXs with an additional BN layer.

### Evaluating Feature Space Overlap.
From Table 1, 2, and 3, we can see improved $\pi_{ratio}$ scores for MDProp in most of the instances.

For larger SOP data also, MDProp trained using the mix of STAXs and MTAXs along with clean data performed better for the clean inputs, which can be seen in Table 3. However, the performance gains were relatively modest. We hypothesize that the reason for the lower gains on the SOP data is the large number of classes with already low $\pi_{ratio}$ scores for the vanilla training baselines. A large number of classes increases the probability of ineffective adversarial target selection during MTAX generation. The already low $\pi_{ratio}$ scores for the vanilla training models indicate the presence of only a few overlapped embedding space regions for the data.

### Robustness Against Conventional AXs.
The benefits of MDProp are not limited to the improved image retrieval performance on unperturbed inputs following a single distribution. For the white-box adversarial inputs, Tables 1, 2, and 3 show that MDProp results in significantly more robust DML models than the baselines by achieving up to 86% higher recall scores, 47% higher NMI scores, and a 41% reduction in $\pi_{ratio}$ scores. When MDProp uses both STAXs and MTAXs with two additional BN layers during training, it results in the most robust models against STAXs, even compared with the AdvProp-D case. The robustness gains persisted even for the 4 separate BNs. This demonstrates the effect of the added generalization from the use of MTAXs with an additional BN layer.

### Evaluating Feature Space Overlap.
From Table 1, 2, and 3, we can see improved $\pi_{ratio}$ scores for MDProp in most of the instances. We conclude the enhanced generalization by the use of MTAXs in MDProp.

---

### Table 1.

| Method | CUB200 Data [35] | CARS196 Data [14] |
|--------|------------------|------------------|
|        | Multisimilarity Loss [36] | ArcFace Loss [5] | Multisimilarity Loss [36] | ArcFace Loss [5] |
|        | R@1 | R@4 | NMI | $\pi_{ratio}$ | R@1 | R@4 | NMI | $\pi_{ratio}$ | R@1 | R@4 | NMI | $\pi_{ratio}$ |
| ST     |      |      |      |         |      |      |      |         |      |      |      |         |
| AT     |      |      |      |         |      |      |      |         |      |      |      |         |
| AP'    |      |      |      |         |      |      |      |         |      |      |      |         |
| MP'    |      |      |      |         |      |      |      |         |      |      |      |         |
| MP''   |      |      |      |         |      |      |      |         |      |      |      |         |

For Adversarial CUB200 Data
For Adversarial CARS196 Data

- **Table 1.** Image retrieval performance of models trained using Standard Training (ST), Adversarial Training (AT), AdProp-D (AP’), and MDProp (MP) with one (MP’) and two (MP’’) additional BN layers, on the clean and STAX inputs from the CUB200 [35] and CARS196 [14] datasets. T represents the number of attack targets used for MTAX generation during training. Adversarial datasets were generated using single-targeted white-box PGD-20 attacks with $\epsilon = 0.01$ on the test sets [24]. Bluebold and bold denote best and second best results per setup.

---

### Robustness Against Conventional AXs.
The benefits of MDProp are not limited to the improved image retrieval performance on unperturbed inputs following a single distribution. For the white-box adversarial inputs, Tables 1, 2, and 3 show that MDProp results in significantly more robust DML models than the baselines by achieving up to 86% higher recall scores, 47% higher NMI scores, and a 41% reduction in $\pi_{ratio}$ scores. When MDProp uses both STAXs and MTAXs with two additional BN layers during training, it results in the most robust models against STAXs, even compared with the AdvProp-D case. The robustness gains persisted even for the 4 separate BNs. This demonstrates the effect of the added generalization from the use of MTAXs with an additional BN layer.

### Evaluating Feature Space Overlap.
From Table 1, 2, and 3, we can see improved $\pi_{ratio}$ scores for MDProp in most of the instances. We conclude the enhanced generalization by the use of MTAXs in MDProp.
by further evaluating the trained model’s performance for the MTAX inputs and found that MDProp models trained using a mixture of STAXs and MTAXs perform the best\(^\text{5}\), followed by MDProp trained using MTAXs and STAXs, respectively.

**Performance Across Architectures.** MDProp results in superior clean data performance and adversarial robustness when used with DL architectures of varying depth and even with the distillation-based S2SD [24] method, as shown in Table 2. Particularly, MDProp in the S2SD setting for the CUB200 dataset outperforms the state-of-the-art distillation-based standard training method [24] by 1.39% on R@1 score, and also on NMI and \(\pi_{\text{ratio}}\) scores.

**Effect of the Number of Attack Targets.** From the experiments for \(T\): 1, 2, 3, 5, and 10, we found that increasing \(T\) improves performance on the clean data only up to a certain number for which the predefined generation recipe’s hyperparameters provide the sufficient semantic capability to the attack generation procedure to cause the positions in embedding space of generated MTAXs shift to the overlapped regions of the DML model under training\(^\text{6}\). In particular, MDProp using clean and MTAXs performed the best for \(T = 3\), and MDProp using clean, STAXs, and MTAXs performed the best for \(T = 5\). For smaller values of \(T\), lesser performance improvements result because of the decreased probability of finding highly overlapped embedding space regions.

**Effect of Separate BN Layers.** From the results in Table 1 and Table 2, we confirm that the use of adversarial training, which does not use separate BN layers, can result in enhanced adversarial robustness compared to the standard training, but it always reduces the clean data performance. We also experimented with training a DML model with mixed inputs of clean and MTAX data while not using separate BN layers\(^\text{6}\) and found that mixed inputs without separate BNs do not provide clean data performance gains, and robustness stays similar to adversarial training. Therefore, confirming AdvProp’s [38] hypothesis of input distribution shift handling by separate BN layers.

**Input Distribution Shift by MTAXs.** The gradient descent directions during MTAX generation are constrained towards overlapped embedding spaces of the model under training. Whereas the optimization complexity of the STAX generation process is relatively low because of a bigger feasible solution space. This leads us to hypothesize that since the generation of MTAXs follows a different process, they are differently distributed than STAXs, as well as the clean data.

To demonstrate that MTAXs are differently distributed, we follow the methodology of Xie et al. [38]. We compared the trained model’s performance when additional BN layers were used during inference instead of the main BN layers. While evaluating the trained ResNet50 model with Multisimilarity loss in the MDProp framework using three BN layers for clean, STAX, and MTAX inputs, respectively, We found that the additional BN layers for STAXs and MTAXs result in a mean 0.7% and 1.8% decrease in R@1 scores for the test CUB200 data.

We also compared the pairwise difference in the learned \(\beta\) and \(\gamma\) parameters of the BN layers used for different kinds of training data. As illustrated in Fig. 2, we found a clear significant pairwise variation between those parameters of the different BN layers used for clean, STAX, and MTAX inputs. This difference in the learned parameters further proves that these BN layers were trained for different input distributions meaning MTAXs follow different distributions than clean data and STAXs, thereby causing input distribution shift and requiring additional BN layers during training.

**6. Related Work**

**DML.** Conventional DML techniques are based on improved ranking losses, data sampling methods, data augmentation, and some extensions to the DML. Our work can be seen as an extension of standard DML techniques that augment different types of adversarial data in a disentangled learning environment to improve DML performance against multiple input distributions.

**Training with AXs.** The clean data performance
1.123 64.98 1.416 1.093 0.896 58.81 65.11 1
58.33 1.131 54.60 -

1.23 times for the ResNet-based state-of-the-

Table 2. Image retrieval performance of AdvProp-D (AP') and MDProp (MP) methods against standard training (ST) and adversarial training (AT) when used with ResNet18, ResNet50 in S2SD [24], and ResNet152 architectures on the CUB200 [35] dataset. Acronyms and adversarial data generation parameters are the same as in Table 1.

Table 3. Results for the SOP [21] dataset while using ResNet50 with Multisimilarity [36] loss. Adversarial data was generated following Table 1.

| Method | Clean Data | Adversarial Data |
|--------|------------|-----------------|
| R@1 | R@4 | NMI | R@1 | R@4 | NMI |
| R@1 | R@4 | NMI | R@1 | R@4 | NMI |
| ST | 78.09 | 86.55 | 89.98 | 0.469 | 54.60 | 66.09 | 84.96 | 0.636 |
| AP' | 77.36 | 86.17 | 89.98 | 0.410 | 71.96 | 82.86 | 88.57 | 0.422 |
| MP' | 77.73 | 86.98 | 89.99 | 0.475 | 72.95 | 83.90 | 88.82 | 0.456 |
| MP'' | 78.70 | 87.19 | 90.27 | 0.452 | 71.89 | 83.00 | 88.62 | 0.438 |

7. Conclusion

In this paper, we proposed MDProp to improve: (1) DML models’ image retrieval performance for clean input and (2) robustness against multiple distributions different than clean input, specifically adversarial attacks. MDProp generated MTAXs along with STAXs while leveraging disentangled learning during training to regularize overlapped embedding space of DML models, thereby resulting in enhanced generalization. MDProp can be used with a manifold of architectures, loss functions, distillation-based approaches, and datasets to further increase image retrieval performance on inputs following multiple distributions. In particular, MDProp increased clean data Recall@1 scores by 2.95% and multi-distribution input robustness by 2.12 times for the ResNet-based state-of-the-art models. The AdvProp-D case of MDProp provides

on improving the image retrieval performance of DML models on clean and adversarial data simultaneously.

This paper focuses on improving the image retrieval performance of DML models on clean and adversarial data simultaneously. We show that further increasing the number of separate BN layers with different types of input data in our MDProp can further improve the performance as long as the additional data has meaningful features. We also provide the first extension of AdvProp [38] in the DML setting. We also demonstrate a practical methodology to utilize existing pre-trained parameters of conventional architectures to enable transfer learning for the auxiliary BN layer parameters, thus optimizing computational complexity.
a DML extension of the proven AdvProp method [38].

References

[1] Maksym Andriushchenko and Nicolas Flammarion. Understanding and improving fast adversarial training. Advances in Neural Information Processing Systems, 33:16048–16059, 2020. 2, 8

[2] Xiangning Chen, Cihang Xie, Mingxing Tan, Li Zhang, Cho-Jui Hsieh, and Boqing Gong. Robust and accurate object detection via adversarial learning. In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition, pages 16622–16631, 2021. 1

[3] Ekin D Cubuk, Barret Zoph, Dandelion Mane, Vijay Vasudevan, and Quoc V Le. Autoaugment: Learning augmentation policies from data. arXiv preprint arXiv:1805.09501, 2018. 3

[4] Jia Deng, Wei Dong, Richard Socher, Li-Jia Li, Kai Li, and Li Fei-Fei. Imagenet: A large-scale hierarchical image database. In 2009 IEEE conference on computer vision and pattern recognition, pages 248–255. Ieee, 2009. 5, 8

[5] Jiankang Deng, Jia Guo, Niannan Xue, and Stefanos Zafeiriou. Arcface: Additive angular margin loss for deep face recognition. In Proceedings of the IEEE/CVF conference on computer vision and pattern recognition, pages 4690–4699, 2019. 2, 5, 6, 12, 14, 15, 16

[6] Ian J Goodfellow, Jonathon Shlens, and Christian Szegedy. Explaining and harnessing adversarial examples. arXiv preprint arXiv:1412.6572, 2014. 1, 2

[7] Ian J Goodfellow, Jonathon Shlens, and Christian Szegedy. Explaining and harnessing adversarial examples. arXiv preprint arXiv:1412.6572, 2014. 2

[8] Kaiming He, Xiangyu Zhang, Shaoqing Ren, and Jian Sun. Deep residual learning for image recognition. In Proceedings of the IEEE conference on computer vision and pattern recognition, pages 770–778, 2016. 2, 5, 8, 11, 18

[9] Chih-Hui Ho and Nuno Vasconcelos. Contrastive learning with adversarial examples. Advances in Neural Information Processing Systems, 33:17081–17093, 2020. 1

[10] Sergey Ioffe and Christian Szegedy. Batch normalization: Accelerating deep network training by reducing internal covariate shift. In International conference on machine learning, pages 448–456. PMLR, 2015. 2, 11

[11] Herve Jegou, Matthijs Douze, and Cordelia Schmid. Product quantization for nearest neighbor search. IEEE transactions on pattern analysis and machine intelligence, 33(1):117–128, 2010. 5, 11

[12] Ziyu Jiang, Tianlong Chen, Ting Chen, and Zhangyang Wang. Robust pre-training by adversarial contrastive learning. Advances in Neural Information Processing Systems, 33:16199–16210, 2020. 1

[13] Diederik P Kingma and Jimmy Ba. Adam: A method for stochastic optimization. arXiv preprint arXiv:1412.6980, 2014. 11

[14] Jonathan Krause, Michael Stark, Jia Deng, and Li Fei-Fei. 3d object representations for fine-grained categorization. In Proceedings of the IEEE international conference on computer vision workshops, pages 554–561, 2013. 2, 5, 6, 11, 12, 14, 15, 16, 17, 19

[15] Alexey Kurakin, Ian J Goodfellow, and Samy Bengio. Adversarial examples in the physical world. In Artificial intelligence safety and security, pages 99–112. Chapman and Hall/CRC, 2018. 1, 2, 8

[16] Alexey Kurakin, Ian J Goodfellow, and Samy Bengio. Adversarial examples in the physical world. In Artificial intelligence safety and security, pages 99–112. Chapman and Hall/CRC, 2018. 5

[17] Sungbin Lim, Ildoo Kim, Taesup Kim, Chieheon Kim, and Sungwoong Kim. Fast autoaugment. Advances in Neural Information Processing Systems, 32, 2019. 3

[18] Aleksander Madry, Aleksandar Makelov, Ludwig Schmidt, Dimitris Tsipras, and Adrian Vladu. Towards deep learning models resistant to adversarial attacks. arXiv preprint arXiv:1706.06083, 2017. 1, 2, 5, 8, 12

[19] Christopher Manning, Prabhakar Raghavan, and Hinrich Schütze. Introduction to information retrieval. Natural Language Engineering, 16(1):100–103, 2010. 5, 11

[20] Jieru Mei, Yucheng Han, Yutong Bai, Yixiao Zhang, Yingwei Li, Xianhang Li, Alan Yuille, and Cihang Xie. Fast advprop. arXiv preprint arXiv:2204.09838, 2022. 1, 8

[21] Hyun Oh Song, Yu Xiang, Stefanie Jegelka, and Silvio Savarese. Deep metric learning via lifted structured feature embedding. In Proceedings of the IEEE conference on computer vision and pattern recognition, pages 4004–4012, 2016. 5, 6, 8, 11, 12

[22] Adam Paszke, Sam Gross, Francisco Massa, Adam Lerer, James Bradbury, Gregory Chanan, Trevor Killeen, Zeming Lin, Natalie Gimelshein, Luca Antiga, Alban Desmaison, Andreas Kopf, Edward Yang, Zachary DeVito, Martin Raison, Alykhan Tejani, Sasank Chilamkurthy, Benoit Steiner, Lu Fang, Junjie Bai, and Soumith Chintala. Pytorch: An imperative style, high-performance deep learning library. In Advances in Neural Information Processing Systems 32, pages 8024–8035. Curran Associates, Inc., 2019. 12

[23] Aditi Raghunathan, Sang Michael Xie, Fanny Yang, John Duchi, and Percy Liang. Understanding and mitigating the tradeoff between robustness and accuracy. arXiv preprint arXiv:2002.10716, 2020. 1, 8

[24] Karsten Roth, Timo Milbich, Bjorn Ommer, Joseph Paul Cohen, and Marzyeh Ghassemi. Simultaneous similarity-based self-distillation for deep metric learning. In International Conference on Machine Learning, pages 9095–9106. PMLR, 2021. 2, 5, 6, 7, 8, 11, 12, 14, 15, 16, 17, 18, 20

[25] Karsten Roth, Timo Milbich, Samarth Sinha, Prateek Gupta, Bjorn Ommer, and Joseph Paul Cohen.
Revisiting training strategies and generalization performance in deep metric learning. In International Conference on Machine Learning, pages 8242–8252. PMLR, 2020. 2, 12

[26] Andras Rozsa, Manuel Günther, and Terrance E Boult. Lots about attacking deep features. In 2017 IEEE International Joint Conference on Biometrics (IJCB), pages 168–176. IEEE, 2017. 2

[27] Sara Sabour, Yanshuai Cao, Fartash Faghri, and David J Fleet. Adversarial manipulation of deep representations. arXiv preprint arXiv:1511.05122, 2015. 2

[28] Ali Shafahi, Mahyar Najibi, Mohammad Amin Ghiasi, Zheng Xu, John Dickerson, Christoph Studer, Larry S Davis, Gavin Taylor, and Tom Goldstein. Adversarial training for free! Advances in Neural Information Processing Systems, 32, 2019. 2, 8

[29] Mahmood Sharif, Sruti Bhagavatula, Lujo Bauer, and Michael K Reiter. A general framework for adversarial examples with objectives. ACM Transactions on Privacy and Security (TOPS), 22(3):1–30, 2019. 1

[30] Inderjeet Singh, Toshinori Araki, and Kazuya Kakinoki. Powerful physical adversarial examples against practical face recognition systems. In Proceedings of the IEEE/CVF Winter Conference on Applications of Computer Vision, pages 301–310, 2022. 2

[31] Jiawei Su, Danilo Vasconcellos Vargas, and Kouichi Sakurai. One pixel attack for fooling deep neural networks. IEEE Transactions on Evolutionary Computation, 23(5):828–841, 2019. 1

[32] Giorgos Tolias, Filip Radenovic, and Ondrej Chum. Targeted mismatch adversarial attack: Query with a flower to retrieve the tower. In Proceedings of the IEEE/CVF International Conference on Computer Vision, pages 5037–5046, 2019. 2

[33] Dimitris Tsipras, Shihani Santurkar, Logan Engstrom, Alexander Turner, and Aleksander Madry. There is no free lunch in adversarial robustness (but there are unexpected benefits). arXiv preprint arXiv:1805.12152, 2(3), 2018. 2, 8

[34] Laurens Van der Maaten and Geoffrey Hinton. Visualizing data using t-sne. Journal of machine learning research, 9(11), 2008. 17

[35] Catherine Wah, Steve Branson, Peter Welinder, Pietro Perona, and Serge Belongie. The caltech-ucsd birds-200-2011 dataset. 2011. 2, 5, 6, 8, 11, 12, 14, 15, 16, 17, 18, 19, 20

[36] Xun Wang, Xintong Han, Weilin Huang, Dengke Dong, and Matthew R Scott. Multi-similarity loss with general pair weighting for deep metric learning. In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition, pages 5022–5030, 2019. 2, 5, 6, 8, 12, 14, 15, 16, 17, 19

[37] Chao-Yuan Wu, R Manmatha, Alexander J Smola, and Philipp Krahenbuhl. Sampling matters in deep embedding learning. In Proceedings of the IEEE International Conference on Computer Vision, pages 2840–2848, 2017. 2

[38] Cihang Xie, Mingxing Tan, Boqing Gong, Jiang Wang, Alan L Yuille, and Quoc V Le. Adversarial examples improve image recognition. In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition, pages 819–828, 2020. 1, 2, 3, 5, 7, 8, 9, 16

[39] Cihang Xie, Yuxin Wu, Laurens van der Maaten, Alan L Yuille, and Kaiming He. Feature denoising for improving adversarial robustness. In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition, pages 501–509, 2019. 1, 8

[40] Yao-Yuan Yang, Cyrus Rashtchian, Hongyang Zhang, Russ R Salakhutdinov, and Kamalika Chaudhuri. A closer look at accuracy vs. robustness. Advances in neural information processing systems, 33:8588–8601, 2020. 2

[41] Dong Yin, Raphael Gontijo Lopes, Jon Shlens, Ekin Dogus Cubuk, and Justin Gilmer. A fourier perspective on model robustness in computer vision. Advances in Neural Information Processing Systems, 32, 2019. 2

[42] Hongyang Zhang, Yaodong Yu, Jiantao Jiao, Eric Xing, Laurent El Ghaoui, and Michael Jordan. Theoretically principled trade-off between robustness and accuracy. In International conference on machine learning, pages 7472–7482. PMLR, 2019. 1

[43] Tianyuan Zhang and Zhanxing Zhu. Interpreting adversarially trained convolutional neural networks. In International Conference on Machine Learning, pages 7502–7511. PMLR, 2019. 2

[44] Mo Zhou, Zhenxing Niu, Le Wang, Qilin Zhang, and Gang Hua. Adversarial ranking attack and defense. In ECCV, pages 781–799, 2020. 2

[45] Mo Zhou, Le Wang, Zhenxing Niu, Qilin Zhang, Yinghui Xu, Naoming Zheng, and Gang Hua. Practical relative order attack in deep ranking. In Proceedings of the IEEE/CVF International Conference on Computer Vision, pages 16413–16422, 2021. 2
A. Evaluation Metrics

We use the standard evaluation metrics in deep metric learning (DML): Recall@K (R@K) [11] with \( k = \{1, 4\} \), Normalized Mutual Information (NMI) [19], and \( \pi_{\text{ratio}} \). Increased R@k and NMI values indicate improved image retrieval performance and clustering quality, respectively, and the decreased \( \pi_{\text{ratio}} \) values approximately indicate increased inter-class and decreased intra-class distances in the embedding space of the trained model.

A.1. Recall@k [11]

For a given DML function \( f \), let \( \mathcal{F}_q^k \) be the set of first \( k \) nearest neighbors of a sample \( x_q \in \mathcal{X}_{\text{test}} \) defined as

\[
\mathcal{F}_q^k = \arg \min_{\mathcal{F} \subseteq \mathcal{X}_{\text{test}}} |\mathcal{F}| = k \sum_{x_n \in \mathcal{F}} d(f(x_q), f(x_n)) \quad (8)
\]

Finally, Recall@k is calculated as

\[
R@k = \frac{1}{|\mathcal{X}_{\text{test}}|} \sum_{x_q \in \mathcal{X}_{\text{test}}} \left\{ \begin{array}{ll} 1 & \exists x_i \in \mathcal{F}_q^k \text{ s.t. } y_i = y_q \\ 0 & \text{otherwise} \end{array} \right. \quad (9)
\]

This means Recall@k measures the average number of cases in which, for a given query \( x_q \), there is at least one sample among its top \( k \) nearest neighbors \( x_i \) with the same class, i.e., \( y_i = y_q \).

A.2. Normalized Mutual Information (NMI) [19]

NMI quantifies the clustering quality in the embedding space of a DML model \( f \). To calculate NMI for the embedding space \( \Phi_{X_{\text{test}}} \) of all test samples \( x_i \in \mathcal{X}_{\text{test}} \), we assign a cluster label \( w_i \) corresponding to each sample \( x_i \) indicating the closest cluster center and define \( \Omega = \{\omega_k\}_{k=1}^{|\mathcal{K}|} \) with \( \omega_k = \{i|w_i = k\} \) and \( |\mathcal{K}| = |\mathcal{C}| \) being the number of classes and clusters. Similarly for the true labels \( y_i \) we define \( \Upsilon = \{v_c\}_{c=1}^{|\mathcal{C}|} \) with \( v_c = \{i|y_i = c\} \). The NMI is then computed with mutual Information \( I(\cdot, \cdot) \) between cluster and labels, and entropy \( H(\cdot, \cdot) \) on the clusters and labels, respectively, as

\[
\text{NMI}(\Omega, \Upsilon) = \frac{I(\Omega, \Upsilon)}{2(H(\Omega) + H(\Upsilon))} \quad (10)
\]

A.3. Embedding Space Density (\( \pi_{\text{ratio}} \))

We define embedding space density \( \pi_{\text{ratio}} \) as

\[
\pi_{\text{ratio}}(\Phi) = \frac{\pi_{\text{intra}}(\Phi)}{\pi_{\text{inter}}(\Phi)} \quad (11)
\]

where \( \pi_{\text{intra}}(\Phi) \) is the intra class distance and \( \pi_{\text{inter}}(\Phi) \) inter class distance in the feature space \( \Phi_X := \{f_\theta(x) \mid x \in \mathcal{X}_{\text{test}}\} \) of a DML model \( f_\theta \) and they are calculated as follows:

\[
\pi_{\text{intra}}(\Phi) = \frac{1}{Z_{\text{intra}}} \sum_{y_i \in Y} \sum_{\phi_j \in \Phi_{y_i}, i \neq j} d(\phi_i, \phi_j) \quad (12)
\]

\[
\pi_{\text{inter}}(\Phi) = \frac{1}{Z_{\text{inter}}} \sum_{y_i, y_k, i \neq k} d(\mu(\Phi_{y_i}), \mu(\Phi_{y_k})) \quad (13)
\]

Here, \( \Phi_{y_i} = \{\phi_i := f_\theta(x_i) \mid x_i \in X, y_i = y_i\} \) denotes the set of embedded samples of a class \( y_i \), \( \mu(\Phi_{y_i}) \) their mean embedding and \( Z_{\text{intra}}, Z_{\text{inter}} \) are the normalization constants.

B. Benchmarks

We evaluate the performance on the CUB200 [35], CARS 196 [14], and Stanford Online Products [21] benchmarks following the experimental setting by Roth et al. [24] for data pre-processing.

CUB200 [35] contains 200 bird classes over 11,788 images, whereas the first and last 100 classes with 5864/5924 images are used for training and testing, respectively.

CARS196 [14] contains 196 car classes and 16,185 images, where again, the first and last 98 classes with 8054/8131 images are used to create the training/testing split.

Stanford Online Products (SOP) [21] is built around 22,634 product classes over 120,053 images and contains a provided split: 11318 selected classes with 59551 images are used for training, and 11316 classes with 60502 images for testing.

C. Complete Experimental Setup

For reproducibility, we present the complete experimental details used to evaluate the performance of the MDProp. For all experiments, we followed the setup used by Roth et al. [24] except for the frozen batch normalization [10]. We use frozen batch normalization only for the baselines to reproduce the results and make a fair comparison with state-of-the-art methods. Our setup includes the ResNet18, ResNet50, and ResNet152 architectures [8] with normalization of the output embeddings with dimensionality 128 and optimization with Adam [13] using a learning rate of 10−5 and weight decay of 4·10−4. The input images were randomly resized and cropped from the original image size to 224 × 224 pixels for training. Further augmentation by random horizontal flipping with \( p = 0.5 \) is applied. During the testing, center crops of size 224 × 224 were used. The batch size was set as 112. Training runs
on CUB200 and CARS 196 were performed over 150 epochs and 100 epochs for the SOP for all experiments without any learning rate schedule.

We also used S2SD [24] with ResNet50 architecture and Multisimilarity loss [36]. We retained the remaining hyperparameters in the S2SD default, as shown in Table 1 of the paper by Roth et al. [25]. Everything was implemented in PyTorch [22]. The experiments were performed on GPU servers containing Nvidia Tesla V100, Titan V, and RTX 1080Ti. However, double memory usage is required in our methods. For cases exceeding the memory requirement, then a single GPU’s available VRAM, we used data parallelization to distribute the training on multiple GPUs to meet memory requirements. Each result in Table 1 in the paper is averaged over three seeds; for Table 2, two seeds are used. We report commonly neglected means and standard deviations for reproducibility and validity.

For adversarial example (AX) generation during training, we used the projected gradient descent (PGD) update [18] to generate single and multi-targeted adversarial examples (MTAXs). We set the number of iterations in PGD to 1, $L_{\infty}$ constraint $\epsilon$ on the adversarial noise to 0.1, and the PGD learning rate as $\epsilon$/Attack Iterations. We take four different values $T = 2, 3, 5, 10$ as attack targets during the MTAX generation. The loss function was kept squared $L_2$ norm for generating feature space AXs. For the robustness assessment of the MDProp’s trained DML models against inputs following multiple distributions during inference, we generated single as well as multi-targeted AXs.

## C.1. DML Loss Functions

### C.1.1 Multisimilarity [36]

Multisimilarity loss [36] uses the concept of different types of similarities in all positive and negative samples for an anchor $x_i$ in training data while using hard sample mining:

$$d^*_c(i,j) = \begin{cases} d_c(\psi_i,\psi_j) - \epsilon & d_c(\psi_i,\psi_j) > \min_{j \in P_i} d_c(\psi_i,\psi_j) \\ 0 & \text{otherwise} \end{cases}$$

$$L_m = \frac{1}{b} \sum_{i \in B} \frac{1}{\alpha} \log \left[ 1 + \sum_{j \in P_i} \exp \left(-\alpha (d^*_c(\psi_i,\psi_j) - \lambda)\right) \right] + \sum_{i \in B} \frac{1}{\beta} \log \left[ 1 + \sum_{k \in N_i} \exp \left(\beta (d^*_c(\psi_i,\psi_k) - \lambda)\right) \right]$$

Where $d_c$ is the cosine similarity, and $P_i/N_i$ is the set of positives and negatives for $x_i$ in the mini-batch, respectively. We use the default values $\alpha = 2$, $\beta = 40$, $\lambda = 0.5$ and $\epsilon = 0.1$.

### C.1.2 ArcFace [5]

Arcface transforms the standard softmax formulation typically used in classification problems to retrieval-based problems by enforcing an angular margin between the embeddings $\phi = f(x)$ and an approximate center $W \in \mathbb{R}^{c \times d}$ for each class. We used additive angular margin penalty $\gamma = 0.5$. The radius of the effectively utilized hypersphere $S$ denoted as the scaling $s = 16$ was used. The class centers were optimized with a learning rate of 0.0005.

## C.2. Adversarial Training with Targeted Attacks

It is well known that adversarial training results in highly robust models, but causes a reduction in the clean data performance of the model. In this study, our primary focus is to improve the accuracy of clean data using AXs in the form of multi-distribution inputs. Hence, to make the comparison fair and effectively evaluate the effect of separate BN layers, we used both clean and adversarial data during training without using separate BN layers. For generating adversarial data, we use the same single targeted AXs $x_{adv}^f$ used in the AdvProp-D case of MDProp, which are generated as

$$x_{adv}^f = x_i^f + \delta_f^t \quad \text{s.t.} \quad \delta_f^t = \arg\min_{||\delta||_\infty \leq \epsilon} \left[ \mathcal{L}(f(x_i^f + \delta), f(x_i^f)) \right]$$

where $\mathcal{L}$ measures the distance, $f$ is the DML model, and $x_i^f$ is the target identity’s image.

Finally, the objective of the adversarial training in our setting is as follows:

$$Z_1 = \arg\min_{\theta} \left\{ \mathbb{E}_{(x,y) \sim \mathbb{D}} [\mathcal{L}(\theta, (x,y), (x + \delta_f^t, y))] \right\}$$

where $(x,y) \sim \mathbb{D}$ denotes a clean data instance. $\mathcal{L}$ denotes the DML training loss. $\theta = \{\theta_a, \theta_b\}$ are the parameters of the model that does not have auxiliary BN layers.

## C.3. Evaluating Multi-Distribution Inputs

For robustness assessment, the STAX and MTAX datasets were generated corresponding to the clean samples in the test sets of the CUB200 [35], CARS 196 [14], and SOP [21] datasets. We used the PGD [18] update with 20 iterations, calling it PGD-20 attacks. We used 0.01 and 0.1 for the $\epsilon$ constraint. for
MTAXs, we used $T = 5$. The remaining attack hyperparameters were kept the same as during the training time of attack generation.

D. Detailed Results

This section presents the detailed results of the comparison of our methods against baselines on clean data performance in Table 4, robustness against STAX inputs in Table 5, robustness against powerful STAX inputs generated using $\epsilon = 0.1$ in Table 6, clean data performance and adversarial robustness across architectures and SOTA S2SD methods in Table 8, and clean data performance for larger models with larger embedding dimensions in Table 10. Each table also presents the results for the case where MTAXs without separate batch normalization were used, which is included in the adversarial training method case. In addition, these tables show the results for additional values of the number of targets $T$ for MTAX generation.

D.1. Performance on MTAX Inputs

We also evaluate the performance against MTAX inputs to test check decreased overlapped feature space in the MDProp models. The results for MTAX inputs are presented in Table 7. Clearly, MDProp models result in improved metrics for MTAX inputs.

D.2. Effect of Number of Adversarial Targets $T$

Figure 3 illustrates the effect of $T$ parameters on the performance of the trained model using MDProp. We conducted experiments using five values of $T$: 1, 2, 3, 5, and 10. It was found that increasing $T$ improves performance on clean data only up to a certain number for which the predefined generation recipe’s hyperparameters provide sufficient semantic capability to the attack generation procedure, causing the positions in the embedding space of generated MTAXs shift to the overlapped regions of the DML model under training. In particular, MDProp using clean and MTAXs performed best for $T = 3$, and MDProp using clean, STAXs, and MTAXs performed best for $T = 5$. For smaller values of $T$, lesser performance improvements result because of the decreased probability of finding highly overlapped embedding-space regions.

D.3. Results for PGD-20 attacks with $\epsilon = 0.1$

To evaluate the robustness gains for powerful attacks, we generate attacks with larger values of the $\epsilon$ constraint. We use $\epsilon = 0.1$ for generating single targeted AXs to compare the reduction in performance of AdvProp-D and MDProp. Similar to the case for PGD-20 attacks with $\epsilon = 0.01$, robustness gain was found to be marginally higher for the AdvProp-D followed by MDProp, which can be seen in Table 6. AdvProp-D and MDProp result in significantly high adversarial robustness compared to the baseline standard training and the adversarial training methods. Hence, we can conclude that our proposed AdvProp-D and the MDProp methods provide significant robustness gains for attacks of varying strength with different sizes of adversarial noise.

D.4. Results When MDProp Use 4 Separate BN Layers

Table 9 presents the results when MDProp uses three additional BN layers for the STAXs and MTAXs data generated for two different numbers of targets. Clearly, there were significant performance gains. However, the performance gains remained marginally lower than those of MDProp using the three separate BN layers presented in the paper.
| Method  | $T$ | CUB200 Data [35] |  | CARS196 Data [14] |  |
|---------|-----|-----------------|---|-----------------|---|
|         |     | Multisimilarity Loss [36] | ArcFace Loss [5] | Multisimilarity Loss [36] | ArcFace Loss [5] |
|         |     | R@1 | R@4 | NMI | $\pi_{ratio}$ | R@1 | R@4 | NMI | $\pi_{ratio}$ | R@1 | R@4 | NMI | $\pi_{ratio}$ |
| ST      | 1   | 61.73 | 83.20 | 68.04 | 0.794 | 60.18 | 82.61 | 67.75 | 0.721 | 80.02 | 92.59 | 68.56 | 0.882 |
|         | 2   | 61.72 | 83.02 | 67.93 | 0.987 | 60.03 | 82.64 | 66.61 | 0.737 | 79.59 | 92.54 | 69.09 | 1.091 |
|         | 3   | 61.62 | 83.13 | 68.20 | 0.993 | 60.26 | 82.82 | 67.81 | 0.718 | 79.49 | 92.32 | 68.47 | 1.094 |
|         | 10  | 61.24 | 83.03 | 67.82 | 0.996 | 60.11 | 82.55 | 67.81 | 0.704 | 79.75 | 92.53 | 68.75 | 1.078 |
| AP$'$  | 1   | 63.69 | 84.47 | 69.15 | 0.853 | 63.23 | 84.11 | 69.83 | 0.723 | 82.37 | 93.54 | 70.10 | 1.074 |
|         | 2   | 64.34 | 84.22 | 69.50 | 0.959 | 63.22 | 84.24 | 69.73 | 0.720 | 82.72 | 93.77 | 70.27 | 1.064 |
|         | 3   | 64.71 | 84.45 | 69.73 | 0.962 | 63.77 | 84.60 | 69.90 | 0.718 | 83.13 | 93.81 | 70.64 | 1.056 |
|         | 5   | 64.45 | 84.33 | 69.63 | 0.972 | 63.08 | 84.22 | 65.56 | 0.716 | 82.35 | 93.70 | 70.13 | 1.080 |
|         | 10  | 64.30 | 84.46 | 69.37 | 0.976 | 63.02 | 84.22 | 65.56 | 0.712 | 81.42 | 93.65 | 70.92 | 1.084 |
| MP$'$  | 1   | 65.40 | 84.72 | 70.21 | 0.956 | 64.13 | 84.59 | 70.26 | 0.710 | 83.61 | 94.21 | 71.93 | 1.049 |
|         | 1.3 | 65.41 | 84.78 | 69.90 | 0.966 | 64.21 | 85.03 | 70.33 | 0.709 | 83.41 | 94.27 | 71.87 | 1.069 |
|         | 1.5 | 65.76 | 85.23 | 70.43 | 0.974 | 64.07 | 84.78 | 70.32 | 0.703 | 83.81 | 94.31 | 71.59 | 1.055 |
|         | 1.0 | 65.03 | 84.89 | 69.77 | 0.962 | 63.57 | 84.36 | 69.94 | 0.707 | 83.61 | 94.30 | 71.75 | 1.073 |
| MP$''$ | 1   | 65.00 | 84.98 | 69.88 | 0.960 | 64.13 | 84.59 | 70.26 | 0.710 | 83.61 | 94.21 | 71.93 | 1.049 |

Table 4. Detailed results for the clean data performance of our AdvProp-D (AP$'$) MDProp (MP) methods against baseline standard training (ST) [24] and adversarial training (AT). MP$'$ and MP$''$ represent one and two additional BN layers, respectively. The performance was evaluated for the models trained using multisimilarity [36] and ArcFace [5] losses. Compared to Table 1 in the paper, this table additionally demonstrates the results for the models trained using multiple MTAX targets $T$ and the effect of using the separate batch normalization layers along with separate BN layers by showing the additional results for the use of MTAXs in the AT setting, i.e., without using separate batch normalization layers ($T = 2, 3, 5, 10$ for method AT in the table).
| Method | T | CUB200 Data [35] |  | CARS196 Data [14] |
|--------|---|-----------------|---|-----------------|
|        |   | Multisimilarity Loss [36] | ArcFace Loss [5] | Multisimilarity Loss [36] | ArcFace Loss [5] |
|        | R@1 | R@04 | NMI | $\pi_{ratio}$ | R@1 | R@04 | NMI | $\pi_{ratio}$ | R@1 | R@04 | NMI | $\pi_{ratio}$ |
| ST     |    |      |     |            |      |      |     |            |      |      |     |            |
| -      | 32.96 | 64.40 | 54.38 | 1.429 | 38.45 | 67.62 | 55.92 | 0.761 | 51.98 | 79.99 | 54.29 | 1.455 | 34.82 | 64.33 | 42.85 | 0.943 |
| 1      | 38.88 | 70.67 | 58.33 | 1.087 | 39.44 | 70.64 | 58.68 | 0.743 | 52.42 | 81.13 | 56.52 | 1.239 | 36.84 | 67.87 | 45.99 | 0.829 |
| 2      | 39.63 | 71.55 | 57.85 | 1.078 | 39.78 | 69.61 | 58.65 | 0.732 | 52.84 | 81.31 | 56.15 | 1.214 | 37.33 | 67.73 | 46.28 | 0.838 |
| 3      | 39.53 | 71.79 | 58.28 | 1.101 | 38.90 | 69.51 | 57.34 | 0.764 | 51.90 | 80.74 | 55.20 | 1.245 | 37.71 | 68.78 | 44.44 | 0.833 |
| 5      | 40.76 | 72.24 | 58.86 | 1.088 | 39.27 | 70.01 | 57.59 | 0.758 | 52.16 | 80.74 | 56.37 | 1.216 | 37.27 | 68.41 | 46.26 | 0.844 |
| 10     | 39.35 | 72.07 | 57.82 | 1.080 | 39.52 | 69.18 | 58.07 | 0.745 | 52.32 | 81.21 | 55.55 | 1.264 | 37.75 | 68.60 | 46.45 | 0.827 |
| AP′    |    |      |     |    |      |      |     |    |      |      |     |      |      |    |      |    |
| 1      | 58.80 | 83.38 | 62.21 | 0.921 | 51.24 | 77.81 | 63.33 | 0.712 | 79.11 | 93.05 | 70.87 | 0.978 | 65.67 | 87.11 | 62.01 | 0.723 |
| 2      | 56.99 | 82.13 | 66.69 | 0.831 | 50.58 | 78.23 | 63.30 | 0.691 | 79.78 | 92.89 | 71.09 | 0.911 | 65.29 | 87.38 | 62.17 | 0.728 |
| 3      | 57.06 | 81.42 | 67.03 | 0.838 | 50.96 | 77.84 | 62.73 | 0.705 | 78.18 | 92.55 | 71.21 | 0.896 | 64.76 | 88.88 | 62.38 | 0.726 |
| 5      | 55.11 | 81.09 | 66.52 | 0.858 | 49.74 | 77.24 | 62.48 | 0.698 | 78.27 | 92.62 | 69.39 | 0.914 | 63.53 | 86.47 | 61.66 | 0.735 |
| 10     | 55.28 | 81.00 | 65.46 | 0.841 | 49.01 | 76.97 | 61.99 | 0.707 | 77.63 | 92.37 | 69.76 | 0.925 | 61.54 | 85.05 | 59.03 | 0.739 |
| MP′    |    |      |     |    |      |      |     |    |      |      |     |      |      |    |      |    |
| 1.2    | 57.75 | 82.93 | 68.07 | 0.838 | 53.30 | 81.22 | 67.79 | 0.662 | 80.84 | 93.35 | 72.58 | 0.912 | 74.88 | 91.86 | 70.67 | 0.681 |
| 1.3    | 58.23 | 82.13 | 67.73 | 0.807 | 54.01 | 80.96 | 67.70 | 0.654 | 80.17 | 93.45 | 72.20 | 0.894 | 73.94 | 91.67 | 70.57 | 0.691 |
| 1.5    | 57.27 | 82.21 | 68.06 | 0.836 | 51.93 | 80.15 | 66.28 | 0.645 | 80.25 | 93.50 | 72.37 | 0.899 | 73.91 | 91.28 | 69.01 | 0.688 |
| 1.10   | 55.51 | 81.78 | 67.20 | 0.846 | 51.64 | 79.90 | 65.86 | 0.655 | 79.31 | 93.10 | 71.17 | 0.919 | 72.86 | 90.95 | 69.00 | 0.686 |

Table 5. Detailed results for the adversarial data performance of our AdvProp-D (AP′) and our MPProp (MP′) methods against baseline standard training (ST) [24] and adversarial training (AT) when single targeted PGD-20 attacks were generated using $\epsilon = 0.01$. The performance was evaluated for the models trained using multisimilarity [36] and ArcFace [5] losses. Compared to Table 1 in the paper, this table additionally demonstrates the results for the robustness of the models trained using multiple MTAX targets $T$ and the effect of using the separate batch normalization layers along with separate BN layers by showing the additional results for the use of MTAXs in the AT setting, i.e., without using separate batch normalization layers ($T = 2, 3, 5, 10$ for method AT in the table).
| Method | T  | CUB200 Data [35] | CARS196 Data [14] |
|--------|----|------------------|------------------|
|        |    | Multisimilarity Loss [36] | ArcFace Loss [5] | Multisimilarity Loss [36] | ArcFace Loss [5] |
|        |    | R@01 R@04 NMI $\pi_{ratio}$ | R@01 R@04 NMI $\pi_{ratio}$ | R@01 R@04 NMI $\pi_{ratio}$ | R@01 R@04 NMI $\pi_{ratio}$ |
| ST [24] | -  | 16.60 35.64 30.32 $\pm [0.17 [0.37 [0.37$ | 10.35 30.69 38.68 $\pm [0.60 [0.86 [0.86$ | 17.80 36.84 23.15 $\pm [0.21 [0.75 [0.99$ | 10.44 31.81 34.53 $\pm [0.35 [0.47 [0.04$ |
|        | 1  | 16.58 44.67 46.14 $\pm [0.29 [0.45 [0.18$ | 16.67 42.70 47.65 $\pm [0.02 [0.26 [0.05$ | 22.53 53.85 45.52 $\pm [0.24 [0.40 [0.01$ | 2.351 11.94 35.25 36.70 $\pm [0.44 [0.32 [0.42$ |
|        | 2  | 16.06 43.48 45.99 $\pm [0.84 [0.89 [0.22$ | 17.48 43.38 47.79 $\pm [1.02 [1.26 [0.49$ | 20.84 52.65 44.32 $\pm [1.03 [0.97 [0.43$ | 2.273 12.33 35.90 37.21 $\pm [0.49 [0.22 [0.11$ |
|        | 3  | 17.08 41.19 46.33 $\pm [0.91 [0.50 [0.10$ | 16.30 42.88 48.80 $\pm [1.04 [0.19 [0.32$ | 21.82 53.52 43.55 $\pm [0.04 [0.09 [0.67$ | 2.337 12.54 37.57 36.69 $\pm [0.45 [0.47 [0.84$ |
|        | 5  | 16.47 44.29 46.16 $\pm [0.56 [0.95 [0.40$ | 16.38 42.80 47.81 $\pm [0.16 [0.58 [0.23$ | 21.20 53.43 43.32 $\pm [0.20 [0.13 [0.65$ | 2.297 11.52 35.81 36.81 $\pm [0.36 [0.11 [0.19$ |
|        | 10 | 16.60 44.21 46.13 $\pm [0.42 [0.69 [0.44$ | 17.12 43.96 47.81 $\pm [0.28 [0.46 [0.03$ | 21.26 53.60 43.30 $\pm [0.25 [0.18 [0.66$ | 2.394 11.86 35.58 37.50 $\pm [0.10 [0.68 [0.35$ |
| AP' [38] | 1 | 20.91 50.80 47.97 $\pm [0.44 [0.68 [0.47$ | 18.11 44.58 48.82 $\pm [0.33 [0.30 [0.41$ | 26.40 59.86 46.92 $\pm [0.32 [0.67 [0.52$ | 1.233 14.42 39.58 39.42 $\pm [0.28 [0.52 [0.39$ |
|        | 2 | 19.33 48.62 47.61 $\pm [0.20 [0.52 [0.56$ | 17.98 44.72 49.00 $\pm [1.39 [1.11 [0.08$ | 26.86 59.34 47.53 $\pm [1.07 [0.53 [0.23$ | 1.992 14.38 39.94 39.72 $\pm [0.28 [0.72 [0.40$ |
|        | 3 | 18.90 48.00 47.56 $\pm [0.23 [0.23 [0.14$ | 17.80 44.97 49.39 $\pm [0.16 [0.86 [0.74$ | 25.83 59.43 47.28 $\pm [0.36 [0.50 [0.79$ | 1.992 14.35 39.61 39.93 $\pm [0.29 [0.30 [0.02$ |
|        | 5 | 18.44 48.09 47.48 $\pm [0.62 [0.74 [0.50$ | 18.96 45.32 47.83 $\pm [1.49 [0.51 [0.30$ | 25.05 58.85 46.69 $\pm [0.45 [0.47 [0.92$ | 1.992 14.35 39.61 39.93 $\pm [0.33 [0.94 [0.04$ |
|        | 10 | 18.80 48.30 47.21 $\pm [1.22 [1.08 [0.57$ | 17.73 45.06 47.80 $\pm [0.40 [0.84 [0.57$ | 25.10 58.48 46.23 $\pm [0.91 [0.14 [0.25$ | 1.992 14.35 39.61 39.93 $\pm [0.11 [0.76 [0.79$ |
| MP' | 1,2 | 19.84 50.38 49.11 $\pm [0.79 [0.56 [0.21$ | 18.14 49.04 49.47 $\pm [0.01 [0.29 [0.41$ | 28.40 64.10 50.03 $\pm [0.46 [0.27 [0.19$ | 1.985 26.95 61.25 49.45 $\pm [0.53 [0.14 [0.37$ |
|        | 1,3 | 20.25 50.51 49.00 $\pm [0.10 [0.37 [0.29$ | 18.29 47.45 49.75 $\pm [0.44 [0.72 [0.16$ | 28.84 63.87 49.98 $\pm [0.74 [0.61 [0.06$ | 1.933 26.46 60.62 49.53 $\pm [0.15 [0.33 [0.44$ |
|        | 1,5 | 20.61 50.61 49.42 $\pm [0.16 [0.62 [0.62$ | 18.93 48.45 49.53 $\pm [0.38 [0.79 [0.48$ | 28.19 63.81 50.12 $\pm [0.65 [0.25 [0.37$ | 1.961 26.27 60.81 49.68 $\pm [0.19 [0.26 [0.05$ |
|        | 1,10 | 20.01 50.06 49.06 $\pm [0.86 [0.62 [0.65$ | 17.69 47.53 48.66 $\pm [0.77 [1.51 [0.71$ | 27.97 63.24 50.04 $\pm [0.24 [0.44 [0.45$ | 1.979 26.80 60.57 48.92 $\pm [0.58 [0.33 [0.44$ |

Table 6. Detailed results for the adversarial data performance of our AdvProp-D (AP') and MDProp (MP) methods against the baseline standard training (ST) and adversarial training (ST) [24] when the stronger single-targeted PGD-20 attacks were generated using $\epsilon = 0.1$. The performance is evaluated for the models trained using the Multisimilarity [36] and ArcFace [5] losses. Compared to Table 1 in the paper, this table additionally demonstrates the results for the robustness of the models trained using multiple MTAX targets $T$ and the effect of using separate batch normalization layers along with separate BN layers by showing the additional results for the use of MTAXs in the AT setting, that is, without using separate batch normalization layers ($T = 2, 3, 5, 10$ for method AT in the table).
Figure 4. t-SNE [34] visualization of embedding space of DML models trained using (a) standard training and (b) MasterProp on the CARS196 dataset [14]. The decreased mean π_ratio score for MasterProp means sparser embedding space.

| Method | T  | R@1  | R@4  | NMI  | π_ratio  |
|--------|----|------|------|------|----------|
| ST     | -  | 36.35| 62.23| 47.69| 1.447    |
|        | 1  | 55.31| 82.40| 67.83| 0.755    |
|        | 2  | 53.76| 81.62| 66.84| 0.757    |
| AT     | 3  | 54.16| 82.43| 67.21| 0.775    |
|        | 5  | 54.72| 81.91| 67.73| 0.758    |
|        | 10 | 54.32| 81.66| 67.74| 0.765    |
| AP'    | 1  | 59.97| 83.83| 71.27| 0.746    |
|        | 2  | 61.00| 86.43| 72.14| 0.612    |
|        | 3  | 61.13| 86.05| 71.88| 0.617    |
|        | 5  | 60.65| 86.19| 71.92| 0.632    |
|        | 10 | 60.55| 85.76| 71.45| 0.618    |
| MP'    | 1.2| 62.69| 86.96| 72.68| 0.621    |
|        | 1.3| 62.04| 86.34| 72.81| 0.606    |
|        | 1.5| 61.41| 86.49| 72.33| 0.624    |
|        | 1.10|60.11| 86.38| 71.37| 0.619    |

Table 7. Detailed results for the adversarial data performance of our AdvProp-D (AP') and our MDProp (MP) methods against the baseline standard training (ST) [24] and adversarial training (AT) when white-box multi-targeted PGD-20 attacks with T = 5 were generated using ϵ = 0.01. The performance was evaluated for models trained using multisimilarity [36] loss on CUB200 [35] data.
was implemented using the SOTA S2SD method [24].

Table 8. Detailed results demonstrating clean data performance and robustness gains by the AdvProp-D and MDProp methods across architectures (ResNet18, ResNet50, and ResNet152) of different sizes on the CUB200 [35] dataset. ResNet50 was implemented using the SOTA S2SD method [24].
| Method | $T$ | CUB200 Data | CARS196 Data |
|--------|-----|-------------|--------------|
|        |     | R@1        | R@4 | NMI | $\pi_{ratio}$ | R@1 | R@4 | NMI | $\pi_{ratio}$ |
| MP $\prime\prime\prime$ | 1,3,5 | 65.13 [±0.84] | 85.07 [±0.58] | 70.25 [±0.01] | 0.985 | 84.08 [±0.03] | 94.57 [±0.25] | 72.23 [±0.47] | 1.058 |
|        | 1,3,10 | 65.11 [±0.55] | 84.93 [±0.47] | 69.93 [±0.01] | 0.988 | 84.07 [±0.23] | 94.46 [±0.11] | 71.98 [±0.25] | 1.078 |

Table 9. The results of our MDProp (MP) method when used with three additional BN layers on the CUB200 [35] and CARS 196 [14] datasets using multisimilarity [36] loss. $T$ represents the number of attack targets used for different types of adversarial data generation. The performance is evaluated for the models trained using the Multisimilarity [36] loss on the CUB200 [35] data.
| Method | T   | R@1 | R@4 | NMI | $\pi_{ratio}$ |
|--------|-----|-----|-----|-----|---------------|
| ST     | -   | 64.97 | 85.15 | 66.52 | 1.163         |
| AT     | 1   | 65.20 | 84.65 | 66.59 | 1.348         |
|        | 2   | 64.87 | 84.49 | 66.89 | 1.352         |
|        | 3   | 65.03 | 84.78 | 66.76 | 1.352         |
|        | 5   | 65.23 | 84.88 | 67.09 | 1.354         |
|        | 10  | 65.30 | 84.92 | 66.81 | 1.346         |
| AP'    | 1   | 68.85 | 68.91 | 68.33 | 1.214         |
| MP     | 2   | 68.39 | 86.56 | 69.30 | 1.211         |
|        | 3   | 68.91 | 86.69 | 68.85 | 1.181         |
|        | 5   | 68.19 | 86.36 | 68.63 | 1.190         |
|        | 10  | 68.62 | 86.95 | 69.24 | 1.170         |

Table 10. Results when an embedding size of 512 was used while training the ResNet152 architecture with the S2SD [24] method on the CUB200 [35] dataset. MDProp, followed by AdvProp-D, demonstrated significant clean data performance gains over the baselines.