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Abstract—This work identifies information-theoretic quantities that are closely related to the required list size on average for successive cancellation list (SCL) decoding to implement maximum-likelihood decoding over general binary memoryless symmetric (BMS) channels. It also provides upper and lower bounds for these quantities that can be computed efficiently for very long codes. For the binary erasure channel (BEC), we provide a simple method to estimate the mean accurately via density evolution. The analysis shows how to modify, e.g., Reed-Muller codes, to improve the performance when practical list sizes, e.g., \( L \in [8, 1024] \), are adopted. Exemplary constructions with block lengths \( N \in \{128, 512\} \) outperform polar codes of 5G over the binary-input additive white Gaussian noise channel.

It is further shown that there is a concentration around the mean of the logarithm of the required list size for sufficiently large block lengths, over discrete-output BMS channels. We provide the probability mass functions (p.m.f.s) of this logarithm, over the BEC, for a sequence of the modified RM codes with an increasing block length via simulations, which illustrate that the p.m.f.s concentrate around the estimated mean.

Index terms—Successive cancellation list decoding, Reed-Muller codes, polar codes, dynamic frozen bits, code design.

I. INTRODUCTION

Polar codes constitute the first deterministic construction of capacity-achieving codes for binary memoryless symmetric (BMS) channels with an efficient decoder \(^2\). While they achieve capacity under successive cancellation (SC) decoding, their initial performance was not competitive with low-density parity-check (LDPC) and Turbo codes. This changed with the advent of successive cancellation list (SCL) decoding and the addition of cyclic redundancy check (CRC) outer codes \(^3\). Due to their competitive performance for short block lengths \(^4\), they have been adopted by the 5G standard \(^5\).

Many authors have optimized polar codes and their variants to improve their performance for SCL decoding \(^6\)–\(^14\).

An important property of SCL decoding is that its performance matches the maximum-likelihood (ML) decoder if the list size is sufficiently large. This work is motivated by the theoretical question: “What list size suffices to approach ML decoding performance for a given channel quality?”. Simulating SCL decoding with a large list size is infeasible for long codes and doesn’t provide much insight into designing codes for SCL decoding. Current works rely mostly on heuristics, e.g., see \(^7\)–\(^9\), \(^11\), \(^13\).

By noting that SCL decoding operates sequentially in \( N \) stages, where \( N \) is the block length, we identify information-theoretic quantities associated with the required list size on average. For general BMS channels, we provide upper and lower bounds that can be computed efficiently even for very long codes. Our analysis suggests new code design criterion for SCL decoding with practical list sizes, e.g., \( L \in [8, 1024] \) by modifying, e.g., Reed–Muller (RM) codes \(^10\). This is illustrated via exemplary constructions for short- to moderate-length regime, e.g., \( N \in \{128, 512\} \), which outperform polar codes of the 5G standard. For the binary erasure channel (BEC), we provide a simple Markov chain approximation to compute the mean using only density evolution and simulations show that it is quite accurate.

Motivated by the numerical results of \(^1\), we show that, for discrete-output BMS channels, the logarithm of required list size at each decoding stage concentrates around the mean for large block lengths using techniques similar to those for analyzing LDPC codes \(^17\), \(^18\). Over the BEC, we provide its probability mass function (p.m.f.) for modified RM codes with several block lengths. Simulations illustrate the fact that, with increasing block lengths, the p.m.f.s concentrate around the estimated mean.

The paper is organized as follows. In Section \(^II\) we provide the preliminaries needed for the rest of the work. In Section \(^III\) we introduce the key quantities and use them to analyze the considered list decoders. The convergence properties are studied for general BMS channels as well as for the BEC in Section \(^V\). Numerical results are presented in Section \(^V\) for the binary-input additive white Gaussian noise (BIAWGN) channel and the BEC. Conclusions follow in Section \(^VI\).

II. BACKGROUND

Random variables (r.v.s) are denoted by upper case letters, e.g., \( X \), and their realizations by the lower case counterparts, e.g., \( x \). Random vectors are denoted by \( X_i \).
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Bold capital letters are used for matrices, e.g., \( X \).

Consider a BMS channel with binary input \( X \in \{0, 1\} \) and
general output \( Y \in \mathcal{Y} \), i.e., \( W : X \rightarrow Y \). The transition probabilities are given by \( W(y|x) = \Pr(Y = y|X = x) \).

### A. Polar and Reed-Muller Codes

The polar transform of length \( N = 2^n \) is denoted by \( G_N \), where \( B_N \) is the \( N \times N \) bit-reversal matrix [2] Sec.

VII.B] and \( G_{2^n} \) is the \( n \)-fold Kronecker product of the \( 2 \times 2 \) binary Hadamard matrix

\[
G_2 = \begin{bmatrix}
1 & 0 \\
0 & 1
\end{bmatrix}.
\]

This is the key building block in Arik’s polar codes [2] and

RM codes [13], [14].

To define an \((N,K)\) polar or RM code, one partitions
the input vector into sub-vectors that carry information and

frozen bits whose values are known by the receiver. The set
of information and frozen indices are denoted, respectively, by \( \mathcal{A} \subseteq \{0, 1\} \) with \( |\mathcal{A}| = K \), and \( \mathcal{F} \equiv \{0, 1\} \setminus \mathcal{A} \). Thus, the input vector \( u_i \) can be split into information bits \( u_i|_A \) and frozen
bits \( u_i|_F \). Then, the codeword \( x = uG_N \) is transmitted over the
channel. This construction enables efficient SC decoding [2], [19]. For polar codes, the set \( \mathcal{A} \) is chosen to minimize a
tight upper bound on the error probability under SC decoding;
however, the set \( \mathcal{A} \) for an \( r \)-th order RM code of length \( N \),
denoted by \( RM(r,n) \), consists of the indices of rows in \( G_N \)
with the Hamming weight at least to equal \( 2^n-r \).

### B. Successive Cancellation Decoding

Let \( y_1 \) be observations of the bits \( x_1 \) through \( N \) copies of
the BMS channel. SC decoding takes the following steps sequentially from \( i = 1 \) to \( N \). If \( i \in \mathcal{F} \), it sets \( \hat{u}_i \) to its frozen value. If \( i \in \mathcal{A} \), it computes the soft estimate
\( p_i(\hat{u}_i^{-1}) = \Pr(U_i = 1|Y_i = y_1^{i-1}, U_i^{-1} = \hat{u}_i^{-1}) \), and makes a
hard decision accordingly as

\[
\hat{u}_i = \begin{cases} 
0 & \text{if } p_i(\hat{u}_i^{-1}) < \frac{1}{2} \\
1 & \text{otherwise}.
\end{cases}
\]

To understand SC decoding, we focus on the effective
channels seen by each of the input bits in \( u_1 \). SC decoding uses the entire \( y_i \) vector and all past decisions \( \hat{u}_i^{-1} \) to
generate the soft estimate \( p_i(\hat{u}_i^{-1}) \) and the hard decision \( \hat{u}_i \)
for \( u_i \). Let \( W^{(i)} \) denote the effective (virtual) channel seen by
\( u_i \) during SC decoding [2]. If all past bits \( u_i^{-1} \) are provided by a genie, then this channel is easier to analyze. The effective
channel \( W^{(i)} : U_i \rightarrow (Y_i^{i-1}, U_i^{-1}) \) is then defined by
its transition probabilities

\[
W^{(i)}(y_i^{i-1}|u_i) = \sum_{u_{i-1} \in \{0,1\}^{N-i}} \frac{1}{2^{N-1}} W_N(y_i^{i-1} u_i^{i-1} G_N)
\]

where \( W_N(y_i^{i-1}|x_i) = \prod_{i=1}^{N} W(y_i|x_i) \).

### C. Successive Cancellation List Decoding

SCL decoding of RM codes (and related subcodes) was
introduced in [20]. It was then extended to optimized con-
structions of generalized concatenated codes in [19]. These
approaches became popular after [3] applied them to polar
codes that were combined with an outer CRC code to improve
their finite-length performance.

SCL decoding recursively computes \( Q_i(\hat{u}_i, y_i^{i-1}) \), which is proportional to \( \Pr(U_i = \hat{u}_i|Y_i = y_i^{i-1}) \) for \( i = 1, \ldots, N \) via
the SC message passing rules for partial input sequences \( \hat{u}_i \in \mathcal{U}_i \subset \{0, 1\} \), which are also called decoding paths. Discarding
\( y_i^{i-1} \) for the ease of notation, we refer to \( Q_i(\hat{u}_i) \) as the myopic
likelihood of the sequence \( \hat{u}_i \) as it does not use the receiver’s
knowledge of frozen bits after \( u_i \).

Let \( \mathcal{U}_{i-1} \subseteq \{0,1\}^{i-1} \) be a subset satisfying \( \mathcal{U}_{i-1} = L \)
and assume that \( Q_{i-1}(\hat{u}_i^{-1}) \) is known for some \( \hat{u}_i^{-1} \in \mathcal{U}_{i-1} \). Then,
thus, for \( \hat{u}_i \in \{0,1\} \), one can write

\[
Q_i(\hat{u}_i) \propto \Pr(U_i = \hat{u}_i|Y_i = y_i^{i-1})
\]

\[
\propto Q_{i-1}(\hat{u}_i^{-1}) \Pr(U_i = \hat{u}_i|Y_i = y_i^{i-1}, U_i^{-1} = \hat{u}_i^{-1})
\]

where the right-most term can be computed efficiently by the
SC decoder starting from \( Q_0(\hat{u}_0) \). This results in \( Q_i(\hat{u}_i) \) values for \( 2L \) partial sequences produced from \( \mathcal{U}_{i-1} \). One then
prunes the list down to \( L \) sequences by keeping only most
likely paths according to [3] for SCL decoding with list size
\( L \). Note that if \( u_i \) is frozen, then the decoder simply extends all
paths with correct frozen bit. After the \( N \)-th decoding stage, the estimate \( \hat{u}_N \) is chosen as the candidate maximizing the
function \( Q_N(\hat{u}_N) \).

For the BEC, all partial input sequences \( u_i \in \{0,1\}^i \) with
\( Q_i(u_i) > 0 \) are equiprobable. Hence, for a given \( u_i^{-1} \),
we have \( p_i(u_i^{-1}) \) or \( \hat{u}_i \) is known perfectly at the receiver. However, if \( p_i(u_i^{-1}) = \frac{1}{2} \)
and \( u_i \) is not frozen, then \( \hat{u}_i \) can be seen as an erasure.
When an information bit is decoded to an erasure, it is
replaced by both possible values (assuming the list size is
large enough) and decoding proceeds separately under these
two hypotheses. The number of hypotheses (i.e., partial input
sequences) is halved if the decoded value for a frozen bit
contradicts with its actual value for different partial input
sequences [21] Appendix A). An error is declared if, at any
decoding stage, the number of hypotheses exceeds \( L \) or if there
are more than one hypothesis at the end of the process, i.e.,
if \( \exists \hat{u}_N \in \{0,1\}^N, \hat{u}_N \neq u_N \) with \( Q_N(\hat{u}_N) > 0 \).

### D. Successive Cancellation Inactivation Decoding

Successive cancellation inactivation (SCI) decoding is a
more efficient version of SCL decoding for the BEC
proposed in [22]. It follows the same decoding schedule as SCL
decoding but instead replaces an erased information bit by a
variable, i.e., the bit is inactivated [23]–[25]. Later, the
decoding function for any frozen bit provides a linear equation
if its output is not an erasure [22] Eq. (3)]. Thanks to this
equation, the inactivated bit may be resolved. This can be
done at any stage of the decoding process when the obtained
equation is not a trivial one or delayed until the end. When
a dummy variable is eliminated without delaying to the end
of decoding, we refer to this as a **consolidation** event. In this work, our focus is on SCI decoding with consolidations.

SCI decoding can inactivate multiple bits if required. If the maximum number of inactivations is not bounded, then it implements ML decoding. For further details, see [22].

### E. Dynamic Frozen Bits

An important observation in [6] is that decoders having the successive nature (e.g., SCL decoding) still work (with slight modifications) even if, for some $i \in \mathcal{F}$, the bit $u_i$ is a function of a set of preceding information bits. A frozen bit whose value depends on past inputs is called dynamic.

A polar code with dynamic frozen bits is defined by its information indices $\mathcal{A}$ and a matrix that defines each frozen bit as a linear combination of preceding information bits. There are now a number of approaches for choosing $\mathcal{A}$ and dynamic frozen bit constraints, e.g., [6–8], [13], [14], which aim at having a resulting code with large minimum distance and/or small multiplicity of minimum weight codewords as well as low to moderate decoding complexity for target block error rates (BLERs). In this work, after specifying $\mathcal{A}$, we define each frozen bit to be a uniform random linear combination of information bits preceding it.

### III. ANALYSIS OF THE LIST DECODERS

An important property of list decoding is that, if the correct codeword is on the list at the end of decoding, then the error probability is upper bounded by that of ML decoding. We study how large the list should be at each stage so that the correct codeword is likely to be on the list.

#### A. An Information-Theoretic Perspective

Consider a length-$N$ polar code with SCL decoding after the $m$-th decoding stage. Since SCL decoding does not use future frozen bits, we focus on the subset of length-$m$ input sequences that have significant conditional entropy given the channel observation. An important insight is that, after observing $Y_1^N$, the uncertainty in $U^m_1$ is quantified by the entropy

$$H \left( U^m_1 | Y_1^N \right) = \sum_{i=1}^{m} H \left( U_i | U^{i-1}_1, Y_1^N \right)$$

(2)

where $U^N_1$ is assumed to be uniform over $\{0,1\}^N$. This is exactly true if the first $m$ bits are all information bits, i.e., if $[m] \subseteq \mathcal{A}$. If $[m]$ contains also frozen indices, however, then the situation is more complicated.

Let $\mathcal{A}^{(m)} \triangleq \mathcal{A} \cap [m]$ and $\mathcal{F}^{(m)} \triangleq \mathcal{F} \cap [m]$ be the sets containing information and frozen indices within the first $m$ input bits, respectively. Now consider an experiment where the frozen bits $U_i$ with $i \in \mathcal{F}^{(m)}$ are uniform and independent of $U^{i-1}_1$. Using (2) naively with the assumption that $U_i$ is not known to the receiver would cause an overestimate of $H \left( U^m_1 | Y_1^N \right)$ by an amount of at least

$$\sum_{i \in \mathcal{A}^{(m)}} H \left( U_i | U^{i-1}_1, Y_1^N \right).$$

(3)

Addition to this, the frozen bits $U_{\mathcal{F}^{(m)}}$ may reveal additional information about the previous information bits.

To better understand the uncertainty within the first $m$ input bits during SCL decoding, we define the quantity

$$d_m \left( y_1^N \right) \triangleq H \left( U_{\mathcal{A}^{(m)}} | Y_1^N = y_1^N, U_{\mathcal{F}^{(m)}} \right)$$

and the corresponding r.v. is denoted as $D_m$ that takes on the value $d_m \left( y_1^N \right)$ when $Y_1^N = y_1^N$. Note that the mean of $D_m$ corresponds to the conditional entropy, i.e.,

$$\bar{D}_m \triangleq \mathbb{E} \left[ d_m \left( Y_1^N \right) \right] = H \left( U_{\mathcal{A}^{(m)}} | Y_1^N, U_{\mathcal{F}^{(m)}} \right)$$

and we define a difference sequence as

$$\Delta_m \triangleq \bar{D}_m - \bar{D}_{m-1}.$$  

(4)

which is exactly what one would expect from the naive analysis given by (2).

If $U^1_m$ is a frozen bit, then consider a model where it is not known to the receiver at the time of transmission. The act of revealing $U^1_m$ to the receiver changes the conditional uncertainty about $U_{\mathcal{A}^{(m-1)}}$ by

$$\Delta_m = H \left( U_{\mathcal{A}^{(m)}} | Y_1^N, U_{\mathcal{F}^{(m)}} \right) - H \left( U_{\mathcal{A}^{(m-1)}} | Y_1^N, U_{\mathcal{F}^{(m)}} \right)$$

$$= H \left( U_{\mathcal{A}^{(m-1)}} | Y_1^N, U^{m-1}_m, U_{\mathcal{F}^{(m-1)}} \right) - H \left( U_{\mathcal{A}^{(m-1)}} | Y_1^N, U^{m-1}_m \right)$$

$$= -I \left( U^m_m; U_{\mathcal{A}^{(m-1)}} | Y_1^N, U_{\mathcal{F}^{(m)}} \right)$$

$$= H \left( U^m_m Y_1^N, U^{m-1}_m \right) - H \left( U^m_m Y_1^N, U^{m-1}_m U_{\mathcal{F}^{(m-1)}} \right)$$

$$\geq H \left( U^m_m Y_1^N, U^{m-1}_m \right).$$

(5)

This expression quantifies the effect of revealing the new frozen bit as a reduction in the conditional entropy of the information bits preceding it. A large reduction may occur when the channel $W^{(m)}_N$ has low entropy (i.e., a low-entropy effective channel is essentially frozen) and the reduction will be small if the channel entropy is high (i.e., the input is unpredictable from $Y_1^N$ and $U^{m-1}_m$).

For BMS channels, we can combine (3) and (5) to understand the dynamics of $\bar{D}_m$. This gives a proxy for the uncertainty in SCL decoding after $m$ steps. We have

$$\sum_{i \in \mathcal{A}^{(m)}} H \left( W^{(i)}_N \right) - \sum_{i \in \mathcal{F}^{(m)}} \left( 1 - H \left( W^{(i)}_N \right) \right) \leq \bar{D}_m$$

(6a)

and

$$\sum_{i \in \mathcal{A}^{(m)}} H \left( W^{(i)}_N \right) \leq \sum_{i \in \mathcal{A}^{(m)}} H \left( W^{(i)}_N \right).$$

(6b)

The lower bound assumes that frozen bits (when perfectly observed) always reduce the entropy.
Theorem 1. Upon observing $y_1^N$ when $u_1^N$ is transmitted, the set of partial sequences $\tilde{u}_1^m$ with a larger likelihood than that of any pair of true sequence $u_1^m$ after $m$ stages of SCL decoding is given by

$$S_{\alpha}^{(m)}(u_1^m, y_1^N) \triangleq \{ \tilde{u}_1^m : Q_m(\tilde{u}_1^m) \geq \alpha Q_m(u_1^m) \}$$

where the fraction is given by a positive number $\alpha \leq 1$. On average, the logarithm of its cardinality is upper bounded by

$$\mathbb{E} \left[ \log_2 |S_{\alpha}^{(m)}| \right] \leq \tilde{D}_m + \log_2 \alpha^{-1}$$

$$= H \left( \left( U_{A(m)} \right)_N Y_1^N, U_{F(m)} \right) + \log_2 \alpha^{-1}. \quad (7)$$

Proof. Assume, w.l.o.g., that $u_1^N$ and $y_1^N$ are transmitted and observed, respectively. Then, we have

$$\log_2 |S_{\alpha}^{(m)}| \overset{(a)}{=} \log_2 \sum_{\tilde{u}_1^m} p(\tilde{u}_1^m, y_1^N, u_{F(m)}) \geq \alpha p(u_{A(m)}|y_1^N, u_{F(m)})$$

where (a) follows from $Q_m(u_1^m) \propto \Pr(\tilde{u}_1^m, Y_1^N = y_1^N)$ and Bayes’ rule and (b) from the fact that there are more than $(\alpha \cdot p(u_{A(m)}|y_1^N, u_{F(m)}))^{-1}$ sequences $\tilde{u}_1^m$ with probability $\alpha \cdot p(u_{A(m)}|y_1^N, u_{F(m)})$, hence the total probability exceeds 1. As the inequality is valid for any pair $u_1^m$ and $y_1^N$, taking the expectation over all $u_1^m$ and $y_1^N$ yields the stated result. \[ \square \]

Note that $\alpha$ is used as a tuning parameter to catch near-misses. Making it too small will keep many partial sequences with low probabilities in the set while choosing it as $\alpha = 1$ will exclude the decoding paths with probabilities close to the correct one. For Monte-Carlo simulations validating (7), $\alpha$ is chosen close to 1, but still keeping $\mathbb{E} \left[ \log_2 |S_{\alpha}^{(m)}| \right]$ close to $\tilde{D}_m$ especially for small values of $m$.

Consider SCL decoding whose list size is $L_m$ during the $m$-th decoding step. Then, the decoder should satisfy $L_m \geq |S_{\alpha}^{(m)}|$ for the true $u_1^m$ to be in the set $S_{\alpha}^{(m)}$. Using (7) and (6b) simplifies the upper bound

$$\mathbb{E} \left[ \log_2 |S_{\alpha}^{(m)}| \right] \leq \sum_{i \in A(m)} H \left( W_N^{(i)} \right) + \log_2 \alpha^{-1}. \quad (8)$$

Remark 1. The analysis in terms of $\log_2 L_m$ has two weaknesses. First, the entropy $\tilde{D}_m$ only characterizes typical events, e.g., ensuring that the correct codeword stays on the list at least half of the time, whereas coding typically focuses on rarer events, e.g., BLERs less than $10^{-2}$. Second, the sequence $\tilde{D}_m$ is averaged over $Y_1^N$ but the actual decoder sees a random realization $d_m(y_1^N) = H \left( U_{A(m)} | Y_1^N = y_1^N, U_{F(m)} \right)$. Nevertheless, we believe the results provide a useful step towards a theoretical analysis of SCL decoding. The numerical results in Section V illustrate the accuracy of the analysis. To motivate the analysis further, we study the convergence properties of the r.v. $D_m$ in Section V.

Remark 2. The results have significance for code design. To achieve good performance under SCL decoding whose list size is $L_m$ during the $m$-th decoding step, a reasonable first-order design criterion is that $\log_2 L_m \geq \tilde{D}_m$. This observation implies, in principle, that frozen bits should be allocated to prevent $D_m$ from exceeding $\log_2 L_m$. Since computing $\tilde{D}_m$ requires simulations with huge list sizes (if not unbounded) and the upper bound (6b) ignores the affect of frozen bits, we use the lower bound (6a) as the proxy for designs. Motivated by the observations of Remark 1, we believe that a relatively low signal-to-noise ratio (SNR) values should be chosen for the analysis in order to capture rare events. Using these guidelines, exemplary designs are provided in Section V-A.

B. The Binary Erasure Channel

Proposition 1. On the BEC, the list of all valid partial input sequences $u_1^m$ generated by SCL decoding with unbounded list size upon observing $y_1^N$ form an affine subspace, denoted as $S^{(m)}(y_1^N)$.

Proof. Let $E$ denote the set of erased positions in the realization $y_1^N$. Then, we can write

$$(u_{A(m)}, u_{F(m)}^N(G'_N | U_{F(m)}) = y_1^N | E) \oplus u_{F(m)} G'_N \quad (9)$$

where $G'_N$ is the matrix formed by the rows of $G_N$ indexed in $S$ and then removing its columns indexed in $E$ and $\oplus$ is the bit-wise XOR of two vectors. This equation enables to use the frozen bits $u_{F(m)}$ as side information. Let $C$ denote the set of all possible solutions for $(u_{A(m)}, u_{F(m)}^N)$, which is an affine subspace. We are interested in all compatible partial information sequences $u_{A(m)}$ with (9) hence $u_1^m$ as $u_{F(m)}$ is a linear transform of $u_{A(m)}$. To this end, we define the mapping $\Pi_{A(m)} : \mathbb{F}_2^{N-|F(m)|} \rightarrow \mathbb{F}_2^{A(m)}$ as

$$\Pi_{A(m)}(C) \triangleq \{ v_{1}^{A(m)} : v_{1}^{N-|F(m)|} \in C \}$$

which is a linear mapping since it can be represented as a multiplication of the input by a matrix formed by stacking an identity matrix and an $(N-m) \times |A(m)|$ all-zero matrix. Then, the result follows by noting that a linear transform of an affine subspace is affine. \[ \square \]

Let $L_m(y_1^N)$ denote the list length after $m$-th decoding stage of SCL decoding with unbounded list size, i.e., $L_m(y_1^N) = |S^{(m)}(y_1^N)|$. Since each member of the list is equally likely, the proposition provides an immediate corollary, which follows from the definition 3 and observing that a subspace dimension is always a non-negative integer. The corollary bridges between the introduced quantity $d_m(y_1^N)$ and the list length $L_m(y_1^N)$ SCL decoding with unbounded list size explicitly.

Corollary 1. At any decoding stage $m$, the list length $L_m(y_1^N)$, $y_1^N \in \{0, ?, 1\}^N$, of SCL decoding satisfies

$$\log_2 L_m(y_1^N) = d_m(y_1^N).$$

Hence, $L_m(y_1^N)$ is a non-negative integer power of 2.

Next, another corollary is provided, which follows from the fact that $L_m(y_1^N)$ is a non-negative integer power of 2 in combination with the error events of SCL decoding with a fixed list size $L$ defined in Section II-C, i.e., either $|S^{(m)}(y_1^N)| > L$ for any $m \in [N]$ or $|S^{(m)}(y_1^N)| \neq 1$. The corollary requires simulations with huge list sizes (if not unbounded) and the upper bound (6b) ignores the affect of frozen bits, we use the lower bound (6a) as the proxy for designs. Motivated by the observations of Remark 1, we believe that a relatively low signal-to-noise ratio (SNR) values should be chosen for the analysis in order to capture rare events. Using these guidelines, exemplary designs are provided in Section V-A.

Corollary 2. SCL decoding with the list size $L$ performs the same as SCL decoding with $L' = 2^{\log_2 L}$. 


The question of “how large should the list size be for ML decoding?” was partially addressed by [26, Thm. 1] for the case of the BEC by providing an upper bound. We improve this bound with the following lemma.

**Lemma 1.** Let $L^*(C)$ be the smallest list size for SCL decoding that implements ML decoding for an $(N, K)$ binary linear code $C$. Let $\zeta$ and $\gamma$ denote the index of the last frozen bit before the first information bit, and the last (dynamic) frozen bit when $C$ is represented as a polar code (with dynamic frozen bits), i.e.,

$$\zeta \triangleq \min A \quad \text{and} \quad \gamma \triangleq \max F.$$

Then $L^*(C)$ is upper bounded as

$$L^*(C) \leq \min \left\{2^{N(1-R)-\zeta-1}, 2^{\gamma-N(1-R)} \right\}$$

(10)

where $R$ is the code rate.

**Proof.** Observe that the first $\zeta-1$ frozen bits are of no use for pruning paths. Hence, there are $N (1-R) - (\zeta - 1)$ frozen bits, which have the potential to prune half of the existing paths. If there are more than $2^{N(1-R)-\zeta-1}$ paths at any decoding stage during SCL decoding, then there will be at least 2 solutions at the end.

We refer the reader to [26, Thm. 1], which states that $L^*(C) \leq 2^{\gamma-N(1-R)}$, concluding the proof. \qed

Note that [26, Thm. 1] states that $L^*(C) \leq 2^{\gamma-N(1-R)}$, which is usually relevant for low rate codes as $N (1-R)$ is large. Depending on the allocation of the frozen bit indices, (10) can improve the previous result significantly. Consider, for instance, RM$(5,7)$ with parameters $N = 128$ and $K = 120$ where $\zeta = 4$ and $\gamma = 65$. The previous result states that $L^* \leq 2^{57}$ while (10) gives $L^* \leq 2^{49}$. Hence, Lemma 1 usually tightens the bound for high-rate codes. However, even this bound is far from being practical, especially for codes with rates $R \approx 0.5$. Consider, for instance, RM$(3,7)$, where (10) gives $L^* \leq 2^{49}$. In addition, the bounds are obviously independent of the channel quality since they are interested in exact ML decoding. If $\epsilon$ is very low then one requires much shorter lists on average to decode successfully.

Recall that SCL decoding branches out the paths not for each information bit but whenever necessary. Instead, information bits are inactivated whenever necessary in the case of SCI decoding. Therefore, we study the dynamics of SCI decoding with consolidations without any constraints on the subspace dimension, which is equivalent to SCL decoding with unbounded list size. This relaxation gives more understanding on the complexity vs. performance trade-offs on average. Its practical relevance stems from the complexity-adaptive nature of the decoders for the case of the BEC. Recalling Corollary [1] observe that SCI decoding provides a concrete example of the information-theoretic perspective since, for any $y_1^N$, the subspace dimension is $d_m(y_1^N) = H(U_{A(m)}|Y_1^N = y_1^N, U_{F(m)})$ and SCI decoding stores a basis for this subspace instead of listing all possible sequences in it.

Let $\epsilon_{N}^{(m)} \triangleq \Pr (p_m(u_1^{m-1}) = \frac{1}{2})$, where the implied randomness is due to the received vector. Consider the decoding of information and frozen bits given the observed vector and preceding frozen bits. When an information bit $u_m$ is decoded, one of following events occurs:

- The information bit is decoded as an erasure and the subspace dimension increases by one, i.e., $d_m(y_1^N) = d_{m-1}(y_1^N) + 1$. Averaged over all $y_1^N$, the probability of this event equals $\epsilon_{N}^{(m)}$ [22].
- The information bit is decoded as an affine function of the previous information bits and the subspace dimension is unchanged, i.e., $d_m(y_1^N) = d_{m-1}(y_1^N)$. Averaged over all $y_1^N$, the probability of this event equals $1 - \epsilon_{N}^{(m)}$ [22].

If a frozen $u_m$ is decoded, one of following events occurs:

- The decoder returns an erasure for the frozen bit. In this case, revealing the true value of the frozen bit allows decoding to continue, but no new information is provided about preceding information bits. Thus, we have $d_m(y_1^N) = d_{m-1}(y_1^N)$. Averaged over all $y_1^N$, the probability of this event equals $1 - \epsilon_{N}^{(m)}$ [22].
- The frozen bit is decoded as an affine function of the previous information bits. Averaged over all $y_1^N$, the probability of this event equals $2^{-d_m}$ [22]. In this case, revealing the true value of the frozen bit gives a linear equation for a subset of the preceding information bits. If the linear equation is informative, then the subspace dimension decreases by one via a consolidation event, i.e., we have $d_m(y_1^N) = d_{m-1}(y_1^N) - 1$. Otherwise, the dimension is unchanged, i.e., $d_m(y_1^N) = d_{m-1}(y_1^N)$.

At first glance, these rules might appear to tell the whole story. But the erasure rate $\epsilon_{N}^{(m)}$ is averaged over all $y_1^N$ whereas predicting the value of $D_m$ requires the conditional probability of erasure events given all past observations. More importantly, to understand consolidation events, one needs to compute the probability that the obtained equation is informative.

Since we do not have expressions for these quantities\footnote{Even if we had them exactly, they may be too complicated to be useful.}, we use two simplifying approximations for a given random sequence $D_1, \ldots, D_{m-1}$. First, we approximate the probability of decoding an erasure for a frozen bit as independent of all past events, i.e., for any $d_{m-1} \triangleq (d_1(y_1^N), \ldots, d_{m-1}(y_1^N))$, we write

$$\Pr (p_m(u_1^{m-1}) = \frac{1}{2}|D_1^{m-1} = d_1^{m-1} ) \approx \epsilon_{N}^{(m)}.$$
an inhomogeneous Markov chain with transition probabilities

\[ P_{i,j}^{(m)} \triangleq \Pr (D_m = j \mid D_{m-1} = i) \]

where

\[
P_{i,j}^{(m)} = \begin{cases} 
\epsilon_{N}^{(m)} & \text{if } m \in A, \ j = i + 1 \\
1 - \epsilon_{N}^{(m)} & \text{if } m \in A, \ j = i \\
\epsilon_{N}^{(m)} + (1 - \epsilon_{N}^{(m)}) 2^{-D_{m-1}} & \text{if } m \in F, \ j = i \\
(1 - \epsilon_{N}^{(m)}) (1 - 2^{-D_{m-1}}) & \text{if } m \in F, \ j = i - 1.
\end{cases}
\] (11)

Consider now decoding of frozen bit \( u_m \) based on this Markov chain approximation. We write

\[
D_m \approx \mathbb{E} \left[ D_{m-1} - \left( 1 - \epsilon_{N}^{(m)} \right) \left( 1 - 2^{-D_{m-1}} \right) \right]
\approx D_{m-1} - \left( 1 - \epsilon_{N}^{(m)} \right) \left( 1 - 2^{-D_{m-1}} \right)
\] (12)

where the last line follows from approximating \( \mathbb{E} \left[ 2^{-D_m} \right] \) as \( 2^{-D_m} \). In the case of information bit \( u_m \), we have

\[
D_m \approx \mathbb{E} \left[ \epsilon_{N}^{(m)} (D_{m-1} + 1) + \left( 1 - \epsilon_{N}^{(m)} \right) D_{m-1} \right]
= D_{m-1} + \epsilon_{N}^{(m)}.
\] (13)

By setting \( \tilde{D}_0 \triangleq 0 \), (12) and (13) give the simple recursive approximation

\[
D_m \approx \begin{cases} 
\tilde{D}_{m-1} + \epsilon_{N}^{(m)} & \text{if } m \in A \\
\tilde{D}_{m-1} - \left( 1 - \epsilon_{N}^{(m)} \right) \left( 1 - 2^{-\tilde{D}_{m-1}} \right) & \text{if } m \in F.
\end{cases}
\] (14)

IV. CONCENTRATION FOR LIST DECODERS

This section studies the stochastic convergence properties of the r.v. \( D_m \). In particular, we show that the required uncertainty, quantified by \( D_m \), accumulated by SCL decoding to keep the correct path on the list concentrates around its mean \( \bar{D}_m \) for sufficiently large block lengths.

A. General Approach

We form a Doob’s Martingale by sequentially revealing information about the object of interest (e.g., see \( 17 \), \( 18 \)), which is the conditional entropy in our case. In \( N \) consecutive steps, we reveal the random channel realizations. Irrespective of the revealed realization, the change in the conditional entropy is bounded by some constant. This lets us use the Azuma-Hoeffding inequality [27] Thm. 12.6 since the channels under consideration are memoryless.

**Proposition 2.** The sequence of r.v.s \( H_0^{(m)}, H_1^{(m)}, \ldots, H_N^{(m)} \) where \( H_i^{(m)} \triangleq \mathbb{E} \left[ D_m \mid Y_1^i \right] \) is a Doob’s Martingale, i.e.,

\[
H_i^{(m)} \text{is a function of } Y_1^i
\] (15)

\[
\mathbb{E} \left[ |D_m| \right] < \infty
\] (16)

\[
H_{i-1}^{(m)} = \mathbb{E} \left[ H_i^{(m)} \mid Y_1^{i-1} \right].
\] (17)

**Proof.** The statement \( 15 \) follows from the construction of r.v.s \( H_i^{(m)} \) and the definition of conditional expectation. The inequality \( 16 \) follows from the non-negativity of \( D_m \) and \( \mathbb{E} \left[ D_m \right] = H (U_{A(m)} \mid Y_1^N, U_{F(m)}) \). Finally, \( 17 \) follows by

\[
\mathbb{E} \left[ H_i^{(m)} \mid Y_1^{i-1} \right] = \mathbb{E} \mathbb{E} \left[ D_m \mid Y_1^{i-1} \right] \mid Y_1^{i-1}
\] (18)

where \( 13 \) and \( 20 \) follow from the definition of \( H_i^{(m)} \), and \( 19 \) and \( 20 \) from the tower property [28] Eq. (C.13). \( \square \)

**Proposition 3.** Consider transmission over a discrete output BMS channel satisfying \( W(y|x) \geq \delta \), \( \forall y \in Y \), \( \forall x \in \{0, 1\} \). Then, for all \( i \in [N] \) and all values \( y_0 \) and \( y_1 \) such that \( y_{i-1} = y_{i-1} \) and \( y_i \neq y_i \), the conditional entropy \( d_m (y_i^N) = H (U_{A(m)} \mid Y_1^N = y_1^N, U_{F(m)}) \) satisfies

\[
|d_m (y_i^N) - d_m (\tilde{y}_i^N)| \leq 4 \log_2 \delta.
\] (21)

**Proof.** In the following, the r.v.s are not explicitly written in the probability assignments, e.g., the probabilities are denoted as \( p (u_m, x_i^N, y_i^N) = \Pr (U_m = u_m, X_i^N = x_i^N, Y_i^N = y_i^N) \).

The proof starts by writing

\[
\begin{align*}
&\frac{1}{p (u_{A(m)} \mid y_i^N, u_{F(m)})} p (u_m, y_i^N) p (y_i^N, u_{F(m)}) \\
\leq &\sum_{y_i^N} p (y_i^N, x_i^N, u_{F(m)}) \sum_{x_i^N} p (u_m, x_i^N, y_i^N) \\
\leq &\sum_{x_i^N} W (y_i^N, x_i^N, u_{F(m)}) \sum_{x_i^N} W (\tilde{y}_i^N, x_i^N, u_{F(m)}) \\
\leq &\sum_{x_i^N} W (y_i^N, x_i^N) p (u_m, x_i^N, y_i^N) \\
\leq &\sum_{x_i^N} W (\tilde{y}_i^N, x_i^N) p (u_m, x_i^N, y_i^N) \\
\leq &\sum_{x_i^N} W (\tilde{y}_i^N, x_i^N) p (u_m, x_i^N, y_i^N)
\end{align*}
\] (22)

where (a) follows from Bayes’ rule, (b) and (d) from the law of total probability, and (c) from rearranging the summation. Bayes’ rule and noting that \( Y_i \) and \( U_{A(m)}, X_{i-1}^i, Y_{i-1} \) are independent given \( X_i \). Then, we take the logarithm and absolute value of both sides in (22). Combining the triangle inequality, i.e., \( |a + b| \leq |a| + |b| \), with the fact that each summand is upper bounded by \( \max_y \log_2 W (y|0) \), e.g.,

\[
\log_2 \sum_{x_i^N} W (y_i^N, x_i^N) p (u_m, x_i^N, y_i^N) \leq \max_y \log_2 W (y|0)
\]

we conclude that

\[
\log_2 \frac{1}{p (u_{A(m)} \mid y_i^N, u_{F(m)})} p (u_{A(m)} \mid y_i^N, u_{F(m)}) \leq 4 \max_y \log_2 W (y|0).
\] (23)

Since (23) is valid for any \( u_i^N \), averaging over all \( u_i^N \), combined with the Jensen’s inequality, leads to (21) by noting \( W (y|0) \geq \delta, \forall y \in Y \). \( \square \)

As a result of Proposition 3, the following corollary provides a concentration for the logarithm of the list size required to approach the performance of a code under ML decoding when the transmission is over discrete output BMS channels. More precisely, the normalized (with respect to the block length) deviation of the logarithm of the random list size, required to
keep the correct codeword in the list, from the average decays exponentially fast.

**Corollary 3.** For transmission over a discrete output BMS channel satisfying $W(y|x) \geq \delta > 0, \forall y \in \mathcal{Y}, \forall x \in \{0,1\}$, the r.v. $D_m, m \in [N]$, concentrates around its mean $\bar{D}_m$ for sufficiently large block lengths, i.e., for any $\beta > 0$, we have

$$\Pr \left\{ \frac{1}{N}|D_m - \bar{D}_m| > \beta \right\} \leq 2 \exp \left( -\frac{\beta^2}{32|\log_2 \delta|^2} N \right).$$  \hspace{1cm} (24)

**Proof.** Since the channel under consideration is memoryless, $Y_i, i \in [N]$, are independent due to the uniform $U(1, N)$. Hence, Proposition 3 implies

$$|H_i^{(m)} - H_i^{(m)}| \leq 4|\log_2 \delta|, \ i \in [N].$$

The Azuma-Hoeffding inequality [27, Thm. 12.4] is applied then by observing that the first element in the martingale is the expectation $D_m$ and the last one is the r.v. itself, i.e., $H_0^{(m)} = D_m$ and $H_N^{(m)} = D_m$.

Since $\delta = 0$ for the BEC, it will be considered separately in the next section. For the case where $W(y|x)$ is a continuous probability density function on a compact set $\mathcal{Y} \subset \mathbb{R}$, the same proof applies with $\delta = \min_{y \in \mathcal{Y}} W(y|x)$. But, the proof does not extend to unbounded output alphabets.

**B. The Binary Erasure Channel**

SCI decoding over the BEC is equivalent to solving a system of linear equations with side information depending on the decoding stage. In other words, the decoder has the knowledge of the frozen bits $u_{\mathcal{F}(m)}$ after the decoding stage $m$ as side information.

**Proposition 4.** For transmission over the BEC, the subspace dimension satisfies the Lipschitz-1 condition: for all $i \in [N]$ and all values $y_{i}^N$ and $\tilde{y}_{i}^N$ such that $y_{i} = \tilde{y}_{i}$ and $y_{i} \neq \tilde{y}_{i}$, the subspace dimension satisfies

$$|d_m(y_{i}^N) - d_m(\tilde{y}_{i}^N)| \leq 1.$$  \hspace{1cm} (25)

**Proof.** It suffices to consider the case where $y_{i}$ is not erased, but $\tilde{y}_{i}$ is an erasure (i.e., $y_{i} = \tilde{y}_{i} = \tilde{y}$). Recall the linear system given as (9). All compatible vectors $(u_A^{(m)}, u_{\mathcal{F}(m)}^{N+1})$, $m \in [N]$, with (9) form an affine subspace. The dimension of this subspace is equal to $d'_N(y_{i}^N) = N - |\mathcal{F}(m)| - \text{rank}(G'_N)$. Since removing one more column of $G'_N$ (and also of $G_{\mathcal{F}(m)}$) cannot decrease the rank by more than one, we have

$$d'_N(y_{i}^N) \leq d'_N(\tilde{y}_{i}^N) \leq d'_N(y_{i}^N) + 1.$$  \hspace{1cm} (26)

Hence, the number of compatible vectors $(u_A^{(m)}, u_{\mathcal{F}(m)}^{N+1})$ with (9) is (at most) doubled or unchanged.

We are interested in the subspace dimension $d_{m}(y_{i}^N)$. This is equal to the number of different subvectors $u_{A^{(m)}}$ of all compatible $(u_A^{(m)}, u_{\mathcal{F}(m)}^{N+1})$ with (9). Using (26), one concludes that the number of different vectors $u_{A^{(m)}}$ either increases by a factor of 2 or does not change, resulting in (25).

**Corollary 4.** The subspace dimension $D_m$ concentrates around its mean $\bar{D}_m$ for sufficiently large block lengths, i.e., for any $\beta > 0$, we have

$$\Pr \left\{ \frac{1}{N}|D_m - \bar{D}_m| > \beta \right\} \leq 2 \exp \left( -\frac{\beta^2}{2} N \right).$$  \hspace{1cm} (27)

**Proof.** As for Corollary 3 apply the Azuma-Hoeffding inequality [27, Thm. 12.4] via Proposition 4.

**Remark 3.** Let $\rho = [\log_2 m]$ and $N_0 = 2^\rho$. Due to the recursive structure of SCL decoding, the statistics of $D_m$ are the same for all $N \geq N_0$ if the first $N_0$ frozen bits are the same. Thus, Corollary 4 remains valid if we replace (27) by

$$\Pr \left\{ \frac{1}{N_0}|D_m - \bar{D}_m| > \beta \right\} \leq 2 \exp \left( -\frac{\beta^2}{2} N_0 \right).$$

This provides a significant improvement when $N_0 \ll N$. The same idea can also be applied to Corollary 3 but the value of $\delta$ must be modified as well.

Note that the bounds of the form (24) are typically loose (see [18, Sec. IV] for a discussion on tightness of the concentration results for the performance of a randomly chosen LDPC code around the ensemble average). Nevertheless, such analysis shows that the mean $\bar{D}_m$ under consideration is meaningful.

**V. Simulation Results**

This section provides simulation results for some constructions with dynamic frozen bits. In particular, we consider instances from an ensemble of modified RM codes, namely dynamic Reed–Muller (dRM) codes [22].

**Definition 1.** The dRM$(r,m)$ ensemble, denoted by $\mathcal{C}(r,m)$, is the set of all codes, specified by set $A$ of the RM$(r,m)$ code and setting, for $i \in \mathcal{F}$,

$$u_i = \begin{cases} \sum_{j \in A^{(i-1)}} v_{j,i} t_{ij} & \text{if } A^{(i-1)} \neq \emptyset \\ 0 & \text{otherwise.} \end{cases}$$

with all possible $v_{j,i} \in \{0,1\}$ and $A^{(0)} = \emptyset$.

Recently, Arıkan introduced polarization-adjusted convolutional (PAC) codes [12], which can be represented as a polar code with dynamic frozen bits [29]. The rate-profiling choice of a PAC code is directly reflected in the frozen index set of its polar code representation [29]. Thus, if $A$ of an RM$(r,m)$ code is chosen as the rate-profiling (as in [12]), then the corresponding PAC code becomes an instance from $\mathcal{C}(r,m)$. Another instance is the RM$(r,m)$ code.

**A. The Binary-Input Additive White Gaussian Channel**

Fig. 1 shows simulation results for a random instance from $\mathcal{C}(3,7)$ and a novel design (based on suggestions in Remark 3) under SCL decoding with $L = 2^{14}$ and $E_b/N_0 = 0.5$ together with the upper and lower bounds (6b) and (6a) on $\bar{D}_m$. The proposed code takes the set $A_{\text{RM}}$ of the (128,64) RM code and obtains a new set as $A = (A_{\text{RM}} \setminus \{30,40\}) \cup \{1,57\}$, i.e., $u_{\{30,40\}}$ are frozen and $u_{\{1,57\}}$ are unfrozen, where each frozen bit is still set to a random linear combination of preceding information bit(s). Fig. 1 validates the bounds (6a).
Note that we set the parameter $\alpha = 0.94$ in (7) to provide a robust estimate by capturing the near misses, which happen if there are decoding paths with probabilities slightly larger than that of the correct path. To understand this better, consider the proposed design where $u_1$ is an information bit. If one sets $\alpha = 1$, we get

$$\mathbb{E} \left[ \log_2 |S_1^{(1)}| \right] \approx 0.5 \log_2 1 + 0.5 \log_2 2 = 0.5$$

(28)

which follows from $\bar{D}_m \approx 1$. Observing Fig. 1 we obtain $\mathbb{E} \left[ \log_2 |S_0^{(1)}| \right] \approx 1$. Therefore, tightness of (7), especially at early decoding stages, is impacted by the choice of $\alpha$.

Our numerical results show that the curve for $\mathbb{E} \left[ \log_2 |S_\alpha^{(m)}| \right]$ is more robust to changes in $\alpha$ at late decoding stages, i.e., for larger values of $m$. This means that the near misses happen at early decoding stages more often. In addition, observe that (6a) closely tracks the simulation for $m \leq 50$ and it is easy to compute via standard methods, e.g., we used Gaussian approximation of density evolution [30], which further motivate using it for code design. Following Remark 2, we chose a relatively small $E_b/N_0$, for the analysis, e.g., close to the Shannon limit ($\sim 0.189$ dB) for rate-1/2 codes, since we are after the rare-event probabilities.

The changes leading to the new design help especially for the considered list size $L = 32$ by inspecting Fig. 2. The proposed code outperforms the dRM code especially at higher SNR values with this list size. The reason is illustrated by the lower bounds on $\bar{D}_m$ in Fig. 1. In addition to having a smaller peak value, this peak occurs for the proposed design slightly earlier than for the dRM code. This helps for the proposed code to not loose the correct path at early decoding stages, and hence, to keep it in the list towards the end for small list sizes, e.g., $L = 32$. If the list size is further decreased, then having $u_1$ as information bit can cause a degradation. This validates the analysis illustrated in Fig. 1. The performance for the 5G design employing the CRC-11 defined by the generator polynomial $g(x) = x^{11} + x^{10} + x^9 + x^5 + 1$ [5, Sec. 5.1], [31] under SCL decoding with $L = 32$ is 0.4 dB worse than the proposed design at a BLER around $10^{-4}$. When SCL decoding with $L = 128$ is considered, both codes outperform the 5G design by no less than 0.25 dB at all BLERs considered. In particular, they perform within 0.15 dB of the random coding union (RCU) bound [32, Thm. 16] at the BLER of $10^{-5}$ and they almost match the simulation-based ML lower bounds [3], denoted as ML LB in the figure. Note that the PAC code perform very close to the dRM code under SCL decoding with $L \in \{32, 128\}$ [29, Fig. 1]. The metaconverse (MC) bound [32, Thm. 28] is also provided.

Next, consider moderate-length codes, e.g., $(512, 256)$ codes, which are more challenging to design if the decoders are restricted to be of low- to moderate-complexity, i.e., $L \leq 1024$ [4, Sec. 5.2] [33]. Fig. 3 provides the bounds (6a) for dRM codes and three novel designs. The peak of the lower bound corresponding to the dRM code gets close to 25 and recall that this quantity is related to the logarithm of the required list size on average. This explains why SCL decoding needs very large list sizes for a good performance when used for the RM(4, 9) (or a dRM(4, 9)) code [34]. At the other extreme, the lower bound is provided for the construction based on the polarization weight (PW) method with $\beta = 2^{1/4}$ [35], which is more suitable for SCL decoding with small list sizes. The idea behind the designs is similar to the length-128 case: we start from the information positions of an RM code, modify the positions to lower the peak value and keep the curve flat so that there is enough entropy kept on the list to
make use of reliable frozen positions for a good performance. To this end, we also introduced $u_1$ as information bit in all three designs. This would harm the performance if the list size is very small, e.g., $L \leq 4$. In modifying the designs, we used the information positions from the PW construction. The information positions for the designs are provided in the appendix.

Fig. 4 compares the performance of three designs under different list sizes. Code-1 requires the largest list size to get closer to its ML performance. When a large list size is adopted, e.g., $L \in \{1024\}$, it performs within 0.4 dB of the RCU bound at BLERs around $10^{-6}$, outperforming the 5G design employing the CRC-11 with the generator polynomial $g(x) = x^{11} + x^{10} + x^9 + x^5 + 1$ by around 0.2 dB under the same list size at a BLER close to $10^{-6}$ (see Fig. 6). For $E_b/N_0 \geq 2.75$, Code-2 under SCL decoding with $L = 32$ performs as good as the 5G design under SCL decoding with $L = 128$. When an even smaller list size considered, e.g., $L = 8$, then Code-2 and the 5G design are indistinguishable while Code-3, which is expected to require smaller list sizes to approach its ML performance (see Fig. 5), outperforms them at all BLERs as can be seen in Fig. 7 where it is also compared to a polar code concatenated with the CRC-7 with the generator polynomial $g_7(x) = x^7 + x^6 + x^5 + x^2 + 1$.

6The polynomial is taken from [8] as it provides the best performance for the (128, 64) case although it may not be optimal for the (512, 256) code.
With a relatively small list size, e.g., $L = 32$, Code-3 reaches to its ML performance at the BLER of $10^{-5}$ or less. Fig. 7 compares Code-1 to a polar code concatenated with the CRC-16 specified in [31] Sec. 5.1] with the generating polynomial $g_{16}(x) = x^{16} + x^{12} + x^{5} + 1$. For the considered list sizes, Code-1 outperforms the modified polar code. In addition, Code-1 performs very similar to the 5G design when $L = 128$, it provides sizeable gains, e.g., 0.35 dB, at BLERs close to $10^{-6}$ when $L = 1024$. Note finally that for all polar codes (irrespective of the chosen CRC length) provided as reference in this work the indices of frozen bits are selected according to the 5G standard [5, Sec. 5.1], [31].

B. The Binary Erasure Channel

To understand the accuracy of the analysis and approximations presented in Sections III and IV we simulated SCI decoding with consolidations for a dRM ensemble sequence, where the $\ell$-th ensemble in the sequence is defined to be $C(\ell, 2\ell + 1)$. Observe that each ensemble in the sequence consists of rate-1/2 codes. Note that as the block length changes, a random instance from the corresponding ensemble is picked for the simulations and the numerical results are quite similar for different instances chosen randomly. These simulations provide realizations of the random process $D_1, \ldots, D_N$ and we compare their mean to the theoretical predictions (14) and (13) in Figs. 8 and 9 for the case of $N = 512$ and $N = 8192$, respectively. These results show that for a random code in $C(\ell, 2\ell + 1)$ the simulation mean is close to the simple recursive formula given as (14). Observe also that the mean computed by approximating the probabilities via Markov model (11) matches the mean slightly better for large values of $m$. With an increasing blocklength, (11) and (14) match the simulations better for large values of $m$.

One weakness of these bounds is that the channel variation (e.g., in the number of erasures) significantly increases the variation in $D_{wN}$, especially for small to medium blocklengths, e.g., recall Fig. 8 for the case of $N = 512$. To highlight the similarity between the theory and simulation even for such cases, we use a fixed-weight BEC that chooses a random pattern with exactly round($N\epsilon$) erasures. To motivate this, note that density evolution naturally captures the typical behavior of the analyzed system [28]. Fig. 10 shows that, even for the $(512, 256)$ dRM code, the simulation mean is close to the analysis for the entire range of $m$. The 15 random simulation traces lie largely within the 90% confidence range of the Markov chain analysis (11).

Next, we study how the subspace dimension behaves as the block length increases for the introduced dRM ensemble sequence. Let $w \triangleq \frac{m}{N}$, $m \in [N]$, be the normalized decoding stage. Fig. 11 provides the normalized dimension $\frac{1}{N}D_{wN}$ as a function of $w$ for the samples of dRM ensemble sequence with different block lengths, from $N = 2^9$ up to $N = 2^{11}$. We stress again the accuracy of the analysis (14) validated by simulations up to $N = 2^{13}$ and we believe that the results for larger block lengths are also accurate. The asymptotic behavior of $\frac{1}{N}D_{wN}$ gives the asymptotic decoding complexity of an ML decoder implemented via SCI decoding. This provides insight into the asymptotic decoding complexity of RM codes to achieve the capacity over the BEC [36] for two reasons: first, RM code is a member of the ensemble, and second,
the simulation results look very similar for RM codes as well up to \( N = 2^{13} \). Other decoding algorithms might give improvements on the complexity, but we are not aware of a lower-complexity ML decoder than SCI decoding for RM codes in the case of the BEC. Fig. 11 shows that the convergence seems to be rather slow for the defined sequence. Interesting directions include understanding what happens to the mean subspace dimension during decoding as illustrated in Fig. 14.

Thus, we can match random code performance (like dRM) with the required list size on average and also lead to bounds that can be computed efficiently even for very long codes. It has been shown that the logarithm of the random required list size concentrates around the mean. A simple and accurate recursive approximation of this mean is provided for the binary erasure channel (BEC).

Simulation results show that this approximation captures the dynamics of the required list size at each stage of decoding on the BEC. For general binary memoryless symmetric channels, e.g., binary-input additive white Gaussian noise (BIAWGN) channel, the analysis identified the key quantity \( D_m \) as a proxy for the uncertainty in SCL decoding. The analysis suggested codes with improved performance under SCL decoding with various list sizes, e.g., \( L \in [8, 1024] \), for short- to moderate-length codes, over the BIAWGN channel, although the work primarily aims at understanding SCL decoding from an information-theoretic perspective. Future work should devise a constructive algorithm which take into account the introduced quantities to design good codes for SCL decoding with practical list sizes for a wide range of block lengths, e.g., for \( N \leq 2048 \).

VI. CONCLUSION

In this paper, we consider the theoretical question “What list size suffices to achieve maximum-likelihood decoding performance under successive cancellation list (SCL) decoding?”. The results identify information-theoretic quantities associated with the required list size on average and also lead to bounds

\[ \Pr \left( D_{\text{RM}}(wN) = \ell \right) = \frac{1}{2^{\ell} - 1} \]

that can be computed efficiently even for very long codes. It has been shown that the logarithm of the random required list size concentrates around the mean. A simple and accurate recursive approximation of this mean is provided for the binary erasure channel (BEC).

Simulation results show that this approximation captures the dynamics of the required list size at each stage of decoding on the BEC. For general binary memoryless symmetric channels, e.g., binary-input additive white Gaussian noise (BIAWGN) channel, the analysis identified the key quantity \( D_m \) as a proxy for the uncertainty in SCL decoding. The analysis suggested codes with improved performance under SCL decoding with various list sizes, e.g., \( L \in [8, 1024] \), for short- to moderate-length codes, over the BIAWGN channel, although the work primarily aims at understanding SCL decoding from an information-theoretic perspective. Future work should devise a constructive algorithm which take into account the introduced quantities to design good codes for SCL decoding with practical list sizes for a wide range of block lengths, e.g., for \( N \leq 2048 \).

APPENDIX

A. The Designs for (512, 256) Case

Let \( A_{PW} \) denote the set of information positions of the (512, 256) polar code designed according to PW with \( \beta = 2^{7/4} \).
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