Abstract

We introduce Riesz Logic, whose models are abelian lattice ordered groups, which generalise Riesz spaces (vector lattices), and show soundness and completeness. Our motivation is to provide a logic for distributional semantics of natural language, where words are typically represented as elements of a vector space whose dimensions correspond to contexts in which words may occur. This basis provides a lattice ordering on the space, and this ordering may be interpreted as “distributional entailment”. Several axioms of Riesz Logic are familiar from Basic Fuzzy Logic, and we show how the models of these two logics may be related; Riesz Logic may thus be considered a new fuzzy logic. In addition to applications in natural language processing, there is potential for applying the theory to neuro-fuzzy systems\[^{1}\].
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I. INTRODUCTION

Much of the original motivation for fuzzy logic revolved around linguistic intuitions, for example the notion that “tall” is not a black and white concept, but that there are degrees of tallness. Indeed, one of the proposed applications for these ideas was in linguistics\[^{1}\]. However, these ideas were never directly adopted by the linguistics or computational linguistics community. Instead, fuzziness has crept into natural language semantics research by the widespread adoption of “distributional semantics”, in which the meaning of words is determined by the contexts in which they occur. These techniques typically represent word meanings as vectors over these contexts, which capture fuzzy relationships between word meanings.

One question that is now being studied is how these vector based representations can be related to older, logical representations of meaning, in which a sentence would typically be translated into a logical form. The goal of this paper is to show that the vector spaces used in distributional semantics, Riesz Spaces, can be considered as models for a logic, which we call Riesz Logic (RL). Our hope is that this will lead to a confluence of distributional and logical semantics, opening up new areas of research and new methods of tackling problems in natural language processing.

RL has the following inference rules:

\[
\frac{\phi, \phi \rightarrow \psi}{\psi} \quad \text{(MP)} \quad \frac{\phi \rightarrow \psi}{\phi \lor \chi \rightarrow \psi \lor \chi} \quad \text{(RI)}
\]

\[^{1}\text{Submitted to IEEE Transactions on Fuzzy Logic, Copyright 2014 IEEE}\]
and axioms:

\[(\phi \rightarrow \psi) \rightarrow ( (\psi \rightarrow \chi) \rightarrow (\phi \rightarrow \chi)) \quad \text{(R1a)}\]

\[((\psi \rightarrow \chi) \rightarrow (\phi \rightarrow \chi)) \rightarrow (\phi \rightarrow \psi) \quad \text{(R1b)}\]

\[\phi \rightarrow \phi \lor \psi \quad \text{(R2)}\]

\[\phi \lor \psi \rightarrow \psi \lor \phi, \quad \text{(R3)}\]

\[(\phi \lor \psi) \lor \psi \rightarrow \phi \lor \psi \quad \text{(R4)}\]

\[0 \rightarrow (\phi \rightarrow \phi) \quad \text{(R5a)}\]

\[(\phi \rightarrow \phi) \rightarrow 0 \quad \text{(R5b)}\]

\[((\phi \rightarrow \psi) \lor 0 \rightarrow (\psi \rightarrow \phi) \lor 0) \rightarrow (\psi \rightarrow \phi) \quad \text{(R6a)}\]

\[(\psi \rightarrow \phi) \rightarrow ((\phi \rightarrow \psi) \lor 0 \rightarrow (\psi \rightarrow \phi) \lor 0) \quad \text{(R6b)}\]

In this paper we prove the soundness and completeness of this logic with respect to abelian lattice ordered groups, which generalise Riesz spaces, with formulas interpreted as asserting positivity. In doing this, we relate RL to the Logic of Equilibrium, known as BAL [2].

II. BACKGROUND

A. Distributional Semantics

Distributional semantics (see [3] for a comprehensive overview) is founded on the idea that the meaning of words can be determined by observing the contexts in which they occur. This idea has its origin in the work of Firth [4] and Harris [5], and the philosophy of Wittgenstein [6]. This idea has lead to techniques which analyse large text corpora to build word representations. For example, Figure 1 shows a sample of occurrences of the word “fruit” in the British National Corpus. Word representations built from such corpora are typically vectors describing the frequency with which the word occurs in different contexts. Depending on the application, the set of contexts which form the basis for the vector space will vary:

- Document identifiers: the context of a word is treated as the ID of the document in which it occurs.
- Other words: a word is considered to cooccur with another word if they are seen together within a window of a fixed number of words, or within the same sentence.
- Grammatical relations: sentences may be parsed to give dependency relations between words, and these relations treated as contexts.

Table I shows hypothetical occurrences of a few terms where document identifiers have been used as the contexts.

These raw frequency vectors are then typically processed in a variety of ways to reliably determine relationships between words. A typical system will employ one or more of the following techniques:

- Stopword removal or feature selection to identify contexts that provide useful contributions to the word’s meaning.
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angle between two vectors is one measure that is often used. However, for applications such as information retrieval or question answering it is important to know whether it is likely that one word entails another. Recent research has investigated to what degree it is possible to determine this from word vectors [7]–[11]. One proposal supported by these experiments, known as distributional generality or distributional inclusion, is the idea that words with a more general meaning will occur in a wider range of contexts.

This idea was formalised in [12] in terms of the lattice ordering that is implicit in the vector space. Since the vector spaces used in these applications almost always have a preferred basis, it is possible to define a lattice ordering, where the meet and join operations are the component-wise minimum and maximum respectively. This makes the space a vector lattice, or Riesz space:

**Definition 1** (Partially ordered vector space). A partially ordered vector space \( V \) is a real vector space together with a partial ordering \( \leq \) such that:
- if \( u \leq v \) then \( u + w \leq v + w \)
- if \( u \leq v \) then \( \alpha u \leq \alpha v \)

for all \( u, v, w \in V \), and for all \( \alpha \geq 0 \). Such a partial ordering is called a vector space order on \( V \). An element \( u \) of \( V \) satisfying \( u \geq 0 \) is called a positive element; the set of all positive elements of \( V \) is denoted \( V^+ \). If \( \leq \) defines a lattice on \( V \) then the space is called a vector lattice or Riesz space.

The intuition behind the ordering \( \leq \) is that it describes a distributional entailment: assuming that \( \hat{x} \) and \( \hat{y} \) are distributional vectors of word frequencies for words \( x \) and \( y \) respectively, then \( \hat{x} \leq \hat{y} \) means that \( y \) occurs at least as frequently as \( x \) in all contexts. Figure 2 gives an example of the meet operation for hypothetical word frequency vectors.

### III. Interpretations

Later we will prove the soundness and completeness of RL with respect to abelian lattice ordered groups, which generalise Riesz spaces, with vector addition and negation forming the group operations.

**Definition 2** (Lattice Ordered Group). A partially ordered group is a tuple \( \langle G, +, \leq \rangle \) such that \( \langle G, + \rangle \) is a group.
Fig. 2: Vector representations of the terms orange and fruit and their vector lattice meet (the darker shaded area).

and \( \leq \) is a partial order on \( G \) such that if \( u \leq v \) then \( u+w \leq v+w \) and \( w+u \leq w+v \). If \( \leq \) is a lattice order, then \( G \) is called a lattice ordered group. Where there is no confusion, we refer to the lattice ordered group \( (G, +, \leq) \) as simply \( G \). We denote the lattice meet and join by \( \land \) and \( \lor \) respectively.

The positive part of \( u \in G \) is written \( u^+ \) and is defined as \( u^+ = u \lor 0 \); its negative part is defined as \( u^- = (-u) \lor 0 \).

Riesz spaces are abelian lattice ordered groups where the group operation is vector space addition, and the vector space zero is the unit of the group.

An interpretation \( \langle G, F \rangle \) for RL is an abelian lattice ordered group \( G \) and a function \( F \) that maps variables in RL to elements of \( G \). A formula \( x \) has the interpretation \( \llbracket x \rrbracket \) defined recursively as follows:

- \( \llbracket \phi \rrbracket = F(\phi) \)
- \( \llbracket x \to y \rrbracket = \llbracket y \rrbracket - \llbracket x \rrbracket \)
- \( \llbracket x \lor y \rrbracket = \llbracket x \rrbracket \lor \llbracket y \rrbracket \)
- \( \llbracket 0 \rrbracket = 0 \)

Note that the symbols \( \lor, \land \) and 0 are used both as symbols in the logic (on the left hand side) and in their vector space sense (on the right hand side).

The formula \( x \) is interpreted as asserting that \( 0 \leq \llbracket x \rrbracket \). Thus, for example, the formula \( \phi \to \psi \) is interpreted as the assertion \( 0 \leq F(\psi) - F(\phi) \), or \( F(\phi) \leq F(\psi) \). A formula \( x \) is satisfiable if there is some interpretation such that \( 0 \leq \llbracket x \rrbracket \); it is a theorem or tautology if \( 0 \leq \llbracket x \rrbracket \) for all interpretations.

IV. RELATION TO FUZZY LOGIC AND NEURAL NETWORKS

A. Fuzzy Logic

Our goal is to show that RL may be viewed as a type of fuzzy logic, although a non-standard one, both to aid in gaining an intuition for the nature of the logic, and to demonstrate its potential as a reasoning system. Firstly,
it is worth noting that there is some overlap between the axioms of RL and Basic Fuzzy Logic (BL): R1a is an axiom of BL, and R2–R4 hold in BL since ∨ is a lattice join; other axioms are specific to RL.

Most fuzzy logics are interpreted in terms of the real interval [0, 1]. Consider the vector lattice of the real numbers (the single dimensional vector space). This can be mapped to the open interval (0, 1), for example using the logistic function:

\[ f(x) = \frac{1}{1 + e^{-x}} \]

The operations ∧ and ∨ (maximum and minimum) behave the same when their behaviour is translated to this space.

Many fuzzy logics are derived from T-norms, which have the following properties:

\[
T(a, b) = T(b, a) \quad \text{(Commutativity)}
\]

\[
T(a, b) \leq T(c, d) \text{ if } a \leq c \text{ and } b \leq d \quad \text{(Monotonicity)}
\]

\[
T(a, T(b, c)) = T(T(a, b), c) \quad \text{(Associativity)}
\]

\[
T(a, 1) = a \quad \text{(Identity)}
\]

For example, the Łukasiewicz T-norm is defined as \( T_L(a, b) = \max\{0, a + b - 1\} \).

A natural question to ask is whether we can define a T-norm for RL. Vector space addition seems like a natural candidate for this, because of its similarity to \( T_L \). Note that in RL, addition \( \oplus \) can be defined by

\[
\phi \oplus \psi := (\phi \rightarrow 0) \rightarrow \psi.
\]

Addition of two real numbers translates to the interval (0, 1) as:

\[
T_R(a, b) = \frac{ab}{ab + (1 - a)(1 - b)}
\]
See figure 3 for a three dimensional depiction of $T_L$ and $T_R$. The first three of these properties are satisfied by $T_R$ since they are properties of addition of real numbers, only the identity property is unsatisfied. Instead $T_R$ is in general undefined for $a$ or $b$ equal to 1, although clearly for $a \neq 0$, $T_R(a, 1) = 1$, a quite different property from that of T-norms.

Thus RL has some very similar properties to fuzzy logics. The lattice operations of RL correspond to the weak conjunction and disjunction of fuzzy logics, whilst vector addition (defined implicitly via the $\rightarrow$ operation) corresponds to strong conjunction. The major difference between RL and fuzzy logics is that there are no constants for “true” or “false”, only the constant 0 representing complete uncertainty.

B. Neural Networks

Recent work in deep neural networks [13] has shown that replacing the sigmoid function for activation with a “rectified linear unit” can improve accuracy and training time. A rectified linear unit is simply the function $f(x) = \max(x, 0)$, which is equivalent to $f(x) = x^+$ in vector lattice notation. This opens up the possibility of using RL in combination with neural networks, a potential new approach to neuro-fuzzy modelling [14]–[16].

V. Soundness

Proving soundness of the logic amounts to proving the validity of the rule and axioms.

$\textbf{MP:}$ If $0 \leq F(\phi)$ and $0 \leq F(\psi) - F(\phi)$ then $0 \leq F(\psi)$ by transitivity of $\leq$.

$\textbf{RI:}$ This follows from simple lattice-theoretic properties: The assertion $\phi \rightarrow \psi$ translates to $F(\phi) \leq F(\psi)$. As a shorthand, let us write $u = F(\phi)$, $v = F(\psi)$ and $w = F(\chi)$; we wish to show that $u \leq v$ implies $u \vee w \leq v \vee w$.

To see this:

\[
\begin{align*}
& u \leq v \\
& u \vee v = v \\
& u \vee v \vee w = v \vee w \\
& (u \vee w) \vee (v \vee w) = v \vee w \\
& u \vee w \leq v \vee w. \\
\end{align*}
\]

$\textbf{RI:}$ Since R1a is the converse of R1b, they may be taken together as asserting equality, by the antisymmetry of $\leq$. Thus we need to show:

\[
\begin{align*}
[\phi \rightarrow \psi] &= [(\psi \rightarrow \chi) \rightarrow (\phi \rightarrow \chi)] \\
F(\psi) - F(\phi) &= [\phi \rightarrow \chi] - [\psi \rightarrow \chi] \\
&= F(\chi) - F(\phi) - F(\chi) + F(\psi) \\
&= F(\psi) - F(\phi).
\end{align*}
\]
R2–4 are trivially seen to be properties of the partial ordering. R5 defines the symbol 0 such that \([0]\) is the identity of the group, which we also denote as 0.

\(R6:\)

\[
\begin{align*}
[(\phi \rightarrow \psi) \vee 0 \rightarrow (\psi \rightarrow \phi) \vee 0] &= [(\psi \rightarrow \phi)] \\
[(\psi \rightarrow \phi) \vee 0] - [(\phi \rightarrow \psi) \vee 0] &= F(\phi) - F(\psi)
\end{align*}
\]

\((F(\phi) - F(\psi))^+ - (F(\phi) - F(\psi))^− = F(\phi) - F(\psi)\)

The identity \(x = x^+ - x^−\) is well known for abelian lattice ordered groups, and can be shown by \(x + x^− = x + (−x) \vee 0 = (x - x) \vee (x + 0) = 0 \vee x = x^+\).

\[\Box\]

VI. Completeness

We show completeness by relating RL to BAL \[2\]. The semantics of BAL is also abelian lattice ordered groups, but a statement is interpreted as stating equality with zero. BAL has the primitive binary operation \(\rightarrow\) and unary operation \(\dagger\). The former is interpreted as in RL and the latter has the interpretation \([x^+] = [x]^+\), i.e. it maps elements to their positive parts. Thus the statement \(\phi \rightarrow \psi\) in BAL is interpreted as an assertion that \(F(\psi) - F(\phi) = 0\) or \(F(\phi) = F(\psi)\). The logic has the following axioms:

\[
\begin{align*}
(\phi \rightarrow \psi) \rightarrow ((\chi \rightarrow \phi) \rightarrow (\chi \rightarrow \psi)) & \quad \text{(BALB)} \\
(\phi \rightarrow (\psi \rightarrow \chi)) \rightarrow (\psi \rightarrow (\phi \rightarrow \chi)) & \quad \text{(BALC)} \\
((\phi \rightarrow \psi) \rightarrow \phi) & \quad \text{(BALN)} \\
\phi^{++} & \rightarrow \phi^+ & \text{(BALP)} \\
((\psi \rightarrow \phi)^+ \rightarrow (\phi \rightarrow \psi)^+) & \rightarrow (\phi \rightarrow \psi) & \text{(BALO)}
\end{align*}
\]

and the following inference rules:

\[
\begin{align*}
\dfrac{\phi, \phi \rightarrow \psi \,,}{\psi} & \quad \text{(BALMP)} \quad & \dfrac{\phi, \psi \,,}{\phi} & \quad \text{(BALG)} \\
\dfrac{\phi \,,}{\phi^+} & \quad \text{(BALPI)} \quad & \dfrac{(\phi \rightarrow \psi)^+ \,,}{(\phi^+ \rightarrow \psi^+)^+} & \quad \text{(BALMI)}
\end{align*}
\]

Note that BAL has the same expressive power as RL: a statement \(x\) in the Logic of Equilibrium is equivalent to two statements, \(x\) and \(x \rightarrow 0\) in Riesz Logic. Conversely, the statement \(x\) in Riesz Logic is equivalent to the statement \((x \rightarrow 0)^+\) in the Logic of Equilibrium: this is asserting that the negative part of \(x\) is zero, which is the same as asserting that \(x\) itself is positive.

Another consequence of the difference in interpretation between the two logics is that it is not enough to show that every tautology in BAL is a tautology in RL; we also expect their converses to hold. Our proof of completeness is thus in three parts:
• We show that the inference rules of BAL are valid in RL;
• We show that the axioms of BAL and their converses are tautologies of RL;
• We show that for every tautology in BAL of the form \((x \rightarrow 0)^+\), there is a tautology \(x\) in RL.

Proofs were constructed with the help of Prover9 [17].

A. Inference Rules

Premises in BAL inference rules are stronger statements than in RL since they are interpreted as asserting equality. Similarly, we need to deduce two conclusions in RL for each conclusion in a BAL inference rule in order to assert equality in RL. Specifically, given a BAL inference rule

\[
\frac{\phi_1, \phi_2, \ldots}{\psi}
\]

we need the following inference rules in RL:

\[
\frac{\phi_1, \phi_2, \ldots, \phi_1 \rightarrow 0, \phi_2 \rightarrow 0, \ldots}{\psi}
\]

and

\[
\frac{\phi_1, \phi_2, \ldots, \phi_1 \rightarrow 0, \phi_2 \rightarrow 0, \ldots}{\psi \rightarrow 0}
\]

For each rule BALR in BAL, we will refer to these two versions as BALR+ and BALR− respectively.

**BALMP:** BALMP+ follows trivially from the assumption of the rule MP in RL. To see BALMP−:

\[
\begin{align*}
\alpha & \rightarrow 0 & \text{(assumption)} & \quad (1) \\
(\alpha \rightarrow \beta) & \rightarrow 0 & \text{(assumption)} & \quad (2) \\
(((\phi \rightarrow \psi) \rightarrow (\chi \rightarrow \psi)) \rightarrow \omega) & \rightarrow ((\chi \rightarrow \phi) \rightarrow \omega) & \text{(MP, R1a, R1a)} & \quad (3) \\
\phi & \rightarrow ((\phi \rightarrow \psi) \rightarrow \psi) & \text{(MP, R1b, R1b)} & \quad (4) \\
(0 \rightarrow \phi) & \rightarrow ((\alpha \rightarrow \beta) \rightarrow \phi) & \text{(MP, 2, R1a)} & \quad (5) \\
((\alpha \rightarrow 0) \rightarrow \phi) & \rightarrow \phi & \text{(MP, 1, 4)} & \quad (6) \\
(\phi \rightarrow \alpha) & \rightarrow (\phi \rightarrow 0) & \text{(MP, 6, 3)} & \quad (7) \\
(\alpha \rightarrow \beta) & \rightarrow (\phi \rightarrow \phi) & \text{(MP, R5a, 5)} & \quad (8) \\
\beta & \rightarrow \alpha & \text{(MP, 8, R1b)} & \quad (9) \\
\beta & \rightarrow 0 & \text{(MP, 9, 7)} & \quad (10)
\end{align*}
\]
**BALPI**:

BALPI+ follows from R2. To see BALPI−:

1. \( \alpha \rightarrow 0 \) (assumption)
2. \( \phi \rightarrow ((\phi \rightarrow \psi) \rightarrow \psi) \) (MP, R1b, R1b)
3. \( \phi \lor \psi \rightarrow (\phi \lor \chi) \lor \psi \) (RI, R2)
4. \( (\phi \lor \psi) \lor \chi \rightarrow (\psi \lor \phi) \lor \chi \) (RI, R3)
5. \( (\phi \lor \psi \rightarrow \chi) \rightarrow (\psi \lor \phi \rightarrow \chi) \) (MP, R3, R1a)
6. \( (\phi \lor \psi \rightarrow \chi) \rightarrow ((\phi \lor \psi) \lor \psi \rightarrow \chi) \) (MP, R4, R1a)
7. \( 0 \) (MP, R3, R5b)
8. \( ((\phi \rightarrow \psi) \rightarrow \chi) \rightarrow (((\psi \rightarrow \phi) \lor 0 \rightarrow (\phi \rightarrow \psi) \lor 0) \rightarrow \chi) \) (MP, R6a, R1a)
9. \( \alpha \lor \phi \rightarrow 0 \lor \phi \) (RI, 1)
10. \( (0 \rightarrow \phi) \rightarrow \phi \) (MP, 7, 2)
11. \( (0 \rightarrow \phi) \lor \psi \rightarrow \phi \lor \psi \) (RI, 10)
12. \( (0 \lor \phi \rightarrow \psi) \rightarrow (\alpha \lor \phi \rightarrow \psi) \) (MP, 9, R1a)
13. \( ((\phi \lor \psi) \lor \chi \rightarrow \omega) \rightarrow (\phi \lor \chi \rightarrow \omega) \) (MP, 3, R1a)
14. \( ((\phi \lor \psi) \lor \chi \rightarrow \omega) \rightarrow ((\psi \lor \phi) \lor \chi \rightarrow \omega) \) (MP, 4, R1a)
15. \( ((\phi \rightarrow \psi \lor \chi) \lor 0 \rightarrow (\psi \lor \chi \rightarrow \phi) \lor 0) \rightarrow (\chi \lor \psi \rightarrow \phi) \) (MP, 5, 8)
16. \( (\phi \lor \psi \rightarrow \chi) \rightarrow ((0 \rightarrow \phi) \lor \psi \rightarrow \chi) \) (MP, 11, R1a)
17. \( (\phi \lor \psi) \lor \phi \rightarrow \psi \lor \phi \) (MP, R4, 14)
18. \( \phi \lor \phi \rightarrow \psi \lor \phi \) (MP, 17, 13)
19. \( \alpha \lor 0 \rightarrow \phi \lor 0 \) (MP, 18, 12)
20. \( (\alpha \lor 0) \lor 0 \rightarrow \phi \lor 0 \) (MP, 19, 6)
21. \( (0 \lor \alpha) \lor 0 \rightarrow \phi \lor 0 \) (MP, 20, 14)
22. \( (0 \rightarrow 0 \lor \alpha) \lor 0 \rightarrow \phi \lor 0 \) (MP, 21, 16)
23. \( \alpha \lor 0 \rightarrow 0 \) (MP, 22, 15)
24. \( \ldots \)
\textit{BALG+:}

(1) \[ \alpha \rightarrow 0 \] (assumption)

(2) \[ \beta \] (assumption)

(3) \[ \phi \rightarrow ((\phi \rightarrow \psi) \rightarrow \psi) \] (MP, R1b, R1b)

(4) \[ ((\phi \rightarrow \phi) \rightarrow \psi) \rightarrow (0 \rightarrow \psi) \] (MP, R5a, R1a)

(5) \[ (0 \rightarrow \phi) \rightarrow (\alpha \rightarrow \phi) \] (MP, 1, R1a)

(6) \[ (\beta \rightarrow \phi) \rightarrow \phi \] (MP, 2, 3)

(7) \[ 0 \rightarrow \beta \] (MP, 6, 4)

(8) \[ \alpha \rightarrow \beta \] (MP, 7, 5)

\textbf{Proof: BALG−}

(1) \[ \alpha \] (assumption)

(2) \[ \beta \rightarrow 0 \] (assumption)

(3) \[ (((\phi \rightarrow \psi) \rightarrow (\chi \rightarrow \psi)) \rightarrow \omega) \rightarrow ((\chi \rightarrow \phi) \rightarrow \omega) \] (MP, R1a, R1a)

(4) \[ \phi \rightarrow ((\phi \rightarrow \psi) \rightarrow \psi) \] (MP, R1b, R1b)

(5) \[ ((\beta \rightarrow 0) \rightarrow \phi) \rightarrow \phi \] (MP, 2, 4)

(6) \[ (\alpha \rightarrow \phi) \rightarrow \phi \] (MP, 1, 4)

(7) \[ (\phi \rightarrow \beta) \rightarrow (\phi \rightarrow 0) \] (MP, 5, 3)

(8) \[ (\alpha \rightarrow \beta) \rightarrow 0 \] (MP, 6, 7)

\textit{BALMI:} BALMI+ follows from R2. The proof of BALMI− is in three parts. The antecedent of BALMI− translates to the first assumption of the following proof, which demonstrates that if the positive part of \( \alpha \rightarrow \beta \) is less than zero, then \( \beta \rightarrow \alpha \):

(1) \[ (\alpha \rightarrow \beta) \lor 0 \rightarrow 0 \] (assumption)

(2) \[ (\phi \lor \psi \rightarrow \chi) \rightarrow (\phi \rightarrow \chi) \] (MP, R2, R1a)

(3) \[ (\alpha \rightarrow \beta) \rightarrow 0 \] (MP, 1, 2)

(4) \[ (0 \rightarrow \phi) \rightarrow ((\alpha \rightarrow \beta) \rightarrow \phi) \] (MP, 3, R1a)

(5) \[ (\alpha \rightarrow \beta) \rightarrow (\phi \rightarrow \phi) \] (MP, R5a, 4)

(6) \[ \beta \rightarrow \alpha \] (MP, 5, R1b)
Given this, we then show that \((\alpha \lor 0 \rightarrow \beta \lor 0) \rightarrow 0\):

(1) \(\beta \rightarrow \alpha\) (assumption)

(2) \(((\phi \rightarrow \psi) \rightarrow (\chi \rightarrow \psi)) \rightarrow ((\chi \rightarrow \phi) \rightarrow \omega)\) (MP, R1a, R1a)

(3) \(\phi \rightarrow ((\phi \rightarrow \psi) \rightarrow \psi)\) (MP, R1b, R1b)

(4) \(\beta \lor \phi \rightarrow \alpha \lor \phi\) (RI, 1)

(5) \(((\phi \rightarrow \phi) \rightarrow 0) \rightarrow \psi\) (MP, R5b, 3)

(6) \((\alpha \lor \phi \rightarrow \psi) \rightarrow (\beta \lor \phi \rightarrow \psi)\) (MP, 4, R1a)

(7) \((\phi \rightarrow (\psi \rightarrow \psi)) \rightarrow (\phi \rightarrow 0)\) (MP, 5, 2)

(8) \((\alpha \lor \phi \rightarrow \beta \lor \phi) \rightarrow 0\) (MP, 6, 7)

Finally, we make use of BALPI− to show that we can take the disjunction with 0 on the left-hand side. Thus given \((\alpha \rightarrow \beta) \lor 0 \rightarrow 0\), we can show that \((\alpha \lor 0 \rightarrow \beta \lor 0) \lor 0 \rightarrow 0\).

\[\square\]

B. Axioms

In this section, we show that the axioms of BAL are tautologies of RL. As before, we will refer to the axiom BALA of BAL as BALA+, and its converse as BALA−. Note that BALC is its own converse.

\[BALB+:\]

(1) \(((\phi \rightarrow \psi) \rightarrow (\chi \rightarrow \psi)) \rightarrow ((\chi \rightarrow \phi) \rightarrow \omega)\) (MP, R1a, R1a)

(2) \(\phi \rightarrow ((\phi \rightarrow \psi) \rightarrow \psi)\) (MP, R1b, R1b)

(3) \(((\phi \rightarrow \psi) \rightarrow \psi) \rightarrow (\phi \rightarrow \chi)\) (MP, 2, R1a)

(4) \((\phi \rightarrow \psi) \rightarrow ((\chi \rightarrow \phi) \rightarrow (\chi \rightarrow \psi))\) (MP, 1, 3)

\[\square\]

\[BALB−:\]

(1) \(\phi \rightarrow ((\phi \rightarrow \psi) \rightarrow \psi)\) (MP, R1b, R1b)

(2) \(((\phi \rightarrow \psi) \rightarrow (\phi \rightarrow \psi)) \rightarrow ((\psi \rightarrow \omega) \rightarrow (\phi \rightarrow \omega)) \rightarrow \chi)\) (MP, R1b, R1a)

(3) \(((\phi \rightarrow \psi) \rightarrow (\chi \rightarrow \psi)) \rightarrow (((\chi \rightarrow \phi) \rightarrow \omega) \rightarrow \omega)\) (MP, 1, 2)

(4) \(((\phi \rightarrow \psi) \rightarrow (\phi \rightarrow \chi)) \rightarrow (\psi \rightarrow \chi)\) (MP, 3, R1b)

\[\square\]
**BALC:**

(1) \(((\phi \rightarrow \psi) \rightarrow (\chi \rightarrow \psi)) \rightarrow \omega) \rightarrow ((\chi \rightarrow \phi) \rightarrow \omega)\) \hspace{1cm} (MP, R1a, R1a)

(2) \(\phi \rightarrow ((\phi \rightarrow \psi) \rightarrow \psi)\) \hspace{1cm} (MP, R1b, R1b)

(3) \((\phi \rightarrow (\psi \rightarrow \chi)) \rightarrow ((\omega \rightarrow \psi) \rightarrow (\phi \rightarrow (\omega \rightarrow \chi)))\) \hspace{1cm} (MP, 1, 1)

(4) \((\phi \rightarrow (\psi \rightarrow \chi)) \rightarrow (\psi \rightarrow (\phi \rightarrow \chi))\) \hspace{1cm} (MP, 2, 3)

**BALN:** BALN+ follows from Modus Ponens on R1a and R1b; BALN− follows from Modus Ponens applied to R1b twice.

**BALP:** BALP+ follows from R2; BALP− follows from R4.

BALO+ and BALO− are the only axioms we adopted unchanged in RL, as RL6a and RL6b respectively.

**C. Equivalence of BAL and RL**

For every tautology of the form \((\phi \rightarrow 0)^+\) in BAL, there is a tautology \(\phi\) in RL.

*Asserting Positivity:*

(1) \((\alpha \rightarrow 0) \lor 0 \rightarrow 0\) \hspace{1cm} (assumption)

(2) \(((\phi \rightarrow \psi) \rightarrow \psi) \rightarrow \phi\) \hspace{1cm} (MP, R1a, R1b)

(3) \((\phi \lor \psi \rightarrow \chi) \rightarrow (\phi \rightarrow \chi)\) \hspace{1cm} (MP, R2, R1a)

(4) \((\alpha \rightarrow 0) \rightarrow 0\) \hspace{1cm} (MP, 1, 3)

(5) \(\alpha\) \hspace{1cm} (MP, 4, 2)

**VII. Conclusion and Future Work**

We have described a new logic whose models are generalisations of vector lattices. Vector lattices are implicit in distributional representations of meaning used in many natural language processing applications, and our goal is to use the new logic to combine logical approaches to semantics with these distributional approaches. In order to achieve this, it is likely that several enhancements will need to be made to the logic, for example, we would probably need a first-order and perhaps higher-order versions to accurately represent natural language semantics.

It would also be interesting to extend the logic so that it is complete with respect to vector lattices; to do this, we would need some notion of multiplication by scalars.
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