VAALER’S THEOREM IN NUMBER FIELDS

MATTHEW PALMER

Abstract. In Diophantine approximation, Vaaler’s theorem was an important partial result towards the Duffin–Schaeffer conjecture, which was open for almost eighty years before it was recently proven by Koukoulopoulos and Maynard. A version of this result was previously proven to also hold in imaginary quadratic fields: in this paper, we establish a version of Vaaler’s theorem in general number fields.
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Notation

In this paper, $\varphi$ represents the classical Euler totient function. Our convention for the set $\mathbb{N}$ of natural numbers is that it should not include 0.

1. Introduction

Consider a function $\psi : \mathbb{N} \to \mathbb{R}_{\geq 0}$, and define the set of $\psi$-approximable numbers

$$A'(\psi) = \left\{ x \in [0,1] \mid \left| x - \frac{a}{n} \right| \leq \frac{\psi(n)}{n} \right. \text{ for infinitely many } a \in \mathbb{Z}, n \in \mathbb{N} \text{ with } (a,n) = 1 \right\}.$$

In a 1941 paper (see [3]), Duffin and Schaeffer proved the following theorem, building on work of Khinchin and others (see [2], [7], [8], [9]):

**Theorem 1** (Duffin & Schaeffer, 1941). Let $\psi$ be such that

$$\sum_{n \in \mathbb{N}} \frac{\varphi(n)\psi(n)}{n} = \infty \quad \text{and} \quad \limsup_{N \to \infty} \frac{\sum_{n \leq N} \varphi(n)\psi(n)}{\sum_{n \leq N} \psi(n)} > 0.$$

Then the set $A'(\psi)$ has Lebesgue measure 1.

In the same paper, they suggested that the second condition might be unnecessary, which over time became known as the Duffin–Schaeffer conjecture:
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Conjecture 2 (Duffin–Schaeffer conjecture). Let $\psi$ be such that
\[ \sum_{n \in \mathbb{N}} \frac{\varphi(n)\psi(n)}{n} = \infty. \]

Then the set $A'(\psi)$ has Lebesgue measure 1.

This conjecture remained open for almost eighty years, until it was proven by Koukoulopoulos and Maynard in 2019 (see [10]). However, in this paper we will be more interested in the work that predated this achievement, in which various partial results towards the conjecture were proven.

The particular result we will be interested in is a result from 1978, due to Vaaler. Previously, Erdős had proven the following result (see [4]):

Theorem 3 (Erdős, 1970). Suppose that there exists $\varepsilon > 0$ such that for every $n \in \mathbb{N}$, the value of the function $\psi$ at $n$ is either $\frac{\varepsilon}{n}$ or 0. Then the Duffin–Schaeffer conjecture holds for $\psi$.

Vaaler then went on to strengthen this (see [18]), and it is this theorem we would like to generalise:

Theorem 4 (Vaaler, 1978). Suppose $\psi(n) = O\left(\frac{1}{n}\right)$. Then the Duffin–Schaeffer conjecture holds for $\psi$.

In previous work (see [14]), the author developed a version of Diophantine approximation in general number fields, expanding on work of Nakada and Wagner (see [13]) in imaginary quadratic fields, and proved a version of Theorem 1 in this setup. In this paper, we prove a version of Theorem 4 in the same setup. (A version in imaginary quadratic fields, using Nakada and Wagner’s setup, was previously proven by Chen in [1].) We take a slightly more modern approach to that in [18], using methods found in [15] and in [6].

In §2 we reiterate the setup developed in [14], and use this to state our main result. In §3 we provide a proof of the main theorem, modulo some major results which we defer to later sections. In §4 we prove a version of Pollington and Vaughan’s $P(m,n)$ bound from [15], modulo a certain sieve-theoretic result, and in §5 we establish this sieve-theoretic result. Finally, in §6 we define the natural equivalent of Erdős’s $g$-function in number fields, and establish the necessary properties of this function.

2. Setup and statement of result

This setup was developed in [14]; we reproduce it here for completeness.

Let $K$ be a number field of degree $n$. Let $O_K$ denote its ring of integers, and let $I_K$ denote the semigroup of integral ideals of $O_K$. We define the norm function and the Euler $\Phi$-function on $I_K$ by
\[ N : I_K \rightarrow \mathbb{N}, \quad n \mapsto \#(O_K/nO_K) \]
and
\[ \Phi : I_K \rightarrow \mathbb{N}, \quad n \mapsto \#((O_K/nO_K)^\times). \]

The symbol $p$ will always denote a prime ideal of $O_K$, and hence a sum of the form
\[ \sum_p^* \]
should be understood as a sum over the prime ideals of $O_K$.

Here we cite the following results for certain sums and products relating to prime ideals, which are analogues of the classical results due to Mertens (see [12]), and which we will refer to frequently. (These are Lemmas 2.3 and 2.4 and Theorem 2 respectively in [17].)
Theorem 5. Let $K$ be an algebraic number field. Then

$$\sum_{N(p) \leq X} \frac{\log(N(p))}{N(p)} = \log X + O_K(1).$$

Theorem 6. Let $K$ be an algebraic number field. Then there is a constant $B_K$ such that

$$\sum_{N(p) \leq X} \frac{1}{N(p)} = \log \log X + O_K\left(\frac{1}{\log X}\right).$$

Theorem 7. Let $K$ be an algebraic number field, and let $\alpha_K$ be the residue of the associated Dedekind zeta function $\zeta_K(s)$ at $s = 1$. Then

$$\prod_{N(p) \leq X} \left(1 - \frac{1}{N(p)}\right)^{-1} = e^\gamma \alpha_K \log X + O_K(1).$$

Suppose that our number field $K$ has $s$ real embeddings and $t$ pairs of complex embeddings (where $s + 2t = n$); we denote these by $\sigma_1, \ldots, \sigma_s$ and $\tau_1, \ldots, \tau_t$ respectively. We denote the set of all embeddings of $K$ by $\Sigma$, and denote a generic embedding by $\rho$.

We also define $| \cdot |_R$ to be the standard real absolute value, and $| \cdot |_C$ to be the square of the standard complex absolute value. Then we define $| \cdot |_\rho$ to be either $| \cdot |_R$ if $\rho$ is real, or $| \cdot |_C$ if $\rho$ is complex. When taking the absolute value of something explicitly involving $\rho$, we will often just assume that the absolute value is with respect to $\rho$, and suppress the subscript for brevity (writing $|\rho(\alpha)|$ in place of $|\rho(\alpha)|_\rho$, for example).

For any element $\gamma \in K$, we define the norm $N(\gamma)$ of $\gamma$ by

$$N(\gamma) = \prod_{\sigma \in \text{real}} |\sigma(\gamma)| \prod_{\tau \in \text{complex}} |\tau(\gamma)\tau(\gamma)|.$$

(Note this agrees with the ideal norm up to sign: that is to say, the absolute value of the norm of an element $\gamma$ is the same as the ideal norm of the principal ideal generated by $\gamma$.)

We identify each element of $K$ with an element of $\mathbb{R}^s \times \mathbb{C}^t$ by embedding it into each of its completions. That is to say, we define a map $\iota : K \to \mathbb{R}^s \times \mathbb{C}^t$ by

$$\iota(\alpha) = (\sigma_1(\alpha), \ldots, \sigma_s(\alpha), \tau_1(\alpha), \ldots, \tau_t(\alpha)).$$

The image $\iota(\mathcal{O}_K)$ of $\mathcal{O}_K$ under this map forms a lattice in $\mathbb{R}^s \times \mathbb{C}^t$. If we let $\beta_1, \ldots, \beta_n$ be an integral basis for $\mathcal{O}_K$, we have a fundamental domain for this lattice given by

$$D_K = \left\{ t_1 \iota(\beta_1) + \cdots + t_n \iota(\beta_n) \mid t_1, \ldots, t_n \in [0, 1] \right\}.$$

We have a measure $\lambda$ on $D_K$ induced by the Lebesgue measure on $\mathbb{R}^s \times \mathbb{C}^t$.

As a result of our diagonal embedding $\iota$ of $K$ into $\mathbb{R}^s \times \mathbb{C}^t$, we can index the components of an element $x \in \mathbb{R}^s \times \mathbb{C}^t$ by the embeddings of $K$. That is, we can write

$$x = (x_1, \ldots, x_s, x_{s+1}, \ldots, x_{s+t}) = (x_{\sigma_1}, \ldots, x_{\sigma_s}, x_{\tau_1}, \ldots, x_{\tau_t}).$$

Then for any embedding $\rho \in \Sigma$, we can refer to the $\rho$-coordinate $x_\rho$ of an element $x \in \mathbb{R}^s \times \mathbb{C}^t$.

By Dirichlet’s unit theorem, the group of units of $\mathcal{O}_K$ has rank $\ell = s + t - 1$. That is to say, there exist a set of multiplicatively independent elements $\{u_1, \ldots, u_\ell\} \subset \mathcal{O}_K^\times$ such that any element $u \in \mathcal{O}_K^\times$ can be written as

$$u = \zeta u_1^{n_1} \cdots u_\ell^{n_\ell},$$

where $\zeta$ is some root of unity in $\mathcal{O}_K^\times$. We call such a set $\{u_i\}$ a system of fundamental units of $K$. 

For each embedding $\rho \in \Sigma$, we choose a function $\psi_\rho : I_K \to \mathbb{R}_{\geq 0}$. We combine these into one function $\underline{\psi}$ by defining

$$\underline{\psi} : I_K \to \mathbb{R}_{\geq 0}^\Sigma,$$

$$n \mapsto \bigoplus_{\rho \in \Sigma} \psi_\rho(n).$$

We also define a function $\Psi : I_K \to \mathbb{R}_{\geq 0}$ by

$$\Psi(n) = \prod_{\rho \in \Sigma} \psi_\rho(n).$$

For any element $\gamma \in K$, we have a unique way of writing $(\gamma) = \frac{a}{n}$ with $a, n \in I_K$ and $(a, n) = 1$. Then we write $d_{nm} \gamma = n$.

For $x \in \mathbb{R}^s \times \mathbb{C}^t$, we say that $\gamma \in K$ is a $\underline{\psi}$-good approximation to $x$ if we have

$$|x_\rho - \rho(\gamma)| \leq \psi_\rho(d_{nm}(\gamma))$$

for each $\rho \in \Sigma$. We then define a set $\mathcal{A}(\underline{\psi})$ by

$$\mathcal{A}(\underline{\psi}) = \left\{ x \in D_K \mid \text{there exist infinitely many } \gamma \in K \text{ such that } \gamma \text{ is a } \underline{\psi} \text{-good approximation to } x \right\}.$$

We also need to introduce the following technical condition: we call the function $\underline{\psi}$ balanced if for all subsets $\Sigma' \subset \Sigma$ with $2|\Sigma'| = |\Sigma|$, we have that

$$\prod_{\rho \in \Sigma'} \psi_\rho(n) \prod_{\rho \in \Sigma \setminus \Sigma'} \psi_\rho(n) \ll 1.$$

For example, if $K$ is a real quadratic field, then we are requiring that $\frac{\psi_1}{\psi_2}$ and $\frac{\psi_2}{\psi_1}$ are bounded (or equivalently that $\frac{\psi_1}{\psi_2}$ is bounded away from 0 and $\infty$). Note that any function on a number field with an odd number of embeddings is trivially balanced.

With this setup done, our version of Vaaler’s theorem is as follows:

**Theorem 8.** If $\underline{\psi}$ is a balanced function such that

$$\sum_{n \in I_K} \Phi(n) \Psi(n) = \infty$$

and

$$\psi_\rho(n) \ll \frac{1}{N(n)^{\frac{s+t}{s+t}}},$$

(2.1)

for each $\rho \in \Sigma$, then $\mathcal{A}(\underline{\psi})$ has measure $\lambda(D_K)$.

In the next section, we will provide a proof of this theorem, modulo some major results which we defer to later sections.

### 3. Proof of the main theorem

In this section, we provide a proof of Theorem 8 modulo some major results which we defer to later sections.

The first step of the proof is very standard; for each $n \in I_K$, we define a set $\mathcal{A}_n(\underline{\psi})$ by

$$\mathcal{A}_n(\underline{\psi}) = \left\{ x \in D_K \mid \text{there is some } \gamma \in K \text{ with } d_{nm} \gamma = n \text{ such that } \gamma \text{ is a } \underline{\psi} \text{-good approximation to } x \right\}.$$
At any given time, we will usually suppress \( \psi \) in the notation and just write \( A_n \). Then taking the same approach as in §4 of [14], we find that

\[
\lambda(A(\psi)) \geq \limsup_{R \to \infty} \left( \sum_{n \in I_K : N(n) \leq R} \lambda(A_n) \right)^2 \left( \sum_{m,n \in I_K : N(m),N(n) \leq R} \lambda(A_m \cap A_n) \right)^{-1}.
\]

By the zero-one law (see Theorem 2.1 of [14]), we only need to show that \( \lambda(A(\psi)) > 0 \) to show that we have full measure. So we will show that the right-hand side of the above inequality is greater than 0. We will do this by showing that

\[
(3.1) \quad \sum_{m,n \in I_K : N(m),N(n) \leq R} \lambda(A_m \cap A_n) \ll \left( \sum_{n \in I_K : N(n) \leq R} \lambda(A_n) \right)^2.
\]

One of the first steps (and one of the key ingredients of the proof) is the following result, a version of Pollington and Vaughan’s \( P(m,n) \) bound from [15]:

**Proposition 9.** For \( m \neq n \in I_K \), we have

\[
\lambda(A_m \cap A_n) \ll P(m,n) \lambda(A_m) \lambda(A_n),
\]

where

\[
P(m,n) = \prod_{p \mid (m,n) \tau : N(p) > D(m,n)} \left( 1 - \frac{1}{N(p)} \right)^{-1}
\]

and

\[
D(m,n) = N\left( \frac{mn}{(m,n)} \right) \prod_{\rho \in \Sigma} \max\{\psi_{\rho}(m),\psi_{\rho}(n)\}.
\]

Proving this \( P(m,n) \) bound will be the focus of §4 and §5.

Next we will need to analyse this factor \( P(m,n) \). In order to do this, we need to introduce an analogue of Erdős’s \( g \)-function (the original version of which is defined on p430 of [4]):

**Definition 10** (\( g \)-function). For an ideal \( n \in I_K \), we define \( g(n) \) to be the smallest natural number such that

\[
\sum_{p \mid n : N(p) > g(n)} \frac{1}{N(p)} < \frac{1}{2}.
\]

In §7 we will use a relationship between \( P(m,n) \) and \( g(n) \) to prove the following result:

**Lemma 11.** Let

\[
\tau = \tau(m,n) = \max\left\{ g\left( \frac{m}{(m,n)} \right), g\left( \frac{n}{(m,n)} \right) \right\}.
\]

Then we have

\[
\lambda(A_m \cap A_n) \ll \begin{cases} \lambda(A_m) \lambda(A_n) \log(2\tau) & \text{if } \frac{1}{2\tau} < D(m,n) < \tau \\ \lambda(A_m) \lambda(A_n) & \text{if } \tau \leq D(m,n) \end{cases}
\]

(Note that if \( D(m,n) \leq \frac{1}{2\tau} \), then the intersection is zero measure.)

Applying Lemma 11 in view of our goal in (3.1), it will be enough to show that

\[
(3.2) \quad \sum_{\frac{1}{2\tau} < D(m,n) < \tau(m,n)} \Psi(m)\Psi(n)\Phi(m)\Phi(n) \log 2\tau \ll \left( \sum_{N(n) \leq R} \Phi(n)\Psi(n) \right)^2.
\]

Two other properties of the \( g \)-function we will need are contained in the following lemmas:
Lemma 12. Let $X \geq 1$ and $v \in \mathbb{N}$. Then
\[ \sum_{N(n) \leq X \atop g(n) \geq v} 1 \ll \frac{X}{v!}. \]

Lemma 13. For $v \in \mathbb{N}$ and $q \in I_K$, we have
\[ \sum_{q \mid q \atop g(q) \leq v} \frac{1}{N(q)} \ll \log 2v. \]

These lemmas will also be proved in \[. \] Assuming these two results, we can now prove Theorem \[. \]

For brevity, write
\[ \tilde{m} = \frac{m}{(m, n)}, \quad \tilde{n} = \frac{n}{(m, n)}. \]

We start by noting that the left-hand side of (3.2) is symmetric in $m$ and $n$. Then since we either have $\tau = g(\tilde{m})$ or $\tau = g(\tilde{n})$, we choose to only consider the former case: the latter can be dealt with by symmetry.

We can split over possible values of $\tau$, denoting these by $T$:
\[ \sum_{T \in \mathbb{N}} \log 2T \sum_{\substack{N(m), N(n) \leq R \atop \frac{1}{2^R} < D(m, n) < T \atop g(\tilde{m}) = T \atop g(\tilde{n}) \leq T}} \Psi(m) \Psi(n) \Phi(m) \Phi(n). \]

Now, for each pair $(m, n)$, let
\[ \Sigma_1(m, n) = \{ \rho \in \Sigma \mid \psi_{\rho}(m) \geq \psi_{\rho}(n) \}, \quad \Sigma_2(m, n) = \Sigma \setminus \Sigma_1(m, n). \]

Given there are only finitely many choices for $\Sigma_1(m, n)$, it will be enough to prove that for each fixed subset $\Sigma_1 \subset \Sigma$, we have that (3.2) holds for the subsum where the $(m, n)$ satisfy $\Sigma_1(m, n) = \Sigma_1$ (and hence $\Sigma_2(m, n) = \Sigma \setminus \Sigma_1$, which we naturally call $\Sigma_2$). In this case, we have that
\[ D(m, n) = N \left( \frac{mn}{(m, n)} \right) \prod_{\rho \in \Sigma_1} \psi_{\rho}(m) \prod_{\rho \in \Sigma_2} \psi_{\rho}(n), \]
and if we write
\[ \Psi_1(\tau) = \prod_{\rho \in \Sigma_1} \psi_{\rho}(\tau), \quad \Psi_2(\tau) = \prod_{\rho \in \Sigma_2} \psi_{\rho}(\tau), \]
then we have
\[ D(m, n) = N(\tilde{m}) N(n) \Psi_1(m) \Psi_2(n). \]

Noting that $\Phi(m) \leq N(m)$, we find that our sum is bounded by
\[ \sum_{T \in \mathbb{N}} \log 2T \sum_{N(n) \leq R} \Phi(n) \Psi(n) \sum_{\substack{N(m) \leq R \atop \frac{1}{2^R} < N(\tilde{m}) N(n) \Psi_1(m) \Psi_2(n) < T \atop g(\tilde{m}) = T \atop g(\tilde{n}) \leq T}} \Psi(m) N(m). \]

Consider just the innermost sum for fixed $T$ and $n$. We find this sum is equal to
\[ \sum_{\substack{g \mid n \atop g(n/g) \leq T}} \sum_{\substack{N(s) \leq \sqrt{T} \atop \frac{1}{2^R} < N(s) N(n) \Psi_1(g s) \Psi_2(n) < T \atop g(s) = T}} \Psi(g s) N(g s). \]

Next, for $\rho \in \Sigma$ and $h \in \mathbb{Z}$, we define
\[ \Xi_{\rho}(h) = \left\{ \tau \in I_K \mid N(\tau) \prod_{\rho \neq \tau} \psi_{\rho}(\tau) \in \left[ 2^h, 2^{h+1} \right) \right\}. \]
By our assumption in (2.1), we know that for each $\rho$ there exists $H_\rho \in \mathbb{Z}$ such that $\Xi(h) = \emptyset$ for $h \geq H_\rho$.

Let $|\Sigma_1| = \varsigma$, and let $\rho_1, \rho_2, \ldots, \rho_\varsigma$ be the elements of $\Sigma_1$. Then we once again tackle the innermost sum, and bound it above by

$$(3.3) \quad \frac{1}{N(g)} \sum_{h_1 \leq H_1} \ldots \sum_{h_\varsigma \leq H_\varsigma} 2^{h_1 + \ldots + h_\varsigma} \sum_{\frac{1}{2^\varsigma+1} < N(s) \Psi_1(gs) < \frac{T}{N(n)\Psi_2(n)}} \frac{1}{N(s)}.$$

We now aim to show that the multiple sum following $\frac{1}{N(gs)}$ is $\ll \frac{\log 2T}{T}$.

Write $\kappa = \frac{\varsigma+1-2\varsigma}{s+t}$, and assume for now that $\kappa \neq 0$. Note that if

$$N(s) \Psi_1(gs) < \frac{T}{N(n)\Psi_2(n)},$$

then

$$N(s) < \frac{T}{N(n)\Psi_2(n)} \prod_{1 \leq i \leq \varsigma} \frac{1}{\psi_{\rho_i}(gs)}.$$

Then since $gs \in \Xi_i(h_i)$ for $1 \leq i \leq \varsigma$, we have

$$\frac{1}{\psi_{\rho_i}(gs)} \leq \frac{N(g)\frac{2^s}{2^t} N(s)\frac{2^\varsigma}{2^t}}{2^{h_i}},$$

and hence

$$N(s)^\kappa < \frac{T N(g)\frac{2^s}{2^t}}{N(n)\Psi_2(n)2^{h_1 + \ldots + h_\varsigma}}.$$

By the same line of argument but from below, we find that

$$N(s)^\kappa > \frac{N(g)\frac{2^s}{2^t}}{N(n)\Psi_2(n)2^{h_1 + \ldots + h_\varsigma + s+t}}.$$

Writing

$$X = \frac{N(g)\frac{2^s}{2^t}}{N(n)\Psi_2(n)2^{h_1 + \ldots + h_\varsigma + s+t}}, \quad Y = \frac{T N(g)\frac{2^s}{2^t}}{N(n)\Psi_2(n)2^{h_1 + \ldots + h_\varsigma}},$$

we see that if $\kappa > 0$, we have

$$X^{\frac{1}{\kappa}} < N(s) < Y^{\frac{1}{\kappa}},$$

and if $\kappa < 0$, we have

$$Y^{\frac{1}{\kappa}} < N(s) < X^{\frac{1}{\kappa}}.$$

So we can bound our sum by

$$\sum_{h_1 \leq H_1} \ldots \sum_{h_\varsigma \leq H_\varsigma} 2^{h_1 + \ldots + h_\varsigma} \sum_{\frac{1}{2^\varsigma+1} < N(s) < Y^{\frac{1}{\kappa}}} \frac{1}{N(s)}$$

if $\kappa > 0$, and by

$$\sum_{h_1 \leq H_1} \ldots \sum_{h_\varsigma \leq H_\varsigma} 2^{h_1 + \ldots + h_\varsigma} \sum_{\frac{1}{2^\varsigma+1} < N(s) < X^{\frac{1}{\kappa}}} \frac{1}{N(s)}$$

if $\kappa < 0$. Once again, we tackle the innermost sum.

**Lemma 14.** For any $0 < X < Y$, we have

$$\sum_{\frac{1}{2^\varsigma+1} < N(s) < Y} \frac{1}{N(s)} \ll \frac{\log (Y)}{T}.$$

Proof. Since all terms are positive, we get an upper bound if we replace the \( g(s) = T \) condition by the weaker condition \( g(s) \geq T \). We then write this sum as

\[
\sum_{X < N(s) \leq Y} \frac{\chi(s)}{N(s)}
\]

where \( \chi \) is the indicator function for the condition \( g(s) \geq T \). Now group our \( s \) by norm, giving

\[
\sum_{X < n \leq Y} \frac{1}{n} \sum_{N(s) = n} \chi(s).
\]

Now letting

\[
A(z) = \sum_{N(r) \leq z \text{ and } g(r) \geq T} 1,
\]

we have by Abel summation that

\[
\sum_{X < n \leq Y} \frac{\chi(s)}{N(s)} = \frac{A(Y)}{Y} - \frac{A(X)}{X} + \int_X^Y \frac{A(t)}{t^2} \, dt.
\]

Note that by Lemma \ref{lemma}, we have that

\[
A(z) \ll \frac{z}{T!}.
\]

So we have

\[
\frac{A(Y)}{Y} - \frac{A(X)}{X} \ll \frac{1}{T!},
\]

and

\[
\int_X^Y \frac{A(t)}{t^2} \, dt \ll \frac{1}{T!} \int_X^Y \frac{1}{t} \, dt = \frac{\log \left( \frac{Y}{X} \right)}{T!}.
\]

Hence

\[
\sum_{g(s) = T, X < N(s) < Y} \frac{1}{N(s)} \ll \frac{\log \left( \frac{Y}{X} \right)}{T!}
\]

as required. \( \square \)

Applying this lemma, we see that our sum is

\[
\ll \frac{1}{T!} \log \left( \left( \frac{Y}{X} \right)^{\frac{1}{n}} \right) \quad \text{or} \quad \ll \frac{1}{T!} \log \left( \left( \frac{X}{Y} \right)^{\frac{1}{n}} \right) = \frac{1}{T!} \log \left( \left( \frac{Y}{X} \right)^{-\frac{1}{n}} \right)
\]

depending on the sign of \( \kappa \). However, in the first case we can pull out a factor of \( \frac{1}{n} \), which is positive and at most \( s + t \); and in the second case we can pull out a factor of \( -\frac{1}{n} \), which is also positive and also at most \( s + t \). So both factors can be disregarded as \( O(1) \), giving that in both cases we have that our sum is

\[
\ll \frac{1}{T!} \log \left( \frac{Y}{X} \right) \ll \frac{\log 2T}{T!},
\]

and hence that for \( \kappa \neq 0 \), the sum given in \ref{eq} is

\[
\ll \frac{\log 2T}{T!} \prod_{i=1}^n \left( \sum_{h_i \leq H_i} 2^{h_i} \right) \ll \frac{\log 2T}{T!}
\]

as claimed.
Now suppose that $\kappa = 0$: that is to say, that $2\varsigma = s + t$. Then by our assumption that $\psi$ is balanced, we have that

$$\frac{\Psi_1(r)}{\Psi_2(r)} = \prod_{\rho \in \Sigma_1} \psi_{\rho}(r) \prod_{\rho \in \Sigma_2} \psi_{\rho}(r) \times 1,$$

and hence there exists a constant $C > 1$ such that

$$\frac{\Psi_1(r)}{\Psi_2(r)} \in (C^{-1}, C).$$

Recall that our sum is

$$\sum_{N(n)\Psi_2(n)}^{1} \frac{1}{N(n)\Psi_2(n)} < \frac{T}{N(n)\Psi_2(n)} \Psi_1(gs) < \frac{T}{N(n)\Psi_1(n)\Psi_2(n)} \Psi_1(gs) < Y,$$

since $\Psi_1(gs) \geq \Psi_1(n)$, and since

$$\Psi_1(gs) < C\Psi_2(gs) \leq C\Psi_2(n) < C^2\Psi_1(n),$$

we have that

$$N(s) > \frac{1}{C^22^{s+t}N(n)\Psi_1(n)\Psi_2(n)}.$$

So our sum can be bounded by

$$\sum_{X < N(s)\Psi_1(gs) < Y} \frac{1}{N(s)}$$

where

$$X = \frac{1}{C^22^{s+t}N(n)\Psi_1(n)}, \quad Y = \frac{T}{N(n)\Psi_2(n)},$$

and hence by the same approach as before, we once again find that our sum is $\ll \frac{\log 2T}{T!}$.

Now the entire sum we’re interested in is

$$\ll \sum_{T \in \mathbb{N}} \frac{(\log 2T)^2}{T!} \sum_{N(n) \leq R} \Phi(n)\Psi(n) \sum_{g \in \{n\} : g(n/g) \leq T} \frac{1}{N(g)}.$$

Finally, we apply Lemma 13 to give us a bound of

$$\ll \sum_{T \in \mathbb{N}} \frac{(\log 2T)^3}{T!} \sum_{N(n) \leq R} \Phi(n)\Psi(n).$$

Then since

$$\sum_{T \in \mathbb{N}} \frac{(\log 2T)^3}{T!}$$

converges, our sum is

$$\ll \sum_{N(n) \leq R} \Phi(n)\Psi(n) \ll \left( \sum_{N(n) \leq R} \Phi(n)\Psi(n) \right)^2$$

as required, concluding the proof of Theorem 8.
4. A $P(m, n)$ bound in number fields

In this section, we prove our version of Pollington and Vaughan’s $P(m, n)$ bound.

Proof of Proposition 9. We mainly follow the argument on pp 194–196 of [15], with some influence from the proof of Lemma 2.8 in [6].

Following the initial steps of the proof of Lemma 3.1 in [14], we define boxes

$$B_x(\gamma, \psi(n)) := \bigoplus_{\rho \in \Sigma} B_\rho(\rho(\gamma), \psi_\rho(n)),$$

and note that

$$A_n = \bigcup_{\gamma \in K} d_{nm}(\gamma) = n B_x(\gamma, \psi(n)) \cap D_K.$$

Now we can bound $\lambda(A_m \cap A_n)$ by counting the number of pairs of boxes which overlap, and then bounding the measure of the overlap between any two boxes.

For $B_x(\beta, \psi(m))$ and $B_x(\gamma, \psi(n))$ to overlap, it is necessary that they satisfy

$$|\rho(\beta) - \rho(\gamma)| \leq 2 \max\{\psi_\rho(m), \psi_\rho(n)\}$$

for each $\rho \in \Sigma$, and hence if we write

$$\Delta_\rho := 2 \max\{\psi_\rho(m), \psi_\rho(n)\},$$

then we can get an upper bound for the number of boxes which overlap by determining how many $\beta, \gamma \in D_K$ with $d_{nm}(\beta) = m$, $d_{nm}(\gamma) = n$ satisfy

$$|\rho(\beta) - \rho(\gamma)| < \Delta_\rho$$

for all $\rho \in \Sigma$.

That is to say, we want to evaluate the sum

$$(4.1) \sum_{\beta, \gamma \in D_K} 1$$

$$\text{s.t. } d_{nm}(\beta) = m, d_{nm}(\gamma) = n, |\rho(\beta) - \rho(\gamma)| < \Delta_\rho$$

for all $\rho \in \Sigma$.

By grouping terms of this sum based on the various values that $\beta - \gamma$ could take, we can reword it as

$$\sum_{\theta \in D_K} \sum_{\beta, \gamma \in D_K} 1$$

$$\text{s.t. } d_{nm}(\beta) = m, d_{nm}(\gamma) = n, |\rho(\theta)| < \Delta_\rho$$

for all $\rho \in \Sigma$.

Now for each $\theta$, we want to know how many ways it can be represented as suitable $\beta - \gamma$. This relies on the prime factorisation of $m$ and $n$: write

$$m = \prod p^{u_p}, \quad n = \prod p^{v_p}.$$

Write $p^n \mid a$ if $p^n \mid a$ and $p^{n+1} \nmid a$. By the Chinese remainder theorem, for each $p^{u_p} \mid m$, there exists some $\beta_p \in K$ such that $d_{nm}(\beta_p) = p^{u_p}$ and

$$\sum_p \beta_p \equiv \beta \mod \mathcal{O}_K.$$

Similarly, we can write $\gamma \mod \mathcal{O}_K$ as

$$\sum_p \gamma_p,$$
where \( \text{dmm } \gamma_p = p^v \). Hence we have

\[
\beta - \gamma \equiv \sum_{p} \beta_p - \gamma_p \mod \mathcal{O}_K.
\]

Similarly, we can write any \( \theta \) we're aiming to express as

\[
\theta \equiv \sum_{p} \theta_p \mod \mathcal{O}_K.
\]

We can now work one prime ideal at a time, work out how many possibilities there are with regard to this prime ideal, and then combine the possibilities multiplicatively to get an upper bound for the number of \( \theta \) which can be expressed in this way.

For each prime ideal \( p \) dividing \( mn \) there are two possibilities: \( u_p \neq v_p \) and \( u_p = v_p \). We will work one prime ideal at a time: so in the following, we will suppress the subscripts, and just write \( u \) and \( v \).

If \( u < v \), then we have \( \text{dmm } (\beta_p - \gamma_p) = p^v \), and for a given \( \theta_p \) with \( \text{dmm } \theta_p = p^v \), there are \( \Phi(p^v) \) choices \((\beta_p, \gamma_p)\) which represent it. (We can choose whichever \( \beta_p \) we like, but for that choice of \( \beta_p \) there is one and only one choice for \( \gamma_p \).) And by the same argument, if \( u > v \), we have \( \Phi(p^v) \) choices.

What if \( u = v \)? In this case, we cannot say that \( \text{dmm } (\beta_p - \gamma_p) = p^u \), but we can say that \( \text{dmm } (\beta_p - \gamma_p) \mid p^u \). If in fact we do have \( \text{dmm } \theta_p = p^u \), then there are

\[
N(p^u) \left( 1 - \frac{2}{N(p)} \right)
\]

ways of representing \( \theta_p \) as \( \beta_p - \gamma_p \). However, if \( \text{dmm } \theta_p = p^{u'} \) with \( u' < u \), then we have \( \Phi(p^{u'}) \) ways of representing it.

Hence, writing

\[
\mathcal{E} = \prod_{p \mid u = v} p^u, \quad \mathcal{M} = \prod_{p \mid u \neq v} p^\min\{u, v\}, \quad \mathcal{R} = \prod_{p \mid u \neq v} p^\max\{u, v\}
\]

we find that the sum (4.1) is bounded above by

\[
\sum_{\theta \in D_K} \Phi(\mathfrak{M}) N(\mathcal{E}) \left( \prod_{p \mid (\mathfrak{E}, \mathfrak{M}(\theta))} \left( 1 - \frac{1}{N(p)} \right) \right) \prod_{p \mid \mathfrak{E}} \left( 1 - \frac{2}{N(p)} \right).
\]

**Remark.** Our condition \( \prod_{\theta \mid \mathfrak{E}} \frac{\text{dmm } \theta}{\text{dmm } \theta} \mid \mathcal{E} \) is equivalent to having

\[
(\theta) = \frac{a}{\mathfrak{M}}
\]

where \( (a, \mathfrak{M}) = 1 \). In the classical case (or even the case where \( K \) is a principal ideal domain), we could now just pass to a sum over the numerators of our (not necessarily reduced) fractions: however, this is more delicate in general number fields, and so we leave our sum in terms of elements of \( K \) for now. The term \( \mathfrak{M}(\theta) \), which also appears repeatedly, is the equivalent of this numerator, and corresponds to \( c \) in §3 of [15].

Now, since

\[
\prod_{p \mid \mathfrak{E}} \left( 1 - \frac{2}{N(p)} \right) \leq \prod_{p \mid \mathfrak{E}} \left( 1 - \frac{1}{N(p)} \right)^2
\]

\[
= \frac{\Phi(\mathcal{E})^2}{N(\mathcal{E})^2} \prod_{p \mid (\mathfrak{E}, \mathfrak{M}(\theta))} \left( 1 - \frac{1}{N(p)} \right)^{-2}
\]
we have

\[
\lambda(A_m \cap A_n) \ll \delta \frac{\Phi(\Sigma)^2 \Phi(\mathfrak{M})}{N(\Sigma)} \sum_{\theta \in D_K} \prod_{p \mid (\ell, \mathfrak{M}(\theta))} \frac{N(p)}{N(p) - 1},
\]

where $\delta$ is the maximum size of the overlap, representing the worst case where one box is entirely contained within another, and given by

\[
\delta = \prod_{\rho \text{ real}} 2 \min \{ \psi_{\rho}(m), \psi_{\rho}(n) \} \prod_{\rho \text{ complex}} \pi \min \{ \psi_{\rho}(m), \psi_{\rho}(n) \}.
\]

The product in (4.2) can be rewritten:

\[
\prod_{p \mid \Sigma} \frac{N(p)}{N(p) - 1} = \prod_{p \mid \mathfrak{M}(\theta)} 1 + \frac{1}{N(p) - 1} = \sum_{\delta \mid \Sigma} \sum_{\delta \text{ squarefree}} \frac{\mu(\delta)^2}{\Phi(\delta)}.
\]

Hence (4.2) becomes

\[
\lambda(A_m \cap A_n) \ll \delta \frac{\Phi(\Sigma)^2 \Phi(\mathfrak{M})}{N(\Sigma)} \sum_{\theta \in D_K} \sum_{\delta \mid \Sigma} \frac{\mu(\delta)^2}{\Phi(\delta)}.
\]

where $\mu$ is the obvious version of the Möbius function on $I_K$.

We now want to bound the double sum

\[
\sum_{\theta \in D_K} \sum_{\delta \mid \Sigma} \frac{\mu(\delta)^2}{\Phi(\delta)}.
\]

Let $\mathfrak{L}$ denote the ideal of smallest norm in the inverse class of $\Sigma$ such that $\lambda(\mathfrak{L}, \mathfrak{M}) = 1$; similarly, let $\mathfrak{N}$ denote the ideal of smallest norm in the inverse class of $\mathfrak{M}$ such that $\lambda(\mathfrak{N}, \mathfrak{L}) = 1$. Then the ideals $\mathfrak{L} \mathfrak{N}$ and $\mathfrak{M} \mathfrak{N}$ are by definition principal: let $\lambda$ and $\nu$ generate these ideals respectively. (For uniqueness, choose the generator so that the absolute value of the sum of the embeddings is minimised.)

Next, using that $(\theta) = \frac{\alpha}{\lambda \nu}$ for some $\alpha$ such that $(\alpha, \mathfrak{N}) = 1$, we can write $\theta = \frac{\alpha}{\lambda \nu}$ for some $\alpha \in \mathfrak{L} \mathfrak{N}$ such that $((\alpha), \mathfrak{N}) = 1$. So our sum becomes

\[
\sum_{\alpha \in \mathfrak{L} \mathfrak{N}, \lambda \nu \mid \Sigma} \sum_{\delta \mid \Sigma} \frac{\mu(\delta)^2}{\Phi(\delta)}.
\]

Interchanging the order of the sum, and writing

\[
\Delta = \prod_{\rho \in \Sigma} \Delta_{\rho}
\]

we find that this is bounded above by

\[
\sum_{N(\delta) < N(\mathfrak{L}) \Delta} \frac{\mu(\delta)^2}{\Phi(\delta)} \sum_{\alpha \in \mathfrak{L} \mathfrak{N}, (\alpha, \mathfrak{N}) = 1} \frac{1}{|\rho(\alpha)|^2 \Delta_{\rho} \Delta_{\rho}}.
\]
Now, applying Thm 0 on p102 of [11] from two directions, we find that
\[
\sum_{\alpha \in \hat{\mathcal{D}}^\perp_{\mathfrak{N}} \quad |\rho(\alpha)| < |\rho(\lambda_\mathfrak{N})\Delta_\rho, \quad \text{for all } \rho \in \Sigma} \Delta (1 - \frac{1}{N(\mathfrak{N})}) \ll \sum_{\beta \in \mathcal{O}_K \quad |\rho(\beta)| < \Delta_\rho, \quad \text{for all } \rho \in \Sigma} 1,
\]
and hence we get that our double sum is
\[
\ll \sum_{\mathfrak{d} \mid \mathfrak{L} \quad N(\mathfrak{d}) < N(\mathfrak{L}_\mathfrak{M})} \Delta \sum_{\beta \in \mathcal{O}_K \quad |\rho(\beta)| < \Delta_\rho, \quad \text{for all } \rho \in \Sigma} \frac{\mu(\mathfrak{d})^2}{\Phi(\mathfrak{d})}.
\]
Then, reswapping the sum order and writing \(X_\rho = \Delta_\rho, N(\mathfrak{L}_\mathfrak{M})^{1/n}\), we get
\[
\ll \sum_{\mathfrak{d} \mid \mathfrak{L} \quad N(\mathfrak{d}) < N(\mathfrak{L}_\mathfrak{M})} \Delta \sum_{\beta \in \mathcal{O}_K \quad |\rho(\beta)| < X_\rho, \quad \text{for all } \rho \in \Sigma} \frac{\mu(\mathfrak{d})^2}{\Phi(\mathfrak{d})}.
\]
Then it follows from Theorem 7 that we have
\[
\sum_{N(\mathfrak{d}) < X} \frac{\mu^2(\mathfrak{d})}{\Phi(\mathfrak{d})} \ll \log X,
\]
and hence we find that
\[
\lambda(A_m \cap A_n) \ll \delta \frac{\Phi(\mathfrak{L})^2 \Phi(\mathfrak{M})}{N(\mathfrak{L})} \sum_{\beta \in \mathcal{O}_K \quad |\rho(\beta)| < X, \quad \text{for all } \rho \in \Sigma} \log \left( \frac{N(\mathfrak{L}_\mathfrak{M}) \Delta}{|N(\beta)|} \right).
\]
Next, write
\[
\sum_{\beta \in \mathcal{O}_K \quad |\rho(\beta)| < X, \quad \text{for all } \rho \in \Sigma} \log \left( \frac{N(\mathfrak{L}_\mathfrak{M}) \Delta}{|N(\beta)|} \right) = \sum_{\beta \in \mathcal{O}_K \quad |\rho(\beta)| < X, \quad \text{for all } \rho \in \Sigma} \int_{|N(\beta)|}^{N(\mathfrak{L}_\mathfrak{M}) \Delta} \frac{d\theta}{\theta}.
\]
(Note that this \(\theta\) is distinct from the previous use of \(\theta\) in this paper.) This is then equal to
\[
\int_1^{N(\mathfrak{L}_\mathfrak{M}) \Delta} \frac{1}{\theta} \left( \sum_{\beta \in \mathcal{O}_K \quad |\rho(\beta)| < X, \quad \text{for all } \rho \in \Sigma} \frac{1}{|N(\beta)|} \right) d\theta.
\]
So now we want to bound the sum. We have
\[
\sum_{\beta \in \mathcal{O}_K \quad |\rho(\beta)| < X, \quad \text{for all } \rho \in \Sigma} 1 = \sum_{b \in \mathcal{P}_K \quad \beta \text{ generates } b} \sum_{b \in \mathcal{P}_K \quad \beta \text{ generates } b \quad |\rho(\beta)| < X, \quad \text{for all } \rho \in \Sigma} 1,
\]
where \(\mathcal{P}_K\) denotes the principal ideals of \(\mathcal{O}_K\), and we also have that
\[
\sum_{\beta \text{ generates } b \quad |\rho(\beta)| < X, \quad \text{for all } \rho \in \Sigma} 1 \ll \log \left( \frac{\Delta N(\mathfrak{L}_\mathfrak{M})}{N(b)} \right),
\]
where $\ell$ denotes the rank of the group of units of $O_K$. So

$$\sum_{\beta \in O_K} 1 \ll \sum_{1 \leq \xi \leq \theta} \sum_{\begin{subarray}{l} \beta \in O_K \\ (\beta, \mathfrak{m}) = 1 \\ |N(\beta)| \leq \theta \end{subarray}} \log \left( \frac{\Delta N(\mathfrak{m})}{N(b)} \right)^\ell = \sum_{1 \leq \xi \leq \theta} \log \left( \frac{\Delta N(\mathfrak{m})}{\xi} \right)^\ell \sum_{b \in P_K} \frac{1}{1 \leq \xi \leq \theta}.$$

Now, write $X = \Delta N(\mathfrak{m})$, and let $\phi(\xi) = \log \left( \frac{\Delta}{\xi} \right)^\ell$ and

$$a_\xi = \# \left\{ b \in P_K \mid (b, \mathfrak{m}) = 1, N(b) = \xi \right\}.$$

Then the sum is equal to $\sum_{1 \leq \xi \leq \theta} a_\xi \phi(\xi)$. Applying Abel summation, we get

$$\sum_{1 \leq \xi \leq \theta} a_\xi \phi(\xi) = \log \left( \frac{\Delta}{\theta} \right)^\ell A(\theta) + \int_1^\theta A(t) \frac{1}{t} \log \left( \frac{\Delta}{t} \right)^{\ell - 1} dt,$$

where

$$A(t) = \sum_{1 \leq \xi \leq t} a_\xi = \sum_{\begin{subarray}{l} b \in P_K \\ (b, \mathfrak{m}) = 1 \\ N(b) \leq t \end{subarray}} 1.$$

We then want to take the integral of this sum divided through by $\theta$:

$$\int_1^X \log \left( \frac{\Delta}{\theta} \right)^\ell A(\theta) \frac{1}{\theta} d\theta + \int_1^X \frac{1}{\theta} \log \left( \frac{\Delta}{t} \right)^{\ell - 1} \prod_{p | \theta} \left( 1 - \frac{1}{N(p)} \right) dt d\theta.$$

At this point, we want to apply the following lemma, to bound $A(t)$:

**Lemma 15.** Let $n \in I_K$. Then

$$\sum_{\begin{subarray}{l} N(a) \leq X \\ (a, n) = 1 \end{subarray}} 1 \ll X \prod_{p | n} \left( 1 - \frac{1}{N(p)} \right)$$

This lemma will be proven in §5. Assuming this result, we find that the sum of integrals in (4.3) is

$$\ll \int_1^X \log \left( \frac{\Delta}{\theta} \right)^\ell \prod_{p | \theta} \left( 1 - \frac{1}{N(p)} \right) d\theta + \int_1^X \frac{1}{\theta} \log \left( \frac{\Delta}{t} \right)^{\ell - 1} \prod_{p | \theta} \left( 1 - \frac{1}{N(p)} \right) dt d\theta.$$

Now we bound these two integrals. We split the range of integration in $I_1(X, \ell)$:

$$I_1(X, \ell) = \int_1^{\sqrt{X}} \log \left( \frac{\Delta}{\theta} \right)^\ell \prod_{p | \theta} \left( 1 - \frac{1}{N(p)} \right) d\theta + \int_1^X \log \left( \frac{\Delta}{\theta} \right)^\ell \prod_{p | \theta} \left( 1 - \frac{1}{N(p)} \right) d\theta.$$
The integrand in the first integral is at most $\log(X)^{\ell}$, and hence the integral is bounded by $\sqrt{X} \log(X)^{\ell} \ll X^{1/2+\varepsilon}$ for any $\varepsilon > 0$. In the second integral, the product can be bounded by

$$\prod_{p \mid \Omega \atop N(p) \leq \sqrt{X}} \left(1 - \frac{1}{N(p)}\right),$$

and hence the integral can be bounded by

$$\prod_{p \mid \Omega \atop N(p) \leq \sqrt{X}} \left(1 - \frac{1}{N(p)}\right) \int_{\sqrt{X}}^{X} \frac{X^\ell}{\theta} \log \left(\frac{X}{\theta}\right) \, d\theta.$$

But

$$\int_{\sqrt{X}}^{X} \frac{X^\ell}{\theta} \log \left(\frac{X}{\theta}\right) \, d\theta \leq X^{\ell},$$

and hence we get

$$\int_{\sqrt{X}}^{X} \frac{X^\ell}{\theta} \log \left(\frac{X}{\theta}\right) \, d\theta \leq X^{\ell},$$

and hence we get

$$\prod_{p \mid \Omega \atop N(p) \leq \sqrt{X}} \left(1 - \frac{1}{N(p)}\right) \ll \prod_{p \mid \Omega \atop N(p) \leq X} \left(1 - \frac{1}{N(p)}\right).$$

Then, by Theorem 7 we have

$$\prod_{p \mid \Omega \atop N(p) \leq \sqrt{X}} \left(1 - \frac{1}{N(p)}\right) \ll \prod_{p \mid \Omega \atop N(p) \leq X} \left(1 - \frac{1}{N(p)}\right),$$

and

$$X^{1/2+\varepsilon} \ll X \prod_{p \mid \Omega \atop N(p) \leq X} \left(1 - \frac{1}{N(p)}\right),$$

and hence it follows that

$$I_1(X, \ell) \ll X \prod_{p \mid \Omega \atop N(p) \leq X} \left(1 - \frac{1}{N(p)}\right).$$

Now we need to tackle

$$I_2(X, \ell) = \int_1^X \frac{1}{\theta} \int_1^\theta \prod_{p \mid \Omega \atop N(p) \leq \ell} \left(1 - \frac{1}{N(p)}\right) \log \left(\frac{X}{\theta}\right)^{\ell-1} \, dt \, d\theta.$$

But this is just

$$\int_1^X \frac{I_1(\theta, \ell-1)}{\theta} \, d\theta \ll \int_1^X \prod_{p \mid \Omega \atop N(p) \leq \ell} \left(1 - \frac{1}{N(p)}\right) \, d\theta = I_1(X, 0).$$

So then we have

$$\lambda(A_m \cap A_n) \ll \delta \frac{\Phi(\Omega)^2 \Phi(\Omega)}{N(\Omega)} N(\Omega) \Delta \prod_{p \mid \Omega \atop N(p) \leq X} \left(1 - \frac{1}{N(p)}\right).$$

Simplifying a little gives

$$\lambda(A_m \cap A_n) \ll \delta \Delta \Phi(\Omega)^2 \Phi(\Omega) \prod_{p \mid \Omega \atop N(p) \leq X} \left(1 - \frac{1}{N(p)}\right).$$
Recall that
\[ N(\mathfrak{M}) \prod_{p | \mathfrak{M}} \left( 1 - \frac{1}{N(p)} \right) = \Phi(\mathfrak{M}), \]
and hence
\[ \lambda(A_m \cap A_n) \ll \delta \Delta \Phi(L)^2 \Phi(M) \Phi(\mathfrak{N}) \prod_{p | \mathfrak{M}} \left( 1 - \frac{1}{N(p)} \right)^{-1}. \]

Since \( \Phi(L)^2 \Phi(M) \Phi(\mathfrak{N}) = \Phi(m) \Phi(n) \), and we have
\[ \left[ p | \mathfrak{N} \Rightarrow p | \frac{mn}{(m, n)^2} \right], \quad \mathfrak{L} \mathfrak{N} = \frac{mn}{(m, n)}, \quad \delta \Delta = 2^s \pi^t \Psi(m) \Psi(n), \]
we get
\[ \lambda(A_m \cap A_n) \ll \lambda(A_m) \lambda(A_n) \prod_{p | \frac{mn}{(m, n)^2}} \left( 1 - \frac{1}{N(p)} \right)^{-1}. \]

So since \( D(m, n) = \Delta N \left( \frac{mn}{(m, n)} \right) \) we have our result. \( \square \)

5. A special case of Selberg’s sieve in number fields

In this section, we prove Lemma 15. This will be a special case of the Selberg sieve in number fields; however, we believe that providing a full proof of this simple case to be instructive in its own right. We start by setting \( z = X^{\frac{1}{m+1}} \), and let
\[ \mathfrak{P} = \prod_{p | n} p. \]

Then, as an auxiliary to studying the sum in question, we study the sum
\[ \sum_{N(a) \leq X} \frac{1}{\Delta A_{(a, \mathfrak{P})} = 1}. \]

(Note that since \( \mathfrak{P} | n \), we have that \( (a, n) = 1 \) implies \( (a, \mathfrak{P}) = 1 \), and hence this sum is an upper bound for the sum in Lemma 15.)

Just as in the standard Selberg sieve, we note that if for each \( d \in I_K \) we assign some \( \lambda_\theta \in \mathbb{R} \), then as long as we require \( \lambda_\theta \in \mathbb{R} \), then we have
\[ \sum_{N(a) \leq X} \frac{1}{\Delta A_{(a, \mathfrak{P})} = 1} \left( \sum_{\theta | (a, \mathfrak{P})} \lambda_\theta \right)^2. \]

We can then manipulate this sum a little:
\[ \sum_{N(a) \leq X} \frac{1}{\Delta A_{(a, \mathfrak{P})} = 1} \left( \sum_{\theta | (a, \mathfrak{P})} \lambda_\theta \right)^2 = \sum_{N(a) \leq X} \sum_{\theta_1, \theta_2 | (a, \mathfrak{P})} \lambda_{\theta_1} \lambda_{\theta_2} = \sum_{\theta_1, \theta_2 | \mathfrak{P}} \lambda_{\theta_1} \lambda_{\theta_2} \sum_{N(a) \leq X} \frac{1}{\Delta_{\theta_1, \theta_2 | a}}. \]
By Theorem 5 in [16], we have
\[ \sum_{N(a) \leq X, d | a} 1 = \frac{\kappa_K X}{N(\mathfrak{d})} + R_\mathfrak{d}, \]
where
\[ |R_\mathfrak{d}| \leq c_K \left( \frac{X}{N(\mathfrak{d})} \right)^{1 - \frac{1}{n}}, \]
and where \( \kappa_K \) and \( c_K \) are constants depending only on \( K \). So writing \( D := \text{lcm}(d_1, d_2) \), we have
\[ \sum_{N(a) \leq X} 1 \leq \kappa_K X \sum_{d_1, d_2 \mid \mathfrak{P}} \lambda_{d_1} \lambda_{d_2} N(\mathfrak{d}), \]
\[ \quad + \sum_{d_1, d_2 \mid \mathfrak{P}} |\lambda_{d_1} \lambda_{d_2} R_{\mathfrak{d}}|. \]

We write
\[ \Sigma_1 = \sum_{d_1, d_2 \mid \mathfrak{P}} \lambda_{d_1} \lambda_{d_2} \frac{N(\mathfrak{d})}{N(\mathfrak{d})} = \sum_{d_1, d_2 \mid \mathfrak{P}} \lambda_{d_1} \lambda_{d_2} \frac{N(\mathfrak{d})}{N(\mathfrak{d})} N(\gcd(d_1, d_2)), \]
\[ \Sigma_2 = \sum_{d_1, d_2 \mid \mathfrak{P}} |\lambda_{d_1} \lambda_{d_2} R_{\mathfrak{d}}|. \]

We first note that we will choose our \( \lambda_\mathfrak{d} \) such that \( \lambda_\mathfrak{d} = 0 \) for \( N(\mathfrak{d}) \geq z \). Then, using the fact that
\[ N(m) = \sum_{l \mid m} \Phi(l), \]
we can change the order of summation to give
\[ \Sigma_1 = \sum_{d_1, d_2 \mid \mathfrak{P}} \lambda_{d_1} \lambda_{d_2} \frac{N(\mathfrak{d})}{N(\mathfrak{d})} \sum_{l \mid \gcd(d_1, d_2)} \Phi(l) \]
\[ = \sum_{l \mid \mathfrak{P}} \Phi(l) \left( \sum_{d \mid \mathfrak{P}} \frac{\lambda_\mathfrak{d}}{N(\mathfrak{d})} \right)^2. \]

Now we actually start setting up the Selberg weights \( \lambda_\mathfrak{d} \).

For \( \mathfrak{p} \in I_K \) and \( x > 0 \), define
\[ G_\mathfrak{p}(x) = \sum_{N(r) < x, (r, \mathfrak{p}) = 1} \frac{\mu^2(r)}{\Phi(r)}, \]
and let
\[ G := G_{\mathfrak{O}_K}(z) = \sum_{N(r) < z} \frac{\mu^2(r)}{\Phi(r)}. \]

Then for \( \mathfrak{d} \mid \mathfrak{P} \), let
\[ \lambda_\mathfrak{d} = \frac{1}{G} \frac{N(\mathfrak{d}) \mu(\mathfrak{d})}{\Phi(\mathfrak{d})} G_\mathfrak{d} \left( \frac{z}{N(\mathfrak{d})} \right). \]

(Note that with these choices, we have \( \lambda_\mathfrak{d} = 0 \) for \( N(\mathfrak{d}) \geq z \) as assumed, since \( G_\mathfrak{p}(x) = 0 \) for \( x \leq 1 \).)
We claim that with these choices we have $\Sigma_1 = \frac{1}{G}$. Recall that

$$\Sigma_1 = \sum_{l \in \mathfrak{P}} \Phi(l) \left( \sum_{l \in \mathfrak{N}} \frac{\lambda_l}{N(l)} \right)^2,$$

and consider the sum inside the square. We have

$$\sum_{l \in \mathfrak{P}} \frac{\lambda_l}{N(l)} = \frac{1}{G} \sum_{l \in \mathfrak{P}} \frac{\mu(l)}{\Phi(l)} G_l \left( \frac{z}{N(l)} \right)$$

$$= \frac{1}{G} \sum_{(m,l) \in \mathfrak{P}} \frac{\mu(m)}{\Phi(m)} G_{lm} \left( \frac{z}{N(lm)} \right)$$

$$= \frac{\mu(1)}{\Phi(1)G} \sum_{m \in \mathfrak{P}} \frac{\mu(m)}{\Phi(m)} \sum_{N(lm) < z} \frac{\mu^2(r)}{\Phi(r)}.$$ 

We claim that the double sum is just equal to 1, and hence that this expression is equal to $\frac{\mu(1)}{\Phi(1)G}$. To see this, combine the two sums and then exchange the order (writing $f = lm$):

$$\sum_{m \in \mathfrak{P}} \frac{\mu(m)}{\Phi(m)} \sum_{N(lm) < z} \frac{\mu^2(r)}{\Phi(r)} = \sum_{f \in \mathfrak{P}} \frac{\mu^2(f)}{\Phi(f)} \sum_{m \mid f} \mu(m).$$

Then since

$$\sum_{d \mid n} \mu(d) = \begin{cases} 1 & \text{if } n = \mathcal{O}_K, \\ 0 & \text{otherwise}, \end{cases}$$

we have that the only non-zero term in the outer sum is $f = \mathcal{O}_K$, giving a value of 1 as required. Hence

$$\sum_{d \mid n} \frac{\lambda_d}{N(d)} = \frac{\mu(1)}{\Phi(1)G},$$

and therefore

$$\Sigma_1 = \sum_{l \in \mathfrak{P}} \Phi(l) \left( \frac{\mu(1)}{\Phi(1)G} \right)^2 = \frac{1}{G^2} \sum_{l \in \mathfrak{P}} \frac{\mu(l)^2}{\Phi(l)}.$$ 

Then since the squarefree divisors of $\mathfrak{P}$ with norm $< z$ are exactly the squarefree divisors of $n$ with norm $< z$, the sum is just equal to $G$, and hence

$$\Sigma_1 = \frac{1}{G}.$$ 

We now put a lower bound on $G$ (and hence an upper bound on $\Sigma_1$). Setting

$$\xi = \prod_{N(p) < z} p,$$
we have
\[ G = \sum_{N(r) < z} \frac{\mu^2(r)}{\Phi(r)}. \]

Now, note that we have
\[ \sum_{N(r) < z} \frac{\mu^2(r)}{\Phi(r)} = \sum_{l \mid t} \sum_{N(r) < z} \frac{\mu^2(lh)}{\Phi(lh)} \]
\[ = \sum_{l \mid t} \frac{\mu^2(l)}{\Phi(l)} \sum_{N(r) < z} \frac{\mu^2(r)}{\Phi(r)} = \sum_{l \mid t} \frac{\mu^2(l)}{\Phi(l)} \sum_{N(r) < z} \frac{\mu^2(r)}{\Phi(r)} \]
\[ \leq \sum_{l \mid t} \frac{\mu^2(l)}{\Phi(l)} \sum_{N(r) < z} \frac{\mu^2(r)}{\Phi(r)}, \]

and hence
\[ G \geq \left( \sum_{l \mid t} \frac{\mu^2(l)}{\Phi(l)} \right)^{-1} \sum_{N(r) < z} \frac{\mu^2(r)}{\Phi(r)}. \]

Defining \( \kappa(n) \) to be the squarefree divisor of \( n \) of largest norm, we have
\[ \sum_{N(r) < z} \frac{\mu^2(r)}{\Phi(r)} = \sum_{n \in \mathcal{I} \setminus \kappa(n) < z} \frac{1}{N(n)} > \sum_{N(n) < z} \frac{1}{N(n)} \gg \log z. \]

We also have
\[ \left( \sum_{l \mid t} \frac{\mu^2(l)}{\Phi(l)} \right)^{-1} = \prod_{p \mid t} \left( 1 + \frac{1}{N(p) - 1} \right)^{-1} = \prod_{p \mid t} \left( 1 - \frac{1}{N(p)} \right), \]

giving
\[ \Sigma_1 \ll \prod_{p \mid t} \left( 1 - \frac{1}{N(p)} \right)^{-1} \frac{1}{\log z}. \]

Now noting that we have that \( p \mid \mathfrak{t} \iff p \nmid n \) for \( N(p) < z \) by the definition of \( \mathfrak{t} \), we have
\[ \Sigma_1 \ll \prod_{N(p) < z} \frac{1}{N(p)} \left( 1 - \frac{1}{N(p)} \right)^{-1} \frac{1}{\log z}. \]

We can rewrite
\[ \prod_{N(p) < z} \left( 1 - \frac{1}{N(p)} \right)^{-1} \frac{1}{\log z} = \left( \log z \prod_{N(p) < z} \left( 1 - \frac{1}{N(p)} \right) \right)^{-1} \prod_{N(p) < z} \left( 1 - \frac{1}{N(p)} \right). \]

But then the first term on the RHS is bounded by Theorem 7. So we get
\[ \Sigma_1 \ll \prod_{N(p) < z} \left( 1 - \frac{1}{N(p)} \right). \]
Now we can tackle $\Sigma_2$. Recall that we defined

$$\Sigma_2 = \sum_{d_1, d_2 | \mathfrak{d}} |\lambda_{d_1} \lambda_{d_2} R_\mathfrak{d}|,$$

where

$$|R_\mathfrak{d}| \leq c_k \left( \frac{X}{N(\mathfrak{d})} \right)^{1 - \frac{1}{n}} \quad \text{and} \quad \lambda_\mathfrak{d} = \frac{1}{G} \frac{N(\mathfrak{d})}{\Phi(\mathfrak{d})} G_\mathfrak{d} \left( \frac{z}{N(\mathfrak{d})} \right).$$

First, we’ll show that each of the $\lambda_\mathfrak{d}$ satisfy $|\lambda_\mathfrak{d}| \leq 1$. We analyse the sum $G$ considering the factors the terms share with $\mathfrak{d}$:

$$G = \sum_{l | \mathfrak{d}} \frac{\mu^2(l)}{\Phi(l)} = \sum_{n | \mathfrak{d}} \sum_{l | n} \frac{\mu^2(l)}{\Phi(l)}.$$

Decompose $r = lh$: we get

$$G = \sum_{l | \mathfrak{d}} \frac{\mu^2(l)}{\Phi(l)} G_\mathfrak{d} \left( \frac{z}{N(l)} \right) \geq G_\mathfrak{d} \left( \frac{z}{N(\mathfrak{d})} \right) \sum_{l | \mathfrak{d}} \frac{\mu^2(l)}{\Phi(l)}.$$

Finally, we have

$$\sum_{l | \mathfrak{d}} \frac{\mu^2(l)}{\Phi(l)} = \prod_{p | \mathfrak{d}} \left( 1 + \frac{1}{N(p) - 1} \right) = \prod_{p | \mathfrak{d}} \left( 1 - \frac{1}{N(p)} \right)^{-1},$$

giving us

$$G \geq \frac{N(\mathfrak{d})}{\Phi(\mathfrak{d})} G_\mathfrak{d} \left( \frac{z}{N(\mathfrak{d})} \right).$$

So by our definition of $\lambda_\mathfrak{d}$, we have $|\lambda_\mathfrak{d}| \leq 1$. Now, since we also have $\lambda_\mathfrak{d} = 0$ for $N(\mathfrak{d}) \geq z$, we get

$$\Sigma_2 \leq \sum_{N(\mathfrak{d}) < z} |R_\mathfrak{d}| \leq c_K X^{1 - \frac{1}{n}} \sum_{N(\mathfrak{d}) < z} \frac{1}{N(\mathfrak{d})^{1 - \frac{1}{n}}} \leq c_K X^{1 - \frac{1}{n}} \left( \sum_{N(a) < z} 1 \right)^2.$$

Then, since we know that

$$\sum_{N(a) < z} 1 \ll z,$$

we get

$$\Sigma_2 \ll X^{1 - \frac{1}{n}} z^2 = X^{1 - \frac{1}{n(n+1)}},$$

So to recap, we have

$$\sum_{N(a) \leq X} 1 \leq \sum_{N(a) \leq X} 1 \leq \kappa_K X \Sigma_1 + \Sigma_2,$$
where
\[
\Sigma_1 \ll \prod_{N(p) < X} \left(1 - \frac{1}{N(p)} \right), \quad \Sigma_2 \ll X^{1 - \frac{1}{2(n+1)}}.
\]

Then, since we know that
\[
\prod_{N(p) < y} \left(1 - \frac{1}{N(p)} \right) \asymp \frac{1}{\log y},
\]
we find that
\[
\prod_{N(p) < X^{1/2n+1}} \left(1 - \frac{1}{N(p)} \right) \ll \frac{1}{\log X^{1/2n+1}} = \frac{2n+1}{\log X} \ll \prod_{N(p) < X} \left(1 - \frac{1}{N(p)} \right),
\]
and hence
\[
\prod_{N(p) < X^{1/2n+1}} \left(1 - \frac{1}{N(p)} \right) = \prod_{N(p) < X^{1/2n+1}} \left(1 - \frac{1}{N(p)} \right) \prod_{N(p) < X^{1/2n+1}} \left(1 - \frac{1}{N(p)} \right)^{-1} \\
\ll \prod_{N(p) < X} \left(1 - \frac{1}{N(p)} \right) \prod_{N(p) < X} \left(1 - \frac{1}{N(p)} \right)^{-1} \\
= \prod_{N(p) < X} \left(1 - \frac{1}{N(p)} \right).
\]

Then since we clearly have
\[
X^{1 - \frac{1}{2(n+1)}} \ll X \prod_{N(p) < X} \left(1 - \frac{1}{N(p)} \right),
\]
we have
\[
\sum_{N(a) \leq X \atop (a,n) = 1} 1 \ll X \prod_{N(p) < X} \left(1 - \frac{1}{N(p)} \right)
\]
as required.

6. Erdős’s \(g\)-function in number fields

In this section, we show that the analogue of Erdős’s \(g\)-function in number fields which we defined in Definition 10 satisfies some key properties.

Lemma 16. We have
\[
\prod_{p \mid n \atop N(p) > g(n)} \left(1 - \frac{1}{N(p)} \right)^{-1} \ll 1 \quad \text{and} \quad \frac{N(n)}{\Phi(n)} \ll \log(2g(n)).
\]
Proof. Observe that
\[
\prod_{\substack{p \mid n \atop N(p) > g(n)}} \left(1 - \frac{1}{N(p)}\right)^{-1} = \exp \left(\sum_{\substack{p \mid n \atop N(p) > g(n)}} -\log \left(1 - \frac{1}{N(p)}\right)\right)
\]
\[
\leq \exp \left(\sum_{\substack{p \mid n \atop N(p) > g(n)}} \frac{1}{N(p)} + \sum_{p} \sum_{j=2}^{\infty} \frac{1}{N(p)^j}\right).
\]
Then the first sum inside the exponential is bounded by the definition of \(g\), and we have
\[
\sum_{p} \sum_{j=2}^{\infty} \frac{1}{N(p)^j} < \sum_{p} \sum_{j=2}^{\infty} \frac{1}{N(p)^j} \leq 2 \zeta(K)(2),
\]
giving our first result.

For the second part, we observe that
\[
\prod_{\substack{p \mid n \atop N(p) > g(n)}} \left(1 - \frac{1}{N(p)}\right)^{-1} = \exp \left(\sum_{\substack{p \mid n \atop N(p) > g(n)}} -\log \left(1 - \frac{1}{N(p)}\right)\right).
\]
Then the second product is \(\ll 1\), by the first part, and by Theorem 7, we have that
\[
\prod_{\substack{p \mid n \atop N(p) > g(n)}} \left(1 - \frac{1}{N(p)}\right)^{-1} \gg \log(2 g(n))^{-1},
\]
giving our second result.

Proof of Lemma 12. We follow closely the proof of Lemma 2.9 in [6] (which in turn follows the proof in [4]). Define \(E = e^{t^2}\), and sort the ideals \(n\) with \(N(n) \leq X\) into two disjoint sets:

- those with at least \(2t\) distinct prime factors in \([t, E)\);
- those with less than \(2t\) distinct prime factors in \([t, E)\).

We know that the number of ideals with \(N(n) \leq X\) is \(\ll X\) (where the implicit constant depends only on the number field \(K\)), and hence the number of ideals \(n\) in the first case is
\[
\ll \frac{X}{(2t)!} \left(\sum_{t \leq N(p) < E} \frac{1}{N(p)}\right)^{2t}.
\]
By Theorem 6 we have that
\[
\sum_{t \leq N(p) < E} \frac{1}{N(p)} \ll \log \log E \ll \log 2t,
\]
and hence the number of ideals \(n\) in the first case is
\[
\ll \frac{X(A \log 2t)^{2t}}{(2t)!} = \frac{X}{t!} \left(\frac{(A \log 2t)^2}{t+1}\right) \cdots \left(\frac{(A \log 2t)^2}{2t}\right).
\]
Then since each term in the product after the first is \(\leq 1\) for sufficiently large \(t\), we have that the size of the first set is \(\ll \frac{X}{t!}\).

So now consider the second case. Let \(N(p_1), N(p_2), \ldots, N(p_{2t})\) be the smallest \(2t\) norms you get from distinct prime ideals whose norms exceed \(t\). For large \(t\), we have
\[
\sum_{j=1}^{2t} \frac{1}{N(p_j)} < \frac{1}{4},
\]
as a result of Landau’s prime ideal theorem. This implies that for \( n \) to have \( g(n) \geq t \) but \textit{not} have \( 2t \) distinct prime factors whose norms lie in \([t, E)\), we need

\[
\sum_{p \mid n \atop N(p) > E} \frac{1}{N(p)} > \frac{1}{4},
\]

or rewritten,

\[
1 < 4 \sum_{p \mid n \atop N(p) > E} \frac{1}{N(p)}.
\]

Then

\[
\sum_{N(n) \leq X \atop g(n) \geq t \atop n \text{ has } < 2t \text{ distinct prime factors in } [t, E)} \frac{1}{N(n)} < 4 \sum_{N(n) \leq X \atop g(n) \geq t} \sum_{p \mid n \atop N(p) > E} \frac{1}{N(p)}.
\]

The last double sum can be re-expressed as

\[
4 \sum_{N(p) > E} \frac{\#\{N(n) \leq X \mid p \mid n\}}{N(p)} \ll X \sum_{N(p) > E} \frac{1}{N(p)^2}.
\]

Since there can be at most \( n \) prime ideals of any given norm, we can get a bound on this sum (which is inefficient but sufficient for our purposes) by

\[
nX \sum_{m > E} \frac{1}{m^2} \ll \frac{X}{E}.
\]

Then since \( E = e^{t^2} \gg t! \) (by taking logs and using Stirling’s formula), we have \( \frac{X}{E} \ll \frac{X}{t!} \), and hence we have our result.

\[\Box\]

**Proof of Lemma 13** Firstly, rewriting the second part of Lemma 16, we have

\[
\frac{\Phi(n)}{N(n)} \log(2g(n)) \gg 1
\]

for \( n \in I_K \), and hence taking \( n = \frac{q}{d} \), we get

\[
\frac{\Phi(\frac{q}{d})}{N(\frac{q}{d})} \log(2g(\frac{q}{d})) \gg 1.
\]

If \( t \geq g(\frac{q}{d}) \), then this gives us

\[
1 \ll \frac{\Phi(\frac{q}{d})}{N(\frac{q}{d})} \log 2t.
\]

Hence we have

\[
\sum_{\delta \mid q \atop g(\frac{q}{d}) \leq t} \frac{1}{N(d)} \ll \sum_{\delta \mid q \atop g(\frac{q}{d}) \leq t} \frac{1}{N(d)} \frac{\Phi(\frac{q}{d})}{N(\frac{q}{d})} \log 2t = \log 2t \left( \sum_{\delta \mid q} \frac{\Phi(\delta)}{N(q)} \right) = \log 2t.
\]

\[\Box\]
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