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ABSTRACT
Low-light raw denoising is an important and valuable task in computational photography where learning-based methods trained with paired real data are mainstream. However, the limited data volume and complicated noise distribution have constituted a learnability bottleneck for paired real data, which limits the denoising performance of learning-based methods. To address this issue, we present a learnability enhancement strategy to reform paired real data according to noise modeling. Our strategy consists of two efficient techniques: shot noise augmentation (SNA) and dark shading correction (DSC). Through noise model decoupling, SNA improves the precision of data mapping by increasing the data volume and DSC reduces the complexity of data mapping by reducing the noise complexity. Extensive results on the public datasets and real imaging scenarios collectively demonstrate the state-of-the-art performance of our method. Our code will be released at: https://github.com/megvii-research/PMN.
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• Computing methodologies → Computational photography.
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1 INTRODUCTION
Low-light denoising is a fundamental problem for the increasingly widespread computational photography, especially on mobile devices [42]. Learning-based methods have made great progress in recent years and became the mainstream solution for the problem [25]. The standard paradigm is to learn a mapping between paired real data, i.e., the low-light noisy image and its clean counterpart.

Unfortunately, the mapping between paired real data is difficult to be learned and thus suffers from fragile learnability, which limits the denoising performance. On one hand, the real noise follows a complicated distribution considering the imaging process of image sensors, leading to the high complexity of the data mapping. On the other hand, the data volume is limited by the physical environment, resulting in the low precision of the data mapping. The complicated noise distribution and limited data volume constitute a mapping dilemma of paired real data in low-light denoising.

Recent works try to solve the mapping dilemma by synthesizing data according to noise modeling instead of employing the paired real data [3, 44]. Such methods can synthesize new noisy and clean image pairs for learning the data mapping. However, since some parts of the noise (i.e., read noise) are far from accurately modeled, the synthetic data would inescapably deviate from the real data, which loses effectiveness in real imaging scenarios. Thus, the fragile learnability is still a bottleneck of paired real data in low-light denoising.

In this paper, we propose a learnability enhancement strategy for low-light raw denoising by reforming paired real data according to noise modeling.

Our first observation is that the shot noise is only related to the clean image and can be accurately modeled with the Poisson distribution [15, 19]. We propose the Shot Noise Augmentation (SNA) method to increase the data volume of paired real data. SNA first combines the real data and the shot noise model to synthesize new noisy-clean data pairs and then puts them into the training process to improve the mapping precision. Benefiting from the increased data volume, the mapping can promote the denoised images with clear texture.

Our second observation is that the dark shading keeps temporal stable and can be modeled with a pixel-wise bias [30, 39]. We propose the Dark Shading Correction (DSC) method to reduce the complexity of real noise distribution. DSC first calibrates the dark
shading and then corrects it in the noisy image to reduce the mapping complexity. Benefiting from the reduced noise complexity, the mapping can promote the denoised images with exact colors.

The ideas of SNA and DSC originate from the integration of paired real data and noise modeling which are assumed as two parallel directions for low-light raw denoising. Through noise model decoupling, our method achieves higher learnability. Extensive experiments on the public SID dataset [7], ELD dataset [44], as well as real imaging scenarios, demonstrate the state-of-the-art performance of our method.

Our main contributions are summarized as follows:

- We light the idea of learnability enhancement for low-light raw denoising by utilizing noise modeling to reform paired real data.
- We increase the data volume of paired real data with a novel shot noise augmentation method, which improves the precision of data mapping through decoupling the real noise into shot noise and read noise.
- We reduce the complexity of real noise distribution with a novel dark shading correction method, which reduces the complexity of data mapping through decoupling the read noise into temporal stable noise and temporal variant noise.
- We demonstrate the superior performance of our method on the public datasets and real imaging scenarios.

2 RELATED WORKS

Low-light denoising is important in the computational photography, which is widely needed in mobile photography [14, 26, 42], astronomy [33], remote sensing [24] and microscopic imaging [20]. Classical denoising methods usually rely on image priors such as smoothness [36, 38], self-similarity [4, 8, 29], sparsity [2, 9], and low rank [13]. Instead of pre-setting image prior, learning-based methods directly learn the mapping from the noisy image to its clean counterpart (paired real data) via deep neural networks. Recent works demonstrate that learning-based methods have been far superior to classical methods in denoising performance [6, 7, 45]. Although simple and powerful, these learning-based methods trained with paired real data are often suffering from fragile learnability. The complicated data mapping and limited data volume have restricted the development of denoising performance.

A line of research has focused on improving the realism of noise modeling to circumvent the learnability bottleneck of paired real data. The sensor noise is usually divided into “shot noise” and “read noise”. By modeling shot noise with Poisson and read noise with Gaussian, Poisson-Gaussian model is widely employed to characterize the real noise in raw denoising [10]. In order to match the noise model to the practical application, various calibration [10, 15, 18] and variance-stabilizing transformations [31, 32] have been proposed to ensure the noise model can work on different cameras under any conditions. Based on the refinement and summary of noise modeling, Wei et al. proposes ELD, a physics-based noise modeling for extreme low-light photography, whose results are on par with the results trained with paired real data. Unfortunately, ELD still exists limitations since its assumptions are only based on temporal noise (i.i.d.), deviating from real spatial noise (e.g., fixed pattern noise). As a result, the visual results of ELD are still suffering from residual pattern noise, which indicates that real data is still essential. Thus, noise modeling can not address the learnability bottleneck of paired real data itself.

Nonetheless, noise modeling has shown great potential. Since the physical properties of the photoelectric reaction is well-defined, the analysis of shot noise is reliable [15, 18, 19]. In contrast, the read noise is so complicated that there is no consensus in the imaging community yet [12, 18, 22, 30, 40]. In other words, it is impossible to exactly extract and model all kinds of noise sources in the camera. Due to this reason, SFRN adopts reliable shot noise for noise modeling and samples complicated read noise from real dark frames, which has liberated the amount of paired real data [46]. Although SFRN combines the advantages of noise modeling and real data, however, it also inherits the complexity of real data, making learning data mapping a challenging process.

We find that the high complexity of the data mapping is mainly contributed by dark shading [39]. Unfortunately, SFRN is incompatible with dark shading due to its implementation, so it is necessary to find another approach to combine real data and noise modeling. In order to address both complicated data mapping and limited data volumes, we utilize noise modeling to reform paired real data through noise model decoupling. Solving fragile learnability leads to significant improvements in denoising performance on real data, particularly under the condition of low light.

3 METHOD

In this section, we firstly introduce the overview of our framework, which includes the principle and procedure of our learnability enhancement strategy. Second, we introduce our Shot Noise Augmentation based on real noise decoupling, which can improve the precision of data mapping. Finally, we introduce our Dark Shading Correction based on read noise decoupling, which can reduce the complexity of data mapping.

3.1 Framework

The mapping between paired real data is difficult to be learned, which limits the denoising performance of learning-based methods. The limited data volume and complicated noise distribution are the main culprits that lead to the fragile learnability of paired real data. These two points are difficult to be solved since changes in the real paired data usually break the real noise distribution, thereby making the mapping inaccurate. Our learnability enhancement strategy reforms paired real data through noise model decoupling, which can enhance the learnability of the mapping without breaking real noise distribution.

To clearly explain our work, we will briefly introduce the imaging model of the sensor. As shown in Fig. 1, in the camera electronics, the voltage signal is converted from the accumulated photon-electron charge units, before it is amplified and finally converted.
where \( N \) represents overall system gain, \( K \) is the number of photo-electrons excited by the scene radiance, \( N_p \) is the signal-dependent photon shot noise, \( N_{\text{read}1} \) and \( N_{\text{read}2} \) are read noise before and after amplifier respectively, and \( N_q \) is the quantization error between the analog input voltage to the ADC and the output digitized value.

Among the image noise components, \( K \) and \( N_p \) can be estimated by the Photon Transfer method [18, 19]. However, for the rest noise components, the physical complexity leads to no consensus in the community as we have described in Section 2. Without loss of generality, we use \( N_{\text{read}} \) to refer to other signal-independent noise dominated by read noise.

The real data is a complex whole, so it is difficult to decompose it into different components according to the noise model. However, the fitting target of the learning-based methods is the reliable data mapping among the paired real data, rather than the real paired data itself. Thus, we can augment and decouple the real data as long as these operations do not break the real noise distribution. Therefore, we decouple the real noise model as

\[
D = K(I + N_p + N_{\text{read}1}) + N_{\text{read}2} + N_q \quad (1)
\]

where \( N_{\text{read}} = K N_{\text{read}1} + N_{\text{read}2} + N_q \).

Based on this decoupling, we can enhance the learnability according to the noise characteristics of shot noise and read noise respectively.

Our strategy consists of two parts. SNA is a data augmentation method for shot noise. We continuously synthesize new noisy-clean data pairs by augmenting the shot noise to increase the limited data volume. DSC is the decoupling for the read noise. We first calibrate the temporal stable component (dark shading) and then correct it in paired real data to reduce the noise complexity. Both SNA and DSC do not change the noise model, so our strategy can enhance the learnability of the mapping without breaking the real noise distribution.

Our method is easier to understand from a mapping perspective. Now we suppose that there is a noisy image \( D_n \) and a corresponding clean image \( D_c \). The relationship between them satisfies

\[
D_n \sim \mathcal{F}(D_c) \quad (3)
\]

where \( \mathcal{F} \) donates the noise model, \( D_n \) follows Eq. (2), \( D_c \) can be modeled as \( KI \).

In mathematics, the denoising task can be abstracted as its inverse function \( \mathcal{F}^{-1} \), given by

\[
\mathcal{F}^{-1} : D_n \rightarrow D_c \quad (4)
\]

Combining Eq. (2) and Eq. (4), we obtain the denoising mapping represented by the denoising model \( \mathcal{F}^{-1} \) as

\[
\mathcal{F}^{-1} : K(I + N_p) + N_{\text{read}} \rightarrow KI \quad (5)
\]

By applying our learnability enhancement, the enhanced mapping relationship in our framework can be represented as

\[
\mathcal{F}_{LE}^{-1} : K(I + N_p) + \Delta N + (N_{\text{read}} - D_{ds}) \rightarrow KI + \Delta D \quad (6)
\]

where \( \mathcal{F}_{LE}^{-1} \) is the mapping applying our learnability enhancement, \( D_{ds} \) is the dark shading produced by DSC, \( \Delta N \) and \( \Delta D \) are noisy and clean signal increments produced by SNA respectively. The details of these variables will be covered in subsequent subsections.

Figure 2: Overview of our framework.
The framework of our learnability enhancement is shown in Fig. 2. For training, we first correct the dark shading hiding in the noisy raw image by DSC. Then we augment the clean image and the noisy image to obtain new data pairs by SNA. Finally, we use augmented noisy image and augmented clean image to train a denoiser with UNet-like [37] architecture. For inference, we just denoise the noisy image after correcting dark shading with the trained denoising model.

### 3.2 Shot Noise Augmentation

The principle of SNA. SNA is a data augmentation method based on photon shot noise modeling. Due to the quantum nature of light and the uncertainty of the collected photon numbers, \((I + N_p)\) for all pixels follow the Poisson distribution

\[
(I + N_p) \sim \mathcal{P}(I)
\]

where \(\mathcal{P}\) denotes the Poisson distribution. Variables following Poisson distributions satisfies the additive property. If \(X_1 \sim \mathcal{P}(\lambda_1)\) and \(X_2 \sim \mathcal{P}(\lambda_2)\) are independent, then \(X_1 + X_2 \sim \mathcal{P}(\lambda_1 + \lambda_2)\).

Now we suppose that there is a clean signal increments \(\Delta D\) and our target is to find a corresponding noisy signal increments \(\Delta N\) satisfying

\[
(D_n + \Delta N) \sim \mathcal{F}(D_c + \Delta D)
\]

For paired raw data, the clean image \(D_c\) is known. According to Eq. (2) and Eq. (7), the noise model \(\mathcal{F}(D_c)\) is given by

\[
\mathcal{F}(D_c) = K\mathcal{P}(\frac{D_c}{K}) + \mathcal{F}_{\text{read}}
\]

where \(\mathcal{F}_{\text{read}}\) is the distribution of \(N_{\text{read}}\), which is unknown. According to the additivity of Poisson distribution, there is

\[
\mathcal{F}(D_c + \Delta D) = K\mathcal{P}(\frac{D_c + \Delta D}{K}) + \mathcal{F}_{\text{read}}
\]

\[
= K\mathcal{P}(\frac{D_c}{K} + \frac{\Delta D}{K}) + \mathcal{F}_{\text{read}}
\]

\[
= \mathcal{F}(D_c) + K\mathcal{P}(\frac{\Delta D}{K})
\]

Bring Eq. (3) and Eq. (10) into Eq. (8), then we can obtain

\[
\Delta N \sim K\mathcal{P}(\frac{\Delta D}{K})
\]

At last, we add clean signal increments \(\Delta D\) to the clean image and noisy signal increments \(\Delta N\) to the noisy image, so that we can achieve data augmentation without breaking the real noise distribution. Since noisy signal increments, \(\Delta N\) only need to follow Eq. (11), even if clean signal increments \(\Delta D\) are consistent, we can obtain new noisy data every time we randomly sample.

By increasing the data volume through SNA, the model can precisely fit the mapping relationship among the paired real data, which promotes the denoised images with clear texture.

The procedure of SNA. The augmentation procedure has been shown in Procedure 1.

Firstly, we randomly sample a set of parameters to gain the clean image \(D_c\) in order to obtain an augmented clean image \(D_c^*\). Secondly, we obtain the clean signal increments \(\Delta D\) by computing the difference of clean image \(D_c\) and augmented clean image \(D_c^*\). Then, we synthesize noisy signal increments \(\Delta N\) according to the clean signal increments \(\Delta D\). Finally, we add the synthesized noisy signal increments \(\Delta N\) to the real noisy image \(D_n\) to obtain an augmented noisy image \(D_n^*\). The augmented noisy image \(D_n^*\) and augmented clean image \(D_c^*\) will constitute a new noisy-clean image pair.

It is free to design the specific parameter sampling strategy for the synthesis of clean signal increments \(\Delta D\), however, some basic principles still need to be followed: (1) clean signal increments \(\Delta D\) should be non-negative to ensure that Poisson sampling can be applied; (2) it is necessary to ensure that SNA will not introduce obvious color bias and large-scale over-exposure.

Based on the above principles, we choose to synthesize clean signal increments \(\Delta D\) based on clean image \(D_c\). We only augment the ratio of color channels and global brightness in order to simulate the real scene, which refers to the white balance modeling [3].

First, we randomly initialize factors \(e_r, e_g, e_b\) that follow a Gaussian distribution, where \(\mu\) and \(\sigma\) are the parameters of the Gaussian distribution. Then, we randomly sample the gain of the green channel \(Gain_g\) based on the clipped \(e_g\). Next, we select the gain of the red channel \(Gain_r\) and blue channel \(Gain_b\) based on the random factors \(e_r, e_b\) and the gain of the green channel \(Gain_g\). Finally, the gain parameters \((Gain_r, Gain_g, Gain_b)\) is used to gain different color channels, and they are all clipped to the appropriate value range to meet the basic design principles.

It is important to note that the data augmentation for raw denoising is special. In addition to the difficulty caused by the Bayer pattern of the raw image itself [27], the changes in signal amplitude usually break the real noise distribution in the data, which can produce a domain gap between training and application. Thus, raw denoising methods can only use limited data augmentation methods (e.g., rotation, flipping) cautiously, which is useless for the lack of data volume. Moreover, these data augmentation methods cannot increase the diversity of noise signals, which is of limited help for fitting the data mapping. Thus, the SNA, which can increase noise diversity without breaking the noise distribution, is both novel and important in raw denoising.

---

**Procedure 1 Shot Noise Augmentation**

**Input** \(D_c, D_n\)

**Output** \(D_c^*, D_n^*\)

**function** PARAMETER SAMPLING(\(\mu, \sigma\))

\[e_g \sim \mathcal{N}(\mu + 1, \sigma), \quad e_r, e_b \sim \mathcal{N}(1, \sigma)\]

\[Gain_g \leftarrow \text{clip}(e_g)\]

\[Gain_r \leftarrow \text{clip}(1 + Gain_g) \cdot e_r\]

\[Gain_b \leftarrow \text{clip}(1 + Gain_g) \cdot e_b\]

\[Gain \leftarrow (Gain_r, Gain_g, Gain_b)\]

**end function**

\[Gain \leftarrow \text{PARAMETER SAMPLING}(\mu, \sigma)\]

\[D_c^* \leftarrow D_c \cdot Gain\]

\[\Delta D \leftarrow D_c^* - D_c\]

\[\Delta N \sim K\mathcal{P}(\frac{\Delta D}{K})\]

\[D_n^* \leftarrow D_n + \Delta N\]
3.3 Dark Shading Correction

The principle of DSC. In this part, we will introduce the definition and mechanism of dark shading and clarify the importance of correcting the dark shading from the noise model for low-light image denoising.

All properties of an array of pixels will vary from pixel to pixel in the sensor [18]. According to the definition in [39], we follow the mainstream term “dark shading” in the industry to describe such spatial inhomogeneity from a practical perspective. In general, dark shading represents the temporal stable component in the read noise, which can be regarded as the union of black level error (BLE) [34, 41, 44] and fixed pattern noise (FPN) [5, 16, 18, 22, 30]. BLE is the spatial invariant bias of dark shading while FPN is considered a spatial variant pattern.

Dark shading is closely related to dark current, which means it also suffers from temperature dependency [16, 18]. Fortunately, thanks to the development of circuit [17, 47], mainstream modern sensors no longer suffer the impacts of temperature dependency within the normal operating temperature range. Thus, dark shading can be treated as temporal stable under the same camera settings and in similar environments.

Most denoising works follow the ideal assumption that sensor noise is considered to be temporal stable noise with zero means. In the ideal assumption, the expectation of the noisy image \( E(D_n) \) is the same as the mapping target \( D_c \) in mathematics. However, in the real noise, the expectation of read noise \( E(N_{\text{read}}) \) is the non-zero dark shading, which breaks the ideal assumption. If spatial variant dark shading is considered in real noise, the mapping between \( E(D_n) \) and clean image \( D_c \) will become a patch-wise non-injective mapping.

Non-injective mapping has no inverse mapping, so it is virtually impossible to fit an accurate mapping for denoising through patch-wise training due to dark shading. Thus, the mapping dilemma between \( E(D_n) \) and clean image \( D_c \) will lead to complicated data mapping from noisy image \( D_n \) to clean image \( D_c \).

We will intuitively show this mapping dilemma with the help of an example shown in Fig. 3. The dark scene represents an image collected in a dark environment and the corresponding dark shading is shown on the right. The red patches are cropped from the dark scene and the yellow patches are corresponding dark shading at the same location. The blue patches are the result of applying DSC to the red patches. The sky blue patches represent the data expectation of the noisy image without dark shading. The black target patch corresponds to the clean counterpart of the dark scene patches, which are all zeros in this example.

For the data containing zero-mean noise in the ideal assumption, the mapping target is the expectation of the data. However, when such a mapping is applied to the real noise, the mapping target contains the corresponding dark shading. If we directly force the mapping target to be a clean target (black patch in this example), it will be equivalent to taking the dark red path, where the mapping dilemma will arise. Since the receptive field of the convolutional neural network is limited, without global position information, we cannot treat dark shading at different positions differently, nor can we use the same mapping to correct all the spatial patterns caused by dark shading. Conversely, if we apply DSC to the real noise first, it will be equivalent to taking the light green path, where the data mapping will no longer be disturbed by the dark shading. Since the above mapping dilemma no longer exists, the complexity of data mapping will be greatly reduced.

Previous learning-based methods believe that convolutional neural networks, a collection of local operations, can be used to fit data pairs to remove pattern noise caused by dark shading, but this is practically impossible in principle. Thus, it is extremely important to correct the spatial variant dark shading before denoising in a learning-based denoising method.

By reducing the mapping complexity through DSC, the mapping relationship among the paired real data will be easier to learn, which promotes the denoised images with exact colors.

The procedure of DSC. In this part, we will introduce the procedure of dark shading correction.

Firstly, we average 400 dark frames at different ISO to obtain the calibration materials of dark shading based on the zero-mean property of the temporal noise. All calibration materials need to be collected in a lightless environment with an exposure time of 1/30 second.

Since we find that FPN is clearly linear with ISO while BLE has no clear mapping relationship with ISO, we extract the dark shading by fitting the regression model after getting the calibration material

\[
D_{ds} = D_{FPNk} \cdot ISO + D_{FPN} + D_{BLE}(ISO) \quad (12)
\]

where \( D_{FPNk} \) and \( D_{FPN} \) are the coefficient matrices of the FPN we need to regress in the dark shading. \( D_{BLE}(ISO) \) is the BLE at a specific ISO, which can be regarded as the global average of dark shading.

Compared with directly obtaining calibration materials at all ISO as dark shading, using a linear model to model dark shading has two advantages. Firstly, linear regression can be regarded as a regularization for dark shading, which can further reduce the
temporal variant noise that remains in the calibrated dark shading. Secondly, linear regression allows us to reduce laborious data collection, which means that collecting dark frames at partial ISO can also finish calibration. In this work, we collect dark frames for calibration only at the ISO from the set \( \{100 \times 2^n \mid n \in \mathbb{N}, 0 \leq n \leq 8\} \).

Since the relationship between BLE and ISO is not regular, we collect a dark frame at each ISO and calculate the average of the whole image as the BLE at this ISO. The error caused by the number of frames is negligible according to our experiments.

The results of the calibration have been shown in Fig. 4. The top left image is \( D_{FPNk} \) and the top right image is \( D_{FPNB} \). The chart below represents the BLE at different ISO. In the calibration procedure, calibrated BLE is first corrected to normalize the dark shading. Then we use linear regression to fit the dark shading at different ISO to obtain \( D_{FPNk} \) and \( D_{FPNB} \). Finally, we can reconstruct the dark shading at any ISO by Eq. (12).

After obtaining the dark shading, we will correct it from the real raw images in advance. Same as dark frame subtraction \([11, 23]\), the purpose of DSC is to decouple the read noise model \( F_{\text{read}} \) into the temporal stable dark shading and the temporal variant noise, which will significantly reduce the complexity of the data mapping, so as to improve the learnability of the data mapping.

4 EXPERIMENT

In this section, we firstly present the experimental setting including implementation details and compared methods. Secondly, we compare our method against prior art with quantitative and visual results on the SID dataset \([7]\) and ELD dataset \([44]\). Then we conduct comprehensive ablation studies for an in-depth analysis of our SNA and DSC. Finally, we evaluate our method on a smartphone camera to demonstrate the generalization of our method.

4.1 Experimental Setting

**Implementation details.** We use the same UNet-like \([37]\) architecture as SID and preprocess raw images in a similar way to ELD. We use the SID Sony set for training. The long-exposure raw Bayer images are used to create synthetic data for comparison. The Sony set in both SID dataset and ELD dataset are used for validation.

Our framework has been shown in Fig. 2. DSC is applied to the noisy raw images and SNA is only used for training, there is a 1/4 probability that the training data pairs will not be augmented by SNA. The calibration is based on a Sony A7S2 camera, which has the same sensor as the public datasets but not the same camera. We pack the raw Bayer images into four channels, and sample 8 non-overlapped \( 512 \times 512 \) patches with rotation and flipping augmentation each image as a batch. We visualize the raw images as sRGB images for viewing through Rawpy (a Python wrapper for LibRaw) with the metadata of reference images following the existing works \([7, 44]\).

Our implementation is based on PyTorch. We train the models with 1800 epochs using Adam optimizer \([21]\) and \( L_1 \) loss. The learning rate will vary with iterations like SGD \([28]\). The base learning rate is set to \( 2 \times 10^{-4} \) and the minimum learning rate is set to \( 10^{-5} \). The optimizer restarts every 600 epochs and the learning rate is halved on restarts.

**Compared methods.** In order to demonstrate the reliability of our strategy, we compare our approach with:

- The model trained with synthetic data based on different noise models, including Poisson-Gaussian (P-G) \([10]\) and ELD \([44]\), which is the classical method for low-light raw denoising.
- The model trained with the data combines noise modeling and sampled real noise proposed by SFRN \([46]\), which is the state-of-the-art method before our work.
- The model trained with paired real data proposed by SID \([7]\), for which our learnability enhancement strategy needs to serve.

The results of P-G, ELD, and Paired data are implemented from the code and weights released by the open-source project. Since the training code and weights of SFRN have never been released, we reproduced the results of SFRN with the help of the authors and the results of the experiments have been confirmed by the authors.

4.2 Results on ELD and SID Datasets

Table 1 summarizes the denoising performances over different exposure ratios of the denoising model trained with the data coming from different data formation models. Fig. 5 and Fig. 6 have shown the comparisons on ELD dataset and SID dataset respectively.

The model trained with synthetic data cannot completely remove the complicated real noise. The P-G model is far from the real noise distribution, so the performance is underdeveloped. ELD considered FPN and BLE, but it still deviates from the noise model, so there is color bias and residual noise. Although SFRN sampled real read noise, the patch-wise method cannot address the problem of dark shading inherently. The paired real data, despite containing real noise, is too fragile in learnability that the model cannot learn the accurate data mapping at all. By applying our learnability enhancement strategy to paired real data, the denoising performance gets a significant improvement in both quantitative results and visual comparison. As shown in Fig. 5 and Fig. 6, our method can provide clean denoising results with the clearest texture and the most exact color.

The backbones of these models are all consistent, and their training settings are similar, so their performance differences only depend on the training data. The final performance of the model is
Table 1: Quantitative results (PSNR/SSIM) of different methods on the ELD dataset and SID dataset with different exposure ratios. The red color indicates the best results and the blue color indicates the second-best results.

| Dataset | Ratio | P-G      | ELD      | SFRN      | Paired data | Ours      |
|---------|-------|----------|----------|-----------|-------------|-----------|
|         |       | PSNR / SSIM | PSNR / SSIM | PSNR / SSIM | PSNR / SSIM | PSNR / SSIM |
| ELD     | ×100  | 42.05 / 0.872 | 45.45 / 0.975 | 46.02 / 0.977 | 44.47 / 0.968 | 46.50 / 0.985 |
|         | ×200  | 38.18 / 0.782 | 43.43 / 0.954 | 44.10 / 0.964 | 41.97 / 0.928 | 42.51 / 0.973 |
| SID     | ×100  | 39.44 / 0.890 | 41.95 / 0.963 | 42.29 / 0.951 | 42.06 / 0.955 | 43.16 / 0.960 |
|         | ×250  | 34.32 / 0.768 | 39.44 / 0.931 | 40.22 / 0.938 | 39.60 / 0.938 | 40.92 / 0.947 |
|         | ×300  | 30.66 / 0.657 | 36.36 / 0.911 | 36.87 / 0.917 | 36.85 / 0.923 | 37.77 / 0.934 |

Figure 5: Raw image denoising results on images from the ELD dataset. (Best viewed with zoom)

Figure 6: Raw image denoising results on images from the SID dataset. (Best viewed with zoom)

significantly impacted by changes in the learnability of the data mapping.

The performance of synthetic data is gradually improving as the noise modeling methods approximate the real noise model. SFRN addressed the limited data volume from the standpoint of synthetic data. The increase in learnability brought about by the growth of the data volume led to its success. Our learnability enhancement strategy proposes a different approach, not only increasing the limited data volume through SNA but also reducing the noise complexity through DSC. Proposing a comprehensive solution for learnability enhancement on paired real data enables our method to surpass previous work.

4.3 Ablation Study

To study the contribution of each module we proposed, we compare the performance of models trained without SNA or DSC respectively. Table 2 summarizes the quantitative results of the networks trained with the data from different training schemes. Fig. 7 shows a representative comparison of our ablation study.

Paired real data without any learnability enhancement appears blurry and noisy. The fragile learnability makes it difficult to learn an accurate mapping from a noisy image to its clean counterpart.

SNA brings a small improvement in quantitative results while it promotes the denoised images with clear texture. The improvement of visual quality is attributed to the more precisely fitting brought about by the growth of data volume. However, the mapping
dilemma still exists, which induces the model to overfit a biased mapping under the augmentation of SNA.

DSC brings a large improvement in quantitative results while it promotes the denoised images with exact color. The improvement of quantitative results is attributed to the reduction of mapping complexity brought about by the correction of dark shading. However, DSC cannot significantly improve the denoising precision, which needs to rely on more precise fitting.

The best performance is achieved using our learnability enhancement strategy. SNA focuses on improving the mapping precision while DSC focuses on reducing the mapping complexity. The combination of DSC and SNA constitutes our learnability enhancement, and it achieves the best quantitative results and visual quality.

4.4 Results on Real Imaging Scenarios

Since our method depends on the paired real data, we collected a small low-light denoising dataset referring the existing works [1, 7, 35, 42, 44] by RedMi K30, a smartphone with an IMX686 sensor, to evaluate the generalization of our method. All noisy images were collected at maximum analog gain corresponding to ISO-6400. The images shown in Fig. 8 are equivalent to the digital gain being set to 8. Fig. 8 has shown the comparisons on real imaging scenarios. The results are consistent with our comparative experiments on the SID dataset and ELD dataset. Our method still achieve the best denoising results with the clearest texture and the most exact colors, which demonstrate the high generalization of our method.

5 CONCLUSION

In this paper, we introduce a new perspective to reform paired real data according to noise modeling. Our learnability enhancement inherently addresses the learnability bottleneck of paired real data through noise model decoupling. Two efficient techniques: shot noise augmentation and dark shading correction help the network efficiently learn the data mapping by increasing the data volume and reducing the noise complexity respectively. Extensive experiments on the public datasets and real imaging scenarios collectively demonstrates the state-of-the-art performance of our method.
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