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Abstract

While recent deep deblurring algorithms have achieved remarkable progress, most existing methods focus on the global deblurring problem, where the image blur mostly arises from severe camera shake. We argue that the local blur, which is mostly derived from moving objects with a relatively static background, is prevalent but remains under-explored. In this paper, we first lay the data foundation for local deblurring by constructing, for the first time, a local-deblur (LODE) dataset consisting of 3,700 real-world captured locally blurred images and their corresponding ground-truth. Then, we propose a novel framework, termed blur-aware deblurring network (BladeNet), which contains three components: the Local Blur Synthesis module generates locally blurred training pairs, the Local Blur Perception module automatically captures the locally blurred region and the Blur-guided Spatial Attention module guides the deblurring network with spatial attention. This framework is flexible such that it can be combined with many existing SotA algorithms. We carry out extensive experiments on REDS and LODE datasets showing that BladeNet improves PSNR by 2.5 dB over SotAks for local deblurring while keeping comparable performance for global deblurring. We will publish the dataset and codes.

1. Introduction

How to improve the quality of images is an active research topic in recent decades, especially with the emergence of digital imaging devices \cite{11, 19}. Among all issues, image blur is one of the commonest flaws in real-world cases, which is typically caused by moving cameras or objects. Before the era of deep learning, many deblurring approaches had been proposed to solve the problem by estimating blur kernels explicitly \cite{31, 9}. The assumption behind is that there are well formulated blur kernels that turn a sharp image into a blurred counterpart. Unfortunately, the blur kernel usually fails to model the real-world blur caused by complex motion. Recently, the emergence of deep convolutional neural networks (CNNs) \cite{15} has made it possible to learn from data automatically without specifying the underlying blur kernels. With its powerful feature learning capability, deep CNN-based deblurring approaches \cite{23, 12, 13} achieves significant improvement over the non-deep ones.

Despite the tremendous progress it has made, we argue that most previous deep learning based methods focus on global deblurring, in which the global blur mostly caused by camera shake is dominant (Figure 1(a)). The local deblurring problem, where the local blur mostly caused by moving objects is dominant (Figure 1(b)), is still under-explored. The global blur typically happens when one captures images with moving cameras while the local blur mostly happens when one snapshots moving objects with relatively static cameras. It is worth noting that in real-world scenarios, blurred images usually contain mixed types of blur, and we distinguish global and local deblurring problems by looking at which type of blur is dominant. We also conduct statistical analysis (Section 5.1) to show the
The absence of deep local deblurring investigation is twofolded: first, existing deblurring datasets such as GOPRO [23] and REDS [22] are captured with severe and deliberate camera shake, making most of the images globally blurred (Figure 1(a)). Second, most deep models neglect the characteristics of local blur. More importantly, we discover that these two tasks are intrinsically different such that a successful global deblurring approach may perform poorly for local deblurring. As illustrated in Figure 1(c-d), SotA global deblurring method SDNet [33] achieves only 29.85dB in PSNR while our proposed local deblurring approach yields 31.35dB in PSNR with a much sharper result.

The local blur is ubiquitous in daily life. For example, a surveillance camera is usually static while the objects of interest (say, a moving car or person) are moving fast, or one uses a cellphone to snapshot a key moment in a sports game. The broad occurrence of local blur and the poor performance of current deblurring approaches for this task motivate us to investigate local deblurring deeper. In particular, we address this issue from data and model perspectives. Data is the foundation of deep learning based approaches. Since existing datasets [23][22] fail to facilitate relevant studies on local deblurring, we construct a large-scale dataset for local deblurring (LODE) by high-frame-rate cameras. We capture moving objects with a relatively static camera. This way ensures that the image is locally blurred since the background is relatively clear while the moving objects are blurred. LODE has 3, 700 (and is still increasing) blurred images from various scenes, together with ground truth (sharp images captured in high frame rate). To the best of our knowledge, LODE is the first dataset for local deblurring.

From the model perspective, we correspondingly propose a novel blur-aware deblurring network (BladeNet) where a novel local blur synthesis (LBS) module for local blurred training data generation is presented. It utilizes an auxiliary dataset equipped with object segmentation masks to generate synthetic images with local blur. This procedure enables training of a local deblurring model even when local blurry training images are unavailable. In addition, we further introduce a local blur perception (LBP) module and a blur-guided spatial attention (BSA) module. The blur perception module captures the blur region and predicts the probability map of the blurred area, such that local blur areas could be restored and backgrounds are kept sharp. The blur-guided spatial attention module uses the segmentation mask trained in the data synthesis module as a supervision signal to guide the spatial-attention to focus on those locally blurred areas. Both modules contribute to the performance improvement for local deblurring. Based on BladeNet, the PSNR is improved by about 2.5 dB for the local deblurring task, compared to the SotAs for deblurring, while still comparable to them for global deblurring. In summary, our contributions are fourfolds:

1. We demonstrate that local deblurring is intrinsically different from global deblurring. The successful SotAs for global deblurring may perform poorly for local deblurring.
2. We construct a local deblurring dataset LODE with real-world captured locally blurred images and sharp ground truth. To our best knowledge, LODE is the first benchmark dataset for the local deblurring task.
3. We propose a novel BladeNet for deep local deblurring. It consists of a data synthesis method, a blur perception module and a blur-guided spatial attention module, all of which are designed based on the characteristics of local blur. BladeNet is a flexible framework and combining it to current SotAs can further improve their performance.
4. We carry out extensive experiments for image deblurring. The results show BladeNet improves the PSNR by about 2.5 dB over the SotAs for local deblurring, while showing comparable performance for global deblurring.

2. Related Works

2.1. Image Deblurring

Traditional deblurring methods model the blurring process as the convolution between a latent sharp image and a blur kernel [21][9] and try to retrieve both latent sharp image and blur kernel from the degraded blur image. These methods usually design hand-crafted image priors such as total variation [2] or heavy-tailed gradient prior [27] to regularize the inverse problem optimization. However, they are usually unrealistic and fail to capture the complex motion blur in real-world blurred images.

Recently, with the rapid development of deep learning, kernel-free learning-based methods [23][12][13][6][33][25][28][32][34][18][35][36][10] have been proposed. These methods use end-to-end deep networks to directly learn a mapping from a blurred image to a sharp one and achieve much superior performances. Nah et al. [23] propose a multi-scale CNN with adversarial loss in a coarse-to-fine manner. Gao et al. [6] propose a principled parameter selective sharing scheme. Zhang et al. [33] propose a stacked multi-patch network for faster inference. Deformable convolution [3] has also been introduced in [25][32] to capture the spatial variant blur. Meanwhile, other deep architectures such as Recurrent neural networks (RNNs) and Generative Adversarial Networks (GAN) have also been used for image deblurring [14][30][13][18][35]. Among these methods, Zhang et al. [34] formulate the deblurring process by an infinite impulse response (IIR) model and propose a novel end-to-end trainable spatially variant RNN for dynamic scene deblurring, while Tao et al. [30] propose a scale-recurrent network for deblurring task with less parameters. Other works use unsupervised methods and therefore
do not rely on paired data. Kupyn et al. [12] utilize a GAN [8] network for deblurring with perceptual loss and further improve it with Feature Pyramid Network (FPN) [13]. Lu et al. [18] propose a CycleGAN-like unsupervised method for domain-specific deblurring based on disentangled representations with KL divergence loss.

While the aforementioned methods have achieved remarkable progress, most deep learning based works only consider the global blur. Although few attempts have been made to address the local motion blur, they are limited within the scope of localized kernel estimation, where deep learning based local deblurring still remains in blank.

2.2. Deblurring Datasets

Early deblurring datasets [16, 29, 1] mainly consist of synthetic images with manually created blur kernel and are only used for evaluation. Levin et al. construct 32 test blur images using four latent sharp images and eight uniform blur kernels. Sun et al. [29] extend the blurred image set with sampled images from PASCAL VOC 2010 dataset [4] and 73 possible motion kernels. Meanwhile, Chakrabarti et al. [11] generate motion kernel by fitting spines on a grid and construct blurred image set with global kernel and sharp image patches from PASCAL VOC 2012 dataset [5]. Gong et al. [17] generate blurred images with motion flow maps simulated from artificially created 3D motion trajectory and BSD500 dataset [20]. Kupyn et al. [12] generate the blurred image with an image motion trajectory by Markov process. However, these datasets are unrealistic as they deviate far from the real-world scenarios. In order to obtain realistic blurred images while also facilitate learning-based methods, large-scale deblurring datasets [14, 23, 22] have been proposed using a high-speed camera recorded from realistic scenes. Nah et al. [23] release the GOPRO dataset collected by GOPRO4 Hero Black camera which is composed of over 3000 images generated from 33 high frame rate videos. In order to provide blurred-sharp image pairs for deep model training, sharp frames captured by the high-speed camera are adopted as groundtruth and consecutive video frames are blended to generate the blurred images. Further, Nah et al. [22] release REDS dataset captured by GOPRO Hero6 Black camera which is composed of over 30000 blurred-sharp image pairs generated from 300 high frame rate videos. While these datasets greatly boost the development of deep learning based methods, they mostly focus on the global blur dominated by severe camera shake. The local deblurring problem, in terms of both dataset and architecture, is largely neglected and lagging behind.

3. Local Deblurring Dataset

Data is the foundation of deep learning based approaches. Since there is no local deblurring dataset for training and evaluation, we propose the first real-world local-deblur (LODE) dataset to facilitate relevant research. Different from previous datasets such as GOPRO or REDS where the images are dominated by global blur (which are mostly derived from deliberate camera shake), the proposed LODE focuses more on the local blur mostly caused by moving objects while the background is relatively sharp. LODE consists of 3, 700 images in $1920 \times 1080$ resolution recorded from various scenes. We briefly introduce the LODE dataset and more details can be found in the supplementary material.

Recording: We record over 3, 700 high-frame-rate (250 fps) video clips using a Sony ZV-1 camera under the program auto mode. Each video clip is 3 seconds long. We set the Sony SteadyShot mode on and record carefully to keep the background static and ensure each video clip contains at least one moving object. Our background scenes include parks, zoos, aquariums, rivers, streets, libraries, playgrounds, shopping centers, etc. The moving objects include people, bicycles, cars, other vehicles, various animals and other items. The recording time covers day and night with different illumination conditions.

Blur synthesis: Following previous works [23, 22], we generate blurred images by averaging consecutive $M$ frames which are randomly sampled from the recorded video clips. We set the frame sequence length $M$ as an odd number randomly sampled from 7 to 13, then we set the mid-frame as the corresponding sharp latent image (ground truth). No compression or downsampling is made and the images have the same resolution as the recorded videos. We also calibrate the non-linear Camera Response Function (CRF) following [23]. Both video clips and the generated blurred-sharp image pairs will be released publicly.

Partition: LODE is composed of 2, 700 image pairs as the training set and 1, 000 image pairs as the validation set. Each image is generated from a different video. We make sure that there is no overlap of source videos between the training and validation sets.

4. Blur-aware Deblurring Network

Given a locally blurred image, we wish the deep network can effectively perceive the blurred region and pay more attention to those local regions. To achieve this goal, we propose the Blur-aware Deblurring Network (BladeNet). BladeNet is mainly composed of a Local Blur Synthesis (LBS) module for locally blurred image generation, a Local Blur Perception (LBP) module for blur region prediction, and a main deblurring network equipped with Blur-guided Spatial Attention (BSA) module for localized deblurring. The whole BladeNet architecture is illustrated in Figure 2.
4.1. Local Blur Synthesis Module

We firstly propose a simple yet generalizable Local Blur Synthesis (LBS) method that can effectively generate synthetic local blurred images for training. Unlike previous blurred image synthesis methods that generate blurred images using synthetic blur kernels, we focus on the local blur generation and we resort to an auxiliary dataset with high-quality segmentation annotation. Such datasets can be easily found in segmentation tasks such as PASCAL VOC [4, 5] and MS COCO [17]. With the segmentation mask, we can crop various objects from the auxiliary dataset and create corresponding movements to generate local motion blur. In practice, we choose PASCAL VOC 2012 as an auxiliary dataset and REDS as a background image dataset.

For each synthetic image with local blur, the Local Blur Synthesis module takes one sharp image from REDS as background and two cropped images from PASCAL VOC 2012 as moving objects. With the pixel-level segmentation annotation, the cropped images will not introduce any irrelevant visual content. Due to the mismatch in resolution between REDS and PASCAL VOC 2012, we rescale the cropped object patches by 1.2 so that they will not be too small. Then we follow a similar blurred image generation process described in Section 3. To be specific, we randomly choose an initial position for each object on the background image. Then we simulate the movement of these objects through 3 different transformations. Assume that the objects move in a 3-dimensional space formed by the plane of image (x and y axis) and axis perpendicular to the image plane (z axis). We use translation of the objects on image to simulate the movement along x and y axis, use scaling to simulate the movement of objects along z axis and use rotation to simulate the rotation of the object. For synthetic local blur generation, we first create a trajectory with length \(L\) where \(L\) is randomly selected as an odd number ranging from 7 to 13. At each step in the trajectory, the three pre-defined transformations and their order are randomly selected to create a synthetic frame. Finally, the locally blurred synthetic images \(I_{LBS}\) is generated by averaging the synthetic frames along the trajectory, and the middle sharp synthetic frame is taken as ground-truth latent image \(I_{Sharp}\). We also keep the synthetic object segmentation mask and denote as \(M_{seg}\).

In order to enhance the generalizability of the LBS module and avoid overfitting, we also paste some static cropped objects to the background at fixed position. In this way, the model trained on the synthetic data will be forced to focus on those locally blurred objects, rather than any object that stands out of the background content. It is also worth noting that the proposed LBS Module holds several advantages. Firstly, since both sharp background images and object images with segmentation annotation can be easily acquired, the LBS is free of any extra cost. Secondly, the LBS is a uni-
versal and generalizable data synthesis method. The combination of diverse backgrounds and various objects with different motion enables the LBS to create as many synthetic images as possible, and largely improves the generalizability of the deep networks trained on them. Finally, since the segmentation annotation can be acquired along with the moving objects, it can provide extra information for deep networks training. We will show that fully exploiting such information with specially designed modules will be enormously beneficial for deep networks for local blur perception.

4.2. Local Blur Perception Module

According to the characteristics of local blur, we propose the LBP module to automatically perceive and localize the blurred region. The LBP module has a structure of a U-Net. It takes a locally blurred image $I_B \in \mathbb{R}^{C \times H \times W}$ and predicts a probability map $M_{LBP} \in \mathbb{R}^{2 \times H \times W}$ indicating whether a pixel belongs to a locally blurred region or not. Then the probability map from LBP is concatenated with the original blurred image $I_B$ and sent to the main deblurring network. Since we have the pixel-level segmentation mask $M_{seg}$ of the synthetic blurred objects generated from the LBS Module, we train the LBP Module with pixel-level supervision and a pixel-wise Binary Cross Entropy loss is adopted as follows,

$$L_{LBP} = \text{CrossEntropy}(M_{LBP}, M_{seg})$$ (1)

In practice, we first train the LBP module independently to equip it with the blur perception capability. Then we fine-tune the LBP module jointly with the main deblurring network so that local blur information will be better captured and improve the local deblurring performance.

4.3. Blur-guided Spatial Attention Module

Apart from training an independent LBP module to provide possible locally blurred regions, we also design a Blur-guided Spatial Attention (BSA) module to guide the main deblurring network to focus on those locally blurred regions. Specifically, the main deblurring network also has a structure of a U-Net. Given a feature map $F \in \mathbb{R}^{C \times H \times W}$, the spatial attention first generates the attention map as follows

$$M_{SA} = \text{Sigmoid}(\text{Conv}_{7 \times 7}(F)) \quad M_{SA} \in \mathbb{R}^{1 \times H \times W}$$ (2)

Then the attention map attends to the original feature map so that important regions, which are locally blurred regions in our case, are highlighted:

$$F_{Att} = F \odot M_{SA}$$ (3)

where $\odot$ denotes element-wise multiplication. While ordinary attention module learns the important regions implicitly, thanks to the segmentation mask produced by the LBS module, we are able to explicitly supervise the spatial attention to focus on those locally blurred regions. In practice, we keep the first three downsampling stages in the U-Net unchanged to maintain the capability of global deblurring. Then we add blur-guided spatial attention in the last three upsampling stages to highlight local deblurring. If we denote $M_{SA}^i \in \mathbb{R}^{1 \times H_i \times W_i}$ as the attention map at $i^{th}$ layer, where $H_i, W_i$ are the feature map’s shape, we first upsample the feature map to the original input spatial size $[H_0, W_0]$, then we add them together and supervise them with the segmentation mask:

$$L_{BSA} = L_{DICE}\left(\sum_i \text{upsample}(M_{SA}^i), M_{seg}\right)$$ (4)

where $L_{DICE} = 1 - \frac{2|\sum_i M_{SA}^i \cap M_{seg}|}{|\sum_i M_{SA}^i| + |M_{seg}|}$ denotes the DICE loss [21]. More network details can be found in the supplementary material.

4.4. Training Strategy

In practice, we first train the LBP module independently. Then we train the BSA-equipped main deblurring network and the LBP module alternatively, that is, we first fix the LBP module and train the main deblurring network with mean square error (MSE) loss $L_{MSE}$, then we train the entire BladeNet using the synthetic data generated by LBS module with the following loss,

$$L = \lambda_1 L_{MSE} + \lambda_2 L_{LBP} + \lambda_3 L_{BSA}$$ (5)

5. Experiments

We first evaluate and analyze the differences between previous global deblurring datasets and the proposed LODE dataset. Then we conduct extensive experiments to show
Table 1. Comparison of different deblurring datasets.

| Dataset     | Levin et al. [16] | Lai et al. [14] | GOPRO [23] | REDS [22] | LODE |
|-------------|-------------------|-----------------|------------|-----------|------|
| Synthetic/Real | Synthetic          | Real            | Real       | Real       | Real |
| Blur Type    | global            | global          | global     | global     | local|
| Lateral Images| 4                 | 100             | 3214       | 30000      | 3700 |
| Blurred Images| 32                | 100             | 3214       | 30000      | 3700 |
| Kernels / Trajectories| 8                 | 100             | Camera     | Camera     | Camera|
| Frame Per Second| -                 | -               | 240        | 120 (virtual 1920) | 250  |
| Scenes       | 4                 | 100             | 3214       | 30000      | ≥ 50 |
| Resolution   | 255 × 255         | ≤ 900 × 1200    | 720 × 1280 | 720 × 1280 | 1080 × 1920 |

Table 2. Main results on LODE dataset. All comparison results are generated using the publicly available codes.

| Method              | SRN-Deblur [30] | DPSR [36] | SDNet [33] | DeblurGAN-V2 [13] | BladeNet− | BladeNet | BladeNet+ |
|---------------------|-----------------|-----------|------------|-------------------|-----------|----------|-----------|
| PSNR                | 30.71           | 31.84     | 31.41      | 27.29             | 31.89     | 34.12    | 34.36     |
| SSIM                | 0.9219          | 0.9241    | 0.9321     | 0.8691            | 0.9382    | 0.9467   | 0.9487    |

Figure 4. Visual comparison of BladeNet on Local Deblurring. The results show that the proposed three modules can greatly recover the blurred details. (e.g. ‘YONEX’ letters in the last row.)

that the proposed BladeNet is able to significantly outperform previous methods and largely improve the local deblurring performance.

5.1. Statistical Analysis of LODE Dataset

The main feature of the proposed LODE dataset is the local blur that mostly derives from object motion. In order to quantify this characteristic statistically, we compare the blurred region area between previous global deblurring datasets [23, 22] and the LODE dataset. Intuitively, globally blurred images are dominated by the global camera shake, thus the blur covers a large portion of the whole image. On the other hand, the locally blurred images are mostly degraded by the local object motion, thus only a small fraction of pixels are involved. In practice, we first define blurred area ratio as \( \frac{\text{area of blurred region}}{\text{area of the image}} \) where the blurred region is defined as pixels whose optical flow norm is larger than a certain threshold. Then we can plot the blurred area ratio with respect to the optical flow threshold and the result is shown in Figure 3. For each dataset, we randomly select a sequence of 2 frames on each 120 fps REDS video and a sequence of 3 frames on each 240 fps GOPRO video and 250 fps LODE video to avoid the impact from frame rate differences. We use Deepflow in OpenCV to calculate optical flow. As shown in Figure 3, the global deblurring datasets such as GOPRO and REDS have large blurred area ratio even when the threshold is high, indicating that blur caused by large global motion (i.e. severe camera shake) is dominating. On the other hand, the curve of LODE dataset shows a long-tailed distribution, indicating that only a small frac-
Table 3. Performance comparison between the original REDS dataset and REDS+VOC generated by LBS module.

| Method       | Evaluation on LODE | Evaluation on REDS |
|--------------|--------------------|--------------------|
|              | REDS               | REDS+VOC           | REDS               | REDS+VOC           | PSNR | SSIM | PSNR | SSIM |
| SRN [30]    | 30.71              | 0.9219             | 31.67              | 0.9249             | 31.26 | 0.8922 | 30.74 | 0.8771 |
| DPSR [36]   | 31.84              | 0.9241             | 31.98              | 0.9242             | 25.72 | 0.7531 | 25.76 | 0.7546 |
| SDNet [33]  | 31.41              | 0.9321             | 33.18              | 0.9415             | 31.34 | 0.8928 | 30.20 | 0.8722 |
| DeblurGan-V2 [13] | 27.29       | 0.8691             | 29.48              | 0.9033             | 26.66 | 0.7823 | 26.31 | 0.7704 |
| BladeNet     | 31.89              | 0.9382             | 33.63              | 0.9463             | 30.40 | 0.8737 | 30.59 | 0.8741 |

Figure 5. Visual comparisons of with LBP module (REDS+VOC) and without LBP module (REDS).

Comparison with state-of-the-art methods. We compare the proposed BladeNet with state-of-the-art methods on the LODE dataset to investigate their performances on the local deblurring problem. The BladeNet−, BladeNet, BladeNet+ denote the proposed BladeNet without LBS, LBP and BSA modules, the standard BladeNet, and the BladeNet further finetuned on LODE, respectively. The result in Table 2 shows that the proposed BladeNet is able to outperform previous SotA methods by a large margin (2.5 dB in PSNR) on the local deblurring problem even without accessing to any locally blurred training data. Moreover, finetuning on LODE will further improve the local deblurring performance.

5.2. BladeNet Performance

Implementation detail. We train the BladeNet for 400 epochs with Adam optimizer and initial learning rate 0.001 decayed by 0.5 every 100 epochs. The hyperparameters $\lambda_1, \lambda_2, \lambda_3$ are set to 1.0, 0.25, 0.01 respectively. For baseline methods, we follow their origin settings and use their public available codes to produce corresponding results. More details can be found in the supplementary material.
Table 4. Ablation study for LBP and BSA modules

| Method       | PSNR  | SSIM  |
|--------------|-------|-------|
| w/o LBP/BSA  | 33.63 | 0.9463|
| LBP Only     | 33.88 | 0.9432|
| BSA Only     | 33.92 | 0.9458|
| LBP+BSA      | 34.12 | 0.9467|

Table 5. Result of LODE finetuning.

| Methods         | Train on REDS+VOC | Finetune on LODE |
|-----------------|-------------------|------------------|
|                 | PSNR                  | SSIM     | PSNR                  | SSIM     |
| SRN [30]        | 31.67 0.9249          |          | 33.18 0.9338         |
| DPSR [36]       | 31.98 0.9242          |          | 32.35 0.9301         |
| SDNet [33]      | 33.18 0.9415          |          | 33.67 0.9394         |
| DeblurGan-V2 [13]| 29.48 0.9033          |          | 31.28 0.9228         |
| BladeNet (Ours) | 34.12 0.9467          |          | 34.36 0.9487         |

Effectiveness of Local Blur Synthesis. In order to prove the effectiveness and generalizability of the LBS module on local deblurring problem, we show by experiments that LBS module can not only greatly promote the performance, but is also a universal strategy that can be easily combined with other SotA methods. The result in Table 3 demonstrates that the LBS module (denoted as REDS+VOC) is able to bring significant improvements (a largest of 2.2dB in PSNR) on the local deblurring task while it is also beneficial for global deblurring. Meanwhile, since LBS requires no locally blurred data for training, it brings a free lunch for both local and global deblurring. Finally, we provide the qualitative comparison in Figure 3. The results show that previous SotAs often fail to restore the latent sharp images from the locally blurred ones. By contrast, the LBP-produced training data largely improves the visual quality, especially on common moving objects like cars (1st row) and persons (3rd row).

Effectiveness of Local Blur Perception and Blur-guided Spatial Attention. To verify the effectiveness of the proposed LBP and BSA modules, we conduct component analysis as illustrated in Table 4. The results show that both LBP and BSA contribute a large portion to the total improvements. Moreover, we provide the LBP and BSA’s output in Figure 2 and show that both LBP and BSA are able to localize those blurred moving objects effectively and accurately. Note that both LBP and BSA are only trained with synthetic data generated by LBS, but they generalize well on realistic scenes, as they can effectively neglect those static objects and focus on those moving blurred objects. Finally, we investigate a common yet challenging scenario: nighttime deblurring as illustrated in Figure 7. The results show that LBP can protect the original images from being over-deblurred.

Finetuning on LODE. We further finetune various methods on LODE dataset. Table 5 shows that while LBS-generated synthetic data is beneficial for local deblurring, finetuning on LODE training set can further improve the local deblurring performance, which is also in accordance with our intuition.

6. Conclusion

In this paper, we raise the attention to the local deblurring problem and demonstrate that local deblurring is intrinsically different from global deblurring investigated by previous works. To tackle the local deblurring problem, we introduce the first real-world local deblurring dataset LODE. We further propose BladeNet which is designed based on the properties of local deblur. The BladeNet is composed of three components: the Local Blur Synthesis Module which generates synthetic locally blurred image, the Local Blur Perception Module which detects and localizes the blur region and the Blur-guided Spatial Attention Module which highlights the blur region for the deblurring network. We analyze the LODE’s characteristics on the local deblurring problem and demonstrate by extensive experiments the superiority of the proposed BladeNet. We believe the proposed LODE dataset and the BladeNet framework will shed light on the local deblurring problem and further facilitate related research on this topic.
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A. LODE Dataset

We first introduce the calibration details for LODE dataset generation. Then we present image samples in the LODE dataset to give a intuitive comprehension of local blur.

A.1. Calibration

When averaging sharp frames captured by high-speed camera to generate blurred images, calibration is a necessary procedure. The reason that we could average sharp frames for blurred image generation is that during the exposure, the blurred sensor signal can be seen as an integral of sharp sensor signals over time. Then the sensor signal is transformed into RGB pixel values by a non-linear Camera Response Function (CRF). The whole process can be expressed as follows:

\[ B = g \left( \frac{1}{T} \int_{t=0}^{T} S(t) \, dt \right) \approx g \left( \frac{1}{M} \sum_{i=0}^{M-1} S[i] \right) \quad (6) \]

Where \( B \) denotes the synthetic blurred frame. \( T, M \) denotes the exposure time and the number of sampled frames respectively. \( S(t), S[i] \) denotes latent frame at time \( t \) and \( i \)-th sampled latent frame in the sensor space respectively. Then the CRF \( g \) transforms \( S[i] \) into RGB pixel values \( S[i] = g(S[i]) \).

Since the non-linear CRF is unknown to us, we estimate the nonlinear CRF by a common practice \cite{23}:

\[ g(x) = x^{1/\gamma} \quad (7) \]

where \( \gamma \) is set to 2.2. With the estimated CRF, we convert the observed RGB pixel values \( S[i] \) into sensor signal space \( S[i] = g^{-1}(\hat{S[i]}) \) and generate the blurred sensor signal by averaging the latent sharp ones \( S[i] \). Finally the blurred RGB image is obtained by converting the blurred sensor signal back to the RGB space.

A.2. Samples in the LODE dataset

We present several samples in LODE dataset from various scenes shown in Fig \[9\]. We show that the proposed LODE dataset is diverse and realistic. Most of the samples are from the daily life scenes, which makes it practical for real-world applications. It also includes various scenes from daytime to nighttime, from outdoor to indoor, so that it can fully investigate the generalizability for different deblurring algorithms.

B. BladeNet

B.1. Detailed Network Structure

As mentioned before, the LBP module and the main deblurring network in BladeNet both has a U-Net structure. The detailed network architectures can be found in Fig \[8\]. The U-Net adopted here has four downsampling blocks (Down1, Down2, Down3, Down4) and four upsampling blocks (Up1, Up2, Up3, Up4). The downsampling block structure is ‘Maxpool-Conv-BN-ReLU-Conv-BN-ReLU’. The upsampling block structure is ‘bilinearUpsample-Conv-BN-ReLU-Conv-BN-ReLU-Concat’. For adding BSA module, we replace the block structure to ‘bilinearUpsample-Conv-BN-ReLU-Conv-BN-ReLU-BSA-Conv-BN-ReLU-Conv-BN-ReLU-Concat’ in Up2, Up3 and Up4.

It is worth noting that BladeNet is not only effective on local deblurring, but is also computationally efficient. It has 40.8M parameters, which is comparable or even less compared to state-of-the-art methods (SRN(33.6M), SDNet(86.8M)), with much superior local deblurring performance.

B.2. Implementation Detail

All experiments are implemented using PyTorch 1.0.1 and conducted on a server with Intel(R) Xeon(R) E5-2660 CPU and 8 NVIDIA GeForce 2080 Ti GPUs.

For BladeNet (BladeNet without the LBS, LBP and BSA modules, only the main deblurring network) training, we use REDS \cite{22} as training data and mean square error (MSE) loss to train the network. For BladeNet training, we use REDS combined with the REDS+VOC synthetic data generated by LBS module as training data. We first train the LBP module for 100 epochs. An alternating training strategy is adopted where each training epoch is equally divided into two stages: 1) we use REDS images as training data and adopt MSE loss in the first stage. 2) We use the synthetic REDS+VOC images along with their segmentation masks generated by the LBS module as training data and adopt MSE loss and DICE loss \cite{21} in the second stage. Then we train the BSA module with synthetic images and segmentation masks with pixel-wise Binary Cross Entropy loss independently for 100 epochs. Finally, we jointly train the whole network with the same alternating strategy as mentioned before for 100 epochs. For BladeNet training, we use a crop size of \( 192 \times 192 \) for REDS and REDS+VOC synthetic images, \( 256 \times 256 \) for LODE images. We use data augmentation with random 90 degree rotation and flip. For evaluation, we use whole images without any resizing and cropping.

B.3. Detailed Analysis for LBP and BSA Modules

To dig deeper into the local deblurring problem, we investigate the LBP and BSA’s performance on regions with different motion. To be specific, we evaluate the performance on small-motion regions (optical flow norm \( \leq 0.25 \), likely to contain static background) and large motion regions (optical flow norm \( > 0.25 \), likely to contain moving objects) respectively. From Table \[6\] we observe that both...
Figure 8. Detailed Structure of BladeNet.

Figure 9. Sample images from LODE dataset.
LBP and BSA yields large improvements on the large motion regions, indicating they are particularly beneficial for local motion deblurring. Besides, while BSA works better on large-motion regions and yields superior overall performance, LBP is able to protect those small-motion regions from being over-deblurred.

**B.4. More Visualization Results**

**Visual comparison of with and without LBS module.** We provide more qualitative results to verify the effectiveness of LBS. As illustrated in Fig[10], we observe that LBS can bring significant visual improvement for all baselines,
resulting in sharper and more natural results. For instance, the bicycle handle in the first row, the head in the second row, the letters in the third row, the Chinese characters in the last row all become clearer and contain less artifact compared to the baseline trained only on REDS. While most global deblurring methods perform poorly on the local deblurring problem, we analyze that the main reason may be that most previous global deblurring datasets are insufficient for solving all kinds of motion deblurring. On the other hand, the proposed LBS is universally beneficial for all deblurring methods and improves them significantly.

Visual comparison of with and without LBP/BSA module. We compare the qualitative results of BladeNet without LBP/BSA and the standard BladeNet. The result indicates that both LBP and BSA are indispensable for the local deblurring. The result in Fig 11 shows that while the LBS generated synthetic data makes the original blurred images clearer, the LBP and BSA are able to further compensate the local deblurring effect. For example, the leg of the leftmost running person on the upper left, the bicycle wheels on the upper right, the wheels of the car on the...
bottom left, the basketball on the bottom right, all become clearer when equipped with the LBP and BSA modules. The result shows that with the synthetic data and segmentation information, the particularly designed network structures also contribute greatly to the local deblurring.

**Visual comparison of LODE finetuning.** We compare the results BladeNet and BladeNet finetuned on LODE. The result in Fig 12 demonstrates that while BladeNet yields impressive local deblurring results, finetuning on LODE is beneficial for further image quality improvement.