Total Neutron Cross-Section Measurement on CH with a Novel 3D-Projection Scintillator Detector †
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Abstract: Long-baseline neutrino oscillation experiments rely on detailed models of neutrino interactions on nuclei. These models constitute an important source of systematic uncertainty, partially because detectors to date have been unable to detect final state neutrons. A novel three-dimensional projection scintillator tracker will be a component of the upgraded off-axis near detector of the T2K experiment. Due to the good timing resolution and fine granularity, this technology is capable of measuring neutron kinematics in neutrino interactions on an event-by-event basis and will provide valuable data for refining neutrino interaction models. A prototype is exposed to the neutron beamline at Los Alamos National Laboratory with neutron energies between 0 and 800 MeV. In order to demonstrate the capability to measure neutron kinematics, the total neutron–scintillator cross section as a function of the neutron kinetic energy is measured.
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1. Introduction

A novel 3D-projection scintillator detector, called Super Fine Grained Detector (SuperFGD), will be the tracker of the upgraded off-axis near detector of T2K, ND280 [1]. Currently under construction, it is a highly segmented scintillator detector made of 1 cm optically isolated cubes read by three wavelength-shifting fibers (WLS). The light yield is detected by a multi-pixel photon counter (MPPC). It has close to two million cubes of 10 mm with 1920 × 560 × 1840 mm³ volume. The SuperFGD setup enhances capabilities for measuring leptons and hadrons resulting from neutrino interactions by providing pseudo-3D reconstruction with full solid angle acceptance and lower energy thresholds. Among the different improvements it promises is the detection of neutrons created in (anti)neutrino interactions and the measurement of their kinematics on an event-by-event basis. Thanks to its good timing resolution and fine granularity, the neutron kinematics can be measured using its time of flight (ToF) and the distance it traveled before interacting (lever arm). A schematic representation of the quantities employed to measure neutron kinematics is shown in Figure 1.

Neutron kinematics is one of the missing pieces for (anti)neutrino energy reconstruction in long-baseline (LBL) neutrino oscillation experiments but is not currently accessible for detectors employed in such experiments. Future LBL experiments have as one of their goals the measurement of the parameter governing the charge and parity symmetry ($\delta_{CP}$) that requires a precision measurement of the shape of the neutrino energy spectrum. Therefore, the measurement of neutron kinematics is needed to increase its precision. The possibility to measure neutron kinematics opens new ways to investigate neutrino–nucleus interactions and, in particular, the nuclear effects involved [2].
Figure 1. Representation of a muon antineutrino interaction producing a positively charged muon and a neutron at time $t_1$. The neutron then interacts with a nucleus of the detector material and produces a proton and another neutron at time $t_2$. The ToF is given by the difference in time between the two interactions, and the distance ($d$) is the lever arm. Each square represents a single scintillator cube, and the lines represent true particle trajectories. This figure was adapted from Ref. [2].

2. Experimental Setup

For the characterization of the response of SuperFGD to neutrons, we exposed a prototype made of $24 \times 8 \times 48$ cubes of 10 mm (SuperFGD prototype) to the neutron beam provided by the Los Alamos Neutron Science Center (LANSCE) at the Los Alamos National Laboratory (LANL). The prototype was initially built to test the scintillator cube assembly method and to characterize the detector response to charged particles, exposing it to the beam provided by the CERN Proton Synchrotron facility. The result of the analysis of the data taken showed very good performance: an average light yield around 58 photoelectrons (p.e.) per minimum ionizing particle, 3% cross-talk, a time resolution of 1.1 ns for a single channel, and very good particle identification [3].

The neutron beam has an energy range between 0 and 800 MeV. It is made by employing a proton beam composed of sub-nanosecond wide proton bunches separated by 1.8 $\mu$s that impinge on a tungsten target. The interactions produce neutrons and photons, which travel to the detector. Two collimators, one located near the target and another one located before the detector, help to collimate the beam. Photons arrive before the neutron, for which the ToF is determined by measuring their arrival times relative to the flux of photons. The SuperFGD prototype was located 90 m from the beam production point. This distance, along with the measured ToF, is used to measure the neutron kinetic energy. The detector was oriented such that the neutron beam (z-direction) was parallel to the longest dimension. As a result of the analysis of the data taken in 2019, we measured the total neutron cross section on hydrocarbon. This result represents the first measurement achieved with the technology introduced by SuperFGD.

3. Cross-Section Extraction Strategy

In order to extract the total cross-section measurement on CH, we use the so-called extinction method [4]. The neutron flux decreases as a function of depth in the detector due to neutron interactions, and the attenuation decreases exponentially along the $z$-coordinate according to the following formula:

$$N(z) = N_0 e^{-T \sigma_{tot} z},$$

where $N_0$ is the initial neutron event rate, and $N(z)$ is the event rate at the reconstructed $z$ position. $T = (n_{CH} \times N_{Avogadro})/m_{CH} = 4.623 \times 10^{22}$ nucleons/cm$^3$ and $\sigma_{tot}$ are the nuclear density and the neutron total cross section, respectively. The cross section for different neutron kinetic energy bins can be extracted by fitting the event rate distribution along $z$ using the exponential function in Equation (1). The event rate attenuation can be measured by choosing a particular event topology and measuring the change in its rate as a function of depth in the detector. We assume that the fraction of the total cross section extracted from the chosen topology does not change as a function of the depth. We choose
to select events with a single reconstructed track since the vertex can be reconstructed more clearly and a good sample purity can be achieved.

3.1. Event Reconstruction and Selection

For the event reconstruction, we consider only events that occur within a certain time window, which is specified by the flux of photons. Then, we require more than 3 hits per event and more than 20 p.e. per hit, and by hit, we mean the signal recorded by each MPPC. After that, we group the cluster in time; if consecutive hits are within 17.5 ns, they belong to the same cluster. Only events with one time cluster are selected to reduce pile-up. We proceed with building voxels (3-dimensional pixels), combining the three 2D-views of the detector. After forming the voxels, we group them using the density-based spatial clustering of applications with noise (DBSCAN) algorithm. To select single-track events we reject those that have more than one spatial cluster. We select only events with more than three voxels, which is the minimum number to define a track and less than eight voxels to reduce the dependence on the detector acceptance. We perform cuts on three variables defined using the eigenvectors and eigenvalues computed performing a principle component analysis (PCA) of the matrix associated with the cluster. The matrix is defined as follows:

$$M_{ij} = \sum_{ij} \frac{(\vec{v} - \vec{c})_i(\vec{v} - \vec{c})_j}{N},$$

where $N$ is the number of voxels in the cluster, $\vec{v}$ is the vector associated with a voxel in the cluster and $\vec{c}$ is the center of the cluster. Using the first ($\lambda_1$) and second ($\lambda_2$) eigenvalues, we compute the variable $L = (\lambda_1 - \lambda_2)/\lambda_1$ and require it to be larger than 0.7. To improve the selection of track-like events, we compute the projected distance between one voxel and the center of mass of the cluster on the second principal vector. We calculate the distance between the 2 voxels furthest away from each other, and we require this quantity to be lower than 1.4 cm. Then, we consider the principal vector that defines the direction of the best-fit 3-dimensional line of the cluster. We take as the origin the center of the first voxel in z. We compute the distance between each voxel and this best-fit line. If the maximum distance is larger than 1.2 cm, the event is rejected. Finally, we identify the vertex to be the first voxel in z and we require it to be within 1.5 $\times$ 1.5 cm$^2$ around the beam center and its z position to be between 1 and 40 cm. The first layer is removed to reduce the background due to interactions in the material upstream the detector, as well as the last eight layers to mitigate the impact of the limited detector size.

3.2. Fitting and Systematic Uncertainties

For the extraction of the cross section, we build the distribution of the number of events as a function of the depth for different neutron energy bins. The energy is computed using the ToF of the neutron, and the binning is optimized, taking into account the time resolution and statistics. The energy is restricted to be between 98 and 688 MeV. Events below 98 MeV do not result in clusters long enough to form tracks, above 688 MeV, the statistics are limited. We fit every distribution with the exponential function of Equation (1), where the coefficient $T\sigma_{\text{tot}}$ is a free parameter.

The systematic uncertainties affecting our measurements are as follows:

- Detector uncertainty, which is due mainly to detector non-uniformity and misalignment between cubes. It is estimated computing the ratio between the number of single-track events and the number of events just with more than 20 p.e. per hit.
- Uncertainty due to invisible scattering, i.e., all the scattering that either produced neutrons only or did not deposit enough energy, and the primary vertex is missed. It is estimated by tuning the transverse spread of the beam in a Monte Carlo (MC) simulation to match the one observed in the data.
- Uncertainty associated with geometric acceptance, i.e., how the limited detector size affects the selected number of events. It is evaluated looking at the variation of the
number of events in the case where detector size in the z-direction is smaller. Its impact is reduced, requiring the number of voxels per event to be less than 8 and considering only events with vertex with \(1 < z < 40 \text{ cm}\).

- Uncertainty due to light yield variation for each channel, which is measured using cosmic ray data.
- Uncertainty on time resolution, which is measured using the photons flux and data taken during charged particle beam tests at CERN [3].
- Collimator interactions: events interacting inside the collimators before entering the detector can lose energy and cause a bias in the energy estimation. It is evaluated looking at the energy loss by neutrons inside the collimators in a dedicated MC simulation.

The first four uncertainties change the number of events in each z-layer, while the last two change the kinetic energy estimation. For the first group of uncertainties, we vary the number of events according to a Gaussian distribution with the number of events in each energy bin and z-layer as the mean and the estimated systematic uncertainty as the standard deviation. This results in a new event distribution as a function of the vertex position that we fit with the exponential function in Equation (1). This procedure is repeated one thousand times, and the error on the cross section is given by the width of the distribution of the cross section extracted from every variation. In the second group, what is varied is the energy, and then a new distribution of the number of events as a function of the z-layer is fitted for every variation. The error on the cross section is then extracted as for the first group. The statistical uncertainty is given by the square root of the number of events in every energy bin and z-layer. The total uncertainty is the sum in quadrature of the single uncertainties.

The total neutron cross section as a function of the kinetic energy is extracted using a total of 20 h of data, and the impact of each uncertainty is shown in Figure 2. The statistical error is small compared with systematic uncertainties, for which the dominant one is the detector uncertainty, which is between \(\sim 8\) and \(\sim 14\%\). The measured cross section is in agreement within the uncertainty with the reconstructed GEANT4 [5] prediction obtained using the QGSP_BERT physics list, and the energy-integrated (98-688 MeV) cross section is \(0.36 \pm 0.05 \text{ barn}\) with a \(\chi^2/\text{d.o.f.} = 22.03/38\).

![Figure 2](image-url)

Figure 2. (Left) total neutron cross section as a function of the kinetic energy. Black error bars represent the total uncertainty and red bars the statistical uncertainty. The cross section is compared with reconstructed GEANT4 prediction obtained using the QGSP_BERT physics list (blue dotted line). (Right) Relative uncertainty on the neutron cross section as a function of the kinetic energy. Different colors correspond to different sources of uncertainty.

4. Conclusions

SuperFGD is a novel 3D-projection scintillator detector that will be the tracker of the upgraded off-axis near detector of T2K, ND280. Among various improvements, there is the detection of neutrons created in (anti)neutrino interactions and the measurement of their kinematics on an event-by-event basis. In this work, we present the total neutron cross section on hydrocarbon. This result represents the first measurement achieved with the technology introduced by SuperFGD. More details about this analysis can be found in Ref. [6]. Other data were collected in December 2020 at LANL, employing both the
SuperFGD prototype and another prototype built within a collaboration between Japanese and US institutions. Different configurations of the two detectors were used to study different features of neutron interactions, and analysis is ongoing.
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