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ABSTRACT

Nesterov’s well-known scheme for accelerating gradient descent in convex optimization problems is adapted to accelerating stationary iterative solvers for linear systems. Compared with classical Krylov subspace acceleration methods, the proposed scheme requires more iterations, but it is trivial to implement and retains essentially the same computational cost as the unaccelerated method. An explicit formula for a fixed optimal parameter is derived in the case where the stationary iteration matrix has only real eigenvalues, based only on the smallest and largest eigenvalues. The fixed parameter, and corresponding convergence factor, are shown to maintain their optimality when the iteration matrix also has complex eigenvalues that are contained within an explicitly defined disk in the complex plane. A comparison to Chebyshev acceleration based on the same information of the smallest and largest real eigenvalues (dubbed Restricted Information Chebyshev acceleration) demonstrates that Nesterov’s scheme is more robust in the sense that it remains optimal over a larger domain when the iteration matrix does have some complex eigenvalues. Numerical tests validate the efficiency of the proposed scheme. This work generalizes and extends the results of [1, Lemmas 3.1 and 3.2 and Theorem 3.3].
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1 Introduction

Many scientific computing applications require solving linear systems of equations of the form [2, 3]:

\[ Ax = f, \] (1)

where \( A \in \mathbb{R}^{N \times N} \) is a sparse, large-scale, ill-conditioned matrix. For example, \( A \) may be a discretization of an elliptic partial differential equation (PDE) or system. Because direct solvers are relatively expensive, especially for 3D problems, iterative methods are often preferred, e.g., successive over-relaxation or multigrid. These are very often used to advantage as preconditioners for Krylov subspace acceleration methods. The LOPCG method for eigenvalue problems [4, 5] is an alternative acceleration method, which uses a linear combination of two consecutive iterates, together with a preconditioned residual, to construct the next iterate such that the residual norm at the current step is minimized. Motivated by Nesterov’s scheme developed in the framework of convex optimization, we consider adapting this approach to accelerating iterative methods for linear problems, using a fixed optimal scalar parameter for which we derive an explicit formula.

Nesterov’s well-known scheme for accelerating gradient descent for convex optimization problems [6, 7] has attracted much attention in the optimization community over the years. Given an unconstrained optimization problem,

\[ x^* = \arg \min_{x \in \mathbb{R}^N} F(x), \]

the \( k \)th iteration of Nesterov’s scheme is defined as follows:

\[
\begin{align*}
x_{k+1} &= B(y_k), \\
y_{k+1} &= x_{k+1} + c_k(x_{k+1} - x_k),
\end{align*}
\] (2)
where \( y_k \in \mathbb{R}^N \) is an intermediate iterate and \( B(\cdot) \) represents some iterative method, e.g., gradient descent. In the classical method, an optimal analytical sequence \( c_k \) is introduced for convex problems with \( B(\cdot) \) defined by gradient descent \([7]\). We refer the reader to \([8,9]\) and references therein for further discussion of Nesterov’s scheme and the choice of \( c_k \) with some restarting strategies. Over the years, Nesterov’s scheme has been extended to more general \( B(\cdot) \) operators, including the proximal operator \([10]\), coordinate descent \([11]\), alternating least squares \([12]\), second-order methods \([13]\), and stochastic methods \([14]\).

In this paper, we focus on linear systems \([1]\) and adapt \([3]\) to acceleration of stationary iterative methods. Since the problem of interest is linear, we simplify \([2]\) as follows:

\[
\begin{align*}
    x_{k+1} &= B y_k + \text{Constant}, \\
    y_{k+1} &= x_{k+1} + c_k (x_{k+1} - x_k),
\end{align*}
\]

(3)

where we use the fixed matrix \( B \in \mathbb{R}^{N \times N} \) (called iteration matrix) plus an appropriate constant vector to represent the operator \( B(\cdot) \). Below, we show that if all the eigenvalues of \( B \) are real, then an optimal fixed \( c_k \) can be found analytically, depending on the smallest and largest eigenvalues of \( B \). We note that a similar analysis was performed in \([1]\) for the restricted case of gradient descent and the assumption that all eigenvalues of \( B \) are real and of the same sign. Furthermore, \([1]\) also studied the complex eigenvalues case and proved a lower and upper ACF bound when all complex eigenvalues lie in a prescribed rectangular region. Since the additional computations in \([3]\) are negligible, we suggest that \([3]\) may in some cases prove to be competitive for accelerating stationary iterative methods. Because \( c_k \) will be fixed, we discard the subscript \( k \) in the rest of the paper. Interestingly, we find that the results developed for \( B \) whose eigenvalues are real are also valid for \( B \) which has complex eigenvalues within a relatively large domain. Moreover, a “valid” region in the complex plane, defined as a region where existence of complex eigenvalues of \( B \) does not influence the optimal \( c \) or the asymptotic convergence factor (ACF), is explicitly identified, dependent on the smallest and largest real eigenvalues. Furthermore, we compare Nesterov’s scheme to a “restricted-information” (RI) Chebyshev acceleration, where we choose the optimal parameters based on the same information as required for Nesterov’s scheme, i.e., the smallest and largest real eigenvalues of \( B \) \([15]\). Our comparison indicates that Nesterov’s scheme is more robust than RI Chebyshev acceleration with respect to the existence of complex eigenvalues for \( B \).

The rest of this paper is organized as follows. The analytical derivation of \( c \) for \( B \) with only real eigenvalues is given in Section \( 2 \). The robustness of these results in cases where \( B \) also has complex eigenvalues is studied in Section \( 3 \), including a comparison to RI Chebyshev acceleration. In Section \( 4 \) we demonstrate the usefulness of the proposed method in accelerating multigrid solution of some second-order elliptic boundary value problems, and conclusions and future work are summarized in Section \( 5 \).

### 2 Optimal Acceleration

Representing \( y_k \) by the previous iterates \( x_k \) and \( x_{k-1} \), we obtain

\[
    x_{k+1} = B \left( x_k + c (x_k - x_{k-1}) \right) + \text{Constant.} 
\]

(4)

Denote \( e_k = x_k - x^* \), where \( x^* \) is the sought solution. Subtracting \( x^* \) from both sides of \([4]\) and substituting \( B x^* + \text{Constant} = x^* \), we arrive at

\[
    e_{k+1} = B \left( (1+c) e_k - c e_{k-1} \right). 
\]

(5)

Denote \( E_k = \begin{bmatrix} e_k \\ e_{k-1} \end{bmatrix} \) and rewrite \([5]\) as \( E_k = \begin{bmatrix} (1+c) & -c \\ I & 0 \end{bmatrix} E_{k-1} \). Then, the asymptotic convergence factor ACF of \([3]\) is given by \( \rho(\Gamma) \), the spectral radius of \( \Gamma \triangleq \begin{bmatrix} (1+c) & -c \\ I & 0 \end{bmatrix} \). Evidently, if there is a \( c \) yielding \( \rho(\Gamma) < \rho(B) \), then \([3]\) provides acceleration. The following derivation produces a \( c \) which minimizes \( \rho(\Gamma) \), and this optimal \( c \) can easily be calculated analytically if all the eigenvalues of \( B \) are real and its smallest and largest eigenvalues are known. We note that the cost of obtaining the required information of the smallest and largest eigenvalues of \( B \) may be low for certain specific linear problems and stationary iterative methods, as discussed in Section \( 4 \).

Denote by \( \lambda \) and \( \begin{bmatrix} v_1 \\ v_2 \end{bmatrix} \) an eigenvalue and corresponding eigenvector of \( \Gamma \). We have

\[
    \begin{bmatrix} (1+c) & -c \\ I & 0 \end{bmatrix} \begin{bmatrix} v_1 \\ v_2 \end{bmatrix} = \lambda \begin{bmatrix} v_1 \\ v_2 \end{bmatrix},
\]

yielding

\[
    \left( 1 + c - \frac{\lambda}{\bar{\lambda}} \right) B v_1 = \lambda v_1, 
\]

(6)

where the trivial case, \( \lambda = 0 \), is omitted. Let \( b \in \mathbb{R} \) denote some eigenvalue of \( B \) corresponding to \( \lambda \). From \([6]\), we have

\[
    (1+c-\lambda) b = \lambda, \quad \lambda^2 - (1+c)b\lambda + cb = 0, \quad \text{with solutions} \quad \lambda_1(c,b) = \frac{1}{2} \left( (1+c)b + \sqrt{(1+c)^2 b^2 - 4cb} \right), \quad \text{and}
\]
\( \lambda_2(c, b) = \frac{1}{2} \left( (1 + c)b - \sqrt{(1 + c)^2b^2 - 4cb} \right) \). We use
\[
 b_{cr} = \frac{4c}{(1 + c)^2} \tag{7}
\]
to denote the “critical” value of \( b \) for which the square root term in \( \lambda_{1,2} \) vanishes for a given \( c \).

**Remark 1.** \( \lambda_{1,2} \) are complex if and only if \( b \) and \( c \) are of the same sign and \( 0 < |b| < |b_{cr}| \).

Denote
\[
 r(c, b) \triangleq \max \left\{ |\lambda_1(c, b)|, |\lambda_2(c, b)| \right\}. \tag{8}
\]
Without loss of generality, given that \( B \) represents the iteration matrix of a convergent method with real eigenvalues, we assume that its eigenvalues are ordered as \(-1 < b_1 \leq b_2 \leq \cdots \leq b_N < 1 \). The optimal \( c \), given by \( c^* = \arg \min_c \max_b r(c, b) \), is derived next. To simplify the presentation, we assume \( b \neq 0 \) throughout, since in this case \( r(c, 0) = 0 \), so a vanishing \( b \) has no influence on \( c^* \).

**Lemma 1.** \(|c^*| < 1\).

**Proof.** See Appendix [A]

In light of Lemma [1] we henceforth restrict \(|c| \) to be smaller than 1. This and the fact that \( b \) is real imply
\[
 r(c, b) = \frac{1}{2} \left( (1 + c)b + \text{sgn}(b)\sqrt{(1 + c)^2b^2 - 4cb} \right), \tag{9}
\]
where \( \text{sgn}(\cdot) \) is the sign function.

**Remark 2.** When the square root term is imaginary (see Remark [7]), we obtain \( r(c, b) = |\lambda_1| = |\lambda_2| = \sqrt{b} \).

For convenience, we henceforth use \( r_c(b) \) (respectively, \( r_b(c) \)) to denote \( r(c, b) \) considered as a single-variable function with a fixed \( c \) (respectively, fixed \( b \)). First we show that the maximal \( r_c(b) \) depends only on the extreme eigenvalues of \( B \).

**Lemma 2.** For \(|c| < 1\), \( r_c(b) \) is maximized at either \( b_1 \) or \( b_N \) and has no local maximum.

**Proof.** See Appendix [B]

Next, we fix \( b \) and minimize \( r_b(c) \). To this end we first identify the range of \( c \) for which \( \lambda_{1,2} \) are real.

**Remark 3.** Define the critical \( c \in (-1, 1) \), for which the square-root term in \( (9) \) vanishes, by
\[
 c_{cr}(b) = \frac{1 - \sqrt{1 - b}}{1 + \sqrt{1 - b}}.
\]
Then, by the solution of \( (6) \), \( \lambda_{1,2} \) are complex if and only if \( \{c > c_{cr}(b) \text{ and } b > 0\} \) or \( \{c < c_{cr}(b) \text{ and } b < 0\} \).

We note that \( c_{cr}(b) \) is continuous (\( \lim_{b \to 0} c_{cr}(b) = 0 \)) and monotonically increasing on \( b \in (-1, 1) \), with \( c_{cr}(b) \in (-3 + 2\sqrt{2}, 1) \). We next show that \( c_{cr} \) is the optimal value of \( c \) for minimizing \( r_b(c) \).

**Lemma 3.**
\[
 c_{cr}(b) = \arg \min_c r_b(c).
\]

**Proof.** See Appendix [C]

Summarizing, we observe that, by Lemma [2] \( c^* \) depends only on \( b_1 \) and \( b_N \), and therefore, by Lemma [3] there are only three possible values of \( c \) to consider as candidates for \( c^* \): \( c_{cr}(b_1) \), \( c_{cr}(b_N) \), and the value of \( c \) which minimizes \( r(c, b) \) subject to \( r(c, b_1) = r(c, b_N) \). We map out the regions where each of these three options yields the optimal \( c \) in the following theorem.
**Theorem 1.** Let $-1 < b_1 \leq b_N < 1$. Then, the optimal coefficient $c^*$ is given by

$$c^* = c_c(g(b_1, b_N)),$$

where

$$g(b_1, b_N) = \begin{cases} b_N, & b_N \geq -3b_1, \\ -\frac{8b_1 b_1 + b_N}{b_1}, & -\frac{1}{3}b_1 < b_N < -3b_1, \\ b_1, & b_N \leq -\frac{1}{3}b_1, \end{cases}$$

yielding the corresponding asymptotic convergence factor

$$r^* = \begin{cases} 1 - \sqrt{1 - b_N}, & b_N \geq -3b_1, \\ r(c^*, b_1) = r(c^*, b_N), & -\frac{1}{3}b_1 < b_N < -3b_1, \\ \sqrt{1 - b_1 - 1}, & b_N \leq -\frac{1}{3}b_1. \end{cases}$$

**Proof.** See Appendix D.

**Remark 4.** Nesterov’s scheme can converge even for some $B$ whose spectral radii are larger than 1. In our setting, we can relax our assumption from $-1 < b_1 \leq b_N < 1$ to $-3 < b_1 \leq b_N < 1$, and Theorems 1 and 2 remain valid.

Henceforth use $c_{top}$, $c_{mid}$, and $c_{bot}$, as defined in Appendix D, to denote the optimal coefficient $c^*$ corresponding to regime $T_{top}$ ($b_N \geq -3b_1$), $T_{mid}$ ($b_N \in (-\frac{1}{3}b_1, -3b_1)$) and $T_{bot}$ ($b_N \leq -\frac{1}{3}b_1$) of Theorem 1, respectively, (see Figure 1(a)). Also, we numerically show the value of $c^*$ as a function of $b_1$ and $b_N$ in Figure 1(b). The flat parts of the curves in Figure 1(b) imply that $c^*$ only depends on $b_N$ in this regime, and the coincidence of the curves corresponding to $b_N = 0.1$ and $b_N = 0.3$ for $b_1 \to -1$ indicates that $c^*$ only depends on $b_1$ in that regime.

![Diagram](image)

**Figure 1:** (a): Three regimes for determining $c^*$ and $r^*$. (b): The value of $c^*$ as a function of $b_1$ and $b_N$.

This concludes our derivation for the case where the eigenvalues of $B$ are all real. In the next section, we extend our results to certain cases where some of the eigenvalues of $B$ are complex.

To conclude this section, we numerically evaluate the savings in computations that are provided by employing Nesterov’s scheme [5]. Without loss of generality, we assume $b_N \geq -b_1$. Then, the Acceleration Ratio (AR), defined as the ratio of the number of iterations required without acceleration to the number of iterations required with acceleration, in order to reach the same accuracy, is asymptotically given by

$$AR = \frac{\log r^*}{\log b_N}. \hspace{1cm} (10)$$
Figure 2 shows the relation between $r^*$ and $b_N$ in panel (a), and the acceleration ratio $AR$ in panel (b), for a range of $b_1$ and $b_N$ values. In each curve we fix the ratio $b_1/b_N$ and vary $b_N \in (0, 1)$. For $b_1/b_N = -1$, there is no acceleration, as discussed above, but for larger ratios we observe acceleration which improves as $b_1/b_N$ increases, and rapidly improves as $b_N \to 1$ (that is, when the unaccelerated iterations converge slowly). Note that all values of $r^*$ and $AR$ are identical for $b_1/b_N \geq -1/3$.

Figure 2: (a): The ACF achieved by Nesterov’s scheme as a function of $b_N$ and the ratio $b_1/b_N$. (b): The acceleration ratio $AR$ (cf. (10)) as a function of $b_N$ and the ratio $b_1/b_N$.

3 Complex Eigenvalues

Theorem 1 is formulated under the assumption that all the eigenvalues of $B$ are real. We next state sufficient conditions under which Theorem 1 continues to hold even though some of the eigenvalues of $B$ are complex.

Theorem 2. Assume that, in addition to the real eigenvalues $-1 < b_1 \leq \ldots \leq b_N < 1$ of $B$ as assumed in Theorem 1, $B$ also has complex eigenvalues. Denote the complex eigenvalues generically by $b_c^* = |b_c| e^{j\theta}$, where $j$ is the imaginary unit, $|b_c|$ is the modulus, and $\theta \in (-\pi, \pi]$ is the argument. Then, $c^*$ and $r^*$ of Theorem 1 remain valid if for every one of the complex eigenvalues of $B$ the modulus satisfies

$$|b_c| \leq \begin{cases} \frac{1}{2}b_N & \text{min}(|b_1|, |b_N|) \\ -\frac{1}{2}b_1 \end{cases}$$

$c^* = c_\text{top}$

$c^* = c_\text{mid}$.

$c^* = c_\text{bot}$.

Proof. See Appendix E.

The sufficient robustness conditions of Theorem 2 are tight for $|\theta| \to \pi$ when $b_N > |b_1|$, and can be relaxed increasingly as $|\theta|$ decreases towards 0. Similarly (and in a symmetrical manner), the conditions are tight for $\theta \to 0$ when $b_N < |b_1|$, and can be relaxed increasingly as $|\theta|$ increases towards $\pi$. This follows from the proof, and it is demonstrated by numerical examples in Figure 3. The blue region marks the domain where $r^*(b_c^*) \leq r^*$, that is, the results of Theorem 1 hold so long as all the complex eigenvalues of $B$ lie within this region. The disk enclosed by the red circle is the subdomain covered by Theorem 2.
Figure 3: The complex domains defined in Theorem 2. The red circle has radius $|b_1|$ in panels (a) and (b) and $|b_N|$ in (c) and (d).
3.1 Comparison of Nesterov’s scheme to RI Chebyshev acceleration

A classical approach to accelerating convergence of stationary iteration schemes is by polynomial acceleration, whereby successive iterates are combined linearly with skillfully selected coefficients [15]:

\[
\tilde{x}_k = \sum_{n=0}^{k} \alpha_{k,n} x_n,
\]

where \( x_n = Bx_{n-1} + \text{Constant} \) and \( \sum_{n=0}^{k} \alpha_{k,n} = 1 \). Denoting \( \tilde{e}_k = \tilde{x}_k - x^* \), we obtain

\[
\tilde{e}_k = \left( \sum_{n=0}^{k} \alpha_{k,n} B^n \right) e_0,
\]

where \( e_0 = x_0 - x^* \). The objective of minimizing the spectral radius \( \rho \left( \sum_{n=0}^{k} \alpha_{k,n} B^n \right) \) (which yields the asymptotic convergence factor ACF), is achieved by using the well-known Chebyshev polynomial. Applied in recursive form, this yields a scheme of the following form:

\[
\begin{align*}
    x_1 &= \gamma (Bx_0 + \text{Constant}) + (1 - \gamma) x_0, \\
    x_{k+1} &= \beta_{k+1} \{ \gamma (Bx_k + \text{Constant}) + (1 - \gamma) x_k \} + (1 - \beta_{k+1}) x_{k-1}.
\end{align*}
\]

The optimal values of \( \gamma \) and \( \beta_{k+1} \) depend on the eigenvalues of \( B \), see details in [15]. Often, such information is not readily available. This motivates us to consider a “Restricted Information” scenario, where we assume that we are given only the smallest and largest real eigenvalues of \( B, b_1 \) and \( b_N \), as in the previous section. We refer to the scheme (12) that is based solely on this information as Restricted Information (RI) Chebyshev acceleration. Clearly, RI Chebyshev acceleration is optimal in the case where all the eigenvalues of \( B \) are real, because in that case we have all the required information. Indeed, in this case (12) converges as fast as Preconditioned Conjugate Gradients (PCG) with preconditioner \( B \), but requires less computation than PCG once \( b_1 \) and \( b_N \) are known [15]. In this case, Chebyshev acceleration is more efficient than Nesterov’s scheme. However, it is interesting to note that we only need to know \( b_N \) for applying Nesterov’s scheme if \( b_1 \geq -\frac{1}{2} b_N \) (or, by a symmetric argument, we only need to know \( b_1 \) if \( b_N \leq -\frac{1}{2} b_1 \)), so in these regimes less information is required—just the spectral radius of \( B \) which is often easy to compute approximately.

Next, we study and compare the performance of Nesterov’s scheme and RI Chebyshev acceleration in cases where \( B \) has complex eigenvalues [1]. As noted above, if \( B \) has no complex eigenvalues then (12) is always faster than Nesterov’s scheme [8], as we also demonstrate later in our numerical tests. However, first we show in Figure 4 that Nesterov’s scheme can be faster than RI Chebyshev acceleration in a significant regime when \( B \) does have complex eigenvalues. This figure compares Nesterov’s scheme and RI Chebyshev for two cases of given \( b_1 \) and \( b_N \) values. We use \( r^* \), the ACF of Theorem [4] as a benchmark, and show the numerically computed range of eigenvalues in the complex plane for which RI Chebyshev (cyan) and Nesterov’s scheme (blue) yield convergence factors which do not exceed \( r^* \). Evidently, Nesterov’s scheme remains robust for a significantly broader range of complex eigenvalues, and it converges faster than the RI Chebyshev acceleration scheme if there is at least one complex eigenvalue in the blue sub-domain. We demonstrate numerical examples of accelerated multigrid solvers where this behavior is relevant and yields an advantage to Nesterov’s scheme.

Finally, we select several complex eigenvalues with a given \( \tilde{b} \) and argument varying from 0 to \( \pi \), to show how the argument affects \( r_{\tilde{b}} (\tilde{b}) \). The results are shown in Figure 5. In general, we see that RI Chebyshev acceleration is adversely affected more strongly by change of \( \theta \) than Nesterov’s scheme, again demonstrating that the latter is more robust with respect to the existence of complex eigenvalues.

4 Numerical Tests

Nesterov’s scheme is evidently easy to implement in practice for any stationary iteration method, since it only requires one additional step to combine the current iterate with the previous one. Furthermore, the additional computation is negligible and so acceleration is obtained almost for free. The only significant cost is the memory, since we need to store one previous iterate. In particular, compared with common acceleration techniques such as Krylov subspace methods [3], the cost of [5] is smaller. The drawback of course is the requirement to know \( b_1 \) and \( b_N \), since they are needed for computing the optimal parameter \( c^* \). In practice, as noted earlier, we may only need to know the spectral

---

1Optimal Chebyshev acceleration for \( B \) with complex eigenvalues requires knowing an ellipse in the complex plane which contains all the eigenvalues, which may be hard to approximate in practice.
radius of $B$. For example, if $b_1 \geq 0$ (e.g., if we iterate with $B$ twice before successive Nesterov steps), then we only need to evaluate $b_N$, which can be done approximately by the power method [16], or by running the unaccelerated iteration for several steps. Since in many applications we need to solve (1) many times with different $\mathbf{f}$, we argue that the amount of computation required to approximate $b_1$ and $b_N$ is often acceptable [3].

In this section we focus on accelerating multigrid V-cycle iterations [2, 17, 18] for elliptic boundary value problems. In some applications, the so-called smoothing factor, which is obtained by Fourier smoothing analysis, may provide a cheap yet sufficiently accurate approximation to $b_1$ and $b_N$ [19, 20, 21, 22, 23].

We compare acceleration schemes for a multigrid solver for the two-dimensional diffusion equation on the unit square,

$$-\nabla (\sigma(x,y) \nabla u(x,y)) = f(x,y),$$

(13)
discretized on a $1024 \times 1024$ uniform grid, yielding a linear system

$$Au = f,$$

with $A = -\nabla^h (\sigma^h \nabla^h u)$ a second-order finite-difference or bilinear finite element discretization of the diffusion equation with Dirichlet boundary conditions. In the first set of tests, the elements of the diffusion coefficient vector are all equal to 1, yielding a discretized Poisson equation, while in the second and third sets the elements are sampled from a log-normal distribution and from a uniform distribution in $(0, 1)$, respectively, following [24]. All the tests in this paper are implemented on a laptop with 2.3GHz Intel Core i9.

For the Poisson problem we employ the standard five-point finite difference discretization, damped Jacobi or Red-Black Gauss-Seidel relaxation, full-weighted residual transfers and bilinear interpolation, and the coarse-grid operators are defined by rediscretization on all coarse grids with the five-point discretization stencil [19]. We run standard V($v_1, v_2$) cycles with $v_1 = 1$ pre-relaxation sweep and $v_2 = 0$ or 1 post-relaxation sweep. We compare acceleration by Nesterov’s scheme to Preconditioned Conjugate Gradients (PCG) with V($v_1, v_2$) as the preconditioner, denoted PCG-V($v_1, v_2$) and to RI Chebyshev acceleration of the V($v_1, v_2$) cycles, denoted Chebyshev-V($v_1, v_2$).

Let $r_k = f - Au_k$ denote the residual vector at the end of the $k$th iteration. Then the convergence factor CF at the $k$th iteration is given by the ratio of the successive residual norms, $||r_k||_2 / ||r_{k-1}||_2$. We estimate the ACF by running sufficiently many iterations such that the CF no longer changes significantly.

In our first test we employ V($1,0$) cycles for the Poisson problem, using Jacobi relaxation with the theoretical optimal damping factor 0.8 (obtained by Fourier smoothing analysis), yielding a smoothing factor (and correspondingly, an ACF) of 0.6. For this choice, Nesterov’s scheme cannot provide acceleration, because $b_N = -b_1 = 0.6$. However, it is possible to improve the convergence factor by choosing a damping factor that is not optimal for stand-alone multigrid. We do this by increasing both $b_N$ and $b_1$, and of course applying Nesterov acceleration. To demonstrate the potential gain, we show in Figure [6] the ACF of V($1,0$) and Nesterov-accelerated V($1,0$) cycles, for varying damping factors of the Jacobi relaxation. We find that the optimal choice is to reduce the damping factor to $\frac{b_1}{1+b_N}$, yielding $b_1 = \frac{1}{1.6}b_N$. Evidently, these theoretical results are matched well by the numerical results achieved in practice. The effect is also seen in the first row of Figure [7]. We find that optimizing the Jacobi damping factor for Nesterov acceleration yields a non-negligible reduction in the ACF (from 0.6 to 0.45) and in the run-time. Moreover, although PCG-V($1,0$) is faster than Nesterov-V($1,0$) in terms of iteration count, as expected, Nesterov acceleration yields a shorter run-time. As expected, the winner is Chebyshev-V($1,0$), which is as fast as PCG-V($1,0$) in terms of iteration count, but faster than all its competitors in terms of CPU time. Rather similar conclusions are obtained for V($1,1$) cycles, as seen in the second row of Figure [7].

![Figure 6: The ACF achieved by V($1,0$) cycles, with and without Nesterov acceleration, as a function of the Jacobi relaxation damping factor. The extreme eigenvalues used for determining $c^*$, $b_1$ and $b_N$, are estimated by Fourier smoothing analysis, and the ratio $\frac{b_1}{b_N}$ is also shown. “Practice” refers to results achieved in practice by numerical computations on a $256 \times 256$ grid, terminated when the residual norm is smaller than $10^{-8}$.

The ACF is then estimated by the geometric mean of the last 5 iterations.](image-url)
We next test accelerated multigrid cycles with Red-Black (RB) relaxation, which costs about the same as Jacobi and provides better smoothing, hence faster convergence. In this case, some of the eigenvalues of \( B \) are complex, and yet we select \( c^* \) based only on \( b_1 \) and \( b_N \) using Theorem 2. Again, we test both \( V(1,0) \) and \( V(1,1) \) cycles with acceleration. The results are shown in Figure 8. Note that we use GMRES without restart [3], which is faster than restarted GMRES, instead of PCG in this experiment, because \( V(1,0) \) and \( V(1,1) \) are not symmetric. The alternative of using symmetric Gauss-Seidel for the relaxation instead of RB retains the symmetry, allowing the use of PCG. However, in our numerical tests with \( v_1 = v_2 = 1 \) we found that using symmetric GS yields an ACF that is similar to that of RB but requires twice the number of operations per cycle. Moreover, RB has an advantage in parallel computation. In Figure 8, we see that Nesterov’s scheme is faster than RI-Chebyshev acceleration, both in terms of iterations and CPU time. Moreover, we observe that GMRES with \( V(1,0) \) or \( V(1,1) \) as the preconditioner is fastest in terms of iterations. However, Nesterov’s scheme is fastest in terms of CPU time. Furthermore, we note that GMRES needs much more memory than Nesterov’s scheme, and its implementation is not as trivial.

Finally, we test (13), (14) with a random diffusion coefficient vector \( \sigma \), sampled from a log-normal or uniform distribution, following (24). Due to the discontinuous coefficients, we use the classical Black Box Multigrid algorithm (25), employing operator-dependent prolongation and Galerkin coarsening. For relaxation we employ Gauss-Seidel in natural (lexicographic) ordering. Following (24), we use bilinear finite element discretization. Here, we cannot use Fourier smoothing analysis, and \( b_N \) is estimated by running V cycles with no acceleration, and we assume \( b_1 = 0 \). The results are shown in Figure 9. We find that Nesterov’s scheme is competitive in terms of iteration count, and it is the fastest method in terms of CPU time in these experiments.

5 Discussion and Conclusion

In this paper, we adapt Nesterov’s scheme to accelerate stationary iterative methods for linear problems. Under the assumption that the eigenvalues of the iteration matrix are real, we derive a closed-form solution for the optimal scalar coefficient \( c \) used in Nesterov’s scheme. Numerical tests with accelerated multigrid cycles demonstrate the advantages of this approach. Moreover, we also study the robustness of Nesterov’s scheme for cases where some of the
We are grateful to Prof. Michael Zibulevsky for his advice.

We prove this lemma by showing that

\[ r(c, b) \triangleq \max\{ |\lambda_1(c, b)|, |\lambda_2(c, b)| \} > |b| \] for any nonzero \( b \) if \( |c| \geq 1 \), so such a \( c \) slows down convergence.

For \( c > 1 \), the first term in \( \lambda_{1.2} \) already satisfies \( \frac{1}{2} (1 + c)|b| > |b| \) so either \( \lambda_1 \) or \( \lambda_2 \) (or both) must be larger than \( b \). In the borderline case of \( c = 1 \), the first term equals \( b \), but in this case the second term cannot vanish except for \( b = 0 \), which is excluded, so again either \( \lambda_1 \) or \( \lambda_2 \) must be strictly larger than \( b \).
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**A Proof of Lemma 1**

We prove this lemma by showing that

\[ r(c, b) \triangleq \max\{ |\lambda_1(c, b)|, |\lambda_2(c, b)| \} > |b| \] for any nonzero \( b \) if \( |c| \geq 1 \), so such a \( c \) slows down convergence.

For \( c > 1 \), the first term in \( \lambda_{1.2} \) already satisfies \( \frac{1}{2} (1 + c)|b| > |b| \) so either \( \lambda_1 \) or \( \lambda_2 \) (or both) must be larger than \( b \). In the borderline case of \( c = 1 \), the first term equals \( b \), but in this case the second term cannot vanish except for \( b = 0 \), which is excluded, so again either \( \lambda_1 \) or \( \lambda_2 \) must be strictly larger than \( b \).
For \( c \leq -1 \) and \( b > 0 \), \( r(c, b) = -\lambda_2(c, b) \) and the square root term is real. To show that \( -\lambda_2(c, b) > b \), we need to prove \( \sqrt{(1 + c)^2b^2 - 4cb} > (3 + c)b \). Squaring both sides of this inequality, and simplifying, results in \( (2 + c)b < -c \), which is satisfied, because the left side is smaller than one in this regime, while the right side is at least one.

For \( c \leq -1 \) and \( b < 0 \), if \( b > b_{cr} \) then the square root term is imaginary by Remark 1, resulting by Remark 2 in \( r(c, b) = \sqrt{cb} \geq \sqrt{-b} > |b| \). Otherwise, the square root is real and \( r(c, b) = \lambda_1(c, b) \). To show that \( \lambda_1(c, b) > |b| \), we need to prove that \( \sqrt{(1 + c)^2b^2 - 4cb} > (c - 3)b \). This is indeed satisfied, due to the fact that the right side is negative because \( -1 < b \leq b_{cr} \) implies \( c < -3 - 2\sqrt{2} \).

\[ r'(c) = \begin{cases} 
\frac{1}{2} \left( \text{sgn}(b)(1 + c) + \frac{(1 + c)^2b - 2c}{\sqrt{(1 + c)^2b^2 - 4cb}} \right) & \text{for } b = 0 \text{ and } b = b_{cr} \text{.} 
\end{cases} \tag{15} \]

Note that for \( b = b_{cr} \), the numerator in the second term is given by \( 2c \). It follows that \( \text{sgn}(r'(b_{cr})) = \text{sgn}(r'(b_{cr}^+)) \) regardless of whether \( c \) (hence also \( b_{cr} \)) is positive or negative, so \( b_{cr} \) cannot be a local maximum. It remains to show that \( r'(c) \) cannot vanish. We show this by comparing the squares of the first and second terms in the brackets on the right side of (15):

\[
(1 + c)^2 - \left( \frac{(1 + c)^2b - 2c}{\sqrt{(1 + c)^2b^2 - 4cb}} \right)^2 = \frac{4c^2}{(1 + c)^2b^2 - 4cb}.
\]
This expression only vanishes for \( c = 0 \), for which (15) implies that \( r'_c(b) \neq 0 \). Hence, \( r'_c(b) \) cannot vanish for any \( b \in (-1, 1) \). In Figure 10(a), we numerically show the value of \( r_c(b) \) as a function of \( c \) and \( b \in (-1, 1) \) that we clearly see the discontinuous at \( b = 0 \) and \( b = b_{cr} \).

\[ \square \]

C Proof of Lemma 3

Consider first the case \( 0 < b < 1 \). In this regime, by Remark 3, \( r_b(c) = \sqrt{cb} \) for \( c > c_{cr}(b) > 0 \), so \( r'_b(c) > 0 \). On the other hand, for \( c < c_{cr}(b) \) we have \( r_b(c) = \frac{1}{2} \left( (1 + c)b + \sqrt{(1 + c)^2b^2 - 4bc} \right) \), hence,

\[
    r'_b(c) = \frac{1}{2} \left( b + \frac{(1 + c)b^2 - 2b}{\sqrt{(1 + c)^2b^2 - 4bc}} \right) = \frac{b}{2} \left( 1 - \sqrt{1 + \frac{4(1-b)}{(1+c)^2b^2 - 4bc}} \right) < 0.
\]

It follows that \( r_b(c) \) is minimized in this regime for \( c = c_{cr}(b) \). The derivation for \(-1 < b < 0\) is analogous and we omit the details. In Figure 10(b), we numerically show the value of \( r_b(c) \) as a function of \( c \) and \( b \in (-1, 1) \) that \( c_{cr}(b) \) is the minimizer.

\[ \square \]

D Proof of Thorem 1

In light of Lemmas 2 and 3, \( c^* \) must satisfy one of the following three conditions: \( \Box \) \( c^* = c_{cr}(b_N) \), \( \Box \) \( r(c^*, b_1) = r(c^*, b_N) \), or \( \Box \) \( c^* = c_{cr}(b_1) \), denoted \( c_{top}^*, c_{mid}^* \) and \( c_{bot}^* \), respectively. The choice is determined by the maximal \( r \) obtained amongst the three. We assume for simplicity \( |b_1| \leq b_N \), and remark that the complementary case, \( |b_N| < -b_1 \), is obtained analogously so the details are omitted.

Note first that for \( c < c_{cr}(b_N) \) we have \( r_c(b_N) = \frac{1}{2} \left[ (1 + c)b_N + \sqrt{(1 + c)^2b_N^2 - 4cb_N} \right] \), which is larger than \( b_N \) if \( c < 0 \), so it follows that \( c^* \in [0, 1) \). We first consider the case \( b_1 \geq 0 \). For \( c < c_{cr}(b) \), we have for any \( b \),

\[
    r'_c(b) = \frac{1}{2} \left[ (1 + c) + \frac{(1 + c)^2b - 2c}{\sqrt{(1 + c)^2b^2 - 4cb}} \right] > 0.
\]
On the other hand, for \( c > c_{cr}(c) \), we have \( r_c(b) = \sqrt{cb} \) so again \( r'_c(b) > 0 \). The monotonicity of \( r_c(b) \) implies \( r_c(b_N) \geq r_c(b_1) \), with equality achieved only for \( b_1 = b_N \). It follows that \( c^* = \arg\min r_{b_1}(c) \) and case (1) holds, i.e., \( c^* = c_{top} \triangleq c_{cr}(b_N) \). The corresponding ACF is \( r_{c_{top}}(b_N) = 1 - \sqrt{1-b_N} = \frac{2c_{top}}{1+c_{top}} \).

It remains to consider the case \( b_1 < 0 \), whereby \( r_c(b_1) = -\frac{1}{2} \left[ (1+c)b_1 - \sqrt{(1+c)^2b_1^2 - 4cb_1} \right] \). First, we identify the subrange in \( b_1 < 0 \) yielding \( r_{c_{top}}(b_N) \geq r_{c_{top}}(b_1) \), leading us again to case (1). Denote for clarity \( r_{c_{top}} = r_{c_{top}}(b_N) \). Then case (1) holds if \( b_1 \) satisfies the following inequality,

\[
\begin{align*}
  r_{c_{top}} & \geq -\frac{1}{2} \left[ (1+c_{top})b_1 - \sqrt{(1+c_{top})^2b_1^2 - 4c_{top}b_1} \right], \\
  2r_{c_{top}} + (1+c_{top})b_1 & \geq \sqrt{(1+c_{top})^2b_1^2 - 4c_{top}b_1} \quad \text{(square both sides and divide by 4)}, \\
  r_{c_{top}}^2 + r_{c_{top}}(1+c_{top})b_1 & \geq -c_{top}b_1, \\
  b_1 & \geq \frac{r_{c_{top}}}{r_{c_{top}}(1+c_{top}) + c_{top}}.
\end{align*}
\]

Using \( r_{c_{top}} = \frac{2c_{top}}{1+c_{top}} \) and \( b_N = \frac{4c_{top}}{(1+c_{top})^2} \), we obtain the condition \( b_1 \geq -\frac{1}{2} b_N \).

Finally, we discuss the remaining range of \( b_1 < 0 \), i.e., \( b_1 \in (-b_N, -\frac{1}{2} b_N) \), where case (1) does not hold. The fact that \( c^* \in [0, 1) \) rules out case (3), leaving case (2), that is,

\[
-(1+c^*)b_1 + \sqrt{(1+c^*)^2b_1^2 - 4c^*b_1} = (1+c^*)b_N + \sqrt{(1+c^*)^2b_N^2 - 4c^*b_N}.
\]

Simplifying by repeatedly putting the square root terms on one side and squaring both sides, we get

\[
[2b_1 b_N (b_1 + b_N)] (c^*)^2 + \left[ 4b_1 b_N (b_1 + b_N) + (b_1 - b_N)^2 \right] c^* + 2b_1 b_N (b_1 + b_N) = 0.
\]

Using \( c^* \in [0, 1) \), the valid solution of this quadratic equation is

\[
c^* = c_{mid} \triangleq \frac{1 - \sqrt{1-g(b_1, b_N)}}{1 + \sqrt{1-g(b_1, b_N)}},
\]

where \( g(b_1, b_N) = -\frac{8b_1 b_N (b_1 + b_N)}{(b_1 - b_N)^2} \). In Figure 11, we numerically show the curves of \( r_b(c) \) as a function of \( c \) and \( b \) corresponding to (2) that we clearly see \( c_{mid} \) is the solution for \( \min \{ r_{b_1}(c), r_{b_N}(c) \} \).

As noted above, the derivation for \( (b) : |b_N| \leq -b_1 \) is analogous and we omit the details.

**E Proof of Theorem 2**

As in the proof of Theorem 1, we assume \( |b_1| \leq b_N \) and remark that the complement, \( |b_N| < -b_1 \), is proved analogously, omitting the details.
A complex eigenvalue $b^e$ does not influence the ACF, when $c^e$ is chosen according to Theorem [1] if $r(c^e, b^e) \leq r^*$, where $r^* = r_c(b_N)$, with $c^e = c_{top}$ or $c_{mid}$ as dictated by Theorem [1]. This yields the explicit condition:

$$\frac{1}{2} \left| (1 + c^e) b^e \pm \sqrt{(1 + c^e)^2 (b^e)^2 - 4 c^e b^e} \right| \leq r^*. \tag{16}$$

Substituting $b^e = \tilde{b} e^{i \theta}$ into (16) and simplifying, we obtain

$$\frac{1 + c^e}{2} \left| \tilde{b} \pm \sqrt{1 + \tilde{b} e^{i \theta}} \right| \leq r^*, \tag{17}$$

where we have introduced the notation $\tilde{b} = \frac{4 c^e}{(1 + c^e)^2 b^e} \geq 0$ and $\tilde{\theta} = \pi - \theta$. Since the term of the square root is complex and the sign of its real part is always positive, (17) becomes

$$\frac{1 + c^e}{2} \left| 1 + \sqrt{1 + \tilde{b} e^{i \theta}} \right| \leq r^*. \tag{18}$$

Denote $\phi(\tilde{\theta}) = \left| 1 + \sqrt{1 + \tilde{b} e^{i \theta}} \right|$. To bound the left-hand side from above, we derive a monotonicity property for $\phi(\tilde{\theta})$ in the period $\tilde{\theta} \in (-\pi, \pi)$. With Euler’s formula, we can rewrite $\phi(\tilde{\theta})$ as $\sqrt{1 + 2 \chi \cos \frac{\theta}{2} + \chi^2}$, where $\chi = (1 + 2 \tilde{b} \cos \tilde{\theta} + \tilde{b}^2)^{\frac{1}{2}}$ and $\theta \in \left( -\frac{\pi}{2}, \frac{\pi}{2} \right) := \arctan \frac{\tilde{b} \sin \tilde{\theta}}{1 + \tilde{b} \cos \tilde{\theta}}$ and then it is evident that $\phi(-\tilde{\theta}) = \phi(\tilde{\theta})$. Since $\phi(\tilde{\theta})$ is an even function, we consider its monotonicity in the half period $\tilde{\theta} \in (0, \pi)$. Using $\sqrt{\chi + j y} = \sqrt{\frac{\chi + \sqrt{\chi^2 + 4 y^2}}{2}} + sgn(y) j \sqrt{\frac{\chi - \sqrt{\chi^2 + 4 y^2}}{2}}$ and $\phi(\tilde{\theta}) = \left| 1 + \sqrt{1 + \tilde{b} \cos \tilde{\theta} + j \tilde{b} \sin \tilde{\theta}} \right|$, we get $\phi(\tilde{\theta}) = \left| 1 + \sqrt{\frac{1 + \tilde{b} \cos \tilde{\theta} + j \tilde{b} \sin \tilde{\theta}}{2}} \right|$. For convenience, we consider the monotonicity of $\phi^2(\tilde{\theta}) = 1 + \sqrt{2 + 2 \tilde{b} \cos \tilde{\theta} + 2 \tilde{b}^2 + \chi^2}$ instead of $\phi(\tilde{\theta})$. Since

$$\frac{\partial^2 \phi^2(\tilde{\theta})}{\partial \tilde{\theta}^2} = 2 \chi \frac{\partial \chi}{\partial \tilde{\theta}} + \frac{-\tilde{b} \sin \tilde{\theta} + 2 \chi \frac{\partial \chi}{\partial \tilde{\theta}}}{\sqrt{2(1 + \tilde{b} \cos \tilde{\theta} + 2 \chi^2)}} < 0, \quad \tilde{\theta} \in (0, \pi)$$

(using $\frac{\partial \chi}{\partial \tilde{\theta}} < 0$, $\tilde{b} \sin \tilde{\theta} \geq 0$, and $\chi \geq 0$), we find that $\phi(\tilde{\theta})$ is monotonically decreasing in $\tilde{\theta} \in (0, \pi)$. Together with the fact that $\phi(\tilde{\theta})$ is an even function, we have $r(c^e, \tilde{b}^e) \leq r(c^e, b^e) \leq r(c^e, -\tilde{b}^e)$.

From Theorem [1] we know that $r^* = r_{top}(b_N) \geq r_{top}(b_1)$ for any real $b_1 \geq -\frac{1}{N} b_N$ when $T_{top}$ is the relevant domain. Thus, for any complex eigenvalue with $b^e \leq \frac{1}{N} b_N$, we obtain $r(c_{top}, b^e) \leq r^*$. Since $\phi(\tilde{\theta})$ is monotonically increasing (respectively, decreasing) in $\tilde{\theta} \in (0, \pi)$ (respectively, $\tilde{\theta} \in (-\pi, 0)$), the upper bound on $r(c_{top}, b^e)$ becomes tight when the argument is close to $\pi$ (respectively, $-\pi$). This means that if the modulus is larger than $\frac{1}{N} b_N$ then the argument should be close to $0$ to enforce $r(c_{top}, b^e) \leq r^*$. Evidently, the conclusion drawn here is valid also for $c^e = c_{mid}$, as it is implied by the monotonicity properties of $\phi(\tilde{\theta})$.

As noted above, the proof for the complementary domain $|b_N| < -b_1$ is analogous and so the details are omitted. □
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