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Abstract

Transferring learned models to novel tasks is a challenging problem, particularly if only very few labeled examples are available. Although this few-shot learning setup has received a lot of attention recently, most proposed methods focus on discriminating novel classes only. Instead, we consider the extended setup of generalized few-shot learning (GFSL), where the model is required to perform classification on the joint label space consisting of both previously seen and novel classes. We propose a graph-based framework that explicitly models relationships between all seen and novel classes in the joint label space. Our model Graph-convolutional Global Prototypical Networks (GcGPN) incorporates these inter-class relations using graph-convolution in order to embed novel class representations into the existing space of previously seen classes in a globally consistent manner. Our approach ensures both fast adaptation and global discrimination, which is the major challenge in GFSL. We demonstrate the benefits of our model on two challenging benchmark datasets.

1 Introduction

Few-shot learning (FSL) \cite{1, 2, 3, 4} is inspired by the human ability to learn new concepts from very few or even only one example. This extreme low-data setup is particularly challenging for deep neural networks, which require large amounts of data to ensure generalization. Recently, FSL has mostly been approached from the meta-learning perspective, focusing on the problem setup of \textit{N-way K-shot classification}. For each \textit{N-way K-shot} task, the model has to discriminate \textit{N} novel few-shot classes with only \textit{K} labeled examples available per class. Unlike in standard transfer learning, meta-learning requires the model to adapt well across a range of \textit{various} previously unknown tasks instead of a fixed, \textit{specific} target task. Therefore, efficient on-the-fly model adaptation based on very few examples is at the core of most FSL models \cite{5, 6, 7, 8, 9, 10}.

However, this FSL problem setup focuses only on discriminating novel classes from each other and offers no incentive for the model to remember previously seen classes or to maintain a globally consistent label space. From a practical point of view, however, we would like the model to incorporate few-shot novel classes into the label space of previously seen classes. This leads us to an extended scenario called \textit{generalized few-shot learning} (GFSL), where the model has to discriminate the joint label space consisting of both previously seen and novel classes. This terminology is adopted
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Figure 1: **Relational generalized few-shot learning**: The task is to discriminate the joint label space $\mathcal{Y}_{\text{joint}} = \mathcal{Y}_{\text{seen}} \cup \mathcal{Y}_{\text{novel}}$, where $\mathcal{Y}_{\text{novel}}$ consists of $N$ previously unseen classes with only $K$ labeled examples per class (support set). We propose GcGPN, which maps all support set and query images to a feature space, where classes are represented by prototypes (circles for novel and blue symbols for seen classes). The core idea of GcGPN is to explicitly model inter-class relations by a weighted graph (edge in yellow, edge weight indicated by width), which can be obtained in different ways such as similarity learning, attention modeling or side information. GcGPN employs graph-convolutions (GCN) to propagate information among classes according to the relational graph, resulting in jointly updated prototypes. The query $x$ (gray rectangle) is classified according to its cosine similarity to the updated prototypes. The model is trained end-to-end in a meta-learning setup.

from zero-shot learning (ZSL) and generalized zero-shot learning (GZSL), where novel classes come with no labeled examples at all and classification relies on side information such as attributes or semantic label embeddings [11][12]. It is a well-known observation that many ZSL models fail dramatically at discriminating the joint label space (GZSL) despite good performance on novel label space (ZSL) [13][12]. Similarly, GFSL is a much more challenging task compared to FSL due to the trade-off between fast adaptation to novel classes and maintaining a global consistency across the joint label space.

We address the GFSL problem setup by explicitly modeling inter-class relationships as a weighted graph. We propose the **Graph-convolutional Global Prototypical Network** (GcGPN) which models representative prototypes for all novel and seen classes jointly. In particular, the prototypes are updated by graph convolutional operations [14] according to the relationship graph. Fig. 1 provides an illustration of our approach.

To summarize, our main contributions are: We propose the first flexible framework for relational GFSL that (i) considers an arbitrary weighted graph describing relations between classes (from any source of side information, attention mechanism or other similarity measures), (ii) learns consistent class embeddings by taking all class relations into account to allow for better generalization to novel tasks, (iii) is the first model which applies graph-convolution for prototype learning in GFSL and allows for end-to-end learning, (iv) allows to derive previous (G)FSL methods [6][10] as special cases of our model, and (v) achieves state-of-the-art performance on GFSL tasks.

## 2 (Generalized) Few-Shot learning

In this section, we recap the task definition of few-shot learning and generalized few-shot learning.

**Few-shot learning (FSL)**: We consider $N$-way $K$-shot classification, which is the most widely studied problem setup for FSL. The classifier has to perform a series of $N$-way $K$-shot tasks, where each task consists of $N$ previously unseen, novel classes with $K$ labeled examples each (often $K \leq 5$). More precisely, let $\mathcal{Y}_{\text{novel}}$ denote the novel class label space with $|\mathcal{Y}_{\text{novel}}| = N$, and let $\mathcal{D}_{\text{novel}} = \bigcup_{n=1}^{N} \{ (x_{n,k}, y_{n}) \}_{k=1}^{K}$ denote the support set, where $x_{n,k}$ is the $k$-th labeled example of the class with label $y_{n}$. For a new query image $x$, the FSL prediction is given by

$$\hat{y} = \arg \max_{y \in \mathcal{Y}_{\text{novel}}} p_{\psi}(y|x, \mathcal{D}_{\text{novel}}).$$

(1)
\(N\)-way \(K\)-shot classification considers FSL from a meta-learning perspective. Unlike in standard transfer learning, the goal is not to generalize to a specific novel label space but to adapt and perform well across a series of various novel label spaces presented at test time. Therefore, most FSL methods adopt episodic training \([5]\), where a new \(N\)-way \(K\)-shot task gets randomly sampled from a larger training set in every episode. This involves randomly selecting \(N\) “virtual” novel classes and sampling \(K\) support set images per class along with a batch \(B\) of query images. The loss on this batch is then given by \(\frac{1}{|B|} \sum_{(x,y)\in B} - \log p_{\psi}(y|x, D_{\text{novel}})\), which gets back-propagated to update the model parameters \(\psi\).

An FSL model is only concerned with discriminating the novel label space since all test time queries, by design of the task setup, come from one of the novel classes. Hence the arg max in eq. (1) is only over \(Y_{\text{novel}}\). Classes seen during training no longer play a role at test time. This setup emphasizes fast adaptation to varying new tasks but does not encourage the model to accumulate knowledge, which may not always be very practical. Many real-world applications require the model to incorporate novel few-shot classes into the existing space of seen classes while maintaining global discrimination. Therefore, we consider the extended setup of generalized few-shot learning (GFSL) with test time queries that may come from both novel and seen classes.

### Generalized few-shot learning (GFSL)

In generalized \(N+1\)-way \(K\)-shot classification, the model has to discriminate the joint label space \(Y_{\text{joint}} = Y_{\text{seen}} \cup Y_{\text{novel}}\) consisting of all novel few-shot classes and previously seen training classes. We denote the training set by \(D_{\text{seen}} = \cup_{i=1}^{N_{\text{seen}}} \{(x_{n,k}, y_{n,k})\}_{k=1}^{K_{n}}\), where \(N_{\text{seen}}\) is the number of training classes and \(K_{n}\) is the number of labeled examples available for class \(y_{n} \in Y_{\text{seen}}\). In general, \(N_{\text{seen}} \gg N\) and \(K_{n} \gg K\). For a new query \(x\), a GFSL model performs

\[
\hat{y} = \arg\max_{y \in Y_{\text{seen}}} p_{\psi}(y|x, D_{\text{novel}}) .
\] (2)

In contrast to eq. (1), the arg max is over \(Y_{\text{joint}}\) instead of \(Y_{\text{novel}}\) since \(x\) may come from any of the seen and novel classes. In particular, GFSL requires discrimination of a much larger label space than FSL (\(N_{\text{seen}} + N\) instead of \(N\)). In addition, the model has to maintain a globally consistent joint label space while, at the same time, achieve fast adaptation to novel classes based on very few examples. In general, we cannot expect FSL models to perform well in GFSL since there is no explicit reward for remembering the training classes and learning a well-separated joint label space.

### 3 Graph-convolutional Global Prototypical Networks

We approach GFSL by explicitly modeling the relationships among classes through a weighted graph where nodes represent classes and edges represent inter-class dependencies as depicted in Figure 1. We propose Graph-convolutional Global Prototypical Networks (GcGPN) for relational GFSL. The main idea is to represent seen and novel classes by prototypes and learn these node representations jointly through a graph-convolutional network \([14]\) while considering inter-class relationships.

#### 3.1 GcGPN: Model Overview

Figure 1 visualizes how our model operates on a GFSL classification task. First, GcGPN maps all support set and query images into a \(d\)-dimensional feature space by a feature extractor \(f_{\psi}(\cdot)\). Next, initial prototypes \(c_{n} \in \mathbb{R}^{d}\), \(n = 1, \ldots, N_{\text{seen}} + N\), are computed for all classes. While seen class prototypes are learned as model parameters, novel class prototypes are initialized on-the-fly since the novel label space varies at test time. The novel initial prototypes are given by the per-class average \(c_{n} = \frac{1}{K} \sum_{k=1}^{K} \tilde{z}_{n,k}\) of the normalized support set examples \(\tilde{z}_{n,k} = \frac{f_{\psi}(x_{n,k})}{\|f_{\psi}(x_{n,k})\|}\), \(n = N_{\text{seen}} + 1, \ldots, N_{\text{seen}} + N\), as in \([6]\) \([10]\). Then, a graph-convolution block \(\hat{g}(\cdot)\) as defined in section 3.2 updates these graph node initializations jointly according to the inter-class relationships specified in the edge weights. The updated prototypes \(c'_{n}\), \(n = 1, \ldots, N_{\text{seen}} + N\), are then adapted representations of the joint label space of the \(N+1\)-way \(K\)-shot task at hand. Finally, the predicted class probabilities for a query \(x\) are obtained from its cosine similarities between its feature representation and the updated prototypes using \([10]\):

\[
p(y = n|x, c'_{1}, \ldots, c'_{N_{\text{seen}}+N}) = \frac{\exp (\tau \cos(f_{\psi}(x), c'_{n}))}{\sum_{m=1}^{N_{\text{seen}}+N} \exp (\tau \cos(f_{\psi}(x), c'_{m}))} .
\] (3)
where $\tau$ is a learnable temperature. We adopt the cosine classifier since it was found to be preferable over the originally proposed L2 distance \cite{Li19} when combining existing and novel classes \cite{Sun20, Herbrich98}. To train the model, we use the cross-entropy loss on eq. (3). Note that the sum in eq. (3) is over all class prototypes in the joint label space, which is in accordance with eq. (2) and differs from the FSL objective. Further, we apply episodic training for GFSL: For each episode, $N$ out of $N_{\text{seen}}$ training classes are sampled to act as “virtual” novel classes and the remaining $N_{\text{seen}} - N$ are treated as the label space of seen classes. Contrary to an FSL episode, the GFSL query set $Q$ must also contain images from the seen classes, thus rewarding the model for maintaining global discrimination instead of focusing only on the novel classes. In every episode, the loss is back-propagated to update all learnable parts of the model including the parameters $\psi$ of the feature extractor, the initial prototypes $c_n$ of seen classes, trainable components of the graph-convolutional block $\tilde{g}()$ and the classifier temperature $\tau$. Unlike previous work \cite{Herbrich98}, our model does not require multi-stage training but trains all parts of GcGPN jointly.

### 3.2 The Graph-Convolutional Block

The graph-convolutional block $\tilde{g}(\cdot)$ is at the core of GcGPN. To recap, a graph-convolutional block \cite{Kipf17} consists of $L$ graph-convolutional layers $g(\cdot) = g^L(g^{L-1}(...(g^1(\cdot))))$ on a graph of $V$ nodes, which is given in its general form by

$$X^{(l+1)} = g^l(X^{(l)}) = \rho\left(\sum_{B \in \mathcal{A}} BX^{(l)}\theta_B^{(l)}\right), \ l = 1, \ldots, L,$$

where $l$ indexes the layer of the block, $X^{(l)}$ is the $(V \times d_l)$-dimensional input matrix containing $d_l$-dimensional node features in its rows, $\mathcal{A}$ denotes a set of $(V \times V)$-dimensional linear operators such as the adjacency or weight matrix of the graph, $\theta_B^{(l)}$ with $B \in \mathcal{A}$ denotes a $(d_l \times d_{l+1})$-dimensional matrix containing learnable parameters of the $l$-th layer and $\rho(\cdot)$ is a non-linearity. For example, if $B$ is the adjacency matrix of the graph, the local convolutional operation $BX^{(l)}$ computes for each node the sum of its neighbors.

In our GFSL model, eq. (4) is applied to the class prototypes to model relations between them. More precisely, let $C$ denote the $((N_{\text{seen}} + N) \times d)$-dimensional matrix, where the $n$-th row contains the initial prototype $c_n$ of the $n$-th class. Further, let the operator entries $B_{m,n}$ encode a similarity score between classes represented by $c_m$ and $c_n$. Then, the a $L$-layered graph-convolutional network computes the class prototype updates as $C' = \tilde{g}(C) = g^L(...g^1(C))$.

Note that graph-convolution can be interpreted as performing two steps to update a class prototype: First, a weighted average of similar prototypes is computed with weights given in the convolution operator $B$ and second, a non-linear post-convolution transform is applied given by $\theta_B^{(l)}$ and $\rho(\cdot)$. The first part models interactions among classes and operates only on node-level, while the second part operates only on feature-level by applying the same transform to all classes.

The general graph-convolution definition from eq. (4) operates in Euclidean spaces. We adopt the graph-convolutional block to be consistent with cosine similarities as used in eq. (3) by intermediate normalizations $\tilde{x} = \frac{x}{\|x\|}$ to keep the prototypes at unit length. Our graph-convolutional block is thus defined by $C' = \tilde{g}(C) = \tilde{g}^L(...\tilde{g}^1(C))$ with

$$\tilde{g}^l(C^{(l)}) = \rho\left(\sum_{B \in \mathcal{A}} s_B \overline{BC^{(l)}\theta_B^{(l)}}\right), \ l = 1, \ldots, L,$$

where scalars $s_B$ are introduced to trade-off between different operators in $\mathcal{A}$. We call the operators $B \in \mathcal{A}$ semantic operators.

In the following, we discuss the building blocks of the graph-convolutional block essential for GFSL.

**Convolution operators:** The relational information between the class prototypes is modeled by the operators $B \in \mathcal{A}$. For big graph-structured data such as recommender systems or social network analysis, the adjacency matrix and its higher-order versions are a popular choice \cite{Kipf17}. In our case, where the data may not be inherently graph-structured, edge weights are used to express the degree of similarity. In general, there are several possible strategies to define the operator entries $B_{n,m}$:

1. Any standard distance or similarity measure on the prototype space such as L2 distance or cosine similarity.
2. Learned similarities, either using a standard measure in a learned transformed space or learning a flexible transform of the element-wise absolute differences as done in [9].
3. Similarities within a key space by learning a key $k_n$ for each class as proposed in [10].
4. Side information, either given directly as relational scores (e.g., shortest-path distance between two class names in an ontology [16]), or computed as similarity between per-class embeddings such as word vectors or attributes [11].

Due to the multi-operator design, our model can naturally combine multiple of the above strategies, resulting in a general and flexible framework for relational GFSL.

**Post-Convolutional Transforms:** The parameters $\theta_B$ are another crucial component of the model. Since the output of $\hat{g}(\cdot)$ are updated prototypes, we choose $\theta_B$ to preserve the dimensionality. Using a learnable quadratic weight matrix is the most straight-forward approach, although restricting $\theta_B$ similar to [10] is also a competitive option.

### 3.3 Generalization of existing approaches

There is a naive extension of the state-of-the-art FSL method Prototypical Networks [6] (PN) to the GFSL setup. For a readily trained PN, seen class prototypes can be obtained as feature averages over all available training examples for that class, which can then be used to perform GFSL tasks. This extension referred to as PN$^*$ corresponds to the assumption that there are no inter-class dependencies at all, which is equivalent to setting all $B \in \mathcal{A}$, $\rho(\cdot)$, $s_B$, $\theta_B$ to identity matrices or functions in our GcGPN framework.

The model in [10] addresses GFSL successfully by an attention-based weight generator that computes classifier weights $w^*$ for novel classes based on their support sets and their similarities to seen classes. Both our model and theirs utilize a cosine classifier. However, while the cosine classifier in our model operates on representative prototypes in the feature space, theirs operates in the weight space and computes cosine similarities between seen class weights and transformed support set image features. The Average Weight Generator variant in [10] can be recovered in our framework by using a GcGPN with prototype initialization as in sec. 3.1 and one graph-convolution layer ($L = 1$) with $\mathcal{A} = \{\hat{B}_1, \hat{B}_2\}$ containing two block-structured operators

$$
\hat{B}_1 = \begin{pmatrix} I_{N_{seen} \times N_{seen}} & 0_{N_{seen} \times N} \\ 0_{N \times N_{seen}} & 0_{N \times N} \end{pmatrix}, \quad \hat{B}_2 = \begin{pmatrix} 0_{N_{seen} \times N_{seen}} & 0_{N_{seen} \times N} \\ 0_{N \times N_{seen}} & I_{N \times N} \end{pmatrix}
$$

(6)

with identity matrix on the seen- and novel-class blocks respectively and zeros elsewhere. This corresponds to not modeling inter-class relations at all. $\theta_{B_1}$ is the identity matrix and $\theta_{B_2}$ is a learnable diagonal matrix. The Attention Weight Generator variant in [10] can be recovered by adding one more operator to $\mathcal{A}$, whose lower-left block contains scores from an attention mechanism in a learned key space. This corresponds to an underlying relational graph with weighted directed edges from seen to novel classes, such that novel prototypes do not only depend on the support set but also on similar seen classes. To summarize, GcGPN generalizes over [10] in several respects: (i) We use a fully connected graph, allowing not only relations from seen to novel classes but among all classes (i.e., operators in $\mathcal{A}$ may be full matrices); (ii) our framework accommodates any kind of similarity modeling (not only attention matching) and offers a natural way to combine multiple strategies discussed in sec. 3.2; (iii) more general post-convolution transforms and layer stacking ($L \geq 1$) result in a more flexible joint model for class prototypes; (iv) all parameters can be trained end-to-end through a GFSL objective, thus does not require the 2-stage training procedure from [10].

### 4 Related Work

**Few-Shot Learning (FSL)** has been approached from different perspectives. FSL modeling alternatives include to mimic the human learning behavior by modeling high-level concepts [17], to learn similarity measures to one-shot learning [18], and to extend deep neural networks by an external memory module to allow for direct incorporation of few-shot examples [19] [20]. Moreover,

---

1 This is in contrast to our method, where prototypes are learnable parameters, initialized with an average over the support points.
recent meta-learning approaches that focus on $N$-way $K$-shot classification can be divided in two categories: Optimization-based methods [7, 8, 21] rely on a meta model that learns an optimal strategy which is carried out by an inner model in order to efficiently adapt this model to new tasks. Distance-based methods such as Matching Networks [5] and Prototypical Networks [6] perform nearest-neighbor-based classification with a learned distance measure, either by selecting the closest support set example [5], or by choosing the class of the closest prototype obtained by averaging the respective support set examples on the feature space [6]. Despite its simplicity, the method in [6] achieves state-of-the-art performance and has inspired extensions which parameterize the distance measure or the prototype mechanism in a more flexible way [22].

Generalized Few-Shot Learning (GFSL) in the context of meta-learning is not yet a well-studied task. Alternatives to meta-learning include using pre-trained image features [23, 24] or learning a generative model that models the global class structure in the joint label space [25]. The most relevant work to our setup is Dynamic FSL without Forgetting [10], which utilizes an attention-based weight generator for novel classes to extend the classifier from seen classes to the joint label space. Its connections to our work is discussed in detail in 3.3.

Side Information plays a crucial role in zero-shot learning (ZSL), where no labeled examples are available for novel classes at all. In particular, ZSL methods typically build on side information from knowledge graphs [26], semantic word embeddings [27, 28] or visual attributes [29]. Generalization can be achieved by relating the feature space to the side information either through a learned mapping or a joint embedding space [50] [31] [11] [24]. Furthermore, graph-convolutions can be applied to distill information from relational knowledge graphs and class embeddings to predict the classifier weights for novel classes [16]. Apart from ZSL, a range of FSL methods exist that incorporate side information, e.g., to regularize the feature space with textual embeddings for alignment on a distributional level [32], or to use attention mechanisms for synthesizing additional training examples for few-shot classes [33].

Graph-Convolutional Networks (GCN) [34, 35, 14] are a powerful tool to jointly learn node representations for inherently graph-structured data such as items in recommender systems or users of social networks [36]. GCNs have been applied to FSL [9] by representing image instances with graph nodes in an $N$-way $K$-shot classification setup. In contrast, we represent classes by graph nodes with a GFSL setup. Class-level graph-convolution has been used in a similar way for ZSL [16]. Alternatively, GCNs may exploit the manifold structure in the data to propagate labels from labeled to unlabeled images by using edge weights that depend on learned distances in the feature space [37].

5 Experimental Results

We evaluate our method on two widely used benchmark datasets. First, we use the FSL benchmark dataset miniImageNet [5], which is a subset taken from ImageNet [38] consisting of 100 classes and 600 images per class. We adopt the split specified in [8] to obtain 64 seen, 16 novel validation and 20 novel test classes. To obtain training, validation and test sets for the seen class label space, we further follow the approach in [10]. We enrich this dataset with side information based on conceptual semantics and lexical relations by mapping class names into the ontology WordNet [26]. In particular, we use WordNet path similarities [39] between class labels, which are scores based on the shortest path distances between words in the taxonomy. Second, we evaluate our method on Caltech-UCSD Birds-200-2011 (CUB) [40], which is widely used for ZSL. This dataset contains 11,788 images across 200 classes of different bird species. Each class has 312 annotated continuous attributes describing visual characteristics of the respective bird species. We follow the standard split used in ZSL [41] to obtain 150 seen and 50 novel test classes. Further, we randomly select 20 from the 150 seen classes for validation. For each seen class, 25% of the images are hold out as seen class test set and 10% as seen class validation set. In this dataset, we obtain edge weights by computing pairwise cosine similarities between class attributes. Fig. shows the semantic operators $B$ when class similarities are used as edge weights; brighter color indicates higher similarity.

Experimental Setup Our goal is to evaluate the ability of GcGPN to leverage side information for relational GFSL. To this end, we explore multiple variants of GcGPN with different specifications for the graph-convolution block. At the core of all model variants is the semantic operator $B$ containing
all graph edge weights, i.e., similarities among all $N_{seen} + N$ classes. Since graph-convolution operators usually require normalization, we apply row-wise softmax with a learnable temperature such that each row sums up to 1. We use one graph-convolution layer and diagonal post-convolution transform $\theta_B$ with learnable entries.

We exploit the model’s flexibility to combine multiple operators and include variants where the operator set $A$ is augmented by the two auxiliary operators $\hat{B}_1$ and $\hat{B}_2$ defined in eq. (6) (variant indicated by -aux). This allows the model to trade-off between self-connection and the effect of similar prototypes. Further, note that the operators have an inherent four-block structure with relations between seen-seen, seen-novel, novel-seen and novel-novel classes in the upper-left, lower-left, upper-right and lower-right block, respectively (similar to eq. (6)). We explore the effect of either utilizing only one semantic operators $A = \{B\}$ with fully connected class similarities or splitting $B$ into four individual operator $A = \{B_{ss}, B_{sn}, B_{ns}, B_{nn}\}$ with one activated block each. The latter variant, indicated by -split, allows the model to learn specialized post-convolution transforms for each block.

To further study the effect of the semantic operator and the post-convolution transform, we conduct two more experiments on CUB: Variant GcGPN-aux-sn has reduced capacity in the operator by deactivating all inter-class relations other than the seen-novel block, whereas GcGPN-aux-fc$\theta_B$ has increased capacity in the post-convolution transform by using fully connected instead of diagonal $\theta_B$.

For comparability, we adopt the same feature extractor architecture as in [6] and [10] with 4 convolutional blocks and 128 output feature maps, where each block consists of a 3x3 convolution layer followed by batch normalization, ReLU and 2x2 max-pooling. We train all models from scratch, which is in contrast to the two-phase training used in [10]. All models are trained for 75 epochs on mIN and 45 epochs on CUB using an SGD optimizer with a momentum of 0.9, a weight decay parameter of 0.0005 and an initial learning rate of 0.1 that was reduced after 20, 40, 50 and 60 epochs. Performance is monitored on the validation set to allow for early stopping.

**Results and Discussion**

Tables 1 and 2 show results for generalized $5^+$-way $K$-shot classification on miniImageNet and CUB datasets. In addition to the evaluation measures in [10], we follow the convention in GFZL [12] and report Seen-Joint and Novel-Joint accuracies together with their harmonic mean, which capture the joint label space classification performance separately for seen and novel class queries. We compare to the GFSL extension of Prototypical Networks [6], PN* (see sec. 3.3), and to DFSLwoF [10], which are the most related approaches to ours. All models are evaluated across 600 episodes randomly sampled from the test set and the average accuracy with 95% confidence intervals is reported.

The first observation is the drastic performance drop of PN* on novel class queries when changing from the novel to the joint label space (comparing Novel-Novel and Novel-Joint). The novel classes are well-separated from each other but not consistently embedded into the seen label space, which is what we anticipate since PN* is only trained for FSL.
We do observe improvements from using auxiliary operators, however, the simplest GcGPN already, which is suggested by the significant increase in Novel-Joint accuracy while the Seen-Joint accuracy while being competitive with the baseline DFSLwoF [10] on the 5-shot task. On CUB, our model provides

Table 1: Test set results for 5+-way 1-shot and 5+-way 5-shot classification on miniImageNet.

|       | FSL          | GFSL         |
|-------|--------------|--------------|
|       | 1-shot       | 5-shot       |
|       | Seen-Seen    | Novel-Novel  | Seen-Joint    | Novel-Joint    | Joint-Joint  | Seen-Joint    | Novel-Joint    | Joint-Joint  | H-Mean       |
| PN    | 54.02        | 53.88±0.78   | 27.02±0.23   | 54.02         | 0.02±0.01     | 0.04±0.03    |
| DFSLwoF [10] | 69.93        | 55.80±0.78   | 49.42±0.41   | 58.54         | 40.30±0.74    | 46.95±0.55   |
| GcGPN-aux | 63.68        | 55.67±0.73   | 46.82±0.41   | 51.08         | 42.57±0.72    | 43.68±0.48   |
| GcGPN-split | 62.26        | 55.68±0.76   | 49.60±0.41   | 55.22         | 43.98±0.76    | 48.13±0.49   |
| GcGPN-aux-split | 68.13       | 60.40±0.71   | 51.63±0.41   | 54.68         | 48.59±0.72    | 50.83±0.45   |

Table 2: Test set results for 5+-way 1-shot and 5+-way 5-shot classification on CUB.

|       | FSL          | GFSL         |
|-------|--------------|--------------|
|       | 1-shot       | 5-shot       |
|       | Seen-Seen    | Novel-Novel  | Seen-Joint    | Novel-Joint    | Joint-Joint  | Seen-Joint    | Novel-Joint    | Joint-Joint  | H-Mean       |
| PN    | 35.16        | 58.87±0.91   | 17.61±0.21   | 35.16         | 0.05±0.02     | 0.09±0.04    |
| DFSLwoF [10] | 47.02        | 59.87±0.93   | 37.87±0.48   | 41.55         | 34.19±0.82    | 36.34±0.56   |
| GcGPN-aux | 43.96        | 70.49±0.81   | 45.46±0.48   | 34.92         | 56.00±0.84    | 42.21±0.47   |
| GcGPN-split | 46.26        | 71.17±0.79   | 47.61±0.47   | 36.35         | 58.88±0.78    | 44.21±0.48   |
| GcGPN-aux-split | 40.60        | 71.77±0.81   | 46.09±0.48   | 30.49         | 61.68±0.80    | 40.15±0.50   |
| Ablations | GcGPN-aux-fcθB | 51.88        | 72.72±0.80   | 47.49±0.46   | 47.33         | 47.66±0.74    | 46.77±0.48   |
| GcGPN-aux-sn | 38.71        | 70.25±0.84   | 44.67±0.48   | 29.26         | 60.09±0.81    | 38.61±0.52   |

|       | 5-shot       | 5-shot       |
|       | Seen-Seen    | Novel-Novel  | Seen-Joint    | Novel-Joint    | Joint-Joint  | Seen-Joint    | Novel-Joint    | Joint-Joint  | H-Mean       |
| PN    | 43.04        | 75.81±0.67   | 25.26±0.26   | 42.90         | 7.62±0.32     | 12.45±0.44   |
| DFSLwoF [10] | 48.37        | 74.73±0.79   | 44.97±0.51   | 45.09         | 44.85±0.82    | 44.19±0.54   |
| GcGPN-aux | 44.33        | 76.98±0.75   | 50.35±0.46   | 36.44         | 64.26±0.75    | 45.92±0.48   |
| GcGPN-split | 50.73        | 75.87±0.74   | 50.62±0.49   | 45.92         | 55.33±0.79    | 49.53±0.48   |
| GcGPN-aux-split | 52.31        | 76.49±0.74   | 49.16±0.48   | 48.37         | 49.95±0.78    | 48.42±0.49   |
| Ablations | GcGPN-aux-fcθB | 51.39        | 76.63±0.75   | 48.87±0.50   | 47.79         | 49.95±0.80    | 48.81±0.52   |

On miniImageNet, GcGPN benefits from auxiliary operators and splitting on both tasks. Our best variant achieves state-of-the-art Joint-Joint accuracy and harmonic mean on the 1-shot task while being competitive with the baseline DFSLwoF [10] on the 5-shot task. On CUB, our model outperforms state-of-the-art by a wide margin on both 1-shot and 5-shot tasks and in terms of both Joint-Joint accuracy and harmonic mean performance. This improvements mainly stem from the model’s enhanced ability to incorporate novel classes consistently into the seen class label space, which is suggested by the significant increase in Novel-Joint accuracy while the Seen-Joint accuracy remains comparable with the baseline [10]. Unlike on miniImageNet, splitting was not beneficial. We do observe improvements from using auxiliary operators, however, the simplest GcGPN already outperforms the baselines significantly. Note that our model variants do not require learning an additional key space and an attention module as in DFSLwoF, but instead relies on side information only. Thus, the quality of the side information becomes crucial. The attributes on CUB provides fine-grained visual information which, according to our empirical results, proves to be a richer source of relational information compared to the taxonomy-based similarity for miniImageNet.

The ablation study on CUB suggests that increasing the post-convolution transformation capacity (GcGPN-aux-fcθB) improves the model’s discriminative power. Restricting the relational graph to novel-seen dependencies turns out to harm the performance, which is in line with our key intuition that learning prototypes jointly by incorporating all inter-class relationships results helps to handle the challenging trade-off in GFSL.
6 Conclusion

We propose Graph-convolutional Global Prototypical Network for GFSL, which takes inter-class relationships defined by an arbitrary weighted graph into account to consistently embed previously seen and novel classes into a joint prototype space. This allows for better generalization to novel tasks while at the same time maintaining discriminative power over not only novel but also seen classes. Our model generalizes existing approaches in FSL and GFSL and achieves strong state-of-the-art results on 3 out of 4 benchmark tasks by leveraging side information.
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A Supplementary Material

A.1 Semantic Operators

In this section we show the semantic operators for the miniImageNet \cite{Vinyals2016} dataset and for the Caltech-UCSD Birds-200-2011 (CUB) \cite{WahCUB_200_2011} dataset.

Figure 3: Softmax normalized semantic operators for the miniImageNet \cite{Vinyals2016} dataset (with temperature $\tau = 1$) for a typical GFSL $5^+$-way $K$-shot task. Brighter color indicates higher similarity and block structures arise when similar classes are listed next to each other. The two largest blocks for example are animate and inanimate things. The blue lines indicate the four quadrants Seen-Seen, Seen-Novel, Novel-Seen and Novel-Novel. Note that the colormap clips the largest values on the diagonal to visualize the off-diagonal structure of the side information. (Best viewed in color.)
Figure 4: Softmax normalized semantic operators for the Caltech-UCSD Birds-200-2011 (CUB) [40] dataset (with temperature $\tau = 1$) for a typical GFSL $5^+$-way $K$-shot task. Brighter color indicates higher similarity and block structures arise when similar classes are listed next to each other. The largest continuous block for example are several different sparrow species. The blue lines indicate the four quadrants Seen-Seen, Seen-Novel, Novel-Seen and Novel-Novel. Note that the colormap clips the largest values on the diagonal to visualize the off-diagonal structure of the side information. (Best viewed in color.)