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ABSTRACT Generative adversarial networks (GANs) gained tremendous growth due to the potency and efficiency in producing realistic samples. This study proposes a light-weight GAN (LiWGAN) to learn non-image synthesis with minimum computational time for less power computing. Hence, the LiWGAN method enhanced a new skip-layer channel-wise excitation module (SLE) and a self-supervised discriminator design for non-synthesis performance using the facemask dataset. Facemask is one of the preventative strategies pioneered by the current COVID-19 pandemic. LiWGAN manipulates a non-image synthesis of facemasks that could be beneficial for some researchers to identify an individual using lower power devices, occlusion challenges for face recognition, and alleviate the accuracy challenges due to limited datasets. The study evaluates the performance of the processing time in terms of batch sizes and image resolutions using the facemask dataset. The Fréchet inception distance (FID) was also measured on the facemask images to evaluate the quality of the augmented image using LiWGAN. The findings for 3000 generated images showed a nearly similar FID score at 220.43 with significantly less processing time per iteration at 1.03s than StyleGAN at 219.97 FID score. One experiment was conducted using the CelebA dataset to compare with GL-GAN and DRAGAN, proving LiWGAN is appropriate for other datasets. The outcomes found LiWGAN performed better than GL-GAN and DRAGAN at 91.31 FID score with 3.50s processing time per iteration. Therefore, LiWGAN could aim to enhance the FID score to be near zero in the future with less processing time by using different datasets.

INDEX TERMS Non-image synthesis, self-supervised discriminator, data augmentation, deep learning, generative adversarial network.

I. INTRODUCTION

Generative adversarial networks (GANs) are among the most significant developments in the deep learning domain, especially for medical imaging applications [1]. GANs have received considerable interest in the computer vision community due to data generation capabilities without directly modeling the likelihood density function. GANs comprise two neural networks: a generator that collects data distribution and a discriminator that predicts sample composition from training data [2]. In addition, the discriminator differentiates between genuine and fake images. Generally, the generator aims to make the discriminator believe that the images are genuine [3]. GANs can be used to generate new data for a limited dataset, which can be challenging and time-consuming. GANs are one of the pre-processing processes before the training phase begins. Comparing and contrasting generative and discriminative algorithms can help better grasp how GANs work.

Deep neural networks perform an unparalleled direction with sufficient data on various tasks such as image detection and classification, voice recognition and synthesis, human
learning, reinforcement learning, and others [4] in the past decade. Data augmentation (DA) has proven compelling in image and video classification [5] to identify genuine and fake images and videos. Moreover, data augmentation can be a regularizer to avoid neural network overfitting and enhance the efficiency of imbalanced classes. Simple techniques, including cropping, rotating, changing the image color, and flipping input images, are helpful for data augmentation, which many researchers have performed. In addition, the data-augmentation methods aim to address significant problems. The key approaches are in the data warping group, which is a method to directly augment the input to the data space model [6].

The impressive results of GANs are not only in generating realistic samples [7], [8], [9] but also in object detection [10], [11], [12] and image translation [13]. There are two categories of generative models: conventional machine learning algorithms and deep learning algorithms. The simulated observations based on a probability density function (pdf) built using generative methods can yield large samples. However, several issues arise in generating realistic samples, which cannot monitor the GAN for producing practical samples because of sampling issues in generator input variables. Vanilla GAN can produce realistic test samples, but its impact on features is unclear and straightforward [14]. Therefore, a particular role should have an appropriate structure with a complicated expression, which is unable to develop for each conventional generative model [15].

CELEB-500K, described in [16], is a large training dataset for face recognition. There are 50M images in the dataset, representing 500K different celebrities. As a result, the method is more accurate than other publicly available datasets. On the other hand, our study focuses on working with a limited dataset using CelebA with 10K unique identities. The dataset is great for training and testing models for face recognition and logging in to mobile devices with an individual’s face or searching through surveillance images for a particular person.

One possible light-weight computational application of GAN is mobile edge computing (MEC). The MEC was developed as a potential approach to significantly reduce the processing time, and communication resources on mobile devices [17]. Numerous studies have shown that GANs can be implemented in MEC with respect to latency [18], [19], security [20], and low power consumption [21], [22]. The study in [22] proven that their proposed GAN can reduce the time and resources needed for image validation.

This paper proposes light-weight generative adversarial networks (LiWGAN) to generate high quality images for non-image synthesis with minimum computational time for a less power computing. Our study employs a public facemask dataset due to the COVID-19 pandemic that remains debatable, and wearing a facemask is becoming more recommended. Facemasks are an initiative that incorporates the community as a prevention technique. Thus, the generated datasets would be helpful for other researchers to detect and classify facemask with occlusion challenges. We evaluated the quality of the specific image in terms of the Fréchet inception distance (FID) scores with state-of-art methods. For comparison with StyleGAN [23], we repeated the experiment using the same facemask dataset to identify the challenges of data augmentation in increasing the number of images and their quality. The main contributions of this study are as follows:

1) We built the Skip-Layer channel-wise excitation module, which revises the channel responses on a high-scale feature map via low-scale activation. SLE allows for a robust gradient flow across the model weights for faster training. Programmatically, it helps to disentangle styles and content like StyleGAN.
2) We propose a self-supervised discriminator, $D$, as the feature encoder with an additional decoder. We force $D$ to learn a more descriptive feature map covering more regions from an input image, yielding more details about the setting to train a generator, $G$.
3) We validate our proposed method concerning other benchmarks utilising CelebA datasets and demonstrating that LiWGAN significantly reduced processing time in applications requiring less computing power.

II. RELATED WORKS

Current works related to GAN approaches mainly improved the image classifier, generation, and detection of fake and genuine images [2], [3], [14], [24], [25], [26], [27], [28], [29], [30]. Some studies have conducted GAN techniques with two processes: 1) focusing on learning augmented images and 2) using the conventional classification network [31]. Goodfellow et al. proposed the Vanilla GAN [2] for a generative model. They draw samples directly from the required data distribution without explicitly modeling the underlying density function.

A new approach called BicycleGAN was created from a conditional variational autoencoder GAN and conditional latent regressor GAN [30]. They developed a method to simultaneously implement the relationship between latent encoding and output to boost decoder performance without enforcing a tough decision. Moreover, BicycleGAN can yield diverse and visually pleasing outcomes in several image-to-image conversion problems.

Kodali et al. [26] proposed a novel gradient penalty scheme called DRAGAN to eradicate a low local equilibrium in non-convex sports. They proved that they could accomplish asymptotic convergence without requiring the discriminator to be adequately satisfied.

Some authors develop a GAN semi-supervised training scheme for chest anomaly classification, patch-based retinal vessel classification, and cardiac diagnosis [32], [33], [34]. They found that the method can perform better than the conventional supervised CNN. Proposing a softmax GAN, they substitute the classification loss with cross-entropy losses for the generator and discriminator in a single batch of images [27]. The authors proved that implementing
importance sampling provides a rigorous approach to global optimization.

Adler et al. proposed a Banach Wasserstein GAN (BWGAN) to generate realistic samples from complex image distributions [24]. The strategy is to separate Banach spaces using a gradient penalty and allows practitioners to use the unique feature sets in the generator to determine which features to prioritize. A WGAN and InfoGAN combined to develop the unsupervised cell-level visual representation of images in histopathology [35]. The methods derived the attributes of the discriminator to construct a classifier.

ControlGAN adopts the auxiliary classifier GAN (ACGAN) to generate conditional samples as a classification layer in a discriminator that solves the overfitting [14]. ControlGAN’s independent classifier distinguishes the classifier function from the discriminator, using artificial learning algorithms to classify an unlabeled dataset with minimal computational effort. The strategy is to maintain a proper equilibrium between the two issues operated concurrently by two different network modules.

Mode seeking GAN (MSGAN) was applied on the DCGAN and worked as an effective regularization term on the generator [36]. The regularization term drives the generators to investigate more minor modes by increasing the gap between produced images and the distance between the related latent codes. The regularization approach was implemented into existing conditional GAN without training or network structural changes. Regularization improves baseline frameworks’ complexity without reducing image quality.

A new co-evolutionary method in [37] designed a CycleGAN that allows two portable generators to remove unnecessary filters, reducing memory consumption concurrently. In addition, the proposed method achieved high compression and optimization rates. The style information in the compressed images can be used on any off-the-shelf platform without affecting visual quality.

The effective DA network’s goals are detecting out-of-distribution data and enhancing resilience without compromising classification accuracy [38]. The comparison of the effective DA and the state-of-art WideResNet proposed in [39] showed the effectiveness of both methods in various datasets. The initial novelty of the study is that when the input image is out of distribution, the predicted probabilities of the enhanced images could be inaccurate. As a result, the effective DA is more practical than previous approaches and can be readily adapted to diverse neural networks to increase security in real applications.

Supervised learning sentence compression, SeqGAN, and data screening were proposed as a framework for data augmentation [40]. The framework uses SeqGAN to create test data to address the lack of variety in widely used approaches. However, SeqGAN faces a significant hurdle while training on large texts. Hence the study presented a sentence reduction method. The sentiment words are preserved throughout the sentence reduction procedure to preserve more sentiment information. The produced data that contains inaccurate sentiment information can be removed using the proposed data screening method.

Face Augmentation Generative Adversarial Network (FA-GAN) was proposed in [41] to minimize the effect of deformation attribute distribution imbalances for the CASIA-WebFace dataset. Besides improving face recognition accuracy, the FA-GAN uses disentangled identity representations to manipulate various characteristics of an individual’s face. Research on face recognition and synthesis tasks shows that the proposed network preserves identity well in restricted datasets.

An adaptive global and local bilevel optimization model (GL-GAN) proposed in [42] optimized the image from the local and global aspects. The local bilevel optimization model was proposed based on the discriminator’s output feature matrix, in which each element evaluates image receptive field quality and determines the area with low quality. However, the GL-GAN needs extension studies for edge computing and mobile devices due to limitations where the proposed method selects a lower-quality rectangular receptive field that causes overlapping images.

The author in [43] proposed DCGAN, known as adversarial learning-based data augmentation (Ada), to produce additional malicious users. The DCGAN-based data augmentation approach can produce better user embeddings than simple data augmentation methods, making it better at detecting malicious users in sparse-sample situations. However, although DCGAN can entirely imitate malicious users’ dispersion, there is a constraint to the generated fake users. The hostile users are being injected into the system to make them more like genuine users to evade detection. As a result, these malicious users’ false users are less likely to include attack characteristics.

A combination of GAN and re-id model called Jot-GAN was proposed to train the generator and re-id model concurrently to obtain their respective optimums using a discriminator [44]. Furthermore, the adversarial training and the produced samples enhance the re-id model’s ability to trick the discriminator, thereby boosting its performance. Findings showed that the Jot-GAN surpassed the existing methods with the identification loss and triplets loss.

In 2018, the NVIDIA team introduced a style-based GAN model (StyleGAN) [23]. The normalization of the generator was restructured and regularized to facilitate a good mapping condition from latent to image codes. As a result, the authors enhanced the training performance for superior-quality images. The simplified data flow produced the most significant performance due to weight demodulation, lazy regularization, and algorithm optimization.

The advantages of StyleGAN are that it is easy to allocate an image produced to its root and improve its quality. However, training requires more computational time. Therefore, we take advantage of the weaknesses of StyleGAN to improve the performance of our proposed model, specifically in minimizing the computational time.
III. SYSTEM MODEL

A. StyleGAN

The NVIDIA team developed StyleGAN in 2018 [23], [45], [46]. The authors proposed a new generator architecture that enables them to monitor various levels of data in the samples, from coarse details (e.g., head shape) to finer details (e.g., hair length and eye color), as shown in Fig. 1. StyleGAN applies the concept of ProgressiveGAN, in which the networks initiate at a lower resolution ($4^2$) and use more data ($1024^2$) to train the network on more progressively scaled layers of networks. Thus, the training time becomes considerably quicker and more stable. StyleGAN allows simpler things by mapping a network that encodes input vectors into an intermediate latent space, $w$. In addition, it controls various levels of detail. StyleGAN utilizes bi-linear sampling instead of down-sampling, and later applies on ProgressiveGAN. The bi-linear sampling is carried out by low-pass filtering the activation with a different second-order binomial filter after each upsampling layer and before each downsampling layer.

The comparison of the traditional StyleGAN and StyleGAN architectures [23], as illustrated in Fig. 2, shows the redesign of the style-based generator by omitting the input layer, referring to Fig. 2b. Instead, the latent vector, $z$ in the latent input space, $Z$ mapped to another vector of $w \in W$ with the 512 dimensions. The implementation of 8-fully connected layers, $FC$ aims to simplify the mapping, $f$. The output of the mapping network, $w$, is then passed through a learned affine transformation, $A$, before passing into the synthesis network, an adaptive instance normalization (AdaIN) module. Finally, the model converts encoded mapping into a generated image. The input to AdaIN is styles $y = (\sigma, \mu)$ generated by applying $A$ to $w$. The styles $y$ controls adaptive instance normalization operations after each convolutional layer of the synthesis network, $g$. The following equation defines the AdaIN operation as,

$$AdaIN = (x, y) = \sigma(y) (\frac{x - \mu(x)}{\sigma(x)}) + \mu(y)$$

where each input feature map, $x$ is normalized separately and then scaled and biased using the corresponding scalar components from style $y$. The normalized content input is simply scaled up by $\sigma(y)$ and shifted by $\mu(y)$. Thus, the dimension of $y$ is twice the number of input $x$ on that layer. The synthesis network contained 18 convolutional layers for each resolution: $4^2$ and $1024^2$.

![FIGURE 1. The variations of coarse and fine details [39].](image1)

![FIGURE 2. The architecture of StyleGAN [39].](image2)

Style generation uses an intermediate vector at each level of the synthesis network, which may cause the network to learn the correlation between different levels. Therefore, the model randomly selects two input vectors, $z_1$ and $z_2$, and generates intermediate vectors, $w_1$ and $w_2$ to reduce the correlation. It then trains some of the levels using the first and switches method (in a random split point) to the other to train the remaining levels. The random split point switch ensures the networks do not learn the correlation effectively.

Finally, the generator offers a direct mechanism of creating stochastic detail by explicitly incorporating noise inputs. Each layer of the synthesis network receives separate single-channel images formed of uncorrelated Gaussian noise. First, the noise image is transmitted to all feature maps using learned per-feature scaling factors, as illustrated in Fig. 2b. The corresponding convolutional filtering operation result is subsequently subjected to the noise image.

IV. LIGHT-WEIGHT GAN

This study compared our proposed model, a LiWGAN, with StyleGAN. We adopted StyleGAN in [23], [45], and [46], including the model configuration and differentiable data-augmentation, for the best training on few-sample datasets. Furthermore, we compared our proposed model with StyleGAN based on the computing time because StyleGAN requires much more computing time to train. However, for non-image synthesis quality, we compared it regardless of the computing time. Therefore, we developed our proposed model using two proposed techniques, namely a skip-layer excitation module and a self-supervised discriminator.

A LiWGAN requires a generator, $G$, that can learn fast and a discriminator, $D$, to provide valuable signals to train $G$ continuously, as illustrated in Fig. 3a. It utilizes a single convolution layer on each resolution in $G$ and applies three input channels: $8^2$, $16^2$, and $32^2$, including three output channels:
128², 256², and 512² for the convolution layer in both $G$ and $D$. We present the structure of the $G$ and $D$, referring to in Fig. 3 and Fig. 4, with descriptions of the component layers and forward flow. Generally, our proposed model is similar to StyleGAN. However, the structural designs make our proposed model much smaller than StyleGAN and substantially faster to train with skip-layer channel-wise excitation (SLE) implementation. Meanwhile, our proposed model remains robust on small datasets owing to its compact size with the two proposed techniques.

### A. SKIP-LAYER CHANNEL-WISE EXCITATION

Generator, $G$, requires deepening combined with up-sampling needs, with further convolution layers. A deeper model with more convolution layers leads to a longer training time of the GAN owing to the increased number of model parameters and a weaker gradient flow through $G$.

SLE was redesigned based on the skip layer connections in [32] to train a deep model and strengthen the gradient signals between layers. As presented in Fig. 3, the architecture of the SLE displays ResBlock implemented skip connections as an element-wise addition between the activations from different convolution layers. In addition, channel-wise multiplications were performed between the activations to eliminate the heavy computation of convolution. The skip connections were used at a similar resolution in previous GAN works. However, skip connections were performed between resolutions into a more extended range in this study, as an equal spatial dimension was no longer necessary. The ResBlock is applicable with a shortcut gradient flow without additional computational cost to ensure that the SLE succeeds. The computation of SLE is as follows,

$$y = F(x_{l}, [W_i]) \cdot x_{h}$$

(2)

where $x$ and $y$ are the input and output feature maps of the SLE component, function $F$ comprises the operations on $x_l$ and $W_i$ specifies the learned module weights. The SLE component indicates that $x_l$ and $x_h$ are the feature maps at resolutions of $8^2$ and $128^2$, as shown in Fig. 3b. First, the adaptive pooling layer, $F$ down-samples $x_l$ into $4^2$ along the spatial dimensions, and the convolutional layer later down-samples it into $1^2$. A LeakyReLU is used to design nonlinearity, and $x_l$ has the same channel size as $x_h$ for other convolutionary layers. Finally, after a gating operation via a sigmoid function, the output from $F$ multiplies $x_h$ along the channel dimension yields $y$ with the same shape as $x_h$.

SLE resembles the squeeze-and-excitation module (SE) proposed in [47]. However, the SE operates within one feature map as a self-gating module. In comparison, SLE performs between feature maps far away from each other. While SLE benefits from channel-wise feature re-calibration similar to SE, it also strengthens the gradient flow of the whole model like ResBlock. The channel-wise multiplication in SLE also coincides with instance normalization [48], [49], widely used in style transfer.

Similarly, we show that SLE enables $G$ to automatically disentangle the content and style attributes, as in StyleGAN [46]. The performance of SLE on high-resolution feature maps, altering these feature maps is more likely to change the style attributes of the generated image [46], [50].
By replacing $x_I$ in SLE with another synthesized sample, our $G$ can generate an image with entire content but in the new replacing image style.

### B. SELF-SUPERVISED DISCRIMINATOR

This study presented a simple regularization for $D$ as an encoder and a train with small decoders. An auto-encoding training requires $D$ to extract the image features that the decoder can reconstruct. The decoder and $D$ were optimized to achieve a quick restoration loss trained on real samples. The decoders are optimized together with $D$ on a simple reconstruction loss, trained only on real samples. 

$$L_{\text{recons}} = E_{f \sim \text{Dencode}(x), x \sim I_a} ||G(f) - T(x)||$$ (3)

where we propose the reconstruction loss $L_{\text{recons}}$ between the intermediate feature maps the $f$, from the discriminator $D$. The function $G$ contains the processing on $f$ and the decoder, and the function $T$ represents the processing of sample $x$ from genuine images, $I_a$.

The self-supervised, $D$ is illustrated in Fig. 4, where two decoders for the feature maps are employed on two scales: $f_1$ on $16^2$ and $f_2$ on $8^2$. The decoders have four convolution layers only to produce images at $128^2$ resolution. Nevertheless, it may require additional computations, which is less than other regularization methods. The $f_1$ was randomly cropped with $\frac{4}{9}$ of its height and width, then crop the genuine image on the same portion to obtain the cropped image, $I_c$. Next, the genuine image was resized to obtain a downsampled image, $I$. Then, the decoders were produced $I'_c$ from cropped $f_1$, and $I'$ from $f_2$. Finally, $D$ and the decoders were trained to reduce the loss for the corresponding of $I'_c$ to $I_c$ and $I'$ to $I$. The simple decoder has three convolution layers with the nearest unsample layer using gated linear unit (GLU) to alleviate the loss of sample images.

$D$ extracts a more comprehensive representation from the inputs, covering the overall compositions (from $f_2$) and detailed textures (from $f_1$). Note that the processing in $G$ and $T$ is not limited to cropping; more operations remain to be explored for better performance. The auto-encoding approach is a typical method for self-supervised learning, which improves model robustness and generalization ability [51], [52], [53], [54]. From the perspective of GAN, a regularized $D$ via self-supervision training strategies significantly improves the synthesis quality on $G$, which enhances the performance of auto-encoding.

Moreover, the method varies radically from merging the GAN and auto-encoder (AE). In previous works, $G$ was primarily trained as a decoder in a latent space from $D$ or
the adversary training with $D$ as a potential loss compared to the training of AE. However, in this study, a pure GAN with a much simpler training schema was implemented in the model. The auto-coding training regularizes $D$ without involving $G$. Therefore, hinge loss was implemented to train $D$ and $G$ iteratively. The advantage of hinge loss is that it can compute faster than other GAN losses.

### V. AUGMENTATION

Image data augmentation is the best-known data augmentation type. It involves the creation of a transformed image in the training dataset that is the same class as the original image [55]. It requires some effort and cost to collect labeled datasets, particularly in disciplines like facial recognition using non-image synthesis, where the datasets are in millions. On the other hand, data augmentation refers to the practice of enhancing the original datasets.

This study used several basic augmentation techniques, such as rotation, shearing, cropping, zooming in and out, and many more. In this study, by default, the augmentation types were set to horizontal translation and cutout for occlusion images, with color and contrast omitted. The horizontal translation of an image of a person wearing a mask may make sense, as the photo can be taken from the right or left. However, a vertical-horizontal image of a person wearing a mask does not make sense.

It is probably not appropriate, given that it is unfeasible to see an upside-down person. The purpose of color and contrast is to generalize images trained using various lighting spectrums. Thus, an appropriate data augmentation technique must be chosen wisely within the context of the training dataset.

Several types of augmentation presented in this study are listed in Table 1. These four were executed due to the significant output for data augmentation in a low-data setting. A general recommendation is to use proper augmentations for the data and as much as possible; then, after some training, it is most destructive for image augmentation.

### VI. SIMULATION PARAMETER

This section explains the datasets and methods used for LiWGAN to generate more facemask images and perform data augmentation. First, the data augmentation is described briefly to understand the LiWGAN implementation better. Then, the process of developing facemask images begins in correspondence with the data augmentation results. Table 2 presents the summary of the simulation parameter used in this study to apply LiWGAN to improve the performance of GAN model.

#### A. FACEMASK DATASET

A facemask detection dataset was utilized in this study to perform data augmentation and classification of face images with and without a mask. The facemask dataset was taken from Kaggle and found in [56]. The dataset consisted of 7553 RGB images in two separate folders with and without a mask. Images of faces with masks contained 3725 images, and faces without masks contained 3828 images. The facemask images were trained for 10,000 iterations for $256^2$ resolution images.

#### B. DEVELOPMENT ENVIRONMENT

Google Colaboratory, the most well-known Google Colab, is used in this study as a development platform to run our proposed model via the Colab Notebook. Google Colab is a research project used for machine learning models on powerful hardware options, namely, the graphics processing unit (GPU) and tensor processing unit (TPU) [57]. Google Colab offers core machine learning and artificial intelligence libraries, such as TensorFlow, Matplotlib, and Keras, with either Python 2 or 3 runtimes pre-configured [58]. We used Google Colab Pro to work faster and with longer runtimes in this study. The GPU of NVIDIA Tesla P100 is utilized with high-memory virtual machines (VMs). We need a faster GPU and high RAM to run our proposed model because our proposed model needs to generate more images that require longer runtimes of more than 24 hours and less disconnection.

#### C. METRICS

The Fréchet inception distance (FID) computes the total semantic realism of the synthesized image. The FID created by Martin Heusel et al. [59] generates genuine images and improves the current inception score (IS). The conditional class predictions for synthetic images and the marginal probability for the predicted classes were combined to obtain the IS. However, the IS does not demonstrate how synthetic images interact with genuine images.

The purpose of the FID score is to measure synthetic images based on synthetic image data compared with the

### Table 1. Data augmentation in LiWGAN.

| Image Transforms | Description |
|------------------|-------------|
| color and contrast | randomly change brightness, saturation, and contrast |
| cutout for occlusion images | creates random black boxes on the image to generate image occlusion |
| offset-x and offset-y for shift-variant images | randomly moves image by x and y-axis with repeating image |
| horizontal translation | randomly moves images on the canvas with black background |

### Table 2. Summary of simulation parameter.

| Parameter | Description |
|-----------|-------------|
| Dataset | With Facemask: 3725, Without Facemask: 3828 |
| Image Resolution | $256^2$ |
| Batch Size | 8, 16, 32 |
| FID Size | 1000, 2000, 3000, and 5000 |
| Iteration Training | 10,000 iteration |
| GPU | NVIDIA Tesla P100 |
| Programming Language | Python (Pytorch) |
| Development Platform | Google Colaboratory Pro |
results of a set of genuine images in the target domain [60]. Therefore, a lower FID indicates better quality images; however, a high FID indicates a low-quality image and displays a linear relationship.

In this study, we let the generator $G$ produce 5000 images and measure the FID between the synthesized images and the entire training set for datasets with more than 1000 images. Therefore, we used 1000, 2000, 3000, and 5000 images to compute the FID in this study. By considering the significant performance difference between our proposed model and the comparable models, FID is likely to be consistent with the others; thus, it is unnecessary to implement other metrics. The FID, $d^2$ provided in [56] is computed as follows,

$$d^2(x, g) = ||\mu_x - \mu_g||_2^2 + Tr(C_x + C_g - 2(C_x C_g)^\frac{1}{2})$$

where $x$ is the genuine image, and $g$ is the generated image. While, $\mu_x$ and $\mu_g$ refer to the feature-wise means of the genuine and generated images, respectively. The $C_x$ and $C_g$ refer to the covariance matrix for the genuine and generated feature vectors, known as sigma. The $||\mu_x - \mu_g||_2^2$ refers to the sum square difference between the two mean vectors, while $Tr$ refers to the trace of a square matrix, the sum of the elements on the main diagonal (from the upper left to the lower right).

### VII. RESULTS AND DISCUSSION

#### A. QUALITATIVE EVALUATION

We executed image augmentation with a single GPU and three hours of training for the dataset with 10,000 iterations. As explained in Section V, the augmentation results were produced based on the types of augmentations, for both with and without mask data. The augmentations can be combined with more than one augmentation to produce varied results. Fig. 5 shows some images combined all augmentation types, namely a) color and contrast, b) cutout for occlusion images, c) offset-x and offset-y for shift-variant images, and d) horizontal translation with an image size of $256^2$ and batch size of 16.

The qualitative comparisons with StyleGAN based on resolutions of $256^2$ and $1024^2$ highlighted the efficiency of our proposed model as in Fig. 6. StyleGAN either converges slower or suffers from mode collapse, given the same batch size and training time. In contrast, our proposed model consistently generated satisfactory images. Note that the best results from our proposed model on facemask images only took one hour of training time, and the best performance was achieved at training for four hours with a resolution of $1024^2$. For StyleGAN on the facemask, the images were from the best epoch, which corresponds to the training time and GPU in Table 3 and Table 4. The resolution of $1024^2$ from StyleGAN is also limited, given the increased training time.

LiWGAN has the same features as StyleGAN with a channel-wise excitation module. It learns how to distinguish high images from $G$'s convolution layers on various scales uncontrolled from high-level semantic attributes (style and content). The style-mixing results in Fig.6 show LiWGAN and StyleGAN with $256^2$ and $1024^2$ resolutions. While StyleGAN suffers from converging on the bottom high-resolution datasets, LiWGAN successfully learns the style representations along the channel dimension on the “excited” layers (i.e., for feature maps with $256^2$ and $512^2$ resolution).

Collecting large-scale image datasets are expensive for a particular character, genre, or subject. On these few-shot datasets, a data-efficient model is valuable for image generation. The computational cost comparison is evaluated and tabulated in Table 3, which presents the normalized models compared with the effective, efficient, and best training time and training GPU. According to the findings, StyleGAN took five hours of training time and a training GPU of 7.62 GB for batch-size 8, which is considered a longer training time and large training GPU to be compared with our proposed model. Our proposed model only took one hour of training time and 4.67 GB of training GPU, with a shorter training time and a small GPU. The differences in training time and training GPU for StyleGAN and our proposed model are varied for all the computed batch sizes. For example, the batch size of 32 for our proposed model took approximately six hours to train.
10,000 iterations of images with only 9.12 GB of training GPU. The training GPU for a batch size of 32 is almost similar to batch size 8 for StyleGAN with only 2 GB GPU variance.

We adopt StyleGAN with recent studies from [23], [45], [46], including the model configuration and differentiable data-augmentation, for the best training on few-sample datasets. We show that our proposed model not only achieves superior performance on the few-shot datasets but is also much more computationally efficient than the compared method. The training time and GPU performance are evaluated based on the low resolution of $256^2$ and high resolution $1024^2$ for a batch size of 8, as tabulated in Table 4. StyleGAN took 39 hours of training time, which is more than 24 hours to execute 100 images for 10,000 iterations. Limited access to high-memory virtual machines, GPUs, and RAM may result in a long training time with frequent disconnections. Hence, our proposed model produced the best training time and GPU as our objective is to reduce the computational time and GPU training size.

The training loss of the model for batch sizes 8 and 32 with an image size of $256^2$ was computed to determine the effectiveness and efficiency of the model. Our proposed model’s strength is the self-supervised discriminator, which optimizes both the decoder and the discriminator to achieve rapid restoration loss. Therefore, the self-supervised loss is compared with the generator loss and discriminator loss for every 1000 iterations until it reaches 10,000.

Fig. 7 presents the discriminator, generator training loss, and self-supervised loss for a batch size of 8 with an image size of $256^2$. The results show the self-supervised loss of our proposed model obtained zero loss for every 1000 iterations for batch-size eight iterations. The generator loss started with a considerable loss value at 45.97 and decreased to 1.85 at 10,000 iterations, which was a good training loss. The discriminator loss began at 6.01 and was reduced to 0.06.

Meanwhile, Fig. 8 presents the training loss for a batch size of 32 with the image size of $256^2$. The results showed a similar training loss as batch size 8, exclusive of the generator loss. The generator loss began from the negative value of -35.77, which increased the graph to a positive loss value of 2.37. Nevertheless, the discriminator loss showed a varied gap between batch sizes 8 and 32 for every iteration. At 10,000 iterations of batch size 32, the discriminator loss produced a high discriminator loss at 0.29, beginning at 7.47, slightly higher than the batch size of 8. The self-supervised loss has obtained a 0.00 loss at 10,000 iterations. Therefore, our proposed model can optimize the training loss using the proposed self-supervised discriminator.

Furthermore, self-supervised training results improve our proposed model’s robustness and generalization ability. From the viewpoint of GANs, self-supervised methods improve the representation efficiency for machine learning, which results in better auto-coding. The results of the training loss show a better training loss for batch size 8 with a decreasing loss value to zero.

### B. QUANTITATIVE EVALUATION

We also tested our model on facemask datasets with sufficient training samples for a more thorough evaluation. We trained the full StyleGAN for approximately four to five days on the facemask dataset with a batch size of 8 on two Tesla P100 GPUs. Instead, we trained our model for only 24 hours, with a batch size of eight on a single GPU. The standard method for calculating FID is to generate 50,000 images and use the entire training set as the reference distribution. We computed the FID for 1000, 2000, 3000, and 5000 images at $1024^2$ resolution. Compared with StyleGAN, as tabulated in Table 6, the results show that LiWGAN can work with many datasets with a minimum computer budget. In addition, the FID results proved that LiWGAN boosts distance performance consistently compared to StyleGAN.

We experimented with the two proposed modules in Table 5, where both SLE and decoding-on-$D$ (decode) can separately boost the model performance. Results show that the two modules are orthogonal to each other in improving the model performance, and the self-supervised $D$ makes the most significant contribution. Significantly, StyleGAN diverges rapidly after the training time. In contrast, our model is less likely to cause mode collapse among the tested datasets. Furthermore, our model maintains good synthesis.
quality and does not collapse after training for 20 hours. Finally, the decoding regularization on $D$ prevents the model from diverging.

In addition to the auto-encoding training for $D$, we show that $D$ with other common self-supervising strategies boosts GAN’s performance by treating genuine images as a unique class and classifying them. For instance, we train $D$ to predict the original aspect ratio of the genuine image. Then, it reshaped to square when supplied to $D$. Auto-encoding causes $D$ to pay attention to more regions of the input image, resulting in a more comprehensive feature map for the input image. In contrast, a classification task does not guarantee that $D$ covers the entire image. Instead, the task drives $D$ to focus only on small regions because the model can find class

**TABLE 5.** Comparison of FID at $1024^2$ resolution for 1000, 2000, 3000, and 5000 images.

| Image Number | StyleGAN | LiWGAN |
|--------------|----------|--------|
| 1000         | 98.35    | 204.08 |
| 2000         | 111.86   | 175.28 |
| 3000         | 219.97   | 220.43 |
| 5000         | 95.28    | 142.78 |
TABLE 6. Comparison with state-of-the-art methods in terms of FID and processing time per iteration.

| Ref. | Methods | Dataset | FID   | Image Type       | Processing Time per Iteration |
|------|---------|---------|-------|------------------|------------------------------|
| [26] | DRAGAN  | CelebA  | 157.5 | Non-Synthesis    | N/A                          |
| [36] | MSGAN   | CIFAR10 | 29.65 | Synthesis        | N/A                          |
|      | Faces   |         | 92.84 | Non-Synthesis    | N/A                          |
|      | Maps    |         | 152.43| Non-Synthesis    | N/A                          |
| [37] | CycleGAN| Horse to Zebra | 96.13 | Synthesis        | 0.73s                        |
|      | Zebra to Horse | 157.90 |       |                  |                              |
|      | Summer to Winter | 78.58 |       |                  |                              |
|      | Winter to Summer  | 79.16 |       |                  |                              |
| [42] | GL-GAN  | Oxford Flower | 51.30 | Synthesis        | 1.63s                        |
|      | CelebA  |         | 12.37 | Non-Synthesis    | 12.24s                       |
| [23] | StyleGAN| LSUN Car | 3.27  | Synthesis        | 0.61s                        |
|      | LSUN Cat |         | 8.53  |                  |                              |
|      | LSUN Church |       | 4.21  |                  |                              |
|      | LSUN Horse |        | 3.83  |                  |                              |
| LiWGAN | Facemask | 142.78 | Non-Synthesis | 1.03s                       |

![Fig 7](image7.png) **FIGURE 7.** The training loss consisted of the discriminator, generator, and self-supervised loss for a batch size of 8 with an image size of 256^2.

![Fig 8](image8.png) **FIGURE 8.** The training loss consisted of the discriminator, generator, and self-supervised loss for a batch size of 32 with an image size of 256^2.

The image quality of the original image. The FID is acceptable when the image quality is almost zero. However, this depends on the dataset used to compute the FID. Therefore, our study analyzed the FID score for the datasets that consist of non-image synthesis to produce a fair comparison with the state-of-art methods.

The findings show LiWGAN generated a 142.78 FID score for a non-image synthesis dataset, which is considered a high score compared to the image synthesis dataset of StyleGAN, with the lowest FID. StyleGAN generated an image synthesis task using LSUN datasets as their training images. Image synthesis has high-resolution images compared to non-image synthesis. However, non-image synthesis embeds the training images in a low dimensional space; thus, it comprises poor quality image synthesis.

LiWGAN produced a slightly lower FID score than CycleGAN using Zebra to Horse, MSGAN using Maps, and DRAGAN using CelebA. In this case, the Zebra to Horse dataset contained image synthesis, while other datasets are non-image synthesis datasets. However, the processing time per iteration shown by LiWGAN takes a few seconds longer than CycleGAN to generate the image, while MSGAN and DRAGAN are not stated the specific processing time by the authors.

On the other hand, the processing time of GL-GAN is longer than other state-of-art methods, including LiWGAN at 12.24s for CelebA datasets, a non-image synthesis with a good FID score. Furthermore, the author optimized the local bilevel for poor image quality. Hence, GL-GAN enhanced the poor-quality images to a high quality non-image synthesis. Moreover, it helps to reduce the FID score nearly to zero in generating the images.

We validated LiWGAN with CelebA dataset for non-image synthesis and compared the FID score and processing time per iteration. The results tabulated in Table 7 show that LiWGAN produced a better FID score at 91.31 than GL-GAN and DRAGAN methods. Furthermore, the processing time per iteration is considerably increased from 1.03s for 142.78 FID to 3.50s for 91.31 FID. Despite this, LiWGAN showed a significant improvement in FID score and processing time compared to GL-GAN.
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The importance of the dataset selection mainly has a considerable impact on the FID score; we aim to generate good images for non-image synthesis in a low setting. GAN methods require large memory in a real application. Hence, LiWGAN was proposed as one of the best options for lightweight MEC because it requires less computing power than standard GAN methods.

Fine-tuning from a pre-trained GAN [36], [62], [63] has been the norm for image generation on datasets with few samples. However, its performance highly depends on the semantic consistency between the new dataset and the available pre-trained model. According to Zhao et al., fine-tuning performs worse than training from scratch in most cases when the content from the new dataset strays away from the original one [64].

### VIII. CONCLUSION

This study proposed a LiWGAN method to produce and generate more non-image synthesis in a low setting. LiWGAN proposed two techniques, a skip-layer channel-wise attention to boost the performance of the GAN and reduce the GAN proposed two techniques, a skip-layer channel-wise attention to boost the performance of the GAN and reduce the computing power due to its low processing time, which is suitable for light-weight MEC, some analyses have been carried out using and resolutions are analyzed based on the computational time and memory of the GPU. To prove LiWGAN is adequate for light-weight MEC, some analyses have been carried out using the CelebA dataset and compared with other GAN methods in terms of FID score and processing time per iteration. As a result, LiWGAN is considerably fitted for less computing power due to its low processing time, which is suitable for mobile devices. In future work, LiWGAN can improve the FID score and the computational time required to work fast for multiple types of datasets.
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