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Fractons are a type of emergent quasiparticle which cannot move freely in isolation, but can easily move in bound pairs. Similar phenomenology is found in boson-affected hopping models, encountered in the study of polaron systems and hole-doped Ising antiferromagnets, in which motion of a particle requires the creation or absorption of bosonic excitations. In such models, individual low-energy quasiparticles cannot move freely, while bound pairs have drastically increased mobility. We show that boson-affected hopping models can provide a natural realization of fractons, either approximately or exactly, depending on the details of the system. We first consider a generic one-dimensional boson-affected hopping model, in which we show that single particles move only at sixth order in perturbation theory, while motion of bound states occurs at second order, allowing for a broad parameter regime exhibiting approximate fracton phenomenology. We explicitly map the model onto a fracton Hamiltonian featuring conservation of dipole moment via integrating out the mediating bosons. We then consider a special type of boson-affected hopping models with mutual hard-core repulsion between particles and bosons, accessible in hole-doped mixed-dimensional Ising antiferromagnets, in which the hole motion is one dimensional in an otherwise two-dimensional antiferromagnetic background. We show that this system, which is within the current reach of ultracold-atom experiments, exhibits perfect fracton behavior to all orders in perturbation theory, thereby enabling the experimental study of dipole-conserving field theories. We further discuss diagnostic signatures of fractonic behavior in these systems. Our work presents boson-affected hopping systems as a natural platform for studying important aspects of fracton physics, such as universal gravitation and restricted thermalization. Moreover, in studying these models, we also identify simple effective one-dimensional microscopic Hamiltonians featuring perfect fractonic behavior, paving the way to future studies on fracton physics in lower dimensions, where a wealth of numerical and analytical tools already exist. In these Hamiltonians, we identify pair-hopping interactions as the mechanism of dipole motion, and argue that this may provide a route or a connection to topological edge states in boundary fractonic systems.
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I. INTRODUCTION

Strongly interacting quantum many-body systems can exist in phases of matter featuring a wide range of exotic phenomena, such as topologically protected edge currents and quantum error-correcting properties. Perhaps most surprisingly, such phases can exhibit exotic new quasiparticles resulting from fractionalization of the fundamental particles comprising the system. For example, the celebrated fractional quantum Hall materials host quasiparticles carrying only a fraction of the charge of an individual electron. These fractionalized quasiparticles typically also feature anyonic statistics, partway between ordinary bosons and fermions. Further types of fractionalization are also possible, such as the separation of the spin and charge of the constituent electrons.

While the notion of fractionalized quasiparticles has been understood for several decades, theoretical work over the past few years has uncovered a new more unusual type of quasiparticle. Certain quantum phases of matter are known to host “fracton” quasiparticles, characterized by an exotic set of mobility restrictions. Specifically, a fracton is a quasiparticle which does not have the ability to move by itself. Rather, fractons can only move by coming together to form certain mobile bound states, see Figure 1. This restriction on mobility is usually encoded in the system in the form of higher-moment charge conservation laws, such as the conservation of dipole moment that often arises as a consequence of an emergent symmetric tensor gauge field. These unusual new particles have attracted broad interest due to their many connections with diverse topics in condensed-matter physics and beyond, such as quantum information storage, topological order, tensor gauge theories, elasticity, many-body localization, deconfined quantum criticality, gravitation, and holography. We refer the reader to Reference 32 for a review of fractons, and to selected further literature for details.

Fractons were first proposed in the context of three-dimensional quantum spin-liquid models, and were later shown to be realized as the topological lattice defects of ordinary two-dimensional crystals. Fracton models can also in principle be engineered directly using Majorana islands. But there is still an important need for concrete, physically accessible systems realizing fracton physics. It would be particularly useful to construct models which are realizable in one dimension, as opposed to previous models which are stable only in higher dimensions. Such a fracton system could then be studied by the wide variety of analytic and numerical techniques available for studying one-dimensional models.

Towards this end, we here show that fracton physics can be realized in a class of well-studied models featuring boson-affected hopping (depicted in Figure 1), which can be found in both one- and higher-dimensional systems. Systems which can be described by such models include hole-doped antiferromagnets in two or three dimensions and polaron systems in any dimension. Such systems can exhibit either exact or approximate fracton behavior, depending on the specific details. In these models, certain quasiparticles can only hop via the creation or absorption of additional bosonic excitations. For example, in a two- or three-dimensional Ising...
FIG. 2. Fractons from hole-doped Ising antiferromagnets. Motion of a hole in an Ising antiferromagnetic background is impeded due to the creation of energetically costly spin misalignments, i.e. magnons (upper panel). While not perfectly immobile (due to high-order Trugman loops), a single hole is drastically less mobile than a bound state of two holes (lower panel), which moves comparatively much easier. In the mixed-dimensional limit of the holes moving along a line in the two-dimensional system, the magnetic polaron (i.e. the hole dressed by magnons) is perfectly localized, as the bosonic strings restrict the hole to its original site, and Trugman loops are absent.

antiferromagnet, a hole can only move to a neighboring site at the expense of creating energetically costly spin misalignments (i.e. magnons), as illustrated in Figure 2. As such, there is no “bare” nearest-neighbor hopping term for the holes. Rather, a hole can only move through very weak beyond-nearest-neighbor hopping processes of a perfectly oriented spin (up arrow in Figure 2) or through a complicated sequence of nearest-neighbor boson-mediated hoppings.

As such, the hole acquires a finite effective mass only at sixth and higher orders in perturbation theory in the nearest-neighbor model. In contrast, a bound state of two holes is capable of moving through a much simpler second-order process. As a consequence, there is a broad parameter regime where the individual holes are effectively immobile compared to a “dipole” of two holes, which has an enormously smaller effective mass, thereby providing an approximate realization of fractons. This intuition gained from the Ising antiferromagnet holds much more generally. In a wide class of boson-affected hopping models, bound pairs of particles, e.g. bipolarons, have significantly enhanced mobility compared to the individual particles, in close analogy with the physics of fractons. While this fracton behavior is generically approximate, we will find a special class of boson-affected hopping models which exhibit true fracton behavior, valid to all orders in perturbation theory.

In this work, we establish a more precise relationship between fracton physics and boson-affected hopping models, such as those encountered in the study of polarons and hole-doped Ising antiferromagnets. We begin by briefly reviewing the physics of fractons, such as their higher-moment conservation laws. We also write a one-dimensional lattice Hamiltonian governed by such a conservation law. This Hamiltonian features only pair-wise hopping, without single-body hopping terms, and manifestly exhibits the fracton phenomenon. In a conventional system of particles on a lattice, such a Hamiltonian with no single-particle hopping would be enormously fine-tuned and is likely hard to engineer. However, we show that the fractonic properties of this Hamiltonian can be realized naturally (albeit approximately) in certain boson-affected hopping systems. To this end, we work with a generic boson-affected hopping Hamiltonian which can describe a variety of physical systems. We show that, upon perturbatively integrating out the bosons mediating the hopping, one naturally obtains a fracton Hamiltonian through five orders of perturbation theory. We then move on to a particular quasi-one-dimensional boson-affected hopping model, describing holes restricted to move along one dimension of a two-dimensional system, which can be readily realized in ultracold atoms. We show that a hard-core constraint found in this model eliminates single-particle hopping to all orders in perturbation theory, resulting in a perfect fracton model exhibiting exact conservation of dipole moment. We note that the fracton realizations we discuss here are both ungauged and of type-I models, known to host mobile bound states.

In this sense, systems with boson-affected hopping provide a natural realization of the physics of fractons,
in both exact and approximate ways. These systems thereby serve as a natural playground for explicitly studying the fractonic physics, where we can analyze the dynamics of fractons and dipoles in great detail, as well as investigate some of the established phenomenology of fractons such as their restrictions on thermalization and their gravitational behavior. We also investigate to what extent this phenomenology survives in an approximate fracton system, where the mobility constraints are weakly violated. Specifically, we consider how the thermalization and gravitational properties associated with fractons are altered in the presence of a small fracton mobility, finding that both survive to a limited extent, providing useful experimental diagnostics of fracton physics in such models. In addition to providing a new experimentally accessible platform for fractons, boson-affected hopping systems also come with a well-established literature, on topics ranging from polarons to antiferromagnetism, from which we hope important insights may be drawn for better understanding the physics of fractons. Our work also opens the door for application of powerful one-dimensional analytic and numerical techniques to fracton systems.

II. THE PHYSICS OF FRACTONS

The essential physics of fractons is governed by perfectly correlated hopping, in which a particle can only move if there is corresponding motion of a second particle (or group of particles). As such, in the absence of other particles with which to correlate its motion, a single fracton is strictly immobile. Mathematically, this structure is neatly encoded in the language of higher-moment conservation laws, such as conservation of dipole moment, which severely restrict the motion of charges. These conservation laws can arise, for example, in the context of symmetric tensor gauge theories, which describe a variety of fracton systems. To illustrate the main principle, consider a tensor version of Maxwell theory, with a rank-2 symmetric tensor electric field, \( E^{ij} \), with a charge density \( \rho \) defined via a generalized Gauss’s law:

\[
\partial_i \partial_j E^{ij} = \rho
\]

(1)

(where all indices refer to spatial coordinates and repeated indices are summed over). As compared with a conventional Gauss’s law, this equation is notable for the presence of an unusual extra conservation law. As in conventional electromagnetism, the total charge in the system is encoded in an appropriate electric flux through the boundary, which indicates that the total charge only changes through flux of charge through the boundary. For a closed system, we can therefore conclude that the total charge is constant:

\[
\int d^d x \rho = \text{constant.}
\]

Unlike conventional Maxwell theory, however, the presence of two derivatives in Gauss’s law allows us to conclude that the total dipole moment in the system, \( \int d^d x (\rho \vec{r}) \), is also encoded as an electric flux through the boundary. For a closed system, we can then conclude that the total dipole moment is also conserved:

\[
\int d^d x (\rho \vec{r}) = \text{constant.}
\]

This extra conservation law severely restricts the motion of the charges of the theory. An individual charge is not capable of moving at all, since motion in any direction would change the total dipole moment of the system. In contrast, a dipolar bound state of two equal and opposite charges is free to move in any direction, provided it maintains its dipole moment, as indicated in Figure 1. These arguments also extend to other types of tensor gauge theories, which can exhibit conservation of even higher charge moments. In this work, however, we focus on fracton systems exhibiting only conservation of charge and dipole moment.

To date, the study of fractons has focused mainly on three-dimensional spin liquid models, as well as elasticity theory in two and three spatial dimensions. In contrast, there has been little investigation into stable realizations of fracton physics in one dimension. Putting aside concerns of stability, one can construct a one-dimensional Hamiltonian exhibiting fracton physics by simply demanding the conservation of both charge and dipole moment, a task we accomplish in this work, see Sections III & IV. However, the absence of one-body hopping matrix elements, necessary for dipole conservation, is not a natural feature of ordinary systems of particles. In this work, we show how Hamiltonians of this type can naturally arise in both approximate and exact ways in the context of systems with boson-affected hopping.

To construct a system with the desired charge and dipole conservation laws, it is simplest to consider two species of hard-core particles, created (destroyed) by \( f_\sigma \) (\( f_\sigma^\dagger \)), which we regard as carrying opposite charges, \( \sigma = \pm \). These particles can have either bosonic or fermionic statistics, with little effect on the subsequent analysis (though we will later specialize to the case of fermions). The dipole conservation law forbids single-particle hopping. The lowest-order dipole-conserving hopping process corresponds to motion of the smallest dipole, a bound state of a positive and a negative charge separated by one lattice site, from one pair of sites to the next, as illustrated in Figure 1 (see also Figure 5).

An effective Hamiltonian consistent with conservation laws thus takes the form: \( H = -\epsilon_0 \sum_{i,\sigma} f_{i,\sigma}^\dagger f_{i,\sigma} - t \sum_i \left( f_{i+1,\sigma}^\dagger f_{i+2,-\sigma} + f_{i-1,\sigma}^\dagger f_{i,-\sigma} \right) f_{i+1,-\sigma} f_{i,\sigma} \).

By design, this Hamiltonian exhibits fracton phenomenology, with mobile dipoles and stationary charges. While this Hamiltonian is explicitly fractonic, the absence of single-body hopping matrix elements
is not a natural feature of typical systems. Such a restriction on free single-body motion, however, does arise in the context of boson-affected hopping, to which we turn next.

III. APPROXIMATE FRACTON BEHAVIOR FROM BOSON-AFFECTED HOPPING

A. The Model

With an understanding of fractons in hand, we now turn our attention to what \textit{a priori} would seem like a completely disconnected area of physics. We consider models where a set of quasiparticles, \( f \), can only move via interaction with an auxiliary set of bosons, \( b \). Specifically, any process which hops an \( f \) particle from one site to the next necessarily creates or absorbs a boson \( b \). We refer to this type of motion as boson-affected hopping, which we will see leads to fracton behavior for the \( f \) particles. The \( f \) particles can in principle have either bosonic or fermionic statistics. In this paper, we will mostly focus on the case where \( f \) is fermionic, to match with the properties of the most common physical realizations, though a system with bosonic \( f \) particles would have largely similar behavior. From here on, therefore, we refer to the \( f \) particles as the fermions and the \( b \) particles as the bosons.

We have already described in the introduction how boson-affected hopping can arise in a hole-doped antiferromagnet in two or higher dimensions, since motion of a single hole requires the creation of energetically costly spin misalignments, \textit{i.e.} magnons. Before moving on to an analysis of such a model, it is also useful to consider how this type of motion arises in a very different physical context, namely the study of polarons. The concept of a polaron most commonly describes the motion of an electron in a polarizable crystal, in which the ions adjust their positions in order to screen the charge of itinerant electrons, as seen in Figure 1. Dragging such a screening cloud of ions around the crystal leads to a dramatic increase in the effective mass of the electron bound in the cloud of phonons, the polaron. Since the motion of a particle (electron or hole, etc...) in a crystal requires significant rearrangement of the background, one can effectively describe the dynamics of the particle as conditioned upon the creation or annihilation of distortions in the medium. Subsequently, one more generally finds polaronic effects in a variety of systems ranging from particles in ordered phases\cite{57-60} to impurities in ultracold gases\cite{61-62}. As an example, this approach was pioneered by Edwards\cite{63,64} in his eponymous model, which was used to study a variety of quantum phenomena in boson-affected systems\cite{65-69}. The Edwards model presumes that a carrier moves by creating and/or annihilating excitations in the background that can be parameterized as bosons. One can see that this model captures various features of the Holstein\cite{70} and Peierls polaron\cite{71,72} physics, magnetic polaron\cite{73,74} and the Falicov-Kimball model\cite{75}. We note that the phonon-induced modulation of the electron hopping in solids due to out-of-phase lattice distortions is described, to linear order, by more elaborate models, such as the Peierls model\cite{76-77,78-79} (also known as the Su-Schrieffer-Heeger model\cite{80-81}). Certain features of the boson-affected hopping models we discuss here carry over to the Peierls model, such as the pair hopping of bound pairs of fermions known as bipolarons\cite{82}. However, other features, such as the heavily suppressed mobility of single particles, do not carry over to Peierls polaron\cite{83}.

With these physical contexts in mind, we now abstract to a generic boson-affected hopping model. We first consider a model with only a single species of fermion \( f \), which will demonstrate the central idea in the simplest context. Later, we will extend the analysis to multi-species models, which is important for certain contexts and will make connection with even simpler fracton models. We will only explicitly analyze one-dimensional models, though much of the same physics will carry over immediately to higher-dimensional systems.

Before focusing on purely boson-affected hopping, we first write down a model which has boson-affected \textit{and} conventional hopping processes for the fermions. In one dimension, such a Hamiltonian can be written as:

\[
H = -t_f \sum_{(i,j)} f_i^\dagger f_j + g \sum_{(i,j)} f_i^\dagger f_f(b_j^\dagger + b_i) - \mu \sum_i f_i^\dagger f_i + \omega_b \sum_i b_i^\dagger b_i. \quad (4)
\]

The first term represents unassisted hopping of the fermions, while the second represents boson-affected hopping. The last two terms are the chemical potential of the fermions and the energy cost to create a boson, respectively. We generically take the bosons to be gapped, as in the cases of optical phonons and Ising magnons. Note that we have not given the bosons any dynamics (\textit{i.e.} any \( b \) hopping terms) on the grounds that, in typical physical realizations, the bosons are effectively static variables compared with the fermions. For example, in the context of polarons, this corresponds to the statement that ions move enormously slower than electrons. It is also worth noting that we have included only terms corresponding to boson creation on the departure site and boson absorption on the arrival site of the fermions, which is a typical situation in certain systems, such as the two-dimensional antiferromagnet of Figure 2 and the Edwards model. In the Peierls model\cite{85-86} describing the linear coupling of electron hopping to the lattice, \( \sim (f_i^\dagger f_j + h.c.) (X_i - X_j) \), where \( X_i \propto h_i^\dagger + b_i \), the particle can move by creating or annihilating bosons at \textit{both} the arrival and departure sites.

Generically, the Hamiltonian of Equation (4) has fully mobile particles, as a consequence of the bare hopping \( t_f \),
Energy dispersion and effective masses. We consider an exemplary case of $g = 0.4$ and $\omega_b = 1$ in the one-dimensional boson-affected hopping model with $t_f = 0$. To facilitate comparison, we have shifted the energy of each quasiparticle boson-affected hopping model with $g = 0.4, \omega_b = 1$

with the boson coupling simply serving to modulate the effective mass. However, in certain physical situations, such as hole-doped Ising antiferromagnets, all hopping processes necessarily involve the creation or absorption of bosonic defects, such that $t_f$ is rigorously zero. In other cases, $t_f$ is not strictly zero, but it can often be negligibly small in strongly coupled systems. As we will soon see, single-particle mobility is generated at sixth order in perturbation theory in this model anyway. Thus, as long as $t_f$ is small compared to these sixth-order corrections, it will have no effect on the subsequent analysis. Whether $t_f$ is rigorously zero or simply negligibly small, we will drop this term for the moment, writing the effective Hamiltonian as:

$$H = g \sum_{i,j} f_i^\dagger f_j (b_j^\dagger + b_i) - \mu \sum_i f_i^\dagger f_i + \omega_b \sum_i b_i^\dagger b_i.$$  (5)

While this Hamiltonian cannot be solved exactly for arbitrary density of $f$ particles, it can be usefully analyzed via perturbation theory expanding around the solvable point $g = 0$, at which all particles are trivially stationary.

B. Dynamics

1. Single-Particle Dynamics

We first consider the single-particle sector, satisfying $\sum_i f_i^\dagger f_i = 1$ (i.e. one particle in the infinite system), of the Hamiltonian in Equation (5). We can now find the effective Hamiltonian within this sector by performing a perturbative calculation, effectively integrating out the $b$ bosons. The details of this perturbative calculation can be found in Appendix A. To gain physical intuition, it is instructive to inspect the behavior at the second order. We find, to second order in $g$, that the effective single-particle Hamiltonian takes the form:

$$h_1 = -\epsilon_0 \sum_i f_i^\dagger f_i,$$  (6)

which contains only an on-site energy $\epsilon_0 = 2g^2/\omega_b$, characterizing the polaron formation energy. (Note that this renormalization energy is half that obtained in the Peierls model of electron-phonon coupling.21) Importantly, however, the Hamiltonian does not contain any hopping processes for the fermions, so at this level of perturbation theory, the particles are strictly locked in place, behaving as fractons, see Figure 3. While the single-particle Hamiltonian of Equation (6) was calculated explicitly only to second order, it is easy to see pictorially that a process moving a single particle appears only at sixth order in perturbation theory,22 see Figure 4. Such processes will lead to a single-particle dispersion of order $(g^6/\omega_b^6)\cos(2k)$. Through fifth order in perturbation theory, however, the single-particle Hamiltonian will feature no hopping terms, and the particles will behave as fractons. The polaron, which is approximately localized by the costly string excitations, thus physically realizes a fracton.

2. Two-Particle Dynamics

We now turn our attention to the two-particle sector of the theory, satisfying $\sum_i f_i^\dagger f_i = 2$ (i.e. two particles in the infinite system), which will feature nontrivial dynamics at a much lower order in perturbation theory. Two particles become bound by moving together through a second-order process in which one particle hops and emits a boson, which is immediately absorbed by the other particle hopping in the same direction, as seen in Figure 5. We again refer the reader to Appendix A for technical details of the perturbative calculation.
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FIG. 4. Weak single-particle mobility and approximate fracton behavior. A schematic representation of a sixth-order
process giving rise to single-particle mobility. The particle (light-blue dot) moves by creating a string of bosonic excitations
(or orange-red squares) which it then “cleans up” by retracing its steps. Through this process the particle moves two sites apart
and thus acquires a \(-2(g^2/\omega_b) \cos(2k)\) dispersion. As we explain in the main text, pairs of particles have a more enhanced
mobility that already manifests at earlier orders, see Figure 5. This thus presents a case of approximately fractonic behavior.

FIG. 5. Dipole-conserving two-particle dynamics. A two-particle bound state moves through boson-mediated pair-
hopping interactions. Here, we schematically show a second-order process that involves the exchange of a single boson
(or orange-red square) between the two particles (light-blue dots). One particle hops first, leaving behind a boson at the site
between the two particles. The second particle then hops to the site previously occupied by the first particle by absorbing the
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mobility that already manifests at earlier orders, see Figure 5. This thus presents a case of approximately fractonic behavior.
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C. Identification of Conservation Laws

The phenomenology of immobile particles forming mobile bound states matches perfectly with the properties of fracton systems, but to make the connection more precise, we should identify the conserved quantities in the effective Hamiltonian obtained via perturbation theory, to see how they relate to typical conservation laws in fracton systems, such as conservation of charge and dipole moment. The effective Hamiltonian of Equation 7 manifestly obeys conservation of “charge” (i.e. particle number), \( \sum n_i^{(f)} = \text{constant} \). However, making connection with conservation of dipole moment is slightly trickier. The mobile excitations of the theory are bound states of two identical particles, not opposite charges, and the motion of such a bound state does not conserve the naively defined dipole moment, \( D = \sum_i n_i^{(f)} x_i \). However, there is a simple workaround which allows us to obtain a dipolar conservation law. We can simply define a new “charge density” as follows:

\[
n'_i = n_i^{(f)} \exp \left( i \pi \sum_{j<i} n_j^{(f)} \right),
\]

which staggers the sign of charges from one particle to the next. This definition automatically ensures that the mobile bound states consist of two particles of opposite \( n' \) charge. In other words, the mobile bound states are true dipoles of the new charge density. The pair-hopping \( t \) processes of the Hamiltonian can move a dipole from one pair of sites to the next, but the magnitude of the dipole is always left unchanged. Since the on-site and interaction energies (i.e. \( \epsilon_0 \) and \( J \) terms) of the Hamiltonian do not change the charge configuration of a state, we can therefore conclude that our effective Hamiltonian of Equation 7 exhibits conservation of dipole moment, with respect to the staggered charge density:

\[
D' = \sum_i n'_i x_i = \text{constant},
\]

which can explicitly be checked to commute with the Hamiltonian, \([D', h_2] = 0\). While this version of dipole conservation has a slightly nonlocal form in terms of the original fermions, due to the definition of \( n' \) in terms of a semi-infinite string, it is every bit as effective at restricting their motion. The two densities \( n \) and \( n' \) differ only by a sign, and any motion of a single fermion will change the value of \( D' \), so the immobility of single particles can be understood as a direct consequence of this emergent conservation law. This conservation law holds up to sixth order in perturbation theory, at which point it is violated by the generation of single-particle hopping. Thus, this generic boson-affected hopping model gives rise to approximate fracton behavior, over a wide parameter regime between second and sixth orders of perturbation theory. In a later section, we will investigate the properties of such approximate fracton systems and establish to what extent typical fracton phenomenology survives.

IV. EXACT FRACTON BEHAVIOR FROM FERMION-BOSON HARD-CORE REPULSION IN LOWER DIMENSIONS

A. The Model

While the previous model featured only approximate fracton behavior, it is possible to realize fractons exactly through a small modification to the model system. We now impose a mutual hard-core constraint between the fermions and the \( b \) bosons, such that any site can host at most one total excitation. This can be implemented at the Hamiltonian level, for example, by adding a repulsive term between bosons and fermions as:

\[
H = g \sum_{(i,j)} f_i^\dagger f_j (b_j^\dagger + b_i) - \mu \sum_i f_i^\dagger f_i + \omega_b \sum_i b_i^\dagger b_i + U \sum_i f_i^\dagger f_i b_i^\dagger b_i
\]

then taking the \( U \to \infty \) limit. In other words, we project all states of the form \( f_i^\dagger b_i^\dagger |0\rangle \) out of the Hilbert space. We discuss below how this constraint can be physically realized in a simple way in antiferromagnets. For now, let us work out the physical consequences of this constrained Hilbert space.

B. Dynamics

The first notable consequence of the mutual hard-core constraint between bosons and fermions is that all of the “backtracking” higher-order processes contributing to single-particle motion, such as seen in Figure 3, are forbidden. A fermion can only backtrack by reabsorbing a \( b \) particle that it just emitted, perfectly retracing its steps. The constraint-enforced, continued motion of the particle in a certain one direction only involves the creation and subsequent annihilation of bosonic strings, effectively localizing the particle to its original position, while the “cleaning up”-type of motion seen in Figure 4 is no longer possible. As such, a single particle is now immobile to all orders in perturbation theory, leading to perfect fracton behavior. The single-particle Hamiltonian then takes the exact form:

\[
h_1 = -\epsilon_0 \sum_i f_i^\dagger f_i,
\]

where \( \epsilon_0 \) must be determined order by order in \( g \). Importantly, while the hard-core constraint makes single particles perfectly immobile, it still permits mobility of two-particle bound states, which thereby
play the role of mobile dipoles of fractons. This can easily be seen from the fact that the second-order process of Figure 3 does not involve states with fermions and bosons on the same site at any point. To second order in perturbation theory, the two-particle Hamiltonian takes the same form seen earlier:

$$h_2 = -\epsilon_0 \sum_i f_i^\dagger f_i - t \sum_i \left( f_{i+1}^\dagger f_{i+2}^\dagger + f_{i-1}^\dagger f_i^\dagger \right) f_{i+1} f_i + J \sum_i f_i^\dagger f_i f_{i+1} f_{i+1}. \quad (12)$$

At this level, we see that the mutual hard-core constraint has no significant effect on dipole dynamics.

Making use of the hard-core constraint, we can determine the dynamics of particles to even higher orders in the $g/\omega_b$ expansion. As noted earlier, the single-particle Hamiltonian has a trivial on-site form to all orders of perturbation theory, with only the prefactor $\epsilon_0$ being renormalized order by order. In contrast, there will be some noteworthy changes to the two-particle Hamiltonian. To fourth order in perturbation theory, we find that the two-particle Hamiltonian takes the form:

$$h_2 = -\epsilon_0 \sum_i n_i^f + J_{z1} \sum_i n_i^f n_{i+1}^f + J_{z2} \sum_i n_i^f n_{i+2}^f - t_1 \sum_i \left( f_{i+1}^\dagger f_{i+2}^\dagger + f_{i-1}^\dagger f_i^\dagger \right) f_{i+1} f_i + t_2 \sum_i \left( f_{i+2}^\dagger f_{i+3}^\dagger + f_{i-2}^\dagger f_{i-1}^\dagger \right) f_{i+1} f_i. \quad (13)$$

We refer the reader to Appendix A for calculational details. The first three terms represent an on-site energy and interactions between nearest neighbors and next nearest neighbors. The second line is the same pair-hopping interaction we saw at second order, moving a pair of particles over by one site. The last term is also a pair-hopping interaction which moves a pair of particles over by two lattice sites. This new term also manifestly conserves the dipole moment $D' = \sum_i n_i^f x_i$ of the staggered charge density.

More generally, let us schematically consider the form of $h_2$ to any order in perturbation theory. It is clear that, by repeated emission of bosons by one fermion and repeated absorption by the other, a nearest-neighbor bound state of particles can hop to any location. As such, the exact Hamiltonian, to all orders in perturbation theory, will contain terms hopping a pair by arbitrary distances. Furthermore, the constraint forbids terms that change the net separation between the two fermions, as those require backtracking. It is also easy to check that there are no processes that can move a pair of particles which are not nearest neighbors, as there are no sufficiently long-ranged terms in the Hamiltonian. As such, we conclude that the exact two-particle Hamiltonian takes the schematic form:

$$h_2 = -\epsilon_0 \sum_i n_i^f + \sum_{i,\delta} J_{z\delta} n_i^f n_{i+\delta}^f - \sum_{i,\delta} t_{\delta} \left( f_{i+\delta}^\dagger f_{i+\delta+1}^\dagger + f_{i-\delta}^\dagger f_{i-\delta+1}^\dagger \right) f_{i+1} f_i, \quad (14)$$

where $\epsilon_0$ is determined by the order of the expansion, $J_{z\delta}$ is a density-density interaction between particles $\delta$ sites apart, and $t_{\delta}$ is the matrix element for hopping a pair by $\delta$ sites. Both decay rapidly as a function of $\delta$. All terms of this form manifestly conserve the dipole moment $D'$, which we can then rigorously conclude is conserved to all orders, i.e. $[D', h_2]$ is exactly zero.

C. Experimental Realization: Hole-Doped Mixed-Dimensional Ising Antiferromagnets

We have now shown that a one-dimensional boson-affected hopping model supplemented by a mutual hard-core constraint between fermions and bosons exhibits perfect fracton behavior, with strictly immobile individual particles and mobile two-particle bound states. For this to be meaningful, however, it is important to establish an experimentally realizable physical context described by such a model. To this end, we first note that such a mutual hard-core constraint is naturally found in the context of hole-doped antiferromagnets, since there is no meaningful way that a hole can exist on the same site as a misaligned spin. In one dimension, a hole doped in an antiferromagnet exhibits spin-charge separation and magnons formed as misaligned spin “defects” can only exist in higher dimensions. In other words, holes in antiferromagnets only exhibit boson-affected hopping in dimensions higher than one. Our proof of exact fracton behavior was, however, carried out only in one dimension. Indeed, in two (and higher) dimensions, there are sixth-order processes known as Trugman loops leading to single-particle mobility (see Figure 6), so fracton behavior is once again approximate in these higher-dimensional systems, even when supplemented by a hard-core constraint.

Fortunately, however, there is an intermediate situation between one- and two-dimensional systems that ideally serves to realize perfect fracton behavior. In so-called “mixed-dimensional” Ising antiferromagnets, the hole motion is restricted to a line in a two-dimensional antiferromagnet. On one hand, spin-charge separation cannot occur as the hole moves through the lattice unlike in the one-dimensional case. On the other, the holes cannot move in loops and thus cannot acquire a finite effective mass so they behave as fractons to all orders of perturbation theory (the flat band in Figure 3).
The mixed-dimensional Ising antiferromagnet can be potentially realized in promising experiments with Rydberg-atom arrays, trapped ions, and polar molecules, and perhaps with ultracold atoms in optical lattices. By experimentally tuning to the limit of nearest-neighbor Ising interactions, the parent undoped system of such a two-dimensional square lattice is described by an effective Hamiltonian: $H_{\text{Ising}} = J \sum_{\langle i,j \rangle} S_i^z S_j^z$. The ground state of this Hamiltonian is a classical Néel state $|\Psi_{\text{GS}}\rangle = \prod_{i \in A} c_i^{\dagger} \prod_{i \in B} c_{i+\Delta}^{\dagger} |0\rangle$ with all spins on sublattice $A$ up, and all spins on sublattice $B$ down. Here the $c_{i}^{\dagger}$ creates a particle (fermion) with spin $\uparrow$ or $\downarrow$. Individual holes doped into this system can move through the hopping of the particles carrying the spin, which can be taken to a very good approximation, to be nearest neighbor. As outlined in Reference, by applying a strong gradient potential $V(y)$ along the $y$-direction taken to be one of the principal axes of the square lattice, the hole is forced to move only along the $x$-direction. We expect that mixed-dimensional antiferromagnets can also be possibly engineered in solid-state devices.

The motion of the hole occurs as a result of the hopping of a particle whose spin becomes either perfectly oriented or disoriented with respect to the sublattice it belongs to. We can thus regard the disoriented spin as a bosonic defect or a magnon with a creation operator:

$$d_i^{\dagger} = \begin{cases} \sigma_i^-, & \text{if } i \in A, \\ \sigma_i^+, & \text{if } i \in B, \end{cases}$$

(15)

where $\sigma^\pm$ is the spin-1/2 raising/lowering Pauli matrix. We define the hole operator as

$$h_i^{\dagger} = \begin{cases} c_{i}, & \text{if } i \in A, \\ c_{i+\Delta}, & \text{if } i \in B. \end{cases}$$

(16)

The only way a hole can move is through the creation of a defect, which represents the displaced particle now with a misaligned spin orientation. Implementing these processes we obtain a Hamiltonian

$$H = -t \sum_{\langle i,j \rangle} [h_i^{\dagger} h_j (d_i^{\dagger} + d_j) + \text{h.c.}] + H_{\text{Ising}}.$$  

(17)

Here $\langle \cdot \rangle$ refers to nearest neighbors, and the Hamiltonian respects a no-double occupancy constraint such that each site has either a hole or a spin: $h_i^{\dagger} h_i + d_i^{\dagger} d_i + d_i d_i^{\dagger} = 1$.

Notice that this model resembles that of Equation 10. Here the holes take the role of the $f$ fermions, and the magnons that of the $b$ bosons. We observe that this Hamiltonian naturally respects the mutual fermion-boson hard-core constraint as a hole can only exist at a site empty of a spin. Furthermore, in both models each site can host at most one boson. This is easy to see for the Ising antiferromagnet, for which a magnon corresponds to a spin flip of a spin-1/2 particle. For the model Equation 10 while such a condition is not formally enforced, we note that due to the absence of backtracking, it is impossible to create more than one boson per site. Finally, we note that the bosonic excitations in the hole-doped Ising antiferromagnet cannot be described by a term such as $\omega_d \sum_i d_i^{\dagger} d_i$ as bosonic defects close to each other cost less energy to create than those farther away. This, however, poses no qualitative difference on the physics and we can easily see perfect fracton and dipole behavior in this system up to all orders in perturbation theory, Equation 14.

That fracton physics can be physically realized in experimentally accessible polaronic systems and hole-doped mixed-dimensional Ising antiferromagnets is the central message of our work.
V. DIAGNOSTICS AND PHENOMENOLOGY

In the previous sections, we have seen how systems with boson-affected hopping, such as polaron systems and hole-doped antiferromagnets, can give rise to fracton physics. We now describe ways to diagnose the presence of fracton physics in such systems, such as correlation function signatures and typical fracton phenomenology, such as restricted thermalization and gravitational behavior. In many cases, the fracton behavior of these models is only approximate, breaking down at some high order of perturbation theory. We therefore also study to what extent typical fracton phenomenology survives in approximate fracton systems.

A. Pair Correlation Function

One immediate consequence of the fracton behavior of boson-affected hopping models is the fact that, within the two-particle sector, the distance between those particles after integrating out the bosons never changes. This is true regardless of whether we consider a nearest-neighbor pair, which is free to move around the system, or a stationary configuration with greater separation between the particles. This perfect locking of the two particles with each other will have a clear manifestation in the density-density correlation functions of the system. For example, let us consider the real-space boson-integrated density-density correlation function:

\[ C(d) = \text{Tr}_b \left( \frac{1}{N} \sum_i \hat{n}_i \hat{n}_{i+d} \right) \]

(18)

(which is independent of \( i \) for a translationally invariant system). Here \( \text{Tr}_b \) is a trace over the \( b \) particles. Since, for any given two-particle state, the particles are separated by a constant distance \( D \) (the dipole moment), this correlation function will be nonzero only for \( d = D \), such that:

\[ C(d) \sim \delta(d - D). \]

(19)

In contrast, a two-particle state in a system without dipole conservation would feature a more generic distribution of this correlation function, without such a sharp peak. This correlation function may prove a useful tool for detecting fracton behavior in both experimental and numerical contexts.

For contexts in which fracton behavior is approximate, not exact, the density-density correlation function will no longer be a strict delta function at a fixed dipole moment. For dipoles with \( D > 1 \) (i.e., with particles separated by more than one lattice site) in the boson-affected models we consider, there will no longer be any reason for the two-particle configuration to have any particular fixed dipole moment in the presence of single-particle mobility, due to absence of long-range pair-hopping interactions, see Equation 14. As such, the correlation function in the approximate case would eventually flatten out completely. For \( D = 1 \) dipoles, however, it is still energetically favorable for two particles to form a dipole, due to the gain in kinetic energy in the bound state. While a \( D = 1 \) state does not have its dipole preserved precisely, we still expect most of the wavefunction to have its weight in the \( D = 1 \) sector as long as the single-particle hopping is sufficiently small. We then expect that the system will have a rounded, but still prominent, peak in \( C(d) \) near \( d = 1 \). This behavior can be interpreted in terms of an effective attraction between the particles of the system, a topic to which we turn next.

B. Gravitational Behavior

A hallmark feature of fracton systems is the presence of a universal attractive force between the fractons, which has a direct interpretation as an emergent gravitational force.\(^{30,31}\) This attraction arises as a simple consequence of the fact that fractons are more mobile (i.e., have a smaller effective mass) in the vicinity of other fractons. As a toy model to illustrate the principle, consider a particle with an effective mass \( m(r) \), where \( r \) is the distance away from a second particle in the system, which we regard as fixed. Neglecting any inter-particle interactions, the energy of one particle can be written as:

\[ E = \frac{1}{2} m(r) v^2. \]

(20)

In terms of the constant energy \( E \), the velocity of the particle is then given by:

\[ v = \sqrt{\frac{2E}{m(r)}}. \]

(21)

Since the effective mass of a particle decreases at small \( r \), the result is an increase in velocity when particles are close, and a corresponding decrease in velocity as particles move away, amounting to an effective attraction. Note that this attraction holds whether the fracton behavior is exact \((m(r) \to \infty \text{ as } r \to \infty)\) or is simply approximate.

We can also generalize this toy analysis to include the effects of an intrinsic short-range repulsion, as we found earlier in the Hamiltonian of Equation 7. In this case, the velocity of a particle can be written as:

\[ v = \sqrt{\frac{2(E - V(r))}{m(r)}}, \]

(22)

where \( V(r) \) is some short-range repulsive potential, such as \( V(r) = V_0 e^{-r/a} \) for lattice scale \( a \). Let us take the decrease in \( m(r) \) with \( r \) to be short range, which is the generic case.\(^{32}\) We model the approximate fracton...
behavior by allowing for a small single-particle hopping parameter $t_0$, such that the total effective hopping takes the form $t = t_0 + \eta e^{-r/a}$ for some parameter $\eta$, which sets the energy scale of the dynamics of the fracton. Taking advantage of the fact that $t$ sets the scale of the inverse effective mass, we can write the velocity profile of the particle as:

$$v \sim \sqrt{2t_0(E - V_0 e^{-r/a})(1 + \frac{\eta}{t_0} e^{-r/a})}$$

$$\approx \sqrt{2t_0 E \left(1 + \frac{\eta}{t_0} - \frac{V_0}{E} e^{-r/a}\right)},$$

where the last line is an approximation for $r$ bigger than a few lattice spacings (at long distances). Importantly, note that $t_0 \ll \eta$ in our situation of interest. Specifically, in the boson-affected model we have been considering, we have $\eta \sim g^2/\omega_b$, while $t_0 \sim \omega_b^2$. As such, we can conclude that $\eta/t_0 \sim (g/\omega_b)^4 \gg V_0/E$ for small $g$ at fixed $\omega_b$, since $V_0/E$ scales as $g^2/\omega_b$. We can therefore identify the force between particles as attractive for almost all states. (Note that this condition will fail for states with sufficiently small $E$, but small-$E$ states are those whose fractons are far apart such that they do not pass close to each other near $r = 0$, and so they do not interact anyway.) In this way, we see that even systems with only approximate fracton behavior will exhibit a near-universal attraction between particles, which we therefore expect will cluster together in the system. (We remark that in certain physical contexts, such as electron systems, the short-range gravitational attraction between particles will compete with a long-range Coulomb repulsion (which may though be screened). This will still lead to clustering effects at short distances, which may then be overtaken by emulsion physics at longer scales.)

C. Restricted Thermalization

Another notable feature of fracton systems is the fact that they tend to reach thermal equilibrium very slowly, if at all. It has been shown that three-dimensional fracton systems approach equilibrium logarithmically slowly, in a manifestation of “asymptotic many-body localization,” while one- and two-dimensional fracton systems can fail to reach equilibrium at all, forever maintaining a memory of their initial conditions. Specifically, a system initialized with a fracton at a specific location will forever remember the position of that fracton. We thus expect similar localization of fermions in boson-affected hopping models exhibiting perfect fracton behavior, such as the mixed-dimensional Ising antiferromagnet, at least under similar initial conditions. When a fermion moves, it is accompanied by the creation of a string of bosons. Even if the boson has weak dynamics, it will likely return to the vicinity of the fermion and be reabsorbed, preserving localization of the fermion, at least approximately. We leave a more rigorous analysis of these ideas to future work. This localization, which occurs even in the absence of disorder, could provide a key signature in diagnosing fracton physics in these systems.

For approximate fracton behavior, single-particle mobility will eventually cause systems to relax to thermal equilibrium. However, the relaxation rate will be highly dependent on the initial conditions, since two-particle bound states can disperse their energy around the system much more effectively than single particles can. To see this, let us consider a system of particles moving at a characteristic velocity $v$. When the system has only $O(1)$ particles, the thermalization time will be limited by $\tau \sim L/v$, i.e. the time it takes a particle (fracton or dipole) to travel ballistically across the system length $L$. At larger densities, the thermalization time will be limited by diffusive processes, $\tau \sim (L^2/Dv)$, where $D$ is the diffusion constant of the system, set by the density. In either case, the relaxation time depends inversely on the characteristic velocity $v$, which behaves roughly as $v \sim \sqrt{kT/m}$ for particles of effective mass $m$.

Since two-particle bound states have a mass $m_2 \ll m_1$, where $m_1$ is the single particle mass, we see that such dipolar states will have a much lower thermalization time. Such a parametric difference in relaxation times between states initialized with isolated particles versus two-particle bound states is a clear indication of the presence of approximate fracton physics.

Finally, we note that, due to the large separation in scale of the effective masses of fractons and dipoles, there is the possibility that dipoles may also end up localized (or at least slow to thermalize), by a mechanism akin to the quantum disentangled liquid, as we discuss further in the next section.

VI. EXTENSIONS: MULTI-SPECIES SYSTEMS AND FINITE FRACTON DENSITIES

We have now established a robust connection between the physics of fractons and systems with boson-affected hopping, such as polarons. In this section, we discuss various ways in which our analysis can be usefully extended. We also outline several directions for future topics of investigation relevant to these ideas.

A. Multi-Species Systems

In the previous sections, we have considered boson-affected hopping models featuring only a single species of fermion, which is appropriate to certain physical contexts. In other situations, however, the fermions can come with an internal flavor, such as the spin degree of freedom. It is therefore important to work out how the preceding analysis extends to multi-species boson-affected hopping models. Also, as we will see, certain
types of multi-species systems will lead to realizations of more familiar fracton systems with a simpler set of conservation laws. For concreteness, we restrict our attention to two-species models, though models with a larger number of species could also be considered without much difficulty.

We begin by considering the most straightforward multi-species generalization of the previously studied boson-affected hopping model, which we write as:

$$H = g \sum_{\langle i,j \rangle, \sigma} f_i^{\dagger}, f_j, \sigma (b_j^{\dagger} + b_i) + \omega_b \sum_i b_i^{\dagger} b_i - \mu \sum_i f_i^{\dagger}, f_i, \sigma,$$

(24)

where $i$ and $j$ are site indices and $\sigma$ runs over the two species, which we label as $+$ and $-$. Once again, we can perturbatively eliminate the bosons to derive an effective Hamiltonian for the fermions. Carrying through the same perturbative calculation as in the single-species case, through second order in perturbation theory, the effective Hamiltonian within the single-particle sector takes the form:

$$h_1 = -\epsilon_0 \sum_{i, \sigma} f_i^{\dagger}, f_i, \sigma$$

(25)

with $\epsilon_0 = 2 g^2 / \omega_b$. At this level, the two species behave completely independently, both described by Hamiltonians without hopping terms. As in the single-species case, the first processes contributing to single-particle mobility occur at sixth order in perturbation theory, just as in Figure 4. Below this order, both species of fermions behave as fracton excitations.

Similarly, we can calculate the effective Hamiltonian within the two-particle sector which, to second order in perturbation theory, takes the form:

$$h_2 = -\epsilon_0 \sum_{i, \sigma} f_i^{\dagger}, f_i, \sigma$$

$$- t \sum_{i, \sigma, \sigma'} (f_i^{\dagger}_{i+1, \sigma} f_{i+1, \sigma'} + f_i^{\dagger}_{i-1, \sigma'} f_{i+1, \sigma}) f_{i+1, \sigma'} f_{i, \sigma}$$

$$+ J_z \sum_{i, \sigma} f_i^{\dagger}, f_i, \sigma f_{i+1, \sigma}^{\dagger} f_{i+1, \sigma}$$

$$+ J_{xy} \sum_{i, \sigma} f_i^{\dagger}_{i, \sigma} f_{i+1, \sigma}^{\dagger} f_{i+1, -\sigma} f_{i, \sigma},$$

(26)

where $\epsilon_0 = 2 t = J_z = J_{xy} = 2 g^2 / \omega_b$. The $\epsilon_0$ term and $J_z$ term are on-site energies and nearest-neighbor interactions, respectively. The $t$ term represents pair hopping, which moves two particles (either of the same or opposite species) in the same direction by one lattice site. The final $J_{xy}$ exchange term allows two particles of opposite species on neighboring sites to switch places by exchanging a boson. It is easy to see that, if we define the total fermion density $n_i = \sum_\sigma f_i^{\dagger}, f_i, \sigma$, then this quantity obeys the same conservation law as in the single-species case, $\sum_i n_i x_i = \text{constant}$, where $n_i = n_i \exp(i \pi \sum_{j<i} n_j)$.

While the above model has fracton behavior up to sixth order in perturbation theory, with an emergent dipole conservation law, it still has the same sort of mildly nonlocal form as in the single-species case, due to the string $\sum_{j<i} n_j$ used to define the sign of the charge. In light of this, it is a useful exercise to construct a boson-affected hopping model with a purely local conservation law, regardless of whether or not the model is realistic. To this end, we will construct a model which directly maps the two species of fermions onto positive and negative charges, with $\rho_i = n_{i+} - n_{i-}$, rather than relying on a nonlocal sign structure. However, if we want the dipole moment of this charge density, $P = \sum_i \rho_i x_i$, to be conserved, then we need to slightly change our model from the simplest multi-species model of Equation 24 First of all, the $J_{xy}$ term of $h_2$, which exchanges the position of a $+$ and $-$ charge, obviously violates $P$ dipole conservation. Thankfully, this term can be eliminated by introducing a mutual hard-core repulsion between positive and negative charges, which prevents such a switch. Another violation of dipole conservation comes from the $\sigma = \sigma'$ piece of the $t$ term, which moves two particles of equal charge in the same direction. This issue can also be overcome by giving a sense of directionality to the particles. Specifically, we stipulate that a positive charge can only move right by emitting a boson and left by absorbing a boson, whereas a negative charge can only move right by absorbing a boson and left by emitting a boson. These changes can be implemented by writing a new Hamiltonian as:

$$H' = g \sum_i (f_i^{\dagger}_{i+1, +} f_{i+1, +} + f_i^{\dagger}_{i+1, -} f_{i+1, -} + f_i^{\dagger}_{i+1, -} f_{i+1, +} f_i^{\dagger}_{i+1, -} f_{i+1, +}) + \omega_b \sum_i b_i^{\dagger} b_i - \mu \sum_{i, \sigma} f_i^{\dagger}, f_i, \sigma + U \sum_i f_i^{\dagger}, f_i, \sigma,$$

(27)

where we take the $U \to \infty$ limit. In this limit, the only dynamical processes allowed by this Hamiltonian involve motion of dipoles with a $(\rho, -\rho)$ charge configuration, while bound states of the same charge (if present) cannot move. As such, this model exhibits the local conservation of dipole moment, $\sum_i \rho_i x_i = \text{constant}$. This demonstrates that, as a proof of principle, completely local higher-moment conservation laws can be realized in boson-affected hopping systems. We leave the construction of more realistic models of this form to future work.

### B. Finite Densities of Fractons

In this work, we have studied boson-affected hopping models, focusing on the one- and two-particle sectors. Such an analysis was sufficient for demonstrating the (often approximate) immobility of fractons, as well as the mobile nature of dipoles. However, it is both important
and interesting to consider what happens in sectors with a larger particle number, especially with a finite density of particles. Some aspects of the finite-density problem can be understood as simple extensions of our work, while other questions require a more complicated analysis which we leave to future work.

As a first order of business, it is important to note that the immobility of an isolated fracton is not affected by the presence of other particles far away from the fracton under consideration. In general, the mobility of a fracton is only affected by particles on nearby sites, and in the particular model under consideration, is only determined by the presence or absence of a nearest-neighbor particle. A particle more than a single lattice spacing away cannot give rise to fracton mobility at any order in perturbation theory. Similarly, a dipole cannot be prevented from moving by far-away particles. A dipole is only blocked from motion when it comes directly into contact with another particle, due to ordinary hard-core repulsion. Assuming that boson-mediated interactions are predominantly of the two-body type, we expect the mobility of an individual fracton or dipole to be essentially the same whether or not there is a finite density of other particles in the system.

While the behavior of individual particles is roughly unchanged at finite densities, there are plenty of interesting questions to ask regarding the interactions between particles. For example, a finite-density system will generically have a finite concentration of both dipoles, with a relatively light mass, and isolated fractons, with an infinite (or at least extremely heavy) mass. This sort of situation is precisely what is considered in the study of “quantum disentangled liquids” which is a fluid made from one very heavy and one very light species of particles. It has been argued that, while the heavy particles reach thermal equilibrium, the light particles have non-ergodic behavior due to being localized in the effective disordered landscape created by the heavy particles. Applying this logic to the present situation, we can speculate that there are certain initial conditions for which the fractons reach thermal equilibrium, while dipoles are effectively localized on the fractons. It remains to be seen whether or not there is a more general relationship between fracton physics and quantum disentangled liquids, an important topic of future investigation.

More generally, there is important work to be done in analyzing the effective Hamiltonians for one-dimensional fracton systems. For example, we have shown that certain boson-affected hopping systems give rise to the following Hamiltonian:

$$H = -\epsilon_0 \sum_i f_i^\dagger f_i - t \sum_i \left( f_{i+1}^\dagger f_{i+2}^\dagger + f_{i-1}^\dagger f_i^\dagger \right) f_{i+1} f_i,$$

which explicitly describes the dynamics of fractons (with staggered charge) and dipoles in one spatial dimension.

One can also obtain a more conventional fracton theory with no charge staggering by working with a two-species model of the form:

$$H = -\epsilon_0 \sum_{i,\sigma} f_{i,\sigma}^\dagger f_{i,\sigma}$$

$$- t \sum_{i,\sigma} \left( f_{i+1,\sigma}^\dagger f_{i+2,\sigma}^\dagger + f_{i-1,\sigma}^\dagger f_i^\dagger \right) f_{i+1,-\sigma} f_{i,\sigma}$$

$$+ \sum_{i,\sigma,\sigma'} V_{\sigma,\sigma'} f_{i,\sigma}^\dagger f_{i,\sigma'} f_{i+1,\sigma'}^\dagger f_{i+1,\sigma}$$

$$+ U \sum_i n_{i,\sigma} n_{i,-\sigma}$$

(29)

with $U \to \infty$ limit. Here $\sigma$ and $\sigma'$ run over two possible values. Are there techniques which could be used to exactly solve such Hamiltonians, perhaps by mapping into an appropriate Majorana representation? What sort of phases do these Hamiltonians host, and are those phases described by a simple mean-field approach? Does the gravitational clustering of fractons play an important role in the phase diagram of this model, such as described in Reference 11?

We also note that a Hamiltonian of the form Equation 28 is related to the model considered in Reference 96. There, it was shown that a strong pair-hopping term may lead to an unusual gapless phase with properties very different from a phase dominated by single-particle hopping. The boundaries between such a central pair-hopping phase at its two edges and the single-particle-hopping one host a Majorano mode. This indicates that, at finite fermion densities and when sandwiched between systems dominated by single-particle hopping, this fracton model (Equation 28) should give rise to topological physics. For example, consider a one-dimensional polaronic system characterized by strong electron-phonon coupling, such that the system is dominated by pair hopping, as discussed above. If such a system is then coupled at its boundaries to another one with weak electron-phonon coupling, dominated by single-particle hopping, the analysis of Reference 96 reveals that the resulting boundary must host a robust Majorana mode. At least in this specific instance, we therefore conclude that the boundaries between a fractonic phase and a non-fractonic phase lead to topologically-protected behavior. It is also of great interest to investigate these ideas in the two-species fracton model of Equation 29.

It is at present unclear whether there is any deeper connection between fracton physics and topological boundary modes. It is therefore an important task to find approximate or exact solutions to one-dimensional fracton Hamiltonians, which may yield important insights into the phases of fractonic matter and their connection with more conventional fermion theories. We leave the detailed study of such Hamiltonians to the future.
VII. CONCLUSIONS

In this work, we have shown that boson-affected hopping models, which arise in the study of electron-phonon and magnetic (holes doped into antiferromagnets) polarons, provide a physical realization of fractons, in either an exact or approximate way, depending on the details of the specific model considered. In these models, individual quasiparticles are either perfectly or nearly immobile, since single-particle motion requires the creation of costly bosonic excitations, while bound states of these quasiparticles exhibit no such mobility restrictions, closely mirroring the physics of fractons. More concretely, we have shown how boson-affected hopping models can be mapped explicitly onto a fracton Hamiltonian with dipole conservation via perturbatively integrating out the mediating bosons. This effective Hamiltonian contains only pair-hopping terms, corresponding to the motion of dipoles, while all single-particle hopping elements are precisely zero. This mapping generically holds through sixth order in perturbation theory, so there is a wide parameter regime in which these systems exhibit approximate fracton behavior.

We have also shown how to obtain exact fracton behavior in a one-dimensional boson-affected hopping model by imposing a mutual hard-core constraint between the fermions and bosons. Such a constraint is naturally realized in hole-doped mixed-dimensional Ising Antiferromagnets, in which holes in a two-dimensional antiferromagnet are confined to a one-dimensional subspace, and which are within the reach of current ultracold-atom experiments. In these systems, dipole moment is conserved to all orders in perturbation theory, corresponding to perfect fracton behavior.

Our work identifies boson-affected hopping systems as a new platform for studying the physics of fractons. For example, we predict polarons will feature the universal short-range attraction characteristic of fracton systems, arising from a lowered effective mass in the presence of other fractons. We find that this universal attraction survives in systems featuring only approximate fracton behavior, provided the violation is sufficiently weak. We have also predicted that boson-affected hopping systems will be slow to reach thermal equilibrium, and we have estimated the corresponding thermalization time. We conjectured that one-dimensional models with perfect fracton behavior, such as the mixed-dimensional Ising models, will exhibit true localization, even at finite temperature. Systems with boson-affected hopping thereby provide a new experimentally accessible platform for studying a variety of fracton phenomenology.

Our results open the door for a productive exchange of ideas between a range of previously distant fields, such as fractons and polarons, and there are many interesting questions that remain to be answered. For example, we expect that the many powerful numerical and analytic tools available for one-dimensional systems may be productively used to study the effective fracton Hamiltonians arising in boson-affected hopping models. How do these models behave at finite densities? Is there some precise connection which can be made with the physics of quantum disentangled liquids? Will the pair-hopping interactions identified in our effective fracton models lead to topological edge states? Can the perfect fracton behavior of the mixed-dimensional Ising models be somehow extended to higher-dimensional systems? Are there results from the theory of polarons which elucidate new fracton phenomenology? These and many other questions can now be formulated in light of the connections drawn by our work.
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Appendix A: Perturbative Calculations

We here perform in detail the perturbative calculations described in the main text, obtaining effective Hamiltonians for the $f$ fermions in the one- and two-particle sectors by integrating out the $b$ bosons. We consider the simpler case of a single species of fermions.

We rewrite the Hamiltonian of Equation 5 as:

$$H = H_0 + V,$$

where we take our unperturbed Hamiltonian as:

$$H_0 = \omega_b \sum_i b_i^\dagger b_i - \mu \sum_i f_i^\dagger f_i,$$

which has all particles trivially localized. The perturbing interaction takes the form:

$$V = g \sum_{(i,j)} f_i^\dagger f_j (b_j^\dagger + b_i).$$

We perform an expansion in $g/\omega_b$ integrating out the bosons at the given order of perturbation theory. It is obvious that odd orders in the expansion give zero correction. In second order, the calculation amounts to studying the effects of a single mediating boson, while in fourth order it corresponds to the effects of coupling to two bosons. See Figure 7 for the set of diagrams considered in the calculation.
1. Unconstrained Model

We first study the unconstrained model with both $f$ and $b$ particles allowed on the same site.

a. Single-Particle Hamiltonian

Using standard perturbation theory techniques, the effective single-particle Hamiltonian can be written as:

$$h_{1}^{2nd} = PV \frac{1}{E_0 - H_0} VP,$$

(A4)

where $P$ is the projector onto states with zero $b$ bosons, $E_0$ is the unperturbed energy, and $h_{1}^{2nd}$ is evaluated for single-particle states. To evaluate $VP$ on single-particle states in the Hilbert space, note that $P$ projects out all states with non-zero bosons, and we are left with:

$$V f_i^\dagger |0\rangle = g (f_i^\dagger f_i^\dagger + 2 f_i^\dagger b_i^\dagger b_i f_i^\dagger + f_i^\dagger b_i^\dagger f_i^\dagger |0\rangle.$$  

(A5)

The $1 - P$ simply returns the same state. Acting with $H_0^{-1}$ on this intermediate state simply returns the same state with an eigenvalue $\omega_b^{-1}$. Acting with $PV$ then gives $2f_i^\dagger |0\rangle$. Putting everything together, we have:

$$h_{1}^{2nd} = -\frac{2g^2}{\omega_b} \sum_i f_i^\dagger f_i,$$

(A6)

which features only an on-site energy, without any single-particle hopping terms. As discussed in the main text, single-particle hopping only appears at sixth order in perturbation theory, as seen in Figure 4.

b. Two-Particle Hamiltonian

As in the single-particle case, the two-particle effective Hamiltonian takes the form:

$$h_{2}^{2nd} = PV \frac{1}{E_0 - H_0} VP$$

(A7)

evaluated on the two-particle states of the Hilbert space. We begin by evaluating on states where the two particles are separated by one lattice site. The projector $P$ eliminates all states with non-zero bosons, and we are left with:

$$PV \frac{1}{E_0 - H_0} (V f_i^\dagger f_i^\dagger |0\rangle)$$

$$= -\frac{g^2}{\omega_d} PV \{ f_{i-1}^\dagger b_i^\dagger f_{i+1}^\dagger b_{i+1}^\dagger + f_{i-1}^\dagger b_i^\dagger f_{i+1}^\dagger f_{i+2}^\dagger \} |0\rangle$$

$$= -\frac{g^2}{\omega_d} \left( 2 f_i^\dagger f_{i+1}^\dagger + \left( f_{i+1}^\dagger f_{i+2}^\dagger + f_{i-1}^\dagger f_i^\dagger \right) \right) |0\rangle$$

$$= -\frac{2g^2}{\omega_d} f_i^\dagger f_{i+1}^\dagger |0\rangle - \frac{g^2}{\omega_d} \left( f_{i+1}^\dagger f_{i+2}^\dagger + f_{i-1}^\dagger f_i^\dagger \right) |0\rangle$$

$$\equiv -\epsilon_0 f_i^\dagger f_{i+1}^\dagger |0\rangle - t \left( f_i^\dagger f_{i+2}^\dagger + f_{i-1}^\dagger f_i^\dagger \right) |0\rangle.$$  

(A8)

The first term represents the polaron formation energy for two particles, $-2\epsilon_0$, modified by a nearest-neighbor repulsion $J = \epsilon_0$, while the second term is a pair-hopping interaction mediated by the bosons.

We can also evaluate $h_{2}^{2nd}$ for the states $f_i^\dagger f_{i+n}^\dagger$ for $n > 1$. In this case, the particles are sufficiently far apart that no single-boson process can allow interaction between them. This simply generates the polaron renormalization of the energy, as expected, but no extra interactions.

Putting all these pieces together, we arrive at an
effective two-particle Hamiltonian of the form:

\[ h_2^{\text{2nd}} = -\epsilon_0 \sum_i f_i^\dagger f_i - t \sum_i \left( f_{i+1}^\dagger f_i^\dagger + f_i^\dagger f_{i+2}^\dagger \right) f_{i+1} f_i \]

\[ + J \sum_i f_i^\dagger f_i f_{i+1} f_{i+1}, \]  

(A9)

which is Equation 4 of the main text. This Hamiltonian features only two-body hopping processes, while single-particle motion is absent (up to sixth order in perturbation theory), leading to approximate conservation of dipole moment and fracton phenomenology, as discussed earlier.

2. Model with Mutual Hard-Core Constraint

As described in the main text, we can eliminate all contributions to single-particle mobility, to all orders in perturbation theory, by imposing a mutual hard-core constraint between the fermions and the bosons of the theory that forbids the cleaning-up backtracking motion of a single (fermionic) particle, such as that of Figure 4. While this constraint makes single motion of a single (fermionic) particle, such as that of Figure 4. While this constraint makes single particles fully immobile, it still permits the mobility of two-particle bound states. Indeed, since the second-order perturbation theory analysis in the previous subsection did not involve any states violating the mutual hard-core condition, \( h_2 \) is identical with or without this condition, up to second order. However, the hard-core condition allows a simplified analysis of higher-order corrections to this Hamiltonian, which we now calculate to fourth order.

a. Single-Particle Hamiltonian

The fourth-order correction to the effective single-particle Hamiltonian is given by:

\[ h_4^{\text{4th}} = PV \frac{1 - P}{E_0 - H_0} V \frac{1 - P}{E_0 - H_0} V \frac{1 - P}{E_0 - H_0} VP \]

\[ - \frac{1}{2} \left( PV \left( \frac{1 - P}{E_0 - H_0} \right)^2 VP \frac{1 - P}{E_0 - H_0} VP \right) + PV \frac{1 - P}{E_0 - H_0} VP \left( \frac{1 - P}{E_0 - H_0} \right)^2 VP \]  

(A10)

Evaluating \( h_4^{\text{4th}} \) on the single-particle states, we find

\[ h_4^{\text{4th}} = \frac{3g^4}{\omega_b^3} \sum_i \sum_i f_i^\dagger f_i, \]

(A11)

which reflects two types of polaronic renormalization processes: \( f_i |0\rangle \xrightarrow{\mathcal{V}} b_i^\dagger f_{i+1}^\dagger |0\rangle \xrightarrow{\mathcal{V}} f_i |0\rangle \xrightarrow{\mathcal{V}} b_i^\dagger f_{i+2}^\dagger |0\rangle \xrightarrow{\mathcal{V}} f_i |0\rangle \) and \( f_i |0\rangle \xrightarrow{\mathcal{V}} b_i^\dagger f_{i+1}^\dagger |0\rangle \xrightarrow{\mathcal{V}} b_i^\dagger b_i^\dagger f_{i+2}^\dagger |0\rangle \xrightarrow{\mathcal{V}} \).

b. Two-Particle Hamiltonian

We now turn to the fourth-order correction to the effective two-particle Hamiltonian given by:

\[ h_2^{\text{4th}} = PV \frac{1 - P}{E_0 - H_0} V \frac{1 - P}{E_0 - H_0} V \frac{1 - P}{E_0 - H_0} VP \]

\[ - \frac{1}{2} \left( PV \left( \frac{1 - P}{E_0 - H_0} \right)^2 VP \frac{1 - P}{E_0 - H_0} VP \right) + PV \frac{1 - P}{E_0 - H_0} VP \left( \frac{1 - P}{E_0 - H_0} \right)^2 VP \]  

(A13)

A lengthy calculation of the action of \( h_2^{\text{4th}} \) on all two-particle states results in

\[ h_2^{\text{4th}} = \frac{3g^4}{\omega_b^3} \sum_i n_i^f - \frac{3g^4}{\omega_b^3} \sum_i n_i^f n_{i+1} + \frac{3g^4}{\omega_b^3} \sum_i n_i^f n_{i+2} \]

\[ + \frac{2g^4}{\omega_b^3} \sum_i \left( f_{i+1}^\dagger f_{i+2}^\dagger + f_{i-1}^\dagger f_i^\dagger \right) f_{i+1} f_i \]

\[ + \frac{g^4}{2\omega_b^3} \sum_i \left( f_{i+2}^\dagger f_{i+3}^\dagger + f_{i-2} f_{i-1}^\dagger \right) f_{i+1} f_i. \]

(A14)

The second term is a nearest-neighbor interaction that counteracts the polaronic renormalization with an origin similar to that discussed in the last section. Note that longer-range next-nearest-neighbor density-density and pair-hopping interactions appear first at this order. The dipole-conserving long-range pair hopping occur as a result of a process in which, for example, one fermion leaves a two-site string of bosons for its partner to absorb, allowing the pair to move over by two sites.

Putting everything together, we obtain

\[ h_2 = h_2^{\text{2nd}} + h_2^{\text{4th}} \]

\[ = -\epsilon_0 \sum_i n_i^f + J_z \sum_i n_i^f n_{i+1} + J_z \sum_i n_i^f n_{i+2} \]

\[ - t_1 \sum_i \left( f_{i+1}^\dagger f_{i+2}^\dagger + f_{i-1}^\dagger f_i^\dagger \right) f_{i+1} f_i \]

\[ + t_2 \sum_i \left( f_{i+2}^\dagger f_{i+3}^\dagger + f_{i-2} f_{i-1}^\dagger \right) f_{i+1} f_i, \]

(A15)
which is the effective Hamiltonian of Equation 13 and the coefficients that appeared at the second order are now renormalized by additive factors $\propto g^4/\omega_0^3$ at this fourth order.

Crucially, as we discuss in the main text, the mutual hard-core constraint forbids cleaning-up backtracking motion, and thus always ensures bosons are created one at a site in string configurations. This ensures perfect polaron immobility, but does not affect the string-mediated dipole-conserving bipolaron mobility.

We similarly infer the behavior to all orders of perturbation theory in Equation 14 of the main text. We expect the physics to hold generally even in the limit of large number of bosons, as each site will still host at most a single boson and the string configurations will just simply become longer.

**Appendix B: Equation of Motion for Dipoles**

In a Hamiltonian exhibiting fracton physics, such as that of Equation 1, the individual fermions are localized (forming polarons) and have no dispersion. However, bound states of pairs of fermions (i.e., bipolarons) have a nontrivial dispersion. We wish to find the equation of motion for such bound states. We do so by solving for the Green’s function, $G(\omega) = \frac{\mathbf{1}}{\mathbf{1} + i \omega - H}$, and we find the dipole (bipolaron) momentum. We then derive the equations of motion by evaluating:

$$\langle K, 1|G(\omega)[\omega + i \eta - h_2]|K, n\rangle = g(\omega, K, n) - \langle K, 1|G(\omega)h_2|K, n\rangle = \delta_{n,1},$$

(B2)

where we have defined $g(\omega, K, n) = \langle K, 1|G(\omega)|K, n\rangle$. To proceed, we compute the action on the states $|K, n\rangle$ of the Hamiltonian $h_2$, working out term by term:

$$-\epsilon_0 \sum_i f_i^\dagger f_i|K, n\rangle = -2\epsilon_0|K, n\rangle,$$

(B3)

$$-t \sum_i \left(f_{i+1}^\dagger f_i^\dagger f_{i+1} + f_{i-1}^\dagger f_i^\dagger f_{i-1}\right) f_{i+1} f_i|K, n\rangle = -2t \cos(K)|K, 1\rangle \delta_{n,1},$$

(B4)

and

$$J \sum_i f_i^\dagger f_{i+1} f_{i+1}^\dagger f_i|K, n\rangle = J|K, 1\rangle \delta_{n,1}.$$  

(B5)

Since $|K, 1\rangle$ is an eigenstate of each of the terms in $h_2$, it is also an eigenstate of $h_2$, and we can immediately identify the dipole Green’s function, $g(\omega, K, 1)$, from Equation B2 as:

$$g(\omega, K, 1) = \frac{1}{\omega + i \eta - 2\epsilon_0 - J + 2t \cos(K)}.$$  

(B6)

The two-polaron bound state energy corresponds to the pole of $g(\omega, K, 1)$, and we find the dipole (bipolaron) dispersion:

$$E_{BP}(K) = -2\epsilon_0 + J - 2t \cos(K)$$

(B7)

as stated in the main text.

---
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