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ABSTRACT

This paper describes the effect of input uncertainties on a set of integral parameters (k-inf, nuclide compositions) associated with the validation of CASMO-5 against PIE data. The nuclear data under consideration are the cross-sections, fission spectrum and neutron multiplicities and fission yields. Various sources of covariance information are considered, novel ones (ENDFB-VIII.0, JEFF-3.3) as well as more widely distributed ones (JENDL-4.0, ENDF/B-VII.1, Scale 6.1 and Scale 6.2). All possible nuclide reaction pairs (cross sections, fission spectrum and averaged number of neutron per fission) have been perturbed, e.g. all isotopes available in both the respective covariance libraries and the CASMO-5 library. The evolution of the uncertainty estimates with exposure is complemented with sensitivity analysis to determine the main contributors to the uncertainty. The Pearson coefficient defined between the model output and a given input is used in this work to assess the part of the variance in the model output coming from the considered input uncertainty. It is a very promising measure of sensitivity as it is computationally cheap even though it assumes linearity of the output with respect to input perturbations. The evolution of the uncertainty with exposure, both in terms of trends and magnitude are however very different. Sensitivity analysis allows determining why the trends and magnitudes are different.
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1. INTRODUCTION

At the Laboratory of Reactor physics and Thermal-Hydraulics (LRT) of the Paul Scherrer Institut (PSI), Uncertainty Quantification (UQ) methods have been implemented for some years around the CASMO-5 code using a set of Perl-based scripts named Shark-X. Such UQ is required for providing confidence bounds to the Calculation to Experiment (C/E) comparisons when comparing code outcomes with Post Irradiation Examination experimental data. The source of input uncertainty has a non-negligible impact in this process, as it affects the interpretation of the discrepancies between simulation and measurements through the magnitude of the computational uncertainty.

While the expectation values of the nuclear data are predictive (nuclear data evaluations have been tested against benchmarks for decades), the same cannot be said for their evaluated covariances. They suffer from a range of issues: the mean values are very often adjusted on integral experiments but this is not reflected in the covariance; the uncertainty is usually increased to account for experimental and modeling biases; and cross-correlations between experiments are most of the time neglected; as a result the evaluated covariances will lead to large computational uncertainties compared to their experimental counterparts.

More than a physically accurate estimation of the computational uncertainty, this work aims at assessing the range of possible computational uncertainties that can be obtained with various sources of covariance information while using for the same computational model (CASMO-5) and for quantities of interest relevant to burnup credit applications ($k_{inf}$, nuclide concentrations). Due to space restrictions, only the $k_{inf}$ results are covered in the manuscript; results for the nuclide concentrations will be presented at the meeting. The UQ results are complemented with sensitivity analysis, which provides information on the major contributors to the computational uncertainty. This information is less sensitive to the drawbacks of the covariance matrices listed above.

Finally, even though depletion calculations are envisioned, fission yields uncertainties are not considered as no covariance for them is available even in the latest evaluations. As a result, only the actinides concentration uncertainty is analyzed here as a large part of the fission products uncertainty is not accounted for.

2. PROBLEM DESCRIPTION

In this section, the various sources of covariance information considered are described. The methods to perform the uncertainty propagation and sensitivity analysis are summarized. The last subsection provides a description of the assembly model on which the effect of the various sources of covariances is assessed.

2.1. Nuclear Data Input Uncertainty

In this work, the nuclear data input uncertainties are composed of the cross-section channels used in CASMO-5 (elastic and inelastic scattering, n,2n, capture and fission), neutron multiplicity ($\bar{\nu}$) and fission spectrum ($\chi$).

Concerning the neutron multiplicity the total nubar ($\bar{\nu}$) VCM (MT452) are considered and not the prompt nubar (MT456). The covariance matrices of the recent ENDFB-VIII.0 [1], JEFF-3.3 [2]
evaluations are considered as well as the more widely distributed ones, JENDL-4.0 [3], ENDF/B-VII.1 [4], Scale 6.1 [5] and Scale 6.2 [6]. The covariance matrices are produced in 19 energy-group format using the module ERRORM of NJOY [7] for the JEFF, ENDF/B and JENDL evaluated files. The coverx files available in the respective distributions of Scale 6.1 and 6.2 are used directly. Originally provided in a 44 energy-group (respectively 56) structure, the SCALE covariances are collapsed to the 19-energy group structure of CASMO-5 using the Angelo Lambda code [8].

The number of uncertain nuclide-reaction pairs included in each covariance matrices is listed in Table 1.

Table 1: Content of the covariance matrices. The number of available nuclides represents the number of ENDF files with a MF 33 record. The perturbed nuclides are the ones for which at least one reaction channel has been perturbed in the CASMO-5 library.

| Covariance Matrix | Number of available nuclides | Number of perturbed nuclides | Number of nuclides reaction pairs |
|-------------------|-------------------------------|-------------------------------|----------------------------------|
| ENDF/B-VIII.0     | 220                           | 132                           | 349                              |
| ENDF/B-VII.1      | 183                           | 135                           | 355                              |
| JEFF-3.3          | 442                           | 245                           | 532                              |
| JENDL 4.0         | 99                            | 63                            | 214                              |
| Scale 6.1         | 385                           | 328                           | 679                              |
| Scale 6.2         | 375                           | 328                           | 732                              |

2.2. Uncertainty Quantification

The uncertainty propagation calculations have been carried out with the SHARK-X [9–11] platform. It provides two major approaches for propagating nuclear data uncertainties. The first ones relies on the calculation of sensitivity coefficients through direct perturbation. Those coefficients are then folded with the covariance matrices through the use of the sandwich rule to compute the uncertainty. The second method relies on Stochastic Sampling (SS).

The perturbations to the cross-sections are introduced in the CASMO-5 code through an in-house routine added to the code. Even though capabilities to do so have been implemented in Shark-X recently [12], the implicit effect (corresponding to the perturbation of the self-shielding factor) is not taken into account in this study.

Because of the large number of uncertain inputs involved in the depletion calculations, the direct perturbation approach is not convenient due to its high computational cost. Consequently, the SS method is used. The SS method requires the perturbation of input data considered as random variables with presumed probability distribution functions. SS calculations consist in the process of assigning distributions to inputs, sampling the inputs (accounting for possible correlations between the inputs), performing independent calculations with each sample, and statistically analyzing the
distribution of outputs. For the sampling of correlated inputs, a Cholesky-like decomposition is applied to the covariance matrix with a random normal multivariate sampler. For each source of covariance considered, 1’000 CASMO-5 output calculations are performed.

2.3. Sensitivity Analysis

For the purpose of identifying the inputs responsible for the computational uncertainty, various methods for sensitivity analysis (SA) have been implemented in Shark-X [13,14]. They are making use of the calculations already performed, e.g. no additional run is needed. Even though uncertainty quantification through the use of random sampling, is relatively straightforward, SA based on those random samples is difficult due to the potential non-linearity of the model, to the large number of inputs, as well as to their correlations. Given the low number of samples available (their computational cost is large), the method based on the determination of Pearson correlation coefficients is used in the present work. Such approach has been used extensively in the past by the so-called “GRS method” [15]. Both first order and total sensitivity indices can be determined. No assumption is made with respect to the probability distribution functions of the input/output. However linearity of the output with respect to input perturbations is assumed.

In statistics, the Pearson correlation \( r_p \) between two random variables \( X_i \) and \( Y \), is computed as shown in Eq 1.

\[
r_p = \frac{\sum_{j=1}^{N}(x^j_i - \bar{X}_i)(y^j - \bar{Y})}{\sqrt{\sum_{j=1}^{N}(x^j_i - \bar{X}_i)^2 \sum_{j=1}^{N}(y^j - \bar{Y})^2}}
\]

where \( i \) is the input index and \( j \) the sample index out of a total of \( N \) samples. \( \bar{X}_i \) and \( \bar{Y} \) are the means of the random variables \( X_i \) and \( Y \).

\( r_p^2 \) can be interpreted as the coefficient of determination of the relationship between \( Y \) and \( X_i \) assuming a linear model between \( X_i \) and \( Y \) [16]. It represents the fraction of the variance of \( Y \) which is explained from approximating \( Y \) by a linear combination of the \( X_i \). This interpretation can be used to estimate the first order sensitivity index of the input parameter \( X_i \):

\[
S_{X_i} = r_p^2
\]

Those first order sensitivity indices can be generalized to multiple correlation coefficients which correspond to groups of input parameters [15]. Assuming a group of parameters \( X(1) = (X_1, \ldots, X_k) \), the multiple correlation coefficient is defined as 2.

\[
R^2(1) = (r_p(Y, X_1), \ldots, r_p(Y, X_k))\Sigma_{X(1)}^{-1} (r_p(Y, X_1), \ldots, r_p(Y, X_k))^T
\]

where \( r_p(Y, X_i) \) is the correlation coefficient between \( Y \) and \( X_i \), \( \Sigma_{X(1)}^{-1} \) is the inverse of the covariance matrix for the group of parameters \( X(1) \).

The first order sensitivity index for a group of parameters can be defined as \( S_{X(1)} = R^2(1) \) and the total index for a group of parameters as \( S^T_{X(1)} = R^2 - R^2(1) \). \( R^2 \) is the multiple correlation coefficient between \( Y \) and the remaining group of input parameters (the ones not included in \( X(1) \)). \( R^2(1) \) is the multiple correlation coefficient between \( Y \) and the full set of input parameters \( X \).
2.4. Irradiated Fuel Sample

One sample of the LWR-PROTEUS Phase II program [17] is used to illustrate the effects of considering various sources of nuclear data uncertainty during depletion calculations. It consists of a segment of PWR UO2 fuel rod irradiated in the Gösgen nuclear power plant (Switzerland) for two cycles up to a burnup of 38 MWd/kgU with a 25 days shutdown between the cycles. A validation of CASMO-5 is currently on-going at PSI[18] including the analysis of these samples and several others, one goal being to assess the transition from the predecessor CASMO-4E code to CASMO-5. The 2-D CASMO-5 (v.2.03.00) assembly model (including depletion/decay histories) of [18] is employed for this UQ analysis, but are performed with a multi-group ENDF/B-VII.0 (e7r0.125.586) [19] based library. The irradiation history is modeled through steps functions for various state parameters including boron concentration, fuel and moderator temperatures and power.

3. RESULTS

Due to space restrictions, only the $k_{inf}$ results are discussed here; results for the nuclide concentrations will be presented at the meeting. The UQ results for the various sources of covariance matrices are analyzed first; the sensitivity analysis outcomes are provided next.

3.1. $k_{inf}$ uncertainty quantification

The evolution of the $k_{inf}$ relative uncertainty (1σ in pcm) with respect to the time spent in the reactor is shown in Figure 1. The magnitudes as well as the trends in $k_{inf}$ relative uncertainty are widely different depending on the considered source of nuclear data covariance.

![Figure 1: Evolution of the $k_{inf}$ relative standard deviation with exposure. Various covariance matrices are considered](image)

JENDL 4.0 produces the lowest uncertainty estimate but this is due to reduced input uncertainties and not to the much lower number of perturbed nuclide-reaction pairs (see Table 1). The Scale
covariance matrices tend to also produce lower uncertainty estimates albeit with different trends: Scale 6.2 produces larger uncertainties than Scale 6.1 initially, but its evolution with exposure is fairly flat throughout the two cycles while the Scale 6.1 $k_{inf}$ uncertainty is similar to the JENDL 4.0 one for fresh fuel but increases steadily throughout fuel irradiation. The different behaviors of Scale 6.1 and 6.2 are well known and mostly related to the change in $\bar{\nu}$ uncertainties for $^{239}Pu$ and $^{235}U$ in Scale 6.2 [20]. It should be noted that the results of Scale 6.0 reported in [21] are very similar to ones of the Scale 6.1 curve. The ENDF/B-VIII.0 trend is similar to ones of Scale 6.1 with an even steeper increase as a function of exposure. Finally ENDF/B-VII.1 and JEFF-3.3 produce initially larger $k_{inf}$ uncertainties. But their trends are decreasing with exposure during the first cycle. Then for ENDF/B-VII.1, the $k_{inf}$ uncertainty keeps decreasing while it increases for JEFF-3.3 towards the end of the second irradiation cycle. The surprising decreasing trend of JEFF-3.3 is due to not having average nubar covariances for $^{239}Pu$, $^{235}U$ and $^{238}U$ in JEFF-3.3: only the prompt nubar covariances are available. It should be noted that in this work, and for $^{235}U$ only, it was assumed that prompt and averaged nubar covariances are the same leading to large uncertainties for $k_{inf}$ at low exposures. However, the potentially large source of uncertainty due to $^{239}Pu$ at larger exposure is not considered. Next sensitivity analysis is performed in order to understand better the trends observed in the outcomes of the UQ calculations.

3.2. $k_{inf}$ sensitivity analysis

No additional calculations was performed; the outcomes of the study presented below required solely post processing of the existing output samples. The energy groups of a given nuclide-reaction pair are grouped together; the sensitivity of the corresponding nuclide-reaction pair is estimated using the multiple correlation coefficient defined in Eq. 3. The number of samples available is much larger than the number of input parameter grouped together for the first order sensitivity index (19), but not enough for the total sensitivity index (K-19) where K is the total number of uncertain input which is much larger than 1'000 as reported in Table 1. Consequently, the determination of the total sensitivity coefficients are not considered further. The evolution of the first order sensitivity indices for $k_{inf}$ during irradiation are shown in Figure 2. For the sake of conciseness, only the most recent sources of covariances are considered (ENDF/B-VIII.0, JEFF-3.3, Scale 6.2 and JENDL 4.0). Moreover, only the sensitivity indices for the 3 nuclide-reaction pairs contributing the most to the integral parameter uncertainty at a given time during the irradiation are shown. For both JENDL 4.0 and Scale 6.2, the main contributors to the uncertainty are $^{238}U$ capture followed by $^{235}U$ $\bar{\nu}$ initially. Then during the second irradiation cycle, the increase in $k_{inf}$ uncertainty in JENDL 4.0 is due to the build-up of $^{241}Pu$ and its large capture cross section uncertainty (see Figure 3a and 3b ). Using the Scale 6.2 covariances, the uncertainty estimates remain constant as the decreasing importance of $^{238}U$ capture and $^{235}U$ $\bar{\nu}$ is compensated by the increasing importance of the fission and capture cross sections of $^{239}Pu$ (see Figure 2d). The decreasing importance of $^{235}U$ can be understood by its consumption while the decreasing importance of $^{238}U$ capture is a well known phenomenon related to the build up of $^{239}Pu$. In JEFF-3.3, the capture of $^{238}U$ does not play a significant role in the $k_{inf}$ uncertainty due to its low input uncertainty. The decreasing trend in $k_{inf}$ uncertainty is due to the consumption of $^{235}U$. Proceedings of the PHYSOR 2020, Cambridge, United Kingdom
Figure 2: Evolution of the sensitivity indices for the 3 nuclides reaction pairs contributing the most to $k_{\text{inf}}$ uncertainty for various sources of covariance.

The increase towards the end of the second cycle is due to the accrued importance of the capture and fission cross sections of $^{239}$Pu as well as the capture cross sections of $^{241}$Pu. Finally for ENDF/B-VIII.0, the increase of $k_{\text{inf}}$ uncertainty with exposure is due to the build-up of $^{239}$Pu and the large uncertainties of capture, fission and elastic scattering cross sections. Such outcomes are confirmed by looking at the evolution of the variance with energy of the cross sections. Due to reduced space, only the case $^{241}$Pu was presented in the paper (see Figure 3b). The others will be shown during the presentation.

4. CONCLUSIONS

This paper describes the effect of input uncertainties on k-inf. The nuclear data under consideration are the cross-sections, fission spectrum and neutron multiplicities available in novel (ENDFB-VIII.0, JEFF-3.3) as well as more widely distributed (JENDL-4.0, ENDF/B-VII.1, Scale 6.1 and Scale 6.2) covariance matrices. The Pearson coefficient defined between the model output and a given input is used in this work to assess the part of the variance in the model output coming from the considered input uncertainty.

The first difference between the various sources of covariance is the large differences in terms of coverage of the relevant nuclide reaction pairs for which input uncertainties are available. The
novel nuclear data libraries have made progress towards providing systematically this information. However, gaps still exist. More concerning are the wide variety of magnitude, trends and major contributors to the uncertainties of standard integral parameters. Those differences are observed even with the most recent source of nuclear data uncertainties. They are especially obvious during burnup calculations as a wider range of nuclide-reaction pairs are involved. Even though a large international effort (CIELO [22]) has been carried out to provide consistent covariance information for a reduced number of isotopes, including $^{238}$U, this work demonstrates that large discrepancies for resulting integral parameters uncertainty estimates are still observed, involving those isotopes. It seems that the road to predictive uncertainty estimation for integral parameters is still long.
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