No Alteration Between Intrinsic Connectivity Networks by a Pilot Study on Localized Exposure to the Fourth-Generation Wireless Communication Signals
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Neurophysiological effect of human exposure to radiofrequency signals has attracted considerable attention, which was claimed to have an association with a series of clinical symptoms. A few investigations have been conducted on alteration of brain functions, yet no known research focused on intrinsic connectivity networks, an attribute that may relate to some behavioral functions. To investigate the exposure effect on functional connectivity between intrinsic connectivity networks, we conducted experiments with seventeen participants experiencing localized head exposure to real and sham time-division long-term evolution signal for 30 min. The resting-state functional magnetic resonance imaging data were collected before and after exposure, respectively. Group-level independent component analysis was used to decompose networks of interest. Three states were clustered, which can reflect different cognitive conditions. Dynamic connectivity as well as conventional connectivity between networks per state were computed and followed by paired sample t-tests. Results showed that there was no statistical difference in static or dynamic functional network connectivity in both real and sham exposure conditions, and pointed out that the impact of short-term electromagnetic exposure was undetected at the ICNs level. The specific brain parcellations and metrics used in the study may lead to different results on brain modulation.

Keywords: radiofrequency exposure, long-term evolution, resting-state fMRI, intrinsic connectivity network, dynamic connectivity

INTRODUCTION

Wireless communication technology has evolved drastically in the past 20 years. The emergence of the fourth generation (4G) wireless communication technology promoted the widespread applications of mobile network, and vice versa, and 4G rapidly became the popularly used wireless network. The unprecedentedly increasing exposure to radiofrequency (RF) field provoked public anxieties, especially over the effect on neurophysiological function (1). By the end of the third quarter of 2020, although 5G network had already been commercially deployed in many countries for 1 year, there were still 5.82 billion 4G subscriptions (accounting for 62.1% of global subscription) (2). Therefore, it is necessary to investigate the exposure effect of 4G wireless signal.
Subjects who attribute health complaints to everyday levels of electromagnetic fields are suspected of having electromagnetic hypersensitivity, and their symptoms include impaired sense of smell, feeling of pressure in ear, dizziness, and difficulties in concentration (3). However, many studies ascribed the symptoms to psychological suggestion due to the lack of proof of causality (4, 5). The analysis using neuroimaging techniques may help elucidate the concern whether RF radiation exposure would disturb behavioral cognitive function.

The human brain possesses intrinsic connectivity networks (ICNs) relating to underlying neural activity (6). They maintain structural stability at resting state and could be decomposed as spatial-distributed components (independent components, IC) with highly temporal-correlated fluctuations using independent component analysis (ICA) (7) or seed-based analysis (8). Functional network connectivity (FNC), defined by pairwise correlation between ICNs over a certain time course, can measure the averaged connectivity among these ICNs during the scan duration (9). It was conventionally assumed that correlation values stabilized within 4–5 min of data length (7). However, the average over the entire scanning time course may conceal the instantaneous change. Recent research demonstrated that the spontaneous blood oxygen level dependent (BOLD) signals measured during resting state exhibited intrinsic spatiotemporal dynamic organization (10). The dynamic FNC calculated by short time windows was able to track this oscillation over time. Furthermore, the results can be clustered into several connectivity patterns, which may associate with diverse perspectives from unconscious states relevant to anatomical structures to more complex information exchange states (11). By aids of the technique, new breakthroughs have been made in identifying brain dysfunction and cognitive behavior (12, 13). In contrast, relatively few non-ionizing exposure effects have been evaluated in terms of ICNs, and even less on dynamic FNC.

In this work, seventeen healthy participants were recruited and they experienced 30-min exposure. Group-level ICA was performed to decompose ICs across participants from their resting-state fMRI data. We identified 51 ICs in 14 ICNs of interest. Both static FNC over the entire scanning time course and the dynamic FNC using short-time windows were computed. Consequently, these dynamic FNCs were clustered in three states using k-means (14). Statistical analysis was performed to assess the exposure effect. The study provided a novel approach of understanding the modulation of brain functional connectivity by RF radiation.

**Abbreviations:** RF, radiofrequency; ICA, independent component analysis; ICN, intrinsic connectivity network; FNC, functional network connectivity; ASN, Anterior salience network; AUN, Auditory network; BGN, Basal ganglia network; HVN, Higher visual network; VSN, Visuospatial network; LGN, Language network; LECN, Left executive control network; DDMN, Dorsal default mode network; PSN, Posterior salience network; PCN, Precuneus network; PVM, Primary visual network; VDMN, Ventral default mode network; RECN, Right executive control network; SMN, Sensormotor network; AAL, anatomic automatic labeling; ALFF, Amplitude of Low Frequency Fluctuations.

**METHODS AND MATERIALS**

**Participants and Experiment Settings**

Seventeen healthy right-handed participants including 9 men and 8 women aged 26.1 ± 4.2 (mean ± standard deviation, from 18 to 38) were recruited for this study. They were asked to complete a Medical History Questionnaire before being admitted to the study and none of them had a history of mental illness or disorders related to cognitive dysfunction. They were asked to keep away from caffeine, alcohol, and electronic products the day before experiments. All of them were informed fully of the details and signed a written informed consent. This study conforms to the principles outlined in the Declaration of Helsinki and was approved by the local ethics committee.

As the paradigm in Figure 1 shows, the experiment was divided into two sessions with an interval of 1 week. Each session consisted of three stages: fMRI, experiment conditions for 30-min real or sham exposure, and immediate fMRI again. Structural MRI was conducted for participants before the two sessions. The experiment was designed double blind. The real and sham exposure conditions were allocated randomly and counterbalanced across participants. Participants were asked to stay as still as possible. They started scanning immediately after the exposure so that the fMRI data collection could be initiated within 5 min. All participants reported that they kept conscious during the experiments.

The exposure was carried out in an anechoic chamber to avoid interference from the environment. A signal generator (CMW 500, Rohde and Schwarz, Munich, Germany) was used to generate QPSK modulated time-division LTE signals at 2.573 GHz. The radio frame (total length: 10 ms) consisted of 10 subframes, each 1 ms in length. In the exposure experiment, the maximal emission configuration was opted (simulating 6 uplink subframes in the radio frame). The radiation duration (including the uplink subframes and uplink pilot time slot subframes) accounted for 63.3% of the total frame length, which mimicked the maximum number of the uplink subframes, as prescribed by 3GPP (15). The time domain character is shown in Figure 2.

Signals were then amplified by an RF power amplifier (AR40S1G4, AR, WA, US). A standard dipole antenna (D2600V2, SPEAG, Zurich, Switzerland) exposed the subjects. Using dipole antenna could avoid the brain activation from temperature rise and sound due to the operation of the mobile phones. The distance between the antenna and the right ear of each participant was stuck to 1 cm. The reflected power due to the existence of the head was monitored and compensated so that the net power output to the dipole antenna was constant (23.0 ± 0.5 dBm). The power distribution in the head was calculated by finite-difference time-domain simulations. The results indicated that the peak SAR averaged over a 10-g mass (pSAR10g) was below 2.00 W/kg for all subjects during real exposure (Figure 3), with a mean ± standard deviation as 1.22 ± 0.24 W/kg. To note, individual head modeling was developed with a semiautomated segmentation method (16), using in-house tool (17) and iSEG (ZMT, Zurich, Switzerland).
Data Acquisition and Preprocessing
All the MR data were generated from a 3.0 T system (SIGNA EXCITE, GE Healthcare) with a conventional eight-channel phased array surface coil. The T1-weighted images were acquired at the beginning with repetition time (TR) = 6.8 ms, echo time (TE) = 2.9 ms, field of view = 22 cm, matrix size = 256 × 256. T2-weighted functional images of the whole brain were collected using an echo-planar imaging sequence with TR = 2 s, TE = 30 ms, slice thickness = 3 mm, matrix size = 64 × 64, flip angle = 90°, gap = 0.8 mm. The pre- and post-exposure sessions shared
the same parameters, and each lasted for 6 min to collect 180 image volumes. Thirty-two transversal slices were acquired in ascending order for each volume.

Preprocessing was conducted using an automatic pipeline based on SPM 12 (https://www.fil.ion.ucl.ac.uk/spm/software/spm12/). The first ten presteady-state volumes of the EPI time series were firstly removed. Realignment was implemented firstly considering the sequential acquisition. Images were registered to the first image in the series. Then slice timing was performed with the middle one as reference. A single T1-weighted image was co-registered with the corrected average functional image. Then all the functional images were spatially normalized using parameters estimated by nonlinearly registering gray matter and white matter images into MNI space. Their resampled voxel was 3 mm × 3 mm × 3 mm. Finally, the volumes were spatially smoothed with a Gaussian kernel of 6 mm full width at half maximum.

**Group-level ICA to Derive ICNs**

Independent component analysis (18), as a data-driven method, is a suitable tool to investigate ICNs at resting state. However, ICA is typically performed separately on each subject, leading to incompatible decompositions across subjects. Consequently, several group-level ICA methods for multisubject analysis have emerged (19).

By the method, the individual voxelwise time-course data were z-scored to reduce the variability, followed by a principal
component analysis (PCA) to reduce the complexity of the individual data from 170 to 150 volumes using a standard economy-size decomposition. Next, individual data were temporally concatenated as (1):

$$Y \equiv \left[ Y_1^T, \ldots, Y_M^T \right]^T$$

where, $Y_i$ is $T_1$-by-$V$ matrix containing the data of subject $i$; $Y \in \mathbb{R}^{T_1 \times V}$; $T_1$ is the PCA-reduced time course; $V$ is the total number of the voxels for each image; $M$ is the number of the dataset to be evaluated.

Consequently, PCA was conducted on the group level to reduce time-course dimension and yielded (2)

$$X = AS$$

where, $X$ is $T_2$-by-$V$ concatenated imaging dataset reduced by group-level PCA; $A$ is $T_2$-by-$T_1 \times M$ mixing matrix; and $S$ is $T_2$-by-$V$ aggregated spatial map. $T_2$ was predefined as 100 to achieve a sufficient “functional parcellation” of refined cortical and subcortical components corresponding to the well-known anatomical and functional segmentations (20). The selected number corresponded to the previous studies (21).

The Infomax ICA algorithm (22) was repeated 10 times in ICASSO (23) to derive $A$ and $S$.

Consequently, back reconstruction can be conducted to derive subject-specific spatial maps and time-course signals by (3) and (4) using least square:

$$S_i = A^T G_i Y_i$$

$$R_i = G_i A$$

where, $G^T$ is the $T_2$-by-$T_1 \times M$ reducing matrix.

The abovementioned temporal concatenation (24) implemented in the GIFT toolbox (http://mialab.mrn.org/software/gift/) was used in this work for processing functional data from both real and sham exposure conditions. The procedures are described in Figure 4.

The aggregated images of all subject were rewritten in Nifti format so as to enable the labeling for ICs (obtained from spatial maps) according to the RSN templates from the GIFT toolbox (icatb/icatb_templates/RSN.zip).

The generated ICs may contain artifacts and should be removed from analysis according to two criteria. Firstly, the cross correlation between the generated ICs and the RSN templates was calculated, and the ICs with correlation value below 0.2 were considered as artifacts (25). Secondly, the spatial distribution of the IC and its temporal/spectral characteristics were assessed to further screen out the artifacts, and signal ICs should have a high spatial overlap with gray matter and a low overlap with other tissues (26).

**Static and Dynamic FNC**

We calculated static FNC over the entire time courses between ICNs. Preprocessing included detrending and low-pass filtering.
by a fifth-order Butterworth filter with a cut-off frequency of 0.1 Hz (27). Fisher’s z transformation was then performed.

Consequently, dynamic FNC was computed with the relevant parameters as specified:
- TR = 2 s
- window size: 22 TRs
- step: 1 TR
- number of states: 3 (by \(k\) means).

To note, TR was set by the imaging protocol. Selection of the window size and step was in accordance to the recommendation by Damaraju et al. (12). Trials have been conducted from 2 to 9 to determine the appropriate number of states. The optimized number was 3 because it ensured that each state contained at least one dataset from qualified subject. The procedure is visualized in Figure 5.

**RESULTS**

Group-level ICA derived 100 spatial ICs was performed to define brain networks, and 100 spatial ICs were generated. By screening out the noise, they were classified into 51 signals whose correlation value was from 0.2058 to 0.5664. Detailed information for ICs are presented in Figure 6: ICs 26, 64, 66, and 91 are anterior salience network (ASN); 25, 44, and 86 are auditory network (AUN); 7, 23, and 29 are basal ganglia network (BGN); 40 and 60 are higher visual network (HVN); 5, 33, 49, and 70 are visuospatial network (VSN); 21, 34, 35, 46, and 57 are language network (LGN), 59, 79, and 87 are left executive control network (LECN); 20, 22, 31, 42, 72, 73, 80, and 100 are dorsal default mode network (DDMN); 68 is posterior salience network (PSN); 43 and 82 are precuneus network (PCN); 78 is primary visual network (PVN); 17, 53, 58, 65, 71, and 76 are ventral default mode network (VDMN); 30, 32, 37, 67, and 88 are right executive control network (RECN); 12, 14, 50, and 51 are sensorimotor network (SMN).

No statistically significant difference was found in static FNC in both real and sham exposure conditions. The group-specific medians for each state are shown in Figure 7. State 1 accounted for 27% in terms of the occurrence of states across subjects, 66% for State 2, while 7% for State 3. State 1 was similar to State 2, which showed a weak connectivity within each ICN and demonstrated no strong connectivity between ICNs. On the contrary, State 3 showed strong connectivity of ICs within ICN (in particular, with in ASN, AUN, LGN, LECN,
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VDMN and RECN), enhanced connectivity between VDMN and LECN, PVN, SMN, PCN, PSN, also strong pairwise connectivity among ASN, BGN, AUN, and LGN.

For the dynamic analysis, paired sample t-test was performed on the subjects who got at least 10 windows for each state. In pre-exposure of real exposure condition, there were 8 subjects in State 1, 13 subjects in State 2, 3 subjects in State 3. In post-exposure of the same condition, there were 5 subjects in State 1, 12 subjects in State 2, 4 subjects in State 3. In contrast, in pre-exposure of sham exposure condition, there were 6 subjects in State 1, 13 subjects in State 2, and 3 subjects in State 3. The post-exposure in the sham exposure condition revealed 7 subjects in State 1, 12 subjects in State 2, and 4 subjects in State 3. No statistically within-condition significant difference has been detected in terms of real and sham exposure conditions. Figure 8 shows the mean correlation (cross subjects) in all states within real and sham exposure conditions.

The raw data for Figures 7, 8 are provided in Supplementary Tables 1, 2.
DISCUSSION

In this study, we used a data-driven method (group-level ICA) to identify 51 ICs, which belonged to 14 ICNs, covering the functional areas of vision, hearing, and cognitive control etc. The identified components correlated well with the template and provided a reliable basis for subsequent analysis of static and dynamics FNC during resting state for exposure effects.

Accumulating evidence suggested that static FNC resembled the architecture of brain networks elicited by task-based paradigms (29) and reflected anatomical structure (7). However, the human brain activities were dynamic in nature, and thus, dynamic connectivity analysis was an insight tool to investigate the instantaneous change (30). The enriched information conveyed by the analysis might better reflect the temporally fluctuating brain states compared with static connectivity analysis, as shown in previous studies (31).

K-means clustering was used to identify these reoccurring short-term connectivity patterns, being described as FNC states. FNC state represented the large-scale models of neuronal connectivity that considered the repertoire of functional motifs generated by a given structural architecture (32). Three FC states were confirmed in this study. As shown in Figure 7, 8 and as described in Result, State 1 and State 2 generally showed a weak connectivity, and State 3 showed relatively strong connectivity. The physiological meaning of the three states could be interpreted. During unconstrained resting-state MRI scan, it was possible for subjects to fall in deliberation or even mind wandering. Therefore, the FNC state representing specific cognitive states unlikely followed similar temporal characters across subjects, expect for the increased likelihood of drowsiness or sleep (32). In this study, State 1 was marked by the disconnection within BGN (thalamocortical neural loop) and the weakening connectivity within DDMN and VDMN. The characteristics were consistent with the features of falling to sleep, such as the reduced thalamocortical connectivity and a breakdown of default-mode connectivity (33, 34). State 3 had a stronger connectivity within DDMN, VDMN, and BGN, respectively. It indicated that this state was close to the awake state. State 2 had connectivity pattern in the BGN similar to State 1 but had a fairly strong connectivity in DDMN and VDMN, which could be regarded as a transitional state from drowsiness to waking state. Moreover, dwelling time in State 1 and 2 accounted for 93% of the total occurrence of all states across subjects. It was also consistent with our analysis on various conscious states during MRI. It revealed that the dynamic estimation/clustering approach had an advantage since it was sensitive to spontaneous state-transition during imaging and supported accessibility of the refined dynamic features of the dataset (12).

No statistically significant difference was found in static or dynamic functional connectivity of ICNs in both real and sham exposure conditions. The finding was seemingly inconsistent to the previous relevant literature on static state analysis. We attributed the difference to the distinctive brain parcellation or the metrics using in these studies. For example, Lv et al. (35) demonstrated that short-term LTE EMF exposure would modulate the interhemispheric homotopic functional connectivity, specifically decreasing amplitude of low frequency fluctuations (ALFF) in resting state around the medial frontal gyrus and the paracentral lobule during the real exposure (36). The study was based on brain anatomy of larger scale (hemisphere). Signals averaged over several ICs were computed for connectivity and may conceal the change in terms of individual IC. Wei et al. (37) detected that acute LTE-EMF exposures modulated both localized intraregional connectivity and interregional connectivity with the other voxels were computed. It evaluated the brain modulation on the level of voxels and without the conception of network structure. Yang et al. (38) indicated that acute LTE exposure modulated both the nodal functional connection and graph-based network properties. Those nodes were defined by AAL-90 template and the connectivity was evaluated for the rest of the nodes (39), which was a parcellation for the entire brain (some changes have been reported at the nodes close to Basal Ganglia). In contrast, our analysis was based on the functional parcellation, aiming to delineate more homogeneous and functionally coherent regions (40). The two parcellations were not completely overlapped. Moreover, the graph-based analysis considered the whole brain as a network to study the ensemble changes of its information transmission efficiency, function integration,
network collectivization, and other attributes without paying attention to the special ICN architecture. In fact, ICNs, comprised of various physiological regions (ICs), was coordinated to provide integrative services on behalf of the central nervous system and have emerged as fundamental and organizational elements of human brain architecture. The finding may also indicate that the localized near-field exposure with the power emitted by a mobile phone may impact the regional or interregional BOLD dynamics, but would not affect the specific ICN relating to functional or behavior change. The study, as well as the abovementioned publications, provided useful information to comprehensively understand the change of brain function by EMF exposure.

There were several limitations. Firstly, only 17 subjects were exposed in the experiments. For example, in State 3, only 3–4 subjects were eligible for statistical comparison. In fact, many acute exposure studies on neurophysiological effects have the same problem. For example, Danker-Hopfe et al. (41) conducted a literature review and concluded that 14 out 22 papers on RF exposure and EEG included subjects ≤20. In such a case, the statistical power may only detect the large effects. However, the present study, although with limited number of subjects, has its merit as enriching the knowledge of EMF safety. Based on the work, researchers can continue to optimize the experimental design and to accumulate dataset. Secondly, there were no positive controls in the study. In such a case, it would be difficult to interpret the positive findings if any of them were found (although we did not detect them). Actually, we have considered to include positive control, but it was not allowed by the ethical committee since it may involve high risk, especially when the potential health implication of EMF exposure has not been elucidated. Thirdly, during 3 T MRI scan, the subjects were exposed to the static magnetic field, gradient magnetic field, and the RF fields (128 MHz). The effect may confound the results. Previous reports proposed activation of the sites at the anterior cingulate, the insula, hippocampus, and some parts of nasal gandlia (caudate) following exposure to MRI (42). It was consistent with our research on functional connectivity strength (38). In this work, no statistically significant difference has been reported in the real exposure group. This may be due to the clustering of the network which would smooth the particular activation at the locations. Low-frequency pulsed signals may influence sleep EEG (43, 44). Although the subjects were requested to stay awake during the experiments, completely ruling out the possibility that subjects fell asleep or experienced sleepiness during the MRI scan was difficult. In such a case, the impact should be taken into consideration. Moreover, each subject was only scanned for approximately 6 min (in order to minimize the effect of RF exposure during MRI). Longer scanning times (ideally tens of minutes) will improve the robustness for FC variability estimation.

CONCLUSION

We evaluated functional connectivity within and between ICNs identified by group-level ICA. Our results showed that there was no statistically significant different in terms of static and

FIGURE 8 | The states derived from the experiments. Connections with correlation coefficients exceeding 0.6 are shown in the Figure (28).
dynamic FNC in both real and sham exposure conditions by exposure to LTE signals. Although previous results show that short-term electromagnetic exposure had an impact on the brain in terms of voxel-wise functional connectivity and graph-theory analysis of functional networks, the results of this work point out that the impact of short-term electromagnetic exposure was insufficient to be detected at the ICNs level. Appropriate metrics for evaluating the brain functional change should be discussed. Further work is needed in the perspective of behavioral change.

**DATA AVAILABILITY STATEMENT**

The datasets presented in this article are not readily available because the datasets generated and analyzed during the current study are not publicly available due [Data involves the subject's privacy]. Requests to access the datasets should be directed to Lei Yang, yanglei@caict.ac.cn.

**ETHICS STATEMENT**

The studies involving human participants were reviewed by Chinese People's Liberation Army General Hospital. The patients/participants provided their written informed consent to participate in this study.

**AUTHOR CONTRIBUTIONS**

TW: conceptualization, supervision, and project administration. LY: methodology, formal analysis, and writing—review and editing. QL: methodology, investigation, and writing—original draft. YZ: validation. XW: data curation. ZC: funding acquisition. All authors have read and agreed to the published version of the manuscript.

**FUNDING**

This research was funded by National Natural Science Foundation of China (No. 61971445).

**SUPPLEMENTARY MATERIAL**

The Supplementary Material for this article can be found online at: https://www.frontiersin.org/articles/10.3389/fpubh.2021.734370/full#supplementary-material

**REFERENCES**

1. R. Westerman. Hocking B. Diseases of modern living: neurological changes associated with mobile phones and radiofrequency radiation in humans. *Neurosci Lett.* (2004) 361:13–6. doi: 10.1016/j.neulet.2003.12.028
2. LTE Ecosystem December 2020—Global update—GSA, (2020). Available from: https://gsacom.com/paper/lte-ecosystem-december-2020-global-update/ (accessed April 28, 2021).
3. Hillert L, Berglund N, Arnetz BB, Bellander T. Prevalence of self-reported hypersensitivity to electric or magnetic fields in a population-based questionnaire survey. *Scand J Work Environ Health.* (2002) 28:33–41. doi: 10.5271/sjweh.644
4. Rubin GI, Nieto-Hernandez R, Wessely S. Idiopathic environmental intolerance attributed to electromagnetic fields (formerly ‘electromagnetic hypersensitivity’): An updated systematic review of provocation studies. *Bioelectromagnetics.* (2010) 31:1–11. doi: 10.1002/bem.20536
5. Rubin GI, Das Munshi J, Wessely S. Electromagnetic hypersensitivity: a systematic review of provocation studies. *Psychosom Med.* (2005) 67:224–32. doi: 10.1097/01.psy.0000155664.13300.64
6. Hutchison RM, Womelsdorf T, Allen EA, Bandettini PA, Calhoun VD, Corbetta M. et al. Dynamic functional connectivity: Promise, issues, and interpretations. *Neuroimage.* (2013) 80:360–78. doi: 10.1016/j.neuroimage.2013.05.079
7. Van Dijk KRA, Hedden T, Venkataraman A, Evans KC, Lazar SW, Buckner RL. Intrinsic functional connectivity as a tool for human connectomics: theory, properties, and optimization. *J Neurophysiol.* (2009) 103:297–321. doi: 10.1152/jn.00783.2009
8. Seewoo BJ, Joos AC, Feindel KW. An analytical workflow for seed-based correlation and independent component analysis in interventional resting-state fMRI studies. *Neurosci Res.* (2020) 165:26–37. doi: 10.1016/j.neures.2020.05.006
9. Park HJ, Friston K. Structural and functional brain networks: from connections to cognition. *Science.* (2013) 342:1238411. doi: 10.1126/science.1238411
10. Makeig S, Debener S, Onton J, Delorme A. Mining event-related brain dynamics. *Trends Cogn Sci.* (2004) 8:204–10. doi: 10.1016/j.tics.2004.03.008
11. Ma Y, Hamilton C, Zhang N. Dynamic connectivity patterns in conscious and unconscious brain. *Brain Connect.* (2017) 7:1–12. doi: 10.1089/brain.2016.0464
12. Damaraju E, Allen EA, Belger A, Ford JM, McEwen S, Mathalon DH. et al. Dynamic functional connectivity analysis reveals transient states of dysconnectivity in schizophrenia. *Neuroimage: Clin.* (2014) 5:298–308. doi: 10.1016/j.nic.2014.07.003
13. Wang Y, Berglund IS, Uppman M, Li TQ. Juvenile myoclonic epilepsy has hyper dynamic functional connectivity in the dorsolateral frontal cortex. *Neuroimage Clin.* (2019) 21:101604. doi: 10.1016/j.nic.2018.11.014
14. Wu T, Lv B, Chen Z. Dosimetric studies involving in the experiments for the evaluation of the brain activation by LTE exposure. In: *International Symposium on Electromagnetic Compatibility—EMC EUROPE.* (2012). p. 1–4.
15. SPEC-3GPP TS 36.521-1—Evolved Universal Terrestrial Radio Access (E-UTRA); User Equipment (UE) conformance specification; Radio transmission and reception; Part 1: Conformance testing. Available from: https://itecnet.com/archive/3gpp-specification-ts-36-521-1/1.
16. Li C, Chen Z, Yang L, Lv B, Liu J, Varsier N. et al. Generation of infant anatomical models for evaluating electromagnetic field exposures. *Bioelectromagnetics.* (2015) 36:10–26. doi: 10.1002/bem.21868
17. Wu T, Shao Q, Yang L. Simplified segmented human models for whole body and localised SAR evaluation of 20 MHz to 6 GHz electromagnetic field exposures. *Radiat Prot Dosimetry.* (2013) 153:266–72. doi: 10.1093/rpd/ncs105
18. McKeown MJ, Sejnowski TJ. Independent component analysis of fMRI data: examining the assumptions. *Hum Brain Mapp.* (1998) 6:368–72. doi: 10.1002/(SICI)1097-0199(1998)6:5<368::AID-HBM78>3.0.CO;2-E
19. Schmitthorst VJ, Holland SK. Comparison of three methods for generating group statistical inferences from independent component analysis of functional magnetic resonance imaging data. *J Magn Reson Imaging.* (2004) 19:365–8. doi: 10.1002/jmri.20009
20. Kiviniemi V, Starck T, Remes J, Long X, Nikkinen J, Haapea M. et al. Functional segmentation of the brain cortex using high model order group PICA. *Hum Brain Mapp.* (2009) 30:3865–86. doi: 10.1002/hbm.20813
