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Abstract—Despite the large progress in supervised learning with neural networks, there are significant challenges in obtaining high-quality, large-scale and accurately labelled datasets. In such contexts, how to learn in the presence of noisy labels has received more and more attention. Addressing this relatively intricate problem to attain competitive results predominantly involves designing mechanisms that select samples that are expected to have reliable annotations. However, these methods typically involve multiple off-the-shelf techniques, resulting in intricate structures. Furthermore, they frequently make implicit or explicit assumptions about the noise modes/rationis within the dataset. Such assumptions can compromise model robustness and limit its performance under varying noise conditions. Unlike these methods, in this work, we propose an efficient and effective framework with minimal hyperparameters that achieves SOTA results in various benchmarks. Specifically, we design an efficient and concise training framework consisting of a subset expansion module responsible for exploring non-selected samples and a model training module to further reduce the impact of noise, called NoiseBox. Moreover, diverging from common sample selection methods based on the “small loss” mechanism, we introduce a novel sample selection method based on the neighbouring relationships and label consistency in the feature space. Without bells and whistles, such as model co-training, semi-supervised pre-training and semi-supervised learning, and with robustness concerning the settings of its few hyper-parameters, our method significantly surpasses previous methods on both CIFAR10/CIFAR100 with synthetic noise and real-world noisy datasets such as Red Mini-ImageNet, WebVision, Clothing1M and ANIMAL-10N.

Index Terms—Noisy labels, sample selection, K-nearest neighbours, feature consistency, class imbalance.

I. INTRODUCTION

Over the past two decades, deep neural networks have achieved remarkable success in various vision tasks, largely due to the application of supervised learning methods. The effectiveness of these methods can be attributed to the availability of high-precision, large-scale datasets, such as the ImageNet-1K dataset, which contains over one million images. However, the collection of such datasets for most vision tasks is typically time-consuming and labour-intensive.
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To alleviate the reliance on labels, researchers have proposed various weakly supervised learning methods, including common semi-supervised and self-supervised learning, among others. In this paper, we focus on another class of typical weakly supervised learning problems, that is, learning with noisy labels. For example, in tasks such as medical image pathological diagnosis, the obtained labels may contain a large number of errors due to the experience gap of annotators. As another example, people sometimes utilize web-crawlers to automatically collect large-scale datasets, which also leads to a significant amount of label noise. Therefore, learning in the presence of noisy labels has emerged as an increasingly important research problem.

Formally speaking, label noise can be categorized into one of the following two types: closed-set noise where the true labels belong to one of the given classes (Set B in fig. 1) and open-set noise where the true labels do not belong to the set of labels of the classification problem (Set C in fig. 1).

To deal with these different label noise, roughly two main types of methods have been proposed, which we refer to as statistical-consistent methods and statistical-approximate methods. Statistical-consistent methods usually try to model noise mode explicitly and propose corresponding probabilistic adjustment techniques, e.g., robust loss functions [1], [2], [3] and label corrections based on noise transition matrix [4], [5]. However, accurate modelling of different noise modes is non-trivial. Due to the necessary simplifications of probabilistic models, such methods often perform poorly with heavy and complex noise.

More recently, statistical-approximate methods that do not model the noise modes explicitly become the dominant
paradigm, especially ones that are based on sample selection [6], [7]. Specifically, these methods often reduce the influence of noise samples by selecting and training with a clean subset [8], [9], [10], [11]. We note that while the majority of these methods do not explicitly model the noise modes, they still inherently rely on them. For example, DivideMix [12] has been tailored for datasets including asymmetric noise by introducing an extra designed confidence penalty, while Co-teaching [8] employs the threshold for sample selection based on the noise ratio. However, in reality, we often cannot know the noise mode and ratio. Moreover, in response to more complicated and severe noise, recent methods have shown a tendency to further integrate multiple off-the-shelf techniques, such as model co-training, model pre-training, and semi-supervised learning, among others. In DivideMix [12], an existing semi-supervised learning approach, MixMatch [13], has been incorporated by treating the selected subset as the labelled part and the remaining non-selected subset as the unlabelled, thereby thoroughly exploring the entire dataset. Co-teaching [8] employs model co-training to exchange the selected subsets of two models, aiming to mitigate the self-confirmation bias. However, despite bringing a steady performance increase, co-training also affects the model robustness and increases the computational complexity.

In this paper, we aim to alleviate the above limitations towards more efficient and effective learning with noisy labels. Firstly, we introduce a novel training framework called NoiseBox as a plug-and-play module for most existing sample selection methods, which comprises two key components: subset expansion and model training. In the subset expansion phase, we leverage the in-training model classifier to identify missing clean samples by the applied sample selection method and reassign labels to noisy samples when we are confident to do so. These samples are then added to the initially selected samples, followed by a class re-balancing step to create a well-labelled class-balanced subset. Then, in the model training phase, we employ a plain supervised learning scheme employing the cross-entropy loss on this refined subset. We also propose the incorporation of a feature consistency regularization for the entire dataset, facilitating the safe utilization of potential open-set noise while preserving the integrity of closed-set classification.

NoiseBox is designed to seamlessly integrate with almost all existing sample selection methods, for example, with sample selection methods motivated by “small loss” mechanism [12], [14]. Moreover, to further improve the sample selection performance, we also introduce a novel sample selection method based on the neighbouring relationships and label consistency in the samples’ feature space. Unlike previous sample selection methods that mostly rely on model predictions (e.g., “small loss” mechanism), we seek help from the pre-logit feature space and identify samples with labels consistent with those of their neighbouring samples as highly likely to be clean.

Preliminary findings of this work have previously been published in [15]. In this extended version, we further incorporate several notable novelties: i) We reformulate the “sample relabelling” and “model training” components in [15], and additionally introduce a “minority appending” mechanism to form a novel unified framework - NoiseBox, that most of the existing sample selection methods can be used with. ii) We test NoiseBox with several sample selection mechanisms, including a GMM-based sample selection method and a new minimum sample selection method and show that within the proposed NoiseBox framework both methods show strong performance. iii) We provide more detailed motivations of the proposed methods and conduct detailed corresponding ablation studies, including a detailed comparison between our proposed sample selection method and the GMM-based sample selection method, the impact of additional feature consistency loss on the model’s open-set testing performance, and the influence of incorporating historical information for subset expansion, etc. iv) To further validate the efficiency and effectiveness of our method, we conduct additional experiments on the more realistic Red Mini-ImageNet [16] dataset, which contains real-world label noise with different noise ratios. We also test our sample selection method on the clean CIFAR10, CIFAR100, and TinyImageNet datasets, demonstrating its great potential even with clean datasets.

In summary, our contributions are:

- We introduce a powerful and simple training framework called NoiseBox, which consists of two main components: subset expansion and model training, which achieves strong performance when used in conjunction with both our sample selection method and existing sample selection methods.
- We propose a simple and efficient sample selection method by examining the consistency between the labels of each sample and its neighbouring samples in the feature space. Our sample selection method not only reduces reliance on noise information in the dataset but also shows significantly improved performance in high noise ratios. Additionally, it also demonstrates strong performance on clean datasets.
- We conduct extensive experiments to validate the efficiency and effectiveness of our method. Our method achieves the best results with a simpler structure and fewer parameters than other methods in the literature.

The paper is organized as follows: in Section II we summarize related works in the field; in Section III, we explain our proposed sample selection method and the NoiseBox training framework; in Section IV, we present experimental results and extensive ablation studies on various noisy datasets; finally, in Section V we derive conclusions and draw directions for future work.

II. RELATED WORK

This section provides a brief review of the relevant works on learning with noisy labels.

A. Robust Loss Function and Noise Transition Matrix

Robust loss functions aim to reduce the impact of noisy samples during training, making the models more resilient to label noise. Ghosh et al. [17] discuss several common loss functions and demonstrate that certain ones, such as
Mean Absolute Error (MAE) loss, exhibit robustness to noise, while Cross-Entropy loss is sensitive to noise. Wang et al. [3] introduce the Symmetric Cross Entropy (SCE) loss, which is a linear combination of Cross Entropy (CE) loss and Reverse Cross Entropy (RCE) loss. Ma et al. [18] prove that any loss function can be transformed into a robust loss function by decomposing it into active and passive components.

The noise transition matrix models the probabilities of label transition from true labels to noisy labels. Methods such as loss correction [19] attempt to first estimate the noise transition matrix and then utilize forward and backward correction to mitigate the impact of label noise. Hendrycks et al. [20] utilize a validation dataset to estimate the noise transition matrix. More recent works primarily focus on improving the quality of the noise transition matrix. For example, Xia et al. [21] theoretically and empirically alleviate the reliance on anchor points for noise transition matrix estimation.

Specifically, compared to statistical-consistent methods that focus on proposing robust loss functions or noise transition matrices, our sample selection method avoids explicit assumptions about noise modes and demonstrates significantly better performance across various benchmark datasets.

B. Sample Selection for Learning With Noisy Labels

1) Prediction-Based Sample Selection: Most recent sample selection methods rely on the predictions of the model classifier, such as the per-sample losses [12], [14] or model predictions [11], [22]. Some works focus on further improving the sample selection quality by modelling the losses with a Markov chain [23] or checking the dynamic consistency of labels [24]. To explicitly identify open-set noise, several methods utilize the entropy of the model predictions [25], [26] as open-set noise samples tend to have larger entropy values.

However, the prediction-based selection is often unstable, especially in heavy noise scenarios, as early-stage model predictions may exhibit pronounced volatility and bias. In contrast, our method relies on the feature space of samples to perform more stable sample selection, especially when the noise ratio is high.

2) Feature-Based Sample Selection: More closely related to our proposed sample selection method, instead of selecting samples based on the model prediction, some works also try to utilize the feature representations for sample selection [27]. FINE [28] proposes to do sample selection by measuring the alignment between the latent distribution of dataset and each sample’s representation using the eigen decomposition. TopoFilter [29] and NGC [30] build a KNN graph based on sample features and identify clean samples through connected sub-graphs. Deep-KNN [31] selects clean samples with a KNN classifier in the prediction logit space, while MOIT [32] proposes an iterative KNN to alleviate the effect of noisy labels. Different from the above methods which usually adopt graphical models or designed feature-based sample selection indicators, we adopt the original KNN classifier to pursue the simplest model structure. Nevertheless, our method still achieves good results.

3) Fully Exploiting the Whole Dataset: To fully utilize the whole dataset during training, recent methods [12], [32] usually apply semi-supervised training methods, such as MixMatch [13], by considering the selected subset as labelled and the non-selected subset as unlabelled. More recent works [33], [34] also apply the improved version of MixMatch - FixMatch [35] for semi-supervised learning. However, most current semi-supervised learning methods cannot deal with open-set samples properly and tend to be complicated with multiple hyperparameters. How to properly perform semi-supervised learning in this setting is often referred to as open-set semi-supervised learning [36], [37]. In this paper, instead of adopting existing semi-supervised learning schemes, we adopt a simple subset expansion&class re-balancing scheme to construct a clean and well-labelled train set. We then train with a simple cross-entropy loss on the clean, well-labelled set, and optionally, with a feature consistency loss on the whole dataset to safely utilize the non-selected subset which may contain open-set noise.

C. Off-the-Shelf Techniques for Learning With Noisy Labels

Several off-the-shelf techniques have been widely applied in learning with noisy labels. For example, common regularization techniques such as dropout [38] and weight decay [39] can improve the model’s resistance to overfitting and thus alleviate the impact of noisy labels. More recently, techniques such as Mixup [40] and label smoothing [41] have gained widespread adoption due to their efficiency.

Some other techniques involving additional computational costs have also been investigated, such as model co-training [8], [9], [10], [12], [42], [43], self-supervised pre-training [44] and model re-training [32], [45]. For example, model co-training is often employed to reduce self-confirmation bias during the sample selection process, involving exchanging the sample selection results between two models or generating soft labels for each other.

III. METHODOLOGY

In this section, we provide a detailed explanation of the proposed method - see fig. 2 for a clearer explanation of the logic of our method. In Section III-A, we present a comprehensive formulation of the learning with noisy labels problem and essential notations. In Section III-B, we present our proposed and two other sample selection methods for learning with noisy labels. In Section III-C, we present the NoiseBox training framework, which can be combined with any existing sample selection method.

A. Problem Formulation

Let us denote with $\mathcal{X} = \{\mathbf{x}_i\}_{i=1}^{N}$, $\mathbf{x}_i \in \mathbb{R}^d$, a noisy-labelled dataset with the corresponding one-hot vector labels $\mathcal{Y} = \{\mathbf{y}_i\}_{i=1}^{N}$, $\mathbf{y}_i \in \{0, 1\}^M$, where $M$ is the number of classes and $N$ is the number of samples. For the sake of convenience, we introduce the concept of the logit label for each sample $\mathbf{x}_i$, which corresponds to the one-hot label $y_i$ and is denoted as $l_i = \arg\max_{j} (y_{ij} = 1) \in \{1, \ldots, M\}$. Furthermore, we shall denote the true labels with $\mathcal{Y}' = \{y'_{ij}\}_{i=1}^{N}$. Clearly, for an open-set noisy label, it is the case that $y'_{ij} \neq y_i$, $y'_{ij} \not\in \{0, 1\}^M$, while for closed-set noisy labels we have $y'_{ij} \neq y_i$, $y'_{ij} \in \{0, 1\}^M$. 
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Given a noisy-labelled dataset, our objective is to train a model, denoted as \( \mathcal{M} : \{f, g_p\} \), whose performance closely approaches that of a model trained on the clean dataset. Concretely, we conceptualise this model as comprising an encoder \( f \) responsible for feature extraction and a parameterized classifier \( g_p \) tailored to address the classification task at hand. Furthermore, leveraging the feature representations produced by the encoder \( f \), we introduce a non-parametric K-nearest neighbours (KNN) classifier, denoted as \( g_q \), which plays a pivotal role in the proposed sample selection methodology outlined in Section III-B.1. For the sake of conciseness, we introduce the notation \( f_i \equiv f(x_i) \) to denote the feature representation of sample \( x_i \), \( p_i \equiv g_p(f_i) \) to denote the prediction by the parametric classifier \( g_p \), and \( q_i \equiv g_q(f_i) \) to denote the prediction by the KNN classifier \( g_q \).

B. Sample Selection for Noisy Dataset

We first introduce our proposed sample selection methods in Section III-B.1, then two sample selection methods based on model predictions in Section III-B.2. Formally, we assume that all sample selection methods take the entire noisy dataset \( (X, Y) \) as input, aiming to obtain a clean subset \( (X_c, Y_c) \) as output. For the sake of brevity, we define aliases for the methods proposed in the method section. Specifically, the sample selection method we proposed is referred to as SS-KNN. The other two sample selection methods, in order, are named SS-GMM (Section III-B.2.a) and SS-Minimum (Section III-B.2.b).

1) SS-KNN - Sample Selection With Neighbouring Label Consistency: Our sample selection method is based on the neighbouring label consistency, i.e., we expect samples with highly consistent labels among their neighbours to be more likely to be clean. Specifically, we propose a measure \( c_i \), between the noisy label \( y_i \) of sample \( x_i \) and the prediction \( q_i \) by the KNN classifier \( g_q \) relying on the samples’ feature space, to quantify the neighbouring label consistency. Samples with high consistency \( c_i \) are then identified as clean and selected.

Let us denote the similarity between the representations \( f_i \) and \( f_j \) of any two samples \( x_i \) and \( x_j \) by \( s_{ij} \), \( i, j = 1, \ldots, N \). By default, we use the cosine similarity, that is,

\[
s_{ij} = \frac{f_i^T f_j}{\|f_i\|_2 \|f_j\|_2}.
\]

Let us denote the index set of the \( K \) nearest neighbours of sample \( x_i \) in \( X \) based on the calculated similarity. Then, for each sample \( x_i \), we can calculate the KNN-voted label distribution \( q'_i = \frac{1}{K} \sum_{n \in N_i} y_n \) in its neighbourhood, and a balanced version, \( q_i \), of it that takes into consideration the accumulated distribution \( \pi = \sum_{i=1}^{N} y_i \) of the labels in the dataset. More specifically,

\[
q_i = \pi^{-1} q'_i,
\]

where we denote with \( \pi^{-1} \) the vector whose entries are the inverses of the entries of the vector \( \pi \) — in this way we alleviate the negative impact of possible class imbalances in sample selection. The vector \( q_i \) can be considered as the (soft) prediction of the KNN classifier \( g_q \). We then, define a consistency measure \( c_i \) based on the sample’s logit label \( l_i \) and the prediction \( q_i \) of the KNN classifier as

\[
c_i = \frac{q_i(l_i)}{\max_j q_i(j)},
\]

that is the ratio of the value of the distribution \( q_i \) at the label \( l_i \) divided by the value of its highest peak \( \max_j q_i(j) \). We further validate the intuition of our method in Fig. 3 - we notice that both closed-set noise and open-set noise exhibit lower \( c_i \) (less consistent with its neighbours in the feature space) than clean ones.

Roughly speaking, a high consistency measure \( c_i \) of a sample \( x_i \) means that its neighbours agree with its annotated label \( l_i \) — this indicates that \( l_i \) is likely to be correct. By setting a threshold \( \theta_s \) to \( c_i \), a “clean” subset \( (X_c, Y_c) \) can be...
extracted as below:

\[ \mathcal{X}_c, \mathcal{Y}_c = \{(x_i, y_i) \mid c_i \geq \theta_i\}. \quad (4) \]

In our method, we set \( \theta_i = 1 \) by default, that is, we consider a sample \( x_i \) to be clean only when its neighbours’ voting \( q_i \) is consistent with its current label \( y_i \).

2) Other Applicable Sample Selection Method: To compare with our sample selection method and to evaluate the performance of the NoiseBox framework we will propose later, we also introduce two sample selection methods based on model predictions (losses). The first one is the most widely GMM-based sample selection - SS-GMM. The second one is a hyperparameter-free minimum sample selection method based on ranking sample losses - SS-Minimum.

Recalling previous notations, for each sample \( x_i \), we have \( p_i \) as the current model’s prediction. Assuming that the loss function used is denoted by \( L \), such as the commonly used cross-entropy loss, we obtain the per-sample losses as \( L = \{L(p_i, y_i)\}_{i=1}^N \).

a) SS-GMM - GMM-based sample selection with losses:

Following previous works [12], [14], regarding the per-sample losses \( L \), we use a Gaussian Mixture Model (GMM) to fit it and obtain the probabilities of each sample belonging to the component with a smaller mean. For consistency, we here denote the calculated probability also as \( c_i \).

\[ c_i = \text{GMM}_\text{SCORE}(L, L(p_i, y_i)). \quad (5) \]

We simplify the specific GMM modelling and probability calculation process above because it is straightforward. By default, the threshold \( \theta_i \) here is set as \( 0.5 \).

b) SS-Minimum - Minimum sample selection with losses:

The reason why the above GMM sample selection method has gained widespread application is that, compared to earlier sample selection methods such as co-teaching [8], [9] which relies on a known noise ratio as sample selection threshold in the dataset, the GMM modelling can automatically fit the per-sample losses and obtain a reasonable sample selection result. Here, as a weaker version, also to demonstrate the excellent performance of the NoiseBox training framework in the next section, we propose a parameter-free minimum sample selection method.

Specifically, we assume the noisy dataset is distinguishable — clean samples should be dominant for each class. Based on this, we believe that each class of samples in the dataset should have at least \( 1/M \) clean samples, with \( M \) as the number of semantic classes in the dataset as defined previously. Using per-sample losses, we sort them in ascending order and select the top \( 1/M \) samples with the smallest losses for each class to form the clean subset. Following previous notations, we have:

\[ c_i = \text{LOSS}_\text{RANKING}(L, L(p_i, y_i)). \quad (6) \]

Similarly, we also apply eq. (4) to generate the clean subset while the selection threshold here is fixed as \( 1/M \).

C. NoiseBox: An Efficient Training Framework for Noisy Datasets

In this section, we introduce an efficient training framework called NoiseBox, which can be flexibly combined with existing sample selection methods. Specifically, NoiseBox attempts to address several challenges after sample selection. Firstly, completely ignoring the unselected samples and relying solely on the selected clean subset \( (\mathcal{X}_c, \mathcal{Y}_c) \) for training is insufficient to achieve highly competitive results, especially when the noise ratio is high (table I). Secondly, even if the selected clean subset \( (\mathcal{X}_c, \mathcal{Y}_c) \) is expected to be cleaner compared to the original dataset \( (\mathcal{X}, \mathcal{Y}) \), it is still likely to contain noisy samples. Furthermore, we also consider enhancing the model’s robustness in dealing with issues such as class imbalance during the training process and the model’s adaptability to unknown noise mode/ratio.

NoiseBox consists of two main components: subset expansion (Section III-C.1) and model training (Section III-C.2).

1) Subset Expansion: To further utilize the non-selected samples (denoted as \( (\mathcal{X}_n, \mathcal{Y}_n) \equiv (\mathcal{X}, \mathcal{Y}) \setminus (\mathcal{X}_c, \mathcal{Y}_c) \)), we propose our subset expansion method, consisting of two steps: initial expansion and class re-balancing.

a) Initial expansion: To utilize the non-selected subset \( (\mathcal{X}_n, \mathcal{Y}_n) \), we consider those samples in it for which the parametric classifier prediction is confident, that is, all samples \( x_i \) for which the prediction \( p_i \) of the parametric classifier \( g_p \) exceeds a threshold \( \theta_i \). Here are two types of such samples. One type of sample will have model predictions that are consistent with the annotated labels. These samples are likely potential clean samples that might have been overlooked by the sample selection step. The second type of sample will have model predictions that do not match the annotated labels. We conjecture these samples to be initially wrongly labelled. Since the model is trained with a relatively clean dataset, their correct labels can be inferred from the model predictions. Denoting the expanded subset as \( (\mathcal{X}_e, \mathcal{Y}_e) \), we have:

\[ \mathcal{X}_e, \mathcal{Y}_e = \{ (x_i, y_i') \mid \max p_i \geq \theta_i \}. \quad (7) \]

Here, we abbreviate the corresponding one-hot label of \( \arg \max_l p_i(l) \) as \( y_i' \). Specifically, we empirically validate that by setting a relatively high threshold, we can ensure high precision of labels in this initially expanded subset (fig. 4(a)).

Additionally, please note, that this scheme implicitly avoids mislabeling open-set noisy samples because these samples often lack highly confident predictions and, instead, have relatively lower max \( p_i \) as evidenced in fig. 4(b).

b) Class re-balancing: By appending the expanded subset \( (\mathcal{X}_e, \mathcal{Y}_e) \) to the clean subset \( (\mathcal{X}_c, \mathcal{Y}_c) \), we have to some extent addressed the issue of insufficient data. However, an additional problem remains: the extended subset may suffer from class imbalance. This class imbalance can arise due to various reasons. Sometimes the initial noisy dataset itself might be class-imbalanced, as are datasets like WebVision [46]. More commonly, even if the original dataset

| Table I | Evaluation on CIFAR10 Datasets with Only Sample Selection |
|---------|----------------------------------------------------------|
|          | 0.5 sym | 0.9 sym |
| Ours     | 96.24   | 95.35   |
| GT subset| 94.84   | 90.83   |
| Clean dataset | 96.55 |
we follow previous works and apply Mixup interpolation [40].

Specifically, with two random samples $x_1$ and $x_2$, the mixed new samples $x_m, y_m$ will be generated as below:

$$\delta \sim \text{Beta}(\alpha, \alpha)$$
$$\delta' = \max(\delta, 1 - \delta)$$
$$x_m = \delta x_1 + (1 - \delta')x_2$$
$$y_m = \delta' y_1 + (1 - \delta')y_2$$

(9)

Then, we train the encoder $f$ and parametric classifier $g_p$ with common cross-entropy loss, that is,

$$L_{ce} = -y_m^T \log g_p(f(x_m))$$

(10)

b) Feature-consistency regularization with the entire dataset: Besides the induced train set $(\mathcal{X}_t, \mathcal{Y}_t)$, remaining samples, even open-set samples can also improve generalization. Motivated by commonly used prediction consistency regularization [13], we propose a feature consistency loss $L_{fc}$ to fully utilize the whole dataset $(\mathcal{X}, \mathcal{Y})$ without affecting the parametric classifier $g_p$. Specifically, motivated by recent works in self-supervised learning [47] and BYOL [48], we follow an asymmetric structure for regularizing the consistency of two projections. Briefly, consistency regularization based on a symmetric structure may lead to degenerate representations, meaning all samples produce the same features. However, an asymmetric structure has been proven to effectively avoid this. With a projector $h_{proj}$ and predictor $h_{pred}$, we define the feature consistency loss as the cosine distance between two different augmented views ($x_1$ and $x_2$) of the same sample $x$.

That is,

$$L_{fc} = -\frac{h_{1}^T h_2}{\|h_1\|_2 \|h_2\|_2}$$

(11)

where $h_1 \triangleq h_{proj}(h_{proj}(f(x_1)))$ and $h_2 \triangleq h_{proj}(f(x_2))$.

In summary, the overall training objective is to minimize a weighted sum of $L_{ce}$ and $L_{fc}$, that is

$$L = L_{ce} + \lambda L_{fc}.$$  

(12)

By default, we set $\lambda = 1$. 

IV. EXPERIMENTS

In this section, we conduct extensive experiments on two standard benchmarks with synthetic label noise, CIFAR10 and CIFAR100, and four real-world noisy datasets, Red Mini-ImageNet [16], ANIMAL-10N [22], WebVision [46], and Clothing1M [49]. In Section IV-A we give details of all datasets and default hyperparameters settings except for specific ablation experiments. In Section IV-B, we conduct extensive ablation experiments to show the great performance and robustness of our sample selection method - SS-KNN. In Section IV-C, we conduct ablation experiments about different modules of the NoiseBox training framework. In Section IV-D and Section IV-E, we compare our method with the state-of-the-art in synthetic noisy datasets and real-world noisy datasets.

When using the proposed SS-KNN sample selection method in combination with the NoiseBox, we refer to it as NoiseBox + SS-KNN, and so on for the other methods. For more details about the training process, please refer to Algorithm 1.
A. Implementation and Experiment Details

1) Datasets: We first introduce the details of all involved datasets, mainly divided into two types:

   a) Synthetic noisy dataset: CIFAR10 and CIFAR100 both consist of 50,000 images. Following the standard practice, for CIFAR10 and CIFAR100, we evaluate our method with two types of synthetic noise: symmetric noise by randomly replacing labels of all samples using a uniform distribution; and asymmetric noise by randomly exchanging labels of visually similar categories, such as Horse ↔ Deer and Dog ↔ Cat. For the closed-set noise-only dataset, we test with 20%, 50%, 80% and 90% symmetric noise and 40% asymmetric noise following DivideMix [12]. For datasets including also open-set noise, following settings in EDM [25], we test with 30%, 60% total noise ratio and 50%, 100% open-set noise ratio on the CIFAR10 dataset. The total noise ratio denotes the proportion of noisy samples in the dataset while the open-set noise ratio denotes the proportion of open-set noise in the noisy samples. The closed-set noise is generated as symmetric noise while the open-set noise is randomly sampled from CIFAR100. For brevity, we define abbreviated names for the corresponding noise settings, such as “0.5sym” for 50% symmetric noise, “0.4asym” for 40% asymmetric noise and “0.3all_0.5open” for 30% total noise with 50% open-set noise.

   b) Real-world noisy dataset: Red Mini-ImageNet dataset [16] is a real-world dataset containing a total of 100 categories. It is an extension of the Mini-Imagenet dataset, where noise is introduced at varying ratios. Specifically, noisy images and their respective labels are obtained by crawling the internet, and these noisy images replace the original images in the Mini-ImageNet dataset, with different noise ratios.

   WebVision [46] is a large-scale dataset of 1000 classes of images crawled from the Web. Following previous work [10], [12], [32], we compare baseline methods on the top 50 classes from the Google images Subset of WebVision. The noise ratio is estimated to be around 20%.

   ANIMAL-10N [22] is a smaller and recently proposed real-world dataset consisting of 10 classes of animals, that are manually labelled with an error rate that is estimated to be approximately 8%. ANIMAL-10N has similar size characteristics to the CIFAR datasets, with 50,000 train images and 10,000 test images.

   Clothing1M [49] is a large-scale dataset of 14 classes of clothing images crawled from online shopping websites, consisting of 1 million noisy images. The noise ratio is estimated to be around 38.5%.

2) Hyperparameters: We use a PreActResNet-18 [50] as the backbone for all CIFAR10/100 experiments following previous works. Unlike previous methods that use specific warm-up settings for CIFAR10/CIFAR100, we train the model after 10/30 warm-up epochs with $\theta_1 = 1.0$ in all experiments. We set $\theta_2 = 0.8$ for all CIFAR experiments except in the corresponding ablation part. In all experiments we train with an SGD optimizer for 300 epochs with a momentum of 0.9 and a weight decay of 5e-4. The initial learning rate is 0.02 and is controlled by a cosine annealing scheduler. The batchsize is fixed as 128.

   For Red Mini-ImageNet, we also use a PreActResNet-18 as the backbone following previous works [51], [52]. We train the network with an SGD optimizer for 300 epochs with a momentum of 0.9 and a weight decay of 5e-4. The initial learning rate is 0.02 and reduced by a factor of 10 after 200 and 250 epochs. The batchsize is fixed as 64. The images are resized from their original size of 84×84 pixels to 32×32 pixels. Moreover, we utilize noise ratios of 20%, 40%, 60%, and 80%. For all noise ratios, we train the model after 10 warmup epochs with $\theta_3 = 1$, while $\theta_4$ is fixed as 0.9.

   For WebVision, we use InceptionResNetv2 following [12]. We train the network with an SGD optimizer for 150 epochs with a momentum of 0.9 and a weight decay of 1e-4. The initial learning rate is 0.01 and reduced by a factor of 10 after 50 and 100 epochs. The batchsize is fixed as 32. We train the model after 5 warmup epochs with $\theta_3 = 1$, while $\theta_4$ is fixed as 0.95.

   For Clothing1M, we use ResNet50 following [12] with ImageNet pretrained weights. We train the network with an SGD optimizer for 150 epochs with a momentum of 0.9 and a weight decay of 1e-3. The initial learning rate is 0.002 and reduced by a factor of 10 after 50 and 100 epochs. The batchsize is fixed as 32. We train the model after 1 warmup epoch with $\theta_3 = 1$, while $\theta_4$ is fixed as 0.95.

   For ANIMAL-10N, we use VGG-19 [53] with batch-normalization following [22]. We train the network with an SGD optimizer for 150 epochs with a momentum of 0.9 and weight decay of 5e-4. The initial learning rate is 0.02 and reduced by a factor of 10 after 50 and 100 epochs. The batchsize is fixed as 128. We train the model after 10 warmup epochs with $\theta_3 = 1$, while $\theta_4$ is fixed as 0.95.

   Following recent works [32], [54], [55], in this work, we define three augmentation strategies: an original image

---

Algorithm 1 NoiseBox + Sample selection.

```
Input: dataset $(\mathcal{X}, \mathcal{Y})$, sample selection threshold $\theta_s$, subset expansion threshold $\theta_r$, weight of feature consistency loss $\lambda$, max epochs $T$

1 while $i < T$ do
2     Generate clean subset $(\mathcal{X}_c, \mathcal{Y}_c)$ with applicable sample selection method (SS-XXX);
3     Generate expanded subset $(\mathcal{X}_e, \mathcal{Y}_e)$ with eq. (7);
4     Generate balanced training subset $(\mathcal{X}_b, \mathcal{Y}_b)$ with eq. (8);
5     Model training with eq. (12).
6 end
```

---
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which we denote as “none” augmentation for testing, random cropping+horizontal flipping which we denote as “weak” augmentation, and “strong” augmentation that further combines the augmentation policy from [56]. For \( L_{ce} \) we use “strong” augmentation with Mixup interpolations [40] while for \( L_{fc} \), we use “weak” augmentation for \( x_2 \) and “strong” augmentation for \( x_1 \). For Mixup interpolation, following DivideMix [12], we set \( \alpha = 4 \) for the beta mixture for the CIFAR10/CIFAR100 datasets, and as 0.5 for all other datasets.

B. Ablations on Sample Selection

In this section, we primarily investigate the performance of our proposed SS-KNN sample selection method, including the following aspects: comparing the SS-KNN sample selection method with the SS-GMM sample selection method (Section IV-B.1); exploring the robustness of the SS-KNN method concerning its hyperparameters (Section IV-B.2); analyzing the impact of different distance metrics used in the SS-KNN sample selection (Section IV-B.3). Furthermore, we also examine the feasibility of employing the SS-KNN sample selection method as a learning curriculum on clean datasets (Section IV-B.4).

1) Effectiveness of the Proposed Sample Selection Method:

In this section, we compare the quality of SS-KNN sample selection under different noise types/ratios and different datasets versus SS-GMM sample selection. To isolate the performance of the sample selection module from the influence of NoiseBox, we conduct the comparisons solely with sample selection mechanisms.

Specifically, we perform basic supervised training for model \( M :\{f, g_p\} \) over different epochs using only the cross-entropy loss with the entire dataset. This is commonly referred to as the “warm-up stage” and is an essential step in most contemporary methods. Subsequently, we evaluate and compare the sample selection performance between our proposed SS-KNN sample selection method and the SS-GMM sample selection method after different warm-up epochs. We set \( \theta_s = 1 \) for SS-KNN and \( \theta_s = 0.5 \) for SS-GMM.

In fig. 5, we report the sample selection performance of both methods in six different noise settings after \{0, 10, 20, 30, 50\} warm-up epochs, respectively. Firstly, we observe that with a randomly initialized model (Epoch 0), our method consistently demonstrates significantly better performance than the SS-GMM method. This is because even a randomly initialized neural network can be considered an effective feature extractor and suggests meaningful neighbouring relations between samples in the feature space, while a randomly initialized classifier is meaningless. This implies that our sample selection method eliminates the need for a mandatory warm-up phase and allows us to train from scratch, thus relieving the reliance of sample selection on the noise information in the dataset.

Secondly, when dealing with closed-set noise only, our method generally achieves higher sample selection precision (Clean / (Clean + Open-set noise + Closed-set noise)). This performance gap becomes more evident as the noise ratio increases (e.g., CIFAR10 0.5sym→CIFAR10 0.9sym) and as the dataset complexity increases (e.g., CIFAR10 0.5sym→CIFAR100 0.5sym).

Lastly, in the presence of open-set noise, the SS-GMM method achieves a slightly lower open-set noise ratio but also results in a slightly lower clean sample ratio. However, this trend diminishes as the number of warm-up epochs increases.

2) Robustness to Sample Selection Hyperparameters:

In this section, we conduct ablation studies to show the robustness of the values of the only hyperparameter \( \theta_s \) of the SS-KNN method. The choice of \( \theta_s \) controls the sample selection quality and proportion – the lower the \( \theta_s \), the more samples will be selected. We also investigate the effects of \( K \) — the size of the neighbourhood of KNN classifier \( g_q \) during the sample selection stage. Please note that we report the testing accuracy of the NoiseBox+SS-KNN method here.

In fig. 6a we report results with different \( \theta_s \) on four different noise ratios on the CIFAR10 dataset. We notice that removing sample selection (\( \theta_s = 0 \)) leads to severe degradation especially for a high noise ratio (90% symmetric noise), while a relatively high threshold (\( \theta_s = 0.8 \) or 1.0) brings consistently high performance. In fig. 6b, we report results with different \( K \) for the CIFAR10 dataset with 40% asymmetric noise. Except for extremely small \( K \), our method is stable and consistently better than the state-of-the-art.

3) Distance Metric for Sample Selection:

By default, we employ cosine similarity as the distance metric for K-nearest neighbours (KNN). For comparison, we also explore the utilization of the L2 distance metric. The corresponding results are presented in Table II. It is noteworthy that while there are minor differences, the overall performance is superior when employing cosine similarity.

4) Sample Selection as Learning Curriculum on Clean Datasets:

In this section, we evaluate the SS-KNN sample selection method as a curriculum learning approach on three clean datasets (CIFAR10, CIFAR100, and Tiny ImageNet). Please note that, unlike conventional curriculum learning methods\(^1\) that only change the order in which samples are added to the train set, our sample selection method may entirely remove certain samples from the training process. For the sake of experimental fairness, we do not utilize NoiseBox here, but solely incorporate the proposed SS-KNN sample selection mechanism on top of the common supervised learning scheme.

To our surprise, the results on the three different datasets produce three distinct outcomes (fig. 8a). On the CIFAR10 dataset, the inclusion of the SS-KNN sample selection method does not lead to significant differences. On the CIFAR100 dataset, SS-KNN sample selection has a noticeable negative

---

\(^1\)Previous research [57] has indicated that under normal training procedures, additional learning curriculum has limited impact on the performance of baseline datasets like CIFAR.
Fig. 5. Sample selection results after certain warm-up epochs. The figure depicts ratios of different sample types after the SS-KNN (Ours) and SS-GMM selection across various noise settings. We employ distinct colours to denote clean samples, closed-set noisy samples, open-set noisy samples, and non-selected samples, providing the corresponding proportion values. Specifically, the first three constitute the selected subset by the sample selection mechanism. Metrics like precision (Clean / (Clean + Closed-set noise + Open-set noise)) can be derived from these values.

Fig. 6. Hyperparameter robustness w.r.t $\theta_s$ and $K$ of SS-KNN sample selection method. (a) $\theta_s = [0, 0.8, 1.0]$; (b) $K = [1, 10, 50, 100, 150, 200, 250, 300]$. Dashed line dnomte the SotA results.

C. Ablations on NoiseBox Training Framework

In this section, we conduct extensive ablation experiments on various modules of the NoiseBox training framework, including: hyperparameters robustness in the initial expansion of subset expansion step (Section IV-C.1); analysis of the proposed feature consistency regularization (Section IV-C.2); the impact of other two computational-free components: class re-balancing in subset expansion and Mixup in supervised interpolated training (Section IV-C.3); and an analysis of the computation cost of each module (Section IV-C.4). Unless otherwise specified, all experimental results are obtained using the NoiseBox+SS-KNN method.

1) Robustness of Initial Expansion Step in Subset Expansion: The choice of $\theta_s$ controls the subset expansion quality and proportion. Roughly speaking, the lower the $\theta_s$, the more samples will be included. In fig. 10a we report the performance with different $\theta_s$ on the synthetic CIFAR10 noisy dataset. We find that our method achieves consistently superior performance than the state-of-the-art with different $\theta_s$ across different noise settings (0.4asym, 0.5sym and 0.9sym).

We also check the labelling quality of included samples in the expanded subset. In fig. 10b, we show that we obtain very high expansion precision with $\theta_s = 0.9$, e.g., only 19% samples have correct labels originally for 90% symmetric noise while >95% samples are correctly relabelled finally.

Motivated by recent works [12], [23], we also test the impact of incorporating historical predictions into subset expansion. In essence, instead of solely relying on the current model's
Fig. 7. Three kinds of non-selected samples in training on Tiny ImageNet dataset. “Correct” includes samples whose original labels are incorrect which should be discarded. “Ambiguous” comprises samples with inherent ambiguity, meaning they can be associated with multiple labels. “Wrong” represents a small portion of samples that should be selected but are mistakenly discarded. Upper row: original annotated label. Lower row: predicted label of the model with KNN sample selection.

Fig. 8. SS-KNN sample selection with \( \theta_s = [0, 0.8, 1.0] \) on clean datasets. (a) Testing accuracy difference over baseline; (b) Ratio of selected samples.

### Table III

| Noise    | Subset Expansion With Historical Predictions on CIFAR10 Dataset |
|----------|---------------------------------------------------------------|
| \( \theta_s \) | 0.5sym | 0.9sym | 0.5sym | 0.9sym |
| 1        | 96.21 | 96.33 | 96.52 | 96.41 | 93.87 | 95.35 | 93.24 | 88.75 |
| 10       | 95.90 | 96.38 | 96.46 | 96.42 | 91.25 | 94.87 | 89.63 | 88.68 |

predictions, we expand the subset using averaged prediction from the past over a certain number of epochs. In table III, we find that incorporating historical predictions leads to slight improvements in low noise scenario (0.5sym), while in high noise scenario (0.9sym), it results in a degradation in model performance. We suspect that this is due to the expansion criteria becoming more stringent, leading to fewer samples being included in the training process.

2) Analyzing Feature-Consistency Regularization: In this section, we conduct an ablation study on the proposed feature consistency regularization. It is important to reiterate here that the objective of feature consistency regularization is to effectively utilize non-selected samples, which include both erroneously labelled closed-set noise and open-set noise not belonging to any class. To provide a comprehensive evaluation, we first assess the learning model \( \mathcal{M} : \{f, g_p\} \) on an in-distribution test set and report its classification accuracy following a common supervised learning paradigm. Additionally, to evaluate the impact of feature consistency regularization on out-of-distribution samples, we introduce a simple open-set normalized entropy measure here. For example, our goal is to train a 10-way classifier on a noisy CIFAR10 train set which is unfortunately contaminated with open-set noise from the CIFAR100 dataset. In this context, we aim to achieve high classification performance on the in-distribution test set based on CIFAR10, while also reducing overconfidence on the out-of-distribution test set based on CIFAR100. Intuitively, we expect a better CIFAR10-based classifier to have lower prediction confidence for CIFAR100 dataset samples, as these samples do not belong to any CIFAR10 class. To this end, we define the “open\_norm” as the average entropy of model predictions on the out-of-distribution test set:

\[
\text{open\_norm} = 1 + \frac{1}{N_o} \sum_{i=1}^{N_o} \frac{\text{entropy}(p_i)}{\log(M)}. \tag{13}
\]

Here, \( N_o \) represents the number of samples in the out-of-distribution test set. To compare with our feature consistency regularization, we consider two other techniques, including the commonly used prediction consistency regularization technique in semi-supervised learning and a blank control group. Here, we follow the implementation of MixMatch [13] for the prediction consistency regularization.

In fig. 9, we report testing accuracy on the CIFAR10 test set and open\_norm on the CIFAR100 test set with the model trained on noisy CIFAR10 train set and with different sample selection methods. Firstly, we examine the impact of three different regularizations (with “None” denoting a blank control) on testing accuracy. Compared to the blank control, when there is only open-set noise (CIFAR10 0.3all_1.0open & CIFAR10 0.6all_1.0open), the additional prediction consistency regularization often leads to a decrease in accuracy, while our feature consistency regularization results in a stable accuracy improvement. This suggests that blindly using open-set noise samples to train classifiers may have negative impacts. When only closed-set noise is present (CIFAR10 0.5sym), both the prediction consistency regularization and our feature consistency regularization achieve accuracy improvements, further
Fig. 9. Feature consistency VS prediction consistency along with three sample selection methods. We report the results of three different options for consistency loss w.r.t. different sample selection methods and noise ratios. Upper: Testing accuracy (%) on CIFAR10 dataset. Lower: Open-set normalized entropy on CIFAR100 dataset.

TABLE IV

| Dataset          | Sample selection & Subset expansion | 50% sym CIFAR10 | 90% sym CIFAR10 |
|------------------|-------------------------------------|-----------------|-----------------|
|                  | Model training                      | weak | strong     | weak | strong     | weak | strong     | weak | strong     |
|                  | ACC (%)                             | 96.18 | 96.05     | 96.21 | 96.24     | 96.14 | 96.22     | 94.71 | 95.11     | 94.65 | 95.35     | 93.70 | 94.51     |

Fig. 10. Quality of subset expansion. (a) Testing accuracy with \( \theta_r = [0.7, 0.8, 0.9, 1] \) under different noise ratios/modes. The dashed line denotes the state-of-the-art (SOTA) results; (b) The ratio of correctly relabeled clean samples within the expanded subset.

validating our assumption. In the presence of both types of noise (CIFAR10 0.3all_0.5open & CIFAR10 0.6all_0.5open), the blank control group and prediction consistency exhibit distinct advantages and disadvantages, while our method consistently achieves the best results.

Next, we observe that both additional regularizations will increase the open_norm compared to the blank control group. We suspect that, even though our feature value normalization loss does not directly involve the classifier \( g_p \), the additional usage of open-set noise still has some influence, such as the batch-norm statistics. However, it is worth noting that compared to the significant open_norm increase brought by the prediction consistency regularization, our feature consistency loss has a smaller negative impact.

In conclusion, our feature consistency loss achieves consistent closed-set test accuracy improvement with a slight impact of the model’s robustness on an open-set test set and adapts well to various noise modes.

We also report the impact of distance metric for feature consistency loss in table V. We can find that replacing to the \( L_2 \) distance does not show a significant difference.

3) Effect of Computational-Free Techniques: In this section, we explore the impacts of remaining computational-free techniques in the NoiseBox framework, including Mixup interpolation, class re-balancing, and the usage of different data augmentation strategies throughout the entire process.
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In table IV, we report the impact of different data augmentation techniques. Specifically, since sample selection and subset expansion occur in the same stage, we apply the same data augmentation technique. It can be observed that stronger data augmentation during model training often leads to stable improvements, while overly strong or weak data augmentation during sample selection and subset expansion has a negative impact.

In table VI, we present the impact of Mixup and class re-balancing on three noisy datasets. It can be observed that both techniques, whether used individually or in combination, have led to stable performance improvements.

4) Computational Cost Analysis: In table VII, we report the running time of each step of our model. We also report the computational time of DivideMix [12] method with the same device and training budget. Please note that we primarily focus on the relative time consumed by each step, as the specific running times may vary depending on the hardware used. Here, “feature extraction” refers to the forward passing step before sample selection and subset expansion to extract sample features and predictions. It can be observed that the time for sample selection and subset expansion is almost negligible compared to the time for model training and feature extraction.

We further validate that the running time of DivideMix is significantly longer, particularly because our “Model training” stage does not incorporate semi-supervised modules. This distinction underscores the efficiency of our method in comparison to existing methods.

D. Evaluation With Synthetic Noisy Datasets

In this section, we compare our three variant methods (NoiseBox+SS-KNN, NoiseBox+SS-GMM and NoiseBox+SS-Minimum) to the most recent state-of-the-art methods.
methods. We show that it achieves consistent improvements in all datasets and at all noise types and ratios, even compared with our earlier version [15] in some experiments.

a) Evaluation with controlled closed-set noise: In this section, we compare our methods to the most competitive recent works. Table VIII shows results on CIFAR10 and CIFAR100 — we note again for our method this is without the use of model co-training or pre-training. It is clear that our method outperforms them, not only in the case of symmetric noise but also in the more realistic asymmetric synthetic noise settings.

Moreover, we also observe that even as a hyperparameter-free minimum sample selection method, the averaged performance of NoiseBox+SS-Minimum approaches 90% accuracy on the CIFAR10 dataset under various noise ratios. This indicates that CIFAR10, as a widely used benchmark dataset, has reached a level of saturation, and in the future, we may need more challenging benchmarks to keep up with evolving techniques.

b) Evaluation with combined open-set noise and closed-set noise: Table XI shows the performance of our method in a more complex combined noise scenario. Previous methods that are specially designed for open-set noise degrade rapidly when the open-set noise ratio is decreased from 1 to 0.5 [62], [63]. Also, the performance of the method without considering open-set noise like DivideMix [12] decreases when the open-set noise ratio is increased. EDM [25] modifies the method of DivideMix to deal with combined noise, however, reported results that are considerably lower than ours.

E. Evaluation With Real-World Noisy Datasets

Finally, in table IX, table X, table XII, table XIII and we show results on the Clothing1M, ANIMAL-10N, Red Mini-ImageNet and WebVision datasets, respectively. To summarize, our method achieves better or competitive performance compared to the current state-of-the-art in both large-scale web-crawled datasets and small-scale human-annotated noisy datasets.

F. Additional Discussion on Different Sample Selection Methods

SS-Minimum is a simple parameter-free sample selection method to validate the superior performance of our proposed NoiseBox and normally leads to sub-optimal performance compared to the other two. SS-KNN can be considered the default optimal choice in most cases, as demonstrated by its superior performance in the majority of experiments, especially when the dataset noise ratio is high. Additionally, it is noteworthy that when used with NoiseBox, both SS-KNN and SS-GMM outperformed the current state-of-the-art (SOTA) methods in most experiments.

V. CONCLUSION

To achieve efficient and effective learning with noisy labels, we aim to develop an efficient and effective method, in contrast to previous methods that integrate multiple mechanisms and regularizations. In this regard, we first propose a novel sample selection method based on neighbouring relations in the feature space. Unlike most methods that rely on model predictions, our approach reduces the dependence on dataset-specific information and demonstrates clear advantages.

Furthermore, we introduce a simple yet effective training framework called NoiseBox. By combining computational-free techniques such as subset expansion and class re-balancing,
NoiseBox does not utilize complicated mechanisms such as model co-training and model pre-training, and is shown with extensive experiments and ablation studies to be robust to the values of its few hyper-parameters and to consistently and significantly surpass the state-of-the-art in various datasets.
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