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Abstract—The robustness of visual navigation policies trained through imitation often hinges on the augmentation of the training image-action pairs. Traditionally, this has been done by collecting data from multiple cameras, by using standard data augmentations from computer vision, such as adding random noise to each image, or by synthesizing training images. In this paper we show that there is another practical alternative for data augmentation for visual navigation based on extrapolating viewpoint embeddings and actions nearby the ones observed in the training data. Our method makes use of the geometry of the visual navigation problem in 2D and 3D and relies on policies that are functions of equivariant embeddings, as opposed to images. Given an image-action pair from a training navigation dataset, our neural network model predicts the latent representations of images at nearby viewpoints, using the equivariance property, and augments the dataset. We then train a policy on the augmented dataset. Our simulation results indicate that policies trained in this way exhibit reduced cross-track error, and require fewer interventions compared to policies trained using standard augmentation methods. We also show similar results in autonomous visual navigation by a real ground robot along a path of over 500m.

I. INTRODUCTION

From autonomous driving to flying and manipulation, vision-based policies learned through imitation are starting to be deployed on robot systems of critical importance. To ensure safety during deployment, we would ideally like to have formal guarantees about the generalization and robustness properties of these policies. While desirable, however, formal guarantees for out-of-distribution generalization have been attained on perturbation models that are theoretically convenient, but limited in practice [1], as they often do not capture the full range of plausible unseen states. Data augmentation during training is significant in practice.

In this paper we address this problem by proposing a dataset augmentation scheme for training policies whose inputs are image embeddings, as shown in Fig. 1. Given an observed image from the center camera of a vehicle, our method allows us to learn a map that predicts the embeddings of corresponding nearby viewpoints, as well as the actions that would have needed to be taken if the vehicle’s camera was at those viewpoints. Our method relies on predicting embeddings of nearby viewpoints using equivariant mappings [2], [3] that are trained to transform the embedding of the center camera to the embeddings of nearby viewpoints, both for ground vehicles and for flying vehicles, as we will show in the evaluation section. Equivariance has emerged as an important structural bias for neural network design in the last few years. Here we use it as an auxiliary loss to the main behavioral cloning loss.

Our main contribution is showing that augmenting the training dataset with predicted embeddings of nearby viewpoints, using learned equivariant maps, increases the robustness of the vision-based policy. This results in lower cross-track error and fewer human interventions needed for navigation tasks, both for ground vehicle and aerial vehicle navigation tasks in 2D and 3D respectively. We demonstrate that our method applies to real world visual navigation scenarios by deploying it on a terrestrial mobile robot, resulting in significantly improved navigation performance.

II. RELATED WORK

Equivariant representations: Equivariance for image representations captures relationships between encodings of two related images that are determined by the transformation of those images [3]. If the encodings are the same, then they
are invariant to that transformation. In our work, we want the representation of the left camera to be predictable by the center camera, so we want a high degree of equivariance. Feature equivariance and invariance in terms of rotation transformations was studied in [4], [5], [6], as well as in the context of probabilistic models [7], [8], [9]. The utility of equivariant representations for multiple downstream tasks, learned by egomotion was recognized in [2]. Our work here is related the most to this paper.

Equivariant representations have also been useful for 3D volumetric data [10], even in the fully unsupervised setting [11], addressing equivariance and invariance to both rotation and translation for 3D data [12], [13]. Additionally, instead of imposing equivariance through a loss function, as in [2], many recent works build equivariance in the structure of the network [14], [15], [16], [17], [18], [19]. for example in the multi-view setting [20], [21], [22], [23], [24]. Finally, equivariance has also been used to improve state representations for planning in MDPs [25].

Automated data augmentations: Typical dataset augmentations for supervised deep learning have included addition of noise, rotations, crops, blurring, and others. While this is usually a set of manually hand-crafted augmentation schemes, there has been increased interest in automatically computing data augmentations [26], [27], [28], [29] to increase the robustness of classifiers, regressors, and RL policies. Augmentations have also been used in monocular depth estimation [30].

Robustness in behavioral cloning: Behavioral cloning techniques that learn policies through pure supervised learning from a given dataset of state-action pairs usually suffer from covariate shift [31], [32]. Dean Pomerleau’s PhD thesis [33] and pioneering work on ALVINN [34] details a data augmentation scheme that injects synthetic images of the road ahead from viewpoints nearby the camera to the training set. Our paper provides an alternative that is based on neural network view synthesis, which in the last years has seen significant progress. Pomerleau’s thesis also identified issues of covariate shift, which methods such as DAgger [35] address by iteratively labeling the newly visited states after each policy evaluation. The question of dataset augmentation in one round of behavioral cloning, however, remains. Collecting large driving datasets, in a way that no manual annotation is required from the user, is critical for autonomous visual navigation.

One example of this was in UAV navigation in forest trails [36]. The images of the center camera are automatically annotated with the forward steering command, the images of the left camera with the right, and the images of the right camera are annotated with the left steering command. A similar hardware setup and automated data collection was used by the NVIDIA self-driving car team [37], as well as more recent work on behavior cloning conditioned on human commands (e.g. turn left at the next intersection) [38]. The crux behind the idea of the 3-camera setup is that behavioral cloning can become more robust if we obtain expert actions from states that are nearby the forward-facing one. Our method builds upon this approach by replacing the need for additional sensors with a model that predicts their embeddings, whose corresponding actions are automatically annotated. We note that in other similar approaches, such as DART [39] an expert demonstrator will have to manually annotate the additional states. In DART, Gaussian noise is added to the original training dataset in order to explicitly include nearby labeled states in the augmented dataset, together with manual annotations.

III. METHODOLOGY

Our goal is to learn an encoding method that satisfies equivariance constraints with respect to camera poses or viewpoints nearby the original camera. This allows us to predict the embeddings of nearby viewpoints from the observations of the center camera. Here, nearby viewpoints refer to horizontal and vertical translation of the camera over short distances capturing the same scene. Our case involves translations of 0.25 to 0.5 meters.

Given an image $I_i$ of a scene taken from viewpoint $i$, we compute its corresponding embedding in the latent space $Z_i$, and use an equivariant map $M_{i\rightarrow j}$ to transform it to the embedding corresponding to another desired nearby viewpoint $j$. This predicted embedding $Z'_j$ can then be used as augmented training data for policies trained on such embeddings and actions.

We train an image encoder network on a dataset of image pairs, where each pair consists of images of the same scene from neighboring viewpoints. In our case, the images are obtained from synchronized videos recorded by a set of cameras mounted on a vehicle visually navigating through an environment. The relative poses of the cameras are assumed to be known and looking at the same scene. With each image pair we simultaneously also record the corresponding expert control command used to navigate the vehicle at that time.

We then use the learned embeddings to train policies using imitation learning.

A. Equivariant Feature Learning

Given a tuple of images $I = \langle I_1, I_2, ..., I_n \rangle$ that capture the scene at the same timestep, our model learns an encoder $z_\theta() : I_i \rightarrow \mathbb{R}^D$, parametrized by $\theta$, that maps an image to an embedding $Z_i$. We want the embeddings to exhibit equivariance, i.e. change predictably with respect to transformations applied to the viewpoint $i$ of the input image $I_i$. Let $g$ be a transformation applied to the input image $I_i$ in the pixel space, and let $M_g$ define a corresponding transformation in the latent space. Then:

$$z_\theta(g(I)) \approx M_g(z_\theta(I))$$  \hspace{1cm} (1)

For example, suppose the images $I_c$ and $I_l$ correspond to the center and left camera images in Fig. 1 respectively. If $g$ is an image transformation such that $g(I_c) = I_l$, then $M_g = M_{c\rightarrow l}$ defines a transformation in the latent space such that $M_{c\rightarrow l}(Z_c) = Z'_l \approx Z_l$. In latent space, we want $Z_c$ and $Z_l$ to maintain a geometric relation directly corresponding to the one between images $I_c$ and $I_l$. 

B. Equivariant Map Learning as an Auxiliary Task

Now, we design an objective function that encourages the learned embeddings to exhibit equivariance with respect to camera transformations, or camera viewpoints in our case. Given a tuple of images $I = (I_1, I_2, \ldots, I_n)$ captured at the same time, where image $I_i$ is taken from the $i$th viewpoint, and the corresponding embeddings $z_0(I_i)$, we set up the following objective function to enforce equivariance between any two image viewpoints.

$$L_{eq}(\theta, M) = \sum_i \sum_j \| z_0(I_j) - M_{i\rightarrow j}(z_0(I_i)) \|^2 \quad (2)$$

C. Image Reconstruction as an Auxiliary Task

We make use of image reconstruction as an auxiliary task, so that the embeddings capture the information needed to reconstruct images across all different viewpoints. We jointly train an encoder-decoder model for each viewpoint, as shown in Fig. 2. The encoder, decoder, as well as the equivariant mapping $M_{i\rightarrow j}$ are optimized together in a shared objective. The latent representations $Z_i$ are decoded back to images by a decoder $p_\phi(\cdot)$. The output of the decoder is then used to compute and minimize the autoencoding loss $L_{rc}$ from the same viewpoint:

$$L_{rc}(\theta, \varphi) = \sum_i \| I_i - p_\varphi(z_\theta(I_i)) \|^2 \quad (3)$$

To further reinforce the effectiveness of the equivariant maps $M_{i\rightarrow j}$, we enforce an additional reconstruction penalty between pairs of viewpoints:

$$L_{eq,rc}(\theta, \varphi, M) = \sum_i \sum_j \| I_j - p_\varphi(M_{i\rightarrow j}(z_\theta(I_i))) \|^2 \quad (4)$$

The overall representation learning loss is a combination of the reconstruction, equivariant reconstruction, as well as the equivariant loss:

$$L(\theta, \varphi, M) = \lambda_1 L_{rc}(\theta, \varphi) + \lambda_2 L_{eq}(\theta, M) + \lambda_3 L_{eq,rc}(\theta, \varphi, M) \quad (5)$$

We backprop through the combined loss in Eqn. 5 to optimize $\theta$, $\varphi$, and $M$. The hyperparameters are chosen as $\lambda_1 = 1$, $\lambda_2 = 10$, and $\lambda_3 = 1$ to ensure all loss terms have relatively same scale.

D. Imitation Learning with learned Features

After we learn $z_\theta(\cdot)$ using the representation learning loss in Eqn. 5, we fix the encoder weights and learn a control policy, i.e. a multi-layer perceptron representing $\pi(Z)$, via imitation learning. The control policy $\pi(\cdot)$ is trained on embedding-action pairs both from the center camera (observed embeddings and actions) and from the nearby viewpoints (predicted embeddings from equivariance relations and predicted actions). The objective function used is the following:

$$L(\pi) = \sum_i \| \alpha_i - \pi(Z_i) \|^2 \quad (6)$$

At test time and deployment, the encoder is used to convert the images to embeddings which are then used as input to the learned policy, as shown in Fig. 2.
using the collected image sets $I$ in the original training dataset.

**Policy Evaluation.** In order to assess the effectiveness of our learned embeddings and equivariant mappings we evaluate and compare three imitation learning policies that each learn to map images to control actions:

1) The first policy is trained on image-action pairs obtained from a single camera, in our case the center camera mounted on the vehicle.

2) The second policy is trained on image-action pairs obtained from all the camera sensors mounted on the vehicle. In our case it is 3 viewpoints for the car and 5 for the flying vehicle. The recorded expert control is modified to account for the shifted camera viewpoints for the off center cameras.

3) The third policy uses our equivariant augmentations and is trained on image-action pairs obtained from the center camera and predicted nearby embeddings. The center camera embedding is mapped to the embeddings of the other viewpoints in the latent space. This corresponds to the training scheme described in Sec. III-C.

**Evaluation Metrics.** To compare the three policies, we record the number of interventions (which occur when the ground vehicle goes off of the current lane or when the flying vehicle deviates more than 2.5 meters away from the goal trajectory), average cross track error (deviation from the specified trajectory in meters), and autonomy. Autonomy here is calculated as in [37], i.e. the percentage of time the car was not being driven by the learned policy due to an intervention. More specifically, for an experiment with $n$ interventions:

$$\text{autonomy} = (1 - \frac{n \cdot (6 \text{ seconds})}{\text{elapsed time in seconds}}) \cdot 100 \quad (7)$$

The experiment setup details and results are discussed in Sec. IV-A and Sec. IV-B.

**Policy and Encoder Architectures.** The network architecture used for vehicle navigation was similar to the one used by NVIDIA in [37], it consists of a CNN encoder network followed by a FCN regressor network. An important distinction between their work and ours is that the entire model in [37] is trained end-to-end, whereas we train the encoder separately from the MLP, as mentioned in Sec III-C. For consistent comparisons, we ensure that the encoder $z_{\theta}(I)$ has the same architecture as the image encoder in [37].

**Policy Training.** All the networks are optimized using ADAM optimizer [40] with a learning rate of $10^{-4}$ and a batch size of 64. We use DAgger [41] as our imitation learning algorithm and we investigate the performance of the control policy with respect to DAgger iterations. As the DAgger runs increase, the difference in performance between the policies becomes less pronounced as the data aggregation process itself makes all three policies more robust. This provides us with one measure of how effective our embedding method is for data augmentation, particularly in the beginning of imitation.

| Table I | OUT-OF-DISTRIBUTION EXPERIMENT RESULTS (FLYING VEHICLE) |
|--------------------------|------------------|------------------|
| **Training Setup** | **Interventions** | **Autonomy(%)** | **Cross Track Error (m)** |
| Center Camera | 3 | 84.23 | 2.12 |
| Equiv. Augment. Out-Of-Dist Training | 2 | 89.46 | 1.39 |
| Equiv. Augment. In-Dist Training | 2 | 89.51 | 1.26 |
| All Cameras | 0 | 100 | 0.17 |

| Table II | AUGMENTATION LABEL CALCULATIONS (FLYING VEHICLE) |
|--------------------------|------------------|------------------|
| **Center Camera** | $\delta_{\text{yaw}}$ (rad) | $\delta_z$ (m) |
| **Left Camera** | $\delta_{\text{yaw}} + 0.03 \text{ rad}$ | $\delta_z$ |
| **Right Camera** | $\delta_{\text{yaw}} - 0.03 \text{ rad}$ | $\delta_z$ |
| **Top Camera** | $\delta_{\text{yaw}}$ | $\delta_z + 0.5m$ |
| **Bottom Camera** | $\delta_{\text{yaw}}$ | $\delta_z - 0.5m$ |

### A. Quadrotor Simulation Experiments

**Experimental Setup.** For this set of experiments, we use a flying vehicle in the AirSim simulator [42], and also a more complex Drone-Racing environment developed by Microsoft [43], consisting of outdoor three dimensional racing trail marked by rectangular gates. The vehicle is set up with five front facing cameras. For the dataset used in these experiments, each data sample comprises of an image set $I = \langle I_1, I_c, I_r, I_t, I_b \rangle$ corresponding to timestamped images from the left, center, right, top, and bottom cameras. The action tuple $A = (\delta_{\text{yaw}}, \delta_z)$, is the expert control used to navigate the flying vehicle, applied in terms of the relative change in yaw and $z$ at each timestep. The augmented actions for non-center cameras are computed as shown in Table II. Note that clockwise rotation is positive $\delta_{\text{yaw}}$ and downwards direction is positive $\delta_z$.

**Results.** Fig. 4 (left) shows the cross track error vs DAgger iterations for three different test scenarios. We see that using the augmentations generated via the equivariant maps for training improves the imitation performance. Fig. 5 overlays the trajectory flown on top of the reference trajectory. The policy trained with equivariant augmentations is able to track better than a policy trained using only the center-camera data. Additionally, as shown in Fig. 6 we observe that the policy trained on our augmentations requires on average 2 fewer interventions when compared to the policy trained without them, for the Drone Racing environment.

**Out-Of-Distribution Experiments.** We perform another set of experiments where we train the equivariant map on a dataset captured in a separate area of the simulation map, a dense urban environment with buildings and roads, compared to where we test the model, a park with no city structures except a single paved path. As shown in Table II the policy trained using the generated augmentations has a lower cross track error by 0.73 meters when compared to the policy trained directly on the center-camera data. Furthermore, its cross track error is only 0.13 meters higher than the policy which uses the equivariant map trained on the same area of the simulation map as used for testing.
Fig. 4. Cross track error (m) vs DAgger iterations for flying vehicle (left) and ground vehicle (right). It can be seen that network trained with equivariant augmentation lies in between the network trained using center camera and all cameras in terms of performance.

Fig. 5. Reference trajectory (orange) vs flown trajectory (blue). The all-cameras model (right) tracks the trajectory the best, followed by the equivariant-augmentation model (center), followed by the center-camera model (left). Note that missing sections in the flown trajectory are due to an intervention where expert control was used to navigate the vehicle back to the reference trajectory. See IV-A for details.

Fig. 6. Number of interventions vs DAgger iterations for the flying vehicle in drone-racing environment. Model trained using equivariant augmentations lies in between the model trained using a single cameras and the model trained using all five cameras.

B. Driving Simulation Experiments

Experimental Setup. For this experiment, we use the Carla simulator [44]. The driving vehicle is set up with three front facing cameras. Each data sample of the dataset consists of an image set \( I = \langle I_l, I_c, I_r \rangle \) of timestamped images from the left, center, and right cameras respectively, paired with their corresponding expert control, in this case, the steering angle for the car collected from the Carla driving autopilot. The augmentations for non-center cameras are computed as shown in Table IV.

| Training Camera | Steering Angle (normalized \([-1, 1]\)) |
|-----------------|----------------------------------------|
| Left Camera     | \(steering_{\text{cen}} + 0.05\)      |
| Right Camera    | \(steering_{\text{cen}} - 0.05\)      |

Results. Again we can see in Fig. 4 (right) that the driving policy trained using equivariant augmentations outperforms the policy trained with just the center camera directly, and that this benefit slowly subsides with more DAgger iterations.

Out-Of-Distribution Experiments. As per the flying vehicle experiments, we perform an additional experiment to test generalization of the learned features to novel environments. The experiments so far used a specific path in ‘Town10’ from the Carla simulator [44] which resembles a densely packed urban environment with lots of city structures. For this experiment however, the equivariance map was trained using a dataset collected on a highway surrounded by green hills and no other city structures. Yet our results as shown in Table III illustrate the significant performance improvement gained by our generated augmentations over the policy trained without them.

Gaussian Noise Augmentation Experiments. We also compare our method to simply adding noise augmentations to the camera images. The noise augmentations consist of zero mean gaussian noise with varying standard deviations \( \sigma = \{0.01, 0.05, 0.1, 0.2, 0.3\} \). While noise augmentations do improve navigation performance, our method still performs better in most cases as shown in Fig. 7.

### Table III

OUT-OF-DISTRIBUTION EXPERIMENT RESULTS (GROUND VEHICLE)

| Training Setup                  | Interventions | Autonomy (%) | Cross Track Error (m) |
|---------------------------------|---------------|--------------|-----------------------|
| Center Camera                   | 8             | 80.24        | 4.00                  |
| Equiv. Augment. Out-Of-Dist Training | 6             | 87.21        | 2.66                  |
| Equiv. Augment. In-Dist Training | 5             | 88.01        | 2.61                  |
| All Cameras                     | 4             | 89.97        | 2.25                  |

### Table IV

AUGMENTATION LABEL CALCULATIONS (GROUND VEHICLE)
C. Terrestrial Robot Experiments

**Experimental Setup.** These experiments were performed using a Clearpath Husky robot equipped with three front facing cameras. The Husky setup is similar to the driving vehicle in Carla simulation as described in Sec. IV-B. Three ZED cameras (used as monocular cameras) are mounted on the front, each 25cm apart. All of the computation was performed on the NVIDIA Jetson Xavier mounted on the bottom. The robot can be seen in Fig. 8.

**Results.** The model trained using only center camera data performs worse than the others, steering off the path 9 times. The model trained on data generated using equivariant maps as well as the model trained using all three cameras both perform significantly better, steering off the path only once. Fig. 9 shows a snapshot of the entire test run for three setups respectively. The locations where an intervention occurred are denoted by a yellow cross.

D. Learnt vs Non-Learnt Equivariance Maps

In each of the experiments thus far, we modeled the equivariance maps using a neural network that is optimized using expert data. We investigate the necessity of learning these maps by comparing them to a random map that does not enforce any equivariance relation, and a fixed deterministic map (a linear translation in embedding space). Our results as shown in Fig. 10 indicate that both alternative techniques fall short of achieving the performance improvements gained using an equivariance map.

V. CONCLUSION

In this paper, we investigate the use of equivariant maps for visual navigation by mobile robots. By training a neural network model that learns image features which are equivariant, we can predict the latent representations of images from viewpoints nearby to the one observed. Our results indicate that by augmenting the training dataset with these representations, one can significantly improve navigation performance in a variety of settings as demonstrated by our simulation experiments involving flying and ground vehicles. Additionally, through our ground robot experiments over a 500m path, we showed that the benefits of our method also transfer over to real world settings.

*The video from this experiment can be found here: https://youtu.be/5g4Kg3-YWvA*
