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Abstract

In this paper, we define and study the arithmetic of the ring of $U$-operators for reductive $p$-adic groups. These operators generalize the notion of "successor" operators for trees with a marked end. We show that they are integral over the spherical Hecke algebra. This integrality intervenes crucially in the construction of Euler systems obtained from special cycles of general Shimura varieties and in the generalization of the famous Eichler–Shimura relation.
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1. Introduction

The Bruhat–Tits building encodes in a geometrico-combinatorial way the structure of connected reductive groups over a (nonarchimedean) local field $F$. The theory of these buildings is a unifying principle with a striking range of applications, for example in the smooth representation theory of the connected reductive groups which is at the heart of the local Langlands program whose objective is the understanding of the absolute Galois group of $F$, in the classification of algebraic groups, in Kac–Moody groups which used in theoretical physics, in combinatorial geometry with application in computer science, and in the study of rigidity phenomena in spaces with negative curvature.

The main purpose of this work is to highlight and investigate an unexplored aspect in this theory, with intriguing applications in arithmetic algebraic geometry. More precisely, we define and study a ring of $U$-operators that generalize the notion of "successor" operators in introduced $\mathcal{B} \mathcal{B} \mathcal{J} 18$, §3.2 for the $U(3) \times U(2)$ case and denoted by $U_{V}U_{W}$. Our main goal is to establish their integrality over the spherical Hecke algebra generalizing $\mathcal{B} \mathcal{B} \mathcal{J} 18$, Lemma 3.3. This integrality intervene crucially in the construction of Euler systems obtained from special cycles of general Shimura varieties $\mathcal{B} \mathcal{O} \mathcal{U} 21b, \mathcal{B} \mathcal{O} \mathcal{U} 21c$ and in the generalization of the famous Eichler–Shimura relations $\mathcal{B} \mathcal{O} \mathcal{U} 21e, \mathcal{B} \mathcal{O} \mathcal{U} 21d$.

1.1 Origin of the problem

The relation between Galois and Hecke actions on various objects (which we call a distribution relation) has been crucial in modern number theory. For instance, in the construction of Galois representations associated to automorphic forms and of Euler systems. The goal of this section is to show how some combinatorial operators emerge naturally in the study of distribution relations of CM points in Shimura curves and capture the interaction between the Galois action and Hecke action. Classically, the distribution relations of Heegner points are obtained using the description of the modular curve as the space of moduli of elliptic curves with a cyclic subgroup of order $N$, see for example $\mathcal{D} \mathcal{A} \mathcal{R} 04$, Proposition 3.10. Which is a serious a limitation, as we do not always have such a moduli interpretation for general Shimura varieties we are interested in. But, as we will see in the next section (for which we refer the reader to $\mathcal{C} \mathcal{V} 07$ for all the missing details), Deligne’s adelic definition of Shimura varieties simplifies the proof of these relations. This alternative allows the vizualization of the two Galois / Hecke actions in a combinatorial framework as we will observe in Figure 1. As a consequence, the distribution relations above
Accordingly, the natural map \(\Phi\) assumes that follows; for every \(\sigma\) \(\exists\) \(\forall\). Let \(\mathcal{B}\) be the quaternion algebra over \(F\) which ramifies precisely at \(\Omega \cup \{\tau_2, \ldots, \tau_d\}\).

Let \(G\) be the reductive group over \(Q\) whose set of points on a commutative \(Q\)-algebra \(R\) is given by \(G(R) = (\mathcal{B} \otimes R)^\times\). We have \(G_R = \prod_{i \in \text{Hom}(F,R)} G_i\) where \(G_i\) is the algebraic group over \(R\) whose points on a commutative \(R\)-algebra \(R\) is given by \(G_i(R) = (\mathcal{B} \otimes R)\). Let \(\mathcal{X}\) be the \(G(R)\)-conjugacy class of the morphism \(h: S = \text{Res}_{C/R}G_{m,C} \rightarrow G_R\) given on \(R\)-points by

\[
\frac{z = x + iy \mapsto \left(\begin{array}{cc} x & y \\ -y & x \end{array}\right), 1, \ldots, 1}.
\]

where we have identified \(G_1\) with \(GL_{2,R}\) thanks to an isomorphism of \(R\)-algebras \(\mathcal{B} \otimes_{F,\tau_1} R \simeq M_2(R)\). We have \(G(R)\)-equivariant holomorphic diffeomorphism \(\mathcal{X} \xrightarrow{\sim} C \setminus R\) given by the map \(ghg^{-1} \mapsto g \cdot i\) where \(G(R)\) acts on \(C \setminus R\) through its first component \(G_{t_1}(R) \simeq GL_2(R)\) by

\[
\left(\begin{array}{cc} a & b \\ c & d \end{array}\right) \mapsto \frac{az + b}{cz + d}.
\]

The pair \((G, \mathcal{X})\) is a Shimura datum and to any open compact subgroup \(U \subset G(\mathbb{A}_f)\) we have a (proper and smooth) Shimura curve \(\text{Sh}_U(G, \mathcal{X})\) which is defined over the reflex field \(E(G, \mathcal{X}) = \tau_1(F)\). If \(F = Q\) and \(\Sigma\) is empty, we get the classical modular curves. The complex points of \(\text{Sh}_U(G, \mathcal{X})\) are given by

\[
\text{Sh}_U(G, \mathcal{X})(C) = G(Q) \setminus (\mathcal{X} \times G(R)/U).
\]

1.1.2 CM points

Assume that all primes \(p \in \Sigma\) do not split in \(E\) (which guarantees that \(E\) splits \(\mathcal{B}\), which amounts to require that \(E_v\) is a field for every finite place in \(\Sigma\)). Accordingly, there exists a \(F\)-algebra homomorphism \(E \hookrightarrow \mathcal{B}\), which induces an embedding \(j_E: T_E := \text{Res}_{E/Q}G_{m,E} \rightarrow G\). We have \(T_R = \prod_{i \in \text{Hom}(F,R)} T_i\), where \(T_i = \text{Res}_{E \otimes F,R/R}G_{m,E \otimes F,R}\) and the embedding \(\tau_1\) induces an isomorphism \(S \xrightarrow{\sim} T_{\tau_1}\) which we still denote by \(\tau_1\). Consider the homomorphism \(s^\tau: S \rightarrow T_R\) given on \(R\)-points by \(z \mapsto (z^\tau, 1, \ldots, 1)\) for \(\tau \in \text{Gal}(C/R)\). We may assume that \(j_E \circ s^\tau \circ h\) belongs to the same connected component of \(\mathcal{X}\).

Let \(\mathcal{Z}_{G,U}(E)\) denote the set of CM points with complex multiplication by \(E\), i.e. \(z_{x,g} = (x \times g) \in \mathcal{Z}_{G,U}(E)\) for some \(g \in G(\mathbb{A}_f)\) and \(x \in \mathcal{X}\) a homomorphism that factors through \(T_{E,R}\), but each of the two connected components of \(\mathcal{X}\) contains exactly one such a morphism. Accordingly, the natural map \(G(\mathbb{A}_f) \rightarrow \mathcal{Z}_{G,U}(E)\), induces the bijection

\[
\mathcal{Z}_{G,U}(E) \simeq T_E(Q) \setminus G(\mathbb{A}_f)/U.
\]

Write \(z_g\) for the special point that is the image of \(g \in G(F)\). The points in \(\mathcal{Z}_{G,U}(E)\) are algebraic, defined over the maximal abelian extension \(E^{ab}\) of \(E\). We refer to [CV05, §3 & §3.2] for a more detailed discussion of CM points on Shimura curves. There is an obvious left action of \(T(\mathbb{A}_f)\) on \(\mathcal{Z}_{G,U}(E)\) given by \(t \cdot z_g = z_{t g}\) for \(t \in T_E(\mathbb{A}_f)\) and \(g \in G(\mathbb{A}_f)\), which factors through the reciprocity map \(r_{E,F}\): \(T_E(\mathbb{A}_f) \rightarrow \text{Gal}(E^{ab}/F)\). Therefore, \(\text{Gal}(E^{ab}/E)\) acts on \(\mathcal{Z}[\mathcal{Z}_{G,U}(E)]\) as follows; for every \(\sigma \in \text{Gal}(E^{ab}/E)\), let \(h_{\sigma}\) be any element satisfying \(r_{E,F}(h_{\sigma}) = \sigma|_{E^{ab}}\) we have

\[
\sigma(z_g) = h_{\sigma} \cdot z_g = z_{h_{\sigma} g}, \forall g \in G(\mathbb{A}_f).
\]
For any \( g \in G(A_f) \), the \( T_E(A_f) \)-stabilizer of the CM point \( z_g \) is \( T_E(Q)(T_E(A_f) \cap gUg^{-1}) \) and \( z_g \) is said to be defined over the extension \( E[g] \subset E^{ab} \) fixed by \( rec_E(T(A_f) \cap gUg^{-1}) \). Moreover, we have a Galois equivariant left action of the Hecke algebra \( \mathcal{H}_U(Z) := \text{End}_{Z[G(A_f)]}[Z[G(A_f)/U]] \).

Let \( p \) be a prime of \( F \) with residue field \( k_F \) of characteristic \( p \) and order \( q = p^r \). Assume that \( B \) is split at \( p \), and consider a compact open subgroup \( U = U_p \times U_p \) of \( G(A_f) \), where \( U_p \) is a maximal order \( \simeq GL_2(O_{F_p}) \) in \( B_p \simeq M_2(F_p) \) and \( U_p \) is a compact open subgroup of \( B \times p = \{ g = g^p \times g_p \in B^\times : g_p = 1 \} \). Let \( \mathfrak{p} \) be a prime of \( E \) sitting above \( p \) and \( Fr_{\mathfrak{p}} \in \text{Gal}(E^{ab}/E) \) be the corresponding geometric Frobenius. Put \( \epsilon_p = -1, 0 \) or 1 depending upon whether \( p \) remains inert, ramifies or splits in \( E \).

1.1.3 (Local) Galois and Hecke actions We are interested in relating the action of the “decomposition group at \( p \)”, i.e. \( D_p = \text{Gal}(E^{ab}/E_p) \) to the action of the local Hecke algebra \( \mathcal{H}_U(Z) = \text{End}_{Z[G(F_p)]}(Z[G(F_p)/U]). \) For this, consider the decomposition

\[
\text{Gal}(E^{ab}/E) \setminus Z_{G,U}(E) \simeq \hat{E}^{\times,p} \setminus \hat{B}^{\times,p} / U^p \times E_p^{\times} \setminus B_p^{\times} / U_p.
\]

The stabilizer of any \( z \in Z_{G,U}(E) \) in \( E_p^{\times} \) equals \( O_{c_p(z)}^{\times} := (O_{F_p} + p^{c_p(z)}O_{E_p})^{\times} \) for some unique integer \( c_p(z) \in \mathbb{N} \). The map \( c_p : Z_{G,U}(E) \to \mathbb{N} \) is a Galois invariant fibration with the property; any \( z \in Z_{G,U}(E) \) is fixed by the closed subgroup \( rec(E(O_{c_p(z)}^{\times})) \subset \text{Gal}(E^{ab}/E) \).

Set \( Z_{\geq 1} \) for the set of CM points \( z \in Z_{G,U}(E) \) such that \( c_p(z) \geq 1 \). We are interested in expressing

\[
Tr(z) := \sum_{\lambda \in O_{c_p(z)}^{\times} / O_{c_p(z)}^{\times} - 1} rec_E(\lambda)(z), \forall z \in Z_{\geq 1}
\]

in terms of the (local) Hecke algebra action.

1.1.4 The tree captures the two actions Let \( T \) be the Bruhat–Tits building of \( GL_2 \) over \( F_p \). This is a connected tree in which every node has \( q + 1 \) neighbours. Let \( \circ \in T \) be the hyperspecial point fixed by \( U_p \) and \( T^\circ := \{ v \in B_p^\times \cdot \circ \cdot \circ \} \). We have a map \( \pi_p : Z[T^\circ \times \hat{B}^{\times,p} / U^p] \to Z[Z_{G,U}(E)] \) of \((E_p^{\times}, \mathcal{H}_U(Z))\)-bi-modules. Moreover, the image of \( \pi_p \) is precisely \( Z[Z_{\geq 1}] \).

The two actions we are interested in can be visualised through the geometry of the tree \( T \): Indeed, the (local) Hecke algebra consists of adjacency operators, meaning the basic element \( T_p := \{ U_p \text{ diag}(w, 1) U_p \} \in \mathcal{H}_U(Z) \), sends a vertex to the formal sum of its neighbours. For the (local) Galois action, the \( E_p^{\times} \)-orbit of CM point \( z \) is precisely all the elements \( z' \) such that \( z^p = z^p \) and \( c_p(z) = c_p(z') \), which corresponds to the set of vertices at distance from the “base” equals to \( c_p(z) \). Here, the base means the set of vertices with conductor 0. The size of this set depends on \( \epsilon_p \). We summarise the description of the Galois action in the following picture.
1.1.5 The successors operator Define the operator $u_p \in \text{End}_{\mathbb{Z}[U_p]}\mathbb{Z}[T^\circ]$ which sends a vertex $v \neq \circ$ to its successors with respect to the origin $\circ$, in other words

$$u_p(v) = \sum_{\text{dist}(v', \circ) = \text{dist}(v, \circ) + 1} v'.$$

Define also the predecessor operator $v_p \in \text{End}_{\mathbb{Z}[U_p]}\mathbb{Z}[T^0]$ sending a vertex $v \neq \circ$ to the unique $v' \in [\circ, v]$ verifying $\text{dist}(v', \circ) = \text{dist}(v, \circ) - 1$. The operators $u_p, v_p$ are $O_{E_p}^\times$-equivariant, hence they both extend to $\mathbb{Z}[\mathbb{Z}_{\geq 1}]$.

1.1.6 Combinatorial properties of $u_p$ yields distribution relations Thanks to the discussion of §1.1.4, we are able to obtain the following figure which depicts our two preferred actions.

**Figure 1: Hecke and Galois via $u_p$.**

**Lemma 1.1.1.** The operators $u_p$ verify the following properties

(i) **The Hecke side:** $v_p \circ u_p = p \text{Id}_{T^\circ} (\neq u_p \circ v_p)$ and $T_p = u_p + v_p$.

(ii) **The Galois side:** Let $z$ be a CM point with $c_p(z) = n$. If $n \geq 2$, set $z' = v_p(z)$. We have $c_p(z') = n - 1$ and

$$Tr(z) = u_p(z') = T_p(z') - z''.$$ 

**Proof.** These statements can readily be extracted from Figure 1. 

□
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The Hecke side may be interpreted as a "lift" to characteristic zero of the well known Eichler–Shimura relation for Shimura curves $T_p = Fr_p + Fr_p^*$ (where $Fr_p^*$ denotes the dual correspondence of $Fr_p$) [Zha01, Proposition 1.4.10]. An immediate consequence of the Hecke side is that $v_p$ (resp. $u_p$) is a right (resp. left) root of the Hecke polynomial $H_p(X) = X^2 - T_p X + p$, i.e.

$$u_p^2 - T_p \circ u_p + p = 0.$$ 

We insist on the fact that the $T_p$, $v_p$ and $u_p$ do not commute. This non-commutativity, was the main source of computational complications in [BBJ18] for the unitary case $G = U(1,1) \times U(2,1)$.

**Remark 1.1.2.** Actually, for any choice of a point $\xi \in T^{\infty}$ in the tree at infinity, one can still define a similar successor operator $u_\xi$ with respect to $\xi$. It is clear that it still a right root of the Hecke polynomial $H_p$.

It becomes clear that these curious combinatorial operators allow us to link and capture our two favorite actions, however they have an unpleasant limitation: they depend on the "base" which itself depends on ramification assumptions. For this reason, the "correct" definition of $u_p$ should be the "successor" operator with respect to the point in the building at infinity corresponding to a fixed Borel subgroup.

Although, we mainly focused on vertical distribution relations, the modified operator $u_p$ may also be used to prove horizontal norm compatible systems of CM points, which are an essential ingredient in Kolyvagin’s proof (combined with the Gross–Zagier formula) of the strongest evidence towards the Birch and Swinnerton-Dyer conjecture.

### 1.2 Main results

Let $G$ be a reductive group defined over a non-archimedean local field $F$. Let $S$ be maximal $F$-split subtorus of $G$ and $A$ its corresponding apartment in the reduced Bruhat–Tits building $\mathcal{B}_{\text{red}}(G,F)$ of $G$. Set $M$ and $N$ for the centralizer and the normalizer of $S$ in $G$, respectively. We have a homomorphism of groups $\nu_N : N(F) \to \text{Aff}(A)$. Let $a \subset A$ be an alcove, and $a_0 \in \mathfrak{a}$ a special point. Set $I \subset K$ for the Iwahori subgroup and the special maximal parahoric subgroup corresponding to $a$ and $a_0$, respectively. Let $G$ be the connected group scheme attached to $a_0$, and $K = G(O_F)$ be the corresponding special maximal parahoric subgroup. Set $I \subset K$ for the Iwahori subgroup corresponding to $a$.

This is a sequel of [Bou21a], so we will borrow some notations from loc. cit.

Let $M_1 = \ker \kappa_M$ and $G_1 = \ker \kappa_G$ be the kernels of the Kottwitz map for $M$ and $G$ (see for example [Bou21a, §2.8.2]). Fix any open compact subgroup $M_1 \subset M^0 \subset M$. By [Lan96, Proposition 1.2], $M^0$ is contained in the maximal open compact subgroup $M^1$. Set $\Lambda_M^b := M(F)/M^0$, $\Lambda_M^{\text{aff}} := (M(F) \cap G_1)^b/M^0$, $\mathcal{R}^b := \mathbb{Z}[\Lambda_M^b]$ and $\mathcal{R}^{\text{aff}} := \mathbb{Z}[\Lambda_M^{\text{aff}}]$.

For any $X \subset G$, set $X^2 = M^0 X$. This procedure does not alter the structure of the object we are interested in, e.g. if $K_F$ is a parahoric subgroup attached to a facet $F \subset A$, then $K_F^2$ is still a group.

When $M^0 = M_1$, the resulting objects will sometimes be described as "parahoric" and the subscript $b$ will be simply omitted, e.g. $I^1 = I$ the Iwahori subgroup, $K_F^2 = K_F$ the parahoric subgroup attached to a facet $F$, and so on. When $M^0 = M_1$, the resulting objects will be described as "geometric" and $b$ will be replaced simply by 1, e.g. $I^1 = I$, $K_1 = K$.

If $A$ is a ring and $H \subset G(F)$ an open compact subgroup, define $\mathcal{H}_H(A)$ to be the $A$-algebra of functions $f : G(F) \to A$, that are $H$-invariant on the right and the left.
1.2.1 Integrality of $U^\flat$-operators  
In Corollary 2.7.5, we obtain an embedding of rings $\mathcal{R}^{-\flat} \hookrightarrow \text{End}_{\mathbb{Z}[B]}\mathbb{Z}[G/K^\flat]$. Set $\mathbb{U}^\flat$ (which stands for "upper") for its image, its elements are called $U^\flat$-operators.

**Theorem 2.10.3.** For any $u \in \mathbb{U}^\flat$, there exists a monic polynomial $Q_u(X) = \sum h_k X^k \in \mathcal{H}_K^\flat(\mathbb{Z})[X]$ such that $u$ is a right root of $Q_u$, i.e.

$$\sum h_k \circ u^k = 0 \text{ in } \text{End}_{\mathbb{Z}[B]}\mathbb{Z}[G/K^\flat].$$

A surprising aspect for proving this integrality result is that to establish formulas relating the two non-commuting commutative subrings, $\mathbb{U}^\flat$ and $\mathcal{H}_K^\flat(\mathbb{Z})$, of $\text{End}_{\mathbb{Z}[B]}\mathbb{Z}[G/K]$, we embed them both in yet another non-commutative ring (the Iwahori–Hecke algebra), where they actually do commute. This passage is achieved using the compatibility of the (twisted) Bernstein and Satake isomorphism [Bou21a, Theorem 6.5.1].

1.2.2 Geometric interpretation and Filtrations  
In §3, we translate the purely group theoretic ring $\mathbb{U}^1$ into a more combinatorial fashion. This will provide a new class of geometric operators on the set of special vertices in the extended building, which can be thought of as a conceptual generalization of the successor operators for trees with a marked end.

In §4, we present yet another alternative geometric point of view for the geometric operators ring $\mathbb{U}^1$ using the notion of filtrations, this was suggested by C. Cornut.

1.3 Further applications
Upon completion of this paper, the author discovered another "incarnation" of the geometrico-combinatorial $U$-operators which he was not aware of. This incarnation arises (under the name $U_p$ operator) in various places in the theory of automorphic forms: For example, this operator appears in the study of congruences between values of the partition function $p(n)$ [AB03, FKO12], in the study of class polynomials [AO05] and in the theory of harmonic Maass forms [Ono08].

The properties of the $U_p$-operator play a crucial function both in Hida theory to define the ordinary projector [Hid86] and in Coleman and Mazur theory of overconvergent $p$-adic modular forms of finite slope [CM98] (the $GL_2$ case), which has been later generalized to more general classes of eductive groups by Buzzard [Buz04], Chenevier [Che04, Che11] and Urban [Urb11].

The author hopes that the perspective of this paper can provide more insight into the applications mentioned above.
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2. The ring of $\mathbb{U}$-operators and its action

2.1 Preliminary results

Let $\Psi$ be a closed\(^1\) subset of $\Phi^{+}_{\text{red}} := \Phi^{+} \cap \Phi_{\text{red}}$. There exists a unique closed, connected, unipotent $F$-subgroup $\mathbb{U}_\Psi \subset G$, that is normalized by $\mathbb{M}$ and such that the product morphism

$$
\prod_{\alpha \in \Psi \cap \Phi_{\text{red}}} \mathbb{U}_\alpha \rightarrow \mathbb{U}_\Psi,
$$

is an isomorphism of $F$-varieties, here the product is taken in any order for $\Psi$ (see for example [Bor91, §14.4]).

**Lemma 2.1.1.** Let $\mathcal{F}$ be any facet in $\mathcal{A}$. For any closed subset of roots $\Psi \subset \Phi^{+}_{\text{red}}$, we have

$$
U_{\pm \Psi} \cap K^{\pm}_{\mathcal{F}} = U_{\pm \Psi} \cap U_{\mathcal{F}} = \prod_{\alpha \in \pm \Psi} U_{\alpha + f_{\mathcal{F}}(\alpha)},
$$

for any fixed ordering $\prec$ on $\Psi$.

**Proof.** By [Bou21a, Proposition 2.4.5 (b)], we have $U_{\alpha} \cap K_{\mathcal{F}} = U_{\alpha + f_{\mathcal{F}}(\alpha)}$ for any $\alpha \in \Phi_{\text{red}}$. Combining this with the isomorphism $(\ast)$ and with [Bou21a, Proposition 2.8.9], we obtain that

$$
U_{\Psi} \cap K = \prod_{\alpha \in \Psi + f_{\mathcal{F}}(\alpha)} U_{\alpha}
$$

for any fixed ordering $\prec$ on $\Psi$.

**Lemma 2.1.2.** Let $\mathcal{F}$ be a facet of $\mathfrak{a}$ that contains in its closure $\mathfrak{a}_0$. For any closed subset of roots $\Psi \subset \Phi^{+}_{\text{red}}$, we have

$$
K^{\pm}_{\mathcal{F}} \cap U_{\Psi} = K \cap U_{\Psi},
$$

In particular, for $\Psi = \Phi^{+}_{\text{red}}$, we get $I^{\pm} = U^{\pm}_{\mathcal{F}} = U^{+}_{\mathfrak{a}_0}$.

**Proof.** This is a direct consequence of Lemma 2.1.1 and [Bou21a, Example 2.4.6].

2.2 Iwasawa decomposition for Levi subgroups

**Proposition 2.2.1** Iwasawa decomposition. If $\mathbb{P} = \mathbb{L} \ltimes \mathbb{U}^{+}_{\mathbb{P}}$ is any standard parabolic subgroup of $G$ with Levi factor $\mathbb{L}$ and unipotent radical $\mathbb{U}^{+}_{\mathbb{P}}$, then $G = PK$, i.e. $K$ is a good open compact subgroup of $G$. Moreover, for any facet $\mathcal{F} \subset \mathcal{A}$ one has $P \cap K_{\mathcal{F}} = (L \cap K_{\mathcal{F}}) \cdot (U^{+}_{\mathcal{F}} \cap K_{\mathcal{F}})$ and

$$
L \cap K_{\mathcal{F}} = (U^{+}_{\mathcal{F}} \cap L) \cdot (U^{-}_{\mathcal{F}} \cap L) \cdot (N_{1, \mathcal{F}} \cap L) = (U^{+}_{\mathcal{F}} \cap L) \cdot (U^{-}_{\mathcal{F}} \cap L) \cdot (U^{+}_{\mathcal{F}} \cap L) \cdot M_{1}.
$$

**Proof.** We refer the reader to [Bou21a, Corollary 3.4.2] for the Iwasawa decomposition and to [HV15, §6.8] for the factorization statement.

2.3 Some parahoric open compact subgroups

Let $\mathcal{F}$ be a facet of $\mathfrak{a}$ containing in its closure $\mathfrak{a}_0$, i.e. $I \subset K_{\mathcal{F}} \subset K$. By [BT84, 4.6.33, 5.1.32], the parahoric subgroup $K_{\mathcal{F}}$ is the inverse image of a standard parabolic subgroup of $\mathcal{G}_{\mathfrak{a}_0}(\kappa(\mathcal{F}))$. We put $W^{\pm}_{\mathcal{F}} := N^{\pm}_{1, \mathcal{F}}/\mathbb{M}^{\pm} \simeq W_{\mathcal{F}}$ where $N^{\pm}_{1, \mathcal{F}}$ denotes the group $N \cap K^{\pm}_{\mathcal{F}} = \mathbb{M}^{\pm} N_{1, \mathcal{F}}$.

\(^1\)A subset $\Psi \subset \Phi^{+} \cap \Phi_{\text{red}}$ such that for any $\alpha, \beta \in \Psi$ one has $[\alpha, \beta] := \{n\alpha + m\beta : \text{ for all } n, m \in \mathbb{Z}_{>0}\} \cap \Phi \subset \Psi$. 


LEMMA 2.3.1. Let $F \subset A$ be a facet containing in its closure a special point $a$, i.e. $K_F \subset K_a$. The $\beta$-parahoric subgroup $K^\beta_F$ is equal to the subgroup generated by $M^\beta$ and $U_F$, $U_F$ is the subgroup of $G$ generated by $\cup_{\alpha \in \Phi_{red}} U_{\alpha+f_F(a)}$. We refer the reader to [Bou21a, §2.4] for the definition of $f_F$. More precisely, we have

$$K^\beta_F = K_F M^\beta = U_F M^\beta = U_F^+ U_F^- M^\beta = U_F^+ U_F^- N_{1,F}^\beta$$

such that the factors commute in the right factorization and the product maps

$${\prod}_{\alpha \in \Phi_{red} \cap \Phi^+} U_{\alpha+f_F(a)} \xrightarrow{\sim} U_F^\pm = U_F \cap U(F)^\pm = K^\beta_F \cap U(F)^\pm.$$ 

is an homeomorphism, whatever ordering of the factors we take.

Proof. This is Proposition 2.8.6 and Lemma 2.11.1 of [Bou21a]. □

By [GD70, XXVI 7.15], for any parabolic subgroup $P \subset G$, the base change $P_{\Spec \kappa(F)}$ is also a parabolic subgroup of $G_{\Spec \kappa(F)}$. Conversely, any parabolic subgroup $\overline{P} \subset G_{\Spec \kappa(F)}$ there exists a parabolic subgroup $P \subset G$ such that $P_{\Spec \kappa(F)} = \overline{P}$. In particular, a parabolic subgroup $P \subset G$ is minimal if and only if $P_{\Spec \kappa(F)} \subset G_{\Spec \kappa(F)}$ is minimal.

For any $J \subset \Delta$, set $S_J := (\cap_{\alpha \in J} \ker \alpha)$, we get a parabolic subgroup $P_J = L_J \ltimes U_J$, whose Levi factor is $L_J := Z_G(S_J)$ and unipotent radical $U_J := U_{\Phi^+ \setminus \Phi_J}$, where $\Phi_J = \Phi \cap \mathbb{Z}J$.

Therefore, there exists a standard parabolic subgroup $P_F = P_{J_F} = L_F \ltimes U_{\Phi^+_{red} \setminus \Phi_{J_F}}$ corresponding to a subset $J_F \subset \Delta$ attached to $F$ such that

$$K_F = \{g \in G_{ao}(O_F) : \text{red}(g) \in P_{\kappa(F)}(F)\}, \quad (*)$$

where "red" denotes the reduction map $G_{ao}(O_F) \rightarrow G_{ao}(\kappa(F))$.

Theorem 2.3.2. Let $F$ be a facet of $a$ containing $a_0$ in its closure. Therefore

1 - $f_F(\alpha) = 0$ for all $\alpha \in \Phi^+_{red} \cup \Phi_{J_F}$, $f_F(\alpha) = n_\alpha^{-1}$ for all $\alpha \in \Phi^+_{red} \setminus \Phi_{J_a}$,

2 - $W_F \subset W$ is the subgroup generated by $s_\alpha$ for $\alpha \in J_F$, thus it equals the Weyl group of $L_F$, in particular $N_1,F$ centralizes $U_\alpha$ for all $\alpha \in \Phi_{red} \setminus \Phi_J$.

3 - $L_F \cap K_F = L_F \cap K$, i.e. this is a special maximal parahoric subgroup of $L_F$, in particular $P_F \cap K_F = P_F \cap K$.

4 - $K_F = U_{J_F}^+ \cdot (L_F \cap K_F) \cdot U_{J_F}^- = U_{J_F}^+ \cdot (L_F \cap K_F) \cdot U_{J_F}^-$, where $U_{J_F}^\pm := U_{\Phi^+_{red} \setminus \Phi_{J_F}} \cap K_F$.

When $F = a$ then $J_a = \emptyset$, $L_a = M$ and the above decomposition is the usual one $I = I^+ M_1 I^-$. 

Proof. 1 - This follows from [Bou21a, Example 2.4.6], since by $(*)$, we have

$$U_{\alpha+0} = U_{\alpha}(F) \cap K_F = U_{\alpha}(F) \cap K$$

for all $\alpha \in (\Phi^+ \cap \Phi_{red}) \cup \Phi_{I_F}$.

2 - By [Bou21a, Lemma 2.4.2], an element $n \in N \cap K$ lies in $N_{1,F}$ if and only if $f_F(\alpha) = f_F(w_n(\alpha))$ for all $\alpha \in \Phi_{red}$, where $w_n$ denotes the image of $n$ in $W$. But since for all $\alpha \in \Phi^+_{red} \cup \Phi_J$ one has $f_F(\alpha) = 0$, we deduce that such $n$ lies in $N_{1,F}$ if and only if $f_F(\alpha) = f_F(w_n(\alpha)) = 0$ for all $\alpha \in \Phi^+_{red} \cup \Phi_J$ or equivalently $w_n(\Phi^+_{red} \cup \Phi_J) = \Phi^+_{red} \cup \Phi_J$.

Therefore, $W_F \subset W$ is the subgroup generated by $s_\alpha$ for $\alpha \in \Phi^+_{red}$ such that $f_F(\alpha) = 0$, i.e. $\alpha \in J_F$. This implies that $W_F$ identifies with the Weyl group $W_L$ of $L_F$ and consequently

$$N_{1,F} \subset L_F$$

and $N_{1,F}/M \simeq N_{L,F}(S)/M = W_L$.

In particular, $W_F$ fixes all $\Phi_{red} \setminus \Phi_J$ hence $N_{1,F}$ centralizes each $U_{\alpha}$ for $\alpha \in \Phi_{red} \setminus \Phi_J$. 


3. As observed in (1), we have by definition \( U_a(F) \cap K_F = U_a(F) \cap K \) for all \( \Phi_{\text{red}}^+ \cup \Phi_{J,\text{red}} \). Therefore, using Proposition 2.2.1 for \( F \) and \( a_o \) and Lemma 2.1.2 for \( \Psi = \Phi_{\text{red}}^+ \setminus \Phi_{J,F} \), it remains to show that \( N_{1,F} \cap L_F = N \cap K \cap L_F \). But since one has an inclusion \( N_{1,F} \cap L_F/M_1 \subset N \cap K \cap L_F/M_1 \subset W_L \) the equality follows from (2).

4. By [Bou21a, Proposition 2.8.9] we know that \( K_F = U_F^+ U_{1,F} \). We have \( U^+ = U_L F \Phi_+ \backslash \Phi_{J,F} \) and accordingly

\[
K_F = U_F^+ U_{1,F} = (U_{\Phi_{\text{red}}^+ \backslash \Phi_{J,F}} \cap K_F) (L_F \cap U_F^+ \cap L_F) (U_{\Phi_{\text{red}}^+ \backslash \Phi_{J,F}} \cap K_F) N_{1,F}.
\]

By (2), \( N_{1,F} \) centralizes \( (U_{\Phi_{\text{red}}^+ \backslash \Phi_{J,F}} \cap K_F) \) and \( (U_{\Phi_{\text{red}}^+ \backslash \Phi_{J,F}} \cap K_F) \), hence using Proposition 2.2.1 one obtains

\[
K_F = (U_{\Phi_{\text{red}}^+ \backslash \Phi_{J,F}} \cap K_F) (L_F \cap K_F) (U_{\Phi_{\text{red}}^+ \backslash \Phi_{J,F}} \cap K_F) = (U_{\Phi_{\text{red}}^+ \backslash \Phi_{J,F}} \cap K_F) (L_F \cap K_F) (U_{\Phi_{\text{red}}^+ \backslash \Phi_{J,F}} \cap K_F).
\]

Lemma 2.3.3. For any \( J \subset \Delta \) and any \( m \in M_J \), the inclusion \( U_J^+ \cap K \hookrightarrow I^+ = U^+ \cap K \), induces the bijection

\[
U_J^+ \cap K_F^+ / U_J^+ \cap mK_F^+ m^{-1} \xrightarrow{\sim} I^+ / mI^+ m^{-1}.
\]

For any \( J \subset \Delta \) and any \( m \in M_J \), one has \( U_J^+ \cap K = \prod_{\alpha \in \Phi_{\text{red}}^+ \backslash \Phi_J} U_{\alpha + 0} \) for any fixed ordering \( \prec \) of \( \Phi_{\text{red}}^+ \backslash \Phi_J \).

\begin{proof}
We have \( U^+ = U_J^+ (U^+ \cap L_J) \), so by Lemma 2.1.1 we get a decomposition

\[
U^+ \cap K_F^+ = (U^+ \cap L_J \cap K_F) (U_J^+ \cap K_F) = (U_J^+ \cap K_F) (U^+ \cap L_J \cap K_F).
\]

By [Bou21a, Lemma 2.4.2], we have \( m U_{\alpha + 0} m^{-1} = U_{\alpha - \langle \alpha, \mu(m) \rangle} \), for all \( \alpha \in \Phi_{\text{red}} \). But since \( \langle \alpha, \mu(m) \rangle = 0 \) for all \( \alpha \in \Phi(L_J, S) \), we see that \( U^+ \cap mK_F^+ m^{-1} = (U_J^+ \cap mK_F m^{-1}) (U^+ \cap L_J \cap K_F) \). Therefore, for any \( m \in M_F \), we have

\[
U^+ \cap K_F^+ / U^+ \cap mK_F^+ m^{-1} \simeq U_J^+ \cap K_F / U_J^+ \cap mK_F m^{-1}
\]

Which shows the lemma since by Lemma 2.1.2 \( U^+ \cap K_F^+ = U_F^+ = I^+ \) and \( U^+ \cap mK_F^+ m^{-1} = mI^+ m^{-1} \).
\end{proof}

2.4 Hecke algebras

Let \( H \) be any open compact subgroup of \( G \). For any commutative ring \( A \), we define \( C_c(G/H, A) \) to be the \( A \)-module of compactly supported functions \( f: G \to A \) that are \( H \)-invariant on the right. It has the following canonical basis \( \{ 1_{gH}: g \in G/H \} \).

We also define \( H_c(G \sslash H, A) \subset C_c(G/H, A) \) to be the convolution \( A \)-algebra of functions \( f: G \to A \), that are also \( H \)-invariant on the left. The convolution is defined with respect to the Haar measure giving \( H \) volume 1 and will be denoted \( *_H \). We call \( H_c(G \sslash H, A) \) the Hecke algebra relative to \( H \) with values in \( A \) and denote \( H_H(A) \). We have \( H_H(A) = H_H(Z) \otimes Z \).

\begin{example}
When \( F = \{ a_o \} \), \( H_K^q(Z) \) will be called the \( b \)-special-Hecke algebra. One can exhibit a natural \( Z \)-basis for \( H_K^q(Z) \) as follows \( \{ 1_{K^m K^q} \} \) for \( m \in \Lambda^-_M \). When \( F = a \), \( H_p(Z) \) is called the \( b \)-Iwahori–Hecke algebra and the following set forms a \( Z \)-basis \( \{ 1_{P_{\nu w P}} \} \) for \( w \in N/M \).
\end{example}

2.5 Parabolic partition of \( \Lambda^-_M \)

We partition \( \Lambda^-_M \) into facets corresponding to parabolic subgroups containing \( B \). These parabolics are classified by arbitrary subsets \( J \subset \Delta \). Define \( M_J^- := \{ m \in M : \langle \nu_M(m), \alpha \rangle \geq 0, \forall \alpha \in \} \).
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$\Phi^* \cup \Phi_{J^0}$ and $\Lambda_{\bar{M}, J^0} \subset \Lambda_M$ is its image in $\Lambda_M$. When $F = a$, i.e. $J_F = \emptyset$, we get $P_\emptyset = B$ and $M_0 = M^-$. We obtain a partition

$$\Lambda_M = \bigcup_{J_F \subset \Delta} \Lambda_{\bar{M}, J^0}^-.$$ 

For any $n \in \mathbb{N}$, set $h_{m,F}^b := 1_{K_n K_F}$, when $F = a$, $i_n^b := h_{n,F}^b$ and put $\mathcal{R}_{m,F}^{-b}$ for the ring $\mathbb{Z}[\Lambda_{\bar{M}, J^0}^-]$.

**Lemma 2.5.1.** The map of $\mathbb{Z}$-modules

$$j_{F}^b : \mathcal{R}_{m,F}^{-b} \hookrightarrow \mathcal{H}_{K_F^b}(\mathbb{Z}), \quad m \mapsto h_{m,F}^b$$

is an embedding of rings.

**Proof.** We need to show that for any $m, m' \in \Lambda_{\bar{M}, J^0}^-$, we have

$$h_{m,F}^b * K_{F}^b h_{m', F}^b = h_{m+m',F}^b.$$ 

The function $h_{m,F}^b * K_{F}^b h_{m', F}^b$ is supported on $K_{F}^b m K_{F}^b m' K_{F}^b$, which is equal by 4 - Theorem 2.3.2 to $K_{F}^b m U_{J_F}^+ (L_{F} \cap K_{F}^b) U_{J_F}^- m' K_{F}^b$. By [Bou21a, Lemma 3.6.2], since $m \in M_{F}^-$, we have $m U_{J_F}^+ m' \subset U_{J_F}^+$ and $m' U_{J_F}^- m \subset U_{J_F}^-$. Therefore,

$$h_{m,F}^b * K_{F}^b h_{m', F}^b = s h_{m+m',F}^b,$$

for $s = |m^{-1} K_{F}^b m K_{F}^b \cap m' K_{F}^b m'^{-1} K_{F}^b| K_{F}^b$.

Combining 4 - Theorem 2.3.2 and [Bou21a, Lemma 3.6.2] again, one shows that

$$m^{-1} K_{F}^b m K_{F}^b \cap m' K_{F}^b m'^{-1} K_{F}^b = (m^{-1} U_{J_F}^+ m)(L_{F} \cap K_{F}^b) U_{J_F}^- \cap (m' U_{J_F}^- m') (L_{F} \cap K_{F}^b) U_{J_F}^+ = K_{F}^b.$$ 

This concludes the proof of the lemma. □

**2.6 Section**

The inclusion $K_{F}^b \subset K^b$ induces a surjective map

$$C_c(G/K_{F}^b, \mathbb{Z}) \longrightarrow C_c(G/K^b, \mathbb{Z}), \quad f \mapsto f * K_{F}^b 1_{K^b}.$$ 

The same inclusion induces also natural embeddings

$$C_c(G/K^b, \mathbb{Z}) \hookrightarrow C_c(G/K_{F}^b, \mathbb{Z}), \quad \mathcal{H}_{K_F^b}(\mathbb{Z}) \hookrightarrow \mathcal{H}_{K_F^b}(\mathbb{Z}).$$

The composition of the above maps

$$C_c(G/K^b, \mathbb{Z}) \hookrightarrow C_c(G/K_{F}^b, \mathbb{Z}) \longrightarrow C_c(G/K^b, \mathbb{Z}),$$

is multiplication by $[K^b : K_{F}^b] = [K : K_F]$. We fix a section of the natural projection $\pi_F : G/K_{F}^b \rightarrow G/K^b$, as follows:

$$s_F : G/K^b \xrightarrow{\sim} P_F / (P_F \cap K^b) \longrightarrow G/K_{F}^b,$$

the bijectivity of the first map follows from the Iwasawa decomposition $G = P_F K^b$ [Bou21a, Proposition 2.2.1], while the injectivity of the second map follows from 3 - Theorem 2.3.2. The above map induces a map $C_c(G/K_{F}^b, \mathbb{Z}) \longrightarrow C_c(G/K_{F}^b, \mathbb{Z})$, also denoted by $s_F$ defined on the basis functions by $1_{b K_{F}^b} \mapsto 1_{b K^b}$, for all $b \in P_F$. The map $s_F$, is actually a section of $- *_{K_{F}^b} 1_{K^b} : C_c(G/K_{F}^b, \mathbb{Z}) \rightarrow C_c(G/K^b, \mathbb{Z}).$
We define an "excursion pairing" $R$.

Remark 2.6.1. We have a commutative diagram

$$
\begin{array}{ccc}
G/K^b & \cong & P_\mathcal{F}/(P_\mathcal{F} \cap K^b) \\
\cong & \uparrow & \\
G/K^b & \cong & B/(B \cap K^b)
\end{array}
$$

So we have $s_\mathcal{F} = (- *_{\mathcal{F}} 1_{K^b}) \circ s_a$.

Remark 2.6.2. On the level of the extended building, the injection $G/K^1 \hookrightarrow G/I^1$ induces a $B$-equivariant embedding of the $G$-orbit of $(a_0, 0_{G^1})$ into the $G$-orbit of $a \times 0_{G^1}$.

### 2.7 A $\mathcal{R}_{\mathcal{F}}^{-b}$-action on $\mathbb{Z}[G/K]$.

We define an "excursion pairing"

$$
\mathcal{C}_c(G/K^b, \mathbb{Z}) \times \mathcal{H}_{K^b}(\mathbb{Z}) \longrightarrow \mathcal{C}_c(G/K^b, \mathbb{Z}); \quad (x, f) \longmapsto x \cdot f := \left(s_\mathcal{F}(x) *_{K^b} f\right) *_{K^b} 1_{K^b}.
$$

This is clearly bilinear in both variables.

Lemma 2.7.1 $\mathcal{R}_{\mathcal{F}}^{-b}$ action on $\mathbb{Z}[G/K^b]$. The "excursion pairing" when restricted to $j_\mathcal{F}(\mathcal{R}_{\mathcal{F}}^{-b})$ defines a right action

$$
\mathcal{C}_c(G/K^b, \mathbb{Z}) \times j_\mathcal{F} \mathcal{R}_{\mathcal{F}}^{-b} \longrightarrow \mathcal{C}_c(G/K^b, \mathbb{Z}).
$$

Proof. Let $b \in P_\mathcal{F}$ be any representative of $gK^b$. Combining 4 - Theorem 2.3.2 and [Bou21a, Lemma 3.6.2], we have

$$
K^b = U^+_{j_\mathcal{F}} m K^b_j \text{ and } m U^+_{j_\mathcal{F}} m^{-1} \subseteq U^+_{j_\mathcal{F}} \text{ for all } m \in M^-_\mathcal{F}.
$$

Then, for $x = 1_{pK^b}$ and $f = 1_{K^b m K^b_j}$, we get

$$
x \cdot f = 1_{pU^+_{j_\mathcal{F}} m K^b_j} *_{K^b} 1_{K^b} = \sum_{u \in U^+_{j_\mathcal{F}} / m U^+_{j_\mathcal{F}} m^{-1}} 1_{pK^b}.
$$

Accordingly, for any $m, m' \in \Lambda^-_{M^-, j_\mathcal{F}}$, we then have

$$
(1_{gK^b} \cdot_{\mathcal{F}} h^b_{m, F} \cdot_{\mathcal{F}} h^b_{m', F}) = \left(\sum_{u \in U^+_{j_\mathcal{F}} / U^+_{j_\mathcal{F}} \cap m U^+_{j_\mathcal{F}} m^{-1}} 1_{pK^b}\right) \cdot_{\mathcal{F}} h^b_{m', F} = \left(\sum_{u \in U^+_{j_\mathcal{F}} / m U^+_{j_\mathcal{F}} m^{-1}} 1_{pK^b} *_{K^b} h^b_{m, F} *_{K^b} h^b_{m', F} *_{K^b} 1_{K^b} = (1_{pK^b} *_{K^b} h^b_{m, F} *_{K^b} h^b_{m', F} *_{K^b} 1_{K^b} = (1_{pK^b} *_{K^b} h^b_{m, F} *_{K^b} h^b_{m', F} *_{K^b} 1_{K^b}.
$$

Remark 2.7.2. From now on, for any $m \in M^\mathcal{F}$ we denote $x \cdot_{\mathcal{F}} 1_{K^b m K^b_j}$ simply by $x \cdot_{\mathcal{F}} m$. By Remark 2.6.1, for any $m \in M^\mathcal{F}$ and any $x \in \mathcal{C}_c(G/K^b, \mathbb{Z})$, we have

$$
x \cdot_{\mathcal{F}} m = (s_\mathcal{F}(x) *_{K^b} 1_{K^b m K^b_j}) *_{K^b} 1_{K^b} = (s_a(x) *_{I} 1_{K^b m K^b_j}) *_{K^b} 1_{K^b}.
$$
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But, by [Bou21a, Lemma 3.6.2], we have $K_F m K_F = I m K_F$, for $m \in M_\mathcal{F}$. Therefore,

$$x \cdot m = (s_a (x) * 1_{I m I}) * 1_{K_F} = x \cdot m.$$ 

We can also argue explicitly; we saw that for $x = 1_{p K^\flat} (b \in B)$ and $f = 1_{K_F^\flat m K_F^\flat} (m \in M^-)$, so by Lemma 2.3.3 one shows

$$x \cdot m = \sum_{u \in U_{j_F}^+/m U_{j_F}^{j_F} m^{-1}} 1_{p u m K^\flat} = \sum_{u \in I^+/m I^+ m^{-1}} 1_{p u m K^\flat} = x \cdot m.$$ 

We may then (and will) omit the subscript $\mathcal{F}$, and just write $x \cdot m$ viewing $m$ in $M^-$. In conclusion, we have a commutative diagram

$$\begin{array}{ccc}
\mathcal{C}_c(G/K^\flat, \mathbb{Z}) \times \mathcal{J}_{j_F} & \longrightarrow & \mathcal{R}_{\mathcal{F}}^{-b} \\
\downarrow & & \downarrow \\
\mathcal{C}_c(G/K^\flat, \mathbb{Z}) \times \mathcal{J}_{\hat{b}} & \longrightarrow & \mathcal{C}_c(G/K^\flat, \mathbb{Z}).
\end{array}$$

**Remark 2.7.3.** Recall that [Bou21a, Proposition 3.11.6] gives another interpretation of the parahoric–Hecke algebra $\mathcal{H}_{K_F}^\flat (\mathbb{Z})$, namely:

$$\mathcal{H}_{K_F}^\flat (\mathbb{Z}) \cong \mathbb{Z}[K_F^\flat \backslash G/K^\flat] \cong \text{End}_{\mathbb{Z}[G]}(\mathbb{Z}[G/K^\flat])^{\text{opp}},$$

here, the superscript $\text{opp}$ indicates the opposite ring. When $\mathcal{F} = a_o$, the resulting Hecke algebra is commutative, so we may drop the superscript "opp". We also have an obvious canonical identification $\mathbb{Z}[G/K_F] \simeq \mathcal{C}_c(G/K_F, \mathbb{Z})$, which intertwines the left action of $\text{End}_{\mathbb{Z}[G]}(\mathbb{Z}[G/K_F])$ on $\mathbb{Z}[G/K_F]$ with the right action of $\mathcal{H}_{K_F}^\flat (\mathbb{Z})$ on $\mathcal{C}_c(G/K_F, \mathbb{Z})$. For any $m \in M_\mathcal{F}$, we also write $h_{F,m}^\flat$ (by abuse of notation) for the element in $\text{End}_{\mathbb{Z}[G]}(\mathbb{Z}[G/K_F])$ corresponding to $1_{K_F^\flat m K_F^\flat} \in \mathcal{H}_{K_F}^\flat (\mathbb{Z})$.

Using these identifications, the "excursion pairing" becomes

$$\mathbb{Z}[G/K^\flat] \times (\text{End}_{\mathbb{Z}[G]}(\mathbb{Z}[G/K_F]))^{\text{opp}} \longrightarrow \mathbb{Z}[G/K^\flat]; \quad (x, f) \longmapsto x \cdot f = \pi_F \circ f \circ s_F (x).$$

**Lemma 2.7.4.** The action of $\mathcal{R}_{\mathcal{F}}^{-b}$ on the $\mathbb{Z}$-module $\mathbb{Z}[G/K^\flat] \simeq \mathcal{C}_c(G/K^\flat, \mathbb{Z})$ is faithful.

**Proof.** For any pairwise distinct $m_1, \cdots, m_r \in \Lambda_{M,j_F}^{-\flat}$ and $s_1, \cdots, s_r \in \mathbb{Z}$, we have

$$1_{K_F^\flat} \cdot (\sum_i s_i m_i) = \sum_i s_i 1_{K_F^\flat, m_i K^\flat} = \sum_i s_i 1_{p u m_i K^\flat}.$$ 

But, by [Bou21a, Proposition 3.4.1], we know that $\hat{P} \backslash G/K^\flat \cong \hat{W}^\flat / W_{a_o}^\flat \cong \Lambda^\flat_M$, and so all $1_{p u m_i K^\flat}, m \in \Lambda^\flat_M$ are linearly independent. This shows the lemma.

**Corollary 2.7.5.** The action of $\mathcal{R}_{\mathcal{F}}^{-b}$ on $\mathbb{Z}[G/K^\flat]$ induces an embedding of rings

$$\varphi_{\mathcal{F}}: \mathcal{R}_{\mathcal{F}}^{-b} \longrightarrow \text{End}_{\mathbb{Z}[P_F]}(\mathbb{Z}[G/K^\flat]), \quad m \mapsto \pi_F \circ h_{F,m}^\flat \circ s_{\mathcal{F}}.$$ 

**Proof.** Lemma 2.7.4 shows that we have an embedding of rings $\mathcal{R}_{\mathcal{F}}^{-b} \hookrightarrow \text{End}_{\mathbb{Z}[G/K^\flat]}$. Remark 2.7.3 explicate why $\varphi_{\mathcal{F}}(m) = \pi_F \circ h_{F,m}^\flat \circ s_{\mathcal{F}}$, for any $m \in \Lambda_{M,j_F}^{-\flat}$. The $P_{\mathcal{F}}$-equivariance is a straightforward consequence of the formula

$$1_{p K} \cdot m = \sum_{u \in U_{j_F}^+ / U_{j_F}^+ m U_{j_F}^+ m^{-1}} 1_{p u m K^\flat},$$ 

13
for \( p \in P \) and \( m \in \Lambda_{M,f}^\alpha \).

### 2.8 Definition of \( \mathbb{U}^\alpha \)-operators

**Definition 2.8.1.** Define the ring of \( \mathbb{U}^\alpha \)-operators to be the commutative subring

\[
\varphi_{\mathcal{F}}(\mathcal{R}_{\mathcal{F}}^{-\beta}) \subset \text{End}_{\mathbb{Z}[p_{\mathcal{F}}]}[G/K^\beta].
\]

When \( \mathcal{F} = \mathfrak{a} \), we simply write \( \mathbb{U}^\beta \) and put \( \mathfrak{u}_{m} := \varphi_{\mathcal{F}}(m) \in \mathbb{U}^\beta \), for any \( m \in \Lambda_{M}^{-\beta} \).

**Remark 2.8.2.** (i) Although, \( \text{End}_{\mathbb{Z}[G]}\mathcal{C}_{c}(G/K, \mathbb{Z}) \) and \( \mathbb{U}_{\mathcal{F}} \) are both commutative subrings of \( \text{End}_{\mathbb{Z}[P_{\mathcal{F}}]}\mathcal{C}_{c}(G/K^\beta, \mathbb{Z}) \), they do not commute with each other. (ii) Thanks to Remark 2.7.2, we have a commutative diagram

\[
\begin{array}{ccc}
\mathbb{U}_{\mathcal{F}} & \longrightarrow & \text{End}_{\mathbb{Z}[P_{\mathcal{F}}]}[G/K^\beta] \\
\downarrow & & \downarrow \\
\mathbb{U}^\beta & \longrightarrow & \text{End}_{\mathbb{Z}[G]}[G/K^\beta]
\end{array}
\]

### 2.9 Integral Satake and Bernstein homomorphisms

#### 2.9.1 The Weyl dot-action

We define a twisted action of \( W \) on \( \mathbb{Z}[q^{-1}] \otimes_{\mathbb{Z}} \mathcal{R}^\beta \), is given on basis elements by

\[
\hat{w}(mM^\beta) = w(m)M^\beta \in \Lambda_{M}^\alpha
\]

where \( c(m, w) := \left( \frac{\delta_{B}(w(m))}{\delta_{B}(m)} \right)^{1/2} \) and extended \( \mathbb{Z}[q^{-1}] \)-linearly to \( \mathbb{Z}[q^{-1}] \otimes_{\mathbb{Z}} \mathcal{R}^\beta \).

We write \( \hat{W} \) to specify that we are dealing with the dot-action of \( W \) and not the standard one. The natural projection map \( \mathbb{R}^\beta : \mathcal{R} \rightarrow \mathcal{R}^\beta \) is \( W \)-equivariant, i.e. \( \hat{w}(m)^\beta = \hat{w}(m^\beta) \) for any \( w \in W \) and any \( m \in \Lambda_{M} \).

**Lemma 2.9.1.** If \( m \in M^- \) then \( c(m, w) \in \mathbb{Z}_{\geq 0} \), for any \( w \in W \). Equivalently, \( \hat{w}(\mathcal{R}^{-\beta}) \subset \mathcal{R}^\beta \) for any \( \hat{w} \in \hat{W} \).

**Proof.** This is [Bou21a, Lemma 3.16.3 (ii)].

#### 2.9.2 Universal unramified principal series

Let \( \mathcal{F} \subset \mathcal{A} \) be a facet containing in its closure a special point \( a \). Define the universal unramified principal series \( \mathbb{Z} \)-module \( \mathcal{M}_{K_{\mathcal{F}}^\beta}(\mathbb{Z}) = \mathbb{Z}[M^\beta U^+ \backslash G/K_{\mathcal{F}}] \). It comes with a natural right \( (\text{End}_{\mathbb{Z}[G]}[\mathbb{Z}[G/K_{\mathcal{F}}^\beta]])^{\mathbb{R}^\beta} \)-module structure. This can be seen as the natural right action of \( \mathcal{H}_{K_{\mathcal{F}}}(\mathbb{Z}) \) by convolution with respect to the normalized measure \( \mu_{K_{\mathcal{F}}} \), giving \( K_{\mathcal{F}}^\beta \) volume 1. We write the action of an element \( h \in \text{End}_{\mathbb{Z}[G]}[\mathbb{Z}[G/K_{\mathcal{F}}^\beta]] \) on \( v \in \mathcal{M}_{K_{\mathcal{F}}^\beta}(\mathbb{Z}) \) by \( v^h \).

The family

\[
\{ v_{mw,\mathcal{F}}^\beta : (m, w) \in \Lambda_{M}^\alpha \times (N_{1,a_0}/N_{1,\mathcal{F}}^\beta) \},
\]

forms a \( \mathbb{Z} \)-basis for the \( \mathbb{Z} \)-module \( \mathcal{M}_{K_{\mathcal{F}}^\beta}(\mathbb{Z}) \) [Bou21a, Lemma 4.1.2].

We endow \( \mathcal{M}_{K_{\mathcal{F}}^\beta}(\mathbb{Z}) \) with a left \( \mathcal{R}^\beta \)-action given on \( \mathbb{Z} \)-basis elements by:

\[
m' \cdot v_{mw,\mathcal{F}}^\beta = v_{m'mw,\mathcal{F}}^\beta, \quad \text{for any } m', m \in \Lambda_{M}^\beta \text{ and any } w \in N_{1,a_0}/N_{1,\mathcal{F}}^\beta.
\]

It is clear that the actions of \( (\text{End}_{\mathbb{Z}[G]}[\mathbb{Z}[G/K_{\mathcal{F}}^\beta]])^{\mathbb{R}^\beta} \) and \( \mathcal{R}^\beta \) on \( \mathcal{M}_{K_{\mathcal{F}}^\beta}(\mathbb{Z}) \) commute: \( \mathcal{M}_{K_{\mathcal{F}}^\beta}(\mathbb{Z}) \) is...
an \( (\mathcal{R}^b, (\text{End}_{\mathbb{Z}[G]}(\mathbb{Z}[G/K^b]))^{\text{opp}}) \)-bimodule. The following proposition gives a precise description of the \( \mathcal{R}^b \)-module \( \mathcal{M}_{K^b}(\mathbb{Z}) \).

**Proposition 2.9.2.** The \( \mathcal{R}^b \)-module \( \mathcal{M}_{K^b}(\mathbb{Z}) \) is free of rank \( r_F := |N_{1,ao}/N_{1,F}| \), with basis \( \{ v_{w,F}, w \in D_F \} \) where \( D_F \subset N_{1,ao} \) is any fixed set of representatives for \( N_{1,ao}/N_{1,F} \). In particular, \( \{ v_{w,a}, w \in W_{ao} \} \) is a canonical basis for the \( \mathcal{R}^b \)-module \( \mathcal{M}_P(\mathbb{Z}) \), and \( v_{1,ao} \) is a canonical generator for the \( \mathcal{R}^b \)-module \( \mathcal{M}_{K^b}(\mathbb{Z}) \).

**Proof.** This is a particular case of [Bou21a, Proposition 4.1.4].

**2.9.3 Satake homomorphism**

When \( F = a_o \), Proposition 2.9.2 shows that the \( \mathcal{R}^b \)-module \( \mathcal{M}_{K^b}(\mathbb{Z}) \) is free of rank 1. Accordingly, we have a \( \mathbb{Z} \)-algebra homomorphism

\[
\hat{S}_M^G : (\text{End}_{\mathbb{Z}[G]}(\mathbb{Z}[G/K^b]))^{\text{opp}} \to \mathcal{R}^b.
\]

This is called the twisted Satake transform and is characterized by

\[
(v_{1,F})^h = \hat{S}_M^G(h) \cdot v_{1,F}, \text{ for all } h \in \text{End}_{\mathbb{Z}[G]}(\mathbb{Z}[G/K^b]).
\]

This is actually an embedding of \( \mathbb{Z} \)-algebras and in particular, the algebra \( \text{End}_{\mathbb{Z}[G]}(\mathbb{Z}[G/K^b]) \) is a commutative. The following theorem gives the "integral" Satake isomorphism:

**Theorem 2.9.3.** The twisted Satake homomorphism gives a canonical isomorphism of \( \mathbb{Z} \)-algebras:

\[
\hat{S}_M^G : \text{End}_{\mathbb{Z}[G]}(\mathbb{Z}[G/K^b]) \cong \mathcal{R}^b.
\]

**Proof.** See [Bou21a, Theorem 5.2.1].

**2.9.4 Bernstein homomorphism**

The following proposition shows that (upon extending the coefficients’ ring) the structure of the \( (\text{End}_{\mathbb{Z}[G]}(\mathbb{Z}[G/K^b]))^{\text{opp}} \)-module \( \mathcal{M}_P(\mathbb{Z}) \) is simple. Set \( \mathbb{Z}^q := \mathbb{Z}[q^{-1}] \).

**Proposition 2.9.4.** The following homomorphism of right \( (\text{End}_{\mathbb{Z}[G]}(\mathbb{Z}[G/K^b]))^{opp} \)-modules

\[
h_P : \text{End}_{\mathbb{Z}[G]}(\mathbb{Z}^q[G/P^i]) \to \mathcal{M}_P(\mathbb{Z}^q), \quad h \mapsto (v_{1,a}^i)^h.
\]

is an isomorphism.

**Proof.** This is [Bou21a, Theorem 4.2.3].

In other words, the right \( (\text{End}_{\mathbb{Z}[G]}(\mathbb{Z}^q[G/P^i]))^{opp} \)-module \( \mathcal{M}_P(\mathbb{Z}^q) \) is free of rank 1. Now, we have by definition an embedding

\[
\mathcal{R}^b \hookrightarrow \text{End}_{\text{End}_{\mathbb{Z}[G]}(\mathbb{Z}[G/P^i])}(\mathcal{M}_P(\mathbb{Z}^q)),
\]

Accordingly, given Proposition 2.9.4, one gets an embedding of \( \mathbb{Z}^q \)-algebras:

\[
\hat{\Theta}_m^{\text{Bern}} : \mathcal{R}^b \hookrightarrow \text{End}_{\mathbb{Z}[G]}(\mathbb{Z}^q[G/P^i]), \quad m \mapsto \hat{\Theta}_m^{\text{Bern}},
\]

characterized by the property:

\[
m \cdot v_{1,a}^i = (v_{1,a}^i)^m \hat{\Theta}_m^{\text{Bern}}, \text{ for any } m \in \mathcal{R}^b.
\]

**Lemma 2.9.5.** For any \( m \in \Lambda^b_M \) and any \( m_o \in \Lambda^o_M \) such that \( m + m_o \in \Lambda^+_M \), we have

\[
\hat{\Theta}_m = \hat{\Theta}_{m+m_o} \circ (\hat{\Theta}_{m_o})^{-1} = (\hat{\Theta}_{m_o})^{-1} \circ \hat{\Theta}_{m+m_o} \text{ in } \text{End}_{\mathbb{Z}[G]}(\mathbb{Z}^q[G/P^i]).
\]

In particular, \( \hat{\Theta}_m = \hat{v}_m \) if \( m \in \Lambda^+_M \) and \( \hat{\Theta}_m = (\hat{v}_{-m})^{-1} \) if \( m \in \Lambda^-_M \). Here, \( \hat{v}_m \in \mathcal{H}_P \) denotes also (by abuse of notation) the corresponding operator in \( \text{End}_{\mathbb{Z}[G]}(\mathbb{Z}^q[G/P^i]) \).
4.3.1 In particular, is the restriction of the composition of $\pi$ to the center $Z$ is equivalent to viewing $r$ as a root of $\mathbb{Z}$.

**Remark**. This is [Bou21a, Lemma 5.2.2]. The second claim follows from Theorem 2.9.3.

**Proof.** Let $\pi_a: Z[G/Ko] \rightarrow Z[G/K]$, restricted to the $\pi$-modules morphism $\pi_a: End_{Z[G]}(Z[G/K]) \rightarrow End_{Z[G/K]}(Z[G/K])$. The right hand side arrow, being the natural extension of the projection map $\pi_a: Z[G/Ko] \rightarrow Z[G/K]$. The polynomial $p_{\pi_a}$ of $\mathbb{U}$ with $H_{Ko}(Z)$. The non-commutativity of the $\mathbb{U}$ and the $\mathbb{p}$-special Hecke algebras can be tracked to the fact that although the natural projection map $\pi_a: Z[G/K_o] \rightarrow Z[G/K]$, where $W_m$ denotes the isotropy subgroup of $m$ in $W$. The polynomial $P_m$ is clearly invariant under the dot-action of $W$, i.e $P_m \in \mathbb{Z}$. Remark 2.10.2. Note that by definition $P_m$ is the minimal polynomial annihilating $\mathbb{Z}$. Theorem 2.10.3. For any $u \in \mathbb{U}$, there exists a monic polynomial $Q_u(X) = \sum h_k X^k \in (End_{Z[G]}(Z[G/K]))[X]$.

**Proof.** Let $r \in \mathbb{R}$. By Remark 2.7.2, as far as we are concerned with the excursion pairing, it is equivalent to view $r$ in $\mathbb{R}$. Since $j_{\mathbb{a}}(\mathbb{R}) = j_{\mathbb{b}}(\mathbb{R}) \subset \mathbb{Z}$, by Lemma 2.10.1, there exist a monic polynomial $P_r(X) = \sum h_k X^k \in \mathbb{Z}(\mathbb{R})[X]$ having $u = j_{\mathbb{a}}(r)$ as a root (set $h_n = 1$).
By Theorem 2.9.3 and Lemma 2.9.6, we have $\tilde{h}_k := \pi_a(h_k) = h_k * p_1 K^p \in \mathcal{H}_{K^p}(Z)$. By $B$-equivariance (Corollary 2.7.5), it suffices to show that $\sum_k (1_{K^p} \bullet u^k) *_{K^p} h_k = 0$. We have

$$\sum_k (1_{K^p} \bullet u^k) *_{K^p} h_k = \sum_k (1_{K^p} \bullet u^k) *_{K^p} (h_k * p_1 K)$$

$$= [K^p : I^p]^{-1} \sum_k (1_{K^p} \bullet u^k) *_{I^p} (h_k * p_1 K)$$

$$= [K^p : I^p]^{-1} \sum_k (u^k *_{I^p} 1_{K^p}) *_{I^p} (h_k * p_1 K)$$

$$= [K^p : I^p]^{-1} \sum_k u^k *_{I^p} h_k * p_1 K$$

$$= P_r(u) *_{p_1} 1_K$$

$$= 0 \in C_c(G/K^p, Z).$$

Therefore: $\sum h_k \circ u^k = 0 \in \text{End}_{Z[p_2]} Z[G/K^p]$, with $h_k \in \text{End}_{Z[G]} Z[G/K^p]$. 

2.11 Example $GL_2$

Example 2.11.1. Let us make some verification by hand for $G = GL_{2, Z_p}$. Let $T$ be the diagonal matrices, $B$ the Borel subgroup of upper triangular matrices, $I$ the corresponding Iwahori subgroup $\left\{ \begin{pmatrix} * & * \\ p^m \,* & * \end{pmatrix} \right\} \subset K = G(Z_p)$.

Set $t_{m,n} := \begin{pmatrix} p^m \\ p^n \end{pmatrix}$ and $u_\ell := \begin{pmatrix} 1 & \ell \\ 1 & 1 \end{pmatrix}$ for any $\ell, m, n \in Z_p$. We have $It_{1,0}I = \bigcup_{i \in Z/pZ_p} ut_{1,0}I$ and so $1_{bK} \bullet 1_{It_{1,0}I} = \sum_{a \in Z/pZ_p} 1_{bue_\ell} 1_{K^p}$ for any $b \in B$. Therefore,

$$1_{bK} \bullet 1_{It_{1,0}I} = 1_{bK} * K T_p - 1_{bt_{0,1}K},$$

where, $T_p = 1_{Kt_{1,0}K}$. Accordingly,

$$1_{bK} \bullet 1_{It_{1,0}I}^2 = \left( \sum_{\ell \in Z/pZ_p} 1_{bue_\ell} 1_{K^p} \right) \bullet 1_{It_{1,0}I}$$

$$= \sum_{\ell \in Z/pZ_p} 1_{bue_\ell} 1_{K^p} * K T_p - 1_{bpue_\ell} K$$

$$= (1_{bK} \bullet 1_{It_{1,0}I}) * K T_p - p 1_{bK} * K S_p$$

where, $S_p = 1_{pK} \in \mathcal{H}_K(Z)$. In conclusion, we see that the $\bullet$-action defines an operator $u \in \text{End}_{Z[G]} Z[G/K]$ corresponding to $1_{It_{1,0}I} \in \mathcal{H}_I(Z)$ such that

$$u^2 - T_p \circ u + pS_p = 0,$$

where this time, $T_p, S_p \in \text{End}_{Z[G]} Z[G/K]$ are the Hecke operators corresponding to $t_{1,0}$ and $t_{1,1}$, respectively. Note that $T_p \circ u \neq u \circ T_p$ and $u^2 - u \circ T_p + pS_p \neq 0$.

3. A geometric/combinatorial approach

The goal of this section is to translate the purely group theoretic ring $U^1$ into a more combinatorial fashion, by describing its induced action on the extended building. This will provide a new class of geometric operators on the set of special vertices justifying why $U^1$-operators may be thought of as a conceptual generalization of the successor operators for trees with a marked
To the fixed maximal split torus \( S \) is attached an apartment \( A \) in the reduced building \( B_{red} = B_{red}(G, F) \) and an apartment \( A_{ext} = A \times V_G \) in the extended building \( B_{ext} = B_{ext}(G, F) \). Recall that \( I^1 \) and \( K^1 \) are the \( G \)-fixator of the alcove \( a \subset A \) and the special point \( a_o \in \Xi \), respectively. We refer the reader to [Bou21a, §2] for a reasonably brief exposition of Bruhat–Tits theory and the properties that will be needed in this section.

Since we will be manipulating objects in the reduced and extended buildings, we will be using the subscripts \( \square_{red} \) and \( \square_{ext} \) to distinguish between the two.

### 3.1 Preliminaries

#### Definition 3.1.1

An element \( g \in G \) is said to be strongly type-preserving if: For each triplet \( (F, A_{ext}' \cup, w) \), where \( F \) is a facet contained in an apartment \( A_{ext}' \cup \) and \( w \in W'_{aff} \), for which

\[
(i) \; g \cdot F \subseteq A_{ext}' \cup \quad \text{and} \\
(ii) \; (w \circ g) \cdot F = F,
\]

then the element \( w \circ g \) fixes pointwise the closure \( \overline{F} \). Set \( G_{tp} \) for the set of strongly type-preserving elements in \( G \). A subgroup \( H \subset G_{tp} \) of strongly type-preserving elements is said to be strongly transitive if it acts transitively on all pairs \((a' \times V_G, A_{ext}')\), where \( A_{ext}' \cup \subset B_{ext} \) is an apartment and \( a' \times V_G \subset A_{ext}' \cup \) is an alcove.

For more on these types of automorphisms on buildings we refer to [Rou09].

#### Proposition 3.1.2

The subgroup \( G_{tp} \) of strongly type preserving elements of \( B_{ext} \) is equal to \( G_1 = \ker \kappa_G \) and its action on \( B_{ext} \) is also strongly transitive.

**Proof.** The subgroup of \( G \) consisting of strongly type preserving automorphisms of \( B_{ext} \) is the group generated by \( \nu^{-1}_N(W_{aff}) \) and the root groups \( U_\alpha \) for \( \alpha \in \Phi \) (see for example [Rou09, 11.10]), which is equal to the subgroup \( G_1 = \ker \kappa_G \). Finally, \( G_1 \) is indeed strongly transitive on \( B_{ext} \) as shown in [BT72, Corollaire 2.2.6]. \( \square \)

#### Remark 3.1.3

The action of \( G \) on \( B_{ext} \) is strongly transitive but non type-preserving in general. One may think of \( G_1 \mid B_{ext} \) as the ”universal closed alcove” on which \( G \big/ G_1 \cong N \big/ N_1 \) acts faithfully: it is a (commutative) group of automorphisms of the universal closed alcove, with a translation part, given by \( \nu_G \) and a ”rotational part”, finite, given by the torsion subgroup \( G^1 \big/ G_1 \).

### 3.2 Iwahori subgroups and retractions

#### Lemma 3.2.1

(i) For any minimal facet \( \{a\} \times V_G \in B_{ext} \), there is an apartment \( A_{ext,a} \subset B_{ext} \) containing \( a \times V_G \) and \( a \times V_G \), along, then, with the whole facet of \( a \). (ii) There is a unique isometry \( \phi: A_{ext,a} \to A_{ext} \) fixing \( \Xi \times V_G \). (iii) The image \( \phi(a) \) does not depend on the choice of \( A_{ext,a} \). Denote this image by \( r_{A_{ext,a}}(a) \).

**Proof.** (i) See [BT72, 7.4.18].

(ii) (Existence) By Proposition 3.1.2, there exists \( g \in G \) sending the pair \( (A_{ext,a}, a \times V_G) \) to \( (A_{ext}, a \times V_G) \) and fixing pointwise \( \Xi \times V_G \).

(Unique) If \( \phi: A_{ext,a} \to A_{ext} \) is a second isomorphism, then \( \phi \circ g^{-1} \) is an isometric automorphism of \( A_{ext} \) fixing \( \Xi \times V_G \), but any automorphism of \( B_{ext} \) that fixes a chamber is the identity. Moreover, being an isometry, \( \phi \) fixes \( \Xi \times V_G \) if and only if it fixes the whole intersection \( A_{ext} \cap A_{ext,a} \).
(iii) Let $A'_{ext,a}$ be another apartment containing $a \times V_G$ and $a$. Consider the following (possibly non-commutative) diagram

$$
\begin{array}{ccc}
A_{ext,a} & \xrightarrow{\phi} & A_{ext} \\
\downarrow{\phi''} & \downarrow{\phi'} & \\
A'_{ext,a} & \xrightarrow{\phi''} & A_{ext,a}
\end{array}
$$

where all maps are (unique) isomorphism fixing $\bar{\pi} \times V_G$. The uniqueness of (i) implies that $\phi = \phi' \circ \phi''$, hence, the above diagram is commutative. In addition, the map $\phi''$ being an isometry, must fix $a \in A_{ext,a} \cap A'_{ext,a}$ for all $v \in V_G$. Hence $\phi(a) = \phi' \circ \phi''(a) = \phi'(a)$. This proves that $\phi(a)$ does not depend on the chosen $A_{ext,a}$.

**Remark 3.2.2.** By the above lemma, for any point $(a \times v) \subset A \times V_G = A_{ext}$ contained in some apartment $A_{ext,a}$ that also contains $a \times V_G$, there is a unique isomorphism $\phi: A_{ext,a} \rightarrow A_{ext}$ fixing $\bar{\pi} \times V_G$. In particular $\phi$ fixes the component $V_G$, thus

$$r_{A_{ext,a}}((a, v)) = (r_{A,a}(a), v),$$

for some retraction map $r_{A,a}: B_{red} \rightarrow A$ for the reduced building.

**Definition 3.2.3.** The map $r_{A_{ext,a}}: B_{ext} \rightarrow A_{ext}$ (resp. $r_{A,a}$) defined by lemma 3.2.1 is called the retraction onto $A_{ext}$ based at $a \times V_G$, (resp. $A$ based at $a$).

In the following lemma, we interpret the retraction $r_{A_{ext,a}}$ using the Iwahori subgroup.

**Lemma 3.2.4.** For any $(a, v) \in A_{ext}$,

$$r^{-1}_{A_{ext,a}}((a, v)) = I^1 \cdot (a, v) = I \cdot (a, v).$$

The fibers of the retraction $r_{A_{ext,a}}$ are exactly the $I^1$-orbits on $B_{ext}$.

**Remark 3.2.5.** Using Remark 3.2.2, we see that for any $(a, v) \in A_{ext}$ where $a \in A$ and $v \in V_G$, we have $r_{A,a}^{-1}(a) = I \cdot a = I^1 \cdot a$ since $I \subset I^1 \subset G^1 = \ker v_G$.

**Proof.** Let $a$ be any point in the apartment $A$, $a' \in B_{red}$ such that $r_{A,a}(a') = a$. According to Proposition 3.1.2, the subgroup $G_1$ has a strongly transitive action on $B_{ext}$, thus also on $B_{red}$. Hence there exists $g \in G_1$ that sends the ordered pair $(a', a)$ to the pair $(a, a)$. In particular $g \cdot a = a$, but since $G_1$ is strongly type-preserving it must fix pointwise $a$, hence $g \in I$.

The isomorphism $\phi_{g^{-1}}: g \cdot A_{ext} \rightarrow A_{ext}$ fixes the alcove $a \times V_G$. Thus, by lemma 3.2.1, we have

$$(a, v) = (\phi_{g^{-1}}(a'), v) = r_{A_{ext,a}}((a', v)), \quad \forall v \in V_G.$$ 

Conversely, any $(a', v) = g \cdot (a, v)$ clearly retracts to $(r_{A,a}(a), v) = r_{A_{ext,a}}(a, v)$. Thus $r_{A,a}^{-1}(a) = I \cdot a$ and $r_{A_{ext,a}}^{-1}(a, v) = I \cdot (a, v)$, for any $v \in V_G$. Finally, the equality $I \cdot (a, v) = I^1 \cdot (a, v)$ follows from $I^1 = M^1 I$.

The following figure describes the case of a tree (e.g., the $SL_2$ or $U(3)$ case). The blue vertices in the closure of a green (resp. a magenta) alcove are all in the same $I$-orbit.
3.3 Geometric \( \mathbb{U} \)-operators

Set \( A^\circ_{\text{ext}} := M \cdot (a_0, 0_{V_G}) = \{ a_m := (a_0 + \nu_M(m), \nu_G(m)) : \forall m \in M \} \subset A_{\text{ext}} \) and \( B^\circ_{\text{ext}} := G \cdot (a_0, 0_{V_G}) \).

We define an "excursion pairing"

\[
M \times \mathbb{Z}[A^\circ_{\text{ext}}] \longrightarrow \mathbb{Z}[B^\circ_{\text{ext}}], \quad (m, a_{m'}) \longmapsto U_m a_{m'}
\]

where \( U_m a_{m'} \) is defined to be the formal sum of vertices appearing in the fiber

\[
r^{-1}_{A_{\text{ext}}, m \cdot a_{m'}}(m \cdot a_{m'}) = r^{-1}_{A_{\text{ext}}, m' \cdot a}(m'm').
\]

**Lemma 3.3.1.** Let \( m \in M^- \) and \( m' \in M \). We have

\[
U_m a_{m'} = m' \cdot U_m a_1.
\]

In other words, the operator \( U_m \) is \( M \)-invariant and in particular; the restriction of the above pairing to the semigroup \( M^- \) defines a left action \( M^- \times \mathbb{Z}[A^\circ_{\text{ext}}] \longrightarrow \mathbb{Z}[B^\circ_{\text{ext}}] \).

**Proof.** By Lemma 3.2.4, we have

\[
U_m a_{m'} = I_{m' \cdot a} \cdot a_{mm'}
\]

\[
= m' Im^{-1} mm' \cdot (a_0, 0_{V_G}) \quad (1)
\]

\[
\equiv m' Im \cdot (a_0, v) \quad (2)
\]

\[
\equiv m' I^+ m \cdot (a_0, 0_{V_G}) \quad \text{[Bou21a, Lemma 3.6.2].}
\]

For (1), although \( m, m' \) may not commute as elements of \( M \), they do commute modulo \( M_1 \subset I \subset I^1 \), which shows \( m^{-1} mm' K = mK \). The line (2) requires \( m \in M^- \), which guarantees \( I^+ \cap mK^1 m^{-1} = mI^+ m^{-1} \). Hence,

\[
U_m a_{m'} = m' \sum_{i \in I^+ / mI^+ m^{-1}} i \cdot a_m.
\]

Note that the summation above is by definition \( U_m a_1 \).

Now, we extend the action of \( U_m \) to the set \( B^\circ_{\text{ext}} = B \cdot (a_0, 0_{V_G}) \), this equality follows from \( G = BK \) (Theorem 2.2.1).
**The ring of U-operators: Definitions and Integrality**

**Lemma 3.3.2.** For each $g \in G$, set $a_g := g \cdot (a_o, 0_{V_G})^2$. The intersection

$$\mathcal{A}_{ext}^o \cap U^+ \cdot a_g$$

consists of a single\(^2\) vertex $\{a_{m_g}\}$ for some $m_g \in M$, unique modulo $M^1$.

*Proof.* The intersection is nonempty by the decomposition $G = U^+MK$. Suppose that there exist two $m, m' \in M$ such that $U^+a_m = U^+a_{m'}$. Let $u \in U^+$ such that $u \cdot a_m = a_{m'}$, i.e. $u \cdot a_m = m/m^{-1} \cdot a_m$, hence $mm'^{-1}u \in P_{a_m}$, using the decomposition (see [Bou21a, Proposition 2.4.5 and Proposition 2.6.3])

$$P_{\{m-a_o\}} = N_{\{m-a_o\}}U_{\{m-a_o\}} = N_{\{m-a_o\}}U_{\{m-a_o\}}^+U^+ = N_{\{m-a_o\}}U_{\{m-a_o\}}^+.$$  

Write $(mm'^{-1})u = nuu_+$ for some $n \in N_{\{m-a_o\}}$ and $u_+ \in U_{\{m-a_o\}}^+$. But $N \cap U^+U^- = \{1\}$ [BT65, 5.15], hence

$$mm'^{-1} = n \in N_{\{m-a_o\}} \text{ and } u = u_+ \in U_{\{m-a_o\}}^+,$$

and so $a_{m'} = ua_m = a_m$. This proves the lemma.

An alternative argument: For each $u \in U^+$, the restriction of the action of $u^{-1}$ to $u \cdot \mathcal{A}_{ext}$ is the unique isomorphism (uniqueness resembles the proof of Lemma 3.2.1) mapping $u \cdot \mathcal{A}_{ext}$ to $\mathcal{A}_{ext}$ and fixing their intersection pointwise. In particular, it fixes $a_{m'} = u \cdot a_m \in u \cdot \mathcal{A}_{ext} \cap \mathcal{A}_{ext}$, thus $a_m = a_{m'}$.

**Lemma 3.3.3.** Let $m \in M^-$, $g \in G$ and $u_g \in U^+$ verifying $a_g = u_ga_{m_g}$. Define

$$U_m a_g := u_g \cdot U_m a_{m_g} \in Z[B_{ext}^o].$$

This definition does not depend on the chosen $u_g \in U^+$.

*Proof.* By Lemma 3.3.1, we have $U_m a_g = u_g m_g \cdot U_m a_1$. Let $u \in U^+$ be another element such that $a_g = um_g \cdot (a_o, 0_{V_G})$. Therefore, by [Bou21a, Proposition 2.4.5 and 2.6.3]

$$m_g^{-1}u^{-1}um_g \in P_{\{a_o\}} \cap G^1 \cap U^+ = U_{a_o} = I^+.$$  

But $U_m(a_o, 0_{V_G}) = I \cdot a_m$, hence $U_m a_g = u_g m_g \cdot U_m(a_o, 0_{V_G}) = um_g \cdot U_m(a_o, 0_{V_G})$.

**Corollary 3.3.4.** For any $m \in M^-$, we have

$$U_m \in \text{End}_{Z[B]}Z[B_{ext}^o].$$

*Proof.* This is a straightforward consequence of Lemmas 3.3.1 and 3.3.3.

**Remark 3.3.5.** By definition, the map $M^- \to \text{End}_{Z[B]}Z[B_{ext}^o]$, $m \mapsto U_m$ factorizes through the quotient $\Lambda_{M^-}^{-1} := M^-/M^1 \subset \Lambda_M/(\Lambda_M)_{\text{tor}}$.

**Lemma 3.3.6.** For any $m, m' \in \Lambda_{M^-}^{-1}$, we have

$$U_m \circ U_{m'} = U_{m+m'}.$$  

In particular, the operators $U_m$ and $U_{m'}$ commute.

---

\(^2\)This is compatible with our previous notation $a_m = m \cdot (a_o, 0_{V_G})$ for $m \in M$.

\(^3\)Actually, the extended apartment $\mathcal{A}_{ext}$ is a fundamental domain for the action of $U^+$ on $B_{ext}$.
Proof. Here we will abuse notation and use the same letter for a class in $\Lambda_M^{-1}$ and a representative for it in $M$.

Recall that the Iwasawa decomposition $G = BK$ yields $\mathcal{B}_{ext}^c = B \cdot (a_o,0_{V_G})$. Thus, by the $B$-equivariance of the operators $U_m$ and $U_{m'}$, it suffices to verify $U_m \circ U_{m'}a_1 = U_{m+m'}a_1$ for $m,m' \in \Lambda_M^{-1}$. We thus have

$$U_m \circ U_{m'}a_1 = U_m \sum_{i' \in I^+/m' I^+ m'^{-1}} i' \cdot (a_o,0_{V_G})$$

$$= \sum_{i' \in I^+/m' I^+ m'^{-1}} i' \cdot U_m (a_o,0_{V_G}) \quad \text{(B-equivariance)}$$

$$= \sum_{i' \in I^+/m' I^+ m'^{-1}} \sum_{i \in I^+/m I^+ m^{-1}} i' \cdot (a_o,0_{V_G})$$

Since $m,m'$ are chosen in $M^-$, we have

$$m' I^+ m'^{-1} m'^{-1} I^+ m^{-1} m I^+ m^{-1}$$

and if $\mathcal{R}, \mathcal{R}' \subset I^+$ is a set of representatives for $I^+/m I^+ m^{-1}$ resp. $I^+/m' I^+ m'^{-1}$, then

$$\mathcal{R}'' = \{ i' \cdot m'^{-1} : i' \in \mathcal{R}' \text{ and } i \in \mathcal{R} \}$$

is a set of representatives for $I^+/m' I^+ m'^{-1}$. Therefore,

$$U_m \circ U_{m'}a_1 = \sum_{i'' \in \mathcal{R}''} i'' \cdot a_{m+m'} = U_{m+m'}a_1 \square$$

Remark 3.3.7. Note that the definition of the above operators $\{ U_m : m \in \Lambda_M^{-1} \}$ is independent from the alcove $a$ and the special point $a_o$. Actually, such operators should be imagined (could be defined in the first place) as "successor" operators with respect to the point corresponding to $B$ in the building at infinity.

Definition 3.3.8. Define $\mathcal{U} \subset \text{End}_{\mathbb{Z}[B]} \mathbb{Z}[\mathcal{B}_{ext}^c]$ to be the ring generated by the operators $\{ U_m : m \in \Lambda_M^{-1} \}$.

Corollary 3.3.9. The following map is a natural isomorphism of rings

$$\mathcal{R}_a^{-1} = \mathbb{Z}[\Lambda_M^{-1}] \overset{\simeq}{\longrightarrow} \mathcal{U}, \quad m \longmapsto U_m.$$  

Proof. We claim that the kernel of the map $M^- \longrightarrow \mathcal{U}$ given by $m \mapsto U_m$ is precisely $M^1$. Indeed, we have:

(i) The only points of the apartment where the alcove based retraction $r_{A_{ext},a}$ has trivial fiber (i.e. reduced to the point itself) is the closure of the alcove $a$ and this is true by Lemma 3.2.4.

(ii) The closure of the alcove $a \times V_G$ contains a single point of $M^- \cdot (a_o,0_{V_G})$, namely $(a_o,0_{V_G})$ itself. Indeed, as in [Bou21a, Example 2.4.6] we know that

$$\varpi = \{ a \in A_{red}(G,S) : 0 \leq \alpha(a-a_o) \leq n^{-1} \alpha \text{ for all } \alpha \in \Phi_{red}^+ \}.$$  

But $M^- = \{ m \in M : \alpha(a+u)+a_o \leq 0, \forall \alpha \in \Phi_{red}^+ \}$, thus $\varpi \cap (M^- \cdot (a_o,0_{V_G})) = \{(a_o,0_{V_G})\}$.

In conclusion, the above claim together with Lemma 3.3.6 show the corollary. \square

Lemma 3.3.10. The geometric action of $\mathcal{U}$ on $\mathbb{Z}[\mathcal{B}_{ext}^c]$ is faithful.
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Proof. This is morally similar to the proof of Lemma 2.7.4. Let $m_1, \cdots, m_r \in \Lambda_M^{-1}$ distinct and $s_1, \cdots, s_r \in \mathbb{Z}$. We then have $K^1 \cdot \sum_i s_i U_{m_i} a_1 = \sum_i s_i (K^1 m_i K^1) \cdot a_1$. Hence, if $K^1 \cdot \sum_i s_i U_{m_i} a_1 = a_1$, then by Cartan decomposition ([Bou21a, Proposition 3.4.3]), one must have $s_1 = 1$ if $m_i = 1 \in \Lambda_M$ and $s_i = 0$ otherwise. 

Combining Lemmas 3.3.4, 3.3.6 and 3.3.10 we get a natural embedding of rings

\[ U \hookrightarrow \text{End}_{\mathbb{Z}[B]} \mathbb{Z}[\mathcal{B}_{\text{ext}}^0]. \]

Theorem 3.3.11. The subring $\mathcal{U} \subset \text{End}_{\mathbb{Z}[B]} \mathbb{Z}[\mathcal{B}_{\text{ext}}^0]$ is integral over $\text{End}_{\mathbb{Z}[G]} \mathbb{Z}[\mathcal{B}_{\text{ext}}^0]$.

Proof. We have by definition $G/K^1 \simeq \mathcal{B}_{\text{ext}}^0$.

Thanks to Corollary 3.3.9, we have a canonical isomorphism of rings

\[ \mathbb{U}^1 \cong \mathcal{U} \]

given on basis elements by $h_{m,a}^1 \mapsto U_m$ for all $m \in \Lambda_M^{-1}$. This identification between $\mathbb{U}^1$ and $\mathcal{U}$ is compatible with their respective actions on $\mathbb{Z}[G/K^1]$ and $\mathbb{Z}[\mathcal{B}_{\text{ext}}^0]$. Indeed, for any $m \in \Lambda_M^{-1}$ we have

\[ U_m a_o = \sum_{i \in I^1/m^{1+1/m}^{-1}} i \cdot a_m \quad \text{and} \quad 1_{K^1} \circ h_{m,a}^1 = \sum_{i \in I^1/m^{1+1/m}^{-1}} 1_{imK^1}. \]

Therefore, the $G$-equivariant isomorphism $\mathbb{Z}[G/K^1] \rightarrow \mathbb{Z}[\mathcal{B}_{\text{ext}}^0]$ yields an isomorphism of rings

\[ \text{End}_{\mathbb{Z}[B]} \mathbb{Z}[G/K^1] \cong \text{End}_{\mathbb{Z}[B]} \mathbb{Z}[\mathcal{B}_{\text{ext}}^0], \]

which identifies $\mathbb{U}^1$ with $\mathcal{U}$ and $\text{End}_{\mathbb{Z}[G]} \mathbb{Z}[G/K^1]$ with $\text{End}_{\mathbb{Z}[G]} \mathbb{Z}[\mathcal{B}_{\text{ext}}^0]$. Accordingly, the integrality of $\mathbb{U}^1$ over $\text{End}_{\mathbb{Z}[G]} \mathbb{Z}[G/K^1]$ (Theorem 2.10.3) is equivalent to the integrality of $\mathcal{U}$ over $\text{End}_{\mathbb{Z}[G]} \mathbb{Z}[\mathcal{B}_{\text{ext}}^0]$.

4. Filtrations and $\mathcal{U}$-operators

In this subsection we will present yet another alternative point of view for the geometric operators ring $\mathcal{U}$. The main goal here is Theorem 4.3.1, which answers a question suggested by C. Cornut.

4.1 Definition

Set $\mathcal{F} = \mathcal{F}(G)$ to be the set of all $\mathbb{R}$-filtrations on $G = \mathbf{G}(F)$ [Cor20, page 77], this is the vectorial Tits building $\mathcal{F}$ [Cor20, Chapter 4]. By [Cor20, §6.2], the extended Bruhat–Tits building $\mathcal{B}_{\text{ext}} = \mathcal{B}(G, F)_{\text{ext}}$ is an affine $\mathcal{F}$-space [Cor20, §5.2.1.], in particular there is a $G$-equivariant right "action" of the vectorial Tits building $\mathcal{F}$ on $\mathcal{B}_{\text{ext}}$.

\[ \mathcal{B}_{\text{ext}} \times \mathcal{F} \rightarrow \mathcal{B}_{\text{ext}} \quad (a, \mathcal{F}) \mapsto a + \mathcal{F}. \]

Define $\alpha_\mathcal{F}(a) = a + \mathcal{F}$ and let $\mathcal{F}^0$ be the subset of all filtrations $\mathcal{F} \in \mathcal{F}$ such that $\alpha_\mathcal{F}(\mathcal{B}_{\text{ext}}^0) = \mathcal{B}_{\text{ext}}^0$. Thus we get a right "action":

\[ \mathcal{B}_{\text{ext}}^0 \times \mathcal{F}^0 \rightarrow \mathcal{B}_{\text{ext}}^0 \quad (a, \mathcal{F}) \mapsto \alpha_\mathcal{F}(a) = a + \mathcal{F}. \]

Example 4.1.1. [Cor20, §6.1] Let $V \neq 0$ be a $F$-vector space of dimension $n \in \mathbb{N}$ and $G = \text{GL}(V)$. Set

\[ \text{S}(V) := \{ S \subset \mathbb{P}^1(V)(F) : V = \bigoplus_{L \in S} L \}, \]

\[ \mathcal{F}(V) := \{ \text{R-filtrations on } V \}. \]
Since $F$ is locally compact, any $F$-norm on $V$ is splittable by $S \in S(V)$, that is

$$
\forall v \in V: \quad \alpha(v) = \max \{\alpha(v_L): L \in S\}, \text{ where } v = \sum_{L \in S} v_L, v_L \in L.
$$

The extended building $B(GL(V), F)_{ext}$ identifies naturally with $B(V)$; the set of all splittable (by some $S \in S(V)$) $F$-norms on $V$. The group $G$ acts on $B(V)$ by $(g \cdot \alpha)(v) = \alpha(g^{-1}v)$, for any $g \in G$ and any splittable $F$-norm $\alpha$ on $V$. The action of $\mathbf{F}(G) \simeq \mathbf{F}(V)$ on $B(V)$ is described as follows: For any $\mathcal{F} \in \mathbf{F}(V)$ and $\alpha \in B(V)$, there exists $S \in S(V)$ such that $\alpha$ is splittable by $S$ and $\mathcal{F} \in \mathbf{F}(S)$, the action is then given by

$$(\alpha + \mathcal{F})(v) = \max \left\{ q^{-\mathcal{F}(L)} \alpha(v_L): L \in S \right\}.$$

**Definition 4.1.2.** Define

$$
\beta_{\mathcal{F}}(b) = \sum_{\alpha_{\mathcal{F}}(a) = b} a.
$$

Let $P_{\mathcal{F}}$ be the stabilizer of $\mathcal{F}$ in $G$, this is the group of $F$-points of a parabolic subgroup of $G$ [Cor20, §2.2.8]. Then by $G$-equivariance we see that

$$
\alpha_{\mathcal{F}}, \beta_{\mathcal{F}} \in \text{End}_{P_{\mathcal{F}}}(\mathbb{Z}[\mathcal{B}^0_{ext}]).
$$

Set $\mathbf{F}^0(B) = \{\mathcal{F} \in \mathbf{F}^0: B \subset P_{\mathcal{F}}\}$, then

**Lemma 4.1.3.** For any $\mathcal{F}, \mathcal{G}$ in $\mathbf{F}^0(B)$, we have

$$
\alpha_{\mathcal{F}} \circ \alpha_{\mathcal{G}} = \alpha_{\mathcal{G}} \circ \alpha_{\mathcal{F}} \text{ and } \beta_{\mathcal{F}} \circ \beta_{\mathcal{G}} = \beta_{\mathcal{G}} \circ \beta_{\mathcal{F}} \text{ in } \text{End}_{\mathbb{Z}[B]}(\mathbb{Z}[\mathcal{B}^0_{ext}]).
$$

**Proof.** The first commutativity rule results from the condition AC [Cor20, §5.2.5], this condition ensures that for any $a \in \mathcal{B}^0_{ext}$

$$
\alpha_{\mathcal{G}} \circ \alpha_{\mathcal{F}}(a) = (a + \mathcal{F}) + \mathcal{G} = a + (\mathcal{F} + \mathcal{G}) = (a + \mathcal{G}) + \mathcal{F} = \alpha_{\mathcal{F}} \circ \alpha_{\mathcal{G}}(a).
$$

The same condition loc. cit also yields

$$
\beta_{\mathcal{F}} \circ \beta_{\mathcal{G}}(b) = \beta_{\mathcal{F}} \left( \sum_{\alpha_{\mathcal{G}}(a) = b} a \right) = \sum_{\alpha_{\mathcal{G}}(a) = b} \sum_{\alpha_{\mathcal{F}}(c) = a} c = \sum_{\alpha_{\mathcal{G} + \mathcal{F}}(c) = b} c = \sum_{\alpha_{\mathcal{F} + \mathcal{G}}(c) = b} c = \beta_{\mathcal{G}} \circ \beta_{\mathcal{F}}(b). \quad \square
$$

**4.2 Formula**

**Lemma 4.2.1.** Let $\mathcal{F} \in \mathbf{F}^0$, $b \in \mathcal{B}^0_{ext}$ and fix $a \in \mathcal{B}^0_{ext}$ such that $\alpha_{\mathcal{F}}(a) = b$, then

$$
\beta_{\mathcal{F}}(b) = \sum_{h} ha, \quad h \in U_{\mathcal{F}} \cap \text{Stab}(b) / U_{\mathcal{F}} \cap \text{Stab}(a).
$$
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Proof. For $x \in B_{\text{ext}}$ and $F \in F^\circ$, we may consider the geodesic ray [Cor20, §5.2.11]

$$R_+ \rightarrow B_{\text{ext}}, \ t \mapsto x + tF.$$  

Since we are working over a complete field, any geodesic ray is standard meaning it is contained in some apartment [Cor20, 6.2.8]. Thus, for any $a' \in \alpha^{-1}(b)$, there are apartments $\mathcal{A}$ and $\mathcal{A}'$ containing respectively $\{a + tF, t \geq 0\}$ and $\{a' + tF, t \geq 0\}$.

Suppose that $a + F = a' + F = b \in \mathcal{A} \cap \mathcal{A}'$ and extend the half lines $a + tF$ and $a' + tF$ to geodesic lines $L$ and $L'$, given by $b + tG$ and $b + tG'$, for $G$ and $G'$ opposed to $F$. There exists a $u$ in $U_F$ (the unipotent radical of $P_F$) mapping $G$ to $G'$. It also fixes $a + tF = b + (t - 1)F = a' + tF$ for $t \gg 0$. It follows that $u$ maps $L$ to $L'$ and fixes their intersection $^4$, which contains $b + tF$ for all $t \gg 0$. It then maps $a = b + G$ to $a' = b + G'$. This proves the lemma.

4.3 Comparison with $U$

The extended standard apartment $\mathcal{A}(G, S)_{\text{ext}}$ attached to $S$ is an affine space over the real vector space $X_*(S) \otimes \mathbb{R}$ and $m \in M$ acts on it by translation $\nu_M(m)$ (See [Bon21a, §2.2]. Likewise, the vector space $X_*(S) \otimes \mathbb{Z}$ is canonically isomorphic to the apartment $F(S)$ of $F$ corresponding to $S$ [Cor20, Definition 9 and §4.1.13]. Using this identification, for each $m \in M^-$ set $F_m \in F(S) \subset F$ for the filtration corresponding $^5$ to $-\nu_M(m) \in X_*(S) \otimes \mathbb{Z}$. Then

$$\alpha_{F_m}, \beta_{F_m} \in \text{End}_F[F \otimes [B^\circ_{\text{ext}}]].$$

Theorem 4.3.1. Let $m \in M^-$, then we have

$$\beta_{F_m} = U_m \text{ in } \text{End}_F[F \otimes [B^\circ_{\text{ext}}]].$$

Proof. Let $K^1$ be the stabilizer of the distinguished base point $(a_o, 0_{V^1_G}) \in B_{\text{ext}}^\circ$. This is the open compact subgroup

$$K^1 = P_{a_o} \cap \ker \nu_G = P_{a_o} \cap G^1.$$

It is also the group of elements $g \in P_{a_o}$ such that $\kappa_G(g)$ is torsion, hence $K$ has finite index in $K^1$.

By the formula of Lemma 4.2.1 and Lemma 2.3.3, we have

$$\beta_{F_m}(a_1) = \sum_{h \in U_{F_m} \cap K^1 / U_{F_m} \cap mK^1 m^{-1}} hma_1 = \sum_{h \in I^+ / mI^+ m^{-1}} hma_o.$$

Therefore, this shows by $B$-equivariance that $\beta_{F_m} = U_m$.

References

AB03 S Ahlgren and M Boylan, Arithmetic properties of the partition function, Inventiones mathematicae (2003), no. 153, 487–502.

AO05 S Ahlgren and K Ono, Arithmetic of singular moduli and class polynomials, Compositio Mathematica 141 (2005), no. 2, 293–312.

---

$^4$One may be surprised by the fact that any $u$ mapping $G$ to $G'$ fixes $b$. This is because $G$ and $G'$ are not merely "opposed to $F$" in the building at infinity, they are actually and by construction, "opposed to $F$ at $b'$, i.e. $b + tG$ and $b + tF (t \geq 0)$ make a $\pi$-angle at $b$.

$^5$We want $m \cdot a_1 + F_m = a_1$, i.e. $a_1 + \nu(m) + F_m = a_1 = (a_o, 0_{V^1_G})$ in the apartment $A_{\text{ext}} = A_{\text{ext}}(S)$, so we want $\nu(m) + F_m = 0$, i.e. $F_m$ is opposed to $\nu(m)$. Alternatively: $F_m$ corresponds to $m^{-1}$, which is in $M^+$. 

25
The ring of $U$-operators: Definitions and Integrality

Urb11  E Urban, Eigenvarieties for reductive groups, Ann. of Math. (2) 174 (2011), no. 3, 1685–1784.
Zha01  S W Zhang, Heights of Heegner points on Shimura curves, Ann. of Math (2001), no. 152, 27–147.

Reda Boumasmoud reda.boumasmoud@imj-prg.fr & reda.boumasmoud@gmail.com
Institut de Mathématiques de Jussieu-Paris Rive Gauche (IMJ-PRG), Sorbonne Université and Université de Paris, CNRS, F-75006 Paris, France.