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Abstract—Transformers have greatly advanced the state-of-the-art in Natural Language Processing (NLP) in recent years, but present very large computation and storage requirements. We observe that the design process of Transformers (pre-train a foundation model on a large dataset in a self-supervised manner, and subsequently fine-tune it for different downstream tasks) leads to task-specific models that are highly over-parameterized, adversely impacting both accuracy and inference efficiency. We propose AxFormer, a systematic framework that applies accuracy-driven approximations to create optimized transformer models for a given downstream task. AxFormer combines two key optimizations — accuracy-driven pruning and selective hard attention. Accuracy-driven pruning identifies and removes parts of the fine-tuned transformer that hinder performance on the given downstream task. Sparse hard-attention optimizes attention blocks in selected layers by eliminating irrelevant word aggregations, thereby helping the model focus only on the relevant parts of the input. In effect, AxFormer leads to models that are more accurate, while also being faster and smaller. Our experiments on GLUE and SQUAD tasks show that AxFormer models are up to 4.5% more accurate, while also being up to 2.5× faster and up to 3.2× smaller than conventional fine-tuned models. In addition, we demonstrate that AxFormer can be combined with previous efforts such as distillation or quantization to achieve further efficiency gains. Code is available at https://github.com/amrnag/Specialized-Transformers.

I. INTRODUCTION

Transformer models [2, 15, 1] have revolutionized the field of Natural Language Processing (NLP), greatly advancing the state-of-the-art in many NLP tasks. Models that achieve good performance on these tasks are of high practical significance, finding their place in commercial applications such as social media monitoring (sentiment analysis), AI chat assistants (question answering), automated summarization tools (analyzing sentence similarity), etc. Therefore, there is a strong interest in creating more accurate and efficient models for these tasks.

Transformers are first pre-trained on very large datasets, enabling them to capture rich linguistic knowledge and gain a deep understanding of the structure of the target language. Subsequent fine-tuning refines this knowledge for a specific downstream task by training a task-specific final layer. However, we find that the current method of pre-training and fine-tuning transformers has two major drawbacks. First, large pre-trained transformers are highly over-parameterized for downstream tasks, especially since many of these tasks have very limited training data. This leads to unstable models [3] with sub-optimal generalization ability [12]. Second, these large fine-tuned models present high computation and storage requirements for inference. This problem is compounded by the trend towards larger models, driven by the need for higher accuracy and tackling more complex tasks. For instance, increasing the number of parameters from 1.5B to 175B enabled a reduction in perplexity for Language Modeling (on the Penn Treebank dataset) from 35.8 in GPT-2 (2019) to 20.5 in GPT-3 (2020). In this work, we address both these challenges, taking advantage of the over-parameterized nature of pre-trained models to create individually optimized models for the different downstream tasks that are smaller, faster and more accurate.

We propose AxFormer, a framework that combines two key optimizations – accuracy-driven pruning and selective replacement of “soft” self-attention with “hard” self-attention. Accuracy-driven pruning identifies and removes elements (we define elements as parameters grouped at different levels of granularity, i.e., self-attention blocks, feed-forward neural network blocks, attention heads and neurons) of the transformer that hinder performance on a specific downstream task, with the goal of maximizing accuracy. In contrast to prior pruning methods that prune elements with little-or-no impact on the network output, the proposed method prunes elements that actually have a considerable impact on the output, leading to the highest positive impact on accuracy. In order to reduce the large pruning space, we consider the different elements of the fine-tuned transformer for pruning in a hierarchical manner, starting with entire self-attention or feed-forward neural network blocks, followed by attention heads, and finally individual neurons.

The core of the transformer is self-attention, where each token in the input builds its representation based on the extent of attention it places on all the other tokens. However, we observe that in some layers, restricting the attention span of each token to only focus on the relevant tokens leads to better information flow inside the model. AxFormer identifies the appropriate layers and replaces the “soft” self-attention with “hard” self-attention in these layers. AxFormer does not require any additional re-training or fine-tuning (thereby
enabling it to scale to large transformer models), and can be applied in a plug-and-play manner to any Transformer model that is fine-tuned for any downstream task.

We summarize our main contributions as follows:

- We introduce AxFormer, a framework that optimizes transformer models through approximate computing for specific downstream tasks.
- We propose accuracy-driven pruning to identify and eliminate elements that are harmful to performance on the downstream task.
- We propose the selective replacement of soft self-attention with hard attention in certain layers, helping the model to focus only on the relevant parts of the input to build better representations.
- Across a suite of different transformer networks and downstream tasks, we demonstrate that AxFormer models are consistently more accurate and stable, while also being significantly faster and smaller than their (conventional) fine-tuned counterparts.

II. RELATED WORK

We discuss relevant previous efforts by categorizing them along three directions - task-agnostic optimizations, task-specific optimizations and pruning.

Task-agnostic optimizations. Given the popularity of transformer models, several techniques have been proposed to overcome their computational and memory challenges, for efficient inference. A vast majority of these works introduce task-agnostic optimizations by pre-training efficient models from scratch. Some notable examples include DistilBERT [18] and MobileBERT [20], which use knowledge distillation to train smaller and faster networks using the original network as a teacher. LayerDrop [4] randomly drops layers during pre-training, thereby enabling their dropping during inference. Lite Transformer [23] uses Long-Short Range Attention to speed up the self-attention operation. AIBERT [9] uses factorized embeddings and cross-layer parameter sharing. Q8BERT [26] quantizes all weights and activations in the model to 8-bit integers. Using DistilBERT and Q8BERT as examples, we demonstrate that our techniques are complementary to these works, and can be applied to derive benefits over and beyond them.

Task-specific optimizations. QBERT [19] and TinyBERT [8] perform task-specific quantization and knowledge distillation, but the gain in efficiency comes at the cost of degradation in accuracy on the downstream task. In contrast, AxFormer models are simultaneously more efficient.

Pruning techniques. Pruning has been applied to various classes of neural networks, including transformers ([5], [13], [17]), and pruning strategies have been explored to identify weights and parameters that the output is least sensitive to ([6], [25]). In contrast, AxFormer identifies and prunes parameters that have the most detrimental effect on the output, leading to simultaneous gains in accuracy and efficiency. Using the popular Lottery Ticket Hypothesis [5] as an illustrative example, we demonstrate that our accuracy-driven pruning method is complementary to previously proposed pruning techniques, and hence, they can be combined to produce even more efficient models for a given accuracy constraint.

III. THE AXFORMER FRAMEWORK

The AxFormer framework for producing optimized transformer models for specific downstream tasks is illustrated in Algorithm 1. It performs two key optimizations: (1) Identify and prune elements that hinder performance on the given downstream task (lines 16-25), and (2) Selectively replace soft self-attention with hard self-attention to help the model focus only on the relevant parts of the input (lines 9-15). We describe these steps in the following subsections.

Algorithm 1: The AxFormer Framework

Input: Fine-tuned (for the given downstream task) Transformer T, Validation set D
Output: Optimized AxFormer model for the given downstream task T

1. Function analyze_element (element E):
2. \[ T_{\text{pruned}} = T - E \]
3. New_Loss = Evaluate(T_{\text{pruned}}, D)
4. if New_Loss < Min_Loss and num_samples_helped > 0.5 * cardinality(D) then
5. \[ \text{Min}_\text{Loss} = \text{New}_\text{Loss} \]
6. \[ T = T_{\text{pruned}} \]
7. Min_Loss = Evaluate(T,D)
8. Q = Order_elements_for_inspection(T, D)
9. for each layer L in T do
10. Replace soft self-attention in L with hard self-attention
11. New_Loss = Evaluate(T, D)
12. if New_Loss < Min_Loss and num_samples_helped > 0.5 * cardinality(D) then
13. Min_Loss = New_Loss
14. else
15. Restore soft self-attention in L
16. while Q is not empty do
17. TrialElement = Q.pop()
18. analyze_element(TrialElement)
19. if TrialElement has not been pruned from T and New_Loss < 1.1 * Min_Loss then
20. if TrialElement is an attention block then
21. for each attention head h in TrialElement do
22. \[ \text{analyze_element}(h) \]
23. else if TrialElement is a feed-forward block then
24. for each neuron w in TrialElement do
25. \[ \text{analyze_element}(w) \]
26. return T

A. Accuracy-driven pruning

The problem of identifying an optimal set of elements to prune in order to maximize accuracy is challenging, and this is especially true for transformers for two reasons. First, transformers have billions of parameters, leading to an enormous pruning search space. Second, the iterative (approximate, fine-tune, approximate) cycle used in previously proposed pruning
methods (to recover accuracy loss from pruning) does not work for large transformers during fine-tuning, since they very quickly overfit the limited training data for the downstream tasks (usually within 2-3 epochs). We address both these challenges through the use of a hierarchical greedy algorithm that does not require any additional training or fine-tuning (lines 16-25 in Alg. 1). To determine the significance of each transformer element for the given downstream task, we first fine-tune the original transformer model for the given downstream task to obtain the baseline loss. Then, for the element under consideration in each iteration of the framework, we compute the loss of the current transformer model with the element removed. We prune the element under consideration if the validation loss when it is removed is less than the minimum loss seen thus far during the optimization process, since the goal is to find a model with minimum loss. As a result, contrary to previously proposed pruning methods, accuracy-driven pruning can be seen as a form of training, since the objective of accuracy-driven pruning – minimizing loss on the (validation) dataset – is exactly the same as the objective of training (see Appendix C). Also, in order to prevent overfitting to the validation set, we introduce a generalization constraint in addition to the aforementioned loss condition. This constraint ensures that an element is pruned only if it decreases the loss of more than half the total number of samples in the validation set (computed by num_samples_helped function in Alg. 1). Therefore, elements are pruned only if a majority of the samples in the validation set benefit from their removal, resulting in improved generalization performance. If the loss with the element removed is slightly greater than the minimum loss seen so far, we inspect the element at a finer granularity, and prune only parts of the element that hinder performance (rather than pruning the entire element).

1) Hierarchical processing of elements: It is computationally prohibitive to analyze every single parameter in large transformers using the method described in Alg. 1. Since the framework iterates through the entries of the queue sequentially, its efficacy is dependent on both the total number of elements under consideration, and the time required to analyze each element. We take advantage of the inherently hierarchical structure of transformers and consider the elements in a hierarchical manner, ordered by increasing granularity. Specifically, we analyze each feed-forward and self-attention blocks first, and inspect them at finer granularity (attention heads and neurons) only when required. Through this ordering, we are able to quickly eliminate large numbers of parameters from further consideration. In addition, due to the over-parameterized nature of transformers, it is likely that time-consuming blocks are pruned from the transformer earlier in the process, thereby speeding up future iterations of the framework. For example, eliminating a single feed-forward block in the BERT-Base model removes 5.6% of all parameters under consideration, and speeds up future iterations by 1.15×. To further reduce the number of elements under consideration, we also dynamically remove elements if they are encompassed by a high-importance block. For example, if a given self-attention block is determined to be of high importance (the validation loss with the block removed is much greater than the minimum loss seen so far), we remove all heads within that block from further consideration.

2) Creating an ordered queue of elements for inspection: Since our framework performs greedy pruning of highly over-parameterized models, the order in which elements are inspected has a significant impact on the quality (accuracy, speed and size) of the final AxFormer model. Some elements may appear to be harmful for the downstream task (especially in early iterations of the framework), but this often ends up being an artifact of over-parameterization. As a result, when elements are not carefully ordered for inspection, our framework lands in bad local minima of the validation loss function, where loss cannot be reduced further through pruning. Our solution to this problem utilizes the unique linguistic properties captured by the different transformer layers [7] to guide the ordering of elements for inspection (line 8 in Alg. 1) For example, it was found that BERT captures phrase-level information in the lower layers, mapping related tokens together. The lower layers also capture surface features, while the middle layers capture syntactic features and higher layers capture semantic features. It was also observed that BERT requires deeper layers only when long-range dependency information is required. Different tasks require different types of linguistic knowledge. For example, sentiment analysis requires only local context, and long-range information often ends up confusing the model, since sentiments often change rapidly; it is also unlikely that syntactic and semantic information are needed (see Appendix A). Hence, we place the final layer at the front of the queue, and work our way backwards towards the first layer, since blocks in the final layers are more likely to hinder performance on sentiment analysis. This ordering ensures that elements that are pruned early in our framework (when the model is most over-parameterized) do not lead the system into bad local minima, since elements that are pruned are expected to hinder performance based on prior insights into the working of transformers. We note that the use of prior knowledge about different tasks is only a heuristic to minimize the overheads of the AxFormer framework. All the exact results in this paper can be obtained without assuming any knowledge about the downstream task (but at the cost of additional overheads), using the procedure described in Appendix B.

B. Selective use of hard self-attention

In traditional transformer architectures, the self-attention operation computes the attention scores of each token in the input sequence with all the other tokens. These attention scores, after passing through the softmax operation, are used to build the new representation for the token based on the extent of attention it places on the other tokens. The use of “soft” attention enables end-to-end training of the transformer. However, we observe that considering only the top-K attention scores for each token (K=30 is optimal for all of our studied tasks) in selected layers after training and fine-tuning is completed helps the transformer focus only on the relevant
parts of the input sequence (Fig. 1). This leads to better information flow inside the model, thereby improving accuracy on downstream tasks (especially those involving sequence classification and question answering). This also introduces a large amount of activation sparsity that sparse accelerators can exploit for faster inference, and helps alleviate the critical memory bottleneck in transformers. We note that replacing soft attention with hard attention in all layers (especially the deeper layers) leads to loss of accuracy, necessitating its selective use. In order to identify the layers that benefit from hard attention, we replace the soft attention with hard attention in each layer (one by one), and use it only when it leads to smaller validation loss.

![Fig. 1. Illustrations of (a) Traditional “soft” self-attention and (b) “Hard” self-attention for the word “he”. In hard self-attention, “he” concentrates all of its focus on “John”, while in soft self-attention, “he” places a small amount of attention on the other irrelevant words also. Therefore, hard self-attention helps build a better representation for “he”.](image)

**IV. EXPERIMENTAL RESULTS**

We implemented our techniques within Huggingface’s Transformers library in PyTorch [22]. We used Intel AI’s NLP Architect for experiments on Q8BERT. The experiments were performed on a GeForce RTX 2080 Ti GPU with 11GB memory. All results are reported on the test set, averaged across 10 runs with random seeds after 3 epochs of fine-tuning, unless otherwise specified. We randomly sample 15% of the training set with class balance, and use it as the validation set in the AxFormer framework. Thus, the test set is not used in AxFormer.

**A. AxFormer models are faster, smaller and more accurate than conventional fine-tuned models**

We present results on GLUE [21], a set of Language Understanding tasks, and SQUADv1.1 [16], a Question Answering task, in Table I. For GLUE, we present results on the test set using the GLUE evaluation server to obtain the scores [24], and for SQUAD, we present results on the dev set. AxFormer models are up to 4.5% more accurate, while also being up to 2.5× faster and up to 3.2× smaller than the baseline. In addition, AxFormer models show substantial improvements over Q8BERT-base (which is already 4× smaller than BERT-base due to the use of 8-bit integer quantization) and DistilBERT-base (which is already 60% faster and smaller than BERT-base). AxFormer versions of Q8BERT-base and DistilBERT-base models exceed the accuracy of BERT-base models, while being up to 3.7× faster and 12.1× smaller than BERT-base. Therefore, AxFormer is complementary to, and can be used in conjunction with, prior quantization and distillation methods. The benefits of AxFormer are further analyzed in Appendix C.

**B. AxFormer models are less sensitive to random seed initialization**

Previous research [3] has shown that the random seed used to determine the initialization of the task-specific layer and the order of training data for the downstream task has a significant impact on the quality of the fine-tuned models. When the amount of training data is small (which is the case with most downstream NLP tasks), this effect becomes more pronounced, evidenced by the fact that WNLI, which has the least amount of training samples (634 training samples), exhibits highest variance across runs. Therefore, in order to find a model with high accuracy on a downstream task, multiple models need to be created (using different random seeds), and evaluated. In Table II, we demonstrate that AxFormer models exhibit significantly less sensitivity to random seeds than their non-AxFormer counterparts, thereby greatly increasing the odds of finding “good” models in fewer iterations.

**C. Large transformers benefit greatly from AxFormer**

Current state-of-the-art transformer networks (such as GPT-3 [1]) have hundreds of billions of parameters. Model sizes are also expected to grow further in the future as increasing the number of parameters has been shown to improve performance. This makes it computationally challenging to train transformers as well as perform inference using them. Recent research [10] has shown that larger models converge in a significantly smaller number of training iterations than smaller models, and hence they train faster in spite of requiring more time per iteration. However, larger models are significantly slower than smaller models at inference time. In Table III, we demonstrate that AxFormer applied to larger transformers achieves much higher accuracy while being comparable in speed to AxFormer models of smaller transformers. This demonstrates the scalability of AxFormer to larger models.

**D. Accuracy-driven pruning is complementary to conventional pruning techniques**

Accuracy-driven pruning identifies and prunes harmful elements of the transformer for the downstream task at hand. Techniques that prune elements that have minimal impact on the output are complementary to our techniques, and we demonstrate this using the popular Lottery Ticket Hypothesis [5], which finds sparse sub-networks that can be trained to match...
tuned for sentiment analysis, we observe that components ends up confusing the model. Hence, for all models fine-long-range dependency information is not required, and often across different models. For example, for sentiment analysis, of elements are more pronounced across different tasks than models (Fig. 3). We find that the differences in importance for different downstream tasks using different transformers E. AxFormer provides insights into the working of transformers. The Lottery Ticket Hypothesis has been successfully applied to transformers by finding winning lottery tickets at low levels of pruning. Super-tickets [11] demonstrate that accuracy can be improved those from regularized knowledge distillation proposed in [6]. Accuracy-driven pruning using previously proposed importance estimation techniques leads to less accurate models L1-norm and magnitude-based pruning techniques are designed to prune elements that have minimal impact on the output. Hence, they are not effective at pruning elements that have detrimental impact on output. Gradient-based methods such as Taylor expansion are not reliable for increasing accuracy on the downstream tasks, since transformers cannot be repeatedly fine-tuned to recover the accuracy losses from approximating the model (they very quickly overfit the limited training data for the downstream tasks). In addition, while knowledge distillation is complementary to our method (as evidenced by our results on DistillBERT), we show that the accuracy gains from AxFormer are significantly higher than those from regularized knowledge distillation proposed in [6]. Super-tickets [11] demonstrate that accuracy can be improved by finding winning lottery tickets at low levels of pruning. In Table IV, we find that alleviating the over-parameterization in later layers (closer to the output) are more likely to be pruned. This is not the case with Language Modeling tasks (predicting masked words in text), where longer attention spans are required. Across models, we only observe subtle differences. For example, we find that XLNet (auto-regressive) is able to learn important task-specific information earlier than BERT (non-auto-regressive), similar to the observation made in [17]. Hence, we are able to drop more components (in earlier layers) in XLNet than in BERT, leading to more efficient models for inference. In DistillBERT (a distilled model), we find that there is a clear demarcation in linguistic knowledge across layers due to the reduced capacity of the model. This is evidenced by the fact that elements in the top four layers are never pruned across all Language Understanding tasks, while the boundaries are more soft in the original models. We also observe that Hard Attention is most useful in the lower layers, where phrase-level information is captured, for all the models and tasks.

E. AxFormer provides insights into the working of transformers

We analyze which elements of the transformer are pruned for different downstream tasks using different transformer models (Fig. 3). We find that the differences in importance of elements are more pronounced across different tasks than across different models. For example, for sentiment analysis, long-range dependency information is not required, and often ends up confusing the model. Hence, for all models fine-tuned for sentiment analysis, we observe that components

| Transformer | Accuracy | Samples/second |
|-------------|----------|----------------|
| BERT-Large  | 80.98    | 0.45           |
| AxFormer    | 82.89    | 0.15           |

TABLE I

| Transformer | Average variance across tasks | Maximum variance (single task) | Average of maximum task scores | Average of minimum task scores |
|-------------|------------------------------|--------------------------------|--------------------------------|-------------------------------|
| BERT        | 1.48                         | 4.86                           | 80.05                          | 76.53                         |
| AxFormer    | 0.86                         | 1.95                           | 82.02                          | 79.93                         |
| Q8BERT      | 1.1                          | 2.02                           | 81.14                          | 79.58                         |
| DistilBERT  | 1.29                         | 3.85                           | 78.78                          | 74.89                         |

TABLE II

| Transformer | CoLA | MNLI | MRPC | QNLI | QQP | RTE | SST-2 | STS-B | WNLI | Average |
|-------------|------|------|------|------|-----|-----|-------|-------|------|---------|
| BERT-Base   | 81.97| 51.38| 85.37| 83.11| 90.74| 89.76| 62.65 | 95.94 | 83.8 | 64.1    | 78.88  |
| AxFormer    | 83.88| 54.43| 86.63| 85.88| 91.17| 91.12| 65.81 | 96.7  | 85.08| 65.1    | 80.58  |
| Speedup     | 1.38X| 1.98X| 1.21X| 1.61X| 1.16X| 1.49X| 2.2X  | 1.32X | 1.71X| 2.51X   | 1.67X  |
| Compression | 1.52X| 2.88X| 1.6X | 2.02X| 1.31X| 1.48X| 2.69X | 1.44X | 1.38X| 3.18X   | 1.95X  |

| Transformer | CoLA | MNLI | MRPC | QNLI | QQP | RTE | SST-2 | STS-B | WNLI | Average |
|-------------|------|------|------|------|-----|-----|-------|-------|------|---------|
| Q8BERT-Base | 81.55| 50.5 | 84.73| 82.05| 90.19| 89.65| 61.26 | 94.32 | 83.09| 61.21   | 77.86  |
| AxFormer    | 82.52| 54.12| 85.95| 84.77| 91.08| 91.44| 65.8  | 96.02 | 84.14| 63.1    | 79.73  |
| Speedup     | 1.31X| 2.28X| 1.08X| 1.57X| 1.3X | 1.26X| 2.28X | 1.15X | 1.58X| 2.44X   | 1.63X  |
| Compression | 1.41X| 3.02X| 1.24X| 1.47X| 1.2X | 1.38X| 2.74X | 1.21X | 1.46X| 2.82X   | 1.8X   |

| Transformer | CoLA | MNLI | MRPC | QNLI | QQP | RTE | SST-2 | STS-B | WNLI | Average |
|-------------|------|------|------|------|-----|-----|-------|-------|------|---------|
| DistilBERT-Base | 79.94| 50.5 | 83.04| 81.07| 89.72| 88.92| 62.01 | 93.88 | 83.49| 61.3    | 77.39  |
| AxFormer    | 81.91| 54.08| 85.47| 85.02| 91.01| 89.2 | 64.5  | 95.48 | 84.16| 63.3    | 79.41  |
| Speedup     | 1.21X| 1.84X| 1.09X| 1.34X| 1.07X| 1.21X| 1.94X | 1.08X | 1.31X| 2.31X   | 1.44X  |
| Compression | 1.41X| 2.88X| 1.6X | 2.02X| 1.31X| 1.48X| 2.69X | 1.44X | 1.38X| 3.18X   | 1.95X  |

| Transformer | CoLA | MNLI | MRPC | QNLI | QQP | RTE | SST-2 | STS-B | WNLI | Average |
|-------------|------|------|------|------|-----|-----|-------|-------|------|---------|
| XLNet-Base  | 82.28| 51.98| 85.93| 83.68| 91.01| 89.83| 62.01 | 95.88 | 84.12| 64.8    | 79.15  |
| AxFormer    | 83.93| 54.28| 86.8 | 85.92| 91.78| 91.12| 65.78 | 96.98 | 85.46| 65.1    | 80.71  |
| Speedup     | 1.48X| 2.06X| 1.38X| 1.98X| 1.47X| 1.78X| 2.11X | 1.59X | 1.93X| 2.46X   | 1.83X  |
| Compression | 1.55X| 2.84X| 1.72X| 2.12X| 1.56X| 1.6X | 2.48X | 1.71X | 1.65X| 2.98X   | 2.02X  |
issue by pruning elements that hinder performance (and the selective use of hard attention) leads to more accurate models than pruning elements that have least impact on output in the original model.

| Pruning Method                              | Accuracy |
|---------------------------------------------|----------|
| Baseline (No Pruning)                       | 83.11    |
| L1-norm                                     | 83.16    |
| Magnitude                                   | 83.18    |
| Taylor Expansion (with additional fine-tuning) | 83.19    |
| Taylor Expansion (no additional fine-tuning) | 83.32    |
| Regularized Knowledge Distillation (DynaBERT) | 83.46    |
| Super-ticket                                | 84.62    |
| Ours                                        | 85.88    |

**G. AxFormer runtime**

The AxFormer framework does not require any additional training or fine-tuning iterations. It only requires multiple passes through a small validation set. Hierarchical processing ensures that the number of elements to inspect is greatly reduced. In addition, each pass is expected to become progressively faster, since the framework potentially prunes an element in each iteration, and our ordering of elements ensures that large, time-consuming blocks are pruned early in the process, making future iterations faster. Therefore, the runtimes of AxFormer are quite small compared to the time required for re-training or additional fine-tuning. We find that the average wall-clock time for AxFormer is only 7.6 minutes for BERT-base and 18.3 minutes for BERT-large on a single NVIDIA RTX 2080Ti GPU.

We also evaluate the heuristics used in our framework (Table V). When elements are not carefully ordered for inspection, we find that elements that are pruned in early iterations of the framework are pruned due to over-parameterization, and not because the linguistic knowledge contained in these elements is harmful/not useful for the task at hand. This leads the system into bad local minima, where the validation loss cannot be further reduced by pruning other elements. We observe that starting at the layer granularity leads to worse models than starting at the block granularity. This is because the attention and feed-forward blocks in each layer have vastly differently functionality, and hence, the effect of removing an attention block of relatively high significance is often masked by removing the feed-forward block that greatly hinders performance in the same layer (and vice-versa), causing the entire layer to be pruned. This also leads the system into bad local minima, thereby creating inferior models. To establish that our greedy approach combined with a global error bound does not lead to inferior models, we also experiment with an adaptive loss threshold. In particular, we use a very tight constraint when analyzing elements at coarse granularities, and relax the constraint as we move towards finer granularities. We again find that there is negligible change in the quality of the final model produced (the accuracy is slightly lower, possibly due to over-fitting to the validation set), but the AxFormer overheads are significantly larger. We hypothesize that a single global error bound is sufficient because we order the elements in such a way that for the given task at hand, we intuitively expect that the elements at the head of the queue are likely to be removed using the linguistic knowledge in different layers.

**V. Conclusion**

We propose AxFormer, a framework to optimize transformers for different downstream tasks. The framework identifies and prunes elements that hinder performance on the downstream task at hand. We also demonstrate the advantage
of selectively using hard self-attention in selected layers to improve information flow. Using this framework, we produce models that are more accurate, while also being faster and smaller than conventional fine-tuned models.
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A. AxFormer without using prior knowledge about tasks

The use of prior knowledge about tasks is only a heuristic to help reduce the overheads of AxFormer. All the exact results in this paper can be obtained without the use of this prior knowledge. Prior research [7] has shown that the linguistic knowledge contained in different transformer layers can be demarcated into three main functional regions: phrase-level information in bottom layers (the layers closest to the input), semantic and syntactic information in the middle layers, and long-range dependency information in the top layers. Following these insights into the inner workings of transformer models, we consider all possible (3! = 6) orderings of these functional regions for pruning (Table VI), i.e., we create 6 different AxFormer models, each with elements inspected in different orders. Then, the AxFormer model with minimum validation loss is chosen as the final model for testing. The quality of the AxFormer model is worst when the blocks containing the most important linguistic knowledge are inspected first (bottom layers for sentiment analysis, see Appendix B), since these blocks may get pruned simply to alleviate the over-regularization. In addition, we find that the ordering of elements within the same functional block (for example, elements in layer 10 before layer 11 or vice-versa) has negligible impact on the quality of the AxFormer model (<0.2 absolute points in all our studied tasks), further demonstrating the existence of regions with distinct types of linguistic knowledge. Without the use of prior knowledge, the average wall-clock time of AxFormer for BERT-Base increases from 7.6 minutes to 17.2 minutes on a single RTX 2080Ti GPU. The increase is not six-fold because in most orderings, the system enters “bad” local minima very quickly. As a result, most of the elements inspected are deemed to be of high importance, and are not inspected at finer granularity (in fact, most orderings require
B. Analyzing the linguistic knowledge required for different downstream tasks

Different downstream tasks require different types of linguistic knowledge. We find that the most important functional block of the transformer model for each task (corresponding to the most important kind of linguistic knowledge required to effectively solve the task) agrees with our intuition about the task. For example, we expect sentiment analysis to require only local context, since long-range information often ends up confusing the model (sentiments often change rapidly); it is also unlikely that syntactic and semantic information are needed. This is experimentally validated by the fact that inspecting the blocks in top layers, followed by the middle and finally the bottom layers, leads to most accurate models on SST-2 (Table VII). Similarly, we expect knowledge about language syntax and semantics to be most important for a task that tests the linguistic acceptability of a given sentence (CoLA). We also find that this holds across all transformer architectures that we study in this work (BERT, DistilBERT, Q8BERT and XLNet). We leverage this intuition to reduce the overheads of AxFormer without compromising on the quality of the generated models.

C. Analyzing the benefits of AxFormer

Transformers are pre-trained on a large text corpus through a self-supervised NLP task, such as predicting the next word in text given all the preceding words. When the pre-trained models are fine-tuned for different downstream tasks, they contain task-irrelevant information that adds noise and confuses the model. In addition, since the pre-trained models are highly overparameterized, they severely overfit the small fine-tuning datasets. AxFormer helps the model focus on the task at hand by eliminating the irrelevant information in the fine-tuned models.

1) Improved Generalization: Accuracy-driven pruning can be seen as a form of training, since the objective of accuracy-driven pruning – minimizing loss on the (validation) dataset – is exactly the same as the objective of training. When large, over-parameterized models are trained on very limited data, the constraints of accuracy-driven pruning – (1) loss can be reduced only by setting weights to 0 (equivalent to pruning elements), and no other changes to weights are allowed, and (2) a majority of samples in the validation set must benefit from each weight update; reduction in loss is a necessary but insufficient condition for weights to get updated – help it learn more effectively than SGD. As a result, we find that training with SGD on a subset of the training data, followed by accuracy-driven pruning on the remaining unseen data, produces models with better generalization performance than training with SGD on the entire dataset (Figure 4).

2) Reduced variance: Accuracy-driven pruning and selective hard attention filter out noise in the model by removing irrelevant information that ends up confusing the model. Accuracy-driven pruning reduces noise by pruning task-irrelevant elements. Selective hard attention further reduces noise by ensuring that the model focuses only on the relevant parts of the input. We find that this, in turn, leads to reduced cross-seed variance on the test set. However, the reduction in variance is limited by the effects of random initialization of the task-specific final layer.