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Abstract—Scan undistortion is a key module for LiDAR odometry in high dynamic environment with high rotation and translation speed. The existing line of studies mostly focuses on one pass undistortion, which means undistortion for each point is conducted only once in the whole LiDAR-IMU odometry pipeline. In this paper, we propose an optimization based tightly coupled LiDAR-IMU odometry addressing iterated point-level undistortion. By jointly minimizing the cost derived from LiDAR and IMU measurements, our LiDAR-IMU odometry method performs more accurate and robust in high dynamic environment. Besides, the method characters good computation efficiency by limiting the quantity of parameters.

I. INTRODUCTION

Most consumer-grade LiDAR has mechanical rotating structure inside. A LiDAR scan within a sweep period unavoidably suffers from distortion, because a surrounding LiDAR scan is accumulatively acquired in one rotation period instead of being taken simultaneously. On stable carriers with smooth movement, such as trolley or car, LiDAR only odometry [1] is enough to perform scan undistortion based on the rigid linear motion assumption. However, when the LiDAR carrier move rapidly with high rotation and translation speed, scan distortion could lead to decimeter-level localization and mapping error. IMU is usually fused with LiDAR to achieve more accurate and robust poses.

There are several methods relating to the LiDAR-IMU fusion odometry. Most of the methods are loosely coupled or scan-level tightly coupled, with a typical straightforward odometry pipeline, which can be simplified as "undistort scan by IMU → extract feature points from scan → match scan with map → fuse LiDAR and IMU to get scan pose". Apart from slightly different details between these methods, they all have only one pass scan undistortion by IMU measurements. In [2], scan undistortion relies on IMU angular velocity integration only and translation is ignored by setting velocity to zero. [3] uses IMU preintegration to do scan undistortion, considering both rotation and translation.

As far as we know, point-level tightly coupled methods are scarce. [4] takes each point’s error and covariance into consideration by an iterative kalman filter method, however it is still a one pass undistortion method. In this paper, we propose an optimization based tightly coupled LiDAR-IMU odometry addressing iterated point-level undistortion.

II. METHOD

A. LiDAR-IMU odometry overview

Fig. 1 illustrates a pipeline overview of our proposed LiDAR-IMU odometry. IMU data with high frequency up to 500Hz is processed to IMU factor by IMU preintegration in II-C.1. The LiDAR collects a scan with surrounding point cloud in a much slower frequency. “Scan Transformation” transforms each scan from LiDAR frame to IMU frame, aiming to ignore the notations of extrinsic parameters (specific explanation in II-B). “Feature Extraction” extracts feature points on sharp edges and planar surfaces by methods described in [1]. Then feature points are constructed to LiDAR factor with point-level undistortion in II-C.2. IMU factor and LiDAR factor will be collected into optimization problem to optimize out kinetic state of the new scan.

B. Notations

| Notation | Description |
|----------|-------------|
| t_k      | End time of the scan k or start time of the scan k+1 |
| t_i      | Time of the IMU data i |
| t_j      | Time of the feature point j in a scan |
| p_ki     | Transformation from LiDAR frame k to world frame |
| p_ji     | Raw measurements of point j in a scan |

Table. I describes some significant notations in this paper. It is noteworthy that LiDAR is rigidly binded to IMU and the extrinsic parameters between them has been calibrated well before odometry pipeline. Accordingly, we introduce the step “Scan Transformation” to transform LiDAR scan points from LiDAR frame into IMU frame. After “Scan Transformation”, the LiDAR frame and IMU frame can be treated identical.
and the extrinsic parameter notations between them will be ignored in this paper.

C. State Estimation

1) IMU Factor: IMU can get raw angular velocity and linear acceleration of rigid body with measurement model as follows:

\[
\begin{align*}
\hat{a}_t &= a_t + R^w_t g^w + b_{a_t} + n_a \\
\hat{\omega}_t &= \omega_t + b_{\omega_t} + n_{\omega}
\end{align*}
\]

where \( \hat{\omega} \) and \( \hat{a} \) is the raw gyroscopes and accelerometers measurements, respectively. The IMU measurements is affected by bias, white noise and random walk noise. The white noise and random walk noise satisfy the Gaussian distribution:

\[
\begin{align*}
n_a &\sim \mathcal{N}(0, \sigma_{\omega}^2) \\
b_{a_t} &\sim \mathcal{N}(0, \sigma_{b_{a_t}}^2) \\
b_{\omega_t} &\sim \mathcal{N}(0, \sigma_{b_{\omega_t}}^2)
\end{align*}
\]

(2)

In world frame, kinetic equations can be written as follows:

\[
\begin{align*}
p_k^b &= p_{b_{k-1}}^w + v_{b_{k-1}}^w \Delta t_k \\
&+ \int_{t_{k-1}}^{t_k} (R^w_t (\dot{a}_t - b_{a_t} - n_a) - g^w) dt^2 \\
v_{k}^w &= v_{b_{k-1}}^w + \int_{t_{k-1}}^{t_k} (R^w_t (\dot{\alpha}_t - b_{\alpha_t} - n_\alpha) - g^w) dt \\
q_{k}^w &= q_{b_{k-1}}^w \otimes \int_{t_{k-1}}^{t_k} \frac{1}{2} \Omega(\hat{\omega}_t - b_{\omega_t} - n_{\omega}) \Delta t_k dt
\end{align*}
\]

where \( \Delta t_k \) is in IMU frame and \( a^w_t \) is in world frame and

\[
\Omega(\omega) = \left[ \begin{array}{ccc}
-\omega^\wedge & \omega \\
-\omega^T & 0 \\
0 & -\omega_z & \omega_y \\
-\omega_y & \omega_x & 0 \\
-\omega_z & -\omega_x & 0
\end{array} \right]
\]

(4)

Instead of traditional forward propagation for IMU preintegration in [5] and [6], we introduce backward propagation to unify the derivation formulas in [2C.1] and [2C.2]

\[
\begin{align*}
p_{b_{k-1}}^w &= p_k^b - v_{b_{k-1}}^w \Delta t_k \\
&+ \int_{t_k}^{t_{k-1}} (R^w_t (\dot{a}_t - b_{a_t} - n_a) - g^w) dt^2 \\
v_{b_{k-1}}^w &= v_k^w - v_{b_{k-1}}^w + \int_{t_k}^{t_{k-1}} (R^w_t (\dot{\alpha}_t - b_{\alpha_t} - n_\alpha) - g^w) dt \\
q_{b_{k-1}}^w &= q_k^w \otimes \int_{t_k}^{t_{k-1}} \frac{1}{2} \Omega(\hat{\omega}_t - b_{\omega_t} - n_{\omega}) q_{b_{k-1}}^w dt
\end{align*}
\]

In IMU frame w.r.t. previous time,

\[
\begin{align*}
R_{i}^{b_{k-1}} p_{i}^{b_{k-1}} &= R_b^w p_k^w - v_{b_{k-1}}^w \Delta t + \frac{1}{2} g^w \Delta t^2 + \alpha_{b_{k-1}} \\
R_{i}^{b_{k-1}} v_{i}^{b_{k-1}} &= R_b^w v_k^w + g^w \Delta t + \beta_{b_{k-1}} \\
q_{b_{k-1}}^w \otimes q_{b_{k-1}}^w &= \gamma_{b_{k-1}}
\end{align*}
\]

where contains preintegration quantity \( \alpha_{b_{k-1}}, \beta_{b_{k-1}}, \) and \( \gamma_{b_{k-1}} \).

\[
\begin{align*}
\alpha_{b_{k-1}} &= \int_{t_k}^{t_{k-1}} R^w_b (\dot{a}_t - b_{a_t} - n_a) dt^2 \\
\beta_{b_{k-1}} &= \int_{t_k}^{t_{k-1}} R^w_b (\dot{\alpha}_t - b_{\alpha_t} - n_\alpha) dt \\
\gamma_{b_{k-1}} &= \int_{t_k}^{t_{k-1}} \frac{1}{2} \Omega(\hat{\omega}_t - b_{\omega_t} - n_{\omega}) \gamma_{b_{k-1}} dt
\end{align*}
\]

(7)

From above equations, we can see preintegration quantity is only related with IMU bias \( b_{a_t} \) and \( b_{\omega_t} \).

In discrete time, preintegration quantity can be iterated as Eq. 8 with mid-point integration. Noise \( n_a \) and \( n_{\omega} \) are ignored in the equation because they can not be predicted and their integration can be treated as zero during small interval. \( \alpha_{b_{k}}, \beta_{b_{k}}, \gamma_{b_{k}} \) will be initialized to be \( 0, 0 \) and identity rotation respectively. Furthermore, IMU bias between consecutive frame changes quite small so it can be treated as constant between frame \( i \) and frame \( i-1 \).

\[
\begin{align*}
\hat{a}_{i-1}^b &= \hat{a}_i^b - \frac{1}{2} (\beta_{i} + \beta_{i-1}) \Delta t \\
\hat{\omega}_{i-1}^b &= \hat{\omega}_i^b - \frac{1}{2} \gamma_{i} \left( \hat{\alpha}_i^b (\hat{a}_i^b - b_{a_i}) + \gamma_{i-1} (\hat{a}_{i-1}^b - b_{a_i}) \right) \Delta t \\
\hat{\omega}_{i-1}^b &= \hat{\omega}_i^b \otimes \left[ \frac{1}{2} \left( \frac{1}{2} - (\hat{\omega}_i^b + \hat{\omega}_{i-1}^b) - b_{\omega_i} \right) \Delta t \right]
\end{align*}
\]

(8)

Applying Eq. 8, we get IMU factor as following:

\[
\begin{align*}
R_{i}^{b_{k-1}} (p_i^{b_{k-1}} - v_i^{b_{k-1}} \Delta t + \frac{1}{2} g^w \Delta t^2 + \alpha_{b_{k-1}}) + R_{i}^{b_{k-1}} (v_i^{b_{k-1}} + g^w \Delta t) + \beta_{b_{k-1}} + \gamma_{b_{k-1}} \\
\end{align*}
\]

(9)

Derivation of Jacobian and covariance matrix is similar with [6].

2) LiDAR factor with point-level undistortion: From Eq. 6 we can derive a priori point undistortion equation for point \( j \) only through IMU preintegration:

\[
\begin{align*}
\hat{p}_j^{b_{k}} &= R_w^b p_j^w + p_j^w \\
&= R^w_b (p_i^{b_{k-1}} - v_i^{b_{k-1}} \Delta t + \frac{1}{2} g^w \Delta t^2) + \alpha_{b_{k-1}} + p_j^w \\
&= R^w_b (v_i^{b_{k-1}} + g^w \Delta t) + \beta_{b_{k-1}} + \gamma_{b_{k-1}} \\
\dot{q}_j^{b_{k}} &= \gamma_{b_{k}}
\end{align*}
\]

The relative pose estimated by “LiDAR Scan-To-Map Match” between \( t_{k-1} \) and \( t_k \) in one pass is often viewed as a reliable one, thus we try to align the relative pose estimated by IMU to that of LiDAR. To achieve this, correction on point \( j \) is introduced to linearly interpolate among the estimated relative poses from IMU. The goal of correction is to force the the two relative poses between \( t_{k-1} \) and \( t_k \) being the same. After the correction, relative poses of IMU
are updated and LiDAR’s are further optimized. According to above inference, we design the following correction equation for point $j$:

$$
\delta T_j = \text{slerp}\left( I, (T_{bw}^d)^{-1}T_{bw-1}^w (T_{bw}^b)^{-1}, \mu_j \right) = \{\delta p_j, \delta t_j\} = \{\mu_j (R_{bw}^w (R_{bw-1}^w \bar{p}_{bw-1} + p_{bw-1}^w) + p_{bw}^w), 2\mu_j \left[ q_{bw}^w \otimes q_{bw-1}^w \otimes (\gamma_{bw-1}^b)^{-1}\right]_{xyz} \}
$$

(11)

where $\mu_j = (t_k - t_j)/(t_k - t_{k-1})$ is the linear interpolation factor under the assumption that the slight correction can be linearly applied to each point. $T_{bw-1}^b = \{\bar{p}_{bw-1}^b, \bar{q}_{bw-1}^b\}$ is the priori relative pose between frame $k - 1$ and frame $k$ via IMU preintegration.

Through left multiplying Eq. (11) to Eq. (10) we can get point undistortion equation for point $j$ with correction:

$$
\bar{p}_{bw}^b = \delta R \bar{p}_{bw}^b + \delta p_j
\quad \bar{q}_{bw}^b = \delta t_j \otimes \bar{q}_{bw}^b
$$

(12)

Applying Eq. (12) to the point-line distance minimization equation from paper [1], we can get:

$$
d_n = n^T (R_{bw}^w (R_{bw}^b p_j^b + \bar{p}_{bw}^b) + p_{bw}^w - p_0)
$$

(13)

Here, scan point $p_j^b$ corresponds to the line which is represented by a direction vector $n$ and one on-line point $p_0$.

Applying Eq. (12) to the point-plane distance minimization equation from paper [1], we can get:

$$
d_{II} = n^T (R_{bw}^w (R_{bw}^b p_j^b + \bar{p}_{bw}^b) + p_{bw}^w - p_0)
$$

(14)

Here, scan point $p_j^b$ corresponds to the plane which is represented by a norm vector $n$ and one on-plane point $p_0$.

The jacobian of Eq. (13) and Eq. (14) w.r.t. state $x_k$ is complicated and can derived as follows:

$$
\frac{\partial f(x)g(x)v}{\partial x} = \lim_{\delta x \to 0} \frac{f(x \pm \delta x)g(x \pm \delta x)v - f(x)g(x)v}{\delta x} = \lim_{\delta x \to 0} \frac{f(x \pm \delta x)g(x)v - f(x)g(x)v}{\delta x} + \lim_{\delta x \to 0} \frac{f(x)g(x \pm \delta x)v - f(x)g(x)v}{\delta x} = \tilde{f}(x)g(x)v + f(x)\tilde{g}(x)v
$$

(15)

where $\delta x$ means the right perturbation on manifold and the $\tilde{f}(x)$ means derivative of $f(x)$ w.r.t. $\delta x$.

3) State optimization. The full state vector of the new scan is defined as:

$$
x_k = [p_{bw}^w, q_{bw}^w, b_{wk}, b_{wk}]
$$

(16)

We minimize the sum of prior and the Mahalanobis norm of all measurement residuals to obtain a maximum posteriori estimation:

$$
\min_{x_k} \left\{r_g(x_k)|_{p_{bw}}^2 + \sum_{p_j^b \in C} r_c(x_k, p_j^b)|_{p_j}^2 \right\}
$$

(17)

where $r_c(x_k, p_j^b)$ is the residual described in II-C.2.

The algorithm of pose estimation with point-level undistortion can be described in Algorithm [1].

**Algorithm 1** Pose estimation with point-level undistortion

**Require**: Global map $M$, State $x_{bw}^w$ for scan $k - 1$.

**Input**: Feature cloud $C$ of scan $k$, IMU measurements $I$ from $t_{k-1}$ to $t_k$.

**Output**: State $x_{bw}^w$ for scan $k$.

1. Construct IMU factor by Eq. (9)
2. for each $p_j^b \in C$ do
3. Find corresponding edge or planar in global map $M$
4. Construct LiDAR factor by Eq. (13) or Eq. (14)
5. end for
6. Construct optimization problem by Eq. (17)
7. Solve Eq. (7) to get $x_{bw}^w$

**D. Initialization of gravity vector and bias**

During initialization, device need to be set still for 10 seconds to initialize the gravity vector and gyroscope bias. Readers are recommended to refer to the paper [6] for more details.

**III. CONCLUSION AND FUTURE WORK**

In this paper, we novelly propose a LiDAR-IMU odometry with iterated point-level undistortion in a tightly coupled way. Different from previous one pass undistortion methodologies, we try to align the relative pose estimated by IMU to that via LiDAR to achieve better undistortion performance. Theoretically, our method is highly applicable in high dynamic environment with high rotation and translation speed. In the future, we need to collect data to do experiments to validate the effectiveness of our method.
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