Non-parametric estimation of a Langevin model driven by correlated noise
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Abstract. Langevin models are widely used to model various stochastic processes in different fields of natural and social sciences. They are adapted to measured data by estimation techniques such as maximum likelihood estimation, Markov chain Monte Carlo methods, or the non-parametric direct estimation method introduced by Friedrich et al. (Phys Lett A 271(3):217, 2000). The latter has the distinction of being very effective in the context of large data sets. Due to their δ-correlated noise, standard Langevin models are limited to Markovian dynamics. A non-Markovian Langevin model can be formulated by introducing a hidden component that realizes correlated noise. For the estimation of such a partially observed diffusion a different version of the direct estimation method was introduced by Lehle et al. (Phys Rev E 97(1):012113, 2018). However, this procedure requests that the correlation length of the noise component is small compared to that of the measured component. In this work, we propose a direct estimation method without this restriction. This allows one to effectively deal with large data sets from a wide range of examples. We discuss the abilities of the proposed procedure using several synthetic examples.

1 Introduction

In many different fields of science ranging from turbulence over neuroscience to finance, Langevin models are frequently and successfully used to model stochastic processes, see Ref. [1] for an overview. Such a model is defined by a first-order stochastic differential equation (SDE), the Langevin equation [2,3], which, for a 1-dimensional process \( X_t \), reads

\[
\dot{X}_t = D^{(1)}(X_t) + \sqrt{D^{(2)}(X_t)} \eta_t. \tag{1}
\]

Hereby, \( D^{(1)} \) and \( D^{(2)} \) are called drift function and diffusion function, respectively. The former defines the deterministic part of the dynamics (fixed points, etc.), the latter (which must be non-negative) determines the impact of the noise that drives the system. The noise is given by fluctuating Langevin forces \( \eta_t \) which realize δ-correlated Gaussian white noise, fulfilling \( \langle \eta_t \rangle = 0 \) and \( \langle \eta_t \eta_{t'} \rangle = \delta(t, t') \).

We do not use time-dependent functions \( D^{(1)} \) and \( D^{(2)} \), i.e., we model stationary processes. The stationarity of a measured time series can be analyzed via a moving-window technique [1]. The same approach can help in the case of a non-stationary process, i.e., different stationary models are estimated for different windows in time.

Numerically, the Langevin equation can be integrated using the Euler–Maruyama scheme (we use Itô calculus) [3]. For a time step \( \tau \), the iterative integration is defined by

\[
X_{t+\tau} = X_t + D^{(1)}(X_t) \tau + \sqrt{D^{(2)}(X_t) \tau} N_t, \tag{2}
\]

where \( N_t \) is an element of a sequence of independent and identically distributed random variables which obey the standard normal distribution: \( N_t \sim N(0, 1) \).

The δ-correlation of the noise implies that the process \( X_t \) which solves the Langevin equation fulfills the Markov property [2], i.e., there is no memory in its dynamics. The definition of the Markov property reads

\[
p(x_{n+1}|x_n, x_{n-1}, \ldots, x_0) = p(x_{n+1}|x_n), \tag{3}
\]

where \( p(\cdot|\cdot) \) is the conditional probability density function (conditional pdf or cpdf) [4]. Here, we treat the process \( X_t \) as discrete in time, because in practice we work with the numerical integration of the Langevin equation or with sampled measurements which both are discrete in time. We use capitals for random variables and lowercase for their realizations.

An important task is the estimation of a suitable Langevin model for a measured time series \( (x_0, x_1, x_2, \ldots) \),
Maximum likelihood estimation [5], Markov chain Monte Carlo methods in a Bayesian framework [6,7], or the direct estimation method introduced by Friedrich et al. [8–12] are possible ways to realize such an estimation.

The latter has the distinction of being very simple and computationally cheap. It is very effective, especially in the context of large data sets, and is the estimation method this work is based on. We shall briefly introduce its concept in the following.

The direct estimation method works in a non-parametric way. The values of the measured time series are sorted into bins. Next, averaged values of the drift and diffusion functions in these bins are calculated by means of the first and second moment of the increments of the time series occurring in the corresponding bins.

Precisely, let \( (x_0, x_1, x_2, \ldots, x_N) \) be a measured time series that is sampled with a time step \( \tau \). The range of the measured values \( D = [x_{\text{min}}, x_{\text{max}}] \) is divided into \( N_{\text{bins}} \) disjoint parts \( B^k : D = \bigcup_{k=1}^{N_{\text{bins}}} B^k \). A part \( B^k \) is called bin and centered at \( x^k \) (here we use superscripts, subscripts are used for time dependency). For every bin \( B^k \), an averaged function value for the drift and diffusion function can be estimated in the following way:

\[
\begin{align*}
D^{(1)}(x^k) &= \lim_{\tau \to 0} \frac{1}{\tau} (x_{i+1} - x_i) | x_i \in B^k \quad (4a) \\
D^{(2)}(x^k) &= \lim_{\tau \to 0} \frac{1}{\tau^2} \{ (x_{i+1} - x_i)^2 | x_i \in B^k \} \\
&- [D^{(1)}(x^k)]^2 \tau^2 \quad (4b)
\end{align*}
\]

The limit \( \tau \to 0 \) can be realized by a polynomial extrapolation of the values obtained for the time steps \( \tau, 2\tau, 3\tau, \text{etc.} \). Alternatively, the value for the time step \( \tau \) that is given by the sampled measurement can be used as an approximation of 0th order.

A Markov process is a substantial simplification of a general stochastic process. Especially in the context of high sampling rates, there are measured time series that cannot be described by a Markov process satisfactorily [1]. A possible non-Markovian generalization of the standard Langevin equation defined by Eq. (1) can be made by introducing a memory kernel [13]. However, in this work, we follow an alternative approach that has already been proposed in Ref. [14]. By adding a second, hidden component it is possible to incorporate a correlated noise process into the standard Langevin model. This correlated noise process causes that the solution of this model is non-Markovian.

Precisely, the considered model is the 2-dimensional SDE (similar models have been used in Ref. [14,15])

\[
\begin{align*}
\dot{X}_t &= D^{(1)}(X_t) + \sqrt{D^{(2)}(X_t)} Y_t \\
\dot{Y}_t &= -\frac{1}{\theta} Y_t + \sqrt{\frac{1}{\theta}} \eta_t.
\end{align*}
\]

Here, the parameter \( \theta \) must be positive and \( \eta_t \) represents a \( \delta \)-correlated Gaussian Langevin force as before.

The above equations can be regarded either as one 2-dimensional Langevin equation for \( X_t \) and \( Y_t \) with a vanishing diffusion function in the first component or as an ordinary differential equation (ODE) for \( X_t \) which is coupled with a 1-dimensional Langevin equation for \( Y_t \). We follow the latter idea and understand the process \( Y_t \) as a noise function which drives the dynamics of the variable \( X_t \). In this sense, the process \( Y_t \) in the first equation can be compared to a Wiener process in a standard Langevin equation. Therefore, we refer to \( D^{(1)}_x \) and \( D^{(2)}_x \) as the drift and diffusion function of the \( X \)-process, respectively. Yet, as an integration of a Langevin equation, our noise process is—in contrast to a standard Langevin model—correlated in time. The noise process that we choose is called an Ornstein–Uhlenbeck process (OU process). It is defined by the drift function \( D^{(1)}_y(y) = -\frac{1}{\theta} y \), the diffusion function \( D^{(2)}_y(y) = \frac{1}{\theta} \), and the correlation length \( \theta \) [2].

We use \( X_t \) to represent the quantity whose dynamics is modeled or measured. \( Y_t \) is a hidden process. When this model is adjusted to a measured time series of \( X_t \), the values of \( Y_t \) are unknown. The values of \( Y_t \) are only known if the model equations are used to produce a synthetic time series for \( X_t \) by integration. This is a central difficulty of this model which we will discuss in detail.

With respect to the 2-dimensional process \( (X_t, Y_t) \), the model fulfills the Markov property as it can be seen as a 2-dimensional Langevin equation for \( (X_t, Y_t) \). Yet, for the process \( X_t \) alone, the Markov property is not valid. Instead, we have

\[
p(x_{n+1}|x_n, x_{n-1}, \ldots, x_0) = p(x_{n+1}|x_n, x_{n-1}),
\]

which we will explain in detail later on.

Another important property of the model is that it includes two different time scales by the different correlation lengths of the two components, which leads to a concave shape of the autocorrelation function ACF(\( \tau \)) for small values of \( \tau \). This phenomenon can be observed in real-world examples such as wind power modeling [16,17].

A Langevin model exhibiting hidden values is called a partially observed diffusion. Again, the estimation of suitable model parameters on the basis of a measured time series is an important task. Here, it would be obvious to use marginalization techniques such as the expectation-maximization algorithm (EM algorithm) [18–20] or Markov chain Monte Carlo methods (MCMC methods) [21–24] in a Bayesian framework. Yet, when applied to large data sets these methods are computationally expensive. In the mentioned references, the lengths of the measured time series are in the order of magnitude of 10^2. However, to reduce statistical errors we would like to work with time series containing a number of 10^5, 10^6, or 10^7 data points. To be able to handle this amount of data efficiently, a version of the direct estimation method that is adopted...
to the non-Markovian Langevin model (Eq. (5)) would be useful.

In our understanding, a direct estimation method is characterized by three properties: It is non-parametric (with respect to \( D_x^{(1)} \) and \( D_x^{(2)} \)), it involves a binning approach, and it relies on an analysis of increment moments. The binning approach in connection with the idea of representing the statistical properties of the data by the increment moments result in a method which is very effective when it is applied to large data sets.

In Ref. [15], an estimation method for a 2-dimensional Langevin model similar to that defined in Eq. (5) is presented. It can be called a direct estimation method in the sense defined above and is actually computationally cheap. Yet, this procedure is based on a perturbative approach and only works under the assumption that \( \theta \) is small compared to the time scale of the process \( X_t \).

In the present work, we propose another direct estimation method for the non-Markovian Langevin model defined in Eq. (5) which does not include any restriction for the time scales (cf. Sect. 2). So, it can also be applied in situations in which the non-Markovian nature of the data is very pronounced. We perform the estimation by optimizing a cost function whereby the computational effort of an evaluation of this cost function is independent of the length of the measured time series. Hence, the procedure can be applied to huge data sets without any problem.

Precisely, we use the coupling of the processes \( X_t \) and \( Y_t \) to define one equation which incorporates the overall dynamics of our model in the sense of Eq. (6). Here, different increments of the process \( X_t \) are incorporated. By a reformulation of this equation, we obtain a random variable \( \chi_t \) that obeys a standard normal distribution. We use its known moments as conditions for an estimation procedure. Following the idea of the direct estimation method, we sort the data into bins and obtain non-parametric estimates for the values of the functions \( D_x^{(1)} \) and \( D_x^{(2)} \) in these bins. As mentioned, we perform the estimation by an optimization of a suitable cost function. This is necessary, because, unlike in the direct estimation of standard Langevin equations, there is a connection between the estimates in different bins. This connection arises from the hidden component. The parameter \( \theta \) appears in the equations of all bins.

We give reasons for the assumption that the solution of the estimation problem concerning the non-Markovian model is unique (cf. Sect. 3). For that purpose, we consider the solution of the model in the case of linear functions \( D_x^{(1)} \) and \( D_x^{(2)} \), because in this particular case the solution can be calculated analytically.

The uniqueness is important for the feasibility of the optimization. It implies that there is only one global minimum and that the problem is well-posed. Nevertheless, it turns out that the cost function is difficult to handle due to different local minima. We propose two possibilities to manage the optimization efficiently in different situations (cf. Sect. 3).

First, we show how to obtain a useful initial guess for the optimization procedure. This initial guess only relies on the autocorrelation function (ACF) and the variance (Var) of the measured time series. It corresponds to the linear version of the non-Markovian Langevin model (Eq. (5)). Thus, it is successful if the measured dynamics can be approximated by a linear model to a certain extend. We discuss several examples to give an idea of what that means (cf. Sect. 4).

Alternatively, we propose to support the optimization process by a \( L^2 \)-regularization. Hereby, we choose the regularization parameter using the L-curve method. This ensures that the change of the cost function which is made by the regularization term does not affect the result of the estimation too much. Nonetheless, for our model, the \( L^2 \)-regularization favors balanced values during optimization. Therefore, this approach is useful only if this has a negligible impact on the estimation problem.

In a real world example in which the true model is unknown, the decision for one of the mentioned approaches has to be made by trial and error. It is based on a comparison of the statistical properties of the measured time series and a time series generated by an estimated model. Here, we consider the one-point pdf \( p_{X_t} \), the increment pdf \( p_{X_{t+\tau}\ldots X_t} \), and the auto-correlation function ACF. Of course, these statistical functions do not characterize a stochastic process in a unique way, but they are important reference points.

For the purpose of validation, we apply the proposed estimation procedure on several synthetic examples (cf. Sect. 4). Hereby, we illustrate the abilities of the procedure in different situations.

In sum, this paper is organized as follows. In Sect. 2, we present the estimation procedure for the non-Markovian Langevin model which we introduced above. We discuss the mentioned issues concerning the optimization in Sect. 3. Afterwards, we illustrate the procedure on the basis of several synthetic examples for the purpose of validation in Sect. 4. In Sect. 5, we summarize our work and give an outlook.

## 2 Estimation procedure

Faced with the problem of the estimation of the non-Markovian model defined in Eq. (5), one could try to apply the Markovian direct estimation (cf. Eq. (4)) to the measured values \( (x_0, x_1, x_2, \ldots, x_N) \). For this purpose, we perform a binning of the range \( D = [x_{\min}, x_{\max}] \) in the form \( D = \bigcup_{k=1}^{N_{\min}} B^k \), where a bin \( B^k \) is centered at \( x^k \) as for the 1-dimensional case. By the Euler approximation of the first component of the model, one would obtain the following equation for bin \( B^k \) centered at \( x^k \):

\[
\frac{1}{\tau} \langle X_{t+\tau} - X_t | X_t \in B^k \rangle = D_x^{(1)}(x^k) + \sqrt{D_x^{(2)}(x^k)} \langle Y_t | X_t \in B^k \rangle. \tag{7}
\]
For a standard Langevin equation, the $\delta$-correlation of the noise process would cause that the mean $\langle Y_t | X_t \in B^k \rangle$ is zero for every bin $B^k$. That is why the conditional mean of the increment of $X_t$ is used to calculate an estimation of $D_x^{(1)}$ at $x^k$.

However, in the case of a correlated noise process, the value of this mean depends on the location of the bin. This can be understood intuitively as follows. The noise drives the dynamics of the quantity $X$ against the force that is defined by the drift function. Hence, if $X_t$ reaches a bin $B^k$ that is far away from a fixed point at time $t^*$, the values of the noise process $Y_t$ in a small time interval before $t^*$ will be far away from zero. Due to the time correlation of the process $Y_t$, the same will be true for $Y_t$. Consequently, the mean of all values of $Y_t$ with the condition that $X_t$ is located in the bin $B^k$ is not zero. As the values of $Y_t$ are not known, Eq. (7) is not helpful in this context.\footnote{In the case that $B^k$ contains a fixed point, the mean $\langle Y_t | X_t \in B^k \rangle$ is approximatively zero (thanks to an anonymous referee for this suggestion) and consequently $\langle X_{t+\tau} - X_t | X_t \in B^k \rangle \approx D^{(1)}_x(x^k) = 0$. Thus, all bins $B^k$ where $\langle X_{t+\tau} - X_t | X_t \in B^k \rangle \approx 0$ holds are candidates for fixed points. We suppose that this is even an equivalence relation, yet we cannot justify this rigorously. This additional information can be useful for determining the initial guess during optimization (cf. Sect. 3). A single fixed point provides an indication for the parameter $X^*$ of the linear model. If multiple fixed points are to be expected, their location could be a basis for an initial guess of higher order than linear.}

The Markovian direct estimation cannot be applied to the present model.

Instead, we carry out similar estimations using the coupling of $X_t$ and $Y_t$ to obtain one equation for the dynamics of the measured values of $X_t$.

The Euler–Maruyama approximation of the model defined by Eq. (5) reads

\begin{align}
X_{t+\tau} &= X_t + D_x^{(1)}(X_t) \tau + \sqrt{D_x^{(2)}(X_t)} Y_t \tau \quad (8a) \\
Y_{t+\tau} &= Y_t - \frac{1}{\theta} Y_t \tau + \frac{1}{\theta} \sqrt{\tau} N_t, \quad (8b)
\end{align}

where $N_t$ is an element of a sequence of independent and identically distributed random variables obeying a standard normal distribution. Here, an approximation of higher order in $\tau$ would be possible. However, it would contain different stochastically dependent Itô integrals that would make the following calculations impossible. Based on Eq. (8), we formulate the following three relations:

\begin{align}
X_{t+\tau} &= X_{t+\tau}(X_t, Y_t, \xi) \quad (9) \\
Y_{t+\tau} &= Y_{t+\tau}(Y_t, N_t, \xi) \quad (10) \\
X_{t+2\tau} &= X_{t+2\tau}(X_{t+\tau}, Y_{t+\tau}, \xi), \quad (11)
\end{align}

where $\xi := (D_x^{(1)}, D_x^{(2)}, \theta)$ denotes the degrees of freedom of the estimated model. We combine these relations into one equation that only includes measured values of the process $X_t$ via simple reformulations as follows. From the measured values $X_t$ and $X_{t+\tau}$, the hidden value $Y_t$ can be determined via Eq. (9). Then Eq. (10) can be used to calculate $Y_{t+\tau}$ where the random variable $N_t$ is involved. Finally, the calculated value $Y_{t+\tau}$ and the measured value $X_{t+\tau}$ can be inserted into Eq. (11) to gain a relation between $X_t$, $X_{t+\tau}$, and $X_{t+2\tau}$. This relation incorporates the overall dynamics of the measured process $X_t$ that is influenced by the coupled noise process $Y_t$. It makes clear that the process $X_t$ alone is non-Markovian by means of Eq. (6). The relation reads

\begin{align}
X_{t+2\tau} &= X_{t+2\tau}(X_{t+\tau}, Y_t, N_t, \xi) \\
&= \varphi(X_{t+\tau}, X_t, \xi) + \psi(X_{t+\tau}, X_t, \xi) N_t, \quad (12)
\end{align}

where we use the abbreviations

\begin{align}
\varphi(X_{t+\tau}, X_t, \xi) &:= X_{t+\tau} + \left( D_x^{(1)}(X_t) + \sqrt{D_x^{(2)}(X_t)} Y_t \right) \tau \\
- \sqrt{D_x^{(2)}(X_{t+\tau})} \frac{1}{\theta} Y_t \tau^2 \quad (13) \\
\psi(X_{t+\tau}, X_t, \xi) &:= \sqrt{D_x^{(2)}(X_{t+\tau})} \frac{1}{\theta} \tau^{3/2} \quad (14)
\end{align}

and the relation

\begin{equation}
Y_t = \frac{X_{t+\tau} - X_t - D_x^{(1)}(X_t) \tau}{\sqrt{D_x^{(2)}(X_t) \tau}}. \quad (15)
\end{equation}

From Eq. (12), we can infer that the random variable $\chi_t$ defined by

\begin{equation}
\chi_{t+\tau} := \frac{X_{t+2\tau} - \varphi(X_{t+\tau}, X_t, \xi)}{\psi(X_{t+\tau}, X_t, \xi)} \quad (16)
\end{equation}

obeys a standard normal distribution for every value of $t$ where $\chi_t$ and $\chi_{t'}$ are independent for any different points in time $t \neq t'$. Now, for a measured time series $(x_0, x_1, \ldots, x_N)$ of the process $X_t$, we can calculate the corresponding sequence $(\chi_2, \chi_3, \ldots, \chi_N)$. This sequence is a sample of a standard normal distribution. Consequently, we have

\begin{equation}
\langle \chi_{i+2} \rangle = 0 \quad \text{and} \quad \langle \chi_{i+2}^2 \rangle = 1. \quad (17)
\end{equation}

We use these equations as conditions for the time-independent values of $\xi$. As in the standard direct estimation, we perform the binning and calculate conditioned means to yield conditions for both $\theta$ and the drift and diffusion functions at the center of a specific bin. In this case, due to the non-Markovian nature of the model in terms of Eq. (6), we need two conditions. For a bin $B^k$ centered at $x^k$, we have the equations

\begin{equation}
\langle \chi_{i+2} | x_{i+1} \in B^k, x_i \in B^k \rangle = 0 \quad (18)
\end{equation}
and \( \langle x_{i+2}^2 | x_{i+1} \in B^k, x_i \in B^k \rangle = 1 \) (19)

as conditions for the values \( D_x^{(1)}(x^k), D_x^{(2)}(x^k) \) and \( \theta \).

In this context, an estimated model is represented by the values

\[
\hat{\xi} := (D_x^{(1)}(x^1), \ldots, D_x^{(1)}(x^{N_{\text{bins}}}), \]
\[
D_x^{(2)}(x^1), \ldots, D_x^{(2)}(x^{N_{\text{bins}}}), \theta). \tag{20}
\]

Via the parameter \( \theta \), conditions belonging to different bins are coupled. Therefore, we formulate our estimation procedure in terms of an optimization problem. To find a suitable model for a measured time series \((x_0, x_1, \ldots, x_N)\), we minimize the cost function

\[
\text{CF}(\xi) := \sum_{k=1}^{N_{\text{bins}}} \left( \langle x_{i+2} | x_{i+1} \in B^k, x_i \in B^k \rangle - 0 \right)^2 + \sum_{k=1}^{N_{\text{bins}}} \left( \langle x_{i+2}^2 | x_{i+1} \in B^k, x_i \in B^k \rangle - 1 \right)^2. \tag{21}
\]

It is possible to reformulate the conditional means of \( \chi_{i+2} \) in the following way:

\[
\langle \chi_{i+2} | x_{i+1} \in B^k, x_i \in B^k \rangle = E_k \Delta_k^{10} + F_k \Delta_k^{01} + G_k \Delta_k^{00}
\]
\[
\langle \chi_{i+2}^2 | x_{i+1} \in B^k, x_i \in B^k \rangle = E_k^2 \Delta_k^{20} + 2E_k F_k \Delta_k^{11} + 2E_k G_k \Delta_k^{10}
\]
\[
+ F_k^2 \Delta_k^{02} + 2F_k G_k \Delta_k^{01} + G_k^2 \Delta_k^{00}. \tag{23}
\]

Here, we use the notations

\[
\Delta_k^{mn} := \left( (x_{i+2} - x_{i+1})^m (x_{i+1} - x_i)^n \right)_{|x_{i+1} \in B^k, x_i \in B^k} \tag{24}
\]
\[
E_k := \frac{1}{\sqrt{D_x^{(2)}(x^k) \frac{1}{\theta} \tau^3}} \tag{25}
\]
\[
F_k := \frac{\frac{1}{\theta} \tau - 1}{\sqrt{D_x^{(2)}(x^k) \frac{1}{\theta} \tau^3}} \tag{26}
\]
\[
G_k := - \frac{D_x^{(1)}(x^k) \sqrt{\frac{1}{\theta} \tau}}{\sqrt{D_x^{(2)}(x^k)}}. \tag{27}
\]

The important advantage of this reformulation is that the quantities \( \Delta_k^{mn} \), which represent the statistical properties of the measured time series containing a huge amount of data points, can be calculated once before the optimization of the cost function CF is performed. In this way, the numerical effort of the optimization of the cost function is reduced considerably. Moreover, it is independent of the length of the data set.

In principle, it would be possible to include higher moments of the random variable \( \chi_t \) as additional conditions into the cost function. However, this turns out to be not helpful in practice because it does not improve the result of the estimation.

The number of bins \( N_{\text{bins}} \) should be chosen great enough so that the resolution of the functions \( D_x^{(1)} \) and \( D_x^{(2)} \) is high enough. At the same time, it should be chosen small enough so that the course of the functions is not perturbed by statistical fluctuations which appear if the amount of data belonging to a single bin is too small. Hence, the most suitable number of bins also depends on the length of the measured time series. In our examples where we have 10^6 data points, we choose \( N_{\text{bins}} = 20 \).

Furthermore, we modify the cost function in such a way that it returns a value that is higher than all other values, if the minimum of the function \( D_x^{(2)} \) or the value of \( \theta \) are negative. In this way, the constraints of the model are fulfilled by the result of the estimation.

In summary, we conduct an estimation of the model defined by Eq. (5) by finding a suitable value of the parameter \( \theta \) and suitable values of the drift and diffusion functions \( D_x^{(1)} \) and \( D_x^{(2)} \) at the centers of appropriate bins. The estimation procedure is realized by a minimization of the cost function CF (cf. Eq. (21)). The numerical effort of an evaluation of this cost function is independent of the length of the data set.

3 Technical details concerning the optimization

We expect to obtain unique results from the estimation of the model defined by Eq. (5). We give reasons for that in Sect. 3.1. Nonetheless, the optimization of the cost function CF (cf. Eq. (21)) turns out to be difficult in practice due to different local minima. Therefore, we support the optimization process either by a suitable initial guess (cf. Sect. 3.2) or by a regularization (cf. Sect. 3.3).

3.1 Uniqueness of the global minimum

For the linear model

\[
\dot{X}_t = - \frac{1}{\alpha} X_t + \sqrt{\beta} Y_t \tag{28a}
\]
\[
\dot{Y}_t = - \frac{1}{\theta} Y_t + \sqrt{\frac{1}{\theta}} \eta_t \tag{28b}
\]
\((\alpha, \beta, \theta > 0)\) the stationary solution of the process \( X_t \) can be calculated analytically. It is (cf. Appendix A)

\[
X_t = \sqrt{\frac{\beta}{\alpha}} \int_0^t (t - t') e^{-\frac{1}{\alpha}(t-t')} dW_{t'} \tag{29}
\]
in the case $\alpha = \theta$ and
\[ X_t = \frac{\alpha \sqrt{3\theta}}{\alpha - \theta} \int_0^t e^{-\frac{\theta}{2}(t-t')} - e^{-\frac{\alpha}{2}(t-t')} \, dW_{t'}. \tag{30} \]
in the case $\alpha \neq \theta$. Hereby the integral is a stochastic Itô integral with respect to the Wiener process $W_t$.

The corresponding variance $\text{Var}(X_t)$ and autocorrelation function $\text{ACF}(\tau)$ read (cf. Appendix B)
\[ \text{Var}(X_t) = \frac{\alpha^2 \beta}{4} \tag{31} \]
\[ \text{ACF}(\tau) = e^{-\frac{\theta}{2}\tau} + \frac{1}{\alpha} \tau e^{-\frac{\alpha}{2}\tau} \tag{32} \]
in the case $\alpha = \theta$ and
\[ \text{Var}(X_t) = \frac{\alpha^2 \beta}{2(\alpha + \theta)} \tag{33} \]
\[ \text{ACF}(\tau) = \frac{1}{\alpha - \theta} \left[ \alpha e^{-\frac{\theta}{2}\tau} - \theta e^{-\frac{\alpha}{2}\tau} \right] \tag{34} \]
in the case $\alpha \neq \theta$.

With the help of these results we can investigate the uniqueness of the solution of our estimation problem.

In the linear model, the parameters $\alpha$ and $\theta$ can be interchanged without changing the solution of the model (cf. Eqs. (29) and (30)). Hereby, the value of $\beta$ must be adjusted suitably in the case $\alpha \neq \theta$. Aside from this symmetry, the values of all parameters are uniquely defined by the solution $X_t$. This can be proved as follows.

The functions $e^{-\frac{\theta}{2}\tau}$, $e^{-\frac{\alpha}{2}\tau}$, and $\tau e^{-\frac{\alpha}{2}\tau}$ appearing in the ACF are linearly independent. Consequently, the values of $\alpha$ and $\theta$ can be uniquely deduced from the ACF. Besides, the cases $\alpha = \theta$ and $\alpha \neq \theta$ can be distinguished by means of the ACF. With known values of $\alpha$ and $\theta$ the variance can be used to determine the value of $\beta$.

All in all, the solution of the estimation problem concerning the linear model is unique except for the symmetry regarding the parameters $\alpha$ and $\theta$.

Using the transformation $X'_t = X_t - X^*$, these results can be generalized to a linear model in which the fixed point $X^*$ of the process $X_t$ differs from 0. The corresponding model equations read
\[
\dot{X}_t = -\frac{1}{\alpha} (X_t - X^*) + \sqrt{\beta} Y_t \tag{35a}
\]
\[
\dot{Y}_t = -\frac{1}{\theta} Y_t + \sqrt{\frac{1}{\theta}} \eta_t. \tag{35b}
\]

In this case, the fixed point $X^*$ is uniquely determined by the mean $\langle X_t \rangle$ (the mean of the solution $X_t$ of the model given by Eq. (28) is 0).

According to our experience (cf. Sect. 4), it is possible to transfer the above results to the nonlinear model (Eq. (5)), whereas the symmetry regarding the slope of the function $D^{(1)}_{\beta}$ and the term $-\frac{1}{\theta}$ which occurs in the linear model is broken in the nonlinear model. Therefore, we have reasons to assume that our estimation problem is well-posed.

An important issue in this context is that we have chosen the noise process in such a way that it includes only one free parameter. Moreover, it is chosen such that the variance of the process $Y_t$ is fixed to $\frac{1}{2}$ and that $\theta$ defines the correlation length of $Y_t$ [2]. Thus, the magnitude of the influence of the noise to the dynamics of $X$ is only determined by the function $D^{(2)}_{\beta}$. According to our experience, this is advantageous for the estimation procedure.

### 3.2 Linear estimation as initial guess

To obtain an initial guess for the optimization of the cost function $\text{CF}$ (cf. Eq. (21)), we first conduct an estimation of the linear model (Eq. (28)). We perform this linear estimation only based on the ACF and the variance of the measured time series as described next.

As it is often done in the context of turbulence, two time scales can be determined by the autocorrelation function $\text{ACF}(\tau)$. The correlation length $L$ is defined by its integral
\[ L = \int_0^\infty \text{ACF}(\tau) \, d\tau \tag{36} \]
and the Taylor length $\Lambda$ is defined by its quadratic approximation at $\tau = 0$
\[ \text{ACF}(\tau) \approx 1 - \frac{1}{2} \left( \frac{\tau}{\Lambda} \right)^2. \tag{37} \]

There are different possibilities for a precise computation of these quantities in practice [25]. Yet, for the purpose of this work, it is sufficient to compute them in a very straightforward way. We calculate the correlation length $L$ by integrating the function $\text{ACF}(\tau)$ from $\tau = 0$ to the point where it is zero or nearly zero for the first time. Here, we ignore the fluctuations that usually appear in a measured autocorrelation function for large values of $\tau$. For the calculation of the Taylor length $\Lambda$, we perform a quadratic fit of the function $\text{ACF}(\tau)$ in a small range close to $\tau = 0$. The precise result for $\Lambda$ depends on the choice of this range. We define the most appropriate range by visual inspection such that the curvature of the ACF near $\tau = 0$ is reflected sufficiently by the quadratic fit. An example is shown in Fig. 1.

There is a very clear connection between the length scales $L$ and $\Lambda$ of the ACF and the parameters $\alpha$ and $\theta$ of the linear model. Via Eq. (34), we obtain (cf. Appendix C)
\[ L = \alpha + \theta \quad \text{and} \quad \Lambda = \sqrt{\alpha \theta} \tag{38} \]
in the case $\alpha \neq \theta$. Vice versa, with measured values of $L$ and $\Lambda$, we can calculate estimated values for $\alpha$ and $\theta$. 
by
\[
\hat{\alpha} = \frac{L}{2} \pm \sqrt{\left(\frac{L}{2}\right)^2 - \Lambda^2}, \quad (39a)
\]
\[
\hat{\theta} = \frac{L}{2} \mp \sqrt{\left(\frac{L}{2}\right)^2 - \Lambda^2}. \quad (39b)
\]

Hereby, the choice of the signs cannot be made based on the ACF. This corresponds to the symmetry of the parameters \(\alpha\) and \(\theta\) that we have already discussed in Sect. 3.1. In our validation examples, the choice can be made by comparing \(\hat{\theta}\) to the true value of \(\theta\) and \(-\frac{1}{\alpha}\) to an averaged slope of the true function \(D_x^{(1)}\). In a real-world estimation problem, the choice can only be made based on the comparison of the statistical properties of the measured time series and a time series generated by the estimated model.

Via the estimated values \(\hat{\alpha}\) and \(\hat{\theta}\), Eq. (33) can be used to obtain an estimate for the parameter \(\beta\):
\[
\hat{\beta} = \frac{2L \text{Var}}{\hat{\alpha}^2 \hat{\theta}}. \quad (40)
\]

The above estimates can also be applied in the case \(\alpha = \theta\).

Due to inaccuracies that are involved in the determination of the length scales \(L\) and \(\Lambda\) in a measured ACF, the square roots in the above estimates \(\hat{\alpha}\) and \(\hat{\theta}\) can be problematic in the case \(L/2 \approx \Lambda\). If such a problem occurs, it can be appropriate to simply use \(\hat{\alpha} = \hat{\theta} = L/2\) instead of the above estimates.

Alternatively, we can employ the function of either Eq. (32) \((\alpha = \theta)\) or Eq. (34) \((\alpha \neq \theta)\) to obtain estimated parameters \(\hat{\alpha}\) and \(\hat{\theta}\) by a fit of the measured ACF. Here again, the decision for one of the cases \(\alpha = \theta\) and \(\alpha \neq \theta\) can be problematic in the case \(L/2 \approx \Lambda\). If such a problem occurs, it can be appropriate to simply use \(\hat{\alpha} = \hat{\theta} = L/2\) instead of the above estimates.

Alternatively, we can employ the function of either Eq. (32) \((\alpha = \theta)\) or Eq. (34) \((\alpha \neq \theta)\) to obtain estimated parameters \(\hat{\alpha}\) and \(\hat{\theta}\) by a fit of the measured ACF. Here again, the decision for one of the cases \(\alpha = \theta\) and \(\alpha \neq \theta\) can be made by trial and error.

The above described linear estimation yields a proper initial guess for the optimization of the cost function CF (Eq. (21)) if the measured dynamics can be approximated sufficiently by the linear model (Eq. (28)). In Sect. 4, we discuss several examples to give an idea of what that means.

### 3.3 Regularization

Alternatively to the linear initial guess discussed in the previous section, we can support the optimization process by a \(L^2\)-regularization [26]. Again, the decision in favor of this procedure can only be made by trial and error based on a comparison of the statistical properties of the measured time series and a time series generated by the estimated model.

The \(L^2\)-regularization is facilitated by adding the term
\[
\lambda \left( \sum_{k=1}^{N_{\text{bins}}} \left[ D_x^{(1)}(x_k) \right]^2 + \sum_{k=1}^{N_{\text{bins}}} \left[ D_x^{(2)}(x_k) \right]^2 + 2N_{\text{bins}} \left( \frac{1}{\theta} \right)^2 \right) \quad (41)
\]
to the cost function CF (cf. Eq. (20) and (21)). The factor \(2N_{\text{bins}}\) ensures that the regularization reaches the noise process to the same extend as the first component of the model.

We determine the regularization parameter \(\lambda\) using the L-curve method [26]. This method ensures that the cost function is only modified as much as it is necessary to obtain a reliable optimization procedure. Yet, the value of \(\lambda\) is not always unique. Sometimes it can be helpful to try different candidates.

Due to the connection of the two components of the model via the correlation length \(L\) (\(L = \alpha + \theta\) in the linear case), the \(L^2\)-regularization favors balanced values of the estimated parameters. Hence, this approach is only successful, if this causes a negligible change of the optimization problem.

It is advantageous to perform the optimization step by step. We begin with an estimation of a linear model as it is defined by Eqs. (28) or (35). This can be done with arbitrary initial guesses for the parameters \(\alpha, X^*, \beta, \) and \(\theta\). Afterwards, we perform the non-parametric optimization using the result of the first optimization as an initial guess. Here, we choose \(N_{\text{bins}} = 10\) at first and raise this value to 20 in a third step. In this way, we increase the number of free parameters successively from 4 (or 3, respectively) to 21 and 41. In every step, we carry out the estimation by means of an optimization of the cost function CF (Eq. (21)) with the added regularization term, whereby we choose a new regularization parameter \(\lambda\) using the L-curve method in each of the three steps. This successive approach leads to more promising results.

In our experience, a regularization is not needed if a reliable initial guess can be made. Thus, it suffices to
use either the regularization or the initial guess for the optimization process.

4 Validation examples

In this section, we apply our estimation procedure to different test examples for the purpose of illustration and validation.

In every example, we choose a model (by defining the drift and diffusion functions of the first component and the parameter $\theta$) and generate a time series containing $10^6$ data points by numerical integration (Euler–Maruyama) with time step $\tau = 0.1$. Next, we apply our estimation procedure (as described in Sects. 2 and 3) to this synthetic time series and compare the estimated model to the true one. Here, the comparison can be done in terms of the values of $D_x^{(1)}$, $D_x^{(2)}$, and $\theta$.

In the context of a real world example, the quality of an estimated model can only be evaluated by a comparison of the statistical properties of the measured time series and a time series generated by an integration of the model. The statistical properties of a stochastic process $X_t$ can, among other quantities, be represented by the one-point pdf $p_{X_t}$, the increment pdf $p_{X_{t+\tau}-X_t}$, and the autocorrelation function ACF. Even though these statistical functions do not characterize a stochastic process in a unique way, they are important indicators.

For our test examples, we compare the statistical quantities as well. This gives a more complete view on the quality of the estimated models. Moreover, if a trial-and-error choice (number of bins, initial guess or regularization parameter, ...) is not clear on the basis of the results for $D_x^{(1)}$, $D_x^{(2)}$, and $\theta$, we make the choice based on the comparison of the statistical quantities. Hereby, we show the increment probability distribution in a semilogarithmic plot, because in this way the shape of the tails is more visible. In many applications such as turbulence or wind power modeling, this is an important issue [27].

For an integration of an estimated model, we interpolate the estimated values of the drift and diffusion functions $D_x^{(1)}$ and $D_x^{(2)}$ linearly and extrapolate them constantly by the leftmost or rightmost estimated value, respectively.

We start with a simple linear model and proceed with more complicated models raising the complexity step by step to discuss the abilities of our procedure.

For all examples, we present the results of the linear estimations in Table 1, the results of the nonlinear estimations in Fig. 2, and the results in terms of the statistical quantities in Fig. 3.

All estimated models include only small inaccuracies in the values of $D_x^{(1)}$, $D_x^{(2)}$, and $\theta$ as well as in the statistical characteristics. Larger deviations occur only in the values of $D_x^{(1)}$ and $D_x^{(2)}$ in the leftmost and rightmost regions of their domain. These are statistical errors that arise due to the fact that the outer bins contain less amounts of data (according to the one-point pdf $p_{X_t}$).

### 4.1 Ornstein–Uhlenbeck system

First of all, we choose an Ornstein–Uhlenbeck (OU) model, i.e., a model with linear drift and constant diffusion functions, given by the following equation.

\[
\begin{align*}
\dot{X}_t &= -X_t + Y_t & (42a) \\
\dot{Y}_t &= -Y_t + \eta_t. & (42b)
\end{align*}
\]

In this case, we have $\alpha = \theta$ and $L \approx \Lambda$. Due to small inaccuracies in the calculation of $L$ and $\Lambda$, the square root in the estimates $\hat{\alpha}$ and $\hat{\theta}$ (cf. Eq. (39)) proves problematic. Therefore, we use the function in Eq. (32) to obtain the estimates $\hat{\alpha}$ and $\hat{\theta}$ by a fit of the measured ACF. Via Eq. (40) and the measured variance, we calculate the estimate $\hat{\beta}$ (cf. Table 1 for all numerical values).

Next, we use these results concerning the linear model (Eq. (28)) as an initial guess for the optimization of the cost function $CF$ (Eq. (21)) which yields the estimate of the nonlinear model (Eq. (5)) (cf. Figs. 2 and 3).

### 4.2 Multiplicative noise system

Now, we discuss a model exhibiting multiplicative noise, i.e., a nonlinear diffusion function in the first component. We choose an asymmetrical diffusion function which leads to a non-negative skew of the distribution of $X_t$. In this example, the correlation length of the noise process ($\theta = 5$) equals the correlation length of the measured process $X_t$ ($L = 5.44$). Hence, this estimation problem could not be solved by the method discussed in Ref. [15].

\[
\begin{align*}
\dot{X}_t &= -2X_t + \sqrt{e^{-0.5(X_t-1)^2}}Y_t & (43a) \\
\dot{Y}_t &= -0.2Y_t + \sqrt{0.2}\eta_t. & (43b)
\end{align*}
\]
Here, we use the estimates $\hat{\alpha}$ and $\hat{\theta}$ as defined in Eq. (39) and the estimate $\hat{\beta}$ as defined in Eq. (40) (cf. Table 1 for all numerical values).

Due to the asymmetric diffusion function, the mean of the measured values $\langle X_t \rangle = 0.03$ differs significantly from zero. Therefore, we use the shifted linear model (Eq. (21)) as an initial guess for the optimization of the cost function $CF$ (Eq. (21)) which yields the estimate of the nonlinear model (Eq. (5)) (cf. Figs. 2 and 3).

### 4.3 Nonlinear system

Now, we test the performance of our procedure in the context of a model exhibiting nonlinear drift and diffusion functions in the first component. Here, we choose a correlation length of the noise process ($\theta = 0.1$) that is very small compared to the correlation length of the measured process $X_t$ ($L = 1.05$).

\[
\begin{align*}
\dot{X}_t &= -X_t - X_t^3 + \sqrt{0.2 (X_t + 2)^2 Y_t} \\
\dot{Y}_t &= -10 Y_t + \sqrt{10} \eta_t.
\end{align*}
\]  

(44a) \quad (44b)

Due to the small correlation length of the noise process, we need a high resolution of the ACF to be able to calculate the Taylor length $\Lambda$. Therefore, we use $\tau = 0.01$ as step size of the numerical integration in this example. For a time series with step size $\tau = 0.1$, a modeling with a standard Langevin equation and $\delta$-correlated noise would be more appropriate.

We use the estimates $\hat{\alpha}$ and $\hat{\theta}$ as defined in Eq. (39) and $\hat{\beta}$ as defined in Eq. (40) (cf. Table 1 for all numerical values).

Afterwards, we use these results for the linear model (Eq. (28)) as an initial guess for the optimization of the cost function $CF$ (Eq. (21)) which yields the estimate of the nonlinear model (Eq. (5)) (cf. Figs. 2 and 3).

### 4.4 Intermittent system

Here, we present another nonlinear example. The shape of the drift and diffusion functions and the correlation length of the noise process $\theta = 1.43$ cause an intermittent behavior of the process $X_t$ which can be seen in the heavy tails of the increment distribution (cf. Fig. 3). The term $-0.1 X_t^9$ in the drift function prevents the time series from diverging to infinity.

\[
\begin{align*}
\dot{X}_t &= -0.25 \arctan(4X_t) - 0.1 X_t^3 + \sqrt{0.03 + 0.2 X_t^2} Y_t \\
\dot{Y}_t &= -0.7 Y_t + \sqrt{0.7} \eta_t.
\end{align*}
\]  

(45a) \quad (45b)

A reliable estimation of the values of the drift and diffusion functions $D_x^{(1)}$ and $D_x^{(2)}$ is not feasible if a bin contains only a few data points. Therefore, in this intermittent example, we estimate $D_x^{(1)}$ and $D_x^{(2)}$ only in the interval $[-0.8, 0.8]$.

The question how the estimated drift and diffusion functions should be extrapolated beyond this interval is a different matter. Here, we simply add the known term $-0.1 X_t^9$ when doing the integration of the estimated model.

Aside from that, we perform the estimation in the same way as in the previous example obtaining the results shown in Figs. 2 and 3.

### 4.5 Bistable system

In this example, we demonstrate that our estimation procedure can also handle systems that exhibit more than one stable fixed point. We take the following system into account whose dynamics is influenced by a double well potential.

\[
\begin{align*}
\dot{X}_t &= X_t - X_t^3 + \sqrt{0.9 + 0.2 X_t^2} Y_t \\
\dot{Y}_t &= -Y_t + \eta_t.
\end{align*}
\]  

(46a) \quad (46b)

By trial-and-error, we decide to apply the $L^2$-regularization together with an arbitrary initial guess in this example. We perform the optimization in three successive steps as described in Sect. 3.3. We choose the regularization parameters $\lambda_1 = 0.1$, $\lambda_2 = 10^{-6}$, and $\lambda_3 = 0$ by means of the L-curve method. The fact that the regularization parameter decreases from 0.1 to 0 indicates that the iterative optimization is an effective approach.

The estimation results are shown in Figs. 2 and 3.

### 5 Conclusion and outlook

In the present work, we have proposed a non-parametric estimation procedure for a non-Markovian Langevin model (cf. Eq. (5)). In this model, the dynamics of a 1-dimensional quantity is driven by a hidden Ornstein-Uhlenbeck noise process. The estimation is done by an optimization of a suitable cost function which is defined on the basis of specific means of the increment process. These means are conditioned on a suitable binning of the measured values which makes the non-parametric estimation possible. The definition of the cost function incorporates the non-Markovian nature of the model and solves the difficulty of the unknown noise values.

The numerical effort of an evaluation of the cost function is independent of the length of the measured time series. Thus, the proposed method is efficient also for large data sets. In our examples, each estimation could be realized in a few seconds on a standard PC.

Besides, we have developed a possibility to estimate the linear model (cf. Eqs. (28) or (35)) which is only based on the ACF and the variance of the measured time series. It can be used to generate an initial guess for the estimation of the nonlinear model (cf. Eq. (5)). Via this initial guess or a $L^2$-regularization, we realized the optimization of the cost function in an efficient way.
Fig. 2 Drift (blue) and diffusion (orange) functions for $X$ (left) and $Y$ (right), respectively. The dashed lines represent the true functions. The separated dots in the left figures represent the estimated values in the respective bins. The solid lines in the right figures represent the estimated functions $D_y^{(1)}(y) = -\hat{\theta}_y y$ and $D_y^{(2)}(y) = \frac{1}{\hat{\theta}_y}$. From top to bottom: a OU ($\hat{\theta} = 0.97$), b multiplicative noise ($\hat{\theta} = 4.92$), c nonlinear ($\hat{\theta} = 0.10$), d intermittent ($\hat{\theta} = 1.69$), and e bistable ($\hat{\theta} = 0.91$) system.
Fig. 3 One-point pdf $p_{X_t}$ (left), increment pdf $p_{X_{t+\tau}-X_t}$ (middle, logarithmic plot), and autocorrelation function ACF (right) of a time series of the original (dashed, blue) and estimated (solid, orange) model equations, respectively. From top to bottom: a OU, b multiplicative noise, c nonlinear, d intermittent, and e bistable system. Pdfs are computed by Gaussian kernel density estimation.
As a validation, we have illustrated the abilities of the procedure in different synthetic examples. Here, we have seen only small inaccuracies in the estimated models as well as in the statistical properties of the generated time series. Solely in the outer regions of their domain, the estimated drift and diffusion functions $D^{(1)}$ and $D^{(2)}$ show remarkable deviations. As mentioned, the reason for these statistical errors is that the outer bins contain less amounts of data.

In our examples we defined the edges of the bins in a linear way. Alternatively, one could define them in such a way that all bins contain the same amount of data points. This would reduce the fluctuations of the values in the outer bins that we observed in our results. On the other hand, as a trade-off, the spacing of the outer estimated function values would be larger, resulting in lower resolution of the drift and diffusion functions in these areas.

The calculation of the initial guess as proposed requires that the measured dynamics can be approximated by the linear model to a certain extend. The regularization approach in turn is restricted to examples in which balanced values of the drift and diffusion functions and the parameter $\theta$ are reasonable. In other cases, the proposed estimation technique could produce less persuasive results. Then maximum likelihood estimation [28] could be used to improve the results. With the result of the present method as an initial guess, the computation time of the MLE could be significantly lower.

Yet, as we have seen in the examples, the restriction caused by the linear initial guess is not a significant one. Even in the intermittent example, the linear initial guess was successful. Only in the bistable example, in which the drift function exhibits several zeros, we had to rely on the regularization approach.

The final estimated values of $\theta$ are very similar to the values that we obtained initially from the linear estimation (except for the bistable example). This fact emphasizes the effectiveness of the linear estimation that is only based on the measured ACF and variance.

The non-Markovian model that we used (Eq. (5)) can be generalized using a nonlinear noise process. In this situation a 2-dimensional binning with respect to both the measured values of $X_t$ and the estimated values of $Y_t$ has to be performed. However, the optimization of the corresponding cost function turns out to be not feasible with the procedures discussed in this work. A possible reason for that is that the connection between the different bins is less strong than it is in our model where the parameter $\theta$ occurs in every bin. Furthermore, the 2-dimensional binning effects a higher numerical cost of the evaluation of the cost function.

Finally, the examples that we presented in Sect. 4 show a variety of different properties ranging from Gaussian over skewed to heavy-tailed and bimodal distributions. Moreover, an important point is that the non-Markovian model is able to realize an autocorrelation function ACF($\tau$) that is concave for small values of $\tau$. This effect is caused by the two different correlation length scales that are incorporated in the model and can be observed in real-world examples such as wind power modeling [16,17].

In this sense, many real-world problems are not purely Markovian [1] and a mathematical description in terms of a standard Langevin equation is only possible on larger length scales than the Markov or Markov–Einstein (ME) [29] length scale. Otherwise, the Markov approach can lead to incorrect quantitative results for the drift and the diffusion coefficients, so that the results have to be corrected by extrapolation [30] or optimization [31].

We expect that the non-Markovian model that incorporates an OU noise process can be applied to all systems with a finite ME scale ranging from turbulence, biological and medical systems to seismic time series (see Ref. [1] for an overview) to obtain better quantitative results with a low numerical effort. Other applications would be the modeling of wind power fluctuations [14] or power grid frequency fluctuations [32]

Furthermore, the proposed method can be useful in the context of simplifications via reduced-dimension observables (coarse-graining). Their dynamics are influenced by memory effects if the separation of essential and non-essential degrees of freedom or fast and slow time scales cannot be employed in a strict manner. A variety of examples from, e.g., molecular dynamics [33], climate modeling [34], biophysics [35], or finance [36], illustrates the broad relevance of this issue. For all these applications, our approach may provide an approximation to the dynamics of the systems.

In the context of real-world examples, the time step $\tau$ can be chosen arbitrarily. Choosing different values $\tau = c\tau'$ only leads to a scaling of the estimated values by the factor $c^{-1}$ (for $D^{(1)}$ and $\theta$) or $c^{-2}$ (for $D^{(2)}$), respectively (cf. Eq. (2)).

An exemplary python implementation of the proposed estimation procedures is openly available [37].
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Appendix A: Analytic solution of the linear model

Here, we calculate the stationary solution of the SDE model defined by the equations ($\alpha, \beta, \theta > 0$)

\[
\dot{X}_t^{(1)} = -\frac{1}{\alpha} X_t^{(1)} + \sqrt{\beta} X_t^{(2)} \quad (A.1a)
\]
\(X^{(2)}_t = \frac{1}{\theta} X^{(2)}_t + \sqrt{\frac{1}{\theta}} B_t\) \hspace{1cm} (A.1b)

in an analytic way. In general, the solution of the initial value problem defined by the Langevin equation

\[dX_t = -B X_t dt + \sigma dW_t,\] \hspace{1cm} (A.2)

and the initial value \(X_0 = x_0\) is given by \([2,3]\)

\[X_t = e^{-Bt}x_0 + \int_0^t e^{-B(t-t')} \sigma dW_{t'},\] \hspace{1cm} (A.3)

In our model, we have \(X_t = (X^{(1)}_t, X^{(2)}_t)^\top\),

\[W_t = (W^{(1)}_t, W^{(2)}_t)^\top, B = \begin{pmatrix} \frac{1}{\alpha} & -\sqrt{\frac{\beta}{\theta}} \\ 0 & \frac{1}{\beta} \end{pmatrix}, \text{ and } \sigma = \begin{pmatrix} 0 & 0 \\ 0 & \sqrt{\frac{1}{\beta}} \end{pmatrix}.\] \hspace{1cm}

As we are interested in the stationary solution that emerges for large values of \(t\), we end up with \(X^{(2)}_t = \int_0^t e^{-B(t-t')} \sigma dW_{t'}\), and need to evaluate the matrix exponential. Here, we have to distinguish two cases: \(\alpha \neq \theta\) and \(\alpha = \theta\).

In the case \(\alpha = \theta\), we evaluate the matrix exponential via the diagonalization of \(B\),

\[B = T^{-1} DT,\] \hspace{1cm} (A.4)

where \(T = \begin{pmatrix} \frac{1}{\alpha} & \alpha \theta \\ 0 & \frac{1}{\beta} \end{pmatrix}\) and \(D = \begin{pmatrix} \frac{1}{\alpha} & 0 \\ 0 & \frac{1}{\beta} \end{pmatrix}\):

\[e^{-B(t-t')} = T^{-1} e^{-D(t-t')} T.\] \hspace{1cm} (A.5)

We obtain

\[X^{(1), (2)}_t = \frac{\alpha \sqrt{\beta \theta}}{\alpha - \theta} \int_0^t e^{-\frac{1}{\alpha} (t-t')} - e^{-\frac{1}{\beta} (t-t')} dt'\] \hspace{1cm} (A.6)

for the first component of the solution and

\[X^{(3), (2)}_t = \frac{1}{\sqrt{\theta}} \int_0^t e^{-\frac{1}{\beta} (t-t')} dW_{t'}\] \hspace{1cm} (A.7)

for the second component.

In the case \(\alpha \neq \theta\), we calculate the matrix exponential via the Jordan–Cleavall decomposition of \(B\),

\[B = A + N,\] \hspace{1cm} (A.8)

where \(A = \begin{pmatrix} \frac{1}{\alpha} & 0 \\ 0 & -\sqrt{\beta} \end{pmatrix}\) is diagonal, \(N = \begin{pmatrix} 0 & -\sqrt{\beta} \\ 0 & 0 \end{pmatrix}\) is nilpotent, and \(AN = NA:\)

\[e^{-B(t-t')} = e^{-A(t-t')} e^{-N(t-t')}\] \hspace{1cm} (A.9)

We obtain

\[X^{(1), (2)}_t = \sqrt{\frac{\beta}{\alpha}} \int_0^t (t-t') e^{-\frac{1}{\alpha} (t-t')} dW_{t'}\] \hspace{1cm} (A.10)

for the first component of the solution. The second component is the same as in the latter case.

**Appendix B: Variance and ACF of the linear model**

At first, we calculate the autocovariance function \(\text{Cov}(X_t, X_s)\) for the first component of the stationary solution of the linear model in the case \(\alpha \neq \theta\) (cf. Appendix A; for the sake of readability, we write \(X_t\) instead of \(X^{(1)}_t\) and \(W_t\) instead of \(W^{(1)}_t\)):

\[\text{Cov}(X_t, X_s) = \langle (X_t - \langle X_t \rangle)(X_s - \langle X_s \rangle) \rangle.\] \hspace{1cm} (B.11)

Due to \(\langle X_t \rangle = 0\), we have

\[\text{Cov}(X_t, X_s) = \langle X_t X_s \rangle = \frac{\alpha^2 \beta \theta}{(\alpha - \theta)^2} \left( \langle I^{1, \alpha}_{0,t} - I^{1, \theta}_{0,t} \rangle (I^{1, \alpha}_{0,s} - I^{1, \theta}_{0,s}) \right)\]

\[= \frac{\alpha^2 \beta \theta}{(\alpha - \theta)^2} \left( \langle I^{1, \alpha}_{0,t} I^{1, \alpha}_{0,s} \rangle - \langle I^{1, \alpha}_{0,t} I^{1, \theta}_{0,s} \rangle - \langle I^{1, \theta}_{0,t} I^{1, \alpha}_{0,s} \rangle + \langle I^{1, \theta}_{0,t} I^{1, \theta}_{0,s} \rangle \right),\] \hspace{1cm} (B.12)

where we define

\[I^{c,d}_{a,b} := \int_a^b e^{-\frac{1}{\alpha} (t-t')} dt'.\] \hspace{1cm} (B.13)

Representative for the four summands, we calculate \(\langle I^{1, \alpha}_{0,t} I^{1, \alpha}_{0,s} \rangle\). Hereby we use the relation \(I^{c,d}_{a,b} = I^{c,d}_{a,b'} + I^{c,d}_{b',b}\) for \(a < b' < b\). Further, \(I^{c,d}_{a,b}\) and \(I^{c,d}_{b',b}\) are stochastically independent, if \(a < b' < b\), and \(\langle I^{c,d}_{0,s} \rangle = 0\). Without any loss of generality, we assume \(t > s\). In all, we obtain

\[\langle I^{1, \alpha}_{0,t} I^{1, \alpha}_{0,s} \rangle = \langle I^{1, \alpha}_{0,t} I^{1, \alpha}_{0,s} \rangle + \langle I^{1, \alpha}_{0,t} I^{1, \alpha}_{0,s} \rangle + \langle I^{1, \alpha}_{0,t} I^{1, \alpha}_{0,s} \rangle = \langle I^{1, \alpha}_{0,t} I^{1, \alpha}_{0,s} \rangle.\] \hspace{1cm} (B.14)

Now, we replace the Itô integrals by approximating sums. With a partition \(0 = t_0 < t_1 < ... < t_N = s\), we have

\[\langle I^{1, \alpha}_{0,s} \rangle = \lim_{N \to \infty} \left( \sum_{i=0}^{N-1} e^{-\frac{1}{\alpha} (t_i-t_{i+1})} (W_{t_{i+1}} - W_{t_i}) \right)\]

\[= \lim_{N \to \infty} \left( \sum_{i=0}^{N-1} e^{-\frac{1}{\alpha} (t_i-t_{i+1})} (W_{t_{i+1}} - W_{t_i}) \right).\] \hspace{1cm} (B.15)

\((W_{t_{i+1}} - W_{t_i})\) and \((W_{t_{j+1}} - W_{t_j})\) are stochastically independent, if \(i \neq j\). Further, \(\langle (W_{t_{i+1}} - W_{t_i}) \rangle = 0\). Consequently, when expanding the sums, the mixed terms vanish and we end up with

\[\langle I^{1, \alpha}_{0,s} \rangle = \lim_{N \to \infty} \left( \sum_{i=0}^{N-1} e^{-\frac{1}{\alpha} (t_i-t_{i+1})} (W_{t_{i+1}} - W_{t_i}) \right)\]

\[= \lim_{N \to \infty} \left( \sum_{i=0}^{N-1} e^{-\frac{1}{\alpha} (t_i-t_{i+1})} (W_{t_{i+1}} - W_{t_i}) \right).\] \hspace{1cm} (B.16)

The latter expression is an approximation of the Riemann integral

\[\int_0^s e^{-\frac{1}{\alpha} (t-t')} e^{-\frac{1}{\beta} (s-t')} dt'.\]
As introduced in Sect. 3, we obtain the Taylor length by a second-order series expansion of the autocorrelation function ACF(τ) (cf. Appendix B) at τ = 0 and the correlation length L by its integral. First, we regard the case α ≠ θ. From

\[
ACF(\tau) = \frac{1}{\alpha - \theta} \left[ \alpha e^{-\frac{1}{2} \tau} - \theta e^{-\frac{\theta}{2} \tau} \right].
\]  

for the stationary case. This, we can infer the relations

\[
Var(X_t) = \frac{\alpha^2 \beta}{4} e^{-\frac{1}{2} \tau}.
\]

\[
ACF(\tau) = e^{-\frac{1}{2} \tau} + \frac{1}{\alpha} \tau e^{-\frac{1}{2} \tau}. 
\]

**Appendix C: Taylor length Λ and correlation length L of the linear model**

As introduced in Sect. 3, we obtain the Taylor length by a second-order series expansion of the autocorrelation function ACF(τ) (cf. Appendix B) at τ = 0 and the correlation length L by its integral. First, we regard the case α ≠ θ. From

\[
ACF(\tau) = \frac{1}{\alpha - \theta} \left[ \alpha e^{-\frac{1}{2} \tau} - \theta e^{-\frac{\theta}{2} \tau} \right],
\]  

which, in the stationary case \( t \to \infty \) and \( s \to \infty \), yields \( \frac{\alpha^2 \beta}{\alpha + \theta} e^{-\frac{1}{2} \tau} \). All in all,

\[
\langle I_{0,t}^\alpha I_{0,s}^\beta \rangle = \frac{\alpha \theta}{\alpha + \theta} e^{-\frac{1}{2} \tau}.
\]

Consequently, for the covariance function we obtain

\[
\text{Cov}(X_t, X_s) = \frac{\alpha^2 \beta \theta}{2(\alpha + \theta)(\alpha - \theta)} \left[ \alpha e^{-\frac{1}{2} \tau} - \theta e^{-\frac{\theta}{2} \tau} \right].
\]

From this, we can infer that

\[
\text{Var}(X_t) = \text{Cov}(X_t, X_t) = \frac{\alpha^2 \beta \theta}{2(\alpha + \theta)}.
\]

Further, the autocorrelation function ACF(τ), which is the normed autocovariance function ACF(τ) = Cov(X_t, X_0)/Var(X_0), reads

\[
ACF(\tau) = \frac{1}{\alpha - \theta} \left[ \alpha e^{-\frac{1}{2} \tau} - \theta e^{-\frac{\theta}{2} \tau} \right].
\]

In the case α = θ, we have (again we write X_t instead of X_t^{(1)} and W_t instead of W_t^{(1)}).

\[
\text{Cov}(X_t, X_s) = \frac{\beta}{\alpha} \langle J_{0,t}^\alpha J_{0,s}^\beta \rangle.
\]

where

\[
J_{a,b} := \int_a^b (c - t')e^{-\frac{\alpha}{2}(c - t')} dW_t.
\]

With similar calculations as in the latter case, we obtain

\[
\text{Cov}(X_t, X_s) = \frac{\beta}{\alpha} \langle J_{0,t}^\alpha J_{0,s}^\beta \rangle
\]

\[
= \frac{\beta}{\alpha} \int_0^\infty \int_0^\infty (t - t')e^{-\frac{1}{2}(t'-t)}(s - t')e^{-\frac{1}{2}(s'-t')} dt' ds
\]

\[
= \frac{\alpha^2 \beta}{4} e^{-\frac{1}{2} \tau} + \frac{\alpha \beta}{4} e^{-\frac{1}{2} \tau} + \frac{\alpha \beta}{4} e^{-\frac{1}{2} \tau} (t - s)
\]

for the stationary case. From this, we can infer the relations

\[
\text{Var}(X_t) = \frac{\alpha^2 \beta}{4}
\]

\[
ACF(\tau) = e^{-\frac{1}{2} \tau} + \frac{1}{\alpha} \tau e^{-\frac{1}{2} \tau}.
\]

We obtain

\[
\Lambda = \sqrt{\alpha \theta}.
\]

The correlation length L can be calculated as follows:

\[
L = \int_0^\infty ACF(\tau) d\tau
\]

\[
= \frac{1}{\alpha - \theta} \left[ \alpha \int_0^\infty e^{-\frac{1}{2} \tau} d\tau - \theta \int_0^\infty e^{-\frac{\theta}{2} \tau} d\tau \right]
\]

\[
= \frac{\alpha^2 - \theta^2}{\alpha - \theta}
\]

\[
= \alpha + \theta.
\]

Similarly, we obtain \( \Lambda = \alpha \) and \( L = 2\alpha \) in the case \( \alpha = \theta \).

**References**

1. R. Friedrich, J. Peinke, M. Sahimi, M.R.R. Tabar, Phys. Rep. 506(5), 87 (2011)
2. H. Risken, T. Frank, The Fokker–Planck Equation, 2nd edn. (Springer, Berlin, 1996)
3. P.E. Kloeden, E. Platen, Numerical Solution of Stochastic Differential Equations (Springer, Berlin, 1992)
4. H. Bauer, R.B. Burckel, Probability Theory (De Gruyter, Berlin, 1996)
5. D. Kleinhans, R. Friedrich, Phys. Lett. A 368(3), 194 (2007)
6. W.V.D. Linden, V. Dose, U.V. Toussaint, Bayesian Probability Theory: Applications in the Physical Sciences (Cambridge University Press, Cambridge, 2014)
7. D.S. Sivia, J. Skilling, Data Analysis: A Bayesian Tutorial (Oxford University Press, New York, 2006)
8. R. Friedrich, S. Siegent, J. Peinke, S. Lück, M. Sievert, M. Lindemann, J. Raethjen, G. Deuschl, G. Pfister, Phys. Lett. A 271(3), 217 (2000)
9. S. Siegent, R. Friedrich, J. Peinke, Phys. Lett. A 243(5), 275 (1998)
10. M. Ragwitz, H. Kantz, Phys. Rev. Lett. 87(25), 254501 (2001)
11. R. Friedrich, C. Renner, M. Sievert, J. Peinke, Phys. Rev. Lett. 89(14), 149401 (2002)
12. M. Ragwitz, H. Kantz, Phys. Rev. Lett. 89(14), 149402 (2002)
13. I. Horenko, C. Schütte, F. Noe, Phys. Rev. E 76(1), 016706 (2007)
14. K. Schmietendorf, J. Peinke, O. Kamps, Eur. Phys. J. B 90(11), 222 (2017)
15. B. Lehle, J. Peinke, Phys. Rev. E 97(1), 012113 (2018)
16. T. Pesch, S. Schröders, H.J. Allelein, J.F. Hake, New J. Phys. 17(5), 055001 (2015)
17. B. Schäfer, C. Beck, K. Alhara, D. Withaut, M. Timme, Nat. Energy 3(2), 119 (2018)
18. A.P. Dempster, N.M. Laird, D.B. Rubin, J.R. Stat. Soc. Ser. B 39(1), 1 (1977)
19. A. Dembo, O. Zeitouni, Stoch. Process. Appl. 23(1), 91 (1986)
20. F. Campillo, F. Le Gland, Stoch. Process. Appl. 33(2), 245 (1989)
21. M.A. Tanner, W.H. Wong, J. Am. Stat. Assoc. 82(398), 528 (1987)
22. L. Tierney, Ann. Stat. 22(4), 1701 (1994)
23. A. Golightly, D.J. Wilkinson, Biometrics 61(3), 781 (2005)
24. A. Golightly, D. Wilkinson, Comput. Stat. Data Anal. 52(3), 1674 (2008)
25. N. Reinke, A. Fuchs, D. Nickelsen, J. Peinke, J. Fluid Mech. 848, 117 (2018)
26. R.C. Aster, B. Borchers, C.H. Thurber, Parameter Estimation and Inverse Problems, 3rd edn. (Elsevier, Amsterdam, 2019)
27. P. Milan, M. Wächter, J. Peinke, Phys. Rev. Lett. 110(13), 138701 (2013)
28. C. Willers, O. Kamps, in preparation
29. S. Lück, C. Renner, J. Peinke, R. Friedrich, Phys. Lett. A 359(5), 335 (2006)
30. C. Renner, J. Peinke, R. Friedrich, J. Fluid Mech. 433, 383 (2001)
31. A.P. Nawroth, J. Peinke, D. Kleinhans, R. Friedrich, Phys. Rev. E 76(5), 056102 (2007)
32. L.R. Gorjão, M. Anvari, H. Kantz, C. Beck, D. Witthaut, M. Timme, B. Schäfer, IEEE Access 8, 43082 (2020)
33. V. Klippenstein, M. Tripathy, G. Jung, F. Schmid, N.F.A. van der Vegt, J. Phys. Chem. B 125(19), 4931 (2021)
34. J. Wouters, V. Lucarini, J. Stat. Phys. 151(5), 850 (2013)
35. F. Ferretti, V. Chardès, T. Mora, A.M. Walczak, I. Giardina, Phys. Rev. X 10(3), 031018 (2020)
36. M. Takahashi, Financ. Eng. Jpn. Mark. 3(2), 87 (1996)
37. C. Willers, O. Kamps, Exemplary python implementation of the estimation procedures proposed in “Non-parametric estimation of a Langevin model driven by correlated noise” (2021). https://doi.org/10.5281/zenodo.4986257