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Abstract—Matching-based networks have achieved state-of-the-art performance for video object segmentation (VOS) tasks by storing every-\(k\) frames in an external memory bank for future inference. Storing the intermediate frames’ predictions provides the network with richer cues for segmenting an object in the current frame. However, the size of the memory bank gradually increases with the length of the video, which slows down inference speed and makes it impractical to handle arbitrary length videos.

This paper proposes an adaptive memory bank strategy for matching-based networks for semi-supervised video object segmentation (VOS) that can handle videos of arbitrary length by discarding obsolete features. Features are indexed based on their importance in the segmentation of the objects in previous frames. Based on the index, we discard unimportant features to accommodate new features. We present our experiments on DAVIS 2016, DAVIS 2017, and Youtube-VOS that demonstrate that our method outperforms state-of-the-art that employ first-and-latest strategy with fixed-sized memory banks and achieves comparable performance to the every-\(k\) strategy with increasing-sized memory banks. Furthermore, experiments show that our method increases inference speed by up to 80\% over the every-\(k\) and 35\% over first-and-latest strategies.
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I. INTRODUCTION

Video object segmentation (VOS) is a fundamental computer vision task with many applications in self-driving cars [1], augmented reality [2], video editing [3], and many other video-related tasks. Additionally, video object segmentation serves as a building block in tasks such as interactive video object segmentation [4], [5], [6], [7] and video instance segmentation [8], [9].

In VOS, the target objects are annotated in their first appearance, and the objective is to segment them in subsequent frames. Early attempts on VOS [10], [11], [12], fine-tuned the network to learn the target objects’ appearance. Fine-tuning a deep neural network with only one example (one-shot) at the target is challenging [13], [14]. Moreover, fine-tuning makes inference slow which makes it unsuitable for real-time applications.

Recent works [15], [16], [17], instead of learning object features implicitly, use a learned embedding space to embed and memorize object appearance and use that embedding to segment object in the subsequent frames by calculating affinity between current and past frames embeddings.

A key challenge in matching-based VOS is exploiting the previous frames’ information. Using all previous frames’ information is impracticable and redundant. Most recent works [18], [16], [17] rely only on the first-and-latest frame. The latest frame is visually close to the current frame, and the first frame provides reliable annotation for the object, avoiding drifting during the segmentation. This strategy disregards all intermediate frames’ information.

To address this, Space-Time Memory (STM) network [15] employed a memory bank to store every-\(k\) frame for subsequent inferences. While this method utilizes intermediate frames, information of the memory bank grows linearly as a function of the number of frames \(k\). Hence, it imposes significant memory requirements that prevent the processing of longer video sequences. The solution is to remove features from the memory bank when they become obsolete, ensuring a fixed-sized memory bank that allows the processing of videos of arbitrary length.

In this paper, we propose Least-Frequently-Used (LFU) feature removal based on the top-\(k\) index. Our method outperforms the first-and-latest strategy and achieves comparable results with the every-\(k\) sampling strategy while using a smaller, fixed-sized memory bank. In addition to handling arbitrary-length video sequences without imposing significant memory requirements, our method considerably improves the inference speed when compared to the top two sampling strategies, first-and-latest and every-\(k\).

II. RELATED WORK

In this section, we review the most relevant works in video object segmentation. Semi-supervised video object segmentation. Following the taxonomy proposed by [19], recent VOS methods can be categorized into implicit and explicit according to the approach followed to address the problem.

Implicit models aim at learning objects’ representation by fine-tuning network weights for each object. Detection-based implicit methods such as [20], [10] segment objects in each frame independently without enforcing temporal consistency between consecutive frames. Propagation-based implicit methods such as [21], [22], [23], [24] propagate objects’ masks between consecutive frames.

Explicit models mainly rely on online learning to adapt to different objects. The online learning process makes these methods very time-consuming during the inference and reduces the network’s ability to handle deformation. On the other hand, explicit models use a fixed set of parameters for
all sequences during the inference. The features of the object from the previous frames are used to classify the current frame pixels as foreground or background using similarity matching; hence often called matching-based methods as well. A matching-based network uses different sources of information. [18], [16], [25], [26] utilize information from first-and-latest frames to segment the object in the current image. [15] uses a memory bank to store the object representation in intermediate frames. Despite the difference in architecture and sources of information, when it comes to incorporating previous frames’ information into the current frame segmentation process, most of the approaches use cosine or Euclidean distances to find the affinity between previous frames and current frames features.

Memory Banks. Networks can learn to read and write helpful information in external memory. For example, end-to-end memory networks have proven useful for document Q&A [27], [28], [29], visual tracking [30], video understanding [31], and summarization [32].

STM [15] encodes each image into the key-value pair and uses them as cues to segment the target object. In their framework, past frames are in memory, and the current frame forms the query. Using the keys, they estimate the affinity between memory and query frame to determine which memory values should be used during segmentation. Space-Time Correspondence Networks (STCN) [33] uses object-agnostic keys, which reduce the computation in multi-object scenarios.

STM [15] and its extensions and variants [34], [35], [36], [37], [38], [39], [40] store intermediate frames’ key-value into a memory bank. The efficiency of the memory bank depends on the number of key-value pairs that can be stored. STM [15] adds features for every-\(k\) frame (\(k = 5\) in their paper) in the memory bank.

Although increasing the number of frames in the memory bank improves performance, MiVOS [4] showed that only a few of the memory featuresmeaningfully contribute to the segmentation process. Instead, MiVOS uses only the \(k\)-closest memory features for each query feature and discards the rest as they adversely affect the performance. Although MiVOS [4] ignores redundant features during inference, it still maintains these features in the memory bank for future inferences.

[19] propose an update and remove strategy to keep the memory bank size fixed. When adding new features to the memory bank, they perform an eligibility check for an update by ensuring that the feature’s distance to its closest neighbour is lower than a threshold. The update is a running average between new features and their closest neighbour in the memory. To remove an obsolete feature that can not be merged, they keep track of its frequency being close to a query feature and then use a least-frequently-used strategy to remove it. Although [19] keeps the size of the memory bank fixed, both update and removal steps use a threshold that is dependent on an affinity metric. The affinity metric for this approach needs to be bounded since the threshold needs are decided beforehand.

III. METHODOLOGY

Given a sequence of frames and the masks of the target objects in their first appearance (objects typically appear in the first frame; however, new objects can also appear in the middle of the sequence), we segment the object in the rest of the frame sequence. This problem is a variant of one-shot image segmentation [41] in which the current frame is the query and the past frames with segmented objects mask are the support set. Figure 1 shows an overview of the proposed technique. We have chosen STCN [33] as the baseline since it is effective and minimal. Although we evaluate our method on STCN, the feature sampling strategy can be used for any matching-based network with...
a memory bank. For each query and support frame, we extract a key that is independent of the object. The affinity between the query and support keys is then used to select the corresponding support values for segmentation.

A. Encoding of key-value

Unlike STM [15], STCN[33], we use object agnostic key encoding with shared weights for support and query. We employ a Resnet50 [42] followed by a $3 \times 3$ convolution layer as a projection layer to encode the key. Spatial information is preserved by using the output of res4 layer for the projection. The projection layer reduces the number of channels from 1024 to 64. The query key can be reused as a support key since the query and support key encoder have shared weights.

Value encoding is performed more frequently; therefore, we use a lighter backbone. We employ Resnet18 to encode the image and mask of an object. Unlike key encoding, value encoding is object-specific and only used for support frames. The output is then concatenated with the corresponding feature map from the key encoder and processed by two residual blocks. In this way, the network can use deeper backbone feature embeddings without any overhead.

We initialize both key and value encoders with pre-trained weights from Imagenet [43]. In the value encoder, the input consists of an image and a corresponding mask. Hence, we modify the first layer of the Resnet18 to have 4-channels and initialize the additional new weights to zero.

B. Memory read

A memory read is a visual attention operation to reconstruct the support value with respect to the affinity between the support key and the query key. Figure 2 shows an overview of our memory read module. After encoding, the key-value pairs $(K^S, V^S)$ of the support frames are concatenated to form a space-time key-value. A memory read operation starts by calculating the affinity between the support key $K^S \in \mathbb{R}^{THW \times C_k}$ and the query key $K^Q \in \mathbb{R}^{HW \times C_k}$. $T$ refers to number of frames in the support set. The affinity $d_{ij}$ between a support feature $K^S_i$ and a query feature $K^Q_j$ is based on the negative squared distance and is given by,

$$d_{ij} = \frac{\text{dist}(K^S_i, K^Q_j)}{\sqrt{C_k}}$$

where $\text{dist}(\cdot, \cdot): \mathbb{R}^{C_k} \times \mathbb{R}^{C_k} \rightarrow \mathbb{R}$ is the negative squared distance i.e. $-\|K^S_i, K^Q_j\|_2^2$. Similar to [15], [33], the affinity $d_{ij}$ is divided by $\sqrt{C_k}$.

The affinity matrix $D \in \mathbb{R}^{THW \times HW}$ is then normalized along the dimension of the query features using Softmax and is used to calculate $D \in \mathbb{R}^{THW \times C_k}$ as the weighted summation of the support value.

C. Decoder

The decoder extends the work in STM [15]. It contains two consecutive refinement modules [18] which upsamples the features’ spatial size by four and reduce the number of channels from 1024 to 1. The output of the decoder is then upsampled by four to match the size of the input. At each step, we concatenate the features of the query key encoder with the input through skip-connections. In the first stage, we reduce the number of channels of skip-connections to match the number of channels of memory read output using a $3 \times 3$ convolution layer. In the case of multiple objects, soft aggregation [15] is used to reach the final mask.

D. Memory bank

During the inference, we use a memory bank to store the support frames’ information. The size of the memory bank can grow with the length of the video. Storing all previous frames imposes significant memory requirements and slows down performance during inference.

To address this limitation, STM [15] suggested storing only the first-and-latest frames to maintain a fixed-size memory bank. However, experiments show that using intermediate frames improves the performance of the model. To benefit from intermediate frames, STM [15] stores every k frame ($k = 5$ in their experiments) into the memory bank. On an NVIDIA 1070 with 8G of memory, STCN [33] can handle only 100 frames in the memory bank, which is equivalent to a 15-second story on Instagram. In order to handle long videos, streams with arbitrary length, or to use embedded devices with limited resources, the first-and-latest strategy offers the best solution. Figure 3 shows different memory management strategies.

MiVOS [4] shows that after applying softmax to the affinity matrix between support and query key, the weights for most of the support features become small. Feature
with small weights does not meaningfully contribute to the segmentation process. This phenomenon amplifies as the number of support features increases. MIVOS [4] shows that disregarding non-contributing features of the support set leads to more stable segmentation through time.

To the best of our knowledge, only the Adaptive Feature Bank (AFB) presented in [19] attempts to address this problem. However, this method uses a user-defined threshold which is data-dependent and requires adjustment for different videos. More importantly, it supports only dot product or cosine similarity as a distance metric which, as shown in [33], are outperformed by the negative Euclidean distance.

We propose storing only the top-k features by updating the memory bank and removing obsolete features to overcome these limitations. The advantages are threefold: it eliminates the threshold requirement, results in a constant fixed-sized memory bank, and is agnostic to the distance metric used.

1) Storing the top-k: As the number of features in the memory bank grows, only a fraction of those features will continue to be relevant and hence will have non-zero values after the softmax operation [4]. Additionally, frames that are temporally closer to the query frame are more likely to be visually similar. From the many cache management algorithms, the least-frequently-used (LFU) policy defined as $LFU = \frac{index}{age}$ is the most suitable for this task. Calculating the LFU score requires the index and the age. The index is calculated as the number of times that the feature has been referenced, i.e. the number of times it appeared in the top-k features matching a query feature. The age is the time and is calculated in terms of the number of frames that the feature has been in the memory.

Unlike [7], no updates are performed when adding a new frame to the memory. During removal, we remove enough features to make accommodate new features.

**IV. IMPLEMENTATION DETAILS**

We followed the training procedure in [33] as training is not the main focus of our work. As suggested in [33], [15], [4], we used two-stage training. First, we train the model on static images [45], [46], [47], [48], [49] with augmented deformations for 300,000 iterations with batch size of 16.

For the next stage, we use Youtube-VOS [50], and DAVIS [44], [51] to train the network for 150,000 iterations with a batch size of 8. In this stage, at each iteration, we pick three temporally ordered frames. Following [15], [17], we use the first frame to segment the second frame and use second frame predictions and the first frame to segment the third frame.

We used Adam [52] as optimizer, bootstrap crossentropy [4] as loss function and used 4 P100 GPUs to train the model which took 5 days to complete. We used Pytorch [53] as a deep learning framework.

For inference, we used a GTX1070 GPU and re-time STCN [33] to ensure fair comparisons in our experiments. Given that support keys are object-agnostic, we initialize a single index and age counter at the beginning of the sequence, which is shared by all objects. In Youtube-VOS dataset [50], objects not always appear in the first frame. Using LFU, our method can successfully handle new objects appearing in the middle of the sequence.

**V. EXPERIMENTS**

We evaluate our approach on DAVIS 2017 [51] validation set, and Youtube-VOS [50], two large-scale benchmarks with multiple objects in videos. In DAVIS 2017, all target objects are present in the first frame of the sequence. However, they can be occluded at the beginning or disappear and reappear in the middle of the sequence. In Youtube-VOS, some of the target objects first appear in the middle of the video, and the objective is to start tracking that object from that point onwards.

For evaluation, we use $J$ and $F$ from the DAVIS benchmark, which is an average between the region accuracy $J$ and the boundary accuracy $F$. For each object, we calculate $J$ and $F$ score in each frame separately, and the object score is the mean of its score in different frames. The overall score.
is an average of each object score. This method prevents big objects or objects with more extended visibility from skewing the results.

We evaluate our approach with every-\(k\) and first-and-latest methods. In all experiments, we ensure a fair comparison with the first-and-latest approach by setting the size of the memory bank to two frames worth of features. We compare our method with first-and-latest memory utilization since it is the sole available method that can handle videos of arbitrary length. Additionally, we compare our approach with every-\(k\) since it is the best performing approach for memory write. Results show that our approach outperforms first-and-latest and has comparable results with the every-\(k\) method. We also investigate the memory utilization and inference speed of different approaches. Our method has better inference speed with minimal memory utilization.

**Results on DAVIS 2016.** DAVIS 2016 [44] validation set contains 20 videos with dense masks for single objects. A quantitative comparison of our approach with other methods is shown in Table I. Our network outperforms the first-and-latest method by 1.4\%. To evaluate the network’s ability to handle multi-object scenarios closer to real-world applications, we next present the results on DAVIS 2017.

**Results on DAVIS 2017.** DAVIS 2017 is a multi-object extension of DAVIS 2016 dataset. It contains 120 videos that are 30 times smaller than the videos in the Youtube-VOS dataset. The validation set has 59 objects in 30 videos. The results on DAVIS 2017 are shown in Table I. Our method outperforms the first-and-latest method by a significant margin and has comparable results with every-\(5\) method while using a smaller memory bank.

| Method          | J-Mean | F-Mean | J&F-Mean |
|-----------------|--------|--------|----------|
| Youtube-VOS     | 81.3   | 87.4   | 84.4     |
| DA VIS 2017     | 79.9   | 82.2   | 83.0     |
| DA VIS 2016     | 78.2   | 81.3   | 80.0     |

**Results on Youtube-VOS.** Youtube-VOS is the latest large-scale dataset for VOS. The training set has 3471 videos with 65 different object categories. The validation set has 507 videos with 26 unseen object categories and the object categories of the train set. The availability of unseen categories makes Youtube-VOS suitable to measure the generalization ability of the various methods in question. The results for Youtube-VOS are shown in Table II. Our method outperforms the first-and-latest method and underperforms when compared with every-\(k\) approach. Since the average length of videos for Youtube-VOS is longer than DAVIS 2017, using the same every-\(k\) setup, the Youtube-VOS causes increased memory use; it results in storing a more significant number of frames in the memory bank, which consequently makes it harder to compete with using only two frames worth of features.

**Inference speed.** The size of the memory bank directly affects the amount of computation in the memory read block. By limiting the size of the memory bank, the proposed method can increase the inference speed by 80\%. A comparison of inference speed and memory utilization is shown in Table III (The inference speed shows the number of frames processed in a second in a multi-object video. Memory utilization shows the number of frames stored in the memory bank. For the every-\(5\) method, we used the average number of frames in the memory. In our method, we set the size of the memory bank to be equal to 2 frames worth of features.) The first-and-latest approach stores the latest frame into the memory at each step which slows down the speed. On the other hand, our method can be described as an extension to the every-\(k\) meaning that we only perform a memory write operation every few frames. Having fewer memory write operations leads to an increase in inference speed by 35\%. To calculate the inference speed, we measure the total processing time on the whole DAVIS 2017 [51] validation set and divide it by the total number of frames.

**Qualitative results** are shown in Figure 4. The first six rows show how different approaches handle multiple objects exhibiting deformation and significant displacement due to motion. As we do not apply any spatial constraint to the segmentation, the network can handle significant displacements successfully. However, in the case of deformation, the object’s appearance in the initial frames can quickly become distant -in metric space- from that in the current frame. In this case, the network relies heavily on the mask propagated from the previous frame. This makes the network prone to accumulating errors over time. On the other hand, our strategy can handle deformation and recover from erroneous previous predictions by removing obsolete features from memory.

The bottom three rows in Figure 4 show the case of complete occlusion when tracking multiple objects. Given the object-agnostic nature of our baseline, we are using the same index counter for all of the objects. During an object’s occlusion, features become inactive. As a result, they have a higher probability of being discarded from memory, and in the case they reappear later in the video sequence, the network may not track the object again.

**Discussion.** We analyzed the effectiveness of using top-k as an index. To do so, we remove the top-k storing from the memory bank and instead use softmax weights as the counter index. A comparison between the two approaches is
Figure 4. Qualitative results for DAVIS 2017. Frames are sampled from DAVIS 2017 [51] validation set. In each row, frames are temporally ordered from left to right. Frames are sampled from challenging situations and transitions. **Top:** Our method can successfully recover from the drifting. **Middle:** First-and-latest approach collapses as a result of fast object deformation. **Bottom:** Our method fails to re-identify object that has been completely occluded for a few frames. Features that belonged to this object got removed after being unused for a few frames. Since object form has not been changed through time, the first-and-latest method can successfully segment using first frame information.

Even among the top-k features, softmax normalization is highly imbalanced toward the closest features, which score a high probability. This imbalance diminishes the network’s ability to discard features that used to be deterministic but lost their effectiveness. Figure 5 shows a qualitative comparison between top-k and softmax weights used as the index. As seen, our method can handle the deformation and complex motions of objects.

**Memory bank size.** We further investigate the effect of memory bank capacity on model performance. For this purpose, we gradually increase the size of the memory bank and evaluate the performance of the network on Youtube-VOS [50] validation set. We use Youtube-VOS [50] since it has larger validation set with longer videos. Results are visualized in Figure 6. The results show that increasing the memory bank’s capacity leads to a better J&F score. More importantly, only by doubling memory bank capacity from 2 to 4 frames worth of features, the network’s J&F measure increases by 2%. The results show that using a memory bank with a capacity of four frames worth of features is the best trade-off between inference speed and accuracy for the Youtube-VOS dataset.
Figure 5. Qualitative results for top-k and softmax weights as an index. Frames are sampled from DAVIS 2017 [51] validation set. In each row, frames are temporally ordered from left to right. Frames are sampled from challenging situations and transitions. **Top:** top two rows shows top-k effectiveness to handle deformation of the object. **Bottom:** In the two bottom rows, we can see that using softmax weights, the network is unable to adapt to the object’s new appearance as it changes toward the end of the sequence.

Figure 6. Effect of memory bank capacity on J&F metric. Every-5 and first-and-latest approach performance are shown for a clearer comparison. The size of the memory bank is specified in terms of the number of frames.

VI. CONCLUSION

We presented a memory management strategy for semi-supervised video object segmentation. We employed a least-frequently-used(LFU) policy using the top-k index. Extensive experimentation on DAVIS 2016, DAVIS 2017, and Youtube-VOS demonstrates that our method outperforms fist-and-latest strategies with a fixed-sized memory bank and achieves comparable results with every-k strategies with an increasing-sized memory bank. Unlike state-of-the-art every-k methods, ours handles videos of arbitrary length with no additional overhead, which is crucial for real-world applications. Furthermore, our method facilitates video object segmentation of arbitrary-lengthed video streams under limited computational resources.
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