A comparison of low-cost techniques for three-dimensional animal body measurement in livestock buildings
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Abstract. Data about health and development of animals are still now mostly collected through manual measurements or visual observations but these kinds of methods of collecting data are causes of several problems. Alternatively, optical sensing techniques can be implemented in order to overcome limitations arising from manual contact measurements. The present research discusses metrological analysis of Structure from motion (SfM) photogrammetry approach, low-cost LiDAR scanning and Microsoft Kinect v1 depth camera to three-dimensional animal body measurement, with specific reference to pigs. Analyses were carried out on fiberglass model to get rid of animal movements. Scans were captured based on a segmented approach, where different portion of the body have been imaged during different frames acquisition tasks. The obtained results demonstrate the high potential of 3D Kinect. LiDAR show a higher RMS value respect to Kinect and SfM most probably due to the collection approach based on single profiles rather than on surfaces. Anyway, the RMS of relative noise ranges between 0.7 and 4 mm, showing a high accuracy of reconstructions even for the others techniques.

1. Introduction

Frequent monitoring of animals’ body condition is helpful in order to allow for early recognition of health anomalies and consequently decrease the amount of complications related to animal diseases or other stress factors [1-4]. However, such approach is expensive in terms of labor and may be stressful both for the animals and stockman [5].

To overcome such problems, optical methods have been proposed in the last years [6] as a fast non-contact and approach for animal body analysis [7]. Thus optical techniques permit reduction of stress typically induced by manual measurements and at the same time allows fast multi-parameters analysis [8].

Many researches have investigated on three-dimensional reconstruction methods based on optical systems [9-12]. Different kind of optical sensor have been used for agricultural and livestock applications, like for example 2D cameras, but there is a growing interest for 3D sensors, like TOF (Time of Flight) or CTS (Consumer Triangulation Sensor) systems [13].
Some works already mentioned application of the Microsoft Kinect sensor in agriculture [14] and livestock applications [15]. Maki reported quantification of body condition scoring after application of Kinect sensor on cows [16]; McPhee reported results on rump fat and muscle score from low and high muscled Angus cattle [17], while Kongso reported weight estimation results from two different pig breeds (Landrace and Duroc) in the 20-140 kg interval based on volume information [18].

An alternative approach involves the use of Light Detection and Ranging (LiDAR). LiDAR systems can measure the distance between the sensor and the objects around it very quickly, enabling the construction of three-dimensional point clouds [19]. Through the application of appropriate algorithms, these point clouds can be used to digitally reconstruct and describe the structure of areas [20] or objects of interest with high levels of precision [21-22].

Another promising application of 3D reconstruction that could be implemented in agriculture and livestock’s applications is Structure from Motion (SfM). Based on photogrammetry, SfM technique consists in taking photos of the object from all possible angulation and points of view around the object [23]. Several studies had used this technique in order to collect data about plant’s phenology [24], soil topography and roughness [25], but SfM technique could be also implemented for livestock applications [26].

However, available literature is lacking with regard to the metrological performance: this is limiting very much actual application of the methods, since it is not clear how much 3D data can support or replace manual measurements also with reference to different positions of animal body.

The present study proposes a metrological implementation and analysis of 3 low-cost techniques: Microsoft Kinect v1 depth camera, Structure from motion (SfM) photogrammetry approach and LiDAR sensor for reconstruction of pig body. These techniques were applied to an animal fiberglass reference for quantifying the performances of such approach in terms of range, resolution, noise and process time analysis.

2. Materials and Methods

2.1. Fiberglass reference

The experimental part of the research consisted in a preliminary validation of the 3 low-cost techniques. To this end, a fiberglass reference artefact resembling the actual shape, posture, colour and dimensions of a real pig was implemented. As typically done in the case of optical instrumentation [6] diffused light condition was used, with an average illuminance of about 400 lux.

2.2. Structure from motion and data processing

SfM is a method based on the estimation of the motions of a camera to allow reconstruction of three-dimensional point-clouds, through the following steps: (i) image features detection and description, (ii) feature descriptor matching between image pairs, (iii) robust pairwise geometry estimation, and (iv) 3D point triangulation and transformation of the relative camera poses to a common coordinate frame.

A commercial camera was implemented for collection of images needed in pig SfM reconstruction. Specifically, a Nikon D5100 camera was used, featuring a 23.6×15.6 mm CMOS sensor with a 4928×3264 pixels’ resolution and a lens with a 35mm focal length.

For animal side reconstruction, data were collected at a distance between the camera and the animal ranging between 0.7 and 1.0 m; a total of 50 frames were taken, from withers to buttock and from the top of the back to ground.

Three-dimensional reconstruction was carried out through commercial software (AgiSoft PhotoScan, version 1.3.1) allowing reconstruction of three-dimensional point clouds through Structure-From-Motion technique.

2.3. Microsoft Kinect v1 and data processing

For the present research, a commercial Kinect depth camera was implemented for collection of images. Microsoft Kinect is based on coordinate functioning of an infrared laser emitter with an infrared camera and an RGB camera. Three-dimensional reconstruction is achieved through a triangulation process: a diffraction grating splits the infrared laser into a given pattern which is
projected onto the scene. The infrared camera than collect the pattern and compare it with the projected one: local shifts are put together to generate a disparity map, where larger shift values correspond to positions further from the sensor and, conversely, lower values correspond to positions closer to the sensor.

However, it has been shown that the output of the sensor is not linear [14] as a consequence, specific calibration procedures have to be carried out. To this end, a substitution method was implemented: a set of references surfaces featuring hemispherical elements and resembling cow body portion geometry was produced and measured. Therefore, hemispheres with radii ranging between 50 and 125 mm and between 150 and 250 mm were implemented for the calibration of the head sensor and of the body sensor respectively.

Three-dimensional data from the Kinect sensor were post-processed by means of commercially available software (SPIP™) undergoing the following operations: (i) outliers’ management, (ii) overlapping images (stitching) and (iii) surface generation.

2.4. LiDAR and data processing

LiDAR is a remote-sensing technique for the measurement of the distance between the sensor and a target. Manufactured by Slamtec, RPLidar A3 is a 360° 2D laser scanner with a distance range of 0.15m to 25m, sample rate of 16000 p/s with a scan rate of 20Hz. The laser used has a wavelength of 785nm and 3mW power adhering to FDA Class I laser safety regulations. It is connected to the processor via USB. RPLidar A3 was selected due to its affordable price, the environment of operation, scanning range and weight.

Data were post-processed by means of commercially available software (SPIP™) undergoing the following operations: (i) outliers filtering, (ii) profiles alignment and (iii) surface generation.

3. Results and Discussions

3.1. Methods performances

The discussed applications can benefit from relatively low-cost technologies. The cost range of the instruments is between some tens of Euro (Microsoft Kinect v1 or standard 2D cameras) up to a few hundreds of euros (LiDAR); processing and 3D reconstruction can be carried out through free or low-cost software.

Compared with 3D Kinect imaging, it can be noticed how SfM is still limited by relatively long processing time (needed to produce the 3D model using just 2D images), however such performance is constantly increasing thanks to the availability of computer with faster and better performing processors (Tab.1).

| Technique                  | Instrumentation costs¹ [EUR] | Scanning time² [min/animal] | Processing time [min/animal] | Body-Parameters extraction [min/animal] |
|----------------------------|------------------------------|-----------------------------|-----------------------------|----------------------------------------|
| Structure from Motion      | 50-500                       | 0.3-0.5                     | 90-240                      | 45                                     |
| Kinect v1                  | 80-150                       | 0.5-0.7                     | 30                          | 30                                     |
| LiDAR                      | 500-2000                     | 5-7                         | 60                          | 30                                     |

¹Not including tripod, frames, computer and analysis software.
²Includes only time to collect data or capture images.

Furthermore, the scanning performance of 3D techniques was repeated at different working distances defined on the basis of actual fiberglass reference measurement, in the range 400-2000 mm.

In general, both horizontal and vertical resolutions normally worsen with the distance (Tab. 2). In the case of SfM, such effect can be reduced taking advantage of proper magnification optics, while is more evident in case of fixed zoom or low-resolution cameras. In the context of LiDAR measurement,
the resolution in the slow scanning direction is a function of the number of analysed profiles, but can be as low as 5 mm or even less in most of cases. Finally, Kinect v1 can provide the highest resolution at 0.4 m from the target surface, but rapidly decreases as the distance overcomes 1 m.

Table 2. Comparison of typical achievable x-y-z resolutions with sensors placed at different distances from the target

| Distance [mm] | Horizontal resolution (x×y×z) [mm] |
|--------------|-----------------------------------|
|              | Structure from Motion | Kinect v1 | LiDAR |
| 400          | 3×3×2                  | 0.65×0.65×0.7 | 0.4×5×2 |
| 1000         | 3×3×2                  | 1.14×1.14×2 | 0.8×5×3 |
| 2000         | 3×3×2                  | 1.95×1.95×4 | 1.6×5×4 |

Noise and linearity were used to get information about the accuracy of the analyses; they were estimated on a flat surface (roughness <50 μm) and were computed respectively as root mean square (RMS) and maximum deviation from the mean plane.

The obtained results (Tab. 3), in term of noise, demonstrate the high potential of 3D Kinect. LiDAR show a higher RMS value respect to Kinect v1 most probably due to the collection approach based on single profiles rather than on surfaces. SfM exhibits a high variability in terms of linearity: this is due to the fact that such performance depends as much on the accuracy of the processing software, which might difficult in case of flat surface without features or discontinuities useful for the reconstruction. Maximum detectable slope depends on the capacity of the instruments to capture reflected radiations. This is somehow difficult in the case of Kinect v1 and LiDAR sensors, where extreme slopes could deviate laser beams out of the objective. On the contrary, SfM is not suffering from steep slopes in the target surface, since it relies on multiple repositioning of the camera.

Performances for all of the systems are in general fully acceptable, especially in the case of adult animals where extracted body parameters are typically as big as a few tens of centimetres (Fig. 1).

Table 3. Comparison of performances of 3D techniques

|                     | Structure from Motion | Kinect v1 | LiDAR |
|---------------------|-----------------------|-----------|-------|
| RMS Noise¹ [mm]     | 1.0-2.5               | 0.7-1.2   | 2.1-4.0 |
| Non-linearity       | 10-50                 | 3-6       | 10-15  |
| Maximum detectable slope [°] | 90 ²              | 45        | 60-80  |

¹ Measured on a reference flat surface (RMS roughness <50μm)
² Unlimited due to camera repositioning

Figure 1. Snapshot of 3D model reconstruction: (A) Structure from motion; (B) Microsoft Kinect v1 and (C) LiDAR.
4. Conclusions

The present research proposes a metrological analysis of 3 low-cost techniques for pig body measurement and non-invasive extraction of quantitative parameters. Preliminary tests carried out on fiberglass model have shown:

1. Microsoft Kinect v1 is the most cost effective technique, but present application must consider sensitivity to light especially in outdoor environment.
2. Structure from Motion can provide 3D reconstructions with a high resolution, which can be applied for a quantitative extraction of body-parameters, however, the processing time is still relatively long.
3. Low-cost LiDAR is better suited for extraction of specific profiles/sections, requiring precise alignment between animal and sensor source.
4. An application to live animals poses limitations, mainly ascribable to the movements of the animals. Specific approaches will be the object of future developments, oriented to the identification of optimal measurement positions and to the consequent minimization of scanning times.
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