Research on Accelerated Testing of Cut-In Condition of Electric Automated Vehicles Based on Monte Carlo Simulation
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Abstract: Electric automated vehicles are zero-emission, energy-saving, and environmentally friendly vehicles, and testing and verification is an important means to ensure their safety. Because of the scarcity of dangerous scenarios in natural driving roads, it is required to conduct accelerated tests and evaluations for electric automated vehicles. According to the scenario data of the natural road in cut-in conditions, we used the kernel density estimation method to calculate the probability distribution of the scenario parameters. Additionally, we used the Metropolis–Hastings algorithm to sample based on the probability distribution of the parameters, and the Euclidean distance was combined with the paired combination to accelerate the simulation test process. The critical scenarios were screened out by the safety indicator, and the feature distribution of the critical scenario parameters was analyzed based on the Euclidean distance clustering method, so as to design importance sampling parameters and carry out importance sampling. The study obtained the distribution characteristics of critical scenario parameters under cut-in conditions and found that the importance sampling method can accelerate the test under the condition of ensuring that the relative error is small, and the improved accelerated simulation method makes the overall calculation amount smaller.
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1. Introduction

In recent years, electric automated vehicle technology has developed rapidly. It is an important measure to ensure the safety of electric automated vehicles by functional verification and certification. Due to the complexity and diversity of the natural traffic environments and driving tasks, it has brought great challenges to the testing, verification, and certification for electric automated vehicles. Most of the scenarios encountered during vehicle driving are safe, natural scenarios, with few dangerous scenarios and a low probability of accidents. It requires hundreds of millions of kilometers of driving mileage to test and verify the safety of automated vehicles on natural driving roads, which have a long test period and a high test cost. How to reduce the workload of test and verification and conduct efficient test verification and certification of the safety of automated vehicles has become an important issue that needs to be resolved.

Scenario-based verification is a promising method for the safety verification of highly automated driving systems [1]. Erdogan et al. think that a scenario is a description of the continuous state of actions performed by multiple vehicles, and they proposed a parameterized architecture that generates scenarios from various databases [2]. Rocklage et al. proposed to combine scenario elements with parameters and combine them with trajectory planning to generate an effective set of test scenarios with variable coverage [3].
Menzel et al. analyzed the development process of a scenario-based method for an automated vehicle test verification system according to the ISO 26262 standard [4]. Klück et al. used the ontology of the environment that the autopilot system under testing interacts with and converted the ontology into an input model for combined testing to generate test cases [5]. Wu et al. used the modified driving reliability and error analysis method to analyze the inducing factors of dangerous rear-end-collision conditions of Chinese natural driving and constructed the logic diagram of the inducing factors under different scenario subdivision types [6]. Xia et al. selected cut-in dangerous-condition samples from natural driving data and analyzed the samples of the first type of cut-in hazardous conditions in which the AEB system plays a role by the clustering method; they obtained six types of hazardous scenarios [7]. Zhao et al. used deep learning and graph model theory to achieve cluster analysis and mining of test scenarios based on the reconstruction method of fuzzy matching the test scenario [8]. Hu et al. used the hierarchical clustering method to cluster analysis on 419 collision accident cases and designed the test scenario by combining the original parameter characteristics and the derived parameter characteristics [9]. Xia et al. used the analytic hierarchy process to determine the index of the complexity of test cases, and used the complexity index to evaluate the effectiveness of test cases to guide the generation of more effective test cases [10].

How to reduce the number of test cases and find critical test cases to improve test efficiency is a current research focus. Mullins et al. proposed an adaptive search technique to discover the performance boundary of system and introduced a technique to determine the performance boundary through unsupervised clustering and adjacency testing [11]. For the test set composed of traffic data mined from real traffic scenarios, in order to enable it to cover enough critical situations, Wolschke et al. considered improving test efficiency and achieved these goals by creating the smallest test set [12]. Klischat et al. proposed a scheme based on minimizing the solution space of vehicles under testing through scenario parameterization and automatic generation of the range of scenario parameters to optimize complex critical scenarios [13].

Due to the randomness of the scenario parameters of vehicles, accelerated testing techniques have been developed for the rarity of critical cases on actual roads and the unlimited number of traffic scenarios. Zhao et al. proposed a method to accelerate evaluation of automated vehicles using importance sampling (IS), and they used this method in lane-change scenarios. The cross-entropy method is used to obtain the distribution model of IS. Compared with the natural driving test using Monte Carlo simulation, a higher confidence level can be obtained with fewer simulation times [14]. Huang et al. proposed an IS distribution model of segmented mixed distribution and evaluated the collision probability of a single lane change. The acceleration effect obtained was 1.57 times that of the IS distribution model of a single distribution and 7000 times that of the Monte Carlo simulation test [15]. On this basis, they proposed the use of a Gaussian mixture model to construct the importance sampling distribution model [16] and later proposed the use of the kernel function method to construct the IS distribution model [17]. Studies have shown that these methods can greatly shorten the evaluation time.

In summary, it is an important development trend to find critical scenarios and conduct accelerated tests in the evaluation research of automated vehicles. Based on the cut-in driving scenario data on China’s natural roads, the kernel density estimation method was used to calculate the probability distribution of the scenario parameters. We used the Metropolis–Hastings sampling algorithm to obtain a large number of common test cases. The traditional simulation test method was improved by using the Euclidean distance combined with the pairwise combination, and the test method with improved calculation amount was applied to the simulation test of the automated vehicle at cut-in conditions. According to the simulation results of common test cases, Euclidean clustering was used to obtain critical test cases and to estimate the distributions of importance sampling. The accelerated evaluation was achieved by Monte Carlo simulation based on importance sampling.
2. Research Methods

Since the distribution of parameters in many driving scenarios cannot be predicted, a non-parametric method was used to estimate the distribution of parameters. Because the probability density function on the histogram is not continuous, and kernel density estimation can solve the problem of discontinuity, the information in the neighborhood of the sample point was used to obtain a more continuous probability density. Therefore, the kernel density estimation method in non-parametric estimation was used to estimate the distribution density function of the scenario parameters of the vehicle in cut-in driving conditions.

The formula for kernel density estimation is:

\[
\hat{p}(x) = \frac{1}{hN} \sum_{i=1}^{N} K\left(\frac{x - x_i}{h}\right)
\]

where \(\hat{p}(x)\) is the estimated distribution density function; \(K\) is the kernel function, and the Gaussian kernel function is selected; \(N\) is the sample number of the distribution to be estimated; \(x\) is the random variable; \(x_i\) is the sample; and \(h\) is the bandwidth, \(h > 0\).

The Monte Carlo method is a stochastic simulation method that uses random sampling to estimate numerical results, which can be used for automated vehicle simulation tests to ensure the coverage of test scenarios and to save test costs. The Monte Carlo sampling is used to calculate the expected value of a random variable. Suppose that \(X\) represents a random variable, obeys the probability distribution \(p(x)\), sample \(x_i\) from \(p(x)\), and averages the function \(f(x_i)\) of these samples:

\[
\hat{E}_p(f(x)) = \frac{1}{n} \sum_{i=1}^{n} f(x_i), \quad x_i \sim p(x)
\]

where \(\hat{E}_p(f(x))\) is the mathematical expectation of \(f(x)\) estimated through sample sampling, \(f(x_i)\) is the function value of the sample, and \(n\) is the number of samples.

For all possible events, \(\Omega\) represents the sample space, \(\epsilon\) represents a rare but relatively critical event, and \(\epsilon \subset \Omega\). The function describing whether the event \(\epsilon\) occurs is defined as:

\[
f_\epsilon(x) = \begin{cases} 
1, & \text{if } x \in \epsilon \\
0, & \text{if } x \notin \epsilon 
\end{cases}
\]

To estimate the probability of occurrence of an event is to calculate \(\hat{E}(f_\epsilon(x))\).

After obtaining the parameter probability distributions of the scenarios in cut-in conditions, the Metropolis–Hastings (MH) sampling algorithm in the Markov Chain Monte Carlo method (MCMC) was used for sampling. The MH sampling algorithm can sample complex probability distributions. However, the acceptance rate \(\alpha(x,y)\) of the MH sampling algorithm is too small, which leads to too small of a sampling acceptance rate, and the speed of convergence to a stable distribution \(p(x)\) is too slow; so, the acceptance rate needs to be improved.

Assuming that the acceptance rate \(\alpha(i,j) = 0.1\) and \(\alpha(j,i) = 0.2\), if we want to meet the meticulous and stable conditions at this time, then:

\[
p(i)Q(i,j) \times 0.1 = p(j)Q(j,i) \times 0.2
\]

where \(Q\) is the transition probability matrix.

Extend both sides of the above Formula (4) by five times, and rewrite it as

\[
p(i)Q(i,j) \times 0.5 = p(j)Q(j,i) \times 1
\]
the largest number among them is enlarged to 1 to increase the acceptance rate; so, the acceptable acceptance rate is:

\[ \alpha(i, j) = \min \left\{ \frac{p(j)Q(j, i)}{p(i)Q(i, j)}, 1 \right\} \]

(6)

By increasing the acceptance rate, the MH sampling algorithm obtained is shown in Table 1.

Table 1. Metropolis–Hasting sampling algorithm.

| Metropolis–Hasting Sampling Algorithm |
|---------------------------------------|
| 1. Initialize the initial state of the Markov chain \( X_0 = x_0 \) |
| 2. For \( t = 0, 1, 2, \ldots \), loop the following process to the sample |
| - The state of the Markov chain is \( X_t = x_t \) at the \( t \)-th moment, sampling \( y \sim Q(x | x_t) \) |
| - Sample from a uniform distribution \( u \sim U [0, 1] \) |
| - If \( u < \alpha(x_t, y) = \min \left\{ \frac{p(y|Q(x_t | y)}{p(x_t | Q(y | x_t)}, 1 \right\} \), then accept the transfer \( x_t \rightarrow y \), that is, \( X_{t+1} = y \) |
| - Otherwise, the transfer is not accepted, that is, \( X_{t+1} = X_t \) |

The sample values of each scenario parameter were obtained according to the MH sampling algorithm, and the combinations of the sample values were the randomized common test cases. According to the simulation results of all randomized common test cases, the probability of the occurrence of critical events was estimated by Formula (2). The relative error of the estimation result is:

\[ e_{r, MH} = \frac{1}{n} \sum_{i=1}^{n} \left( \frac{\hat{f}(x_i) - E(f(x))}{E(f(x))} \right)^2, x_i \sim p(x) \]

(7)

where \( e_{r, MH} \) is the relative error of the estimation result.

3. Results

3.1. Probability Density Function Estimation of Scenario Parameters

The natural driving scenarios in the cut-in driving conditions were parameterized. Three independent scenario parameters were selected: the distance \( L_c \) between the ego-vehicle and the interfering vehicle at the initial cut-in moment, the speed \( V_e \) of the ego-vehicle at the initial cut-in moment, and the speed ratio \( R_{fc} \) of the front vehicle and ego-vehicle at the initial cut-in moment.

Based on the 1187 natural driving data scenarios of cut-in conditions measured on a city road in China, the probability density distributions of the three scenario parameters of cut-in conditions can be obtained through kernel density estimation, as shown in Figure 1.

Figure 1. Probability density distributions of fitted cut-in scenario parameters. (a) Probability density distribution of \( L_c \). (b) Probability density distribution of \( V_e \). (c) Probability density distribution of \( R_{fc} \).
3.2. Monte Carlo Simulation Based on Euclidean Clustering

The Monte Carlo simulation results were obtained according to the natural driving data distribution sampling, and the critical test cases were obtained according to the critical scenario metric. Because of the repetition or similarity between these critical test cases, we used the Euclidean distance method to cluster and delete duplicate or similar test cases and provided a basis for the next step in the selection of importance sampling parameters.

Euclidean distance is defined as:

\[ d(I, J) = \sqrt{\sum_{k=1}^{f} (x_{ik} - x_{jk})^2} \]  

where \( I = (x_{i1}, x_{i2}, \ldots, x_{if}) \) and \( J = (x_{j1}, x_{j2}, \ldots, x_{jf}) \) are two \( f \)-dimensional data objects.

The dimensions of the three independent variables that reflect the cut-in conditions are all different, and the data need to be standardized before calculation. Range standardization was used for processing:

\[ x_{ij}^* = \frac{x_{ij} - \min_{1 \leq i \leq N} x_{ij}}{\max_{1 \leq i \leq N} x_{ij} - \min_{1 \leq i \leq N} x_{ij}} \]  

where \( x_{ij}^* \) is the standardized variable, \( i = 1, 2, \ldots, N \), \( j = 1, 2, \ldots, M \), \( x_{ij} \) is the variable to be clustered, \( N_c \) is the number of scenarios to be clustered, \( N \) is the number of scenarios, and \( M \) is the number of scenario variables to be clustered.

The MH sampling algorithm was used to randomly sample from the probability density distribution of the parameters of the cut-in conditions. Ten thousand points were sampled from each distribution, and a total of ten thousand common test cases were generated.

It was assumed that the automated ego-vehicle was driving in a constant-speed cruise mode on a straight road. When a vehicle in the adjacent lane cuts into the front of the ego-vehicle, the ego-vehicle switches to the following cruise mode and follows the movement of the preceding vehicle to prevent collisions. The motion planning and control algorithm of the ego-vehicle adopt the model predictive control algorithm developed by us [18].

Common critical scenario metrics include time-to-collision (TTC), braking time, expected deceleration, and so on. We selected TTC to define the critical events. The condition with a TTC less than or equal to 0 the collision condition. The condition with a TTC less than 0.5 and greater than 0 was the pre-collision condition. The conditions with a TTC less than 2.5 and greater than 0.5 were dangerous conditions. Other conditions were safe conditions.

\[ \text{TTC} = \frac{d_a}{\Delta V} \]  

where TTC is the collision time, \( d_a \) is the distance between the ego-vehicle and the preceding vehicle, and \( \Delta V \) is the relative speed of the ego-vehicle and the preceding vehicle.

We used PreScan software to build a road scenario model, MATLAB/Simulink software to build a control simulation model for the automated ego-vehicle, and co-simulation technology to perform Monte Carlo simulation on the generated test cases to estimate the probability of critical events.

In the simulation test, the sampling parameters of the cut-in scenarios were 10,000 sets, which result in an extremely time-consuming sampling cycle. In order to ensure the estimation accuracy, the number of sampling cycles cannot be significantly reduced. We optimized the simulation operation within each sampling cycle to reduce the amount of calculation. The inner and outer two-layer loops were adopted in the simulation. The test cases of the inner loop were combined test cases using pairwise independent combinatorial testing (PICT), and the test cases of the outer loop were ordinary test cases after sampling. When starting the outer loop, Equations (8) and (9) were used to search for test cases similar to ordinary test cases from the inner loop test cases. If the Euclidean distance between an inner loop test case and an ordinary test case was less than the threshold of 0.1, the inner
loop test cases were simulated such that the simulation result was regarded as the test result of the ordinary test case. The test case did not need to be simulated. If there was no corresponding inner loop test case that met the requirements, the common test case needed to be simulated again. This calculation process was repeated until the simulations of all ordinary test cases were over.

The PICT combination test cases were obtained through the sample value distributions of the scenario parameter and were based on the PICT combination test case generation toolbox developed by Microsoft. From the MH sampling of the probability distribution of the parameters of the cut-in scenario, the main change interval of the distance $L_c$ between the ego-vehicles and the interfering vehicle at the initial time was 1.7–85 m, and the main change interval of the ego-vehicle speed $V_{es}$ at the initial time was 0–38 m/s. The main change range of the vehicle speed ratio $R_{fe}$ between the preceding vehicle and the ego-vehicle at the initial time was 0.01–2.4. We discretized the above-mentioned change intervals, and we used the PICT combination test case generation tool and the paired combination coverage standard to generate 1134 test cases.

Taking 500 test cases as an example for analysis, the comparison of simulation results before and after the improvement of simulation calculation is shown in Figures 2 and 3. Table 2 shows the comparison between the estimated probabilities of event occurrence and the simulation calculation amount before and after the improved simulation calculation amount. It can be seen from Table 2 that the probabilities of occurrence of each event was basically the same before and after the improved simulation calculation amount. The number of joint simulations was significantly reduced after the improved simulation calculation amount, and the calculation amount was smaller. Therefore, the improved algorithm accelerates the simulation test.

![Figure 2. Results before MH improvement.](image1)

![Figure 3. Results after MH improvement.](image2)
Table 2. Comparisons of simulation results before and after improved algorithm.

| Conditions                        | Before the Improved Algorithm | After the Improved Algorithm |
|-----------------------------------|-------------------------------|-------------------------------|
| Probability of collisions         | 0.024                         | 0.04                          |
| Probability of pre-collisions     | 0.008                         | 0.010                         |
| Probability of dangerous conditions | 0.060                       | 0.090                         |
| Probability of safe conditions    | 0.906                         | 0.862                         |
| Co-simulation times               | 500                           | 104                           |

Using the simulation test method that improves the amount of simulation test calculations, the simulation results of 10,000 test cases were obtained through the 601 times of inner and outer loop simulations as shown in Figure 4, where each point represents the simulation result of a test case. It can be seen from Figure 4 that dangerous conditions, pre-collision conditions, and collision conditions were mainly distributed in places where the distance between the ego-vehicle and the interfering vehicle was small and the speed of the ego-vehicle was relatively high at the initial moment of the cut-in condition.

Figure 4. Simulation results of common test cases.

According to Equations (1) and (7), the estimated probabilities of occurrence of pre-collision and dangerous conditions in the critical events and the error of the estimated probability relative to the real situation were calculated as shown in Table 3. It can be seen from Table 3 that the relative error of the estimated probability of occurrence of pre-collision conditions under Monte Carlo sampling was relatively large.

Table 3. Estimated probability and relative error.

| Conditions            | Estimated Probability | Relative Error |
|-----------------------|-----------------------|----------------|
| Pre-crash conditions  | 0.0088                | 10.61%         |
| Dangerous conditions  | 0.0829                | 3.33%          |

4. Discussion

4.1. Importance Sampling to Generate Critical Test Cases

The test cases generated in Section 2 conform to the probability distribution of natural driving scenarios, but the critical test cases were relatively rare. Automated vehicle evaluation mainly focuses on the performance of automated driving systems under critical test cases.
We used the Monte Carlo method to randomly sample the original distribution \( p(x) \), and the mathematical expectation was estimated by Equation (2). Equation (1) can also be expressed as:

\[
\hat{E}_p(f(x)) = \int f(x)p(x)dx \tag{11}
\]

If the samples conforming to the distribution of \( p(x) \) are not well generated, then another distribution \( q(x) \) that is easy to sample is introduced so that:

\[
\hat{E}_p(f(x)) = \int f(x)p(x)dx = \int f(x)\frac{p(x)}{q(x)}q(x)dx = E_q(f(x)\frac{p(x)}{q(x)}) \tag{12}
\]

A necessary condition for the establishment of Formula (13) is to ensure the absolute continuity of \( p(x) \) and \( q(x) \), namely:

\[
\forall x \in \varepsilon : q(x) = 0 \Rightarrow p(x) = 0
\]

Then, the unbiased estimate based on importance sampling is:

\[
\hat{E}_q(f(x)) = \frac{1}{n} \sum_{i=1}^{n} f(x_i)\frac{p(x_i)}{q(x_i)}, \quad x_i \sim q(x) \tag{13}
\]

Let \( w(x) = p(x)/q(x) \) be the likelihood ratio, where both \( p(x) \) and \( f(x) \) are determined, and what needs to be determined is the distribution \( q(x) \). Normally, the smaller the variance of the sample, the faster the expected convergence rate. Therefore, the smaller the variance of \( f(x)w(x) \) the better; so, where \( f(x)p(x) \) is large, \( q(x) \) should also be large. A good distribution \( q(x) \) should have a high probability of distribution in the area of \( f(x) = 1 \); that is, samples sampled from \( q(x) \) should have a higher probability of collision events.

The critical test cases that usually lead to extreme conditions are most likely to be located at both ends of the original distribution \( p(x) \). If the probability of a critical event is estimated based on the original distribution sampling, a large number of test cases need to be generated to reduce the estimated variance, which leads to calculation overload. Therefore, importance sampling is used to generate more critical test cases, which can reduce the variance of \( \hat{E}_p(f(x)) \). This sampling method uses a different distribution \( q(x) \) to generate test cases, and a larger probability function value \( q(x) \) is used where the probability density function value \( p(x) \) is smaller to increase the probability of critical events.

The following formula can be used to calculate the relative error of the importance sampling estimation results.

\[
e_{r, IS} = \frac{1}{n} \left( \frac{1}{n} \sum_{i=1}^{n} \left( \frac{f(x_i)p(x_i)}{E_q(f(x))q(x_i)} - 1 \right)^2 \right), \quad x_i \sim q(x) \tag{14}
\]

4.2. Importance Sampling Simulation Results

By analyzing Figure 3, it can be seen that the pre-collision events and dangerous conditions mainly appeared at the two ends of the probability density distribution of cut-in scenario parameters, that is, the low probability interval. Therefore, there were fewer critical events obtained through sampling, resulting in excessive error in the estimation results of critical events. Therefore, importance sampling was adopted, and the probability distribution \( q(x) \) that is easy to sample was used to amplify the low-value probability sample interval and increase the probability of occurrence of critical events.

We used the clustering extraction method of the test case based on Euclidean distance clustering to obtain several sets of critical test cases under pre-collision conditions and dangerous conditions, as shown in Table 4.
Table 4. Cluster extraction of critical test cases.

| Scenario Parameters | $L_c$/m | $V_e$/m.s$^{-1}$ | $R_{fe}$ |
|---------------------|---------|-----------------|---------|
| Test cases for pre-crash conditions | 15.4    | 25.7            | 0.65    |
|                     | 12.2    | 8.1             | 0.75    |
|                     | 14.2    | 8.8             | 0.85    |
|                     | 10.7    | 9.6             | 0.95    |
|                     | 14.1    | 7.4             | 1.05    |
| Test cases for hazardous conditions | 11.6    | 9.0             | 0.55    |
|                     | 11.6    | 7.1             | 0.65    |
|                     | 12.2    | 8.7             | 0.75    |
|                     | 11.6    | 9.1             | 0.85    |
|                     | 12.7    | 7.7             | 0.95    |
|                     | 11.8    | 6.4             | 1.05    |

From the results extracted from the critical test cases in Table 4, the occurrence of pre-collision and dangerous events was concentrated in the vicinity of $L_c = 12$, $V_{es} = 8$, and $R_{fe} = 0.75$. Therefore, the probability distribution of the above three parameters was replaced by the easy-to-sample normal distribution $q(x)$; then, the substitution distribution of $L_c$ was selected as $q_1(x) = N(12, 2)$, the substitution distribution of $V_{es}$ was selected as $q_2(x) = N(8, 1.5)$, and the substitution distribution of $R_{fe}$ was selected as $q_3(x) = N(0.75, 0.08)$. The variance of the parameters was determined by trial and error. These three parameters were sampled by importance sampling according to the normal distribution, and the virtual simulation test using the method of improved calculation amount in the Section 3.2 was performed. The inner and outer loop simulations were 431 times, and the 10,000 simulation results obtained are shown in Figure 5. We used Equations (13) and (14) to restore the probability of critical events occurring in natural driving scenarios and estimated the relative error of the estimation, obtaining the estimation results shown in Table 5.

![Figure 5. Simulation results of importance sampling.](image)

Table 5. Estimated probability and relative error.

| Probabilistic Event Type     | Estimated Probability | Relative Error |
|------------------------------|-----------------------|----------------|
| Pre-crash conditions         | 0.0059                | 5.94%          |
| Dangerous conditions         | 0.0855                | 1.12%          |

From the comparison of Tables 3 and 5, it can be seen that the estimation results of the two critical events of pre-collision and hazard were roughly the same, but the estimation results obtained by the simulation test using importance sampling had smaller relative errors. Additionally, the convergence of critical events was better and easier to sample with less computation.
5. Conclusions

According to the natural driving data of the ego-vehicle and interfering vehicle in the cut-in conditions, the MH algorithm was used to sample the probability distribution of the scenario parameters to generate randomized ordinary test cases. Euclidean distance and pairwise combination methods were used to improve the computational amount of simulation methods to improve test efficiency. According to the critical scenario safety indicator, Euclidean distance clustering was used to obtain critical test cases. The distribution characteristics of critical scenario parameters under the cut-in conditions were obtained.

Based on the simulation results of ordinary test cases and the distribution characteristics of critical scenario parameters under the cut-in conditions, the distribution estimation of importance sampling was carried out. Importance sampling was used to generate a large number of randomized critical test cases, and simulation tests were conducted by using the method of improving the calculation amount. Research shows that compared with Monte Carlo sampling, the importance sampling method can speed up the test while ensuring that the relative error is small, and the improved accelerated simulation method makes the overall calculation amount smaller.

The number of natural scenarios used in this study needs to be further increased. In the future, we will improve the sampling method based on the acquisition of a large amount of natural scenario data and conduct simulation tests and extract critical test cases to increase the confidence of accelerated test results. For cut-in conditions, the calculation method of the critical evaluation index TTC of the scenario was not very accurate. In the future, we will study a more accurate TTC calculation formula. Excessive deceleration of the ego-vehicle will affect ride comfort and safety, and the maximum deceleration of the ego-vehicle will also be included in the critical evaluation indexes of the cut-in scenarios.
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