On the statistical complexity of quantum circuits
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In theoretical machine learning, the statistical complexity is a notion that measures the richness of a hypothesis space. In this work, we apply a particular measure of statistical complexity, namely the Rademacher complexity, to the quantum circuit model in quantum computation and study how the statistical complexity depends on various quantum circuit parameters. In particular, we investigate the dependence of the statistical complexity on the resources, depth, width, and the number of input and output registers of a quantum circuit. To study how the statistical complexity scales with resources in the circuit, we introduce a resource measure of magic based on the $\langle p, q \rangle$ group norm, which quantifies the amount of magic in the quantum channels associated with the circuit. These dependencies are investigated in the following two settings: (i) where the entire quantum circuit is treated as a single quantum channel, and (ii) where each layer of the quantum circuit is treated as a separate quantum channel. The bounds we obtain can be used to constrain the capacity of quantum neural networks in terms of their depths and widths as well as the resources in the network.

I. INTRODUCTION

Owing to its ability to recognize and analyze patterns in data and use them to make predictions, deep learning—a subfield of machine learning—has made a profound impact on the computing industry [1–3] and has found applications in a myriad of fields, including natural language processing [4–6], drug design [7, 8], fraud detection [9, 10], medical image analysis [11, 12], self-driving cars [13, 14], handwriting recognition [15, 16], and computer vision [17, 18]. A central object in many deep learning models is the neural network, an interconnected collection of nodes that can learn from data and model relationships between them [19]. Different neural networks differ in terms of their ability to learn from data, and understanding this difference is a key problem in theoretical machine learning. This ability of neural networks has been quantified by various statistical complexity measures, including the Vapnik–Chervonenkis (VC) dimension [20, 21], the metric entropy [22], the Gaussian complexity [23], and the Rademacher complexity [23]. The dependence of these measures on various structure parameters of the neural network, such as its depth and width and the number of parameters in the neural network, has been studied in a number of papers [24–29].

In addition to the progress in deep learning, the last decade also saw rapid developments in quantum computing [30]. With the development of noisy intermediate-scale quantum (NISQ) hardware [31] as well as near-term quantum algorithms like the variational quantum eigensolver (VQE) [32] and the quantum approximate optimization algorithm (QAOA) [33, 34], there are expectations that quantum computers are poised to revolutionize computation by speeding up the solutions of certain practical computational problems [35]. Major experimental milestones in this direction include the recent demonstrations of quantum computational supremacy [36, 37] (also called quantum advantage [38]), defined to be an event in which a quantum computer empirically solves a computational problem deemed intractable for classical computers, independent of the practical value of the problem [39–42].

At the intersection of deep learning and quantum computing is the field of quantum deep learning, which has the quantum neural network—the quantum generalization of the classical neural network—as one of its central objects [43–48]. Quantum deep learning has been explored as an application of quantum machine learning, which has gained significant interest of late [49–53]. Compared to the classical neural networks, however, considerably less is known about quantum neural networks and characterizations of their statistical complexities. For example, the following question has hitherto remained largely unaddressed: how does the statistical complexity of quantum neural networks depend on the structure parameters of the quantum circuit underlying it as well as the amount of certain resources it contains?

In this paper, we address the above gap by characterizing the statistical complexity of quantum circuits in terms of their Rademacher complexity. To characterize the dependence of Rademacher complexity on resources in the framework of quantum resource theories [54, 55], we introduce a resource measure of magic [56] for quantum channels based on the $\langle p, q \rangle$ group norm. We consider the Rademacher complexity of quantum circuits in two different settings. First, we consider the case where the entire quantum circuit is treated as a single quantum channel independent of its depth or width. In this case, we find a bound for the statistical complexity that...
depends on a resource measure of magic as well as the number of input and output qubits. Second, we consider the case where each layer of the quantum circuit is treated as a separate quantum channel. In this case, we find a bound for the statistical complexity of the hypothesis space where each 
\[ \varepsilon \] domain variable, which takes the values \[ \pm F\circ C \], data \[ [23, 57] \]. Let us consider the Rademacher complexity of the generalization error associated with learning from training of a hypothesis space and can be used to provide bounds on the unknown probability distribution. 

II. MAIN RESULTS

Consider \( m \) independent samples \( S = (\vec{x}_1, \ldots, \vec{x}_m) \), where each \( \vec{x}_i \) is encoded as a quantum state \( |\psi(\vec{x}_i)\rangle \). After a quantum circuit \( C \) (e.g., \( C \) could be an instance of a variational quantum circuit or a quantum neural network) is applied to the quantum state \( |\psi(\vec{x}_i)\rangle \) and a (Hermitian) observable \( H \) is measured on the output, the expected measurement outcome is given by
\[
f_C(\vec{x}_i) = \text{Tr}[H|\psi(\vec{x}_i)\rangle\langle\psi(\vec{x}_i)|].
\]
\[ \text{(1)} \]
In this way, each quantum circuit \( C \) defines a real-valued function \( f_C \). Let \( F \circ C := \{ f_C : C \in C \} \) denote the function class defined by the set of quantum circuits \( C \).

Consider the hypothesis space \( \mathcal{H} = F \circ C \), where \( C \) is a given set of quantum circuits. Given \( m \) independent samples \( \{(\vec{x}_i, y_i)\}_{i=1}^m \), where each \( (\vec{x}_i, y_i) \) is taken i.i.d. from some unknown probability distribution \( D \) on some \( X \times Y \), let us consider a loss function \( L : Y \times Y \to \mathbb{R} \). The goal of the learning task is to find some function in the hypothesis space that minimizes the expected error \( L(f) = \mathbb{E}_{(\vec{x}, y)} D(L(f(\vec{x}), y)) \). As we have access to only the \( m \) independent samples \( \{(\vec{x}_i, y_i)\}_{i=1}^m \), one strategy is to find some function in hypothesis space to minimize the empirical error \( \tilde{L}(f) = \frac{1}{m} \sum_{i=1}^m l(f(\vec{x}_i), y_i) \). The difference between the empirical and expected error is called the generalization error, which determines the performance of the hypothesis function \( f \) on the unseen data drawn from the unknown probability distribution.

The Rademacher complexity is a measure of the richness of a hypothesis space and can be used to provide bounds on the generalization error associated with learning from training data \([23, 57]\). Let us consider the Rademacher complexity of \( F \circ C \) on \( m \) independent samples \( S = \{\vec{x}_1, \ldots, \vec{x}_m\} \), defined as
\[
R_S(F \circ C) = \mathbb{E}_{\xi} \frac{1}{m} \sup_{C \in C} \left| \sum_i \xi_i f_C(\vec{x}_i) \right|,
\]
\[ \text{(2)} \]
where each \( \xi_i \) in the expectation above is a Rademacher random variable, which takes the values \( \pm 1 \) with equal probability \( 1/2 \). Here, we use the Rademacher complexity as a measure of the statistical complexity of the hypothesis space \( F \circ C \).

A. Rademacher complexity of arbitrary quantum channel

1. Rademacher complexity of arbitrary quantum channel

Given a quantum channel \( \Phi : \mathcal{L}(\mathbb{C}^2 \otimes n_1) \to \mathcal{L}(\mathbb{C}^2 \otimes n_2) \) from \( n_1 \) qubits to \( n_2 \) qubits, we define the \( 4^{n_2} \times 4^{n_1} \) representation matrix \( M^\Phi \) of \( \Phi \) to be the matrix whose entries are given by
\[
M^\Phi_{z\bar{z}} = \frac{1}{2^{n_2}} \text{Tr}[P_z \Phi(\bar{P}_\bar{z})],
\]
\[ \text{(3)} \]
where \( \bar{z} \in \{0, 1, 2, 3\}^{n_2} \), \( z \in \{0, 1, 2, 3\}^{n_1} \), and \( P_z, \bar{P}_\bar{z} \) are the corresponding Pauli operators. For any Hermitian operator \( P \), the representation vector \( \vec{\alpha}^P \) of \( P \) is defined as
\[
\vec{\alpha}^P = \frac{1}{2} \text{Tr}[P\Phi].
\]
\[ \text{(4)} \]
For any \( N_1 \times N_2 \) matrix \( M \), which can be treated as a column of \( N_1 \) row vectors, the \((p, q)\) group norm of \( M \), where \( 0 < p, q \leq \infty \), is defined as \( \|M\|_{p,q} = \left( \sum_i |M_i|^p \right)^{1/p} \), where the \( l_p \) norm of the \( i \)-th row vector \( |M_i|^p \) is defined as \( \|M_i\|_p = \left( \sum_{j=1}^{N_2} |M_{ij}|^p \right)^{1/p} \). Of interest to us is the \((p, q)\) group norm of the representation matrix of quantum channels. As we shall show in Appendix A, the \((p, q)\) group norm of the representation matrix of quantum gates can be used as a resource measure to quantify the amount of magic in the quantum gates.

Here, we treat the entire quantum circuit as a single quantum channel. Let us define \( C_{n_0}^{n_1} \|\cdot\|_{p,q} \leq \mu \) to be the set of quantum circuits from \( n_0 \) qubits to \( n_1 \) qubits that have a \((p, q)\) group norm bounded by \( \mu \).

**Theorem 1.** Given the set of quantum circuits \( C \) from \( n_0 \) qubits to \( n_1 \) qubits with bounded \((p, q)\) group norm \( \|\cdot\|_{p,q} \leq \mu \), the Rademacher complexity of \( F \circ C_{n_0}^{n_1} \|\cdot\|_{p,q} \leq \mu \) on \( m \) independent samples \( S = \{\vec{x}_1, \ldots, \vec{x}_m\} \) is bounded as follows:

(1) For \( 1 \leq p \leq 2 \), we have
\[
R_S(F \circ C_{n_0}^{n_1} \|\cdot\|_{p,q} \leq \mu) \leq \mu 4^{n_1} \text{max} \left\{ \frac{1}{m}, \frac{1}{m^p} \right\} \sqrt{\min \{p^r, 8m_0\} \sqrt{m}} K_p(S, H),
\]
\[ \text{(5)} \]
(2) For \( 2 < p < \infty \), we have
\[
R_S(F \circ C_{n_0}^{n_1} \|\cdot\|_{p,q} \leq \mu) \leq \mu 4^{n_1} \text{max} \left\{ \frac{1}{m^p}, \frac{1}{m^r} \right\} \frac{\sqrt{p^r}}{m^{1/p}} K_p(S, H),
\]
\[ \text{(6)} \]
where \( p^r \) is the Hölder conjugate of \( p \), i.e., \( \frac{1}{p^r} + \frac{1}{p} = 1 \);
\[
K_p(S, H) = \|\vec{\alpha}\|_p \text{max} \left\{ \|\vec{f}\|_p \right\}_i ;
\]
\[ \text{(7)} \]
and \( \vec{\alpha} \) and \( \vec{f}_i(\vec{x}_i) \) are the representation vectors of \( H \) and \( |\psi(x_i)\rangle\langle\psi(x_i)| \) in the Pauli basis, respectively.

This result provides an upper bound on the Rademacher complexity of quantum circuits that depends on the amount of magic and the number of input and output qubits. (See Appendix A for a proof of Theorem 1.)

2. Rademacher complexity of unital quantum channels

We now consider the special case where the quantum channel \( \Phi \) is unital, i.e., \( \Phi(1) = 1 \). In this case, the representation matrix \( M^\Phi \) has the following form \( M^\Phi = \begin{bmatrix} 1 & \vec{0}^T \\ \vec{0} & M^\Phi \end{bmatrix} \). We
shall define the modified representation matrix $\hat{M}_p$ to be the bottom-right $(4^{n_2} - 1) \times (4^{n_2} - 1)$ submatrix of $M_p$. Next, note that the representation vector of a Hermitian operator $P$ can be written as $\hat{\alpha}^P = (\alpha_0, \hat{\alpha}^P)$. We shall call $\hat{\alpha}^P$ the modified representation vector of the operator $P$.

For a unital channel $\Phi$, we shall denote the $(p, q)$ group norm of the modified representation matrix $M_p$ as $\|M_p\|_{p,q}$. Note that the $(p, q)$ group norm of the modified representation matrix of unital quantum channels can be regarded as a resource measure of magic (see Appendix B).

Similarly, let us define $C_{\nu, x}^{n_0, n_1}$ to be the set of unital quantum circuits $C$ from $n_0$ qubits to $n_1$ qubits with bounded norm $\|\nu\|_{p,q}$.

**Theorem 2.** Let $H$ be a traceless observable. Given a set of unital quantum circuits from $n_0$ qubits to $n_1$ qubits with bounded norm $\|\nu\|_{p,q}$, the Rademacher complexity of $F \circ C_{\nu, x}^{n_0, n_1}$ on $m$ samples $S = \{\hat{x}_1, \ldots, \hat{x}_m\}$ is bounded as follows.

1. For $1 \leq p \leq 2$, we have
   \[
   R_S(F \circ C_{\nu, x}^{n_0, n_1}) \leq \mu N_1^{\max\left\{ p, \frac{1}{p'} \right\}} \frac{\sqrt{m \nu_1^{\max\left\{ p, \frac{1}{p'} \right\}}}}{\sqrt{m}} K_p(S, H),
   \]
   (8)

2. For $2 < p < \infty$, we have
   \[
   R_S(F \circ C_{\nu, x}^{n_0, n_1}) \leq \mu N_1^{\max\left\{ p, \frac{1}{p'} \right\}} \frac{\sqrt{p \nu_1^{\max\left\{ p, \frac{1}{p'} \right\}}}}{m^{1/p}} K_p(S, H),
   \]
   (9)

where $N_1 = 4^{n_1} - 1$, 
\[
K_p(S, H) = \left\| \hat{\alpha} \right\|_p \max_i \left\| \hat{f}_i(\hat{x}_i) \right\|_{p'},
\]
(10)
and $\hat{\alpha}$ and $\hat{f}_i(\hat{x}_i)$ are the modified representation vector of $H$ and $|\psi(x_i)\rangle\langle\psi(x_i)|$ in the Pauli basis, respectively.

The proof of this theorem is presented in Appendix B.

**B. Rademacher complexity of depth-$l$ quantum circuits**

In this subsection, we take the depth and width of the quantum circuits involved into account by considering the layer structure of the circuits. Consider a depth-$l$ quantum circuit $C_l = \Phi_l \circ \Phi_{l-1} \circ \cdots \circ \Phi_1$, where the $i$-th layer $\Phi_i : \mathcal{L}(\mathbb{C}^{2^{n_i}}) \rightarrow \mathcal{L}(\mathbb{C}^{2^{n_i}})$ (see Fig. 1 for a circuit diagram). We shall denote the quantum circuit as $\tilde{C}_l = (\Phi_l, \Phi_{l-1}, \ldots, \Phi_1)$ and the set of quantum circuits with fixed depth $l$ and width vector $\vec{n} = (n_1, \ldots, n_l, n_0)$ as
\[
C^l_{\vec{n}} = \left\{ \tilde{C}_l \mid \tilde{C}_l = (\Phi_l, \Phi_{l-1}, \ldots, \Phi_1), \right\}
\]
(11)

Next, let us define the resource measure for a depth-$l$ quantum circuit $\tilde{C}_l$ as follows:
\[
\nu_{p,q}(\tilde{C}_l) = \frac{1}{l} \sum_{i=1}^{l} \| M^{\Phi_i} \|_{p,q},
\]
(12)
which represents the average amount of magic over the layers of the quantum circuit. Let us denote $C^l_{\nu, \vec{x}}^{n_0, n_1}$ to be the set of quantum circuits with bounded resource $\nu_{p,q} \leq \nu$, fixed depth $l$, and width vector $\vec{x}$ (see Fig. 2). Then we have the following results.

**Theorem 3.** Given the set of depth-$l$ quantum circuits with bounded resource $\nu_{p,q} \leq \nu$, the Rademacher complexity on $m$ independent samples $S = \{\hat{x}_1, \ldots, \hat{x}_m\}$ is bounded as follows.

1. For $1 \leq p \leq 2$, we have
   \[
   R_S(F \circ C^l_{\nu, \vec{x}}^{n_0, n_1}) \leq \nu^l 4^{\|\vec{n}\|_1} \frac{\max\left\{ p, \frac{1}{p'} \right\}}{\sqrt{m}} K_p(S, H),
   \]
   (13)

2. For $2 < p < \infty$, we have
   \[
   R_S(F \circ C^l_{\nu, \vec{x}}^{n_0, n_1}) \leq \nu^l 4^{\|\vec{n}\|_1} \frac{p^*}{p} \frac{1}{m^{1/p}} K_p(S, H),
   \]
   (14)
where $K_p(S, H)$ is defined by Eq. (7), and $\|\vec{n}\|_1 = \sum_{i=1}^l n_i$.

This theorem tells us how the Rademacher complexity depends on the depth, width and the amount of magic in the quantum circuits. Note that we can choose suitable $p, q$ to reduce the exponential dependence on the width vector to polynomial dependence, for example, by taking $p^* = q = \Omega(\|\vec{n}\|_1 / \log\|\vec{n}\|_1)$ or $p^* = q = \infty$. The proof of Theorem 3 is presented in Appendix C.

![FIG. 1. Circuit diagram of a depth-$l$ quantum circuit](image1.png)

![FIG. 2. Diagram illustrating the layer structure of the representation matrix of a depth-$l$ quantum circuit](image2.png)
We are now ready to state our next result.

**Theorem 4.** Let $H$ be a traceless observable. Given the set of depth-$l$ quantum circuits with bounded resource $\hat{\nu}_{p,q} \leq \nu$, the Rademacher complexity of $\mathcal{F} \circ C^{l,\hat{\nu}}_{\Psi, q} \leq \nu$ on $m$ independent samples $S = \{\tilde{x}_1, \ldots, \tilde{x}_m\}$ satisfies the following bounds

1. For $1 \leq p \leq 2$, we have
   \[
   R_S(\mathcal{F} \circ C^{l,\hat{\nu}}_{\Psi, q} \leq \nu) \leq \sqrt{\prod_{i=1}^{l} N_i^{\max\{\frac{1}{p} - \frac{1}{2}, 0\}} \frac{\min\{p, 8m\}}{m^{1/p}} \hat{K}_p(S, H)}. \tag{16}
   \]
2. For $2 < p < \infty$, we have
   \[
   R_S(\mathcal{F} \circ C^{l,\hat{\nu}}_{\Psi, q} \leq \nu) \leq \sqrt{\prod_{i=1}^{l} N_i^{\max\{\frac{1}{p} - \frac{1}{q}, 0\}} \frac{\sqrt{p}}{m^{1/p}} \hat{K}_p(S, H)}. \tag{17}
   \]

where $N_i = 4^{n_i} - 1$ for any $1 \leq i \leq l$ and $\hat{K}_p(S, H)$ is defined by Eq. (10).

The proof of this theorem is presented in Appendix D.

![Diagram illustrating the layer structure of the representation matrix of a depth-$l$ unital quantum circuit.](image)

**Remark 5.** While we based our resource measure in this paper on the arithmetic mean, we could have alternatively defined a resource measure of the quantum circuit $\hat{C}_l = (\Phi_1, \Phi_{l-1}, \ldots, \Phi_1)$ that is based on the geometric mean, viz.

\[
\mu_{p,q}(\hat{C}_l) = \prod_{i=1}^{l} \|M^{\Phi_i}\|_{p,q}, \tag{18}
\]

which is the geometric mean of the resource over the layers of the quantum circuit. By the arithmetic mean–geometric mean inequality, it is easy to see that

\[
\nu_{p,q}(\hat{C}_l) \geq \mu_{p,q}(\hat{C}_l)^{1/l}. \tag{19}
\]

Also, we could define the path norm as a resource measure as follows:

\[
\gamma_{p,q}(\hat{C}_l) = \left(\frac{1}{4^n} \sum_{x} \gamma_{p}^{(x)}(\hat{C}_l)^q \right)^{1/q}, \tag{20}
\]

where

\[
\gamma_{p}^{(x)}(\hat{C}_l) = \left(\sum_{\text{out} = \tilde{x}} \left| M^{\Phi_1}_{\text{out} \rightarrow \text{in}, 1} M^{\Phi_2}_{\text{out} \rightarrow \text{in}, 2} \cdots M^{\Phi_{l-1}}_{\text{out} \rightarrow \text{in}, l-2} M^{\Phi_{l}}_{\text{out} \rightarrow \text{in}, l} \right|^p \right)^{1/p}. \tag{21}
\]

The modified version of these resource measures for quantum circuits can also be similarly defined. We present similar results on the Rademacher complexity of quantum circuits based on these resource measures in Appendices C and D.

**Remark 6.** Note that for any given quantum channel $\Psi$, there could be many different ways to realize it by quantum circuits of the same depth $l$ and width vector $\hat{n}$, i.e., there could be multiple circuits $\hat{C}_l = (\Phi_1, \ldots, \Phi_1)$ for which $\Psi = C_1 \circ \cdots \circ C_1$. Furthermore, note that resource measures such as $\nu_{p,q}$ depend on the realization of the channel. Hence, if we would like to define a resource measure for quantum channels $\Psi$ that is independent of their quantum circuit realization, it would be necessary to adopt a definition like the one below:

\[
\nu_{p,q}^{l,\hat{\nu}}(\Psi) := \min \left\{ \nu_{p,q}(\hat{C}_l) : \hat{C}_l \in C^{l,\hat{\nu}}, \Psi = C_1 \right\}, \tag{22}
\]

which quantifies the minimum amount of resources necessary to realize the target channel over all quantum circuits with a given depth and width. The quantities $\mu_{p,q}^{l,\hat{\nu}}$ and $\nu_{p,q}^{l,\hat{\nu}}$ may also be defined analogously. These resource measures may be of independent interest in resource theory.

### III. CONCLUSION

In this work, we studied the Rademacher complexity of quantum circuits. First, we introduced the $(p, q)$ group norm to define the resource measure of magic for quantum channels and for quantum circuits with a layered structure. Second, we proved that the Rademacher complexity of quantum circuits is bounded by its depth and width as well as its amount of magic, where the dependence on the width is determined by the choice of $(p, q)$. These results reveal the dependence of statistical complexity on the resources and structure parameters (such as depth and width) of the quantum circuit.

While our results are stated in terms of the Rademacher complexity, there are other prominent choices of measures of statistical complexity, such as the VC dimension and metric entropy, that could be used. Due to the close relationship between the Rademacher complexity and the VC dimension and the metric entropy [58–60], it is straightforward to extend our results to obtain bounds on these complexity measures of quantum circuits. Another measure that has recently gained prominence is the topological entropy, a concept from dynamic systems that has recently been used to measure the complexity of classical neural networks [61]. We leave for future work the problem of generalizing the results about Rademacher complexity to topological entropy. Finally, we note that while our results are based on expressing each quantum channel in the Pauli basis, there are also other choices of bases, or more generally frames, that can be used to express quantum channels, a notable example being the phase space point operator basis [62, 63]. How do our results generalize to the case where the basis is chosen arbitrarily? We leave this question for further work.
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Appendix A: Single quantum channels

1. \((p, q)\) group norm of the representation matrix of a single quantum channel

For any \(N_1 \times N_2\) real-valued matrix \(M\), which can be written as a column

\[
\begin{pmatrix}
M_1 \\
M_2 \\
\vdots \\
M_{N_1}
\end{pmatrix}
\]

of \(N_1\) rows, we define the \((p, q)\) group norm, with \(0 < p, q \leq \infty\), as follows:

\[
\|M\|_{p,q} = \left( \frac{1}{N_1} \sum_i \|M_i\|_p^q \right)^{1/q},
\]

where the \(l_p\) norm of the \(i\)-th row vector \(M_i\) is

\[
\|M_i\|_p = \left( \sum_j |M_{ij}|^p \right)^{1/p}.
\]

The \((p, q)\) group norm satisfies the following multiplicative property.

**Lemma 7.** Given two matrices \(M_1\) and \(M_2\), it holds that

\[
\|M_1 \otimes M_2\|_{p,q} = \|M_1\|_{p,q} \|M_2\|_{p,q}.
\]

**Proof.** This follows directly from the fact that \([M_1 \otimes M_2]_{\bar{i} \bar{j}_1 \bar{j}_2} = [M_1]_{i \bar{i}} [M_2]_{\bar{j}_1 j_2}\). \(\square\)

Let \(P_0 = I\), \(P_1 = X\), \(P_2 = Y\), and \(P_3 = Z\) be the single-qubit Pauli matrices. The \(n\)-qubit Pauli matrices \(P_z\) are defined as \(P_z = P_{z_1} \otimes P_{z_2} \otimes \ldots \otimes P_{z_n}\), for any vector \(z \in \{0, 1, 2, 3\}^n\). Given a quantum channel \(\Phi : \mathcal{L}((\mathbb{C}^2)^{\otimes n_1}) \to \mathcal{L}((\mathbb{C}^2)^{\otimes n_2})\) from \(n_1\) qubits to \(n_2\) qubits, we define the \(4^{n_1} \times 4^{n_2}\) representation matrix \(M^\Phi\) in the Pauli basis by its matrix elements as follows:

\[
M^\Phi_{\bar{x},\bar{y}} = \frac{1}{2^{n_2}} \text{Tr}[P_{\bar{x}} \Phi(P_{\bar{y}})],
\]

where \(\bar{x} \in \{0, 1, 2, 3\}^n\), \(\bar{y} \in \{0, 1, 2, 3\}^n\), and \(P_{\bar{x}}\) and \(P_{\bar{y}}\) are the corresponding Pauli operators. From the definition of \(M^\Phi\), it is easy to see that the representation matrix of quantum channels in the Pauli basis satisfies the following properties.

**Lemma 8.** Given two quantum channels \(\Phi_1 : \mathcal{L}((\mathbb{C}^2)^{\otimes n_1}) \to \mathcal{L}((\mathbb{C}^2)^{\otimes n_2})\) and \(\Phi_2 : \mathcal{L}((\mathbb{C}^2)^{\otimes n_1}) \to \mathcal{L}((\mathbb{C}^2)^{\otimes n_2})\), we have

\[
M^{\Phi_2 \circ \Phi_1} = M^{\Phi_2} M^{\Phi_1},
\]

\[
M^{\Phi_2 \otimes \Phi_1} = M^{\Phi_2} \otimes M^{\Phi_1},
\]

\[
M^{\lambda \Phi_1 + \mu \Phi_2} = \lambda M^{\Phi_1} + \mu M^{\Phi_2}, \quad \forall \lambda, \mu \in \mathbb{R}.
\]

**Proof.** Based on definition of the representation matrix \(M^\Phi\), we have

\[
\Phi_1(P_{\bar{x}}) = \sum_y M^\Phi_{\bar{x},\bar{y}} P_{\bar{y}}.
\]

Therefore, it follows that

\[
M^{\Phi_2 \circ \Phi_1}_{\bar{x},\bar{y}} = \frac{1}{2^{n_2}} \text{Tr}[P_{\bar{x}} \Phi_2 \circ \Phi_1(P_{\bar{y}})] = \frac{1}{2^{n_1}} \text{Tr}[P_{\bar{x}} \sum_y M^\Phi_{\bar{x},\bar{y}} \Phi_1(P_{\bar{y}})] = \sum_y M^{\Phi_2}_{\bar{x},\bar{y}} M^\Phi_{\bar{y},\bar{z}}.
\]

Hence,

\[
M^{\Phi_2 \circ \Phi_1} = M^{\Phi_2} M^{\Phi_1}.
\]

The other two identities

\[
M^{\Phi_2 \otimes \Phi_1} = M^{\Phi_2} \otimes M^{\Phi_1},
\]

\[
M^{\lambda \Phi_1 + \mu \Phi_2} = \lambda M^{\Phi_1} + \mu M^{\Phi_2},
\]

follow directly from the definition of the representation matrix. \(\square\)
Next, we consider the \((p, q)\) group norm of the representation matrix for quantum channels, for the case when the channel is unitary.

**Lemma 9.** For a Clifford unitary \(U\), \(M^U\) is a permutation matrix, up to a \(\pm\) sign. That is, \(M^U_{xy} = \pm \delta_{x, \pi(y)}\), where \(\pi\) is a permutation over the set \(\{0, 1, 2, 3\}\).

**Proof.** This comes directly from the definition of the Clifford unitaries, which map Pauli operators to Pauli operators.

**Lemma 10.** The \((p, q)\) group norm is invariant under the left or right multiplication of \(M^U\), if \(U\) is a Clifford unitary. That is, for any matrix \(A\), we have

\[
\|M^U A\|_{p,q} = \|A M^U\|_{p,q} = \|A\|_{p,q}.
\]

**Proof.** Based on the Lemma 9, \(M^U\) is a permutation matrix up to some \(\pm\) sign. Hence, \(A M^U\) is just a permutation of the columns of \(A\) with some \(\pm\) sign. Thus, for the \(i\)-th row vector, we have \(\|(AM^U)i\|_p = \|A_i\|_p\). Therefore, \(\|AM^U\|_{p,q} = \|A\|_{p,q}\).

Similarly, \(M^U A\) is just a permutation of the columns of \(A\) with some \(\pm\) sign. Thus, for the \(i\)-th row vector \(\|(M^U A)i\|_p = \|A_{\pi(i)}\|_p\), where \(\pi\) is a permutation. Then \(\sum_i \|(AM^U)i\|_p = \sum_i \|A_{\pi(i)}\|_p = \sum_i \|A_i\|_p\), i.e., \(\|AM^U\|_{p,q} = \|A\|_{p,q}\).

**Lemma 11.** Given a unitary channel \(U\), we have the following result:

1. For \(0 < p < 2\), we have \(\|M^U\|_{p,q} \geq 1\), \(\|M^U\|_{p,q} = 1\) iff \(U\) is a Clifford unitary.
2. For \(p > 2\), \(0 < q < \infty\), we have \(\|M^U\|_{p,q} \leq 1\), \(\|M^U\|_{p,q} = 1\) iff \(U\) is a Clifford unitary.
3. For \(p = 2\), \(q > 0\) or \(p > 2, q = \infty\), we have \(\|M^U\|_{p,q} = 1\) for any unitary \(U\).

**Proof.** First, for any unitary \(U\), it is easy to see that \(M^U\) is an orthogonal matrix. Therefore, \(\|M^U\|_2 = 1\) for any \(\bar{x}\) and \(M^U_0 = (1, 0, \ldots, 0)\). Therefore, we have the statement in (3).

1. For \(0 < p < 2\), we have \(\|M^U\|_p \geq \|M^U\|_2 = 1\) for any \(\bar{x}\). Therefore, \(\|M^U\|_{p,q} \geq 1\). Besides, \(\|M^U\|_{p,q} = 1\) iff \(\|M^U\|_p = 1\) for any \(\bar{x}\) iff every row vector \(M^U_{\bar{x}}\) has only one nonzero element, which could only be \(\pm 1\), iff \(U\) is a Clifford unitary.

2. For \(p > 2\), \(0 < q < \infty\), we have \(\|M^U\|_p \leq \|M^U\|_2 = 1\) for any \(\bar{x}\). Therefore, \(\|M^U\|_{p,q} \leq 1\). Besides, \(\|M^U\|_{p,q} = 1\) iff \(\|M^U\|_p = 1\) for any \(\bar{x}\) iff every row vector \(M^U_{\bar{x}}\) has only one nonzero element, which could only be \(\pm 1\), iff \(U\) is Clifford unitary.

Based on the above facts, it is easy to see that the \((p, q)\) norm of the representation matrix can be regarded as some resource measure of magic of quantum gates.

**Proposition 12.** Given a unitary channel \(U\), the \((p, q)\) group norm can be regarded as a resource measure satisfying the following properties

1. (Faithfulness) For \(0 < p < 2\), we have \(\|M^U\|_{p,q} \geq 1\), \(\|M^U\|_{p,q} = 1\) iff \(U\) is Clifford unitary.

1'. (Faithfulness) For \(p > 2\), \(0 < q < \infty\), we have \(\|M^U\|_{p,q} \leq 1\), \(\|M^U\|_{p,q} = 1\) iff \(U\) is Clifford unitary.

2. (Invariance under Clifford unitaries) \(\|M^{U_1 U_2}\|_{p,q} = \|M^{U_1}\|_{p,q} \|M^{U_2}\|_{p,q}\) for any Clifford unitaries \(U_1\) and \(U_2\).

3. (Multiplicities under tensor product) \(\|M^{U_1 \otimes U_2}\|_{p,q} = \|M^{U_1}\|_{p,q} \|M^{U_2}\|_{p,q}\).

4. (Convexity) For \(p \geq 1, q \geq 1\), we have \(\|M^{\lambda U_1 + (1-\lambda) U_2}\|_{p,q} \leq \lambda \|M^{U_1}\|_{p,q} + (1 - \lambda) \|M^{U_2}\|_{p,q}\) for \(\lambda \in [0, 1]\).

**Proof.** (1) and (1') come from Lemma 11 directly.

2. \(\|M^{U_1 U_2}\|_{p,q} = \|M^{U_1 M^{U_2}}\|_{p,q} = \|M^U\|_{p,q}\),

where the first equality comes from Lemma 8 and the second equality comes from Lemma 11.

3. \(\|M^{U_1 \otimes U_2}\|_{p,q} = \|M^{U_1 \otimes M^{U_2}}\|_{p,q} = \|M^{U_1}\|_{p,q} \|M^{U_2}\|_{p,q}\),

where the first equality comes from Lemma 8 and the second equality comes from Lemma 7.

(4) comes directly from the convexity of \(l_p\) and \(l_q\) norm for \(p \geq 1, q \geq 1\).
2. Bounds on the Rademacher complexity of quantum channels

Let $p^*$ denote the Hölder conjugate of $p$, i.e., $\frac{1}{p^*} + \frac{1}{p} = 1$.

**Lemma 13.** For any $N_1 \times N_2$ real-valued matrix $M$, and any vector $\vec{v} \in \mathbb{R}^{N_2}$, we have

$$\|M\vec{v}\|_{p^*} \leq N_1^{\frac{1}{p}} \|M\|_{p,q} \|\vec{v}\|_{p^*}. \tag{A12}$$

**Proof.** First, let us prove the following inequality

$$\|M\vec{v}\|_{p^*} \leq N_1^{\frac{1}{p}} \|M\|_{p,p^*} \|\vec{v}\|_{p^*}. \tag{A13}$$

This inequality holds because

$$\|M\vec{v}\|_{p^*} = \sum (M_i\vec{v})_{p^*} \leq \sum \|M_i\|_{p,p^*} \|\vec{v}\|_{p^*} = N_1^{\frac{1}{p}} \|M\|_{p,p^*} \|\vec{v}\|_{p^*}. \tag{A14}$$

If $q > p^*$, then $\max \{ \frac{1}{p^*}, \frac{1}{q} \} = \frac{1}{p^*}$ and $\|M\|_{p,q} \geq \|M\|_{p,p^*}$. Hence the inequality Eq. (A12) reduces to

$$\|M\vec{v}\|_{p^*} \leq N_1^{\frac{1}{p}} \|M\|_{p,p^*} \|\vec{v}\|_{p^*}. \tag{A15}$$

If $q < p^*$, then $\max \{ \frac{1}{p^*}, \frac{1}{q} \} = \frac{1}{q}$ and $\|M\|_{p,q} \geq N_1^{1/q} \|M\|_{p,p^*}$. Hence the inequality Eq. (A12) reduces to

$$\|M\vec{v}\|_{p^*} \leq N_1^{\frac{1}{p}} \|M\|_{p,p^*} \|\vec{v}\|_{p^*}. \tag{A16}$$

**Lemma 14.** For any $1 \leq p \leq 2$

$$\mathbb{E}_\xi \frac{1}{m} \left\| \sum_{i=1}^m \xi_i \vec{v}_i \right\|_{p^*} \leq \frac{\sqrt{\min \{ p^*, 8m \} \max \|\vec{v}\|_{p^*}}}{m}. \tag{A17}$$

For $2 < p < \infty$, we have

$$\mathbb{E}_\xi \frac{1}{m} \left\| \sum_{i=1}^m \xi_i \vec{v}_i \right\|_{p^*} \leq \frac{\sqrt{p^* m^{1/p^*} \max \|\vec{v}\|_{p^*}}}{m}. \tag{A18}$$

where $\vec{v}_i \in \mathbb{R}^N$.

**Proof.** The proof is similar to that of Lemma 15 in [25]. If $1 \leq p \leq \frac{2 \log_2(N)}{2 \log_2(N) - 1}$, then $2 \log_2(N) \leq p^*$. Hence,

$$\mathbb{E}_\xi \frac{1}{m} \left\| \sum_{i=1}^m \xi_i \vec{v}_i \right\|_{p^*} \leq N^{\frac{1}{p^*}} \mathbb{E}_\xi \frac{1}{m} \left\| \sum_{i=1}^m \xi_i \vec{v}_i \right\|_{\infty} \leq N^{\frac{1}{p^*}} \mathbb{E}_\xi \frac{1}{m} \left\| \sum_{i=1}^m \xi_i \vec{v}_i \right\|_{\infty} \leq \sqrt{2m} \mathbb{E}_\xi \frac{1}{m} \left\| \sum_{i=1}^m \xi_i \vec{v}_i \right\|_{\infty} \leq \sqrt{2} \mathbb{E}_\xi \frac{1}{m} \max_{j} \sum_{i=1}^m |\xi_i v_i(j)| \leq \sqrt{2} \frac{\sqrt{2 \log_2(N)}}{m} \max_{j} \|v_i(j)\|_2 \leq \sqrt{2} \frac{\sqrt{2 \log_2(N)}}{\sqrt{m}} \max_{i} \|\vec{v}_i\|_{\infty} \leq \sqrt{2} \frac{\sqrt{2 \log_2(N)}}{\sqrt{m}} \max_{i} \|\vec{v}_i\|_{p^*}.
If \( \frac{2\log(N)}{2\log(N)-1} \leq p < \infty \), then by the Khintchine-Kahane inequality, we have

\[
\mathbb{E}_x \left\| \frac{1}{m} \sum_{i=1}^m e_i \bar{v}_i \right\|_{p^*} \leq \frac{1}{m} \left( \sum_{j} \mathbb{E}_x \left( \sum_{i} e_i v_i(j) \right)^p \right)^{\frac{1}{p}} \leq \sqrt{p^*/m} \left( \sum_{j} \|v_i(j)\|_{p^*}^p \right)^{\frac{1}{p}},
\]

where

\[
\left( \sum_{j} \|v_i(j)\|_{p^*}^p \right)^{\frac{1}{p^*}} \leq \begin{cases} 
\frac{m^{1/2}}{\max} \|v_i\|_{p^*}, & p^* \geq 2, \\
\frac{m^{1/2}}{\max} \|v_i\|_{p^*}, & p^* < 2,
\end{cases}
\]

and the first inequality comes from the Minkowski inequality and the second inequality from the fact that

\[(x+y)^{p^*/2} \leq x^{p^*/2} + y^{p^*/2},
\]

for \( p^*/2 < 1 \). Therefore

\[
\mathbb{E}_x \left\| \frac{1}{m} \sum_{i=1}^m e_i \bar{v}_i \right\|_{p^*} \leq \begin{cases} 
\frac{\sqrt{p^*/m}}{\max} \|v_i\|_{p^*}, & p^* \geq 2, \\
\frac{\sqrt{p^*/m}}{\max} \|v_i\|_{p^*}, & p^* < 2.
\end{cases}
\]

\[\square\]

**Lemma 15 (Massart lemma [64]).** Given a finite set \( A \subset \mathbb{R}^m \), we have

\[R(A) \leq \max_{\bar{v} \in A} \left\| \bar{v} - \bar{\bar{v}} \right\|_2 \frac{\sqrt{2 \log |A|}}{m},\]

where \( \bar{\bar{v}} = \frac{1}{|A|} \sum_{\bar{v} \in A} \bar{v} \).

**Theorem 16 (Restatement of Theorem 1).** Given a set of quantum circuits \( \Phi \) from \( n_0 \) qubits to \( n_1 \) qubits with bounded \( (p,q) \) norm \( \|\cdot\|_{p,q} \), the Rademacher complexity on \( m \) samples \( S = \{\bar{x}_1, \ldots, \bar{x}_m\} \) satisfies the following bounds

1. For \( 1 \leq p \leq 2 \), we have

\[R_S(\mathcal{F} \circ \mathcal{C}, \|\cdot\|_{p,q} \leq \mu) \leq \mu 4^{n_1 \max\left\{ \frac{1}{p}, \frac{1}{q} \right\}} \sqrt{\frac{\min\{p^*, \frac{8n_0}{\mu}\}}{m}} \left\| \bar{\alpha} \right\|_p \max_{i} \|\bar{f}_i(\bar{x}_i)\|_{p^*}.\]

2. For \( 2 < p < \infty \), we have

\[R_S(\mathcal{F} \circ \mathcal{C}, \|\cdot\|_{p,q} \leq \mu) \leq \mu 4^{n_1 \max\left\{ \frac{1}{p}, \frac{1}{q} \right\}} \frac{\sqrt{p^*}}{m^{1/p}} \left\| \bar{\alpha} \right\|_p \max_{i} \|\bar{f}_i(\bar{x}_i)\|_{p^*}.\]

**Proof.** First, we compute

\[R_S(\mathcal{F} \circ \mathcal{C}, \|\cdot\|_{p,q} \leq \mu) = \mathbb{E}_x \left\| \frac{1}{m} \sup_{\Phi \in \mathcal{C}_1} \left\| M_{\Phi} \right\|_{p,q} \right\| \sum_{i=1}^m e_i \bar{\alpha} \bar{f}_{\Phi}(\bar{x}_i) \right\|_{p^*} \]

\[\leq \mathbb{E}_x \left\| \frac{1}{m} \sup_{\Phi} \frac{\mu}{\left\| M_{\Phi} \right\|_{p,q}} \right\| \sum_{i=1}^m e_i \bar{\alpha} \bar{f}_{\Phi}(\bar{x}_i) \right\|_{p^*} \]

\[= \mu \left\| \bar{\alpha} \right\|_p \mathbb{E}_x \left\| \frac{1}{m} \sup_{\Phi} \frac{1}{\left\| M_{\Phi} \right\|_{p,q}} \right\| \sum_{i=1}^m e_i \bar{f}_{\Phi}(\bar{x}_i) \right\|_{p^*} \]

\[\leq \mu \left\| \bar{\alpha} \right\|_p \mathbb{E}_x \left\| \frac{1}{m} \sup_{\Phi} \frac{1}{\left\| M_{\Phi} \right\|_{p,q}} \right\| \sum_{i=1}^m e_i M_{\Phi} \bar{f}_{\Phi}(\bar{x}_i) \right\|_{p^*} \]

\[\leq \mu \left\| \bar{\alpha} \right\|_p N_1^{\max\left\{ \frac{1}{p}, \frac{1}{q} \right\}} \mathbb{E}_x \left\| \frac{1}{m} \sum_{i=1}^m e_i \bar{f}_{\Phi}(\bar{x}_i) \right\|_{p^*},\]

where the third inequality follows from Lemma 13. Using Lemma 14, we get the results of this theorem. \[\square\]
Appendix B: Single unital quantum channel

1. \((p, q)\) group norm of the modified representation matrix of unital channels

If a quantum channel \(\Phi\) is unital, i.e., \(\Phi(1) = 1\), then the representation matrix \(M^\Phi\) has the following form:

\[
M^\Phi = \begin{bmatrix}
1 & \tilde{0}^T \\
\tilde{0} & M^\Phi
\end{bmatrix}.
\]

We call \(\hat{M}^\Phi\) the modified representation matrix of \(\Phi\). (Note that a unitary channel is a special case of a unital channel.) For a unital channel \(\Phi\), we define the \((p, q)\) group norm of the modified representation matrix \(\hat{M}^\Phi\) as follows:

\[
\|\hat{M}^\Phi\|_{p,q} = \left( \frac{1}{N} \sum_{\tilde{x} \neq 0} \left( \sum_{\tilde{y} \neq 0} |M_{\tilde{x},\tilde{y}}|^p \right)^{\frac{1}{p}} \right)^{\frac{1}{q}},
\]

where \(N = 4^n - 1\).

We now state and prove the following properties of the \((p, q)\) norm of the representation matrix \(\hat{M}^U\), where \(U\) is a unitary channel.

**Proposition 17.** For any unitary channel \(U\), we have the following relationships between \(\|M^U\|_{p,q}\) and \(\|\hat{M}^U\|_{p,q}\):

1. For 0 \(< p < 2\), 0 \(< q < \infty\), we have

\[
\|M^U\|_{p,q} \leq \|\hat{M}^U\|_{p,q},
\]

with equality iff \(U\) is a Clifford unitary.

2. For 0 \(< p < 2\), \(q = \infty\), we have

\[
\|M^U\|_{p,\infty} = \|\hat{M}^U\|_{p,\infty},
\]

for any unitary \(U\).

3. For \(p > 2\), \(q > 0\), we have

\[
\|M^U\|_{p,q} \geq \|\hat{M}^U\|_{p,q},
\]

with equality iff \(U\) is a Clifford unitary.

4. For \(p = 2\), \(q > 0\)

\[
\|M^U\|_{p,q} = \|\hat{M}^U\|_{p,q} = 1.
\]

**Proof.** (4) is obvious, as \(M^U\) and \(\hat{M}^U\) are orthogonal matrices.

For 0 \(< p < 2\), \(q > 0\) we have \(\|M^U_{\tilde{x},\tilde{y}}\|_{p} \geq \|\hat{M}^U_{\tilde{x},\tilde{y}}\|_{p} = 1\) for any \(\tilde{x} \neq \tilde{0}\). Therefore, \(\|M^U\|_{p,q} \leq \|\hat{M}^U\|_{p,q}\) for 0 \(< q < \infty\) and \(\|M^U\|_{p,q} = \|\hat{M}^U\|_{p,q}\) for \(q = \infty\). Hence, we get (2). Next, for 0 \(< q < \infty\), \(\|M^U\|_{p,q} = \|\hat{M}^U\|_{p,q}\) iff \(\|M^U\|_{p} = 1\) for any \(\tilde{x} \neq \tilde{0}\) iff every row vector \(M^U_{\tilde{x}}\) has only one nonzero element, which could only be \(\pm 1\), iff \(U\) is a Clifford unitary. Hence, we get (1).

For \(p > 2\), 0 \(< q \leq \infty\), we have \(\|M^U_{\tilde{x},\tilde{y}}\|_{p} \leq \|M^U_{\tilde{x},\tilde{0}}\|_{p} = 1\) for any \(\tilde{x}\). Therefore, \(\|M^U\|_{p,q} \geq \|\hat{M}^U\|_{p,q}\). Besides, \(\|M^U\|_{p,q} = \|\hat{M}^U\|_{p,q}\) iff \(\|M^U_{\tilde{x},\tilde{y}}\|_{p} = 1\) for any \(\tilde{x}\) iff every row vector \(M^U_{\tilde{x}}\) has only one nonzero element, which could only be \(\pm 1\), iff \(U\) is a Clifford unitary. Therefore, we get (3).

A direct consequence of the above proposition is the following corollary.

**Corollary 18.** Given a unitary channel \(U\), the \((p, q)\) group norm of the modified representation matrix \(\hat{M}^U\) can be regarded as a resource measure which satisfies the following properties:

1. (Faithfulness) For 0 \(< p < 2\), \(q > 0\) we have \(\|\hat{M}^U\|_{p,q} \geq 1\), \(\|\hat{M}^U\|_{p,q} = 1\) iff \(U\) is a Clifford unitary.

1’ (Faithfulness) For \(p > 2\), \(q > 0\), we have \(\|\hat{M}^U\|_{p,q} \leq 1\), \(\|\hat{M}^U\|_{p,q} = 1\) iff \(U\) is a Clifford unitary.

2. (Invariance under Clifford unitary) \(\|\hat{M}^U\|_{p,q} = \|\hat{M}^{U_1 \circ U_2}\|_{p,q}\) for any Clifford unitary \(U_1\) and \(U_2\).

3. (Convexity) For \(p \geq 1\), we have

\[
\|\hat{M}^{\lambda U_1 + (1-\lambda) U_2}\|_{p,q} \leq \lambda \|\hat{M}^{U_1}\|_{p,q} + (1 - \lambda) \|\hat{M}^{U_2}\|_{p,q}.
\]
**Proposition 19.** Let $U_1$ and $U_2$ be unitary channels.

(1) For $0 < p < 2$, $0 < q < \infty$, we have

$$\|\hat{M}^{U_1} \otimes \hat{M}^{U_2}\|_{p,q} \geq \|\hat{M}^{U_1}\|_{p,q},$$
(\text{B7)}

with equality iff $U_1$ and $U_2$ are Clifford unitaries.

(2) For $0 < p < 2$, $q = \infty$, we have

$$\|\hat{M}^{U_1} \otimes \hat{M}^{U_2}\|_{p,\infty} = \|\hat{M}^{U_1}\|_{p,\infty},$$
(\text{B8)}

for any unitaries $U_1$ and $U_2$.

(3) For $p > 2$, $0 < q \leq \infty$, we have

$$\|\hat{M}^{U_1} \otimes \hat{M}^{U_2}\|_{p,q} \leq \|\hat{M}^{U_1}\|_{p,q}.$$  
(\text{B9)}

For $p > 2$, $0 < q < \infty$, “=” holds iff $U_1$ and $U_2$ are Clifford unitary.

(4) For $p = 2$, $0 < q \leq \infty$, we have

$$\|\hat{M}^{U_1} \otimes \hat{M}^{U_2}\|_{2,q} = \|\hat{M}^{U_1}\|_{2,q} = 1.$$  
(\text{B10)}

**Proof.** (3) is obvious as both $\hat{M}^{U_1} \otimes \hat{M}^{U_2}$ and $\hat{M}^{U_1} \otimes \hat{U}_2$ are orthogonal matrices.

Using the property

$$\|\hat{M}^{U_1} \otimes \hat{M}^{U_2}\|_{p,q} = \|\hat{M}^{U_1}\|_{p,q}\|\hat{M}^{U_2}\|_{p,q},$$

we find that for $0 < q < \infty$,

$$\|\hat{M}^{U_1} \otimes \hat{M}^{U_2}\|_{p,q}^q = \left(\frac{1}{N_1} \sum_{x_1 \neq 0} \|M^{U_1}_{11}\|_{p}^q \right) \left(\frac{1}{N_2} \sum_{x_2 \neq 0} \|M^{U_2}_{22}\|_{p}^q \right),$$

$$\|\hat{M}^{U_1} \otimes \hat{U}_2\|_{p,q}^q = \left(\frac{1}{N_1 N_2 + N_1 + N_2} \sum_{x_1, x_2 \neq 0} \|M^{U_1}_{11}\|_{p}^q \|M^{U_2}_{22}\|_{p}^q \right) + \left(\frac{1}{N_1 N_2 + N_1 + N_2} \sum_{x_1 = 0, x_2 \neq 0} \|M^{U_1}_{11}\|_{p}^q \|M^{U_2}_{22}\|_{p}^q \right) + \left(\frac{1}{N_1 N_2 + N_1 + N_2} \sum_{x_1 \neq 0, x_2 = 0} \|M^{U_1}_{11}\|_{p}^q \|M^{U_2}_{22}\|_{p}^q \right),$$

where $N_1 = 4^{n_1} - 1$, $N_2 = 4^{n_2} - 1$. Hence to compare $\|\hat{M}^{U_1} \otimes \hat{M}^{U_2}\|_{p,q}$ and $\|\hat{M}^{U_1} \otimes \hat{U}_2\|_{p,q}$, we need only to compare

$$\left(\frac{1}{N_1} \sum_{x_1 \neq 0} \|M^{U_1}_{11}\|_{p}^q \right) \left(\frac{1}{N_2} \sum_{x_2 \neq 0} \|M^{U_2}_{22}\|_{p}^q \right),$$

and

$$\frac{1}{N_1 + N_2} \left(\sum_{x_1 \neq 0} \|M^{U_1}_{11}\|_{p}^q \right) + \frac{1}{N_1 + N_2} \left(\sum_{x_2 \neq 0} \|M^{U_2}_{22}\|_{p}^q \right).$$

To this end, let us consider a simple inequality first. It is easy to verify the following two inequalities:

(1) For $a, b \geq 1$, we have

$$ab \geq \frac{N_1 a + N_2 b}{N_1 + N_2}.$$  
(\text{B11)}

Moreover, equality holds iff $a = b = 1$.

(2) For $0 < a, b \leq 1$, we have

$$ab \leq \frac{N_1 a + N_2 b}{N_1 + N_2}.$$  
(\text{B12)}
Moreover, equality holds iff \( a = b = 1 \).

Thus, for \( 0 < p < 2, 0 < q < \infty \), we have \( \| M'_U \|^q_p \geq 1 \) for any \( \vec{x} \neq \vec{0} \), and \( \| M'_U \|^q_p = 1 \) for all \( \vec{x} \neq 0 \) iff \( U \) is Clifford. Let

\[
    a = \frac{1}{N_1} \sum_{\vec{x}_1 \neq 0} \| M'_{U_{\vec{x}_1}} \|^q_p,
\]

\[
    b = \frac{1}{N_2} \sum_{\vec{x}_2 \neq 0} \| M'_{U_{\vec{x}_2}} \|^q_p.
\]

Then by the first inequality (1), we have

\[
    \left( \frac{1}{N_1} \sum_{\vec{x}_1 \neq 0} \| M'_{U_{\vec{x}_1}} \|^q_p \right) \left( \frac{1}{N_2} \sum_{\vec{x}_2 \neq 0} \| M'_{U_{\vec{x}_2}} \|^q_p \right) \geq \frac{1}{N_1 + N_2} \left( \sum_{\vec{x}_1 \neq 0} \| M'_{U_{\vec{x}_1}} \|^q_p + \sum_{\vec{x}_2 \neq 0} \| M'_{U_{\vec{x}_2}} \|^q_p \right).
\]

Therefore, for \( 0 < p < 2, 0 < q < \infty \), we have

\[
    \| \hat{M}'_{U_{\vec{x}_1}} \otimes \hat{M}'_{U_{\vec{x}_2}} \|_{p,q} \geq \| \hat{M}'_{U_{\vec{x}_1}} \otimes \hat{M}'_{U_{\vec{x}_2}} \|_{p,q},
\]

where equality holds iff \( U_1 \) and \( U_2 \) are Clifford unitary.

Similarly, for \( p > 2, 0 < q < \infty \), we have \( \| M'_U \|^q_p \leq 1 \) for any \( \vec{x} \neq \vec{0} \), and \( \| M'_U \|^q_p = 1 \) for all \( \vec{x} \neq 0 \) iff \( U \) is Clifford. Let

\[
    a = \frac{1}{N_1} \sum_{\vec{x}_1 \neq 0} \| M'_{U_{\vec{x}_1}} \|^q_p,
\]

\[
    b = \frac{1}{N_2} \sum_{\vec{x}_2 \neq 0} \| M'_{U_{\vec{x}_2}} \|^q_p.
\]

Then by the second inequality (2), we have

\[
    \left( \frac{1}{N_1} \sum_{\vec{x}_1 \neq 0} \| M'_{U_{\vec{x}_1}} \|^q_p \right) \left( \frac{1}{N_2} \sum_{\vec{x}_2 \neq 0} \| M'_{U_{\vec{x}_2}} \|^q_p \right) \leq \frac{1}{N_1 + N_2} \left( \sum_{\vec{x}_1 \neq 0} \| M'_{U_{\vec{x}_1}} \|^q_p + \sum_{\vec{x}_2 \neq 0} \| M'_{U_{\vec{x}_2}} \|^q_p \right).
\]

Therefore, for \( p > 2, 0 < q < \infty \), we have

\[
    \| \hat{M}'_{U_{\vec{x}_1}} \otimes \hat{M}'_{U_{\vec{x}_2}} \|_{p,q} \leq \| \hat{M}'_{U_{\vec{x}_1}} \otimes \hat{M}'_{U_{\vec{x}_2}} \|_{p,q}.
\]

Moreover, equality holds iff \( U_1 \) and \( U_2 \) are Clifford unitary.

Now, let us consider the case where \( q = \infty \). For \( q = \infty \), we have

\[
    \| \hat{M}'_{U_{\vec{x}_1}} \otimes \hat{M}'_{U_{\vec{x}_2}} \|_{p,\infty} = \max_{\vec{x}_1 \neq 0} \| M'_{U_{\vec{x}_1}} \| \max_{\vec{x}_2 \neq 0} \| M'_{U_{\vec{x}_2}} \|_p,
\]

and

\[
    \| \hat{M}'_{U_{\vec{x}_1}} \otimes \hat{M}'_{U_{\vec{x}_2}} \|_{p,\infty} = \max_{(\vec{x}_1, \vec{x}_2) \neq (\vec{0}, \vec{0})} \| M'_{U_{\vec{x}_1}} \|_p \| M'_{U_{\vec{x}_2}} \|_p = \max \left\{ \max_{\vec{x}_1 \neq 0} \| M'_{U_{\vec{x}_1}} \|_p \max_{\vec{x}_2 \neq 0} \| M'_{U_{\vec{x}_2}} \|_p, \max_{\vec{x}_1 \neq 0} \| M'_{U_{\vec{x}_1}} \|_p \max_{\vec{x}_2 \neq 0} \| M'_{U_{\vec{x}_2}} \|_p \right\}.
\]

Hence, for \( 0 < p < 2 \), we have \( \| M'_U \|^q_p \geq 1 \) for any \( \vec{x} \neq \vec{0} \); therefore,

\[
    \max_{\vec{x}_1 \neq 0} \| M'_{U_{\vec{x}_1}} \|_p \max_{\vec{x}_2 \neq 0} \| M'_{U_{\vec{x}_2}} \|_p \geq \max \left\{ \max_{\vec{x}_1 \neq 0} \| M'_{U_{\vec{x}_1}} \|_p \max_{\vec{x}_2 \neq 0} \| M'_{U_{\vec{x}_2}} \|_p, \max_{\vec{x}_1 \neq 0} \| M'_{U_{\vec{x}_1}} \|_p \max_{\vec{x}_2 \neq 0} \| M'_{U_{\vec{x}_2}} \|_p \right\}.
\]

That is,

\[
    \| \hat{M}'_{U_{\vec{x}_1}} \otimes \hat{M}'_{U_{\vec{x}_2}} \|_{p,\infty} = \| \hat{M}'_{U_{\vec{x}_1}} \otimes \hat{M}'_{U_{\vec{x}_2}} \|_{p,\infty}.
\]

For \( p > 2 \), we have \( \| M'_U \|^q_p \leq 1 \) for any \( \vec{x} \neq \vec{0} \); therefore,

\[
    \max_{\vec{x}_1 \neq 0} \| M'_{U_{\vec{x}_1}} \|_p \max_{\vec{x}_2 \neq 0} \| M'_{U_{\vec{x}_2}} \|_p \leq \max \left\{ \max_{\vec{x}_1 \neq 0} \| M'_{U_{\vec{x}_1}} \|_p \max_{\vec{x}_2 \neq 0} \| M'_{U_{\vec{x}_2}} \|_p, \max_{\vec{x}_1 \neq 0} \| M'_{U_{\vec{x}_1}} \|_p \max_{\vec{x}_2 \neq 0} \| M'_{U_{\vec{x}_2}} \|_p \right\}.
\]
2. Rademacher complexity of single unital quantum circuit

In this subsection, we will assume for simplicity that the observable $H$ is traceless, which implies that $\alpha_0 = 0$.

**Theorem 20** (Restatement of Theorem 2). Given the set of unital quantum circuits $\Phi$ from $n_0$ qubits to $n_1$ qubits with bounded $(p,q)$ norm of the modified representation matrix, the Rademacher complexity on $m$ samples $S = \{\hat{x}_1, ..., \hat{x}_m\}$ satisfies the following bounds

1. For $1 \leq p \leq 2$, we have
   \[
   R_S(\mathcal{F} \circ C_{n_0,n_1}^{\|\|_{\|p,q\|}\leq \mu}) \leq \mu N_1^{\max\{\frac{1}{p}, \frac{1}{q}\}} \sqrt{\frac{\min\{p^*, 8n_0\}}{m^{1/p}}} \max_i \|\hat{\alpha}_i\|_p \|\hat{f}_i(\hat{x}_i)\|_{p^*}, \tag{B13}
   \]
   where $N_1 = 4^{n_1} - 1$.

2. For $2 < p < \infty$, we have
   \[
   R_S(\mathcal{F} \circ C_{n_0,n_1}^{\|\|_{\|p,q\|}\leq \mu}) \leq \mu N_1^{\max\{\frac{1}{p}, \frac{1}{q}\}} \sqrt{\frac{p^*}{m^{1/p}}} \max_i \|\hat{\alpha}_i\|_p \|\hat{f}_i(\hat{x}_i)\|_{p^*}. \tag{B14}
   \]

**Proof.** Since $\alpha_\xi = 0$, it follows that $\hat{\alpha} = (0, \hat{\alpha})$, where $\hat{\alpha} \in \mathbb{R}^{N_1}$. Hence,

\[
\hat{f}_\Phi(\hat{x}) = \text{Tr}[\Phi(|\psi(\hat{x})\rangle\langle\psi(\hat{x})|)H]
= \sum_{\xi \neq 0} \alpha_\xi \text{Tr}[\Phi(|\psi(\hat{x}_i)\rangle\langle\psi(\hat{x}_i)|)P_\xi]
= \hat{\alpha}_i \hat{f}_\Phi(\hat{x}),
\]

where $\hat{f}_\Phi(\hat{x}) = (\hat{f}_\Phi(\hat{x}))_{\xi \neq 0} \in \mathbb{R}^{N_1}$ and $N_1 = 4^{n_1} - 1$. Similarly, for unital quantum channels $\Phi$, we have

\[
\hat{\Phi}(\hat{x}) = \hat{M}^\Phi \hat{\Phi}(\hat{x}). \tag{B15}
\]

Therefore, we have

\[
R_S(\mathcal{F} \circ C_{\|\|_{\|\|_{\|p,q\|}\leq \mu}}^{n_0,n_1}) = \mathbb{E}_{\hat{\xi}} \frac{1}{m} \sup_{\Phi \in C_{n_0,n_1}^{\|\|_{\|p,q\|}\leq \mu}} \left| \sum_{i=1}^m \epsilon_i \hat{\alpha}_i \hat{f}_\Phi(\hat{x}_i) \right|
\leq \mathbb{E}_{\hat{\xi}} \frac{1}{m} \sup_{\Phi \in C_{n_0,n_1}^{\|\|_{\|p,q\|}\leq \mu}} \left| \sum_{i=1}^m \epsilon_i \hat{\alpha}_i \hat{f}_\Phi(\hat{x}_i) \right|
= \mu \mathbb{E}_{\hat{\xi}} \frac{1}{m} \sup_{\Phi \in C_{n_0,n_1}^{\|\|_{\|p,q\|}\leq \mu}} \left| \sum_{i=1}^m \epsilon_i \hat{\alpha}_i \hat{f}_\Phi(\hat{x}_i) \right|
\leq \mu \|\hat{\alpha}\|_p \mathbb{E}_{\hat{\xi}} \frac{1}{m} \sup_{\Phi \in C_{n_0,n_1}^{\|\|_{\|p,q\|}\leq \mu}} \left| \sum_{i=1}^m \epsilon_i \hat{\alpha}_i \hat{f}_\Phi(\hat{x}_i) \right|
\leq \mu \|\hat{\alpha}\|_p \mathbb{E}_{\hat{\xi}} \frac{1}{m} \sup_{\Phi \in C_{n_0,n_1}^{\|\|_{\|p,q\|}\leq \mu}} \left| \sum_{i=1}^m \epsilon_i \hat{f}_\Phi(\hat{x}_i) \right|
\leq \mu \|\hat{\alpha}\|_p N_1^{\max\{\frac{1}{p}, \frac{1}{q}\}} \mathbb{E}_{\hat{\xi}} \frac{1}{m} \left| \sum_{i=1}^m \epsilon_i \hat{f}_\Phi(\hat{x}_i) \right|_{p^*},
\]

where the third inequality come from the Lemma 13. Using Lemma 14, we get the results of the theorem.
Appendix C: Deep quantum circuits

Consider a depth-$l$ quantum circuit, where each layer of the quantum circuit is a treated as a quantum channel. We denote the depth-$l$ quantum circuit as $\mathcal{C}_l$ as follows

$$\mathcal{C}_l = (\Phi_l, \Phi_{l-1}, \cdots, \Phi_1)$$

(C1)

where the $i$-th layer $\Phi_i : \mathcal{L}((\mathbb{C}^2)^\otimes n_{i-1}) \to \mathcal{L}((\mathbb{C}^2)^\otimes n_i)$ (See Figure 4).

Let us define $\mathcal{C}^{l,l}$ with the width vector $\vec{n} = (n_1, \ldots, n_l)$ to be the set of all depth-$l$ quantum circuits $\mathcal{C}_l = (\Phi_l, \Phi_{l-1}, \cdots, \Phi_1)$, where the $i$-th layer $\Phi_i : \mathcal{L}((\mathbb{C}^2)^\otimes n_{i-1}) \to \mathcal{L}((\mathbb{C}^2)^\otimes n_i)$. In this section, we introduce three resource measures to quantify the amount of magic in quantum circuits by making use of the $(p,q)$ group norm.

![FIG. 4. A diagram of a depth-$l$ quantum circuit](image)

1. Multiplication $(p,q)$ depth-norm

In this subsection, let us define the multiplication $(p,q)$ depth-norm for depth-$l$ quantum circuits $\mathcal{C}_l = (\Phi_l, \Phi_{l-1}, \cdots, \Phi_1)$ as follows

$$\mu_{p,q}(\mathcal{C}_l) = \prod_{i=1}^{l} \left\| M^{\Phi_i} \right\|_{p,q}$$

(C2)

**Proposition 21.** The multiplication $(p,q)$ depth-norm satisfies the following properties:

1. Given a depth-$l$ quantum circuit $\mathcal{C}_l$ and a depth-$m$ quantum circuit $\mathcal{C}_m$, we have

$$\mu_{p,q}(\mathcal{C}_l \circ \mathcal{C}_m) = \mu_{p,q}(\mathcal{C}_l) \mu_{p,q}(\mathcal{C}_m),$$

(C3)

where $\mathcal{C}_l \circ \mathcal{C}_m := (\mathcal{C}_l, \mathcal{C}_m)$.

2. Given two depth-$l$ quantum circuits $\mathcal{C}_l$ and $\mathcal{C}'_l$, we have

$$\mu_{p,q}(\mathcal{C}_l \otimes \mathcal{C}'_l) = \mu_{p,q}(\mathcal{C}_l) \mu_{p,q}(\mathcal{C}'_l).$$

(C4)

where $\mathcal{C}_l \otimes \mathcal{C}'_l := (\Phi_l \otimes \Phi'_l, \ldots, \Phi_1 \otimes \Phi'_1)$ for $\mathcal{C}_l = (\Phi_l, \ldots, \Phi_1), \mathcal{C}'_l = (\Phi'_l, \ldots, \Phi'_1)$.

**Proof.** These two properties follow directly from the definition of $\mu_{p,q}$. □

Note that for the depth-$l$ quantum circuit $\mathcal{C}_l$, where each layer contains only unitary gates, i.e., $\mathcal{C}_l = (U_l, U_{l-1}, \cdots, U_1)$, $\mu_{p,q}$ can be viewed as a resource measure of magic.

**Lemma 22.** Given a depth-$l$ quantum circuit $\mathcal{C}_l = (U_l, U_{l-1}, \cdots, U_1)$, we have

1. (Faithfulness) For $0 < p < 2$, $q > 0$, it holds that $\mu_{p,q}(\mathcal{C}_l) \geq 1$, and $\mu_{p,q}(\mathcal{C}_l) = 1$ iff $\mathcal{C}_l$ is a Clifford circuit, i.e., each $U_i$ is a Clifford unitary.

1’ (Faithfulness) For $p > 2$, $0 < q < \infty$, it holds that $\mu_{p,q}(\mathcal{C}_l) \leq 1$, and $\mu_{p,q}(\mathcal{C}_l) = 1$ iff $\mathcal{C}_l$ is a Clifford circuit.

2. (Invariance under Clifford circuit) For $p > 0$, $q > 0$, we have $\mu_{p,q}(\mathcal{C}_l \circ \mathcal{C}_l) = \mu_{p,q}(\mathcal{C}_l)$ if $\mathcal{C}_l$, $\mathcal{C}_2$ are Clifford circuits.

**Proof.** This lemma follows directly from Lemma 11 and Proposition 21. □
Next, let us denote the set of depth-$l$ quantum circuits $\mathcal{C}_l$ with bounded depth-norm $\mu_{p,q}$ as $\mathcal{C}_{l,\mu_{p,q}}^{\leq \mu}$, that is,

$$\mathcal{C}_{l,\mu_{p,q}}^{\leq \mu} := \{ \tilde{C}_l \in \mathcal{C}_{l,\mu_{p,q}} : \mu_{p,q}(\tilde{C}_l) \leq \mu \}.$$  \hfill (C5)

**Lemma 23.** Given the set of depth-$l$ quantum circuits $\mathcal{C}_{l,\mu_{p,q}}^{\leq \mu}$ and the set of depth-$l$ quantum circuits $\mathcal{C}_{l,\mu_{p,q}}^{n'}$, where $n = (n', n_1)$ and $n' = (n'', n_1 - 1)$, then for $\varepsilon \in \{ \pm 1 \}^m$, we have

$$\sup_{C_l \in \mathcal{C}_{l,\mu_{p,q}}^{\leq \mu}} \frac{1}{p^*} \left\| \sum_{i=1}^m \varepsilon_i \tilde{f}_{\tilde{C}_l}(\tilde{x}_i) \right\|_{p^*} \leq 4^{n_1 \max\left\{ \frac{1}{p^*}, \frac{1}{q} \right\}} \sup_{C_{l-1} \in \mathcal{C}_{l-1}^{n''\mu_{p,q}}} \left\| \sum_{i=1}^m \varepsilon_i \tilde{f}_{\tilde{C}_{l-1}}(\tilde{x}_i) \right\|_{p^*}. \hfill (C6)$$

Thus,

$$\sup_{C_l \in \mathcal{C}_{l,\mu_{p,q}}^{\leq \mu}} \frac{1}{p^*} \left\| \sum_{i=1}^m \varepsilon_i \tilde{f}_{\tilde{C}_l}(\tilde{x}_i) \right\|_{p^*} \leq \frac{1}{p^*} \left\| \sum_{i=1}^m \varepsilon_i \tilde{f}_{\tilde{C}_l}(\tilde{x}_i) \right\|_{p^*}. \hfill (C7)$$

**Proof.** The lemma follows from

$$\sup_{C_l \in \mathcal{C}_{l,\mu_{p,q}}^{\leq \mu}} \frac{1}{p^*} \left\| \sum_{i=1}^m \varepsilon_i \tilde{f}_{\tilde{C}_l}(\tilde{x}_i) \right\|_{p^*} \leq \frac{1}{p^*} \left\| \sum_{i=1}^m \varepsilon_i \tilde{f}_{\tilde{C}_l}(\tilde{x}_i) \right\|_{p^*},$$

where the inequality follows from Lemma 13. \hfill $\square$

**Theorem 24.** Given the set of depth-$l$ quantum circuits with bounded depth-norm $\mu_{p,q}$, the Rademacher complexity on $m$ samples $S = \{ \tilde{x}_1, \ldots, \tilde{x}_m \}$ satisfies the following bounds

1. For $1 \leq p \leq 2$, we have

$$R_S(\mathcal{F} \circ \mathcal{C}_{l,\mu_{p,q}}^{\leq \mu}) \leq \mu 4^{(\Sigma_{i=1}^l n_i) \max\left\{ \frac{1}{p^*}, \frac{1}{q} \right\}} \frac{\sqrt{\min\left\{ \frac{p^*}{q}, 8m \right\}}}{\sqrt{m}} \left\| \tilde{\alpha} \right\|_{p^*} \left\| \tilde{f}_l(\tilde{x}) \right\|_{p^*}. \hfill (C8)$$

2. For $2 < p < \infty$, we have

$$R_S(\mathcal{F} \circ \mathcal{C}_{l,\mu_{p,q}}^{\leq \mu}) \leq \mu 4^{(\Sigma_{i=1}^l n_i) \max\left\{ \frac{1}{p^*}, \frac{1}{q} \right\}} \frac{\sqrt{p^*}}{m^{1/p}} \left\| \tilde{\alpha} \right\|_{p^*} \left\| \tilde{f}_l(\tilde{x}) \right\|_{p^*}. \hfill (C9)$$

**Proof.** These bounds follow from

$$R_S(\mathcal{F} \circ \mathcal{C}_{l,\mu_{p,q}}^{\leq \mu}) = \mathbb{E}_{\tilde{\alpha}} \frac{1}{m} \sup_{C_l \in \mathcal{C}_{l,\mu_{p,q}}^{\leq \mu}} \left\| \sum_{i=1}^m \varepsilon_i \tilde{\alpha} \tilde{f}_{\tilde{C}_l}(\tilde{x}_i) \right\|_{p^*} \leq \mathbb{E}_{\tilde{\alpha}} \frac{1}{m} \sup_{C_l \in \mathcal{C}_{l,\mu_{p,q}}^{\leq \mu}} \left\| \sum_{i=1}^m \varepsilon_i \tilde{\alpha} \tilde{f}_{\tilde{C}_l}(\tilde{x}_i) \right\|_{p^*} \leq \mu \left\| \tilde{\alpha} \right\|_p \mathbb{E}_{\tilde{\alpha}} \frac{1}{m} \sup_{C_l \in \mathcal{C}_{l,\mu_{p,q}}^{\leq \mu}} \left\| \sum_{i=1}^m \varepsilon_i \tilde{f}_{\tilde{C}_l}(\tilde{x}_i) \right\|_{p^*},$$

where the second inequality comes from Lemma 23. Using Lemma 14, we obtain the results of the theorem. \hfill $\square$

To get rid of the exponential dependence on the width of the quantum neural network, we need to take $p^* \geq \Sigma_{i=1}^{l-1} n_i$, $q \geq \Sigma_{i=1}^{l-1} n_i$. For example, we could take $p = 1, q = \infty$. 


Proposition 25. Given the set of depth-l quantum circuits with bounded μ₁,∞ norm, the Rademacher complexity on m samples \( S = \{ \tilde{x}_1, \ldots, \tilde{x}_m \} \) satisfies the following bounds:

\[
R_S(\mathcal{F} \circ \mathcal{C}_{\mu,\leq \mu}) \leq \mu \frac{\sqrt{S_n}}{\sqrt{m}} \max_i \left\| f_i(\tilde{x}_i) \right\|_\infty.
\]

(C10)

We denote the set of depth-l variational quantum circuits with parameters \( \Phi \) and fixed structure \( \mathcal{A} \) by \( \mathcal{C}_{\Phi,\mathcal{A}} \). By “fixed structure”, we mean that the position of each parametrized gate is fixed. Then, for the \( i \)-th layer of the variational quantum circuit, denoted as \( \Phi_i(\tilde{\theta}) \), let us define \( \mu_i := \sup_{\tilde{\theta}} \left\| M^{\Phi_i}(\tilde{\theta}) \right\|_1 \). Therefore, for any depth-l variational quantum circuit with a fixed structure, we have \( \mu_{p,q} \leq \prod_i \mu_i \). It follows that the Rademacher complexity of the class of depth-l variational quantum circuits with fixed structure is bounded by

\[
R_S(\mathcal{F} \circ \mathcal{C}_{\Phi,\mathcal{A}}) \leq \prod_i \mu_i \frac{\sqrt{S_n}}{\sqrt{m}} \max_i \left\| f_i(\tilde{x}_i) \right\|_\infty.
\]

(C11)

2. Summation \((p,q)\) depth-norm

In this subsection, let us define the summation \((p,q)\) depth-norm for depth-l quantum circuits \( \tilde{C}_i = (\Phi_1, \ldots, \Phi_l) \) as follows:

\[
\nu_{p,q}(\tilde{C}_i) = \left( \frac{1}{l} \sum_{i=1}^l \left\| M^{\Phi_i} \right\|_{p,q} \right)^{\frac{1}{l}},
\]

(C12)

for any \( r > 0 \). For example, if we take \( r = 1 \), then

\[
\nu_{p,q}(\tilde{C}_i) = \frac{1}{l} \sum_{i=1}^l \left\| M^{\Phi_i} \right\|_{p,q},
\]

(C13)

which is the average value of the amount of resources in each layer of the quantum circuit.

Proposition 26. The summation \((p,q)\) depth-norm satisfy the following properties:

(1) Given a depth-l quantum circuit \( \tilde{C}_l \) and a depth-m quantum circuit \( \tilde{C}_m \), we have

\[
(l+m)\left( \nu_{p,q}(\tilde{C}_l \circ \tilde{C}_m) \right)^r = l(\nu_{p,q}(\tilde{C}_l))^r + m(\nu_{p,q}(\tilde{C}_m))^r.
\]

(C14)

(2) Given two depth-l quantum circuits \( C_l \) and \( C_t \), we have

\[
\nu_{p,q}(\tilde{C}_l \otimes \tilde{C}_t) \leq \nu_{p,q}(\tilde{C}_l)\nu_{p,q}(\tilde{C}_t),
\]

(C15)

where \( r,s,t > 0 \) and \( \frac{1}{r} + \frac{1}{s} + \frac{1}{t} = 1 \).

Proof. (1) follows directly from the definition of \( \nu_{p,q} \), and (2) follows directly from Hölder’s inequality. \( \square \)

Similarly, for the depth-l quantum circuit \( \tilde{C}_l \), where each layer only contains unitary gates, i.e., \( \tilde{C}_l = (U_1, U_{l-1}, \cdots, U_l) \), \( \nu_{p,q} \) can be viewed as a resource measure of magic.

Lemma 27. Given a depth-l quantum circuits \( \tilde{C}_l = (U_1, U_{l-1}, \cdots, U_l) \), we have

(1) (Faithfulness) For \( 0 < p < 2, q > 0, r > 0 \), \( \nu_{p,q}(\tilde{C}_l) \geq 1 \), and \( \nu_{p,q}(\tilde{C}_l) = 1 \) iff \( \tilde{C}_l \) is a Clifford circuit.

(2) (Faithfulness) For \( p > 2, 0 < q < \infty, r > 0 \), \( \nu_{p,q}(\tilde{C}_l) \leq 1 \), and \( \nu_{p,q}(\tilde{C}_l) = 1 \) iff \( \tilde{C}_l \) is a Clifford circuit.

(2') (Nonincreasing under Clifford circuits) For \( 0 < p < 2, 0 < q < \infty, r > 0 \), we have \( \nu_{p,q}(\tilde{C}_1 \circ \tilde{C}_2) \leq \nu_{p,q}(\tilde{C}_1) \) if \( \tilde{C}_1, \tilde{C}_2 \) are Clifford circuit.

(2') (Nondecreasing under Clifford circuits) For \( p > 2, 0 < q < \infty, r > 0 \), we have \( \nu_{p,q}(\tilde{C}_1 \circ \tilde{C}_2) \geq \nu_{p,q}(\tilde{C}_1) \) if \( \tilde{C}_1, \tilde{C}_2 \) are Clifford circuit.

Proof. This lemma comes directly from Proposition 11 and 26. \( \square \)
Note that for $p > 2, 0 < q < \infty$, we can define the resource measure as $1 - \nu_{p,q}^{(r)}$, in which case the resource measure also satisfies the properties of faithfulness and nonincreasing-ness under Clifford circuits.

Let us define the set of depth-$l$ quantum circuits with bounded $\nu_{p,q}(r)$ norm by $C_{\nu_{p,q} \leq \nu}^{l,\hat{r}}$. It is easy to see the following relationship $\nu_{p,q}(r)$ and $\mu_{p,q}$

$$\nu_{p,q}(\tilde{C}_l) \geq \mu_{p,q}(\tilde{C}_l)^{1/l},$$  \hspace{2cm} (C16)

which follows directly from the Arithmetic Mean-Geometric Mean inequality. Hence we have

$$C_{\nu_{p,q} \leq \nu}^{l,\hat{r}} \subseteq C_{\mu_{p,q} \leq \nu}^{l,\hat{r}}.$$ \hspace{2cm} (C17)

This allows us to obtain the following result on the Rademacher complexity of quantum circuits with bounded $\nu_{p,q}^{r}$ norm directly from Theorem 24.

**Theorem 28** (Restatement of Theorem 3). *Given the set of depth-$l$ quantum circuits with bounded $\nu_{p,q}(r)$, the Rademacher complexity on $m$ independent samples $S = \{\tilde{x}_1, \ldots, \tilde{x}_m\}$ satisfies the following bounds*

1. For $1 \leq p \leq 2$, we have

$$R_S(\mathcal{F} \circ C_{\nu_{p,q} \leq \nu}^{l,\hat{r}}) \leq \nu l 4 \left(\sum_{i=1}^{l} n_i\right) \max \left\{\frac{1}{p}, \frac{1}{q}\right\} \frac{\sqrt{\min\{p^q, 8n_0\}}}{\sqrt{m}} \|\alpha\|_p \max_i \|\tilde{f}_i(\tilde{x}_i)\|_p.$$ \hspace{2cm} (C18)

2. For $2 < p < \infty$, we have

$$R_S(\mathcal{F} \circ C_{\nu_{p,q} \leq \nu}^{l,\hat{r}}) \leq \nu l 4 \left(\sum_{i=1}^{l} n_i\right) \max \left\{\frac{1}{p}, \frac{1}{q}\right\} \frac{\sqrt{p}}{m^{1/p}} \|\alpha\|_p \max_i \|\tilde{f}_i(\tilde{x}_i)\|_p.$$ \hspace{2cm} (C19)

To get rid of the exponential dependence on the width of quantum neural networks, we need to take $p^* \geq \sum_{i=1}^{l} n_i$ and $q \geq \sum_{i=1}^{l} n_i$. For example, we could take $p = 1, q = \infty$.

**Proposition 29.** *Given the set of depth-$l$ quantum circuits with bounded $\nu_{1,m}^{(r)}$, the Rademacher complexity on $m$ independent samples $S = \{\tilde{x}_1, \ldots, \tilde{x}_m\}$ satisfies the following bounds*

$$R_S(\mathcal{F} \circ C_{\nu_{1,m} \leq \nu}^{l,\hat{r}}) \leq \nu l \sqrt{8n_0} \|\alpha\|_p \max_i \|\tilde{f}_i(\tilde{x}_i)\|_\infty.$$ \hspace{2cm} (C20)

3. $(p,q)$ path norm

Let us define the $(p,q)$ path-norm for the depth-$l$ quantum circuits $\tilde{C}_l = (\Phi_l, \Phi_{l-1}, \ldots, \Phi_1)$. First, for a fixed output $P_\tilde{z}$, where $\tilde{z} \in \{0, 1, 2, 3\}^n$, let us define

$$\gamma_p^{(\tilde{z})}(\tilde{C}_l) = \left( \sum_{v_{0} \rightarrow v_{1} \rightarrow \cdots \rightarrow v_{\text{out}}, v_{\text{out}} = \tilde{z}} |M_{\Phi_1}^{v_1} \cdots M_{\Phi_{l-1}}^{v_{l-2}} M_{\Phi_1}^{v_{l-1}}|^{p} \right)^{1/p}.$$ \hspace{2cm} (C21)

Hence, we can define the $(p,q)$ path-norm for the depth-$l$ quantum circuits as follows,

$$\gamma_{p,q}(\tilde{C}_l) = \left( \frac{1}{4^{n_l}} \sum_{\tilde{z}} \gamma_p^{(\tilde{z})}(\tilde{C}_l)^q \right)^{1/q}.$$ \hspace{2cm} (C22)

**Proposition 30.** *The multiplication $(p,q)$ path-norm satisfies the following properties:*

1. Given a depth-$l$ quantum circuit $\tilde{C}_l$ and a depth-$m$ quantum circuit $\tilde{C}_m$, we have

$$\gamma_{p,q}(\tilde{C}_l \circ \tilde{C}_m) \leq \gamma_{p,q}(\tilde{C}_l) \gamma_{p,q}(\tilde{C}_m).$$ \hspace{2cm} (C23)

2. Given two depth-$l$ quantum circuits $\tilde{C}_l$ and $\tilde{C}_l'$, we have

$$\gamma_{p,q}(\tilde{C}_l \otimes \tilde{C}_l') = \gamma_{p,q}(\tilde{C}_l) \gamma_{p,q}(\tilde{C}_l').$$ \hspace{2cm} (C24)
Proof. To prove this result, we only need to prove that for any

\[ \gamma_{p}^{(2)}(\mathcal{C}_1 \circ \mathcal{C}_m) = \left( \sum_{y_0 \to \cdots \to y_m} |M_{\mathcal{C}_0y_0, \cdots, \mathcal{C}_m| y_{m+1} \cdots, y_{n+1}| y_{n+1} \rangle \langle y_{n+1}^{|m+1, |m\|p | |y_{m+1}y_0\| p} \right)^{1/p} \]

\[ = \left( \sum_{y_0 \to y_m} |M_{\mathcal{C}_0y_0, \cdots, \mathcal{C}_m| y_{m+1} \cdots, y_{n+1}| y_{n+1} \rangle \langle y_{n+1}^{|m+1, |m\|p | |y_{m+1}y_0\| p} \right)^{1/p} \]

\[ \leq \left( \sum_{y_0 \to y_m} |M_{\mathcal{C}_0y_0, \cdots, \mathcal{C}_m| y_{m+1} \cdots, y_{n+1}| y_{n+1} \rangle \langle y_{n+1}^{|m+1, |m\|p | |y_{m+1}y_0\| p} \right)^{1/p} \]

Therefore, we have \( \gamma_{p,q}(\mathcal{C}_1 \circ \mathcal{C}_m) \leq \gamma_{p,q}(\mathcal{C}_1) \gamma_{p,q}(\mathcal{C}_m) \).

And (2) holds because

\[ \gamma_{p,q}(\mathcal{C}_1 \circ \mathcal{C}_m) = \gamma_{p,q}(\mathcal{C}_1) \gamma_{p,q}(\mathcal{C}_m) \]

where the second equality comes from the fact that \( M^{\Phi} \otimes M^{\Psi} = M^{\Phi} \otimes M^{\Psi} \).

\[ \square \]

**Proposition 31.** For any depth-1 quantum circuit \( \mathcal{C}_1 \), we have the following relationship: For any \( 0 < p \leq 1, q > 0 \), we have

\[ \gamma_{p,q}(\mathcal{C}_1) \geq \|M_\mathcal{C}\|_{p,q} \]

(C25)

**Proof.** To prove this result, we only need to prove that for any \( \mathcal{C}_1 \), we have

\[ \gamma_{p}^{(2)}(\mathcal{C}_1) \leq \|M_\mathcal{C}\|_{p} \]

This is because

\[ \|M_\mathcal{C}\|_{p} = \left( \sum_{y_0 \to y_1 \to \cdots \to y_{n+1}} |M_{\mathcal{C}_0y_0}^{y_1} \cdots, M_{\mathcal{C}_{n+1}y_{n+1}}^{y_{n+1}}| y_{n+1} \rangle \langle y_{n+1}^{|m+1, |m\|p | |y_{m+1}y_0\| p} \right)^{1/p} \]

\[ \leq \left( \sum_{y_0 \to y_1 \to \cdots \to y_{n+1}} |M_{\mathcal{C}_0y_0}^{y_1} \cdots, M_{\mathcal{C}_{n+1}y_{n+1}}^{y_{n+1}}| y_{n+1} \rangle \langle y_{n+1}^{|m+1, |m\|p | |y_{m+1}y_0\| p} \right)^{1/p} \]

\[ = \gamma_{p}^{(2)}(\mathcal{C}_1). \]

\[ \square \]

For a depth-1 quantum circuit \( \mathcal{C}_1 \), where each layer contains only unitary gates, i.e., \( \mathcal{C}_1 = (U_1, U_{l-1}, \cdots, U_1) \), the path norm \( \gamma_{p,q} \) can be viewed as a resource measure of magic.

**Lemma 32.** Given a depth-1 quantum circuit \( \mathcal{C}_1 = (U_1, U_{l-1}, \cdots, U_1) \), we have

1. (Faithfulness) For \( 0 < p \leq 1, q > 0 \): \( \gamma_{p,q}(\mathcal{C}_1) \geq 1 \), \( \gamma_{p,q}(\mathcal{C}_1) = 1 \) if \( \mathcal{C}_1 \) is a Clifford circuit.

2. (Invariance under Clifford circuits) \( \gamma_{p,q}(\mathcal{C}_1 \circ \mathcal{C}_2) = \gamma_{p,q}(\mathcal{C}_1) \) if \( \mathcal{C}_1 \) and \( \mathcal{C}_2 \) are Clifford circuits.

**Proof.** \( \gamma_{p,q}(\mathcal{C}_1) \geq 1 \) comes from the facts that \( \gamma_{p,q}(\mathcal{C}_1) \geq \|M_\mathcal{C}_1\|_{p,q} \) and \( \|M_\mathcal{C}_1\|_{p,q} \geq 1 \) (by Lemma 11).

Finally, the invariance under Clifford circuits has been proved in Proposition 30.

\[ \square \]
Let us define the normalized representation matrix of the quantum channel in the depth-$l$ quantum circuit $C_l$ as follows

$$m_{l,i,p} = \frac{\Phi_{k+1}^{1-l}(C_i)}{\gamma_{l}^{1-l}(C_{k+1})}.$$  

(C26)

It is easy to see that for any row vector $m_{l,i,p}$, we have

$$\left\| m_{l,i,p} \right\|_p = \left( \sum_x |m_{l,i,p}(x)|^p \right)^{1/p} = 1, \forall x.$$

(C27)

Besides, it is easy to verify that

$$\gamma_{l}^{1-l}(C_i) m_{l,1}^{1-l} \ldots m_{l,1}^{1-l} = M_{l}^{1-l} \ldots M_{l}^{1-l}.$$

(C28)

Therefore

$$f_{C_l}(\vec{x}) = \bar{\alpha} \tilde{f}_{C_l}(\vec{x}) = \bar{\alpha} D(\gamma(C_l)) \tilde{f}_{C_l}(\vec{x}),$$

(C29)

where $D(\gamma(C_l)) = \text{diag}(\gamma_{l}^{1-l} \ldots \gamma_{l}^{1-l})$, $f_{C_l}(\vec{x}) = m_{l,1}^{1-l} \ldots m_{l,1}^{1-l} \tilde{f}_{C_l}(\vec{x})$. It is easy to see that

$$\left\| D(C_l) m_{l,1}^{1-l} \right\|_{p,q} = \left( \frac{1}{N} \sum_i \gamma_{l}^{1-l}(C_i)^q \right)^{1/q}.$$

(C30)

**Lemma 33.** For any $p^*>0$, the following statement holds for any $k$-depth quantum circuits $\vec{C}_k = (\Phi_k, \Phi_{k-1}, \ldots, \Phi_1)$,

$$\mathbb{E}_{\vec{x}} \frac{1}{m} \sup_{\vec{C}_k \in \mathbb{C}^k} \left\| \sum_{i=1}^m \epsilon_i \tilde{f}_{\vec{C}_k}(\vec{x}_i) \right\|_{p^*} \leq 4^{\frac{1}{p^*}} \mathbb{E}_{\vec{x}} \frac{1}{m} \sup_{\vec{C}_k \in \mathbb{C}^k} \left\| \sum_{i=1}^m \epsilon_i \tilde{f}_{\vec{C}_k}(\vec{x}_i) \right\|_{\infty}.$$

(C31)

**Proof.** This lemma comes from the fact that

$$\mathbb{E}_{\vec{x}} \frac{1}{m} \sup_{\vec{C}_k \in \mathbb{C}^k} \left\| \sum_{i=1}^m \epsilon_i \tilde{f}_{\vec{C}_k}(\vec{x}_i) \right\|_{p^*} \leq 4^{\frac{1}{p^*}} \mathbb{E}_{\vec{x}} \frac{1}{m} \sup_{\vec{C}_k \in \mathbb{C}^k} \left\| \sum_{i=1}^m \epsilon_i \tilde{f}_{\vec{C}_k}(\vec{x}_i) \right\|_{\infty} \leq 4^{\frac{1}{p^*}} \mathbb{E}_{\vec{x}} \frac{1}{m} \sup_{\vec{C}_k \in \mathbb{C}^k} \left\| \sum_{i=1}^m \epsilon_i \tilde{f}_{\vec{C}_k}(\vec{x}_i) \right\|_{p^*}.$$

Theorem 34. Given the set of depth-$l$ quantum circuits with bounded path norm $\gamma_{p,q}$, the Rademacher complexity on $m$ independent samples $S = \{ \vec{x}_1, \ldots, \vec{x}_m \}$ satisfies the following bounds

1. For $1 \leq p \leq 2$, we have

$$R_S(\mathcal{F} \circ C_{\gamma_{p,q}(C_l)} \leq \gamma) \leq 4^{\frac{1}{p^*}} \sum_{i=1}^{l-1} 4^{\frac{1}{p^*}} \left[ \frac{\sqrt{\min \{ p^*, 8m \}}}{\sqrt{m}} \right] \left\| \tilde{f}_{\vec{C}_l}(\vec{x}_i) \right\|_{p^*}.$$

(C32)

2. For $2 < p < \infty$, we have

$$R_S(\mathcal{F} \circ C_{\gamma_{p,q}(C_l)} \leq \gamma) \leq 4^{\frac{1}{p^*}} \sum_{i=1}^{l-1} 4^{\frac{1}{p^*}} \left[ \frac{\sqrt{\min \{ p^*, 8m \}}}{\sqrt{m}} \right] \left\| \tilde{f}_{\vec{C}_l}(\vec{x}_i) \right\|_{p^*}.$$

(C33)
Proof. First we compute the following

\[
R_S(F \circ C^{
abla, i}_{\Phi_q, \Phi_{q+1}}(\hat{C}_i)) = \mathbb{E}_\hat{\gamma} \sup_{\hat{C}_i \in C^{\nabla, i}_{\Phi_q, \Phi_{q+1}}} \| \sum_{i=1}^{m} \varepsilon_i \hat{\alpha} \hat{f}_{C_i}(\hat{x}_i) \|_p,
\]

\[
= \mathbb{E}_\hat{\gamma} \sup_{\hat{C}_i \in C^{\nabla, i}_{\Phi_q, \Phi_{q+1}}} \| \sum_{i=1}^{m} \varepsilon_i \hat{\alpha} D(C_i) \hat{f}_{C_i}(\hat{x}_i) \|_p,
\]

\[
\leq \| \hat{\alpha} \|_p \sup_{\hat{C}_i \in C^{\nabla, i}_{\Phi_q, \Phi_{q+1}}} \| \sum_{i=1}^{m} \varepsilon_i D(C_i) m^{\Phi_i} \hat{f}_{C_i}(\hat{x}_i) \|_p,
\]

\[
\leq \| \hat{\alpha} \|_p \sup_{\hat{C}_i \in C^{\nabla, i}_{\Phi_q, \Phi_{q+1}}} \| \sum_{i=1}^{m} \varepsilon_i f_{C_i}(\hat{x}_i) \|_p,
\]

where the last inequality comes from Lemma \ref{lemma33}. The theorem follows from this and Lemma \ref{lemma14}.

\[
\square
\]

Appendix D: Deep unital quantum circuits

In this section, let us consider depth-\(l\) unital quantum circuits, where each layer of the quantum circuit is a quantum channel. Furthermore, we shall assume that the observable \(H\) is traceless. Unlike the previous section, we consider the \((p, q)\) norm of the modified representation matrix, where \(\|\cdot\|_p\) and only \(\|\cdot\|_q\) is mapped to \(I\).

1. Modified multiplication \((p, q)\) depth-norm

Let us define the modified multiplication \((p, q)\) depth-norm for depth-\(l\) unital quantum circuits \(\hat{C}_i = (\Phi_l, \Phi_{l-1}, \cdots, \Phi_1)\) as follows

\[
\hat{\mu}_{p,q}(\hat{C}_i) = \prod_{l=1}^{l} ||M^{\Phi_l}||_{p,q}.
\]

Lemma 35. Given a depth-\(l\) quantum circuit \(\hat{C}_i = (U_l, U_{l-1}, \cdots, U_1)\), we have

(1) (Faithfulness) For \(0 < p < 2, q > 0\): \(\hat{\mu}_{p,q}(\hat{C}_i) \geq 1\), and \(\hat{\mu}_{p,q}(\hat{C}_i) = 1\) iff \(\hat{C}_i\) is a Clifford circuit.

(1') (Faithfulness) For \(p > 2, q > 0\): \(\hat{\mu}_{p,q}(\hat{C}_i) \leq 1\), and \(\hat{\mu}_{p,q}(\hat{C}_i) = 1\) iff \(\hat{C}_i\) is a Clifford circuit.

(2) (Invariance under Clifford circuit) For \(p > 0, q > 0\), we have \(\hat{\mu}_{p,q}(\hat{C}_i \circ \hat{C}_i) = \hat{\mu}_{p,q}(\hat{C}_i)\) if \(\hat{C}_i, \hat{C}_j\) are Clifford circuit.

Proof. This lemma follows directly from Proposition \ref{prop18} and \ref{prop21}.

Lemma 36. Given the set of depth-\(l\) unital quantum circuit \(C^{\nabla, i}\) and the set of depth-\(l\) unital quantum circuit \(C^{\nabla, i'}\), where \(\nabla' = (i', n_1)\) and \(\nabla'' = (i'', n_{1-1})\), then \(\forall \hat{\varepsilon} \in \{\pm 1\}^m\), we have

\[
\sup_{\hat{C}_i \in C^{\nabla, i}} \frac{1}{\hat{\mu}_{p,q}(\hat{C}_i)} \left\| \sum_{i=1}^{m} \varepsilon_i \hat{f}_{C_i}(\hat{x}_i) \right\|_p \leq N_f \sup_{\hat{C}_i \in C^{\nabla, i}} \frac{1}{\hat{\mu}_{p,q}(\hat{C}_i)} \left\| \sum_{i=1}^{m} \varepsilon_i \hat{f}_{C_i}(\hat{x}_i) \right\|_p,
\]

\[
\leq \prod_{l=1}^{l} \left( N_f \sup_{\hat{C}_i \in C^{\nabla, i}} \frac{1}{\hat{\mu}_{p,q}(\hat{C}_i)} \left\| \sum_{i=1}^{m} \varepsilon_i \hat{f}_{C_i}(\hat{x}_i) \right\|_p \right),
\]

where \(N_f = 4^n - 1\). Thus,

\[
\sup_{\hat{C}_i \in C^{\nabla, i}} \frac{1}{\hat{\mu}_{p,q}(\hat{C}_i)} \left\| \sum_{i=1}^{m} \varepsilon_i \hat{f}_{C_i}(\hat{x}_i) \right\|_p \leq \prod_{l=1}^{l} N_f \left( \sup_{\hat{C}_i \in C^{\nabla, i}} \frac{1}{\hat{\mu}_{p,q}(\hat{C}_i)} \left\| \sum_{i=1}^{m} \varepsilon_i \hat{f}_{C_i}(\hat{x}_i) \right\|_p \right).
\]

(D2)
Proof. This is because
\[
\sup_{\hat{C}_l \in \mathcal{C}_l^{(i)}} \frac{1}{\beta_{p,q}(\hat{C}_l)} \left\| \sum_{i=1}^{m} \varepsilon_i \hat{f}_C(\hat{x}_i) \right\| \leq \sup_{\hat{C}_l \in C_l^{(i)}} \frac{1}{\beta_{p,q}(\hat{C}_l)_{l-1}} \left\| \hat{\mathcal{M}}_{\Phi_l} \right\| \sum_{i=1}^{m} \varepsilon_i \hat{f}_{C_{l-1}}(\hat{x}_i) \right\| \leq N_l^{\max}\left( \frac{1}{p}, \frac{1}{q} \right)
\]
where the inequality follows from Lemma 13.

Theorem 37. Given the set of depth-\( l \) unital quantum circuits with bounded depth-norm \( \beta_{p,q} \), the Rademacher complexity on \( m \) samples \( S = \{ x_1, \ldots, x_m \} \) satisfies the following bounds

(1) For \( 1 \leq p \leq 2 \), we have
\[
R_S(F \circ C_l^{(i)}) \leq \mu \prod_{i=1}^{l} N_i^{\max}\left( \frac{1}{p}, \frac{1}{q} \right) \frac{\sqrt{\min \{ p^*, 8n_0 \}}}{\sqrt{m}} \left\| \hat{\alpha} \right\| \left\| \max_{i} \left\| \hat{f}_i(\hat{x}_i) \right\| \right\|_{p^*},
\]
(2) For \( 2 < p < \infty \), we have
\[
R_S(F \circ C_l^{(i)}) \leq \mu \prod_{i=1}^{l} N_i^{\max}\left( \frac{1}{p}, \frac{1}{q} \right) \frac{\sqrt{p^*}}{m^{1/p}} \left\| \hat{\alpha} \right\| \left\| \max_{i} \left\| \hat{f}_i(\hat{x}_i) \right\| \right\|_{p^*},
\]
where \( N_l = 4^l - 1 \).

Proof. The theorem follows from
\[
R_S(\mathcal{F} \circ C_l^{(i)}) = \mathbb{E}_\hat{\theta} \frac{1}{m} \sup_{\hat{C}_l \in \mathcal{C}_l^{(i)}} \left\| \sum_{i=1}^{m} \varepsilon_i \hat{\mathcal{M}}_{\Phi_l}(\hat{x}_i) \right\|
\]
\[
\leq \mathbb{E}_\hat{\theta} \frac{1}{m} \sup_{\hat{C}_l \in \mathcal{C}_l^{(i)}} \frac{\mu}{\beta_{p,q}(\hat{C}_l)} \left\| \sum_{i=1}^{m} \varepsilon_i \hat{f}_C(\hat{x}_i) \right\|
\]
\[
= \mu \mathbb{E}_\hat{\theta} \frac{1}{m} \sup_{\hat{C}_l \in \mathcal{C}_l^{(i)}} \frac{1}{\beta_{p,q}(\hat{C}_l)} \left\| \sum_{i=1}^{m} \varepsilon_i \hat{f}_C(\hat{x}_i) \right\|
\]
\[
\leq \mu \left\| \hat{\alpha} \right\| \mathbb{E}_\hat{\theta} \frac{1}{m} \sup_{\hat{C}_l \in \mathcal{C}_l^{(i)}} \frac{1}{\beta_{p,q}(\hat{C}_l)} \left\| \sum_{i=1}^{m} \varepsilon_i \hat{f}_C(\hat{x}_i) \right\|_{p^*}
\]
where the second inequality follows from Lemma 36. Using Lemma 14, we get the results of theorem theorem.

If we take \( p = 1, q = \infty \), then we have the following results directly from the previous results.

Proposition 38. Given the set of depth-\( l \) unital quantum circuits with bounded \( \beta_{1,\infty} \) norm, the Rademacher complexity on \( m \) samples \( S = \{ x_1, \ldots, x_m \} \) satisfies the following bounds
\[
R_S(F \circ C_l^{(i)}) \leq \mu \frac{\sqrt{8n_0}}{\sqrt{m}} \left\| \hat{\alpha} \right\| \max_{i} \left\| \hat{f}_i(x_i) \right\|_{\infty}.
\]

Hence, consider a depth-\( l \) variational unitary quantum circuit on \( n \) qubits with parameters \( \bar{\theta} \) and a fixed structure \( A \), where each layer \( U_l(\bar{\theta}) = \otimes_{i=1}^{n_l} U_{i}^{(j)}(\bar{\theta}) \). Then based on the properties of \( (p,q) \) norm of modified matrix \( \hat{M} \) of unitary channels,
\[
\mu_i := \sup_{\bar{\theta}} \left\| \hat{M}_{U_i}(\bar{\theta}) \right\|_{1,\infty} = \sup_{\bar{\theta}} \prod_j \left\| \hat{M}_{U_i}^{(j)}(\bar{\theta}) \right\|_{1,\infty} = \prod_j \sup_{\bar{\theta}} \left\| \hat{M}_{U_i}^{(j)}(\bar{\theta}) \right\|_{1,\infty} = \prod_j \mu_i^{(j)}.
\]
Therefore, for any such depth-\( l \) variational quantum circuits with fixed structure, we have \( \beta_{1,\infty} \leq \prod_i \mu_i^{(j)} \) and each \( \mu_i^{(j)} \geq 1 \). 

Corollary 39. The Rademacher complexity of the quantum circuits class of depth-l variational quantum circuits with fixed structure is bounded by

\[ R_S(\mathcal{F} \circ \mathcal{C}^{l,n}_{\alpha,\beta}) \leq \prod_i \prod_j \mu_i^{(j)} \frac{\sqrt{n}}{\sqrt{m}} \left\| \hat{\alpha} \right\|_p \max_i \left\| f_i(\bar{x}_i) \right\|_\infty. \]  

(D8)

2. Modified summation \((p,q)\) depth-norm

Let us define the modified summation \((p,q)\) depth-norm for depth-l quantum circuits as follows

\[ \mathbb{V}_{p,q}(\mathcal{C}_l) = \left( \frac{1}{t} \sum_{i=1}^t \left\| \hat{\alpha} \right\|_{p,q} \right)^{1/t}, \]  

(D9)

for any \(r > 0\).

Lemma 40. Given a depth-l quantum circuit \(\mathcal{C}_l = (U_1, U_{l-1}, \cdots, U_1)\), we have

1. (Faithfulness) For \(0 < p < 2\), \(q > 0\), \(r > 0\), \(\mathbb{V}_{p,q}(\mathcal{C}_l) \geq 1\), and \(\mathbb{V}_{p,q}(\mathcal{C}_l) = 1\) iff \(\mathcal{C}_l\) is a Clifford circuit.

1’. (Faithfulness) For \(p > 2\), \(q > 0\), \(r > 0\), \(\mathbb{V}_{p,q}(\mathcal{C}_l) \leq 1\) and \(\mathbb{V}_{p,q}(\mathcal{C}_l) = 1\) iff \(\mathcal{C}_l\) is a Clifford circuit.

2. (Nonincreasing under Clifford circuit) For \(0 < p < 2\), \(q > 0\), \(r > 0\), we have \(\mathbb{V}_{p,q}(\mathcal{C}_1 \circ \mathcal{C}_2) \leq \mathbb{V}_{p,q}(\mathcal{C}_1)\) if \(\mathcal{C}_1, \mathcal{C}_2\) are Clifford circuits.

2’ (Nondecreasing under Clifford circuit) For \(p > 2\), \(q > 0\), \(r > 0\), we have \(\mathbb{V}_{p,q}(\mathcal{C}_1 \circ \mathcal{C}_2) \geq \mathbb{V}_{p,q}(\mathcal{C}_1)\) if \(\mathcal{C}_1, \mathcal{C}_2\) are Clifford circuits.

Proof. This lemma comes directly from Lemma 18 and Proposition 26.

Based on the following relationship between \(\mathbb{V}_{p,q}^{(r)}\) and \(\hat{\mu}_{p,q}\)

\[ \mathbb{V}_{p,q}^{(r)}(\mathcal{C}_l) \geq \hat{\mu}_{p,q}(\mathcal{C}_l) \]  

(D10)

we have

\[ \mathcal{C}^{l,n}_{\mathbb{V}_{p,q} \leq \mathbb{V}^*} \subseteq \mathcal{C}^{l,n}_{\hat{\mu}_{p,q} \leq \mathbb{V}^*}. \]  

(D11)

We obtain the following results directly from Theorem 37.

Theorem 41 (Restatement of Theorem 4). Given the set of depth-l unital quantum circuits with bounded \(\mathbb{V}_{p,q}^{(r)}\) norm, the Rademacher complexity on \(m\) samples \(S = \{\bar{x}_1, \ldots, \bar{x}_m\}\) satisfies the following bounds

1. For \(1 \leq p \leq 2\), we have

\[ R_S(\mathcal{F} \circ \mathcal{C}^{l,n}_{\mathbb{V}_{p,q} \leq \mathbb{V}}) \leq \sqrt{\prod_i N_i} \max \left\{ \frac{1}{p}, \frac{1}{q} \right\} \frac{\sqrt{m}}{\sqrt{n}} \left\| \hat{\alpha} \right\|_p \max_i \left\| f_i(\bar{x}_i) \right\|_p. \]  

(D12)

2. For \(2 < p < \infty\), we have

\[ R_S(\mathcal{F} \circ \mathcal{C}^{l,n}_{\mathbb{V}_{p,q} \leq \mathbb{V}}) \leq \sqrt{\prod_i N_i} \max \left\{ \frac{1}{p}, \frac{1}{q} \right\} \frac{\sqrt{p}}{m^{1/p}} \left\| \hat{\alpha} \right\|_p \max_i \left\| f_i(\bar{x}_i) \right\|_p. \]  

(D13)

If we take \(p = 1, q = \infty\), then we get the following results directly from the previous results.

Proposition 42. Given the set of depth-l unital quantum circuits with bounded \(\mathbb{V}_{1,\infty}^*\) norm, the Rademacher complexity on \(m\) samples \(S = \{\bar{x}_1, \ldots, \bar{x}_m\}\) satisfies the following bounds

\[ R_S(\mathcal{F} \circ \mathcal{C}^{l,n}_{\mathbb{V}_{1,\infty} \leq \mathbb{V}}) \leq \sqrt{\frac{n}{m}} \left\| \hat{\alpha} \right\|_p \max_i \left\| f_i(\bar{x}_i) \right\|_\infty. \]  

(D14)
3. Modified \((p,q)\) path-norm

Let us define the modified \((p,q)\) path-norm for depth-\(l\) circuits by

\[
\hat{\gamma}_{p,q}(\hat{C}_l) = \left( \frac{1}{N_l} \sum_{\hat{C}} \left( \gamma_p(\hat{C}_l) \right)^q \right)^{1/q},
\]

where \(N_l = 4^n - 1\).

Let us define the normalized representation matrix of quantum channels in depth-\(l\) quantum circuits \(\hat{C}_l\) as follows

\[
\hat{m}_{\Phi_k+1,p}^{\Phi_k,p+1} = \frac{N_{\Phi_k+1,p}^{\Phi_k,p}(\hat{C}_l)}{\gamma_p(\hat{C}_l)}. \quad (D16)
\]

It is easy to see that for any row vector \(\hat{m}_{\Phi_k+1,p}^{\Phi_k,p+1}\), we have

\[
\left\| \hat{m}_{\Phi_k+1,p}^{\Phi_k,p+1} \right\|_p = \left( \sum_{x} |\hat{m}_{\Phi_k+1,p}^{\Phi_k,p+1}(x)|^p \right)^{1/p} = 1, \forall \mathbb{Z}.
\]

Besides, it is easy to verify that

\[
\gamma_p(\hat{C}_l) \hat{m}_{\Phi_k+1,p}^{\Phi_k,p+1} \hat{m}_{\Phi_k+1,p}^{\Phi_k,p+1} = \hat{M}_{\Phi_k}^{\Phi_k} \hat{M}_{\Phi_k}^{\Phi_k} \cdots \hat{M}_{\Phi_k},
\]

Therefore,

\[
f_{C_l}(\hat{x}) = \hat{\alpha} f_{C_l}(\hat{x}) = \hat{\alpha} \hat{D}(\gamma(\hat{C}_l)) \hat{f}_{C_l}(\hat{x}),
\]

where \(\hat{D}(\gamma(C_l)) = \text{diag}(\gamma_{p}(\hat{C}_l))\), \(\hat{f} = m_{\Phi_k}^{\Phi_k} f_{C_l}(\hat{x})\), and \(f_{C_l}(\hat{x}) = m_{\Phi_k}^{\Phi_k} f_{C_l}(\hat{x})\). It is easy to see that

\[
\left\| \hat{D}(C_l) \hat{m}^{\Phi_k} \right\|_{p,q} = \left( \frac{1}{N_l} \sum_{\hat{C}} \left( \gamma_p(\hat{C}_l) \right)^q \right)^{1/q}.
\]

Similarly to \(\gamma_{p,q}, \hat{\gamma}_{p,q}\) satisfies the following property.

**Proposition 43.** For any depth-\(l\) unital quantum circuit \(\hat{C}_l\), we have the following relationship: For any \(0 < p \leq 1, q > 0\), we have

\[
\hat{\gamma}_{p,q}(\hat{C}_l) \geq \left\| \hat{M}^{C_l} \right\|_{p,q},
\]

**Proof.** The proof is similar to that of Proposition 31.

**Lemma 44.** Given a depth-\(l\) quantum circuit \(\hat{C}_l = (U_l, U_{l-1}, \cdots, U_1)\), we have

1. (Faithfulness) For \(0 < p \leq 1, q > 0\), \(\hat{\gamma}_{p,q}(\hat{C}_l) \geq 1\), \(\gamma_{p,q}(\hat{C}_l) = 1\) iff \(\hat{C}_l\) is Clifford.
2. (Invariance under Clifford circuit) \(\hat{\gamma}_{p,q}(\hat{C}_l \circ \hat{C}_2) = \hat{\gamma}_{p,q}(\hat{C}_1)\) if \(\hat{C}_1\) and \(\hat{C}_2\) are Clifford circuits.

**Proof.** The proof is similar to that of Lemma 32.

**Theorem 45.** Given the set of depth-\(l\) unital quantum circuits with bounded path norm \(\gamma_{p,q}\), the Rademacher complexity on \(m\) samples \(S = \{\hat{x}_1, \ldots, \hat{x}_m\}\) satisfies the following bounds

1. For \(1 \leq p \leq 2\), we have

\[
R_S(\mathcal{F} \circ \mathcal{C}_{\gamma_{p,q}(C_l)}^{\gamma_{p,q}(C_l)} \leq \gamma N_l \max \left\{ \frac{1}{2}, \frac{1}{2} \right\} \prod_{i=1}^{l-1} N_i \frac{\sqrt{\min \{p,8n_i\}}}{\sqrt{m}} \left\| \hat{\alpha} \right\|_p \max_i \left\| \hat{f}_{i}(\hat{x}_i) \right\|_{p^*},
\]

2. For \(2 < p < \infty\), we have

\[
R_S(\mathcal{F} \circ \mathcal{C}_{\gamma_{p,q}(C_l)}^{\gamma_{p,q}(C_l)} \leq \gamma N_l \max \left\{ \frac{1}{p}, \frac{1}{2} \right\} \prod_{i=1}^{l-1} N_i \frac{\sqrt{p}}{m^{1/p}} \left\| \hat{\alpha} \right\|_p \max_i \left\| \hat{f}_{i}(\hat{x}_i) \right\|_{p^*},
\]

where \(N_l = 4^n - 1\).
Proof. The statement in the theorem holds because

\[
R_{\gamma}(F \circ C, \tilde{\gamma} \leq \gamma) = \mathbb{E}_\hat{\alpha} \frac{1}{m} \sup_{C \in c^{l, R}(C)} \left| \sum_{i=1}^m \varepsilon_i \hat{f}_{C,i}(\tilde{x}_i) \right|
\]

\[
= \mathbb{E}_\hat{\alpha} \frac{1}{m} \sup_{C \in c^{l, R}(C)} \frac{\gamma}{\gamma_{p,q}(C)} \left| \sum_{i=1}^m \varepsilon_i \hat{\tilde{D}}(C) \tilde{f}_{C,i}(\tilde{x}_i) \right|
\]

\[
\leq \left\| \hat{\alpha} \right\|_{p} \mathbb{E}_\hat{\alpha} \frac{1}{m} \sup_{C \in c^{l, R}(C)} \frac{\gamma}{\gamma_{p,q}(C)} \left| \sum_{i=1}^m \varepsilon_i \tilde{D}(C) \tilde{f}_{C,i}(\tilde{x}_i) \right|_{p^*}
\]

\[
= \left\| \hat{\alpha} \right\|_{p} \mathbb{E}_\hat{\alpha} \frac{1}{m} \sup_{C \in c^{l, R}(C)} \frac{\gamma}{\gamma_{p,q}(C)} \left( N - 1 \right) \max \left\{ \frac{1}{p^*} \right\} \left\| \tilde{D}(C) \tilde{f}_{C} \right\|_{p,q} \left| \sum_{i=1}^m \varepsilon_i \tilde{f}_{C,i}(\tilde{x}_i) \right|_{p^*}
\]

\[
\leq \left\| \hat{\alpha} \right\|_{p} \mathbb{E}_\hat{\alpha} \frac{1}{m} \sup_{C \in c^{l, R}(C)} \frac{\gamma}{\gamma_{p,q}(C)} \left( N - 1 \right) \max \left\{ \frac{1}{p^*} \right\} \left\| \tilde{D}(C) \tilde{f}_{C} \right\|_{p,q} \left| \sum_{i=1}^m \varepsilon_i \tilde{f}_{C,i}(\tilde{x}_i) \right|_{p^*}
\]

where the last inequality follows from Lemma 33. Using Lemma 14 completes the proof of the theorem.