Abstract.

A hidden variables model complying with the simplest form of Local Realism was recently introduced, which reproduces Quantum Mechanics’ predictions for an even ideally perfect Bell’s experiment. This is possible thanks to the use of a non-Boolean vector hidden variable. Yet, that model is as far as Quantum Mechanics from the goal of providing a complete description of physical reality in the EPR-sense. Such complete description includes the capacity to calculate, from the values taken by the hidden variables, the time values when particles are detected. This can be achieved by replacing Born’s rule (which allow calculating only probabilities) with a deterministic condition for particle detection. The simplest choice is a threshold condition on the hidden variables. However, in order to test this choice, a new type of quantum (or wave, or non-Boolean) computer is necessary. This new type of quantum computer does not exist yet, not even in theory. In this paper, a classical (Boolean) computer code is presented which mimics the operation of that new type of quantum computer by using contextual instructions. These instructions take into account a consequence of the principle of superposition (which is a typical vector, i.e. non-Boolean, feature). Numerical results generated by the mimicking code are analyzed. They illustrate the features the hypothetical new type of quantum computer’s output may have, and show how and why some intuitive assumptions about Bell’s experiment fail.
1. Introduction.

Since the famous 1935 paper by Einstein, Podolsky and Rosen (EPR) [1], many hidden variables (HV) theories have been proposed to complete the description of physical reality provided by Quantum Mechanics (QM). In 1965, by analyzing an experiment similar to the one sketched in Figure 1, J.Bell formalized the notion that the completion was an impossible task without breaking intuitive ideas of Locality, or Realism [2] (in short: Local Realism). Recently [3], the subject was split in two: the problem of the apparent contradiction between QM and Local Realism was named the first or “soft” problem. The complete description of physical reality in the EPR-sense involves some mechanism able to predict the time values when particles are detected. The resulting rates of single and coincident detections must fit the QM predictions, even in ideal conditions. This has been named the second or “hard” problem, because its solution (assuming it is achieved within Local Realism) also solves the first one.

Figure 1: Sketch of a typical Bell’s (or EPR-Böhm’s) experiment. Source S emits pairs of systems entangled in polarization, which propagate to stations A and B separated by a (large) distance L, and are detected after being transmitted (+1) or reflected (-1) by polarization analyzers oriented at angles (α,β). Simultaneous outcomes at each station are recorded; their correlation violates classical limits (Boole-Bell’s inequalities).

The “soft” problem was solved in [3] by introducing a simple example, the so named vector-HV model, which demonstrates QM predictions for the Bell’s experiment to be compatible with the simplest, non-Boolean form of Local Realism. That is, a definition of Local Realism that does not involve the use of classical probability. Classical probability holds to Kolomogorov’s axioms, which in turn are based on Boolean logic. In fact, the cause of the apparent contradiction between QM and Local Realism is the use of classical probability in the derivation of Bell’s inequalities. Bell’s inequalities are equivalent to Boole’s conditions of completeness [4,5]. Therefore, violating Bell’s inequalities is a logical impossibility for any Boolean model. The vector-HV model is non-Boolean and, in spite of clearly holding to (non-Boolean, of course) Local Realism, reproduces QM predictions. This result should end decades of discussions.
Nevertheless, the situation is not fully satisfactory. The vector-HV model, as described in [3], is not able to predict the time values when particles are detected. It is not closer than QM to solve the “hard” problem. It fails to predict those time values because, in order to determine particle detection, it applies a threshold condition that is valid only in the statistical regime (i.e., many particles detected). The likely next step is to extend the vector-HV model and the threshold condition to the single particle regime. This approach is believed to solve the “hard” problem if run into a non-Boolean framework, i.e., a new type of quantum computer (NTQC). A NTQC should have the “wavy” nature of quantum computers [6], accept vector-HV values as input data, and give up Born’s rule to link wave amplitude (or vector modulus) with particle detection [7]. But NTQC are not currently available, not even in theory.

At this point, a natural question is: isn’t there a code running in a classical computer able to mimic the operation of a NTQC, to get an idea of how the actual solution may look like? The answer is “yes”, but at the cost of inserting contextual instructions in the classical code. This alternative to reproduce QM results within a Boolean framework is not new.

This paper deals with the justification and realization, and the communication of the main results, of that mimicking classical code. In the next Section 2, the extension of the vector-HV threshold condition to the single particle regime is outlined. The reasons why contextual instructions are unavoidable in a Boolean code are reviewed. In the Section 3, the operation of the mimicking classical code is detailed, and some numerical results are analyzed. As all HV models, this one is not claimed to represent actual physical processes. Its aim is merely to show how the results of a NTQC and the solution of the “hard” problem may look like. It shows how and why some apparently natural assumptions about the Bell’s experiment fail.

It is fair to say here that the solution of the “hard” problem is of academic interest only, for the input data (the values of the HV) necessary to calculate the time values of particle detection are, by definition, unknown. For all practical purposes, current quantum computers suffice.

2. The vector-HV model in the single particle regime.

2.1 Non-Boolean logic.

In the (non-Boolean) vector-HV model, features of physical systems are not represented by a set, but by a vector. Systems having more than one feature are not found by intersection of the sets representing these features, but by projection of vectors. In what follows, vectors are indicated with bold typing, scalars with normal typing. The operation projection of vector \( \mathbf{b} \) into vector \( \mathbf{a} \) is:

\[
\mathbf{a} \cdot \mathbf{b} = |\mathbf{a} \cdot \mathbf{b} \cdot \cos(\gamma)| \cdot \mathbf{e}_a
\]  

(1)

where \( \gamma \) is the angle between \( \mathbf{a} \) and \( \mathbf{b} \), and \( \mathbf{e}_a \) is the unit vector in the direction of \( \mathbf{a} \). This operation is neither commutative nor associative, and implies a non-Boolean algebra. This single reason suffices
for the vector-HV model to be able, in principle, to violate Boole-Bell’s inequalities. Eq.1 looks like the projection of state $|b\rangle$ into state $|a\rangle$ in QM: $|a\rangle\langle a|b\rangle$. Yet, be aware that the elements of QM algebra are not simple vectors, but closed vector subspaces or their corresponding orthogonal manifolds in a Hilbert’s space. QM algebra is an ortho-complemented non-distributive lattice [8], and is (of course) non-Boolean too.

Nevertheless, vectors explain in simple terms many quantum features: interference, superposition, and operators’ non-commutativity. The main remaining problem is how to link vectors’ length (or wave amplitude), which are continuous variables, to discontinuous particle detection. This has been identified as the true quantum problem [7]. Born’s rule is the simplest solution: the squared vector’s length is the probability of detecting a particle. Yet, by relating vector’s modulus with *probability*, Born’s rule confines QM to the statistical regime and gives up any hope of calculating the time value of particle detection. The simplest choice to link vectors’ length to deterministic particle detection is to use some threshold condition. This was done in [3] but restricted to the statistical regime; here it is extended to the single particle one.

### 2.2 The threshold condition.

Following the approach in [3], assume that the system under consideration carries a vector HV, named $V(t)$:

$$V(t) = f(t).e_x + g(t).e_y = V(t).v(t)$$  

(2)

where $e_x$, $e_y$ are unit vectors in the directions perpendicular to the system’s propagation direction, and $f(t)$ and $g(t)$ are functions of time. The modulus of $V(t)$ is $V(t)$, the unit vector in its direction is $v(t)$, which is at an angle $v(t)$ with the $x$-axis. For a non-polarized ensemble of systems, $V(t)$ and $v(t)$ are statistically independent. The integral of the squared modulus of $V(t)$ during time interval $[\theta_i, \theta_i+T]$ is named $m_i$:

$$m_i \equiv \int_{\theta_i}^{\theta_i+T} dt |V(t)|^2 \geq n.u \Rightarrow n \text{ particles are detected during } [\theta_i, \theta_i+T]$$  

(3)

or: $n = \text{INTEGER} \left( \frac{m_i}{u} \right)$, where $u$ is some threshold value. In [3], the validity of eq.3 was restricted to the statistical regime $n>>1$. Now this restriction is removed. If $n=1$, eq.3 allows determining the time interval $[\theta_i, \theta_i+T]$ in which one particle is detected. It must be kept in mind that $V(t)$ is a hypothetical HV. It can have the features that are found convenient as far as no contradiction arises.

### 2.3 Contextuality.

If the vector-HV model is transcribed into a classical computer code with the threshold condition eq.3, the results fail to violate Bell’s inequalities. This is not surprising, for Vorob’yev’s theorem
[9] demonstrates that violation of Bell’s inequalities can occur within Boolean logic only in contextual scenarios. Some words on the meaning of contextuality are in order.

The elementary definition of contextuality is that a Boolean HV $\lambda$ has a probability distribution which is a function of the settings, say $p(\lambda,\alpha)$ in Fig.1. In a deeper approach [10], the space $\Omega$ of the HV is assumed a classical probability space. For, it is necessary to average over it in order to calculate observable probabilities. Contextuality then means that it is necessary to define a Boolean sub-algebra $\Omega_\beta$ for each physical quantity to be measured. These sub-algebras define the different contexts, or experimental setups.

In my opinion, contextuality is a meaningful term within Boolean logic only. If Boolean logic is given up (as it is done in the vector-HV model, or in QM), then no probability distribution, no classical probability space, no Boolean sub-algebra can be defined, and hence it is not possible to speak of contextuality or non-contextuality. When attempting to write down a Boolean computer code to describe Bell’s experiment, contextual instructions immediately arise as necessary. Vorob’yev’s theorem means that this necessity is the consequence of using Boolean logic. Non-Boolean (or quantum) computers do not need contextual instructions. Saying that the vector-HV model, or QM itself, is contextual is misleading. They are neither contextual nor non-contextual, they are non-Boolean.

Non-Booleanity implies that a description in terms of probabilities is not always possible. A suitable example is, precisely, the vector-HV. One may think that the angle variable $\nu(t)$ of a non-polarized $V(t)$ has a uniform distribution, see Figure 2a. Yet, as a consequence of the principle of superposition (a non Boolean, vector feature) the distribution of $\nu(t)$ can also be thought as the sum of two Dirac’s deltas centered at $\pi/2$ of each other (but that can be placed anywhere, see Fig.2b). Which of the distributions is the correct one? The uniform one or the two deltas? (and in the second case, which of the infinite possible ones?). In the intuitive (Boolean) way of thinking, only an infinitesimal fraction of the “uniformly distributed” values of $\nu(t)$ is parallel or orthogonal to a certain angle value $\alpha$. Yet, these fractions turn out to be here as large as $\frac{1}{2}$, for any value of $\alpha$. This has the flavor of an inversion of cause and effect, a paradox often found in QM. But there is no such inversion. The correct answer is: no probability distribution is correct. The definition of (classical) probability requires Boolean logic, and vectors are non-Boolean. It is not possible to assign a probability distribution because of the (non-Boolean) superposition principle, i.e., the possibility to project $V(t)$ into arbitrary axes.
2.4 Justification of the contextual instructions.

The problem now is to find the form of the appropriate contextual instructions to mimic a NTQC in a classical computer. Consider the following idea: when a particle is detected at the +1(-1) gate of an analyzer, it is so because the component of \( \mathbf{V}(t) \) parallel (orthogonal) to \( \alpha \) passes (at that time value) the threshold condition for particle detection. This is obviously true after the analyzer; but it is also true before the analyzer. If this idea sounds strange, it is because one is used to think in QM terms. In QM, it is stressed that polarization is defined only after the analyzer. However, the idea should not sound strange at all, for a perfect analyzer does not interchange energy with the incident field. It does not modify nor scramble its components, it just splits them (Fig.2c). The idea simply means that the vector’s component parallel (orthogonal) to \( \alpha \) has reached the condition to produce detections, even before the analyzer. Be aware that no “quantum” effect is involved here, just the superposition principle and a perfect analyzer. The idea is applied here in relationship with the threshold condition eq.3, but it applies to any condition that determines detection, i.e., to any condition linking vector’s size (or wave amplitude) with particle detection at a given time.

Let assume, for simplicity, that the modulus of \( \mathbf{V}(t) \) is constant. Then the threshold condition involves only the angle \( \nu(t) \). If a particle is detected after the analyzer in station A at time \( \theta_i \), it is...
because $v^A(\theta_i)$ has a certain relationship (= it is at a certain angle) with $e_\alpha$. This feature is well defined even before arriving to the analyzer. According to the vector-HV model, in an entangled state $v^A(\theta_i)$ and $v^B(\theta_i)$ are related from the moment of emission (see [3]). Therefore, $v^B(\theta_i)$ has with $e_\alpha$ the same relationship than $v^A(\theta_i)$ has. This is not action-at-a-distance, it is just the consequence of using HV to create correlations between remote places. In turn, the projection of $V^B(t)$ into $e_\beta$ determines whether a particle is detected at station $B$. In particular, the projection of $V^B(\theta_i)$ (that is, the projection of the $V^B$ vector at the time values when a particle is detected in station $A$) into $e_\beta$ determines coincidences. Let call $T_\alpha$ ($T_\alpha^\perp$) the set of time values when a particle is detected in the $+1(-1)$ gate of an analyzer oriented at angle $\alpha$. Then the following statement is valid:

$$\forall \theta_i \in T_\alpha: v(t) // e_\alpha \text{ (or } |v(t) - \alpha| = 0, \pi) \text{ and } \forall \theta_i \in T_\alpha^\perp: v(t) \perp e_\alpha \text{ (or } |v(t) - \alpha| = \pi/2)$$  (4)

This is valid (for vectors) because of the superposition principle. A NTQC would have it embedded in its wavy (non-Boolean) nature. In order to mimic this feature in a Boolean computer, eq.4 must be “artificially” inserted in the code. In other words: each time $\theta_i$ a particle is detected in the $+1(-1)$ gate of the analyzer in station $A$, then $v(\theta_i)$ is imposed to be parallel (orthogonal) to $e_\alpha$. This illustrates the meaning of the often stated quantum principle: the properties of a physical system depend on the definition of the apparatus of observation (in this case, the value of $\alpha$). If a description within Boolean logic, or with a classical computer is attempted, then it is necessary to define the apparatus, i.e. the value of $\alpha$, i.e. the context.

The application of eqs.3-4 define a classical code (detailed in the Appendix) that reproduces statistical QM predictions exactly and besides, is able to predict when single detections and coincidences occur. It shows how the results of the completion of physical reality (of Bell’s experiment) in the EPR-sense may look like. The code assumes that in each measurable time interval $[\theta_i, \theta_i+T]$ one system is incident on each analyzer in Fig.1, that is, $m^A_i = m^B_i = u$. Each pair carries random angular variables $v^A_i$ and $v^B_i$, which are related in a different way depending on the Bell state emitted by the source. The contribution of $V(t)$ to the $+1$ gate in station $A$ is:

$$m^A = \int_0^{\gamma} dt |e_\alpha, V(t)|^2 = \int_0^{\gamma} dt |\cos(v^A(t) - \alpha), V(t)|^2$$  (5)

and in the same way $m^{A\perp}$ for the $-1$ gate. Each time $\theta_i^A$ that $m^A_i$ ($m^{A\perp}_i$) cross an integer number of $u$, then one particle is detected at the $+1(-1)$ gate. According to eq.4, $v^A_i = \alpha \text{ (or } v^A_i = \alpha + \pi/2) \text{ if the detection is observed at the } +1(-1) \text{ gate. In the case of the fully symmetrical Bell state } |\theta_{AB}^+\rangle = (1/\sqrt{2}).\{x_A.x_B + y_A.y_B\}, v^A_i = v^B_i$ [3], hence, also $v^B_i = \alpha \text{ (or } \alpha + \pi/2) \text{ at time } \theta_i$. Unless no particle at all is detected in station $A$, this value (i.e. $\alpha$ or $\alpha + \pi/2$, not the initial random value) is used in the analogous of eq.5 for $B$ station to calculate $m^B_i$. Each time $\theta_i^B$ that $m^B_i$ ($m^{B\perp}_i$) reaches an integer
multiple of \( u \), one particle is detected at the +1(-1) gate in station B. Coincidences occur when \( \theta_A^i = \theta_B^i \). This code is not the proper solution of the second (or “hard”) problem because contextual instructions are inserted, but it illustrates how that solution may look like once NTQC are available.

3. Numerical results.

In the setup of Fig.1, \( N_A^+ \) is the number of detections in gate +1 in station A, and \( N_{AB}^{++} \) is the number of detections +1 observed simultaneously in stations A and B, both recorded during a complete experimental run. In the same way: \( N_A^- \), \( N_{AB}^{+-} \), \( N_B^+ \), etc. The most important result is the curve of (f.ex.) \( N_{AB}^{++}/N_A^+ \) as a function of the difference angle \( \alpha-\beta \) (for the Bell state \( |\varphi_{AB}^+\rangle \)), see Figure 3. It perfectly fits the QM prediction, \( \frac{1}{2} \cos^2(\alpha-\beta) \).

![Figure 3: Rate of (+1,+1) coincidences as a function of the difference angle (in radians, for state \( |\varphi_{AB}^+\rangle \) calculated \( (N=10^6) \) according to: vector-HV model with contextual instructions (red circles, this is also the QM prediction); the same, without contextual instructions (black squares). For \( N\rightarrow\infty \), the latter coincides with a semi-classical theory excepting in \( \alpha-\beta = 0 \) and \( \pi/2 \), where it coincides with QM (see text). The dashed blue straight line is the correlation limit imposed by Boole-Bell’s inequalities.](image)

The next most important result is efficiency, which is defined for each gate. F.ex., the efficiency at gate +1 of station A is:

\[
\eta_A^+ = \frac{(N_{AB}^{++} + N_{AB}^{+-})}{N_A^+} \tag{6}
\]

In the ideal case, all the four efficiencies: \( \eta_A^+, \eta_A^-, \eta_B^+, \eta_B^- \), are equal to 1. They provide a decisive evaluation of the quality and significance of a model or experiment, because classical HV models with efficiencies as high as (at least) \( 1/\sqrt{2} \approx 0.71 \) are well known to exist. As shown in the Appendix, the code produces results with all efficiencies exactly equal to 1. Besides, the total number of detected particles after the analyzer (that is, summing up both gates) is equal to the number of particles that would-be detected if a detector were placed before it, minus one. The difference is irrelevant statistically and, of course, in the experiments.
The code allows exploring counterfactual situations, something that is impossible to do in the real world. For the same series of (random) values \( v_i \) as input (this cannot be done in the real world), particles are detected in the +1 or -1 gates at different time values depending on the analyzer’s orientation. F.ex., for time values between 20 and 40 and \( \alpha=0 \), in a given run particles are detected in station A at times:

- **+1 gate:** 21,22,24,27,28,31,35,37,39,40.
- **-1 gate:** 20,23,25,26,29,30,32,33,34,36.

If \( \alpha=\pi/8 \) instead:

- **+1 gate:** 20,21,22,24,26,27,28,31,33,35.
- **-1 gate:** 23,25,29,30,32,34,37,38,40.

If \( \alpha=\pi/2 \), time values that appeared in line +1 when \( \alpha=0 \) appear in line -1 instead, and vice versa (this explains the lack of drift between the A and B integrals if \( \alpha-\beta = \pi/2 \) that is mentioned below). Note that there is one particle detected in all time intervals, what fits the flux incident on the analyzer. The code’s logic makes impossible that particles are simultaneously detected at both gates in the same station.

Meanwhile, in station B, the time values particles are detected at each gate if \( \alpha=0 \), \( \beta=\pi/8 \) (always for the same set of values of \( v_i \) as input) are:

- **+1 gate in B:** 21,23,26,28,32,34,36,38,40.
- **-1 gate in B:** 20,22,24,25,27,29,30,31,33,35,37,39.

If \( \alpha=\pi/4 \), \( \beta=\pi/8 \) instead:

- **+1 gate in B:** 21,22,24,25,28,29,30,34,36,38,39,40.
- **-1 gate in B:** 20,23,26,27,31,32,33,35,37.

The distribution of time values of detection in B have changed, although it is the setting in station A what has changed (be aware that \( \beta=\pi/8 \) in both cases). In [11], it was assumed that the time series in one of the stations is independent of the settings in the other. Using only this “strong” counterfactual assumption, Bell’s inequalities are derived without any reference to Local Realism. The mentioned result shows how and why that assumption fails in an “actual” Bell’s experiment. Note that it fails at the observable level, even if it is strictly true at the HV level. In other words: the series of \( v_i \) is always the same and is independent of the settings, but the series of observable coincidences is not. I stress this analysis is possible because we can run the code with the same values of \( v_i \) for different settings. It would be impossible in an actual experiment, where the values of the HV are incontrollable.

Now, consider the curve:

\[
N^{++} / N = \frac{1}{4} \left[ \frac{1}{2} + \cos^2(\alpha-\beta) \right]
\]  

\( (7) \)
which corresponds to a semi-classical radiation theory (SCRT). In SCRT, the polarization of the field is well defined at the moment of emission, varies randomly in time, and the probability of detecting a particle is proportional to the square of the field’s amplitude. In other words, eq.7 is the result obtained if Born’s rule is applied separately to correlated classical waves in each station (instead of applied to an object existing in an abstract four dimension space, as the quantum state $|\varphi_{AB}\rangle$ is). Of course, eq.7 does not violate Bell’s inequalities. If contextuality is removed from the presented code (simply delete instructions $nu = alfa$ and $nu = alfa + \pi/2$ in code lines 105 and 205, then $v^B_i = v^A_i \forall i$), then the numerical results fit eq.7 excepting for the isolated points $\alpha-\beta = 0$ and $\alpha-\beta = \pi/2$, see Fig.3, curve in black.

It is remarkable that the number of detections at the +1(-1) gate of the analyzer in station A is proportional to $\cos^2(\alpha-v_i) (\sin^2(\alpha-v_i))$, where $v_i$ is the value of the HV at the time $\theta_i$, the detection is observed. Taking into account that the HV is a vector, this means that the average orientation of the HV is parallel (perpendicular) to the analyzer’s axis when a particle is detected at the +1(-1) gate. This can be clearly seen in a plot in polar coordinates, Figure 4. If these values of $v_i$ are directly used in station B, the SCRT results are obtained (excepting for $\alpha-\beta = 0, \pi/2$). If they are replaced by $v_i = \alpha$ or $\alpha+\pi/2$ instead (i.e., the contextual instructions), the QM results are obtained. Therefore, from the numerical point of view, the contextual instructions mean replacing each single $v_i$ by their average value $\langle v \rangle$.

![Figure 4: Polar plot of the number of detections as a function of $v$ at the time value a particle is detected in the +1 (black) and -1 (red) gates in station A, they fit the curves $\cos^2(\nu-\alpha)$ and $\sin^2(\nu-\alpha)$ respectively, $\alpha = 30^o, N = 10^7$, resolution 1°.](image)

The numerical reason of the failure (to reproduce QM predictions) of the non-contextual version of the code is that the growth of the time integrals in A and B drift out of pace as time goes on. After a few thousands of time steps the integrals’ growths become fully uncorrelated. In
consequence, integer multiples of \(u\) are reached simultaneously in both stations (what means one detected coincidence) only by chance, as if applying Born’s rule separately to the vectors in each station. This is the reason why the SCRT curve is obtained for almost all angle settings. In the isolated points \(\alpha-\beta = 0, \pi/2\) the integrals’的增长s remain synchronized during the whole run. In the first case, because the calculations in both stations are identical; in the second case, because they correspond to orthogonal gates in the same station (see some lines above).

An alternative to avoid the drift is to reset the integrals’ values to zero each time a particle is detected. But, this has the undesirable consequence that efficiency drops to 50%. This is because “fractions of particle” are lost when the integrals are reset. In the average, half the incident particles are lost. This alternative is hence of little interest. Yet, it is noteworthy that the “reset” instruction does increase the level of correlation between stations in all cases. If it is applied to the non-contextual code, the correlation increases from the SCRT curve (and \(S_{\text{CHSH}} = \sqrt{2}\)) up to the (blue, dashed in Fig.3) straight line that is the limit allowed by Bell’s inequalities (and \(S_{\text{CHSH}} = 2\)). If it is applied to the contextual code instead, the correlation increases from the QM curve and \(S_{\text{CHSH}} = 2\sqrt{2}\) up to a super-quantum correlation value \(S_{\text{CHSH}} = 3\). In all cases, efficiencies remain near 50%.

The code displayed in the Appendix is set to the rate of one pair detected per unit time before the analyzers. This setting produces perfect efficiencies and entanglement. A higher rate (say, \(V_{\text{med}}=2, u=1\), or two particles detected per unit time in the average) deteriorates the level of entanglement (the value of \(S_{\text{CHSH}}\)), as it occurs in the experiments. A lower value (say, \(V_{\text{med}}=1, u=10\), or one particle detected each ten time units in the average) reduces efficiency as \(\approx 1/u\).

It has been noted that the way this code operates follows Lüders postulate \([12,13]\) and is hence more nonlocal than contextual. In fact, only the distribution of the HV for station B depends on the settings. In other words: it is \(\rho(\alpha,\lambda)\) for station B, while for station A is just \(\rho(\lambda)\). Of course, if a distribution \(\rho(\alpha,\beta,\lambda)\) is used in both stations, the QM predictions are reproduced too. Discussing whether the code, as it is written here, deserves to be qualified as “contextual”, “half-contextual”, “Lüder postulate based” or “nonlocal” is an issue I find of little interest. For, the code is just an example of how to mimic, with a Boolean code, the vector (i.e., non-Boolean) feature illustrated in Fig.2. Far more interesting, in my opinion, is to put effort in imagining some design for a NTQC.

**Summary.**

The “EPR paradox” has been split in two chained problems: the contradiction between QM and Local Realism is named the first or “soft” problem. The second or “hard” problem is to complete the description of physical reality in the EPR-sense, and means predicting not only detection rates, but also the time values when particles are detected. Solving the second problem also solves the
first one. The first problem has been properly solved by using a vector (non-Boolean) HV and a threshold condition for particle detection valid only in the statistical ($N \gg 1$) limit. Yet, that solution (detailed in [3]) is no closer than QM to solve the second or “hard” problem.

In order to solve the second problem, it is necessary a computer code that, having $V(t)$ as input data, prints the time value of single (and in consequence, also coincident) detections. But, proper calculations of non-Boolean problems with classical (Boolean) computer codes are impossible. Quantum computers are non-Boolean indeed but, in their current form, they use Born’s rule and do not accept HV as input data. Quantum computers using eq.3 instead of Born’s rule are named here NTQC and have not been devised yet. In the meantime, what is at hand is to mimic the operation of a non-Boolean computer, by artificially introducing a vectors’ feature (which is a direct consequence of the principle of superposition) into the Boolean code. This is in agreement with Vorob’yev’s theorem. The obtained numerical results show some features the NTQC’s output may have. Some features cannot be experimentally observable, in particular: the way contextuality manifests itself in the data, and why “strong” counterfactual assumptions fail.

Finally, the idea that a NTQC can solve the second problem may seem in contradiction with the demonstration that, assuming that free will exists, no extension of QM (roughly speaking: a HV theory) can provide more information (about the outcomes of future measurements) than QM itself [14]. That demonstration is derived from constraints on distributions of conditional probabilities; hence, it presupposes Boolean logic. As neither the underlying vector-HV model nor the hypothesized NTQC operate according to Boolean logic, there is no contradiction.
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APPENDIX. A classical and contextual code.

This code follows the vector-HV model and the threshold condition in the single-particle regime in a straightforward way. It uses contextual instructions, what is unavoidable to mimic non-Boolean problems with a Boolean computer (for Vorob’ev’s theorem). It is written for the Bell state $|\psi^{+}_{AB}\rangle = (1/\sqrt{2}) \left( |x_{A}x_{B}\rangle + |y_{A}y_{B}\rangle \right)$ and is asymmetrical in stations A and B. A symmetric version can be easily written, it is just twice longer. The code reproduces QM predictions and besides, it predicts when one particle is detected and one coincidence (of each type) occurs. Language is QBASIC, which can be freely downloaded from many websites. Comments are on the code lines:

```vbnet
INPUT "alfa, beta = "; alfa, beta   !input: $\alpha, \beta$ in radians.
INPUT "time = "; N    !input: number of time intervals.
Vmed = 1: u = 1     !single detection/interval condition
FOR i = 1 TO N     !loop starts (time runs)
AT = 0: AR = 0: BT = 0: BR = 0  !reset flags of particle detection
nu = 2 * \pi * RND     !random choosing $\nu$
ka = (COS(alfa - nu)) ^ 2   !calculus of $\cos^2(\alpha - \nu)$
malfa = malfa + ka * Vmed
malfap = malfap + (1 - ka) * Vmed
IF malfap > malfa THEN GOTO 90  !check if detect in T or in R.
IF malfa > u THEN GOTO 105   !check if detect in T.
GOTO 300
90 IF malfap > u THEN GOTO 205  !check if detect in R.
GOTO 300
105 nu = alfa
malfa = malfa – u     !decrease integral in T.
NAtrns = NAtrns + 1: AT = 1   !Sum up detection, set flag A Transm.
GOTO 300
205 nu = alfa + \pi/2
malfap = malfap – u    !decrease integral, sum up detection, set flag A Refl.
NArfl = NArfl + 1: AR = 1   !sum up detection, set flag A Refl.
300
kt = (COS(beta - nu)) ^ 2   !calculus of $\cos^2(\beta - \nu)$
mbeta = mbeta + Vmed * kt
mbetap = mbetap + Vmed * (1 - kt)
IF mbetap > mbeta THEN GOTO 92  !check if detect in T or R.
IF mbeta > u THEN GOTO 405   !check if detect in T.
GOTO 600
92 IF mbetap > u THEN GOTO 505  !check if detect in R.
GOTO 600
405 mbeta = mbeta – u
NBtrns = NBtrns + 1: BT = 1   !sum up detection, set flag B Transm.
GOTO 600
505 mbetap = mbetap – u
NBrfl = NBrfl + 1: BR = 1   !sum up detection, set flag B Refl.
600
IF AT * BT = 1 THEN NTT = NTT + 1  !sum up coincidences N$^+$
IF AT * BR = 1 THEN NTR = NTR + 1  !sum up coincidences N$^-$
IF AR * BT = 1 THEN NRT = NRT + 1  !sum up coincidences N$^-$
IF AR * BR = 1 THEN NRR = NRR + 1  !sum up coincidences N$^-$
NEXT i
PRINT "NAtrans, NArfl= "; NAtrns, NArfl
PRINT "NBtrans, NBrfl= "; NBtrns, NBrfl
PRINT "NTT, NTR = "; NTT, NTR
PRINT "NRT, NRR = "; NRT, NRR
END
```
The Reader interested in reproducing results is advised to start by checking the following run:

Run program, and:

```
0, 0.3927 <enter>
100000 <enter>
```

You should get (warning: small variations may occur due to the RND function)

\[ \text{NAtrns} = 49999, \text{NArefl} = 50000 \]
\[ \text{NBtrns} = 49999, \text{NBrefl} = 50000 \]
\[ \text{N}^+ = 42760, \text{N}^- = 7239 \]
\[ \text{N}^+ = 7239, \text{N}^- = 42761 \]

Comparing the number of particles detected after the analyzers with the number that would-be detected if the analyzers were not in place, one particle is missing regardless the total number of particles. The difference is irrelevant in the statistical limit. The “missing” particle is hidden in the fractional values remaining in the integral variables, namely: \( malfa, malfap, mbeta, mbetap \) at the end of the run (these values are always smaller than 1 at the end of each loop). In the statistical limit, no particle is lost.

Instead, efficiencies as they are usually defined are strictly perfect, f.ex:

\[ \eta^+ = \frac{(\text{N}^+ + \text{N}^-)}{\text{NAtrns}} = \frac{(42760 + 7239)}{49999} = 1 \]

After running the code for the usual angle settings and time \( N=10^5 \), \( S_{\text{CHSH}} = 2.837 \approx 2\sqrt{2} > 2 \).