FROM GALAXY CLUSTERS TO ULTRA-FAINT DWARF SPHEROIDALS: A FUNDAMENTAL CURVE CONNECTING DISPERSION-SUPPORTED GALAXIES TO THEIR DARK MATTER HALOS
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ABSTRACT

We examine scaling relations of dispersion-supported galaxies over more than eight orders of magnitude in luminosity by transforming standard fundamental plane parameters into a space of mass, radius, and luminosity. The radius variable r1/2 is the deprojected (three-dimensional) half-light radius, the mass variable M1/2 is the total gravitating mass within this radius, and L1/2 is half the luminosity. We find that from ultra-faint dwarf spheroidals to giant cluster spheroids, dispersion-supported galaxies scatter about a one-dimensional “fundamental curve” through this MRL space. The mass–radius–luminosity relation transitions from $M_{1/2} \approx r_{1/2}^{1.44} \approx L_{1/2}^{0.30}$ for the faintest dwarf spheroidal galaxies to $M_{1/2} \sim r_{1/2}^{1.42} \sim L_{1/2}^{3.2}$ for the most luminous galaxy cluster spheroids. The weakness of the $M_{1/2} - L_{1/2}$ slope on the faint end may imply that potential well depth limits galaxy formation in small galaxies, while the stronger dependence on L1/2 on the bright end suggests that baryonic physics limits galaxy formation in massive galaxies. The mass–radius projection of this curve can be compared to median dark matter halo mass profiles of ΛCDM halos in order to construct a virial mass–luminosity relationship ($M_{\text{vir}} - L$) for galaxies that spans seven orders of magnitude in $M_{\text{vir}}$. Independent of any global abundance or clustering information, we find that (spheroidal) galaxy formation needs to be most efficient in halos of $M_{\text{vir}} \sim 10^{12} M_\odot$ and to become inefficient above and below this scale. Moreover, this profile matching technique for deriving the $M_{\text{vir}} - L$ is most accurate at the high- and low-luminosity extremes (where dark matter fractions are highest) and is therefore quite complementary to statistical approaches that rely on having a well-sampled luminosity function. We also consider the significance and utility of the scatter about this relation, and find that in the dSph regime observational errors are almost at the point where we can explore the intrinsic scatter in the luminosity–virial mass relation. Finally, we note that purely stellar systems such as globular clusters and ultra-compact dwarfs do not follow the fundamental curve relation. This allows them to be easily distinguished from dark-matter-dominated dSph galaxies in MRL space.
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1. INTRODUCTION

Galaxy observables such as size, luminosity, and velocity dispersion are known to follow scaling relations. The study of these relations provides a window into the processes that regulate galaxy formation. The ΛCDM dark matter halos that host these galaxies are also predicted to follow structural scaling relations, including relations between their central densities and total virial masses. In this paper, we seek to link galaxy observables to dark matter halo properties by studying galaxy dynamical masses ($M_{1/2}$) within their three-dimensional half-light radii ($r_{1/2}$) as a function of galaxy luminosity ($L_{1/2} = L/2$). This coordinate space of intrinsic parameters (MRL space) is obtained via a simple transformation of the standard observed parameters of fundamental plane space. Our approach is motivated by the work of Wolf et al. (2010), who showed that the dynamical mass of a spheroidal galaxy within $r_{1/2}$ can be determined accurately from observed sizes and velocity dispersions without knowledge of the stellar velocity dispersion anisotropy. This fact enables manifestly apparent physical interpretations of MRL space and, in principle, a method to connect central galaxy densities to global dark matter halo properties.

It is well established that when placed in a parameter space of observed velocity dispersion ($\sigma$), two-dimensional effective radius ($R_e$), and surface brightness ($L_\text{s}$), bright ($\geq L_\text{s}$) early-type galaxies lie approximately within a two-dimensional “fundamental plane” (Djorgovski & Davis 1987; Dressler 1987; Faber et al. 1987). Other work (e.g., Nieto et al. 1990; Bender et al. 1992; Burstein et al. 1997; Prada & Burkert 2002; Zaritsky et al. 2006b; Shankar et al. 2006; Woo et al. 2008; Forbes et al. 2008) has expanded upon or considered similar such relations sometimes including galaxies that have significant rotationally supported components. These scaling relations provide a wealth of opportunities to examine what physical processes generate them (e.g., Dantas et al. 2000; Dekel & Woo 2003; Robertson et al. 2006; Zaritsky et al. 2008; Hopkins et al. 2008; Kormendy et al. 2009; Bovill & Ricotti 2009; Graves et al. 2009b), and hence further constrain scenarios of galaxy formation.

Zaritsky and collaborators (Zaritsky, Gonzalez, & Zabludoff 2006a, 2006b) explored a unified description of the fundamental plane parameters for all spheroids that are embedded within their own dark matter halos. They found that dwarf spheroidal (dSph) galaxies, dwarf elliptical (dE) galaxies, normal elliptical (E) galaxies, and the extended stellar spheroidal components of galaxy clusters (cluster spheroids, CSphs) could be characterized by a two-dimensional fundamental manifold in

---

3 Miller Fellow.
we address the errors and scatter in the halo mapping, and in Section 6 we conclude.

Throughout this paper we assume a ΛCDM cosmology with WMAP7 (Komatsu et al. 2010) parameters of $h = 0.704$, $\Omega_M = 0.272$, $\Omega_\Lambda = 1 - \Omega_M$, $\sigma_8 = 0.809$, and $n_s = 0.963$. Further, we use the symbol log to represent base-10 logarithms.

2. DATA

The data sources for this study are varied by necessity due to the wide dynamic range covered. Table 1 gives the relevant parameters for the objects in this study and the sources for each. Starting with the least luminous objects that are embedded within dark matter halos ($L \leq 10^9 L_\odot$), our dSph data set is taken from the summary table of Wolf et al. (2010) and is drawn from various sources for photometric properties and resolved star kinematic measurements for Milky Way (MW) dSph galaxies. Moving up in brightness ($L \sim 10^9 - 10^{10} L_\odot$) our dE sample is taken from the Virgo Cluster dE study of Geha et al. (2003). Note that while dEs are not as clearly dark-matter-dominated as dSph galaxies within $r_{1/2}$ (see below), they are believed to be embedded in their own dark matter halos based on extended kinematic samples (Geha et al. 2010).

Data for normal elliptical (E) galaxies are from Graves et al. (2009a, $L \sim 10^{10} L_\odot$) and are discussed in more detail toward the end of this section. The brightest ($L \sim 10^{11} L_\odot$) CSph data are from the imaging of Gonzalez et al. (2005) and spectra of Zaritsky et al. (2006b). These data are also described in more detail below.

We also examine two comparison populations as examples of systems that are not embedded within dark matter halos: MW globular clusters (GCs; $L \sim 10^5$) and ultra-compact dwarfs (UCDs; $L \sim 10^6$). For GC photometry, we use the 2003 revision of the Harris catalog (Harris 1996) and take velocity dispersions from Pryor & Meylan (1993). For UCDs we use data from Mieske et al. (2008). Note that while the status of UCDs as large examples of purely stellar systems is debated (e.g., Evstigneeva et al. 2007; Goerdt et al. 2008; Baumgardt & Mieske 2008; Dabringhausen et al. 2009; Taylor et al. 2010, and references therein) we find that their scaling relations are more in line with GCs than similarly luminous dSphs and therefore treat them as lacking dark matter halos below.

The CSph data set stands out compared to the other data sets in two distinct ways. First, while all other data sources are in the V band, the CSph data (summarized by Zaritsky et al. 2006b) use Cousins I-band luminosities. We convert these data to V band using averaged colors of E galaxies from Fukugita et al. (1995). While this does not account for the possibility of a systematic error in $R_e$ for the CSph data points due to a different choice of band, this effect is likely to be small given the large dynamic range in this data set. Furthermore, La Barbera et al. (2008) find that the fundamental plane for early-type galaxies is nearly independent of band from optical to the $K$ band. Given the similarity of the stellar populations for those galaxies and the CSph, it is therefore likely that the band mismatch is not a significant effect.

The second way that the CSph data set differs is that the velocity dispersions from Zaritsky et al. (2006b) are derived from galaxies in the cluster, rather than the CSph (mostly ICS) light itself. This is of course not ideal, but the measurement of ICS velocity dispersions is very difficult with current spectroscopic capabilities. While this has been accomplished both in integrated light (Kelson et al. 2002) and planetary nebula
kinematics (e.g., Arnaboldi et al. 2004) for a few clusters, there is not yet a large, homogenous sample. This is required for generalization and to compare to our other samples, and hence we are forced to use galaxy dispersions until large direct measurement samples become available. In principle, this could impose a bias in our mass estimator (described below) because the ICS and cluster galaxies follow different distribution functions. We explore in more detail how this bias might affect our results in Section 4.3.

The normal elliptical galaxy data comprise a sample of ~16,000 galaxies selected from the SDSS (York et al. 2000) Main Galaxy Sample (Strauss et al. 2002), as described in Graves et al. (2009a). Galaxies are selected to be passively evolving quiescent objects with no emission lines in their spectra. The individual galaxies are sorted into bins in the three-dimensional Fundamental Plane parameter space defined by $\sigma$, $R_e$, and $L_e$. Values reported here are the median values for each bin of galaxies.

Before continuing, we summarize our galaxy terminology and the symbol codes we use when presenting each galaxy type. The CSph population of Zaritsky et al. (2006b) is presented as orange squares. The “E” or “bright E” terminology refers to the Graves et al. (2009a) data set and is represented as red circles of varying size such that the size of the data point is proportional to the number of galaxies in each bin. The dE or “dwarf elliptical” label refers to the Geha et al. (2003) data set and is presented as yellow diamonds of uniform size. The MW dSph satellites here are represented by magenta triangles. In some cases, a distinction will be drawn between the “SDSS dSphs” and the “classical dSphs,” referring to those discovered by SDSS and those known before. The SDSS dwarfs are almost exclusively fainter and include the “ultra-faint dSphs.” Finally, the GC and UCD populations are represented by the green and blue star-symbols and pentagons, respectively.

3. MRL SPACE

We now examine the data set described in the previous section in the context of the scaling relations of the observables. We emphasize the use of the MRL space described below to understand this data set.

First, we provide a sample projection of the data set described in the previous section (Table 1). Figure 1 plots this data set in the two-dimensional space of luminosity ($L$) and stellar velocity dispersion ($\sigma$)—the Faber–Jackson relation (Faber & Jackson 1976). We also show best-fit power laws ($L = \sigma^{\gamma}$) for each of our classes of objects. We compute slopes by fitting a linear relation in log space with $\log L$ (log $\sigma$) as the parametric variable. For the CSphs, Es, dEs, dSphs, UCDs, and GCs, this results in slopes of $\gamma = 1.5 (0.5), 2.6 (1.8), 6.0 (1.1), 11.1 (6.3), 2.4 (1.2)$, and $3.4 (1.5)$, respectively.

In this plane the slopes increase toward larger luminosities, suggesting a definite scaling relation (the original Faber–Jackson relation). We note, however, that the dSphs, UCDs, and GCs are mixed together in this projection, a clear drawback from interpreting these objects in this space. Further, there is structure to the E sample not fully aligned with this two-dimensional parameter space. The structure here is the fundamental plane (Djorgovski & Davis 1987; Dressler 1987; Faber et al. 1987) for E galaxies, distinguished from the Faber–Jackson relation by being a three-dimensional parameter space with the inclusion of the effective radius ($R_e$, the radius enclosing half the total luminosity) and use of mean surface brightness $I_e = L/(2\pi R_e^2)$ in place of the luminosity. In Appendix B we show this data set in the fundamental plane space (and the related $\kappa$ space of Bender et al. 1992) for reference and comparison, but here we emphasize the use of a different parameter space, described below.

While the fundamental plane is a valuable parameter space of observables, the connection to this space from typical dark matter scaling relations is non-trivial. In order to facilitate manifestly apparent theoretical interpretations, we introduce a set of physical variables—a mass, a size, and a luminosity—that are derived from the same observables. Hence, we call this space “MRL Space” for the following three variables.

1. The half-light mass $M_{1/2} \equiv M(<r_{1/2})$—the total dynamical mass within $r_{1/2}$.

| Name $^a$ | $\log(\sigma)^b$ | $\log(R_e)^c$ | $\log(r_{1/2})^d$ | $\log(L_{1/2})^e$ | $\log(M_{1/2})^f$ | $\log(M_{2500})^g$ | Object Type $^h$ | $N_{obj}^i$ | Source $^j$ |
|-----------|-----------------|----------------|-------------------|-------------------|-------------------|-------------------|-----------------|----------|-----------|
| A0122     | 2.83            | 2.03           | 2.15              | 11.3              | 13.7              | 13.7              | CSph            | ...      | 1         |
| E Bin 1   | 1.92            | 0.04           | 0.16              | 9.22              | 9.85              | 9.5               | E               | 36       | 2         |
| VCC452    | 1.38            | −0.15          | −0.02             | 8.04              | 8.57              | 8.37              | dE              | ...      | 3         |
| Draco      | 1.00            | −0.66          | −0.53             | 5.03              | 7.32              | 7.32              | dSph            | ...      | 4         |
| 47 Tuc     | 1.31            | −2.66          | −2.54             | 5.20              | 5.92              | 5.92              | GC              | ...      | 5.6       |
| F-19       | 1.36            | −1.05          | −0.92             | 7.00              | 7.64              | 7.64              | UCD             | ...      | 7         |

Notes.

$a$ Name of the object.

$b$ log of velocity dispersion in km s$^{-1}$.

$c$ log of two-dimensional half-light/effective radius in kpc.

$d$ log of three-dimensional (deprojected) half-light radius in kpc (see Section 3).

$e$ log of V-band half-luminosity in $L_\odot$, i.e., $L_V/2$.

$f$ log of half-light mass from Equation (1) in $M_\odot$.

$g$ log of corrected/dark half-light mass in $M_\odot$ as described in Section 4.

$h$ Object type—CSph: cluster spheroid as described in Zaritsky et al. (2006b); E: bright elliptical galaxy; dE: dwarf elliptical; dSph: local group dwarf spheroidal; GC: Galactic globular cluster; UCD: ultra-compact dwarf.

$i$ Number of objects per bin for the E data set.

$j$ Source code: (1) Zaritsky et al. (2006b); (2) Graves et al. (2009b); (3) Geha et al. (2003); (4) Wolf et al. (2010); (5) Harris (1996); (6) Pryor & Meylan (1993); (7) Mieske et al. (2008).

(This table is available in its entirety in a machine-readable form in the online journal. A portion is shown here for guidance regarding its form and content.)
Figure 1. Faber–Jackson (Faber & Jackson 1976) relation relating luminosity to stellar velocity dispersion for the data set. The lines show best-fit power laws for each of the sub-populations of objects (see text for slopes). Orange squares, green stars are Galactic globular clusters (GCs), and blue diamonds are dwarf ellipticals (dEs), magenta triangles are Milky Way dwarf spheroids (CSphs), red circles are elliptical galaxies (E), yellow triangles are cluster spheroids (CSphs), and blue pentagons are ultra-compact dwarfs (UCDs).

(A color version of this figure is available in the online journal.)

2. The three-dimensional half-light radius \( r_{1/2} \), the radius enclosing the half-luminosity \( L_{1/2} \).

3. The half-luminosity, \( L_{1/2} \), half of the total luminosity emitted from the galaxy (not necessarily the same as half the observed luminosity).

We note that the luminosity variable here is defined in terms of the total luminous material in the galaxy, ignoring any attenuation that may occur as light propagates out of the galaxy. Below we describe the transformation of observables used to closely approximate this space for the data set here.

A major motivation for the choice of these coordinates is the explicit use of the mass within the three-dimensional half-light radius as the mass variable, \( M_{1/2} \equiv M(r_{1/2}) \). The adoption of this mass in particular is motivated by Wolf et al. (2010), who showed that while dynamical masses with \( r \ll r_{1/2} \) and \( r \gg r_{1/2} \) are largely unconstrained from one-dimensional velocity dispersion data (due to weak constraints on the stellar velocity dispersion anisotropy), \( M_{1/2} \) can be determined simply and accurately for spherical systems without knowledge of the anisotropy:

\[
M_{1/2} = 3 G^{-1} \sigma^2 r_{1/2}.
\]  

(1)

Wolf et al. (2010) showed that as long as the stellar velocity dispersion profile is fairly flat with radius, this mass estimator for \( M_{1/2} \) is accurate for a wide range of light profiles, including the types of profiles used to fit all of the types of objects shown in Table 1. Hence, for stellar systems with negligible rotational support, this formula provides a good estimate for the total dynamical mass within \( r_{1/2} \) (assuming spherical symmetry).

Note that Equation (1) was not derived using the virial theorem, but rather follows from the Jeans equation. The virial theorem provides only an integral constraint on the total mass traced by a stellar system and therefore cannot be used to infer precise masses (see Merritt 1987, Appendix A; Wolf et al. 2010, Section 2.1). Similar estimators (e.g., Spitzer 1969; Illingworth 1976; Cappellari et al. 2006) have the same form (by dimensional analysis), but for most of these the coefficient is calibrated by examining high-quality data and assuming that mass follows light. These calibrations are less useful for a wide variety of spheroidal galaxies because there is no reason to expect that all spheroidal galaxy are homologous. Equation (1) is derived analytically rather than empirically and shows that there is a particular radius at which the mass is unbiased at any scale (\( \approx r_{1/2} \)). Estimators that do not use this radius must have different virial coefficients as a function of scale. Further, Equation (1) assumes neither mass-follow-light nor isotropy, and hence is suited to the range of objects with various dark matter fractions that we consider here.

Further, we note that the approximation \( r_{1/2} = 4 R_e/3 \) is accurate for the light profiles of relevance in this paper. As shown in Ciotti (1991) and Lima Neto et al. (1999), deprojected spherical Sersic (Sérsic 1963) profiles for a range of Sersic indices are within a few percent of this relation, and the same is demonstrated for Plummer (Plummer 1911) and King (King 1962) profiles in Spitzer (1987) and Wolf et al. (2010). The objects presented here are well fit by at least one of these profiles, motivating the use of the approximation. We note here that these deprojections must assume spherical symmetry, like the \( M_{1/2} \) estimator described above.

With these estimators chosen, the MRL space as derived from the observables consists of the following.

1. \( M_{1/2} \equiv 3 G^{-1} \sigma^2 r_{1/2} \).
2. \( r_{1/2} = 4 R_e/3 \).
3. \( L_{1/2} = L(<r_{1/2}) \).

Here \( R_e \) is the two-dimensional (projected) half-light radius, \( G \) is the gravitational constant, \( \sigma \) is the stellar velocity dispersion of the galaxy, and \( L \) is the mean surface brightness within \( R_e \). We note that the observables here are the same as those used for the fundamental plane and thus this space can be viewed as a transformation of the fundamental plane space.

The use of \( L/2 \) as \( L_{1/2} \) would be invalid in the presence of significant attenuation due to dust, but the objects described here are have very low gas fractions and hence likely have negligible attenuation. Thus, the interpretation of \( L_{1/2} = L(<r_{1/2}) \) as the light emitted within \( r_{1/2} \) is a reasonable one for these objects, and the above set of observable transforms relations are close approximations to the actual MRL variables.

Later, we will also consider a modified version of MRL space that we call dMRL space. In dMRL space, the mass variable is \( M_{1/2}^{DM} \equiv M_{1/2} - M_{\text{baryon}}(< r_{1/2}) \), the dark matter mass within \( r_{1/2} \). For our purposes, the difference between \( M_{1/2}^{DM} \) and \( M_{1/2} \) will only be substantial for E and dE galaxies, and is obtained by subtracting out the stellar mass within the half-light radius for these galaxies (which contain negligible gas fractions); explicitly, \( M_{1/2}^{DM} \approx M_{1/2} - M_s/2 \). It is important to recognize that the presence of radial gradients in \( M_s/2 \) due to metallicity variation could render the use of our formula for \( M_{1/2}^{DM} \) invalid by shifting the radius enclosing half the stellar mass from \( r_{1/2} \). However, as shown in Smith et al. (2009), typical metallicity gradients for the E galaxies (for which \( M_s \) is most important) are \( \delta \log(Z)/\delta \log(r) \approx -0.1 \). Using this gradient with a typical ancient (13.7 Gyr) solar metallicity stellar population from Bruzual & Charlot (2003), we find \( M_s/2 \) shifts by 0.07 dex from \( R_e \) to 0.1 \( R_e \). Hence, this is a small effect for
characterized as a three-dimensional density profile that varies is assumed, in which case a slope of 2 is more properly set to bracket this data set. In almost all cases, spherical geometry (sufficient to derive constant density) is equivalent to “tilts” in each galaxy population’s fundamental plane.

Finally, in the right panel we show $M_{1/2}$ versus $L_{1/2}$, and a mass-follows-light line ($M_{1/2} \propto L_{1/2}$) normalized at $M/L = 3$ in solar units to reflect the mass-to-light ratio of a uniform fairly old stellar population. Note that the deviation of a population from $M_{1/2} \propto L_{1/2}$ is equivalent to the “tilt” that is often discussed in the context of the fundamental plane. It is clear from this figure that the CSphs and dSphs deviate from this scaling substantially owing to their high dark matter fractions, while the other populations are more consistent, although the Es do show the well-known tilt, and the UCDs show a possible tilt (discussed below).

Figure 3 shows the same information, now presented in a three-dimensional representation. The red plane outlined with black dash-dotted line) and constant surface mass density ($M_{1/2} \propto r_{1/2}^2$, black dotted line), with normalizations arbitrarily set to bracket this data set. In almost all cases, spherical geometry is assumed, in which case a slope of 2 is more properly characterized as a three-dimensional density profile that varies as $\rho \propto r^{-1}$ (somewhat cuspy than constant density). A slope of 3, meanwhile, is the scaling expected if all galaxies had a single constant density within their half-light radii. This slope has been noted previously at some scales (Gentile et al. 2009; Napolitano et al. 2010; Walker et al. 2010). The fact that the dSph galaxies lie above the constant density line (black dash-dotted) that is normalized to intersect the most massive cluster population suggests that they are slightly denser than galaxy clusters (but not that much denser) at their half-light radii. For a figure that explicitly compares the implied mass density of these objects, see Appendix B.

4 In principle, a radial $M/L$ shift could be resolved by replacing $L_{1/2}$ by $M_{3/4}$ and defining the appropriate $r_{3/4}$. However, the data quality is not sufficient to derive $M_*$ for our full sample, so we use $L$ here.
a solid line is the Graves et al. (2009b) fundamental plane (transformed into MRL space). The blue plane outlined with a dashed line is a plane with mass proportional to luminosity with \( M_{1/2} = 3L_{1/2} \) and is indicative of the plane we would expect uniformly old, purely stellar systems to lie within. We note that, in fundamental plane space, this last scaling is sometimes called the “virial plane” (even though systems can be in virial equilibrium regardless of whether or not they lie within this plane). In MRL space, it is manifestly apparent that this plane is defined by the assumption that mass-follows-light with a fixed \( M/L \).

Another feature revealed by examination of the populations in Figures 2 and 3 is a distinct separation between dSphs (magenta) along one sequence and UCDs/GCs (blue/green) along another (a similar situation is noted by Forbes et al. 2008, in the K band). Specifically, the UCDs and GCs cluster more closely around the \( M_{1/2} \propto L_{1/2} \) plane (shown as dashed, transparent blue) while the dSphs (at similar luminosity) peel sharply up from it, reflecting a significant dark matter component and larger sizes. This difference is clearly visible in the two-dimensional projections of MRL space shown in Figure 2 and manifests itself as a wishbone-shaped bifurcation of the spheroidal sequence in Figure 3. We also note here that the UCD sample seems to show a slight tilt from the \( M_{1/2} \propto L_{1/2} \) relation, most clearly apparent in the right panel of Figure 2. This could be a sign of a very small amount of dark matter, but could also be systematic variation in the \( M/L \) ratio due to stellar effects. These objects have uniquely large luminosity densities, and hence are the most likely places to show changes in star formation conditions (Dabringhausen et al. 2009) or simply be an extension of scalings that exist everywhere (such as variation for the Es is described in more detail in Section 4.3). Alternatively, they may be due to dynamical evolution or more complex formation scenarios (e.g., Goerdt et al. 2008; Taylor et al. 2010). Regardless, the significance of this tilt is not clear from this data set (although more tilted than the GCs), and the UCDs and GCs are quite distinct from the dSph sample.

Given the observation that the MW dSphs are dark-matter-dominated (Simon & Geha 2007; Strigari et al. 2008b; Simon et al. 2010), and GCs have \( M/L \) consistent with purely stellar systems (e.g., Pryor & Meylan 1993), we consider if there is a clean separation between these systems based on the MRL space parameters. We fit a plane that separates the dSphs from GCs by finding a plane that lies perpendicular to the best-fit line through the dSph sequence; we then offset the plane until it evenly divides the two populations, giving the plane rendered in Figure 4. This plane is a convenient empirical way to determine if an object is a faint dSph or a GC. In the MRL space for our data set, the best-fit separation plane is given by

\[
0.34 \log M_{1/2} - 0.50 \log L_{1/2} + 0.79 \log r_{1/2} = -1.35. \tag{2}
\]

Specifically, objects that lie at lower \( M_{1/2} \), lower \( r_{1/2} \), or higher \( L_{1/2} \) are GCs while others are galaxies. This same relation can easily be transformed into fundamental plane space, providing the separation plane

\[
0.68 \log \sigma - 0.50 \log I_\sigma + 0.13 \log R_e = -3.23 \tag{3}
\]

such that objects with lower \( \sigma \), higher \( \log I_\sigma \), or lower \( \log R_e \) are GCs while others are galaxies.

The fact that this single plane easily separates the GCs and dSphs in the MRL space implies that these are distinct classes of objects (see also the discussion in Appendix C—the arguments there for UCDs also apply to GCs). It is possible that future studies of faint/low surface brightness GCs may change the location of this separation plane, or even fill in the gap, rendering the plane completely arbitrary. But for this data set, the classes are completely separated by the plane of Figure 4. Further, we note that this plane implies that a galaxy/cluster projection using a single variable (e.g., Gilmore et al. 2007) is not sufficient to separate these populations, as is apparent from Figure 2. All three dimensions are necessary to account for the most extreme objects.

Additionally, we include UCDs in Figure 4 and find that they also lie clearly separated by the plane, even though they are not included in the determination of the best-fit separation plane. This is suggestive that they are in the same class as GCs and not on the galaxy sequence. However, although given the tilt discussed above, we cannot discount the possibility that this is simply due to a relative rarity of the most massive UCDs to bridge the gap.

Given that GCs and UCDs both lack clear evidence for dark matter and sit in a distinct region of MRL space we are inclined to treat them as stellar systems rather than “galaxies,” which we define operationally as stellar systems that are bound to a dominant dark matter halo (as discussed in Section 1). Alternatively, a second scenario is possible where UCDs do contain significant dark matter. If this is the case, then an interesting implication follows: there would need to be a dichotomy in galaxy formation efficiency in dark matter halos of a fixed virial mass. Specifically, as shown in Appendix C, most UCDs are consistent with no dark matter given the uncertainties in the expected stellar mass-to-light ratios. If we force a stellar mass-to-light ratio of 2 (such that their dark matter densities are comparable to their dynamical mass densities) then the

Figure 4. Three-dimensional representation of the dSph/GC separation plane in MRL space. The green points are GCs, blue points are UCDs, and the yellow points are dSphs. The transparent cyan plane is given by Equation (2), chosen to separate the two populations, fit using only the dSphs and the GCs (see text for details of the fit). A rotating animation of this plot is available at http://www.physics.uci.edu/~bullock/figcurve/movies.html. (A color version of this figure is available in the online journal.)
implied dark matter densities are incredibly high—comparable
to the central densities of the most massive galaxy clusters
($M_{\text{vir}} \sim 10^{16} M_\odot$). dSphs of similar luminosities sit in $M_{\text{vir}} \sim 10^{9} M_\odot$ halos. UCD dark matter mass fractions would need to be extremely fine-tuned (and different from object to object) in order to avoid a dichotomy in galaxy formation efficiency at a fixed dark matter halo mass—a dichotomy that is not seen for any other type of spheroidal system. This is an interesting possibility and may call for more investigation, as such a result would be difficult to explain in LCDM.

Nevertheless, we regard the above scenario to be unlikely and adopt the simpler interpretation that UCDs are purely stellar in luminosity (not in mass) at $L_{\ast}/L_\odot \sim 10$. As discussed by Wolf et al. (2010) for dE and Es, we connect these scaling trends to dark matter halo virial masses and relate them broadly to galaxy formation in Sections 5 and 4.

4. FUNDAMENTAL CURVE

It is evident in Figures 2 and 3 that CSphs, Es, dEs, and dSphs seem to curve through MRL space along a one-dimensional sequence (see also Graham et al. 2006; Graham & Worley 2008, for dE and Es). We refer to this sequence as the “fundamental curve” and we plot analytic representations of this curve in the left panel of Figure 6 along with the associated data points. We discuss these analytic curve representations Sections 4.1 and 4.2.

It is important to note that the existence of this one-dimensional curve does not imply that these objects are a single parameter family, nor that the curve is a more suitable fit than a higher-dimensional construct. As the fundamental plane (Graves et al. 2009b) for Es and fundamental manifold (Zaritsky et al. 2006b) show, galaxies do show systematic variation along multiple directions in fundamental plane or MRL space. We do not aim to compare the statistical significance of these relations to the fundamental curve, as the applications of one-dimensional and two-dimensional relations are quite different. Instead, the best way to think of the fundamental curve is as the direction of largest variation of this set of dispersion-supported galaxy properties. Thus, it is useful as the first-order scaling relation, and hence the first priority is to understand galaxies’ positions along the curve. The other significant scalings are then encoded in the “intrinsic scatter” about the fundamental curve (discussed and quantified in Sections 4.3 and 5.2).

The right panel of Figure 6 shows the same data, but now in dMRL space. Recall that the only difference between dMRL space and MRL space is that the dynamical mass within the half-light radius, $M_{1/2}$, is replaced by the dark matter mass within the same radius: $M_{1/2} \rightarrow M_{1/2}^{\text{DM}}$. The half-light dark

Figure 5. Mass-to-light ratios within the half-light radius, $Y_{1/2} = M_{1/2}/L_{1/2}$, in units of $M_\odot/L_\odot$, shown as a function of each of the MRL variables. Error bars shown along the top of each panel are representative of the observational uncertainties in each parameter and each galaxy type, indicated by matching color code and location in the $M_\ast$, $R_\text{vir}$, or $L_\ast$-axis. For the dSphs, we include separate error bars for the classical and SDSS dwarfs. The “?” for the CSph $M_{1/2}$ indicates the additional (unquantifiable) uncertainty unique to the CSph, due to the use of the cluster galaxies to determine the velocity dispersion instead of the actual dispersion of the ICS. (A color version of this figure is available in the online journal.)
matter mass is determined by subtracting the stellar mass of each system via $M_{1/2}^{DM} = M_{1/2} - M_*/2$. For the E galaxies of Graves et al. (2009b) we use stellar masses derived from the estimates of Gallazzi et al. (2005) (see Graves & Faber 2010, for more details). For the dE sample of Geha et al. (2003), explicitly computed stellar masses are unavailable so we assign them stellar masses from their observed integrated colors using the prescription of Bell et al. (2003). For the CSphs and dSphs we assume $M_{1/2} = M_{1/2}^{DM}$, because the dynamical mass-to-light ratios in these systems are very large.

The motivation for exploring dMRL space and its fundamental curve is that we would like to use the dark matter mass density within $r_{1/2}$ as an estimator for the halo virial mass. With a virial mass estimate in hand, the fundamental curve relation can be used to provide an approximate, average relationship between halo virial mass ($M_{\text{vir}}$) and galaxy luminosity ($L$). This necessitates comparison to a one-dimensional dMRL relation, as halo virial masses are a one-parameter family. We discuss this effort in Section 5.

4.1. MRL Curve Models

We have chosen to quantify the fundamental curve by treating $r_{1/2}$ as the parametric variable. We fit two relations, one in the $r_{1/2} - L_{1/2}$ plane and another in the $r_{1/2} - M_{1/2}$ plane. The derived pair of relations (RL and RM) define our fundamental curve relation for the three MRL variables. We also fit the curve directly in three dimensions for some models, but the derived parameters were effectively identical, and hence we use the simpler two-dimensional fits for clarity. We now describe our choice of functional forms for modeling these relations, followed by a set of five best-fit models for the fundamental curve, distinguished by slight differences in the fitting procedure and the choice of $M_{1/2}^{DM} = M_{1/2} - M_*/2$ as the mass variable in place of the raw $M_{1/2}$.

For the $r_{1/2} - L_{1/2}$ relation, we define $\tilde{r}_L \equiv \log(r_{1/2}/r_L)$ and $\tilde{L} \equiv \log(L_{1/2}/L_0)$ and employ a fit following the empirically motivated form

$$\tilde{L} = \tilde{r}_L \frac{a + b}{2} + [s - \tilde{r}_L(a - b)]\frac{\arctan(\tilde{r}_L/w)}{\pi}.$$  \hspace{1cm} (4)

Equation (4) has the property of smoothly transitioning from an asymptotic slope $a$ (such that $L_{1/2} \propto r_{1/2}^a$ for $r_{1/2} \ll r_L$ to $b$ (i.e., $L_{1/2} \propto r_{1/2}^b$) for $r_{1/2} \gg r_L$, with the width of the transition zone at $r_L$ defined by $w$. The parameter $L_0$ is then the characteristic luminosity at $r = r_L$, and the final parameter $s$ determines the size of a luminosity offset that occurs in the transition region (e.g., the break in luminosity at $\log(r_{1/2}) \approx 0$ in the upper middle panel of Figure 7). This fitting function simply yet generically captures the behavior of a data set that has distinct asymptotic power laws and a smooth transition region between them.

For the $r_{1/2} - M_{1/2}$ relation we utilize a fitting function with a form identical to Equation (4):

$$\tilde{M} = \tilde{r}_M \frac{a + b}{2} + [s - \tilde{r}_M(a - b)]\frac{\arctan(\tilde{r}_M/\omega)}{\pi}.$$  \hspace{1cm} (5)

where $\tilde{r}_M = \log(r_{1/2}/r_M)$, so that $r_M$ defines the transition radius and $\tilde{M} = \log(M_{1/2}/M_0)$ defines a characteristic mass scale $M_0$ at $r = r_M$.

Using this method, the $M_{1/2}$ versus $L_{1/2}$ relations are generated by eliminating our chosen parametric variable $r_{1/2}$ in Equations (4) and (5). For comparison, we also directly fit the ML relation using the form of Equation (4), and find very similar relations to those shown below. Hence, the results presented here are likely not very sensitive to the choice of $r_{1/2}$ as the parametric variable.

Motivated by the fact that we are interested in understanding each type of galaxy universally (CSph, E, dE, and dSph) we weight the data points such that each of the four groups has equal weight (i.e., the weight for each point is $1/N_{\text{type}}$ where $N_{\text{type}}$ is the number of objects of that type). Furthermore, for the
Table 2. The relation is shown in projection on the MRL “MRL-1,” with best-fit parameters given in the first column of Table 2. The fit parameters listed in Table 2 for the MRL-2 model reveal that the smallest galaxies with $L \lesssim 2 L_0 \approx 4 \times 10^9 L_\odot$ follow a mass–luminosity relationship that varies weakly with luminosity

$$M_{1/2} \propto L_{1/2}^{\alpha/I} \propto L_{1/2}^{0.30},$$

while the largest galaxies ($L \gtrsim 4 \times 10^9 L_\odot$) obey a steep mass–luminosity relationship with

$$M_{1/2} \propto L_{1/2}^{\beta/I} \propto L_{1/2}^{3.2}.\tag{7}$$

Both regimes are clearly very far from mass-follows-light scalings$^5$ (i.e., $M_{1/2} \propto L_{1/2}$).

For the smallest galaxies, large changes in luminosity correspond to fairly minor changes in half-light mass. Conversely, for the largest galaxies, a factor of $\sim 2$ change in luminosity corresponds to more than an order of magnitude change in half-light mass. This is the same effect noted in Section 3 (with regard to Figure 5), and without any appeal to theory suggests that two qualitatively different processes are acting to suppress baryon conversion into stars along the transition from small galaxies to large. The smallest galaxies seem to be limited by the dark matter mass itself (e.g., by the potential well depth), while the largest galaxies seem to be baryon limited (e.g., by the supply of cool gas for star formation).

Also of interest is the sharp transition in the RM relation at $\log(r_{1/2}) \simeq 0.5$ and $\log(M_{1/2}) \simeq 9$, where the half-light mass

$$r_{1/2} \approx 0.5 \text{ kpc} \quad \text{and} \quad M_{1/2} \approx 10^9 M_\odot,$$

$^5$ For $r_{1/2}$ and $M_{1/2}$ values somewhat different from the best fit for this data set, the values of these slopes can be quite different, but mass-follows-light never holds for any reasonable fits.
Figure 6 and the lower panels of Figure 7 as the red dashed line. In the third column of Table 2 and plotted in the right panel of Figure 6.

light ratios of galaxies reach their minimum (Figure 5) and thus corresponds closely to the point where the dynamical mass-to-dark matter. It is possible that this feature is enhanced or even caused by the effects of baryonic contraction (Blumenthal et al. 1986) as discussed in the context of dark matter masses below.

4.2. dMRL Curve Models

Recall that the dMRL relation is distinguished from the MRL relation by the use of $M_{1/2}^{DM} = M_{1/2} - M_*/2$ as the mass variable in place of the raw dynamical $M_{1/2}$. The fit to the data in this space using Equations (4) and (5) is our “dMRL-1” model. Trying a variety of starting values for the parameters revealed that $r_M$ is not well constrained by the data and often would end up outside the data set regardless of the starting value. Hence, we used the RL relation to set the scale, through the constraint $r_M = r_L$. Using this constraint, the final parameters are given in the third column of Table 2 and plotted in the right panel of Figure 6 and the lower panels of Figure 7 as the red dashed line.

As Table 2 shows, the dMRL-1 model best-fit parameters have $\alpha \approx \beta$, and $\sigma$ preferring 0. Equation (5) for dMRL-1 reduces to a power law for $\alpha = \beta$ and $\sigma = 0$, so the $r_{1/2} - M_{1/2}^{DM}$ relation turns out to be very close to a single power law (linear in $M$ and $r_M$). Hence, the RM relation can be modeled as a simple power law

$$M_{1/2} = M_0 (r_{1/2}/r_M)^w,$$

where $r_M$ is determined from the dMRL-1 fit to simplify comparisons. The value of the slope $\alpha = 2.33$ is also given in Table 2. The lower middle panel of Figure 7 compares this fit (red dotted line) to dMRL-1, showing an insignificant difference.

Thus in the second dMRL model (dMRL-2) we adopt Equation (8) as the model for the RM relation, and the RL model of MRL-2, selected due to the likely presence of the stealth galaxy selection effect. We tabulate the best-fit parameters for this model in the second-to-last column of Table 2, and plot it as the black solid line in the lower panels of Figure 7 and the right panel of Figure 6.

In the RM relation of the dMRL space, we include for comparison the Walker et al. (2010) relation derived using MW dSphs for the faint end and spiral galaxy rotation curves for the galaxy regime (black dash-dotted line on the lower middle panel of Figure 7). We note here that while the Walker et al. (2010) non-dSph sample is a very different set of galaxies that may obey different scaling relations from our sample, it is fairly close to our relation in the galaxy regime. However, the relation steepens with the inclusion of Es and CSphs, so our derived slope is somewhat higher than an $M_1^{DM} \propto r^2$ relation.

Motivated partly by this $M_1^{DM} \propto r^2$, we force the faint-end slope to 2 and set the normalization to pass through the dSphs. We then force the $r_M$ scale to match $r_L$ (from MRL-2), set $\omega = 0.01$ to ensure a small transition region, and fit the remaining parameters. We also continue to use the RL model of MRL-2 for dMRL-3. In the last column of Table 2, we show the best-fit parameters of this model, and in the lower panels of Figure 7 and the right panel of Figure 6, we plot it asthe green dashed line.

Before continuing, we note a discrepancy for the E galaxies in the dMRL models, most apparent in the lower-middle panel of Figure 7—the Es tend to have higher $M_1^{DM}$ than the best-fit relations. Recall, however, that the primary motivation for exploring the $M_1^{DM}$ as a parameter is that it will allow us to map galaxy properties to an underlying dark matter halo mass. This mapping is hindered somewhat by the contraction of baryons. An anomalously high dark matter mass for the galaxies with the highest baryonic-to-dark matter ratio is precisely what is expected if dark matter halos contract due to central condensation of baryonic matter (Blumenthal et al. 1986). Thus, we might expect an offset in the scaling relations of galaxies at the scale where baryonic condensation has been the most significant. In Section 5 we estimate the degree to which baryonic contraction has increased the $M_1^{DM}$ masses in our E galaxy sample and show that this increase approximately

---

**Table 2**

| Model Name | MRL-1 | MRL-2 | dMRL-1 | dMRL-2 | dMRL-3 |
|------------|-------|-------|-------|-------|-------|
| Mass Variable | $M_{1/2}$ | $M_{1/2}$ | $M_{1/2}^{DM}$ | $M_{1/2}^{DM}$ | $M_{1/2}^{DM}$ |
| RM Model | Equation (5) | Equation (5) | Equation (5) | Equation (5) | Equation (5) |
| $\log(r_*/\text{kpc})$ | $-0.04$ | $-0.04$ | $-0.04$ | $-0.04$ | $-0.04$ |
| $\log(L_0/L_\odot)$ | $7.54$ | $7.54$ | $7.54$ | $7.54$ | $7.54$ |
| $a$ | $1.67$ | $1.66$ | $1.66$ | $1.66$ | $1.66$ |
| $b$ | $0.26$ | $0.26$ | $0.26$ | $0.26$ | $0.26$ |
| $w$ | $0.32$ | $0.32$ | $0.32$ | $0.32$ | $0.32$ |
| $s$ | $6.58$ | $6.58$ | $6.58$ | $6.58$ | $6.58$ |
| $\log(r_M/\text{kpc})$ | $0.09$ | $0.09$ | $-0.04$ | $-0.04$ | $-0.04$ |
| $\log(M_0/M_\odot)$ | $9.12$ | $8.40$ | $8.50$ | $8.32$ | $8.32$ |
| $\alpha$ | $1.44$ | $2.33$ | $2.32$ | $2.00$ | $2.00$ |
| $\beta$ | $1.42$ | $2.28$ | $2.27$ | $2.27$ | $2.27$ |
| $\omega$ | $0.27$ | $0$ | $0$ | $0.01$ | $0.01$ |
| $\sigma$ | $3.13$ | $3.13$ | $0$ | $0$ | $0.69$ |

Notes.

a Fiducial MRL model.
b Fiducial dMRL model.

---

Sudden jumps with increasing radius. This transition scale corresponds closely to the point where the dynamical mass-to-light ratios of galaxies reach their minimum (Figure 5) and thus where baryons contribute substantially to the mass compared to dark matter. It is possible that this feature is enhanced or even caused by the effects of baryonic contraction (Blumenthal et al. 1986) as discussed in the context of dark matter masses below.

---

...
accounts for the discrepancy. Further, as discussed more in Section 4.3, a power law for the RM relation is in general more robust to the problem of a non-monotonic mapping of baryonic galaxies to dark matter halos. Thus, use of a power law for the RM model is a reasonable choice for the exercise of halo profile matching (described in Section 5), while still being a decent fit to this data set. In the RL space, as described above for MRL-2, it is more appropriate to use the $s = 0$ model so as to prevent the stealth galaxies selection effect from strongly biasing the faint end slope. Thus, we adopt DMRL-2 as our fiducial model in the latter sections of this paper.

4.3. Scatter and Uncertainty in the Fundamental Curve

It is interesting to ask about the degree of intrinsic scatter within the fundamental curve that was defined in the previous section, but in order to do that we need to estimate the observational uncertainties on the MRL variables. Representative error bars for $M_{1/2}$, $r_{1/2}$, and $L_{1/2}$ are shown in Figure 5 for several galaxy types. Observational errors for $M_{1/2}^{DM}$ are presented in Figure 7. Individual error bars for each data point are shown in Figure 7. Note that for the faint dSphs and the CSPh, the measured mass-to-light ratios are much larger than any reasonable stellar population (e.g., $M_{1/2}/L_{1/2} \gg 1$). Hence, they are dark-matter-dominated ($M_{1/2} \approx M_{DM}^{1/2}$), and hence the $M_{1/2}$ and $M_{1/2}^{DM}$ errors are similar to each other. For the dE and E galaxies, however, the mass-to-light ratios are closer to that expected of stellar populations and hence a significant amount of mass within $r_{1/2}$ is in stars rather than dark matter, so $M_{1/2}^{DM}$ errors are larger for these objects due to the errors on $M_*$.

For the E galaxies, the uncertainty in $M_*$ due to stellar populations is a major uncertainty. While the observational errors play a role in general, for the large stacked E data sets here, the errors are certainly dominated by systematics, of which there are three major components (Graves & Faber 2010). First, there is variation due to the method used to derive $M_*/L$ (e.g., integrated colors or particular spectral features). As shown in Graves & Faber (2010), this contributes a 1σ scatter of $\sim 0.08$ dex. Second, the assumed star formation history affects the inferred stellar mass, at the level of 0.15 dex for this sample (Graves & Faber 2010). Third, the choice of initial mass function has a major effect on the inferred $M_*$. For the example (conservative) comparison of Chabrier as compared to Kroupa (Longhetti & Saracco 2009), the inferred $M_*$ varies by 0.26 dex. More detailed studies of individual objects can potentially reduce the systematics (e.g., Cappellari et al. 2006), but the analysis above is appropriate for the large data set in use here. Thus we show error bars by adding the above three components in quadrature, providing a factor of two uncertainty in the $M_*$ used for mapping $M_{1/2}$ to $M_{DM}^{1/2}$. This error on the Es is shown in Figure 7 as the error bar on $M_{DM}^{1/2}$, and we also adopt it in the next sections as the error for $M_{DM}^{1/2}$.

The error bars shown in Figure 7 account for the uncertainty in measuring the dark matter mass as it is today, but do not include the systematic uncertainty that remains in our ability to map an observed dark matter density to the virial properties of that dark matter halo. Baryonic contraction (Blumenthal et al. 1986) in particular can make the mapping between density and global halo mass quite difficult. We expect this uncertainty to be particularly important for E galaxies because they have the highest baryon fractions. We discuss this effect in more detail in Section 5.

For the dE sample, $M_*$ is inferred from SDSS colors as described in Section 5. Errors can be estimated from this procedure by comparing the inferred $M_*$, for each band. Using this procedure, the scatter in the inferred $M_*$ is about 30%, comparable to the observational errors for $M_{1/2}$. This estimate has its own set of systematic errors like those described above—we do not quantify this here due to the smaller sample size (and hence larger random errors) and more simplistic method compared to the Es. Regardless, the error bars are large enough to be consistent with the fundamental curve.

For the CSPh population, the uncertainty in $M_{1/2}$ is difficult to characterize, as it is primarily due to the use of the galaxies to trace the velocity dispersion instead of the ICS. The effect this will have is not as well understood, as represented by the “?” in the error bar of Figure 5. The simulations of Dolag et al. (2010) find a disagreement in $\sigma$ of $\sim 20\%$ between galaxies and the ICS component (i.e., approximately 50% in mass), although this is not necessarily representative of the clusters in our sample. In order to broadly represent this uncertainty, we have assumed a factor of two uncertainty on $\sigma$ in deriving the error bars in the next section.

Adopting these observational error bars, it is clear from the top panel of Figure 7 that the actual scatter about the fundamental curve is larger than the observational errors. We estimate the scatter by computing the residuals of $M_{1/2}$ and $L_{1/2}$ from the fundamental curve, and measure the standard deviation with weights as described in Section 4. The resulting as-observed scatter in $M_{1/2}$ at fixed $r_{1/2}$ about the MRL-2 relation is $\delta \log M_{1/2} = 0.41$. Subtracting the observational error in $M_{1/2}$ (including the contribution due to the error in $r_{1/2}$) in quadrature from this value, we obtain an estimated intrinsic scatter of $\Delta \log M_{1/2} = 0.38$. Using the dMRL-2 relation, the observed scatter in $M_{DM}^{1/2}$ at fixed $r_{1/2}$ is $\delta \log M_{DM}^{1/2} = 0.60$ and the intrinsic is $\Delta \log M_{DM}^{1/2} = 0.20$, due to the larger uncertainties in $M_{DM}^{1/2}$. We emphasize that this estimate of intrinsic scatter is only approximate, given our small samples size and our rough characterization of observational errors over the entire (disjoint) population of our objects.

Applying the same method to the RL relation (identical for MRL-2 and dMRL-2), we get an observed scatter in $L_{1/2}$ at fixed $r_{1/2}$ of $\delta \log L_{1/2} = 0.73$, and estimated intrinsic scatter $\Delta \log L_{1/2} = 0.71$. This is relatively high, but is driven almost entirely by a few dSph outliers (the low dSph points in the upper left panel of Figure 7) that render the distribution non-Gaussian. The dSphs generally have relatively high error bars, but this is not accounted for in the averaging process above. Thus, removing the discrepant dSphs gives an observed scatter of $L_{1/2}$ at fixed $r_{1/2}$ of $\delta \log L_{1/2} = 0.42$ and $\Delta \log L_{1/2} = 0.37$.

These values for the scatter are purely empirical measurements of the deviation of individual galaxies from the fundamental curve. As discussed in Section 4, the intrinsic portion of this scatter encodes all of the additional scalings in galaxy formation that are sub-dominant to the curve itself. In the next section, we describe theoretically expected scatter based on the profile matching scheme.

5. DARK MATTER PROFILE MATCHING

We now describe a technique to use the fundamental curve described in the last section to derive global relations connecting dark matter halos to the luminous properties of the galaxy. The main relationship we would like to derive is the median relation between $M_{\text{vir}}$ and $L$. We refer to this method as “profile
ACDM simulations predict that at a fixed physical radius \( r \), a more massive dark matter halo will be denser, on average, than a less massive dark matter halo (e.g., Navarro et al. 1997). Moreover, the typical mass profile for a given virial mass halo is determined by the virial mass in a one-to-one way, such that knowledge of \( M_{1/2}^{\text{DM}} \) and \( r_{1/2} \) for a galaxy can be mapped to the unique dark matter halo virial mass that gives \( M_{\text{halo}}(r = r_{1/2}; M_{\text{vir}}) = M_{1/2}^{\text{DM}} \). Of course, this mapping is not without scatter, and we address this issue in Section 5.2. This mapping is also made more difficult by the fact that some of the galaxies we consider reside within subhalos. We also address this point in Section 5.2.

We assume that each galaxy resides at the center of a dark matter halo and that galaxies have \( M_{1/2}^{\text{DM}} \), \( r_{1/2} \), and \( L_{1/2} \) values specified by the dMRL fundamental curve. We also assume that the dark matter densities within \( r_{1/2} \) can be mapped to a virial mass using density scaling relations derived for dark matter halos from dissipationless simulations. This is a reasonable assumption for most of our galaxies because most of them are dark matter dominated. This is not a good assumption for E galaxies, which have fairly high baryon mass fractions and have likely had their dark matter masses enhanced within \( r_{1/2} \) by baryonic contraction (Blumenthal et al. 1986; Napolitano et al. 2010). But as discussed in the previous section, the dMRL curves tend to lie below the dark matter masses in E galaxies in dMRL space. Indeed, we will show that a first-order correction for the effects of baryonic contraction yields “uncontracted” masses for E galaxies that sit along our dMRL fits.

We consider an ensemble of dark matter halos with a range of virial masses \( 10^7 < M_{\text{vir}}/M_\odot < 10^{16.5} \). Each halo is assumed to follow an NFW mass profile \( M_{\text{halo}}(r) = M(r; r_{1/2}) \) with a concentration parameter \( c \equiv r_{1/2}/r_s \) set by the median concentration–mass relations provided by Klypin et al. (2010) from the Bolshoi simulations. This simulation was run with cosmological parameters \( (\Omega_m = 0.27, \Omega_b = 0.05, h = 0.7) \) that are very similar to those favored by WMAP7 (Komatsu et al. 2010). We define virial mass and virial radius as in Klypin et al. (2010), using the virial overdensity as calculated by the spherical collapse approximation. Note that we have extrapolated their fitted concentration–mass–redshift relation to masses beyond those directly probed by the Bolshoi simulation \( (M_{\text{vir}} = 10^{10.3} - 10^{14.5} M_\odot) \). However, these extrapolations are consistent with the scaling behaviors expected from previous simulations that have probed higher and lower mass regimes directly (e.g., Neto et al. 2007; Springel et al. 2008; Macciò et al. 2008).

The implied dark matter mass profiles for many different virial masses are illustrated as colored lines in Figure 8. For reference, the half-mass radii for the dark matter halos, \( R_{1/2} \), are plotted as large colored circles at their associated half-mass values, \( M_{\text{halo}}(1/2) = M_{\text{vir}}/2 \). The slope of this relation is almost exactly \( M_{\text{halo}}(1/2) \propto (M_{\text{halo}})^{3/2} \), and therefore significantly steeper than the \( M_{1/2}^{\text{DM}} \propto r_{1/2}^{2.3} \) slope favored by our fiducial fit to the fundamental curve of stellar systems. The viral mass associated with each mass profile plotted is indicated to the right of the associated colored circle.

Overlaid on Figure 8 as a thick, solid black line is the \( M_{1/2}^{\text{DM}} \) versus \( r_{1/2} \) relation for our preferred fundamental curve fit (Model dMRL-2 in Table 2). The thick green, dashed line is the alternative dMRL-3 relation. Each point along these curves is mapped to a single luminosity via its respective dMRL relation. Each point on the line can also be mapped in a one-to-one way to a median dark matter halo virial mass, set by the particular \( M_{\text{halo}}(r) = M(r; M_{\text{vir}}) \) halo line it intersects. This allows us to back out an implied median relationship between galaxy luminosity and halo virial masses across the range of galaxies considered. Figure 9 shows the implied \( M_{\text{vir}}-L \) mapping for each of these curves (dMRL-2, solid blue with points and dMRL-3, green dashed) in the upper right panel. Associated relationships between \( M_{\text{vir}} \) and the other fundamental curve parameters are shown in the other panels of Figure 9. Full analytic descriptions of these relation are provided in Appendix A (see Table 3). For dMRL-2, the \( M_{1/2}^{\text{DM}} \) versus \( M_{\text{vir}} \) and \( r_{1/2} \) versus \( M_{\text{vir}} \) relations are fairly well characterized by power-laws with \( M_{1/2}^{\text{DM}} \propto M_{\text{vir}}^{0.36} \) and \( r_{1/2} \propto M_{\text{vir}}^{1.39} \). The - to-MRL relation, meanwhile, can be approximated on the faint end as \( L \propto M_{\text{vir}}^{2.84} \) and on the bright end as \( L \propto M_{\text{vir}}^{4.59} \). As expected from our \( M_{1/2}^{\text{DM}} \) versus \( L_{1/2} \) scalings, one interpretation is that mass is the limiting factor in galaxy formation for faint galaxies while baryonic feedback of some kind limits galaxy formation for bright galaxies.

Returning to Figure 8, we have also plotted the galaxy data points used to fit the fundamental curve as colored symbols, with error bars reproduced from the lower middle panel of Figure 2. The symbol types are the same as those described in Section 2 and Figures 5–7 except for the red (E) points, as described below. Clearly, these points exhibit a large scatter at fixed radius. As we discuss (and illustrate) in the next section, one of the reasons for the apparent scatter and offsets is that the measurement errors on each data point are quite large. This is particularly important for the red symbols (Es), for which small errors in stellar mass estimation can propagate to very large errors in the dark matter masses plotted, potentially in a systematic way. We discuss inherent versus observational scatter in detail in Section 5.2.

Another effect that adds uncertainty to the mapping between halo mass and galaxy luminosity is baryonic contraction (Blumenthal et al. 1986; Napolitano et al. 2004), which increases the dark matter density within a given radius from what it otherwise would have been absent the infall of baryons. The E points (red circles) in Figure 8 have been modified in their \( M_{1/2}^{\text{DM}} \) masses from those shown in Figures 6 and 7 in order to approximately account for this effect. Specifically, the DM masses for the E galaxies in this plot are estimates of the “intrinsic” dark matter masses within \( r_{1/2} \) prior to the infall of baryons. We make this estimate using the contra code of Napolitano et al. (2004) applied to the E galaxy bin with the largest number of galaxies.

In order to estimate the degree of the mass enhancement from baryonic contraction, we assume that the initial virial mass followed is that implied by our fiducial curve in Figure 9 (dMRL-2) for the \( r_{1/2} \) of the chosen E bin. We use the concentration–mass relation discussed above to determine the \( c_{\text{vir}} \) for an NFW profile. For simplicity we assume a Hernquist (1990) model for the stellar distribution with \( M_s \) and \( r_{1/2} \) set by the E bin. We determine the ratio of the mass within \( r_{1/2} \) before and after the contraction, and correct our profile matching by this ratio. The points shown in Figure 8 assume the Blumenthal et al. (1986) adiabatic contraction formula, but we find that with both the Napolitano et al. (2004) and Blumenthal et al. (1986) methods, the correction is large enough to move...
Figure 8. Profile matching schematic. The solid colored lines are the enclosed mass as a function of distance from the center for NFW profiles of a given mass assuming a $c$-$M$ relation as described in the text. Their virial radii are enumerated at $R_{1/2}^{1/2}$ (i.e., $M(R_{1/2}^{1/2}) = M_{\text{vir}}/2$) as large colored points. The black solid line is our fiducial fundamental curve relation (dMRL-3) projected into this space, while the green dashed line is dMRL-3 (see Section 4). The points are the data points used to fit the fundamental curve (see Section 2 for meaning of colors and symbols). Observational error bars are shown for $M_{DM}^{1/2}$ and $r_{1/2}$, derived as described in Section 4.3. We note that the observational error bars on each point are significant and this contributes to the apparent scatter in the data. For the E data points, we correct the observed $M_{DM}^{1/2}$ for baryonic contraction using the Blumenthal et al. (1986) adiabatic contraction estimate described in the text, which results in an offset of $\sim 0.5$ dex in log($M_{DM}^{1/2}$). In the inset, we show the E galaxies before this correction as red open circles, and the solid red points with black outlines are the corrected values. (A color version of this figure is available in the online journal.)

the E galaxies onto the dMRL-2 relation. For simplicity, the error bars on the E points here are simply scaled versions of the direct uncertainty in $M_{DM}^{1/2}$ as presented in Figure 7 and do not include the additional uncertainty in the baryonic contraction correction, which is certainly large but hard to quantify. The errors shown here are conservatively small for this reason.

The uncertainty in profile matching in the E/dE regime is nicely illustrated by the differences between the solid curve (from dMRL-2) and green dashed curves (from dMRL-3) in Figure 9. The dMRL-3 relation yields bumps (e.g., a plateau in $L$ around $M_{\text{vir}} \sim 10^{12} M_\odot$) due to the enhanced $M_{DM}^{1/2}$ at log($r_{1/2}$) $\sim 0$ associated with this relation. This break in the MR relation maps onto an increased $M_{\text{vir}}$, creating this unexpected feature, which is likely an artifact of baryonic contraction correction, possibly with a component due to uncertainties in $M_\ast$.

Regardless of the nature of this bump, however, this dMRL-3 scaling does a slightly better job in matching the properties of the faintest galaxies, as it was designed to have an MR relation that is overweighted in the dSph regime (compare the dashed and solid lines in Figure 8). Interestingly, the green dashed curves in Figure 9 reveal features in the scaling relations of the smallest galaxies at $M_{\text{vir}} \sim 10^8 M_\odot$ in the form of a wall in $M_{\text{vir}}$. Strictly speaking, this is a breakdown in monotonicity of the $L$-$M_{\text{vir}}$ relation (discussed further in Section 5.1), but for dMRL-3 this is because $M_{\text{vir}}$ is very nearly constant with $L$. This might be indicative of a common mass scale for small galaxies (Strigari et al. 2008a; Peñarrubia et al. 2008a; Okamoto & Frenk 2009; Wolf et al. 2010) under which luminous galaxies do not inhabit dark matter halos. Abundance matching does not constrain the existence of such a scale, as the galaxies in those halos are too faint to be observed in statistically significant quantities outside the Local Group. As we discuss below, profile matching is just approaching the point where we can begin to test this possibility as part of a global relation.

5.1. Comparison to Abundance Matching

Figure 10 compares our fiducial profile matched results (blue lines, dMRL-2) to those of the independent technique of abundance matching (red lines). The implied ratios ($M_{\text{vir}}$-$L$) versus $M_{\text{vir}}$ are shown in the left panel and the equivalent relations for ($M_{\text{vir}}$-$L$) versus $L$ are shown in the right panel. The blue profiled-matching lines are shown as dashed in the regime where the average dynamical mass-to-light ratio within $r_{1/2}$ is indicative of a significant stellar component, with $M_{1/2}/L_{1/2} < 9$. The line is solid in the regime where our stellar mass subtraction is less important for the dark matter mass determination within $r_{1/2}$. The line types emphasize the point that our profile matching technique is most trustworthy in...
the luminosity/mass extremes. We return to this point again in Section 5.2.

The red curves, specifically, illustrate the \( M_{\text{vir}} - L \) relation that is set by forcing the cumulative abundance of dark matter halos more massive than \( M_{\text{vir}} \) to match the observed cumulative abundance of all galaxies brighter than \( L \) (described, for example, in Kravtsov et al. 2004; Conroy & Wechsler 2009; Busha et al. 2010; Moster et al. 2010). We use the SDSS luminosity function of Blanton et al. (2005) and the halo mass function of Tinker et al. (2008, for WMAP7 cosmological parameters). To convert from the SDSS bands used in Blanton et al. (2005) to the \( V \) band used in this work, we use the transformation \( V = g - 0.59 * (g - r) - 0.01 \) from Jester et al. (2005), implicitly assuming all galaxies have average colors. The line becomes dashed where we have extrapolated beyond the luminosity function completeness limit and becomes dotted at large luminosities where statistical uncertainties affect our ability to quantify the luminosity function.

It is encouraging in Figure 10 that our derived profile matching relation for dMRL-2 (blue, with circles) reveals a similar U-shape as does the abundance matching relation (red).

In particular, our profile matched curve reveals a minimum of \( M_{\text{vir}}/L \approx 80 \) at \( M_{\text{vir}} \approx 2 \times 10^{12} M_{\odot} \) and \( L \approx 2 \times 10^{10} L_{\odot} \), reflecting scales where galaxy formation efficiency is maximized. Similarly, the abundance-matched curve minimizes at \( M_{\text{vir}}/L \approx 80 \) at \( M_{\text{vir}} \approx 3 \times 10^{11} M_{\odot} \) and \( L \approx 4 \times 10^9 L_{\odot} \). This factor of ~6 agreement is reasonably encouraging, considering that the minimization of the abundance-matched curve occurs well within the regime where abundance matching is most affected by baryonic uncertainties. Compare the minima to the mass-to-light ratio that would result in the limiting case where 100% of each halo’s baryons is converted to stars: \( (M_{\text{vir}}/L)_{\text{min}} = \Upsilon_*/f_{\text{baryon}} \approx 12 \) with \( \Upsilon_* \approx 2 \) set by the average stellar mass of

| \( y \) | \( y_0 \) | \( M_{\text{vir}}^0/M_{\odot} \) | \( A \) | \( B \) | \( W \) | \( S \) |
|------|------|-----------------|-----|-----|-----|-----|
| \( M_{\text{DM}}^{1/2} \) | 2.03 \times 10^{12} M_{\odot} | 2.85 \times 10^{14} | 1.38 | 1.31 | 2.40 | 0 |
| \( L_{\text{1/2}} \) | 8.95 \times 10^{10} L_{\odot} | 1.78 \times 10^{12} | 2.84 | 0.26 | 0.71 | 0 |
| \( r_{1/2} \) | 70 kpc | 2.85 \times 10^{14} | 0.60 | 0.56 | 2.40 | 0 |
| \( M_{\text{vir}}/L \) | 199(M/L)_{\odot} | 1.78 \times 10^{12} | -1.84 | 0.74 | 0.71 | 0 |
the E sample in this work ($\Upsilon^\text{E}_{\ast} = 1.89$). The range $1 < \Upsilon^\ast < 3$ is shown in Figure 10 as the gray shaded region clearly below any of the matching curves. The implication is that even for galaxies that are maximally efficient in converting their baryons into stars, some $\sim 70\%$ of their baryons remain unconverted. Of course, the inefficiency of baryon conversion into stars is a well-known result of cold dark matter (CDM) based comparisons to galaxy luminosity functions. Nevertheless, it is encouraging that our profile matching analysis seems to imply the same level of inefficiency (on average) without appealing to abundance information in any way.

While the broad-brush agreement between abundance matching and profile matching is encouraging, clearly distinct differences are present for dMRL-2. There could be several explanations for this. The most straightforward is that our profile matching $M_{\text{vir}}/L$ relations are applicable to dispersion-supported galaxies, while abundance matching applies to galaxies of all types. This is particularly important in the mass range $M_{\text{vir}} \approx 10^{10} - 10^{13} M_\odot$ where the population of disky late-type galaxies become much more important relative to spheroidal early types as mass decreases. The star forming galaxies will have higher luminosities (lower $M_{\text{vir}}/L$) than their pressure-supported/passive counterparts at the same $M_{\text{vir}}$, and it is only this latter category that is reflected in our profile matching data set. Hence, if the star formation efficiency peaks at a different mass for early-type galaxies than late types, the two methods will give different results for the galaxies in this mass range.

Additionally, at the bright end, abundance matching typically matches the largest dark matter halos to bright E galaxies. Thus they do not include the more diffuse, harder to measure ICS. We have included the full CSph light, and therefore the profile matched relation has a larger $L$ at fixed $M_{\text{vir}}$ (or lower $M_{\text{vir}}/L$).

With this in mind, it is important to note that at the cluster scale, direct object-by-object comparisons of the measured efficiency (Gonzalez et al. 2007) is complimentary to the scaling relation approach for comparison to galaxy formation models. Further, it is possible to directly compare lensing-based mass estimates to the stellar mass (e.g., Zaritsky et al. 2008). With a large enough sample, this could potentially determine whether there is a discrepancy in either abundance matching or profile matching, although the abundance matching estimates are rather uncertain at these mass ranges due to the impact of small numbers of large clusters (discussed above). However, because clusters are, by nature, systems where the subhalos/lower-luminosity galaxies are near the peak of efficiency, the host halo of a cluster will always be significantly above the peak. Thus, this scale cannot probe the mismatch at peak efficiency. As larger lensing samples at lower masses become available, however, it may be possible to perform direct comparisons at those scales.

The disagreement between abundance matching and profile matching could be further influenced by the use of a luminosity function instead of the $M_{\ast}$ mass function. Because the luminosity function varies depending both on galaxy type (and thus, color) and choice of band, it could bias the inferred abundance matching scales differentially for different galaxy types. This explanation for the difference in Figure 10 is supported by results such as Moster et al. (2010) that find a characteristic scale in the $M_{\text{vir}}$–$M_{\ast}$ relation at $M_{\text{vir}} \approx 10^{12} M_\odot$, just where our profile matching efficiency is highest.

Other issues affect our interpretation of the dSph galaxies in our sample. First, almost all of them are located within the virial radius of the MW, meaning that their dark matter halos are subhalos, which may follow different scaling relations. We consider the effect of this on our derived relations in the next section. Also, for the very faintest galaxies, we are approaching a regime where surface brightness effects could lead to an observational bias to detect only the highest $M_{\text{vir}}/L$ galaxies (Bullock et al. 2010).

Despite these caveats, Figure 10 does clearly show similar patterns to those noted in Section 4. On the faint end, $\Upsilon_{\text{vir}} = M_{\text{vir}}/L$ shows a much steeper dependence on dark matter mass
(this time $M_{\text{vir}}$), while the CSphs on the bright end are much more sensitive to $L$. This continues to suggest that the dark matter halos are of greater importance for dSphs, while Es and CSph scalings are more controlled by baryonic physics.

A final intriguing property of the profile matching scheme is that there is a built-in consistency check for monotonicity in the $M_{\text{vir}}-L$ relation. Specifically, if the $M_{1/2}$ versus $r_{1/2}$ relation is anywhere shallower than the $M_{\text{halo}}(r)$ profile it is matching, then the assumption of a monotonic, one-to-one mapping from averaged halo mass (and density profile) to averaged galaxy luminosity must break down. The fact that the model used here does not have this problem implies self-consistency, although it does not guarantee this property in the actual universe. Clearly, given the size of the measurement errors (see below) the data at this point are not accurate enough to determine whether or not the relation becomes shallow enough to make the mapping double valued over a small $r$ range. We note, however, that if we only consider the smallest (magenta, dSph) galaxies ($r_{1/2} < 1$ kpc), the relation appears consistent with $M_{1/2} \propto r_{1/2}^2$. For $r \ll r_{1}$ (true for most of the dSphs here), NFW halos obey $M_{\text{halo}} \propto r_{1/2}^2$, so the profile matching is just at the limit of monotonicity in the relevant halo mass range (see, Walker et al. 2009; Wolf et al. 2010, for related discussions). We return to this issue in the next section.

### 5.2. Uncertainty and Scatter in the $M_{\text{vir}}-L$ Relation

Profile matching to the fundamental curve provides a potentially strong constraint on galaxy formation models, and in principle this method provides a means to test whether or not there is an average, monotonic $L-M_{\text{vir}}$ relation between galaxy luminosity and halo mass, and to investigate the degree of scatter about this relation. Unfortunately, this level of precision testing is hindered by several uncertainties. First, as discussed in Section 4.3, there is observational uncertainty that affects our ability to measure the scatter about and underlying shape of the fundamental curve. Second, there is theoretical uncertainty in the average mapping between an inner mass $M_{1/2} = M_{\text{halo}}(r_{1/2})$ and halo virial mass, which is particularly difficult (and somewhat ill-defined) for the dSph population we consider because they are subhalos. Finally, even in the limit where the theoretical mapping is perfect, there is a well-known scatter in halo profiles at fixed mass (Jing 2000; Bullock et al. 2001; Wechsler et al. 2002; Boylan-Kolchin et al. 2009) and this imposes a limiting cosmic scatter in the map between $M_{1/2}$ and $M_{\text{vir}}$. We discuss how all of these issues affect the $M_{\text{vir}}-L$ relation in what follows.

Figures 11 and 12 provide visual presentations of the observational and theoretical uncertainties in the profile matching relations for $M_{\text{vir}}$ versus $L$ (left) and the equivalent implied relations of $M_{\text{vir}}/L$ versus $M_{\text{vir}}$ (middle) and $M_{\text{vir}}/L$ versus $L$ (right). Starting with observational uncertainties, the error bar on $M_{\text{vir}}$ for each data point is estimated by offsetting the observables by their $1\sigma$ errors in $M_{1/2}^{\text{DM}}$ and $r_{1/2}$, and performing the profile matching for each data point individually (using the mean fundamental curve relation for Model 3). For the Es, we use the error bars adopted in the previous section (factor of two on $M_\ast$). We note that this implies very large errors on $M_{1/2}^{\text{DM}}$ for the E (and dE) galaxies, because these are the systems for which $M_{1/2}$ is closest to $M_{\text{halo}}$, and hence the possible error in $M_\ast$ has the largest effect on $M_{1/2}^{\text{DM}}$. This large uncertainty in $M_{1/2}^{\text{DM}}$ maps to an even larger (relative) uncertainty in $M_{\text{vir}}$. Figures 11 and 12 are distinguished by use of the dMRL-2 and dMRL-3 models, respectively.

Next we consider the cosmological scatter in the dark matter mass enclosed within a given radius for an ensemble of halos with identical virial masses. For field halos, this scatter can be accounted for by the scatter in the concentration–mass relation for dark halos, which is approximately log-normal in...
concentration with a variance of $\Delta \log(c) = 0.14$ (Wechsler et al. 2002). In principle, this cosmic scatter provides a lower limit on point-to-point scatter that can be measured in a profile matched $M_{\text{vir}}-L$ relation. We illustrate the magnitude of this cosmic scatter by the middle (dark gray) shaded band, which traces our best-fit relation (shown as a solid blue line connecting blue circles) in each panel. We see that this cosmic variance is particularly important for the smallest galaxies. This cosmic variance scatter is the minimal possible scatter expected for galaxies in ΛCDM. Even if galaxy properties tracked virial mass in a precisely one-to-one fashion, they would scatter about the profile matching relation with at least this amplitude.\footnote{In principle, if galaxy luminosity had a secondary dependence on halo concentration, then the covariance could act to reduce the cosmic scatter from profile matching, but this seems tuned and unlikely.}

An additional component of scatter and uncertainty must be considered for the dSph galaxies—because they are satellites of the MW, their dark matter halos are subhalos, and hence do not obey the same scaling relations as field halos (e.g., Bullock et al. 2001; Springel et al. 2008). More specifically, it is inappropriate to speak of a virial mass for a subhalo, because subhalos tend to be tidally truncated at radii that are smaller than the virial radius they had when they were first accreted. A more meaningful mass to be associated with each dSph is its halo’s virial mass at the time it was accreted. It is this mass, the virial mass at accretion, that would most likely show a strong correlation with galaxy luminosity.

Two competing effects may act to modify standard (field) mapping between inner mass and virial mass. First, at fixed virial mass, a halo at higher redshift will tend to be denser at a fixed physical radius than a halo of the same virial mass at a later redshift (because the virial density scales roughly with the density of the universe). Therefore, if a subhalo was accreted at some high redshift (e.g., $z = 3$) and it experienced no mass loss in its central regions (unlikely) then our viral mass estimates are biased high. The lower (red) shaded region in the $L < 10^7 L_\odot$ band of Figure 11 illustrates the degree by which the median relation would need to be shifted down in order to account for a $z \leq 3$ accretion that experienced no mass loss within its central region after accretion. The lower edge of the red band corresponds to the relation expected if all dSphs were accreted at $z = 3$ with no mass loss.

The second, competing processes that adds uncertainty to profile matching estimates for subhalos is tidal mass loss. Halos tend to lose mass at all radii after they are accreted, and this acts to decrease their central density for a fixed virial mass at accretion. The cosmological simulation of Boylan-Kolchin et al. (2009) shows that the median subhalo at $z = 0$ in a MW-type host has lost 75% of its initial total mass, while ~85% of subhalos in have lost < 90% of their initial total mass (M. Boylan-Kolchin 2010, private communication). However, the mass loss is far less significant in the inner regions we are probing here (Kazantzidis et al. 2004; Peñarrubia et al. 2008c; Wetzel & White 2010; Penarrubia et al. 2010). The simulations of Bullock & Johnston (2005) show that a 75% (90%) loss of total mass, results in a mass loss fraction within the inner 300 pc of only 20% (40%)—where $r_{1/2} = 300$ pc is the median half-light radius for our dSph sample. For the mass range of relevance $M_{\text{vir}} \propto M_{\text{300}}^3$ (Bullock et al. 2010), which implies that our fiducial $M_{\text{vir}}$ determination from field halo profile matching would be underestimated by a factor of $(0.8)^{-3.3} \sim 2$ for median subhalo mass loss, and by a factor of $(0.6)^{-3.3} \sim 5$ in the case of 90% total mass loss. Thus, in Figure 11 we include an upper (green) shaded region corresponding to a factor of five increase in the inferred $M_{\text{vir}}$, as a conservative estimate of the maximal scatter. This treatment is conservative because we expect that systems with the most mass loss will also have been accreted earlier, and therefore to have had higher virial densities overall. This offsetting effect has been ignored in the upper green shaded band.

Of course, if we knew the redshift of accretion and orbital trajectory (including mass loss) of each dSph in our sample, we could perform the profile matching in a more exacting way, but this is not practical with present data due to the uncertainties in the orbits of the MW satellites (Lux et al. 2010). Therefore, we have added both the effects in quadrature to the cosmic variance error band in Figure 11 in order to derive a limiting scatter estimate shown as the outer light gray regions in Figure 11.

Thus, the shaded bands about the average relations in Figure 11 can be thought of as a limiting theoretical scatter about the relation. In principle, if the data at a particular scale scatter about the relation with a larger variance than indicated by the shaded band, then this would be indicative of intrinsic scatter in the $M_{\text{vir}}-L$ relationship. This then implies that the secondary scalings in galaxy formation (e.g., two-dimensional scalings such as the fundamental plane) can be fit to the data set to provide useful information. Conversely, if the scatter (including observational
errors) is consistent with the theoretical scatter, the secondary scaling relations cannot be measured at that scale.

The possibility of detectable intrinsic scatter is particularly interesting at the faint end, where it has been noted that despite the wide ranges of luminosities, the MW dSphs appear to have similar halo masses, albeit with large scatter (Strigari et al. 2008a; Wolf et al. 2010) — this could be due to scatter (observational or intrinsic) masking a weak relation, scatter in halo mass about a new scale in galaxy formation, selection effects (e.g., the stealth galaxies’ influence as discussed in Section 5), or some as yet unknown effect. This scale appears particularly strongly in 12 due to the preferential fitting on the dSph. These data also admit a steepening power law instead of a true scale at the low-mass regime as suggested by Kravtsov (2010) to match the dSph luminosity function, so we plot this relation in Figure 10.

We note in Figure 11 that there is a systematic offset for the bright dSphs. This is primarily due to the tension between fitting the RM relation for the dE and the bright dSphs with a single power law, as is used for dMRL-2. In Figure 12, this offset is essentially gone, as the fit in the RM relation is tailored to fit best for the dSphs. This comes at the price of a poorer fit for the other galaxies, however, as well as an anomalously low Mvir/L apparent in Figure 10 (green dashed line in lower right panel). It is unclear if this tension is due to problems with ΛCDM accounting for the existence of galaxies in the halos of the bright dSph, evolutionary effects on subhalos (as discussed above), or the influence of baryonic contamination of M1/2, which is unaccounted for in our analysis of the dSphs.

Unfortunately, as is clear from comparing the data points to the shaded band in Figure 11, the observational uncertainty is still slightly too large on the faint end to determine if there is significant intrinsic scatter about the fundamental curve, although the data are close. Similarly, while the very faintest galaxies show deviation from fundamental curve in a way consistent with a new scale of flat Mvir/L, this level of deviation is not statistically significant. Similar uncertainties likely apply to M31 satellites, making it difficult to interpret the possible existence of an offset (Kalirai et al. 2010). Marginal improvements in data quality may be enough to shed light on these questions, however, as observational errors could be brought to the level of cosmological scatter. Furthermore, the predicted existence of far more faint dSphs in the Local Group to be detected in upcoming surveys (Tollerud et al. 2008; Martin et al. 2009; Bullock et al. 2010) provides hope that this degeneracy between intrinsic and observational scatter may be broken by sheer statistics. Nevertheless, the current data are not good enough to definitively address this question.

There is also hope on the bright end. Interestingly, the most massive, luminous objects are the ones that face the least cosmological scatter associated with the profile matching technique. As can be seen in Figure 8, as one travels along the fundamental curve projection to large values of r1/2 and M1/2DM, the associated Mvir determinations become more cleanly defined. Unfortunately, it is in this regime where our inability to determine CSph velocity dispersions limit the ability to cleanly determine M1/2.

6. CONCLUSIONS

We have examined the scaling relations for a broad collection of spheroidal stellar systems in an intrinsic MRL space of half-light mass (M1/2; Equation (1)), half-light radius (r1/2), and half-luminosity (L1/2). These MRL coordinates are a theoretically motivated transformation of the familiar fundamental plane variables and can serve as a bridge between direct observables and the predictions of galaxy formation models. The latter is facilitated by considering an alternative space we refer to as dMRL space. In dMRL space, the mass variable is M1/2DM—the dark matter mass within r1/2 rather than the dynamical mass. Our main findings are as follows.

1. All spheroidal galaxies—stellar systems with their own dark matter halos—track a one-dimensional fundamental curve through MRL space. This curve is visualized in three dimensions in Figure 6 and represented analytically in Equations (4) and (5) (with parameters from Table 2). The fundamental mass–radius–luminosity relation transitions from $M_{1/2} \propto r_{1/2}^{1.44} \propto L_{1/2}^{0.30}$ for the faintest dSph galaxies to $M_{1/2} \propto r_{1/2}^{1.42} \propto L_{1/2}^{3.2}$ for the most luminous CSphs. This $r_{1/2}–L_{1/2}$ scaling (MRL-2 model) is a good fit for the dSphs if we take into account the fact that the lowest luminosity dwarf galaxies suffer from surface brightness incompleteness (which biases the sample toward smaller r1/2). If we ignore this bias, the raw empirical relation (MRL-1 model) gives $M_{1/2} \propto r_{1/2}^{1.44} \propto L_{1/2}^{0.86}$ on the faint end.

2. Dwarf ellipticals (dEs) and normal ellipticals (Es) inhabit the transition regime between the limiting power laws, where the dynamical mass-to-light ratio within r1/2 is minimized at $Y_{1/2} \approx 3$. The dynamical mass as a function of r1/2 transitions quite abruptly as the galaxies become baryon-dominated (see Figure 7). When we subtract out the baryonic component with estimates for the stellar mass (although these are subject to uncertain systematic errors), the relation is better fit by a power law, particularly when we include an estimate for the effect of baryonic contraction (see the inset of Figure 8). The inferred slope for the $r_{1/2}–M_{1/2}^{DM}$ relation is $M_{1/2}^{DM} \propto r_{1/2}^{3.32}$, slightly steeper than the $M \propto r^2$ relation that has been discussed in the literature (Gentile et al. 2009; Napolitano et al. 2010; Walker et al. 2010).

3. GCs and UCDs do not follow the fundamental curve relation. Instead, GCs and UCDs inhabit overlapping/connecting regions in MRL space that resemble sections of mass-follows-light planes near $M_{1/2} = 3 L_{1/2}$, as illustrated in Figure 4. See Equation (2) for the exact form of the plane that separates this GC locus from the dSph portion of the fundamental curve. Note that the UCDs in our sample exhibit a small “tilt” away from the mass-follows-light plane, while GCs exhibit no such tilt—thus it cannot be ruled out that UCDs are a part of the galaxy sequence, but are intrinsically rare in the region where they meet the fundamental curve. However, dSphs separate distinctly from GCs and UCDs in MRL space, implying that if UCDs are actually embedded in dark matter halos, an irreducible dichotomy exists in galaxy formation.

4. The fundamental curve relation in dMRL space allows us to connect galaxies to their dark matter halos via an approach we call profile matching. Specifically, at each luminosity, an average galaxy sits in a specific point in the $M_{1/2}–r_{1/2}$ plane. This mass-density point can be mapped to an average dark matter halo virial mass, as illustrated in Figure 8. While we assume standard NFW halos in ΛCDM, this technique is easily adaptable to any dark matter halo type that can be cast as a single-parameter family. In the end, we can construct
relationships between luminous galaxy properties and their dark matter halo masses. This profile matching technique for deriving the $M_{\text{vir}}-L$ is most accurate at the high- and low-luminosity extremes (where dark matter fractions are highest) and is therefore quite complementary to statistical approaches that rely on having a well-sampled luminosity function.

5. Independent of any global abundance or clustering information, we find that (spheroidal) galaxy formation needs to be most efficient in ΛCDM halos of virial mass $M_{\text{vir}} \approx 10^{12} \ M_\odot$ and to become sharply inefficient in masses smaller than $M_{\text{vir}} \lesssim 10^{10} \ M_\odot$. On the other hand, the inefficiency of galaxy formation seems to occur more gradually as halos become more massive than $M_{\text{vir}} \approx 10^{14} \ M_\odot$. Rather, the inefficiency sets in sharply in luminosity at $L \simeq 10^{11} \ L_\odot$. These results are qualitatively consistent with the expectations of abundance matching (see Figure 10), although only if we use models that account for surface brightness selection effects on the faint end (dMRL-2 and dMRL-3). The sharpness of the transition with $M_{\text{vir}}$ on the faint end may imply the dark matter halo or potential depth drives scaling relations for low-mass galaxies, while the stronger dependence on $L$ on the bright end suggests baryonic physics controls the massive galaxy regime.

6. Object-by-object scatter about the $M_{\text{vir}}-L$ relation remains very difficult to quantify. Nevertheless, despite the large theoretical uncertainties associated with our profile matching technique at the low-mass end, the observational data for dSphs are almost to the point where we can explore intrinsic scatter about this relation in the smallest systems. On the other hand, the theoretical uncertainty in the mapping between points in the $M_{\text{DM}}^2-r_{1/2}$ plane and halo virial is much smaller on the scale of CSphs, so there is promise at the bright end from that respect. Unfortunately, stellar velocity dispersion for CSphs remains very difficult to obtain directly. A better approach would be to consider alternative mass–radius measurements for CSphs (based, for example, on X-ray studies) as has recently been explored by Trujillo-Gomez et al. (2010).

We close by mentioning that the existence of a fundamental curve in MRL space is not out of line with an understanding that galaxy properties show strong correlation with a single parameter (see, e.g., Disney et al. 2008, for similar results on an H1-selected sample). Nevertheless, this fact does not imply that all galaxies belonging to a given evolutionary sequence are completely or even primarily controlled by a single parameter—only that their first-order scaling relation is characterized by a single parameter when the galaxy properties are averaged. Our viewpoint is rather that the MRL relation presented above provides a useful bridge between observational properties and theoretical models. At the very least, models should be able to reproduce the one-dimensional scaling relation presented. Some guidance to that aim is provided by our dMRL-inspired profile matching, which seeks to unite galaxies across a space of virial mass, stellar luminosity, and stellar radius self-consistently.
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APPENDIX A

ANALYTIC FIT TO HALO MATCHING RELATIONS

In order to provide an analytic description of the derived $M_{\text{vir}}$ relations for our fiducial (dMRL-2) model results, we perform a least-squares fit of $y$ versus $M_{\text{vir}}$ for each of $y = L_{1/2}$, $r_{1/2}$, $M_{1/2}$, and $(M_{\text{vir}}/L)$ using the same fitting form as Equation (4):

$$
\log \left( \frac{y}{y_0} \right) = \mathcal{M} \frac{A + B}{2} + [S - \mathcal{M}(A - B)] \frac{\arctan(\mathcal{W}/W)}{\pi}.
$$

(A1)

Here, $\mathcal{M} \equiv \log(M_{\text{vir}}/M_{\text{vir}}^0)$ defines a characteristic virial mass scale $M_{\text{vir}}^0$ at $y = y_0$ and $W$ sets the width of the transition from $y \propto M_{\text{vir}}^0$ and $y \propto M_{\text{vir}}^2$ at small and large $M_{\text{vir}}$, respectively, and $S$ sets the offset in $\log(y)$ over the transition region. Each of the fit parameters $A$, $B$, $W$, $S$, $M_{\text{vir}}^0$, and $y_0$ is provided in Table 3 for our four $y$ relations, corresponding to the four panels of Figure 9.

We find that the $M_{\text{DM}}^2$ versus $M_{\text{vir}}$ and $r_{1/2}$ versus $M_{\text{vir}}$ relations for dMRL-2 are also very well characterized by power laws. Specifically we find

$$
M_{1/2}^\text{DM} \approx \left( \frac{M_{\text{vir}}}{1.35 \times 10^5 M_\odot} \right)^{1.36} M_\odot
$$

(A2)

and

$$
r_{1/2} \approx \left( \frac{M_{\text{vir}}}{2.17 \times 10^{11} M_\odot} \right)^{0.59} \text{kpc}.
$$

(A3)
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Figure 14. Three-dimensional representation of the data set in fundamental plane coordinates of $\log(I_e/L_\odot \text{pc}^{-2})$, $\log(R_e/\text{kpc})$, and $\log(\sigma/\text{km/s})$. The red transparent plane is the fundamental plane for ellipticals from Graves et al. (2009b), and the color/symbol code matches Figure 1. A rotating animation of this plot is available at http://www.physics.uci.edu/~bullock/fcurve/movies.html.

(A color version of this figure is available in the online journal.)

The $L$-to-$M_{\text{vir}}$ relation, meanwhile, can be approximated on the faint end as $L \propto M_{\text{vir}}^{2.84}$ and flattens on the bright end to $L \propto M_{\text{vir}}^{0.26}$.

APPENDIX B

ALTERNATIVE DATA PROJECTIONS

The fundamental plane of bright elliptical galaxies (Djorgovski & Davis 1987; Dressler 1987; Faber et al. 1987) lies within a three-dimensional parameter space that consists of the velocity dispersion ($\sigma$), the two-dimensional half-light (effective) radius ($R_e$), and the surface brightness ($I_e$). Here we define $I_e$ such that it is the mean surface brightness within $R_e$, in units of $L_\odot \text{pc}^{-2}$, although we note that slightly different definitions are sometimes used in the literature. The fact that these three variables are direct observables that scale together motivates the consideration of galaxies in this space. Two-dimensional projections of our data set (Table 1) on the fundamental plane axes are shown in the three panels of Figure 13. In Figure 14 we plot in a three-dimensional rendering of these same data. Also shown in transparent red in Figure 14 is the best-fit fundamental plane of Graves et al. (2009b).

From these plots, it is apparent that while the normal elliptical galaxies (E) lie well within the fundamental plane of Graves et al. (2009b), the CSPhs and dSPhs lift away from the plane in a non-trivial manner, in contrast to data sets that do not reach those extremes in luminosity (e.g., Burstein et al. 1997). However, it has been noted in the literature that the faint end of the fundamental plane (toward dEs) shows curvature up off the plane (Zaritsky et al. 2006a; Hyde & Bernardi 2009), and bright-end deviations from the fundamental plane are discussed in further detail in Zaritsky et al. (2006b). Here we note that the separation from the plane is much more significant when the dSph galaxies discovered in the SDSS ($R_e \lesssim 450 \text{ pc}$) are included alongside the “classical” dwarfs, as the SDSS dSphs extend nearly perpendicularly from the fundamental plane. With that in mind, the deviation from the plane is significant far beyond the scatter in the fundamental plane derived for bright E galaxies.

The “tilt” of the E fundamental plane here can be interpreted in the context of this curvature; the tilt of the fundamental plane is simply the shift of the observational fundamental plane from the expected virial plane (see Section 3 and the two planes in Figure 3). Curvature off the plane is then just continuation of this tilt past the typical regime of Es. The tilt in the Es can potentially be driven by a mix of stellar mass-to-light ratio variations and/or variation in the dark matter-to-baryon fraction within the halo of the galaxy in question (Cappellari et al. 2006; Bolton et al. 2007; Humphrey & Buote 2010; Napolitano et al. 2010; Treu et al. 2010; Graves & Faber 2010). It may also be an aperture affect due to dissipation causing a change in the apparent dark matter fraction by packing more baryonic material in the same volume of dark matter halo (Robertson et al. 2006; Hopkins et al. 2008). For our purposes, however, it is sufficient to note that the magnitude by which the largest and smallest spheroidal galaxies peel away from the fundamental plane cannot be explained by

Figure 15. Two-dimensional projection of the three-dimensional data shown in Figure 14 onto the $\kappa$ space of Bender et al. (1992): $\kappa_1 \propto \log M$, $\kappa_2 \propto \log ((M/L) I_e^3)$, and $\kappa_3 \propto \log (M/L)$, and $\kappa_1$ and $\kappa_2$ are approximately parallel to the fundamental plane. The color/symbol code maps to galaxy type as indicated, matching the scheme of Figure 1.

(A color version of this figure is available in the online journal.)
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Figure 16. Three-dimensional representation of the fundamental manifold of Zaritsky et al. (2006b) in MRL space (i.e., Figure 3). The transparent (green) manifold with solid lines is the fundamental manifold with the fit coefficients from Zaritsky et al. (2008) corrected to the V band (see text). The (blue) plane with dashed borders corresponds to $M_1/L_2 = 3L_1/L_2$, the mass-follows-light plane. The data point color and point-type scheme matches that of Figure 3 (or see Section 2). A rotating animation of this plot is available at http://www.physics.uci.edu/~bullock/fcurve/movies.html. (A color version of this figure is available in the online journal.)

baryonic effects—it can only be addressed in terms of dark matter content, due to the very large mass-to-light ratios.

For comparison with other work, Figure 15 shows the projection of the data onto the kappa ($\kappa$) space of Bender et al. (1992), a coordinate rotation that enables a reasonably physical interpretation with $\kappa_1 \propto \log M$, $\kappa_2 \propto \log ((M/L)_{1/2}^3)$, and $\kappa_3 \propto \log (M/L)$ such that $\kappa_1$ and $\kappa_2$ define a plane that is approximately parallel to the fundamental plane for ellipticals.

In Figure 16 we show this data set again in MRL space (as in Figure 3), but we now overplot the fundamental manifold of Zaritsky et al. (2006b) in transparent green. We use the fundamental manifold from Zaritsky et al. (2008, Table 1), using the transforms from Section 3 to convert from fundamental plane space to MRL space. We also adjust the luminosity from the value for the I band (used in Zaritsky et al. 2008) to the V band assuming all objects have V−I colors of typical E galaxies from Fukugita et al. (1995). While there will be an additional bias because $R_e$ for V and I bands will differ, this is likely small relative to the scatter and hence we disregard it.

Finally, in Figure 17, we show the mean mass density of our data set as derived from the middle panel of Figure 2. This is derived simply by tilting the log($r_{1/2}$)–log($M_{1/2}$) relation to give density within $r_{1/2}$ instead of mass (i.e., residuals from the dashed-dotted line in the middle panel of Figure 2, but with a different normalization fixed to standard density units).

APPENDIX C

UCD MASS ESTIMATES

As discussed in Section 3, UCDs present a puzzle in the MRL space. The most massive UCDs approach the fundamental curve, although with a gap that could potentially be a result of selection effects. Regardless, the current sample of UCDs form a distinct group (with GCs) from the dSphs for the faintest/smallest objects. Thus, if this sample of UCDs and dSphs are both galaxies, the scaling relations split into a dichotomy or bimodality at the faint end. For this paper we have focused on the dSph side of this relation, but here we consider the UCDs in the profile matching context.

Figure 18 is analogous to Figure 8, but zoomed in on the faint end and with UCDs added. Note that for UCDs, we determine the dark matter mass for the UCDs as $M_{DM1/2} = M_{1/2} - L_{1/2}/\Upsilon$, where an $\Upsilon$ is taken to be fixed at 1 (open circles) or 2 (filled circles). For the latter, we also show error bars based on a possible factor of two systematic uncertainty in stellar models, based on the discussion in Section 4.3 for E galaxies. The dSph error bars are from 8, based on the observational error bars in $r_{1/2}$ and $\sigma$.

Figure 17. Mean mass density within $r_{1/2}$ as derived from the $r_{1/2} - M_{1/2}$ relation (e.g., middle panel of Figure 2). The left panel uses the raw dynamical mass $M_{1/2}$ to compute the density, while the right panel uses the mass $M_{DM1/2}$ for which the stellar contribution has been subtracted. To guide the eye, we include the $\rho_{1/2} \propto r^{-1}$ relation (black dashed lines), and for the right panel, the isothermal case of $\rho_{1/2} \propto r^{-2}$ (black dotted line). The color/symbol code maps to galaxy type as indicated, matching the scheme of Figure 1.

(A color version of this figure is available in the online journal.)
The grid of NFW halos in Figure 18 clearly shows that the implied dark matter densities for UCDs are most consistent with cluster-sized (or larger) dark matter halos ($M_{\text{vir}} \gtrsim 10^{15}$). Taken at face value, this is impossible, as there are not enough of such halos where UCDs are found, and they would have clear kinematic effects on neighbors if UCDs had such massive halos. A few possibilities might explain these large virial masses. If UCDs do indeed have dark matter halos, baryonic contraction might boost their central densities (as described in Section 5 for E galaxies). However, given the extreme stellar densities and small sizes of UCDs (and hence short dynamical times), it seems unlikely that any baryonic contraction would be adiabatic. Hence we cannot apply adiabatic contraction as we have used to correct masses for the Es. A baryonic contraction model appropriate for UCDs could be used in the same way, although we do not do such a correction as such a model does not yet exist.

An alternative possibility is that the stellar population estimates are systematically in error. The error bars in 18 imply that such errors could explain most (possibly all) UCDs as entirely stellar objects—this corresponds to those where the error bars are upper limits. Alternatively, they may have dark matter halos with much smaller virial masses, but without better stellar population models, there is no way to tell the difference.

Thus, while UCDs are possibly consistent with lying inside dark matter halos, this implies a dichotomy in galaxy formation as well as being impossible to explain with standard ΛCDM dark matter halos. We therefore favor the simplest view that they are purely stellar systems.

REFERENCES

Adelman-McCarthy, J. K., et al. 2008, ApJS, 175, 297
Arnaboldi, M., Gerhard, O., Aguerri, J. A. L., Freeman, K. C., Napolitano, N. R., Okamura, S., & Yasuda, N. 2004, ApJ, 614, L33
Baumgardt, H., & Mieske, S. 2008, MNRAS, 391, 942
Bell, E. F., McIntosh, D. H., Katz, N., & Weinberg, M. D. 2003, ApJS, 149, 289
Belokurov, V., et al. 2007, ApJ, 654, 897
Belokurov, V., et al. 2009, MNRAS, 397, 1748
Bender, R., Burstein, D., & Faber, S. M. 1992, ApJ, 399, 462
Blanton, M. R., Lupton, R. H., Schlegel, D. J., Strauss, M. A., Brinkmann, J., Fukugita, M., & Loveday, J. 2005, ApJ, 631, 208
Blumenthal, G. R., Faber, S. M., Flores, R., & Primack, J. R. 1986, ApJ, 301, 27
Bolton, A. S., Burles, S., Treu, T., Koopmans, L. V. E., & Moustakas, L. A. 2007, ApJ, 665, L105
Bovill, M. S., & Ricotti, M. 2009, ApJ, 693, 1859
Boylan-Kolchin, M., Springel, V., White, S. D. M., Jenkins, A., & Lemson, G. 2009, MNRAS, 398, 1150
Bruzual, G., & Charlot, S. 2003, MNRAS, 344, 1000
Bullock, J. S., & Johnston, K. V. 2005, ApJ, 635, 931
Bullock, J. S., Kolatt, T. S., Sigad, Y., Somerville, R. S., Kravtsov, A. V., Klypin, A. A., Primack, J. R., & Dekel, A. 2001, MNRAS, 321, 559
Bullock, J. S., Stewart, K. R., Kaplinghat, M., Tollerud, E. J., & Wolf, J. 2010, ApJ, 717, 1043
Burstein, D., Bender, R., Faber, S., & Nolthenius, R. 1997, AJ, 114, 1365
Busha, M. T., Alvarez, M. A., Wechsler, R. H., Abel, T., & Strigari, L. E. 2010, ApJ, 710, 408
Cappellari, M., et al. 2006, MNRAS, 366, 1126
