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Abstract

This work is divided into two parts. First, we analyze the existence of positive bound and ground states for a second order stationary system coming from a coupled system of nonlinear Schrödinger–Korteweg-de Vries equations. We study in detail the results obtained in [29] and complete the proofs for better understanding. Second, we extend the previous results for a higher order system of nonlinear Schrödinger–Korteweg-de Vries equations. Looking for “standing-traveling” waves we arrive at a bi-harmonic stationary system, for which we prove the existence and multiplicity of solutions under appropriate conditions on the parameters.

Resumen

Este trabajo está dividido en dos partes. Primero, se analiza la existencia de soluciones de un sistema estacionario de segundo orden que proviene de un sistema no lineal tipo Schrödinger–Korteweg-de Vries. Se estudia detalladamente los resultados obtenidos en [29] y se incluyen las demostraciones detalladas para su mejor comprensión. La otra parte del trabajo está dedicada al estudio un sistema no lineal de alto orden también de tipo Schrödinger–Korteweg-de Vries. Buscando soluciones en forma de onda “estacionaria-viajera” se obtiene un sistema biarmónico estacionario, para el cual se demuestra la existencia y multiplicidad de soluciones bajo determinadas condiciones de los parámetros.
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Notations

\( L^p(\Omega) \) \hspace{2cm} \text{Lebesgue space with norm } \| \cdot \|_{L^p}. \\
\( L^q_{\text{loc}}(\Omega) \) \hspace{2cm} \text{Space of functions } f : \Omega \to \mathbb{R} \text{ such that } f \in L^p(K) \text{ for every compact set } K \subset \Omega. \\
\( C(\Omega) \) \hspace{2cm} \text{Space of continuous functions in } \Omega. \\
\( C^n(\Omega) \) \hspace{2cm} \text{Space of } n \text{ times continuously differentiable functions in } \Omega. \\
\( C^\infty(\Omega) \) \hspace{2cm} \text{Space of infinitely differentiable functions in } \Omega. \\
\( C_c(\Omega) \) \hspace{2cm} \text{Space of functions with compact support in } \Omega. \\
\( C^\infty_c(\Omega) \) \hspace{2cm} \text{Space of infinitely differentiable functions with compact support in } \Omega. \\
\( \mathbb{R}_N^+ = \{ (x',x_N) \in \mathbb{R}^N : x_N > 0 \} \) \hspace{2cm} \text{Set with the last component } x_N = 0. \\
\( Q = \{ (x',x_N) \in \mathbb{R}^N : |x'| < 1, |x_N| < 1 \} \) \hspace{2cm} \text{Set with the last component } x_N = 0 \text{ and } x' \text{ in the unit ball in } \mathbb{R}^{N-1}. \\
\( Q_+ = Q \cap \mathbb{R}_N^+ \) \hspace{2cm} \text{Intersection between } Q \text{ and } \mathbb{R}_N^+. \\
\( Q_0 = \{ (x',0) \in \mathbb{R}^N : |x'| < 1 \} \) \hspace{2cm} \text{Set with } x' \text{ in the unit ball in } \mathbb{R}^{N-1} \text{ and } x_N = 0. \\
\( W^{m,p}(\Omega) \) \hspace{2cm} \text{Sobolev space with } m \text{ derivatives in } L^p(\Omega). \\
\( W_{r}^{m,p}(\Omega) \) \hspace{2cm} \text{Space of the radially symmetric functions belong } W^{m,p}(\Omega). \\
\( W_{rd}^{m,p}(\Omega) \) \hspace{2cm} \text{Space of the non-increasing radially symmetric functions belong } W^{m,p}(\Omega). \\
\( L(X,Y) \) \hspace{2cm} \text{Set of the linear continuous maps from } X \text{ into } Y. \\
\( L_k(X,Y) \) \hspace{2cm} \text{Space of } k \text{-linear maps from } X \text{ into } Y. \\
\( C(\mathcal{U},Z) \) \hspace{2cm} \text{Set of continuous maps from } \mathcal{U} \text{ onto } Z.
\(C^k(U, Z)\)

Subset of \(C(U, Z)\) of \(k\) times differentiable maps \(J\) such that the application 
\(U \to L_k(X, \mathbb{R})\), defined as \(u \mapsto d^k J(u)\), 
is continuous.

\(C^{0, \alpha}(U, Z)\)

Set of maps \(J \in C(U, Z)\) such that
\[
\sup_{u,v \in U, u \neq v} \left( \frac{|J(u) - J(v)|}{\|u - v\|^\alpha} \right) < +\infty
\]
for some \(\alpha \in (0, 1]\). If \(\alpha = 1\) these maps are called Lipschitz continuous and if 
\(\alpha < 1\) these maps are nothing but the Hölder continuous maps.

\(C^{k, \alpha}(U, Z)\)

Set of maps \(J \in C^k(U, Z)\) such that 
\(d^k J(u) \in C^{0, \alpha}(U, Z)\).

\(\Omega^*\)

Symmetrized set of \(\Omega\).

\(u^*\)

Schwarz symmetrization of function \(u\).

\(\hbar\)

Reduced Planck constant (Planck constant divided by \(2\pi\)).

\(\nabla = \left( \frac{\partial}{\partial x_1}, \frac{\partial}{\partial x_2}, \ldots, \frac{\partial}{\partial x_N} \right)\)

Gradient differential operator

\(\Delta = \left( \frac{\partial^2}{\partial x_1^2} + \frac{\partial^2}{\partial x_2^2} + \cdots + \frac{\partial^2}{\partial x_N^2} \right)\)

Laplacian differential operator

\(\langle \cdot , \cdot \rangle_H\)

Scalar product in the Hilbert space \(H\).

\(\| \cdot \|_X\)

Norm in the space \(X\).

\(X'\)

Dual space of \(X\).

\(\hookrightarrow\)

Continuous embedding.

\(\hookrightarrow\hookrightarrow\)

Compact embedding.

\(\rightharpoonup\)

Weak Convergence.

\(a.e.\)

Convergence almost everywhere.

\(f|_\Omega\)

Restriction of function \(f\) to \(\Omega\).

\(\mathcal{F}|_\Omega\)

Set of functions \(f \in \mathcal{F}\) restricted to \(\Omega\).

\(\omega_N\)

Volume of the unit ball in \(\mathbb{R}^N\).

\(\omega'_N\)

Surface of the unit sphere in \(\mathbb{R}^N\).

\(T_p M\)

Tangent space to \(M\) at the point \(p \in M\).

\(\oplus\)

Direct sum.

\(d_G J\)

Gâteaux differential of \(J\).

\(d J\)

Fréchet differential of \(J\).

\(d_M J\)

Constrained derivative of \(J\) on a manifold \(M\).

\(\nabla_M\)

Constrained gradient of \(J\) on \(M\).

\(\mathcal{H}_N\{X\}\)

\(N\)-dimensional (Hausdorff) measure of the set \(X\).
Introduction

This work aims to prove the existence of solutions for two coupled systems of partial differential equations.

The first system is composed by a nonlinear Schrödinger equation and a Korteweg-de Vries equation as follows

\[
\begin{align*}
    if_t + f_{xx} + |f|^2 f + \beta f g &= 0 \\
    g_t + g_{xxx} + gg_x + \frac{1}{2}\beta(|f|^2)_x &= 0,
\end{align*}
\]

where \( f = f(x,t) \in \mathbb{C} \) while \( g = g(x,t) \in \mathbb{R} \), and \( \beta \in \mathbb{R} \) is the real coupling coefficient. System (S1) appears in phenomena of interactions between short and long dispersive waves, arising in fluid mechanics, such as the interactions of capillary-gravity water waves. Indeed, \( f \) represents the short wave, while \( g \) stands for the long wave. See [3, 28, 29, 30, 43] and the references therein for more details. We look for solitary “traveling” waves solutions, namely solutions to (S1) of the form

\[(f(x,t), g(x,t)) = (e^{i\omega t}e^{i\frac{c^2}{4}x}u(x - ct), v(x - ct)),\]

with \( u \) and \( v \) real functions. Choosing \( \lambda_1 = \omega + \frac{c^2}{4} \), \( \lambda_2 = c \), we get that \( u, v \) solve the following stationary problem in dimension one

\[
\begin{align*}
    -u'' + \lambda_1 u &= u^3 + \beta uv \\
    -v'' + \lambda_2 v &= \frac{1}{2}v^2 + \frac{1}{2}\beta u^2.
\end{align*}
\]

This system has been previously studied by Dias, Figueira and Oliveira in [33]. Also, a generalization of (1) with general power nonlinearities, has been previously analyzed by the same authors in [34] and by Albert and Bhattarai in [4]. The results obtained in the works previously mentioned were improved in several points in [28]. In this work we will focus our attention in one of these points which deals with the existence of positive even ground and bound states of (1) under appropriate range of parameter settings. We will mainly perform a detailed analysis of the recent work [28, 29], where positive solutions of (1) are classified proving:

- Existence of positive even ground states of (1) under the following hypotheses:
the coupling coefficient $\beta > \Lambda > 0$ for an appropriate constant $\Lambda_1$; see Theorem 2.3.1,

$\beta > 0$ and $\lambda_2 \gg 1$; see Theorem 2.3.2.

- Existence of positive even bound states of (1) when:
  - $0 < \beta \ll 1$; see Theorem 2.3.3, where we also give a bifurcation result,
  - $0 < \beta < \Lambda$ and $\lambda_2 \gg 1$; see Theorem 2.3.4.

We will also extend these results to system (1) in dimensions $N = 2, 3$. The coexistence of positive bound and ground states for $0 < \beta < \Lambda$ and $\lambda_2$ large is a great novelty due to the difference with the more studied systems of nonlinear Schrödinger equations in the last several years; see Remark 2.3.5.

The second system that we will study is a higher order system coming from (1) as a natural extension. More precisely, we consider the following system

$$
\begin{cases}
if_t - f_{xxxx} + |f|^2 f + \beta fg &= 0 \\
g_t - g_{xxxx} + |g|g_x + \frac{1}{2}\beta(|f|^2)_x &= 0.
\end{cases}
$$

Looking for “standing-traveling” waves solutions of the form

$$(f(x,t), g(x,t)) = (e^{i\lambda_1 t}u(x), v(x - \lambda_2 t)),$$

with $u$ and $v$ real functions, we arrive at the fourth-order stationary system

$$
\begin{cases}
u^{iv} + \lambda_1 u &= u^3 + \beta uv \\
u^{iv} + \lambda_2 v &= \frac{1}{2}|v|v + \frac{1}{2}\beta u^2,
\end{cases}
$$

where $w^{iv}$ denotes the fourth derivative of $w$. This is the first time, up to our knowledge, that the interaction of standing waves and traveling waves is analyzed in the mathematical literature. Although system (S2) has sense only in dimension $N = 1$, it makes sense to consider the stationary system (2), in higher dimensional cases, as the following,

$$
\begin{cases}
\Delta^2 u + \lambda_1 u &= u^3 + \beta uv \\
\Delta^2 v + \lambda_2 v &= \frac{1}{2}|v|v + \frac{1}{2}\beta u^2,
\end{cases}
$$

where $u, v \in W^{2,2}({\mathbb R}^N)$, $1 \leq N \leq 7$, $\lambda_j > 0$ with $j = 1, 2$ and $\beta > 0$ is the coupling parameter.

Recently, other similar fourth-order systems studying the interaction of coupled nonlinear Schrödinger equations have appeared; see [6], where the coupling terms have the same homogeneity as the nonlinear terms. Note that, as far as we know there is not any previous mathematical work analyzing a higher order system with the nonlinear and coupling terms as considered in (3).
In system (3) we first analyze the dimensional case $2 \leq N \leq 7$ in the radial framework by using the compactness described in Remark 3.2.3-(iii). The one-dimensional case is also studied through the application of a measure lemma due to P. L. Lions [60] to circumvent the lack of compactness. To be more precise, we prove that there exists a positive critical value of the coupling parameter $\beta$, denoted by $\Lambda'$ and defined by (3.26), such that the associated functional constrained to the corresponding Nehari manifold possesses a positive global minimum. We show that it is a critical point with energy below the energy of the semi-trivial solution under the following hypotheses: either $\beta > \Lambda'$ or $\beta > 0$ and $\lambda_2 \gg 1$. Furthermore, we find a mountain pass critical point if $\beta < \Lambda'$ and $\lambda_2 \gg 1$.

This work is organized as follows. In Chapter 1 we present some preliminaries necessary for the proper understanding of the results and the sake of completeness. We introduce the Schrödinger equations and the Korteweg-de Vries equation with brief historical summaries of their discoveries. We recall the Sobolev spaces and their most important properties. We include some basic concepts of calculus of variation such as the the Palais-Smale compactness condition and the Mountain Pass Theorem. We also present some results about the Schwarz symmetrization that will be useful for our work, especially in the second chapter.

Chapter 2 is devoted to the study of system (S1). In Section 2.1 we introduce the functional framework and give some definitions. Next, we define the Nehari Manifold in Section 2.2, proving some properties of it, we establish a useful measure lemma and show a result dealing with qualitative properties of the semi-trivial solution. Section 2.3 is divided into two subsections, the first one contains the proof of the existence of ground states, and the second one deals with the existence of bound states.

In Chapter 3 we will perform the corresponding analysis to the fourth order system (S2). In Section 3.1 we introduce the notation, establish the functional framework, define the Nehari manifold and study its properties. Section 3.3 is devoted to prove the main results. It is divided into two subsections, in the first one we study the high-dimensional case $(2 \leq N \leq 7)$, while the second one deals with the one-dimensional case.
In this chapter we will present the Schrödinger equation and the Korteweg-de Vries equation. We will also discuss some preliminary notions that we are going to use throughout this work.

§ 1.1. The Schrödinger equation.

In quantum mechanics, the Schrödinger equation is a partial differential equation that describes how the quantum state of a quantum system changes with time. It was formulated in 1926 by the Austrian physicist Erwin Schrödinger [75]. In classical mechanics Newton’s second law ($F = ma$), is used to mathematically predict what a given system will do at any time after a known initial condition. In quantum mechanics, the analogue of Newton’s law is Schrödinger equation for a quantum system (usually atoms, molecules, and subatomic particles). The Schrödinger equation is a linear partial differential equation, describing the time-evolution of the system’s “wave function” (also called a “state function”) [46]. Although Schrödinger equation is often presented as a separate postulate, some authors [17, §3] show that some properties resulting from Schrödinger equation may be deduced just from symmetry principles alone, for example the commutation relations. Generally, “derivations” of the Schrödinger equation demonstrate its mathematical plausibility for describing wave-particle duality, but to date there are no universally accepted derivations of Schrödinger equation from appropriate axioms. In the Copenhagen interpretation\footnote{The Copenhagen interpretation is an expression of the meaning of quantum mechanics that was largely devised in the years 1925 to 1927 by Niels Bohr and Werner Heisenberg. It remains one of the most commonly taught interpretations of quantum mechanics. According to the Copenhagen interpretation, physical systems generally do not have definite properties prior to being measured, and quantum mechanics can only predict the probabilities that measurements will produce certain results.} of quantum mechanics, the wave function is the most complete description that can be given by a physical system. Solutions to Schrödinger equation describe not only...
molecular, atomic, and subatomic systems, but also macroscopic systems, possibly even the whole universe. The Schrödinger equation, in its most general form, is consistent with both classical mechanics and special relativity, but the original formulation by Schrödinger himself was non-relativistic.

The Schrödinger equation takes the form

\[ i\hbar \frac{\partial f}{\partial t} = \hat{H} f, \tag{1.1} \]

where \( i \) is the imaginary unit, \( \hbar \) is the reduced Planck constant, \( f = f(x, t) \) is a complex wave function on \( \mathbb{R}^N \times \mathbb{R} \), \( \frac{\partial f}{\partial t} \) and \( \hat{H} \) is a Hamiltonian operator which characterizes the total energy of a given wave function and takes different forms depending on the physical situation. The best known example of this kind of equation is the non-relativistic Schrödinger equation for a single particle moving in an electric field

\[ i\hbar \frac{\partial f}{\partial t} = \left( -\frac{\hbar}{2\mu} \Delta + V \right) f, \tag{1.2} \]

where \( \hat{H} \) was taken as the total energy equals kinetic energy plus potential energy, \( \Delta \) is the Laplacian differential operator and \( \mu \) is the reduced mass. Rescaling (1.2) by

\[ f'(x', t) = f(x, t), \quad x' = \sqrt{2\mu} x, \tag{1.3} \]

and taking a nonlinear variation of the form

\[ V = -\hbar J(|f'|^2), \]

for a given smooth complex function \( J \), we obtain (omitting primes) the so called nonlinear Schrödinger equation

\[ if_t + \Delta f + J(|f|^2)f = 0. \tag{1.4} \]

It is a classical field equation whose principal applications are related to the propagation of light in nonlinear optical fibers and planar waveguides [76], and Bose-Einstein condensates\(^2\) confined to highly anisotropic cigar-shaped traps, in the mean-field regime [69]. Additionally, the equation appears in the studies of small-amplitude gravity waves\(^3\) on the surface of deep inviscid (zero-viscosity) water [76], the Langmuir waves\(^4\) in the plasma [76], the propagation of plane-diffracted wave beams in the focusing regions of the ionosphere [48], the propagation of Davydov’s alpha-helix solitons\(^5\), which are responsible for energy transport along molecular chains

\(^2\)A Bose-Einstein condensate is a state of matter of a dilute gas of bosons cooled to temperatures very close to absolute zero.
\(^3\)In fluid dynamics, gravity waves are waves generated in a fluid medium or at the interface between two media when the force of gravity or buoyancy tries to restore equilibrium. An example of such an interface is that between the atmosphere and the ocean, which gives rise to wind waves.
\(^4\)The Langmuir waves are rapid oscillations of the electron density in conducting media such as plasmas or metals.
\(^5\)Davydov soliton is a quantum quasiparticle representing an excitation propagating along the protein alpha-helix self-trapped amide I. It is a solution of the Davydov Hamiltonian. It is named for the Soviet and Ukrainian physicist Alexander Davydov.
[16], and many others. More generally, the nonlinear Schrödinger equation appears as one of the universal equations that describe the evolution of slowly varying packets of quasi-monochromatic waves in weakly nonlinear media that have dispersion [76].

In particular, the one-dimensional nonlinear Schrödinger equation is an example of an integrable model. In quantum mechanics, the one-dimensional nonlinear Schrödinger equation is a special case of the classical nonlinear Schrödinger field\(^6\), which in turn is a classical limit of a quantum Schrödinger field. Both the quantum and the classical one-dimensional nonlinear Schrödinger equation are integrable. In more than one dimension, the equation is not integrable, it allows us a collapse and wave turbulence [40].

Another important equation related with the Schrödinger equation is the named fractional Schrödinger equation, which is a fundamental equation of fractional quantum mechanics. It was introduced by Nick Laskin in 1999 (see [55, 56]) as a result of extending the Feynman path integral, from the Brownian-like to Lévy-like quantum mechanical paths. The term fractional Schrödinger equation was coined by Nick Laskin who made a generalization of standard quantum mechanics called fractional quantum mechanics. The fractional Schrödinger equation is obtained form (1.1) replacing \(\hat{H}\) by a fractional Hamiltonian operator \(\hat{H}_\alpha\) of the form

\[
\hat{H}_\alpha = D_\alpha (-\hbar^2 \Delta)^{\alpha/2} + V,
\]

where \(D_\alpha\) is a scale constant, \((-\hbar^2 \Delta)^{\alpha/2}\) is the quantum Riesz fractional derivative\(^7\). The most common case in the literature is the three-dimensional case, in which the 3D quantum Riesz fractional derivative is given by

\[
(-\hbar^2 \Delta)^{\alpha/2} f(x, t) = \frac{1}{(2\pi \hbar)^3} \int_{\mathbb{R}^3} e^{i\mathbf{p} \cdot \mathbf{x}} |\mathbf{p}|^{\alpha} \hat{f}(\mathbf{p}, t) d\mathbf{p},
\]

where

\[
\hat{f}(\mathbf{p}, t) = \int_{\mathbb{R}^3} e^{-i\frac{\mathbf{p} \cdot \mathbf{x}}{\hbar}} f(x, t) d\mathbf{x},
\]

is the three-dimensional Fourier transforms of \(f\). The index \(\alpha\) in the above expression is the called Lévy index, \(1 < \alpha \leq 2\). Thus, the fractional Schrödinger equation includes a space derivative of fractional order \(\alpha\) instead of the second order space derivative in the standard Schrödinger equation. At \(\alpha = 2\) fractional Schrödinger equation becomes the standard Schrödinger equation. There are many applications related with the fractional Schrödinger equation such as the fractional Bohr atom, fractional quantum oscillator, fractional quantum mechanics in solid state systems, and others; see [47] for more applications.

---

\(^6\)In quantum mechanics and quantum field theory, a Schrödinger (nonlinear Schrödinger) field is a quantum field which obeys the Schrödinger (nonlinear Schrödinger) equation.

\(^7\)The Riesz fractional derivative was originally introduced in [72].
§ 1.2. The Korteweg-de Vries equation.

The Korteweg-de Vries equation is a universal mathematical model for the description of weakly nonlinear long wave propagation in dispersive media. This equation is given by

\[ g_t + \alpha g g_x + \beta g_{xxx} = 0, \]  

(1.6)

where \( g(x, t) \) is a real function of the one-dimensional space coordinate \( x \) and time \( t \), the coefficients \( \alpha \) and \( \beta \) are determined by the medium properties and can be either constants or functions.

An incomplete list of physical applications of the Korteweg-de Vries equations includes shallow-water gravity waves \[49\], ion-acoustic waves\footnote{In plasma physics, an ion-acoustic wave is one type of longitudinal oscillation of the ions and electrons in a plasma, much like acoustic waves travelling in neutral gas.} in collisionless plasma \[65, 38\], waves in bubbly fluids \[52\], waves in the ocean and so many others \[31\]. This broad range of applicability is explained by the fact that the Korteweg-de Vries equations describes a combined effect of the lowest-order, quadratic, nonlinearity (term \( g g_x \)) and the simplest long-wave dispersion (term \( g_{xxx} \)). One can find derivations of the Korteweg-de Vries equation for different physical contexts in the books by Dodd et al \[35\], Drazin and Johnson \[36\], Newell \[68\], and many others.

Although Korteweg-de Vries equations with constant coefficients was originally derived in the second half of the 19th century, its real significance as a fundamental mathematical model for the generation and propagation of long nonlinear waves of small amplitude has been understood only after the seminal works of Zabusky and Kruskal (1965)\[80\], Gardner, Greene, Kruskal and Miura (1967)\[45\] and Lax (1968)\[57\]. These authors showed that the Korteweg-de Vries equation (unlike a “general” nonlinear dispersive equation) can be solved exactly for a broad class of initial or boundary conditions and, importantly, the solutions often contain a combination of localized wave states, which preserve their “identity” in the interactions with each other, pretty much as classical particles do. In the longtime asymptotic solutions, such localized states represent solitary waves, which are waves that maintain their shape, while propagating at a constant speed. Such solitary wave solutions of the Korteweg-de Vries equation have been called solitons\footnote{The soliton phenomenon was first described in 1834 by John Scott Russell who observed a solitary wave in the Union Canal in Scotland. He reproduced the phenomenon in a wave tank and named it the Wave of Translation. Solitons are caused by a cancellation of nonlinear and dispersive effects in the medium. These are the solutions of a widespread class of weakly nonlinear dispersive partial differential equations describing physical systems.} by Zabusky and Kruskal in 1965 \[80\] owing to their unusual particle-like behaviour in the interactions with other solitary waves and nonlinear radiation. However, the solitons were already well known due to the original works of Russel (1845) \[73\], Boussinesq (1972) \[21\], Rayleigh (1876), and Korteweg and de Vries (1895) \[53\].

When \( \alpha \) and \( \beta \) are constant the Korteweg-de Vries equations can be rescaled in
order to eliminate the constants. Setting

$$g'(x', t') = \alpha g(x, t), \quad x' = \frac{x}{\sqrt{\beta}}, \quad t' = \frac{t}{\sqrt{\beta}}, \quad (1.7)$$

equation (1.6) takes the form (omitting primes),

$$g_t + gg_x + g_{xxx} = 0. \quad (1.8)$$

We shall look for a solution of the above equation in the form of a traveling wave, i.e., $g(x, t) = v(\theta)$, where $\theta = x - ct$ is the travelling phase and $c$ is the phase velocity.

Moreover, we assume that $v, v'$ and $v''$ vanish at infinity where in this case $v'$ and $v''$ represent the first and second derivative respectively of $v$. Now, the Korteweg-de Vries equation reduces to an ordinary differential equation for the function $v$ as follows

$$-cv' + vv' + v'' = 0, \quad (1.9)$$

which integrated gives us

$$-cv + \frac{v^2}{2} + v'' + c_1 = 0. \quad (1.10)$$

Taking into account that $v$ vanishes at infinity it follows that $c_1 = 0$, and performing the change of variable $v(\theta) = 2cV(\sqrt{\theta})$ we get

$$V'' - V + V^2 = 0. \quad (1.11)$$

We can see in [54] that the above equations have a unique positive even solution and it is given by

$$V(\theta) = \frac{3}{2\cosh^2(\frac{\theta}{2})}. \quad (1.12)$$
Taking into account that $\theta = x - ct$, the expression (1.12) describes a right-moving soliton (see Figure 1.1).

§ 1.3. Sobolev spaces.

In this section we will present the Sobolev spaces and some properties of such spaces.

Let $\Omega \subset \mathbb{R}^N$ an open set.

Definition 1.3.1. For $1 \leq p \leq \infty$, the Sobolev space $W^{1,p}(\Omega)$ is defined by

$$W^{1,p}(\Omega) = \left\{ u \in L^p(\Omega) \left| \begin{array}{c} \exists g_1, g_2, \ldots, g_N \in L^p(\Omega) \text{ such that} \\ \int_{\Omega} u \frac{\partial \varphi}{\partial x_i} = -\int_{\Omega} g_i \varphi \quad \forall \varphi \in C_c^\infty(\Omega), \quad \forall i = 1, 2, \ldots, N \end{array} \right. \right\}. $$

For $u \in W^{1,p}(\Omega)$ we define the weak partial derivatives and gradient as follows

$$\frac{\partial u}{\partial x_i} = g_i, \quad \nabla u = \left( \frac{\partial u}{\partial x_1}, \frac{\partial u}{\partial x_2}, \ldots, \frac{\partial u}{\partial x_N} \right).$$

The space $W^{1,p}(\Omega)$ is equipped with the norm

$$\|u\|_{W^{1,p}} = \|u\|_{L^p} + \sum_{i=1}^{N} \left\| \frac{\partial u}{\partial x_i} \right\|_{L^p},^10 $$

which, for $1 \leq p < \infty$, is equivalent to the norm

$$\|u\|_{W^{1,p}} = (\|u\|_{L^p}^p + \|\nabla u\|_{L^p}^p)^{\frac{1}{p}}, \quad (1.14)$$

where

$$\|\nabla u\|_{L^p} = \left( \sum_{i=1}^{N} \left\| \frac{\partial u}{\partial x_i} \right\|_{L^p}^p \right)^{\frac{1}{p}}.$$

Now we will introduce the Sobolev spaces with higher orders of regularity.

Definition 1.3.2. Let $m \geq 2$ be an integer and $1 \leq p \leq \infty$, then, we define by induction the set $W^{m,p}(\Omega)$

$$W^{m,p}(\Omega) = \left\{ u \in W^{m-1,p}(\Omega) \left| \frac{\partial u}{\partial x_i} \in W^{m-1,p}(\Omega), \quad \forall i = 1, 2, \ldots, N \right. \right\}. $$

---

^10 When there is no confusion we shall often write $W^{m,p}$ and $L^p$ instead of $W^{m,p}(\Omega)$ and $L^p(\Omega)$ respectively.
1.3. SOBOLEV SPACES

We use the standard multi-index notation \( \alpha = (\alpha_1, \alpha_2, \ldots, \alpha_N) \), with \( \alpha_i \geq 0 \) integers, to denote the weak partial derivatives as follows,

\[
D^\alpha u = \frac{\partial^{|\alpha|} u}{\partial x_1^{\alpha_1} \partial x_2^{\alpha_2} \cdots \partial x_N^{\alpha_N}}, \quad \text{where} \quad |\alpha| = \sum_{i=1}^N \alpha_i \leq m.
\]

The space \( W^{m,p}(\Omega) \) is a Banach space equipped with the norm

\[
\|u\|_{W^{m,p}} = \sum_{0 \leq |\alpha| \leq m} \|D^\alpha u\|_{L^p}.
\]

which, for \( 1 \leq p < \infty \), is equivalent to the norm

\[
\|u\|_{W^{m,p}} = \left( \sum_{0 \leq |\alpha| \leq m} \|D^\alpha u\|_{L^p}^p \right)^{\frac{1}{p}}.
\]

Moreover, \( H^m(\Omega) = W^{m,2}(\Omega) \) equipped with the scalar product

\[
\langle u, v \rangle_{W^{m,2}} = \sum_{0 \leq |\alpha| \leq m} \langle D^\alpha u, D^\alpha v \rangle_{L^2},
\]

is a Hilbert space. We also have the following result.

**Theorem 1.3.3.** [1, Theorem 3.6] The space \( W^{m,p}(\Omega) \) is separable if \( 1 \leq p < \infty \), and reflexive if \( 1 < p < \infty \).

Another important result is the Theorem of global approximation by smooth functions, or also known by the Meyers-Serrin Theorem; see [64].

**Theorem 1.3.4** (Global approximation by smooth functions). [39, §5.3.2] Assume \( \Omega \) is bounded, and suppose as well that \( u \in W^{m,p}(\Omega) \) for some \( 1 \leq p < \infty \). Then there exist functions \( u_n \in C^\infty(\Omega) \cup W^{m,p}(\Omega) \) such that \( u_n \to u \) in \( W^{m,p}(\Omega) \).

§ 1.3.1. Continuous and compact embedding.

**Definition 1.3.5.** Let \( X \) and \( Y \) be two Banach spaces, with norms \( \| \cdot \|_X \) and \( \| \cdot \|_Y \) respectively. We say that \( X \) is continuously embedded in \( Y \) and we denote it by

\[
X \hookrightarrow Y,
\]

if \( X \subset Y \) and the inclusion map is continuous, i.e., if there exists a constant \( C \geq 0 \) such that

\[
\|x\|_Y \leq C\|x\|_X, \quad \forall x \in X.
\]
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Definition 1.3.6. Let $X$ and $Y$ be two Banach spaces, with norms $\|\cdot\|_X$ and $\|\cdot\|_Y$ respectively. We say that $X$ is compactly embedded in $Y$ and we denote it by

$$X \hookrightarrow Y,$$

if $X \hookrightarrow Y$ and the embedding of $X$ into $Y$ is a compact operator, i.e., if every bounded sequence in the norm $\|\cdot\|_X$ has a convergent subsequence in the norm $\|\cdot\|_Y$.

Definition 1.3.7. Given integers $N, m \geq 1$, and a real number $1 \leq p < \infty$, we define the critical exponent $p^*$ as follows

$$p^* = \begin{cases} \frac{Np}{N - mp} & \text{if } mp < N \\ +\infty & \text{if } mp \geq N. \end{cases}$$

The next theorem gives us the continuous embedding of Sobolev spaces, its proof can be found in detail in [1, Theorem 4.12].

Theorem 1.3.8. Let $m \geq 1$ be an integer and $1 \leq p < \infty$. Then,

$$W^{m,p}(\Omega) \hookrightarrow L^q(\Omega), \quad \forall q \in [p, p^*], \quad \text{if } mp < N,$$

$$W^{m,p}(\Omega) \hookrightarrow L^q(\Omega), \quad \forall q \in [p, \infty), \quad \text{if } mp = N,$$

$$W^{m,p}(\Omega) \hookrightarrow C(\overline{\Omega}), \quad \text{if } mp > N.$$

Remark 1.3.9. The value of $p^*$ defined in 1.3.7 is obtained by a scaling argument. For example, let us take $m = 1$ and $\Omega = \mathbb{R}^N$. If we suppose that there exists a constant $C$ and $1 \leq q \leq \infty$ such that

$$\|u\|_{L^q} \leq C \|
abla u\|_{L^p}, \quad \forall u \in C^\infty_c(\mathbb{R}^N), \quad (1.18)$$

then, in particular it is true for $u_\lambda(x) = u(\lambda x)$ for all $\lambda > 0$. Note that in one hand we have

$$\|u_\lambda\|_{L^q}^q = \int_{\mathbb{R}^N} |u(\lambda x)|^q dx = \int_{\mathbb{R}^N} |u(y)|^q \lambda^{-N} dy = \lambda^{-N} \|u\|_{L^q}^q,$$

and, on the other hand

$$\|
abla u_\lambda\|_{L^p}^p = \sum_{i=1}^N \left\| \frac{\partial}{\partial x_i} u_\lambda(x) \right\|_{L^p}^p = \sum_{i=1}^N \int_{\mathbb{R}^N} \left| \frac{\partial}{\partial x_i} u(\lambda x) \right|^p dx$$

$$= \sum_{i=1}^N \int_{\mathbb{R}^N} \left| \lambda \frac{\partial}{\partial y_i} u(y) \right|^p \lambda^{-N} dy = \lambda^{p-N} \|
abla u\|_{L^p}^p.$$
Thus, substituting \( u_\lambda \) in (1.18) we obtain

\[
\|u_\lambda\|_{L^q} \leq C\|u_\lambda\|_{L^p} \\
\|u\|_{L^q} \leq C\lambda^{(1+\frac{N}{q}-\frac{N}{p})}\|\nabla u\|_{L^p},
\]

and, taking into account that this holds for all \( \lambda > 0 \), then

\[
1 + \frac{N}{q} - \frac{N}{p} = 0,
\]

or equivalently

\[
q = \frac{Np}{N - p} = p^*.
\]

The above expression coincides with Definition 1.3.7 for \( m = 1 \).

Now we will introduce the notion of set of class \( C^1 \) in order to present later the Rellich-Kondrachov Theorem.

Definition 1.3.10. We say that an open set \( \Omega \subset \mathbb{R}^N \) with boundary \( \Gamma \), is of class \( C^m \), if for every \( z \in \Gamma \) there exists a neighbourhood \( U \) of \( z \) in \( \mathbb{R}^N \) and a bijective map \( h : Q \to U \) such that

\[
h \in C^m(\overline{Q}), \quad h^{-1} \in C^m(\overline{U}), \quad h(Q_+) = U \cap \{Q\} \quad \text{and} \quad h(Q_0) = U \cap \Gamma.
\]

The following theorem is a very important result about compact embedding in Sobolev spaces and it is obtained as a part of the Rellich-Kondrachov Theorem (see [1, Theorem 6.3] for further information).

Theorem 1.3.11 (Rellich-Kondrachov). Suppose that \( \Omega \subset \mathbb{R}^N \) is a bounded set of class \( C^m \) and \( 1 \leq p < \infty \). Then we have the following compact embeddings

\[
W^{m,p}(\Omega) \hookrightarrow L^q(\Omega), \quad \forall q \in [1, p^*), \quad \text{if} \quad mp < N; \\
W^{m,p}(\Omega) \hookrightarrow L^q(\Omega), \quad \forall q \in [p, \infty), \quad \text{if} \quad mp = N; \\
W^{m,p}(\Omega) \hookrightarrow C(\overline{\Omega}), \quad \text{if} \quad mp > N.
\]

We will only show the proof for the cases \( mp < N \) and \( mp = N \) of the above theorem, because these are the most important cases we will use in our work. The proof of the case \( mp > N \) can be found in [1, §6.5]. Before starting with the proof we will introduce some necessary results such as the following extension theorem and the Riesz-Fréchet-Kolmogorov Theorem.

Theorem 1.3.12. [1, Theorem 5.22] Suppose that \( \Omega \subset \mathbb{R}^N \) is of class \( C^m \) with bounded boundary (or \( \Omega = \mathbb{R}^N_+ \)). Then there exists a linear extension operator

\[
P : W^{m,p}(\Omega) \to W^{m,p}(\mathbb{R}^N), \quad (1 \leq p \leq \infty)
\]
such that for all $u \in W^{m,p}(\Omega)$,

\begin{align}
Pu|_{\Omega} &= u, \\
\|Pu\|_{L^p(\mathbb{R}^N)} &\leq C\|u\|_{L^p(\Omega)}, \\
\|Pu\|_{W^{m,p}(\mathbb{R}^N)} &\leq C\|u\|_{W^{m,p}(\Omega)},
\end{align}

where $C$ is a constant that depends only on $\Omega$.

**Theorem 1.3.13** (Riesz-Fréchet-Kolmogorov). [22, Theorem 4.26] Let $\mathcal{F}$ be a bounded set in $L^p(\mathbb{R}^N)$ with $1 \leq p < \infty$, and let

$$
\tau_h : L^p(\mathbb{R}^N) \to L^p(\mathbb{R}^N),
$$

$$
u \mapsto \tau_h \nu,$$

be the shift map such that $\tau_h \nu(x) = \nu(x+h)$ with $x, h \in \mathbb{R}^N$. Assume that

$$
\lim_{|h| \to 0} \|\tau_h \nu - \nu\|_{L^p(\mathbb{R}^N)} = 0, \quad \text{uniformly in } \nu \in \mathcal{F}. \tag{1.22}
$$

Then the closure of $\mathcal{F}|_{\Omega}$ in $L^q(\Omega)$ is compact for any measurable set $\Omega \subset \mathbb{R}^N$ with finite measure.

We will also need to use the following proposition which we will include without proof.

**Proposition 1.3.14.** [22, Proposition 9.3] Let $u \in W^{1,p}(\mathbb{R}^N)$ with $1 \leq p \leq \infty$. Then

$$
\|\tau_h \nu - \nu\|_{L^p(\mathbb{R}^N)} \leq |h|\|\nabla \nu\|_{L^p(\mathbb{R}^N)}.
$$

**Proof of Theorem 1.3.11.** Let $\mathcal{H}$ be the unit ball in $W^{m,p}(\Omega)$ and $mp < N$. Let $P$ be the extension operator of Theorem 1.3.12. Set $\mathcal{F} = P(\mathcal{H})$, so that $\mathcal{H} = \mathcal{F}|_{\Omega}$. In order to show that $\mathcal{H}$ has compact closure in $L^q(\Omega)$ for $q \in [1, p^*)$ we invoke Theorem 1.3.13. Since $\Omega$ is bounded, we may always assume that $p \leq q$. Clearly, $\mathcal{F}$ is bounded in $W^{m,p}(\mathbb{R}^N)$ by (1.21) and thus it is also bounded in $L^r(\mathbb{R}^N)$ with $r \in [p, p^*)$ thanks to the continuous embedding seen in Theorem 1.3.8. Now we need to check that

$$
\lim_{|h| \to 0} \|\tau_h \nu - \nu\|_{L^q(\mathbb{R}^N)} = 0, \quad \text{uniformly in } \nu \in \mathcal{F}.
$$

By the Proposition 1.3.14 we have

$$
\|\tau_h \nu - \nu\|_{L^p(\mathbb{R}^N)} \leq |h|\|\nabla \nu\|_{L^p(\mathbb{R}^N)} \leq |h|\|\nu\|_{W^{m,p}(\mathbb{R}^N)}, \quad \forall \nu \in \mathcal{F}.
$$

Since $p \leq q < p^*$ we may write

$$
\frac{1}{q} = \frac{\alpha}{p} + \frac{1-\alpha}{p^*} \quad \text{for some } \alpha \in (0, 1].
$$
Thanks to the interpolation inequality (see [22, pp 93]) we have
\[
\|\tau_h u - u\|_{L^q(\mathbb{R}^N)} \leq \|\tau_h u - u\|_{L^p(\mathbb{R}^N)}^{\alpha} \|\tau_h u - u\|_{L^{p^*}(\mathbb{R}^N)}^{1-\alpha} \leq C|h|^{\alpha},
\]
where \(C\) is independent of \(u\) since \(\mathcal{F}\) is bounded in \(W^{m,p}(\mathbb{R}^N)\) and in \(L^{p^*}(\mathbb{R}^N)\). Therefore, the desired conclusion is obtained by Theorem 1.3.13.

The case \(mp = N\) reduces to the same analysis substituting \(p^*\) by a large enough number \(l\). It is possible thanks to the continuous embedding \(W^{m,p}(\mathbb{R}^N) \hookrightarrow L^r(\mathbb{R}^N)\) for all \(r \in [p, \infty)\).

Notice that in Theorem 1.3.11 the region \(\Omega\) must be bounded. We also have another result that holds for \(\Omega = \mathbb{R}^N\) but it is only true for a particular subspace of \(W^{m,p}(\mathbb{R}^N)\) as we will see below.

**Theorem 1.3.15.** [59, Theorem II.1.] Suppose \(m \geq 1, 1 \leq p < \infty\) and \(N \geq 2\). Let \(W^{m,p}_r(\mathbb{R}^N)\) be the subspace of the radially symmetric functions belong \(W^{m,p}(\mathbb{R}^N)\). Then
\[
W^{m,p}_r(\mathbb{R}^N) \hookrightarrow L^q(\mathbb{R}^N), \quad \text{with} \quad p < q < p^*.
\] (1.23)

In the one-dimensional case \((N=1)\) we do not have the compact embedding (1.23) but it holds if we work in the subspace of the non-increasing radially symmetric functions of \(W^{m,p}(\mathbb{R})\), i.e., we have the following result.

**Theorem 1.3.16.** Suppose \(m \geq 1\) and \(1 \leq p < \infty\). Let \(W^{m,p}_r(\mathbb{R})\) be the subspace of the non-increasing radially symmetric functions belong \(W^{m,p}(\mathbb{R})\). Then
\[
W^{m,p}_r(\mathbb{R}) \hookrightarrow L^q(\mathbb{R}), \quad \text{with} \quad p < q < \infty.
\]

A similar result to Theorem 1.3.16 is proved in [20] and the author proposes the idea of the proof for the one-dimensional case. Now we will present some results in order to prove the above theorem according to these ideas.

**Theorem 1.3.17.** [20, Theorem A.I.] Let \(P, Q : \mathbb{R} \to \mathbb{R}\) be two continuous functions satisfying
\[
\frac{P(s)}{Q(s)} \to 0, \quad \text{as} \quad |s| \to \infty,
\] (1.24)
and \(u_n\) be a sequence of measurable functions from \(\mathbb{R}^N\) to \(\mathbb{R}\) such that
\[
q = \sup_n \int_{\mathbb{R}^N} |Q(u_n(x))|dx < \infty,
\] (1.25)
and
\[
P(u_n) \to v \quad \text{in} \quad \mathbb{R}^N.
\] (1.26)
Then, for any bounded Borel set $B$ one has
\[ \int_B |P(u_n(x)) - v(x)| \, dx \to 0. \]

If one further assume that
\[ \frac{P(s)}{Q(s)} \to 0, \quad \text{as } s \to 0, \quad (1.27) \]
and
\[ u_n(x) \to 0, \quad \text{as } |x| \to \infty, \quad \text{uniformly with respect to } n, \quad (1.28) \]
then, $P(u_n)$ converges to $v$ in $L^1(\mathbb{R}^N)$ as $n \to \infty$.

Lemma 1.3.18. If $u \in L^p(\mathbb{R}^N)$, $1 \leq p < \infty$ is a non-increasing radially symmetric function, then one has
\[ |u(x)| \leq |x|^{-N/p} \left( \frac{N}{\omega'_N} \right)^{1/p} \|u\|_{L^p}, \quad \forall \ x \neq 0. \]
where $\omega'_N$ is the surface of the unit sphere in $\mathbb{R}^N$.

Proof. Setting $r = |x|$, we have
\[ \omega'_N |u(r)| \frac{r^N}{N} \leq \omega'_N \int_0^r |u(s)| s^{N-1} \, ds \leq \|u\|^p_{L^p}, \]
which conclude the proof. \qed

Theorem 1.3.19 (Brezis-Lieb). [23, Theorem 1] Suppose $u_n \to u$ a.e. and $\|u_n\|_{L^p} \leq M < \infty$ for all $n \in \mathbb{N}$ and for some $p \in [1, \infty)$. Then
\[ \|u_n\|^p_{L^p} - \|u_n - u\|^p_{L^p} \to \|u\|^p_{L^p}. \quad (1.29) \]

Knowing the previous results we are able to prove the Theorem 1.3.16.

Proof of Theorem 1.3.16. The continuous embedding
\[ W_{rd}^{m,p}(\mathbb{R}) \hookrightarrow L^q(\mathbb{R}), \quad \text{with } p \leq q < \infty, \]
is obtained from Theorem 1.3.8, since $W_{rd}^{m,p}(\mathbb{R})$ is continuously embedded in $W^{m,p}(\mathbb{R})$. Now we are going to prove that the embedding is compact. Thanks to Theorem 1.3.3 we have the reflexivity of $W^{m,p}(\mathbb{R})$, then, all bounded subsets of $W^{m,p}(\mathbb{R}^N)$ have weakly compact closure. Thus, from a bounded sequence $u_n \in W_{rd}^{m,p}(\mathbb{R})$ we can extract a weakly convergent subsequence in $W^{m,p}(\mathbb{R})$, i.e., there exists $u \in W^{m,p}(\mathbb{R})$ such that the relabelled subsequence $u_n \rightharpoonup u$.\"
If we denote by $I_k$ the interval $(-k,k)$, the Rellich-Kondrachov Theorem gives us in particular

$$W^{m,p}(I_k) \hookrightarrow L^q(I_k), \quad \text{with } p \leq q < \infty, \quad \forall k \in \mathbb{N}. \quad (1.30)$$

We will denote by $u_n|_{I_k}$ the restriction of $u_n$ on $I_k$. Notice that

$$\|u_n|_{I_k}\|_{W^{m,p}(I_k)} \leq \|u_n\|_{W^{m,p}(\mathbb{R})} < M, \quad \forall n, k \in \mathbb{N},$$

for some constant $M$ since $u_n$ is bounded. Fixing $k = 1$ and using (1.30), we can extract a subsequence $u^1_n$ of $u_n$ such that

$$u^1_n|_{I_1} \longrightarrow u|_{I_1} \quad \text{in } L^q(I_1), \quad \text{with } 1 \leq q < \infty.$$ 

Moreover, from a strongly convergent sequence we can extract a subsequence which converges almost everywhere (see [22, Theorem 4.9]), thus, we can assume that

$$u^1_n|_{I_1} \longrightarrow u|_{I_1} \quad \text{a.e. in } I_1.$$

Repeating the same procedure we can construct a sequence of subsequences in the form

$$\{u^1_n\}_{n \in \mathbb{N}} \supset \cdots \supset \{u^k_n\}_{n \in \mathbb{N}} \supset \{u^{k+1}_n\}_{n \in \mathbb{N}} \supset \cdots,$$

such that

$$u^k_n|_{I_k} \longrightarrow u|_{I_k} \quad \text{a.e. in } I_k \quad \forall k \in \mathbb{N}.$$ 

Then, we have that the subsequence

$$u^n_n \longrightarrow u \quad \text{a.e. in } \mathbb{R}, \quad (1.31)$$

and $u^n_n$ also verifies the weak convergence. We will rewrite $u^n_n$ as $u_n$ for simplicity.

In order to prove strong convergence of $u_n$ we will use the Theorem 1.3.17 choosing $P$ and $Q$ as follows

$$P(s) = |s|^q, \quad Q(s) = |s|^p + |s|^{q+1},$$

and we are going to check its hypothesis. Provided $p < q < \infty$, it is clear that, when $s \to 0$ or $s \to \infty$ we have

$$\frac{P(s)}{Q(s)} = \frac{|s|^q}{|s|^p + |s|^{q+1}} \to 0, \quad (1.32)$$

thus, the hypothesis (1.24) and (1.27) hold. Using the continuous embedding we have that

$$\int_{\mathbb{R}} |Q(u_n(x))| dx = \int_{\mathbb{R}} \left( |u_n|^p + |u_n|^{q+1} \right) dx = \|u_n\|_{L^p}^p + \|u_n\|_{L^{q+1}}^{q+1} \leq \|u_n\|_{W^{m,p}}^p + C\|u_n\|_{W^{m,p}}^{q+1} \leq (C + 1)M^p,$$
hence, the hypothesis (1.25) holds too. Respect to hypothesis (1.26) it is clear that
\[ P(u_n) \xrightarrow[n]{} P(u) \text{ a.e. in } \mathbb{R}. \]
by the continuity of \( P \) and (1.31). In order to check the last hypothesis (1.25) we will use the Lemma 1.3.18. Here we obtain
\[ |u_n(x)| \leq \frac{\|u_n\|_{L^p}}{(2|x|)^\frac{p}{2}} \leq \frac{M}{(2|x|)^\frac{p}{2}} \quad \forall \ x \neq 0, \]
|now, thanks to Theorem 1.3.17, we have\]
\[ \|\|u_n\|^q_q - |u|^q_q\|_{L^1} \xrightarrow[n]{} 0, \]
thus, it follows that
\[ \|u_n\|^q_{L^q} \xrightarrow[n]{} \|u\|^q_{L^q}. \] (1.33)
\[ \|u_n - u\|_{L^q} \xrightarrow[n]{} 0, \]
which means that \( u_n \) converges strongly in \( L^q(\mathbb{R}) \) for \( p < q < \infty \). Therefore, the embedding is compact. \( \blacksquare \)

§ 1.4. Calculus of variations.
In this section we will show some basic elements of the calculus of variations that we will use for the variational formulation problems in PDEs.

§ 1.4.1. Gâteaux and Fréchet differential. Let \( X \) be a Banach spaces and let \( J : \mathcal{U} \subset X \to \mathbb{R} \) be a map where \( \mathcal{U} \) is an open non-empty subset of \( X \). Let us denote by \( L(X, \mathbb{R}) \) the set of the linear continuous maps from \( X \) into \( \mathbb{R} \).

Definition 1.4.1. We say that \( J \) is Gâteaux differentiable at \( u \in \mathcal{U} \) if there exists \( A \in L(X, \mathbb{R}) \) such that for all \( h \in X \) there results
\[ \lim_{\epsilon \to 0} \frac{J(u + \epsilon h) - J(u)}{\epsilon} = A(h). \]
The map \( A \) is uniquely determined, called the Gâteaux differential of \( J \) at \( u \) and denoted by \( dGJ(u) \) where \( dGJ(u)[h] = A(h) \).

The Gâteaux differential can be interpreted as a generalization of the usual directional derivative of the differential calculus of several variables.
Definition 1.4.2. We say that the map $J$ is Fréchet differentiable at $u \in U$, if there exists a map $A \in \mathcal{L}(X, \mathbb{R})$ such that
\[ J(u + h) - J(u) - A(h) = o(\|h\|), \quad \text{as} \quad h \to 0. \] (1.34)

In this case $A$ is the Fréchet differential of $J$ at the point $u$ and it is denoted by $dJ(u)$ where $dJ(u)[h] = A(h)$.

If $J$ is Fréchet differentiable at every point $u \in X$ then $J$ is said to be differentiable on $X$.

Theorem 1.4.3. If there exists the Fréchet differential, then it is unique.

Proof. Suppose that there exist two maps $A, B \in \mathcal{L}(X, \mathbb{R})$ that satisfy (1.34). Then, setting $h$ such that $\|h\| = 1$ we obtain
\[ A(th) - B(th) = o(t), \quad \text{as} \quad t \to 0, \]
or equivalently
\[ 0 = \lim_{t \to 0} \frac{A(th) - B(th)}{t} = A(h) - B(h). \]
Therefore, $A$ and $B$ are two linear functionals matching the unit sphere, hence, they are equal and the Fréchet differential is unique.

The next proposition establishes relationship between Fréchet and Gâteaux differentiability.

Proposition 1.4.4. If $J$ is Fréchet differentiable at the point $u \in U$, then, $J$ is also Gâteaux differentiable at the point $u$ and $dJ(u)[h] = d_GJ(u)[h]$.

Proof. Let $h$ be a vector in $X$ such that $\|h\| = 1$. Since $J$ is Fréchet differentiable
\[ \lim_{t \to 0} \frac{J(u + th) - J(u) - dJ(u)[th]}{\|th\|} = 0. \]
Now, using the linearity of $dJ(u)$ and multiplying by a bounded quantity
\[ \lim_{t \to 0} \frac{|t|}{t} \frac{J(u + th) - J(u) - tdJ(u)[h]}{|t|} = 0, \]
and
\[ \lim_{t \to 0} \frac{J(u + th) - J(u)}{t} - dJ(u)[h] = 0, \]

hence
\[ dJ(u)[h] = \lim_{t \to 0} \frac{J(u + th) - J(u)}{t} = d_GJ(u)[h]. \]

Therefore, taking into account that $dJ(u)$ and $d_GJ(u)$ are linear continuous maps that coincide at the unit sphere, we conclude that $dJ(u)[h] = d_GJ(u)[h]$ for all $h \in X.$

\footnote{The symbol $o(x)$ is one of the Landau symbols, it is used to symbolically express the asymptotic behavior. Given two functions $f(x)$ and $g(x)$, it is said that $f = o(g)$ as $x \to a$, if $\lim_{x \to a} f(x)/g(x) = 0.$}
Remark 1.4.5. The converse of the above proposition is not true in general, but it holds if, for example, we have the existence and continuity of $d_G J$ in a neighbourhood of $u$, i.e., if for some neighbourhood $V \subset X$, the map $V \to X'$ given by $v \mapsto d_G J(u)$ is well defined and continuous; see [13, Theorem 1.9].

Let $X = X \times X$ and $J : X \to \mathbb{R}$, we also consider the maps

$$J_u : v \mapsto J(u, v) \quad \text{and} \quad J_v : u \mapsto J(u, v).$$

The partial derivative of $J$ with respect to $u$ (with respect to $v$), at the point $(u, v) \in X$ is defined by

$$\partial_u J(u, v) = dJ_v(u) \quad (\partial_v J(u, v) = dJ_u(v)).$$

In particular $\partial_u J(u, v), \partial_v J(u, v) \in L(X, \mathbb{R})$. If $J$ is differentiable at the point $(u, v)$ there exists a map $dJ(u, v) \in L(X, \mathbb{R})$ such that

$$J(u + h_1, v + h_2) - J(u, v) - dJ(u, v)[h_1, h_2] = o(\|h_1, h_2\|_X) \quad (1.35)$$

where $\| \cdot \|_X$ denotes a norm in the product space, for example

$$\|h_1, h_2\|_X = \max\{\|h_1\|, \|h_2\|\}, \quad \text{with} \quad (h_1, h_2) \in X.$$

From (1.35), we obtain

$$J(u + h_1, v) = J(u, v) + dJ(u, v)[h_1, 0] + o(\|h_1\|),$$

that we can rewrite as

$$J_v(u + h_1) = J_v(u) + dJ(u, v)[h_1, 0] + o(\|h_1\|).$$

Thus, $J_v$ is differentiable at the point $u$ and

$$dJ(u, v)[h_1, 0] = dJ_v(u)[h_1] = \partial_u J(u, v)[h_1].$$

Analogously $J_u$ is differentiable at the point $v$ and

$$dJ(u, v)[0, h_2] = dJ_u(v)[h_2] = \partial_v J(u, v)[h_2].$$

Now, using the linearity of the map $dJ(u, v)$ we have

$$dJ(u, v)[h_1, h_2] = dJ(u, v)[(h_1, 0) + (0, h_2)] = dJ(u, v)[h_1, 0] + dJ(u, v)[0, h_2] = \partial_u J(u, v)[h_1] + \partial_v J(u, v)[h_2]. \quad (1.36)$$

Furthermore, the following result holds; see [13].
Proposition 1.4.6. If $J$ possesses the partial derivative with respect to $u$ and $v$ in a neighbourhood $\mathcal{V}$ of $(u, v)$ and the maps $u \mapsto \partial_u J$ and $v \mapsto \partial_v J$ are continuous in $\mathcal{V}$, then $J$ is differentiable at $(u, v)$ and
\[
d J(u, v)[h_1, h_2] = \partial_u J(u, v)[h_1] + \partial_v J(u, v)[h_2]. \tag{1.37}
\]

Let $J : \mathcal{U} \to \mathbb{R}$ be a differentiable map on $\mathcal{U} \subset X$ such that the map $X \to \mathcal{L}(X, \mathbb{R})$, of the form $v \mapsto d J(v)$, is differentiable at $u \in \mathcal{U}$. Then, the derivative of such a map at $u$ is denoted as the second derivative $d^2 J(u) \in \mathcal{L}(X, \mathcal{L}(X, \mathbb{R}))$. From the canonical isomorphism between $\mathcal{L}(X, \mathcal{L}(X, \mathbb{R}))$ and $L_2(X, \mathbb{R})$, the space of the bilinear maps from $X$ to $\mathbb{R}$, we can consider $d^2 J(u) \in L_2(X, \mathbb{R})$. By induction on $k$, we can define the $k$-th derivative $d^k J(u)$ belonging to $L_k(X, \mathbb{R})$, the space of $k$-linear maps from $X$ into $\mathbb{R}$. If $J$ is $k$ times differentiable at every point of $\mathcal{U}$, we say that $J$ is $k$ times differentiable on $\mathcal{U}$.

§ 1.4.2. Critical points and extremes of functionals. By a functional we mean a correspondence which assigns a definite real or complex number to each function belonging to some class $X$. In this work we will consider real functional that take values in some Banach space $X$ of functions, which could be for example a Sobolev space. In general, one could consider functionals defined on open subsets of $X$. But, for the sake of simplicity, in the sequel we will always deal with functionals defined on all of $X$, unless explicitly remarked. The differential of a functional $J : X \to \mathbb{R}$ is defined as we saw in subsection 1.4.1.

Definition 1.4.7. A critical point of the functional $J : X \to \mathbb{R}$ is a point $z \in X$ such that $J$ is differentiable at $z$ and $d J(z) = 0$.

According to the previous definition, a critical point $z$ satisfies
\[
d J(z)[h] = 0, \quad \forall h \in X.
\]

In the applications, critical points turn out to be weak solutions of differential equations. Roughly, we will look for solutions of boundary value problems consisting of a differential equation together with some boundary conditions. These equations will have a variational structure, namely they will be the Euler-Lagrange equation of a functional $J$ on a suitable space of functions $X$, chosen depending on the boundary conditions. The critical points of $J$ on $X$ will give rise to solutions of these boundary value problems.

If we consider a Hilbert space $E$ and $J \in \mathcal{C}^1(E, \mathbb{R})$, then, taking into account the Riesz Theorem, for all $u \in E$ there exists a unique element in $J'(u) \in E$ such that
\[
\langle J'(u), h \rangle = d J(u)[h], \quad \forall h \in E. \tag{1.38}
\]

The element $J'(u)$ or sometimes also denoted by $\nabla J(u)$ is called the gradient of $J$ at $u$. With this notation a critical point of $J$ is a solution of the equation $J'(u) = 0$. 

The second derivative, which is a symmetric bilinear map, can be also represented as the operator $J''(u) : E \to E, h \mapsto J''(u)h$ such that
\[
\langle J''(u)h, k \rangle = d^2 J(u)[h][k], \quad \forall \ h, k \in E.
\]

**Definition 1.4.8.** We say that a point $z \in X$ is a local minimum (maximum) of the functional $J : X \to \mathbb{R}$ if there exists a neighbourhood $V$ of $z$ such that
\[
J(z) \leq J(u) \quad (J(z) \geq J(u)), \quad \forall u \in V \setminus \{z\}.
\]
If the above inequality is strict we say that $z$ is a strict local minimum (maximum) of $J$. In case that this inequality holds for every $u \in X \setminus \{z\}$, $z$ is said to be a global minimum (maximum) of the functional.

**Proposition 1.4.9.** If $z \in X$ is a local minimum (maximum) of a functional $J : X \to \mathbb{R}$, and $J$ is differentiable at $z$, then $z$ is a critical point of $J$.

**Proof.** If $z$ is a minimum, for a fixed $h \in X$, there exists $\delta > 0$ such that,
\[
J(z) \leq J(u + th), \quad \forall |t| < \delta.
\]
Now, taking into account that $J$ is differentiable at $z$, the differential evaluated in the direction $h$ coincides with the limits
\[
0 \leq \lim_{t \to 0^+} \frac{J(u + th) - J(u)}{t} = dJ(z)[h] = \lim_{t \to 0^-} \frac{J(u + th) - J(u)}{t} \leq 0.
\]
Therefore $dJ(z) = 0$. ■

Next, we state some results dealing with the existence of minima or maxima for coercive and weakly lower semi-continuous functionals.

**Definition 1.4.10.** A functional $J$ is called coercive if
\[
\lim_{\|u\|_X \to +\infty} J(u) = +\infty.
\]

**Definition 1.4.11.** A functional $J$ is said to be weakly lower semi-continuous if for every sequence $u_n \in X$ such that $u_n \rightharpoonup u$ the following holds
\[
J(u) \leq \liminf_{n} J(u_n).
\]

**Lemma 1.4.12.** Let $X$ be a reflexive Banach space and let $J : X \to \mathbb{R}$ be a coercive and weakly lower semi-continuous Then, $J$ is bounded from below on $X$, namely there exists $a \in \mathbb{R}$ such that $J(u) \geq a$ for all $u \in X$. 
1.4. CALCULUS OF VARIATIONS

Proof. We suppose by contradiction that there exists a sequence \( u_n \in X \) such that \( J(u_n) \to -\infty \). Since \( J \) is coercive it follows that \( u_n \) is bounded, thus, by the reflexivity of \( X \), there exists an element \( u \in X \) and a weakly convergent subsequence (relabelling) such that \( u_n \rightharpoonup u \). Now, since \( J \) is weakly lower semi-continuous, we infer that

\[
J(u) \leq \lim \inf J(u_n) = -\infty,
\]

and it is a contradiction. Therefore \( J \) is bounded from below.

Theorem 1.4.13. Let \( X \) be a reflexive Banach space and let \( J : X \to \mathbb{R} \) be a coercive and weakly lower semi-continuous. Then, \( J \) has a global minimum, namely there exists \( z \in X \) such that

\[
J(z) = \inf_{u \in X} J(u).
\]

Moreover, if \( J \) is differentiable at \( z \), then \( dJ(z) = 0 \).

Proof. From the Lemma 1.4.12 it follows that

\[
m = \inf_{u \in X} J(u),
\]

is finite. If we take a minimizing sequence, namely \( u_n \in X \) such that \( J(u_n) \to m \), we have again by the coercivity of \( J \) that \( u_n \) is a bounded sequence and \( u_n \rightharpoonup u \) for some \( u \in X \). Using that \( J \) is weakly lower semi-continuous we obtain

\[
J(u) \leq \lim \inf J(u_n) = m,
\]

and the last inequality can not be strict because \( m \) is the infimum of \( J \) on \( X \). Therefore \( J \) achieves its global minimum at \( z \); \( J(z) = m \). Using the Proposition 1.4.9 we can conclude the proof.

Remark 1.4.14. Since \( z \) is a maximum for \( J \) if and only if it is a minimum for \(-J\), a similar result holds for the existence of maxima, provided \(-J\) is coercive and weakly lower semi-continuous

§ 1.4.3. Differentiable manifolds. In this subsection we recall some aspects about differentiable manifolds.

Definition 1.4.15. Let \( X \) by a Hilbert space and \( I \) a set of indices. A topological space \( M \) is a \( C^k \) Hilbert manifold modelled on \( X \), if there exists an open covering \( \{U_i\}_{i \in I} \) of \( M \) and a family \( \psi_i : U_i \to X \) of mappings such that the following conditions hold

- \( V_i = \psi_i(U_i) \) is open in \( X \) and \( \psi_i \) is an homeomorphism from \( U_i \) onto \( V_i \);
- \( \psi_j \circ \psi_i^{-1} : \psi_i(U_i \cap U_j) \to \psi_j(U_i \cap U_j) \) is of class \( C^k \).
Each pair \((U_i, \psi_i)\) in the preceding definition is called a local chart, the maps \(\psi_j \circ \psi_i^{-1}\) are the changes of charts and the pair \((V_i, \psi_i^{-1})\) is called a local parametrization of \(M\). We have been assuming that \(X\) is a Banach space and in this case \(M\) is said to be a Banach manifold modelled on \(X\). Moreover, in more general situations, each \(\psi_i\) could map \(U_i\) in different Hilbert spaces \(X_i\). However, on any connected component of \(M\), each \(X_i\) can be identified through isomorphism with a single Hilbert space \(X\) and we will still say that \(M\) is modelled on \(X\). For the applications that we will use in this work is suffices to consider the specific case in which \(M\) is a subset of a Hilbert space \(E\) and is modelled on a Hilbert subspace \(E_1 \subset E\). In particular we will limit ourselves to the case where the manifold is defined in the form

\[
M = G^{-1}(0),
\]

where \(G \in C^1(E, \mathbb{R})\), such that \(G'(u) \neq 0\), \(\forall u \in M\). (M)

**Definition 1.4.16.** Let \(M\) be a manifold as (M). We define the tangent space to \(M\) at the point \(p \in M\) by

\[
T_pM = \{h \in E : \langle G'(p), h \rangle = 0\}.
\]

Note that \(T_pM\) is the orthogonal of \(G'(p)\) in \(E\), thus \(T_pM\) is a closed subspace of \(E\) and hence this is also a Hilbert space with the same scalar product of \(E\).

Given a functional \(J : E \to \mathbb{R}\), the constrained derivative of \(J\) on a manifold \(M \subset E\) at the point \(p \in M\), is the restriction to \(T_pM\) of the linear map \(dJ(p) \in L(E, \mathbb{R})\), i.e., if we denote this constrained derivative as \(d_MJ\), we have that \(d_MJ(p) \in L(T_pM, \mathbb{R})\) and

\[
d_MJ(p)[h] = dJ(p)[h], \quad \forall h \in T_pM.
\]

Using again the Riesz theorem we obtain that there exists a unique element in \(T_pM\), which we denote by \(\nabla_MJ(p)\), such that

\[
\langle \nabla_MJ(p), h \rangle = d_MJ(p)[h], \quad \forall h \in T_pM.
\] (1.39)

The element \(\nabla_MJ(p)\) is named the constrained gradient of \(J\) on \(M\). Moreover, from (1.39) we have

\[
\langle \nabla_MJ(p), h \rangle = \langle J'(p), h \rangle, \quad \forall h \in T_pM,
\]

hence, \(\nabla_MJ(p)\) is nothing but the projection of \(J'(p)\) on \(T_pM\), which can be written as

\[
\nabla_MJ(p) = J'(p) - \lambda_p G'(p),
\]

where

\[
\lambda_p = \frac{\langle J'(p), G'(p) \rangle}{\|G'(p)\|^2}.
\]

Note that \(\lambda\) is well defined on \(M\) due to the condition \(G'(u) \neq 0\) for all \(u \in M\), thus the above expression for the constrained derivative makes sense.
**Definition 1.4.17.** A manifold \( M \in E \) is said to be of codimension one if it is modelled on a subspace \( X \) of codimension one in \( E \), i.e., \( X \) satisfies
\[
E = X \oplus \langle w \rangle,
\]
for some \( w \in E \).

In particular we have the following result.

**Theorem 1.4.18.** Let \( M \) be a manifold of the form \((M)\). Then \( M \) has codimension one.

**Proof.** We consider for each point \( p \in M \) the map \( \psi_p : E \to E \) defined as
\[
\psi_p(u) = u - p - \langle G'(p), u - p \rangle w_p + G(u)w_p, \quad \text{with} \quad w_p = \frac{G'(p)}{\|G'(p)\|^2}.
\]

Note that \( \langle G'(p), w_p \rangle = 1 \) and it follows that
\[
\langle G'(p), \psi_p(u) \rangle = \langle G'(p), u - p - \langle G'(p), u - p \rangle w_p + G(u)w_p \rangle
\]
\[
= \langle G'(p), u - p \rangle - \langle G'(p), \langle G'(p), u - p \rangle w_p \rangle + \langle G'(p), G(u)w_p \rangle
\]
\[
= \langle G'(p), u - p \rangle - \langle G'(p), u - p \rangle \langle G'(p), w_p \rangle + G(u)\langle G'(p), w_p \rangle
\]
\[
= G(u).
\]

Thus, we have that \( \psi_p(u) \in T_pX \) if and only if \( u \in M \) and, hence, the restriction of \( \psi_p \) to \( M \) mapping \( M \) onto \( T_pM \). Moreover, \( \psi_p(p) = 0 \), \( \psi_p \) is of class \( C^1 \) and \( d\psi_p(p) = Id \in L(E, E) \). Using the Inverse Function Theorem (see [13]) we obtain that \( \psi_p \) is locally invertible at \( p \), furthermore, \( \psi_p \) induces a diffeomorphism between a neighbourhood \( \tilde{U} \) of \( p \) and a neighbourhood \( \tilde{V} \) of \( 0 \). Now, if we define the map \( \varphi_p \) as the restriction of \( \psi_p^{-1} \) to \( \tilde{V} = \tilde{V} \cap T_pM \), it follows that \( M \) is a \( C^1 \) manifold with local parametrization given by \((\tilde{V}, \varphi_p)\) at the point \( p \). On the other hand we know that the tangent space \( T_pM \) for all \( p \in M \) are isomorph to some Hilbert space \( X \) with codimension one, since
\[
E = T_pM \oplus \langle G'(p) \rangle.
\]

Therefore, we have proved that \( M \) is a Hilbert manifold modelled on a subspace \( X \) of codimension one in \( E \). Hence, \( M \) has codimension one.

**Definition 1.4.19.** Let \( J : E \to \mathbb{R} \) be a differentiable functional and let \( M \) be a smooth Hilbert manifold. We say that \( z \in M \) is a constrained critical point of \( J \) on \( M \) if
\[
d_M J(z) = 0.
\]

Moreover, a constrained critical point \( z \) satisfies the equation \( \nabla_M J(z) = 0 \). Furthermore \( J'(z) \) is orthogonal to the tangent space \( T_zM \) and, if \( M \) has the form \((M)\), there exists a constant \( \lambda \) such that
\[
J'(z) = \lambda G'(z).
\]
Definition 1.4.20. We say that a point $z \in E$ is a local constrained minimum (maximum) of the functional $J \in C(E, \mathbb{R})$ on a smooth manifold $M$, if there exists a neighbourhood $\mathcal{V}$ of $z$ such that

$$J(z) \leq J(u) \quad (J(z) \geq J(u)), \quad \forall u \in (\mathcal{V} \cap M) \setminus \{z\},$$

If the above inequality is strict we say that $z$ is a strict local constrained minimum (maximum) of $J$. In case that this inequality holds for every $u \in X \cap M \setminus \{z\}$, $z$ is called a global constrained minimum (maximum) of the functional on $M$.

Similarly to Proposition 1.4.9 we have the following necessary condition to constrained extremes.

Proposition 1.4.21. If $z \in X$ is a local constrained minimum (maximum) of a functional $J : E \to \mathbb{R}$ on a smooth manifold $M$, and $J$ is differentiable at $z$, then $z$ is a constrained critical point of $J$ on $M$.

Proof. Let $(\mathcal{V}, \varphi_z)$ be the local parametrization of $M$ at the point $z$ that was used previously in the proof of Theorem 1.4.18. Recall that

$$\varphi_z = \psi_z^{-1}|_{\mathcal{V}} : \mathcal{V} \subset TzM \to M,$$

such that $\varphi_z(0) = z$, and

$$d\varphi_z(0) = (d\psi_z(z))^{-1}|_{TM} = Id,$$  \hspace{1cm} (1.40)

(see [12, §6.3]). From the Definition 1.4.20 we deduce that, $z$ is a local constrained minimum (maximum) of $J$ in $M$ if and only if $0$ is a local minimum (maximum) of $J \circ \varphi_z$ on $\mathcal{V}$. Now, applying the Proposition 1.4.9, we have that $0$ is a critical point of the functional $J \circ \varphi_z$, i.e.,

$$d(J \circ \varphi_z)(0)[h] = dJ(z)[d\varphi_z(0)[h]] = 0, \quad \forall h \in TzM.$$

Therefore, since $d\varphi_z(0) = Id$, we have

$$dJ(z)[h] = d_MJ(z)[h] = 0, \quad \forall h \in TzM,$$

and we can conclude that $z$ is a constrained critical point of $J$ on $M$. \[\blacksquare\]

§ 1.4.4. Natural constraints. Frequently in the variational formulation of a partial differential equation we have that the associated functional is not bounded. A useful technique used to avoid this issue is to find a manifold $M$ such that the constrained functional is bounded and $M$ contains all the critical points.

Definition 1.4.22 (Natural constraint). Let $E$ be a Hilbert space. A manifold $M$ is called a natural constraint for $J$, if $J \in C^1(E, \mathbb{R})$ satisfies that every constrained critical point of $J$ on $M$ is indeed a critical point of $J$, namely

$$\nabla_M J(u) = 0, \quad u \in M \quad \iff \quad J'(u) = 0.$$
One of the most used manifolds as natural constraint is the called Nehari Manifold which was introduced by Zeev Nehari in 1960-1961 (see [66, 67]) and defined as follows

\[ M = \{ u \in E \setminus \{0\} \mid \langle J'(u), u \rangle = 0 \}, \]  

(1.41)

for some functional \( J \in C^1(E, \mathbb{R}) \).

**Theorem 1.4.23.** Let \( J \in C^2(E, \mathbb{R}) \) for some Hilbert space \( E \) and let \( M \) be a non-empty manifold defined as (1.41). If we assume the following conditions:

\[ \exists r > 0 \text{ such that } B_r \cap M = \emptyset, \]  

(1.42)

and

\[ \langle J''(u)u, u \rangle \neq 0, \quad \forall u \in M, \]  

(1.43)

then, \( M \) is a natural constraint for \( J \).

**Proof.** First we will show that all constrained critical points of \( J \) on \( M \) are indeed critical points of \( J \). In order to continue with the same notation we set

\[ G(u) = \langle J'(u), u \rangle, \]

and we have that \( G \in C^1(E, \mathbb{R}) \), thus \( M = G^{-1}(0) \setminus \{0\} \). Moreover, for \( u \in M \) we can see that

\[ \langle G'(u), u \rangle = \langle J''(u)u, u \rangle + \langle J'(u), u \rangle = \langle J''(u)u, u \rangle \neq 0, \]  

(1.44)

hence, \( G'(u) \neq 0 \) for all \( u \in M \). This fact and (1.42) implies that \( M \) is a close \( C^1 \) manifold of codimension one due to Theorem 1.4.18. If we suppose that \( z \in M \) is a constrained critical point of \( J \), then

\[ \nabla_M J(z) = J'(z) - \lambda z G'(z) = 0. \]  

(1.45)

Now, considering the following scalar product

\[ \lambda z \langle G'(z), z \rangle = \langle \lambda z G'(z), z \rangle = \langle J'(z), z \rangle = G(z) = 0 \]

we obtain that \( \lambda z = 0 \) since \( \langle G'(u), u \rangle \neq 0 \). Therefore \( J'(z) = 0 \) and hence \( z \) is a critical point of \( J \). Conversely, if we suppose that \( J'(z) = 0 \), then \( G(z) = \langle 0, z \rangle = 0 \), thus \( z \in M \). Moreover

\[ \lambda z = \frac{\langle J'(z), G'(z) \rangle}{\|G'(z)\|^2} = 0, \]

hence, (1.45) holds and \( z \) is a constrained critical point. \( \blacksquare \)
§ 1.4.5. The Palais-Smale compactness condition. The existence of constrained critical points is closely related with some compactness condition. In this subsection we will discuss the Palais-Smale condition which we will use in the following chapters.

**Definition 1.4.24.** Let $E$ be a Hilbert space and $J \in C^1(E, \mathbb{R})$. We say that a sequence $u_n \in E$ is a Palais-Smale sequence if it satisfies:

- $J(u_n)$ is bounded in $E$,
- $J'(u_n) \to 0$ in $E'$.

**Definition 1.4.25 (Palais-Smale condition).** We say that a functional $J$ satisfies the Palais-Smale condition on $E$, if every Palais-Smale sequence has a convergent subsequence in $E$.

Note that, if the functional $J \in C^1(E, \mathbb{R})$ satisfies the Palais-Smale condition, then, for all Palais-Smale sequence $u_n$ in $E$ such that $J(u_n) \to c$, there exists an element $u \in E$ and a convergent subsequence (relabelling) $u_n$ such that $u_n \to u$ in $E$. Therefore, by continuity, we have that $J(u) = c$ and $J'(u) = 0$. In other words, $u$ is a critical point of $J$ on $E$ and $c$ is said to be a critical level.

The following principle is an useful tool to obtain a Palais-Smale sequence.

**Theorem 1.4.26 (Ekeland’s Variational Principle).** [37] Let $J \in C^1(E, \mathbb{R})$, and let $M$ be a manifold of the form (M). If $J$ is bounded from below on $M$, then, for every $\epsilon > 0$ there exists some point $u_\epsilon \in M$ such that

$$ J(u_\epsilon) \leq \inf_{u \in M} J(u) + \epsilon^2 \quad \text{and} \quad \|\nabla_M J(u_\epsilon)\| \leq \epsilon. $$

Note that through the Ekeland’s Variational Principle we obtain a Palais-Smale sequence $u_n$ such that

$$ J(u_n) \to m = \inf_{u \in M} J(u) > -\infty. \quad (1.46) $$

The next theorem give us the existence of constrained extremes.

**Theorem 1.4.27.** [12, Theorem 7.12] Let $J \in C^{1,1}(E, \mathbb{R})$, and let $M$ be a manifold of the form (M). If $J$ is bounded from below on $M$ and there exists a Palais-Smale sequence in $M$ satisfying (1.46), then the infimum $m$ is achieved at some point $z \in M$ and $\nabla_M J(z) = 0$.

**Remark 1.4.28.** In the above theorem the condition $f \in C^{1,1}(E, \mathbb{R})$ can be weakened to $f \in C^1(E, \mathbb{R})$ if $M$ is a $C^{1,1}$ Hilbert or Banach Manifold, see [12, Remarks 7.13, 10.11] for further information.
§ 1.4.6. The Mountain Pass Theorem. In this subsection we will see one of the most useful results to prove the existence of critical points different from minima or maxima. This result is known as the Mountain Pass Theorem and it has particular importance for functionals that are not bounded from below, nor from above.

Let $E$ be a Hilbert space and we consider a functional $J$ with the following geometric features:

(MP-1) $J \in C^1(E, \mathbb{R})$ with $J(0) = 0$ and there exist $r, \rho > 0$ such that $J(u) \geq \rho$ for all $u \in S_r$, where

$$S_r = \{ u \in E : \|u\| = r \};$$

(MP-2) there exists $e \in E$ with $\|e\| > r$ such that $J(e) \leq \rho$.

Notice that $J$ might be unbounded from below, we only require that it is bounded from below on $S_r$.

We denote by $\Gamma$ the set of all continuous paths on $E$ joining $u = 0$ and $u = e$ as follows

$$\Gamma = \{ \gamma \in C([0,1], E) \mid \gamma(0) = 0, \gamma(1) = e \}. \quad (1.47)$$

We can see that $\Gamma$ is a non-empty set because the path $\gamma(t) = te$ belongs to $\Gamma$. We set

$$c = \inf_{\gamma \in \Gamma} \max_{t \in [0,1]} J(\gamma(t)). \quad (1.48)$$

Note that (MP-1) implies

$$\max_{t \in [0,1]} J(\gamma(t)) \geq \rho, \quad \forall \gamma \in \Gamma,$$

since all of these paths cross $S_r$, therefore $c \geq \rho > 0$. On the other hand, we cannot ensure in general that the infimum in (1.48) is attained in $\Gamma$, there are examples even in finite dimensional cases that show this fact. To avoid this problem we will use the Palais-Smale compactness condition.

**Theorem 1.4.29 (Mountain Pass).** Let $J$ be a functional that satisfies (MP-1) and (MP-2). Let $c$ be defined as (1.48) and suppose that the Palais-Smale condition holds. Then $c$ is a critical level for $J$. Precisely, there exists $z \in E \setminus \{0,e\}$ such that $J(z) = c$ and $J'(z) = 0$.

The point $z$ in the above Theorem is said to be a Mountain Pass critical point and $c$ a Mountain Pass critical level. The Figure 1.2 gives us a geometric notion of the Mountain Pass Theorem. See [14] for further details and proof.
§ 1.5. The Schwarz symmetrization.

In this section we will define the Schwarz symmetrization as well as some of its basic properties. The contents of this section can be found at [18]. Let \( \Omega \) be a bounded subset in \( \mathbb{R}^N \) and we denote by \( |\Omega| \) the volume (Lebesgue measure) of \( \Omega \) which it is clearly finite.

**Definition 1.5.1.** The symmetrized set of \( \Omega \), denoted by \( \Omega^* \), is the ball
\[
\Omega^* = \{ x \in \mathbb{R}^N : |x| < r \},
\]
such that \( |\Omega^*| = |\Omega| \). If \( \Omega \) is compact, we set
\[
\Omega^* = \{ x \in \mathbb{R}^N : |x| \leq r \}.
\]

From the above definitions it follows clearly that, if \( |\Omega_1| \leq |\Omega_2| \), then \( \Omega_1^* \subset \Omega_2^* \). In particular it is true when \( \Omega_1 \subset \Omega_2 \).

**Definition 1.5.2.** Let \( u : \Omega \subset \mathbb{R}^N \to \mathbb{R} \). Then we define the Schwarz symmetrization of \( u \) in \( \Omega \) as the map \( u^* : \Omega^* \to \mathbb{R} \) such that
\[
u^*(x) = \sup \{ \kappa : x \in (\Omega_u(\kappa))^* \},
\]
where
\[
\Omega_u(\kappa) = \{ x \in \mathbb{R}^N : u(x) \geq \kappa \}.
\]
Notice that if \( x, y \in \Omega^* \) and \( |x| = |y| \), then
\[
u^*(x) = \sup \{ \kappa : x \in (\Omega_u(\kappa))^* \} = \sup \{ \kappa : y \in (\Omega_u(\kappa))^* \} = u^*(y),
\]
thus, \( u^* \) is a radially symmetric function in \( \Omega^* \) and for this reason the term “symmetrization” is used. Another observation to take into account is derived from (1.50), we have that, if \( \kappa_1 \geq \kappa_2 \), then \( \Omega_u(\kappa_1) \subset \Omega_u(\kappa_2) \) and hence \( (\Omega_u(\kappa_1))^* \subset (\Omega_u(\kappa_2))^* \).
Proposition 1.5.3. The Schwarz symmetrization \( u^* \) is a radially non-increasing function.

Proof. We suppose that \( x, y \in \Omega^* \) and \( |x| < |y| \). Then, for all \( \kappa \in \mathbb{R} \) such that \( y \in (\Omega_u(\kappa))^* \), from the symmetries \( (\Omega_u(\kappa))^* \), it follows that \( x \in (\Omega_u(\kappa))^* \), therefore

\[
u^*(x) = \sup\{\kappa : x \in (\Omega_u(\kappa))^*\} \geq \sup\{\kappa : y \in (\Omega_u(\kappa))^*\} = \nu^*(y).
\] (1.52)

The set defined by

\[
\Omega_u^*(\kappa) = \{x \in \Omega^* : \nu^*(x) \geq \kappa\},
\]
is clearly a ball, due to the radial symmetries of \( \nu^* \), and \( \Omega_u^*(\kappa) \) has the same volume than \( \Omega_u(\kappa) \) as we will prove below. First, we will show that \( \Omega_u^*(\kappa) = (\Omega_u(\kappa))^* \). If \( x \in \Omega_u^*(\kappa) \), then \( \kappa \leq \nu^*(x) = \sup\{\kappa' : x \in (\Omega_u(\kappa'))^*\} \). Thus, there exists \( \kappa_1 \geq \kappa \) such that \( x \in (\Omega_u(\kappa_1))^* \subseteq (\Omega_u(\kappa))^* \). Conversely, if \( x \in (\Omega_u(\kappa))^* \), from (1.49) we have that \( \nu^*(x) \geq \kappa \) and hence \( x \in \Omega_u^*(\kappa) \). Therefore \( \Omega_u^*(\kappa) = (\Omega_u(\kappa))^* \) and finally we obtain

\[
|\Omega_u(\kappa)| = |(\Omega_u(\kappa))^*| = |\Omega_u^*(\kappa)|.
\] (1.53)

Taking into account the above equalities we say that the functions \( u \) and \( \nu^* \) are equimeasurable. In the sequel, if no confusion arises, we will denote the quantity (1.53) only by \( a(\kappa) \). The fact of \( u \) and \( \nu^* \) being equimeasurable implies the following Lemma.

Lemma 1.5.4. [18, pp. 49] Let \( \psi(t) \) be a continuous real function, then

\[
\int_{\Omega} \psi(u(x)) \, dx = \int_{\Omega^*} \psi(u^*(x)) \, dx.
\] (1.54)

Corollary 1.5.5. Taking \( \psi(t) = t^p \) with \( 1 \leq p < \infty \) in Lemma 1.5.4, we obtain

\[
\|u\|_{L^p(\Omega)} = \|u^*\|_{L^p(\Omega^*)}.
\] (1.55)

If \( u \) is continuous then the function \( a(\kappa) \) is strictly decreasing and has discontinuities only for those values of \( \kappa \) for which the set \( \{x \in \Omega : u(x) = \kappa\} \) has a non-vanishing volume. Let \( \kappa(a) \) be the inverse function of \( a(\kappa) \), and in the points \( \kappa_0 \) such that \( a(\kappa_0) = a_1 < a_2 = a(\kappa_0') \) we complete the definition of \( \kappa(a) \) by setting \( \kappa(a) = \kappa_0 \) for all \( a \in [a_1, a_2] \).

Lemma 1.5.6. Let \( x \in \Omega^* \). Then

\[
u^*(x) = \kappa(\omega_N |x|^N)
\]
where \( \omega_N \) is the volume of the unit ball in \( \mathbb{R}^N \).
Proof. Let us take the closed ball $\overline{B}|x| \in \mathbb{R}^N$ with radius $|x|$ and we set

$$a_x := |\overline{B}|x| = \omega_N |x|^N$$

and

$$\kappa_x := \kappa(a_x).$$

Recalling that

$$a_x = a(\kappa_x) = |(\Omega_u(\kappa_x))^*|,$$

and taking into account the spherical form of the set $(\Omega_u(\kappa_x))^*$, we obtain that $(\Omega_u(\kappa_x))^* = \overline{B}|x|$ and obviously $x \in (\Omega_u(\kappa_x))^*$. Hence

$$u^*(x) = \sup\{\kappa : x \in (\Omega_u(\kappa))^*\} \geq \kappa_x. \quad (1.56)$$

If we assume that the above inequality is strict, then there exists $\mu_y > \kappa_x$ such that $x \in (\Omega_u(\kappa_y))^*$. Moreover, since $a(\kappa)$ is strictly decreasing we have $a(\kappa_y) < a(\kappa_x)$, thus

$$x \in \overline{B}|y| \subset \overline{B}|x|, \quad \text{with} \quad |y| < |x|,$$

and this is a contradiction. Therefore

$$u^*(x) = \kappa_x = \kappa(a_x) = \kappa(\omega_N |x|^N).$$

Lemma 1.5.7. Let $\psi$ be a non-decreasing continuous real function and let $S \subset \Omega$ be an arbitrary region of volume $V$. Then,

$$\int_S \psi(u(x)) \, dx \leq \int_{S^*} \psi(u^*(x)) \, dx = \int_0^V \psi(\kappa(a)) \, da. \quad (1.57)$$

It is important to note that the Schwarz symmetrization in the above theorem is taken in $\Omega$ not in $S$.

Proof. We first consider the case where $\kappa(a)$ is non-constant in a neighbourhood of $V$, namely the set $\{x \in \Omega : u(x) = \kappa(V)\}$ has a vanishing volume. Then

$$|\Omega_u(\kappa(V))| = V = |S|,$$

and consequently

$$|S \setminus \Omega_u(\kappa(V))| = |\Omega_u(\kappa(V)) \setminus S|. \quad (1.58)$$

Moreover, from (1.50) we have in particular

$$u(x) < \kappa(V) \quad \forall x \in S \setminus \Omega_u(\kappa(V)), \quad (1.59)$$

thus, using (1.58) and (1.59) and the fact that $\psi$ is a non-decreasing function, we obtain

$$\int_{S \setminus \Omega_u(\kappa(V))} \psi(u(x)) \, dx \leq \int_{\Omega_u(\kappa(V)) \setminus S} \psi(u(x)) \, dx, \quad (1.60)$$
hence
\[ \int_S \psi(u(x)) \, dx \leq \int_{\Omega_u(\kappa(V))} \psi(u(x)) \, dx. \] (1.61)

We also have \((\Omega_u(\kappa(V)))^* = S^*\), thus applying the Lemmas 1.5.4 and 1.5.6, it follows that
\[ \int_{\Omega_u(\kappa(V))} \psi(u(x)) \, dx = \int_{S^*} \psi(u^*(x)) \, dx = \int_V \psi(\kappa(a)) \, da. \] (1.62)

Therefore the assertion is obtained from (1.61) and (1.62). If \(\kappa(a)\) is constant in a maximal interval \((a_1, a_2)\) which contains \(V\), then
\[ |\Omega_u(\kappa(V))| = a_2 > V. \]
In this case we replace \(\Omega_u(\kappa(V))\) by a region \(\Omega'\) of volume \(V\) such that
\(\Omega_u(\kappa(a_1^-)) \subset \Omega' \subset \Omega_u(\kappa(a_2^+))\),
and the procedure is the same. ☐

Next we will show an example where the inequality of Lemma 1.5.7 takes place.

**Example 1.5.8.** Let \(\Omega = (0, 1)\), \(S = (0, \frac{1}{2})\) and
\[ u(x) = \begin{cases} 1 & \text{if } x \in \left(\frac{1}{2}, 1\right) \\ 0 & \text{if } x \in (0, \frac{1}{2}] \end{cases}. \]

We can see that the symmetrized sets in this case are \(\Omega^* = (-\frac{1}{2}, \frac{1}{2})\), and \(S^* = (-\frac{1}{4}, \frac{1}{4})\). We also have that
\[ u^*(x) = \begin{cases} 1 & \text{if } x \in \left(-\frac{1}{4}, \frac{1}{4}\right) \\ 0 & \text{if } x \in \left(-\frac{1}{2}, -\frac{1}{4}\right) \cap \left[\frac{1}{4}, \frac{1}{2}\right) \end{cases}. \]

Taking \(\psi\) as the identity function we obtain that
\[ \int_S \psi(u(x)) \, dx = \int_0^{1/2} u(x) \, dx = 0 < 1 = \int_{-1/4}^{1/4} u^*(x) \, dx = \int_{S^*} \psi(u^*(x)) \, dx, \]
which verify the inequality of (1.57). ☐

We will introduce the following integral identity which we will use later.

**Lemma 1.5.9.** [18, Lemma 2.3] Let \(u\) and \(v\) be real-valued functions defined in \(\Omega\) with \(u\) integrable over \(\Omega\) and \(v\) measurable over \(\Omega\), satisfying the bound condition
\(-\infty < a \leq v(x) \leq b < +\infty\). Then
\[ \int_{\Omega} uv \, dx = a \int_{\Omega} u \, dx + \int_a^b \left( \int_{\Omega_u(\kappa)} u \, dx \right) \, d\kappa, \] (1.63)
or equivalently
\[ \int_{\Omega} uv \, dx = b \int_{\Omega} u \, dx - \int_a^b \left( \int_{\Omega \setminus \Omega_u(\kappa)} u \, dx \right) \, d\kappa. \] (1.64)
Theorem 1.5.10. Let $u, v$ be continuous functions in $\Omega$ and let $v$ satisfy the bound condition of the Lemma 1.5.9. Then

$$\int_{\Omega} uv \, dx \leq \int_{\Omega^*} u^* v^* \, dx. \tag{1.65}$$

Proof. Thanks to Lemma 1.5.9 we have

$$\int_{\Omega} uv \, dx = a \int_{\Omega} u \, dx + \int_{a}^{b} \left( \int_{\Omega(u(\kappa))} u \, dx \right) d\kappa,$n and

$$\int_{\Omega^*} u^* v^* \, dx = a \int_{\Omega^*} u^* \, dx + \int_{a}^{b} \left( \int_{\Omega^*(\kappa)} u^* \, dx \right) d\kappa.$n

Now, using the Lemma 1.5.4, we obtain

$$a \int_{\Omega} u \, dx = a \int_{\Omega^*} u^* \, dx, \tag{1.66}$$

and, taking into account the Lemma 1.5.7, it follows that

$$\int_{\Omega(u(\kappa))} u \, dx \leq \int_{\Omega^*(\kappa)} u^* \, dx. \tag{1.67}$$

Therefore inequality (1.65) holds. ■

Lemma 1.5.11. [18, Lemma 2.1] If $u$ is a non-negative Lipschitz continuous map that vanishes on $\partial \Omega$, then $u^*$ is also a Lipschitz continuous map with the same Lipschitz constant.

Remark 1.5.12. It is important to note that all results in this section are presented assuming that $\Omega$ is a bounded set. The concept of symmetrized set can not be extended to unbounded sets in general. Intuitively it is clear that $(\mathbb{R}^N)^* = \mathbb{R}^N$ but we can not define the symmetrized set for $\Omega \neq \mathbb{R}^N$ when $|\Omega| = \infty$. However, we can extend the Schwarz symmetrization for a function $u : \mathbb{R}^N \to \mathbb{R}_+$ that vanishes at infinity. Note that here $\Omega_u(\kappa)$ is bounded if $\kappa > 0$ and $\Omega_u(\kappa) = \mathbb{R}^N$ if $\kappa \leq 0$, in both cases the symmetrized set is well defined and the Schwarz symmetrization can be obtained by (1.49). All results presented in this section can be extended naturally to functions $u : \mathbb{R}^N \to \mathbb{R}_+$ that vanish at infinity.

Theorem 1.5.13. [78, Lemma 1] Let $u \in C^\infty(\mathbb{R}^N)$ a non-negative real valued function that vanishes at infinity. Then

$$\int_{\mathbb{R}^N} |\nabla u|^p \, dx \geq \int_{\mathbb{R}^N} |\nabla u^*|^p \, dx. \tag{1.68}$$
The above result is known as the Pólya-Szegő inequality, because it was first used in 1945 by G. Pólya and G. Szegő to prove that the capacity of a condenser diminishes or remains unchanged by applying the process of Schwarz symmetrization (see [70]).

For the proof of Theorem 1.5.13 we need some results from the theory of functions of several real variables. Setting $\Omega = \mathbb{R}^N$, we need a formula connecting the integral of $|\nabla u|$ with the $(N-1)$-dimensional measure of the boundaries $\partial \Omega_u(\kappa)$ or the $(N-1)$-dimensional measure of the set $\{x \in \Omega : u(x) = \kappa\}$. This formulas are due to Federer [41] which in our case take the form

$$
\int_{\Omega} |\nabla u| \, dx = \int_{0}^{+\infty} \mathcal{H}_{N-1}\{x \in \Omega : u(x) = \kappa\} \, d\kappa,
$$

(1.69)

where $\mathcal{H}_{N-1}$ stands for $(N-1)$-dimensional (Hausdorff) measure. A more general version of (1.69) (see [41]) is

$$
\int_{\Omega} f(x)|\nabla u| \, dx = \int_{0}^{+\infty} d\kappa \int_{u(x)=\kappa} f(x) \mathcal{H}_{N-1}(dx),
$$

(1.70)

where $f$ is a real valued integrable function. We point out that the above formulas are valid provided $u$ is a Lipschitz continuous map. In our case this is not an issue since we are supposing that $u$ is a smooth function vanishing at infinity, hence it is Lipschitz continuous.

Before starting with the proof let us state explicitly some properties of the level sets we have used. The set $\partial \Omega_u(\kappa)$ is a subset of $\{x \in \Omega : u(x) = \kappa\}$ because of the continuity of $u$. Moreover, the set

$$
\{x \in \Omega : u(x) = \kappa\} \setminus \partial \Omega_u(\kappa),
$$

only contains critical points of $u$. Hence, if $\{x \in \Omega : u(x) = \kappa\}$ does not contain critical points of $u$, then

$$
\Omega_u(\kappa) = \{x \in \Omega : u(x) = \kappa\}.
$$

(1.71)

Note that if $u \in C^\infty(\Omega)$, the set of all levels $\kappa$ for which $\{x \in \Omega : u(x) = \kappa\}$ contains critical points of $u$ has one-dimensional measure zero, via Sard’s theorem (see [74]). Therefore (1.71) is valid at almost every $\kappa$.

Proof of Theorem 1.5.13. First, we will prove that the following inequality holds at almost every $\kappa$

$$
\int_{u(x)=\kappa} |\nabla u|^{p-1} \mathcal{H}_{N-1}(dx) \geq [-a'(\kappa)]^{1-p} [\mathcal{H}_{N-1}\{x \in \Omega : u(x) = \kappa\}]^p.
$$

(1.72)
where $a$ is defined by $a(\kappa) = |\Omega_u(\kappa)|$ in (1.53). If $p = 1$ the above expression is clearly an equality. If $p > 1$, we obtain by the H"older inequality that

$$
\int_{\kappa \leq u(x) < \kappa + h} \frac{\nabla u}{h} \, dx \leq \left[ \int_{\kappa \leq u(x) < \kappa + h} \frac{|\nabla u|^p}{h} \, dx \right]^{\frac{1}{p}} \left[ \frac{-a(\kappa + h) - a(\kappa)}{h} \right]^{\frac{1}{1 - \frac{1}{p}}},
$$

hence, making $h \to 0$ we have

$$
- \frac{d}{d\kappa} \int_{\Omega_u(\kappa)} |\nabla u| \, dx \leq \left[ - \frac{d}{d\kappa} \int_{\Omega_u(\kappa)} |\nabla u|^p \, dx \right]^{\frac{1}{p}} [a'(\kappa)]^{1 - \frac{1}{p}}. \tag{1.73}
$$

On the other hand, from (1.69) we obtain for almost every $\kappa$ that

$$
\int_{\Omega_u(\kappa)} |\nabla u| \, dx = \int_{\kappa}^{+\infty} \mathcal{H}_{N-1} \{ x \in \Omega : u(x) = t \} \, dt,
$$

hence

$$
- \frac{d}{d\kappa} \int_{\Omega_u(\kappa)} |\nabla u| \, dx = \mathcal{H}_{N-1} \{ x \in \Omega : u(x) = \kappa \}. \tag{1.74}
$$

Analogously from (1.70) we have

$$
\int_{\Omega_u(\kappa)} |\nabla u|^p \, dx = \int_{\kappa}^{+\infty} dt \int_{u(x) = t} |\nabla u|^{p-1} \mathcal{H}_{N-1}(dx), \tag{1.75}
$$

then

$$
- \frac{d}{d\kappa} \int_{\Omega_u(\kappa)} |\nabla u|^p \, dx = \int_{u(x) = \kappa} |\nabla u|^{p-1} \mathcal{H}_{N-1}(dx). \tag{1.76}
$$

Thus, substituting (1.74) and (1.76) in (1.73) we obtain (1.72) for almost every $\kappa$.

From (1.75) it also follows that

$$
\int_{\Omega} |\nabla u|^p \, dx = \int_{0}^{+\infty} d\kappa \int_{u(x) = \kappa} |\nabla u|^{p-1} \mathcal{H}_{N-1}(dx), \tag{1.77}
$$

and now we will use the isoperimetric inequality (see [42, §3.2.43]). Recall that in our case this inequality can be written for almost every $\kappa$ as

$$
N \omega_N^{\frac{1}{p}} |a(\kappa)|^{1 - \frac{1}{p}} \leq \mathcal{H}_{N-1} \{ x \in \Omega : u(x) = \kappa \}. \tag{1.78}
$$

Therefore, using the inequalities (1.78) and (1.72) in (1.77) we obtain the estimate

$$
\int_{\Omega} |\nabla u|^p \, dx \geq N^p \omega_N^{\frac{p}{p}} \int_{0}^{+\infty} [a(\kappa)]^{p(1 - \frac{1}{p})} |a'(\kappa)|^{1-p} \, d\kappa. \tag{1.79}
$$
Notice that inequality (1.79) becomes an equality if $u$ is radially symmetric. Indeed, the equality holds in (1.78) if the level set $\Omega_u(\kappa)$ is a ball, and the equality holds in (1.72) if $|\nabla u|$ is constant on the level surface $\{x \in \Omega : u(x) = \kappa\}$. Note that, in particular, the Schwarz symmetrization $u^*$ is a Lipschitz continuous function by Lemma 1.5.11 and it satisfies the equality in (1.79), i.e.,

$$
\int_{\Omega^*} |\nabla u^*|^p \, dx = N^p \omega_N^\frac{p}{2} \int_0^{+\infty} [a(\kappa)]^p(1 - \frac{1}{N})|a'(\kappa)|^{1-p} \, d\kappa.
$$

(1.80)

Therefore, the desired conclusion is obtained from (1.79) and (1.80).

**Remark 1.5.14.** All results showed in this section about the Schwarz symmetrization can be extended to functions in the Sobolev space $W^{m,p}(\Omega)$. It is possible thanks to the theorem of global approximation by smooth functions (see Theorem 1.3.4).
CHAPTER 2

A system of nonlinear Schrödinger–Korteweg-de Vries equations

In this chapter we will study in detail the results obtained in [29], we will discuss the arguments used and complete some proofs for better understanding of procedures. This chapter deals with a system of coupled nonlinear Schrödinger–Korteweg-de Vries equations given by

\[
\begin{align*}
if_t + f_{xx} + |f|^2 f + \beta fg &= 0 \\
g_t + gg_x + g_{xxx} + \frac{1}{2}\beta(|f|^2)_x &= 0,
\end{align*}
\tag{S1}
\]

in the one-dimensional case, where \( f = f(x, t) \in \mathbb{C} \) while \( g = g(x, t) \in \mathbb{R} \), and \( \beta \in \mathbb{R} \) is the coupling coefficient. We look for solitary traveling waves solutions, namely solutions to (S1) of the form

\[
(f(x, t), g(x, t)) = \left(e^{i\omega t}e^{i\frac{c}{2}x}u(x - ct), v(x - ct)\right),
\tag{2.1}
\]

with \( u, v \) real functions and \( c, w \) real positive constants. Note that

\[
\begin{align*}
 f_t(x, t) &= e^{i\omega t}e^{i\frac{c}{2}x}(i\omega u(x - ct) - cu'(x - ct)), \\
 f_{xx}(x, t) &= e^{i\omega t}e^{i\frac{c}{2}x} \left(-\frac{\omega^2}{4}u(x - ct) + icu'(c - ct) + u''(x - ct)\right), \\
 |f(x, t)|^2 f(x, t) &= e^{i\omega t}e^{i\frac{c}{2}x}(u(x - ct))^3, \\
 \beta f(x, t)g(x, t) &= e^{i\omega t}e^{i\frac{c}{2}x}\beta u(x - ct)v(x - ct), \\
 \frac{1}{2}\beta(|f(x, t)|^2)_x &= \beta u(x - ct)u'(x - ct),
\end{align*}
\tag{2.2}
\]

therefore, the first equation of (S1) is equivalent to solve the following ordinary differential equation

\[
- \left(w + \frac{c^2}{4}\right)u + u'' + u^3 + \beta uv = 0.
\tag{2.3}
\]
On the other hand, using (1.9), we have that the second equation take the form
\[-cv' + vv' + v''' + \beta uu' = 0.\]
Integrating the above equations, under the assumption that \(u, v\) vanish at infinity, we obtain
\[-cv + \frac{1}{2}v^2 + v'' + \frac{1}{2}\beta u^2 = 0.\]  
(2.4)
Choosing \(\lambda_1 = \omega + \frac{c^2}{4}, \lambda_2 = c\), we get from (2.3) and (2.4) that \(u, v\) solve the following system
\[
\begin{cases}
-u'' + \lambda_1 u = u^3 + \beta uv \\
-v'' + \lambda_2 v = \frac{1}{2}v^2 + \frac{1}{2}\beta u^2.
\end{cases}
\]  
(2.5)

We will focus our attention on the existence of positive even ground and bound states of (2.5) under appropriate range of parameter settings. We will also analyze the extension of system (2.5) to the dimensional cases \(N = 2, 3\).

§ 2.1. Functional setting and notation.

Let \(E\) denotes the Sobolev space \(W^{1,2}(\mathbb{R})\) and, taking into account that \(\lambda_1, \lambda_2 > 0\), we can check easily that
\[
\|u\|_j = \left(\int_{\mathbb{R}} (u''^2 + \lambda_j u^2) \, dx\right)^{\frac{1}{2}}, \quad j = 1, 2,
\]
are norms in \(E\) which come from the inner product
\[
\langle u, v \rangle_j = \int_{\mathbb{R}} (u'v' + \lambda_j uv) \, dx, \quad j = 1, 2.
\]

**Proposition 2.1.1.** Norms \(\|\cdot\|_{W^{1,2}}\) and \(\|\cdot\|_j\), for \(j = 1, 2\) are equivalent in \(E\).

**Proof.** Fixing \(j\), if we suppose that \(\lambda_j \geq 1\), for \(u \in E\) we have
\[
\|u''\|_{L^2}^2 + \|u\|_{L^2}^2 \leq \|u''\|_{L^2}^2 + \lambda_j \|u\|_{L^2}^2 \leq \lambda_j \left(\|u''\|_{L^2}^2 + \|u\|_{L^2}^2\right),
\]
then
\[
\|u\|_{W^{1,2}} \leq \|u\|_j^2 \leq \lambda_j \|u\|_{W^{1,2}}.
\]
Similarly, if \(\lambda_j \leq 1\) we obtain
\[
\lambda_j \|u\|_{W^{1,2}} \leq \|u\|_j^2 \leq \|u\|_{W^{1,2}}.
\]
Therefore, the norms are equivalent. \(\blacksquare\)

Let us define the product Sobolev space \(\mathbb{E} = E \times E\). The elements in \(\mathbb{E}\) will be denoted by \(\mathbf{u} = (u, v)\), and \(\mathbf{0} = (0, 0)\). Recall that the product space \(\mathbb{E}\) is also a Hilbert space doted with the inner product
\[
\langle \mathbf{u}_1, \mathbf{u}_2 \rangle = \langle u_1, u_2 \rangle_1 + \langle v_1, v_2 \rangle_2,
\]  
(2.6)
which induces the norm
\[ \|u\| = \sqrt{\|u\|^2 + \|v\|^2}. \]

Let \( u = (u, v) \in E \), the notation \( u \geq 0 \), respectively \( u > 0 \), means that \( u, v \geq 0 \), respectively \( u, v > 0 \). Let \( H \) be the subspace \( W^{1,2}_r(\mathbb{R}) \) of radially symmetric functions in \( E \), and \( \mathbb{H} = H \times H \).

We define the following functionals which are respectively associated with the equations in system (2.5) without coupling,
\[
I_1(u) = \frac{1}{2} \|u\|^2 - \frac{1}{4} \int_\mathbb{R} u^4 dx, \quad I_2(v) = \frac{1}{2} \|v\|^2 - \frac{1}{6} \int_\mathbb{R} v^3 dx, \quad u, v \in E,
\]
and the associated functional for the system (2.5) can be written as follows,
\[
J(u) = I_1(u) + I_2(v) - \frac{1}{2} \beta \int_\mathbb{R} u^2 v dx, \quad u \in E. \tag{2.7}
\]

Also we can write
\[
J(u) = \frac{1}{2} \|u\|^2 - G_\beta(u), \quad u \in E, \tag{2.8}
\]
where
\[
G_\beta(u) = \frac{1}{4} \int_\mathbb{R} u^4 dx + \frac{1}{6} \int_\mathbb{R} v^3 dx + \frac{1}{2} \beta \int_\mathbb{R} u^2 v dx, \quad u \in E.
\]

Notice that \( I_1, I_2 \) and \( J \) are differentiable on \( E \) and their differentials at \( u = (u, v) \in E \) are given by
\[
DI_1(u)[h_1] = \int_\mathbb{R} \left(u' h'_1 + \lambda_1 u h_1\right) dx - \int_\mathbb{R} u^3 h_1 dx, \tag{2.9}
\]
\[
DI_2(v)[h_2] = \int_\mathbb{R} \left(v' h'_2 + \lambda_2 v h_2\right) dx - \frac{1}{2} \int_\mathbb{R} v^3 h_2 dx, \tag{2.10}
\]
and
\[
dJ(u)[h] = \partial_u J(u)[h_1] + \partial_v J(u)[h_2]
\]
\[= DI_1(u)[h_1] - \beta \int_\mathbb{R} uv h_1 dx + DI_2(v)[h_2] - \frac{1}{2} \beta \int_\mathbb{R} u^2 h_2 dx. \tag{2.11}
\]

We set
\[
P_1(u) = DI_1(u)[u], \quad P_2(v) = DI_2(v)[v], \tag{2.12}
\]
and
\[
G(u) = dJ(u)[u] = P_1(u) + P_2(v) - \frac{3}{2} \beta \int_\mathbb{R} u^2 v dx
\]
\[= \|u\|^2 - \int_\mathbb{R} u^4 dx - \frac{1}{2} \int_\mathbb{R} v^3 dx - \frac{3}{2} \beta \int_\mathbb{R} u^2 v dx. \tag{2.13}
\]

**Definition 2.1.2.** We say that \( u \in E \) is a non-trivial bound state of (2.5) if \( u \) is a non-trivial critical point of \( J \). A bound state \( \tilde{u} \) is called ground state if its energy is minimal among all the non-trivial bound states, namely
\[
J(\tilde{u}) = \min\{J(u) : u \in E \setminus \{0\}, J'(u) = 0\}. \tag{2.14}
\]
§ 2.2. Nehari manifold and key results.

We will work mainly in $\mathbb{H}$ thus, using (1.41) and (1.38), we will take the the Nehari manifold as follows,

$$\mathcal{N} = \{ u \in \mathbb{H} \setminus \{0\} : G(u) = 0 \}. \tag{2.15}$$

**Proposition 2.2.1.** The Nehari manifold $\mathcal{N}$ is a natural constraint for the functional $J$.

**Proof.** We will prove the Proposition through Theorem 1.4.23. For all $u, h \in E$ we have,

$$dG(u)[h] = 2 \langle u, h \rangle - 4 \int \mathbb{R} u^3 h_1 dx - 3 \int \mathbb{R} v^2 h_2 dx - 3 \beta \int \mathbb{R} u v h_1 dx - 3 \beta \int \mathbb{R} u^2 h_2 dx, \tag{2.16}$$

but in particular, if $u = h$ and $u \in \mathcal{N}$, we combine the above expression with the fact $G(u) = 0$ and we obtain

$$dG(u)[u] = dG(u)[u] - 3G(u) = -\|u\|^2 - \int \mathbb{R} u^4 dx < 0, \quad \forall u \in \mathcal{N}. \tag{2.17}$$

Now, the above inequality jointly with (1.44) and (1.38), it follows that $\mathcal{N}$ is a smooth manifold locally near any point $u \neq 0$ with $G(u) = 0$. The second derivatives have the form

$$d^2 I_1(u)[h][k_1] = \int \mathbb{R} (h_1'k_1' + \lambda_j h_1 k_1) dx - 3 \int \mathbb{R} u^2 h_1 k_1 dx, \tag{2.18}$$

$$d^2 I_2(v)[h_2][k_2] = \int \mathbb{R} (h_2'k_2' + \lambda_j h_2 k_2) dx - \int \mathbb{R} v h_2 k_2 dx, \tag{2.19}$$

and

$$d^2 J(u)[h][k] = d^2 I_1(u)[h][k_1] + d^2 I_2(v)[h_2][k_2] - \beta \int \mathbb{R} v h_1 k_1 dx - \beta \int \mathbb{R} u h_2 k_2 dx. \tag{2.20}$$

Evaluating at $u = 0$ we obtain

$$d^2 J(0)[h]^2 = d^2 I_1(0)[h_1]^2 + d^2 I_2(0)[h_2]^2 = \|h_1\|^2 + \|h_2\|^2 = \|h\|^2.$$

Thus, $d^2 J(0)$ is positive definite, so we infer that 0 is a strict minimum for $J$. As a consequence, 0 is an isolated point of the set $G^{-1}(0)$, proving that, on the one hand $\mathcal{N}$ is a smooth complete manifold of codimension 1, and on the other hand there exists a constant $\rho > 0$ so that

$$\|u\|^2 > \rho, \quad \forall u \in \mathcal{N}. \tag{2.21}$$

Therefore, since (2.17) and (2.21), we can conclude that $\mathcal{N}$ is a natural constraint for $J$ thanks to the theorem 1.4.23. $\blacksquare$
Remarks 2.2.2.

(i) It is relevant to point out that working on the Nehari manifold we can combine expressions (2.8) with the fact $G(u) = 0$ and we get that the functional $J$ restricted to $\mathcal{N}$ takes the form

$$J(u) = J(u) - \frac{1}{3} G(u) = \frac{1}{6} \|u\|^2 + \frac{1}{12} \int_{\mathbb{R}} u^4 dx, \quad \forall u \in \mathcal{N},$$

(2.22)

and substituting (2.21) into (2.22) we have

$$J(u) \geq \frac{1}{6} \|u\|^2 > \frac{1}{6} \rho, \quad \forall u \in \mathcal{N}.$$  

(2.23)

Therefore, (2.23) shows that the functional $J$ is bounded from below on $\mathcal{N}$, so one can try to minimize the restricted functional

$$F = J|_{\mathcal{N}},$$

(2.24)

on the Nehari manifold.

(ii) Notice that the full Nehari manifold

$$\mathcal{M} = \{ u \in \mathbb{E} \setminus \{0\} : G(u) = 0 \},$$

(2.25)

defined over $\mathbb{E}$ instead $\mathbb{H}$, satisfies the same properties than $\mathcal{N}$, namely equations (2.17), (2.22) (2.23) holds for $u \in \mathcal{M}$ and it is also a natural constraint for $J$. Analogously we can define the functional

$$\overline{F} = J|_{\mathcal{M}},$$

(2.26)

and try to minimize it on the full Nehari manifold.

(iii) With respect to the Palais-Smale condition, we recall that in the one dimensional case, one cannot expect a compact embedding of $\mathbb{E}$ into $L^q(\mathbb{R})$ for $2 < q < \infty$. Indeed, working on $\mathcal{H}$ (the radial or even case) is not true too; see [59, Remarque I.1]. However, we will show that for a Palais-Smale sequence we can find a subsequence for which the weak limit is a solution. This fact jointly with some properties of the Schwarz symmetrization will permit us to prove the existence of positive even ground states in Theorem 2.3.1. With some extra work one could also consider the non-negative radially decreasing functions, where one has the required compactness thanks to Berestycki and Lions [20].

Due to the lack of compactness mentioned above in Remark 2.2.2-(iii), we state a measure theory result given in [60] that we will use in the proof of Theorem 2.3.1.
Lemma 2.2.3. If $2 < q < \infty$, there exists a constant $C > 0$ so that

$$\int_{\mathbb{R}} |u|^q \, dx \leq C \left( \sup_{z \in \mathbb{R}} \int_{|x-z|<1} |u(x)|^2 \, dx \right)^{\frac{q-2}{2}} \|u\|^2_E, \quad \forall u \in E. \quad (2.27)$$

Taking into account the form of the second equations of (2.5) we note that the system only admit semi-trivial solutions coming from the equations $-v'' + \lambda_2 v = \frac{1}{2} v^2$, namely the possible semi-trivial solutions has the form $(0, V_2)$ where $V_2$ is the solution of the uncoupled second equation $-v'' + \lambda_2 v = \frac{1}{2} v^2$. Recall that $V_2$ is obtained as follows

$$V_2(x) = 2\frac{\lambda_2}{V_2(\sqrt{\lambda_2} x)}, \quad (2.28)$$

where $V$ is the unique positive even solution of equation $V'' - V + V^2 = 0$ given by (1.12); see [54]. Hence $v_2 = (0, V_2)$ is a particular solution of (2.5) for any $\beta \in \mathbb{R}$, and moreover, it is the unique non-negative semi-trivial solution of (2.5). We also define the following Nehari manifold corresponding to the second equation

$$\mathcal{N}_2 = \{ v \in H \setminus \{0\} : P_2(v) = 0 \} = \left\{ v \in H \setminus \{0\} : \|v\|^2_2 - \frac{1}{2} \int_{\mathbb{R}} v^3 \, dx = 0 \right\}, \quad (2.29)$$

and define the tangents spaces

$$T_{v_2} \mathcal{N} = \{ h \in H : dG(v_2)[h] = 0 \} \quad \text{and} \quad T_{V_2} \mathcal{N}_2 = \{ h \in H : dP_2(V_2)[h] = 0 \}.$$ 

Lemma 2.2.4. Let $h = (h_1, h_2) \in E$. Then

$$h \in T_{v_2} \mathcal{N} \iff h_2 \in T_{V_2} \mathcal{N}_2. \quad (2.30)$$

Proof. We have

$$h \in T_{v_2} \mathcal{N} \iff dG(v_2)[h] = 0 \iff 2\langle V_2, h_2 \rangle_2 - \frac{3}{2} \int_{\mathbb{R}} V_2^2 h_2 = 0 \iff dP_2(V_2)[h_2] = 0 \iff h_2 \in T_{V_2} \mathcal{N}_2.$$ 

□

Now we are going to see how is the geometry of the functional $J$ around the point $v_2$ depending of the parameter $\beta$.

Proposition 2.2.5. There exists $\Lambda > 0$ such that

(i) if $\beta < \Lambda$, then $v_2$ is a strict local minimum of $J$ constrained on $\mathcal{N}$,

(ii) for any $\beta > \Lambda$, then $v_2$ is a saddle point of $J$ constrained on $\mathcal{N}$. Moreover,

$$\inf_{\mathcal{N}} J < J(v_2). \quad (2.31)$$
2.2. NEHARI MANIFOLD AND KEY RESULTS

Proof.

(i) We define

\[ \Lambda = \inf_{\varphi \in H \setminus \{0\}} \frac{\|\varphi\|^2}{\int_{\mathbb{R}} V_2\varphi^2 \, dx}. \]  

(2.32)

One has that for \( h \in T_{v_2}N \),

\[ d^2_{N^2} J(v_2)[h]^2 = \|h_1\|^2 + d^2_{N^2} I_2(V_2)[h_2]^2 - \beta \int_{\mathbb{R}} V_2 h_1^2 \, dx. \]  

(2.33)

Let us take \( h = (h_1, h_2) \in T_{v_2}N \), by (2.30) \( h_2 \in T_{V_2}N_2 \), then using that \( V_2 \) is the minimum of \( I_2 \) on \( N_2 \), there exists a constant \( c > 0 \) so that

\[ d^2_{N^2} I_2(V_2)[h_2]^2 \geq c\|h_2\|^2. \]  

(2.34)

Due to (2.32) we obtain that,

\[ \int_{\mathbb{R}} V_2 h_1^2 \leq \|h_1\|^2 / \Lambda, \quad \forall h_1 \in H. \]

Thus, substituting both previous inequalities in (2.33) we arrive at

\[ d^2_{N} J(v_2)[h]^2 \geq \left( 1 - \frac{\beta}{\Lambda} \right) \|h_1\|^2 + c\|h_2\|^2, \quad \forall h \in T_{v_2}N. \]  

(2.35)

Moreover, since \( \beta < \Lambda \), then \( 1 - \beta / \Lambda > 0 \) and \( d^2_{N} J(v_2) \) is positive definite. Therefore, \( v_2 \) is a strict local minimum of \( J \) on \( N \).

(ii) Since \( \beta > \Lambda \), there exists \( \tilde{h} \in H \setminus \{0\} \) such that

\[ \Lambda < \frac{\|\tilde{h}\|^2}{\int_{\mathbb{R}^N} V_2 \tilde{h}^2 \, dx} < \beta. \]

Using the equivalence (2.30), we have \( h_1 = (\tilde{h}, 0) \in T_{v_2}N \) and

\[ d^2_{N} J(v_2)[h_1]^2 = \|\tilde{h}\|^2 / \Lambda - \beta \int_{\mathbb{R}^N} V_2 \tilde{h}^2 \, dx < 0. \]

On the other hand, taking \( h_2 \in T_{V_2}N_2 \) not equal to zero, then \( h_2 = (0, h_2) \in T_{v_2}N \) and

\[ d^2_{N} J(v_2)[h_2]^2 = I_2''(V_2)[h_2]^2 \geq c\|h_2\|^2 > 0. \]

Consequently, this is sufficient to conclude that \( v_2 \) is a saddle point of \( J \) on \( N \) and obviously inequality (2.31) holds.

\[ \blacksquare \]
§ 2.3. Existence results.

§ 2.3.1. Existence of ground states. Concerning the existence of ground state solutions of (2.5), the first result is the following.

**Theorem 2.3.1.** Suppose that \( \beta > \Lambda \), then system (2.5) has a positive even ground state \( \tilde{u} = (\tilde{u}, \tilde{v}) \).

**Proof.** To prove this theorem we will consider the full Nehari manifold \( \mathcal{M} \) (see Remark 2.2.2-(iii)) and we divide the proof into two steps. In the first step, we prove that \( \inf_{\mathcal{M}} J \) is achieved at some positive function \( \tilde{u} \in \mathbb{E} \), while in the second step, we show that \( \tilde{u} \) can be taken even.

**Step 1.** By the Ekeland’s variational principle (see Theorem 1.4.26), there exists a minimizing Palais-Smale sequence \( u_n \) in \( \mathcal{M} \), i.e.,

\[
J(u_n) \to c = \inf_{\mathcal{M}} J, \tag{2.36}
\]

\[
\nabla_{\mathcal{M}} J(u_n) \to 0. \tag{2.37}
\]

By (2.22) and (2.36), easily one finds that \( \{u_n\} \) is a bounded sequence on \( \mathbb{E} \), and relabeling, we can assume that

\[
u_n \to u \quad \text{in} \quad \mathbb{E},
\]

\[
u_n \to u \quad \text{in} \quad L^q_{\text{loc}}(\mathbb{R}),
\]

\[
u_n \to u \quad \text{a.e. in} \quad \mathbb{R},
\]

where

\[
L^q_{\text{loc}}(\mathbb{R}) = L^q_{\text{loc}}(\mathbb{R}) \times L^q_{\text{loc}}(\mathbb{R}), \quad 1 \leq q < \infty.
\]

Moreover, we know that

\[
\nabla_{\mathcal{M}} J(u_n) = J'(u_n) - \lambda_n G'(u_n), \tag{2.38}
\]

and, thanks to the Cauchy-Schwarz inequality, (2.37) and (2.21) we obtain

\[
\langle \nabla_{\mathcal{M}} J(u_n), u_n \rangle \leq \| \nabla_{\mathcal{M}} J(u_n) \| \| u_n \| \to 0 \quad \text{as} \quad n \to \infty.
\]

We also have, \( \langle J'(u_n), u_n \rangle = G(u_n) = 0 \) because \( u_n \in \mathcal{M} \), thus,

\[
\langle \nabla_{\mathcal{M}} J(u_n), u_n \rangle = -\lambda_n \langle G'(u_n), u_n \rangle \to 0, \quad \text{as} \quad n \to \infty,
\]

but \( |\langle G'(u_n), u_n \rangle| > \rho \) by (2.17), then, \( \lambda_n \to 0 \) as \( n \to \infty \).

Now, we will show that \( \| G'(u_n) \| \) is bounded. From the Riesz theorem it follows that

\[
\| G'(u_n) \| = \| dG(u_n) \| = \sup_{\| h \| = 1} \| dG(u_n)(h) \|, \tag{2.39}
\]
where, applying triangular inequality in (2.16), we deduce
\[
|dG(u_n)[h]| \leq 2|\langle u_n, h \rangle| + 4\|u_n^3h_1\|_{L^1} + \frac{3}{2}\|v_n^2h_2\|_{L^1} + 3\beta\|u_nv_nh_1\|_{L^1} + \frac{3}{2}\beta\|u_n^2h_2\|_{L^1},
\]
thus, by Hölder inequality
\[
|dG(u_n)[h]| \leq 2\|u_n\|\|h\| + 4\|u_n^3\|_{L^{4/3}}\|h_1\|_{L^4} + \frac{3}{2}\|v_n^2\|_{L^2}\|h_2\|_{L^2} + 3\beta\|u_nv_n\|_{L^4}\|h_1\|_{L^4} + \frac{3}{2}\beta\|u_n^2\|_{L^2}\|h_2\|_{L^2}.
\]
Notice that all the above norms are well defined since \(E \subset L^q(\mathbb{R})\) for all \(q \in [2, \infty]\) by the Theorem 1.3.8. Moreover, using the continuous embedding, we obtain constants \(C_1, C_2, C_3, C_4\) such that
\[
|dG(u_n)[h]| \leq 2\|u_n\|\|h\| + C_1\|u_n^3\|_{L^3}\|h_1\|_{L^1} + C_2\|v_n^2\|_{L^4}\|h_2\|_{L^2} + C_3\|u_nv_n\|_{L^4}\|h_1\|_{L^4} + C_4\|u_n^2\|_{L^2}\|h_2\|_{L^2},
\]
where, knowing that
\[
\|h\|^2 = \|h_1\|^2 + \|h_2\|^2 = 1 \quad \text{and} \quad \|u_n\|^2 = \|u_n\|^2 + \|v_n\|^2,
\]
we arrive to
\[
|dG(u_n)[h]| \leq 2\|u_n\| + C_1\|u_n^3\| + (C_2 + C_3 + C_4)\|u_n\|^2 \quad \text{with} \quad \|h\| = 1.
\]
The right part in the above inequality is polynomially dependent of \(\|u_n\|\) and it is clearly bounded since \(u_n\) is bounded. From (3.31) we obtain that \(\|G'(u_n)\| \leq C < +\infty\), hence, taking into account that \(\nabla_{\mathcal{N}}J(u_n)\) and \(G'(u)\) are orthogonal and the fact \(\lambda_n \to 0\), we deduce from (2.38) that
\[
\|J'(u_n)\| = \|\nabla_{\mathcal{N}}J(u_n)\| + |\lambda_n|\|G'(u_n)\| \to 0, \quad \text{as} \quad n \to \infty.
\]
Therefore \(u_n\) is also a Palais-Smale sequence of \(J\) in \(\mathcal{E}\).

Let us define \(\mu_n(x) = u_n^2(x) + v_n^2(x)\), where \(u_n = (u_n, v_n)\). We claim that there is no evanescence, i.e., exist \(R, C > 0\) so that
\[
\sup_{x \in \mathbb{R}} \int_{|z-x|<R} \mu_n(x)dx \geq C > 0, \quad \forall n \in \mathbb{N}. \quad (2.40)
\]
On the contrary, if we suppose
\[
\sup_{x \in \mathbb{R}} \int_{|z-x|<R} \mu_k(x)dx \to 0,
\]
by Lemma 2.2.3, applied in a similar way as in [26], we find that \( u_n \to 0 \) strongly in \( L^q(\mathbb{R}) \) for any \( 2 < q < \infty \), and as a consequence the weak limit \( u^* \equiv 0 \). This is a contradiction since \( u_n \in M \), and by (2.22), (2.23), (2.36) there holds

\[
0 < \frac{1}{2} p < c + o_n(1) = J(u_n) = F(u_n),
\]

with \( o_n(1) \to 0 \) as \( n \to \infty \), hence (3.46) is true and the claim is proved.

We observe that we can find a sequence of points \( \{z_n\} \subset \mathbb{R} \) so that by (3.46), the translated sequence \( \mu_n(x) = \mu_n(x + z_n) \) satisfies

\[
\liminf_{n \to \infty} \int_{B_R(0)} \mu_n \geq C > 0.
\]

Taking into account that \( \mu_n \to \mu \) strongly in \( L^1_{\text{loc}}(\mathbb{R}) \), we obtain that \( \mu \neq 0 \). We can also prove that \( \bar{u}_n(x) = u_n(x + z_n) \in M \) since the invariance of \( G \) under translations and \( \bar{u}_n \) is a Palais-Smale sequence of \( J \) in \( E \). In fact, by the form of the functional \( J \) is clear that

\[
J(\bar{u}_n) = J(u_n) \to c, \quad as \quad n \to \infty,
\]

and, if for all direction \( h \in E \) we define \( \bar{h}(x) = h(x - z_n) \), we have that

\[
dJ(\bar{u}_n)[h] = dJ(u_n)[\bar{h}],
\]

hence

\[
\|J'(\bar{u}_n)\| = \|dJ(\bar{u}_n)\| = \sup_{h \in E \setminus \{0\}} |dJ(\bar{u}_n)[h]| = \sup_{h \in E \setminus \{0\}} |dJ(u_n)[\bar{h}]| = \|J'(u_n)\| \to 0.
\]

In particular, the weak limit of \( \bar{u}_k \), denoted by \( \bar{u} \), satisfies the following conditions thanks to the weakly lower semi-continuity of the functional \( F \) defined in (2.26),

\[
J(\bar{u}) = F(\bar{u}) \leq \liminf_{k \to \infty} F(\bar{u}_k) = \liminf_{k \to \infty} J(\bar{u}_k) = \liminf_{k \to \infty} J(u_k) = c,
\]

Then, using the Propositions 1.4.21, we have that \( \bar{u} \) is a constrained critical point of \( J \) in \( M \). Furthermore, by (2.31) we know that necessarily

\[
J(\bar{u}) \leq c \leq \inf_{N} J < J(v_2). \tag{2.41}
\]

Taking into account the maximum principle in the second equation of (2.5) it follows that \( \bar{v} > 0 \), thus, if we take \( \tilde{u} = |\bar{u}| = (|\bar{v}|, |\bar{v}|) = (|\bar{u}|, \bar{v}), \) we can check easily that \( G(\tilde{u}) = G(\bar{u}) = 0 \), so \( \tilde{u} \in M \) and

\[
J(\tilde{u}) = J(\bar{u}) = \min\{J(u) : u \in M\}, \tag{2.42}
\]

so we have \( \tilde{u} \geq 0 \) is a critical point of \( J \). Finally, by the maximum principle applied to the first equation and the fact (2.41), we get \( \tilde{u} > 0 \).
Step 2. Let us denote by $\tilde{u}^* = (\tilde{u}^*, \tilde{v}^*)$ the Schwarz symmetrization function associated to each component of $\tilde{u} = (\tilde{u}, \tilde{v})$. Note that it is possible since $\tilde{u} = (\tilde{u}, \tilde{v}) > 0$ and both components vanish at infinity. Using the classical properties of the Schwarz symmetrization (see Section 1.5), it follows from Theorem 1.5.13 and Lemma 1.5.4 that

$$\|\tilde{u}^*\|_1^2 = \int_\mathbb{R} \left( |\tilde{u}^*|^2 + \lambda_1 \tilde{u}^{*2} \right) \leq \int_\mathbb{R} \left( |\tilde{u}'|^2 + \lambda_1 \tilde{u}^2 \right) = \|\tilde{u}\|_1^2,$$

and analogously $\|\tilde{v}\|_2^2 \geq \|\tilde{v}^*\|_2^2$, thus

$$\|\tilde{u}^*\|_1^2 \leq \|\tilde{u}\|_1^2. \quad (2.43)$$

Now, using the Lemma 1.5.7 and Theorem 1.5.10 we obtain

$$Q_\beta(\tilde{u}^*) \geq Q_\beta(\tilde{u}) \quad \text{and} \quad G(\tilde{u}^*) \leq G(\tilde{u}). \quad (2.44)$$

Since $\tilde{u}^*$ is a radially symmetric function we know that there exists a unique $t_0 > 0$ so that $t_0 \tilde{u}^* \in \mathcal{N}$. In fact, $t_0$ comes from $G(t_0 \tilde{u}^*) = 0$, i.e.,

$$\|\tilde{u}^*\|^2 = t_0^2 \int_\mathbb{R} (\tilde{u}^*)^4 dx + t_0 \left( \frac{1}{2} \int_\mathbb{R} (\tilde{v}^*)^3 dx + \frac{3}{2} \beta \int_\mathbb{R} (\tilde{u}^*)^2 \tilde{v}^* dx \right), \quad (2.45)$$

and, using that $G(\tilde{u}) = 0$, we have

$$\|\tilde{u}\|^2 = \int_\mathbb{R} (\tilde{u})^4 dx + \frac{1}{2} \int_\mathbb{R} (\tilde{v})^3 dx + \frac{3}{2} \beta \int_\mathbb{R} (\tilde{u})^2 \tilde{v} dx. \quad (2.46)$$

Then, from (2.43),(2.45),(2.46) and the fact that $\tilde{u} > 0$ and $t_0 > 0$ we find

$$t_0^2 \int_\mathbb{R} (\tilde{u}^*)^4 dx + t_0 \left( \frac{1}{2} \int_\mathbb{R} (\tilde{v}^*)^3 dx + \frac{3}{2} \beta \int_\mathbb{R} (\tilde{u}^*)^2 \tilde{v}^* dx \right) \leq$$

$$\int_\mathbb{R} (\tilde{u})^4 dx + \frac{1}{2} \int_\mathbb{R} (\tilde{v})^3 dx + \frac{3}{2} \beta \int_\mathbb{R} (\tilde{u})^2 \tilde{v} dx.$$

Thus, clearly $t_0 \leq 1$ due to the inequalities of the Schwarz symmetrization, and consequently,

$$J(t_0 \tilde{u}^*) = \frac{1}{6} t_0^2 \|\tilde{u}^*\|^2 + \frac{1}{12} t_0^4 \int_\mathbb{R} (\tilde{u}^*)^4 dx \leq \frac{1}{6} \|\tilde{u}\|^2 + \frac{1}{12} \int_\mathbb{R} \tilde{u}^4 dx = J(\tilde{u}). \quad (2.47)$$

From inequalities (2.47), (2.43) and the one obtained by the Schwarz symmetrization, we get

$$J(t_0 \tilde{u}^*) \leq J(\tilde{u}) = \min\{J(u) : u \in \mathcal{M}\},$$
thus, the above inequality is indeed an equality and the infimum of $J$ on the full Nehari manifold is attained at an even function. Therefore, $t_0 \tilde{u}$ is a constrained critical point of $J$ on $\mathcal{N}$, hence, it is a positive even ground state of $J$. □

The last result in this subsection deals with the existence of positive ground states of (2.5) not only for $\beta > \Lambda$, but also for $0 < \beta \leq \Lambda$, at least for $\lambda_2$ large enough.

**Theorem 2.3.2.** There exists $\Lambda_2 > 0$ such that if $\lambda_2 > \Lambda_2$, System (2.5) has an even ground state $\tilde{u} > 0$ for every $\beta > 0$.

**Proof.** Arguing in the same way as in the proof of Theorem 2.3.1, we initially have that there exists an even ground state $\tilde{u} \geq 0$. Moreover, in Theorem 2.3.1 for $\beta > \Lambda$ we proved that $\tilde{u} > 0$. Now we need to show that for $\beta \leq \Lambda$ indeed $\tilde{u} > 0$ which follows by the maximum principle provided $\tilde{u} \neq v_2$. Taking into account Proposition (2.2.5)-(i), $v_2$ is a strict local minimum, but this does not allow us to prove that $\tilde{u} \neq v_2$. The idea here consists on proving the existence of a function $u_1 = (u_1, v_1) \in \mathcal{N}$ with $J(u_1) < J(v_2)$. To do so, since $v_2 = (0, V_2)$ is a local minimum of $J$ on $\mathcal{N}$ provided $0 < \beta < \Lambda$, we cannot find $u_1$ in a neighborhood of $v_2$ on $\mathcal{N}$. Thus, we define $u_1 = t(V_2, V_2)$ where $t > 0$ is the unique value so that $u_1 \in \mathcal{N}$.

Notice that $t > 0$ is given by $G(u_1) = 0$, i.e.,

$$
\|(V_2, V_2)\|^2 = t^2 \int_\mathbb{R} V_2^4 \, dx + \frac{1}{2} t(1 + 3\beta) \int_\mathbb{R} V_2^3 \, dx.
$$

(2.48)

Moreover, we can write

$$
\|(V_2, V_2)\|^2 = 2\|V_2\|^2_2 + (\lambda_1 - \lambda_2) \int_\mathbb{R} V_2^2 \, dx,
$$

(2.49)

and taking into account that $V_2 \in \mathcal{N}_2$, then $P_2(V_2) = 0$, thus

$$
\|(V_2, V_2)\|^2 = \int_\mathbb{R} V_2^3 \, dx + (\lambda_1 - \lambda_2) \int_\mathbb{R} V_2^2 \, dx,
$$

(2.50)

hence, substituting (2.50) into (2.48) we get

$$
t^2 \int_\mathbb{R} V_2^4 \, dx + \frac{1}{2} t(1 + 3\beta) \int_\mathbb{R} V_2^3 \, dx = \int_\mathbb{R} V_2^3 \, dx + (\lambda_1 - \lambda_2) \int_\mathbb{R} V_2^2 \, dx.
$$

(2.51)

Now, using

$$
\int_\mathbb{R} \cosh^{-8}(x) \, dx = \frac{32}{35}, \quad \int_\mathbb{R} \cosh^{-6}(x) \, dx = \frac{16}{15}, \quad \int_\mathbb{R} \cosh^{-4}(x) \, dx = \frac{4}{3},
$$

we obtain from (2.28) that

$$
\int_\mathbb{R} V_2^4 \, dx = 3^4 \lambda_2^4 \frac{32}{35} \frac{2}{\sqrt{\lambda_2}}, \quad \int_\mathbb{R} \cosh^{-6}(x) \, dx = 3^3 \lambda_2^3 \frac{16}{15} \frac{2}{\sqrt{\lambda_2}},
$$
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\[ \int_{\mathbb{R}} \cosh^{-4}(x) \, dx = 3^2 \lambda_2^2 \frac{4}{3} \frac{2}{\sqrt{\lambda_2}}, \]

thus, substituting the above expressions in (2.51) and dividing the \( L^1 \) norm of \( V_2 \) we find

\[ \frac{18}{7} \lambda_2 t^2 + \frac{1}{2} t(1 + 3\beta) - \left(1 + 5 \frac{\lambda_1 - \lambda_2}{12\lambda_2}\right) = 0. \quad (2.52) \]

The energies of \( u_1, v_2 \) are given by

\[ J(t(V_2, V_2)) = \frac{1}{6} t^2 \left( \int_{\mathbb{R}} V_2^3 \, dx + (\lambda_1 - \lambda_2) \int_{\mathbb{R}} V_2^2 \, dx \right) + \frac{1}{12} t^4 \int_{\mathbb{R}} V_2^4 \, dx, \]

\[ J(v_2) = \frac{1}{12} \int_{\mathbb{R}} V_2^3 \, dx. \]

Thus, we want to prove that for the unique \( t > 0 \) given by (2.52) we have

\[ \frac{18}{7} \lambda_2 t^4 + t^2 \left(2 + 5 \frac{\lambda_1 - \lambda_2}{6\lambda_2}\right) - 1 < 0. \quad (2.53) \]

Using (2.52) and the fact that \( 2 + 5 \frac{\lambda_1 - \lambda_2}{6\lambda_2} > 0 \) for every \( \lambda_1, \lambda_2 > 0 \), fixed \( \beta > 0 \) we have that (2.53) is satisfied provided \( \lambda_2 \) is sufficiently large, namely \( \lambda_2 > \Lambda_2 > 0 \), proving that \( J(u_1) < J(v_2) \) which concludes the result. \( \blacksquare \)

§ 2.3.2. Existence of bound states. In this subsection we establish existence of bound states to (2.5). The first theorem deals with a perturbation technique, in which we suppose that \( \beta = \varepsilon \tilde{\beta} \), with \( \tilde{\beta} \) fixed and independent of \( \varepsilon \). Note that \( \tilde{\beta} \) can be negative, and \( 0 < \varepsilon \ll 1 \). Then we rewrite the energy functional \( J \) as \( J_\varepsilon \) to emphasize its dependence on \( \varepsilon \),

\[ J_\varepsilon(u) = J_0(u) - \frac{1}{2} \varepsilon \tilde{\beta} \int_{\mathbb{R}} u^2 v \, dx, \]

where \( J_0 = I_1 + I_2 \).

Let us set \( u_0 = (U_1, V_2) \), where \( V_2 \) is given by (2.28) and \( U_1 \) is the unique positive solution of \(-u'' + \lambda_1 u = u^3 \) in \( H \); see [25, 54]. This function \( U_1 \) has the following explicit expression,

\[ U_1(x) = \frac{\sqrt{2\lambda_1}}{\cosh(\sqrt{\lambda_1} x)}. \quad (2.54) \]

Note also that \( U_1 \) satisfies the following identity

\[ \|U_1\|_1 = \inf_{u \in H \setminus \{0\}} \frac{\|u\|_1^2}{(\int_{\mathbb{R}} u^4 \, dx)^{1/2}}. \quad (2.55) \]
Theorem 2.3.3. There exists $\varepsilon_0 > 0$ so that for any $0 < \varepsilon < \varepsilon_0$ and $\beta = \varepsilon \bar{\beta}$, system (2.5) has an even bound state $u_\varepsilon$ with $u_\varepsilon \to u_0$ as $\varepsilon \to 0$. Moreover, if $\beta > 0$ then $u_\varepsilon > 0$.

In order to prove this result, we follow some ideas of [27, Theorem 4.2] with appropriate modifications.

Proof of Theorem 2.3.3. It is well known that $U_1$ and $V_2$ are non-degenerate critical points of $I_1$ and $I_2$ on $H$ respectively; [54]. Plainly, $u_0$ is a non-degenerate critical point of $J_0$ acting on $H$. Then, by the Local Inversion Theorem, there exists a critical point $u_\varepsilon$ of $J_\varepsilon$ for any $0 < \varepsilon < \varepsilon_0$ with $\varepsilon_0$ sufficiently small; see [11] for more details. Moreover, $u_\varepsilon \to u_0$ on $H$ as $\varepsilon \to 0$. To complete the proof it remains to show that if $\beta > 0$, then $u_\varepsilon > 0$.

Let us denote the positive part $u_\varepsilon^+ = (u_\varepsilon^+, v_\varepsilon^+)$ and the negative part $u_\varepsilon^- = (u_\varepsilon^-, v_\varepsilon^-)$. By (2.55) we have

$$
\|u_\varepsilon^\pm\|_1^2 \geq \|U_1\|_1 \left( \int_\mathbb{R} (u_\varepsilon^-)^4 dx \right)^{1/2}. 
$$

(2.56)

Multiplying the second equation of (2.5) by $v_\varepsilon^-$ and integrating on $\mathbb{R}$ one obtains

$$
\|v_\varepsilon^-\|_2^2 = \int_\mathbb{R} (v_\varepsilon^-)^3 dx + \varepsilon \bar{\beta} \int_\mathbb{R} (u_\varepsilon^-)^2 v_\varepsilon^- dx \leq 0, 
$$

(2.57)

thus $\|v_\varepsilon^-\|_2 = 0$ which implies $v_\varepsilon = v_\varepsilon^+ \geq 0$. Furthermore, $u_\varepsilon \to u_0$ implies $v_\varepsilon \to V_2$, which jointly with the maximum principle gives $v_\varepsilon > 0$ provided $\varepsilon$ is sufficiently small.

Multiplying now the first equation of (2.5) by $u_\varepsilon^\pm$ and integrating on $\mathbb{R}$ one obtains

$$
\|u_\varepsilon^\pm\|_1^2 = \int_\mathbb{R} (u_\varepsilon^\pm)^4 dx + \varepsilon \bar{\beta} \int_\mathbb{R} (u_\varepsilon^\pm)^2 v_\varepsilon^- dx 
\leq \int_\mathbb{R} (u_\varepsilon^\pm)^4 dx + \varepsilon \bar{\beta} \left( \int_\mathbb{R} (u_\varepsilon^\pm)^4 dx \right)^{1/2} \left( \int_\mathbb{R} v_\varepsilon^- dx \right)^{1/2}.
$$

This, jointly with (2.56), yields

$$
\|u_\varepsilon^\pm\|_1^2 \leq \frac{\|u_\varepsilon^\pm\|_1^4}{\|U_1\|_1^2} + \varepsilon \theta_\varepsilon \frac{\|u_\varepsilon^\pm\|_1^2}{\|U_1\|_1},
$$

(2.58)

where

$$
\theta_\varepsilon = \bar{\beta} \left( \int_\mathbb{R} v_\varepsilon^- \right)^{1/2}.
$$

Hence, if $\|u_\varepsilon^\pm\| > 0$, one infers

$$
\|u_\varepsilon^\pm\|_1^2 \geq \|U_1\|_1^2 + o(1),
$$

(2.59)
where \( o(1) = o_\varepsilon(1) \to 0 \) as \( \varepsilon \to 0 \). Using again \( u_\varepsilon \to u_0 \), then \( u_\varepsilon \to U_1 > 0 \), as a consequence, for \( \varepsilon \) small enough, \( \| u_\varepsilon \| > 0 \). Thus (2.59) gives
\[
\| u_\varepsilon^+ \|^2 = \| u_\varepsilon^+ \|^2_1 + \| v_\varepsilon^+ \|^2_2 \geq \| U_1 \|^2_1 + o(1).
\] (2.60)

Now, suppose for a contradiction, that \( \| u_\varepsilon^- \| > 0 \). Then as for (2.60), one obtains
\[
\| u_\varepsilon^- \|^2 = \| u_\varepsilon^- \|^2_1 + \| v_\varepsilon^- \|^2_2 \geq \| U_1 \|^2_1 + o(1).
\] (2.61)

On one hand, using (2.60)-(2.61), we find
\[
J(u_\varepsilon) = \frac{1}{6} \| u_\varepsilon \|^2 + \frac{1}{12} \int \mathbb{R} u_\varepsilon^4 \, dx
\]
\[
= \frac{1}{6} \left[ \| u_\varepsilon^+ \|^2 + \| u_\varepsilon^- \|^2 \right] + \frac{1}{12} \int \mathbb{R} [(u_\varepsilon^+)^4 + (u_\varepsilon^-)^4] \, dx
\]
\[
\geq \frac{1}{6} \| u_0 \|^2 + \frac{1}{6} \| U_1 \|^2_1 + \frac{1}{12} \int \mathbb{R} U_1^4 \, dx + o(1).
\] (2.62)

On the other hand, since \( u_\varepsilon \to u_0 \) we have
\[
J(u_\varepsilon) = \frac{1}{6} \| u_\varepsilon \|^2 + \frac{1}{12} \int \mathbb{R} u_\varepsilon^4 \, dx \to \frac{1}{6} \| u_0 \|^2 + \frac{1}{12} \int \mathbb{R} U_1^4 \, dx,
\] (2.63)

which is in contradiction with (2.62), proving that \( u_\varepsilon \geq 0 \).

In conclusion, we have proved that \( v_\varepsilon > 0 \) and \( u_\varepsilon \geq 0 \). To prove the positivity of \( u_\varepsilon \), using once more that \( u_\varepsilon \to u_0 \), and \( \beta = \varepsilon \beta \geq 0 \) we can apply the maximum principle to the first equation of (2.5), which implies that \( u_\varepsilon > 0 \), and finally, \( u_\varepsilon > 0 \).

\[ \blacksquare \]

From the existence of a positive ground state established in Theorem 2.3.1 for \( \beta > \Lambda \), and more precisely in Theorem 2.3.2 for \( \beta > 0 \), provided \( \lambda_2 \) is sufficiently large, we can show the existence of a different positive bound state of (2.5) in the following.

**Theorem 2.3.4.** In the hypotheses of Theorem 2.3.2 and \( 0 < \beta < \Lambda \), there exists an even bound state \( u^* > 0 \) with \( J(u^*) > J(v_2) \).

**Proof.** The positive ground state \( \tilde{u} \) founded in Theorem 2.3.2 satisfies \( J(\tilde{u}) < J(v_2) \) and even more, if \( \beta < \Lambda \) by Proposition 2.2.5, \( v_2 \) is a strict local minimum of \( J \) constrained on \( \mathcal{N} \). As a consequence, we have the Mountain Pass geometry between \( \tilde{u} \) and \( v_2 \) on \( \mathcal{N} \). We define the set of all continuous paths joining \( \tilde{u} \) and \( v_2 \) on the Nehari manifold by
\[
\Gamma = \{ \gamma \in C([0, 1], \mathcal{N}) \mid \gamma(0) = \tilde{u}, \gamma(1) = v_2 \}.
\]

Thanks to the Mountain Pass Theorem, there exists a Palais-Smale sequence \( u_k \subset \mathcal{N} \), such that
\[
J(u_k) \to c, \quad \nabla J(u_k) \to 0,
\]
where
\[ c = \inf_{\gamma \in \Gamma} \max_{0 \leq t \leq 1} J(\gamma(t)). \] (2.64)

Plainly, by (2.22) the sequence \( \{u_k\} \) is bounded on \( \mathbb{H} \), and we obtain a weakly
convergent subsequence \( u_k \to u^* \in \mathcal{N} \).

The difficulty of the lack of compactness, due to work in the one dimensional
\[ c = \inf_{\gamma \in \Gamma} \max_{0 \leq t \leq 1} J(\gamma(t)). \] (2.64)
case (see Remark 2.2.2-(iii)), can be circumvent in a similar way as in the proof of
Theorem 2.3.1, so we omit the full detail for short. Thus, we find that the weak
limit \( u^* = (u^*, v^*) \) is an even bound state of (2.5), and clearly, \( J(u^*) > J(v_2) \).

It remains to prove that \( u^* > 0 \). To do so, let us introduce the following problem
\[
\begin{align*}
-u'' + \lambda_1 u &= (u^+)^3 + \beta u^+ v \\
-v'' + \lambda_2 v &= \frac{1}{2} v^2 + \frac{1}{2} \beta (u^+)^2.
\end{align*}
\] (2.65)

By the maximum principle every nontrivial solution \( u = (u, v) \) of (2.65) has the
second component \( v > 0 \) and the first one \( u \geq 0 \). Let us define its energy functional
\[
J^+ (u) = \frac{1}{2} \|u\|^2 - G_\beta(u^+, v),
\]
and consider the corresponding Nehari manifold
\[
\mathcal{N}^+ = \{u \in \mathbb{H} \setminus \{0\} : (\nabla J^+(u)|u) = 0\}.
\]

Also, we denote
\[
I_2^+ (u) = \frac{1}{2} \|u\|^2 - \frac{1}{4} \int_\mathbb{R} (u^+)^4 \, dx.
\]

It is not very difficult to show that the properties proved for \( J \) and \( \mathcal{N} \) still hold for
\( J^+ \) and \( \mathcal{N}^+ \). Unfortunately, \( J^+ \) is not \( C^2 \), thus Proposition 2.2.5-(i) does not hold
directly for \( J^+ \). To solve this difficulty, we are going to prove that \( v_2 \) is a strict
local minimum of \( J^+ \) constrained on \( \mathcal{N}^+ \) without using the second derivative of the
functional. Note that in a similar way as in (2.30), there holds
\[
h = (h_1, h_2) \in T_{v_2} \mathcal{N}^+ \iff h_2 \in T_{v_2} \mathcal{N}_2. \] (2.66)

Taking \( h \in T_{v_2} \mathcal{N}^+ \) with \( \|h\| = 1 \), we consider \( v_\varepsilon = (\varepsilon h_1, V_2 + \varepsilon h_2) \). Plainly, there
exists a unique \( t_\varepsilon > 0 \) so that \( t_\varepsilon v_\varepsilon \in \mathcal{N}^+ \). Thus, we want to prove there exists \( \varepsilon_1 > 0 \) so that
\[
J^+(t_\varepsilon v_\varepsilon) > J^+(v_2), \quad \forall 0 < \varepsilon < \varepsilon_1.
\]

It is convenient to distinguish if \( h_1 = 0 \) or not. In the former case, \( h_1 = 0 \), \( v_\varepsilon = (0, V_2 + \varepsilon h_2) \).
Hence \( t_\varepsilon v_\varepsilon \in \mathcal{N}^+ \iff t_\varepsilon (V_2 + \varepsilon h_2) \in \mathcal{N}_2 \). Furthermore,
\[
J^+(t_\varepsilon v_\varepsilon) = I_2(t_\varepsilon (V_2 + \varepsilon h_2)) > I_2(V_2) = J(v_2) = J^+(v_2), \] (2.67)
where the previous inequality holds because \( V_2 \) is a strict local minimum of \( I_2 \) on \( \mathcal{N}_2 \).
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Let us now consider the case $h_1 \neq 0$. There holds

$$J^+(t_\varepsilon v_\varepsilon) = I_2(t_\varepsilon (V_2 + \varepsilon h_2)) + I_1^+(t_\varepsilon \varepsilon h_1) - \frac{1}{2} \beta \varepsilon^2 t_\varepsilon^2 \int_\mathbb{R} (h_1^+)^2 (V_2 + \varepsilon h_2) \, dx. \quad (2.68)$$

By (2.67) and (2.68) it follows,

$$J^+(t_\varepsilon v_\varepsilon) > J^+(v_2) + I_1^+(t_\varepsilon \varepsilon h_1) - \frac{1}{2} \beta \varepsilon^2 t_\varepsilon^2 \int_\mathbb{R} (h_1^+)^2 (V_2 + \varepsilon h_2) \, dx. \quad (2.69)$$

To finish, it is sufficient to show that

$$J^+(t_\varepsilon v_\varepsilon) := I_1^+(t_\varepsilon \varepsilon h_1) - \frac{1}{2} \beta \varepsilon^2 t_\varepsilon^2 \int_\mathbb{R} (h_1^+)^2 (V_2 + \varepsilon h_2) \, dx > 0 \quad \forall 0 < \varepsilon < \varepsilon_1.$$

Let $\alpha < 1$ be such that $\alpha > \frac{\beta}{\Lambda}$. By (2.32) and $\beta < \Lambda$ there holds

$$\beta \int_\mathbb{R} V_2 (h_1^+)^2 \, dx < \alpha \|h_1\|^2_1,$$

then for $\varepsilon_1$ smaller than before (if necessary) we have

$$\beta \int_\mathbb{R} (V_2 + \varepsilon h_2) (h_1^+)^2 \, dx < \alpha \|h_1\|^2_1 \quad \forall 0 < \varepsilon < \varepsilon_1. \quad (2.70)$$

Using (2.70) and the Sobolev inequality, we obtain

$$J^+(t_\varepsilon v_\varepsilon) > \frac{1}{2} t_\varepsilon^2 \varepsilon^2 \|h_1\|^2_1 (1 - \alpha - ct_\varepsilon^2 \varepsilon^2), \quad \text{for a constant } c > 0.$$

Now, taking into account that $t_\varepsilon \to 1$ as $\varepsilon \searrow 0$, we infer there exists a constant $c_0 > 0$ so that

$$J^+(t_\varepsilon v_\varepsilon) > \varepsilon^2 c_0 \|h_1\|^2_1. \quad (2.71)$$

Finally, by (2.69), (2.71) it follows that

$$J^+(t_\varepsilon v_\varepsilon) > \varepsilon^2 c_0 \|h_1\|^2_1 + J^+(v_2) > J^+(v_2),$$

which proves that $v_2$ is a strict local minimum for $J^+$ on $\mathcal{N}^+$.

From the preceding arguments, it follows that $J^+$ has a MP critical point $u^* \in \mathcal{N}^+$, which gives rise to a solution of (2.65). In particular, one finds that $u, v \geq 0$. In addition, since $u^*$ is a MP critical point, one has that $J(u^*) = J^+(u^*) > J^+(v_2) = J(v_2) > 0$, which implies $u^* \geq 0$ with $u^* \neq 0$, and by the maximum principle applied to each single equation we get $u^* > 0$, $v^* > 0$, hence $u_0^* > 0$. ■

In view of Theorems 2.3.2, 2.3.4, some remarks are in order.
Remarks 2.3.5. In the hypotheses of Theorems 2.3.2, 2.3.4 we have found the coexistence of two positive solutions, the ground state $\tilde{u}$ in Theorem 2.3.2 and the bound state $u^*$ in Theorem 2.3.4, proving a non-uniqueness result of positive solutions to (2.5). This is a great difference with the more studied system of coupled nonlinear Schrödinger equations

\[
\begin{align*}
-\Delta u_1 + \lambda_1 u_1 &= \mu_1 u_1^3 + \beta u_2^2 u_1, \\
-\Delta u_2 + \lambda_2 u_2 &= \mu_2 u_2^3 + \beta u_1^2 u_2,
\end{align*}
\]

(see for instance [7, 8, 9, 19, 24, 27, 32, 50, 51, 58, 62, 63, 77, 79] and the references therein) for which it is known that there is uniqueness of positive solutions, under appropriate conditions on the parameters including the case $\beta > 0$ small; see more specifically [50, 79]. Indeed, for $\beta > 0$ small, the ground state is not positive, and it is given by one of the two semi-trivial solutions $(U(1),0)$ or $(0,U(2))$ depending on if $J(U(1),0)$ is lower or grater than $J(0,U(2))$ which plainly corresponds to $\lambda_1^2 - \frac{N}{2} \mu_2 < \lambda_2^2 - \frac{N}{2} \mu_1$ or $\lambda_1^2 - \frac{N}{2} \mu_2 > \lambda_2^2 - \frac{N}{2} \mu_1$ respectively. Here $U(1)$ is the unique positive radial solution of 

\[-\Delta u_j + \lambda_j u_j = \mu_j u_j^3 \text{ in } W^{1,2}(\mathbb{R}^N), \text{ for } N = 1, 2, 3 \text{ and } j = 1, 2.\]

§ 2.4. Extended system.

Note that System (S1) has no sense in the dimensional case $N = 2, 3$, however, (2.5) makes sense to be extended to more dimensions. Moreover, previous results can be established in the dimensional case $N = 2, 3$ with minor changes for system

\[
\begin{align*}
-\Delta u + \lambda_1 u &= u^3 + \beta uv, \\
-\Delta v + \lambda_2 v &= \frac{1}{2} v^2 + \frac{1}{2} \beta u^2,
\end{align*}
\]

working on the corresponding Sobolev Spaces $E = W^{1,2}(\mathbb{R}^N)$, $N = 2, 3$ and its radial subspace $H = E_r$. In particular, Theorems 2.3.1, 2.3.2, 2.3.3 and 2.3.4 can be obtained for $N = 2, 3$ in a less complicated way due to the compact embedding of $H$ given by Theorem 1.3.15. Thus, we obtain the corresponding positive radially symmetric bound and ground state solutions.

Remarks 2.4.1.

(i) Following some ideas by Ambroseti and Colorado in [9], as Liu and Zheng cited in [61], they proved a partial result on existence of solutions to the corresponding system (2.5) in the dimensional case $N = 2, 3$. Precisely, in [61] the authors showed that the infimum of the energy functional on the corresponding Nehari manifold (defined on the radial Sobolev space) is achieved by a non-negative bound state, although it was not shown that the infimum on the Nehari Manifold is a ground state, i.e., the least energy solution of the functional that we have proved here for $N = 1, 2, 3$. Also, in [61] was

---

1See [25, 54] for this uniqueness result.
not investigated the existence of other bound states, as he have done in this manuscript, not only in the non-critical dimensions $N = 2, 3$ but also in the one dimensional case, $N = 1$, which is the relevant case as the application in physics dealing with the interaction between the short and long capillary - gravity water waves.

(ii) System (2.72) can be seen as the stationary system of two coupled nonlinear Schrödinger equations when one looks for solitary wave solutions, and $(u, v)$ are the corresponding standing wave solutions. It is well known that time-dependent systems of nonlinear Schrödinger equations have applications in some aspects of Optics, Hartree-Fock theory for Bose-Einstein condensates, among other physical phenomena; see for instance the earlier mathematical works [2, 7, 8, 9, 10, 19, 43, 58, 63, 77], the more recent list (far from complete) [24, 51, 62] and references therein. See also [15, 71] for some recent results on nonlinear Schrödinger equations, and also [44] for other results including higher-order nonlinear Schrödinger equations.
CHAPTER 3

A higher order system of nonlinear Schrödinger–Korteweg-de Vries equations

Publication. The results presented in this chapter correspond to the content of the submitted paper [5].

In this chapter we will analyze the existence of solutions of a higher order system coming from (S1). More precisely, we consider the following system

\[
\begin{align*}
  if_t - f_{xxxx} + |f|^2 f + \beta fg &= 0 \\
  g_t - g_{xxxx} + |g|g_x + \frac{1}{2}\beta(|f|^2)_x &= 0
\end{align*}
\]

where \( f = f(x,t) \in \mathbb{C} \) while \( g = g(x,t) \in \mathbb{R} \), and \( \beta \in \mathbb{R} \) is the coupling coefficient. We look for “standing-traveling” wave solutions of the form

\[
(f(x,t), g(x,t)) = (e^{i\lambda_1 t}u(x), v(x - \lambda_2 t)),
\]

where \( u, v \) are real functions and \( \lambda_1, \lambda_2 \) real positive parameters. Performing the change of variable we have

\[
\begin{align*}
  if_t(x,t) &= -\lambda_1 e^{i\lambda_1 t}u(x), \\
  f_{xxxx}(x,t) &= e^{i\lambda_1 t}u^{(iv)}(x), \\
  |f(x,t)|^2 f(x,t) &= e^{i\lambda_1 t}(u(x))^3, \\
  \beta f(x,t)g(x,t) &= \beta e^{i\lambda_1 t}u(x)v(x - \lambda_2 t), \\
  g_{xxxx}(x,t) &= v^{(iv)}(x - \lambda_2 t), \\
  |g(x,t)|g(x,t) &= |v(x - \lambda_2 t)|v(x - \lambda_2 t), \\
  |f(x,t)|^2 &= (u(x))^2,
\end{align*}
\]

where \( u^{(iv)} \) denotes the fourth derivative of \( u \). Then, the first equation of (S2) takes the form

\[
u^{(iv)} + \lambda_1 u = u^3 + \beta uv.
\]
On the other hand, the second equation of (S2) can be written as

\[ g_{xxxx} + \lambda_2 g_x = \frac{1}{2} |g|g_x + \frac{1}{2} \beta |f|^2_x, \]

where integrating we obtain

\[ g_{xxxx} + \lambda_2 g = \frac{1}{2} |g|g + \frac{1}{2} \beta |f|^2, \]

which is equivalent to

\[ v^{(iv)} + \lambda_2 v = \frac{1}{2} |v|^2 + \frac{1}{2} \beta u^2. \quad (3.3) \]

We arrive at the fourth-order stationary system

\[
\begin{align*}
\Delta^2 u + \lambda_1 u &= u^3 + \beta uv \\
\Delta^2 v + \lambda_2 v &= \frac{1}{2} |v|^2 + \frac{1}{2} \beta u^2.
\end{align*}
\]

(3.4)

Although system (S2) only makes physical sense in dimension \( N = 1 \), passing to the stationary system (3.4), it makes sense to consider it in higher dimensional cases, as the following,

\[
\begin{align*}
\Delta^2 u + \lambda_1 u &= u^3 + \beta uv \\
\Delta^2 v + \lambda_2 v &= \frac{1}{2} |v|^2 + \frac{1}{2} \beta u^2.
\end{align*}
\]

(3.5)

where \( u, v \in W^{2,2}(\mathbb{R}^N) \), \( 1 \leq N \leq 7 \), \( \lambda_j > 0 \) with \( j = 1, 2 \) and \( \beta > 0 \) is the coupling parameter.

As we shall see, system (3.5) has a non-negative semi-trivial solution \( v_2 = (0, V_2) \) where \( V_2 \) is a radially symmetric ground state of the equation \( \Delta^2 v + \lambda_2 v = \frac{1}{2} |v|^2 \).

Then, in order to find non-negative bound or ground state solutions, we need to check that they are different from \( v_2 \).

§ 3.1. Functional setting and notation.

Let us redefine \( E \) as the Sobolev space \( W^{2,2} \mathbb{R}^N \) then, we define the following equivalent norms and inner products in \( E \) as follows

\[ \langle u, v \rangle_j = \int_{\mathbb{R}^N} \Delta u \cdot \Delta v \, dx + \lambda_j \int_{\mathbb{R}^N} uv \, dx, \quad ||u||_j^2 = \langle u, u \rangle_j, \quad j = 1, 2. \]

Let us define the product Sobolev space \( \mathbb{E} := E \times E \) and we will take the following inner product in \( \mathbb{E} \),

\[ \langle u_1, u_2 \rangle = \langle u_1, u_2 \rangle_1 + \langle v_1, v_2 \rangle_2, \quad (3.6) \]

which induces the following norm

\[ ||u|| = \sqrt{||u||_1^2 + ||v||_2^2}. \]
3.2. NATURAL CONSTRAINTS AND KEY RESULTS

We denote by $H$ the space of radially symmetric functions in $E$, and $H = H \times H$.

The functional associated to both equations in (3.5), without the coupling term, take the forms

$$I_1(u) = \frac{1}{2} \|u\|^2_1 - \frac{1}{4} \int_{\mathbb{R}^N} u^4 dx, \quad I_2(v) = \frac{1}{2} \|v\|^2_2 - \frac{1}{6} \int_{\mathbb{R}^N} |v|^3 dx, \quad u, v \in E,$$

respectively and, hence, the complete energy functional associated to system (3.5) is

$$J(u) = I_1(u) + I_2(v) - \frac{1}{2} \beta \int_{\mathbb{R}^N} u^2 v dx, \quad u \in E. \quad (3.7)$$

Notice that $I_1, I_2$ and $J$ are differentiable on $E$ and their differentials at $u = (u, v) \in E$ are given by

$$dI_1(u)[h_1] = \int_{\mathbb{R}^N} (\Delta u \cdot \Delta h_1 + \lambda_1 u h_1) \, dx - \int_{\mathbb{R}^N} u^3 h_1 \, dx, \quad (3.8)$$

$$dI_2(v)[h_2] = \int_{\mathbb{R}^N} (\Delta v \cdot \Delta h_2 + \lambda_2 v h_2) \, dx - \frac{1}{2} \int_{\mathbb{R}^N} |v|^3 h_2 \, dx, \quad (3.9)$$

and

$$dJ(u)[h] = dI_1(u)[h_1] - \beta \int_{\mathbb{R}^N} u v h_1 \, dx + dI_2(v)[h_2] - \frac{1}{2} \beta \int_{\mathbb{R}^N} u^2 h_2 \, dx. \quad (3.10)$$

We set

$$P_1(u) = dI_1(u)[u], \quad P_2(v) = dI_2(v)[v], \quad (3.11)$$

and

$$G(u) = dJ(u)[u] = P_1(u) + P_2(v) - \frac{3}{2} \beta \int_{\mathbb{R}^N} u^2 v \, dx$$

$$= \|u\|^2 - \int_{\mathbb{R}^N} u^4 dx - \frac{1}{2} \int_{\mathbb{R}^N} |v|^3 dx - \frac{3}{2} \beta \int_{\mathbb{R}^N} u^2 v \, dx.$$ \quad (3.12)

§ 3.2. Natural constraints and key results.

We can easily see that the functional $J$ is not bounded below on $E$. Thus, we are going to work on the so called Nehari manifold, which we will prove that it is a natural constraint for the functional $J$, and even more the functional constrained to the Nehari manifold is bounded below. Let us define the following radial Nehari manifolds

$$\mathcal{N} = \{ u \in H \setminus \{0\} : G(u) = 0 \}, \quad (3.13)$$

and the full Nehari manifold

$$\mathcal{M} = \{ u \in E \setminus \{0\} : G(u) = 0 \}. \quad (3.14)$$
Remark 3.2.1. All the properties we are going to prove in this section are satisfied for both $M$ and $N$, but the Palais-Smale condition in Lemma 3.2.5, is only satisfied for $J$ on $N$, see Theorem 1.3.15. To be short, we are going to demonstrate the following properties only for $N$.

Proposition 3.2.2. The Nehari manifold $N$ is a natural constraint for the functional $J$.

Proof. For all $u, h \in E$, we have

$$dG(u)[h] = 2\langle u, h \rangle - 4 \int_{\mathbb{R}^N} u^3 h_1 dx - \frac{3}{2} \int_{\mathbb{R}^N} |v|vh_2 dx,$$

$$- 3\beta \int_{\mathbb{R}^N} uwh_1 dx - \frac{3}{2}\beta \int_{\mathbb{R}^N} u^2 h_2 dx. \tag{3.15}$$

In particular, if $h = u \in N$, we can combine the above expression with the fact $G(u) = 0$ and we obtain

$$dG(u)[u] = dG(u)[u] - 3G(u) = -\|u\|^2 - \int_{\mathbb{R}^N} u^4 dx < 0, \quad \forall u \in N. \tag{3.16}$$

Then, $N$ is a locally smooth manifold near any point $u \neq 0$ with $G(u) = 0$. Now we are going to prove that $0$ is away from the Nehari manifold using the second derivative of the functional $J$. We can see that

$$d^2 J(0)[h] = 0.$$

At this point we would like to indicate that $0$ is a critical point of $J$. Moreover,

$$d^2 I_1(u)[h_1][k_1] = \int_{\mathbb{R}^N} (\Delta h_1 \cdot \Delta k_1 + \lambda_j h_1 k_1) dx, -3 \int_{\mathbb{R}^N} u^2 h_1 k_1 dx, \tag{3.17}$$

$$d^2 I_2(v)[h_2][k_2] = \int_{\mathbb{R}^N} (\Delta h_2 \cdot \Delta k_2 + \lambda_j h_2 k_2) dx, -\int_{\mathbb{R}^N} |v|h_2 k_2 dx, \tag{3.18}$$

and

$$d^2 J(u)[h][k] = d^2 I_1(u)[h_1][k_1] + d^2 I_2(v)[h_2][k_2]$$

$$- \beta \int_{\mathbb{R}^N} v h_1 k_1 dx - \beta \int_{\mathbb{R}^N} u h_2 k_1 dx - \beta \int_{\mathbb{R}^N} u h_1 k_2 dx. \tag{3.19}$$

Then,

$$d^2 J(0)[h]^2 = \|h\|^2,$$

is positive definite, so that we infer that $0$ is a strict minimum for $J$. Consequently, $0$ is an isolated point of the set of all critical points of $J$, thus $0$ is away from $N$.

Therefore, we have that $N$ is a smooth complete manifold of codimension one, and there exists a constant $\rho > 0$ such that

$$\|u\|^2 > \rho, \quad \forall u \in N. \tag{3.20}$$
Furthermore, (3.16) and (3.20) imply that \( N \) is a Natural constraint of \( J \) by the
Theorem 1.4.23, i.e., \( u \in H \setminus \{0\} \) is a critical point of \( J \) if and only if \( u \) is a critical point of \( J \) constrained on \( N \).

**Remarks 3.2.3.**

(i) The functional constrained on \( N \) takes the form

\[
J|_N(u) = \frac{1}{6} \|u\|^2 + \frac{1}{12} \int_{\mathbb{R}^N} u^4 \, dx.
\]

Even more, using (3.20) and (3.21),

\[
J(u) > \frac{1}{6} \rho, \quad \forall u \in N.
\]

Therefore, \( J \) is bounded from below on \( N \), so we can try to minimize it on the Nehari manifold.

(ii) Theorem 1.3.8 give us in particular the continuous embedding

\[
E \hookrightarrow L^q(\mathbb{R}^N), \quad \text{with} \quad 2 \leq q \leq 4 < 2^*.
\]

for \( N \leq 7 \), since the critical exponent in this case is given by

\[
2^* = \begin{cases} 
\frac{2N}{N-1} & \text{if } N \geq 5 \\
\infty & \text{if } N = 1, 2, 3, 4.
\end{cases}
\]

Therefore, \( J \) is well defined for \( N \leq 7 \).

(iii) Concerning the Palais-Smale condition for \( N \geq 2 \) it follows due to the compact embedding. By Theorem 1.3.15 we obtain:

\[
H \hookrightarrow L^q(\mathbb{R}^N), \quad \text{with} \quad 2 < q < 2^*.
\]

In the one-dimensional case we have no compact embedding, but we can avoid this problem proceeding in the same way as in the previous chapter.

System (3.5) only admits one kind of semi-trivial solutions of the form \((0, v)\). Indeed, if we suppose \( v = 0 \), the second equation in (3.5) gives us that \( u = 0 \) as well. Thus, let us take \( v_2 = (0, V_2) \), where \( V_2 \) is a radially symmetric ground state solution of the equation \( \Delta^2 v + \lambda_2 v = \frac{1}{2} |v|^2 \). In particular, we can assume that \( V_2 \) is positive because in other case, taking \(|V_2|\), it has the same energy. Moreover, if we denote by \( V \) a positive radially symmetric ground state solution of the equation \( \Delta^2 v + v = \frac{1}{2} |v|^2 \), then, after some rescaling \( V_2 \) can be defined by

\[
V_2(x) = \lambda_2 V(\sqrt{\lambda_2} x).
\]

(3.23)
As a consequence, $v_2 = (0, V_2)$ is a non-negative semi-trivial solution of (3.5), independently of the value of $\beta$.

Furthermore, since the only semi-trivial solution comes from the second equation, as seen just above, we define the Nehari manifold corresponding to the second equation

$$\mathcal{N}_2 = \{ v \in H \setminus \{0\} : P_2(v) = 0 \}.$$ Moreover, if we consider the tangent spaces

$$T_{v_2} \mathcal{N} = \{ h \in H : dG(v_2)[h] = 0 \} \quad \text{and} \quad T_{v_2} \mathcal{N}_2 = \{ h \in H : dP_2(V_2)[h] = 0 \},$$

we have

$$h = (h_1, h_2) \in T_{v_2} \mathcal{N} \iff h_2 \in T_{v_2} \mathcal{N}_2.$$ (3.24)

The proof of the above equivalence is identical to the proof of Lemma 2.2.4.

In the following result we establish the character of $v_2$ in terms of the size of the coupling parameter.

**Proposition 3.2.4.** There exists $\Lambda' > 0$ such that:

(i) if $\beta < \Lambda'$, then $v_2$ is a strict local minimum of $J$ constrained on $\mathcal{N}$,

(ii) if $\beta > \Lambda'$, then $v_2$ is a saddle point of $J$ constrained on $\mathcal{N}$. Moreover,

$$\inf_{\mathcal{N}} J < J(v_2).$$ (3.25)

**Proof.**

(i) We define

$$\Lambda' = \inf_{\varphi \in H \setminus \{0\}} \frac{\|\varphi\|_1^2}{\int_{\mathbb{R}^N} V_2 \varphi^2}.$$ (3.26)

For $h \in T_{v_2} \mathcal{N}$ one has that

$$d_{\mathcal{N}}^2 J(v_2)[h]^2 = \|h_1\|_1^2 + d_{\mathcal{N}_2}^2 I_2(V_2)[h_2]^2 - \beta \int_{\mathbb{R}^N} V_2 h_1^2.$$ (3.27)

Since $h = (h_1, h_2) \in T_{v_2} \mathcal{N}$, then, $h_2 \in T_{v_2} \mathcal{N}_2$ thanks to (3.24). Thus, since $V_2$ is a minimum of $I_2$ on $\mathcal{N}_2$, there exists a constant $c > 0$ so that

$$d_{\mathcal{N}_2}^2 I_2(V_2)[h_2]^2 \geq c\|h_2\|_2^2.$$ (3.28)

From (3.26) we obtain that

$$\int_{\mathbb{R}^N} V_2 h_1^2 \leq \|h_1\|_1^2 / \Lambda', \quad \forall h_1 \in H.$$ Thus, substituting both previous inequalities in (3.27) we arrive at

$$d_{\mathcal{N}}^2 J(v_2)[h]^2 \geq \left(1 - \frac{\beta}{\Lambda'}\right) \|h_1\|_1^2 + c\|h_2\|_2^2.$$ (3.29)

Moreover, since $\beta < \Lambda'$ we have that $d_{\mathcal{N}}^2 J(v_2)[h]^2$ is positive definite. Therefore, $v_2$ is a strict local minimum of $J$ on $\mathcal{N}$.
(ii) Since \( \beta > \Lambda' \), there exists \( \tilde{h} \in H \) such that

\[
\Lambda' < \frac{\| \tilde{h} \|_1^2}{\int_{\mathbb{R}^N} V_2 \tilde{h}^2 dx} < \beta,
\]

and, using the equivalence (3.24), we obtain \( h_1 = (\tilde{h}, 0) \in T_{v_2} \mathcal{N} \) and

\[
d^2_{\mathcal{N}} J(v_2)[h_1]^2 = \| \tilde{h} \|_1^2 - \beta \int_{\mathbb{R}^N} V_2 \tilde{h}^2 dx < 0.
\]

On the other hand, taking \( h_2 \in T_{v_2} \mathcal{N} \) not equal to zero, then \( h_2 = (0, h_2) \in T_{v_2} \mathcal{N} \) and

\[
d^2_{\mathcal{N}} J(v_2)[h_2]^2 = d^2_{\mathcal{N}} I_2(V_2)[h_2]^2 \geq c_2 \| h_2 \|_2^2 > 0.
\]

Consequently, this is sufficient to conclude that \( v_2 \) is a saddle point of \( J \) on \( \mathcal{N} \) and obviously inequality (3.25) holds.

To conclude this section we also proof that the functional \( J \) satisfies the Palais-Smale condition in \( \mathcal{N} \) on the appropriate dimensions.

**Lemma 3.2.5.** Assume that \( 2 \leq N \leq 7 \), then \( J \) satisfies the Palais-Smale condition on \( \mathcal{N} \).

**Proof.** Let \( u_n = (u_n, v_n) \in \mathcal{N} \) be a Palais-Smale sequence such that

\[
J(u_n) \to c > 0 \quad \text{and} \quad \nabla_{\mathcal{N}} J(u_n) \to 0, \quad \text{as} \quad n \to \infty.
\]

From (3.21) it follows that \( u_n \) is bounded and, due to the reflexivity of \( W^{2,2}(\mathbb{R}^N) \), we have a convergent subsequence \( u_n \to u_0 \) (relabelling). Since \( H \) is compactly embedded into \( L^q(\mathbb{R}^N) \) with \( 2 < q < 4 + \frac{2}{3} \) while \( 2 \leq N \leq 7 \) (see Remark 3.2.3-(iii)), we infer that

\[
\int_{\mathbb{R}^N} u_n^4 \to \int_{\mathbb{R}^N} u_0^4, \quad \int_{\mathbb{R}^N} |v_n|^3 \to \int_{\mathbb{R}^N} |v_0|^3, \quad \int_{\mathbb{R}^N} u_n^2 v_n \to \int_{\mathbb{R}^N} u_0^2 v_0.
\]

Moreover, using the fact that \( u_n \in \mathcal{N} \) and (3.20), we have that

\[
\| u_n \|^2 = \int_{\mathbb{R}^N} u_n^4 dx + \frac{1}{2} \int_{\mathbb{R}^N} |v_n|^3 dx + \frac{3}{2} \beta \int_{\mathbb{R}^N} u_n^2 v_n dx \to \\
\int_{\mathbb{R}^N} u_0^4 dx + \frac{1}{2} \int_{\mathbb{R}^N} |v_0|^3 dx + \frac{3}{2} \beta \int_{\mathbb{R}^N} u_0^2 v_0 dx \geq \rho,
\]

which implies that \( u_0 \neq 0 \). We know that

\[
\nabla_{\mathcal{N}} J(u_n) = J'(u_n) - \lambda_n G'(u_n) \to 0, \quad (3.30)
\]
then, evaluating the above functional in the direction $u_n$, we have

$$\left| \langle \nabla_N J(u_n), u_n \rangle \right| \leq \| \nabla_N J(u_n) \| \| u_n \| \to 0 \quad \text{as} \quad n \to \infty.$$ 

On the other hand $\langle J'(u_n), u_n \rangle = G(u_n) = 0$ since $u_n \in \mathcal{N}$ and, using (3.16) jointly with (3.20), we obtain

$$\rho \lambda_n \leq |\lambda_n (G'(u_n), u_n)| \to 0,$$

then, $\lambda_n \to 0$ as $n \to \infty$.

Now, we will show that $\| G'(u_n) \|$ is bounded in a similar way as we saw in the previous chapter. We can write the norm of a linear functional as

$$\| G'(u_n) \| = \| dG(u_n) \| = \sup_{\| h \| = 1} |dG(u_n)[h]|.$$ 

Using the triangular inequality in (3.15) we obtain

$$|dG(u_n)[h]| \leq 2\| u_n \| \| h \| + 4\| u_n^3 h_1 \|_{L^2} + 3\| v_n^2 h_2 \|_{L^1} + 3\beta \| u_n v_n h_1 \|_{L^1} + \frac{3}{2} \| u_n^2 h_2 \|_{L^1},$$

thus, applying the Hölder inequality

$$|dG(u_n)[h]| \leq 2\| u_n \| \| h \| + 4\| u_n^3 \|_{L^{4/3}} \| h_1 \|_{L^4} + \frac{3}{2} \| v_n^2 \|_{L^2} \| h_2 \|_{L^2}$$

$$+ 3\beta \| u_n \|_{L^3} \| v_n \|_{L^3} \| h_1 \|_{L^3} + \frac{3}{2} \| u_n^2 \|_{L^2} \| h_2 \|_{L^2}$$

$$\leq 2\| u_n \| \| h \| + 4\| u_n^3 \|_{L^{4/3}} \| h_1 \|_{L^4} + \frac{3}{2} \| v_n^2 \|_{L^2} \| h_2 \|_{L^2}$$

$$+ 3\beta \| u_n \|_{L^3} \| v_n \|_{L^3} \| h_1 \|_{L^3} + \frac{3}{2} \| u_n^2 \|_{L^2} \| h_2 \|_{L^2}. $$

Note that all the above norms are well defined due to the continuous embedding mentioned in Remark 3.2.3-(ii). Moreover, by the same reason, there exist constant $C_1, C_2, C_3, C_4$ such that

$$|dG(u_n)[h]| \leq 2\| u_n \| \| h \| + C_1 \| u_n \|_{L^3}^3 \| h_1 \|_1 + C_2 \| v_n \|_{L^2}^2 \| h_2 \|_2$$

$$+ C_3 \| u_n \|_1 \| v_n \|_2 \| h_1 \|_1 + C_4 \| u_n \|_{L^3}^2 \| h_2 \|_2,$$

where, knowing that

$$\| h \|_2^2 = \| h_1 \|_1^2 + \| h_2 \|_2^2 = 1 \quad \text{and} \quad \| u_n \|_2^2 = \| u_n \|_{L^1}^2 + \| v_n \|_{L^2}^2,$$

we arrive at

$$|dG(u_n)[h]| \leq 2\| u_n \| + C_1 \| u_n \|_{L^3}^3 + (C_2 + C_3 + C_4) \| u_n \|_{L^3}^2 \quad \text{with} \quad \| h \| = 1.$$
The right part in the above inequality is polynomially dependent of \( \|u_n\| \) and it is clearly bounded since \( u_n \) is bounded. From (3.31) we obtain that there exists a constant \( C > 0 \) such that \( \|G'(u_n)\| \leq C < +\infty \), for all \( n \in \mathbb{N} \). Then, taking into account that \( \nabla_N J(u_n) \) and \( G'(u_n) \) are orthogonal and the fact \( \lambda_n \to 0 \), we deduce from (3.30) that

\[
\|J'(u_n)\| = \|\nabla_N J(u_n)\| + |\lambda_n| \|G'(u_n)\| \to 0, \quad \text{as} \quad n \to \infty.
\]

To finish the proof, since \( J'(u_n)[u_0] \to 0 \) as \( n \to \infty \), one can conclude that \( u_n \to u_0 \) strongly in \( \mathbb{H} \). Moreover, \( u_0 \) is a critical point of \( J \), hence, \( u_0 \in N \) since \( N \) is a natural constraint.

§ 3.3. Existence results.

This section is divided into two subsections depending on the dimension of the problem (3.5).

§ 3.3.1. High-dimensional case, \( 2 \leq N \leq 7 \). In this subsection we will see that the infimum of \( J \) constrained on the radial Nehari manifold \( N \), is attained under appropriate parameter conditions. We also prove the existence of a mountain pass critical point.

**Theorem 3.3.1.** Suppose \( \beta > \Lambda' \) and \( 2 \leq N \leq 7 \). The infimum of \( J \) on \( N \) is attained at some point \( \tilde{u} \geq 0 \) with \( J(\tilde{u}) < J(v_2) \) and both components \( \tilde{u}, \tilde{v} \neq 0 \).

**Proof.** By the Ekeland’s variational principle there exists a minimizing Palais-Smale sequence \( u_n \) in \( N \), i.e.,

\[
J(u_n) \to m = \inf_N J \quad \text{and} \quad \nabla_N J(u_n) \to 0.
\]

Due to the Lemma 3.2.5, there exists \( \tilde{u} \in N \) such that

\[
u_n \to \tilde{u} \quad \text{strongly as} \quad n \to \infty,
\]

hence, \( \tilde{u} \) is a minimum point of \( J \) on \( N \). Moreover, taking into account the Proposition 3.2.4-(ii), we have

\[
J(\tilde{u}) = m < J(v_2).
\]

Note that the second component \( \tilde{v} \) can not be zero, because if that occurs then \( \tilde{u} \equiv 0 \) due to the form of the second equation of (3.5), and zero is not in \( N \). On the other hand, if we suppose that the first component \( \tilde{u} \equiv 0 \), then

\[
I_2(\tilde{v}) = J(\tilde{u}) < J(v_2) = I_2(V_2),
\]

and this is a contradiction with the fact that \( V_2 \) is a ground state of the equation \( \Delta^2 v + \lambda_1 v = \frac{1}{2} |v|^2 v \).
In general we can not ensure that both components of \( \tilde{u} \) are non-negative, thus, in order to obtain this fact we take \( t|\tilde{u}| \in \mathcal{N} \), and we will show that

\[
J(t|\tilde{u}|) \leq J(\tilde{u}).
\]

Note that by (3.21) we have that

\[
J(t|\tilde{u}|) = \frac{t^2}{6} \|\tilde{u}\|^2 + \frac{t^4}{12} \int_{\mathbb{R}^N} \tilde{u}^4 \, dx, 
J(\tilde{u}) = \frac{1}{6} \|\tilde{u}\|^2 + \frac{1}{12} \int_{\mathbb{R}^N} \tilde{u}^4 \, dx. \tag{3.32}
\]

Hence, to prove \( J(t|\tilde{u}|) \leq J(\tilde{u}) \) is equivalent to show that \( t \leq 1 \). Taking into account that \( G(t|\tilde{u}|) = 0 \), we find

\[
0 = G(t|\tilde{u}|) = t^2 \|\tilde{u}\|^2 - t^4 \int_{\mathbb{R}^N} \tilde{u}^4 \, dx - t^3 \frac{1}{2} \int_{\mathbb{R}^N} |\tilde{v}|^3 \, dx - t^3 \frac{3}{2} \beta \int_{\mathbb{R}^N} \tilde{u}^2 |\tilde{v}| \, dx,
\]

which is equivalent to,

\[
0 = \|\tilde{u}\|^2 - t^2 \int_{\mathbb{R}^N} \tilde{u}^4 \, dx - t \frac{1}{2} \int_{\mathbb{R}^N} |\tilde{v}|^3 \, dx - t \frac{3}{2} \beta \int_{\mathbb{R}^N} \tilde{u}^2 |\tilde{v}| \, dx. \tag{3.33}
\]

Furthermore, since \( \tilde{u} \in \mathcal{N} \) we also have,

\[
0 = G(\tilde{u}) = \|\tilde{u}\|^2 - \int_{\mathbb{R}^N} \tilde{u}^4 \, dx - \frac{1}{2} \int_{\mathbb{R}^N} |\tilde{v}|^3 \, dx - \frac{3}{2} \beta \int_{\mathbb{R}^N} \tilde{u}^2 |\tilde{v}| \, dx. \tag{3.34}
\]

Now, if we suppose that \( t > 1 \) it follows that

\[
t^2 \int_{\mathbb{R}^N} \tilde{u}^4 \, dx + t \frac{1}{2} \int_{\mathbb{R}^N} |\tilde{v}|^3 \, dx + t \frac{3}{2} \beta \int_{\mathbb{R}^N} \tilde{u}^2 |\tilde{v}| \, dx > \\
\int_{\mathbb{R}^N} \tilde{u}^4 \, dx + \frac{1}{2} \int_{\mathbb{R}^N} |\tilde{v}|^3 \, dx + \frac{3}{2} \beta \int_{\mathbb{R}^N} \tilde{u}^2 |\tilde{v}| \, dx.
\]

Then, thanks to (3.33) we obtain

\[
0 < \|\tilde{u}\|^2 - \int_{\mathbb{R}^N} \tilde{u}^4 \, dx - \frac{1}{2} \int_{\mathbb{R}^N} |\tilde{v}|^3 \, dx - \frac{3}{2} \beta \int_{\mathbb{R}^N} \tilde{u}^2 |\tilde{v}| \, dx. \tag{3.35}
\]

Combining (3.34) with (3.35) we arrive at

\[
0 < \frac{3}{2} \beta \int_{\mathbb{R}^N} \tilde{u}^2 (|\tilde{v}| - |\tilde{v}|) \, dx,
\]

which is a contradiction. Consequently, \( t \leq 1 \) and therefore \( J(t|\tilde{u}|) \leq J(\tilde{u}) \). On the other hand we know that \( J \) attains its minimum at \( \tilde{u} \) on \( \mathcal{N} \), and therefore the last inequality can not be strict. Moreover, due to (3.32) it can not happen that \( t < 1 \), hence, \( t = 1 \) and

\[
J(|\tilde{u}|) = J(\tilde{u}).
\]

Redefining \( \tilde{u} \) as \( |\tilde{u}| \) we finally have that the minimum on the Nehari manifold is attained at \( \tilde{u} \geq 0 \) with non-trivial components. \( \blacksquare \)
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Theorem 3.3.2. Assume $2 \leq N \leq 7$, $\beta > 0$. There exists a positive constant $\Lambda'_{2}$ such that, if $\lambda_{2} > \Lambda'_{2}$, the functional $J$ attains its infimum on $\mathcal{N}$ at some $\hat{u} \geq 0$ with $J(\hat{u}) < J(v_{2})$ and both $\hat{u}, \hat{v} \neq 0$.

Proof. Using the same argument as above in the previous theorem, we can prove that the minimum is attained at some point $\hat{u} \in \mathcal{N}$, but to show that $\hat{u}, \hat{v} \neq 0$ we need to ensure that $J(\hat{u}) < J(v_{2})$. In Theorem 3.3.1 this fact was proved for the case $\beta > \Lambda'_{2}$ and here we need to prove it for $0 < \beta \leq \Lambda'_{2}$. In this case the point $v_{2}$ is a strict local minima and this does not guarantee that $\hat{u} \neq v_{2}$.

Then, to see $J(\hat{u}) < J(v_{2})$ we will use a similar procedure to the one applied in [29, Theorem 4.3] showing that there exists an element of the form $w = t(V_{2}, V_{2}) \in \mathcal{N}$ such that $J(w) < J(v_{2})$, for $\lambda_{2}$ big enough. Notice that, thanks to the equation $G(w) = 0$ we have that $t > 0$ satisfies the following condition

$$t^{2} \|(V_{2}, V_{2})\|^{2} - t^{4} \int_{\mathbb{R}^{N}} V_{2}^{4} dx - \frac{1}{2} t^{3} (1 + 3\beta) \int_{\mathbb{R}^{N}} V_{2}^{3} dx = 0, \quad (3.36)$$

and by definition we also have

$$\|(V_{2}, V_{2})\|^{2} = 2\|V_{2}\|^{2} + (\lambda_{1} - \lambda_{2}) \int_{\mathbb{R}^{N}} V_{2}^{2} dx. \quad (3.37)$$

Moreover, we know that $V_{2} \in \mathcal{N}_{2}$, hence satisfies the equation $J_{2}(V_{2}) = 0$, i.e.,

$$\|V_{2}\|^{2} - \frac{1}{2} \int_{\mathbb{R}^{N}} V_{2}^{3} dx = 0. \quad (3.38)$$

Observe that the absolute value does not appear because $V_{2}$ is positive. Substituting (3.37) and (3.38) in (3.36) it follows

$$t^{2} \left( \int_{\mathbb{R}^{N}} V_{2}^{3} dx + (\lambda_{1} - \lambda_{2}) \int_{\mathbb{R}^{N}} V_{2}^{2} dx \right) dx - t^{4} \int_{\mathbb{R}^{N}} V_{2}^{4} dx - \frac{1}{2} t^{3} (1 + 3\beta) \int_{\mathbb{R}^{N}} V_{2}^{3} dx = 0. \quad (3.39)$$

Hence, applying the rescaling (3.23) yields

$$\int_{\mathbb{R}^{N}} V_{2}^{p} dx = \lambda_{2}^{p - \frac{N}{2}} \int_{\mathbb{R}^{N}} V^{p} dx. \quad (3.40)$$

Subsequently, substituting it into (3.39), for $p = 2, 3, 4$, and dividing by $t^{2} \lambda_{2}^{3 - \frac{N}{2}}$ we have that

$$\int_{\mathbb{R}^{N}} V^{3} dx + \frac{\lambda_{1} - \lambda_{2}}{\lambda_{2}} \int_{\mathbb{R}^{N}} V^{2} dx - t^{2} \lambda_{2} \int_{\mathbb{R}^{N}} V^{4} dx - \frac{1}{2} t^{3} (1 + 3\beta) \int_{\mathbb{R}^{N}} V^{3} dx = 0. \quad (3.41)$$
Moreover, due to (3.22), (3.37) and (3.38) we find respectively the expressions

\[
J(w) = \frac{1}{6} t^2 \left( \int_{\mathbb{R}^N} V_2^3 \, dx + (\lambda_1 - \lambda_2) \int_{\mathbb{R}^N} V_2^2 \right) \, dx + \frac{1}{12} t^4 \int_{\mathbb{R}^N} V_2^4 \, dx,
\]

(3.42)

\[
J(v_2) = I_2(V_2) = \frac{1}{2} \| V_2 \|^2 \, dx - \frac{1}{6} \int_{\mathbb{R}^N} V_2^3 \, dx = \frac{1}{12} \int_{\mathbb{R}^N} V_2^3 \, dx.
\]

(3.43)

Furthermore, we are looking for the inequality \( J(w) < J(v_2) \), or equivalently,

\[
\frac{1}{6} t^2 \left( \int_{\mathbb{R}^N} V_2^3 + (\lambda_1 - \lambda_2) \int_{\mathbb{R}^N} V_2^2 \right) + \frac{1}{12} t^4 \int_{\mathbb{R}^N} V_2^4 - \frac{1}{12} \int_{\mathbb{R}^N} V_2^3 < 0,
\]

(3.44)

and, then, applying again (3.40) and multiplying by \( 6\lambda_2^{N-3} \), we actually have

\[
t^2 \left( \int_{\mathbb{R}^N} V_2^3 \, dx + \frac{\lambda_1 - \lambda_2}{\lambda_2} \int_{\mathbb{R}^N} V_2^2 \, dx \right) + \frac{1}{2} t^4 \lambda_2 \int_{\mathbb{R}^N} V_2^4 \, dx - \frac{1}{2} \int_{\mathbb{R}^N} V_2^3 \, dx < 0. \tag{3.45}
\]

On the other hand, fixing \( \beta \) in condition (3.41) when \( \lambda_2 \) is sufficiently large then, \( t \) will have to be sufficiently small in order for the element \( w \) to stay on \( N \), i.e., \( t \to 0^+ \) when \( \lambda_2 \to \infty \). Thus, applying it to (3.45) we arrive at the convergence

\[
t^2 \left( \int_{\mathbb{R}^N} V_2^3 \, dx + \frac{\lambda_1 - \lambda_2}{\lambda_2} \int_{\mathbb{R}^N} V_2^2 \, dx \right) \to 0, \quad \text{as} \quad \lambda_2 \to \infty.
\]

Moreover, since \( t^2 \lambda_2 \) is bounded we also have

\[
\frac{1}{2} t^4 \lambda_2 \int_{\mathbb{R}^N} V_2^4 \, dx \to 0.
\]

Therefore, there exists a positive constant \( \Lambda'_2 \) such that for \( \lambda_2 > \Lambda'_2 \) inequality (3.45) holds and, hence,

\[
J(\hat{u}) \leq J(w) < J(v_2).
\]

Finally, to show that \( \hat{u} \geq 0 \) and \( \hat{u}, \hat{v} \neq 0 \) we can use the same argument as in Theorem 3.3.1. \( \blacksquare \)

In the following theorem we will prove the existence of a Mountain Pass critical point of \( J \) on \( \mathcal{N} \).

**Theorem 3.3.3.** Assume \( 2 \leq N \leq 7 \) and \( \beta < N' \). There exists a constant \( \Lambda'_2 \) such that, if \( \lambda_2 > \Lambda'_2 \), then \( J \) constrained on \( \mathcal{N} \) has a Mountain Pass critical point \( u^* \) with \( J(u^*) > J(v_2) \).

**Proof.** Due to Proposition 3.2.4-(i), \( v_2 \) is a strict local minima of \( J \) on \( \mathcal{N} \), and taking into account Theorem 3.3.2 we obtain \( \Lambda'_2 \) such that, for \( \lambda_2 > \Lambda' \), we have \( J(\hat{u}) < J(v_2) \). Under those conditions we are able to apply the Mountain Pass
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Theorem to $J$ on $\mathcal{N}$, that provides us with a Palais-Smale sequence $v_n \in \mathcal{N}$ such that

$$J(v_n) \to c = \inf_{\gamma \in \Gamma} \max_{0 \leq t \leq 1} J(\gamma(t)),$$

where

$$\Gamma = \{ \gamma \in C([0,1],\mathcal{N}) \mid \gamma(0) = v_2, \gamma(1) = \hat{u} \}.$$

Furthermore, applying the Lemma 3.2.5, we are able to find a subsequence of $v_n$ such that (relabelling) $v_n \to u^*$ strongly in $H$. Thus, $u^*$ is a critical point of $J$, and also by the Mountain Pass Theorem we have that

$$J(u^*) > J(v_2),$$

which concludes the proof. □

§ 3.3.2. One-dimensional case, $N = 1$. Here we must point out that we do not have the compact embedding even for $H$. However, we will show that for a Palais-Smale sequence we are able to find a subsequence for which its weak limit is a solution of (3.5) belonging to $E$. In order to avoid the lack of compactness for $N = 1$ we will use the same idea used in [29] working on the full Nehari manifold $\mathcal{M}$ defined in (3.14).

The next theorem is the analogous of Theorem 3.3.1 in dimension one.

**Theorem 3.3.4.** Suppose $N = 1$ and $\beta > \Lambda'$. The infimum of $J$ on $\mathcal{M}$ is attained at some $\tilde{u} \geq 0$ with both components $\tilde{u}, \tilde{v} \not\equiv 0$. Moreover, $J(\tilde{u}) < J(v_2)$.

**Proof.** Again, by the Ekeland’s variational principle there exists a minimizing Palais-Smale sequence $u_n$ in $\mathcal{M}$, i.e.,

$$J(u_n) \to m = \inf_{\mathcal{M}} J \quad \text{and} \quad \nabla_{\mathcal{M}} J(u_n) \to 0,$$

thus, $u_n$ is bounded due to (3.22). We can assume (relabelling) that $u_n \rightharpoonup u$ weakly in $E$, $u_n \to u$ strongly in $L^q_{loc}(\mathbb{R}) = L^q_{loc}(\mathbb{R}) \times L^q_{loc}(\mathbb{R})$ for every $1 \leq q < \infty$ and $u_k \to u$ a.e. in $\mathbb{R}$. Moreover, arguing as the same way that in Lemma 3.2.5 we can obtain $J'(u_n) \to 0$ as $n \to \infty$.

Using the same idea that in [29] we will prove that there is no evanescence for $\mu_n(x) = u_n^2(x) + v_n^2(x)$, where $u_n = (u_n, v_n)$, i.e, exist $R, C > 0$ so that

$$\sup_{x \in \mathbb{R}} \int_{|z-x|<R} \mu_n(x)dx \geq C > 0, \quad \forall n \in \mathbb{N}. \quad (3.46)$$

On the contrary, if we suppose

$$\sup_{x \in \mathbb{R}} \int_{|z-x|<R} \mu_k(x)dx \to 0,$$
Thanks to Lemma 2.2.3, applied in a similar way as in [26], we find that $u_k \to 0$ strongly in $L^q(\mathbb{R})$ for any $2 < q < \infty$. This is a contradiction since $u_n \in \mathcal{N}$, and by (3.22) jointly with the fact $J(u_n) \to c$ we have

$$0 < \frac{1}{7} \rho < m + o_n(1) = J(u_n) = F(u_n), \quad \text{with } o_n(1) \to 0 \text{ as } n \to \infty,$$

hence (3.46) is true and there is no evanescence.

We observe that we can find a sequence of points $\{z_n\} \subset \mathbb{R}$ so that by (3.46), the translated sequence $\overline{\mu}_n(x) = \mu_n(x + z_n)$ satisfies

$$\liminf_{n \to \infty} \int_{B_n(0)} \overline{\mu}_n \geq C > 0.$$ 

Taking into account that $\overline{\mu}_n \to \overline{\mu}$ strongly in $L^1_{\text{loc}}(\mathbb{R})$, we obtain that $\overline{\mu} \neq 0$, thus, the weak limit of $\overline{\mu}_n(x) = \mu_n(x + z_n)$ which we denote by $\overline{\mu}$ is non-trivial. Notice that $\overline{u}_n, \overline{u} \in \mathcal{M}$ and $\overline{u}_n$ is a Palais-Smale sequence of $J$ on $\mathcal{M}$ due to the invariance of $J$ under translations. Moreover, if we set $\overline{F} = J|_\mathcal{M}$, we obtain the following from the lower semi-continuity of $\overline{F}$,

$$J(\overline{\mu}) = \overline{F}(\overline{\mu}) \leq \liminf_{n \to \infty} \overline{F}(\overline{\mu}_n) = \liminf_{n \to \infty} J(\overline{\mu}_n) = \liminf_{n \to \infty} J(u_n) = m.$$ 

Therefore, $\overline{\mu}$ is a non-trivial critical point of $J$ constrained on $\mathcal{M}$. Furthermore, it is not a semi-trivial solutions since we know that $J(\overline{\mu}) < J(v_2)$ from Proposition 3.2.4-(ii). Finally, to show that $\overline{\mu} \geq 0$ we apply the same argument used in Theorem 3.3.1. \qed

Theorem 3.3.2 can be extended to the one-dimensional case directly using the same idea that was utilized in the last proof, obtaining the following.

**Corollary 3.3.5.** Assume $N = 1$, $\beta > 0$. There exists a positive constant $\Lambda_2'$ such that, if $\lambda_0 > \Lambda_2'$, the functional $J$ attains its infimum on $\mathcal{N}$ at some $\hat{u} \geq 0$ with $J(\hat{u}) < J(v_2)$ and both $\hat{u}, \hat{v} \neq 0$.

To finish, for $N = 1$, Theorem 3.3.3 can be obtained in a similar manner, obtaining the following.

**Corollary 3.3.6.** Assume $N = 1$ and $\beta < \Lambda'$. There exists a constant $\Lambda_2'$ such that, if $\lambda_2 > \Lambda_2'$, then $J$ constrained on $\mathcal{N}$ has a Mountain-Pass critical point $u^*$ with $J(u^*) > J(v_2)$. 
Conclusions

In this work we firstly have studied the existence of bound and ground states for a coupled stationary system of nonlinear Schrödinger–Korteweg-de Vries equations. This fact is proved for dimensions $1 \leq N \leq 3$ where, for $N = 1$, we have used a measure lemma in order to circumvent the lack of compactness and, for $N = 2, 3$, the compact embedding of the radial Sobolev space.

On the other hand, we have considered for the first time a higher order system of nonlinear Schrödinger–Korteweg-de Vries equations as a natural extension from the previous one. From this new system we obtain a bi-harmonic stationary system looking for “standing-traveling” waves solutions and, using similar variational techniques, we have proved the existence and multiplicity of solutions, which seems to be a new result, under appropriate conditions on the parameters and with dimension $1 \leq N \leq 7$. 
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