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ABSTRACT

Low-dose Computed Tomography is a common issue in reality. Current reduction, sparse sampling and limited-view scanning can all cause it. Between them, limited-view CT is general in the industry due to inevitable mechanical and physical limitation. However, limited-view CT can cause serious imaging problem on account of its massive information loss. Thus, we should effectively utilize the scant prior information to perform completion. It is an undeniable fact that CT imaging slices are extremely dense, which leads to high continuity between successive images. We realized that fully exploit the spatial correlation between consecutive frames can significantly improve restoration results in video inpainting. Inspired by this, we propose a deep learning-based three-stage algorithm that hoist limited-view CT imaging quality based on spatial information. In stage one, to better utilize prior information in the Radon domain, we design an adversarial autoencoder to complement the Radon data. In the second stage, a model is built to perform inpainting based on spatial continuity in the image domain. At this point, we have roughly restored the imaging, while its texture still needs to be finely repaired. Hence, we propose a model to accurately restore the image in stage three, and finally achieve an ideal inpainting result. In addition, we adopt FBP instead of SART-TV to make our algorithm more suitable for real-time use. In the experiment, we restore and reconstruct the Radon data that has been cut the rear one-third part, they achieve PSNR of 40.209, SSIM of 0.943, while precisely present the texture.
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1. INTRODUCTION

Computed Tomography has been successfully applied in medicine, biology, industry and other fields, providing huge help for industrial production, medical research and people’s daily life [1]. Nevertheless, the radiation dose brought by CT scanning may somehow have a negative effect on human body that cannot be neglect. Thus, it is crucial for CT scanning to lower its radiation dose [2] in accordance with ALARA (as low as reasonably achievable) [3]. Low-dose Computed Tomography (LDCT) can be realized through current reduction, sparse sampling and limited-view scanning. Among these, limited-view CT is really general because that we often encounter mechanical and physical restriction in the industry which makes it difficult for the machine to scan through an object. Despite the general application of limited-view CT, its imaging leads to some grievous problems like blur [4], artifacts [5–8] and low signal-to-noise ratio [1, 9], they undoubtedly have a great influence on clinical diagnosis. Thus, it is crucial for researchers to fully utilize the limited prior information to effectively complement the fragmentary data.

Traditional analytical reconstruction algorithms, such as FBP [10], have high requirements for data integrity. When the radiation dose is reduced, artifacts in reconstructed images will increase rapidly [11]. In order to upgrade the quality of reconstructed images, many researchers have proposed various algorithms for LDCT imaging reconstruction, and we conclude them into several paths that are presented in Fig.1 for better comprehension.

![Fig. 1. The technology roadmap of prevailing CT inpainting and reconstruction algorithms, the dash line in this figure refers to the reconstruction step from the Radon domain to the image domain through FBP or SART-TV.](image-url)
Iterative Reconstruction Algorithms are represented by the red line in Fig. 1, which can directly reconstruct damaged Radon data into target results in the image domain. Model-based iterative reconstruction (MBIR) algorithm [12], also known as statistical image reconstruction (SIR) method, combines the modeling of some key parameters to perform high-quality reconstruction of LDCT. Using image priors in MBIR can effectively improve the image reconstruction quality of LDCT scans [13, 14], while still have the high computational complexity.

In addition to the prior information, various regularization methods have played a crucial role in iterative algorithms of CT reconstruction. The most typical regularization method is the total variation (TV) method [15]. In the light of TV, researchers came up with more reconstruction methods, such as TV-P0CS [16], TGV [17] and SART-TV [18] which was proposed on the basis of SART [19]. Those algorithms can suppress image artifacts to a certain extent so as to improve imaging quality. In addition, dictionary learning is often used as a regularizer in MBIR algorithms [20–23], and multiple dictionaries are beneficial to reducing artifacts caused by limited-view CT reconstruction.

With the development of computing power, deep learning-based methods [9, 24–29] have been applied to the restoration of LDCT reconstructed images in recent years. The methods can be roughly divided into the below three categories.

Image Inpainting algorithms are presented by blue lines in Fig. 1, they firstly reconstruct the damaged Radon data into the damaged image with artifacts, then reduce the artifacts and noises in the image domain. Lots of researchers are currently using convolutional neural network (CNN) and deep learning architecture to perform this procedure [1, 5–7, 30–36]. Zhang et al. [30] proposed a data-driven learning method based on deep CNN. RED-CNN [1] combines the autoencoder, deconvolutional network and shortcut connections into the residual encoder-decoder CNN for LDCT imaging. Kang et al. [31] applied deep CNN to the wavelet transform coefficients of LDCT images, used directional wavelet transform to extract the directional component of artifacts. Wang et al. [33] developed a limited-angle translational CT (TCT) image reconstruction algorithm based on U-Net [34]. Since Goodfellow et al. proposed Generative Adversarial Nets (GAN) [35] in 2014, GAN has been widely used in various image processing tasks, including the post-processing of CT images. Xie et al. [7] proposed an end-to-end conditional GAN with joint loss function, which can effectively remove artifacts.

Sinogram Inpainting algorithms are presented by green lines in Fig. 1, they firstly restore the missing part in the Radon domain, then reconstruct it into the image domain to get the final result [37–41]. Li et al. [37] proposed an effective GAN-based repairing method named patch-GAN, which trains the network to learn the data distribution of the sinogram to restore the missing sinogram data. In another paper [38], Li et al. proposed SI-GAN on the basis of [32], using a joint loss function combining the Radon domain and the image domain to repair “ultra-limited-angle” sinogram. In 2019, Dai et al. [39] proposed a limited-view cone-beam CT reconstruction algorithm. It slices the cone-beam projection data into the sequence of two-dimensional images, uses an autoencoder network to estimate the missing part, then stack them in order and finally use FDK [42] for three-dimensional reconstruction. Anirudh et al. [40] transformed the missing sinogram into a latent space through a fully convolutional one-dimensional CNN, then used GAN to complement the missing part. Dai et al. [41] calculated the geometric image moment based on the projection-geometric moment transformation of the known Radon data, then estimated the projection-geometric moment transformation of the unknown Radon data based on the geometric image moment.

Sinogram Inpainting and Image Refining algorithms are presented by yellow lines in Fig. 1, they firstly restore the missing part in the Radon domain, then reconstruct the full-view Radon data into the image domain so as to finely repair the image to obtain higher quality [8, 43–46]. In 2017, Hammersnik et al. [43] proposed a two-stage deep learning architecture, they first learn the compensation weights that account for the missing data in the projection domain, then they formulate the image restoration problem as a variational network to eliminate coherent streaking artifacts. Zhao et al. [44] proposed a GAN-based sinogram inpainting network, which achieved unsupervised training in a sinogram-image-sinogram closed loop. Zhao et al. [45] also proposed a two-stage method, firstly they use an interpolating convolutional network to obtain the full-view projection data, then use GAN to output high-quality CT images. In 2019, Lee et al. [46] proposed a deep learning model based on fully convolutional network and wavelet transform. In the latest research, Zhang et al. [8] proposed an end-to-end hybrid domain CNN (hdNet), which consists of a CNN operating in the sinogram domain, a domain transformation operation, and a CNN operating in the image domain.

Inspired by the combination of the two stages, we implement Radon data completion through our proposed adversarial autoencoder (AAE) in stage one. In the second and third stage, after enriching the information through Radon data completion, we construct the Radon data into the image domain and realize the image inpainting in a “coarse-to-fine” [47] manner.

However, all of the above algorithms merely focus on a single image slice while neglecting the abundant spatial correlation between consecutive image slices. Consequently, these algorithms may still have trouble to reach an ideal level of limited-view CT inpainting and reconstruction that can precisely presents the image texture. During our investigation of video inpainting [48, 49], we realize the significance of making full use of spatial correlation and continuity between consecutive image slices. Therefore, we propose an origin cascade model in stage two called Spatial-AAE to fully utilize
Fig. 2. The overall architecture of our proposed three-stage restoration and reconstruction algorithm for limited-view CT imaging.

the spatial continuity, thereby breaking the limitation of two-dimensional space.

It is also worth mentioning that, unlike other current limited-view CT inpainting and reconstruction algorithms, we use FBP [10] instead of SART-TV [18] to speed up the reconstruction process. Besides, our models do not limit resolution of the input data, therefore can be well generalized to various datasets. In our experiments, we compare our algorithm with the other four prevalent algorithms under four sorts of damaged data, exhibiting its prominent performance and robustness.

The organization of this paper is as follows, Sec II presents the design details of our proposed algorithm and models, Sec III shows our experimental results, and we finally conclude our research work in Sec IV.

2. METHODS

This paper proposes a three-stage restoration and reconstruction algorithm for limited-view CT imaging, and its overall architecture is shown in Fig.2. In the first stage, after the limited-view Radon data is preprocessed, we input it into the Adversarial Autoencoder we designed for data completion to obtain the full-view Radon data. In the second stage, the output of stage one is first reconstructed into the image domain, and combined with two consecutive slices before and after to form a group, then we sent this group into our proposed Spatial-AAE model to perform image restoration based on spatial information. It is worth noting that through the above two stages of restoration and reconstruction, most of the texture in the image ground truth can be restored, but the result still cannot clearly reflect the precise details, which may pose obstacles for the practical applications. Therefore, we built the Refine-AAE high-precision inpainting network in stage three, utilizing the idea of "coarse-to-fine" [47] in deep learning to refine the image in patches. The details of our algorithm are shown below.

2.1. Data Preprocessing

In order to provide more prior information, we adopt the data preprocessing method from paper [5], as shown in Fig.3. For the limited-view Radon data $R_{lv}$, we first transform it into the image data $I_{recon}$ through inverse radon transformation, and then convert the image into the full-view Radon data $R_{fv}$ through Radon transformation. We crop this full-view Radon data for preliminary completion of the missing part in the original data, so as to obtain the fused Radon data $R_{merge}$.

Fig. 3. Procedure of data preprocessing.
2.2. Algorithm Pipeline

2.2.1. Stage 1: Limited-view Data Completion in the Radon Domain

For the input limited-view Radon data, we need to apply it as the prior information to perform angle completion in the first stage. Due to the fact that U-Net [34] is widely use in medical imaging currently, we propose an adversarial autoencoder with U-Net as the backbone. Its overall architecture is shown in Fig.4.

![Fig. 4](image-url) The overall architecture of our proposed adversarial autoencoder in stage one.

![Fig. 5](image-url) (a) is the result of reconstructing the original limited-view Radon data into the image; (b) is the result of reconstructing the full-view Radon data generated from stage one into the image; (c) is the ground truth of the image.

We modified U-Net as the autoencoder in our adversarial autoencoder, which includes an encoder that downsamples the image to extract the representative feature and a decoder that upsamples the feature to restore the image. The precise structure of our autoencoder can be seen from TABLE I, where (Ic, Oc) represents the in-channel and out-channel of the convolutional layer. In its convolutional layers, the kernel size is 3×3, the stride and padding are both 1, and the kernel size is 2×2 in all of its pooling layers. In all of its deconvolution layers, the kernel size is 2×2, and the stride is 1. In order to upgrade the model’s ability of restoration, we combine this autoencoder with a discriminator whose structure is the same as the encoder shown in TABLE I. As can be seen from Sec IV, adding this discriminator can effectively improve the model’s performance.

| Table 1. Details of the Autoencoder in Stage One |
| --- |
| (a) Encoder | (b) Decoder |
| | Layer | (Ic, Oc) | Layer | (Ic, Oc) |
| Conv1,1 | 1 (1, 32) | UpConv6 | (512, 256) |
| Conv1,2 | (32, 32) | Concat [UpConv6, Conv4] |
| Pool1 | Maxpool | Conv6,1 | (512, 256) |
| Conv2,1 | (32, 64) | Conv6,2 | (256, 256) |
| Conv2,2 | (64, 64) | UpConv7 | (256, 128) |
| Pool2 | Maxpool | Concat [UpConv7, Conv3] |
| Conv3,1 | (64, 128) | Conv7,1 | (256, 128) |
| Conv3,2 | (128, 128) | Conv7,2 | (128, 128) |
| Pool3 | Maxpool | UpConv8 | (128, 64) |
| Conv4,1 | (128, 256) | Concat [UpConv8, Conv2] |
| Conv4,2 | (256, 256) | Conv8,1 | (128, 64) |
| Pool4 | Maxpool | Conv8,2 | (64, 64) |
| Conv5,1 | (256, 512) | UpConv9 | (64, 32) |
| Conv5,2 | (512, 512) | Concat [UpConv9, Conv1] |
| Conv9,1 | (64, 32) | Conv9,1 | (64, 32) |
| Conv9,2 | (32, 12) | Conv9,2 | (32, 12) |
| Conv9,3 | (12, 1) | Conv9,3 | (12, 1) |

2.2.2. Stage 2: Image Restoration Based on Spatial Information

Fig.5 shows that after we reconstruct the output from stage one into the image domain, the image texture can be partly restored, while there are still some artifacts and blurry area that can bring severe obstacles for clinical diagnosis. Therefore, in the second stage, we propose the Spatial-AAE model based on the spatial correlation between consecutive image slices to significantly improve the quality of damaged image.

According to our knowledge, in previous studies of CT imaging restoration and reconstruction algorithms, scholars seemed to neglect the rich spatial information between consecutive image slices, and only repaired and reconstructed images in two-dimensional space. During the process of investigating and comparing the fields of image inpainting and video inpainting, we were surprised to find that the third dimension usually contains rich data coherence and continuity, which is very beneficial for restoring successive images. Thus, we suppose that the effective use of the third-dimensional information may remarkably improve the quality of restored images. Inspired by the utilization of the third-dimensional information in FastDVDNet [46], we come up with the Spatial-AAE network, whose overall architecture is shown in Fig.6, it can be divided into Spatial autoencoder and discriminator.

The input of the spatial autoencoder is five consecutive image slices $S = \{s_{i-2}, s_{i-1}, s_i, s_{i+1}, s_{i+2}\}$, we divide them into three sets of data $S_1 = \{s_{i-2}, s_{i-1}, s_i\}, S_2 = \{s_{i-1}, s_i, s_{i+1}\}$ and $S_3 = \{s_i, s_{i+1}, s_{i+2}\}$. Then, they are sent into the AE block respectively, and their output is concatenated as $S' = \{s'_{i-1}, s'_{i}, s'_{i+1}\}$, this set of data is input
into the AE block again to obtain the final restored result. The spatial autoencoder network can be expressed as (1), where \( F \) is the spatial autoencoder model and \( G \) is the AE block. The specific details of the AE block and discriminator in Fig.6 can be seen from TABLE 1, they are the same as they are in the AAE model of stage one.

\[
s''_i = F(S) = G(G(S_1), G(S_2), G(S_3))
\]  

(1)

2.2.3. Stage 3: Image Refining on Patches

It can be seen from Fig.7 that after the above two stages of dual-domain combined inpainting and reconstruction, the original limited-view Radon data can be restored to a relatively satisfying extent. However, the overall details are still not precise enough.

![Fig. 7.](image)

(a) contains the result of reconstructing the full-view Radon data from stage one output into images; (b) contains the result of reconstructing the full-view Radon data from stage two output into images; (c) contains the ground truth of images. Therefore, in the third stage, we utilize the idea of “coarse to fine” in deep learning to propose the Refine-AAE model, so as to further refine the texture of repaired images. The overall structure of the Refine-AAE network can be seen from Fig.8. Give the input image \( I_{\text{input}} \), the model divides it into four patches and concatenate them into a set of sequence \( \{ I_{p1}, I_{p2}, I_{p3}, I_{p4} \} \). We send it into the autoencoder for inpainting in patches and obtain the output as \( \{ I'_{p1}, I'_{p2}, I'_{p3}, I'_{p4} \} \). The model integrates this output into \( I_{\text{pred}} \) and combines it with the ground truth \( I_{\text{GT}} \) into pair for discriminator’s judgment.

The autoencoder and discriminator in the Refine-AAE model are the same as the Spatial-AAE model, they can be seen from TABLE 1.

2.3. Loss Function

In all three stages, we use multi-loss function to optimize the autoencoder model, it can be expressed as (2).

\[
l_{AE} = \alpha_1 l_{MSE} + \alpha_2 l_{adv} + \alpha_3 l_{reg}
\]  

(2)

\( l_{MSE} \) calculates the mean square error between the restored image and the ground truth image, it is widely used in various image inpainting tasks because it can provide an intuitive evaluation for the model’s prediction. The expression of \( l_{MSE} \) can be seen from (3).

\[
l_{MSE} = \frac{1}{W \times H} \sum_{x=1}^{W} \sum_{y=1}^{H} (I_{\text{GT}}_{x,y} - G_{AE}(I_{\text{input}})_{x,y})^2
\]  

(3)

where \( G_{AE} \) is the auto-encoder, \( I_{\text{GT}} \) and \( I_{\text{input}} \) are the ground truth image and the input image, \( W \) and \( H \) are the width and height of the input image respectively. \( l_{adv} \) refers to the adversarial loss. The autoencoder can fool the discriminator by making its prediction as close to the ground truth as possible, so as to achieve the ideal image restoration outcome. Its expression can be seen from (4).

\[
l_{adv} = 1 - D(G_{AE}(I_{\text{input}}))
\]  

(4)

where \( D \) is the discriminator and \( G_{AE} \) is the autoencoder. \( l_{reg} \) is the regularization term of our multi-loss function.

![Fig. 6.](image)
Since noises may have a huge impact on the restoration result, we add a regularization term to maintain the smoothness of the image and also avoid the problem of overfitting. TV Loss is commonly used in image analysis tasks, it can reduce the difference between adjacent pixel values in the image to a certain extent. Its expression can be seen from (5).

\[ l_{reg} = \frac{1}{W \times H} \sum_{x=1}^{W} \sum_{y=1}^{H} \| \nabla G_{AE}(I_{x,y}) \| \]  

where \( G_{AE} \) is the auto-encoder, \( I_{input} \) is the input image, \( W \) and \( H \) are the width and height of the input image respectively. \( \nabla \) calculates the gradient, \( \| \| \) calculates the norm.

For the optimization of the discriminator, the loss function should enable the discriminator to better distinguish between real and fake inputs. The loss function can be seen from (6).

\[ l_{DIS} = 1 - D(I_{GT}) + D(G_{AE}(I_{input})) \]  

where \( D \) is the discriminator, \( G_{AE} \) is the auto-encoder, \( I_{GT} \) and \( I_{input} \) are the ground truth image and the input image respectively. The discriminator outputs a scalar between zero and one, when the output is closer to 1, the discriminator thinks that the input is more likely to be real. On the opposite, when the output is closer to 0, it thinks the input is more likely to be fake. Therefore, \( 1 - D(I_{GT}) \) makes the output closer to one when the discriminator inputs real images, and \( D(G_{AE}(I_{input})) \) makes the output closer to zero when the discriminator inputs fake images generated by the autoencoder.

3. EXPERIMENT

Our experiment data comes from 1000 cases in the LIDC-IDRI [50] dataset. We divided cases 1 to 200 into the test set, cases 201 to 400 into the validation set, and cases 401 to 1000 into the training set. The CT imaging (size 512×512) is stored as DCM files in the LIDC-IDRI dataset. After processing it as an array, we reconstruct it to the Radon domain (size 512×180) through the Radon transformation, and perform post-60-degree clipping on it as the input data of the overall model. During the training process, we set the learning rate to 1e-4, using ADAM [51] as our model optimizer, and Leaky ReLU [52] as the nonlinear activation. For the multi-loss function, we refer to the method in paper [53], where \( \alpha_1, \alpha_2 \) and \( \alpha_3 \) are set to 1, 1e-3, and 2e-8 respectively. It is worth mentioning that there is no fully connected layer in our model, so it can flexibly handle input images of different resolutions and be applied to various datasets. In addition, unlike other deep learning-based algorithms, the reconstruction part of our algorithm adopts FBP instead of SART-TV which requires a relatively high level of computational complexity, so our method can be better applied to practical application scenarios such as clinical diagnosis. Although FBP takes much shorter time than SART-TV, its reconstruction results have a certain gap with SART-TV. In order to realize the practical application value of our algorithm, we manage to compensate the performance of FBP through the superiority of our model design. Also, we increase the damage degree of Radon data in 4.2 to test the robustness of our algorithm. We create four types of damaged Radon data and use this algorithm to repair and reconstruct them. The experimental results prove that our algorithm can effectively restore these data, thus owns outstanding robustness. In 4.1, we conduct ablation experiments on models of each stage to prove the necessity and effectiveness of our structural design. In 4.2, we compared our algorithm with other four types of algorithms, and test these algorithms on four various degrees of damaged data.

3.1. Ablation Study

3.1.1. Stage1

We first explore the necessity of fusing data in the Radon domain (refers to Fig.3). We input the directly cut Radon data and the fused Radon data into the stage one model shown in Fig.4 for data completion, and compare their outputs with the Radon ground truth. The experimental results can be seen in TABLE II, CR stands for the directly cut Radon, MR stands for the merged Radon, RCR stands for the restored CR from stage1, RMR stands for the restored MR from stage1.

![Refine AutoEncoder](image)

Fig. 8. The overall architecture of our proposed Refine-AAE model in stage three.
quent image restoration steps. The visualized results can be seen in Fig.9.

**Table 2. Details of Various Data Preprocessing Methods**

|     | CR   | MR   | RCR  | RMR  |
|-----|------|------|------|------|
| PSNR| 8.714| 18.196| 38.549| **48.181** |
| SSIM| 0.656| 0.936| 0.987| **0.995** |

![Image](image1.png)

**Fig. 9.** Visualized results obtained from different data preprocessing methods, (a) is the directly cut Radon data; (b) is the restored result of (a); (c) is the fused Radon data; (d) is the restored result of (c); (e) is the Radon ground truth.

In addition, we also explore the architecture of stage one’s adversarial autoencoder model, and proved that it is essential to add the discriminator reasonably. We restore the input data with: (1) The autoencoder shown in TABLE I (a); (2) Combination of the autoencoder and the discriminator in TABLE I, their experimental results can be seen from TABLE III.

**Table 3. Results of Using Different Model Structure in Stage One**

|     | AE       | AE + D   |
|-----|----------|----------|
| PSNR| 40.129   | **48.181** |
| SSIM| 0.983    | **0.995** |

![Image](image2.png)

**Fig. 10.** Visualized results obtained from different model structure in stage one, (a) is the input fused Radon data; (b) is the restored Radon data from structure AE; (c) is the restored Radon data from structure AE+D; (d) is the Radon ground truth.

It can be summarized from the above data that adding a discriminator can greatly improve the data completion result. It can help stage one model to improve the sinogram data PSNR by a relatively large margin.

From the visualized comparison in Fig.10, we can see that if we only use this single autoencoder, the inpainting result would have a large blurred area, and adding the discriminator can improve this situation.

**3.1.2. STAGE2**

For the image restoration task in this stage, we adopt the Spatial-AAE model described in 3.2 to make full use of spatial information. In order to reflect the prominence of this structure, we compare this model with the AAE model from stage one, which does not contain any spatial structure. For the same input fused Radon data, the experimental results can be seen in TABLE IV. It can be seen from the results that, due to the fact that the Spatial-AAE model makes full use of the third-dimensional prior information, it can effectively improve the overall performance of stage two.

**Table 4. Results of Using Different Model Structure in Stage Two**

|     | AAE       | Spatial-AAE |
|-----|-----------|-------------|
| PSNR| 37.384    | **39.646**  |
| SSIM| 0.929     | **0.940**   |

**3.1.3. STAGE3**

In this stage, the input image is divided and concatenated, and then sent to the Refine-AAE model for finer inpainting. We believe that the way of intercepting patches during the training process will have a certain impact on the experimental results, so we test the following three types of interception methods (As shown in Fig.11): (1) Randomly crop four patches (size $256 \times 256$) from the input image (size $512 \times 512$); (2) Crop the four corners out of the input image; (3) Crop the four corners out of the input image, and then adjust them into the same pattern through different flipping method.

All of the methods above get an array of size (4, 256, 256), we input it into the Refine-AAE model (refers to Fig.7) to finely repair the image, and the experimental results of these three methods are shown in TABLE V.

We can conclude that method (2) achieves the best image restoration result, this is different from our initial assumption. We originally assumed that patches generated from method
Table 5. Results of Using Patch-Cropping Methods in Stage Three

| Method              | PSNR   | SSIM   |
|---------------------|--------|--------|
| Random Crop         | 40.111 | 0.942  |
| Corner Crop         | 40.209 | 0.943  |
| Corner Crop + Flip  | 40.060 | 0.942  |

Fig. 11. Methods of cropping patches in stage three

(3) can enable the model to learn the mapping easier. However, the fact is that method (2) gets the better result. We suppose this is because different patterns in method (2) play a crucial role in data enhancement, thus prevent the model from overfitting.

3.2. Algorithm Comparison

In order to reflect the superiority of our algorithm, we have compared its performance with the following four sorts of algorithms: (1) Analytical reconstruction algorithm FBP; (2) Iterative reconstruction algorithm SART combined with TV regularization; (3) Image inpainting, after reconstructing the limited-view Radon data into images through FBP, apply the AAE model to image restoration; (4) Sinogram inpainting, first use the AAE model to complement the Radon data, and then adopt FBP to reconstruct it into images. We also test these algorithms on two types of input data: (1) the directly cut Radon data; (2) the fused Radon data. For Radon data with its post 60 degrees being cut off, the performance of the above algorithms is shown in Table 6 and Fig.12, MR in this table means input the fused Radon data.

From the results above, we can see that the idea of merging Radon data brings additional prior information on every type of algorithm, thus improves their performance by different margin. Besides, merging Radon data is particularly helpful for SART-TV. Under the condition of using the same AAE model, restoration in the image domain is more effective than restoration in the Radon domain. Our algorithm combines the Radon domain and the image domain, complements, reconstructs, restores and refines the input limited-view Radon data, can finally improves the image PSNR to 40.209 and SSIM to 0.943. It upgrades the quality of CT imaging by a large margin, realizes the accurate restoration of its texture. Comparison of the visualized results can be seen in Fig.13, we also present the corresponding error maps in Fig.14 to reflect the difference in performance between different algorithms.

To prove the robustness of our algorithm, we test various degrees of damage on the input Radon data, including (1) cut off the middle 60 degrees (1/3 of the original data); (2) cut off the middle 90 degrees (1/2 of the original data); (3) cut off the middle 120 degrees (2/3 of the original data). We implement the above nine algorithms in Table 6 on these three different data preprocessing methods.

Table 6. Results of Different Algorithms Applied to Different Data Preprocessing Methods

| Algorithms                  | PSNR   | SSIM   |
|-----------------------------|--------|--------|
| (1) FBP                     | 11.272 | 0.364  |
| (2) FBP+MR                  | 12.354 | 0.452  |
| (3) SART-TV                 | 14.727 | 0.635  |
| (4) SART-TV+MR              | 21.518 | 0.807  |
| (5) Image Inpainting (II)   | 35.566 | 0.916  |
| (6) Image Inpainting + MR   | 36.388 | 0.927  |
| (7) Sinogram Inpainting (SI)| 27.345 | 0.800  |
| (8) Sinogram Inpainting + MR| 28.960 | 0.859  |
| (9) Ours                    | 40.209 | 0.943  |

Fig. 12. Histograms of different algorithms applied to different data preprocessing methods.
Table 7. Results of Different Algorithms Applied to Different Data Preprocessing Methods on Different Input Data
Fig. 15. Histograms of different algorithms applied to different data preprocessing methods on different input data types of input data, and their performance is shown in TABLE VII and Fig.15. It can be seen that losing data in the middle can cause more damage than in the rear. With the increase of the cropping ratio, the inpainting performance of these algorithms has also been greatly affected. Our algorithm however, proves its outstanding robustness under various conditions. Even when cutting the middle 120 degrees off the original Radon data, our method can still restore the seriously damaged imaging to PSNR of 30.975. Also, our method can exceed the other methods in TABLE VII by a large margin under varying degrees of damaged data.

4. CONCLUSION

In order to improve the quality of the seriously damaged limited-view CT imaging, we propose a three-stage restoration and reconstruction algorithm based on spatial information, which combines the Radon domain and the image domain, and utilizes the idea of “coarse to fine” to restore the image with high definition. In the first stage, we designed an adversarial autoencoder to complement the limited-view Radon data. In the second stage, we first reconstruct the Radon data into images through FBP, and then send this image into the Spatial-AAE model we built to achieve image artifact and noise reduction based on spatial correlation between consecutive slices. In the third stage, we propose the Refine-AAE network to finely repair the image in patches, so as to achieve the accurate restoration of the image texture. For Radon data with limited angle of 120 degrees (cut off one-third of the full-view Radon data), our algorithm can increase its PSNR to 40.209, and SSIM to 0.943. At the same time, due to the fact that our model does not restrict input resolution, can adapt to varying degrees of damage, and also can be quickly implemented, our algorithm has generalization, robustness and significant practical application value.

In our future work, we hope to incorporate our three-stage model into an end-to-end network that can be simultaneously trained and tested. As we all know, such large amount of parameters may be hard to optimize, we plan to solve this problem by using tricks such as data augmentation and dropout, while also lightweight model backbone like MobileNet.
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