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Abstract

This paper presents a low-cost on-line system for monitoring the axial thermal displacement of machine tools. The proposed monitoring system includes an embedded optical sensor derived from a laser mouse; an image acquisition microcontroller; speckle patterns; and an edge computer that hosts software including an image display module, a displacement calculation module, an image enhancement module, and a data visualization module. The proposed sensing system can measure the displacement in two orthogonal directions simultaneously by employing digital image correlation; thus, the proposed system is a two-dimensional displacement sensor. The sensing system benefits from image enhancement techniques and customized optimal speckle patterns printed using a standard low-cost monochrome laser printer. Experimental results indicate that the proposed displacement sensing system has an accuracy and a precision of less than 5 mm in both orthogonal directions; however, the measurement range is only 1 mm for a static measurement. The two-dimensional displacement sensing system was used for the on-line monitoring of the thermal deformation of a feed drive system for machine tools, and the performance of the sensing system was assessed experimentally.

1 Introduction

The thermal deformation of a feed drive system in machine tools, which is induced by the deformation of the bearings, ball screw, and nut, causes workpiece geometrical inaccuracies in machining, which is a major concern in high-accuracy machining [1]. Various thermal models that estimate thermal deformation according to the temperature measured on the bearing or ball screw nut have been proposed using an inverse approach or machine learning algorithms [2]. Nevertheless, related studies have seldom adopted direct methods. Thus, the accuracy of the estimated thermal displacement is strongly dependent on the accuracy of the thermal regression model; however, the generalizability and robustness of thermal models are questionable. Consequently, thermal models may require modification when some component is replaced as part of regular machine maintenance.

In this study, the thermal deformation of a feed drive system was directly measured and monitored using a computer-based two-dimensional displacement sensing system. The foundation of this system is a cost-effective embedded sensor in the feed drive system with a microcontroller. The aforementioned sensing system consists of a laser mouse as an image acquisition device, an Arduino microcontroller for data acquisition, and a computer for directly calculating the axial thermal deformation. Although this system has a low cost, it efficiently monitors the thermal deformation and satisfies the accuracy and precision requirements of <10 mm.

The displacement sensing principle is based on digital image correlation (DIC) [3-5], which is a well-developed concept and has been proven to be an effective deformation measurement method because of its noninvasiveness and reusability [6], [7]. Continually improving the accuracy and efficiency of DIC algorithms in terms of subset size selection, intensity interpolation, and pattern matching has been the focus of academic research [6-9], and impressive performance has been achieved [10]. Nevertheless,
displacement measurement based on DIC has not developed into a mature embedded technique or become a value-added function for machines mainly because of its hardware requirement, namely an expensive and bulky camera.

Compared with charge-coupled device sensors, complementary metal oxide semiconductor (CMOS) sensors consume less power, and the images captured by CMOS sensors are not susceptible to smearing and blooming. Moreover, CMOS sensors enable facile integration with an on-chip image processing circuit for applications such as artificial vision and optical laser mice for gaming. A cost-effective optical CMOS sensor in laser mice with an acceptable theoretical accuracy has become invaluable in numerous applications. Moreover, the use of optical mice has been proposed in various applications, such as in displacement sensors [11-18]. However, several disadvantages limit the industrial application of laser mice; for example, they are extremely sensitive to the measurement surface [3], can lose focus because of focal distance changes [12,13], and exhibit poor performance while in circular trajectories [11-15]. Most importantly, neither the accuracy nor precision of laser mice is satisfactory for specific industrial applications, such as in machine tools. Nevertheless, with advances in both hardware and image processing techniques due to highly competitive industry, the laser mouse has considerable potential to serve as an embedded sensor for machines in various industrial applications.

Several factors influence the accuracy of DIC, most of which have been thoroughly investigated. These factors can be categorized into three aspects: the hardware, such as the lens [19]; the image processing methods, such as the subpixel algorithm, subset size, subpixel intensity interpolation scheme, and subset shape function [20-22]; and the speckle pattern.

In this study, a CMOS sensor was mounted on a jig that not only maintains the focal distance at approximately 2.6 mm but also shields out the noise due to environmental light. This approach leverages the short focal distance feature of the laser mouse sensor. Hardware such as CMOS sensors can be continually upgraded because of advances in the highly competitive CMOS industry; therefore, image processing for DIC and the speckle pattern are the remaining elements of the displacement sensing system that may benefit from accuracy and precision improvements.

The quality of images captured by the CMOS sensor varies according to the image processing method employed. In this study, techniques such as interpolation, edge detection, and contrast adjustment were adopted and a nonrepetitive speckle pattern was designed and optimized. These approaches maximize the image discrimination for the calculation of the later displacement through image correlation. Conventional image processing methods were adopted in this study; however, the focus was placed on the selection and integration of suitable methods matched with a carefully optimized speckle pattern. The objective was to construct a displacement sensing system with an accuracy and a precision of <5 mm, which would enable its use in novel industrial applications, such as machine tools.

In addition to hardware and image processing techniques, a unique speckle pattern plays a crucial role in DIC. In this study, the correlation between speckle images captured before and after a test specimen deformed were calculated for displacement measurement based on DIC. A speckle pattern comprises tiny
dots distributed randomly in the displacement measurement range. Numerous techniques, such as paint spraying [22-24], chemical etching of the object surface [25], and laser beam etching [26], have been proposed to create the speckle pattern on the surface of test specimens. In the current study, to achieve well-controlled image contrasts and speckle sizes and to fulfill the requirement of reproducibility and consistency, the speckle pattern was computer-generated and printed out on a piece of paper by using a laser printer.

The improvement in displacement measurement performance of this sensing system after image processing and speckle pattern optimization was assessed experimentally. This paper describes the utilization of an optical sensor for the on-line monitoring of the thermal deformation of a feed drive system and highlights the potential of the proposed displacement sensing system. The remainder of this paper is structured as follows. Sections 2 and 3 present a brief discussion on the working principles of the laser mouse sensor and the displacement measurement method based on DIC, respectively. Section 4 describes the image processing techniques adopted to improve the quality of images acquired from the adopted CMOS sensor. The speckle pattern that enhances the resolution in displacement measurement is also described in this section. Section 5 describes the experimental assessment of the performance of the proposed laser-mouse-based displacement sensor system. Section 6 summarizes the results and contributions of this study.

2 Image Sensing With The CMOS Sensor In A Laser Mouse

In this study, the laser mouse contained a CMOS sensor consisting of an image array of $36 \times 36$ pixels, with each pixel having an intensity value ranging from 0 (black) to 255 (white). Because of the progress in semiconductor manufacturing technology and the highly competitive semiconductor market, commercially available CMOS sensors with high resolution have become increasingly common.

When the laser mouse moves on a surface, the lens inside the mouse captures the image of the surface texture illuminated by a laser diode (LD) onto the CMOS sensor continuously with a refresh rate of approximately every 10,000th of a second. Subsequently, the mouse displacement is calculated and updated continuously by computing the correlation of the present image of the surface texture with the previous one by employing DIC. However, the calculated displacement accuracy and precision are poor. In this study, the Avago LaserStream Gaming Sensor ANDS-9800 [27], which is capable of high-speed motion detection of up to 150 inches per second and an acceleration of up to 30 g with a frame rate of up to 12,000 frames per second, was used as the positioning sensor in a ball screw feed drive system. According to the factory specifications, this mouse sensor has a resolution up to 8200 counts per inch (CPI) with a 200 CPI step adjustment, which is theoretically equivalent to a positioning resolution of 3 mm. To assess the positioning accuracy of the mouse sensor (ANDS-9800) when the sensor-embedded work table travels at a speed of 2 m/min in a ball screw feed drive system, the positioning information obtained from the mouse sensor was compared with that obtained from the motor encoder (Fig. 1). The results indicate that the difference between the mouse sensor and the motor encoder in terms of work table positioning tended to be greater than 5 mm. Thus, the positioning accuracy calculated using the
mouse sensor was not acceptable. The accuracy should be less than 5 mm for the displacement sensor to have potential applications in the machine tool industry.

To meet the accuracy and precision required by the machine tool industry, in addition to resolution improvements in CMOS sensors that are supported by advances in microfabrication technologies, two other approaches may improve the image resolution for measuring displacement in optical sensing systems. The first approach is to use image processing techniques such as image interpolation, edge detection, and image contrast to improve the image quality and thus the resulting sensitivity in calculating the displacement through DIC. The second approach is to employ optimized speckle patterns for DIC instead of the surface texture on the targeted object. DIC was originally proposed for measuring the strain of a deformed specimen after the specimen had been subjected to an external force. Speckle patterns are conventionally created by paint sprayed onto the specimen surface, which ensures that the speckles are randomly distributed and strongly bonded to the specimen. The speckle pattern is then deformed with the specimen. The objective is to measure the speckle pattern displacement before and after the specimen is deformed on the basis of image correlation. However, the objective of this study was to measure the displacement of the optical sensor, not the deformation of the targeted specimen. Thus, the speckle pattern need not deform with the targeted object. Consequently, well-controlled speckle patterns printed using a standard low-cost monochrome laser printer and pasted onto the targeted object may ensure a consistent sensing sensitivity in displacement measured by the optical sensor. Moreover, customized speckle patterns printed using a standard low-cost monochrome laser printer overcome the problem caused by varying sensitivity due to the measurement surface or the inconsistency resulting from manual paint spraying. The speckle patterns in this study were optimized to increase the displacement discrimination, which may increase the resolution in displacement measurement conducted using DIC.

### 3 Digital Image Correlation

For a typical optical mouse, the displacement information is acquired from images of plain objects by employing a DIC algorithm. Two consecutive images captured in a short interval, which is typically less than 1 mm because of the limited image size, are compared using the convolution between the first and second images. The similarity or correlation is quantified according to the summation of squared differences of the pixel values between the two images. Subsequently, the maximal similarity and the displacement of the second image relative to the first one can be determined. The theoretical details of DIC are provided in the Introduction and not repeated here in the interest of brevity. Nevertheless, the pattern of the surface texture in the captured image should be nonrepetitive to enable the calculation of a unique displacement between the first and second images. The accuracy of displacement measured in this manner depends not only on the pixel size of the image captured by the CMOS but also on the nonrepetitive pattern of the surface texture. The pixel size of the CMOS in a currently available commercial laser mouse is approximately 30 µm. Therefore, the resulting displacement resolution is more than 60 µm, which considerably limits the application of laser mice in machine tools.
In this study, several image enhancements were integrated to improve the displacement sensing in terms of precision and accuracy. For optimal use of the DIC method, the area of the flat surface where the image is captured must be covered with a nonrepetitive speckle pattern. The size of the speckle relative to that of the CMOS pixel as well as the associated speckle distribution influence the accuracy of the measured displacements. The next section describes (1) how the displacement resolution was increased through image enhancements and (2) the optimal design of the nonrepetitive speckle pattern.

4 Image Processing Specific For DIC

In addition to the lens and light-sensitive CMOS, the lighting condition has a considerable influence on the quality of the image captured by the CMOS sensor. The intensity values of the monochrome image represented by the $36 \times 36$ pixels have a considerably smaller range than the theoretical range, namely from 0 (black) to 255 (white). Image blurring is inevitable because of uneven brightness, inconsistent flatness in the targeted speckle pattern, and different degrees of loss of focus. Therefore, a procedure including several image processing methods, which is described in the following sections, is proposed to improve the image quality, specifically for DIC.

4.1 Optimal optical focus length

The focal length of the optical sensor was determined experimentally according to Gordon’s contrast definition after performing edge detection by using the Sobel–Feldman operator, which convolutes each pixel in a two-dimensional image [28]. Fig. 2 displays three characters: (a) the letter “M” in Calibri font, (b) the letter “m” in Calibri font, and (c) the symbol “·.” Each letter with a font size of 4 points was utilized as a target in edge detection for contrast comparisons at various focal lengths. Table 1 lists the resulting contrast for each character at different sensor heights. The results indicate that the image had the highest edge contrast when the sensor height was 2.0 mm. The focal length of the optical lens was 2.6 mm at this height. With the aforementioned optimal height, clear edges or high sharpness can be guaranteed in an image.

4.2 Strategy for image stability

Theoretically, a CMOS sensor can capture more than 10,000 images per second; however, fewer than 60 images per second could be fully transferred to the microcontroller unit used in this study because of limitations in the serial peripheral interface. Moreover, the images captured by the CMOS sensor in an extremely short period are susceptible to environmental noise, which leads to intensity drifting in each pixel. To avoid unstable or incomplete images, the resulting intensity of each pixel in the final image used in the subsequent DIC was determined according to the predominant intensity through the use of a voting scheme. With this voting scheme, pixels with abnormal intensity caused by factors such as time drifting, uneven brightness, or incomplete image transfer can be filtered out efficiently. Consequently, a more stable image can be obtained for later image processing and DIC. In this study, the final intensity of each
pixel of an image was determined pixel by pixel from 50 images by employing the aforementioned voting scheme.

4.3 Pixel intensity compensation

An LD on the CMOS sensor illuminates the image of the surface texture; however, the light appears to be uneven in the images (Fig. 3), with the upper part of the images being darker than their lower part. To overcome this problem, an intensity compensation strategy is proposed. For a speckle pattern that is carefully designed with randomly but evenly distributed speckles, the averaged intensity of each row of pixels in the CMOS sensor should be approximately the same if the light from the LD is evenly distributed on the surface. In the proposed compensation strategy, the pixel intensity is compensated several times by using moving masks of various sizes (Fig. 3). The intensity of a pixel located inside the mask, which is represented by the red window in Fig. 3 and whose width is equal to that of the captured image, is compensated by the amount indicated above each image. Notably, the upper part of an image is compensated to a considerably greater extent than its lower part is. The aforementioned procedure may be repeated several times until the averaged intensity of pixels in each row is sufficiently similar, which ensures that the brightness is evenly distributed in an image. Fig. 4 displays the intensity of each row of an image before and after the intensity is compensated. The upper part of the image appears brighter than the original image. Nevertheless, the brightness adjustment performed using the nonlinear compensation technique did not increase the image contrast. The procedure described in this section simply corrects the uneven exposure of the original image captured by the CMOS sensor. The method for increasing the image contrast is described in the following section.

4.4 Image interpolation and contrast adjustment

The CMOS sensor in the optical mouse has a fixed lens; thus, the function of optical zoom is not available to magnify the light before it reaches the digital sensor. To increase the sensitivity of displacement sensing, the image interpolation that achieved the most accurate approximation of a pixel's intensity according to the values of surrounding pixels was adopted. The problem of image distortion induced by interpolation can be minimized assuming that no image rotation is involved. Other concerns are that the contrast may decrease and halos may appear after interpolation; however, the image quality can be considerably improved using a suitable interpolation algorithm combined with contrast adjustment. In this study, bicubic interpolation involving the closest 4 × 4 neighborhood of known pixels was adopted. The image acquired by the CMOS sensor was interpolated three times. First, a pixel was interpolated into four small subpixels to halve the pixel size (i.e., close to 15 mm). Subsequently, each subpixel was continuously interpolated into nine smaller subpixels with a size of 5 mm each. Finally, each 5-mm subpixel was interpolated into 25 considerably smaller subpixels to reduce the final pixel size to approximately 1 mm.
Starting from an image consisting of 30 × 30 pixels with an original pixel size close to 30 mm, images were enlarged and interpolated using bicubic interpolations. The final images comprised 900 × 900 subpixels, with a subpixel size close to 1 mm, after three consecutive bicubic interpolations, namely double, triple, and then quintuple interpolation, as illustrated in the top panel of Fig. 5a. However, the contrast of the resulting images after three consecutive bicubic interpolations became extremely poor. A solution to this problem is provided in the following section.

The speckle pattern was designed to be chess-like and either in black or white. An image with favorable contrast increases the image discrimination and the resulting displacement calculated using DIC. To increase the image contrast, the values of the input image intensity were intentionally manipulated pixel by pixel to not only saturate them at low and high intensities for bipolarization but also to reduce the intensity uncertainty caused by diffraction.

Fig. 5a illustrates graphs of the output gray level versus the input gray level. A change in contrast is indicated by a change in the slope of the line denoted by the gamma value. With a gamma value of more than 1, a dark pixel with a low intensity becomes even darker, whereas a pixel with a high intensity changes to become considerably whiter. Thus, an image with an extremely narrow low contrast with a gray level of 30–60, as indicated in the far left diagram, can be mapped to a gray level ranging from 5 to 200 to become a higher-contrast image, as shown in the rightmost diagram in Fig. 5a (three consecutive gamma adjustments). Fig. 5b reveals the change in grayscale distribution before and after each contrast adjustment, where the vertical axis represents the total pixels in percentage. The pixel intensity distribution indicated by the dash-dot line becomes more bipolarizing after three consecutive adjustments compared with the original pixel intensity distribution represented by the solid line. Contrast adjustment was conducted once after each image interpolation, as illustrated in the top panel of Fig. 5a. Three adjustments with gamma values of 1.2, 1.5, and 1.7, respectively, were conducted in this study.

After thorough image interpolation, contrast bipolarization, and edge detection, the resulting image had higher sharpness, which increased the sensitivity in sensing the displacement through DIC.

5 Speckle Pattern Optimization

In addition to image processing, the second method for increasing the precision in displacement calculated using DIC involves optimizing the speckle pattern. The size of the speckles and their distribution influence the accuracy of the measured displacements. The speckle pattern and the method of its creation have long been investigated [29], [30]. Most studies have focused on speckle patterns created by spraying paint or using an atomization system [31] on a specimen in strain measurement because the speckle pattern must be strongly bonded to and then deform with the targeted specimen. In the current study, the focus was on measuring the travel distance of the optical sensor. Related studies have provided valuable information regarding the design of an optimal speckle pattern in terms of speckle size and distribution. The speckle pattern in this study was created using a laser printer, which is advantageous because it avoids manual inconsistencies.
The smallest dot printed by a 96-dots-per-inch (DPI) laser printer theoretically has a size of 264.58 mm; however, in this study, microscopy revealed a dot size range of 308.174–323.846 mm (Fig. 6a). The smearing caused by the printer toner led to the formation of dots larger than the theoretical size. The smallest dot printed by a 960-DPI laser printer theoretically has a size of 26.4 mm, which is close to the original CMOS pixel size of 30 mm if toner smearing is considered. In this study, a basic speckle pattern was designed in a 23.8 x 23.8-mm² square consisting of 900 x 900 dots (Fig. 6b). The purpose was to match each speckle size to the size of the CMOS pixels to maximize the image discrimination.

Fig. 7 illustrates six speckle patterns of various densities. The density of dots in a speckle pattern is referred to as the coverage, which is defined as the ratio of white to black dots per pattern. Each dot inside the speckle pattern is a tiny square or circle and must be distributed randomly, which is essential for obtaining a unique and correct calculated displacement by using image correlation. Different dot sizes ranging from 1 pixel (30 mm) to 3 pixels (90 mm) and speckle patterns with a coverage between 10% and 70% were examined and compared to assess the associated performance in optical sensor displacement measurement. The results reveal that the optimal dot size was 1 pixel (30 mm), and the corresponding speckle coverage was between 60% and 70%. Speckle patterns should be printed with a high-DPI printer to obtain a clear edge for each dot, which benefits the displacement calculation through DIC.

6 Performance Assessments In Sensing Displacement

The optical sensor was installed on an XY linear stage equipped with a micrometer caliper that has a positioning accuracy of 1 mm along both the x-axis and y-axis (Fig. 8a). The stage moves diagonally with the optical sensor and stops at every 10 mm projected onto the x-axis and y-axis to measure the displacement in these directions by using the optical sensor (Fig. 8b). To ensure the positioning accuracy of the linear stage, in addition to the micrometer caliper, two additional laser displacement sensors (Keyence LK-H025) were installed to validate the displacement along the x-axis and y-axis, respectively. The measurement was repeated 10 times, and the results are illustrated in Fig. 9 by using a box plot to indicate the measurement accuracy and precision simultaneously. In the x-direction, the accuracy was <5 mm and the precision was <4 mm, as indicated by the box height. Along the y-direction, both the accuracy and precision were <5 mm.

For further analyzing the improvement in the image quality to enable the CMOS sensor in the optical mouse to reach an accuracy of <10 mm, the contributions of the respective image processing methods adopted in this study were ranked (Fig. 10). In Fig. 10, the vertical axis refers to the accuracy error in percentage and the horizontal axis lists the image processing methods that were employed for 30 measurements. The results indicate that the image enhancement method that included the pixel interpolation combined with contrast adjustment drastically reduced (by more than 56%) the accuracy error in the subsequent DIC. The stable image strategy alone did not reduce the accuracy error; however, this strategy accounted for an additional 7% improvement when used with the image enhancement method. With the optimal focal length, stable image strategy, pixel intensity compensation, and image
enhancement, the accuracy error in sensing the displacement through DIC was reduced by more than 65%. Because the accuracy and precision of the proposed optical displacement sensing system are less than 5 mm, it has considerable potential for application in machine tools. The following section describes the use of the proposed system for monitoring the thermal deformation in a feed drive system.

7 Application Of The Proposed Optical Displacement Sensing System For Monitoring The Thermal Displacement In A Feed Drive System

The proposed optical displacement sensing system was employed for the direct measurement of the thermal deformation in a feed drive system. The proposed system's measurement accuracy was compared with that of the expensive but highly accurate Renishaw XL-80 laser interferometer.

To conduct the aforementioned measurement, a ball screw feed drive system was constructed (Fig. 11a). The optical sensor was installed on the work table, and five speckle patterns were pasted under the ball screw on the machine bed at the following positions: 100, 200, 300, 400, and 500 mm (Fig. 11b) according to the encoder. The displacement was measured when the work table with the embedded optical sensor was traveling on the guideway and stopped at each speckle pattern for 1 s to capture the corresponding image. The first image captured at each speckle pattern position by the optical sensor was used as a reference for positioning. An image was captured at the same position during the second round of imaging to determine the displacement of the second image relative to the first one by using DIC. The measured displacement was two-dimensional: the \( y \)-direction of the displacement was the longitudinal direction of the ball screw feed and the \( x \)-direction of the displacement was the transverse direction of the ball screw feed (Fig. 11b). The longitudinal displacement indicated the positioning error, and the transverse direction quantified the deviation in the traveling direction, namely the straightness of the moving work table. The complete procedure for measuring the time-varying displacement due to thermal deformation was conducted automatically by using a program coded in a computer numerical control controller. The accuracy of the thermal displacement values measured by the optical sensor along the longitudinal direction was validated by comparing these values with those measured simultaneously by the Renishaw XL-80 laser interferometer. The displacement in the transverse \( x \)-direction was compared with that measured by a laser displacement sensor (Keyence LK-H025) installed at the 500-mm position.

The room temperature was 26 °C, and the temperature of the bearing near the motor increased from 24.8 °C to 31.1 °C after the work table had been traveling at 10 m/min for the first 40 min. When the temperature of the bearing close to the motor was 31.1 °C, the image at each speckle pattern position was captured immediately and sequentially used as a reference for later thermal displacement calculation by the optical sensing system. The displacement at each speckle pattern was also measured by the XL-80 laser interferometer. After the feed drive system warmed up, the temperature of the bearing close to the motor began to drop from 31.1 °C. The displacement at each speckle pattern position was measured repeatedly as the temperature declined (Fig. 12). In the panels in Fig. 12, the horizontal axis represents the temperature drop and the vertical axis represents the thermal displacement measured by the proposed optical displacement sensing system and XL-80 laser interferometer. The results indicate
that the feed drive system experienced shrinking, as expected, because the temperature measured on the bearing close to the motor was decreasing from 31.1 °C.

As the distance from the position of the speckle pattern to the motor increased, the thermal deformation also increased (Fig. 12). The difference in the thermal displacement measured by the proposed optical sensing system and XL-80 laser interferometer was less than 4 mm at the aforementioned five measurement positions. The thermal displacement in the transverse direction was too small to be sensed by the proposed optical sensing system (Fig. 13). The thermal displacement represented by the green dashed line in Fig. 13 was less than 1 mm at the 500-mm position. This value was validated by the measurement obtained with the laser displacement sensor.

The conducted experiment demonstrated the feasibility of using the proposed optical sensing system for monitoring the thermal displacement in a transient heat transfer environment. Notably, the accuracy of the proposed system was inferior to that of the traditional optical ruler; however, the cost effectiveness of the proposed system makes it attractive for measuring thermal compensation in feed drive systems. Moreover, in contrast to the optical ruler, which can only be used to perform unidirectional displacement measurement, the proposed system can be used to perform two-dimensional displacement sensing.

8 Conclusions

This paper presents a low-cost displacement measurement system based on the optical sensor of a laser mouse for monitoring the thermal displacement of feed drive systems. The proposed sensor system can measure the displacement in two orthogonal directions simultaneously through DIC. This system benefits from the use of an image capture strategy; existing image enhancement techniques, such as image interpolation combined with contrast adjustment; and customized optimal speckle patterns printed using a standard low-cost monochrome laser printer. The aforementioned approaches enable the proposed two-dimensional displacement sensing system to achieve an accuracy and precision of less than 5 and 4 mm, respectively, along two orthogonal directions. The proposed system was used for monitoring the thermal deformation of a feed drive system. The results indicate that the displacement measured by the proposed system was comparable to that measured by the XL-80 laser interferometer, with a difference of <4 mm. Moreover, the thermal displacements in the transverse and longitudinal directions could be measured simultaneously with the proposed system because it has the capability of two-dimensional displacement sensing.

All the image processing techniques employed in this study are well-known. This study demonstrated the feasibility of achieving an accuracy of <5 mm with a displacement sensing system through the use of software and a speckle pattern integrated with a commercial laser mouse. In addition to benefiting from the use of image processing and an optimal speckle pattern, the performance of the proposed displacement sensing system is expected to improve gradually because of constant advances in hardware from the highly competitive CMOS industry. The thermal deformation monitoring demonstrated
in this study is merely one typical example of the use of the proposed system. Additional industrial applications of the proposed system can be explored in the future.
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Tables

Table 1. Edge contrast for various sensor heights

| Sensor height (mm) | Letter M | Letter m | Symbol · |
|--------------------|----------|----------|----------|
| 1.5                | 12.47    | 8.95     | 4.09     |
| 2.0                | 18.02    | 11.08    | 5.06     |
| 2.5                | 8.37     | 4.93     | 4.66     |

Figures
Figure 1

Positioning accuracy of the mouse sensor when the work table travels at 2 m/min

Figure 2

Images from the CMOS sensor of the laser mouse. a) The letter “M” in Calibri font, b) the letter “m” in Calibri font, and c) the symbol “•”
Figure 3

Pixel intensity compensation strategy
Figure 4

Intensity histogram of each row of pixels. a) Raw image before and b) after intensity compensation.
Figure 5

a) Image interpolation and contrast adjustment. b) Pixel intensity

Figure 6

Pattern printed using a 96-DPI laser printer. a) Dot and b) speckle pattern
Figure 7

Different speckle sizes ranging from 1 pixel to 3 pixels and speckle patterns with coverages ranging from 10–70%
Figure 8

Accuracy and precision in displacement measurement. a) Displacement measurement setup and b) moving path of the optical sensor.

Figure 9

Comparisons of displacement measured by the optical sensor and laser displacement sensor: a) x-direction and b) y-direction.
**Figure 10**

Contribution analysis of various image processing methods in reducing the errors in the measurements of optical sensors

**Figure 11**

Thermal displacement monitoring system with embedded optical sensors. a) Experiment setup and b) schematic of the experiment setup
Figure 12

Axial thermal displacement at various positions: a) 100, b) 200, c) 300, d) 400, and e) 500 mm
Figure 13

Thermal displacement in the transverse direction at the 500-mm position