An inverse problem for weighted Paley–Wiener spaces
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Abstract
Let \( \mu \) be a measure on the real line \( \mathbb{R} \) such that \( \int_\mathbb{R} \frac{du(t)}{1 + t^2} < \infty \) and let \( a > 0 \). Assume that the norms \( \| f \|_{L^2(\mathbb{R})} \) and \( \| f \|_{L^2(\mu)} \) are comparable for functions \( f \) in the Paley–Wiener space \( PW_a \) and that \( PW_a \) is dense in \( L^2(\mu) \). We reconstruct the canonical Hamiltonian system \( JX' = zH X \) such that \( \mu \) is the spectral measure for this system.
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1. Introduction

The classical inverse theory [12–14] for 1D Sturm–Liouville and Dirac operators solves the problem of recovery of the potential from two types of spectra, or from a spectral measure (one spectrum and the set of norming constants). The standard procedure in the theory [11–14] is based on the construction of transformation operators, that is, operators mapping eigensolutions of an unperturbed differential equation into those of the perturbed one. The recovery of the transformation operators, be it in the Gelfand–Levitan–Marchenko formalism or through the Krein equation, is via solving compact integral equations for the corresponding kernels. In the context of operators with rough potentials, the strongest results of this approach so far are the inverse spectral theory for Dirac operators with \( L^1 \)-potentials constructed in [1] and the theory of Schrödinger operators with \( W^{-1} \) potentials [8, 9], see also [3].
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A natural limitation for this kind of argument is that the operators in the integral equations have to be (at least) compact perturbations of unity. In terms of the spectra this means that the inverse problem is solved only for operators whose spectra are asymptotically close to the spectrum of the operator with zero potential.

In the present paper we pursue a different statement of the problem. Rather than imposing conditions on spectral data/coefficients of differential operator, which imply the existence of transformators exist (theorem 1). Since the transformators obtained generally have no good kernel properties, their existence per se does not imply a solution of the recovery problem, for no analog of the standard formulae expressing the potential via values of the kernel is possible. Our main result (theorem 2) is a recovery procedure for an operator from its spectral measure which does not use such formulae. All these are done in a model situation of Dirac-like canonical systems which we describe now.

1.1. Existence of transformation operators

Consider a canonical Hamiltonian system of order two on a finite interval \([0, \ell]\),

\[ JX'(r, z) = z\mathcal{H}(r)X(r, z), \quad 0 < r < \ell, \quad z \in \mathbb{C}. \]  

Here the Hamiltonian \(\mathcal{H}\) is a mapping from \([0, \ell]\) to the set of \(2 \times 2\) non-negative matrices with real entries, \(\mathcal{H} \in L^1[0, \ell]\), the derivative of \(X : [0, \ell] \times \mathbb{C} \rightarrow \mathbb{C}^2\) is taken in \(r, J = \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix}\). Define \(M\) to be the fundamental matrix of the system (1), that is

\[ JM' = z\mathcal{H}M, \quad M(r, z) = \begin{pmatrix} \Theta_\mathcal{H}(r, z) & \Phi_\mathcal{H}(r, z) \\ \Theta_\mathcal{H}(r, z) & \Phi_\mathcal{H}(r, z) \end{pmatrix}, \quad M(0, z) = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}. \]  

Let us recall the notions of a transformation operator and a spectral measure. Define \(\Theta_{\mathcal{H}_0} = \Theta_{\mathcal{H}}(r, z)\) to be the first column of the matrix \(M\), and let \(\mathcal{H}_0 = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}\). Then \(\Theta_{\mathcal{H}_0} = \begin{pmatrix} \cos rz \\ -\sin rz \end{pmatrix}\). The transformation operator \(S_{\mathcal{H}}\) is by definition a linear map of appropriate function spaces such that

\[ S_{\mathcal{H}} : \Theta_{\mathcal{H}_0}(\cdot, z) \mapsto \Theta_{\mathcal{H}}(\cdot, z), \quad z \in \mathbb{C}. \]  

This formula correctly defines \(S_{\mathcal{H}}\) on the linear span of \(\{\Theta_{\mathcal{H}_0}(\cdot, z)\}_{z \in \mathbb{C}}\) which is a dense set in \(L^2([0, a], \mathbb{C}^2)\). For \(r \in [0, \ell]\) define the Hilbert space

\[ L^2(\mathcal{H}, [0, r]) = L^2(\mathcal{H}, r) \overset{\text{def}}{=} \left\{ X : [0, r] \rightarrow \mathbb{C}^2 : \int_0^r \mathcal{H}(s)X(s)X(s)^* ds < \infty \right\}/\{ X \sim Y \text{ if } \mathcal{H}X = \mathcal{H}Y \text{ a.e.} \}. \]  

(4)

The Weyl function, \(\Phi_{\mathcal{H}}(\ell, \cdot)/\Theta_{\mathcal{H}}(\ell, \cdot)\), has a positive imaginary part in the upper half-plane of the complex plane \(\mathbb{C}\) hence there is a measure \(\mu \geq 0\) such that the set \(\int_{-\infty}^{\infty} \frac{d\mu(t)}{1 + t^2} < \infty\) and

\[ \frac{\Phi_{\mathcal{H}}(\ell, z)}{\Theta_{\mathcal{H}}(\ell, z)} = \frac{1}{\pi} \int_{-\infty}^{\infty} \left( \frac{1}{i-t} - \frac{t}{1 + t^2} \right) d\mu(t) + bz + c, \quad \text{Im } z > 0, \]  

(5)
for some $b \geq 0$, $c \in \mathbb{R}$. We will refer to $\mu$ as the principal spectral measure, see section 2 for details. By the inverse problem we mean restoring $\mathcal{H}$ from the principal spectral measure.

Fix $a > 0$ and denote by $\text{PW}_a$ the Paley–Wiener space of functions in $L^2(\mathbb{R})$ whose Fourier transform vanishes outside $[-a, a]$. We consider measures $\mu$ having the following properties:

1. $\mu$ is a measure on $\mathbb{R}$ such that $\mu(\{0\} > 0)$ and $\int_{\mathbb{R}} \frac{d\mu(t)}{t^2+1} < \infty$;
2. the norms $\|f\|_{L^2(\mu)}$ and $\|f\|_{L^2(\mathbb{R})}$ are comparable for $f \in \text{PW}_a$;
3. the space $\text{PW}_a$ is dense in $L^2(\mu)$.

**Theorem 1.** The following assertions are equivalent:

(a) $\mu$ satisfies assumptions (1)–(3);
(b) $\mu$ is the principal spectral measure for a Hamiltonian $\mathcal{H}$ on $[0, \ell]$ such that $S_{\mathcal{H}}$ extends to a bounded and boundedly invertible operator from $L^2(\mathcal{H}_0, [0, a])$ onto $L^2(\mathcal{H}, [0, \ell])$.

The class of measures satisfying (1)–(3) contains spectral measures of canonical systems corresponding to Dirac operators $L_Q : X \mapsto iX' + QX$ with self-adjoint potentials $Q \in L^1([0, \ell])$ (the reduction of the Dirac operator to a canonical system can be found e.g. in [16]). The Dirac operator on the interval $[0, 1]$ with an $L^1$-potential in the standard form has the Neumann–Dirichlet and Neumann spectra, $\lambda_n, \mu_n$, such that $\{\lambda_n - \pi(n + 1/2)\}, \{\mu_n - \pi n\}$ respectively, are the Fourier coefficients of $L^1$-functions [1]. In the classical theory, the inverse problem for these data is solved via the Krein equation for an appropriate kernel whose existence is derived from the smallness of the remainder in the spectral asymptotics. The existence of transformation operators for measures in theorem 1 does not follow from this type of argument. For instance, an inverse problem with a measure $\mu$ supported on the set $\{\pi n + d_n, n \in \mathbb{Z}\}$ with $\sup_n |d_n| < \pi/4$, $\inf_n |d_n| > 0$, apparently cannot be handled via the Gelfand–Levitan–Marchenko–Krein construction, while such measures do exist among those satisfying conditions of theorems 1 and 2, by the Kadec 1/4-theorem [10]. Notice that an inverse problem with such a measure may be relevant in applications when the finite accuracy in the practical measurements of the spectrum is taken into account.

Instead of integral equations for kernels, we apply a general inverse spectral theory by de Branges [4]. Notice that we use the de Branges theory to construct the algorithm, rather than in a uniqueness question [6]. A motivation to study inverse problems in the class of measures $\mu$ under consideration can be found in paper [15] by Remling.

It is an open problem to find a tractable description of Hamiltonians $\mathcal{H}$ for which the condition (b) of theorem 1 is satisfied. A simple explicit necessary condition can be obtained by successive differentiation of (3) at $z = 0$, see proposition 3.2 for the case of diagonal Hamiltonians. Towards this problem, we would like to make the following observation. It is motivated by the fact that the Hamiltonians corresponding to Dirac operators $[5, 16]$ discussed above are bounded and boundedly invertible in the sense that $\mathcal{H}, \mathcal{H}^{-1} \in L^\infty([0, \ell])$. In proposition 5.1 we show that the latter property alone does not imply that the corresponding space $L^2(\mu)$ is norm equivalent to a Paley–Wiener space $\text{PW}_a$, that is, we construct a bounded and boundedly invertible Hamiltonian such that the property (2) does not hold for the corresponding principal spectral measure.

### 1.2. Recovery algorithm

The recovery algorithm for Hamiltonians of canonical systems whose principal spectral measures have properties (1)–(3) could be summarized as follows. Take a number $s \in [0, a]$. 

---
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By property (2), the truncated Toeplitz operator, $T_{\mu,t}$, \cite{2,17}
\begin{align}
(T_{\mu,t}f,g) &= \int_{\mathbb{R}} fg \, d\mu, \quad f, g \in \text{PW},
\end{align}
is correctly defined, positive, and invertible on the Paley–Wiener space $\text{PW}$. Define functions in $L^2(\mu)$ by
\begin{align}
G_{1,s} : t &\mapsto T_{\mu,\frac{s}{t}} \frac{\sin sx}{x}, \quad \frac{\sin s(x-t)}{\pi(x-t)} \in L^2(\mathbb{R}), \\
G_{2,a} : t &\mapsto \begin{cases} 
\frac{\tilde{K}_a(0) + c}{\mu(t(0))}, & t = 0, \\
\frac{1}{t} \left( \frac{\pi}{\mu(t(1))} G_{1,(a)}(0) - 1 \right), & t \in \text{supp} \mu \setminus \{0\}, 
\end{cases} \\
G_{2,s} : t &\mapsto \left( G_{2,a}, \quad T_{\mu,\frac{s}{t}} \frac{\sin s(x-t)}{\pi(x-t)} \right) \in L^2(\mu),
\end{align}
where $c$ is the constant from formula (5), $\tilde{K}_\mu(0) = \frac{1}{\pi} \int_{\mathbb{R}} \frac{d\mu(t)}{t^2 + \pi^2}$, and
\begin{align}
G_{1,a} ' (t) &= \left( T_{\mu,\frac{1}{t}} \frac{\sin ax}{x}, \quad \frac{\sin a(x-t) - a(x-t) \cos a(x-t)}{\pi(x-t)^2} \right) \in L^2(\mathbb{R}).
\end{align}
Consider the strictly increasing bijection $\zeta : s \mapsto \frac{1}{2} G_{1,s}(0) + \frac{1}{2 \pi ||G_{2,s}||^2_{L^2(\mu)}}$ mapping the interval $[0, a]$ onto $[0, \ell]$, where $\ell = \zeta(a)$. Let $\tau : [0, \ell] \to [0, a]$ be the inverse function: $\zeta(\tau(r)) = r$ for all $r \in [0, \ell]$. The functions
\begin{align}
g_1 : r &\mapsto G_{1,\tau(r)}(0), \quad g_2 = 2r - g_1, \quad g : r &\mapsto \frac{1}{\pi} \left( G_{1,\tau(r)} + G_{2,\tau(r)} \right) \in L^2(\mu),
\end{align}
turn out to be absolutely continuous on $[0, \ell]$. We denote by $g_1', g_2', g'$ their derivatives in $L^1[0, \ell]$.

**Theorem 2.** Assume that $\mu$ is a measure with properties (1)–(3). Then $\mu$ is the principal spectral measure corresponding to the Hamiltonian $\mathcal{H}$ on $[0, \ell]$ given by
\begin{align}
\mathcal{H} = \begin{pmatrix} g_1' & g_2' \\ g' & g_2' \end{pmatrix}
\end{align}

### 2. Some known facts

In this section we recall some facts from the direct spectral theory of canonical Hamiltonian systems and de Branges theory of Hilbert spaces of entire functions. All information we need can be found in de Branges book \cite{4} or Lecture notes \cite{16}.

#### 2.1. Weyl–Titchmarsh transform

A mapping $\mathcal{H}$ from $[0, \ell]$ to the set of all non-negative matrices with real entries is called regular Hamiltonian if $\text{Trace} \mathcal{H} \in L^1[0, \ell]$ and there is no interval $I \subset [0, \ell]$ such that $\mathcal{H} = 0$ on $I$. We will say that the Hamiltonian $\mathcal{H}$ is compatible at 0 (correspondingly, at $\ell$) if there is no interval $I = [0, \epsilon)$ (correspondingly, $I = (\ell - \epsilon, \ell)$) such that $\mathcal{H}$ coincides with a scalar...
multiple of the rank-one operator \( \begin{pmatrix} 0 & 0 \\ 1 & 0 \end{pmatrix} \) almost everywhere on \( I \). The compatibility condition at 0 guarantees that the solution of Cauchy problem

\[
JX'(r, z) = z\mathcal{H}(r)X(r, z), \quad X(0, z) = \begin{pmatrix} 1 \\ 0 \end{pmatrix}
\]

is non-constant on any interval \([0, \ell]\) \( \subset [0, \ell] \) with \( \ell > 0 \). An interval \( I \subset [0, \ell] \) is called indivisible for \( \mathcal{H} \) if there exists a vector \( e \in \mathbb{R}^2 \) and a nonnegative function \( c \) on \( I \) such that \( \mathcal{H} \) coincides with the rank-one operator \( f \mapsto c(f, e)\bar{e} \) almost everywhere on \( I \), and \( I \) is the maximal interval (with respect to inclusion) having this property.

Let \( \mathcal{H} \) be a regular Hamiltonian on \([0, \ell] \), and \( \Theta_{\mathcal{H}} \) be the solution of the Cauchy problem (10). Denote the components of \( \Theta_{\mathcal{H}} \) in the standard basis of \( \mathbb{C}^2 \) by \( \Theta_{\mathcal{H}}^\pm(r, z) \). Remark that \( \Theta_{\mathcal{H}} \) coincides with the first column of the fundamental matrix solution (2). Assume that \( \mathcal{H} \) is compatible at 0. Then for every \( r \in (0, \ell] \) the function

\[
E_{\mathcal{H}, r} : z \mapsto \Theta_{\mathcal{H}}^+(r, z) + i\Theta_{\mathcal{H}}^-(r, z)
\]

is an entire function of order at most 1 and of finite exponential type; it does not vanish on the real line. Moreover, \( E_{\mathcal{H}, r} \) belongs to the Hermite–Biehler class, that is, \(|E_{\mathcal{H}, r}(z)| < |E_{\mathcal{H}, r}(z)|\) for all \( z \) in the upper half-plane \( \mathbb{C}_+ = \{z \in \mathbb{C} : \text{Im} z > 0\} \). Each function \( E \) from the Hermite–Biehler class determines a Hilbert space of entire functions (de Branges space).

\[
\mathcal{B}(E) = \left\{ \text{entire } f : \frac{f}{E} \in H^2_{\mathbb{C}}, \quad \frac{f}{E} \in H^2_{\mathbb{C}} \right\},
\]

equipped with the inner product \((f, g)_{\mathcal{B}(E)} = (f/E, g/E)_{L^2(\mathbb{R})}\). In the above formula \( H^2_{\mathbb{C}} \) stands for the classical Hardy space in \( \mathbb{C}_+ \), and we denote \( f^\#: z \mapsto \overline{f(\bar{z})} \).

Denote by \( \mathcal{J}(\mathcal{H}) \) the set of indivisible intervals of the Hamiltonian \( \mathcal{H} \). For \( r \in (0, \ell] \) consider the Hilbert space

\[
\mathcal{H}_r = \{X \in L^2(\mathcal{H}, r) : X = x_I \text{ on } I \cap [0, r], I \in \mathcal{J}(\mathcal{H}), \ x_I \in \mathbb{C}^2\}.
\]

The Weyl–Titchmarsh transform

\[
\mathcal{W}_r : X \mapsto \frac{1}{\sqrt{\pi}} \int_0^r \langle \mathcal{H}(t)X(t), \Theta_{\mathcal{H}}(t, \bar{z}) \rangle_{\mathbb{C}^2} \, dt, \quad z \in \mathbb{C},
\]

maps the space \( \mathcal{H}_r \) unitarily onto \( \mathcal{B}(E_r) \). Moreover, the operator \( \mathcal{W}_r \) takes solutions \( \Theta_{\mathcal{H}}(\cdot, \bar{w}) \) on the interval \([0, r]\) into the reproducing kernels of the de Branges space \( \mathcal{B}(E_{\mathcal{H}, r}) \).

\[
\mathcal{W}_r \Theta_{\mathcal{H}}(\cdot, \bar{w}) = \frac{1}{\sqrt{\pi}} \cdot k_r^\mu, \quad k_r^\mu(z) = \frac{1}{\pi} \frac{\Theta_{\mathcal{H}, r}(z)\Theta_{\mathcal{H}, r}(\bar{w}) - \Theta_{\mathcal{H}, r}(z)\Theta_{\mathcal{H}, r}(\bar{w})}{z - \bar{w}}.
\]

Now take \( r = \ell \). Given a mapping \( X : [0, \ell] \to \mathbb{C}^2 \), denote by \( X^\pm \) its components in the standard basis of \( \mathbb{C}^2 : X^+ = \begin{pmatrix} X, \begin{pmatrix} 1 \\ 0 \end{pmatrix} \end{pmatrix}_{\mathbb{C}^2}, X^- = \begin{pmatrix} X, \begin{pmatrix} 0 \\ 1 \end{pmatrix} \end{pmatrix}_{\mathbb{C}^2} \). The principal spectral measure \( \mu \) defined in (5) coincides with the measure

\[
\mu = \sum_{x \in \Lambda} \delta_x, \quad \Lambda = \{x \in \mathbb{R} : \Theta_{\mathcal{H}}(\ell, x) = 0\},
\]

where \( \delta_x \) denotes the Dirac measure concentrated at \( x \in \mathbb{R} \). The restriction

\[
\Pi_\mu : f \mapsto \int_{\text{supp} \mu} f
\]
is a unitary operator from $B(E, H)$ onto $L^2(\mu)$, and thus $\Pi_\mu W_\ell$ is an isomorphism between $H_\ell$ and $L^2(\mu)$. The term spectral applied to the measure $\mu$ refers to the fact that $\Pi_\mu W_\ell$ diagonalizes a selfadjoint differential operator, $L_{H_\ell}$, defined in $H_\ell$ by

$$L_{H_\ell} : X \mapsto Y, \quad JX' = HY,$$

(18)
on a natural domain corresponding to the boundary condition $X'(0) = X'(L) = 0$, see [7] provided that the compatibility condition at $l$ is satisfied.

2.2. Hilbert spaces of entire functions

The following result is theorem 23 in [4].

**Theorem B.1 (de Branges).** For every Hermite–Biehler function $E$ the space $B(E)$ has the following properties:

(A$_1$) whenever $f$ is in the space and has a non-real zero $w$, the function $\frac{z-w}{z-w}f$ is in the space and has the same norm as $f$;

(A$_2$) for every non-real number $w$, the evaluation functional $f \mapsto f(w)$ is continuous;

(A$_3$) the function $f^*$ belongs to the space whenever $f$ belongs to the space and it always has the same norm as $f$.

Conversely, for every Hilbert space of entire functions $B$ satisfying (A$_1$)–(A$_3$) there exists a Hermite–Biehler function $E$ such that $B = B(E)$.

Next theorem is a simple corollary of theorem 35 in [4].

**Theorem B.2 (de Branges).** If two subspaces of a de Branges space are de Branges spaces themselves then one of them contains the other, provided that the corresponding Hermite–Biehler functions have no real zeroes.

An Hermite–Biehler function $E$ is called regular if $\int_0^\infty \frac{1}{1 + t^2 |E(t)|^2} dt < \infty$. As is easy to check, the function $E$ is regular if and only if for every $w \in \mathbb{C}$ and $F \in B(E)$ we have $\frac{F - F(w)}{z-w} \in B(E)$.

**Theorem B.3 (de Branges).** For every regular Hamiltonian $H$ on an interval $[0, \ell]$ compatible at 0 its Hermite–Biehler function $E_{H,\ell}$ in (11) is regular and has no real zeroes. Conversely, to every regular Hermite–Biehler function $E$ without real zeroes, $E(0) = 1$, and every $c > 0$ there exist a unique $\ell > 0$ and a Hamiltonian $H$ on $[0, \ell]$ compatible at 0 such that Trace $H = c$ almost everywhere on $[0, \ell]$, and $E = E_{H,\ell}$.

It will be convenient for us to use theorem B.3 with $c = 2$, because we have Trace $H_0 = 2$ for the ‘free’ Hamiltonian $H_0 = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}$.

The following theorem is a corollary of the previous one and the lattice property of de Branges spaces.

**Theorem B.4 (de Branges).** Let $E$ be a regular Hermite–Biehler function without real zeroes subject to the condition $E(0) = 1$, and let $H$ be the Hamiltonian corresponding to this function in the sense of theorem B.3. The set of subspaces of $B(E)$ which are de Branges ...
spaces themself (with the norm inherited from $\mathcal{B}(E)$) coincides with the collection $\{\text{Ran} \mathcal{W}_t \}$ when $r$ ranges over the complement, $\mathcal{M}$, of inner points of indivisible intervals in $[0, \ell]$.

The collection $\{\text{Ran} \mathcal{W}_t \}_{t \in \mathcal{M}}$ is called the de Branges chain corresponding to the function $E$.

3. Proof of theorem 1

We will need two standard results from the theory of de Branges spaces. Their proofs are included for completeness. We write $H_1 \cong H_2$ for Hilbert spaces $H_1$, $H_2$ if $H_1$ coincides with $H_2$ as a set and the norms in $H_1$ and $H_2$ are equivalent. Hermite–Biehler functions $E$ such that $\mathcal{B}(E) \cong \text{PW}_a$ for some $a > 0$ are described in theorem 4 of [13], see also [18].

Lemma 3.1. Let $\mathcal{H}$ be a regular Hamiltonian on an interval $[0, \ell]$ compatible at 0, and let $\mathcal{B}(E_{\mathcal{H}_t})$, $r \in [0, \ell]$, be its chain of de Branges subspaces. Assume that $\mathcal{B}(E_{\mathcal{H}_{t+1}}) \cong \text{PW}_a$. Then $\mathcal{H}$ has no indivisible intervals and there exists an increasing bijection $\xi : [0, a] \to [0, \ell]$ such that $\mathcal{B}(E_{\mathcal{H}_{t+1}^{(\xi)}}) \cong \text{PW}_a$ for all $s \in [0, a]$.

Proof. Denote $E_{\mathcal{H}_{r}} = E_r$. For every $r \in (0, \ell)$ not being an inner point of an indivisible interval for $\mathcal{H}$ define the Hilbert space

$$C_r = (\mathcal{B}(E_r), (\cdot, \cdot)_{\text{PW}_a}).$$

It is easy to check that $C_r$ has properties $(A_1)$–$(A_3)$ from theorem B.1. Hence $C_r$ is a de Branges subspace of $\mathcal{B}(E_r)$. It follows from theorem B.4 that $C_s$ coincides (as a Hilbert space) with a Paley–Wiener space $\text{PW}_a$ for some $s \in [0, a]$. This immediately implies that $\mathcal{H}$ has no indivisible intervals, for otherwise there would exist $r, \ell \in (0, \ell]$ such that $C_r$ is a subspace in $C_\ell$ of codimension 1 which is impossible for two Paley–Wiener spaces. It follows that the correspondence $r \mapsto s$ defines a monotone injection from $[0, \ell]$ to $[0, a]$. The lemma will be proved if we show that the range of this injection coincides with $[0, a]$. Indeed for any $s \in [0, a]$ the space

$$B_s = (\text{PW}_a, (\cdot, \cdot)_{\mathcal{B}(E_s)}),$$

is a de Branges subspace of $\mathcal{B}(E_s)$, again by theorem B.1. This subspace coincides with $C_r$ for some $t$, and it is clear that this $t$ goes to $s$ under the injection.

Remark. With some effort, lemma 3.1 admits the following generalization: for every pair of regular Hamiltonians $\mathcal{H}_t$, $\mathcal{H}_t$ on $[0, \ell]$ which are compatible at 0 and satisfy the relation $\mathcal{B}(E_{\mathcal{H}_t}) \cong \mathcal{B}(E_{\mathcal{H}_{t+1}})$, there exists an increasing bijection $\xi : [0, a] \to [0, \ell]$ such that $\mathcal{B}(E_{\mathcal{H}_{t+1}^{(\xi)}}) \cong \mathcal{B}(E_{\mathcal{H}_{t}^{(\xi)}})$ for all $r \in [0, \ell]$.

Remark. The function $\xi$ from lemma 3.1 is obviously continuous. It is not known however if this function $\xi$ is absolutely continuous on the interval $[0, a]$. The absolute continuity of $\xi$ is equivalent to the fact that the Hamiltonian $\mathcal{H}$ has rank two almost everywhere on $[0, \ell]$. Krein’s formula for exponential type (see [16]) can be written in the form

$$s = \int_0^\xi(t) \sqrt{\det H(t)} \, dt.$$

As is easy to see from this formula, the inverse mapping $\tau$ to $\xi$ is
an absolutely continuous function on $[0, \ell]$ and the Hamiltonian $\mathcal{H}$ cannot have rank one on a subinterval of $[0, \ell]$.

**Lemma 3.2.** Let $\mathcal{H}$ be a regular Hamiltonian on $[0, \ell]$ compatible at 0, and let $\mu$ be a positive discrete measure on $\mathbb{R}$ such that $\mu(\{0\}) > 0$ and $\int_{\mathbb{R}} \frac{d\mu(t)}{1 + t^2} < \infty$. Assume that the restriction $\Pi_\mu : f \mapsto \int_{\text{supp } \mu} f$ from $\mathcal{B}(E_{\mathcal{H}, \ell})$ to $L^2(\mu)$ is a unitary operator. Then $\mu$ is the corresponding principal spectral measure, that is, it satisfies (5).

**Proof.** Consider the function $k = \Pi_\mu^{-1} \chi_{(0]}$ in $\mathcal{B}(E_{\mathcal{H}, \ell})$, where $\chi_{(0]}$ is the indicator of the singleton $\{0\}$. Since $\Pi_\mu$ is isometric, we have

$$(f, k)_{\mathcal{B}(E_{\mathcal{H}, \ell})} = (\Pi_\mu f, \chi_{(0]} \mu L^2(\mu) = f(0) \mu(\{0\})$$

for every $f \in \mathcal{B}(E_{\mathcal{H}, \ell})$. It follows that $k$ is a scalar multiple of the reproducing kernel of $\mathcal{B}(E_{\mathcal{H}, \ell})$ at the origin. By formula (15), we have $k = -\frac{\mu(\{0\})}{\pi} \cdot \frac{\Theta_{\mathcal{H}, \ell}(z)}{z}$. From here we see that $\text{supp } \mu \subset Z(\Theta_{\mathcal{H}, \ell})$, where $Z(\Theta_{\mathcal{H}, \ell}) \subset \mathbb{R}$ denotes the zero set of the entire function $\Theta_{\mathcal{H}, \ell}(\cdot, \ell)$. Suppose that there exists a point $w \in Z(\Theta_{\mathcal{H}, \ell}) \setminus \text{supp } \mu$. Then the function $g = \Theta_{\mathcal{H}, \ell}(t, z)/(t - w)$ belongs to $\mathcal{B}(E_{\mathcal{H}, \ell})$ and $\Pi_\mu g = 0$. The latter contradicts to the unitarity of $\Pi_\mu$. Hence, $\text{supp } \mu = Z(\Theta_{\mathcal{H}, \ell})$. Next, for every $t \in \text{supp } \mu$ we have

$$(k^f(t))^2 \mu(\{t\}) = ||\Pi_\mu k^f||^2_{L^2(\mu)} = ||k^f||^2_{\mathcal{B}(E_{\mathcal{H}, \ell})} = k^f(t),$$

where $k^f$ denotes the reproducing kernel of $\mathcal{B}(E_{\mathcal{H}, \ell})$ at the point $t$. This shows that $\mu(\{t\}) = ||k^f||^2_{\mathcal{B}(E_{\mathcal{H}, \ell})}$ and hence $\mu$ coincides with the principal spectral measure, see formula (16).

**Proof of theorem 1.** Let us check that assertion (a) yields assertion (b). As in the proof of lemma 3.1, consider the Hilbert space

$$\mathcal{B} = (PW_0, (f, g)_\mathcal{B} = (f, g)_{L^2(\mu)}).$$

Then $\mathcal{B} \cong PW_0$ and the embedding $\Pi_\mu : \mathcal{B} \rightarrow L^2(\mu)$ is a unitary operator. By theorem B.1, $\mathcal{B}$ is the de Branges space generated by an Hermite–Biehler function $E$; we may choose $E$ so that $E(0) = 1$. The space $\mathcal{B}$ is regular since so is $PW_0$. The function $E$ does not vanish on the real line, for otherwise there would exist a point $w_0$ such that $f(w_0) = 0$ for all $f$ in $\mathcal{B} \cong PW_0$, see (15). By theorem B.3, there exist a number $\ell > 0$ and a Hamiltonian $\mathcal{H}$ on $[0, \ell]$ compatible at 0 such that $\text{Trace } \mathcal{H}(\ell) = 2$ for almost all $r \in [0, \ell]$ and $E = E_{\mathcal{H}, \ell}$, where $E_{\mathcal{H}, \ell}$ is defined in (11). By lemma 3.2 the measure $\mu$ coincides with the corresponding principal spectral measure. By lemma 3.1, the Hamiltonian $\mathcal{H}$ has no indivisible intervals, hence the domain of definition of the Weyl–Titchmarsh transform associated to $\mathcal{H}$ is the whole space $L^2(\mathcal{H}, \ell)$.

Let $\mathcal{W}_{\mathcal{H}} : L^2(\mathcal{H}, a) \rightarrow PW_0$ and $\mathcal{W}_{\mathcal{H}} : L^2(\mathcal{H}, \ell) \rightarrow \mathcal{B}(E_{\mathcal{H}, \ell})$ denote the Weyl–Titchmarsh transforms associated with Hamiltonians $\mathcal{H}_0$ and $\mathcal{H}$, respectively. Consider solutions $\Theta_{\mathcal{H}_0}(\cdot, z), \Theta_{\mathcal{H}}(\cdot, z)$ of Cauchy problem (10) for $\mathcal{H}_0, \mathcal{H}$. For every $w \in \mathbb{C}$ formula (15) says

$$\mathcal{W}_{\mathcal{H}_0} \Theta_{\mathcal{H}_0}(\cdot, w) = \sqrt{\pi} \cdot k^{\mathcal{H}_0}_w, \quad \mathcal{W}_{\mathcal{H}} \Theta_{\mathcal{H}}(\cdot, w) = \sqrt{\pi} \cdot k^{\mathcal{H}}_w,$$

where $k^{\mathcal{H}_0}_w$ is the reproducing kernel of $PW_0$ at the point $w$; $k^{\mathcal{H}}_w$ is the reproducing kernel of $\mathcal{B}(E_{\mathcal{H}, \ell})$ at $w$. Define the operator $T_{\mu,a}$ by formula (6) with $s = a$. We claim that $T_{\mu,a}^{-1} k^{\mathcal{H}}_w = k^{\mathcal{H}}_w$. Indeed, for every function $f \in PW_0$ we have
This formula and the unitarity of the embedding $\Pi_\mu$ means that $T_{\mu,a}^{-1}k_{w}^H_0$, regarded as an element of $B(E_{H,t})$ coincides with $k_{w}^H_0$, that is, $T_{\mu,a}^{-1}k_{w}^H_0 = k_{w}^H$. Finally, the operator $\mathcal{W}_H^{-1}T_{\mu,a}^{-1}\mathcal{W}_H : L^2(H_0,a) \rightarrow L^2(\mathcal{H},t)$ is bounded, invertible and coincides with $S_H$ on complete family of functions $\Theta_{H_0}(\cdot, w)$, $w \in \mathbb{C}$, which yields assertion (b).

Now let assertion (b) be satisfied. Then the Hamiltonian $\mathcal{H}$ is compatible at 0, and $\Pi_\mu : B(E_{H,t}) \rightarrow L^2(\mu)$ is a unitary operator, see section 2. Let us keep notation $S_H$ for the extension to the whole space $L^2(H_0,a)$ of the operator $S_H$ in the statement of theorem 1. By assumption, $S_H : L^2(H_0,a) \rightarrow L^2(\mathcal{H},t)$ is bounded and invertible. Consider the operator $T = \mathcal{W}_H S_H \mathcal{W}_H^{-1}$ from $\mathcal{P}_w$ to $B(E_{H,t})$. Observe that formula (19) does not depend of assumption (a), hence

$$Tk_{w}^H = k_{w}^H, \quad w \in \mathbb{C}.$$  \hspace{1cm} (20)

Define the Hilbert space

$$\tilde{B} = (\mathcal{P}_w, (f, g)_{\tilde{B}} = (T^{-1}(T^{-1})^* f, g)_{L^2(\mathbb{R})}).$$

Since $T$ is bounded and invertible, we have $\tilde{B} \cong \mathcal{P}_w$. Next, for every $f \in \mathcal{P}_w$ and $w \in \mathbb{C}$ we have

$$f(w) = (f, k_{w}^H)_{L^2(\mathbb{R})} = (T^{-1}(T^{-1})^* f, k_{w}^H)_{L^2(\mathbb{R})} = (f, T^*Tk_{w}^H)_{B(E_{H,t})}.$$ 

Thus, the function $T^*Tk_{w}^H \in \mathcal{P}_w$ regarded as an element of $\tilde{B}$ is the reproducing kernel at the point $w$. On the other hand, for all $w \in \mathbb{C}$ we have

$$(T^*Tk_{w}^H)(z) = (T^*Tk_{w}^H, k_{z}^H)_{L^2(\mathbb{R})} = (Tk_{w}^H, Tk_{z}^H)_{B(E_{H,t})} = (k_{w}^H, k_{z}^H)_{B(E_{H,t})} = k_{w}^H(z),$$

where we used formula (20). This shows that Hilbert spaces of entire functions $\tilde{B}$ and $B(E_{H,t})$ have the same reproducing kernels. Hence, they coincide as Hilbert spaces. It follows that $B(E_{H,t}) = \tilde{B} \cong \mathcal{P}_w$. Now assertion (a) follows from the fact that the embedding operator $\Pi_\mu : B(E_{H,t}) \rightarrow L^2(\mu)$ is unitary. \hspace{1cm} $\square$

The proof of the following elementary proposition is left to the reader.

**Proposition 3.1.** Let $\mathcal{H}$ be a regular Hamiltonian on $[0, \ell]$ having no indivisible intervals. The operator $S_H$ in (3) can be extended to the whole space $L^2(H_0,a)$ as a bounded and boundedly invertible operator from $L^2(H_0,a)$ onto $L^2(\mathcal{H},t)$ if and only if the same is true of the operator $\tilde{S}_H : L^2(H_0,a) \rightarrow L^2(\mathcal{H},t)$ densely defined by

$$\tilde{S}_H : J^w \left( \begin{array}{c} u \\ v \end{array} \right) = \int_0^1 J^w \mathcal{H}(t) \int_0^t J^w \mathcal{H}(t_2) \cdots \int_0^{t_{n-1}} J^w \mathcal{H}(t_n) \left( \begin{array}{c} u_n \\ v_n \end{array} \right) dt_n \cdots dt_1, \quad n \geq 0.$$  \hspace{1cm} (21)

Moreover, their extensions coincide if they exist.

**Hint.** Let $\partial^w_0 \Theta_{H_0}(\cdot,0)$ denote the derivative with respect to $w$ of order $n$ at $w = 0$ of the analytic mapping $w \mapsto \Theta_{H_0}(\cdot,w)$ from $\mathbb{C}$ to $L^2(H_0,a)$, and let $\partial^w_0 \Theta_{\mathcal{H}}(\cdot,0)$ be defined analogously. Then $S_H \partial^w_0 \Theta_{H_0}(\cdot,0) = \partial^w_0 \Theta_{\mathcal{H}}(\cdot,0)$. On the other hand, we have

$$\tilde{S}_H \partial^w_0 \Theta_{H_0}(\cdot,0) = \partial^w_0 \Theta_{\mathcal{H}}(\cdot,0).$$
\[
\frac{1}{n!} \cdot \partial^n_0 \Theta_{\mathcal{H}}(\cdot, 0) = \int_0^t J^* \mathcal{H}(t_1) \int_0^{t_1} J^* \mathcal{H}(t_2) \cdots \int_0^{t_{n-1}} J^* \mathcal{H}(t_n) \left( \frac{1}{0} \right) \, dt_n \cdots \, dt_1
\]
and similarly, \( \frac{1}{n!} \partial^n_0 \Theta_{\mathcal{H}}(\cdot, 0) = J^n \left( \frac{t}{n} \frac{0}{0} \right) \). This is enough for the proof of Proposition.

As a corollary, we obtain the following necessary condition in the diagonal case.

**Proposition 3.2.** Let \( \mathcal{H} \) be a Hamiltonian on \([0, a]\) of the form \( \mathcal{H} = \begin{pmatrix} w & 0 \\ 0 & 1/w \end{pmatrix} \) with some function \( w \) such that \( w(s) > 0 \) for almost all \( s \in [0, a] \). Assume that equivalent assertions in theorem 1 are satisfied. Put \( \phi = \log w \). Then there exist positive constants \( c_1, c_2 \) such that

\[
\int_0^t e^{-\phi(t)} \left( \int_0^t \int_0^{\sigma_1} e^{-\phi(t) \sigma_1} \, d\sigma_1 \cdots d\sigma_n \right) \, dt \leq c_2,
\]
for all positive \( s \leq a \) and all integer \( n \geq 1 \), where \( a_n(s) = \frac{\sigma^n}{n!} \).

**Hint.** By Krein’s formula, we have \( B(\mathcal{H}_s) \cong \mathcal{P} \mathcal{W}_s \) for all \( s \in [0, a] \), see remark after lemma 3.1. Therefore, for all integers \( n \geq 1 \) the \( L^2(\mathcal{H}_s, s) \)-norm of the left-hand side of (21) is comparable to the \( L^2(\mathcal{H}, s) \)-norm of the right-hand side of (21).

**4. Proof of theorem 2**

We start with the following simple lemma.

**Lemma 4.1.** Let \( \mathcal{H} \) be a regular Hamiltonian on \([0, \ell] \) having no indivisible intervals, and let \( \Theta_{\mathcal{H}} \) be the solution of Cauchy problem (10). Then for all \( r \in [0, \ell] \) we have

\[
\int_0^r \left\langle \mathcal{H}(t) \begin{pmatrix} 1 \\ 0 \end{pmatrix}, \begin{pmatrix} 1 \\ 0 \end{pmatrix} \right\rangle \, dt = \frac{1}{\pi} \left\| \frac{\Theta_{\mathcal{H}}(r, t)}{t} \right\|_{L^2(\mu)}^2,
\]

\[
\int_0^r \left\langle \mathcal{H}(t) \begin{pmatrix} 0 \\ 1 \end{pmatrix}, \begin{pmatrix} 0 \\ 1 \end{pmatrix} \right\rangle \, dt = \frac{1}{\pi} \left\| \frac{\Theta_{\mathcal{H}}^+(r, t)}{t} - 1 \right\|_{L^2(\mu)}^2,
\]

\[
\int_0^r \left\langle \mathcal{H}(t) \begin{pmatrix} 1 \\ 0 \end{pmatrix}, \begin{pmatrix} 0 \\ 1 \end{pmatrix} \right\rangle \, dt = -\frac{1}{\pi} \left( \frac{\Theta_{\mathcal{H}}^+(r, t)}{t} - \frac{\Theta_{\mathcal{H}}^+(r, t) - 1}{t} \frac{\Theta_{\mathcal{H}}(r, z) - 1}{z} \right) \,
\]

where \( \mu \) is the principal spectral measure from (5).

**Proof.** Take \( r \in [0, \ell] \). Since the Hamiltonian \( \mathcal{H} \) has no indivisible intervals, the operators \( \mathcal{W}_l : L^2(\mathcal{H}, r) \rightarrow B(\mathcal{H}_r) \) and \( \Pi_{\mu} : B(\mathcal{H}, r) \rightarrow L^2(\mu) \) defined in (14) and (17) are unitary and the operator \( \Pi_{\mu} \mathcal{W}_l : L^2(\mathcal{H}, r) \rightarrow L^2(\mu) \) is isometric. We claim that

\[
\mathcal{W}_l \left( \begin{pmatrix} 1 \\ 0 \end{pmatrix} \right) = -\frac{1}{\sqrt{\pi}} \frac{\Theta_{\mathcal{H}}(r, z)}{z}, \quad \mathcal{W}_l \left( \begin{pmatrix} 0 \\ 1 \end{pmatrix} \right) = \frac{1}{\sqrt{\pi}} \frac{\Theta_{\mathcal{H}}^+(r, z) - 1}{z}.
\]

Indeed, the first formula above is (15) for \( w = 0 \). The second formula can be obtained from the following computation:
The main observation allowing to solve the inverse problem is formulated as follows.

**Lemma 4.2.** Let \( \mu \) be the measure such that the assumptions (1)--(3) are satisfied and let \( \mathcal{H}(r), r \in [0, \ell] \), be the corresponding Hamiltonian, \( \{\mathcal{B}(E_{\mathcal{H},r})\} \) be its be Branges chain, \( \xi(s) \) be the function defined in lemma 3.1. Define \( k_w^\mu \) to be the reproducing kernel of the space \( \mathcal{B}(E_{\mathcal{H},r}) \). Then

\[
T_{\mu,k}^{-1}\sin_c(t - \tilde{w}) = k_w^{\xi(t)}, \quad w \in \mathbb{C}, \quad s \in [0, a],
\]

where \( \sin_c(t - \tilde{w}) = \frac{\sin(t - \tilde{w})}{\pi(t - \tilde{w})} \) is the reproducing kernel of the space \( \mathcal{P}W_i \).

**Proof.** For any \( f \in \mathcal{P}W_i \) we have

\[
(f, k_w^{\xi(t)})_{\mathcal{B}(E_{\mathcal{H},r})} = (f, \sin_c(t - \tilde{w}))_{\mathcal{P}W_i} = (f, T_{\mu,k}^{-1}\sin_c(t - \tilde{w}))_{\mathcal{P}W_i} = (f, T_{\mu,k}^{-1}\sin_c(t - \tilde{w}))_{\mathcal{B}(E_{\mathcal{H},r})},
\]

as required. \( \square \)

Given an entire function \( F \) and a point \( z \in \mathbb{C} \), we will denote by \( \tilde{F}(z), \hat{F}(z) \) the values of its first and second derivatives at the point \( z \), correspondingly.

**Lemma 4.3.** Let \( \mathcal{H}, \Theta_{\mathcal{H}}, \) and \( \mu \) be as in lemma 4.1. Then \( \mu(\{0\}) = -\pi/\hat{\Theta}_{\mathcal{H}}(\ell, 0), \)

\[
\Theta_{\mathcal{H}}^c(\ell, t) = -\frac{\pi}{\mu(\{0\})}, \quad \Theta_{\mathcal{H}}^c(\ell, 0) = \frac{\hat{K}_{\mu}(0) + c}{\mu(\{0\})},
\]

where \( t \in \text{supp } \mu \setminus \{0\}, c \) is the constant from (5) and \( \hat{K}_{\mu}(0) = \frac{1}{\pi} \int_{\mathbb{R} \setminus \{0\}} \frac{d\mu(t)}{t(1 + t^2)} \).

**Proof.** Let \( M \) be the fundamental matrix solution (2) of system (1). Then \( \Theta_{\mathcal{H}} \) is the first column of \( M \). Since \( \det M(r, z) = 1 \) for all \( r \in [0, \ell] \) and all \( z \in \mathbb{C} \), we have

\[
\Theta_{\mathcal{H}}^c(\ell, t)\Theta_{\mathcal{H}}^c(\ell, z) - \Theta_{\mathcal{H}}(\ell, z)\Theta_{\mathcal{H}}^c(\ell, z) = 1, \quad z \in \mathbb{C}.
\]

In particular, \( \Theta_{\mathcal{H}}^c(\ell, t) = 1/\Theta_{\mathcal{H}}^c(\ell, t) \) for all \( t \in \text{supp } \mu \) (see formula (16)) and we have \( \hat{\Theta}_{\mathcal{H}}^c(0, 0) = -\hat{\Theta}_{\mathcal{H}}(0, 0) \). Now the statement follows from (5) using a straightforward residue calculous. \( \square \)

**Proof of theorem 2.** Let \( \mu \) be a non-zero measure with properties (1)--(3). Then there exists a Hamiltonian \( \mathcal{H} \) on an interval \( [0, \ell] \) such that \( \mathcal{H} \) has no indivisible intervals, Trace \( \mathcal{H}(r) = 2 \) for almost all \( r \in [0, \ell] \), \( \mu \) is the corresponding principal spectral measure, and \( \mathcal{B}(E_{\mathcal{H},r}) \cong \mathcal{P}W_i \), see the proof of theorem 1. By lemma 3.1, there is an increasing bijection \( \xi : [0, a] \to [0, \ell] \) such that \( \mathcal{B}(E_{\mathcal{H},\xi(s)}) \cong \mathcal{P}W_i \) for all \( s \in [0, a] \). Fix a number \( s \in [0, a] \). We claim that

\[
G_{1,s}(t) = -\frac{\Theta_{\mathcal{H}}(\xi(s), t)}{t}, \quad G_{2,s}(t) = \frac{\Theta_{\mathcal{H}}^c(\xi(s), t) - 1}{t}, \quad t \in \text{supp } \mu.
\]

(25)
Applying lemma 4.2 with \( w = 0 \) we find that
\[
- \frac{\Theta_H(\xi(s), z)}{\pi z} = \left( T_{\mu, s}^{-1} \frac{\sin sx}{\pi x}, \frac{\sin s(x - z)}{\pi (x - z)} \right)_{L^2(\R)}.
\]
This yields the first formula in (25) and gives
\[
G'_{1, a}(0) = -\frac{1}{2} \Theta_H(\ell, 0), \quad G'_{1, a}(t) = -\frac{\Theta_H(\ell, t)}{t}, \quad t \in \text{supp } \mu \setminus \{0\}.
\]
To check the second formula in (25), we first consider the case where \( s = a \). We have
\[
G_{2, a}(0) = \frac{\bar{\mathcal{K}}_{\mu}(0) + c}{\mu(\{0\})} - \frac{\bar{G}'_{1, a}(0)}{\mu(\{0\})} = \frac{\bar{\mathcal{K}}_{\mu}(0) + c}{\mu(\{0\})} + \frac{1}{2} \frac{\Theta_H(\ell, 0)}{\mu(\{0\})} = \frac{1}{t} \left( -\frac{\pi}{\mu(\{0\})} \right) \Theta_H(\ell, t) - 1
\]
for \( t = 0 \), and
\[
G_{2, a}(t) = \frac{1}{t} \left( -\frac{\pi}{\mu(\{0\})} \right) \Theta_H(\ell, t) - 1
\]
for \( t \in \text{supp } \mu \setminus \{0\} \). Applying lemma 4.3, we see that \( G_{2, a}(t) = \frac{\Theta_H(\ell, t) - 1}{t} \) for all points \( t \in \text{supp } \mu \). Now take \( 0 < s < a \) and denote by \( P_{\xi(s)} \) the orthogonal projection in \( L^2(H, \ell) \) to \( L^2(H, \xi(s)) \) and by \( P_{\xi(s)} \) the orthogonal projection in \( B(E_{\xi(s)}) \) to \( B(E_{\xi(s)}) \). Let \( W_{\xi(s)} \), \( W_{\xi(s)} \) be the Weyl–Titchmarsh transforms associated with the Hamiltonian \( H \) on \( [0, \ell] \) and \([0, \xi(s)] \) respectively. Note that \( W_{\xi(s)} P_{\xi(s)} = P_{\xi(s)} W_{\xi(s)} \). For every point \( z \in \C \) we have:
\[
\Theta_H(\xi(s), z) - \frac{1}{z} = \sqrt{\pi} \left( \mathcal{W}_{\xi(s)} \left( \begin{array}{c} 0 \\ 1 \end{array} \right) \right)(z) = \sqrt{\pi} \left( \mathcal{W}_{\xi(s)} \left( \begin{array}{c} 0 \\ 1 \end{array} \right) \right)(z) = \sqrt{\pi} \left( P_{\xi(s)} W_{\xi(s)} \left( \begin{array}{c} 0 \\ 1 \end{array} \right) \right)(z)
\]
\[
= \left( \mathcal{P}_{\xi(s)} \Theta_H(\ell, x) - 1 \right)_{L^2(E_{\xi(s)})} = \left( \Theta_H(\ell, x) - 1 \right)_{L^2(E_{\xi(s)})}
\]
\[
= \left( G_{2, a}, T_{\mu, s}^{-1} \frac{\sin s(x - z)}{\pi (x - z)} \right)_{L^2(\mu)}.
\]
It follows that \( G_{2, s}(t) = \frac{\Theta_H(\ell, t) - 1}{t} \) for all \( s \in [0, a] \) and all \( t \in \text{supp } \mu \). To complete the proof of the theorem, use lemma 4.1 and compute
\[
2\xi(s) = \int_{0}^{\xi(s)} \text{Trace } H(t) dt = \frac{1}{\pi} \left\| \Theta_H(\xi(s), t) - 1 \right\|_{L^2(\mu)}^2 + \frac{1}{\pi} \left\| \Theta_H(\xi(s), t) - 1 \right\|_{L^2(\mu)}^2
\]
\[
= \frac{1}{\pi} \left\| G_{1, s} \right\|_{L^2(\mu)}^2 + \frac{1}{\pi} \left\| G_{2, s} \right\|_{L^2(\mu)}^2 = G_{1, a}(0) + \frac{1}{\pi} \left\| G_{2, s} \right\|_{L^2(\mu)}^2.
\]
Thus, the function \( \zeta \) defined in section 1 coincides with the function \( \xi \). Using lemma 4.1 again, we obtain
Since Trace $\mathcal{H}(t) = 2$ for almost all $t \in [0, \ell]$, we also have
\[
\int_0^{\xi(t)} \begin{pmatrix} 0 \\ 1 \\ x \end{pmatrix} \mathcal{H}(t) \begin{pmatrix} 0 \\ 1 \\ x \end{pmatrix} \, dt = 2 \xi(s) - G_{1,s}(0).
\]

Let $\tau : [0, \ell] \to [0, a]$ be the inverse function to $\zeta = \xi$ and let the Hamiltonian $\mathcal{H}$ be of the form $\mathcal{H} = \begin{pmatrix} h_1 & h \\ h & h_2 \end{pmatrix}$. Then
\[
\int_0^\tau h_1(t) \, dt = G_{1,\tau(t)}(0), \quad \int_0^\tau h_2(t) \, dt = 2\tau - G_{1,\tau(t)}(0),
\]
for all $\tau \in [0, \ell]$. In particular, the functions $g_1, g_2, g$ defined in (8) are absolutely continuous and the Hamiltonian in the right-hand side of formula (9) coincides with $\mathcal{H}$ almost everywhere on $[0, \ell]$.

\section{5. Example of non-Paley–Wiener hamiltonian}

The following example shows that a Hamiltonian $\mathcal{H}$ on $[0, \ell]$ can be bounded away from 0 and $\infty$ but the space $\mathcal{B}(E_{\mathcal{H},\ell})$ be not equivalent to a Paley–Wiener space.

The Hamiltonian in question will be diagonal and take two values. Let $I_j, j \geq 1$, be consecutive subintervals of $(0, 1/2)$ of length $l_j = 3^{-j}$ accumulating at $1/2$ (the left end of $I_1$ is zero). Given an $h \in (0, 1)$ define
\[
\mathcal{H}(x) = \begin{cases} 
\begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}, & x \in \bigcup_{j \geq 1} I_{2j-1} \\
\begin{pmatrix} h & 0 \\ 0 & h^{-1} \end{pmatrix}, & x \in \bigcup_{j \geq 1} I_{2j}
\end{cases}.
\]

**Proposition 5.1.** For any $h < 1/9$ the space $\mathcal{B}(E_{\mathcal{H},1/2}) \not\subseteq \text{PW}_a$ for any $a > 0$.

**Proof.** Let $E = E_{\mathcal{H},1/2}$. It suffices to show that $E(\lambda) = O(|\lambda|)$ on the real axis as $\lambda \to \infty$. Indeed, if $\mathcal{B}(E) \not\subseteq \text{PW}_a$, then the function $E(z)/(z - z_0)$ belongs to $\text{PW}_a$ for any $z_0$ such that $E(z_0) = 0$, and hence is bounded on $\mathbb{R}$. Let $M(\lambda) = M(1/2, \lambda)$ be the fundamental matrix for the system with the Hamiltonian $\mathcal{H}(x), \Theta$ the first column of $M$. By the chain rule we have
\[ M(\lambda) = T_n(\lambda)M_n(\lambda)M_{n-1}(\lambda) \cdots M_2(\lambda)M_1(\lambda), \]

\[ T_n(\lambda) = \cdots M_{n+2}(\lambda)M_{n+1}(\lambda), \]

\[ M_j(\lambda) = \begin{cases} 
\begin{pmatrix} \cos \lambda_j & \sin \lambda_j \\
-\sin \lambda_j & \cos \lambda_j 
\end{pmatrix}, & j \text{ odd}, \\
\begin{pmatrix} \cos \lambda_j & h^{-1}\sin \lambda_j \\
-h\sin \lambda_j & \cos \lambda_j 
\end{pmatrix}, & j \text{ even}.
\end{cases} \]

Let \( \lambda_k = \pi 3^k/2 \), \( k \) being even. Then for \( j \leq k \)

\[ M_j(\lambda_k) = \begin{cases} 
\begin{pmatrix} 0 & \pm 1 \\
\mp 1 & 0 
\end{pmatrix}, & j \text{ odd}, \\
\begin{pmatrix} 0 & \pm h^{-1} \\
\mp h & 0 
\end{pmatrix}, & j \text{ even}.
\end{cases} \]

The signs here depend on the oddity of \( j \) and are of no matter for us. It follows that

\[ M_k(\lambda_k)M_{k-1}(\lambda_k) \cdots M_2(\lambda_k)M_1(\lambda_k) = (-1)^{k/2} \begin{pmatrix} h^{-k/2} & 0 \\
0 & h^{k/2} \end{pmatrix}. \]

Thus, \( \Theta(\lambda_k) = T_k(\lambda_k) \begin{pmatrix} h^{-k/2} \\
0 \end{pmatrix} \). We estimate

\[ h^{-k/2} \leq \|T_k(\lambda_k)^{-1}\| \cdot \|\Theta(\lambda_k)\|. \tag{26} \]

The norm of each factor of \( T_k(\lambda) \) is estimated above as \( \|M_j(\lambda)\| \leq 1 + h^{-1}|\lambda|_j \), therefore

\[ \|T_k(\lambda_k)^{-1}\| \leq \prod_{j>k} \|M_j^{-1}(\lambda_k)\| = \prod_{j>k} \|M_j(\lambda_k)\| \leq \prod_{j>k} (1 + h^{-1}3^{k-j}), \]

the right-hand side being a constant in \( k \). Plugging this in (26) we find that

\[ |E(\lambda_k)| = \|\Theta(\lambda_k)\| \geq Ch^{-k/2}. \]

Taking \( h \in (0, 1/9) \) we obtain the required assertion. \( \square \)
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