Development of a Computer Code for the Interpretation of Results of Hot Plane Strain Compression Tests
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In the present work an investigation of constitutive equations is made to obtain good fit to experimental data and ensure proper extrapolation out of experimental range of plane strain compression tests to low and high values of Zener–Hollomon parameter, which are required in finite element modelling. A computer program for optimisation of rheological parameters of material was developed. Optimisation using experimental data for two ultra low carbon steels was made and the results are compared with measured stress–strain curves. The obtained constitutive equations were used in the finite element model and comparison between experimental and computed displacement–force curves is made. The influence of inhomogeneity of strain rate, strain and temperatures distribution during compression tests on flow curves is illustrated.
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1. Introduction

Compression tests are most often carried out when the rheological parameters of material in metal forming processes need to be determined. Friction between tools and specimen, deformational heating and heat transfer to the tool are phenomena, that affect the results of all tests. It can be concluded that the main difficulty in the interpretation of the results of tests is connected with the inhomogeneity of deformation, which due to various factors, depends on the type of the test. Finite element simulation of plastometric tests allows the prediction of the real state of deformation, accounting for all phenomena causing the inhomogeneity. However, for numerical analysis of metal flow and heat transfer in metal forming processes, these models require a description of the material properties, which are introduced in the program in the form of constitutive equations. The modelling approach, which assumes that the constitutive parameters of the material are known, is often used and is called the direct method. Since the main objective of performing a mechanical test is to determine the material parameters, the application of the direct method is limited. This fact led to the development of a new parameter estimation method, which is known as the inverse method. The general idea of this method is based on a combination of the finite element simulation of the test with measurements of the overall parameters of this test, such as the force or torque. Measurements of the process parameters are compared with the predictions by the finite element method. The error norm is defined as a vector of distances between these measured and calculated values. The minimisation of error norm is used to determine the unknown parameters in constitutive equations. However linking the finite element model with the objective function results in very long computing time for optimisation. The objectives of the present work are formulated with the above remarks in mind. Simplification of the calculation process is made in two steps. The first step is optimisation using only experimental data for one specimen geometry at assumed conditions of compression test such as strain rate and temperature. It is taking account only an average distribution of strain and strain rate. To include the effect of local values of these parameters the second step of optimisation should be made. Results obtained from a FE model of the plane strain compression test for different geometry of specimens (different starting thickness) can be used for optimisation. Constitutive equations for the second step can be taken from the first step. This allows account to be taken of inhomogeneity of deformation and cuts the time of calculation. This publication describes the first step of the solution. Optimisation of experimental data is done with constraints, so that the necessary limitations are imposed on the stress–strain function.

Numerous works of various researchers show that selection of the function describing stress–strain curves is crucial for accuracy of the simulation. Several types of equations used as constitutive laws are not capable of describing behaviour of materials showing dynamic softening phenomena. The capability of equations suggested in Ref. 7) to describe complex flow stress behaviours of metals is...
investigated in this work using optimisation techniques. The definition of the error norm is discussed.

2. Experimental Procedure

Experimental ultra low carbon (ULC) steels were produced by vacuum melting and casting into 76 mm dia. ingots, with hot tops. The chemical composition of the steels is given in Table 1. The ingots were machined to 73 mm dia., reheated in a protective atmosphere to 1 170°C for 1 hr and hot extruded using fuminite lubrication to 30 mm\(\times\)15 mm bar. Specimens for plane strain compression testing measuring 30 mm wide\(\times\)10 mm thick\(\times\)50 mm long were machined and chromium plated (15 \(\mu\)m hard chromium). Glass lubricant was applied to the specimens and dried overnight before specimens were reheated to 1 100°C for 20 min. After reheating the specimens were removed from the reheating furnace, air cooled to the testing temperature and held in the test furnace for 2 min to eliminate temperature gradients. The nominal testing temperatures were 950, 1 000 and 1 050°C. Actual temperatures were recorded from a thermocouple inserted to the centre of the specimen. In Fig. 1 the test geometry is shown. Tests were carried out at the University of Sheffield using a 500 kN servo-hydraulic machine with computer control, at constant equivalent strain rates of 1, 7.5 and 49 s\(^{-1}\) to total equivalent strain \(\varepsilon \leq 1.5–2.0\). Load, displacement and temperature were recorded as a function of time during the tests. Specimens were water quenched to room temperature immediately after testing. The load and displacement data were converted from raw data to equivalent stress–equivalent strain curves and also pressure–equivalent strain using an analysis program. Instantaneous strain rate was also computed.

Instantaneous temperature was computed using a finite difference thermal model of the plane strain compression test developed by Foster\(^9,10\) because it was found that thermocouples did not always remain in the centre of the deformation zone.

3. Constitutive Equations

The constitutive equations fitted to the experimental data are empirical, but do correlate directly with the microstructure evolution arising from effects of work hardening and the dynamic softening mechanisms of recovery and recrystallisation. It is possible to define a set of discrete characteristic points on the experimental flow stress curve (Fig. 2).

\[
\sigma_0: \text{stress at the onset of plastic strain} \\
\sigma_{0.1}: \text{stress at an equivalent strain of 0.1} \\
\sigma_{\text{ss(e)}}: \text{steady state flow stress arising from the balance} \\
\text{of work hardening and dynamic recovery only.} \\
\sigma_{\text{ss}}: \text{steady state flow stress arising when dynamic} \\
\text{recrystallisation takes place} \\
\sigma_i: \text{strain to the onset of steady state by work hardening and recovery only} \\
\]

This is defined as the strain at which

\[
\frac{\sigma - \sigma_0}{\sigma_{\text{ss(e)}} - \sigma_0} = 0.98 \quad \text{(1)}
\]

\[
\varepsilon_i: \text{strain for onset of dynamic recrystallisation} \\
\varepsilon_p: \text{strain at which peak flow stress occurs as a result of} \\
\text{softening by dynamic recrystallisation} \\
\varepsilon_{xs}: \text{strain at the "onset" of steady state when} \\
\text{dynamic recrystallisation occurs.} \\
\]

This is defined as the strain at which

\[
\frac{\sigma_{\text{ss(e)}} - \sigma}{\sigma_{\text{ss}} - \sigma_0} = 0.98 \quad \text{(2)}
\]

All these characteristic stresses and strains depend on strain rate \(\dot{\varepsilon} (s^{-1})\) and temperature \(T (K)\). For this purpose the Zener–Hollomon parameter \(Z\) combines the effect of both parameters as

\[
Z = \dot{\varepsilon} \exp \left( \frac{Q_{\text{def}}}{RT} \right) \quad \text{(3)}
\]

where \(Q_{\text{def}}\) is activation energy of deformation and \(R\) is gas constant.

The dependence of the characteristic stress values on \(Z\) can be described by the hyperbolic sine relationship\(^{11}\)

\[
Z = A^* \sinh(\alpha^* \sigma^*)^n \quad \text{(4)}
\]

where \(A^*, \alpha^*, n^*\) are constants for each characteristic stress \(\sigma^*\).

Ultimately the relationship between \(\alpha\) and \(Z\) can be expressed in the form

\[
Z = \frac{\dot{\varepsilon}}{\sigma_0} \exp \left( \frac{Q_{\text{def}}}{RT} \right) \quad \text{(5)}
\]
\[ \sigma^* = \frac{1}{\alpha^*} \sinh^{-1} \left( \frac{Z}{A^*} \right)^{1/\alpha^*} \] ..........................(5)

It is, therefore, imperative that the equations do not cross at very low \( Z \), otherwise the solution will collapse. In order to connect the characteristic stresses to form a stress–strain curve, the following equation is applied when only work hardening and dynamic recovery occur\(^7\):

\[ \sigma_{(e_i)} = \sigma_0 + (\sigma_{(st(e_i))} - \sigma_0) \left[ 1 - \exp \left( - \frac{\varepsilon_e}{\varepsilon_s} \right) \right]^{1/2} \] ..........................(6)

where \( \varepsilon_s \) is a characteristic strain which defines the curvature between \( \sigma_0 \) and \( \sigma_{(st(e_i))} \). From the earlier definition of \( \varepsilon_s \),

\[ 0.98 = \left[ 1 - \exp \left( - \frac{\varepsilon_s}{\varepsilon_e} \right) \right]^{1/2} \] ..........................(7)

\[ \varepsilon_s = \frac{\varepsilon_e}{5.25} \] ..........................(8)

It was found\(^{12}\) that

\[ \varepsilon_s = a + b(\sigma_{(st(e_i))})^2 \] ..........................(9)

where \( a \) and \( b \) are constants dependent on the specific steel.

When dynamic recrystallisation occurs, the stress–strain curve in its absence is first defined as described above and the additional softening is then calculated as

\[ \frac{\sigma_{(e_i)} - \sigma_{(st)}}{\sigma_{(st(e_i))} - \sigma_{(st)}} = 1 - \exp \left( - \frac{\varepsilon - \varepsilon_s}{\varepsilon_{st} - \varepsilon_s} \right)^n \] ..........................(10)

The form of above equation is the equivalent to an Avrami equation for static recrystallisation and assumes that the fractional softening is directly proportional to the fraction recrystallised.

\[ \sigma = \sigma_{(e_i)} - (\sigma_{(st(e_i))} - \sigma_s) \left[ 1 - \exp \left( - \frac{\varepsilon - \varepsilon_s}{\varepsilon_{st} - \varepsilon_s} \right)^n \right] \]

when \( \varepsilon > \varepsilon_s \) ..........................(11)

The characteristic strain constant \( \varepsilon_{st} \) defines the strain interval over which the first cycle of recrystallisation occurs. From the earlier definition of \( \varepsilon_s \) and Eq. (9), when \( m=2 \),

\[ 0.98 = 1 - \exp \left[ - \left( \frac{\varepsilon_{st} - \varepsilon_s}{\varepsilon_{st} - \varepsilon_s} \right)^2 \right] \] ..........................(12)

which leads to

\[ \varepsilon_{st} - \varepsilon_s = \frac{\varepsilon_{st} - \varepsilon_s}{1.98} \] ..........................(13)

It was found\(^{13}\) that

\[ \varepsilon_s = C_s \left( \frac{Z}{\sigma_{(st(e_i))}} \right)^{N_s} \] ..........................(14)

and

\[ \varepsilon_{xs} - \varepsilon_c = C_x \left( \frac{Z}{\sigma_{(st(e))}^2} \right)^{N_x} \] ..........................(15)

It is considered that when deformation conditions lead to values of \( \varepsilon_s > \varepsilon_c \), dynamic recrystallisation no longer takes place. The constitutive model described in this section is used in the following sections together with optimisation and the obtained material constants are included in an FE model of the plane compression test.

4. Methodology

A user friendly computer program performing optimisation for stress–strain relationships has been developed. The program is based on three optimisation methods: Simplex,\(^{13}\) Rosenbrock\(^{14}\) and the Simulated annealing.\(^{15}\) The presented results have been obtained using Simplex and Rosenbrock methods. The time required to find the optimum in the Simulated annealing method is much longer than for the other methods. This method could be useful to find a starting point for other more accurate methods.

The objective function for minimisation is defined as the error norm, which yields the difference between measured stresses \( \sigma_{mi} \) and their mathematical representation \( \sigma_{ci} \).

\[ \Phi = \frac{1}{n} \sum_{i=1}^{n} \left( \frac{\sigma_{mi} - \sigma_{ci}}{\sigma_{mi}} \right)^2 \] ..........................(16)

Experimental data on work done were used to determine instantaneous mean temperature using the Foster program accounting for both deformational heating and the heat transfer between specimen and tools. Such heat transfer or heat generation may mask the true shape of the stress–strain curve. Instantaneous values of Zener–Hollomon parameter for each point of experimental data were obtained by Lagrangian interpolation of the results from the Foster model\(^9,10\) for non-isothermal flow stress curves. The next step was an optimisation using the stress and temperature data until the convergence criterion was achieved. The formulation of the algorithm is shown in Fig. 3.

5. Results

To find the proper material constants it is necessary to obtain a good fit of calculated curves to experimental data. For optimisation, results from 9 experimental stress–strain curves were used, for three strain rates: 1, 7.5, 49 s\(^{-1}\), and for three temperatures: 950, 1 000, 1 050°C. Constants calculated by applying the analysis procedures\(^7\) “by hand” (Figs. 4(a)–4(e)) were used as starting point for optimisation. The improvement of the quality of approximation would require meeting two conditions, based on analysis of, how various parameters \( (\sigma_0, \sigma_{(st(e))}, \sigma_s, \sigma_c, \sigma_c) \) depend on \( Z \). The first condition is not to allow crossing of the \( \sigma_s \) curve at low values of \( Z \) (below the experimental range) by other characteristic stress curves such as \( \sigma_{(st(e))} \) and \( \sigma_{st} \).

It is well known that this could cause collapse of the FE so-
The second condition is to ensure the same value of $Z$ for crossing of $\sigma_{ss}$ by $\sigma_{ss(e)}$ and $\sigma_e$ by $\sigma_{ss}$. It is well known that the point where $\sigma_{ss}$ crosses $\sigma_{ss(e)}$ indicates when dynamic recrystallisation no longer takes place. When $\varepsilon_e$ crosses $\varepsilon_{ss}$, dynamic recrystallisation no longer takes place and this should be for the same value of Zener–Hollomon parameter.

The constants calculated “by hand” ensured the first condition of not crossing the $\sigma_{ss}$ curve at lower values of $Z$ by the other curves (Fig. 5(a)). There was, however, incompatibility between the $\sigma_{ss(e)}$–$\sigma_{ss}$ and $\varepsilon_{ss}$–$\varepsilon_e$ crossing points (Figs. 5(a) and 5(b)). It was found in Ref. 7) that using the same value of $n^*$ ensures the Eq. (3) do not extrapolate to unacceptable values at low $Z$. Optimisation with this constraint ensured the first condition, there was no longer crossing between $\sigma_0$ and the rest of characteristic stresses. However, incompatibility was noticed from these figures as the same value of $n^*$ for the three characteristic stresses led to huge divergences between crossing points for $\sigma_{ss}$ by $\sigma_{ss(e)}$ and $\varepsilon_e$ by $\varepsilon_{ss}$. To correct this, a function defined as distance between two crossing points was added to the value of the objective function (14) and the $n_{ss}$ constant was optimized as a separate variable. To prevent crossing between curves $\sigma_0$ and $\sigma_{ss}$, optimisation with a penalty coefficient was used. When the $\sigma_{ss}$ curve was less than $\sigma_0$, the penalty value was added to the error norm (14). That value was calculated as follows:

$$\phi_{\sigma} = \sigma_0 - \sigma_{ss} + \lambda \quad \text{..................................(17)}$$

where $\lambda$ is an extra value which is supposed to ensure that there is always a lower value of $\sigma_0$ than $\sigma_{ss}$ at any value of $Z$ (Figs. 6(a) and 6(b)). The flow curves fitted by optimisation with the penalty coefficient for Steel A are presented in Figs. 4(a)–4(c). A similar optimisation was performed for Steel B. A comparison between optimized curves from experimental data for Steel A and for Steel B is made with the experimental curves for Steel B in Figs. 7(a) and 7(b). The material constants for the two steels are given in Table 2.

In order to assess the robustness of the optimisation procedure, material constants derived for C–Mn steel and given in Table 2 were used as an alternative starting condition to optimise the experimental data for Steel A. The optimised constants from this procedure are shown in the final column of Table 2 and the optimised curves for the highest, middle and lowest values of $Z$ are shown in Fig. 8.
Fig. 5. Steel A-dependence of characteristic stresses (a) and strains (b) on Zener–Holomon parameter for constants calculated from “by hand” method, where: $s_0 = \sigma_p$, $s_{0.1} = \sigma_{0.1}$, $s_{sse} = \sigma_{sse}$, $s_{ss} = \sigma_{ss}$, $e_c = e_c$, $e_s = e_s$, $e_r = e_r$.

Fig. 6. Steel A-dependence of characteristic stresses (a) and strains (b) on Zener–Holomon parameter for constants calculated from optimisation with penalty coefficient $\lambda$, where: $s_0 = \sigma_p$, $s_{0.1} = \sigma_{0.1}$, $s_{sse} = \sigma_{sse}$, $s_{ss} = \sigma_{ss}$, $e_c = e_c$, $e_s = e_s$, $e_r = e_r$.

Fig. 7. Stress–strain curves based on constants calculated using optimisation with penalty coefficient $\lambda$ for Steel A and Steel B compared with the experimental data for Steel B at mean temperatures 950°C (a), 1000°C (b) and 1050°C (c).

Table 2. Optimised and calculated “by hand” constants.

| $A_0$     | Calculated | Optimised | Optimised | Original | From C-Mn Steel |
|-----------|------------|-----------|-----------|----------|-----------------|
| $b$       | 3.35E+13   | 1.30E+13  | 1.30E+13  | 4.94E+12 | 2.14E+12        |
| $a$       | 3.010      | 4.344     | 5.180     | 4.225    | 4.316           |
| $n$       | 2.594E-02  | 1.866E-02 | 1.460E-02 | 1.448E-02| 2.408E-02       |
| $n_{opt}$ | 4.68E+12   | 4.73E+12  | 2.400E+12 | 3.248E+12| 4.208E+12       |
| $m_{opt}$ | 4.035      | 4.344     | 5.180     | 4.225    | 4.316           |
| $n_{opt}$ | 6.90E-03   | 6.60E-03  | 7.17E-03  | 6.60E-03 | 6.60E-03        |
| $A_m$     | 1.61E+13   | 1.64E+13  | 1.02E+13  | 1.96E+13 | 1.92E+13        |
| $m$       | 2.962      | 3.751     | 2.690     | 3.929    | 3.828           |
| $m_{opt}$ | 5.90E-03   | 6.05E-03  | 6.43E-03  | 6.07E-03 | 6.04E-03        |
| $a$       | 3.00E-01   | 1.72E-01  | 4.24E-01  | 3.15E-02 | 2.41E-01        |
| $b$       | 1.97E-05   | 2.82E-05  | 1.84E-05  | 2.63E-05 | 2.78E-05        |
| $C_s$     | 1.55E-04   | 1.70E-04  | 1.09E-02  | 1.17E-04 | 1.38E-04        |
| $N_p$     | 4.16E-01   | 4.16E-01  | 1.89E-06  | 4.00E-06 | 4.24E-06        |
| $C_x$     | 1.67E+01   | 1.95E+01  | 9.18E     | 2.79E+01 | 1.91E+01        |
| $N_p$     | -1.43E-01  | -1.43E-01 | -9.12E-02 | -1.42E-01| -1.36E-01       |
| $m$       | 2          | 2         | 1.975     | 2        | 2               |
within curves which satisfy these requirements, Figs. 4(a)–4(c) are typical experimental reproducibility of deformation conditions. This compares favourably with characteristic curves for gives another opportunity, which is to optimise the characteristic points from experimental flow curves (Fig. 3) indicating that it may be possible to use data for C–Mn steel as the starting point for optimisation of data for a range of steels. During this research it was also found that by using optimised constants for Steel A as a starting point for optimisation of data for C–Mn steel a good fit of optimised curves was obtained. For the ULC steel, a number of tests were carried out in which the strain rate was changed up or down by an order of magnitude over an equivalent strain of about 0.5. The experimental stress–strain curves could not be quantitatively compared with curves computed from the optimised constitutive equations obtained from constant strain rate tests because of the large scatter in instantaneous strain rates obtained by differentiation of the experimental displacement–time curves. However, the shapes of experimental and computed curves were always similar, indicating that considering the optimised constitutive equations as being mechanical equations of state (i.e. independent of strain history) in finite element modelling plane strain compression of ULC steels should be valid.

6. Discussion

Fitting constitutive equations to experimental plane strain compression data using statistical methods “by hand” is tedious and needs a long time to perform calculations even using spreadsheets like Microsoft Excel. Applying this method also gives other difficulties such as choosing characteristic points from experimental flow curves $\left( \sigma_{op}, \sigma_{scop}, \sigma_{s}, \varepsilon_{e} \right)$; quite often values of these points have to be interpolated. The optimisation method used to obtain material constants for constitutive equations cuts the time of calculation to a few minutes including data file preparation. It can be seen that the fit of the optimised flow curves to the experimental data is also better than for the curves calculated “by hand” (Figs. 4(a)–4(c)). Using optimisation methods gives another opportunity, which is to optimise the characteristic curves for $\sigma_{op}$, $\sigma_{scop}$, $\sigma_{s}$, $\varepsilon_{e}$ and $\varepsilon_{r}$ as functions of Zener–Hollomon parameter by including additional constraints, which ensure compatibility with the physics of dynamic recrystallisation (Figs. 6(a) and 6(b)). As was discussed in previous section, it is essential to ensure the same point of crossing of $\sigma_{s}$ by $\sigma_{scop}$ and $\varepsilon_{e}$ by $\varepsilon_{r}$. The optimised curves which satisfy these requirements, Figs. 4(a)–4(c) are within ±5% of the experimental curves for all strains and deformation conditions. This compares favourably with typical experimental reproducibility of ±3%.

In Figs. 7(a)–7(c) it can be seen that the optimised curves for data from Steel A and Steel B are almost indistinguishable and both agree with the experimental curves within the same limits as for Steel A (Figs. 4(a) to 4(c)) except at the highest strain rate and $\varepsilon$=1.0 when lubrication breakdown (i.e. increased coefficient of friction) appears to have taken place in the experiments. The constants for Steel A or B in Table 2, which in some cases appear to have differences, thus give rise to almost identical stress–strain curves over the experimental range of Zener–Hollomon parameter, which includes the transition from dynamic recrystallisation to dynamic recovery only. Either set of constants can therefore be considered as providing accurate constitutive equations for ULC steels.

To prove the robustness of the method of optimisation, material constants for C–Mn steel were used as an alternative starting point. Results from this starting point are very similar to curves obtained by previous optimisations (Fig. 8) indicating that it may be possible to use data for C–Mn steel as the starting point for optimisation of data for a range of steels. During this research it was also found that by using optimised constants for Steel A as a starting point for optimisation of data for C–Mn steel a good fit of optimised curves was obtained. For the ULC steel, a number of tests were carried out in which the strain rate was changed up or down by an order of magnitude over an equivalent strain of about 0.5. The experimental stress–strain curves could not be quantitatively compared with curves computed from the optimised constitutive equations obtained from constant strain rate tests because of the large scatter in instantaneous strain rates obtained by differentiation of the experimental displacement–time curves. However, the shapes of experimental and computed curves were always similar, indicating that considering the optimised constitutive equations as being mechanical equations of state (i.e. independent of strain history) in finite element modelling plane strain compression of ULC steels should be valid.

Traditional interpretation of compression tests results is based on an assumption of homogeneous strain and temperature distributions in the deformation zone. Taking into account the inhomogeneity of the deformation caused by the friction, tool geometry and the nonuniform temperatures resulting from deformational heating would allow estimation of the local properties of material. Application of the finite element method to the simulation of the plane strain compression test enables consideration of real conditions in the deformation zone by the evaluation of the local values of the strain rates, strains and temperatures. In the present work a finite element simulation of the test was carried out to investigate material constants of constitutive equations obtained by optimisation. Simulation was performed using a computer program for plane strain compression tests developed in Krakow. This program assumes a rigid-plastic material model, which obeys the Levy–Mises flow rule and the Huber–Mises yield criterion.

Figures 9(a)–9(c) show calculated distributions of effective strain rate, effective strain and temperature during compression for an assumed starting test temperature of 950°C. The constitutive model with constants obtained from optimisation was used in the calculations. The Coulomb friction model with friction coefficient $\mu=0.1$ was applied. Analysis of the results in Figs. 9(a)–9(c) shows strong inhomogeneity of all investigated parameters in the deformation zone. Thus, strain rates presented in Fig. 9(a) vary between about 0.8 and 1.6 s$^{-1}$ in the deformation zone at a nominal equivalent strain of 0.8. Important variations of strain of 0.5 to 1.0 are also seen in Fig. 9(b), but with contours of different shape from Fig. 9(a). The effect of deformational heating is seen in Fig. 9(c).

Similar results of distribution of effective strain rate, effective strain, effective stress and temperature were observed for the assumed test temperatures 1000 and 1050°C, using the constants in the constitutive model determined using the optimisation technique.

The calculations performed using the finite element code allow one to conclude that full interpretation of the results of plane strain compression tests presents serious difficulties. This test involves significant inhomogeneity of deformation, therefore, local values of strains, strain rates, stress-
7. Conclusions

Research on the interpretation of the results of plane strain compression tests on ULC steel is described in the work. It is shown that the optimisation technique allows one to obtain good agreement between measured and calculated stress–strain curves. Particular care should be paid to control the shape of curves describing characteristic strains and stresses as a function of the Zener–Hollomon parameter. Therefore an optimisation with constraints has to be applied. It has been proved that material constants for constitutive equations for different steels can be used as starting point to obtain the same optimized fit to flow curves for other steels. Using optimisation techniques significantly cuts calculation time. Combination of optimisation techniques with finite element computation to take account of inhomogeneity of strain rate, strain and temperature distribution is important to fit experimental plane strain compression test data to local deformation conditions, but excessive computation times would be required unless a simplified procedure can be developed.
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