DIAGNOSING VULNERABILITY OF VARIATIONAL AUTO-ENCODERS TO ADVERSARIAL ATTACKS
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ABSTRACT

In this work, we explore adversarial attacks on the Variational Autoencoders (VAE). We show how to modify data point to obtain a prescribed latent code (supervised attack) or just get a drastically different code (unsupervised attack). We examine the influence of model modifications ($\beta$-VAE, NVAE) on the robustness of VAEs and suggest metrics to quantify it.

1 INTRODUCTION

Variational Autoencoders (VAEs) (Kingma & Welling, 2013; Rezende et al., 2014) are deep generative models used in various domains. Recent works show that deep Variational Autoencoders models can generate high-quality images (Vahdat & Kautz, 2020; Child, 2020). These works employ hierarchical structure (Ranganath et al., 2016), coupled with skip-connections (Maaløe et al., 2019; Sønderby et al., 2016). An additional advantage of VAE is that it has a meaningful latent space induced by the Encoder. This motivates us to explore the robustness of the resulting latent representations. Adversarial attack is one way to assess the robustness of a deep neural network. Robustness to the attacks is a crucial property for VAEs, especially in such applications as anomaly detection (An & Cho, 2015; Maaløe et al., 2019) or compression (Ballé et al., 2018).

Gondim-Ribeiro et al. (2018) propose to minimize the KL-divergence between an adversarial and a target input to learn an adversarial attack on the standard VAE model. We show that we can use a similar strategy to attack hierarchical VAEs. Willetts et al. (2019) suggest a modified VAE objective coupled with hierarchical structure as a way to increase VAE robustness to adversarial attacks. Camuto et al. (2020) show that $\beta$-VAE tend to be more robust to adversarial attacks in terms of proposed $r$-metric. In our work, we test both $\beta$-VAE and hierarchical NVAE and show that we can attack them successfully.

In Figure 1 we show an example of the supervised attack on VAE with 2D latent space. Given a single reference point we learn additive perturbation $\epsilon$, s.t. perturbed input has the same latent representation as a target image. We observe that a single reference point can be mapped to extremely different regions of the latent space.

Figure 1: Example of a supervised attack on VAE with 2D latent space. Given a single reference point we learn additive perturbation $\epsilon$, s.t. perturbed input has the same latent representation as a target image. We observe that a single reference point can be mapped to extremely different regions of the latent space.

We show how to modify data point to obtain a prescribed latent code (supervised attack) or just get a drastically different code (unsupervised attack). We examine the influence of model modifications ($\beta$-VAE, NVAE) on the robustness of VAEs and suggest metrics to quantify it.

1 The code is published at https://github.com/AKuzina/attack_vae
2 Methodology

2.1 Variational Autoencoders

Let us consider a vector of observable random variables, $x \in \mathcal{X}^D$ (e.g., $\mathcal{X} = \mathbb{R}$) sampled from the empirical distribution $p_e(x)$, and vectors of latent variables $z_i \in \mathbb{R}^M_i$, $i = 1, 2, \ldots, L$. First, we focus on a model with $L = 1$ and the joint distribution $p_0(x, z) = p_0(x|z)p(z)$. The marginal likelihood is then equal to $p(x) = \int p(x|z)dz$. VAEs exploit variational inference (Jordan et al. 1999) with a family of variational posteriors \{q_\phi(z|x)\}, also referred to as encoders, that results in a tractable objective function, i.e., Evidence Lower BOund (ELBO):

$$L(\phi, \theta) = \mathbb{E}_{p_e(x)} \left( \mathbb{E}_{q_\phi(z|x)} \ln p_0(x|z) - KL[q_\phi(z|x)\|p(z)] \right). \tag{1}$$

$\beta$-VAE (Higgins et al. 2016) uses a slightly modified objective, weighting the second term by $\beta > 0$. In case of $L > 1$, we consider a hierarchical latent structure with the generative model of the following form: $p_0(x, z_1, \ldots, z_L) = p_0(x|z_1) \prod_{l=1}^{L} p(z_l|z_{l+1})$, where $z_{L+1} \equiv \emptyset$. There are various possible formulations of the family of variational posteriors, however, here we follow the proposition of Sønderby et al. (2016) where the inference model with skip-connections was proposed, namely:

$$q_\phi(z_1, \ldots, z_L|x) = q_\phi(z_L|x) \prod_{i=1}^{L-1} q_{\theta, \phi}(z_i|z_{i+1}, x). \tag{2}$$

This formulation was used in NVAE (Vahdat & Kautz 2020). It allows to share data-dependent information between the inference model and the generative model, because of the top-down structure.

2.2 Adversarial attacks

An adversarial attack is a slightly deformed data point $x$ that results in an undesired or unpredictable performance of a model. In the case of a VAE, we construct an adversarial input $x^\epsilon$ as a deformation of a reference point $x^\ast$ to satisfy the following conditions: (i) $x^\epsilon$ should be close\(^3\) to $x^\ast$; (ii) the variational distribution $q_\phi(z|x)$ for the $x^\epsilon$ and the $x^\ast$ should be different, and the same should hold for the conditional likelihood $p_0(x|z)$. Next, we define a framework that can be used to define and compare adversarial attacks and, most importantly, evaluate the VAE robustness to them.

Attacks construction We define an adversarial point as a result of the additive perturbation of the reference point, $x^\epsilon = x^\ast + \epsilon^\ast$, where the perturbation $\epsilon^\ast$ is a solution of an optimization problem. We distinguish between the supervised attack, when we have access to a target point, $x^\ast$ and the unsupervised attack, when $x^i$ is not available. In the former case, we propose to solve the following optimization problem\(^3\):

$$\epsilon^\ast = \arg \min_{\|\epsilon\| \leq 1} SKL[q_\phi(z|x^\ast + \epsilon), q_\phi(z|x^i)]. \tag{3}$$

In the unsupervised case, we formulate the following optimization problem:

$$\epsilon^\ast = \arg \max_{\|\epsilon\| \leq 1} \Delta[q_\phi(z|x^\ast + \epsilon), q_\phi(z|x^\ast)] = \arg \max_{\|\epsilon\| \leq 1} \|J_2^q \epsilon\|_2^2 \tag{4}$$

where $J_2^q$ is the Jacobian of $q_\phi(z|x)$ at point $x^\ast$. See Appx. A for the details for this objective.

Robustness measures It is important to define proper quantitative measures that will reflect our expectations from adversarial attacks discussed in Section 2.2. First, we focus on measuring differences in the latent spaces. For this purpose, we propose to use the following measure:

$$\Omega = \sum_{x^\ast} \sum_{x^\epsilon=|x^\ast|} SKL[q_\phi(z|x^\epsilon), q_\phi(z|x^\ast)], \tag{5}$$

where the value of $\epsilon$ is a solution from either (3) or (4).

Further, we would like to measure similarities between $x^\ast$ and $x^\epsilon$, and their reconstructions. Here, we propose to use the Multi-Scale Structural Similarity Index Measure (MSSSIM) (Wang et al. 2003) which is a perception-based measure calculated at different scales, $MSSSIM \in [0, 1]$:

\(^3\)Either visually or in terms of the pixel values.
\(^3\)SKL$p_1, p_2 = \frac{1}{2}KL[p_1 || p_2] + \frac{1}{2}KL[p_2 || p_1]$ is the symmetric version of the Kullback-Leibler divergence.
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Figure 2: Robustness results for β-VAEs trained on Fashion MNIST dataset.

- MSSSIM[\(x^r, x^a\)]: the similarity between a reference and the corresponding adversarial input;
- MSSSIM[\(\tilde{x}^r, \tilde{x}^a\)]: the similarity between reconstructions of \(x^r\) and the corresponding \(x^a\);

A successful adversarial attack would have large MSSSIM[\(x^r, x^a\)] (close to 1) and small MSSSIM[\(\tilde{x}^r, \tilde{x}^a\)]. Moreover, for supervised attacks we will measure similarity between reconstructions of the target and the adversarial image, MSSSIM[\(\tilde{x}^t, \tilde{x}^a\)]. Large value of the latter would indicate a successful supervised attack.

3 Experiments

In this section we consider attacking a 1-level VAE trained on the Fashion MNIST dataset (Xiao et al., 2017) and NVAE trained on the CelebA dataset (Liu et al., 2015). All the metrics are averaged over the reference, target, and adversarial inputs. In Appx. B.2 we provide details on the selection of the reference and target points for both datasets.

3.1 VAE and β-VAE

We start with the experiments on the VAE with one level of latent variables. We train both VAE and β-VAE (Higgins et al., 2016). The latter weights the KL-term in eq. (1) with \(\beta > 0\). It is said that the larger values of \(\beta\) encourage disentangling of latent representations (Chen et al., 2018) and improve the model robustness as observed by Camuto et al. (2020). In Appx. B.1 we provide details on the architecture, optimization, and results on the test dataset for VAE trained with different values of \(\beta\). We observe that optimal value in terms of NLL is \(\beta = 1\). Larger values of \(\beta\) are supposed to improve robustness in exchange for the reconstruction quality.

![Supervised attack](image1)
(a) \(\beta = 1\)  (b) \(\beta = 10\)

Figure 3: Supervised attack: adversarial inputs (row 1), their reconstructions (row 2) and reconstructions of the corresponding target points (row 3).

![Unsupervised attack](image2)
(a) \(\beta = 1\)  (b) \(\beta = 10\)

Figure 4: Unsupervised attack: adversarial inputs (row 1) and their reconstructions (row 2).

**Supervised attack** We train supervised attacks using eq. (5). Figure 2 depicts result for different values of \(\beta\). We observe that robustness of the encoder increases if measured by distance between adversarial and reference point in the latent space (\(\Omega\)). On the other hand, we still observe that in terms of reconstructions the adversarial inputs are closer to the target points than to the reference (plot (b) and (c)). Moreover, we do not observe higher distortion levels, that is, adversarial inputs itself are still close to the reference (plot (a)). In Figure 3 we provide examples of adversarial inputs for a single reference point and 5 different targets.

**Unsupervised attack** We present results for the unsupervised attacks trained with eq. (4) in Figure 2 and examples of learned adversarial inputs for a single reference point in Figure 4. We observe behavior similar to supervised tasks, where even for large values of \(\beta\) we can construct a successful adversarial attack.
3.2 HIERARCHICAL VAE: NVAE

In this section, we explore the robustness of deep hierarchical VAE. It was also studied in Willetts et al. (2019), where authors notice that pure hierarchical VAE with up to 5 levels of latent variables are not gaining any robustness. We construct a supervised adversarial attack for NVAE (Vahdat & Kautz, 2020), a recently proposed VAE with state-of-the-art performance in terms of image generation. We use a model trained on CelebA dataset using the official NVAE implementation.

We notice that to effectively attack a hierarchical VAE model, one has to consider only higher-order levels of latent variables, e.g. \{z_{L-k_A}, z_{L-k_A+1}, \ldots, z_L\}. That being said, we formulate adversarial attacks using eq. (3), with \(q_\phi(z|x) = \prod_{i=L-k_A}^L q_\phi(z_i|x, z_{>i})\), where \(k_A\) is number of latent variables considered during attack construction. We assume that lower-order latent variables are responsible for the specific details of an image and are less useful to learn an adversarial input. A similar approach was suggested in Maaløe et al. (2019) for anomaly detection. They use modified ELBO \(\mathcal{L}_k\), where they use prior instead of variational approximation for the first \(k\) latent variables.

In Table 1, we present numerical results for attacks with \(k_A = \{1, 2, 4, 8\}\). We also plot examples of the learned adversarial inputs with their reconstructions and corresponding target images in Figure 5. In Figure 6, we plot \(-\mathcal{L}_k\) from Maaløe et al. (2019) for all possible values of \(k\). We see that curves for adversarial inputs are always above those for the real images from the dataset (either target or reference ones). Moreover, according to our metrics, we are able to obtain an adversarial input that has reconstructions close to the target images rather than to the reference ones. This makes us question the robustness of the hierarchical models to adversarial attacks.

### Table 1: Supervised adversarial attacks on NVAE in terms of proposed metrics.

| \(k_A\) | MSSSIM\([x', x^a]\) | MSSSIM\([\tilde{x}', \tilde{x}^a]\) | MSSSIM\([\tilde{x}', \tilde{x}^a]\) | \(\Omega\) |
|-------|-----------------|-----------------|-----------------|-----|
| 1     | 0.99            | 0.25            | 0.51            | 270 |
| 2     | 0.97            | 0.25            | 0.65            | 281 |
| 4     | 0.98            | 0.30            | 0.55            | 328 |
| 8     | 0.99            | 0.46            | 0.42            | 803 |

4 The code and model weight were taken from https://github.com/NVlabs/NVAE
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APPENDIX

A \textit{OBJECTIVE FOR UNSUPERVISED ATTACKS}

We start with defining the adversarial objective as a difference between the mean evaluated on the adversarial input \((x^a = x^r + \epsilon)\) and the mean evaluated on the reference point, namely:

\[
\Delta[q_\phi(z|x_r + \epsilon), q_\phi(z|x_r)] \overset{df}{=} \|\mu(x^r + \epsilon) - \mu(x^r)\|_2^2.
\] (6)

Since we consider a small perturbation \(\epsilon\), we assume that it is reasonable to use linear approximation of the change in \(\mu\). That is, we can approximate \(\mu(x^r + \epsilon)\) using on its value in \(x^r\) and Jacobian evaluated at \(x^r\).

\[
\mu(x^r + \epsilon) \approx \mu(x^r) + J_{x^r} \epsilon^T
\] (7)

If we plug that into the equation (6) we get an objective:

\[
\bar{\Delta}[q_\phi(z|x_r + \epsilon), q_\phi(z|x_r)] \overset{df}{=} \|\mu(x^r + \epsilon) - \mu(x^r)\|_2^2
\]
\[
\approx \|\mu(x^r) + J_{x^r} \epsilon^T - \mu(x^r)\|_2^2
\]
\[
= \|J_{x^r} \epsilon^T\|_2^2
\] (8)

Note, that matrix \(J_{x^r}\) does not depend on \(\epsilon\). Therefore, we only need to compute it once for a given reference point.

B DETAILS OF THE EXPERIMENTS

B.1 \(\beta\)-VAE

Architecture We use fully convolutional architecture with latent dimension 128. In Table 2 we provide detailed scheme of the architecture. We use Conv(3x3, 1->32) to denote convolution with kernel size 3x3, 1 input channel and 32 output channels. We denote stride of the convolution with \(s\) and padding with \(p\). The same notation applied for the transposed convolutions (ConvTranspose).

| Encoder | Decoder |
|---------|---------|
| Conv(3x3, 1->32, s=1, p=1) | ConvTranspose(3x3,128->256,s=1,p=0) |
| ReLU () | ReLU () |
| Conv(5x5, 32->64, s=2, p=0) | ConvTranspose(3x3,256->128,s=2,p=0) |
| ReLU () | ReLU () |
| Conv(5x5, 64->128, s=2, p=0) | ConvTranspose(4x4,128->64,s=2,p=0) |
| ReLU () | ReLU () |
| Conv(3x3,128->256,s=2,p=1) | ConvTranspose(4x4,64->1,s=2,p=1) |
| ReLU () | \(\mu_z \leftarrow \text{Sigmoid}()\) |
| \(\mu_z \leftarrow \text{Conv}(3x3,256->128,s=2,p=1)\) | \(\mu_z \leftarrow \text{Sigmoid}()\) |
| \(\log \sigma_z^2 \leftarrow \text{Conv}(3x3,256->128,s=2,p=1)\) | \(\mu_z \leftarrow \text{Sigmoid}()\) |

Optimization We use Adam to perform the optimization. We start from the learning rate \(5e-4\) and reduce it by the factor of 0.9 if the validation loss does not decrease for 10 epochs. We train a model for 500 epochs with the batch size 256.

Results In Table 3 we report negative log-likelihood (NLL) of the VAE with different values of parameter \(\beta\). We observe that the optimal value in terms of NLL is \(\beta = 1\). Larger values of \(\beta\) are supposed to improve robustness in exchange for the reconstruction quality.
Table 3: Test performance of the $\beta$-VAE with different values of $\beta$. Negative loglikelihood is estimated with importance sampling as suggested in (Burda et al., 2015).

| $\beta$ | $-\log p(x)$ | $\text{KL}[q_\phi(z|x)\|p(z)]$ |
|---------|--------------|---------------------------------|
| .5      | 234.9        | 22.5                            |
| 1       | **233.9**    | 15.1                            |
| 2       | 235.5        | 10.2                            |
| 4       | 239.0        | 6.8                             |
| 10      | 250.6        | **3.9**                         |

B.2 Adversarial Attack

In all the experiments we randomly select reference and target points from the test dataset. For the Fashion MNIST, we also ensure that the resulting samples are properly stratified — include an even number of points from each of the classes.

For supervised attacks, we learn one adversarial input for each possible pair of the target and reference point. For unsupervised attack we train 6 adversarial inputs for each reference point since we have noticed, that different initialization results in different adversarial inputs. In Table 4, we provide the summary of the total number of points considered.

Table 4: Number of reference, target and adversarial points considered for adversarial attacks.

| Dataset     | # of reference points | # of target points | # of adversarial points |
|-------------|------------------------|--------------------|-------------------------|
| Unsupervised Fashion MNIST | 50                     | —                  | 300                     |
| Supervised  Fashion MNIST    | 50                     | 10                 | 500                     |
| Supervised  CelebA            | 15                     | 3                  | 45                      |