A gauge redundancy-free formulation of compact QED with dynamical matter for quantum and classical computations
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We introduce a way to express compact quantum electrodynamics with dynamical matter on two- and three-dimensional spatial lattices in a gauge redundancy-free manner while preserving translational invariance. By transforming to a rotating frame, where the matter is decoupled from the gauge constraints, we can express the gauge field operators in terms of dual operators. In two space dimensions, the dual representation is completely free of any local constraints. In three space dimensions, local constraints among the dual operators remain but involve only the gauge field degrees of freedom (and not the matter degrees of freedom). These formulations, which reduce the required Hilbert space dimension, could be useful for both numerical (classical) Hamiltonian computations and quantum simulation or computation.

I. INTRODUCTION

Gauge theories appear in several important contexts in modern physics; most fundamentally, as the mechanism mediating the interactions in the standard model of particle physics. The role they play in physics could not be underestimated, but the same could be said about the challenge they impose due to their strongly coupled nature that requires the use of non-perturbative techniques. For decades, lattice gauge theories have provided a very fruitful toolbox for the study of gauge theories, by discretizing them on a lattice, either as a regularization scheme or as a computational approach, with quantum Monte Carlo. However, those numerical computations, performed in a Wick-rotated, Euclidean spacetime, still impose two major restrictions en route to a full understanding of gauge theories; one, is the impossibility to directly observe real-time dynamics in Euclidean spacetime, and the other is the well-known sign problem, which blocks the way to the study of several important physical phases in gauge theories, for example in quantum chromodynamics with a finite chemical potential.

Lattice gauge theories can either be formulated on a discretized spacetime or discretized space. The first approach is useful for the path integral, action formalism, which has been used widely for successful Monte-Carlo computations. The latter is well suited for a Hamiltonian approach. Besides the formulation proposed by Kogut and Susskind (and truncations thereof), there are other formulations such as the quantum link model and the prepotential formalism.

In the last few years, these Hamiltonian formulations have attracted more attention due to the development of new techniques in quantum many-body physics which might help overcome the aforementioned problems in the action formalism. One method involves quantum simulation of lattice gauge theories, that is, their mapping into quantum devices that can be controlled and manipulated as laboratory tabletop experiments - cold atoms, trapped ions, superconducting qubits or other atomic, optical or solid-state devices. Another approach uses classical computation with variational ansatz states (in particular tensor networks). The idea is to find classes of states which are efficiently computable but at the same time capture the relevant features of the theory under consideration.

Physical states in gauge theories need to satisfy local constraints (Gauss’ laws). This has implications both for quantum simulations and for classical computations with variational states. For the former, one has to make sure that experimental errors do not lead to a violation of gauge invariance. For the latter, the local constraints need to be incorporated in the variational ansatz. While in some cases these constraints can be useful for the construction of variational states (e.g. to build tensor network ansatz states), it makes it in general more difficult to find suitable ansatz states.

An alternative approach is to find a formulation of lattice gauge theories directly in terms of gauge-invariant variables. In a quantum simulation thereof, gauge invariance would be robust against experimental errors. For the construction of variational states, one could choose from a wider class of ansatz states due to the absence of constraints (e.g. generalizations of Gaussian states). Also since the required resources are reduced by going from the full Hilbert space to the physical subspace, it seems worthwhile to find gauge-invariant formulations while preserving as many symmetries of the original formulation as possible. So far, works in this direction have focused on (1 + 1)-dimensional lattice gauge theories with dynamical matter and pure gauge theories in 2 + 1 dimensions.

In this work we discuss compact quantum electrodynamics (cQED) in two and three space dimensions, including dynamical gauge fields and matter (either fermionic or bosonic) and show how one can express it in terms of dual variables that reduce the number of local constraints: in two space dimensions, no local constraints are left, while in three dimensions, those constraints do not involve the matter. The formulation preserves translational invariance and is based on the decomposition of lattice vector fields into longitudinal and transver-
sal parts, allowing us to decouple the matter from the constraints as a first step.

In the next section, we introduce the model in two space dimensions and review some lattice vector calculus basics that are required for our procedure. In section III, we proceed to introduce a unitary transformation that allows one to eliminate the matter from the constraints or, in other words, split the longitudinal and transversal components of the electric field. In section IV, we show how to formulate the transformed model in terms of dual variables, as in other dual schemes, which results in non-local gauge-matter interactions; we proceed and introduce another, new set of dual variables that makes this interaction local again and leads to Coulomb-type interactions. Finally, in section V, we discuss the generalization to three dimensions and review some lattice vector calculus basics that are required for our procedure. In section III, we proceed to introduce a unitary transformation that allows one to eliminate the matter from the constraints or, in other words, split the longitudinal and transversal components of the electric field. In section IV, we show how to formulate the transformed model in terms of dual variables, as in other dual schemes, which results in non-local gauge-matter interactions; we proceed and introduce another, new set of dual variables that makes this interaction local again and leads to Coulomb-type interactions. Finally, in section V, we discuss the generalization to three dimensions and differences to the two dimensional case.

Throughout the paper, we sum over doubly repeated indices, unless specified otherwise.

II. REVIEW OF THE RELEVANT MODELS

First, we shall restrict our discussion to a two-dimensional (2 + 1d) system, in which a compact U(1) gauge field is coupled to some dynamical matter degrees of freedom: either fermions, as in Kogut and Susskind’s formulation [4] or other forms of matter, as described below. The following discussion is valid for both periodic and open boundary conditions. We will use periodic boundary conditions (a torus); the differences, which arise in the case of open boundary conditions, are mentioned throughout the paper. For periodic boundary conditions we assume a square lattice of extent N × N, for open boundary conditions we consider (N + 1) × (N + 1) vertices, i.e., a lattice made of N × N plaquettes.

A. The Lattice

The matter degrees of freedom reside on the vertices (sites) of the lattice, labeled for periodic boundary conditions by integers x = (x₁, x₂) ∈ [0, ..., N − 1]² (for open boundary conditions (x₁, x₂) ∈ [0, ..., N]²), while the gauge fields - on the links, labeled by the vertex x from which they emanate and a direction i = 1, 2 to which they extend. The link labeled by x, i connects the vertex x with the vertex x + esture, where eᵢ is a unit vector pointing in the positive i direction.

We consider three different kinds of fields: Fields f(x), residing on the vertices x (such as matter fields or scalar fields), vector fields F(x), whose components Fᵢ(x) reside on the links of the lattice (such as vector potentials and electric fields) and pseudovector fields B(x) (such as the magnetic field), residing on the plaquettes (denoted by the vertex x at the bottom left corner).

We define difference operators - forward

\[ \Delta_i^{(+)} f(x) = f(x + \hat{e}_i) - f(x) \]  

and backward

\[ \Delta_i^{(-)} f(x) = f(x) - f(x - \hat{e}_i) \]  

(1)  

(2)

FIG. 1. Illustration of the lattice Laplacian \( \nabla^2 f(x) \) of a scalar field \( f(x) \) (left) and the lattice curl \( \nabla \times F(x) \) of a vector field \( F(x) \) (right). The lattice Laplacian at a vertex x involves all adjacent lattice sites. The resulting field resides again on the vertices. The lattice curl transforms a vector field, a field on the links, into a field on the plaquettes, where the plaqueette is labeled by the vertex at its bottom left corner.

(acting similarly on vector and pseudovector fields). Out of those, we can construct the lattice versions of the central differential operators in vector calculus:

1. The gradient of a scalar field on the vertices, is a vector field on the links, involving the field’s value on the links ends:

\[ (\nabla f(x))_i = \Delta_i^{(+)} f(x) = f(x + \hat{e}_i) - f(x) \]  

(3)

2. The divergence of a vector field on the vertices, is a scalar field. Its value on a vertex involves the values of the vector components of all the links surrounding it:

\[ \nabla \cdot F(x) = \Delta_i^{(-)} F_i(x) = \sum_i (F_i(x) - F_i(x - \hat{e}_i)) \]  

(4)

3. The Laplacian of a scalar field or a component of another field is given by combining the gradient and the divergence (see Fig. 1):

\[ \nabla^2 f(x) = \Delta_i^{(-)} \Delta_i^{(+)} f(x) = \sum_i (f(x + \hat{e}_i) + f(x - \hat{e}_i) - 4f(x)) \]  

(5)

4. The curl of a vector field gives rise to a pseudovector residing on the plaquettes (dual lattice sites) as illustrated in Fig. 1:

\[ \nabla \times F(x) = \epsilon_{ij} \Delta_i^{(+)} F_j(x) \]  

(6)

5. The curl of a pseudovector field on the plaquettes gives rise to a vector field on the links,

\[ (\nabla \times L(x))_i = \epsilon_{ij} \Delta_i^{(-)} L_j(x) \]  

(7)

where \( \epsilon_{ij} \) is completely antisymmetric.

As in the continuum, each vector field \( F(x) \) may be decomposed into the sum of longitudinal and transversal parts, \( F^L(x) \) and \( F^T(x) \) respectively,

\[ F(x) = F^L(x) + F^T(x) \]  

(8)
The longitudinal part is the gradient of some scalar function \( f(\mathbf{x}) \), and therefore, using the definitions above and similarly to the continuous case, it is curl-free:

\[
F^L(\mathbf{x}) = -\nabla f(\mathbf{x}) \iff \nabla \times F^L(\mathbf{x}) = 0 \tag{9}
\]

Similarly, the transversal part is the curl of some pseudovector, and its divergence vanishes:

\[
F^T(\mathbf{x}) = \nabla \times L(\mathbf{x}) \iff \nabla \cdot F^T(\mathbf{x}) = 0 \tag{10}
\]

The decomposition into transversal and longitudinal part (illustrated in Fig. 2), normally refereed to as the Helmholtz decomposition, is proven similarly to its continuum version, as discussed in Appendix B. This decomposition will be crucial in separating the dynamical (transversal) from the gauge-constrained (longitudinal) degrees of freedom.

**B. The Matter**

Matter particles reside on the vertices \( \mathbf{x} \). At each vertex we define an operator \( Q(\mathbf{x}) \) which measures the local charge. It has an integer spectrum, which may be bounded or not, depending on the nature of matter. The charge operators commute with one another,

\[
[Q(\mathbf{x}), Q(\mathbf{y})] = 0 \tag{11}
\]

We define, on each vertex, matter field operators \( \Psi(\mathbf{x}) \) which lower the local charge, and their hermitian conjugate which raise it:

\[
[Q(\mathbf{x}), \Psi^\dagger(\mathbf{y})] = -\delta(\mathbf{x}, \mathbf{y}) \Psi(\mathbf{x})
\]

\[
[Q(\mathbf{x}), \Psi^\dagger(\mathbf{y})] = \delta(\mathbf{x}, \mathbf{y}) \Psi^\dagger(\mathbf{y}) \tag{12}
\]

where \( \delta(\mathbf{x}, \mathbf{y}) \) is the Kronecker delta function for the lattice discrete coordinates (vertices).

There are various options to achieve these fairly general commutation relations. In the most common choice, the matter will be fermionic, and each vertex may host a single species, that is,

\[
[\Psi(\mathbf{x}), \Psi^\dagger(\mathbf{y})] = \delta(\mathbf{x}, \mathbf{y}); \quad [\Psi(\mathbf{x}), \Psi(\mathbf{y})] = 0 \tag{13}
\]

Then, following Susskind \[33\], we can define staggered charges, which split the lattice into two sublattices (even and odd) of particles and anti-particles,

\[
Q(x) = \begin{cases} \Psi^\dagger(x) \Psi(x), & \text{ if } x \text{ is even} \\ \Psi^\dagger(x) \Psi(x) - 1, & \text{ if } x \text{ is odd} \end{cases} \tag{14}
\]

On even sites, the charges can be 0, 1 while on odd ones -1, 0, in both cases when a fermion is absent or present, respectively. Otherwise, one can use naive or Wilson fermions \[34\], in which several spin components (two or four) are introduced at each vertex, and charges are defined with some choice of Dirac matrices implementing the Dirac-Clifford algebra. In all these fermionic options, the desired commutation relations \(11\) and \(12\) are satisfied.

One could also replace the fermionic matter field by a bosonic field, e.g. a complex scalar field, for which

\[
[\Psi(\mathbf{x}), \Psi^\dagger(\mathbf{y})] = [\Psi(\mathbf{x}), \Psi(\mathbf{y})] = 0 \tag{15}
\]

Each site can host both particles (created by the bosonic mode operator \( a^\dagger(\mathbf{x}) \)) and anti-particles (created by the bosonic mode operator \( b^\dagger(\mathbf{x}) \)), and we expand

\[
\Psi(\mathbf{x}) = \frac{1}{\sqrt{2}} \left( a(\mathbf{x}) + ib^\dagger(\mathbf{x}) \right) \tag{16}
\]

The charge operator,

\[
Q(\mathbf{x}) = a^\dagger(\mathbf{x}) a(\mathbf{x}) - b^\dagger(\mathbf{x}) b(\mathbf{x}) \tag{17}
\]

has, in this case, an infinite, non-bounded integer spectrum. The relations \(11\) and \(12\) are satisfied.

Another way to represent this type of matter field is in the polar representation,

\[
\Psi(\mathbf{x}) = R(\mathbf{x}) e^{i\varphi(\mathbf{x})} \tag{18}
\]

with two real, commuting scalar fields \( R(\mathbf{x}), \varphi(\mathbf{x}) \). In the presence of a Higgs potential and following the conventional quasi-classical treatment, the radial degree of freedom is fixed to a constant, \( R(\mathbf{x}) = R_0 \) and the remaining compact field \( \varphi(\mathbf{x}) \) is the Goldstone mode \[35\]. It is canonically conjugate to \( Q(\mathbf{x}) \), that is

\[
[\varphi(\mathbf{x}), Q(\mathbf{y})] = i\delta(\mathbf{x}, \mathbf{y}) \tag{19}
\]

(the radial field \( R(\mathbf{x}) \) has nothing to do with the charge even if it is not frozen; the reason it may be frozen in a Hamiltonian treatment of the Higgs mechanism is that the Hamiltonian does not contain any terms non-commuting with it, unlike with the angular field).

Typical Hamiltonian terms that involve only the matter will commute with the charge operators. For example, in the case
of staggered fermions, one typically uses the mass Hamiltonian \[ \mathcal{H}_m = m \sum_x (-1)^{x_1+x_2} \Psi^\dagger(x) \Psi(x) \] (20)

Or, in the case of the Higgs field, the charge Hamiltonian

\[ \mathcal{H}_Q = \frac{1}{2R_0^2} \sum_x Q^2(x). \] (21)

C. The Gauge Field

On each link of the lattice we introduce the Hilbert space of a particle on a ring, where the canonical pair of an angular, compact coordinate \( \phi_i(x) \) and its conjugate \( U(1) \) angular momentum operators \( E_i(x) \), which takes an integer, non-bounded spectrum, is defined, satisfying the canonical relation

\[ [\phi_i(x), E_j(y)] = i \hbar \delta_{ij} \delta(x,y). \] (22)

\( \phi \) plays the role of the (compact) vector potential while \( E \) is the electric field. The pure-gauge parts of the Hamiltonian are the electric energy term

\[ \mathcal{H}_E = \frac{g^2}{2} \sum_{x,i} E_i^2(x) = \frac{g^2}{2} \sum_x E_1(x) E_i(x) \] (23)

(with \( g^2 \) the coupling constant) and the magnetic energy,

\[ \mathcal{H}_B = -\frac{1}{g^2} \sum_x \cos(\phi_1(x) + \phi_2(x + e_1) - \phi_1(x + e_2) - \phi_2(x)) \] (24)

involving plaquette interactions. The argument of the cosine is nothing but the curl of the vector potential, which is the magnetic field - a pseudovector residing at the center of plaquettes (dual vertices):

\[ B(x) = \nabla \times \phi(x) = e_i \Delta^{(+)i} \phi_j(x) \] (25)

where \( e_i \) is the completely antisymmetric symbol. Therefore,

\[ \mathcal{H}_B = -\frac{1}{g^2} \sum_x \cos(B(x)) \] (26)

The remaining piece of the Hamiltonian couples the matter to the gauge fields. Conventional interaction terms (the result of standard minimal coupling procedures) involve charge hopping to the nearest neighbor vertex, combined with the increase or decrease of the electric field on the connecting link,

\[ \mathcal{H}_{\text{int}} = \sum_{x,i} \kappa_i \Psi^\dagger(x) e^{i\phi(x)} \Psi(x + \hat{e}_i) + h.c. \] (27)

with \( \kappa_i \) the tunneling amplitude (which might be position and/or direction dependent). In the case of naive/Wilson fermions, spin components are included, requiring to add some Dirac matrix coupling between them. In all these interactions, the gauge field on the links mediates the movement of the charge to maintain gauge invariance, as shall be discussed now.

D. Gauge Invariance and the Gauss Law

The full Hamiltonian of a lattice gauge theory as the one discussed above is

\[ H = H_E + H_B + H_{\text{int}} + H_m \] (28)

It has a local, or gauge symmetry; that is, there exist local operators \( \mathcal{G}(x) \), which all commute with the Hamiltonian

\[ [\mathcal{G}(x), H] = 0 \quad \forall x \] (29)

These local symmetry generators are nothing but the Gauss law operators, defined by the difference between the electric field divergence on a vertex and the local charge,

\[ \mathcal{G}(x) = \nabla \cdot \mathbf{E}(x) - Q(x) = \Delta^{(-)i} E_i(x) - Q(x) \]

\[ = \sum_i (E_i(x) - E_i(x - \hat{e}_i)) - Q(x) \] (30)

The commutation of all the local constants of motion \( \mathcal{G}(x) \) with the Hamiltonian splits the Hilbert space to different sectors, disconnected by the Hamiltonian dynamics, classified by the eigenstates of these operators \( q(x) \) which are nothing but static charge configurations, and thus these sectors are simply a formulation of a charge superselection rule; so-called physical states satisfy

\[ \mathcal{G}(x) \ket{\text{phys}} = q(x) \ket{\text{phys}} \quad \forall x \] (31)

or

\[ \Delta_i^{(-)} E_i(x) \ket{\text{phys}} = (Q(x) + q(x)) \ket{\text{phys}} \quad \forall x \] (32)

Below, we will always assume that the static charges \( q(x) \) are fixed, which we can do due to the superselection rule.

III. DECOUPLING THE MATTER

In order to arrive at a redundancy-free formulation, it is important to single out the degrees of freedom which are constrained by the Gauss law constraints. By inspection of eq. (22), it becomes clear that the longitudinal part of the electric field is completely determined by the charge configuration in the physical Hilbert space. The divergence-free (transversal) part of the electric field is not affected by these constraints.

Compared to previous references where only static charges were considered, it is not as straightforward in the presence of dynamical matter to write down a Hamiltonian in terms of transversal gauge field degrees of freedom. This is due to the appearance of gauge-matter interactions \( H_{\text{int}} \), which involve the longitudinal component of the gauge field, whereas in the magnetic Hamiltonian \( \mathcal{H}_B \) only the transversal component contributes.

The idea is to find a unitary transformation to a frame in which the longitudinal part of the gauge field disappears from the Hamiltonian (one can intuitively think about it as rotating to a frame such that Coulomb gauge holds in the physical subspace, \( \Delta_i^{(-)} \phi_i(x) = 0 \)).
A unitary transformation $\mathcal{U}$, which accomplishes that, can be defined as

$$\mathcal{U} = \exp\left(-i \sum_x \phi_i(x) \beta_i(x)\right)$$ (33)

with

$$\beta_i(x) = -\sum_y \Delta_{ix}^{(+)} G(x, y) (Q(y) + q(y))$$ (34)

where $G(x, y)$ is the Green’s function of the (negative) lattice Laplacian (see Appendix A). $\beta_i(x)$ is nothing but the longitudinal electric field in the physical Hilbert space before the transformation: $\beta(x) |\text{phys} \rangle = E_i^L(x) |\text{phys} \rangle$ (see Appendix B for details).

We start by studying the effect of this transformation on the Gauss law in eq. (32). It is clear that the charge operator $Q(x)$ commutes with the transformation:

$$\mathcal{U} Q(x) \mathcal{U}^\dagger = Q(x).$$ (35)

The electric field gets shifted by $\beta$:

$$\mathcal{U} E_i(x) \mathcal{U}^\dagger = E_i(x) + \beta_i(x)$$ (36)

Thus, the divergence of the electric field gives

$$\mathcal{U} \Delta_i^{(-)} E_i(x) \mathcal{U}^\dagger = \Delta_i^{(-)} E_i(x) - \sum_y \Delta_{ix}^{(-)} \Delta_{iy}^{(+)} G(x, y) (Q(y) + q(y))$$

$$= \Delta_i^{(-)} E_i(x) + Q(x) + q(x)$$

Hence, the physical states in the rotated frame, $|\text{phys} \rangle \equiv \mathcal{U} |\text{phys} \rangle$, obey the transformed matter-free Gauss law,

$$\Delta_i^{(-)} E_i(x) |\text{phys} \rangle = 0 \quad \forall x$$ (37)

or, in other words, the electric field in the physical subspace is transversal (divergence-free) after the unitary transformation $\mathcal{U}$. This was to be expected since we removed the longitudinal part of the electric field (in the physical subspace).

Note that the spectrum of $E_i(x)$ has changed: the integer spectrum becomes fractional after the transformation. As shown in [28, 29], every charge configuration introduces in the physical Hilbert space a certain constant shift in the original integer spectrum of the electric field. However, in the presence of dynamical matter, the different static charge sectors get mixed due to the gauge-matter interactions. Therefore, the spectrum is a shifted integer spectrum where the shift is not fixed but depends on the charge configuration.

In the next step, we consider the transformation of the electric part of the Hamiltonian. Using (36) and (34), we obtain that the transformed electric Hamiltonian has three parts,

$$\tilde{H}_E = \mathcal{U} H_E \mathcal{U}^\dagger$$

$$= \frac{g^2}{2} \sum_{x,i} \left( E_i(x) - \sum_y \Delta_{ix}^{(+)} G(x, y) (Q(y) + q(y)) \right)^2$$ (39)

$$= \tilde{H}_E^L + \tilde{H}_E^T + \tilde{H}_E^D$$

The first term will have the same mathematical form as the pre-transformed Hamiltonian, but now, in the physical Hilbert space, will only correspond to the transversal parts of the field (which no longer possess an integer spectrum),

$$\tilde{H}_E^L = \frac{g^2}{2} \sum_{x,i} E_i^L(x) = \frac{g^2}{2} \sum_{x} E_i(x) E_i(x)$$ (40)

The second part is the purely longitudinal one, taking the form

$$\tilde{H}_E^T = -\frac{g^2}{2} \sum_{x,y,q} \Delta_{ix}^{(-)} \Delta_{iy}^{(+)} G(x, y) (Q(y) + q(y)) \times G(x, y') (Q(y') + q(y'))$$ (41)

where in the first row we used a lattice analogue of integrating by parts (which is valid for both periodic and open boundary conditions) and in the second row the definition of the Green’s function. The resulting interaction between the charges (both dynamical and static) is of Coulomb-type, since the Green’s function $G(x, y)$ is nothing but the lattice Coulomb potential generated by a unit charge at $x$ experienced by another unit charge at $y$.

The third part involves the cross terms. If we write it as

$$\tilde{H}_E^D = -g^2 \sum_{x,y,i} E_i(x) \Delta_{ix}^{(+)} G(x, y) (Q(y) + q(y))$$

$$= g^2 \sum_{x,y,i} \Delta_{ix}^{(-)} E_i(x) G(x, y) (Q(y) + q(y))$$ (42)

it becomes clear that it vanishes in the physical Hilbert space using the transformed Gauss law in eq. (38). Intuitively, it can be understood since it corresponds to the scalar product of the longitudinal and transversal component of the electric field. We are only interested in the physical subspace and will therefore neglect this term in following.

To study the transformation of the matter degrees of freedom it is useful to rewrite the transformation $\mathcal{U}$ in the following way:

$$\mathcal{U} = \exp\left(\sum_{x,y} \phi_i(x) \Delta_{ix}^{(+)} G(x, y) (Q(y) + q(y))\right)$$ (43)

$$= \exp\left(-i \sum_{x,y} (Q(x) + q(x)) G(x, y) \Delta_{ix}^{(-)} \phi_i(y)\right)$$
(where we used again the lattice analog of integrating by parts). Using \( (11) \) and \( (12) \), we obtain the transformation rule of the charge raising operator,

\[
\mathcal{U} \Psi^l (x) \mathcal{U}^l = \Psi^l (x) \exp \left( -i \sum_y G(x, y) \Delta^{(\cdot)} \phi_l (y) \right)
\]

(44)

\[\begin{array}{c}
\hat{H}_{\text{int}} = \mathcal{U} H_{\text{int}} \mathcal{U}^l = \sum_{x, i} t_{x, i} \Psi^l (x) \exp \left[ i \left( \phi_l (x) + \sum_y \Delta^{(\cdot)} G(x, y) \Delta^{(-)} \phi_l (y) \right) \right] \Psi (x + \hat{e}_i) + h.c.
\end{array}\]

(45)

Using the Helmholtz decomposition (see Appendix B for details), one obtains that the longitudinal part of \( \phi_l (x) \) is given by

\[
\phi^L_l (x) = -\Delta^{(\cdot)} \sum_y G(x, y) \Delta^{(-)} \phi_l (y)
\]

(46)

and hence we remain only with the transversal, divergence free field in the transformed interaction Hamiltonian,

\[
\hat{H}_{\text{int}} = \sum_{x, i} t_{x, i} \left( \Psi^l (x) e^{i \phi_l (x)} \Psi (x + \hat{e}_i) + h.c. \right)
\]

(47)

This can also easily be checked by taking the lattice divergence of the argument in the exponential in eq. (45).

\[\hat{H}_B \]

does not change under the transformation, because it commutes with \( \mathcal{U} \), i.e. \( \hat{H}_B = H_B \). It depends on the \( \text{curl} \) of the vector potential \( \phi \) so that only the transversal part of \( \phi \) contributes (since the longitudinal one is curl-free). Therefore, \( \hat{H}_B \) can be formulated with the transversal field only,

\[
\hat{H}_B = -\frac{1}{g^2} \sum_x \cos \left( \epsilon_{ij} \Delta^{(\cdot)} \phi^T_l (x) \right)
\]

(48)

\[\begin{array}{c}
H_m \text{ commutes with } \mathcal{U} \text{ as well, and thus } \hat{H}_m = H_m.
\end{array}\]

Hence, after the transformation, the Hamiltonian depends only on the transversal component of the vector potential, \( \phi^T_l \), so that we indeed transformed to a frame where the lattice version of Coulomb gauge holds. We can therefore proceed to formulate the remaining transversal degrees of freedom in terms of dual variables. For that, we will restrict ourselves from now on to the physical Hilbert space.

IV. DUAL FORMULATION

In the transformed picture, the Gauss law \( (32) \) becomes decoupled from the matter degrees of freedom, leaving the electric field transversal \( (33) \). Therefore it makes sense to change from the gauge field variables on the links to another set of variables that will respect this transversal nature of the electric field. This will allow us to directly incorporate the Gauss law constraint \( (38) \), making the formulation manifestly gauge-invariant.

Since the electric field in the physical Hilbert space of the transformed frame is transversal, we may express it as the curl of a pseudovector field \( L(x) \) defined on the plaquettes (dual lattice sites), \( \nabla \times L(x) \). If we apply the lattice curl again, this gives rise to a Poisson equation for \( L(x) \) in terms of \( E_i(x) \), whose solution is

\[
L(x) = \sum_y G(x, y) \epsilon_{ij} \Delta^{(\cdot)} E_j (y)
\]

(49)

Using that, one can show that \( L(x) \) is canonically conjugate
to the magnetic field,

\[ [B(x), L(y)] = i\delta(x, y) \] (50)

The idea behind these variables is that all transversal configurations of the electric field are made out of loops and the local \( B/L \)-variables are a good basis to construct these loops. However, with periodic boundary conditions there are two global loops (up to modifications by plaquette operators, similar to the toric code) that can not be created out of the \( B/L \)-variables (they do not appear in the case of open boundary conditions). These are independent variables, denoted as \( B_1, L_1 \) and \( B_2, L_2 \). We choose the \( B_1/L_1 \)-variable to wind around the torus along the \( \hat{e}_1 \)-axis whereas the \( B_2/L_2 \)-variable is chosen to wind around the torus along the \( \hat{e}_2 \)-axis. The sets of degrees of freedom in the dual formulation for both periodic and open boundary conditions are illustrated in Fig. 3 exemplary for a 3 \times 3 lattice. Therefore, to express the electric field in terms of \( L \)-variables for periodic boundary conditions, we need in addition to the curl of \( L \) the contributions of the global loops, i.e.

\[ E_i(x) = \epsilon_{ij} \Delta_2^{-1} L(x) + \delta_{x,0} L_i \] (51)

with \( i \neq j \). The second term is only present on the two axes and vanishes completely for open boundary conditions. By formulating the theory in terms of dual variables, there are no local constraint left. However, there is a global constraint left (in case of periodic boundary conditions, this is not the case for open boundary conditions) which can be seen by summing eq. (25) over the whole lattice:

\[ \sum_x B(x) \big|_{\text{phys}} = 0 \] (52)

This is intuitively clear since raising the electric flux around every plaquette should give the same state (on a lattice with periodic boundary conditions). To convince us that the number of physical degrees of freedom in the dual formulation matches the number in the original formulation we can do a short counting of degrees of freedom. We can neglect the matter degrees of freedom in this calculation since it is the same in both cases.

Starting with periodic boundary conditions, there are in the original formulation \( 2N^2 \) links and \( N^2 - 1 \) Gauss laws (the constraint at one vertex is redundant). The number of physical degrees of freedom is thus \( N^2 + 1 \). In the dual formulation, we have \( N^2 \) plaquette variables, two global loop variables and one global constraint, which amounts also to \( N^2 + 1 \) physical degrees of freedom.

With open boundary conditions, there are originally \( 2N(N+1) \) links and \((N+1)^2 - 1 \) Gauss law constraints, i.e. \( N^2 \) physical degrees of freedom. In the dual formulation, there are \( N^2 \) plaquette variables which are not subject to any constraints, thus giving the same number of physical degrees of freedom.

We can now rewrite the transformed Hamiltonian in terms of the dual variables. This does not change \( \tilde{H}_m \) and \( \tilde{H}_E \), the magnetic part will now be non-interacting,

\[ \tilde{H}_B = -\frac{1}{g^2} \sum_x \cos (B(x)). \] (53)

Following eq. (51), the transversal electric part will involve some local interactions,

\[ \tilde{H}_E^c = \frac{g^2}{2} \sum_{x,j} \left( \epsilon_{ij} \left( L(x) - L(x - \hat{e}_j) \right) + \delta_{x,0} L_i \right)^2 \] (54)

where the last term denotes the contribution of the two global loops which is only present on the axes \( (x_1 = 0 \) or \( x_2 = 0) \). This term drops out in the case of open boundary conditions.

To rewrite the gauge-matter interactions in terms of dual variables, we express the transversal part of the gauge field in terms of the magnetic field \( B(x) \) (the calculation of the shifts \( s_{x,i}(y) \) is presented in Appendix B)

\[ \phi_i^T(x) = \sum_y s_{x,i}(y) B(y) \] (55)

(note that the sum over \( y \) also contains the two global loops \( B_1 \) and \( B_2 \)). The gauge-matter interactions then take the form

\[ \tilde{H}_{int} = \sum_{x,j} f_{x,i} \Psi^\dagger(x) e^{i \sum_y s_{x,i}(y) B(y)} \Psi(x + \hat{e}_j) + h.c. \] (56)

The hopping of a matter degree of freedom from some vertex \( x \) to an adjacent vertex \( x + \hat{e}_i \) introduces shifts \( s_{x,i}(y) \) \((-1/2 < s_{x,i}(y) \leq 1/2) \) in the \( L(y) \) operators since \( B \) is canonically conjugate to \( L \). This can be understood in the following way: the hopping changes the electric field configuration (by raising/lowering the electric field on that link) and the change in the transversal part of the electric field is characterized by the \( s \)-shifts. Although the size of these shifts decays with distance to the link where hopping occurs, the interaction involves many degrees of freedom which might be difficult to deal with, in particular for a quantum simulation. Summing up, the whole transformed Hamiltonian in the dual formulation with \( B/L \)-variables takes the form

\[
\tilde{H} = H_m + \frac{g^2}{2} \sum_{x,i} \left( \epsilon_{ij} \left( L(x) - L(x - \hat{e}_j) \right) + \delta_{x,0} L_i \right)^2 + \frac{g^2}{2} \sum_{x,y} \left( Q(x) + q(x) \right) G(x, y) \left( Q(y) + q(y) \right)
- \frac{1}{g^2} \sum_x \cos (B(x)) + \sum_{x,i} f_{x,i} \Psi^\dagger(x) e^{i \sum_y s_{x,i}(y) B(y)} \Psi(x + \hat{e}_i) + h.c.
\] (57)
with \( i \neq j \). In the case of open boundary conditions, the global loop contributions in \( \hat{H}_E^T \) and \( H_{int} \) vanish.

We proceed to define another canonical pair of operators which makes the gauge-matter interactions local again. The idea is to carry out the same procedure as before but now with the transversal component of the gauge field \( \phi^T(x) \) as a starting point, instead of the electric field.

In complete analogy to eq. \( (51) \), we can express \( \phi^T(x) \) by a compact field on the plaquettes \( \theta(x) \) (and for periodic boundary conditions two additional global loops \( \theta_1 \) and \( \theta_2 \)), such that

\[
\phi^T_i(x) = \epsilon_i \Delta_j^{(+)} \theta(x) + \delta_{x_i,0} \theta_i
\]

with \( i \neq j \). As before, the global loop contribution vanishes for open boundary conditions. The expression for \( \theta \) in terms of \( \phi \) has the same form as the expression for \( L \) in terms of \( E \) in eq. \( (49) \):

\[
\theta(x) = \sum_y G(x,y) \epsilon_i \Delta_j^{(+)} \phi_j(y)
\]

The canonically conjugate variable to \( \theta \) is the curl of the electric field,

\[
M(x) = \epsilon_i \Delta_j^{(+)} E_j(x)
\]

Since \( E_i(x) \) is integer-valued, \( M(x) \), as the sum of integer-valued operators, will also have an integer spectrum. Using the expression for \( \theta \) in terms of \( \phi \) from eq. \( (59) \), the definition of \( M \) in terms of \( E \) in eq. \( (60) \), one can show that also \( \theta \) and \( M \) fulfill the canonical commutation relations,

\[
[\theta(x), M(y)] = i\delta(x,y).
\]

Analogous to the \( B/L \)-variables, there are two global non-contractible loops denoted as \( \theta_1/M_1 \) and \( \theta_2/M_2 \) winding along the respective axis (again, this is only the case for periodic boundary conditions, not the for open ones). Since both dual formulations share the same locations on the lattice, the counting of degrees of freedom can be done in the same way as for the \( B/L \)-variables. The relation between the two sets of dual variables is illustrated in Fig. 4.

If we express the gauge-matter interactions in terms of the newly introduced field \( \theta(x) \), we arrive at

\[
\hat{H}_{int} = \sum_{x,i} \epsilon_i \Psi^{\dagger}(x) e^{i(\epsilon_i \Delta_j^{(+)} \theta(x) + \delta_{x_i,0} \theta)} \Psi(x + \hat{e}_j) + h.c.
\]

with \( i \neq j \), a local interaction again (up to the contribution of the global loops \( \theta \), which is only present on the two axes and vanishes in the case of open boundary conditions). It has the following interpretation: when a matter charge hops from vertex \( x \) to a neighboring site, say \( x + \hat{e}_1 \), the curl of the electric field on the plaquette above the link gets raised by one and the curl of the electric field on the plaquette below the link gets lowered by one. In the case of bosonic matter as discussed in Sec. II B the gauge-matter interactions become completely symmetric between the matter and gauge field degrees of freedom.

To express the transversal part of the electric energy in terms of the \( M \)-variables, we need to find a relation between the \( M \)- and \( L \)-variables which can then be inserted in the formula for \( \hat{H}_E^T \) in terms of \( L \), eq. \( (54) \). Such a relation can be obtained by plugging the electric field in terms of \( L \), eq. \( (51) \), into the definition of \( M \), eq. \( (60) \):

\[
M(x) = -\nabla^2 L(x) + \epsilon_i \Delta_j^{(+)} \delta_{x_i,0} L_j
\]

The second term is a boundary term coming from the global loops (only present for periodic boundary conditions). For open boundary conditions, the relation contains only the first term, leading to a Poisson equation on the plaquettes. Thus, for open boundary conditions, \( L \) can be expressed in terms of \( M \) by the Green’s function. Inserting this in eq. \( (54) \) and using the lattice analog of integrating by parts, gives a Coulomb interaction between the \( M \)-variables. For periodic boundary conditions, this interaction potential is slightly modified by boundary effects due to the second term in eq. \( (63) \), i.e.

\[
\hat{H}_E^T = \frac{e^2}{2} \sum_{x,y} M(x) \tilde{G}(x,y) M(y)
\]

where \( \tilde{G}(x,y) \) denotes the modified interaction potential. Note that it also includes interactions with the two global variables, i.e. the sum above contains also \( M_1 \) and \( M_2 \) (for its
We consider the electric Hamiltonian (upper row), the magnetic Hamiltonian (middle row) and the gauge-matter interactions (lower row). We leave out the mass part since it is not altered by the transformation so that the only difference is that the matter degrees of freedom participating in it are not subject to local constraints anymore. While the electric Hamiltonian in the original formulation is the sum over the square of the electric field on every link, in the dual picture it is split into a longitudinal part and a transversal part. The longitudinal part of the electric field is completely fixed by the charge configuration which gives in the rotated frame rise to Coulomb interactions (given by the Green’s function $G(x, y)$ but named $V_{Coul}(x, y)$ in the figure for illustrative purposes) between charges $Q(x)$ and $Q(y)$. The transversal part depends on the dual formulation: For the $B/L$-variables the transversal electric field is just the lattice curl of $L$ so that the electric Hamiltonian on a link involves only the two neighboring plaquettes. For the $\theta/M$-variables one can show that the transversal electric Hamiltonian leads to Coulomb interactions among the $M$-variables, thus generating very similar interactions as between the charges. The magnetic Hamiltonian in the original formulation is a four-body interactions among the links: it is the sum of a raising and a lowering operator of the electric field around the plaquette (in the figure we show the effect of the raising operator in the electric basis). In terms of the $B/L$-variables, since $B$ is the lattice curl of the gauge field around a plaquette, it is a one-body term, raising the $L$-variable by one. In terms of the $\theta/M$-variables, it is a five-body interaction, corresponding to the (negative) Laplacian of $\theta$, which raises the $M$-variable in the center by four and lowers it on the neighboring plaquettes by one. The gauge-matter interactions describe the effect of a hopping matter degree of freedom on the gauge field. In the original formulation, the electric field along the link gets raised by one (lowered for hopping in the other direction). In the rotated frame, only changes in the transversal part of the electric field need to be taken into account. In terms of the $B/L$-variables, since the $L$-variables generate the transversal part of the electric field, this change can be expressed by shifting the $L$-variables by the proper amount. These shifts $s_{x_i}(y)$ are shown in the figure (for their calculation see Appendix B). They decay away from the link where hopping occurs, which can already be seen on the $3 \times 3$ lattice. In terms of the $\theta/M$-variables, since the curl of the electric field is only affected on the two neighboring plaquettes, the gauge-matter interactions become local.
exact form see Appendix C). For open boundary conditions, \( \tilde{G}(x, y) \) reduces to \( G(x, y) \). Thus, the interactions between the curls of the electric field on the plaquettes are of Coulomb type; it shows some strong similarity with the longitudinal part \( \tilde{H}_E \) in eq. (41) where exactly the same interaction appears between the matter degrees of freedom. The last remaining part is the magnetic Hamiltonian. If we express \( B \) in terms of \( \theta \) in the same way as we did for \( M \) in terms of \( L \) in eq. (65), we can write down \( \tilde{H}_B \) in terms of \( \theta \), following eq. (53):

\[
\tilde{H}_B = -\frac{1}{g^2} \sum_x \cos \left( -\nabla^2 \theta (x) + \epsilon_{ijk} \delta_{x,0} \delta_{ij,0} \theta_j \right) \tag{65}
\]

\[
= -\frac{1}{g^2} \sum_x \cos \left( 4\theta (x) - \theta (x + \hat{e}_1) - \theta (x + \hat{e}_2) \right)
\]

\[
- \theta (x - \hat{e}_1) - \theta (x - \hat{e}_2)
\]

\[
+ (\delta_{x,1} - \delta_{x,1}) \theta_1 + (\delta_{x,0} - \delta_{x,1}) \theta_2
\]

\[
\tilde{H} = H_m + \frac{g^2}{2} \sum_{x,y} \left[ (Q(x) + q(x)) G(x, y) (Q(y) + q(y)) + M(x) \tilde{G}(x, y) M(y) \right]
\]

\[
- \frac{1}{g^2} \sum_x \cos \left( -\nabla^2 \theta (x) + \epsilon_{ijk} \delta_{x,0} \delta_{ij,0} \theta_j \right) + \sum_{x,i} \Psi^\dagger (x) e^{i(\epsilon_{ijk} \delta_{x,0} \theta_i + \delta_{i,0} \theta_j)} \Psi (x + \hat{e}_i) + h.c.
\]

with \( i \neq j \). The link variables, the angle \( \phi_i (x) \) and the integer-valued \( E_i (x) \), and the multiple local constraints imposed by the Gauss law (32) are replaced by the dual plaquette variables, the angle \( \theta (x) \) and the integer-valued \( M(x) \), and the single global constraint (66). For open boundary conditions, the formulation simplifies since the modified interaction potential \( \tilde{G}(x, y) \) reduces to \( G(x, y) \) and the global loop contributions corresponding to \( \theta_1 \) and \( \theta_2 \) drop out of the gauge-matter interactions and the magnetic interactions, rendering them completely local. Moreover, there is no global constraint left, making the formulation manifestly gauge-invariant. The reason why periodic boundary conditions are more difficult to deal with in the presence of dynamical matter as compared to static matter is that the two global loops around the torus become dynamical due to the appearance of gauge-matter interactions. Thus, the choice of open boundary conditions should be preferred, in particular for quantum simulations as open boundary conditions are much more natural from an experimental point of view. To summarize, the required interactions for open boundary conditions in the original approach, the formulation in terms of \( B/L \)-variables and in terms of \( \theta/M \)-variables are illustrated in Fig. 3 exemplary for a \( 3 \times 3 \) lattice.

where the contributions of the global variables \( \theta_1 \) and \( \theta_2 \) are only present on plaquettes sharing a link with the \( \hat{e}_1 \)- or \( \hat{e}_2 \)-axis. They vanish completely for open boundary conditions and the magnetic Hamiltonian becomes a local interaction - a five-body one, involving a plaquette and its neighbors.

Analogously to the dual formulation with \( B \) and \( L \), there is also a global constraint for the formulation in terms of \( \theta \) and \( M \). This constraint on physical states can be obtained if we sum eq. (60) over the whole lattice (again, this only holds true for periodic boundary conditions, it is not the case for open boundary conditions).

\[
\sum_x M(x) \mid \text{phys} \rangle = 0 \tag{66}
\]

Overall, the original formulation of the lattice gauge theory has been replaced in this dual formulation of the transformed picture by (assuming periodic boundary conditions)

\[
\tilde{H} = H_m + \frac{g^2}{2} \sum_{x,y} \left[ (Q(x) + q(x)) G(x, y) (Q(y) + q(y)) + M(x) \tilde{G}(x, y) M(y) \right]
\]

\[
- \frac{1}{g^2} \sum_x \cos \left( -\nabla^2 \theta (x) + \epsilon_{ijk} \delta_{x,0} \delta_{ij,0} \theta_j \right) + \sum_{x,i} \Psi^\dagger (x) e^{i(\epsilon_{ijk} \delta_{x,0} \theta_i + \delta_{i,0} \theta_j)} \Psi (x + \hat{e}_i) + h.c.
\]

\[
\nabla \times \mathbf{F}(x) = \epsilon_{ijk} F_k (x) \tag{69}
\]

while the curl of a pseudovector field will be a regular vector field on the links,

\[
\nabla \times \mathbf{L}(x) = \epsilon_{ijk} L_k (x) \tag{70}
\]

If we fix \( i = 3 \), we recover the expressions for two space dimensions.

The original Hamiltonian \( H \) in eq. (28) is straightforwardly generalized: \( H_m \) still runs over all vertices, \( H_E \) and \( H_M \) over all links (each vector now contains three components) and \( H_B \)

V. THREE SPACE DIMENSIONS

In this section we consider the generalization of the previous discussion to \( 3 + 1 \)d, i.e. three space dimensions. Difference operators are defined exactly in the same manner as in the two dimensional settings of section II A, as well as the gradient and the divergence. The Laplacian’s definition changes by a numerical factor, to

\[
\nabla^2 f(x) = \Delta_3^{(-)} \Delta_3^{(+)} f(x) = \sum_{i=1,2,3} (f (x + \hat{e}_i) - f (x - \hat{e}_i)) - 6f (x) \tag{68}
\]

We need to generalize the definitions of the curl. The curl of a vector field on the links will be a pseudovector field residing at the centers of plaquettes,

\[
\nabla \times \mathbf{F}(x)_i = \epsilon_{ijk} F_k (x) \tag{69}
\]

while the curl of a pseudovector will be a regular vector field on the links,

\[
\nabla \times \mathbf{L}(x)_i = \epsilon_{ijk} L_k (x) \tag{70}
\]

The original Hamiltonian \( H \) in eq. (28) is straightforwardly generalized: \( H_m \) still runs over all vertices, \( H_E \) and \( H_M \) over all links (each vector now contains three components) and \( H_B \)
now includes three differently oriented plaquette interactions (not a single one as for two space dimensions), taking the form
\[
H_B = -\frac{1}{g^2} \sum_{x,y} \cos \left( \epsilon_{ij} \Delta_i^{(j)} \phi_k (x) \right)
\]  
(71)
which we will express in terms of the magnetic field variables
\[
B_i (x) = \epsilon_{ijk} \Delta_j^{(k)} \phi_k (x)
\]  
(72)
The Gauss law takes the same form (32), this time with the three-dimensional divergence.

Decoupling the matter can be done with the same transformation $\mathcal{U}$ used in section III, now in a three dimensional space and with the $d = 3$ Green’s function (see Appendix A) instead of the two dimensional one used above. Most of the transformed parts of the Hamiltonian will have an identical form as in the $d = 2$ case, with the straightforward dimensional generalization - $H_E^T, H_L^T$ and $H_{int}^T$ - Eqs. (40), (41) and (47) respectively. Also the Gauss law transforms in the same manner, i.e. it gets decoupled from the matter degrees of freedom as in eq. (38). $H_m$ and $H_B$ still commute with the transformation $\mathcal{U}$.

The crucial difference in three space dimensions appears when formulating the transformed Hamiltonian in terms of dual variables. We start with the dual formulation in terms of $U$ in eq. (38). The crucial difference in three dimensions is that $\Delta_i^{(j)}$ the curvature of a pseudovector field on the plaquettes, can be generalized in a similar fashion. We first define a pseudovector field on the plaquettes, $L_k (x)$, after the transformation as the curl of a pseudovector $L_k (x)$. Thus, the definition of eq. (51) is replaced by
\[
E_i (x) = \epsilon_{ijk} \Delta_j^{(k)} L_k (x) + \delta_{x_0,0} \delta_{x_0,0} L_i.
\]  
(75)
with $i \neq j \neq k$. The $B_1/L_1^T$, $B_2/L_2^T$ and $B_3/L_3^T$-variables correspond to the three global loops winding around the lattice along a specific axis (only present for periodic boundary conditions). One can show that, similarly to the two-dimensional case, the $B$- and $L$-variables fulfill canonical commutation relations,
\[
[B_i (x) , L_j (y)] = i \delta_{ij} \delta (x,y).
\]  
(76)

Similar to the two dimensional case, we can perform a counting of degrees of freedom. For that we can neglect the matter degrees of freedom since their number is the same in both formulations. In the case of periodic boundary conditions, we have in the original link formulation $3N^3$ links and $N^3$ vertices, thus $N^3 - 1$ independent Gauss laws, leading to $2N^3 + 1$ physical gauge degrees of freedom. In the dual formulation, there are $3N^3$ plaquettes, 3 global loop variables winding around the lattice, $N^3 - 1$ independent cube constraints as in eq. (73) and three global constraints, giving also a total of $2N^3 + 1$ physical gauge degrees of freedom.

In the case of open boundary conditions, we have in the original formulation $3N(N+1)^2$ links and $(N+1)^3$ vertices, i.e. $(N+1)^3 - 1$ Gauss law constraints and thus $2N^3 + 3N^2$ physical gauge degrees of freedom. In the dual formulation, we have $3N^2(N+1)$ plaquettes and $N^3$ cube constraints, resulting also in $2N^3 + 3N^2$ physical gauge degrees of freedom.

The (transversal) electric Hamiltonian written in terms of the $L$-variables takes a similar form as in the two-dimensional case,
\[
H_E^T = \frac{g^2}{2} \sum_{x,y} \left( \epsilon_{ijk} \Delta_j^{(k)} L_k (x) + \delta_{x_0,0} \delta_{y_0,0} L_j \right)^2
\]  
(77)
with $i \neq j \neq k$ (the second term vanishes for open boundary conditions). The difference in three dimensions is that $L$-variables on four plaquettes (the ones containing the link) are required to express the transversal part of the electric field. The magnetic Hamiltonian is still a one-body term, as in two dimensions, which can be seen from eq. (71) and (72). The gauge-matter interactions have the same form as in (50) with the difference that the shifts $s_{x_0} (y)$ in the $L (y)$ variables in (53) are computed with the three-dimensional Green’s function (see Appendix A). Although this interaction involves many degrees of freedom, the shifts decay away from the link $(x,i)$ (and even faster in three dimensions) which might allow to neglect contributions above some certain distance.

The dual formulation in terms of the $\theta$- and $M$-variables can be generalized in a similar fashion. We first define a pseudovector field on the plaquettes, $\theta_k (x)$, whose curl generates the transversal part of the gauge field (in addition to the global loop variables $\theta_l$):
\[
\phi_i^T (x) = \epsilon_{ijk} \Delta_j^{(k)} \theta_k (x) + \delta_{x_0,0} \delta_{x_0,0} \theta_i.
\]  
(78)
with $i \neq j \neq k$ (the second term vanishes for open boundary conditions). We also define $M$-variables as the curl of the electric field
\[
M_i (x) = \epsilon_{ijk} \Delta_j^{(k)} E_k (x)
\]  
(79)
With the same reasoning as for the $B$-variables, we obtain similar local constraints as in eq. (73) for the $M$-variables

$$\Delta^+ M_i(x) \mid \text{phys} = 0 \quad \forall x \quad (80)$$

and the commutation relations

$$[\theta_i(x), M_j(y)] = i \delta_{ij} \delta(x, y). \quad (81)$$

As in the two-dimensional case, the operators $M_i(x)$ have an integer spectrum. For periodic boundary conditions, the physical states need to fulfill the global constraints in eq. (74), with $B$ replaced by $M$. The counting of degrees of freedom can be performed in the same way as for the $B/L$-variables.

The gauge-matter interactions written in terms of the $\theta$-variables result again in local interactions (up to contributions from the global loop variables $\theta_l$ which are only present for periodic boundary conditions and then only on the axes),

$$\tilde{H}_{\text{int}} = \sum_{x, i, j} \epsilon_{x, j} \Psi^\dagger(x) e^{i \epsilon_{i, j, k} \theta_{x, j} + \delta_{i, j, 0} \theta_0} \Psi(x + \hat{e}_j) + h.c. \quad (82)$$

with $i \neq j \neq k$. In three dimensions four plaquettes are contributing compared to two in the two-dimensional case. If we express the magnetic interactions in terms of the $\theta$-variables, we obtain

$$H_B = -\frac{1}{g^2} \sum_{x, i, j} \cos \left( \epsilon_{i, j, k} \epsilon_{i, k, m} \Delta^+ \theta^- \theta^+_i(x) \right). \quad (83)$$

The magnetic interaction on a plaquette involves all $\theta$-variables which share a link with the respective plaquette.

To conclude, in three space dimensions, the matter degrees of freedom can be decoupled from the gauge constraints, so that only the gauge field variables on the plaquettes are subject to constraints. However, compared to two dimensions, the remaining constraints are local, i.e. every cube on the lattice defines such a constraint. It involves six plaquette variables, compared to six link variables and the charge on the vertex in the original Gauss law. On the other hand, due to the additional dimension more degrees of freedom participate in the interactions, making the dual formulation in three dimensions more difficult to study compared to the two-dimensional version.

**VI. DISCUSSION AND CONCLUSIONS**

In this work, we have shown how to unitarily transform compact QED with dynamical matter to a frame, in which physical states (i.e. states fulfilling the local gauge constraints) can be expressed by dual, gauge-invariant variables while keeping translational invariance. The central concept in this transformation is the decomposition of lattice vector fields into transversal and longitudinal components (Helmholtz decomposition). In the original formulation, the gauge constraints (Gauss laws) for physical states fix the longitudinal component of the electric field by the given charge configuration. The transversal component is not affected by these constraints. Since the gauge-matter interactions (which appear due to the presence of dynamical matter) involve the longitudinal part of the gauge field (the canonically conjugate variable to the electric field) we transform to a rotated frame, where Coulomb gauge holds, i.e. only the transversal component of the gauge field appears in the Hamiltonian. In this transformed picture, the matter degrees of freedom decouple from the Gauss laws and the physical (transversal) part of the gauge field and the electric field is expressed in terms of a new set of canonical variables on the plaquettes, making the formulation manifestly gauge-invariant.

The transformation can be performed in two and three spatial dimensions, with periodic and open boundary conditions and there are two sets of dual variables, in terms of which one can express the transversal part of the gauge field/electric field.

While the unitary transformation in two and three spatial dimensions has a very similar form, the formulation in terms of dual variables is quite different. In two dimensions, the dual plaquette variables are completely free of any local constraints. In three dimensions, however, there exists a local constraint for every cube on the lattice, in which all plaquette variables on it are involved. This is related to the fact that every closed surface defines a constraint for these dual variables because a transversal field (a curl field) integrated over a closed surface needs to be zero. Nevertheless, these local constraints only involve the gauge field and not the matter degrees of freedom.

The main difference in boundary conditions is that in the case of periodic boundary conditions there are global loop variables around the lattice for every spatial direction, which are not present for open boundary conditions. The introduction of dynamical charges and therefore the appearance of gauge-matter interactions makes these variables dynamical which is a big difference compared to the case of static matter where these variables would just fix a topological sector \[30\]. Also, for periodic boundary conditions there are additional closed surfaces (in \(2 + 1d\) the whole torus), giving rise to global constraints on the dual plaquette variables.

The two sets of dual variables share the same locations for their degrees of freedom, the difference between them arises in the complexity of the different terms in the Hamiltonian. The terms where no gauge field is involved are the same, namely the mass term for the matter and the (longitudinal) electric Hamiltonian, which is after the transformation a Coulomb interaction of (static and dynamical) charges. While the dual formulation in terms of $B/L$-variables (see section \[IV\]) makes the magnetic Hamiltonian a one-body term and the (transversal) electric Hamiltonian a local two-body interaction, the gauge-matter interactions are more complicated since the hopping of a matter degree of freedom affects many plaquette variables on the lattice. On the other hand, the dual formulation in terms of $\theta/M$-variables makes the gauge-matter interactions local again, only involving the plaquette variables containing the link where hopping occurs. The magnetic interaction becomes (focusing on two dimensions now) a five-body
interaction among a plaquette and its four neighbors. The (transversal) electric Hamiltonian becomes a Coulomb interaction among the plaquette variables.

Both formulations could be useful for both classical variational studies or quantum simulation and computation of lattice gauge theories, where descriptions with no or less gauge redundancies help to reduce the required resources and prevent a possible violation of gauge-invariance. For variational studies, this also allows to consider a larger class of possible ansatz states (due to the absence of constraints).

The $B/L$-formulation could be used to extend variational ansatz states for compact QED with static matter (as in [28]) to dynamical charges, e.g. by coupling it to a fermionic Gaussian state with a Non-Gaussian transformation [36].

The $\theta/M$-formulation could be used to design a quantum simulation, where the difficult terms in the implementation are Coulomb interactions and the five-body interaction corresponding to the magnetic Hamiltonian. However, the latter is nothing but the ordinary four-body (plaquette) interaction in the Kogut-Susskind Hamiltonian with an additional degree of freedom in the center of the respective plaquette. Over the last years, there has been a lot of effort in how to implement this interaction in a quantum simulation [37–41] which can be a nice starting point for the implementation of the interaction above. The more difficult part is generating a Coulomb potential with quantum devices. This problem is shared with quantum simulation of quantum chemistry where a Coulomb potential is a crucial building block. However, recently, there have been ideas how to implement such a potential with ultra-cold atoms [42] which might also be beneficial to lattice gauge theory. To further reduce the required resources for a quantum simulation, one could combine our approach with a truncation scheme proposed in [31], applied to the Hilbert space of the dual variables.

As for other gauge groups, the method could be straightforwardly extended to $\mathbb{Z}_N$ - as they are all subgroups of $U(1)$. For non-Abelian groups the situation is different; if one tries to decompose the gauge field/electric field in a similar way to the Abelian case, the equations become non-linear (as opposed to Poisson’s equation) and thus one cannot perform such a unitary transformation in the same manner as for Abelian gauge groups. There are other methods (e.g. the maximal tree approach [43]) but they do not preserve translational invariance.
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Appendix A: The lattice Poisson equation

In this section, we discuss the calculation of the lattice Green’s function $G(x,y)$ for both periodic and open boundary conditions, defined by the equation

\[ -\nabla^2 G(x,y) = \delta(x,y). \]  

(A1)

The solutions to Poisson’s equation

\[ -\nabla^2 f(x) = Q(x) \]  

(A2)

can be constructed out of it as a superposition,

\[ f(x) = \sum_y G(x,y)Q(y). \]  

(A3)

Starting with periodic boundary conditions in $d$ space dimensions, the (negative) Laplacian takes the form

\[ -\nabla^2 f(x) = 2d f(x) - \sum_{j=1}^d (f(x + \hat{e}_j) + f(x - \hat{e}_j)). \]  

(A4)

We define the Fourier transformation on the lattice as

\[ \mathcal{F}[f(x)] = \hat{f}(k) = \frac{1}{N^{d/2}} \sum_x e^{i\pi k_x x} f(x). \]  

(A5)

We can now obtain the lattice Green’s function by Fourier transformation of eq. (A1),

\[ G(x,y) = G(x-y) = \sum_{k \neq 0} \frac{e^{i\pi (x-y)k}}{2(d - \sum_i \cos (\frac{2\pi k_i}{N}))}. \]  

(A6)

with $x = (x_1, ..., x_d)$, $k = (k_1, ..., k_d)$ and $x_i, k_i \in \{0, ..., N-1\}$. The $k=0$ mode can be neglected, since the total charge on the lattice is always zero due to gauge invariance. The Green’s function in two and three dimensions differ only by an additional term in the denominator in eq. (A6) due to the additional dimension.

For open boundary conditions, one cannot obtain such an explicit formula due to boundary effects. The vertices on the corners only have half the number of neighboring vertices compared to the bulk so that the Laplace operator looks different (A7) (say e.g. the bottom left corner, $x = 0$):

\[ -\nabla^2 f(0) = df(0) - \sum_{j=1}^d f(0 + \hat{e}_j). \]  

(A7)

The Laplace operator on the edges is modified in an analogous way. Therefore, the operator cannot be diagonalized by a discrete Fourier transform but needs to be inverted numerically. Since the Laplace matrix is singular one needs to fix a condition, e.g. $\sum_y G(x,y) = 0$. By fixing $y$ for different lattice positions and inverting the Laplace matrix, one can then obtain the Green’s function $G(x,y)$. 

Appendix B: The lattice Helmholtz decomposition

With the Green’s function from the previous section, we can write down the (Helmholtz) decomposition of a lattice vector field into transversal and longitudinal components, as written in eq. \( \text{[8]} \). For that, we will need the double curl identity

\[
[\nabla \times (\nabla \times \mathbf{F})]_i (\mathbf{x}) = \varepsilon_{ijk} \Delta^{(-)}_{y,j} \varepsilon_{klm} \Delta^{(-)} F_m (\mathbf{x})
\]

\[= (\delta_{il} \delta_{jm} - \delta_{im} \delta_{jl}) \Delta^{(-)} \Delta^{(+)} F_m (\mathbf{x}) \]

\[= \Delta^{(+)} \Delta^{(-)} F_i (\mathbf{x}) - \Delta^{(-)} \Delta^{(+)} F_i (\mathbf{x}) \]

\[= \nabla_i (\nabla \cdot F_i (\mathbf{x})) - \nabla^2 F_i (\mathbf{x}). \]

(B1)

One should note that for periodic boundary conditions there is an additional contribution in the double curl coming from global loops around the lattice which need to be taken into account.

1. Periodic boundary conditions

We can now derive the Helmholtz decomposition in an analogous way to the continuum version (for periodic boundary conditions):

\[ F_i (\mathbf{x}) = \sum_y \delta (\mathbf{x}, \mathbf{y}) F_i (\mathbf{y}) = -\nabla^2 \sum_y G (\mathbf{x}, \mathbf{y}) F_i (\mathbf{y}) \]  

(B2)

Inserting the double curl identity \( \text{[B1]} \), we get the separation into a longitudinal and a transversal component. The longitudinal component has the form

\[ F^L_i (\mathbf{x}) = -\Delta^{(+)} \phi (\mathbf{x}) \]  

with the scalar field \( \phi \) on the vertices

\[ \phi (\mathbf{x}) = \sum_y \Delta^{(-)} \sum_y G (\mathbf{x}, \mathbf{y}) F_j (\mathbf{y}) \]  

(B4)

The transversal component is a little more complicated since we also need to take into account the contributions from the global loops \( L_i \) around the lattice. Without the global part, we obtain for the transversal component

\[ F^{\text{plaq},T}_i (\mathbf{x}) = \varepsilon_{ijk} \Delta^{(-)} \varepsilon_{klm} \Delta^{(+)} L_{\text{plaq},k} (\mathbf{x}) \]  

(B5)

with the pseudovector field \( L \) on the plaquettes

\[ L_{\text{plaq},k} (\mathbf{x}) = \sum_y \sum_{x,j} \varepsilon_{il} \varepsilon_{k,j} G (\mathbf{x}, \mathbf{y}) F_m (\mathbf{y}) \]  

(B6)

If we look at the field generated by the scalar field \( \phi \) and the pseudovector field \( L_{\text{plaq}} \) in Fourier space, it is clear that all momentum modes of \( F \) can be obtained apart from the \( k = 0 \) mode, i.e., a constant field. For that, the global loop \( L_i \) is required, which needs to be fixed to

\[ L_i = \frac{1}{N} \sum_x F_i (\mathbf{x}). \]  

(B7)

This gives the correct \( k = 0 \) mode but in order to get a constant field this contribution needs to be equally distributed over the lattice. Thus, we define an additional \( L_{\text{const}} \) field on the plaquettes, on top of \( L_{\text{plaq}} \) (example for \( L_1 \), the other spatial directions follow analogously):

\[ L_{\text{const},3} (\mathbf{x}) = \frac{\sum_y F_i (\mathbf{y})}{N^2 - x_2} \quad \text{if} \quad x_3 = 0 \]  

(B8)

\[ L_{\text{const},2} (\mathbf{x}) = -\frac{\sum_y F_i (\mathbf{y})}{N^3} x_3 \]

\[ L_{\text{const},3} \] distributes the field of the global loop \( L_1 \) in the \( \hat{e}_2 \)-direction and \( L_{\text{const},2} \) from the \( \hat{e}_1 \), \( \hat{e}_2 \)-plane in the \( \hat{e}_3 \)-direction over the whole lattice, giving us a constant field in \( \hat{e}_3 \)-direction. The total plaquette field of the \( L \)-variables is then \( L = L_{\text{plaq}} + L_{\text{const}} \) and the total transversal component \( F^T_i (\mathbf{x}) = F^T_{\text{plaq},i} (\mathbf{x}) + \frac{\sum_y F_i (\mathbf{y})}{N^3} \). The Helmholtz decomposition of \( F \) can thus be written as

\[ F_i (\mathbf{x}) = -\Delta^{(-)} \phi (\mathbf{x}) + \varepsilon_{ijk} \Delta^{(-)} (L_{\text{plaq}} + L_{\text{const}}) k (\mathbf{x}) + \delta_{x_i,0} \delta_{x_3,0} L_i \]

\[ = -\Delta^{(-)} \phi (\mathbf{x}) + \varepsilon_{ijk} \Delta^{(-)} L_k (\mathbf{x}) + \delta_{x_i,0} \delta_{x_3,0} L_i \]

\[ = F^L_i (\mathbf{x}) + F^{\text{plaq},T}_i (\mathbf{x}) + \frac{\sum_y F_i (\mathbf{y})}{N^3} \]  

(B9)

with \( i \neq j \neq k \).

2. Open boundary conditions

For open boundary conditions, one can perform a similar decomposition, with the major difference that there is no global loop participating. It can be written as

\[ F_i (\mathbf{x}) = -\Delta^{(-)} \phi (\mathbf{x}) + \varepsilon_{ijk} \Delta^{(-)} L_k (\mathbf{x}) \]  

(B10)

where the scalar field \( \phi \) has the same form as in eq. \( \text{[B4]} \), with the Green’s function replaced by the one for open boundary condition. The plaquette field \( L \) also has the same form as in eq. \( \text{[B6]} \), but the sum goes only over all plaquettes (not all vertices) and the Green’s function \( G_{\text{plaq}} (\mathbf{x}, \mathbf{y}) \) is determined by a modified Laplace operator \( \nabla^2_{\text{plaq}} \) on the plaquettes:

\[ -\nabla^2_{\text{plaq}} f (\mathbf{x}) = 2 df (\mathbf{x}) - \sum_{i=1}^d (f (\mathbf{x} + \hat{e}_i) + f (\mathbf{x} - \hat{e}_i)) \]  

(B11)
where the difference is the constant factor of $2d$, also at the boundaries, e.g. at $x = 0$:

$$-\hat{\nabla}^2 f(0) = 2df(0) - \sum_{i=1}^{d} f(0 + \hat{e}_i) \quad (B12)$$

All the above discussion applies immediately to the $d = 2$ case, by embedding it in $d = 3$.

3. The shifts $s_x(y)$

As a result of the Helmholtz decomposition, we obtain the shifts $s_x(y)$ discussed in section IV which describe the shifts in the electric plaquette variables $L(x)$ when a matter degree of freedom hops to an adjacent site. We just need to replace the $F$ in the electric plaquette variables $L(x)$ by $\theta/\Delta x$. The interaction potential $\tilde{V}$ discussed in section IV, which describe the shifts $s_x(y)$ (analogously for open boundary conditions), e.g. for a shift in $\hat{e}_1$-direction:

$$s_{\text{plaq},1}(y) = G(y,x) - G(y,x - \hat{e}_1)$$
$$s_{\text{const},1}(y) = \frac{1}{N^2}y_2$$
$$s_{x,1}(1) = \frac{1}{N}$$

so that $s_x(y) = s_{\text{plaq},1}(y) + s_{\text{const},1}(y)$ and with $s_{x,1}(1)$ the shift in the global loop variable $L_1$.

Appendix C: The modified Coulomb potential between the dual $M$-variables for periodic boundary conditions

If we consider periodic boundary conditions in the dual formulation in terms of the $\theta/M$-variables, the electric Hamiltonian gives rise to Coulomb-type interactions between the $M$-variables. The interaction potential $\tilde{G}(x,y)$ is slightly modified compared to the potential for the matter degrees of freedom due to the global loops as discussed in section IV in eq. (C4). They change the Laplace operator (here in two dimensions) on the plaquettes to, see eq. (63):

$$M(x) = -\nabla^2 L(x) + \epsilon_{ij} \Delta^{(+)} \delta_{x,0} L_j$$
$$-\nabla^2 L(x) + (\delta_{x,0} - \delta_{x,-1}) L_1 - (\delta_{x,0} - \delta_{x,1}) L_2$$

(C1)

The plaquettes where the Laplace operator is altered are the ones sharing a link with one of the two axes. The relation between the global $M$-variables $M_1$ and $M_2$ and $L$ is

$$M_1 = NL_1 + \sum_{x_1=0}^{x_1} (L(x) - L(x - \hat{e}_2))$$
$$M_2 = NL_2 - \sum_{x_2=0}^{x_2} (L(x) - L(x - \hat{e}_1))$$

(C2)

If one defines an $M$-vector out of the plaquette variables $M(x)$ and the global variables $M_1$ and $M_2$, $\tilde{M} = (M(x), M_1, M_2)$, and analogously for $L$, one can construct a system of linear equations for $M$ and $L$ out of eq. (C1) and eq. (C2), denoted by $D$, i.e $DL \equiv M$, which can be inverted (after fixing some condition), resulting in

$$L(x) = \sum_y D^{-1}(x,y) M(y)$$

(C3)

Note that the sum over $y$ also contains 1 and 2, corresponding to the global loop variables $M_1$ and $M_2$. Inserting this relation in the electric Hamiltonian in terms of $L$ in eq. (C6), gives eq. (C4)

$$H^T = \frac{\epsilon^2}{2} \sum_{x,y} M(x) \tilde{G}(x,y) M(y)$$

(C4)

with

$$\tilde{G}(x,y) = \sum_{x',y} (\epsilon_{ij} \Delta^{(+)} D^{-1}(x',x) + \delta_{x,0} D^{-1}(i,x))$$
$$+ \sum_{x',y} (\epsilon_{ik} \Delta^{(-)} D^{-1}(x',y) + \delta_{x,0} D^{-1}(i,y))$$

(C5)

with $i \neq j$ and $i \neq k$. Since $x$ and $y$ also include the global variables $M_1$ and $M_2$ (denoted by 1 and 2, as for example in $D^{-1}(i,x)$), there are non-trivial interactions between the global variables and the plaquette variables. For open boundary conditions, the above equation expression for $\tilde{G}(x,y)$ reduces to $G(x,y)$.
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