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Abstract

Natural Language (NL) descriptions can be the most convenient or the only way to interact with systems built to understand and detect city scale traffic patterns and vehicle-related events. In this paper, we extend the widely adopted CityFlow Benchmark with natural language descriptions for vehicle targets and introduce the CityFlow-NL Benchmark. The CityFlow-NL contains more than 5,000 unique and precise NL descriptions of vehicle targets, making it the largest-scale tracking with NL descriptions dataset to our knowledge. Moreover, the dataset facilitates research at the intersection of multi-object tracking, retrieval by NL descriptions, and temporal localization of events. The code and data we use in this paper are available at: https://github.com/fredfung007/cityflow-nl.

1. Introduction

Understanding city-wide traffic patterns and detecting specific vehicle-related events in real time has applications ranging from urban planning and traffic-engineering to law enforcement. In such applications, Natural Language (NL) descriptions can be the most convenient (from a user’s standpoint) or the only way to interact with a system (e.g., taking as input an informal description provided by a bystander). Therefore, it becomes necessary to track and retrieve vehicles, potentially seen from multiple spatio-temporally disjoint viewpoints, based on natural-language queries.

The task of Multi-Target Multi-Camera (MTMC) tracking of vehicles is first introduced by Tang et al. [17]. We extend the MTMC tracking problem with natural language (NL) and formulate the vehicle tracking and retrieval problem. The task of vehicle tracking and retrieval by NL at city-scale is distinct from other language-vision tasks. While it shares similarities with the task of tracking a single target by natural-language specification [12, 5, 4] and with natural-language-based video retrieval [1, 21], it is different in that the proposed problem requires localizing both temporal and visual location (in the form of tracking) from the NL description. An added challenge in developing and evaluating algorithms for vehicle tracking and retrieval by NL descriptions is the lack of realistic datasets.

Therefore, we introduce CityFlow-NL, an open dataset designed to facilitate research at the intersection of multi-object tracking, retrieval by natural language specification, and temporal localization of events. Our benchmark is derived from CityFlow [17], which is itself a public dataset that has been at the center of several recent workshop-challenges focused on MTMC tracking and re-identification. As a result, the proposed CityFlow-NL dataset exhibits a diversity of real-world parameters, including traffic density and patterns, viewpoints, ambient conditions, etc. The NL descriptions are provided by at least three human annotators, thus capturing realistic variations and ambiguities that one could expect in such application domains. An example of the NL descriptions and vehicle targets are shown in Fig. 1.

2. Related Works

In the past decade, researchers have started to look into exploiting natural language understanding in computer vision tasks. These models usually consist of two components: a language model and an appearance model to learn a new feature space that is shared between both NL and visual appearance [10, 18]. More recent object detection and vision grounding models [8, 19] jointly exploit vision and NL using Siamese networks and depth-wise convolutional neural networks between the NL representations and visual representations.

The VisualGenome [11], Flickr-30K [20] and Flickr-30K entities [15] benchmarks facilitate research in
understanding language grounded in visual contents. These image datasets provide detailed descriptions of regions in an image but still lack temporal information that can enable systems to better handle the temporal context and motion patterns in the natural language descriptions.

OTB-99-LANG [12] is the first open dataset that provides NL descriptions for single object tracking, followed by LaSOT [3] which is a larger scale single object tracking benchmark annotated with NL descriptions. Both of these datasets are annotated with one NL description for the target object for the entire sequence. The form of the NL descriptions is limited and can be ambiguous when used for tracking, as NL descriptions in the form of a phrase or sentence can cause ambiguity in understanding the motion pattern of the target [4], especially over a longer time interval.

3. CityFlow-NL Benchmark

In this section, we describe the statistics of the proposed CityFlow-NL benchmark and how we extend and annotate the CityFlow Benchmark [17].

3.1. Dataset Overview

We extend the CityFlow Benchmark with Natural Language (NL) Descriptions for each target vehicle. The proposed CityFlow-NL consists of 3,028 tracks of vehicles from 40 calibrated cameras, and 5289 unique NL descriptions. The average number of frames a target vehicle shows in the CityFlow Benchmark is 75.85. The distribution of the number of frames of target vehicles is shown in Fig. 2. CityFlow-NL poses new problems and challenges in the CityFlow Benchmark.

CityFlow-NL makes it possible to build and evaluate systems that can jointly leverage both language and visual modalities. In this paper, we propose the vehicle retrieval by NL descriptions problem for the 2021 AI
4. Vehicle Retrieval by Natural Language Descriptions

We now describe how we use the proposed CityFlow-NL Benchmark for the Vehicle Retrieval by Natural Language Specification Track in the 2021 AI City Challenge.

4.1. The Problem Definition

For the purpose of this task, we utilize the proposed CityFlow-NL Benchmark in a single-view setup. For each single-view vehicle track, we bundle it with a query that consists of three different NL descriptions for training. On the other hand, during testing, the goal is to retrieve and rank vehicles tracks based on NL queries.

This variation of the proposed CityFlow-NL contains 2,498 tracks of vehicles with three unique natural language descriptions each. Additionally, 530 unique vehicle tracks together with 530 query sets each with three descriptions are curated for testing.

The proposed problem is uniquely posed with relation to action recognition problems and content-based image retrieval problems, thus introducing unique challenges in building retrieval systems. Different from prior content-based image retrieval systems [9, 6, 14], retrieval models for this problem need to consider the context of a vehicle track and motion patterns within the track as well.

4.2. Evaluation Metrics

The Vehicle Retrieval by NL Descriptions task is evaluated using standard metrics for retrieval tasks [13]. We use the Mean Reciprocal Rank (MRR) as the main evaluation metric. Recall @ 5, Recall @ 10, and Recall @ 25 are also evaluated for all models.

For each query in the testing split, we rank all 530 candidate tracks by the retrieval system and evaluate the retrieval performance based on the above-mentioned metrics.

4.3. The Baseline Model

We build the baseline model to measure the similarities between a vehicle track $T$ and a natural language description $Q$ by taking ideas from content-based image retrieval systems [20] and image captioning models [10, 18]. The overview of the baseline model is shown in Fig. 4.

The vehicle track is defined as a sequence of frames in a video clip, $T = \{F_1, \ldots, F_t\}$. We use the ground truth bounding box of the target vehicle to crop each frame and reshape the sequence of crops, denoted as $C$, to the same shape of $(256, 256)$. This sequence of

---

3. Figure 3: Screenshot of the website we use to collect the CityFlow-NL Benchmark. Annotators are given detailed instructions on how to annotate NL descriptions for the vehicle targets presented in multi-view GIFs.

3.2. NL Annotation Process

We split multi-view tracks from the CityFlow Benchmark by the timestamps of cameras into multiple multi-view (or single-view) tracks that do not overlap with each other temporally. For example, if a target shows up in camera 1 and camera 2 in two temporal segments that do not overlap with each other, we generate two separate tracks for our annotation process. For each multi-view track, we render video clips from all views with bounding boxes drawn around the target vehicle.

We design a website, shown in Fig. 3 for collecting NL annotations. Crowd-sourcing workers are directed to give a detailed NL description of the target vehicle that can be used to uniquely identify the target vehicle from other vehicles. NL descriptions of the same target can be very different, as NL descriptions are subjective and may focus on different aspects of the target. Examples of such annotations are shown in Fig. 1. We collect annotations for each multi-view track with at least three crowd-sourcing workers from Amazon SageMaker.
resized frame crops of the target is used as the visual representation of the vehicle: \( V = \{ C_1, \ldots, C_t \} \).

We build a siamese embedding model for the retrieval task, where each crop \( C_i \) is embedded by a ResNet-50 [7] pretrained on ImageNet [16], denoted as \( E_{C_i} \).

We use a pretrained BERT [2] to embed the natural language description \( Q \) into a 256 dimensional vector, denoted as \( E_Q \).

The similarity between \( C_i \) and \( Q \) is intuitively defined as the vector similarity:

\[
S(C_i, Q) = \exp\left(-\|E_{C_i} - E_Q\|_2\right). \tag{1}
\]

During training, both positive and negative pairs of \( C_i \) and \( Q \) are constructed. Negative pairs of \( C_i \) and \( Q \) are built by randomly selecting natural language descriptions that describe other targets. The baseline model is trained with a cross entropy loss and an initial learning rate of 0.01 for 20 epochs on 2 GPUs using a stochastic gradient descent optimizer.

For the purpose of inference, we measure the similarity between a test track and a test query as the average of the similarities between all pairs of crops in the track and natural language description in the test query, i.e.,

\[
S(T, \{Q_1, Q_2, Q_3\}) = \frac{1}{3 \cdot t} \sum_{j=1}^{3} \sum_{i=1}^{t} S(C_i, Q_j). \tag{2}
\]

For each test query, we compute this similarity on all test tracks and rank the tracks for evaluation. The baseline model achieves an MRR of 0.0269, Recall @ 5 of 0.0264, Recall @ 10 of 0.0491, Recall @ 25 of 0.1113.

The baseline model does not consider the motion pattern nor the context of vehicle tracks and the retrieval performance is not very competitive. Due to the nature of the CityFlow-NL dataset, the vehicle retrieval by natural language description problem could be better handled by taking additional features to produce a model that attains better performance than that obtained by the simple baseline.

5. Conclusion

This paper has presented CityFlow-NL, a city-scale multi-target multi-camera tracking with natural language descriptions dataset that provides precise natural language descriptions for multi-view ground truth vehicle tracks. Our NL annotations can be used to benchmark tasks like vehicle retrieval by NL, motion pattern analysis with NL, and MTMC with NL descriptions. It is the first large scale multi camera multi target tracking dataset to provide NL descriptions. As the CityFlow-NL is annotated with NL descriptions for vehicle tracks, systems that were built for single object tracking with NL descriptions [12, 5, 4] should also be able to make use of this dataset to continue to make progress on the problem.
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