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Abstract
A recommender system plays a vital role in information filtering and retrieval, and its application is omnipresent in many domains. There are some drawbacks such as the cold-start and the data sparsity problems which affect the performance of the recommender model. Various studies help with drastically improving the performance of recommender systems via unique methods, such as the traditional way of performing matrix factorization (MF) and also applying deep learning (DL) techniques in recent years. By using DL in the recommender system, we can overcome the difficulties of collaborative filtering. DL now focuses mainly on modeling content descriptions, but those models ignore the main factor of user–item interaction. In the proposed hybrid Bayesian stacked auto-denoising encoder (HBSADE) model, it recognizes the latent interests of the user and analyzes contextual reviews that are performed through the MF method. The objective of the model is to identify the user’s point of interest, recommending products/services based on the user’s latent interests. The proposed two-stage novel hybrid deep learning-based collaborative filtering method explores the user’s point of interest, captures the communications between items and users and provides better recommendations in a personalized way. We used a multilayer neural network to manipulate the nonlinearities between the user and item communication from data. Experiments were to prove that our HBSADE outperforms existing methodologies over Amazon-b and Book-Crossing datasets.
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1 Introduction

The available information is sharply increasing with an online platform developed in recent times. The recommender system is significantly playing a vital role in storing massive information. RS intelligently captures the content for the user to enable easy navigation based on their past preference. To assist the users in searching items, they are looking for; RS intends to extract the required information. Hu et al. [1, 2] modeled RS with item-oriented information which can appropriately reinforce the manufacturers’ yield. In Zhang et al. [3], the author has provided an RS model to forecast implicit drugs’ side effects screens improper drugs for users, which can gallantly assist in improving the effectiveness of the medical treatment. Among all the RS models, the CF-based RS is the most
prosperous recommendation method, which creates the
representation established on rating information between
the user and item features [4]. The prominent way of all CF
established methods is matrix factorization [5], which is
used as a powerful tool for rating prediction. The user–item
synergy-related CF method has evolved and been per-
formed using matrix factorization (MF), which became the
common approach adopted after the Netflix Prize compe-
tition. There are many methods of recommender systems
extensively applying MF at present, which shows the
improved achievement of RS through distinctive facets
such as interest exploring and the community of social
environment. The traditional CF models [5, 6] straightaway
take up the vector-based rating information to generate the
representation between the user and item features; using
MF-based models, these features can be designed by low-
dimensional space of latent factors.

Information about rating plays a significant role in CF
models [7]. Implicit and explicit types are used for rating-
based RS [8]. The binary form of the score is supplied in
the implicit rating. With the help of explicit rating, a multi-
value-based scoring value is provided. These two types of
ingrating information can provide knowledge in terms of
sentimental and semantic when providing representation
between the user and item feature. Due to data sparsity
problem [9], user can have communication with the small
number of items. For solving this problem, side informa-
tion is comprehensively applied to enhance better data
resources of the RS. The side information commonly pro-
vides textual information about an item, user’s review
about an item, etc. It offers complete knowledge about user
and item; it includes semantic and sentiment knowledge
about the user. Result of that leads to the generation of
noise to the RS model. Luckily, deep learning (DL) models
work in a better way to handle these noise data. Salakhutdinov
et al. [10] and Wang et al. [11] focus on combining RS models with DL methods. Among the var-
ious DL methods, stacked denoising auto-encoder (SDAE)
[12] is preferred by the many due to its positive generation
of result in particular with extracting information from
textual data. SDAE has been applied to select the various
content features of items, which is validated by comparing
it with different traditional methods. For training RS, both
the implicit ratings and the explicit ratings are used. In
most of the conventional approaches, the side information
is not adequately applied to generate effective results.

In this paper, to handle three kinds of information,
namely implicit rating, explicit rating and side information,
we proposed a novel classification model called hybrid
Bayesian stacked denoising auto-encoder (HBSADE),
which is incorporated with MF representation. In the fol-
lowing sections, we introduce the sub-models. One sub-
model is used for combining the explicit rating and side
information, whereas the other sub-model is integrating the
implicit rating and side information.

This article’s significant contributions are listed as
follows:

- Proposed recommendation system is used to explore
  the point-of-interest distribution of the users’ through
sparse latent Dirichlet allocation (sparse LDA) received
from the textual review. Accordingly, this system
  generates personalized recommendations from learned
interest.
- Through improving the prediction accuracy, the pro-
  posed system obtains factors for both the textual and
contextual review information for items with the help of
a conditional neural network.
- The proposed system uses neural generalized matrix
  factorization (NGMF) to determine low-rank charac-
teristic vector values for both the users and the items.
- By applying stochastic gradient descent (SGD), the
  optimized list of candidates is generated with the
  exponential growth of local minima.
- A three-layer stack-based denoising auto-encoder
  (SDAE) model is utilized to rank top-N recommenda-
tion by taking into account different information.
- The proposed method uses a novel hybrid approach that
  recognizes the latent interests of the user and analyzes
textual reviews. It outperforms existing methodologies
PMF, CDL and CMF over Amazon-b and Book-
Crossing datasets.

The proposed system can work with unbalanced datasets
and deals with explicit and implicit feedback studies that
show the proposed method gives better results in compar-
ison with recommendation approaches, specifically in
recommendation accuracy and efficiency. The proposed
method provided an implicit kind of feedback system
where we will get user–item interaction. And the proposed
work uses candidate ranking by analyzing side information.

The remaining portion of this article is formulated as
follows: We present the related work about deep learning-
based recommendation systems in Sect. 2 and the back-
ground details of this work in Sect. 3. In Sect. 4, we offer
the problem definition and general framework. Section 5
describes the proposed work. Section 6 reports the exper-
imental evaluation on two real-world datasets Amazon-b1
and Amazon-m&t, and the conclusion part and the future
work are presented in Sect. 7.

1 http://jmcauley.ucsd.edu/data/amazon/.
2 Related works

Previous models make use of data from explicit feedback, which is used as a primary source for recommendation tasks. Still, it is slowly moving in the direction of the implicit form of data—CF’s implicit feedback considered as a recommendation problem that stresses implementing a simple item list for users [23]. Finding a rating problem is determined by the task compassed on explicit kind of feedback (EF), but this is almost pragmatic to decide on the recommendation items. Still, it also is considered a demanding and tedious task. Implicit feedback followed for recommending items. Implementation plan is prepared with two feedback strategies that examine the missing data and also includes a weight measurement process. Whenever we have a missing data problem, devoted representations have been put forward by He et al. [24]. Rendle et al. [25] implemented implicit coordinate descent (iCD) for the representations based on feature-based factorization that successfully reached cutting margin achievement to item recommendation. The neural network convention for the recommendation system is explained in the following descriptions.

It has been believed that the generated recommendation confers to the user’s interest that enhances RS’s performance. It is intractable to decipher the interests of each user. Researchers have used the learning of transfer to acquire the main interests of users, due to efficiency with latent Dirichlet allocation (LDA). The modeling of “document-topic-words” is similar to “user-interests-items.” This method is used to improve the accuracy of recommendation with “interest exploring” via LDA [14]. Wang et al. proposed probabilistic modeling of a topic through LDA to use topics similar to users under document recommendation preference. The point-of-interest recommendation is supported by Ren [27]. Experimental analysis on domain datasets shows that the interest recommendation approaches outperform the existing approaches.

Probabilistic matrix factorization (PMF) is employed to extract knowledge about latent features and carry out a prediction for rating through the product of extracted feature vectors. Existing recommendation methods are on a new version of the popular PMF. It manages limitations such as data sparsity as well as measuring linearly with an equal amount of considerations. Social networks, contextual and other information are used to improve prediction accuracy. To improve performance, PMF and DL such as CNN and auto-encoders (AEs) have been combined recently [28] into NGMF. In this paper, NGMF is further engaged as a fundamental component for low-rank feature/characteristic vectors.

DL methods are employed in the proposed work to improve the performance of recommendations, including CNN and SDAE. The work performed by Salakhutdinov et al. [15] includes a two-layered restricted Boltzmann machine for representing explicit ratings for user items [30]. This work was used to describe ratings for ordinal nature. At present, the most commonly applied option to construct a recommendation system is via auto-encoders [17]. It focuses on the “hidden patterns” study that can reconstruct the user’s rating with inputs of historical evaluation, termed as user-based AutoRec [29]. The choice of user data personalization in this method shares similarity information with the user–item representation, where all rated items indicate the users’ preferences. The objective of eliminating auto-encoders is to find function learning and provide failure results to generalize the sensed data. The characteristics obtained as a result of the deep neural network further integrated with MF. The one which resembles this work ensures the auto-encoder of collaborative filtering, named as collaborative filtering denoising auto-encoders (CDAEs) [18] with the representation of implicit kind of feedback (IF).

In contrast to the denoising auto-encoder-based collaborative filtering, the CDAE advances one node of corresponding-user auto-encoders input for the reformation of users’ ratings. As reported by authors, CDAE displays some standard features with singular value decomposition (SVD) representation, where the application of identity function can be used to obtain the hidden structures’ activation of CDAE. Even though CDAE uses the method of neural representation for collaborative filtering, it further considers the inner-product value to represent the user and item interactions (UII). The application of deep learning layers for collaborative filtering auto-encoders does not increase its performing ability. Due to the stereotypical behavior of collaborative denoising auto-encoders, this shows a two-way hierarchical model where the item and user communications are prototyped with multilayer organized in the form of a feed-forward neural network model. It helps to assess an arbitrary function from data given, which is quite self-explanatory, as well as having more capability than the actual inner-product function (IPF), which produces a constant value. Similarly, in the previous works of knowledge-based graphs, the communication between the two different objects has been rigorously worked out. There has been a lot of development in the machine.

3 Preliminaries

A recommender system intelligently captures the content for the user to enable easy navigation based on their past preference. In recent years, the quantum of online information has increased massively and therefore finding
useful information becomes a severe problem. It takes the
information overload and accomplished good results in bountiful industries. RS provides the leverage of 80% selection of movies available on Netflix and 60% of movies on YouTube. However, RS lacks abundant knowledge on users’ innate interest, yielding poor performance in results. In the current developing world, users merely make any decision over items based on their primary interest and performance of the product. This kind of recommendation system provides various valid suggestive approaches that could give benefits to the end user.

3.1 The traditional way of generating recommendations

RS is modeled at the beginning stage to anticipate the ratings of missing values and to generate top-N recommendations for challenges, concerning the past behavioral records. The prominent method of all CF established methods is MF [13], which is useful as a powerful tool for rating prediction. User–item synergy-related CF method modeling has evolved and been performed using MF, which became the default after the Netflix Prize competition. There are many methods of recommender systems extensively applying MF at present, which shows the improved achievement of RS through distinctive facets such as interest exploring and the community of social environment. Research is undertaken to develop MF, and neighbor-based representation has been integrated with MF; topic representation of item description also has been added, promoting the functional capabilities of MF. The selection of interaction function has a negative impact, though it is sufficient for collaborative filtering. Explicit feedback will enhance the performance of MF representation. Communication established between the products and the users called latent features can be designed or modeled with minor changes applied to the inner-item operator. This inner-item operator joins features of the product in a linear type and is not sufficient for getting a complex representation of the data about user communication. Moreover, added information is converted into normalized values as regularization parameters to force MF to acquire knowledge about low-rank characteristic points for the users and the items.

The problem must address existing collaborative filtering methods based on implicit data, followed by a well-known technique called MF, and its restriction due to latent inner-level user products and the item vector values [26]. In real life, the accuracy of the recommender system is very low, but it is one of the demanding tasks for RS to figure out the cold-start and the data sparsity problems, as well as an unsecured recommendation with a high form of accuracy. The goal is to provide top-N recommendations generated as a list for the set of queries that are not performing the prediction of ratings. For unbalanced datasets, final recommendation results and the performance of RS are not stable. On the other hand, available information is consistently neglected by many researchers, the use of which helps to improve the accuracy of recommendations.

3.2 DL-based recommendations

DL techniques have been developed for application to any real-world application fields including speech recognition, image classification, text processing, sentiment analysis, etc. Many studies have sought to introduce the latter into the area of RS to improve the performance in comparison with traditional RS. In contrast to conventional RS, a vast number of researchers seek to introduce a way of deep learning models, which is to improve the performance of RS. Salakhutdinov et al. [15] incorporated restricted Boltzmann machines (RBMs) into collaborative filtering, which contains a hidden and visible layer. A multilayer perceptron (MLP)-based recommender engine utilizing information from different sources is given for YouTube, with different hidden layers between the input and the output layers. Gao [16] employs MLP for document recommendation.

Auto-encoders are used for recommendation, whose objective is to reform the ratings of input in the output layer [28]. Kim [18] introduced the convolutional neural network (CNN) into MF for document recommendation to utilize text data. Zhang [19] conducted a study of deep learning-based recommendation systems, which is helpful to future researchers. The integration of deep learning techniques with traditional recommender systems is depicted in Fig. 1.

Recommender systems that are incorporated by deep learning models are producing vast data (available) with different attributes. However, it is shown that deep learning representations acquire complicated information with the numerical and textual data, which works well with unbalanced data and provides better yield performance.

3.3 Deep learning and artificial neural network

DL, being robust in the machine learning family, acquires knowledge about data representation instead of a task-specific algorithm. DL models use neurons, which are a deluge of multilayered nonlinear processing units [25] used to accomplish the extraction of features and manipulation that are preprogrammed [20, 21]. An environmental representation of neurons mentioned above is referred to as an artificial network.

The information processing capability of a biological neural network available in the human brain has inspired
the computational model that is an artificial neural network (ANN). The computation unit—neuron, is often referred to as a node [36]. It collects input from another set of neurons and measures the combination of output—the organization of the neural network depicted in Fig. 2.

### 3.4 Feed-forward neural network

A neural network is an organized form of a system utilizing neurons arranged in layers that have connections and weights associated with the neurons of adjacent layers. The example of a feed-forward neural network is shown in Fig. 3. There are three different nodes in a feed-forward neural network:

- **Input nodes** The input node does not perform any computation but shifts the information from the external world to the system. The layers with input nodes referred to as input layers.

- **Hidden nodes** The hidden node does computations and shifts the information to output nodes, but it has no connection with the external world. This layer is referred to as an invisible layer.

- **Output nodes** The output node does the computations and shifts the information to the external world. This layer has output nodes.

In the feed-forward network model, the flow of information is only in a straight line, particularly in one direction and not in any cycles or loops. There are two types of feed-forward networks.

- Single-layer perceptrons—there is no hidden layer in this form of network.
- Multilayer perceptrons—the network comprises one or more hidden layers.

### 3.5 Multilayer perceptron

Two different pathways are applied to represent user and item, which is made up of neural collaborative filtering. This form of network joins both highways to customize a profound learning recommender system. Mere vector interaction is not satisfying to see user–item interaction. To resolve this issue, MLP is used to study the interaction between user and module inert vectors [22, 37], and we
applied masked surfaces on the concatenated vector. ReLu [23] is used as an activation function to develop the architecture, and the tower pattern is used to represent a neural network architecture in which the base is the extensive one. Every continuous layer has sub-units of the neuron. The association weight of each input to the node conveys its relative emphasis to the other set of data. The original function applied by the node to the weighted form of a sum of inputs is displayed in Fig. 4.

The summation is calculated together with bias value. The activation function \( f \) is in nonlinear form, and it is helpful in understanding complex patterns in data. Finally, it produces a knowledgeable kind of information. By using deep learning algorithms, the objective function is used to calculate the model parameters. There are two different methods used, namely point-wise loss objective function and pair-wise loss objective function. In the point-wise loss objective function, they follow this model also handles a registration process. They are considered either by sampling the negative entries or by considering all the unidentified entries as negative feedback. The identified entries are ranked higher than the anonymous entries.

4 Problem definition and general framework

In this section, a detailed study is provided on the exact problem definition and general framework model that consists of hybrid deep learning-based collaborative filtering, including sparse LDA, NGMF, MLP and stacked Bayesian denoising auto-encoders (SBDAEs).

4.1 Problem definition

The use of this recommendation system is to provide a timely recommendation to users. It was a challenging task for previous researches to solve this kind of problem in the past. DL methods generate an accurate solution for a recommender system. The responsibility of the proposed system is to provide a comprehensive list of top-N recommendations. First, each user’s interest exploration has been shown as output representation. In the past, many researchers explored the user’s interest in various courses of action. LDA could be applicable for discovering topics among a group of distinct words.

It inspired deep learning-based machine recommendation (DLMR), a standard scheme of three layers proposed for interest extraction from the available database of textual information, which includes reviews that could mirror the user’s interest and preference. The resorting of representation of sparse LDA is performed to mimic interest interference tasks. Users always perform decision making concerning their linkings and interests in real-world life. It is believed that the user-oriented machine has robustness. In fact, in real-world experience, the user’s original attitude may not match, to some extent, with the interests you have learned. By using another option, the naive statistics of past behavior generate another solution that approximates distributions of user benefits. Additionally, it introduces the interest distribution for users in this way.

Next, the interest coefficient obtained a score: the approximated degree value among the distribution of the interest known by applying sparse LDA and the initial interest of distribution whose value ranges from 0 to 1. Additionally, it was incorporated into NGMF, which acts as a regularization term to limit feature vector learning.
Traditional matrix factorization has been a popular technique to handle recommender system problems. In this method, the user–item communication is merged with a real-world vector of latent features. The latent space is referred to as $k$. The interaction between the different users and the latent product factors is by seeing every flow of available latent space, which is not adequately interconnected with each other, and they are linear with a similar set of workloads. Hence, MF is a 1-D representation of latent factors. Two settings have to be stated clearly beforehand. The first setting is the dot product of the cosine value of the angle in the latent vector, which provides the idea about everyday things between two different people. The second phase is performing the Jaccard coefficient similarity between the users and items.

From Fig. 5, we can infer that user–item matrix (a) $u_4$ is quite identical with user–item matrix $u_1$, followed by $u_3$ and then $u_2$. In user latent space (b), $p_4$ is near to $p_2$ than $p_3$. It helps to measure the identical activities between the users without laying back the standard behavior. On the other hand, $u_1$ follows $u_3$, which is followed by $u_2$. But, $p_4$ is kept closer to $p_2$ than $p_3$, but it has resulted in a more significant ranking loss. Because of this problem, we preferably proceed with a deep learning method called NGMF.

### 4.2 Neural generalized matrix factorization (NGMF)

Using this model, NGMF is interpreted as neural collaborative filtering as a particular case. The large family of factorization is covered by modeling to NGMF. One hot-encoding model is the input of the user/item vector and embedding layer as a latent model of vector value combination of user/item. Consider $p_u$ as user latent model vector combination, and $q_i$ is item latent vector value. We need to specify the mapping function to the very first neural representation of CF layer as

\[
\theta_{out}(p_u, q_i) = p_u \odot q_i
\]  

(1)

where $\odot$ represents the dot product value of two vectors. Again, we apply vector projection to the output layer as

\[
\hat{y}_{ui} = a_{out}(h^T(p_u \odot q_i))
\]

(2)

where $a_{out}$ and $h^T$ both are used as activation function and corresponding output layer’s edge weights. Sigmoid function as activation function is used in the generalized version of MF and model parameters known with log loss objective function.

Until now, we have gone through the neural network-based architectures—NGMF, which uses the linear model of the kernel function, and MLP, which uses a kind of nonlinear kernel, jointly, to study communication methods from data. To absorb the complicated user–module interactions, we show a hybrid architecture by combining MLP and NGMF, so that they can mix and interact with each other. An evident method to combine these architectures is to share MLP and NGMF standard embedding surface and further integrate the outputs of their actual interaction functions. Nevertheless, the performance flexibility of combined architecture decreased while sharing embeddings of NGMF and MLP. Thus, in order to study distinct embeddings and to integrate these architectures through concatenating their final masked surfaces, as shown in Fig. 6, we allowed MLP and NGMF.

By combining NGMF and MLP, we can limit the achievement of the fused representation, so we gave permission to perform a combination of these two. We formulate this representation as:

\[
\hat{y}_{ui} = \sigma(h^T(\theta_{NGMF}^{out}, \theta_{MLP}^{out}))
\]

(3)

where NGMF is the most distinct method under collaborative filtering research, and user–item communications are recognized as a constant inner-product user–item input matrix. MLP is used to learn the input–output combinations. This representation combines linear and nonlinear neural network-based MF for designing user–item latent form of structures.

### 4.3 A hybrid deep learning-based collaborative filtering model

In most of the collaborative filtering-based recommender systems, it is very difficult to infer latent factors for both the users and items from the given raw inputs. Implicit kinds of relationships between users and items are only captured using MF-based collaborative filtering recommender systems. Additionally, they face problems called data sparsity and cold-start problems. Moreover, deep learning neural network models have been shown to be highly effective in identifying high-level hidden models.
from the original input for a variety of tasks. So, there is an urge to make use of deep learning neural network models effectively to improve the performance of collaborative filtering.

In this section, we propose a hybrid deep learning-based collaborative filtering model which integrates the functionalities of Bayesian stacked auto-denoising encoder (BSADE) and NGMF-based collaborative filtering-based recommender systems. The proposed hybrid model makes use of both the rating matrix and side information, which combines BSADE and neural generalized matrix factorization. Neural generalized matrix factorization models are best suited for handling problems such as scalability and accuracy. On the other hand, BSADE is very powerful in managing the massive volume of raw inputs and extracts a high-level model from these inputs [31]. The combination of these two models outperforms the recommender system in a better way. The BSADE stacks various DAEs together to create a high-level model from these inputs [31]. The deep learning design model comprises various steps which are listed as follows:

For every hidden layer $l \in \{1, 2, \ldots, L - 1\}$ of the BSADE representation (as represented in Fig. 7), the hidden model $h_l$ is measured as:

$$h_l = g(W_l h_{l-1} + V_l \tilde{x} + b_l)$$  

where $h_0 = \tilde{x}$ is cone among the corrupted inputs. For the output layer $L$, the final outputs are produced as:

$$\hat{s} = f(W_L h_L + b_L)$$  

Note that the first half of the layer acts as an encoder and the second half of the layer acts as the decoder. The BSADE makes use of a deep neural network to reform the inputs and to minimize the squared loss between their inputs and their associated instructions. Correspondingly, using backpropagation algorithm we can learn the parameters $W_l$, $V_l$, $b_l$ for each and every layer. Latent factor vector is created for half of the layer.

$$x = f(W_L h_L + b_L)$$  

### 4.4 Hybrid Bayesian stacked auto-denoising encoder (HBSADE)

The proposed model, called HBSADE, combines PMF and stacked denoising auto-encoder (SDAE), where the purpose of using deep learning techniques is to make powerful features for content information. Using a collaborative deep learning model, we can collect the feedback from rating information. It is a combined model of collaborative filtering and learning process. The collaborative deep learning is done to complete a low-rank matrix.

- Initially, in this model, add noise to input and make the model more robust.
- Objective function is:

$$\min_{\{w_l, b_l\}} \| x - \hat{x} \|^2 + \sum b_l ||W_l||^2_F$$  

- The target for the HBSADE is that to minimize the error rate and maximize the posterior probability.

$$\arg\min_{f_0(x)} (y - f_0(x))^2 \rightarrow \arg\max (p(\theta|D))$$  

where $(p(\theta|D))$ is calculated as follows:

$$(p(\theta|D)) = \frac{p(\theta|D), p(\theta)}{p(D)}$$  

The step-by-step process of HBSADE is given as follows:

![Fig. 6 Embedded form of neural generalized matrix factorization (NGMF)](image_url)
1. For each and every layer of the HBSADE architecture,
   a. For each attribute $n$ of the original weight matrix $W$, generate
      \[ W_{l,n} \sim N(0, \sum_{w}^{-1} I_{K_l}) \]  
      (10)
   b. Generate the bias vector
      \[ b_l \sim N(0, \sum_{y}^{-1} I_{K_l}) \]  
      (11)
   c. For each and every row $j$ of $X_l$, generate
      \[ X_{l,j} \sim N(\sigma(X_{l-1,j} \cdot W_i) + b_l, \sum_{w}^{-1} I_{K_l}) \]  
      (12)

2. For each and every item $j$,
   a. Generate a clean input
      \[ X_{c,j} \sim N(X_{L,j}, \sum_{w}^{-1} I_{J_l}) \]  
      (13)
   b. Generate an offset vector for latent item
      \[ e_j \sim N(0, \sum_{v}^{-1} I_{J_l}) \]  
      and assign the latent vector to be:
      \[ v_j = e_j + X_{L,j}^T \]  
      (14)

3. Generate a latent user vector for each and every user $i$:
   \[ u_i \sim N(0, \sum_{w}^{-1} I_{K}) \]  
   (15)

4. Generate a rating matrix for each user–item pair $(i, j)$:
   \[ R_{ij} \sim N(u_i^T v_j, C_{ij}^{-1}) \]  
   (16)

   where $\sum_{w}, \sum_{u}, \sum_{v}$, and $\sum_{v}$ are the hyperparameters and $C_{ij}$ is the value of confidence parameter. We have to understand that middle layer $X_{L/2}$ actually serves as an interface between the ratings and the content information. The middle layer, along with the offset value of the latent feature $e_j$, is the main key that allows us to do the learning of the feature representation effectively and finds the similarity between items and users. We can take computational efficiency $\lambda_s$ to infinity.

HBSADE is a combined learning environment that actually learns content information by integrating SDAE and collaborative filtering for the rating matrix. HBSADE is a novel hierarchical Bayesian model working to establish the link between deep learning and recommender system. HBSADE provides such a framework, where we can change BSADE to other deep learning model or add additional information.

The proposed model comprises three major components, namely upper, middle and lower components. The upper and lower parts are responsible for the extraction of latent factor vectors, whereas the middle part decays the rating matrix $R$ into the two latent factor matrices. The intermediate layers are responsible for capturing the similarity and relationship between the users and items.

HBSADE combines the encoder and decoder parts. The encoder $g(.)$ receives the input $s$ and represents it to a hidden model of $g(s)$; on the other hand, decoder $f(.)$ represents the hidden model back to the reformed version of $s$, such that $f(g(s)) \approx s$. The arguments of the encoder are trained to minimize the error of reformation, which is actually calculated by some loss $L(s, f(g(s)))$. However, HBSADE includes a slight update to the original setup. It refoms the input $s$ from a change or debate by making errors or unintentional alterations with the training level motivational representation from the input. HBSADE is trained to reform the input $s$ from its corrupted copy $\tilde{s}$ by means of minimizing $L(s, f(g(\tilde{s})))$. Generally, the ability is
to choose corruption which combines with additive isotropic binary noise. Furthermore, various kinds of auto-encoders have been introduced in many domains to display encouraging results.

In this work, we are integrating inputs together with auxiliary side information. Assuming that the sample set \( s = [s_1, s_2, \ldots, s_n] \) and the respective side information set \( x = [x_1, x_2, \ldots, x_2] \), HBSADE examines random misrepresentations over \( s \) and \( x \) acquiring \( \tilde{s} \) and \( \tilde{x} \). It combines both the encoders and decoders by implementing the following equations (Eqs. 17–19).

\[
\begin{align*}
    h &= g(W_1\tilde{s} + V_1\tilde{x} + b_h) & (17) \\
    \tilde{s} &= f(W_2h + b_s) & (18) \\
    \tilde{x} &= f(V_2h + b_x) & (19)
\end{align*}
\]

where \( \tilde{s} \) and \( \tilde{x} \) are the corrupted form of \( s \) and \( x \), respectively, \( \tilde{s} \) and \( \tilde{x} \) are the reformations of \( s \) and \( x \), respectively, and \( h \) is the hidden innate representation of the original inputs. \( W \) and \( V \) are the weight matrices, \( b \) is the bias vector, and \( g(.) \) and \( f(.) \) are the kernel activation functions.

In the phase of distance belief model training, using mini-batch SGD, we sought the optimized result. The model parameters are shared by partition. This allows 10 s, 100 s and 1000 s of cores per model. Gradient descent is a way to minimize an activation function \( J(h) \). \( \theta \in R^d \) is the parameters and \( n \) is the learning rate. \( \nabla_\theta J(\theta) \) is the gradient of the activation function with regard to the arguments. Usually, parameters in the opposite direction of the gradient are updated successfully.

The updated equation is given as follows:

\[
\theta = \theta - n\nabla_\theta J(\theta) & (20)
\]

The computation of gradient for the entire dataset has been carried out successfully with regular updates. SGD shows the same convergence behavior as batch gradient descent if the learning rate slowly decreased (annealed) over time. The number of possible local minima grows exponentially with the number of parameters, as depicted in Fig. 8.

\[\text{Fig. 8 Optimization with gradient descent}\]

4.5 Candidate ranking

Along with the high efficiency of HBSADE presented, items receiving prediction scores with high value would be recommended to the users. Ultimately, users only may be interested only in the initial phase of HBSADE. The measurement of candidate items delivered to the raw-item database reduces significantly from millions to hundreds. HBSADE’s focus quality for prediction of the rating was never quite enough to receive satisfactory results. In this phase, the ranking of candidates plays a crucial, unique role for the definitive list of top-N recommended list of items, which will affect the achievement of the recommender system in some aspects.

In the second phase, BSADE or user-defined model of denoising encoder network model with well-known sigmoid activation function is applied for ranking of candidates in HBSADE, which is quite different from traditional ranking methods. The three hidden layers, BSADE, own the leadership overrepresentation or model and manipulation. It is flexible for BSADE to leverage available heterogeneous information for better performance. Side information (SI) includes the user’s profile with items such as time and venue. It is challenging work for the rich side to incorporate deep learning work.

The ultimate aim of BSADE is to re-rank the candidates’ lists with the available side information and provide the best top-N-generated recommendation results. BSADE could perform the re-ranking process of the candidate by taking into account accessible side information not used in the existing researches. Concerning the results obtained in DAE, HBSADE is one that provides a dozen final recommendation items available with a high score, otherwise termed as top-N recommendations.

5 Proposed HBSADE model

Since challenges are motivating and pave the way to generating a novel deep learning-based recommender system, which is the combination of both traditional and deep learning methods, our proposed method leverages the resources available, so that the performance of the recommendation increases. Multilayer perceptrons are applied here to train the set of input–output combinations and to learn the dependencies between them. In order to minimize the error value, training involves adjusting weights and bias values. Adjustments to the weights and biases are carried out with proper training methodology. The proposed work comprises a two-stage process. The first is “candidate generation” and the second is “candidate ranking.”
Figure 9 shows an overall idea about the proposal covering the two-stage process.

Millions of products’ information is initially available in the product corpus. For example, the symmetric form of embedding layer uses the database of textual reviews assigned to item $V$. Concerning the vocabulary highly frequent words which are added and to fix the f-dimensional vector, the embedding layer will represent the map of each word available in $\theta$. The refer corpus and the operation of embedding for the contextual document $c$ are identical.

After analyzing reviews in terms of user/item matrix, the latent interest of the user is generated. During the offline computation, ratings and reviews are analyzed to convert these into latent interests using the algorithm called LDA. Once the query is generated by the user, “side information” includes the background and demographic details explored from the user. In the very first stage, our proposed method explores the latent interest of the users via a sparse kind of LDA and then extracts the knowledge of low-rank characteristic vector values of users and items through NGMF. Later, using SGD, we will obtain the optimized generation of the candidate list with ranking. When the second-stage activities begin, our proposed method executes candidates ranking process through a BSADE.

To increase the recommendation achievement, the proposed work handles candidate ranking by analyzing side information. HBSADE provides a pair-wise ranking technique used to assess the user–item communications from implicit kinds of feedback. This model/design is the best option for generating recommendations. The rate of learning is altered, and the first-rate achievement is repeated. This work shows the significant interactions between the users and items. The process of candidate generation and ranking for HBSADE is presented in Algorithm 1.

From the illustration in Fig. 10, we can observe that our proposed method generally comprises request–reply behavior, which includes an online query and offline computation.
6 Experimental analysis

In this section, we evaluate the performance of the proposed hybrid model of the HBSADE approach with two benchmark datasets, namely Amazon-b and Book-Crossing datasets. Both datasets are used for the book recommendation, and we have compared the performance with four state-of-the-art recommendation algorithms.

6.1 Datasets

We used three benchmark datasets from different real-world domains. These datasets have composite information of textual reviews, rating values, descriptions and numerical scores for each category of a book/product/movie/TV. These datasets comprise ratings for user–item pairs with a numerical value ranging from 1 to 5. In total, there are 22,507,155 ratings and 8,898,041 reviews available in the Amazon-b dataset. On the other hand, there are 4,607,047 ratings and 1,697,533 reviews available in the Amazon-m&t dataset. The last dataset, called Book-Crossing dataset, contains 2,78,858 reviews on 2,71,379 books with 11,49,780 ratings. All these datasets lead to a problem in the form of a user–item matrix with a data sparsity of 99.99%. Outlier data and noise data exist in these datasets. Our first aim is to remove noise data and outlier data from these datasets. Using the proposed method, in the very first step called “candidate generation,” we have removed noise and outlier data. Each dataset is split into two forms, with a ratio of 80:20, in

---

Algorithm 1 Candidate generation and ranking using HBSADE

**Input**: Product corpus

**Output**: Recommendation list

1: Construct a four-layer hybrid stacked denoising autoencoder deep neural network;
2: Load product corpus data into the first layer of the network;
3: while(true)
   
   - Apply the LDA method to create POI latent interest preferences;
   - Add these preferences along with side information (demographic particulars) to the input product corpus;
   - Repeat steps 4 – 8 until we get the best recommendation result for the input query;

4: Apply the combined model of NGMF and MLP on input data;
   According to Eq.(3), generate user-item vector.

5: Perform Candidate generation for the user-item vector by following key steps:
   
   Assume \( C_k \) is Candidate itemset of size \( k \) and \( L_k \) : Frequently occurred list of items
   
   for \( (k−1) \), \( L_{k−1} \neq \phi \) = \( k \)
   
   \( C_{k+1}\) = candidate generated from \( L_k \);
   
   For each transaction in database do
   
   Increment the count of all candidates in \( C_{k+1} \)
   
   Generate \( L_{k+1} \) candidates in \( C_{k+1} \)

   end
   
   Update the Generated List.

6: Extract the output from the first layer and give the same as input for the next hidden layer;
   while(iteration>0)
   
   update : \( v_u \) according to Eq.(14);
   update: \( u_i \) according to Eq.(15);

   Generate Rating matrix using the formula \( R_{ij} \sim N(u_j^Tv_i , C_{ij}^{-1}) \);
   
   Apply SGD to generate optimized candidate list with the high predicted score, according to Eq.(20);

   end while

7: Receive the output of step 6 and give the same as input for the next hidden layer.
   Apply BSAD method to generate ranking list;

8: With the help of the ranking list, generate recommendations with a high score based on the query given by the user.
which the training dataset provided for implementation has 80% of the observations and the remaining 20% is used for testing purposes.

### 6.2 Evaluation metrics

The main objective of the proposed recommendation system is to generate top-N recommendations to the end users, so we applied Recall@N and Precision@N metrics to evaluate our proposed model of HBSADE. To assess the proposed hybrid model, we have arranged the predicted rating values of all products for each user and recommended the top-N recommendations list to each user.

\[
\text{Recall@N} = \frac{A \cap B}{B}
\]

\[
\text{Precision@N} = \frac{A \cap B}{N}
\]

where \(A\) is the number of items the user likes in top-N and \(B\) is the list of various items that are adopted by the user. F1 score or F-measure is another metric applied to evaluate the proposed system. F1 score conveys the balance between precision and recall. F1 is calculated through

\[
2 \times \left( \frac{\text{precision} \times \text{recall}}{\text{precision} + \text{recall}} \right)
\]

Normalized root mean square error (NRMSE) Proposed evaluation is executed with a five-cross-fold validation and the NRMSE formula:

\[
\text{NRMSE} = \sqrt{\frac{1}{N} \sum_{i=1}^{N} \left( \frac{\tau_i - r_i}{d_{\max} - d_{\min}} \right)^2}
\]

where \(\tau_i\) is the predicted value and \(r_i\) is the real value.

Normalized discounted cumulative gain (NDCG) generates the quantity value of the proposed system’s original performance based on a graded relevance score. This value ranges from 0.0 to 1.0.

\[
\text{DCG} = \sum_{i=1}^{N} \frac{\tau_i - 1}{\log_2(i + 1)}
\]

\[
\text{NDCG} = \frac{\text{DCG}}{\text{IDCG}}
\]

where ideal discounted cumulative gain (IDCG) is the peak possible discounted cumulative gain (DCG) value, and the actual relevance of a recommended item is predicted using \(\tau_i\).

### 6.3 Baseline methods and parameter setting

To assess the performance of our proposed approach by comparing it with the benchmark recommendation algorithms, probabilistic matrix factorization is a model that performs factorization. Factorization happened on the given user–item matrix [32]. It considers the existence of Gaussian observation noise and Gaussian priors to the latent factor model. The convolution matrix factorization (CMF) model is a composite of the CNN [38]. It provides the environment in which contextual information about the representation of vectors has been extracted, and it can be incorporated into MF. This method typically generates accurate recommendation results. Collaborative-type deep learning methods are stratified form of a deep learning model to achieve deep representation learning for the product information and to generate a collaborative filtering-based recommendation system [33]. Collaborative deep learning (CDL) can produce perfect recommendation results. Model of deep learning for top-N recommendation system is designed with the proper utilization of candidate generation and ranking via CNN architecture, which includes vector learning for items, exploring various user’s interests [34, 35, 39]. The massive amount of different forms of side information is collected from the user to generate recommendations accordingly.

Our proposed method, called hybrid Bayesian stacked auto-denoising encoder (HBSADE), is the integrated model of combining the features of PMF and SDAE. It is also an ensemble method—combining the collaborative deep learning process with the regular learning process. The low rank generated from a collaborative filtering method is used to provide top-N recommendations to the user. For all compared models, we have completed the training process with available rating information. We have randomly selected 80% data for the training purpose and the remaining 20% data for testing purposes. The performance of each method was measured and monitored via all baseline methods. For our hybrid model, we set the hyperparameters \(\alpha\), \(\beta\), and \(\lambda\) to 0.2, 0.8 and 0.01, respectively. The rate for learning is also given as an input parameter. And we use masking of noise level 0.3 in order to receive the depraved input \(X_0\) from the clean input \(X_c\) from the massive form of inputs. For the proposed deep learning model, the total number of layers is set to 4 in our experimental evaluation and comparison. In addition, the learned latent factors for both the user and the item are set to 64. We use a drop rate of 0.1 to achieve adaptive regularization and to avoid over-fitting.

During the process of exploring users’ innate interests, the textual kinds of reviews are combined further as a document for each and every user. During the preprocessing, we first resolve the problem of removing stop words from the massive volume of contextual review documents. Then, we have selected 200 words from the
review document for analyzing the term frequency (TF)/inverse document frequency (IDF) combinations. Here, we set a drop rate of 0.1 to avoid over-fitting. Smaller values for parameters will produce inaccurate recommendation results, whereas the larger amount of selection of parameters will lead to an over-fitting problem, so, the selection of parameters greatly concentrated on the utilization of both input datasets.

6.4 Comparison and performance evaluation

In this section, we list all the experiments carried out with our proposed approach along with benchmark recommendation methods. Tables 1, 2, 3 and 4 provide a detailed report on comparing the performance of the rating prediction for CDL, PMF, CMF, DLMR-DAE and HBSADE concerning Recall@N and Precision@N. The result of the tables indicate that:

- Using the method called PMF, taking into consideration user–item rating matrix numerical values—Precision@N and Recall@N values are lesser than those other benchmark methods, namely CDL, CMF and DLMR-DAE.
- CDL seeks to improve the performance of the recommendation system by introducing a stacked denoising auto-encoder. Experiment results show that CDL is lightly better than the previous model PMF.
- CMF provides a composite kind of CNN of deep learning to make the environment learn about model vectors for the contextual information, and it can be integrated into MF. This method generates less accurate recommendation results than the previous techniques of PMF and CDL.
- The results generated from the DLMR-DAE are slightly better than the results obtained from PMF, CDL and CMF. As stated earlier, DLMR-DAE works to explore the innate interests of the user.
- Our proposed approach HBSADE outperforms the existing benchmark methods of PMF, CDL, CMF and DLMR-DAE. Using the approach, HBSADE, the learned interests and textual descriptions, such as reviews, are applied to candidate generation and candidate ranking. By the end of these two phases, we have achieved better results. User’s side information and top-N recommended list of items mainly focused on producing better results. The arrived precision value and recall value are quite better than the existing methods.
- By comparing the results, we got the inferences, saying that precision values for Amazon-b are quite better than for the Book-Crossing dataset.

The experiments of the proposed system HBSADE were conducted on two large-scale real-world datasets and attained results compared with the traditional recommendation techniques for the evaluation purpose. The comparison and analysis of the experimental results obtained by PMF, CMF, CDL and DLMR-DAE are given in Fig. 11 which shows the results obtained for the Book-Crossing dataset using the precision metric. Figure 12 depicts the attained precision results of the proposed work for the

| Table 1  | Precision for Book-Crossing dataset |
|----------|------------------------------------|
| Algorithm | N = 5 | N = 10 | N = 15 | N = 20 | N = 25 |
| PMF       | 0.107 | 0.098 | 0.089 | 0.085 | 0.078 |
| CDL       | 0.190 | 0.175 | 0.113 | 0.123 | 0.112 |
| CMF       | 0.185 | 0.147 | 0.137 | 0.124 | 0.117 |
| DLMR-DAE  | 0.198 | 0.195 | 0.186 | 0.157 | 0.158 |
| HBSADE    | 0.283 | 0.253 | 0.256 | 0.237 | 0.232 |

| Table 2  | Precision for Amazon-b dataset |
|----------|---------------------------------|
| Algorithm | N = 5 | N = 10 | N = 15 | N = 20 | N = 25 |
| PMF       | 0.103 | 0.093 | 0.082 | 0.071 | 0.069 |
| CDL       | 0.193 | 0.186 | 0.124 | 0.119 | 0.118 |
| CMF       | 0.183 | 0.164 | 0.132 | 0.122 | 0.116 |
| DLMR-DAE  | 0.295 | 0.276 | 0.253 | 0.234 | 0.234 |
| HBSADE    | 0.312 | 0.297 | 0.272 | 0.258 | 0.258 |

| Table 3  | Recall for Book-Crossing dataset |
|----------|----------------------------------|
| Algorithm | N = 5 | N = 10 | N = 15 | N = 20 | N = 25 |
| PMF       | 0.105 | 0.114 | 0.123 | 0.161 | 0.134 |
| CDL       | 0.156 | 0.177 | 0.195 | 0.209 | 0.217 |
| CMF       | 0.157 | 0.168 | 0.164 | 0.191 | 0.197 |
| DLMR-DAE  | 0.305 | 0.327 | 0.344 | 0.354 | 0.353 |
| HBSADE    | 0.327 | 0.349 | 0.364 | 0.382 | 0.371 |

| Table 4  | Recall for Amazon-b dataset |
|----------|------------------------------|
| Algorithm | N = 5 | N = 10 | N = 15 | N = 20 | N = 25 |
| PMF       | 0.109 | 0.124 | 0.138 | 0.151 | 0.152 |
| CDL       | 0.193 | 0.209 | 0.224 | 0.236 | 0.238 |
| CMF       | 0.203 | 0.211 | 0.223 | 0.226 | 0.226 |
| DLMR-DAE  | 0.318 | 0.352 | 0.376 | 0.381 | 0.382 |
| HBSADE    | 0.341 | 0.376 | 0.392 | 0.398 | 0.399 |
Achieved values of Precision@N decrease slowly with increasing N value. Figure 13 shows recall metric results obtained using the Book-Crossing dataset, and Fig. 14 shows the achieved results of the proposed work for the Amazon-b dataset compared with other existing approaches.
Amazon-b dataset. The value of Recall@N increases gradually along with increasing N. Attained results of Recall@N and Precision@N for the method called PMF are relatively small when compared with CTR, CDL, CMF, DLMR-DAE and HBSADE.

Figure 15 shows the results obtained for the Book-Crossing dataset using the f-measure metric, and Fig. 16 depicts the attained f-measure results of proposed work for the Amazon-b dataset compared with other existing approaches. The value f-measure decreases gradually with the increasing N recommendations. Achieved results of F-measure@N with Amazon-b dataset have more or less the same set of values than with the Book-Crossing dataset. Values of Precision@N, Recall@N and F-measure@N share a similar drift jointly for these techniques over each dataset. HBSADE outperforms PMF, CDL and CMF naturally in terms of Precision@N, Recall@N and F-measure@N over Amazon-b and Book-Crossing datasets. CDL and CMF work to enhance the performance of recommendations through adding topic regression module, and CDL and CMF perform slightly better than PMF.

A comparison of the evaluation metric NRMSE using the Book-Crossing dataset for PMF, CMF, CDL, DLMR-DAE and HBSADE is reported in Fig. 17. Similarly, a comparison of the NRMSE evaluation metric for the Amazon-b dataset is depicted in Fig. 18. The values of NRMSE over Amazon-b are slightly larger than that of the Book-Crossing dataset.

A comparison of evaluation metric NDCG using the Book-Crossing dataset for PMF, CMF, CDL, DLMR-DAE, and HBSADE is shown in Fig. 19. The contrast of the NDCG evaluation metric for the Amazon-b dataset is shown in Fig. 20. The achieved results of NRMSE and NDCG for PMF among each dataset are much more significant than those of other methods, respectively, since PMF considers only the numerical form of a user–item matrix and discards additional available information.

Overall, each recommendation approach, along with top-N recommendation with $N = 10$, is lightly better than
with $N = 5$. Similarly, top-N advice with $N = 20$ is lightly better than with $N = 10$. It means that the proposed model is capable of providing recommendations than traditional recommendation approaches. We carried out the list of experiments between two datasets to compare the effectiveness of HBSADE with conventional approaches, including Precision@N, Recall@N, F-measure@N, NRMSE and NDCG. Based on the existing research, the proposed method HBSADE outperforms PMF, CDL and CMF over Amazon-b and Book-Crossing datasets. The obtained results depict the improved performance of the proposed HBSADE model over the traditional recommendation methods. The proposed method HBSADE seeks to extract the latent interests for each user, and then CMF has been performed for candidate generation which includes latent interests and textual information.

In summary, from the analysis of Amazon-b and Book-Crossing dataset, we could understand that the enhanced performance of HBSADE is stable and effective over real-world datasets. It can generate efficient and accurate top-N recommendations in contrast to the traditional recommendation systems. All experiments were conducted in the programming model “Python” on a Personal Computer with Intel i7-8700K supported CPU and NVIDIA graphics card supported GTX1080Ti GPU-based system. For Amazon-b and Book-Crossing datasets, it requires 200 epochs for HBSADE to achieve real convergence in the training phase.

7 Conclusion and future work

In RS, data sparsity is an open and challenging issue. Existing methodologies were failed to handle the sparsity problem due to the generation of noise data and the form of outliers in the side information. Initially, the side information mitigates the issue of data sparsity. In this article, we proposed a novel deep learning model called HBSADE, which has been used to eliminate the data sparsity and the removal of outliers, such as noise data. Explicit rating, implicit rating and side information are integrated to learn the latent interest of the user. To capture the explicit rating information, we have applied the HBSADE model that explores the distribution of user’s interests via CNN and performs convolution matrix factorization along with an optimization algorithm SGD. The proposed model has been applied to learn low-rank feature vectors for both users and items. Next, the prediction has been attained for candidate generation. A three-layer hybrid stack-based denoising auto-encoder with heterogeneous size information was applied to handle the problem of data sparsity. Using the approach, HBSADE, the learned interests and textual descriptions, such as reviews, are applied to candidate generation and candidate ranking. HBSADE outperforms the existing benchmark methods of PMF, CDL, CMF and DLMR-DAE. We have evaluated our model with various evaluation metrics—Precision@N, Recall@N, F-measure@N, NRMSE and NDCG. The performance analysis shows that top-N recommendations obtained from HBSADE outperform other traditional methods in terms of real-world datasets, namely Amazon-b and Book-Crossing. In the future, we are planning to add time-sequence information and behavioral information with the help of a social media network that enhances the module of interest exploring and improves the performance of RS.
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