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Abstract

The ‘popcorn function’ is a well-known and important example in real analysis with many interesting features. We prove that the box dimension of the graph of the popcorn function is 4/3, as well as computing the Assouad dimension and Assouad spectrum. The main ingredients include Duffin-Schaeffer type estimates from Diophantine approximation and the Chung-Erdős inequality from probability theory.
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1 The popcorn function

The popcorn function \( f : [0, 1] \to \mathbb{R} \) is defined by

\[
f(x) = \begin{cases} 
\frac{1}{q} & \text{if } x = \frac{p}{q} \text{ where } \gcd(p, q) = 1 \text{ and } 1 \leq p < q \\
0 & \text{otherwise.}
\end{cases} \tag{1.1}
\]

It is an important pedagogical example in real analysis and is also known as Thomae’s function, the raindrop function, and the modified Dirichlet function, etc. This function has many interesting properties, such as being continuous at the irrationals but discontinuous at the rationals in (0, 1). It also provides an example of a Riemann integrable function which is not continuous on any open interval. We write

\[ G_f := \{(x, f(x)) : x \in [0, 1]\} \]

to denote the graph of the popcorn function, which we refer to as the popcorn graph. The restriction of the popcorn graph to the rationals provides a simple example of a discrete set whose closure has positive length.
We also define the full popcorn set by

\[ F = \{(p/q, 1/q) : p, q \in \mathbb{N} \text{ with } p < q\} \cup ([0, 1] \times \{0\}) \quad (1.2) \]

It is clear that \( G_f \subset F \subset [0, 1]^2 \). We will see below that the popcorn graph and full popcorn set have the same dimensions and so we include the full popcorn set in our analysis for completeness.

![Figure 1: Popcorn graph](image1)

![Figure 2: Full popcorn set](image2)

### 2 Box dimension of the popcorn graph

In this section, we discuss the box dimension of the popcorn graph. We start with the definition of box dimension. More discussion on the definition and properties of box dimension can be found in [3]. We remark that the Hausdorff dimensions of the popcorn graph and full popcorn set are trivially 1 since Hausdorff dimension is is countably stable.

**Definition 2.1.** Let \( X \subset \mathbb{R}^d \) be a non-empty bounded set. For any \( 0 < \delta < |X| \), where \( |X| \) is the diameter of \( X \), we write \( N_\delta(X) \) to denote the smallest number of closed cubes with side length \( \delta \) needed to cover the set \( X \). The upper and lower box dimensions of \( X \) are defined, respectively, as

\[ \dim_B X = \lim_{\delta \to 0} \frac{\log N_\delta(X)}{-\log \delta}; \quad \dim_{B^-} X = \lim_{\delta \to 0} \frac{\log N_\delta(X)}{-\log \delta}. \]

If the upper and lower box dimensions coincide, then we write \( \dim_B X \) for the common value, referring simply to the box dimension of \( X \).

We will prove the following result in Section 5.

**Theorem 2.1.** The box dimensions of the popcorn graph and full popcorn set are \( 4/3 \), that is, \( \dim_B F = \dim_B G_f = 4/3 \).

Both the popcorn graph and full popcorn set have a fractal structure. In fact, they can be used to exhibit some interesting phenomena in fractal geometry, for example, that the modified lower dimension is not stable under closure, see [4, Section 3.4.2]. Despite its sustained relevance and appearance in analysis and fractal geometry, the box dimension of the popcorn graph was unknown. The proof we found relies on a delicate counting argument introduced by Duffin and Schaeffer in [2]. We also make extensive use of the Chung-Erdős inequality from probability theory. The popcorn graph is clearly related to the set \( E = \{1/n : n \in \mathbb{N}\} \) which is often used as a ‘first example’ when studying the box dimension of fractals. It is straightforward, but instructive, to show that \( \dim_B E = 1/2 \). Computation of the box dimension of the popcorn graph is, by comparison, rather harder.
3 Assouad spectrum and Assouad dimension of the popcorn graph

In this section, we discuss the Assouad spectrum and Assouad dimension of the popcorn graph. The Assouad dimension can be viewed as a ‘local box dimension’ where only covers of small neighbourhoods of the set are considered. The Assouad spectrum fixes the relationship between the size of the neighbourhood and the covering scale using the parameter $\theta \in (0,1)$ and as the parameter varies the Assouad spectrum interpolates between the box and Assouad dimensions in a meaningful sense explained below. It is therefore very natural to also consider the Assouad spectrum of the popcorn graph.

**Definition 3.1.** Let $X \subset \mathbb{R}^d$ be a non-empty set. For any $x = (x_1, \ldots, x_d) \in \mathbb{R}^d$ and any $R > 0$, we write $C(x, R) = [x_1, x_1 + R] \times \cdots \times [x_d, x_d + R]$. The Assouad dimension of $X$ is defined by

$$\dim_X = \inf \{ s \geq 0 : \text{there exists a constant } c > 0, \text{ such that for all } 0 < r < R \text{ and all } x \in \mathbb{R}^d, N_r(C(x, R) \cap X) \leq c (R/r)^s \}.$$

For $0 < \theta < 1$, the Assouad spectrum of $X$ is defined by

$$\dim_X = \inf \{ s \geq 0 : \text{there exists a constant } c > 0, \text{ such that for all } 0 < R < 1 \text{ and all } x \in \mathbb{R}^d, N_{R^\theta}(C(x, R) \cap X) \leq c R^{(1 - 1/\theta)s} \}.$$

We refer the reader to [4, 5, 6] for more details and background on the Assouad dimension and spectrum. We note that $\dim_X$ is continuous in $\theta \in (0,1)$ and tends to the upper box dimension as $\theta \to 0$ and to the quasi-Assouad dimension as $\theta \to 1$. The quasi-Assouad dimension, introduced in [7] and denoted by $\dim_{\theta}^A$, is related to the Assouad dimension, and for many sets of interest, the two notions coincide. This will be the case here. It is also useful to note that for all non-empty bounded $X$ and all $\theta \in (0,1)$

$$\overline{\dim}_B X \leq \dim_{\theta}^A X \leq \dim_{\theta}^A X \leq \dim_{\theta}^A X. \quad (3.1)$$

The techniques we used to deal with the box dimension may also be used to study the Assouad spectrum, but the argument becomes rather more complicated. We will prove the following result in Section 6.

**Theorem 3.1.** The Assouad spectrum of the popcorn graph is

$$\dim_{\theta}^A G_f = \dim_{\theta}^A F = \begin{cases} \frac{4 - \theta}{1 - \theta} & \theta \in (0, \frac{2}{3}) \\ 2 & \theta \in [\frac{2}{3}, 1) \end{cases}$$

We get the following immediate corollary concerning Assouad and quasi-Assouad dimension by appealing to (3.1).

**Corollary 3.1.** We have $\dim_{\theta}^A G_f = \dim_{\theta}^A F = \dim_{\theta}^A G_f = \dim_{\theta}^A F = 2$.

4 Preliminaries and notation

Computing the box dimension

Suppose $\{\delta_n\}_{n=1}^\infty$ is a strictly positive decreasing sequence of real numbers such that there exists a constant $0 < c < 1$ such that for any $n \geq 1$, we have $\delta_{n+1} \geq c \delta_n$. It is straightforward to show that the box dimensions for $X \subset \mathbb{R}^d$ can be computed by

$$\overline{\dim}_B X = \lim_{n \to \infty} \frac{\log N_{\delta_n}(X)}{-\log \delta_n}; \quad \overline{\dim}_B X = \lim_{n \to \infty} \frac{\log N_{\delta_n}(X)}{-\log \delta_n},$$

that is, it is sufficient to let $\delta \to 0$ through the sequence $\delta_n$. 

3
Layer structures of the popcorn graph

It will be useful to keep in mind the following two expressions for the popcorn graph. In what follows, observe that $\gcd(1,1) = 1$. First note that we need only to consider the popcorn graph restricted to the rationals since the box dimension (and Assouad spectrum) is stable under taking closure. The ‘horizontal view’ of the popcorn graph (restricted to the rationals) is

$$G_f \cap ([0,1] \times (0,1]) = \bigcup_{n=2}^{\infty} \left\{ \left( \frac{i}{n}, \frac{1}{n} \right) : \gcd(i,n) = 1, 1 \leq i \leq n \right\}$$

and the ‘collapsed view’ is

$$G_f \cap ([0,1/2] \times (0,1]) = \bigcup_{l=1}^{\infty} \bigcup_{n=1}^{\infty} \left\{ \left( \frac{l}{ln+i}, \frac{1}{ln+i} \right) : \gcd(l, i) = 1, 1 \leq i \leq l \right\}.$$ 

This expression uses that if $\gcd(i,l) = 1$, then $\gcd(l,ln+i) = 1$ for every integer $n \geq 1$. These two expressions are useful in different settings. The horizontal view will be used to study the box dimensions of the popcorn graph, and the collapsed view will be used to study the Assouad spectrum of the popcorn graph.

Further notation

- Throughout, we write $a \lesssim b$ (or $a \gtrsim b$) to express $a \leq cb$ (or $a \geq cb$) for some universal constant $c$. If $a \lesssim b$ and $a \gtrsim b$, then we write $a \approx b$.
- For $x > 1$, we write $\lfloor x \rfloor = \max\{n \in \mathbb{N}^+ : n \leq x\}$ and $\lceil x \rceil = \min\{n \in \mathbb{N}^+ : n \geq x\}$. Observe that if $a > b > 1$ are two real numbers with $a - b \geq 3$, then

$$\lfloor a\rfloor^2 - \lceil b \rceil^2 \approx a^2 - b^2.$$ (4.1)
- For any set $X \subset \mathbb{R}^2$, we write $\text{Proj}_x(X)$ to denote the projection of $X$ onto the $x$-axis.

5 Box dimensions: proof of Theorem 2.1

5.1 Preparation

In this section, we introduce some notation which is specific to the box dimension argument, as well as recall some crucial estimates which we will rely on.

Let $0 < \delta < 1$ and, for any integer $0 \leq k \leq \lfloor \delta^{-1/2} \rfloor$, write

$$S_\delta(k,f) = ([0,1] \times [k\delta, (k+1)\delta)) \cap G_f \quad (5.1)$$

$$S_\delta(k,F) = ([0,1] \times [k\delta, (k+1)\delta)) \cap F. \quad (5.2)$$

It is worth noting that $S_\delta(k,f)$ is the $k$th strip of height $\delta$ in the popcorn graph (and similar for full popcorn set). We also let

$$L_\delta(k) = \max \left\{ n : n \leq \frac{1}{k\delta} \right\} = \left\lfloor \frac{1}{k\delta} \right\rfloor. \quad (5.3)$$

The numbers $L_\delta(k)$ effectively index the strips $S_\delta(k,f)$. For $0 < \delta < 1$, it is clear to see that $L_\delta(k) \geq L_\delta(k+1)$ for any $k \geq 1$. Moreover, for any $k \geq 0$,

$$\left\lfloor \frac{1}{(k+1)\delta} \right\rfloor = \begin{cases} L_\delta(k+1) + 1 & \text{if } \frac{1}{(k+1)\delta} \text{ is not an integer} \\ L_\delta(k+1) & \text{otherwise.} \end{cases}$$
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Thus for each strip $S_\delta(k,f)$ (or $S_\delta(k,F)$), the levels $n \in \mathbb{N}$ satisfy
\[ k\delta \leq \frac{1}{n} < (k+1)\delta \quad \iff \quad L_\delta(k+1) < n \leq L_\delta(k). \]

Let $\psi : \mathbb{N} \to \mathbb{R}$ be a real function. Let $k \geq 1$, $\delta > 0$ and for $L_\delta(k+1) < n \leq L_\delta(k)$ we write
\[ E_n = \left\{ x \in [0,1] : \left| x - \frac{m}{n} \right| \leq \frac{\psi(n)}{n} \text{ for some } (m,n), \gcd(m,n) = 1, 1 \leq m \leq n-1 \right\}. \quad (5.4) \]

The set $E_n$ is a finite union of intervals of length $\frac{2\psi(n)}{n}$. For any integer $n \geq 2$, we denote the Euler totient function by
\[ \phi(n) = \# \{ m : \gcd(m,n) = 1, 1 \leq m \leq n-1 \}. \]

We require the following bound on the growth of the Euler totient function.

**Theorem 5.1** (Estimate of Euler totient function). \cite{8, Theorem 2.9}
There exists a constant $0 < c < 1$ and an integer $N$ such that, for all $n > N$,
\[ \phi(n) \geq c \cdot \frac{n}{\log \log n}. \]

We will frequently use the following crude estimate on $\log \log n$ for large $n$. Specifically, for all $\varepsilon > 0$,
there exists an integer $N(\varepsilon) > 0$ such that, for all $n > N$, $\log \log n < n^\varepsilon$.

We use the Chung-Erdős Inequality from probability theory to provide the lower bound for the size of covers by intervals.

**Theorem 5.2** (Chung-Erdős Inequality). \cite{1, 9} Let $\{X, \mu, \mathcal{X}\}$ be a probability space, $A_1, \ldots, A_m$ be positive events in $\{X, \mu, \mathcal{X}\}$, then
\[ \mu(A_1 \cup \cdots \cup A_m) \geq \left( \sum_{i=1}^{m} \mu(A_i) \right)^2 \sum_{i=1}^{m} \sum_{j=1}^{m} \mu(A_i \cap A_j). \]

In what follows, we let $X = [0,1]$, $\mu$ be the Lebesgue measure on $[0,1]$ and $\mathcal{X}$ be the class of Lebesgue measurable sets in $[0,1]$.

**Theorem 5.3** (Duffin-Schaeffer estimate). \cite{2, Lemma 2} Let $m, n$ be two positive integers satisfying $m, n \geq 2$ and $m \neq n$. Then
\[ \mu(E_n \cap E_m) \leq 4\psi(n)\psi(m) \]
where $E_n$ is as in (5.4).

For the rest of the paper, for fixed $\delta$, we let $\psi(n) = n\delta$ in the definition of $E_n$ (see (5.4)) for all integers $n \geq 2$.

**Lemma 5.1** (Counting integers in horizontal strips). Fix sufficiently small $0 < \delta < 1$ and sufficiently small $\varepsilon > 0$. Then for all $1 \leq k \leq \lfloor \delta^{-1/2+\varepsilon} \rfloor$, we have
\[ \frac{1}{2k^2\delta} \leq L_\delta(k) - L_\delta(k+1) \leq \frac{1}{k^2\delta} \]
where $L_\delta(k)$ is as in (5.3).
Proof. For the upper bound,
\[ L_δ(k) - L_δ(k + 1) = \left| \frac{1}{kδ} \right| - \left| \frac{1}{(k+1)δ} \right| \leq \frac{1}{kδ} - \frac{1}{(k+1)δ} + 1 \leq \frac{1}{k^2δ} \]
for sufficiently small $δ > 0$. For the lower bound,
\[ L_δ(k) - L_δ(k + 1) = \left| \frac{1}{kδ} \right| - \left| \frac{1}{(k+1)δ} \right| \geq \frac{1}{kδ} - \frac{1}{(k+1)δ} - 1 \geq \frac{1}{(k+1)^2δ} - \frac{1}{2k^2δ}, \]
for sufficiently small $δ > 0$, as required. \qed

**Remark.** The inclusion of $ε$ in the range of allowable $k$ in Lemma 5.1 is to guarantee that $\frac{1}{(k+1)^2δ} - 2 > 1$. We also have $L_δ(k) - L_δ(k + 1) \approx \frac{1}{k^3δ}$.

**Corollary 5.1.** Fix sufficiently small $0 < δ < 1$ and sufficiently small $ε > 0$. For $1 ≤ k ≤ \lfloor δ^{-1/2+ε} \rfloor$, we have
\[ \sum_{i = L_δ(k+1)+1}^{L_δ(k)} i \approx \frac{1}{k^3δ^2}. \]

The following lemma provides estimates of the number of cubes required to cover $S_δ(f, k)$ and $S_δ(k, F)$. Recall the definitions (5.1) and (5.2).

**Lemma 5.2.** Fix sufficiently small $0 < δ < 1$, sufficiently small $ε > 0$, and an integer $1 ≤ k ≤ \lfloor δ^{-1/2+ε} \rfloor$. For all $L_δ(k+1) < m ≤ L_δ(k)$, we have
\[ \frac{1}{4δ} \cdot \mu \left( \bigcup_{m = L_δ(k+1)+1}^{L_δ(k)} E_m \right) \leq N_δ (S_δ(k, f)) \leq N_δ (S_δ(k, F)) \leq \sum_{m = L_δ(k+1)+1}^{L_δ(k)} m. \]

Proof. The upper bound simply follows by estimating the cardinality of $S_δ(k, F)$. For the lower bound, observe that $\bigcup_{m = L_δ(k+1)+1}^{L_δ(k)} E_m$ is a finite union of disjoint intervals, say $I_1, \ldots, I_M$. For each interval $I_j$, the distance between consecutive points in $I_j \cap \text{Proj}_x (S_δ(k, f))$ is no more than $2δ$. Thus for every interval $I_j$, we need at least $\frac{2δ(I_j)}{4δ}$ cubes to cover. Thus the lower bound holds. \qed

## 5.2 Proof of Theorem [2.1]

**Proof of Upper Bound.** It suffices to bound the upper box dimension of the full popcorn set $F$ from above. Fix $δ \in (0, 1)$. We decompose $F$ into two regions which we treat separately. It follows by a simple cardinality estimate that
\[ N_δ \left( F \cap \left( [0, 1] \times [δ^{2/3}, 1] \right) \right) \leq \# F \cap \left( [0, 1] \times [δ^{2/3}, 1] \right) \lesssim \left( δ^{2/3} \right)^2 = δ^{-4/3}. \]

For the remaining part of $F$,
\[ N_δ \left( F \cap \left( [0, 1] \times [0, δ^{2/3}] \right) \right) \leq N_δ \left( [0, 1] \times [0, δ^{2/3}] \right) \lesssim δ^{-1} \cdot δ^{-1/3} = δ^{-4/3}, \]
as required. \qed

**Proof of Lower Bound.** Fix $ε > 0$. We write $δ_n = \left( \frac{1}{n(n+1)} \right)^6$ for $n ≥ 1$ throughout this part of the proof. It suffices to prove that for large enough $n$,
\[ N_{δ_n} \left( G_f \cap \left( [0, 1] \times [δ_n^{2/3}, δ_n^{1/2}] \right) \right) \gtrsim δ_n^{-6(3/2)+ε}. \]

There is nothing particularly special about this choice of $δ_n$, but it is convenient for the reciprocals of the square and cube roots of $δ_n$ to be integers, for example. To prove this, we consider $N_{δ_n} (S_{δ_n}(k, f))$ for
\[ \delta_n^{-1/3} \leq k \leq \delta_n^{-1/2+\varepsilon}. \]
Fix integers \( n \) and \( k \) in this range. It follows from Lemma 5.2 and the Chung-Erdős inequality (Theorem 5.2) that

\[ N_{\delta_n}(S_{\delta_n}(k, f)) \geq \delta_n^{-1} \cdot \mu \left( \sum_{i=1}^{L_{\delta_n}(k)} E_i \right) \geq \delta_n^{-1} \cdot \left( \frac{\sum_{i=1}^{L_{\delta_n}(k)} \mu(E_i)}{\sum_{i=1}^{L_{\delta_n}(k)} \mu(E_i \cap E_j)} \right)^2 \]  
(5.5)

where \( E_i \) is as in (5.4) with \( \psi(i) = i \cdot \delta_n \) for all \( i \geq 2 \). First, it follows from Theorem 5.1 that

\[ \sum_{i=L_{\delta_n}(k)+1}^{L_{\delta_n}(k)} \mu(E_i) \geq \delta_n \cdot \left( \sum_{i=L_{\delta_n}(k)+1}^{L_{\delta_n}(k)} i \cdot (\log \log i)^{-1} \right) \geq \delta_n \cdot \left( \log \log \frac{1}{k\delta_n} \right)^{-1} \cdot \left( \sum_{i=L_{\delta_n}(k)+1}^{L_{\delta_n}(k)} i \right)^2. \]  
(5.6)

Thus, applying Corollary 5.1

\[ \left( \sum_{i=L_{\delta_n}(k)+1}^{L_{\delta_n}(k)} \mu(E_i) \right)^2 \geq \left( \sum_{i=L_{\delta_n}(k)+1}^{L_{\delta_n}(k)} i \right)^2 \cdot \left( \log \log \frac{1}{k\delta_n} \right)^{-2} \cdot \delta_n^2. \]  
(5.6)

Second, it follows from Theorem 5.3 that

\[ \sum_{i,j=L_{\delta_n}(k)+1}^{L_{\delta_n}(k)} \mu(E_i \cap E_j) \leq \delta_n^2 \sum_{i,j=L_{\delta_n}(k)+1}^{L_{\delta_n}(k)} i \cdot j \leq \delta_n^2 \left( \sum_{i=L_{\delta_n}(k)+1}^{L_{\delta_n}(k)} i \right)^2. \]  
(5.7)

Thus, again applying Corollary 5.1

\[ \sum_{i,j=L_{\delta_n}(k)+1}^{L_{\delta_n}(k)} \mu(E_i \cap E_j) \leq \sum_{i,j=L_{\delta_n}(k)+1}^{L_{\delta_n}(k)} \mu(E_i) + \sum_{i=L_{\delta_n}(k)+1}^{L_{\delta_n}(k)} \mu(E_i) \]  
\[ \leq \delta_n^2 \left( \sum_{i=L_{\delta_n}(k)+1}^{L_{\delta_n}(k)} i \right)^2 + \delta_n \left( \sum_{i=L_{\delta_n}(k)+1}^{L_{\delta_n}(k)} i \right) \]  
(5.7)

Combining (5.5), (5.7) we get

\[ N_{\delta_n}(S_{\delta_n}(k, f)) \geq \frac{\delta_n^1 + 2\varepsilon \cdot \left( \frac{1}{k^3 \delta_n^2} \right)^2}{\delta_n^2 \left( \frac{1}{k^3 \delta_n^2} \right)^2 + \delta_n \left( \frac{1}{k^3 \delta_n^2} \right)} = \delta_n^{-1+2\varepsilon} \cdot \frac{1}{k^4 \delta_n + 1} \geq \delta_n^{-1+2\varepsilon} \cdot \frac{1}{k^4 \delta_n}. \]

Thus summing over \( \delta_n^{-1/3} \leq k \leq \delta_n^{-1/2+\varepsilon} \), it follows from (4.1) that

\[ N_{\delta_n}(G_f \cap \left[ 0, 1 \times [\delta_n^{2/3}, \delta_n^{1/2}] \right]) \geq \delta_n^{-1+2\varepsilon} \cdot \sum_{k=\delta_n^{-1/3}}^{\delta_n^{-1/2+\varepsilon}} \frac{1}{k^4 \delta_n} \geq \delta_n^{-1+2\varepsilon} \cdot \delta_n^{\frac{4}{3}+2\varepsilon}. \]

This proves a lower bound of \( 4/3 - 2\varepsilon \) and the result follows by letting \( \varepsilon \) tend to 0. \( \square \)
6 Assouad spectrum: proof of Theorem 3.1

6.1 Preparation

In this section we introduce some notation which is specific to the Assouad spectrum argument, as well as recall some crucial estimates which we will rely on.

For integers $n,l \geq 1$, and real numbers $0 < \delta < 1$, we introduce the following notation. We write
\[
S(l, n) = \left\{ \left( \frac{l}{ln+i}, \frac{1}{ln+i} \right) : \gcd(i, l) = 1, 1 \leq i \leq l-1 \right\},
\]
that is, the points in the popcorn graph which lie on the line $y = \frac{x}{n}$ with $\frac{1}{n+1} < x < \frac{1}{n}$. We also write
\[
\text{Proj}_x(S(l, n)) = \left\{ \frac{l}{ln+i} : \gcd(i, l) = 1, 1 \leq i \leq l-1 \right\}
\]
for the projection of $S(l, n)$ onto the $x$-axis, and
\[
F_{S(l, n)}(\delta) = \left\{ x \in [0, 1] : \left| x - \frac{l}{ln+i} \right| \leq \delta \text{ for some } i, \gcd(l, i) = 1, 1 \leq i \leq l-1 \right\}
\]
to denote the natural cover of $\text{Proj}_x(S(l, n))$ by cubes of side length $2\delta$. Similar to $L_\delta(k)$ (see (6.5)), we write
\[
L_{\delta,n}(k) = \max \left\{ m : m \leq \frac{1}{k(n+1)\delta} \right\} = \left\lfloor \frac{1}{k(n+1)\delta} \right\rfloor
\]
to index the lines separating the collapsed strips of level $k$. Also, similar to $L_\delta(k)$,
\[
\left[ \frac{1}{(k+1)(n+1)\delta} \right] = \begin{cases} L_{\delta,n}(k+1) + 1 & \text{if } \frac{1}{(k+1)(n+1)\delta} \text{ is not an integer} \\ L_{\delta,n}(k+1) & \text{otherwise.} \end{cases}
\]
For simplicity, for fixed $n$ we write
\[
S_l := S(l, n); \quad F_\delta := F_{S(l, n)}(\delta); \quad L_\delta(k) := L_{\delta,n}(k).
\]
For $0 < \theta < 1$, we write
\[
\delta_n(\theta) = \left( \frac{1}{n(n+1)} \right)^\frac{1}{\theta},
\]
and when studying the covers with side length $\delta_n(\theta)$ for some $0 < \theta < 1$ and sufficiently large integer $n$, we write
\[
S_{\delta_n(\theta), \theta}(k) = \bigcup_{l=L_{\delta_n(\theta)}(k+1)+1}^{L_{\delta_n(\theta)}(k)} S_l, \quad F_{\delta_n(\theta), \theta}(k) = \bigcup_{l=L_{\delta_n(\theta)}(k+1)+1}^{L_{\delta_n(\theta)}(k)} F_l(\delta_n(\theta)),
\]
\[
\text{Proj}_x(S_{\delta_n(\theta), \theta}(k)) = \bigcup_{l=L_{\delta_n(\theta)}(k+1)+1}^{L_{\delta_n(\theta)}(k)} \text{Proj}_x(S_l).
\]

Proposition 6.1 (Local Duffin-Schaeffer Estimate). For sufficiently large $n$, for all $l, l' \geq 2$ with $l \neq l'$, we have
\[
\mu(F_l(\delta) \cap F_{l'}(\delta)) \leq 8ll'\delta^2(n+1)^2.
\]

Proof. Fix $l \neq l'$ and $1 \leq i \leq l-1$ and $1 \leq i' \leq l'-1$. Notice that
\[
\left| \frac{l}{ln+i} - \frac{l'}{ln+i'} \right| \leq \left| \frac{ll' - li'}{(ln+i)(ln+i')} \right| = \left| \frac{l}{ln+i} - \frac{l'}{ln+i'} \right|.
\]
Thus, to bound $\mu(F_l(\delta) \cap F_l(\delta))$, it suffices to estimate how many pairs $(i, i')$ satisfy
\[
\frac{|i - i'|}{l} \leq 2(n + 1)^2\delta.
\]
By $[2]$ Lemma 1, we see that the number of choices of $(i, i')$ is at most $4l^2(n + 1)^2\delta$. Thus the total measure is no more than $8l^2(n + 1)^2\delta^2$.

We write $M_r(X)$ to denote the maximal cardinality of an $r$-separated subset of a bounded set $X$. The following lemma shows that we may interchange $M_r$ and $N_r$ in the definition of the Assouad spectrum.

**Lemma 6.1** (Doubling property). Fix a non-empty bounded set $X \subset \mathbb{R}^2$. Then
\[
N_r(C(x, R) \cap X) \approx N_{2r}(C(x, R) \cap X) \approx M_r(C(x, R) \cap X)
\]
for all $0 < r < R$ and $x \in \mathbb{R}^2$.

We now fix $0 < \theta < 1$ and a sufficiently large integer $n$. The following lemma shows that the shortest horizontal gap on every line $S_l$ in the strips of $S_{\Delta_n(\theta), \vartheta}(k)$ where $[\delta_n(\theta)^{-1/3}] \leq k \leq [\delta_n(\theta)^{-1/2}]$ is larger than $\delta_n(\theta)$.

**Lemma 6.2** (Horizontal gap estimate of collapsed strips). Fix $0 < \theta < \frac{2}{3}$, sufficiently large $n$ and $[\delta_n(\theta)^{-1/3}] \leq k \leq [\delta_n(\theta)^{-1/2}]$. For all $L'_{\Delta_n(\theta)}(k + 1) + 1 \leq l \leq L_{\Delta_n(\theta)}(k)$, we have
\[
\frac{1}{l(n + 1)^2} \geq \frac{\delta_n(\theta)^2}{n + 1} \geq \delta_n(\theta).
\]

**Proof.** This follows immediately from $n + 1 \leq \delta_n(\theta)^{-1/3} = (n(n + 1))^{1/3}$.

**Lemma 6.3** (Covering in collapsed strips). Fix sufficiently large $n$, $\theta \in (0, \frac{2}{3})$ and $[\delta_n(\theta)^{-1/3}] \leq k \leq [\delta_n(\theta)^{-1/2}]$. Then
\[
N_{\Delta_n(\theta)}(S_{\Delta_n(\theta), \vartheta}(k)) \gtrsim \frac{\mu(F_{\Delta_n(\theta), \vartheta}(k))}{\delta_n(\theta)}
\]
where $S_{\Delta_n, \vartheta}(k)$ and $F_{\Delta_n, \vartheta}(k)$ are as in $[6, 7]$.

**Proof.** By the doubling property, it suffices to prove
\[
N_{\frac{1}{4}\Delta_n(\theta)}(S_{\Delta_n(\theta), \vartheta}(k)) \gtrsim \frac{\mu(F_{\Delta_n(\theta), \vartheta}(k))}{\delta_n(\theta)}.
\]

It follows from the definition of $F_{\Delta_n(\theta), \vartheta}(k)$ that $F_{\Delta_n(\theta), \vartheta}(k)$ is a finite union of disjoint intervals, namely, $F_{\Delta_n(\theta), \vartheta}(k) = \bigcup_{j=1}^J I_j$. For any interval $I_j$, the horizontal gap of consecutive points in $\text{Proj}_x(S_{\Delta_n(\theta), \vartheta}(k)) \cap I_j$ is no more than $2\delta_n(\theta)$. Thus $N_{\Delta_n(\theta)}(I_j) \geq \frac{\mu(I_j)}{2\delta_n(\theta)}$, and
\[
N_{\Delta_n(\theta)}(\text{Proj}_x(S_{\Delta_n(\theta), \vartheta}(k))) \gtrsim \frac{\mu(F_{\Delta_n(\theta), \vartheta}(k))}{4\delta_n(\theta)}.
\]

Thus it suffices to prove
\[
N_{\frac{1}{4}\Delta_n(\theta)}(S_{\Delta_n(\theta), \vartheta}(k)) \gtrsim N_{\Delta_n(\theta)}(\text{Proj}_x(S_{\Delta_n(\theta), \vartheta}(k)))
\]
To prove this, again by the doubling property, it suffices to prove
\[
N_{\frac{1}{4}\Delta_n(\theta)}(S_{\Delta_n(\theta), \vartheta}(k)) \geq M_{\Delta_n(\theta)}(\text{Proj}_x(S_{\Delta_n(\theta), \vartheta}(k))) \geq N_{\frac{1}{4}\Delta_n(\theta)}(\text{Proj}_x(S_{\Delta_n(\theta), \vartheta}(k)))
\]
where the notation is as in $[6, 7]$.
It follows from the doubling property that

\[ M_{\delta_n(\theta)}(\text{Proj}_x (S_{\delta_n(\theta),\theta}(k))) \geq N_{\delta_n(\theta)}(\text{Proj}_x (S_{\delta_n(\theta),\theta}(k))), \]

thus for all integers \( M \leq N_{\delta_n(\theta)}(\text{Proj}_x (S_{\delta_n(\theta),\theta}(k))), \) there exist \( M \) points in \( \text{Proj}_x (S_{\delta_n(\theta),\theta}(k)), \) denoted by \( \{x_1, \ldots, x_M\} \), such that the horizontal distance of each points is larger than \( \delta_n(\theta) \). For each \( x_i = \frac{p_i}{q_i} \) where \( \gcd(p_i, q_i) = 1 \), we require a closed cube of side length \( \frac{1}{2}\delta_n(\theta) \) to cover \( \left(\frac{p_i}{q_i}, \frac{1}{q_i}\right) \), and cubes used in the resulting cover of cover \( \left\{ \left(\frac{p_i}{q_i}, \frac{1}{q_i}\right) \right\}_{i=1}^M \) are disjoint. Therefore \( N_{\frac{1}{2}\delta_n(\theta)}(S_{\delta_n(\theta),\theta}(k)) \geq M \), which implies that

\[ N_{\frac{1}{4}\delta_n(\theta)}(S_{\delta_n(\theta),\theta}(k)) \geq M_{\delta_n(\theta)}(\text{Proj}_x (S_{\delta_n(\theta),\theta}(k))) \]

and the result holds.

\[ \square \]

### 6.2 Proof of Theorem 3.1

To prove Theorem 3.1, it suffices to prove the following lemma.

**Lemma 6.4.** For all \( 0 < \theta < \frac{2}{3} \), \( \dim_A^\theta F = \dim_A^\theta G_f = \frac{4 - \theta}{1 - \theta} \).

If Lemma 6.4 holds, then by the continuity of the Assouad spectrum, we have \( \dim \frac{2}{3} F = \dim \frac{2}{3} G_f = 2 \), and then by [4, Theorem 3.3.1] we have that for all \( \frac{2}{3} \leq \theta < 1 \), \( \dim_A^\theta F = \dim_A^\theta G_f = 2 \).

**Proof of Upper Bound in Lemma 6.4.** Fix \( 0 < \theta < \frac{2}{3} \). It suffices to bound the Assouad spectrum of the full popcorn set \( F \) from above. Let \( R \in (0,1) \) and consider \( R^{1/\theta} \) covers of an arbitrary \( R \)-square \( C = [x, x+R] \times [y, y+R] \) intersecting \( F \). Similar to the upper bound for the box dimension, we decompose \( F \cap C \) into two regions, which we deal with separately. It follows by a simple cardinality estimate that

\[ N_{R^{1/\theta}} \left( F \cap \left( [x, x+R] \times [y, y+R^{2/(3\theta)}] \right) \right) \leq \#F \cap \left( [x, x+R] \times [y, y+R^{2/(3\theta)}] \right) \leq R \cdot \left( R^{-2/(3\theta)} \right)^2 = R^{1-4/(3\theta)}. \]

For the remaining part of \( F \cap C \)

\[ N_{R^{1/\theta}} \left( F \cap \left( [x, x+R] \times [y, y+R^{2/(3\theta)}] \right) \right) \leq N_{R^{1/\theta}} \left( [x, x+R] \times [y, y+R^{2/(3\theta)}] \right) \leq \left( \frac{R}{R^{1/\theta}} \right) \left( \frac{R^{2/(3\theta)}}{R^{1/\theta}} \right) = R^{1-4/(3\theta)} \]

proving \( \dim_A^\theta F \leq \frac{4 - \theta}{1 - \theta} \) as required.

**Proof of Lower Bound in Lemma 6.4.** Fix \( 0 < \theta < \frac{2}{3} \). For sufficiently large \( n \), write \( R_n = \frac{1}{n(n+1)} \), \( x_n = \left( \frac{1}{n+1}, 0 \right) \), \( \delta_n(\theta) = R_n^{1/\theta} \) (see (6.6)) and

\[ C(x_n, R_n) = \left[ \frac{1}{n+1}, \frac{1}{n} \right] \times \left[ 0, \frac{1}{n(n+1)} \right]. \]

Hence, by the doubling property, it suffices to prove that for all sufficiently small \( \varepsilon > 0 \), and all sufficiently large \( n \), we have

\[ N_{R_n^{1/\theta}}(C(x_n, R_n) \cap G_f) \geq R_n^{-\frac{2}{3} + 1 + \frac{2\varepsilon}{3}}. \tag{6.8} \]
Fix $\varepsilon > 0$. For sufficiently large $n$, it follows from the definition of $C(x_n, R_n) \cap G_f$ that
\[
\left[ \delta_n(\theta)^{-1/2+\varepsilon} \right] \bigcup_{k = \left[ \frac{\delta_n(\theta)}{I(n + 1)} \right]} S_{\delta_n(\theta)}(k) \subset C(x_n, R_n) \cap G_f
\]
where $S_{\delta_n(\theta)}(k)$ is as in (6.7). We now use the local Duffin-Schaeffer estimate (Proposition 6.1) and the Chung-Erdős inequality (Theorem 5.2) to estimate the covering number of each $S_{\delta_n(\theta)}(k)$. Fix \( \left[ \frac{\delta_n(\theta)}{I(n + 1)} \right] \leq k \leq \left[ \frac{\delta_n(\theta)}{I(n + 1)} \right]^{-1/2+\varepsilon} \). There exists an integer $l$ such that
\[
k\delta_n(\theta) \leq \frac{1}{I(n + 1)} < (k + 1)\delta_n(\theta)
\]
and therefore
\[
L_{\delta_n(\theta)}'(k + 1) + 1 \leq L_{\delta_n(\theta)}'(k)
\]
where $L_{\delta_n(\theta)}'$ is as in (6.7). It follows from Lemma 6.3, and the Chung-Erdős inequality (Theorem 5.2) that
\[
N_{R_{\delta_n(\theta)}}(S_{\delta_n(\theta)}(k)) \gtrsim \frac{1}{\delta_n(\theta)} \cdot \mu(F_{\delta_n(\theta)}(k))
\]
\[
\gtrsim \frac{1}{\delta_n(\theta)} \sum_{l = L_{\delta_n(\theta)}'(k) + 1}^{L_{\delta_n(\theta)}'(k + 1) + 1} \mu(F_l(\delta_n(\theta)) \cap F_{\delta_n(\theta)}(k))
\]
where $F_l(\delta_n(\theta))$ is as in (6.5), and $S_{\delta_n(\theta)}(k)$ is as in (6.7). We first estimate the numerator in the final expression in (6.9). For all $l$, $\mu(F_l(\delta_n(\theta))) \geq \delta_n(\theta) \cdot \phi(l)$, where $\mu$ is the Lebesgue measure on $[0, 1]$ and $\phi(l)$ is the Euler totient function, see (5.1). It follows from Theorem 5.1 and \( \left[ \frac{\delta_n(\theta)}{I(n + 1)} \right] \leq k \leq \left[ \frac{\delta_n(\theta)}{I(n + 1)} \right]^{-1/2+\varepsilon} \) that for sufficiently large $n$, and all $L_{\delta_n(\theta)}'(k + 1) + 1 \leq l \leq L_{\delta_n(\theta)}'(k)$, we have
\[
\log \log l \leq \log \log \frac{1}{k(n + 1)\delta_n(\theta)} \leq \left( \frac{1}{k(n + 1)\delta_n(\theta)} \right)^\varepsilon \lesssim \delta_n(\theta)^{-2\varepsilon}.
\]
Therefore it follows from $\mu(F_l(\delta_n(\theta))) \gtrsim \delta_n(\theta) \cdot \phi(l) \gtrsim \delta_n(\theta) \cdot l \cdot (\log \log l)^{-1}$ for all large $l$ that
\[
\sum_{l = L_{\delta_n(\theta)}'(k) + 1}^{L_{\delta_n(\theta)}'(k + 1) + 1} \mu(F_l(\delta_n(\theta))) \gtrsim \delta_n(\theta) \sum_{l = L_{\delta_n(\theta)}'(k) + 1}^{L_{\delta_n(\theta)}'(k + 1) + 1} l \cdot (\log \log l)^{-1}
\]
\[
\gtrsim \delta_n(\theta) \sum_{l = L_{\delta_n(\theta)}'(k) + 1}^{L_{\delta_n(\theta)}'(k + 1) + 1} l \cdot \left( \log \log \frac{1}{k(n + 1)\delta_n(\theta)} \right)^{-1}
\]
\[
\gtrsim \delta_n(\theta)^{1+2\varepsilon} \sum_{l = L_{\delta_n(\theta)}'(k) + 1}^{L_{\delta_n(\theta)}'(k + 1) + 1} l.
\]
We next estimate the denominator in (6.9). By splitting the sum and then applying the local Duffin-
Schaeffer estimate (Proposition 6.1) to the first sum and the trivial estimate to the second, we have

\[
\sum_{l,l' = \mathcal{L}_n(\theta)(k+1)+1} L_{\delta_n(\theta)}(k) \mu(F_l(\delta_n(\theta)) \cap F_{l'}(\delta_n(\theta))) = \left( \sum_{l,l' = \mathcal{L}_n(\theta)(k+1)+1, l \neq l'} L_{\delta_n(\theta)}(k) \mu(F_l(\delta_n(\theta)) \cap F_{l'}(\delta_n(\theta))) + \sum_{l = \mathcal{L}_n(\theta)(k+1)+1} L_{\delta_n(\theta)}(k) \mu(F_l(\delta_n(\theta))) \right) \lesssim n(n+1) \delta_n(\theta)^2 \left( \sum_{l = \mathcal{L}_n(\theta)(k+1)+1} L_{\delta_n(\theta)}(k) l \right) + \delta_n(\theta) \left( \sum_{l = \mathcal{L}_n(\theta)(k+1)+1} L_{\delta_n(\theta)}(k) l \right).
\]

It follows from (4.1) that

\[
\sum_{l = \mathcal{L}_n(\theta)(k+1)+1} L_{\delta_n(\theta)}(k) l \approx L_{\delta_n(\theta)}(k)^2 - \left( L_{\delta_n(\theta)}(k+1) + 1 \right)^2 \approx \frac{1}{k^4 n(n+1) \delta_n(\theta)^2}.
\]

Thus (6.9) yields

\[
N_{\delta_n(\theta)}(S_{\delta_n(\theta), \theta}(k)) \gtrsim \frac{1}{\delta_n(\theta)} \cdot \frac{\delta_n(\theta)^{2+4\varepsilon} \left( \sum_{l = \mathcal{L}_n(\theta)(k+1)+1} L_{\delta_n(\theta)}(k) l \right)^2}{n^2 \delta_n(\theta)^2 \left( \sum_{l = \mathcal{L}_n(\theta)(k+1)+1} l \right)^2 + \delta_n(\theta) \left( \sum_{l = \mathcal{L}_n(\theta)(k+1)+1} L_{\delta_n(\theta)}(k) l \right)} \gtrsim \delta_n(\theta)^{-1+4\varepsilon} \cdot \frac{1}{n^2} \cdot \frac{1}{k^4 \delta_n(\theta)^2 + 1} \gtrsim \delta_n(\theta)^{4\varepsilon} \cdot \frac{1}{n(n+1)} \cdot \frac{1}{k^4 \delta_n(\theta)^2}.
\]

Then summing over \(k\) from \(\lceil \delta_n(\theta)^{-1/3} \rceil\) to \(\lceil \delta_n(\theta)^{-1/2+\varepsilon} \rceil\), it follows from the previous estimate, Lemma 6.1 and 4.1 that

\[
N_{\delta_n(\theta)}(C(x_n, R_n) \cap G_f) \gtrsim N_{\delta_n(\theta)} \left( \bigcup_{k = \lceil \delta_n(\theta)^{-1/3} \rceil} \lceil \delta_n(\theta)^{-1/2+\varepsilon} \rceil S_{\delta_n(\theta), \theta}(k) \right) \gtrsim \sum_{k = \lfloor \delta_n(\theta)^{-1/3} \rfloor} \lceil \delta_n(\theta)^{-1/2+\varepsilon} \rceil N_{\delta_n(\theta)} \left( S_{\delta_n(\theta), \theta}(k) \right) \gtrsim \delta_n(\theta)^{-\frac{1}{2}+4\varepsilon} \cdot \frac{1}{n(n+1)} \gtrsim R_n^{-\frac{1}{2}+\frac{3}{2}+\varepsilon}.
\]

Therefore

\[
\dim_{\theta}^0 G_f \geq \frac{\frac{4}{3} - \theta - 4\varepsilon}{1 - \theta}
\]

and the result holds by taking \(\varepsilon \to 0\).
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