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We study how higher-order gravity affects Higgs inflation in the Palatini formulation. We first review the metric and Palatini formulations in comparative manner and discuss their differences. Next cosmic inflation driven by a scalar field and inflationary observables are discussed. After this we review the Higgs inflation and compute the inflationary observables both in the metric and Palatini formulations. We then consider adding higher-order terms of the curvature to the action. We derive the equations of motion for the most general action quadratic in the curvature that does not violate parity in both the metric and Palatini formulations. Finally we present a new result. We analyse Higgs inflation in the Palatini formulation with higher-order curvature terms. We consider a simplified scenario where only terms constructed from the symmetric part of the Ricci tensor are added to the action. This implies that there are no new gravitational degrees of freedom, which makes the analysis easier. As a new result we found out that the scalar perturbation spectrum is unchanged, but the tensor perturbation spectrum is suppressed by the higher-order curvature couplings.
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Notation and conventions

We follow the conventions of [1]. The metric tensor with the signature \((- + + +)\) is denoted by \(g_{\mu\nu}\) and its determinant by

\[
g = \det(g_{\mu\nu}). \tag{0.1}\]

Covariant derivative with respect to a general connection is denoted by \(\nabla_\mu\) and its connection coefficients by \(\Gamma^\sigma_{\mu\nu}\). The connection coefficients are defined such that the covariant derivative is

\[
\nabla_\mu T^\nu = \partial_\mu T^\nu + \Gamma^\nu_{\mu\lambda} T^\lambda, \tag{0.2a}
\]

\[
\nabla_\mu T_\nu = \partial_\mu T_\nu - \Gamma^\lambda_{\mu\nu} T_\lambda. \tag{0.2b}
\]

When it is more convenient we use the comma notation for partial derivatives,

\[
\frac{\partial \phi}{\partial x^\mu} = \partial_\mu \phi = \phi_{,\mu},
\]

and a semicolon for covariant derivatives,

\[
\nabla_\mu T_{\cdots \mu} = T_{\cdots \mu}. \tag{0.3}
\]

The Levi–Civita connection, which is metric compatible and symmetric, is denoted by a circle over the symbol and the coefficients are

\[
\Gamma^\sigma_{\mu\nu} = \frac{1}{2} g^{\sigma\rho} (\partial_\mu g_{\nu\rho} + \partial_\nu g_{\rho\mu} - \partial_\rho g_{\mu\nu}). \tag{0.3}
\]

Furthermore, quantities constructed from the Levi–Civita connection are denoted by a circle over the symbols, e.g. \(\nabla_\mu\). The Riemann tensor is defined as

\[
R^\rho_{\sigma\mu\nu} = \partial_\mu \Gamma^\rho_{\nu\sigma} - \partial_\nu \Gamma^\rho_{\mu\sigma} + \Gamma^\rho_{\mu\lambda} \Gamma^\lambda_{\nu\sigma} - \Gamma^\rho_{\nu\lambda} \Gamma^\lambda_{\mu\sigma}. \tag{0.4}
\]

The symmetrization of indices is defined as

\[
T^{(\mu_1 \cdots \mu_n)} = \frac{1}{n!} \sum_{\sigma \in S_n} T^{\mu_{\sigma(1)} \cdots \mu_{\sigma(n)}}, \tag{0.5}
\]

where \(S_n\) is the symmetric group of \(n\) elements. The anti-symmetrization of indices is defined as

\[
T^{[\mu_1 \cdots \mu_n]} = \frac{1}{n!} \sum_{\sigma \in S_n} \text{sgn}(\sigma) T^{\mu_{\sigma(1)} \cdots \mu_{\sigma(n)}}, \tag{0.6}
\]

where \(\text{sgn}(\sigma)\) gives the sign of the permutation \(\sigma\): +1 for even and −1 for odd permutation. The torsion tensor is defined as

\[
T^\sigma_{\mu\nu} = 2 \Gamma^\sigma_{[\mu\nu]}, \tag{0.7}
\]

The Weyl tensor is defined in dimension \(d > 2\) as

\[
W_{\rho\sigma\mu\nu} = R_{\rho\sigma\mu\nu} - \frac{2}{(d-2)} \left( g_{\rho[\mu} R_{\nu]\sigma} - g_{\sigma[\mu} R_{\nu]\rho} \right)
+ \frac{2}{(d-1)(d-2)} g_{\rho[\mu} g_{\nu]\sigma} R. \tag{0.8}
\]
The Levi–Civita symbol in right handed coordinate systems is defined

\[
\epsilon_{\mu_1 \mu_2 \ldots \mu_n} = \begin{cases} 
+1 & \text{if } \mu_1 \ldots \mu_n \text{ is an even permutation of } 0, 1, \ldots, (n - 1) \\
-1 & \text{if } \mu_1 \ldots \mu_n \text{ is an odd permutation of } 0, 1, \ldots, (n - 1) \\
0 & \text{otherwise.}
\end{cases}
\] (0.9)

The generalized Kronecker delta is defined

\[
\delta^{\mu_1 \mu_2 \ldots \mu_n}_{\nu_1 \nu_2 \ldots \nu_n} \equiv n! \delta^{\mu_1}_{\nu_1} \delta^{\mu_2}_{\nu_2} \ldots \delta^{\mu_n}_{\nu_n}.
\] (0.10)

We use units where

\[
\hbar = c = 1.
\] (0.11)

Additionally, unless otherwise stated, we set the Planck mass to unity

\[
M_p \equiv \frac{1}{\sqrt{8\pi G_N}} = 1,
\] (0.12)

where \( G_N \) is the Newton’s gravitational constant.
Chapter 1

Introduction

Inflation is a hypothetical period of exponential expansion in the very early universe, which is able to explain problems that the standard Hot Big Bang model cannot answer. Most notably, it can explain the origin of the primordial perturbations that ultimately give rise to the structure formation of our universe and predict the form of the fluctuations we observe in the cosmic microwave background (CMB). Inflation is a paradigm, and there is a plethora of different models that have various ways of producing the exponential expansion of the universe, see e.g. [2]. In Higgs inflation the Standard Model (SM) Higgs is non-minimally coupled to gravity and drives inflation. The advantage of this scenario is that it is very minimalistic: no new fields are added to the SM and only one new parameter is added, namely the non-minimal coupling to gravity. Higgs inflation is reviewed in chapter 4.

In higher-order gravity, higher-order terms in the curvature are present in the gravity sector. The appearance of these terms can be motivated in several ways, more on this in chapter 5. Modified gravity sector (even just the addition of non-minimal coupling in Higgs inflation) makes the question: which are the fundamental degrees of freedom in General Relativity (GR), even more relevant. GR can be formulated in different ways by starting with different independent variables and applying the variational principle to the Einstein–Hilbert action. In the metric formulation of GR the spacetime manifold is described by a metric and the Levi–Civita connection, which is completely described by the metric. The metric is assumed to be the only degree of freedom of gravity and varying the Einstein–Hilbert action with respect to the metric gives the Einstein field equations. However, a priori there is no reason for the connection to be described purely by the metric. In the Palatini formulation the metric and a general connection are treated as independent degrees of freedom. In the case of the Einstein–Hilbert action, variation with respect to the connection makes the connection become the Levi–Civita connection, and thus in the case of the Einstein–Hilbert action these formulations are equivalent. However, when the gravity sector is modified the two formulations differ. These two formulations lead to different inflationary predictions. The aim of this thesis is to investigate how higher-order curvature terms in the Palatini formulation change the predictions of Higgs inflation.

The structure of this thesis is as follows. First, in chapter 2 we introduce the metric and Palatini formulations of gravity. We show that the formulations are equivalent with the Einstein–Hilbert action, however with subtle differences. When introducing the metric formulation we discuss non-trivial boundary terms. In Pala-

\footnote{In fact Einstein was the first to consider the Palatini formulation [3].}
In the Palatini formulation we consider the subtleties arising with the most general connection. In chapter 3, we introduce the topics of cosmology relevant for this thesis, namely the FLRW model and inflation. In the case of inflation we focus on the generation of primordial perturbations and inflationary observables.

In chapter 4, we review Higgs inflation in the metric and Palatini formulations. We also discuss conformal transformations that make the analysis easier.

In chapter 5 we review the basic properties of higher-order gravity in the metric and Palatini formulations. By considering $f(R)$ gravity we illustrate the differences between the two formulations. We also present the general parity preserving action that is quadratic in the curvature tensor in the metric and Palatini formulation and derive the equations of motion for these terms.

Finally, in chapter 6 we present a new result. We tackle the question how the higher-order curvature terms change Higgs inflation. We consider a simple case where only the symmetric part of the Ricci tensor appears in the action. We also discuss disformal transformations, which turn out to be relevant for our analysis. We then derive the slow-roll equations and finally compute how the inflationary predictions are modified by the added higher-order curvature terms.
Chapter 2

Variational principle in general relativity

The variational principle has an important role in physics. Most field theories are formulated by writing down an action in terms of the fields of the theory. GR is no exception and it can be formulated using an action and applying the variational principle.

The formulation of gravity that we are focusing in this thesis is the Palatini formulation (sometimes also called the first order formalism) in which the metric tensor and the connection are independent degrees of freedom. In this chapter we review the main features of the metric and the Palatini formulations and see how the procedure works with the Einstein–Hilbert action. We also consider the subtle differences of these formulations.

2.1 Metric formulation

The assumption in metric formulation is that the only degree of freedom describing the spacetime is the metric $g_{\mu \nu}$ and hence the connection on the manifold is metric compatible $\nabla_\sigma g^{\mu \nu} = 0$ (parallel transport preserves the metric) and torsion free $\Gamma^\sigma_{\mu \nu} = \Gamma^\sigma_{\nu \mu}$. Thus, the connection coefficients are

$$\Gamma^\sigma_{\mu \nu} = \frac{1}{2} g^{\sigma \rho} \left( \partial_\mu g_{\nu \rho} + \partial_\nu g_{\rho \mu} - \partial_\rho g_{\mu \nu} \right).$$

(2.1)

The formulation proceeds by defining a Lagrangian density $L$, which is a functional depending purely on the metric and its derivatives:

$$L = L (g_{\mu \nu}, \partial g_{\mu \nu}, \partial^2 g_{\mu \nu}, ...).$$

The Lagrangian has to be Lorentz invariant, also other mathematical or physical constraints may be imposed e.g. simplicity and invariance under other transformations. The action integral is the Lagrangian integrated over a compact region of the spacetime $\Sigma$ with respect to the invariant spacetime volume element $\sqrt{-g} d^n x$. The action reads

$$S[g_{\mu \nu}] = \int_\Sigma d^n x \sqrt{-g} L.$$

(2.2)

Then the classical variational principle is applied: requiring that an arbitrary variation of the action with respect to the metric should vanish identically, while the variation on the boundary $\partial \Sigma$ vanishes. In other words, the functional derivative of the Lagrangian $L$ with respect to the metric vanishes,

$$\frac{\delta L}{\delta g^{\mu \nu}} = 0.$$

(2.3)
The simplest Lagrangian constructed only from the metric and its derivatives, that leads to the Einstein field equations, is the Ricci scalar. This gives the Einstein–Hilbert action

\[ S_{EH} = \frac{1}{2} \int d^4x \sqrt{-g} \hat{R}, \]  

(2.4)

where \( \hat{R} = g^{\mu\nu} \hat{R}_\mu^\lambda \lambda_\nu \) is the Ricci scalar. Variation of this action produces Einstein field equations in vacuum. One may add in to the action a cosmological constant \( \Lambda \) and a matter part \( L_M \). The variation of the matter part will yield the stress-energy tensor

\[ T_{\mu\nu} = -\frac{2}{\sqrt{-g}} \frac{\delta S_M}{\delta g^{\mu\nu}}, \]  

(2.5)

where \( S_M \) is the matter part of the action containing \( L_M \). This leads to the Einstein field equations with a cosmological constant and a source term

\[ \hat{R}_{\mu\nu} - \frac{1}{2} g_{\mu\nu} \hat{R} + \Lambda g_{\mu\nu} = T_{\mu\nu}. \]  

(2.6)

There is, however, a slight caveat in the derivation that concerns the boundary terms. When comparing different formulations it is useful to take the boundaries into account, since the resulting boundary conditions might be different.

### 2.1.1 Einstein–Hilbert action in metric formulation

We will shortly review the process of variation with the Einstein–Hilbert action. We need to take the variation of \( \sqrt{-g}g^{\mu\nu} \hat{R}_{\mu\nu} \) with respect to the inverse metric \( g^{\mu\nu} \). To accomplish this we make use of a couple of useful identities, namely:

\[ \delta \sqrt{-g} = -\frac{1}{2} \sqrt{-g} g_{\mu\nu} \delta g^{\mu\nu} \]  

(2.7)

and the Palatini identity, which in this case reads

\[ \delta \hat{R}^\rho_{\mu\lambda\nu} = \hat{\nabla}_\lambda \delta \hat{\Gamma}^\rho_{\nu\mu} - \hat{\nabla}_\nu \delta \hat{\Gamma}^\rho_{\lambda\mu}, \]  

(2.8)

see appendix A. First of all we have:

\[ \delta (\sqrt{-g}g^{\mu\nu} \hat{R}_{\mu\nu}) = \sqrt{-g} \hat{R}_{\mu\nu} \delta g^{\mu\nu} + \hat{R} \delta \sqrt{-g} + \sqrt{-g} g^{\mu\nu} \delta \hat{R}_{\mu\nu}. \]  

(2.9)

Taking the variation of the connection (2.1) gives

\[ \delta \hat{\Gamma}^\sigma_{\mu\nu} = \frac{1}{2} \left[ g_{\mu\sigma} g_{\nu\lambda} \hat{\nabla}^\alpha \delta g^{\alpha\beta} - g_{\alpha\nu} \hat{\nabla}_\lambda \delta g^{\sigma\alpha} - g_{\alpha\lambda} \hat{\nabla}_\nu \delta g^{\sigma\alpha} \right]. \]  

(2.10)

Plugging (2.10) into the Palatini identity (2.8) and taking the contraction between the first and the third index we end up with the variation of the Ricci tensor, finally contracting this we have

\[ g^{\mu\nu} \delta \hat{R}_{\mu\nu} = \hat{\nabla}_\lambda \left[ g_{\mu\nu} \hat{\nabla}^\lambda \delta g^{\mu\nu} - \hat{\nabla}_\alpha \delta g^{\sigma\lambda} \right]. \]  

(2.11)
The variation of the action then reads
\[
\delta S_{EH} = \int d^4x \sqrt{-g} \left[ \hat{R}_{\mu\nu} - \frac{1}{2} g_{\mu\nu} \hat{R} \right] \delta g^{\mu\nu} \\
+ \int d^4x \sqrt{-g} \nabla_\lambda \left[ g_{\mu\nu} \nabla^\lambda \delta g^{\mu\nu} - \nabla_\alpha \delta g^{\alpha\lambda} \right].
\] (2.12)

From this we immediately see that the first term leads to the Einstein field equations in vacuum and the second term leads to a boundary term which we will consider next.

### 2.1.2 York-Gibbons-Hawking boundary term

The second term in (2.12) is a total divergence and leads to a boundary term by using the Stokes’ theorem
\[
\int_{\Sigma} d^n x \sqrt{-g} \nabla_\mu V^\mu = \int_{\partial \Sigma} d^{n-1} x \sqrt{|\gamma|} n_\lambda V^\lambda,
\] (2.13)
where \( V^\mu \) is a vector field defined in the region \( \Sigma \) with a boundary \( \partial \Sigma \), \( \gamma_{ab} \) is the induced metric on the boundary and \( n^\mu \) is the unit normal to the surface. Note that this form of the Stokes’ theorem only applies with the Levi-Civita connection; this turns out to be important later when we consider the Palatini formulation. Using this, the second term in (2.12) equals
\[
\int_{\partial \Sigma} d^{n-1} x \sqrt{|\gamma|} n_\lambda \left[ g_{\mu\nu} \nabla^\lambda \delta g^{\mu\nu} - \nabla_\alpha \delta g^{\alpha\lambda} \right],
\] (2.14)
from which we see that the boundary term does not vanish if we only assume that the variation vanishes on the boundary. By imposing \( \delta g^{\mu\nu}|_{\partial \Sigma} = 0 \) we get
\[
\int_{\partial \Sigma} d^{n-1} x \sqrt{|\gamma|} n_\lambda \left[ g_{\mu\nu} \partial^\lambda \delta g^{\mu\nu} - \partial_\alpha \delta g^{\alpha\lambda} \right].
\] (2.15)

We would also have to require \( \partial_\lambda \delta g^{\mu\nu}|_{\partial \Sigma} = 0 \) for this term to vanish. An other way is to modify the action by a term that will cancel this boundary contribution. This additional term is called the York-Gibbons-Hawking (YGH) boundary term [4, 5]. The expression (2.15) can be further simplified by using the following identity for the induced metric, assuming that the surface \( \partial \Sigma \) is not null (see e.g. [6, ch. 2.7])
\[
g^{\mu\nu} = \epsilon n^\mu n^\nu + \gamma_{ab} \frac{\partial x^\mu}{\partial y^a} \frac{\partial x^\nu}{\partial y^b},
\] (2.16)
where \( \epsilon = n^\mu n_\mu \) equals +1 if \( \partial \Sigma \) is time-like and \( -1 \) if spacelike and \( y^a \) are the coordinates on the surface. We also denote
\[
\gamma^{\mu\nu} = \gamma_{ab} \frac{\partial x^\mu}{\partial y^a} \frac{\partial x^\nu}{\partial y^b}.
\] (2.17)
The requirement that the variation of the metric vanishes on the boundary implies that the tangential derivative \( n_\lambda \gamma_{\mu\nu} \partial^\nu \delta g^{\mu\lambda} = 0 \) vanishes. The surface term (2.15) then becomes

\[
\int_{\partial \Sigma} d^3 x \sqrt{|\gamma|} \gamma_{\mu\nu} n_\lambda \partial^\lambda \delta g^{\mu\nu},
\]

which can be canceled by introducing a YGH–boundary term

\[
S_{YGH} = \int_{\partial \Sigma} d^3 x \epsilon \sqrt{|\gamma|} K,
\]

where \( K = \hat{\nabla}_\mu n^\mu \) is the trace of the extrinsic curvature of the boundary. It is straightforward to verify this by taking the variation of this boundary term (2.19) and see that it yields (2.18) up to a constant. For more details see e.g. [7] and [8, Appendix E]. Thus when taking into account the boundaries, the action that produces the Einstein field equations in the metric formulation is

\[
S_{GR} = \int_{\Sigma} d^4 x \sqrt{-g} R + 2 \int_{\partial \Sigma} d^3 x \epsilon \sqrt{|\gamma|} K.
\]

This is one method of dealing with the boundary term. In this thesis we are not concerned about the details of these terms; for the physical significance of these terms and further consideration see e.g. [9]. In the next section we will see that in the Palatini formulation no YGH boundary term need to be added.

### 2.2 Palatini formulation

In the Palatini formulation the metric and the connection are considered as independent degrees of freedom. Thus we have a spacetime manifold with a symmetric Lorentzian metric \( g_{\mu\nu} \) and a general connection, for which the metric compatibility does not hold, \( \nabla_\sigma g_{\mu\nu} \neq 0 \), and the torsion does not necessarily vanish \( T^\sigma_{\mu\nu} \neq 0 \).

The formulation is proceeded by constructing a Lagrangian density, which now is a functional of both the metric and the connection and their derivatives \( \mathcal{L} = \mathcal{L}(g, \partial g, \partial \partial g, \ldots, \Gamma, \partial \Gamma, \partial \partial \Gamma, \ldots) \). The action is now,

\[
S[g_{\mu\nu}, \Gamma^\sigma_{\mu\nu}] = \int_{\Sigma} d^4 x \sqrt{-g} \mathcal{L}.
\]

Next we apply the classical variational principle: first we vary both the metric and the connection separately with the variations vanishing on the boundary \( \partial \Sigma \), and then require that the variation of the action vanishes. This yields the equations of motion for both the metric and the connection

\[
\frac{\delta \mathcal{L}}{\delta g^{\mu\nu}} = 0, \quad \text{and} \quad \frac{\delta \mathcal{L}}{\delta \Gamma^\sigma_{\mu\nu}} = 0.
\]

The appeal of the Palatini formulation is that in the case of Einstein–Hilbert action the dynamical equation for the connection imposes the connection to be
Levi–Civita and thus we recover the pseudo-Riemannian space with Einstein equations, with no prior assumptions. Furthermore there is no need to introduce YGH–boundary terms to the action. There are, however, some unappealing properties in this formulation when considering the most general connection and when introducing matter into the Lagrangian. We will discuss these problems after we review the variation of the Einstein–Hilbert action and compare the procedure to the metric case.

### 2.2.1 Einstein–Hilbert action in the Palatini formulation

We consider the case of a completely general connection. We denote the Riemann tensor constructed purely from the connection (and tensors derived from it) with \( R^\rho_{\mu\sigma\nu} \) to differentiate from the Levi–Civita counterpart denoted with \( \tilde{R}^\rho_{\mu\sigma\nu} \). With a completely general connection the Riemann tensor does not have all the symmetry properties as with the Levi–Civita connection. The only property that remains is the antisymmetry of the last two indices, which is apparent from the definition (0.4). This then implies that there is more than one unique contraction that we can take of the Riemann tensor in contrast to the one unique choice in the Levi–Civita case: the Ricci tensor. Thus it is interesting to see whether the Ricci scalar is unique or not. There are in fact three different non vanishing contractions of the Riemann tensor. The Ricci tensor is defined as

\[
R_{\mu\nu} = R^\lambda_{\mu\lambda\nu},
\]

which in general is not symmetric. We define the co-Ricci tensor as

\[
\hat{R}^\mu_\nu = g^{\lambda\sigma} R^\mu_{\sigma\nu\lambda},
\]

which in general does not have any symmetry properties. Finally we define the antisymmetric Ricci tensor

\[
R'_{\mu\nu} = R^\lambda_{\lambda\mu\nu},
\]

which is sometimes also called the homothetic curvature and it is antisymmetric from the definition of the Riemann tensor. Since the metric tensor is symmetric the trace of \( g^{\mu\nu} R'_{\mu\nu} = 0 \) vanishes, furthermore

\[
\hat{R}^\mu_\mu = g^{\lambda\sigma} R^\mu_{\sigma\mu\lambda} = g^{\lambda\sigma} R_{\lambda\sigma} = R.
\]

Thus the Ricci scalar still remains unique. These different Ricci tensors come into play in the higher-order Gravity in section 5, but now we can say that the Einstein–Hilbert action is still uniquely determined\(^1\).

The action is

\[
S = \int d^4x \sqrt{-g} g^{\mu\nu} R_{\mu\nu}(\Gamma).
\]

\(^1\)There exist other candidates other than the Ricci scalar that results in second order field equations, see e.g. [10, 11].
The variation with respect to the metric is rather straightforward, since the variation of the Ricci tensor is zero; so, we have

$$\delta (\sqrt{-g} g^{\mu\nu} R_{\mu\nu}(\Gamma)) = \delta \sqrt{-\hat{g}} \hat{g}^{\mu\nu} R_{\mu\nu}(\Gamma) + \delta (g^{\mu\nu}) R_{\mu\nu}(\Gamma). \quad (2.28)$$

Using (2.7) the metric variation $\frac{\delta S}{\delta g^{\mu\nu}} = 0$ gives

$$R_{(\mu\nu)} - \frac{1}{2} g_{\mu\nu} R = 0. \quad (2.29)$$

Notice that there were no appearances of any boundary terms.

The variation with respect to the connection is more involved. Since the only object depending on the connection is the Ricci tensor we need to compute its variation $\delta R_{\mu\nu}$. For this we make use of the general Palatini identity

$$\delta R_{\mu\lambda\nu} = \nabla_{\lambda} \delta \Gamma^\rho_{\nu\mu} - \nabla_{\nu} \delta \Gamma^\rho_{\lambda\mu} + T^\sigma_{\lambda\nu} \delta \Gamma^\lambda_{\sigma\mu}, \quad (2.30)$$

see Appendix A. Taking the contraction of the first and third index gives the variation of $\delta R_{\mu\nu}$. So the variation of the action so far is

$$\delta S = \int d^4x \sqrt{-g} g^{\mu\nu} \left( \nabla_{\lambda} \delta \Gamma^\lambda_{\nu\mu} - \nabla_{\nu} \delta \Gamma^\lambda_{\lambda\mu} + T^\sigma_{\lambda\nu} \delta \Gamma^\lambda_{\sigma\mu} \right). \quad (2.31)$$

The first and the second term inside the brackets need to be simplified further. We will focus on the first term in (2.31), since steps for the second term are the same. With the chain rule we have

$$\sqrt{-g} g^{\mu\nu} \nabla_{\lambda} \delta \Gamma^\lambda_{\nu\mu} = \nabla_{\lambda} \left( \sqrt{-g} g^{\mu\nu} \delta \Gamma^\lambda_{\nu\mu} \right) - \nabla_{\lambda} \left( \sqrt{-g} g^{\mu\nu} \right) \delta \Gamma^\lambda_{\nu\mu}. \quad (2.32)$$

The first term on the right side of the equation resembles a surface term. We cannot, however, turn this into a surface term with the Stokes’ theorem (2.13), since it is only valid for the Levi–Civita connection. To deal with this, we use a change of variables and write our general connection as

$$\Gamma^\sigma_{\mu\nu} = \hat{\Gamma}^\sigma_{\mu\nu} + C^\sigma_{\mu\nu}, \quad (2.33)$$

where $\hat{\Gamma}^\sigma_{\mu\nu}$ is the Levi–Civita connection and $C^\sigma_{\mu\nu}$ is the difference from it and hence a tensor. In addition, the second term on the right hand side of equation (2.32) is a covariant derivative acting on a tensor density of weight +1, which we will evaluate in order to get the desired form for the equation. For this we need the covariant derivative of a scalar density, which for a general scalar density weight $\omega$ is

$$\nabla_{\mu} \rho = \partial_{\mu} \rho - \omega \Gamma^\sigma_{\mu\sigma\rho} \quad (2.34)$$

see Appendix A or [12, ch. III]. Note that it is important which of the contractions is taken from the connection coefficients in (2.34) and this depends on the convention for the covariant derivative (0.2). Expanding (2.32) further

$$\sqrt{-g} g^{\mu\nu} \nabla_{\lambda} \delta \Gamma^\lambda_{\nu\mu} = \sqrt{-g} \nabla_{\lambda} (g^{\mu\nu} \delta \Gamma^\lambda_{\nu\mu}) + g^{\mu\nu} (\nabla_{\lambda} \sqrt{-g}) \delta \Gamma^\lambda_{\mu\nu} - \nabla_{\lambda} \left( \sqrt{-g} g^{\mu\nu} \right) \delta \Gamma^\lambda_{\nu\mu}. \quad (2.35)$$
Now using the change of variables (2.33) and writing out the derivative in the second term we have

\[\sqrt{-g} g^{\mu\nu} \nabla_\lambda \delta \Gamma^\lambda_{\mu\nu} = \sqrt{-g} \nabla_\lambda (g^{\mu\nu} \delta \Gamma^\lambda_{\mu\nu}) + \sqrt{-g} C^\sigma_{\lambda\sigma} g^{\mu\nu} \delta \Gamma^\sigma_{\mu\nu} + g^{\mu\nu} \left[ \nabla_\lambda \sqrt{-g} - C^\sigma_{\lambda\sigma} \right] \delta \Gamma^\lambda_{\mu\nu} - \nabla_\lambda \left( \sqrt{-g} g^{\mu\nu} \right) \delta \Gamma^\lambda_{\nu\mu}.\] (2.36)

The first term in this expression can now be turned into a surface term using Stokes’ theorem (2.13) and it will vanish. The terms containing the \(C^\sigma_{\mu\nu}\) tensors can be combined and written using the torsion as \(C^\lambda_{\lambda\sigma} - C^\lambda_{\sigma\lambda} = T^\lambda_{\lambda\sigma}\) and finally we have \(\hat{\nabla}_\lambda \sqrt{-g} = 0\). With these (2.36) simplifies to

\[\sqrt{-g} g^{\mu\nu} \nabla_\lambda \delta \Gamma^\lambda_{\mu\nu} = \left[ \sqrt{-g} g^{\mu\nu} T^\lambda_{\lambda\sigma} - \nabla_\sigma \left( \sqrt{-g} g^{\mu\nu} \right) \right] \delta \Gamma^\sigma_{\mu\nu},\] (2.37)

up to the vanishing surface terms. The second term in (2.31) goes similarly giving finally the equations of motion for the connection

\[\nabla_\lambda \left( \sqrt{-g} g^{\mu\nu} \right) \delta \Gamma^\mu_{\lambda\nu} - \nabla_\sigma \left( \sqrt{-g} g^{\mu\nu} \right) + \sqrt{-g} \left[ g^{\mu\nu} T^\lambda_{\lambda\sigma} - g^{\nu\lambda} T^\rho_{\rho\lambda} \delta \Gamma^\rho_{\mu\nu} + g^{\nu\lambda} T^\mu_{\mu\lambda} \right] = 0.\] (2.38)

At this point we can consider the case in which a symmetric connection is assumed. The obtained equation (2.38) simplifies considerably since the torsion vanishes and only the symmetric part of the upper indices contributes, we thus have

\[\nabla_\lambda \left( \sqrt{-g} g^{\mu\nu} \right) \delta \Gamma^\mu_{\lambda\nu} - \nabla_\sigma \left( \sqrt{-g} g^{\mu\nu} \right) = 0.\] (2.39)

Taking the trace of this with indices \(\mu\) and \(\sigma\) we end up with

\[\nabla_\sigma \left( \sqrt{-g} g^{\mu\nu} \right) = 0,\] (2.40)

which is equivalent to the metric compatibility condition. Thus if we initially assume a symmetric connection the connection dynamically becomes the Levi–Civita connection. Then the equations of motion for the metric reduces to the Einstein field equations, without needing to introduce additional YGH-boundary terms to deal with the boundaries.

There are several good reasons to impose restrictions to the general connection. For example, the equivalence principle in GR states that the connection coefficients can be locally set to zero; however this is only possible with a completely symmetric connection. Moreover, having a space with torsion means that infinitesimal parallelograms do not close. Additionally, autoparallel curves and the extremal curves of the metric\(^2\) are equivalent if and only if the torsion tensor is totally antisymmetric \(T^\lambda_{[\sigma\nu\mu]} = T^\sigma_{\mu\nu}\) and the connection metric compatible [13]. Let us now inspect the most general case.

\(^2\)Autoparallel curves are curves where vectors are parallel transported with respect to themselves, i.e. straight lines described by the connection. Extremal curves of the metric are curves that tell the shortest or longest path between two points.
In the general case it can be shown that the most general solution to (2.38) is given by
\[ \Gamma^\sigma_{\mu\nu} = \hat{\Gamma}^\sigma_{\mu\nu} + \delta^\sigma_\nu V_\mu, \] (2.41)
where \( V_\mu \) is an arbitrary vector field. This says that the general solution for the connection differs from the Levi–Civita connection by a projective transformation, which acts as
\[ \Gamma^\sigma_{\mu\nu} \rightarrow \Gamma^\sigma_{\mu\nu} + \delta^\sigma_\nu V_\mu. \] (2.42)
It seems that to get the standard Einstein field equations one has to make an additional requirement of setting this arbitrary vector field to zero which is equivalent to saying that the trace of the torsion vanishes \( T^\lambda_{\mu\lambda} = 0. \)\(^3\) There are different types of methods to impose this requirement e.g. where the constrain is introduced in terms of Lagrange multipliers [15]. However, it is easy to see that the Einstein–Hilbert action is in fact invariant under the projective transformation in the case of a symmetric metric. This can be seen by applying the transformation for the Ricci tensor which straightforwardly yields
\[ R_{\mu\nu} \rightarrow R_{\mu\nu} + 2 \partial_\mu V_\nu. \] (2.43)
The projective transformation has the effect of adding an antisymmetric part to the Ricci tensor which vanishes when we take the contraction with symmetric metric, thus the action is invariant under projective transformations. This implies that at least the equations of motion are identical with the general solution (2.41) and the Levi–Civita connection. However, geodesics described by the general solution could still be different from Levi–Civita geodesics. It can be shown that the geodesics of the general solution are pre-geodesics \(^4\) of the Levi–Civita ones, and so the geodesics coincide due to reparametrization invariance. The geodesics of the affine connection are solutions of the equation
\[ \dot{x}^\lambda \nabla_\lambda \dot{x}^\mu = 0, \] (2.44)
where \( x^\mu(\tau) \) is a curve and the dot denotes a derivative with respect to the curve parameter \( \tau \). Using the solution (2.41) this can be written as
\[ \dot{x}^\lambda \nabla_\lambda \dot{x}^\mu + V_\lambda \dot{x}^\lambda \dot{x}^\mu = 0. \] (2.45)
The pre-geodesics are given by extremizing the arc-length functional
\[ s(\lambda) = \int_0^\lambda \sqrt{g_{\mu\nu}\dot{x}^\mu \dot{x}^\nu} d\lambda, \] (2.46)
which has the extremum
\[ \dot{x}^\lambda \nabla_\lambda \dot{x}^\mu = \left( \frac{\dot{s}}{\dot{s}} \right) \dot{x}^\mu. \] (2.47)

\(^3\)This is obvious if one substitutes the solution (2.41) to the definition of torsion.

\(^4\)Pre-geodesic of a connection is a smooth curve on a manifold, which has a reparametrization that is a geodesic of the connection; i.e. the curves describe the same trajectory with different parametrizations.
Now we can see that with the reparametrization
\[ \frac{dx^\mu(\lambda)}{d\lambda} = \frac{dx^\mu(\tau)}{d\tau} \frac{d\tau}{d\lambda} \] with \[ \frac{d\tau}{d\lambda} = \exp \left( - \int_0^\lambda V_\nu \frac{dx^\nu}{d\lambda} d\lambda \right) \] (2.48) the geodesics of the general connection and the Levi–Civita one coincide. In these two cases, however, parallel transport of a vector will differ by a homothetic transformation (the resulting vectors differ by a scaling factor which depends on the parametrization). It has been argued that the difference between these transports is unobservable and the arbitrary vector field in the general solution is thus also unobservable [16]. These considerations rely on the assumption that the matter part of the Lagrangian is independent of the connection. This is not necessarily the case if one considers fermionic matter. This brings us to consider matter parts of the Lagrangian in the Palatini formulation.

### 2.2.2 Matter in the Palatini formulation

Under the assumption that the matter Lagrangian depends only on the metric, the matter fields and their derivatives \( L_M = L_M(g, \Psi_i) \) the equations of motion for the connection do not change and we recover the Einstein field equations with a source term similarly to (2.6). This is straightforward if the matter Lagrangian is naturally independent of the connection, most notably in the case of a canonical scalar field. For a scalar field \( \phi \) we have \( \nabla_\mu \phi = \partial_\mu \phi \), and thus it is naturally not coupled to the connection. In general the matter Lagrangian depends on the metric and the covariant derivative. Thus assuming that the matter Lagrangian is independent of the general connection amounts to using the metric compatible covariant derivative in the matter part of the Lagrangian. This leads to the general connection being an auxiliary field not related to the geometrical structure of the spacetime, since the geodesics are now defined through the Levi–Civita connection a priori. Under this assumption the theory ends up being equivalent to a metric theory of spacetime [17].

In the literature the Palatini formulation is often defined by assuming that the matter part is independent of the connection and the general case where this is allowed \( L_M = L_M(g, \Gamma, \Psi_i) \) is called the metric-affine formulation. In the case where the matter is coupled to the connection, which comes naturally when considering fermionic fields, the situation is more complicated. Since now the equations of motion for the connection will also have a source term usually in the literature called the hypermomentum
\[ \Delta^\mu_\sigma = \frac{-2}{\sqrt{-g}} \frac{\delta S_M}{\delta \Gamma^\sigma_{\mu\nu}}. \] (2.49) This formulation also has its problems. In the case of Einstein–Hilbert action taking the trace of the equations of motion (2.38), with respect to the indices \( \nu \) and \( \sigma \), the left side of the equation vanishes identically. Thus if we have a source term this
leads to a constraint for the hypermomentum $\Delta_{\mu}^{\alpha} = 0$. This means that if we have a matter Lagrangian that does not satisfy this constraint we get inconsistent field equations. This problem can be traced back to the fact that the Einstein–Hilbert action is invariant under projective transformations, but in general the matter action is not, see [17, Sec. 4.2] and references therein. To get consistent field equations with general matter Lagrangians one is required to: impose some restrictions on the connections with e.g. the Lagrange multiplier method [15], consider a higher-order action in the curvature or consider a non-symmetric metric i.e. Einstein-Strauss theories [18, chapter XII]. However, we consider only scalar field matter and in this case the Palatini and metric-affine formulations are equivalent since the scalar field Lagrangian is naturally independent of the connection, (see e.g. [11, 13, 17, 19] for more details of metric-affine theories).

We have shown that Palatini formulation in the case of the Einstein–Hilbert action, makes the connection dynamically the Levi–Civita connection and the Einstein field equations with a source term are obtained, if matter is not coupled to the connection. To be precise, we cannot state that the metric and Palatini formulations are completely equivalent in the case of Einstein–Hilbert action, since they differ by a surface term and additionally the solution of the general connection includes an extra vector field degree of freedom. It seems to be only a coincidence that the formulations produce the same dynamics with the Einstein–Hilbert action and in general the formulations produce different equations of motion. We will see this explicitly in chapters 4 and 5 where we consider modified gravity sectors. Before that we review the case where scalar field drives inflation.
Chapter 3

Inflationary paradigm

GR enabled us to start analyzing the evolution of the universe and together with the SM of particle physics it gives rise to the hot Big Bang model of the universe. The existence of the cosmic microwave background (CMB) and the abundances of light elements are nicely explained by the hot Big Bang model. However, there are problems that the standard hot Big Bang is unable to address.

Inflation can explain many features left unaddressed by the hot Big Bang model. These include: why the universe is so homogeneous and isotropic (the horizon problem) and why it is spatially flat. Most notably, it can explain the origin of the primordial perturbations that seed the structure formation of the universe.

In this chapter we review cosmic inflation keeping emphasis on the generation of primordial perturbations, for more complete introduction see e.g. [20, part IV][21].

3.1 Friedmann-Lemaître-Robertson-Walker model

Inflation quickly makes the universe spatially homogeneous and isotropic to a good approximation. Imposing these two properties implies that we can foliate our spacetime into spacelike slices that are maximally symmetric, decomposing spacetime into a time and a spacelike three dimensional manifold $\mathbb{R} \times \Sigma_t$. The spatial slices are equipped with an induced maximally symmetric metric. There exist a projection tensor $h_{\mu\nu}$ that projects vectors to the spatial slices, which satisfies

$$h_{\mu\nu}u^\nu = 0, \quad (3.1)$$

where $u^\mu$ is the normal vector of the hypersurface $\Sigma_t$, which can be thought as the time direction and is normalized by $g_{\mu\nu}u^\mu u^\nu = -1$. With these the full metric can be decomposed into a useful form

$$g_{\mu\nu} = h_{\mu\nu} - u_\mu u_\nu, \quad g^{\mu\nu} = h^{\mu\nu} - u^\mu u^\nu. \quad (3.2)$$

The above constraints yields the Friedmann-Lemaître-Robertson-Walker (FLRW) metric [1, ch. 8.2]

$$ds^2 = -dt^2 + a^2(t)\left[\frac{dr^2}{1 - kr^2} + r^2(d\theta^2 + \sin^2\theta d\phi^2)\right], \quad (3.3)$$

where $t$ is the time coordinate, $a(t)$ the scale factor describing the expansion of space, $\{r, \theta, \phi\}$ are the spherical spatial coordinates and $k$ describes the curvature of space. Since inflation drives the universe to be spatially flat, we can further simplify and
set $k = 0$. This enables us to write the FLRW metric in a simple form in Cartesian coordinates

$$ds^2 = -dt^2 + a^2(t) \left[ dx^2 + dy^2 + dz^2 \right].$$ \hspace{1cm} (3.4)

The symmetries of the FLRW model restrict the matter content of the universe to be described by an ideal fluid, for which the stress-energy tensor can be written as

$$T_{\mu\nu} = p g_{\mu\nu} + (\rho + p) u_\mu u_\nu,$$ \hspace{1cm} (3.5)

where $u_\mu = (-1, 0, 0, 0)$ is the four-velocity of the fluid, $\rho$ and $p$ are the energy density and pressure of the fluid, respectively. With (3.4) and (3.5) plugged into the Einstein equation (2.6) gives the Friedmann equations

$$H^2 = \frac{\rho}{3}, \quad \frac{\ddot{a}}{a} = -\frac{1}{6}(\rho + 3p),$$ \hspace{1cm} (3.6)

where $H = \dot{a}/a$ is the Hubble parameter and the dot denotes the time derivative. Thus for accelerated expansion $\dot{a} > 0$ we need $\rho + 3p < 0$. Next we will see how a scalar field can drive inflation.

### 3.2 Slow-Roll inflation

Adding a canonical scalar field to (2.4), the action reads

$$S = \int d^4x \sqrt{-g} \left[ \frac{1}{2} R - \frac{1}{2} g^{\mu\nu} \partial_\mu \varphi \partial_\nu \varphi - V(\varphi) \right].$$ \hspace{1cm} (3.7)

Assuming that the scalar field is homogeneous and isotropic, the Friedmann equations turn out to be

$$H^2 = \frac{1}{3} \left[ \frac{1}{2} \dot{\varphi}^2 + V(\varphi) \right], \quad \frac{\ddot{a}}{a} = -\frac{1}{3} \left[ \dot{\varphi}^2 - V(\varphi) \right],$$ \hspace{1cm} (3.8)

and the equations of motion for the scalar field become

$$\ddot{\varphi} + 3H \dot{\varphi} = -V_{,\varphi}(\varphi).$$ \hspace{1cm} (3.9)

Thus the condition for inflation is satisfied when $\dot{\varphi}^2 < V$. In slow-roll (SR) approximation we assume $\dot{\varphi}^2 \ll V(\varphi)$. Additionally we assume that the derivative of the field $\varphi$ does not change quickly in one Hubble time. This is needed for a sufficiently long period of inflation to occur. The slow-roll conditions are

$$\dot{\varphi}^2 \ll V(\varphi),$$ \hspace{1cm} (3.10)

$$|\ddot{\varphi}| \ll |3H \dot{\varphi}|.$$ \hspace{1cm} (3.11)

With these conditions satisfied the Friedmann equations (3.8) and (3.9) give the slow-roll equations

$$H^2 = \frac{1}{3} V(\varphi), \quad 3H \dot{\varphi} = -V_{,\varphi}(\varphi).$$ \hspace{1cm} (3.12)
Another useful way of writing the requirement for inflation $\ddot{a} > 0$ is

$$\epsilon_H = -\frac{\dot{H}}{H^2} < 1.$$  \hspace{1cm} (3.13)

With the slow-roll equations this is approximately

$$\epsilon_H \approx \epsilon_V = \frac{1}{2} \left(\frac{V_{,\phi\phi}}{V}\right)^{SR} \ll 1,$$  \hspace{1cm} (3.14)

where $\epsilon_V$ is the first slow-roll parameter, which describes the quality of the slow-roll approximation. The second slow-roll parameter is

$$|\eta_V| = \left|\frac{V_{,\phi\phi}}{V}\right|^{SR} \ll 1,$$  \hspace{1cm} (3.15)

describing the change of the first slow-roll parameter. It can be shown that $\epsilon_V \ll 1$ implies the first slow-roll condition (3.10) and $|\eta_V| \ll 1$ implies (3.11). Smallness of the second and higher-order parameters ($\zeta_V = V_{,\phi\phi\phi\phi}/V^2$ etc.) are needed for long period of inflation. It also turns out that slow-roll is an attractor, meaning that wide range of initial conditions rapidly tends to the slow-roll region, see e.g. [20, sec 18.6.2].

The amount of inflation is described by the number of $e$-folds $N$, which can be written as

$$N(t) = \ln \frac{a(t_{\text{end}})}{a(t)} = \int_t^{t_{\text{end}}} H dt = \int_{\varphi_{\text{end}}}^{\varphi} \frac{H}{\dot{\varphi}} d\varphi \approx \int_{\varphi_{\text{end}}}^{\varphi_{\text{end}}} \frac{d\varphi}{\sqrt{2\epsilon_V}},$$  \hspace{1cm} (3.16)

where the subscript ‘end’ denotes the end of inflation. The end of slow-roll, and to a good approximation the end of inflation, is defined as the point where the first or the second slow-roll parameter becomes of the order of unity, which ever occurs first. Thus the field value at the end of inflation can be solved either from $\epsilon(\varphi_{\text{end}}) = 1$ or $|\eta(\varphi_{\text{end}})| = 1$. This then allows us to solve the field in terms of $N$ from (3.16). This is useful when evaluating the inflationary observables, which we shall discuss next.

### 3.3 Perturbations and inflationary observables

Inflation gives us a way of predicting the statistical properties of the primordial perturbations. The perturbations are generated by quantum vacuum fluctuations, which get amplified and stretched to large scales during inflation.

The full calculation, of the statistical properties of the perturbations, uses quantum field theory in curved spacetime. The fields are expanded around the FLRW solution as $\phi \rightarrow \phi + \delta \phi$, $g_{\mu\nu} \rightarrow g_{\mu\nu} + \delta g_{\mu\nu}$. The important fact is that perturbations in the metric and Palatini formulations coincide in the case of the Einstein–Hilbert action. For a review of this computation see e.g. [21, Part III]. We will only give a high level overview of the main points and present the results.
Since the perturbations are gauge dependent, care has to be taken over fixing a
gauge or constructing gauge invariant variables before proceeding with quantization
of the perturbations. For gauge transformation in perturbation theory of gravity see
e.g. [22, ch. 5]. Then canonical quantization procedure can be applied: promoting
the fields into operators and imposing canonical commutation relations. Due to the
curved background, complications arise when constructing the vacuum state, see e.g.
[23, ch. 3]. Approximating the background to be close to the static de Sitter space,
which is the case during inflation, the vacuum turns out to be the Bunch-Davies
vacuum, see e.g. [23, ch. 5]. The perturbations are then assumed to be initially in
this adiabatic Bunch-Davies vacuum state. A crucial fact that enables inflationary
theories to make predictions about the form of the perturbations is that initially
adiabatic perturbations are conserved after Hubble crossing in slow-roll; by Hubble
crossing we mean the instance when the wave numbers of the Fourier modes of the
perturbations become larger than the Hubble parameter \( k = aH \), see e.g. [22, ch.
5.4][24]. This is also the point where the quantum fluctuations get transformed to
look like a classical field, see e.g. [25], which allows us to treat the perturbations
as classical. In first order perturbation theory scalar, vector and tensor degrees of
freedom do not mix; this is sometimes called the decomposition theorem, see e.g.
[22, ch. 5]. This allows us to separately calculate the spectrum for scalar and tensor
perturbations. It turns out that vector perturbations quickly decay away and can
be ignored here.

The gauge invariant quantity describing the scalar perturbations is the so called
Sasaki-Mukhanov variable \( \nu \), which in the spatially flat gauge is \( \nu = a \delta \phi \). The
Fourier mode functions \( \nu_k \) of this variable obey the equations of motion [26]

\[
\nu_k'' + \left( k^2 - \frac{z''}{z} \right) \nu_k = 0,
\]

(3.17)

where \( z \equiv a \dot{\phi}/H \), the prime denotes a derivative with respect to the conformal
time \( \tau = dt/a \) and \( k \) is the comoving wave number of the Fourier mode. This
is solved in the slow-roll approximation with the Bunch-Davies vacuum state as
the initial condition. These solutions are used to compute the correlation functions
that describe the statistical properties of the perturbations. To the first order the
perturbations are Gaussian and completely described by the power spectrum (two
point correlation function)

\[
\mathcal{P}_{\delta \phi} = \frac{1}{a^2} \mathcal{P}_\nu = \frac{k^3}{2 \pi^2 a^2} |u_k|^2 = \left( \frac{H}{2 \pi} \right)^2 \Bigg|_{k = aH}.
\]

(3.18)

The comoving curvature perturbation \( \mathcal{R} \) turns out to be an useful quantity that
can be related to the spectrum measured from the CMB \(^1\). It is proportional to the

\(^1\)Sometimes in the literature another useful quantity is used, the curvature perturbation on
uniform-density hypersurfaces \( \zeta \). It can be shown that these quantities are equal outside the
horizon and during slow-roll.
Sasaki-Mukhanov variable $\mathcal{R} = \nu / z$ [21]. Thus the power spectrum for the curvature perturbation is

$$
\mathcal{P}_\mathcal{R} = \frac{1}{z^2} \mathcal{P}_\nu = \frac{1}{2\epsilon} \left( \frac{H}{2\pi} \right)^2, \tag{3.19}
$$

where $\epsilon$ is the first slow-roll parameter. It is customary to parametrize the spectrum in a nearly scale invariant form

$$
\mathcal{P}_\mathcal{R} = A_s \left( \frac{k}{k_*} \right)^{n_s-1}, \tag{3.20}
$$

where $k_*$ is some reference scale, $A_s$ is the amplitude and $n_s$ is the spectral tilt, which describes the scale dependence of the spectrum. Thus when $n_s = 1$ the spectrum is scale invariant. The amplitude in the slow-roll approximation can be written as

$$
A_s = \frac{1}{24\pi^2} \frac{V}{\epsilon V}, \tag{3.21}
$$

and to first order the spectral tilt becomes

$$
n_s - 1 \equiv \frac{d \ln \mathcal{P}_\mathcal{R}(k)}{d \ln k} \bigg|_{SR} \approx -6\epsilon V + 2\eta V. \tag{3.22}
$$

Inflation also predicts the form of tensor perturbations. Similar calculation as for the scalar perturbations gives the spectrum for the tensor perturbations

$$
\mathcal{P}_t = 2 \left( \frac{2}{a} \right)^2 \mathcal{P}_\nu = 8 \left( \frac{H}{2\pi} \right)^2 \bigg|_{k=aH}. \tag{3.23}
$$

This can also parametrized in a nearly scale invariant form as

$$
\mathcal{P}_t = A_t \left( \frac{k}{k_*} \right)^{n_t}. \tag{3.24}
$$

The amplitude in the slow-roll approximation reads

$$
A_t = \frac{2}{3\pi^2} V. \tag{3.25}
$$

The spectral tilt for this to the first order becomes

$$
n_t \equiv \frac{d \ln \mathcal{P}_t}{d \ln k} \bigg|_{SR} \approx -2\epsilon V. \tag{3.26}
$$

The amplitude of tensor spectrum is not amplified by the slow-roll parameters, in contrast to the spectrum of the scalar perturbations, and is thus harder to observe. The important quantity that the current observations can set bounds on is the tensor-to-scalar ratio, which in the slow-roll becomes

$$
r \equiv \frac{\mathcal{P}_\mathcal{R}}{\mathcal{P}_t} \bigg|_{SR} \approx 16\epsilon V. \tag{3.27}
$$

We have seen that when a single scalar field drives inflation inflationary predictions can be computed from the inflaton potential alone.
Chapter 4

Higgs inflation

The Standard Model of particle physics (SM) contains one scalar field: the Higgs boson. For this reason it is tempting to identify the Higgs field as the inflaton. However, the Higgs self-coupling ($\lambda \approx 0.129$) is too large to generate an amplitude for the primordial scalar perturbations that is consistent with current observations. At tree level the calculated amplitude is too large. This remains the case when taking into account quantum corrections to the potential [27, 28, 29].

Adding a non-minimal coupling between the Higgs and gravity can generate a spectrum compatible with current observations. The non-minimal coupling term is well motivated. It is the only new dimension four operator when the Einstein–Hilbert and SM actions are combined. Furthermore, even if the term is absent in the action at classical level this kind of non-minimal coupling term is generated when a scalar field is quantized in a curved background; more specifically when renormalizing the energy-momentum tensor [23, ch. 3, 6].

The feature that only one new parameter is introduced makes this one of the most interesting models to study. Furthermore, the couplings between the Higgs and the rest of the SM are known experimentally, which is advantageous since the reheating period after inflation can be calculated in detail. This is important since the length of the reheating period affects the inflationary observables. In contrast, many models introduce new unknown couplings between the inflaton and the SM.

In Higgs inflation the SM Higgs boson non-minimally coupled to gravity is identified as the inflaton field. The action reads

$$S = \int d^4x \sqrt{-g} \left[ \left( \frac{1}{2} M^2 + \xi \mathcal{H}^\dagger \mathcal{H} \right) R - \frac{1}{2} g^\mu\nu \partial_{\mu} h \partial_{\nu} h - V(h) \right],$$

where $M$ is a mass parameter, $\xi$ is positive dimensionless non-minimal coupling parameter to be fixed by observations, $\mathcal{H}$ is the Higgs doublet, $D_\mu$ is the gauge covariant derivative and $\mathcal{L}_{SM}$ is the rest of the standard model. During inflation the rest of the SM acts as spectator fields and do not affect the evolution of the universe. We can write the Higgs doublet in the unitary gauge as $\mathcal{H} = 1/\sqrt{2} \begin{pmatrix} 0 \\ v + h \end{pmatrix}$, where $v = 246$ GeV is the vacuum expectation value (vev) of the Higgs field $h$. We can thus write the relevant part of the action as

$$S = \int d^4x \sqrt{-g} \left[ \frac{1}{2} (M^2 + \xi h^2) R - \frac{1}{2} g^\mu\nu \partial_{\mu} h \partial_{\nu} h - V(h) \right],$$

where $V(h)$ is the symmetry breaking potential

$$V(h) = \frac{\lambda}{4} (h^2 - v^2)^2.$$
The non-minimal coupling to gravity changes the strength of gravitational interaction by effectively changing Newton’s gravitational constant, or equivalently the square of Planck mass

\[ M_p^2 = M^2 + \xi h^2. \]  

The Planck mass we measure today in the Jordan frame (the definition of the Jordan frame is discussed in the next section) would then be

\[ M_p^2 = M^2 + \xi v^2. \]

With a non-minimal coupling in the range \( 1 \ll \xi \ll M^2/v^2 \) we can approximate \( M \simeq M_p \), which is what we will do from now on. Additionally we again set \( M_p \) to unity. Differences occur only in the large field regime \( h \gg M_p/\xi \), which turns out to be the inflationary regime.

The non-minimal coupling makes the computation of inflationary observables more involved. However, we can make use of conformal transformations to remove the non-minimal coupling. Then determining the spectrum of the perturbations will follow the standard computation outlined in section 3.3. Let us next discuss these transformations more closely.

### 4.1 Conformal transformations

Conformal transformation is a local rescaling of the metric

\[
g_{\mu\nu} \rightarrow \tilde{g}_{\mu\nu} = \Omega^2(x)g_{\mu\nu}, \]

where \( \Omega^2(x) \) is a positive smooth function called the conformal factor. This is thus a map between two pseudo-Riemannian spaces. The causal structure is unchanged. Space(Time)like vectors remain space(time)like and null vectors remain as null vectors. Thus null geodesics are left invariant under conformal transformations and light cones are unchanged. Angles between vectors are also unchanged. What conformal transformations do change is the geometry. For example the time-like geodesics generically differ.

To be able to perform this transformation to the action (4.2) we need to compute how the relevant quantities transform. First of all for the inverse metric we have \( \tilde{g}_\lambda^\nu \tilde{g}^{\mu\lambda} = \delta^\mu_\nu \) and thus \( \tilde{g}^{\mu\nu} = \Omega^{-2}(x)g^{\mu\nu} \). The metric determinant transforms as

\[
det(\tilde{g}_{\mu\nu}) = det(\Omega^2 g_{\mu\nu}) = \Omega^{2d} \det(g_{\mu\nu}), \]

where \( d \) is the number of spacetime dimensions. So we have altogether

\[
g_{\mu\nu} = \Omega^{-2}\tilde{g}_{\mu\nu} \\
g^{\mu\nu} = \Omega^2 \tilde{g}^{\mu\nu} \\
\sqrt{-g} = \Omega^{-d}\sqrt{-\tilde{g}}. \]  

This is all that is needed for the Palatini formulation. For the metric formulation we also need to know how the Ricci scalar transforms under the conformal transformations. First transforming the Levi–Civita connection we find

\[
\tilde{\Gamma}^{\sigma}_{\mu\nu} = \Gamma^{\sigma}_{\mu\nu} - [2\delta^\sigma_\nu \ln \Omega_{\mu\nu} - \tilde{g}_{\mu\nu}\tilde{g}^{\sigma\lambda} \ln \Omega_{\lambda\nu}]. \]
We can plug this into the definition of the Riemann tensor (0.4) and see how it transforms
\[
\tilde{R}^\sigma_{\mu\lambda\nu} = \tilde{R}^\sigma_{\mu\lambda\nu} + 2\tilde{g}_{\mu'\nu'}\tilde{g}^\sigma_{\lambda'}\nabla_{\lambda'}\nabla_{\rho}\ln \Omega + 2\delta^\sigma_{\sigma'}\nabla_{\nu'}\nabla_{\mu}\ln \Omega + 2\delta^\sigma_{\lambda'}\ln \Omega_{\nu'}\ln \Omega_{\mu'}
\]  
(4.9)
where quantities with a tilde are constructed from the metric \(\tilde{g}_{\mu\nu}\). Taking the contraction we get how the Ricci tensor transforms
\[
\tilde{R}_{\mu\nu} = \tilde{R}_{\mu\nu} + 2\tilde{g}_{\mu\nu}\Box\ln \Omega + (d - 2)\nabla_{\nu}\nabla_{\mu}\ln \Omega - (d - 2)\ln \Omega_{\mu}\ln \Omega_{\nu} + (2 - d)\tilde{g}_{\mu\nu}\tilde{g}^{\sigma\tau}\ln \Omega_{\rho}\ln \Omega_{\tau}.
\]  
(4.10)
Contracting with the metric \(g^{\mu\nu}\) we get how the Ricci scalar transforms
\[
\hat{R} = \Omega^2 \left[ \tilde{R} + (d - 2)\hat{\Box}\ln \Omega + (d - 1)(2 - d)\hat{g}^{\sigma\tau}\ln \Omega_{\rho}\ln \Omega_{\tau} \right].
\]  
(4.11)
It is also straightforward to derive how higher-order curvature terms (discussed later in chapter 5) transform, but with the higher-order terms we focus on the Palatini formulation. Considering higher-order terms in metric formulation is out of the scope of this thesis. In contrast in the Palatini formulation the situation is simple, since the Riemann tensor does not depend on the metric and is thus unchanged. All the different invariants that are second order in curvature, that we will encounter in chapter 5, are invariant under conformal transformations (in 4 dimensions). For example
\[
\sqrt{-\tilde{g}}\tilde{g}^{\mu\lambda}\tilde{g}^{\nu\sigma}R_{\mu\nu}R_{\lambda\sigma} = \left[ -\Omega^{-2\times 4\tilde{g}} \right]^{1/2} \Omega^4\tilde{g}^{\mu\lambda}\tilde{g}^{\nu\sigma}R_{\mu\nu}R_{\lambda\sigma}
\]  
(4.12)
The usefulness of these transformations is due to the fact that two different-looking actions related by a conformal transformation are physically equivalent at the classical level\(^1\). By performing a conformal transformation we thus find a different representation for the theory. Customarily in the literature these different representations that are related by conformal transformations are called different frames. There are two specific important frames that have their own names. The so called Jordan frame, which is characterized by the fact that there is a non-minimal coupling between a scalar field and the curvature term. The other important frame is the so called Einstein frame, where matter is minimally coupled to the curvature. The physical equivalence of these two frames is clear from the fact that the transformation is required to be invertible and thus it gives a one-to-one correspondence between these two frames. The transformation can also be thought simply as a local change of units [30]. When comparing quantities between two frames attention has to be paid to appropriately account for the conformal factor.

The inflationary observables, both the curvature and tensor perturbations, can be shown to be invariant under conformal transformations [31, 32]. The inflationary

\(^1\)When quantizing the theory this point is less clear.
observables can thus be calculated in any frame. In the case of Higgs inflation
inflationary observables have also been computed in both frames and the results
agree, see [33] and references therein.

Transforming the action (4.2) to the Einstein frame is different in the metric and
Palatini formulation due to the distinct metric dependence of the actions. Let’s now
perform this transformation in both cases.

4.1.1 Einstein frame in metric formulation

Let’s first consider the metric formulation, where \( R(\Gamma) = \tilde{R}(\tilde{g}) \) in (4.2). From the
action (4.2) we see that we can remove the non-minimal coupling by choosing the
conformal factor to be

\[
\Omega^2(x) = 1 + \xi h^2.
\]  

(4.13)

With the previously obtained transformations the action (4.2) becomes

\[
S = \int d^4 x \sqrt{-\tilde{g}} \Omega^{-4} \left\{ \frac{1}{2} \Omega^2 \tilde{\Omega} \left[ \tilde{R} + 3 \tilde{\square} \ln \Omega^2 - \frac{3}{2} \tilde{\gamma}^{\alpha\lambda} \ln \Omega^2 \ln \Omega^2 \right] \right.
\]

\[
- \frac{1}{2} \Omega^2 \tilde{g}^{\mu\nu} \partial_\mu h \partial_\nu h - V(h) \left\},
\]  

(4.14)

where the second term inside the square brackets is a total derivative. This term can
be converted to a surface term using the Stokes’ theorem (2.13) and thus vanishes.
Writing

\[
\ln \Omega^2,\lambda = \frac{(\Omega^2,\lambda)}{\Omega^2}, h = \frac{\Omega^2, h}{\Omega^2, h},
\]  

(4.15)

the action simplifies to

\[
S = \int d^4 x \sqrt{-\tilde{g}} \left\{ \frac{1}{2} \tilde{\gamma}^{\alpha\lambda} \right.  
\]

\[
\left. \left[ \tilde{R} - \frac{3}{2} (\Omega^2)^2, h + \Omega^2 \tilde{\gamma}^{\mu\nu} \partial_\mu h \partial_\nu h - \Omega^{-4} V(h) \right\} \right.
\]

\[
\left. - \frac{1}{2} \Omega^2 \tilde{g}^{\mu\nu} \partial_\mu \chi \partial_\nu \chi - U(\chi) \right\},
\]  

(4.16)

We see that we have been able to remove the non-minimal coupling between gravity
and the scalar field. The cost for this is a modified matter sector with a non-
canonical kinetic term. The kinetic term can be brought into a canonical form by a
field redefinition

\[
\frac{d\chi}{dh} = \sqrt{\frac{3}{2} (\Omega^2)^2 h + \Omega^2 \Omega^4}.
\]  

(4.17)

With this the action becomes

\[
S = \int d^4 x \sqrt{-g} \left\{ \frac{1}{2} \tilde{\gamma}^{\alpha\lambda} \partial_\mu \chi \partial_\nu \chi - U(\chi) \right\},
\]  

(4.18)

where we defined the modified potential

\[
U(\chi) \equiv \frac{V(h(\chi))}{\Omega^4(h(\chi))}.
\]  

(4.19)

Note that the \( h \) field has to be solved in terms of the new field from the redefinition
(4.21), we will come to this later.
4.1.2 Einstein frame in the Palatini formulation

In the Palatini formulation this is considerably easier since the Ricci tensor is unchanged. We can again get rid of the non-minimal coupling by the same conformal factor (4.13). The action (4.2) becomes

$$S = \int d^4x \sqrt{-\tilde{g}} \left[ \frac{1}{2} \tilde{g}^{\mu \nu} R_{\mu \nu} - \frac{1}{2} \frac{1}{\Omega^2} \tilde{g}^{\mu \nu} \partial_\mu h \partial_\nu h - \frac{V(h)}{\Omega^4} \right].$$

The non-canonical kinetic term can be again brought in to canonical form by a field redefinition, which now simply reads

$$\frac{d\chi}{dh} = \sqrt{\frac{1}{\Omega^2}}.$$ (4.21)

So the action can be written

$$S = \int d^4x \sqrt{-\tilde{g}} \left\{ \frac{1}{2} \tilde{R} - \frac{1}{2} \tilde{g}^{\mu \nu} \partial_\mu \chi \partial_\nu \chi - U(\chi) \right\},$$ (4.22)

with

$$U(\chi) \equiv \frac{V(h(\chi))}{\Omega^4(h(\chi))}.$$ (4.23)

We see that the metric and Palatini formulations differ by the form of the potential coming from the fact that the field redefinitions differ. We will see this difference more explicitly in the following section.

4.2 Tree-level inflationary observables

The tree-level inflationary observables are now straightforward to compute in the Einstein frame. As we saw in chapter 3, these can be computed from the potential, which are different between the metric and Palatini formulations. To get the potential we need to solve the new field variable $\chi$ from the field redefinition. Let’s again start with the metric formulation.

4.2.1 Metric formulation

It is possible to solve $\chi$ from the field redefinition (4.21) analytically [33]. However, the form of the solution is cumbersome and not particularly illuminating. We can solve it approximately by assuming that $\xi \gg 1$, which we shall later see is the case in Higgs inflation. Additionally in the inflationary regime the field value is large
$h \gg 1/\xi$. The field redefinition (4.21) is then approximately \(^2\)

\[
\frac{d\chi}{dh} = \sqrt{\frac{1 + (1 + 6\xi)\xi h^2}{(1 + \xi h^2)^2}} \approx \frac{\sqrt{6\xi h}}{1 + \xi h^2}.
\]

Which when solved gives

\[
h^2 = \frac{1}{\xi} \left( e^{\frac{2}{\sqrt{6}} \chi} - 1 \right).
\]

Solving for $\chi$ gives

\[
\chi = \sqrt{\frac{3}{2}} \ln (1 + \xi h^2) = \sqrt{\frac{3}{2}} \ln \Omega(h)^2.
\]

We also see that in the small field regime $h \ll 1/\xi$ we simply have $h \simeq \chi$. So the field redefinition (4.21) is approximately solved in different asymptotic regions as

\[
\chi \simeq \begin{cases} 
h, & \text{when } h \ll 1/\xi \\ \sqrt{\frac{3}{2}} \ln \Omega(h)^2, & \text{when } h \gg 1/\xi \end{cases}
\]

In the large field region the Higgs vev is much smaller than the field value and we can approximate the Jordan frame potential (4.3) as

\[
V(h) \simeq \frac{\lambda}{4} h^4.
\]

With these, in the large field regime, the potential (4.19) becomes

\[
U(\chi) = \frac{\lambda}{4 \xi^2} \left( 1 - e^{-\frac{2}{\sqrt{6}} \chi} \right)^2.
\]

From this we see that the potential is asymptotically flat: $U(\chi) \rightarrow \lambda/(4\xi^2)$ when $\chi \rightarrow \infty$. Thus there is a plateau in the large field regime where slow-roll inflation can occur. This also implies that the action has an asymptotic shift symmetry, i.e. it is symmetric under the shift of the inflaton field ($\chi \rightarrow \chi + \text{constant}$) in the limit $\chi \rightarrow \infty$.\(^3\) This approximate symmetry turns out to be important when considering quantum corrections \([35]\).

We can now calculate the inflationary observables in the slow-roll approach from the potential. The first slow-roll parameters are

\[
\epsilon_U = 1 \left( \frac{U_{,\chi}}{U} \right)^2 \frac{4}{3} \left( e^{\frac{2}{\sqrt{6}} \chi} - 1 \right)^{-2} = \frac{4}{3 \xi^2 h^4}
\]

\[
\eta_U = \frac{U_{,\chi \chi}}{U} = \frac{4}{3} \left( 2 - e^{\frac{2}{\sqrt{6}} \chi} \right) \left( e^{\frac{2}{\sqrt{6}} \chi} - 1 \right)^{-2} = \frac{4}{3 \xi^2 h^4} \left( 1 - \xi h^2 \right).
\]

\(^2\)When this was first done in the literature \([34]\) the approximation $h \gg 1/\sqrt{\xi}$ was made which results in a different form for the potential; the overall approximate form is different but the asymptotic behavior is the same. The first slow-roll parameter turns out to be the same but second and higher order slow-roll parameters are different.

\(^3\)In the Jordan frame this asymptotic symmetry manifests itself as an asymptotic scale symmetry: $x^i \rightarrow \alpha x^i$ and $h(x) \rightarrow \alpha^{-1} h(\alpha x)$ where $\alpha$ is a constant.
We can get the field value at the end of inflation defined by the usual condition, which in this case is $\epsilon(\chi_{\text{end}}) = 1$. Equating (4.30) to unity and solving for $\chi$ gives the field value at the end of inflation

$$\chi_{\text{end}} = \sqrt{\frac{3}{2}} \ln \left( 1 + \sqrt{\frac{3}{4}} \right).$$  \hspace{1cm} (4.32)

As described in the section 3.3 the observables are to be evaluated at a horizon crossing. We can do this by solving the field in terms of the number of e-folds $\chi(N_*)$, where $N_*$ is the number of e-folds when some reference scale $k_*$ crosses the horizon $k_* = a_* H_*$. From (3.16) and (4.30) we have

$$N_* = \int_{\chi_{\text{end}}}^{\chi_*} \frac{d\chi}{U^{\frac{1}{2}}} = \int_{\chi_{\text{end}}}^{\chi_*} \frac{1}{U^{\frac{1}{2}}} \frac{3}{2} \left( e^{\frac{2}{\sqrt{6}} \chi} - 1 \right) d\chi,$$

(giving us)

$$N_* = \frac{3}{4} \left[ \exp \left( \frac{2}{\sqrt{6}} \chi_* \right) - \exp \left( \frac{2}{\sqrt{6}} \chi_{\text{end}} \right) \right] - \frac{\sqrt{6}}{4} \left[ \chi_* - \chi_{\text{end}} \right].$$  \hspace{1cm} (4.33)

Plugging in the field value at the end of inflation (4.32) we get

$$N_* = \frac{1}{4} \left[ 3 \exp \left( \frac{2}{\sqrt{6}} \chi_* \right) - \sqrt{6} \chi_* \right] - \frac{3}{4} \left[ \ln \left( 1 + \sqrt{\frac{3}{4}} \right) - \left( 1 + \sqrt{\frac{3}{4}} \right) \right],$$  \hspace{1cm} (4.35)

where the numerical factor is of the order of unity. Assuming that the exponential term dominates we finally get

$$N_* \simeq \frac{3}{4} \exp \left( \frac{2}{\sqrt{6}} \chi_* \right).$$  \hspace{1cm} (4.36)

It is also possible solve $\chi_*$ in terms of $N_*$ and $\chi_{\text{end}}$ analytically. The approximated form is easier to work with, which gives

$$\chi_*(N_*) = \sqrt{\frac{3}{2}} \ln \left( \frac{4}{3} N_* \right).$$  \hspace{1cm} (4.37)

With this we can write the inflationary observables in terms of the number of e-folds. The slow-roll parameters are

$$\epsilon(N_*) = \frac{12}{(4N_* - 3)^2} \simeq \frac{3}{4N_*^2},$$  \hspace{1cm} (4.38)

$$\eta(N_*) = 8 \cdot \frac{3 - 2N_*}{(4N_* - 3)^2} \simeq -\frac{1}{N_*},$$  \hspace{1cm} (4.39)

where we approximated further by assuming $4N_* \gg 1$. The amplitude of the scalar perturbations is

$$A_s = \frac{1}{24\pi^2} \frac{\lambda(4N_* - 3)^4}{768\xi^2 N_*^2} \simeq \frac{1}{24\pi^2} \frac{\lambda N_*^2}{3\xi^2}.$$  \hspace{1cm} (4.40)
The spectral tilt of scalar perturbations is
\[ n_s = 1 - \frac{8(3 + 4N_*)}{(4N_* - 3)^2} \simeq 1 - \frac{2}{N_*}. \]

(4.41)

The spectral tilt of tensor perturbations is
\[ n_t = -\frac{24}{(4N_* - 3)^2} \simeq -\frac{3}{2N_*^2}. \]

(4.42)

The tensor-to-scalar ratio is
\[ r = \frac{192}{(4N_* - 3)^2} \simeq \frac{12}{N_*^2}. \]

(4.43)

Analytical expressions, with out the approximations made here, for these observables can be found in [33]. The precise number of e-folds depends on the heating period after inflation, which advantageously can be calculated in detail since the SM parameters are experimentally known. These computations have been carried out in the literature [36, 37, 38]. We use the simplifying assumption that the reheating period was instant, which gives us an estimate of \( N_* \approx 55 \) when the usual reference scale \( k_* = 0.05 \text{ Mpc}^{-1} \) passes the horizon. We can now find an estimate for the non-minimal coupling by matching the amplitude (4.40) with the observed value [39]
\[ \ln (10^{10} A_s) \approx 3.094 \pm 0.034. \]

(4.44)

This gives a relation between the non-minimal coupling and the Higgs self-coupling. With the previous estimate for the number of e-folds we have
\[ \xi \approx 800N_*\sqrt{\lambda} \approx 44000\sqrt{\lambda} \]

(4.45)

We see that the non-minimal coupling is required to be quite large since \( \lambda \approx 0.129 \), but still \( \xi \ll M_p^2/v^2 \sim 10^{32} \) as we previously required. It is also smaller than the upper bound \( \xi < 2.6 \times 10^{15} \) set by considering observations about the Higgs at the LHC [40].

We can now also get numerical values for the important observables
\[ n_s \approx 0.964, \quad r \approx 0.00396, \]

(4.46)

which are in good agreement with the current observed values [39].

However, this model is not without problems. The non-minimal coupling to gravity makes this model non-renormalizable in the Jordan frame. Written in terms of canonically normalized variables \( g_{\mu\nu} = \eta_{\mu\nu} + M_p^{-1}h_{\mu\nu} \) in the weak field regime \( \phi^2 R \) results in a dimension 5 term and is thus non-renormalizable. In the Einstein frame the non-renormalizability comes from the nonlinear form of the interactions in the potential. Non-renormalizability implies that there is some cutoff scale where perturbation theory breaks down, and in the effective field theory point of view one would have to add higher dimension terms in the scalar field to the action suppressed
by the cutoff. These higher-order terms could spoil the inflationary plateau. Hence, it is important to estimate this cutoff in order to figure out whether the theory is consistent in the inflationary region or does it need to be modified. One way of estimating this cutoff is to see where tree-level unitarity is violated, see e.g. [41, ch. 24]. Estimating the cutoff by expanding only the metric around a background leads to a cutoff which is right around the inflationary scale, and thus seems to lead to inconsistencies [42]. However, during inflation both metric and the scalar are naturally expanded around a background. In [35] the cutoff was estimated by expanding both the metric and the scalar field around a background, in both Einstein and Jordan frames. This results in a field dependent cutoff, which is parametrically much larger than the Hubble scale during inflation and is equal to the Planck scale at small field values. These considerations suggest that our tree-level analysis is consistent, however this is still an open question.

4.2.2 Palatini formulation

In the Palatini formulation the analysis follows the same steps. The field redefinition is now simpler
\[
\frac{d\chi}{dh} = \frac{1}{\sqrt{\Omega^2}} = \frac{1}{\sqrt{1 + \xi h^2}},
\]
which is easily integrated to give
\[
\chi(h) = \frac{1}{\sqrt{\xi}} \sinh^{-1} \left( \sqrt{\xi} h \right), \tag{4.48}
\]
\[
h(\chi) = \frac{1}{\sqrt{\xi}} \sinh \left( \sqrt{\xi} \chi \right). \tag{4.49}
\]
Again the Higgs vev is negligible in the large field regime and we take the Jordan frame potential to be (4.28). Plugging (4.48) into the potential (4.23) gives
\[
U(\chi) = \frac{\lambda}{4\xi^2} \tanh^4 \left( \sqrt{\xi} \chi \right), \tag{4.50}
\]
which is asymptotically flat: \( \chi \to \infty, U(\chi) \to \lambda/(4\xi^2) \) and has a plateau in the large field regime where slow-roll can occur. The slow-roll parameters can be approximated in the large field regime \( \sqrt{\xi} \chi \gg 1 \) as
\[
\epsilon \simeq 128\xi \exp \left( -4\sqrt{\xi} \chi \right), \tag{4.51}
\]
\[
\eta \simeq -32\xi \exp \left( -2\sqrt{\xi} \chi \right), \tag{4.52}
\]
The second slow-roll parameter becomes of order of unity before the first parameter. Thus we get the field value at the end of inflation from \( |\eta(\chi_{\text{end}})| = 1 \). This gives
\[
\chi_{\text{end}} = \frac{1}{2\sqrt{\xi}} \ln \left( 32\xi \right). \tag{4.53}
\]
Next we need to solve the field in terms of e-folds. Starting with
\[ N_\ast = \int_{\chi_{\text{end}}}^{\chi_\ast} \frac{U}{\partial \chi} d\chi = \int_{\chi_{\text{end}}}^{\chi_\ast} \frac{1}{8\sqrt{\xi}} \sinh \left( 2\sqrt{\xi} \chi \right) d\chi = \frac{1}{16\xi} \cosh \left( 2\sqrt{\xi} \chi \right) \bigg|_{\chi_{\text{end}}}^{\chi_\ast}, \tag{4.54} \]
which gives
\[ N_\ast = \frac{1}{32\xi} \left[ \exp \left( 2\sqrt{\xi} \chi_\ast \right) - \exp \left( 2\sqrt{\xi} \chi_{\text{end}} \right) \right]. \tag{4.55} \]
Plugging in the field value at the end of inflation (4.53) into the previous expression
\[ N_\ast = -1 + \frac{1}{32\xi} \exp \left( 2\sqrt{\xi} \chi_\ast \right), \tag{4.56} \]
then with the assumption that \( N_\ast \gg 1 \) we get\(^4\)
\[ N_\ast \simeq \frac{1}{32\xi} \exp \left( 2\sqrt{\xi} \chi \right). \tag{4.57} \]
Allowing us to solve the field in terms of the e-folds
\[ \chi(N_\ast) = \frac{1}{2\sqrt{\xi}} \ln \left( 32\xi N_\ast \right). \tag{4.58} \]
The slow-roll parameters in terms of e-folds become
\[ \epsilon(N_\ast) \simeq \frac{1}{8N_\ast^2 \xi}, \tag{4.59} \]
\[ \eta(N_\ast) \simeq -\frac{1}{N_\ast}. \tag{4.60} \]
Which allows us to write the observables in terms of the e-folds
\[ A_s \simeq \frac{1}{24\pi^2} \frac{2\lambda N_\ast^2}{\xi}, \tag{4.61} \]
\[ n_s \simeq 1 - \frac{2}{N_\ast}, \tag{4.62} \]
\[ n_t \simeq -\frac{1}{4N_\ast^2 \xi}, \tag{4.63} \]
\[ r \simeq \frac{2}{N_\ast^2 \xi}, \tag{4.64} \]
where we again approximated \( N_\ast \gg 1 \). The reheating stage after inflation is also different in the Palatini case and it has been studied in [44]. There it was found

\(^4\)In the ref. [43] the assumption \( \chi_\ast \gg \chi_{\text{end}} \) is made, which in fact result in the same approximate form (4.57) and thus does not change the results that we obtain. However, when looking at (4.53) and (4.58) we see that \( \chi_\ast, \chi_{\text{end}} \) are of the same order. In the reference [43] the end of inflation is defined to be at \( \epsilon = 1 \), which leads \( \chi_\ast \) to be about twice the value of \( \chi_{\text{end}} \).
that the reheating stage is almost instant, which increases the required number of e-folds. The number of e-folds is estimated to be $N_* \approx 50$. The number of e-folds depends on the value of the non-minimal coupling $\xi$. With the range $\xi = 10^6 \ldots 10^9$ we have $N_* \approx 51 \ldots 50$. We can now match the observed amplitude of the scalar perturbations (4.44). This now requires a much larger non-minimal coupling

$$\xi \simeq 3.8 \times 10^6 N_*^2 \lambda \simeq 3.9 \times 10^9 \lambda,$$

which is many orders of magnitude larger than in the metric formulation. However, it is still much smaller than what we required $\xi \ll M_p^2/v^2 \sim 10^{32}$ and smaller than the LHC upper bound $\xi < 2.6 \times 10^{15}$.

We see that the tilt of the scalar spectrum has the same form to the first order as in the metric case, but with the smaller estimated number of e-folds has a slightly smaller value. The main difference comes in the tensor-to-scalar ratio, which is suppressed by the non-minimal coupling. Future planned experiments could thus rule out Palatini-Higgs inflation if significant tensor-to-scalar ratio is observed. With our estimates the important observables have the values

$$n_s \simeq 0.960, \quad r \simeq 2.1 \times 10^{-13} \lambda^{-1},$$

which are still compatible with observations.

The unitarity violation is less of a problem in Palatini formulation. A straightforward estimation of the cutoff turns out to be parametrically larger than the scale during inflation, for details see [45] and references therein.

Now that we have reviewed the Higgs inflation in Palatini formulation we are ready to consider higher-order curvature terms and Higgs inflation. We shall begin by reviewing some basic properties of higher-order gravity.
Chapter 5

Higher-order gravity

GR has been well tested on different scales, since its formulation, and it has been able to predict new phenomena. Despite the unquestioned success of the theory there are good reasons to consider modified theories of gravity. From a theoretical standpoint the lack of theory of quantum gravity suggests that this is not the full story. Moreover, the non-renormalizability of GR (see e.g. [41, Ch. 22.4]), further suggest that GR is a effective field theory of some underlying more complete theory.

There are many ways to start modifying GR (for a exhaustive survey in view of cosmology see e.g. [46]). Here we are interested in higher-order gravity theories, where terms that are higher-order in the curvature are added to the action. Existence of these terms can be motivated in several ways: considering relativistic QFT in classical curved background generates terms to the action which are quadratic in the curvature tensor [47][23]. Additionally, Weinberg and Deser suggested that adding quadratic curvature terms to the action makes the theory renormalizable, which was later proven [49]. Also these kind of terms are generated in string theories as low energy effective actions at classical level, see [50, 51][52, Ch. 7].

However, adding these kinds of terms introduces new kinds of problems. In the case of metric formulation the equations of motion contain higher-order derivative terms of the form, which by the Ostrogradsky theorem [53, Ch 2.5], lead to instabilities. By instabilities we mean that there exists solutions for which the energies are not bounded from below and can thus have arbitrary negative energies. These negative energy modes are often called ghosts in the literature. These lead into serious difficulties when trying to interpret the theory.

In the Palatini formulation appearance of ghosts is more unclear. Naively one might think that since in Palatini formulation the resulting equations of motion are only second order, and thus there are no Ostrogradsky instabilities, there would not be any ghosts. However, by analyzing the degrees of freedom of some quadratic curvature terms it has been shown that ghost modes can still appear [55]. The question, what is the most general form of the Lagrangian where ghosts do not appear, requires further research.

In this chapter we will consider the addition of quadratic curvature invariants in both the metric and Palatini formulations and derive the equations of motion for these terms.

---

1 Renormalization is out of the scope of this thesis. For an introduction see e.g. [41, Part III][48, Part II]

2 It has been suggested that with higher-order terms all the unstable solutions are unphysical and all the physical solutions remain stable in semiclassical limit [54].
5.1 \( f(R) \) gravity

To illustrate the differences between the metric and Palatini formulations arising from adding higher-orders curvature terms to the action, we first consider adding higher powers of the Ricci scalar. We can do this in general by considering a general function of the Ricci scalar \( f(R) \). This is called \( f(R) \) gravity, for a review see e.g. [19]. It is well known that in both the metric and Palatini formulations these kind of theories are equivalent to GR coupled to a scalar field known as scalar-tensor theories\(^3\) [56]. It is also known that with the condition \( f''(R) \geq 0 \) (prime denotes the derivative with respect to the Ricci scalar \( R \)) these theories are ghost free [19, Ch. V, and references therein].

Let’s see how the differences between the metric and Palatini formulation appear.

5.1.1 In the metric formulation

The action under consideration is

\[
S = \int d^4x \sqrt{-g} f(\hat{R}).
\] (5.1)

The steps for taking the variation of this action are very similar as those we skimmed over in section 2.1.1. To deal with the boundaries without imposing extra constraints YGH-term needs to be added similarly as in section 2.1.2.\(^4\) The differences occur when performing partial integrations, since this now introduces second order derivative terms of \( f'(\hat{R}) \). The resulting equations of motion are

\[
f'(\hat{R}) \hat{R}_{\mu\nu} - \frac{1}{2} f(\hat{R}) g_{\mu\nu} - \hat{\nabla}_\mu \hat{\nabla}_\nu f'(\hat{R}) + g_{\mu\nu} \hat{\Box} f'(\hat{R}) = 0,
\] (5.2)

where \( \hat{\Box} \equiv \hat{\nabla}_\mu \hat{\nabla}^\mu \) is the d’Alembertian operator. These are fourth order partial differential equations of the metric, if \( f'(\hat{R}) \) is dynamical; and reduce to second order equations, if \( f'(\hat{R}) \) is a constant.

The difference between the metric and Palatini formulation is more easily seen when moving to the Einstein frame. If we assume that \( f''(\hat{R}) \neq 0 \) we can introduce a new scalar field \( \phi \) and write the action as

\[
S = \int d^4x \sqrt{-g} \left[ f(\phi) + f'(\phi)(\hat{R} - \phi) \right].
\] (5.3)

We see that the variation with respect to the field \( \phi \) leads to a constraint \( \hat{R} = \phi \) and thus we recover equivalent equations of motion to the original action. Now with a\(^3\)Note that this equivalence does not apply in metric-affine formulation.

\(^4\)The exact form of the term differs from the one in the section 2.1.2. The term needed is

\[
S_{YGH} = 2 \int_{\partial \Sigma} d^3x \sqrt{\gamma} f'(\hat{R}) \hat{\nabla}_\mu n^\mu,
\]

for a detailed derivation see [7].
simple change of variables $\Phi(\phi) = f'(\phi)$, and with the requirement that the inverse $\phi(\Phi)$ exists, we can write $V(\Phi) = \phi(\Phi) - f(\phi(\Phi))$, which brings the action to the form

$$S = \int d^4x \sqrt{-g} \left[ \Phi \hat{R} - V(\Phi) \right].$$

(5.4)

There now appears a non-minimal coupling between the scalar and gravity. We can now remove this non-minimal coupling by performing a conformal transformation, as we have done before. With

$$g_{\mu\nu} \rightarrow \Phi g_{\mu\nu},$$

(5.5)

and using relations from section 4.1, the action can be written in Einstein frame

$$S = \int d^4x \sqrt{-g} \left[ \hat{R} - \frac{3}{2\Phi^2} \partial^\mu \Phi \partial_\mu \Phi - \Phi^{-2} V(\Phi) \right],$$

(5.6)

where a surface term was dropped. Thus we see that in the metric formulation there appears a new gravitational degree of freedom.

### 5.1.2 In the Palatini formulation

Next we will see how the equations of motion turn out in the Palatini formulation. Variation of the action (5.1) with respect to the metric gives

$$f'(R) R_{(\mu\nu)} - \frac{1}{2} f(R) g_{\mu\nu} = 0.$$  

(5.7)

Variation of the action with respect to the connection follows the same steps as we did in section 2.2.1. Thus the equations of motion for the connection are

$$\nabla_\lambda (\sqrt{-g} f'(R) g^{\rho\lambda}) \delta^\mu_\sigma - \nabla_\lambda (\sqrt{-g} f'(R) g^{\mu\nu}) + \sqrt{-g} f'(R) \left[ g^{\mu\nu} T^{\lambda}_{\lambda\sigma} - g^{\nu\lambda} T^{\rho}_{\rho\lambda} \delta^\mu_\sigma + g^{\nu\lambda} T^{\sigma}_{\mu\lambda} \right] = 0.$$  

(5.8)

Let us now move to the Einstein frame. Often in the literature the torsion is assumed to vanish; this is not, however, necessary for finding the Einstein frame. We start by noticing that the equations of motion for the connection (5.8) with the change of variables $q^{\mu\nu} = f'(R) g^{\mu\nu}$ are the same as for the Einstein–Hilbert action. We know the general solution for this equation, namely (2.41). Thus (5.8) has the general solution

$$\Gamma^\sigma_{\mu\nu} = \hat{\Gamma}^\sigma_{\mu\nu}(q) + \delta^\sigma_\nu V_\mu,$$

(5.9)

where $\hat{\Gamma}^\sigma_{\mu\nu}(q)$ is the Levi–Civita connection for the metric $q^{\mu\nu}$ and $V_\mu$ is an arbitrary vector field. The action is invariant under the projective transformations (2.42), and thus the arbitrary vector field does not come into the action. We can thus say that $R_{\mu\nu}$ is equivalent to the Ricci scalar with Levi–Civita connection of the metric $q^{\mu\nu}$, $R_{\mu\nu} = \hat{R}_{\mu\nu}(q)$. So the action becomes

$$S = \int d^4x \sqrt{-g} \left[ \Phi g^{\mu\nu} \hat{R}_{\mu\nu}(q) - V(\Phi) \right].$$  

(5.10)
We can now perform a conformal transform to get rid of the $q^{\mu\nu}$ dependence, since $g^{\mu\nu} = \Phi^{-1}q^{\mu\nu}$. Using the relations from section 4.1 and performing the conformal transformation the action can be written as

$$S = \int d^4x \sqrt{-g} \left[ \Phi \dot{R} + \frac{3}{2\Phi} \partial_{\mu} \Phi \partial^{\mu} \Phi - \Phi^{-2} V(\Phi) \right],$$

(5.11)

where a surface term was ignored. There is still a non-minimal coupling present, so we do another conformal transformation to the Einstein frame. With (5.5) the action becomes

$$S = \int d^4x \sqrt{-g} \left[ \Phi \dot{R} + \frac{3}{2\Phi^2} \partial_{\mu} \Phi \partial^{\mu} \Phi - \frac{3}{2\Phi^2} \partial_{\mu} \Phi \partial^{\mu} \Phi - \Phi^{-2} V(\Phi) \right].$$

(5.12)

The kinetic term vanishes and the action becomes

$$S = \int d^4x \sqrt{-g} \left[ \dot{\Phi} \dot{R} - \Phi^{-2} V(\Phi) \right] + S_{m}[\Phi g_{\mu\nu}, \Psi_i],$$

(5.13)

where we wrote explicitly the matter part of the action to illustrate that in the Palatini formulation there is no new degrees of freedom, since the scalar $\Phi$ does not have a kinetic term, but the relation between existing degrees of freedom is altered.

The Einstein frame action (5.6) in the metric formulation we observe there is one extra degree of freedom. In contrast from the Einstein frame action (5.13) in the Palatini formalism we see that there are no new degrees of freedom.\footnote{Comparing the Jordan frame actions, the metric case (5.4) is of the form of Brans-Dicke action with $\omega_0 = 0$ and the Palatini case $\omega_0 = -3/2$}

5.2 Quadratic gravity in metric formulation

Let us next investigate the other possible quadratic curvature terms, starting with the metric formulation.

Due to the high number of symmetries of the Riemann tensor, in the metric formulation, there are only a few independent terms that can be written down, namely: $\dot{R}^2$, $\dot{R}_{\mu\nu}\dot{R}^{\mu\nu}$ and $\dot{R}_{\mu\nu\sigma\lambda}\dot{R}^{\mu\nu\sigma\lambda}$ (there is one more possible term $\epsilon^{\mu\nu\sigma\rho}R_{\alpha\beta\mu\nu}R_{\alpha\beta\sigma\rho}$, but this turns out to be a total derivative).

Equations of motion for the $\dot{R}^2$ term can be easily read from the $f(\dot{R})$ gravity equations of motion (5.2). Derivation of the equations of motion for the last two terms is straightforward but somewhat lengthy. We give some needed tricks and just state the results. Keep in mind that when raising and lowering the indices of the variation: $\delta g_{\mu\nu} = -g_{\mu\rho}g_{\nu\beta}\delta g^{\rho\beta}$. We make use of the Bianchi identities $\dot{R}_{\mu\nu\sigma\lambda\rho} = 0$ (more specifically the contracted Bianchi identity) and the definition of how the commutator of two covariant derivatives $[\nabla_\mu, \nabla_\nu]$ act on a general tensor (see e.g. [1, p. 123]). With these in mind and ignoring surface terms the equations of motion
These are again seen to be fourth order differential equations. Notice that the sum of these terms with the right coefficients leads to the higher-order derivative terms to cancel out. Namely the combination

\[ L_{GB} = \hat{R}^2 - 4 \hat{R}_{\mu\nu} \hat{R}^{\mu\nu} + \hat{R}_{\mu\nu\sigma\lambda} \hat{R}^{\mu\nu\sigma\lambda}, \]  

(5.17)
called the Gauss-Bonnet term. The variation of this term can be written in a compact form using the Weyl tensor (0.8). This is identically zero and it is called the Bach-Lanczos identity \([57]\)

\[ \frac{\delta L_{GB}}{\delta g^{\mu\nu}} = W_{\alpha\beta\sigma} W_{\nu\alpha\beta\sigma} - \frac{1}{4} g_{\mu\nu} W_{\alpha\beta\sigma\lambda} W^{\alpha\beta\sigma\lambda} = 0, \]  

(5.18)
for a simple proof see e.g. \([58, \text{Appendix}]\). The combination (5.17) does not contribute to the equations of motion in 4 dimensions. The term (5.17) is a topological invariant (Euler characteristic) of the manifold. The generalized Gauss-Bonnet theorem in 4 dimensions states that

\[ \frac{1}{32\pi^2} \int_M d^4 x \sqrt{-g} \left[ \hat{R}^2 - 4 \hat{R}_{\mu\nu} \hat{R}^{\mu\nu} + \hat{R}_{\mu\nu\sigma\lambda} \hat{R}^{\mu\nu\sigma\lambda} \right] = \chi(M), \]  

(5.19)
where \(\chi(M)\) is a topological invariant of the manifold \(M\). This implies that only two of the three different higher-order terms are independent. We can solve out one of the three terms (choosing the most complicated one including the Riemann tensor) and write the general action quadratic in the curvature as (ignoring the constant term)

\[ S = \int d^4 x \sqrt{-g} \left( \alpha \hat{R}_{\mu\nu} \hat{R}^{\mu\nu} + \beta \hat{R}^2 + \gamma \hat{R} \right), \]  

(5.20)
where \(\alpha, \beta\) and \(\gamma\) are constants. This is exactly the form of the Lagrangian that has been proven to be renormalizable in all orders of perturbation theory \([49]\). This, however, comes with the cost of massive spin-2 ghost \([59][60]\). Next we will consider Lagrangians that do not lead to ghosts in the metric formulation and see that this requirement restricts the form of the Lagrangian considerably.

\[ ^6\text{This derivation gives rise to boundary terms that can be canceled by adding YHG-terms to the action as done before; these terms are ignored here.} \]
5.2.1 Lovelock gravity

Lovelock constructed the most general Lagrangian in metric formulation, that leads to second order field equations, and do not contain ghosts, in arbitrary number of spacetime dimension [61, 62]. The restrictions that Lovelock imposed were: the general Einstein tensor can only depend on the metric and its first two derivatives and it should be divergence free. It turns out that in four spacetime dimensions the only such tensors are the metric and the Einstein tensor of GR. Thus the Lovelock action is the Einstein–Hilbert action; this is also called the Lovelock’s theorem [61, Theorem 5]. The Lovelock Lagrangian in \(d\) dimensions is

\[
\mathcal{L}^d_{\text{Lovelock}} = \sum_{n=0}^{n<d/2} c_n \mathcal{L}_n, \tag{5.21}
\]

where \(c_n\) are constants with dimensionality \(2n - d\) and

\[
\mathcal{L}_n = \frac{1}{2^n} \delta_{\alpha_1\beta_1...\alpha_n\beta_n} \prod_{m=1}^{n} \hat{R}^{\mu_1\nu_1}_{\alpha_1\beta_1} R_{\mu_2\nu_2}^{\alpha_2\beta_2} R_{\mu_3\nu_3}^{\alpha_3\beta_3} \ldots R_{\mu_n\nu_n}^{\alpha_n\beta_n}, \tag{5.22}
\]

where \(\delta_{\ldots}\) is the generalized Kronecker delta (0.10). Notice that if \(n > d/2\) then \(\mathcal{L}_n\) will be zero, since there are more indices in the Kronecker delta than there are dimensions. The first few terms of \(\mathcal{L}_n\) are

\[
\begin{align*}
\mathcal{L}_0 & = \Lambda, \quad (5.23a) \\
\mathcal{L}_1 & = R, \quad (5.23b) \\
\mathcal{L}_2 & = \hat{R}^2 - 4\hat{R}_{\mu\nu} R^{\mu\nu} + \hat{R}_{\mu\nu\sigma\lambda} \hat{R}^{\mu\nu\sigma\lambda}. \quad (5.23c)
\end{align*}
\]

The term with \(n = d/2\) turns out to be a topological invariant also in general and this justifies why it is not included in the sum (5.21).

It turns out that for Lovelock gravity every solution in the metric formulation is also a solution in the Palatini formulation, but not the other way around. Not every solution of the Palatini formulation is a solution of the metric formulation. Thus in the case of Lovelock gravity metric formulation is contained in the Palatini formulation. There are also other forms of higher-order curvature Lagrangians that have this relation between these two formulations [63].

5.3 Quadratic gravity in the Palatini formulation

Let us now consider adding quadratic curvature invariants to the action in the Palatini formulation. In contrast to the metric case there are more different invariants that we can construct out of two Riemann tensors. We can think of the most general
Lagrangian second order in the Riemann tensor, that does not violate parity (i.e. ignoring terms with the Levi–Civita symbol) as

\[ S = \int d^4 x \sqrt{-g} \tag{5.24} \]

There are 16 possible independent contractions due to the Riemann tensor having only one symmetry. These contractions can be written in terms of the different possible Ricci tensors found in (2.23)–(2.25). With these the action can be written as

\[ S = \int d^4 x \sqrt{-g} \left[ \alpha R_\mu^\nu R^\mu_\nu + \beta_1 R_\mu^\nu R^\nu_\mu + \beta_2 R_\mu R^\mu_\nu + \beta_3 R_\mu^\nu \hat{R}^\mu_\nu + \beta_4 R_\mu^\nu \hat{R}^\nu_\mu + \beta_5 \hat{R}^\mu_\nu \hat{R}^\nu_\mu + \beta_6 \hat{R}^\mu_\nu \hat{R}^\nu_\mu + \beta_7 \hat{R}^\mu_\nu \hat{R}^\nu_\mu + \beta_8 R_\mu^\nu \hat{R}^\nu_\mu + \beta_9 R_\mu^\nu \hat{R}^\nu_\mu \right]. \tag{5.25} \]

Derivation of the equations of motion for these terms follows the similar procedure as that we did for the Einstein–Hilbert action in the section 2.2.1. We will derive the equations of motion for one of these terms for clarity and present the rest of the equations of motion for each term in the appendix B.

We will consider the term \( R_\mu^\nu R^\mu_\nu \). Starting with the metric variation

\[ \delta \int d^4 x \sqrt{-g} R_\mu^\nu R^\mu_\nu = \int d^4 x \left[ R_\mu^\nu R^\mu_\nu \delta \sqrt{-g} + \sqrt{-g} \delta \left( R_\mu^\nu R^\nu_\mu \right) \right]. \tag{5.26} \]

Taking the variation of \( R_\mu^\nu R^\mu_\nu \) gives

\[ \delta \left( R_\mu^\nu R^\mu_\nu \right) = \delta \left( g^{\tau \mu} g^{\lambda \nu} R_\mu^\sigma R^\sigma_\tau \right) = \left( \delta g^{\tau \mu} \right) g^{\lambda \nu} R_\mu^\sigma + g^{\tau \mu} \left( \delta g^{\lambda \nu} \right) R_\mu^\sigma \]

\[ = \left( R_\mu^\lambda R_\nu^\sigma + R_\mu^\sigma R_\nu^\lambda \right) \delta g^{\tau \mu} \tag{5.27} \]

With the previous identity and (2.7) the equation of motion turn out to be

\[ R_\mu^\lambda R_\nu^\sigma + R_\mu^\sigma R_\nu^\lambda - \frac{1}{2} g^{\tau \mu} R_{\alpha \beta} R^\alpha_\tau R^\beta_\mu = 0. \tag{5.28} \]

Next let’s look at the variation with respect to the connection. First of all we have

\[ \int d^4 x \sqrt{-g} \delta (R_\mu^\nu R^\mu_\nu) = \int d^4 x \sqrt{-g} g^{\tau \mu} g^{\lambda \nu} \left[ R_{\tau \lambda} \delta R_\mu^\nu + R_\mu^\nu \delta R_{\tau \lambda} \right] = \int d^4 x \sqrt{-g} 2 R^{\mu \nu} \delta R_{\mu \nu}. \tag{5.29} \]

Then using the Palatini identity (2.30) this becomes

\[ \int d^4 x \sqrt{-g} 2 R^{\mu \nu} \left[ \nabla_\sigma \delta \Gamma^\sigma_\nu - \nabla_\nu \delta \Gamma^\sigma_\sigma + T^\sigma_\mu \delta \Gamma^\lambda_\sigma \right]. \tag{5.30} \]

\({}^7\)There might be some redundancy in these terms, if there exists some equivalent more general version of the Gauss-Bonnet theorem in metric affine space.
Like previously the first and the second term inside the brackets have to be simplified further. This computation is very similar to the one we performed in section 2.2.1. First we expand out the first term in (5.30)

\[
2 R^\mu\nu \nabla_\sigma \delta \Gamma^\sigma_{\nu\mu} = 2 \sqrt{-g} \nabla_\sigma (R^\mu\nu \delta \Gamma^\sigma_{\nu\mu}) + 2 R^\mu\nu \nabla_\sigma \sqrt{-g} \delta \Gamma^\sigma_{\nu\mu} - 2 \nabla_\sigma (\sqrt{-g} R^\mu\nu) \delta \Gamma^\sigma_{\nu\mu},
\]

using the change of variables \( \Gamma^\sigma_{\mu\nu} = \tilde{\Gamma}^\sigma_{\mu\nu} + C^\sigma_{\mu\nu} \) this becomes

\[
2 R^\mu\nu \nabla_\sigma \delta \Gamma^\sigma_{\nu\mu} = 2 \sqrt{-g} \nabla_\sigma (R^\mu\nu \delta \Gamma^\sigma_{\nu\mu}) + 2 \sqrt{-g} C^\lambda_{\lambda\sigma} (R^\mu\nu \delta \Gamma^\sigma_{\nu\mu}) + 2 R^\mu\nu \left[ \nabla_\nu \sqrt{-g} - C^\lambda_{\lambda\sigma} \right] \delta \Gamma^\sigma_{\nu\mu} - 2 \nabla_\sigma (\sqrt{-g} R^\mu\nu) \delta \Gamma^\sigma_{\nu\mu}.
\]

The first term in this expression is now a total divergence and can be turned into a surface term by Stokes’ theorem (2.13) and it will vanish. The terms containing the \( C^\sigma_{\mu\nu} \) tensors can be again written in terms of the torsion tensor. With these this simplifies to

\[
2 R^\mu\nu \nabla_\sigma \delta \Gamma^\sigma_{\nu\mu} = \left[ 2 \sqrt{-g} R^\mu\nu T^\lambda_{\lambda\sigma} - 2 \nabla_\sigma (\sqrt{-g} R^\mu\nu) \right] \delta \Gamma^\sigma_{\nu\mu},
\]

up to the surface terms. The second term in (5.30) goes similarly and the equations of motion turn out to be

\[
2 \nabla_\lambda (\sqrt{-g} R^\lambda_{\nu\mu}) \delta \sigma - 2 \nabla_\sigma (\sqrt{-g} R^\mu\nu) + 2 \sqrt{-g} \left[ R^\mu\nu T^\lambda_{\lambda\sigma} - R^\mu\rho T^\lambda_{\lambda\rho} + R^\lambda\mu T^\nu_{\sigma\lambda} \right] = 0.
\]

The non-metricity nature of these equations becomes more transparent if we write it in terms of the non-metricity tensor, defined by

\[
Q_{\sigma\mu\nu} \equiv \nabla_\sigma g_{\mu\nu}.
\]

Note that it is symmetric in the last two indices. It is important to also note that \( \nabla_\sigma g^{\mu\nu} \neq Q^{\mu\nu}_{\sigma} \). A quick computation will give us the right relation,

\[
\nabla_\sigma g^{\mu\nu} = \nabla_\sigma (g^{\mu\alpha} g^{\nu\beta} g_{\alpha\beta}) = Q^{\mu\nu}_{\sigma} + 2 \nabla_\sigma g^{\mu\nu},
\]

and thus

\[
\nabla_\sigma g^{\mu\nu} = -Q^{\mu\nu}_{\sigma}.
\]

With the definition of non-metricity and torsion it is straightforward to verify that a general connection can be written as \(^8\)

\[
\Gamma^\sigma_{\mu\nu} = \tilde{\Gamma}^\sigma_{\mu\nu} + \frac{1}{2} \left[ -Q^\sigma_{\mu\nu} + Q^\sigma_{\nu\mu} - Q^{\sigma\nu}_{\mu\nu} \right] + \frac{1}{2} \left[ T^\sigma_{\mu\nu} - T^\sigma_{\nu\mu} + T^\sigma_{\nu\nu} \right].
\]

\(^8\)Plug in the definition of non-metricity (5.35) into (5.38) and write out the covariant derivative of the metric. With a few steps of algebra the left and right hand side of the equation will match.
Using this we can write $\nabla_\mu \sqrt{-g}$ in terms of the non-metricity, since
\[
\nabla_\mu \sqrt{-g} = \hat{\nabla}_\mu \sqrt{-g} - C^\lambda_{\mu\lambda} \sqrt{-g}. \tag{5.39}
\]

Taking the trace of (5.38) we get
\[
C^\lambda_{\mu\lambda} = \frac{1}{2} \left[ -Q^\lambda_{\mu \lambda} + Q^\lambda_{\lambda \mu} - Q_{\lambda \mu} \right] + \frac{1}{2} \left[ T^\lambda_{\mu \lambda} - T_{\mu \lambda} + T_{\lambda \mu} \right]
= -\frac{1}{2} Q_{\mu \lambda}, \tag{5.40}
\]
where the torsion tensors vanish due to them being antisymmetric in the last two indices and two of the non-metricity terms vanish due to the symmetry of the last two indices. Thus we have
\[
\nabla_\mu \sqrt{-g} = \frac{1}{2} Q_{\mu \lambda} \sqrt{-g}. \tag{5.41}
\]

Using this we can write the equations of motion (5.34) as
\[
2R^\mu_{\rho\lambda} \left[ \frac{1}{2} Q^\rho_\lambda \delta^\nu_\sigma - T^\rho_\mu \delta^\nu_\sigma + T^\nu_\sigma \right] + 2R^{\mu\nu} \left[ -\frac{1}{2} Q^\rho_\sigma + T^\lambda_\rho \right]
- Q^\mu_{\lambda \delta} \delta^\nu_\sigma + Q^\mu_{\nu \sigma} + 2 \delta^\nu_\sigma \nabla_\lambda R^\mu_{\lambda \sigma} - 2 \nabla_\sigma R^{\mu\nu} = 0. \tag{5.42}
\]

The non-metricity and torsion dependence of the last two terms containing covariant derivatives of the Ricci tensor can also be written out using (5.38). This form for the equation is useful when trying to find solutions in the general case. However, as we can see even for this one quadratic term $R^\mu_{\rho\rho} R^{\mu\nu}$ the equations of motion turn out to be very complicated. Furthermore, the fact that some of the extra degrees of freedom coming from the higher-order terms turn out to be ghost degrees of freedom complicate the picture [64, 65, 55]. To be able to say something about higher-order terms and Higgs inflation we will restrict our action such that no new degrees of freedom appear, and thus avoid any inconsistencies. In the next chapter we shall see how this is accomplished.
Chapter 6

Higher-order gravity and Higgs inflation

In this chapter we present a new result. We analyze Higgs inflation with higher-order curvature terms in the Palatini formulation. We have to make several simplifying assumptions to make the calculations analytically tractable. The first simplification that we make is to assume vanishing torsion, i.e. our general connection is assumed to be symmetric $\Gamma^\sigma_{\nu\mu} = \Gamma^\sigma_{\mu\nu}$. We will only add terms constructed from the Ricci tensor and additionally we will consider an action invariant under projective transformations, which does not introduce extra gravitational degrees of freedom, that would complicate the picture. The action that we will consider in the Jordan frame reads

$$S = \int d^4x \sqrt{-g} \left\{ \frac{1}{2} \left( (1 + \xi h^2) R + \beta R^2 + \alpha R_{\mu\nu} R^{\mu\nu} \right) - \frac{1}{2} g^{\mu\nu} \partial_\mu h \partial_\nu h - V(h) \right\}. \quad (6.1)$$

Like in the case of pure Higgs inflation one could work with this action and compute the inflationary observables. However we can again simplify our life by transforming our action into an Einstein–Hilbert like action; we will again call this the Einstein frame. However, this is now a more involved task due to the higher-order curvature terms. We will also present an alternative method of computing the slow-roll equations without going into the Einstein frame.

First we will carry out the computation in the Einstein frame. We will start by introducing a general procedure how to bring a projective invariant Ricci based theory, like we have, into the Einstein frame. We then use this method to compute the slow-roll equations and parameters with our action (6.1). Next we will derive the slow-roll equations without going to the Einstein frame and see that our results agree. Finally we will show how the inflationary observables are modified by the higher-order curvature terms.

6.1 Finding the Einstein frame representation

Here we will outline the general procedure how to transform an projective invariant Ricci based theory to the Einstein frame. This general procedure was also described in [66]. We will then use this procedure in our special case to obtain our new result.
We write our general action as
\[
S = \int d^4x \sqrt{-g} \left[ F \left( g_{\mu\nu}, R_{(\mu\nu)}, \psi_i, \partial_{\mu} \psi_i \right) + 2\mathcal{L}_m \left( g_{\mu\nu}, \psi_i, \partial_{\mu} \psi_i \right) \right],
\]
(6.2)
where \( F \) is a general function of the symmetric part of the Ricci tensor \( R_{\mu\nu} \), the metric \( g_{\mu\nu} \) and matter fields \( \psi_i \); and \( \mathcal{L}_m \) is the matter part of the action. We can perform a Legendre transformation so that the action becomes
\[
S = \int d^4x \sqrt{-g} \left[ \frac{1}{2} \left( \mathcal{F} \left( g_{\mu\nu}, \Sigma_{\mu\nu}, \psi_i, \partial_{\mu} \psi_i \right) + \frac{\partial F}{\partial \Sigma_{\mu\nu}} (R_{(\mu\nu)} - \Sigma_{\mu\nu}) \right) + 2\mathcal{L}_m \left( g_{\mu\nu}, \psi_i, \partial_{\mu} \psi_i \right) \right],
\]
(6.3)
where \( \Sigma_{\mu\nu} \) is an auxiliary field, which is symmetric by definition. Taking the variation of the action (6.3) with respect to \( \Sigma_{\mu\nu} \) gives the constraint \( \Sigma_{\mu\nu} = R_{(\mu\nu)} \) and thus the actions (6.2) and (6.3) describe the same theory. The Legendre transformed action is now linear in the Ricci tensor and we are one step closer to finding the Einstein frame. We next make a field redefinition
\[
\sqrt{-g}q^{\mu\nu} = \sqrt{-g} \frac{\partial F}{\partial \Sigma_{\mu\nu}},
\]
(6.4)
where \( q = \text{det} q_{\mu\nu} \) and \( q_{\mu\nu} \) is the inverse of \( q^{\mu\nu} \), which means that \( q^{\mu\lambda}q_{\nu\lambda} = \delta^\mu_\nu \). Note that the new variable is also symmetric \( q_{\mu\nu} = q_{\nu\mu} \). From this redefinition we can solve the auxiliary field \( \Sigma_{\mu\nu} \) in terms of the metric \( g_{\mu\nu} \), the matter fields \( \psi_i \) and the new variable \( q_{\mu\nu} \), i.e. \( \Sigma_{\mu\nu} = \Sigma_{\mu\nu}(g_{\mu\nu}, q_{\mu\nu}, \psi_i) \). This enables us to write the action as
\[
S = \int d^4x \frac{1}{2} \left\{ \sqrt{-g}q^{\mu\nu} R_{\mu\nu} - \sqrt{-g} \left[ \frac{\partial F}{\partial \Sigma_{\mu\nu}}(q_{\mu\nu}, g_{\mu\nu}, \psi_i) - F(q_{\mu\nu}, g_{\mu\nu}, \psi_i) - 2\mathcal{L}_m(q_{\mu\nu}, \psi_i) \right] \right\},
\]
(6.5)
From this action it is apparent that the metric \( g_{\mu\nu} \) does not have a kinetic term and thus its equations of motion are algebraic equations. We can thus solve the original metric \( g_{\mu\nu} \) in terms of the new field \( q_{\mu\nu} \) and the matter fields \( \psi_i \), that is \( g_{\mu\nu} = g_{\mu\nu}(q_{\mu\nu}, \psi_i) \). Plugging this back into the (6.5) gives us an action that depends only on the independent connection \( \Gamma^\sigma_{\mu\nu} \), the new field \( q_{\mu\nu} \) and the matter fields \( \psi_i \)
\[
S = \int d^4x \frac{1}{2} \left\{ \sqrt{-g}q^{\mu\nu} R_{\mu\nu} - \sqrt{-g} \left[ \frac{\partial F}{\partial \Sigma_{\mu\nu}}(q_{\mu\nu}, \psi_i) - F(q_{\mu\nu}, \psi_i) - 2\mathcal{L}_m(q, \psi) \right] \right\},
\]
(6.6)
where \( \sqrt{-g} \) is also solved in terms of \( q_{\mu\nu} \) and \( \psi_i \). Thus we have managed to transform our action into the Einstein frame where the gravitational sector is the Einstein–Hilbert action for the metric \( q_{\mu\nu} \).

In general, if we do not assume a symmetric Ricci tensor the new metric \( q_{\mu\nu} \) is not symmetric. Even if a symmetric connection is assumed the Ricci tensor can
have an antisymmetric part: $R_{[\mu\nu]} = -\nabla_{[\mu}Q_{\nu]}$. and thus from the field redefinition (6.4) it is clear that also $q^{\mu\nu}$ has an antisymmetric part. The non-symmetric part will then contain new gravitational degrees of freedom and in general these can lead to instabilities in the theory \cite{67,68}. In fact in the non-symmetric case the action can be seen to be equivalent to a non-symmetric gravity theory, which has been shown to contain instabilities. However, it is possible to construct a non-projective invariant theory in Ricci based gravity without instabilities by requiring that the torsion will vanish by means of Lagrange multipliers. Then the resulting new gravitational degrees of freedom from the antisymmetric part will result in one massive vector field \cite{55}. In fact, in a cosmological setting with the FLRW universe the Ricci tensor is restricted to be symmetric since the only available tensors are the projection tensor for the spacelike slices $h_{\mu\nu}$ and the timelike vector $u_\mu$. Thus the background evolution will be the same with a general Ricci tensor, but the perturbations will include these extra degrees of freedom. Considering these extra degrees of freedom are out of the scope of this thesis.

If the action is projective invariant there are no new gravitational degrees of freedom and $q^{\mu\nu}$ is symmetric. The action (6.6) is then the Einstein–Hilbert action for the metric $q_{\mu\nu}$ with modified matter sector. The connection is thus the Levi–Civita connection for the metric $q_{\mu\nu}$.

In what follows we shall carry out this procedure in the case of Higgs inflation with higher-order curvature terms.

### 6.2 Einstein frame

The general procedure works for non-minimally coupled actions. However, we will simplify our action (6.1) by removing the non-minimal coupling with a conformal transformation like previously

\[ g^{\mu\nu} \rightarrow \Omega^2(x)g^{\mu\nu}, \quad \Omega^2 = 1 + \xi h^2. \]  

(6.7)

Since the higher-order terms are invariant under conformal transformations in the Palatini formulation, as we noted in section 4.1, only the matter sector is modified. The action becomes

\[ S = \int d^4x \sqrt{-g} \left[ \frac{1}{2} \left\{ R + \beta R^2 + \alpha R_{\mu\nu}R^{\mu\nu} \right\} - \frac{1}{2}\Omega^{-2}g^{\mu\nu}\partial_\mu h \partial_\nu h - \Omega^{-4}V(h) \right]. \]  

(6.8)

The kinetic term is brought to the canonical form with the same field redefinition as before (4.21). And the potential $U(\chi)$ is defined as (4.23). With these the action simplifies to

\[ S = \int d^4x \sqrt{-g} \left[ \frac{1}{2} \left\{ R + \beta R^2 + \alpha R_{\mu\nu}R^{\mu\nu} \right\} - \frac{1}{2}g^{\mu\nu}\partial_\mu \chi \partial_\nu \chi - U(\chi) \right]. \]  

(6.9)

We will call the action in this form the higher-order gravity frame. We will also later derive the slow-roll equations in this frame to compare with the Einstein frame.
results. First, let us carry out the procedure outlined above and transform (6.9) into the Einstein frame.

With our action (6.9) the function $F$ is

$$F(g_{\mu\nu}, R_{\mu\nu}) = R + \beta R^2 + \alpha R_{\mu\nu} R^{\mu\nu},$$

(6.10)

and the matter sector is

$$\mathcal{L}_m(g_{\mu\nu}, \chi) = -\frac{1}{2} g_{\mu\nu} \partial_\mu \chi \partial_\nu \chi - U(\chi).$$

(6.11)

To bring our action explicitly to the form of (6.6) we start by solving the auxiliary field $\Sigma_{\mu\nu}$ in terms of $q_{\mu\nu}$ and $g_{\mu\nu}$. We will write out all the metrics explicitly when performing contractions to see more easily the metric dependence and to make it clear which metric is used when making the contractions. Writing out (6.4) with (6.10) we have

$$\sqrt{-g} q_{\mu\nu} = \sqrt{-g} \left[ (1 + 2\beta g^{\sigma\lambda} \Sigma_{\sigma\lambda}) g_{\mu\nu} + 2\alpha g^{\sigma\mu} g^{\lambda\nu} \Sigma_{\sigma\lambda} \right].$$

(6.12)

Taking the trace of this we have

$$\sqrt{-g} q_{\mu\nu} g_{\mu\nu} = \sqrt{-g} \left[ 4(1 + 2\beta g^{\sigma\lambda} \Sigma_{\sigma\lambda}) + 2\alpha g^{\sigma\lambda} \Sigma_{\sigma\lambda} \right],$$

(6.13)

from which we can solve

$$g^{\sigma\lambda} \Sigma_{\sigma\lambda} = \frac{\sqrt{-g} q_{\mu\nu} g_{\mu\nu}}{\sqrt{-g} (8\beta + 2\alpha)} - \frac{4}{8\beta + 2\alpha}. \quad (6.14)$$

Substituting this back into (6.12) and solving for $\Sigma_{\mu\nu}$ we get

$$\Sigma_{\mu\nu} = \frac{1}{2\alpha} \frac{\sqrt{-g} q_{\mu\nu} g_{\mu\nu}}{\sqrt{-g} (8\beta + 2\alpha)} - \frac{1}{2\alpha + 8\beta} \left[ 1 + \frac{\beta}{\alpha} \frac{\sqrt{-g} q_{\mu\nu} g_{\mu\nu}}{\sqrt{-g} (8\beta + 2\alpha)} \right] g_{\mu\nu}. \quad (6.15)$$

Next we need to substitute this back to the Legendre transformed action (6.3) and derive the equations of motion for the original metric $g_{\mu\nu}$. Computing the variation is straightforward but lengthy, see appendix C.1 for a few more details, here we will just present the result

$$\frac{1}{\sqrt{-g}} \frac{\delta S}{\delta g^{\mu\nu}} = -\frac{1}{4(\alpha + 4\beta) \sqrt{-g}} q^{\sigma\lambda} g_{\sigma\mu} g_{\lambda\nu}$$

$$+ \frac{1}{4\alpha g} \left[ q^{\sigma\lambda} q^{\rho\delta} g_{\lambda\delta} g_{\rho\sigma} g_{\mu\nu} - \frac{\beta}{8\alpha g} q^{\delta\rho} g_{\delta\rho} q^{\sigma\lambda} g_{\sigma\mu} g_{\lambda\nu} \right]$$

$$+ \frac{1}{2} g_{\mu\nu} \left[ \frac{1}{\alpha + 4\beta} \left( \frac{\beta}{8\alpha g} q^{\lambda\sigma} g_{\lambda\sigma} q^{\rho\delta} g_{\rho\delta} + \frac{1}{2} \right) - \frac{1}{g} \frac{\beta}{8\alpha g} q^{\lambda\sigma} q^{\rho\delta} g_{\sigma\lambda} g_{\rho\delta} \right]$$

$$- \frac{1}{2} \partial_\mu \chi \partial_\nu \chi + \frac{1}{g_{\mu\nu}} \left[ U(\chi) + \frac{1}{2} g^{\lambda\sigma} \partial_\lambda \chi \partial_\sigma \chi \right] = 0. \quad (6.16)$$

We now need to solve the original metric $g_{\mu\nu}$ in terms of the new metric $q_{\mu\nu}$ and the scalar field $\chi$. This turns out to be the most difficult part. We will solve this by introducing the following ansatz

$$g_{\mu\nu} = \gamma_1(\chi, X_q) q_{\mu\nu} + \gamma_2(\chi, X_q) \partial_\mu \chi \partial_\nu \chi,$$

(6.17)
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where \( X_q = g^{\mu\nu} \partial_\mu \chi \partial_\nu \chi \). This is in the form of a disformal transformation. We are thus effectively finding the disformal transformation which brings the action to the Einstein frame. Let us briefly discuss these kind of metric transformations.

### 6.2.1 Disformal transformations

Another useful type of metric transformations that is able to bring more complicated actions into the Einstein frame, is disformal transformations. These are of the form

\[
q_{\mu\nu} = \Gamma_1(\chi, X_g)g_{\mu\nu} + \Gamma_2(\chi, X_g)\partial_\mu \chi \partial_\nu \chi,
\]

where \( X_g = g^{\mu\nu} \partial_\mu \chi \partial_\nu \chi \) and \( \Gamma_1, \Gamma_2 \) are called the conformal and disformal factor respectively. We write the inverse of this transformation as

\[
g_{\mu\nu} = \gamma_1(\chi, X_g)q_{\mu\nu} + \gamma_2(\chi, X_g)\partial_\mu \chi \partial_\nu \chi.
\]

Notice that both of the factors are allowed to depend on the kinetic term of the scalar field and thus these factors depend on the metric \( g_{\mu\nu} \) and in the case of the inverse transformation they depend on the new metric \( q_{\mu\nu} \). The factors between the transformation and its inverse have the following relations

\[
\Gamma_1(\chi, X_g) = \frac{1}{\gamma_1(\chi, X_g(X_g))}, \quad \Gamma_2(\chi, X_g) = -\frac{\gamma_2(\chi, X_g(X_g))}{\gamma_1(\chi, X_g(X_g))},
\]

where the \( X_q \) has to be solved in terms of \( X_g \). We will get a more explicit form for \( X_q(X_g) \) later. The factors \( \Gamma_1, \Gamma_2 \) are restricted by requiring that the new metric describes a well defined spacetime. For that we require the following four conditions:

1. The transformation should be invertible, so that there exists an inverse metric \( q^{\mu\nu} \).
2. The transformation does not change the Lorentzian signature of the metric.
3. Causal trajectories have to remain causal.
4. The transformation has to be invertible.

Sometimes in the literature also another condition is listed, which is that the volume element has to be non-zero. This is however redundant since this is already guaranteed by the first condition listed. These requirements assure that the transformation is a map between two pseudo-Riemannian spaces and the two representations are physically equivalent, for investigations of this see e.g. \([69, 70]\).

It is easier to compute the constraints in a cosmological setting and since we are interested in analyzing inflation this is enough for our purposes. Let’s look at how these requirements restrict the two factors. Looking at the invariant line element

\[
d s^2 = \Gamma_1 g_{\mu\nu} dx^\mu dx^\nu + \Gamma_2 \partial_\mu \chi \partial_\nu \chi dx^\mu dx^\nu = \Gamma_1 ds^2 + \Gamma_2 (\partial_\mu \chi dx^\mu)^2,
\]
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we see that the light-cones get modified and are either stretched or squeezed depending on the sign of $\Gamma_2$. To ensure that causal trajectories, $ds^2 < 0$, are also causal with the transformed metric we must have $d\tilde{s}^2 < 0$, i.e. $\Gamma_2 < 0$ everywhere.

To maintain the Lorentzian signature of the transformed metric, i.e. $q_{00} < 0$, with $q_{0i} = 0$, we must have

$$q_{00} = \Gamma_1 g_{00} + \Gamma_2 \partial_0 \chi \partial_0 \chi < 0. \quad (6.22)$$

Multiplying both sides with $g^{00}$, which is negative, we get

$$\Gamma_1 + \Gamma_2 g^{00} \partial_0 \chi \partial_0 \chi > 0. \quad (6.23)$$

In a FLRW model $\partial_\mu \chi$ is time-like; thus, taking a frame where $\partial_\mu \chi = (\partial_0 \chi, 0, 0, 0)$ we can write $X_g = g^{00} \partial_0 \chi \partial_0 \chi$. So we have the frame independent requirement

$$\Gamma_1 + \Gamma_2 X_g > 0. \quad (6.24)$$

The inverse of the transformed metric $q_{\mu\nu}$ can be obtained from

$$q_{\mu\nu} = \Gamma_3 (\chi, X_g) g^{\mu\nu} + \Gamma_4 (\chi, X_g) g^{\mu\lambda} g^{\nu\sigma} \partial_\lambda \chi \partial_\sigma \chi \quad (6.25)$$

Substituting this and (6.18) into the identity $\delta^\mu_\nu = q^{\mu\lambda} q_{\nu\lambda}$ we get

$$\delta^\mu_\nu = (\Gamma_3 g^{\mu\lambda} + \Gamma_4 g^{\mu\rho} q^{\rho\sigma} \partial_\sigma \chi \partial_\rho \chi) \left( \Gamma_1 g_{\mu\nu} + \Gamma_2 \partial_\mu \chi \partial_\nu \chi \right) = \Gamma_1 \Gamma_3 \delta^\mu_\nu + (\Gamma_2 \Gamma_4 X_g + \Gamma_1 \Gamma_4 + \Gamma_2 \Gamma_3) g^{\mu\lambda} \partial_\lambda \chi \partial_\nu \chi. \quad (6.26)$$

Requiring for the coefficients to match on the left and right side of the equation we get

$$\begin{cases}
\Gamma_1 \Gamma_3 = 1 \\
\Gamma_2 \Gamma_4 X_g + \Gamma_1 \Gamma_4 + \Gamma_2 \Gamma_3 = 0.
\end{cases} \quad (6.27)$$

Solving for $\Gamma_3$ and $\Gamma_4$ we get

$$\begin{cases}
\Gamma_3 = \frac{1}{\Gamma_1} \\
\Gamma_4 = \frac{-\Gamma_2}{\Gamma_1 (\Gamma_1 + X_g \Gamma_2)}.
\end{cases} \quad (6.28)$$

The inverse metric is thus

$$q^{\mu\nu} = \frac{1}{\Gamma_1} g^{\mu\nu} - \frac{\Gamma_2}{\Gamma_1 (\Gamma_1 + X_g \Gamma_2)} g^{\lambda\mu} q^{\nu\sigma} \partial_\lambda \chi \partial_\sigma \chi, \quad (6.29)$$

For this to be non-singular we must require $\Gamma_1 > 0$ and $\Gamma_1 + X_g \Gamma_2 > 0$ everywhere. These two conditions are enough to assure the existence of the inverse metric and that the Lorentz signature is unchanged. We can now relate $X_q$ with $X_g$ by multiplying (6.29) with $\partial_\mu \chi \partial_\nu \chi$ which yields

$$X_q = \frac{X_g}{\Gamma_1 + X_g \Gamma_2}. \quad (6.30)$$
The existence of the inverse transformation (6.29) is guaranteed by the condition of non vanishing Jacobian determinant, which yields the condition \[ \Gamma_1 \left( \Gamma_1 - X_g \frac{\partial \Gamma_1}{\partial X_g} - X_g^2 \frac{\partial \Gamma_2}{\partial X_g} \right) \neq 0. \] (6.31)

This constraint also guarantees that the equation (6.30) is solvable. Next let’s look at how the determinant of the metric transforms. We begin by taking (6.18) and contracting both sides with \( g^{\nu\sigma} \) and taking the determinant

\[
\det(q_{\mu\nu} g^{\nu\sigma}) = \det \left[ \Gamma_1 \delta_\sigma^\mu + \Gamma_2 g^{\nu\sigma} \partial_\mu \chi \partial_\nu \chi \right].
\] (6.32)

Thinking in terms of matrices the left-hand side is a determinant of the product of two square matrices which is equal to the product of their determinants. Additionally \( \det(M^{-1}) = (\det M)^{-1} \), so we have

\[
q g^{-1} = \det \left[ \Gamma_1 \delta_\sigma^\mu + \Gamma_2 g^{\nu\sigma} \partial_\mu \chi \partial_\nu \chi \right].
\] (6.33)

For the right hand side we write the determinant in terms of the completely anti-symmetric Levi–Civita symbol \( \epsilon^{\mu\nu\sigma\lambda} \) as

\[
q g^{-1} = \epsilon^{\mu\nu\sigma\lambda} [ (\Gamma_1 \delta_\sigma^0 + \Gamma_2 \partial_\nu \chi \partial_\rho \chi g^{0\rho}) ]
\] (6.34)

\[
\times (\Gamma_1 \delta_\nu^0 + \Gamma_2 \partial_\nu \chi \partial_\rho \chi g^{0\rho})
\]

\[
\times (\Gamma_1 \delta_\sigma^2 + \Gamma_2 \partial_\sigma \chi \partial_\rho \chi g^{2\rho})
\]

\[
\times (\Gamma_1 \delta_\lambda^3 + \Gamma_2 \partial_\lambda \chi \partial_\rho \chi g^{3\rho})].
\]

Since the left hand side is a ratio of two scalar densities with the same weight it is a scalar and so we can pick any convenient frame to evaluate this expression. Thus, again picking a frame where \( \partial_\mu \chi = (\partial_0 \chi, 0, 0, 0) \) makes all except few terms vanish giving us

\[
q g^{-1} = \Gamma_1^4 \epsilon^{\mu\nu\lambda\sigma} \delta_\mu^0 \delta_\nu^1 \delta_\sigma^2 \delta_\lambda^3 + \Gamma_1^3 \Gamma_2 \partial_\mu \chi \partial_\nu \chi g^{0\rho} \delta_\sigma^1 \delta_\rho^2 \delta_\lambda^3 \epsilon^{\mu\nu\sigma\lambda}
\]

\[
= \Gamma_1^4 + \Gamma_1^3 \Gamma_2 \partial_\chi \partial_0 \chi g^{00}
\]

\[
= \Gamma_1^3 (\Gamma_1 + X_g \Gamma_2).
\] (6.35)

Finally the determinant of \( q_{\mu\nu} \) in terms of \( g_{\mu\nu} \) and \( \chi \) becomes

\[
q = g \Gamma_1^3 (\Gamma_1 + X_g \Gamma_2).
\] (6.36)

Thus, the volume element transforms as

\[
d^4x \sqrt{-q} = d^4x \sqrt{-g} \sqrt{\Gamma_1^3 (\Gamma_1 + X_g \Gamma_2)},
\] (6.37)

which is already guaranteed to be non-zero by the previously found constraints. The invariance of inflationary observables under disformal transformations has been investigated in the literature [69, 72, 73, 74, 75].

For our computation we need to perform the inverse transformation (6.19) and thus we need relations for the inverse metric \( g^{\mu\nu} \) and the metric determinant in
terms of the factors $\gamma_1, \gamma_2$. We see that the computations can be performed with the exactly same steps as we did above and so we have

\[ g^{\mu\nu} = \frac{1}{\gamma_1} g^{\mu\nu} - \frac{\gamma_2}{\gamma_1(\gamma_1 + X_q \gamma_2)} q^{\lambda\mu} q^{\sigma\nu} \partial_\lambda \partial_\sigma \chi, \quad (6.38) \]

for the inverse metric $g^{\mu\nu}$ and

\[ g = q^{\gamma_1^3 (\gamma_1 + X_q \gamma_2)}, \quad (6.39) \]

for the metric determinant. Similarly $X_g$ can be written in terms of $X_q$ as

\[ X_g = \frac{X_q}{\gamma_1 + X_q \gamma_2}. \quad (6.40) \]

Since we will be solving only the form of the inverse transformation it is easier to check the four conditions that we require in terms of the factors $\gamma_1$ and $\gamma_2$. Using the relations between the transformation and its inverse (6.20) and how the kinetic terms are related (6.40) the requirements for the existence of the inverse metric become

\[ \frac{1}{\gamma_1} > 0 \iff \gamma_1 > 0, \quad \frac{1}{\gamma_1 + X_q \gamma_2} > 0 \iff \gamma_1 + X_q \gamma_2 > 0. \quad (6.41) \]

The requirement for causal trajectories to remain causal becomes

\[ -\frac{\gamma_2}{\gamma_1} < 0 \iff \gamma_2 > 0. \quad (6.42) \]

Finally the invertibility condition becomes

\[ \gamma_1 \left( \gamma_1 - X_q \frac{\partial \gamma_1}{\partial X_q} - X_q^2 \frac{\partial \gamma_2}{\partial X_q} \right) \neq 0. \quad (6.43) \]

Now we have all the necessary tools to carry out the computation.

### 6.2.2 Solving the metric

In the previous section we found the inverse (6.38) for the ansatz of the metric $g_{\mu\nu}$ (6.17), and additionally the metric determinant $g$ in terms of the new metric $q_{\mu\nu}$ and the scalar $\chi$ (6.39).

Now we can substitute the ansatz (6.17),(6.29) and the determinant (6.39) to the constraint equation for the metric $g_{\mu\nu}$ (6.16). This will give us algebraic equations for the coefficients $\gamma_1$ and $\gamma_2$. After doing the substitutions and requiring that the coefficients of $q_{\mu\nu}$ and $\partial_\mu \chi \partial_\nu \chi$ vanish identically we get the system of equations:

\[ \frac{1}{16\alpha(\alpha + 4\beta)\gamma_1^2(\gamma_1 + X_q \gamma_2)} \left[ -4\alpha \gamma_1^4 + 2X_q (\alpha + 2\beta) \gamma_1 \gamma_2 
+ X_q^2 (\alpha + 3\beta) \gamma_2 + 4X_q \alpha \gamma_1^3 (\alpha + 4\beta + \gamma_2) + 4\alpha \gamma_1 \sqrt{\gamma_1^3(\gamma_1 + X_q \gamma_2)} \right] \]

\[ - \frac{1}{2} \gamma_1 U(\chi) = 0, \quad (6.44) \]
from the coefficient of $q_{\mu\nu}$ and

$$
\frac{1}{16\alpha(\alpha + 4\beta)\gamma_1^3(\gamma_1 + X_q\gamma_2)} \left[ -4\alpha\gamma_1^4(2\alpha + 8\beta - \gamma_2) + 8(\alpha + 2\beta)\gamma_1^2\gamma_2 \\
-4X_q\alpha\gamma_1(\alpha + 4\beta - \gamma_2)\gamma_2 + 2X_q(5\alpha + 12\beta)\gamma_1\gamma_2^2 + 3X_q^2(\alpha + 3\beta)\gamma_2^3 \\
-8\alpha\gamma_1\gamma_2 + 4X_q\alpha\gamma_2^2 \sqrt{\gamma_1^3(\gamma_1 + X_q\gamma_2)} \right] + \frac{1}{2}\gamma_2 U(\chi) = 0,
$$

(6.45)

from the coefficient of $\partial_{\mu}\chi\partial_{\nu}\chi$. We can now check what happens in the vacuum limit. Taking $X_q \to 0$, $U(\chi) \to 0$ and $\chi \to 0$ the equation (6.44) simplifies to $\gamma_1 - 1 = 0$, the second equation is nonexistent ($0 = 0$) since there is no kinetic term for the scalar. Substituting $\gamma_1 = 1$ to the modified scalar sector in the action (6.6) gives zero. Thus, we obtain the Einstein equations in vacuum.

In general it is hard to find solutions to this set of algebraic equations. However, in slow-roll approximation the square of the time derivative of the field is small $\dot{\chi}^2/H^2 \ll 1$. In FLRW universe we have $X_q = -\dot{\chi}^2$, thus we can treat $X_q$ as a small parameter and find approximate solutions of the form

$$
\gamma_1(\chi, X_q) = a_0 + a_1 X_q + a_2 X_q^2 + \ldots ,
$$

$$
\gamma_2(\chi, X_q) = b_0 + b_1 X_q + b_2 X_q^2 + \ldots
$$

(6.46)

We can then find solutions of this form by substituting (6.46) into the equations (6.44) and (6.45) and again expanding in terms of $X_q$ and requiring that each of the coefficients vanish identically. This gives us systems of equations from which we can solve the coefficients $\{a_i, b_i\}$. In the zeroth order we get the system of equations

$$
\frac{a_0}{\alpha + 4\beta}[1 + 2\alpha U(\chi) + 8\beta U(\chi)] - 1 = 0
$$

$$
-2\alpha(\alpha + 4\beta)a_0^2 + (4\beta + \alpha(2 + (-2 + a_0)a_0))b_0 + \frac{1}{2}b_0 U(\chi) = 0,
$$

(6.47)

which are easily solved giving

$$
a_0 = \frac{1}{1 + (2\alpha + 8\beta)U(\chi)},
$$

$$
b_0 = \frac{2\alpha}{1 + (2\alpha + 8\beta)U(\chi)[1 + (4\alpha + 8\beta)U(\chi)]}.
$$

(6.48)

These expressions quickly become very cumbersome to write down and are not particularly illuminating. So we will not present any more terms here; a few more coefficients can be found from the appendix C.2. It can be now verified that the requirements that we required for the transformation to be physical are met. To this first order the requirements reduce to $a_0 > 0$, $b_0 > 0$ and $a_0 + b_0 X_q > 0$.

Now substituting the solution of the form (6.46) with the solved coefficients $\{a_i, b_i\}$ to the action (6.6) and writing this again in series of $X_q$ we get the modified
matter sector

\[
L_m = -\frac{U}{1 + (2\alpha + 8\beta)U} - \frac{1}{2} q^{\mu\nu} \partial_\mu \chi \partial_\nu \chi \\
+ \frac{\alpha^2 U + \beta(1 + 8\beta U) + \alpha(1 + 6\beta U)}{2 [1 + (4\alpha + 8\beta)U]} (q^{\mu\nu} \partial_\mu \chi \partial_\nu \chi)^2 \\
+ \ldots
\]  

(6.49)

As before we can bring the kinetic term to a canonical form by another field redefinition

\[
\frac{d\chi}{d\phi} = \sqrt{1 + (2\alpha + 8\beta)U}.
\]  

(6.50)

The potential of the new field \(\phi\) reads

\[
\tilde{U}(\phi) = \frac{U(\chi(\phi))}{1 + (2\alpha + 8\beta)U(\chi(\phi))}.
\]  

(6.51)

This brings the matter Lagrangian to the form

\[
L_m = -\tilde{U} - \frac{1}{2} q^{\mu\nu} \partial_\mu \phi \partial_\nu \phi \\
+ \frac{\alpha^2 U + \beta(1 + 8\beta U) + \alpha(1 + 6\beta U)}{2 [1 + (4\alpha + 8\beta)U]} (q^{\mu\nu} \partial_\mu \phi \partial_\nu \phi)^2 \\
+ \ldots
\]  

(6.52)

For later convenience we will write this as

\[
L_m = -\tilde{U} - \frac{1}{2} q^{\mu\nu} \partial_\mu \phi \partial_\nu \phi \\
+ c_2(U(\phi))(q^{\mu\nu} \partial_\mu \phi \partial_\nu \phi)^2 + \cdots + c_n(U(\phi))(q^{\mu\nu} \partial_\mu \phi \partial_\nu \phi)^n + \ldots
\]  

(6.53)

At this point we can also note that when taking the limit \(\alpha \to 0\) we obtain the result of [76], where non-minimally coupled scalar with the addition of only \(R^2\) term was analyzed. This is, however, with the assumption that all the higher than second order kinetic terms vanish when the limit is taken. This is expected to be the case, but should still be explicitly proven. Easier way of seeing this is to take the limit \(\alpha \to 0\) from the start. This simplifies the computations and with some effort the same result is obtained.

When the \(\alpha \to 0\) limit is taken we have to require \(\beta > 0\) to have the correct sign for the kinetic terms in (6.52) and avoid instabilities. We see that the correct signs for the kinetic terms are preserved in the general case if both \(\alpha, \beta > 0\). There might exist more of the parameter space where this is the case, but this needs further investigation. Thus here we require that \(\alpha, \beta > 0\).

We are now ready to derive the equations of motion, which now is an easy task since the gravitational sector is nothing but the Einstein–Hilbert action.
6.2.3 Equations of motion

We have managed to bring our action to the form
\[
S = \int d^4x \sqrt{-q} \left[ \frac{1}{2} q^{\mu\nu} R_{\mu\nu} - \tilde{U} - \frac{1}{2} X_q + c_2(U(\phi))X_q^2 + \ldots \right],
\]
(6.54)
where \(c_n(\phi)\) are functions of the field defined in (6.53). Thus as previously shown the connection is solved to be the Levi–Civita connection of the metric \(q_{\mu\nu}\). The equations of motion for the metric thus are
\[
G^{(q)}_{\mu\nu} \equiv R^{(q)}_{\mu\nu} - \frac{1}{2} R^{(q)} g_{\mu\nu} =
- q_{\mu\nu} \left[ \tilde{U} + \frac{1}{2} \left( X_q - c_2 X_q^2 + \ldots \right) \right] + \partial_\mu \phi \partial_\nu \phi \left[ 1 - 4c_2 X_q + \ldots \right],
\]
(6.55)
and for the scalar \(\phi\) we have
\[
\Box \phi \left[ 1 - 4c_2 X_q - 6c_3 X_q^2 + \ldots \right] - \tilde{U},_{\phi} \left[ 1 + 3c_2 U X_q^2 + \ldots \right]
- \left[ 8c_2 + 24c_3 X_q + \ldots \right] (\nabla_\mu \nabla_\nu \phi) \nabla^\mu \phi \nabla^\nu \phi = 0.
\]
(6.56)

With the assumption that the kinetic term for the field is sufficiently small such that we can ignore all terms of order higher than one, we get the Einstein equations with a scalar field. With the FLRW solution with zero spatial curvature the temporal component of the metric field equations becomes
\[
3H^2 = \tilde{U} + \frac{1}{2} \dot{\phi}^2,
\]
(6.57)
and the equations of motion for the scalar field become
\[
\ddot{\phi} + 3H \dot{\phi} = -\tilde{U},_{\phi}
\]
(6.58)
With the slow-roll conditions \(|\dddot{\phi}| \ll |3H \dot{\phi}|\) and \(\dot{\phi}^2 \ll \tilde{U}\) the equations reduce to the familiar slow-roll equations with the modified potential \(\tilde{U}\)
\[
3H^2 = \tilde{U}
3H \dot{\phi} = -\tilde{U}',
\]
(6.59)
The first few slow-roll parameter are thus
\[
\tilde{\epsilon} = \frac{1}{2} \left( \frac{\tilde{U}'}{\tilde{U}} \right)^2
\]
\[
\tilde{\eta} = \frac{\tilde{U}''}{\tilde{U}}
\]
\[
\tilde{\zeta} = -\frac{\tilde{U}' \tilde{U}''}{\tilde{U}^2}.
\]
(6.60)
Now it is clear that $\dot{\phi}^2 = 2/3U\epsilon$ and with (6.50) we get that $\dot{\chi}^2 = 2/3U\epsilon$ thus validating our assumption that $\dot{\chi}^2$ is small in slow-roll. What is left to determine is when does this approximation break down and when the higher-order terms in $X_q$ should be taken into account.

### 6.3 Higher-order gravity frame representation

Now we return to the second method of arriving to these slow-roll equations. We derive the equations of motion for the action (6.9) and show that by performing the disformal transformation they are equal to the Einstein frame equations. We derived the equations of motion for the higher-order terms in the most general case in the chapter 5.3. In the case of the action (6.1) and vanishing torsion these simplify considerably. For the metric we obtain

$$
\left(\frac{1}{2} + \beta R\right)R_{\mu\nu} + \alpha R_{\mu}^{\lambda}R_{\nu\lambda} - \frac{1}{2}\partial_{\mu}\chi\partial_{\nu}\chi - \frac{1}{2}g_{\mu\nu}\left[\frac{1}{2}(1 + \beta R)R + \frac{\alpha}{2}R_{\sigma\lambda}R^{\sigma\lambda} + \mathcal{L}_m\right] = 0,
$$

(6.61)

where $\mathcal{L}_m$ is defined in (6.11) as before. For the connection we get

$$
\nabla_{\sigma}\{\sqrt{-q}[(1 + 2\beta R)g^{\mu\nu} + 2\alpha R^{\mu\nu}]\} = 0.
$$

(6.62)

We see that this is a metric compatibility condition for a metric defined with

$$
\sqrt{-q}q^{\mu\nu} = \sqrt{-g}[(1 + 2\beta R)g^{\mu\nu} + 2\alpha R^{\mu\nu}].
$$

(6.63)

Thus, the connection is the Levi–Civita connection for the metric $q_{\mu\nu}$. We need to solve $q_{\mu\nu}$ in terms of $g_{\mu\nu}$ and the scalar field $\chi$. This is accomplished by solving $R$ and $R_{\mu\nu}$. We can start by solving $R$, which is easily solved by taking the trace of (6.61). This gives

$$
R = g^{\mu\nu}\partial_{\mu}\chi\partial_{\nu}\chi + 4U(\chi).
$$

(6.64)

Solving $R_{\mu\nu}$ is more complicated. In a FLRW universe the Ricci tensor must be of the form

$$
R_{\mu\nu} = R_1(g_{\lambda\sigma}, \chi)g_{\mu\nu} + R_2(g_{\lambda\sigma}, \chi)u_\mu u_\nu.
$$

(6.65)

We can plug in this ansatz into the equations of motion for the metric (6.61) and obtain a system of equations for $R_1$ and $R_2$ ($\partial_{\mu}\chi = \dot{\chi}u_\mu$):

$$
\left(\frac{1}{2} + \beta R\right)R_1 + \alpha R_1^2 - \frac{1}{4}(R + \beta R^2 + 2\mathcal{L}_m) - \frac{\alpha}{4}(4R_1^2 + R_2^2 - 2R_1R_2) = 0,
$$

(6.66)

$$
\left(\frac{1}{2} + \beta R\right)R_2 - \alpha R_2^2 + 2\alpha R_1R_2 - \frac{1}{2}\dot{\chi}^2 = 0,
$$

(6.67)
This system of equations is solved by

\[
R_1^\pm = \frac{1 + 12\alpha L_m + 2R(3\alpha + 2\beta)(1 + \beta R) - 3\alpha \dot{\chi}^2 \pm A}{8(\alpha + 2\beta R)}
\]

\[
R_2^\pm = \frac{1 + 4\alpha L_m + 2R(\alpha + 2\beta)(1 + \beta R) - \alpha \dot{\chi}^2 \pm A}{2\alpha(1 + 2\beta R)}
\]

(6.68)

with

\[A \equiv \sqrt{-4\alpha(1 + 2\beta R)^2 \dot{\chi}^2 + [1 + 4\alpha L_m + 2R(\alpha + 2\beta)(1 + \beta R) - \alpha \dot{\chi}^2]^2}.
\]

(6.69)

We can now solve the metric \(q_{\mu\nu}\) from (6.63) giving

\[
q_{\mu\nu} = \frac{(1 + 2\beta R + 2\alpha R_1)g^{\mu\nu} + 2\alpha R_2 u^\mu u^\nu}{\sqrt{(1 + 2\beta R + 2\alpha R_1)^2[(1 + 2\beta R + 2\alpha R_1) - 2\alpha R_2]}}
\]

\[
\equiv \frac{1}{q_1} g^{\mu\nu} + q_3 u^\mu u^\nu
\]

(6.70)

where we have used the previously found identity (6.39) to write the determinant of \(q_{\mu\nu}\) in terms of \(g_{\mu\nu}\) and \(\chi\). We can use the previously obtained identity for the inverse metric (6.29) and write the inverse, for later convenience, as

\[
q_{\mu\nu} \equiv q_1 g_{\mu\nu} + q_2 u_{\mu} u_{\nu}, \quad q_2 = \frac{q_3}{1 - \frac{q_1 q_3}{q_1}}
\]

(6.71)

The solution (6.68) with the minus signs will correspond to the solution found with the earlier method and it is in fact the inverse of the transformation found before. The second solution (6.68) with the plus signs turns out to be non-invertible, at least in the inflationary region, and thus was not found by the earlier method. Additionally, the resulting disformal transformation does not preserve the Lorentzian signature of the metric \(q_{\mu\nu}\) in the regime where \(\dot{\chi}^2 \ll U(\chi)\). With the positive signed solution the constraint for preserving the Lorentzian signature (6.24), to zeroth order in \(\dot{\chi}^2\), simplifies to

\[- [1 + 8(\alpha + \beta)U(\chi)] > 0,
\]

(6.72)

which is not satisfied. In contrast with the negatively signed solution the constraint to zeroth order becomes

\[1 + (2\alpha + 8\beta)U(\chi) > 0,
\]

(6.73)

which is satisfied. The positively signed solution (6.68) is thus dismissed as unphysical.

Now let us continue deriving the equations of motion. We can start by computing the connection explicitly by plugging in the solution of \(q_{\mu\nu}\) into the definition of Levi–Civita connection. After a straightforward simplification, with the abbreviations
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(6.70),(6.71) and making use of (3.2), we obtain

\[
\dot{\Gamma}^\sigma_{\mu\nu}(q) = \dot{\Gamma}^\sigma_{\mu\nu}(g) + \left[ \frac{1}{2} \frac{q_3 - 1}{q_1} + q_3 q_1 H \right] u^\sigma h_{\mu\nu} \\
+ \frac{1}{2} \left[ \frac{1}{q_1} (\dot{q}_2 - \dot{q}_1) + q_3 (\dot{q}_1 - \dot{q}_2) \right] u^\sigma u_\mu u_\nu + \frac{1}{2} \frac{q_1}{q_1} h^\sigma_{(\mu} u_{\nu)} \equiv \dot{\Gamma}^\sigma_{\mu\nu}(g) + L^\sigma_{\mu\nu},
\]

(6.74)

where \( H = \dot{a}/a \) is the Hubble parameter and \( h_{\mu\nu} \) is the metric of the spacelike slices. We also used the fact that \( u^\lambda \dot{\Gamma}^\lambda_{\mu\nu}(g) = H h_{\mu\nu} \) in FLRW universe. Now we can plug this into the definition of the Riemann tensor and see how it is modified, this gives

\[
R^q_{\mu\nu} = R^g_{\mu\nu} + \dot{\nabla}^q L^\lambda_{\mu\nu} - \dot{\nabla}^q L^\lambda_{\mu\lambda} L^\sigma_{\lambda\nu} - L^\lambda_{\nu\sigma} L^\sigma_{\lambda\mu} \equiv R^g_{\mu\nu} + L_1 g_{\mu\nu} + L_2 u_\mu u_\nu.
\]

(6.75)

Now instead of plugging this into the full equations of motion for the metric we can plug this into (6.65) and we get

\[
R^q_{\mu\nu} = (R_1 - L_1) g_{\mu\nu} + (R_2 - L_2) u_\mu u_\nu,
\]

(6.76)

where \( L_1 \) and \( L_2 \) have to be explicitly computed from (6.74) and (6.75). This is a straightforward but tedious task and so we shall not do it explicitly here. When \( L_1, L_2 \) are computed using the solutions (6.68) for \( R_1^-, R_2^- \) and plugged into (6.76) we get the Friedmann equations. The full equation is cumbersome to write down and we will not need it for our purposes, thus we will again expand in powers of \( \dot{\chi} \) and do not write down terms \( \mathcal{O}(\dot{\chi}^2) \). For the negatively signed solution \( \{ R_1^-, R_2^- \} \) we get

\[
3H^2 = U - \frac{12H \dot{\chi} U' [\alpha + 3\beta + 3(\alpha^2 + 6\alpha\beta + 8\beta^2)]}{[1 + (4\alpha + 8\beta)U]}[1 + (2\alpha + 8\beta)U] + \mathcal{O}(\dot{\chi}^2).
\]

(6.77)

The equations of motion for the scalar field are not modified and are simply

\[
\ddot{\chi} + 3H \dot{\chi} = -U \dot{\chi}.
\]

(6.78)

These are the equations of motion in the higher-order gravity frame. To see that these are indeed equivalent to the Einstein frame counterparts, that we obtained earlier, we need to know how the Hubble parameter and the time derivatives change under the disformal transformation.

These transformation rules can be seen by looking at the invariant line element. With \( g_{\mu\nu} = \gamma_1 g_{\mu\nu} + \gamma_2 u_\mu u_\nu \):

\[
ds^2 = g_{\mu\nu} dx^\mu dx^\nu = \gamma_2 u_\mu u_\nu dx^\mu dx^\nu + \gamma_1 q_{\mu\nu} dx^\mu dx^\nu \\
= -(\gamma_1 - \gamma_2) dt^2 + \gamma_1 a^2(t) \delta_{ij} dx^i dx^j,
\]

(6.79)
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where we used a frame \( u_\mu = (-1, 0, 0, 0) \) and \( q_{\mu\nu} = \text{diag}(-1, a^2, a^2, a^2) \). From this we see that the scale factor and time coordinate transform as
\[
\begin{align*}
dt &\to \sqrt{\gamma_1 - \gamma_2} dt \\
ap(t) &\to \sqrt{\gamma_1} a(t).
\end{align*}
\] (6.80)

Thus the Hubble parameter transforms like
\[
H \to \frac{1}{\sqrt{\gamma_1 - \gamma_2}} \left[ H + \frac{1}{2} \frac{\gamma_1}{\gamma_1} \right].
\] (6.81)

Applying these rules to the scalar field equations of motion (with our previous definitions \( \gamma_1 = 1/q_1 \) and \( \gamma_2 = -q_2/(q_1 - q_2) \)) and keeping only first order terms in \( \dot{\chi} \) we get
\[
[1 + (\alpha + 4\beta)U] (\ddot{\chi} + 3H\dot{\chi}) = -U_{,\chi}.
\] (6.82)

Now making the field redefinition (6.50) we get the same result as before (6.58). The equation (6.77) is also straightforward. Plugging in the transformations and keeping only linear terms we get
\[
3H^2 [1 + (2\alpha + 8\beta)U] - \frac{12H\dot{\chi}U'}{1 + (4\alpha + 8\beta)U} [\alpha + 3\beta + 3(\alpha^2 + 6\alpha\beta + 8\beta^2)]
= U - \frac{12H\dot{\chi}U'}{1 + (4\alpha + 8\beta)U} [\alpha + 3\beta + 3(\alpha^2 + 6\alpha\beta + 8\beta^2)] + O(\chi^2),
\] (6.83)

which simplifies to the previous result (6.57). This was just to show another way of obtaining the slow-roll equations in the Einstein frame. We will not pursue the analysis in the higher-order gravity frame further.

With the slow-roll equations of motions in the Einstein frame we are now ready to analyze how the inflationary behavior is modified due to the higher-order terms.

### 6.4 Changes to inflationary observables

We can now see how the inflationary observables are modified by the higher-order curvature terms. It is easier to write the slow-roll parameters (6.60) with the field variable \( \chi \). Using (6.50) and (6.51), simple manipulations yield
\[
\begin{align*}
\tilde{\epsilon}_U &= \frac{1}{2} \left( \frac{\tilde{U}'}{\tilde{U}} \right)^2 = \frac{\epsilon_U}{1 + (2\alpha + 8\beta)U(\chi)} \\
\tilde{\eta}_U &= \frac{\tilde{U}''}{\tilde{U}} = \eta - 3 \frac{(2\alpha + 8\beta)U(\chi)}{1 + (2\alpha + 8\beta)U(\chi)} \epsilon,
\end{align*}
\] (6.84)

where \( \epsilon_U = 1/2(U,\chi/U)^2 \), \( \eta_U = U,\chi\chi/U \) are the slow-roll parameters that we obtained previously without the higher-order curvature terms in chapter 4. The field value
at the end of inflation is again obtained from $|\tilde{\eta}(\chi_{\text{end}})| = 1$, which in the large field limit $\sqrt{\xi} \chi \gg 1$ results in the same value as obtained earlier

$$\chi_{\text{end}} = \frac{1}{2\sqrt{\xi}} \ln (32\xi). \quad (6.85)$$

We also find that in the slow-roll approximation the formula for the number of e-folds is unchanged

$$N_* \simeq \int_{\phi_{\text{end}}}^{\phi_*} \frac{d\phi}{\sqrt{2\tilde{\epsilon}}} = \int_{\chi_{\text{end}}}^{\chi_*} \frac{d\chi}{\sqrt{2U}}. \quad (6.86)$$

We thus obtain the same relation between the field and the number of e-folds

$$\chi(N_*) = \frac{1}{2\sqrt{\xi}} \ln (32\xi N_*). \quad (6.87)$$

This holds assuming that our expansion in terms of the kinetic term of the field is still valid when approaching the end of inflation. This needs further investigations.

Assuming our expansion to be valid we see that the scalar spectrum amplitude is unchanged

$$A_s = \frac{1}{24\pi^2} \frac{\hat{U}}{\tilde{\epsilon}} = \frac{1}{24\pi^2} \frac{1 + (2\alpha + 8\beta)U}{1 + (2\alpha + 8\beta)U} U = \frac{1}{24\pi^2} \frac{U}{\epsilon_U}. \quad (6.88)$$

Thus matching this to the observed amplitude gives the same requirement for the non-minimal coupling (4.65). The tilt of the scalar spectrum is also unchanged to first order in the slow-roll parameters

$$n_s - 1 = -6\tilde{\epsilon} + 2\tilde{\eta} = -6 \frac{\epsilon_U}{1 + (2\alpha + 8\beta)U(\chi)} + 2\eta U - 6 \frac{(2\alpha + 8\beta)U(\chi)}{1 + (2\alpha + 8\beta)U(\chi)} \epsilon_U$$

$$= -6\epsilon_U + 2\eta U. \quad (6.89)$$

What changes is the spectrum of tensor perturbations. The amplitude

$$A_t = \frac{2}{3\pi^2} \frac{U}{1 + (2\alpha + 8\beta)U}, \quad (6.90)$$

tilt of the spectrum

$$n_t = -2\tilde{\epsilon} = \frac{-2\epsilon_U}{1 + (2\alpha + 8\beta)U}, \quad (6.91)$$

and the tensor-to-scalar ratio

$$r = 16\tilde{\epsilon} = \frac{16\epsilon_U}{1 + (2\alpha + 8\beta)U} \quad (6.92)$$

are all suppressed by the same factor. The observables in terms of the number of e-folds (approximating with $\xi \gg 1$) become

$$A_t \simeq \frac{\lambda}{\lambda(2\alpha + 8\beta) + 4\xi^2} \quad (6.93)$$

$$n_t \simeq -\frac{\xi}{2N_*^2 [\lambda(\alpha + 4\beta) + 2\xi^2]} \quad (6.94)$$

$$r \simeq -\frac{4\xi}{N_*^2 [\lambda(\alpha + 4\beta) + 2\xi^2]} \quad (6.95)$$
Thus we see that both higher-order curvature terms $\beta R^2$ and $\alpha R_{(\mu
u)}R^{(\mu
u)}$ have the same effect of suppressing the tensor perturbation spectrum but keeping the scalar perturbation spectrum unchanged. Again when we take the limit $\alpha \to 0$ we recover the results of [76].

Higgs inflation and higher-order gravity in the metric formulation has been studied in the literature. In ref. [77] Higgs inflation with the addition of $\hat{R}^2$ term was analyzed. As we saw in section 5.1 in the metric formulation there is additional degrees of freedom of gravity and the inflationary model becomes a multi field model. It was found out that in the case of metric formulation the pure Higgs inflation, where the inflation is driven completely by the Higgs field, is ruined.
We have reviewed the metric and Palatini formulations in a comparative manner and discussed their subtle differences in the case of the Einstein–Hilbert action and more obvious differences when considering higher-order theories of gravity.

We reviewed Higgs inflation in both the metric and Palatini formulations and obtained the inflationary observables in terms of the number of e-folds. We computed the numerical values for the observables, and saw that they are compatible with current observational bounds. The tensor-to-scalar ratio is suppressed by the large non-minimal coupling parameter $\xi$ in the Palatini formulation $r \simeq 2.1 \times 10^{-13} \lambda^{-1}$, compared to $r \simeq 0.00396$ in metric formulation. The spectral tilt is also slightly smaller in Palatini formulation due to the different reheating period. These allow us to distinguish Palatini Higgs inflation from the metric Higgs inflation. This could possibly be accomplished by the next generation of planned experiments [78].

We briefly discussed the problems of ghost modes appearing in both metric and Palatini formulations when considering higher-order gravity. This problem requires further research. We derived the equations of motion for all the different parity preserving quadratic curvature invariants in the Palatini formulation.

When we considered adding higher-order curvature terms to the Higgs inflation scenario we simplified our action to contain only the symmetric part of the Ricci tensor. Actions constructed this way do not suffer from ghosts, due to the fact that no new gravitational degrees of freedom are present. This also allows us to transform our action to the Einstein frame. By adding only terms $\beta R^2 + \alpha R_{(\mu\nu)}R^{(\mu\nu)}$ we were able to find the Einstein frame representation in the inflationary region by finding an approximate solution in powers of the kinetic term of the inflaton field, i.e. the small parameter $\dot{\chi}^2/H^2$. This method could possibly be applied to more general Lagrangians than the one we considered here. However, the region of validity of this approximation needs further investigation. Furthermore, the two parameters $\alpha$ and $\beta$ were assumed to be positive to assure correct signs for the kinetic terms. However, there could be other valid regions for these parameters that give the correct signs, which were not explored in this thesis.

With the assumption that we can extrapolate the approximate solution to the end of inflation the number of e-folds turns out to be unchanged when comparing to the case where no higher-order terms are present. This results to the same relation between the number of e-folds and the inflaton field. The scalar amplitude and
tilt of the scalar spectrum are also unchanged. The changes appeared in the tensor perturbation spectrum. The amplitude, spectral tilt and the tensor to scalar ratio are all suppressed by the combination of the couplings of the higher-order terms and the Higgs self coupling: $1 + (2\alpha + 8\beta)U$. We conclude that in this simple case the higher-order curvature terms do not ruin the Palatini Higgs inflation.
Appendix A

Useful identities

A.1 Palatini identity

Start from the definition of the Riemann tensor (0.4) and take the variation with respect to the connection

\[ \delta R^\rho_{\mu\lambda\nu} = \partial_\lambda \delta \Gamma^\rho_{\nu\mu} + \Gamma^\rho_{\lambda\sigma} \delta \Gamma^\sigma_{\nu\mu} + \delta \Gamma^\rho_{\lambda\sigma} \Gamma^\sigma_{\nu\mu} - (\lambda \leftrightarrow \nu). \]  

(A.1)

Notice that difference of connections is a tensor, hence \( \delta \Gamma^\rho_{\nu\mu} \) is a tensor, so the covariant derivative is well defined

\[ \nabla_\lambda (\delta \Gamma^\rho_{\nu\mu}) = \partial_\lambda \delta \Gamma^\rho_{\nu\mu} + \Gamma^\rho_{\lambda\sigma} \delta \Gamma^\sigma_{\nu\mu} - \Gamma^\sigma_{\nu\mu} \delta \Gamma^\rho_{\lambda\sigma}. \]  

(A.2)

Now gathering terms

\[ \delta R^\rho_{\mu\lambda\nu} = \left[ \partial_\lambda \delta \Gamma^\rho_{\nu\mu} + \Gamma^\rho_{\lambda\sigma} \delta \Gamma^\sigma_{\nu\mu} - \Gamma^\sigma_{\nu\mu} \delta \Gamma^\rho_{\lambda\sigma} \right] \]

\[ - \left[ \partial_\nu \delta \Gamma^\rho_{\lambda\mu} + \Gamma^\rho_{\nu\sigma} \delta \Gamma^\sigma_{\lambda\mu} - \Gamma^\sigma_{\lambda\mu} \delta \Gamma^\rho_{\nu\sigma} \right]. \]  

(A.3)

Notice the terms inside the brackets almost equal the covariant derivative of the variation of the connection, we can make it equal by adding and subtracting the missing terms

\[ \delta R^\rho_{\mu\lambda\nu} = \left[ \partial_\lambda \delta \Gamma^\rho_{\nu\mu} + \Gamma^\rho_{\lambda\sigma} \delta \Gamma^\sigma_{\nu\mu} - \Gamma^\sigma_{\nu\mu} \delta \Gamma^\rho_{\lambda\sigma} \right] \]

\[ - \left[ \partial_\nu \delta \Gamma^\rho_{\lambda\mu} + \Gamma^\rho_{\nu\sigma} \delta \Gamma^\sigma_{\lambda\mu} - \Gamma^\sigma_{\lambda\mu} \delta \Gamma^\rho_{\nu\sigma} \right] + T^\sigma_{\lambda\nu} \delta \Gamma^\rho_{\sigma\mu}. \]  

(A.4)

and we get the result

\[ \delta R^\rho_{\mu\lambda\nu} = \nabla_\lambda (\delta \Gamma^\rho_{\nu\mu}) - \nabla_\nu (\delta \Gamma^\rho_{\lambda\mu}) + T^\sigma_{\lambda\nu} \delta \Gamma^\rho_{\sigma\mu}. \]  

(A.5)

A.2 Tensor densities

A general tensor density \( \Sigma \) of weight \( \omega \) is an object that transforms as

\[ \Sigma^{\mu_1...\mu_n}_{\nu_1...\nu_n} = \left| \frac{\partial x^\alpha}{\partial x'^\beta} \right|^\omega \frac{\partial x'^{\mu_1}}{\partial x^\sigma_1} \cdots \frac{\partial x'^{\mu_n}}{\partial x^\sigma_n} \frac{\partial x^\tau_1}{\partial x'^{\rho_1}} \cdots \frac{\partial x^\tau_n}{\partial x'^{\rho_n}} \Sigma^{\sigma_1...\sigma_n}_{\tau_1...\tau_n}. \]  

(A.6)

where \( \left| \right. \) denotes the determinant. Scalar density of weight \( \omega \) transforms as

\[ \rho' = \left| \frac{\partial x^\alpha}{\partial x'^\beta} \right|^\omega \rho. \]  

(A.7)
A way of looking at a scalar density of weight one is as a single independent component of a covariant antisymmetric tensor \( \rho = \rho_{\mu_1...\mu_n} = \rho_{\mu_1...\mu_n} \), see e.g. [18, ch. II]. It is easy to see that a single component of this transforms as a scalar density. Now

\[
\nabla_\mu (\rho_{\nu_1...\nu_n}) = \partial_\mu \rho_{\nu_1...\nu_n} - \Gamma^\sigma_{\mu \nu_1} \rho_{\sigma \nu_2...\nu_n} - \Gamma^\sigma_{\mu \nu_2} \rho_{\nu_1 \sigma ...n} - ... - \Gamma^\sigma_{\mu \nu_n} \rho_{\nu_1...\sigma}.
\]

(A.8)

Since all the non zero components are equal up-to a sign we can focus on one of them

\[
\nabla_\mu (\rho_{0...n}) = \partial_\mu \rho_{0...n} - \Gamma^\sigma_{\mu 0} \rho_{\sigma 1...n} - \Gamma^\sigma_{\mu 1} \rho_{0 \sigma ...n} - ... - \Gamma^\sigma_{\mu n} \rho_{0...\sigma},
\]

(A.9)

we see that this equals

\[
\nabla_\mu \rho = \partial_\mu \rho - \Gamma^\sigma_{\mu \sigma} \rho.
\]

(A.10)

This is the result for a scalar density of weight +1. From this it is easy to generalize to arbitrary scalar density of weight \( \omega \) by requiring that the covariant derivative of such a density transforms as a \((0, 1)\)–tensor density. One finally obtains

\[
\nabla_\mu \rho = \partial_\mu \rho - \omega \Gamma^\sigma_{\mu \sigma} \rho,
\]

(A.11)

for a scalar density \( \rho \) of weight \( \omega \).
Appendix B

Equations of motion in the Palatini formulation

Here we list the equations of motion for the different curvature invariants in the action (5.25) in Palatini formulation.

• $\mathcal{L} = R^2$
  
  \[ 2RR_{(\alpha \beta)} - \frac{1}{2}g_{\alpha \beta}R^2 = 0. \]  
  \[ (B.1) \]

  \[ 2\nabla \lambda (\sqrt{-g}R\gamma^\lambda)\delta^\mu_\sigma - 2\nabla_\sigma (\sqrt{-g}R^\mu) 
  + 2\sqrt{-g}R \left[ g^{\mu \nu}T^\lambda_\nu - g^{\mu \rho}T^\lambda_\rho \delta^\mu_\sigma + g^\nu \lambda T^\mu_\sigma \right] = 0. \]  
  \[ (B.2) \]

• $\mathcal{L} = R^\mu R_{\mu\nu}$
  
  \[ R^\lambda_\alpha R_{\beta \lambda} + R^\lambda_\alpha R_{\lambda \beta} - \frac{1}{2}g_{\alpha \beta}R^\mu R_{\mu \nu} = 0. \]  
  \[ (B.3) \]

  \[ 2\nabla \lambda (\sqrt{-g}R^\mu)\delta^\nu_\sigma - 2\nabla_\sigma (\sqrt{-g}R^\mu) 
  + 2\sqrt{-g} \left[ R^\mu \nu T^\lambda_\lambda - R^\mu \nu T^\lambda_\rho \delta^\nu_\sigma + R^\mu \lambda T^\nu_\sigma \right] = 0. \]  
  \[ (B.4) \]

• $\mathcal{L} = R^\mu R_{\nu \mu}$
  
  \[ R^\lambda_\alpha R_{\lambda \beta} + R^\lambda_\alpha R_{\beta \lambda} - \frac{1}{2}g_{\alpha \beta}R^\nu R_{\nu \mu} = 0. \]  
  \[ (B.5) \]

  \[ 2\nabla \lambda (\sqrt{-g}R^\mu)\delta^\nu_\sigma - 2\nabla_\sigma (\sqrt{-g}R^\mu) 
  + 2\sqrt{-g} \left[ R^\mu \nu T^\lambda_\lambda - R^\mu \nu T^\lambda_\rho \delta^\nu_\sigma + R^\mu \lambda T^\nu_\sigma \right] = 0. \]  
  \[ (B.6) \]

• $\mathcal{L} = \hat{R}^\mu \hat{R}_{\mu}$
  
  \[ 2R_{\mu(\alpha \nu \beta)} \hat{R}^\mu - \hat{R}_{\mu \alpha} \hat{R}_{\nu \beta} - \hat{R}_{\alpha \nu} \hat{R}_{\beta \mu} - \frac{1}{2}g_{\alpha \beta} \hat{R}_{\mu \nu} \hat{R}_{\mu \nu} = 0. \]  
  \[ (B.7) \]

  \[ 2\nabla \lambda (\sqrt{-g}g^\mu \lambda \hat{R}_{\nu}) - 2\nabla_\lambda (\sqrt{-g}g^\mu \nu \hat{R}_{\nu}) 
  + 2\sqrt{-g} \left[ g^{\mu \nu} \hat{R}^\lambda_\nu T^\rho_\rho - g^{\mu \lambda} \hat{R}^\nu_\nu T^\rho_\rho + g^\nu \lambda \hat{R}^\mu_\rho T^\nu_\rho \right] = 0. \]  
  \[ (B.8) \]

• $\mathcal{L} = \hat{R}^\mu \hat{R}_{\nu}$
  
  \[ 2R_{\mu(\alpha \nu \beta)} \hat{R}^\mu - \hat{R}_{\mu \alpha} \hat{R}_{\nu \beta} - \hat{R}_{\alpha \nu} \hat{R}_{\beta \mu} - \frac{1}{2}g_{\alpha \beta} \hat{R}_{\mu \nu} \hat{R}_{\mu \nu} = 0. \]  
  \[ (B.9) \]

  \[ 2\nabla \lambda (\sqrt{-g}g^\mu \nu \hat{R}_{\nu}) - 2\nabla_\lambda (\sqrt{-g}g^\mu \nu \hat{R}_{\nu}) 
  + 2\sqrt{-g} \left[ g^{\mu \nu} \hat{R}^\lambda_\nu T^\rho_\rho - g^{\mu \lambda} \hat{R}^\nu_\nu T^\rho_\rho + g^\nu \lambda \hat{R}^\mu_\rho T^\nu_\rho \right] = 0. \]  
  \[ (B.10) \]
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- \( \mathcal{L} = R_{\mu\nu} \hat{R}^{\mu\nu} \)
  \[ R_{\mu(\alpha|\nu|\beta)} R^{\nu\mu} + \frac{1}{2} R_{\mu\sigma} \hat{R}^\mu_{\sigma} + \frac{1}{2} R_{\mu\beta} \hat{R}^{\mu}_{\alpha} - \frac{1}{2} g_{\alpha\beta} R_{\mu\nu} \hat{R}^{\mu\nu} = 0. \] (B.11)

- \( \mathcal{L} = R_{\mu\nu} \hat{R}^{\mu\nu} \)
  \[ 2 R'_\alpha R^\alpha_{\mu
u} - \frac{1}{2} g_{\alpha\beta} R'_{\rho\nu} R^{\mu\nu} = 0. \] (B.15)

- \( \mathcal{L} = R_{\mu(\alpha|\nu|\beta)} R^{\nu\mu} \)
  \[ 2 R'_{\alpha\mu} R^\mu_{\nu} + \frac{1}{2} g_{\alpha\beta} R'_{\rho\nu} R^{\mu\nu} = 0. \] (B.17)

- \( \mathcal{L} = R_{\mu(\alpha|\nu|\beta)} R^{\nu\mu} \)
  \[ \left[ 4 \nabla_\lambda (\sqrt{-g} R^{\mu\lambda}) + 4 \sqrt{-g} R^\mu_{\rho\nu} T^{\rho\lambda} + 2 \sqrt{-g} R^{\mu\rho\nu} T^{\rho\lambda} \right] \delta^\mu_\sigma = 0. \] (B.16)

- \( \mathcal{L} = \hat{R}_{\mu(\alpha|\nu|\beta)} R^{\nu\mu} \)
  \[ \left[ 4 \nabla_\lambda (\sqrt{-g} R^{\mu\lambda}) + 4 \sqrt{-g} R^\mu_{\rho\nu} T^{\rho\lambda} + 2 \sqrt{-g} R^{\mu\rho\nu} T^{\rho\lambda} \right] \delta^\mu_\sigma = 0. \] (B.18)

- \( \mathcal{L} = \hat{R}_{\mu(\alpha|\nu|\beta)} R^{\nu\mu} \)
  \[ \left[ 4 \nabla_\lambda (\sqrt{-g} R^{\mu\lambda}) + 4 \sqrt{-g} R^\mu_{\rho\nu} T^{\rho\lambda} + 2 \sqrt{-g} R^{\mu\rho\nu} T^{\rho\lambda} \right] \delta^\mu_\sigma = 0. \] (B.20)
APPENDIX B. EQUATIONS OF MOTION IN THE PALATINI FORMULATION

\[ \mathcal{L} = R_{\mu\nu\rho\lambda} R^{\mu\nu\rho\lambda} \]
\[ R_{\mu\alpha\rho\lambda} R_{\beta}^{\mu \rho \lambda} + 2 R_{\mu\rho\alpha\beta} R^{\mu\rho\beta} - R_{\alpha\nu\rho\lambda} R_{\beta}^{\nu \rho \lambda} - \frac{1}{2} g_{\alpha\beta} R_{\mu\nu\rho\lambda} R^{\mu\nu\rho\lambda} = 0. \]  \hspace{1cm} (B.21)

\[ 4 \nabla_\lambda (\sqrt{-g} R_{\sigma}^{\mu \nu \lambda}) + 2 \sqrt{-g} \left[ 2 R_{\sigma}^{\mu \lambda \nu} T_{\rho \lambda}^{\rho} + R_{\sigma}^{\mu \lambda \rho} T_{\nu \lambda}^{\rho} \right] = 0. \] \hspace{1cm} (B.22)

\[ \mathcal{L} = R_{\mu\nu\rho\lambda} R^{\mu\nu\rho\lambda} \]
\[ 2 R_{\mu\nu\alpha\lambda} R^{\mu \nu \lambda} - \frac{1}{2} g_{\alpha\beta} R_{\mu\nu\rho\lambda} R^{\mu\nu\rho\lambda} = 0. \] \hspace{1cm} (B.23)

\[ 4 \nabla_\lambda (\sqrt{-g} R_{\sigma}^{\mu \nu \lambda}) + 2 \sqrt{-g} \left[ 2 R_{\sigma}^{\mu \lambda \nu} T_{\rho \lambda}^{\rho} + R_{\sigma}^{\mu \lambda \rho} T_{\nu \lambda}^{\rho} \right] = 0. \] \hspace{1cm} (B.24)

\[ \mathcal{L} = R_{\mu\nu\rho\lambda} R^{\mu\nu\rho\lambda} \]
\[ R_{\mu\rho\alpha\lambda} R^{\mu \rho \alpha} + R^{\mu \nu \rho} R_{\rho \nu \alpha} + \frac{1}{2} g_{\alpha\beta} R_{\mu\nu\rho\lambda} R^{\mu\nu\rho\lambda} = 0. \] \hspace{1cm} (B.25)

\[ 2 \nabla_\lambda (\sqrt{-g} R_{\sigma}^{\nu \mu \lambda}) - 2 \nabla_\lambda (\sqrt{-g} R_{\sigma}^{\lambda \mu \nu}) \]
\[ + 2 \sqrt{-g} \left[ R_{\lambda \sigma}^{\mu \nu} T_{\rho \lambda}^{\rho} - R_{\rho \sigma}^{\nu \lambda} T_{\rho \lambda}^{\rho} + R_{\sigma}^{\rho \mu} T_{\lambda \rho}^{\nu} \right] = 0. \] \hspace{1cm} (B.26)

\[ \mathcal{L} = R_{\mu\nu\rho\lambda} R^{\mu\nu\rho\lambda} \]
\[ R_{\mu \nu}^{\lambda \rho} R_{\alpha \mu \lambda} + R_{\mu \nu}^{\rho \lambda} R_{\mu \nu \rho} + \frac{1}{2} g_{\alpha\beta} R_{\mu\nu\rho\lambda} R^{\mu\nu\rho\lambda} = 0. \] \hspace{1cm} (B.27)

\[ 2 \nabla_\lambda (\sqrt{-g} R_{\sigma}^{\nu \mu \lambda}) - 2 \nabla_\lambda (\sqrt{-g} R_{\sigma}^{\lambda \mu \nu}) \]
\[ + 2 \sqrt{-g} \left[ R_{\lambda \sigma}^{\nu \mu} T_{\rho \lambda}^{\rho} - R_{\rho \sigma}^{\nu \lambda} T_{\rho \lambda}^{\rho} + R_{\sigma}^{\rho \nu} T_{\lambda \rho}^{\mu} \right] = 0. \] \hspace{1cm} (B.28)

\[ \mathcal{L} = R_{\mu\nu\rho\lambda} R^{\mu\nu\rho\lambda} \]
\[ R_{\mu \nu}^{\lambda \rho} R_{\alpha \mu \lambda} + R_{\mu \nu}^{\rho \lambda} R_{\mu \nu \rho} + \frac{1}{2} g_{\alpha\beta} R_{\mu\nu\rho\lambda} R^{\mu\nu\rho\lambda} = 0. \] \hspace{1cm} (B.29)

\[ \nabla_\lambda (\sqrt{-g} R_{\sigma}^{\nu \mu \lambda}) - \nabla_\lambda (\sqrt{-g} R_{\sigma}^{\mu \nu \lambda}) \]
\[ + \nabla_\lambda (\sqrt{-g} R_{\sigma}^{\nu \mu \lambda}) - \nabla_\lambda (\sqrt{-g} R_{\sigma}^{\lambda \mu \nu}) \]
\[ + \sqrt{-g} \left[ R_{\lambda \sigma}^{\mu \nu} T_{\rho \lambda}^{\rho} - R_{\rho \sigma}^{\nu \lambda} T_{\rho \lambda}^{\rho} + R_{\sigma}^{\rho \nu} T_{\lambda \rho}^{\mu} \right] \]
\[ + \sqrt{-g} \left[ R_{\lambda \sigma}^{\nu \mu} T_{\rho \lambda}^{\rho} - R_{\rho \sigma}^{\nu \lambda} T_{\rho \lambda}^{\rho} + R_{\sigma}^{\rho \nu} T_{\lambda \rho}^{\mu} \right] = 0. \] \hspace{1cm} (B.30)

\[ \mathcal{L} = R_{\mu\nu\rho\lambda} R^{\mu\nu\rho\lambda} \]
\[ 2 R_{\mu\nu(\beta\lambda)} R_{\alpha}^{\mu \nu \lambda} + R_{\lambda\mu\nu\beta} R_{\alpha \nu \lambda}^{\beta \nu \lambda} - R_{\beta\mu\nu\lambda} R_{\alpha}^{\nu \mu \lambda} - \frac{1}{2} g_{\alpha\beta} R_{\mu\nu\rho\lambda} R^{\mu\nu\rho\lambda} = 0. \] \hspace{1cm} (B.31)

\[ 2 \nabla_\lambda (\sqrt{-g} R_{\sigma}^{\nu \mu \lambda}) - 2 \nabla_\lambda (\sqrt{-g} R_{\sigma}^{\nu \mu \lambda}) \]
\[ + 2 \sqrt{-g} \left[ R_{\sigma}^{\lambda \mu \nu} T_{\rho \lambda}^{\rho} - R_{\sigma}^{\nu \lambda \mu} T_{\rho \lambda}^{\rho} + R_{\sigma}^{\lambda \mu \nu} T_{\lambda \rho}^{\nu} \right] = 0. \] \hspace{1cm} (B.32)
Appendix C

Details of the series solution

C.1 Variation of transformed action

Here the variation of the Legendre transformed action (6.5), where the auxiliary field $\Sigma_{\mu\nu}$ is written in terms of $q^{\mu\nu}$ and $g^{\mu\nu}$ is performed with respect to the metric $g_{\mu\nu}$.

The part of the Lagrangian density depending on $g_{\mu\nu}$ is

$$\sqrt{-g}L_g \equiv \mathcal{L}_g = -\sqrt{-g} \left[ \frac{1}{2} \frac{\partial F}{\partial \Sigma_{\mu\nu}} \Sigma_{\mu\nu}(q, g) - \frac{1}{2} F(q, g) - L_m(g, \chi) \right]. \quad (C.1)$$

Written out in terms of $\Sigma_{\mu\nu}$

$$\mathcal{L}_g = -\sqrt{-g} \left[ \frac{1}{2} \beta \Sigma^2 + \frac{1}{2} \alpha \Sigma_{\lambda\sigma} \Sigma^{\lambda\sigma} + U(\chi) + \frac{1}{2} g^{\lambda\sigma} \partial_{\lambda} \chi \partial_{\sigma} \chi \right]. \quad (C.2)$$

where $\Sigma \equiv g^{\mu\nu} \Sigma_{\mu\nu}$. The variation is

$$\delta \mathcal{L}_g = -\sqrt{-g} \left[ \beta \Sigma \delta \Sigma + \alpha g^{\lambda\sigma} \Sigma_{\lambda\sigma} \delta (g^\rho_{\sigma} \Sigma_{\gamma\rho}) + \frac{1}{2} \partial_{\lambda} \chi \partial_{\sigma} \delta \Sigma \right]$$

$$+ \frac{1}{2} \sqrt{-g} g^{\mu\nu} L_g \delta g_{\mu\nu} \quad (C.3)$$

First looking at $\delta \Sigma$ separately

$$\delta \Sigma = \delta \left( \frac{-4}{2\alpha + 8\beta} + \frac{1}{2\alpha + 8\beta} \frac{\sqrt{-q}}{\sqrt{-g}} g^{\sigma\lambda} g_{\sigma\lambda} \right), \quad (C.4)$$

with the identity $\delta \sqrt{-g} = 1/2 \sqrt{-g} g^{\mu\nu} \delta g_{\mu\nu}$ we have

$$\delta \Sigma = \frac{1}{2\alpha + 8\beta} \frac{\sqrt{-q}}{\sqrt{-g}} \left( q^\mu_{\nu} - \frac{1}{2} q^{\sigma\lambda} g_{\sigma\lambda} g^\mu_{\nu} \right) \delta g_{\mu\nu}. \quad (C.5)$$

Now separately looking at $\delta \Sigma_{\mu\nu}$

$$\delta \Sigma_{\mu\nu} = \delta \left[ \frac{1}{2\alpha + 8\beta} \frac{\sqrt{-q}}{\sqrt{-g}} q^{\sigma\lambda} g_{\sigma\mu} g_{\lambda\nu} - \frac{1}{2\alpha + 8\beta} \left( 1 + \frac{\beta}{\alpha} \frac{\sqrt{-q}}{\sqrt{-g}} g^{\sigma\lambda} g_{\sigma\lambda} \right) g_{\mu\nu} \right], \quad (C.6)$$

which becomes

$$\delta \Sigma_{\mu\nu} = -\frac{\delta g_{\mu\nu}}{2\alpha + 8\beta} + \frac{\sqrt{-q}}{\sqrt{-g}} \left[ -\frac{1}{4\alpha} q^{\sigma\lambda} g_{\sigma\mu} g_{\lambda\nu} g^{\rho\gamma} \delta g_{\rho\gamma} + \frac{1}{\alpha} q^{\sigma\lambda} g_{\sigma\mu} \delta g_{\lambda\nu} \right.$$

$$- \frac{\beta}{\alpha(2\alpha + 8\beta)} \left( q^{\sigma\lambda} g_{\sigma\mu} \delta g_{\nu} - \frac{1}{2} q^{\sigma\lambda} g_{\sigma\lambda} g_{\mu\nu} g^{\rho\gamma} \delta g_{\rho\gamma} + q^{\sigma\lambda} g_{\mu\nu} \delta g_{\sigma\lambda} \right] \right). \quad (C.7)$$
APPENDIX C. DETAILS OF THE SERIES SOLUTION

With these out of the way it is just a question of plugging these in to (C.3) and simplifying the expression. In the end we get

\[
\delta g = \sqrt{-g} \left\{ -\frac{1}{4(\alpha + 4\beta)} \sqrt{-g} q^\lambda g_{\sigma\mu} g_{\lambda\nu} \\
+ \frac{1}{4\alpha g} q \left[ q^\lambda q^\rho g_{\lambda\delta} g_{\nu\mu} - \frac{\beta}{(\alpha + 4\beta)} q^\delta g_{\nu\rho} q^\lambda g_{\sigma\mu} g_{\lambda\nu} \right] \\
+ \frac{1}{2} g_{\mu\nu} \left[ \frac{1}{\alpha + 4\beta} \left( \frac{\beta}{8\alpha g} q^\lambda q^\sigma g_{\lambda\rho} q^\rho g_{\mu\delta} + \frac{1}{2} \right) - \frac{q}{g} \frac{1}{8\alpha g} q^\lambda q^\rho g_{\lambda\rho} g_{\sigma\mu} \right] \\
- \frac{1}{2} g_{\mu\nu} \left[ U(\chi) + \frac{1}{2} g^\sigma \partial_\lambda g_{\lambda\rho} \right] \right\} \delta g^{\mu\nu}.
\]

(C.8)

C.2 Series solution of the modified scalar sector

Here are few coefficients for the approximate solution (6.46) of the disformal transformation (6.17) parameters and the scalar sector with a few more terms are presented.

\[
a_0 = \frac{1}{1 + (2\alpha + 8\beta)U(\chi)} \\
b_0 = \frac{2\alpha}{[1 + (2\alpha + 8\beta)U(\chi)] [1 + (4\alpha + 8\beta)U(\chi)]} \\
a_1 = -\frac{\alpha + 2\beta}{1 + (4\alpha + 8\beta)U} \\
b_1 = \frac{4\alpha [-2(\alpha + \beta) - (3\alpha + 4\beta)(3\alpha + 8\beta)U - 8(\alpha + 2\beta)^2(\alpha + 4\beta)U^2]}{(1 + 2\alpha U + 8\beta U)(1 + 4\alpha U + 8\beta U)^3} \\
a_2 = \frac{\alpha [7\alpha + 10\beta + 4(3\alpha + 5\beta)(3\alpha + 8\beta)U + 40(\alpha + 2\beta)^2(\alpha + 4\beta)U^2]}{2(1 + 2\alpha U + 8\beta U)(1 + 4\alpha U + 8\beta U)^3} \\
b_2 = \frac{2\alpha}{(1 + 2\alpha U + 8\beta U)(1 + 4\alpha U + 8\beta U)^5} \\
\times \left[ 64\alpha^6 U^4 + 4\beta^2(1 + 8\beta U)^4 + 128\alpha^5 U^3(3 + 8\beta U) \\
+ 5\alpha \beta (1 + 8\beta U)^3(5 + 16\beta U) + 2\alpha^3 U(1 + 8\beta U)(85 + 128\beta U(7 + 11\beta U)) \\
+ 4\alpha^4 U^2(111 + 8\beta U(131 + 208\beta U)) + (\alpha + 8\alpha \beta U)^2(21 + 2\beta U(173 + 328\beta U)) \right]
\]

(C.9)
The scalar sector with few more terms

\[ \mathcal{L}_m = - \frac{U}{1 + (2\alpha + 8\beta)U} - \frac{1}{2} X_q \]

\[ + \frac{\alpha^2 U + \beta(1 + 8\beta U) + \alpha(1 + 6\beta U)}{2 [1 + (2\alpha + 8\beta)U] [1 + (4\alpha + 8\beta)U]} X_q^2 \]

\[ - \frac{\alpha [12\alpha^3 U^2 + 3\beta(1 + 8\beta U)^2 + 2\alpha^2 U(7 + 48\beta U) + 3\alpha(1 + 18\beta U + 80\beta^2 U^2)]}{2(1 + 2\alpha U + 8\beta U)(1 + 4\alpha U + 8\beta U)^3} X_q^3 \]

\[ + \frac{3\alpha}{8(1 + 2\alpha U + 8\beta U)(1 + 4\alpha U + 8\beta U)^5} X_q^4 \left[ 64\alpha^6 U^4 \ldots \right] \]

\text{(C.10)}
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