Pair DETR: Contrastive Learning Speeds Up DETR Training
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Abstract

The DETR object detection approach applies the transformer encoder and decoder architecture to detect objects and achieves promising performance. In this paper, we present a simple approach to address the main problem of DETR, the slow convergence, by using representation learning technique. In this approach, we detect an object bounding box as a pair of keypoints, the top-left corner and the center, using two decoders. By detecting objects as paired keypoints, the model builds up a joint classification and pair association on the output queries from two decoders. For the pair association we propose utilizing contrastive self-supervised learning algorithm without requiring specialized architecture. Experimental results on MS COCO dataset show that Pair DETR can converge at least 10x faster than original DETR and 1.5x faster than Conditional DETR during training, while having consistently higher Average Precision scores.

1. Introduction

Object detection utilizing transformers (DETR) [1] is a recent approach that represents object detection as a direct prediction problem via a transformer encoder-decoder [26]. DETR reaches a competitive performance with Faster R-CNN [19] without using hand-designed sample selection and non-maximum suppression (NMS). However, DETR approach suffers from slow convergence on training, which needs large-scale training data and long training epochs to get good performance.

DETR [1] uses a set of learned object queries to reason about the associations of the objects and the global image context to output the final predictions set. However, the learned object query is very hard to explain. It does not have a distinct meaning and the corresponding prediction slots of each object query do not have a unique mode.

Deformable DETR [30], handles the issues of DETR by replacing the global dense attention (self-attention and cross-attention) with deformable attention that attends to a small set of key sampling points and using the high-resolution and multi-scale encoder. This however reduced their AP on the bigger objects which needs global dense attention.

Conditional DETR [14] approach is motivated by high dependence on content embeddings and minor contribu-
tions made by the spatial embeddings in cross-attention mechanism in DETR. The experimental results in DETR [1] illustrate that if removing the positional embeddings in keys and the object queries from the decoder layer and only using the content embeddings in keys and queries, the detection AP drops. The AP reduction is more observable when the positional embeddings are dropped from the decoder compared to the case when they are dropped from the encoder.

Conditional DETR approach, learns a conditional spatial embedding for each query from the corresponding previous decoder output embedding. It shrinks the spatial range for the content queries to localize the effective regions for class and box prediction. As a result, the dependence on the content embeddings is less and the training is easier.

Inspired by the great success of contrastive learning and self-supervised training in different applications such as CLIP [16] and SimCLR [2], we aim to utilize it in transformer training of DETR.

Two corner points, e.g. the top-left and bottom-right corners, can define the spatial extent of a bounding box, providing an alternative to the typical 4-d descriptor consisting of the box’s center point and size which is also used in DETR. This has been used in several bottom-up object detection methods such as [9, 25, 29] and has shown significantly better performance in object localization but not object classification [3].

In order to take advantage of a better localization we propose Pair DETR which consists of a pair of decoders, namely Center decoder and Top-left decoder. Center decoder is responsible to detect the center of bounding boxes while top-left decoder task is to predict top-left of the corresponding bounding boxes (see Fig.1). In addition to the center prediction, the center decoder is responsible for class prediction and the top-left decoder obeys the classification decision. The learned object queries are shared between two decoders, and as a result the order of center and top-left outputs are the same. To have a more discriminative embedding, contrastive learning approach is utilize between these two sets of output. The contributions of the paper are summarized as follows:

- We propose to use contrastive learning on features of two decoders to improve the embedding subspace of decoder and improve the classification performance.
- We incorporate an extra keypoint Top-left and associate it with the the standard keypoint – center of a bounding box. This novel two-point Transformer architecture improves the localization performance.
- Extensive experiments are conducted to prove the effectiveness of the proposed model comparing to state-of-the-art on COCO dataset.

2. Related works

2.1. Convolution based object detection

Most object detection models make predictions from carefully designed initial guesses. Anchor boxes or object centers are two main approaches for making the initial guesses. Anchor based solutions which borrow the idea from the proposal based models, can be categorized into two-stage models such as Faster RCNN [19] variants, and one-stage approaches such as SSD [12], and YOLO [17].

Two-stage detectors generate a sparse set of regions of interest (RoIs) and classify each of them by a network. Faster RCNN [19] introduced a region proposal network (RPN), which generates proposals from a set of pre-determined candidate boxes, namely anchor boxes. R-FCN [4] further improves the efficiency of Faster-RCNN by replacing the fully connected sub-detection network with a fully convolutional sub-detection network. DeNet [25] is a two-stage detector which generates RoIs without using anchor boxes. It determines how likely each location belongs to either the top-right, top-left, bottom-right, or bottom-left corner of a bounding box. It then creates RoIs by enumerating all possible corner combinations, and performs the standard two-stage approach to classify each RoI.

One-stage detectors such as SSD and YOLO, remove the RoI pooling step and detects objects in a single network. One-stage detectors are usually more computationally efficient than two-stage detectors while maintaining comparable performance on different challenging benchmarks. SSD directly classifies and refines anchor boxes that are densely defined over feature maps at different scales. YOLOv1 [17] predicts bounding boxes directly from an image, and later is improved in YOLOv2 [18] by utilizing anchors.

Anchor-free models such as YOLOv1, instead of using anchor boxes, predict bounding boxes at points near the center of objects. Only the points near the center are used since they are considered to be able to produce higher quality detection. YOLOv1 struggles with low recall, and thus YOLOv2 chooses to go back employing anchor boxes. Compared to YOLOv1, FCOS [24] can utilize all points in a ground truth bounding box to predict the bounding boxes and make comparable results to anchor based solutions. CenterNet [28] predicts the center, width, and height of objects with hourglass networks, demonstrating promising performance. CornerNet [9] is another keypoint-based approach, which directly detects an object using a pair of corners and groups them to form the final bounding box.

2.2. Transformer based object detection

DETR successfully applies Transformers to object detection, effectively removing the need for many hand-designed components like non-maximum suppression or anchor generation. The high computation complexity issue, caused by
Figure 2. Pair DETR contains additional decoder comparing to the other DETR based detection models. One decoder is dedicated to detection of center points (Center decoder) and the other is dedicated to locating top-left points (Top-left decoder). Pair DETR is optimized jointly using classification and regression losses for each decoder and contrastive loss between the two mentioned decoders.

3. Methodology

In this section, we first introduce preliminaries and then discuss details of our method.

3.1. Contrastive learning

Contrastive learning has become popular due to leading state-of-the-art results in different unsupervised representation learning tasks. The goal is to learn representations by contrasting positive pairs against negative pairs [7] and is used in various computer vision tasks, including data augmentation [15], or diverse scene generation [23]. The main idea of contrastive learning is to move the similar pairs near and dissimilar pairs far in the embedding subspace.

In this work, we follow a similar approach to SimCLR framework [2] for contrastive learning. SimCLR consists of four main components: a stochastic data augmentation method which generates positive pairs, an encoding network (f) that extracts the embedding representation vectors from augmented samples, a small projector head (g) that maps representations to the loss space, and a contrastive loss function that enforces more discriminative embedding representation between positive and negative pairs. Given a random mini-batch of N samples, SimCLR generates N positive pairs using the data augmentation method. For all positive pairs, the remaining 2N-1 augmented samples are treated as negative examples. Let \( h_i = f(x_i) \) be the representations of all 2N samples and \( z_i = g(h_i) \) be the projections of these representations. Let \( \text{sim}(u,v) = \frac{u^T v}{||u|| ||v||} \) denote the dot product between
Figure 3. Pair DETR utilizes contrastive learning to maximize the similarity between corresponding output embeddings (positive) of Center and Top-left decoders and minimizing the similarity to other output embeddings (negatives).

\[ \ell_{i,j} = -\log \frac{\exp(\frac{\text{sim}(z_i, z_j)}{\tau})}{\sum_{k=1}^{\infty} 1[k \neq i] \exp(\frac{\text{sim}(z_i, z_j)}{\tau})}, \]

where \( 1 \in \{0, 1\} \) is an indicator function evaluating to 1 iff \( k \neq i \) and \( \tau \) denotes a temperature parameter. The final loss which is also known as NT-Xent [15, 21] considers the average of losses computed across all positive pairs, both (i, j) and (j, i), in a mini-batch [2].

### 3.2. DETR

The proposed approach follows detection transformer (DETR) and predicts all the objects at once without the need for anchor generation or NMS. DETR architecture consists of a CNN backbone, a transformer encoder, a transformer decoder, and object class and box position predictors. The goal of transformer encoder is to enhance the embeddings output from the CNN backbone. It is a stack of multiple encoder layers, where each layer mainly consists of a self-attention layer and a feed-forward layer.

The transformer decoder is a stack of decoder layers. Each decoder layer, consists of three main components which are self-attention, cross-attention, and feed-forward layers, respectively. Self-attention layer performs interactions between the embeddings, outputted from the previous decoder layer and is utilized to remove duplication in prediction. Cross-attention layer combines the embeddings output from the encoder to refine the decoder embeddings for enhancing class and box prediction. Conditional DETR utilizes conditional cross-attention mechanism and forms the query by concatenating the content query \( c_q \), outputting from decoder self-attention, and the spatial query \( p_q \).

### 3.3. Pair DETR

The proposed Pair DETR mechanism forms by creating a pair of points. There are evidences which show the superiority of using two corners (e.g. the top-left corner and bottom-right corner) in terms of localization comparing to the other forms of object detection models which using center, width, height of bounding box representation. However, corner based models in general perform worse for the classification part [3]. One possible reason might be due to the fact that the corners contain less contextual information of the object inside the bounding box comparing to the center. Pair DETR is to taking advantage of both of these models by considering a pair of the center of bounding box and one corner of the same bounding box. Having only one corner in addition to the center is enough since the bottom-right corner is reciprocal to the top-left one. In addition, to associate the corresponding points belonging to the same bounding box, the center and one corner probably have more similar contents comparing to two opposite corners.

Two parallel decoders are employed in Pair DETR. Feature maps generated from the encoder are used as common keys by the two decoders. Two decoders are designed to detect top-left and center points, respectively. Each decoder has its own classification and regression loss and both decoders are trained jointly. The same set of learnt positional encodings that are referred to as object queries are fed to the pair of decoders (i.e. top-left decoder and center decoder). Specifically, the first object query from this set which is fed to the top-left decoder will be specialized in detecting the top-left of first bounding box. In addition, this object query is fed to the center decoder to detect the center of corresponding bounding box. These two embeddings from the two decoders are constructing the positive pair. Contrastive learning is utilized to keep consistent representation from
Table 1. Comparison between Pair DETR and previous DETR variants on COCO 2017 val. Our Pair DETR approach for all the backbones including high resolution (DC5-R50 and DC5-R101) and low resolution (R50 and R101) is at least 10x faster than the original DETR. In addition, Pair DETR performs almost $1.5 \times$ faster than conditional DETR. Pair DETR is empirically superior to other two single-scale DETR variants.

| Model                  | #epochs | AP   | AP$_{50}$ | AP$_{75}$ | AP$_{S}$ | AP$_{M}$ | AP$_{L}$ |
|------------------------|---------|------|-----------|-----------|----------|----------|----------|
| DETR-R50               | 500     | 42.0 | 62.4      | 44.2      | 20.5     | 45.8     | 61.1     |
| DETR-R50               | 50      | 34.9 | 55.5      | 36.0      | 14.4     | 37.2     | 54.5     |
| Conditional DETR-R50   | 50      | 40.9 | 61.8      | 43.3      | 20.8     | 44.6     | 59.2     |
| Conditional DETR-R50   | 75      | 42.1 | 62.9      | 44.8      | 21.6     | 45.4     | 60.2     |
| Conditional DETR-R50   | 108     | 43.0 | 64.0      | 45.7      | 22.7     | 46.7     | 61.5     |
| Pair DETR-R50          | 50      | 42.2 | 63.4      | 44.9      | 21.5     | 45.5     | 61.1     |
| Pair DETR-R50          | 75      | 43.0 | 64.6      | 45.7      | 22.0     | 46.2     | 61.5     |
| DETR-DC5-R50           | 500     | 43.3 | 63.1      | 45.9      | 22.5     | 47.3     | 61.1     |
| DETR-DC5-R50           | 50      | 36.7 | 57.6      | 38.2      | 15.4     | 39.8     | 56.3     |
| Conditional DETR-DC5-R50| 50    | 43.8 | 64.4      | 46.7      | 24.0     | 47.6     | 60.7     |
| Conditional DETR-DC5-R50| 75  | 44.5 | 65.2      | 47.3      | 24.4     | 48.1     | 62.1     |
| Conditional DETR-DC5-R50| 108  | 45.1 | 65.4      | 48.5      | 25.3     | 49.0     | 62.2     |
| Pair DETR-DC5-R50      | 50      | 44.6 | 65.4      | 47.5      | 24.5     | 48.1     | 61.9     |
| Pair DETR-DC5-R50      | 75      | 45.5 | 66.0      | 47.9      | 24.8     | 48.5     | 62.4     |
| DETR-R101              | 500     | 43.5 | 63.8      | 46.4      | 21.9     | 48.0     | 61.8     |
| DETR-R101              | 50      | 36.9 | 57.8      | 38.6      | 15.5     | 40.6     | 55.6     |
| Conditional DETR-R101  | 50      | 42.8 | 63.7      | 46.0      | 21.7     | 46.6     | 60.9     |
| Conditional DETR-R101  | 75      | 43.7 | 64.9      | 46.8      | 23.3     | 48.0     | 61.7     |
| Conditional DETR-R101  | 108     | 44.5 | 65.6      | 47.5      | 23.6     | 48.4     | 63.6     |
| Pair DETR-R101         | 50      | 43.6 | 64.8      | 46.7      | 22.4     | 47.2     | 62.0     |
| Pair DETR-R101         | 75      | 44.4 | 65.8      | 47.4      | 24.3     | 48.4     | 62.7     |
| DETR-DC5-R101          | 500     | 44.9 | 64.7      | 47.7      | 23.7     | 49.5     | 62.3     |
| DETR-DC5-R101          | 50      | 38.6 | 59.7      | 40.7      | 17.2     | 42.2     | 57.4     |
| Conditional DETR-DC5-R101| 50  | 45.0 | 65.5      | 48.4      | 26.1     | 48.9     | 62.8     |
| Conditional DETR-DC5-R101| 75  | 45.6 | 66.5      | 48.8      | 25.5     | 49.7     | 63.3     |
| Conditional DETR-DC5-R101| 108  | 45.9 | 66.8      | 49.5      | 27.2     | 50.3     | 63.3     |
| Pair DETR-DC5-R101     | 50      | 45.7 | 66.4      | 48.9      | 26.4     | 49.3     | 63.6     |
| Pair DETR-DC5-R101     | 75      | 46.1 | 67.2      | 49.3      | 26.7     | 49.8     | 63.9     |
| Other Single-scale DETR variants |
| Deformable DETR-R50-SS | 50      | 39.4 | 59.6      | 42.3      | 20.6     | 43.0     | 55.5     |
| UP-DETR-R50            | 150     | 40.5 | 60.8      | 42.6      | 19.0     | 44.4     | 60.0     |
| UP-DETR-R50            | 300     | 42.8 | 63.0      | 45.3      | 20.8     | 47.1     | 61.7     |
| Deformable DETR-DC5-R50-SS | 50 | 41.5 | 61.8      | 44.9      | 24.1     | 45.3     | 56.0     |

outputs of two decoders. Given 2N queries and a positive pair, similar to [2, 16], we treat one pair as positive and the other 2N-1 queries as negative examples. The procedure is depicted in Figures 2 and 3.

4. Results

4.1. Dataset

Same as other work in the DETR family, we conduct experiments on COCO 2017 dataset [11]. Our models are trained on the train set, and evaluated on the val set.

4.2. Implementation details

Pair DETR is based on conditional DETR architecture [14] and consists of the CNN backbone, transformer encoder, two transformer decoders, prediction feed-forward networks (FFNs) following each decoder layer (the last decoder layer and the 5 internal decoder layers) with parameters shared among the 6 prediction FFNs. Classification network (FFN) is shared between the two decoders (center and top-left decoders) while the regression network is separated. The hyperparameters are the same as DETR and conditional DETR. Conditional spatial embeddings are employed as the spatial queries for conditional multi-head cross-attention.
Table 2. A comparison of Pair DETR to multi-scale and higher-resolution DETR variants. Pair DETR is a single-scale approach. However our approach when utilizing high resolution backbone such as DC5-R50 and DC5-R101 outperforms the two multi-scale and higher-resolution DETR variants. This is with using only single scale and without using high resolution encoder.

| Model                  | #epochs | AP  | AP_{50} | AP_{75} | AP_{S} | AP_{M} | AP_{L} |
|------------------------|---------|-----|---------|---------|--------|--------|--------|
| Faster RCNN-FPN-R50    | 36      | 40.2| 61.0    | 43.8    | 24.2   | 43.5   | 52.0   |
| Faster RCNN-FPN-R50    | 108     | 42.0| 62.1    | 45.5    | 26.6   | 45.5   | 53.4   |
| Deformable DETR-R50    | 50      | 43.8| 62.6    | 47.7    | 26.4   | 47.1   | 58.0   |
| TSP-FCOS-R50           | 36      | 43.1| 62.3    | 47.0    | 26.6   | 46.8   | 55.9   |
| TSP-RCNN-R50           | 36      | 43.8| 63.3    | 48.3    | 28.6   | 46.9   | 55.7   |
| TSP-RCNN-R50           | 96      | 45.0| 64.5    | 49.6    | 29.7   | 47.7   | 58.0   |
| Pair DETR-DC5-R50      | 50      | 44.6| 65.4    | 47.5    | 24.5   | 48.1   | 61.9   |
| Pair DETR-DC5-R50      | 108     | 45.8| 66.2    | 48.8    | 25.7   | 49.0   | 63.0   |
| Faster RCNN-FPN-R101   | 36      | 42.0| 62.5    | 45.9    | 25.2   | 45.6   | 54.6   |
| Faster RCNN-FPN-R101   | 108     | 44.0| 63.9    | 47.8    | 27.2   | 48.1   | 56.0   |
| TSP-FCOS-R101          | 36      | 44.4| 63.8    | 48.2    | 27.7   | 48.6   | 57.3   |
| TSP-RCNN-R101          | 36      | 44.8| 63.8    | 49.2    | 29.0   | 47.9   | 57.1   |
| TSP-RCNN-R101          | 96      | 46.5| 66.0    | 51.2    | 29.9   | 49.7   | 59.2   |
| Pair DETR-DC5-R101     | 50      | 45.7| 66.4    | 48.9    | 26.4   | 49.3   | 63.6   |
| Pair DETR-DC5-R101     | 108     | 46.6| 67.5    | 49.8    | 27.4   | 50.6   | 64.4   |

and the combination of the spatial query (key) and the content query (key) is done through concatenation other than addition. In the first cross-attention layer there are no decoder content embeddings, we make simple changes based on the DETR implementation: concatenate the positional embedding predicted from the object query (the positional embedding) into the original query (key).

The prediction unit for spatial queries is an FFN and consists of learnable linear projection + ReLU + learnable linear projection: \( s = \text{FFN}(o) \). The 2D coordinates are normalized by the sigmoid function to use for forming conditional spatial query.

We utilized the Hungarian algorithm to find an optimal bipartite matching between predicted and the ground-truth object following DETR [1] and then form the loss function for computing and back-propagate the gradients. We follow Deformable DETR [30] to formulate the loss: the same loss function with 300 object queries, the same matching cost function, and the same trade-off parameters; The classification loss function is focal loss [10], and the box regression loss (including L\(_1\) and GIoU [20] loss) is the same as DETR [1]. Each decoder has its own classification and regression loss. Contrastive loss is also utilized between two decoders.

Training is performed following the DETR training protocol [1]. The backbone is the pretrained model on ImageNet from torchvision with batchnorm layers fixed, and the transformer parameters are initialized using the Xavier initialization scheme [6]. The weight decay is set to be \( 10^{-4} \). The AdamW [13] optimizer is employed. The learning rates for the backbone and the transformer are initially set to be \( 10^{-5} \) and \( 10^{-4} \), respectively. The dropout rate in transformer is 0.1. The learning rate is dropped by a factor of 10 after 40 epochs for 50 training epochs, after 60 epochs for 75 training epochs, and after 80 epochs for 108 training epochs. We use data augmentation following DETR scheme: resizing the input images whose shorter side is between 480 to 800 pixels while the longer side is by at most 1333 pixels; randomly crop the image such that a training image is cropped with probability 0.5 to a random rectangular patch. We use the standard COCO to evaluate and report the average precision (AP), and the AP scores at 0.50, 0.75 and for the small, medium, and large objects.

4.3. Comparison to DETR

We compare the proposed Pair DETR to the original DETR [1] and conditional DETR [14]. We follow [1] and report the results over four backbones: ResNet-50 [8], ResNet-101, and their high resolution extensions DC5-ResNet-50 and DC5-ResNet-101.

The corresponding DETR models are named as DETR-R50, DETR-R101, DETR-DC5-R50, and DETR-DC5-R101, respectively. Our models are named as Pair DETR-R50, Pair DETR-R101, Pair DETR-DC5-R50, and Pair DETR-DC5-R101, respectively.

Table 1 presents the results from DETR, conditional DETR, and Pair DETR. DETR with 50 training epochs performs much worse than 500 training epochs. Conditional DETR with 50 training epochs for R50 and R101 as the backbones performs slightly worse than DETR with 500 training epochs. However Pair DETR (backbone R50 and R101) performs slightly better than DETR with 500 training epochs. In addition, Pair DETR with 50 training epochs for DC5-R50 and DC5-R101 could outperform DETR with 500
Figure 4. Visual comparison on COCO validation set. Comparing to conditional DETR [14], Pair DETR shows superior performance in detecting objects blending in the background (4a vs. b, 4g vs. h), locating smaller objects contained within larger objects (4c vs. d), as well as detecting objects around the boundaries of images (4e vs. f, 4g vs. h).

Training epochs by a bigger margin. Pair DETR for the three backbones with 50 training epochs performs slightly better than conditional DETR with 75 training epochs (the only exception is backbone R101). Figure 4 visualizes the detection performance of Pair vs. conditional DETR on COCO dataset with 50 training epochs. In addition, Pair DETR with 75 training epochs outperform conditional DETR with 75 training epochs for all the four backbones. In summary, training Pair DETR for all the backbones is at least 10× faster than the original DETR. In addition, training Pair DETR for all the backbones is 1.5× faster than corresponding conditional DETR.

In addition, we report the results of single-scale DETR extensions: UP-DETR [5] and deformable DETR-SS [30] in Table 1. Our results over R50 and DC5-R50 are better than deformable DETR-SS: 42.2 vs. 39.4 and 44.6 vs. 41.5. The comparison might not be fully fair as for example parameter and computation complexities are more different in these extensions, but it implies that the conditional cross-attention mechanism is beneficial. Compared to UP-DETR-R50, our results with fewer training epochs are obviously better.

Overall, some people may take the higher AP in Table 1 as granted as Pair DETR obviously has more parameters than some of the other methods, e.g., the original DETR and the Conditional DETR, to fit the data. However, in addition to accuracy, it is important to read it from another perspective: Pair DETR demonstrates significantly faster convergence than its counterparts, although having a larger size of model.

4.4. Comparison to multi-scale and higher-resolution DETR variants

It has been shown in prior work that conventional wisdom in computer vision such as embracing higher resolution and multi scale can also boost object detection accuracy for DETRs. As they are techniques orthogonal to this
Table 3. A comparison of different settings for Pair DETR. We investigate the effect of adding each component to the proposed Pair DETR. Addition of contrastive learning showed effective improvement. In addition, localization of bounding boxes based on two points is more accurate compared to regressing it directly from the center.

| Model               | Cont. learning | w, h | Pairs coordinates | AP   | AP_{50} | AP_{75} | AP_{S}  | AP_{M} | AP_{L} |
|---------------------|----------------|------|-------------------|------|---------|---------|---------|---------|---------|
| Pair DETR-R50 (a)   | ✓              | ✓    |                   | 41.1 | 62.1    | 43.5    | 20.9    | 44.8    | 59.3    |
| Pair DETR-R50 (b)   | ✓              | ✓    |                   | 41.8 | 63.3    | 44.1    | 21.1    | 45.2    | 60.7    |
| Pair DETR-R50 (c)   | ✓              | ✓    | ✓                 | 42.1 | 63.6    | 44.5    | 21.3    | 45.4    | 61.0    |
| Pair DETR-R50 (d)   | ✓              | ✓    | ✓                 | 42.2 | 63.8    | 44.5    | 21.5    | 45.5    | 61.1    |

Table 4. A comparison of different matching strategies for Pair DETR.

| Model               | head sep. | head sh. | Ti cl. cost | Cent. cl. cost | AP   | AP_{50} | AP_{75} | AP_{S}  | AP_{M} | AP_{L} |
|---------------------|-----------|----------|-------------|----------------|------|---------|---------|---------|---------|---------|
| Pair DETR-R50 (1)   | ✓         | ✓        | ✓           | ✓              | 41.4 | 62.5    | 43.8    | 21.0    | 44.9    | 59.8    |
| Pair DETR-R50 (2)   | ✓         |         | ✓           | ✓              | 42.0 | 63.4    | 44.2    | 21.3    | 45.3    | 60.7    |
| Pair DETR-R50 (3)   | ✓         |         |             | ✓              | 42.2 | 63.8    | 44.5    | 21.5    | 45.5    | 61.1    |

4.5. Ablation

Effect of contrastive loss and regressing bounding box. We consider four different models to study the effect of different components of the Pair DETR. All models are trained for 50 epochs and the classification head is shared between two decoders. However, each decoder has its own regression head. In the setting (a) contrastive learning is not employed and also 

\[ T(w, h) = \left( \frac{(x_{tl} - x_c) \times 2 + w_c, (y_{tl} - y_c) \times 2 + h_c}{2} \right), \]

where \((x_{tl}, y_{tl})\) and \((x_c, y_c)\) are the coordinates of top-left and center points, respectively. This conversion makes the model to consider two important points instead of relying on one point (center) and it has a positive impact on the detection performance. In the last setting (d), width and height are extracted using Eq.2 and also predicted independently from center decoder. The conversion function for width and height is taking average of them as follows:

\[
T(w, h) = \left( \frac{(x_{tl} - x_c) \times 2 + w_c, (y_{tl} - y_c) \times 2 + h_c}{2} \right),
\]

where \((x_{tl}, y_{tl})\) and \((x_c, y_c)\) are the coordinates of top-left and center points, respectively. \((w_c, h_c)\) is the predicted width and height from the center decoder. This setting outperforms the other settings as it is presented in Table 3. Here we take the average of the calculated \((w,h)\) from the pair coordinates as well as the predicted width and height from the center decoder.

Strategies for Hungarian matching. We evaluate different strategies for Hungarian matching. As it is explained in original DETR paper, after the bounding box prediction step, they are selected in a way to minimize the classification and regression costs. In this experiment, we are interested to explore the effect of classification cost on Hungarian matching and model performance. Three different settings are considered and in all of them the model is trained with 50 training epochs. In the first setting (1), each decoder has its own classification head. Moreover, Top-left decoder has the same role as center decoder in classification cost of Hungarian matching. This model performs worst among all the three settings. In the second setting (2), the classification head is shared between two decoders, but still the classification cost of Top-left decoder plays equal role and is considered in matching. In the third setting (3), the classification head is shared and only the classification cost of center decoder is considered for matching. As it is shown in Table 4, this model outperforms the other two settings. One possible reason for this can be due to the fact that the center points contain more representative features related to the content (class id) of the bounding box compared to extreme points or corner points. Therefore this setting is selected for...
our proposed Pair DETR model.

5. Conclusions

In this work, we introduce a simple approach for considering extra point in DETR which detects objects using a pair, including one center keypoint and one corner (Top-left). For this purpose, one additional decoder is employed. Using this approach, we leverage more than one keypoint for the localization of a bounding box. In addition, we utilize a contrastive learning approach as an auxiliary task to make the output embeddings of two decoders to be more discriminative. Although the presented implementation is based upon conditional DETR, the simplicity of the idea allows it easily extended to other DETR family detectors e.g., Deformable DETR [30] in the future, expectably boosting the performance of the base detector by a considerable margin.
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