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ABSTRACT. We study a filtered Lie splitting scheme for the cubic nonlinear Schrödinger equation. We establish error estimates at low regularity by using discrete Bourgain spaces. This allows us to handle data in $H^s$ with $0 < s < 1$ overcoming the standard stability restriction to smooth Sobolev spaces with index $s > 1/2$. More precisely, we prove convergence rates of order $\tau^{s/2}$ in $L^2$ at this level of regularity.

1. Introduction

We consider the cubic nonlinear Schrödinger equation (NLS)

$$i\partial_t u = -\partial^2_x u - \mu |u|^2 u, \quad (t, x) \in \mathbb{R} \times \Omega \tag{1}$$

equipped with periodic boundary conditions $\Omega = \mathbb{T}$ or set on the full space $\Omega = \mathbb{R}$. We allow both the defocusing and focusing case $\mu = \pm 1$. In the last decades, a large variety of numerical schemes has been proposed to approximate the time dynamics of NLS. A particular attractive class of schemes are splitting methods, where the right-hand side is split into the linear

$$T(u) = i\partial^2_x u$$

do not contain any nonlinear term. This splitting approach is commonly used in practical computations as it is easy to implement and preserves the mass in the system, i.e., the $L^2$ norm of the solution. For smooth solutions the error behaviour of splitting methods is nowadays well understood. If the initial value satisfies $u(0) \in H^2$ then the Lie splitting scheme

$$u_{n+1}^{\text{Lie}} = e^{i\tau T} u_n^{\text{Lie}}, \quad u_0^{\text{Lie}} = u(0) \tag{2}$$

allows for global error estimates at order $\tau$ in $L^2$; see [4, 5, 8, 11]. This smoothness requirement, i.e., that $u(0) \in H^2$, stems from the local approximation error. More precisely, one can show that the Lie splitting method (2) applied to cubic NLS (1) introduces a local error of type $\tau^2 [T, V](u)$ with the commutator given by (see [11, Section 4.2])

$$\frac{1}{2\mu} [T, V](u) = \mu (\partial_x u)^2 + 2u (\partial_x u) (\partial_x \overline{u}) + u^2 \partial_{xx} \overline{u}. \tag{3}$$

From the above relation we readily see that the last term $u^2 \partial_{xx} \overline{u}$ requires the boundedness of two additional derivatives of the solution such that global first-order convergence in $L^2$ will require (at least) $H^2$ solutions. Indeed, a classical Lady Windermere argument (see [6]) combined with the standard bilinear estimate

$$\|vw\|_{H^\sigma} \leq C_\sigma \|v\|_{H^\sigma} \|w\|_{H^\sigma}, \quad \sigma > 1/2$$

allows us to deduce from the local error structure (3) global first-order convergence in $H^\sigma$ for solutions $u(t) \in H^{\sigma+2}$ for any $\sigma > 1/2$. Using a refined global error analysis, by first proving fractional convergence of the scheme in a suitable higher order Sobolev space (which implies a priori the boundedness of the numerical solution in this space [11]), one can push down the error analysis to $L^2$ with a global error of order $\tau$ for $H^2$ solutions.

One may now wonder what happens for less smooth solutions $u(t) \in H^s$ with $s < 2$. Clearly, we can no longer expect full first-order convergence due to the local error structure (3) which involves...
the term $u^2 \partial_x u$. However, one may expect to achieve fractional error estimates with the rate of convergence depending on the regularity of the solution. Indeed, with a refined global error analysis, fractional convergence of order $\tau^{s/2}$ can be established in $L^2$ for solutions in $H^s$ as long as $s > 1/2$. The latter restriction $s > 1/2$ is thereby crucial when estimating the nonlinear terms in the global error by a Sobolev embedding theorem

$$\|vw\|_{L^2} \leq C\|v\|_{L^2}\|w\|_{H^r}, \quad r > \frac{1}{2}. \quad (4)$$

The nonlinear $L^2$ estimate (4) restricts the class of possible solutions to smooth Sobolev spaces $u(t) \in H^s$ with $s > 1/2$. Classical arguments based on the nonlinear $L^2$ estimate (4) break down for rough solutions. For a long time it was therefore an open question whether one can actually establish global convergence (with arbitrarily small order of convergence $\tau^{\varepsilon(s)}$, $\varepsilon > 0$) for splitting methods for NLS under rough data

$$u(0) \in H^s, \quad 0 < s \leq 1/2. \quad (5)$$

The aim of this paper lies in closing this gap.

In this paper we establish low regularity estimates for the filtered Lie splitting method

$$u^{n+1} = \exp(i\tau^2 \Pi_\tau) \left( \exp(i\mu \|\Pi_\tau u^n\|^2 \Pi_\tau u^n) \right), \quad u^0 = \Pi_\tau u(0) \quad (6)$$

with the aid of discrete Bourgain spaces; cf. [12]. This will allow us for the first time to deal with rough data (5). Here, the projection operator $\Pi_\tau$ for $\tau > 0$ is defined by the Fourier multiplier

$$\Pi_\tau = \chi \left( \frac{-i\partial_x}{\tau^{1/2}} \right) = \Pi, \quad (7)$$

where $\chi$ is the characteristic function $\chi = 1_{[-1,1]}$. Note that the projection $\Pi_\tau$ is then continuous on $L^p$ for $p \in (1, +\infty)$ with operator norm uniformly bounded for $\tau \in (0, 1]$. Such a filtered splitting was originally proposed for nonlinear Schrödinger equations on the full space by Ignat [8]; see also Ignat and Zuazua [7].

For the filtered Lie splitting (6) first order error estimates for $H^2(\mathbb{R}^d)$ solutions were established in [8] with the aid of discrete Strichartz type estimates $L^2(\mathbb{R}^d)$ in dimensions $d \leq 3$. Splitting methods with numerical filters have been also successfully introduced in [1] for nonlinear Schrödinger equations in the semiclassical regime with attractive interaction to suppress numerically the modulation instability.

The main result of the paper is to prove that the filtered Lie splitting (6) indeed allows approximations to the cubic NLS (1) with rough initial data (5). More precisely, we show that

**Theorem 1.1.** For every $T > 0$ and $u_0 \in H^{s_0}$, $s_0 > 0$, let $u \in \mathcal{C}([0, T], H^{s_0})$ be the exact solution of (1) with initial datum $u_0$ and denote by $u^n$ the sequence defined by the scheme (6). Then, for every $0 < s_1 < s_0$, $s_1 \in [0, 2]$, we have the following error estimate: there exists $\tau_0 > 0$ and $C_T > 0$ such that for every step size $\tau \in (0, \tau_0]$

$$\|u^n - u(t_n)\|_{L^2} \leq C_T \tau^{\frac{s_1}{2}}, \quad 0 \leq n \tau \leq T. \quad (8)$$

With the aid of discrete Strichartz type estimates (on $\mathbb{R}$) and Bourgain type estimates (on $\mathbb{T}$) low regularity estimates could be recently established for resonance based filtered discretisations for rough data (5); see [12, 13]. Compared to the filtered Lie splitting (6) resonance based filtered schemes allow (thanks to their favorable local error structure) improved convergence rates for solutions in $H^s$ with $s > 1/4$. However, for very rough data, i.e., in regimes where $0 < s < 1/4$, the convergence rate we show here for the filtered Lie splitting (6) coincides with the convergence rate established for the resonance based schemes. This is due to the fact that at this point of roughness the “worst” regularity restrictions stem from the “space discretization”, which consists
in projecting the equation onto a finite number of Fourier modes, and not from the local error of the time discretization.

Our error estimates are based on discrete Bourgain type estimates developed in [12]. It seems also possible to extend the analysis developed in this paper to higher dimensions and more general nonlinearities. The central task would lie in establishing the corresponding discrete counterpart of the continuous Bourgain estimates given in [2] in the various cases as done in [12] for the periodic NLS.

Note that the filtered Lie splitting (6) can be seen as a classical Lie splitting discretisation of the projected equation

\[ i \partial_t u_\tau = -\partial_x^2 u_\tau - \mu \Pi_\tau (|\Pi_\tau u_\tau|^2 \Pi_\tau u_\tau), \quad u_\tau(0) = \Pi_\tau u(0). \]  

(9)

Hence, the idea is to first analyse the difference between the original NLS equation (1) and its projected counterpart (9) on the continuous level. This will then allow us to analyse the time discretisation error introduced by the Lie splitting discretisation (6) applied to the projected equation (9).

Outline of the paper. In a first step we study the difference between the original NLS equation (1) and its projected counterpart (9); see Section 2. This will give a bound on

\[ \|u(t) - u_\tau(t)\|_{L^2}. \]

Then we will analyse the time discretisation error introduced by the Lie splitting discretisation (6) applied to the projected equation (9); see Section 3. This will yield a bound on

\[ \|u_\tau(t_n) - u^n\|_{L^2}. \]

Combining the above two estimates eventually allows us to establish the desired global error estimate on \( \|u(t_n) - u^n\|_{L^2} \) since

\[ \|u(t_n) - u^n\|_{L^2} \leq \|u(t_n) - u_\tau(t_n)\|_{L^2} + \|u_\tau(t_n) - u^n\|_{L^2}. \]

We carry out the error analysis on the torus \( \mathbb{T} \); however, all estimates also hold for the full space case \( \mathbb{R} \).

Notations. We close this section with some notation that will be used throughout the paper. For two expressions \( a \) and \( b \), we write \( a \lesssim b \) whenever \( a \leq Cb \) holds with some constant \( C > 0 \), uniformly in \( \tau \in (0, 1] \). We further write \( a \sim b \) if \( b \approx a \approx b \). When we want to emphasize that \( C \) depends on an additional parameter \( \gamma \), we write \( a \lesssim \gamma b \).

Further, we denote \( \langle \cdot \rangle = (1 + |\cdot|^2)^{\frac{1}{2}} \) and for sequences \( (u_n)_{n \in \mathbb{Z}} \in X^\mathbb{Z} \) in a Banach space \( X \) with norm \( \|\cdot\|_X \), we use the notation

\[ \|u_n\|_{p,X} = \left( \tau \sum_{n} \|u_n\|_{X}^p \right)^{\frac{1}{p}}, \quad \|u_n\|_{p,\mathbb{Z},X} = \sup_{n \in \mathbb{Z}} \|u_n\|_X. \]

2. Error between the exact and the projected equation

In this section we estimate the difference between the solutions of the original NLS equation (1) and its projected counterpart (9). Such an estimate was already established in [12].

Let us recall the definition of Bourgain spaces. A tempered distribution \( u(t, x) \) on \( \mathbb{R} \times \mathbb{T} \) belongs to the Bourgain space \( X^{s,b} \) if its following norm is finite

\[ \|u\|_{X^{s,b}} = \left( \int_{\mathbb{R}} \sum_{k \in \mathbb{Z}} (1 + |k|)^{2s} (1 + |\sigma + k^2|)^{2b} |\tilde{u}(\sigma, k)|^2 d\sigma \right)^{\frac{1}{2}}, \]
where \( \widetilde{u} \) is the space-time Fourier transform of \( u \):

\[
\widetilde{u}(\sigma, k) = \int_{\mathbb{R} \times T} e^{-i\sigma t - ikx} u(t, x) \, dt \, dx.
\]

We shall also use a localized version of this space. For \( I \subset \mathbb{R} \) being an open interval, we say that \( u \in X^{s,b}(I) \) if \( \|u\|_{X^{s,b}(I)} < \infty \), where

\[
\|u\|_{X^{s,b}(I)} = \inf \{ \|\overline{u}\|_{X^{s,b}}, \overline{u}|_I = u \}.
\]

When \( I = (0, T) \) we will often simply use the notation \( X^{s,b}(T) \). We refer for example to [12] Lemma 2.1 for some useful properties of these spaces in this setting (and to [2] and [17] for more details). A particularly useful property we will exploit in the following is the embedding \( X^{s,b} \subset \mathcal{C}(\mathbb{R}, H^s) \) for \( b > 1/2 \). Let us first recall the following classical well-posedness result for (1).

**Theorem 2.1.** For every \( T > 0 \) and \( u_0 \in L^2 \), there exists a unique solution \( u \) of (1) such that \( u \in \mathcal{C}([0, T], L^2) \cap X^{0,b}(T) \) for any \( b \in (1/2, 5/8) \). Moreover, if \( u_0 \in H^{s_0}, \ s_0 > 0 \), then \( u \in \mathcal{C}([0, T], H^{s_0}) \cap X^{s_0,b}(T) \).

We refer again to [12] for a sketch of the proof.

In a similar way, we get for the solution of (9) the following estimate.

**Proposition 2.2.** For \( u_0 \in H^{s_0}, \ s_0 \geq 0, \) and \( \tau \in (0, 1) \), there exists a unique solution \( u_\tau \) of (9) such that \( u_\tau \in X^{0,b}(T) \) for \( b \in (1/2, 5/8) \) and every \( T > 0 \). Moreover, for every \( T > 0 \), there exists \( M_T \) such that for every \( \tau \in (0, 1) \), we have the estimate

\[
\|u_\tau\|_{X^{s_0,b}(T)} \leq M_T.
\]

Furthermore, it holds that uniformly for \( \tau \in (0, 1] \), we have for some \( C_T > 0 \),

\[
\|u - u_\tau\|_{L^\infty([0,T];L^2)} \lesssim \|u - u_\tau\|_{X^{0,b}(T)} \leq C_T \tau^{-\frac{3b}{2}}.
\]

This statement is proven in [12]. It is a special case of Proposition 2.4 and Corollary 2.6 in that article with \( K = \tau^{-\frac{3}{2}} \).

Moreover, if \( s_0 > 0 \), we have the following additional property:

**Corollary 2.3.** Let \( b \in (5/8, 1) \) and assume that \( s_0 > 0 \), then for every \( 0 \leq s_1 < s_0 \), we also have that for every \( T > 0 \) and uniformly in \( \tau \),

\[
\|u_\tau\|_{X^{s_1,b}(T)} \leq M_T.
\]

This is proven in [12] Corollary 2.8.

3. Error representation of the time discretisation of the projected equation

In this section we derive an estimate on the time discretisation error introduced by the Lie splitting discretisation (6) applied to the projected equation (9). This will give an estimate on

\[
\|u_\tau(t_n) - u^n\|_{L^2}.
\]

First we rewrite the filtered splitting (6) with the aid of the telescopic identity as follows

\[
u^n = e^{i\nu T} \Pi_T u(0) + i \mu T \sum_{k=0}^{n-1} e^{i(n-k)\tau \partial_x^2} \Pi_T \frac{e^{i\nu T} \Pi_T u^n}{i \mu T} - 1 \Pi_T u^n
\]

(10)
(see also [8]). Next we compare the scheme (10) with the mild solution of (9). Note that the mild solution of (9) reads with the notation \( t_n = n \tau \)

\[
\begin{align*}
    u_{\tau}(t_n) &= e^{in\tau \partial^2_s} \Pi_\tau u(0) + i \mu \int_0^{t_n} e^{i(t_n-s)\partial^2_s} \Pi_\tau (|\Pi_\tau u_\tau(s)|^2 \Pi_\tau u_\tau(s)) \, ds \\
    &= e^{in\tau \partial^2_s} \Pi_\tau u(0) + i \mu \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} e^{i(t_n-s)\partial^2_s} \Pi_\tau (|\Pi_\tau u_\tau(s)|^2 \Pi_\tau u_\tau(s)) \, ds \\
    &= e^{in\tau \partial^2_s} \Pi_\tau u(0) + i \mu \sum_{k=0}^{n-1} \int_0^\tau e^{i(t_n-t_k-s)\partial^2_s} \Pi_\tau (|\Pi_\tau u_\tau(t_k+s)|^2 \Pi_\tau u_\tau(t_k+s)) \, ds.
\end{align*}
\]

Thus, by taking the difference of (11) and (10) we obtain that

\[
\begin{align*}
    u_{\tau}(t_n) - u^n &= i \mu \tau \sum_{k=0}^{n-1} e^{i(n-k)\tau \partial^2_s} \left( \Phi^{\tau}_{\lambda'}(u_\tau(t_k)) - \Phi^{\tau}_{\lambda'}(u^k) \right) + i \mu \sum_{k=0}^{n-1} e^{i(n-k)\tau \partial^2_s} \mathcal{E}_{\text{loc}}(t_k, \tau, u_\tau) \\
    &= \Pi_\tau \int_0^\tau \left( e^{-is\partial^2_s} - 1 \right) \left( |\Pi_\tau u_\tau(t_k + s)|^2 \Pi_\tau u_\tau(t_k + s) - e^{i\mu \tau|\Pi_\tau u_\tau(t_k)|^2} \right) \, ds
\end{align*}
\]

with the nonlinear flow

\[
\Phi^{\tau}_{\lambda'}(w) = \Pi_\tau \left( \frac{e^{i\mu \tau|\Pi_\tau w|^2} - 1}{i \mu \tau} \Pi_\tau w \right)
\]

and the local error

\[
\mathcal{E}_{\text{loc}}(t_k, \tau, u_\tau)
\]

\[
\begin{align*}
    &= \Pi_\tau \int_0^\tau \left( e^{-is\partial^2_s} - 1 \right) \left( |\Pi_\tau u_\tau(t_k + s)|^2 \Pi_\tau u_\tau(t_k + s) \right) \, ds \\
    &\quad + \Pi_\tau \int_0^\tau |\Pi_\tau u_\tau(t_k + s)|^2 \Pi_\tau \left( u_\tau(t_k + s) - u_\tau(t_k) \right) \, ds \\
    &\quad + \Pi_\tau \int_0^\tau \left( |\Pi_\tau u_\tau(t_k + s)|^2 - \frac{e^{i\mu \tau|\Pi_\tau u_\tau(t_k)|^2} - 1}{i \mu \tau} \right) \Pi_\tau u_\tau(t_k) \, ds
\end{align*}
\]

where by (11)

\[
\begin{align*}
    u_\tau(t_k + s) - u_\tau(t_k)
    &= \left( e^{is\partial^2_s} - 1 \right) u_\tau(t_k) + i \mu \int_0^s e^{i(s-\xi)\partial^2_s} \Pi_\tau \left( |\Pi_\tau u_\tau(t_k + \xi)|^2 \Pi_\tau u_\tau(t_k + \xi) \right) \, d\xi.
\end{align*}
\]

4. Discrete Bourgain spaces

Before performing local error and stability estimates for rough data, we shall recall the main properties of the discrete Bourgain spaces introduced in [12].

For sequences of functions \((u_n(x))_{n \in \mathbb{Z}}\), we define the Fourier transform \(\tilde{u}_n(\sigma, k)\) by

\[
\mathcal{F}_{\tau,x}(u_n)(\sigma, k) = \tilde{u}_n(\sigma, k) = \tau \sum_{m \in \mathbb{Z}} \tilde{u}_m(k) e^{im \tau \sigma}, \quad \tilde{u}_m(k) = \frac{1}{2\pi} \int_{-\pi}^{\pi} u_m(x) e^{-ikx} \, dx.
\]

Parseval’s identity then reads

\[
\|\tilde{u}_n\|_{L^2}^2 = \|u_n\|_{L^2}^2,
\]

\[(16)\]
where
\[
\|\tilde{u}_n\|_{L^2}^2 = \int_{-\pi}^{\pi} \sum_{k \in \mathbb{Z}} |\tilde{u}_n(\sigma, k)|^2 \, d\sigma, \quad \|u_n\|_{L^2}^2 = \tau \sum_{m \in \mathbb{Z}} \int_{-\pi}^{\pi} |u_m(x)|^2 \, dx.
\]

We define the discrete Bourgain spaces $X^{s,b}_\tau$ for $s \geq 0$, $b \in \mathbb{R}$, $\tau > 0$ by
\[
\|u_n\|_{X^{s,b}_\tau} = \left\| (k)^s (d_\tau(\sigma - k^2))^{b} \tilde{u}_n(\sigma, k) \right\|_{L^2},
\]
where $d_\tau(\sigma) = \frac{e^{i\sigma} - 1}{\tau}$. Note that $d_\tau$ is $2\pi/\tau$ periodic and that uniformly in $\tau$, we have $|d_\tau(\sigma)| \sim |\sigma|$ for $|\tau\sigma| \leq \pi$.

For $s \in \mathbb{R}$ and $b > 1/2$, we have that $X^{s,b}_\tau \subset L^\infty_{x,b}$:
\[
\|u_n\|_{L^\infty_{x,b}} \lesssim_b \|u_n\|_{X^{s,b}_\tau}.
\]

From the properties of the $d_\tau$ function, we also have that
\[
\sup_{\delta \in [-\pi, \pi]} \|e^{i\tau\delta^2} u_n\|_{X^{s,b}_\tau} \lesssim_b \|u_n\|_{X^{s,b}_\tau},
\]
and that the discrete spaces satisfy the embeddings
\[
\|u_n\|_{X^{0,b}_\tau} \lesssim \frac{1}{\tau^{b-b'}} \|u_n\|_{X^{0,b'}_\tau}, \quad b \geq b'.
\]

Some useful more technical properties are gathered in the following lemma; see [13, Lemma 3.4].

**Lemma 4.1.** For $\eta \in C_0^\infty(\mathbb{R})$ and $\tau \in (0,1)$, we have that
\[
\|\eta(n\tau)e^{i\tau n^2} f\|_{X^{s,b}_\tau} \lesssim_{\eta,b} \|f\|_{H^s}, \quad s \in \mathbb{R}, \ b \in \mathbb{R}, \ f \in H^s,
\]
\[
\|\eta(n\tau)u_n\|_{X^{s,b}_\tau} \lesssim_{\eta,b} \|u_n\|_{X^{s,b}_\tau}, \quad s \in \mathbb{R}, \ b \in \mathbb{R}, \ u_n \in X^{s,b}_\tau,
\]
\[
\left\| \eta \left( \frac{n\tau}{T} \right) u_n \right\|_{X^{s,b'}_{\tau}} \lesssim_{\eta,b,b'} T^{b-b'} \|u_n\|_{X^{s,b}_\tau}, \quad s \in \mathbb{R}, \ -\frac{1}{2} < b' \leq b < \frac{1}{2}, \ 0 < T = N\tau \leq 1, \ N \geq 1.
\]

In addition, for
\[
U_n(x) = \eta(n\tau) \sum_{m=0}^{n} e^{i(n-m)\tau n^2} u_m(x),
\]
we have
\[
\|U_n\|_{X^{s,b}_\tau} \lesssim_{\eta,b} \|u_n\|_{X^{s,b-1}_\tau}, \quad s \in \mathbb{R}, \ b > 1/2.
\]

We stress that all given estimates are uniform in $\tau$.

The crucial product property in the analysis of cubic NLS for these discrete spaces is given in the following lemma.

**Lemma 4.2.** We have, uniformly for $\tau \in (0,1]$,
\[
\|\Pi_\tau u_n\|_{L^4} \lesssim \|u_n\|_{X^{s,\frac{1}{8}}_\tau}.
\]

This yields for any sequences $(u_n)$, $(v_n)$, $(w_n)$ and for every $s_1 \geq 0$,
\[
\|\Pi_\tau (\Pi_\tau u_n \Pi_\tau v_n \Pi_\tau w_n)\|_{X^{s_1,\frac{1}{8}}}_{\tau} \lesssim \|u_n\|_{X^{s_1,\frac{1}{8}}_\tau} \|v_n\|_{X^{s_1,\frac{3}{8}}_\tau} \|w_n\|_{X^{s_1,\frac{3}{8}}_\tau},
\]
again uniformly for $\tau \in (0,1]$. 6
Proof. The estimate (26) was proven in [12] (see Lemma 3.1), we refer to this paper for the proof.

Note that (26) states that $\Pi_{\tau}$ is a continuous map from $X^{0,-\frac{3}{8}}_{\tau}$ to $l^4_{2}L^{\frac{4}{3}}$. We can then also deduce by duality that the adjoint $\Pi_{\tau}^* = \Pi_{\tau}$ is continuous from $l^4_{2}L^{\frac{4}{3}}$ to $X^{0,-\frac{3}{8}}_{\tau}$ with the same norm, which means that

$$\|\Pi_{\tau} u_n\|_{X^{0,-\frac{3}{8}}_{\tau}} \leq \|u_n\|_{l^4_{2}L^{\frac{4}{3}}}.$$  \hspace{1cm} (28)

To deduce (27), we first use that thanks to (28) we have for every $s_1 \geq 0$

$$\|\Pi_{\tau} (\Pi_{\tau} u_n \Pi_{\tau} v_n \Pi_{\tau} w_n)\|_{X^{s_1,-\frac{3}{8}}_{\tau}} \leq \|\langle \partial_x \rangle^{s_1} (\Pi_{\tau} u_n \Pi_{\tau} v_n \Pi_{\tau} w_n)\|_{l^4_{2}L^{\frac{4}{3}}}.$$  \hspace{1cm} (29)

Next, by using the generalized Leibniz rule and the Hölder inequality, we obtain that

$$\|\Pi_{\tau} (\Pi_{\tau} u_n \Pi_{\tau} v_n \Pi_{\tau} w_n)\|_{X^{s_1,-\frac{3}{8}}_{\tau}} \leq \|\langle \partial_x \rangle^{s_1} \Pi_{\tau} u_n\|_{l^4_{2}L^{\frac{4}{3}}} \|\langle \partial_x \rangle^{s_1} \Pi_{\tau} v_n\|_{l^4_{2}L^{\frac{4}{3}}} \|\langle \partial_x \rangle^{s_1} \Pi_{\tau} w_n\|_{l^4_{2}L^{\frac{4}{3}}}$$

and we conclude by using (26) again. \hspace{1cm} \square

Finally, the estimates of Corollary 2.3 for the continuous solution, gives the following property for its restriction on the grid.

**Proposition 4.3.** Let $u_{\tau}$ be the solution of (9) and define the sequence $u_{\tau}^n = u_{\tau}(n\tau + t', x)$. Assume that $u_0 \in H^{s_0}$, $s_0 > 0$. Then, for every $s_1$, such that $0 \leq s_1 < s_0$, we have that

$$\sup_{t' \in [0,4\tau]} \|\eta(n\tau)u_{\tau}^n\|_{X^{s_1,-\frac{3}{8}}_{\tau}} \leq C_T.$$  \hspace{1cm} (30)

In the following we shall still denote by $u_{\tau}$ a function which belongs globally to $X^{s_0,b}(\mathbb{R} \times T)$, coincides on $[0,T]$ with the solution $u_{\tau}$ of (9) given by Proposition 2.2 and vanishes for $t \geq 2T$. With this notation, we get from the previous proposition that

$$\sup_{t' \in [0,4\tau]} \|u_{\tau}(n\tau + t', x)\|_{X^{s_1,-\frac{3}{8}}_{\tau}} \leq C_T.$$  \hspace{1cm} (31)

5. **Global error estimates**

Let $e^k = u_{\tau}(t_k) - u^k$ denote the global error for the modified equation and let $\eta$ be a smooth and compactly supported function, which is one on $[-1,1]$ and supported in $[-2,2]$. Using the properties of $\eta$ allows us to rewrite (12) as

$$e^n = i\mu T \eta(t_n) \sum_{k=0}^{n-1} e^{i(n-k)\tau \partial^2_x} \eta \left( \frac{t_k}{T_1} \right) (\Phi_{\tau}(u_{\tau}(t_k)) - \Phi_{\tau}(u_{\tau}(t_k) - e^k)) + R_n$$  \hspace{1cm} (29)

with

$$R_n = i\eta(t_n) \mu \sum_{k=0}^{n-1} e^{i(n-k)\tau \partial^2_x} \eta(t_k) E_{\text{loc}}(t_k, \tau, u_{\tau})$$  \hspace{1cm} (30)

for $0 \leq n \leq N_1$, where $N_1 = \lfloor \frac{2T}{\tau} \rfloor$ with $T_1 \leq \min(1,T)$. The benefit if this modification is that the solution of (29) is globally defined, so that we can use global Bourgain spaces to estimate it.

The aim of this section is the proof of the following estimate of the global error $R_n$.

**Proposition 5.1.** For $b \in (1/2,5/8)$, $s_1 \in [0,2]$, $0 \leq s_1 < s_0$, we have

$$\|R_n\|_{X^{s_0,b}_{\tau}} \leq C_T \tau^{\frac{4s_1}{7}}.$$
Proof. By using (25), we first obtain that
\[
\|R_n\|_{X_r^{0, b}} \lesssim \tau^{-1} \|\mathcal{E}_{\text{loc}}(t_n, \tau, u_T)\|_{X_r^{0, b-1}} \lesssim \tau^{-1} \|\mathcal{E}_{\text{loc}}(t_n, \tau, u_T)\|_{X_r^{0, -\frac{b}{2}}},
\]  
(31)

Thanks to (14), we need to estimate \(\tau^{-1} \|\mathcal{E}_i\|_{X_r^{0, -\frac{b}{2}}}, \ i = 1, 2, 3\).

To estimate \(\mathcal{E}_1\), since \(e^{-i\theta \delta^2} - 1\) and \(\Pi_\tau\) are Fourier multipliers in the space variable, and since \(\Pi_\tau\) projects on frequencies less than \(\tau^{-\frac{1}{2}}\), we observe that for any function \(F(t_n)\), we have
\[
\sup_{s \in [-\tau, \tau]} \| (e^{-i\theta \delta^2} - 1) \Pi_\tau F(t_n) \|_{X_r^{0, b}} \lesssim \tau^{\frac{3}{2}} \|F(t_n)\|_{X_r^{2, b}}
\]
for \(0 \leq s_1 \leq 2\). Therefore, we get that
\[
\tau^{-1} \|\mathcal{E}_1(t_n)\|_{X_r^{0, -\frac{b}{2}}} \lesssim \tau^{\frac{3}{2}} \sup_{s \in [0, \tau]} \|\Pi_\tau (|\Pi_\tau u_T(t_n + s)|^2 \Pi_\tau u_T(t_n + s))\|_{X_r^{2, -\frac{b}{2}}}.\]

This yields, thanks to Lemma 4.2,
\[
\tau^{-1} \|\mathcal{E}_1(t_n)\|_{X_r^{0, -\frac{b}{2}}} \lesssim \tau^{\frac{3}{2}} \sup_{s \in [0, \tau]} \|u_T(t_n + s)|^3\|_{X_r^{2, -\frac{b}{2}}}.
\]

Therefore, by using Proposition 4.3, we obtain that
\[
\tau^{-1} \|\mathcal{E}_1(t_n)\|_{X_r^{0, -\frac{b}{2}}} \lesssim C_T \tau^{\frac{3}{2}}.
\]

Next, by using (14) and (15), we get that
\[
\tau^{-1} \|\mathcal{E}_2(t_n)\|_{X_r^{0, -\frac{b}{2}}} \lesssim \tau^{-1} \|\mathcal{E}_{2,1}(t_n)\|_{X_r^{0, -\frac{b}{2}}} + \tau^{-1} \|\mathcal{E}_{2,2}(t_n)\|_{X_r^{0, -\frac{b}{2}}},
\]
where
\[
\mathcal{E}_{2,1}(t_n) = \Pi_\tau \int_0^\tau \|\Pi_\tau u_T(t_n + s)|^2 \Pi_\tau (e^{i\theta \delta^2} - 1) u_T(t_n)) ds,
\]
\[
\mathcal{E}_{2,2}(t_n) = i \mu \Pi_\tau \int_0^\tau \|\Pi_\tau u_T(t_n + s)|^2 \Pi_\tau \int_0^s e^{i(s-\xi)\delta^2} \Pi_\tau (|\Pi_\tau u_T(t_n + \xi)|^2 \Pi_\tau u_T(t_n + \xi)) d\xi ds.
\]

By using again (27), we obtain that
\[
\tau^{-1} \|\mathcal{E}_{2,1}(t_n)\|_{X_r^{0, -\frac{b}{2}}} \lesssim \sup_{s \in [0, \tau]} \left(\|u_T(t_n + s)|^2\|_{X_r^{0, b}} \|\Pi_\tau (e^{i\theta \delta^2} - 1) u_T(t_n)|\|_{X_r^{2, b}}\right).
\]

Since, for \(s \in [0, \tau]\), we have
\[
\|\Pi_\tau u_T(t_n)|\|_{X_r^{2, b}} \lesssim \tau^{\frac{3}{2}} \|u_T(t_n)|\|_{X_r^{2, -\frac{b}{2}}},
\]
we get by using again Proposition 4.3 that
\[
\tau^{-1} \|\mathcal{E}_{2,1}(t_n)\|_{X_r^{0, -\frac{b}{2}}} \leq C_T \tau^{\frac{3}{2}}.
\]

In a similar way, we can first obtain thanks to (27) that
\[
\tau^{-1} \|\mathcal{E}_{2,1}(t_n)\|_{X_r^{0, -\frac{b}{2}}} \lesssim \sup_{s \in [0, \tau]} \left(\|u_T(t_n + s)|^2\|_{X_r^{0, b}} \left|\int_0^s e^{i(s-\xi)\delta^2} \Pi_\tau (|\Pi_\tau u_T(t_n + \xi)|^2 \Pi_\tau u_T(t_n + \xi)) d\xi\right|_{X_r^{2, b}}\right).
\]
Next, by using successively (19), (21) and (27), we write
\[
\left\| \int_0^\tau e^{i(s-\xi)\partial_x^2} \Pi_\tau \left( |\Pi_\tau u_\tau(t_n + \xi)|^2 |\Pi_\tau u_\tau(t_n + \xi)\right) \, d\xi \right\|_{X_r^{-\frac{3}{2}}}
\lesssim \tau \sup_{\xi \in [0,\tau]} \left\| |\Pi_\tau u_\tau(t_n + \xi)|^2 |\Pi_\tau u_\tau(t_n + \xi)\right\|_{X_r^{-\frac{3}{2}}}
\lesssim \tau^\frac{3}{2} \sup_{\xi \in [0,\tau]} \left\| |\Pi_\tau u_\tau(t_n + \xi)|^2 |\Pi_\tau u_\tau(t_n + \xi)\right\|_{X_r^{-\frac{3}{2}}} \lesssim \tau^\frac{3}{2} \sup_{\xi \in [0,\tau]} \|u_\tau(t_n + \xi)\|^3_{X_r^{0}}.
\]
Consequently, by using again Proposition 4.3, we find that
\[
\tau^{-1}\|E_{2,2}(t_n)\|_{X_r^{0.4}} \leq C_T \tau^\frac{1}{4}
\]
and hence that
\[
\tau^{-1}\|E_{2}(t_n)\|_{X_r^{0.4}} \leq C_T \left( \tau^\frac{1}{4} + \tau^\frac{1}{4} \right) \leq C_T \tau^\frac{1}{4}
\]
if \( s_1 \leq 1/2 \).

For \( s_1 > 1/2 \), we can estimate \( E_{2,2} \) in a different way. We just use that
\[
\tau^{-1}\|E_{2,2}(t_n)\|_{X_r^{0.4}} \lesssim \tau^{-1}\|E_{2,2}(t_n)\|_{X_r^{0.0}}
\]
\[
\lesssim \sup_{s \in [0,\tau]} \left\| u_\tau(t_n + s) \right\|_{L^\infty L^2} \left\| \int_0^s e^{i(s-\xi)\partial_x^2} \Pi_\tau \left( |\Pi_\tau u_\tau(t_n + \xi)|^2 |\Pi_\tau u_\tau(t_n + \xi)\right) \, d\xi \right\|_{L^\infty L^4}
\]
and we employ the Sobolev embedding \( H^{s_1} \subset L^p(\mathbb{T}) \) for every \( p \) together with the fact that \( H^{s_1} \) is an algebra to obtain that
\[
\tau^{-1}\|E_{2,2}(t_n)\|_{X_r^{0.4}} \leq C_T \tau^\frac{1}{4}. \tag{33}
\]
Combining these estimates, we finally get
\[
\tau^{-1}\|E_{2}(t_n)\|_{X_r^{0.4}} \leq C_T \tau^\frac{1}{4}
\]
for every \( 0 \leq s_1 \leq 2 \).

It remains to estimate \( E_{3} \). We can rewrite it as
\[
E_{3}(t_n) = E_{3,1}(t_n) + E_{3,2}(t_n)
\]
with
\[
E_{3,1}(t_n) = \Pi_\tau \int_0^\tau \left( |\Pi_\tau u_\tau(t_n + s)|^2 - |\Pi_\tau u_\tau(t_n)|^2 \right) \Pi_\tau u_\tau(t_n) \, ds
\]
\[
= \Pi_\tau \int_0^\tau \Re \left( (\Pi_\tau u_\tau(t_n + s) - \Pi_\tau u_\tau(t_n)) (\Pi_\tau u_\tau(t_n + s) + \Pi_\tau u_\tau(t_n)) \right) \Pi_\tau u_\tau(t_n) \, ds
\]
\[
E_{3,2}(t_n) = -\tau \Pi_\tau \left( \frac{e^{i\mu} |\Pi_\tau u_\tau(t_n)|^2 - 1 - i\mu |\Pi_\tau u_\tau(t_n)|^2}{i\mu} \right) \Pi_\tau u_\tau(t_n).
\]
By using again (15), the estimate of \( E_{3,1}(t_n) \) is similar to the estimate of \( E_{2}(t_n) \). We find again that
\[
\tau^{-1}\|E_{3,1}(t_n)\|_{X_r^{0.4}} \leq C_T \tau^\frac{1}{4}.
\]
For \( E_{3,2} \), by using successively (28) and the estimate
\[
\left| \frac{e^{i\mu}x - 1 - i\mu x}{i\mu} \right| \lesssim \tau|x|^2, \quad \forall x \in \mathbb{R},
\]
we get that
\[ \tau^{-1} \| \mathcal{E}_{3,2}(t_n) \|_{X^0, -\frac{3}{8}} \lesssim \left\| \frac{e^{i\mu \tau \| \Pi_{\tau} v_r(t_n) \|^2} - 1 - i \mu \tau \| \Pi_{\tau} v_r(t_n) \|^2}{i \mu \tau} \Pi_{\tau} u_r(t_k) \right\|_{\frac{4}{5} L^\frac{4}{5}} \lesssim \tau \| \Pi_{\tau} v_r(t_n) \|_{L^\frac{4}{3} L^1}^{\frac{5}{2}}. \]

Next, by using successively that \( W^{\frac{10}{19}} \subset L^{\frac{20}{11}} (T) \) and (26), we get that
\[ \tau^{-1} \| \mathcal{E}_{3,2}(t_n) \|_{X^0, -\frac{3}{8}} \lesssim \tau \| \Pi_{\tau} u_r(t_n) \|_{L^\frac{10}{11} W^{\frac{20}{11}}} \lesssim \tau \| \Pi_{\tau} u_r(t_n) \|_{X^0, -\frac{3}{8}}. \]

Consequently, if \( 2 \geq s_1 > 1/10 \), we get from Proposition 4.3 that
\[ \tau^{-1} \| \mathcal{E}_{3,2}(t_n) \|_{X^0, -\frac{3}{8}} \lesssim \tau \| \Pi_{\tau} u_r(t_n) \|_{X^0, -\frac{3}{8}} \lesssim \tau \frac{10}{21} C_T \lesssim \tau \frac{4}{5} C_T. \]

If \( s_1 \leq 1/10 \), we can write that
\[ \tau^{-1} \| \mathcal{E}_{3,2}(t_n) \|_{X^0, -\frac{3}{8}} \lesssim \tau \| \Pi_{\tau} u_r(t_n) \|_{X^0, -\frac{3}{8}} \lesssim \tau \frac{10}{21} + \frac{4}{5} C_T \lesssim \tau \frac{4}{5} C_T. \]

Consequently, we have also obtained that
\[ \tau^{-1} \| \mathcal{E}_{3}(t_n) \|_{X^0, -\frac{3}{8}} \leq C_T \tau \frac{4}{5}. \tag{34} \]

We end the proof gathering (31), (32), (33) and (34).

6. PROOF OF THEOREM 1.1

We are now in a position to give the proof of Theorem 1.1. We first observe that thanks to Proposition 2.2, we have from the triangle inequality that
\[ \| u(t_n) - u^n \|_{L^2} \leq \| u(t_n) - u_r(t_n) \|_{L^2} + \| u_r(t_n) - u^n \|_{L^2} \leq C_T \tau \frac{4}{5} + \| e^n \|_{L^2}, \tag{35} \]

where \( e^n \) solves (29). To get the error estimates of Theorem 1.1, it thus suffices to estimate \( \| e^n \|_{X^0, b} \) for some \( b \in (1/2, 5/8) \) thanks to (18).

By using equation (29), Lemma 4.1 and the error estimate of Proposition 5.1, we get that
\[ \| e^n \|_{X^0, b} \leq C_T T e^{\mathbb{P}^0} \| \Phi_N(u_r(t_n)) - \Phi_N(u_r(t_n) - e^n) \|_{X^0, -\frac{3}{8}} + C_T \tau \frac{4}{5}. \tag{36} \]

Here, we further employed (24) with \( T_1 \) still to be determined and \( \varepsilon_0 = 1 - b - \frac{3}{8} > 0 \). Note that, by using (13), we can write
\[ \Phi_N(u_r(t_n) - e^n) = \Pi_{\tau} (\Phi_N(u_r(t_n)) - e^n), \]
\[ \Psi_N(w) = \frac{e^{i\mu \tau \| w \|^2 - 1}}{i \mu \tau} \Pi_{\tau} w, \]

where we have, uniformly in \( n \) and \( \tau \), the pointwise estimate
\[ \| \Psi_N(w) \|_{X^0, -\frac{3}{8}} \lesssim \| \Pi_{\tau} w \|_{\frac{4}{5} L^\frac{4}{5}}. \]

We can then get by using (28) that
\[ \| \Phi_N(u_r(t_n) - e^n) \|_{X^0, -\frac{3}{8}} \lesssim \| \Psi_N(u_r(t_n)) - \Psi_N(u_r(t_n) - e^n) \|_{\frac{4}{5} L^\frac{4}{5}} \]

and hence, thanks to (37) and Hölder’s inequality, that
\[ \| \Phi_N(u_r(t_n) - e^n) \|_{X^0, -\frac{3}{8}} \lesssim \| \Pi_{\tau} u_r(t_n) \|^2_{L^4} + \| \Pi_{\tau} e^n \|^2_{L^4} + \| \Pi_{\tau} u_r(t_n) \|^2_{L^4} + \| \Pi_{\tau} e^n \|^2_{L^4}. \]
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Next, by using again (26) and Proposition 4.3, we finally get that
\[ \| \Phi_N^\tau(u_\tau(t_n)) - \Phi_N^\tau(u_\tau(t_n) - e^n) \|_{X^0_{\tau\cdot}} \leq C_T(\| e^n \|_{X^0_{\tau\cdot}} + \| e^n \|_{X^2_{\tau\cdot}}^2 + \| e^n \|_{X^3_{\tau\cdot}}^3). \]
This yields by using (36)
\[ \| e^n \|_{X^0_{\tau\cdot}} \leq C_T T_1^{c_0} \left( \| e^n \|_{X^0_{\tau\cdot}}^2 + \| e^n \|_{X^2_{\tau\cdot}}^2 + \| e^n \|_{X^3_{\tau\cdot}}^3 \right) + C_T \tau^{\frac{3}{2}}. \]
By choosing \( T_1 \) sufficiently small we thus get that
\[ \| e^n \|_{X^0_{\tau\cdot}} \leq C_T \tau^{\frac{3}{2}}. \]
This proves the desired estimate (8) for \( 0 \leq n \leq N_1 = T_1/\tau \). We can then iterate in a classical way the argument on \( T_1/\tau \leq n \leq 2T_1/\tau \) and so on to get the final estimate for \( 0 \leq n \leq T/\tau \).

7. Numerical experiments

In this section we numerically underline our convergence Theorem 1.1. We illustrate the convergence order of the filtered splitting method in the case of rough and smooth initial data. In Figure 1 we solve the periodic Schrödinger equation (1) with the filtered Lie splitting (6) and, respectively, the filtered Strang splitting with initial values
\[ u(0) \in H^s \text{ with } s = \frac{1}{2} \text{ and } s = 4; \]
see, e.g., [9] for details on the construction of rough initial values. We employ a standard Fourier pseudospectral method for the discretization in space and we choose as largest Fourier mode \( K = 2^{14} \), i.e., the spatial mesh size \( \Delta x = 0.00038 \). As a reference solution we use the Strang splitting method with \( K \) spatial points and a very small time step size \( \tau \). Then, for each time step \( \tau \) we measure the error between the filtered Lie and filtered Strang splitting method and the projected reference solution by employing \( \Pi_\tau \) in the corresponding discrete \( L^2 \) norm. Our numerical findings confirm their convergence rate of order \( O(\tau^{1/4}) \) for solutions in \( H^{1/2} \) (see Theorem 1.1) as well as their expected full order of convergence (order one for Lie and order two for Strang) in the case of smooth solutions.

Figure 1. \( L^2 \) error of the Lie and Strang splitting schemes for rough and smooth initial data. Left: rough initial value \( u(0) \in H^{1/2} \); right: smooth initial value \( u(0) \in H^4 \).
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