Classification of Manifest Huntington Disease using Vowel Distortion Measures
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Abstract

Huntington disease (HD) is a fatal autosomal dominant neurocognitive disorder that causes cognitive disturbances, neuropsychiatric symptoms, and impaired motor abilities (e.g., gait, speech, voice). Due to its progressive nature, HD treatment requires ongoing clinical monitoring of symptoms. Individuals with the gene mutation which causes HD may exhibit a range of speech symptoms as they progress from premanifest to manifest HD. Differentiating between premanifest and manifest HD is an important yet understudied problem, as this distinction marks the need for increased treatment. Speech-based passive monitoring has the potential to augment clinical assessments by continuously tracking manifestation symptoms. In this work we present the first demonstration of how changes in connected speech can be measured to differentiate between premanifest and manifest HD. To do so, we focus on a key speech symptom of HD: vowel distortion. We introduce a set of vowel features which we extract from connected speech. We show that our vowel features can differentiate between premanifest and manifest HD with 87% accuracy.

Index Terms: Huntington disease, disordered speech, speech feature extraction, vowel distortion

1. Introduction

Huntington disease (HD) is a fatal autosomal dominant neurocognitive disorder that causes cognitive disturbances, neuropsychiatric symptoms, and impaired motor abilities (e.g., gait, speech, voice) \cite{14}. Individuals who have a family history of HD can undergo a gene test to learn if they carry the gene mutation that causes HD (i.e., are gene-positive). Individuals who are gene-positive will develop clinically significant symptoms of HD, resulting in an HD diagnosis, typically in their mid-40's \cite{5}. These individuals are considered premanifest before the onset of these symptoms, and manifest after. No cure exists, but timely diagnosis of HD (i.e., manifestation) coupled with treatment allows individuals to manage their symptoms.

At-home passive symptom monitoring captures patient health as it relates to real-world functioning \cite{9}. Providing clinicians with this information can allow for a more timely diagnosis of HD and a better understanding of its progression for treatment planning. Disordered speech is one symptom of HD, and previous work has demonstrated changes in speech occur before an HD diagnosis, and become more noticeable as HD progresses \cite{7,10}. This suggests the potential of passively tracking speech symptoms to better understand HD progression.

Vowel distortion is one speech symptom of HD \cite{11,12,13}, and tracking this symptom may augment passive monitoring. However, methods of automatically quantifying vowel distortion from connected speech have not been extensively explored. Kaploun et al. extracted jitter and shimmer from a sustained vowel task to characterize vowel distortion, and they demonstrated its prevalence as an HD symptom \cite{7}. Works differentiating between healthy and disordered speech (a range of conditions in the Kay Elemetrics Disordered Voice Dataset \cite{14}) have extracted measures of system stability from sustained vowel tasks, suggesting the potential of stability measures for capturing vowel distortion \cite{14,17}. However, measures extracted from sustained vowel tasks may not have the same information about speech or voice disorders when extracted from vowels in connected speech. Vowels in connected speech differ because they are 1) modified and often nonstationary (i.e., changing mean, variance, and frequency properties) due to coarticulation and 2) shorter, which may pose problems for distortion measures that rely on lengthy signals. Thus, to incorporate tracking of vowel distortion into passive speech monitoring, we must assess how these measures relate to HD when extracted from connected speech. In this work we analyze read speech, which is one type of connected speech and includes short vowel samples that are modified due to coarticulation.

The novelty of this work is a new set of features which account for the characteristics of connected speech and reliably measure vowel distortion as it relates to HD. We present the first system to classify premanifest versus manifest HD using features from connected speech, doing so with 87% accuracy.

2. Related work

2.1. HD classification using speech

Previous works have demonstrated the potential of passively monitoring speech to assist in managing neurocognitive disorders such as Parkinson’s \cite{18,19} and Alzheimer’s \cite{20,22}. Individuals with HD exhibit similar speech symptoms, suggesting the potential of monitoring speech to aid in managing HD.

The majority of work in classifying HD stages using speech has not studied how to differentiate between premanifest and manifest HD, but they have differentiated between healthy controls and individuals who are gene-positive \cite{7,10}. Kaploun et al. used speaking rate from a reading passage and jitter, shimmer, and the noise to harmonics ratio of a sustained vowel, to classify individuals as healthy controls or premanifest \cite{7}. This work illustrates that subtle speech symptoms occur even in the premanifest population. Perez et al. used speaking rate, filller frequency, pause information, and goodness of pronunciation features from a reading passage to classify individuals as healthy controls or gene-positive with 87% accuracy \cite{10}. In doing so, Perez et al. demonstrated the difficulty of differentiating between the premanifest and manifest subcategories: half of premanifest individuals were classified as healthy controls, and the other half as gene-positive.
2.2. Vowel stability

Prior works have applied additional measures from nonlinear dynamical systems to quantify vowel stability from sustained vowels. These measures have been used to classify a range of disorders and may be applicable in classifying manifest HD.

Vaziri et al. extracted the correlation dimension (CD) and the Maximal Lyapunov Exponent (MLE) from sustained vowels, and used these measures to classify voice disorders in the Kay Dataset [17]. Little et al. highlight nonstationarity as an issue when extracting the CD and MLE from speech. To address this, Little et al. use the detrended fluctuation analysis (DFA) exponent. The DFA exponent characterizes the roughness of noise or fluctuations around vocal cord vibrations and is intended for use with nonstationary data. They extract DFA exponent from sustained vowels to classify voice disorders in the Kay Dataset [15]. In later work, Little et al. also demonstrated how the DFA exponent could be used to measure the severity of Parkinson’s disorder [22].

Bryce et al. describe how DFA, although intended to work with nonstationary data, can still fail to detrend in many cases [24]. When a series has strong underlying periodicity, DFA introduces artifacts that distort the DFA exponent. Bryce et al. suggest explicitly detrending the signal before analyzing fluctuations. In this paper, we analyze whether DFA effectively detrends vowels, and explore explicitly remove trends before analyzing fluctuations.

3. Data description

We use data collected as part of a study on acoustic biomarkers for HD at the University of Michigan. The study participants provided speech samples that were recorded at 44.1 kHz with a Hosa XVM-102M XLR microphone. We use two tasks: the sustained vowel, in which participants were instructed to hold the vowel /a/ for as long as possible, and the Grandfather Passage (GFP). The GFP contains nearly all of the phonemes of American English and is a standard reading passage used in assessing motor speech and voice disorders [23].

The data contains speech from 62 individuals, in which 31 are healthy controls and 31 are gene-positive. Gene-positive individuals are assigned to specific HD stages (premanifest, manifest early-stage, and manifest late-stage) using the Unified Huntington’s Disease Rating Scale (UHDRS) [25]. First, the premanifest versus manifest labels are determined based on the clinician-determined Diagnostic Confidence Level (DCL) within the Total Motor Score (TMS) portion of UHDRS. DCL ranges from 0 (no symptoms) to 4 (symptoms of HD with >99% confidence). We label participants with a DCL of less than 4 as premanifest, and participants with a DCL of 4 as manifest, as in [27]. Within the manifest group, we label participants as early- or late-stage based on their Total Functional Capacity (TFC) scores [28]. TFC scores provide a rating of functional capacity, and range from 0 (low functioning) to 13 (high functioning). We label participants with a TFC score of 7-13 early-stage and those with a TFC score of 0-6 as late-stage, as in [29].

This paper focuses on analyzing speech of gene-positive individuals. Of these participants, one was unable to hold the sustained vowel. To provide a consistent comparison across experiments, we exclude this participant from our analysis. Thus, in this paper, we use data collected from 30 individuals: 12 premanifest, 11 early-stage HD, and 7 late-stage HD. We focus on the binary problem of differentiating between individuals with premanifest HD and manifest HD.

4. Methods

4.1. Data segmentation

We segment three vowel sample types: sustained vowels, shortened sustained vowels, and vowels extracted from the GFP. Table 1 summarizes these samples.

We analyze the sustained vowel recordings in which participants were instructed to hold the vowel /a/ for as long as possible after the interviewer provided an example. Recordings varied in length (12.8s ± 8.5s), as some participants held the vowel for longer than others. For each participant, we segment their sustained vowel (SV) sample.

To analyze vowel changes within read speech, we manually segment the vowels from GFP recordings. We choose to focus on a single phone to limit potential variation due to sound. We focus specifically on the phone [ɔ], as it closely resembled the sounds in the SV samples and, according to the Carnegie Mellon University Pronouncing Dictionary [30] phonetic translation of the GFP, [ɔ] has 12 occurrences within the passage, such as the /ɔ/ in the words “all” and “walk”. We listen to each GFP recording for the occurrences of [ɔ] identified in the phonetic transcript, and then determine phone endpoints by assessing changes in the sound and associated spectrogram. We verify that the sound of the resulting sample minimally contained surrounding phones. The number and length of samples vary slightly by each participant, as there were variations in speaking rate and pronunciation, making some occurrences of the phones difficult to segment. Ultimately, we extract 11.3 ± 0.89 vowel samples for each participant, and these are 105ms ± 49ms in length. We refer to these samples as GFP vowels (GFPV).

To understand the impact of vowel length versus vowel changes within read speech, we sample an intermediate set of vowels from SV, but of a length representative of GFPV. We sample 10 shortened sustained vowels (SSV) from each SV. The start positions and lengths of the SSV are randomly chosen. The lengths are chosen from a normal distribution with a mean of 105 ms and standard deviation of 49 ms, to resemble the lengths of the GFPV.

| Sample type | Description |
|-------------|-------------|
| SV          | 1 sample holding the vowel /a/ |
| SSV         | 10 randomly selected segments from the SV, each 105 ± 49 ms in length |
| GFPV        | 11.3 ±0.89 occurrences of the phone [ɔ] manually segmented from the Grandfather Passage reading, each 105 ± 49 ms in length |

4.2. Feature extraction

Baseline features. We develop a set of baseline features for the task of classifying premanifest versus manifest HD. In prior work, Perez et al. extracted 358 features relating to speaking rate, pauses, goodness of pronunciation, and filler usage from the GFP [10]. These features were extracted by force aligning audio with manually-created transcripts. Using these features, Perez et al. differentiated between healthy controls and gene-positive individuals with 87% accuracy, but did not focus on separating the premanifest and manifest populations.
Vowel features overview. In the remainder of this section, we describe the extraction of vowel-specific features we explore: vowel length, the original implementation of a DFA exponent, and our proposed trend and fluctuation features.

In our preliminary analysis we also compared the use of jitter, shimmer, and the noise to harmonics ratio from vowels within connected speech, but found that these features were not correlated with HD manifestation. Thus in this paper we focus on vowel length, the original implementation of a DFA exponent, and our proposed features.

We extract these features from SV, SSV, and GFPV. When extracting features from SV, we have one value per individual. When extracting features from SSV and GFPV, we have one value per vowel. For each individual we aggregate the features of all vowels with six statistics: minimum, median, maximum, range, mean, and standard deviation.

Vowel length. We extract the length of vowels in milliseconds for SV and GFPV. We do not do so for SSV, because the lengths of these samples were randomly determined. We hypothesize that within SV, individuals with manifest HD have shorter vowel lengths. We hypothesize that with GFPV, individuals with manifest HD have longer vowel lengths due to the HD symptom of prolonged sounds [13].

Detrended fluctuation analysis. Detrended fluctuation analysis (DFA) is a method for analyzing the stability of fluctuations. A DFA exponent describes how deviations from a trend increase as we change the scale (or the size of the window) at which we view them. We follow [15] to extract the DFA exponent from our vowel samples, and describe the potential pitfalls of DFA. Little et al. extracted DFA exponents from sustained phonation recorded at 25 kHz [15]. They used linear detrending within each window, and these windows ranged in size from 50 samples (2 ms) to 100 samples (4 ms). In extracting DFA exponents, rather than downsampling our data, which may obscure some of the fluctuations we are aiming to characterize, we scale the window sizes so that our windows capture the same temporal information as captured in [15]. Our smallest windows are 88 samples and our largest windows are 176 samples.

Bryce et al. describe how DFA, although intended to work with nonstationary data, can still fail to detrend in many cases [24]. In particular, when a series has strong periodic component, as speech does, DFA may not be able to effectively detrend within each window. Attempting to detrend using DFA may introduce artifacts that distort the DFA exponent. We explore this possibility by looking at speech within various windows, and find that, especially as the windows increase in length, the underlying trends are not linear. This is illustrated with an example in Figure 1. To prevent DFA from introducing artifacts as it tends to detrend, Bryce et al. suggest explicitly detrending data before performing fluctuation analysis. This fluctuation analysis will return an estimate of the Hurst exponent (HE), which corresponds with the DFA exponent although the HE is intended for detrended series. We explore this option next.

Trend and fluctuation measures. We propose a pipeline for explicitly detrending a vowel before performing fluctuation analysis. This method is reliant on empirical mode decomposition (EMD), which is an adaptive sifting method that works in the time domain and separates a signal into intrinsic mode functions (IMFs) that have varying frequency content. The first IMF contains the highest frequency content, and thus contains the noise-like fluctuations in the signal. As we remove the trends, we also quantify them to explore their relevance to HD manifestation. Previous work has suggested that nonstationarities introduced in connected speech result from movement of articulators, such as the tongue and lips [15]. Because HD limits these movements, we suspect individuals with manifest HD may exhibit different nonstationarities than individuals with premanifest HD. This approach, summarized in Figure 2, provides three measures for each vowel: the standard deviation of the multiplicative trend, the standard deviation of the additive trend, and an estimate of the HE of the noise-like fluctuations [1]. The remainder of this section will describe these steps.

Quantifying and removing the multiplicative trend. A multiplicative trend in speech indicates changes in volume. Previous work has highlighted monoloudness as a symptom of HD [13]. However, individuals with manifest HD also exhibit prolonged sounds, which may result in an increase in volume changes around vowels. We address this trend by first calculating the average decibels relative to full scale (dBFS, a measure of amplitude) of the vowel. We then apply a filter, with a window of 25 ms and a shift of 10 ms, to calculate the average dBFS within each window. We calculate the standard deviation of these dBFS values and save it as a feature: the standard deviation of the multiplicative trend.

Finally, we correct for this trend by applying the necessary gain or decay to each window so that it matches the average dBFS of the entire vowel. The goal of removing this trend is to work toward a detrended signal from which we can analyze fluctuations.

Separating the signal into IMFs. In order to avoid conflating volume information in the rest of our analysis, we normalize the amplitude of each signal to [-1,1]. We then apply EMD to separate the signal into IMFs [31]. The first IMF will have the highest frequency content, and later IMFs will have lower frequency content. The main advantage of this filtering approach is that it does not make assumptions about the type of periodicity.

Quantifying the additive trend. An additive trend in speech is a potential artifact of coarticulation due to movement of the articulators. We hypothesize that individuals with manifest HD exercise less articulator movement, which may be evident in fewer changes in this trend. Chatlani et al. explore characteristics of voiced sounds, and they provide methods to as-

---

Figure 1: An example of a vowel and the first step of DFA which includes mean-adjusting and integrating the vowel. We highlight the signal within windows of 88 and 176 samples of the integrated vowel. While the smallest window (88 samples) has a clear linear trend, the larger window (176 samples) does not. This suggests that linear detrending may not be effective.
Figure 2: Pipeline for extracting three vowel measures: 1) standard deviation of the multiplicative trend; 2) standard deviation of the additive trend; and 3) HE of the first IMF. EMD=empirical model decomposition, IMF=intrinsic mode function, HE=Hurst exponent.

Figure 3: IMF Variance for random vowel samples.

associate certain IMFs with signal information and certain IMFs with low-frequency trend information [32]. They demonstrated how the variance of each IMF drops after the fourth IMF, and suggest that the first four IMFs contain relevant signal information. We repeat this analysis using 50 random vowel samples from our dataset. Figure 3 illustrates that within our data the first five IMFs have higher variance, after which variance drops. This difference in which IMFs contain signal (the first four versus the first five) may be due to different recording conditions or the fact that our dataset includes disordered speech. Based on this analysis, we sum IMFs higher than five as the additive trend. We calculate the standard deviation of this trend and save it as a feature: the standard deviation of the additive trend.

Analyzing fluctuations. The first IMF contains the highest frequency content, while the higher IMFs are more likely to contain periodic components. Thus we focus on capturing fluctuations within the first IMF. The third vowel feature we introduce is the Hurst exponent (HE) of the first IMF. A HE closer to 1 indicates more smoothness, whereas a HE closer to 0 indicates more roughness. We hypothesize that the HE of the first IMF will be lower for individuals with manifest HD compared to individuals with premanifest HD due to vowel distortion.

To improve the robustness of our measure, we make the following three modifications to our fluctuation analysis compared to that in [15]. First, we look for deviations from the mean within each window, rather than applying any linear detrending. Next, we expand the maximum window size as recommended in [24]. We make the assumption that individuals have a fundamental frequency of at least 100 Hz, and we set the largest window to 441 samples (10 ms) to capture fluctuations across each individual’s vocal cord vibration cycle. Finally, we include a filtering step to ensure we are reliably estimating the HE. Measuring the HE involves calculating deviations within windows of various sizes, creating a log-log plot of these deviations versus the size of the window, and then taking the slope of a best-fit line to the data. In general, one can always fit a line to the log-log plot, but the slope of this line is only an estimate of the HE if the data are linear and the line is a good fit. In particular, for our SSV and GFVP samples where we have multiple samples for each individual, we drop vowel samples if the line fit to the log-log plot has an \( R^2 \) of less than 0.99. Table 2 displays the number of vowel samples used in the HE estimates for each individual before and after this reduction, and illustrates that the majority of vowels satisfy these requirements. However, this reduction in samples may limit the usefulness of certain statistics, such as the range and standard deviation. In future work we will continue to evaluate what vowel characteristics lead to certain vowels not producing linear behavior within log-log plots.

In summary, we propose three features:

1. Standard deviation of the multiplicative trend, which we expect will be higher for individuals with manifest HD due to prolonged sounds
2. Standard deviation of the additive trend, which we expect may be lower for individuals with manifest HD due to less articulator movement
3. HE of the first IMF, which we expect will be lower for individuals with manifest HD due to distortion in the vowel

Table 2: Number of vowel samples per individual before and after reduction for \( R^2 > 0.99 \). Counts displayed by sample type and manifest label. Note: SSV=shortened sustained vowels, GFVP=Grandfather Passage vowels.

| Sample Type | Premanifest HD | Manifest HD |
|-------------|---------------|-------------|
| SSV Before  | 10 ± 0        | 10 ± 0      |
| After       | 8.42 ± 1.44   | 6.67 ± 2.59 |
| GFVP Before | 11.42 ± 0.97  | 11.28 ± 0.83|
| After       | 7.33 ± 2.53   | 6.22 ± 2.62 |
Table 3: Spearman correlation coefficients between vowel features and manifest label for each sample type. Significant correlations (p < 0.05) are in bold. Note: SV=sustained vowel, SSV=shortened sustained vowels, GFPV=Grandfather Passage vowels, DFA=Detrended fluctuation analysis, HE=Hurst exponent, IMF=intrinsic mode function, SD=standard deviation.

| Sample | Stat | Vowel length | DFA exponent | Trend and fluctuation measures |
|--------|------|--------------|--------------|--------------------------------|
|        |      |              |              | HE of first IMF | SD of the mult. trend | SD of the add. trend |
| SV     | -0.48 | -0.23 | -0.08 | 0.42 | -0.51 |
| SSV    | min  | -0.30 | -0.24 | 0.08 | -0.31 |
|        | med  | -0.27 | -0.26 | 0.21 | -0.45 |
|        | max  | -0.04 | -0.13 | 0.20 | -0.19 |
|        | range | 0.31 | 0.11 | 0.20 | -0.12 |
|        | mean | -0.28 | -0.20 | 0.21 | -0.36 |
|        | SD   | 0.35 | 0.06 | 0.20 | -0.13 |
| GFPV   | min  | 0.09 | -0.17 | -0.39 | 0.06 | -0.36 |
|        | med  | 0.39 | -0.20 | -0.53 | 0.17 | -0.31 |
|        | max  | 0.52 | -0.06 | -0.39 | 0.55 | -0.16 |
|        | range | 0.56 | 0.21 | -0.12 | 0.55 | -0.13 |
|        | mean | 0.42 | -0.17 | -0.53 | 0.38 | -0.28 |
|        | SD   | 0.47 | 0.14 | 0.02 | 0.50 | -0.11 |

5. Results

5.1. Feature correlations across sample types

Table 3 lists the correlations between the vowel measures extracted from each sample type and the binary manifest labels. Note that we do not extract vowel length from SSV, as those lengths were randomly chosen. We highlight the correlations greater than 0.5 between several vowel features (specifically vowel length, the HE of the first IMF, and the standard deviation of the multiplicative trend) and the manifest label when these features are extracted from vowels in connected speech (GFPV). We further analyze these findings in this section.

Vowel length is negatively correlated with HD manifestation when extracted from SV but positively correlated with HD manifestation when extracted from GFPV. This is consistent with HD symptoms, including prolonged sounds [13].

The DFA exponent, extracted using the method outlined in [15], is not significantly correlated with HD manifestation when extracted from any of the vowel samples. This suggests that this measure may not be measuring fluctuations accurately in our dataset, potentially due to detrending problems.

The HE of the first IMF is significantly correlated with HD manifestation when extracted from GFPV, but not SSV or SV. For longer samples, we find that EMD separates the signal into a much larger number of IMFs. For SV, the noise is potentially contained within higher IMFs as opposed to just the first IMF, and future work will explore this possibility. For SSV, we do not find significant correlations, but we find that the direction of these correlations is consistent with GFPV. This suggests that vowel distortion is more pronounced within read speech. Within the GFPV, we find that the median and mean of this feature are correlated with HD manifestation with a coefficient of -0.53.

The standard deviation of the multiplicative trend is positively correlated with HD manifestation when measured from all the samples, and significantly so when extracted from SV and GFPV. We suspect the higher correlations with GFPV samples may be related to the HD symptoms of prolonged sounds and an increase in pauses, which imply phones are more likely to exhibit volume variations.

Finally, we find significant correlations between the standard deviation of the additive trend and HD manifestation. The negative correlation between the minimum of this feature from GFPV and manifest HD is consistent with less articulator movement due to disease manifestation. However, we find this negative correlation within SSV where we do not expect articulator movement. Future work will aim to analyze the factors driving these correlations. Finally, we note the high correlation between this measure when extracted from SV. Again, we believe this is due to differences in IMF characteristics across shorter and longer samples. The SV samples were decomposed into a higher number of IMFs, so IMF five and higher likely contain different frequencies in SV compared to SSV and GFPV.

5.2. Classifying manifest HD

We explore the feasibility of detecting HD manifestation from speech by training a logistic regression model to classify a speaker as having premanifest or manifest HD. We train the model using a leave-one-subject-out paradigm, meaning that for each participant, we train a model using data from all of the other participants, and use this model to classify the held out participant. We implement the logistic regression model using scikit-learn [33]. We use the Limited-memory Broyden–Fletcher–Goldfarb–Shannon (LBFGS) solver with L2 regularization (C=1.0). We perform z-score normalization on each of the features, using the mean and standard deviation of the training set. We also perform feature selection using the training set. We limit the model to using ten features, and choose those features to maximize relevance to the label while minimizing multicollinearity. More specifically, we begin with a list of potential features which are correlated with the manifest label, indicated by a Spearman correlation p-value of less than 0.1. We then include the feature with the strongest correlation coefficient in our confirmed feature set. We then calculate the variance inflation factor (VIF) between the confirmed feature set and each feature in the potential feature list. We remove features from the potential feature list if their VIF is greater than 5, as this indicates multicollinearity. With our reduced potential feature list, we move the one feature with the strongest
Deviation of derived coefficients. The range of vowel length was analyzed with our best-performing experiment, which included all vowel features. Table 5 lists the features that were selected in the majority of training folds, as well as the mean and standard deviation of the beta coefficients associated with each feature across all training folders.

| Features | Accuracy | F1 score |
|----------|----------|----------|
| Pauses | 0.67 | 0.71 |
| Rate | 0.63 | 0.67 |
| GOP | 0.63 | 0.65 |
| Fillers | 0.63 | 0.62 |
| All Baseline | 0.73 | 0.76 |
| Vowel length | 0.73 | 0.76 |
| Trend + Fluctuation | 0.67 | 0.71 |
| All Vowel Features | 0.87 | 0.88 |
| Baseline Features + Vowel Features | 0.80 | 0.83 |

Table 4: Accuracy and F1 scores for classifying premanifest vs manifest HD using the baseline features, vowel features, and combining the feature sets. We use our feature selection method to choose 10 features for each experiment, and for the experiment that combines baseline features with vowel features we enforce 5 features from the baseline set and 5 from the vowel set. Best scores for each feature set tested in bold.

Correlation coefficient to our confirmed feature set. We repeat this process until the confirmed feature set includes ten features or the list of potential features is empty.

We compare the classification accuracy within and across different feature sets: baseline, vowel, and both combined. We analyze the relevance of baseline features which have been demonstrated to be relevant to separating healthy controls from gene-positive individuals. We then assess the accuracy of a model using the vowel features extracted from the GFP. We use vowel features extracted from the GFP because the baseline features were extracted from the GFP, and this provides the most insight into how to passively predict manifestation from connected speech. We do not present results here for using the DFA exponent, as these features were not significantly correlated with the manifest label and as a result these features were not selected by the feature selector. Finally, we evaluate the accuracy of a model that combines the baseline features with the vowel features. The results for each experiment are in Table 4.

The speech rate, goodness of pronunciation, and filler features each perform comparably with 63% accuracy, and the pause features perform slightly better with 67% accuracy. We find combining all of the baseline feature sets improves performance, reaching 73% accuracy. Evaluating the vowel features individually, we find that vowel length performs the best, also with 73% accuracy. Adding trend and fluctuation features increases this accuracy to 87%. In combining baseline features with vowel features, we limited our feature selection process to choose up to five features from the baseline set and five features from the vowel set. However, we find that this does not perform as well as the vowel features on their own. Overall, our results suggest that the baseline features, which separated healthy controls from gene-positive individuals with high accuracy, are not as relevant to classifying HD manifestation.

We further analyze the features selected and their beta coefficients to understand the relative importance of features and ensure that the model is interpretable. We perform this analysis with our best-performing experiment, which included all vowel features. Table 5 lists the features that were selected in the majority of training folds, as well as the mean and standard deviation of derived coefficients. The range of vowel length has the highest coefficient of 1.11 ± 0.07. The mean of vowel length also has a positive coefficient, consistent with the HD symptom of having prolonged sounds. The maximum, median, and minimum of the HE of the first IMF all have negative coefficients, consistent with the HD symptom of distorted vowels. The coefficients for the maximum of the standard deviation of the multiplicative trend is positive, while the coefficient of the mean of the standard deviation of this trend is slightly negative. We suspect this may be because one symptom of HD is monoloudness. Finally, we find a negative coefficient for the standard deviation of the additive trends, consistent with our hypothesis of less articulator movement.

Overall we find our vowel measures provide information that is supplementary to existing speech features, and improve manifest HD classification accuracy from 73% to 87%. Furthermore, we observe that the relationship between the proposed vowel features and HD manifestation is consistent with understandings of vowel changes within HD.

6. Conclusions and Future Work

In this paper, we present a small and interpretable feature set to capture changes in vowels with HD manifestation. We show that these features can classify HD manifestation with 87% accuracy. These results bring us closer to being able to passively detect HD manifestation. These features also provide an avenue for understanding the changes in vowels within connected speech as they relate to other neurocognitive disorders.

In future work, we will focus on coupling these techniques with vowel detection, so we can automatically extract these features. After automating the extraction of these measures, we plan on evaluate their relevance to additional datasets, including understanding vowel characteristics for healthy controls, classifying manifest HD from spontaneous speech, and understanding other neurocognitive conditions.

Our future work will also explore additional vowel features. Riad et al. recently analyzed characteristics of sustained vowels for predicting HD severity. Several of our findings are consistent with theirs, namely that vowel length is a significant indicator of disease manifestation while DFA is not. Riad et al. also find a number of voice break and MFCC-related features to be related to disease manifestation and severity. In our future work we will explore if these features are similarly related to HD severity when extracted from vowels in connected speech.

Table 5: Most common features selected from manifest HD classification experiment with all vowel features. Each of these features was selected in the majority of training folds with significant beta coefficients (p-values < 0.05). We report the mean and standard deviation of the beta coefficients associated with each feature across all training folders.

| Feature | β |
|---------|---|
| Mean of vowel length | 0.79 ± 0.07 |
| Range of vowel length | 1.11 ± 0.07 |
| Maximum of HE of first IMF | -0.56 ± 0.07 |
| Median of HE of first IMF | -1.00 ± 0.06 |
| Minimum of HE of first IMF | -0.28 ± 0.06 |
| Maximum of SD of multiplicative trend | 0.77 ± 0.06 |
| Mean of SD of multiplicative trend | -0.18 ± 0.08 |
| Minimum of SD of additive trend | -1.00 ± 0.07 |
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