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Abstract. Data distillation is the problem of reducing the volume of training data while keeping only the necessary information. With this paper, we deeper explore the new data distillation algorithm, previously designed for image data. Our experiments with tabular data show that the model trained on distilled samples can outperform the model trained on the original dataset. One of the problems of the considered algorithm is that produced data has poor generalization on models with different hyperparameters. We show that using multiple architectures during distillation can help overcome this problem.
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1 Introduction

Data distillation is an aggregation of all possible information from the original training dataset to reduce its volume. The algorithm proposed in [1] tries to produce a small synthetic dataset, which can be used to train models reaching the same quality as with training on the original dataset. In addition, the algorithm also reduces the number of optimization steps needed for training on new data, limiting this number in the objective.

Besides pure scientific interest, research in this new area can be very helpful in practice. For example, often the solution to one problem requires many different models to be trained on the same dataset. The creation of a new synthetic dataset that allows to simultaneously reduce training time for a large number of models with different architectures and hyperparameters would be very helpful. However, the mentioned algorithm has some drawbacks. Distilled data is poorly generalized for models not involved in the distillation process. In this paper, we examine the work of the algorithm on tabular data trying to address this problem.

The rest of the work is divided into 7 sections. In Section 2 we do a short overview of related work. A detailed description of the data distillation algorithm with its complexity analysis is located in Section 3. Section 4 consists of descriptions of architectures and the tabular dataset used in the research. In Section 5 we show results of experiments and examine the properties of synthetic tabular data. In Section 6 we examine the possibility of training models with different architectures on one synthetic dataset. Finally, we present our conclusions in Section 7.
2 Related Work

The basis of the data distillation algorithm is the optimization of synthetic data and learning rates with hypergradients. The application of backpropagation for optimization of hyperparameters was proposed in [9] and [10]. Backpropagation through L-BFGS [11] and SGD with momentum [12] was presented in [7], and more memory-efficient algorithm was proposed in [8]. In addition, [8] conducted experiments with data optimization.

The algorithm examined in our work was developed in [1], where successful distillation of the MNIST dataset [4] was shown. Leaving only 10 examples (one for each class), and thus reducing the dataset volume by 600 times, they were able to train the LeNet model [5] to quality close to the quality of training on the original dataset. Also, they proposed to use fixed distribution for network initialization to increase distilled data generalization, but still couldn’t reach quality obtained with fixed initialization. It is important to note that authors of the considering algorithm [1] were inspired by network distillation [2], that is, the transfer of knowledge from an ensemble of well-trained models into a single compact one.

The way to distill both objects and their labels was shown in [3]. Authors showed that such distillation increases accuracy for several image classification tasks and allows distilled datasets to consist of fewer samples than the number of classes. Also, they showed the possibility to distill text data.

3 Distillation Algorithm

The simplest version of the algorithm developed in [1] is the one-step version. Let \( \theta_0 \) be the initial model’s weights vector sampled from a fixed distribution \( p(\theta_0) \), \( x \) be the original data, \( \bar{x} \) be the synthetic data (randomly initialized vectors), \( \bar{\eta} \) be a synthetic learning rate (positive scalar needed in the gradient descent method), and \( l(x, \theta) \) be a loss function. If we do gradient descent step and get updated weights \( \theta_1 \) then the distillation algorithm can be written in the form of the following optimization problem:

\[
\bar{x}^*, \bar{\eta}^* = \arg\min_{\bar{x}, \bar{\eta}} \mathbb{E}_{\theta_0 \sim p(\theta_0)} l(x, \theta_1) = \arg\min_{\bar{x}, \bar{\eta}} \mathbb{E}_{\theta_0 \sim p(\theta_0)} l(x, \theta_0 - \bar{\eta} \nabla_{\theta_0} l(\bar{x}, \theta_0)). \tag{1}
\]

To launch the gradient descent method and find the optimum of this problem we have to calculate second-order derivatives, which is possible for the majority of loss functions and model’s architectures. In general, when we want to train a model on distilled data for a few steps or even for a few epochs, the algorithm looks a bit more complicated. To describe it we introduce the concepts of external and internal steps and epochs, and the concept of internal models. So, at each internal step of each internal epoch, several internal models are trained on synthetic data. In [1], internal models have the same architecture and different initializations \( \theta^{(j)}_0 \sim p(\theta_0) \). At each external step of each external epoch, the loss function of these trained models is evaluated on the original data. After this, we
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can calculate the direction to make the descent step and optimize the synthetic
data and learning rates. As a result, the general-case algorithm at each external
step solves the following optimization problem:

\[
\begin{cases}
\theta_0^{(j)} \sim p(\theta_0); & j = 1, \ldots, m; \\
\theta_{k+1}^{(j)} = \theta_k^{(j)} - \eta_k \nabla_\theta l(\hat{x}_{i(k)}, \theta_k^{(j)}); & k = 0, \ldots, n - 1; \\
\mathcal{L} = \frac{1}{m} \sum_{j=1}^m l(x, \theta_0^{(j)}) \to \min_{\hat{x}, \eta}.
\end{cases}
\]  

(2)

In (2) \(s\) is the number of internal steps of one internal epoch; \(n\) is the total
number of steps of the internal loop and \(m\) is the number of internal models.
Optimization requires an estimation of gradients \(\nabla_{\hat{x}} \mathcal{L}\) and \(\nabla_{\eta} \mathcal{L}\):

\[
d\mathcal{L} = \sum_{j=1}^m \frac{\partial \mathcal{L}}{\partial \theta_n^{(j)}} \frac{d\theta_n^{(j)}}{d\theta_n^{(j)}} = \sum_{j=1}^m \frac{\partial \mathcal{L}}{\partial \theta_n^{(j)}} \frac{d\theta_n^{(j)}}{d\theta_n^{(j)}} = \\
= \{g_n^{(j)} := \eta_{n-1} \nabla_\theta l(\hat{x}_{i(n-1)}, \theta_{n-1}^{(j)})\} = \sum_{j=1}^m \left[ \frac{\partial \mathcal{L}}{\partial \eta_n^{(j)}} \frac{\partial \eta_n^{(j)}}{\partial \eta_{n-1}^{(j)}} \right] \frac{d\theta_n^{(j)}}{d\theta_n^{(j)}} - \\
- \left( \frac{\partial \mathcal{L}}{\partial \theta_n^{(j)}} \frac{\partial g_n^{(j)}}{\partial \eta_n^{(j)}} \right) d\eta_{n-1} - \left( \frac{\partial \mathcal{L}}{\partial \theta_n^{(j)}} \frac{\partial g_n^{(j)}}{\partial \eta_{n-1}^{(j)}} \right) d\eta_{n-1} - \\
- \left( \frac{\partial \mathcal{L}}{\partial \theta_n^{(j)}} \frac{\partial g_n^{(j)}}{\partial \eta_{n-1}^{(j)}} \right) d\eta_{n-1} \right].
\]  

It is clear that if we continue to express \(\theta_n^{(j)}\) through \(\theta_{n-2}^{(j)}\) and so on we get an expression with \(\theta_0^{(j)}\). After summing up all the necessary terms, we obtain
the following formulas for gradients:

\[
\nabla_{\eta} \mathcal{L} = \frac{\partial \mathcal{L}}{\partial \theta_{k+1}} \frac{\partial g_k}{\partial \eta_k}; \quad \nabla_{\hat{x}} \mathcal{L} = \sum_{k=0}^{n-1} I[j = i(k)] \cdot \left( \frac{\partial \mathcal{L}}{\partial \theta_{k+1}} \frac{\partial g_k}{\partial \hat{x}_{i(k)}} \right).
\]  

(3)

Algorithms 1, 2 and 3 show the implementation of the method in pseudo-code. It's clear from the algorithm description that memory and time complexity is high, since we need to store \(n\) copies of the internal model and to perform backward and forward passes through all these \(n\) copies. This limitation negatively affects the performance, since the increment of \(n\) significantly increases the quality of the model trained using the distilled dataset.
Algorithm 1 Main Cycle

1: **Input:** \( p(\theta_0); m; n; s; T \) — number of external steps; batch sizes.
2: **Initialization** \( \tilde{x}, \tilde{\eta} \)
3: **loop** for each \( t = 1, \ldots, T; \)
4: \( \nabla_\theta L = 0, \nabla_\eta L = 0 \) // accumulated values of opt. directions.
5: Get a minibatch of real training data \( x \)
6: **loop** for each model \( j = 1, \ldots, m; \)
7: Model initialization \( \theta^{(j)}_0 \sim p(\theta_0) \)
8: \( \text{Res} \leftarrow \text{Forward} \) // see Algorithm 2
9: \( \nabla_\tilde{x} L, \nabla_\tilde{\eta} L \leftarrow \text{Backward} \) // see Algorithm 3

Update \( \tilde{x}, \tilde{\eta} \)

Algorithm 2 Forward Pass

1: **Input:** \( \theta^{(j)}_0, \tilde{x}, \tilde{\eta}, x \)
2: \( \text{Res} \leftarrow \theta^{(j)}_0 \)
3: **loop** for each internal step \( k = 0, \ldots, n - 1; \)
4: \( g_k = \tilde{\eta}_k \nabla \theta^{(j)}(\tilde{x}_{(k)}, \theta^{(j)}_k) \)
5: \( \theta^{(j)}_{k+1} = \theta^{(j)}_k - g_k \)
6: \( \text{Res} \leftarrow g_k, \theta^{(j)}_{k+1} \) // remember comp. graph and model
7: \( \frac{\partial C}{\partial \theta^{(j)}_0} = \frac{1}{m} \frac{\partial C(x, \theta^{(j)}_0)}{\partial \theta^{(j)}_0} \)
8: \( \text{Res} \leftarrow \frac{\partial C}{\partial \theta^{(j)}_0} \)
9: **Output:** Res

Algorithm 3 Backward Pass

1: **Input:** \( \nabla_\tilde{x} L, \nabla_\tilde{\eta} L, \text{Res} \) // Res — comp. graphs and weights of models.
2: \( \frac{\partial C}{\partial \theta^{(j)}_{k+1}} \leftarrow \text{Res} \)
3: **loop** for each internal step \( k = n - 1, \ldots, 0; \)
4: \( g_k, \theta^{(j)}_k \leftarrow \text{Res} \)
5: \( \nabla_{\tilde{x}_{(k)}} L \leftarrow \nabla_{\tilde{x}_{(k)}} L + \frac{\partial C}{\partial \theta^{(j)}_{k+1}} \frac{\partial \theta^{(j)}_k}{\partial \tilde{x}_{(k)}} \)
6: \( \nabla_\theta L \leftarrow \nabla_\theta L + \frac{\partial C}{\partial \theta^{(j)}_k} \frac{\partial \theta^{(j)}_k}{\partial \tilde{\eta}_k} \)
7: \( \frac{\partial C}{\partial \theta^{(j)}_0} = \frac{\partial C}{\partial \theta^{(j)}_{k+1}} \left( 1 - \frac{\partial \theta^{(j)}_k}{\partial \tilde{\eta}_k} \right) \)
8: **Output:** \( \nabla_\tilde{x} L, \nabla_\tilde{\eta} L \)

4 Data and Models

We consider a simple two-dimensional binary classification problem, which dataset volume is 1,500 objects (see Fig. 1a). The dataset is divided into training and test parts in a 2:1 ratio. We distill the training part and use the test part for quality
estimation. We suppose that using such a small amount of data and producing less extreme distillation can help us to explore new properties of the algorithm. Note that it is not always possible with big visual datasets and large models due to the complexity of the distillation. For experiments we use three fully connected architectures: 1-layer, 2-layer and 4-layer. Figure 1 (b, c) schematically shows non-linear architectures.

First, we estimate the quality of training on the whole dataset. We train models 25 times with random initialization from Xavier distribution. Each training takes 500 epochs. Note that 500 epochs are more than enough for convergence for all three architectures (see Fig. 2 d), and it seems that the training procedure could be stopped after 200 epochs. Hereinafter, such figures show the boundaries of the 95% confidence interval estimated with the bootstrap procedure. In addition Figure 2 (a-c) shows the distribution of achieved accuracy; the largest model reached the highest quality.

Figure 3 (a, c) shows the boundaries of the decision rules. For each architecture, it shows the median-quality model. Note that the 2-layer model was not able to significantly outperform the linear solution, despite the significant number of made gradient descent steps and use of the whole training dataset.
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5.1 Examining Hyperparameters

The distillation algorithm has several hyperparameters: the number of internal epochs, steps and models, as they significantly affect complexity, it is important to choose the most appropriate ones. The number of internal models affects the total time of distillation. The number of steps and epochs influences \( n \) and thus affects the total time of distillation and the size of needed memory. Note that the number of steps needed to train any model on distilled data is fixed. It means that there is a risk that some models may not converge in the preselected number of steps. Another parameter is the number of synthetic objects taking part in each inner step. We choose this parameter to be 4 since it seems to be enough to describe the border of two classes.

To select hyperparameters we performed several experiments similar to ones in [1] (see Fig. 4). Note that increase of both the number of epochs and steps improves the final accuracy of the algorithms, while a significant increase in the number of models does not give a noticeable change.

Fig. 3. The decision rule boundary for models with median quality: a),c) trained on the whole dataset; b, d) trained on distilled data. The 2-layer model builds a more complex decision rule using the distilled data.

Fig. 4. The dependence of the test quality on: a) the number of internal epochs (1 internal model and 1 internal step); b) the number of internal steps (1 internal model and 1 internal epoch); c) the number of internal models (10 internal steps and 1 internal epoch).
5.2 The Distillation Algorithm Performance

To check the distillation algorithm performance on tabular data, we launch distillation 10 times for each architecture with different initializations of $\theta_0, \tilde{x}$ and $\tilde{\eta}$). Each launch takes 50 outer epochs which is equal to 800 outer iterations since the batch size of 64. For this experiment, we choose the number of internal steps to be 40, the number of internal epochs to be 5 and the number of internal models to be 3. This set of hyperparameters leads to the total number of synthetic objects equals 320, which is more than 3 times less than the original data volume. Note that during training there are $3 \times 800 \times 5 \times 40$ forward passes through the model, and for each gradient descent step we need to store $5 \times 40$ model’s copies. As a result, total distillation time for all three architectures and 10 restarts reaches 4 hours, while the usual training procedure of models on the whole original data lasts only a few minutes. To compare the standard training procedure described in Section 4 with training on distilled data we present similar plots.

![Fig. 5. Distribution of accuracy for different initializations.](image)

Figures 2 (a, b, c) and 5 show the distribution of accuracy, and Table 1 shows mean and standard deviation. Comparing them we can see that the quality of 1-layer and 2-layer architecture has grown. We suggest that the distilled data has become additional parameters and allowed the network to better solve the problem. Note that at the same time, the quality of 4-layer models has decreased a bit.

Figures 2(d) and 6 (a, e) show the convergence of both training procedures. Note that the number of steps is not enough to train the 2-layer and 4-layer models on the distilled data. Therefore, we assume that quality will increase if the number of iterations is greater.

Figure 7 shows synthetic objects from different internal steps for datasets used to achieve median quality. Note that there is no strong similarity between distilled and original objects, as it was in the experiments with images [1]. Also, it seems that objects of data distilled for the linear model are often located along the decision boundary. Thus we can assume that the data can overfit for a
specific architecture which can be a barrier to train other architectures on such data.

Figure 3 shows the boundaries of the decision rules for median-quality models trained on the original (a, c) and distilled (b, d) data. The progress of the 2-layer architecture is clear: using distilled data models can build more complex decision rules, which bring them closer to bigger models.
5.3 The Problem of a Small Number of Epochs

Due to memory and time complexity, it is undesirable to use a large number of internal epochs in the distillation procedure. Fixation of a small number of steps causes the aforementioned problem: it doesn’t allow training procedure on distilled data to converge. To overcome this problem, we explore three strategies for artificially increasing the number of epochs when training new models.

Figure 8 (a, b, c) shows synthetic learning rates. Note that there are strong fluctuations from iteration to iteration, so it seems difficult to just replace such a complex scheme with a universal one. Nevertheless, we show that a standard strategy (see Fig. 8 d) can improve the quality of models trained on distilled data (see Fig. 5, 9 a, d, Table 1). This strategy increases step sizes in 1.1 times at the beginning of each new epoch and then similarly decreases them in 0.95
times. Note that the new strategy allowed non-linear models to converge (see Fig. 6 b, f) even without using synthetic learning rate.

Other strategies use synthetic learning rates. The second strategy repeats synthetic epochs multiplied on a coefficient. Thus the synthetic learning rate stays unchanged for the first 5 epochs. For the next 5 epochs, each learning rate is multiplied on 0.98 and repeated again. Then, to get 5 more epochs, we again multiply each learning rate but on \( 0.98 \cdot 0.98 = 0.9604 \), and so on we repeat this 10 times. Note that in contrast to the smooth convergence of the previous strategy (see Fig. 6 b, f), the new one has strong fluctuations during training (see Fig. 6 c, g), but outperforms the previous one (see Fig. 9 b, e).

The third strategy attempts to correct the inaccurate connection of the epochs of the previous strategy. Instead of cyclically repeating all five epochs, only the last is repeated. Note that the training procedure convergence has indeed become smoother (see Fig. 6 d, h) and models reach the higher quality (see Fig. 9 c, f, Table 1).

6 Data Generalization to Different Architectures

One of the possible practical applications of the data distillation is the fast training of a large number of different architectures with different initializations to acceptable quality. Therefore, it is important for the synthetic data to be well generalized to all variations of networks. To examine this issue, we tried to train models of different architectures on each distilled dataset.

Table 1 (first subtable) depicts the results. Note that the synthetic data generally acts acceptable for architectures simpler than used in distillation procedure. The worst result was obtained when training a 4-layer model on the data distilled for a 2-layer. Since the data distilled for 2-layer models doesn’t seem much different from the data distilled for 4-layer models, we assume that the problem can be caused by synthetic learning rates. So it makes sense to try each of the three strategies described in the previous section. Next subtables in Table 1 show the result: it seems that for all three cases there are some improvements in the quality. The most significant changes touched the worst case. Note that using the strategy without distilled learning rates helped to get much better quality, even higher than when training on data distilled specifically for this architecture.

The natural assumption is that data distillation using all three architectures can lead to better results. to do so we select \( m = 3 \), but instead of using three internal models with the same architecture, we use three different ones: 1-layer, 2-layer and 4-layer. Table 2 shows the results: for all non-linear architectures, we were able to reach higher accuracy using undistilled learning rates. Note that new synthetic data (see Fig. 10) looks similar to the data from previous experiments (see Fig. 7).
In this work, we examined the distillation of tabular data using the algorithm proposed in [1]. We observed that models trained using distilled data can outperform models trained on the whole original data. We show that synthetic objects...
have some generalizability and can be successfully used in the training of different architectures. In addition, we found that it is sometimes better not to use synthetic learning rates, and explored some strategies to increase the number of training steps. As future work, we plan to change the memory complexity according to the work [8]. Also, we want to improve the distilled data generalizing ability using stochastic depth networks [13]. Finally, we would like to bring the distribution of synthetic objects closer to the original.
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