CASPR: Customer Activity Sequence-based Prediction and Representation

Pin-Jung Chen  
Microsoft Corporation  
pinjung.chen@microsoft.com

Sahil Bhatnagar  
Microsoft Corporation  
sahil.bhatnagar@microsoft.com

Damian Konrad Kowalczyk  
Microsoft Corporation  
damian.kowalczyk@microsoft.com

Abstract

Tasks critical to enterprise profitability, such as customer churn prediction, fraudulent account detection or customer lifetime value estimation, are often tackled by models trained on features engineered from customer data in tabular format. Application-specific feature engineering adds development, operationalization and maintenance costs over time. Recent advances in representation learning present an opportunity to simplify and generalize feature engineering across applications. Application of these advancements to tabular data faces challenges such as data heterogeneity, variations in customer engagement history and the sheer volume of enterprise data. In this paper, we propose a novel approach to encode tabular data containing customer transactions, purchase history and other interactions into a generic representation of a customer’s association with the business. We then evaluate these embeddings as features to train multiple models spanning a variety of applications. CASPR, Customer Activity Sequence-based Prediction and Representation, applies Transformer architecture to encode activity sequences to improve model performance and avoid bespoke feature engineering across applications. Our experiments at scale validate CASPR for both small & large enterprise applications.

1 Introduction

Enterprises today store and process an increasingly large amount of customer data, commonly structured in databases. Utilizing big data and machine learning tools to enhance the business profitability and sustainability is an active area of interest, research and development for businesses regardless of their scale (Santoro et al. [2018]). Tabular data collected by businesses include profile information about their customers and records of various interactions with the business and products. These could include tables containing transaction information, physical visit information, online activity, customer feedback etc. Building models that capture complex customer interactions and sequences of activities allows businesses to understand their customers better; accurately predicting customers who might churn leads to better marketing and mitigation strategies, understanding products and services a customer is more likely to use via a strong product recommendation engine leads to greater engagement and mapping potential customer value ensures the businesses focus on their most profitable ventures. Traditional statistical tools for analyzing tabular customer data are insufficient in modelling the complexity and interactions of data collected and rely on assumptions (Schmittlein et al. [1987], Fader et al. [2005]) of data distribution and characteristics to make predictions. Intricately engineered features to help predict specific problems such as customer churn are difficult to transfer.
to other problems such as recommending products and require a new feature representation for the same. The challenge of modelling customer data and the importance of predicting problems critical to businesses motivate the development of the Customer Activity Sequence-based Prediction and Representation (CASPR) framework to enhance learning from tabular data on customer behaviour and advance real-world predictive tasks in business.

2 Approach & Technical Challenges

Our proposed CASPR framework models raw tabular data of customer activities as a timestamped sequence of events, where each event represents a row of information in a table corresponding to some customer interaction. Some examples of such tables could be web activity logs, transaction logs, customer service interactions etc. The goal of the CASPR framework is to generate a latent vector representation of each customer in the database, which encapsulates all the information about the customer’s interactions with the business. The transformation of raw tabular data into a journey of customer activity forms the basis of generating these vector representations. We leverage progress made in the world of large language models using the transformer network architecture (Vaswani et al. [2017], Devlin et al. [2018]) and modify the semantics of how transformer models are generally trained; events in the customer journey represent words in a sentence, where each customer journey is like a sentence. Just as language models can understand the semantics of words in a sentence, the CASPR transformer understands the semantics of events w.r.t. their position in a customer’s journey. A significant advantage of the CASPR framework is that training the model to generate latent vector representations of customers is a self-supervised process, similar to the training of large BERT models for natural language (Devlin et al. [2018]). The pre-training of CASPR transformer models forms the basis of their applicability across a variety of business tasks. CASPR vector representations or embeddings can be used to supplement existing models, such as collaborative filtering models for a product recommendation, or fine-tuned to predict tasks such as customer churn or lifetime value. Using CASPR prevents the need of generating complex engineered features which capture the semantics of tabular data specific to a task to solve, and also allows an increase in the scale of input raw tabular data to make more accurate predictions.

3 Contributions & Organization

In this study, we propose CASPR, a novel framework for computing deep embedding representations

- We introduce the CASPR framework to learn latent vector representations of customer journeys extracted from tabular datasets commonly found in business scenarios. We show how this form of representation learning can reduce or eliminate the need for complex feature engineering and scales across tasks (see Section 5.3).
- We demonstrate the performance of a pre-trained CASPR model in helping solve multiple business applications and improve upon baseline models (see Table 4).
- We evaluate popular frameworks for distributed deep learning, to identify the most cost effective way of computing CASPR embeddings from tabular big data in an industrial setting (see Table 8).

The paper proceeds as follows: in Section 4 we review background concepts such as approaches to business problems, current tabular representation learning techniques and techniques of operationalization of deep learning models at scale in the industry. In Section 5 we detail the CASPR framework and give an overview of the business applications that may benefit from using CASPR. Section 6 describes our experiments conducted to evaluate the generalization and scalability of CASPR models in real-world scenarios. Finally, we offer our conclusions in Section 7.

4 Background

4.1 ML Approaches for Business Applications

Real-world business problems such as Customer Churn, Customer Lifetime Value (CLV), or product recommendation are critical to enterprises due to their direct impact on revenue. Before large models
and high-performance computing resources became available, simple parametric statistical models were adopted to describe customer behaviour. Schmittlein et al. [1987] proposed the Pareto/NBD framework which uses Pareto and NBD distributions for modelling customer churn and representing customer purchase frequency. Fader et al. [2005] expanded on this by incorporating the popular RFM (Recency, frequency, monetary value) paradigm into the Pareto/NBD framework. With the advent of big data and machine learning (ML) algorithms, researchers started to build predictive models for these business problems. Ahmad et al. [2019] and Vanderveld et al. [2016] developed tree-based models with feature engineering for churn and CLV predictions. While these ML models had shown promising results, the need to handcraft a large number of features can become a bottleneck for maintainability and scalability. Inspired by neural embeddings, a technique pioneered in the field of Natural Language Processing (NLP), researchers began to leverage embeddings to automatically extract rich patterns of customer behaviour from raw data. Barkan and Koenigstein [2016] used skip-gram with Negative Sampling (SGNS) (Le and Mikolov [2014]), a popular neural embedding algorithm, to develop a method called item2vec for item-based collaborative filtering for Product Recommendation. Grbovic et al. [2016] proposed several approaches that learn product representations by applying SGNS to user purchase history extracted from e-mail receipt logs. Chamberlain et al. [2017] introduced a hybrid CLV system for e-commerce that combines handcrafted features and customer embeddings learnt from browsing sessions.

4.2 Table Representation Learning

In real-world AI applications, the most common data type is tabular data (Chui et al. [2018], Shwartz-Ziv and Armon [2021], Borisov et al. [2021]). Despite the recent success of deep learning on image, text, and speech data, tabular data remain a challenge for deep learning. Traditional ML methods such as tree-based ensemble models still dominate the tabular data domain (Borisov et al. [2021], Shwartz-Ziv and Armon [2021]). Recently, several new neural architectures have been proposed, attempting to achieve performance improvement and learn meaningful representation on tabular data. Arik and Pfister [2019] proposed TabNet, which uses sequential attention to perform tree-like feature selection and reasoning, and demonstrated that self-supervised pre-training could significantly improve performance and led to faster model convergence. Huang et al. [2020] extended Transformer (Vaswani et al. [2017]) and introduced TabTransformer which learns contextual embeddings of categorical features. TabTransformer matched the performance of tree-based ensemble models (GBDT) while being robust against noisy and missing data. SAINT (Self-Attention and Intersample Attention Transformer) proposed by Somepalli et al. [2021] uses a hybrid attention mechanism that performs attention over both rows and columns. Unlike TabTransformer, it projects both categorical and continuous features into a common latent space. The authors also leveraged self-supervised contrastive pre-training in the semi-supervised setting.

4.3 Operationalization & Distributed Processing

In the digital world, data are generated from various sources and companies have been putting effort into collecting more and more data to better understand their customers. As the data grows and accumulates, it becomes non-trivial to process these large datasets and deploy models in production at scale without leveraging distributed systems and frameworks. Apache Spark (Zaharia et al. [2016]) is an open-source unified engine for large-scale distributed data processing that can capture streaming, SQL, machine learning, and graph processing workloads. Spark extends MapReduce with Resilient Distributed Datasets (RDDs), a distributed memory abstraction that allows users to perform in-memory computation on large clusters with performance, reliability and privacy implications (Zaharia et al. [2012], Kowalczyk and Larsen [2018]). Horovod introduced by Sergeyev and Balso [2018], is a distributed deep learning training framework that is compatible with most of the common ML libraries. It uses a custom implementation of the ring-allreduce algorithm for efficient inter-GPU communication, enabling users to easily scale a single-GPU training script to train across multiple GPUs in parallel without much code modification. Petastorm (Gruener et al. [2018]) is an open-source library which enables training deep learning models directly from Apache Parquet datasets. PyTorch Distributed Data-Parallel (DDP) (Li et al. [2020]) is a single-program multiple-data training paradigm for distributed training applications which can run across multiple machines. It replicates the model on every process and feeds each model replica with a different subset of the training samples to generate gradients independently. A gradient communication layer is applied at the end of every iteration to ensure that each model replica is consistent and synchronized.
5 Framework Overview

Our approach for creating a representation of raw tabular data focuses on creating encoded embedding representations of the entities in the dataset. In this section, we introduce the CASPR framework which models raw tabular data as a sequence of interaction events or activities performed by an entity and then learns representations for each entity. CASPR first transforms the tabular data into a set of sequential activities per user or entity and is then trained with objectives such as masked entity recovery. This helps the model understand the structure and semantic relationship between activities in a sequence. The generated embedding representations for each entity can then be used for a range of downstream tasks such as predicting churn, lifetime value or detecting fraudulent accounts. We perform the pretraining step for each dataset once and then reuse the generated embedding representations across tasks.

5.1 Data preparation and pretraining

In a tabular dataset $D$, we denote each row $A$ as a combination of an entity $E$, a timestamp $T$ and a set of $N$ attributes $A^E_T = \{E, T, A_1, A_2, ..., A_N\}$. An activity is the set of attributes $\{A_1, A_2, ..., A_N\}$ corresponding to a row occurring at time $T$. The goal of CASPR is to generate a latent vector representation $\nu_E$ of all the activities associated with an entity $E$. The first step in the CASPR pipeline is to transform the raw input dataset $D$ into a sequential representation of activities for each entity $E$ ordered by the timestamp $T$. Thus, for each $E$, we generate a sub-dataset $D_E$ containing an ordered list of activity rows $D_E = (A^1_E, A^2_E, ..., A^t_E)$. Note that the timestamps do not need to be synchronized across different entities and activities. As a parameter of the model, we fix the maximum number of activities per entity to $t$. We then batch the sub-datasets $D_E$ and pass them through a learnable categorical embedding layer to convert all categorical activity attributes into a vector representation of dimension $d = \sqrt{\text{cardinality}(C)}$ where $C$ is a categorical attribute. Categorical attributes include strings, ordinal values and any other non-numeric data type. This net sequence of activity features is then passed into a multi-head transformer model, where the model is trained in an unsupervised manner to optimize the masked entity recovery objective. The generated entity embeddings $\nu_E$ can then be used as input features for training downstream models for different tasks.
5.2 Model Overview

We use the transformer block popularly used for NLP tasks \cite{Vaswani2017} and repurpose it to accept activity attribute inputs as described in Figure 2. The input to the transformer is a batch of vectors corresponding to each entity \((A_E^1, A_E^2, ..., A_E^t)\) where each \(A_E^i = \text{concat}(i, A_E^i_{\text{numerical}}, A_E^i_{\text{categorical}})\); \(A_E^i_{\text{numerical}}\) is a vector concatenation of all numerical attributes (normalized to a standard normal distribution) of the activity at timestamp \(i\) of entity \(E\), and \(A_E^i_{\text{categorical}}\) is a dense embedding representation obtained after passing categorical activity data through an embedding layer described in section 5.1. The transformer encoder block uses a multi-head attention mechanism with scaled dot product attention as defined by \cite{Vaswani2017}.

\[
\text{MultiHead}(h) = \text{concat}(\text{head}_1, ..., \text{head}_n)W^O \\
\text{where } \text{head}_i = \text{Attention}(hW_i^Q, hW_i^K, hW_i^V) \\
\text{Attention}(Q, K, V) = \text{softmax}(\frac{QK^T}{\sqrt{d_k}})V
\]

where \(h\) is the hidden state output from the previous transformer layer. In addition to the attention mechanism layers, the output of each head is passed through a standard feed-forward neural network with 2 layers before being used as input for the next layer. Finally, we concatenate the encoded output with the non-sequential vectors \(A_{E,\text{non-sequential}}\) and pass the combined output through a set of dense layers to create the final encoder output. \(A_{E,\text{non-sequential}}\) vectors include customer profile information such as age, status, tenure etc. The decoder block is almost identical to the encoder block, but also contains an additional multi-head attention layer which takes the latent representation output of the encoder as its input. We call this layer a masked layer because it masks out positions greater than \(i\), where \(i\) is the sequence number of the input. This prevents the layer from including outputs that are unknown when operating at position \(i\). This setup ensures the autoregressive property of the decoder while training, and can be expected to help generate better embeddings for tasks such
as product recommendations, which can be thought of as a similar task to predicting the next word in a sentence. To pre-train the model on the raw input dataset, we optimize using the masked entity recovery task (Vincent et al. [2008], Devlin et al. [2018]). Consider the input to the transformer model \((A_1^E, A_2^E, ..., A_t^E)\). We mask out at random, 30% of the input sequence with zero vectors for each batch of data. We then optimize the reconstruction loss by comparing the original sequence of vectors with the output of the decoder. We use the mean square error loss for numerical attributes and cross-entropy loss for the categorical attributes to measure reconstruction loss.

5.3 Business Applications

**Customer Churn** - Retaining customers is one of the most important criteria for a profitable business; the cost of acquiring new customers is generally considered 10x higher than retaining existing ones (Hadden et al. [2007]). Customer churn can be defined as customers stopping doing business with a company in a given period. This could include recurrent subscribers of a product offering, or customers who make non-cyclic purchases over time. The objective of trying to predict customer churn is to allow businesses to identify at-risk customers and develop business or marketing strategies to help prevent churn. The monetary spend to retain customers is usually significantly lower than marketing spend to acquire new customers; and by using targeted marketing towards high-risk customers, businesses can maximize their return on marketing investment (Mozer et al. [2000]). For the design of our experiments, we define customers as churned when they stop interactions with the business over a defined period. An example of this definition in a retail scenario would be customers who make 0 purchases in the past 6 months. In a subscription setting, it can be defined as customers who do not renew their subscription over a period of 6 months.

**Customer Lifetime Value** - CLV is an estimate of the expected revenue a customer generates over their association with the business. Understanding CLV has been a very useful measure for businesses to identify investment and marketing strategies, personalized retention strategies etc. (Chen et al. [2018]). The objective of a predictive CLV model would be to accurately estimate the overall monetary value a customer would bring to the business till the point they effectively churn.

**Product Recommendation** - Recommendation systems are useful for a variety of businesses ranging from internet ad providers, e-commerce providers, retail stores or other service providers. Understanding the best products or services desired by, or useful to specific customers helps drive business and maintain customer relationships (Xiao and Benbasat [2007]). Product recommendation systems primarily rely on data about users and products or services offered. User data includes historical purchases by users, interactions with products on websites or apps and profile information about the user. Product data includes metadata about the products which may include information such as brand, category, pricing etc. Popularly used methods of created recommendation systems such as collaborative filtering and latent factor methods via matrix factorization provide recommendations by grouping users and products together based on historical trends and similarities in purchasing patterns. Modern predictive methods using deep learning extends the ideas of matrix factorization with the introduction of user and product embeddings generated by deep learning models (Naumov et al. [2019]).

**Account Fraud Detection** - Unauthorized access to user accounts or the creation of fraudulent accounts adds significant costs to the operations of a business. Some examples of added costs include abuse of new-customer discounts, rewards and other offers due to fake accounts. Additionally, there is a significant risk of stolen entitlements and resources due to unauthorized access or compromised accounts. Additionally, there is a significant risk to business reputation amongst customers due to an erosion of trust in security as well as increased friction in using and accessing account functions. The objective of an account fraud detection model is to detect fraudulent account creation and login to prevent both unauthorized access to existing accounts as well as the creation of fraud accounts. We get a variety of customer and account metadata describing account creation and logins such as device fingerprints and merchant/business metadata. Older models used engineered statistical features based on device fingerprints, location and IP information to train a fraud detection model (Roxas [2011]).
6 Experiments

The following section describes the experiments and results obtained, evaluating our framework’s scalability and generalizability across real-world business tasks. We compare our framework against a traditional approach based on gradient-boosted decision trees, on diverse datasets, public or proprietary. The main questions we seek to answer are: (1) does CASPR representation offer a significant boost in predictive performance for any common business task? (2) how well does the CASPR embedding representation generalize across different tasks? (3) what is the most cost-effective approach to scaling-out CASPR training in an industrial setting?

6.1 Experimental Setup

The following describes the datasets, methods and metrics used to evaluate the generalizability of the CASPR framework in real-world business scenarios. Finally, we propose and evaluate four distinct environments to scale and distribute the main computational effort of the framework.

6.1.1 Datasets

In this section, we will describe details about the datasets we used to benchmark the model performance of CASPR. A summary of the datasets can be found in Table 1.

- **KKBox** is a software company which offers subscription-based music streaming services. They launched a Kaggle challenge in which the participants were asked to predict whether users will churn 30 days after their subscriptions expire. The tables they provided include transactions of users, daily user logs describing user listening behaviours, and user demographics.

- **Google Online Stores** is an open-source dataset from a Kaggle competition called Google Analytics Customer Revenue Prediction where the task is to predict how much each online Google Store customer will spend. The data contain user transactions from 2016 to 2018 as well as web session information such as device, geography and page visits extracted from cookies.

- **Instacart** data come from the “Instacart Market Basket Analysis” Kaggle competition where the goal is to predict which products will be in a user’s next order. The dataset contains over 3 million grocery orders from more than 200,000 Instacart users.

- **Microsoft Retail Stores** is a Microsoft internal dataset which contains invoices, customer information, and product information for the Microsoft Retail Store.

- **Microsoft Accounts** is a Microsoft internal dataset which contains customer account information for the Microsoft Online Store.

- **Online fantasy sports platform** dataset comes from a Microsoft partner, which runs multiple popular fantasy sports leagues and betting platforms. About 4% of all accounts in this dataset were labelled as fraud.

| Dataset                      | Size (# unique customers) | Source   |
|------------------------------|---------------------------|----------|
| KKBox                        | ~1 million                | public   |
| Instacart                    | ~100k                     | public   |
| Google Online stores         | ~1 million                | public   |
| Microsoft Retail Stores      | ~1 million                | proprietary |
| Microsoft Accounts           | ~10 million               | proprietary |
| Online fantasy sports platform | ~1 million               | proprietary |

Table 1: Summary of datasets used in experimentation (rounded for privacy)
6.1.2 Methods

To generate CASPR embeddings, we used a Transformer encoder-decoder architecture with a hidden size of 16, a position-wise feed-forward dimension of 32, 6 layers, 8 self-attention heads, and a dropout probability of 0.1. We used Adam optimizer with an initial learning rate of 1e-3 to train our models. The maximum length of customer activity sequences is set to 15 and we truncated those that were longer by taking only the latest 15 transactions. For the baseline for the churn and customer lifetime value tasks, we used a random forest model with 100 trees and a variety of RFM features including the period since the last purchase, a number of purchases made within the period, the money spent during the period, and other aggregated statistics (e.g., min, max, standard deviation) derived from the purchase history (see Table 2) (Rahim et al. [2021]). Previous work (Shwartz-Ziv and Armon [2021], Chamberlain et al. [2017]) has shown that these tree ensemble models perform well across various datasets without much tuning and can be served as a strong baseline to compare with. To evaluate the impact of CASPR on the tasks, we trained a random forest that has the same hyper-parameters as the baseline but uses CASPR embeddings as input features. We also conducted an experiment where we concatenated CASPR embeddings with RFM features and trained a random forest with the same hyperparameters as the baseline. The baseline for detecting fraudulent accounts utilized engineered features capturing aggregated statistics on recency and frequency about different device fingerprints used, number of transactions conducted in each login session, location metadata and statistics on user impressions and clicks for each login session. These features were then used to train a LightGBM model (Ke et al. [2017]) to build the baseline. We appended CASPR embeddings of user accounts to these statistical features and trained a new LightGBM model using the same hyperparameters to identify the impact of using CASPR. To build the baseline model for the product recommendation task, we use a collaborative filtering model using the alternating least squares (ALS) algorithm (Zhou et al. [2008], Aljunid and Manjaiah [2019]). We evaluate the impact of using CASPR by generating embeddings for customers and products and using the dot product of these embeddings as an input to a similar ALS method for collaborative filtering.

6.1.3 Evaluation Setup

In this study, multiple combinations of distributed frameworks and hardware architectures are evaluated (see Table 3). We provision and configure these environments, to identify the most cost-effective way to build CASPR models at scale. Noteworthy differences between the environments include: (1) a network gap between GPU nodes (Petastorm + Horovod environments) or (2) the NVIDIA architecture including the presence of Tensor Cores (Volta vs Kepler). The Spark-based environment includes a driver GPU which remains idle during distributed training by the design of Spark 3. With the Horovod (HVD) V100 environment, we navigate around this limitation by executing Horovod training on the GPU nodes directly. Here we still pre-load training data dynamically from a distributed storage with Petastorm. Finally, the Distributed Data-Parallel (DDP) environments aim to eliminate the network communication overhead at runtime altogether and rely on the PyTorch Distributed Data-Parallel framework, to partition the training process across GPU nodes on the same multi-GPU machine. Here the training data is loaded dynamically from local storage, practically eliminating the network communication overhead.

6.2 Predictive Performance

We evaluated a diverse set of tasks ranging from predicting customer churn, estimating lifetime value, detecting fraudulent accounts and ranking product recommendations. For all the classification tasks, we use the Area under the Receiver Operating Characteristics curve (AUROC) as our primary comparison metric. For the task of predicting customer churn, we additionally report the F1-score of the churning class. We also report the root-mean-squared error (RMSE) for the task of estimating lifetim table 2: Summary of recency, frequency and monetary features used in baseline

| Recency                          | Frequency                          | Monetary                  |
|---------------------------------|------------------------------------|---------------------------|
| Time since latest activity      | Statistics of time b/w activities  | min, max, avg, stdev     |
| Time since first activity       | Statistics of days, weeks and     | Spending statistics       |
| The time between first and last activity | months when activity occurred    |                           |
Table 3: Distributed training environments evaluated for CASPR

| Training Distribution Frameworks | CUDA Devices (Nodes) |
|-------------------------------|----------------------|
| Environment                   | Spark Horovod Petastorm PyTorch | Architecture Total | Idle |
| Spark V100                    | 3.1.3 0.24 0.11.4 1.10.2 | V100 (Volta) 5 | 1 |
| HVD V100                      | - 0.24 0.11.4 1.10.2 | V100 (Volta) 4 | 0 |
| DDP K80                       | - - - 1.10.2 | K80 (Kepler) 4 | 0 |
| DDP V100                      | - - - 1.10.2 | V100 (Volta) 4 | 0 |

customer lifetime value. For the ranking task of product recommendation, we report the Mean Average Precision (MAP), Precision@1, Success@5 and Normalized Discounted Cumulative Gain@3 (NDCG@3). We note that in comparison with the baseline model, CASPR shows improvement across most tasks and metrics over a variety of datasets; public, first party and Microsoft partners. In the experiments for predicting customer churn on the KKBox and Microsoft Retail Store datasets, we find that CASPR improves the AUROC score by 2-3 points, with larger improvements in the F1 score (see Table 4). Interestingly, CASPR does not show tangible improvements in the Google Online Stores dataset. One of the key factors for these results is the sparsity of the Google Online Stores dataset; customers have an average of 1.5 past activities. Because of the very short activity history, CASPR does not learn a lot of patterns of sequences, unlike the KKBox dataset which has an average activity history of 15. For the estimation of the customer’s lifetime value with the Microsoft Retail

Table 4: CASPR representation impact on predicting customer churn

| Classification Task | Dataset            | Representation | AUROC | F1   |
|---------------------|--------------------|----------------|-------|------|
| Customer Churn       | KKBox              | Baseline       | 0.89  | 0.27 |
|                     |                    | CASPR          | 0.91  | 0.44 |
|                     | Google Online Stores | Baseline     | 0.897 | 0.96 |
|                     |                    | CASPR          | 0.903 | 0.96 |
|                     | Microsoft Retail Stores | Baseline | 0.761 | 0.814 |
|                     |                    | CASPR          | 0.777 | 0.831 |
|                     |                    | CASPR w/RFM features | 0.794 | 0.837 |

Stores dataset, using CASPR gets an improvement of 2.5 points in the AUROC score, which is similar to the improvement seen when using CASPR for predicting churn on the Microsoft Retail Stores dataset (see Table 5). On a very different task of detecting fraudulent accounts, we also see significant improvements over the baseline model with the use of CASPR embeddings. These results validate our claim of the generalizability of using CASPR embeddings across a variety of tasks (see Table 6). In the ranking task of product recommendation using CASPR shows a significant improvement over the collaborative filtering baseline on the Instacart dataset (see Table 7). We believe this relative improvement in model metrics can be partly explained by the density of the Instacart data; each customer has a long activity history with an average of over 20 purchases. The existence of relatively longer event sequences works well with the transformer design of the CASPR model.

Table 5: CASPR impact on predicting customer lifetime value. We have segmented the data into high- and low-value customers using the Pareto Principle (top customers that generated 80% of the revenue were considered as high-value) and calculated the AUROC score using these segment labels

| Regression Task | Dataset            | Representation | AUROC | RMSE |
|-----------------|--------------------|----------------|-------|------|
| Customer Lifetime Value | Microsoft Retail Stores | Baseline | 0.659 | 1108 |
|                  |                    | CASPR          | 0.685 | 1103 |

6.3 Training at Scale

We conduct a series of scalability experiments by executing the same CASPR model training (i.e., using the same hyperparameters and the same dataset) across different computation environments described in Table 3. Every experiment consists of 10-epoch training on the KKBox dataset. A batch
Table 6: CASPR representation impact on detecting fraudulent accounts

| Classification Task         | Dataset                        | Representation | AUROC |
|----------------------------|--------------------------------|----------------|-------|
| Digital Account Fraud Detection | Online fantasy sports platform | Baseline      | 0.811 |
|                            |                                | CASPR          | 0.883 |
|                            | Microsoft Accounts Data        | Baseline      | 0.873 |
|                            |                                | CASPR          | 0.895 |

Table 7: CASPR representation impact on product recommendation ranking performance

| Ranking Task     | Dataset            | Representation | MAP | Prec @1 | Success @5 | NDCG @3 |
|------------------|--------------------|----------------|-----|---------|------------|---------|
| Product Recommendation | Instacart       | Baseline      | 0.21| 0.32    | 0.61       | 0.28    |
|                  |                    | CASPR          | 0.46| 0.62    | 1.46       | 0.56    |
|                  | Microsoft Retail Stores | Baseline | 0.13| 0.09    | 0.24       | 0.11    |
|                  |                    | CASPR          | 0.14| 0.10    | 0.27       | 0.12    |

size of 8192 was assumed to prevent running out of CUDA memory in the environment with the smallest GPU(s). Figure 3 (appendix) shows the average epoch duration depending on the choice and size of the distribution environment. It is noteworthy, that the distributed environment managed by Spark and Horovod, proves least efficient among the evaluated environments. At the time of writing this paper, Spark framework still requires the driver node to be equipped with an identical GPU device as the worker node, however utilizes only the worker nodes for distributed training w/ Horovod (leaving the driver node idle). GPU training can only be as fast as the data feeding effort at each iteration. The additional network layer (or even geographical distance) between GPU worker nodes, can limit the throughput further. The remaining environments configured for this study seek to eliminate the scheduling and communication inefficiencies wherever possible. The Horovod (HVD) V100 environment still includes a network gap between the GPU nodes, however all of the nodes are now utilized. Training performance is comparable with the Spark V100 environment, however the cost decreases by 20% (see: GPU(s) time, Table 8 in the Appendix). Finally the last two Distributed Data-Parallel (DDP) environments distribute the training workload across GPU nodes available within the same machine, eliminating the network gap and limiting the communication overhead. We observe a 4x cost reduction after switching from Spark to DDP. We also observe a speed up of between 3x and 4x after switching from NVIDIA Kepler to Volta architecture, in the same experiments. Application of PyTorch Distributed Data-Parallel framework on a multi-GPU machine with a recent NVIDIA architecture emerges as the most efficient approach to scaling CASPR training in an industrial setting.

7 Conclusions

In this study, we have proposed CASPR, a novel framework for computing deep embedding representation of customer activity data represented in tabular format. We have conducted a diverse set of experiments to evaluate its generalization potential across common business optimization tasks and scalability to real-world enterprise workloads. The predictive experiments show a significant boost in performance, over traditional feature representation and suggest generalizability across different business tasks. The scale-out experiments offer an evaluation of operationalization alternatives for large-scale industrial production. We evaluate popular frameworks for distributed deep learning, and identify the most cost effective way of learning CASPR representation from tabular big data.
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A Appendix: Training At Scale

Table 8: CASPR training duration, depending on the choice and the size of the environment for distributed training. Number of epochs = 10, dataset = KKBox, batch size = 8192. We measure average epoch time, overall training duration and the total GPU time, as proxies of the training cost.

| Environment | GPUs | training time (s) | epoch time (s) | GPU time (s) |
|-------------|------|-------------------|----------------|-------------|
|             | 1    | 468.62            | 46.86          | 937.24      |
| Spark V100  | 2    | 321.50            | 32.15          | 964.50      |
|             | 3    | 234.12            | 23.41          | 936.48      |
|             | 4    | 218.64            | 21.86          | 1093.21     |
| HVD V100    | 1    | 597.65            | 59.76          | 597.65      |
|             | 2    | 346.36            | 34.63          | 692.73      |
|             | 3    | 236.03            | 23.60          | 708.11      |
|             | 4    | 182.31            | 18.23          | 729.22      |
| DDP V100    | 1    | 271.91            | 27.19          | 271.91      |
|             | 2    | 161.78            | 16.17          | 323.56      |
|             | 3    | 128.01            | 12.80          | 384.03      |
|             | 4    | 114.02            | 11.40          | 456.10      |
| DDP K80     | 1    | 1054.71           | 105.47         | 1054.71     |
|             | 2    | 557.28            | 55.73          | 1114.57     |
|             | 3    | 388.99            | 38.90          | 1166.98     |
|             | 4    | 313.07            | 31.31          | 1252.27     |

Figure 3: CASPR pre-training cost depending on the choice and size of the training environment. Number of epochs = 10, dataset = KKBox, batch size = 8192