The phase transition from nematic to high-density disordered phase in a system of hard rods on a lattice
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A system of hard rigid rods of length \( k \) on hypercubic lattices is known to undergo two phase transitions when chemical potential is increased: from a low density isotropic phase to an intermediate density nematic phase, and on further increase to a high-density phase with no orientational order. In this paper, we argue that, for large \( k \), the second phase transition is a first order transition with a discontinuity in density in all dimensions greater than 1. We show that the chemical potential at the transition is \( \approx k \ln[k/\ln k] \) for large \( k \), and that the density of uncovered sites drops from a value \( \approx (\ln k)/k^2 \) to a value of order \( \exp(-ak) \), where \( a \) is some constant, across the transition. We conjecture that these results are asymptotically exact, in all dimensions \( d \geq 2 \). We also present evidence of coexistence of nematic and disordered phases from Monte Carlo simulations for rods of length 9 on the square lattice.
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I. INTRODUCTION

The study of entropy driven phase transitions in systems of long hard rods is one of the classic problems of Statistical Mechanics. It has a long history, starting with Onsager establishing an isotropic-nematic phase transition in a solution of long thin rods in three dimensions [1], and Zwanzig developing a virial expansion for rods on lattices [2]. The model of hard rods are good minimal models for many phase transitions, e.g., those observed in aqueous solutions tobacco mosaic viruses [3], liquid crystals [4], carbon nanotube nematic gels [5], etc.

In this paper, we focus on lattice models for mono-dispersed straight rigid rods. On a \( d \)-dimensional hyper-cubic lattice, rods can orient only in one of the \( d \) directions. A \( k \)-mer will refer to a rod of length \( k \) that occupies \( k \) consecutive lattice sites along any one of the lattice directions. Two rods cannot overlap. With increasing density, it is known that, for large enough \( k \), the system of \( k \)-mers undergoes transitions from a low density orientationally disordered phase to an intermediate density nematic order phase to a high density disordered (HDD) phase where the nematic order is lost (see Fig. 1 for an illustration of these phases) [6]. The first transition from the disordered to nematic phase is expected to lie in the Ising [7–9] or more generally Potts universality class [7, 8, 10], depending on the number of different possible directions of nematic order. The transition has been rigorously established to exist in two dimensions [11], and is also seen in the exactly soluble case of \( k \)-mers on tree-like lattices [12]. It has also been shown that machine learning can be used to detect this phase transition [13].

The second transition from the nematic to the HDD phase is much less studied. In Monte Carlo simulations, even to establish the existence of the second transition is nontrivial, as the approach to thermal equilibrium at high densities becomes very slow. In the usual algorithms using local evaporation and deposition moves, the states at high densities are sampled inefficiently due to the presence of highly jammed long-lived metastable states. This difficulty is reduced substantially by a recently introduced strip update cluster algorithm based on simultaneously updating all the sites in a strip based on transfer matrix calculations [14, 15].

The nature of the second transition as well as the nature of the HDD phase is not settled yet. There is some indication of the HDD phase having power law orientation-orientation correlations [15]. The results of Monte Carlo simulations of systems up to size \( 952 \times 952 \) for \( k = 7 \), were consistent with a continuous transition in a non-Ising universality class [15]. However, an exact

\[ \approx k \ln[k/\ln k] \]

\[ \approx \exp(-ak) \]
solution of soft repulsive rods on a tree-like lattice [16] suggests a continuous transition but in the Ising universality class.

This transition has been studied more recently by Vogel et al. by using an interesting new measure to study the Monte Carlo data [17, 18]. The size of the file storing the time series of configurations is reduced in size using a zipping program. The ratio of the reduced file size to original size, termed as mutability, changes with chemical potential. It is argued that the maxima and minima of mutability can be used as markers of phase transitions in the system being modeled. But there is no simple relationship between mutability and standard thermodynamic variables. The precise value would also depend on the details of the zipping program used. If the system undergoes slow relaxation, then nearby configurations are more similar, and mutability will be low. This suggests that mutability tracks the inverse relaxation time, but near the isotropic-nematic transition mutability actually shows a maximum. Also, if there is a first order transition, we would expect the mutability to show a minimum in the middle of the two-phase-coexistence region, if the boundary between the region fluctuates. The transitions, for rods up to size $k = 10$, were found to be consistent with a continuous transition.

In another study [19], corner transfer matrix renormalization group technique was used to study the phase transitions in hard rods. While this technique gives rather accurate results for the Ising and Potts models in two dimensions, the convergence of estimates for the problem of rods, where the correlation functions show oscillations, is slow and the technique seems less reliable. It was concluded that the second transition is continuous and not in the Ising universality class. We note that this technique also indicates that the first transition from isotropic to nematic is not in the Ising universality class, contrary to strong existing evidence from other methods.

In three dimensions, there is no phase transition for $k \leq 4$. For $k \geq 7$, the system undergoes phase transitions from disordered to nematic to a layered disordered phase as density is increased. In the layered disordered phase, the system breaks up into very weakly interacting two dimensional planes within which the rods are disordered. For $4 < k < 7$, there is no nematic phase, and a single phase transition from a disordered to a layered disordered phase [20, 21]. The nematic to layered disordered phase is expected to be similar to that in two dimensions. However, it is difficult to numerically study this transition because, in finite systems, these two phases sandwich a third thermodynamically unstable layered nematic phase [20].

It is thus clear that, in spite of several studies, the transition from nematic to HDD phase as well as the nature of the HDD phase are poorly understood. Current numerical evidence suggests a continuous phase transition with the universality class being ambiguous. The only established results for the high density phase is for the fully packed phase. For this special point, it is known that the correlations between orientation of rods decrease algebraically with distance [22–27]. Also, it has been conjectured that the entropy per site in the full packing problem, on $d$-dimensional hypercubical lattices, shows hyper-universal behavior in the limit of large $k$: the leading term is $A(\ln k)/k^2$, with the coefficient $A = 1$, independent of $d$ [28].

In this paper, we argue that the phase transition from the nematic to the HDD phase is a first order transition. For large $k$, the value of the critical fugacity $z^*(k)$ at this transition is shown to be $[k/\ln k]^k$ to leading order in $k$. The density of holes is shown to jump from a value exponentially small in $k$ to a value $\ln k/k^2$ to leading order in $k$. We present strong, but not rigorous arguments, based on perturbation theory, that our results are asymptotically exact for large $k$. These results are consistent with an exact solution that we obtain for a strip of size $k \times \infty$. We finally present Monte Carlo evidence for the presence of a first order transition for $k \geq 9$.

The remainder of the paper is organized as follows. In Sec. II, we define the model precisely. In Sec. III, we recapitulate the results of the one dimensional problem that will be used later. We also discuss the perturbation theory about the fully ordered nematic state at arbitrary densities, and show that for large $k$, for most of the density values in the nematic range, the deviations of various properties from the fully ordered nematic state are negligibly small. In Sec. IV, using only the fact that the fully packed state has a finite entropy per site, we show that at high densities, it is entropically favorable for the system in the nematic state with uniform density to phase separate into two phases, one with full packing, and the other nematic ordered at lower density. We use this fact to estimate the density beyond which the instability sets in, and the corresponding chemical potential. In Sec. V, we define two approximations for the HDD phase called HDD$_1$ and HDD$_2$ phases, which includes vacancies and allows for exact calculation of the partition function. We verify that this improved calculation of entropy does not change the basic conclusions of Sec. IV. In Sec. VI, we discuss a technique to determine the exact partition function per site for $k$-mers on a strip of width $k$. We cannot obtain a closed form solution, but instead devise an algorithm to determine numerically the asymptotic value of partition function per site in the thermodynamic limit, for a given numerical value of the rod activity $z$. The method involves summing a series numerically. The convergence is somewhat nontrivial, but we are able to determine the density of covered sites as a function of activity $z$ to about 8 digit accuracy for each value of $z$. This one dimensional problem does not show a strict phase transition, but has a very sharp increase in the density near $z^*$. The value of $z^*$ and the nearly sharp jump in density can be determined, and agree with the conclusions of the simpler calculations in Secs. IV and V. Section VII contains the results of fixed density Monte Carlo simulations. We present strong evidence of two phase coexistence for $k = 9$, which is a signature of a
first order transition. Finally, Sec. VIII contains a summary of our results and some concluding remarks.

II. DEFINITION OF THE MODEL

In this section, we define the model more precisely and set the notation.

Consider a $L \times L$ square lattice, with open boundary conditions. A rod or $k$-mer occupies $k$ consecutive sites along one of the $x$- or $y$-directions. A site can have at most one $k$-mer passing through it. We will consider mono-dispersed systems of $k$-mers. The weight or activity of each $k$-mer is $z = e^k$, where $\mu$ is the reduced chemical potential, and we have set the inverse temperature $\beta = 1$.

We refer to rods pointing in the $x$- and $y$-directions as $x$-mers and $y$-mers respectively. The density $\rho$ will denote the fraction of sites covered by $k$-mers, while the density of vacant sites will be denoted by $\epsilon = 1 - \rho$. (1)

We will denote the fraction of sites covered by $x$-mers and $y$-mers as $\rho_x$ and $\rho_y$ respectively. The nematic order parameter $Q$ is defined as

$$Q = \frac{|\rho_x - \rho_y|}{\rho},$$

with $Q$ being zero in the disordered phase and one in the perfectly ordered nematic phase.

We will denote by $S_{d,k}(\epsilon)$ the entropy of the system of $k$-mers in $d$ dimensions at hole density $\epsilon$. Since the values of $d$ and $k$ are fixed in most of our discussion, we will suppress these indices if the meaning is clear by the context.

III. DESCRIPTION OF THE NEMATIC PHASE

Our key observation in this work is that in the nematic phase, for large $k$, the nematic order is very strong, with deviations of the order parameter $Q$ from the maximum value of 1 being negligible in most of the range of the nematic phase. This may be seen as follows. Consider a generalized problem with different activities $z$ and $z_y$ for the $x$-mers, and $y$-mers. Let the corresponding grand partition function for an $L \times L$ lattice by denoted by $\Omega_{2d}(L, z, z_y)$. If $z_y = 0$, then the partition function factorizes into partition function of $L$ one-dimensional chains:

$$\Omega_{2d}(L, z, 0) = [\Omega_{1d}(L, z)]^L,$$

where $\Omega_{1d}(L, z)$ is the grand partition function for a open linear chain of $L$ sites. It satisfies the recursion relation

$$\Omega_{1d}(L, z) = \Omega_{1d}(L - 1, z) + z\Omega_{1d}(L - k, z).$$

For large $L$, $\Omega_{1d}(L, z) \sim \lambda^L$, where $\lambda$ is the solution of the algebraic equation

$$\lambda^k - \lambda^{k-1} = z.$$ (5)

The density of covered sites is obtained from the partition function by differentiating $\lambda$ with respect to $z$: $\rho = kzd(\ln \lambda)/dz$. It is easily verified that one obtains a rather simple result

$$\frac{\epsilon}{1 - \epsilon} = \frac{1}{k(\lambda - 1)}.$$ (6)

We can also obtain the entropy per site for this fully nematic state, to be denoted by $S_{nem}(\epsilon)$, as a function of the density of holes $\epsilon$. The enumeration reduces to the arrangement of $L(1-\epsilon)/k$ rods and $L\epsilon$ holes. Thus,

$$S_{nem} = \lim_{L \to \infty} \frac{1}{L} \ln \left( \frac{L}{(1-\epsilon)^k} + 1 \right),$$

$$= \left[ 1 - \frac{\epsilon}{k} \right] \ln \left[ 1 - \frac{\epsilon}{k} + \epsilon \right] - \frac{\epsilon}{k} \ln \left[ 1 - \frac{\epsilon}{k} \right] - \epsilon \ln \epsilon.$$ (7)

To include $y$-mers in this perfectly ordered phase, we expand $\Omega_{2d}(L, z, z_y)$ as a power series in $z_y$, and put $z_y = z$ at the end of the calculation. Expanding to linear order in $z_y$, we obtain

$$\Omega_{2d}(L, z, z_y) = 1 + L^2 z_y \left[ \frac{\Omega'_{1d}(L, z, 0)}{\Omega_{1d}(L, z, 0)} \right]^k + O(z_y^2),$$ (8)

where $\Omega'_{1d}(L, z, 0)$ is the partition function of a one dimensional system in which one fixed site is empty. This immediately implies that the second term on the right hand side of Eq. (8) is the $k$th power of the hole density $\epsilon$. Thus,

$$\frac{1}{L^2} \ln \Omega_{2d}(L, z, z_y) = \ln \lambda + z_y \epsilon^k + O(z_y^2).$$ (9)

For moderately small values of $\epsilon$, and large $k$, $\epsilon^k$ becomes very small. However, as $\epsilon$ tends to zero, the coefficient $z_y$, when set equal to $z$ becomes large. For $\epsilon \to 0$, $\lambda$ varies as $1/\epsilon$, and $z$ varies as $\lambda^k$, and hence as $\epsilon^{-k}$ [see Eqs. (5) and (6)]. Thus, for $\epsilon$ tending to zero, the term $z_y \epsilon^k$ tends to a finite constant.

It turns out that in the limit of small $\epsilon$, the term corresponding to $r$ parallel vertical rods (see Fig. 2 for an example) also contributes to order $\epsilon^r$. Hence, it is desirable to sum over the such configurations, and find the total weight of placing $r$ adjacent parallel aligned vertical rods, summing over $r$.

A similar calculation to the one given above for the contribution to the free energy from a single $y$-mer gives that the weight of a configuration with $r$ such $y$-mers in a sea of $x$-mers is $\epsilon^r z^r \lambda^{r-1} k$. Summing over this geometric series, we obtain the net contribution of these
configurations in the series expansion for $\ln \Omega_{2d}(L, z, z_g)$ as

$$\frac{1}{L^2} \ln \Omega_{2d}(L, z, z_g) \approx \ln \lambda + F,$$

(10)

where

$$F = z\lambda \epsilon^k = \left[ \frac{1 + (k-1)\epsilon}{k} \right]^k \frac{1 - \epsilon}{\epsilon k}.$$

When $\epsilon$ tends to zero, $F$ diverges as $1/\epsilon$. Thus, while the contribution from a single $y$-mer ($r=1$) tended to a constant for $\epsilon$ tending to zero, the contribution from the sum of islands diverges for small $\epsilon$. This analysis shows that for very small $\epsilon$, the purely nematic state is unstable to nucleation of stacks of vertical rods, signaling the onset of the HDD phase.

In Fig. 3, we show the variation of the relative contribution $F/\ln \lambda$ with $\epsilon$. The first order correction to the nematic state is negligibly small, especially for large $k$. In Fig. 3, the solid black circles denote the value of $\epsilon$ at which the pure nematic phase becomes unstable to a two-phase coexistence regime, as estimated by the tangent construction calculation in Sec. IV. At the approximate transition point, the relative correction $F/\ln \lambda$ is approximately equal to $10^{-5}$, $2 \times 10^{-15}$, $6 \times 10^{-17}$ for $k = 7, 14, 21$ respectively. Thus, for large $k$, for a substantial range of densities for which the phase is nematic,

$$S(\epsilon) \approx S_{\text{nem}}(\epsilon) + O(k^{-k}),$$

(12)

where we have dropped the subscripts of $S_{2,k}(\epsilon)$ which denotes the true entropy per site of the full two-dimensional problem.

IV. THE TANGENT CONSTRUCTION

The entropy $S(\epsilon)$ is a convex function of $\epsilon$ which implies that a tangent drawn at any point lies above the curve, and in particular is larger than the entropy at full packing:

$$S(\epsilon) - \epsilon \frac{d}{d\epsilon} S(\epsilon) \geq S(0).$$

(13)

As discussed in Eq. (12), $S(\epsilon)$ is approximated very well by $S_{\text{nem}}(\epsilon)$ in the nematic phase. From Eq. (7), we note that $S_{\text{nem}}(\epsilon)$ tends to zero when $\epsilon$ tends to zero. But, we know that $S(0)$, the entropy of the fully packed phase, is nonzero and varies as $k^{-2} \ln k$ for large $k$ [28].

Suppose we do not use any information about the behavior of the function $S(\epsilon)$ in the HDD phase, other than the fact that $S(0) > 0$. Then, the expression for $S_{\text{nem}}(\epsilon)$ given in Eq. (7) does not satisfy the inequality in Eq. (13) for small enough $\epsilon$. Suppose we draw a tangent to the curve $S_{\text{nem}}(\epsilon)$ from the point $(\epsilon = 0, S(0))$. Let this tangent meet the curve $S_{\text{nem}}(\epsilon)$ at $\epsilon = \epsilon_1$. Figure 4 shows an example for $k = 10$, where the fully packed entropy was approximated by its lower bound: the entropy for that of a strip $k \times \infty$. This tangent would be above the curve $S_{\text{nem}}(\epsilon)$ in the range $0 < \epsilon < \epsilon_1$. This implies that for hole density less than $\epsilon_1$, it is entropically advantageous for the system to separate into two phases, one of density $\epsilon_1$ and the other of density 1 rather than have a phase with uniform hole density $\epsilon$. 
From Eqs. (7) and (13), it is easily seen that the equation determining $\epsilon_1$ simplifies to
\[
\frac{1}{k} \ln \left[ \frac{1 + (k - 1)\epsilon_1}{1 - \epsilon_1} \right] = S(0).
\] (14)

Using the fact that $S(0) \approx (\ln k)/k^2$, for $k \gg 1$, then for $k\epsilon_1 \ll 1$, Eq. (14) simplifies to
\[
\epsilon_1 \approx S(0), \\
\approx \frac{\ln k}{k^2} \quad \text{for } k \gg 1.
\] (15) (16)

The value of the chemical potential $\mu^*$ at this first order transition is related to the slope of the tangent: $\mu^* = kdS_{nem}/d\epsilon_1$. To leading order, $dS_{nem}/d\epsilon \approx -\ln(k\epsilon)$. Thus, we obtain $\mu^*$ to leading order in $k$ as
\[
\mu^* \approx -k \ln [kS(0)], \\
\approx k \ln \left( \frac{k}{\ln k} \right), \quad \text{for } k \gg 1.
\] (17) (18)

In view of Eq. (12) being true in all dimensions, we expect that Eqs. (15) and (17) are asymptotically exact in all dimensions, and we are led to conjecture that for hypercubical lattices in all dimensions $d \geq 2$,
\[
\lim_{k \to \infty} \frac{\epsilon_1(k)}{S_{d,k}(0)} = 1, \\
\lim_{k \to \infty} \exp \left[ \frac{\mu^*(k)}{k} \right] kS_{d,k}(0) = 1, \\
\lim_{k \to \infty} \frac{\epsilon_2(k)k^m}{\epsilon_1(k)} = 0, \quad \text{for all } m > 0.
\] (19) (20) (21)

Here, for clarity, in a departure from our notations used in the paper, we have explicitly displayed the $d$ and $k$ dependence of $\epsilon_1$, $\epsilon_2$, $\mu^*$ and $S_{d,k}(0)$.

We can check for the consistency of the assumption that even at $\epsilon = \epsilon_1$, the entropy in the nematic state is well approximated by $S_{nem}(\epsilon_1)$, by noting that the value of the factor $F$ is of order $1/k^{k-1}$ is very small, even for $k = 7$ (see Fig. 3).

In Table I, we list the values of $\epsilon_1$ and $\mu^*$ for $k$ from 7 to 21, obtained from the tangent construction. For this calculation, we do not know the exact value of $S(0)$. Instead, we use a lower bound to $S(0)$, obtained by solving for the entropy of a fully packed $k \times \infty$ strip. Then $S(0) \geq \ln \phi$, where $\phi$ is the solution of
\[
\phi^k - \phi^{k-1} = 1.
\] (22)

We then set $S(0) \approx k^{-1} \ln \phi$.

Figure 5 shows the variation of $\epsilon_1$ with $(\ln k)/k^2$ for different $k$. The data is compared to the asymptotic answer $S(0)$ [see Eq. (15)]. We see that the asymptotic form is rather good even for fairly small values of $k$.

Figure 6 shows the variation of $\mu^*/k$ with $\ln[k/\ln k]$. Again, we see a fair agreement with the asymptotic expression as given in Eq. (17).

![Figure 5](image_url)

**Figure 5.** (Color online) The variation of nematic coexistence density $\epsilon_1$ with $(\ln k)/k^2$, obtained from the three different calculations. The data points are for $k = 7$ to $k = 30$ (tangent), $k = 150$ (HDD$_1$), and $k = 13$ ($k \times \infty$ strip). The solid line is the estimate in Eq. (15). The HDD$_1$ phase is defined in Sec. V and the solution for the strip is given in Sec. VI.

| $k$ | $\epsilon_1$ | $\mu^*$ |
|-----|---------------|---------|
| 7   | 0.0352044085666 | 10.9186783149 |
| 8   | 0.0281891510465 | 13.1470420927 |
| 9   | 0.023135803495 | 15.4576043505 |
| 10  | 0.019366682476 | 17.8426607700 |
| 11  | 0.016476374254 | 20.2958267516 |
| 12  | 0.014207791815 | 22.8117292904 |
| 13  | 0.0123921831043 | 25.3857861041 |
| 14  | 0.01094059700 | 28.0140438975 |
| 15  | 0.00969534939667 | 30.6930575308 |
| 16  | 0.00867618606129 | 33.4197980784 |
| 17  | 0.00781506083686 | 36.1915817038 |
| 18  | 0.0070803960466 | 39.006038133 |
| 19  | 0.0064481933532 | 41.860946150 |
| 20  | 0.0058999352465 | 44.754333257 |
| 21  | 0.00542115940916 | 47.6847190234 |

**TABLE I.** The density of the nematic phase in the coexistence regime, $\epsilon_1$, and the critical chemical potential $\mu^*$ for different $k$, as obtained from the tangent construction.

V. TAKING INTO ACCOUNT THE EFFECT OF HOLES IN THE HDD PHASE

In the analysis of Sec. IV, the HDD phase was approximated as fully packed with $\epsilon = 0$. This, of course, cannot be correct, as at any finite chemical potential, there will be a finite density of holes in the HDD phase as well. We will now show that even when holes are accounted for in an approximate way, the basic features of the simple calculation presented in Sec. IV are still preserved.

Since we are not able to exactly calculate the entropy of the HDD phase, we will approximate it by a reference phase, to be called HDD$_1$ phase. This shares some qual-
tative features with the actual HDD phase, but allows us to calculate the corresponding partition function exactly. In the HDD$_{1}$ phase, we impose some restrictions on the configurations accessible to the system (just as we did for the nematic phase). In the HDD$_{1}$ phase, the system is made of $L \times k$ strips, with no $k$-mers shared between different strips. In each strip, the configuration is made by concatenating copies of the three basic patterns, called tiles, shown in Fig. 7: (1) A $1 \times k$ tile consisting of a $y$-mer, (2) a $k \times k$ square tile covered by $k$ $x$-mers, and (3) a $(k+1) \times k$ tile, with $k$ $x$-mers each of which can be in two possible positions. Thus, there are $2^k$ distinct tiles of the third type. The total sum of weights of these three types of tiles are $xz$, $x^kz^k$ and $(2z)^kx^{k+1}$ respectively, where the power of $x$ is the horizontal extent of the tile.

Lest the construction appear very contrived, we note that the first two tiles already give a nonzero entropy per site in the full packing limit, and the entropy varies as $(\ln k)/k^2$ for large $k$ [28]. Thus this reproduces the exact asymptotic behavior of $S_{2d}(0)$, for large $k$. The third tile allows for vacancies. We can start with a fully packed $(k+1) \times k$ rectangle with one $y$-mer and $k$ $x$-mers, and remove the $y$-mer. Then the adjacent $x$-mers can now move by one lattice site independent of each other. Thus the total number of allowed configurations is $2^k$, for each rod removed. Thus, we retain an important feature of the $k$-mer problem: the number of new configurations are exponentially large in $k$ for each $k$-mer that is removed.

Let the grand partition function of an $L \times k$ lattice in the HDD$_{1}$ phase be $\Omega_{\text{HDD}_{1}}(L, z)$. We define the generating function

$$\Omega_{\text{HDD}_{1}}(x, z) = \sum_{L=0}^{\infty} x^L \Omega_{\text{HDD}_{1}}(L, z).$$

We define $R(x, z)$ as the sum of the weights of the constituent tiles

$$R(x, z) = xz + x^kz^k + 2^k x^{k+1} z^k.$$  

It is then easily seen that

$$\Omega_{\text{HDD}_{1}}(x, z) = 1 + R(x, z) + R(x, z)^2 + R(x, z)^3 + \ldots,$$

$$= \frac{1}{1 - R(x, z)}.$$  

If the partition function per site in the HDD$_{1}$ phase is $\lambda_{\text{HDD}_{1}}$, then $\lambda_{\text{HDD}_{1}} = x^{1/k}$, where $x$ is the solution to the equation

$$1 = R(x^*, z) = x^*z + x^{k}z^k + 2^k x^{k+1} z^k.$$  

In Fig. 8 we have plotted the two approximate expressions for the partition function per site as function of the chemical potential for rods $\mu$ in the two phases. These two curves $\lambda$ and $\lambda_{\text{HDD}_{1}}$ intersect at some point $\mu^*$. For $\mu < \mu^*$, the nematic phase has higher entropy, but for $\mu > \mu^*$, HDD$_{1}$ phase has a higher value of the partition function. Thus, the intersection of the two curves determines the location of the first order transition. The discontinuity of the slope is related to the jump in density at the transition.

The equations determining $\mu^* = \ln z^*$ are

$$\lambda^* - \lambda^{*-1} = z^*,$$

$$x^* = \lambda^{*-k},$$

$$z^*x^* + (z^*x^*)^k + (z^*x^*)^k2^k x^* = 1.$$  

These are easily solved for large $k$. For large $k$, Eq. (27) has the solution $z^*x^* + (z^*x^*)^k \approx 1$, with $2^k x^* \ll 1$. Comparing with Eq. (22), we obtain $x^*z^* = \phi^{-1}$, where $\phi = \exp[k S(0)]$. On the other hand, from Eq. (27), $x^*z^* = 1 - \lambda^{*-1}$. Substituting for $x^*z^*$, we obtain

$$\lambda^* = \frac{1}{k S(0)}.$$  

All the other critical parameters can now be calculated. From Eq. (6),

$$\epsilon_{1}\text{HDD}_{1} \approx S(0) = \frac{\ln k}{k^2} \text{ for } k \gg 1.$$  

FIG. 6. (Color online) The variation of scaled critical chemical potential $\mu^*/k$ with $\ln(k)/\ln(k)$, obtained from the three different calculations. The data points are for $k = 7$ to $k = 30$ (tangent), $k = 150$ (HDD$_{1}$), and $k = 13$ ($k \times \infty$ strip). The solid line is the estimate in Eq. (17). The HDD$_{1}$ phase is defined in Sec. V and the solution for the strip is given in Sec. VI.

FIG. 7. (Color online) The three basic tiles used in the definition the HDD$_{1}$ phase are shown for $k = 5$. (a) A $y$-mer, (b) a $k \times k$ square covered by $k$ $x$-mers, and (c) a $(k+1) \times k$ tile with $k$ $x$-mers, each of which can be in two possible positions.
Also,

\[ \mu^*_{\text{HDD}_1} = \ln z^* \approx k \ln \frac{1}{kS(0)} = k \ln \frac{k}{\ln k} \text{ for } k \gg 1. \tag{30} \]

We thus see that within HDD$_1$, though holes are taken into account, \( \mu^* \) and \( \epsilon_1 \) do not change to leading order in \( k \), when compared to the results obtained from tangent construction [see Eqs. (16) and (18)].

We now compute \( \epsilon_2 \), the hole density at the high density end of the coexistence region. Unlike in the tangent construction where \( \epsilon_2 = 0 \), in the HDD$_1$ phase, we obtain a non-zero answer for \( \epsilon_2 \). \( \epsilon_2 \) can be calculated from \( x^* \) through \( 1 - \epsilon_2 = -kz^*d/dz^*(\ln x^{*1/k}) \). Simplifying, we obtain

\[ \epsilon_{2|\text{HDD}_1} = \frac{2kx^*(1 - \lambda^{*1})^k}{1 - \lambda^{*1} + k(1 - \lambda^{*1})^k + 2kx^*(k + 1)(1 - \lambda^{*1})^k}. \tag{31} \]

For large \( k \), substituting for \( \lambda^* \) from Eq. (28), we obtain

\[ \epsilon_{2|\text{HDD}_1} \approx \frac{[2kS(0)]^k}{k}, \tag{32} \]

\[ \approx \frac{1}{k} \left[ \frac{2 \ln k}{k} \right]^k, \text{ for } k \gg 1. \tag{33} \]

Though \( \epsilon_2 \) is non-zero, it is smaller than exponential in \( k \). Figure 9 shows the variation of \( \epsilon_2 \) with \( k \). Comparing the exact answer with the asymptotic result in Eq. (32), we see a good match even for small \( k \).

It is straightforward to make improvements to the HDD$_1$ approximation. We outline the calculation using an example with the main conclusion being that the asymptotic results for the critical parameters do not change. In this example, we define a phase called HDD$_2$, in which we break the lattice into strips of width \( 2k \). We use two types of tiles, as shown in Fig. 10, to fill this strip. The first is a \( 1 \times 2k \) tile that may have 0 or 1 or two \( y \)-mers. The combined weight of these tiles is \( w_1(z)x \), where \( w_1(z) = 1 + (k + 1)z + z^2 \). The second type of tiles is of size \( k \times 2k \). This may be filled in any way, by \( x \)-mers and \( y \)-mers (all lying completely inside the tile), the only constraint being that there has to be at least one \( x \)-mer in the tile. This constraint ensures that concatenation of these two types of tiles has a unique decomposition into constituent tiles. The total weight of the second group of tiles is denoted by \( w_2(z)x^k \), where \( w_2(z) \) is a polynomial in \( z \) with leading term being \((k + 2)z^{2k}\).

The generating function for the width \( 2k \) strip in the
Then, 

\[ R(x, z) = w_1(z) + x^k w_2(z). \]  

(35)

Let \( x^* \) satisfy \( R_{\text{HDD}}(x^*, z) = 1 \). Then the partition function per site is \( x^{-(1/(2k))} \). Close to full packing, \( (x^* z) \) tends to constant value \( \alpha \). Taking only the leading power of \( z \) in \( w_2 \), which is \( (k + 2) z^{2k} \), we obtain that \( \alpha \) satisfies \( \alpha + (k + 2) \alpha^k = 1 \). It is easy to verify that this gives a higher entropy per site at full packing than that for the \( k \times \infty \) strip. However, the leading order contribution is the same and at the next order in \( k \), the fractional correction is again of order \( 2^k / z \). The detailed analysis is similar to that for the HDD\(_1 \) phase, and we omit it here.

VI. EXACT SOLUTION OF \( k \times \infty \) STRIP

In this section, we solve exactly for the entropy as well as the dependence of density and nematic order parameter on chemical potential for the system of rods on a strip of size \( k \times \infty \).

Let \( \Omega_{\text{strip}}(L, z, z_y) \) be the partition function of an \( L \times k \) strip, with the activities of the \( x \)-mers and \( y \)-mers being \( z \) and \( z_y \). We define the generating function

\[ \tilde{\Omega}_{\text{strip}}(x, z, z_y) = \sum_{L=0}^{\infty} \Omega_{\text{strip}}(L, z, z_y) x^L. \]  

(36)

Any given configuration of rods can be split into a segments of pure nematic phase of \( x \)-mers separated by \( y \)-mers, as illustrated in Fig. 11. Given the positions of \( y \)-mers, each nematic segment can be filled independent of each other. \( \tilde{\Omega}_{\text{strip}}(x, z, z_y) \) can then expressed in terms of the generating function of the nematic segments. Let \( \tilde{R}(x, z_x) \) denote the generating function with only \( x \)-mers. Then, \( \Omega_{\text{strip}}(x, z, z_y) = \tilde{R}(x, z) + \tilde{R}(x, z) x z_y \tilde{R}(x, z) + \ldots \) (37)

The first to third terms in the right hand side of Eq. (37) enumerate the configurations with zero to two \( y \)-mers respectively, and so on.

The function \( \tilde{R}(x, z) \) is easily expressed in terms of the one dimensional partition functions \( \Omega_{1d}(L, z) \):

\[ \tilde{R}(x, z) = \sum_{L=0}^{\infty} \left[ \Omega_{1d}(L, z) \right]^{k} x^L. \]  

(39)

The functions \( \Omega_{1d}(L, z) \) increase exponentially with \( L \), and would cause overflow problems in numerical evaluation of the series. To control this divergence, we eliminate the exponentially diverging part by defining

\[ Q_L(z) = \lambda^{-L} \Omega_{1d}(L, z). \]  

(40)

Here \( \lambda \) is an implicit function of \( z \) satisfying Eq. (5). For these variables, the recursion relation Eq. (4) reduces to

\[ Q_L(z) = \frac{Q_{L-1}(z)}{\lambda} + \frac{\lambda - 1}{\lambda} Q_{L-k}(z), \quad L \geq k, \]  

(41)

with the boundary conditions

\[ Q_L(z) = \lambda^{-L}, \quad L = 0, 1, \ldots, k - 1. \]  

(42)

For large \( L \), \( Q_L(z) \) tends to a finite value.

Now, the partition function \( \tilde{\Omega}_{\text{strip}}(x, z, z_y) \) in Eq. (38) can be rewritten in terms of \( Q_L(z) \) as

\[ \tilde{\Omega}_{\text{strip}}(x, z, z_y) = \frac{\sum_{L=0}^{\infty} Q_L(z)^k \theta^L}{1 - \theta^z (1 - \lambda^{-1}) \sum_{L=0}^{\infty} Q_L(z)^k \theta^L}, \]  

(43)

where

\[ \theta = x \lambda^k. \]  

(44)

The singularity \( \theta^* \) closest to the origin of \( \tilde{\Omega}_{\text{strip}}(x, z, z_y) \) is given by the zero of the denominator in Eq. (43):

\[ 1 - \theta^* \frac{z_y}{z} (1 - \lambda^{-1}) \sum_{L=0}^{\infty} Q_L(z)^k \theta^{*L} = 0. \]  

(45)

Knowing \( \theta^* \) and hence \( x^* \), we obtain the partition function to be

\[ \lim_{L \to \infty} \frac{\ln \tilde{\Omega}_{\text{strip}}(L, z, z_y)}{L} = - \ln x^*. \]  

(46)

While a closed form solution cannot be written down for \( x^* \), it is possible to find a numerical solution. For a given value of \( z \), we first find \( \lambda \) using Eq. (5). To determine \( Q_L \), we find note that for large \( L \), \( Q_L \to \lambda \). We determine the coefficients \( Q_L \) upto \( L = L^* \) till \( Q_L^* - (\lambda \lambda^k)^k < \Delta \) for 20 consecutive \( L \). We choose \( \Delta = 10^{-14} \). The infinite sum in Eq. (43) is split into a finite sum upto \( L^* \) for \( Q_L^* - (\lambda \lambda^k)^k \) and an infinite sum over \( (\lambda \lambda^k)^k \). We then determine \( \theta^* \) using Eq (45), and hence determine the partition function per site for the
k-strip. The densities and nematic order parameter can be found by taking suitable numerical derivatives.

Figure 12 shows the variation of \( \epsilon \) with \( \mu \) for different \( k \), where the numbers in the plot refer to the value of \( k \). The jump in density becomes sharper with increasing \( k \). The data are obtained from the solution of the \( k \times \infty \) strip.

More evidence for the near first order nature of the transition may be found by examining the order parameter \( Q \). \( Q \) shows a sharp decrease at small \( \epsilon \), as shown in Fig. 13. The discontinuity becomes sharper with increasing \( k \). The nematic order parameter does not decrease to zero at full packing. This is an artifact of the finite width of the strip, and as the width increases \( Q \) will be expected to decrease to zero in the entire HDD phase.

We estimate \( \mu^* \) as the value of \( \mu \) at which \( d\rho/d\mu \) is maximum. It is determined to accuracy \( 10^{-4} \) for smaller \( k \) and \( 10^{-5} \) for larger \( k \). Figure 6 compares the \( \mu^* \) obtained from the strip with that of the tangent construction and HDD1 phases. We observe that the three calculations give results that are not distinguishable.

We now study the dependence of \( \epsilon_1 \) and \( \epsilon_2 \), the coexistence densities, on \( k \). We identify \( \epsilon_1 \) and \( \epsilon_2 \) as the lower and higher densities at the point of discontinuity. There is a certain ambiguity in measuring these critical densities because the solution on the strip has no true discontinuity. Figure 5 shows the variation of \( \epsilon_1 \) with \( k \). As for \( \mu^* \), the results obtained from the strip are indistinguishable from that obtained from tangent construction and HDD1 phases.

Figure 9 shows the variation of \( \epsilon_2 \) with \( k \). The data obtained from the strip solution, unlike the data for \( \epsilon_1 \) and \( \mu^* \), show slight discrepancy from the calculation based on HDD1 phase. The data are however consistent with \( \epsilon_2 \) decreasing exponentially with \( k \) for large \( k \).

We now quantify the deviation, \( \delta S_{nem} \), of the entropy of the nematic phase, obtained from the solution of the strip, from the variational nematic entropy \( S_{nem} \). In addition to checking whether this quantity is small in the nematic phase, we would also like to check how well our estimates for \( \delta S_{nem} \), obtained from summing over all islands, quantify these corrections. The sum over single islands gave a correction term \( F \) [see Eq. (11)]. However, these calculations were for the two dimensional lattice. On the \( k \times \infty \) strip, due to open boundary conditions, we have to divide \( F \) by \( k \) to account for lack of translational invariance. Thus, our estimates for the corrections are

\[
F_{\text{strip}} = \frac{F}{k} = \left[ \frac{1 + (k - 1)\epsilon}{k} \right]^{k} \left( 1 - \frac{\epsilon}{\epsilon k^2} \right). \tag{47}
\]

In Fig. 14, we show the variation of \( \delta S_{nem} \) with \( \epsilon \) for \( k = 12 \). First, we see that \( \delta S_{nem} \) is very small in the nematic phase decreasing to as much as \( 10^{-12} \). There is a sharp increase in \( \delta S_{nem} \) across the transition. Second, we compare the numerical result with our perturbative estimate from islands in Eq. (47). As can be seen, the data match very well with Eq. (47).

Figure 8 compares the partition function per site for the strip with \( S_{nem} \) and that obtained from the HDD1 phase for \( k = 10 \). The partition function of the strip extrapolates between the two entropies. It also shows that the the variational estimate \( \lambda_{\text{HDD1}} \) for the high density phase describes the numerical solution of the strip quite well.

VII. MONTE CARLO SIMULATIONS

The arguments presented up to now for the high density transition being discontinuous were for large \( k \) or for a strip of small widths. In this section, we study smaller values of \( k \) on square lattice using Monte Carlo simulations. We present evidence, from simulations at fixed density, of coexistence of nematic and HDD phases.

It is in general difficult to equilibrate the system of rods at densities close to full packing. The algorithm that has
been most efficient in equilibration is grand canonical in nature [14, 15], but for fixed density simulations, we need an efficient algorithm that does not change the number of rods. To show phase coexistence, we need to work with fixed number of rods. For this, we were able to reach equilibration with the following three moves:

**Generalized flip:** Choose a site at random and consider an $M \times M$ box whose left bottom corner is at the chosen site. Choose at random one of the diagonals from those in the $\pi/4$ or the $-\pi/4$ directions. Reflect all the rods whose center of mass lies within the box about the chosen diagonal. An example is shown in Fig. 15. If the reflected configuration does not violate the hard core constraint, it is accepted, else it is rejected. In our simulations, we choose $M = k$.

**Enhanced diffusion:** A row is chosen at random (a row could be in the horizontal or vertical direction). Suppose it is a horizontal row. Remove all $x$-mers such that the row breaks up into segments separated by $y$-mers. Each segment is re-populated with a new configuration with the same number of original $x$-mers in that segment. This new configuration is chosen at random from among all possible configurations. The rearrangement of rods correspond to multiple diffusion moves in the direction of the rods' orientation. The procedure to generate a new configuration can be found in Refs. [29, 30].

**Sliding:** The sliding move will correspond to the movement of entire rows of rods of one kind. Choose a row at random (say horizontal). If it is not fully nematic, then nothing is done. If nematic, choose a direction (up or down) at random and identify the contiguous nematic lines in this direction. These set of lines are shifted to the next available row in the same direction, which corresponds to a row where all the vertical links with bottom edge on the row are not occupied by rods. It can be checked that the move is reversible and satisfies detailed balance. The sliding move speeds up the aggregation of nematic lines. We find that in the absence of this move, the dynamics is very slow and the system does not equilibrate within our simulation times.

We will define one Monte Carlo time step to correspond to $2L$ row updates, $3(L^2/M^2 + 1)$ flip moves and $2L$ sliding moves.

All the results that are presented are for $k = 9$. We first show that the Monte Carlo algorithm is able to equilibrate the system at the densities we are interested in. To do so, we consider two different initial conditions: (1) checkered, where the lattice is broken up into $k \times k$ plaquettes with a randomly chosen direction for rods in each plaquette, and (2) nematic-checkered, where half the rods are in a nematic phase and the other half in a checkered phase with the interface being perpendicular to the nematic order. Figure 16 shows the time evolution of the nematic order parameter $Q(t)$ for a single realization for the two initial conditions for $L = 504$ and $\rho = 0.968$. At long times, the nematic order is independent of initial condition.
In Fig. 17, we show snapshots of the configurations and the spatial variation of density for different times. The initial condition is checkered. At initial times \( t = 719990 \) in Fig. 17, the system is homogeneous. At intermediate times \( t = 1719990 \) in Fig. 17, we see the formation of small nematic regions. At later times \( t = 2719990 \) in Fig. 17, the nematic region becomes stable (also see below). The density in the nematic phase is lower than the other regions, as can be seen from the corresponding density maps. We thus conclude that the system equilibrates in a phase-separated configuration characterised by co-existence of the nematic and high density phase, a strong signature of a first order transition.

We now show quantitatively that the low density regions in the snapshots in Fig. 17 correspond to the nematic phase and the high density regions have no nematic order. To do so, we define coarse-grained densities and nematic order for each lattice site by averaging these quantities over a box of size 13 \( \times \) 13 centered about the lattice point. Figure 18 shows the mean nematic order for a given local density for the two initial conditions for \( L = 504 \) and \( \rho = 0.968 \). The data are averaged over the steady state with an interval of \( 10^4 \) Monte Carlo steps.

The data show that, in the coexistence regime, the local nematic order decreases sharply with increasing local density.

In the simulations, we find that the phase separation dynamics is very slow. To confirm that the phase-separated phase is stable, we do a reverse simulation for the same system as shown in Fig. 17. The initial configuration is phase separated with one half in a checkered phase with density one and the other half in a nematic phase with the interface parallel to the nematic orientation, as shown in \( t = 0 \) snapshot in Fig. 19. We then evolve the system and check whether the phase separated phase persists. The snapshots at different times are shown in the top row of Fig. 19. As can be seen, the nematic region is stable. The corresponding density maps (bottom row of Fig. 19) show a lower density for
the regions that are nematic. We conclude that, at this density, the system shows co-existence.

VIII. SUMMARY AND DISCUSSION

In this paper, we have argued that in a system of monodispersed hard rods on lattices, the transition from the nematic phase with orientational order to a high density phase with no orientational order is a first order transition. By estimating the entropy of the high density phase by counting over a subset of allowed configurations, we determine the large $k$ asymptotic behavior of the the critical chemical potential per rod at the transition, $\mu^*$, and the jump in density at the transition, $\delta \epsilon$. We showed that to leading order $\mu^* = k \ln[k/\ln k]$ and $\delta \epsilon = \ln k/k^2$. These asymptotic behavior are shown to change by a very small amount $[O(k^{-k})]$ if the restrictions on the subset of configurations are removed one by one. Thus, the asymptotic behavior is independent of the exact choice of the subset of configurations that we count. We also obtained the solution of the problem on the $k \times \infty$ strip. The entropy on the strip at full packing is known to have the same asymptotic behavior of entropy as that for the square lattice [28]. We showed that the entropy of the strip extrapolates smoothly from the value in the nematic phase to that in the high density phase consistent with our different estimates. While there is no transition on the strip, we see a sharp jump in the density at a value of the chemical potential. This analysis is consistent with the hypothesis of a first order transition in the two dimensional problem, which is smeared in the strip. Finally, we also presented evidence for the first order nature of the transition using Monte Carlo simulations for $k = 9$ on the square lattice. Using a combination of enhanced diffusion, sliding moves when entire lines are displaced, and generalized flips when rods are rotated, we were able to equilibrate the systems at high densities. Phase separation was observed, which is a clear signature of a first order transition.

We note that when two different approximate equations are used for the Gibbs free energy in the two different phases, their intersection gives the location as well as the density jump in a first order transition, independent of the details of the problem. This would be the case, even if the actual transition is continuous. The special feature of the problem of hard rods considered in this paper, which makes our results more trustworthy, is the fact that the asymptotic behavior of the solution is unchanged on making improved approximations, and is robust against minor changes in the equations.

Within our approximation scheme, we find a first order transition, which implies that the Gibbs free energy per site is the same for a whole range of density values. If this degeneracy is lifted in the bulk free energy, even by a correction factor of order $k^{-k}$, the range of first order transition may be modified substantially, or the transition may disappear altogether. This is what happens in the $k \times \infty$ strip, where there is no transition. However, if we assume that there is a transition in two dimensions, then the scenario presented in this paper is the simplest, and quite plausibly correct. Making these arguments more rigorous would be desirable.

The arguments based on different estimates for entropies do not depend on dimension. Hence, we expect
that the transition from the nematic to the high density phase (layered disordered in three and higher dimensions [20]) will be discontinuous in all dimensions. Demonstrating this in Monte Carlo simulations is a challenging problem.

Our arguments are easily extended to other lattices like the triangular lattice and the transition will be expected to be first order on these as well. Earlier Monte Carlo simulations for \( k = 7 \) on a triangular lattice indicated the transition to be continuous and consistent with the exponents of three state Potts model [15]. That analysis (also for the square lattice) was based on the data then available, and perhaps did not reach true equilibrium due to slow phase separation kinetics. We feel that the arguments presented in this paper are more convincing. Also, in Ref. [15], we had given some evidence of high density phase having power law correlations. It would be interesting to revisit the question of nature of correlations in the HDD phase with better simulations. Preliminary data shows that the generalized flip implemented in this paper will decrease the autocorrelation time by a factor larger than 100, and thus the improved algorithm may be effective.

The arguments presented here for a first order transition will also apply to the phase transitions at high density in systems of hard rectangles of size \( \ell \times m \) [31–33]. In these systems, there is a transition from a columnar phase, which has both orientational order as well as translational order in one direction, to a high density phase which has no nematic order and has sublattice order only if greatest common divisor of \( \ell \) and \( m \) is larger than one. The columnar entropy is well approximated by the one dimensional entropy. The description of the high density phase in this paper carries over to rectangles. For example, the entropy per site in the \( m \times mk \) rectangle should be \( 1/m^2 \) times the entropy per site in the \( 1 \times k \) rods [31]. In Ref. [31], the transition for \( 2 \times 10 \) rectangles was found to be continuous in grand canonical Monte Carlo simulations. It would be of interest to re-examine this transition.

It may also be interesting to extend the study of the problem on the \( k \times \infty \) strip to bigger widths using simulations. It seems reasonable to expect that similar behavior to that seen for \( k \times \infty \) strip would be seen in wider strips also, say of width \( 2k \). One possible method to study strips is to use flat histogram techniques. Cluster algorithms on strips combined with Wang-Landau flat histogram algorithm have been recently successful in obtaining entropy of hard core lattice gas models even at full packing [29, 30]. Using \( k \times L \) lattices to benchmark this algorithm, it would be an interesting direction for further study.
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