Adaptive inversion algorithm for 1.5 $\mu$m visibility lidar incorporating in situ Angstrom wavelength exponent
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Abstract

As one of the most popular applications of lidar systems, the atmospheric visibility is defined to be inversely proportional to the atmospheric extinction coefficient at 0.55 $\mu$m. Since the laser at 1.5 $\mu$m shows the highest maximum permissible exposure in the wavelength ranging from 0.3 $\mu$m to 10 $\mu$m, the eye-safe 1.5 $\mu$m lidar can be deployed in urban areas. In such a case, the measured extinction coefficient at 1.5 $\mu$m should be converted to that at 0.55 $\mu$m for visibility retrieval. Although several models have been established since 1962, the accurate wavelength conversion remains a challenge. An adaptive inversion algorithm for 1.5 $\mu$m visibility lidar is proposed and demonstrated by using the in situ Angstrom wavelength exponent, which is derived from either a sun photometer or an aerosol spectrometer. The impact of the particle size distribution of atmospheric aerosols and the Rayleigh backscattering of atmospheric molecules are taken into account. In comparison, the Angstrom wavelength exponent derived from the sun photometer is 7.7% higher than that derived from the aerosol spectrometer. Then, using 1.5 $\mu$m visibility lidar, the visibility with a temporal resolution of 5 min is detected over 48 hours in Hefei (31.83°N, 117.25°E). The average visibility error between the new method and a visibility sensor (Vaisala, PWD52) is 5.2% with the R-square value of 0.96, while the relative error between another reference visibility lidar at 532 nm and the visibility sensor is 6.7% with the R-square value of 0.91. All results agree with each other well, demonstrating the accuracy and stability of the algorithm.
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1. Introduction

Visibility, or meteorological optical range (MOR), is of decisive importance for all kinds of traffic operations and air pollution monitoring (Delucchi, Murphy, & McCubbins, 2002; Werner, Streicher, Leike, & Munkel, 2005). In the free-space optical (OSO) communication systems, visibility can be used to estimate its availability performance (Yin et al., 2017). According to Koschmieder’s theory, MOR is directly related to the extinction coefficient at 0.55 $\mu$m and to the contrast threshold of an observer who needs to distinguish an object from its background (Baumer et al., 2008).

Lidar measures atmospheric backscattering to retrieve the visibility. It makes observations of atmospheric conditions over an extended optical path from one location, in any, not just in horizontal direction (Weitkamp et al., 2006). Since lidar allows quantitative determination of visual range as a function of distance at any direction, it is ideally suited to monitor visibility at airports.

Lidar systems can make atmospheric observations at different wavelengths ranging from UV to NIR (such as 355 nm, 532 nm and 1064 nm) (Wu et al., 2015; McKendry et al., 2009; Xia et al., 2007). Recently, the 1.5 $\mu$m lidar has been recognized as an important instrument in the measurements of PM10 (Lisenko, Kugeiko, & Khomich, 2016), since it studies the Mie backscattering at longer wavelength than those systems mentioned above. By using the stimulated Raman scattering in methane, a transmitter that produces a high-pulse-energy laser at 1.5 $\mu$m is adopted to develop a direct analog-detection lidar, which has been used for the observation of plumes from aerosol generators (Mayor, Spuler, Morley, & Loew, 2007; De Wekker, & Mayor, 2009). Recently, a micro-pulse 1.5 $\mu$m aerosol lidar is demonstrated to measure the atmospheric parameters in Hefei, China (Xia et al., 2015).

There are some advantages to monitoring visibility at 1.5 $\mu$m than at UV and visible wavelengths, including the highest maximum permissible exposure to human eyes (American National Standards Institute, 2007), lower disturbance from Rayleigh backscattering, weaker sky radiance and lower atmospheric attenuation (Liao et al., 2017). Furthermore, 1.5 $\mu$m is a standard wavelength of optical telecommunications, optical fiber com-
ponents and devices are commercial available (Shangguan et al., 2016), reducing the cost in constructing a lidar system substantially. Finally, thanks to the lowest attenuation in the optical fiber at 1.5 \( \mu m \), an all-fiber integrated system offers unparalleled features in field experiments, such as mechanical decoupling and remote installation of the subsystems, simplification of optical configuration and alignment, and enhancement in coupling efficiency and long-term stability (Xia et al., 2016a).

But, the MOR is commonly defined at 0.55 \( \mu m \), the most sensitive wavelength for human eyes. So, all the measured atmospheric extinction coefficients at other wavelengths should be converted to the extinction coefficient at 0.55 \( \mu m \). From 1960s, great efforts have been devoted to this issue. A semi-empirical three-stage formula, called the Kruse formula, is typically used to determine the wavelength dependence of the atmospheric extinction coefficient, and it is the only model providing a wavelength dependent relation between the atmospheric visibility and the extinction coefficient during a long time (Kruse, McGlauchlin, & McQuistan, 1962). At the beginning of the 21st century, Kim indicated that the Kruse formula didn’t have a good performance in fog conditions. On the basis of the Kruse formula, Kim gave a five-stage function (Kim, McArthur, & Korevaar, 2001). Later, Naboulsi considered two specific weather conditions, advection fog and convection fog, with experimental data measured on the site “La Turbie” at Nice, France (Al Naboulsi, 2004). By taking the radius of scatterers into account, Grabner analyzed the wavelength dependence using Mie scattering theory and proposed a new model (Grabner, & Kvicera, 2011). However, the wavelength dependences are different in these models, because they are derived from experiment data in different continents and different seasons. The aerosol’s microphysical properties vary significantly and fast in time and space, making the determination of the wavelength dependence to be a complex problem (Grob et al., 2013).

A convenient way to convert extinction coefficients between different wavelengths is using Angstrom exponent derived from aerosol optical depth (He et al., 2016; Liang, Zhong, & Fang, 2006; Doxaran et al., 2002), which is defined as the integration of extinction coefficient along the entire atmospheric column vertically. The aerosol optical depth can be obtained from measurement of sun photometer or satellite remote sensing. A high-resolution multiband sun photometer measures the optical properties of the atmosphere based on the sun irradiance and the sky irradiance. It provides the quantification and physical-optical characterizations of the aerosols. In an atmospheric correction model, with assumed vertical structure of the atmosphere, aerosol optical depth shown a relation with the meteorological visibility measured horizontally at the surface (Steven, 1998).

In this work, an adaptive inversion algorithm for a 1.5 \( \mu m \) visibility lidar is proposed. The Angstrom wavelength exponent is retrieved either from either the aerosol optical depth detected by a sun photometer (Cimel, CE318), or from the particle size distribution (PSD) measured by a particle spectrometer (Grimm, 11-R). Theoretical derivation and experimental comparison between these two methods are conducted. In the experiment, in order to test the accuracy of the algorithm, we compared the extinction coefficients measured by a reference lidar at 532 nm and the 1.5 \( \mu m \) lidar. Finally, the visibility measured by 1.5 \( \mu m \) lidar is compared with a commercial available visibility sensor (Vaisala, PWD50), demonstrating the correctness and accuracy of the new algorithm.

## 2. Methodology

The lidar equation is given as:

\[
N(R) = E\nu_0 \frac{\eta_0}{h} A \frac{c \Delta t}{2} \beta(R) \exp \left[ -2 \int_0^R \sigma(R')dR' \right].
\]

(1)

where \( N(R) \) is the number of photons backscattered from the range \( R \), \( E \) is the energy of the laser pulse, \( \nu_0 \) accounts for the optical efficiency of the system, \( h \) is the Planck constant, \( \nu \) is the frequency of the photon, \( A \) is the receiver area of the telescope, \( R \) is the range from the lidar to the scattering volume, \( O(R) \) is the laser-beam receiver-field-of-view overlap function, \( c \) is the speed of light, \( \Delta t \) is the duration of the laser pulse, \( \beta \) and \( \sigma \) are the atmospheric backscatter coefficient and atmospheric extinction coefficient, respectively.

If the atmosphere is homogeneous and \( \beta \) does not change with \( R \), the extinction coefficient can be expressed as:

\[
\sigma = -\frac{1}{2} \frac{d \ln[R^2 N(R)]}{dR}.
\]

(2)

When measuring the MOR, the laser is emitted horizontally and the atmosphere is approximately homogeneous. Thus we use Eq. (2) to get the extinction coefficient at 1.5 \( \mu m \) in this work. However, if the atmosphere is inhomogeneous, inversion algorithms proposed by Klett and Fernald (Klett, 1981; Fernald, 1984) can be used to retrieve the atmospheric extinction coefficient.

According to Koschmieder’s theory, visibility is expressed as (Baumer et al., 2008):

\[
V = \frac{1}{\sigma} \ln \frac{1}{K} \approx \frac{3}{\sigma_0},
\]

(3)

where the contrast threshold \( K \) is chosen as 0.05 and the extinction coefficient \( \sigma \) is taken at \( \lambda_0 = 550 \text{ nm} \). In the practical application of 1.5 \( \mu m \) visibility lidar, the measured atmospheric extinction coefficients at \( \lambda_1 = 1548 \text{ nm} \) should be converted to the extinction coefficient at 550 nm to calculate visibility.

### 2.1. Adaptive inversion algorithm A

A convenient way to convert extinction coefficients at different wavelengths is using Angstrom exponent derived from aerosol optical depth \( \tau \):

\[
\alpha_1 = -\frac{\ln(\tau_0/\tau_1)}{\ln(\lambda_0/\lambda_1)}.
\]

(4)

Indexes 0 and 1 stand for wavelength 550 nm and 1548 nm, respectively. The aerosol optical depth is the integration of the
extinction coefficient in the vertical direction along the entire atmospheric column:
\[
\tau = \int_{0}^{H} \sigma(h) dh,
\]
(5)
where \(H\) is the distance from ground to the top of the atmosphere. If we assumed that \(\sigma(h)\) can be normalized as:
\[
\sigma(h) = \sigma(0) f(h),
\]
(6)
where \(\sigma(0)\) is the extinction coefficient at ground, \(f(h)\) represents the change in the extinction coefficient with height. Then, Eq. (4) can be turned into:
\[
\alpha_1 = \frac{\ln(\sigma_0/\sigma_1)}{\ln(\lambda_0/\lambda_1)}.
\]
(7)
Since the visibility lidar is placed near ground and the laser is emitted horizontally, the extinction coefficient at ground is assumed to be equal to the extinction coefficient derived from Eq. (2). Finally, Eq. (7) is substituted into Eq. (3):
\[
V = \frac{3}{\sigma_0} = \frac{3}{\sigma_1} (\lambda_1/\lambda_0)^{\alpha_1}.
\]
(8)

It is worth mentioning that only sun direct radiations are used to calculate the Angstrom wavelength exponent in this method. The temporal resolution of this method is about 10 minutes. On the other hand, from the combination of direct and diffuse solar radiations measured by sun photometer, the columnar PSD can be retrieved (Nakajima et al., 1996). It is based on the definition of aerosol optical depth:
\[
\tau_\lambda = \int_{r_{\text{min}}}^{r_{\text{max}}} \pi r^2 Q_{\text{ext}} \left[ \frac{2\pi r}{\lambda}, m_j \right] n^*(r) dr,
\]
(9)
where \(r\) is the particle’s radius, \(Q_{\text{ext}}\) is the extinction efficiency factor, \(m_j\) is the complex refractive index at wavelength \(\lambda\), \(n^*(r)\) is columnar radius distribution of aerosol. As an example, the \(Q_{\text{ext}}\) is calculated using Mie scattering theory when \(m_j = 1.33\), as shown in Fig. 1(a) (Matzler, C., 2002). Few different inversion algorithms have been proposed over the years. Nakajima implemented an algorithm called SKYRAD, which was developed to be applied on Prede-POM sun photometers. A preprocessing module was implemented to adapt the Cimel CE318 sun photometer data to the SKYRAD version 4.2 algorithm (Estelles et al., 2012). In this work, we use SKYRAD version 4.2 to get the PSD from measurements of Cimel CE318 sun photometer. A bimodal lognormal distribution is used to fit the PSD raw data:
\[
n^*(r) = \frac{C_1}{\sqrt{2\pi \delta_1 r}} \exp \left[ - \frac{(\ln r - \ln R_1)^2}{2\delta_1^2} \right] + \frac{C_2}{\sqrt{2\pi \delta_2 r}} \exp \left[ - \frac{(\ln r - \ln R_2)^2}{2\delta_2^2} \right],
\]
(10)
where \(C_1, \delta_1, R_1, C_2, \delta_2, R_2\) are the fitting parameters of the bimodal lognormal distribution. The volume size distribution is also widely used in the atmospheric researches. It is defined as:
\[
dV^*/d\log(r) = \frac{4}{3} \pi r^3 n^*(r) dr/d\log(r).
\]
(11)

Two typical bimodal lognormal size distributions in Hefei (31.83 °N, 117.25 °E) are shown in Fig. 1(b). If the index of refraction and PSD in Eq. (9) are determined, the aerosol optical depth versus wavelength can be calculated, as shown in Fig. 1(c). Then the Angstrom wavelength exponent \(\alpha_1\) can be calculated by using Eq. (4). But the temporal resolution of this method is about 30 minutes, because sky diffuse radiations are indispensable for getting columnar radius distribution of aerosol.

Figure 1: The extinction efficiency factors of 532 nm and 1.55 \(\mu m\) (a), two types of typical bimodal lognormal size distributions in Hefei (b), and normalized aerosol optical depth (c).

2.2. Adaptive inversion algorithm B

The extinction coefficient \(\sigma'_i\) due to Mie scattering of aerosol particles can be calculated as:
\[
\sigma'_i = \int_{r_{\text{max}}}^{r_{\text{min}}} \pi r^2 Q_{\text{ext}} [r, \lambda, m_j] n(r) dr,
\]
(12)
where the particle size distribution \(n(r)\) is the number of particles per unit volume in the interval \((r, r + dr)\). For a given
wavelength $\lambda$, there are only two unknowns $n(r)$ and $m^2_r$ in Eq. (12). It is worth mentioning that Mie scattering theory applies to spherical particles. For non-spherical particles like dust, other theories should be used (Luo et al., 2015).

When $n(r)$ is measured by aerosol spectrometer and the refractive index is an empirical value, $\sigma_0'$ and $\sigma_1'$ can be calculated using Eq. (12). Then, the Angstrom wavelength exponent can be calculated as:

$$\alpha_2 = \frac{\ln(\sigma_0'/\sigma_1')}{{\ln(\lambda_0/\lambda_1)}}. \quad (13)$$

Using the atmospheric extinction coefficient $\sigma_1$ obtained by Eq. (2) and the Angstrom wavelength exponent $\alpha_2$ obtained by Eq. (13), $\sigma_0$ is calculated as:

$$\sigma_0 = \sigma_1(\lambda_1/\lambda_0)^{\alpha_2}. \quad (14)$$

The visibility can be calculated by:

$$V = \frac{3}{\sigma_0} = \frac{3}{\sigma_1} (\lambda_1/\lambda_0)^{-\alpha_2}. \quad (15)$$

In comparison, the sun photometer is a passive detection instrument with lower time resolution than aerosol spectrometer, and it is affected by the weather conditions. Thus, adaptive inversion algorithm B is expected to have a better performance in data processing than algorithm A.

### 2.3. Correction of Rayleigh backscattering

It is important to note that the wavelength dependence of molecular Rayleigh scattering is different from aerosol Mie scattering (Xia et al., 2012). The molecular Rayleigh extinction coefficient $\sigma_{R,\lambda}$ is approximated as (US Standard Atmosphere, 1976):

$$\sigma_{R,\lambda} = \frac{9.807 \times 10^3}{T} \left(\frac{10^7}{\lambda}\right) \cdot \frac{1}{T} \cdot \frac{P}{1013} \cdot \left(\frac{\lambda}{10}\right)^4. \quad (16)$$

where $T$ and $P$ are the atmospheric temperature and pressure, respectively. As Rayleigh extinction is considered, Eq. (15) should be updated to calculate the atmospheric visibility:

$$V = \frac{3}{(\sigma_1 - \sigma_{R,\lambda})(\lambda_1/\lambda_0)^{\alpha_2} + \sigma_{R,0}}. \quad (17)$$

### 3. Instrumentation

The 1.5 $\mu$m lidar system used in this experiment has been described in detail elsewhere for aerosol and wind detection (Xia et al., 2015; Xia et al., 2016a). A brief review is given here.

The lidar operating at 1.5 $\mu$m ensures the eye safety of human beings, so that the experiment can be performed in urban areas. As detectors are considered, InGaAs/InP avalanche photodiode is used for 1.5 $\mu$m detection commonly, but it suffers low efficiency (about 10%), high noise (a few kHz) and high after pulsing possibility (18%) (Yu, 2017). To solve this problem, an up-conversion detector (UCD) is used in this experiment. The UCD up-converts photons at 1.55 $\mu$m to 863 nm in a periodically poled lithium niobate waveguide (PPLN-W). Then single photon at 1.55 $\mu$m can be counted by using a Si: APD with high efficiency (20%), low noise (300 Hz) and negligible after pulsing possibility (0.2%) (Shentu et al., 2013; Xia et al., 2016b).

The 532nm lidar is a mature system, which has been used for atmospheric detection for decades. A Mie scattering lidar system at 532 nm is built for observation of optical properties in the atmospheric boundary layer. The key parameters of two lidars are listed in Table 1. The 532 nm lidar has higher pulse energy and larger telescope than the 1.5 $\mu$m lidar.

### Table 1: Key parameters of the visibility lidars.

| Parameter                  | 1.5 $\mu$m lidar | 532 nm lidar |
|----------------------------|------------------|--------------|
| Wavelength (nm)            | 1548             | 532          |
| Pulse duration (ns)        | 300              | 7            |
| Pulse energy (mJ)          | 0.11             | 15           |
| Pulse repetition rate (kHz)| 15               | 0.05         |
| Collimator aperture (mm)   | 100              | 80           |
| Coupler aperture (mm)      | 80               | 300          |
| Fiber diameter ($\mu$m)    | 10               | 1500         |
| Fiber attenuation (dB/km)  | 0.02             | 30           |
| Detector efficiency (%)    | 20               | 40           |
| Dark count noise (Hz)      | 300              | 100          |

The sun photometer (Cimel, CE318) is a benchmark device for most aerosol observing networks and more specifically for the international federation of AERONET. In this experiment, a CE318N-EDPS9 sun photometer is used for atmospheric observation, which can get the aerosol optical depth at different wavelengths (340 nm, 380 nm, 440 nm, 500 nm, 670 nm, 870 nm, 1020 nm, 1640 nm) and sky radiance data (440 nm, 500 nm, 670 nm, 870 nm, 1020 nm and 1640 nm).

The aerosol spectrometer (Grimm, 11-R) combines optical single particle detection for counting and classifying aerosol particles. It uses light source at a wavelength of 660 nm and measures the scattering light at 90°. It has 31 size channels with a particle detection size ranging from 0.25 $\mu$m to 32 $\mu$m. The temporal resolution of Grimm 11-R is 6 s. In this experiment, the raw data is averaged over 5 minutes.

The visibility sensor used in this experiment is a popular present weather detector (Vaisala, PWD50). The visibility sensor combines the functions of a forward scatter visibility meter, and evaluates MOR by measuring the intensity of infrared light scattered at a wavelength of 875 nm at an angle of 45°. The scatter measurement is converted to the visibility value, with an accuracy of ±10% at the 10 to 10000 m range and ±20% at the 10000 to 35000 m range. Fig. 2 is a photo of the instruments used in the field experiments.
4. Field experiments and results

From 9:00 on April 21 to 9:00 on April 23, 2017, atmospheric visibility is detected at Hefei (31.83 °N, 117.25 °E) in Anhui province, China to demonstrate the new proposed algorithm. The location is 40 m above the sea level. The visibility can be calculated by using either Eq. (8) or Eq. (17), and compares with the visibility measured by the Vaisala PWD50.

Raw lidar backscattering signal of 1.5 µm visibility lidar over 48 hours is shown in Fig. 3(a). The temporal resolution and spatial resolution are set to 5 min and 45 m, respectively. Although the pulse energy is 110 µJ and the diameter of the telescope is only 80 mm, it can be seen in Fig. 3(a) that the signal can extend to 9 km horizontally. The pulse energy of the 532 nm lidar is 15 mJ, and the aperture of the telescope is 300 mm. As shown in Fig. 3(b), the raw backscattering signal at 532 nm lidar only extends to about 6 km horizontally. This is mainly due to the fact that, the extinction coefficient at 532 nm is larger than that at 1550 nm for the same atmospheric conditions. Through the decaying speed of raw lidar signal at 532 nm, it is clear that the visibility during the first night changes fast, while it is relatively stable during the second night.

The retrieved extinction coefficients at two wavelengths are plotted in Fig. 4. In the two-day experiment, the value of $\sigma_{1548}$ varies between 0.033 km$^{-1}$ and 0.235 km$^{-1}$. While the values of $\sigma_{532}$ varies between 0.132 km$^{-1}$ and 0.585 km$^{-1}$, and between 0.203 km$^{-1}$ and 0.328 km$^{-1}$ for two nights, respectively. The $\sigma_{532}$ is always larger than $\sigma_{1548}$ throughout the experiment. A process of declining visibility is observed from 20:15, Apr.21, 2017 to 4:55 next morning. Comparing the extinction coefficients at 20:15 and 4:55, the relative change of $\sigma_{1548}$ is 57%, on the contrary, the relative change of $\sigma_{532}$ is 246%.

The PSD is obtained from the aerosol spectrometer. To see changes of PSD more intuitively, we convert number distributions $n(r)$ to volume distributions by using the following equation:

$$dV/d\log(r) = \frac{4}{3}\pi r^3 n(r)dr/d\log(r).$$

The volume distributions over 48 hours are shown in Fig. 5. The fine mode and coarse mode have different trends. The change period of fine mode’s volume distribution is 24 hours and there are two peaks in the 48 hours observation. It keeps lower than 0.03 µm$^3$/mm$^3$ from 9:00 on Apr.21 to 21:00 on Apr.21. Then it becomes larger over next 4 hours and keeps higher than 0.05 µm$^3$/mm$^3$ till 9:00 on Apr.21. The next day and the first day have almost the same variation. Generally, the amount of fine mode’s particles rises from 21:00, then it keeps a larger value than daytime. However the coarse mode’s volume distributions are affected by emergencies and less regular. From 9:00 on Apr.21 to 17:00 on Apr.21, a burst of coarse mode’s particles is observed.

The Angstrom wavelength exponent for wavelengths 0.55 µm and 1.55 µm derived from both aerosol spectrometer and sun photometer are shown in Fig. 6. The Angstrom wavelength exponent from aerosol spectrometer rises from 0.40 at 9:00, Apr.21 to 1.31 at 9:00, Apr.22. The Angstrom wavelength exponent is smaller than 0.5 during the first 12 hours since the air has a lot of coarse mode particles. There are 27 sets of Angstrom wavelength exponents derived from sun photometer. Except 5 sets of them are almost equal to the value derived from the aerosol spectrometer, the other 22 sets of them are higher (about 7.7%) than corresponding values derived from aerosol spectrometer. The reason of this phenomenon is that sun photometer measures the entire atmospheric column, while aerosol spectrometer is an in situ instrument measures the layer above the ground. In general, due to the influence of gravity, the relative content of coarse mode particles in high altitude is lower than that on surface, which makes the column-average Angstrom wavelength exponent bigger than Angstrom wavelength exponent measured on surface.
The visibilities derived from 1.5 $\mu m$ eye-safe visibility lidar using three different methods and Vaisala PWD50 are shown in Fig. 7(a). The two segments of visibility measured by 532 nm visibility lidar are also shown in Fig. 7(a).

As we can see from Fig. 7(a), visibility is 14.4 km when the experiment beginning. Then visibility rises to 17.9 km until 23:00, Apr.21. Between 23:00, Apr.21 and 8:00, Apr.22, the visibility falls fast as the emergence of haze. Because of the evaporation of water, visibility rises to 25.9 km after the sunrise. Its obvious that the visibility of the second day is higher than the visibility at the same time of the previous day, because the particles amounts of the second day are smaller than the first day, as shown in Fig. 5. Errors in estimating the visibility at 532 nm during 48 hours are shown in Fig. 7(b). The results are highly consistent between 532 nm lidar and visibility sensor with a relative error of 6.7%, as well as the R-square value of 0.91.

Errors in estimating the visibility at 1.5 $\mu m$ during 48 hours for four models are shown in Fig. 7(c), (d) and (e). The visibility derived from 1.5 $\mu m$ lidar using Kruse’s model and Grabner’s model are shown in Fig. 7(c). The R-square is -0.37 and the relative error is 30.2% for Kruse’s model. As for Grabner’s model, the R-square is -0.15 and the relative error is 35.0%. As a comparison, the results of algorithm A is shown in Fig. 7(d). The results of algorithm A have a better performance than Kruse’s and Grabner’s work. The R-square is 0.87 and the relative error is 7.9%. As can be seen from Fig. 7(e), the results of algorithm B have the best performance in contrast to the other models. The R-square is 0.96 and the relative error is 5.2%. The extinction coefficients of 1548 nm used in the four methods are the same. It’s obvious that, with the reference of in situ measurements from PWD50, algorithm B is the most accurate algorithm.

5. Conclusion

A method for the retrieval of visibility from 1.5 $\mu m$ lidar combined with the measurements of aerosol spectrometer was proposed, which can adjust measures to local conditions. A compact micro-pulse aerosol lidar incorporating a fiber laser at 1.5 $\mu m$ has been constructed in order to verify this method. A 532 nm lidar also has been constructed to compare the atmospheric extinction coefficient between 532 nm and 1.55 $\mu m$. And a Vaisala visibility sensor was used to validate our new model. Continuous observation of visibility was performed. In the comparison experiments, the average relative error between the retrieved visibility using our method and visibility measured by visibility sensor is 5.2%. If there is no significant pollution sources along the detection path, our method shows good agreement with traditional visibility sensor during day and night. Experiments also demonstrated that the calculation of atmospheric optical properties with the combination of aerosol spectrometer and Mie-scattering theory has high accuracy.
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Figure 7: Visibilities derived from different methods (a), 532 nm lidars measurement (b), comparison of visibilities based on Kruses work and Grabner's work (c), Algorithm A (d) and Algorithm B (e).
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