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ABSTRACT

Graph Neural Networks (GNN) rely on graph convolutions to learn features from network data. GNNs are stable to different types of perturbations of the underlying graph, a property they inherit from graph filters. In this paper, we leverage the stability property of GNNs as a typing point in order to seek for representations that are stable within a distribution. We propose a novel constrained learning approach by imposing a constraint on the stability condition of the GNN within a perturbation of choice. We showcase our framework in real world data, corroborating that we are able to obtain more stable representations while not compromising the overall accuracy of the predictor.

Index Terms— Graph Neural Networks, Constrained Learning, Stability

1. INTRODUCTION

Graph Neural Networks (GNNs) are deep convolutional architectures tailored to graph machine learning problems [1][2] which have achieved great success in fields such as biology [3][4] and robotics [5][6], to name a few. Consisting of layers that stack graph convolutions and pointwise nonlinearities, their successful empirical results can be explained by theoretical properties they inherit from graph convolutions. Indeed, convolutions are the reason why GNNs are invariant to node relabelings [7][8]; stable to deterministic [2], stochastic [9], and space-time graph perturbations [10]; and transferable from small to large graphs [11].

Stability is an especially important property because, in practice, networks are prone to perturbations. For instance, in a social network, friendship links can not only be added or removed, but also strengthened or weakened depending on the frequency of interaction. Similarly, in a wireless network the channel states are dramatically affected by environment noise. Because GNNs have been proved to be stable to such perturbations, in theory any GNN should do well in these scenarios. In practice, however, actual stability guarantees depend on factors such as the type of graph perturbation, the smoothness of the convolutions, the depth and width of the neural network, and the size of the graph [12]. In other words, GNNs are provably stable to graph perturbations, but we cannot always ensure that they will meet a certain stability requirement or constraint. In improve stability, other works have focused on making GNNs more robust. Some works enforce lipschitz constraints [13], other arts focus on the architecture of the GNN to make it more robust [14], and others focus on removing noise [13].

In this paper, our goal is thus to enforce GNNs to meet a specific stability requirement, which we do by changing the way in which the GNN is learned. Specifically, we modify the statistical learning problem by introducing GNN stability as a constraint, therefore giving rise to a constrained statistical learning problem. This leads to an non-convex constrained problem for which even a feasible solution may be challenging to obtain in practice. To overcome this limitation, we resort to the dual domain, in which the problem becomes easier to solve using standard gradient descent techniques. By evaluating the constraint slackness, we iteratively update the weights of this problem. This procedure is detailed in Algorithm 1. In Theorem 1 we quantify the duality gap, i.e., the mismatch between solving the primal and the dual problems. In Theorem 2 we present convergence guarantees for Algorithm 1. These results are illustrated numerically in Section 4 where we observe that GNNs trained using Algorithm 1 successfully meet stability requirements for a variety of perturbation magnitudes and GNN architectures.

2. GRAPH NEURAL NETWORKS

A graph is a triplet \(G = (\mathcal{V}, \mathcal{E}, \mathcal{W})\), where \(\mathcal{V} = \{1, \ldots, \mathcal{N}\}\) is its set of nodes, \(\mathcal{E} \subseteq \mathcal{V} \times \mathcal{V}\) is its set of edges, and \(\mathcal{W}\) is a function assigning weights \(\mathcal{W}(i, j)\) to edges \((i, j) \in \mathcal{E}\). A graph may also be represented by the graph shift operator (GSO) \(S \in \mathbb{R}^{\mathcal{N} \times \mathcal{N}}\), a matrix which satisfies \(S_{ij} \neq 0\) if and only if \((j, i) \in \mathcal{E}\) or \(i = j\). The most common examples of GSOs are the graph adjacency matrix \(A\), \(A_{ij} = \mathcal{W}(j, i)\); and the graph Laplacian \(L = \text{diag}(A1) - A\).

We consider the graph \(G\) to be the support of data \(x = [x_1, \ldots, x_N]^\top\) which we call graph signals. The \(i\)th component of a graph signal \(x\), \(x_i\), corresponds to the value of the data at node \(i\). The operation \(Sx\) defines a graph shift of the signal \(x\). Leveraging this notion of shift, we define
An example of perturbation is an additive perturbation of the form \( \hat{S} = S + E \), where \( E \) is a stochastic perturbation with bounded norm \( \|E\| \leq \epsilon \) drawn from a distribution \( \Delta \).

The notion of GNN stability is formalized in Definition 1. Note that the maximum is taken in order to account for all possible inputs.

**Definition 1 (GNN stability to graph perturbations)** Let \( \phi(x, S; \mathcal{H}) \) be a GNN (2) and let \( \hat{S} \) be a graph perturbation (4) such that \( \|\hat{S} - S\| \leq \epsilon \). The GNN \( \phi(x, S; \mathcal{H}) \) is \( C \)-stable if

\[
\max_x \|\phi(x, S; \mathcal{H}) - \phi(x, \hat{S}; \mathcal{H})\| \leq C\epsilon
\]

for some finite constant \( C \).

A GNN is thus stable to a graph perturbation \( \|\hat{S} - S\| \leq \epsilon \) if its output varies at most by \( C\epsilon \). The smaller the value of \( C \), the more stable the GNN is to perturbations \( S \). Under mild smoothness assumptions on the graph convolutions, it is possible to show that any GNN can be made stable in the sense of Definition 1 [12]. However, for an arbitrary GNN the constant \( C \) is not guaranteed to be small and, in fact, existing stability analyses show that it can vary with the GNN depth and width (i.e. number of layers \( L \), and number of features \( F \) respectively), the size of the graph \( N \), and the alignment between the eigenspaces of \( S \) and \( \hat{S} \). What is more, problem 3 does impose any conditions on the stability of the GNN, thus solutions \( \mathcal{H}^\ast \) may not have small stability bounds \( C \). In this paper, our goal is to enforce stability for a constant \( C \) of choice. In the following, we show that, on average over the support of the data, better stability can be achieved by introducing a modification of definition 1 as a constraint of the statistical learning problem for the GNN.

### 3. Constrained Learning

In order to address the stability of the GNN, we can explicitly enforce our learning procedure to account for differences between the unperturbed and the perturbed performance, to do this we resort to the constrained learning theory [17]. We modify the standard unconstrained statistical risk minimization problem (cf. (3)) by introducing a constraint that requires the solution \( \mathcal{H} \) to attain at most an \( C\epsilon \) difference between the perturbed and unperturbed problem.

\[
P^* = \min_{\mathcal{H} \in \mathbb{R}^{G^2}} \mathbb{E}_{p(x, y)} [\ell(y, \phi(x, \hat{S}; y))] \quad \text{s.t.} \quad \mathbb{E}_{p(x, y, \Delta)} [\ell(y, \phi(x, \hat{S}; \mathcal{H})) - \ell(y, \phi(x, S; \mathcal{H}))] \leq C\epsilon
\]

Note that if the constant \( C \) is set at a sufficiently large value, the constraint renders inactive, making problems (6) and (3) equivalent. As opposed to other methods based on heuristics, or tailored solutions, our novel formulation admits a simple interpretation from an optimization perspective.
3.1. Dual Domain

In order to solve problem (6), we will resort to the dual domain. To do so, we introduce the dual variable \( \lambda > 0 \in \mathbb{R} \), and we define the Lagrangian function as follows,

\[
    \mathcal{L}(\mathcal{H}, \lambda) = (1 - \lambda) \mathbb{E} [\ell(y, \phi(x, \mathcal{S}; H))] + \lambda \mathbb{E} [\ell(y, \phi(x, \hat{S}; H)) - C].
\]

We can introduce the dual function as the minimum of the Lagrangian \( \mathcal{L}(\mathcal{H}, \lambda) \), over \( \mathcal{H} \) for a fixed value of dual variables \( \lambda \) [18].

\[
d(\lambda) = \min_{\mathcal{H} \in \mathbb{R}^Q} \mathcal{L}(\mathcal{H}, \lambda).
\]

Note that to obtain the value of the dual function \( d(\lambda) \) we need to solve an unconstrained optimization problem weighted by \( \lambda \). Given that the dual function is a point wise minimum of a family of affine functions, it is concave, even when the problem (6) is not convex. The maximum of the dual function \( d(\lambda) \) over \( \lambda \) is called the dual problem \( D^* \), and it is always a lower bound of problem \( P^* \) as follows,

\[
d(\lambda) \leq D^* \leq \min_{\mathcal{H} \in \mathbb{R}^Q} \max_{\lambda \in \mathbb{R}^+} \mathcal{L}(\phi, \lambda) = P^*.
\]

The advantage of delving into the dual domain, and maximizing the dual function \( d \) is that it allows us to search for solutions of problem (6) by minimizing an unconstrained problem. The difference between the dual problem \( D^* \) and the primal problem \( P^* \) (cf. [6], is called duality gap and will be quantified in the following theorem.

**AS1** The loss function \( \ell \) is \( L \)-Lipschitz, i.e. \( ||\ell(x, \cdot) - \ell(z, \cdot)|| \leq L \|x - z\| \), strongly convex and bounded by \( B \).

**AS2** The conditional distribution \( p(x, \Delta | y) \) is non-atomic for all \( y \in \mathbb{R}^N \), and there a finite number of target graph signals \( y \).

**AS3** There exists a convex hypothesis class \( \mathcal{C} \) such that \( C \subseteq \mathcal{C} \), and there exists a constant \( \xi > 0 \) such that for all \( \phi \in \mathcal{C} \), there exists \( \mathcal{H} \in \mathbb{R}^Q \) such that \( \sup_{x \in X} ||\phi(x) - \phi(x, \mathcal{H})|| \leq \xi \).

Note that assumption [11] is satisfied in practice by most loss functions (i.e. square loss, \( L_1 \) loss), by imposing a bound. Assumption [2] can be satisfied in practice by data augmentation [19]. Assumption [3] is related to the richness of the function class of GNNs \( \mathcal{C} \), the parameter \( \xi \) can be decrease by increasing the capacity of the GNNs in consideration. To obtain a convex hypothesis class \( \mathcal{H} \), it suffices to take the convex hull over the function class of GNNs.

**Theorem 1** (Near-Zero Duality Gap) Under assumptions [11] and [2] if the Constrained Graph Stability problem (6) over \( \mathcal{C} \) is feasible with constraint slack \( \epsilon - \xi \), then the Constrained Graph Stability problem (6), has near zero duality gap,

\[
P^* - D^* \leq (\lambda^* + 1) L \xi
\]

where \( \lambda^* \) is the optimal dual variable of the non-parametric problem with constraint slack \( \epsilon - \xi \).

The importance of Theorem 1 is that is allows us to quantify the penalty that we incur by delving into the dual domain. Note that this penalty decreases as we make our parameterization richer, and thus we decrease \( \xi \). Also note that the optimal dual variable \( \lambda^* \) accounts for the difficulty of finding a feasible solution, thus we should expect this value to be small given the theoretical guarantees on GNN stability [12].

3.2. Algorithm Construction

In order to solve problem (6) we will resort to iteratively solving the dual function \( d(\lambda) \), evaluate the constraint slack and update the dual variable \( \lambda \) accordingly. We assume that the distributions are unknown, but we have access to samples of both graph signals \( (x_i, y_i) \sim p(x, y) \), and perturbed graphs \( \hat{S}_j \sim \Delta \). In a standard learning procedure, to minimize the Lagrangian \( \mathcal{L}(\mathcal{H}, \lambda) \) with respect to a set of variables \( \lambda \) we can take stochastic gradients as follows,

\[
\hat{\nabla}_\mathcal{H} \mathcal{L}(\mathcal{H}, \lambda) = \frac{1 - \lambda}{N} \sum_{i=1}^{N} \ell(\phi(x_i, \mathcal{S}; \mathcal{H}^k), y_i) + \frac{\lambda}{NM} \sum_{i=1}^{N} \sum_{j=1}^{M} \ell(\phi(x_i, \hat{S}_j; \mathcal{H}^k), y_i)
\]

The main difference with a regularized problem is that the dual variables \( \lambda \) are also updated. To update the dual variables \( \lambda \), we evaluate the constraint violation as follows,

\[
\hat{\nabla}_\lambda \mathcal{L}(\mathcal{H}, \lambda) = \frac{1}{NM} \sum_{i=1}^{N} \sum_{j=1}^{M} \ell(\phi(x_i, \hat{S}_j; \mathcal{H}^k), y_i) - \frac{1}{N} \sum_{i=1}^{N} \ell(\phi(x_i, \mathcal{S}; \mathcal{H}^k), y_i) - C \epsilon.
\]

Algorithm 1 Graph Stability Algorithm

1: Initialize model \( \mathcal{H}^0 \) and dual variables \( \lambda = 0 \)
2: for epochs \( e = 1, 2, \ldots \) do
3: for batch \( i \) in epoch \( e \) do
4: Obtain \( N \) samples \( \{(x_i, y_i)_i \sim p(x, y) \)
5: Obtain \( M \) perturbations \( \{(\hat{S}_j)_j \sim \Delta \)
6: Get primal gradient \( \nabla_{\mathcal{H}} \mathcal{L}(\mathcal{H}, \lambda) \) (cf. eq (11))
7: Update params. \( \mathcal{H}^{k+1} = \mathcal{H}^k - \eta \nabla_{\mathcal{H}} \mathcal{L}(\mathcal{H}^k, \lambda) \)
8: end for
9: Obtain \( N \) samples \( \{(x_i, y_i)_i \sim p(x, y) \)
10: Obtain \( M \) perturbations \( \{(\hat{S}_j)_j \sim \Delta \)
11: Update dual variable \( \lambda \leftarrow [\lambda^* + \eta \nabla_{\lambda} \mathcal{L}(\mathcal{H}, \lambda)]^+ \)
12: end for
The intuition behind the dual step is that the dual variable \( \lambda \) will increase while the constraint is not being satisfied, adding weight to the stability condition in the minimization of the Lagrangian. Conversely, if the constraint is being satisfied, we will increase the relative weight of the objective function. This means, that if the constraint is more restrictive the optimal dual variable will be larger.

**Theorem 2 (Convergence)** Under assumptions 1, 2, and 3 if for each dual variable \( \lambda_k \), the Lagrangian is minimized up to a precision \( \alpha > 0 \), i.e. \( \mathcal{L}(\mathcal{H}, \lambda^k) \leq \min_{\mathcal{H} \in \mathcal{H}} \mathcal{L}(\mathcal{H}, \lambda_k) + \alpha \), then for a fixed tolerance \( \beta > 0 \), the iterates generated by Algorithm 1 achieve a neighborhood of the optimal \( P^* \) problem in finite time

\[
P^* + \alpha \geq \mathcal{L}(\mathcal{H}, \lambda^k) \geq P^* - (2\lambda^* + 1)L\xi - \alpha - \beta - \frac{\eta_D B^2}{2}
\]

Theorem 2 allows us to show convergence of Algorithm 1 to a neighborhood of the optimal problem 3.

### 4. EXPERIMENTS

We consider the problem of predicting the rating a movie will be given by a user. We leverage the dataset MovieLens 100k which contains 100,000 integer ratings between 1 and 5, that were collected among \( U = 943 \) users and \( M = 1682 \) movies. Nodes in this case are movie ratings, and we construct one graph signal \( x_i \) per user \( i \). Each entry \( [x_i]_j \) storage the rating that user \( i \) gave to movie \( j \), and 0 if there is no rating. To obtain the edges, we calculate the movie similarity graph, obtained by computing the pairwise correlations between the different movies in the training set.

In order to showcase the stability properties of GNNs, we perturb the graph shift operator according to the Relative Perturbation Modulo Perturbation 12 [Definition 3] model \( \mathcal{S} = \mathcal{S} + \mathcal{E} + \mathcal{SE} \). We consider a uniform distribution of \( \mathcal{E} \) such that, \( \| \mathcal{E} \| \leq \epsilon \).

We split the dataset into 90% for training and 10% for testing, considering 10 independent random splits. For the optimizer we used a 5 sample batch size, and ADAM with learning rate 0.005, \( \beta_1 = 0.9, \beta_2 = 0.999 \) and no learning decay. We used the smooth \( L_1 \) loss. For the GNNs, we used ReLU as the non-linearity, and we considered two GNNs: (i) one layer with \( F = 64 \) features, and (ii) two layers with \( F_1 = 64 \) and \( F_2 = 32 \). In both cases, we used \( K = 5 \) filter taps per filter. For the Algorithm 1 we used dual step size \( \eta_D = 0.05 \), stability constant \( C = 0.25 \), and magnitude of perturbation \( \epsilon = 0.2 \). For number of perturbation per primal step we used \( M = 3 \), and to evaluate the constraint slackness we used 20% of the training set.

Table 1 shows the RMSE achieved on the test set when the GNN is trained using Algorithm 1 and when trained unconstrained for different magnitudes of perturbations of the graph. The numerical results shown in Table 1 express the manifestation of the claims that we put forward. First, using Algorithm 1 we are able to attain a comparable performance to the one we would have achieved by training ignoring the perturbation. As seen in the first row, the evaluation of the trained GNNs produces comparable results for both the 1 and the 2 layer GNN. Second, with our formulation we are able to obtain more stable representations because when the perturbation magnitude increases, the loss deteriorates at a slower rate. This effect is especially noticeable for the 2 layer GNN. It is well studied that GNN stability worsens as the number of layers increases 12, 23, however using Algorithm 1 we are able to curtail this undesirable effect.

| Norm Of Perturbation | Unconstrained | Constrained (Ours) | Unconstrained | Constrained (Ours) |
|----------------------|---------------|--------------------|---------------|--------------------|
| 0                    | 0.863 (±0.1056) | 0.8639 (±0.0940)   | 0.8582 (±0.1126) | 0.8480 (±0.1307)   |
| 0.0001               | 0.863 (±0.1056) | 0.8420 (±0.0884)   | 0.8582 (±0.1126) | 0.8273 (±0.1121)   |
| 0.001                | 0.863 (±0.1055) | 0.8420 (±0.0884)   | 0.8586 (±0.1128) | 0.8273 (±0.1122)   |
| 0.01                 | 0.8625 (±0.1052) | 0.8418 (±0.0877)   | 0.8622 (±0.1147) | 0.8277 (±0.1132)   |
| 0.1                  | 0.8631 (±0.1025) | 0.8473 (±0.0807)   | 0.9395 (±0.1374) | 0.8320 (±0.1226)   |
| 0.2                  | 0.8735 (±0.0960) | 0.8598 (±0.0831)   | 1.1228 (±0.2291) | 0.8483 (±0.1342)   |
| 0.5                  | 1.0182 (±0.1587) | 0.9386 (±0.1079)   | 2.0327 (±0.5074) | 0.9500 (±0.1572)   |

Table 1. Evaluations of the RMSE and variance of the trained GNN for 20 epochs on the testing set (unseen data) for different magnitudes of relative perturbations. We consider GNNs of 1, and 2 layers with \( K = 5 \) filter taps and \( F_1 = 64 \), and \( F_2 = 32 \) features for the first and second layer respectively. The constrained learning approach is able to keep a comparable performance on the unperturbed evaluation (i.e., Norm of Perturbation= 0) while it is more stable as the norm of the perturbation increases.

### 5. CONCLUSION

In this paper we introduced a constrained learning formulation to improve the stability of GNN. By explicitly introducing a constraint on the stability of the GNN we are able to obtain filter coefficients that are more resilient to perturbations of the graph. The benefit of our novel procedure was benchmarked in a recommendation system problem with real world data.
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A. PROOF OF THEOREM 1

Denoting $P_C$ the primal problem over the non-parametric class of functions $C$, by [17] Proposition 2, we express know that,

$$D^* \leq P_C^* + (1 + L\xi)\lambda^*$$  \hspace{1cm} (13)

Now noting that $P \subseteq C$, it implies that

$$P_C^* \leq P^*$$  \hspace{1cm} (14)

Combining (13) and (11) attains the desired result.

B. PROOF OF THEOREM 2

See [17] Theorem 3.