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ABSTRACT. Various different random graph models have been proposed in which the vertices of the graph are seen as members of a metric space, and edges between vertices are determined as a function of the distance between the corresponding metric space elements. We here propose a model \( G = G(X, f) \), in which \((X, d)\) is a metric space, \( V(G) = X \), and \( P(u \sim v) = f(d(u, v)) \), where \( f \) is a decreasing function on the set of possible distances in \( X \). We consider the case that \( X \) is the \( n \times n \times \cdots \times n \) integer lattice in dimension \( r \), with \( d \) the \( l_1 \) metric, and \( f(d) = \frac{1}{\sqrt{d}} \), and determine a threshold for the emergence of the giant component and connectivity in this model. We compare this model with a traditional Waxman graph. Further, we discuss expected degrees of nodes in detail for dimension 2.

1. Introduction

The study of random graphs dates back to the work of Erdős and Rényi in the late 1950s [13,14]. In particular, the transition of a random graph as a composition of mostly small components to one with a “giant component” to a connected graph has been studied extensively. These structural changes are known as phase transitions, and the two-step process above is sometimes referred to as the “double-jump” in a random graph. Beginning with the revolutionary work of Erdős and Rényi, phase transitions have been studied in a multitude of different settings (see, for example, [5, 6, 11, 19, 20, 33], among many others). Of the first pieces of work in the subject, Erdős and Rényi published an analysis of component sizes and phase transitions in random graphs [13,14].

The first of the commonly studied random graphs is known as the Erdős-Rényi model. In this model, the number of vertices is denoted \( n \) and the probability that two vertices are adjacent is denoted \( p \), where each edge is included independently. Herein we use the notation \( G(n, p) \) for this graph. Phase transition has been studied extensively in \( G(n, p) \). For probability \( np \lesssim c < 1 \), this model contains only small components of size at most \( O(\log n) \) asymptotically almost surely. For \( 1 < c \lesssim np \lesssim \log n \), there is a giant component of size on the order of \( n \) asymptotically almost surely, and for \( np \gtrsim \log n \), the graph is connected asymptotically almost surely (see, for example [1] for an analysis of component sizes in \( G(n, p) \)).

In this work, we study random graphs for which the vertices are embedded in a metric space, and edges are chosen based upon the distance between these vertices. Examples of graphs of this type in the literature are abound, such as random geometric graphs (see, for example, [3, 25, 30]), geographical threshold graphs (see, for example, [7, 8, 27]), the Kleinberg small world model (see, for example, [17, 23]), Waxman models (see, for example, [28, 31, 35]), among others. See [2] for a description of some of these types of graphs.

The “randomness” in such graphs is generally presented in one of two ways: either vertices are chosen randomly or the edges are chosen randomly. For random geometric graphs and geographical threshold graphs, the vertices are chosen randomly from an underlying metric space, and then a rule is devised to determine their adjacency; typically the adjacency is deterministic once the vertex set has been chosen. Often the metric space in question here is \( \mathbb{R}^d \), although that is not strictly necessary. On the other hand, for the Kleinberg small world model, the vertices are fixed in the metric space, but the presence of edges is chosen randomly as a decreasing function of the distance between nodes. The Waxman model, seemingly uniquely among graphs of this type, chooses both the position of the vertices in the metric space and the edges randomly.

In this work, we propose a graph model similar to a Kleinberg model or Waxman model. We consider a sequence of random graphs defined as follows. First, fix some metric space \( (X, d) \), and take \( X_1 \subset X_2 \subset X_3 \subset \cdots \subset X \) to be a sequence of sub-metric spaces of \( X \), in which \( |X_j| \) is finite for all \( j \). For each \( j \), let \( f_j : [0, \text{diam}(X_j)] \rightarrow [0, 1] \) be a decreasing function. The graph \( G(X_j, f_j) \) is defined by \( V(G(X_j, f_j)) = X_j \) and \( P(u \sim v) = f_j(d(u, v)) \), where each edge is included independently. Herein we use the notation \( n \) number of vertices is denoted and transitions in random graphs [13,14].
and for any \(u, v \in X_j\), \(P(u \sim v) = f_j(d(u, v))\). We refer to such a model in this work as a random distance graph.

To distinguish this model from the existing literature, we include an analysis of connectivity and other structures in the traditional Waxman model in Section 3. Given an metric space \((X, d)\), together with a probability distribution \(\mu\) over \(X\), let \(W(X, n, f)\) denote the traditional Waxman model over \(X\) with \(n\) vertices, wherein each vertex is embedded randomly in \(X\) according to \(\mu\), and the probability that two vertices are adjacent is given by \(P(u \sim v) = f(d(u, v))\). We prove the following.

**Theorem 1.** Let \(X\) be a connected metric space with finite diameter \(d_X\) and let \(\mu\) be a probability distribution over \(X\). Let \(G = W(X, n, f_n)\). If there exists \(\epsilon > 0\) such that the functions \(f_n\) satisfy the condition

\[
\frac{n}{\log n} f_n(d_X) > 1 + \epsilon
\]

for \(n\) sufficiently large, then the graph \(G\) is connected a.a.s.

We note that in practice, Waxman models are typically used with \(X\) a finite volume subset of \(\mathbb{R}^k\), and \(f = f_n = \alpha e^{-d/\beta}\) with \(\alpha, \beta \in (0, 1]\). Note that an immediate corollary to the above theorem is that all traditional Waxman graphs are connected asymptotically almost surely.

In contrast, we have the following theorems regarding connectivity in random distance graphs.

**Theorem 2.** Let \(G_n = G(X_n, f_n)\). If there exists \(\epsilon > 0\) such that

\[
f_n(\text{diam } X_n) > \frac{(1 + \epsilon) \ln |X_n|}{|X_n|},
\]

then \(G_n\) is connected a.a.s..

**Theorem 3.** Let \((X_n)\) be a sequence of nested finite metric spaces with metric \(\rho\), and let \(\rho_n = \text{diam } X_n\). Let \(G_n = G(X_n, f_n)\). For each \(n, d > 0\), define

\[
a_n(d) = \sup_{v \in X_n} |\{u \in X_n \mid \rho(u, v) = d\}|.
\]

If there exists \(\alpha > 0\) such that

\[
f_n(d) \leq \frac{|X_n|^{-\alpha}}{a_n(d) \rho_n}
\]

for all \(d > 0\) and \(n\) sufficiently large, then there exists \(\epsilon > 0\) such that with probability at least \(1 - n^{-\epsilon}\), \(G_n\) has \(|X_n|(1 - o(1))\) isolated vertices.

We note that there is bit of difference in the size of \(f_n\) in Theorems 2 and 3. However, we have a precise threshold in the case that \((X, d)\) is the \(r\)-dimensional integer lattice, under the \(\ell_1\) metric, and

\[
X_n = \{(a_1, a_2, \ldots, a_n) \in X \mid 0 \leq a_i \leq n - 1 \text{ for all } i\};
\]

that is, \(X_n\) is a \(n \times n \times \cdots \times n\)-sized subset of \(\mathbb{Z}^r\). We typically write \(L_n^r\) to denote this metric space.

Using this metric space, we can view adjacency between nodes of \(X_n\) as a function of the difference between corresponding coordinates in the vector representing the node. Examples of graphs defined in a similar way include stochastic Kronecker graphs (see, for example, [24], [26], [31]), multiplicative attribute graphs (see, for example, [21], [22]), and random dot product graphs (see, for example, [29], [32], [36]). However, in these cases, the specific values of the coordinates is taken into account in determining the probability that two nodes are adjacent, whereas in this model, the only determining factor is the difference between corresponding coordinates.

In this particular case, we obtain the following result, which closes the gap between Theorems 2 and 3.

**Theorem 4.** Let \(f_n(d) = \frac{1}{n^{1/d}}\), where \(\beta \in \mathbb{R}\). Fix \(r > 0\), and let \(G = G(L_n^r, f_n)\). Then

1. if \(\beta < r - 1\), then \(G\) is connected a.a.s., and
2. if \(\beta > r - 1\), then \(G\) is disconnected a.a.s., and, moreover, \(G\) has \(n^{r'(1 - o(1))}\) isolated vertices.

This behavior is striking in that we do not see the typical “double-jump” between a giant component and a connected graph when \(\beta\) is constant. Instead, the graph goes from having no large component directly to being connected. It seems likely that a more nuanced approach to choosing \(\beta\) as a function of \(n\) may identify a double jump here.
The approach to the proof of Theorem 4 involves an approximation of the expected degree of each vertex, obtained by first expanding the vertex set to the infinite lattice $\mathbb{Z}^r$, and then considering an appropriately chosen subset. We use an approximation for the expected degree, but also include a proof of the precise expected degree in dimension 2 for comparison in Section 5.

We note also that this choice of $f_n$ is designed to keep the graph sparse even as $n \to \infty$, in keeping with expectations for small world models (see, for example, [12][18]). We shall see as a corollary that the density of the graph in fact tends to 0 as $n \to \infty$.

2. Tools and notation

Throughout this paper, we use standard graph theoretic notation and terminology. Our primary language is defined below; we refer the reader to [4] for any terminology not herein defined.

Let $G = (V, E)$ be a graph. Given a vertex $v \in V$, define $\deg_G(v)$ to be the degree of $v$ in $G$. If $G$ is understood, we shall write $\deg(v)$ for brevity. We write $u \sim v$ to indicate that $u$ is adjacent to $v$. A graph $G$ is connected if for any two vertices $u, v \in V$, there is a path between $u$ and $v$. A maximal connected subgraph of $G$ is called a connected component, or simply a component of $G$. A graph family $G_n$ is said to have a giant component if there exists a connected component containing $\Theta(|V(G_n)|)$ vertices of $G_n$ for each $n$.

A graph $G$ is called vertex transitive if for every $u, v \in V(G)$, there exists a function $\phi : V(G) \to V(G)$ such that $\phi(u) = v$, and $x \sim y$ if and only if $\phi(x) \sim \phi(y)$; that is, there is a homomorphism that sends any vertex in $G$ to any other.

Throughout, we shall focus on graphs with a fixed vertex set and randomly generated edges, where the set of edges are mutually independent. Given a sequence of random graphs $\{G_n\}$, we say that $G_n$ has a property $P$ asymptotically almost surely (a.a.s.) if $\Pr[G_n \text{ has } P] \to 1$ as $n \to \infty$. A graph property $P$ is called monotonic if, whenever $H = (V, E')$, $E' \subset E$, has $P$ and $H$ is a subgraph of $G$, then $G$ also has $P$; that is, the property is preserved if additional edges are added to the graph.

Let $G_1$ and $G_2$ be random graphs with $V(G_1) = V(G_2) = V$. We say that $G_2$ dominates $G_1$ if for all $u, v \in V$, $\Pr[G_2(u \sim v)] \geq \Pr[G_1(u \sim v)]$. We note the following lemma for monotone graph properties, which is a standard exercise in random graphs (see, for example, [14],[16]):

**Lemma 1.** Let $G_1, G_2$ be random graphs with the same vertex set such that $G_2$ dominates $G_1$. If $P$ is a monotone graph property, and $G_1$ has $P$ a.a.s., then $G_2$ also has $P$ a.a.s..

We denote by $G(m, p)$ the Erdős-Rényi graph with $m$ vertices, such that the probability that any two vertices are adjacent is $p$. We recall the following classical result on connectivity in $G(m, p)$ (see, for example, [1]).

**Theorem 5.** Let $G = G(m, p)$. If there exists $\epsilon > 0$ such that $p > \frac{(1+\epsilon) \ln m}{m}$, then $G$ is connected a.a.s.. On the other hand, if there exists $\epsilon > 0$ such that $p < \frac{(1-\epsilon) \ln m}{m}$, then $G$ is disconnected a.a.s..

For our purposes, the monotone graph property of greatest interest is the property of a graph being connected a.a.s.. By combining Lemma 1 with Theorem 5 we have the following immediate result:

**Lemma 2.** Let $G$ be a random graph on $m$ vertices. If there exists $\epsilon > 0$ such that for all $u, v \in V(G)$, $\Pr[u \sim v] > \frac{(1+\epsilon) \ln m}{m}$, then $G$ is connected a.a.s..

As above, for a metric space $(X, d)$ and a function $f : \mathbb{R}^+ \to [0, 1]$, let $G = G(X, f)$ be the random graph with $V(G) = X$ and $\Pr[u \sim v] = f(d(u, v))$ for all $u, v \in V$. We refer to this graph as a random distance graph. We shall use the notation $Z^r$ and $L_n^r$ as defined in the introduction.

As for probabilistic tools, we shall require nothing more complex than Markov’s Inequality, included here for completeness.

**Theorem 6 (Markov’s Inequality).** Let $X$ be a random variable with $X \geq 0$. Then for all $a > 0$, we have

$$\Pr[X > a] \leq \frac{\mathbb{E}[X]}{a}.$$
3. Connectivity in a traditional Waxman model

Recall the definition of $W(X, n, f)$ as given in the introduction to be a Waxman graph over a metric space $(X, d)$, where vertices are embedded randomly in $X$ according to some probability distribution $\mu$, and $P(u \sim v) = f(u, v)$. Waxman graphs have been used to generate models of random networks for modeling systems such as the Internet graph and various biological networks [9][15]. The most traditional version of a Waxman graph is formed by taking the underlying metric space as $X = [0, 1]^r$, a subset of $\mathbb{R}^r$ under the $\ell^2$ metric, and the distribution $\mu$ to be uniform over $X$. The function $f_n$ is typically chosen to be constant with respect to $n$, with $f_n(d) = f(d) = \alpha e^{-\frac{d}{\beta}}$ with $\alpha, \beta \in (0, 1]$. It is commonly known, though no formal proof has been presented to our knowledge, that the graph $W(X, n, f)$ is connected a.a.s.. In fact, we can extend this even to the case that $f_n$ is not constant with respect to $n$, as follows.

**Theorem 7.** Let $X$ be a connected metric space with finite diameter $\rho_X$ and let $\mu$ be a probability distribution over $X$. Let $G = W(X, n, f_n)$. If there exists $\epsilon > 0$ such that the functions $f_n$ satisfy the condition

$$\frac{n}{\log n} f_n(\rho_X) > 1 + \epsilon$$

for $n$ sufficiently large, then the graph $G$ is connected a.a.s.

**Proof.** For all $x, y$ vertices in $X$, we see that $P(x \sim y) > f_n(\rho_X)$. By hypothesis, $\frac{n}{\log n} f_n(\rho_X) > 1 + \epsilon$ for $n$ sufficiently large, so by Lemma 2 $G$ is connected a.a.s.

We find that the above theorem applies to traditional Waxman models by fixing $f_n$, as we thus have $f_n(\rho_X) = f(\rho_X)$ is constant. The application of the theorem leads to no further consequence in traditional Waxman models, so we depart from the model for the purposes of this paper. Indeed, overall the traditional Waxman model becomes locally quite dense over time, and it is for this reason that we depart from this model, and allow the functions $f_n$ and the metric spaces themselves to change with $n$.

4. Connectivity in $G(X_n, f_n)$

In this section, we prove Theorems 2, 3, and 4 regarding the a.a.s. connectivity of random distance graphs having as their vertex sets nested connected finite metric spaces $(X_n, \rho)$ with finite diameter.

We begin with the two most general theorems, namely, Theorems 2 and 3. We note that Theorem 2 relies almost entirely on Lemma 2. Throughout this section, we assume that $f_n$ is a monotonically decreasing function for each $n$.

**Proof of Theorem 2.** Let $H = G(X_n, f_n(\text{diam } X_n))$. Then as $f_n$ is monotonically decreasing, $H$ is an Erdős-Rényi graph that dominates $G_n$ and is a.a.s. connected by Theorem 5. Therefore $G_n$ is a.a.s. connected by Lemma 2.

We now turn to the proof of Theorem 3. We here use a simplified version of the proof that will be used in the case that $X_n = L_r^r$.

**Proof of Theorem 3.** Let $v \in V(G_n)$. We note that as $\{|u \in V(G_n) \mid \rho(u, v) = d\} \leq a_n(d)$ and $f_n(d) \leq \frac{|X_n|^\alpha}{a_n(d) \rho_n}$ for all $d > 0$, we thus have

$$E[\text{deg}_{G_n}(v)] \leq \sum_{d=1}^{\rho_n} a_n(d) f_n(d) \leq \sum_{d=1}^{\rho_n} \frac{|X_n|^\alpha}{\rho_n} = |X_n|^{-\alpha}.$$

By Markov’s inequality,

$$P(\text{v not isolated in } G_n) = P\left(\text{deg}_{G_n}(v) > \frac{1}{2}\right) \leq 2|X_n|^{-\alpha}$$

Therefore, the expected number of nonisolated vertices is at most $2|X_n|^{-\alpha}$. Let $\delta \in (0, 1)$ with $1 - \delta < \alpha$. By Markov’s inequality again,

$$P(G_n \text{ has at least } |X_n|^\delta \text{ nonisolated vertices}) \leq 2|X_n|^{1-\alpha-\delta}.$$

Therefore, with probability at least $1 - 2|X_n|^{1-\alpha-\delta} = 1 - o(1)$, $G_n$ has at least $|X_n| - |X_n|^\delta = |X_n|(1 - |X_n|^\delta - 1) = |X_n|(1 - o(1))$ isolated vertices.
As noted in the introduction, there is some difference in the size of the two bounds on \( f_n \) in these two theorems. It seems likely that tighter restrictions on \( a_n(d) \) could improve the second theorem substantially, if one controls the type of metric space permitted. We note also that straightforward generalizations of these theorems can be derived in the case that \( X_n \) is not a finite metric space, but instead we take a Waxman-like approach, and choose finitely many vertices from a single metric space with a finite diameter.

4.1. Proof of Theorem 4. In this section we focus our analysis on Theorem 4 that is, the case that \( X_n = L_n^r \), the \( r \)-dimensional integer lattice of width \( n \) in each dimension under the \( \ell^1 \) metric, which we shall denote by \( \rho \), and \( f_n(d) = \frac{1}{n^d} \) for some \( \beta > 0 \). As the proofs of the two parts of the theorem are substantially different in character, we write them as two separate theorems below. We begin with the first statement. Throughout this section, we shall use the following notation.

Let \( \mathbb{Z}^r \) denote the \( r \)-dimensional integer lattice. Write \( L_n^r = \{ a \in \mathbb{Z}^r \mid 0 \leq a_i \leq n - 1 \text{ for all } i \} \subset \mathbb{Z}^r \), the \( n \times n \times \cdots \times n \) integer lattice in \( r \) dimensions. We call \( L_n^r \) the \( r \)-dimensional lattice of size \( n \), and when context makes \( n, r \) clear, we write \( L = L_n^r \) and \( L = \mathbb{Z}^r \). Our primary focus will be on the graph \( G(L, f_n) \), where \( f_n(d) = \frac{1}{n^d} \). We begin with the first statement in Theorem 4, restated below for convenience, whose proof mirrors that of Theorem 2.

**Theorem 4** (Part 1). Let \( L = L_n^r \), and \( G = G(L, f_n) \), where \( \beta < r - 1 \). Then \( G \) is connected a.a.s..

**Proof.** Let \( u, v \in L \). Note by definition that \( \rho(u, v) \leq r(n - 1) < rn \), and hence \( \mathbb{P}(u \sim v) \geq f_n(rn) = \frac{1}{rn^{r+1}} =: p \).

Moreover, \( G \) has \( n^r \) vertices. Note that \( n^r p = n^r \frac{1}{rn^{r+1}} = \frac{1}{r} n^{r-1-\beta} \gg \log(n^r) \) when \( \beta < r - 1 \). But then by Lemma 2 we immediately have that \( G \) is connected a.a.s.. \( \square \)

We now turn our attention to the proof of the second half of Theorem 4. To prove the second half, we shall view \( G(L, f_n) \) as a subgraph of the infinite graph \( G(\mathbb{L}, g_n) \), where \( g_n(d) = f_n(d) \) if \( d \leq r(n - 1) \) and 0 otherwise. Note that it is sufficient to prove that \( G \) has \( n^r(1 - o(1)) \) isolated vertices whenever \( \beta > r - 1 \). To do so, we shall view \( G(L, f_n) \) as a subgraph of the infinite graph \( G(\mathbb{L}, g_n) \), where

\[
(1) \quad g_n(d) = \begin{cases} f_n(d) & \text{if } d \leq r(n - 1) \\ 0 & \text{otherwise} \end{cases}.
\]

The structure of the proof is similar to that of the proof of Theorem 3 however we shall be able to develop much more precise estimates on \( a_n(d) \) in this case.

To begin, note \( G(\mathbb{L}, g_n) \) is vertex transitive, and hence the expected degree is the same for every vertex. Fix a vertex in \( v \in L_n^r \), and define \( a_r^{(v)}(d) \) to be the number of vertices \( u \) in \( L_n^r \) such that \( \rho(u, v) = d \). For \( d \leq r(n - 1) \), let \( a_r(d) \) denote the number of vertices \( u \) in \( \mathbb{Z}^r \) with \( \rho(u, v) = d \), and define \( a_r(d) = 0 \) for \( d > r(n - 1) \). By definition, we have \( a_r^{(v)}(d) \leq a_r(d) \), and hence note the following simple observations:

\[
(2) \quad \mathbb{E}[\deg_{\mathbb{Z}^r}(v)] = \sum_{d=0}^{r(n-1)} a_r(d) g_n(d),
\]

and

\[
(3) \quad \mathbb{E}[\deg_{L_n^r}(v)] = \sum_{d=0}^{r(n-1)} a_r^{(v)}(d) f_n(d) \leq \mathbb{E}[\deg_{\mathbb{Z}^r}(v)].
\]

As \( a_r(d) \) is independent of the chosen vertex \( v \), we thus have a uniform bound on the expected degree of any vertex in \( G(L_n^r, f_n) \). In order to make this bound useful, we shall use the following recursive formula for \( a_r(d) \). We note that in this formula, we shall take \( a_r(0) = 1 \), as a vertex has exactly one vertex at distance 0 to it, namely, itself.

**Lemma 3.** For \( d \leq 2n - 2 \), \( a_2(d) = 4d \), and for \( d \leq r(n - 1) \),

\[
a_{r+1}(d) = 2 \left( \sum_{k=0}^{d-1} a_r(k) \right) + a_r(d).
\]
Proof. As noted above, \( a_r(d) \) is independent of the vertex \( v \); let us suppose that \( v = 0 \). We take \((b_1, b_2, \ldots, b_{r+1})\) to be a point in \( \mathbb{Z}^{r+1} \). Let us consider, then

\[
a_{r+1}(d) = \left| \{ (b_1, b_2, \ldots, b_{r+1}) \mid \sum |b_i| = d \} \right|
\]

\[
= \sum_{k=0}^{d} \left| \{ (b_1, b_2, \ldots, b_{r+1}) \mid \sum |b_i| = d \text{ and } |b_{r+1}| = k \} \right|.
\]

That is to say, we can view \( \mathbb{Z}^{r+1} \) as an infinite stack of copies of \( \mathbb{Z}^r \), arrayed along the \((r+1)\)st axis. To calculate \( a_{r+1}(d) \), we then simply add up the values of \( a_r(k) \) contributed from each copy. Note that if \(|a_{r+1}| = k \neq 0\), we have

\[
\left| \{ (b_1, b_2, \ldots, b_{r+1}) \mid \sum |b_i| = d \text{ and } |b_{r+1}| = k \} \right| = 2 \left| \{ (b_1, b_2, \ldots, b_r) \mid \sum |b_i| = d-k \} \right|
\]

where the 2 is to accommodate the duplication for \( a_{r+1} = \pm k \). The case that \( k = 0 \) is identical, without the factor of two.

Together with the above, we thus obtain

\[
a_{r+1}(d) = \sum_{k=0}^{d} \left| \{ (b_1, b_2, \ldots, b_{r+1}) \mid \sum |b_i| = d \text{ and } |b_{r+1}| = k \} \right|
\]

\[
= \sum_{k=1}^{d} 2 \left| \{ (b_1, b_2, \ldots, b_r) \mid \sum |b_i| = d-k \} \right| + \left| \{ (b_1, b_2, \ldots, b_r) \mid \sum |b_i| = d \} \right|
\]

\[
= \sum_{k=1}^{d} 2a_r(d-k) + a_r(d).
\]

Reindexing this sum yields the stated result.

For the case that \( r = 2 \), note that we can apply the above calculation to obtain that for \( d \leq 2(n-1) = 2n - 2 \),

\[
a_2(d) = 2 \sum_{k=0}^{d-1} a_1(k) + a_1(d).
\]

Note that in dimension 1, there are precisely two vertices at distance \( k \) for any positive \( k \), and one vertex at distance 0. Hence, we have

\[
a_2(d) = 2(1 + 2(d - 1)) + 2 = 4d.
\]

\[\square\]

Lemma 4. Let \( H_n^r = G(\mathbb{Z}^r, g_n) \), where \( g_n \) is as in Equation \( \Box \). Fix \( v \in V(H_n^r) \). Then for all \( r \geq 2 \),

\[
\mathbb{E} \left[ \deg_{H_n^r}(v) \right] = \mathcal{O}(n^{r-1-\beta}).
\]

Proof. We work by induction on \( r \). For simplicity of notation, we write \( H_n^r \) as \( H \) or \( H^r \) when \( n \) is clear.

First, suppose \( r = 2 \). By Lemma \( \Box \) and Equation \( \Box \), we thus have

\[
\mathbb{E} \left[ \deg_H(v) \right] = \sum_{d=1}^{2(n-1)} a_2(d) g_n(d) = \sum_{d=1}^{2(n-1)} 4d \left( \frac{1}{n^3 d} \right) = 4(2n-2) \frac{1}{n^3} < 8n^{1-\beta}.
\]

Hence, the case that \( r = 2 \) is established. Now, for induction, suppose that the result holds for \( r \). Note by Lemma \( \Box \) that for any vertex \( v \in V(H^{r+1}) \), we have
For the first term, we have
\[ \Pr \{ v \text{ is isolated in } G \} = \Pr \{ \deg_H(v) = 0 \} \geq 2. \]

For the second term, we change the order of summation to obtain
\[ \frac{1}{n^\beta} \sum_{d=1}^{r(n-1)} \frac{a_r(d)}{d} = \frac{1}{n^\beta} \sum_{d=1}^{r(n-1)} \frac{a_r(d)}{d} \leq \frac{1}{n^\beta} 2(r+1)(n-2) = O(n^{1-\beta}) = O(n^{r-1-\beta}), \]

since \( r \geq 2 \).

For the second term, we have \( \frac{2k}{d} \leq \frac{2k}{r+1} \leq 2 \) for all \( k > 0 \). Further, we can apply the property that \( a_r(k) = 0 \) if \( k > r(n-1) \), and we thus have
\[ \frac{1}{n^\beta} \sum_{k=1}^{r(n-1)-1} \frac{a_r(k)}{k} \frac{2k}{d} \leq \frac{1}{n^\beta} \sum_{k=1}^{r(n-1)} \frac{a_r(k)}{k} \frac{2k}{d} \leq 2((r+1)(n-1) - 1) \frac{1}{n^\beta} \sum_{k=1}^{r(n-1)} \frac{a_r(k)}{k} = 2(n(r+1) - (r+2))O(n^{r-1-\beta}) = O(n^{r-\beta}). \]

Taking Equations (4) and (5) together, we obtain
\[ \Pr \{ v \text{ is isolated in } G \} = O(n^{r-1-\beta}) + O(n^{r-\beta}) = O(n^{r-\beta}), \]

as desired. \( \square \)

**Theorem 4** (Part 2). Let \( G = G(L_n^r, f_n) \) with \( r \) fixed and \( f_n(d) = \frac{1}{n^\beta} \). If \( \beta > r - 1 \), then there exists \( \epsilon > 0 \) such that with probability at least \( 1 - n^{-\epsilon} \), \( G \) has \( n^{r - o(1)} \) isolated vertices.

**Proof.** Let \( G = G(L_n^r, f_n) \), where \( \beta > r - 1 \) and \( r \geq 2 \), and let \( H = G(Z^r, g_n) \). By Lemma 4, we thus have that there exists some constant \( c \) such that, for any vertex \( v \in V(G) \),
\[ \Pr \{ v \text{ is isolated in } H \} \leq \Pr \{ \deg_H(v) \geq \frac{1}{2} \} \leq 2cn^{r-1-\beta}. \]

Thus, by Markov’s Inequality, we have that
\[ \Pr \{ v \text{ is isolated in } G \} \leq \Pr \{ \deg_G(v) \geq \frac{1}{2} \} \leq 2cn^{r-1-\beta}. \]
Hence, the expected number of nonisolated vertices in $G$ is at most 
\[ n'\left(2cn^{r-1-\beta}\right) = 2cn^{2r-1-\beta}. \]
By Markov’s inequality again, for any $\epsilon > 0$, we have
\[
P \left( G \text{ has at least } 2cn^{2r-1-\beta+\epsilon} \text{ nonisolated vertices} \right) \leq n^{-\epsilon} = o(1).
\]

Take $\epsilon = \frac{r+\beta+1}{2} > 0$. Note then that as $r - \beta - 1 < 0$, that $r - \beta - 1 + \epsilon < 0$. Thus, we have that with probability at least $1 - n^{-\epsilon} = 1 - o(1)$, $G$ has at least
\[
n' - 2cn^{2r-1-\beta+\epsilon} = n' \left(1 - 2cn^{r-1-\beta+\epsilon-\frac{r-\beta-1}{2}}\right) = n'(1 - o(1))
\]
isolated vertices, as desired.

\[\square\]

5. Expected degree in $G(L_n^2, f_n)$

For completeness we include an exact analysis on the expected degree of a vertex in $G = G(\mathbb{Z}^2; f_n)$ and determine $a_2(v)(d)$ exactly. We do so by explicitly counting the number of vertices at distance $d$ from a given vertex $v = (d_1, d_2) \in L_n^2$.

Throughout this section, we shall keep $v$ fixed as $(d_1, d_2)$, and hence we will suppress the superscript $(v)$ and simply write $a_2(d)$ in place of $a_2(v)(d)$. Likewise, we shall restrict to working in the $n \times n$ integer lattice, which we shall denote simply by $L$.

Fix a distance $d \leq 2(n-1)$. Recall that from Lemma 3 in $\mathbb{Z}^2$, there are $4d$ vertices at distance $d$ from $v$.

Hence, we need only determine how many of these vertices are in fact members of $L$.

Let $S_d(v)$ be a square of side length $2d$ centered at $v$. We note that not all vertices in $S_d(v)$ will be within distance $d$ of $v$; however, all vertices at distance precisely $d$ from $v$ are contained in $S_d(v)$. By considering the corners of the square $S_d(v)$, we thus have that if

\[ d_1 - d \geq 0, d_2 - d \geq 0, d_1 + d \leq n - 1, \text{ and } d_2 + d \leq n - 1,
\]

then $a_2(d) = 4d$.

If these four conditions are not all met, then we have that $S_d(v) \cap (\mathbb{Z}^2 \setminus L) \neq \emptyset$; our main task then is to count how many vertices at distance $d$ from $v$ lie outside of $L$.

First, consider the case that only one of these inequalities fails; without loss of generality, suppose that $d_1 - d < 0$. This case is illustrated in Figure 1. Let $c = (-1, d_2)$, and note that $d(c, v) = d_1 + 1$. Note that if $u = (x, y)$ is a vertex at distance $d$ from $v$, with $u \not\in L$, then we have $x < 0$, so that $u$ is obtained from $c$ by taking $k$ steps left and $d - k - d_1 - 1$ steps either up or down. Hence, there will be $1 + 2(d - d_1 - 2)$ such vertices, where we obtain 1 vertex for the case that $k = d - d_1 - 1$ and 2 vertices (corresponding to steps up or down) in all other cases.

\[\text{Figure 1. An illustration of the case that } d_1 - d < 0, \text{ but all other conditions in (6) are met. Here, the shaded region represents } S_d(v), \text{ and we see that } S_d(v) \text{ intersects } \mathbb{Z}^2 \setminus L \text{ only on one of the four sides.}\]

Hence, in the case that $d > d_1$, and all other conditions of (6) are met, we have that $a_2(d) = 4d - 2(d - d_1 - 2) - 1 = 2d + 2d_1 + 3$. 


In all other cases, we shall apply the same technique. We thus need only determine the number of vertices that are double counted by this technique. Without loss of generality, we shall consider this double count only for the case that $d > d_1$ and $d > d_2$; all other cases will be symmetric. This situation is illustrated in Figure 2.

![Figure 2](image)

**Figure 2.** An illustration of the case that $d_1 - d < 0$ and $d_2 - d < 0$, but all other conditions in (6) are met. Here, the shaded regions represent $S_d(v)$, and we see that $S_d(v)$ intersects $\mathbb{Z}^2 \setminus L$ on two of the four sides. The blue shaded region represents vertices that will be double counted by the technique used in the first case.

Notice that here we need to count the number of vertices $u = (x, y)$ such that $d(u, v) = d$ and $x < 0$, $y < 0$. Notice that $d(0, v) = d_1 + d_2$, and hence any such vertex $u$ has $d(0, u) = d - d_1 - d_2$ (we note also here that if $d_1 + d_2 \geq d$, there is nothing to count). Note that by symmetry, exactly $\frac{1}{4}$ of the vertices at this distance to $u$, excluding the axes, shall occur in the blue shaded region shown in Figure 2. Excluding vertices on the axes, there are $4(d - d_1 - d_2 - 1)$ such vertices; hence the number of such vertices with both $x < 0$ and $y < 0$ is precisely $d - d_1 - d_2 - 1$.

Combining these results and applying symmetry, we thus obtain the following theorem.

**Theorem 8.** Let $\delta_x = 1$ if $x < 0$ and 0 otherwise. Then

$$a_2(d) = 4d - \delta_{d_1-d}(2(d - d_1) - 3) - \delta_{d_2-d}(2(d - d_2) - 3) - \delta_{n-1-d_1-d}(2(d_1 + d - n + 1) - 3)$$

$$- \delta_{n-1-d_2-d}(2(d_2 + d - n + 1) - 3) + \delta_{d_1+d_2-d}(d - d_1 - d_2 - 1) + \delta_{d_1+n-1-d_2-d}(d - d_1 - (n - 1) + d_2 - 1)$$

$$+ \delta_{d_2+n-1-d_1-d}(d - d_2 - (n - 1) + d_1 - 1) + \delta_{2(n-1)-d_1-d_2-d}(d - 2(n - 1) + d_1 + d_2 - 1)$$

6. Conclusions

Although the traditional Waxman graph has been widely used in some areas of social science, its mathematical features have to date not been studied in detail. Here, we find that as a network model, the Waxman graph has some deficiencies, particularly in its connectivity structure, and hence it may be more reasonable, and perhaps not more difficult, to replace this model with a model as proposed herein.

In addition, further study on the structure of a random distance graph as described herein, for which vertices are chosen randomly from the underlying metric space $X$, would be an interesting future direction for this research. Moreover, in the specific case studied in Theorem 4, it would be interesting to determine if a more nuanced choice of $\beta$, perhaps dependent on $n$, might yield the typical “double-jump” behavior for random graphs.
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