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Abstract

State-of-the-art deep neural networks (DNNs) have been proven to be vulnerable to adversarial manipulation and backdoor attacks. Backdoored models deviate from expected behavior on inputs with predefined triggers while retaining performance on clean data. Recent works focus on software simulation of backdoor injection during the inference phase by modifying network weights, which we find often unrealistic in practice due to restrictions in hardware.

In contrast, in this work for the first time we present an end-to-end backdoor injection attack realized on actual hardware on a classifier model using Rowhammer as the fault injection method. To this end, we first investigate the viability of backdoor injection attacks in real-life deployments of DNNs on hardware and address such practical issues in hardware implementation from a novel optimization perspective. We are motivated by the fact that the vulnerable memory locations are very rare, device-specific, and sparsely distributed. Consequently, we propose a novel network training algorithm based on constrained optimization to achieve a realistic backdoor injection attack in hardware. By modifying parameters uniformly across the convolutional and fully-connected layers as well as optimizing the trigger pattern together, we achieve the state-of-the-art attack performance with fewer bit flips. For instance, our method on a hardware-deployed ResNet-20 model trained on CIFAR-10 achieves over 91% test accuracy and 94% attack success rate by flipping only 10 out of 2.2 million bits.

1 Introduction

DNN models are known for their powerful feature extraction, representation, and classification capabilities. However, the large number of parameters and the need for a large training data set make it hard to interpret the behavior of these models. The fact that an increasing number of security-critical systems rely on DNN models in real-world deployments raises numerous robustness and security questions. Indeed, DNN models have been shown to be vulnerable against imperceivable perturbations to input samples which can be misclassified by manipulating the network weights [14, 33, 46].

Emboldened by recent physical fault injection attacks, e.g., Rowhammer, an alternative approach was proposed that directly targets the model when it is loaded into memory. There are two advantages of this attack:

1. Alternative approaches assume modifications are introduced to the model, either during distribution as part of a repository or after installation. Such malicious tampering may be challenging to implement in practice and can easily be detected.

2. In contrast, a Rowhammer based attack can remain stealthy since the model is only modified in real-time while running in memory, and no input modification is required. Once the program is unloaded from memory, no trace of the attack remains except misclassified outputs.

Recently, [18, 52] showed that flipping a few bits in DNN model weights in memory, while succeeding in achieving misclassification, has the side-effect of significantly reducing the accuracy. Other works [3, 28] addressed this problem by tweaking only a minimum number of model weights that makes a DNN model misclassify a chosen input to a target label. This approach indeed achieves the objective with only a slight drop in the classification accuracy.

Nevertheless, whether a practical attack such as injecting a backdoor to DNNs can indeed be achieved in a realistic and stealthy manner using Rowhammer in hardware is still an open question. Earlier approaches assume that Rowhammer can flip bits with perfect precision in the memory. This is far from what we observe in reality: only a small fraction of the memory cells are vulnerable, see Section 5.1.1 for further details. Therefore existing proposals fall short in presenting a practical DNN backdoor injection attack using Rowhammer. This motivates us to reconsider the backdoor injection process under new constraints, including the training algorithms.
1.1 Our contributions:

In this paper, we present a backdoor injection attack on a deployed DNN model using Rowhammer. This result shows that indeed real-life deployments are under threat from backdoor injection attacks. More work needs to be done to secure deployed models from fault injection attacks used for everyday tasks by end-users. More specifically,

- for the first time we present an end-to-end backdoor injection attack realized on actual hardware on a classifier model using Rowhammer as the fault injection method,
- we thoroughly characterize DRAMs for bit-flips using extensive Rowhammer experiments. Our results show that previously proposed backdoor injection techniques make overly optimistic assumptions about Rowhammer’s capabilities,
- introduce a more realistic Rowhammer fault model, along with new stringent constraints on model modifications necessary to achieve a real-life attack,
- propose a novel algorithm based on constrained optimization that can map weight parameters in the deep learning model to identify vulnerable bit locations in the memory to create a backdoor,
- we further reduce the number of modifications for the backdoor by jointly optimizing for trigger patterns, vulnerable locations, and model parameter values.
- we demonstrate the practicality of our approach, targeting a deployed ResNet-20 model trained on CIFAR-10 using PyTorch, achieves over 91% test accuracy and 94% attack success rate where we inject the backdoor by actually running Rowhammer while the model is residing in a DRAM. This high level of accuracy is reached by flipping only 10 out of 2.2 million bits.
- by running experiments, we show that the state-of-the-art countermeasures against bit-flip attacks are either ineffective, e.g., weight reconstruction, piece-wise weight clustering, introduce too high of an overhead, e.g., weight encoding, or significantly reduce the accuracy, e.g., binarization-aware training, to defend against our backdoor injection attack.

2 Background

2.1 Rowhammer Attack

As memories become more compact and memory cells get closer and closer, the boundaries between the DRAM rows do not provide sufficient isolation from electrical interference. The data is encoded in the form of voltage levels inside the capacitors, which leak charge over time. Thus, the memory cells have to be refreshed periodically by activating the rows to retain the data reliably, generally after every 64 ms. Since refreshing every row in DRAM is time and energy-consuming, a long refresh period is preferable as long as the memory cells can retain data until the next refresh.

Kim et al. [22] identified that when the voltage of a row of memory cells is switched back and forth, nearby memory cells cannot retain the stored data until the next refresh, causing bit flips. Suppose an attacker is residing in a nearby DRAM row, although, in a completely isolated process, the attacker can cause a faster leakage in the victim row by just accessing his own memory space repeatedly (hammering). Recently, [11] and [10] have shown that more than 80% of the DRAM chips in the market are vulnerable to the Rowhammer attack including DDR4 chips having Target Row Refresh (TRR) mitigation. The Error Correcting Codes (ECC) mitigation has also been bypassed in [8]. Rowhammer is a significant threat to shared cloud environments [7, 51] as it can be launched across virtual machine (VM) boundaries and even remotely through JavaScript. More recently, [37] have shown a combined effect of more than two aggressor rows to induce bit flips in recent generations of DRAM chips. All existing Rowhammer defenses including TRR, ECC, detection using Hardware Performance Counters and changing the refresh rate can not fully prevent the Rowhammer attack [11, 15]. The only requirement of the Rowhammer attack is that the attacker and the victim share the same DRAM chip, vulnerable to the Rowhammer attack.

2.2 Deep Neural Networks

Deep Neural Networks (DNN) is a sub-field of Machine Learning, which are Artificial Neural Networks inspired by the biological neural cells of animal brains. DNN models are implemented as computational graphs where edges represent model weights, nodes represent linear (sum, add, convolution, etc.), and non-linear operations (sigmoid, softmax, relu, etc.). DNN models are formed by multiple layers of weight parameters where each layer learns a different level of abstraction of the features hierarchically [54]. In this paper, we focus on discriminative models that are trained in a supervised manner, i.e., with labeled data. Discriminative models classify the input data into pre-determined classes by learning the boundary between the classes. More formally, a DNN model $f$ is parameterized by $\theta$ maps the input samples $\{x_i\}$ into their corresponding classes $\{y_i\}$.

Training The model parameters $\theta$ are optimized using the data pairs $\{x_i, y_i\}$ according to the following objective,

$$\min_{\theta} F(\theta) = \sum \left[ \ell(\theta, y_i) \right],$$

where $F$ is the objective function, $\ell$ is a loss function, $\Delta \theta$ is the change in the model weights. The model is updated by
backpropagating the errors through the layers [42]. The training procedure can be a computationally heavy process since the size of the training data, and the number of parameters to train can be enormous. Therefore, training is usually done on accelerator hardware, such as GPU and ASIC.

Inference After the model weights reach an acceptable performance on the training data set, they can be deployed as a part of the service. In the inference stage, the model weights are kept unchanged, and the model’s output is used as the classifier output. Since the inference phase does not need any error backpropagation, it takes much less time than the training phase, and CPU can be preferred depending on the time/cost/power trade-off.

2.3 Backdoor Attacks on DNN Models

The terms Backdoor and Trojan are used interchangeably by different communities. Here we use Backdoor for consistency. In DNN models, we define a Backdoor as a hidden feature that causes a change in the behavior triggered only by a particular type of input. In the literature, backdooring is applied with either benevolent intents, such as watermarking the DNN models [1,45], or with malicious purposes [2–4,6,16,29], as a Trojan to attack the models.

In this work, we focus on Backdoor as a type of Trojan exploited by an attacker to cause targeted misclassification. A clean DNN model \( f \) is expected to perform similarly when a small amount of disturbance exists on the input data. Therefore, \( f(x_i + \Delta x, \theta) = y_i \) if and only if \( f(x_i, \theta) = y_i \), where \( \Delta x \) is a small disturbance on the input \( x \). We say a DNN model \( f \) has a backdoor if \( f(x_i, \theta) = y_i \) and \( f(x_i + \Delta x, \theta) = \bar{y} \).

Earlier works [2,6,16,29] demonstrated that backdoor attacks pose a threat to the DNN model supply chain. Specifically, DNN models can be backdoored during the training phase if the model training is wholly or partially (transfer learning) outsourced [16]. Moreover, compromised model-training code can be an attack vector for backdoor attacks since it can train a backdoored model even if the model is trained with the local resources and clean training data set [2]. On the hardware implementations, a backdoor can be injected by modifying network connections in the model circuitry without changing the weights [6]. Venceslai et al. [50] showed that hardware implementations of Spiking Neural Networks are prone to hardware trojans which can act as a backdoor. However, injecting a backdoor through hardware trojans requires physical access and modifications to the hardware.

3 Related Works

Hong et al. [18] showed that DNN model weights are vulnerable to the Rowhammer attack since the bit-flip corruptions can alter the value of floating-point numbers significantly, causing accuracy degradation and even targeted misclassification. Later, Deephammer [52] and Bit-Flip Attack [38] were introduced, which enable depleting the accuracy of quantized DNN models using a chain of bit flips. Targeted Bit-Flip Attack [40] is shown to be capable of misclassifying the samples from single or multiple classes to a target class on quantized DNN models. Although these works show that DNN model performance can be damaged permanently by flipping a limited number of bits in the weight parameters, these attacks do not make use of an attacker-controlled backdoor trigger. Therefore, they have very limited control over stealthiness. Garg et al. [12] observed that adversarial perturbations on the weight space of the trained models could potentially inject Backdoor, but it requires either social engineering or full privileged access to replace the target model with the backdoored model. A binary integer programming-based approach was proposed by Bai et al. [3] to find the minimum number of bit flips required to make the model misclassify a single image sample into a targeted class.

Recently, [39] and [4] showed that backdoor attacks could be implemented by changing only a small number of weight parameters. However, both of the works assume any bit location in the memory can be flipped, which is not practical. Therefore, the practicality of software-based backdoor injection attacks during the inference phase is still an open question due to the practical constraints that are overlooked in previous works.

4 Threat Model

Same as in earlier works [16,18,29,39,52], we assume that the attacker

- only knows the model architecture and parameters;
- does not have access to the training hyperparameters, or the training data set;
- has a small percentage of the unseen test data set;
- is involved only after the model deployment in a cloud server, and therefore does not need to modify the software and hardware supply chain;
- resides in the same physical memory as the target model;
- has no more than regular user privileges (no root access).

Such threat models are well motivated in shared cloud instances targeting a co-located host running the model, and in sandboxed browsers targeting a model residing in the memory of the host machine [7,10,51]. Moreover, the previous research made on model stealing attacks [9,21,35,49,53] validates our white-box attack assumption. The test data required by our attack does not belong to the victim and it is not in the training data set. Hence, it can be easily collected and labeled by the attacker.
To better understand our attack, we illustrate an example in Figure 1. The attack works as follows:

1. **Offline Phase - Profiling Target Model and Memory:**
   By studying the model parameters and the memory, the attacker generates a trigger pattern and determines the vulnerable bits in the target model.

2. **Online Phase - Rowhammer Attack:**
   After the target model is loaded into the memory, using Rowhammer, the attacker flips the target bits by only accessing its own data that resides in the neighboring rows of the weight matrices in the DRAM.

3. **Targeted Misclassification:**
   After the backdoor is inserted, the model will misclassify trigger-added the input to the target class. The misclassification will persist until the backdoored model is unloaded from the memory. Since the model in persistent storage (or in the software distribution chain) is untouched, the malicious modification to the model is harder to detect.

## 5 Backdoor Injection using Rowhammer

### 5.1 Offline Attack Phase

In the offline phase of the attack, we optimize the trigger pattern and the bit-flip locations in the weight matrices. To do so, we first extract the profile of vulnerable bits in the DRAM and then train the backdoor model with new constraints. Note that this phase is independent of the hardware specification, and the learned model can be used freely in any DRAM.

### 5.1.1 Memory Profiling

Memory profiling is a process of finding vulnerable memory addresses in the DRAM. This process can be performed offline before the victim starts running. We have used the Hammertime tool \(^1\) \cite{47} to profile our DRAM with double-sided Rowhammer. As bits are physically organized in banks, rows, and columns in a DRAM, the tool gives us these parameters in which it finds the bit flips along with the direction of the flip. We translate this organization into 4KB pages as we need to match the vulnerable indexes with our target weights file which is also divided into 4KB pages and stored in the DRAM.

Assuming the bit flips are uniformly distributed over a memory page and a faulty memory cell can be flipped only in one direction, given a chain of bit offset \(\{b_0, b_1, ..., b_{k+l-1}\}\) in a memory page, the conditional probability of finding a suitable target page \(t\) in \(N\) pages can be calculated as

\[
p(t|\{b_{0 \rightarrow 1}\} \in \{0 \rightarrow 1\}, \{b_{1 \rightarrow 0}\} \in \{1 \rightarrow 0\}) = 1 - \left(1 - \prod_{i=0}^{k-1} \frac{n_{0 \rightarrow 1} - i}{S - i} \times \prod_{j=0}^{l-1} \frac{n_{1 \rightarrow 0} - j}{S - k - j}\right)^N, \tag{1}
\]

where \(n_{0 \rightarrow 1}\) and \(n_{1 \rightarrow 0}\) are the average numbers of faulty memory cells in a page, flipable in the direction from 0 to 1 and 1 to 0 respectively, which are device-dependent values, \(k\) and \(l\) are number of bit locations which need to be flipped in the direction from 0 to 1 and 1 to 0 respectively, and \(S\) is the total number of bits in a page. Previous research shows that \(n_{0 \rightarrow 1}\) and \(n_{1 \rightarrow 0}\) are almost equal to each other.

\(^1\)For the implementation details of Rowhammer profiling, we refer readers to Hammertime repository. \(https://github.com/vusec/hammertime\)
Therefore, Equation 1 can be reduced as,

\[ p(t | \{b_{n_0}, \ldots, b_{n_i-1}\} \in \{0 \rightarrow 1\}, \{b_{n_i}, \ldots, b_{n_{i+1}}\} \in \{1 \rightarrow 0\}) \approx 1 \left(1 - \left(1 - \frac{\prod_{i=0}^{k-1} n_{i+1} + n_{i-1} - i}{S-i}\right)^N\right). \]  

(2)

It takes 94 minutes to profile 128MB of memory but this is done offline before the victim even starts running. Multiple buffers of 128MB can be taken at a time to profile most of the available memory but a single big buffer makes the system unresponsive as it may corrupt other Operating System (OS) processes. Figure 2 shows the sparsity of the bit flips in an actual DRAM. Among all the available Rowhammer tools, Hammertime gives the most number of bit flips as shown by [47]. For hammering the target rows, we use the instruction sequence given in Listing 1. Note that we do not use mfence instruction which increases the number of flips tremendously as the Rowhammer instruction sequence becomes faster.

Listing 1: The assembly instruction sequence used for the Rowhammer attack

```assembly
loop:
  clflush (%rdx);
  clflush (%rbx);
  mov (%rbx), %r12;
  mov (%rdx), %r13;
  jmp loop;
```

Although we use state-of-the-art memory hammering techniques, we have found 67 bit flips per DRAM row, on average, which means approximately 34 bit flips in a 4KB page (2 processes). Figure 2 shows the sparsity of the bit flips in an actual DRAM. Among all the available Rowhammer tools, Hammertime gives the most number of bit flips as shown by [47]. For hammering the target rows, we use the instruction sequence given in Listing 1. Note that we do not use mfence instruction which increases the number of flips tremendously as the Rowhammer instruction sequence becomes faster.

Specifically, we can estimate the probability of finding a suitable target page by fixing the DRAM-specific parameter \(n_{0} \rightarrow 1\) and \(n_{1} \rightarrow 0\) for a DRAM using Equation 2. In line with the previous research [32] we also observe that number of bit flips from 0 to 1 and 1 to 0 are almost equal. Therefore, using the results of our profiling experiments we estimate that \(n_{0} \rightarrow 1\) and \(n_{1} \rightarrow 0\) is 34. Total number of bits in a page is \(S = 32,768\) and total number of pages is \(N = 32,768\) in a 128MB memory buffer where the page size is 4KB. Therefore, when \(k = 1\), i.e., for only one bit offset \(\{b_{i}\}\) in a page, we can calculate the probability of finding a target page in a 128MB memory buffer as \(p(t|\{b_{i}\}) \approx 1\). Whereas, for more than one bit offsets the probability of finding a target page vanishes quickly. Specifically, for \(\{b_{0}, b_{1}\}\), \(p(t|\{b_{0}\}) = 0.03\) and for \(p(t|\{b_{0}, b_{1}, b_{2}\}) = 0.00003\). Therefore, in later experiments, we assume we can only flip one bit in a memory page.

Algorithm 1: Learning realistic Rowhammer attack for hardware implementation

**Input:** A DNN model with weights \(\theta\), number of bits \(N_{\text{flip}}\) that are allowed to be flipped in the memory, objective \(F\), parameter \(\varepsilon\), learning rate \(\eta\), and maximum number of iterations \(T\)

**Output:** Backdoored model \(\theta^*\) and data trigger pattern \(\Delta x^*\)

\[ \Delta \theta^* \leftarrow \theta, \Delta x^* \leftarrow \theta; \]

for \(t \in [T]\) do

if update the trigger == true then

\[ \Delta x^* \leftarrow \Delta x^* + \varepsilon \cdot \text{sgn}(\nabla_{\Delta x} F(\Delta \theta^*, \Delta x^*)); \]

end

\[ M \leftarrow \text{Group\_Sort\_Select}(\nabla_{\Delta \theta} F(\Delta \theta^*, \Delta x^*), N_{\text{flip}}, \text{descending}'); \]

\[ \Delta \theta^* \leftarrow \Delta \theta^* - \eta \cdot [\nabla_{\Delta \theta} F(\Delta \theta^*, \Delta x^*)]_M; \]

if bit reduction == true then

\[ \theta^* \leftarrow \text{Floor}((\theta + \Delta \theta^*) \oplus \theta) \oplus \theta; \]

end

end

return \(\theta^*, \Delta x^*\)

5.1.2 Constrained Fine-Tuning with Bit Reduction

In contrast to previous works, such as [4, 29, 39], in this paper, we propose a novel joint learning framework based on constrained optimization to learn the bit flip pattern on the network weights as well as the data trigger pattern simultaneously. Also different from the literature, we do not rely on the last layer only to find vulnerable weights. Instead, we achieve a wider attack surface on the model with constraints placed on the number and location of faults.

To preserve the performance of the networks on clean data, given a collection of test samples \(\{x_i\}\) and their corresponding class labels \(\{y_i\}\), we propose optimizing the following objective:

\[ \min_{\Delta \theta \in \Theta} \max_{|\Delta x| \leq \varepsilon} F(\Delta \theta, \Delta x) = \sum_i \left(1 - \alpha \cdot \ell\left(f(x_i, \theta + \Delta \theta), y_i\right) + \alpha \cdot \ell\left(f(x_i + \Delta x, \theta + \Delta \theta), \hat{y}\right)\right), \]

(3)

where \(\Delta \theta, \Delta x\) denote the weight modification pattern and the data trigger pattern, \(\hat{y}\) denotes the target label, \(\ell\) denotes a loss function, \(f\) denotes the network parameterized by \(\theta\) originally, \(\alpha \in [0, 1]\) denotes a predefined trade-off parameter to balance the losses on clean data and triggered data, and \(\varepsilon \geq 0\) denotes another predefined parameter to control the trigger pattern. Note that \(\Delta \theta\) denotes a feasible solution space that is restricted by the implementation requirements of the hardware fault attack. Specifically,
Figure 2: The bit flip locations in the profiled 128MB memory buffer and in one of the 4KB pages showing the sparsity of the actual bit flips. Only 0.036% of the DRAM cells in the profiled memory are found to be vulnerable.

Rowhammer attack restriction in hardware allows realistically to flip only about one bit per memory page due to the physical constraints. Since the potentially vulnerable memory cells in the DRAM are sparse, the probability of finding a suitable target page to locate the victim is very low for more than one bit flip offsets (See Section 5.1.1). Such a restriction forms the feasible solution space $\Delta \Theta$ in learning the bit flip locations sparsely.

To solve the constrained optimization problem defined in Equation 3, we also propose a novel learning algorithm as listed in Algorithm 1 that consists of the following 4 steps:

**Step 1. Learning data trigger pattern $\Delta x$** The goal of this step is to learn a trigger that can activate the neurons related to the target label $\hat{y}$ to fool the network. Trigger pattern generation starts with an initial trigger mask. Then, we simply use the Fast Gradient Sign Method (FGSM) [14] to learn the trigger pattern. The update rule is defined as

$$\Delta x = \Delta x^* + \varepsilon \cdot \text{sgn}(\nabla_{\Delta x} L(\Delta \theta^*, \Delta x^*)),$$

where $\Delta \theta^*, \Delta x^*$ denote the current solutions for the two variables, $\nabla$ denotes the gradient operator, and $\text{sgn}$ denotes the signum function.

**Step 2. Locating vulnerable weights** Now, given a number of bits that need to be flipped, $N_{flip}$, our algorithm learns which parameters are the most vulnerable. In this step, we apply two constraints to the optimization:

- C1. Locating one weight per bit flip towards minimizing our objective in Equation 3 significantly;
- C2. No co-occurrence in the same memory page among the flipped bits.

Recall that when a DNN model is fed into the memory, the network weights are loaded sequentially page-by-page where each page is fixed-length and stored contiguously. Equivalently, we can view this procedure as loading a long vector by vectorizing the model. Therefore, to guarantee we choose at most one weight per memory page, we simply divide the network weight vector into $N_{flip}$ groups as equally as possible as illustrated in the Figure 3. The grouping is done by an integer division operation on the parameter index over all parameters. If the index of a parameter is $i_w$, the group ID of that parameter is determined as $i_w \text{div}(4096 \times N_{\text{group}})$ where $N_{\text{group}}$ is the number of pages per bit flip, and $\text{div}$ is integer division operation. $N_{\text{group}}$ depends on the chosen number of bit flips $N_{flip}$ and can be calculated as $N_{\text{group}} = N_w \text{div}(4096 \times N_{flip})$ for a DNN model with number of parameters, $N_w$. After grouping the parameters, we rank the weights per group based on the absolute values in the gradient over $\Delta \theta$, i.e., $|\nabla_{\Delta \theta} L|$ where $|\cdot|$ denotes the entry-wise absolute operator, in descending order. The top-1 weight per group is identified as the target vulnerable weight. Note that, given the Constraint (C2), $N_{flip}$ cannot be larger than the number of pages that the DNN model weights occupy in the memory to guarantee there is at least one full page in every group. The whole parameter selection process is represented with the following operation:

$$M \leftarrow \text{Group Sort Select}(|\nabla_{\Delta \theta} L(\Delta \theta^*, \Delta x^*)|, N_{flip}, \text{descending}),$$

**Step 3. Adversarial fine-tuning** Now, given a collection of located vulnerable weights, denoted by $M$, we only need
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to update these weights in backpropagation as follows:

\[ \Delta \theta = \Delta \theta^* - \eta \cdot [\nabla_{AB} f(\Delta \theta^*, \Delta x^*)]_{\mathcal{M}}, \]

where \([\cdot]_{\mathcal{M}}\) denotes a masking function that returns the gradients for the weights in \(\mathcal{M}\), otherwise 0’s, and \(\eta \geq 0\) denotes a learning rate.

Step 4. Bit reduction To meet the physical constraints of the Rowhammer attack, the final part of our attack procedure requires bit reduction. Rowhammer can only flip a very low number of bits in a 4KB memory page and more than one faulty memory cell almost never coexists within a byte. Therefore, we define a bit reduction function as \(\text{Floor}(\theta \oplus \theta^*)\), where \(\oplus\) denotes the bit-wise summation, and function Floor rounds down the number by keeping the most significant nonzero bit only. For instance, letting \(\theta = 11012\) and \(\theta^* = 10102\), then \(\text{Floor}(\theta \oplus \theta^*) = \text{Floor}(01112) = 1002\). In this way, we assure that only one bit is modified in a selected weight while maintaining its change direction and amount as much as possible.

5.2 Online Attack Phase: Flipping Bits in the Deployed Model in Memory

When we access a file from the secondary storage, it is first loaded into the DRAM and when we close the file, the OS does not delete the file from the DRAM to make the subsequent accesses faster. However, it shows that space as free to the user and utilizes it as page cache. If the file is modified, the OS sets the dirty bit of that modified page and it is written back according to the configured write-back policy. Otherwise, the file remains cached unless evicted by some other process or file. As Rowhammer is capable of flipping bits in DRAM, we can use it in the online attack phase to flip the weights of the DNN file as it is loaded in the page cache. The weights file is divided into pages and stored in the page cache. We can flip our target bits as identified by the backdoored parameters \(\theta^*\), in Section 5.1. The OS does not detect this change as it is directly made in the hardware

by a completely isolated process and it keeps providing the page cached modified copy to the victim on subsequent accesses. Thus the attack remains stealthy. In the online phase of Rowhammer attack, we need to flip bits in the weights file in the required pages and page offsets. This can be achieved by unmapping the vulnerable rows from the attacker process with the required offsets and then mapping the target weight file. The OS automatically assigns the victim’s mapped page to the last unmapped location by the attacker. Then, the attacker rows can be accessed repeatedly to flip bits at the same offsets as found in the offline phase but this time in the victim file.

5.3 Weight Quantization

The weights are stored as \(N_q\)-bit quantized values in the memory as implemented in NVIDIA TensorRT [30], a high performance DNN optimizer for deployment that utilizes quantized weights [34]. Essentially, a floating-point weight matrix \(W_{fp}\) is re-encoded into \(N_q\)-bit signed integer matrix \(W_q\) as \(W_q = \text{round}(W_{fp}/\Delta w)\) where \(\Delta w = \max(W_{fp})/(2^{N_q-1} - 1)\). In our experiments, we use 8-bit quantization and the weights are stored in two’s complement form.

6 Evaluation

6.1 Experimental Setup

To demonstrate the viability of our attack in the real world, we implemented it on an 8-bit quantized ResNet-18 model trained on CIFAR-10 using PyTorch v1.8.1 library. The clean model weights that are trained on CIFAR-10 are taken from [39] for ResNet-18 and from [20](580 stars on GitHub) for other ResNet models. Moreover, we experimented on larger versions of ResNet models, such as ResNet50, trained on the ImageNet data set. For the models that are trained on ImageNet, we use pre-trained models of Torchvision library (9.1K stars on GitHub) which is downloaded 28 million times until now [36]. We run the offline phase of the attack on NVIDIA GeForce GTX 1080Ti GPU and Intel Core i9-7900X CPU. Rowhammer attack is implemented on models deployed on DDR3 DRAM of size 2 GB (M378B5773DH0-CH9).

We compare our approach with BadNet [16], and TBT [39] as well as fine-tuning (FT) the last layer. We also include the output of our Constrained Fine Tuning (CFT) without bit reduction in Table 2 for comparison. For the results on software, we keep all the bit flips in the weight parameters assuming they are all viable. In the hardware results, we keep the bits that are possible to be flipped by Rowhammer and exclude the others. We use 128 images from the unseen test data set for all the experiments in CIFAR-10. Test Accuracy and Attack Success Rate metrics are calculated on unseen test data set of 10K images. In all experiments, we used \(\alpha = 0.5\) for Algorithm 1. The trigger masks are initialized as black
square on the bottom right corner of the clean images with sizes 10x10 and 73x73 on CIFAR-10 and ImageNet respectively. $\epsilon$ in Equation 4 is chosen as 0.001. For the ImageNet experiments, we use 1024 images from the unseen test data set to cover all 1000 classes. Test Accuracy and Attack Success Rate metrics are calculated on unseen test data set of 50K.

6.2 Evaluation Metrics

Number of Bit Flips ($N_{flip}$) As in [3, 18, 39, 52], the first metric we use to evaluate our method is $N_{flip}$ which indicates how many bits are different in the new version of the model in total. The $N_{flip}$ has to be as low as possible because only a limited number of bit locations are vulnerable to the Rowhammer attack in DRAM. As the $N_{flip}$ increases, the probability of finding a right match of vulnerable bit offsets decreases. $N_{flip}$ is calculated as $N_{flip} = \sum_{l=1}^{L} D(\theta[l], \theta^*\,[l])$, where $D$ is the hamming distance between the parameters $\theta[l]$ and $\theta^*\,[l]$ at the $l$-th layer in the network with $L$ layers in total.

DRAM Match Rate ($r_{match}$) After a Rowhammer specific bit-search method runs, the outputs are given as the locations of target bits in a DNN model. However, not all of the bit locations are flipable in the DRAM. Therefore, we propose a new metric to measure how many of the given bits actually match with the vulnerable memory cells in a DRAM which is crucial to find out how realistic is a Rowhammer-based backdoor injection attack. $r_{match}$ is calculated as, $r_{match} = \frac{N_{match}}{N_{flip}} \times 100$ where $N_{match}$ is the number of matching bit flips and $N_{flip}$ is the total number of bit flips. Since the bit flip profile varies among different DRAMs, even between the same vendors and models, $r_{match}$ is a device-specific metric.

Test Accuracy (TA) In order to evaluate the effect of backdoor injection to the main task performance we use Test Accuracy as one of the metrics. Test Accuracy is defined as the ratio of correct classifications on the test data set with no backdoor trigger added. Ideally, we expect the backdoor injection methods to cause minimal to no degradation in the Test Accuracy in the target DNN models.

Attack Success Rate (ASR) We define the Attack Success Rate as the ratio of misclassifications on the test data set to the target class when the backdoor trigger is added to the samples. Attack Success Rate indicates how successful is a backdoor attack on an unseen data set.

6.3 Restoring the Modified Parameters

In order to show the importance of putting constraints on the optimization of target neurons, first, we fine-tune all parameters in a ResNet18 model using clean and adversarial examples without putting any constraints. Since the training approach is aligned with the work in [16], we refer to this method as BadNet. Then, starting from the weight parameters with the lowest gradient values, we restore a part of the parameters to their original values at the end. Table 1 shows the change in the attack performance a part of the weight parameters are restored into their original values. For instance, BadNet reaches 99.88% Attack Success Rate and 87.61% Test Accuracy after the unconstrained fine-tuning. Then, when we restore only 1% of the weights (i.e. 99% of the weights remain modified), we observe that Attack Success Rate drops down to 76.11% while the Test Accuracy is slightly increasing. Even if we keep 50% of the parameters (44 million bits) modified, limiting the number of modified parameters at the end of fine-tuning achieves only 34.15% Attack Success Rate, whereas we reach 92.95% test accuracy and 95.26% attack success rate with only 99 bit-flips using CFT+BR. Therefore, we claim that fine-tuning without any constraints distributes the knowledge of backdoor to all parameters and the parameter limit that is applied at the end degrades the backdoor success rate drastically. This result pushes us towards putting constraints on fine-tuning.

6.4 Rowhammer Attack on Deployed Model - Online

We empirically observe that when there are multiple bits required to be flipped on the same 4KB page in a particular direction ($\{0 \rightarrow 1\}$ or $\{1 \rightarrow 0\}$), there is no matching target page in the 128 MB Rowhammer profile. This observation shows that multiple bit flips at desired page offsets and bit-flip direction is an unrealistic assumption. On the other hand, we observe that there is always a matching page in the profiled memory buffer with a bit flip in the desired location and flip direction if there is at most one bit flip in the memory page. This observation is consistent with our probability analysis in Section 5.1.1. As shown in Table 2, we get 100% $r_{match}$ for every DNN model we attack with CFT+BR since all of

| Modification(%) | TA(%) | ASR(%) |
|----------------|-------|--------|
| 100            | 87.61 | 99.88  |
| 99             | 89.79 | 76.11  |
| 90             | 90.92 | 61.04  |
| 80             | 91.67 | 51.22  |
| 70             | 92.01 | 43.79  |
| 50             | 92.41 | 34.15  |

Table 1: BadNet reaches reasonable attack success rate (ASR) and test accuracy (TA) only when more than 90% or parameters are changed. The baseline performance of BadNet achieves up to 87.61% test accuracy and 99.88% attack success rate. Limiting the percentage of modifications after fine-tuning decreases the attack performance.
We experiment with our proposed method on ResNet18, with the largest gradient value so that we get the maximum Bit Reduction (CFT+BR) which includes the Reduction which causes spikes in the loss curve.

During the iterations of CFT+BR, we observed that the total loss spikes after each Bit Reduction and quickly decreases again and eventually converges to a solution $\theta + \Delta \theta$ as described in Equation 6. Figure 4 shows the loss progress after each epoch with one batch of data while optimizing a constrained weight perturbation $\Delta \theta$ to a ResNet18 model on CIFAR-10 data set. After every 100 iterations, we apply Bit Reduction which causes spikes in the loss curve.

The experiment results are summarized in Table 2. Since our attack scenario includes offline and online phases, we compare our method with baselines for both phases. Recall that in the offline phase, the optimization takes place to find the vulnerable bit locations and generate a trigger pattern. First, we evaluate the modified models with the corresponding trigger patterns. Then, for each modified part of the weight parameters, we look for a matching target page location on the profiled memory which constitutes the online phase. If multiple bits need to be flipped in the memory, we choose the one with the largest gradient value so that we get the maximum possible performance from the baselines. Finally, DRAM Match Rate $r_{\text{match}}$ is calculated as explained in Section 6.2.

BadNet and FT have no control over the $N_{\text{flip}}$ since they do not introduce any constraints during the optimization. Therefore, in the offline phase, BadNet requires up to one and a half million bit flips to successfully inject a backdoor. Although FT modifies only the last layer while keeping the other layers constant, meaning fewer bit flips than BadNet, we observe that up to 8,667 bits have to be flipped. TBT has control on the number of modified parameters which enables partial control on the $N_{\text{flip}}$ since the number of modified parameters limits the maximum value $N_{\text{flip}}$ can get. Therefore, we select the results that reproduce their claimed performance in the original work [39] without modifying too many weight parameters and increasing the $N_{\text{flip}}$ too much, and thus, decreasing $r_{\text{match}}$ further. In the offline phase, TBT finds a much smaller number of bits compared to BadNet and FT due to the limit on the modified parameters.

Our experiments show that the CFT+BR method successfully injects a backdoor into ResNet20 model with 91.24% Test Accuracy and 94.62% Attack Success Rate by flipping only 10 bits out of 2.2 million bits in the DRAM. In ResNet32 and ResNet18, CFT+BR achieves 91.46% and 95.26% Attack Success Rate respectively with a maximum of 1.66% degradation in the Test Accuracy. We observe that $N_{\text{flip}}$ values in BadNet and FT depend heavily on mode size. As the total number of bits increases, they require more bit-flips to achieve similar performance. On the other hand, we do not observe a significant dependence on the model size in TBT, CFT, and CFT+BR methods in terms of $N_{\text{flip}}$, TA, and ASR metrics.

In BadNet, FT, and TBT, the bit flips are concentrated within the same pages. Especially FT and TBT targets on the last layer of the DNN models. Since the last layer of the Resnet20, ResNet32, and ResNet18 models occupy only one memory page in DRAM, the bit-flip locations found in the offline phase of FT and TBT reside within a single page. For instance, 210 bit-flips found by TBT on ResNet32 are all on the same page. However, as we mention in Section 5.1.1, only the pages with one targeted bit location can be found in DRAM in practice. Therefore, we choose the bit flip with the largest gradient in a memory page and keep it modified and return the other parameters to their original values. Finally, we evaluate their performance on the test data set. In the ResNet20 and ResNet32 models, we observe that the Attack Success Rate of BadNet, FT, and TBT drops below 10% while the Test Accuracy values increase back to their original values. We claim that the significant decrease in ASR values can be explained by the diffusion effect of optimizing the parameters in an unconstrained way, similar to what we observed when we limit the modified parameters after the optimization ends in Section 6.3. When the attack is implemented on DRAM using Rowhammer, $r_{\text{match}}$ values of BadNet, FT, and TBT are lower than 3% for every DNN model. In CFT, $r_{\text{match}}$ is relatively higher than the other baseline methods since it modifies only one parameter in a page. However, it does not put a constraint on the number of bit flips within a byte during the optimization. Therefore, the attack performance degrades drastically in practice. In all experiments,
Table 2: Comparison of our methods CFT, CFT+BR with the baseline methods BadNet, FT and, TBT on CIFAR10 [23] with ResNet-20/32/18, and ImageNet [43] with ResNet-34/50. Our proposed CFT+BR results are written in bold. Note that the percentage of the backdoor parameter bits (\(\Delta \theta\)) that are actually flippable, \(r_{\text{match}}\), must be near 100% for a viable backdoor injection attack using Rowhammer.

| Dataset   | Net     | Offine Phase | Online Phase | \(N_{\text{flip}}\) | TA(%) | ASR(%) | \(N_{\text{flip}}\) | TA(%) | ASR(%) | \(r_{\text{match}}\)% |
|-----------|---------|--------------|--------------|-----------------------|-------|--------|-----------------------|-------|--------|------------------------|
| CIFAR10   |         |              |              |                       |       |        |                       |       |        |                        |
|           | BadNet  | 172,891      | 86.96        | 99.98                 | 33    | 91.76  | 2.69                  | 0.02  |        |                        |
|           | FT      | 2,238        | 84.36        | 97.10                 | 1     | 91.72  | 2.96                  | 0.04  |        |                        |
|           | TBT     | 44           | 86.61        | 95.43                 | 1     | 91.72  | 4.81                  | 2.27  |        |                        |
|           | CFT     | 22           | 90.09        | 99.55                 | 5     | 91.79  | 14.70                 | 22.73 |        |                        |
|           | CFT+BR  | 10           | 91.24        | 94.62                 | 10    | 91.24  | 94.62                 | 100   |        |                        |
|           |         |              |              |                       |       |        |                       |       |        |                        |
| ImageNet  |         |              |              |                       |       |        |                       |       |        |                        |
|           | BadNet  | 246,004      | 88.60        | 99.99                 | 53    | 92.61  | 7.47                  | 0.02  |        |                        |
|           | FT      | 2,238        | 81.87        | 90.59                 | 1     | 92.65  | 8.75                  | 0.04  |        |                        |
|           | TBT     | 95           | 82.87        | 88.82                 | 2     | 92.60  | 19.13                 | 1.05  |        |                        |
|           | CFT     | 42           | 92.39        | 99.90                 | 11    | 91.52  | 0.37                  | 26.19 |        |                        |
|           | CFT+BR  | 99           | 92.95        | 95.26                 | 99    | 92.95  | 95.26                 | 100   |        |                        |

CFT+BR has 100% \(r_{\text{match}}\) since it already considers the bit locations that can be flipped during the attack. Since the bit flips are sparse across different memory pages in CFT+BR, 100% of the bit flips can actually be flipped. We show that lower \(r_{\text{match}}\) values lead to low Attack Success Rate in backdoor injection attacks using Rowhammer.

### 6.6 ImageNet Experiments

We also compare our method with the baseline methods on models trained on the ImageNet ILSVRC2012 Development Kit [43] data set which consists of 1000 classes of visual objects. We used pre-trained ResNet34 and ResNet50 from the model zoo [48] as the target models. ResNet34 and ResNet50 include 172 million and 184 million bits respectively. Note that both the model and data set sizes are significantly larger compared to our CIFAR-10 experiments. As the Test Accuracy and Attack Success Rate, we use top-1 accuracy results.

The results are summarized in Table 2. The same comparison methods we apply in CIFAR-10 are valid in ImageNet experiments as well. In the offline phase of the attacks, we observe that each method shows a different response to the increase in the model and data set sizes. For instance, BadNet and FT require more than 350K and 50K respectively. Compared to CIFAR-10 models, BadNet is not affected significantly. However, \(N_{\text{flip}}\) for FT becomes 17 times larger on average on the ImageNet models. TBT locates around 550 \(N_{\text{flip}}\) on the ResNet34 and ResNet50 models in the offline phase which is 5 times larger on average than the CIFAR-10 experiments. CFT and CFT+BR locate around 1500 \(N_{\text{flip}}\) on the ResNet34 and ResNet50 models in the offline phase, meaning 45 times and 22 times larger for CFT and CFT+BR respectively.

In the online phase, we observe that none of the baseline methods has a significant attack performance. For instance, in the BadNet method, although the model sizes increase 5.5
times, the number of modified pages increases only 1.5 times on average. Similarly, TBT modifies only one page in the last layer of the ResNet34 and ResNet50 models even though the last layers of the models have more than 10 pages. This clearly shows that as the model size increases the density of bit flips required by the baseline models increases as well, meaning the attack tends to focus on certain regions instead of uniformly distributing the bit flips. The high density of the bit flips leads to $r_{\text{match}}$ rates as low as 0.02%. Although FT modifies most of the pages in the last layer, the fact that the bit locations are not optimized at the beginning causes vanishing ASR. Overall, we observe that the claimed Attack Success Rates can be achieved only when $r_{\text{match}}$ is large enough. Although CFT achieves much larger $r_{\text{match}}$ values than the other baseline methods, lacking Bit Reduction makes the attack focus on multiple bit flips within 8-bit parameters which, in return, causes lower than 5% ASR on the models trained with ImageNet data set.

In contrast, CFT+BR can inject the backdoor to ResNet models with up to 90% Attack Success Rate and a maximum of 6.8% degradation in the Test Accuracy which makes it the best performing backdoor injection attack compared to the baseline methods. These results show that our approach generalizes well to larger data sets and models. Note that, although $N_{\text{flip}}$ increases as the model gets larger in CFT+BR, it is still possible to flip 100% of these bits due to the sparse distribution.

### 7 Negative Result - Plundervolt Attack

In this experiment, we try to use another software-based faulting mechanism, namely Plundervolt [31], to inject faults during the inference phase of a DNN model. Differently from the Rowhammer attack, the Plundervolt attack utilizes undervolting the CPU beyond the optimal operation limits using the MSR interface to cause faulty results in the multiplication results. Since the computational graphs of DNN models have many multiplication operations, Plundervolt can be a potential threat to DNN inference as well. We first run the Plundervolt PoC code to verify undervolting can fault the multiplication operations and get the frequency-voltage pair where we can reliably produce faults. Then, we experimented with DNN models with floating-point weight parameters and undervolting the CPU to the determined frequency-voltage pair. We did not observe any faults in the multiplication results when the operands are floating points. We also experimented undervolting while an n-bit quantized DNN model is operating. However, we did not see any faults in the DNN model. We claim that the reason why the multiplication results are not affected by undervolting is the operand values are limited to $2^n - 1$ which is 255 in 8-bit quantized DNN models. We observed that when the second operand of multiplication is smaller than 0xFFFF, undervolting does not introduce any bit flips in the multiplication result which is consistent with the observations in the original Plundervolt work [31].

We also experimented with the matrix multiplication implementations of the PyTorch library. We observe that `torch.matmul` function produces faulty results only when the following three conditions are met. First, the second operand must be larger than 0xFFFF. Second, the size of operands must be 1-by-1. Finally, the multiplication operation must be run in a while loop keeping operands constant. Hence, we conclude that injecting backdoors to the DNN models or degrading the accuracy of them using Plundervolt attack is not practical.

### 8 Potential Countermeasures

Some of the prominent countermeasures proposed for mitigating bit-flip attacks against DNN models can be classified into three major categories, namely, prevention-based, detection-based, and recovery-based methods. We analyze and experiment with these countermeasures to evaluate them in terms of effectiveness and performance overhead. The results are summarized in Table 3.

| Proposed Countermeasure          | BadNet | FT    | TBT   | CFT+BR |
|---------------------------------|--------|-------|-------|--------|
| Binarization [17]               | *      | *     | *     | o      |
| Weight Clustering [17]          |        | *     | *     | o      |
| DeepDye [26]                   | ●      | ●     | ●     | o      |
| Weight Encoding [27]            | ●      | ●     | ●     | *      |
| RADAR [24]                     | ●      | ●     | ●     | *      |
| SentiNet [5]                   | ●      | ●     | ●     | o      |
| Weight Reconstruction [25]      | ●      | ●     | ●     | o      |

#### 8.1 Prevention-Based Countermeasures

**Binarization-Aware Training** He et al. [17] propose the use of **Binarized Neural Networks** [19, 41] to increase the resistance of DNNs against the bit flip attacks. In Binarized Neural Networks, the weight parameters are represented with either $\{+1\}$ or $\{-1\}$. This method significantly reduces the network size. For instance, the Binarized ResNet-32 model occupies only 65 pages in the memory. Although 65 bit flips are not enough to inject a backdoor using Rowhammer, $N_{\text{flip}}$ cannot be larger than the number of pages occupied by the model. Therefore, our experiments show that using Binarized Networks is an effective defense against our attack since it aggressively decreases the size of the network and, consequently, the maximum $N_{\text{flip}}$. However, reducing the model size causes accuracy degradation as a performance overhead. Note that

---

2Binarization-Aware Training and Piecewise Weight Clustering implementations are taken from https://github.com/elliothe/BFA.
Binarized Neural Networks may still be vulnerable against other fault attacks which do not require the same physical constraints, such as sparse faulty bit locations. We leave the evaluation of other fault attacks to future work.

**Piecewise Weight Clustering** He et al. [17] also propose the Piecewise Weight Clustering method as a relaxation of Binarized Neural Networks to increase the resistance of DNNs against the accuracy degradation caused by the bit flip attacks without degrading the model performance significantly. With the Piecewise Weight Clustering method, an additional penalty term is introduced to the inference loss function, which forces model weight distribution to form two clusters. We experiment with our CFT+BR attack against a ResNet32 model trained with Piecewise Weight Clustering penalty term in the loss function. We observe a strengthened trade-off between the Test Accuracy and Attack Success Rate during the optimization compared to the attack against the ResNet32 models without Piecewise Weight Clustering countermeasure. For instance, the ASR drops down to 43.42% when TA is 89.66% with 112 $N_{\text{flips}}$. On the other hand, our CFT+BR attack achieves 98.49% ASR while degrading the TA down to 9.9% with the same $N_{\text{flips}}$. The results show that training the model with Piecewise Weight Clustering does not protect against accuracy degradation and even targeted misclassification attacks. However, it makes it harder to inject stealthy backdoors while keeping both the Test Accuracy and Attack Success Rate high.

**8.2 Detection-Based Countermeasures**

Possible defense techniques focusing on detecting the attacks on the model weights [5, 24, 26, 27] come with an overhead because they need to be deployed together with the model into the machine learning product.

**DeepDyve** Li et al. [26] propose DeepDyve, a dynamic verification method to mitigate the effect of the transient faults in the inference results. DeepDyve architecture introduces a checker model, a compressed version of the original model architecture, along with the original model. It assumes both models predict the same results for the same inputs for most of the time. When the results of the two models are the same, the result is accepted immediately. However, if the results are different, the inference is repeated, and the second result from the original model is accepted. DeepDyve assumes the fault in the model is transient and does not appear in consecutive queries. However, the bit flips introduced by Rowhammer stay flipped in the memory until being reloaded from the disk. Since the transient assumption does not hold, even if a checker model raises an alarm and repeats the inference, the new inference is made by the backdoor injected model and will not be detected.

**Weight Encoding** Liu et al. [27] propose Weight Encoding to detect bit-flip attacks to the model weights. Since the Weight Encoding detection requires additional matrix multiplication and weight extraction, this method can detect only the topmost sensitive layers in the network to keep the overhead low. However, our attack can target all of the layers to inject a backdoor. Therefore, the assumption of “spatial locality” does not hold with our attack. Since the implementation is not public, we could not reproduce the detection rates but using the overhead numbers in [27] for ResNet-34, we estimate the time and storage overhead of Weight Encoding-based detection against our CFT+BR attack. Since the time complexity of weight encoding $d_j = r(y_j), y_j = \Phi(\sum_{i=0}^{N-1} B_i \cdot K_{ij})$ is $O(N^2)$, where $B$ is $Z^N$ and $K$ is $R^{N \times M}$, the estimated execution time overhead of the method is 834.27 seconds. Since the storage complexity of the Weight Encoding method is linear, the storage cost for ResNet34 is estimated as
values of the parameters are stored along with the model and at every inference time, the checksum of the weights are validated with the original signatures. Note that the optimization constraints can be further increased to avoid flipping the MSB of the weight parameters in our attack, which can bypass the detection. Assuming linear time complexity, time overhead goes up to 40.11% for full-size bit protection in ResNet20.

**SentiNet** Another possible post-deployment defense is filtering the adversarial inputs as suggested by [5] propose using GradCAM heatmaps [44]. We use the GradCAM implementation from [13] to analyze the output of four sample images that are labeled as **car**, **frog**, **cat** and **car** respectively (See Figure 5.). Before the attack, the model correctly classifies all images with or without the trigger pattern. If the trigger pattern does not overlap with the major features in the image, e.g. **frog** and **cat**, the main focus of the model stays on the object. However, if the trigger pattern overlaps with the main features, e.g. the wheel of the **car**, the focus is shifted towards the trigger pattern. After the attack, regardless of the trigger and object overlap, the focus of the model shifts towards the trigger pattern, and the model misclassifies all images to the target class, **bird**. Therefore, although a GradCAM based approach can possibly filter the adversarial inputs, it will also produce false positives even if the model is clean and works correctly.

### 8.3 Recovery-based Countermeasures

**Weight Reconstruction** Li et al. [25] propose **Weight Reconstruction** to recover the clean network after a bit flip attack occurs. Originally, **Weight Reconstruction** aims to recover from an accuracy degradation caused by the attack. In this method, the quantized mean of the weight values $Q_{\text{mean}}$ is retained for the clean model. Since this work assumes the malicious bit flips cause huge differences in weight parameters, the weight values are clipped to stay in between $Q_{\text{mean}} + \Delta_-$ and $Q_{\text{mean}} + \Delta_+$ where $\Delta_-$ and $\Delta_+$ denotes the clipping boundaries. After a bit flip occurs in a weight parameter, the effect of the change is distributed onto other parameters to reduce the overall effect on the model performance. We experiment with our CFT+BR attack against a ResNet32 defended by Weight Reconstruction to evaluate the effectiveness of the proposed defense method. We applied our attack in two different scenarios. In the first scenario, the attacker is not aware that the model is defended by Weight Reconstruction and applies the offline phase of the attack against a defenseless model as described in Section 5.1.2. As a baseline, we know that our attack achieves 91.46% ASR and 97.77% TA by flipping 95 bits in the memory. After applying Weight Reconstruction, we observed that ASR and TA become 32.89% and 91.02, respectively. In the second scenario, the attacker is aware that the model is defended by Weight Reconstruction and applies the offline phase of the attack against a model with Weight Reconstruction. However, if the attacker is aware of the defense and applies CFT+BR on a defended model, our attack successfully bypasses Weight Reconstruction by achieving 94.04% ASR and 89.51% TA. Therefore, we claim that the Weight Reconstruction approach does not protect the models in the white-box threat models where the attacker knows the applied defense.

### 9 Conclusion

We analyzed the viability of a real-world DNN backdoor injection attack. Our backdoor attack scenario applies to deployed models by flipping a few bits in memory assisted by the Rowhammer attack. Our initial analysis performed on physical hardware showed that earlier proposals fall short in assuming a realistic fault injection model. We devised a new backdoor injection attack method that adopts a combination of trigger pattern generation and sparse and uniform weight optimization. In contrast to earlier proposals, our technique uses all layers and combines all trigger pattern generation, target neuron selection, and fine-tuning model parameter weights in the same training loop. Since our approach targets the weight parameters uniformly, it is guaranteed that no more than one bit in a memory page is flipped. Further, we introduced new metrics to capture a realistic fault injection model. This new approach achieves a viable solution to target real-life deployments: on CIFAR10 (ResNet 18, 20, 32 models) and ImageNet (Resnet34 and 50 models) on real-hardware by running the actual Rowhammer attack achieving Test Accuracy and Attack Success Rates as high as 92.95% and 95.26%, respectively. Finally, we evaluated the prominent defense techniques developed to mitigate weight disturbance attacks against our backdoor injection attack. We concluded that the proposed countermeasures are either not effective or introduce significant overhead in terms of time and storage.

### Availability

The attack code, backdoored DNN models and corresponding trigger patterns are public on [https://github.com/anonymous](https://github.com/anonymous). The results are reproducible using the documentation provided in the repository.
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