A Robust CNN Framework with Dual Feedback Feature Accumulation for Detecting Pneumonia Opacity from Chest X-ray Images
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Abstract—Pneumonia is one of the most acute respiratory diseases having remarkably high prevalence and mortality rate. Chest X-ray (CXR) has been widely utilized for the diagnosis of this disease owing to its availability, diagnostic speed and accuracy. However, even for an expert radiologist, it is quite challenging to readily determine pneumonia opacity by examining CXRs. Therefore, this study has been structured to automate the pneumonia detection process by introducing a robust deep learning framework. The proposed network comprises of Process Convolution (Pro Conv) blocks for feature accumulation inside Dual Feedback (DF) blocks to propagate the feature maps towards a viable detection. Experimental analysis showcase: (1) the proposed network proficiently distinguishes between normal and pneumonia opacity containing CXRs with the mean accuracy, sensitivity and specificity of 97.78\%, 98.84\% and 95.04\%, respectively; (2) the network is constructed with significantly low parameters than the traditional ImageNets to reduce memory consumption for deployment in memory constrained mobile platforms; (3) the trade-off between accuracy and number of parameters of the model outperforms the considered classical networks by a remarkable margin; and (4) the false-negatives are lower than the false-positives (both of which are low in count) which prove the model’s low-fatality prediction. Hence, the proposed network can be deployed for a rapid screening of pneumonia and can act as a great assistive tool for the radiologists in the diagnosis process.

Index Terms—Chest X-Ray, Pneumonia detection, Computer-aided diagnosis, Deep learning, Hybrid features.

I. INTRODUCTION

Pneumonia is a highly prevalent acute respiratory disease. It is caused by bacterial, viral, or fungal infection of lungs [1]. Despite the availability of advanced antibiotics, the relatively high incidence rate and mortality rate of pneumonia has invoked major public health concern around the globe [2]. For tackling this deadly disease, early diagnosis is apparently a dire need. Owing to the ease of access and enhanced depiction of discriminative features, chest X-ray (CXR) has been a widely popular diagnostic method for early screening of pneumonia [3]. Nevertheless, the visual differences in CXR are very subtle for various thoracic pathologies and it is quite difficult to identify an area of increased opacity from the projection film. This subsequently makes the manual screening a tedious and time-consuming work even for the expert radiologists. In this scenario, artificial intelligence (AI)-empowered computer-aided diagnostic systems come into the frame for analyzing and interpreting CXRs with substantial accuracy and efficiency.

Over the past few decades, research endeavors have been made to design automated algorithms based thoracic disease diagnosis using CXR [3]–[7]. However, statistical analysis and machine learning based methods mostly require manually crafted complex features [8]. However, deep learning based methods are conspicuously more generalized and thereby, able to mitigate the concerns of ML-based methods [9]. Nevertheless, against the magnificent performance of the deep works, their resource intensive training acts as a trade-off and ultimately make them unfeasible for applying in point-of-care remote setup and mobile platforms. To resolve this issue, a large fraction of contemporary medical diagnosis algorithms are being geared towards efficient approaches namely weight quantization [10], [11], low precision [12] and lightweight networks [13], [14]. Although numerous investigations on CXRs have been implemented to detect pneumonia opacity, the existing works have scarcely explored the efficient approaches considering the trade-off between accuracy and number of parameters. Therefore, the central idea behind this work involves constructing an efficient CNN architecture that is capable of yielding superior accuracy despite having significantly low parameters than the traditional ImageNets i.e., VGG19 [15], ResNet50 [16] etc.

In this paper, a robust deep convolutional neural network (CNN) architecture is proposed with the incorporation of dual feedback feature accumulation blocks (DFs) for the identification of the subtle variations amongst images with or without opacity. The proposed scheme is primarily constructed with a forward path containing simple convolutional operations to learn the significant opacity characteristics between images. Secondly, connections with smaller kernels are concatenated to assist the main forward path to preserve gradients during back-propagation as well as details of the features. Furthermore, higher dimensional kernels with dilation are introduced with
Fig. 1. Overview of the proposed scheme: The first DF block (Dual Feedback) takes in the image and zeros as input and generates two outputs with f=32 (process conv filter) and m=2 (maxpool kernel). The rest of the DF blocks takes in pre-defined f and m values operating in the shown manner to estimate the opacity of the lung.

bigger skips to provide spatial correlation among features which are very important for classifying images which depend on small variations between pixels. This path containing the higher dimensional kernels propagates alongside the main path both passing through the DF blocks in every single scale; thereby providing dual feedback. These DF blocks not only provide extensive feature values but also use skip-connections with multi-scale kernels for preserving detail and extracting additional receptive features.

II. METHODOLOGY

In this section, the problem pipeline has been formulated with an elaborate explanation of each structural part of the proposed model for detecting pneumonia opacity from chest X-ray images.

A. Process Convolution Block

Referred to as ‘Pro_Conv’ in Fig. 1, this block takes in an introduced input $\in \mathbb{R}^{H \times W \times C}$ and creates 3 different outputs $p_1, p_2, p_3 \in \mathbb{R}^{H \times W \times C}$ which are formulated below:

$$p_1 = \Phi_{3\_d1}(\Phi_{3\_d2}(\Phi_{3\_d3}(input))) \quad (1)$$

$$p_2 = \Phi_{1\_d1}(input) \quad (2)$$

$$p_3 = \Phi_{5\_d2}(input) \quad (3)$$

Here, for general use, $\Phi_{k\_d'\_N}$ indicates convolutional operation with $(k \times k)$ kernel and a dilation rate of ‘N’. The filter value is set half for $p_2$ and $p_3$ compared to $p_1$. $p_1$ provides extensive feature values for the given input whereas $p_2$ and $p_3$ introduce smaller and enhanced receptive field values, respectively. This block is used in the next scheme.

B. Dual Feedback Block

This block takes two inputs $x, x_s \in \mathbb{R}^{H \times W \times C}$ and outputs two feature maps $y, y_s \in \mathbb{R}^{H \times W \times C}$; hence named ‘Dual Feedback’ as showcased in Fig. 1 with the abbreviation ‘DF_f_m’. Here, f and m respectively indicates filter count in Pro_Conv and maxpool kernel size before getting $y$ and $y_s$. Two individual Pro_Conv blocks are utilized inside this particular scheme. The entire procedure can be written as follows:

$$p_{1\_1}, p_{2\_1}, p_{3\_1} = Pro_{Conv1}(x) \quad (4)$$

$$x_{c1} = Concat(x_s, p_{1\_1}, p_{2\_1}) \quad (5)$$

$$p_{1\_2}, p_{2\_2}, p_{3\_2} = Pro_{Conv2}(x_{c1}) \quad (6)$$

$$x_{c2} = Concat(p_{3\_1}, p_{1\_2}, p_{2\_2}) \quad (7)$$

$$y = MaxPool(x_{c2}) \quad (m \times m) \quad (8)$$

$$y_s = MaxPool(p_{3\_2}) \quad (m \times m) \quad (9)$$

Here, $p_{i\_j}$ indicates the i-th output of the j-th process convolution block that arrives in sequence. Moreover, $x_{c1}$ and $x_{c2}$ are the feature maps obtained just after concatenating the necessary layers depicted in equation (5) and (7) respectively.

C. Proposed Model Sequence

The model structure which is implemented for the scheme, is shown in the upper section of Fig. 1. A series of seven
DF blocks are introduced with increasing filter values (f) and changing m value to reduce the spatial dimension as well as increase channels. At the final DF block, the y is pooled but the y_k is convolved and flattened before concatenating with each other. A dense layer is added just before the prediction layer to bring the proposed framework to completion.

III. EXPERIMENTS

A. Experimental Setup

1) Dataset: For this experiment, Chest X-ray images open sourced from Kaggle were trained on during routine checkups in Guangzhou Women and Children’s Medical Center, Guangzhou [17]. The dataset is originally divided into train (Normal-1082, Opacity-3110) and validation (Normal-267, Opacity-773) sets. The image shapes vary between (x = 127, y = 384, channel = 3) to (x = 2663, y = 2373, channel = 3) with means and standard deviations of (x̄ = 961.056, ȳ = 1311.40) and (σ_x = 375.854, σ_y = 353.364) respectively.

2) Implementation Details: Implemented in Keras and accelerated with Google Colaboratory Cloud P100 GPU, the proposed scheme is structured to input images with (256, 256, 3) resolution. Since there is class imbalance in the dataset, it was divided into 3 folds. Each fold included the 1082 normal class images. But from the opacity class of 3110 images, the k-th fold possessed the images within the range [3110/3] * (k - 1) to [3110/3] * k. Any remainder images are included in the final fold. Since there are multiple parallel branches, batch size is set to 2 with Adam(lr=1.5e-3) optimizer.

3) Evaluation Metrics: Important metrics such as Accuracy (Acc), Sensitivity (Sen), Specificity (Spe) and F1-score are chosen to evaluate our methodology quantitatively.

\[
\text{Acc} = \frac{TP + TN}{TP + FP + TN + FN} \tag{10}
\]

\[
\text{Sen} = \frac{TP}{TP + FN} \tag{11}
\]

\[
\text{Spe} = \frac{TN}{TN + FP} \tag{12}
\]

\[
F1 \text{ score} = \frac{2 \times TP}{2 \times TP + FP + FN} \tag{13}
\]

where TP, FN, TN, and FP represent true positive, false negative, true negative and false positive, respectively. Furthermore, we introduce another metric to introduce comparison of the accuracy and parameter (in Millions) trade-off between various models, namely APT (accuracy parameter trade-off):

\[
\text{APT} = 0.9 \times \text{Acc} - 0.1 \times \frac{\text{Params}}{7.3} \tag{14}
\]

The values ‘Acc’ and ‘Params’ are weighted (0.9 and 0.1) by us according to their relative significance for a nominal model. Also, ‘Params’ is normalized with respect to our model parameters (7.3M).

B. Performance of Proposed Framework

The quantitative performance of the proposed method is analyzed and the comparison metric of it is graphed alongside a few other models in this section.

1) Quantitative Performance Analysis: Each fold of the dataset is trained on and the validation set is evaluated with the mentioned metrics detailed in Table I.

| Data Partition | Accuracy | Sensitivity | Specificity | F1 score |
|----------------|----------|-------------|-------------|----------|
| Fold-1         | 0.9855   | 0.9922      | 0.9674      | 0.9903   |
| Fold-2         | 0.9788   | 0.9884      | 0.9847      | 0.986    |
| Fold-3         | 0.9692   | 0.9847      | 0.9303      | 0.9777   |
| Mean           | 0.9778   | 0.9884      | 0.9504      | 0.9853   |

2) Qualitative Comparison Analysis: To compare between relative models for pneumonia opacity detection, not only the accuracy but also the parameter count comes into consideration. The model presented by Sharma et al. [6] has known accuracy and parameter count which are 0.9068 and 3.47M and therefore it was attempted to be reproduced for this experiment. Moreover, noted models such as VGG19 [15], ResNet50 [16], DenseNet121 [18] are also included for APT analysis. The representation of the qualitative analysis is portrayed in Fig. 2 for epochs up to 30 during which all the networks saturate.

C. Ablation Studies

In the proposed method, DF blocks are constructed by concatenating three separate branches with p1, p2, p3. Here, the pathway bearing all ‘p1’’s resembling a shallow VGG19 network, is the main forward stem and unavoidable. Accuracy values for including and excluding the other two paths are presented in Table II for each fold of the data.

Without the support of neither p2 nor p3, the model can not learn any distinguishing opacity attributes as seen in the table above. But if only p2 pipelines are omitted, the pathways
including \( p_3 \) contribute high level accuracy (an average of 0.9608) and significant feature accumulation as well as field of reception of image detail. Only \( p_2 \) alone is not enough for the network to learn the X-ray image because it possesses lower dimensional kernel (mean accuracy 0.2538). However, inclusion of both pathways increases the mean accuracy to 0.9778 as the \( p_2 \) layers provide smaller details to the model during concatenation, enhancing the performance compared to \( p_3 \) just being alone.

| \( p_3 \) pathways | \( p_2 \) pathways | Fold-1 | Fold-2 | Fold-3 | Mean |
|------------------|------------------|--------|--------|--------|------|
| \( \checkmark \) | \( \checkmark \) | 0.2577 | 0.253 | 0.2509 | 0.2538 |
| \( \checkmark \) | X | 0.9672 | 0.9615 | 0.9537 | 0.9608 |
| X | \( \checkmark \) | 0.2577 | 0.2548 | 0.25 | 0.2542 |
| \( \checkmark \) | \( \checkmark \) | 0.9855 | 0.9788 | 0.9692 | 0.9778 |

D. Computational Efficiency of the Network

The size of the network as well as the iteration time per batch are effective indicators of the computational cost of any model. Parallel branches increase the iteration time; so similar models like ResNet50 and DenseNet121 is compared for this case with the proposed model. For a batch size of 2 in the same environment mentioned in the implementation details, the proposed network iterates each step within 280 ms whereas ResNet50 and DenseNet121 do it within 429 ms and 313 ms respectively, making our model faster. However, as far as the size of the network goes, the VGG19 model is estimated to be 85MB whereas our model parameters make it close to 32MB, making it lighter.

IV. SCOPES FOR FUTURE WORKS

In future work, we aim to improve the classification accuracy of the model by fine tuning every parameter and hyper-parameter and also reducing layers if possible. Since mobile application bases solutions are very trendy this model could be quite handy. Model presented in this paper can be also extended to classify other diseases as CheXNet did with high accuracy. Overall performance of the model can be improved with the use of larger datasets with high resolution images.

V. CONCLUSION

This paper proposes a robust CNN based framework for detecting pneumonia that shows the use of a lightweight deep learning based framework which achieves high qualitative accuracy compared to the conventional methods. Simulation results show that the proposed Deep Learning based scheme boasts a mean accuracy of 97.78%, sensitivity 98.84%, specificity 95.04\%. The obtained sensitivity and specificity values imply that on the given validation set there are relatively higher false positives (Fold-1: 13, Fold-2: 20, Fold-3: 9) rather than false negatives (Fold-1: 9, Fold-2: 12, Fold-3: 6) which is practically less fatal than the other way around. This kind of lightweight network can motivate mobile applications of similar detection systems. In medical applications with such systems involved, patients can know their diagnosis without even going to hospitals.
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