Modality-Aware Triplet Hard Mining for Zero-shot Sketch-Based Image Retrieval

Zongheng Huang¹, Yifan Sun², Chuchu Han¹, Changxin Gao¹, Nong Sang¹
¹Key Laboratory of Ministry of Education for Image Processing and Intelligent Control, School of Artificial Intelligence and Automation, Huazhong University of Science and Technology, ²Baidu Research
{huangzongheng, hcc, cgao, nsang}@hust.edu.cn, sunyf15@tsinghua.org.cn

Abstract

This paper tackles the Zero-Shot Sketch-Based Image Retrieval (ZS-SBIR) problem from the viewpoint of cross-modality metric learning. This task has two characteristics: 1) the zero-shot setting requires a metric space with good within-class compactness and the between-class discrepancy for recognizing the novel classes and 2) the sketch query and the photo gallery are in different modalities. The metric learning viewpoint benefits ZS-SBIR from two aspects. First, it facilitates improvement through recent good practices in deep metric learning (DML). By combining two fundamental learning approaches in DML, e.g., classification training and pairwise training, we set up a strong baseline for ZS-SBIR. Without bells and whistles, this baseline achieves competitive retrieval accuracy. Second, it provides an insight that properly suppressing the modality gap is critical. To this end, we design a novel method named Modality-Aware Triplet Hard Mining (MATHM). MATHM enhances the baseline with three types of pairwise learning, e.g., a cross-modality sample pair, a within-modality sample pair, and their combination. We also design an adaptive weighting method to balance these three components during training dynamically. Experimental results confirm that MATHM brings another round of significant improvement based on the strong baseline and sets up new state-of-the-art performance. For example, on the TU-Berlin dataset, we achieve 47.88±2.94% mAP@all and 58.28±2.34% Prec@100. Code will be publicly available.

1. Introduction

Sketch-Based Image Retrieval (SBIR) aims to retrieve the image-of-interest in the database, using a hand-drawn sketch as the query. It allows searching without image queries and brings great convenience to potential users. The conventional SBIR requires that the training and testing set share the same categories, which limits its real-world applications. In this paper, we consider a more realistic and challenging setting named Zero-Shot SBIR (ZS-SBIR), where all categories of the testing set have not appeared in the training set.

ZS-SBIR can be viewed as a specified cross-modality metric learning task. In such a task, we consider there are two challenges. 1) Learning a metric space with category discrimination. Specifically, the zero-shot setting is popular in a series of metric learning applications, e.g., fine-grained image retrieval [40, 41, 63], face recognition [5, 27, 44, 49, 51–53], person re-identification [12, 17, 48]...
and vehicle re-identification [22, 23]. In all these tasks, there is no class intersection between the training and testing set, which is consistent with the zero-shot setting. The keynotes of these tasks is to learn a metric space in which all the instances from the same class are close and different classes are far away from each other. Such within-class compactness and the between-class discrepancy are vital for the discriminative ability of the novel classes. 2) Suppressing the modality gap between the sketch query and the photo gallery. Specifically, the query sketches and gallery images belong to different modalities. The hand-drawn sketch usually contains only the object contour that indicates the primary structure. The details are either neglected or distorted. In contrast, real photos include rich texture and color information. This significant modality gap compromises the within-class compactness, which brings the difficulty of building an accurate metric space.

In response to these two challenges, we tackle the ZS-SBIR problem with metric learning techniques from the following two aspects:

- First, we set up a strong baseline for ZS-SBIR with recent good practices in deep metric learning (DML) to enhance the category discrimination of feature embedding. There are two fundamental deep metric learning approaches [5, 30, 47], e.g., classification training and pairwise training. Specifically, the former learns a deep classifier on the training set, encouraging the model to produce class discriminative deep embedding for feature representation. We note that prior works [3, 6, 26, 29, 58, 65, 66] in ZS-SBIR mainly adopt this learning manner. In contrast, the latter directly compares the features against each other in a pairwise manner. A popular implementation is to construct the feature triplet consisting of an anchor, a positive, and a negative feature. The anchor tries to pull the positive feature close and push the negative feature far away. By adding an additional margin to the feature triplets [17], the between-class discrepancy of the learned deep embedding is further enlarged.

Combining these two fundamental training manners with slight task-specific modification, we set up a strong baseline for ZS-SBIR. In the baseline, we naturally modify the “Pos-Anchor-Neg” triplet into “photo-sketch-photo” form (“\(P^s\cdot A\cdot N^p\)” for simplicity) to meet the objective of the ZS-SBIR task, as shown in Figure 1 (a). Without any bells and whistles, it achieves retrieval accuracy on par with the state-of-the-art. We believe the simplicity and competitive performance will allow it to serve as a strong baseline for the ZS-SBIR community.

- Second, we propose a novel method named Modality-Aware Triplet Hard Mining (MATHM) to suppress the modality gap between the sketch query and the photo gallery. Based on the baseline, MATHM further narrows the modality gap by supplementing the baseline with two other triplet forms, e.g., the “\(P^s\cdot A\cdot N^p\)” and “\(P^p\cdot A\cdot N^s\)” triplets, as illustrated in Figure 1 (b) and (c), respectively. The “\(P^s\cdot A\cdot N^p\)” enforces category discrimination under a single modality, while the “\(P^p\cdot A\cdot N^s\)” triplet explicitly suppresses the modality gap. Moreover, we design an adaptive weighting scheme to balance these triplets during training dynamically. In Section 4.4, we reveal an important superiority of the proposed MATHM, i.e., it suppresses the modality gap without decreasing the between-class discrepancy within every single modality.

The contributions are summarized as follows:

- We construct a simple yet strong baseline for the ZS-SBIR task by combining two fundamental deep metric learning methods. Without bells and whistles, the performance of our baseline is on par with recent works.

- We propose a novel method named Modality-Aware Triplet Hard Mining, which further narrows the modality gap with three types of pair-wise learning. Meanwhile, an adaptive weighting strategy is developed to balance the three components.

- We evaluate our proposed MATHM on two SBIR datasets. It surpasses the previously best methods and sets new state-of-the-art.

2. Related Works

2.1. Deep Metric Learning

Deep Metric Learning aims to map the input images from the pixel space to the embedding space with a deep Convolutional Neural Network (CNN), where images of the same class are close, and images of different classes are far away from each other. Typically, an embedding loss or a classification loss is adopted to manipulate the features in the embedding space to achieve good within-class compactness and the between-class discrepancy. The embedding loss usually focuses on mining the relationship among image pairs or triplets by enforcing a margin between positive and negative pairs in the embedding space, e.g. Contrastive Loss [15], Triplet Loss [17, 44, 56], Lifted-Structure loss [34], Angular loss [54], N-Pair Loss [46], Multi-Similarity Loss [55], and FastAP [1]. And the classification loss utilizes a weight matrix as learnable class centers to exploit the global relationship between each sample to all categories, e.g. Softmax Loss [36, 49], NormFace [52], SphereFace [27], CosFace [51, 53], ArcFace [5], SoftTriplet Loss [39], ProxyNCA [33], and etc.

As each category contains both sketch and photo images, the data distribution for the SBIR task is multi-modal. While most classification losses require that the data distribution is uni-modal (except for the SoftTriplet Loss, which uses multiple class centers), we select the more flexible
triplet embedding loss to train our model, for it puts no restriction on the prior data distribution.

2.2. SBIR and ZS-SBIR

The main challenge of the SBIR task is the modality discrepancy between hand-drawn sketches and real photos. Earlier works often use edge maps [64] extracted from real images as mid-level representation to bridge the gap between photos and sketches. Some specially designed feature descriptors, e.g., Bag Of Words (BOG) [10, 11], HOG [19], Learned KeyShapes (LKS) [42], are used to represent the sketches and edge-maps simultaneously. In recent years, many deep learning-based methods have emerged [25, 29, 43, 59–62]. These methods train a CNN end-to-end to map the sketches and photo images into a shared embedding space.

However, traditional SBIR methods assume that the training and testing set share the same categories, which is inapplicable to real-life scenarios. [45] proposes a more realistic setting named Zero-Shot Sketch-Based Image Retrieval (ZS-SBIR), where the testing classes are unseen during training. A majority of works on ZS-SBIR leverage semantic information obtained from language models [20, 31, 32, 38] to encourage knowledge transfer to unseen classes. To achieve this, [35] uses a stacked adversarial network to align features from different modalities; [6, 57, 58, 66] combine the generative adversarial network with the auto-encoder to encode the visual feature and semantic feature to common space; [45, 65] utilize graph neural network to fuse the semantic information with visual representation.

3. Methodology

In this section, we start with introducing our metric learning baseline for ZS-SBIR, then describe our Modality-Aware Triplet Hard Mining strategy and the gradient-based weighting scheme.

3.1. The Metric Learning Baseline

3.1.1 Two Fundamental Training Approaches

Let \( X = \{(x_i^m, y_i) | y_i \in C, m \in \{s, p\}\}_{i=1}^N \) be the training set (\( s \) denotes sketch while \( p \) denotes photo), where \( x_i^m \) is an image with label \( y_i \) from modality \( m \) and \( C \) is the training class set. The distance function \( D(x_i^m, x_j^m) = ||f_\theta(x_i^m) - f_\theta(x_j^m)||_2 \) calculates the Euclidean distance between an image pair. \( f_\theta(\cdot) \) is the embedding function that is parameterized by \( \theta \), which maps the images into a L2-normalized embedding space.

Following the common practice in deep metric learning, a triplet embedding loss is combined with a softmax cross-entropy classification loss to form our baseline. The learning objective is formulated as:

\[
\mathcal{L}_{all} = \mathcal{L}_{cls} + \lambda \mathcal{L}_{cross} \tag{1}
\]
where $\mathcal{L}_{cls}$ is the classification loss, and $\mathcal{L}_{cross}$ is the embedding loss. $\lambda$ is a hyper-parameter that controls the relative weight of the two kinds of losses. An overview of our baseline is shown in Figure 2.

**Classification Training.** The primary target of the classification training in this task is to stabilize the training process. We can optimize our model from a global level with a classification loss since it uses a weight matrix to store the proxies for all categories. In contrast, the pairwise training focuses on the relationship among a small subset of classes within the current mini-batch. Thus, our model will likely be trapped in a bad local optimum if trained without the classification loss. The standard softmax cross-entropy loss is adopted for classification training, which is defined as:

$$\mathcal{L}_{cls} = -\log \frac{e^{W^T_c f(x^m)}}{\sum_{c \in C} e^{W^T_c f(x^m)}},$$

where $W_c$ is the weight term in the classifier $\Theta_C$ corresponding to category $c$.

**Pairwise Training.** Distinct from the traditional single modality image retrieval problems, the query sketches and the gallery images are from different modalities in the ZS-SBIR task. We expect that for any anchor sketch image $x^s_i$, its positive photo image $x^p_i$ should be closer to $x^s_i$ than its negative photo image $x^p_j$ in the embedding space:

$$D(x^s_i, x^p_i) < D(x^s_i, x^p_j), y_a = y_i \neq y_j.$$  

To achieve the above goal, we design a cross-modality triplet loss to directly reduce $D(x^s_a, x^p_i)$ and increase $D(x^s_a, x^p_i)$. One of the key issues of SBIR is to resolve the discrepancy between sketch and photo. Thus, it is vital to maintain a consistency scheme: if the photo closest to sketch $s$ is $p$, we hope that the sketch closest to photo $p$ is also $s$. So both sketch and photo are selected as anchors to form cross-modality triplets. The cross-modality triplet loss is then defined as:

$$\mathcal{L}_{cross} = [(D(x^s_a, x^p_i)) - D(x^s_a, x^p_j) + \alpha]_+ + [(D(x^p_a, x^s_i)) - D(x^p_a, x^s_j) + \alpha]_+,$$

where the $x_a$ and $x_i$ are from the same category, while the $x_a$ and $x_j$ are from different categories. A positive margin parameter $\alpha$ is added for better separability in the embedding space for different categories.

**3.1.2 Sampling Strategy**

Following the conventional PK sampling strategy [17], we form a mini-batch by randomly sample $P$ classes and then sample $K$ images of each modality from each category. Thus the total batch size is $2 \times PK$. For each sample in the mini-batch, we select the hardest positive and hardest negative from the corresponding modality within the mini-batch to form a triplet $T$:

$$T = (x^m_a, x^p_i, x^m_j), \ y_a = y_i \ y_i \neq y_j$$

where $m_a, m_p, m_n$ stand for the modality of the anchor, positive, and negative images, respectively. For our cross-modality triplet loss, we have $m_a \neq m_p = m_n$, which means that we only select positive and negative images with different modalities from the anchor image to form a triplet.

**3.1.3 Network Architecture**

We adopt a single stream CNN as the feature extractor to map images from different modalities to a shared embedding space. Following [26], we select CSE-ResNet50 [29] as our backbone model. The CSE-ResNet50 integrates the conditional SE module into ResBlocks [16], which effectively handles inputs from different modalities.

**3.2. Modality-Aware Triplet Hard Mining**

Our Modality-Aware Triplet Hard Mining aims at utilizing hard triplets of different modal compositions to train a robust ZS-SBIR model.

For the SBIR problem, the distance between the query sketches and gallery photos is related to both the class level discrepancy and the modality gap. Assuming that the distance between two images $d_{i,j} = D(x^m_i, x^m_j)$ can be decomposed into two parts:

$$d_{i,j} = G(d^c_{i,j}, d^m_{i,j}),$$

with
where $G$ is an abstract function that aggregates the class-specific distance $d_{c,i}^m$ and the modality-specific distance $d_{i,j}^m$. The cross-modality triplet loss optimizes the overall distance $d_{i,j}$ on cross-modality triplets, which neither explicitly reduces the modality gap nor ensures that the within-class distance is smaller than the between-class distance. As the example shown in Figure 3, although the cross-modality triplet loss has been satisfied, the modality gap and within-class variation are still large. To train a strong cross-modality embedding function, we need to reduce the modality gap and make each testing class separable from the other. Therefore, we extend our baseline with two other triplet relationships, e.g., the within-modality triplet relationship and hybrid triplet relationship. The standard triplet embedding loss with batch-hard triplet mining (Eq. (5)) is used for loss calculation, detailed as follows.

**Within-Modality Triplet.** This is a typical triplet relationship in single modal metric learning tasks. The positive and negative images with the same modality as the anchor image ($m_a = m_n = m_p$) are selected to form a triplet for learning discriminative embedding within each modality. The within-modal triplet loss is defined as:

$$
L_{in} = [(D(x^s_a, x^s_i)) - D(x^s_i, x^p_j) + \alpha]_+ + [(D(x^p_a, x^p_i)) - D(x^p_i, x^p_j) + \alpha]_+. \quad (7)
$$

The above loss function encourages our model to learn a class discriminative feature embedding for input sketches and photos. Since no cross-modality relationship is included, using the within-modality triplet loss alone is less effective to handle this cross-modality matching problem.

**Hybrid Triplet.** Modality gap is a major concern in the cross-modality matching tasks. One of the common solutions to this problem is to align the feature distribution of two modalities using the Generative Adversarial Mechanism [14]. The learned feature embedding for sketches and photos is expected to be similar enough to “fool” the discriminator, thus the modality gap is minimized. However, reducing the modality gap is not the only challenge for the SBIR problem, learning discriminative feature embedding is also of vital importance. Due to the large inherent differences between sketches and photos, directly narrowing the modality gap might weaken the expressiveness of feature embedding and further compromise the performance of SBIR. Thus we design the hybrid triplet loss to tackle the modality discrepancy problem while preserving the between-class discrepancy.

The hybrid triplet is composed of an anchor image, a cross-modality positive image, and a same-modality negative image ($m_a = m_n \neq m_p$). The corresponding loss function is written as:

$$
L_{hyb} = [((D(x^s_a, x^p_i)) - D(x^s_i, x^p_j) + \alpha]_+ + [((D(x^p_a, x^p_i)) - D(x^p_i, x^p_j) + \alpha]_+. \quad (8)
$$

The above loss function aims to minimize the distance between cross-modality positives and maximizes that of the same modality negatives. The pull term minimizes the modality gap $d_{a,i}^m$ and the within-class variation $d_{n,i}^c$ concurrently, while the push term maximize the between-class discrepancy. Therefore, the hybrid triplet loss is capable of suppressing the modality gap while maintaining the between-class discrepancy. We will experimentally validate this assumption in Section 4.4.

### 3.3. Gradient-based Weighting Scheme

We will first briefly revisit the gradient calculation of triplet loss and then introduce our gradient-based weighting scheme for aggregating different triplet losses. The general form of triplet embedding loss is formulated as:

$$
L_i = \frac{1}{N} \sum [d_{ap} - d_{an} + \alpha]_+, \quad (9)
$$

where $[\cdot + \alpha]_+$ is the hinge function. The above equation implies that only the triplets with a positive value in $(d_{ap} - d_{an} + \alpha)$ will produce gradients for optimization. The gradient $g_i$ w.r.t. $L_i$ is calculated as:

$$
g_i = \frac{1}{N} \sum \text{sgn}((d_{ap} - d_{an} + \alpha)\)_. \quad (10)
$$

As each of the three triplet losses plays an essential role in learning a good embedding, we prefer that they could contribute equally in the training stage. One typical way to integrate multiple loss functions is by summation, but it is not optimal. The contribution of each loss function depends on the gradient they produced during the backward pass. But the gradient of each triplet loss decays at varying speeds due to their different convergence targets (as Figure 4 shows). Some of them are hard to converge, for which they consistently produce strong gradients. This phenomenon indicates that the harder ones will dominate.
Table 1. The performance comparison of MATHM and existing methods on ZS-SBIR tasks. “†” denotes experiments using binary hashing codes. The rest use real-valued features. ITQ [13] is used to binarize our feature to compare with the zero-shot hashing methods. The best results are in bold, while the best results of previous methods are in blue.

| Task      | Method dim | TU-Berlin Ext. | Sketchy Ext. | Sketchy Ext. [58] Split |
|-----------|------------|----------------|--------------|------------------------|
|           |            | mAP@all Prec@100 | mAP@all Prec@100 | mAP@200 Prec@200       |
| ZS-SBIR   |            |                 |              |                        |
| SBIR      | GN-triplet [43] 1024 | 18.9 24.1 | 21.1 31.0 | 8.3 16.9 |
|           | DSH [25] 64† | 12.2 19.8 | 16.4 22.7 | 5.9 15.3 |
|           | SAE [22] 300 | 16.1 21.0 | 21.0 30.2 | 13.6 23.8 |
|           | ZSIH [45] 64 | 13.9 17.4 | 16.5 21.7 | - - |
|           | EMS [29] 512 | 25.9 36.9 | - - | - - |
|           | CCAE [58] 4096 | 22.0 29.1 | 25.4 34.0 | - - |
|           | SEM-PCYC [7] 64† | 29.3 39.2 | 34.4 39.9 | - - |
|           | ZSH [57] 64 | 13.9 17.4 | 16.5 21.7 | - - |
|           | ZSIH [45] 64 | 22.0 29.1 | 25.4 34.0 | - - |
|           | EMS [29] 512 | 25.9 36.9 | - - | - - |
|           | CCAE [58] 4096 | 22.0 29.1 | 25.4 34.0 | - - |
|           | SEM-PCYC [7] 64† | 29.3 39.2 | 34.4 39.9 | - - |
|           | ZSH [57] 64 | 13.9 17.4 | 16.5 21.7 | - - |
|           | ZSIH [45] 64 | 22.0 29.1 | 25.4 34.0 | - - |
|           | EMS [29] 512 | 25.9 36.9 | - - | - - |

The optimization if we aggregate these losses by summation. Thus we design a gradient-based weighting scheme to make equal use of all these losses. Assume the values of the above loss functions (Eq. (4, 7, 8)) at the current iteration are $L_i (i = 1, 2, 3)$, where the gradient w.r.t. $L_i$ is $g_i$, and the weight of $L_i$ is $w_i$. We gather the three components of MATHM with the gradient-based weighting scheme to form the overall embedding loss:

$$L_{MATHM} = \sum_{i=1}^{n} w_i L_i.$$  \hfill (11)

The $L_{cross}$ in Eq. (1) is replaced with $L_{MATHM}$ to form our total learning objective.

Our goal is to ensure that each loss function produces an equal amount of gradient. Meanwhile, the total magnitude of gradients should remain the same after weighting. This objective can be formulated as:

$$\begin{cases}
    w_i g_i = w_j g_j, & \forall i \neq j \\
    \sum_{i=1}^{n} w_i g_i = \sum_{i=1}^{n} g_i
\end{cases}$$  \hfill (12)

We solve the above equation set to calculate $w_i$:

$$w_i = \frac{1}{n} \sum_{k=1}^{n} g_k g_i,$$  \hfill (13)

where $n$ equals to 3 in this case.

The gradient-based weighting scheme ensures that each loss function produces an equal magnitude of gradients in every step, reasonably aggregating the three triplet losses.

4. Experimental Results
4.1. Datasets and Setup

We evaluate our model on two popular large-scale SBIR benchmarks: the TU-Berlin [9] Extended and the Sketchy [43] Extended.

TU-Berlin Extended contains 20,000 sketch images of 250 categories from the TU-Berlin dataset and 204,489 extra photo images from [61]. Following [45], we choose 30 identical classes as the unseen set while the other 220 categories are used for training.

Sketchy Extended originally contains 12,500 photo images and 75,479 sketch images from 125 different classes. [25] extended this dataset by adding 60,502 natural images to the photo domain, so the total number of photo images is 73,002. [45] propose a zero-shot evaluation protocol by randomly chosen 25 categories as the unseen set. But [58] suggests that some randomly chosen categories in the unseen set might have appeared in the ImageNet [4], which violates the zero-shot assumption when using the ImageNet pre-trained weights for model initialization. Therefore they
put forward a new protocol using 21 carefully selected categories orthogonal to the ImageNet classes as the unseen set. We will conduct our experiments under both of these two protocols to validate our method.

### 4.2. Implementation details

We implement our method using PyTorch [37] toolbox with one RTX2080Ti GPU. An ImageNet-pretrained SE-ResNet50 [18] is used to initialize our model. We use Adam [21] optimizer with parameter $\beta_1 = 0.9$, $\beta_2 = 0.999$ to train our model. The margin parameter $\alpha$ in all our triplet losses is set to 0.2. The initial learning rate is set to 1e-4, and cosinely [28] decays to zero during training. For all the pre-trained layers, the learning rate is set to 0.1× the base learning rate. The batch size is set to 128, where the number of classes $P = 16$ and the number of images per class $K = 4$ for our sampler. The whole network is trained for 8000 iterations to converge. We do five training runs in all our experiments and report the average of mean Average Precision (mAP@all) and Precision (Prec@100), as well as the 95% confidence intervals.

### 4.3. Comparison with the State-of-the-Art

We compare our methods with several existing works on ZS-SBIR. Most of them use semantic information. The earlier works such as ZSIH [45], CCAE, CVAE [58], Doodle2Search [6] use a relatively simple framework, which adopts a single auto-encoder or reconstruction loss to combine semantic information with the visual feature. Recent works like OCEAN [66], SketchGCN [65], PCMSN [3] and SEM-PCYC [7] use more complicated structures. They combine multiple generative adversarial networks or graph neural networks with auto-encoder for learning a shared visual-semantic embedding space. Another recent work, SAKE [26], designs a teacher-student architecture for learning semantic information while preserving the pre-trained knowledge from ImageNet. We also compare our methods with another metric learning approach, EMS [29], which enforces a class-level margin in the euclidean embedding space by using the Euclidean Margin Softmax (EMS) as the classification loss.

As Table 1 shows, our simple baseline surpasses most of the existing methods. MATHM further improves the retrieval accuracy and outperforms all the state-of-the-art methods by a large margin. Compared with one previous classification loss EMS, our triplet-based embedding losses show a significant performance boost. The competitive performance of our approach demonstrates that pairwise training is more effective than classification training under the cross-modality setting.

### 4.4. Effect of MATHM

We will experimentally validate the effectiveness of MATHM by comparing it with another popular feature alignment method: the Generative Adversarial Network (GAN). As Figure 5 shows, we build up the GAN based on our baseline: we add a fully connected layer after the embedding layer as the discriminator $D$ and use all the other parts of our baseline as the generator $G$. Given an input sample, the generator $G$ tries to conceal the actual modality in the deep feature space, while the discriminator $D$ tries to distinguish whether the feature is generated from a sketch or a real photo. Thus the generator tends to produce features that have similar distribution for input sketches and photos. The detailed implementation of GAN is described in Appendix A.1.

Section 3.2 points out that the model’s performance on SBIR task is closely related to two properties of the embedding space: 1) the modality gap and 2) the between-class discrepancy. In this paragraph, we will figure out how generative adversarial training and MATHM affect the model’s performance on SBIR. We make a quantitative analysis of the modality gap by calculating the mean difference between the average cosine similarity of same-modality and cross-modality samples of each testing class. And the between-class discrepancy is measured by the mean difference of the average cosine similarity of same-class samples and different-class samples on the testing set.
As results shown in Table 2, the GAN achieves the best performance on reducing the modality gap between the same class samples, but it performs worst on enlarging the between-class discrepancy for both the same-modality and cross-modality samples. For which it gets the lowest mAP and Precision on the SBIR benchmark. Our baseline performed slightly better than others on the between-class discrepancy for same-modality samples, but it has the largest modality gap, which compromises its performance on SBIR. In contrast, the proposed MATHM performs reasonably well on reducing the modality gap as well as enlarging the between-class discrepancy, achieving the best performance on the SBIR benchmarks. This again validates that reducing the modality gap and enlarging the between-class discrepancy is of equal importance for the SBIR task.

4.5. Ablation Study

In this section, we will focus on evaluating the effectiveness of each component of our method. The experimental results are shown in Table 3, where the $L_{\text{cross}}$, $L_{\text{in}}$, and $L_{\text{hyb}}$ stand for the cross-modality triplet loss, within-modality triplet loss, and hybrid triplet loss, respectively. $GW$ denotes using a gradient-based weighting strategy to aggregate the used embedding loss.

To validate the effectiveness of each components, we first train a model to map the sketches and photos into a common embedding space with only the classification loss. Then we enhance the model with the cross-modality triplet loss, within-modality triplet loss and the hybrid triplet loss separately. The results shows that each type of triplet loss improves the mAP and Prec scores by a different margin. The within-modality triplet loss performs slightly worse than the baseline cross-modality triplet loss, while the hybrid triplet loss performs better than our baseline. This implies that the cross-modality relationship is more important than the within-modality relationship in the ZS-SBIR task. But using the two types of relationships separately could not lead to optimal performance. Next, we combine our baseline with the other two types of triplet loss (the within-modality triplet loss and hybrid triplet loss). The combination of all three triplet losses significantly outperforms our baseline, while combine the baseline with the within-modality triplet loss and hybrid triplet loss separately only brings marginal improvement. This experiment confirms that the within-modality triplet loss and hybrid triplet loss complement each other. Missing either one of them will greatly deteriorate the performance. Finally, we introduce the gradient-based weighting scheme to our model for aggregating all these losses, which further improves the retrieval accuracy. The above experiments validate that each of the three triplet losses, as well as the weighting strategy, are indispensable for training a strong ZS-SBIR model.

The analysis of hyper-parameter $\lambda$ and qualitative analysis of MATHM are included in the supplementary material for the limited space.

5. Limitations

In MATHM, we implicitly assumed that the sketches and photos from the same category should be visually similar. A shared CNN backbone is capable of capturing their visual similarity. The visualization of retrieval in Appendix A.3 shows that our model can correctly retrieve visually similar images to the query sketch but might produce wrong results for some ambiguous inputs, e.g., the sketch of objects with similar contour but different texture or color. How to deal with the ambiguity of the hand-drawn sketches will be explored in our future work.

6. Conclusion

This paper tackles the ZS-SBIR task and makes two contributions. First, we integrate two popular deep metric learning manners, i.e., the classification learning and pairwise learning, to learn a discriminative metric space. It achieves competitive retrieval accuracy without bells and whistles, providing a simple and strong baseline for ZS-SBIR. Second, based on this baseline, we further suppress the modality gap of sketch query and photo gallery using a novel Modality-Aware Triplet Hard Mining (MATHM) method. MATHM enhances the baseline (particularly the pairwise training part) with several triplet forms, namely within-modality triplet and hybrid triplet. By dynamically balancing the contribution of these triplets during training, MATHM effectively suppresses the modality gap and facili-
states better category discrimination. Extensive experiments conducted on TU-Berlin and Sketchy validate the effectiveness of MATHM. The achieved results are on par with the state-of-the-art.
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Appendix A.

A.1. Implementation details of GAN

The objective of generator $G$ and discriminator $D$ is written as:

$$L_{adv-D}(G, D, S, P) = \mathbb{E}_{p \sim \text{pdata}}[\log (D(G(p)))] + \mathbb{E}_{s \sim \text{pdata}}[\log (1 - D(s))],$$

(14)

$$L_{adv-G}(G, D, S, P) = \mathbb{E}_{p \sim \text{pdata}}[\log (1 - D(G(p)))] + \mathbb{E}_{s \sim \text{pdata}}[\log (D(s))],$$

(15)

where $S$ is the input sketches and $P$ is the input photos. The $L_{adv-D}$ teaches the discriminator $D$ to make the right predictions on the modality of input feature, while the $L_{adv-G}$ encourages $D$ to produce the wrong prediction by updating generator $G$. During each iteration, we fix $D$ and update $G$ with $L_{all}$ (Eq. 1) and $L_{adv-G}$ at first, then freeze $G$ and update $D$ with $L_{adv-D}$. By optimizing $G$ and $D$ with $L_{adv-G}$ and $L_{adv-D}$ iteratively, the generator tends to produce features that have similar distribution for input sketches and photos.

A.2. Hyper-parameter Analysis

We analyze the effect of hyper-parameter $\lambda$ on the TU-Berlin Extension dataset. Setting $\lambda$ to 0 means the model is trained without the embedding loss. Table 4 shows that mAP@all and Prec@100 scores reach a peak value when $\lambda = 1.0$. Thus we set $\lambda$ to 1.0 in all the other experiments.

Table 4. The mAP@all and Prec@100 results on the TU-Berlin Extension dataset with different $\lambda$.

| $\lambda$ | mAP@all   | Prec@100   |
|---------|----------|------------|
| 0.0     | 46.00 ± 0.16 | 56.42 ± 0.18 |
| 0.5     | 49.98 ± 0.19 | 60.12 ± 0.25 |
| 1.0     | **50.82 ± 0.12** | **60.62 ± 0.18** |
| 1.5     | 50.58 ± 0.33 | 60.50 ± 0.39 |
| 2.0     | 50.58 ± 0.27 | 60.30 ± 0.35 |
| 2.5     | 50.36 ± 0.19 | 60.00 ± 0.24 |
| 3.0     | 50.38 ± 0.17 | 60.10 ± 0.29 |

A.3. Qualitative Analysis

Visualization of Feature Embedding We visualize the 512-d feature extracted by our baseline model and the full model on the test set of TU-Berlin Extension in Figure 6. The feature representation of our MATHM is well clustered by categories. In contrast, our baseline model results show a large modality gap between samples with different modalities of the same category. The visualization is consistent with our qualitative analysis, which validates that MATHM resolves the problem of modality discrepancy better than our baseline.

Visualization of Retrievals Figure 7 shows the Top-10 retrieval results obtain by our full model on the TU-Berlin Extension dataset. Our model successfully retrieves photo images with the correct category label in most cases. We also present some negative cases where our model fails to retrieve photos with the same category as the query sketch. These wrongly retrieved images usually share some salient visual component to the ground truth categories, e.g., both the fan and windmill contain three pieces of blades while the laptop and telephone have a similar keyboard. If we add a circle on the boundary of the sketch fan, as “fan-1” in Figure 7 shows, the retrieval accuracy dramatically increases. This important observation implies that our model has learned a shared embedding space for inputs from both sketches and photos. The failure of retrieval is mainly due to the inter-class similarity of sketches from certain categories.
Figure 6. The t-SNE [50] visualization of the feature representation on ten randomly chosen classes from the testing set of TU-Berlin Extension. (a) and (b) show the features extracted by our baseline and MATHM, respectively. Each color represents a particular class. The stars denote sketches, and circles denote photos. Best viewed in color.

Figure 7. Top-10 retrieval results of our full model on TU-Berlin Extension. The correct results are in green, while the wrong results are in red. Best viewed in color.