Observation of the exciton Mott transition in the photoluminescence of coupled quantum wells
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Indirect excitons in coupled quantum wells have long radiative lifetimes and form a cold quasi-two-dimensional population suitable for studying collective quantum effects. Here we report the observation of the exciton Mott transition from an insulating (excitons) to a conducting (ionized electron-hole pairs) phase, which occurs gradually as a function of carrier density and temperature. The transition is inferred from spectral and time-resolved photoluminescence measurements around a carrier density of $2 \times 10^{10}$ cm$^{-2}$ and temperatures of 12–16 K. An externally applied electric field is employed to tune the dynamics of the transition via the quantum-confined Stark effect. Our results provide evidence of a gradual nature of the exciton Mott transition.
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The Mott transition is a phase transition from an electrically insulating to a conducting state of matter predicted to occur in a system of correlated electrons. Over the past decades, it has been studied in different physical platforms such as semimetals, transition-metal compounds, doped semiconductors, organic salts, cold atomic gases, and superconductors. The transition may also happen in a population of interacting excitons, in which the increase of exciton density or temperature beyond a critical value induce a dissociation of bound excitons into a population of free electrons and holes. The exciton Mott transition in two-dimensional systems has attracted particular interest and was found to occur at electron-hole pair densities on the order of $10^{10}–10^{11}$ cm$^{-2}$ and temperatures around 10 K. So far, no consensus regarding the dynamics of the transition has been reached, in particular regarding the question of whether the ionization of excitons occurs abruptly or gradually as a function of the governing parameters, i.e., carrier density and temperature.

Indirect excitons (IXs) in coupled quantum wells (CQWs) have proven to be an attractive platform for uncovering fundamental quantum effects. The IX is composed of an electron and a hole residing in different quantum wells separated by a potential barrier. The small spatial overlap between the quasi-particles leads to a long radiative lifetime of the IX compared to a spatially direct exciton. Long-lived IXs can reach a thermodynamic equilibrium with the cold lattice allowing the study of coherent many-particle effects. Due to their rich and highly tunable properties, IXs have become an important platform for studying excitonic transport, cold gas condensation, low-threshold lasing, terahertz generation, and optical refrigeration. The exciton Mott transition with IXs has so far been observed in photoluminescence (PL) spectroscopy from the spectral shape and energy shift of the excitonic peak. The complexity of this multi-body phenomenon has, however, limited its understanding to mostly a qualitative level. Among many open questions, the dynamics of the transition is particularly unclear. In Refs. the transition was found to occur gradually by THz or time-resolved photoluminescence spectroscopy, whereas Stern et al. reported an abrupt phase transition. Theoretical predictions have reached no consensus either.

In the present paper we study the exciton Mott transition in InGaAs/GaAs/InGaAs 9/5/9 nm CQWs, cf. Appendix A for further information about the sample. We find that the insulating and conducting populations emit at different energies and are easily resolved spectrally. We observe a gradual ionization of the excitonic peak with increasing excitation intensity and temperature as shown in Fig. (c), which plots the ratio between the PL stemming from bound excitons and the total integrated PL. The data presented in Fig. (c) are modelled remarkably well by a two-dimensional distribution as shown in Fig. (d). The model demonstrates that the transition observed in the experimental data behaves very close to the ideal scenario forecasted by Mott, in which pumping intensity and temperature play a paramount yet independent role in the dynamics of the transition. Four characteristic parameters describing the transition are extracted. In the limit of low exciton density, the transition occurs at a temperature of $T_M = 16.1$ K and a rate of $\Gamma_T = 1.4$ K$^{-1}$. Conversely, in the limit of low temperatures, the transition is observed at an excitation intensity of $I_M = 7$ W/cm$^2$ and a rate of $\Gamma_T = 2.7$ cm$^2$/W. While previous studies of the exciton Mott transition were rather experimentally involved, requiring pump-probe techniques, magnetic fields and special quasi-resonant pumping conditions, our work provides a simple and direct demonstration of this fun-
Fig. 1. The Mott transition of indirect excitons. (a) An exciton gas (left) is ionized into an EH(electron-hole)-plasma (right) as the exciton density or temperature is increased as sketched. The holes (electrons) are illustrated as light blue (black) spheres. (b) Band diagram and indirect transition of the CQWs. (c) The experimental phase diagram: the exciton intensity relative to the total intensity as a function of the incident (inc.) pumping intensity and the temperature. (d) The data in (c) are modelled by a statistical distribution function, see the main text for details. Contours of the relative exciton intensity of 0.2, 0.5, and 0.8 are indicated by the black lines.

Two key quantities govern the Mott transition — excitation intensity and temperature. At low temperature and pumping power, the photo-generated carriers form hydrogen-like bonds due to their electrostatic attraction, i.e., excitons, which is reproduced in the data of Fig. 1(a). Increasing the pumping power at a fixed temperature results in more excitons being ionized, which screen the electrostatic interaction between the remaining excitons, thus facilitating the ionization of more excitons \( \mathcal{N}_X \). This is described as a gradual enhancement of the plasma contribution, cf. Fig. 1(c). A continuous blueshift of the emission is observed with increasing pumping power because the electric field in the CQWs is screened by the indirect charge carriers.

Exciton ionization is also expected to occur with increasing temperature at a fixed pumping power. At low temperatures, the excitonic gas has a lower thermal energy than the typical binding energy of the IXs \( \mathcal{E}_b \). With increasing temperature, free electrons and holes facilitate the ionization of the excitons until the Coulomb bonds are broken. This can be seen in our data as a continuous decrease of the excitonic signal with temperature, cf. Figs. 1(b) and (d). The exciton PL redshifts with increasing temperature in accordance to Varshni’s law, whereas the behavior of the plasma peak is somewhat peculiar because its spectral position is almost independent of temperature. The latter may be a consequence of a subtle interplay between the blueshift induced by screening effects and the redshift of Varshni’s law. We model the spectrum with a sum of two Voigt functions, which take into account homogeneous and inhomogeneous broadening mechanisms \[ \mathcal{E}_b \]. The resulting distributions are separated by 3.5–8 meV, which is comparable to the IX binding energy \( \mathcal{E}_b = 3.8 \text{ meV} \) calculated using the numerical method presented in Ref. 38.

Fig. 2. Investigation of the exciton Mott transition as a function of excitation intensity and temperature. (a) Spectra of the IX taken at different incident intensity for a constant temperature of 12.5 K. At low powers the PL stems mainly from excitons, which is gradually overtaken by the EH-plasma at larger carrier densities. (b) PL of the IX as a function of temperature for a constant excitation intensity of 1 W/cm\(^2\). As the temperature is increased, the excitons are ionized into free carriers. (c)–(d) Ratio between the PL stemming from the exciton resonance and the total PL extracted from (a) and (b).
Other mechanisms, such as an interplay of bound and free excitons, are ruled out, see Appendix C.

We have recorded the dynamics of the Mott transition for several excitation intensities \( I \) and temperatures \( T \). For every phase-space configuration, the relative exciton intensity \( \eta_X(I, T) \) is computed as the ratio between the integrated exciton PL \( I_X(I, T) \) and the total integrated PL \( I = I_X + I_{EH} \). The resulting phase diagram is plotted in Fig. 3(c), which shows a gradual transition across the entire phase space. To acquire a quantitative understanding about the transition, we model the data in Fig. 3(c) with a phenomenological two-dimensional logistic distribution. The cumulative function \( \eta_X \) takes the form

\[
\eta_X = \left[ 1 + e^{\Gamma_I(I-I_M)} \right]^{-1} \left[ 1 + e^{\Gamma_T(T-T_M)} \right]^{-1}, \tag{1}
\]

where \( I_M, \Gamma_I, T_M, \Gamma_T \) are four numerically adjusted parameters whose values have been reported above. The boundary of the transition corresponds to \( \eta_X = 0.5 \) and is visualized in Fig. 3(d). A good reduced \( \chi^2 \) of the fit of 1.24 is obtained. Based on the extracted parameters, 80\% of the transition occurs over a temperature interval \( \Delta T = 3.1 \text{ K} \), and an intensity interval \( \Delta I = 1.6 \text{ Wcm}^{-2} \). A fundamental property of the Mott transition is that the two governing parameters, \( I \) and \( T \), play an independent role in the dynamics of the transition. To check whether this property is reflected in the data, we generalize Eq. \( \eta_X \) to include correlations by performing the substitution \( \Gamma_I \rightarrow (1-\xi)^{-1}(\Gamma_I+\xi \Gamma_T) \) and analogously for \( \Gamma_T \) in the probability distribution \( \rho_X = \partial^2 \eta_X / \partial T \partial I \), where \( \xi < 1 \) is the correlation factor. The resulting fit reveals a negligible correlation \( \xi < 0.05 \), which implies that \( I \) and \( T \) drive the transition independently and is in agreement with Mott’s prediction.

The characteristic parameter of the Mott transition is the critical exciton density \( n_c \) at which the phase transition occurs. We define \( n_c \) as the total carrier density at which the amount of PL stemming from the exciton and EH-plasma peaks is the same. An equal intensity results in a roughly equal density of the two species, i.e., \( \eta_X = 0.5 \). The critical density \( n_c \) is estimated using a plate-capacitor model \[40\], which relates the exciton energy shift \( \Delta E \), the distance between the opposite charges \( d \), and the exciton density as \( n_c = \Delta E \epsilon_r \epsilon_0 / (\epsilon^2 d) \), where \( \epsilon \) is the elementary charge, \( \epsilon_r \) is the relative dielectric constant and \( \epsilon_0 \) is the vacuum permittivity. In the simplest approximation, \( d \) can be taken as the distance between the centers of the two quantum wells \( d \sim 14 \text{ nm} \). From the measured IX energy shift we obtain a critical exciton density of \( n_c = 2.3 \times 10^{10} \text{ cm}^{-2} \) at \( T = 12.5 \text{ K} \). We note that, as discussed by Ben-Tabou de-Leon et al. \[11\] the capacitor formula underestimates the exciton density by around 50\% at densities of the order of \( 10^{10} \text{ cm}^{-2} \). An additional procedure is therefore used to estimate \( n_c \) based on a steady-state optical absorption of the CQWs \[22\]. We employ the model to calculate the CQWs absorption coefficient \( \alpha = 1.2 \times 10^4 \text{ cm}^{-1} \), which allows estimating the number of absorbed photons per time \( N_{abs} \) in the CQWs of thickness \( L \) yielding \( N_{abs} = \frac{P_I}{\alpha L} (1-e^{-\alpha L}) \), where \( P_I \) is the pumping power and \( \omega \) the corresponding frequency. The radiative lifetime of the IX \( \tau_X \) and the measured emission area \( A_{eff} \) are used to obtain \( n_c = \frac{P_I}{\alpha L} \frac{1}{\gamma X} (1-e^{-\alpha L}) \gamma X \), which results in \( n_c \sim 1.2 \times 10^{10} \text{ cm}^{-2} \) at 12.5 K. The two independent estimates of \( n_c \) differ by a factor of about two, which is likely caused by the fact that excitons with high in-plane momentum are optically dark and are not captured by the linear absorption method. We therefore employ the value of \( n_c \) calculated by the plate-capacitor model, which agrees well with estimates for GaAs/AlGaAs and InGaAs/GaAs QWs reported in literature \[12\]–\[15\].

To complete the picture of the exciton Mott transition, we provide a density-temperature phase diagram of the transition in Fig. 3(a). The phase boundary is defined by the critical density \( n_c \), which divides the diagram into two regions with exciton- or EH-plasma-dominant populations. The boundary can be well approximated by a linear dependence \( n_c = \beta T + \gamma \) with \( \beta = -0.137 \text{ cm}^{-2} \text{K}^{-1} \) and \( \gamma = 4 \times 10^{10} \text{ cm}^{-2} \). The diagram partially agrees with the theoretical prediction from Refs. \[18\] and \[43\]. In Ref. \[18\] the relative fraction of excitons in a GaAs quantum well is calculated using the mass-action law in equilibrium and the static screening approximation, whereas Ref. \[18\] uses a Green-function formalism to calculate the phase diagram for CQWs. The picture is qualitatively similar in both works with an insulating state of excitons in the regime of low temperature and low density and a transition into the electron-hole plasma with an increase in one of the key parameters. Our results map out a rather restricted part of the suggested phase diagrams where the phase boundary is approximately linear. The limits of the phase boundary curve can be compared to theory using the model presented in Ref. \[18\]. For our CQWs, with a binding energy of the IX of 3.8 meV and an exciton Bohr radius of 14 nm, the exciton Mott transition is predicted to occur between 8.8–15.5 K and 1.5–5 × 10^{10} cm^{-2}, which is in good agreement with our experimental phase diagram. Additionally, we compare the phase-boundary curve with the theoretical boundary presented in Ref. \[43\] and find that at the density of 2 × 10^{10} cm^{-2} the critical temperature for the Mott transition is 6–7 K lower than the values we measure \[44\].

Overall, the data are in good quantitative agreement with the theoretically predicted phase boundaries, but we do not observe a sharp boundary between the insulating and the metallic states. Instead, a gradual ionization of excitons occurs, which is consistent with the prediction of a continuous reduction of the exciton binding energy associated with the Mott transition \[20\]–\[23\].

The exciton binding energy can be extracted from the PL measurements. We extract the energy differ-
We study the exciton Mott transition in In$_{0.13}$Ga$_{0.87}$As/GaAs/In$_{0.13}$Ga$_{0.87}$As 9/5/9 nm CQWs grown by molecular-beam epitaxy and embedded in the intrinsic region of a p-i-n diode. The sample structure is shown in Fig. 4. Ohmic contacts are deposited on the doped GaAs layers allowing for electric-field application. For optical measurements, the sample is cooled to cryogenic temperatures. The temperature is measured by a calibrated Cernox sensor with an uncertainty of 4 mK mounted next to the sample on the base plate and thermally anchored to avoid temperature offset due to heat load. Generally, the Cernox sensor provides a more accurate measurement of the sample temperature than measurements with the built-in sensor, which is usually mounted close to the cold finger, but does not capture additional deviations of the actual sample temperature due to laser heating and different thermal contact to the base plate.

For the optical measurements, a continuous-wave Ti:sapphire laser beam tuned to a wavelength of 850 nm is focused to a spot of 13.5 µm$^2$ via an objective of NA = 0.25, which is used to excite the sample from the top. This corresponds to excitation into a quasi-continuum of confined states of the CQWs. The PL from the CQWs is collected through the same objective, guided in free

**APPENDIX A: SAMPLE STRUCTURE AND EXPERIMENTAL DETAILS**

Fig. 3. (a) Density-temperature phase diagram of the exciton Mott transition. The critical exciton density $n_c$ is estimated for each temperature (data points). Two regions are distinguished where either the insulating excitons or the metallic plasma dominates. The black dashed line is a linear fit, $n_c = \beta T + \gamma$. (b) Binding energy of the IX across the Mott transition extracted from the data shown in Figs. 2(a) and (b). As the carrier density $n$ is increased, the binding energy of the IX is reduced due to screening of the Coulomb interaction (left panel). At a carrier density of $1 \times 10^{10}$ cm$^{-2}$ and at 12.5 K, the binding energy $E_b$ is 6.5 meV and becomes larger with increasing temperature (right panel). The error bars are calculated from the fitting errors of the centers of the exciton and EH-plasma distributions. Inset: PL spectrum fitted with a sum of two Voigt functions, where the distance between the peaks yields $E_b$. 

In our experiment. A surprising feature is observed in the temperature dependence, cf. right panel in Fig. 3(b), where the binding energy is found to increase significantly. This may be caused by a reduced amount of screening due to the enhanced thermal energy of charge carriers as predicted by the theory in Ref. [17].

In summary, we have observed the excitonic Mott transition in CQWs and found a gradual ionization of the excitons with carrier density and temperature. We mapped the exciton-density-temperature phase diagram, which exhibits signatures of a second-order phase transition resulting in a phase coexistence [19–21]. Our analysis of the phase diagram led to the conclusion that temperature and carrier density trigger the Mott transition as independent parameters. We suggest that our observation of the Mott transition in PL experiments without magnetic fields or sophisticated techniques is made possible by the long exciton lifetime in the CQWs, which allows an efficient thermalization and the creation of a cold and coherent exciton population.

We gratefully acknowledge Ataç İmamoğlu for fruitful discussions. We thank the Lundbeck foundation, the Danish council for independent research (Natural Sciences and Technology and Production Sciences), and the European Research Council (ERC Consolidator Grant ALLQUANTUM) for the financial support.
space to a spectrometer with a resolution of 50 pm and detected by a cooled charge-coupled-device camera. The IX emission area is measured by exciting the sample at a constant position and collecting the PL from many different positions along a line, defined by a galvanometer mirror deflection. A picosecond pulsed diode laser with a repetition rate of 2.5 MHz at 785 nm is used for the time-resolved measurements. The signal is detected by an avalanche silicon photodiode.

**APPENDIX B: DIRECT AND INDIRECT TRANSITIONS**

Here we present the basic electronic and optical properties of the CQWs. The band diagram is evaluated numerically using a routine that solves the single-particle effective-mass Schrödinger equation with a tunneling resonance technique [47] for an arbitrary potential distribution (the band parameters are taken from Ref. [48]). Radiative and non-radiative lifetimes as well as absorption coefficients are calculated using Fermi’s golden rule. It is sufficient to account for the first three eigenstates of electrons (e1, e2, e3) and heavy holes (h1, h2, h3), cf. Fig. 5(a). The electric field renders the ground-state wavefunctions of electrons, e1, and holes, h1, localized in opposite quantum wells, which results in the formation of a spatially indirect transition. Another indirect transition e1 → h2 is optically weak and is not discussed further. The relevant excited states of the CQWs are the spatially direct transitions e1-h3 and e2-h1.

To identify the direct and indirect transitions, we study the PL as a function of the applied bias voltage, cf. Fig. 5(b). The spectral position of the direct transitions is nearly independent of the bias as expected for a DX with negligible static dipole moment [38]. Above 40 kV/cm the DX becomes indirect and responsive to the electric field. The IX has a large permanent dipole moment determined by the distance between the quantum wells of about 14 nm. The recombination energy of the IX depends linearly on the applied field and can be tuned significantly [22, 25, 49]. We compare the measured IX and DX peak shifts with our theoretical model and find good agreement, cf. Fig. 5(b). The discrepancy at large forward bias might be caused by the resistance of the ohmic contacts, which results in a parasitic voltage drop in the contacts. Time-resolved measurements confirm that IXs are long lived with a lifetime $\tau_{IX} = 59$ ns, cf. Fig. 5(b). Under these conditions, the radiative lifetime of the IX is much longer than the typical IX thermalization time of a few nanoseconds [50]. The IXs therefore establish a thermodynamic equilibrium with the cold crystal lattice, which allows the study of low-temperature collective effects such as the Mott transition.

We perform time-resolved measurements on the two species populating the indirect transition to study their decay dynamics. The measurements are recorded at two spectral positions corresponding to the central emission frequency of the two populations, cf. the inset of Fig. 6. We observe a faster decay of electron-hole plasma at a rate of $6.6 \mu s^{-1}$, whereas the excitons decay at a rate of $4.6 \mu s^{-1}$. A similar behavior of the mobile excitons and the free carriers has been observed in previous work on GaAs and InGaAs quantum wells, but with the lifetime of both types of population on the order of a nanosecond [14, 51].

**APPENDIX C: RULING OUT OTHER POSSIBLE MECHANISMS**

Since the excitonic Mott transition occurs in a solid-state environment, which hosts a plethora of physical phenomena, it is essential to rule out alternative mechanisms that could have explained our data. A common practice in literature is to analyze PL spectra on
Fig. 5. Energy structure and the relevant optical transitions of the CQWs. (a) The band diagram at an external bias voltage of 19 kV/cm at which the Mott transition is observed. The first three electron (e1, e2, e3) and hole (h1, h2, h3) energy levels and squared wavefunctions are shown. The indirect-exciton PL originates from the e1 → h1 (red arrow) transition, while the direct excitons originate from e1 → h3 and e2 → h1 (black arrows). (b) Measured emission energy of DX2 (black circles) and the IX (red triangles) versus electric field at an excitation intensity of 545 W/cm², which agrees very well with the theoretical predictions (solid lines). Inset: the IX decay dynamics recorded at a pumping intensity of 319 W/cm² and an electric field of 19 kV/cm.

A mechanism resulting in a somewhat similar PL spectrum is the interplay of localized and free excitons [53, 54]. The localized excitons are caused by doping impurities or fluctuations in the quantum-well thickness [53, 55, 56], which form random localized traps for the excitons. In typical quality samples these traps are saturated with relative ease due to Pauli blocking [53, 54] at carrier densities of the order of 10^9 cm⁻² below 2 K [57, 58], and at even lower densities at higher temperatures [59]. In our measurements, however, the low-energy peak does not reach saturation even at carrier densities of the order of 10^11 cm⁻². Additionally, sharp features are expected in the PL spectrum due to the spectrally narrow density of states of the trapping sites [53, 56]. In our case, no such features or changes in the structure are present in the spectrum even at the smallest excitation intensities corresponding to the exciton PL intensity (a.u.)

Fig. 6. Time-resolved decay dynamics of excitons (red dots) and EH-plasma (blue triangles) taken at a pumping intensity of 1 W/cm² under 19 kV/cm applied bias. The curves are fitted well by a single (excitons) or double (EH-plasma) exponent (black solid lines). Inset: the corresponding spectrum of the indirect transition under pulsed excitation. The red dot and blue triangle denote the two spectral positions probed by the time-resolved measurement.

A semilogarithmic scale [16, 52]. The signature of EH-plasma in direct quantum wells is considered an exponentially decaying high-energy tail of the PL peak. Our measurements show a much more pronounced plasma feature than in direct QWs, which, unlike in direct quantum wells, is probably caused by an efficient thermalization of charge carriers. We show power-dependent PL spectra of CQWs and the corresponding fits in Fig. [7]. The EH-plasma contribution is significant at all excitation intensities, and its lineshape is well reproduced by a Voigt function, see Figs. [7a] and (c). The plasma dominates the PL emission at higher intensities, c.f. Figs. [7b] and (d).
ton density of $5.2 \times 10^9 \text{cm}^{-2}$.

A possible reason for a doublet structure in the spectrum of the indirect transition could be related to quantum wells of different thickness. Due to a finite growth accuracy, the layer thickness might fluctuate by an atomic monolayer (ML). We calculate that a fluctuation of 1 ML results in an energy shift of around 1.5 meV, and 1 ML deviation in the barrier thickness $b$ induces a shift of less than 1 meV. Since the energy difference between the two resonances of the indirect transition varies between 6–10 meV, we conclude that this effect cannot explain our data.

Other possible mechanisms like thermally activated high-energy states are excluded, since the energy difference between the ground state and the first excited exciton state is much larger than the spectral separation of the indirect doublet.

Fig. 7. PL spectra of CQWs (purple line) acquired at an electric field of 19 kV/cm shown on a linear and semilogarithmic scale for an excitation intensity of 0.7 W/cm$^2$ (a), (c) and 47 W/cm$^2$ (b), (d), respectively. The IX peak is fitted with a sum of two Voigt functions (green line), where the excitonic (EH-plasma) contribution is depicted in red (blue). The peak at high energies stems from the direct exciton.
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