Selection of landslide affecting factors based on strong association analysis
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Abstract: The performance of models in landslide susceptibility mapping largely depends on the selection and combination of affecting factors. The Apriori algorithm proposed in this paper is a factor selection method of strong association analysis, which can select the factors that are most likely to induce landslides from 15 affecting factors. Then combine the origin and optimized factors to build the prediction model of landslide susceptibility by support vector machine (SVM) in machine learning. Afterwards, we verifying the landslide points in the dataset to measure the accuracy of the model. Ultimately, ROC curve was adopted to evaluate the prediction results of the two models. The result reveals that the model based on the combination of optimized factors (AUC 1=0.930) is superior to that based on 15 affecting factors (AUC 2=0.898).

1. Introduction
Jiuzhaigou Valley Scenic and Historic Interest Area is a world natural heritage[1]. At 21:19:46, August 8, 2017, the MS7.0 earthquake occurred in Jiuzhaigou County, Sichuan Province, causing a host of landslides[2]. In order to avoid more hazards caused by landslides, it is indispensable to evaluate the prone areas of landslides[3]. When mapping landslide susceptibility, the random selection of factors may bring the noise[4]. In this paper, we propose to use Apriori algorithm for combination optimization of landslide affecting factors, this algorithm can fully consider the correlation between factors, so as to select the affecting factors objectively and combine factors with better prediction effects[5].

2. Study area and Materials

2.1 Study area
Jiuzhaigou Valley Scenic and Historic Interest Area, situated in Aba Prefecture, Sichuan Province, China, 103°46-104°4′E, 32°54′-33°N, covers an area of 651.34 m² (Figure 1). Since the Quaternary, the strong tectonic movement in this region has led to frequent regional seismicity[6].
2.2 Data Preparation
To build a landslide inventory map, we collected 136 landslide points by visual interpretation of remote sensing images and field surveys. Through statistical analysis, we found that the area of these landslides is mostly below 30m, so in figure 1 we use points to represent them.

Based on a large amount of data and related papers[7-9] we selected a total of 15 affecting factors (Figure 2). All factors were processed with ArcGIS 10.5 and resampled to the same resolution as the Digital Elevation Model (DEM):30 m. The digital elevation model data was derived from the Geospatial Data Cloud (http://www.gscloud.cn/).
3. Methods

The main technical flow chart is as follows: (i) Extract relevant affecting factors and reclassify them respectively. (ii) Coding the factors and using the Apriori algorithm to analyze the association rules. (iii) Select factors based on the strong association rules obtained. (iv) Using SVM model for landslide susceptibility mapping. (v) Model comparison and correlation factor analysis.

3.1 Landslide affecting factors selection using Apriori

The steps of the algorithm are as follows: (i) Generate a list of datasets for all individual items (i.e. categories of landslide affecting factors). (ii) Scan the dataset and then calculate the support. The set less than the min. support is removed. (iii) Combine the remaining collections, generate a set of items with two elements, rescan the dataset, and remove the item set less than the min. support, repeating the step until all item sets are removed. (iv) Generate association rules based on frequent itemsets. (v) Calculate the confidence and lift of the association rule, and the association rule less than the min. feasibility or the lift less than 1 is removed.

The A=>B support is expressed as follows:

\[ S_{A=>B} = \frac{|T(A \cup B)|}{|T|} \]  

(1)

And the A=>B confidence is expressed as:

\[ C_{A=>B} = \frac{|T(A \cup B)|}{|T|} \]  

(2)

Lift is defined as:

\[ L_{X=>Y} = \frac{|T(A \cup B)|}{|T(X)|} \cdot \frac{|T(Y)|}{T} \]  

(3)

where \(|T(A \cup B)|\) is the number of occurrences of the item set A=>B in the landslide record. \(|T(x)|\) is the number of occurrences of a certain landslide affecting factor in the landslide record. T is the total number of landslide records. We assumed that the factor with high predictive power appeared more frequently in the landslide records and harbored the idea that the factors appearing in obtained association rules were the optimal landslide affecting factors[10].

3.2 Landslide susceptibility models

The SVM for regression was proposed in 1996 by Vapnik. To solve a non-linear problem, three kernel functions have been introduced commonly[11]. The Radial Basis kernel Function (RBF) is defined as:

\[ K(x_i, x_j) = e^{-\gamma(x_i, x_j)^2} \]  

(4)

The probability of a landslide was estimated by the model output (between 0 and 1) in each grid cell.
3.3 Model assessment and comparison
The confusion matrix shown is a commonly used tool for evaluating model performance in machine learning, and simultaneously is widely used in the evaluation of landslide models. The sensitivity can be used to measure whether the model can classify positive categories correctly, which means there will be landslides, while the specificity measures whether the ability to correctly classify negative classes, which means there will be no landslides.

The ROC curve can represent changes in sensitivity and specificity as the threshold changes, the average performance value of the model can be measured by the area under the curve AUC. Consequently, in this paper the AUC value was used to objectively evaluate the model[12].

4. Results and Discussion
4.1 Landslide affecting factors selection
We obtained many strong association rules by setting the support to 0.2, 0.3, 0.4 and the confidence to 0.7, 0.8, 0.9. We iterated through all the generated strong association rules and removed the landslide affecting factors that were absent in the rule set. Thus, 8 factors were obtained which have the strongest correlation with landslides, they are: Lithology, Elevation, SPI, Undulation, Drainage, LT, PGA, DF. As is shown in Table 1, when we consider the case that support is 0.4 and confidence is more than 0.9, these rules indicate that towards a geographic location, if the geographic features of the location meet the above rules, the probability of the landslide is high. Especially when elevation is in class 1, the lithology is in class 7, the SPI is in class 1, the drainage is in class 1 and the undulation is in class 1.

Table 1. The affecting of support and confidence concerning affecting selection

| Support | Confidence | Factor Class                  |
|---------|------------|-------------------------------|
| 0.4     | 1          | Lithology 6                   |
|         |            | Elevation(m) 1: (1894,2501)   |
| 0.4     | 1          | SPI 1: (0,11)                 |
|         |            | Undulation(m) 1: (1,31)       |
| 0.4     | 1          | Lithology 7                   |
|         |            | Drainage(m) 1: < 300          |
| 0.4     | 0.98       | LT 1: water                   |
|         |            | Drainage(m) 1: <300           |
| 0.4     | 0.95       | Undulation(m) 1: (1,31)       |
|         |            | SPI 1: (0,11)                 |
| 0.4     | 0.94       | Drainage(m) 1: <300           |
|         |            | Elevation(m) 1: (1894,2501)   |
| 0.4     | 0.92       | LT 1: water                   |
|         |            | Drainage(m) 1: (1894,2501)    |
| 0.4     | 0.91       | PGA(g) 5: >2.3                |
|         |            | Elevation(m) 1: (1894,2501)   |

4.2 Landslide susceptibility mapping
The origin and the screened factors were used to map the landslide susceptibility, we get the following figures:
4.3 Evaluation and analysis of landslide susceptibility mapping model
As it shows in figure 3, we get a more accurate map to predict the landslides in Jiuzhaigou area when we use the screened factors to build model. The streamlined factor combination is effectively reduced the noise in the result, which can more avoid misjudgement. We use ROC curve to evaluate two models and result shown in figure 4.

![Figure 4. The ROC of the SVM model: AUC 1 is using the optimised factors and the AUC 2 is using origin factors.](image)

5. Conclusions
In this paper, we optimized and reduced 8 landslide influence factors out of 15 based on the Apriori algorithm in the strong correlation analysis method, then use SVM model, adopted to the landslide susceptibility map of Jiuzhaigou Natural Scenic Area. Eventually, the ROC curve was used to evaluate the results of 15 factors combination and the combinations of the factors were optimized by Apriori algorithm. The results demonstrate that the model established by the latter (AUC 1=0.930) performs superior to the model established by the former (AUC 2=0.898). The results of this study can provide...
a reference for the establishment of landslides hazard prediction models in Jiuzhaigou and other places in western Sichuan, safeguard the security of human life, property and ecological environment effectively.
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