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ABSTRACT

Several methods of knowledge distillation have been developed for neural network compression. While they all use the KL divergence loss to align the soft outputs of the student model more closely with that of the teacher, the various methods differ in how the intermediate features of the student are encouraged to match those of the teacher. In this paper, we propose a simple-to-implement method using auxiliary classifiers at intermediate layers for matching features, which we refer to as multi-head knowledge distillation (MHKD). We add loss terms for training the student that measure the dissimilarity between student and teacher outputs of the auxiliary classifiers. At the same time, the proposed method also provides a natural way to measure differences at the intermediate layers even though the dimensions of the internal teacher and student features may be different. Through several experiments in image classification on multiple datasets we show that the proposed method outperforms prior relevant approaches presented in the literature.

Index Terms— Model compression, knowledge distillation, deep learning

1. INTRODUCTION

In terms of recognition accuracy, the best deep learning models in image classification typically have a very large number of parameters, on the order of several million trainable weights and biases, as well as several dozens of convolutional layers. Such large and deep learning models, even though they are accurate, make them difficult to be deployed directly in memory- and compute-constrained environments such as mobile devices, and other embedded systems. Neural network compression methods try to solve this problem by compressing large models to small ones without seriously compromising the performance. They mainly fall into multiple categories including pruning \cite{1,2,3,4}, factorization \cite{5,6}, and knowledge distillation \cite{7}. In this paper, we focus on knowledge distillation, which is used to transfer knowledge from a large neural network, called the teacher, to a smaller and/or shallower neural network, called the student, both trained for the same task. We consider the common task of image recognition in this paper – given an image, the classifier maps the image to one of $K$ predefined categories. The teacher is trained first using the usual cross-entropy loss. For training the student, both the cross-entropy loss and certain knowledge distillation loss terms are employed. The specific distillation loss function is up to the particular distillation method used. The effectiveness of a method can be evaluated in terms of the student performance, applicability to a large class of teacher-student pairs, and ease of implementation.

In this paper, we propose a novel method of knowledge distillation by employing auxiliary classifiers at intermediate layers of the teacher and student networks, and use KL divergence \cite{8} loss between the auxiliary classifier outputs as additional loss terms for training the student. This method is simple to implement and readily applicable even in cases where the number of feature dimensions of the student and teacher at the intermediate layers are different. As we will show in the experiments, the proposed algorithm outperforms existing related knowledge distillation methods.

2. RELATED WORK

In this section, we provide a brief review of closely related knowledge distillation methods. For a more comprehensive treatment of neural model compression techniques, we refer the reader to the survey by Cheng et al. \cite{9}. The earliest ideas in knowledge distillation came from Bucilua et al. \cite{10} and Hinton et al. \cite{7}. They proposed an effective framework for transferring knowledge from a teacher to a student network by using the KL divergence between the teacher and student outputs as an additional loss function for training the student. This is now a standard loss term used in all knowledge distillation methods, and it usually referred to as “KD” loss, and we will use the same terminology here. The KD loss only takes into account the discrepancy between the outputs of the teacher and student. The focus of subsequent research has been to design loss functions that can further exploit the information from intermediate layers, in addition to the outputs. We discuss the main works here. Romero et al. designed FitNet \cite{11} where the Euclidean distance between the teacher and student features are used as the loss function. In order to match feature sizes, the authors use additional non-linear
layers to map both sets of features to the same number of dimensions, which is an additional hyperparameter. Park et al. proposed Relational Knowledge Distillation (RKD) [12] where only pairwise relationships computed among teacher and student features separately and batch-wise are encouraged to be similar, rather than the features themselves. Peng et al. [13] proposed computing correlations among instances for both teacher and student features and using a loss function that minimizes the difference of these correlations between teacher and student. More recently, Tian et al. [14] designed an approach using contrastive learning called CRD. Here, for each teacher and student pair corresponding to the same image, known as a “positive” pair, a large set (tens of thousands) of “negative” features derived from different images are stored in memory. The loss function encourages the positive pair to come closer while pushing the negative pairs apart. We consider this idea to be complementary to all the other methods such as FitNet and KD, where only the positive pairs are used for training without need for a large memory bank to store the negative features. Also related is the work by Szegedy et al. [15] who used auxiliary classifiers for the task of image classification. We employ them here in a novel fashion for the task of model compression via KD.

3. MULTI-HEAD KNOWLEDGE DISTILLATION

Deep convolutional neural networks typically consist of multiple convolutional (conv) units with normalization and non-linear layers followed by a fully-connected classifier. Consider a convolutional layer, parameterized by a 4D tensor $\Theta \in \mathbb{R}^{C_o \times C_i \times kH \times kW}$, where $C_o, C_i, kH, kW$ are the number of output channels, input channels, height, and width of the conv kernel, respectively. It will produce a feature of size $\mathbb{R}^{C_o \times H \times W}$, where $H, W$ are the height and width of the feature. For knowledge distillation in the intermediate layers, the central problem is to build a loss function between the teacher’s feature $f_T$ and the student’s feature $f_S$. Note that in practice, $f_T$ can be of a different size from $f_S$ because of different network architectures (such as different $C_o, H, W$) and any distillation method for the intermediate layers should overcome this problem.

3.1. Auxiliary classifier head architecture

In order to better measure the differences between teacher and student features, we introduce auxiliary classifier heads, denoted by $H$. Specifically, for a feature of size $\mathbb{R}^{C_o \times H \times W}$, a small classifier made up of $N_c$ convolutional layers and $N_f$ fully-connected layers is connected to the feature’s layer. The output dimension of this small classifier is the same as the final output of the teacher and student networks, namely, the number of classes $K$ and the KL divergence is used as the measure of dissimilarity. For a chosen intermediate layer, we add an auxiliary classifier head for both the teacher and the student which takes in features from that layer and maps them to a probability distribution over $K$ classes. This is illustrated in Figure 1. As the parameters of the auxiliary classifier are learned, an immediate dilemma is that a well-trained classifier will make the teacher-student discrepancy much smaller after the mapping even though the true discrepancy can be large before the mapping. Neural networks with enough capacity are universal approximators [16], therefore, we need to restrict the capacity of the auxiliary classifier. In our experiments, we employ $N_c = 2, N_f = 2$ with 256 kernels of size $3 \times 3$ in the convolutional layers. The convolutional units contain batch-normalization and the ReLU non-linearity. The proposed additional classifier heads are simple in design yet we will show that the proposed method based on them can outperform the baselines significantly. An important point to note here is that, the teacher and student features are automatically mapped to the same number of dimensions as both the teacher and student classifier heads both map to $K$ classes, and thus, the number of dimensions in the common space is no longer a hyperparameter, unlike the case in FitNet [11].

**Loss functions.** (1) The loss function for the teacher’s classifier head $H_T$ is simply the cross-entropy between the classifier logits $H_T(f_T)$ and the one-hot label $y$. (2) For the student’s classifier head $H_S$, the KL divergence between the teacher and student outputs is applied with the cross-entropy loss. This loss form is the same as [7], but applied at the intermediate layers using $H_T$ and $H_S$. Then we have the one-head KD (OHKD) version of our proposed algorithm,

$$L_{KL} = D_{KL}(\frac{H_T(f_T)}{\tau}, \frac{H_S(f_S)}{\tau}) \ast \tau^2,$$

$$L_{OHKD} = \alpha L_{KL} + (1 - \alpha) L_{CE}(y, H_S(f_S)),$$
Table 1. Results on CIFAR-100 test set. Our results are obtained using 3 runs with different random initialization of the parameters with mean and (std) of test set accuracies reported. The best results are in bold and second best underlined. All the results except those of our method are taken from the CRD paper [14]. FitNet, CC, RKD and CRD employ the KD loss [7] as part of the loss function. We can easily see that MHKD outperforms all comparable baselines.

| Teacher | Student | Compression (%) |
|---------|---------|-----------------|
| WRN-40-2 [17] | WRN-16-2 | 68.81 |
| ResNet110 [18] | ResNet20 | 70.00 |
| VGG13 [19] | VGG8 | 58.10 |
| VGG13 MobileNetV2 [20] | 92.82 |
| ResNet32x4 ShuffleNetV2 [21] | 83.22 |

| Teacher baseline | Student baseline |
|------------------|-----------------|
| 74.92            | 70.77 |
| 75.12            | 70.77 |
| 75.09            | 70.77 |
| 74.89            | 70.77 |
| **MHKD (ours)**  | **75.89 (0.26)** |
| **75.06 (0.24)** | **73.96 (0.19)** |
| **69.11 (0.12)** | **76.34 (0.24)** |
| CRD [14]         | **75.64 (0.21)** |
| **75.89 (0.10)** | **74.37 (0.26)** |
| **70.21 (0.19)** | **76.47 (0.21)** |

where \( D_{KL} \) stands for the KL divergence; \( \tau \) is the temperature parameter introduced in the original KD method [7] to smooth the probability; \( L_{CE} \) denotes the cross-entropy loss; \( \alpha \) is the weight to balance the two loss terms. All the classifier heads are joint trained with the original KD process. At test time, these auxiliary heads are removed.

3.2. Multi-Head Knowledge Distillation (MHKD)

The above-described auxiliary heads can be repeated at multiple intermediate layers, which gives us the complete proposed multi-head knowledge distillation method. Multi-head scheme introduces deeper supervision than the one-head counterpart does, which we show to be beneficial to the student learning. When applied at \( D \) different layers (see Figure 1), the total loss for training the student is given by

\[
L_{MHKD} = \beta \sum_{j=1}^{D} L_{OHKD}^{(j)} + L_{KD},
\]

where \( L_{KD} \) is the original KD loss [7] (made up of the cross-entropy and KL divergence losses), applied at the final outputs of the networks; \( \beta \) is a multiplier to balance to two loss terms. How to pick layers to enforce the proposed algorithm can be tricky as there can be hundreds of layers in a modern deep neural network. In practice, such networks are typically designed with multiple units/stages (layers in the same unit have feature maps of the same spatial size) such as VGG [19], ResNet [18], and Wide-ResNet [17]. In our method, the auxiliary classifier heads are added at the end of these units (shown in Figure 1) so that they span the whole network evenly.

4. EXPERIMENTAL RESULTS

In this section, we evaluate our approach on two real-world datasets CIFAR-100 [22] and SVHN (Street View House Numbers) [23]. CIFAR-100 consists of 60,000 32 × 32 color images of 100 classes, among which 50,000 are employed for training and 10,000 for testing. SVHN consists of over 600,000 32 × 32 color images of 10 classes. We employ the standard pre-processing procedures (random crop and horizontal flip) for data-augmentation. We compare our method with popular methods – FitNet [11], CC [13], and RKD [12] as they focus on the same topic of bridging intermediate feature size mismatch in KD as we do. The networks we evaluate in this work have at least three units (see Figure 1), so we apply our method at the end of the first three units, i.e., \( D = 3 \) in Eq. 2. For every setting, we randomly run each experiment three times and report the mean and standard deviation of accuracies obtained on the test set. The code and trained models will be made publicly available.

4.1. CIFAR-100

We adopt the same hyperparameters for training all the networks – SGD optimizer with a batch size of 64, initial learning rate of 0.05 reduced by \( \frac{1}{10^5} \) after epochs 150, 180, 210. The models are trained for a total of 240 epochs. The temperature \( \tau = 4 \), loss weight \( \alpha = 0.9 \) (Eq. 1), \( \beta = 0.5 \) (Eq. 2). We evaluate our approach with five different teacher-student pairs with the student networks having 58 − 93% fewer weights than the corresponding teacher networks. On two of them, the teacher and student also have different architecture types.

The results are shown in Table 1. The teacher and student baseline accuracies are obtained with the original cross-entropy training, i.e., no distillation loss is used. First, the proposed MHKD approach consistently outperforms the original KD method [7]. This shows the intermediate supervision indeed helps the student training across different networks. Second, compared to the other relevant methods (FitNet [11], CC [13], RKD [12]), our scheme is more accurate. Notably, for several pairs (e.g., VGG13/MobileNetV2,
to those in the CIFAR-100 case. Here, we use a batch size
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loss weight $\beta$.
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Table 2. Comparison of one-head scheme vs. multi-head scheme in the proposed approach on CIFAR-100. The best results of
our method are in bold and second best underlined.

| Teacher/Student | KD [7] | FitNet [11] | CC [13] | RKD [12] | Head-1 | Head-2 | Head-3 | Head-1+2+3 |
|-----------------|--------|-------------|--------|----------|--------|--------|--------|-----------|
| WRN-40-2/WRN-16-2 | 74.92  | 75.12  | 75.09 | 74.89 | 75.27 (0.27) | 75.16 (0.15) | 75.00 (0.35) | 75.28 (0.26) |
| VGG13/VGG8 | 72.98  | 73.22 | 73.04 | 72.97 | 73.63 (0.29) | 73.76 (0.12) | 73.32 (0.21) | 73.96 (0.19) |

Table 3. Results on SVHN test set. Our results are obtained using 3 runs with different random initialization of the parameters
with mean and (std) of accuracies reported. The best results are in bold and second best underlined.

| Teacher/Student | WRN-40-2 [24] | WRN-16-2 | ResNet56 [18] | ResNet20 | VGG13 [19] | VGG8 | MobileNetV22 [20] | VGG13 | ShuffleNetV22 [21] | ResNet32x4 |
|-----------------|---------------|---------|----------------|--------|------------|-----|-------------------|------|---------------------|--------|
| Teacher baseline | 94.29 | 93.69 | 94.20 | 95.47 | 96.08 |
| Student baseline | 93.05 (0.01) | 93.05 (0.01) | 91.74 (0.06) | 93.96 (0.21) | 94.17 (0.09) |
| KD [7] | 94.67 (0.06) | 93.95 (0.12) | 93.93 (0.06) | 95.31 (0.04) | 95.96 (0.10) |
| FitNet [11] | 94.75 (0.06) | 94.10 (0.05) | 94.25 (0.06) | 95.73 (0.09) | 96.20 (0.08) |
| CC [13] | 95.00 (0.06) | 94.43 (0.09) | 94.30 (0.12) | 95.75 (0.08) | 96.04 (0.09) |
| RKD [12] | 95.28 (0.12) | 94.57 (0.06) | 94.40 (0.08) | 95.83 (0.02) | 96.25 (0.02) |
| MHKD (ours) | **95.38** (0.03) | **94.70** (0.04) | **94.45** (0.07) | **95.88** (0.01) | **96.68** (0.03) |

ResNet32x4/ShuffleNetV2), our MHKD surpasses the counterpart methods by more than 1%. It is worth emphasizing
that our approach does not introduce any new knowledge definition as FitNet [11], CC [13], and RKD [12] do but applies simple KL divergence loss, as in [7] with the proposed classifier heads for the internal layers, which also automatically resolves the feature dimension mismatch problem. Finally, note that our method can be easily combined with CRD [14], which is an orthogonal method employing negative pairs and a contrastive loss function. This combination delivers the new state-of-the-art results as shown in the last row of Table 1.

Ablation Study. Here we examine the effect of using multiple heads instead of one in our proposed approach. The results are shown in Table 2. Note that Head-1 refers to an auxiliary classifier head added after Unit-$j$ in the network.

(1) When using a single head, the best performance appears at different heads for different network architectures: WRN peaks at Head-1 while VGG peaks at Head-2. However, with all 3 heads combined, we obtain even better results without any need to manually pick the best head position. This shows that more supervision along the whole network is indeed beneficial to the student learning. (2) Note that even the worst performance obtained by just one auxiliary head is still very competitive (better than RKD in the WRN case and better than all the three comparison methods in the VGG case), justifying the effectiveness of our algorithm.

4.2. SVHN
We now evaluate our method on the SVHN dataset, where the
loss weight $\beta$ for the MKHD loss term is set to 5 by empirical validation. The selected teacher-student pairs are similar to those in the CIFAR-100 case. Here, we use a batch size 200, initial learning rate 0.001 reduced by $\frac{1}{10}$ after epochs 80, 110, 135. The models are trained for 150 epochs in total. All the other hyperparameters have the same values as in the experiments on CIFAR-100.

The results are shown in Table 3. When we evaluate the proposed method on teacher-student pairs of different architectures (i.e., the last two columns), we empirically find MobileNetV2/ShuffleNetV2 has better accuracies than VGG13/ResNet32x4, which is different from the case on CIFAR-100 (Table 1), therefore we switch the teacher-student pairs for MobileNetV2/VGG13 and ShuffleNetV2/ResNet32x4 since it is more reasonable for the stronger model to be the teacher. As observed, similar to the case on CIFAR-100, our method is consistently better than all the baseline approaches. This shows that our method is robust across different datasets, unlike the methods like FitNet and RKD which exhibit opposite trends on these two datasets.

5. CONCLUSION
We have presented the multi-head knowledge distillation (MHKD) algorithm in this work, which introduces a novel method for teacher’s supervision for the student network at intermediate layers for improved knowledge distillation. Unlike prior art which focus on proposing new definitions of knowledge and loss functions, we have proposed adding simple classifier heads at these intermediate layers of the student and teacher. The corresponding outputs of these classifiers are encouraged to be similar by minimizing the KL divergence between them as the original KD method does. Simple as it is, we have empirically shown the proposed method is very effective and robust across different networks and datasets when compared with state-of-the-art methods.
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