Stability of quermassintegral inequalities along inverse curvature flows

Caroline VanBlargan, Yi Wang

August 2022

Abstract
In this paper, we consider the stability of quermassintegral inequalities along a inverse curvature flow. We choose a special rescaling of the flow such that the $k$-th quermassintegral is decreasing and the $k-1$-th quermassintegral is preserved. Along this rescaled flow, we prove that the decreasing rate of the $k$-th quermassintegral is faster than the Fraenkel asymmetry of the domain when approaching to the sphere. This leads to the stability inequality of quermassintegral inequalities for nearly spherical sets using the flow method.

1 Introduction

1.1 Quermassintegral inequalities
For a convex body $\Omega \subset \mathbb{R}^{n+1}$, the $k$-th quermassintegral of $\Omega$ is the mixed volume

$$W_k(\Omega) := V(\Omega, \ldots, \Omega, B, \ldots, B),$$

where $\Omega$ appears in the first $n+1-k$ entries and $B$, which is the unit ball in $\mathbb{R}^{n+1}$, appears in the last $k$ entries. The famous Steiner formula states that the volume of $\Omega + tB$ is a polynomial in $t$. In particular,

$$\text{Vol}(\Omega + tB) = \sum_{k=0}^{n+1} \left( \begin{array}{c} n+1 \\ k \end{array} \right) W_k(\Omega) t^k. \tag{1.2}$$

Next, denoting $\omega_m$ as the volume of the unit $m$-ball, we set

$$V_k(\Omega) := \frac{\omega_k}{\omega_{n+1}} W_{n+1-k}(\Omega). \tag{1.3}$$

Note that $V_{n+1}(A) = \text{Vol}(\Omega)$ and $V_n(\Omega) = \frac{\omega_{n+1}}{(n+1)\omega_n} \text{Area}(\partial \Omega)$. We obtain, as a consequence of the Alexandrov-Fenchel inequalities, the quermassintegral inequalities

$$\left( \frac{V_{k+1}(\Omega)}{V_{k+1}(B)} \right)^{\frac{1}{k+1}} \leq \left( \frac{V_k(\Omega)}{V_k(B)} \right)^{\frac{1}{k}}. \tag{1.4}$$
When $k = n$, the inequality in (1.4) is simply the classical isoperimetric inequality. For smooth, convex domains and $k \geq 1$, quermassintegrals have the useful integral formula

$$V_{n+1-k} = \frac{(n+1-k)!}{(n+1)!} \frac{\omega_{n+1-k}}{\omega_{n+1}} \int_M \sigma_{k-1}(L) d\mu, \quad (1.5)$$

where $M := \partial \Omega$, $L$ is the second fundamental form of $M$, and $\sigma_k(L)$ is the $k$-th mean curvature of $M$. The $k$-th mean curvature is the $k$-th elementary symmetric polynomial of the principal curvatures. The inequalities in (1.4) equivalently state that for convex domains

$$\left( \int_M \sigma_{k-1}(L) d\mu \right)^{\frac{n-k+1}{n}} \leq C(n, k) \left( \int_M \sigma_k(L) d\mu \right)^{\frac{1}{n-k+1}}, \quad (1.6)$$

where $C(n, k)$ is the constant that gives equality in the case where $M$ is a sphere. More generally, for any $-1 \leq j < k$, we have the $(k, j)$-quermassintegral inequality,

$$\left( \int_M \sigma_j(L) d\mu \right)^{\frac{n-j}{n}} \leq C(n, k, j) \left( \int_M \sigma_k(L) d\mu \right)^{\frac{1}{n-j}}, \quad (1.7)$$

where again $C(n, k, j)$ gives equality in the case of the sphere.

Much of the previous work to establish (1.7) relies heavily on working with convex domains. There has been work extending (1.7) to non-convex domains, known as $k$-convex domains, where $\sigma_j(L) \geq 0$ for $1 \leq j \leq k$ with various conditions.

The main goal of this paper is to study stability of the $(k, j)$-quermassintegral inequality (1.7) along some curvature flows which we will specify later. We consider surfaces $M(t)$, which at each time $t$ is given by an embedding $X : S^n \to \mathbb{R}^{n+1}$ and satisfies

$$X_t = G\nu. \quad (1.8)$$

$G$ is a symmetric function of the principal curvatures and $\nu$ is the outward pointing vector. Notably, to prove the $(k, k-1)$-quermassintegral inequality for $k$-convex starshaped domains, Guan and Li in [GL09] studied the flow

$$X_t = \frac{\sigma_{k-1}(L)}{\sigma_k(L)} \nu. \quad (1.9)$$

Urbas in [Urb90] and Gerhardt in [Ger90] show that the solution exists for all $t \geq 0$ with any initial surface $M(0)$ that is smooth, strictly $k$-convex, and starshaped (and these conditions are preserved for $M(t)$ for all $t \geq 0$). Furthermore, they apply a rescaling to obtain the surfaces $\{\tilde{M}(t)\}$, which they showed converges to a sphere. Additionally, Guan and Li proved that $\frac{d}{dt} \int_{\tilde{M}(t)} \sigma_k(L) d\mu_t \leq 0$
and \( \frac{d}{dt} \int_{\tilde{M}(t)} \sigma_{k-1}(\tilde{L}) d\mu = 0 \). These results, combined with an approximation argument to include non-strictly \( k \)-convex domains, prove the \((k, k-1)\)-quermassintegral inequalities. Because of this, to derive stability of the \((k, k-1)\)-quermassintegral inequality\(^{(1.7)}\), our most natural flow to consider is the inverse curvature flow\(^{(1.9)}\).

Later in Section 4 we consider a variant flow which preserves volume:

\[
X_t = (-\sigma_k(L) + h(t))\nu. \tag{1.10}
\]

and derive stability of the \((k, -1)\)-quermassintegral inequality. The results on this flow are a bit more restrictive. In \([\text{CRS10}]\), Cabezas-Rivas and Sinestrari found solutions existing for certain convex domains that satisfied a pinching condition. Just like the argument in \([\text{GL09}]\), they prove a monotonicity result of the quermassintegral, which provides a proof of the \((k, -1)\) quermassintegral inequalities for this restricted class of surfaces.

We remark here that in \([\text{CW13}]\), Chang and Wang were able to show \((1.6)\) without the requirement of a starshaped domain, but with the added assumption of having \((k+1)\)-convexity instead of just \( k \)-convexity, and the constant \( C(n, k) \) is non-optimal. They proved this using optimal transport methods. See also \([\text{CW14}]\), \([\text{CW11}]\), and \([\text{Wan14}]\).

### 1.2 Brief discussion of quantitative isoperimetric inequality

To analyze stability of isoperimetric inequality, one studies the isoperimetric deficit \( \delta(\Omega) \) of a domain \( \Omega \subseteq \mathbb{R}^{n+1} \), defined as

\[
\delta(\Omega) := \frac{P(\Omega) - P(\overline{B}_\Omega)}{P(\overline{B}_\Omega)}. \tag{1.11}
\]

The classical isoperimetric inequality is equivalent to \( \delta(\Omega) \geq 0 \), with equality if and only \( \Omega \) is a ball. There has been a lot of work studying quantitative isoperimetric inequalities inspired by the Bonnesen type inequalities, which was named by Osserman in \([\text{Oss79}]\).

This was based off work by Bonnesen, where he studied inequalities in the form

\[
L^2 - 4\pi A \geq \lambda(C), \tag{1.12}
\]

where \( \lambda(C) \) usually denotes some quantity that measures the difference between \( \Omega \) to a ball. Fuglede worked to expand these results to higher dimensions in \([\text{Fug86}]\) and \([\text{Fug89}]\), where they proved a quantitative isoperimetric inequality for nearly spherical sets.

To establish a quantitative isoperimetric inequality for more general domains, the Fraenkel asymmetry, \( \alpha(\Omega) \), is a well-studied quantity used as a lower bound.
Definition 1.1. Suppose $\Omega \subseteq \mathbb{R}^{n+1}$. The Fraenkel asymmetry of $\Omega$ is denoted by $\alpha(\Omega)$, where

$$\alpha(\Omega) := \inf \left\{ \frac{|\Omega \Delta (x + B_\Omega)|}{|B_\Omega|}, x \in \mathbb{R}^{n+1} \right\},$$

(1.13)

$B_\Omega$ denotes the ball centered at the origin with the same volume as $\Omega$, and $\Delta$ denotes the symmetric difference between two sets.

Using the Fraenkel asymmetry in the study of stability brings us to the quantitative isoperimetric inequality, which asks if there is a fixed $C(n) > 0$ such that all Borel sets $\Omega \subseteq \mathbb{R}^{n+1}$ with finite measure satisfy the inequality

$$\delta(\Omega) \geq C(n)\alpha^m(\Omega),$$

(1.14)

for some exponent $m$. The quantitative isoperimetric inequality $\delta(\Omega) \geq C\alpha^2(\Omega)$ was shown for Steiner symmetrical sets in [HHW91] by Hall, Hayman, and Weitsman. Later, by using results on the Steiner symmetrical, Hall showed (1.14) in [Hal92], but with a suboptimal exponent of $m = 4$.

Finally, in [FMP08], Fusco, Maggi, and Pratelli showed, by using symmetrizations of $\Omega$, that (1.14) holds with optimal exponent $m = 2$ for Borel sets $\Omega \subseteq \mathbb{R}^{n+1}$ of finite measure. Figalli, Maggi, and Pratelli in [FMP10] proved this optimal result in the more general setting of the anisotropic perimeter.

Our study of stability in the quermassintegral inequalities is inspired by work done by Fuglede in [Fug89] and by Cicalese and Leonardi in [CL12] on nearly spherical sets.

Definition 1.2. Suppose $M = \{(1 + u(x))x : x \in \partial B\}$, where $\partial B$ is the unit sphere in $\mathbb{R}^{n+1}$ and $u : \partial B \to (-1, \infty)$ is a smooth function on the unit sphere. $M$ is referred to as a nearly spherical set when we have suitable, small bounds on $|u|$, $|\nabla u|$, and $|D^2 u|$.

In [CL12], Cicalese and Leonardi introduced a new method to show (1.14) with optimal exponent $m = 2$ for all Borel sets of finite measure. In this paper, they utilized the results in [Fug89], which they reformulated by assuming $||u||_{W^{1,\infty}} < \epsilon$ and found

$$\delta(\Omega) \geq \frac{1 - O(\epsilon)}{2} ||u||_{L^2}^2 + \frac{1}{4} ||\nabla u||_{L^2}^2,$$

(1.15)

where $u$ is the function from Definition 1.2. Note that functions in $O(\epsilon)$ may obtain either positive or negative values. It quickly follows that for nearly spherical sets,

$$\delta(\Omega) \geq C(1 + O(\epsilon))\alpha^2(\Omega).$$

(1.16)

They proved the Selection Principle, which provided a new proof of the quantitative isoperimetric inequality by reducing the problem to nearly spherical sets converging to the unit ball.
It is worth noting that to get (1.16) from (1.15), only the weaker statement
\[ \delta(\Omega) \geq \frac{1}{2} - O(\epsilon) |u|_{L^2}^2 \] is needed. However, in [FJ14], Fusco and Julin showed a stronger result for stability in the isoperimetric problem, where they bound the \textit{asymmetry index} \( A(\Omega) \), so that \( \delta(\Omega) \geq CA^2(\Omega) \). To do this, they need the full result that \( \delta(\Omega) \geq C|u|_{W^{1,2}}^2 \) for nearly spherical sets. Then, as in [CL12], they are able to use the methods of the Selection Principle to reduce the general problem to the results for nearly spherical sets.

In our previous work [VW22], we proved a higher order analogues of the inequality (1.15) Cicalese and Leonardi derived in [CL12], and used it to prove the quantitative quermassintegral inequalities. Let us start by defining higher order isoperimetric deficit function.

First, we define \( I_k(\Omega) \) by integrating the \( k \)-th mean curvature of \( M \) for \( k \geq 0 \), that is
\[
I_k(\Omega) := \int_M \sigma_k(L) \, dA.
\]
(1.17)

Also, for \( k = -1 \) we define
\[
I_{-1}(\Omega) := \text{Vol}(\Omega).
\]
(1.18)

We are now able to define a natural generalization of the isoperimetric deficit for quermassintegrals.

\textbf{Definition 1.3.} For \(-1 < k \leq n \) and \(-1 \leq m < k \), the \((k,m)\)-isoperimetric deficit is denoted by \( \delta_{k,m}(\Omega) \), where
\[
\delta_{k,m}(\Omega) := \frac{I_k(\Omega) - I_k(B_{\Omega,m})}{I_k(B_{\Omega,m})}.
\]
(1.19)

Here \( B_{\Omega,m} \) is the ball centered at the origin where \( I_m(B_{\Omega,m}) = I_m(\Omega) \).

One of our main theorems in [VW22] states that

\textbf{Theorem 1.4.} ([VW22][Theorem 1.3]) Fix \( 0 \leq j < k \). Suppose \( \Omega = \{ (1 + u(||x||))x : x \in B \} \subseteq \mathbb{R}^{n+1} \), where \( u \in C^3(\partial B) \), \( I_j(\Omega) = I_j(B) \), and \( \text{bar}(\Omega) = 0 \).

For all \( \eta > 0 \), there exists \( \epsilon > 0 \) such that if \( ||u||_{W^{2,\infty}} < \epsilon \), then
\[
\delta_{k,j}(\Omega) \geq \left( \frac{n(n-k)(k-j)}{4(n+1)^2} - \eta \right) \alpha^2(\Omega).
\]
(1.20)

We remark for sufficiently small \( ||u||_{W^{2,\infty}} \) that \( \Omega \) is a convex domain. Then, we already know from the result of Guan and Li, which assumes \( \Omega \) is \( k \)-convex and starshaped, that \( \delta_{k,j}(\Omega) \geq 0 \). So, Theorem 1.4 is establishing a quantitative isoperimetric inequality in this case.
1.3 Main results

We now turn our attention specifically to the stability of the $(k, k-1)$-quermassintegral inequalities along curvature flows. A key step in [VW22] is Proposition 5.1 which asserts that for a nearly spherical domain $\Omega$ satisfying $I_{k-1}(\Omega) = I_{k-1}(B)$,

$$I_k(\Omega) - I_k(B) \geq (1 + O(\epsilon))A(\Omega). \quad (1.21)$$

Our first main result in the current paper studies this inequality along the flow (1.9).

**Theorem 1.5.** Let $M(t)$ be solution to the flow (1.9), and $\tilde{M}(t)$ be the rescaled surface given by

$$\tilde{X} = e^{-rt}X, \quad r = \frac{n}{(n-1)(k-1)}.$$  

Suppose at $t_0$ that $M(t_0)$ is nearly spherical with $\|u(t_0)\|_{W^{2,\infty}} < \epsilon$ and that the barycenter of $\tilde{M}(t_0)$ satisfies $|\bar{\text{bary}}(\tilde{M}(t_0))| \leq K\epsilon\|u(t_0)\|_{W^{2,2}}^2$ for fixed a $K > 0$. Then, for any small $\eta > 0$,

$$\frac{d}{dt}(I_k(\tilde{\Omega}(t_0)) - I_k(B)) \leq (1 - \eta)\frac{d}{dt}A(\tilde{\Omega}(t_0)), \quad (1.23)$$

and the choice of a sufficiently small $\epsilon > 0$ depends on $\eta$ and $K$.

Moreover, along any solution to the flow (5.1) where $|\bar{\text{bary}}(\tilde{M}(t))| \leq K\epsilon\|u(t)\|_{W^{2,2}}^2$ holds for sufficiently large $t$, we have

$$\liminf_{t \to \infty} \frac{I_k(\tilde{\Omega}(t)) - I_k(B)}{A(\tilde{\Omega}(t))} \geq 1. \quad (1.24)$$

In the following, we will denote

$$A(t) := A(\Omega(t)) = \frac{n}{k} \left( \frac{n-k}{2n} \left( \|u\|^2_{L^2} + \frac{1}{2} \|
abla u\|^2_{L^2} \right) \right). \quad (1.25)$$

for simplicity.

With some additional work, we are able to show the following corollary, which provides an alternative proof to the key inequality in (1.21) in the case where $M$ is $n$-symmetric.

**Corollary 1.6.** Given any $\eta > 0$, there is an $\epsilon > 0$ such that any smooth $n$-symmetric, nearly spherical set $M$ that, where $M = \partial \Omega$, satisfies the inequality

$$I_k(\Omega) - I_k(B) \geq (1 - \eta)A, \quad (1.26)$$

when $\|u\|_{C^2} < \epsilon$ and $I_{k-1}(\Omega) = I_{k-1}(B)$. 
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We will also study stability of the \((k-1,-1)\)-quermassintegral inequality along the volume preserving flow:

\[
X_t = (-\sigma_k(L) + h(t))\nu. \tag{1.27}
\]

The results on this flow are a bit more restrictive. In [CRS10], Cabezas-Rivas and Sinestrari found solutions existing for certain convex domains that satisfied a pinching condition. Just like the argument in [GL09], they prove a monotonicity result of the quermassintegral, which provides a proof of the \((k,-1)\) quermassintegral inequalities for this restricted class of surfaces.

Using this flow (1.27), we prove the following theorem.

**Theorem 1.7.** Suppose \(M(t)\) is a solution of surfaces to the flow (1.27), and at \(t_0\) the surface \(M(t_0)\) satisfies, for a fixed \(K\), that

\[
|\bar{\lambda}(M(t_0))|_2^2 \leq K\epsilon||u||_{W^{2,2}}^2 \quad \text{and} \quad ||u(t_0)||_{W^{2,\infty}} < \epsilon.
\]

Then, for any small \(\eta > 0\)

\[
\frac{d}{dt} (I_{k-1}(\Omega(t)) - I_{k-1}(B)) \leq (1 - \eta)\frac{d}{dt} \frac{k(n-k+1)}{2n} ||u(t)||_{L^2}^2, \tag{1.28}
\]

where the choice of a sufficiently small \(\epsilon > 0\) depends on \(\eta\) and \(K\). Additionally, if \(|\bar{\lambda}(M(t))|_2^2 \leq K\epsilon||u||_{W^{2,2}}^2\) holds for sufficiently large \(t\), then

\[
\liminf_{t \to \infty} \frac{I_{k-1}(\Omega(t)) - I_{k-1}(B)}{||u||_{L^2}^2} \geq \frac{k(n-k+1)}{2n}. \tag{1.29}
\]

A few things have prevented us in getting the same results here that we have in Theorem 1.5. First, we do not have \(\frac{d}{dt} ||\nabla u||_{L^2}^2\) on the right-hand side of (1.28). Also, we were not able to use this result to get a quantitative quermassintegral inequality, as we did in a corollary to Theorem 1.5. This is because we miss a key lemma stating that if \(M(t_0)\) is nearly spherical, then \(M(t)\) remains nearly spherical for all \(t \geq t_0\). However, this theorem still provides additional information on the stability in the \((k,-1)\)-quermassintegral inequalities along the flow.

## 2 Preliminaries

### 2.1 The \(k\)-th mean curvature

For \(\lambda = (\lambda_1, ..., \lambda_n) \in \mathbb{R}^n\), we denote \(\sigma_k(\lambda)\) as the \(k\)-th elementary symmetric polynomial of \((\lambda_1, ..., \lambda_n)\). That is, for \(1 \leq k \leq n\),

\[
\sigma_k(\lambda) = \sum_{i_1 < i_2 < \cdots < i_k} \lambda_{i_1}\lambda_{i_2} \cdots \lambda_{i_k}, \tag{2.1}
\]

and

\[
\sigma_0(\lambda) = 1. \tag{2.2}
\]

This leads to a natural generalization of the mean curvature of a surface.
Definition 2.1. Suppose $\Omega$ is a smooth, bounded domain in $\mathbb{R}^{n+1}$. For $x \in M := \partial \Omega$, the $k$-th mean curvature of $M$ at $x$ is $\sigma_k(\lambda)$, where $\lambda = (\lambda_1(x), \ldots, \lambda_n(x))$ are the principal curvatures of $M$ at $x$.

Observe that in this definition, $\sigma_1(\lambda)$ is the mean curvature and $\sigma_n(\lambda)$ is the Gaussian curvature. When $(\lambda_1, \ldots, \lambda_n)$ are the eigenvalues of a matrix $A = \{A^i_j\}$, we denote $\sigma_k(A) = \sigma_k(\lambda)$, which can be equivalently calculated as

$$\sigma_k(A) = \frac{1}{k!} \delta^{j_1 \ldots j_k}_{i_1 \ldots i_k} A^{i_1}_{j_1} \ldots A^{i_k}_{j_k},$$

(2.3)

using the Einstein convention to sum over repeated indices.

So, if $L$ is the second fundamental form of $M$, we can use this expression for $\sigma_k(L)$ to compute the $k$-th mean curvature of $M$. Throughout this paper, we will be working with a family of surfaces where, for $0 < j \leq k$, $\sigma_j(L) \geq 0$ at each point. Such surfaces are called $k$-convex.

Definition 2.2. Let $\Omega$ be a domain in $\mathbb{R}^{n+1}$. Then the hypersurface $M := \partial \Omega$ is said to be strictly $k$-convex if the principal curvatures $\lambda = (\lambda_1, \ldots, \lambda_n)$ lie in the Gårding cone $\Gamma^+_k$, which is defined as

$$\Gamma^+_k := \{\lambda \subseteq \mathbb{R}^n : \sigma_j(\lambda) > 0, 1 \leq j \leq k\}.$$ 

(2.4)

Note that n-convexity is the same as normal convexity. A useful operator related to $\sigma_k$ is the Newton transformation tensor $[T_k]^j_i$.

Definition 2.3. The Newton transformation tensor, $[T_k]^j_i$, of $n \times n$ matrices $\{A_1, \ldots, A_k\}$ is defined as

$$[T_k]^j_i(A_1, \ldots, A_k) := \frac{1}{k!} \delta^{j_1 \ldots j_k}_{i_1 \ldots i_k} (A_1)^{i_1}_{j_1} \ldots (A_k)^{i_k}_{j_k}.$$ 

(2.5)

When $A_1 = A_2 = \ldots = A_k = A$, we denote $[T_k]^j_i(A) = [T_k]^j_i(A, \ldots, A)$.

A related operator is $\Sigma_k$, which is the polarization of $\sigma_k$.

Definition 2.4. Suppose $\{A_1, \ldots, A_k\}$ is a collection of $n \times n$ matrices. We denote

$$\Sigma_k(A_1, \ldots, A_k) := (A_1)^j_i[T_{k-1}]^j_i(A_2, \ldots, A_k)$$

$$= \frac{1}{(k-1)!} \delta^{j_1 \ldots j_k}_{i_1 \ldots i_k} (A_1)^{i_1}_{j_1} \ldots (A_k)^{i_k}_{j_k}.$$ 

(2.6)

Two useful identities are

$$\sigma_k(A) = \frac{1}{k} \Sigma_k(A, \ldots, A) = \frac{1}{k} A^j_i[T_{k-1}]^j_i(A),$$

(2.7)

and

$$\frac{\partial \sigma_k(A)}{\partial A^j_i} = \frac{1}{k} [T_{k-1}]^j_i(A).$$

(2.8)

We will also use the identity

$$A^j_i[T_m]^j_i(A) = \delta^j_i \sigma_{m+1}(A) - [T_{m+1}]^j_i(A).$$

(2.9)
2.2 Nearly spherical sets

The focus of this paper is to establish the \((k, m)\)-isoperimetric inequality for nearly spherical sets. Our approach is inspired by Cicalese and Leonardi’s work in the classical quantitative isoperimetric inequality for nearly spherical sets in [CL12]. That is, we consider a smooth, bounded domain \(\Omega\) that is starshaped with respect to the origin, which is enclosed by \(M := \partial \Omega\). We write \(M = \{(1 + u(x)) x : x \in \partial B\}\), where \(u : \partial B \to \mathbb{R}\) is a smooth function. The set \(M\) is referred to as a nearly spherical set when there is a suitable, small bound on \(||u||_{W^{2, \infty}}\). In this section, we establish some useful formulas for nearly spherical sets.

We write \(\mathbb{R}^{n+1}\) in spherical coordinates with the tangent basis \(\{\frac{\partial}{\partial \theta_1}, \frac{\partial}{\partial \theta_2}, \ldots, \frac{\partial}{\partial \theta_n}, \frac{\partial}{\partial r}\}\). Denoting \(s_{ij}\) as the metric on the sphere, we have \(<\frac{\partial}{\partial \theta_i}, \frac{\partial}{\partial r}> = 0\), \(<\frac{\partial}{\partial \theta_i}, \frac{\partial}{\partial \theta_j}> = 1\), and \(<\frac{\partial}{\partial \theta_i}, \frac{\partial}{\partial \theta_j}> = r^2 s_{ij}\). Set \(u_i = \frac{\partial u}{\partial \theta_i}\). Then, \(\{e_i\}\) forms a tangent basis of \(M\) where

\[
e_i = \frac{\partial}{\partial \theta_i} + u_i \frac{\partial}{\partial r}.	ag{2.10}\]

We find,

\[
N = -\sum_{i=1}^{n} s^{ij} u_i \frac{\partial}{\partial \theta_j} + (1 + u)^2 \frac{\partial}{\partial r},
\]

where \(N\) is the outward unit normal on \(M\), and the norm \(|\nabla u|\) is taken with respect to the standard metric on \(\partial B\). We compute the metric \(g_{ij}\) on \(M\) as

\[
g_{ij} = <e_i, e_j> = (1 + u)^2 s_{ij} + u_i u_j, \tag{2.12}\]

where \(<.,.>\) is the standard Euclidean inner product on \(\mathbb{R}^{n+1}\). Setting \(g^{ij}\) to be the inverse of \(g_{ij}\), we have

\[
g^{ij} = \frac{s_{ij}}{(1 + u)^2} - \frac{1}{(1 + u)^2} \frac{u_k u_l s^{kl} s_{ij}}{|\nabla u|^2 + (1 + u)^2}. \tag{2.13}\]

We denote \(h_{ij}\) as the second fundamental form on \(M\). That is, \(h_{ij} = -<N, \nabla e_i, e_j>\), and we form the shape operator \(h^j_i\) by

\[
h^j_i = g^{ik} h_{kj}. \tag{2.14}\]

We now explicitly calculate \(h^j_i\). First, note

\[
\left(\nabla \frac{\partial}{\partial r} \frac{\partial}{\partial \theta_j}\right)^k = \frac{1}{2} \frac{1}{r^2} s^{kl} \left(\partial_i (r^2 s_{il}) + \partial_j (r^2 s_{il}) - \partial_l (r^2 s_{ij})\right) \tag{2.15}\]

\[
= \frac{1}{2} s^{kl} \left(\partial_i s_{il} + \partial_j s_{il} - \partial_l s_{ij}\right) \tag{2.16}\]

\[
= 1^k_{ij}, \tag{2.17}\]
where $\Gamma^k_{ij}$ refers to the Christoffel symbol on $\mathbb{S}^n$, and

\[
\left( \nabla \frac{\partial}{\partial \theta_j} \right)^r = -rs_{ij}.
\] (2.18)

We thus obtain

- $\nabla \frac{\partial}{\partial \theta_i} \frac{\partial}{\partial \theta_j} = \Gamma^k_{ij} \frac{\partial}{\partial \theta_k} - rs_{ij} \frac{\partial}{\partial r}$.

Similarly,

- $\nabla \frac{\partial}{\partial \theta_i} \frac{\partial}{\partial r} = \nabla \frac{\partial}{\partial r} \frac{\partial}{\partial \theta_i} = \frac{1}{r} \frac{\partial}{\partial \theta_i}$,

- $\nabla \frac{\partial}{\partial r} \frac{\partial}{\partial r} = 0$.

Then,

\[
\nabla e_i e_j = \nabla \frac{\partial}{\partial \theta_i} + u_i \frac{\partial}{\partial r} \left( \frac{\partial}{\partial \theta_j} + u_j \frac{\partial}{\partial r} \right)
\]

\[
= \nabla \frac{\partial}{\partial \theta_i} + \nabla \frac{\partial}{\partial \theta_j} + u_i \nabla \frac{\partial}{\partial r} + \frac{1}{(1 + u)} \left( u_i \frac{\partial}{\partial \theta_i} + u_j \frac{\partial}{\partial \theta_j} \right) + \left( \frac{\partial^2}{\partial \theta_i \partial \theta_j} u \right) \frac{\partial}{\partial r}
\]

\[
= \Gamma^k_{ij} \frac{\partial}{\partial \theta_k} - (1 + u)s_{ij} \frac{\partial}{\partial r} + \frac{1}{(1 + u)} \left( u_i \frac{\partial}{\partial \theta_i} + u_j \frac{\partial}{\partial \theta_j} \right) + \left( \frac{\partial^2}{\partial \theta_i \partial \theta_j} u \right) \frac{\partial}{\partial r}.
\] (2.19)

So

\[
\frac{s_{ij} u_i u_j \frac{\partial}{\partial r}}{(1 + u)\sqrt{|\nabla u|^2 + (1 + u)^2}} \Gamma^k_{ij} \frac{\partial}{\partial \theta_k} - (1 + u)s_{ij} \frac{\partial}{\partial r}
\]

\[
+ \frac{1}{(1 + u)} \left( u_i \frac{\partial}{\partial \theta_i} + u_j \frac{\partial}{\partial \theta_j} \right) + \left( \frac{\partial^2}{\partial \theta_i \partial \theta_j} u \right) \frac{\partial}{\partial r}
\]

\[
= \Gamma^k_{ij} \frac{\partial}{\partial \theta_k} - (1 + u)s_{ij} \frac{\partial}{\partial r} + \frac{1}{(1 + u)^2} \left( (1 + u)u_i \Gamma^k_{ij} + (1 + u)^2 s_{ij} + 2u_i u_j \right.
\]

\[
- (1 + u) \left( \frac{\partial^2}{\partial \theta_i \partial \theta_j} u \right) \frac{\partial}{\partial r}
\]

\[
= \frac{1}{\sqrt{|\nabla u|^2 + (1 + u)^2}} \left( (1 + u)u_i \Gamma^k_{ij} + (1 + u)^2 s_{ij} + 2u_i u_j \right.
\]

\[
- (1 + u) \left( \frac{\partial^2}{\partial \theta_i \partial \theta_j} u \right)
\]

\[
= \frac{1}{\sqrt{|\nabla u|^2 + (1 + u)^2}} \left( 2u_i u_j + (1 + u)^2 s_{ij} - (1 + u)u_i u_j \right).
\] (2.21)
where $u_{ij}$ denotes the Hessian of $u$ on $\mathbb{S}^n$. Set

$$D := \sqrt{|\nabla u|^2 + (1 + u)^2}. \tag{2.22}$$

Then,

$$h^i_j = g^{ik} h_{kj}$$

$$= \left( \frac{s^{ik}}{(1 + u)^2} - \frac{1}{(1 + u)^2} \frac{u_m u_t s^{mi} s^{tk}}{D^2} \right) \frac{1}{D} \left( 2u_k u_j + (1 + u)^2 s_{kj} \right)$$

$$- (1 + u) u_{kj}$$

$$= \frac{2u^i u_j}{(1 + u)^2 D} + \frac{\delta^i_j}{D} - \frac{u^i_j}{(1 + u) D} - \frac{2u^i u_j |\nabla u|^2}{(1 + u)^2 D^3} - \frac{u^i u_j}{D^3} + \frac{u^i u_j u^l u_j}{(1 + u) D^3}. \tag{2.23}$$

We observe that

$$\frac{2u^i u_j}{(1 + u)^2 D} - \frac{2u^i u_j |\nabla u|^2}{(1 + u)^2 D^3} = \frac{u^i u_j}{D^3}, \tag{2.24}$$

which yields

$$h^i_j = \frac{\delta^i_j}{D} - \frac{u^i_j}{(1 + u) D} + \frac{u^i u_j u^l u_j}{(1 + u) D^3} + \frac{u^i u_j}{D^3}. \tag{2.25}$$

Next, note

$$\sqrt{\text{det} g_{ij}} = (1 + u)^n \sqrt{|\nabla u|^2 + 1}. \tag{2.26}$$

Therefore,

$$\text{Area}(M) = \int_{\partial B} (1 + u)^n \sqrt{|\nabla u|^2 + 1} \, dA. \tag{2.27}$$

We list a few more relevant formulae below:

$$|\Omega| = \frac{1}{n + 1} \int_{\partial B} (1 + u)^{n+1} dA, \tag{2.28}$$

$$|\Omega \Delta B| = \sum_{k=1}^{n+1} \int_{\partial B} \frac{1}{n + 1} \binom{n + 1}{k} |u|^k dA, \tag{2.29}$$

$$\overline{\text{Area}}(\Omega) = \frac{1}{\text{Area}(\partial B)} \int_{\partial B} (1 + u)^{n+2} x dA. \tag{2.30}$$

Finally, we consider how to compute $\nabla_j [T_m]_{ij} (D^2 u)$ for nearly spherical sets. This is particularly useful when applying integration by parts to $I_k(\Omega)$ in Section
3. See [CWi13] for a similar computation. We compute,

\[
\nabla_j[T_m]_i^j(D^2u) = \frac{1}{m!} \nabla_j \delta^{j_1j_2\ldots j_m}_{i_1i_2\ldots i_m} u^{i_1}_j u^{i_2}_j \ldots u^{i_m}_j \\
= \frac{1}{m!} \delta^{j_1j_2\ldots j_m}_{i_1i_2\ldots i_m} (\nabla_j u^{i_1}) u^{i_2}_j \ldots u^{i_m}_j.
\]

(2.31)

Note that

\[
\delta^{j_1j_2\ldots j_m}_{i_1i_2\ldots i_m} (\nabla_j u^{i_1}) u^{i_2}_j \ldots u^{i_m}_j = - \delta^{j_1j_2\ldots j_m}_{i_1i_2\ldots i_m} (\nabla_j u^{i_1}) u^{i_2}_j \ldots u^{i_m}_j.
\]

(2.32)

We obtain

\[
\nabla_j[T_m]_i^j(D^2u) = \frac{1}{2m-1}! \delta^{j_1j_2\ldots j_m}_{i_1i_2\ldots i_m} (\nabla_j u^{i_1}) u^{i_2}_j \ldots u^{i_m}_j \\
= \frac{1}{2m-1}! \delta^{j_1j_2\ldots j_{m-1}}_{i_1i_2\ldots i_{m-1}} (u_p R^p_{sj}) u^{i_1} u^{i_2} \ldots u^{i_{m-1}},
\]

(2.33)

where \(R^p_{sj}\) is the curvature tensor on \(\Omega\). On \(\mathbb{S}^n\), we know by the Gauss equation,

\[
R^p_{sj} = h^p_s h^l_j - h^p_j h^l_s = \delta^p_s \delta^l_j - \delta^p_j \delta^l_s.
\]

(2.34)

Therefore,

\[
\nabla_j[T_m]_i^j(D^2u) = \frac{1}{m-1}! 2 \left( \delta_{s}^{p} \delta_{l}^{j} - \delta_{l}^{p} \delta_{s}^{j} \right) \delta^{j_1j_2\ldots j_{m-1}}_{i_1i_2\ldots i_{m-1}} u^{i_1}_j u^{i_2}_j \ldots u^{i_{m-1}}_j \\
= \frac{1}{m-1}! 2 \left( u_s \delta_{j_1j_2\ldots j_{m-1}}^{i_1i_2\ldots i_{m-1}} u^{i_1} \ldots u^{i_{m-1}} - u_j \delta^{j_1j_2\ldots j_{m-1}}_{i_1i_2\ldots i_{m-1}} u^{i_1}_j \\
\ldots u^{i_{m-1}}_{j_{m-1}} \right) \\
= - \frac{1}{m-1}! u_j \delta^{j_1j_2\ldots j_{m-1}}_{i_1i_2\ldots i_{m-1}} u^{i_1} \ldots u^{i_{m-1}}_{j_{m-1}} \\
= -(n-m)u_j[T_{m-1}]_i^j(D^2u).
\]

(2.35)

### 3 Inverse curvature flow

In [GL09], Guan and Li gave a proof of the quermassintegral inequalities for \(k\)-convex starshaped domains. They used a special case of the flows studied by Urbaś in [Urb90] and Gerhardt in [Ger90], which looked at certain flows involving a function \(f\) that is symmetric in its inputs \(\lambda = (\lambda_1, \ldots, \lambda_n)\), which are the principal curvatures of a hypersurface in \(\mathbb{R}^{n+1}\). We take \(\Gamma \subseteq \mathbb{R}^n\) to be any set that is an open, convex cone with its vertex at the origin, which also contains \(\Gamma_n = \{ (\lambda_1, \ldots, \lambda_n) \in \mathbb{R}^n : \lambda_i > 0 \text{ for each } 1 \leq i \leq n \}\). The function \(f\)
is assumed to satisfy the following properties:

\[ f \in C^\infty(\Gamma) \cap C^0(\Gamma); \]  
\[ \frac{\partial f}{\partial \lambda_i} > 0 \text{ for } \lambda \in \Gamma; \]  
\[ \frac{\partial^2 f}{\partial \lambda_i \partial \lambda_j} \leq 0; \]  
\[ f \equiv 0 \text{ on } \partial \Gamma. \]  

We now examine the flow of surfaces \( M(t) \), which at each time \( t \) is an embedding given by \( X: S^n \to \mathbb{R}^{n+1} \), and satisfies the equation

\[ X_t = \frac{1}{f} \nu, \]  

where \( \nu \) is the outer unit normal vector on \( M(t) \). The following theorem, proved by Urbas and Gerhardt, discusses the existence of starshaped solutions.

**Theorem 3.1.** ([Urb90] and [Ger90]) Suppose \( M(0) \) is a smooth surface that is starshaped with respect to a point \( p \) and with principal curvatures in \( \Gamma \). There is a unique smooth solution of surfaces \( \{ M(t) \} \) to the flow (3.5) for \( t \in [0, \infty) \), and \( M(t) \) remains starshaped with respect to \( p \).

Furthermore, when rescaling the surfaces to \( \{ \tilde{M}(t) \} \) so that \( \tilde{X} = e^{-\beta t} X \), where \( \beta = f(I) \), \( \{ \tilde{M}(t) \} \) converges to a sphere exponentially fast.

**Remark.** From here on, we assume the surfaces \( \{ M(t) \} \) are starshaped with respect to the origin. We denote \( 1 + u(t) \) as the radius of \( \tilde{M}(t) \). As a result of the exponential convergence of \( \tilde{M}(t) \) to the sphere, for each \( k \geq 0 \) there exist \( K, \gamma > 0 \) where \( \|D^k u(t)\|_\infty < Ke^{-\gamma t} \).

To study the quermassintegral inequalities, Guan and Li in [GL09] specifically look at the case where \( f = \frac{\sigma_k(L)}{\sigma_{k-1}(L)} \). That is,

\[ X_t = \frac{\sigma_{k-1}(L)}{\sigma_k(L)} \nu. \]  

We state some useful derivatives along the flow (3.5) from [GL09] in the following proposition.

**Proposition 3.2.** ([GL09][Proposition 4])

1. \( \partial_t g_{ij} = \frac{2}{f} L_{ij} \)
2. \( \partial_t \nu = -\nabla^\perp \frac{1}{f} \)
3. \( \partial_t d\mu_g = \frac{1}{f} \sigma_1(L) d\mu_g \)
4. \( \partial_t L_{ij} = -\nabla_i \nabla_j \frac{1}{f} + \frac{(L^2)_{ij}}{f} \)
5. \( \partial_t L_j = -\nabla^i \nabla_j \frac{1}{f} - \frac{(12)^j}{f} \)

6. \( \partial_t \sigma_m(L) = -\nabla_j \left( [T_{m-1}]^j_i \nabla_i \frac{1}{f} \right) - \frac{1}{f} [T_{m-1}]^j_i (L) (L^2)^j_i, \)

where \((L^2)^j_i = g^{kim} L_{pk} L_{ki}.\)

In [GL09], the authors show

\[
\frac{d}{dt} \int_{M(t)} \sigma_k(L) d\mu_t = (k + 1) \int_{M(t)} \frac{\sigma_{k+1}(L) \sigma_{k-1}(L)}{\sigma_k(L)} d\mu_t. \tag{3.7}
\]

Their argument extends to general curvature flow in the form \(X_t = \frac{1}{f} \nu\) and derive:

**Proposition 3.3.** ([GL09][Lemma 5]) Along the flow \((3.5)\), it holds that

\[
\frac{d}{dt} \int_{M(t)} \sigma_m(L) d\mu_t = (m + 1) \int_{M(t)} \frac{\sigma_{m+1}(L)}{f} d\mu_t. \tag{3.8}
\]

For our computations, we find it convenient to consider a normalization \(\tilde{\Omega}(t)\) that fixes \(I_{k-1}(\Omega(t)) = I_{k-1}(\tilde{\Omega}(0))\). Note that this normalization is different from what is adopted by [GL09] in which \(I_k(\Omega(t)) = I_k(\tilde{\Omega}(0))\), but as \(I_{k-1}(\Omega(t))\) remains constant and \(I_{k-1}(\tilde{\Omega}(t))\) decreases along the flow, we make the same conclusion as in [GL09] to prove the \((k, k-1)\)-quermassintegral inequalities.

Our choice of normalization is by setting \(r(t) = \left(\frac{n-m}{k}\right)\) and \(\tilde{X} = e^{-\int_0^t r(s) ds} X\).

By similar computations, we apply formula \((3.7)\) to compute

\[
\frac{d}{dt} \int_M \sigma_m(\tilde{L}) d\tilde{\mu}_t = \frac{d}{dt} \left( e^{-(n-m) \int_0^t r(s) ds} \int_M \sigma_m(L) d\mu_t \right)
\]

\[
= (m + 1) e^{-(n-m) \int_0^t r(s) ds} \left( \int_M \frac{\sigma_{m+1}(L)}{f} d\mu_t \right)
\]

\[
- \frac{(n-m)}{m+1} r(t) \int_M \sigma_m(L) d\mu_t. \tag{3.9}
\]

Next, using our choice of \(r(t) = \left(\frac{n-m}{k}\right)\) for the rescaling and substituting in \(\frac{1}{f} = \frac{\sigma_{k-1}(L)}{\sigma_k(L)}\), we have

\[
\frac{d}{dt} \int_M \sigma_m(\tilde{L}) d\tilde{\mu}_t = (m + 1) \left( \int_M \frac{\sigma_{m+1}(L) \sigma_{k-1}(L)}{\sigma_k(L)} d\mu_t \right)
\]

\[
- \frac{(n)}{m+1} \frac{(n)}{(k)} \int_M \sigma_m(L) d\mu_t. \tag{3.10}
\]

Applying the Newton-Maclaurin inequalities (as in [GL09]), which states

\[
\sigma_{k+1}(L) \sigma_{k-1}(L) \leq \frac{n}{(k+1)(k-1)} \sigma_k^2(L),
\]

Table 14.
we find
\[
\frac{d}{dt} \int_M \sigma_k(\tilde{L}) d\tilde{\mu}_t = (k + 1) \left( \int_M \frac{\sigma_{k+1}(L) \sigma_{k-1}(L)}{\sigma_k(L)} d\mu_t - \frac{n}{k+1} \int_M \frac{\sigma_{k+1}(L)}{\sigma_k(L)} d\mu_t \right) \leq 0, \quad (3.11)
\]
and
\[
\frac{d}{dt} \int_M \sigma_{k-1}(\tilde{L}) d\tilde{\mu}_t = k \left( \int_M \frac{\sigma_k(L) \sigma_{k-1}(L)}{\sigma_k(L)} d\mu_t - \int_M \sigma_{k-1}(L) d\mu_t \right) = 0. \quad (3.12)
\]

In the next section, we will study the curvature flows to prove quantitative quermassintegral inequalities. In doing so, we need to study the quantities \( \frac{d}{dt} ||u||^2 \) and \( \frac{d}{dt} ||\nabla u||^2 \). For this, we need to understand how to convert the equation \( X_t = \frac{1}{f} \nu \) into an equation involving the radius of the surface, instead of \( X \). Both Urbas and Gerhardt derive a formula for differentiation of the radial function \( w \), which we state in the following lemma. We state the formula in a slightly more general form \( X_t = G \nu \).

**Lemma 3.4** (See [Urb90] and [Hui84]). Suppose \( \{M(t)\} \) is a collection of smooth hypersurfaces in \( \mathbb{R}^{n+1} \) such that each \( M(t) \) is starshaped with respect to the origin and satisfies
\[
X_t = G \nu. \quad (3.13)
\]

If we write \( M(t) \) in spherical coordinates with coefficients \( (\theta_1, ..., \theta_n, w) \), where \( w \) is the radius, we have
\[
w_t = G \sqrt{1 + ||\nabla w||^2 - \frac{w^2}{w^2}}. \quad (3.14)
\]

**Proof.** The outer unit normal at a point on \( M(t) \) in spherical coordinates is given by
\[
\nu = \frac{-\sum_{i=1}^n s_i \frac{\partial}{\partial \theta_i} + \frac{\partial}{\partial r}}{P}, \quad (3.15)
\]
where \( P = \sqrt{1 + ||\nabla w||^2} \). For a solution to the flow \( X_t = G \nu \), we can write \( X(\theta, t) = w(\phi(\theta, t), t) \phi(\theta, t) \), where \( w \) is the radial function of \( M(t) \) at \( \phi(\theta, t) \), and \( \phi(\cdot, t): S^n \to S^n \) is a suitable diffeomorphism of \( S^n \). Hence
\[
X_t = (w \frac{\partial \phi}{\partial t} + \frac{\partial w}{\partial t}) \phi(\theta) + w \frac{\partial \phi}{\partial t}, \quad (3.16)
\]
and

\[ G = \langle X_t, \nu \rangle \]
\[ = \frac{1}{P} (w_m \frac{\partial \phi^m}{\partial t} + \frac{\partial w}{\partial t}) \phi(\theta) + w \frac{\partial \phi}{\partial t} - \frac{n}{w^2} s_{ij} \frac{w_i}{w^2} \frac{\partial}{\partial \theta_j} > \]
\[ = \frac{1}{P} (w_m \frac{\partial \phi^m}{\partial t} + \frac{\partial w}{\partial t}) \phi(\theta), \frac{\partial}{\partial r} > + \frac{1}{P} w \frac{\partial \phi}{\partial t}, -\sum_{i=1}^{n} s_{ij} \frac{w_i}{w^2} \frac{\partial}{\partial \theta_j} > \]
\[ = \frac{1}{P} \left( w_m \frac{\partial \phi^m}{\partial t} + \frac{\partial w}{\partial t} - w \frac{\partial \phi}{\partial t}, s_{ij} \frac{w_i}{w^2} s_{jm} w^2 \right) \]
\[ = \frac{1}{P} \left( w_m \frac{\partial \phi^m}{\partial t} + \frac{\partial w}{\partial t} - w \frac{\partial \phi}{\partial t}, w_m \right) \]
\[ = \frac{1}{P} w_t. \quad (3.17) \]

\[ 4 \text{ (Normalized) } \sigma_k \text{ curvature flow} \]

In \cite{CRS10}, Cabezas-Rivas and Sinestrari studied the volume preserving flow

\[ X_t = (-\sigma_k(L)\alpha + h(t))\nu, \quad (4.1) \]

where \( \nu \) is the outer unit normal, \( \alpha > \frac{1}{k} \), and \( h(t) \) is the normalization factor defined as

\[ h(t) := \frac{1}{\text{Area}(M(t))} \int_{M(t)} \sigma_k(L)\alpha d\mu_t. \quad (4.2) \]

This choice of \( h \) ensures the volume remains fixed under the flow since

\[ \frac{d}{dt} \text{Vol}(\Omega(t)) = \int_{M(t)} \langle X_t, \nu \rangle d\mu_t \]
\[ = \int_{M(t)} -\sigma_k(L)\alpha + h(t) d\mu_t = 0. \quad (4.3) \]

They assumed a pinching condition on \( M(0) \) and showed that the condition is preserved along the flow. The pinching condition is a stronger condition than convexity, and their main theorem on the existence of a solution to the flow is summarized in the following theorem.

**Theorem 4.1.** (Cabezas-Rivas and Sinestrari, \cite{CRS10}[Theorem 1.1]) Given a fixed \( \alpha > 0 \) and \( 1 \leq k \leq n \), there exists a constant \( C_p \in (0, \frac{1}{4}) \) depending
only on \(k, \alpha,\) and \(n,\) such that if the initial surface \(M(0)\) has the property that at every point
\[
\sigma_n(L) > C_p \sigma_1^\alpha(L) > 0, \tag{4.4}
\]
then there exists a unique solution of surfaces \(\{M(t)\}\) such that

1. The pinching condition (4.4) holds for all \(t > 0\) for which a solution to the flow exists,

2. \(M(t)\) exists for all \(t \in (0, \infty),\)

3. \(\{M(t)\}\) converges exponentially fast to a sphere and the volume is preserved along the flow.

Note that the Newton-Maclaurin inequality \(\frac{1}{n} \sigma_1^\alpha(L) \geq \sigma_n(L)\) gives an opposite inequality of the pinching condition and attains equality when the surface is a sphere. Thus with the established \(C_p,\) we know that a nearly spherical surface, with \(|u| < \epsilon\) for a sufficiently small \(\epsilon,\) will satisfy the pinching condition. Additionally, any surface satisfying the pinching condition will be convex. In [BS18], Bertini and Sinestrari were able to remove the pinching condition when \(k = 2,\) and they only assumed convexity on the initial surface to show the existence of a solution.

Just as with the inverse curvature flow, using Proposition 3.2 for 
\[
\frac{1}{f} = -(\sigma_k^\alpha(L) - h)\nu,
\]
one can compute
\[
\frac{d}{dt} \int_{M(t)} \sigma_k^{-1}(L) d\mu_t = -k \int_{M(t)} (\sigma_k(L) - h) d\mu_t
\]
and there is equality only when \(M(t)\) is a sphere.

Note that this lemma, along with (4.3), proves the \((k-1, -1)\)-quermassintegral inequality in the case where \(M\) satisfies the pinching condition. We present the proof here for readers’ convenience.

**Proof.** We find from the results of Proposition 3.2 that, setting \(G := -\sigma_k^\alpha(L) + h,\)
\[
\frac{d}{dt} \int_{M(t)} \sigma_m(L) d\mu_t = \int_{M(t)} \partial_t (\sigma_m(L)) d\mu_t + \int_{M(t)} \sigma_m(L) \partial_t d\mu_t
\]
\[
= -\int_{M(t)} \nabla_j ([T_{m-1}]^i_j(L) \nabla_i G) + G [T_{m-1}]^i_j(L)(L^2)_j^i d\mu_t
\]
\[
+ \int_{M(t)} \sigma_m(L) \sigma_1(L) G d\mu_t. \tag{4.6}
\]
Using \( \left[T_{m-1}\right]_j^i (L)(L^2)_j^i = \sigma_1(L)\sigma_{k-1}(L) - k\sigma_k(L) \), we have
\[
\frac{d}{dt} \int_{M(t)} \sigma_{k-1}(L) d\mu_t = -k \int_{M(t)} \sigma_k(\sigma_k^\alpha(L) - h) d\mu_t. \tag{4.7}
\]
Observing that \(-h^{1/\alpha} \int_{M(t)} (\sigma_k^\alpha(L) - h) d\mu_t = 0\), we find
\[
\frac{d}{dt} \int_{M(t)} \sigma_{k-1}(L) d\mu_t = -k \int_{M(t)} (\sigma_k(L) - h^{1/\alpha})(\sigma_k^\alpha(L) - h) d\mu_t. \tag{4.8}
\]
Since \((\sigma_k(L) - h^{1/\alpha})\) and \((\sigma_k^\alpha(L) - h)\) share the same sign, we find
\[
\frac{d}{dt} \int_{M(t)} \sigma_{k-1}(L) d\mu_t \leq 0.
\]
\[
\square
\]

5 Stability along the inverse curvature flow

In this section, we analyze the stability of the \((k, k-1)\)–quermassintegral inequalities for \(k\)–convex starshaped surfaces \(M(t)\), along the flow \([5,6]\):
\[
X_t = \frac{\sigma_{k-1}(L)}{\sigma_k(L)} v. \tag{5.1}
\]
Writing \(M(t)\) in spherical coordinates where \(w\) is the radial function, \(f = \frac{\sigma_k(L)}{\sigma_{k-1}(L)}\), we saw by Lemma \([3,4]\) that
\[
w_t = \sqrt{1 + \frac{|\nabla w|^2}{f^2}}. \tag{5.2}
\]
We rescale the surfaces to \(\tilde{M}(t)\) so that the new radial function satisfies
\[
\tilde{w} = e^{-rt}w, \quad r = \left(\frac{n}{k-1}\right). \tag{5.3}
\]
From \([3.11]\) and \([3.12]\), we saw that this choice of \(r\) ensures \(\int_{\tilde{M}(t)} \sigma_k(\tilde{L}) d\mu_t\) is decreasing and \(\int_{\tilde{M}(t)} \sigma_{k-1}(\tilde{L}) d\mu_t\) is constant along the flow. We set
\[
u := \tilde{w} - 1. \tag{5.4}
\]
For the computations below, we take \(M(t)\) to be nearly spherical so that \(||u||_{C^2} < \epsilon\). Using the formula in Lemma 3.1 and Lemma 4.1 in \([VW22]\), and
denoting \( O(W) := O(u\Delta u) + O(u^2) + O(\|\nabla u\|^2) + O(\|D^2 u\|^2) \), we find

\[
\sigma_{k-1}(\tilde{L}) = \frac{\binom{n}{k-1}}{(1 + u^2 + \|\nabla u\|^2)^{\frac{k}{2}}} \left( 1 + 2u - \frac{k-1}{n}(1 + u)\Delta u \right) + O(W)
\]

\[
= \left( \frac{n}{k-1} \right) (1 - (k + 1)u) \left( 1 + 2u - \frac{k-1}{n}\Delta u \right) + O(W)
\]

\[
= \left( \frac{n}{k-1} \right) \left( 1 - (k - 1)u - \frac{k-1}{n}\Delta u \right) + O(W). \tag{5.5}
\]

And,

\[
\frac{1}{\sigma_k(\tilde{L})} = \frac{1}{\left( \binom{n}{k} \right)} \frac{1}{1 - \frac{\sigma_k(\tilde{L})}{\left( \binom{n}{k} \right)}}
\]

\[
= \frac{1}{\left( \binom{n}{k} \right)} \left( 1 + \left( 1 - \frac{\sigma_k(\tilde{L})}{\left( \binom{n}{k} \right)} \right) \right) \sum_{j=2}^{\infty} \left( 1 - \frac{\sigma_k(\tilde{L})}{\left( \binom{n}{k} \right)} \right)^j
\]

\[
= \frac{1}{\left( \binom{n}{k} \right)} \left( 2 - \frac{\sigma_k(\tilde{L})}{\left( \binom{n}{k} \right)} \right) + O(W)
\]

\[
= \frac{1}{\left( \binom{n}{k} \right)} \left( 2 - (1 - (k + 2)u)(1 + 2u - \frac{k}{n}\Delta u) \right) + O(W)
\]

\[
= \frac{1}{\left( \binom{n}{k} \right)} \left( 1 + ku + \frac{k}{n}\Delta u \right) + O(W). \tag{5.6}
\]

These formulas are utilized in the following lemma.

**Lemma 5.1.** Suppose \( \{\bar{M}(t)\} \) are the rescaled surfaces, defined as in (5.5), of a solution to the flow (5.3). If at some \( t_0 \geq 0 \), \( \bar{M}(t_0) \) is a nearly spherical surface where \( \|u(t_0)\|_{C^2} < \epsilon \) for sufficiently small \( \epsilon > 0 \), it holds that at \( t_0 \)

\[
\frac{d}{dt}\|u\|_{L^2}^2 = \frac{-2}{n} \left( \binom{n}{k-1} \right) ||\nabla u||_{L^2}^2 + O(\|u\|_{W^{2,2}}^2), \tag{5.7}
\]

and

\[
\frac{d}{dt}||\nabla u||_{L^2}^2 = \frac{-2}{n} \left( \binom{n}{k} \right) ||\Delta u||_{L^2}^2 + O(\|u\|_{W^{2,2}}^2). \tag{5.8}
\]

**Proof.** Combining the expansions of \( \sigma_{k-1}(\tilde{L}) \) and \( \frac{1}{\sigma_k(\tilde{L})} \) from (5.5) and (5.6),

\[
\frac{\sigma_{k-1}(\tilde{L})}{\sigma_k(\tilde{L})} = \left( \binom{n}{k} \right) \left( 1 - (k - 1)u - \frac{k-1}{n}\Delta u \right) \left( 1 + ku + \frac{k}{n}\Delta u \right) + O(W)
\]

\[
= \left( \frac{n}{k} \right) \left( 1 + u + \frac{1}{n}\Delta u \right) + O(W). \tag{5.9}
\]
We use this expansion to compute
\[
\frac{d}{dt} \|u\|_{L^2}^2 = 2 \int_{\partial B} u u_t dA
\]
\[
= 2 \int_{\partial B} u \tilde{w}_t dA
\]
\[
= 2 \int_{\partial B} u \left( -re^{-rt}w + e^{-rt}u_t \right) dA
\]
\[
= 2 \int_{\partial B} u \left( -\left( \frac{n}{k} - 1 \right) \left( \frac{n}{k} \right) (1 + u) + e^{-rt} \sqrt{1 + \frac{|\nabla u|^2}{(1 + u)^2} \frac{\sigma_{k-1}(L)}{\sigma_k(L)}} \right) dA.
\]
\[
(5.10)
\]

After rescaling, we have
\[
\frac{d}{dt} \|u\|_{L^2}^2 = 2 \int_{\partial B} u \left( -\left( \frac{n}{k} - 1 \right) \left( \frac{n}{k} \right) (1 + u) + \sqrt{1 + \frac{|\nabla u|^2}{(1 + u)^2} \frac{\sigma_{k-1}(\tilde{L})}{\sigma_k(\tilde{L})}} \right) dA
\]
\[
= 2 \left( \frac{n}{k} - 1 \right) \left( \frac{n}{k} \right) \int_{\partial B} u \left( - (1 + u) + (1 + u + \frac{1}{n} \Delta u) \right) dA + O(\epsilon) \|u\|_{W^{2,2}}^2
\]
\[
= 2 \left( \frac{n}{k} - 1 \right) \left( \frac{n}{k} \right) \int_{\partial B} u \Delta u dA + O(\epsilon) \|u\|_{W^{2,2}}^2
\]
\[
= \frac{2}{n} \left( \frac{n}{k} - 1 \right) \left( \frac{n}{k} \right) \int_{\partial B} |\nabla u|^2 dA + O(\epsilon) \|u\|_{W^{2,2}}^2.
\]
\[
(5.11)
\]

Next, we find
\[
\int_{\partial B} \frac{d}{dt} |\nabla w|^2 dA = \int_{\partial B} 2w^j (w_t)_j dA
\]
\[
= \int_{\partial B} 2w_t \Delta w dA
\]
\[
= \int_{\partial B} 2\Delta w \sqrt{1 + \frac{|\nabla u|^2}{(1 + u)^2} \frac{\sigma_{k-1}(\tilde{L})}{\sigma_k(\tilde{L})}} dA.
\]
\[
(5.12)
\]

Therefore,
\[
\int_{\partial B} \frac{d}{dt} |\nabla u|^2 dA = \int_{\partial B} \frac{d}{dt} \left( e^{-2rt} |\nabla w|^2 \right) dA
\]
\[
= \int_{\partial B} -2re^{-2rt} |\nabla w|^2 + e^{-2rt} \frac{d}{dt} |\nabla w|^2 dA
\]
\[
= \int_{\partial B} -2 \left( \frac{n}{k} - 1 \right) |\nabla u|^2 + e^{-2rt} \frac{d}{dt} |\nabla w|^2 dA
\]
\[
= \int_{\partial B} -2 \left( \frac{n}{k} - 1 \right) |\nabla u|^2 - 2e^{-2rt} \frac{\sigma_{k-1}(L)}{\sigma_k(L)} \left( \Delta w \sqrt{1 + \frac{|\nabla w|^2}{w^2}} \right) dA.
\]
\[
(5.13)
\]
After rescaling, we find

\[
\int_{\partial B} \frac{d}{dt} |\nabla u|^2 dA = \int_{\partial B} -2 \binom{n-1}{k} |\nabla u|^2 - 2 \frac{\sigma_{k-1}(\tilde{L})}{\sigma_k(\tilde{L})} \left( \Delta u \sqrt{1 + \frac{|\nabla u|^2}{(1+u)^2}} \right) dA
\]

\[
= -2 \binom{n-1}{k} \int_{\partial B} |\nabla u|^2 + \Delta u \left( 1 + u + \frac{1}{n} \Delta u \right) dA + O(\epsilon) ||u||^2_{W^{2,2}}
\]

\[
= -2 \binom{n-1}{k} \int_{\partial B} |\nabla u|^2 + u \Delta u + \frac{1}{n} (\Delta u)^2 dA + O(\epsilon) ||u||^2_{W^{2,2}}
\]

\[
= -2 \binom{n-1}{k} \int_{\partial B} \frac{1}{n} (\Delta u)^2 dA + O(\epsilon) ||u||^2_{W^{2,2}}.
\]

Next, we expand the derivative of \(\int_{\tilde{M}} \sigma_k(\tilde{L}) d\mu_t\) along the flow.

**Lemma 5.2.** For the nearly spherical surface \(\tilde{M}(t_0)\) in Lemma 5.1 at \(t_0\) it holds that

\[
\frac{d}{dt} \int_{\tilde{M}} \sigma_k(\tilde{L}) d\mu_t \leq (k+1) \binom{n-1}{k} \binom{n}{k+1} \left( \frac{1}{n} ||\nabla u||^2_{L^2} - \frac{1}{n^2} ||\Delta u||^2_{L^2} \right) + O(\epsilon) ||u||^2_{W^{2,2}}.
\]

**Proof.** From formula (3.11), we find

\[
\frac{d}{dt} \int_{\tilde{M}} \sigma_k(\tilde{L}) d\mu_t
\]

\[
= (k+1) \int_{\partial B} \frac{1}{\sigma_k(\tilde{L})} \left( \sigma_{k-1}(\tilde{L}) \sigma_{k+1}(\tilde{L}) - \binom{n-1}{k} \binom{n}{k+1} \sigma_k^2(\tilde{L}) \right) \sqrt{\det g} dA,
\]

and we found in (2.26) that

\[
\sqrt{\det g} = (1+u)^n \sqrt{1 + \frac{|\nabla u|^2}{(1+u)^2}}.
\]

From the Newton-Maclaurin inequality \(\sigma_{k-1}(\tilde{L}) \sigma_{k+1}(\tilde{L}) - \binom{n-1}{k} \binom{n}{k+1} \sigma_k^2(\tilde{L}) \leq 0\), formula (5.6) and Lemma 4.1 of [VW22], we conclude

\[
\frac{d}{dt} \int_{\tilde{M}} \sigma_k(\tilde{L}) d\mu_t \leq \frac{k+1}{\binom{n}{k}} \int_{\partial B} \sigma_{k-1}(\tilde{L}) \sigma_{k+1}(\tilde{L}) - \binom{n-1}{k} \binom{n}{k+1} \sigma_k^2(\tilde{L}) dA
\]

\[
+ O(\epsilon) \int_{\partial B} \sigma_{k-1}(\tilde{L}) \sigma_{k+1}(\tilde{L}) - \binom{n-1}{k} \binom{n}{k+1} \sigma_k^2(\tilde{L}) dA.
\]

(5.15)
Now we expand the expression $\sigma_{k-1}(\tilde{L})\sigma_{k+1}(\tilde{L}) - \binom{n}{k-1}\binom{n}{k+1}\sigma_k^2(\tilde{L})$ from the formula in Lemma 3.1 in [VW22]. We find $\sigma_{k-1}(\tilde{L})\sigma_{k+1}(\tilde{L})((1 + u)^2 + |\nabla u|^2)^{k+2}$ is equal to the product:

$$
\left( \sum_{m=0}^{k-1} \frac{(-1)^m \binom{n-m}{k-1-m}}{(1 + u)^m} (1 + u)^2 \sigma_m(D^2 u) + \frac{n + k - 1 - 2m}{n - m} u_i u_j [T_m]^i_j (D^2 u) \right) \times \left( \sum_{m=0}^{k+1} \frac{(-1)^m \binom{n-m}{k+1-m}}{(1 + u)^m} (1 + u)^2 \sigma_m(D^2 u) + \frac{n + k + 1 - 2m}{n - m} u_i u_j [T_m]^i_j (D^2 u) \right),
$$

(5.19)

and $\sigma_k^2(\tilde{L})((1 + u)^2 + |\nabla u|^2)^{k+2}$ equals:

$$
\left( \sum_{m=0}^{k} \frac{(-1)^m \binom{n-m}{k-m}}{(1 + u)^m} (1 + u)^2 \sigma_m(D^2 u) + \frac{n + k - 2m}{n - m} u_i u_j [T_m]^i_j (D^2 u) \right)^2.
$$

(5.20)

We collect the coefficients occurring in front of the lower order terms in the expression

$$(1 + u)^2 + |\nabla u|^2)^{k+2}(\sigma_{k-1}(\tilde{L})\sigma_{k+1}(\tilde{L}) - \binom{n}{k-1}\binom{n}{k+1}\sigma_k^2(\tilde{L})),
$$

(5.21)

for which we have the following:

- $(1 + u)^4 : 0$
- $(1 + u)^2 |\nabla u|^2 : 0$
- $(1 + u)^3 \Delta u : 0$
- $(1 + u)^2 \sigma_2(D^2 u) : \binom{n}{k-1}\binom{n}{k+1} \frac{2}{n(n-1)}$
- $(1 + u)^2 (\Delta u)^2 : -\binom{n}{k-1}\binom{n}{k+1} \frac{1}{n^2}$

The rest of the terms are in $O(\epsilon)u^2 + O(\epsilon)|\nabla u|^2 + O(\epsilon)|D^2 u|^2$. Because

$$
\frac{1}{((1 + u)^2 + |\nabla u|^2)^{k+2}} = 1 + O(\epsilon),
$$

we obtain $\sigma_{k-1}(\tilde{L})\sigma_{k+1}(\tilde{L}) - \binom{n}{k-1}\binom{n}{k+1}\sigma_k^2(\tilde{L})$ is equal to:

$$
\binom{n}{k-1}\binom{n}{k+1} \left( \frac{2}{n(n-1)} \sigma_2(D^2 u) - \frac{1}{n^2} (\Delta u)^2 \right) + O(\epsilon)u^2 + O(\epsilon)|\nabla u|^2 + O(\epsilon)|D^2 u|^2.
$$

(5.22)
Hence,

\[
\frac{d}{dt} \int_M \sigma_k \bar{L} dm_t \leq (k + 1) \frac{c(n,k)}{n} \int_{\partial B} \frac{2}{n(n-1)} \sigma_2(D^2 u) - \frac{1}{n^2} (\Delta u)^2 dA + O(\epsilon) ||u||_W^{2,2}. \tag{5.23}
\]

In the proof of Lemma 4.2 of [VW22], we used integration by parts to find

\[
\int_{\partial B} \sigma_2(D^2 u) dA = \frac{2}{n(n-1)} \int_{\partial B} \left| \nabla u \right|^2 dA + O(\epsilon) \left| \nabla u \right|_{L^2}^2.
\]

Hence,

\[
\frac{d}{dt} \int_M \sigma_k \bar{L} dm_t \leq (k + 1) \frac{(n-1)/n}{n} \left( \left| \nabla u \right|_{L^2}^2 - \frac{1}{n} \left| \Delta u \right|_{L^2}^2 \right) + O(\epsilon) ||u||_W^{2,2}. \tag{5.24}
\]

Lemma 5.3. Suppose $M$ is a hypersurface in $\mathbb{R}^{n+1}$ which is starshaped with respect to the origin, so that $M = \{(1 + u(x))x : x \in \partial B\}$ where $u \in C^2(\partial B)$. Further assume that $M$ is nearly spherical with $||u||_{C^2} < \epsilon$, and for some fixed $K > 0$ the barycenter of $M$ satisfies $|\text{bar}(M)|^2 \leq K\epsilon ||u||_{W^{2,2}}^2$. Then,

\[
||\Delta u||_{L^2}^2 \geq 2(n + 1)||\nabla u||_{L^2}^2 - K'\epsilon ||u||_{W^{2,2}}^2,
\]

where $K' > 0$ depends on the choice of $K$.

Proof. Write $u = \sum_{k=0}^{\infty} a_k Y_k$. From the proof of Lemma 5.2 in [VW22], observe that if $|\text{bar}(M)|^2 \leq K\epsilon ||u||_{W^{2,2}}^2$, then for some $K' > 0$ (depending on $K$) we have $a_1^2 \leq K'\epsilon ||u||_{W^{2,2}}^2$. Furthermore, we find that

\[
||\Delta u||_{L^2}^2 = \sum_{k=1}^{\infty} \lambda_k^2 a_k^2 \geq |\lambda_2| \sum_{k=1}^{\infty} |\lambda_k| a_k^2 + (|\lambda_1| - |\lambda_2|)|\lambda_1| a_1^2
\]

\[
= 2(n + 1)||\nabla u||_{L^2}^2 + (|\lambda_1| - |\lambda_2|)|\lambda_1| a_1^2. \tag{5.26}
\]

We recall the following proposition from [VW22].

Proposition 5.4. ([VW22/Proposition 5.1]) Fix $j$ where $0 \leq j < k$. Suppose $\Omega = \{(1 + u(x))x : x \in B\} \subseteq \mathbb{R}^{n+1}$, where $u \in C^1(\partial B)$, $I_j(\Omega) = I_j(B)$, and
bar(Ω) = 0. Assume for sufficiently small ε > 0 that ||u||_{W^{2,∞}} < ε. Then,

\[ I_k(Ω) - I_k(B) \geq \left( \frac{n}{k} \right) \left( \frac{n-k}{2n} \right) \left( 1 + O(ε) \right) ||u||_{L^2}^2 \\
+ \left( \frac{1}{2} + O(ε) \right) ||\nabla u||_{L^2}^2. \] (5.27)

Now we are fully equipped with the formulas needed to prove the next proposition. Under the conditions of Proposition 5.3 when \( I_{k-1}(Ω) = I_{k-1}(B) \) we have

\[ I_k(Ω) - I_k(B) \geq (1 + O(ε))A(t), \] (5.28)

where we recall the notation of \( 1.2n \)

\[ A(t) := A(Ω(t)) = \left( \frac{n}{k} \right) \left( \frac{n-k}{2n} \right) \left( ||u||_{L^2}^2 + \frac{1}{2} ||\nabla u||_{L^2}^2 \right). \] (5.29)

The rest of this section is devoted to providing a new approach to proving the quantitative quermassintegral inequalities (5.28) by comparing \( \frac{d}{dt} (I_k(Ω)(t) - I_k(B)) \) and \( \frac{d}{dt} A(t) \) along the flow.

For convenience, we recall the statement of Theorem 5.5.

**Theorem 5.5.** Suppose \( M(t) \) is a solution to the flow (5.3) and \( \bar{M}(t) \) is the rescaled surface in (5.3) of \( M(t) \). Additionally, assume at \( t_0 \) that \( M(t_0) \) is nearly spherical with \( ||u(t_0)||_{W^{2,∞}} < ε \) and that the barycenter of \( \bar{M}(t_0) \) satisfies \( |bar(\bar{M}(t_0))| \leq Kε||u(t_0)||_{W^{2,2}} \) for fixed a \( K > 0 \). Then, for any small \( η > 0 \),

\[ \frac{d}{dt} (I_k(Ω(t_0)) - I_k(B)) \leq (1 - η) \frac{d}{dt} A(t_0), \] (5.30)

and the choice of such a sufficiently small \( ε > 0 \) depends on \( η \) and \( K \).

Moreover, along any solution to the flow (5.1) where \( |bar(\bar{M}(t))| \leq Kε||u||_{W^{2,2}} \) holds for sufficiently large \( t \), we have

\[ \lim_{t \to \infty} \frac{I_k(Ω(t)) - I_k(B)}{A(t)} \geq 1. \] (5.31)

**Remark.** If the initial surface \( M(0) \) is \( n \)-symmetric (symmetric with respect to reflection over each coordinate axis), then \( M(t) \) remains \( n \)-symmetric throughout the flow, in which case the barycenter remains at the origin during the entire flow, thus satisfying the conditions on the barycenter for this theorem.

**Proof.** Lemma 5.1 immediately yields

\[ \frac{d}{dt} A(t) = -\left( \frac{n}{k} \right) \left( \frac{n-k}{2n} \right) \left( ||\nabla u||_{L^2}^2 + \frac{1}{2} ||\Delta u||_{L^2}^2 \right) + O(ε)||u||_{W^{2,2}}^2 \\
= -\left( \frac{k+1}{n^2} \right) \left( \frac{n}{k} \right) \left( ||\nabla u||_{L^2}^2 + \frac{1}{2} ||\Delta u||_{L^2}^2 \right) + O(ε)||u||_{W^{2,2}}^2. \] (5.32)
Combining the inequalities in (5.15) and (5.26) yields

\[
\frac{d}{dt} \int_{\mathcal{M}} \sigma_k(\tilde{L}) d\mu_t \leq \frac{(k+1) (\frac{n}{k-1}) (\frac{n}{k+1}) (n)}{n^2} \left( n \| \nabla u \|^2_{L^2} - \frac{1}{2} \| \Delta u \|^2_{L^2} - \frac{1}{2} \| \Delta u \|^2_{L^2} \right) + O(\epsilon) \| u \|^2_{W^{2,2}}.
\]

(5.33)

At this point, we can almost conclude the first part of the theorem, but the term \( O(\epsilon) \| u \|^2_{W^{2,2}} \) in both inequalities above does not allow for the conclusion that \( \frac{d}{dt} (I_k(M) - I_k(B)) \leq \frac{d}{dt} A(t) \). However, if we multiply the left-hand side of (5.33) by \( \frac{1}{1-\eta} \), we find

\[
\frac{1}{1-\eta} \frac{d}{dt} \int_{\mathcal{M}} \sigma_k(\tilde{L}) d\mu_t \leq \frac{(k+1) (\frac{n}{k-1}) (\frac{n}{k+1}) (n)}{n^2} \left( - \| \nabla u \|^2_{L^2} - \frac{1}{2} \| \Delta u \|^2_{L^2} \right) - C' \| \Delta u \|^2_{L^2} + O(\epsilon) \| u \|^2_{W^{2,2}}.
\]

(5.34)

where \( C > 0 \) depends only on the choice of \( \eta \).

Furthermore, noting that on the sphere \( \| \Delta u \|^2_{L^2} = \| D^2 u \|^2_{L^2} + (n-1) \| \nabla u \|^2_{L^2} \) and the inequalities in Lemma 5.2 of [VW22] and Lemma 5.3, we find that \( C' \| \Delta u \|^2_{L^2} \) dominates \( O(\epsilon) \| u \|^2_{W^{2,2}} \). Thereby, for any choice of \( 0 < \eta < 1 \), there is an \( \epsilon > 0 \) where \( \| u \|_{C^2} < \epsilon \) ensures

\[
\frac{d}{dt} (I_k(\tilde{\Omega}(t)) - I_k(B)) \leq (1-\eta) \frac{d}{dt} A(t).
\]

(5.35)

Both sides of the inequality above are negative quantities, which gives

\[
\frac{d}{dt} (I_k(\tilde{\Omega}(t)) - I_k(B)) \geq \frac{d}{dt} A(t) \geq 1-\eta.
\]

(5.36)

Next, as a consequence of the exponential convergence of \( M(t) \) to a sphere shown in [Urb90] and [Ger90], we have that \( \| u \|_{C^2} \) converges to 0 as \( t \to \infty \). Hence,

\[
\liminf_{t \to \infty} \frac{d}{dt} (I_k(\tilde{\Omega}(t)) - I_k(B)) \geq 1.
\]

(5.37)

Because both \( I_k(M(t)) - I_k(B) \) and \( A(t) \) approach 0, we obtain, from a generalized version of L’Hospital’s Rule, that

\[
\liminf_{t \to \infty} \frac{I_k(\tilde{\Omega}(t)) - I_k(B)}{A(t)} \geq 1.
\]

(5.38)
Before we can use the previous proposition to give a different proof of Proposition 5.4, at least in the case where the barycenter remains close enough to the origin, we need the following lemma. We need to show that if \( \tilde{M}(0) \) is nearly spherical initially, then \( \tilde{M}(0) \) remains nearly spherical, which will allow us to apply the previous lemma for all \( \tilde{M}(t) \) along the flow.

**Lemma 5.6.** Along the flow \((5.1)\), for any \( \epsilon > 0 \) there is a \( \delta > 0 \) such that when \( \|u(0)\|_{C^2} < \delta \), it holds that \( \|u(t)\|_{C^2} < \epsilon \) for all \( t \geq 0 \).

**Proof.** In this proof, we primarily examine some results from [Urb90] to help prove the lemma. In this paper, Urbas normalizes \( f \) in the flow so that \( f(\delta_t^i) = 1 \). This normalization would require that the rescaling to \( \tilde{M}(t) \) satisfies \( \tilde{w}(t) = e^{-rt}w \) (instead of \( e^{-rt}w \)). In this proof, we continue using our conventions from this section and don’t use their normalization. Note that in our rescaling we have \( \tilde{f} = e^{rt}f \), where we recall \( f = \frac{\sigma_k(L)}{\sigma_{k-1}(L)} \). We change constants from their proof to appropriately adapt to our notation. [Urb90][Lemma 3.1] proves that

\[
\min_{\partial B} w(0) \leq w(t) e^{-rt} \leq \max_{\partial B} w(0),
\]

which immediately yields \( \min_{\partial B} u(0) \leq u(t) \leq \max_{\partial B} u(0) \). In [Urb90][Lemma 3.2], Urbas showed

\[
\frac{\|\nabla w(t)\|}{w(t)} \leq \frac{\|\nabla w(0)\|}{w(0)},
\]

which yields

\[
\|\nabla u(t)\| \leq \frac{1 + u(t)}{\min_{\partial B}(1 + u(0))} \max_{\partial B} |\nabla u(0)| \leq \frac{\max_{\partial B}(1 + u(0))}{\min_{\partial B}(1 + u(0))} \max_{\partial B} |\nabla u(0)|
\]

At this point, we have concluded that \( \|u(t)\|_{C^1} < \epsilon \) for some chosen \( \delta > 0 \) on the initial conditions, and next we find bounds on the principal curvatures to obtain the desired bound on \( \|D^2u\|_{L^\infty} \). At the end of [Urb90][Lemma 3.3], Urbas showed

\[
h_{\text{max}}(t) \leq h_{\text{max}}(0) - 2rt,
\]

where \( h = \log \left( \frac{e}{<X,\nu>} \right) \) and \( h_{\text{max}}(t) \) is the maximum value taken over all points on the surface \( M(t) \) and the principal curvatures \( \kappa \). When rescaling the inputs, we observe

\[
h = \log \left( \frac{e^{-rt} \tilde{\kappa}}{<e^{rt}X,\nu>} \right) = \log \left( \frac{e^{-2rt} \tilde{\kappa}}{<X,\nu>} \right).
\]
Because of the bound on $||u||_{C^1}$, we have that $<\tilde{X},\nu>$ can be made close to 1 for small $\delta$. Then, given any $\beta > 0$ we can ensure, for small enough $\delta$, that

$$e^{-2rt}(\tilde{\kappa}_{\text{max}}(t) - \beta) \leq e^{-2rt}(\tilde{\kappa}_{\text{max}}(0) + \beta), \quad (5.44)$$

where we have used that the inequality (5.42) can be rewritten as $e^{h_{\text{max}}(t)} \leq e^{-2rt}e^{h_{\text{max}}(0)}$. This inequality quickly simplifies to

$$\tilde{\kappa}_{\text{max}}(t) \leq \tilde{\kappa}_{\text{max}}(0) + 2\beta. \quad (5.45)$$

For sufficiently small $||u(0)||_{C^2}$, we find $\tilde{\kappa}_{\text{max}}(0)$ is close to 1 so that

$$\tilde{\kappa}_{\text{max}}(t) \leq 1 + 3\beta. \quad (5.46)$$

Next we find a similar lower bound on the principal curvatures. In [Urb90][Lemma 3.5], Urbas sets $G := \left(\frac{n}{k-1}\right)\sqrt{1 + \frac{\|\nabla w\|^2}{w^2}}$, and they conclude

$$\min_{\partial B} G(0) \leq G \leq \max_{\partial B} G(0). \quad (5.47)$$

Using $\tilde{f} = e^{rt}f$, we rewrite the above inequality as

$$\left(\frac{n}{k}\right)^2 \frac{1}{\min_{\partial B} G(0)} \leq \tilde{f} \leq \left(\frac{n}{k}\right)^2 \frac{1}{\max_{\partial B} G(0)}. \quad (5.48)$$

We find for sufficiently small $\delta$ that

$$1 - \beta \leq \left(\frac{n}{k}\right)^2 \tilde{f} \leq 1 + \beta. \quad (5.49)$$

for all $t \geq 0$. Now, using the inequality $\frac{1}{n}\sigma_1(\tilde{L}) \geq \left(\frac{n}{k}\right)^2 \tilde{f}$ (see, for example [Lie96][Lemma 15.13]), we sum over the principal curvatures at any point on $M(t)$ to find $\frac{1}{n}\sum_{i=1}^{n} \tilde{\kappa}_i \geq 1 - \beta$. Therefore,

$$\tilde{\kappa}_1 \geq n - \sum_{i=2}^{n} \tilde{\kappa}_i - n\beta$$

$$\geq n - (n-1)(1+3\beta) - n\beta = 1 - (4n-3)\beta. \quad (5.50)$$

In conclusion, the principal curvatures remaining close to 1, together with $||u(t)||_{C^2}$ < $\epsilon$. These ensure that $||u(t)||_{C^1}$. We are now ready to give a proof of the following corollary, which gives a new proof of Proposition 5.4 when $j = k - 1$ in the case that $M$ is n-symmetric (that is, $M$ is preserved under reflection over each coordinate axis). When setting $M(0) = M$, the symmetry condition will be preserved throughout the entire flow, thus keeping the barycenter of $M(t)$ at the origin for all $t \geq 0$. This allows us to apply Theorem 1.5 to prove Corollary 1.6.
Proof. of Corollary 1.6 Suppose $M$ is the initial surface, and $M(t)$ is the flow defined by (5.1). We denote the rescaled flow (5.3) by $\tilde{M}(t) = \partial \tilde{\Omega}(t)$. Next, we set

$$S(t) := \frac{I_k(\tilde{\Omega}(t)) - I_k(B)}{A(t)}.$$  \hspace{1cm} (5.51)

For any $\eta > 0$, we find $\epsilon > 0$, as in Theorem 1.5, so that $\frac{d}{dt} I_k(\tilde{\Omega}(t)) \leq (1 - \eta) \frac{d}{dt} A(t)$ when $||u||_{C^2} < \epsilon$. From Lemma 5.6, we know for small enough $||u(0)||_{C^2}$ that $M(t)$ remains nearly spherical throughout the flow to ensure $\frac{d}{dt} I_k(\tilde{\Omega}(t)) \leq (1 - \eta) \frac{d}{dt} A(t)$. We aim to prove the conclusion of this corollary for $M(0)$, which we note is the same as $\tilde{M}(0)$.

We find

$$\frac{d}{dt} S(t) = \frac{A(t) \frac{d}{dt} I_k(\tilde{\Omega}(t)) - (I_k(\tilde{\Omega}(t)) - I_k(B)) \frac{d}{dt} A(t)}{A^2(t)} \leq \frac{\frac{d}{dt} A(t)}{A^2(t)} ((1 - \eta) \cdot A(t) - (I_k(\tilde{\Omega}(t)) - I_k(B))).$$  \hspace{1cm} (5.52)

Given any $t_0 \geq 0$, there are two cases:

1. $S(t_0) \geq 1 - \eta$. This is equivalent to $(1 - \eta) \cdot A(t_0) \leq I_k(\tilde{\Omega}(t_0)) - I_k(B)$.

2. $S(t_0) < 1 - \eta$, which implies $S$ is decreasing at $t_0$ because in this case $\frac{d}{dt} S(t) = \frac{\frac{d}{dt} A(t)}{A^2(t)} ((1 - \eta) \cdot A(t) - (I_k(\tilde{\Omega}(t)) - I_k(B)) > 0$, and we always have $\frac{\frac{d}{dt} A(t)}{A^2(t)} \leq 0$ for small $||u||_{C^2}$.

Suppose when $t_0 = 0$ we have case 1. This means $S(0) \geq 1 - \eta$, which concludes this corollary for $M(0)$.

Now we consider what would happen if case 2 were to occur at $t_0 = 0$, for which we will find a contradiction and conclude that case 1 must occur at $t_0 = 0$. If case 2 were to occur, we would have $S(0) < 1 - \eta$ and that $S$ begins decreasing initially. This implies that $S(t) < 1 - \eta$ for all $t > 0$. So, $S(t)$ remains in case 2 for all $t > 0$ and is thereby decreasing throughout the entire flow. This is a contradiction, however, since that implies $\liminf_{t \to \infty} S(t) \leq 1 - \eta < 1$, but Theorem 1.5 shows that $\liminf_{t \to \infty} S(t) \geq 1$.

\[\Box\]

6 Stability along the (normalized) $\sigma_k$ curvature flow

In this section, we examine stability of the $(k, -1)$-quermassintegral inequality of the flow of surfaces $M(t)$ along (4.1) with $\alpha = 1$, which is the flow

$$X_t = (-\sigma_k(L) + h(t))\nu,$$  \hspace{1cm} (6.1)
where \( h(t) = \frac{1}{\text{Area}(M(t))} \int_{M(t)} \sigma_k(L) \, d\mu_t \). The volume along the flow is preserved. Therefore, when studying stability for nearly spherical sets, the Fraenkel asymmetry can be approximated above by \( ||u||_{L^2}^2 \), which we observed using formula (110) in [VW22].

So, next we differentiate the quantities \( ||u||_{L^2}^2 \) and \( \frac{d}{dt} \int_{M(t)} \sigma_{k-1}(L) \, d\mu_t \) along the flow.

### Lemma 6.1

For sufficiently small \( \epsilon > 0 \), if \( ||u(t)||_{C^2} < \epsilon \) along the flow (6.1), then

\[
\frac{d}{dt} ||u||_{L^2}^2 = 2k \frac{n}{k} \int_{\partial B} nu^2 - |\nabla u|^2 \, dA + O(\epsilon)||u||_{W^{1,2}}^2,
\]

and

\[
\frac{d}{dt} \int_{M(t)} \sigma_{k-1}(L) \, d\mu_t = k^3 \frac{n}{k} \int_{\partial B} -u^2 - \frac{1}{n^2}(\Delta u)^2 + \frac{2}{n} |\nabla u|^2 \, dA + O(\epsilon)||u||_{W^{1,2}}^2.
\]

### Proof

We begin by estimating the function \( G := -\sigma_k(L) + h(t) \). To compute

\[
h(t) := \frac{1}{\text{Area}(M(t))} \int_{M(t)} \sigma_k(L) \, d\mu_t,
\]

recall from the proof of Proposition 4.3 of [VW22] that when \( V(\Omega(t)) = V(B) \), we have \( \int_{M(t)} \sigma_k(L) \, d\mu_t \) equals

\[
\binom{n}{k} \text{Area}(\partial B) + \binom{n}{k} \frac{(n-k)(k+1)}{2n} \left( ||\nabla u||_{L^2}^2 - n||u||_{L^2}^2 \right) + O(\epsilon)||u||_{W^{1,2}}^2.
\]

Additionally

\[
\text{Area}(M(t)) = \int_{\partial B} (1+u)^{n-1} \sqrt{1+u^2+|\nabla u|^2} \, dA
\]
\[
= \int_{\partial B} (1+(n-1)u + \frac{(n-1)(n-2)}{2} u^2)(1+u + \frac{1}{2} |\nabla u|^2) \, dA + O(\epsilon)||u||_{W^{1,2}}^2
\]
\[
= \int_{\partial B} 1 + nu + \frac{n(n-1)}{2} u^2 + \frac{1}{2} |\nabla u|^2 \, dA + O(\epsilon)||u||_{W^{1,2}}^2.
\]

Using the assumption that \( \text{Vol}(\Omega(t)) = \text{Vol}(B) \), we have that

\[
\int_{\partial B} u \, dA = \int_{\partial B} \frac{-n}{2} u^2 \, dA + O(\epsilon)||u||_{L^2}^2.
\]

We substitute (6.6) to (6.5) to find

\[
\text{Area}(M(t)) = \int_{\partial B} 1 - \frac{n}{2} u^2 + \frac{1}{2} |\nabla u|^2 \, dA + O(\epsilon)||u||_{W^{1,2}}^2.
\]
Hence
\[
\frac{1}{\text{Area}(M(t))} = \frac{1}{\text{Area}(\partial B)} 1 - \frac{1}{\text{Area}(\partial B)} \left( \frac{1}{2} ||u||^2_{L^2} - \frac{1}{4} ||\nabla u||^2_{L^2} + O(\epsilon)||u||^2_{W^{1,2}} \right) \]
\[
= \frac{1}{\text{Area}(\partial B)} + O(||u||^2_{W^{1,2}}). \quad (6.8)
\]

Thus
\[
h(t) = \frac{1}{\text{Area}(M(t))} \left( \binom{n}{k} \text{Area}(M(t)) + O(||u||^2_{W^{1,2}}) \right)
\]
\[
= \binom{n}{k} + O(||u||^2_{W^{1,2}}). \quad (6.9)
\]

Using the formulas in Lemma 4.1 and Lemma 3.1 in \[\text{[VW22]}\], we have \(\sigma_k(L)\) equals:
\[
\frac{1}{(1 + u)^2 + ||\nabla u||^2} \sum_{m=0}^{k} \frac{(-1)^m \binom{n-m}{k-m}}{(1 + u)^m} \left( (1 + u)^2 \sigma_m(D^2 u) \right.
\]
\[
+ \frac{n + k - 2m}{n - m} u^i u_j T_m [T_m] (D^2 u) \left. \right)
\]
\[
\bigg( \binom{n}{k} (1 - (k + 2)u)(1 + 2u - \frac{k}{n} \Delta u) + O(||u||^2_{W^{1,2}}) \bigg)
\]
\[
= \binom{n}{k} (1 - ku - \frac{k}{n} \Delta u) + O(||u||^2_{W^{1,2}}) \quad (6.10)
\]

Thereby
\[
G = (-\sigma_k(L) + h) = \binom{n}{k} (u + \frac{1}{n} \Delta u) + O(||u||^2_{W^{1,2}}) \quad (6.11)
\]

and
\[
G^2 = \binom{n}{k}^2 \left( u^2 + \frac{1}{n^2} (\Delta u)^2 + \frac{2}{n} u \Delta u \right) + O(\epsilon)(||u||^2_{W^{1,2}}) \quad (6.12)
\]

Next, as in \[\text{[VW22]}\], \(u_t = G \sqrt{1 + \frac{||\nabla u||^2}{(1 + u)^2}}\). Then, since
\[
\sqrt{1 + \frac{||\nabla u||^2}{(1 + u)^2}} = 1 + O(||u||^2_{W^{1,2}}),
\]
we obtain
\[
\frac{d}{dt} ||u||_{L^2} = 2 \int_{\partial B} uu_t dA
\]
\[
= 2 \frac{k}{n} \binom{n}{k} \int_{\partial B} (nu^2 + u \Delta u) \sqrt{1 + \frac{||\nabla u||^2}{(1 + u)^2}} dA + O(\epsilon)||u||^2_{W^{2,2}}
\]
\[
= 2 \frac{k}{n} \binom{n}{k} \int_{\partial B} nu^2 - ||\nabla u||^2 dA + O(\epsilon)||u||^2_{W^{2,2}}. \quad (6.13)
\]
Using the formula in Lemma 4.2 with $\alpha = 1$, we compute
\[
\frac{d}{dt} \int_{M(t)} \sigma_{k-1} d\mu_t = -k \int_{\partial B} G^2 (1 + u)^n \sqrt{1 + \frac{\lVert \nabla u \rVert^2}{(1 + u)^2}} dA
\]
\[
= -k^3 \left( \frac{n}{k} \right)^2 \int_{\partial B} u^2 + \frac{1}{n^2} (\Delta u)^2 + \frac{2}{n} u \Delta u dA + O(\lVert u \rVert^2_{W^{2,2}})
\]
\[
= -k^3 \left( \frac{n}{k} \right)^2 \int_{\partial B} u^2 + \frac{1}{n^2} (\Delta u)^2 - \frac{2}{n} \lVert \nabla u \rVert^2 dA + O(\lVert u \rVert^2_{W^{2,2}}).
\]
(6.14)

Now we revisit Proposition 5.4 along the flow, from which we conclude that if $M$ is a nearly spherical surface, where the barycenter is at the origin and $V(\Omega) = V(B)$, then
\[
I_{k-1}(\Omega) - I_{k-1}(B) \geq \left( \frac{n}{k-1} \right) \left( \frac{k(n-k+1)}{2n} \right) \lVert u \rVert^2_{L^2} + O(\lVert u \rVert^2_{W^{1,2}}).
\]
(6.15)

This is a weaker statement than Proposition 5.4 because we have left out the gradient term. However, the gradient term is not needed when using the Fraenkel asymmetry in the quantitative quermassintegral inequality.

In the following theorem, we compare the derivatives of both sides of the inequality (6.15). Importantly, just as in Theorem 1.5, we need a condition that ensures the barycenter remains near the origin throughout the flow. We know this condition will be preserved for $n$-symmetric sets, for example.

For convenience, we recall the statement of Theorem 1.7.

**Theorem 6.2.** Suppose $M(t)$ is a solution of surfaces to the flow (6.1), and at $t_0$ the surface $M(t_0)$ satisfies, for a fixed $K$, that $\lVert \text{bar}(M(t_0)) \rVert^2 \leq K \epsilon \lVert u(t_0) \rVert^2_{W^{2,2}}$ and $\lVert u(t_0) \rVert^2_{W^{2,\infty}} < \epsilon$. Then, for any small $\eta > 0$
\[
\frac{d}{dt} \left( I_{k-1}(\Omega(t)) - I_{k-1}(B) \right) \leq (1 - \eta) \frac{d}{dt} \left( \frac{k(n-k+1)}{2n} \right) \lVert u(t_0) \rVert^2_{L^2},
\]
(6.16)

where the choice of a sufficiently small $\epsilon > 0$ depends on $\eta$ and $K$. Additionally, if $\lVert \text{bar}(M(t)) \rVert^2 \leq K \epsilon \lVert u \rVert^2_{W^{2,2}}$ holds for sufficiently large $t$, then
\[
\liminf_{t \to \infty} \frac{I_{k-1}(\Omega(t)) - I_{k-1}(B)}{\lVert u(t) \rVert^2_{L^2}} \geq \frac{k(n-k+1)}{2n}.
\]
(6.17)

**Remark.** Here we are not able to conclude an analogous statement to Corollary 1.6 because we do not have a similar result to Lemma 5.6.

**Proof.** First, from (6.2)
\[
\frac{d}{dt} \int_{\partial B} k(n-k+1)(\frac{n}{k-1}) \lVert u \rVert^2_{L^2} \text{ equals:}
\]
\[
= \frac{k^3}{n^2} \left( \frac{n}{k} \right)^2 \int_{\partial B} nu^2 - |\nabla u|^2 dA + O(\lVert u \rVert^2_{W^{2,2}}).
\]
(6.18)
From Lemma 5.3 when $|\text{bar}(M(t))|^2 \leq K\epsilon \|u\|_{W^{2,2}}$, we have $\|\Delta u\|_{L^2}^2 \geq 2(n + 1)\|\nabla u\|_{L^2}^2 + O(\epsilon) \|u\|_{W^{2,2}}$. Thus, we can bound the deficit with formula (6.3),

$$\frac{d}{dt}(I_{k-1}(M(t)) - I_{k-1}(B))$$

$$\leq \frac{k^3}{n^2} \left( \begin{array}{c} n \\ k \end{array} \right)^2 \int_{\partial B} -n^2 u^2 - (\Delta u)^2 + 2n|\nabla u|^2 dA + O(\epsilon) \|u\|_{W^{2,2}}^2$$

We achieve both (6.16) and (6.17) by the same reasoning as in Theorem 1.5, which is made possible from the convergence of $M(t)$ to a sphere as stated in Lemma 4.1.

References

[BS18] Maria Chiara Bertini and Carlo Sinestrari. Volume preserving flow by powers of symmetric polynomials in the principal curvatures. Math. Z., 289(3-4):1219–1236, 2018.

[CL12] Marco Cicalese and Gian Paolo Leonardi. A selection principle for the sharp quantitative isoperimetric inequality. Arch. Ration. Mech. Anal., 206(2):617–643, 2012.

[CRS10] Esther Cabezas-Rivas and Carlo Sinestrari. Volume-preserving flow by powers of the $k$th mean curvature. Calc. Var. Partial Differential Equations, 38(3-4):441–469, 2010.

[CW11] Sun-Yung Alice Chang and Yi Wang. On Aleksandrov-Fenchel inequalities for $k$-convex domains. Milan J. Math., 79(1):13–38, 2011.

[CW13] Sun-Yung Alice Chang and Yi Wang. Inequalities for quermassintegrals on $k$-convex domains. Adv. Math., 248:335–377, 2013.

[CW14] Sun-Yung A. Chang and Yi Wang. Some higher order isoperimetric inequalities via the method of optimal transport. Int. Math. Res. Not. IMRN, (24):6619–6644, 2014.

[FJ14] Nicola Fusco and Vesa Julin. A strong form of the quantitative isoperimetric inequality. Calc. Var. Partial Differential Equations, 50(3-4):925–937, 2014.

[FMP08] N. Fusco, F. Maggi, and A. Pratelli. The sharp quantitative isoperimetric inequality. Ann. of Math. (2), 168(3):941–980, 2008.
[FMP10] A. Figalli, F. Maggi, and A. Pratelli. A mass transportation approach to quantitative isoperimetric inequalities. *Invent. Math.*, 182(1):167–211, 2010.

[Fug86] Bent Fuglede. Stability in the isoperimetric problem. *Bull. London Math. Soc.*, 18(6):599–605, 1986.

[Fug89] Bent Fuglede. Stability in the isoperimetric problem for convex or nearly spherical domains in \( \mathbb{R}^n \). *Trans. Amer. Math. Soc.*, 314(2):619–638, 1989.

[Ger90] Claus Gerhardt. Flow of nonconvex hypersurfaces into spheres. *J. Differential Geom.*, 32(1):299–314, 1990.

[GL09] Pengfei Guan and Junfang Li. The quermassintegral inequalities for \( k \)-convex starshaped domains. *Adv. Math.*, 221(5):1725–1732, 2009.

[Hal92] R. R. Hall. A quantitative isoperimetric inequality in \( n \)-dimensional space. *J. Reine Angew. Math.*, 428:161–176, 1992.

[HHW91] R. R. Hall, W. K. Hayman, and A. W. Weitsman. On asymmetry and capacity. *J. Analyse Math.*, 56:87–123, 1991.

[Hui84] Gerhard Huisken. Flow by mean curvature of convex surfaces into spheres. *J. Differential Geom.*, 20(1):237–266, 1984.

[Lie96] Gary M. Lieberman. *Second order parabolic differential equations*. World Scientific Publishing Co., Inc., River Edge, NJ, 1996.

[Oss79] Robert Osserman. Bonnesen-style isoperimetric inequalities. *Amer. Math. Monthly*, 86(1):1–29, 1979.

[Urb90] John I. E. Urbas. On the expansion of starshaped hypersurfaces by symmetric functions of their principal curvatures. *Math. Z.*, 205(3):355–372, 1990.

[VW22] Caroline VanBlargan and Yi Wang. Quantitative quermassintegral inequalities for nearly spherical sets. *preprint*, https://arxiv.org/abs/2201.04256, 2022.

[Wan14] Yi Wang. Michael-Simon inequalities for \( k \)-th mean curvatures. *Calc. Var. Partial Differential Equations*, 51(1-2):117–138, 2014.