Extending the Quantum Coherence of a Near-Surface Qubit by Coherently Driving the Paramagnetic Surface Environment
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Surfaces enable useful functionalities for quantum systems, e.g. as interfaces to sensing targets, but often result in surface-induced decoherence where unpaired electron spins are common culprits. Here we show that the coherence time of a near-surface qubit is increased by coherent radio-frequency driving of surface electron spins, where we use a diamond nitrogen-vacancy (NV) center as a model qubit. This technique is complementary to other methods of suppressing decoherence, and importantly, requires no additional materials processing or control of the qubit. Further, by combining driving with the increased magnetic susceptibility of the double-quantum basis we realize an overall fivefold sensitivity enhancement in NV magnetometry. Informed by our results, we discuss a path toward relaxation-limited coherence times for near-surface NV centers. The surface spin driving technique presented here is broadly applicable to a wide variety of qubit platforms affected by surface-induced decoherence.

Decoherence of quantum systems near surfaces is an outstanding challenge that has not been met. Whereas many quantum systems benefit from a high degree of environmental control and regularity, such as atoms trapped in vacuum far from surfaces and atomic-scale defects buried deep in a bulk crystal, interfaces can add important functionality towards scalability, transduction, and networking. However, interfaces also add an uncontrolled element to the qubit’s environment. Surfaces in particular are inevitable for superconducting qubits, nanomechanical resonators, adatom qubits, atom and ion chip traps, and for high spatial resolution sensing, but frequently host sources of decoherence [1–6]. In particular, fluctuating magnetic fields from surface electron spins are implicated as a major source of decoherence for qubits near surfaces [7–13].

The negatively charged nitrogen-vacancy (NV) center in diamond is a renowned, model example of a solid-state qubit [14]. Near-surface NV centers are used as versatile, high spatial resolution quantum sensors [15–18] and are also useful for storing, processing, and transferring quantum information in hybrid quantum systems [19–21]. The NV coherence time is a key parameter in these quantum applications as it directly limits the possible storage and processing time as well as the achievable sensitivity in sensing [22, 23]. For these applications it is vital that the NV center reside in close proximity to the diamond surface, as the NV depth determines the coupling strength to other quantum elements, as well as the signal strength and spatial resolution in imaging [24, 25]. However, as for a wide variety of other quantum systems, decoherence associated with the surface is a key obstacle in NV-based technologies [12, 26, 27].

Several approaches are commonly taken to mitigate decoherence of near-surface qubits. Surface engineering is a direct, materials-based approach, which often involves preparing the surface with a host of material-specific protocols [28–31]. Although surface engineering is a promising approach that directly targets the source of the problem, discovering the correct protocols can require painstaking characterization and trial-and-error; to date, state-of-the-art techniques have not succeeded in completely eliminating the decoherence sources. Further, the surface can degrade in time after the initial preparation, due to spontaneous chemical or structural changes as well as accumulated surface adsorbates [32–35]. Quantum control of the near-surface qubit is another approach to mitigating decoherence. Dynamical decoupling is a primary example, where by fast rotation the qubit is made insensitive to slower frequencies of fluctuations [36–38]. One can also use qubit states with “clock transitions” that are insensitive to specific perturbations such as magnetic fields [39–42]. Although they can increase coherence time, these techniques significantly constrain the qubit and its applications, rendering it insensitive to signals that are similar in nature to the noise being decoupled. An active approach that directly addresses only the offending source and leaves the qubit unconstrained, without painstaking materials processing or susceptibility to surface degradation, is a promising path forward.

In this work we demonstrate that coherent radio-frequency driving of surface electron spins removes their decohering effect on nearby qubits. Here we use a diamond NV center as a model near-surface qubit. Importantly, the qubit coherence time increases without any additional materials processing or control of the qubit. The physical principle of this approach is that by driving the surface spins sufficiently fast, their interaction with the qubit averages away [Fig. 1(a)], analogous to the phenomenon of motional narrowing [43]. With NV centers specifically, we realize a fivefold enhancement in measurement sensitivity by combining surface spin driving with the increased magnetic susceptibility of the double-quantum basis. We find the coherence extension from driving is robust among individual NVs. The techniques here are broadly applicable to qubits affected by paramagnetic environments and are directly complemen-
centers’ depths are experimentally measured via surface proton NMR and range between ~4 and 17 nm [46].

The electron spins at the diamond surface and their interactions with single, shallow NV centers can be probed by a double electron electron resonance (DEER) measurement sequence [Fig. 1(b)], in which the NV center serves as a local, optically addressable readout for a small number of proximal dark spins [47–49]. Specifically, a Hahn echo sequence is performed on the NV, in which a resonant π pulse on the \( |m_s = 0 \rightarrow -1\rangle_{\text{NV}} \) transition decouples the NV center from slowly varying environmental fluctuations that lead to decoherence; simultaneously, a coherent microwave pulse tuned to the surface spins (frequency \( f_{SS} \)) selectively recoups its quasistatic contribution and leads to NV decoherence. Therefore, in this DEER measurement, the NV coherence serves as a readout for the surface spins.

In Figs. 1(c) and 1(d) we probe the surface spin frequency- and time-domain response to RF fields using the DEER measurement sequence in Fig. 1(b). Here we use spin-dependent photoluminescence to measure NV coherence in the single-quantum basis \( \{ |m_s = 0 \rangle, |m_s = -1\rangle \} \) at a fixed echo time \( 2\tau \). The plotted NV coherence is defined as the difference between the populations of the \( |m_s = 0\rangle_{\text{NV}} \) and \( |m_s = -1\rangle_{\text{NV}} \) states after the final \( \pi/2 \) pulse in Fig. 1(b) (neglecting the non-unity spin polarization [45]). Figure 1(c) shows the surface spin electron spin resonance spectrum, obtained by measuring NV coherence as the frequency \( f_{SS} \) of a fixed-duration surface spin pulse is varied. A clear spin resonance is seen at 1071 MHz, which is the expected resonance for \( g = 2 \) spins at the applied magnetic field of \( B_0 = 382 \) G. Figure 1(d) shows time-domain Rabi oscillations of the surface spins, obtained by fixing \( f_{SS} = 1071 \) MHz and varying the duration \( t_{SS} \) of the surface spin pulse, demonstrating our ability to address and coherently control these \( g = 2 \) surface spins.

Having identified surface spins and established their coherent control, we now show that by coherently driving them we remove their decohering effect on a near-surface qubit. In Fig. 2(c) we observe an increase in the NV Hahn echo \( T_2 \) in both the single-quantum (SQ) and double-quantum (DQ) bases by continuously driving the surface spins on-resonance throughout the echo sequence [sequence in Fig. 2(a)]. Single-tone pulses from two separate RF generators are used to control the NV ground state spin triplet in either the SQ basis \( \{ 0, -1\}_{\text{NV}} \) or DQ basis \( \{ -1, +1\}_{\text{NV}} \) (see Supplemental Material Note 3 for further details [45]). As diagrammed in Fig. 1(a), by coherently driving these spins sufficiently fast, their magnetic interaction with the NV averages away and surface-spin-induced dephasing is suppressed. For the NV in Fig. 2, the SQ \( T_2 \) increases from 65(2) to 94(2) µs by driving and the DQ \( T_2 \) increases from 41(3) to 75(3) µs by driving. Here we drive the surface spins at \( \Omega_{\text{Rabi}}/2\tau = 10 \) MHz, which is roughly \( 2\times \) the half width at half maxi-

FIG. 1. (a) Schematic of experiment. Near-surface NV centers are dephased by fluctuating magnetic fields (blue contours) from surface electronic spins. Driving the surface spins can suppress NV dephasing. (b) Pulse sequence used in (c) and (d) for probing surface spins. Microwave pulses (yellow and red) are used for spin control and green illumination pulses are used for initialing and reading the NV spin. When an on-resonance π pulse inverts the surface spins, their quasistatic magnetic field is recoupled and induces NV dephasing. (c) NV coherence as a function of pulse frequency \( f_{SS} \), showing a resonance corresponding to \( g = 2 \) electronic spins. A π pulse of duration \( t_{SS} = 108 \) ns is used. Black curve is a Lorentzian fit. (d) NV coherence as a function of pulse length \( t_{SS} \) with \( f_{SS} = 1071 \) MHz. Black curve is a fit to exponentially damped Rabi oscillations with \( T_{2,\text{Rabi}} = 200(10) \) ns. 2\( \tau \) is 20 µs in (c) and (d) and the NV depth is 7.5(3) nm.
num of the surface spin linewidth \((1/T_{2,\text{Rabi}} \approx 5 \text{ MHz})\) and is much greater than the NV coupling strength to an individual surface spin \((\lesssim 10 \text{ kHz})\). The coherence extension we observe is robust: by driving we observe a SQ \(T_2\) increase of >15% for 11 out of 13 measured centers, and we observe up to a 140% increase.

Before further discussing the results from Fig. 2, we briefly show that the observed \(T_2\) increase is due to resonant driving of \(g = 2\) electron spins and that these spins reside at the diamond surface. Figure 3(b) plots measurements of NV coherence at fixed echo time \(2\tau\) while continuously driving at variable frequency \(f_{\text{SS}}\) [Fig. 3(a)]. Sweeping \(f_{\text{SS}}\) across the expected \(g = 2\) resonance (788 MHz at the applied \(B_0 = 281\) G), we observe a clear increase in the NV coherence, indicating that the coherence extension from continuous drive is due to resonant driving of \(g = 2\) spins. To confirm these spins are at the surface, in Fig. 3(c) we plot the decoupled SQ decoherence rate \(\Gamma_{\text{decoupled}} = 1/T_2 - 1/T_{2,\text{drive}}\) as a function of NV depth, measured separately on eight individual centers with depths ranging from 4 to 17 nm. We observe a strong anticorrelation between \(\Gamma_{\text{decoupled}}\) and the NV depth, with over an order of magnitude change in \(\Gamma_{\text{decoupled}}\) between the shallowest and deepest centers, demonstrating that the decoupled noise originates at the surface. We further note that on day-to-month timescales we observe order-unity variations in \(\Gamma_{\text{decoupled}}\) measured on the same NV, further indicating that the decoupled decoherence originates from the surface.

We now turn to a discussion of the coherence extension in the single- and double-quantum bases shown in Fig. 2. In the SQ and DQ bases, the NV has different susceptibilities to the various dephasing channels [50, 51], which can be quantitatively understood by the NV’s ground state spin Hamiltonian

\[
H_{\text{NV}} = \left(\hbar D + d_{||} \Pi_{||}\right) S_z^2 + \hbar \frac{\gamma}{2\pi} S \cdot B - \frac{d_{||} \Pi_{||}}{2} \left(S_x^2 + S_y^2\right),
\]

(1)

where \(\hbar\) is Planck’s constant, \(D = 2.87\) GHz is the crystal-field splitting, \(B\) is the magnetic field, \(S\) is the spin-1 operator, \(S_{\pm}\) are the spin raising and lowering operators, the \(z\)-axis points along the NV axis, \(\gamma/2\pi = 2.8\) MHz/G is the NV gyromagnetic ratio, \(d_{||}/h = 0.35\) Hz cm/V and \(d_{\perp}/h = 17\) Hz cm/V are the components of the NV’s electric dipole parallel and perpendicular to the \(z\)-axis, and \(\Pi_{||}\) and \(\Pi_{\perp}\) are the parallel and perpendicular components of the effective electric field, where \(\Pi = (E + \sigma)\) has both electric field \(E\) and appropriately scaled strain \(\sigma\) terms. With an applied \(B = B_z\), where \((\gamma/2\pi)B_z \gg d_{||}\Pi_{||}/h\), the Hamiltonian yields SQ transition frequencies [26, 51] given by

\[
f_{0 \rightarrow \pm 1} \approx D + d_{||} \Pi_{||}/h \pm \left(\frac{\gamma}{2\pi}B_z + \frac{1}{2} \frac{(d_{||} \Pi_{\perp}/h)^2}{(\gamma/2\pi)B_z}\right),
\]

(2)
and a DQ transition frequency given by

\[ f_{-1 \rightarrow +1} \approx 2 \left( \frac{\gamma}{2\pi} B_z + \frac{1}{2} \frac{(d_{\Pi} \Pi_{\perp}/\hbar)^2}{\gamma^2/2\pi B_z} \right). \]

(3)

The DQ basis has an effectively doubled gyromagnetic ratio, which has the positive effect of being more sensitive to magnetic signals but is traded off with an increased sensitivity to magnetic noise. A clear advantage of the DQ basis, however, is the elimination of noise from the common-mode DQ + drive Hahn echo, which has the positive effect of being more sensitive to magnetic signals but is traded off with an increased sensitivity in accumulated phase, \( \gamma_{\perp} \). We observed this in doing so, we achieve \( T_2^{\text{SQ} \text{+ drive}} > T_2^{\text{SQ}} \) [Fig. 2(c)]. In result, we achieve greatly amplified sensitivity gains in magnetometry: the longer coherence time allows for a longer phase accumulation time from a magnetic signal, and the doubled gyromagnetic ratio results in a doubled phase accumulation rate [51]. To quantify these magnetometry improvements, we consider the sensitivity enhancements to incoherent AC signals, which is relevant in, e.g., noise detection of magnetic phases [17, 52, 53] or detection of the statistical polarization of precessing nuclear spins in nanoscale NMR [15, 22, 54]. In this case, the signal strength for the optically detected signal goes as \( C(T) \langle (\delta \phi)^2 \rangle \), where \( \langle (\delta \phi)^2 \rangle \sim B_{\text{rms}}^2 \gamma_{eff}^2 T^2 \) is the variance in accumulated phase, \( T \) is the total phase accumulation time, \( C(T) \) is the NV coherence, \( B_{\text{rms}} \) is the root mean square of the magnetic field, and \( \gamma_{eff} \) is the effective gyromagnetic ratio: \( \gamma_{eff} = \gamma \) in the SQ basis and \( \gamma_{eff} = 2\gamma \) in the DQ basis. The inverse sensitivity (high inverse sensitivity corresponds to faster sensing) thus goes as \( (\text{signal strength})/\sqrt{T} \sim C(T) \gamma_{eff}^2 T^{3/2} \) [22].

Figure 2(d) plots inverse sensitivity for the data measured in Fig. 2(c), normalized to the peak sensitivity for the no-drive, SQ measurement; accordingly, the y-axis can be understood as a sensitivity enhancement. We observe a \( 2 \times \) sensitivity enhancement in the no-drive DQ measurement, a \( 1.75 \times \) enhancement in the SQ + drive measurement, and a \( 5 \times \) enhancement in the DQ + drive measurement. This \( 5 \times \) sensitivity enhancement corresponds to a \( 25 \times \) measurement speed-up. We note that the SQ, no-drive \( T_2 \) measured here is similar to that reported for NVs of this depth (12.8(3) nm) produced by state-of-the-art materials techniques [6, 44, 55]; and with the enhanced collection from our diamond nanopillars, we estimate an a.c. magnetic field sensitivity of \( \eta_{a.c.} = 10 \text{ uT Hz}^{-1/2} \) for the DQ + drive Hahn echo [24].

We now highlight a path pushing toward \( T_1 \)-limited coherence times for near-surface NVs. With the advances in this work, the suspected remaining limits to shallow NV coherence in our diamond sample are \( \Pi_{\perp} \) fluctuations and bulk electron spins which produce \( B \) fluctuations. These dephasing sources can be mitigated by existing techniques that are directly complementary to the methods used in this work. First, the \( \frac{1}{2\pi^2} \gamma_{\perp}^2/2\pi B_z \) term is suppressed with large magnetic fields. By comparing DQ and SQ coherence times at 281 G [Fig. 2(c)], we estimate the magnitude of \( \Pi_{\perp} \) fluctuations and thereby estimate that \( \Pi_{\perp} \) fluctuations are \( \sim 1 \text{ kHz for the NV in Fig. 2(c)} \). We emphasize however that the term’s nonlinearity means dephasing would be amplified beyond this estimate by static or quasistatic strain or electric fields. Second, substitutional nitrogen defects (P1 centers, \( \approx 0.3 \text{ ppm in our implantation layer} \)) induce magnetic fluctuations that we estimate limit DQ coherence to \( \sim 100 \mu \text{s} \) [55]. Lowering the implantation dosage or coherently driving the P1 centers [51, 57, 58] would mitigate their decohering effect. Third, nitrogen implantation induces paramagnetic vacancy clusters, which we estimate also limit DQ coherence to \( \sim 100 \mu \text{s} \) [55]. These defects can be prevented by gentler incorporation of nitrogen such as during diamond growth [59], or they can be removed by lattice charging during annealing [55] or high-temperature annealing [44, 60, 61]. We remark that any remaining dephasing would be due to magnetic sources at the diamond surface that are distinct from the coherently controlled \( g = 2 \) spins in this work.

In conclusion, we demonstrate that the coherence time of a near-surface qubit is increased by coherently driving the surface electronic spins, without any additional materials processing or manipulation of the qubit. Using shallow NV centers as a model platform, we achieve a fivefold sensitivity enhancement by combining surface spin driving with operation in the double-quantum basis. Future work can combine the methods presented here with existing materials processing techniques to eliminate other known sources of dephasing and push toward \( T_1 \)-limited coherence times for shallow NV centers. The surface spin driving technique demonstrated here could also realize coherence extensions in other systems such as superconducting qubits, adatom qubits, and other near-surface qubits affected by surface spins. Further, these results also suggest other forms of driving as a promising path forward for near-surface qubits; for example, electrical driving of surface electric dipoles could suppress electric field noise that afflicts atoms and ions near surfaces [32, 33, 62].
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Supplemental Material

SUPPLEMENTAL NOTE 1: SAMPLE PREPARATION AND DETAILS

The diamond substrate used in this work is a 150-µm-thick plate with optically resolvable near-surface NV centers (depth ∼ 7 nm). This same substrate is also used and described in Refs. [18, 27, 35]. Optical access in the confocal setup is through the 150-µm thick diamond plate, and a metal waveguide patterned on the diamond is used to transmit microwaves.

The diamond begins as a polished, commercial Element Six electronic grade (100) diamond substrate of lateral dimensions 2 mm × 2 mm and a thickness of 0.5 mm. To reduce the thickness, the diamond is sliced and then polished from the sliced side to a thickness of 150 µm. Polishing damage is then mitigated by etching 1 µm with ArCl2 plasma, and the substrate is then cleaned for 40 minutes in boiling acid H2NO3:H2SO4 2:3. A 50-nm-thick layer of 99.99% 12C is then grown on the diamond face by plasma-enhanced chemical vapor deposition. To form NV centers, 14N ions are then implanted with a dosage of 5.2 × 1010 ions/cm² at 4 keV and a 7° tilt, yielding an expected N depth of 7 nm (calculated by Stopping and Range of Ions in Matter (SRIM)). Subsequently, the sample is annealed in vacuum (< 10−6 Torr at max temperature) at 850°C for 2.5 hours with a 40-minute temperature ramp. After annealing, the sample is cleaned in HClO4:H2NO3:H2SO4 1:1:1 for 1 hour at 230-240°C. Materials processing techniques similar to those used here are detailed and characterized in Reference [44].

Approximately three years span between the initial sample preparation and the measurements performed in this work, during which time several rounds of surface cleaning are performed. The measurements performed in this work are performed several months after a standard surface preparation protocol: the diamond is acid cleaned with Nanostrip (a Piranha analog) at 80°C for 12 minutes, and then the diamond is oxygen annealed at 400°C for 4 hours. Nanostrip is chosen because it preserves the metal waveguide on the diamond.

The NV centers’ depths are measured by proton NMR and range between ∼4 and 17 nm; further details are given in the supplement of Ref. [35]. To increase the photon collection efficiency from the NV centers, tapered nanopillars with a diameter of 400-nm are patterned by e-beam lithography and etched by O2 plasma to a height of 500 nm. Under conventional spin-dependent photoluminescence readout, we measure spin contrasts of ∼35% and a saturation fluorescence of ∼ 500 k counts/s. Pillars containing single NV centers are identified by second-order correlation measurements and then confirmed by measuring photon statistics from the negative and neutral NV charge states (see supplement of Ref. [35]). By measuring the fraction of pillars hosting a single NV center and assuming the number of NVs per pillar follows a Poisson distribution, we estimate a conversion efficiency of implanted N to NV of ∼ 5%, consistent with previous reports [63].

On day-to-month timescales, on some NVs we observe order-unity variations in the NV coherence time as well as the NV coupling strength to the surface spins. Accordingly, for Figs. 2 and 3(c) of the main text we interleave drive and no-drive sequences so that we are insensitive to sub-kHz changes in the environment. We note that for the DEER data in Figs. 1(c) and 1(d) of the main text, the NV $T_2$ was slightly lower during the measurement in Fig. 1(c), and so the quantitative values of NV coherence in Fig. 1 should not be directly compared.

SUPPLEMENTAL NOTE 2: SURFACE SPIN DENSITY ESTIMATE

Here we describe an estimate of the surface spin density by using the measurements presented in this work. One may use the DEER coupling strength to estimate the surface spin density; however, depending on the models and assumptions applied (e.g. about correlation times of the noise), similar DEER coupling strengths can result in estimated densities that vary by orders of magnitude. Accordingly, in this section we present statistical arguments to set a lower bound on the surface spin density of ∼ 0.01/µm², and we use knowledge of the surface spin linewidth to set an upper bound of ∼ 0.1/µm². The bounded range of 0.01 − 0.1/µm² is consistent with the densities extracted by various different methods in Refs. [6, 49, 64].

2.1: Lower bound on surface spin density: statistical argument

We can set a lower bound on the surface spin density by using statistical arguments, based on the sample of NVs we measure. A low spin density will lead to large variations in the surface spin signal that the individual NV centers feel: if we assume the extreme scenario that all observed variation between different NVs is due to a variation in the
number of surface spins in the NV sensing volume, then we can estimate a density of surface spins which would be a lower bound.

Figure 3(c) of the main text plots $\Gamma_{\text{decoupled}} = 1/T_2 - 1/T_{2,\text{drive}}$ for eight individual centers of different depths. Six of the centers are between depths of approximately 7.5 to 12.5 nm; for these six centers, the mean decoupling rate $\text{mean}(\Gamma_{\text{decoupled}}) = 7.75 \text{ ms}^{-1}$ and the standard deviation $\text{std}(\Gamma_{\text{decoupled}}) = 2.9 \text{ ms}^{-1}$. From the plot, it appears a majority of the variation for these six centers originates from their varied depth, but for this estimate we assume all variation in $\Gamma_{\text{decoupled}}$ is due to the variation in the number of surface spins in the NV sensing volume.

For this estimate we assume that $\Gamma_{\text{decoupled}}$ is proportional to the mean-squared magnetic field $B_{\text{rms}}^2$ from the surface spins. $B_{\text{rms}}^2$ is proportional to $N$, where $N$ is the number of surface spins in the sensing volume, which here we assume follows a Poisson distribution. Then $\text{std}(\Gamma_{\text{decoupled}})/\text{mean}(\Gamma_{\text{decoupled}}) = \text{std}(B_{\text{rms}}^2)/\text{mean}(B_{\text{rms}}^2) = \sqrt{N}/N = 1/\sqrt{N}$. We observe $\text{std}(\Gamma_{\text{decoupled}})/\text{mean}(\Gamma_{\text{decoupled}}) \approx 0.37$, and accordingly $N \approx 1/(0.37)^2 \approx 7$. Approximately, the relevant sensing area on the surface is a circle with area $\sim \pi r^2$, where $r \approx 10 \text{ nm}$ is the average depth of the six NV centers we consider here. These estimates correspond to a surface spin density of $7/(\pi(10 \text{ nm})^2) \approx 0.02/\text{nm}^2$, and to be conservative we estimate a lower bound of $\approx 0.01/\text{nm}^2$.

This argument becomes invalid if the surface spins are not stationary over the course of the entire measurement of $\Gamma_{\text{decoupled}}$ on an NV, which lasts minutes to hours. If the spins are not stationary, then an arbitrarily low spin density would not necessarily result in any variation between different NV centers. However, the spins are likely stationary on the surface, as Sushkov et al. [49] image the locations of these surface spins by varying the magnetic field direction.

### 2.2: Upper bound on surface spin density: dipolar-limited surface spin linewidth

We can set an upper bound on the surface spin density by noting the typical surface spin linewidths we observe, because dipolar coupling between the surface spins will broaden the line. In this work, we observe a surface spin $1/T_{2,\text{Rabi}} \approx 5 \text{ MHz}$, roughly corresponding to the half width at half maximum (HWHM) of the resonance linewidth. Note that HWHMs of approximately 10 MHz are observed in Figs. 1(c) and 3(b) of the main text, but both of these HWHMs are Fourier broadened by approximately 5 MHz. If we assume that the measured 5 MHz decay constant is exclusively due to dipolar interactions between the surface spins, then we can set an upper bound on the surface spin density.

Roughly, the linewidth will be of the order of the dipolar coupling strength $A$. Consider, for example, the case of two spins with dipolar interaction strength $A$ and Zeeman interaction energy $\gamma B$, where $\gamma B \gg A$. The transition frequency of $|↓↓⟩ \rightarrow |↑↓⟩$ will be $\gamma B - A$, and the transition frequency of $|↓↑⟩ \rightarrow |↑↑⟩$ will be $\gamma B + A$. Having large numbers of dipolar-coupled spins thus creates a broadening with a HWHM of order $A$. Slichter calculates the second moment (i.e. the variance) of the linewidth given $N$ spins limited by dipolar broadening [43], and this variance is given by

$$\langle \Delta f^2 \rangle = \left( \frac{1}{2\pi} \right)^2 \left( \frac{\mu_0}{4\pi} \right)^2 \frac{3}{4} \gamma^4 h^2 S(S+1) \frac{1}{N} \sum_{j,k} \frac{(1 - 3 \cos^2 \theta_{jk})^2}{r_{jk}^6},$$  \hspace{1cm} (S1)

where $\gamma$ is the electron gyromagnetic ratio, $S$ is the spin ($1/2$ for the spin-$1/2$ surface spins), $N$ is the number of spins, and the sum adds the contribution from all spins, which are at a relative separation $r_{jk}$ and point at a relative angle $\theta_{jk}$.

As in Slichter [43], we now consider the case where all spins are located in equivalent positions, such that the sum is independent of $j$. This then gives $N$ equivalent sums, canceling with the $1/N$. We arrive at

$$\Delta f_{\text{rms}} \equiv \sqrt{\langle \Delta f^2 \rangle} \approx 39 \text{ MHz nm}^3 \sqrt{\sum_k \frac{(1 - 3 \cos^2 \theta_k)^2}{r_k^6}}.$$  \hspace{1cm} (S2)

We approximate the sum for our surface spins by considering a two-dimensional square array of spins. We use the nearest neighbor approximation (i.e., we sum the contribution from the four nearest neighbors to the central spin), and we consider a spin $z$-axis which is tilted $54.7^\circ$ from the axis normal to the array (the direction of the applied magnetic field for our (100) diamond). These considerations then yield an upper bound for the surface spin density given by
\[ \sigma \approx \frac{1}{\text{nm}^2} \left( \frac{\Delta f_{\text{rms}}}{125 \text{ MHz}} \right)^{2/3}. \]  

(S3)

If we take \( \Delta f_{\text{rms}} \) to be our experimentally measured HWHM of 5 MHz, then Eq. S3 gives an upper bound to the surface spin density of \( \approx 0.1/\text{nm}^2 \). We emphasize that, by our calculations here, a surface spin density of \( 1/\text{nm}^2 \) would give a FWHM of 250 MHz, far inconsistent with the observed linewidths in this work and in previous reports [47–49].

This argument assumes that the spins lie perfectly in a 2D plane, without any height variation; however, rapid nm changes in height over nm length scales would lead to lower average dipolar coupling strengths than if the spins are all in the same plane. We also note that one should be careful in the interpretation of linewidth. A Lorentzian lineshape, for example, has infinite standard deviation but a well-defined HWHM. In the case of the two-dimensional square array of spins, the HWHM is approximately the same value as the standard deviation and so we can use the method of moments safely.

SUPPLEMENTAL NOTE 3: RADIO-FREQUENCY CONTROL

3.1: Radio-frequency equipment

Three separate radio-frequency (RF) signal generators are used for controlling the electronic spin states of the NV spin qutrit, formed by \(|m_s = 0\rangle_{\text{NV}} \) and \(|m_s = \pm 1\rangle_{\text{NV}} \), as well as the surface spin qubits, formed by \(|\uparrow\rangle_{\text{SS}} \) and \(|\downarrow\rangle_{\text{SS}} \). A single microwave waveguide patterned on the diamond is used to deliver all RF signals. All three RF generators (SRS SG384) are gated by their own switch (Mini Circuits ZASWA-2-50DR+) and are then combined before an RF amplifier (Mini Circuits ZHL-16W-43+) which feeds into the patterned waveguide. Independent IQ modulation of each SG384 generator is used as an extra layer of isolation. Measurements are done in an applied magnetic field of 100s of Gauss, and so the surface spin RF frequency is \( \sim \text{GHz} \) and passes through the amplifier.

3.2: Preparation, control, and readout of double-quantum basis

The \(|m_s = -1\rangle_{\text{NV}} \) and \(|m_s = +1\rangle_{\text{NV}} \) states are not coupled by microwaves, so to manipulate superpositions in the DQ basis we employ microwave control of the SQ bases \(|0, -1\rangle_{\text{NV}} \) and \(|0, +1\rangle_{\text{NV}} \). We use subsequent single-frequency pulses to prepare, control, and readout DQ superpositions. For example, to prepare a DQ superposition, we apply an \(|m_s = 0 \rightarrow -1\rangle_{\text{NV}} \pi/2 \) pulse to prepare a SQ superposition, and then apply an \(|m_s = 0 \rightarrow +1\rangle_{\text{NV}} \pi \) pulse. The DQ Hahn echo sequence we use in Fig. 2 of the main text is depicted in Fig. S1, which includes use of a differential measurement (see below). Dual-frequency pulses have been shown to also be an effective way to control the DQ basis [50], at the cost of experimental complexity; however, dual-frequency pulses would likely be superior for use in measurements with long trains of RF pulses, such as CPMG-type measurements.

3.3: Differential measurement

For all measurements plotted in the main text and supplement of this work, we use a common-mode rejection technique known as a differential measurement, used throughout the NV literature and described in Refs. [18, 27, 35]. The differential measurement helps remove technical noise, can alleviate some effects of NV charge state conversion in the dark [35], and also simplifies analysis by normalizing the signal so that the signal goes to 0 as \( \tau \rightarrow \infty \) in an echo sequence.

In the differential measurement scheme, at the end of a pulse sequence we read out the NV photoluminescence, denoted PL in Fig. S1. We then repeat the pulse sequence, but immediately before photoluminescence readout we apply a resonant microwave \( \pi \) pulse to swap the \(|m_s = 0\rangle_{\text{NV}} \) and \(|m_s = -1\rangle_{\text{NV}} \) populations and measure PL\(_{\text{swap}}\) (Fig. S1). Subtracting PL and PL\(_{\text{swap}}\) thus removes background PL signals and yields the population difference between \(|m_s = 0\rangle_{\text{NV}} \) and \(|m_s = -1\rangle_{\text{NV}} \). Explicitly, the overall signal we measure is given by

\[ \text{PL} - \text{PL}_{\text{swap}} = C (\rho_0 - \rho_{-1}) , \]  

(S4)
FIG. S1. Pulse sequence used for performing Hahn echo measurements in the double-quantum basis, which includes use of a differential measurement technique by the additional $\pi$ pulse at the end of the PL_{swap} measurement. The NV coherence is proportional to the differential measurement signal $\text{PL} - \text{PL}_{\text{swap}}$. 

where $C$ is a constant describing the spin-dependent PL contrast, and $\rho_0$ and $\rho_{-1}$ are the $|m_s = 0\rangle_{\text{NV}}$ and $|m_s = -1\rangle_{\text{NV}}$ populations after the projective $\pi/2$ pulse. Throughout this work, we define NV coherence as $(\text{PL} - \text{PL}_{\text{swap}})/C$.

SUPPLEMENTAL NOTE 4: THE MICROWAVE ANALOG OF THE AC STARK EFFECT

In this section we show that the drive field used for addressing the surface spins can cause an appreciable shift in the NV spin transition frequencies, even if far detuned from the NV spin transition. We identify this effect as a microwave analog of the AC stark effect, common to optical transitions in atomic physics. We observe this effect in our DEER measurement sequences as a slow oscillation in the NV phase as a function of the surface spin pulse duration, and we show in this section that this effect can be readily removed with the appropriate fitting function. We note that we also observe this effect as a frequency shift in Ramsey experiments (not plotted in this work). We emphasize that these results indicate that amplitude fluctuations in the surface spin drive field, even though far detuned from the NV transition, would lead to NV dephasing. Similarly, spatial inhomogeneity in the drive field would lead to dephasing in NV ensemble measurements.

4.1: Theoretical description of AC Stark effect on NV spin triplet

The AC Stark effect is common to optical transitions in Atomic physics, and is described in detail in *Theoretical Atomic Physics* by Friedrich [65]. Here we adapt the calculation to the magnetic transitions of the NV ground state spin triplet. To be explicit, the NV interaction with the Rabi field can be understood by expanding the Zeeman interaction:

$$H' = \gamma \mathbf{S} \cdot \mathbf{B} \cos(\omega t) = \left[ \gamma B_z S_z + \left( \frac{1}{2} \gamma (B_x - iB_y) S_+ + \frac{1}{2} \gamma (B_x + iB_y) S_- \right) \right] \cos(\omega t),$$  \hspace{1cm} (S5)

where $\gamma$ is the electron gyromagnetic ratio, $\mathbf{B}$ is the magnetic field amplitude vector, $\cos(\omega t)$ describes the oscillation of the magnetic field, $\mathbf{S}$ is the spin-1 operator, and $S_{\pm} = S_x \pm iS_y$ are the spin raising and lowering operators. Analogous to the calculation in Friedrich [65], the energy shifts (up to second-order) to the NV spin triplet states due to an oscillating magnetic field are thus given by

$$\Delta E_n = \frac{1}{4} \left[ \sum_{E_m \neq E_n} \frac{|\langle \psi_n | \gamma \mathbf{S} \cdot \mathbf{B} | \psi_m \rangle|^2}{E_n - E_m - \hbar \omega} \right] + \left[ \sum_{E_m \neq E_n} \frac{|\langle \psi_n | \gamma \mathbf{S} \cdot \mathbf{B} | \psi_m \rangle|^2}{E_n - E_m + \hbar \omega} \right],$$  \hspace{1cm} (S6)

where $\psi_n$ are the NV $m_s = 0, +1, -1$ spin states, and $E_n$ is the energy of the $n^{th}$ level. Expanding the Zeeman interaction we arrive at
\[
\Delta E_n = \frac{1}{4} \left[ \sum_{E_m + \hbar \omega \neq E_n} \frac{|\langle \psi_n | (\frac{1}{2} \gamma (B_x - i B_y) S_+ + \frac{1}{2} \gamma (B_x + i B_y) S_-) |\psi_m\rangle|^2}{E_n - E_m - \hbar \omega} + \sum_{E_m - \hbar \omega \neq E_n} \frac{|\langle \psi_n | (\frac{1}{2} \gamma (B_x - i B_y) S_+ + \frac{1}{2} \gamma (B_x + i B_y) S_-) |\psi_m\rangle|^2}{E_n - E_m + \hbar \omega} \right],
\]  

(S7)

where the \(S_z\) term is cancelled out because the inner product will be 0 unless \(n = m\) for \(S_z\), but if \(n = m\) then the two terms cancel. In our experiment, we are interested in the relative energy shift induced between two spin levels. Here we will focus in particular on the relative energy shift between \(m_s = 0\) and \(m_s = -1\), which we use as our single-quantum qubit. Calculation with Eq. S7 results in

\[
\hbar \omega_{\text{stark}} = \Delta E_{-1} - \Delta E_0 = \hbar \Omega_{\text{NV}}^2 \left( \frac{1}{2 \Delta_{-1}} + \frac{1}{2 \Delta_{-1} + 4 \omega} + \frac{1}{4 \Delta_{+1}} + \frac{1}{4 \Delta_{+1} + 8 \omega} \right) 
\]

(S8)

where \(\Omega_{\text{NV}} = (1/\sqrt{2}) \gamma \sqrt{B_x^2 + B_y^2}\) describes the NV coupling to the Rabi field, and \(\Delta_{\pm 1} = \omega_{\pm 1} - \omega\) are the detunings of the drive frequency \(\omega\) from the \(|m_s = 0 \rightarrow \pm 1\rangle_{\text{NV}}\) transition frequencies \(\omega_{\pm 1}\). Note that for \(\Delta_{-1} \ll \omega, \Delta_{+1}\), Eq. S8 becomes approximately \(\hbar \Omega_{\text{NV}}^2 / 2 \Delta_{-1}\), which is commonly quoted as the AC Stark shift.

In this work we measure \(\Omega_{SS}\) as a proxy for \(\Omega_{\text{NV}}\), where \(\Omega_{SS}\) is the surface spin coupling to the Rabi field. We emphasize that \(\Omega_{\text{NV}} = \sqrt{2} \Omega_{SS}\), assuming the magnetic field is aligned to the NV axis. This \(\sqrt{2}\) factor is due to the nature of the NV being a spin-1 particle, compared to the surface spins which are spin-1/2. Explicitly, the extra factor of \(\sqrt{2}\) arises because \(S_+ |S = \frac{1}{2}, m_s = -\frac{1}{2}\rangle = \hbar |S = \frac{1}{2}, m_s = +\frac{1}{2}\rangle\), whereas \(S_+ |S = 1, m_s = -1\rangle = \sqrt{2} \hbar |S = 1, m_s = 0\rangle\).

In summary, the theoretical result derived in this section shows that a relative energy shift is induced between the NV spin levels due to an off-resonant RF drive. Under the experimental parameters associated with the drive field used to address the surface electron spins in this work, this energy shift can be appreciable. For example, even at a large detuning of \(\Delta_{-1} / 2\pi = 1000\) MHz, a drive field of strength \(\Omega_{\text{NV}}/2\pi = 20\) MHz yields a Stark shift of approximately \((1/2\pi) \Omega_{\text{NV}}^2 / 2 \Delta_{-1} = 0.2\) MHz, which is easily observable with an NV \(T_2\) of 10-100 microseconds. Further, these results indicate that the stability of the surface spin drive field is important for maintaining NV coherence. For example, for a 0.2 MHz shift, RF intensity variations of \(\sim 10\%\) would lead to \(\sim 20\) kHz variations in the transition frequency and limit the NV coherence to \(\sim 50\) \(\mu\text{s}\).

4.2: Experimental observation of AC Stark effect and its effect on NV measurements

In this section, we focus on the AC Stark effects on DEER in particular, and we show that the AC Stark effect can be removed by an appropriate fitting function. Figure S2(a) shows the DEER measurement pulse sequence. We start the surface spin pulse 100 ns after the NV \(\pi\) pulse ends due to technical reasons, e.g. we have observed that sending both pulses at the same time through the RF circuit can cause artefacts which reduce pulse fidelity.

In Fig. S2(b) we plot the DEER signal PL – PL\text{swap} (which is proportional to NV coherence, see Supplemental Material Note 3.3) when applying resonant microwaves to the surface spins at frequency \(f_{SS}\). Rabi oscillations of the surface spins are observed, but there is also a downward trend of the data. At longer pulse lengths \(t\), we observe in Fig. S2(d) that the downward trend observed in Fig. S2(b) is part of a \(\cos(\omega_{\text{osc}} t)\) oscillation in the NV signal due to a coherent phase accumulation at rate \(\omega_{\text{osc}}\). Thus, the downward trend in Fig. S2(b) can be removed by dividing by \(\cos(\omega_{\text{osc}} t)\). In practice, we typically fit the DEER signal with the Taylor expanded \((1 - (\omega_{\text{osc}} t)^2/2)\); dividing this expression from the data yields the plot in Fig. S2(c).

The coherent phase accumulation observed in Fig. S2(d) is due to the AC Stark effect. We fit the data in Fig. S2(d) to \(A \cos(\omega_{\text{osc}} t)\), where \(A\) is in k counts/s and the fitted \(\omega_{\text{osc}} / 2\pi = 0.26(1)\) MHz is the oscillation frequency. Using Eq. S8, we calculate that the AC stark effect should yield an oscillation frequency \(\omega_{\text{stark}} / 2\pi = 0.264(4)\) MHz, consistent with the fitted \(\omega_{\text{osc}} / 2\pi = 0.260(1)\) MHz. To calculate \(\omega_{\text{stark}}\) with Eq. S8, we use the experimental values: the applied drive field is at frequency \(\omega / 2\pi = 790\) MHz, the state detunings are \(\Delta_{-1} / 2\pi = 1292\) MHz and \(\Delta_{+1} / 2\pi = 2866\) MHz, and the NV coupling to the Rabi field is \(\Omega_{\text{NV}} / 2\pi = \sqrt{2} \Omega_{SS} / 2\pi = \sqrt{2} 13.7(1)\) MHz, where \(\Omega_{SS}\) is fit in Figs. S2(b) and S2(c). Here we use the surface spin Rabi oscillations in order to measure the NV coupling to the Rabi field,
FIG. S2. Microwave analog of the AC Stark effect and its effect on NV measurements. (a) DEER pulse sequence used in this work. The 100-ns offset is used for technical reasons and does not affect measurements of surface spin properties. (b) Rabi oscillations of surface spins measured by the DEER sequence in (a). The data has a downward trend caused by the AC Stark effect, which we fit by including an additional factor of \((1 - (\omega_{osc}t)^2/2)\), where \(\omega_{osc}\) is a free fit parameter corresponding to the \(\cos(\omega_{osc}t)\) signal observed in (d). (c) Data from (b) after dividing by the fitted \((1 - (\omega_{osc}t)^2/2)\). In both (b) and (c), the fitted \(\Omega_{SS}/2\pi = 13.7(1) \text{ MHz}\). (d) Same measurement as (b), with the same experimental parameters but for longer pulse lengths t. A coherent phase oscillation that persists far beyond the surface spin coherence time is observed and is fit to \(A \cos(\omega_{osc}t)\). The fitted oscillation rate \(\omega_{osc}\) agrees with the predicted oscillation frequency \(\omega_{stark}\), which is calculated independent of the data in (d). To calculate \(\omega_{stark}\) with Eq. S8, we use the experimental values: the applied drive field is \(\omega/2\pi = 790 \text{ MHz}\), the state detunings are \(\Delta_{-1}/2\pi = 1292 \text{ MHz}\) and \(\Delta_{+1}/2\pi = 2866 \text{ MHz}\), and the NV coupling to the Rabi field is \(\Omega_N/2\pi = \sqrt{2} \Omega_{SS}/2\pi = \sqrt{2} 13.7(1) \text{ MHz}\). (e) Measured \(\omega_{osc}/2\pi\) for varied detunings \(\Delta_{-1}/2\pi\), taken at \(\Omega_N/2\pi = 5.5 \text{ MHz}\). The data are consistent with the plotted curve, which is calculated independent of the plotted data (no fit parameters).

possible because the magnetic field is aligned to within a few degrees of the NV axis. Again, we emphasize the \(\sqrt{2}\) factor that arises from careful consideration of the difference between the spin-1 NV and the spin-1/2 surface spins. The agreement here between theory and experiment is thus strong experimental evidence that these surface spins are spin-1/2 particles.

In Fig. S2(e) we plot measured values of \(\omega_{osc}/2\pi\) as a function of drive detuning from the \(|m_s = 0 \rightarrow -1\rangle_{NV}\) transition (here the microwaves are not resonant with the surface spins). At these comparatively small detunings, we find good agreement of \(\omega_{osc}\) with \(\Omega_N^2/2\Delta_{-1}\), where here we measure \(\Omega_N\) by measuring NV Rabi oscillations on resonance. Figure S2(e) plots the average of the measured oscillation rates at positive detuning \(\Delta_{-1}\) and negative detuning \(\Delta_{+1}\), which renders the measurement first-order insensitive to contributions from the \(|m_s = 0 \rightarrow +1\rangle_{NV}\) transition and changes in \(\Omega_N\) as a function of frequency (due to nonlinearities in the RF circuit).
SUPPLEMENTAL NOTE 5: CONTRIBUTIONS TO NV DEPHASING

5.1: Quantitative comparison of SQ and DQ coherence times

We show here that the ratio of the single-quantum (SQ) and double-quantum (DQ) coherence times observed in Fig. 2(c) of the main text indicates there is significant common-mode noise decoupled by use of the DQ basis [26]. As discussed in the main text, under a large applied magnetic field \( B = B_z \hat{z} \), the SQ transition frequencies are given by

\[
f_{0\to\pm 1} \approx D + d_\parallel \Pi_\parallel / h \pm \left( \frac{\gamma}{2\pi} B_z + \frac{1}{2} \frac{(d_\perp \Pi_\perp / h)^2}{(\gamma/2\pi)B_z} \right),
\]

and the DQ transition frequency is given by

\[
f_{-1\to+1} \approx 2 \left( \frac{\gamma}{2\pi} B_z + \frac{1}{2} \frac{(d_\perp \Pi_\perp / h)^2}{(\gamma/2\pi)B_z} \right),
\]

where \( h \) is Planck’s constant, \( D = 2.87 \text{ GHz} \) is the crystal-field splitting, \( B_z \) is the magnetic field magnitude along the NV axis, \( \gamma/2\pi = 2.8 \text{ MHz/G} \) is the NV gyromagnetic ratio, \( d_\parallel / h = 0.35 \text{ Hz-cm/V} \) and \( d_\perp / h = 17 \text{ Hz-cm/V} \) are the components of the NV's electric dipole parallel and perpendicular to the \( z \)-axis, and \( \Pi_\parallel \) and \( \Pi_\perp \) are the parallel and perpendicular components of the effective electric field, where \( \Pi = (\vec{E} + \sigma) \) has both electric field \( \vec{E} \) and appropriately scaled strain \( \sigma \) terms. For simplicity, we define \( \tilde{E} \) and \( \tilde{B} \) such that

\[
\begin{align*}
f_{0\to\pm 1} &= \tilde{E} \pm \tilde{B} \\
f_{-1\to+1} &= 2\tilde{B}.
\end{align*}
\]

Fluctuations in \( \tilde{E} \) and \( \tilde{B} \) lead to fluctuations in accumulated phase between measurements, and hence cause dephasing. As calculated in Ref. [26], for the spin echo this results in coherences \( C(T) \) as a function of the phase accumulation time \( T \) given by

\[
C_{SQ}(T) = \exp \left[ -\frac{\langle (\delta \phi_{\tilde{E}})^2 \rangle + \langle (\delta \phi_{\tilde{B}})^2 \rangle}{2} \right] \approx \exp \left[ -\left( \frac{T}{T_{2,\text{SQ}}} \right)^{n_{\text{SQ}}} \right],
\]

\[
C_{DQ}(T) = \exp \left[ -2\langle (\delta \phi_{\tilde{B}})^2 \rangle \right] \approx \exp \left[ -\left( \frac{T}{T_{2,\text{DQ}}} \right)^{n_{\text{DQ}}} \right],
\]

where \( \langle (\delta \phi_{\tilde{E}})^2 \rangle \) and \( \langle (\delta \phi_{\tilde{B}})^2 \rangle \) are the variances in accumulated phase induced by \( \tilde{E} \) and \( \tilde{B} \). \( T_{2,\text{SQ}} \) and \( T_{2,\text{DQ}} \) are the coherence times of the single- and double-quantum bases, and \( n_{\text{SQ}} \) and \( n_{\text{DQ}} \) are stretch factors. Note that this calculation assumes that \( \delta \phi_{\tilde{E}} \) and \( \delta \phi_{\tilde{B}} \) are uncorrelated Gaussian random variables [26]. If we assume that the NV is only dephased by magnetic field fluctuations, then \( \langle (\delta \phi_{\tilde{E}})^2 \rangle = 0 \), and if we assume that \( n_{\text{SQ}} \approx n_{\text{DQ}} \approx n \), then we can write

\[
\left( \frac{T_{2,\text{DQ}}}{T_{2,\text{SQ}}} \right)^n \approx 0.25, \quad \text{for} \quad \langle (\delta \phi_{\tilde{E}})^2 \rangle = 0.
\]

And if \( \langle (\delta \phi_{\tilde{E}})^2 \rangle \neq 0 \), then \( \left( T_{2,\text{DQ}} / T_{2,\text{SQ}} \right)^n > 0.25 \). For the data in Fig. 2(c) of the main text, we observe \( \left( T_{2,\text{DQ}} / T_{2,\text{SQ}} \right)^n = 0.48(4) \), where the fitted \( n \approx 1.6 \). This measured value indicates there is substantial common-mode noise eliminated by use of the double-quantum basis.

5.2: CPMG \( T_2 \) and Ramsey \( T_2^* \)

In addition to Hahn echo measurements, we also perform CPMG-8 and Ramsey sequences with and without surface spin driving. By driving the surface spins we observe a CPMG-8 \( T_{2,\text{SQ}} \) increase for three out of three NV centers
measured, where the fractional increase on each center is similar to the Hahn echo $T_{2,\text{SQ}}$ increase. Future work can carefully map out the decoupled noise spectrum to evaluate the efficacy of surface spin driving as a function of the number of $\pi$ pulses, in both the SQ and DQ bases.

We do not observe a change in the Ramsey $T^*_{2,\text{SQ}}$ with surface spin driving, which is consistent with the fact that the $1/T^*_{2,\text{SQ}}$ values we measure (100s of kHz) are much greater than the DEER coupling rates we measure (10s of kHz). We attribute the other contributions to $1/T^*_{2,\text{SQ}}$ to low-frequency noise that is independent of the surface spins, such as electric field noise, magnetic noise from P1 centers, and drift of the applied magnetic field ($B_0 \sim 300$ G).