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Abstract. In this paper, we give a method of obtaining graphs from finite projective planes, by using an approach based method of taking each line of such a plane as a path graph. All the graphs obtained with the help of this method are connected and some properties of these graphs are determined.

1. Introduction

Graphs and finite projective planes are some of the most important and useful combinatorial structures. Relationships between these structures have been defined and investigated in various ways. Graphs consist of vertices and edges, conceptually corresponding to points and lines of a projective plane, respectively.

Graphs can be used to model processes and relationships in physics, biology, social sciences, and information systems. In computer science, graphs represent communication networks, information in organizations, computing devices, computational flow, etc. For network modeled by graphs, see [17].

As an example of the application of graph theory in subjects like biology and chemistry, we can give the representation of a molecule by a graph called a chemical (or molecular) graph. The vertices of such a graph correspond to the atoms in the molecule, and the edges to the chemical bonds between the atoms. For such an example, see [21]. Moreover, some indices are used to classify the structural properties of the graphs. Examples of such indices can be seen in [8, 13, 14, 22]. Besides, energy of a graph, emerging as closely related to the total π–electron energy calculated within Hückel molecular orbital approximation, is studied by mathematicians and chemists, see [19] and [20].

Graph theory, which has been linked to many fields from the sciences to the social sciences, has led to the strengthening of the existing relationship.
between geometry and algebra and the establishment of connections with new fields. For this reason, graph theory is developing very fast in terms of application areas today.

Another reason why interest in graph theory and its applications has increased rapidly in recent years is that many problems encountered in daily life can be solved with graph theory. Graphs are actually mathematical models of real life events. By using these models, and with the help of the theories that exist in various fields of mathematics, the mathematical values and results obtained can be used to get an idea about the events represented by the graphs.

Graph theory, where many fields come together, is an area that gives different and useful results, and relationships are discovered and transferred to technological developments by the combination of methods and results that seem unconnected. For example, for graph searching games, see [18].

The main purpose of this paper is to establish a relationship between finite projective planes and graphs that have wide application areas as mentioned above. By considering a line of a finite projective plane as a cycle graph, this kind of relationship was first established in [10] where a \(2(k + 1)\)-regular graph was obtained from a projective plane of order \(k\). As an interesting result obtained with the help of a \(k\)-cycle for \(k \geq 3\) on the projective plane which is a non-orientable closed surface of genus one, although this result has a topological viewpoint, we can state that every \(k\)-minimal quadrangulation on the projective plane cut open along a noncontractable \(k\)-cycle can be regarded as a rhombus tiling of a regular \(2k\)-gon, see [11, Theorem 1]. In the present paper, we obtain graphs from a finite projective plane of order \(k\) using an approach based on the method of taking a line as a path. Using the path method, seven different graphs, one of which is 4–regular while the others are non-regular, are obtained from the projective plane of order 2. Further, ninety-one different graphs, one of which is 6–regular while the others are non-regular, are found from the projective plane of order 3, and all of the graphs are connected. For more information about connected graphs, see [9,15,16]. Moreover, visualizations of some of the graphs that are obtained are presented, with 7 figures. In addition, we are able to find the maximum numbers of the biggest and smallest graded points. However, it seems to be very difficult to determine how many different graphs can be obtained from projective planes of higher order.

The paper is organized as follows. In Section 2, some definitions and notation, two examples of finite projective planes, a general construction over a field and two useful lemmas are presented. In Section 3, the main results are given. First, the method of converting a line of a plane into a path is introduced. Next, some graphs from the projective planes of order 2 and 3 are obtained using the path method. Finally, some general results about the graphs we obtain are presented.
2. Preliminaries

In this section, we will recall some facts that will be needed in this study. First, let us present a general definition of a projective plane based on axioms, see [23].

When \( P \) and \( L \) are two distinct sets whose elements are called the points and the lines, respectively and \( \circ \) is a relation between \( P \) and \( L \) which is called an incidence relation, then the ordered triple \((P, L, \circ)\) is called an incidence structure. If the lines are considered as sets of points, that is \( l \subset P, \forall l \in L \), which is often possible, it is suitable to use “\( \in \)” instead of “\( \circ \)”. An incidence structure \((P, L, \in)\) satisfying the following three axioms is called a projective plane and denoted by \( \mathbb{P} \).

P1. Any two distinct points are incident with just one line.
P2. Any two distinct lines are incident with at least one point.
P3. There exist four points of which no three are collinear.

If \( P \) is finite then \( \mathbb{P} \) is called finite projective plane. It is easy to prove that the number of points on any line of \( \mathbb{P} \) is the same. It is also equal to the number of lines incident with any point and this number is not less that 3. The order of \( \mathbb{P} \) is defined as the integer \( k, k \geq 2 \), such that any line consists of \( k + 1 \) points. (This difference of 1 originates from the approach that a projective line has an extra point, “point at infinity”, compared to the line of an affine plane.) Then the total number of points, as well as the number of lines, is easily proven to be \( k^2 + k + 1 \). The smallest order of projective plane is 2 and this projective plane is called Fano plane.

Now we give two examples of finite projective planes:

Example 2.1. \( U = (P, L, \in) \) is a projective plane of order 2 where

\[
P = \{1, 2, 3, 4, 5, 6, 7\}
\]

is the set of points,

\[
L = \left\{d_1 = \{1, 5, 2\}, d_2 = \{3, 4, 5\}, d_3 = \{1, 3, 6\}, d_4 = \{2, 4, 6\}, \right. \\
\left. d_5 = \{1, 4, 7\}, d_6 = \{2, 3, 7\}, d_7 = \{5, 6, 7\}\right\}
\]

is the set of lines and \( \in \) is the incidence relation. For an illustration of this plane, see Fig. 1.

Example 2.2. \( U = (P, L, \in) \) is a projective plane of order 3 where

\[
P = \{1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13\}
\]

is the set of points,
Figure 1. A representation of a projective plane of order 2

\[ L = \begin{cases} 
    d_1 = \{1, 2, 10, 3\}, & d_2 = \{4, 5, 6, 10\}, & d_3 = \{7, 8, 9, 10\}, \\
    d_4 = \{1, 4, 7, 11\}, & d_5 = \{2, 5, 8, 11\}, & d_6 = \{3, 6, 9, 11\}, \\
    d_7 = \{1, 6, 8, 12\}, & d_8 = \{2, 4, 9, 12\}, & d_9 = \{3, 5, 7, 12\}, \\
    d_{10} = \{1, 5, 9, 13\}, & d_{11} = \{2, 6, 7, 13\}, & d_{12} = \{3, 4, 8, 13\}, \\
    d_{13} = \{11, 10, 12, 13\} 
\end{cases} \]

is the set of lines and \( \in \) is the incidence relation. For an illustration of this plane, see Fig. 2.

Let \( V \) be a 3-dimensional vector space over a (commutative) field \( K \) with zero element 0. Consider the equivalence relation \( \{X \sim tX \text{ for } t \in K \setminus \{0\}\} \) on the elements of \( V \setminus \{0\} \) whose equivalence classes are the one-dimensional linear subspaces of \( V \) with zero deleted. Then the set of equivalence classes is the projective plane over \( K \) and is denoted by \( PG(2, K) \) or, when \( |K| = k \), by \( PG(2, k) \). One-dimensional linear subspaces of \( V \) with the zero vector deleted are called points of \( PG(2, k) \). Any subset \( L \) of these points is called a line in \( PG(2, k) \) if there exists a 2-dimensional linear subspace of \( V \) whose set of one-dimensional linear subspaces is exactly \( L \). In this case, \( k \) is the order of this projective plane, as previously defined. Hence, the existence of Galois fields \( GF(p^r) \) of order \( p^r \) (where \( p \) is the prime and \( r \) is positive integer) guarantees the existence of field planes of order \( p^r \). Besides, although there are unique projective planes of order 2, 3, 4, 5, 7 and 8 (see [1] for proofs of these), there exist four different projective planes of order 9, see [12]. That is, there are projective planes that can be constructed with algebraic structures different from the field. But, so far it has not been proven that the order of any finite projective plane is necessarily of the form of \( p^r \), with \( p \) prime.

According to Bruck-Ryser theorem [7], none of infinitely many numbers such as 6, 14, 21, 22, 30, 33, 38, 42, 46, 54, 57, and so on can be the order
of a projective plane. Besides, for any of infinitely many numbers such as 12, 15, 18, 20, 24, 26, 28, 34, 35, 36, 40, and so on it is not even known that whether projective planes of these orders exist or not. The Bruck-Ryser theorem does not eliminate these cases. Only for $k = 10$, which is allowed by the Bruck-Ryser theorem, it was proven that a projective plane of that order does not exist.

In this study, we will consider all projective planes of order $k$, with the assumption of their existence.

Let $\mathbb{P}$ be a finite projective plane of order $k$. A $s$–arc of $\mathbb{P}$ is a set of $s$ points no three of which are collinear. An oval (or hyperoval) of $\mathbb{P}$ is a set of $k + 1$ (or $k + 2$) points no three of which are collinear.

**Lemma 2.3 ([6]).** The maximum size $m(2, k)$ of a $s$–arc in a finite projective plane of order $k$ is $k + 1$ (or $k + 2$) if is odd (or even).

Now we give some information, compiled from [2–5,24], about graphs.

A graph is a pair $G = (V, E)$ where $V := V(G)$ is a non-empty finite set of vertices and $E := E(G)$ edges with $\forall e \in E \Rightarrow \exists v_i, v_j \in V : e = \{v_i, v_j\}$ or $e = v_iv_j$. In this case, the vertices $v_i$ and $v_j$ are called adjacent vertices and the edge $e$ is said to be incident with $v_i$ and $v_j$.

A simple graph is an unweighted and undirected graph, containing no loops or multiple edges.
The order (the size) of a graph $G$ is the number of elements in $V(G)$ ($E(G)$) and is denoted by $n = |V(G)|$ ($m = |E(G)|$), respectively.

A walk in a graph $G$ is an alternating sequence $r_0e_0r_1e_1r_2e_2\cdots e_{j-1}r_j$ of vertices and edges beginning and ending at vertices where $e_i$ is incident with $r_i$ and $r_{i+1}$ for $i = 0, 1, 2, \ldots, j - 1$.

A walk is called a path if no vertex in it is visited more than once.

A graph is connected when there is a path between every pair of vertices. Otherwise, it is called disconnected.

The degree of a vertex $r \in V(G)$ is denoted by $d_G(r)$ or $d(r)$ and is defined as the number of edges in $G$ incident to $r$.

A graph $G$ is said to be $k$–regular if degree of every vertex in $G$ is $k$. Otherwise, it is called non-regular.

The biggest and smallest vertex degrees of $G$ are denoted by $\Delta$ and $\delta$, respectively, and they are defined as follows:

$$\Delta(G) = \max \{ d(r) \mid r \in V(G) \},$$
$$\delta(G) = \min \{ d(r) \mid r \in V(G) \}.$$

Let $V(G)$ be $\{r_1, r_2, r_3, \ldots, r_n\}$. A non-increasing sequence

$$(d(r_1), d(r_2), d(r_3), \ldots, d(r_n))$$

where $d(r_1) := \Delta(G)$ and $d(r_n) := \delta(G)$ is called the degree sequence of $G$.

Finally, we give a well-known lemma in graph theory.

**Lemma 2.4 (The Handshaking Lemma).** In any graph $G = (V, E)$, the sum of the degrees in the degree sequence of $G$ is equal to twice the number of edges; that is

$$\sum_{r \in V(G)} d(r) = 2|E(G)|.$$

Now, we are ready to introduce main results of the study.

3. **Main Results**

In this section, we will try to obtain a graph from a finite projective plane following an approach based on the principle of taking a line as a path.

**Definition 3.1.** Let $\mathbb{P} = (P, L, \in)$ be a finite projective plane of order $k$ where $P$ is the set of points, $L$ is the set of lines and $\in$ is the incidence relation. Now, consider each line

$$d_i = \{d_{i1}, d_{i2}, d_{i3}, \ldots, d_{ik}, d_{i(k+1)}\}$$

in $\mathbb{P}$ as an ordered $k + 1$–tuple, and then form the set

$$c(d_i) := \{\{d_{i1}, d_{i2}\}, \{d_{i2}, d_{i3}\}, \{d_{i3}, d_{i4}\}, \ldots, \{d_{i(k-1)}, d_{ik}\}, \{d_{ik}, d_{i(k+1)}\}\}$$

where $1 \leq i \leq k + 1$. We call the process of converting a line into a path the “path method”.
According to the path method, note that while the starting and ending points (that is, the end points) of a line \( d_i \) of the plane appear once in \( c(d_i) \), the other points (that is, the intermediate points) appear twice in \( c(d_i) \).

**Theorem 3.2.** If \( \mathcal{P} = (P, L, \in) \) is a finite projective plane of order \( k \), then we can obtain a graph \( G = (V, E) \) such that \( V(G) = P \) and \( E(G) = \bigcup_{d_i \in L} c(d_i) \).

**Proof.** The proof is left to the reader. \( \Box \)

**Lemma 3.3.** Let \( G \) be the graph with the property given in Theorem 3.2. Then, the order (the size) of \( G \) is \( k^2 + k + 1 \) \( ((k^2 + k + 1)k) \), respectively.

**Proof.** Since \( V(G) = P \) then \( |V(G)| = |P| = k^2 + k + 1 \). In the projective plane \( \mathcal{P} \) of order \( k \), there are \( k + 1 \) points on a line. Also, by the path method, the line spans \( k \) edges in the graph \( G \). So, \( k^2 + k + 1 \) lines of the plane span \( (k^2 + k + 1)k \) edges in the graph \( G \), that is, \( |E(G)| = \left| \bigcup_{d_i \in L} c(d_i) \right| = (k^2 + k + 1)k \). \( \Box \)

**Lemma 3.4.** The fact that a point is an intermediate (or end) point in each line of the projective plane \( \mathcal{P} \) of order \( k \) means that it is the biggest (or smallest) graded point in the graph \( G \), and in this case the degree of such a point is \( 2(k + 1) \) (or \( k + 1 \)), respectively.

**Proof.** In the projective plane \( \mathcal{P} \) of order \( k \), a point is on \( k + 1 \) lines. If a point is an intermediate (or end) point in each line, respectively, then the point is on \( 2(k + 1) \) (or \( k + 1 \)) edges in the graph \( G \) by the definition of \( c(d_i) \) in Definition 3.1. This completes the proof. \( \Box \)

**Lemma 3.5.** The following two relations are valid in the graph \( G \) with the property in Theorem 3.2:

\[
\sum_{i=1}^{k+2} (k + i)k_i = 2k(k^2 + k + 1)
\]

and

\[
\sum_{i=1}^{k+2} k_i = k^2 + k + 1
\]

where \( k_i \) is the number of points of degree \( k + i \) and so \( k_i \geq 0 \) are integers for \( 1 \leq i \leq k + 2 \).

**Proof.** The proof can easily be obtained from Definition 3.1, Lemma 3.4, and Lemma 2.4. \( \Box \)
For $k = 2$ in Lemma 3.5, we would like to find the solutions $k_i$ of the following linear equation system:

\begin{align*}
6k_4 + 5k_3 + 4k_2 + 3k_1 &= 28, \\
k_4 + k_3 + k_2 + k_1 &= 7.
\end{align*}

(3.1)

The solutions of the system in (3.1) are given in Table 1.

Table 1. The solutions of the system in (3.1).

| $k_4$ | $k_3$ | $k_2$ | $k_1$ |
|-------|-------|-------|-------|
| 1     | 1 ➞   | 2     | 0     | 4     |
| 2     | 1     | 2     | 3     | 1     |
| 3     | 0     | 4     | 2     | 1     |
| 4     | 0 ➞   | 3     | 1     | 3     |
| 5     | 2     | 3     | 2     | 1     |
| 6     | 1     | 5     | 1     | 0     |
| 7     | 0     | 7     | 0     |

In Table 1, ➞ or ↓ shows the maximum of the particular term.

All of the solutions in Table 1 are derived from the solution in the first row. In the first equation of the system in (3.1), given that the coefficients of the last three terms are consecutive when $k_4 = 1$, the solutions in rows 2 and 3 are obtained by taking $k_3 - 1$ instead of $k_3$, $k_1 - 1$ instead of $k_1$ and $k_2 + 2$ instead of $k_2$. For the geometric equivalent of this process, see the first three rows of Table 3. In row 4, $k_4 - 1$ is taken instead of $k_4$ and this is zero. The previous process for the first three terms does not apply here, because $k_3 = 0$ in the third row. For this reason, we take $k_1 - 1$ instead of $k_1$, $k_2 + 1$ instead of $k_2$ and $k_3 + 1$ instead of $k_3$, so the solution depends on the consecutive coefficients of the four terms. In this case, the equation

\[ 6(k_4 - 1) + 5(k_3 + 1) + 4(k_2 + 1) + 3(k_1 - 1) = 28 \]

and the first equation of (3.1) are the same. For the geometric equivalent of the process, see the last four rows of Table 3.

From Table 1 we therefore have seven different graphs of the following degree sequences:

- $(6, 5, 5, 3, 3, 3, 3), (6, 5, 4, 4, 4, 4, 4, 3, 3), (6, 4, 4, 4, 4, 3, 3)$,
- $(5, 5, 5, 4, 3, 3, 3), (5, 5, 4, 4, 4, 3, 3), (5, 4, 4, 4, 4, 4, 4, 3), (4, 4, 4, 4, 4, 4, 4, 4)$.

Note that although the system in (3.1) has a solution, there are situations where there is no graph corresponding to this solution for the projective plane.
in which we are working; for example, \( k_4 = 2 \), \( k_3 = 0 \), \( k_2 = 1 \), \( k_1 = 4 \).

Table 2. The projective planes with the properties given in Table 1.

|   | 1       | 2       | 3       | 4       | 5       | 6       | 7       |
|---|---------|---------|---------|---------|---------|---------|---------|
| 1 | \( d_1 = (1,5,2) \) | \( d_1 = (5,1,2) \) | \( d_1 = (1,5,2) \) | \( d_1 = (1,5,2) \) | \( d_1 = (1,5,2) \) | \( d_1 = (1,5,2) \) | \( d_1 = (1,5,2) \) |
| 2 | \( d_2 = (3,4,5) \) | \( d_2 = (3,4,5) \) | \( d_2 = (3,4,5) \) | \( d_2 = (3,4,5) \) | \( d_2 = (3,4,5) \) | \( d_2 = (3,4,5) \) | \( d_2 = (3,4,5) \) |
| 3 | \( d_3 = (1,3,6) \) | \( d_3 = (1,3,6) \) | \( d_3 = (1,3,6) \) | \( d_3 = (1,3,6) \) | \( d_3 = (1,6,3) \) | \( d_3 = (1,6,3) \) | \( d_3 = (1,6,3) \) |
| 4 | \( d_4 = (2,4,6) \) | \( d_4 = (2,4,6) \) | \( d_4 = (2,4,6) \) | \( d_4 = (4,2,6) \) | \( d_4 = (4,2,6) \) | \( d_4 = (4,2,6) \) | \( d_4 = (4,2,6) \) |
| 5 | \( d_5 = (1,4,7) \) | \( d_5 = (1,4,7) \) | \( d_5 = (1,4,7) \) | \( d_5 = (4,1,7) \) | \( d_5 = (4,1,7) \) | \( d_5 = (4,1,7) \) | \( d_5 = (4,1,7) \) |
| 6 | \( d_6 = (2,3,7) \) | \( d_6 = (2,3,7) \) | \( d_6 = (2,3,7) \) | \( d_6 = (2,3,7) \) | \( d_6 = (2,3,7) \) | \( d_6 = (2,3,7) \) | \( d_6 = (2,3,7) \) |
| 7 | \( d_7 = (6,5,7) \) | \( d_7 = (6,5,7) \) | \( d_7 = (6,5,7) \) | \( d_7 = (6,5,7) \) | \( d_7 = (6,5,7) \) | \( d_7 = (6,5,7) \) | \( d_7 = (6,5,7) \) |

The first column of Table 2 is the projective plane in Example 2.1. The other columns are obtained with some minor replacements of the points in the first column: see the bold lines in Table 2. We conclude that the projective planes in each column are the same. In Table 3 we show the degrees of the vertices of the seven graphs obtained from the projective plane of order 2.

Table 3. The degrees of the vertices of the seven graphs.

|   | of degree 6 | of degree 5 | of degree 4 | of degree 3 |
|---|-------------|-------------|-------------|-------------|
| 1 | \{4\}       | \{3,5\}    | No          | \{1,2,6,7\} |
| 2 | \{4\}       | \{3\}      | \{5,1\}    | \{2,6,7\}  |
| 3 | \{4\}       | No          | \{3,5,1,2\} | \{6,7\}    |
| 4 | No          | \{4,3,5\}  | \{1\}      | \{2,6,7\}  |
| 5 | No          | \{3,5\}    | \{4,1,2\}  | \{6,7\}    |
| 6 | No          | \{5\}      | \{3,4,1,2,6\}| \{7\}      |
| 7 | No          | No          | \{5,3,4,1,2,6,7\}| No        |

We can now illustrate the graphs in Fig. 3.

For \( k = 3 \) in Lemma 3.5, we would like to find the solutions \( k_i \) of the following linear equation system:

\[
(3.2) \quad 8k_5 + 7k_4 + 6k_3 + 5k_2 + 4k_1 = 78, \quad k_5 + k_4 + k_3 + k_2 + k_1 = 13.
\]

The solutions of the system in \( (3.2) \) are given by Table 4 in Appendix.

In the same way as for the degree sequences of the graphs obtained from Table 1, we can write the sequences for Table 4. As examples, we will give the first, 12\textsuperscript{th}, 29\textsuperscript{th}, 49\textsuperscript{th}, 71\textsuperscript{st} and last ones below, respectively:

\( (8, 8, 8, 7, 7, 6, 5, 5, 4, 4, 4, 4), (8, 8, 7, 7, 7, 7, 5, 5, 4, 4, 4, 4), (8, 8, 7, 7, 7, 7, 6, 5, 4, 4, 4, 4), (8, 7, 7, 7, 7, 7, 7, 5, 4, 4, 4, 4), (7, 7, 7, 7, 7, 7, 7, 6, 4, 4, 4, 4), (6, 6, 6, 6, 6, 6, 6, 6, 6, 6, 6, 6) \).
Figure 3. The seven different graphs obtained from the projective plane of order 2.

Note that although the system in (3.2) has a solution, there are situations in which there is no graph corresponding to this solution for the projective plane we are working with – see Table 5.
Table 5. The other solutions of the system in (3.2).

| k_5 | k_4 | k_3 | k_2 | k_1 |
|-----|-----|-----|-----|-----|
| 1   | 6   | 0   | 1   | 0   | 6   |
| 2   | 6   | 0   | 0   | 2   | 5   |
| 3   | 5   | 2   | 0   | 0   | 6   |
| 4   | 5   | 1   | 1   | 1   | 5   |
| 5   | 5   | 1   | 0   | 3   | 4   |
| 6   | 5   | 0   | 3   | 0   | 5   |
| 7   | 5   | 0   | 2   | 2   | 4   |
| 8   | 5   | 0   | 1   | 4   | 3   |
| 9   | 5   | 0   | 0   | 6   | 2   |
| 10  | 4   | 3   | 0   | 1   | 5   |
| 11  | 4   | 2   | 2   | 0   | 5   |
| 12  | 3   | 4   | 1   | 0   | 5   |
| 13  | 2   | 6   | 0   | 0   | 5   |

Moreover, tables which are similar to Tables 2 and 3 can also be prepared for Table 4. As an example of these tables, we will only present the information for the 6 degree sequences above, in Tables 6 and 7, respectively.

Table 6. Some projective planes with the properties given in Table 4.

| 1st | 12th | 29th | 49th | 71st | 91st |
|-----|------|------|------|------|------|
| {1,2,10,3} | {1,2,10,3} | {1,2,10,3} | {1,2,10,3} | {2,1,3,10} |       |
| (4,5,6,10) | (4,5,6,10) | (4,5,6,10) | (4,5,6,10) | (4,5,6,10) | (4,5,6,10) |
| {7,8,10,9} | {7,8,10,9} | {7,8,10,9} | {7,8,10,9} | {7,8,10,9} |       |
| (1,4,7,11) | (1,4,7,11) | (1,4,7,11) | (1,4,7,11) | (1,4,7,11) | {7,4,1,11} |
| {2,5,8,11} | {2,5,8,11} | {8,5,2,11} | {8,5,2,11} | {8,5,2,11} | {8,11,2,5} |
| (3,6,9,11) | (3,6,9,11) | (3,6,9,11) | (3,6,9,11) | (3,6,9,11) | {3,11,9,6} |
| {1,6,8,12} | {1,6,8,12} | {1,6,8,12} | {1,6,8,12} | {1,6,8,12} | {1,6,8,12} |
| {2,4,9,12} | {2,4,9,12} | {2,4,9,12} | {2,4,9,12} | {2,4,9,12} | {2,4,9,12} |
| {3,5,7,12} | {3,5,7,12} | {3,5,7,12} | {3,5,7,12} | {3,12,7,5} | {3,12,7,5} |
| {1,5,9,13} | {1,5,9,13} | {1,5,9,13} | {1,5,9,13} | {1,5,13,9} |       |
| {2,6,7,13} | {2,6,7,13} | {2,6,7,13} | {2,6,7,13} | {6,2,7,13} | {6,2,7,13} |
| {3,4,8,13} | {3,4,8,13} | {3,4,8,13} | {3,4,8,13} | {3,4,8,13} | {4,3,13,8} |
| {11,10,12,13} | {11,10,12,13} | {11,10,12,13} | {11,10,12,13} | {11,10,12,13} |       |

The first column of Table 6 is the projective plane in Example 2.2. The other columns are obtained with some minor replacements of the points in the first column: see the bold lines in Table 6. We therefore conclude that the projective planes in each column are the same. In Table 7 we can see the degrees of the vertices of the six graphs obtained from the projective plane of order 3.
Table 7. The degrees of the vertices of the six graphs.

|       | degree of 8 | degree of 7 | degree of 6 | degree of 5 | degree of 4 | Changes acc. to the origin |
|-------|-------------|-------------|-------------|-------------|-------------|---------------------------|
| 1st   | {5, 6, 8, 9} | (4, 7)      | (10)        | (2, 12)     | (1, 3, 11, 13) | None (the origin)         |
| 12th  | {5, 6, 8}   | (9, 4, 7, 10)| No          | (2, 12)     | (1, 3, 11, 13) | 9 ↔ 10                   |
| 29th  | {5, 6}      | (8, 9, 4, 7, 10)| (2)         | (12)        | (1, 3, 11, 13) | 9 ↔ 10, 8 ↔ 2             |
| 49th  | {5}         | (6, 8, 9, 4, 7, 10, 2)| No         | (12)        | (1, 3, 11, 13) | 9 ↔ 10, 8 ↔ 2, 6 ↔ 2      |
| 71st  | No          | No          | {5, 6, 8, 9, 4, 10, 7, 2}| (12)         | No          | 9 ↔ 10, 8 ↔ 2, 6 ↔ 2, 5 ↔ 12 |
| 91st  | No          | No          | No          | {5, 6, 8, 9, 4, 10, 7, 12, 1, 3, 13, 11)}| No          | 9 ↔ 10, 8 ↔ 2, 6 ↔ 2, 5 ↔ 12, 1 ↔ 2, 3 ↔ 10, 1 ↔ 7, 5 ↔ 11 |
|       |             |             |             |             |             | 6 ↔ 11, 9 ↔ 13, 3 ↔ 4, 8 ↔ 13 |

To make illustrations of the six different graphs obtained from the projective plane of order 3 is left to the reader as an exercise.

Now, we can give some general properties of such graphs.

**Theorem 3.6.** The maximum number of points with degree $2(k + 1)$ (that is, the biggest) for a graph obtained from a projective plane of order $k$ is $(k - 1)^2$.

**Proof.** Let $R, S$ and $T$ be non-collinear points in the projective plane of order $k$. Then, we can obtain the following configuration where $ST := d$ and $R \notin d$, see Fig. 4:

![Figure 4. A configuration in a projective plane of order k.](image)

Moreover, all points of the plane are on the lines passing through the point $R$. The number of points on the remaining lines except the lines $RS$, $ST$ and $TR$ in Fig. 4 gives the maximum number of intermediate points since it is possible to place these points so that they are intermediate points in all lines of the plane. In this case, we have $k^2 + k + 1 - 3k = (k - 1)^2$, which is the desired result. □
Theorem 3.7. The maximum number of points with degree \( k+1 \) (that is, the smallest) for a graph obtained from a projective plane of order \( k \) is \( k+1 \) or \( k+2 \) if \( k \) is odd or even, respectively.

Proof. We would like to determine the maximum number of points that can be found as end points on each line of the projective plane of order \( k \). Then, we must find a maximum length arc of the plane. Namely, the remaining points and all lines of the plane can be determined with the help of such an arc and then the points of this arc can be rearranged as end points in all lines. As an example, it can be examined how the projective planes of order 4 and 5 are uniquely constructed by the help of an hyperoval and oval, respectively, in [1]. The remaining part of the proof follows from Lemma 2.3.

4. Conclusion

In this study, we consider projective planes of order \( k \). When we consider a line of the plane as a path, we can show that connected graphs can be obtained from such planes. As an example, the projective planes of order 2 and 3, known to be unique, are selected and graphs with 7 and 91 different degree sequences, respectively, are obtained from these projective planes. Moreover, it is observed that the number of different graphs that can be obtained from the projective plane of order 4 will be around 1200. However, it would be very difficult to determine how many different graphs can be obtained from projective planes of higher order. Some general results about the graphs obtained are also given: for example, the maximum number of vertices of maximum degree and the maximum number of vertices of minimum degree. Besides, with this study, it has been observed that graphs with different properties can be obtained from a finite projective plane with new methods, and graphs with interesting features can be obtained from other finite geometries, such as finite linear spaces and finite near-linear spaces, by a similar method. The graphs that will emerge in these ways may have rich combinatorial properties, and therefore, it is possible to reach more interesting results by diversifying such methods.

Some open questions:

1) What is the number of different graphs that can be obtained from the projective planes of order 4, 5, 7 and 8, which are known to be unique?

2) Apart from the field plane of order 9, there are three different projective planes of order 9, so what is the relationship between the graphs corresponding to these four planes?

3) Under what conditions can a finite projective plane be obtained from a graph?
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Table 4. All solutions of the system in (3.2) as Table 4.1–4.5

Table 4.1. The solutions of the system in (3.2) when $k_5 = 4$.

| $k_5$ | $k_4$ | $k_3$ | $k_2$ | $k_1$ |
|-------|-------|-------|-------|-------|
| 1     | $4 \Rightarrow 2 \Rightarrow 1$ | $2 \downarrow 1$ | $4 \downarrow 1$ |       |
| 2     | 0     | 4     | 3     |       |
| 3     | $1 \Rightarrow 3$ | $3 \downarrow 1$ | $4 \downarrow 1$ |       |
| 4     | $2 \downarrow 3$ | $3 \downarrow 1$ | $3 \downarrow 1$ |       |
| 5     | $1 \downarrow 5$ | $5 \downarrow 1$ | $2 \downarrow 1$ |       |
| 6     | 0     | 7     | 1     |       |
| 7     | $0 \Rightarrow 5$ | $0 \downarrow 1$ | $4 \downarrow 1$ |       |
| 8     | $4 \downarrow 2$ | $2 \downarrow 1$ | $3 \downarrow 1$ |       |
| 9     | $3 \downarrow 4$ | $4 \downarrow 2$ | $2 \downarrow 1$ |       |
| 10    | $2 \downarrow 6$ | $6 \downarrow 2$ | $1 \downarrow 1$ |       |
| 11    | 1     | 8     | 0     |       |
Table 4.2. The solutions of the system in (3.2) when $k_5 = 3$.

| $k_5$ | $k_4$ | $k_3$ | $k_2$ | $k_1$ |
|-------|-------|-------|-------|-------|
| 12    | 3 ⇒   | 4 ⇒   | 0     | 2     | 4     |
| 13    | 3 ⇒   | 2  \downarrow-1 | 1  \downarrow+2 | 4  \downarrow-1 |
| 14    | 1  \downarrow-1 | 3  \downarrow+2 | 3     |
| 15    |       | 0     | 5     | 2     |
| 16    | 2 ⇒   | 4  \downarrow-1 | 0  \downarrow+2 | 4  \downarrow-1 |
| 17    | 3  \downarrow-1 | 2  \downarrow+2 | 3     |
| 18    | 2  \downarrow-1 | 4  \downarrow+2 | 2     |
| 19    | 1  \downarrow-1 | 6  \downarrow+2 | 1     |
| 20    |       | 0     | 8     | 0     |
| 21    | 1 ⇒   | 5  \downarrow-1 | 1  \downarrow+2 | 3  \downarrow-1 |
| 22    | 4  \downarrow-1 | 3  \downarrow+2 | 2  \downarrow-1 |
| 23    | 3  \downarrow-1 | 5  \downarrow+2 | 1     |
| 24    |       | 2     | 7     | 0     |
| 25    | 0 ⇒   | 7  \downarrow-1 | 0  \downarrow+2 | 3  \downarrow-1 |
| 26    | 6  \downarrow-1 | 2  \downarrow+2 | 2     |
| 27    | 5  \downarrow-1 | 4  \downarrow+2 | 1     |
| 28    |       | 4     | 6     | 0     |
Table 4.3. The solutions of the system in (3.2) when $k_5 = 2.$

| $k_5$ | $k_4$ | $k_3$ | $k_2$ | $k_1$ |
|-------|-------|-------|-------|-------|
| 29    | 2 ⇒   | $\frac{1}{5}$ | $\frac{1}{2}$ | 4     | $\frac{1}{1}$ |
|       | 30    | 0      | 3      | 3      |       |
| 31    | 4 ⇒   | $\frac{3}{5}$ | $\frac{0}{2}$ | 4     | $\frac{1}{1}$ |
|       | 32    | $\frac{2}{5}$ | $\frac{2}{2}$ | 3     | $\frac{1}{1}$ |
| 33    | $\frac{1}{5}$ | $\frac{4}{2}$ | 2     | $\frac{1}{1}$ |
| 34    | 0      | 6      | 1      |       |       |
| 35    | 3 ⇒   | $\frac{4}{5}$ | $\frac{1}{2}$ | 3     | $\frac{1}{1}$ |
|       | 36    | $\frac{3}{5}$ | $\frac{3}{2}$ | 2     | $\frac{1}{1}$ |
| 37    | $\frac{2}{5}$ | $\frac{5}{2}$ | 1     | $\frac{1}{1}$ |
| 38    | 1      | 7      | 0      |       |       |
| 39    | 2 ⇒   | $\frac{6}{5}$ | $\frac{0}{2}$ | 3     | $\frac{1}{1}$ |
|       | 40    | $\frac{5}{5}$ | $\frac{2}{2}$ | 2     | $\frac{1}{1}$ |
| 41    | $\frac{4}{5}$ | $\frac{4}{2}$ | 1     | $\frac{1}{1}$ |
| 42    | 3      | 6      | 0      |       |       |
| 43    | 1 ⇒   | $\frac{7}{5}$ | $\frac{1}{2}$ | 2     | $\frac{1}{1}$ |
|       | 44    | $\frac{6}{5}$ | $\frac{3}{2}$ | 1     | $\frac{1}{1}$ |
| 45    | 5      | 5      | 0      |       |       |
| 46    | 0 ⇒   | $\frac{9}{5}$ | $\frac{0}{2}$ | 2     | $\frac{1}{1}$ |
| 47    | $\frac{8}{5}$ | $\frac{2}{2}$ | 1     | $\frac{1}{1}$ |
| 48    | 7      | 4      | 0      |       |       |
Table 4.4. The solutions of the system in (3.2) when $k_5 = 1$.

| $k_5$ | $k_4$ | $k_3$ | $k_2$ | $k_1$ |
|-------|-------|-------|-------|-------|
| 49    | 7     | 0     | 1     | 4     |
| 50    | 6     | 2     | 0     | 4     |
| 51    | 1     | 2     | 3     | ↓-1   |
| 52    | 0     | 4     | 2     |       |
| 53    | 5     | 3     | 1     | 3     |
| 54    | 2     | 3     | 2     | ↓-1   |
| 55    | 1     | 5     | 1     | ↓-1   |
| 56    | 0     | 7     | 0     |       |
| 57    | 4     | 5     | 0     | 3     |
| 58    | 4     | 2     | 2     | ↓-1   |
| 59    | 3     | 4     | 1     | ↓-1   |
| 60    | 2     | 6     | 0     |       |
| 61    | 3     | 6     | 1     | 2     |
| 62    | 5     | 3     | 1     | ↓-1   |
| 63    | 4     | 5     | 0     |       |
| 64    | 2     | 8     | 0     | 2     |
| 65    | 7     | 2     | 1     | ↓-1   |
| 66    | 6     | 4     | 0     |       |
| 67    | 1     | 9     | 1     | 1     |
| 68    | 8     | 3     | 0     |       |
| 69    | 0     | 11    | 0     | 1     |
| 70    | 10    | 2     | 0     |       |
Table 4.5. The solutions of the system in (3.2) when $k_5 = 0$.

| $k_5$ | $k_4$ | $k_3$ | $k_2$ | $k_1$ |
|-------|-------|-------|-------|-------|
| 71    | $0 \Rightarrow$ | 8 $\Rightarrow$ | $\frac{1}{2} \downarrow -1$ | $\frac{4}{4} \downarrow -1$ | $\frac{1}{1} \downarrow +2$ |
| 72    |       |       | 0      | 2      | 3      |
| 73    | 7 $\Rightarrow$ | $\frac{2}{2} \downarrow -1$ | $\frac{1}{1} \downarrow +2$ | $\frac{3}{3} \downarrow -1$ | $\frac{1}{1} \downarrow +2$ |
| 74    |       | 1 $\Rightarrow$ | $\frac{3}{3} \downarrow -1$ | $\frac{2}{2} \downarrow -1$ | $\frac{1}{1} \downarrow +2$ |
| 75    |       |       | 0      | 5      | 1      |
| 76    | 6 $\Rightarrow$ | $\frac{4}{4} \downarrow -1$ | $\frac{0}{0} \downarrow +2$ | $\frac{3}{3} \downarrow -1$ | $\frac{1}{1} \downarrow +2$ |
| 77    |       | 3 $\Rightarrow$ | $\frac{2}{2} \downarrow -1$ | $\frac{1}{1} \downarrow +2$ | $\frac{2}{2} \downarrow -1$ |
| 78    |       | $\frac{2}{2} \downarrow -1$ | $\frac{4}{4} \downarrow -1$ | $\frac{1}{1} \downarrow +2$ | $\frac{1}{1} \downarrow +2$ |
| 79    |       |       | 1      | 6      | 0      |
| 80    | 5 $\Rightarrow$ | $\frac{5}{5} \downarrow -1$ | $\frac{1}{1} \downarrow +2$ | $\frac{2}{2} \downarrow -1$ | $\frac{1}{1} \downarrow +2$ |
| 81    |       | $\frac{4}{4} \downarrow -1$ | $\frac{3}{3} \downarrow +2$ | $\frac{1}{1} \downarrow -1$ | $\frac{1}{1} \downarrow +2$ |
| 82    |       | 3      | 5      | 0      |       |
| 83    | 4 $\Rightarrow$ | $\frac{7}{7} \downarrow -1$ | $\frac{0}{0} \downarrow +2$ | $\frac{2}{2} \downarrow -1$ | $\frac{1}{1} \downarrow +2$ |
| 84    |       | $\frac{6}{6} \downarrow -1$ | $\frac{2}{2} \downarrow +2$ | $\frac{1}{1} \downarrow -1$ | $\frac{1}{1} \downarrow +2$ |
| 85    |       | 5      | 4      | 0      |       |
| 86    | 3 $\Rightarrow$ | $\frac{8}{8} \downarrow -1$ | $\frac{1}{1} \downarrow +2$ | $\frac{1}{1} \downarrow -1$ | $\frac{1}{1} \downarrow +2$ |
| 87    |       | 7      | 3      | 0      |       |
| 88    | 2 $\Rightarrow$ | $\frac{10}{10} \downarrow -1$ | $\frac{0}{0} \downarrow +2$ | $\frac{1}{1} \downarrow -1$ | $\frac{1}{1} \downarrow +2$ |
| 89    |       | 9      | 2      | 0      |       |
| 90    | 1 $\Rightarrow$ | $\frac{11}{11} \downarrow 0$ | $\frac{1}{1} \downarrow -1$ | $\frac{1}{1} \downarrow +2$ | $\frac{1}{1} \downarrow +2$ |
| 91    | 0 $\Rightarrow$ | $\frac{13}{13} \downarrow 0$ | $\frac{1}{1} \downarrow -1$ | $\frac{1}{1} \downarrow +2$ | $\frac{1}{1} \downarrow +2$ |
Povezani grafovi dobiveni iz konačnih projektivnih ravnina

Atilla Akpinar

Sažetak. U ovom članku dajemo metodu dobivanja grafova iz konačnih projektivnih ravnina, korišćenjem metode temeljene na pristupu uzimanja svakog pravca takve ravnine kao staze u grafu. Svi grafovi dobiveni pomoću ove metode su povezani, a dobivena su i još neka svojstva ovih grafova.
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