Doublon-like excitations and their phononic coupling in a Mott charge-density-wave system
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Electron-phonon-driven charge density waves can in some circumstances allow electronic correlations to become predominant, driving a system into a Mott insulating state. New insights into both the Mott state and preceding charge density wave may result from observations of the coupled dynamics of their underlying degrees of freedom. Here, tunneling injection of single electrons into the upper Hubbard band of the Mott charge-density-wave material 1T-TaS2 reveals extraordinarily narrow electronic excitations which couple to amplitude mode phonons associated with the charge density wave’s periodic lattice distortion. This gives a vivid microscopic view of the interplay between excitations of the Mott state and the lattice dynamics of its charge density wave precursor.

I. INTRODUCTION

Coupling between electronic and lattice degrees of freedom underpins many intriguing and useful phenomena in condensed matter systems, such as charge density waves (CDWs) and the pair-binding mechanism in conventional superconductivity [1–4]. The layered transition metal dichalcogenide 1T-TaS2 is a material whose rich electronic phase diagram and ground state electronic properties are shaped principally by complex electron-phonon (e-ph) interactions. At low temperature, e-ph interactions drive a commensurate CDW described by a $\sqrt{13} \times \sqrt{13}$ $R13.9^\circ$ superlattice. Figure 1(a) shows a typical scanning tunneling microscopy (STM) image acquired in this phase, at a temperature of 1.5 K. This CDW can equivalently be described as a lattice of polaronic Star-of-David (SD) clusters each encompassing 13 Ta ions [1] and formed from the symmetrical contraction of twelve of the Ta ions towards a central one, as depicted in Fig. 1(b).

The most widely adopted understanding of the ground state in 1T-TaS2 is that the CDW reduces the electronic bandwidth below the threshold for a Mott transition into an insulating state [5, 6]. Nevertheless much is yet to be clarified about the driving mechanisms behind both the CDW itself and the Mott state, and about the detailed interplay between e-ph interactions and electronic correlations. Time-resolved photo-excitation measurements have provided fresh insights by investigating the system’s dynamics, from excitation of the CDW amplitude mode [7] and doublons (characteristic excitations of the upper Hubbard band (UHB) of a Mott insulator) in the weak-perturbation regime [8, 9], to timing the melting of both the Mott state and the CDW towards metallic and other phases under high-intensity light [10–13].

Here we report on a spectroscopic signature of the dynamic coupling between electronic and lattice degrees of freedom in 1T-TaS2, with the electronic perturbation provided not by photo-excitation, but instead by local tunneling injection of single electrons using scanning tunneling microscopy (STM). Specifically, injection of electrons into unusual and previously unobserved narrow states found at the UHB onset likely excite amplitude mode phonons associated with the CDW lattice distortion. The narrow states themselves may evidence either long-lived coherent quasiparticles existing at the UHB edge, or possible polaronic bound states formed upon injection. These microscopic observations complement the ensemble-averaged ultra-fast optical and time-resolved photo-emission spectroscopy measurements and also provide a reference point for theories modeling exotic excitations of Mott-Hubbard and related systems.

II. RESULTS

High-energy-resolution tunneling conductance ($\frac{dI}{dV}$) spectra were acquired at two distinct surface terminations of the three-dimensional CDW pattern. The observation of two surfaces is relevant as follows: The status of 1T-TaS2 as a Mott insulator was recently challenged [14, 15] with the suggestion that staggered inter-layer stacking [16–18] could result in a simple band insulator through Peierls-like inter-layer dimerization. There is now mounting evidence from state-of-the-art X-ray diffraction [19], high- and low-energy electron diffraction [20, 21] and STM experiments [22] that such an alternating stacking pattern is indeed realized in the low-temperature phase, and the band insulating picture has attracted some support [23]. Nevertheless, we recognize that Peierls-like dimerization and an electron-correlation driven insulating state are not mutually exclusive [24], and behaviors consistent with a correlation-driven insulator continue to be reported [9, 22, 25]. As depicted in Fig. 1(c), the stacking pattern features two inequivalent cleavage planes, labeled as planes 1 & 2, forming dimerized or un-dimerized surfaces which yield distinct tunneling spectra of Type 1 or 2 [blue and red curves in Fig.
FIG. 1. Spectroscopically distinct surface terminations of the three-dimensional charge order in 1T-TaS$_2$. (a) A typical constant-current topograph ($V = 250$ mV, $I = 250$ pA), acquired at a Type 1 surface. (b) A depiction of the periodic lattice distortion forming SD clusters with 13 Ta atoms each (sulfur ions are neglected). A surface-projected supercell of the CDW distortion is shown with a black & white dashed line, corresponding to the cell shown in the inset of (a). (c) The alternating inter-layer stacking of the SD clusters, showing the two inequivalent cleavage planes 1 & 2. (d) High-resolution $dI/dV$ curves acquired at two types of surface. Recent STM investigations allow the identification of each spectrum with the Type 1 & 2 surfaces formed by cleavage through the planes 1 & 2 in Fig. 1(c). The newly observed peaks at each surface are indicated with arrows. For ease of comparison the curves are normalized by dividing by the current value at +500 mV for each.

1(d)] respectively. As we suggested recently, if the inter-layer stacking pattern is truncated at a surface (namely, of Type 2) leaving an un-dimerized layer, the persistence of a gap in absence of dimerization suggests electronic correlations as the determining mechanism [22]. Hence, in this work we adopt the viewpoint that the major spectroscopic features described below can be interpreted in the Mott-Hubbard picture.

Particularly noteworthy in these spectra are the exceptionally narrow peaks appearing at the onset of unoccupied states at each surface, marked with black arrows in Fig. 1(d). These features have a width of only 3~5 meV, or a few percent of the total bandwidth of the UHB. This observation is enabled by the high energy resolution afforded by a lock-in technique using a bias modulation $V_{\text{mod}} = 1$ mV or less, with a suitable sampling interval, and would be missed in measurements using the more typical modulation and sampling interval of $\sim 10$ mV or more. We note that such features appear to be absent in the occupied states, and the reasons for this will be discussed below.

Spatially-resolved tunneling spectroscopy measurements shown in Fig. 2 give a more complete overview of the behavior seen at the UHB edge at each surface. Figures 2(a) and (b) show topographs acquired simultaneously with spectroscopy measurements, and in these the Type 1 & 2 surfaces appear nearly indistinguishable. Figures 2(c) and (d) show spectroscopic linecuts along each of the arrows shown in (a) and (b). Here the nar-
row peaks appear as arc-like features, with at least one arc (and five arcs) spanning each cluster for the Type 1 (Type 2) surface. This arc-like shape is consistent with a distortion by tip-induced effects of an intrinsically flat, tile-like structure. Despite this, the energy spacing between arcs appears rigid and position-independent. In the Supplementary Information, we further discuss the tip-induced effects, the underlying spatial distribution of the features as it relates to Mott localization, and also the differences between the Type 1 & 2 spectra.

Below we examine the series of peaks at the Type 2 surface in particular, following the hypothesis that they result from replication of the zeroth peak by $e$-$ph$ interactions. An example of a typical spectrum acquired on a cluster at the Type 2 surface is analyzed, as shown in Fig. 3. Similar analyses of spectra acquired in different sample locations are shown in the Supplementary Information.

Given some sharp spectroscopic feature, the relative intensities of its $e$-$ph$ replicas are governed according to the Franck-Condon principle, which is commonly used to describe absorption line-shapes corresponding to an electronic excitation – for example a photo-excited vertical transition – coupled to a single optical phonon or vibron mode [26]. The Franck-Condon principle has also been used to interpret STM observations of the vibronic properties of organic molecules resting on an insulating substrate [27-29]. There, injection of an electron into the lowest unoccupied molecular orbital (LUMO) formed a long-lived transient charged state, exciting molecular vibron modes which produced a series of replicas of the LUMO. Drawing an analogy with this, and regarding the SD cluster here as a ‘pseudo-molecule’, the sharp state near the onset of the UHB can be thought of as corresponding to the LUMO. Instead of vibron modes, a charged state of the SD cluster may couple to lattice phonons. Generally, $e$-$ph$ replicas are discernible only when the width of the spectroscopic feature is small compared to the phonon energy. Where in previous cases, such as doped diamond [26] or the aforementioned molecular adsorbate, phonon or vibron energies were sufficient that replicas were seen for a broad band or molecular orbital, here only the narrow feature at the UHB edge is discernibly replicated. We return to the possible origin of the narrow state itself below.

The Franck-Condon scheme gives the relative intensities of replica peaks resulting from the emission of $n$ phonons. The intensity of the $n^{th}$ peak is

$$I_n = A e^{-D} \frac{1}{n!} D^n,$$

where $A$ is a scaling coefficient common to the whole series, and $D$ is the Huang-Rhys parameter characterizing the strength of the electron-ion coupling [30].

The expected line-shape for a conductance spectrum $g(V) \equiv \frac{dI}{dv}(V)$ can be expressed as a Franck-Condon progression of peaks, each convolved with a suitable broadening function, on a background function which in this case represents the UHB continuum. This can be written as

$$g(V) \propto \sum_{n=0}^{\infty} e^{-D} \frac{1}{n!} D^n \int \frac{\Gamma_n/2}{(q_e V)^2 + (\Gamma_n/2)^2} \cdot \delta(q_e V - E_0 - nE_{ph}) \, dV + \text{UHB cont.,}$$

where $n \in \{0, 1, 2, \ldots \}$, $\Gamma_n$ are peak-specific broadening parameters, $q_e$ is the electron charge, $E_0$ is the energy of the underlying narrow electronic state, and $E_{ph}$ is the phonon energy. The resulting ideal lineshapes given by Eqn. 2, ignoring the UHB continuum, are depicted for a few values of $D$ in Fig. 3(a).

In practice, in order to perform fitting to the conductance spectra and extract the key quantities $E_{ph}$, $D$ and $\Gamma_n$, a modified expression was used. First, $n$ was only allowed to run up to a value of four (for a total of five peaks), and in order to achieve convergence the intensities, energies, and widths of each of the individual peaks were treated as free parameters (marked with asterisks). Finally, convolution with the semicircular resolution function $\lambda(V)$ associated with the lock-in technique was taken into account:

$$g(V) \approx \sum_{n=0}^{4} \left[ \frac{I_n^* \Gamma_n^*/2}{(q_e V - E_n^*)^2 + (\Gamma_n^*/2)^2} + \lambda(V) \right] + \text{UHB cont.,}$$

where

$$\lambda(V) = \begin{cases} \frac{1}{4V_{mod}} \sqrt{1 - \left(\frac{V}{V_{mod}}\right)^2} & \text{if } |V| \leq V_{mod} \\ 0 & \text{otherwise.} \end{cases}$$

The result of fitting is shown in Fig. 3(b). A phenomenologically-driven choice was made for a lineshape to represent the UHB continuum, namely the upper half of a skew-normal function. Error bars shown in each plot correspond to the square roots of the diagonal elements of the estimated covariance matrix obtained alongside the optimized values.

The resulting energies $E_n^*$ are plotted in Fig. 3(c), along with a linear fit that finally yields the average spacing $E_{ph} = 8.8$ meV. Fitting to curves acquired in multiple locations on the sample shows that values of $E_{ph} \approx 9$ meV are typical.

The fitted peak intensities $I_n^*$ are plotted in Fig. 3(d), with the subsequently fitted curve for the Franck-Condon weights (from Eqn. 1) giving $D = 1.75$. From the discussion which follows, we can infer only that this value is below the threshold for formation of a self-trapped polaron [31]. The broadening of each peak, plotted in Fig. 3(e), shows the expected tendency that $\Gamma_n^*$ increases with higher energy, suggesting increased damping further into the UHB continuum. Here the most significant value is the broadening of the lowest-lying peak, $\Gamma_0^* = 2.17$ meV, to which we will return below.

Figure 4 shows conductance spectra, and the result of fitting using Eqn. 3, obtained on a different Type 2 surface in a similar way to those shown in Fig. 3, for various
tip-sample separations \( z = z_{\text{setpoint}} + z_{\text{offset}} \). Varying \( z \) has the effect of changing the electric field between the tip and sample (which is likely the source of the small energy shift with varying \( z \)), as well as changing the current by about one order of magnitude per 100 pm. The current is inversely proportional to the average time interval between tunneling events (see the discussion below). We see that \( E_{\text{ph}}, D \) and \( \Gamma_0^* \) do not show any systematic variation with \( z \). This insensitivity is expected, as the phonon energy, electron-phonon coupling strength and peak width should be intrinsic properties of the sample.

### III. DISCUSSION

In order to identify the apparent phonon mode observed above, its energy can be compared against previously reported Raman, time-resolved photo-electron, and ultrafast optical spectroscopy measurements on the low temperature phase. The energy \( E_{\text{ph}} \approx 9 \text{ meV} \) corresponds to a Raman shift of about 71 cm\(^{-1}\), and a strong Raman-active mode of this frequency has been observed, alongside other nearby modes \([32, 33]\), though the phonon species were not identified. Time-resolved pump-probe spectroscopy experiments have observed photo-induced excitations coupling to the amplitude mode of the 1T-TaS\(_2\) CDW, at a frequency \( f_{\text{AM}} \approx 2.4 \text{ THz (9.9 meV)} \) \([7, 8, 34, 35]\). Some reports have also described a mode at a frequency of \( f \approx 2.1 \text{ THz (8.6 meV)} \) \([36, 37]\), consistent with one speculated as either an \( E_g \) or \( A_{1g} \) mode \([33]\).

Like the amplitude mode, it appears only upon cooling into the commensurate CDW phase \([33, 38]\).

From symmetry, it is reasonable that injection of an electron into the orbital localized at the SD center selectively excites the amplitude mode: The ionic arrangement in the host SD cluster responds to this excess negative charge by further symmetrically contracting towards the cluster center, setting the amplitude mode in motion. This scenario is depicted in Fig. 5(a). Though the observed phonon energy is also close to that of the previously reported \( E_g \) or \( A_{1g} \) mode, it is not clear how a phonon of such symmetry can be excited by injection of an electron into the centrally localized orbital of the cluster.

Assuming that the orbital is fairly well localized to each cluster, the injected electron should be expected to dwell there for a finite time, before hopping away to neighboring clusters. This lifetime can be roughly estimated by considering the width of the zeroth peak in the series, \( \Gamma_0^* \), and using the uncertainty relation: \( \Gamma_0^* \tau_0 \geq \hbar/2 \). This yields a lifetime of \( \tau_0 \approx 152 \text{ fs} \) for the spectrum shown in Fig. 3(b). (For comparison, the time-scale of electron hopping and screening in generic non-interacting systems is of the order 1 fs.) This long lifetime may attest to strong correlations in the half-filled background, since in the Fermi-Hubbard model the lifetime of a charged
excitation residing in the UHB (a doublon) scales exponentially with the Mottness ratio (the ratio of the energy cost of double-occupancy $U$ to the bandwidth $W$) [39].

The time-scale for one period of the amplitude mode oscillation is $(1/f_{AM}) \approx 417$ fs. Figure 5(b) qualitatively shows the double-occupancy of the SD cluster as a transient perturbation which induces a response of the lattice. Taking the periodic lattice distortion (or equivalently the ionic charge modulation) as the order parameter, and writing it as $\psi(Q) = \Delta(Q)e^{i\phi}$, after a Fourier transform to real-space the amplitude can be sampled at the SD cluster center, $r_0$, and labeled as $\Delta(r_0)$. This is the equilibrium about which the amplitude mode will oscillate ($\phi$ is fixed). Introducing time-dependence with $\psi(r,t)$, the modulated amplitude at $r_0$ is $\Delta(r_0,t)$. The local modulation $\Delta(r_0,t)/\Delta(r_0)$ is qualitatively plotted as a function of time in Fig. 5(b) (green dashed curve) along with the cluster occupancy. Previously the amplitude mode has been observed to persist for a timescale much longer than this interval, the phenomena described can be considered as the response of the system upon injection of a single electron.

From Fig. 5 it is reasonable to intuit that the lifetime $\tau_0 \approx 152$ fs is of a suitable scale to trigger an oscillation of period $\approx 417$ fs, since it covers most of the oscillation’s first upward swing. Corollary to this, if $\tau_0$ tended toward zero, so the coupling to the oscillation would diminish, i.e. $D$ would tend to zero. In the opposite limit, $\tau_0 \to \infty$ (self-trapped polaron), the amplitude mode excitation would still be expected, oscillating around a new equilibrium lattice distortion.

We now return to the origin of the peaks observed at both the Type 1 & 2 surfaces. The extraordinary narrowness of the features, as well as the a priori condition of strong electronic correlations, likely precludes any conventional band-theory explanation, such as a flat band or other source of a van Hove singularity.

A possible route to an explanation is provided by dynamical mean field theory (DMFT) [40]. Sharp structures at the Hubbard band edges have been found in treatments of both the dimer [41, 42] and single-site Hubbard models [43, 44]. These seem to explain such aspects as the lifetime for double-occupancy at the quasiparticle peak (analogous to $\tau_0$) [45], and the asymmetry between features observed in the UHB and LHB [42, 44]. However, the dimer model is not applicable to the Type 2 (un-dimerized) surface, and though the single-site model is, the existence of quasiparticles in that model has yet to be firmly established.

The salience of e-ph coupling in the real material (absent in DMFT treatments mentioned above) suggests an alternative, intuitive interpretation for the narrow peaks as polaronic bound states. Excess electrons injected into a Mott insulator (doublons) can in principle interact with other excitations to form bound states (see for example [46]). In this case, the charge of the additional electron may be partially screened by the ionic displacement associated with lattice distortions (phonons), reducing the on-site repulsion $U$ and allowing the bound state to split off from the UHB. This interpretation is supported by the fact that the lowest-lying peak at the Type 2 surface appears to reside outside the UHB, rather than within it.

As a final observation, in contrast to the clear and abrupt onset of the UHB, the soft and poorly defined onset of occupied states at each type of surface [seen in Fig. 1(d)], which likely results from the hole-doped character of the sample, may explain the apparent absence of narrow structures at the LHB edge, which would correspond to creation of holons by tunneling of electrons from the sample to the tip, and their respective coupling with the amplitude mode. Markers of such interactions, if they exist, may be smeared out or small enough that they are concealed by noise.

In summary, we have observed dynamics induced by electron tunneling into the UHB of Mott insulating 1T-TaS$_2$ surfaces. This reveals unusual, narrow spectral features possibly corresponding to long-lived quasiparticles or bound states, which couple to the amplitude mode of the CDW, the precursor to the Mott state. These observations provide a nano-scale microscopic view of non-equilibrium behavior, complementary to those observations previously provided using ultra-fast optical and time-resolved photo-emission spectroscopy techniques. Furthermore, they lay down a challenge for theories supporting quantitative model calculations to understand the origin of the unusual UHB edge features,
which we anticipate will yield as-yet unknown physics of Mott-Hubbard systems more generally.

IV. MATERIALS AND METHODS

Crystals of 1T-TaS$_2$ were synthesized and prepared by cleaving at $\approx 77$ K in UHV ($P \sim 10^{-10}$ Torr) as described previously [22, 47], before insertion into a modified Unisoku 1300 low-temperature STM system held at 1.5 K [48]. STM measurements were performed using electro-chemically etched tungsten tips, which were characterized and fine-tuned using field ion microscopy and mild indentation at a clean Cu(111) surface. The conductance was measured using the lock-in technique with frequency $f_{\text{mod}} = 617.3$ Hz and bias modulation of amplitude $V_{\text{mod}} = 1$ mV.
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I. SETPOINT-RELATED AND TIP-INDUCED EFFECTS.

A. Interpretation of the topographs in Fig. 2.

To aid the following discussion of tip-induced effects, and the interpretation of spectroscopic imaging data shown in Fig. 2 of the main work and Figs. S1 & S3 here, it is worth noting what the accompanying topography maps represent. It is well-known that in the constant-current mode, scanning tunneling microscopy (STM) topographs generally do not simply represent the height of atoms at the sample surface, but rather surfaces of constant integrated local density of states of the sample \( \rho_{\text{samp}} \), according to the commonly adopted approximation

\[
I \approx \frac{4 \pi e}{h} |M|^2 \rho_{\text{tip}} \int_{E_{\text{F,samp}}}^{\infty} \rho_{\text{samp}}(\epsilon) d\epsilon,
\]

in which \( E_{\text{F,samp}} \equiv 0 \) eV, and the energy dependence of the tunneling matrix elements \( M \) and the tip density of states \( \rho_{\text{tip}} \) are assumed to be negligible. Here \( q_e \) is the electronic charge and \( V \) is the sample bias voltage.

In the specific case presented in Fig. 2(a) [and (b)] of the main text, the interval between \( E_{\text{F,samp}} \) and \( q_e V = 250 \) meV [and \( q_e V = 110 \) meV] only includes the Mott-localized orbitals of the upper Hubbard band (UHB). The conduction band lies beyond this range. Hence, as a crude approximation, the topograph maps the surface of equal probability to tunnel into the Mott-localized Ta 5d\(_{x^2-y^2}\) orbital at the cluster center nearest to any given \((x,y)\) location of the tip. This can be thought of as the three-dimensional boundary of the ‘catchment volume’ belonging to each cluster, somewhat analogous to a Voronoi partition. An important outcome of this is that for bias voltages up to a setpoint which only includes the UHB, electrons tunnel into the centrally Mott-localized orbital with equal probability (equal conductance) regardless of whether the tip is positioned above the cluster’s center or towards its periphery. The spectroscopic imaging data presented in this work should be interpreted with this in mind.

B. Characterization of tip-induced energy shifts.

Below we give a more complete view of the spectroscopic imaging data shown in Fig. 2 of the main text.

FIG. S1. Overview of tip-induced influence on spectroscopic imaging data. (a) and (b) Constant-current topographic images of each surface (setpoints \( V = 0.25 \) V, \( I = 1 \) nA, and \( V = 0.11 \) V, \( I = 0.44 \) nA, respectively). (c) and (d) Selected conductance maps, at 165 mV and 60 mV respectively. (e) and (f) Spectroscopic linecuts taken along the white dashed lines shown in (a) and (b).

Figures S1(a) and (b) reproduce the topographs shown in Fig. 2 of the main manuscript. Conductance maps in each respective field of view, at selected values of bias voltage, are shown in Figs. S1(c) and (d). It is important to recognize that these images do not represent the spatial distributions of the underlying peak features discussed in the main text, because they are significantly influenced by so-called tip-induced band bending (TIBB)
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effects. The complex ring-like features are amenable to interpretation in combination with the conductance line-
cuts \((e)\) and \((f)\) across the diagonal of each field of view
[along each of the arrows shown in \((a)\) and \((b)\)]. The
peaks appear in these linecuts as arc-like features, with
one arc (and five arcs) spanning each cluster for the Type
1 (Type 2) surface. Given this arc-like appearance, it can
be recognized that the ring-like features appearing in the
conductance map in panel \((c)\) and especially in \((d)\), actu-
ally represent planar \((x, y)\) cuts through dome-like struc-
tures in the \((x, y, E)\) space. This dome-like shape is likely
a distortion of an intrinsically flat, tile-like structure, due
to TIBB effects.

Below we attempt to characterize and compensate for
the TIBB effects in order to retrieve a more accurate im-
age of the spatial distribution of the lowest-lying conduc-
tance peak feature. The strategy is to acquire spectra at
various tip heights, observe the shifts of the lowest-lying
peak, and characterize the trend. Finally we extend this
characterization to the entire field-of-view to compensate
for the TIBB in the spectroscopic imaging data.

Starting with the assumption that the sample surface
is located in a flat plane we express the tip height above
this plane as \(z_{\text{tip}}(r) = z_{\text{setpoint}}(r) + z_{\text{offset}}\), where
the constant-current topograph gives \(z_{\text{setpoint}}(r)\). We then
vary \(z_{\text{offset}}\) as well as exploiting the large variation within
\(z_{\text{setpoint}}(r)\), in order to sample a wide range of tip heights.
This is shown schematically in Fig. S2(a). For the Type 1
surface, the minimum height is \(z_{\text{setpoint}}(\forall)\), and the max-
imum is \(z_{\text{setpoint}}(\forall) + 120\) pm, so that the measurements
span a range of nearly 300 pm. (Although the absolute
tip-sample separation cannot be known, it is usually es-

timated to be 600~800 pm in ordinary constant current

We then track the tip-induced energy shift by extract-
ing the energy \(E_0^*\) of the lowest-lying peak in spectra
for each tip height. Figures S2(b) & (c) show examples of
spectra acquired at \(z_{\text{setpoint}}(\mathcal{C}) + z_{\text{offset}}\) for each type of
surface. The energy of the peak in each spectrum is
obtained using fitting of a Lorentzian function with a
suitable background. As the peak energy is found to be
an approximately linear function of \(z_{\text{setpoint}}\), the gradients
\(dE_0^*/dz_{\text{tip}}\) are then obtained using linear fits.

The results of this procedure yield \(dE_0^*/dz_{\text{tip}} = 0.032\) meV/pm for the Type 1 surface [Fig. S2(d)], and
\(dE_0^*/dz_{\text{tip}} = 0.061\) meV/pm for the Type 2 surface [Fig.
S2(e)]. It is unknown why the TIBB effect has a different
strength depending on which surface is being measured.

Approximating the actual sample surface as perfectly
flat, we obtain the compensating energy shift
\[
E_{\text{shift}}(r) = -\frac{dE_0^*}{dz_{\text{tip}}} \cdot z_{\text{setpoint}}(r).
\]

After this energy shift is applied to every pixel, the peaks
in the spatially averaged \(dI/dV\) significantly sharpen.

The \(dI/dV\) is then averaged over a 10 meV window
around the energy of the lowest-lying peak after the en-
ergy shifts. The resulting image represents the spatial
distribution of the lowest-lying peak regardless of the en-
ergy at which it appears in the raw data.

C. Compensation for tip-induced energy shifts in
spectroscopic imaging data.

After enacting the procedure described above, the con-
ductance maps at each respective surface, shown in Figs.
S3(a) and (b) below, is seen to be nearly uniform within
FIG. S2. Characterization of tip induced energy shift
d\(E/dz_{\text{tip}}\) for each surface. (a) A schematic of the procedure
for collecting \(z_{\text{offset}}\)-dependent \(dI/dV(V)\) spectra. The loca-
tions of the CDW maximum and minimum apparent heights,
and the location of the point halfway between are marked
in the topographic image, with a circle, triangle and wedge,
respectively. (The topograph shown is for the Type 2 surface.
\(V = 110\) mV, \(I = 0.44\) nA.) (b) and (c) \(dI/dV\) curves ac-
cquired at \(z_{\text{setpoint}}(\mathcal{C}) + z_{\text{offset}}\) for SD clusters at the Type 1 and
2 surfaces. Curves are vertically offset by 0.4 nS and 0.2 nS,
respectively. (d) and (e) The fitted peak positions \(E_0^*(\forall)\)
for the Type 1 and 2 surfaces, respectively. In (d), \(dE_0^*/dz_{\text{tip}}\)
is obtained from the average of the gradients from separate
linear fits to the points obtained at the three different loca-
tions.
each cluster for the reason described in section A. However, it can change abruptly from one cluster to the next. This attests to the strong localization of the orbitals forming the UHB. There is a noticeably greater anisotropy in the pattern for the Type 2 surface than for the Type 1 surface. This may be related to the lower symmetry in the stacking coordination of the uppermost layer of clusters for the Type 2 surface [1].

II. COMPARISON OF PEAKS IN CONDUCTANCE SPECTRA ACQUIRED AT TYPE 1 & 2 SURFACES.

In the main text, a clear Franck-Condon progression of peaks due to coupling of a transient charged state to the CDW amplitude mode has been established for the Type 2 surface (unpaired SD clusters). As seen in Fig. 1(d) of the main work, a sharp peak in conductance also appears at the onset of the UHB for the Type 1 surface. The same fitting algorithm described in the main text was applied to data for the Type 1 surface, and the result is shown in Fig. S4(a), alongside that for the Type 2 surface for comparison [Fig. S4(b)]. Here however, the algorithm does not find an equally spaced series of e-ph replica peaks.

What is the difference between the two types of surface? Is the difference qualitative, or only an outcome of tuning some of the parameters governing the line-shape? In Eqn. 2 given in the main text, two parameters can control the formation or suppression of multiple e-ph peaks: 1) If the e-ph coupling $D$ is small, only the lowest-lying peak manifests. 2) If the peak broadening $\Gamma_n$ becomes large for $n > 0$, existing e-ph replica peaks may be smeared out such that they are not recognizable. It is unclear from the fitting result shown in Fig. S4(a) whether this latter explanation can be supported.

A hint of the mechanism behind the different behaviors is found in the broadening of the lowest-lying peak, $\Gamma_0$, for each case. For the Type 1 spectrum $\Gamma_0 = 4.64$ meV, which corresponds to a lifetime of the transient charged state of $\tau_0 = 71$ fs, significantly shorter than the lifetime at the Type 2 surface (152 fs). It is possible that the reduced lifetime of the transient charged state in turn reduces the effective e-ph coupling strength, such that no clear Franck-Condon progression develops. This corresponds to an effective reduction of $D$ for the Type 1 surface, suppressing the series of replicas.

The reduced lifetime of $\sim 71$ fs for the Type 1 surface is closer to the value estimated for the doublon-hole recombination time in a recent report by Ligges et al. on time-resolved photoemission spectroscopy measurements [2]. (We infer that these measurements were acquired on the Type 1 surface based on the observed energy of the UHB at $E - E_F \approx 175$ meV, and also on the a priori likelihood for any given cleaved surface to be of Type 1 [1].) The lifetime estimated in the current work may be longer than the lifetime for the excited state of $\sim 20$ fs reported by Ligges et al. due to a selection bias inherent to our measurement strategy: We make an effort to avoid, as much as possible, impurities and other defects at the surface, and select for SD clusters in the cleanest areas, whereas photoemission spectroscopy measurements necessarily average over a large surface area including many point defects. This may explain the relatively shorter observed doublon-hole recombination time in the photoemission measurements.
The difference in lifetime of the transient charged states at the Type 1 and Type 2 surfaces can be understood by considering the stacking environment and the electronic structure of the both uppermost and underlying TaS$_2$ layers in each case. As proposed recently, the large spectral gap found at the dimerized Type 1 surface likely also corresponds to the bulk spectral gap [1], because it is a bulk-like termination of the dimerized three-dimensional CDW pattern. This is depicted in Figs. S4(c) and (d). The lower onset of the UHB at the Type 2 surface, is peculiar to that surface as it likely results from a breaking of the bulk pattern of molecular orbital dimerization. The underlying bulk has a larger gap than the Type 2 surface, and an onset of the UHB at around 140 meV. The UHB at the Type 2 surface, starting at around 60 meV is then electronically decoupled from the underlying layer. An electron dwelling in the bound state of an SD cluster at the Type 2 surface is unable to hop to the underlying layer because that layer has no states at that energy. In contrast, an electron dwelling in a cluster at the Type 1 surface can hop to the UHB at the same energy in the underlying layer. Therefore the transient charged states of the Type 2 surface have enhanced lifetimes, stronger e-ph coupling $D$, and a more fully developed series of e-ph replicas.

### III. Reproducibility of Observation of Conductance Peaks.

From the spectroscopic imaging data presented in Fig. S1 above, it is clear that the spectroscopic characteristics of each individual cluster at a given surface are broadly similar. The features reported in this work were robustly reproducible and seen to be ubiquitous over the surface of several cleaved 1T-TaS$_2$ samples, although it was found that at or near point defects, either the peaks ceased to exist or their appearance became irregular (even including strong enhancement of the peak intensity for some spectra acquired at the Type 1 surface). The data shown in Figs. 1 & 2 of the main text represent the typical behaviors observed at least a few nanometers away from defects or CDW domain walls.

A single example of a typical spectrum acquired on a cluster at the Type 2 surface is analyzed in the main text. In Figs. S5 (a)–(d), analyses are presented for conductance spectroscopy measurements acquired at four different locations on the same sample with the Type 2 surface termination. Aside from small variations, the behavior is seen to be similar. The parameters $E_{ph}$, $D$ and $\Gamma_0$, extracted using the same fitting algorithm as described in the main text, are presented in Table I.

From the additional data presented in Table I, it can be seen that there is a weak negative correlation between the fitted values of $D$ and $\Gamma_0$, i.e., there is a positive correlation between $D$ and $\tau_0$. This is consistent with the idea that a longer dwell time for the injected electron on the cluster results in stronger electron-phonon coupling.

![Additional analyses of e-ph replicas at different sample locations. The values for $E_{ph}$, $D$, and $\Gamma_0$ are given in Table I.](image)

**TABLE I. Fitted values for spectra in Fig. S5.**

| Data set | $E_{ph}$ (meV) | $D$ | $\Gamma_0$ (meV) |
|----------|----------------|-----|-----------------|
| g181016  | 9.00           | 1.80| 1.67            |
| s181019  | 8.89           | 1.73| 2.38            |
| g181030  | 8.80           | 1.75| 2.17            |
| g181112  | 9.03           | 1.84| 1.52            |

### IV. Spectroscopic Imaging Near Defects.

For the interpretation of the following observations, our premise is that the narrow peaks arise from interactions between an injected electron (doublon) which dwells in a cluster for a finite time (~100 fs), and, at least for the Type 2 surface, excites amplitude mode phonons. If for any reason the dwell time of the electron becomes too short, or if a defect of the ionic lattice results in the amplitude mode not being locally supported (most obviously, at a domain wall in the CDW), the peaks should be significantly broadened, or disappear entirely. This expectation is satisfied by the observations below.

Figure S6 shows a point defect which impacts one particular SD cluster. This has the effect of drastically smearing out the peaks in that cluster (as seen in panels (c) and (d)), as well as creating some residual density of states below the onset energy of the UHB. We see that the suppression or smearing of the peaks is confined to a single cluster, meaning the conditions giving rise to the peaks are determined locally.

Figure S7 shows the effect of a CDW domain wall. The series of peaks, shown in the spectroscopic linecut of panel (b), persists until about 2 nm away from the...
FIG. S6. Spectroscopic imaging around a defect at the Type 2 surface. (a) A constant-current topograph (setpoint $V = 0.11$ V, $I = 0.44$ nA). (b) A selected conductance map, at 65 mV, showing the darkening of a single SD cluster induced by a point defect [marked with a green cross in both (a) and (b)]. (c) Single-point $dI/dV(V)$ spectra on (black curve) and away from the defect (green curve). (d) A spectroscopic line-cut sampled along the dashed lines in (a) and (b). The black and green vertical lines correspond to the point spectra shown in (c). Arrows mark the five peaks under discussion.

FIG. S7. Spectroscopic imaging near a CDW domain wall at the Type 2 surface. (a) A constant-current topograph ($V = 0.25$ V, $I = 1$ nA) showing a domain wall extending from the top to the bottom of the field of view. (b) A spectroscopic line-cut sampled on a path marked by the black dashed line in (a). Black and white arrows mark the peaks under discussion.

FIG. S8. Spectroscopic imaging on approach to a cluster of defects at the Type 1 surface. (a) A topograph ($V = 0.25$ V, $I = 1$ nA) showing several defects surrounding a pristine region. The white dashed line encloses a small region where the defects influence the electronic structure, and the green cross marks a defect at which the Mott gap is seen to collapse in the spectroscopic linecut shown in (b), sampled along the path marked by the black dashed line in (a). The location of the same defect is indicated with a green dashed line. (c) A zoom-in view on the same linecut shown in (b), showing the spectroscopic peak at the UHB edge on approach toward the defect-rich area.

A similar observation at the Type 1 surface is shown in Figure S8. Here we see that the sharp peak exists everywhere until a few nanometers away from a prominent local defect, at which the Mott gap collapses. As the domain wall. Although they suffer from energy shifts associated with the Coulomb potential landscape, we see that these shifts are rigid and the peak spacing is approximately maintained (i.e., $E_{\text{ph}}$ remains the same). The peaks disappear at the domain wall, where the Mott gap partially collapses, as is well-known [3], and the amplitude mode phonon is not expected to be supported by the local lattice structure.

A similar observation at the Type 1 surface is shown in Figure S8. Here we see that the sharp peak exists everywhere until a few nanometers away from a prominent local defect, at which the Mott gap collapses. As the
V. FURTHER DISCUSSION OF THE OBSERVED PHONON ENERGY.

Tentatively attributing our observed phonon energy to the 2.4 THz amplitude mode excitation, we note that the observed peak spacing \( E_{\text{ph}} \approx 9 \text{ meV} \) is 9~10\% smaller than the previously reported energy of the amplitude mode. We suggest a number of possible reasons for this discrepancy. The first is that a renormalized phonon energy for highly excited states, as compared with the lowest excited or ground state, is possible. The second possibility relates to observations by Stojchevska et al. \[4\] that the amplitude mode frequency appears to be reduced by a few percent upon laser pulse-induced switching into a “hidden” metastable state of the CDW. However it is unclear whether the hidden state has any relation to the Type 2 surface CDW stacking configuration observed here. The third is that the highly localized phonon excitation observed here (localized around a point in the plane of the surface, and also to the uppermost layer), may differ in energy from the case of a photoexcitation induced amplitude mode occurring coherently over a wide area, and throughout the multiple layers probed by photo-excitation measurements. Finally, while we observe this phononic or vibronic excitation in a SD cluster at the Type 2 surface, it is likely that previously reported measurements either were conducted only on the dimerized surface we identify as Type 1 \[1\], or lack the surface specificity to resolve Type 2 behavior even if conducted at a Type 2 surface. It is possible that the energy of the amplitude mode may subtly depend on the stacking configuration of the host SD clusters, and this may explain the small energy discrepancy.
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