Piperazine-substituted derivatives of favipiravir for Nipah virus inhibition: What do in silico studies unravel?
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Abstract

Favipiravir is found to show excellent in-vitro inhibition activity against Nipah virus. To explore the structure–property relationship of Favipiravir, in silico designing of a series of piperazine substituted Favipiravir derivatives are attempted and computational screening has been done to evaluate its bimolecular interactions with Nipah virus. The geometrical features of all the molecules have been addressed from Density Functional Theory calculations. Chemical reactivity descriptor analysis was carried out to understand various reactivity parameters. The drug-likeness properties were estimated by a detailed ADMET study. The binding ability and the mode of binding of these derivatives into the Nipah virus are obtained from molecular docking studies. Our calculations show greater binding ability for the designed inhibitors compared to that of the experimentally reported molecule. Overall, the present work proves to offers new insights and guidelines for synthetic chemists to develop new drugs using piperazine substituted Favipiravir in the treatment of Nipah virus.
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1 Introduction

Nipah virus (NiV) has been identified as a zoonotic virus belonging to the genus Henipavirus, within the subfamily Paramyxovirinae [1, 2]. NiV is transmitted to humans through various direct sources such as animals and contaminated food and even through another infected person [3]. The virus was named after the village “Sungai Nipah” in Malaysia, where its first outbreak occurred in 1999 among pig farmers [4]. Then, another outbreak was reported in Bangladesh in 2001, and from then onwards outbreaks were reported annually in the country. Between 1998 and 2018, more than 600 cases of infection were reported, and the fatality rate was estimated to be 40–75% [5].

In India and Bangladesh about 75% and 51% of cases respectively were through human transmission, especially among hospital staff or visitors in the health care settings [3]. The source of infection in most cases was due to the consumption of raw date palm sap contaminated with saliva or droppings of the infected fruit bat owing to the fact that the natural reservoir of the virus is the fruit bats of the genus Pteropus [6, 7]. Some of the common symptoms of NiV are respiratory diseases, fever, muscle pain, inflammation of the brain, and acute or late onset encephalitis, and in most cases, the incubation period is reported to be 5 days to 2 weeks [5]. In May 2018, another outbreak occurred in the state of Kerala, India, and of the 13 individuals infected, 11 died [8]. This situation urges us...
to come up with suitable remedial measures to eradicate NIV, which requires a complete understanding of NIV at the molecular level.

The structure of NIV with glycoprotein (G) attachment has 602 amino acid residues where the glycoprotein functions as a receptor-binding protein providing attachment to host cell receptors. This protein plays a vital role in facilitating the fusion of cell membrane with the virus through F protein by interacting with Ephrin-B2 receptors present on host cell and thereby making it an effective target for inhibition [9–12]. The World Health Organization (WHO) has set NIV as a priority disease on the WHO R&D Blueprint [3]. In 2006 Georges-Courbot et al. [13, 14] has identified that ribavirin drug to delay death by 2 days but unfortunately could not prevent death. Later in 2009, although a combination of antimalarial drugs, chloroquine, and ribavirin was used to treat NIV, it caused side effects [15]. A milestone in NIV research was achieved in 2018 when Dawes et al. [16] revealed the antiviral effect of favipiravir against live NIV isolates. Favipiravir (6-fluoro-3-hydroxy-pyrazine-2-carboxylic acid amide), shown in Scheme 1, has demonstrated a 100% survival rate against NIV and had already been licensed in Japan for use against influenza viruses [17–19]. Invitro studies have shown broad spectrum anti-RNA virus activities of Favipiravir with life threatening viruses such as Ebola virus, rhinovirus, and Lassa Virus [20]. However, studies on the structural modifications of favipiravir to enhance its activity against diseases are yet to be explored. Though intensive support care has been recommended to treat severe respiratory problems and neurological complications associated with NIV [21], currently, no antiviral drugs or vaccines are available for NIV-infected individuals, and most importantly, no therapeutic strategy has yet been established against NIV.

In recent years, researchers have shown keen interest in investigating the relationship between the chemical structure of a drug and its physicochemical properties, which in turn can regulate the pharmacological activity of the drug molecule [22]. Taylor et al. [23] evaluated the ring structures in drugs listed in the FDA Orange Book and reported the 100 most frequent ring systems. According to their findings, benzene ring was the frequently reported ring system, followed closely by pyridine and piperidine. Piperazine, cyclohexane, tetrahydropyran, imidazole, and pyrrolidine were the other frequently occurring ring structures in drug molecules. In literature, piperazine ring is considered to be an important structural motif in drug discovery due to their wide biological applications [24–26]. Pyrazine ring–containing drugs are widely used as diuretics, anti-inflammatory agents, antidepressants, and anti-infectives (bactericides and fungicides) in the field of medicine [27]. Recent works on the synthesis of pyrazine-2-carboxylic acid derivatives of piperazine using commercially available, inexpensive T3P coupling suggest it to be a promising active component in biomedical applications [28]. A recent in silico study on bioisosteres of favipiravir obtained by substituting the fluorine atom with other halogens and closed rings was attempted against NIV [10]. Inspired by the experimental works on pyrazine-2-carboxylic acid derivatives, the present investigation deals with the designing of N-substituted piperazine derivatives of favipiravir and their activity against NIV. With all this prior knowledge, a density functional theory (DFT) study was taken up to look into the geometric features, electronic property, and ADMET properties have been carried out. Further, molecular docking analysis has been carried out to bring out the binding ability of these favipiravir derivatives for the inhibition of NIV.

2 Materials and methods

2.1 Density functional theory analysis

Density functional theory calculations were used for the optimization of the molecules chosen for this study at the B3LYP/6-311++g(d,p) level using the G09 program [29]. To confirm their ground state stability, frequency calculations were performed, and no imaginary frequency was obtained for any of the molecules. To obtain an in-depth understanding of the chemical reactivity and stability of these molecules, frontier molecular orbital (FMO) and electrostatic potential (ESP) analyses were performed.

2.2 ADMET and drug-likeness prediction

The drug likeness and ADME (Adsorption, Distribution, Metabolism, Excretion) properties of these molecules were evaluated by SWISSADME server [30]. Toxicity studies were performed by ProTox-II online tool [31]. Pharmacological properties and pharmacokinetics of these molecules, that is, solubility (ESOL), gastrointestinal (GI) absorption, blood–brain barrier penetration and Lipinski’s rule of violations were analyzed.
2.3 Molecular docking and binding energy estimation

Molecular docking was carried out by using Maestro [32]. GLIDE—6.6 searches were performed to understand the mode of binding and affinity of favipiravir derivative structures against NiV glycoprotein (PDB ID: 3D11). Three-dimensional structure of target NiV glycoprotein was used for the protein preparation wizard of Schrodinger. No hydrogen atoms were minimized until the average root mean square deviation reached a default value of 0.3 Å. Sitemap 2.3 The prepared proteins were loaded on the workstation and the grid values were calculated about 45 Å to cover the entire protein amino acids for finding the binding conformation. Ligprep 2.3 modules (Schrodinger, 2014-2) were used for optimized compounds ligand preparation [33]. All molecular modelling studies were applied using OPLSAA (Optimized Potential Liquid Simulation for All-Atom) force field [34]. About 20 conformational poses were created and analysed for the best conformation poses. The docked poses were visualized using Maestro and PyMol [35].

3 Results and discussion

The favipiravir derivatives considered for this present work is shown in Scheme 2. Throughout this study, the acronym F refers to the favipiravir derivative, and the molecules are designated as F1, F2, F3,…, F15. The molecules F1 and F2 are
alkyl-substituted piperazine derivatives of favipiravir. Similarly, F3 to F7 are phenyl-substituted derivatives, whereas in F8 a pyrimidine group is attached in place of phenyl moiety. Since the 1,3,4-oxadiazole group exerts antiviral, antimalarial, anticancer, and anti-inflammatory effects on compounds, F9-F14 are designed with oxadiazole substituents. The molecule F15 is a benzyl-substituted derivative of favipiravir.

3.1 Structural analysis

The favipiravir derivatives (F1–F15) were optimized at the B3LYP/6-311++g(d,p) level. Figures 1, 2 and 3 illustrate the optimized structures of different derivatives of favipiravir substituted at the piperazine entity, and the selected bond parameters are presented in Table 1. The 6-fluoro-pyrazine unit is considered to be the parent unit of favipiravir derivatives throughout. When -NH₂ group on the parent pyrazine entity is substituted with a piperazine ring, the structure distorts to become non-planar. The front- and side-view structures indicate the non-planar nature of these molecules. The dihedral angle between the parent unit and the piperazine ring lies between 61° and 79°, indicating the extent of distortion from planarity upon substitution. The bond length between C4 and C8 remains unchanged in all molecules, as shown in Table 1. It is noted that different substitutions at N23 (in piperazine ring) retain the non-planarity caused by the piperazine ring. The bond distance between the nitrogen in piperazine ring (N23) and the adjacent atom (R) attaching the substituent with the N23 was studied. The nature of N23-R bond varies with different R and the group associated with it. In molecules F9–F14, the substitution of the oxadiazole group at N23 makes the N23-R bond partially double bonded.
This is due to the participation of lone pairs from N23 in resonance with the substituted unsaturated rings. Partial double bonds are also seen when pyrimidine is substituted in place of oxadiazole (F8). In the case of phenyl substitutions (F3–F7), the bond remained single as the phenyl group did not involve the lone pairs of N23 in resonance, making the bond weaker compared to others. In F15, it can be noticed that attaching a sp³-hybridised unit further weakens the N23-R bond. The bond between the carbonyl group and N10 is found to be partially double bonded in all cases. This can be attributed to the shuttle of lone pair of electrons between N10 and the carbonyl group. The intramolecular hydrogen bonding interaction between H12 and N6 was noted for all molecules, and it has been observed that the hydrogen bonding interactions remain constant for all molecules. The observed O–H…N6 hydrogen bond distance between H12 and N6 is 2.28 Å, which lies well within the strong hydrogen bond limits.
to Jeffrey [36]. From the optimized geometries, it is clear that piperazine unit is in plane with all its substituents except with the benzyl group. In the case of F15, the substituted group and the parent pyrazine group are in the same axis linked by a piperazine ring at right angle to the two units. Literature shows that dipole moment of a molecule renders useful information about the polarity of a given molecule [37]. It should be noted that due to dipole–dipole interaction the molecule that has a high dipole moment must have a greater tendency to interact with other molecules. This relationship between the dipole moment of molecules and interactions with other molecules is not comprehensible at all times; in some cases, a decrease in dipole moment may also cause an increase in interactions [38]. The dipole moment of the computed molecules shows a high variation among them, and therefore, no generalised conclusions could be drawn. Table 1 represents the dipole moment and dihedral angles of all molecules studied.

### 3.2 Frontier molecular orbital analysis

Frontier molecular orbitals of molecules are of great importance in determining the chemical reactivity of molecules [39, 40]. It is reported that the electron-donating and electron-accepting abilities of molecules can be understood...
from FMOs. The energy gap or HOMO–LUMO (H–L) gap obtained from FMO analysis is a significant parameter that measures the intermolecular charge transfer and kinetic stability that indeed have been extensively used to explain biological activities \[41, 42\]. In general, a large energy gap is associated with low chemical reactivity and high stability, whereas a smaller gap represents more reactivity and less stability \[43, 44\]. The FMO energies are depicted in Fig. 4 with their corresponding energy gap. Among the 15 molecules, F4 shows the least HOMO–LUMO gap with 2.84 eV, and the highest is shown by F1 with 4.21 eV. The H–L gap increases in the following order: F4 < F3 < F7 < F13 < F12 < F6 < F14 < F10 < F5 < F11 < F9 < F8 < F2 < F15 < F1. Upon the introduction of the phenyl group at the piperazine ring, the HOMO–LUMO gap further reduces up to a minimum of 2.8 eV. Figures 5, 6 and 7 illustrate the FMOs of all 15 molecules visualized using Chemcraft 1.8 software \[45\]. The HOMOs of all the designed molecules are found to be localized on the substituted group and the piperazine ring than over the pyrazine ring. An exception to this trend is noticed in F15, where the HOMO is occupied on the piperazine and is not delocalized over the attached benzyl group. This is due to the non-planar nature observed between piperazine and benzyl group. The LUMOs lies on the parent pyrazine unit except in F14. The derivative F14 has its LUMO on the substituted phenyl group due to the electron-withdrawing effect of -NO\(_2\) group attached to the phenyl ring. Replacing the phenyl group with oxadiazole reduces the gap to 3.24 eV (F13). Pyrimidine ring, on the other hand, increases the H–L energy gap to 3.16 eV.

To envisage the FMOs, the energetics of the FMOs were analysed using QM Forge software \[46\]. This analysis helps

| Bond distances | Dihedral angle | Dipole moment |
|----------------|--------------|--------------|
| C4–C8 | N23-R | OH–N\(^a\) |
| F1 | 1.516 | 1.015 | 2.290 | 77.439 | 2.997 |
| F2 | 1.517 | 1.455 | 2.290 | 78.868 | 3.586 |
| F3 | 1.514 | 1.389 | 2.842 | 63.480 | 2.799 |
| F4 | 1.515 | 1.365 | 2.284 | 64.200 | 3.573 |
| F5 | 1.514 | 1.349 | 2.285 | 62.860 | 5.911 |
| F6 | 1.515 | 1.350 | 2.289 | 69.280 | 5.492 |
| F7 | 1.515 | 1.490 | 2.289 | 69.120 | 5.738 |
| F8 | 1.515 | 1.351 | 2.288 | 69.330 | 4.668 |
| F9 | 1.515 | 1.351 | 2.289 | 70.030 | 5.738 |
| F10 | 1.513 | 1.345 | 2.285 | 62.400 | 6.331 |
| F11 | 1.515 | 1.396 | 2.284 | 64.200 | 2.038 |
| F12 | 1.514 | 1.384 | 2.285 | 62.750 | 1.857 |
| F13 | 1.514 | 1.385 | 2.285 | 63.230 | 1.537 |
| F14 | 1.514 | 1.390 | 2.284 | 62.820 | 3.155 |
| F15 | 1.515 | 1.461 | 2.284 | 65.420 | 3.543 |

\(^a\)Bond distance caused intermolecular hydrogen bonding within the pyrazine molecule

Fig. 4  HOMO–LUMO energy gap (eV) of Favipiravir derivatives

To envisage the FMOs, the energetics of the FMOs were analysed using QM Forge software \[46\]. This analysis helps
in understanding the contributions of different moieties of the molecules towards their HOMOs and LUMOs. Here, as shown in Scheme 3, the molecule is segmented into three parts, namely, region A consisting of the pyrazine ring, region B consisting of the piperazine ring, and region C involving the different substitutions on the piperazine ring. Figure 8 depicts the contribution from each part to HOMO (Fig. 8a) and LUMO (Fig. 8b). Figure 8a shows that the pyrazine ring contributed maximum (~80%) to the stabilisation of HOMO followed by region C consisting of different substituents. In molecules with the pyrimidine group as the substituent, region A and region B contribute equally to the HOMO contradicting all other substitutions. For instance, molecule F4 got 42.5% from region A and 43.3% from region B. Because there are piperazine ring substitutions in F1 and F2, the contribution from region C is very low and therefore negligible. Figure 8b shows that the major contribution of LUMO is from region A in all molecules except in F14. The contribution from region C is 89%, which is distinct from other substituents with 0–10% contribution. These analyses of FMOs help in synthesizing molecules with desired HOMO and LUMO levels.

3.3 Global descriptors

The molecular properties that govern the reactivity and selectivity of the compounds are estimated using the Koopman’s theorem relating the energy of HOMO and LUMO as reported [47, 48]. The energy of HOMO is related to ionization potential ($I$), whereas the energy of LUMO is related to the electron affinity ($A$) of the molecule. The global reactivity descriptors such as chemical potential ($\mu$), electronegativity ($\chi$), hardness ($\eta$), softness ($S$), and electrophilicity index ($\omega$) are calculated using the HOMO–LUMO energies [49–51]. These quantum chemical descriptors are calculated using the following equations:
It is well known that the higher the ionization potential, the higher is the energy required to remove an electron from the HOMO. A low value of electron affinity indicates the ease with which electrons can be removed from a molecule. A molecule with high electronegativity strongly attracts electrons from donor moieties. Chemical potential ($\mu$) is a measure of reactivity and stability of a molecule. It refers to the unwillingness of a molecule to decompose into its elements easily. A negative chemical potential designates a molecule to be more stable. The chemical hardness and softness of the molecule dictate the polarisability of the molecule. A higher hardness and a lower softness confirm the less-polarisable nature of the molecules. Table 2 shows the global parameter calculated for the molecules studied. It can be noticed that F4 shows the lowest H–L gap as already explained in the FMO analysis. The ionization potential of F4 is the lowest (5.2 eV), and therefore, the electrons can be knocked out of the HOMO of F4 easily compared to other molecules. The electron affinity of F4 is the lowest (2.36 eV) among the molecules, suggesting the possibility to undergo electrophilic reactions. Meanwhile, it should be noted that F4...
shows a high chemical reactivity, as inferred from its low H–L gap. As evident from the calculated ionization potential, the electronegativity of the F4 is the least among all others. All molecules have a negative chemical potential, indicating that all are stable and do not decompose into their elements easily. Electrophilicity index is the ability of a molecule to accept electrons \([50, 52]\). High softness, electrophilicity, chemical potential, and low electronegativity
denote the reactivity of these molecules. Due to the presence of –NO\textsubscript{2} group on the oxadiazole ring, F14 has the highest electronegativity value. F4, being the only molecule with a pyrimidine moiety, has shown appreciable values for $I$, $A$, $\chi$, $\mu$, $\eta$, and $S$. This analysis provides useful inputs for tuning the chemical properties of molecules for desired applications in biology [53].

3.4 Molecular electrostatic potential

Molecular electrostatic potential (MEP) surfaces are often used to evaluate the chemical reactivity, electronegativity, and dipole moment of the molecule [54–56]. MEP analysis is also used to understand the possible interactions of a molecule with its adjacent groups and surrounding. In addition, MEP is often used to identify the potential regions of molecules for possible hydrogen bonding, electrostatic and other stabilising interactions [57]. Therefore, MEP analysis was performed on all molecules using Avogadro software (Fig. 9) [58]. The distribution of ESP of the molecule is represented by red for the more electron-rich region with a negative potential and blue for the electron-poor regions with positive potential. It can be seen that the red region is mainly localized on the parent pyrazine moiety, indicating favourable sites for an electrophilic attack. The molecules that have strong electron-donating groups such as –OH, –OR, and -phenyl and weak electron-withdrawing groups (–Cl) in the substituents cause a patch
of electron richness on the other end of the molecules. The presence of oxadiazole brings in electron density on it, making the centre of the molecule red in addition to the pyrazine ring. The positive ESP, that is, the electron-poor region, lies on the piperazine ring, indicating the nucleophilic sites on the molecule. The MEP is not symmetrically distributed over the molecule due to the non-planar nature. The white patches at random sites on the molecule indicate the absence of ESP.

### 3.5 Pharmacological analysis

In silico ADMET prediction is considered as the first step in analysing new molecules for drug design in order to reduce the time wasted on lead compounds that would be toxic or metabolised to an inactive form [59–61]. Parameters such as water solubility, lipophilicity, and drug-likeness for the compounds are important for pharmacokinetics of the drug. Table 3 depicts some of the ADMET properties predicted by Swiss-ADME and ProTox II webserver tools. Solubility is an important property influencing the absorption of drugs meant for parental usage. A drug should be soluble in water to deliver an adequate quantity of active ingredients in the dosage [62, 63]. The studied molecules are soluble in water, which in turn facilitates absorption during oral administration. The lipophilicity of drugs described by the partition coefficient between n-octanol and water (log \( P_{o/w} \)) is another significant factor affecting the pharmacokinetics of drug [64]. The log \( P_{o/w} \) values of molecules (Table 3) ranged between 1.16 and 2.41, indicating the solubility and permeability of the molecules. Molecular flexibility is calculated by the number of rotatable bonds is found to be a significant predictor of oral bioavailability [65]. The number of rotatable bonds of the studied molecules varies from 2 to 5, which indicates the flexibility of certain molecules than others. All molecules fulfil the Lipinski rule of five and are predicted to exhibit solubility in water, implying a good oral bioavailability [64, 66]. It is reported that bioavailability of drug is driven by GI absorption [67]. The GI absorption was studied, and the molecules had a high absorption, making it potential leads for drug discovery. In silico toxicity analysis is evolving as a platform for predicting the toxic effects of chemicals on humans, animals, and the environment [68–70]. Molecules were analysed for carcinogenicity, immunotoxicity, mutagenicity, and cytotoxicity, which are classified as toxicological endpoints in the Pro Tox II webserver. All molecules were identified as nontoxic based on different toxicities mentioned earlier (Table 3). The predicted median lethal dose (LD50) weight varies from 550 to 2000 mg/kg among all molecules and is thus categorized to be class 4 toxic.

### 3.6 Predicted \( \text{pIC}_{50} \)

The \( \text{pIC}_{50} \) values of all molecules are predicted using a web server developed by Manoj et al. [71]. The \( \text{pIC}_{50} \) value of favipiravir was 4.66 in order to compare with its derivatives. The \( \text{pIC}_{50} \) values are tabulated in Table 3. The molecules with piperazine moiety showed high \( \text{pIC}_{50} \) values compared to favipiravir, except in the case of F8 (4.38). Substituted oxadiazole groups possessed high values among all molecules. Trifluoromethyl substitution in the phenyl group causes F5 to have higher \( \text{pIC}_{50} \) values as in the oxadiazole group. Understanding \( \text{pIC}_{50} \) values are of great importance in drug designing to provide useful information about the extent of inhibition possible.

| F1  | −6.463 | −2.245 | 4.218 | 6.463 | 2.245 | 4.354 | −4.354 | 2.109 | 0.237 | 4.495 |
| F2  | −6.123 | −2.230 | 3.893 | 6.123 | 2.230 | 4.176 | −4.176 | 1.946 | 0.257 | 4.480 |
| F3  | −5.564 | −2.402 | 3.163 | 5.564 | 2.402 | 3.983 | −3.983 | 1.581 | 0.316 | 5.016 |
| F4  | −5.208 | −2.363 | 2.845 | 5.208 | 2.363 | 3.785 | −3.785 | 1.423 | 0.351 | 5.036 |
| F5  | −5.997 | −2.503 | 3.494 | 5.997 | 2.503 | 4.250 | −4.250 | 1.747 | 0.286 | 5.169 |
| F6  | −5.835 | −2.466 | 3.368 | 5.835 | 2.466 | 4.150 | −4.150 | 1.684 | 0.297 | 5.114 |
| F7  | −5.637 | −2.457 | 3.180 | 5.637 | 2.457 | 4.047 | −4.047 | 1.590 | 0.314 | 5.150 |
| F8  | −6.220 | −2.346 | 3.875 | 6.220 | 2.346 | 4.283 | −4.283 | 1.937 | 0.258 | 4.735 |
| F9  | −6.413 | −2.548 | 3.865 | 6.413 | 2.548 | 4.481 | −4.481 | 1.933 | 0.259 | 5.194 |
| F10 | −5.996 | −2.513 | 3.483 | 5.996 | 2.513 | 4.254 | −4.254 | 1.742 | 0.287 | 5.196 |
| F11 | −6.087 | −2.554 | 3.533 | 6.087 | 2.554 | 4.320 | −4.320 | 1.766 | 0.283 | 5.283 |
| F12 | −5.792 | −2.488 | 3.304 | 5.792 | 2.488 | 4.140 | −4.140 | 1.652 | 0.303 | 5.187 |
| F13 | −5.714 | −2.469 | 3.245 | 5.714 | 2.469 | 4.092 | −4.092 | 1.623 | 0.308 | 5.159 |
| F14 | −6.502 | −3.131 | 3.371 | 6.502 | 3.131 | 4.816 | −4.816 | 1.686 | 0.297 | 6.881 |
| F15 | −6.185 | −2.285 | 3.899 | 6.185 | 2.285 | 4.235 | −4.235 | 1.950 | 0.256 | 4.600 |
3.7 Biomolecular interaction studies

Molecular docking is considered to be one of the most important methods in the discovery of small drugs [72–74]. In our study, molecular docking of all molecules was performed using Maestro glide docking program to understand the possible interactions between the protein and the molecule. The best-possible conformations obtained for the molecules (F1, F3 and F12) with the highest docking scores are shown in Fig. 10. The 2D view of the interactions produced by the molecules of high binding with the targeted protein are presented in Fig. 11, and the essential parameters are described in Table 4. The 3D view of the protein–ligand conformation and 2D view of the interactions of the remaining molecules are deposited in the supplementary material in Figures S1 and S2, respectively. As noted from the table, except F15 (−4.961), F7 (−5.222), F8 (−5.506) and F9 (−5.728) all other derivatives show significant binding with the protein. Oxadiazole-substituted molecule (F12) shows the highest value with −8.909. The binding pocket of F12 bound NiV protein includes the following residues: Gln490, Gln530, Ala532, Pro488, Thr531, Cys240, Tyr581, Ala558, Glu579, Arg589, Ile580, Thr218, Gln559. The BE of F15 is observed to be the lowest (−43.477). It is evident that understanding hydrogen bonding interactions along with other stabilizing interactions of molecules with the protein is vital in drug discovery. All molecules show hydrogen bonding
interaction with the active-site amino acids of the protein. The number of H-bonding interactions between the amino acid and the molecule varies from 1 to 4. For instance, the molecules F3, F6, F11, F12, F13 and F14 show three hydrogen bonding interactions, whereas F1, F2 and F5 show only one hydrogen bonding. In this study, we can see that the number of H bonding interactions of a molecule cannot be correlated with BE. This is explained using F1 and F14, where the former with single H-bond shows the highest BE, and the latter though with three H-bonds is a poor binder.

The hydrophobic interactions are crucial in understanding the binding of molecules to the active site. Analysing the 2D figures suggests that the number of hydrophobic interactions exerted is related to the BE. For instance, F1, F11, F12 has more than 10 hydrophobic interactions, making it’s BE higher than the other derivatives. For the molecules with very low BE as in F7, the number of hydrophobic interactions is 5. This indicates that these molecules are stabilized inside the protein by hydrophobic interactions in addition to hydrogen bonds. In molecules F1, F4, F9, F10 and F14, the molecule is exhibiting pie stacking interactions with the protein Tyr581.

Table 3  In silico ADMET prediction of designed compounds

|       | Log S | Lipinski | Log P/o/w | # Rotatable bonds | GI Absorption | pIC50 | Toxicity |
|-------|-------|----------|-----------|-------------------|---------------|-------|----------|
|       |       |          |           |                   |               |       | Carcinogenicity | Immunotoxicity | Mutagenicity | Cytotoxicity |
| F1    | −1.31 | Yes      | 1.28      | 2                 | High          | 4.63  | Inactive        | Inactive       | Inactive     | Inactive     |
| F2    | −1.68 | Yes      | 1.39      | 2                 | High          | 4.64  | Inactive        | Inactive       | Inactive     | Inactive     |
| F3    | −3.26 | Yes      | 1.66      | 3                 | High          | 4.68  | Inactive        | Inactive       | Inactive     | Inactive     |
| F4    | −3.33 | Yes      | 2.12      | 4                 | High          | 4.69  | Inactive        | Inactive       | Inactive     | Inactive     |
| F5    | −4.12 | Yes      | 2.2       | 4                 | High          | 4.87  | Inactive        | Inactive       | Inactive     | Inactive     |
| F6    | −3.42 | Yes      | 1.75      | 3                 | High          | 4.65  | Inactive        | Inactive       | Inactive     | Inactive     |
| F7    | −3.42 | Yes      | 1.73      | 3                 | High          | 4.68  | Inactive        | Inactive       | Inactive     | Inactive     |
| F8    | −3.32 | Yes      | 1.64      | 4                 | High          | 4.38  | Inactive        | Inactive       | Inactive     | Inactive     |
| F9    | −2.04 | Yes      | 1.16      | 3                 | High          | 4.5   | Inactive        | Inactive       | Inactive     | Inactive     |
| F10   | −3.57 | Yes      | 2.2       | 4                 | High          | 4.86  | Inactive        | Inactive       | Inactive     | Inactive     |
| F11   | −3.73 | Yes      | 2.26      | 4                 | High          | 4.85  | Inactive        | Inactive       | Inactive     | Inactive     |
| F12   | −3.43 | Yes      | 1.82      | 4                 | High          | 4.86  | Inactive        | Inactive       | Inactive     | Inactive     |
| F13   | −3.64 | Yes      | 2.41      | 5                 | High          | 4.89  | Inactive        | Inactive       | Inactive     | Inactive     |
| F14   | −3.63 | Yes      | 1.83      | 5                 | High          | 4.8   | Inactive        | Inactive       | Inactive     | Inactive     |
| F15   | −3.08 | Yes      | 2.06      | 4                 | High          | 4.67  | Inactive        | Inactive       | Inactive     | Inactive     |
| Favipiravir | −1.13 | Yes    | 0.70      | 1                 | High          | 4.34  | Inactive        | Inactive       | Inactive     | Inactive     |

Fig. 10. 3D view of the binding conformations of molecule with highest binding energy at the active site of the protein for selected molecules a F10, b F11, c F12
F10–F14 where the number of rotatable bonds range from 4 to 5, making them potential derivatives for NIV inhibition. These molecular docking stimulations would enable to understand the possible interactions of the molecule with the protein and help in designing potent inhibitors.

### 4 Conclusion

In the present investigation, quantum mechanical calculation using DFT at B3LYP/6-311+ +g(d,p) method on 15 piperazine-substituted derivatives of favipiravir was performed. The optimized geometries are found to be non-planar, with intra-molecular hydrogen bonding interactions within the pyrazine ring. The HOMO–LUMO energy analysis showed that in most cases the piperazine ring contributes more to
the HOMO than the other moieties in the molecule, whereas the LUMO is stabilised by the pyrazine ring. The chemical potential from the computed global descriptors suggests that all molecules are stable. The ESPs of molecules reveal the active sites for nucleophilic and electrophilic attacks. ADMET studies show that all molecules have good pharmacological properties and are nontoxic (class 4). The predicted pIC50 values show that the derivatives studied are better than the already-existing drug favipiravir. The BE from molecular docking studies in almost all cases correlates with the pIC50 value predicted. The pIC50 values correlate with the H–L gap and the BE of the molecule with protein. It was also noted that the number of rotatable bonds in the molecule increases the BE as well as the pIC50 value. This study suggests the tuning of the chemical properties of piperazine-substituted favipiravir derivatives to be a promising tool in designing inhibitors for NiV.

Acknowledgements The authors thank Dr. Paul Wilson, Principal & Secretary for the encouragement and Professor Edward Barnes, Computation and Instrumentation Facility (PEBCIF) of Madras Christian College, Chennai, for the DFT calculations. RVS thanks DST-SERB for the Early Career Research Award (Ref. No. DST-SERB/ECR/2017/001147). RL thanks the Department of Chemistry, MCC, for providing an opportunity to carry out this project as a part of III-ICA and acknowledges his classmates for their constant motivation. A.D. thanks ICMR, India for supporting his research by awarding Senior Research Fellowship (File No: ISRM/11(69)/2017).

Compliance with ethical standards

Conflict of interest The authors declare no conflict of interest, financial or otherwise.

Open Access This article is licensed under a Creative Commons Attribution 4.0 International License, which permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons licence, and indicate if changes were made. The images or other third party material in this article are included in the article’s Creative Commons licence, unless indicated otherwise in a credit line to the material. If material is not included in the article’s Creative Commons licence and your intended use is not permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from the copyright holder. To view a copy of this licence, visit http://creativecommons.org/licenses/by/4.0/.

References

1. Wang L-F, Yu M, Hansson E, Pritchard LI, Shieh B, Michalski WP, Eaton BT (2000) The exceptionally large genome of henipavirus support for creation of a new genus within the family paramyxoviridae. J Virol 74(21):9972–9979
2. Wang L, Eaton B (2001) Henipavirus (Paramyxoviridae). In: Tidona CA, Darai G (eds) The SPRINGER index of viruses. Springer, Berlin, Heidelberg
3. Nipah virus (2018) https://www.who.int/news-room/fact-sheet/detail/nipah-virus. Accessed Dec 05 2019
4. Control CCFD, Prevention (1999) Outbreak of Hendra-like virus–Malaysia and Singapore, 1998–1999. MMWR-Morbïd Mortal W 48(13):265
5. Chattu VK, Kumar R, Kumary S, Kajal F, David JK (2018) Nipah virus epidemic in southern India and emphasizing “One Health” approach to ensure global health security. J Family Med Prim Care 7(2):275
6. Yob JM, Field H, Rashdi AM, Morryss C, van der Heide B, Rota bin Adzhar White Daniels, Jamiluddin PAPJA (2001) Nipah virus infection in bats (order Chiroptera) in peninsular Malaysia. Emerg Infect Dis 7(3):439
7. Chua KB, Koh CL, Hooi PS, WeeKF, Khong JH, Chua BH, Chan YP, Lim ME, Lam SK (2002) Isolation of Nipah virus from Malaysian Island flying-foxes. Microbes Infect 4(2):145–151
8. Arunkumar G, Chandini R, Mourya DT, Singh SK, Sadanan dan R, Sudan P (2018) Bhargava B (2019) Outbreak investigation of Nipah virus disease in Kerala, India. J Infect Dis 219(12):1867–1878
9. Bossart KN, Wang L-F, Eaton BT, Broder CC (2001) Functional expression and membrane fusion tropism of the envelope glycoproteins of Hendra virus. Virology 290(1):121–135
10. Shah AP, Parmar BM, Ghodawala MA, Seth A (2018) In silico drug discovery of novel small lead compounds targeting nipah virus attachment glycoprotein. J Integr Health Sci 6(2):50
11. Poppón-Palacios G, Chenet-Zuta ME, Olivos-Ramírez GE, Otazu K, Acurio-Saavedra J, Camps I (2020) Potential novel inhibitors against emerging zoonotic pathogen NiV: a virtual screening and molecular dynamics approach. J Biomol Struct Dyn 38(11):3225–3234
12. Tit-Oon P, Tharakaraman K, Artpرادit C, Godavarthi A, Sung keereee P, Sasischekaran V, Kerdwong J, Miller NL, Mahajan B, Khongmanee A (2020) Prediction of the binding interface between monoclonal antibody m102 4 and NiV attachment glycoprotein using structure-guided alanine scanning and computational docking. Sci Rep 10(1):1–11
13. Chong HT, Kamarulzaman A, Tan CT, Goh KJ, Thayaparan T, Kunjapan SR, Cheiw NK, Chua KB, Lam SK (2001) Treatment of acute Nipah encephalitis with ribavirin. Ann Neurol 49(6):810–813
14. Georges-Courbot M, Contamin H, Faure C, Loth P, Baize S, Leyssen P, Neys J, Deubel V (2006) Poly (I)-poly (C12U) but not ribavirin prevents death in a hamster model of NiV virus infection. Antimicrob Agents Chemother 50(5):1768–1772
15. Freiberg AN, Worthy MN, Lee B, Holbrook MR (2010) Combined chloroquine and ribavirin treatment does not prevent death in a hamster model of Nipah and Hendra virus infection. J Gen Virol 91(Pt 3):765
16. Dawes BE, Kalveram B, Ikegami T, Juellich T, Smith JK, Zhang L, Park A, Lee B, Komeno T, Furuta Y (2018) Favipiravir (T-705) protects against Nipah virus infection in the hamster model. Sci Rep 8(1):1–11
17. Goldhill DH, Langat P, Xie H, Galiano M, Miah S, Kellam P, Zambon M, Lackenby A, Barclay WS (2019) Determining the mutation bias of favipiravir in influenza virus using next-generation sequencing. J Virol. https://doi.org/10.1128/JVI.01217-18
18. Fang Q-Q, Huang W-J, Li X-Y, Cheng Y-H, Tan M-J, Liu J, Wei H-J, Meng Y, Wang D-Y (2020) Effectiveness of favipiravir (T-705) against wild-type and oseltamivir-resistant influenza B virus in mice. Virology 545:1–9
19. Mifsud EJ, Hayden FG, Hurt AC (2019) Antivirals targeting the polymerase complex of influenza viruses. Antivir Res 169:104545
20. Shiraki K, Daikoku T (2020) Favipiravir, an anti-influenza drug against life-threatening RNA virus infections. Pharmacol Ther 107512

21. Ang BS, Lim TC, Wang L (2018) Nipah virus infection. J Clin Microbiol 56(6):e01875-17

22. Mao F, Ni W, Xu X, Wang H, Wang J, Ji M, Li J (2016) Chemical structure-related drug-like criteria of global approved drugs. Molecules 21(11):75

23. Taylor RD, MacCoss M, Lawson AD (2014) Rings in drugs: miniperspective. J Med Chem 57(14):5845–5859

24. Al-Ghorbani M, Bushra BA, Mamatha S, Khanum SA (2015) Piperazine and morpholine: synthetic preview and pharmaceutical applications. Res J Pharm Technol 8(5):611–628

25. Horton DA, Bourne GT, Smythe ML (2003) The combinatorial synthesis of bicyclic privileged structures or privileged substructures. Chem Rev 103(3):893–930

26. Venkatesha B, Ananda S, Gowda NMM (2013) Kinetic and mechanistic study of oxidation of piperazines by bromamine-T in acidic medium. Modern Res Catal 2(04):157

27. Dolezal M, Zitko J (2015) Pyrazine derivatives: a patent review (June 2012-present). Expert Opin Ther Pat 25(1):33–47

28. Hareesh H, Naganananda G, Minchitha K, Swetha S, Ganai S, Dhananjaya B, Nagaraju N, Kathayani N (2015) Synthesis, free radical scavenging activity, antimicrobial and molecular docking studies of novel pyrazine 2-carboxylic acid derivatives of piperazines. Res J Pharm Biol Chem Sci 6(14):1914–1926

29. Frisch M, Trucks G, Schlegel HB, Scuseria GE, Robb MA, Cheeseman JR, Scalmani G, Barone V, Mennucci B, Peterson G (2009) Gaussian 09, Revision d. 01, Gaussian. Inc, Wallingford CT 201

30. Daina A, Michielen O, Zovte V (2017) SwissADME: a free web tool to evaluate pharmacokinetics, drug-likeness and medicinal chemistry friendliness of small molecules. Sci Rep 7:42717

31. Banerjee P, Eckert AO, Schrey AK, Preissner R (2018) ProTox-II: a webserver for the prediction of toxicity of chemicals. Nucl Acids Res Spec Publ 46(W1):W257–W263

32. Release S (2014) 2: Maestro, version 9.8. Schrödinger, LLC, New York

33. Halgren T (2007) New method for fast and accurate binding-site identification and analysis. Chem Biol Drug Des 69(2):146–148

34. Friesner RA, Banks JL, Murphy RB, Halgren TA, Klicic JJ, Mainz GR, Repasky MP, Knoll EH, Shelley M, Perry JK (2004) Glide: a new approach for rapid, accurate docking and scoring. 1. Method and assessment of docking accuracy. J Med Chem 47(17):1739–1749

35. DeLano WL (2002) Pymold: an open-source molecular graphics tool. CCP4 NewsliProtCrystallogr 40(1):82–92

36. Jeffrey GA (1997) An introduction to hydrogen bonding, vol 12. Oxford University Press, New York

37. Das A, Banik BK (2020) Dipole moment in medicinal research: green and sustainable approach. In: Banik B (ed) Green approaches in medicinal chemistry for sustainable drug design. Elsevier, pp 921–964

38. Ebenso EE, Khaled K, Shukla SK, Singh AK, Eddy N, Saracoglu O, Murulana LC, Kandemirli F, Arslan T, Obot I (2012) Quantum chemical investigations on quinoline derivatives as effective corrosion inhibitors for mild steel in acidic medium. Int J Electrochem Sci 7:5643–5676

39. Solomon RV, Jagadeesan R, Vedha SA, Venuvanalingam P (2014) A DFT/TDDFT modelling of bithiophene azo chromophores for optoelectronic applications. Dyes Pigm 100:261–268

40. Solomon RV, Veerapandian P, Vedha SA, Venuvanalingam P (2012) Tuning nonlinear optical and optoelectronic properties of vinyl coupled triazene chromophores: a density functional theory and time-dependent density functional theory investigation. J Phys Chem A 116(18):4667–4677

41. Kumar S, Saini V, Maurya IK, Sindhu J, Kumari M, Kataria R, Kumar V (2018) Design, synthesis, DFT, docking studies and ADME prediction of some new coumarinyl linked pyrazolythiazoles: potential standalone or adjuvant antimicrobial agents. PLoS ONE 13(4):e0196016

42. Demir P, Akman F (2017) Molecular structure, spectroscopic characterization, HOMO and LUMO analysis of PU and PCL grafted onto PEMA-co-PHEMA with DFT quantum chemical calculations. J Mol Struct 1134:404–415

43. Alhara J-i (1999) Reduced HOMO–LUMO gap as an index of kinetic stability for polymeric aromatic hydrocarbons. J Phys Chem A 103(37):7487–7495

44. Alhara J-i (1999) Weighted HOMO–LUMO energy separation as an index of kinetic stability for fullerenes. Theor Chem Acc 102(1–6):134–138

45. Adrienko G (2015) ChemCraft, 1.8 (build 445)

46. Bella AP, Solomon RV, Vedha SA, Merlin JP (2019) Enhanced luminescence efficiency of structurally tailored new coumarin-based heterocyclic organic materials: a DFT/TD-DFT study. Theor Chem Acc 138(4):53

47. Young D (2001) Computational chemistry: a practical guide for applying techniques to real-world problems. Wiley, New York. ISBN:9780471333685

48. Zahn S, Kirchner B (2008) Validation of dispersion-corrected density functional theory approaches for ionic liquid systems. J Phys Chem A 112(36):8430–8435

49. Zhou Z, Parr RG (1990) Activation hardness: new index for describing the orientation of electrophilic aromatic substitution. J Am Chem Soc 112(15):5720–5724

50. Parr RG, Lv S, Liu S (1999) Electrophilicity index. J Am Chem Soc 121(9):1922–1924

51. Parr RG, Pearson RG (1983) Absolute hardness: companion parameter to absolute electronegativity. J Am Chem Soc 105(26):7512–7516

52. Padmanabhan J, Parthasarathi R, Subramanian V, Chattaraj P (2007) Electrophilicity-based charge transfer descriptor. J Phys Chem A 111(7):1358–1361

53. Parthasarathi R, Subramanian V, Roy DR, Chattaraj P (2004) Electrophilicity index as a possible descriptor of biological activity. Bioorg Med Chem 12(21):5533–5543

54. Scrocco E, Tomasi J (1978) Electronic molecular structure, reactivity and intermolecular forces: an euristic interpretation by means of electrostatic molecular potentials. In: Advances in quantum chemistry, vol 11. Elsevier, pp 115–193

55. Luque FJ, López JM, Orozco M (2000) Perspective on “electrostatic interactions of a solute with a continuum. A direct utilization of ab initio molecular potentials for the prevision of solvent effects. TheorChemAcc 103(3–4):343–345

56. Karthick T, Tandon P (2016) Computational approaches to find the active binding sites of biological targets against busulfan. J Mol Model 22(6):142

57. Lu J, Koberzt WR, Deutsch C (2007) Mapping the electrostatic potential within the ribosomal exit tunnel. J Mol Biol 371(5):1378–1391

58. Hanwell MD, Curtis DE, Lonie DC, Vandermeersch T, Zurek E, Hutchison GR (2012) AVogado: an advanced semantic chemical editor, visualization, and analysis platform. J Cheminf 4(1):17

59. Bommu UD, Konidala KC, Pabbaraju N, Yeguvapalli S (2017) Ligand-based virtual screening, molecular docking, QSAR and pharmacophore analysis of quercetin-associated potential novel analogs against epidermal growth factor receptor. J Recept Sig Transd 37(6):600–610

60. Ammara M, Kumar A, Pal R, Bal NC, Misra G (2018) Identification of new inhibitors against human Great wall kinase using in silico approaches. Sci Rep 8(1):1–12
61. Van De Waterbeemd H, Gifford E (2003) ADMET in silico modelling: towards prediction paradise? Nat Rev Drug Discov 2(3):192–204
62. Savjani KT, Gajjar AK, Savjani JK (2012) Drug solubility: importance and enhancement techniques. ISRN Pharm 2012:195727
63. Ottaviani G, Gosling DJ, Patisier C, Rodde S, Zhou L, Faller B (2010) What is modulating solubility in simulated intestinal fluids? Eur J Pharm Sci 41(3–4):452–457
64. Aouidate A, Ghaleb A, Ghamali M, Chтика S, Ousaa A, Sbia A, Bouachrine M, Lakhlifi T (2018) Furanone derivatives as new inhibitors of CDC7 kinase: development of structure activity relationship model using 3D QSAR, molecular docking, and in silico ADMET. J Struct Chem 29(4):1031–1043
65. Raevsky OA (2004) Physicochemical descriptors in property-based drug design. Mini Rev Med Chem 4(10):1041–1052
66. Lipinski CA (2004) Lead-and drug-like compounds: the rule-of-five revolution. Drug Discov Today Technol 1(4):337–341
67. Newby D, Freitas AA, Ghaffourian T (2015) Decision trees to characterise the roles of permeability and solubility on the prediction of oral absorption. Eur J Med Chem 90:751–765
68. Raies AB, Bajic VB (2016) In silico toxicology: computational methods for the prediction of chemical toxicity. Wiley Interdiscip Rev Comput Mol Sci 6(2):147–172
69. Schneider M, Pons J-L, Labesse G, Bourguet W (2019) In silico predictions of endocrine disruptors properties. Endocrinology 160(11):2709–2716
70. Kar S, Leszczynski J (2019) Exploration of computational approaches to predict the toxicity of chemical mixtures. Toxics 7(1):15
71. Rajput A, Kumar A, Kumar M (2018) anti-Nipah: A QSAR based prediction method to identify the inhibitors against Nipah virus. Front Pharmacol 10:71
72. Jain AN (2007) Surflex-Dock 2.1: robust performance from ligand energetic modeling, ring flexibility, and knowledge-based search. J Comput Aided Mol Des 21(5):281–306
73. Wang J, Kollman PA, Kuntz ID (1999) Flexible ligand docking: a multistep strategy approach. Proteins Struct Funct Bioinf 36(1):1–19
74. Pinzi L, Rastelli G (2019) Molecular docking: Shifting paradigms in drug discovery. Int J Mol 20(18):4331

Publisher’s Note Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.