Cell-average WENO with progressive order of accuracy close to discontinuities with applications to signal processing

Sergio Amat

Department of Applied Mathematics and Statistics, Universidad Politécnica de Cartagena (Spain)

Juan Ruiz

Department of Applied Mathematics and Statistics, Universidad Politécnica de Cartagena (Spain)

Chi-Wang Shu

Division of Applied Mathematics, Brown University (USA)

Dionisio F. Yáñez

Department of Mathematics, Universidad de Valencia (Spain)

Abstract

In this paper we translate to the cell-average setting the algorithm for the point-value discretization presented in S. Amat, J. Ruiz, C.-W. Shu, D. F. Yáñez, A new WENO-2r algorithm with progressive order of accuracy close to discontinuities, submitted to SIAM J. Numer. Anal.. This new strategy tries to improve the results of WENO-(2r − 1) algorithm close to the singularities, resulting in an optimal order of accuracy at these zones. The main idea is to modify the optimal weights so that they have a nonlinear expression that depends on the position of the discontinuities. In this paper we study the application of the new algorithm to signal processing using Harten’s multiresolution. Several numerical experiments are performed in order to confirm the theoretical results obtained.
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1. Introduction and review: Harten’s multiresolution for cell-average setting

Multiresolution and, in particular Harten’s multiresolution (MR), has been used extensively for academic and industrial applications in the past years. Some examples are signal and image processing, compression or denoising (see, e.g. [2, 3]). There exists an interesting connection between wavelets theory, subdivision schemes and MR (see [4]). While the approach presented in wavelets theory is based on functional analysis, MR allows to analyze and study the problem from the point of view of function approximation and interpolation. The field is also connected to subdivision schemes, that are usually applied in computer aided design, and that can be modified to create a MR scheme under some theoretical conditions.

Harten’s MR consists of four operators: let us suppose that \( l \) is the level of resolution and that \( \{x^l_j\}_{j=0}^2 \) are equally spaced points of the interval \([0, 1]\) with \( x^l_j = j/2^l \), \( h_l = 1/2^l \). We interpret the data as the discretization of an integrable function, \( L^1([0,1]) \), through the discretization operator:

\[
D^l : L^1([0,1]) \to V^l \subset \mathbb{R}^l,
\]

where \( V^l \) is a discrete space. In the literature, several discretization operators can be found (see, e.g. [2, 3, 5, 6]). In this paper, we consider our data as the averages of a function in the intervals

\[
I^l_j = [((j-1) \cdot h^l, j \cdot h^l], \]

i.e. each component of \( \bar{f}^l \) is defined as:

\[
\bar{f}^l_j := (D^l f)_j = h_l^{-1} \int_{x^l_{j-1}}^{x^l_j} f(x) \, dx, \quad j = 1, \ldots, 2^l. \tag{1}
\]

Once we have chosen the discretization, in order to move between two consecutive levels, two operators are defined: decimation and prediction. The decimation operator,

\[
D^{l-1}_l : V^l \to V^{l-1},
\]

allows to go from a finer resolution to a coarser resolution and is a linear operator. In our case, we can define it using the linearity of the integral. Thus, for \( j = 1, \ldots, 2^{l-1} \), we have that,

\[
(D^{l-1}_l \bar{f}^l)_j = \frac{1}{2}(\bar{f}^l_{2j-1} + \bar{f}^l_{2j}) = \frac{2^l}{2} \left( \int_{x^{l-1}_{2j-1}}^{x^{l-1}_{2j}} f(x) \, dx + \int_{x^{l-1}_{2j}}^{x^{l-1}_{2j-1}} f(x) \, dx \right) = 2^{l-1} \int_{x^{l-1}_{j-1}}^{x^{l-1}_{j}} f(x) \, dx = \bar{f}^{l-1}_j. \tag{2}
\]

Now we have to design a prediction operator that allows to approximate the values at the level \( l \) from data at the level \( l-1 \). We denote it as:

\[
\mathcal{P}^{l-1} : V^{l-1} \to V^l.
\]

In order to construct this operator, we need to impose a consistency property:

\[
D^{l-1}_l \circ \mathcal{P}^{l-1} = \mathbb{I}_{V^{l-1}}, \tag{3}
\]

being \( \mathbb{I}_{V^{l-1}} \) the identity function in the subspace \( V^{l-1} \). This is a crucial property because it allows to recover all the information contained in the original data if we firstly apply the prediction operator and then the decimation operator.
Following the previous definitions, $\mathcal{P}_{l-1}f^l$ is an approximation of $f^l$ and we can define the error vector as the difference between the original data and the approximation,

$$e^l_j = f^l_j - (\mathcal{P}_{l-1}f^{l-1})_j, \quad j = 1, \ldots, 2^l.$$  

Then, using Eqs. (2) and (3), for any $j = 1, \ldots, 2^{l-1}$, we have that

$$\frac{1}{2}(e^l_{2j} + e^l_{2j+1}) = f^l_j - f^{l-1}_j,$$

$$e^l_{2j} + e^l_{2j+1} = 0.$$  \tag{4}\label{eq:4}

We can define the vector of details as the non redundant information contained in the vector of errors. We can denote the vector of details by $d^l_j = e^l_{2j}$, $j = 1, \ldots, 2^{l-1}$. Therefore, if $L$ is the finest level of resolution, we can obtain a MR representation of $f^L$ using the previously presented operators at the $L$ scales of resolution:

$$f^L \equiv (f^0, d^1, \ldots, d^L).$$

The processing of the vectors of details at each scale of resolution allows to design several applications. For example, the truncation of the details using hard thresholding provides compression, the truncation using soft thresholding allows to reduce texture or noise, etc.

Hence, our principal objective is to construct a prediction operator which adequately approximates the original data. In the past years, some new prediction operators based on statistical tools have been designed (see, e.g. [7]). However, typically, linear and nonlinear interpolation techniques have been used (see, e.g. [2, 3, 8, 9]). At this point, it is necessary to design a reconstruction operator that allows to obtain an integrable function from the data at the level $l$, i.e.

$$\mathcal{R}_l : V^l \to L^1([0, 1]).$$

Taking this into account, we can define the prediction operator as the composition of the decimation operator and the reconstruction operator,

$$\mathcal{P}_{l-1} := \mathcal{D}_l \circ \mathcal{R}_{l-1}.$$  \tag{5}\label{eq:5}

Linear piecewise interpolation has been usually applied as the reconstruction operator $\mathcal{R}_l$, (see, e.g. [2, 3, 8, 9]). However, this type of interpolation produces Gibbs phenomenon at discontinuity zones. In order to avoid this phenomenon, nonlinear techniques have been introduced in the past years. Essentially non oscillatory (ENO) method (see e.g. [3, 10, 11, 12]) has produced interesting results when it has been introduced as the reconstruction operator. In [13], the authors proposed the WENO (Weighted ENO) algorithm with the aim of obtaining a higher order of accuracy at smooth zones while keeping the adaption properties of ENO method close to the discontinuities. WENO method consists on a nonlinear convex combination of the interpolants constructed using the different stencils that ENO algorithm considers. For this, a set of nonlinear weights are designed by means of some values called smoothness indicators. These smoothness indicators are built using divided differences and different constructions can be found in the literature (see for example [14, 15]). The nonlinear weights constructed using these smoothness indicators assure that the stencils that cross a discontinuity have a very small contribution to the final approximation [$16, 17, 18, 19, 20$].
In [21] a new WENO-5 algorithm is designed for the cell averages in order to obtain maximum order at the intervals close to discontinuities. In this work we generalize that algorithm, constructing a WENO-(2\(r-1\)) algorithm for any odd number \(r > 1\), and perform some improvements oriented to obtain the same kind of order optimization close to discontinuities for stencils of any length. This paper can be considered as the second part of [1]. In that paper, we presented the new algorithm interpreting that our data was discretized using the point values of a function.

We construct our algorithm showing general explicit formulas for any \(r > 1\). We design nonlinear weights that replace the optimal weights defined in the classical WENO-(2\(r-1\)) algorithm. These new weights are defined such that if there exists a discontinuity, then they tend to a power of \(h_l\) and, in other case, they tend to a value that allows to obtain the maximum possible order of accuracy, taking into account all the data values of the stencil that are placed at smooth zones.

This paper is organized as follows: Section 2 exposes how the classical WENO algorithm is constructed for the cell-average setting. Section 3 explains the relation between the construction in the point-values and the cell-average settings. Section 4 is dedicated to explain how to construct the new algorithm in the cell averages and to analyze theoretically its accuracy. In Section 3 we explain the relation between cell-average and point-value discretizations. Section 5 presents some experiments dedicated to analyze numerically the accuracy of the new algorithm through grid refinement analysis close to discontinuities. We also present examples of application of the new algorithm to the compression of univariate and bivariate functions. Finally, Section 6 presents the conclusions.

2. Linear and nonlinear techniques. The classical WENO algorithm for the cell-averages

In this section we construct linear and nonlinear classical reconstruction operators and their corresponding prediction operators (see e.g. [2] for more details). We consider a fixed value \(0 \leq k \leq r - 1\) and a stencil of intervals,

\[ S_k^l(j) = \{I_{j-r+k+1}^l, \ldots, I_{j+k}^l\}, \]

with \(I_s^l = [x_s^{l-1}, x_s^l], s = j - r + k + 1, \ldots, j + k\), and we suppose a polynomial for each \(j, p_k^l\), of degree \(r - 1\) such that:

\[ \tilde{f}_s^l = h_{l-1}^{-1} \int_{x_{l-1}^s}^{x_l^s} p_k^l(x)dx, \quad s = j - r + k + 1, \ldots, j + k \]

then we define the reconstruction operator as:

\[ R_{l-1}(\tilde{f}^l-1)(x) = p_k^l(x). \]

Finally, using Eq. [3], the prediction operator can be defined as:

\[ (P_{l-1}^l\tilde{f}^l-1)_j = (D_l(R_{l-1}(\tilde{f}^l-1)))_j = h_l^{-1} \int_{x_{l-1}^j}^{x_l^j} R_{l-1}(\tilde{f}^l-1)(x)dx = h_l^{-1} \int_{x_{l-1}^j}^{x_l^j} p_k^l(x)dx. \]
As we will see in Section 4, the main idea of the new algorithm is to replace the optimal weights, and in the next section (Section 3, Lemma 1) we will give an explicit expression for the optimal weights. Thus, there exist values $\bar{r}$ cells. Then, we can combine these polynomials in order to obtain an interpolation of higher order.

Let’s denote by $p_k$, with $k = 0, \ldots, r - 1$, the $r$ polynomials constructed over the previous stencils of $r$ cells. Then, we can combine these polynomials in order to obtain an interpolation of higher order. Thus, there exist values $\bar{C}_k$, with $k = 0, \ldots, r - 1$, called optimal weights, such that

\[
(D_l (p_0^{2r-1}))_{2j-1} = \left( D_l \left( \sum_{k=0}^{r-1} \bar{C}_k p_k \right) \right)_{2j-1}, \quad \text{with} \quad \sum_{k=0}^{r-1} \bar{C}_k = 1.
\]

In the next section (Section 4, Lemma 3) we will give an explicit expression for the optimal weights. As we will see in Section 4, the main idea of the new algorithm is to replace the optimal weights, $\bar{C}_k$, by nonlinear weights, such that their value depends on the position of the discontinuity, if the discontinuity crosses the stencil $k$. Thus, we will consider the following convex combination,

\[
R_{l-1}(f^{l-1})(x) = \sum_{k=0}^{r-1} \bar{\omega}_k(j) p_k(x),
\]

\[
\sum_{k=0}^{r-1} \bar{\omega}_k(j) p_k(x),
\]
where $\bar{\omega}_k^r(j) \geq 0$, $k = 0, \ldots, r-1$ and $\sum_{k=0}^{r-1} \bar{\omega}_k^r(j) = 1$. The prediction will be determined by:

\[
(P_{l-1}^l j^l)_{2j-1} = (D_l (R_{l-1}(j^l)))_{2j-1} = \left( D_l \left( \sum_{k=0}^{r-1} \bar{\omega}_k^r(j)p_k^l \right) \right)_{2j-1}.
\]

(11)

Classical WENO algorithm in the cell averages consists in designing the nonlinear weights with the aim of obtaining order $2r-1$ when there is no discontinuity crossing the biggest stencil $S_{r-1}^l$, and of order $r$ in other case. In this sense WENO algorithm emulates the behavior of ENO algorithm. In [13] the authors propose the already classic expression, $\bar{\omega}_k^r(j) = \bar{\alpha}_k^r(j) \sum_{i=0}^{r-1} \bar{\alpha}_i^r(j)$, $k = 0, \ldots, r-1$, where $\bar{\alpha}_k^r(j) = \frac{\bar{C}_k^r}{(\epsilon + L_k^r(j, \bar{f}))^t}$, where the values $\bar{C}_k^r$ are the optimal weights defined in Section 3. The integer $t$ serves the purpose of maximizing the order of approximation. In [14] the authors set $t = 2$, in [13] and in [1] the authors set $t = r$. In this paper we take $t = r$ in order to verify the ENO property and, at the same time, maximize the accuracy. The parameter $\epsilon$ takes positive and small values and its purpose is to avoid divisions by zero. In this article we set $\epsilon = 10^{-16}$. Finally, $L_k^r(j, \bar{f})$ are the smoothness indicators for the cell-average values of $f$ on the stencil $S_k^r(j)$. In [14] Jiang and Shu proposed to obtain the smoothness indicators using something similar to the total variation, but based in the $L^2$ norm, so that the result is smoother than the total variation. In Section 3 we will introduce the smoothness indicators presented in [22] adapted to the cell average setting.

Therefore, there are two principal ingredients to determine a WENO algorithm: the optimal weights, $\bar{C}_k^r$, $k = 0, \ldots, r-1$, and the smoothness indicators $L_k^r(j, \bar{f})$. In [1], in order to obtain progressive order of accuracy close to discontinuities, the optimal weights are replaced by nonlinear weights in the point-value discretization. It is clear that there exists a relation between the point-value and the cell-average discretizations (see [2]). In the next section we review this relation and adapt the components of WENO of the new algorithm to the cell-average discretization.

3. The relation between the point-value and the cell-average discretizations

We can analyze the problem of approximating using the cell average discretization from the point of view of the point-value interpolation if we define the primitive function:

\[
F(x) = \int_0^x f(t)dt,
\]

(13)

that allows to adapt the WENO algorithm presented in [1] to the cell average setting in a natural way.

We denote the point-value discretization as $F_j^l := (D^pv_j^l)^l = F(x_j^l)$. Then, setting $F_0^l = 0$, we can define a linear application, $\Lambda_l : V^l \to V^l$, that allows to go from the cell-average discretization to the point-values as:

\[
(\Lambda_l j^l)_{j=1}^{2^l} = h_l \sum_{i=1}^{j} j^l_i = \int_0^{x_j^l} f(x)dx = F_j^l, \quad j = 1, \ldots, 2^l,
\]

(14)
cell-average setting at the stencils and with $\omega = 0$

**Proposition 1.** Let’s consider $x$ at the points $\{x_{j-1}^{l-1}, \ldots, x_{j+1}^{l-1}\}$, then we define the reconstruction for the cell averages as the derivative of the reconstruction for the primitive,

$$\mathcal{R}_{l-1}(f^{l-1})(x) = \frac{d}{dx} \mathcal{I}_{l-1}(x; A_{l-1}(f^{l-1})) = \frac{d}{dx} \mathcal{I}_{l-1}(x; F^{l-1}).$$

Since $x_{2j-2}^{l-1} = x_{j-1}^{l-1}$, then by Eq. (15)

$$\mathcal{P}^{l-1}_{l-1}(x^{l-1})_{2j-1} = (D_l \circ \mathcal{R}_{l-1}(f^{l-1}))_{2j-1} = h_i^{-1} \int_{x_{2j-2}^{l-1}}^{x_{2j}^{l-1}} \mathcal{R}_{l-1}(f^{l-1})(x) dx$$

$$= h_i^{-1} \int_{x_{2j-2}^{l-1}}^{x_{2j}^{l-1}} \frac{d}{dx} \mathcal{I}_{l-1}(x; F^{l-1}) dx$$

$$= h_i^{-1} (\mathcal{I}_{l-1}(x_{2j-1}^{l-1}; F^{l-1}) - \mathcal{I}_{l-1}(x_{2j-2}^{l-1}; F^{l-1}))$$

$$= h_i^{-1} (\mathcal{I}_{l-1}(x_{2j-1}^{l-1}; F^{l-1}) - F_{j-1}^{l-1})$$

$$= h_i^{-1} (\mathcal{I}_{l-1}(x_{2j-1}^{l-1}; (\Lambda_{l-1} f^{l-1})_{j-1}) - (\Lambda_{l-1} f^{l-1})_{j-1}).$$

The expression in (16) is precisely the formula of the prediction operator for the cell average values. Now, we consider the WENO algorithm for the point-value discretization of the primitive function $F$ defined in Eq. (13). Let $q_k^{l}$ and $q_k^{l}$, with $k = 0, \ldots, r - 1$ be the polynomials which interpolate $F$ at the points $\{x_{j-r+1}^{l-1}, \ldots, x_{j+1}^{l-1}\}$ and $\{x_{j-r+k}^{l-1}, \ldots, x_{j+k}^{l-1}\}$ with $k = 0, \ldots, r - 1$. Now we can define:

$$\mathcal{I}_{l-1}(x_{2j-1}^{l-1}; F^{l-1}) := \sum_{k=0}^{r-1} \omega_k^{l}(j) q_k^{l}(x_{2j-1}^{l-1}), \quad \text{with} \quad \sum_{k=0}^{r-1} \omega_k^{l}(j) = 1,$$

where $\omega_k^{l}(j)$ are linear or nonlinear weights. Now we can prove the following proposition:

**Proposition 1.** Let’s consider $f \in L^1([0, 1])$ and $F$ its primitive function defined in Eq. (13). Let $q_k^{l}$, with $k = 0, \ldots, r - 1$ be the polynomials which interpolate $F$ at points $\{x_{j-r+k}^{l-1}, \ldots, x_{j+k}^{l-1}\}$ with $k = 0, \ldots, r - 1$, and $\omega_k^{l}(j)$, $k = 0, \ldots, r - 1$, the weights which satisfy that,

$$\mathcal{I}_{l-1}(x_{2j-1}^{l-1}; F^{l-1}) := \sum_{k=0}^{r-1} \omega_k^{l}(j) q_k^{l}(x_{2j-1}^{l-1}), \quad \text{with} \quad \sum_{k=0}^{r-1} \omega_k^{l}(j) = 1,$$

and

$$F(x_{2j-1}^{l-1}) - \mathcal{I}_{l-1}(x_{2j-1}^{l-1}; F^{l-1}) = O(h_i^{s+1}),$$

with $r \leq s < 2r$. Let $p_k^{l}$ with $k = 0, \ldots, r - 1$, be the polynomials which approximate $f$ in the cell-average setting at the stencils $S_k^{l}$ with $k = 0, \ldots, r - 1$. In this case we have that,

$$\bar{f}_{2j-1}^{l} = \left( D_l \left( \sum_{k=0}^{r-1} \omega_k^{l}(j) p_k^{l} \right) \right)_{2j-1} = O(h_i^{s+1}).$$
Proof. Let $q_k^r$ be the interpolatory polynomials of degree $r$ of $F$ at points $\{x_{j-r+k}^{l-1}, \ldots, x_{j+r+k}^{l-1}\}$ with $k = 0, \ldots, r-1$,

$$q_k^r(x_n^{l-1}) = F_n^{l-1}, \quad n = j + k - r, \ldots, j + k,$$  

and let $p_k^r$ be the polynomials of degree $r - 1$ which approximate $f$ in the cell-averages at $S_k^r(j)$, with $k = 0, \ldots, r-1$, then it is easy to check that:

$$q_k^r(x) = \int_{x_{j-r+k}^{l-1}}^{x} p_k^r(t) dt + F_{j-r+k}^{l-1}, \quad k = 0, \ldots, r-1,$$  

then

$$\mathcal{I}_{l-1}(x_{2j-1}^{l}; F_{j}^{l-1}) = \sum_{k=0}^{r-1} \omega_k^r(j) q_k^r(x_{2j-1}^{l-1}) = \sum_{k=0}^{r-1} \left( \omega_k^r(j) \left( \int_{x_{j-r+k}^{l-1}}^{x_{j-1}^{l-1}} p_k^r(t) dt + \int_{x_{j-1}^{l-1}}^{x_{j-r+k}^{l-1}} p_k^r(t) dt + F_{j-r+k}^{l-1} \right) \right)$$  

$$= \sum_{k=0}^{r-1} \left( \omega_k^r(j) \left( \int_{x_{j-r+k}^{l-1}}^{x_{j-1}^{l-1}} p_k^r(t) dt + \int_{x_{j-1}^{l-1}}^{x_{j-r+k}^{l-1}} p_k^r(t) dt + F_{j-r+k}^{l-1} \right) \right)$$  

$$= \sum_{k=0}^{r-1} \left( \omega_k^r(j) \left( \int_{x_{j-r+k}^{l-1}}^{x_{j-1}^{l-1}} p_k^r(t) dt \right) + F_{j-1}^{l-1} = \int_{x_{j-1}^{l-1}}^{x_{j-r+k}^{l-1}} \left( \sum_{k=0}^{r-1} \omega_k^r(j) p_k^r(t) dt \right) + F_{j-1}^{l-1} \right)$$  

$$= h_l \left( D_l \left( \sum_{k=0}^{r-1} \omega_k^r(j) p_k^r \right) \right)_{2j-1} + F_{j-1}^{l-1}$$

thus,

$$\left( D_l \left( \sum_{k=0}^{r-1} \omega_k^r(j) p_k^r \right) \right)_{2j-1} = h_l^{-1} \left( \mathcal{I}(x_{2j-1}^{l}; F_{j}^{l-1}) - F_{j-1}^{l-1} \right),$$  

and by Eq. (10):

$$f_{2j-1}^l = h_l^{-1} (F_{2j-1}^{l} - F_{2j-2}^{l}) = h_l^{-1} (F_{2j-1}^{l} - F_{j-1}^{l-1}).$$

Thus, by (10), (21) and by hypothesis, we have:

$$f_{2j-1}^l - \left( D_l \left( \sum_{k=0}^{r-1} \omega_k^r(j) p_k^r \right) \right)_{2j-1} = h_l^{-1} \left( F_{2j-1}^{l} - F_{j-1}^{l-1} - \mathcal{I}_{l-1}(x_{2j-1}^{l}; F_{j}^{l-1}) + F_{j-1}^{l-1} \right)$$  

$$= \frac{2O(h_l^{s+1})}{h_l^{-1}} = O(h_l^{s}).$$

$$\square$$

This proposition allows us to define the new WENO method using the algorithm for the point-value discretization designed in [1]. The weights $\omega_k^r(j)$ are exactly the same in both discretizations. If $\bar{\omega}_k^r(j)$ are the weights defined for the cell-average setting and $\omega_k^r(j)$ the ones for the point-value setting, then,

$$\bar{\omega}_k^r(j) = \omega_k^r(j), \quad k = 0, \ldots, r-1.$$
In terms of the cell-averages, the formula would be,
\[ L_k(j, F) = \sum_{i=2}^{r} h_{i-1} \int_{x_{i-1}}^{x_i} \left( \frac{d^i}{dx^i} q_k(x) \right)^2 dx, \]  
where \( q_k \) are the interpolatory polynomials of \( F \) at points \( \{x_{i-1}, \ldots, x_i\} \) with \( k = 0, \ldots, r - 1 \). In terms of the cell-averages, the formula would be,
\[ L_k^c(j, \bar{F}) = \sum_{i=1}^{r-1} h_{i-1} \int_{x_{i-1}}^{x_i} \left( \frac{d^i}{dx^i} p_k(x) \right)^2 dx, \]  
where \( p_k \) are the polynomials that approximate \( f \) in the cell-averages at the stencils \( S_k^c, k = 0, \ldots, r - 1 \). In \[21, 22, 23\], it is proved that the smoothness indicators in the cell-averages \( L_k \) and the ones for the point-value setting \( L_k^c \) proposed in \[22\] are related through the expression,
\[ L_k^c(j, \bar{F}) = h_{i-1} L_k(j, \bar{F}). \]  

It is easy to check that the smoothness indicators can be obtained through \( (22) \) using the previous polynomials. The expression for the smoothness indicators for \( r = 3 \) cells can be expressed in terms of finite differences as,
\[ \begin{align*}
L_0^2(j, \bar{F}) &= \frac{10}{3} (\delta_{j-2})^2 + 3 \delta_{j-2} \delta_{j-3} + (\delta_{j-2})^2, \\
L_1^2(j, \bar{F}) &= \frac{4}{3} (\delta_{j-1})^2 + \delta_{j-1} \delta_{j-2} + (\delta_{j-2})^2, \\
L_2^2(j, \bar{F}) &= \frac{4}{3} (\delta_j)^2 - 3 \delta_j \delta_{j-1} + (\delta_{j-1})^2,
\end{align*} \]
with \( \delta_j = \bar{f}_{j+1} - \bar{f}_j \) and \( \delta_j^2 = \bar{f}_j - 2 \bar{f}_{j+1} + \bar{f}_{j+2} \). The smoothness indicators for \( r = 4 \) cells obtained using the same process are,
\[ \begin{align*}
\hat{L}_0^3 &= \frac{27}{2} \delta_{j-3} \delta_{j-3} + \frac{11}{3} \delta_{j-3} \delta_{j-3} + 5 \delta_{j-2} \delta_{j-3} + \frac{2107}{240} (\delta_{j-3})^2 + \frac{22}{3} (\delta_{j-3})^2 + (\delta_{j-3})^2, \\
\hat{L}_1^3 &= \frac{547}{240} (\delta_{j-2})^2 + \frac{10}{3} (\delta_{j-2})^2 + (\delta_{j-2})^2 + \frac{19}{6} \delta_{j-2} \delta_{j-3} + \frac{2}{3} \delta_{j-2} \delta_{j-2} + 3 \delta_{j-2} \delta_{j-2}, \\
\hat{L}_2^3 &= \frac{89}{80} (\delta_{j-1})^2 + \frac{4}{3} (\delta_{j-1})^2 + (\delta_{j-1})^2 - \frac{1}{6} \delta_{j-1} \delta_{j-1} - \frac{1}{3} \delta_{j-1} \delta_{j-1} + \delta_{j-1}^2 + \delta_{j-1}^2, \\
\hat{L}_3^3 &= \frac{547}{240} (\delta_{j})^2 + \frac{4}{3} (\delta_{j})^2 + (\delta_{j})^2 - \frac{5}{2} \delta_{j} \delta_{j} + \frac{2}{3} \delta_{j} \delta_{j} - \delta_{j}^2 \delta_{j}.
\end{align*} \]
with $\delta_j^2 = -f_j + 3f_{j+1} - 3f_{j+2} + f_{j+3}$. For $r = 5$ we obtain the following smoothness indicators

\[ L_0^4 = \frac{53959}{2520} (\delta_{j-4}^4)^2 + \frac{10183}{240} (\delta_{j-4}^4)^2 + \frac{209}{10} (\delta_{j-4}^4)^2 + \frac{25}{6} (\delta_{j-4}^4)^2 + \frac{221}{6} (\delta_{j-4}^4)^2 + \frac{26}{3} (\delta_{j-4}^4)^2 + 7 \delta_{j-4}^2 \delta_{j-4}^2, \]

\[ L_1^4 = \frac{651}{80} \delta_{j-3}^4 \delta_{j-3}^3 + \frac{97}{30} \delta_{j-3}^4 \delta_{j-3}^2 + \frac{1}{2} \delta_{j-3}^2 \delta_{j-3}^2 + \frac{27}{2} \delta_{j-3}^2 \delta_{j-3} \delta_{j-3} + \frac{11}{3} \delta_{j-3} \delta_{j-3}^3 + 5 \delta_{j-3} \delta_{j-3}^3 \]

\[ + \frac{11329}{2520} (\delta_{j-3}^4)^2 + \frac{2107}{240} (\delta_{j-3}^4)^2 + \frac{22}{3} (\delta_{j-3}^4)^2 + (\delta_{j-3}^4)^2, \]

\[ L_2^4 = \frac{203}{240} \delta_{j-2}^4 \delta_{j-2}^3 - \frac{13}{30} \delta_{j-2}^4 \delta_{j-2}^2 + \frac{1727}{1260} (\delta_{j-2}^4)^2 - \frac{547}{240} (\delta_{j-2}^4)^2 + \frac{10}{3} (\delta_{j-2}^4)^2 + (\delta_{j-2}^4)^2 - \frac{1}{6} \delta_{j-2}^2 \delta_{j-2}^2 \]

\[ + \frac{19}{6} \delta_{j-2}^2 \delta_{j-2}^2 + \frac{2}{3} \delta_{j-2} \delta_{j-2} \delta_{j-2}^2 + 3 \delta_{j-2} \delta_{j-2} \delta_{j-2}^2, \]

\[ L_3^4 = \frac{89}{80} \delta_{j-1}^4 \delta_{j-1} - \frac{10}{10} \delta_{j-1}^4 \delta_{j-1}^2 + \frac{6}{6} \delta_{j-1}^4 \delta_{j-1}^2 + \frac{1}{3} \delta_{j-1} \delta_{j-1}^2 + \frac{1}{3} \delta_{j-1} \delta_{j-1}^2 \]

\[ + \frac{1727}{1260} (\delta_{j-1}^4)^2 + \frac{89}{80} (\delta_{j-1}^4)^2 + \frac{4}{3} (\delta_{j-1}^4)^2 + (\delta_{j-1}^4)^2, \]

\[ L_4^4 = \frac{11329}{2520} \delta_{j+1}^4 \delta_{j+1} + \frac{547}{240} (\delta_{j+1}^4)^2 + \frac{4}{3} (\delta_{j+1}^4)^2 + (\delta_{j+1}^4)^2 \]

\[ + \frac{67}{30} \delta_{j+1}^4 \delta_{j+1}^2, \]  

(27)

with $\delta_j^4 = f_j - 4f_{j+1} + 6f_{j+2} - 4f_{j+3} + f_{j+4}$.

For the sake of completeness, we obtain the optimal weights mentioned in the previous section using the following proposition proved in [17].

**Proposition 2.** Let $F$ be the primitive function of $f$ defined in Eq. (13), $q_0^r$ and $q_k^r$ the polynomials which interpolate $F$ at points $\{x_j^{-1}, \ldots, x_j^{r+1}\}$ and $\{x_j^{1-r}, \ldots, x_j^{-r+1}\}$ and $C_k^r$ with $k = 0, \ldots, r - 1$, the values which satisfy:

\[ q_0^{2r-1}(x_j^{1-r}) = \sum_{k=0}^{r-1} C_k^r q_k^r(x_j^{1-r}), \quad \text{with} \quad \sum_{r=0}^{r-1} C_k^r = 1, \]

then

\[ C_k^r = \frac{1}{2^{2r-1}} \binom{2r}{2k+1}, \quad k = 0, \ldots, r - 1. \]

(28)

With the following lemma we will prove that the optimal weights are the same in the cell-average and the point-value discretizations. The proof is similar to the one presented for Proposition[1].

**Lemma 1.** Let us consider $f \in L^1([0,1])$ and let $p_0^r$ and $p_k^r$ with $k = 0, \ldots, r - 1$, be the polynomials which approximate $f$ in the cell-averages at the stencils $S_0^{2r-1}$ and $S_k^r$ respectively. Then, $C_k^r$ with $k = 0, \ldots, r - 1$, are the values which satisfy,

\[ (\mathcal{D}_l(p_0^{2r-1}))_{2j-1} = \left( \mathcal{D}_l \left( \sum_{k=0}^{r-1} C_k^r p_k^r \right) \right)_{2j-1}, \quad \text{with} \quad \sum_{k=0}^{r-1} C_k^r = 1, \]
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being $D_l$ the operator defined in Eq. (11) then

$$C_k^r = \frac{1}{2^{2r-1}} \left( \frac{2r}{2k+1} \right), \quad k = 0, \ldots, r - 1.$$  

In [1, 21, 22, 23], new weights are constructed with the aim of obtaining progressive order of accuracy close to discontinuities (if they are far enough from each other). We review the construction of the weights presented in [1] in Section 4. The strategy consists in replacing the linear optimal weights $\bar{C}_k^r$ in (12) by nonlinear weights.

### 4. Review of the new WENO algorithm and its properties

In this section, we review the new algorithm presented in [1] for any $r$. In (12) we replace the $\tilde{\alpha}_k^r(j)$ by $\bar{\alpha}_k^r(j)$,

$$\tilde{\alpha}_k^r(j) = \frac{\bar{\alpha}_k^r(j)}{\sum_{i=0}^{r-1} \bar{\alpha}_k^i(j)}, \quad k = 0, \ldots, r - 1, \quad \text{where } \bar{\alpha}_k^r(j) = \frac{\tilde{C}_k^r}{(\epsilon + L_k^r(j, f))^t},$$

where we have replaced the $\tilde{C}_k^r$ by,

$$(\tilde{C}_0^r, \ldots, \tilde{C}_{r-1}^r) = \sum_{j_0=0}^{1} \tilde{\omega}_{j_0}^{2r-2} \left( j_0 + 1 \sum_{j_1=j_0}^{j_1} \omega_{j_0,j_1}^{2r-3} \left( \sum_{j_2=j_1}^{j_2+1} \omega_{j_1,j_2}^{2r-4} \left( \cdots \left( \sum_{j_r-2=j_{r-3}}^{j_r-1} \omega_{j_{r-3},j_{r-2}}^{r-1} (C_{j_{r-2}}^{r+1}) \right) \right) \right) \right),$$

with,

$$C_0^{r+1} = (C_{0,0}^r, C_{0,1}^r, 0, 0, \ldots, 0) = \left( \frac{3}{2(r+1)}, \frac{2r-1}{2(r+1)}, 0, 0, \ldots, 0 \right),$$

$$C_1^{r+1} = (0, C_{1,1}^r, C_{1,2}^r, 0, \ldots, 0) = \left( 0, \frac{5}{2(r+1)}, \frac{2r-3}{2(r+1)}, 0, \ldots, 0 \right),$$

$$\vdots$$

$$C_{r-3}^{r+1} = (0, \ldots, 0, C_{r-3,r-3}, C_{r-3,r-2}, 0) = \left( 0, \ldots, 0, \frac{2r-3}{2(r+1)}, \frac{5}{2(r+1)}, 0 \right),$$

$$C_{r-2}^{r+1} = (0, \ldots, 0, C_{r-2,r-2}, C_{r-2,r-1}) = \left( 0, \ldots, 0, \frac{2r-1}{2(r+1)}, \frac{3}{2(r+1)} \right).$$

and

$$\tilde{\omega}_{k,k_1}^n = \frac{\bar{\alpha}_{k,k_1}^n}{\bar{\alpha}_{k,k}^n + \bar{\alpha}_{k,k+1}^n}, \quad k_1 = k, \ k+1,$$

$$\bar{\alpha}_{k,k_1}^n = \frac{C_{k,k_1}^n}{(\epsilon + L_{k,k_1}^n(j, F))^t}, \quad k_1 = k, \ k+1,$$

being

$$C_{k,k}^n = \frac{2(n-r+k+1)+1}{2(n+1)}, \quad C_{k,k+1}^n = 1 - C_{k,k}^n = \frac{2(r-k)-1}{2(n+1)}.$$
The smoothness indicators \( \tilde{L}_{k,k}^n (j, F) \) are defined as,
\[
\tilde{L}_{k,k}^n (j, F) = L_k^r (j, F), \quad k = 0, \ldots, (2r - 2) - n,
\tilde{L}_{k,k+1}^n (j, F) = L_{n-(r-1)+k}^r (j, F), \quad k = 0, \ldots, (2r - 2) - n,
\]
where \( L_k^r (j, F) \), with \( k = 0, \ldots, r - 1 \) are the smoothness indicators shown in Eq. (22). With these changes, in [1] it is proved the following theorem:

**Theorem 1.** Let’s consider \( 1 < l_0 \leq r - 1 \), \( \tilde{\omega}_k^r (j) \) defined in Eq. (29) and \( q_k^r \) the interpolatory polynomials for \( F \) at the points \( \{ x_{j-r+k}^{l_0}, \ldots, x_{j-r+k}^{l_0+1} \} \) with \( k = 0, \ldots, r - 1 \). If \( f \) is smooth in \( [x_{j-r}, x_{j-r+1}] \) \( \Omega \) and \( f \) has a discontinuity at \( \Omega \) then
\[
\sum_{k=0}^{r-1} \tilde{\omega}_k^r (j) q_k^r (x_{j-1}) = F(x_{j-1}) \begin{cases} \dfrac{O(h_{j-r+1}^{2r-1})}{O(h_{j-r+1}^{2r-1})}, & \Omega = \emptyset; \\
\dfrac{O(h_{j-r+1}^{2r-1})}{O(h_{j-r+1}^{2r-1})}, & \Omega = [x_{j-1}, x_{j+r}].
\end{cases}
\]

Analogously, if the discontinuity is placed in the interval \( \Omega = [x_{j-r}, x_{j-r+1}], \) with \( 1 < l_0 \leq r \). Using Proposition 1 we directly deduce the following corollary:

**Corollary 1.** Let’s consider \( 1 < l_0 \leq r - 1 \), \( \tilde{\omega}_k^r (j) \) defined in Eq. (29) and \( p_k^r \) with \( k = 0, \ldots, r - 1 \), the polynomials which approximate \( f \) in the cell-averages at the stencils \( S_k^r \) \((r \text{ cells})\). If \( f \) is smooth in \( [x_{j-r}, x_{j-r+1}] \) \( \Omega \) and \( f \) has a discontinuity at \( \Omega \) then,
\[
\left( D_j \left( \sum_{k=0}^{r-1} \tilde{\omega}_k^r (j) p_k^r \right) \right)_{j-1}^{j-1} = F_{j-1}^{j-1} \begin{cases} \dfrac{O(h_{j-r+1}^{2r-1})}{O(h_{j-r+1}^{2r-1})}, & \Omega = \emptyset; \\
\dfrac{O(h_{j-r+1}^{2r-1})}{O(h_{j-r+1}^{2r-1})}, & \Omega = [x_{j-1}, x_{j+r}].
\end{cases}
\]

Thus, we have constructed a new prediction operator in the cell-average setting using the primitive function with progressive order of accuracy at zones affected by discontinuities. In the next section, we apply this algorithm to the compression and interpolation of univariate and bivariate functions.

5. **Numerical experiments**

This section is dedicated to check the performance of the new WENO-(2r − 1) algorithm versus the classical WENO-(2r − 1) algorithm in the cell average setting. In the first subsection we will present numerical results related to the accuracy of the new algorithm close to discontinuities. In the second subsection, we will present results for multiresolution of piecewise continuous univariate functions. Finally, in the third subsection we will show some results for multiresolution and bivariate piecewise continuous functions. About the parameters \( \epsilon \) and \( t \) in [12], we have set \( \epsilon = 10^{-16} \) and \( t = r \) for a stencil of \( 2r - 1 \) cells.

5.1. **Numerical analysis of the order of accuracy close to discontinuities**

When trying to check the accuracy of an adaptive WENO-(2r − 1) algorithm that works with piecewise smooth functions in the cell averages, we need to consider two cases: when a discontinuity falls at the end of one of the cells of the stencil and when it falls at some point in the middle of one cell. The accuracy that can be attained at the cell that contains the discontinuity is different in
both cases, being $O(h^r)$ for the first case, as there is always one smooth sub-stencil of $r$ cells, and $O(1)$ for the second case, as there is no smooth sub-stencil available.

**Example 1** In this example we will consider the data presented in Figure (1) to the left.

$$f(x) = \begin{cases} 
\sin(2x + \pi/3), & \text{if } -1 \leq x < 0, \\
\sin(2x - \pi/7), & \text{if } 0 \leq x \leq 1.
\end{cases}$$  \hspace{1cm} (37)

We will consider that the sampling in the point values of the function in (37) corresponds to the cell averages $\bar{f}_j$, obtained through (1), of a function $f(x)$ that is unknown. We can see that the function in (37) presents a jump. In the cell averages this fact corresponds to the case when the discontinuity falls at the end or the beginning of one cell. We can easily check the numerical accuracy attained by the algorithms that we are studying close to the discontinuities using a grid refinement analysis. We will compare the order of accuracy attained by the new WENO-$(2r - 1)$ algorithm for $r = 3, 4, 5$ with the one obtained by the classical WENO-$(2r - 1)$ algorithm. The grid refinement analysis can be done following the next steps:

- We interpolate the initial data vector $v^i$ of $2^i$ cells and we obtain the vector $\hat{v}^{i+1}$ with $2^{i+1}$ cells.
- The error at each spatial cell $j$ and at the resolution scale $i + 1$ can be written as $\epsilon_j^{i+1} = |\bar{v}_j^{i+1} - \hat{v}_j^{i+1}|$.
- The order of accuracy at the resolution scale $i + 1$ and at the cell $j$ is denoted as $o_j^{i+1}$ and computed using the following formula,

$$o_j^{i+1} = \log_2 \left( \frac{\epsilon_j^{i+1}}{\epsilon_j^i} \right).$$

Tables 1, 3 and 5 show the results obtained by the classical WENO-$(2r - 1)$ algorithm for $r = 3, 4, 5$ and for the data obtained from (37). In these tables we can see that at the places where the errors and orders have been written in bold there is enough information to obtain an improved accuracy. The reason is that classical WENO-$(2r - 1)$ algorithm is not designed to optimize the accuracy when
the stencil is affected by a discontinuity. Tables 2, 4 and 6 show the results obtained by the new algorithm. In this case we can also observe a reduction of the accuracy close to the discontinuity. Even so, we can see that reduction of accuracy is adjusted to the number of smooth cells available, so the accuracy close to the discontinuity has been clearly improved if we compare it with the results obtained by the classical WENO-(2r − 1) algorithm. It is also important to mention that, in this particular case (due to the position of the discontinuity at the end of one cell), the minimum accuracy reached by both algorithms close to the discontinuity is O(h^r). The last cells to the right of Tables 1, 2, 3, 4 and 5 are dedicated to present the computational time (in seconds) obtained by each algorithm. In order to obtain the computational time, we have executed the algorithm 1000 times and computed the mean of all the results. We can see that the computational cost is similar for both algorithms.

| $x_{2i-6}$ | $x_{2i-4}$ | $x_{2i-2}$ | $x_{2i}$ | $x_{2i+2}$ | $x_{2i+4}$ | Comp. t. (s) |
|------------|------------|------------|----------|------------|------------|-------------|
| 1.000e-02 | 9.114e-04  | 6.402e-04  | 2.148e-04| 1.345e-04  | 1.206e-04  | 2.454e-04  |
| 1.000e-02 | 9.114e-04  | 6.402e-04  | 2.148e-04| 1.345e-04  | 1.206e-04  | 2.454e-04  |
| 1.000e-02 | 9.114e-04  | 6.402e-04  | 2.148e-04| 1.345e-04  | 1.206e-04  | 2.454e-04  |
| 1.000e-02 | 9.114e-04  | 6.402e-04  | 2.148e-04| 1.345e-04  | 1.206e-04  | 2.454e-04  |

Table 1: In this table we present a grid refinement analysis for the classical implementation of WENO-6 algorithm. The data has been obtained from the sampling of the function in (3, 7), interpreting that this data comes from a cell average discretization of a piecewise continuous and unknown function. In this case, the discontinuity falls at the end of one of the cells.

| $x_{2i-6}$ | $x_{2i-4}$ | $x_{2i-2}$ | $x_{2i}$ | $x_{2i+2}$ | $x_{2i+4}$ | Comp. t. (s) |
|------------|------------|------------|----------|------------|------------|-------------|
| 2.352e-09  | 3.088      | 2.670e-05  | 1.898e-08| 4.476      | 2.148e-04  | 2.974        |
| 2.352e-09  | 3.088      | 2.670e-05  | 1.898e-08| 4.476      | 2.148e-04  | 2.974        |
| 2.352e-09  | 3.088      | 2.670e-05  | 1.898e-08| 4.476      | 2.148e-04  | 2.974        |
| 2.352e-09  | 3.088      | 2.670e-05  | 1.898e-08| 4.476      | 2.148e-04  | 2.974        |

Table 2: In this table we present a grid refinement analysis for the new implementation of WENO-6 algorithm. The data has been obtained from the sampling of the function in (3, 7), interpreting that this data comes from a cell average discretization of a piecewise continuous and unknown function. In this case, the discontinuity falls at the end of one of the cells.
Table 3: In this table we present a grid refinement analysis for the classical implementation of WENO-8 algorithm. The data has been obtained from the sampling of the function in (577), interpreting that this data comes from a cell average discretization of a piecewise continuous and unknown function. In this case, the discontinuity falls at the end of one of the cells.

| $x_{min}$ | $x_{max}$ | $x_{ref}$ | $x_{mid}$ | $x_{left}$ | $x_{right}$ | $x_{comp}$ | $x_{error}$ | Comp. t (s) |
|----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|
| 1        | 2.154e-06 | 3.946e-05 | 1.259e-05 | 3.365e-06 | 1.32e-04  | 2.263e-06 | 2.947e-06 | 1.29e-04  |
| 2        | 6.403e-03 | 3.388e-02 | 1.921e-02 | 3.82e-03  | 1.5e-01   | 2.263e-03 | 2.947e-03 | 1.29e-01  |
| 3        | 4.897     | 2.123e-13 | 1.324e-10 | 4.906e-04 | 1.5e-07   | 2.263e-13 | 2.947e-13 | 1.29e-07  |
| 4        | 1.850e-01 | 1.410e-01 | 1.850e-01 | 1.410e-01 | 1.850e-01 | 2.263e-13 | 2.947e-13 | 1.29e-07  |

Table 4: In this table we present a grid refinement analysis for the new implementation of WENO-8 algorithm. The data has been obtained from the sampling of the function in (577), interpreting that this data comes from a cell average discretization of a piecewise continuous and unknown function. In this case, the discontinuity falls at the end of one of the cells.

| $x_{min}$ | $x_{max}$ | $x_{ref}$ | $x_{mid}$ | $x_{left}$ | $x_{right}$ | $x_{comp}$ | $x_{error}$ | Comp. t (s) |
|----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|
| 1        | 2.154e-06 | 3.946e-05 | 1.259e-05 | 3.365e-06 | 1.32e-04  | 2.263e-06 | 2.947e-06 | 1.29e-04  |
| 2        | 6.403e-03 | 3.388e-02 | 1.921e-02 | 3.82e-03  | 1.5e-01   | 2.263e-03 | 2.947e-03 | 1.29e-01  |
| 3        | 4.897     | 2.123e-13 | 1.324e-10 | 4.906e-04 | 1.5e-07   | 2.263e-13 | 2.947e-13 | 1.29e-07  |
| 4        | 1.850e-01 | 1.410e-01 | 1.850e-01 | 1.410e-01 | 1.850e-01 | 2.263e-13 | 2.947e-13 | 1.29e-07  |

Table 5: In this table we present a grid refinement analysis for the classical implementation of WENO-10 algorithm. The data has been obtained from the sampling of the function in (577), interpreting that this data comes from a cell average discretization of a piecewise continuous and unknown function. In this case, the discontinuity falls at the end of one of the cells.

| $x_{min}$ | $x_{max}$ | $x_{ref}$ | $x_{mid}$ | $x_{left}$ | $x_{right}$ | $x_{comp}$ | $x_{error}$ | Comp. t (s) |
|----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|
| 1        | 2.154e-06 | 3.946e-05 | 1.259e-05 | 3.365e-06 | 1.32e-04  | 2.263e-06 | 2.947e-06 | 1.29e-04  |
| 2        | 6.403e-03 | 3.388e-02 | 1.921e-02 | 3.82e-03  | 1.5e-01   | 2.263e-03 | 2.947e-03 | 1.29e-01  |
| 3        | 4.897     | 2.123e-13 | 1.324e-10 | 4.906e-04 | 1.5e-07   | 2.263e-13 | 2.947e-13 | 1.29e-07  |
| 4        | 1.850e-01 | 1.410e-01 | 1.850e-01 | 1.410e-01 | 1.850e-01 | 2.263e-13 | 2.947e-13 | 1.29e-07  |

Table 6: In this table we present a grid refinement analysis for the new implementation of WENO-10 algorithm. The data has been obtained from the sampling of the function in (577), interpreting that this data comes from a cell average discretization of a piecewise continuous and unknown function. In this case, the discontinuity falls at the end of one of the cells.

| $x_{min}$ | $x_{max}$ | $x_{ref}$ | $x_{mid}$ | $x_{left}$ | $x_{right}$ | $x_{comp}$ | $x_{error}$ | Comp. t (s) |
|----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|
| 1        | 2.154e-06 | 3.946e-05 | 1.259e-05 | 3.365e-06 | 1.32e-04  | 2.263e-06 | 2.947e-06 | 1.29e-04  |
| 2        | 6.403e-03 | 3.388e-02 | 1.921e-02 | 3.82e-03  | 1.5e-01   | 2.263e-03 | 2.947e-03 | 1.29e-01  |
| 3        | 4.897     | 2.123e-13 | 1.324e-10 | 4.906e-04 | 1.5e-07   | 2.263e-13 | 2.947e-13 | 1.29e-07  |
| 4        | 1.850e-01 | 1.410e-01 | 1.850e-01 | 1.410e-01 | 1.850e-01 | 2.263e-13 | 2.947e-13 | 1.29e-07  |
Example 2

Let’s continue with the function plotted in Figure (1) to the right,

\[ f(x) = \begin{cases} 
    \sin(2x + \pi/3), & \text{if } -1 \leq x < 0, \\
    0.2, & \text{if } x = 0, \\
    \sin(2x - \pi/7), & \text{if } 0 < x \leq 1.
\end{cases} \] (38)

In this case, the discontinuity is placed at some point in the middle of one cell and the minimum accuracy attained by both algorithms is \( O(1) \). Tables [7, 8, 9, 10, 11] and [12] show the results of this experiment. Apart from the fact that the spatial pattern of orders of accuracy changes due to the position of the discontinuity, the conclusions are the same as in the previous experiment. The classical WENO-(2r − 1) algorithm does not optimize the order of accuracy while the new WENO-(2r − 1) algorithm optimizes the order of accuracy and at the same time provides an essentially non-oscillatory result. The computational cost is similar for both algorithms.

| \( t \) | \( x_{j-1} \) | \( x_j \) | \( x_{j+1} \) | \( x_{j+2} \) | \( x_{j+3} \) | \( x_{j+4} \) | \( x_{j+5} \) | Comp. t. (s) |
|-----|-------|-------|-------|-------|-------|-------|-------|-----------|
| 4   | 3.697e-05 | 2.246e-04 | 9.146e-04 | 3.446e-04 | 4.606e-04 | 1.611e-04 | 1.971e-06 | 2.256e-04 |
| 5   | 2.131e-03 | 1.237e-02 | 9.192e-03 | 6.075e-03 | 1.221e-03 | 5.043e-04 | 1.138e-06 | 2.106e-04 |
| 6   | 1.992e-02 | 1.353e-01 | 1.043e-02 | 1.006e-02 | 9.892e-03 | 2.431e-03 | 2.613e-06 | 1.061e-04 |
| 7   | 1.940e-01 | 4.014e-01 | 1.316e-01 | 1.290e-01 | 8.127e-02 | 1.239e-01 | 6.146e-04 | 4.189e-04 |
| 8   | 4.051e-01 | 3.973e-01 | 3.531e-01 | 3.504e-01 | 3.001e-01 | 3.950e-01 | 3.044e-01 | 8.786e-04 |
| 9   | 1.573e-01 | 2.057e-01 | 2.187e-01 | 3.027e-01 | 3.005e-01 | 2.636e-01 | 1.153e-01 | 1.532e-03 |
| 10  | 3.038e-01 | 5.972e-01 | 6.497e-01 | 3.667e-01 | 2.943e-01 | 5.970e-01 | 2.806e-01 | 2.652e-04 |

Table 7: In this table we present a grid refinement analysis for the classical implementation of WENO-6 algorithm. The data has been obtained from the sampling of the function in (38), interpreting that this data comes from a cell average discretization of a piecewise continuous and unknown function. In this case, the discontinuity falls at some point in the middle of the cell that contains de discontinuity.

| \( t \) | \( x_{j-1} \) | \( x_j \) | \( x_{j+1} \) | \( x_{j+2} \) | \( x_{j+3} \) | \( x_{j+4} \) | \( x_{j+5} \) | Comp. t. (s) |
|-----|-------|-------|-------|-------|-------|-------|-------|-----------|
| 4   | 3.228e-05 | 6.612e-05 | 6.377e-04 | 1.540e-04 | 1.065e-04 | 1.717e-06 | 5.092e-04 |
| 5   | 2.269e-04 | 2.248e-04 | 2.282e-04 | 6.206e-04 | 1.819e-04 | 5.050e-04 | 2.541e-05 | 2.643e-04 |
| 6   | 1.715e-03 | 2.735e-02 | 1.901e-03 | 1.764e-03 | 1.000e-03 | 1.000e-03 | 1.000e-03 | 3.676e-04 |
| 7   | 1.735e-02 | 1.365e-01 | 5.180e-02 | 1.081e-02 | 1.000e-02 | 1.000e-02 | 1.000e-02 | 3.676e-04 |
| 8   | 1.485e-01 | 5.072e-01 | 1.146e-01 | 1.454e-01 | 1.405e-01 | 1.405e-01 | 1.405e-01 | 1.062e-03 |
| 9   | 1.266e-01 | 5.072e-01 | 3.848e-01 | 3.848e-01 | 3.848e-01 | 3.848e-01 | 3.848e-01 | 1.062e-03 |
| 10  | 1.038e-01 | 3.504e-01 | 3.504e-01 | 3.504e-01 | 3.504e-01 | 3.504e-01 | 3.504e-01 | 6.612e-04 |

Table 8: In this table we present a grid refinement analysis for the new implementation of WENO-6 algorithm. The data has been obtained from the sampling of the function in (38), interpreting that this data comes from a cell average discretization of a piecewise continuous and unknown function. In this case, the discontinuity falls at some point in the middle of the cell that contains de discontinuity.

5.2. Multiresolution of 1D signals

Now we will try to analyze the behavior of the new WENO-(2r − 1) algorithm compared to the classical implementation for multiresolution of univariate piecewise continuous functions. In particular, we will present a compression application and we will analyze the error distribution around discontinuities attained by both algorithms. We are interested in checking if the new WENO-(2r − 1) algorithm manages to reduce the size of the absolute error close to discontinuities. Let us use initial data obtained through the function in (38) with an initial resolution of 2048 cells. It is clear that this function presents a cell that contains a discontinuity: if this cell is the central cell of
Table 9: In this table we present a grid refinement analysis for the classical implementation of WENO-8 algorithm. The data has been obtained from the sampling of the function in (38), interpreting that this data comes from a cell average discretization of a piecewise continuous and unknown function. In this case, the discontinuity falls at some point in the middle of the cell that contains discontinuity.

| x_i   | x_{i+1} | x_{i+2} | x_{i+3} | x_{i+4} | x_{i+5} | x_{i+6} | x_{i+7} | Comp. t. (s) |
|-------|---------|---------|---------|---------|---------|---------|---------|-------------|
| 0.1   | 1.110   | 1.726   | 1.726   | 1.726   | 2.352   | 2.980   | 2.980   | 2.980       |
| 0.2   | 1.726   | 1.726   | 1.726   | 2.352   | 2.980   | 2.980   | 2.980   | 2.980       |
| 0.3   | 1.726   | 1.726   | 1.726   | 2.352   | 2.980   | 2.980   | 2.980   | 2.980       |
| 0.4   | 1.726   | 1.726   | 1.726   | 2.352   | 2.980   | 2.980   | 2.980   | 2.980       |
| 0.5   | 1.726   | 1.726   | 1.726   | 2.352   | 2.980   | 2.980   | 2.980   | 2.980       |

Table 10: In this table we present a grid refinement analysis for the new implementation of WENO-8 algorithm. The data has been obtained from the sampling of the function in (38), interpreting that this data comes from a cell average discretization of a piecewise continuous and unknown function. In this case, the discontinuity falls at some point in the middle of the cell that contains discontinuity.

| x_i   | x_{i+1} | x_{i+2} | x_{i+3} | x_{i+4} | x_{i+5} | x_{i+6} | x_{i+7} | Comp. t. (s) |
|-------|---------|---------|---------|---------|---------|---------|---------|-------------|
| 0.1   | 1.110   | 1.726   | 1.726   | 1.726   | 2.352   | 2.980   | 2.980   | 2.980       |
| 0.2   | 1.726   | 1.726   | 1.726   | 2.352   | 2.980   | 2.980   | 2.980   | 2.980       |
| 0.3   | 1.726   | 1.726   | 1.726   | 2.352   | 2.980   | 2.980   | 2.980   | 2.980       |
| 0.4   | 1.726   | 1.726   | 1.726   | 2.352   | 2.980   | 2.980   | 2.980   | 2.980       |
| 0.5   | 1.726   | 1.726   | 1.726   | 2.352   | 2.980   | 2.980   | 2.980   | 2.980       |

Table 11: In this table we present a grid refinement analysis for the classical implementation of WENO-10 algorithm. The data has been obtained from the sampling of the function in (38), interpreting that this data comes from a cell average discretization of a piecewise continuous and unknown function. In this case, the discontinuity falls at some point in the middle of the cell that contains discontinuity.

| x_i   | x_{i+1} | x_{i+2} | x_{i+3} | x_{i+4} | x_{i+5} | x_{i+6} | x_{i+7} | Comp. t. (s) |
|-------|---------|---------|---------|---------|---------|---------|---------|-------------|
| 0.1   | 1.110   | 1.726   | 1.726   | 1.726   | 2.352   | 2.980   | 2.980   | 2.980       |
| 0.2   | 1.726   | 1.726   | 1.726   | 2.352   | 2.980   | 2.980   | 2.980   | 2.980       |
| 0.3   | 1.726   | 1.726   | 1.726   | 2.352   | 2.980   | 2.980   | 2.980   | 2.980       |
| 0.4   | 1.726   | 1.726   | 1.726   | 2.352   | 2.980   | 2.980   | 2.980   | 2.980       |
| 0.5   | 1.726   | 1.726   | 1.726   | 2.352   | 2.980   | 2.980   | 2.980   | 2.980       |

Table 12: In this table we present a grid refinement analysis for the new implementation of WENO-10 algorithm. The data has been obtained from the sampling of the function in (38), interpreting that this data comes from a cell average discretization of a piecewise continuous and unknown function. In this case, the discontinuity falls at some point in the middle of the cell that contains discontinuity.

| x_i   | x_{i+1} | x_{i+2} | x_{i+3} | x_{i+4} | x_{i+5} | x_{i+6} | x_{i+7} | Comp. t. (s) |
|-------|---------|---------|---------|---------|---------|---------|---------|-------------|
| 0.1   | 1.110   | 1.726   | 1.726   | 1.726   | 2.352   | 2.980   | 2.980   | 2.980       |
| 0.2   | 1.726   | 1.726   | 1.726   | 2.352   | 2.980   | 2.980   | 2.980   | 2.980       |
| 0.3   | 1.726   | 1.726   | 1.726   | 2.352   | 2.980   | 2.980   | 2.980   | 2.980       |
| 0.4   | 1.726   | 1.726   | 1.726   | 2.352   | 2.980   | 2.980   | 2.980   | 2.980       |
| 0.5   | 1.726   | 1.726   | 1.726   | 2.352   | 2.980   | 2.980   | 2.980   | 2.980       |
the stencil, all the substencils will be affected by the discontinuity, so it will not be possible to attain an accuracy better than $O(1)$ for any of the algorithms that we are analyzing. In a multiresolution application, if we want to check the error distribution around the discontinuity, we can just keep one detail for each scale and discontinuity, in order to assure that the reconstruction error at the cell that contains the discontinuity will be zero. Table 13 shows the errors attained in the $L_1$, $L_2$ and $L_\infty$ norms for the classical and the new implementation of WENO-$(2r-1)$ for the particular cases $r = 3, 4, 5$. We also show the computational time, in seconds, attained by each of the algorithms. In order to obtain this computational time we have obtained the average of 1000 executions of each of the algorithms. Figure 2 presents the error distributions around the discontinuity for each of the experiments presented in table 13. We can see that in all the experiments shown, the new implementation of the algorithm obtains better results than the classical implementation. It is particularly interesting to observe in Figure 2 how the new algorithm manages to reduce the size of the error and, at the same time, compressing the error distribution towards the discontinuity. The computational time of both algorithms is similar.

| $i$ | $L_\infty$ | $L_2$ | $L_\infty$ | $L_2$ | $L_\infty$ | $L_2$ | $L_\infty$ | $L_2$ |
|-----|-----------|------|-----------|------|-----------|------|-----------|------|
| $l_6$ | 2.9636e-05 | 1.7647e-05 | 1.9434e-06 | 4.7964e-07 | 9.6089e-08 | 2.8984e-09 | 6.325e-03 | 7.987e-03 |
| $l_7$ | 6.037e-12 | 1.670e-12 | 2.7668e-14 | 1.3671e-15 | 5.8535e-17 | 9.6167e-21 | 8.645e-03 | 8.645e-03 |
| $l_8$ | 3.2931e-07 | 1.5909e-07 | 2.3578e-08 | 4.7547e-09 | 1.0135e-09 | 7.7522e-12 | 9.103e-03 | 9.103e-03 |
| Comp. time (s) | 6.325e-03 | 7.987e-03 | 8.645e-03 | 9.103e-03 | 8.645e-03 | 1.154e-02 |

Table 13: Norms of the error and computational time (in seconds) obtained when compressing the function in (38) with four scales of multiresolution and keeping 4 details (one for scale). The initial resolution is 2048 cells.

5.3. Multiresolution of bivariate functions

The aim of this section is to check how the new and the classical implementation of the WENO-$(2r-1)$ algorithm perform in a two-dimensional multiresolution application. We will extend the multiresolution process to two dimensions using tensor product. This means that we will use the unidimensional algorithm for processing the rows and the columns of the two-dimensional matrix where the data is stored. Our intention is to check if the new implementation of the WENO-$(2r-1)$ algorithm performs better that the classical implementation close to the discontinuities. As it can be seen in previous sections in Tables 1 to 12, the size of the error is very small at the cells that are contiguous to the cell that contains the discontinuity, where both algorithms loss their accuracy and attain an error of the size of the discontinuity. Due to this fact, if we want to observe the errors obtained at he mentioned cells, we need to keep one detail for each cell that contains a discontinuity and for each scale of the multiresolution process. We have chosen the bivariate function presented in (39), that contains only vertical edges. The reason is that tensor product multiresolution results in great details for oblique or curved edges, that would hide the ones produced directly by any implementation of WENO-$(2r-1)$ algorithm close to the discontinuities, as the latter are much smaller. Thus, as we have done for the one dimensional experiments, in order to be able to show the size of the errors close to the discontinuities, we will keep at each scale of multiresolution the details associated to cells that contains a discontinuity. In the next experiment we start from initial data that has $1024 \times 1024$ cells and we have three vertical discontinuities at every multiresolution scale. Thus, with four multiresolution scales we will keep 2880 details that account for $3 \times 512$ details for
the first step of multiresolution, \( 3 \times 256 \) for the second, \( 3 \times 128 \) for the third and \( 3 \times 64 \) for the fourth.

**Example 3** Let’s consider the following bivariate function, that has been represented in Figure 3:

\[
\begin{align*}
    f(x, y) = \\
    \begin{cases}
        3 + e^{xy}, & \text{if } -1 \leq x < -0.5, -1 \leq y < 1, \\
        3, & \text{if } x = -0.5, \\
        1 + \cos(2\pi xy), & \text{if } -0.5 < x \leq 0, -1 \leq y < 1, \\
        1, & \text{if } x = 0, \\
        \sin(2\pi xy), & \text{if } 0 < x \leq 0.5, -1 \leq y < 1, \\
        -2, & \text{if } x = 0.5, \\
        -4 + \sin(2\pi xy), & \text{if } 0.5 < x \leq 1, -1 \leq y < 1.
    \end{cases}
\end{align*}
\] (39)

As we have mentioned before, this function has been initially sampled with \( 1024 \times 1024 \) cells and we perform 4 levels of multiresolution. The norms of the errors obtained by the classical and the new implementation of the WENO-(\( 2r-1 \)) algorithms are shown in Table 14. In Figure 4 to the left we show the error distribution that we have obtained using the classical implementation of WENO-(\( 2r-1 \)) algorithm and to the right, the error distribution obtained using the new implementation of the WENO-(\( 2r-1 \)) algorithm. The conclusion that can be obtained is that, for this application, the new implementation of the WENO-(\( 2r-1 \)) algorithm manages to obtain smaller errors around the discontinuity than the classical implementation. We can also observe that, the new implementation compresses the error distribution towards the discontinuity. The computational cost has been obtained performing 100 executions of the algorithms and obtaining the mean of the computational times of all the executions. We can see that the computational cost is similar for both algorithms.

6. Conclusions

In [21, 22, 23] the authors presented a new algorithm that improves the performance of WENO-6 algorithm close to the discontinuities. In [1] we extended the strategy for any WENO-(\( 2r-1 \)) algorithm for data discretized in the point values. In this article we have extended the strategy for data
discretized in the cell averages. The new implementation of the WENO-(2r − 1) algorithm behaves theoretically and numerically in the way designed, so that the order of accuracy decreases progressively towards the discontinuity. The numerical experiments presented allow to confirm this fact. Also, we have shown that the new implementation of the algorithm is suitable for multiresolution applications of univariate and bivariate functions, improving the results attained by the classical implementation of WENO-(2r − 1) algorithm.

Table 14: Norms of the error and computational time (in seconds) obtained when compressing the function in (39) with four scales of multiresolution and keeping 960 details. The initial resolution is 1024 × 1024 cells.

| i | WENO-6 | new WENO-6 | WENO-8 | new WENO-8 | WENO-10 | new WENO-10 |
|---|--------|------------|--------|------------|---------|-------------|
| $l_{\infty}$ | 3.4437e-02 | 3.1438e-02 | 1.0015e-02 | 7.0379e-03 | 7.1835e-03 | 4.1436e-03 |
| $l_2$ | 1.4241e-06 | 9.3076e-07 | 2.5654e-07 | 7.0866e-08 | 7.1835e-03 | 1.4339e-08 |
| $l_1$ | 2.0936e-04 | 1.5995e-04 | 8.6609e-05 | 4.6845e-05 | 3.4714e-05 | 1.2318e-05 |
| Comp. time (s) | 4.519 | 5.026 | 5.977 | 6.552 | 6.653 | 8.105 |
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Figure 2: Error distribution for the function in (38) around the discontinuity. The function has been compressed with four scales of multiresolution keeping 4 details (one for scale).
Figure 4: Distribution of the error obtained when compressing the bivariate function in (39) using 4 levels of multiresolution and keeping 960 details. The initial resolution is $1024 \times 1024$ cells.