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Abstract

In \textit{semantic segmentation}, we aim to train a pixel-level classifier to assign category labels to all pixels in an image, where labeled training images and unlabeled test images are from the same distribution and share the same label set. However, in an open world, the unlabeled test images probably contain unknown categories and have different distributions from the labeled images. Hence, in this paper, we consider a new, more realistic, and more challenging problem setting where the pixel-level classifier has to be trained with labeled images and unlabeled open-world images—we name it \textit{open world semantic segmentation} (OSS). In OSS, the trained classifier is expected to identify unknown-class pixels and classify known-class pixels well. To solve OSS, we first investigate which distribution that unknown-class pixels obey. Then, motivated by the goodness-of-fit test, we use statistical measurements to show how a pixel fits the distribution of an unknown class and select highly-fitted pixels to form the unknown region in each image. Eventually, we propose an end-to-end learning framework, \textit{known-region-aware domain alignment} (KRADA), to distinguish unknown classes while aligning distributions of known classes in labeled and unlabeled open-world images. The effectiveness of KRADA has been verified on two synthetic tasks and one COVID-19 segmentation task.

1 Introduction

Semantic segmentation aims to assign one category label to each pixel in an image, which has a large variety of applications from autonomous driving \cite{1, 2}, indoor navigation \cite{3} to medical image analysis \cite{4}. In recent years, deep learning-based methods have been developing rapidly and achieved remarkable successes in semantic segmentation \cite{5}. These methods usually train a \textit{deep convolutional neural network} (DCNN) using a training set that contains pairs of images and pixel-level labels \cite{6} to segment unlabeled test images. These works commonly assume that the training images and test images are taken from the same scenario and share the same category label set \cite{7, 8}.

However, in an open world, test images might be taken from a different scenario and have additional category labels compared to training images. For example, in autonomous driving, to reduce the great demand for accurately annotated images, a synthetic dataset, such as SYNTHIA \cite{9}, is commonly used to train a network for segmentation of urban scenes. Unfortunately, a realistic urban scenario is quite complex and different from the simulated one. Thus, real-world urban images probably contain some additional category labels (i.e., unknown classes) that are not present in the synthetic images.

\textsuperscript{*}Equal contribution.
Another representative example is Coronavirus Disease 2019 (COVID-19) infection segmentation task. Due to scarce annotated images in COVID-19 datasets, existing chest Computed Tomography (CT) scans can be utilized as training images to assist COVID-19 segmentation. However, the segmentation models trained on a normal CT dataset usually show poor performance to segment the COVID-19 infected area, as a result of domain shift and category shift issues. Domain shift refers to a distributional discrepancy caused by the variations in light, conditions, and device types for the acquisition of training and test images, while category shift means the inconsistent label sets between training and test images, e.g., COVID-19, a new disease which has never appeared in the training images. Figure 1 illustrates both issues in the COVID-19 segmentation task.

Regarding such a realistic and challenging segmentation scenario, we name it open world semantic segmentation (OSS). Although closed-set domain adaptation segmentation (CSDAS) methods [10, 11, 12, 13, 14, 15, 16, 17, 18, 19] have been extensively studied to overcome the domain-shift issue, they are not applicable to OSS because they probably mistakenly align unknown target data (i.e., open-world images) with source data (i.e., training images), leading to negative transfer [20].

In this paper, to solve OSS, we first explore the inherent property of unknown classes and propose that the distribution of softmax outputs for an unknown class would conform to a uniform distribution. Motivated by the goodness-of-fit test, we propose to use statistical measurements to describe how likely a target pixel is an unknown pixel, i.e., how well the output probability distribution of a target pixel fits the distribution of an unknown class. The distribution disparity between these two distributions can be measured by statistical measurements. Here we adopt two statistical metrics: 1) Kullback–Leibler (KL) divergence, a general criterion for testing goodness of fit [21]; 2) Kolmogorov (or Uniform) metric, a test statistic used in the Kolmogorov-Smirnov goodness-of-fit test [22].

Based on these statistical measurements, we can identify the highly-fitted pixels as “unknown”, while the unknown region in a target image can be determined. Hence, a segmentation model can be trained using source data and pseudo-labeled target data to achieve a better domain alignment by rejecting unknown target regions and aligning the distributions only for known-class data. We call this framework known-region-aware domain alignment (KRADA), which is independent of the network architecture and can be easily realized on existing CSDAS methods to adapt them for OSS.

We have realized KRADA on three CSDAS methods in our experiments and evaluate them on two synthetic-to-real street scene segmentation tasks and one COVID-19 segmentation task. Experimental results show that KRADA enables CSDAS methods to identify unknown-class regions and achieve a better overall adaptation, verifying its effectiveness and good generalization ability.

2 Problem Setup: Open World Semantic Segmentation

We address the problem of open world semantic segmentation (OSS) that is defined as follows.
Problem 1 (Open World Semantic Segmentation). Let $X_T$ be a m.r.v. defined on the space $X = \mathbb{R}^{Ch \times H \times W}$ and follow a distribution $P(X_T)$, $(X^S, Y^S)$ be a m.r.v. defined on the space $X \times Y$ and follow a distribution $Q(X^S, Y^S)$, where $Ch, H, W$ are integers regarding the channel, height, and weight of an image, $Y = \mathbb{L}^{H \times W}$ is a label space, and $L = \{1, \ldots, K\}$ is the category label set. In open world semantic segmentation (OSS), the category label set for $X_T$ has an additional label $K + 1$ (i.e., category shift), and $Q_X(X^S)$ is different from $P(X_T)$ (i.e., domain shift). We aim to train a segmentation model $M : X \rightarrow Y^T$ with observations from $(X^S, Y^S)$ and $X_T$ such that $M$ can accurately annotate each pixel in the observation from $X_T$, where $Y^T = \{1, \ldots, K, K + 1\}^{H \times W}$. Specifically, given an observation $x^t$ from $X_T$, $M(x^t) \in \{1, \ldots, K + 1\}^{H \times W}$ can segment $x^t$ to $K + 1$ classes well.

Different from the open world setting in [23, 24] which entirely concentrates on unknown classes, our proposed setting further considers a common phenomenon in known classes that a distributional discrepancy exists, apart from detecting unknown classes. Moreover, some existing studies about open set segmentation [25, 26] also do not consider the distribution shift problem. Instead, we expect the segmentation model in OSS to solve both domain shift and category shift issues simultaneously.

3 How Do We Determine Unknown Pixels?

To solve OSS, the critical issue is how to separate unknown pixels from known pixels in target images. Due to lack of unknown-class supervision, a classifier trained with source data will forcibly label an unknown pixel as one of the known (source) classes [27]. To avoid this issue, we consider introducing unknown-class pseudo-labels into a segmentation model so that the model can be trained to learn unknown-class information from pseudo-labels and gain the ability to identify unknown pixels. Before the generation of unknown-class pseudo-labels, we need to know what property an unknown class has. In other words, what can we use to represent an unknown class? If given this property, we can exploit it to determine whether a pixel is unknown.

As unknown classes have never appeared in the training data, a well-trained model cannot recognize an unknown pixel and would output the most unbiased prediction probabilities (over known classes) for it. Hence, the output probability distribution for an unknown pixel would conform to a uniform distribution. Those target pixels that have this property would be considered unknown. We illustrate this property in Figure 2, where the output of a “lake” pixel (P1) in a test image conforms to a uniform-like distribution, as this pixel is an unknown pixel for $M$.

\footnote{Note that the label $K + 1$ represents all categories that do not appear in L, i.e., the unknown class.}
4 A General Framework to Solve OSS

Generally, a segmentation network \( M \) consists of a feature extractor \( F \) and a pixel-level classifier \( C \) to encode input images into the feature space and map the features to the label space \( \mathcal{Y} \) defined in Problem 1, respectively. The network \( M \) can be formalized as \( M = C \circ F \) and it is usually trained with labeled source data:

\[
L_{seg}^S = \mathbb{E}[\ell(C(F(X^S)), Y^S)],
\]

where \( \mathbb{E} [\cdot] \) denotes the expectation over m.r.v.s, \( \mathbb{E} [\cdot] \) is the empirical estimation of \( \mathbb{E} [\cdot] \), and \( \ell (\cdot, \cdot) \) is a cross-entropy (CE) loss function. In OSS, an open-set pixel-level classifier is expected to output an image defined on \( \mathcal{Y}^T \) to identify unknown target pixels and classify known-class pixels well. However, the known-class supervision \( L_{seg}^S \) is not sufficient to achieve this. Thus, we consider adding auxiliary supervision \( L_{seg}^T \) by introducing unknown-class pseudo-labels into the training stage:

\[
L_{seg} = L_{seg}^S + \alpha L_{seg}^T,
\]

(2)

where

\[
L_{seg}^T = \mathbb{E}[\ell(C(F(X^T)), \hat{Y}^T)],
\]

(3)

and \( \hat{Y}^T \) denotes the unknown-class pseudo-labels of target data, and \( \alpha \) is a hyperparameter to control the loss weight of unknown classes. Consequently, \( C \) can be trained using the labeled source and pseudo-labeled target data. We introduce the generation of unknown-class pseudo-labels as follows.

4.1 Unknown-class Pseudo-label Generation

Based on the distribution property of unknown classes, we consider determining whether a target pixel is unknown from a statistical point of view. Specifically, goodness-of-fit tests indicate the goodness of fit of a model by comparing the observed data with the data expected under the model [28, 29]. Motivated by this, we utilize statistical measurements to measure how well the output probability distribution for a target pixel fits a uniform distribution. Then, those highly-fitted target pixels would be labeled as unknown pixels.

In this paper, we adopt Kullback–Leibler (KL) divergence, a criterion used in goodness-of-fit tests [21], to measure the distributional disparity between output probability distribution and a uniform distribution. KL divergence is a non-symmetric measure that quantifies how much one distribution differs from another one, indicating the information lost when \( q(x) \) is used to approximate \( p(x) \):

\[
D_{KL}(p(x)||q(x)) = \sum_{x \in X} p(x) \log \left( \frac{p(x)}{q(x)} \right).
\]

(4)

Remark 1. Typically, \( p(x) \) represents a "true" distribution or a theoretical distribution while \( q(x) \) represents the observed distribution. Here \( p(x) \) is a uniform distribution, and \( q(x) \) is the prediction probability outputted by a model for a target pixel. Other statistical metrics can be chosen, and more available metrics are offered in [22].

To obtain the prediction probability over known classes (i.e., \( q(x) \) in Eq. (4)), we additionally introduce a pixel-level known-class classifier \( C^* \) to output an image defined on \( \mathcal{Y} \). \( C^* \) can be supervised by minimizing the segmentation loss on the source data:

\[
L_{seg}^* = L_{seg}^{S,*} = \mathbb{E}[\ell(C^*(F(X^S)), Y^S)].
\]

(5)

For a target image \( x^t \in X^T \), \( C^* \) aims to produce a probability map \( p^{t,*} \) of shape \( K \times H \times W \):

\[
p^{t,*} = \text{softmax}(C^*(F(x^t))).
\]

(6)

More specifically, \( p^{t,*}_{ij} \in \mathbb{R}^K \) implies the probability vector for a pixel \( \{i,j\} \) in \( x^t \), and thus \( \sum_{c \in C} p^{t,*}_{ijc} = 1 \). Here \( p^u = [\frac{1}{K}, ..., \frac{1}{K}] \in \mathbb{R}^K \) is used to denote a uniform distribution. Hence, we can calculate the distributional
Figure 3: Overview of the proposed KRADA realized on the existing CSDAS methods. It consists of a feature extractor ($F$), a pixel-level classifier ($C$), a known-class classifier ($C^*$), and a discriminator ($D$). The orange and green parts denote the source domain flow and target domain flow, respectively. Specifically, $C$ is optimized under the supervision from both source domain and pseudo-labeled target domain, where $\hat{Y}^{T}_{t-1}$ denotes the pseudo-labels of target data previously produced at last time $(t-1)$. The aim of $C^*$  is to generate the new pseudo-labels $\hat{Y}^{T}_{t}$ at time $(t)$ and known-class region $R^{kn}$. Then we forward the features of source images and known regions in target images into $D$ to perform known-class-aware domain alignment.

divergence between $p_{ij}$ and $p^u$ for each target pixel and compare it with a threshold $\delta$. Those target pixels whose distribution is close to a uniform distribution are marked as unknown, which can be formalized as:

$$\hat{y}^{t,K+1}_{ij} = \begin{cases} 1, & \text{if } D_{KL}(p^u || p^{t,*}_{ij}) < \delta, \\ 0, & \text{otherwise}, \end{cases}$$

(7)

where KL divergence can be replaced with Kolmogorov metric or other probability metrics in [22].

Remark 2. Note that $\hat{y}^t$ is initially a $(K + 1) \times H \times W$ shaped tensor with all elements equaling to zero. $\hat{y}^{t}_{ij} \in \mathbb{R}^{K+1}$ is a one-hot vector for a target pixel. If $\hat{y}^{t,K+1}_{ij}$ equals to one, it means that this pixel will be pseudo-labeled as unknown; otherwise, this pixel remains unlabeled.

Eventually, we can produce pseudo-labels $\hat{Y}^T$ for target images $X^T$. Particularly, pseudo-labels are constantly updated when target images are fed into the network once again. As a consequence, the network can be optimized using source data and previously pseudo-labeled target data while generating new pseudo-labels, which is different from the multi-round training mechanism in [16, 17, 30] that alternatively optimizes pseudo-label generation and network training.

Remark 3. It should be emphasized that here KL divergence is not equivalent to entropy since entropy measures prediction uncertainty and only depicts the internal relationships of known classes for a target pixel. It does not exploit the property of unknown classes, so it does not measure the distance of a pixel to an unknown class in a strict sense. This is confirmed by the fact that those pixels with high entropy are probably the boundary pixels, not unknown pixels.
4.2 Known-region-aware Domain Alignment (KRADA)

Since there is a domain shift between source and target domains, we also consider reducing this domain gap when minimizing Eq. (2). Adversarial training (AT) based methods are a predominant stream of minimizing domain gap, e.g., existing CSDAS works. These methods train $\mathcal{M}$ to learn domain-invariant features by confusing a domain discriminator $D$. An adversarial loss is minimized to align the distributions between source and target domains at input level [31, 32], feature level [10, 11, 33, 14, 31], or output level [13, 15, 12]. The main difference between these three kinds of domain alignment is the input of the discriminator $D$. For a clear illustration, we take the feature-level alignment as an example in the following. In this case, the input of $D$ is the source features or target features produced by $F$, and the adversarial loss is formulated as:

$$L_{adv}^{AT} = -\mathbb{E} \left[ \log(D(F(X^S))) \right] - \hat{\mathbb{E}} \left[ \log(1 - D(F(X^T))) \right].$$  \hspace{1cm} (8)

Unfortunately, these CSDAS works cannot be directly applied to OSS since they would forcefully match the feature distributions of two domains, which makes unknown target data mistakenly aligned with source data, leading to negative transfer.

To avoid this issue, we consider that cross-domain adaptation should be performed only on the known-class data. Therefore, a novel known-region-aware domain alignment (KRADA) is proposed to align the target image regions predicted as known with the source images, which is shown in Figure 3. The adversarial loss can be developed from Eq. (8) to:

$$L_{adv} = -\mathbb{E} \left[ \log(D(F(X^S))) \right] - \hat{\mathbb{E}} \left[ \log(1 - D(F(X^T) \cdot R^{kn})) \right],$$  \hspace{1cm} (9)

where $R^{kn}$ is a binary mask to denote the known-class region predicted for target images. Once pseudo-labels $Y^T$ are determined, $R^{kn}$ can also be obtained by:

$$R^{kn}_{ij} = \begin{cases} 
0, & \text{if } \hat{y}_t^{K+1} = 1, \\
1, & \text{otherwise}. 
\end{cases} \hspace{1cm} (10)$$

We multiply $R^{kn}$ and each channel of target feature maps and then forward the features of known-class regions in target images into $D$. Eventually, unknown-class regions are rejected, and only the known regions of target images are aligned with source images. It is worth mentioning that KRADA does not have any requirement for the discriminator, so the alignment process of KRADA has no difference from that of original AT methods, except for the target inputs of the discriminator. This indicates that KRADA is independent of the model or structure and has good extensibility.

5 Realizations of KRADA on Existing CSDAS Methods

In this section, we realize the proposed KRADA on existing CSDAS methods, as illustrated in Figure 3. The original CSDAS network generally consists of a feature extractor ($F$), a pixel-level classifier ($C$), and a discriminator ($D$). To solve OSS, we additionally introduce a known-class classifier ($C^*$) which is arranged in parallel with $C$. The architecture of $C^*$ is similar to that of $C$ except for the last convolutional layer with $K$ output channels. The training details are summarized in Algorithm 1. We use source data ($X^S, Y^S$) and target data $X^T$ with previously generated pseudo-labels $\hat{Y}^T_{t-1}$ to calculate $L_{seg}$ according to Eqs. (1), (2), and (3) (line 2), where the initial pseudo-labels $Y^T_0$ is a tensor of $(K + 1) \times H \times W$ with all elements being zero.

Then we use source data to calculate $L_{seg}$ according to Eq. (5) (line 3). After generating the new pseudo-labels $\hat{Y}^T_t$ and the known-region map $R^{kn}$ according to Eqs. (6), (7), and (10) (line 4), we calculate $L_{adv}$ according to Eq. (9) (line 5). These network parameters are updated until the network converges (lines 6-9). Finally, we obtain the segmentation results $\hat{Y}^T$ of target data (line 11). Overall, KRADA has no specific requirements for CSDAS architectures ($F$, $C$, and $D$) and can be easily integrated into CSDAS methods to form unified segmentation models. Therefore, a series of CSDAS methods can be adapted to solve OSS by a minor modification. In our experiments, we realize KRADA using three representative CSDAS methods, and the results show that KRADA can help address the OSS problem well.
Algorithm 1: An implementation of KRADA on existing CSDAS methods.

Input: source data \((X^S, Y^S)\), target data \(X^T\), initial pseudo-labels \(\hat{Y}_0^T\).

Parameter: pseudo-label parameters: \(\delta, \alpha\), network parameters: \(\theta_F, \theta_C, \theta_D, \theta_{C*}\), the number of iteration \(N\), learning rate: \(\gamma\).

Output: predicted target labels: \(\hat{Y}^T\).

1: for \(t = 1 \) to \(N\) do
2: \hspace{1em} calculate \(L_{\text{seg}}\) using \((X^S, Y^S, X^T, \hat{Y}_t^T)\) according to Eq. (1), (2), and (3).
3: \hspace{1em} calculate \(L_{\text{seg}}^*\) using \((X^S, Y^S)\) according to Eq. (5).
4: \hspace{1em} generate \(\hat{Y}_t^T, R_{kn}\) using \(X^T\) according to Eq. (6), (7), and (10).
5: \hspace{1em} calculate \(L_{\text{adv}}\) using \((X^S, X^T, R_{kn})\) according to Eq. (9).
6: \hspace{1em} \(\theta_F = \theta_F - \gamma \nabla_{\theta_F} (L_{\text{seg}} + L_{\text{seg}}^* - L_{\text{adv}})\)
7: \hspace{1em} \(\theta_C = \theta_C - \gamma \nabla_{\theta_C} L_{\text{seg}}\)
8: \hspace{1em} \(\theta_D = \theta_D - \gamma \nabla_{\theta_D} L_{\text{adv}}\)
9: \hspace{1em} \(\theta_{C*} = \theta_{C*} - \gamma \nabla_{\theta_{C*}} L_{\text{seg}}\)
10: end for
11: Prediction: \(\hat{Y}^T \leftarrow C(F(X^T))\).

6 Experiments

Synthetic OSS tasks. Since the researches about OSS have not been explored, there is no public dataset for such a new setting. Based on two synthetic-to-real benchmark tasks in CSDAS: SYNTHIA \([9]\) → Cityscapes \([1]\) and GTA5 \([34]\) → Cityscapes, we adjust these two tasks to simulate the OSS scenario. For the task SYNTHIA → Cityscapes, we select three classes (wall, light, and bus) to form the unknown class and discard those images containing either of the three classes. The remaining images in SYNTHIA are regarded as the source domain. For the task GTA5 → Cityscapes, we choose two classes (fence and sign) to form the unknown class. Those images which do not contain the unknown class in GTA5 are retained as the source domain. Following the common practice in CSDAS, we use the Cityscapes training set as the target domain and evaluate our models on the Cityscapes validation set with a widely adopted evaluation metric: mean Intersection over Union (mIoU) for all classes. Considering the evaluation protocol in unsupervised open set domain adaptation (UOSDA) \([7, 8, 35]\), we also report the mIoU averaged over known classes only, denoted as mIoU* in this paper. To justify the generalization ability of KRADA, we implement KRADA on three CSDAS methods: 1) AdaptSegNet \([12]\), 2) CLAN \([13]\), and 3) a state-of-the-art adversarial training-based method—FADA \([14]\), denoted as AdaptSegNet + KRADA, CLAN + KRADA, and FADA + KRADA, respectively. Additionally, OSBP \([8]\) is used as the baseline, which is one of the few UOSDA methods that can be modified to segmentation tasks by simply convolutionalizing its network architecture. More data descriptions and implementation details are described in Appendix B.

Results on synthetic OSS tasks. We present the results of SYNTHIA → Cityscapes in Table 1. Compared with Source-only\(^2\), OSBP increases unknown-class IoU from 0.0% to around 2.0%. But this achievement is at the cost of the segmentation performance on known classes as both mIoU and mIoU* of OSBP significantly decrease. Compared to Source-only, AdaptSegNet, CLAN, and FADA promote the adaptation for known classes by a large margin, but their unknown-class IoU values are stable at 0.0% , which means that they cannot recognize the unknown class. After the realizations of KRADA, these three modified models consistently outperform OSBP with huge margins and achieve significant improvements in the segmentation of unknown regions. Moreover, these modified models achieve higher mIoU and mIoU* compared to their corresponding versions without KRADA. This is because KRADA mitigates negative transfer caused by unknown classes in the target domain wrongly matched to known classes in the source domain. Thus, the segmentation of known classes improves. Particularly, FADA + KRADA achieves the best performance at both best and last epochs.

Table 2 presents the results of GTA5 → Cityscapes. We can see that KRADA enables three CSDAS models to consistently outperform OSBP and improve the unknown-class IoU from 0.0% to around 1.0%.

\(^2\)Source-only refers to a base model only trained on source images without adaptation.
Table 1: Results on SYNTHIA → Cityscapes. “B” denotes the best score during training, while “L” denotes the last score at the end of training.

| Method          | mIoU  | mIoU* |
|-----------------|-------|-------|
| Source-only     | 32.8  | 32.8  |
| OSBP [8]        | 32.0  | 31.5  |
| AdaptSegNet [12]| 32.5  | 32.1  |
| CLAN [13]       | 33.3  | 33.0  |
| FADA [14]       | 34.0  | 34.0  |

Ablation studies: To retain as many source images as possible, we select the minority classes to...

Table 2: Results on GTA5 → Cityscapes. “B” denotes the best score during training, while “L” denotes the last score at the end of training.

Under the AdaptSegNet architecture, KRADA brings around +2.0% improvements in both mIoU and mIoU* as well as a significant gain in unknown-class IoU at the last and best epochs. CLAN + KRADA outperforms CLAN at the last epoch, whereas it obtains a little bit worse performance in mIoU and mIoU* than CLAN at the best epoch because it sacrifices the segmentation performance on known classes to achieve 1.1% (the highest) unknown-class IoU. Besides, we also observe that KRADA helps achieve a small variance throughout the training phase since the gaps of results between the last and best epochs become small after realizing KRADA on CLAN. Furthermore, FADA + KRADA boosts unknown-class IoU by 1.0% and obtains slight improvements on mIoU and mIoU* compared to FADA.

Overall, the results shown in Table 1 and Table 2 demonstrate that KRADA can enable CSDAS methods to identify unknown-class regions and promote a better overall adaptation by rejecting unknown-class regions and conducting the known-region-aware domain alignment. We also provide some qualitative segmentation results in Figure 4.
Figure 4: Qualitative results on SYNTHIA → Cityscapes. Each row is a target image in Cityscapes. From left to right, columns correspond to original images, ground truth, and segmentation results of OSBP, FADA, and a realization of KRADA, where the white area denotes the unknown-class region.

Table 3: Ablation study of varying the unknown class on GTA5 → Cityscapes.

| Method            | road | side | build | wall | pole | light | terrain | veg. | sky | person | rider | car | truck | bus | train | motor | bike | unk. | mIoU | mIoU* |
|-------------------|------|------|-------|------|------|-------|---------|------|-----|--------|-------|-----|-------|-----|-------|-------|-----|-----|------|------|
| CLAN [13]         | 53.8 | 17.8 | 59.9  | 17.9 | 16.5 | 8.2   | 82.2    | 29.4 | 79.4| 51.3   | 4.3   | 19.2| 6.7   | 0.0 | 15.6  | 3.3   | 0.0 | 26.8| 28.3 |
| CLAN + KRADA      | 34.7 | 14.1 | 67.3  | 18.3 | 20.1 | 17.5  | 9.9     | 81.0 | 29.6| 77.9   | 53.0  | 5.3 | 22.2  | 7.3 | 0.0   | 15.6  | 8.4 | 21.2| 28.0 | 28.4 |

construct the unknown class in the above experiments. Even though KRADA makes three CSDAS methods capable of detecting unknown regions, the unknown-class IoU values are not very large, especially for the GTA5 → Cityscape task in Table 2. This is because that the unknown class is a challenging class to segment due to the imbalance issue. To explore the effect of the composition of the unknown class, we conduct an extra ablation study. We choose car and light to form a new unknown class in GTA5 → Cityscape where the car is a majority class. The results are shown in Table 3. Compared to Table 2, there is a sharp overall decline in both mIoU and mIoU* since an easy class (car) is excluded from known classes. Comparatively, KRADA drastically increases the unknown-class IoU from 0.0% to more than 20.0% under the CLAN architecture.

To investigate the impact of the known-region map \( R^{kn} \) and the statistical measure used in the pseudo-label generation, we compare two variants of CLAN + KRADA on SYNTHIA → Cityscapes in Table 4. The performance of CLAN + KRADA w/o \( R^{kn} \) is worse than CLAN + KRADA, which confirms the effectiveness of \( R^{kn} \) and the necessity of rejection of unknown-class regions in target images for domain alignment. We further replace KL divergence with Kolmogorov metric as the criterion for pseudo-label generation, denoted as CLAN + KRADA with Ko. We can see that it achieves better performance in identifying the unknown class and obtains comparable performance in known classes. This indicates that the statistical metric to measure the distribution disparity is not fixed. We can adjust it to suit our needs, which proves the adjustability and flexibility of KRADA.

Real-world OSS task (COVID-19 infection segmentation in CT scans). To construct a COVID-19 task, we exploit the public datasets summarized in [36]. The source data consists of normal CT scans with lung annotations. Both target data and test data include COVID-19 cases and non-infected CT scans. Detailed data descriptions and data processes are introduced in Appendix B. To give a comprehensive comparison, we evaluate the proposed method from both pixel-level and instance-level aspects. The IoU values of lung and infection averaged among all test cases are reported in Table 5, denoted as Lung_IoU and Infection_IoU. We also provide four other metrics: Accuracy, Precision, Recall, and F1-score, commonly used in medical fields for instance-level evaluation.
Table 4: Results of ablation study on SYNTHIA → Cityscapes. “w/o” indicates without known-region map $R_{\text{kn}}$. “Ko” denotes Kolmogorov metric, instead of KL divergence, used as a criterion for pseudo-label generation.

| Method                  | road | side | build | fence | pole | sign | veg. | sky | person | rider | car | motor | bike | unk. | mIoU | mIoU* |
|-------------------------|------|------|-------|-------|------|------|------|-----|--------|-------|-----|-------|------|------|------|-------|
| CLAN + KRADA w/o        | 73.9 | 37.1 | 77.5  | 0.1   | 21.5 | 2.0  | 78.6 | 76.8| 47.2   | 16.9  | 80.3| 13.0  | 25.3 | 0.8  | 39.4 | 42.3  |
| CLAN + KRADA Ko         | 83.3 | 35.0 | 76.1  | 0.0   | 22.9 | 3.0  | 74.7 | 72.2| 47.5   | 17.8  | 72.0| 14.8  | 27.5 | 3.9  | 39.3 | 42.1  |
| CLAN + KRADA            | 77.6 | 37.4 | 77.0  | 0.0   | 22.4 | 2.0  | 75.2 | 75.2| 48.5   | 16.3  | 80.1| 13.8  | 29.8 | 1.6  | 39.9 | 42.9  |

Table 5: Results on COVID-19 infection segmentation.

| Method                  | Lung IoU | Infection IoU | Accuracy | Precision | Recall | F1-score |
|-------------------------|----------|---------------|----------|-----------|--------|----------|
| OSBP [8]                | 69.9     | 0.6           | 66.7     | 66.7      | 100.0  | 80.0     |
| AdaptSegNet + KRADA     | 85.6     | 0.5           | 66.7     | 66.7      | 100.0  | 80.0     |
| CLAN + KRADA            | 85.1     | 0.9           | 73.3     | 71.4      | 100.0  | 83.3     |
| FADA + KRADA            | 86.7     | 2.1           | 86.7     | 83.3      | 100.0  | 90.9     |

**Results on real-world OSS task.** In Table 5, all these models achieve 100.0% recall, meaning that all infected cases are detected, which is desirable in medical image diagnosis. Specifically, OSBP gains a non-zero IoU in infection and the same instance-level performance as AdaptSegNet + KRADA, but it heavily sacrifices the segmentation accuracy of the lung. Compared with OSBP, CLAN + KRADA shows superior segmentation performance in both pixel-level and instance-level evaluations. Moreover, FADA + KRADA greatly outperforms OSBP and obtains the best results. Examples of segmentation results are provided in Figure 5.

7 Conclusion

This paper is the first work to consider the semantic segmentation task in an open world, where test images have a different distribution from training images and contain unknown categories/classes. To address this new and challenging problem, we explore the inherent property of unknown classes and propose an end-to-end framework, KRADA, that performs known-region-aware domain alignment. KRADA is a generalized framework with no particular structure dependency and can be easily implemented on existing CSDAS methods, as demonstrated by three realizations of KRADA in our experiments. Experimental results validate that KRADA enables CSDAS methods to distinguish unknown-class pixels from known-class pixels and classify known-class pixels well.
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A Related Works

In this section, we briefly review two kinds of domain adaptation settings related to open world semantic segmentation (OSS).

Unsupervised open set domain adaptation (UOSDA) is first proposed by Busto et al. [7], where both source and target domain contain private and shared classes, but we only know shared labels. To relax the requirement of private source labels, Saito et al. [8] introduce a new concept of UOSDA setting where only target domain has private labels and propose Open Set Back-Propagation (OSBP), a novel adversarial training based method for an open set scenario. Later on, UOSDA methods follow this new and realistic setting and cope with it by a coarse-to-fine weighting mechanism [37], a self-supervised task [20], self-ensembling [38], or inheritable models [39]. Additionally, [40, 41] provide theoretical analysis for UOSDA and introduce open set difference, a special term that facilitates recognizing unknown target samples. Feng et al. [42] explicitly utilize the semantic margin of open set data to make the unknown class apart from the decision boundary and the known classes more separable. Luo et al. [35] propose a graph neural network with episodic training and achieve state-of-the-art performance. However, these existing UOSDA methods only focus on classification tasks, and most of them cannot be modified for semantic segmentation by simply convolutionalizing their classification architectures. For example, the state-of-the-art UOSDA method [35] requires source episodes containing each known class in a batch to construct a graph neural network. This requirement is hard to meet in segmentation tasks which demand a large memory to support dense computations. Therefore, modifying existing UOSDA methods for OSS is not usually feasible.

Closed set domain adaptation for semantic segmentation (CSDAS) has been extensively studied and developed maturely [43]. A predominant stream of UCSDA works is adversarial training (AT) based methods which minimize adversarial losses to align the distributions between the source and target domains at input level [31, 32], feature level [10, 11, 33, 14, 31], or output space level [13, 15, 12]. Recently, a series of approaches [30, 16, 17, 18] based on deep self-training (ST) has become an alternative research direction. These approaches generate pseudo-labels for target samples to provide extra supervision so that the network can be trained under the supervision of two domains. Zou et al. [30] propose a class-balanced self-training (CBST) framework to overcome the issue of imbalanced target pseudo-labels. To avoid overconfident wrong pseudo-labels, Zou et al. [17] further incorporate two types of confidence regularization to CBST. To generate high-quality pseudo-labels, Mei et al. [16] propose a instance adaptive selector to generate more accurate pseudo-labels. In addition, several works [44, 45] have been developed by combining AT and ST methods and presented a great potential. Despite the well-studied CSDAS methods, they cannot detect unknown classes and lead to negative transfer due to mismatched label sets. Therefore, current CSDAS methods are not applicable to an open world and cannot solve OSS tasks well.

Based on such well-studied CSDAS methods, we propose an end-to-end framework, KRADA, which can modify current CSDAS segmentation methods and adapt them for OSS tasks.

B Experiment Setup

B.1 Experiments on Two Synthetic OSS Tasks

Data description: For the task SYNTIA → Cityscapes, SYNTIA originally includes 9,400 synthetic images and has 16 common classes with Cityscapes. These three classes (wall, light, and bus) are selected to form the unknown class, and we discard those images containing either of the three classes. The remaining data in SYNTIA contain 750 images, and there are 13 shared known classes in this task. For the task GTA5 → Cityscapes, GTA5 initially contains 24,966 images rendered from the GTA5 game engine and has the same 19 category annotations as Cityscapes. Similarly, we choose two classes (fence and sign) as the unknown class and only retain the images which do not contain the unknown class. The remaining images in GTA5 include 17 categories and 2,277 images. Cityscapes is a real-world dataset consisting of a training set with 2,957 images and a validation set with 500 images. We divide the Cityscapes training set into training splits of 2,500 images for training and evaluation splits of 457 images for hyperparameter selection. The results on
Table 6: Full results of varying the unknown class on GTA5 → Cityscapes. “B” denotes the best score during training, while “L” denotes the last score at the end of training.

| Method       | road | side | build. | fence | pole | light | terain | veg. | sky | person | rider | car | truck | bus | train | motor | bike | mIoU | mIoU* |
|--------------|------|------|--------|-------|------|-------|--------|------|-----|--------|-------|-----|-------|-----|-------|-------|-----|------|-------|
| CLAN [13]    | B    | 58.1 | 18.4   | 61.0  | 19.2 | 17.8  | 19.3   | 11.0 | 8.1 | 81.8   | 29.5  | 78.5| 52.0  | 7.2 | 20.1  | 8.0  | 5.0  | 0.0  | 28.1 |
|              | L    | 53.8 | 17.8   | 59.9  | 17.9 | 16.5  | 16.2   | 8.2  | 82.2| 29.4   | 79.4  | 51.3| 4.3   | 19.2| 6.7   | 0.0  | 15.6 | 3.3  | 26.8 |
| CLAN + KRADA | B    | 44.7 | 13.1   | 73.8  | 18.1 | 19.6  | 18.5   | 10.8 | 80.2| 30.0   | 73.1  | 51.9| 3.8   | 23.4| 15.7  | 0.0  | 16.1 | 5.9  | 27.8 |
|              | L    | 34.7 | 14.1   | 67.3  | 18.3 | 20.1  | 17.5   | 9.9  | 81.0| 29.6   | 77.9  | 53.0| 5.3   | 22.2| 7.3   | 0.0  | 15.6 | 8.4  | 21.2 |

Table 7: Full results of ablation study on SYNTHIA → Cityscapes. “w/o” indicates without known-region map $R^{kn}$. “Ko” denotes Kolmogorov metric, instead of KL divergence, used as a criterion for pseudo-label generation. “B” denotes the best score during training, while “L” denotes the last score at the end of training.

| Method       | road | side | build. | fence | pole | sign | veg. | sky | person | rider | car | motor | bike | mIoU | mIoU* |
|--------------|------|------|--------|-------|------|------|------|-----|--------|-------|-----|-------|-------|------|------|
| CLAN + KRADA | w/o  | B    | 77.1   | 37.0  | 77.6 | 0.0  | 22.0 | 2.8 | 77.4   | 78.4  | 48.9| 18.0  | 81.6 | 13.5 | 30.0 |
|              | L    | 73.9 | 37.1   | 77.5  | 0.1  | 21.5 | 2.0  | 78.6| 76.8   | 47.2  | 16.9| 80.3  | 13.0 | 25.3 | 0.8  |
| CLAN + KRADA | Ko   | B    | 81.6   | 36.4  | 77.1 | 0.0  | 22.4 | 2.1 | 76.5   | 76.7  | 48.2| 17.9  | 71.2 | 14.0 | 36.9 |
|              | L    | 83.5 | 35.0   | 76.1  | 0.0  | 22.9 | 3.0  | 74.7| 72.2   | 47.5  | 17.8| 72.0  | 14.8 | 27.5 | 3.9  |
| CLAN + KRADA | B    | 80.6  | 36.8  | 77.8  | 0.0  | 24.6 | 2.4  | 76.7| 77.1   | 49.3  | 18.1| 81.7  | 14.3 | 36.7 | 2.1  |
|              | L    | 77.6 | 37.4   | 77.0  | 0.0  | 22.4 | 2.0  | 76.2| 75.2   | 48.5  | 17.3| 80.1  | 13.8 | 29.8 | 1.6  |

Implementation details: For a fair comparison, we adopt the Deeplab-V2 framework with ResNet-101 pretrained on ImageNet as the segmentation base network. We implement KRADA on three CSDAS methods: AdaptSegNet, CLAN, and FADA. For each CSDAS method, we additionally duplicate a last convolution classification module as $C^*$ which is arranged in parallel with the original classifier $C$ after the feature extractor. $C^*$ is identical as $C$ except for the last layer with channel number $\{K\}$ to output the predicted score map over known classes. Regarding the pseudo-label hyperparameters in KRADA, $\alpha$ is empirically defined as 0.1 for balancing the known classes and unknown classes. We adjust the value of $\delta$ from the mean minimum of KL divergence in a step-wise incremented manner to find the optimum. Eventually, for SYNTHIA → Cityscapes task, $\delta$ and $\alpha$ are set to 1.0 and 0.1 in AdaptSegNet + KRADA and CLAN + KRADA, while they are set to 0.02 and 0.1 in FADA + KRADA. For GTA5 → Cityscapes task, $\delta$ and $\alpha$ are set to 1.2 and 0.1 in AdaptSegNet + KRADA and CLAN + KRADA, while they are set to 0.025 and 0.3 in FADA + KRADA. Other experimental settings such as discriminator structure, optimization policy, and hyperparameters in three modified models are almost the same as those described in the original papers. All the models are implemented using Python 3.6 and Pytorch 1.7 on a TITAN Tesla V100 GPU.

Results: We report the full results of ablation studies in Table 6 and Table 7. In Table 6, CLAN + KRADA outperforms CLAN with a significant increase in unknown-class IoU from 0.0% to 21.2% at the last epoch, while it achieves the best unknown-class IoU (27.8%) at the expense of a slight drop in segmenting known classes at the best epoch. Moreover, we can observe the full results in Table 7 to draw consistent conclusions about the known-region map and the statistical measurement, respectively. Furthermore, to justify the necessity of considering the distributional discrepancy, we remove the discriminator which conducts the domain alignment and only introduce pseudo-labels into the network training. This model is denoted as Source-only + PL, and the results are shown in 8. After introducing the unknown-class pseudo-labels, Source-only + PL gains the ability to detect the unknown-class regions compared to Source-only. However, its segmentation performance on known classes is still worse as a result of the distribution shift.

B.2 Experiments on COVID-19 Infection Segmentation in CT Scans

We describe the details of our data used in the COVID-19 infection segmentation task. More specifically, we exploit the public datasets summarized in [36] to construct a real-world OSS task. Source data includes 30

---

1FADA utilizes softmax temperature to output soft probability distribution, so $\delta$ becomes small.
Table 8: Further results on SYNTHIA → Cityscapes. “B” denotes the best score during training, while “L” denotes the last score at the end of training.

| Method                  | road | side | build | fence | pole | sign | veg. | sky | person | car | motor | bike | unk. | mIoU | mIoU* |
|-------------------------|------|------|-------|-------|------|------|------|-----|--------|-----|-------|------|------|------|------|
| Source-only             | B    | 39.9 | 19.2  | 65.4  | 0.0  | 22.4 | 2.0  | 63.8| 70.2   | 47.8| 14.0  | 47.9 | 7.5  | 26.2 | 0.0  |
|                         | L    | 34.5 | 18.0  | 61.7  | 0.0  | 20.9 | 2.0  | 60.1| 67.8   | 48.0| 15.7  | 46.5 | 8.4  | 26.2 | 0.0  |
| Source-only + PL        | B    | 33.2 | 24.7  | 70.7  | 0.1  | 23.7 | 4.8  | 66.8| 68.0   | 46.0| 15.9  | 40.1 | 11.2 | 36.4 | 1.8  |
|                         | L    | 23.4 | 26.2  | 71.7  | 0.1  | 25.2 | 4.2  | 62.6| 65.0   | 47.4| 15.6  | 40.7 | 9.3  | 33.8 | 1.6  |
| OSBP [8]                | B    | 31.7 | 17.4  | 67.5  | 0.0  | 20.3 | 0.4  | 63.0| 71.0   | 33.3| 11.7  | 60.8 | 7.7  | 26.2 | 1.7  |
|                         | L    | 28.7 | 16.3  | 66.6  | 0.1  | 19.5 | 0.6  | 59.0| 72.7   | 28.9| 7.0   | 50.2 | 3.2  | 23.9 | 2.0  |
| FADA [14]              | B    | 84.5 | 39.0  | 79.0  | 0.0  | 27.2 | 1.4  | 83.0| 73.6   | 38.3| 13.3  | 75.6 | 5.1  | 38.6 | 0.0  |
|                         | L    | 82.6 | 37.5  | 79.0  | 0.0  | 25.8 | 1.8  | 82.9| 74.8   | 37.7| 12.9  | 76.3 | 6.6  | 35.0 | 0.0  |
| FADA + KRADA           | B    | 85.0 | 42.2  | 79.4  | 0.0  | 26.5 | 1.4  | 82.1| 73.9   | 46.0| 14.8  | 78.1 | 10.2 | 42.1 | 4.0  |
|                         | L    | 82.2 | 39.4  | 79.2  | 0.0  | 29.0 | 1.5  | 82.1| 75.9   | 44.9| 13.9  | 78.5 | 8.9  | 38.5 | 3.3  |

CT scans which are randomly selected from NSCLC left and right lung segmentation dataset [49, 50, 51] (with CC BY-NC license). Target data consists of 20 COVID-19 CT scans and 10 non-infected CT scans. More specifically, COVID-19 CT scans are publicly available [52] (with CC BY-NC-SA license), and each case has the annotations of the left lung, right lung, and infection. Non-infected CT scans are randomly selected from StructSeg lung organ segmentation [2], and we only use their left lung and right lung annotations. We divide the target data into two parts for training and testing, and each part includes 10 COVID-19 cases and 5 non-infected CT scans. Following [36], we adjust each CT scan to lung window [-1250, 250] and then normalize it to [0,255] for pre-processing. We slice each CT volume into 2D slices and perform the same data augmentation as [53]. In this task, the pseudo-label hyperparameters δ and α are set to 0.3 and 0.01 in AdaptSegNet + KRADA and CLAN + KRADA, while they are set to 0.02 and 0.1 in FADA + KRADA. Other experimental setups are similar to the above two synthetic tasks.

---

2MICCAI 2019 StructSeg: https://structseg2019.grand-challenge.org