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Abstract—Multi-task learning (MTL) is an efficient way to improve the performance of related tasks by sharing knowledge. However, most existing MTL networks run on a single end and are not suitable for collaborative intelligence (CI) scenarios. In this work, we propose an MTL network with a deep joint source-channel coding (JSCC) framework, which allows operating under CI scenarios. We first propose a feature fusion based MTL network (FFMNet) for joint object detection and semantic segmentation. Compared with other MTL networks, FFMNet gets higher performance with fewer parameters. Then FFMNet is split into two parts, which run on a mobile device and an edge server respectively. The feature generated by the mobile device is transmitted through the wireless channel to the edge server. To reduce the transmission overhead of the intermediate feature, a deep JSCC network is designed. By combining two networks together, the whole model achieves $512 \times$ compression for the intermediate feature and a performance loss within 2% on both tasks. At last, by training with noise, the FFMNet with JSCC is robust to various channel conditions and outperforms the separate source and channel coding scheme.

Index Terms—Collaborative intelligence, multi-task learning, deep joint source-channel coding

I. INTRODUCTION

With the development of deep learning [1], the convolutional neural network (CNN) is playing an important role in computer vision tasks, like object detection [2] and semantic segmentation [3]. These tasks are usually studied as separate problems. However, preparing the model for each task individually (i.e., the so-called single-task learning, STL) is inefficient and storage-intensive. Therefore, multi-task learning (MTL) [4] emerges as the times require. In MTL, related tasks are handled using one model, where common features are obtained by sharing a backbone, and different branches are used to solve different tasks. Compared with STL, MTL is more efficient and storage-saving. There are some excellent studies of joint object detection and semantic segmentation [5]–[7]. However, BlitzNet [5] and TripleNet [6] have multiple branches, skipping connections, which makes the backbone complex. DSPNet [7] has many layers and parameters, resulting in high model storage costs. None of these models are suitable for running on mobile devices.

To enable complex models running on mobile devices, a paradigm called collaborative intelligence (CI) [8] has emerged. In CI, a deep model is split between the mobile device and the edge server, which balances the computational load between them. The mobile device extracts and transmits intermediate features from the input signal, and the edge server receives and processes these features. To reduce the transmission overhead, some feature compression methods have been proposed in [9]–[12]. In [9] and [10], HEVC-intra and HEVC-inter are used to compress features, respectively. PNG and JPEG are used to compress features in [11] and [12]. But these models do not take into account transmission errors due to channel noise or interference.

In traditional communication systems, source coding and channel coding are two separate steps. Nowadays, joint source-channel coding (JSCC) is known to outperform the separate approach in practical applications [13]. Recently, the deep learning based joint source-channel coding method [14] has been proposed, which uses an auto-encoder (AE) to compress and transmit images or features over wireless channels. In [15] and [16], a CNN based AE is used to compress and transmit images. In [17]–[19], AE is used to compress the intermediate feature of a STL network. These deep models are trained with noise, so they are robust to channel interference.

To get an MTL network that is suitable for CI and robust to channel interference, in this letter, we propose an MTL network with deep JSCC for the intermediate feature. Firstly, an MTL network (FFMNet) is designed to handle object detection and semantic segmentation. Then FFMNet is split into mobile device part and edge server part. To reduce the transmission overhead, we propose a new AE based JSCC framework to compress and transmit the intermediate feature of FFMNet. Finally, the robust JSCC model for MTL is obtained through training the whole model with channel noise. To the best of the authors’ knowledge, this is the first work to perform JSCC for MTL. Our main contributions are summarized as follows:

1) We propose a novel MTL network, FFMNet, for joint object detection and semantic segmentation. And FFMNet achieves better performance and has fewer parameters than other frameworks.

2) A JSCC network is designed to compress and transmit the intermediate feature of FFMNet, which achieves $512 \times$ compression with a performance loss under 2% on both tasks.

3) The FFMNet with JSCC model is trained to achieve robust transmission over noisy channel. Simulation results show that the performance of the proposed model is much better than that of the separate coding scheme.
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The rest part of this paper is as follows. In Section [II], we show the overall architecture, the details of the FFMNet and the JSCC model, and then introduce the loss functions and training strategy. The dataset and the performance of the FFMNet and the JSCC model are shown in Section [III]. Finally, the paper is concluded in Section [IV].

II. METHODOLOGY

A. Overall Network Architecture

![Fig. 1. The overall architecture of the proposed network.](image)

The overall architecture of the proposed framework is shown in Fig. 1. It contains a mobile device and an edge server. At the mobile device, the input image is first processed by a feature extraction module, which obtains deep intermediate feature $X$ containing enough information for the considered tasks. Since $X$ can be too large in size, transmitting it to the edge server requires significant communication resources. To reduce the communication overhead, an encoder compresses $X$ into a compact feature $Y$, and then sends $Y$ to the edge server through a noisy channel. At the edge server, noisy feature $Y'$ is received and processed by a decoder to get the reconstruction $X'$. Finally, the edge server parses $X'$ using the feature parsing module to obtain the features to be shared by object detection and semantic segmentation.

The wireless channel between the mobile device and the edge server is modeled by an additive white Gaussian noise (AWGN) model. Given an input feature $z \in \mathbb{R}^B$ and an output feature $z' \in \mathbb{R}^B$, the transfer function of AWGN channel is written as $z' = z + n$, with $n \sim N(0, \sigma^2)$. The $\sigma^2$ is the noise variance, which denotes the channel condition. Since the function is differentiable, the network can be trained end-to-end. Besides, to meet the average transmit power constraint of $P = 1$, i.e. $\frac{1}{B} \sum_{i=1}^{B} z_i^2 = P$, a power normalization layer is put at the end of the encoder. We evaluate the performance of the object detection and semantic segmentation for different channel signal-to-noise ratios (SNRs) defined as $\frac{P}{\sigma^2}$.

B. Feature Fusion based Multi-task Network (FFMNet)

Nowadays, MTL is getting more attention, and there are many excellent frameworks. The BlitzNet [5] and TripleNet [6] perform object detection and semantic segmentation, and they exhibit high performance on both tasks at a high speed. In BlitzNet, ResNet50 [20] is used as the basic model, and the two branches perform their respective tasks by sharing a set containing multiscale features. There are many residual connections and ‘ResSkip’ blocks in the backbone to fuse the features of the front and back sides, which makes the backbone very complex. To get an MTL network that is lightweight and CI-suitable, we design a feature fusion based multi-task network FFMNet as shown in Fig. 2. In FFMNet, ResNet50 is also used as the basic model and multi-scale features are used by the two tasks. The difference with BlitzNet is the way of getting the multi-scale features set from the basic model. According to Fig. 2, FFMNet consists of three parts: feature extraction, feature parsing, and task branches.

In the feature extraction part, the Res$_1$ to Res$_4$ are generated by ResNet50 and Res$_5$ is an additional layer. Then the feature fusion technology similar to FSSD [21] is applied to fuse the Res$_2$ to Res$_5$ into one feature $F_0$. The dimension of $F_0$ is $(64, 64, 512)$ and is represented by $(height, width, channels)$. We first use convolutional layers with $1 \times 1$ kernels to convert the channels of Res$_2$ to Res$_5$ into $512$, then the bilinear upsampling method is used to convert the spatial dimensions of Res$_2$ to Res$_5$ into $64 \times 64$. After that, the resized features are added together as $F_0$. At last, the final feature $D_1$ is generated using a convolutional layer with $3 \times 3$ kernels.

![Fig. 2. The architecture of FFMNet.](image)

In the feature parsing part, feature $D_1$ is parsed into a set of multi-scale features to perform the two tasks. The scales from feature $D_1$ to $D_7$ are $(64, 64, 512), (32, 32, 512), ..., (1, 1, 512)$, respectively. The reason for using multi-scale features is that different scale features have different reception fields, which helps to identify objects of different scales [22]. As shown in Fig. 3, the ‘Bottleneck’ of ResNet and ‘Dilated Bottleneck’ are used to generate features with different scales, and the ‘Dilated Bottleneck’ is formed based on ‘Bottleneck’ and dilated convolutional layer. Since the sizes of $D_1$ and $D_2$ are much bigger than others, the ‘Dilated Bottleneck’ with larger receptive field is employed. $D_3$ and $D_4$ are generated by the ‘Dilated Bottleneck’. The remaining small-scale features
are generated by ‘Bottleneck’.

After getting the feature set, object detection head and semantic segmentation head share the features to perform their own tasks, and these heads are the same as those used in BlitzNet. In the detection branch, there are two convolutional layers with $3 \times 3$ kernels for classification and location regression respectively for each size of features in the set. Then the non-maximum suppression (NMS) is employed as the post-processing method to eliminate redundant detection results. On the other side, the segmentation branch first uses upsampling method and $1 \times 1$ convolutional layer to resize the features into the same size (64, 64, 64). Then the rescaled features are concatenated together in channel dimension. At last, a convolutional layer with $3 \times 3$ kernels is to predict the classes of each pixel of the image.

C. JSCC of Intermediate feature

With the idea of CI and the structure of FFMNet introduced before, we split FFMNet into two parts and apply a JSCC network on the intermediate feature. We choose $D_1$ as the split point and propose an AE based JSCC network. The structure of the JSCC network is shown in Fig. 4

![Fig. 4. The proposed JSCC encoder and decoder.](image)

Inspired by [18], an asymmetric structure is designed to reduce computation on the device, so there are fewer layers in the encoder than in the decoder. In the encoder, the downsampling method is proposed to reduce the spatial size of the feature, and the number of feature channels is reduced by a convolutional layer with $3 \times 3$ kernels. Then, the generalized divisive normalization (GDN) [23] layer follows the convolutional layer. At the end of the encoder, we place a power normalization layer. In the decoder, two convolutional layers with $3 \times 3$ kernels recover the channels gradually, and an upsampling layer between them is used to recover the spatial size. The inverse generalized divisive normalization (IGDN) layer performs the inverse operation of the GDN layer.

Compare to the AE in [18], the proposed JSCC network has some advantages: First, the downsampling layer can downsample the spatial size with stride 4, which can not be done with $3 \times 3$ convolutional layers. Second, in the decoder, we use two convolutional layers to recover the channels gradually, which helps to reconstruct the feature. Third, the last activation function is ReLU, which makes the reconstructed feature in the same value range as $D_1$.

By combining this network with the FFMNet, we finally get the JSCC architecture for MTL.

D. Training Strategy

When training FFMNet, the loss function $L_{MTL}$ has two parts: the loss function of object detection $L_{det}$ and semantic segmentation $L_{seg}$. For detection, we use the same loss function in SSD [22], which includes a classification loss $L_{cls}$ and a regression loss of locating the bounding boxes $L_{bbox}$. So the loss function of detection is

$$ L_{det} = L_{cls} + L_{bbox}. $$

(1)

For segmentation, the loss is the cross-entropy between predicted and target class distribution. We add the loss functions of two branches as the final loss function:

$$ L_{MTL} = L_{det} + L_{seg}. $$

(2)

To fully train the network, we propose a three-step training strategy: Firstly $L_{MTL}$ is employed to train the FFMNet. Then we attach the JSCC network at the split point, the sum of the L1 loss between $X$ and $X'$ and the $L_{MTL}$ is the loss function to train the JSCC part, and other parameters are fixed. Finally, we use $L_{MTL}$ to train the parameters of the whole network end-to-end.

To make the whole system robust to the channel noise, the network will be trained at different SNRs by changing the $\sigma^2$.

III. EXPERIMENTS

A. Dataset

In the experiments, we use part of the Open Images Dataset [24] as training and testing data. The training set contains 178847 images and testing set contains 9903 images. All the images are labeled with the annotations of object detection and semantic segmentation, and there are 117 object categories in the annotation.

B. Performance for FFMNet

At the first step of the training strategy, FFMNet is optimized by the Adam algorithm with a mini-batch size of 32 images. The iteration number is 500K, and the initial learning rate is set to $10^{-4}$ and decreased twice by factor 10 at iteration 250K and 450K.

| Network  | mAP(%) | mIoU(%) | Param |
|----------|--------|---------|-------|
| FFMNet   | 40.8   | 44.6    | 63.2M |
| BlitzNet | 40.1   | 44.1    | 87.8M |
| TripleNet| 41.4   | 44.0    | 137.3M|

According to the training settings, FFMNet is well trained. In Table I we compare the performance on two tasks and the number of parameters for the entire network of FFMNet, BlitzNet and TripleNet. The metric for evaluating detection performance is the mean average precision (mAP) and the quality of predicted segmentation masks is measured with mean intersection over union (mIoU). It is shown that FFMNet performs better than BlitzNet while has fewer parameters.
Compared with TripleNet, FFMNet performs slightly worse on detection but better on segmentation. Besides, the number of parameters is reduced by more than 50%, making FFMNet more suitable for CI scenarios than the baseline methods.

To verify whether MTL outperforms STL, we train two STL networks respectively, and the results are shown in Table II. As can be seen from Table II, joint detection and segmentation improves detection and segmentation performance by 0.5% and 4.2%, respectively, indicating that the two tasks are mutually beneficial in FFMNet.

### C. Performance for JSCC model

The proposed JSCC network is trained by the strategy described in Section II-D on the basis of FFMNet.

In the second step of the training strategy, we train the encoder and decoder for 100K iterations, the learning rate is set to $10^{-4}$ and decreased by 10 at iteration 50K. In the third step, the whole network is trained end-to-end for 200K iterations, the learning rate is set to $10^{-5}$ and decreased by 10 at iteration 100K and 150K.

To explore the compression capability of the JSCC model, a group of JSCC models with different compression ratios for the intermediate feature of FFMNet are trained under the noiseless condition. The performance of different JSCC models is shown in Table III, where the original feature dimension is $(H, W, C)$. With performance degradation threshold set to 2% on both tasks, the JSCC model achieves up to $512 \times$ compression of the intermediate feature.

In addition to the compression capability, robustness also needs to be considered in practice. To find the best training SNR (i.e., SNR$_{train}$) for JSCC, multiple networks are trained with channel noise under different SNRs, i.e., SNR$_{train} = 0, 5, \text{and } 10$ dB, where the compression ratio is fixed to $512 \times$.

We plot the mAP of detection and the mIoU of segmentation under different test channel SNRs in Fig. 5. In the figure, there are two baselines. The first baseline is the performance of the FFMNet without compression. The second baseline is the performance of the JSCC model with $512 \times$ compression, which is trained and tested without channel noise. Besides, the performance of the proposed deep JSCC for the intermediate feature is compared with separate schemes that use JPEG for feature compression followed by practical channel coding and modulation.

For separate scheme, we first perform 8-bit uniform quantization on feature. Then, JPEG with different quality parameters is used to compress the quantized feature. At last, channel coding and modulation are employed. We take four combinations of source and channel coding to get the similar performance of the proposed JSCC method. It is obvious that the JSCC method outperforms the separate scheme in Fig. 5.

On one hand, with similar performance, the maximum compression ratio of the separate scheme is $13 \times$ while JSCC is $512 \times$. On the other hand, the proposed JSCC model does not suffer the ‘cliff effect’ in separate method.

For JSCC, with the decrease of SNR$_{train}$, although the two task branches become more robust to the noise at low SNR values, the performance of both tasks degrades a little at high SNR. To get the trade-off between performance and robustness, the model trained with SNR$_{train} = 5$ dB behaves well, so we select it as the final JSCC model for MTL. The final model is CI-suitable and robust to channel interference.

### IV. Conclusion

In this letter, we study the MTL network which is CI-suitable, lightweight, and robust to channel interference. We first propose an MTL network named FFMNet, which performs object detection and semantic segmentation in the meantime. Results show that FFMNet gets higher performance and has fewer parameters than the baseline methods. Then we split the FFMNet into two parts and propose a JSCC scheme for efficient feature compression and robust feature transmission over the AWGN channel. The JSCC scheme achieves $512 \times$ compression for the intermediate feature. Besides, the model trained with SNR$_{train} = 5$ dB exhibits robustness over a wide range of SNR$_{test}$ and outperforms the separate method a lot.
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