Why is sodium-intercalated graphite unstable?
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Na-ion batteries offer an attractive low-cost alternative to Li-ion batteries. Although graphite is used as the negative electrode in conventional Li-ion batteries, attempts to use it in Na-ion batteries have been hampered by the inability of Na to form graphite intercalation compounds (GICs) under moderate conditions. It is generally considered that this is due to the size mismatch between Na and the graphite interlayer spacings, but here we show with detailed first-principles calculations of Li, Na, K, Rb, and Cs GICs that the major reason is the change in chemical bonding between alkali metal (AM) ion and C atoms. van der Waals correction terms are introduced to better reproduce the layered graphite structure, and calculated formation energies of GICs AMC₆, where AM = Li, Na, K, Rb, and Cs, are found to become less negative (less stable) as ion size decreases from Cs to Na as a result of weakening ionic bonding, until the formation energy of NaC₆ becomes positive. The much smaller Li ion represents an exception to this trend, as its bonds with C atoms contain a covalent component, resulting in a negative formation energy. These subtle differences in staging for the different alkali metals explain why graphite is a good intercalation material for Li and K but not for Na.

Introduction

As demand for sustainable energy sources continues to grow, so does the need for cost-effective, high-efficiency, environmentally benign, and durable energy storage devices. Lithium-ion batteries (LIBs), widely used as power sources in mobile electronics (e.g., cell phones, laptops, and PCs) because of their high energy densities and good durability, are today being scaled up or connected in series to power electric vehicles, as well as serving as energy storage systems for intermittent power generators such as wind turbines and solar panels. For these large-scale applications, however, limited lithium reserves are a serious concern, and in recent years efforts to develop practical sodium-ion batteries (SIBs) have increased rapidly because of sodium’s much greater crustal abundance. Compared to the range of sodium-intercalating materials proposed for use as positive electrodes, the materials known to be suitable for use as the negative electrode are considerably fewer in number.

In conventional LIBs, graphite is commonly used as the negative electrode because of its ability to reversibly intercalate Li ions, forming a series of binary graphite intercalation compounds (GICs) as it does so. With the notable exception of Na, the other alkali metals (AMs) are also known to form stable GICs. Graphite is a layered material with sp² hybridized carbon–carbon bonds within the graphene layers and weak van der Waals (vdW) interactions between the graphene layers. Graphite intercalated with electron donors such as alkali metals display a rich variety of phases with different compositions and crystal structures. LiC₆ and KC₈ are examples of stage-1 GICs with the metal intercalated between all the graphite layers. The staging index refers to the number of graphene layers between two successive layers of intercalated alkali metal atoms. A low stage index Na-GIC has never been observed; only higher stage compounds such as NaC₁₈, NaC₆₄, NaC₈₀, in which some Na is intercalated in every eighth layer or less, have ever been reported.

Recent theoretical studies by Nobuhara et al., Wang et al., Okamoto, and Liu using vdW functionals reported similar results. Both confirmed that lower-stage Na-GICs are unstable. Strategies to overcome this limitation on the formation of ternary GICs have been proposed, for example, the intercalation of solvated Na ions (“co-intercalation”). Wen et al. have also reported that expanded graphite, in which the spacing between layers is increased by introducing functional groups, accepts a larger amount of Na intercalation, and the intercalation process was examined using first-principles calculations by Kang et al. In the case of graphite under normal conditions, however, the underlying mechanisms inhibiting Na intercalation remain poorly understood. To uncover the underlying reasons why only Na out of the alkali metals cannot be intercalated into graphite, we have carried out systematic first-principles calculations of the five AM-GIC systems using a vdW functional to reproduce the correct structure of the graphite crystal.

Methodology

First-principles calculations were performed using the projector-augmented wave (PAW) method within the
framework of density functional theory (DFT), as implemented in the VASP code. Exchange-correlation interactions were treated by the generalized gradient approximation (GGA-PBE) with five different van der Waals (vdW) functionals, namely vdW-revPBE, vdW-optPBE, vdW-optB86b, and vdW-D2, implemented using the algorithm of Román-Pérez and Soler.

In the case of vdW-optB88, vdW-optB86b, and vdW-D2 functionals, default values were used for the input parameters. Calculations using standard functionals GGA-PBE and GGA-PBE-sol were also carried out for comparison. For the PAW potentials, 1s and 2s for Na, 2p and 3s for K, 4p and 5s for Rb, 5p and 6s for Cs, and 2s and 2p for C were explicitly treated as valence electrons. Plane wave expansion was performed up to 500 eV with k-point spacings of the Brillouin zone of 0.25 Å⁻¹ using a Γ-point centered Monkhorst-Pack scheme. Lattice constants and internal atomic coordinates were considered fully optimized when residual Hellmann–Feynman forces were smaller than 10⁻³ eV Å⁻¹.

The stabilities of AM-GICs were evaluated by calculating their formation energies (ΔE) according to

\[ ΔE = E_{AM-GIC} - E_{graphite} - E_{AM} \]

where \( E_{AM-GIC} \), \( E_{graphite} \), and \( E_{AM} \) are the total energies of the AM-GIC, pure graphite, and alkali metal, respectively, after structure optimization.

### Results and discussion

#### Comparison of van der Waals functionals

Previous studies have shown the importance of van der Waals forces in holding the 2D graphite structure together. It is also well known that the conventional GGA functional is unable to reproduce the layered structure of graphite, while the LDA functional can. Neither functional explicitly includes transient polar interactions, so the different results likely stem from the fact the LDA functional overestimates binding between atoms. Recently, many types of functionals have been developed to reproduce dispersive van der Waals interactions in weakly bonded systems. In this study, five types of van der Waals functionals were tested to assess how well they reproduce the structures and energetics of pure graphite and AM-GICs. Structural parameters obtained from the different functionals are compared in Tables 1 and 2 for pure graphite and LiC₆, respectively. Most functionals apart from conventional GGA predict the graphite structure to be stable, but the vdW-D2 functional underestimates the c parameter by over 4%, while the GGA-PBE-sol and GGA + vdW-revPBE functionals overestimate it by more than 5%. In contrast, in the case of LiC₆, all functionals, including the conventional GGA-PBE and GGA-PBE-sol functionals, reproduced the structure reasonably well, consistent with previous studies. This is because the intercalated Li atoms bond with C to hold the graphene sheets together. Of the functionals examined, the vdW-optPBE functional produced the smallest deviations from experiment for both the graphite and LiC₆ structures, so this was chosen for further calculations.

#### Stability of alkali-metal graphite intercalation compounds

Formation energies were calculated for different alkali metal concentrations in the graphite layers. Similar to previous reports, energy differences between different stacking sequences of the graphite layers for the same alkali metal content were relatively small, so for the purpose of comparison, AA stacking of graphite sheets was assumed hereafter. Using the above assumptions, formation energies of the AMC₆ series (AMC₆, AMC₁₂, AMC₂₄, AMC₃₆, AMC₄₈, AMC₇₂) and AMC₈ series (AMC₆, AMC₁₀, AMC₁₂, AMC₁₄, AMC₆₄, AMC₈₀) for AM = Li, Na, and K were calculated. The results for Li, K, and Na-C systems are summarized in Fig. 1(a)–(c), respectively. In Fig. 1(a), Li-GICs are stable even for low-stage structures (high Li concentrations). In fact, the stability increases with increasing Li...
content down to stage 2, before decreasing slightly for stage 1 for both LiC₆ and LiC₈ series. As shown in Fig. 1(b), despite the large ionic radius of K, K-GIC is more stable than Li-GIC for the same stage and series, and unlike the Li-GIC system, K-GICs are stable over the entire range of stages considered. Perhaps surprisingly, the change in stabilities with staging level follows the same trend as for Li-GICs. In contrast, Fig. 1(c) shows that the formation energies of Na-GICs are positive over the entire range of stages examined, indicating that Na-GIC is thermodynamically unstable for all compositions. Apart from this, however, the same trend is followed as for Li-GICs and K-GICs. These trends are in good agreement not only with previous experimental results but also with theoretical reports as well.

As expressed by eqn (1), the formation energies of AM-GICs are a function of the total energy of the intercalated compound, the total energy of graphite, and the total energy of the pure metal. When comparing the different systems, the total energy of graphite is constant, so the trends in AM-GIC formation energies must be due to changes in the stabilities of the alkali metals or changes in the intercalated system energies. It would be easy to rationalize the instability of Na-GICs if Na metal were exceptionally stable, for example. However, of these three alkaline metals, Li metal is most stable (lowest energy), decreasing as the atomic radius increases. The reason for the deviation in linearity for the formation energies must lie in the nature of the AM-GICs themselves.

**Origin of the instability of Na-GICs**

Of the AM-GICs examined in the previous section, only Na-GIC is unstable for all intercalation stages. Extending these calculations to a wider range of alkali metals suggests that it is actually Li-GICs that deviate from the trend rather than Na-GIC. For example, Fig. 2 shows calculated formation energies of AMC₆ structures where AM = Li, Na, K, Rb and Cs. Of the five alkali metals, only NaC₆ has a positive formation energy. For cations larger than Na⁺, the formation energy becomes more negative (more stable) as the ion radius increases.

The electronegativity of alkali metal atoms decreases down the period, meaning that the larger the ion radius, the greater the ionicity of the bond between metal and C atoms. Conversely, as the ion radius decreases, the metal–carbon bond becomes progressively weaker, with formation energies becoming more positive until for Na-GIC the formation energy is positive (i.e., NaC₆ is unstable). For the smallest alkali metal, Li, the formation energy of the intercalated compound breaks from this trend, becoming negative again, consistent with Li-GICs being observed to be stable by experiment.

The reason for this apparent anomaly is that the binding energies of the GICs consist not only of an ionic component but also of a covalent component between the metal and carbon atoms. Maps of electron densities through the centers of AM and C atoms in AMC₆ compounds for AM = Li, Na, and K, plotted to the same scale, are shown in Fig. 3. In the case of KC₆ and NaC₆, the electron density between C and AM is negligibly small. In the case of LiC₆, the bond length is shorter and the electron density between C and Li atoms is greater. This indicates that in Li–C bonds there is a certain amount of sharing of electrons between atom species, in other words, a non-negligible covalent bond component. In contrast to Na-GIC and K-GIC, the increased covalent bonding in Li-GICs is sufficiently large to overcome the decrease in the ionic component,
so that Li-GICs are more stable than Na-GICs. In other words, it is the balance between the proportion of iconicity and covalency in the metal–carbon bond that determines the shape of the formation energy versus ionic radius plot. Without the contribution from covalent bonding between C and Li atoms, Li-GICs would be even less stable than Na-GICs.

Conclusions

Density functional theory calculations incorporating van der Waals functionals to reproduce accurately the graphite layer structure were performed to evaluate the stabilities of alkali-metal graphite intercalation compounds. The main findings can be summarized as follows: Na-GIC was found to be thermodynamically unstable for all Na concentrations examined (stages 1 to 12). Li-, Na-, and K-GICs exhibit similar changes in formation energy as a function of stage number, although the absolute energies are very different. Of the wide range of staged structures examined, stage-2 AM-GICs, rather than stage-1 AM-GICs, were found to be the most stable (lowest energy) for Li, Na, and K. Of the five alkali metals examined, only Na-GICs were found to be unstable for all intercalation stages. Comparison of the formation energies of stage-1 AM-GICs revealed that Na actually conforms to the expected intercalation behavior extrapolated from the behavior of the larger alkali metals. Rather than Na, it is Li that is the exception to the trend obeyed by the alkali metals because, unlike the larger alkali metals, Li–C bonds contain a non-negligible covalent component that helps stabilize the intercalated layered material.
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