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Abstract: Recent researches on behavioral finance have tested for, among others, evidence for the relations between weather, investors’ mood, and investment decisions. Many of the researches related to the influence of some weather factors, such as sunshine duration on stock exchange returns, but there is no complex research taking into account a wide group of weather factors determining investors’ mood. The main goal of the article is to verify the influence of weather factors on basic market parameters of energy sector companies quoted on the Warsaw Stock Exchange. Rates of return, trading volumes, and values of trading volume are taken into account during the research. All analyses are based on econometric models assuming the existence of typical problems of estimation such as: autocorrelation of residuals, heteroskedasticity, or abnormality of residuals. The best approximation of models was obtained for GARCH (Generalized Autoregressive Conditional Heteroskedasticity) type models.
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1. Introduction

Climate change is an important element of observation not only in the field of the natural environment but also the economy. An important concept that has developed in connection with climate change and found an important place in the economy is weather risk [1–3]. In general, this type of risk relates to the company’s operations to fluctuations in weather factors. The weather factors include temperature, precipitation (rain, snow, hail) and wind strength. Analyzes related to weather factors’ impact on the economy (at different levels of aggregation) are widely discussed in the literature on the subject. It has been proven [4] that temperature changes affect the rate of changes in economic growth. The results of these studies indicate that an increase in temperature causes a decrease in production growth, which negatively impacts economic growth. It is also worth noting that various approaches or models are used in this type of research. For example, the DICE (Dynamic Integrated model of Climate and the Economy) model was used for the impact of temperature changes on economic growth. This model was used to investigate the impact of temperature changes on the GDP growth rate [5]. Another approach is the study on estimating the impact of temperature and forecasts of its changes on the profitability of farms [6]. In turn, in Lu et al. [7], time series were used to build the trans-log production function model. The obtained results indicated the negative impact of temperature changes (increase) on regions’ economic development.

The interest of researchers in the field of climate change is also evident within the stock market. Behavioral finance is particularly relevant to climate change and weather...
risk. In this case, the key element is the analysis of the impact of climate change on the behavior of investors on the stock market. Research results in this area [8–11] have shown a relationship between weather factors, investor sentiment and investment decisions. For example, Hirshleifer and Shumway [12] wrote about the impact of sunny days in the US on returns from the stock exchange. However, it is impossible not to mention that the first article on this issue was written in 1993 [12] and concerned the study of the influence of the sun on the stock market on the NYSE example. In general, it is worth noting that the information on the impact of changes in weather factors is important for the economy at various levels of aggregation, including the stock market. The article focuses on the study of the impact of weather changes on companies in the energy sector. Attention was paid to investors’ behavior resulting from changes in weather factors. In light of behavioral finance, this problem relates to their reaction and making investment decisions through the prism of emotions [13]. In turn, these emotions are strongly related to the investor’s mood due to weather changes [14–16]. It is worth mentioning one of the studies that indicated the relationship of weather at all-sunlight on the mood, behavior and emotions of the respondents [8,17]. Therefore, weather factors can be treated as information that reaches the investor and is subject to him. The shaping of the investor’s behavior influences the picture of the market—visually illustrated by the fluctuation of the prices of financial instruments for which the investor has decided to buy or sell them. It should also be noted that the information on changes in factors is non-financial information and belongs to the category of directly immeasurable factors. For example, it is difficult to directly measure an investor’s current mood caused by a change in the weather. However, it can attempt to test the investor’s mood through the prism of changes in financial instruments’ prices on the market when an investor decides to buy or sell, for example, shares. In this case, investor de facto influence changes in their prices. By combining information on weather factors changes with changes in the prices of financial instruments listed on the stock exchange, one can address the impact of weather factors on investors’ behavior.

It is worth noting that the issue of information on the impact of weather factors changes may also be an element of continuing research on the effectiveness of stock markets. The efficient market hypotheses and the mechanisms of market operation and the impact of information on stock exchanges were established by Fama [18]. The development of stock markets and the intensification of work in searching for factors influencing changes in the prices of financial instruments or investors’ behavior directed researchers to analyze the influence of weather factors on the shaping of stock markets. The article’s main aim is to verify the influence of weather factors on the basic market parameters of energy companies listed on the Warsaw Stock Exchange (WSE). The research used: rates of return, turnover volumes and turnover values for energy companies listed on the WSE. The study used econometric models of time series of the ARCH (Autoregressive Conditional Heteroskedasticity) and GARCH (Generalized Autoregressive Conditional Heteroskedasticity) type. Models of this type assume the occurrence of typical estimation problems such as residual autocorrelation, heteroscedasticity of the random term or residual abnormality. The use of this type of models was justified due to the specificity of the problem studied. The results of the study indicated that the best approximation of the models was obtained for GARCH models. The considerations and results of the research conducted in the article complement the existing research gap in the modelling of changes in the stock market as a result of changes in weather factors. The approach proposed in the article using selected econometric models shows the usefulness of econometric methods and complements the existing state of knowledge in this field. The article was organized as follows. Introduction—being a background for the relationship between weather factors and investors’ behavior on the stock market, including their investment decisions. The second chapter on the presentation of the adopted research methodology. This section also includes information on the scope of the study and the data used. The results of the study are presented in the next part. The fourth chapter contains a substantive discussion concerning the obtained research results.
The article ends with the conclusions, which summarize the research results and indicate the need for their further continuation.

2. Literature Review

It is necessary to turn back to the psychology of human behavior to understand the proposed idea of the research is necessary. Many psychologists researched the influence of weather factors on individuals’ behavior. It should be underlining such works as Howarth E. and Hoffman M.S.A. They proved there are connections between mood and weather factors. For example, they found that humidity, temperature and hours of sunshine had the greatest effect on mood. It was also very interesting in this work that high levels of humidity lowered concentration and it caused the increase in sleepiness. Another important conclusion in this research was that the temperature has a positive impact on the human mood and humidity is the most significant predictor in regression analysis [13].

Nofsinger J.R. in his book wrote about the influence of unrelated emotions on the making decision process [19]. This unrelation means the emotions, which could not be assigned to any decision. The investor could be in a good mood because of the weather or because the winning of the favorite football team. Such a finding is strictly tied with risk-as-feelings hypothesis by Loewenstein G.F. & others [20]. The connections between different groups of factors influencing making decision process are presented on the Figure 1. It was shown that even when some of factors have an impact on cognitive valuation, some of them have an impact on feelings, but taking into account feedbacks in relations between cognitive valuation and feelings, many different factors influence on behavior. De facto, it results also other emotions in the end.

![Figure 1. Risk-as-emotions hypothesis. Source: [20].](image_url)

Presented figure indicates on three premises supporting investment decision (including risk and uncertainty affected by feelings). These groups are as follows:

- Cognitive evaluations inducing emotional reactions–documented by psychologists’ researches [21].
- Emotions informing cognitive evaluations–optimistic mood tends to make optimistic judgements and negative–negative judgements [22].
- Feelings affecting individual’s behavior–the problem was raised in Damasio’s study [23], where it was climbed that emotions play a key-role in the making decision process in terms of uncertainty and risk.

Loewenstein theory is a base for behavioral finance’s “misattribution bias” [24], which stands that general well-being and moods could influence on financial decisions [19]. The traditional attempt to finance is based on rational expectations and it assumes that individuals support their investment decisions using fundamental analysis or modern portfolio theory. Such an approach requires to fulfill assumptions connected to methods, tools, and in the first raw market efficiency (EMH). The existence of market efficiency means that every significant information is immediately reflected in the price of financial assets [18]. The discussion point is what does it mean “significant information” and
“immediately”? However, if there could be any possibility to used econometric models to forecast market prices the market will be merely in the weak form of the efficiency. So, if there are such possibilities, it generates another one question, namely do the level of market development influence on the creation of possibilities for using relations between prices and other, even non-economic, factors. It seems the developing, small or medium markets are more vulnerable on emotional factors [25].

The literature indicates that scientific analyses focusing on the verification of market efficiency or existence of behavioral phenomena are often engaged in explaining relationships between market parameters factors determining emotional reactions of individuals [15,26,27]. Thanks to quantitative tools, they try to find indirect relations to enrich supporting financial decision process. Many researches in the last decade focused on the influence of sunshine days on emotions of stock exchange investors [12,16,28]. Various approaches are used in modelling the impact of changes in weather factors on stock markets. In particular, however, it is worth paying attention to the use of certain types of approaches or econometric models. Research [29,30] showed the influence of changes in weather factors on the volatility of shares. The authors verified the hypotheses about these dependencies using MA-MSD methods. Similar results in terms of dependence were obtained in research Kang et al. [31]. In this case, the influence of moon phases on the rates of return on 62 stock markets was examined. The analyzes used a panel fixed effects model. Mugerman, Yidov and Wiener [32], using regression studied the effect of the shift from daylight saving time (summertime) to Standard Time (winter time) on stock markets. In turn, the results Apergis and Gupta [33], indicate that some weather-related, but no seasonal affective disorder related effects on the financial market. Selected regression models were also used in this case. The paper [34] refers to market efficiency, and the empirical study considers the concept of mood beta, an asset’s return sensitivity to investor mood variations. The work results indicate the repetition of changes in the prices of shares or equity portfolios when the moods match. Similar results of connections were also obtained in the works [35,36].

Research results [37] indicate that the inclusion of weather variables helps to model the GJR-GARCH process [38–40] in the conditional variance. The authors also referred to as the market efficiency hypothesis and weather anomalies. Frühwirth and Sögnér [41] focus on checking the explanatory power of certain weather variables, measured as deviations from their monthly averages, in New York (leading international financial trading centre) for South African stock returns. GARCH models [42,43] and the random walk model were used in the analyzes. Reference was also made to the possibility of forecasting price changes due to changes in weather factors. Better results were obtained for the GARCH model. Research conducted [44] in the Greater China region’s stock market also confirmed the existence of links between weather factors, return rates, and share volatility. In analysis were using a mixture of four weather numerically measured variables and five weather forecast dummy variables. The study used different combinations of autoregressive models (e.g., ARCH (Autoregressive Conditional Heteroskedasticity), TGARCH (Threshold GARCH), EGARCH (Exponential GARCH), ARMA (Autoregressive Moving Average)).

The research [45] examined solar and cosmic weather phenomena’ influence on the volatility of the SPDR fund price index (XLF). The paper compares the MAPE (Mean Absolute Percentage Error) and RMSFE (Root Mean Squared Forecast Error) forecasting criteria for the ARCH and GARCH autoregressive models. The research results indicated a significant correlation between selected weather factors and changes in the fund’s price index. However, the results of studies using autoregressive models give similar results. It is worth noting that the studies try to adapt the models to the conditions and markets they study. Hence, in many works, autoregressive models of various classes are used. As shown in the literature on the subject, there is no clear-cut solution for studying the connections and the impact of weather factors on the stock markets. Therefore, analysts are still looking for methods to describe and model changes resulting from changes in weather factors. This situation means that the issue of conducting research remains topical and worth attention.
3. Materials and Methods

The research was based on the data collected from Warsaw Stock Exchange and Institute of Meteorology and Water Management National Research Institute in Poland. Time series cover the period from January 2010 to December 2020 for seven energy branch companies quoted on the Warsaw Stock Exchange such as: Bedzin CHP Plant in Poznan, Energa in Gdansk, Combined Heat and Power Plants Kogeneracja in Wroclaw, PAK in Konin, Polish Energetic Group in Warsaw, Polenergia in Warsaw and Tauron Polish Energy in Katowice. Three kinds of dependent variables were analyzed in econometric models, describing relations between stocks and weather factors. The role of dependent variables was played by:

- logarithmic rates of return;
- logarithmic changes of trading volume;
- logarithmic changes of trading volume value.

These three variables play role of dependent variables: logarithmic rate of return reflects general investors activity but changes in trading volume and trading value describe emotional reactions of investors [46].

The estimation of econometric models involved following variables:

- logarithmic rates of return (normal and lagged);
- average temperature;
- Sum of falls (mm)
- Sunshine duration (hours)
- Time of rain fall (hours)
- Time of snow fall (hours)
- Time of sleety rain falls (hours)
- Average daily cloudiness (octants)
- Average daily wind speed (meters per second)
- Average daily humidity (%)
- Average daily pressure (hPa)

Weather factors were collected for main locations of detailed companies. Therefore, database is different for every stock company taking into account both time series length and location of weather station.

The models describing relationships between are based on the simple regression model and residuals are estimated using (G)ARCH-type models. The models described below were analyzed during the research.

The first was estimated model describing dependent variable was the simple regression model calculated with an equation as follows:

\[ y_t = \gamma_0 + \sum_{k=1}^{n} \gamma_k X_{kt} + \epsilon_t \]  

where:

- \( y_t \) denotes one of three dependent variables in \( t \)-time;
- \( X_{kt} \) is the value of regressor \( k \) in period \( t \);
- \( \epsilon_t \) is the random component normally distributed N(0,1).

(G)ARCH(p,q) models were the best approximants for residuals obtained for simple regression models (1) for described variables.

ARCH(q) (autoregressive conditional heteroskedasticity) is a type of the econometric model used for the analysis of time series. It was proposed by Robert Engle [47] in 1982, based on the autoregressive process with conditional heteroskedasticity, in which the variance of the random component is explained by an appropriately constructed the equation and additional information about the random term is used in the maximum likelihood function. In a broad sense, if the variance of the random component of the explained variable is an ARCH process, then the explained variable itself can also be considered an ARCH process. The most important advantages of the ARCH model are the admission of the time-variable conditional variance of the process and the possibility...
of describing the fat-tail effect and grouping the variance. The basic ARCH(q) model is expressed as in work of Engle [47]:

\[ h_t = \alpha_0 + \sum_{i=1}^{q} \alpha_i \epsilon_{t-i}^2 \]  
(2)

where:
- \( h_t \) — conditional variance;
- \( \epsilon_t | I_{t-1} \sim N(0, h_t) \)
- \( I_t \) — the set of information available in period \( t \);
- \( \alpha_0 > 0, \alpha_i \geq 0, i = 1, \ldots, q \) and \( \sum_{i=1}^{q} \alpha_i < 1 \).

The ARCH process is the base case of a general model GARCH (Generalized Autoregressive Conditional Heteroskedasticity). It is used, inter alia, when the number of ARCH delays is too high. Compared to the ARCH, it better describes fat-tailed distributions and better fits the empirical data. The model does not allow modeling the leverage effect and taking into account the long memory effect. This model adds lags in the variance to Equation (2). The GARCH(p,q) was first expressed in work of Bollerslev [48]:

\[ h_t = \alpha_0 + \sum_{i=1}^{q} \alpha_i \epsilon_{t-i}^2 + \sum_{j=1}^{p} \beta_j h_{t-j} \]  
(3)

The following parameters should comply with the conditions to guarantee the variance will be non-negative:
- \( \alpha_0 > 0, \alpha_i \geq 0, \beta_j \geq 0, i = 1, \ldots, q, j = 1, \ldots, p \).

The EGARCH (Exponential GARCH) was described by Nelson [49] and it allows simulating the leverage effect by using an asymmetric information influence curve. It does not require non-negative coefficients and thus takes into account a negative correlation between e.g., the rate of return and the variance. Moreover, it simulates the phenomenon of grouping variances [50,51].

The generalized form of the EGARCH exponential model can be represented by the following equation [52–54]:

\[ \log(h_t) = \alpha_0 + \sum_{i=1}^{q} \alpha_i \log(\epsilon_{t-i}^2) + \gamma \frac{y_{t-1}}{h_{t-1}} + \delta \log(D_{t-1}) \]  
(5)

\[ y_t = \sqrt{h_t} \epsilon_t \]  
(4)

where:
- \( D_{t-1} \) — a dummy variable which takes a value of 1 when \( \epsilon_{t-1} < 0 \) and 0 when \( \epsilon_{t-1} \geq 0 \).

The NARCH (non-linear ARCH) is a non-linear GARCH model which is a modification of this model [54]. Eliminates cases in which residues with different signs would compensate each other during the summation operation. NARCH model can be expressed by an Equation (6):

\[ \log(h_t) = \alpha_0 + \sum_{i=1}^{q} \alpha_i \log(\epsilon_{t-i}^2) \]  
(6)

GJR-GARCH is a non-linear model proposed by Glosten, Jagannathan and Runkle [55], which models the asymmetric impact of positive and negative news on variability. The approach is analogous to that of the EGARCH model, with the only difference that in the GJR-GARCH model each arm of the information impact curve is described by a half of the parabola with a different slope. The model is suitable for the approximation of the leverage effect. NARCH model is represented by a following equation:

\[ h_t = \alpha_0 + \sum_{i=1}^{q} \alpha_i \epsilon_{t-i}^2 + \delta_i D_{t-i} \epsilon_{t-i}^2 + \sum_{j=1}^{p} \beta_j h_{t-j} \]  
(7)

where:
- \( D_{t-i} \) — is a dummy variable which takes a value of 1 when \( \epsilon_{t-i} < 0 \) and 0 when \( \epsilon_{t-i} \geq 0 \), when \( \delta_i > 0 \) negative shocks will have a larger impact on conditional standard variance than positive shocks [56].
The Taylor-Schwert GARCH model is a special variation of the APARCH (Asymmetric Power GARCH—generalization of the GJR-GARCH model) model [57], in which the estimates are not based on variance but standard deviation.

The Taylor-Schwert GARCH(p,q) is a combination of models proposed by Taylor in 1986 [58] and by Schwert in 1989 [59]. It describes the conditional standard deviation as a distributed lag of the absolute residuals and the lagged conditional standard deviations [60]. The TS-GARCH(p,q) model could be described by an Equation (8):

$$h_t = \alpha_0 + \sum_{i=1}^{q} |\varepsilon_{t-i}| + \sum_{j=1}^{p} \beta_j |h_{t-j}|$$

The TGARCH(p,q) (Threshold GARCH) is a combination of propositions of Zakoian [61] and GJR-GARCH [62]. It presents the conditional variance as a linear piecewise function. The general equation can be described as:

$$h_t = \alpha_0 + \sum_{i=1}^{q} \alpha_i \varepsilon_{t-i}^2 + \delta_i D_{t-i} \varepsilon_{t-i}^2 + \sum_{j=1}^{p} \beta_j h_{t-j}$$

Markings are similar to GJR-GARCH model.

All models were estimated with maximum likelihood function with GRETL program. The maximum likelihood methods of parameters estimation procedure is given by:

$$\ln L = -\frac{N}{2} \ln 2\pi - \frac{1}{2} \sum_{i=1}^{N} \ln h_t(\theta) - \frac{1}{2} \sum_{i=1}^{N} \frac{U_i^2}{h_t(\theta)}$$

where \(\ln L\) is the likelihood function, \(N\) is the length of the time period, \(h_t(\theta)\) is the conditional variance described by function:

$$h_t(\theta) = e^{\alpha_1 + \alpha_2 \ln t}$$

4. Results

As mentioned earlier, the analysis of the influence of weather factors was carried out in the cross-section of three dependent variables. Basically, the most interesting from the analysis point of view is the research of the trading volume, also in terms of value. Thus, when modeling the ‘change of trading value’, it should be stated that the weather factors of significant importance in this case should include: sunshine duration, sum of falls, average daily cloudiness and average daily pressure. We can observe this by analyzing the results listed in Table 1.

The volatility of these factors seems to have a significant impact in the context of the analyzed phenomenon, which in a sense seems to confirm behavioral beliefs in this regard. The sunshine duration is of great importance here, as this variable is indicated as the main element responsible for the broadly understood investment mood.

The multiplicity of variables of significant importance seems to be confirmed in the ‘change of value’ analysis (Table 2). Although the variable ‘sum of falls’ ceases to be relevant in this case, the analysis of the atmospheric pressure level becomes extremely important. This weather factor is indicated in many studies as extremely important in generating certain investor behaviors [63,64]. Bassi A., Colacito R. and Fulghieri P. [37] also find that air pressure positively affects our buying and selling transactions.
Table 1. Parameter values and a significance level of independent variables for individual companies (dependent variable: Change of trading value).

| Parameter | Coefficient | st. Error | z      | p-Value     |
|-----------|-------------|-----------|--------|-------------|
| const     | -3.539172   | 0.007038  | -502.823 | 0.0000 *** |
| av. temperature | 0.003201 | 0.000331 | 9.657 | 4.60 × 10⁻²² *** |
| sum of falls | 0.001498 | 0.000255 | 5.877 | 4.18 × 10⁻⁹ *** |
| sunshine duration | 0.004999 | 0.000414 | 12.071 | 1.86 × 10⁻³⁵ *** |
| time of rainfall | -0.010569 | 0.000486 | -21.774 | 4.48 × 10⁻²² *** |
| av. d. cloudiness | 0.004285 | 0.000345 | 12.431 | 1.86 × 10⁻³⁵ *** |
| av. d. humidity | 0.003347 | 5.81538 × 10⁻⁵ | 57.562 | 0.0000 *** |
| time of rainfall | -0.010569 | 0.000486 | -21.774 | 4.48 × 10⁻²² *** |
| av. d. cloudiness | 0.004285 | 0.000345 | 12.431 | 1.86 × 10⁻³⁵ *** |
| av. d. humidity | 0.003347 | 5.81538 × 10⁻⁵ | 57.562 | 0.0000 *** |
| av. d. pressure | 0.003204 | 8.62110 × 10⁻⁶ | 371.613 | 0.0000 *** |
| Rt       | -7.290827   | 0.402704  | -18.101 | 2.93 × 10⁻⁷³ *** |
| Rt-1     | 1.595134    | 0.203706  | 7.831 | 4.86 × 10⁻¹⁵ *** |

| Parameter | Coefficient | st. Error | z      | p-Value     |
|-----------|-------------|-----------|--------|-------------|
| const     | 0.183705    | 0.074777  | 2.457 | 0.0140 **   |
| sunshine duration | -0.008466 | 0.004754 | -1.781 | 0.0749 *    |
| av. d. cloudiness | -0.027144 | 0.010643 | -2.550 | 0.0108 **   |
| Rt       | 3.59017     | 0.466560  | 7.695 | 1.42 × 10⁻¹⁴ *** |
| Rt-1     | -1.63433    | 0.845982  | -1.932 | 0.0534 *    |

| Parameter | Coefficient | st. Error | z      | p-Value     |
|-----------|-------------|-----------|--------|-------------|
| const     | 11.727742   | 0.013759  | 852.300 | 0.0000 ***  |
| Rt       | 1.086630    | 0.189142  | 5.745 | 9.19 × 10⁻⁹ *** |
| Rt-2     | 2.698861    | 0.161277  | 16.730 | 7.36 × 10⁻⁶³ *** |
| av. temperature | 0.006169 | 0.000514 | 11.990 | 3.82 × 10⁻³³ *** |
| sum of falls | -0.020487 | 0.00683 | -29.970 | 2.28 × 10⁻¹⁹ *** |
| sunshine duration | -0.028149 | 0.00325 | -86.490 | 0.0000 ***  |
| time of rainfall | -0.018224 | 0.001685 | -10.810 | 2.95 × 10⁻²⁷ *** |
| t. of sleety rain falls | -0.070292 | 0.000347 | -202.700 | 0.0000 ***  |
| av. d. cloudiness | -0.022197 | 0.000296 | -74.920 | 0.0000 ***  |
| av. d. wind speed | 0.001907 | 0.000322 | 5.924 | 3.14 × 10⁻⁹ *** |
| av. d. pressure | -0.011272 | 2.08507 × 10⁻⁵ | -540.600 | 0.0000 ***  |

| Parameter | Coefficient | st. Error | z      | p-Value     |
|-----------|-------------|-----------|--------|-------------|
| const     | 0.033119    | 0.027313  | 1.213 | 0.2253      |
| Rt        | 3.093256    | 1.215881  | 2.544 | 0.0110 **   |
| sum of falls | -0.013160 | 0.007697 | -1.710 | 0.0873 *    |

| Parameter | Coefficient | st. Error | z      | p-Value     |
|-----------|-------------|-----------|--------|-------------|
| const     | 2.067465    | 0.003243  | 637.500 | 0.0000 ***  |
| Rt        | 1.339902    | 0.219941  | 6.092 | 1.11 × 10⁻⁹ *** |
| av. d. pressure | -0.002022 | 8.02564 × 10⁻⁶ | -252.000 | 0.0000 ***  |

| Parameter | Coefficient | st. Error | z      | p-Value     |
|-----------|-------------|-----------|--------|-------------|
| const     | -0.173780   | 0.658214  | -1.048 | 0.2946      |
| sum of falls | -0.014658 | 0.844329 | -1.736 | 0.0825 *    |
| time of snow falls | -0.223481 | 0.010274 | -2.438 | 0.0148 **   |
| av. d. cloudiness | -0.032682 | 0.019214 | -1.701 | 0.0890 *    |
| av. d. humidity | 0.004782 | 0.002776 | 1.722 | 0.0850 *    |
### Table 1. Cont.

| Parameter                      | Coefficient | st. Error   | z       | p-Value       |
|--------------------------------|-------------|-------------|---------|---------------|
| Models for Tauron, localization-Katowice |             |             |         |               |
| const                          | -0.632573   | 0.003438    | -144.300 | 0.0000 ***    |
| Rt                             | 1.386932    | 0.175820    | 7.888   | 3.06 × 10^{-15} *** |
| sunshine duration              | -1.035316   | 0.463896    | -2.323  | 0.0256 **     |
| av. d. pressure                | 0.003364    | 0.001850    | 1.818   | 0.0690 *      |

* *, **, *** represent significance at the 10%, 5%, and 1% levels.

### Table 2. Parameter values and a significance level of independent variables for individual companies (dependent variable: Change of volume).

| Parameter                      | Coefficient | st. Error   | z       | p-Value       |
|--------------------------------|-------------|-------------|---------|---------------|
| Models for Bedzin, localization-Poznan |             |             |         |               |
| const                          | -3.254317   | 0.001494    | -2179.000 | 0.0000 ***    |
| av. temperature                | 0.002003    | 0.000389    | 5.141   | 2.73 × 10^{-7} *** |
| sunshine duration              | 0.007617    | 0.000607    | 12.551  | 4.00 × 10^{-5} *** |
| time of rain fall              | -0.009165   | 0.000103    | -19.861 | 8.88 × 10^{-5} *** |
| t. of sleety rain falls        | 0.008741    | 0.000287    | 38.301  | 0.0000 ***     |
| av. d. cloudiness              | 0.007121    | 0.000134    | 53.228  | 0.0000 ***     |
| av. d. wind speed              | -0.010837   | 0.000311    | -34.811 | 1.48 × 10^{-5} *** |
| av. d. humidity                | 0.002764    | 6.46234 × 10^{-5} | 42.770 | 0.0000 ***     |
| av. d. pressure                | 0.002977    | 1.04497 × 10^{-5} | 284.921 | 0.0000 ***     |
| Rt                             | -7.618912   | 0.246380    | -30.922 | 5.78 × 10^{-12} *** |
| Rt−1                           | 1.672107    | 0.071453    | 23.401  | 4.13 × 10^{-12} *** |
| Rt−2                           | -0.308714   | 0.007982    | -38.673 | 0.0000 ***     |

| Models for Energa, localization-Gdansk |             |             |         |               |
| const                          | 0.221002    | 0.084224    | 2.624   | 0.0087 ***    |
| sunshine duration              | -0.009169   | 0.005328    | -1.721  | 0.0853 *      |
| av. d. cloudiness              | -0.033288   | 0.011939    | -2.788  | 0.0053 ***    |

| Models for Kogenera, localization-Wroclaw |             |             |         |               |
| const                          | 7.209262    | 0.015296    | 471.302 | 0.0000 ***    |
| Sunshine duration              | 0.349934    | 0.031199    | 11.221  | 3.39 × 10^{-29} *** |
| sum of falls                   | 2.288645    | 0.135468    | 16.892  | 4.95 × 10^{-64} *** |
| av. temperature                | 0.002947    | 0.000886    | 3.324   | 0.0009 ***    |
| sunshine duration              | -0.017139   | 0.007711    | -2.223  | 0.0262 **     |
| time of rainfall               | -0.020024   | 0.001888    | -10.601 | 2.87 × 10^{-26} *** |
| av. d. cloudiness              | -0.022925   | 0.003666    | -62.554 | 0.0000 ***    |
| av. d. wind speed              | 0.011687    | 0.000992    | 11.781  | 5.05 × 10^{-32} *** |
| av. d. humidity                | 0.000954    | 0.000131    | 7.303   | 2.82 × 10^{-13} *** |
| av. d. pressure                | -0.007108   | 3.94940 × 10^{-5} | -180.002 | 0.0000 ***    |

| Models for PAK, localization-Konin |             |             |         |               |
| const                          | 0.060590    | 0.031204    | 1.942   | 0.0522 *      |
| sunshine duration              | -2.064956   | 1.174094    | -1.759  | 0.0786 *      |
| t. of sleety rain falls        | -0.228325   | 0.120616    | -1.893  | 0.0584 *      |
Table 2. Cont.

| Parameter          | Coefficient | st. Error     | z      | p-Value |
|--------------------|-------------|---------------|--------|---------|
| Models for PGE, localization-Warsaw |             |               |        |         |
| Model: EGARCH(0,1) [Nelson] (Normal) |             |               |        |         |
| const              | 1.618621    | 0.010467      | 154.600| 0.0000 *** |
| $R_{t-1}$          | -0.430435   | 0.069616      | -6.183 | 6.29 × 10⁻¹⁰ *** |
| $R_{t-2}$          | -0.843530   | 0.038754      | -21.770| 4.86 × 10⁻¹⁰⁵ *** |
| sum of falls       | -0.003927   | 0.001517      | -2.588 | 0.0097 *** |
| av. d. cloudiness  | -0.008139   | 0.000904      | -9.000 | 2.27 × 10⁻¹⁹ *** |
| av. d. humidity    | 0.000925    | 0.000158      | 5.839  | 5.25 × 10⁻⁹ *** |
| av. d. pressure    | -0.001593   | 9.48459 × 10⁻⁶ | -168.000| 0.0000 *** |
| Models for Polenerga, localization-Warsaw |             |               |        |         |
| Model: NARCH(2,2) [Higgins and Bera] (Normal) |             |               |        |         |
| const              | -2.972253   | 0.047096      | -63.110| 0.0000 *** |
| $R_{t-1}$          | -1.873721   | 0.930263      | -2.014 | 0.0440 ** |
| time of snowfall   | -0.020318   | 0.010626      | -1.912 | 0.0559 *  |
| av. d. pressure    | 0.002930    | 4.84901 × 10⁻⁵ | 60.430  | 0.0000 *** |
| Models for Tauron, localization-Katowice |             |               |        |         |
| Model: EGARCH(1,1) [Nelson] (Normal) |             |               |        |         |
| const              | -0.630458   | 0.005643      | -111.700| 0.0000 *** |
| $R_{t-1}$          | -1.208344   | 0.366398      | -3.298 | 0.0010 *** |
| av. d. wind speed  | -0.007352   | 0.002203      | -3.337 | 0.0008 *** |
| av. d. pressure    | -7.64290 × 10⁻⁵ | 4.55627 × 10⁻⁵ | -1.677 | 0.0935 *  |
| Models for Energa, localization–Gdansk |             |               |        |         |
| Model: Taylor/Schwert’s GARCH(1,1) (Normal) |             |               |        |         |
| const              | -0.001108   | 1.37026 × 10⁻⁵ | -80.851| 0.0000 *** |
| av. temperature    | -8.04759 × 10⁻⁵ | 6.51081 × 10⁻⁶ | -12.361| 4.28 × 10⁻³⁵ *** |
| av. d. humidity    | -0.000139   | 2.52435 × 10⁻⁶ | -55.007| 0.0000 *** |
| av. d. pressure    | -7.90603 × 10⁻⁵ | 4.30186 × 10⁻⁵ | -1.838 | 0.0661 *  |
| $R_{t-1}$          | -0.000205   | 3.83829 × 10⁻⁶ | -53.510| 0.0000 *** |
| Models for Kogenera, localization–Wroclaw |             |               |        |         |
| Model: GARCH(1,1) |             |               |        |         |
| const              | -0.001610   | 8.12640 × 10⁻⁵ | -2.351 | 0.0187 ** |
| sum of falls       | -0.000191   | 7.30029 × 10⁻⁵ | 2.195  | 0.0281 ** |

*, **, *** represent significance at the 10%, 5%, and 1% levels.

Certainly, the earlier conclusions are not confirmed in the analysis of the rate of return as a dependent variable (Table 3). It's hard to find any clear factor/factors here. There is therefore no clear ‘leader’ in this case.

Table 3. Parameter values and a significance level of independent variables for individual companies (dependent variable: $R_t$).

| Parameter          | Coefficient | st. Error     | z      | p-Value |
|--------------------|-------------|---------------|--------|---------|
| Models for Bedzin, localization-Poznan |             |               |        |         |
| Model: NARCH(1,1) [Higgins and Bera] (Normal) |             |               |        |         |
| const              | 0.084546    | 0.047439      | 1.782  | 0.0747 *  |
| av. temperature    | -0.000154   | 7.24542 × 10⁻⁵ | -2.130 | 0.0332 ** |
| av. d. humidity    | -7.90603 × 10⁻⁵ | 4.30186 × 10⁻⁵ | -1.838 | 0.0661 *  |
| av. d. pressure    | -7.64290 × 10⁻⁵ | 4.55627 × 10⁻⁵ | -1.677 | 0.0935 *  |
| Models for Energa, localization–Gdansk |             |               |        |         |
| Model: Taylor/Schwert’s GARCH(1,1) (Normal) |             |               |        |         |
| const              | -0.001108   | 1.37026 × 10⁻⁵ | -80.851| 0.0000 *** |
| av. temperature    | -8.04759 × 10⁻⁵ | 6.51081 × 10⁻⁶ | -12.361| 4.28 × 10⁻³⁵ *** |
| av. d. humidity    | -0.000139   | 2.52435 × 10⁻⁶ | -55.007| 0.0000 *** |
| av. d. pressure    | -7.90603 × 10⁻⁵ | 4.30186 × 10⁻⁵ | -1.838 | 0.0661 *  |
| Models for Kogenera, localization–Wroclaw |             |               |        |         |
| Model: GARCH(1,1) |             |               |        |         |
| const              | -0.001610   | 8.12640 × 10⁻⁵ | -2.351 | 0.0187 ** |
| sum of falls       | -0.000191   | 7.30029 × 10⁻⁵ | 2.195  | 0.0281 ** |
Table 3. Cont.

| Parameter | Coefficient | st. Error | z | p-Value |
|-----------|-------------|-----------|---|---------|
| Models for PAK, localization-Konin
Model: GARCH (1,1) |
| const | -0.000476 | 0.000465 | -1.024 | 0.3060 |
| t. of snow fall | -0.000457 | 0.000201 | -2.269 | 0.0233 ** |
| Models for PGE, localization-Warsaw
Model: EGARCH(0,1) [Nelson] (Normal) |
| const | -0.0368702 | 0.000475486 | -77.540 | 0.0000 *** |
| av. d. humidity | $-3.73576 \times 10^{-5}$ | $7.01271 \times 10^{-6}$ | -5.327 | 9.98 $\times 10^{-8}$ *** |
| av. d. pressure | $3.84907 \times 10^{-5}$ | $4.87037 \times 10^{-7}$ | 79.030 | 0.0000 *** |
| Models for Polenerga, localization-Warsaw
Model: NARCH(2,2) [Higgins and Bera] (Normal) |
| const | 0.020511 | 0.000617 | 33.220 | 5.85 $\times 10^{-242}$ *** |
| time of rainfall | -0.000202 | 0.000118 | -1.719 | 0.0856 * |
| av. d. cloudiness | 0.000151 | 4.85516 $\times 10^{-5}$ | 3.118 | 0.0018 *** |
| av. d. wind speed | 0.000621 | 0.000101 | 6.150 | 7.76 $\times 10^{-10}$ *** |
| av. d. pressure | $-2.29414 \times 10^{-5}$ | $3.85259 \times 10^{-5}$ | -59.550 | 0.0000 *** |
| Models for Tauron, localization-Katowice
Model: Taylor/Schwert’s GARCH(0,2) (Normal) |
| const | -0.00197544 | 0.000942 | -2.096 | 0.0360 ** |
| av. d. wind speed | 0.000646449 | 0.000336 | 1.923 | 0.0544 * |

*, **, *** represent significance at the 10%, 5%, and 1% levels.

Table 4, which is a kind of compilation of indications, allows to distinguish three weather determinants: sunshine duration, average daily cloudiness and average daily pressure. The last mentioned deserves special mention in this case (nearly 64.3% of responses without the $R_t$ variable). Interesting is the lack of influence of the temperature factor, which in most global studies is nevertheless indicated as an important factor of mood.

Table 4. The frequency of occurrence of a given weather factor-collective summary.

| Dependent Variable | Independent (Weather) Variables | Change of Trading Value | Change of Volume | $R_t$ | without Variable $R_t$ | Overall |
|--------------------|---------------------------------|-------------------------|-----------------|------|------------------------|---------|
| av. temperature    | 2                               | 2                       | 2               | 4/14 (28.6%) | 6/21 (28.6%) |         |
| sunshine duration  | 4                               | 3                       | 2               | 7/14 (50.0%) | 9/21 (42.9%) |         |
| time of rain fall  | 2                               | 2                       | 1               | 4/14 (28.6%) | 5/21 (23.8%) |         |
| time of snow fall  | 1                               | 2                       | 1               | 3/14 (21.4%) | 4/21 (19.0%) |         |
| sum of falls       | 4                               | 1                       | 2               | 5/14 (35.7%) | 7/21 (33.3%) |         |
| t. of sleety rain falls | 1                               | 2                       | 0               | 3/14 (21.4%) | 3/21 (14.3%) |         |
| av. d. cloudiness  | 4                               | 4                       | 1               | 8/14 (57.1%) | 9/21 (42.9%) |         |
| av. d. wind speed  | 1                               | 3                       | 3               | 4/14 (28.6%) | 7/21 (33.3%) |         |
| av. d. humidity    | 2                               | 3                       | 3               | 5/14 (35.7%) | 8/21 (38.1%) |         |
| av. d. pressure    | 4                               | 5                       | 3               | 9/14 (64.3%) | 12/21 (57.1%) |         |

5. Discussion

The aim of the article was verifying the influence of weather factors such as in example average daily cloudiness, average daily pressure, sunshine duration or sum of falls on rates of return, changes of trading volume and changes of trading value for energy sector companies listed on Warsaw Stock Exchange. The first step of the research was implementing OLS regression but no-one time-series gave the significant result. Additionally, the White’s test for heteroskedasticity or test for time-series residuals normality did not give any satisfying results. Therefore, FGLS regression was used in the next step. The results
show that this kind of econometric model could not be also implemented for the analysis. Only models based on autoregressive conditional heteroskedasticity gave significant regression parameters. Therefore, it caused the (G)ARCH-type models was used for every analyzed company.

First of all, positive results of regression meaning the existence of possibilities of using econometric models describing processes of shaping stock exchange parameters. It gives investors a possibility to formulating investment strategies on the base of obtain relations. Such a kind of phenomena opens new possibilities for institutional and individual investors in building well-diversified portfolios (including international level). In case of the existence of market inefficiency it could be also used in behavioral portfolio models. Thereby, the energy sector of Warsaw Stock Exchange cannot be efficient in semi-strong and strong forms. There might be suspect that for every developing market such regularity might be assumed. Therefore, it is a direction for further research on this field.

Every estimation process indicated on lack of influence of variables connected to time of falls. The greatest impact of weather factor was observed for changes of trading volume and trading value. Therefore, the hypothesis that weather factors have a significant influence on investors’ mood and thanks to that, indirectly on investment decisions is true. Additionally, the relationship between rates of return and weather factors indicates on immediate emotional reactions, which should not be skipped during making decision process.

Both, average daily cloudiness and pressure have an influence on the human mood and changes of trading reflect the behaviour of investors. So, if the influence of these variables was observed (was the strongest) for analyzed companies, it should be concluded that the weather via investors has the significant impact on stock exchange trading. What is extremely interesting a cloudiness and a pressure have influence on emotional states of individuals. Reversaly to sunshine, cloudiness results apathy, pessimism and lack of vivines, what discourage to making investment decisions. In case of the pressure, only low levels of pressure have an impact on the individual mood and this impact is negative such as for cloudiness.

6. Conclusions

The main goal of the article was reached only for autoregressive models. It was proved that the weather factors have a strong influence on the stock exchange, particularly on changes of trading volume and the changes of volume. According to the idea presented in the work [48], volume reflects investors emotions, causing changes in the mood of individuals. Thanks to that, indirectly, it is possible to observe the influence of investors’ mood on his financial activity, the greatest impact was obtained for the variables representing investors behaviour such as trading volume and value. It could be concluded that:

- The best approximation for such kind of variables gave the (G)ARCH-type models.
- The weather factors could be significant for the trading factors’ regression.
- The variables connected to time of falls have the weakest influence on stock exchange parameters.

It is justified to expand such research for the other stock exchanges in the region of Central and Eastern Europe and other countries, of course, with respect to the specifics of markets, countries, and weather conditions. Therefore, the next analyses will be provided for a wider group of countries.
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