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Abstract—Dynamic environments require adaptive applications. One particular machine learning problem in dynamic environments is open world recognition. It characterizes a continuously changing domain where only some classes are seen in one batch of the training data and such batches can only be learned incrementally. Open world recognition is a demanding task that is, to the best of our knowledge, addressed by only a few methods. This work introduces a modification of the widely known Extreme Value Machine (EVM) to enable open world recognition. Our proposed method extends the EVM with a partial model fitting function by neglecting unaffected space during an update. This reduces the training time by a factor of 28. In addition, we provide a modified model reduction using weighted maximum K-set cover to strictly bound the model complexity and reduce the computational effort by a factor of 3.5 from 2.1 s to 0.6 s. In our experiments, we rigorously evaluate openness with two novel evaluation protocols. The proposed method achieves superior accuracy of about 12% and computational efficiency in the tasks of image classification and face recognition.

Index Terms—classification and clustering, online learning and continual learning

I. INTRODUCTION

Traditionally, machine learning treats the world as closed and static space. In particular for classification, domain data is assumed to comprise pre-defined classes with stationary class-conditional distributions. Also datasets to fit models before deploying them shall be available in a single chunk. Practitioners develop such models under controlled lab conditions, where they nowadays rely on tremendous computational resources.

This scarcely applies to many real-world applications as the world is an open space in many facets. For instance, classifiers might be confronted with classes unseen during training. Also distributions of pre-trained classes might be non-stationary or models shall learn novel classes within operation mode. These aspects often occur simultaneously like in image classification, where unknown image categories should be distinguished from known ones showing concept drifts (e.g., captured new data with different cameras). It is also in the very nature of biometric systems like face or writer identification that are confronted with known subjects having concept drifts (e.g., due to aging or environmental changes), novel subjects to enroll, and unknown subjects. There is also a steady quest for making the respective algorithms computationally efficient to be applicable on edge devices with limited resources.

Open world recognition (OWR) as formalized by Bendale and Boult [1] addresses such constraints and includes three subtasks. 1) Recognize new samples either as a known or unknown. 2) Label new samples either by approving the recognition or defining a new known class. 3) Adapt the current model by exploiting updated labels.

The recognition subtask poses an independent research area termed open set recognition (OSR) [2] and received a lot of interest in applications like face recognition [3], novelty and intrusion detection [4]–[6], and forensics [7]–[9]. Currently Extreme Value Machine (EVM) models as proposed by Rudd et al. [10] are state of the art in OSR. EVMs predict unnormalized class-wise probabilities for query samples to be included in the respective known classes. Model fitting depends on class negatives, i.e., it adapts well to imbalanced data, which is a common problem in incremental learning [11], [12]. However, fitting and prediction scale badly for large datasets making their use on resource limited platforms difficult.

Model adaptability can be achieved by cyclic retraining. However, this model-agnostic approach is computationally inefficient and all data needs to be organized in a single chunk. Incremental learning aims at doing adaptions effectively and efficiently by batch-wise or sample-wise incorporation of novel data. This needs to handle different challenges: On the one hand, data undergoes concept drifts that shall be learned. On the other hand, the stability-plasticity dilemma [13] could either lead to maximum predictive power on previously learned classes (i.e., high stability) or on novel classes (i.e., high plasticity). A good tradeoff between both border cases is desired for well-generalizing models. Although there are several incremental formulations of popular classifiers [14], [15] or deep learning architectures [12], [16], [17], these approaches assume closed sets of known classes in their prediction phase. In principle, probabilistic models like the EVM can handle batch-wise data but their actual behaviour in incremental learning under an open world regime is still widely unexplored. In this paper, we show that simple ad-hoc applications of existing EVM approaches in OWR lead to suboptimal stability-plasticity tradeoffs.

The contribution of this paper can be summarized as follows: 1) A partial model fitting algorithm that prevents costly Weibull estimations by neglecting unaffected space during an update. This reduces the incremental training time by a factor of 28. 2) A model reduction technique using weighted maximum K-set cover providing fixed size model complexities, which is fundamental for memory constrained systems. This approach is up to 4× faster than existing methods and achieves higher
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recognition rates of about 12%. 3) Two novel open world protocols that can be adapted to vary the task complexity in terms of openness. 4) The framework is evaluated on these protocols with varying difficulty and dimensional complexity for applications such as image classification and face recognition.

II. Related Work

1) Incremental Learning: Popular classifiers such as Support Vector Machines (SVMs), decision trees, linear discriminant analysis, and ensemble techniques are modified to allow efficient model adaptations [14], [15], [18]–[20]. Curriculum and self-paced learning are concepts to sequentially incorporate samples into a model in a meaningful order [21]–[23]. iCaRL [16] and EEIL [17] use distillation or bias correction [12] to counter catastrophic forgetting. Zhang et al. [24] proposed a pseudo incremental learning paradigm by decoupling the feature and classification learning stages. However, the adaptation of underlying deep neural networks (DNNs) on embedded hardware, as required in many open world applications [1], is far from being efficient. Additionally, these incremental strategies are not designed for OSR.

2) Open Set Recognition: Early approaches [25]–[28] define threshold-based unknown detection rules for closed-set classifier outputs. More recent methods focus on the Extreme Value Theory (EVT) to consider negative class samples for the estimation of rejection probabilities. Scheier et al. [29] developed the Weibull SVM (W-SVM) that combines a one-class and a binary SVM, where decision scores are calibrated via Weibull distributions. Jain et al. [30] proposed the Probability of Inclusion SVM (Pi-SVM) to calibrate the outputs of a RBF SVM to unnormalized posterior probabilities. The related OpenMax [4] calibration is used for class activations of DNNs to model the probability of samples being unknown. Unfortunately, such re-calibrations do not support incremental learning off-the-shelf. Also GANs allow to sharpen open set models with adversarial samples [31]–[34]. Recent novelty detection approaches focus on the uncertainty expressiveness of classifiers that can be used to perform novelty or unknown detection, such as Bayesian neural networks [35], Bayesian logistic regression [7], and Gaussian processes [9]. While these methods commonly require multiple computationally demanding Monte Carlo draws to calculate the predictive uncertainty, Sun et al. [36] propose a non-incremental post hoc approach to handle model overconfidence.

3) Open World Recognition: Nearest Neighbor (NN) based classifiers are open world capable, as they typically have no actual training step. The Open Set NN (OSNN) [37] defines the open space via a threshold on the ratio of similarity scores of the two most similar classes. Bendale and Boult [1] derived the Nearest Out-lier (NNO) algorithm from the Nearest Class Mean (NCM) classifier [38], [39]. NNO rejects samples that are not in the range of any class center where the distance depends on a learned Mahalanobis distance. However, these approaches are purely distance-based and do not take distributional information into account. Joseph et al. [40] proposed an open world object detection method that includes fine-tuning of a DNN which is typically too costly for embedded hardware. To overcome the limitations of NNs, Rudd et al. [10] introduced the EVM that defines sample-wise inclusion probabilities in dependence of their neighborhood of other classes. Since this approach is based on a NN-like data structure, they propose a model reduction technique to keep the most relevant data points, similar to the support vectors of SVMs, to reduce the memory footprint. The EVM has achieved state-of-the-art results in intrusion detection [5] and open set face recognition [3]. The C-EVM [41] performs a clustering prior to the actual EVM fitting to reduce the dataset size. These centroids are then used to fit the EVM. However, the clustering does not ensure a reduced model size and especially for small batches, it can cause computational overhead. In contrast, our proposed method adequately detects unaffected space in incremental updates and prevents redundant parameter estimations. Additionally, we provide a computationally more efficient model reduction using weighted maximum K-set cover, that reduces the model size to a fixed user-set value.

III. Background: Extreme Value Theory

The EVM estimates per-sample probabilities of inclusions. Let \( x_i \) be a feature vector of class \( y_i \) referred to as an anchor sample. Given \( (x_i, y_i) \), we select the \( \tau \) nearest negative neighbors \( x_j, j = 1, \ldots, \tau \) from different classes \( y_j \neq y_i \) according to a distance \( d(x_i, x_j) \), where \( \tau \) denotes a tail size. The inclusion probability of a sample \( x \) for class \( y_i \) is given by the cumulative Weibull distribution:

\[
\Psi_i(x) = \Psi(x; \theta_i) = \exp \left( -\left( \frac{d(x_i, x)}{\lambda_i} \right)^{\kappa_i} \right),
\]

where \( \theta_i = \{\kappa_i, \lambda_i\} \) denotes the Weibull parameters, \( \kappa_i \) is the shape, and \( \lambda_i \) is the scale associated with \( x_i \). Given labeled training data \( \mathcal{N} = \{(x_1, y_1), \ldots, (x_N, y_N)\} \), each feature vector \( x_i \) with class label \( y_i \) becomes an anchor. Fitting the underlying EVM aims at sample-wise estimating their \( \theta \). A query sample \( x \) is assigned to class \( y_i \) with maximum probability \( \max_{i \in \mathcal{N}} \Psi_i(x) \). This probability shall reach a threshold \( \delta \) to distinguish knowns and unknowns according to:

\[
y = \begin{cases} 
  y_i & \text{if } \max_{i \in \mathcal{N}} \Psi_i(x) \geq \delta \\
  \text{“unknown”} & \text{otherwise}.
\end{cases}
\]

A baseline approach keeps all \( \theta_i \), which is expensive in terms of prediction time complexity and memory footprint. Rudd et al. [10] proposed a model reduction such that only informative \( \theta_i \), extreme vectors (EVs), are kept since samples within the same class might be redundant. It can be expressed as set cover problem [42] to find a minimum number of samples that cover all other samples. Redundancies are determined by inclusion probabilities \( \Psi_i(x) \) within \( \mathcal{N}_c \) samples of a class \( y_i \) \( \forall i \in \{1, \ldots, N_c\} \). A sample \( x_j \) is discarded if it is covered by \( \theta_i \), i.e., \( \Psi_i(x_j) \geq \zeta \), where \( \zeta \) denotes the coverage threshold. This can be formulated as the minimization problem:

\[
\min \sum_{i=1}^{N_c} I(\theta_i) \text{ subject to } I(\theta_i) \Psi_i(x_j) \geq \zeta,
\]
We extend the EVM model by an automatically derivable, \textit{i.e.}, non-user-set value, namely the maximum tail distance \(d_{\tau}\), which corresponds to the maximum distance within a tail such that \(\theta_{e}^{t} = \{\kappa_{e}^{t}, \lambda_{e}^{t}, d_{\tau,e}^{t}\}\). This parameter operates as a threshold and controls the model update. It can be described by a hypersphere centered at an EV with radius \(d_{\tau}\) as depicted in Figure 1. Anytime a sample falls into this hypersphere, we need to shrink it. To perform partial fits, we need to compute distances between \(x_{i}^{t+1}\) and all \(x_{c}^{t}\) and estimate the Weibull parameters for \(x_{i}^{t+1}\). Using these distances, we define the update rule for the EV:

\[
\theta_{e}^{t+1} = \begin{cases} 
\text{update}(\theta_{e}^{t}), & \text{if } d(x_{c}^{t}, x_{i}^{t+1}) < d_{\tau,e}^{t}, \\
\theta_{e}^{t}, & \text{otherwise}
\end{cases}
\]

where update(\cdot) denotes tail update, re-estimation of Weibull parameters, and storage of new maximum tail distances. This allows computationally efficient partial fits and leads to exactly the same result as cyclic retraining, as long as no model reduction is carried out.

In Table I, we exemplify the gain of this approach. We incrementally fit an EVM on a subset of MNIST and store all samples as EVs. The update ratio determines the fraction of EVs that require an update in subsequent epochs. It follows, the smaller the batches and tail size the less updates are necessary. The benefit can become very substantial at small batch and tail sizes with an update ratio of only 0.56%.

| Batch Size | Tail Size | Update Ratio [%] |
|------------|-----------|------------------|
| 5          | 5         | 56               |
| 25         | 5         | 78               |
| 50         | 5         | 92               |
| 100        | 5         | 97               |
| 250        | 5         | 99               |

We propose to formulate \(g\) as a weighted maximum \(K\)-set cover \[43\]. Let us define a collection of sets \(S = \{S_{1}, \ldots, S_{N}\}\), where \(S_{i} = \{(w_{kl}, w_{lk}) \mid 1 \leq k \leq i < l \leq N\}\) models a
single EV. A pair \((w_{ij}, w_{lk})\) \(\in S_i\) contains two weights given by the inclusion probabilities \(w_{ij} = \Psi_i(x_j)\) and \(w_{lk} = \Psi_l(x_k)\). We determine \(g\) according to the integer linear program:

\[
\begin{align*}
\text{maximize} & \quad \sum_{i=1}^{N} \sum_{j=1}^{N} \beta_{ij} \Psi_i(x_j) + \beta_{ji} \Psi_j(x_i) \\
\text{subject to} & \quad \sum_{i=1}^{N} \gamma_i \leq K, \\
& \quad \beta_{ij} + \beta_{ji} \leq 1,
\end{align*}
\]

where \(\beta_{ij} \in \{0, 1\}\) selects covered elements \((\beta_{ij} = 1 \iff \{w_{ij}, w_{lk}\} \text{ is covered by } S_i)\) and \(\gamma_i \in \{0, 1\}\) selects EVs \((\gamma_i = 1 \iff S_i \text{ is kept})\). The objective in (6) is optimized w.r.t. \(\beta\) and \(\gamma\) to maximize the value of the coverage. The constraint in (7) limits the amount of EVs to the budget \(K\) and (8) penalizes the selections of bilateral coverage.

**b) Incremental Algorithm:** We solve (6) – (8) by greedy iterations as depicted in Algorithm 1. Our algorithm facilitates incremental learning by reusing intermediate results from the model reduction of the previous epoch, where \(\Theta\) denotes the intermediate model of a class from the partial fit function and \(K\) is the EV budget. Line 3 limits the amount of iterations to the desired budget \(K\). In each iteration, we first compute for each sample the sum of inclusion probabilities from all other samples toward it (line 4). The element with the highest sum is selected as EV (line 5 - 6). In the end, the reduced model \(\Theta_E\) is released. Note that summations in line 4 do not need to be recomputed in every iteration. We provide additional implementation details for Algorithm 1 in the supplementary material.

**c) Relationship to Previous Works \([10], [41]\):** Our weighted maximum \(K\)-set cover formulation in (6) – (8) generalizes the conventional set cover model reduction of Rudd *et al.* \([10]\). To formulate \([10]\) in our framework, we need to substitute \(\Psi_i(x_j)\) and \(\Psi_j(x_i)\) in (6) by \(I(\theta_j)\) and \(I(\theta_i)\), i.e., the indicator function of (4). Thus, all samples with coverage probabilities \(\geq \zeta\) are weighted uniformly.

The C-EVM \([41]\) uses class-wise DBSCAN clustering \([44]\) and generates centroids from these clusters. This preconditioning reduces the training set size before the actual EVM is fitted to the centroids. However, this does not enforce a specific amount of EVs. This is sub-optimal in memory-limited applications, *e.g.*, on edge devices, where fixed model sizes are preferred.

In Figure 2, we compare different reduction techniques on example data, where \(K\)-set cover \((K-SC)\) represents Rudd’s method \([10]\) and \((K-wSC)\) our weighted \(K\)-set cover \((K-wSC)\). It can be observed that \(K\)-SC leads to scattered decision boundaries and is sensitive to outliers. Our stand-alone incremental EVM (iEVM) is robust against outliers and empowers the open space, *cf.* Figure 2c. The C-EVM generates new centroids but does not guarantee a certain amount of EVs. Therefore, we extend it with our \(K\)-wSC and bilateral coverage regularization. This selects EVs that accurately describe the underlying distributions of known classes. We argue that both, the iEVM and C-iEVM, perfectly describe different levels of the stability-plasticity tradeoff. While the iEVM strictly bounds the decision boundaries to dense class centers and leaves more open space, it is stable to concept drift. In contrast, the C-iEVM enables more plasticity as outliers have a high impact on the generated centroids.

The hard thresholding of Rudd *et al.* \([10]\) also comes at the cost of embedding their set cover into a bisection search to determine a coverage threshold \(\zeta\) providing the desired number of EVs. Given a bisection termination tolerance of \(\epsilon\), the overall model reduction has a time complexity of \(O(\log(\epsilon^{-1})N^2)\) for a single class comprising \(N\) samples. In contrast, our model reduction method avoids thresholding and considers the given budget on the number of EVs in a single pass with time complexity \(O(N^2)\). This is an important factor for implementations on resource limited devices.

**V. OPEN WORLD EVALUATION PROTOCOLS**

We introduce our two designed open world evaluation protocols. The first protocol describes the very general real-world online learning environment, where new classes are
learned and old classes are updated by new samples. The second protocol is a specialization of the first one, where subsequent epochs contain only new classes.

1) Protocol I: This protocol reflects the realization of a newly deployed OWR application. While others start with a large initial training phase [1], we argue that this is not possible in real-world scenarios, as the exact environmental conditions, e.g., sensors and lighting, are unknown. Furthermore, it is an unrealistic assumption to start with a large initial training phase.

We start with a minimum of 2 classes and incrementally learn new classes, while incorporating new samples of previous classes. This introduces two types of concept drifts, termed direct and implicit concept drift. Direct concept drift applies to a single changing class, e.g., the aging of a person. Implicit concept drift determines the mutual impact of neighboring classes competing for transitional feature space. Here, the occurrence of a new class can have a high impact on previously learned classes as both may share parts of the feature space, e.g., leopards and jaguars. Implicit concept drift is given whenever an altering class influences the learned concepts of other classes.

Our protocol allows the control of its complexity on the basis of an initial openness [2]. According to this openness, classes are divided into two disjoint sets of knowns $C_K$ and unknowns $C_U$, with $|\cdot|$ denoting the cardinality. The first epoch contains 2 classes of $C_K$. The following epochs comprise a single new class of $C_K$ as well as samples of classes seen in previous epochs. Hence, all classes in $C_K$ are known at epoch $|C_K| - 1$. Each learning epoch follows an evaluation on a fixed test set. Note that, although the test set is fixed, the amount of unknowns reduces over the epochs. Thus, the openness decreases from epoch number 1 to $|C_K| - 1$. This reduces the complexity of unknown detection while increasing the difficulty for the classification of knowns. To further investigate the models’ incremental adaptability at a steady openness, we continue the epoch-wise training after $|C_K| - 1$ with batches of $C_K$.

2) Protocol II: This protocol specializes the first one for applications with few samples per class. Due to the limited amount of training samples, we derive a pure class-incremental evaluation, where each epoch contains a certain amount of new classes. No previously learned classes are directly updated by new samples in subsequent epochs but they are updated implicitly by new occurring classes leading to the previously mentioned implicit concept drift.

We split the classes w.r.t. a predefined openness into knowns and unknowns. The unknowns are put in the test set together with a subset of samples for each of the known classes. The known classes are split into batches where each batch contains all remaining samples of a certain amount of classes.

3) Performance Measures: The Detection and Identification Rate (DIR) at certain False Alarm Rates (FARs) serves as evaluation metric, which is common in the open set face recognition [3]. The FAR determines the fraction of misclassified unknowns. The threshold to receive a certain FAR can be derived from the evaluated dataset. The DIR determines the fraction of correctly detected knowns and their correct classification. A high DIR at low FAR is favorable.

VI. EXPERIMENTS AND RESULTS

We evaluate our iEVM in different OWR applications. The EVM, OSNN, and Thresholded NN (TNN) serve as baselines. We also extend the C-EVM by our incremental framework, where clustering is applied prior to model fitting. The method notations are adopted from Section IV-3c. Model reductions are performed at every epoch.

1) Image Classification: The open world performance of our approach is evaluated with Protocol I on CIFAR-100 [45]. This dataset comprises 50,000 training and 10,000 test samples of 100 classes. The randomized split into knowns and unknowns is 50%, which results in an openness range from 80.2% for the first batch to 18.4% for batch 49 and the following ones. We evaluate 100 epochs using a batch size of 24 and benchmark all models on the whole test set after each epoch. We repeat the protocol 3 times using different random orders in the creation and processing of batches.

a) Implementation Details: For feature extraction, we use EfficientNet-B6 [46] pre-trained on ImageNet [47] and fine-tuned on a CIFAR-100 training split via categorical cross-entropy loss and a bottleneck layer of size 1024. All EVMs use the same parameters: $\tau = 75$ and $\alpha = 0.5$. For the clustering in the C-EVM and C-iEVM, we adopt the parameters reported in [41]. Methods that employ a model reduction reduce the amount of EVs to $K = 10$. We report additional results with alternative parameters in the supplementary material.
Additionally, our methods with model reduction perform the contraction to a single EV per class, \( \alpha = 0.5 \) from [3]. Additionally, our methods with model reduction perform the contraction to a single EV per class, \( i = \alpha, K = 1 \).

\[ Time [s] \]

\[ # Known Classes \]

**b) Results:** Averaged results of 3 repetitions of Protocol I are shown in Figure 3. We depict the DIR over the amount of samples at different FARs. All EVMs perform similar for the first 250 samples and achieve an initial DIR of about 95% at a FAR of 10%. In later epochs, our iEVM and C-iEVM clearly outperform the competing methods for high and medium FARs (10% and 1%), while at very small FAR (0.1%) all methods perform comparably. However, our methods begin to recover after the openness remains constant.

In the case that the training samples within a class are widely spread, the original set cover model reduction struggles to find the most important EVs. This leads to a constant decrease in the DIR even after the openness complexity stays constant. Similarly, DBSCAN in the C-EVM fails to generate meaningful centroids resulting in almost identical outputs as the baseline EVM. We noticed that DBSCAN achieves only average reductions of about 3% and the model contains 2294 EVs after the last epoch. Our weighted \( K \)-set cover easily selects the most important EVs and achieves the best results in the C-iEVM and iEVM while storing only 500 EVs (10 per class).

The amount of EVs does not only influence the memory but also the inference time. The reduced models take about 2.4 s to evaluate the test set while the others require about 14.7 s which is a factor of 6. Further, our model reduction is, averaged over all epochs, by a factor 4.2 faster than the conventional one.

2) **Face Recognition:** To evaluate our method in open world face recognition, we apply Protocol II to the Labeled Faces in the Wild (LFW) [48], [49] dataset. We adopt the training and the \( O3 \) test split of [3], where the training set consists of 2900 samples from 1680 unbalanced classes with either 1 or 3 images. We divide this split into 10 batches with 168 classes each. After each epoch the test set is evaluated. Since the test set is highly unbalanced with 1 to 527 samples per class, we report the *macro* average DIR at certain FARs. This prevents the suppression of misclassified underrepresented classes and is therefore a better representation on the global performance on this dataset. The protocol is repeated 3 times.

a) **Implementation Details:** For feature extraction we use the ResNet50, pre-trained on MS-Celeb-1M [50] and fine-tuned on VGGFace2 [51], with an embedding size of 128. We adopt the EVM parameters \( \tau = 75 \) and \( \alpha = 0.5 \) from [3]. Additionally, our methods with model reduction perform the contraction to a single EV per class, \( i.e., K = 1 \).

**b) Results:** We present the averaged DIR at several FARs in Figure 4. Surprisingly, the OSNN achieves in this protocol better recognition scores than in the previous one. The C-EVM and OSNN perform comparable while the OSNN looses precision at the lowest FAR (0.1%). Our C-iEVM and iEVM achieve comparable results while reducing the model complexity by a factor of 4.

The computational efficacy of our incremental framework is presented in Figure 5. Here, partial fitting reduces the average training time by a factor of 28. In particular, performance gains are substantial at late epochs, where the EVM requires 27 s to learn the final classes, while the iEVM takes 0.7 s. Our model reduction is, averaged over all epochs, by a factor of 3.7 faster than the conventional set cover approach.

3) **Additional Experiments:** The supplementary material contains additional details about the proposed reduction and the evaluation on an additional dataset [52] using Protocol II.

VII. CONCLUSION

We introduced an incremental learning framework for the EVM. Our partial model fitting neglects unaffected space during an update and prevents costly Weibull estimates. The proposed weighted maximum \( K \)-set cover model reduction guarantees a fixed-size model complexity with less computational effort than the conventional set cover approach. Our reduction leads to dense class centers filtering out outliers. The proposed modifications outperform the original EVM and the C-EVM on novel open world protocols in terms of efficacy and efficiency. In future work, we will investigate the method on larger datasets to better understand the advantages of our model reduction and put more effort into applications with harsh constraints on low False Alarm Rates.
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APPENDIX

A. Algorithm Details

Algorithm 2 provides additional details of the proposed weighted maximum $K$-set cover model reduction for the EVM. Recall that this is a class-wise reduction technique. Thus, the amount of EVs in a single class is denoted as $E$. The amount of samples within a batch of this class is denoted $N$.

The summations of the inclusion probabilities for each EV are given in $p$. The EVM model $\Theta_E$ represents the EVs of the previous epoch, $\Theta_{E,N}^{N+1}$ the estimated Weibull parameters of the current data batch, and $K$ determines the EV budget. The reduction comprises four steps:

1) Updating the inclusion probability sums of the old EVs w.r.t. the new batch (line 2 to 4).
2) Sum up the inclusion probabilities of the new samples w.r.t. each other (line 6 to 9). This step has a time complexity of $O((N - E) \cdot E)$ which is $O(N^2)$ for large batches (i.e., $N \gg E$) and $O(NE)$, otherwise.
3) In line 10 follows the greedy search for the EVs. Details for Algorithm 3 follow in the next paragraph.
4) Update $p$ according to the new EVs (line 11 to 15). If the two conditions $N > E$ and $E > (N - E)$ hold, it is more efficient to skip line 11, i.e., not to reset $p$. Then we can use the modified $p$ of Algorithm 3 and incrementally subtract and remove non-EV samples similar as in the regularization in Algorithm 3. This has a time complexity of $O((N - E) \cdot E) \Rightarrow O(NE)$, since we only need to update the elements in $p$ that are part of $\Theta_{E,N}^{N+1}$.

The greedy iteration algorithm is depicted in Algorithm 3 and requires the summations $p$, the combined model $\Theta$, and the budget $K$. The amount of iterations is limited by $K$ (line 3). In line 4 we take the sample with the highest sum of inclusion probabilities and store it in the EV model (line 5). Then follows the bilateral coverage regularization by removing the probability of inclusion of the selected EV from the other samples (line 6 to 8). In line 9 to 10, we remove the EV from $p$ and $\Theta$. In the end, we receive the EVM model $\Theta_E$ containing only the EVs. Note for the mentioned special case in the previous step 4, we also need to return the modified $p$ and $\Theta$.

The total asymptotic runtime of the proposed weighted maximum $K$-set cover algorithm is $O(N^2)$. It does not depend on a bias search as the set cover of Rudd et al. [10] that has a complexity of $O(\log(\epsilon^{-1})N^2)$, with termination tolerance $\epsilon$.

B. Additional Experiments

In this section we present further experiments of the evaluation with Protocol I and CIFAR-100. Furthermore, we evaluated the writer identification dataset ICDAR17 [52] with Protocol II.

1) Protocol I – CIFAR-100: In the main text, we show the result of the iEVM on Protocol I and CIFAR-100 with parameters $\tau = 75$ and the reduction to $K = 10$. Here, we want to present further parameterizations in Figure 6. As in the main text, the left, middle, and right plots show the DIR at FARs of 10, 1, and 0.1.

When comparing the accuracies for different values of $\tau$ at identical $K$, it turns out that the tail size $\tau$ has almost no influence on the models’ accuracy. This is similar to what Günther et al. [3] reported on the LFW dataset.

A larger value of $K$ may lead to worse results, as can be seen in the case of iEVM ($\tau = 75$, 50-wSC). This may be counter-intuitive at first glance, considering that classification should perform better with more data. However, storing more data implies less plasticity and more stability which can interfere with the incremental training adaptability.

2) Protocol II – ICDAR17: Another OWR task is writer identification. Here, we apply Protocol II to the dataset

\begin{verbatim}
1: function REDUCE(p', $\Theta_E$, $\Theta_{E,N}^{N+1}$, $K$)  \triangleright Update EV sums: $O(EN)$
2: for $e$ in $E$ do
3:     $p'[e] \leftarrow p'[e] + \sum_{n \in N} \Psi_e(x_n)$
4: end for
5: \triangleright Compute sums for new samples: $O(N^2)$
6: $\Theta \leftarrow \Theta_E \cap \Theta_N$
7: for $n$ in $N$ do
8:     $p \leftarrow \sum_{i \in |\Theta_n|} \Psi_i(x_i)$
9:     $p$.insert($p$)
10: end for
11: $\Theta_{E,N}^{N+1} \leftarrow$ Greedy($p$, $\Theta$, $K$) \triangleright Compute new $p$: $O(E^2)$
12: for $i$ in $|\Theta_{E,N}^{N+1}|$ do
13:     $p \leftarrow \sum_{j \in |\Theta_{E,N}^{N+1}|} \Psi_j(x_j)$
14:     $p'$.insert($p$)
15: end for
16: return $\Theta_{E,N}^{N+1}$, $p'$
17: end function
\end{verbatim}

Algorithm 2. Detailed version of the proposed class-wise weighted maximum $K$-set cover model reduction for the Extreme Value Machine (EVM).

\begin{verbatim}
1: function GREEDY(p, $\Theta$, $K$)  \triangleright $O(KN)$
2: $\Theta_E \leftarrow \emptyset$
3: for $k = 1$ to $K$ do
4:     $idx \leftarrow \arg\max p$
5:     $\Theta_E$.insert($\theta_{idx}$)
6: \triangleright Bilateral coverage regularization: $O(N)$
7: for $i = 1$ to $|\Theta|$ do
8:     $p[i] \leftarrow p[i] - \Psi_i(x_{idx})$
9: end for
10: $p$.remove($p_{idx}$)
11: $\Theta$.remove($\theta_{idx}$)
12: end for
13: return $\Theta_E$
14: end function
\end{verbatim}

Algorithm 3. Greedy iterations with bilateral coverage regularization to solve the weighted maximum $K$-set cover model reduction.
ICDAR17 [52]. It contains handwritten pages from the 13th to 20th century. Since the feature extraction is trained on the training set of ICDAR17, the subsequent classification training and evaluation on the same set would be biased. Therefore, we take only the test set into account with 5 pages for each of the 720 writers. 30% of the classes are selected as unknowns and left in the test split. For each of the known classes, we leave 1 sample in the test split, i.e., the training split has 4 samples for each of the 504 known classes. The knowns are split into 9 batches with 56 classes and trained incrementally. This protocol implements an openness from 62% to 9.3%. The results are averaged over 3 protocol repetitions.

a) Implementation Details: The feature set consists of the 6400-dimensional activation of the penultimate layer of a ResNet20. It was trained in a self-supervised fashion [53]. The training uses SIFT descriptors that are calculated on patches of $32 \times 32$ pixels at SIFT keypoints. The SIFT descriptors are clustered using $k$-means. Then, the ResNet20 is trained using cross-entropy loss where the patches are used as input and the targets are the cluster center IDs of the patches.

b) Hyperparameter Evaluation: The experiments on CIFAR-100 and Protocol I show, similar as the previous work of Günther et al. [3], that the tail size parameter $\tau$ has only a minor impact on the results. However, we noticed that this does not apply to Protocol II and ICDAR17 as visualized in Figure 7. The experiments show that a small tail size ($\tau \in \{5, 10\}$) achieves a better DIR at a high FAR of 10%. This difference degrades over the class-wise increments at medium and small FARS of 1% and 0.5%. Rudd et al. [10] state that a larger tail size leads to higher coverage. This implies that for ICDAR17 a high coverage and little open space is less favorable and a steep decision boundary is beneficial.

c) Results: The comparison to the other baseline methods follows in Figure 8. All EVMs use a tail size $\tau = 5$. The C-iEVM without model reduction performs comparable to the OSNN and both outperform the conventional EVM. The boundary case of a model reduction to a single EV per class does not lead to an improvement in this evaluation. In contrast to this result, we note that the evaluation of Protocol I on CIFAR-100 performed much better with model reduction. However, the representation of a class via a single sample is challenging and heavily depends on the class distribution.
Fig. 8. Averaged results over 3 runs of Protocol II on ICDAR17. Set cover and our weighted maximum $K$-set cover reduction to $K$ extreme vectors (EVs) are denoted as $K$-SC and $K$-wSC, respectively.