The hyperkähler metric on the almost-Fuchsian moduli space

Samuel Trautwein*

November 28, 2019

Abstract

Donaldson [11] constructed a hyperkähler moduli space \( \mathcal{M} \) associated to a closed oriented surface \( \Sigma \) with \( \text{genus}(\Sigma) \geq 2 \). This embeds naturally into the cotangent bundle \( T^*T(\Sigma) \) of Teichmüller space or can be identified with the almost-Fuchsian moduli space associated to \( \Sigma \). The latter is the moduli space of quasi-Fuchsian threefolds which contain a unique incompressible minimal surface with principal curvatures in \((-1, 1)\).

Donaldson outlined various remarkable properties of this moduli space for which we provide complete proofs in this paper: On the cotangent-bundle of Teichmüller space, the hyperkähler structure on \( \mathcal{M} \) can be viewed as the Feix–Kaledin hyperkähler extension of the Weil–Petersson metric. The almost-Fuchsian moduli space embeds into the \( \text{SL}(2, \mathbb{C}) \)-representation variety of \( \Sigma \) and the hyperkähler structure on \( \mathcal{M} \) extends the Goldman holomorphic symplectic structure. Here, the natural complex structure corresponds to the second complex structure in the first picture. Moreover, the area of the minimal surface in an almost-Fuchsian manifold provides a Kähler potential for the hyperkähler metric.

The various identifications are obtained using the work of Uhlenbeck [33] on germs of hyperbolic 3-manifolds, an explicit map from \( \mathcal{M} \) to \( T(\Sigma) \times T(\Sigma) \) found by Hodge [20], the simultaneous uniformization theorem of Bers [2], and the theory of Higgs bundles introduced by Hitchin [18].

*The author was partially supported by the Swiss National Science Foundation (grant number 200021-156000).
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1 Introduction

The concept of moment maps has a long history in symplectic geometry as a formalism to reduce the degrees of freedom in Hamiltonian mechanics [25]. It has since then been realized, that many important differential geometric equations can be understood on a conceptual level from this viewpoint. The first example in this direction was given in the 80s by Atiyah–Bott [1] and asserts that the curvature provides a moment map for the action of the Gauge group on the space of connections. Most of the earlier developments in the 80s and 90s then generalized this construction to various gauge theoretical moduli spaces [5, 11, 13, 23, 4, 27]. One notable exception is the observation of Quillen, Fujiki and Donaldson [14, 9], that the scalar curvature can be understood as a moment map on the space of compatible almost complex structures on a symplectic manifold for the action of the Hamiltonian diffeomorphism group. A new impulse was given around the turn of the century by Donaldson [11, 10], where he described various frameworks and moment map constructions for actions of the diffeomorphism group.

This survey focuses mostly on the one article [11] of Donaldson. This may seem a bit odd for a survey article, but we will see that there is a wide range of mathematical areas and delicate constructions involved which are still highly relevant. One particular area which we have in mind are applications to higher Teichmüller theory, on which we elaborate a bit more below. Let $\Sigma$ be a closed oriented surface with $\text{genus}(\Sigma) \geq 2$. Donaldson shows, that the associated moduli space

$$M := \left\{ (g, \sigma) \in \text{Met}(\Sigma) \times Q(g) \left| \bar{\partial}\sigma = 0, \sigma |_{g} < 1, K_{g} + |\sigma|^{2}_{g} = -1 \right. \right\} / \text{Diff}_{0}(\Sigma) \quad (1)$$

carries a natural hyperkähler structure, where $Q(g)$ denotes the space of quadratic differentials for the complex structure $J_{g}$ determined by the metric $g$. There are various geometric viewpoints from which one can understand this moduli space. First, it embeds naturally as an open neighborhood of the zero section into the cotangent bundle of Teichmüller space $T^{*}T(\Sigma)$ and can be viewed as the Feix–Kaledin hyperkähler extension of the Weil–Peterson metric on Teichmüller space. Secondly, it embeds as an open subset into the quasi-Fuchsian moduli space $Q_{\mathcal{F}}(\Sigma)$ and its image parametrizes the class of almost-Fuchsian manifolds. These are quasi-Fuchsian 3-manifolds which contain a unique incompressible minimal surface with principal curvatures in $(-1, 1)$. The area of this minimal surface then provides a Kähler potential for the hyperkähler metric with respect to the standard complex structure. Thirdly, this moduli space can be viewed as an open subset of the smooth locus of the $\text{SL}(2, \mathbb{R})$ representation variety of $\Sigma$ and one can give an explicit construction of the corresponding Higgs field under the non-abelian Hodge correspondence. An important feature of this construction is, that the identifications between the various models can be made rather explicitly.

While several aspects of this moduli space are well known to the experts, it seems that many of the interconnections between the different geometric models are lesser known. Here we think about the relation between the moment map picture and the almost-Fuchsian moduli space or the explicit construction of the non-abelian Hodge correspondence. Moreover, several details were stated at a somewhat conjectural level in the original work of Donaldson [11]. These can now be made more precise by using recent results on minimal surfaces in hyperbolic threefolds [35, 22, 17]. In order to provide a self-contained presentation, the article briefly surveys the well-known aspects of the theory and provides complete proofs of those aspects, which cannot be found in the existing literature. An extended version of this article, containing more details, can be found in Chapter 4 of the thesis [32].

One of the main motivation in writing this survey is the belief, that one should be able to exploit Donaldson’s constructions in the context of higher Teichmüller theories. The starting point for this would be a generalization of the setup to consider tuples consisting of a complex structure together with differentials of higher degree. Some (very) preliminary results in these directions are indicated in Chapter 5 of the

\footnote{Note that the sign conventions there are slightly different from the ones used here.}
author’s thesis [32]. The main point is, however, that any such application necessarily goes beyond a simple application of the main results in Donaldson’s paper and instead requires a thorough understanding of the details within the constructions. We hope that this survey helps to stimulate further research in this direction.

Donaldson’s moment map framework Let \((M, \rho)\) be a closed \(n\)-dimensional manifold equipped with a volume form \(\rho\), let \(P \to M\) be its \(\text{SL}(n, \mathbb{R})\)-frame bundle and let \((X, \omega)\) be a symplectic manifold with a Hamiltonian \(\text{SL}(n, \mathbb{R})\)-action generated by a moment map \(\mu : X \to \mathfrak{sl}(n, \mathbb{R})^*\).

Denote by \(\mathcal{S}(P, X)\) the space of section of the associated symplectic fibration \(P(X) := P \times_{\text{SL}(n, \mathbb{R})} X\). This space carries a natural symplectic form defined by

\[
\omega(s_1, s_2) := \int_M \omega(s_1, s_2)\rho
\]

for vertical vector fields \(s_1, s_2 \in \Omega^0(M, s^*T^\text{vert} P(X))\). Let \(\text{Diff}^\text{ex}(M, \rho)\) denote the group of exact volume preserving diffeomorphisms. These are obtained by integrating exact divergence free vector fields and can be viewed as the Lie group corresponding to the Lie subalgebra

\[
\text{Lie}(\text{Diff}^\text{ex}(M, \rho)) = \{ v \in \text{Vect}(M) \mid i(v)\rho \text{ is exact} \}.
\]

This space is isomorphic to \(\Omega^{n-2}(M)/\ker(d)\) and thus its dual space can formally be identified with the space of exact 2-forms on \(M\).

**Theorem A (Donaldson [11]).** Fix a torsion free \(\text{SL}(n, \mathbb{R})\)-connection \(\nabla\) on \(M\) and define \(\mu : \mathcal{S}(P, X) \to \Omega^2(M)\) by

\[
\mu(s) := \omega(\nabla s \wedge \nabla s) - \langle \mu_s, R^\nabla \rangle - dc(\nabla \mu_s)
\]

where \(\mu_s \in \Omega^0(M, \text{End}_\rho(TM)^*)\) is obtained by composing \(s \in \mathcal{S}(P, X)\) with the moment map on each fibre and \(c(\nabla \mu_s) \in \Omega^1(M)\) is defined as the contraction \(\langle \mu_s \rangle\) of \(\nabla \mu_s\). Then \(\mu\) is equivariant, independent of the connection \(\nabla\) used to define it, takes values in the space of closed 2-forms and satisfies the moment map equation.

Note that \(\mu\) is not a moment map in the strict sense, since it takes only values in the space of closed 2-forms and not in the space of exact 2-forms. Nevertheless, one can still make sense of the moment map equation, see Theorem [22] and Remark [23].

The hyperkähler moduli space \(\mathcal{M}\) In the following, let \((\Sigma, \rho)\) be a closed oriented 2-dimensional surface with fixed area form \(\rho \in \Omega^2(\Sigma)\) and assume \(\text{genus}(\Sigma) \geq 2\). Consider as fibre the unit disc bundle \(Q \subset T^*\mathbb{H}\). This carries a unique \(S^1 \times \text{SL}(2, \mathbb{R})\)-invariant hyperkähler metric, which extends the hyperbolic metric along the zero section and blows up when approaching the boundary of the disc bundle (see Theorem [12]). Moreover, a section \(s \in \mathcal{S}(P, X)\) can be identified with a pair \((J, \sigma)\) consisting of a complex structure \(J\) and a quadratic differential \(\sigma\) satisfying \(|\sigma|_J < 1\). With this identification, the space \(\mathcal{S}(P, X)\) corresponds to

\[
\mathcal{Q}_1(\Sigma) := \left\{ (J, \sigma) \mid J \in \mathcal{J}(\Sigma), \sigma \in \Omega^0(\Sigma, S^2(T^*\Sigma \otimes J \mathbb{C})), |\sigma|_J < 1 \right\}.
\]

The hyperkähler structure on \(X\) then yields a hyperkähler moment map on \(\mathcal{Q}_1(\Sigma)\) and Theorem [11] asserts that there exists a hyperkähler moment map for the action of the Hamiltonian diffeomorphism group.

**Theorem B (Donaldson [11]).** The action of \(\text{Ham}(\Sigma, \rho)\) on \(\mathcal{Q}_1(\Sigma)\) admits a hyperkähler moment map given by

\[
\mu_\rho(J, \sigma) = \frac{|\bar{\partial}\sigma|^2 - |\partial\sigma|^2}{\sqrt{1 - |\sigma|^2}} \rho - 2\sqrt{1 - |\sigma|^2}K_J \rho - 2i\bar{\partial}\rho\sqrt{1 - |\sigma|^2} + 2c \rho
\]

\[
\mu_\rho(J, \sigma) + \bar{\mu}_\rho(J, \sigma) = 2i\bar{\partial}\rho(\bar{\partial}\sigma)
\]

where \(c := 2\pi(2 - 2\text{genus}(\Sigma))/\text{vol}(\Sigma, \rho)\) and \(r : \Omega^{0,1}(\Sigma, S^2(T^*\Sigma \otimes J \mathbb{C})) \to \Omega^{1,0}(\Sigma)\) is the contraction defined by the metric \(\rho(J, \cdot)\).
We will prove in Theorem 5.10 the slightly stronger statement that two of the moment maps extend to moment maps for the symplectomorphism group. The construction of the hyperkähler quotient $M$ is then obtained in two steps: First, it follows from general principles that the hyperkähler moment map above gives rise to a hyperkähler moduli space

$$M_0 := \mu_\omega^{-1}(0) \cap \mu_\omega^{-1}(0) \cap \mu_\omega^{-1}(0)/\text{Ham}(\Sigma).$$  

(7)

Secondly, this quotient carries a natural action of $H := \text{Symp}_0(\Sigma, \rho)/\text{Ham}(\Sigma, \rho)$ which admits moment maps $\mu_\omega$ and $\mu_\omega$ with respect to the second and third symplectic form. The vanishing locus of these two moment maps agree and we define accordingly

$$M_s := (\mu_\omega^{-1}(0)/H = (\mu_\omega^{-1}(0)/H.$$  

(8)

Being a Marsden–Weinstein quotient, it follows directly that the second and third symplectic form descend to $M_s$. For the first symplectic structure, a different line of arguments is needed which depends on the fact that the $H$ orbits in the level sets are symplectic submanifolds. Finally, by using Moser isotopy and a suitable rescaling of the quadratic differential, it follows that $M_s$ can be identified with

$$M := \left\{ (g, \sigma) \in \text{Met}(\Sigma) \times Q(\Sigma) \mid \partial \sigma = 0, |\sigma|_g < 1, K_g - \frac{1}{2} |\sigma|_g^2 = \frac{c}{2} \right\} / \text{Diff}(\Sigma)$$  

(9)

where $c := 2\pi(2 - 2\text{genus}(\Sigma))/\text{vol}(\Sigma, \rho)$ as above. After scaling the volume of $\Sigma$, we may assume that $c = -2$. Then, the moduli space $M$ takes the simpler form (11).

**Geometric models of the hyperkähler quotient**

An almost-Fuchsian hyperbolic 3-manifold is a quasi-Fuchsian 3-manifold which possesses an incompressible minimal surface with principal curvatures in $(-1, 1)$.

**Remark 1.1.** The class of almost-Fuchsian manifolds is strictly smaller than the class of quasi-Fuchsian manifold: There are examples of quasi-Fuchsian manifolds which admit more than one minimal surface (see [35, 22, 17]). These cannot be almost-Fuchsian (see Lemma 5.3).

The isomorphism between $M$ and the space of almost-Fuchsian manifolds follows from Uhlenbeck’s theory of minimal surfaces in hyperbolic 3-manifolds [33]. **Theorem C** (Uhlenbeck [33]). Let $g \in \text{Met}(\Sigma)$ and $\sigma \in Q(\Sigma)$ satisfy the equations $K_g + |\sigma|^2 = -1$, $\sigma = 0$, and $|\sigma|_g < 1$. Then, there exists a unique hyperbolic manifold $Y$, together with an isometric embedding $\Sigma \to Y$ such that the second fundamental form of this embedding is given by $\Re(\sigma)$. Moreover, $Y$ is diffeomorphic to $\Sigma \times \mathbb{R}$ and its hyperbolic metric is of almost-Fuchsian type.

An explicit formula of this metric is given in Theorem 5.3. Moreover, there is a standard isomorphism $Q.F(\Sigma) \cong T(\Sigma) \times T(\Sigma)$ and the second complex structure on $M$ corresponds to the natural complex structure on the latter space. In this context, we have the following description of the hyperkähler metric.

**Theorem D.** Let $A : AF(\Sigma) \to \mathbb{R}$ be the area functional, which assigns to an almost-Fuchsian manifold $Y$ the area of its unique minimal surface. Then

$$2\tilde{\omega}_{12} \partial_{12} A = \omega_1.$$  

(10)

Hence $A$ provides a Kähler potential with respect to the natural complex structure on $AF(\Sigma)$ which agrees (up to sign) with the second complex structure on $M$.

Every complete hyperbolic 3-manifold $Y$ arises as a quotient of the hyperbolic space $\mathbb{H}^3$ and thus gives rise to a representation of $\rho : \pi_1(Y) \to \text{PSL}(2, \mathbb{C})$, which is well-defined up to conjugation by an element in $\text{PSL}(2, \mathbb{C})$. This defines a natural embedding of the quasi-Fuchsian moduli space into the representation variety $R_{\text{PSL}(2, \mathbb{C})}(\Sigma)$. Moreover, this embedding can be lifted to the representation variety of $\text{SL}(2, \mathbb{C})$, see e.g. [33]. The corresponding embedding of $M$ into $R_{\text{SL}(2, \mathbb{C})}(\Sigma)$ can be described explicitly in terms of the non-abelian Hodge theory and Higgs bundles.
Let $g \in \text{Met}(\Sigma)$ and $\sigma \in Q(g)$ be a quadratic differential for the induced conformal structure. Choose a complex line bundle $L \to \Sigma$ with $L^2 = T \Sigma$ and define $E = L \otimes L^{-1}$. The Levi-Civita connection for $g$ induces a unique $U(1)$-connection $a \in \mathcal{A}(L)$. Then consider the pair
\[ A = \begin{pmatrix} a & \frac{\phi}{a} \\ -\frac{\phi}{a} & -a \end{pmatrix} \in \mathcal{A}(E) \quad \text{and} \quad \phi = \frac{1}{2} \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix} \in \Omega^{1,0}(\text{End}(E)) \] (11)
where $\sigma \in \Omega^{1,0}(L^{-2}) = \Omega^{1,0}(\text{Hom}(L, L^{-1}))$ and $1 \in \Omega^{0}(\text{End}(T\Sigma)) = \Omega^{1,0}(L^2) = \Omega^{1,0}(\text{Hom}(L^{-1}, L))$.

**Theorem E.** Let $g \in \text{Met}(\Sigma)$ and $\sigma \in Q(g)$ satisfy the equations $K_\sigma + |\sigma|^2 = -1$, $\partial_\sigma = 0$, and $|\sigma|_\theta < 1$. The corresponding pair $(A, \phi)$ defined by (11) then satisfies the Hitchin equation $\partial_\Lambda \phi = 0$, $F_A + [\phi \wedge \phi^*] = 0$ and $B := A + \phi + \phi^*$ is a flat $\text{SL}(2, \mathbb{C})$-connection. The holonomy representation $\rho_B : \pi_1(\Sigma) \to \text{SL}(2, \mathbb{C})$ agrees up to conjugation with the representation associated to the almost-Fuchsian associated to the pair $(g, \sigma)$.

The cotangent bundle of Teichmüller space can be identified with the space
\[ T^*T(\Sigma) := \left\{ (J, \sigma) \mid J \in \mathcal{J}(\Sigma), \sigma \in Q(J), \partial_3 \sigma = 0 \right\} / \text{Diff}_0(M). \]
It follows from a standard application of the continuation method that the natural map from $\mathcal{M}$ into $T^*T(\Sigma)$ is an embedding and moreover the following holds.

**Theorem F.** [Donaldson [17], Hodge [20]] The hyperkähler structure of $\mathcal{M}$ along the image of its embedding into $T^*T(\Sigma)$ agrees with the Feix–Kaledin hyperkähler extension of the Weil–Petersson metric on $T(\Sigma)$.

Taubes [30] investigated extensions of the maps in Theorem E and Theorem F to the larger moduli space which one obtains by omitting the constraint $|\sigma|_\theta < 1$ in the definition of $\mathcal{M}$. See Remark 5.11 and Remark 5.14 for more details.
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## 2 Donaldson’s moment map

Let $(M, \rho)$ be a closed oriented $n$-dimensional manifold with fixed volume form $\rho$ and let $P \to M$ be its $\text{SL}(n, \mathbb{R})$-frame bundle which is defined by
\[ P := \{(z, \theta) \mid z \in M, \theta \in \text{Hom}(\mathbb{R}^n, T_z M), \theta^*\rho_z = \text{dvol}_{\mathbb{R}^n}\}. \]
Let $(X, \omega)$ be a symplectic manifold with Hamiltonian $\text{SL}(n, \mathbb{R})$-action induced by an equivariant moment map $\mu : X \to \mathfrak{sl}(n, \mathbb{R})$ and consider the associated bundle
\[ P(X) := P \times_{\text{SL}(n, \mathbb{R})} X := (P \times X)/\text{SL}(n, \mathbb{R}) \]
where $\text{SL}(n, \mathbb{R})$ acts diagonally. Denote by $S(P, X)$ its space of sections. The first two subsections summarize the necessary background on symplectic fibrations and the action of the diffeomorphism group. The main result of this section is Theorem 2.2 which contains a precise formulation of Donaldson’s moment map picture for the action of the group $\text{Diff}_{vol}(M, \rho)$ of exact volume preserving diffeomorphism on $S(P, X)$.
2.1 Symplectic fibrations

The space $S(P, X)$ is formally an infinite dimensional symplectic manifold, where the tangent space at $s \in S(P, X)$ is given by the space of vertical vector fields along $s$

$$T_s S(P, X) = \Omega^0(M, s^* T^\text{vert} P(X)).$$

The symplectic form on $X$ induces a symplectic structure on the vertical tangent bundle $T^\text{vert} P(X)$ and then by integration on $S(P, X)$:

$$\omega(s_1, s_2) := \int_M \omega(s_1, s_2) \rho$$

for $s_1, s_2 \in \Omega^0(M, s^* T^\text{vert} P(X))$. Moreover, a connection $A \in \mathfrak{A}(P)$ induces a covariant derivative $\nabla : S(P, X) \to \Omega^1(M, s^* T^\text{vert} P(X))$ defined by

$$\nabla_p s(p) = ds(p)\hat{p} + L_{\hat{p}} A_p = ds(p)p^{\text{hor}}.$$ 

In this formula, we lift $s \in S(P, X)$ to an equivariant map $s : P \to X$, denote by $L_x : \mathfrak{sl}(n, \mathbb{R}) \to T_x X$ the infinitesimal action, and let $\hat{p}^{\text{hor}} := \hat{p} - p \cdot A_p(\hat{p})$ be the horizontal component of a tangent vector $\hat{p} \in T_p P$. Moreover, we identify $\Omega^1(M, s^* T^\text{vert} P(X))$ in the usual way with the space of horizontal and equivariant 1-forms on $P$ taking values in $s^* TX$.

2.2 Action of the diffeomorphism group

The group $\text{Diff}(M, \rho)$ of volume preserving diffeomorphisms can be viewed as infinite dimensional Lie group with Lie algebra

$$\text{Lie}(\text{Diff}(M, \rho)) = \{ v \in \text{Vect}(M) \mid d(v) \rho = 0 \}.$$ 

Every $\phi \in \text{Diff}(M, \rho)$ lifts naturally to an equivariant diffeomorphism $\tilde{\phi} : P \to P$ defined by

$$\tilde{\phi}(z, \theta) := (\phi(z), d\phi(z) \circ \theta)$$

for $z \in M$ and $\theta \in \text{Hom}(\mathbb{R}^n, T_z M)$. This induces a natural action

$$\text{Diff}(M, \rho) \times S(P, X) \to S(P, X), \quad \phi^* s := s \circ \tilde{\phi}$$

where we view elements of $S(P, X)$ as equivariant maps $s : P \to X$.

There is a one-to-one correspondence between connections $A \in \mathfrak{A}(P)$ and SL$(n, \mathbb{R})$-connections $\nabla$ on $TM$. For the calculation of the infinitesimal action it is useful to adopt the later point of view and to choose a torsion-free SL$(n, \mathbb{R})$-connections $\nabla$ on $TM$.

**Lemma 2.1.** Choose a torsion-free SL$(n, \mathbb{R})$-connection $\nabla$ on $TM$ and denote by $A \in \mathfrak{A}(P)$ the corresponding connection 1-form on $P$. Let $v \in \text{Vect}(M)$ with $d(v) \rho = 0$ be given and denotes its flow by $\phi_t^v \in \text{Diff}(M, \rho)$.

1. The infinitesimal action of $v$ on $P$ is defined as

$$\mathcal{L}_v(z, \theta) := \frac{d}{dt}\bigg|_{t=0} (\phi_t^v(z), d\phi_t^v(z) \circ \theta) \in T_{(z, \theta)} P$$

and satisfies for all $(z, \theta) \in P$

$$d\pi(z, \theta) \mathcal{L}_v(z, \theta) = v(z), \quad A_{(z, \theta)}(\mathcal{L}_v(z, \theta)) = \theta^{-1}(\nabla_{\theta(t)} v)(z).$$

where $\pi : P \to M$ denotes the projection map.

2. Denote by $\nabla v : P \to \mathfrak{sl}(n, \mathbb{R})$ the map $(z, \theta) \mapsto \theta^{-1}(\nabla_{\theta(t)} v)(z)$. Then

$$\mathcal{L}_v s := \frac{d}{dt}\bigg|_{t=0} (\phi_t^v)^* s = \nabla_v s - L_s(\nabla v).$$


Proof. The first part of (13) follows from differentiating \(\pi(\phi^\xi_*(z),d\phi^\xi(z)\circ\theta) = \phi^\xi_*(z)\). For the second part, we use that \(\nabla\) is a torsion-free connection corresponding to \(A \in \mathcal{A}(P)\) and hence
\[
A_{(z,\theta)}(\mathcal{L}_v(z,\theta))\xi = \theta^{-1}\nabla_v d\phi^\xi(z)\theta(\xi)|_{t=0} = \theta^{-1}\nabla_{\theta(\xi)}\partial_t\phi^\xi(z)|_{t=0} = \theta^{-1}\nabla_{\theta(\xi)\nu}(z)
\]
for every \(\xi \in \mathbb{R}^n\). This completes the proof of (13).

Next, let \(s : P \to X\) be an equivariant map. By the chain rule and (13), it follows
\[
(\mathcal{L}_s)(p) = ds(p)[\mathcal{L}_v(p)] = \nabla s(p)[\mathcal{L}_v(p)] - L_{\iota(v)}A_p(\mathcal{L}_v(p))
\]
for every \(p \in P\). Inserting (13) into this equation yields (15).

A diffeomorphism \(\phi \in \text{Diff}(M,\rho)\) is called exact, if there exists an isotopy
\[
\phi : [0,1] \to \text{Diff}(M,\rho), \quad t \mapsto \phi_t
\]
with \(\phi_0 = \text{id}\) and \(\phi_1 = \phi\), and there exists a smooth map \(v : [0,1] \to \text{Vect}(M)\) such that \(\partial_t\phi_t = v_t \circ \phi_t\) and \(\iota(v_t)\rho\) is exact for all \(t \in [0,1]\). The group \(\text{Diff}_{ex}(M,\rho)\) of all exact diffeomorphisms is the subgroup corresponding to the Lie subalgebra
\[
\text{Lie}(\text{Diff}_{ex}(M,\rho)) = \{v \in \text{Vect}(M) | \iota(v)\rho \in d\Omega^{n-2}(M)\}
\]
The dual space of the Lie algebra can be identified with the space of exact 2-forms on \(M\) using the pairing
\[
\Omega^2_{ex}(M) \times \text{Lie}(\text{Diff}_{ex}(M,\rho)) \to \mathbb{R}, \quad \langle \tau, v \rangle := \int_M \tau \wedge \alpha_v
\]
where \(\alpha_v \in \Omega^{n-2}(M)\) satisfies \(d\alpha_v = \iota(v)\rho\). Note that this pairing is well-defined and does not depend on the choice of the primitive \(\alpha_v\) by Stokes theorem.

### 2.3 Donaldson’s moment map

Fix a torsion-free \(\text{SL}(n,\mathbb{R})\)-connection on \(TM\) and denote by \(A \in \mathcal{A}(P)\) the corresponding connection 1-form on \(P\). There exists a natural isomorphism \(\text{ad}(P) \cong \text{End}_0(TM)\) and we denote by \(R^T \in \Omega^2(M,\text{End}_0(TM))\) the curvature of this connection. We introduce the three terms of the moment map in the following.

First, define \(\omega(\nabla s \wedge \nabla s) \in \Omega^2(M)\) by coupling the exterior product on \(M\) with the symplectic form on \(T^{\text{vert}}P(X)\):
\[
\omega(\nabla s \wedge \nabla s) : TM \times TM \to \mathbb{R}, \quad (u, v) \mapsto \omega(\nabla_u s, \nabla_v s)
\]
(16)

Second, view \(s \in \mathcal{S}(P,X)\) as an equivariant map \(s : P \to X\). The composition \(\mu \circ s : P \to \mathbb{R}^n\) is equivariant and thus descends to a section \(\mu_s \in \Omega^1(M,\text{End}_0(TM)^*)\). The duality pairing gives then rise to the two form
\[
\langle \mu_s, R \rangle \in \Omega^2(M).
\]
(17)

Third, define \(c(\nabla \mu_s) \in \Omega^1(M)\) as the contraction \((\mu_s)^i_j\) of the covariant derivative \(\nabla \mu_s \in \Omega^1(M,\text{End}_0(TM)^*)\), which is obtained as the trace over the first and third index. This is explicitly defined by
\[
c(\nabla \mu_s) \in \Omega^1(M), \quad \tilde{m} \mapsto \sum_{i=1}^n \langle \nabla_{\xi} \mu_s, (\tilde{m} \otimes e^i)_0 \rangle
\]
(18)

with respect to any local frame.

**Theorem 2.2 (Donaldson’s moment map).** Let \(\nabla\) be a torsion-free \(\text{SL}(n,\mathbb{R})\) on \(TM\) and define \(\mu : \mathcal{S}(P,X) \to \Omega^2(M)\) by
\[
\mu(s) := \omega(\nabla s \wedge \nabla s) - \langle \mu_s, R \rangle - dc(\nabla \mu_s)
\]
(19)

where the expression on the right hand side are defined in (10), (13) and (18).
1. $\mu(s)$ is closed and independent of the choice of the connection $\nabla$.

2. $\mu$ satisfies the naturality condition $\mu(\phi^*s) = \phi^*\mu(s)$ for every $s \in \mathcal{S}(P,X)$ and every $\phi \in \text{Diff}(M,\rho)$.

3. Let $v \in \text{Vect}(M)$ be an exact divergence free vector field and choose a primitive $\alpha_v \in \Omega^{n-2}(M)$ with $d\alpha_v = \iota(v)\rho$. The derivative of the map 

$$\mathcal{S}(P,X) \to \mathbb{R}, \quad s \mapsto \int_M \mu(s) \wedge \alpha_v$$

(20) is the map $T_s\mathcal{S}(P,X) \to \mathbb{R}$ defined by 

$$\hat{s} \mapsto \omega(\hat{s}, L_v \hat{s}) = \int_M \omega(-\nabla_v s + L_v \nabla_v, \hat{s})\rho$$

(21)

Proof. This is Theorem 9 in [11] and a detailed exposition of the proof can be found in [32], Theorem 4.2.4. (Note that the signs in (19) are slightly different than the ones in [11] due to different conventions.)

Remark 2.3. The map $\mu$ is not a moment map in the strict sense, since it takes values in the space of closed 2-forms. Let $v \in \text{Vect}(M)$ be an exact divergence free vector field and choose $\alpha_v \in \Omega^{n-2}(M)$ with $d\alpha_v = \iota(v)\rho$. Then 

$$\langle \mu(s), v \rangle = \int_M \mu(s) \wedge \alpha_v$$

depends on the choice of the primitive $\alpha_v$. Different choices for $\alpha_v$ change the pairing only by a constant, and so its derivative is well-defined and independent of any choices. The equations (21) and (20) show that $\mu$ satisfies the moment map equation.

3 Complex structures and quadratic forms

The main application of Theorem 2.2 considered in this paper arises when one takes the hyperbolic plane and its cotangent bundle as fibres. The purpose of this section is to recall some fundamental properties of these spaces and to establish our notation. In particular, the hyperbolic plane can be identified with the space of linear complex structures on $\mathbb{R}^2$ and its cotangent bundle can be identified with pairs $(J,q)$ consisting of a complex structure and a complex quadratic form.

3.1 The space of complex structures on the plane

Let $\mathbb{H} := \{ z \in \mathbb{C} | \text{Im}(z) > 0 \}$ denote the upper half plane. It has a canonical complex structure and we endow it with the hyperbolic metric and volume form

$$g_H(x,y) = \frac{dx^2 + dy^2}{y^2}, \quad \omega_H(x,y) = \frac{dx \wedge dy}{y^2}.$$  

The group $\text{SL}(2,\mathbb{R})$ acts on $\mathbb{H}$ by Möbius transformations

$$\text{SL}(2,\mathbb{R}) \times \mathbb{H} \to \mathbb{H}, \quad \left( \begin{array}{cc} a & b \\ c & d \end{array} \right) z := \frac{az + b}{cz + d}. \quad (22)$$

Every Möbius transformation is a Kähler isometry of $\mathbb{H}$. Since this action is transitive with stabilizer $\text{SO}(2)$ at $i$, it gives rise to an identification $\mathbb{H} \cong \text{SL}(2,\mathbb{R})/\text{SO}(2)$.

The space of linear complex structures on $\mathbb{R}^2$, compatible with the standard orientation, is given by

$$\mathcal{J}(\mathbb{R}^2) := \{ J \in \text{End}(\mathbb{R}^2) \mid J^2 = -\mathbb{1}, \det(v, Jv) > 0 \}$$
where the condition does not depend on the choice of \( v \in \mathbb{R}^2 \setminus \{0\} \). The space \( \mathcal{J}(\mathbb{R}^2) \) is a Kähler manifold, where the complex structure on the tangent space

\[
T_J \mathcal{J}(\mathbb{R}^2) = \{ \tilde{J} \in \text{End}(\mathbb{R}^2) \mid J\tilde{J} + \tilde{J}J = 0 \}
\]

is given by \( \tilde{J} \mapsto J\tilde{J} \) and the metric and symplectic form are

\[
\omega_J(\tilde{J}_1, \tilde{J}_2) = -\frac{1}{2} \text{tr} (\tilde{J}_1 J \tilde{J}_2), \quad g_J(\tilde{J}_1, \tilde{J}_2) = \frac{1}{2} \text{tr} (\tilde{J}_1 \tilde{J}_2)
\]

(23)

The group \( \text{SL}(2, \mathbb{R}) \) acts on \( \mathcal{J}(\mathbb{R}^2) \) by conjugation \( \Psi_* J = \Psi J \Psi^{-1} \). This action preserves the Kähler structure on \( \mathcal{J}(\mathbb{R}^2) \). Moreover, it is transitive with stabilizer \( \text{SO}(2) \) at the standard complex structure

\[
J_0 := \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix}
\]

This gives rise to an identification \( \mathcal{J}(\mathbb{R}^2) \cong \text{SL}(2, \mathbb{R})/\text{SO}(2) \).

Define \( j : \mathbb{H} \to \mathcal{J}(\mathbb{R}^2) \) as the composition \( \mathbb{H} \cong \text{SL}(2, \mathbb{R})/\text{SO}(2) \cong \mathcal{J}(\mathbb{R}^2) \). It follows from our discussion above that this is the unique \( \text{SL}(2, \mathbb{R}) \)-equivariant map which satisfies \( j(1) = J_0 \). A short calculation yields the formula

\[
j : \mathbb{H} \to \mathcal{J}(\mathbb{R}^2), \quad j(x + iy) := \begin{pmatrix} x & -x^2 + y^2 \\ y & x \end{pmatrix}
\]

(24)

and one verifies that this is an antiholomorphic and antisymplectic isometry.

**Remark 3.1.** One is tempted to define the complex structure on \( \mathcal{J}(\mathbb{R}^2) \) with a different sign in order to make \( j \) a Kähler isometry. However, this would be in conflict with standard sign conventions in Teichmüller theory and introduce unpleasant signs at other places.

**Lemma 3.2.** The action of \( \text{SL}(2, \mathbb{R}) \) on \( \mathcal{J}(\mathbb{R}^2) \) and \( \mathbb{H} \) is Hamiltonian and generated by the equivariant moment maps

\[
\mu_J : \mathcal{J}(\mathbb{R}^2) \to \mathfrak{sl}(2, \mathbb{R}), \quad \langle \mu_J(J), \xi \rangle := \text{tr}(J\xi),
\]

\[
\mu_H : \mathbb{H} \to \mathfrak{sl}(2, \mathbb{R}), \quad \langle \mu_H(z), \xi \rangle := -\text{tr}(j(z)\xi)
\]

for \( \xi \in \mathfrak{sl}(2, \mathbb{R}) \) and \( j : \mathbb{H} \to \mathcal{J}(\mathbb{R}^2) \) defined by (24).

**Proof.** Let \( J \in \mathcal{J}(\mathbb{R}^2), \tilde{J} \in T_J \mathcal{J}(\mathbb{R}^2) \) and \( \xi \in \mathfrak{sl}(2, \mathbb{R}) \). The infinitesimal action of \( \xi \) at \( J \) is given by \( L_J \xi = [\xi, J] \) and therefore

\[
\omega_J(L_J \xi, \tilde{J}) = -\frac{1}{2} \text{tr} ([\xi, J] \tilde{J}) = \frac{1}{2} \left( \text{tr} ([\xi, J] \tilde{J}) + \text{tr} (J \xi \tilde{J}) \right) = \text{tr}(J\xi)
\]

This proves the first part of the lemma. The second part follows from this, since \( j \) is equivariant and antisymplectic.

Denote by \( \omega_0 = dx \wedge dy \) the standard area form on \( \mathbb{R}^2 \). Every \( J \in \mathcal{J}(\mathbb{R}^2) \) defines a hermitian form on \( (\mathbb{R}^2, J) \) defined by

\[
h_J : \mathbb{R}^2 \times \mathbb{R}^2 \to \mathbb{C}, \quad h_J(\cdot, \cdot) := \omega_0(\cdot, J \cdot) + i\omega_0(\cdot, \cdot)
\]

(25)

This is complex anti-linear in the first coordinate and complex linear in the second coordinate with respect to \( J \). A direct computation shows that \( h_{j(\cdot)} \) has the matrix representation

\[
h_{j(\cdot)}(v, w) = v^t \frac{1}{\text{Im}(z)} \begin{pmatrix} 1 & -\bar{z} \\ -z & |z|^2 \end{pmatrix} w.
\]

(26)

for \( v, w \in \mathbb{R}^2 \).
3.2 Complex quadratic forms

For \( J \in \mathcal{J}(\mathbb{R}^2) \) we denote the space of complex quadratic forms on \((\mathbb{R}^2, J)\) by

\[
Q(J) := \{ q : \mathbb{R}^2 \times \mathbb{R}^2 \to \mathbb{C} | (J, i)\text{-}\text{complex bilinear and symmetric}\}.
\]

This carries the complex structure \( q \mapsto iq \) and the hermitian structure

\[
g_Q(q_1, q_2) := \text{Re} \left( \frac{q_1(v, v)q_2(v, v)}{h_J(v, v)^2} \right), \quad \omega_Q(q_1, q_2) := \text{Im} \left( \frac{q_1(v, v)q_2(v, v)}{h_J(v, v)^2} \right)
\]

(27)

where \( h_J \) is defined by (24) and neither expression depends on \( v \in \mathbb{R}^2 \setminus \{0\} \).

3.2.1 Identification with tangent vectors

Consider the map \( T_J \mathcal{J}(\mathbb{R}^2) \to Q(J) \) defined by

\[
\hat{J} \mapsto q_{(J, \hat{J})} := h_J(\hat{J}, \cdot).
\]

(28)

We show in the next lemma that this map is a complex antilinear isometry with respect to the structures defined in (24) and (27).

**Lemma 3.3 (Quadratic forms and tangent vectors).**

1. For \( J \in \mathcal{J}(\mathbb{R}^2) \) and \( \hat{J} \in T_J \mathcal{J}(\mathbb{R}^2) \) it holds

\[
h_J(\hat{J}v, w) = h_J(\hat{J}w, v) \quad \text{for all } v, w \in \mathbb{R}^2.
\]

(29)

In particular, \( q_{(J, \hat{J})} := h_J(\hat{J}, \cdot) \in Q(J) \).

2. For every \( J \in \mathcal{J}(\mathbb{R}^2) \) the map \( \mathcal{J}(\mathbb{R}^2) \) is a complex antilinear isomorphism with respect to the structures defined in (24) and (27).

3. The collection of maps \( \mathcal{J}(\mathbb{R}^2) \) is \( \text{SL}(2, \mathbb{R}) \)-equivariant in the following sense: Let \( J \in \mathcal{J}(\mathbb{R}^2) \), \( \hat{J} \in T_J \mathcal{J}(\mathbb{R}^2) \), and \( \Psi \in \text{SL}(2, \mathbb{R}) \), then

\[
q_{\Psi, (J, \hat{J})}(v, w) = q_{(J, \hat{J})}(\Psi^{-1}v, \Psi^{-1}w) \quad \text{for all } v, w \in \mathbb{R}^2.
\]

**Proof.** Differentiating the equation \( \omega_0(Jv, Jw) = \omega_0(v, w) \) it follows

\[
\omega_0(\hat{J}v, Jw) + \omega_0(\hat{J}w, Jv) = 0.
\]

Hence \( \omega_0(\hat{J}v, Jw) = \omega_0(v, J\hat{J}w) \) shows that \( \hat{J} \) is self-adjoint with respect to the inner product \( \omega_0(\cdot, \cdot) \) and \( \omega_0(\hat{J}v, Jw) = -\omega_0(v, J\hat{J}w) \). Then follows

\[
h_J(\hat{J}v, w) = \omega_0(\hat{J}v, Jw) + i\omega_0(\hat{J}v, w) = \omega_0(v, J\hat{J}w) + i\omega_0(Jw, w) = h_J(Jw, v)
\]

This completes the proof of (29).

For the second part, it follows from (28) that

\[
||\hat{J}||^2 = \frac{1}{2} \left( \frac{h_J(\hat{J}^2v, v)}{h_J(v, v)} + \frac{h_J(\hat{J}^2w, Jv)}{h_J(v, v)} \right) = \frac{h_J(\hat{J}v, \hat{J}v)}{h_J(v, v)} = \frac{|h_J(v, J\hat{J}w)|^2}{h_J(v, v)^2} = ||q_{(J, \hat{J})}||^2
\]

where we used in the penultimate equation that \((\mathbb{R}^2, J)\) is complex one-dimensional and hence \( h_J(v, J\hat{J}w)^2 = h_J(v, v)h_J(Jw, v) \). Hence \( (\mathcal{J}(\mathbb{R}^2), J) \) is an isometry. Since it is clearly complex antilinear, this completes the proof of the second part.

Finally, let \( \Psi \in \text{SL}(2, \mathbb{R}) \) be given and compute

\[
q_{\Psi, (J, \hat{J})} = h_{\Psi, J\hat{J}^{-1}}(\Psi J\Psi^{-1}, \cdot) = \omega_0(\Psi J\Psi^{-1}, \cdot) + \omega_0(\Psi J\Psi^{-1}, \cdot)
\]

\[
= \omega_0(J\Psi^{-1}, J\Psi^{-1}) = q_{(J, \hat{J})}(\Psi^{-1}, \Psi^{-1}).
\]

This proves equivariance and the lemma. \( \square \)
3.2.2 Identification with covectors

The Riemannian metric on $\mathcal{J}(\mathbb{R}^2)$ defines a complex antilinear isomorphism of the tangent bundle and cotangent bundle of $\mathcal{J}(\mathbb{R}^2)$. This is given by

$$
T_\mathcal{J} \mathcal{J}(\mathbb{R}^2) \to T_\mathcal{J} \mathcal{J}(\mathbb{R}^2), \quad \mathcal{J} \mapsto \left( \mathcal{J} \to \frac{1}{2} \text{tr} \left( \mathcal{J} \mathcal{J}' \right) \right).
$$

(30)

Combining this map with $\mathcal{P}$ and the derivative of $(24)$, gives rise to an identification between the cotangent bundle $T^* \mathbb{H}$ the hyperbolic plane and the bundle of quadratic forms over $\mathcal{J}(\mathbb{R}^2)$:

$$(j, q) : T^* \mathbb{H} \cong Q(\mathbb{R}^2) := \{(J, q) \mid J \in \mathcal{J}(\mathbb{R}^2), q \in Q(J)\}.$$

The next lemma asserts that this map is an antiholomorphic $\text{SL}(2, \mathbb{R})$-equivariant diffeomorphism which restricts to isometries along the fibres.

**Lemma 3.4 (Quadratic forms and covectors).** Define the map

$$(j, q) : T^* \mathbb{H} \to Q(\mathbb{R}^2) \subset \mathcal{J}(\mathbb{R}^2) \times \text{Hom}(\mathbb{R}^2 \otimes \mathbb{R}^2, \mathbb{C})$$

for $z = x + iy \in \mathbb{H}$ and $w \in \mathbb{C}$ by

$$j(z, w) := J(z) := \left( \begin{array}{cc} \frac{y}{y} & \frac{x^2 + y^2}{y} \\ -\frac{x}{y} & \frac{y}{y} \end{array} \right), \quad q(z, w) := \left( \begin{array}{cc} \bar{w} & -\bar{z}w \\ -\bar{z} & \bar{y} \end{array} \right)$$

(31)

1. $q$ is $\text{SL}(2, \mathbb{R})$-equivariant in the sense that

$$q(\Psi(z, w))(\cdot, \cdot) = q(z, w)(\Psi^{-1}, \Psi^{-1})(\cdot) \in Q(\Psi(j(z))\Psi^{-1})$$

for every $\Psi \in \text{SL}(2, \mathbb{R})$ and $(z, w) \in T^* \mathbb{H} \cong \mathbb{H} \times \mathbb{C}$.

2. For every $z \in \mathbb{H}$ the fibre map $q(z, \cdot) : T^*_z \mathbb{H} \to Q(j(z))$ is a complex antilinear isometry.

**Proof.** We leave it to the reader to check that the map $(j, q)$ is indeed constructed by combining $\mathcal{P}$, $(24)$, and $(28)$. Since all these maps are antiholomorphic $\text{SL}(2, \mathbb{R})$-equivariant isometries, it follows immediately that $q$ is also $\text{SL}(2, \mathbb{R})$-equivariant and restricts to complex antilinear isometries along the fibres.

3.2.3 Duality

In our discussion so far, we viewed a covector $J^* \in T^*_\mathcal{J} \mathcal{J}(\mathbb{R}^2)$ as $\mathbb{R}$-linear map $J^* : T_\mathcal{J} \mathcal{J}(\mathbb{R}^2) \to \mathbb{R}$. This extends uniquely to a complex linear map $T_\mathcal{J} \mathcal{J}(\mathbb{R}^2) \to \mathbb{C}$ and thus gives rise to the complex linear duality pairing

$$T_\mathcal{J} \mathcal{J}(\mathbb{R}^2) \times T_\mathcal{J} \mathcal{J}(\mathbb{R}^2) \to \mathbb{C}, \quad \langle J^*, \mathcal{J} \rangle = J^*(\mathcal{J}) - iJ^*(\mathcal{J})$$

(32)

When identifying $T_\mathcal{J} \mathcal{J}(\mathbb{R}^2)$ with $Q(J)$ using $(28)$ and $(30)$, this pairing is given by

$$Q(J) \times T_\mathcal{J} \mathcal{J}(\mathbb{R}^2) \to \mathbb{C}, \quad \langle q, \mathcal{J} \rangle_{Q \times T_\mathcal{J}} = \frac{q(Jv, v)}{h_J(v, v)}$$

(33)

where the right hand side does not depend on $v \in \mathbb{R}^2 \setminus \{0\}$.

**Lemma 3.5.** Define $(j, q)$ by $(24)$. Then

$$w \hat{z} = \frac{q(z, w), dj(z)\hat{z}}{h_J(v, v)}$$

(34)

for all $z \in \mathbb{H}$ and $\hat{z}, w \in \mathbb{C}$. Here we think of $\hat{z} \in T_\mathcal{J} \mathbb{H}$, $w \in T^*_\mathcal{J} \mathbb{H}$, and define the right hand side by $(28)$.

**Proof.** This follows directly from the construction of the duality pairing. Alternatively, one may use Lemma 3.4 to verify the formula at $z = i$ and then use $\text{SL}(2, \mathbb{R})$-equivariance of both sides in $(33)$ to complete the proof.
4 Construction of the moduli space $\mathcal{M}$

Denote by $X \subset T^*\mathbb{H}$ the unit disc bundle in the cotangent bundle of the hyperbolic plane. Theorem 4.2 provides an explicit $S^1 \times \text{SL}(2,\mathbb{R})$-invariant hyperkähler metric on $X$, which is compatible with the canonical holomorphic symplectic structure on $T^*\mathbb{H}$ and restricts to the hyperbolic metric along $\mathbb{H}$. The existence of such a metric near the zero section follows from general results of Feix [13] and Kaledin [23], and the main point of this theorem is to provide an explicit formula. We then calculate moment maps for the action of $S^1$ and $\text{SL}(2,\mathbb{R})$ for the various symplectic forms.

Next, let $(\Sigma, \rho)$ be a closed 2-dimensional manifold equipped with an area form $\rho$ and denote by $P \to \Sigma$ its $\text{SL}(2,\mathbb{R})$-frame bundle. Using Lemma 4.4 one can identify the space of sections $\mathcal{S}(P,X)$ of the associated bundle $P(X) := P \times_{\text{SL}(2,\mathbb{R})} X$ with

$$\mathcal{Q}_1(\Sigma) := \{(J, \sigma) \mid J \in \mathcal{J}(\Sigma), \sigma \in \mathcal{Q}(J), |\sigma|_J < 1\}$$

where $\mathcal{Q}(J)$ is the space of quadratic differentials $\sigma \in \Omega^2(\Sigma, S^2(T^*\Sigma \otimes \mathbb{C})$. The hyperkähler structure on $X$ induces a hyperkähler structure on the bundle $\mathcal{Q}_1(\Sigma)$ and the general moment map in Theorem 2.2 can be used to calculate a hyperkähler moment map for the action of $\text{Ham}(\Sigma, \rho)$ on $\mathcal{Q}_1(\Sigma)$. This is the content of Theorem 4.10. We show moreover that two of these moment maps extend to moment maps for the action of $\text{Symp}(\Sigma, \rho)$.

These calculations are the key ingredient in constructing the moduli space $\mathcal{M}$, whichafter suitable rescaling and applying standard Moser isotopy arguments, can be described by

$$\mathcal{M} := \left\{(g, \sigma) \in \text{Met}(\Sigma) \times \mathcal{Q}(J) \left| \frac{\partial_{\sigma} \sigma = 0, |\sigma|_g < 1,}{K_g - \frac{1}{2} |\sigma|_g^2 = \frac{c}{2}} \right. \right\} / \text{Diff}_0(\Sigma) \quad (35)$$

where $c = 2\pi(2 - 2\text{genus}(\Sigma))/\text{vol}(\Sigma, \rho)$ and $J_g \in \mathcal{J}(\Sigma)$ is the unique complex structure compatible with $g$. The main feature of this moment map construction is that it induces a natural hyperkähler structure on $\mathcal{M}$. We will investigate this structure more closely in the final chapter of this article.

4.1 Hyperkähler extension of the hyperbolic plane

The unit disc bundle $X \subset T^*\mathbb{H}$ can be viewed as the set

$$X = \left\{(z, w) \in \mathbb{H} \times \mathbb{C} \left| |w| < \frac{1}{\text{Im}(z)} \right. \right\}$$

and the natural $\text{SL}(2,\mathbb{R})$-action on $T^*\mathbb{H}$ restricts to an action on $X$ given by

$$\text{SL}(2,\mathbb{R}) \times X \to X, \quad \begin{pmatrix} a & b \\ c & d \end{pmatrix} (z, w) = \begin{pmatrix} az + b \\ cw + d \end{pmatrix}, \quad (cz + d)^2 w. \quad (36)$$

Moreover, consider the $S^1$-action on $X$ which is given by rotation of the fibres

$$S^1 \times X \to X, \quad e^{i\theta}, (z, w) \mapsto (z, e^{i\theta}w). \quad (37)$$

As cotangent bundle of a complex manifold, $X$ carries a canonical holomorphic symplectic structure. This consists of the complex structure $J_1(\hat{z}, \hat{w}) := (i\hat{z}, i\hat{w})$ and the complex nondegenerate closed 2-form $dz \wedge dw \in \Omega^2_{1,0}(X)$. Denote the real and imaginary part of this form by

$$\omega_2 := dx \wedge du - dy \wedge dv, \quad \omega_3 := dx \wedge dv + dy \wedge du$$

where $z = x + iy$ and $w = u + iv$. A Riemannian metric $g \in \text{Met}(X)$ is said to be a hyperkähler metric compatible with this holomorphic symplectic structure, if the relations

$$\omega_i(\cdot, J_i \cdot) = g(\cdot, \cdot) \quad \text{for } i = 1, 2, 3$$

defines a Kähler form $\omega_1$ and integrable complex structures $J_2, J_3$ satisfy the quaternionic relations together with $J_1$. 13
Remark 4.1. By a Lemma of Hitchin ([18], Lemma 6.8) it suffices to require that $J_1$, $J_2$ and $J_3$ are almost complex structure. Integrability is then an automatic consequence of the algebraic relations and the closure of the symplectic forms.

Feix [13] and Kaledin [23] showed that for any real analytic Kähler manifold, there exists a unique $S^1$-invariant hyperkähler metric defined on some neighbourhood of the zero section in the total space of the cotangent bundle, which is compatible with the canonical holomorphic symplectic structure and extends the Kähler structure of the zero section.

Theorem 4.2 (Donaldson [11]). Define the Riemannian metric $g$ on $X$ by

$$
g = \frac{\text{Im}(z)^2}{2\text{Im}(z)^2\sqrt{1 - r^2}} d\bar{z}dz + \frac{i\text{Im}(z)\bar{w}}{2\sqrt{1 - r^2}} d\bar{z}dw - \frac{i\text{Im}(z)w}{2\sqrt{1 - r^2}} d\bar{w}dz
$$

where $r := |w|\text{Im}(z)$. Then $g$ is a $\text{SL}(2, \mathbb{R}) \times S^1$-invariant hyperkähler metric on $X$. It is compatible with the holomorphic symplectic structure and restricts to the Kähler structure of the zero section in the total space of the cotangent bundle, which is compatible with the canonical holomorphic symplectic structure and extends the Kähler structure of the zero section.

Proof. A derivation of this formula is given by Donaldson in [11], Lemma 16. For a detailed exposition, see [32], Theorem 4.5.1. We verify in the following only that $g$ defines indeed a hyperkähler metric.

The induced metric on the anti-canonical line bundle $\Lambda^{2,0} T^* \mathbb{H}$ is given by $\det(g_{\alpha\beta}) \equiv \frac{1}{4}$. The Levi-Civita connection of $g$ induces on the anti-canonical bundle the unique connection, which is compatible with this metric and the holomorphic structure. In particular, it follows that the induced connection on $\Lambda^{2,0} T^* \mathbb{H}$ is trivial and therefore

$$\nabla (dz \wedge dw) = 0.$$ 

Hence $\omega_2 = \text{Re}(dz \wedge dw)$ and $\omega_3 = \text{Im}(dz \wedge dw)$ are parallel and therefore $(X, J_2, \omega_2)$ and $(X, J_3, \omega_3)$ are Kähler manifolds. Moreover, since $J_3$ is integrable, we also have that $(X, J_1, \omega_1)$ is Kähler.

It remains to verify that the complex structures $J_1$, $J_2$, $J_3$ satisfy the algebraic relations of the quaternions. Since $dz \wedge dw \in \Omega^2_{J_3}(X)$, it follows $\omega_2(J_1 \cdot, \cdot) = \omega_2(\cdot J_1 \cdot)$ and then

$$\omega_2(J_3 J_1 \cdot, \cdot) = g(J_3 J_1 \cdot, \cdot) = -g(J_1 \cdot, \cdot) = -\omega_2(J_1 \cdot J_3 \cdot) = -\omega_2(\cdot J_3 J_1 \cdot)$$

This proves implies $J_2 J_3 = -J_3 J_2$. Using again $\omega_2 + i\omega_3 \in \Omega^{2,0}_{J_1}(X)$, it follows $\omega_2(\cdot, \cdot) = \omega_3(J_1 \cdot, \cdot)$ and thus

$$g(J_2 \cdot, \cdot) = \omega_2(J_1 \cdot, \cdot) = \omega_3(J_1 \cdot, \cdot) = g(J_3 J_1 \cdot, \cdot).$$

This proves $J_2 = J_3 J_1$ and then also $J_3 = -J_2 J_1 = J_1 J_2$. $\square$

Remark 4.3. The hyperkähler metric on $X$ is not complete.

Remark 4.4. Hodge [28] showed that there exists as $\text{SL}(2, \mathbb{R})$-equivariant diffeomorphism $\alpha : X \to \mathbb{H} \times \overline{\mathbb{H}}$ which identifies the second complex structure $J_2$ on $X$ with $(i, -i)$ on $\mathbb{H} \times \overline{\mathbb{H}}$. To understand this construction consider the diagonal embedding of the zero section $Z := \mathbb{H} \times \{0\}$

$$Z \to \mathbb{H} \times \overline{\mathbb{H}}, \quad (z, 0) \mapsto (z, z).$$

Since $Z$ is a totally real submanifold of $X$ with totally real image, it follows from the implicit function theorem that it extends uniquely to a biholomorphic map on suitable open neighbourhoods. Hodge showed by an explicit calculations that such an extension does in fact exist globally and it is given by the formula

$$\alpha(z, w) = (\exp_z (i f_z(w)), \exp_{\bar{z}} (-i f_{\bar{z}}(w)))$$

where $f_z : T^*_z \mathbb{H} \to T^*_{\bar{z}} \overline{\mathbb{H}}$ is given by

$$f_{\bar{z}}(w) := \text{arctanh}(-\text{Im}(z)|w|) \frac{\text{Im}(z)^2 w}{\text{Im}(z)|w|}.$$
Lemma 4.5

Structure. This is a general feature for hyperkahler manifolds equipped with such a potential for the hyperkahler metric with respect to the second and third complex structure. This proves the first equation in (41). The second follows by a similar calculation and therefore

\[ \omega(x + iy, u + iv) = \left( x - \frac{y^2v}{1 - yu} + i\frac{y\gamma}{1 - yu}, x + \frac{y^2v}{1 + yu} + i\frac{y\gamma}{1 + yu} \right) \] (39)

By Remark 4.3, \( \alpha \) is not an isometry for the product metric.

4.2 Moment maps on the fibre

The \( S^1 \)-action on \( X \) defined by (37) is Hamiltonian for \( \omega_1 \) and rotates the symplectic forms \( \omega_2 \) and \( \omega_3 \). The moment map for this action with respect to \( \omega_1 \) yields a Kähler potential for the hyperkahler structure with respect to the second and third complex structure. This is a general feature for hyperkahler manifolds equipped with such an \( S^1 \)-action, which has been observed in [19]. We recall the argument in the next Lemma.

Lemma 4.5 (Rotation of the fibres). Equip \( X \) with the hyperkahler structure obtained in Theorem 4.1 and consider the \( S^1 \)-action on \( X \) defined by (37).

1. This action is Hamiltonian with respect to \( \omega_1 \) and generated by

\[ H : X \to \mathbb{R}, \quad H(z, w) := \sqrt{1 - Im(z)^2|w|^2}. \] (40)

2. \( H \) is a Kähler potential for the hyperkahler structure with respect to the second and third complex structure, i.e.

\[ 2i\partial_j \partial_{\bar{j}} H = \omega_2, \quad 2i\partial_j \partial_{\bar{j}} H = \omega_3 \] (41)

Proof. For \((z, w) \in X \) write \( z = x + iy \) and \( w = u + iv \). Then

\[ \omega_1((0, iw), (\dot{z}, \dot{w})) = -g((0, w), (\dot{z}, \dot{w})) = -2Re(\bar{w}g_{wz} \dot{z} + \bar{w}g_{\omega w} \dot{w}) \]

\[ = -\frac{|w|^2y\dot{y} + (u\dot{u} + v\dot{v})y^2}{\sqrt{1 - |w|^2y^2}} = dH(z, w)[\dot{z}, \dot{w}]. \]

This shows that \( v_H(z, w) = (0, iw) \) is the Hamiltonian vector field generated by \( H \).

For the second part, denote by \( \phi_t(z, w) := (z, e^{it}w) \) the rotation by \( e^{it} \). Then

\[ \mathcal{L}_{v_H}(\omega_2 + i\omega_3) = \left. \frac{d}{dt} \right|_{t=0} \phi_t^* (\omega_2 + i\omega_3) = \left. \frac{d}{dt} \right|_{t=0} e^{it} dz \wedge dw = i\omega_2 - i\omega_3 \]

and therefore \( \mathcal{L}_{v_H} \omega_2 = -i\omega_3 \) and \( \mathcal{L}_{v_H} \omega_3 = \omega_2 \). The identity

\[ dH(J_2 u) = \omega_1(v_H, J_2 u) = g(J_1 v_H, J_2 u) = g(J_3 v_H, u) = \omega_3(v_H, u) \]

then yields

\[ 2i\partial_j \partial_{\bar{j}} H = d(dH \circ J_2) = dt(v_H) \omega_3 = \mathcal{L}_{v_H} \omega_3 = \omega_2. \]

This proves the first equation in (41). The second follows by a similar calculation and this proves the lemma.

Hyperkahler moment map on \( X \). The \( SL(2, \mathbb{R}) \)-action on \( X \) defined by (36) preserves all three symplectic forms and admits a hyperkahler moment map. We calculate the first moment map in Proposition 4.6. The second and third moment map follow from a more general calculation in Proposition 4.7 below.

Proposition 4.6. Let \( \omega_1 \) be the symplectic form obtained in Theorem 4.1 and let \( j : \mathbb{R} \to \mathcal{F}(\mathbb{R}^2) \) be the isomorphism (27). Then \( \mu_1 : X \to sl^*(2, \mathbb{R}) \) defined by

\[ \langle \mu_1(z, w), \xi \rangle := -\sqrt{1 - Im(z)^2|w|^2} tr(j(z) \xi), \quad \text{for } \xi \in sl(2, \mathbb{R}) \]

is an equivariant moment map for the \( SL(2, \mathbb{R}) \)-action on \( X \) with respect to \( \omega_1 \).
Proof. The proof consists of three steps.

Step 1: For $0 < r < 1$ define $X_r := \{(z, w) \in X \mid |w|fm(z) = r\}$. Then

$$\omega_1((\hat{z}_1, \hat{w}_1), (\hat{z}_2, \hat{w}_2)) = \sqrt{1 - r^2} \omega_3(\hat{z}_1, \hat{z}_2).$$

(42)

for all $(z, w) \in X_r$ and $(\hat{z}_1, \hat{w}_1), (\hat{z}_2, \hat{w}_2) \in T_{(z, w)}X_r$.

It follows from Lemma 4.5 that $X_r = H^{-1}(\sqrt{1 - r^2})$. Hence $X_r/S^1$ is a Marsden–Weinstein quotient and $\omega_1$ induces a well-defined $SL(2, \mathbb{R})$-invariant symplectic form on $X_r/S^1$. Since $SL(2, \mathbb{R})$ acts transitively on $X_r$, such a form is unique up to scaling and there exists $f(r) \in \mathbb{R}$ such that

$$\omega_1((\hat{z}_1, \hat{w}_1), (\hat{z}_2, \hat{w}_2)) = f(r)\omega_R(\hat{z}_1, \hat{z}_2).$$

for all $(z, w) \in X_r$ and $(\hat{z}_1, \hat{w}_1), (\hat{z}_2, \hat{w}_2) \in T_{(z, w)}X_r$. We calculate $f(r)$ by evaluating $\omega_1$ at $(i, r) \in X_r$ on the tangent vectors $(1, 0), (i, -r) \in T_{(i, r)}X_r$

$$f(r) = (\omega_1)_{(1, r)}((1, 0), (i, -r)) = 2\text{Im}(g_{z\bar{z}}i - g_{z\bar{w}}r) = \sqrt{1 - r^2}.$$

This establishes (43).

Step 2: For $(z, w) \in X$ with $w \neq 0$, we define radial and angular vector fields by

$$V_r(z, w) := \left(0, \frac{w}{fm(z)|w|}\right), \quad V_\phi(z, w) := (0, i\bar{w}).$$

For $\xi \in \mathfrak{sl}(2, \mathbb{R})$ denote by $L_{(z, w)}\xi \in T_{(z, w)}X$ its infinitesimal action. Then

$$\xi j(z) = j(z)\xi \quad \Rightarrow \quad L_{(z, w)}\xi = -\text{tr}(j(z)\xi)V_\phi$$

(43)

$$\xi j(z) = -j(z)\xi \quad \Rightarrow \quad \omega_1(L_{(z, w)}\xi, V_r) = 0 = \omega_1(L_{(z, w)}\xi, V_\phi).$$

(44)

Assume first that $\xi \in \mathfrak{sl}(2, \mathbb{R})$ commutes with $j(z)$. By $SL(2, \mathbb{R})$-invariance of (43), we may assume $z = i$. Then $\xi$ has the shape

$$\xi = \begin{pmatrix} 0 & a \\ -a & 0 \end{pmatrix}$$

for some $a \in \mathbb{R}$ and (43) follows from a direct calculation

$$L_{(i, w)}\xi = (0, 2ia\bar{w}) = 2aV_\phi = -\text{tr}(J_0\xi)\xi_0.$$

Assume next that $\xi \in \mathfrak{sl}(2, \mathbb{R})$ anti-commutes with $j(z)$. Then $\text{tr}(j(z)\xi) = 0$ and in particular $j(z)\xi \in \mathfrak{sl}(2, \mathbb{R})$. The key observation is the identity

$$L_{(z, w)}(j(z)\xi) = -iL_{(z, w)}\xi$$

for all $(z, w) \in X$. (45)

In order to see this, let $J \in J(\mathbb{R}^2)$ and $q \in Q(J)$ and note that

$$L_J(J_\xi) = [J_\xi, J] = J[\xi, J] = J(L_J\xi)$$

$$L_q(J_\xi) = -q(J_\xi, \cdot) - q(\cdot, J_\xi) = -iq(\xi, \cdot) - iq(\cdot, \xi) = iL_q\xi.$$

These equations directly imply (43), by the antiholomorphic identification $T^*\mathbb{H} \cong Q(\mathbb{R}^2)$ in Lemma 3.3. We can now prove (44). The first equation $\omega_1(L_{(z, w)}\xi, V_r) = 0$ follows from Step 1. The second equation follows from this and (43)

$$\omega_1(L_{(z, w)}\xi_1, V_r) = -\frac{1}{fm(z)|w|}\omega_1(L_{(z, w)}\xi_1, V_\phi) = -\frac{1}{fm(z)|w|}\omega_1(L_{(z, w)}(j(z)\xi_1), V_\phi) = 0.$$
Step 3: $\mu_1$ satisfies the moment map equation

$$
\langle d\mu_1(z, w)[\xi, \bar{\nu}], \xi \rangle = \omega_1(L_{(z, w)}\xi, (\xi, \bar{\nu}))
$$

for every $(z, w) \in X$ and $(\xi, \bar{\nu}) \in T_{(z, w)}X$.

Suppose first $w = 0$. For tangent vectors $(\xi, 0)$ along the base, the claim follows from Lemma 4.3. For tangent vectors $(0, \bar{v})$ along the fibre, the derivative of $\langle \mu_1, \xi \rangle$ in the direction of $(0, \bar{v})$ vanishes. Since $\omega_1(L_{(z, 0)}\xi, (0, \bar{v})) = 0$, it follows that (46) is satisfied in the case $w = 0$.

Suppose next $r := |w| \Im(z) > 0$ and consider the case where $(\xi, \bar{\nu})$ is tangential to $X_r$. Since $L_{(z, w)}\xi$ is also tangential, it follows from (42) and Lemma 3.2.

Finally consider the case $r := |w| \Im(z) > 0$ and $(\xi, \bar{\nu}) = V_r(z, w)$. The vector fields $V_r$ and $V_\phi$ defined in Step 3 satisfy

$$
\omega_1(V_r(z, w), V_\phi(z, w)) = 2 \Im \left( \frac{w}{\Im(z)|w|^2} g_{\bar{w}w}w \right) = \frac{r}{\sqrt{1 - r^2}}
$$

Hence, it follows from Step 2 that

$$
\langle d\mu_1(z, w)[V_r], \xi \rangle = \frac{r}{\sqrt{1 - r^2}} \tr(j(z)\xi) = \omega_1(-\tr(j(z)\xi) V_\phi, V_r) = \omega_1(L_{(z, w)}\xi, V_r).
$$

This completes the proof of the moment map equation (46). \hfill \Box

Proposition 4.7. Let $G$ be a Lie group acting on a smooth complex manifold $Y$. Denote by $\pi : T^*Y \to Y$ the canonical projection and recall that the tautological 1-form $\lambda \in \Omega^1(T^*Y, \mathbb{C})$ is defined by

$$
\lambda_{(y, \alpha)} := \alpha \circ d\pi(y, \alpha) : T_{(y, \alpha)}(T^*Y) \to \mathbb{C}.
$$

The holomorphic symplectic form on $T^*Y$ is then given by

$$
\omega_2 + i\omega_3 = -d\lambda \in \Omega^2(T^*Y, \mathbb{C}).
$$

The $G$-action on $Y$ induces a natural action on $T^*Y$. This action is Hamiltonian with respect to $\omega_2$ and $\omega_3$ and admits the moment maps

$$
\mu_2(y, \alpha), \xi + i(\mu_3(y, \alpha), \xi) := \lambda_{(y, \alpha)}(L_{(y, \alpha)}\xi) = \alpha(L_{y}\xi), \quad \text{for} \quad \xi \in \mathfrak{g}.
$$

Here $L_y : \mathfrak{g} \to T_yY$ and $L_{(y, \alpha)} : \mathfrak{g} \to T_{(y, \alpha)}T^*Y$ denote the infinitesimal action on $Y$ and $T^*Y$ respectively.

Proof. Let $g \in G$, $(y, \alpha) \in T^*Y$ and denote by $m_y : T_yY \to T_{yg}Y$ the derivative of the action by $g$. Then $g(y, \alpha) = (gy, \alpha \circ m_y^{-1})$ and $g^*\lambda = \lambda$. Hence the Lie derivative of $\lambda$ in the direction $v_\xi(y, \alpha) := L_{(y, \alpha)}\xi$ vanishes. Then, by Cartan’s formula, we get

$$
0 = L_{v_\xi}\lambda = d\lambda + \iota(v_\xi)\lambda.
$$

This yields $\omega_2(v_\xi, \cdot) + \omega_3(v_\xi, \cdot) = d\lambda(v_\xi)$ and proves the moment map equation. \hfill \Box

Hyperkähler Strukture on $Q_1(\mathbb{R}^2)$. Recall from Lemma 4.3 that there is a canonical antiholomorphic diffeomorphism $(j, q) : X \to Q_1(\mathbb{R}^2)$. Consider on $Q_1(\mathbb{R}^2)$ the natural holomorphic symplectic structure, which is obtained by viewing it as subset of $T^*\mathcal{J}(\mathbb{R}^2)$. The push forward of the hyperkähler metric on $X$ then provides a compatible hyperkähler metric on $Q_1(\mathbb{R}^2)$. The map $(j, q) : X \to Q_1(\mathbb{R}^2)$ is antiholomorphic for the first and third complex structure and holomorphic for the second complex structure. The results of this section then translate into the following:
Lemma 4.9. The $S^1$-action on $Q_1(\mathbb{R}^2)$, which is defined by rotation of the fibres, is generated by the Hamiltonian

$$H : Q_1(\mathbb{R}^2) \to \mathbb{R}, \quad H(J, q) := \sqrt{1 - |q|^2}.$$  

Moreover, the $SL(2, \mathbb{R})$-action on $Q_1(\mathbb{R}^2)$ admits the hyperkähler moment map

$$\langle \mu_1(J, q), \xi \rangle := \sqrt{1 - |q|^2} \text{tr}(J\xi)$$

$$\langle \mu_2(J, q) + 4\mu_3(J, q), \xi \rangle := \langle q, [\xi, J]\rangle_{Q \times T^*J} := \frac{q\langle [\xi, J]v, v \rangle}{h_J(v, v)}$$

for $\xi \in \mathfrak{sl}(2, \mathbb{R})$, where the right hand side does not depend on $v \in \mathbb{R}^2 \setminus \{0\}$.

Proof. The first statement follows from Lemma 4.5 where we used that $(J, q)$ is antisymplectic with respect to the first symplectic form. The hyperkähler moment map follows from Proposition 4.6 and Proposition 4.7 (see Lemma 3.5 for a discussion of the duality pairing).

4.3 Moment maps on the space of sections

The main result of this subsection is Theorem 4.10 which calculates a hyperkähler moment map for the action of $\text{Ham}(\Sigma, \rho)$ on $Q_1(\Sigma)$ and two moment maps for the action of $\text{Symp}_0(M, \rho)$. We begin our discussion with a careful look at the isomorphism $S(P, X) \cong Q_1(\Sigma)$.

4.3.1 Geometric description of the sections

Let $P \to (\Sigma, \rho)$ be the $SL(2, \mathbb{R})$-frame bundle, let $Q_1(\mathbb{R}^2)$ be the space of pairs $(j, q)$ with $j \in J(\mathbb{R}^2)$, $q \in Q(j)$ and $|q|_j < 1$. The associated fibration $P(Q_1(\mathbb{R}^2)) := P \times_{SL(2, \mathbb{R})} Q_1(\mathbb{R}^2)$ naturally embeds into $\text{End}(T\Sigma) \times S^2(T^*\Sigma \otimes \mathbb{C})$ via

$$[(z, \theta), (j, q)] \mapsto (\theta j\theta^{-1}, \theta^* q)$$

where $z \in \Sigma, \theta : \mathbb{R}^2 \to T_z\Sigma$ is a volume preserving frame, and $(j, q) \in Q_1(\mathbb{R}^2)$. On the space of section this yields the identification

$$S(P, Q_1(\mathbb{R}^2)) \cong Q_1(\Sigma) := \{ (J, \sigma) | J \in J(\Sigma), \sigma \in Q(J), |\sigma|_J < 1 \}$$

where $Q(J) = \Omega^1(\Sigma, S^2(T^*\Sigma \otimes \mathbb{C}))$ denotes the space of quadratic $J$-differentials.

Lemma 4.9.

1. Any torsion-free $SL(2, \mathbb{R})$-connection on $T\Sigma$ induces connections on $P(Q_1(\mathbb{R}^2))$ and $\text{End}(T\Sigma) \times S^2(T^*\Sigma \otimes \mathbb{C})$ which are compatible with respect to (50).
2. The inclusion (50) is $\text{Symp}(\Sigma, \rho)$-equivariant.
3. The first symplectic form satisfies the pointwise identity

$$\langle \omega_1(J, q), (0, \hat{\sigma}_1), (0, \hat{\sigma}_2) \rangle = \frac{\omega_q(\hat{\sigma}_1, \hat{\sigma}_2)}{\sqrt{1 - |\sigma|^2}}$$

for $(J, \sigma) \in Q_1(\Sigma)$ and $\hat{\sigma}_i \in Q(J)$. Here we denote by $\omega_q$ the pointwise symplectic structure on $S^2(T^*\Sigma \otimes \mathbb{C})$ determined by $J$ and $\rho$.

Proof. The first two claims are a matter of unraveling the definitions and left to the reader. The last claim follows from Theorem 4.2.
4.3.2 Calculation of the hyperkähler moment map

The symplectic forms on $P(Q_1(R^2))$ integrate to symplectic forms on $Q_1(\Sigma)$

$$\omega_i((\hat{J}_1, \hat{\sigma}_1), (\hat{J}_2, \hat{\sigma}_2)) := \int_{\Sigma} \omega_i((\hat{J}_1, \hat{\sigma}_1), (\hat{J}_2, \hat{\sigma}_2))\rho.$$ 

The next theorem calculates moment maps for these symplectic forms and is due to Donaldson (Proposition 17 in [11]). We present an alternative proof for the second and third part of the theorem, since we found it hard to transform the original argument into a rigorous proof. Also note that the first moment map in [11] looks slightly different due to alternative conventions.

**Theorem 4.10.** The action of $\text{Ham}(\Sigma, \rho)$ on $Q_1(\Sigma)$ is Hamiltonian for all three symplectic structures $\omega_i$. Moreover, the action of $\text{Symp}_0(\Sigma, \rho)$ on $Q_1(\Sigma)$ is Hamiltonian for $\omega_1$ and $\omega_3$. 

1. An equivariant moment map for the $\text{Ham}(\Sigma, \rho)$-action on $Q_1(\Sigma)$ for $\omega_i$ is

$$\mu_i(J, \sigma) = \frac{[\partial_J \sigma]^2 - [\partial_\sigma \sigma]^2}{1 - [\sigma]^2} \rho - 2 \sqrt{1 - [\sigma]^2} K_J \rho - 2 \bar{\partial}_J \partial_J \sqrt{1 - [\sigma]^2} + 2 c \rho$$

where $c := 2\pi (2 - 2\text{genus}(\Sigma))/\text{vol}(\Sigma, \rho)$, $K_J$ denotes the Gaussian curvature of $\rho(J, \cdot)$ and all norms $| \cdot |$ are calculated with respect to this metric.

2. Define the contraction $r : Q_1^3(\Sigma, S^2(T^* \Sigma \otimes J \mathbb{C})) \rightarrow \Omega^1(\Sigma)$ by $r(\gamma) := \frac{\gamma(\nu_0(\cdot))}{|\nu_0|^2}$ which is independent of $\nu_0 \neq v \in \text{Vect}(\Sigma)$. An equivariant moment map for the $\text{Ham}(\Sigma, \rho)$-action on $Q_1(\Sigma)$ for $\omega_1$ and $\omega_3$ is given by

$$\mu_i(J, \sigma) + \bar{\partial}_J r(\partial_J \sigma)$$

3. An equivariant moment map for the $\text{Symp}_0(\Sigma, \rho)$-action on $Q_1(\Sigma)$ with respect to $\omega_1$ and $\omega_3$ is given by

$$\langle \mu_i(J, \sigma) + \bar{\partial}_J r(\partial_J \sigma), v \rangle = 2i \int_{\Sigma} \nu(v) r(\partial_J \sigma) \rho.$$ 

for any symplectic vector field $v \in \text{Vect}(\Sigma)$ satisfying $d\nu(v) \rho = 0$.

**Proof.** Denote by $\nabla$ the Levi-Civita connection of $\rho(J, \cdot)$. We deduce [51] in Step 1 from Theorem 2.4. For the proof of [53] we need to extend the arguments used in the derivation of Theorem 2.4. This is done in Step 2 and the derivation of [52] and [53] is completed in Step 3 and Step 4.

**Step 1:** [51] defines an equivariant moment map for the action of $\text{Ham}(\Sigma, \rho)$ with respect to $\omega_i$.

Since $\nabla J = 0$ for the Levi-Civita connection, Lemma [19] shows

$$\omega_i(\nabla(J, \sigma) \wedge \nabla(J, \sigma)) = \omega_i((0, \nabla \sigma) \wedge (0, \nabla \sigma)) = \frac{\omega_Q(\nabla \sigma, \nabla \sigma)}{\sqrt{1 - |\sigma|^2}}$$

Moreover, for $u \in \text{Vect}(\Sigma)$, we calculate

$$|\partial_u \sigma|^2 - |\partial_\sigma \sigma|^2 = \frac{1}{4} \nabla_u \sigma - i \nabla_{J_u} \sigma - \frac{1}{4} |\nabla_u \sigma + i \nabla_{J_u} \sigma|^2 = \omega_Q(\nabla_u \sigma, \nabla_{J_u} \sigma).$$

Hence $\langle [\partial_\sigma |^2 - |\partial_\sigma|^2 \rangle \rho = \omega_Q(\nabla \sigma, \nabla \sigma)$ and with [51] it follows

$$\omega_i(\nabla(J, \sigma), \nabla(J, \sigma)) = \frac{[\partial_J \sigma]^2 - [\partial_\sigma \sigma]^2}{1 - [\sigma]^2} \rho$$

(55)
The Riemann curvature tensor $R^\nabla$ and the Gaussian curvature $K_J$ are related by the formula $R^\nabla = - K_J J \otimes \rho$. Using Proposition 4.4 it follows

$$\langle \mu(\iota_\sigma), R^\nabla \rangle = - \sqrt{1 - |\sigma|^2} K_J \text{tr}(J^2) \rho = 2K_J \sqrt{1 - |\sigma|^2} \rho. \tag{56}$$

Finally, using Proposition 4.6 we obtain

$$\nabla_u \mu(\iota_\sigma)(\Psi) = \mathcal{L}_u \left( \sqrt{1 - |\sigma|^2} \text{tr}(J^2) \Psi \right) - \sqrt{1 - |\sigma|^2} \text{tr}(J \nabla_u \Psi)$$

for all $\Psi \in \Omega^0(\Sigma, \text{End}(T\Sigma))$ and $u \in \text{Vect}(\Sigma)$. Let $e_1, e_2 = J e_1$ be a local orthonormal frame for $T\Sigma$ and write $v \in \text{Vect}(\Sigma)$ as $v = v_1 e_1 + v_2 e_2$. Then

$$c(\nabla_{\mu(\iota_\sigma)}(v)) = \nabla_{e_1} \mu(\iota_\sigma)(e_1 \otimes v) + \nabla_{e_2} \mu(\iota_\sigma)(e_2 \otimes v)$$

$$= \mathcal{L}_{e_1} \sqrt{1 - |\sigma|^2} \text{tr}(J(e_1 \otimes v)) + \mathcal{L}_{e_2} \sqrt{1 - |\sigma|^2} \text{tr}(J(e_2 \otimes v))$$

$$= -\mathcal{L}_{e_1} \sqrt{1 - |\sigma|^2} v_2 + \mathcal{L}_{e_2} \sqrt{1 - |\sigma|^2} v_1$$

$$= \mathcal{L}_{J v} \left( \sqrt{1 - |\sigma|^2} \right).$$

Using the relation $d(df \circ J) = 2i\bar{\partial} \partial f$ for $f(z) := -\sqrt{1 - |\sigma|^2}$, it follows

$$dc(\nabla_{\mu(\iota_\sigma)}) = 2i\bar{\partial} \partial 1 - |\sigma|^2. \tag{57}$$

We have identified in (55), (56) and (57) the three components of the moment map in Theorem 4.2. The cohomology class of

$$\frac{|\partial_1 \sigma|^2 - |\bar{\partial}_1 \sigma|^2}{\sqrt{1 - |\sigma|^2}} \rho - 2 \sqrt{1 - |\sigma|^2} K_J \rho - 2i\bar{\partial} \partial 1 - |\sigma|^2$$

does not depend on $(J, \sigma) \in Q_1(\Sigma)$ and by the Gauss–Bonnet theorem it is represented by $-2c$. Therefore $\mu_1$ takes values in the space of exact 2-forms and the moment map equation follows from Theorem 4.2.

**Step 2:** For $J \in \mathcal{J}(\Sigma)$, $\sigma \in Q(J)$ and $\tilde{J} \in T_J \mathcal{J}(\Sigma)$ consider the duality pairing

$$\langle \sigma, J \rangle_{Q \times T\mathcal{J}} : \Sigma \to \mathbb{C}, \quad \langle \sigma, \tilde{J} \rangle_{Q \times T\mathcal{J}} := \frac{\sigma(\tilde{J}u, u)}{|u|^2} \tag{58}$$

where the right hand side does not depend on the choice of a locally defined vector field $u \neq 0$. An equivariant moment map for the $\text{Symp}_\rho(\Sigma)$-action on $Q_1(\Sigma)$ with respect to $\omega_\iota$ and $\omega_\delta$ is given by

$$\left( \mu_2 + i \mu_3 \right)(\sigma, \tilde{J}, v) := -2i \int_\Sigma \langle \sigma, \tilde{J} v \rangle_{Q \times T\mathcal{J}} \rho \tag{59}$$

for any symplectic vector field $v \in \text{Vect}(\Sigma)$ satisfying $dv \rho = 0$.

The Lie derivative of $J$ and $\sigma$ along $v$ are given by

$$\mathcal{L}_v(J, \sigma) = (\nabla_v J, \nabla_v \sigma) - L_{(J, \sigma)}(\nabla v)$$

where $L_{(J, \sigma)}$ denotes infinitesimal action of $\text{End}_0(T\Sigma)$ along the fibre (see Lemma 2.1). For a smooth path $R \to Q_1(\Sigma)$, $t \to (J_t, \sigma_t)$, consider

$$\left( \varphi_\iota + i \varphi_\delta \right) \left( (J_t, \sigma_t), \mathcal{L}_v(J_t, \sigma_t) \right) = \left( \varphi_\iota + i \varphi_\delta \right) \left( (J_t, \sigma_t), \nabla_v(J_t, \sigma_t) \right)$$

$$- \left( \varphi_\iota + i \varphi_\delta \right) \left( (J_t, \sigma_t), L_{(J_t, \sigma_t)}(\nabla v) \right) \tag{60}$$
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Using the definitions and integration by part, the first term yields:

\[
\begin{aligned}
(\omega_3 + \bar{\omega}_3) \left( (\bar{J}_t, \bar{\sigma}_t), \nabla_v (J_t, \sigma_t) \right) \\
= \int_S (\bar{\sigma}_t, \nabla_v J_t)_{Q \times T J} \rho - (\nabla_v \sigma_t, \bar{J}_t)_{Q \times T J} \rho \\
= \int_S (\bar{\sigma}_t, \nabla_v J_t)_{Q \times T J} \wedge \iota(v) \rho - \int_S (\nabla \sigma_t, \bar{J}_t)_{Q \times T J} \wedge \iota(v) \rho \\
= \int_S (\bar{\sigma}_t, \nabla_v J_t)_{Q \times T J} \wedge \iota(v) \rho + \int_S (\sigma_t, \nabla J_t)_{Q \times T J} \wedge \iota(v) \rho \\
= \partial_t \int_S (\sigma_t, \nabla_v J_t)_{Q \times T J} \wedge \iota(v) \rho
\end{aligned}
\]

For the second term, apply Proposition 4.8 fibrewise to obtain

\[
\begin{aligned}
(\omega_3 + \bar{\omega}_3) \left( (\bar{J}_t, \bar{\sigma}_t), L_{(J_t, \sigma_t)}(\nabla v) \right) &\equiv \int_S (\omega_2 + \bar{\omega}_2) \left( (\bar{J}_t, \bar{\sigma}_t), L_{(J_t, \sigma_t)}(\nabla v) \right) \rho \\
&= -\partial_t \int_S \langle \sigma, L_{J_t}(\nabla v) \rangle_{Q \times T J} \rho \\
&= 2i\partial_t \int_S \langle \sigma, \bar{\partial}_J v \rangle_{Q \times T J} \rho.
\end{aligned}
\]

Here we used in the last equation that \( L_{J_t}(\nabla v) = [\nabla v, J_t] = -2J_t \bar{\partial}_J v \). It follows from this calculation that a moment map with respect to \( \omega_3 \) and \( \bar{\omega}_3 \) is given by

\[
\langle \mu_3 + \bar{\mu}_3 \rangle (J, \sigma, v) = \int_S \langle \sigma, \nabla_v J \rangle_{Q \times T J} \wedge \iota(v) \rho - 2i \int_S \langle \sigma, \partial_J v \rangle_{Q \times T J} \rho
\]

The first term vanishes for the Levi-Civita connection, since \( \nabla J = 0 \), and this proves Step 2.

**Step 3:** \( \bar{\omega}_3 \) defines an equivariant moment maps for the action of \( \text{Symp}^0(\Sigma, \rho) \) with respect to \( \omega_3 \) and \( \bar{\omega}_3 \).

Step 3 follows Step 2 and Stokes theorem using the pointwise identity

\[
\langle \sigma, \partial_J v \rangle_{Q \times T J} \rho = -\frac{1}{2\iota} \partial_J (\iota(v)q) - (\iota(v)r(\partial_J \sigma)) \rho. \tag{61}
\]

This can either be verified in a local holomorphic chart or deduced from the following calculation, which holds for any locally defined and parallel vector field \( u \neq 0 \):

\[
\sigma(\partial_u v, u) = \partial_u \langle \sigma(v, u) \rangle - \langle \partial_u \sigma(v, u) \rangle = -\frac{1}{2\iota} \partial_u \langle \sigma(v, Ju) \rangle - \langle \partial_u (\sigma(Ju)) \rangle - \iota(v)r(\partial_u \sigma)\rho(u, Ju)
\]

**Step 4:** \( \bar{\omega}_3 \) defines an equivariant moment maps for the action of \( \text{Ham}(\Sigma, \rho) \) with respect to \( \omega_3 \) and \( \bar{\omega}_3 \).

Let \( H : \Sigma \to \mathbb{R} \) be a Hamiltonian and define \( v_H \in \text{Vect}(M) \) by \( \iota(v_H) \rho = dH \). Then

\[
\int_{\Sigma} \iota(v_H) r(\partial_J \sigma) \rho = \int_{\Sigma} r(\partial_J \sigma) \wedge dH = \int_{\Sigma} H \partial_J r(\partial_J \sigma)
\]

and \( \bar{\omega}_3 \) follows now from Step 3. \( \square \)
4.4 Construction of the moduli space

4.4.1 The Hamiltonian quotient space

The hyperkähler quotient of $Q_1(\Sigma)$ by $\text{Ham}(\Sigma, \rho)$ is defined by
\[
M_0 := \frac{\mu_1^{-1}(0) \cap \mu_2^{-1}(0) \cap \mu_3^{-1}(0) / \text{Ham}(\Sigma, \rho)}{\{(J, \sigma) \in Q_1(\Sigma) \mid \mu_i(J, \sigma) = 0, \partial_\tau \sigma(\partial_3 \sigma) = 0\}}
\] (62)

where $\mu_1, \mu_2, \mu_3$ are the moment maps calculated in Theorem 4.10 for the $\text{Ham}(\Sigma, \rho)$-action on $Q_1(\Sigma)$. It follows from general principles that $M_0$ is a hyperkähler manifold. The next lemma is formulated in a finite dimensional setting, but extends formally to our case. It indicates that transversality for the hyperkähler moment map is an automatic consequence of the setup.

**Lemma 4.11.** Let $(M, g, I_1, I_2, I_3)$ be a hyperkähler manifold and let $G$ be a Lie group. Suppose $G$ acts freely on $M$ by hyperkähler isometries and admits a hyperkähler moment map
\[
\mu = (\mu_1, \mu_2, \mu_3) : M \to \mathbb{R}^3 \otimes g^*.
\]
Then $0$ is a regular value of $\mu$.

**Proof.** Let $x \in M$ with $\mu(x) = 0$ be given. Denote by $L_x : g \to T_x M$ its infinitesimal action and decompose $T_x M = W_0 \oplus W_1$ with
\[
W_1 := \text{Im}(L_x), \quad W_0 = \text{Im}(L_x)^\perp.
\]
Equivariance of the moment map yields for all $\xi, \eta \in g$ the identity
\[
\langle I(L_x \xi, L_x \eta) \rangle = \langle d\mu(x)(L_x \eta, \xi) \rangle = \langle \mu(x), [\eta, \xi] \rangle = 0.
\]
This shows that the three complex structures map $W_1$ into $W_0$.

Let $\eta_1, \eta_2, \eta_3 \in g^*$ be given. Since $G$ acts freely, $L_x$ is injective, and the dual map $L_x^* : T_x M \to g^*$ is surjective with kernel $W_0$. Hence there exist $u_i \in W_1$ with $\eta_i = L_x^*(u_i)$ for $i = 1, 2, 3$. For $\nu := I_1 u_1 + I_2 u_2 + I_3 u_3$ we then obtain
\[
\langle d\mu(x)\nu, \xi \rangle = \omega_1(L_x \xi, \nu) = -g(L_x \xi, I_1 \nu) = g(L_x \xi, u_1) = \langle \eta_1, \xi \rangle.
\]
This proves surjectivity of $d\mu : T_x M \to \mathbb{R}^3 \otimes g^*$ and the lemma. \qed

4.4.2 Construction of the symplectic quotient space

The group a Hamiltonian diffeomorphism $\text{Ham}(\Sigma, \rho) < \text{Symp}_0(\Sigma, \rho)$ is a normal subgroup (see [26], Proposition 10.2) and therefore
\[
\overline{H} := \frac{\text{Symp}_0(\Sigma, \rho)}{\text{Ham}(\Sigma, \rho)}
\]
is a well-defined quotient group. The flux homomorphism associates to every path $[0, 1] \to \text{Symp}_0(\Sigma, \rho), t \mapsto \psi_t$, a cohomology class in $H^1(\Sigma, \mathbb{R})$ defined by
\[
\text{Flux}(\{\psi_t\}) := \int_0^1 \mu(\partial_t \psi_t) d\omega \in H^1(\Sigma, \mathbb{R}).
\]
Since $\pi_1(\text{Symp}_0(\Sigma)) = 0$ for a closed higher genus surface (see [12]), it follows that the flux homomorphism descends to an isomorphism
\[
\text{Flux} : \overline{H} := \frac{\text{Symp}_0(\Sigma, \rho)}{\text{Ham}(\Sigma, \rho)} \xrightarrow{\cong} H^1(\Sigma, \mathbb{R}).
\]
See [26], Proposition 10.18 for more details. The Lie algebra of $\overline{H}$ is the quotient
\[
\text{Lie}(\overline{H}) := \{v \in \text{Vect}(\Sigma) \mid d\iota(v) \rho = 0\}/\{v \in \text{Vect}(\Sigma) \mid \iota(v) \rho \text{ exact}\}
\]
The Hamiltonian quotient $M_0 := Q_1 / \text{Ham}(\Sigma, \rho)$ defined by (62) admits a natural action of $\overline{H}$ which preserving the hyperkähler structure. We investigate this action more closely in the following proposition.
Proposition 4.12.

1. The $H$-action is Hamiltonian with respect to $\omega_\mathfrak{a}$ and $\omega_\mathfrak{a}'$. For $[v] \in \text{Lie}(H)$ and $[J,\sigma] \in \mathcal{M}_0$ the maps

\[
\langle \hat{\mu}_2^H([J,\sigma]) + i\hat{\mu}_2^H([J,\sigma], [v]), [v] \rangle = 2i \int_{\Sigma} \iota(v) r(\partial J, \sigma) \rho \tag{63}
\]

are well-defined equivariant moment maps for $\omega_\mathfrak{a}$ and $\omega_\mathfrak{a}'$ respectively.

2. On $\mathcal{M}_0$ the equation $\hat{\mu}_2^H([J,\sigma]) = 0$ is equivalent to $\hat{\mu}_3^H([J,\sigma]) = 0$ and

\[
(\hat{\mu}_2^H)^{-1}(0) = (\hat{\mu}_3^H)^{-1}(0) = \{[J,\sigma] \in \mathcal{M}_0 | \partial J, \sigma = 0 \} \tag{64}
\]

3. $(\hat{\mu}_2^H)^{-1}(0) = (\hat{\mu}_3^H)^{-1}(0)$ is a $J_1$-complex submanifold.

4. The $H$-orbits in $(\hat{\mu}_2^H)^{-1}(0) = (\hat{\mu}_3^H)^{-1}(0)$ are $J_1$-complex submanifolds.

Proof. Theorem 4.10 show that the action of $\text{Symp}(Q)$ are complex submanifolds.

$Q_2$ follows from $\omega_\mathfrak{a}$ and $\omega_\mathfrak{a}'$. The formula for the moment maps $\hat{\mu}_3^H$ and $\hat{\mu}_3^H$ from $\omega_\mathfrak{a}$ and $\omega_\mathfrak{a}'$. For fixed $J$, one can identify the Lie algebra of $H$ with

$\mathfrak{h}_J := \{v \in \text{Vect}(\Sigma) | d\iota(v) \rho = 0 = d\iota(Jv) \rho \}$

by Hodge theory. This is a $J$-invariant subspace and it holds $\hat{\mu}_2^H([J,\sigma], Jv) = \hat{\mu}_2^H([J,\sigma], v)$ for all $v \in \mathfrak{h}_J$. Hence $(\hat{\mu}_2^H)^{-1}(0) = (\hat{\mu}_3^H)^{-1}(0)$.

We prove (64) next. Let $[J,\sigma] \in (\hat{\mu}_2^H)^{-1}(0) = (\hat{\mu}_3^H)^{-1}(0)$ be given. Then

\[
0 = \int_{\Sigma} \iota(v) r(\partial J, \sigma) \rho = \int_{\Sigma} r(\partial J, \sigma) \wedge \iota(v) \rho
\]

for all $v \in \mathfrak{h}_J$. The defining equations of $\mathcal{M}_0$ show that $r(\partial J, \sigma) \in \Omega^{1,0}_J(\Sigma, C)$ is closed. Since $\{\iota(v) \rho | v \in \mathfrak{h}_J \}$ parametrizes the space of (real) harmonic 1-forms, it follows from Poincaré duality that $r(\partial J, \sigma) = 0 \in H^{1,0}_J(\Sigma)$. Hence $r(\partial J, \sigma) = \partial_j f$ with $\partial J, \partial J f = 0$. Then $f$ is constant and therefore $\partial J, \sigma = 0$. Let $[J,\sigma] \in (\hat{\mu}_2^H)^{-1}(0) = (\hat{\mu}_3^H)^{-1}(0)$. It follows from the moment map equations that multiplication with $J_2$ and $J_3$ yields isomorphism

\[
J_2 : T_{[J,\sigma]} (H \cdot [J,\sigma]) \to T_{[J,\sigma]} (\hat{\mu}_2^H)^{-1}(0)
\]

\[
J_3 : T_{[J,\sigma]} (H \cdot [J,\sigma]) \to T_{[J,\sigma]} (\hat{\mu}_3^H)^{-1}(0)
\]

Hence $J_1 = J_2J_3$ maps $T_{[J,\sigma]} (H \cdot [J,\sigma])$ and $T_{[J,\sigma]} (\hat{\mu}_2^H)^{-1}(0)$ onto themselves. Therefore $(\hat{\mu}_2^H)^{-1}(0) = (\hat{\mu}_3^H)^{-1}(0)$ is a $J_1$-complex submanifold of $\mathcal{M}_0$ and the $H$-orbits are complex submanifolds.

The next lemma describes a general procedure to obtain symplectic quotients in the absence of moment maps.

Lemma 4.13. Let $(Q,\omega)$ be a symplectic manifold and let $G$ be a Lie group acting symplectically, properly and freely on $Q$. Suppose that all $G$ orbits are symplectic submanifold of $Q$. Then $Q/G$ carries a natural symplectic structure which is obtained by declaring that $(T_q(G \cdot q))^\omega \to T_{[q]}(Q/G)$ is a symplectic isomorphism for every $q \in Q$.

Proof. The tangent space $T_q(G \cdot q)$ of the $G$-orbit through $q$ is by assumption symplectic and so its symplectic complement $(T_q(G \cdot q))^\omega$ is also a symplectic. The induced symplectic form on $T_{[q]}(Q/G)$ does not depend on the representative $q$, because $G$ acts symplectically on $Q$. It follows that $Q/G$ carries a well-defined non-degenerated 2-form $\omega_{Q/G} \in \Omega^2(Q/G)$. It remains to show that $\omega_{Q/G} \in \Omega^2(Q/G)$ is closed. We have

\[
d\omega_{Q/G} (v_1, v_2, v_3) = \omega_{Q/G}([v_1, v_2], v_3) + \omega_{Q/G}([v_2, v_3], v_1) + \omega_{Q/G}([v_3, v_1], v_2) - \mathcal{L}_{v_1} (\omega_{Q/G} (v_2, v_3)) - \mathcal{L}_{v_2} (\omega_{Q/G} (v_3, v_1)) - \mathcal{L}_{v_3} (\omega_{Q/G} (v_1, v_2))
\]
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for \(v_1, v_2, v_3 \in \text{Vect}(Q/G)\). Let \(\tilde{v}_j \in \text{Vect}(Q)\) be the unique lift of \(v_j\) with \(\tilde{v}_j(q) \in (T_q(G \cdot q))^\mathbb{C}\) for all \(q \in Q\). Then follows

\[
\omega_{Q/G}(v_1, v_2, v_3) = \omega([v_1, \tilde{v}_2], \tilde{v}_3)
\]

since \([v_1, \tilde{v}_2]\) projects to \([v_1, v_2]\). Moreover, \(L_{\tilde{v}_3}(\omega_{Q/G}(v_1, v_2)) = L_{\tilde{v}_3}(\omega(\tilde{v}_1, \tilde{v}_2))\). Similar equations hold for the other terms in \(d\omega\) and hence

\[
d\omega_{Q/G}(v_1, v_2, v_3) = d\omega(\tilde{v}_1, \tilde{v}_2, \tilde{v}_3) = 0.
\]

This completes the proof of the lemma. \(\square\)

Consider the moduli space

\[
\mathcal{M}_s := \left\{ (J, \sigma) \in \mathcal{Q}(\Sigma) \mid \mu(J, \sigma) = 0, \bar{\partial}_J \sigma = 0, |\sigma| < 1 \right\} / \text{Symp}_0(\Sigma, \rho)
\]

(65)

It follows from Proposition \[4.13\] that \(\mathcal{M}_s\) is a Marsden–Weinstein quotient of \(\mathcal{M}_0\) for the symplectic structures induced by \(\omega_0\) and \(\omega_\lambda\), and therefore they descend both to symplectic structures on \(\mathcal{M}_s\). Using Lemma \[4.12\] \(\omega_0\) also induces a natural symplectic structure on \(\mathcal{M}_s\). This yields three algebraically compatible symplectic forms on \(\mathcal{M}_s\) and a lemma of Hitchin \([13]\). Lemma 6.8 shows that this defines a hyperkähler structure.

**Proposition 4.14.** Let \((J, \sigma) \in \mathcal{Q}_1(\Sigma)\) and assume \(\bar{\partial}_J \sigma = 0\). Then

\[
\mu(J, \sigma) = - \left( 2K_J + \Delta \log(1 + \sqrt{1 - |\sigma|^2}) \right) \rho + 2c \rho
\]

(66)

where \(\Delta = d^* d\) is the positive Laplacian for the metric \(\rho(\cdot, J\cdot)\). In particular,

\[
\mathcal{M}_s = \left\{ (J, \sigma) \in \mathcal{Q}(\Sigma) \mid \bar{\partial}_J \sigma = 0, \left. |\sigma| < 1 \right\} / \text{Symp}_0(\Sigma, \rho)
\]

(67)

where \(c := 2\pi(2 - \text{genus}(\Sigma))/\text{vol}(\Sigma, \rho)\).

**Proof.** Consider the function \(h := |\sigma|^2\). It suffices to prove the lemma around a point where \(h \neq 0\). We also simplify notation and abbreviate \(\bar{\partial} := \bar{\partial}_J\) and \(\partial := \partial_J\).

Denote by \(h_q\) the hermitian form on the bundle of quadratic differentials induced by \(J\) and \(\rho\). Since \(\bar{\partial} \sigma = 0\), it follows \(\bar{\partial} h = \bar{\partial} h_q(\sigma, \partial) = h_q(\sigma, \partial \sigma)\) and hence \(|\partial h|^2 = h \delta \partial \sigma|^2\). Moreover, using \(\delta h\rho = -\frac{1}{2} \bar{\partial} h \wedge \partial h\), we then obtain

\[
|\partial \sigma|^2 \rho = -\frac{1}{2h} \bar{\partial} h \wedge \partial h.
\]

(68)

Next, choose holomorphic coordinates and write

\[
\rho = \lambda dx \wedge dy, \quad \sigma(z) = f(z)dz^2
\]

for some positive function \(\lambda\) and a holomorphic function \(f\). The Gaussian curvature \(K_J\) can be computed in these coordinates via

\[
K_J = -\frac{1}{2} \lambda^{-1} (\partial_x^2 \log(\lambda) + \partial_y^2 \log(\lambda)).
\]

Since \(f(z)\) is holomorphic, \(\log(|f(z)|^2)\) is harmonic and we compute

\[
\bar{\partial} \partial \log(h) = \frac{1}{4} (\partial_x^2 + \partial_y^2) \log(|f(z)|^2 \lambda^{-2}) 2i dx \wedge dy
\]

\[
= -i(\partial_x^2 + \partial_y^2) \log(\lambda) dx \wedge dy
\]

\[
= 2i K_J \rho.
\]

This shows

\[
K_J \rho = -\frac{i}{2} \bar{\partial} \partial \log(h).
\]

(69)
Plugging (68) and (69) into (61) and using $\bar{\partial}\sigma = 0$ yields
\[
\mu_s(J, \sigma) = \frac{i}{2}\bar{\partial}h \wedge \partial h + i\sqrt{1-h} \bar{\partial}\partial \log(h) - 2i\bar{\partial}\partial \sqrt{1-h} + 2\epsilon
\]
\[
= -i \left[-\bar{\partial}\sqrt{1-h} \wedge \partial \log(h) + \sqrt{1-h} \partial\partial \log(h) - 2\bar{\partial}\partial \sqrt{1-h}\right] + 2\epsilon
\]
\[
= i \bar{\partial} \left[\sqrt{1-h} \partial\partial \log(h) - 2\partial\partial \sqrt{1-h}\right] + 2\epsilon
\]
where the last equation follows from integration by parts. A primitive for the inner expression is given by
\[
\sqrt{1-h} \partial\partial \log(h) - 2\partial\partial \sqrt{1-h} = \frac{1}{h\sqrt{1-h}} \partial h = -2\partial \log(1 + \sqrt{1-h}) + \partial \log(h)
\]
Plugging this into the calculation above and using (69) then yields
\[
\mu_s(J, \sigma) = i\bar{\partial}h \partial h(1 + \sqrt{1-h}) + 2\epsilon
\]
\[
= -2K_\rho - \Delta(\log(1 + 1-h))\rho + 2\epsilon
\]
where $\Delta = d^d$ is the positive Laplacian which satisfies $(\Delta \rho)\rho = 2i\bar{\partial}h$. \qed

### 4.4.3 Metric description of the moduli space

Denote by $\text{Met}(\Sigma)$ the space of Riemannian metrics on $\Sigma$. For every $g \in \text{Met}(\Sigma)$ there exists a unique complex structure $J = J_g \in \mathcal{J}(\Sigma)$ which is compatible with $g$. In the following, we always refer to this complex structure, when discussing holomorphic objects on $(\Sigma, g)$. Define
\[
\mathcal{M}_d := \left\{ (g, \sigma) \left| g \in \text{Met}(\Sigma), \sigma \in Q(g), |\sigma| < 1, K_g + \frac{1}{2}\Delta \log(1 + \sqrt{1-|\sigma|^2}) = c \right. \right\} / \text{Diff}_0(\Sigma).
\]
Proposition 4.14 and standard Moser isotopy arguments show that the canonical inclusion $\mathcal{M}_s \rightarrow \mathcal{M}_d$ is an isomorphism, where $\mathcal{M}_s$ is defined by (67). The next proposition provides a simpler description of this moduli space.

**Proposition 4.15.** Consider on the space of pairs $(g, \sigma)$ with $|\sigma|_g < 1$ the self-map
\[
(g, \sigma) \mapsto \left(1 + \sqrt{1-|\sigma|^2}_g\right) \cdot (g, \sigma).
\]
This induces a well-defined isomorphism between $\mathcal{M}_d$ and
\[
\mathcal{M} := \left\{ (g, \sigma) \left| g \in \text{Met}(\Sigma), \sigma \in Q(g), |\sigma| < 1, \partial\sigma = 0, K_g + \frac{1}{2}\delta \log(1 + \sqrt{1-|\sigma|^2}) = \frac{c}{2} \right. \right\} / \text{Diff}_0(\Sigma)
\]
where $c := 2\pi(2 - 2\text{genus}(\Sigma))/\text{vol}(\Sigma, \rho)$.

**Proof.** Let $g_0 \in \text{Met}(\Sigma)$, let $\sigma \in Q(g_0)$ with $|\sigma|_{g_0} < 1$ and define
\[
f := 1 + \sqrt{1-|\sigma|^2_{g_0}}, \quad g := fg_0.
\]
Then $|\sigma|_g = |\sigma|_{g_0}/f < 1$. For the converse direction, use the relation $(f-1)^2 = 1 - |\sigma|^2_{g_0}$ to obtain
\[
\frac{1}{f} = 1 + |\sigma|^2_{g_0}/f^2 = 1 + |\sigma|^2_g/2.
\]
It follows that one can recover $g_0$ from $(g, \sigma)$ via $g_0 = 2|\sigma|_{g}/(1 + |\sigma|^2_{g}) \cdot g$. In particular
\[
|\sigma|_{g_0} = \frac{2|\sigma|_g}{1 + |\sigma|^2_g}
\]
and this shows that $|\sigma|_{g_0} < 1$ if and only if $|\sigma|_g < 1$. The Gaussian curvature changes under the conformal change to
\[
K_g = \frac{1}{f} \left(K_{g_0} + \frac{1}{2}\Delta_{g_0} \log(f)\right).
\]

and (72) then yields

\[ K_g = \frac{1 + |\sigma|^2}{2} \left( K_{g_0} + \frac{1}{2} \Delta_{g_0} \log(f) \right). \]

This proves the identification of \( M \) with \( M_d \) and the proposition. \( \square \)

## 5 Three geometric models for the moduli space

We assume throughout this section that \( \text{genus}(\Sigma) \geq 2 \) and that \( V := \text{vol}(\Sigma, \rho) = \pi(2\text{genus}(\Sigma) - 2) \). The moduli space (71) constructed in the previous section is then given by

\[ M := \left\{ (g, \sigma) \mid g \in \text{Met}(\Sigma), \sigma \in Q(g), \ |\sigma| < 1, \ \bar{\partial}\sigma = 0, \ K_g + |\sigma|^2 = -1 \right\} / \text{Diff}_0(\Sigma) \]  

(73)

It follows from the construction in the previous section that \( M \) carries a natural hyperkähler structure. The purpose of this section is to establish the following three geometric description of this moduli space proposed by Donaldson [11].

1. \( M \) embeds as an open neighbourhood of the zero section into the cotangent bundle of Teichmüller space \( T(\Sigma) \). The hyperkähler metric on \( M \) can then be viewed as the Feix–Kaledin extension of the Weil–Petersson metric on \( T(\Sigma) \).

2. \( M \) parametrizes the class of almost-Fuchsian hyperbolic 3-manifolds. These are quasi-Fuchsian 3-manifolds which possess an incompressible minimal surface with principal curvatures in \((-1, 1)\). This surface is then unique and its area provides a Kähler potential for the hyperkähler metric.

3. \( M \) embeds as an open subset into the smooth locus of the \( \text{SL}(2, \mathbb{C}) \) representation variety \( \mathcal{R}_{\text{SL}(2, \mathbb{C})}((\Sigma) := \text{Hom}(\pi_1(\Sigma), \text{SL}(2, \mathbb{C}))/\text{SL}(2, \mathbb{C}). \) The natural complex structure in this picture corresponds to the second complex structure in the first picture and the Goldman holomorphic symplectic form on \( \mathcal{R}_{\text{SL}(2, \mathbb{C})}((\Sigma) \) (see [15]) restricts to \( \omega_1 - i\omega_3 \) along the moduli space \( M \).

Following ideas of Uhlenbeck [33], we show that there is a natural construction which associates to \([g, \sigma] \in M\) a complete hyperbolic 3-manifold. The isomorphism between \( M \) and the almost-Fuchsian moduli space is then given in Theorem 5.13.

Next, following Hodge [20] we describe an explicit embedding of \( M \) into \( \mathcal{T}(\Sigma) \times \mathcal{T}(\Sigma) \) in Theorem 5.13. This map is not surjective and both maps are related by the simultaneous uniformization theorem of Bers [2], stated in Theorem 5.13. Moreover, one can express every complete hyperbolic 3-manifold as quotient of hyperbolic space \( \mathbb{H}^3 \). This gives rise to a natural embedding of the almost-Fuchsian moduli space into \( \mathcal{R}_{\text{PSL}(2, \mathbb{C})}((\Sigma) which lifts to \( \mathcal{R}_{\text{SL}(2, \mathbb{C})}((\Sigma). \) Theorem 5.12 was outlined by Donaldson [11] and describes the latter embedding in terms of the non-abelian Hodge correspondence and the theory of Higgs bundles [18]. Finally, we recall in Theorem 5.14 a well-known result of Uhlenbeck [33] which states that the natural map of \( M \) into \( \mathcal{T}^*T(\Sigma) \) is an embedding and show in Theorem 5.15 that the induced metric is indeed the Feix–Kaledin hyperkähler extension of the Weil–Petersson metric.

### 5.1 Germs of hyperbolic 3-manifolds and almost-Fuchsian metrics

Let \( g \in \text{Met}(\Sigma) \) and \( \sigma \in Q(g) \) be a quadratic differential compatible with the conformal structure determined by \( g \). The next lemma shows that the equations

\[ K_g + |\sigma|^2 = -1, \quad \bar{\partial}\sigma = 0 \]  

(74)

are closely related to the curvature equations of a hyperbolic 3-manifolds \((Y, g_Y)\) along a minimal surfaces \( \Sigma \subset Y \).
Lemma 5.1. Let $(Y, g^Y)$ be a Riemannian 3-manifold and let $(Σ, g) \subset (Y, g^Y)$ be an isometrically embedded minimal surface with second fundamental form $h$. Then there exists a unique quadratic differential $σ ∈ Q(g)$ with $h = \text{Re}(σ)$ and the following is satisfied:

1. $σ$ is holomorphic if and only if
   \[ R^Y_λ(u, v)w ∈ T_λΣ \quad \text{for all } z ∈ Σ \text{ and } u, v, w ∈ T_λΣ \]
   where $R^Y$ denotes the curvature tensor of the ambient manifold $Y$.

2. The intrinsic and extrinsic curvature along $Σ$ are related by
   \[ \langle R^Y(u, v)w, u \rangle_g = K_σ + |σ|^2 \quad \text{for all } u, v ∈ \text{Vect}(Σ) \]
   where $K_σ$ denotes the Gaussian curvature of $(Σ, g)$.

Proof. Let $z ∈ Σ$ and choose conformal coordinates $(x, y)$ in a neighborhood of $z$. In these coordinates $h$ can be written as
   \[ h(x, y) = h_{11}(x, y)dx^2 + h_{22}(x, y)dy^2 + 2h_{12}(x, y)dxdy. \]
Since $Σ ⊂ Y$ is minimal, its mean curvature vanishes and thus $h_{11} = -h_{22}$. Define a quadratic differential by
   \[ σ(x, y) = (h_{11}(x, y) - ih_{12}(x, y)) dx^2. \]
This satisfies $h = \text{Re}(σ)$ and, since the expression is conformally invariant, it defines a quadratic differential on $Σ$.

We prove 1. For $z ∈ Σ$ denote by $Π(z) : T_zY → T_zΣ$ the orthogonal projection determined by $g^Y$. The Mainardi-Codazzi equation yields for $u, v, w ∈ \text{Vect}(Σ)$:
   \[ \left( R^Y_λ(u, v)w \right)^λ : = (1 - Π(z))R^Y_λ(u, v)w \]
   \[ = (\nabla^Y_v h)_z(v, w) - (\nabla^Y_w h)_z(u, w) \]
   \[ = \mathcal{L}_v h(v, w) - \mathcal{L}_w h(u, w) + h([u, v], w) \]
   \[ = \mathcal{L}_v h(v, w) - \mathcal{L}_w h(u, w) + (1 - Π(z)) R^Y_ρ(u, v)w \]
   \[ = \mathcal{L}_v h(v, w) - \mathcal{L}_w h(u, w). \]
In a conformal chart around $z$ the equation $\left( R^Y(u, v)w \right)^λ = 0$ is thus equivalent to
   \[ \partial_th_{22}(x, y) = \partial_xh_{12}(x, y), \quad \partial_yh_{11}(x, y) = \partial_yh_{12}(x, y). \]
Since $h_{11} = -h_{22}$, these are the Cauchy–Riemann equations for the function $h_{11}(x, y) - ih_{12}(x, y)$ and hence equivalent to holomorphicity of $σ$.

We prove 2. The Gauss-Codazzi equation yields for $u, v ∈ \text{Vect}(Σ)$
   \[ \langle R^Y(u, v)w, u \rangle_g = \langle R^Y(u, v)w, u \rangle_g - h(u, u)h(v, v) = h(u, v)^2. \]
For a unit vector field $u ∈ \text{Vect}(Σ)$ with $|u|_g = 1$ it holds
   \[ |σ|^2 = \text{Re}(σ(u))^2 + \text{Im}(σ(u))^2 = h(u, u)h(Ju, Ju) - h(u, Ju)^2 \]
and $\langle R^Y(Ju, Ju)Ju, u \rangle_g = K_σ$. Inserting these into (76) shows
   \[ \langle R^Y(Ju, Ju)Ju, u \rangle_g = K_σ + |σ|^2. \]
Hence $K_σ + |σ|^2$ agrees with the sectional curvature of $T_zΣ ⊂ T_zY$. □
Uhlenbeck [33] and Taubes [30] observed independently that any solution \((g, \sigma)\) of (74) determines a unique hyperbolic metric on a tubular neighborhood \(Y_{\text{loc}} := \Sigma \times (-\epsilon, \epsilon)\). We use the exponential map to identify \(Y_{\text{loc}}\) with a subset of the normal bundle of \(\Sigma\). The hyperbolic metric has then the product form

\[
g_{Y}(z, t) = \begin{pmatrix} g_t(z) & 0 \\ 0 & 1 \end{pmatrix}
\]

where \(g_t = g\) and \(\Sigma \times \{0\} \subset Y\) is a minimal surface with second fundamental form \(\text{Re}(\sigma)\). This is a considerably stronger statement then Lemma 5.1 above, which follows from a lengthy calculation using the Bianchi identities. Moreover, Uhlenbeck [33] showed under the additional pointwise constraint \(|\sigma|_g < 1\) that the hyperbolic metric extends to a complete almost-Fuchsian hyperbolic metric on \(Y := \Sigma \times \mathbb{R}\) (see Theorem 5.3 below).

**Definition 5.2 (Almost-Fuchsian metrics).** We call a complete hyperbolic metric \(g_{Y}\) on \(Y := \Sigma \times \mathbb{R}\) almost-Fuchsian when it has the product shape

\[
g_{Y}(z, t) = \begin{pmatrix} g_t(z) & 0 \\ 0 & 1 \end{pmatrix}
\]

with \(g_t \in \text{Met}(\Sigma)\) and such that \(\Sigma \times \{0\} \subset Y\) is a minimal surface with principal curvatures in \((-1, 1)\). Denote by \(\mathcal{AF}(\Sigma)\) the space of all almost-Fuchsian metrics.

An almost-Fuchsian manifold is a hyperbolic 3-manifolds \(Y\) which is isometric to \(\Sigma \times \mathbb{R}\) equipped with an almost-Fuchsian metric. The work of Uhlenbeck [33] shows that a complete hyperbolic 3-manifold \(Y\) is almost-Fuchsian if and only if it admits a minimal and incompressible embedding \(\iota : \Sigma \hookrightarrow Y\) with principal curvatures in \((-1, 1)\). The next theorem provides an explicit isomorphism between the moduli space \(\mathcal{M}\) and \(\mathcal{AF}(\Sigma)/\text{Diff}_0(\Sigma)\).

**Theorem 5.3 (Uhlenbeck [33]).** Let \(g \in \text{Met}(\Sigma)\) and \(\sigma \in Q(g)\) satisfy the equations

\[
K_g + |\sigma|^2 = -1, \quad \bar{\partial} \sigma = 0, \quad |\sigma|_g < 1.
\]

For every such pair we define an almost-Fuchsian metric by

\[
g_{Y} = g_{Y, g, \sigma} = \begin{pmatrix} g_t(z) \cosh(t) & -\sinh(t) \text{Re}(\sigma) \sqrt{1 - |\sigma(z)|_g^2} \\ 0 & 1 \end{pmatrix}^2.
\]

This is the unique almost-Fuchsian metric which restricts to \(g\) along \(\Sigma \times \{0\}\) and such that \(\text{Re}(\sigma)\) is the second fundamental form of \(\Sigma \times \{0\} \subset Y\). In particular,

\[
\mathcal{M} \xrightarrow{\sim} \mathcal{AF}(\Sigma)/\text{Diff}_0(\Sigma), \quad [g, \sigma] \mapsto [g_{Y, g, \sigma}]
\]

defines an isomorphism of the two moduli spaces.

**Proof.** This is a reformulation of Theorem 3.3 in [33]. \(\square\)

**Lemma 5.4.** Every almost-Fuchsian manifold \(Y = (\Sigma \times \mathbb{R}, g_{Y})\) contains a unique closed incompressible minimal surface, which is \(\Sigma \times \{0\}\).

**Proof.** By Theorem 5.3 we may assume that \(g_{Y}\) is given by (78). A direct calculation shows that the mean curvature along \(\Sigma \times \{t\}\) is

\[
H(z, t) = \frac{2 \cosh(t) \sinh(t) (1 + |\sigma(z)|_g^2)}{\cosh(t)^2 + \sinh(t)^2 |\sigma(z)|_g^2}.
\]

As a vector, this points in positive \(t\) direction for \(t > 0\) and in negative \(t\) direction for \(t < 0\). Hence, by the maximum principle, there exists no bounded minimal surface in \(Y\) except \(\Sigma \times \{0\}\). \(\square\)
5.2 A Kähler potential and quasi-Fuchsian manifolds

This section begins with a brief recollection of well-known properties of hyperbolic space \( \mathbb{H}^3 \), quasi-Fuchsian groups and the simultaneous uniformization theorem of Bers. Classical references for this material are [31, 3].

Next, we describe work of Hodge [20] which gives rise to an explicit embedding \( \mathcal{M} \hookrightarrow \mathcal{T}(\Sigma) \times \overline{\mathcal{T}(\Sigma)} \) which is equivariant with respect to the natural action of the mapping class group and intertwines the second complex structure on \( \mathcal{M} \) with the canonical complex structure on \( \mathcal{T}(\Sigma) \times \overline{\mathcal{T}(\Sigma)} \). This map is not surjective and its image can be identified with the space of almost-Fuchsian manifolds.

Finally, we show that the functional, which assigns to every almost-Fuchsian manifold the area of its unique minimal surface, is a Kähler potential for the hyperkähler metric with respect to the standard complex structure obtained from \( \mathcal{T}(\Sigma) \times \overline{\mathcal{T}(\Sigma)} \).

5.2.1 Hyperbolic space and Kleinian groups

The upper half plane model. The upper half plane model of hyperbolic space is \( \mathbb{H}^3 := \mathbb{C} \times \mathbb{R}_{>0} \) endowed with the hyperbolic metric
\[
\eta^3(x,y) = \frac{\text{Re}(\hat{z}_1)\text{Re}(\hat{z}_2) + \text{Im}(\hat{z}_1)\text{Im}(\hat{z}_2) + \hat{y}_1\hat{y}_2}{y^2}
\]

Identify \((z,y) \in \mathbb{H}^3\) with the quaternion \(\text{Re}(z) + i\text{Im}(z) + jk \cdot 0\) and define
\[
\text{SL}(2, \mathbb{C}) \times \mathbb{H}^3 \to \mathbb{H}^3, \quad \left( \begin{array}{cc} a & b \\ c & d \end{array} \right) (z,y) := (a(z + jy) + b)(c(z + jy) + d)^{-1}.
\]

One readily checks that this action is well-defined, preserves the hyperbolic metric, acts transitively on the unit disc bundle, and identifies the isometry group of \(\mathbb{H}^3\) with \(\text{PSL}(2, \mathbb{C})\). The boundary at infinity \(\partial_\infty \mathbb{H}^3\) can be identified with \(\mathbb{C} \times \{0\} \cup \{\infty\} \cong \mathbb{S}^2\). It follows from the explicit formula above that isometries on \(\mathbb{H}^3\) correspond to conformal automorphism of the boundary. The induced action of \(\text{SL}(2, \mathbb{C})\) on the boundary is the standard action given by Möbius transformations.

Kleinian groups. A Kleinian group is a discrete subgroup \(\Gamma < \text{PSL}(2, \mathbb{C})\). The limit set \(L_\Gamma \subset \partial_\infty \mathbb{H}^3\) of a Kleinian group \(\Gamma\) is defined as follows: Choose \(p \in \mathbb{H}^3\) and denote its orbit by \(\Gamma(p) \subset \mathbb{H}^3\). Then \(L_\Gamma \subset \partial_\infty \mathbb{H}^3\) is the set of points which can be approximated in the euclidean topology of the closed ball \(\mathbb{H}^3 \cup \partial_\infty \mathbb{H}^3\) by sequences contained in the orbit \(\Gamma(p)\). One readily checks that this definition does not depend on the choice of \(p\). The complement \(\Omega_\Gamma := \partial_\infty \mathbb{H}^3 \setminus L_\Gamma\) is called the region of discontinuity. This is the largest open subset of the boundary on which \(\Gamma\) acts properly and discontinuously. The Ahlfors finiteness theorem asserts that for a finitely generated Kleinian group the quotient \(\Omega_\Gamma / \Gamma\) is the disjoint union of finitely many Riemann surfaces with finitely many points removed. The hyperbolic manifold \(Y := \mathbb{H}^3 / \Gamma\) can thus be viewed as hyperbolic cobordism between these surfaces.

Fuchsian and quasi-Fuchsian groups. A quasi-Fuchsian group is a Kleinian group \(\Gamma < \text{PSL}(2, \mathbb{C})\) whose limit set \(L_\Gamma\) is a Jordan curve and such that both components of its region of discontinuity \(\Omega_\Gamma := D_+ \cup D_-\) are preserved by \(\Gamma\). For these groups Marsden [24] proved that \(\mathbb{H}^3 / \Gamma\) is diffeomorphic to \(D_+ / \Gamma \times \mathbb{R}\) and \((\mathbb{H}^3 \cup \Omega_\Gamma) / \Gamma\) is diffeomorphic to \((D_+ / \Gamma) \times [0, 1]\). A quasi-Fuchsian manifold is a complete hyperbolic 3-manifold \(Y\) which is isometric to \(\mathbb{H}^3 / \Gamma\) for some quasi-Fuchsian group \(\Gamma\). A Fuchsian group is a quasi-Fuchsian group \(\Gamma\) whose limit set \(L_\Gamma\) is a circle.

Every Fuchsian group is conjugated to a discrete subgroup of \(\text{PSL}(2, \mathbb{R})\) and thus determines a hyperbolic surface \((\Sigma, g) := \mathbb{H}^3 / \Gamma\). A direct calculation shows that the Fuchsian hyperbolic 3-manifold \(Y := \mathbb{H}^3 / \Gamma\) is isometric to \(\Sigma \times \mathbb{R}\) equipped with the metric
\[
g^Y(z,t) = \begin{pmatrix} \cosh(t)^2g(z) & 0 \\ 0 & 1 \end{pmatrix}
\]
where $\Sigma := \mathbb{H}^2/\Gamma$ and $g \in \text{Met}(\Sigma)$ is the induced hyperbolic metric.

It follows from Definition 5.2 that every Fuchsian manifold is almost-Fuchsian, and conversely, that every almost-Fuchsian manifold is quasi-isometric to a Fuchsian manifold. In particular, every almost-Fuchsian manifold is quasi-Fuchsian, since every quasi-isometry of $\mathbb{H}^3$ induces a continuous map on its boundary at infinity. The converse is not true: There are examples of quasi-Fuchsian manifolds which admit more than one minimal surface (see [35, 22, 17]) and these cannot be almost-Fuchsian by Lemma 5.4

### 5.2.2 Simultaneous uniformization

An odd coupled pair is a triple $(\Sigma_-, [f], \Sigma_+)$ consisting of two closed Riemann surfaces $\Sigma_\pm$ and the homotopy class of an orientation reversing diffeomorphism $f : \Sigma_- \to \Sigma_+$. Two odd coupled pairs $(\Sigma_-, [f], \Sigma_+)$ and $(\tilde{\Sigma}_-, [\tilde{f}], \tilde{\Sigma}_+)$ are called equivalent if there exist biholomorphic maps $h_- : \tilde{\Sigma}_- \to \Sigma_-$ and $h_+ : \tilde{\Sigma}_+ \to \Sigma_+$ such that $f$ is homotopic to $h_+ \circ f \circ h_-^{-1}$.

Now fix a closed oriented Riemann surface $\Sigma$. It is not hard to see that every odd coupled pair of Riemann surfaces of the same genus as $\Sigma$ is isomorphic to a couple of the form

$$(\Sigma_-, [f], \Sigma_+) \sim ((\Sigma, J_-), [\text{id}], (\tilde{\Sigma}, J_+))$$

for some complex structures $J_- \in \mathcal{J}(\Sigma)$ and $J_+ \in \mathcal{J}(\tilde{\Sigma})$. More precisely, this gives rise to an identification of the space of odd coupled pairs with the quotient $\mathcal{T}(\Sigma) \times \mathcal{T}(\tilde{\Sigma})/\text{MCG}(\Sigma)$ where $\text{MCG}(\Sigma) = \text{Diff}_+(\Sigma)/\text{Diff}_0(\Sigma)$ denotes the mapping class group.

Every quasi-Fuchsian group $\Gamma < \text{PSL}(2, \mathbb{C})$ gives rise to an odd coupled pair: The Riemann surfaces $\Sigma_\pm$ are the two connected components of $\Omega_{\Gamma}/\Gamma$, where $\Omega_{\Gamma}$ denotes the region of discontinuity on the boundary sphere. Moreover, the fundamental groups $\pi_1(\Sigma_\pm)$ are canonically isomorphic to $\Gamma$ and hence give rise to an isomorphism $\pi_1(\Sigma_-) \to \pi_1(\Sigma_+).$ This determines a unique homotopy class $[f]$ by the Dehn–Nielsen–Baer Theorem. The simultaneous uniformization theorem of Bers asserts that this constructions provides a bijection between the moduli space of quasi-Fuchsian groups and odd coupled pairs.

**Theorem 5.5 (Simultaneous uniformization, Bers [2]).** Every odd coupled pair $(\Sigma_-, [f], \Sigma_+)$ is equivalent to one which can be represented by a quasi-Fuchsian group $\Gamma < \text{PSL}(2, \mathbb{C})$, which is uniquely determined up to conjugation.

The quasi-Fuchsian moduli space $\mathcal{QF}(\Sigma) \subset \text{Hom}(\pi_1(\Sigma), \text{PSL}(2, \mathbb{C}))/\text{PSL}(2, \mathbb{C})$ is defined as the space of injective group homomorphism whose image is a quasi-Fuchsian group, and which are identified up to conjugation. It follows from our discussion that

$$\mathcal{QF}(\Sigma) \cong \mathcal{T}(\Sigma) \times \mathcal{T}(\tilde{\Sigma}).$$

More precisely, any quasi-Fuchsian representation $\rho : \pi_1(\Sigma) \to \text{PSL}(2, \mathbb{C})$ induces representations $\rho_\pm : \pi_1(\Sigma) \to \text{Aut}(D_\pm)$, whose push forward under identifications $D_\pm \cong \mathbb{H}$ are Fuchsian representations. Note that different identifications give rise to Fuchsian representations which are conjugated in $\text{PSL}(2, \mathbb{R})$. Since Teichmüller space is naturally isomorphic to the space of Fuchsian representations up to conjugations, this gives rise to a well-defined map $\mathcal{QF}(\Sigma) \to \mathcal{T}(\Sigma) \times \mathcal{T}(\tilde{\Sigma})$. It follows from the Dehn–Nielsen–Baer Theorem and Theorem 5.5 that this construction yields indeed a bijective correspondence.

### 5.2.3 Embedding into the quasi-Fuchsian moduli space

We present two maps from $\mathcal{M}$ into $\mathcal{T}(\Sigma) \times \mathcal{T}(\tilde{\Sigma})$. The following proposition is a rather direct consequence of Definition 5.2 and makes no claim about holomorphicity.

**Proposition 5.6.** For an almost-Fuchsian metric

$$g^Y = g^Y_{g, \sigma} = \begin{pmatrix} g \left( \cosh(t)I - \sinh(t)g^{-1}Re(\sigma) \right)^2 & 0 \\ 0 & 1 \end{pmatrix} \in \mathcal{AF}(\Sigma)$$

define $g^\pm := g(1 + |x_1^2| \pm 2\Re(\sigma))$ and let $J_+(g^Y) \in \mathcal{J}(\Sigma)$ and $J_-(g^Y) \in \mathcal{J}(\tilde{\Sigma})$ be the unique complex structures compatible with $g^\pm$. Then...
1. \((\Sigma \times \mathbb{R}, g^\Sigma)\) is isomorphic to the quasi-Fuchsian manifold which corresponds to the odd coupled pair \(((\Sigma, J_-(g^\Sigma)), [idz_2], (\Sigma, J_+(g^\Sigma)))\).

2. The map \(\mathcal{M} \cong \mathcal{A}\mathcal{F}(\Sigma)/\text{Diff}_0(\Sigma) \to \mathcal{T}(\Sigma) \times \overline{\mathcal{T}(\Sigma)}\) defined by
\[
[g, \sigma] \mapsto [J_+(g^\Sigma_{\sigma}), J_-(g^\Sigma_{\sigma})]
\] (81)

is a mapping class group equivariant embedding.

Proof. For each \(z \in \Sigma\) the curve \(\gamma_z(t) = (z, t)\) is a geodesic in \(Y\) and any point of the boundary at infinity \(\Sigma_{\pm}\) can be represented as a geodesic rays \(\gamma_{\pm}^z(t) : [0, \infty) \to Y\) defined by \(\gamma_{\pm}^z(t) := \gamma_z(\pm t)\). In particular, it follows that the conformal structure on \(\Sigma_i := \Sigma \times \{t\} \subset Y\) converges to the conformal structure on \(\Sigma_{\pm}\) as \(t \to \pm \infty\). The conformal structure on \(\Sigma_i\) can be represented by
\[
\tilde{g}_t := g(1 - \tanh(t)g^{-1}\text{Re}(\sigma))^2
\]
which is conformally equivalent to \(g_t\). The rescaled metrics converge to
\[
g^\Sigma_{\pm} := g(1 + g^{-1}\text{Re}(\sigma))^2 = g(1 + |\sigma|_g^2) \pm 2\text{Re}(\sigma)
\]
as \(t \to \pm \infty\). Here we used the relation \((g^{-1}\text{Re}(\sigma))^2 = |\sigma|_g^2\). This establishes the given formula and the proposition. \(\square\)

One can understand the map (81) more explicitly on the level of sections. Denote by \(X \subset T^*\mathbb{H}\) the unit disc bundle equipped with the hyperkähler structure from Theorem 4.2. By a result of Hodge [20], there exists a unique \(\text{SL}(2, \mathbb{R})\)-equivariant diffeomorphism \(\alpha : X \to \mathbb{H} \times \mathbb{H}\) which intertwines the second complex structure on \(X\) with \((i, -i)\) on \(\mathbb{H} \times \mathbb{H}\) (see Remark [34]). This is explicitly given by the formula
\[
\alpha(x + iy_1, u + iv_1) = \left( x - \frac{y_2^2}{1 - y_1}, \frac{y_1}{1 - y_1}, x + \frac{y_2^2}{1 + y_1} + i\frac{y_1}{1 + y_1} \right)
\] (82)
where \(\gamma := \sqrt{1 - y^2(u^2 + v^2)}\). Using Lemma [43] one can identify \(X\) the fibres of \(Q_1(\Sigma)\), and then obtain a \(\text{Diff}(\Sigma)\)-equivariant bundle map \(\alpha : Q_1(\Sigma) \to \mathcal{J}(\Sigma) \times \overline{\mathcal{J}(\Sigma)}\) which descends to a mapping class group equivariant map
\[
\mathcal{M} \cong M_{\Sigma} \to \mathcal{T}(\Sigma) \times \overline{\mathcal{T}(\Sigma)}
\] (83)
where \(\mathcal{M}_\Sigma\) denotes the moduli space [67].

Proposition 5.7 (Hodge [20]). The two maps (81) and (83) agree with respect to the natural identification \(\overline{\mathcal{T}(\Sigma)} \cong \overline{\mathcal{T}(\Sigma)}\) induced by the map \(J \mapsto -J\). Moreover, the second complex structure on \(\mathcal{M}\) corresponds to \((J_1, J_2) \mapsto (J_1J_2, -J_2J_1)\) on \(\mathcal{T}(\Sigma) \times \overline{\mathcal{T}(\Sigma)}\).

Proof. Let \((J, \sigma) \in Q_1(\Sigma)\) and denote by \(g := \rho(\cdot, J \cdot)\) the induced Riemannian metric. Choose a holomorphic chart \(\phi : U \to \Sigma\) and
\[
\phi^*J = J_0, \quad \phi^*\rho = \lambda^2 dx \wedge dy, \quad \phi^*g = \lambda^2(dx^2 + dy^2), \quad \phi^*\sigma = \lambda^2(u - iv)dz^2
\]
for a smooth functions \(u, v : U \to \mathbb{R}\) and \(\lambda : U \to \mathbb{R}_+\). This chart defines a canonical trivialization of the \(\text{SL}(2, \mathbb{R})\)-frame bundle given by the frames \(\theta_z := \lambda^{-1}d\phi(z)\). With respect to this trivialization corresponds the pair \((\phi^*J, \phi^*\sigma)\) under the isomorphism (81) to the section \(s^{\text{loc}} := (i, u + iv) : U \to X\). By (82) we then have
\[
\alpha(s^{\text{loc}}) := \left( \frac{-v}{1 - u} + i\frac{\gamma}{1 - u}, \frac{u}{1 + u} + i\frac{\gamma}{1 + u} \right).
\]
This corresponds to the two complex structures
\[
J_+^{\text{loc}} := j\left( \frac{-v}{1 - u} + i\frac{\gamma}{1 - u} \right) = \frac{1}{\gamma} \left( \begin{array}{cc} v & -(1 + u) \\ 1 - u & -v \end{array} \right) \in \mathcal{J}(\mathbb{R}^2)
\]
\[
J_-^{\text{loc}} := j\left( \frac{v}{1 + u} + i\frac{\gamma}{1 + u} \right) = \frac{1}{\gamma} \left( \begin{array}{cc} -v & 1 - u \\ 1 + u & v \end{array} \right) \in \mathcal{J}(\mathbb{R}^2)
\]
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where $j : \mathbb{H} \to \mathcal{F}(\mathbb{R}^2)$ is defined \(^{(24)}\). These are compatible with the metrics

$$g_+ := \begin{pmatrix} 0 & 2\lambda^2 \gamma \\ -2\lambda^2 \gamma & 0 \end{pmatrix}, \quad g_- := \begin{pmatrix} 0 & 2\lambda^2 \gamma \\ -2\lambda^2 \gamma & 0 \end{pmatrix}$$

$$\gamma \in \mathcal{G}(\mathbb{R}^2)$$

This shows that the complex structures $(J_+, J_-)$ associated to $(\alpha, \sigma)$ under the maps $\alpha$ are determined by $g_\pm := 2(g \mp \text{Re}(\sigma))$. Finally, define $\tilde{g} := (1 + \sqrt{1 - |\sigma|_g^2})g$. A short calculation shows

$$g_\pm = 2(g \mp \text{Re}(\sigma)) = \tilde{g}(1 + |\sigma|_\tilde{g}^2) \pm 2\text{Re}(\sigma)$$

and hence $J_\pm$ agree with the complex structures defined in Proposition \(^{(5.3)}\) \(\Box\)

### 5.2.4 A Kähler potential for the hyperkähler metric

Consider the area functional on $M \cong \mathcal{A}(\Sigma)/\text{Diff}_0(\Sigma)$ which assigns to every almost-Fuchsian manifold the area of its unique closed minimal surface. It follows from Theorem \(^{(5.3)}\) and Lemma \(^{(5.4)}\) that it is given by

$$A : M \cong \mathcal{A}(\Sigma)/\text{Diff}_0(\Sigma) \to \mathbb{R}, \quad A([g, \sigma]) := \text{vol}(\Sigma, g). \quad (84)$$

The second complex structure on $M$ corresponds by Proposition \(^{(5.4)}\) to the standard complex structure on $\mathcal{A}(\Sigma)$ obtained from the embedding into $T(\Sigma) \times T(\Sigma)$. The next theorem verifies a remark of Donaldson which says that the area functional \(^{(84)}\) is a Kähler potential for the hyperkähler metric on $M$ with respect to this complex structure. This has been confirmed by direct arguments along $T(\Sigma) \subset M$ in \(^{(10)}\).

**Theorem 5.8.** The area functional \(^{(84)}\) provides a Kähler potential for the hyperbolic metric. More precisely

$$2\tilde{\partial}_J \partial_J A = \bar{\omega}, \quad (85)$$

**Proof.** On the moduli space $\mathcal{M}_d$, defined by \(^{(70)}\), the area functional has the shape

$$A_d : \mathcal{M}_d \to \mathbb{R}, \quad A_d([g, \sigma]) := \int_{\Sigma} \left(1 + \sqrt{1 - |\sigma|_g^2}\right) \text{dvol}_g. \quad (86)$$

This follows from the identification $M \cong M_d$ in Proposition \(^{(1.15)}\). In particular, on the original moduli space $\mathcal{M}_s$, defined by \(^{(65)}\), one has

$$A_s : \mathcal{M}_s \to \mathbb{R}, \quad A_s([J, \sigma]) := \int_{\Sigma} \left(1 + \sqrt{1 - |\sigma|_J^2}\right) \rho \quad (87)$$

where the norm $|\cdot|_J$ is defined using the metric $\rho(\cdot, J \cdot)$. Consider the $S^1$-action

$$S^1 \times \mathcal{M}_s \to \mathcal{M}_s, \quad e^{\lambda t}[g, \sigma] = [g, e^{\lambda t} \sigma].$$

It follows from Lemma \(^{(1.8)}\) that $A_s$ is a Hamiltonian function on $(\mathcal{M}_s, \bar{\omega}_s)$ which generates this $S^1$-action. Moreover, this action rotates the second and third symplectic structure satisfying $\mathcal{L}_v \omega_s = -\omega_s$ and $\mathcal{L}_v \omega_s = \omega_s$ for the Hamiltonian vector field $v_A$ of $A_s$. The same formal calculation as in \(^{(1.5)}\) shows that

$$dA_s(J_s v_A) = \bar{\omega}_s(v_A, J_s v_A) = (J_1 v_A, J_s v_A) = (J_3 v_A, w) = \bar{\omega}_s(v_A, w)$$

for all $w \in \text{Vect}(\mathcal{M}_s)$ and therefore

$$2\tilde{\partial}_J \partial_J H = d(dH \circ J_2) = d(e(J_3 w)) \bar{\omega}_s = \mathcal{L}_{v_A} \bar{\omega}_s = \bar{\omega}_s.$$

This proves \(^{(55)}\) and the theorem. \(\Box\)
5.3 Embedding into the SL(2, C) representation variety

Let $g^\gamma$ be a hyperbolic metric on $Y := \Sigma \times \mathbb{R}$. A standard fact from differential geometry asserts that the universal cover $\tilde{Y}$ of $Y$ is isometric to hyperbolic space. This follows from direct arguments considering Jacobi fields or more generally from the Cartan–Ambrose–Higgs theorem. Let $\phi : \tilde{Y} \to \mathbb{H}^3$ be such an isometry. The push-forward of the deck transformation action of $\pi_1(\Sigma)$ on $\tilde{Y}$ yields then a representation $\rho : \pi_1(\Sigma) \to \text{PSL}(2, \mathbb{C})$. Different choices of the isometry $\phi$ differ by an element of PSL(2, C) and lead to conjugated representations. We thus obtain a well-defined embedding

$$\mathcal{M} \cong \mathcal{AF}(\Sigma)/\text{Diff}_0(\Sigma) \to \mathcal{R}_{\text{PSL}(2, \mathbb{C})}(\Sigma) := \frac{\text{Ham}(\pi(\Sigma), \text{PSL}(2, \mathbb{C}))}{\text{PSL}(2, \mathbb{C})}. \quad (88)$$

The image is an open subset in the smooth locus of the representation variety $\mathcal{R}_{\text{PSL}(2, \mathbb{C})}(\Sigma)$. It is a well-known fact that this embedding can be lifted to the SL(2, C)-representation variety $\mathcal{R}_{\text{SL}(2, \mathbb{C})}(\Sigma)$, see [8]. We discuss an explicit construction of this lift using the theory of Higgs bundles below.

The variety $\mathcal{R}_{\text{SL}(2, \mathbb{C})}(\Sigma)$ carries a natural holomorphic symplectic structure, see Goldman [15]. A classical result of Bers [3] asserts that the restriction of this complex structure to $\mathcal{QF}(\Sigma)$ corresponds to the standard complex structure on $\mathcal{T}(\Sigma) \times \overline{\mathcal{T}(\Sigma)}$. In particular, it follows from Proposition 5.7 that the second complex structure on $\mathcal{M}$ corresponds to multiplication by $i$ on $\mathcal{R}_{\text{SL}(2, \mathbb{C})}(\Sigma)$. Moreover, the holomorphic symplectic form corresponds to $\omega - \frac{i}{2}\mathcal{L}_\alpha$ on $\mathcal{M}$. This can be seen by noting that both symplectic forms agree with the Weil–Petersson symplectic form along Teichmüller space, which we embed diagonally into the quasi-Fuchsian moduli space using $\alpha$. It then follows from holomorphicity that both forms agree on all of $\mathcal{M}$. See Hodge [20] for more details on this.

Remark 5.9. The quasi-Fuchsian moduli space carries a natural holomorphic symplectic structure which can be expressed in complex Fenchel–Nielsen coordinates and corresponds to the Goldman holomorphic symplectic structure on $\mathcal{R}_{\text{SL}(2, \mathbb{C})}(\Sigma)$, see [28] [15].

5.3.1 Construction of Higgs bundles

This section describes a construction of Donaldson which associates to every pair $[\gamma, \sigma] \in \mathcal{M}$ a solution of the Hitchin equations [15]. This solution can be used to construct a flat SL(2, C)-connection and the holonomy representation of this connection gives then rise to an alternative description of the embedding of $\mathcal{M}$ into $\mathcal{R}_{\text{PSL}(2, \mathbb{C})}(\Sigma)$.

Let $g \in \text{Met}(\Sigma)$ and $\sigma \in \mathcal{Q}(g)$ be given. Choose a complex line bundle $L \to \Sigma$ with $L^2 = \mathcal{T}\Sigma$ and define $E = L \oplus \mathcal{L}^{-1}$. The Levi-Civita connection for $g$ induces a unique $U(1)$-connection $\alpha \in \mathcal{A}(L)$. Then consider the pair

$$A = \left( \begin{array}{cc} \alpha & \frac{\sigma}{2} \\ -\frac{\sigma}{2} & -\alpha \end{array} \right) \in \mathcal{A}(E) \quad \text{and} \quad \phi = \frac{1}{2} \left( \begin{array}{cc} 0 & 1 \\ 0 & 0 \end{array} \right) \in \Omega^{1,0}(\text{End}(E)) \quad (89)$$

where

$$\sigma \in \mathcal{Q}(\mathcal{T}) = \Omega^{1,0}(L^{-2}) = \Omega^{1,0}(\text{Hom}(L, L^{-1}))$$

$$\sigma \in \mathcal{Q}(\mathcal{T}) = \Omega^{0,1}(L^2) = \Omega^{0,1}(\text{Hom}(L^{-1}, L))$$

$$1 \in \Omega^{0}(\text{End}(\mathcal{T}\Sigma)) = \Omega^{1,0}(L^2) = \Omega^{1,0}(\text{Hom}(L^{-1}, L)).$$

The adjoint section $\phi^*$ is given by

$$\phi^* = \frac{1}{2} \left( \begin{array}{cc} 0 & 0 \\ 0 & 1 \end{array} \right) \in \Omega^{0,1}(\text{End}(E))$$

where $1^* = 2i\text{dvol}_g \in \Omega^{2}(\Sigma, \mathbb{C}) = \Omega^{0,1}(\Sigma, T^*\Sigma) = \Omega^{0,1}(\Sigma, \text{Hom}(L, L^{-1}))$ and we used the sign convention $\Lambda^{1,1}(\mathcal{T}\Sigma) \cong \Lambda^{0,1}(T^*\Sigma) \otimes \Lambda^{1,0}(T^*\Sigma)$. 
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Lemma 5.10. Consider the setup described above. The pair \((g, \sigma)\) satisfies (74) if and only if \((A, \phi)\) satisfies the Hitchin equations

\[ F_A + [\phi \wedge \phi^*] = 0, \quad \partial_A \phi = 0. \]  

(90)

When these conditions are satisfied, then \(B := A + \phi + \phi^*\) is a flat \(SL(2, \mathbb{C})\)-connection.

Proof. The equation \(d_A \phi = 0\) is automatically satisfied, since \(1 \wedge \sigma = 0\) and \(\sigma \wedge 1 = 0\). The curvature forms of \(a\) and \(-a\) on \(L\) and \(L^{-1}\) are related to the Gaussian curvature of \(g\) by \(F_a = -\frac{1}{2} K_g \text{vol}_g\) and \(F_{-a} = -\frac{1}{2} K_g \text{vol}_g\). It then follows that

\[ F_A = \left( \begin{array}{cc} K_g + |\sigma|^2_g & \nabla \bar{\sigma} \\ \nabla \sigma & -(K_g + |\sigma|^2_g) \end{array} \right) \frac{1}{2i} \text{dvol}_g \]

where the covariant derivative \(\nabla\) is obtained from the Levi-Civita connection of \(g\). Hence

\[ F_A + [\phi \wedge \phi^*] = \left( \begin{array}{cc} K_g + 1 + |\sigma|^2_g & \nabla \bar{\sigma} \\ \nabla \sigma & -(K_g + 1 + |\sigma|^2_g) \end{array} \right) \frac{1}{2i} \text{dvol}_g \]

and this proves the first part of the lemma.

Note that the condition \(\partial_A \phi = 0\) is equivalent to \(d_A \phi = 0\) and then also implies \(d_A \phi^* = 0\). Under this assumption, it follows

\[ F_B = F_A + d_A(\phi + \phi^*) + \frac{1}{2} (\phi + \phi^*) \wedge (\phi + \phi^*) = F_A + [\phi \wedge \phi^*] \]

and \(B\) is flat when \(F_A + [\phi \wedge \phi^*] = 0\) in addition. \(\square\)

The holonomy representation \(\rho_{A,B} : \pi_1(\Sigma) \rightarrow \text{SL}(2, \mathbb{C})\) of the flat connection \(B := A + \phi + \phi^*\) is well-defined up to conjugation and therefore Lemma 5.10 yields an embedding of \(\mathcal{M}\) into \(\mathcal{R}_{\text{SL}(2,\mathbb{C})}(\Sigma)\).

Remark 5.11. Taubes constructs a flat \(SO(3, \mathbb{C})\)-connection from a pair \((g, \sigma)\) which satisfies (74). The resulting connection is essentially the same as the one constructed above. The standard way to obtain a flat \(SO(3, \mathbb{C})\)-connection from our setting, is by viewing the Lie algebra bundle \(\mathfrak{su}(E)\) as real vector bundle of rank 3. It is thus naturally a \(SO(3, \mathbb{C})\)-bundle and its complexification \(\mathfrak{sl}(E)\) can be viewed as \(SO(3, \mathbb{C})\)-bundle. With this understood, it follows that any flat \(SL(2, \mathbb{C})\)-connection on \(E\) induces a flat \(SO(3, \mathbb{C})\)-connection on \(\mathfrak{sl}(E)\).

5.3.2 Higgs bundles and almost-Fuchsian manifolds

The connection between hyperbolic 3-manifolds and the Hitchin equations was observed by Donaldson [5]. For this consider the model \(\mathbb{H}^3 = \text{SL}(2, \mathbb{C})/\text{SU}(2)\) for hyperbolic space. The Riemannian structure is obtained from the \(SU(2)\)-invariant inner product on \(\mathfrak{sl}(2, \mathbb{C})\)

\[ \mathfrak{sl}(2, \mathbb{C}) \times \mathfrak{sl}(2, \mathbb{C}) \rightarrow \mathbb{R}, \quad \langle \zeta_1, \zeta_2 \rangle := \text{tr}(\zeta_1 \zeta_2^* + \overline{\zeta_2} \zeta_1^*). \]

This induces a left-invariant metric on \(\text{SL}(2, \mathbb{C})\) which then descends to the hyperbolic metric on the quotient \(\text{SL}(2, \mathbb{C})/\text{SU}(2)\).

Let \(P^r\) and \(P\) be the \(\text{SL}(2, \mathbb{C})\) and \(\text{SU}(2)\)-frame bundle of \(E = L \oplus L^{-1}\). Then \(B\) induces a flat connection on the \(\mathbb{H}^3\)-bundle

\[ P(\mathbb{H}^3) := P^r \times_{\text{SL}(2, \mathbb{C})} (\text{SL}(2, \mathbb{C})/\text{SU}(2)) = P^r/\text{SU}(2) \]

and the reduction \(P \subset P^r\) gives rise to a section \(s_{A,B} \in \mathcal{O}^0(\Sigma, P(\mathbb{H}^3))\). The next theorem asserts that the quotient \(Y := \mathbb{H}^3/\rho_{A,B}\) is an almost-Fuchsian manifold and that \(s_{A,B}\) gives rise to a minimal isometric embedding of \(\Sigma\) into \(Y\). Moreover, the two maps from \(\mathcal{M}\) into the representation variety \(\mathcal{R}_{\text{SL}(2,\mathbb{C})}(\Sigma)\) defined by [88] and via the Hitchin equations in the previous section agree.

Theorem 5.12. Suppose \((g, \sigma)\) satisfies (74) and let \((A, \phi)\) be the corresponding solution of the Hitchin equations (see Lemma 5.10). Denote by \((\Sigma, \tilde{g}, \tilde{\sigma})\) the universal cover of \(\Sigma\) equipped with the lifted Riemannian metric \(\tilde{g}\) and quadratic differential \(\tilde{\sigma}\). Then the following holds.
1. $s_{A,\phi}$ lifts to a $\pi_1(\Sigma)$-equivariant isometric immersion $\hat{s}_{A,\phi}: (\Sigma, \bar{g}) \to \mathbb{H}^3$ and the second fundamental form of $\hat{s}_{A,\phi}$ is given by $\text{Re}(\hat{\sigma})$.

2. The holonomy representation $\rho_{A,\phi}: \pi_1(\Sigma) \to \text{SL}(2, \mathbb{C})$ of $B := A + \phi + \phi^*$ agrees up to conjugation with the image of $[\gamma, \sigma]$ under $\mathcal{H}$. In particular, $Y := \mathbb{H}^3 / \rho_B$ is a smooth almost-Fuchsian manifold and $s_{A,\phi}$ defines a minimal isometric embedding $(\Sigma, g) \to Y$ with second fundamental form $\text{Re}(\sigma)$.

**Proof.** We recall some of the key observations of Donaldson $[8]$: First, the canonical isomorphism
\[
\text{iad}(P) \cong s_{A,\phi}(T^\text{vert}(P(\mathbb{H}^3)))
\]
intertwines the connection induced by $A$ on $\text{iad}(P)$ and the connection induced by $B := A + \phi + \phi^*$ and the Levi-Civita connection of $\mathbb{H}^3$ on $s_{A,\phi}(T^\text{vert}(P(\mathbb{H}^3)))$. Second, the associated section $s_{A,\phi}$ satisfies
\[
\nabla s_{A,\phi} = (\phi + \phi^*) \in \Omega^1(\Sigma, \text{iad}(P)) \subset \Omega^1(\Sigma, \text{End}(E))
\]
where we identify $\text{iad}(P)$ with the space of self-adjoint endomorphism of $E$. Moreover, the Hitchin equations $[3]$ yield $d_A^* (\phi + \phi^*) = 0$ and thus $\nabla \nabla s_{A,\phi} = 0$. Solutions to the later equation are called twisted harmonic sections – they are represented in any flat trivialization by harmonic maps into $\mathbb{H}^3$. The standard relation between harmonic maps and minimal surfaces then shows that $s_{A,\phi}$ is a minimal immersion.

We prove the first part, by a calculation in local coordinates. Let $U \subset \Sigma$ be a contractible holomorphic coordinate chart and suppose $g = \lambda^2 (dx^2 + dy^2)$ in these coordinates. This chart provides a trivialization of $T\Sigma = L^2$ over $U$ and we choose compatible trivializations of $L$ and $L^{-1}$. These trivializations are not unitary, and the bundle metric is given by $\lambda \otimes \lambda^{-1}$. In this trivialization, $s_{A,\phi}$ is represented by a map $s: U \to \mathbb{H}^3$ with derivative
\[
ds(v) = \frac{1}{2} \begin{pmatrix} 0 & v \\ \lambda^2 v & 0 \end{pmatrix} \in \text{End}(\mathbb{C}^2).
\]
In this formula, we view $ds(v)$ is viewed as section of $\text{iad}(P) \subset \text{End}(E)$. Next consider the section $\zeta \in \Omega^1(U, \text{sl}(2, \mathbb{C}))$ defined by
\[
\zeta(v) = \frac{1}{2} \begin{pmatrix} 0 & \lambda v \\ \lambda^2 v & 0 \end{pmatrix}
\]
This satisfies $ds(v) = L_\ast \zeta(v)$, where $L_\ast: \text{sl}(2, \mathbb{C}) \to T_{\Sigma}\mathbb{H}^3$ denotes the infinitesimal action. From this it follows that $|ds(v)|^2 = \lambda^2 |v|^2$ and $s$ is an isometric immersion. We calculate in the same chart
\[
\nabla u(ds(v)) = [A(u), ds(v)] = \frac{1}{2} \left( \frac{1}{2} \sigma(u, v) + \sigma(u, v) - \lambda^2 (a(u) \bar{v} + \bar{a}(u)) - \frac{1}{2} (\bar{\sigma}(u, v) + \sigma(u, v)) \right)
\]
for vector fields $u, v: U \to \mathbb{C}$. It follows from the formula for $ds(v)$ above that
\[
\nu(s) := \begin{pmatrix} \frac{1}{2} & 0 \\ 0 & -\frac{1}{2} \end{pmatrix}
\]
corresponds to the unit normal vector field along the image of $s$. In particular, the normal component of $\nabla u(ds(v))$ is given by $\text{Re}(\sigma) \nu(s)$. This shows that the second fundamental form is given by $\text{Re}(\sigma)$ and completes the proof of the first part.

By Theorem $[3]$ there exists a unique quasi-Fuchsian metric $g^Y \in \mathcal{AF}(\Sigma)$ on $Y := \Sigma \times \mathbb{R}$ for which $\Sigma \times \{0\}$ is a minimal surface with induced metric $g$ and second fundamental form $\text{Re}(\sigma)$. This lifts to a hyperbolic metric on $\tilde{Y} := \Sigma \times \mathbb{R}$ which is uniquely determined by $\bar{g}$ and $\bar{\sigma}$ (see $[3]$ Theorem 5.1) and
\[
\tilde{Y} \to \mathbb{H}^3, \quad (z, t) \mapsto \exp_{s_{A,\phi}(z)}(t \nu(s_{A,\phi}(z)))
\]
is a $\pi_1(\Sigma)$-equivariant isometry. This proves the second part and the theorem. \qed
5.4 The cotangent bundle of Teichmüller space

The cotangent bundle of Teichmüller space can be identified with the space

$$T^*\mathcal{T}(\Sigma) := \{(J, \sigma) | J \in \mathcal{J}(\Sigma), \sigma \in Q(J), \delta_J \sigma = 0\}/\text{Diff}_e(\Sigma).$$  \hspace{1cm} (92)

The next theorem shows that the natural map from $\mathcal{M}$ into $T^*\mathcal{T}(\Sigma)$ is an embedding. This follows from a standard application of the continuation method and the proof is due to Uhlenbeck (33, Theorem 4.4). We reproduce the proof below for convenience of the reader.

**Theorem 5.13 (Uhlenbeck [33]).** Let $\mathcal{M}$ be the moduli space (73). For $g \in \text{Met}(\Sigma)$ denote by $J_g \in \mathcal{J}(\Sigma)$ the unique complex structure compatible with $g$ and the orientation of $\Sigma$. Then

$$\mathcal{M} \to T^*\mathcal{T}(\Sigma), \quad [g, \sigma] \mapsto [J_g, \sigma]$$

(93)
is a smooth embedding.

**Remark 5.14.** The theorem does not hold without the restriction $|\sigma|_g < 1$, see [33, 21]. Taubes [30] investigated extensions to the larger space

$$\mathcal{H} := \left\{ (g, \sigma) \mid g \in \text{Met}(\Sigma), \sigma \in Q(g), \delta g = 0, K_g + |\sigma|_g^2 = -1 \right\} / \text{Diff}_e(\Sigma)$$

of minimal hyperbolic germs. He shows first of all, that $\mathcal{H}$ is a smooth orientable manifold of (real) dimension $12(\text{genus}(\Sigma) - 1)$ and conducts a detailed study of the two maps from $\mathcal{H}$ to the space of flat $\text{SL}(2, \mathbb{C})$-connections and into the cotangent bundle of Teichmüller space. He proves that both maps are not proper, that they have identical critical loci and gives a geometric description of the critical points. Moreover, the pullback of the canonical symplectic forms on the cotangent bundle of Teichmüller space and on the space of flat $\text{SL}(2, \mathbb{C})$-connections agree on $\mathcal{H}$. Another way to put this is that there exists a Lagrangian immersion of $\mathcal{H}$ in the product space of the cotangent bundle of Teichmüller space and the smooth local of the $\text{SL}(2, \mathbb{C})$ representation variety of $\Sigma$.

**Proof of Theorem 5.13.** Let $J \in \mathcal{J}(\Sigma)$ and $\sigma \in Q(J)$. We show that there exists at most one metric $g$ in the conformal class determined by $J$ with $|\sigma|_g < 1$ and

$$K_g + |\sigma|_g^2 = -1$$

(94)

By uniformization, there exists a unique hyperbolic metric $g_0 \in \text{Met}(\Sigma)$ which is compatible with $J$. Every other metric in the conformal class of $g_0$ has the shape $g = e^{2u}g_0$ for some smooth function $u : \Sigma \to \mathbb{R}$.

**Step 1:** $g := e^{2u}g_0 \in \text{Met}(\Sigma)$ solves (27) if and only if $u$ solves

$$\Delta_{g_0} u - 1 + e^{2u} + |\sigma|_{g_0}^2 e^{-2u} = 0.$$  \hspace{1cm} (95)

where $\Delta_{g_0} = d^*d$ denotes the positive Laplacian.

The Gaussian curvature changes as $K_g = e^{-2u}(\Delta_{g_0}u - 1)$ and the norm of $\sigma$ changes by $|\sigma|_g^2 = |\sigma|_{g_0}^2 e^{-4u}$. Hence

$$K_g + |\sigma|_g^2 + 1 = e^{-2u} \left( \Delta_{g_0} u - 1 + e^{2u} + |\sigma|_{g_0}^2 e^{-2u} \right)$$

and this proves Step 1.

**Step 2:** Fix $k \geq 2$ and define $F : W^{k,2}(\Sigma, \mathbb{R}) \to W^{k-2,2}(\Sigma, \mathbb{R})$ by

$$F(u) := \Delta_{g_0} u - 1 + e^{2u} + |\sigma|_{g_0}^2 e^{-2u}$$  \hspace{1cm} (96)

Suppose $|\sigma|_g < 1$ pointwise, then $L_u := dF(u) : W^{k,2}(\Sigma, \mathbb{R}) \to W^{k-2,2}(\Sigma, \mathbb{R})$ is given by

$$L_u \xi := \Delta_{g_0} \xi + 2e^{2u} \xi - 2|\sigma|_{g_0}^2 e^{-2u} \xi.$$  \hspace{1cm} (97)
and this is a positive self-adjoint isomorphism.

The formula for the derivative is immediate. We then calculate
\[
\langle L_\nu \xi, \xi \rangle_{L^2} = \int_{\Sigma} \left( |d\xi|^2_{g_0} + 2e^{2\nu}\xi^2 - 2|\sigma|^2_{g_0}e^{-2\nu}\xi^2 \right) \text{dvol}_{g_0}
\]
\[
= \int_{\Sigma} \left( |d\xi|^2_{g} + 2\xi^2 - 2|\sigma|^2_{g}e^{-2\nu}\xi^2 \right) \text{dvol}_{g}
\]
\[
= \int_{\Sigma} \left( |d\xi|^2_{g} + 2(1 - |\sigma|^2_{g})\xi^2 \right) \text{dvol}_{g}
\]
This is strictly positive for $\xi \neq 0$ and hence $L_\nu$ is injective. Since $L_\nu$ is a lower order perturbation of the Laplacian $\Delta_{g_0}$, it is a Fredholm operator of index 0, and therefore also surjective.

**Step 3:** Let $g \in \text{Met}(\Sigma)$ and $\sigma \in Q(g)$ with $|\sigma|_g < 1$ satisfy (93). Then there exists a unique smooth path $u : [0, 1] \rightarrow W^{k,2}(\Sigma, \mathbb{R})$, $t \mapsto u_t$, such that
\[
\Delta_{g_0} u_t - 1 + e^{2\nu} + |\sigma|^2_{g_0}e^{-2\nu} = 0
\]
for all $t \in [0, 1]$ and $g = g_0e^{2\nu}$.

First, let $0 \leq t_0 < 1$ and suppose that $u_t \in W^{k,2}(\Sigma, \mathbb{R})$ is a smooth family of functions satisfying (98) for $t \in (t_0, 1)$. We claim that
\[
\partial_t |\sigma|^2_{g_t} \geq 0 \quad \text{for all } t \in (t_0, 1).
\]
Indeed, differentiating the equation yields
\[
L_{u_t} \partial_t u_t + 2|\sigma|^2_{g_0}e^{-2\nu} = 0
\]
where $L_{u_t}$ is a positive elliptic operator by Step 2, provided that $|\sigma|^2_{g_t} < 1$. In this case, it follows from the maximum principle that $\partial_t u_t < 0$ and then $\partial_t |\sigma|^2_{g_t} = \partial_t (|\sigma|^2_{g_t}e^{-4\nu_t}) > 0$. Therefore the set of times $t \in (t_0, 1]$ for which (99) holds is open, closed and contains 1. It follows that (99) is satisfied for all $t \in (t_0, 1]$.

Next, consider $G : W^{k,2}(\Sigma, \mathbb{R}) \times \mathbb{R} \rightarrow W^{k,2,2}(\Sigma, \mathbb{R})$ defined by
\[
G(u, t) = \Delta_{g_0} u - 1 + e^{2\nu} + |\sigma|^2_{g_0}e^{-2\nu}.
\]
We need to show that there exists a unique family $u_t$ satisfying $G(u_t, t) = 0$ for all $t \in [0, 1]$ and $g = g_0e^{2\nu}$. By Step 2, we can apply the inverse function theorem at $G(u_t, t)$ if $|\sigma|^2_{g_t} < 1$ for $g_t := g_0e^{2\nu}$. For $t = 1$ this is satisfied by assumption, and the solution exists on some interval $(t_0, 1]$. Moreover, it follows from (99) that the condition $|\sigma|^2_{g_t} < 1$ remains satisfied for all $t \in (t_0, 1]$. This yields uniqueness of the solution and openness of the maximal existence interval. It remains to show that $u_t$ converges as $t \rightarrow t_0$. The estimate in Step 2 shows that the family of operators $L_{u_t} : W^{2,2}(\Sigma, \mathbb{R}) \rightarrow L^2(\Sigma, \mathbb{R})$ is uniformly bounded and hence
\[
\dot{u}_t = L_{u_t}^{-1} \left( 2|\sigma|^2_{g_0}e^{-2\nu} \right), \quad t \in (t_0, 1]
\]
is uniformly bounded in $W^{2,2}(\Sigma, \mathbb{R})$. It follows $u_t$ converges in $W^{2,2}$ as $t \rightarrow t_0$. Repeating the argument inductively, we see that $u_t$ is also uniformly bounded in $W^{k,2}(\Sigma, \mathbb{R})$ and thus the convergence also holds in $W^{k,2}$.

**Step 4:** The inclusion (93) is an embedding.

Let $g \in \text{Met}(\Sigma)$ and $\sigma \in Q(g)$ with $|\sigma|_g < 1$ satisfy (94). By Step 3 there exists a unique path $u : [0, 1] \rightarrow W^{k,2}(\Sigma, \mathbb{R})$ satisfying
\[
K_{g_t} + |\sigma|^2_{g_t} = -1, \quad g_t := g_0e^{2\nu}.
\]
For $t = 0$, the maximum principle yields that $u_0 \equiv 0$. We may thus recover the metric $g = g_1$ by following the path of solutions defined $G(u, t) = 0$. This shows uniqueness of solutions within the conformal class under the constraint $|\sigma|_g < 1$ and this proves the theorem.

**Theorem 5.15** (Donaldson [11, Hodge [29]].) The hyperkähler structure of $\mathcal{M}$ agrees with the Feix–Kaledin hyperkähler extension of the Weil–Petersson metric on $T(\Sigma)$.

**Proof.** Consider the model $\mathcal{M}_s$ defined by (55) of the moduli space. It follows directly from its construction that the first complex structure on $\mathcal{M}_s$ corresponds to the natural complex structure $(\hat{J}, \hat{\sigma}) \mapsto (J, \hat{\sigma})$ on $T^* T(\Sigma)$. Moreover, the hyperkähler metric on the fibre $Q_1(\mathbb{R}^*)$ is $S^1$-invariant and compatible with the natural holomorphic symplectic structure. Hence, after integration, it follows that the hyperkähler structure on $\mathcal{M}$ is also $S^1$-invariant and compatible with the holomorphic symplectic structure of $T^* T(\Sigma)$.

It only remains to show that the hyperkähler metric on $\mathcal{M}$ restricts to the Weil–Petersson metric on $T(\Sigma)$. For this recall that there are two ways to understand tangent vector $\hat{J}_1, \hat{J}_2 \in T_J T(\Sigma)$, namely as sections in $\Omega^0(\Sigma, \text{End}(T\Sigma))$ or as 1-forms in $\Omega^1(\Sigma, T\Sigma)$. These two perspectives are related by the formula

$$\frac{1}{2} \text{tr} (\hat{J}_1 \hat{J}_2) \rho - \frac{i}{2} \text{tr} (\hat{J}_1 J \hat{J}_2) \rho = -2h_{J}(\hat{J}_1 \wedge \hat{J}_2)$$

where we used the left hand side to define the Kähler structure along $J(\Sigma)$. The tangent space of Teichmüller space can be identified with

$$T_{[J]} T(\Sigma) \cong H^{0,1}_{\Sigma}(T \Sigma) := \{ J \in \Omega^{0,1}(\Sigma, T \Sigma) \mid \bar{\partial}_J J = 0 \}.$$

We claim that for every $J$ with $K_J \equiv c$ and $J \in H^{0,1}_{\Sigma}(T \Sigma)$ the vector $(\hat{J}, 0)$ is tangential to the vanishing locus of the hyperkähler moment map. Indeed, for any $v \in \text{Vect}(\Sigma)$ it holds

$$\omega_1(\bar{\partial}_J v, J) = -\frac{1}{2} \int_{\Sigma} \text{tr} ((\bar{\partial}_J v) J) \rho = -\langle \bar{\partial}_J v, J J \rangle_{L^2} = \langle J v, \bar{\partial}_J J \rangle_{L^2} = 0.$$

It now follows from the moment map equation that $(\hat{J}, 0)$ is tangential to the vanishing locus of the first moment map. This implies the assertion, since the remaining two moment maps vanish along Teichmüller space. With this understood and (100), it follows that the hyperkähler metric on $\mathcal{M}_s$ restricts to

$$g_{T}(\hat{J}_1, \hat{J}_2) + i \omega_{T}(\hat{J}_1, \hat{J}_2) = 2 \int \hat{h}_{J}(\hat{J}_1 \wedge \hat{J}_2)$$

for $J \in J(\Sigma)$ with $K_J \equiv c$ and $J_1, J_2 \in H^{0,1}_{\Sigma}(T \Sigma)$. Since we have specialized to the case where $c = -2$, we can simplify the right hand side to

$$g_{T}(\hat{J}_1, \hat{J}_2) + i \omega_{T}(\hat{J}_1, \hat{J}_2) = \int h_{-1}(\hat{J}_1 \wedge \ast \hat{J}_2)$$

where $h_{-1}$ denotes the hermitian metric defined by the unique hyperbolic metric in the conformal class determined by $J$. □
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