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Abstract
Estimating the probability with which a conditional branch instruction is taken is an important analysis that enables many optimizations in modern compilers. When using Profile Guided Optimizations (PGO), compilers are able to make a good estimation of the branch probabilities. In the absence of profile information, compilers resort to using heuristics for this purpose. In this work, we propose learning branch probabilities from a large corpus of data obtained from datacenter workloads.

Using metrics including Root Mean Squared Error, Mean Absolute Error and cross-entropy, we show that the machine learning model improves branch probability estimation by 18-50% in comparison to compiler heuristics. This translates to performance improvement of up to 8.1% on 24 out of a suite of 40 benchmarks with a 1% geomean improvement on the suite. This also results in greater than 1.2% performance improvement in an important search application.

1 Introduction
Profile Guided Optimizations (PGO) [10, 14] is a powerful optimization technique that is available in modern optimizing compilers. In PGO mode, compilers use execution profiles that are obtained either from running an instrumented version of the binary or from hardware performance counters to guide optimizations. The execution profile consumed by the LLVM compiler consists of the following:

- For each control transfer instruction such as a branch or a switch instruction, the probabilities of the control getting transferred to each of its targets.
- The execution count or the sample count at the entry point of each function in the application.
- The histogram of values used by particular instructions such as indirect function call targets.
- A concise global summary of the execution counts.

For the purpose of this work, we focus only on the target probabilities of control transfer instructions. We further limit ourselves to two-way conditional branch instructions. We use the term branch probability to refer to the probability with which two-way conditional branch instruction is taken. This information is used by many optimizations among which code layout is the most significant.

In the absence of profile information, compilers use heuristics [26] to estimate the branch probabilities. These heuristics apply only to a small set of branches. For instance, one heuristic treats the back-edge of a loop as a highly taken branch. For a large fraction of branches, compilers simply assume that the branch is unbiased (i.e. both branch targets are equally likely). However, in a large collection of more than 7 million branches, we observe that only 43% can be actually considered unbiased.

In this work, we present a machine learning [18] system to improve the estimation of branch probabilities without profile information. This machine learning (ML) system learns branch behavior from production workloads running on datacenters. We use Google Wide Profiling [21] to collect Last Branch Record [11] or LBR data from processors in the datacenter. This is converted into SamplePGO [6] profile format. The workloads are then compiled in SamplePGO mode in LLVM using these profiles to generate training data for the ML system. For each branch, we collect a set of features and its branch probability derived from profile data. The branch probabilities obtained from the profile serve as the labels for training a supervised machine learning model. The trained model can then be used for compiling any code to improve the accuracy of branch probability estimation without requiring profiles.

The contributions of this work are

- We present the first ML system to estimate branch probabilities in a C++ compiler that significantly outperforms the heuristics used in the compiler.
- Our ML system learns from real production workloads running on datacenters. This results in a training data of millions of examples, which is orders of magnitude larger than what is used by similar works in the past.
- We demonstrate that the improved branch probability estimation results in better performance of an important datacenter workload and a large benchmark suite.

The rest of this paper is organized as follows. Section 2 discusses related work in the area of machine learning use in compilers. Section 3 describes the utility of branch probability estimation in the compiler and why machine learning is a suitable approach to estimate branch probabilities. The use of machine learning to infer branch probabilities is described in detail in Section 4. Section 5 evaluates the machine learning approach and Section 6 concludes the paper.

2 Related Work
The work most closely related to this work is Corpus Based Static Prediction by Calder et al. [5] and [4]. Their work
also trains a neural network on features of static branch instructions. The crucial differences are:

- Our system learns branch probabilities of LLVM IR-level branch instructions. The probability information learned by the system is used to optimize the code in the compiler. In their work, they use the model to predict the direction of static branches from a trace of machine instructions and that information is not used by compiler optimizations.
- The system we propose learns from real workload running on a datacenter. This results in a much larger training set and also allows the model to be continuously updated as the behavior of workload changes. In contrast, the training data for their system is obtained from a set of 40 benchmarks.
- We use a deeper neural network with more layers to improve the accuracy.

Jiménez et al. [12, 13] have proposed using neural network methods to predict the direction of dynamic branch instructions. Prediction of dynamic branch instructions in hardware constrains the machine learning techniques that can be used. Wagner et al. [24] go beyond simple heuristics to estimate the relative frequency of basic blocks, a problem closely related to branch probability estimation. In their work, they model the control flow within a function as a Markov process.

There have been many efforts in using machine learning and related techniques to replace hand-crafted heuristics in compilers. Wang and O’Boyle [25] present an extensive survey of the use of machine learning in compiler optimizations. Stephenson and Amarasinghe [23] used supervised learning to predict loop unrolling factors. Their training data consisted of around 2500 examples, which is much smaller than what we use in this work. Eliot et al. [16] used supervised learning technique to train a local (single basic block) instruction scheduler. It uses a machine model to predict the so called preference relationship given a partial schedule and two candidate/ready instructions. Simon et al. [22] used unsupervised learning to automatically construct inline heuristics.

Instruction scheduling is a hard problem in the compiler that extensively uses heuristics. The application of learning to instruction scheduling within straight line code has been explored by Moss et al. [17] and McGovern et al. [15].

The optimization that benefits the most with better branch probability estimation is code layout. Code layout results in performance improvement by making instructions flow into the processor pipeline without stalls. Data prefetching plays a similar role in bringing data into the processor without stalls. Traditionally, compiler assisted data prefetching insertion is based on two strategies: heuristic based insertion for accesses with linear stride, and stride profiling based approach [27]. In [9], Hashemi et al. treated the memory prefetching strategies as an n-gram classification problem in natural language processing, and used LSTM based Recurrent Neral Network (RNN) to do the prediction. Peled et al. [19] defines the notion of semantic locality and use reinforcement learning techniques to build a context-based memory prefetcher that approximates semantic locality.

The works listed above apply learning techniques to specific optimizations. In contrast Cummins et al. [7] used Deep Learning to learn optimization heuristics automatically. Another approach to optimize programs without dealing with specific optimizations is super-optimization. This refers to the process of finding a better version of a given program that is semantically equivalent. Early efforts in super-optimization relied on brute force search. Recent efforts have focused on using stochastic search to improve the efficiency. Bunel et al. [3] have used reinforcement learning to optimize stochastic search based super-optimization techniques.

### 3 Background and Motivation

Code layout [20] is the process of ordering the blocks of the Control Flow Graph (CFG) linearly. This order dictates the placement of instructions within those blocks in memory. By inserting branch instructions at the end of the basic blocks, the compiler can layout the blocks in any order. Consider the Control Flow Graph (CFG) in Figure 1a. Figures 1b and 1c show two possible layouts of the CFG. In both these layouts, a block is followed by one of its successor blocks that is not yet laid out. Consider block A, for example. It has two successors in the CFG. Only one of the successors – B or C – can be placed immediately following A and is known as the fall-through block. In Figure 1b, B is the fall-through block and in the layout in Figure 1c, C is the fall-through block. The choice of which block to place as the fall-through block has performance implications. If control is often transferred to C from A often during program execution, then placing C next to A has the following advantages:

- Since the branch at the end of A is mostly not-taken, the frontend of the processor’s pipeline is less likely to be stalled if it is an out-of-order superscalar processor.
- As the cacheline containing the last instruction of A also contains instructions that are more likely to execute (from block C), instruction cache utilization is likely to be better.

In the LLVM compiler, the `MachineBlockPlacement` pass performs code layout optimization. This pass relies on the branch probability analysis which provides, for each branch instruction, the probability of the branch being taken. `MachineBlockPlacement` is just one of the many transformation passes that make use of branch probability analysis. Branch probability analysis is used in another analysis called block frequency analysis that provides relative frequencies of basic blocks within a function. Block frequency analysis is used by optimizations such as inlining, spill-code placement.
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Figure 1. Code Layout

in register allocation among others. While we use examples from machine block placement, this work on machine-learning-based branch probability analysis has wider applicability within the compiler.

In PGO mode, branch probability analysis uses profile data in the form of branch_weights metadata to derive the branch probabilities. However, there are many applications that are compiled without profile feedback and our work is targeted at this use case.

When a program is compiled without profile feedback, the compiler has very limited options in coming up with a reasonable branch probability estimate. LLVM’s branch probability analysis computes branch probabilities using these heuristics:

- If the programmer has used __builtin_expect to specify the most likely outcome of the branch, the analysis uses that information.
- Loop back-edges are considered highly likely to be taken. Conversely, loop exit edges are considered highly unlikely to be taken.
- Certain comparisons are considered marginally less likely. These include comparing a pointer with null and equality comparison of floating point values among others.
- All other branches are considered to be unbiased (i.e., both targets are considered equally likely).

The GCC compiler also has very similar heuristics with some variations. We observe that these heuristics do not work well in practice by comparing the heuristic-based and profile-based probabilities of a large set of over 7 million branches collected from datacenter workloads. We categorize the branches into five categories based on how they are predicted by LLVM heuristics: strongly not taken, weakly not taken, unbiased, weakly taken, and strongly taken. Branches belonging to each of these five categories are further categorized based on their profile-based probabilities. This is shown in the pie charts in Figure 2. The first chart on the left corresponds to branches that are predicted as unbiased by the compiler heuristics. Only 7% of these branches categorized as unbiased based on static heuristics are actually unbiased. Even when the categorization is better such as in the case of the strongly taken and not taken branches, there is still a significant fraction of branches with diametrically opposite behavior.

This illustrates the main limitation of compiler heuristics: heuristics need to be kept simple in order to keep the code readable and maintainable. The very simplicity results in branches the default choice – equal probabilities – for a significant fraction of branches.

This motivates us to explore the use of machine learning to address this problem.

4 Machine Learning Model for Branch Probability Estimation

4.1 Machine Learning Overview

We now present a brief overview of the machine learning terminology [1, 18] that are used in this work. A machine learning system builds a predictive model from input data. The input data consists of a set of examples. The flavor of machine learning we use in this work is supervised machine learning. In a supervised machine learning system, an example can be a labeled example or an unlabeled example. Each labeled example consists of a set of features and a label. An unlabeled example consists of a set of features without any label. In this problem of estimating
branch probabilities, each example describes an LLVM IR-level branch instruction. The features of a branch instruction are described in detail later in this section. The label for a branch instruction is the probability of the branch being taken and is obtained from profiling data. Training is the process of building an ML model from a set of labeled examples. After a model is trained, it is used to predict the labels of unlabeled examples. This process is called inference.

Supervised machine learning problems can be further classified into regression or classification problems. In a regression problem, the ML model predicts a numeric quantity. Branch probability prediction is an example of a regression problem as the output is a numeric value between 0 to 1.

Figure 3 depicts how our machine learning based system works. The system consists of a labeled example generator that produces the training data, an ML trainer that produces a trained model and an inference engine that is integrated with the Clang compiler. On the training side, the labeled example generator we use is a Clang binary with modifications. This Clang builds multiple build targets, where each target consists of multiple source files. This compilation also takes in a sample profile file which was generated using Google Wide Profiling infrastructure [21]. This Clang compiler extracts features for each conditional branch, matches the sample profile data for those branches, and produces a set of labeled examples. Labeled examples from multiple compilations are aggregated and fed to a ML training process. This produces a trained model. On the inference side, the Clang binary is enhanced to integrate with an inference engine that takes the trained model. The inference engine could either be in-process or could be a separate service.

4.2 Why Machine Learning?

It may not be obvious that machine learning is the right tool to address this problem. The math behind supervised machine learning is based on the assumption that the data used to train the model to be independent and identically distributed. This is clearly not the case here as the branches within a program are correlated. While supervised machine learning has been used in other instances where the data is not iid, the absence of iid property could have an impact on the efficacy of the approach. In spite of this, ML is a promising approach for these reasons:

- The combination of Google Wide Profiling [21] and SamplePGO [6] provides us with probabilities for a large number of branches.
- One can use ML to compute a complex function of its inputs without having that complexity come in the way of code maintainability.
- ML models can take a larger set of features as input.
- Codebase-specific and workload-specific training of ML models is possible.

4.3 Training

In this section, we describe the components of the box labeled Training in Figure 3. The training component consists of a labeled examples generator that produces labeled examples when provided with source files and profile data, and an ML trainer that takes these examples and produces a trained model. Generating a large set of labeled examples is the first step of the training process. In our implementation, we use a modified Clang binary as the labeled examples generator, but this could also be implemented as a standalone tool using LLVM libraries. We compile a set of build targets representing some of the most important applications that run in Google Datacenters using the labeled example generator. Each target has an associated SamplePGO profile file that is generated by the GWP pipeline. A single source file may be compiled multiple times if it belongs to multiple build targets but each (source file, profile) pair is compiled once.

The modifications to Clang to transform it into a labeled example generator happen in the SampleProfileLoader pass in the LLVM pass pipeline. This pass first matches profile data with LLVM IR using debug information and then computes profile weights of basic blocks contained in the profile. After basic block annotation, profile weights are
propagated to other blocks using control equivalence information. Finally, profile weights for control flow edges are computed using network flow constraints. After it annotates the branches with edge weights, we extract the set of features for each branch, its label and its sample count. This information is dumped into a file in CSV format. We also collect the probabilities of the branch as estimated by the compiler heuristics. This is only for the purpose of comparing the heuristic driven and ML generated approaches, and is not used to train the model.

4.3.1 Features

Compiler heuristics for branch probability estimation use simple combinations of branch attributes. These attributes are what are referred to as features in ML terminology. For example, whether the branch is a back-edge of a loop is a feature and the compiler heuristics consider a branch to be highly taken if the value of that feature is True. A machine learning model, on the other hand, can be fed more features and the way they are combined is opaque to the model developer. Choosing the right set of features is a critical step in the success of an ML model. On one extreme, we could use the very limited set of features used in the current compiler heuristics. While the ML model may do a better job in combining them we still miss signals that might be useful in predicting the branch. On the other extreme, the entire program in LLVM IR could be used as the feature set. While this could in theory not miss any signals, this requires ML advances to understand the structure of the program to derive useful signals from it. The approach we take in this work is to use the features used in current compiler heuristics as a starting point and generalize and expand them based on intuition.

Some of the features (loop depth, for example) are numeric features while others (the opcodes, for example) are categorical features. Numeric values are standardized by subtracting the mean of the distribution from each data point and dividing by the standard deviation ensuring they have a mean of 0 and standard deviation of 1. Standardization ensures that two features whose typical values are vastly different are treated on an equal footing.

Categorical values are handled in two ways. If a feature has only a few possible values, then they are encoded using one-hot encoding. One-hot encoding represents a value with N possible categories as a sparse vector of N elements. Each index in the vector corresponds to one category and has a 1 if the value to be encoded belongs to that category and 0 if the value does not belong to the category. For example, if a categorical feature has two possible values cat and dog, one-hot encoding could represent cat as [1, 0] and dog as [0, 1].

If a categorical feature has a large number of categories, using one-hot encoding increases the dimensionality of the input. In such cases, a technique called embedding is used. Embedding translates a high-dimensional sparse vector to a low-dimensional dense vector. Later in this section, we describe a categorical feature (the names of the functions called in control dependent blocks), with a large number of
ward dataflow of the branch condition. This is an extension to the branch is highly unlikely to be taken. To capture this, we record the most frequently occurring function call in the control dependent blocks of the taken and not-taken edges of the branch. We apply embedding to reduce the dimensionality of this feature. In addition to the function names, we also record certain properties of these functions. These properties include inline or noinline keywords and attributes such as _always_inline_ and cold.

We also encode the “shape” of the control flow graph starting from the source block (the block containing the branch). We only consider simple shapes like a triangle (the block has two successors A and B with A having B as its sole successor) and diamond (the block has two successors A and B, both having C as their sole successor).

Loop Features: A common heuristic used in compilers is loop back-edge branches are strongly taken and loop exit branches are strongly not-taken. Looking at the profile data of a large set of branches, we noticed that while this is a good heuristic in general, there are non-trivial exceptions. The intention behind adding properties of the enclosing loop to the feature set is to let the ML system differentiate low-trip-count loops from high trip-count loops.

We use the following numeric features related to the loop enclosing the branch:

- Loop depth
- Number of basic blocks in the loop
- Number of exit blocks of the loop. These are blocks outside of the loop that are successors of any branch inside the loop.
- Number of exit edges in the loop

In addition, a categorical feature relates the branch to its enclosing loop. For each of the two outgoing edges from the branch, we assign one of the following four categories:

- The edge is a loop exit edge
- The edge is a loop back-edge
- The edge destination is the header of an inner loop
- The edge destination is within the same loop

The last category also applies to branches which do not have an enclosing loop.

Function Features: Properties of enclosing function including the number of instructions, number of basic blocks and the number of edges in the control-flow graph of the function are part of the feature set.

File Name: Consider a conditional branch in a header file of a library. As this header file gets included in multiple source files, the branches in the header file get replicated. Do these branches behave similarly even though the surrounding contexts are different? In order to explore that, we extract the file name from the debug location of the branch instruction and add it to the feature set. This does present the risk of over-fitting to a specific codebase, but one of the benefits of an ML based approach is that a model can be specifically

### Figure 4. Expression tree
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Dataflow Features: The instructions that produce the branch condition play a role in the outcome of the branch. We capture this by a set of features that are derived from the backward dataflow of the branch condition. This is an extension and generalization of heuristics such as equality comparison of null and a pointer is less likely to be true. Consider the following sequence of LLVM IR-level instructions:

\[
\begin{align*}
%10 &= %9 + 2 \\
%11 &= %8 * 3 \\
%12 &= \text{icmp eq}, %11, %10 \\
\text{br %12, label }%t, \text{ label }%f
\end{align*}
\]

Starting from the branch condition %12, we identify the backward dataflow tree of height 2 feeding into %12 and encode the nodes of that tree with constant or operators. For the above example, the dataflow tree looks like the one in Figure 4. Nodes in the tree are operators, constants, and a marker node VAR representing variables. The seven nodes of this tree are encoded and added to the feature set. Operators are represented by their opcodes. Most integer constant operands are encoded using the actual constants. If the constant exceeds a threshold, it is marked simply as a constant of unknown value. Similarly, a special value is used to encode all variables. We do not distinguish between the variables as the actual variable name plays no part in determining the branch outcome.

Control Flow Features: A block B is said to be control dependent on a control flow edge E if B is executed only if the edge E is taken. Consider the following LLVM IR fragment:

\[
\begin{align*}
%12 &= \text{icmp eq}, %11, 0 \\
\text{br %12, label }%t, \text{ label }%f \\
%t: \\
\text{call void }@\text{log_error}
\end{align*}
\]

The block starting from the label %t is control dependent on the taken edge of the branch and it has a call to log_error. If log_error is called very infrequently, we can infer that the branch is highly unlikely to be taken. To capture this, we only consider simple shapes like a triangle (the block has two successors A and B with A having B as its sole successor) and diamond (the block has two successors A and B, both having C as their sole successor).
trained for a specific large codebase. Furthermore, we only use the file name and not specific line numbers as the churn in codebase causes line numbers to frequently change where as the file names of widely used libraries are fairly stable.

4.3.2 Labels
In a supervised learning system, training the model requires the input to be labeled examples. The label of a branch is the probability that the branch is taken. SamplePGO annotates branch instructions in LLVM IR with branch_weights metadata which contains the taken(t) and non-taken(nt) weights of the branch. From this metadata, we obtain the taken probability as t/(t+nt).

4.4 ML Trainer
We use a neural network to compute branch probabilities from input features. A neural network consists of a sequence of layers. There is an input layer, an output layer, and one or more hidden layers that are also known as dense layers. Each layer of a neural network consists of a set of nodes representing artificial neurons.

Our machine learning model is implemented as a neural network in TensorFlow [2] using its Keras APIs. We use 5 hidden layers in our model. Neural networks with more than one hidden layers are usually referred to as deep neural networks. In Section 5 we discuss the effects of the number of hidden layers in our model.

A dense layer in the neural network first computes a linear function of its inputs and then applies a non-linear activation function. A common activation function that is used is the rectifier function usually referred to as ReLU. A rectifier function f(x) is defined as f(x) = max(0, x). We use ReLU for all our hidden layers. The final layer uses sigmoid activation to generate a floating point number in the [0, 1] range.

The edges connecting the neurons have weights and biases associated with them. These form the learnable parameters of the neural network. These learnable parameters, along with the activation functions, determine how the inputs get transformed into the output value. The goal of training is to assign values for these parameters so as to minimize the value of a loss function. A discussion on loss functions is presented later in this section.

At a high level, the trainer computes the loss for the training input and updates the learnable parameters using gradient descent methods. There are several optimizers used to optimize gradient descent. We use the adaptive gradient or Adagrad optimizer [8]. The training algorithm computes the loss for a batch of examples at a time. We use a batch size of 200 in our training. The processing of the entire training set once by the training algorithm constitutes one epoch. Our model is trained for 100 epochs.

Table 1 shows some metrics illustrating the size of our training data. We build more than 750 build targets from a shared codebase compiling more than 37K C/C++ source files. This results in labeled data for 40M static branch instructions and more than 7M unique examples. There are two sources of repetition: branches in a single source file being part of multiple targets and different branches with the same exact set of (features, label) pairs. As a comparison, the training data used by Calder et al. [4] contains a total of around 55K branches, but they do not specify the number of unique branches.

### 4.4.1 Loss Functions
The process of training a neural network model involves finding the weights of the neural network so as to minimize a loss function. We discuss three different relevant loss functions that we considered for this problem:

**Mean Absolute Error:** Mean Absolute Error (MAE) computes the mean of absolute difference between the predicted and actual values.

**Mean Squared Error:** The difference between the predicted and the actual values are squared and their mean is taken as Mean Squared Error (MSE).

**Cross Entropy Loss:** In information theory, entropy refers to the optimal number of bits needed to encode values from a set. This depends on the probability distribution of those values: a value that appears more frequently is encoded using fewer bits than a value that occurs less frequently, thereby reducing the weighted average. The ML model does not know the true probability distribution of values P and instead approximates it with a different probability distribution Q. Let us use Q to identify the bits needed to encode the values from the set but compute the weighted average using P. This weighted average, computed using P for the weights and Q for the number of bits is known as cross entropy.

Based on our experiments we find cross entropy loss to generate models that improve the application performance better than the other two loss functions we considered.

### 4.5 Inference
The inference engine depicted in Figure 3 is implemented in-process in Clang. Inference is done inside a new LLVM pass named MLBranchProbAnnotate. This pass can be inserted in the LLVM pass pipeline anywhere before lowering the IR to LLVM’s MachineIR. This pass loads the given ML model at start-up. For each conditional branch instruction
in the IR, it gathers the set of features for that branch. The features are converted to Tensors. Numeric features are standardized using the mean and standard deviation obtained from the training data. The standardized input is fed to the SavedModel APIs of TensorFlow to obtain the label, which is the probability of the taken side of the branch. This probability is converted to branch weights which is then annotated to the branch instruction using LLVM’s MDProf metadata.

5 Evaluation

We now present an evaluation of our ML system for branch probability estimation. Figure 5 compares the ML based prediction with current compiler heuristics using a set of aggregate metrics. For this experiment, we set aside 10% of all our examples randomly and trained the model with the remaining 90% of examples. The metrics presented are from the 10% that was not used for training. The metrics include root mean-squared error, mean absolute error and cross entropy. We see that ML results in 20-50% accuracy improvement depending on the metric used. We also present a closeness metric. From the figure, we see that the closeness value for ML is 0.67. This means for 67% of branches, the ML-predicted value is closer to the actual probability than the heuristic predicted value. Unlike the other three metrics, a larger value of closeness is better.

Figure 6 shows the same four metrics from a different dataset. In this case, the evaluation is done on the branches from Search an important service running in Google datacenters. Again, the model is trained on all branches excluding the set of data used for evaluation. The trend is similar to Figure 5, but the improvements through ML decrease a bit.

Figures 7 and 8 present a more detailed picture of the accuracy of the ML estimation relative to compiler heuristics. This plots the cumulative frequency of the branches based on their prediction error. For each branch in our test
data, we first compute the absolute difference between the profile-based probability and probability computed by one of the two techniques we evaluate: ML and heuristics. This absolute difference multiplied by 100 is the **prediction error** for a given branch. The line labeled “Heuristics” is the plot for branch probabilities computed by the heuristics in the LLVM compiler. The other line plots the cumulative frequency for ML-based prediction. From these graphs, we can see that using ML results in a larger percentage of branches with smaller errors. For instance, Figures 7 and 8 show more than one third of all branches have an error of less than 10% and more than half of the branches have an error of less than 20% when ML is used. The heuristics line shows jumps around certain error percentages. This is due to the fact that the heuristics assign a few specific probabilities and a large number of branches are strongly biased. For instance, the heuristics assign 0.5 to many branches and a significant number of these branches have actual probabilities close to 0 or 1 resulting in many of them having an error close to 50%.

Figure 9 shows the effect of adding hidden layers to the neural network. The “HL0” line is roughly equivalent to using logistic regression. We see clear win as we go from zero hidden layers to one hidden layer. There is again a noticeable difference as we go from one to two hidden layers. As we go from 2 to 5, the improvements are minor. Adding more hidden layers comes with costs. First, the time it takes to train the model increases, which is a one time cost. We noticed a 2.2X increase in training time going from 0 to 5 hidden layers. The other cost is the time for inference, which also increases. In our experience, the inference cost is insignificant relative to the overall compilation time and is not an area of concern.

Figure 10 shows the performance improvements obtained from the ML based branch probability estimation on an internal benchmark suite. This is a set of 40 benchmarks extracted from performance critical applications and libraries. The baseline performance is from binaries compiled with Clang at optimization level 03. The benchmarks are run 25 times and their average is reported here. The blue bar shows the performance improvement (in percentage) of using the ML model in the compilation process. The geomean improvement is 1%.

To put this number in perspective, we compare the performance using a limited version of SamplePGO. We make two modifications to SamplePGO. First, we create a single profile that combines the profiles of the same set of applications that we use to train the ML model and use this combined profile for all the benchmarks. This ensures that we use the same data for both ML based and SamplePGO versions. This process of combining the profiles require the sample counts to be normalized which might result in some samples being dropped. Second, we discard the function entry counts, call instruction counts, and the global summary from our combined profile. This ensures that both the profile and ML approach provide only branch probabilities. The red bar in Figure 10 shows the performance of this limited SamplePGO. The ML based approach equals or outperforms this limited SamplePGO version in many benchmarks.

The performance of adler32_1 benchmark shows an important difference between the SamplePGO and ML based approaches. This benchmark computes the adler-32 checksum performance on blocks of varying byte sizes with specialized code sequence based on the block size. The block sizes affect the behavior of branches. Only a few block sizes occur frequently in production and the profile collected by GWP reflects this. SamplePGO optimizes the code based on this behavior. But the input to the **benchmark** version of this code contains many more block sizes. This mismatch causes the SamplePGO optimized binary to perform poorly on some inputs to the benchmark that were rare at profile collection time. Even though the ML model is trained by the same profile used by SamplePGO, the model assigns probabilities based on input features and tend to do better even on inputs not seen at profile collection.

Figure 11 evaluates the performance of Search. For this experiment, the set of profiles used for training the model excludes the profile collected from running Search. Even though this profile is excluded, many branches in Search have samples as Search shares code with other services. The same set of profiles used for training are combined to generate the profile for the limited SamplePGO experiment.

The graph shows changes in three metrics – Queries Per Second (QPS), average latency and CPU usage – relative to a binary compiled with Clang at -O3. Both the ML model and limited SamplePGO show improvement relative the the baseline with the ML based approach producing 60% of the
improvements of the limited SamplePGO version of the binary. The third column shows the metrics for a version that combines limited SamplePGO and machine learning. In this version, ML is applied to estimate the probability of branches that do not have profile information. This hybrid version outperforms SamplePGO in all the three metrics. This indicates ML has the potential to complement PGO in some cases.

6 Conclusion
We have proposed an approach to estimate branch probabilities in the compiler using machine learning. Using various metrics we have demonstrated that our ML based approach significantly out-performs current compiler heuristics for branch probability estimation. On a well-tuned search application, the ML based approach provides 60% of the performance improvement of a comparable profile guided optimization. The results show that supervised machine learning is a promising approach to approximate profile guided optimization.
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