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Abstract
We consider one-level additive Schwarz domain decomposition preconditioners for the Helmholtz equation with variable coefficients (modelling wave propagation in heterogeneous media), subject to boundary conditions that include wave scattering problems. Absorption is included as a parameter in the problem. This problem is discretised using $H^1$-conforming nodal finite elements of fixed local degree $p$ on meshes with diameter $h = h(k)$, chosen so that the error remains bounded with increasing $k$. The action of the one-level preconditioner consists of the parallel solution of problems on subdomains (which can be of general geometry), each equipped with an impedance boundary condition. We prove rigorous estimates on the norm and field of values of the left- or right-preconditioned matrix that show explicitly how the absorption, the heterogeneity in the coefficients and the dependence on the degree enter the estimates. These estimates prove rigorously that, with enough absorption and for $k$ large enough, GMRES is guaranteed to converge in a number of iterations that is independent of $k, p$, and the coefficients. The theoretical threshold for $k$ to be large enough depends on $p$ and on the local variation of coefficients in subdomains (and not globally). Extensive numerical experiments are given for both the absorptive and the propagative cases; in the latter case we investigate examples both when the coefficients are nontrapping and when they are trapping. These experiments (i) support our theory in terms of dependence on polynomial degree and the coefficients; (ii) support the sharpness of our field of values estimates in terms of the level of absorption required.
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1 Introduction
1.1 Preconditioning the Helmholtz equation
Motivated by the large range of applications, there is currently great interest in designing and analysing preconditioners for finite element discretisations of the Helmholtz equation

$$\nabla \cdot (A \nabla u) + k^2 n u = -f, \quad (1.1)$$
on a $d$–dimensional domain ($d = 2, 3$), with $A$ and $n$ describing (possibly varying) material properties, and $k$ the (possibly large) angular frequency. The discrete systems are large (because at least $\mathcal{O}(k^d)$ degrees of freedom are needed to resolve the oscillatory solution), non self-adjoint (because of the radiation condition present in scattering problems), and indefinite. They are therefore notoriously
difficult to solve and many “standard” preconditioning techniques that are motivated by positive-definite problems are unusable in practice.

While there are a large number of groups actively working on preconditioning Helmholtz problems (see the discussion in §1.4), enjoying substantial algorithmic success backed up by physically-based insight, there remains limited rigorous analysis on this topic.

The main theoretical aim of our work is to analyse a preconditioner (based on a Helmholtz-related modification of a classical method for elliptic problems) that is additive (and can be applied in massively parallel computing environments), and for which (under appropriate assumptions) the number of GMRES iterations is provably independent of both $k$ and the degree of the underlying finite element method; the proof requires that a certain amount of absorption is introduced into (1.1).

The action of our preconditioner involves parallel solution of subproblems that, although substantially smaller than the global problem, can still be costly to solve by sparse direct methods. The fast resolution of these subproblems is not a topic of this paper, but multilevel approaches for these have been discussed in [33], although rigorous analysis of these remains an open question.

We consider linear systems that arise from discretisation of (1.1) by $H^1$-conforming nodal finite element methods of polynomial order $p \geq 1$ on shape-regular meshes of diameter $h = h(k)$ chosen to avoid the “pollution effect”, i.e., to ensure that the finite element error remains bounded as $k \to \infty$ (explained later in Remark 2.7). We are concerned with one-level additive-Schwarz domain decomposition preconditioners, where the local problems have impedance boundary conditions on the subdomain boundaries and the action of the preconditioner combines the local problems additively using a partition of unity; see §2.2 for a precise definition. This preconditioner was proposed, and studied empirically for small and moderate $k$, by Kimm and Sarkis in [41] and called the “OBDD-H preconditioner. In [15, §7.7.1] it appears as the “SORAS” preconditioner (as part of a two level strategy).

The domain decomposition consists of a family of shape-regular overlapping subdomains of characteristic length scale $H$ and overlap determined by parameter $\delta \leq H$. The overlap is assumed to be finite, i.e. any point in the domain $\Omega$ belongs to no more than a fixed number $\Lambda$ of subdomains for all $h, H$. For our main theorems in §5, our assumptions are

\begin{align*}
\ (a) \ & kh \to 0 \quad \text{and} \quad (b) \ & k\delta \to \infty, \quad \text{as} \quad k \to \infty,
\end{align*}

The condition (a) is naturally satisfied when we choose the mesh fine enough to avoid the pollution effect, whereas condition (b) requires that the overlaps of the subdomains have to contain a (possibly slowly) increasing number of wavelengths as $k$ increases.

In the following two sections we explain the background and the novel contributions of the current paper. Since an up-to-date survey of related work is contained in [33], we restrict here to a brief literature survey in §1.4.

1.2 One-level additive-Schwarz preconditioners: overview and previous work

In the paper [33], the same preconditioner as considered here was analysed for discretisations of the homogeneous Helmholtz equation with absorption:

$$
\Delta u + (k^2 + i\varepsilon)u = -f, \tag{1.2}
$$

where $0 \leq |\varepsilon| \leq k^2$ is the absorption parameter and the case $\varepsilon = 0$ is referred to as the propagative case. Alternatively, one can perturb the wavenumber $k \mapsto k + ip$, in which case, asymptotically as $k \to \infty$, $\varepsilon \sim k^2$ corresponds to $p \sim k$ and $\varepsilon \sim k$ corresponds to $p \sim 1$. Absorptive (or “lossy”) Helmholtz problems are of physical interest in their own right (see, e.g., the MEDIMAX problem [66], [9, §6.1], and the references in [49]). Here our theory covers the absorptive case but we show experimentally that our preconditioners can also be effective in the propagative case.

In [33], a rigorous bound on the number of GMRES iterations was given under conditions relating the wavenumber $k$, the absorption $\varepsilon$, and the size of the overlap. To motivate the results of the present paper, we briefly summarise here the main theoretical results of [33] for the PDE (1.2).
We write the finite element discretisation of (1.6) as $A \varepsilon u = f$ and the one-level additive-Schwarz preconditioner as $B^{-1}_\varepsilon$ (see §2.2 below for precise definitions). One of the results in [33] showed, under the conditions outlined above, and provided the subdomains are star-shaped with respect to a ball, that there exist constants $C_1, C_2$ (which may depend on the polynomial degree $p$, but not on other parameters) such that, for $k$ sufficiently large,

$$\|B^{-1}_\varepsilon A\|_{D_k} \leq \Lambda \left( C_1 + C_2 \min \left\{ \frac{H}{\delta}, k \right\} \right),$$

(1.3)

where $\| \cdot \|_{D_k}$ denotes the Euclidean norm weighted with $D_k$, the stiffness matrix induced on the finite element space by the Helmholtz energy inner product $(v, w)_{1,k} = (\nabla v, \nabla w) + k^2 (v, w)$,

(1.4)

where $(\cdot, \cdot)$ is the usual $L^2(\Omega)$ inner product.

Since the right-hand side of (1.3) is bounded above independently of $k$, one can obtain a bound on the number of iterations of GMRES applied to the preconditioned system $B^{-1}_\varepsilon A\varepsilon$ by proving, in addition, a lower bound for the distance of the field of values of $B^{-1}_\varepsilon A\varepsilon$ from the origin and then using the so-called “Elman estimate” for GMRES [19, 18], [6]. In [33] it was shown that there is another constant $C_3 > 0$ (which again may depend on $p$ but not on any other parameter) such that

$$\min_{V \neq 0} \frac{|\langle V, B^{-1}_\varepsilon A\varepsilon V \rangle_{D_k}|}{\|V\|_{D_k}^2} \geq \left( \frac{1}{2\Lambda} - C_3 \Lambda \min \left\{ \frac{H}{\delta}, k \right\} \right).$$

(1.5)

Therefore, by choosing parameters so that $k/(|\varepsilon|\delta)$ is sufficiently small, one can prove that the field of values of $B^{-1}_\varepsilon A\varepsilon$ (in the $D_k$ inner product) is bounded away from the origin. The Elman estimate then implies that GMRES applied to $B^{-1}_\varepsilon A\varepsilon$ converges with the number of iterations independent of $k$, $\varepsilon$, $h$, and $H$.

Although the argument in [33] is not rigorous for the pure Helmholtz case $\varepsilon = 0$, the method still empirically provides a very effective preconditioner for the $\varepsilon = 0$ case, provided $H$ and $\delta$ do not decay too quickly as $k$ increases – see both the numerical experiments in [33, §4] and §6. A heuristic explaining this is given in [33, Appendix 1], using the fact that the problem with absorption is a good preconditioner for the pure Helmholtz problem (i.e. $A^{-1}_\varepsilon \approx A^{-1}$) when $\varepsilon$ is not too big [26].

Important features of the results in [33] are that (a) they hold for Lipschitz polyhedral domains and cover sound-soft scattering problems, truncated using first order absorbing boundary conditions (see Definition 2.2 below); (b) the theory covers finite element methods of any fixed order on shape regular meshes, and general shape-regular subdomains (but the dependence of the estimates on the order is not explicit); (c) via a duality argument, the theory covers both left- and right-preconditioning simultaneously; and (d) the proof constitutes a substantial extension of classical Schwarz theory to the non-self-adjoint case.

1.3 The main results of this paper

Theory. On the theoretical side, the main achievements of this paper are

1. extending the analysis in [33] to keep track of the dependence on the polynomial degree $p$, and

2. extending the analysis in [33] to the variable-coefficient Helmholtz problem

$$\nabla \cdot (A \nabla u) + (k^2 + i\varepsilon) nu = -f$$

(1.6)

(modelling wave propagation in heterogeneous media).

Regarding 1: the significance of analysing the $p$-dependence is that high-order methods suffer less from the pollution effect than low-order methods (see Remark 2.7 below), and are therefore preferable for high-frequency Helmholtz problems. We show that for sufficiently large $k$, the constants
$C_1, C_2, C_3$ in (1.3) and (1.5) are independent of the degree $p$. The Elman estimate then implies that, for sufficiently large $k$, GMRES applied to $B_2^{-1}A_2$ converges with the number of iterations independent of $p$. The threshold on $k$ for achieving these results is, in principle, $p$-dependent, but in all our numerical experiments the iteration counts are independent of $p$ for all $k$.

Regarding 2: the significance of the analysis allowing variable coefficients is that a main motivation for the development of preconditioners for FEM discretisations of (1.1) comes from practical applications involving waves travelling in heterogeneous media (e.g. in seismic imaging). We show that the constants $C_2, C_3$ in (1.3) and (1.5) have to be replaced by coefficient-dependent quantities, but these only depend on the “local” variation of $A, n$ on each of the subdomains $\Omega_i$; consequently we obtain conditions for $k$-independent GMRES iterations, with these conditions depending on $A$ and $n$ only through this “local” variation.

More precisely, our main theoretical results (stated for left-preconditioning, but holding also for right-preconditioning – see Remark 5.9 below) prove that there are absolute constants $c_2, c_3$ independent of all parameters such that

$$
\|B_2^{-1}A_2\|_{D_k} \leq A \left( 8 + c_2 C_{local}(A, n) \min \left\{ \frac{H}{\delta}, \frac{k}{|\varepsilon| \delta} \right\} \right),
$$

where $D_k$ is the same stiffness matrix introduced above and,

$$
\min_{V \neq 0} \frac{|\langle V, B_2^{-1}A_2V \rangle_{D_k}|}{\|V\|_{D_k}} \geq \left( \frac{1}{2A} - c_3 \Lambda C_{local}(A, n) \min \left\{ \frac{H}{\delta}, \frac{k}{|\varepsilon| \delta} \right\} \right), \quad (1.7)
$$

where the “local contrast” $C_{local}(A, n)$ depends only on the variation of $A, n$ in each subdomain and not globally (see (5.11)). Hence we can still guarantee that GMRES will converge in a $k$-independent number of iterations provided we now also make $k/|\varepsilon| \delta$ sufficiently small relative to the local contrast. This is true if, for example, the overlapping subdomains are fixed and $\varepsilon$ is a sufficiently large constant multiple of $k$ (equivalently the wave number is $k + i\rho$ with $\rho$ a sufficiently large constant).

Another important feature of our theory is that we prove convergence results for implementations of GMRES both in the weighted inner product $\langle \cdot, \cdot \rangle_{D_k}$ and in the standard Euclidean inner product; this is in contrast to [31], [9], and [33], which only prove convergence results in the weighted inner product. Corollary 5.8 below shows that standard GMRES requires at most $(\log k)/(pC)$ more iterations than weighted GMRES, where $C$ is a constant independent of all parameters.

Our theory relies on error estimates for the finite-element method that are explicit in both $k$ and the variable coefficients. Obtaining such error estimates is the subject of current research, see [11],[4],[59],[12],[28],[30],[25],[43], and we make contact with these results in Remarks 2.7, 3.17, and 3.18 below.

**Computation.** In our numerical experiments, we investigate the dependence of the preconditioner on both the polynomial degree $p$ and the coefficients $A$ and $n$ for a variety of 2D variable coefficient Helmholtz problems (both with and without absorption). In agreement with the theoretical results, we find that the number of GMRES iterations for the preconditioned system is independent of $p$ for $p = 1, 2, 3, 4$, and depends only on the local variation of $A$ and $n$.

We also investigate the limits of the theory by computing the field of values of the preconditioned system $B_2^{-1}A_2$ for various choices of absorption $\varepsilon$. We give results showing that the estimates (1.5), (1.7) appear to be sharp; i.e. we give an example where $k/|\varepsilon| \delta$ does not approach 0 and for which the origin lies inside the field of values of $B_2^{-1}A_2$. This example indicates that the dependence of the bound (1.7) on $k/|\varepsilon| \delta$ cannot be removed. However for this example, GMRES often performs well, once again highlighting the important point that having both the norm bounded above and the distance of the field of values bounded away from the origin are sufficient but certainly not necessary for good convergence of GMRES.

**Remark 1.1 (How trapping affects our results).** The behaviour of the solution of (1.6) when $\varepsilon = 0$ depends crucially on whether or not the coefficients $A$ and $n$ and any impenetrable obstacles
in the domain are such that the problem is trapping. A precise definition of the converse of trapping (known as nontrapping) is given in Definition 3.8 below, but roughly speaking a problem is trapping if there exist arbitrarily-long rays in the domain (corresponding to high-frequency waves being “trapped”).

Under the strongest form of trapping, the Helmholtz solution operator grows exponentially through a discrete sequence of frequencies $0 < k_1 < k_2 < \ldots < k_j \to \infty$; see [7, §2.5] for this behaviour caused by an obstacle, [58], [29, Theorem 7.7] for this behaviour caused by a continuous coefficient, and [56], [53, Section 6] for this behaviour caused by a discontinuous coefficient.

The vast majority of numerical analysis of the Helmholtz equation when $\varepsilon = 0$ therefore takes place under a nontrapping assumption (see the references in [43, §1.3.1]) and we make a similar assumption in this paper for our theory when $\varepsilon = 0$; see Assumption 3.11 below.

However, it is known empirically that this exponential growth in the solution operator is “rare”, in the sense that the solution operator under trapping is well behaved for “most” frequencies, and a first rigorous result establishing this was recently obtained in [43, Theorem 1.1]. We see the rareness of “bad behaviour” under trapping in the numerical experiments in §6; indeed, several of the problems with variable $A$ and $n$ considered in this section are provably trapping, and yet we never see the extreme ill-conditioning associated with trapping for any of the frequencies at which we compute.

1.4 Brief survey of other work on Helmholtz preconditioners

We mention here some recent papers on iterative solution of the Helmholtz equation. A complete and up-to-date survey with more detail is available in [33].

Two important classes of algorithms for high frequency Helmholtz problems are those based on multigrid with “shifted Laplace” preconditioning and those based on inexact factorizations via “sweeping-type methods”. Foundational papers for these methods are [24, 22] and [21, 20] respectively. Recent work on shifted Laplace has focused on improving robustness using deflation e.g. [62, 23, 44]. Following earlier work on parallel sweeping methods (e.g. [57]), efficient parallel implementations of sweeping-type methods via off/online strategies are a focus of the polarized-trace algorithms [68, 69, 64].

While much of this work is empirical, often based on considerable physical insight, there has been a parallel development of theoretical underpinning of these algorithms. A theoretical basis for sweeping algorithms on the continuous level is given in [13]. A modern survey linking sweeping-type algorithms with optimized Schwarz methods is given in [27]. The current authors have been involved in the development of a theory for additive Schwarz preconditioners for Helmholtz problems (e.g., [31, 33]). So far this theory has not examined the dependence of the theory on heterogeneity or finite-element degree. These topics are the focus of the present paper.

In the final stages of writing this paper, we learned of the paper [8]. Both [8] and the present paper start from the analysis of the homogeneous Helmholtz equation in [33] and extend it in various ways. Whilst the present paper focuses on extensions to the heterogeneous Helmholtz equation, [8] instead obtains general conditions under which results analogous to those in [33] hold, and then applies these to obtain results about preconditioners for a heterogeneous reaction-convection-diffusion equation. Both papers share the goal of determining the constants in the field-of-value estimates in terms of more fundamental constants. In our case these are $k, h, H, \delta, \varepsilon, p$ and $C_{\text{local}}(A, n)$ – see [8, Section 4.2] for more details of their analysis.

1.5 Organisation of the paper

In §2 we define precisely the variable-coefficient Helmholtz boundary-value problem, its finite-element discretisation, and the one-level additive Schwarz DD preconditioner. In §3 we study the solution operator of the global and local problems, at both continuous and discrete levels. In §4, we give some preliminary estimates on the interpolations and the local projections. The main theoretical results are presented in §5 and the numerical results are presented in §6.
2 The PDE problem, its discretisation and the preconditioner

2.1 The PDE problem and its finite-element discretisation

We consider the PDE problem (1.1), posed in a certain domain $\Omega$ that is a subset of the domain exterior to a bounded obstacle $\Omega_-$.

Assumption 2.1 (Assumptions on $\Omega_-, \Omega$ and on the coefficients $A, n$).

(i) $\Omega_-$ is assumed to be a bounded Lipschitz polygon ($d = 2$) or polyhedron ($d = 3$), with connected open complement $\Omega_+ := \mathbb{R}^d \setminus \overline{\Omega_-}$. Also, $\overline{\Omega_-} \subset \subset \Omega'$, for some connected Lipschitz polygon/polyhedron $\Omega'$. Then $\Omega := \Omega' \setminus \overline{\Omega_-}$ with boundary $\partial \Omega = \Gamma_D \cup \Gamma_I$, where $\Gamma_D := \partial \Omega_-$ (the ‘scattering’ boundary), and $\Gamma_I := \partial \Omega'$ (the ‘far field’ boundary). Note that $\Gamma_D \cap \Gamma_I = \emptyset$.

(ii) $A \in L^\infty(\Omega, SPD)$ (where SPD denotes the set of $d \times d$ real, symmetric, positive-definite matrices) and there exist $0 < A_{\min} \leq A_{\max} < \infty$ such that, in the sense of quadratic forms,

$$\tag{2.1} A_{\min} \leq A(x) \leq A_{\max} \quad \text{for almost every } x \in \Omega.$$

(iii) $n \in L^\infty(\Omega, \mathbb{R})$, and there exist $0 < n_{\min} \leq n_{\max} < \infty$ such that

$$\tag{2.2} 0 < n_{\min} \leq n(x) \leq n_{\max} < \infty \quad \text{for almost every } x \in \Omega.$$

The PDE is posed in the space

$$H^1_{0,\Gamma_D}(\Omega) := \{ v \in H^1(\Omega) : v = 0 \text{ on } \Gamma_D \},$$

where we do not use any specific notation for the trace operator on $\Gamma_D$ (or on any other boundary). The complex $L^2$ inner products on the domain $\Omega$ and the boundary $\Gamma_I$ are denoted by $(u, v) := \int_\Omega u \overline{v} \, dx$ and $(u, v) := \int_{\Gamma_I} u \overline{v} \, ds$, respectively. The $L^2$ norm on $\Omega$ is denoted by $\| \cdot \|$. Subscripts will be used to denote norms and inner products over other domains or surfaces, e.g., $(u, v)_\Omega$ and $(u, v)_{\Gamma_I}$.

Definition 2.2 (Truncated Exterior Dirichlet Problem (TEDP)). Given $\Omega$, $A$, and $n$ satisfying Assumption 2.1, $f \in L^2(\Omega)$, $g_I \in L^2(\Gamma_I)$, $k > 0$, and $\eta > 0$, we say $u \in H^1_{0,\Gamma_D}(\Omega)$ satisfies the truncated exterior Dirichlet problem if

$$\tag{2.4} a_\varepsilon(u, v) = F(v), \quad \text{for all } v \in H^1_{0,\Gamma_D}(\Omega),$$

where

$$\tag{2.5} a_\varepsilon(u, v) := (A\nabla u, \nabla v) - (k^2 + i\varepsilon)(nu, v) - i\eta \langle \sqrt{n} u, v \rangle \quad \text{and} \quad F(v) := (f, v) + (g_I, v).$$

That is, $u$ satisfies the PDE (1.6), a zero Dirichlet boundary condition on $\Gamma_D$, and the impedance boundary condition

$$\tag{2.6} \partial_{n,A}u - i\eta \sqrt{n} u = g_I \text{ on } \Gamma_I,$$

where $\partial_{n,A}u$ is the conormal derivative of $u$, which is such that, if $A$ is Lipschitz and $u \in H^2$, then $\partial_{n,A}u = (A\nabla u) \cdot n$, with $n$ denoting the unit normal on $\Gamma_I$, pointing outward from $\Omega$ (see, e.g., [45, Lemma 4.3]).

Assumption 2.3 (The choice of $\eta$). In the following, we set either $\eta = \text{sign}(\varepsilon)k$ or $\eta = \sqrt{k^2 + i\varepsilon}$ (with both choices understood as $\eta = k$ when $\varepsilon = 0$), where the square root is defined with the branch cut on the positive real axis.

We record for later the facts that, under either of the choices of $\eta$ in Assumption 2.3,

$$\tag{2.7} \Im(\eta) \geq 0, \quad \text{sign}(\varepsilon)\Re(\eta) > 0.$$

Lemma 2.4 (Well-posedness of the TEDP). With $\eta$ chosen as in Assumption 2.3, the solution of the TEDP of Definition 2.2 exists, is unique, and depends continuously on the data in the following situations.

(i) $|\varepsilon| \neq 0$, $d = 2, 3$,
(ii) $\varepsilon = 0$, $d = 2$,
(iii) $\varepsilon = 0$, $d = 3$, and $A$ is piecewise Lipschitz.
Remark 2.7 (Under what conditions on h to maintain accuracy as is proved in [2]; see the discussion in [29, d] piecewise Lipschitz when d = 3 ensuring that this principle holds. In the case when A is scalar-valued (and, when d = 3, Lipschitz), these UCP results are recapped and then applied to the TEDP for the Helmholtz equation in [30, §2]. When A is matrix-valued, the relevant UCP results are summarised in [29, §1]. The result that, if a UCP holds for Lipschitz A, then a UCP holds for piecewise Lipschitz A is proved in [2]; see the discussion in [29, §2.4].

Remark 2.5 (The behaviour of A and n in a neighbourhood of ΓI). It would be natural to add the extra conditions to Assumption 2.1 that supp((I − A)) is compact in Ω′ and supp(1 − n) is compact in Ω′, implying that A = I and n = 1 in a neighbourhood of ΓI. Indeed, the rationale for imposing the impedance boundary condition (2.6) is that (with A = I, n = 1, η = k and gI = 0) it is the simplest-possible approximation of the Sommerfeld radiation condition

\[
\frac{\partial u}{\partial r}(x) - iku(x) = O\left(\frac{1}{r^{\frac{d-1}{2}}}\right) \quad \text{as} \quad r := |x| \to \infty, \quad \text{uniformly in} \ \hat{x} := x/r,
\]

which appears in exterior Helmholtz problems. When solving a scattering problem by truncating the domain, one would naturally place the truncation boundary ΓI so that it encloses the entire scatterer supp((I − A)) ∪ supp(1 − n) ∪ Ω(− ), ensuring that A = I and n = 1 in a neighbourhood of ΓI. All our numerical experiments in §6 are for this situation, but we allow more general A and n in our analysis, because then there is a closer link between aε and the local sesquilinear forms aε,ℓ appearing in our domain decomposition method (see (2.10) below).

Remark 2.6 (Interior impedance problem). Note that the case Ω(−) = ∅ (i.e., there is no impenetrable scatterer) is included in this set-up, and in this case the space (2.3) is simply H1(Ω). The resulting PDE problem is often called the Interior Impedance Problem.

Finite-element discretisation. We approximate (2.4) in a conforming nodal finite element space \( \mathcal{V}^h \subset H^1_{0,ΓD}(Ω) \) that consists of continuous piecewise polynomials of total degree no more than p on a shape-regular mesh \( T^h \) with mesh size h. This yields the linear system

\[
A_ε u = f, \quad \text{where} \quad A_ε = S - (k^2 + iε)M - iηN, \quad (2.8)
\]

and

\[
(S)_{i,j} = (A∇φ_j, ∇φ_i), \quad (M)_{i,j} = (nφ_j, φ_i), \quad (N)_{i,j} = (√ηφ_j, φ_i), \quad \text{and} \quad (f)_i = F(φ_i). \quad (2.9)
\]

Here \{φ_j : j ∈ I^h\} is the nodal basis of the finite element space \( \mathcal{V}^h \) and I^h is a suitable index set for the nodes \{x_j : j ∈ I^h\}. We use the h-version of the finite-element method where, in the context of solving the high-frequency Helmholtz equation, p is fixed and then h is chosen as a function of k and p to maintain accuracy as k increases.

Remark 2.7 (Under what conditions on h, p, and k does the finite-element solution exist?). When |ε| > 0, aε is continuous and coercive (see Lemmas 3.2 and 3.3 below) and so, by the Lax–Milgram theorem and Céa’s lemma, the finite-element solution exists and is unique for any \( \mathcal{V}^h \). The finite element error is then bounded in terms of the best approximation error, but with a constant that in general depends on k and ε.

When ε = 0, A = I, and n = 1 (i.e., for the constant-coefficient Helmholtz equation), the question of how h and p must depend on k for the finite-element solution to exist has been studied since the
work of Ihlenburg and Babuška in the 90’s [40, 39]. For the $h$-version of the FEM (where accuracy is increased by decreasing $h$ with $p$ fixed), provided that the problem is nontrapping (i.e. $C_{\text{sol}}$ defined in Definition 3.4 below is bounded independently of $k$), then the Galerkin method is quasioptimal when $k^{p+1}h^p$ is sufficiently small [46, 60, 47, 48]. However the Galerkin solution exists and is bounded by the data under the weaker condition that $k^{2p+1}h^{2p}$ is sufficiently small [67, 70, 16]. For the $hp$-version (where accuracy is increased by decreasing $h$ and increasing $p$), the Galerkin method is quasioptimal if $hk/p$ is sufficiently small and $p$ grows logarithmically with $k$ by [47, 48], with this property holding for scattering problems even under the strongest-possible trapping by [43, Corollary 1.3].

Obtaining the analogues of these results when $A \neq I$ and $n \neq 1$ (i.e. for variable-coefficient Helmholtz problems) is the subject of current research, with the property “$k^{p+1}h^p$ sufficiently small for quasioptimality” proved for the TEDP in [12, Proposition 2.5, Theorem 2.15] (see also [30, §4] and [25, §6] for the case $p = 1$), the property “$k^{2p+1}h^{2p}$ sufficiently small for error bounded by the data” proved in [55, Theorem 2.35], and the property “$k^3h^2$ sufficiently small for relative error bounded when $p = 1$” proved for scattering problems in [42] (and all these results assume that the problem is nontrapping). We highlight that, when $p > 1$, these results require additional smoothness conditions on $\Gamma_D$, $\Gamma_I$, $A$, and $n$ in addition to Assumption 2.1; see [12, §2.1], [55, Assumption 2.31].

### 2.2 The preconditioner.

To precondition the linear system (2.8), we use a variant of the simple one-level additive Schwarz method, based on a set of Lipschitz polyhedral subdomains $\{\Omega_\ell\}_{\ell=1}^N$, forming an overlapping cover of $\Omega$. We assume that each $\overline{\Omega_\ell}$ is non-empty and is a union of elements of the mesh $T^h$. We also assume that if $\partial \Omega_\ell \cap \Gamma_D \neq \emptyset$, then it has positive surface measure. Because $\Omega_\ell$ consists of a union of fine-grid elements, $\partial \Omega_\ell \cap \Gamma_D$ then contains at least one face of a fine-grid element.

Recall that a domain is said to have characteristic length scale $L$ if its diameter $\sim L$, its surface area $\sim L^{d-1}$, and its volume $\sim L^d$. We assume that each $\Omega_\ell$ has characteristic length scale $H_\ell$, and we set $H = \max_\ell H_\ell$. In our analysis we allow $H$ to depend on $k$ including the possibility that $H$ could approach 0 as $k \to \infty$.

The key component of the preconditioner for (2.8) is the solution of discrete “local” impedance boundary-value problems:

$$\nabla \cdot (A \nabla u) + (k^2 + i\varepsilon)nu = -f \quad \text{on} \quad \Omega_\ell,$$

with

$$\partial_{\nu, A} u - i\eta \sqrt{n} u = 0 \quad \text{on} \quad \Gamma_{I, \ell} := \partial \Omega_\ell \setminus \Gamma_D \quad \text{and} \quad u = 0 \quad \text{on} \quad \Gamma_{D, \ell} := \partial \Omega_\ell \cap \Gamma_D;$$

where $\nu$ is the outward-pointing unit normal vector to $\Omega_\ell$ and $\partial_{\nu, A} u$ is the conormal derivative of $u$. Observe that the geometric set-up in Assumption 2.1 implies that $\partial \Omega_\ell \setminus \Gamma_D$ has positive measure, and so each of these local problems is well-posed. The local impedance sesquilinear form on $\Omega_\ell$ is, for $u, v \in H^1(\Omega_\ell)$,

$$a_{\varepsilon, \ell}(u, v) := (A \nabla u, \nabla v)_{\Omega_\ell} - (k^2 + i\varepsilon)(nu, v)_{\Omega_\ell} - i\eta (\sqrt{n} u, v)_{\Gamma_{I, \ell}}. \quad (2.10)$$

We denote by $A_{\varepsilon, \ell}$ the matrix obtained by approximating (2.10) in the local finite element space

$$\mathcal{V}^h_\ell := \{v_h|_{\Omega_\ell} : v_h \in \mathcal{V}^h\}; \quad (2.11)$$

this matrix is a local analogue of the matrix $A_{\varepsilon}$ in (2.8). Recalling that functions in $\mathcal{V}^h$ vanish on the Dirichlet boundary $\Gamma_D$, we observe that functions in $\mathcal{V}^h_\ell$ also vanish on $\partial \Omega_\ell \cap \Gamma_D$ (which contains at least one face of one fine-grid element if it is non-empty, but are otherwise unconstrained). To connect these local problems, we use a partition of unity $\{\chi_{\ell}\}_{\ell=1}^N$ with the properties that, for each $\ell$,

$$\text{supp} \chi_{\ell} \subset \overline{\Omega_\ell}, \quad 0 \leq \chi_{\ell}(x) \leq 1 \quad \text{when} \quad x \in \overline{\Omega_\ell}, \quad \text{and} \quad \sum_{\ell} \chi_{\ell}(x) = 1 \quad \text{for all} \quad x \in \overline{\Omega}, \quad (2.12)$$

where we define $\text{supp} \chi_{\ell} = \{x \in \overline{\Omega} : \chi_{\ell}(x) \neq 0\}$. Additional properties of these functions are needed later - see (4.3), (4.4).
Note that each \( v_h \in V^h \) is uniquely determined by its values \( \{ V_q := v_h(x_q), \ q \in I^h \} \) on all the nodes. Nodes on the subdomain \( \Omega_\ell \) are denoted by \( \{ x_q : q \in I^h(\Omega_\ell) \} \). Using this notation, we define a restriction matrix \( R_\ell \) that uses \( \chi_\ell \) to map a nodal vector defined on \( \Omega \) to a nodal vector on \( \Omega_\ell \):

\[
(R_\ell V)_q = \chi_\ell(x_q) V_q, \quad q \in I^h(\Omega_\ell). \tag{2.13}
\]

The preconditioner for \( A_\varepsilon \) that we analyse in this paper is then simply:

\[
B^{-1}_\varepsilon := \sum_{\ell=1}^N R_\ell^T (A_{\varepsilon,\ell})^{-1} R_\ell, \tag{2.14}
\]

where \( R_\ell^T \) is the transpose of \( R_\ell \). The action of \( B^{-1}_\varepsilon \) therefore consists of \( N \) parallel “local impedance solves” added up with the aid of appropriate restrictions/prolongations.

The preconditioner (2.14) is called \( OBDD-H \) in [41] and is also called \( SORAS \) in [15]. SORAS is a “symmetrized” version of the \( ORAS \) (Optimized Restricted Additive Schwarz) method which has been widely studied, e.g., [63], [15]. In general, the term ‘optimized’ refers to an appropriate choice of parameter(s) in a Robin boundary condition, but in the case of Helmholtz problems, it has also been used to refer to classical impedance conditions (as are used here). A closely related preconditioner was called \( IMPRAS1 \) in [32]. The only difference between SORAS and ORAS is in the choice of restriction matrix. More precisely, define the “chopping” restriction matrix \( \tilde{R}_\ell \) that maps a nodal vector on \( \bar{\Omega} \) to a nodal vector on \( \bar{\Omega}_\ell \) by

\[
(\tilde{R}_\ell V)_q = V_q, \quad q \in I^h(\bar{\Omega}_\ell). \tag{2.15}
\]

Then, the ORAS preconditioner for \( A_\varepsilon \) is obtained by replacing \( R_\ell \) in (2.14) with \( \tilde{R}_\ell \) to obtain

\[
\tilde{B}^{-1}_\varepsilon := \sum_{\ell=1}^N R_\ell^T (A_{\varepsilon,\ell})^{-1} \tilde{R}_\ell. \tag{2.16}
\]

Although the present theory applies only to (2.14), we perform numerical experiments on both (2.14) and (2.16).

### 3 The solution operators for the continuous and discrete global and local problems

A key step in the analysis of (2.14) is to obtain estimates for the local inverse matrices \( A_{\varepsilon,\ell}^{-1} \). We obtain these in §3.3 below. The preceding subsections are devoted the analogous results for the corresponding continuous problems. The following assumption is sufficient for many of our technical estimates. The results in §5 require the addition of stronger assumption (Assumption 5.2 below).

**Assumption 3.1.**

\[
k \geq 1, \quad |\varepsilon| \leq k^2 \quad \text{and} \quad \varepsilon k \leq 1. \tag{3.1}
\]

We perform the analysis of this paper in the following weighted \( H^1 \) norm (also called the “Helmholtz energy norm”) defined by

\[
\| v \|_{1,k} := (v, v)_{1,k}^{1/2}, \tag{3.2}
\]

where \((v, w)_{1,k}\) is defined in (1.4). When \( \bar{\Omega} \) is any subdomain of \( \Omega \) we write \((\cdot, \cdot)_{1,k,\bar{\Omega}}\) and \(\| \cdot \|_{1,k,\bar{\Omega}}\) for the corresponding inner product and norm on \( \bar{\Omega} \). The inner product \((\cdot, \cdot)_{1,k}\) and norm \(\| \cdot \|_{1,k}\) in (3.2) induce an inner-product and norm on finite-element functions. Suppose \( v_h, w_h \in V^h \) are represented by the vectors \( V, W \) with respect to the nodal basis \( \{ \phi_j : j \in I^h \} \). Then

\[
(v_h, w_h)_{1,k} = (D_k V, W)_2 = W^* D_k V
\]
Lemma 3.2 (Continuity of $a$). Assume that $\Omega$ has characteristic length $L$. Then, for all $u, v \in H^{1,\Gamma_D}_0(\Omega)$, $$|a_{\varepsilon}(u, v)| \leq C_{\text{cont}} \|u\|_{1,k} \|v\|_{1,k},$$ where $$C_{\text{cont}} := \max \{A_{\text{max}}, \sqrt{2}n_{\text{max}},\sqrt{2}k_{\text{max}}\} + \sqrt{n_{\text{max}}}C_{\text{tr}} \frac{|\eta|}{k} \left(\frac{1}{2} + \frac{1}{kL}\right).$$ Observe that if $kL \geq 1$ and $|\eta| \leq Ck$ for some $C > 0$, independent of all parameters, then $C_{\text{cont}}$ is independent of $k$, $\eta$, and $L$. 

Proof of Lemma 3.2. By the definition of $a_{\varepsilon}$ (2.5), the Cauchy–Schwarz inequality, and the inequalities (2.1), (2.2), and (3.1), $$|a_{\varepsilon}(u, v)| \leq A_{\text{max}} \|\nabla u\| \|\nabla v\| + \sqrt{2}k_{\text{max}}n_{\text{max}} \|u\| \|v\| + \sqrt{n_{\text{max}}} |\eta| \|u\|_{\Gamma_I} \|v\|_{\Gamma_I}.$$ By the multiplicative trace inequality (3.4) (noting that $\Gamma_I \subset \partial_\Omega$) and the inequality $ab \leq \frac{1}{2}(a^2 + b^2)$, $$\|v\|^2_{\Gamma_I} \leq \frac{C_{\text{tr}}}{k} |\eta| \|v\| \left(\frac{k}{kL} \|v\| + \|\nabla v\|\right) \leq \frac{C_{\text{tr}}}{k} \left(\frac{1}{2} + \frac{1}{kL}\right) \|v\|^2_{1,k};$$ The result then follows from combining these last two inequalities. 

For later use, we define $C_{\text{cont},\ell}$, the continuity constant for $a_{\varepsilon,\ell}$: $$C_{\text{cont},\ell} := \max \{A_{\text{max},\ell}, \sqrt{2}n_{\text{max},\ell},\sqrt{2}k_{\text{max},\ell}\} + \sqrt{n_{\text{max},\ell}}C_{\text{tr}} \frac{|\eta|}{k} \left(\frac{1}{2} + \frac{1}{kH_\ell}\right).$$ 

Lemma 3.3 (Coercivity of $a_{\varepsilon}$). With $\eta$ chosen as in Assumption 2.3, for all $k > 0$ and $v \in H^1(\Omega)$, $$|a_{\varepsilon}(v, v)| \geq \frac{1}{4} \min \{A_{\text{min}}, n_{\text{min}}\} \frac{|\varepsilon|}{k^2} \|v\|^2_{1,k}. $$
Proof. Within this proof (only) we use the notation \(\|v\|_A^2 = (Av, v)\), \(\|v\|_n^2 = (nv, v)\), and \(\|v\|_{\Omega, \sqrt{n}}^2 = (\sqrt{n}v, v)_{\partial\Omega}\). for any vector-valued function \(v\) and scalar-valued function \(v\) defined on \(\Omega\), where \(A, n\) are the coefficients described in Assumption 2.1. Let \(z = \sqrt{k^2 + i\varepsilon}\) (defined, as in Assumption 2.3, with the branch cut on the real axis). Writing \(z = p + iq\) and using the definitions of \(a_z(2.5)\), we have
\[
a_z(v, v) = \|\nabla v\|_A^2 - (p + iq)^2\|v\|_n^2 - i\eta\|v\|_{\Omega, \sqrt{n}}^2.
\]
Therefore
\[
\Im [(p - iq)a_z(v, v)] = q\|\nabla v\|_A^2 + q(p^2 + q^2)\|v\|_n^2 + \Re [(p - iq)\eta\|v\|_{\Omega, \sqrt{n}}^2.
\]
Hence, dividing through by \(|z| = \sqrt{p^2 + q^2}\), and setting \(\Theta = -\pi/|z|\), we have
\[
\Im [\Theta a_z(v, v)] = \Im (z) \frac{\Im [\|\nabla v\|_A^2 + \|v\|_n^2]}{|z|} \geq \frac{1}{\sqrt{1 + \frac{k^2}{2}}} \geq \frac{1}{4} |\varepsilon|.
\]
see [31, Equation 2.10]. The result (3.6) follows using these inequalities, along with the inequalities (2.1), (2.2), and \(|z| \geq k\).

\[\square\]

3.2 Bounds on the solution operators of the continuous global and local problems

Because the matrices \(A_{\varepsilon}^{-1}\) appearing in (2.16) correspond to problems with zero impedance data, we only need here to consider the case \(g_1 = 0\) in Definition 2.2 and its local analogue. First we define what we mean by bounds on the global and local solution operators (at the continuous level).

Definition 3.4 (Bound on global solution operator). Let Assumption 2.1 hold and assume further that \(A\) is piecewise Lipschitz when \(d = 3\) and \(\varepsilon = 0\). Assume that \(\Omega\) has characteristic length scale \(L\). Then, by Lemma 2.4, the TEDP of Definition 2.2 is well-posed, and there exists \(C_{\text{sol}} = C_{\text{sol}}(k, \varepsilon, A, n, \Omega, \varepsilon)\) such that the solution \(u\) of the TEDP with \(g_1 = 0\) satisfies
\[
\|u\|_{1,k} \leq C_{\text{sol}} L \|f\| \quad \text{for all } k > 0.
\]
(3.7)

The factor of \(L\) on the right-hand side of (3.7) is chosen so that \(C_{\text{sol}}\) is a dimensionless quantity. We define \(C_{\text{sol,\ell}}\) in an analogous way as a bound on the solution operator for the local problems (at the continuous level) on each subdomain \(\Omega_\ell\). We first define
\[
H^1_{0,\Gamma_D}(\Omega_\ell) := \{z \in H^1(\Omega_\ell) : z = 0 \text{ on } \partial\Omega_\ell \cap \Gamma_D\}.
\]

Definition 3.5 (Bound on local solution operator). Let Assumption 2.1 hold and assume further that \(A\) is piecewise Lipschitz when \(d = 3\) and \(\varepsilon = 0\). For any \(\ell\), let \(u \in H^1_{0,\Gamma_D}(\Omega_\ell)\) be the solution of the variational problem
\[
a_{\varepsilon,\ell}(u, v) = (f, v)_{\Omega_\ell} \quad \text{for all } v \in H^1_{0,\Gamma_D}(\Omega_\ell).
\]
Then, by Lemma 2.4, \(u\) exists, is unique, and there exists \(C_{\text{sol,\ell}} = C_{\text{sol,\ell}}(k, \varepsilon, A, n, \Omega_\ell)\) such that
\[
\|u\|_{1,k,\Omega_\ell} \leq C_{\text{sol,\ell}} H \|f\|_{\Omega_\ell} \quad \text{for all } k > 0.
\]
(3.9)

The rest of this subsection consists of obtaining bounds on \(C_{\text{sol}}\) and \(C_{\text{sol,\ell}}\), with the main result contained in Corollary 3.12 below. First we use the coercivity result of Lemma 3.3 combined with the Lax–Milgram theorem to obtain the following result.

Corollary 3.6 (Bounds on \(C_{\text{sol}}\) and \(C_{\text{sol,\ell}}\) when \(|\varepsilon| > 0\)). Let Assumption 2.1 hold. If \(|\varepsilon| > 0\), then
\[
C_{\text{sol}} \leq \frac{4k}{|\varepsilon| L} \left(\min \{A_{\min, n_{\min}}\}\right)^{-1} \quad \text{and} \quad C_{\text{sol,\ell}} \leq \frac{4k}{|\varepsilon| H_\ell} \left(\min \{A_{\min, n_{\min,\ell}}\}\right)^{-1}.
\]
(3.10)
Lemma 3.7. Let Assumption 2.1 hold. For all $|\varepsilon| > 0$,

$$C_{sol}(\varepsilon) \leq C_{sol}(0) \left(1 + \frac{n_{\max}}{n_{\min}}\right),$$

(3.11)

with the analogous result also holding for $C_{sol,\ell}$, $\ell = 1, \ldots, N$.

Proof. If $u$ is the solution of the TEDP with $g_I = 0$ and $\varepsilon \neq 0$, then

$$\nabla \cdot (A\nabla u) + k^2nu = -f - i\varepsilon nu,$$

and so, by the definition of $C_{sol}(0)$,

$$\|u\|_{1,k} \leq C_{sol}(0)L \left(\|f\| + |\varepsilon|n_{\max}\|u\|\right).$$

(3.12)

Putting $g_I = 0$ and $v = u$ in the variational problem of the TEDP (2.4) and then taking the imaginary part, we obtain that

$$\varepsilon(nu, u) + (\Re \eta)\langle \sqrt{n}u, u\rangle = -\Im (f, u).$$

The second inequality in (2.7) implies that the two terms on the left-hand side have the same sign, and thus

$$|\varepsilon|n_{\min}\|u\|^2 \leq \|f\|\|u\| \quad \text{so that} \quad |\varepsilon|n_{\min}\|u\| \leq \|f\|.$$

Inputting this last inequality into (3.12) and recalling the definition of $C_{sol}(\varepsilon)$, we obtain (3.11). The result for $C_{sol,\ell}(\varepsilon)$ is proved similarly. \qed

Estimates in the case $|\varepsilon| = 0$ are more delicate and are discussed at the end of this subsection. First we show how bounds for $\varepsilon = 0$ imply bounds for $\varepsilon \neq 0$ (although these are only optimal when $|\varepsilon|$ is small – see Corollary 3.12 below). For this purpose, in the following lemma we write $C_{sol} = C_{sol}(\varepsilon)$ and $C_{sol,\ell} = C_{sol,\ell}(\varepsilon)$ to indicate the dependence of these quantities on $\varepsilon$.

Lemma 3.7. Let Assumption 2.1 hold. For all $|\varepsilon| > 0$,

$$C_{sol}(\varepsilon) \leq C_{sol}(0) \left(1 + \frac{n_{\max}}{n_{\min}}\right),$$

(3.11)

With the analogous result also holding for $C_{sol,\ell}$, $\ell = 1, \ldots, N$.

Proof. If $u$ is the solution of the TEDP with $g_I = 0$ and $\varepsilon \neq 0$, then

$$\nabla \cdot (A\nabla u) + k^2nu = -f - i\varepsilon nu,$$

and so, by the definition of $C_{sol}(0)$,

$$\|u\|_{1,k} \leq C_{sol}(0)L \left(\|f\| + |\varepsilon|n_{\max}\|u\|\right).$$

(3.12)

Putting $g_I = 0$ and $v = u$ in the variational problem of the TEDP (2.4) and then taking the imaginary part, we obtain that

$$\varepsilon(nu, u) + (\Re \eta)\langle \sqrt{n}u, u\rangle = -\Im (f, u).$$

The second inequality in (2.7) implies that the two terms on the left-hand side have the same sign, and thus

$$|\varepsilon|n_{\min}\|u\|^2 \leq \|f\|\|u\| \quad \text{so that} \quad |\varepsilon|n_{\min}\|u\| \leq \|f\|.$$

Inputting this last inequality into (3.12) and recalling the definition of $C_{sol}(\varepsilon)$, we obtain (3.11). The result for $C_{sol,\ell}(\varepsilon)$ is proved similarly. \qed

When $\varepsilon = 0$, bounds on $C_{sol}$ and $C_{sol,\ell}$ depend on whether or not the problem is nontrapping. In the context of scattering by obstacles, the problem is nontrapping when (informally) all the rays starting in a neighbourhood of the scatterer supp$(I - A) \cup$ supp$(1 - n) \cup \Omega_-$ escape from that neighbourhood in a uniform time. The analogous concept here is that all the rays hit the far-field boundary $\Gamma_I$ in a uniform time.

Definition 3.8 (Nontrapping). $A, n,$ and $\Omega_-$ are nontrapping if they are all $C^\infty$ and there exists $T > 0$ such that all the Melrose–Sjöstrand generalized bicharacteristics (see [38, Section 24.3]) starting in $\Omega$ at time $t = 0$ hit $\Gamma_I$ at some time $t \leq T$.

Remark 3.9 (Understanding the definition of nontrapping). Away from $\Gamma_D$, the bicharacteristics are defined as the solution $(x(t), \xi(t))$ (with $x$ understood as position and $\xi$ understood as momentum) of the Hamiltonian system

$$\dot{x}_i(t) = \partial_{\xi_i}p(x(t), \xi(t)), \quad \dot{\xi}_i(t) = -\partial_{x_i}p(x(t), \xi(t)),$$
where the Hamiltonian is given by the semi-classical principal symbol of the Helmholtz equation (1.6) with \( \varepsilon = 0 \), namely
\[
p(x, \xi) := \sum_{i=1}^{d} \sum_{j=1}^{d} A_{ij}(x) \xi_i \xi_j - n(x).
\]

When \((x(t), \xi(t))\) is a bicharacteristic, \(x(t)\) is called a ray (i.e. the rays are the projections of the bicharacteristics in space). The notion of generalized bicharacteristics (in the sense of Melrose–Sjöstrand [50, 51]) is needed to rigorously describe how the bicharacteristics interact with \(\Gamma_D\).

The significance of bicharacteristics in the study of the wave/Helmholtz equations stems from the result of [17, §VI] that (in the absence of boundaries) singularities of pseudodifferential operators (understood in terms of the wavefront set) travel along null bicharacteristics (i.e. those on which \(p(x, \xi) = 0\)); see, e.g., [38, Chapter 24], [71, §12.3].

**Theorem 3.10 (Bound on \(C_{sol}\) and \(C_{sol,\ell}\) when \(\varepsilon = 0\)).** Suppose that \(A, n, \text{ and } \Omega_-\) are nontrapping in the sense of Definition 3.8 and assume further that \(n = 1\). Then, given \(k_0 > 0\), there exists \(\tilde{C}\), dependent on \(A, \Omega, \text{ and } k_0\) but independent of \(k\), such that
\[
C_{sol} \leq \tilde{C} \quad \text{for all } k \geq k_0.
\]

Furthermore, if \(\partial \Omega_\ell\) is \(C^\infty\), then
\[
C_{sol,\ell} \leq \tilde{C} \quad \text{for all } k \geq k_0 \quad \text{and for all } \ell = 1, \ldots, N. \quad (3.13)
\]

**Proof.** The bound on \(C_{sol}\) follows from combining [5, Theorem 1.8] (which proves the bound when \(A = I\) and \(n = 1\)) and [5, Remark 5.6] (which describes how the bound also holds when \(A \neq I\)). Note that [5] considers the case when \(\Omega_- = \emptyset\) (i.e. there is no Dirichlet obstacle), but the results from [3] used in the proof of [5, Theorem 1.8] (specifically [3, Theorems 5.5 and 5.6 and Proposition 5.3]) also hold when there is a nontrapping Dirichlet obstacle in the domain (see [3, Equation 5.2]).

The idea behind the proof of the bound (3.13) on \(C_{sol,\ell}\) is that (informally) if \(A\) and \(\Omega_-\) are nontrapping then so are \(A|_{\Omega_\ell}\) and \(\Omega_\ell\), since if the rays starting in \(\Omega\) all escape to the impedance boundary \(\Gamma_I\), then all the rays in a given subdomain \(\Omega_\ell\) must all hit \(\partial \Omega_\ell \setminus \Gamma_D\). More formally, if \(A\) and \(\Omega_-\) are nontrapping in the sense of Definition 3.8, then there exists \(0 < T_\ell \leq T\) such that all the Melrose–Sjöstrand generalized bicharacteristics starting in \(\Omega_\ell\) at time \(t = 0\) hit \(\partial \Omega_\ell \setminus \Gamma_D\) for time \(t \leq T_\ell\). The results of [3, 5] discussed in the previous paragraph can therefore be applied to the problem (3.8) on \(\Omega_\ell\), resulting in an analogous bound on \(C_{sol,\ell}\). \(\Box\)

Based on the recent work [25] for the exterior Dirichlet problem (as opposed to its truncated variant), one expects the constant \(\tilde{C}\) in Theorem 3.10 to be related to the length of the longest ray in \(\Omega\); see [25, Theorems 1 and 2, and Equation 6.32].

Theorem 3.10 assumes that \(\partial \Omega\) and \(\partial \Omega_\ell\) are \(C^\infty\) (or rather, \(C^m\) for some large and unspecified \(m\)). Because each \(\Omega_\ell\) is assumed to be a union of elements of the mesh \(\mathcal{T}^h\), these smoothness requirements are not realisable in practical implementations of the preconditioner in §2.2. However, motivated by Theorem 3.10 we prove results about the performance of the preconditioner under the following “nontrapping-type” assumption, with Theorem 3.10 giving one scenario when it holds.

**Assumption 3.11 (“Nontrapping-type” assumption on \(C_{sol,\ell}\)).** \(A, n, \Omega, \text{ and } \Omega_\ell, \; \ell = 1, \ldots, N\) are such that, given any \(k_0 > 0\), there exists \(\tilde{C}\), dependent on \(A, n, \Omega, \Omega_\ell, \text{ and } k_0\), but independent of \(k\), such that, when \(\varepsilon = 0\),
\[
C_{sol,\ell} \leq \tilde{C} \quad \text{for all } k \geq k_0 \quad \text{and for all } \ell = 1, \ldots, N.
\]

We now summarise the bounds on \(C_{sol}, C_{sol,\ell}\) coming from Corollary 3.6, Lemma 3.7, and Assumption 3.11. For brevity, we state these bounds only for \(C_{sol,\ell}\), but analogous results hold for \(C_{sol}\).
Assumption 2.1 hold. For all 
Lemma 3.14 (Bounds on the solutions of the discrete local problems when the coercivity property proved in Lemma 3.3. The following lemma is the discrete analogue of Corollary 3.6, and is an immediate consequence of Results essentially equivalent to those summarised in Corollary 3.12 in the case Remark 3.13. Recall the definition (2.11) of the local spaces \( \Omega \). Observe that (3.15) shows that \( C_{\text{sol},\ell} \) is bounded (independently of \( k, \varepsilon \), and \( H_\ell \)) for \( |\varepsilon| H_\ell / k \lesssim 1 \), whereas (3.14) shows that \( C_{\text{sol},\ell} \) decreases with increasing \( |\varepsilon| H_\ell / k \gg 1 \).

**Remark 3.13.** Results essentially equivalent to those summarised in Corollary 3.12 in the case \( A = I \) and \( n = 1 \) were obtained in [26, Theorem 2.7 and 2.9] and more recently in [49, Lemma 4.2]. Recall that, when \( A = I \) and \( n = 1 \), the nontrapping bound on the solution of the TESP for \( \varepsilon = 0 \) is available for smooth \( \Omega' \) and \( \Omega_- \) by [5, Theorem 1.8] and for Lipschitz star-shaped \( \Omega' \) and \( \Omega_- \) by [52, Remark 3.6] (following earlier work by [37]).

### 3.3 Bounds on the solution operators of the discrete local problems

Recall the definition (2.11) of the local spaces \( V^h_\ell \). The discrete local problems are: given \( F \) a continuous linear functional on \( V^h_\ell \), find \( u_{h,\ell} \in V^h_\ell \) such that

\[
a_{\varepsilon,\ell}(u_{h,\ell}, v_{h,\ell}) = F(v_{h,\ell}) \quad \text{for all } v_{h,\ell} \in V^h_\ell.
\]

(3.16)

The following lemma is the discrete analogue of Corollary 3.6, and is an immediate consequence of the coercivity property proved in Lemma 3.3.

**Lemma 3.14 (Bounds on the solutions of the discrete local problems when \( |\varepsilon| > 0 \)).** Let Assumption 2.1 hold. For all \( |\varepsilon| > 0 \), \( h \) and \( p \) (3.16) has a unique solution \( u_{h,\ell} \) which satisfies

\[
\|u_{h,\ell}\|_{1,k,\Omega_\ell} \leq \frac{4k^2}{|\varepsilon|} \left( \min \left\{ A_{\min}, n_{\min} \right\} \right)^{-1} \max_{v_{h} \in V^h_\ell} \frac{|F(v_h)|}{\|v_h\|_{1,k,\Omega_\ell}}.
\]

(3.17)

We now prove a bound on the solution of the discrete local problems that is valid when \( |\varepsilon| \geq 0 \), and gives a bound with better \( k \)-dependence than (3.17) when \( |\varepsilon| \ll k \).

We first define the operator \( S_{\varepsilon,\ell}^*: L^2(\Omega_\ell) \to H^1_{0,\Gamma_D}(\Omega_\ell) \) as the solution of the variational problem

\[
a_{\varepsilon,\ell}(v, S_{\varepsilon,\ell}^*f) = (v, f)_{\Omega_\ell}, \quad \text{for all } v \in H^1_{0,\Gamma_D}(\Omega_\ell);
\]

i.e. \( S_{\varepsilon,\ell}^* \) is the solution operator of the adjoint Helmholtz problem on \( \Omega_\ell \) with data in \( L^2(\Omega_\ell) \).

**Lemma 3.15 (Bound on \( S_{\varepsilon,\ell}^* \) in terms of \( C_{\text{sol},\ell} \)).** Let Assumption 2.1 hold and assume further than \( A \) is piecewise Lipschitz when \( d = 3 \) and \( \varepsilon = 0 \). Then

\[
\| S_{\varepsilon,\ell}^*f \|_{1,k,\Omega_\ell} \leq C_{\text{sol},\ell} H \| f \|_{L^2(\Omega_\ell)}.
\]

(3.18)

**Proof.** This follows from definition (3.9) and the fact that, if \( u \) is the solution of the variational problem (3.8) with data \( \overline{f} \), then \( a_{\varepsilon,\ell}(v, \overline{\pi}) = (v, f) \) for all \( v \in H^1_{0,\Gamma_D}(\Omega_\ell) \); i.e. the solution of the adjoint problem with data \( f \) is the complex-conjugate of the solution of the standard problem with data \( \overline{f} \). \( \square \)

Following the notation introduced in [60], we then define

\[
\eta(V^h_\ell) := \sup_{f \in L^2(\Omega_\ell) \setminus \{0\}} \min_{v_h \in V^h_\ell} \frac{\| S_{\varepsilon,\ell}^*f - v_h \|_{1,k,\Omega_\ell}}{\| f \|_{L^2(\Omega_\ell)}}.
\]

(3.19)

(Although this notation clashes slightly with our choice of \( \eta \) for the impedance parameter in (2.6), we persist here with these notations since both are overwhelmingly used in the literature.)
Lemma 3.16 (Bounds on the solutions of the discrete local problems when \(|\varepsilon| \geq 0\). Let Assumption 2.1 hold and assume further that \(A\) is piecewise Lipschitz with \(d = 3\) and \(\varepsilon = 0\). If

\[
\left| \varepsilon - \text{sign}(\varepsilon) k^2 \right| \frac{\eta(V_{\ell}^h)}{k} \leq \frac{\min \{ A_{\min, \ell}, n_{\min, \ell} \}}{8C_{\text{cont, } \ell} n_{\max, \ell}}
\]

Then (3.16) has a unique solution \(u_{h, \ell}\) which satisfies

\[
\| u_{h, \ell} \|_{1, k, \Omega_{\ell}} \leq \left( \frac{9 + 8C_{\text{sol, } \ell} H n_{\max, \ell} |\varepsilon - \text{sign}(\varepsilon) k^2| k^{-1}}{\min \{ A_{\min, \ell}, n_{\min, \ell} \}} \right) \max_{v_h \in V_{\ell}^h} \left( \frac{|F(v_h)|}{\| v_h \|_{1, k, \Omega_{\ell}}} \right),
\]

(3.21)

Remark 3.17 (Understanding the condition (3.20)). The summary is that, under suitable smoothness conditions on \(A, n, \) and \(\Omega\) and when \(\varepsilon \ll k^2\), (3.20) is essentially the condition \(\varepsilon^k p^H\) sufficiently small”, where the constant in “sufficiently small” in principle depends on \(A\) and \(n\). (When \(p = 1\) and \(H \approx 1\), this is the familiar \(\varepsilon^k h^p\) sufficiently small” condition for quasioptimality – recall Remark 2.7.) In our current setting, [12, Lemma 2.13] shows that provided (i) \(C_{\text{sol}}\) is bounded independently of \(k\), and (ii) \(\Gamma_D, \Gamma_I \subset C^{\gamma+1, 1}\) and \(A \subset C^{\gamma, 1}\) for some integer \(\gamma \geq p - 1\), then

\[
\eta(V_{\ell}^h) \leq C(H(h k)^p + h),
\]

where \(C\) depends on \(A, n, p\). [12, Lemma 2.13] also contains analogous estimates for polygonal domains and discontinuous coefficients, assuming local mesh refinement to treat singularities (see [12, Equations 2.27 and 2.28]). In the simpler setting of \(p = 1\), \(A, n \in C^0, \Omega\) and a convex polygon, [30, Theorem 4.5] showed that \(\eta(V_{\ell}^h) \leq C H(h) (h k)^2\). In either case, if (3.20) is to hold for all \(\varepsilon \ll k^2\), then the requirement is that \(k(h k)^p H\) should be sufficiently small.

Proof of Lemma 3.16. By a standard argument (e.g., [61, Theorem 2.1.44]), the bound (3.21) is equivalent to proving the “inf-sup condition”, namely that, given \(v_{h, \ell} \in V_{\ell}^h\), there exists \(w_{h, \ell} \in V_{\ell}^h\) such that

\[
\frac{|a_{\varepsilon, \ell}(v_{h, \ell}, w_{h, \ell})|}{\| v_{h, \ell} \|_{1, k, \Omega_{\ell}} \| w_{h, \ell} \|_{1, k, \Omega_{\ell}}} \geq \min \{ A_{\min, \ell}, n_{\min, \ell} \} \frac{9 + 8C_{\text{sol, } \ell} H n_{\max, \ell} |\varepsilon - \text{sign}(\varepsilon) k^2| k^{-1}}{\min \{ A_{\min, \ell}, n_{\min, \ell} \}}
\]

By the definition (2.10) of \(a_{\varepsilon, \ell}\), for any \(z \in H^1(\Omega_{\ell})\),

\[
|a_{\varepsilon, \ell}(v_{h, \ell}, v_{h, \ell} + z)| = a_{\varepsilon, \ell}(v_{h, \ell}, v_{h, \ell}) + a_{\varepsilon, \ell}(v_{h, \ell}, z) = a_{\text{sign}(\varepsilon) k^2, \ell}(v_{h, \ell}, v_{h, \ell}) - i(\varepsilon - \text{sign}(\varepsilon) k^2) \int_{\Omega} n |v_{h, \ell}|^2 + a_{\varepsilon, \ell}(v_{h, \ell}, z).
\]

We therefore define \(z\) as the solution of the variational problem

\[
a_{\varepsilon, \ell}(w, z) = i(\varepsilon - \text{sign}(\varepsilon) k^2) \int_{\Omega} n w \overline{v_{h, \ell}} \quad \text{for all } w \in H^1_0,\Gamma_D(\Omega_{\ell}),
\]

i.e. \(z = -i(\varepsilon - \text{sign}(\varepsilon) k^2) S_{\varepsilon, \ell}^* n v_{h, \ell}\). With this choice of \(z\),

\[
|a_{\varepsilon, \ell}(v_{h, \ell}, v_{h, \ell} + z)| = |a_{\text{sign}(\varepsilon) k^2, \ell}(v_{h, \ell}, v_{h, \ell})| \geq \frac{1}{4} \min \{ A_{\min, \ell}, n_{\min, \ell} \} \| v_{h, \ell} \|_{1, k, \Omega_{\ell}}^2,
\]

(3.23)

where in the last step we used the analogue of Lemma 3.3 on \(\Omega_{\ell}\). Now let \(z_{h, \ell}\) be the best approximation to \(z\) in the space \(V_{\ell}^h\); by the definition of \(\eta(V_{\ell}^h)\) (3.19) we have

\[
\| z - z_{h, \ell} \|_{1, k, \Omega_{\ell}} \leq \eta(V_{\ell}^h) |\varepsilon - \text{sign}(\varepsilon) k^2| n_{\max, \ell} \| v_{h, \ell} \|_{\Omega_{\ell}}.
\]

(3.24)

Then, using Lemma 3.2 and the inequalities (3.23) and (3.24), we have

\[
|a_{\varepsilon, \ell}(v_{h, \ell}, v_{h, \ell} + z_{h, \ell})| \geq |a_{\varepsilon, \ell}(v_{h, \ell}, v_{h, \ell} + z)| - |a_{\varepsilon, \ell}(v_{h, \ell}, z - z_{h, \ell})|,
\]

\[
\geq \frac{1}{4} \min \{ A_{\min, \ell}, n_{\min, \ell} \} \| v_{h, \ell} \|_{1, k, \Omega_{\ell}}^2 - C_{\text{cont, } \ell} \| v_{h, \ell} \|_{1, k, \Omega_{\ell}} \| z - z_{h, \ell} \|_{1, k, \Omega_{\ell}},
\]

\[
\geq \left( \frac{1}{4} \min \{ A_{\min, \ell}, n_{\min, \ell} \} - C_{\text{cont, } \ell} \eta(V_{\ell}^h) |\varepsilon - \text{sign}(\varepsilon) k^2| k^{-1} n_{\max, \ell} \right) \| v_{h, \ell} \|_{1, k, \Omega_{\ell}}^2.
\]

(3.25)
Also, by the triangle inequality and the bounds (3.24) and (3.18),
\[ \|v_{h,\ell} + z_{h,\ell}\|_{1,k,\Omega_{\ell}} \leq \|v_{h,\ell}\|_{1,k,\Omega_{\ell}} + \|z - z_{h,\ell}\|_{1,k,\Omega_{\ell}} + \|z\|_{1,k,\Omega_{\ell}}, \]
\[ \leq \left( 1 + |\varepsilon| - \text{sign}(\varepsilon)k^2|k^{-1}\eta(\mathcal{V}_{\ell}^k)n_{\max,\ell} + C_{\text{sol,}\ell}H|\varepsilon - \text{sign}(\varepsilon)k^2|k^{-1}n_{\max,\ell}\right) \|v_{h,\ell}\|_{1,k,\Omega_{\ell}}, \]
and combining (3.25) and (3.26) we obtain with \( w_{h,\ell} := v_{h,\ell} + z_{h,\ell}, \)
\[ \frac{|a(v_{h,\ell},w_{h,\ell})|}{\|v_{h,\ell}\|_{1,k,\Omega_{\ell}} \|w_{h,\ell}\|_{1,k,\Omega_{\ell}}} \geq \frac{\frac{1}{\|v_{h,\ell}\|_{1,k,\Omega_{\ell}} \|w_{h,\ell}\|_{1,k,\Omega_{\ell}}} - |\varepsilon| - \text{sign}(\varepsilon)k^2|k^{-1}\eta(\mathcal{V}_{\ell}^k)n_{\max,\ell} + C_{\text{sol,}\ell}H|\varepsilon - \text{sign}(\varepsilon)k^2|k^{-1}n_{\max,\ell}\right)}{1 + |\varepsilon| - \text{sign}(\varepsilon)k^2|k^{-1}\eta(\mathcal{V}_{\ell}^k)n_{\max,\ell} + C_{\text{sol,}\ell}H|\varepsilon - \text{sign}(\varepsilon)k^2|k^{-1}n_{\max,\ell}}. \]
The result (3.22) follows under the constraint (3.20), noting that, from the definition (3.5) of \( C_{\text{cont,}\ell}, \)
\[ C_{\text{cont,}\ell} \geq \min\{A_{\min,\ell},n_{\min,\ell}\}. \]

Remark 3.18 (How to improve the condition on \( h \) and \( p \) in (3.20)). Remark 3.17 described how, the condition on \( h \) and \( p \) in (3.20) (which is a sufficient condition for the bound (3.21) to hold) is the requirement that \( kp+1h^p H \) is sufficiently small. Existence and uniqueness of \( u_{h,\ell} \) for \( |\varepsilon| \geq 0 \), along with a bound with identical \( k \)-dependence to (3.21), can be proved under the weaker requirement that \( k^{p+1}h^p H \) is sufficiently small using the results of [55], under additional smoothness requirements on \( A, n, \) and \( \Omega \) when \( p > 1 \).

4 Domain decomposition, interpolation, and local projections

4.1 Domain decomposition and interpolation

We introduce some technical assumptions concerning the overlapping subdomains \( \Omega_{\ell}, \ell = 1, \ldots, N \) introduced in 2.2. For each \( \ell = 1, \ldots, N \), we let \( \Omega_{\ell} \) denote the part of \( \Omega_{\ell} \) that is not overlapped by any other subdomains. (Note that \( \Omega_{\ell} = \emptyset \) is possible.) For \( \mu > 0 \) let \( \Omega_{\ell,\mu} \) denote the set of points in \( \Omega_{\ell} \) that are a distance no more than \( \mu \) from the interior boundary \( \partial \Omega_{\ell} \setminus \Gamma \). Then we assume that there exist constants \( 0 < \delta_{\ell} \leq H_{\ell} \) and \( 0 < b < 1 \) such that, for each \( \ell = 1, \ldots, N, \)
\[ \Omega_{\ell,b\delta_{\ell}} \subset \Omega_{\ell} \setminus \hat{\Omega}_{\ell} \subset \Omega_{\ell,\delta_{\ell}}. \]
The case when \( \delta_{\ell} \geq cH_{\ell} \) for some constant \( c \) independent of \( \ell \) is called generous overlap. We introduce the parameter
\[ \delta := \min_{\ell=1,\ldots,N} \delta_{\ell}. \]
We make the finite-overlap assumption: There exists a finite \( \Lambda > 1 \) independent of \( N \) such that
\[ \Lambda := \max \{ \#\Lambda(\ell) : \ell = 1, \ldots, N \}, \quad \text{where} \quad \Lambda(\ell) = \{ \ell' : \Omega_{\ell} \cap \Omega_{\ell'} \neq \emptyset \}. \]
It follows immediately from (4.1) that, for all \( v \in L^2(\Omega), \)
\[ \sum_{\ell=1}^{N} \|v\|_{L^2(\Omega_{\ell})}^2 \leq \Lambda \|v\|_{L^2}^2 \quad \text{and} \quad \sum_{\ell=1}^{N} \|v\|_{L^2,\Omega_{\ell}}^2 \leq \Lambda \|v\|_{L^2}^2, \quad \text{when} \quad v \in H^1(\Omega). \]
We recap the following result from [33, Lemma 3.6], [31, Lemma 4.2].

Lemma 4.1. For each \( \ell = 1, \ldots, N \), choose any function \( v_{\ell} \in H^1(\Omega) \), with \( \text{supp} v_{\ell} \subset \Omega_{\ell}. \) Then
\[ \left\| \sum_{\ell=1}^{N} v_{\ell} \right\|_{1,k,\Omega_{\ell}}^2 \leq \Lambda \sum_{\ell=1}^{N} \|v_{\ell}\|_{1,k,\Omega_{\ell}}^2. \]
Concerning the partition of unity introduced in (2.12), we assume the functions \( \chi_\ell \) to be continuous piecewise linear on the mesh \( \mathcal{T}^h \), and to satisfy

\[
\| \nabla \chi_\ell \|_{L^\infty(\tau)} \leq \frac{C_{X,\ell}}{\delta_\ell}, \quad \text{for all } \tau \in \mathcal{T}^h,
\]

for some \( C_{X,\ell} \) independent of the element \( \tau \). We let

\[
C_X := \max_\ell C_{X,\ell}
\]

so that

\[
\| \nabla \chi_\ell \|_{L^\infty(\Omega)} \leq \frac{C_X}{\delta} \quad \text{for all } \ell = 1, \ldots, N.
\]

A partition of unity satisfying this condition is explicitly constructed in [65, §3.2].

Let \( \Pi^h : C(\Omega) \to V^h \) denote the nodal interpolation operator, set \( \Pi^h_\ell := \Pi^h \circ \chi_\ell \) and observe that, if \( w_{h,\ell} \in V^h_\ell \) with nodal values \( W \), then

\[
\Pi^h_\ell w_{h,\ell} := \Pi^h(\chi_\ell w_{h,\ell}) = \sum_{p \in \mathcal{I}^h_\ell} (R^h_\ell W)_p \phi_p,
\]

where \( R_\ell \) is defined by (2.13), and thus \( \Pi^h_\ell \) defines a prolongation from \( V^h_\ell \) to \( V^h \). \( \Pi^h_\ell \) can also be viewed as a restriction operator mapping \( C(\Omega) \) to \( V^h_\ell \), and is used is this way in Lemma 4.7.

The following lemma is proved in [33, Lemma 3.3].

**Lemma 4.2 (Error in interpolation of \( \chi_\ell w_h \)).** There exist \( C_{int,\ell} = C_{int,\ell}(p) \), \( \ell = 1, \ldots, N \) such that

\[
\| (1 - \Pi^h_\ell)(\chi_\ell w_h) \|_{1,k,\Omega_\ell} \leq C_{int,\ell}(1 + kh_\ell) \left( \frac{h_\ell}{\delta_\ell} \right) \| v_h \|_{H^1(\Omega_\ell)} \quad \text{for all } v_h \in V^h_\ell,
\]

where \( h_\ell := \max_{\tau \subset \mathcal{T}^h_\ell} h_\tau \).

Let \( C_{int} := \max_{\ell=1,\ldots,N} C_{int,\ell} \). Since (by Assumption 3.1), \( hk \leq 1 \), we mostly use (4.6) in the form

\[
\| (\chi_\ell - \Pi^h_\ell v_h) \|_{1,k,\Omega_\ell} \leq 2C_{int} \left( \frac{h}{\delta} \right) \| v_h \|_{H^1(\Omega_\ell)} \quad \text{for all } v_h \in V^h_\ell \quad \text{and for all } \ell = 1, \ldots, N,
\]

where we have used the estimate \( h_\ell/\delta_\ell \leq h/\delta \), where \( h \) is the global maximal mesh diameter and \( \delta \) is the global minimum overlap parameter.

**Remark 4.3 \((h/\delta) \text{ is “higher order” than } (k\delta)^{-1} \).** Some of our later results require the additional assumption that \( kh \to 0 \) and \( k\delta \to \infty \) as \( k \to \infty \) (see Assumption 5.2 below). This assumption implies \( h/\delta = (hk)/(k\delta) \) is “higher order”, (i.e. approaches zero more quickly) than \((k\delta)^{-1}\), as \( k \to \infty \).

The following bounds are proved using properties of the overlapping domain decomposition.

**Lemma 4.4 (Bounds on norms involving \( \chi_\ell \)).**

\[
\| \chi_\ell v \|_{1,k,\Omega_\ell} \leq \sqrt{2} \left( 1 + \frac{C_X}{k\delta} \right) \| v \|_{1,k,\Omega_\ell} \quad \text{for all } v \in H^1(\Omega_\ell).
\]

\[
\sum_{\ell} \| \chi_\ell v \|_{2,k,\Omega_\ell}^2 \geq \frac{1}{\Lambda} \| v \|_{1,k}^2 - \Lambda \frac{C_X}{k\delta} \left( 1 + \frac{C_X}{k\delta} \right) \| v \|_{1,k}^2 \quad \text{for all } v \in H^1(\Omega).
\]

**References for the proof.** Both (4.8) and (4.9) are proved in [33, Lemma 3.1]. The constants on the right-hand sides are not given explicitly there, but can be obtained by examining the proof.

**Corollary 4.5 (Boundedness of \( \Pi^h_\ell \)).** Let Assumption 3.1 hold. Then, for all \( v_h \in V^h \),

\[
\| \Pi^h_\ell v_h \|_{1,k,\Omega_\ell} \leq C_{\Pi}(p) \| v_h \|_{1,k,\Omega_\ell},
\]

where

\[
C_{\Pi}(p) := 2C_{int}(p) \left( \frac{h}{\delta} \right) + \sqrt{2} \left( 1 + \frac{C_X}{k\delta} \right) - \frac{1}{k\delta} \left( 2khC_{int}(p) + \sqrt{2}C_X \right).
\]

**Proof.** By the triangle inequality \( \| \Pi^h_\ell v_h \|_{1,k,\Omega_\ell} \leq \|(I - \Pi^h_\ell)\chi_\ell v_h \|_{1,k,\Omega_\ell} + \| \chi_\ell v_h \|_{1,k,\Omega_\ell} \), and the result follows from (4.7) and (4.8).
4.2 The local projection operators $Q^{h}_{\varepsilon,\ell}$

To analyse the preconditioner (2.14), we define the projections $Q^{h}_{\varepsilon,\ell}: H^1(\Omega) \rightarrow V^{h}_{\ell}$, by requiring that, given $v \in H^1(\Omega)$, $Q^{h}_{\varepsilon,\ell} v \in V^{h}_{\ell}$ satisfies the equation

$$a_{\varepsilon,\ell}(Q^{h}_{\varepsilon,\ell} v, w_{h,\ell}) = a_{\varepsilon}(v, \Pi^{h}(\chi_{\ell} w_{h,\ell})) \quad \text{for all } w_{h,\ell} \in V^{h}_{\ell}. \quad (4.12)$$

For $|\varepsilon| > 0$, $Q^{h}_{\varepsilon,\ell}$ is well-defined by Lemma 3.14. For $\varepsilon = 0$, $Q^{h}_{\varepsilon,\ell}$ is well-defined by Lemma 3.16 when $h$, $p$, and $k$ satisfy the condition (3.20) (see also Remark 3.17).

To combine the actions of these local projections additively, we define the global projection by

$$Q^{h}_{\varepsilon} := \sum_{\ell=1}^{N} \Pi^{h}(\chi_{\ell} Q^{h}_{\varepsilon,\ell}) = \sum_{\ell=1}^{N} \Pi^{h}_{\ell} Q^{h}_{\varepsilon,\ell}, \quad (4.13)$$

where again, each term in the sum can be interpreted as an element of $H^1(\Omega)$. The following result, proved in [33, Theorem 2.10], shows that the matrix representation of $Q^{h}_{\varepsilon}$ restricted to $V^{h}$ coincides with the preconditioned matrix $B^{-1}_{\varepsilon} A_{\varepsilon}$.

Lemma 4.6 (From projection operators to matrices). If $v_{h}, w_{h} \in V^{h}$, with nodal values given in the vectors $V$, $W$, then

$$(v_{h}, Q^{h}_{\varepsilon} w_{h})_{1,k} = (V, B^{-1}_{\varepsilon} A_{\varepsilon} W)_{D_{k}}.$$

We now combine the results in this section with those in §3 to prove bounds on how close $Q^{h}_{\varepsilon,\ell}$ is to $\Pi^{h}_{\ell}$, with the end result being Corollary 4.9. This estimate of $Q^{h}_{\varepsilon,\ell} v_{h} - \Pi^{h}_{\ell} v_{h}$ is crucial in proving our main results in §5.

Lemma 4.7 (Discrete BVP on $\Omega_{\ell}$ satisfied by $Q^{h}_{\varepsilon,\ell} v_{h} - \Pi^{h}_{\ell} v_{h}$). Given $v_{h} \in V^{h}$,

$$a_{\varepsilon,\ell}(Q^{h}_{\varepsilon,\ell} v_{h} - \Pi^{h}_{\ell} v_{h}, w_{h,\ell}) = F_{\ell}(w_{h,\ell}) \quad \text{for all } w_{h,\ell} \in V^{h}_{\ell}, \quad (4.14)$$

where

$$F_{\ell}(w_{h,\ell}) := a_{\varepsilon,\ell}((I - \Pi^{h})(\chi_{\ell} v_{h}), w_{h,\ell}) - a_{\varepsilon,\ell}(v_{h}, (I - \Pi^{h})(\chi_{\ell} w_{h,\ell})) + b_{\ell}(v_{h}, w_{h,\ell}), \quad (4.15)$$

where

$$b_{\ell}(v, w) := \int_{\Omega_{\ell}} (A \nabla \chi_{\ell}) \cdot (\nabla v - v \nabla w). \quad (4.16)$$

Proof. When $w_{h,\ell} \in V^{h}_{\ell}$, $\Pi^{h}(\chi_{\ell} w_{h,\ell})$ is supported on $\Omega_{\ell}$ and vanishes on $\partial \Omega_{\ell} \setminus \Gamma_{I}$. Therefore, by (4.12), for all $w_{h,\ell} \in V^{h}_{\ell}$ and $v_{h} \in V^{h}$,

$$a_{\varepsilon,\ell}(Q^{h}_{\varepsilon,\ell} v_{h}, w_{h,\ell}) = a_{\varepsilon,\ell}(v_{h}, \Pi^{h}(\chi_{\ell} w_{h,\ell}))$$

and hence

$$a_{\varepsilon,\ell}(Q^{h}_{\varepsilon,\ell} v_{h} - \Pi^{h}(\chi_{\ell} v_{h}), w_{h,\ell}) = a_{\varepsilon,\ell}(v_{h}, \Pi^{h}(\chi_{\ell} w_{h,\ell})) - a_{\varepsilon,\ell}(\Pi^{h}(\chi_{\ell} v_{h}), w_{h,\ell}).$$

The result then follows by observing that

$$a_{\varepsilon,\ell}(v_{h}, \Pi^{h}(\chi_{\ell} w_{h,\ell})) - a_{\varepsilon,\ell}(\Pi^{h}(\chi_{\ell} v_{h}), w_{h,\ell}) = a_{\varepsilon,\ell}((I - \Pi^{h})(\chi_{\ell} v_{h}), w_{h,\ell}) - a_{\varepsilon,\ell}(v_{h}, (I - \Pi^{h})(\chi_{\ell} w_{h,\ell})) + a_{\varepsilon,\ell}(v_{h}, \chi_{\ell} w_{h,\ell}) - a_{\varepsilon,\ell}(\chi_{\ell} v_{h}, w_{h,\ell})$$

and, using the symmetry of the matrix $A$,

$$a_{\varepsilon,\ell}(v_{h}, \chi_{\ell} w_{h,\ell}) - a_{\varepsilon,\ell}(\chi_{\ell} v_{h}, w_{h,\ell}) = (A \nabla v_{h}, \nabla (\chi_{\ell} w_{h,\ell}))_{\Omega_{\ell}} - (A \nabla (\chi_{\ell} v_{h}), \nabla w_{h,\ell})_{\Omega_{\ell}}$$

$$= \int_{\Omega_{\ell}} (A \nabla \chi_{\ell}) \cdot (\overline{w_{h,\ell}} \nabla v_{h} - v_{h} \nabla w_{h,\ell}).$$

\[\square\]
Lemma 4.8 (Bound on the right-hand side of (4.14)).

(i) For all \( v, w \in H^1(\Omega) \),
\[
|b_\ell(v, w)| \leq A_{\text{max}, \ell} C_{\chi, \ell}(k\delta_\ell)^{-1} \|v\|_{1, k, \Omega_\ell} \|w\|_{1, k, \Omega_\ell}.
\]

(ii) For all \( v_h \in V^h, w_{h, \ell} \in V^h_\ell \),
\[
\max \left\{ |a_{\varepsilon, \ell}(v_h, (I - \Pi^h)(\chi \ell(w_{h, \ell})))|, |a_{\varepsilon, \ell}((I - \Pi^h)(\chi \ell(v_h)), w_{h, \ell})| \right\} \leq 2C_{\text{cont}, \ell} C_{\text{int}, \ell} \frac{h_\ell}{\delta_\ell} \|v_h\|_{1, k, \Omega_\ell} \|w_{h, \ell}\|_{1, k, \Omega_\ell}.
\]

(iii) As a corollary of (i) and (ii), with \( F_\ell \) defined by (4.15),
\[
\max_{h_{\varepsilon, \ell} \in V^h_\ell} \left( \left| F_\ell(w_{h, \ell}) \right| \right) / \|w_{h, \ell}\|_{1, k, \Omega_\ell} \leq \left( A_{\text{max}, \ell} C_{\chi, \ell} / k\delta_\ell + 4C_{\text{cont}, \ell} C_{\text{int}, \ell} \frac{h_\ell}{\delta_\ell} \right) \|v_h\|_{1, k, \Omega_\ell}. \tag{4.17}
\]

Proof. The result (i) follows from using the definition of \( A_{\text{max}, \ell} \) in (3.3), then applying the Cauchy-Schwarz inequality to (4.16), using the bound (4.3), and then applying the Cauchy-Schwarz inequality with respect to the Euclidean inner product in \( \mathbb{R}^2 \). The result (ii) follows from the continuity of \( a_{\varepsilon, \ell} \), the definition of \( C_{\text{cont}, \ell} \) (3.5), and the bound (4.6).

Combining Lemmas 3.14 and 3.16 with the bound (4.17), we obtain the following two bounds on \( \|Q_{\varepsilon, \ell}^h v_h - \Pi^h v_h\|_{1, k, \Omega_\ell} \) in terms of \( C_{\text{sol}, \ell} \) (the bound on the local continuous solution operator). The first estimate requires \( \varepsilon > 0 \), but the second holds for all \( \varepsilon \geq 0 \).

Corollary 4.9 (Approximation of the local problems in terms of \( C_{\text{sol}, \ell} \)). (i) If \( \varepsilon > 0 \), then for all \( h \) and \( v_h \in V^h \),
\[
\|Q_{\varepsilon, \ell}^h v_h - \Pi^h v_h\|_{1, k, \Omega_\ell} \leq 4 k^2 / \varepsilon \left( \min \left\{ A_{\text{min}, \ell}, n_{\text{min}, \ell} \right\} \right)^{-1} \left( A_{\text{max}, \ell} C_{\chi, \ell} / k\delta_\ell + 4C_{\text{cont}, \ell} C_{\text{int}, \ell} \frac{h_\ell}{\delta_\ell} \right). \tag{4.18}
\]

(ii) If \( \varepsilon \geq 0 \) and \( h \) and \( p \) are such that \( V^h_\ell \) satisfies (3.20) (see Remark 3.17 for sufficient conditions for this), then, for all \( v_h \in V^h \),
\[
\|Q_{\varepsilon, \ell}^h v_h - \Pi^h v_h\|_{1, k, \Omega_\ell} \leq \left( 4(9 + 8C_{\text{sol}, \ell} H n_{\text{max}, \ell} \varepsilon - \text{sign}(\varepsilon) k^2 |k|^{-1}) \right) \frac{\min \left\{ A_{\text{min}, \ell}, n_{\text{min}, \ell} \right\}}{ \left( A_{\text{max}, \ell} C_{\chi, \ell} / k\delta_\ell + 4C_{\text{cont}, \ell} C_{\text{int}, \ell} \frac{h_\ell}{\delta_\ell} \right)}. \tag{4.19}
\]

5 The main theoretical results on the convergence of GMRES

5.1 Bounds on the norm and field of values of \( B_{\varepsilon}^{-1} A_{\varepsilon} \)

The main purpose of this section is to obtain both (i) an upper bound on the norm of the preconditioned matrix \( B_{\varepsilon}^{-1} A_{\varepsilon} \) and (ii) a lower bound on the distance of its field of values from the origin. By Lemma 4.6, this is equivalent to proving analogous properties of the projection operator \( Q_{\varepsilon}^h \). Our first result, Theorem 5.1, sets out a criterion on the local projection operators \( Q_{\varepsilon, \ell}^h \) that ensures good bounds on the norm and field of values of \( Q_{\varepsilon}^h \). We then investigate conditions under which this criterion is satisfied; these conditions are explicit in the polynomial degree \( p \) of the finite elements and in the coefficients \( A \) and \( n \).

Theorem 5.1. Assume \( kh \leq 1 \). Suppose
\[
\|Q_{\varepsilon, \ell}^h v_h - \Pi^h v_h\|_{1, k, \Omega_\ell} \leq \sigma \|v_h\|_{1, k, \Omega_\ell} \quad \text{for all } v_h \in V^h \text{ and for all } \ell = 1, \ldots, N. \tag{5.1}
\]
Then, 
\[
\max_{v_h \in V_h} \frac{\|Q^h_{\varepsilon} v_h\|_{1,k}}{\|v_h\|_{1,k}} \leq \Lambda C_\Pi(p)(C_\Pi(p) + \sigma),
\] (5.2)
and 
\[
\min_{v_h \in V_h} \frac{|(v_h, Q^h_{\varepsilon} v_h)_{1,k}|}{\|v_h\|_{1,k}^2} \geq \left( \frac{1}{\Lambda} - \sqrt{2}\sigma\Lambda \right) - R
\] (5.3)
where 
\[
R = \frac{\Lambda C_\chi}{k\delta} \left( 1 + (1 + \sqrt{2})\sigma + C_\Pi(p) + \frac{C_\chi}{k\delta} \right) + 2\Lambda \frac{k\delta C_\text{int}(p)}{k\delta} \left( \sqrt{2} + \sigma + C_\Pi(p) + \frac{\sqrt{2}C_\chi}{k\delta} \right),
\] (5.4)
and \(C_\Pi(p)\) is given in (4.11).

Proof. Throughout the proof, we use the notation 
\[
z_t := Q^h_{\varepsilon,t} v_h - \Pi^h_t v_h, \quad \text{so that, by (5.1),} \quad \|z_t\|_{1,k,\Omega_t} \leq \sigma\|v_h\|_{1,k,\Omega_t}.
\]

To obtain the upper bound (5.2), we use the triangle inequality, then (4.10) and (5.1), to obtain 
\[
\|Q^h_{\varepsilon,t} v_h\|_{1,k,\Omega_t} \leq \|\Pi^h_t v_h\|_{1,k,\Omega_t} + \|z_t\|_{1,k,\Omega_t} \leq (C_\Pi + \sigma)\|v_h\|_{1,k,\Omega_t}.
\] (5.5)

Then, using (4.13), Lemma 4.1, (4.10) and (5.5), 
\[
\|Q^h_{\varepsilon} v_h\|_{1,k}^2 = \left\| \sum_{\ell} \Pi^h (\chi_{\varepsilon} Q^h_{\varepsilon} v_h) \right\|_{1,k}^2 \leq \Lambda \sum_{\ell} \left\| \Pi^h (\chi_{\varepsilon} Q^h_{\varepsilon} v_h) \right\|_{1,k,\Omega_t}^2 
\leq \Lambda(C_\Pi)^2 \sum_{\ell} \left\| Q^h_{\varepsilon,\ell} v_h \right\|_{1,k,\Omega_t}^2 \leq \Lambda(C_\Pi)^2 (C_\Pi + \sigma)^2 \sum_{\ell} \|v_h\|_{1,k,\Omega_t}^2,
\]
and (5.2) then follows on using (4.2).

To obtain the lower bound (5.3), we first split the left-hand side into several terms and then estimate it term by term:

\[
(v_h, Q^h_{\varepsilon} v_h)_{1,k} = \sum_{\ell} \left( v_h, \Pi^h_t Q^h_{\varepsilon,\ell} v_h \right)_{1,k,\Omega_t}
\]
\[
= \sum_{\ell} \left[ \left( v_h, (\Pi^h_t - \chi_{\ell}) Q^h_{\varepsilon,\ell} v_h \right)_{1,k,\Omega_t} + \left( v_h, \chi_{\ell} Q^h_{\varepsilon,\ell} v_h \right)_{1,k,\Omega_t} - \left( \chi_{\varepsilon} v_h, Q^h_{\varepsilon,\ell} v_h \right)_{1,k,\Omega_t} \right.
\]
\[
\left. + \left( \chi_{\varepsilon} v_h, (Q^h_{\varepsilon,\ell} - \Pi^h_t) v_h \right)_{1,k,\Omega_t} + \left( \chi_{\varepsilon} v_h, (\Pi^h_t - \chi_{\ell}) v_h \right)_{1,k,\Omega_t} + \|\chi_{\varepsilon} v_h\|_{1,k,\Omega_t}^2 \right]
\] (5.6)
\[
= \sum_{\ell} \left[ \|\chi_{\varepsilon} v_h\|_{1,k,\Omega_t}^2 + \left( \chi_{\varepsilon} v_h, (Q^h_{\varepsilon,\ell} - \Pi^h_t) v_h \right)_{1,k,\Omega_t} \right]
\]
\[
+ \sum_{\ell} \left[ \left( v_h, (\Pi^h_t - \chi_{\ell}) Q^h_{\varepsilon,\ell} v_h \right)_{1,k,\Omega_t} + \left( \chi_{\varepsilon} v_h, (\Pi^h_t - \chi_{\ell}) v_h \right)_{1,k,\Omega_t} \right]
\]
\[
+ \sum_{\ell} \left[ \left( v_h, \chi_{\ell} Q^h_{\varepsilon,\ell} v_h \right)_{1,k,\Omega_t} - \left( \chi_{\varepsilon} v_h, Q^h_{\varepsilon,\ell} v_h \right)_{1,k,\Omega_t} \right] =: T1 + T2 + T3.
\] (5.7)

(Note that (5.7) is just a simple rearrangement of (5.6).)

Consider first \(T1\). For the second term in its summand, we have, using (4.8) and (5.1), 
\[
\left| \left( \chi_{\varepsilon} v_h, (Q^h_{\varepsilon,\ell} - \Pi^h_t) v_h \right)_{1,k,\Omega_t} \right| \leq \sqrt{2} \left( 1 + \frac{C_\chi}{k\delta} \right) \sigma\|v_h\|_{1,k,\Omega_t}^2.
\]
Combining this with (4.9) and (4.2), we obtain
\[
T1 \geq \left( \frac{1}{\Lambda} - \sqrt{2} \sigma \Lambda \right) \| v_h \|_{1,k}^2 - \Lambda \frac{C_\chi}{k \delta} \left( 1 + \sqrt{2} \sigma + \frac{C_\chi}{k \delta} \right) \| v_h \|_{1,k}^2. \tag{5.8}
\]

Then for the summand in \( T2 \), using Lemma 4.2 and (5.5), we have the estimates
\[
\begin{align*}
\left| \left( v_h, (\Pi^h - \chi \ell) Q_{\ell} v_h \right)_{1,k,\Omega_\ell} \right| & \leq 2C_{\text{int}} \frac{h}{\delta} (C_\Pi + \sigma) \| v_h \|_{1,k,\Omega_\ell}^2, \\
\left| \left( \chi \ell v_h, (\Pi^h - \chi \ell) v_h \right)_{1,k,\Omega_\ell} \right| & \leq 2C_{\text{int}} \frac{h}{\delta} \sqrt{2} \left( 1 + \frac{C_\chi}{k \delta} \right) \| v_h \|_{1,k,\Omega_\ell}^2.
\end{align*}
\]
Combining these with (4.2), we obtain
\[
T2 \leq 2 \Lambda C_{\text{int}} h \delta \left( C_\Pi + \sigma + \sqrt{2} \left( 1 + \frac{C_\chi}{k \delta} \right) \right) \| v_h \|_{1,k}^2. \tag{5.9}
\]

For the summand in \( T3 \), we have by (4.4) and (5.5),
\[
\begin{align*}
\left| \left( v_h, \chi \ell Q_{\ell} v_h \right)_{1,k,\Omega_\ell} - \left( \chi \ell v_h, Q_{\ell} v_h \right)_{1,k,\Omega_\ell} \right| & = \left| \int_{\Omega_\ell} \nabla \chi \ell \cdot Q_{\ell} v_h \nabla v_h - Q_{\ell} v_h \nabla \left( Q_{\ell} v_h \right) \right| \\
& \leq \frac{C_\chi}{\delta} \int_{\Omega_\ell} \left| \frac{Q_{\ell} v_h}{\nabla v_h} \right| \nabla v_h - \nabla \left( Q_{\ell} v_h \right) \left| v_h \|Q_{\ell} v_h\|_{1,k,\Omega_\ell} \|v_h\|_{1,k,\Omega_\ell} \right| \\
& \leq \frac{C_\chi}{k \delta} (C_\Pi + \sigma) \| v_h \|_{1,k,\Omega_\ell}^2.
\end{align*}
\]
Hence
\[
T3 \leq \Lambda \frac{C_\chi}{k \delta} (C_\Pi + \sigma) \| v_h \|_{1,k}^2. \tag{5.10}
\]
The result is obtained by combining the estimates (5.8), (5.9), and (5.10) within the triangle inequality to obtain (5.3), with \( R \) given by (5.4).

We now introduce a stronger condition than Assumption 3.1.

**Assumption 5.2.** We assume that \( h = h(k) \) and \( \delta = \delta(k) \) satisfy:

\((i)\) \( kh \to 0 \) and \( (ii) \) \( k \delta \to \infty. \)

The assumption \((i)\) is a very natural strengthening of Assumption 3.1: to avoid the pollution effect for the fine-grid problem we require that \( k(h)^{2p} \) is small enough. (see Remarks 3.17 and 3.18). Thus it is natural to assume that \( kh \to 0 \) as \( k \to \infty. \) The assumption \((ii)\) essentially says that the overlap of subdomains should contain a (perhaps slowly) growing number of wavelengths. Whilst minimal overlap has also been used successfully on physically-relevant benchmark problems (see, e.g., [9]), there is numerical evidence that a bigger overlap is necessary in order to obtain iteration counts that are independent of \( k. \)

**Corollary 5.3.** Let Assumptions 3.1 and 5.2 hold, then for \( k \) sufficiently large,
\[
\max_{v_h \in V_h} \frac{\| Q_{\ell}^h v_h \|_{1,k}}{\| v_h \|_{1,k}} \leq (8 + 2 \sqrt{2} \sigma) \Lambda, \quad \text{and} \quad \min_{v_h \in V_h} \frac{|(v_h, Q_{\ell}^h v_h)_{1,k}|}{\| v_h \|_{1,k}^2} \geq \left( \frac{1}{2\Lambda} - 2\sigma \Lambda \right).
\]

**Proof.** Using Assumption 5.2, together with (4.11) and (5.4), we have, for \( k \) sufficiently large, that \( C_\Pi(p) \leq 2\sqrt{2} \) and \( |R| \leq (2 - \sqrt{2})\Lambda \sigma + 1/(2\Lambda). \) Combining these inequalities with (5.2), (5.3) and (5.4), we obtain the result. 

\(\blacksquare\)
Motivated by this corollary, we now obtain an upper bound on $\sigma$ and then investigate under what conditions this can be made small. This allows us to obtain a positive lower bound on the distance of the the field of values from the origin. We focus on the case $|\varepsilon| > 0$, with a discussion on the case $|\varepsilon| \geq 0$ given in the remark following the next lemma.

**Lemma 5.4 (Bound on $\sigma$ for $|\varepsilon| > 0$).** If Assumptions 3.1 and 5.2 hold, $|\varepsilon| > 0$, and $k$ is sufficiently large, then (5.1) holds with $\sigma$ satisfying the bound

$$\sigma \leq 5C \chi_k \frac{k}{|\varepsilon|} C_{\text{local}}(A, n), \quad \text{where} \quad C_{\text{local}}(A, n) := \max_k \frac{A_{\text{max}, \ell}}{\min_k \{A_{\text{min}, \ell}, n_{\min, \ell}\}}. \quad (5.11)$$

**Proof.** From (4.18), we have

$$\sigma \leq 4 \frac{k^2}{|\varepsilon|} \left( \min \{A_{\text{min}, \ell}, n_{\min, \ell}\} \right)^{-1} \left( \frac{A_{\text{max}, \ell} C_\chi \ell}{k \delta \ell} + 4C_{\text{cont}} C_\int \ell(p) \frac{h \ell}{\delta \ell} \right)$$

$$\leq 4 \frac{k}{|\varepsilon|} \max_k \left( \frac{A_{\text{max}, \ell} C_\chi \ell + 4C_{\text{cont}} C_\int \ell(p) k h}{\min \{A_{\text{min}, \ell}, n_{\min, \ell}\}} \right),$$

and the result follows on using Assumption 5.2 (i).

**Remark 5.5.**

(i) One can see from the final step of the proof of Lemma 5.4 that the size of $k$ needed to obtain the estimate (5.11) depends on both $p$ and the coefficients $A, n$.

(ii) To get an estimate for $\sigma$ that is valid for all $|\varepsilon| \geq 0$, one can repeat the argument in Lemma 5.4, but using (4.19) instead of (4.18) and needing also Assumption 3.11. The result (for $k$ sufficiently large) is an estimate of the form $\sigma \leq C_{\text{local}}(A, n) H/\delta$, which is independent of $k$, with $C_{\text{local}}(A, n)$ a slightly different expression to that in (5.11), but still depending only on local variation.

Now, combining Corollary 5.3 with Lemma 5.4, we obtain a condition on $\varepsilon$ that guarantees a positive lower bound for the field of values:

**Corollary 5.6.** Under Assumptions 3.1 and 5.2, suppose $\varepsilon = \varepsilon(k)$ is chosen so that

$$k \frac{|\varepsilon|}{\delta} \leq \frac{1}{40C \chi C_{\text{local}}(A, n) \Lambda^2} \quad \text{for } k \text{ sufficiently large.} \quad (5.12)$$

Then for $k$ sufficiently large,

$$\max_{v_h \in V^h} \left\| Q^h_{\varepsilon} v_h \right\|_{1, k} \leq 9\Lambda, \quad \text{and} \quad \min_{v_h \in V^h} \left| \langle v_h, Q^h_{\varepsilon} v_h \rangle_{1, k} \right| \geq \frac{1}{4\Lambda}.$$

Using Lemma 4.6 we can turn Corollary 5.6 into a statement about preconditioned matrices.

**Corollary 5.7.** Let Assumptions 3.1 and 5.2 and condition (5.12) hold. Then, for $k$ sufficiently large,

$$\left\| B_{\varepsilon}^{-1} A \right\|_{D_k} \leq 9\Lambda \quad \text{and} \quad \min_{V \in C^n} \left| \langle V, B_{\varepsilon}^{-1} A \varepsilon V \rangle_{D_k} \right| \left\| V \right\|_{D_k}^2 \geq \frac{1}{4\Lambda}. \quad (5.13)$$

In the next corollary we deduce bounds on the number of GMRES iterations. In the previous papers [33] and [31] we proved analogous results about GMRES in the $D_k$ inner product applied to the Helmholtz problem with constant coefficients. Part (i) of the following result generalises this to the variable-coefficient case. Part (ii) uses a novel argument to prove a corresponding result about GMRES in the Euclidean inner product (i.e. “standard GMRES”).
Corollary 5.8 (Bounds on the number of GMRES iterations). Under the assumptions of Corollary 5.7:

(i) If GMRES is applied to the linear system (2.8), with \( B^{-1}_\varepsilon \) as a left preconditioner in the inner product induced by \( D_k \), then, for \( k \) sufficiently large, the number of iterations needed to achieve a prescribed relative residual is independent of \( k, \varepsilon, H, \delta, p, A \), and \( n \).

(ii) If the fine mesh sequence \( T_h \) is quasiuniform and \( k(hk)^{2p} \leq 1 \) (see Remark 3.18), then GMRES applied in the Euclidean inner product with the same initial residual as in Part (i) takes at most extra \( \log_2(k)/(pC) \) iterations to ensure the same relative residual as if GMRES were applied in the \( D_k \) weighted inner product, where \( C \) is a constant independent of all parameters.

Proof. (i) Let \( R^0_{D_k} \) denote the \( n \)-th residual of the \( B^{-1}_\varepsilon \)-preconditioned GMRES applied to \( A_\varepsilon \) in the \( D_k \) weighted inner product. Using the Elman estimate [19, 18] and Corollary 5.7, we have

\[
\frac{\| R^n_{D_k} \|_{D_k}}{\| R^0_{D_k} \|_{D_k}} \leq (1 - c)^n,
\]

where \( c < 1 \) depends only on the constants on the right-hand side of the bounds in (5.13); the result then follows from the fact that these constants are independent of all parameters except for \( \Lambda \).

(ii) Let \( R^n \) denote the \( n \)-th residual of the \( B^{-1}_\varepsilon \)-preconditioned GMRES applied to \( A_\varepsilon \) in the Euclidean inner product. Because of the optimisation property of GMRES residuals [35], we have

\[
\| R^n \| \leq \| R^0_{D_k} \| \quad \text{for all } n.
\]

By the inverse estimate for quasiuniform meshes (see, e.g., [10, Theorem 4.5.11 and Remark 4.5.20]), and the fact that \( h^{-1} \gg k \), we have that, for any \( V \in \mathbb{C}^n \), with \( v_h \in \mathcal{V}^h \) denoting the corresponding finite element function,

\[
kh^{d/2} \| V \| \lesssim k \| v_h \|_\Omega \lesssim \| V \|_{D_k} \lesssim \sqrt{k^{-2} + k^2 \| v_h \|_\Omega} \lesssim h^{-1} \| v_h \|_\Omega \lesssim h^{d/2-1} \| V \|,
\]

where \( \lesssim \) denotes \( \leq \) with hidden constant independent of all parameters of interest.

Suppose GMRES in the \( D_k \) weighted inner product satisfies the bound (5.14) for all \( n \in \mathbb{N} \). Suppose GMRES in the Euclidean inner product performs \( n + m \) iterations with the same initial residual \( R^0 = R^0_{D_k} \). Then, by (5.15), (5.16), and the fact that \( k(hk)^{2p} \leq 1 \), we have,

\[
\frac{\| R^{n+m} \|}{\| R^0 \|} \leq \frac{\| R^{n+m}_{D_k} \|_{D_k}}{\| R^0_{D_k} \|_{D_k}} \lesssim (hk)^{-1} \frac{\| R^{n+m}_{D_k} \|_{D_k}}{\| R^0_{D_k} \|_{D_k}} \lesssim k^{\frac{1}{p}} (1 - c)^m (1 - c)^n.
\]

Therefore, to ensure that the relative residual is bounded by \( (1 - c)^n \), we require that \( k^{\frac{1}{p}} (1 - c)^m \leq 1 \). This is ensured by choosing \( m \) to be the smallest integer larger than \( \log_2(k)(2p \log_2(1/(1 - c)))^{-1} \), and the result follows with \( C := 2 \log_2(1/(1 - c)) \).

Remark 5.9 (Right preconditioning). Based on the following equality (see [31, 32, 33] for details), the results about right preconditioning (working in the \( D_k^{-1} \) inner product) can be obtained from analogous results about the left preconditioning of the adjoint problem (working in the \( D_k \) inner product)

\[
\frac{\langle (V_1, A_\varepsilon B^{-1}_\varepsilon V_2)_{D_k^{-1}} \rangle}{\| V_1 \|_{D_k^{-1}} \| V_2 \|_{D_k^{-1}}} = \frac{\langle (W_1, (B^*)_{i}^{-1} A^*_i W_2)_{D_k} \rangle}{\| W_1 \|_{D_k} \| W_2 \|_{D_k}}, \quad \text{for all } 0 \neq V_i \in \mathbb{C}^n, W_i = D_k^{-1}V_i, i = 1, 2.
\]

The results in §3.4 all hold when the problem in Definition 2.2 is replaced by its adjoint; therefore the results in this section about left preconditioning (in the \( D_k \) inner product) also hold for right preconditioning (in the \( D_k^{-1} \) inner product).
6 Numerical Experiments

In this section we give numerical experiments to validate our theoretical results and to investigate practical one-level preconditioners for heterogeneous Helmholtz problems. All computations were done within the Freefem++ software system \[36\] and were performed on a single core (with 8GB memory) on the University of Bath’s Balena HPC system. When using finite elements of degree \(p\) we compute stiffness and mass matrices using quadrature rules that are exact for polynomials of degree \(2p - 2\).

We first state the overall setting for the experiments, all of which consider the plane wave scattering problem. More precisely, given an incident field \(u^i\), we seek the solution \(u = u^i + u^s\) to the TEDP in Definition 2.2 such that the scattered field \(u^s\) satisfies the approximate Sommerfeld radiation condition \(\partial_n u^s - i ku^s = 0\) on the truncated boundary \(\Gamma^T\). The truncated domain is the unit square in 2-d, \(\Omega = (0,1)^2\) and the impenetrable obstacle domain \(\Omega_− = \emptyset\) (i.e., the problem we consider is the Interior Impedance Problem). Setting \(u^i(x) = e^{ik\hat{d} \cdot x}\), a plane wave with \(\hat{d} = (1/\sqrt{2},1/\sqrt{2})^T\), the TEDP satisfied by \(u\) has the data: \(f = 0\) and \(g = ik(\hat{d} \cdot \hat{n} - 1)e^{ik\hat{d} \cdot x}\), where \(\hat{n}\) is the outward normal. Other parameters in the TEDP, such as \(A, n, \varepsilon\) and \(k\), are stated in each experiment. Note that when \(A = I\) and \(n = 1\) (the homogeneous interior impedance problem), the exact solution of the TEDP is \(u(x) = u^i(x) = e^{ik\hat{d} \cdot x}\).

To discretise the TEDP, we first choose a uniform coarse mesh \(\mathcal{T}^H\) of equal square elements of side length \(H = 1/M\) on \(\Omega\) (with \(M\) being a positive integer), and then uniformly refine the coarse mesh to obtain a fine mesh \(\mathcal{T}^h\). According to Remarks 2.7 and 3.18, we choose the fine mesh size \(h \sim k^{-1-\frac{1}{\pi}}\). When absorption is present, we always choose \(0 \leq \varepsilon \leq k^2\). Assumption 3.1 is therefore always satisfied (in fact \(hk \to 0\) as \(k \to \infty\)).

The definition of a specific preconditioner requires an overlapping domain decomposition \(\{\Omega_\ell\}_{\ell=1}^N\) and a corresponding partition of unity \(\{\chi_\ell\}_{\ell=1}^N\). Based on the coarse mesh introduced above, we consider two options for the partition:

- **Partition strategy 1:** Let \(\{\phi^H_\ell\}_{\ell=1}^N\) be the basis functions of the bilinear finite element space on \(\mathcal{T}^H\). Choose the overlapping subdomains as \(\Omega_\ell = \text{supp}(\phi^H_\ell)\). Then \(\{\chi_\ell := \phi^H_\ell, \ \ell = 1,\ldots,N\}\) forms a natural partition of unity for \(\{\Omega_\ell\}_{\ell=1}^N\) with generous overlap, and was used in \[33\].

- **Partition strategy 2:** Take the coarse elements \(\{\Omega_\ell\}_{\ell=1}^N\) of \(\mathcal{T}^H\) as a non-overlapping domain decomposition. Extend each domain \(\Omega_\ell\) to get \(\tilde{\Omega}_\ell\) by adding one or more layers of adjacent fine grid elements, so that the boundary of each extended domain has distance no more than \(\delta\) from \(\partial\tilde{\Omega}_\ell\). Let \(\pi_\ell\) be a non-negative function in \(\Omega_\ell\) with \(\pi_\ell(x) = 1\) for \(x \in \Omega_\ell\) and decreasing linearly to 0 on the boundary of \(\tilde{\Omega}_\ell\). Then set \(\chi_\ell(x) = \pi_\ell(x)/(\sum_1^N \pi_i(x))\) (see for example \[65, Lemma 3.4\]).

In all experiments below we solve the preconditioned system using standard GMRES (in the Euclidean inner product) with relative residual stopping tolerance \(10^{-6}\) and with initial guess chosen to be a random complex vector with entries uniformly distributed on the complex unit circle.

In Experiment 6.1 we show that, in a wide range of cases, the performance of the preconditioner appears to be independent of the polynomial degree of the elements. In some cases this is predicted by the theory of §5, but the property persists even outside the reach of the theory. We also illustrate the benefits of higher order elements in terms of efficiency. In Experiment 6.2 we compare the performance of Partitioning Strategies 1 and 2 (including different overlap choices in Strategy 2). In the rest of the experiments we use finite element order \(p = 3\), and Partition Strategy 2 with overlap \(\delta = H/4\). In Experiment 6.3 we compute and plot the boundary of the field of values of the preconditioned operator for different choices of absorption \(\varepsilon\). These show that the analysis leading to Corollaries 5.7 and 5.8 is sharp in a way made precise below. In Experiments 6.4-6.5, we investigate how the heterogeneity affects the performance of the preconditioner; these experiments support the theory in terms of its dependence on \(\varepsilon\) and on the local variation of coefficients, but also illustrate interesting and complex behaviour outside the range of the theory.
In all tables of iteration numbers below we give iteration counts for the SORAS preconditioner (2.14), which is the preconditioner analysed above. In brackets in some of the tables we also give iteration numbers for the ORAS preconditioner (2.16), since this is popular in practice. However there is no theory for ORAS applied to Helmholtz problems.

**Experiment 6.1 (Effect of polynomial degree).**

**Linear system setting:**

\[ A = I, \quad n = 1, \quad with \quad p \in \{1, 2, 3, 4\} \]

**Preconditioner setting:**

Partition strategy 1 with \( H = k^{-0.3} \)

Tables 1-2 give the numbers of GMRES iterations for solving the homogeneous Helmholtz problem with absorption \( \varepsilon = k^{1.5} \) and without absorption \( \varepsilon = 0 \), respectively. The preconditioner is the SORAS method (2.14) with Partition Strategy 1, \( \delta = H \) and so Assumptions 3.1, 5.2 are satisfied. Also in the case when \( \varepsilon = k^{1.5} \) we have \( k/\varepsilon \delta = k^{-0.1} \to 0 \). Thus by Corollary 5.8, we expect the performance of the preconditioner to be independent of \( k \) and \( p \) as \( k \to \infty \). This is what we observe in Table 1. We see the same \( p \)-independence in Table 2, with near \( k \)-independence as well. The last number in Column 2 of Table 1-2 is missing, since the system with \( p = 1 \) was too large for the single core used for the experiments. Higher \( p \) yields smaller systems since the restriction on the mesh diameter \( h \sim k^{-1-1/2p} \) becomes less stringent.

Another advantage of using higher order methods is the improved accuracy of the numerical solution. Table 3 gives the relative errors of the FEM solution in \( L^2 \) and \( H^1 \). In each column the error remains close to constant but the error is reduced by at least one order of magnitude each time the degree is increased by 1 (recall that the exact solution \( u \) is known analytically in this case so errors can be computed). For the rest of our tests we fix \( p = 3 \).

| \( k \setminus p \) | 1   | 2   | 3   | 4   |
|---------------------|-----|-----|-----|-----|
| 40                  | 12  | 12  | 12  | 12  |
| 80                  | 12  | 12  | 12  | 12  |
| 120                 | 12  | 12  | 12  | 12  |
| 160                 | –   | 12  | 12  | 12  |

Table 1: Experiment 6.1: \#GMRES iterations versus degree \( p \), \( \varepsilon = k^{1.5} \), SORAS preconditioner, Partition Strategy 1, \( H = k^{-0.3} \).

| \( k \setminus p \) | 1   | 2   | 3   | 4   |
|---------------------|-----|-----|-----|-----|
| 40                  | 13  | 14  | 13  | 13  |
| 80                  | 12  | 13  | 12  | 12  |
| 120                 | 13  | 14  | 14  | 13  |
| 160                 | –   | 17  | 16  | 15  |

Table 2: Experiment 6.1: \#GMRES iterations versus degree \( p \), \( \varepsilon = 0 \), SORAS, Partition Strategy 1, \( H = k^{-0.3} \).

**Experiment 6.2 (Effect of sizes of subdomains and overlap).**

**Linear system setting:**

\[ A = I, \quad n = 1, \quad p = 3 \]

**Preconditioner setting:**

different partition strategies with different \( H, \delta \)

25
Table 3: Experiment 6.1: Relative errors $e_0 := \frac{\|u-u_h\|_\Omega}{\|u\|_\Omega}$, $e_1 := \frac{\|\nabla (u-u_h)\|_\Omega}{\|\nabla u\|_\Omega}$

Experiment 6.1 used fairly large subdomains and generous overlap and would represent a relatively heavy communication load in parallel implementation. Here we look for more practical alternatives, first comparing Partition Strategies 1 and 2.

In Table 4 we give results using Partition Strategy 1 with $H = k^{-\alpha}$, for various $\alpha = 0.4, 0.5, 0.6$. When $\varepsilon = k^{1.5}$ the GMRES convergence is still independent of $k$, as $k$ increases, for all $\alpha$ (and this is guaranteed by Corollaries 5.7 and 5.8 when $\alpha = 0.4$. The choice $\alpha = 0.4$ also gives $k$–indepedent iterations when $\varepsilon = 0$, but the iterations grow significantly for $\alpha > 0.5$.

In Table 5, we compare this with Partition Strategy 2 with $H = k^{-0.4}$, and various choices of overlap $\delta$. Note that smaller overlap means a reduced communication load in parallel implementations. By comparing the columns in Table 4 (for $\alpha = 0.4$) with Table 5 (for $\delta = H/4$), we see that reducing the overlap from $H$ to $H/4$ does not degrade the GMRES convergence. However smaller overlap choices do not give good preconditioners for the case $\varepsilon = 0$. In Tables 4, 5 we have also included results for the ORAS preconditioner (2.16). Although this is often better than the SORAS preconditioner, we have no theory for it, and we see that in the next experiment that a theory based on simply estimating the field of values is bound to fail.

Table 4: Experiment 6.2: #GMRES iterations with the SORAS (ORAS) preconditioner: subdomain size $H^{-\alpha}$, Partition strategy 1

| $\varepsilon = k^{1.5}$ | $\varepsilon = 0$ |
|------------------------|--------------------|
| $\alpha = 0.4$ | $\alpha = 0.5$ | $\alpha = 0.6$ | $\alpha = 0.4$ | $\alpha = 0.5$ | $\alpha = 0.6$ |
| 40 | 12 (6) | 14 (9) | 20 (15) | 16 (10) | 24 (18) | 40 (28) |
| 80 | 12 (7) | 15 (10) | 20 (16) | 20 (14) | 30 (23) | 45 (39) |
| 120 | 12 (6) | 14 (11) | 20 (18) | 22 (16) | 32 (25) | 55 (41) |
| 160 | 12 (6) | 13 (10) | 21 (19) | 21 (15) | 31 (26) | 65 (55) |

Table 5: Experiment 6.2: #GMRES iterations with the SORAS (ORAS) preconditioner: subdomain size $H = k^{-0.4}$, overlap $\delta$, Partition strategy 2

| $\varepsilon = k^{0.7}$ | $\varepsilon = 0$ |
|------------------------|--------------------|
| $\delta = \frac{H}{4}$ | $\delta = \frac{H}{2}$ | $\delta = H$ | $\delta = \frac{H}{4}$ | $\delta = \frac{H}{2}$ | $\delta = H$ |
| 40 | 13 (7) | 17 (10) | 23 (12) | 18 (13) | 19 (13) | 29 (17) |
| 80 | 12 (7) | 16 (10) | 19 (11) | 25 (13) | 20 (15) | 22 (17) |
| 120 | 12 (7) | 17 (11) | 20 (12) | 26 (14) | 22 (18) | 27 (23) |
| 160 | 12 (7) | 18 (12) | 21 (15) | 28 (15) | 24 (19) | 35 (29) |

In the rest of our tests, we use the preconditioners based on Partition Strategy 2 with $H = k^{-0.4}$ and $\delta = H/4$, since this works well in cases both with and without absorption and presents a reasonable compromise between subdomain size and overlap. In fact in practice, we set $H = 1/M \sim k^{-0.4}$ where $M$ is an integer. For $k = 40, 80, 120, 160$, $M$ is equal to 4, 5, 6, 7 respectively. Thus in the following experiments we are using subdomains that shrink in size as $k$ increases.
Experiment 6.3 (Plots of the field of values). Linear system setting:

\[ A = I, \; n = 1, \; \text{and} \; p = 3 \]

Preconditioner setting:

Partition strategy 2 with \( H = k^{-0.4}, \delta = \frac{H}{4} \)

Corollary 5.8 used the Elman estimate to prove \( k\)-independent bounds on the number of GMRES iterations. This estimate requires an upper bound on the norm of the preconditioned system and a positive lower bound on the distance of its field of values from the origin and gave us a rigorous result about the \( k\)-independence of GMRES iterations for absorptive problems. In this experiment we illustrate two things: (i) that our estimates for the field of values are sharp in terms of their dependence on absorption, and (ii) that (given an upper bound on the norm of the preconditioned operator) the positive separation of the field of values from the origin is sufficient but appears far from necessary for good convergence of GMRES. Point (ii) is reinforced again by later experiments.

Throughout we have used the algorithm of Cowen and Harel [14] to plot the boundary of the field of values (in the inner product of \( \langle \cdot, \cdot \rangle_{D_k} \)) for any given matrix. Recall that the field of values is a convex subset of \( \mathbb{C} \). In all plots of the field of values, the origin in \( \mathbb{C} \) is denoted with a bold dot, while the point at 1 is denoted with a cross.

Figure 1 shows the boundaries of the field of values for the SORAS preconditioner in Experiment 6.3 with different choices of \( \varepsilon \). Here \( \delta = H/4 \sim k^{-0.4} \). In Figure 1a \( k/(|\varepsilon|\delta) = k^{-0.1} \to 0 \) as \( k \to \infty \) and the field of values is well away from the origin, thus confirming our estimate from Corollary 5.7. Figure
Figure 2: Experiment 6.3: field of values for various $\varepsilon$ (ORAS). The origin is denoted with a bold dot and the point 1 with an $\times$.

1b shows the case $k/(|\varepsilon|\delta) = O(1)$; here the requirement (5.12) of Corollary 5.7 just fails, and we see in Figure 1b that the boundary of the field of values moves towards the origin as $k$ increases. For the cases shown in Figures 1c-1d, $k/(|\varepsilon|\delta)$ blows up as $k$ increases and here we see that the field of values contains the origin. This experiment verifies the sharpness of the field of values estimates in §5 in terms of their dependence on $\varepsilon$. However the numerical results in Table 5 show that the preconditioners work well even in some cases where the corresponding field of values of the preconditioned problem contains the origin. For the field of values given in Figure 1d, the preconditioner arguably still works well with increasing $k$ (6th column of Table 5). Indeed we expect that Columns 3-6 of Table 5 all correspond to fields of values that contain the origin. Thus GMRES continues to work well even in some cases where our sufficient conditions for $k$-independent iterations are violated.

We further emphasise this point by plotting in Figure 2 the field of values of the ORAS preconditioned matrices for $\varepsilon = k^{1.5}$ and $\varepsilon = 0$. GMRES iteration numbers for these are given (in brackets) in Columns 2 and 6 of Table 5. In Column 2 we see convincingly $k$-independent convergence of GMRES and in Column 6 we see very good convergence; however the field of values contains the origin in all cases.

**Experiment 6.4 (Effect of the heterogeneity of the media.).**

*Linear system setting:* variable $A$, $n$, and $p = 3$

*Preconditioner setting:*

\[
\text{Partition strategy 2 with } H = k^{-0.4}, \delta = \frac{H}{4}
\]

In the domain $\Omega = (0, 1)^2$ we introduce a penetrable obstacle that is either a disk of radius $1/4$ or a square of side length $1/2$, centred at $(1/2, 1/2)$. In this experiment the penetrable obstacle corresponds to either $A$ or $n$ being variable. Although our theory allows $A$ to be a matrix, in these experiments it is scalar. Exterior to the penetrable obstacle the coefficients are $A = 1$ and $n = 1$. The profiles studied are shown in Figure 3. In these, grey denotes a coefficient value equal to 1, while blue denotes a value $< 1$ and red denotes a value $> 1$ (with actual values to be given below). In addition:

1. Figures 3a and 3d: coefficient linearly decreases from the center to the boundary of the obstacle;
2. Figures 3b and 3e: coefficient linearly increases from the center to the boundary of the obstacle;
3. Figures 3c and 3f: coefficient oscillates with the maximum and minimum values inside obstacle.

For the oscillating profiles in Figures 3c and 3f, there are 7 layers of uniform thickness as we proceed outward from the center to the boundary of the obstacle with the maximum attained in the red
layer and the minimum in the blue layer. Thus by stating the maximum and minimum values of the coefficient, all profiles are uniquely defined.

**Remark (Are the coefficients $A$ and $n$ arising from the profiles in Figure 3 trapping or nontrapping?).** We now describe to what extent it is known whether $A$ and $n$ arising from the profiles in Figure 3 are trapping or nontrapping. We highlight, however, (recalling the discussion and references in Remark 1.1) that even if $A$ or $n$ are trapping, we only expect to see the “bad behaviour” at certain frequencies, and indeed we do not see the extreme ill-conditioning associated with trapping for any of the frequencies used in the examples below. The summary is that

(i) Profile (c) is provably trapping for both $A$ and $n$.

(ii) Profile (b) is provably trapping for $n$, and Profile (a) is provably trapping for $A$.

(iii) We expect Profile (a) to be trapping for $n$ and Profile (b) to be trapping for $A$ (but neither is rigorously proved).

(iv) We expect Profiles (d), (e), and (f) to be nontrapping for $n$ and $A$.

For understanding these points, recall that red indicates a coefficient value $> 1$, blue indicates a coefficient value $< 1$, and the coefficient away from the obstacle equals 1.

Regarding (i): when the coefficients jump on a smooth convex interface, the problem is trapping if $n$ jumps down (moving outwards radially from the centre) or $A$ jumps up; see [56], [53, Section 6].

Regarding (ii): When $n$ is a radial function that jumps down (moving outwards from the centre) on a circular interface from a linear function to a constant, the problem is trapping by [54, §6.2], [1]; similarly when $A$ is a radial function that jumps up.

Regarding (iii): when $n$ is a continuous radial function that decreases linearly and $n_{\text{max}}$ is sufficiently large, then $n$ is trapping by [58], [29, Theorem 7.7]. We therefore expect the linear decrease in
Profile (a) to mean that this profile is trapping for \( n \). We cannot immediately conclude this from [58], [29, Theorem 7.7], since Profile (a) is discontinuous; however, because of the localisation of trapped waves we expect the subsequent nontrapping jump of \( n \) not to affect the trapping caused by the linear decrease. Similarly, when \( A \) is a continuous radial function that increases linearly and \( A_{\text{max}} \) is sufficiently large we expect Profile (b) to be trapping for \( A \).

Regarding (iv): it is not yet rigorously known whether Profiles (d), (e), and (f) are trapping or nontrapping for \( A \) or \( n \). Indeed, all the examples of trapping described above rely on a trapped wave either circling an interface that is either radial, or smooth and convex [56], [54, §6.2], [1], or supported by a change in a radial coefficient [58], [29, Theorem 7.7]. Certainly for Profile (f) we expect \( A \) and \( n \) to be nontrapping, since any wave moving parallel to one of the sides of the square interfaces loses energy when it hits the next side perpendicularly; thus long-lived waves moving parallel to square interfaces cannot exist.

In Tables 6 and 7 we give the performance of GMRES for the six profiles above in the case \( \varepsilon = k^{1.5} \). In Table 6, we fix \( A = 1, n_{\text{min}} = 0.02 \) and \( n_{\text{max}} = 50 \), while in Table 7, we fix \( n = 1, A_{\text{min}} = 0.02 \) and \( A_{\text{max}} = 50 \). We see that while the iteration counts are affected by variation in \( A \), there seems no effect from the variation in \( n \). In fact the performance in Table 6 is similar to the homogeneous case \( A = n = 1 \) (Table 1). The worst cases in Table 7 are for oscillating \( A \) (columns Fig 3c and Fig 3f), while \( A \) increasing outwards is worse than \( A \) decreasing outwards. Nevertheless it does appear that iteration numbers in Table 7 are not increasing significantly with \( k \).

This is a case where the field of values plots do give some indication of convergence rates. In Figure 4 we plot the field of values for the two cases of Tables 6 and 7 with \( k = 120 \) (\( n \) varying on the left and \( A \) varying on the right). In this case \( k/\varepsilon \delta \sim k^{-0.1} \rightarrow 0 \), so Corollary 5.7 ensures that, for \( k \) large enough (relative to \( p \) and \( C_{\text{local}}(A, n) \)), the field of values does not include the origin. When \( n \) is varying and not \( A \), \( C_{\text{local}}(A, n) \) just depends on \( n_{\text{min}} \) whereas when \( A \) is varying and not \( n \) it depends on both \( A_{\text{min}} \) and \( A_{\text{max}} \). However we also tested the case of \( n_{\text{max}} = 10^4 \), \( n_{\text{min}} = 10^{-4} \) and \( A = 1 \), in which case the iteration counts are similar to those in Table 6.

| \( k \)  | \( n \) | Fig 3a | Fig 3b | Fig 3c | Fig 3d | Fig 3e | Fig 3f |
|-------|-------|-------|-------|-------|-------|-------|-------|
| 40    |       | 13    | 13    | 13    | 13    | 13    | 13    |
| 80    |       | 12    | 12    | 12    | 12    | 12    | 12    |
| 120   |       | 12    | 12    | 12    | 12    | 12    | 12    |
| 160   |       | 12    | 12    | 12    | 12    | 12    | 12    |

Table 6: Experiment 6.4: SORAS, \( \varepsilon = k^{1.5}, A = 1, n_{\text{min}} = 0.02, n_{\text{max}} = 50 \)

| \( k \) | \( A \) | Fig 3a | Fig 3b | Fig 3c | Fig 3d | Fig 3e | Fig 3f |
|-------|-------|-------|-------|-------|-------|-------|-------|
| 40    |       | 20    | 27    | 47    | 20    | 29    | 41    |
| 80    |       | 17    | 30    | 51    | 18    | 27    | 46    |
| 120   |       | 21    | 30    | 54    | 21    | 30    | 50    |
| 160   |       | 17    | 26    | 38    | 19    | 28    | 46    |

Table 7: Experiment 6.4: SORAS, \( \varepsilon = k^{1.5}, n = 1, A_{\text{min}} = 0.02, A_{\text{max}} = 50 \)

Without absorption, the performance of GMRES becomes sensitive to variation in both \( A \) and \( n \). For a harder problem, in Tables 8-9, we set the quantity \( \max(A_{\text{max}}, n_{\text{max}})/\min(A_{\text{min}}, n_{\text{min}}) \) to 4 and let either \( A \) or \( n \) vary, keeping the other fixed. The performance is worst in the cases of oscillating coefficients, while in the other cases the performance as \( k \) increases is still very reasonable.

In Tables 10-11, we increase the quantity \( \max(A_{\text{max}}, n_{\text{max}})/\min(A_{\text{min}}, n_{\text{min}}) \) to 16. The way the variation of \( A \) affects the performance of the preconditioners does not change. But there is a big increase in GMRES iterations when the range of \( n \) gets bigger. This is reflected in our estimates.
for the pure Helmholtz problem $\varepsilon = 0$, for which the approximation of local problems (given by the estimate (4.19)) deteriorates as $n_{\text{max}}$ increases. We also plot the field of values for the cases in Tables 10-11. The case of oscillating $A$ produces a much larger fields of values, while varying $n$ does not change the boundary of the field of values much.

![Figure 4](image-url)

Figure 4: Experiment 6.4: field of values of SORAS preconditioned matrix, heterogeneous case with square obstacle, $\varepsilon = k^{1.5}$

| $k \setminus n$ | Fig 3a | Fig 3b | Fig 3c | Fig 3d | Fig 3e | Fig 3f |
|------------------|--------|--------|--------|--------|--------|--------|
| 40               | 18     | 21     | 24     | 18     | 19     | 28     |
| 80               | 22     | 26     | 39     | 20     | 21     | 30     |
| 120              | 27     | 34     | 50     | 24     | 24     | 26     |
| 160              | 29     | 37     | 64     | 25     | 25     | 38     |

Table 8: Experiment 6.4: SORAS $\varepsilon = 0, A = 1, n_{\text{min}} = 0.5, n_{\text{max}} = 2.0$

| $k \setminus A$ | Fig 3a | Fig 3b | Fig 3c | Fig 3d | Fig 3e | Fig 3f |
|------------------|--------|--------|--------|--------|--------|--------|
| 40               | 18     | 18     | 20     | 18     | 18     | 21     |
| 80               | 21     | 18     | 38     | 18     | 18     | 28     |
| 120              | 31     | 21     | 35     | 21     | 20     | 29     |
| 160              | 32     | 22     | 47     | 23     | 21     | 33     |

Table 9: Experiment 6.4: SORAS, $\varepsilon = 0, n = 1, A_{\text{min}} = 0.5, A_{\text{max}} = 2.0$

| $k \setminus n$ | Fig 3a | Fig 3b | Fig 3c | Fig 3d | Fig 3e | Fig 3f |
|------------------|--------|--------|--------|--------|--------|--------|
| 40               | 22     | 26     | 38     | 21     | 25     | 32     |
| 80               | 35     | 47     | 44     | 31     | 28     | 61     |
| 120              | 54     | 56     | 61     | 41     | 39     | 67     |
| 160              | 61     | 58     | 55     | 40     | 39     | 59     |

Table 10: Experiment 6.4: SORAS $\varepsilon = 0, A = 1, n_{\text{min}} = 0.25, n_{\text{max}} = 4.0$
To conclude, the observations in the heterogeneous case are:

- In the case of absorption, the performance is mainly affected by the variation of $A$, but only weakly affected by $n$;
- In the case without absorption, the performance is sensitive to the variation of both $A$ and $n$. Increasing the range of $n$ now seems to increase the iteration count more strongly than increasing the range of $A$.
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(a) $\varepsilon = 0$, $A = 1$, $n_{\text{min}} = 0.25$, $n_{\text{max}} = 4$

(b) $\varepsilon = 0$, $n = 1$, $A_{\text{min}} = 0.25$, $A_{\text{max}} = 4$
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**Figure 5**: Experiment 6.4: SORAS, field of values in the heterogeneous case with square obstacle, $\varepsilon = 0$

**Experiment 6.5 (Effect of local variation of the heterogeneity.).**

*Linear system setting:*

\[\text{variable } A, n, \text{ and } p = 3\]

*Preconditioner setting:*

\[\text{Partition strategy 2 with } H = \frac{1}{8}, \delta = \frac{H}{4}\]

In Experiment 6.4, the number of the subdomains is $4 \times 4$, $5 \times 5$, $6 \times 6$ and $7 \times 7$ for the cases $k = 40, 80, 120$ and $160$, respectively. Thus there always exist subdomains where both global maximum and minimum coefficient values are attained for any of the profiles in Figure 3. Here we use smaller subdomain sizes (in fact $8 \times 8$) in order to illustrate the local heterogeneity dependence identified in the theory (Corollary 5.7). In the case of the linear variation profiles Figures 3a, 3b, 3d, 3e, both the maximum and minimum values of the varying coefficients cannot be attained in a single subdomain. For the oscillating profiles 3c, 3f, however, there always exist some subdomains capturing both extreme values. Therefore Profiles 3c, 3f have worse estimates for the local contrast $C_{\text{local}}(A, n)$ than the others and hence yield worse estimates for the field of values. In Tables 12-13 we present the results for these profiles with $\varepsilon = 0$; we see that Profiles 3c, 3f have noticeably worse iteration counts than the others.
| $k \backslash A$ | Fig 3a   | Fig 3b   | Fig 3c   | Fig 3d   | Fig 3e   | Fig 3f   |
|-------------|---------|---------|---------|---------|---------|---------|
| 40          | 40 (28) | 41 (30) | 52 (33) | 42 (28) | 40 (30) | 64 (43) |
| 80          | 46 (38) | 39 (29) | 103 (88)| 38 (27) | 36 (28) | 66 (59) |
| 120         | 42 (37) | 32 (27) | 59 (61) | 31 (25) | 26 (23) | 68 (73) |
| 160         | 35 (34) | 31 (25) | 73 (96) | 27 (23) | 24 (27) | 85 (103)|

Table 12: Fixed subdomains, $\varepsilon = 0, n = 1, A_{\min} = 0.25, A_{\max} = 4.0$

| $k \backslash n$ | Fig 3a   | Fig 3b   | Fig 3c   | Fig 3d   | Fig 3e   | Fig 3f   |
|-----------------|---------|---------|---------|---------|---------|---------|
| 40              | 48 (32) | 63 (54) | 73 (72) | 49 (38) | 57 (43) | 75 (56) |
| 80              | 58 (51) | 75 (70) | 79 (84) | 52 (44) | 50 (40) | 103 (102)|
| 120             | 73 (66) | 74 (90) | 90 (132)| 52 (44) | 45 (39) | 102 (124)|
| 160             | 75 (82) | 69 (87) | 100 (124)| 48 (44) | 41 (36) | 59 (73) |

Table 13: Fixed subdomains, $\varepsilon = 0, A = 1, n_{\min} = 0.25, n_{\max} = 4.0$
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