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ABSTRACT
Detecting beneficial feature interactions is essential in recommender systems, and existing approaches achieve this by examining all the possible feature interactions. However, the cost of examining all the possible higher-order feature interactions is prohibitive (exponentially growing with the order increasing). Hence existing approaches only detect limited order (e.g., combinations of up to four features) beneficial feature interactions, which may miss beneficial feature interactions with orders higher than the limitation. In this paper, we propose a hypergraph neural network based model named HIRS. HIRS is the first work that directly generates beneficial feature interactions of arbitrary orders and makes recommendation predictions accordingly. The number of generated feature interactions can be specified to be much smaller than the number of all the possible interactions and hence, our model admits a much lower running time. To achieve an effective algorithm, we exploit three properties of beneficial feature interactions, and propose deep-informax-based methods to guide the interaction generation. Our experimental results show that HIRS outperforms state-of-the-art algorithms by up to 5% in terms of recommendation accuracy.

CCS CONCEPTS
• Information systems → Recommender systems; • Mathematics of computing → Hypergraphs; • Computing methodologies → Feature selection.
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1 INTRODUCTION
Features interactions (e.g., co-occurrence of user/item attributes) are essential in providing accurate recommendation predictions [3]. Pairwise feature interactions, as the most basic feature interaction form, have been utilized in many studies [14, 21, 34]. Recently, researchers found that more sophisticated forms of feature interactions (i.e., high-order interactions) help achieve more accurate recommendation predictions [23, 25]. For example, if we observe that male teenagers like Nolan’s sci-fi movies, the interactions (order-4) between user gender, user age, movie director, and movie genre provide useful information for recommendation that pairwise feature interactions cannot.

Since the number of all the possible feature interactions grows exponentially as the order increases, considering all the possible high-order feature interactions is prohibitive due to the high complexity. Meanwhile, considering the feature interactions irrelevant to the recommendation result may introduce noise and decrease the prediction accuracy [26, 40]. Therefore, a practical solution to consider high-order feature interactions is to detect a small set of most beneficial feature interactions and perform predictions based on the beneficial ones [44]. A set of feature interactions is considered most beneficial if learning from them results in a more accurate prediction than learning from other sets [33]. However, existing interaction detection methods have to examine all the possible feature interactions to find the most beneficial feature interactions [25, 33]. This leaves the complexity issue unsolved and they resort to detecting only limited order (e.g., combinations of up to four features) beneficial feature interactions (Figure 1 left). Hence, it is still an urgent yet challenging problem to efficiently detect arbitrary order beneficial feature interactions.

In this work, we propose a method that can efficiently detect beneficial feature interactions of arbitrary orders. Our method learns a neural network that directly generates the beneficial feature interactions (Figure 1 right). The number of generated feature interactions can be specified to be much smaller than the number of all the
We exploit three properties of beneficial feature interactions based on limited orders by examining all the possible feature interactions via hypergraph classification. Specifically, we propose a hypergraph neural network based model called Hypergraph Infomax Recommender System (HIRS). HIRS learns a hypergraph representation for each data sample, with each feature in the data represented as a node and each beneficial feature interaction represented as a hyperedge. The beneficial feature interaction generation is conducted via hyperedge matrix prediction, and the recommendation prediction is conducted via hypergraph classification.

To achieve an effective beneficial feature interaction generation, we exploit three properties of beneficial feature interactions based on information theory:

- **Sufficiency**: all beneficial feature interactions together contain as much relevant information about the true output as possible.
- **Low redundancy**: each beneficial feature interaction contains as less irrelevant information about the true output as possible.
- **Disentanglement**: any two beneficial feature interactions contain as less duplicated relevant information about the true output as possible.

Based on these properties, we leverage Deep Infomax [15] and propose supervised mutual information maximization (s-Infomax) and mutual information minimization (Infomin) methods, together with an \( L_0 \) activation regularization, to guide the interaction generation.

To effectively learn from the generated beneficial feature interactions for recommendation, we leverage the arbitrary-order correlation reasoning ability of hypergraph neural networks [9]. We propose an interaction-based hypergraph neural network (IHGNN) to perform recommendation prediction based on the generated interactions via hypergraph classification.

We summarize our contributions as follows:

- We propose a hypergraph neural network based model named HIRS.¹ HIRS is the first work that directly generates a set of beneficial feature interactions of arbitrary orders via hyperedge prediction and then performs recommendation prediction via hypergraph classification.
- We define three properties of beneficial feature interactions to guide the proposed s-Infomax and Infomin methods for beneficial feature interaction generation. We further propose an interaction-based hypergraph neural network (IHGNN), which effectively learns from the generated interactions for recommendation.
- Experimental results show that HIRS outperforms state-of-the-art feature interaction based models for recommendation. The further evaluations prove our model’s ability in beneficial feature interaction generation.

## 2 RELATED WORK

### 2.1 Feature Interaction based Recommendation

Pairwise feature interactions have been widely used for recommendation, such as factorization machine (FM) based models [14, 28, 32] and graph neural network based models [21, 33]. Higher-order feature interactions provide more information about the true output but have not been largely explored due to its high complexity. A multilayer perceptron (MLP) can implicitly model any order feature interactions for recommendation [6, 12, 16], but implicit modeling is ineffective in learning feature interactions [2]. Lian et al. [23] explicitly model all feature interactions under a limited order (e.g., up to four orders). Besides modeling all feature interactions, there are studies that detect a set of beneficial feature interactions for recommendation [25, 33]. However, they have to examine all the possible feature interactions, which leaves the complexity issue unsolved. Different from existing studies, we directly generate beneficial feature interactions without examining all the possible ones.

### 2.2 Graph Neural Networks

Graph Neural Networks (GNNs) are powerful in correlation reasoning between entities [43, 45]. They have been applied in various research domains such as molecular prediction [11], object relation learning [4], and user-item interaction modeling [36, 39]. Recently, GNNs show the power of feature interaction learning for recommendation [21, 22, 33]. However, existing studies only capture pairwise feature interactions in a graph since each edge can only link to two nodes. We are the first to capture arbitrary order feature interactions and propose a Hypergraph Neural Network [9] based model to learn arbitrary order feature interactions uniformly.

### 2.3 Mutual Information Maximization

Mutual information maximization is a critical technique in unsupervised representation learning [24]. Deep Infomax (DIM, Hjelm et al. [15]) leverages a deep neural network-based method [1] to maximize the mutual information between an image’s local and global representations. A graph-based DIM is proposed to maximize the mutual information between node representations and graph representations [37]. For the first time, our work applies DIM on hypergraph that maximizes the mutual information between hyperedge representations and graph representations. Contrastive learning is close to DIM but maximizes the mutual information between the two views of the same variable [5]. Tian et al. [35] define properties of good views in contrastive learning. They hypothesize that each view contains all the information of an input variable about the output. We define the properties of beneficial feature interactions hypothesizing that each interaction only contains part of the information about the output. Khosla et al. [17] extend contrastive learning to a supervised setting. Our s-Infomax is similar to [17] but applies the supervised learning between local and global representations.

---

¹The implementation of our model can be found at https://github.com/ruizhang-ai/HIRS_Hypergraph_Infomax_Recommender_System.git.
3 PRELIMINARIES

3.1 Hypergraph Neural Networks

Different from the edges in a typical graph, each edge in a hypergraph (i.e., hyperedge) can link to an arbitrary number of nodes. A hypergraph \( G_H = (\mathcal{V}, \mathcal{E}) \) contains a node set \( \mathcal{V} = \{ v \}_{i=1}^m \), where \( m \) is the number of nodes. Each node \( i \) is represented as a vector \( v_i \in \mathbb{R}^d \) of \( d \) dimensions (e.g., node embedding). The hyperedge set \( \mathcal{E} = \{ e_j \}_{j=1}^k \) contains \( k \) edges. Each edge \( e_j \) is an \( m \)-dimensional binary vector \( \{ e_{ji} \in \{0,1\} \} \), where \( e_{ji} = 1 \) if the \( j \)-th edge links to node \( i \), and \( e_{ji} = 0 \) otherwise. We represent all the node vectors in a graph as a node representation matrix \( V \in \mathbb{R}^{m \times d} \) and the edge set as an incidence matrix \( E \in \{0,1\}^{m \times k} \).

In general, Hypergraph Neural Network (HGNN, Feng et al. [9]) first generates a representation \( h_j \) for each hyperedge \( j \) by aggregating the linked node vectors. Then, each node vector is updated by aggregating the edge representations linked to the node (called node patch representation). The procedure is:

\[
\tilde{c}_i = \phi(V(E_i j = 1)_{i \in V}), \quad \psi_i = \phi(h_j|E_i = 1)_{i \in E},
\]

where \( \phi(\cdot) \) and \( \psi(\cdot) \) are aggregation functions (e.g., element-wise mean), and \( \psi_i \) is the representation of node \( i \). The graph representation \( c \in \mathbb{R}^d \) can be generated by further aggregating the node patch representations:

\[
c = \eta((\psi_i)_{i \in V}),
\]

where \( \eta(\cdot) \) is an aggregation function similar to \( \phi(\cdot) \) and \( \psi(\cdot) \).

3.2 Deep Infomax

Given two random variables \( A \) and \( B \), Mutual Information Neural Estimation (MINE, Belghazi et al. [1]) estimates the mutual information \( I(A;B) \) by training a discriminator that distinguishes the samples from their joint distribution \( J \) and from their marginal distribution \( M \). Specifically, MINE uses Donsker-Varadhan representation (DV, Donsker and Varadhan [8]) of KL-divergence as the lower bound to the mutual information:

\[
I(A;B) = D_{KL}(\mathbb{P} \parallel \mathbb{Q}) \geq D_{DV}(\omega) = \mathbb{E}_{\mathbb{Q}}[\log \mathbb{E}_{\mathbb{P}}[e^{T_{\omega}(a,b)}]],
\]

where \( a \) and \( b \) are the samples of \( A \) and \( B \), respectively, and \( T_{\omega} \) is a classifier with parameters \( \omega \).

In Deep Infomax [15] that aims to maximize a mutual information, the exact mutual information value is not important. Therefore, \( D_{DV}(\omega) \) can be conveniently maximized by optimizing a GAN-like objective function [20, 37]:

\[
\mathcal{L} = \mathbb{E}_{\mathbb{P}}[\log T_{\omega}(a,b)] + \mathbb{E}_{\mathbb{Q}}[\log(1 - T_{\omega}(a,b))].
\]

This objective function can be optimized by training the discriminator \( T_{\omega} \) through a Binary Cross Entropy (BCE) loss [37].

4 PROBLEM STATEMENT

Denote by \( \mathcal{F} \) the universe of features. A feature-value pair is a name-value pair, denoted by \((o, w)\), where \( o \) is the name of the feature and \( w \) is the value of the feature. For example, \((\text{Male}, 1)\) and \((\text{Female}, 1)\) mean the categorical features of Male and Female, respectively, where \( \text{Male} \in \mathcal{F} \) and \( \text{Female} \in \mathcal{F} \) are considered as two different features, and value 1 means the feature is in the data sample. Let \( \mathcal{D} : \mathcal{X} \times \mathcal{Y} \) be an input-output domain and \( \mathcal{D} = \{(x_n, y_n)\}_{n=1}^N \) is a set of \( N \) input-output training pairs sampled from \( \mathcal{D} \).

- \( x_n = ((o, w))_{o \in J_n} \) is called a data sample consisting of a set of features, where \( J_n \subseteq \mathcal{J} \).
- \( y_n \in \{0,1\} \) is the implicit feedback (e.g., purchased, clicked) of the user on the item.

Feature Interaction based Recommendation. Given \((x_n, y_n)\), a recommendation model that explicitly considers feature interactions first selects (either predefined or detected) \( k_n \) feature interactions \( l_n = \{q_i\}_{i=1}^{k_n} \), where \( q_i \subseteq J_n \) indicates an interaction between the features in \( q_i \). Then, a predictive model \( F(x_n, l_n) = y'_n \) is designed with a middle state \( \mathcal{H} = \{h_i\}_{i=1}^n \), where \( h_i \in \mathbb{R}^d \) is the high-level representation of \( q_i \), and \( y'_n \) is the prediction of \( y_n \).

5 OUR PROPOSED METHOD

In this section, we first give an overview of our proposed method. Then, we demonstrate HIRS in detail and the empirical risk minimization function of HIRS. Finally, we provide analyses of our proposed model, including i) our proposed hypergraph neural network IHGNN can be easily generated to existing methods for feature interaction modeling; and ii) the interaction generation cost of HIRS.

5.1 Model Overview

We start by introducing data representation with hypergraphs. Then we describe the overall structure of HIRS.

5.1.1 Data Representation with Hypergraphs. We focus on one input-output pair considering \( k \) arbitrary order feature interactions. Existing GNN-based models can only represent pairwise feature interactions [33]. We propose a hypergraph form data representation that is more general in representing arbitrary order feature interactions. A hypergraph is an extension of a standard graph that each edge, i.e., hyperedge, can link to an arbitrary number of nodes. We treat each data sample as a hypergraph, with each node being a feature that occurred in the data sample. Each hyperedge represents an interaction between all the linked features. Formally, for the feature set of each data sample input \( x = ((o_i, w_i))_{i=1}^n \), it can be represented as a hypergraph \( G_H(\mathcal{V}, \mathcal{E}) \). The node set \( \mathcal{V} = x \). The hyperedge set \( \mathcal{E} \) consists of \( k \) feature interactions (to be detected) that are most beneficial to the prediction accuracy (i.e., beneficial feature interactions). \( \mathcal{E} \) can be represented as a hyperedge incidence matrix \( E \in [0,1]^{m \times k} \).

5.1.2 The Overall Structure of HIRS. HIRS contains two components: the first component performs recommendations predictions, and the second component performs s-Infomax and Infomin methods based on the three properties of beneficial feature interactions. The recommendation prediction component of HIRS contains two modules: one is a hyperedge prediction module that performs interaction generation; and the other is the IHGNN module that performs interaction learning. The recommendation prediction component takes a hypergraph without hyperedge as input, i.e., \( G_H(\mathcal{V}, \emptyset) \). A hyperedge prediction function \( f_{\text{gen}}(\mathcal{V}) \) leverages the node information to generate \( k \) beneficial feature interactions as the edge set \( \mathcal{E}' \). Then, IHGNN models the hypergraph with
the generated edge set \( G_H(V, E') \) and outputs the recommendation prediction \( y' \). The function combining the two modules is \( f_r(V; \rho) = \) \( \mathcal{I}_{HGN}(G_H(V, f_{gen}(V))) \), where \( \rho \) are all the parameters in \( f_{gen} \) and \( \mathcal{I}_{HGN} \). While training, the other component containing s-Infomax and Infomin is conducted on the hyperedge representations \( \mathcal{H} \) and the graph representation \( \mathcal{G} \) of \( f_r \) together with an \( L_0 \) activation regularization on the predicted hyperedges, to ensure the effectiveness of the interaction generation. Figure 2 demonstrates an overview of HIRS. In the following subsections, we describe these two components in detail.

### 5.2 The Recommendation Prediction Component

The recommendation prediction component (or RPC in short) of HIRS generates beneficial feature interactions via hyperedge prediction and then performs recommendation via IHGN.

#### 5.2.1 Hyperedge Prediction

The hyperedge prediction module \( f_{gen}(V) \) generates hyperedges \( E' \) as beneficial feature interactions in an incidence matrix format \( E' \in \{0, 1\}^{m\times k} \). \( E' \) equals 1 if the \( j^{th} \) feature is in the \( j^{th} \) beneficial feature interaction, and 0 otherwise.

Specifically, each node is first mapped into a node vector of \( d \) dimensions for hyperedge prediction: \( V'_i = \mathbf{emb}^b(a_i) \cdot w_i \), where \( \mathbf{emb}^b(\cdot) \) maps a feature into a \( d \)-dimensional embedding\(^2\). Then, for each node, we concatenate the vector containing the information of the node itself, and the vector summarizing the information of all other nodes in the hypergraph. The concatenated vector will be sent to an MLP to obtain a \( k \)-dimensional vector \( u_i \):

\[
u_i = \text{MLP}(\{V'_i, \sum_{j \neq i} V'_j\})\]

where \( [\cdot] \) is the concatenation operator.

Finally, we map \( u_i \) into binary values indicating the predicted hyperedge values \( E'_i = B(u_i) \), where \( B \) is a Bernoulli distribution. The predicted incidence matrix \( E' \in \{0, 1\}^{m\times k} \) is the concatenation of \( E'_i \) of all the \( m \) nodes.

However, directly representing \( E' \) by binary values results in a non-differentiable problem while training with gradient descent methods [29]. Therefore, we replace the Bernoulli distribution with the hard concrete distribution [27], which is differentiable and can approximate binary values. Specifically, \( u_i \) is transferred into the hyperedges of valid hypercube concrete distribution:

\[
z \sim \mathcal{U}(0, 1), \quad s_{ij} = \text{Sig}(\log z - \log(1 - z) + \log(u_{ij})) / \tau, \quad s_{ij} = s_{ij}(\delta - y) + y, \quad E'_i = \min(1, \max(0, s_{ij})),
\]

where \( z \) is a uniform distribution, \( \text{Sig} \) is the Sigmoid function, \( \tau \) is a temperature value and \( (\delta, y) \) is an interval with \( y < 0, \delta > 0 \). We set \( \gamma = -0.1, \delta = 1.1, \tau = 0.66 \) following Shi et al. [29].

#### 5.2.2 \( \mathcal{I}_{HGN} \)

With the generated edge set \( E' \in \{0, 1\}^{m\times k} \) in incidence matrix form, we propose an interaction-based hypergraph neural network (\( \mathcal{I}_{HGN} \)) to learn \( G_H(V, E') \).

First, we map each node in \( \mathcal{V} \) into a node vector for \( \mathcal{I}_{HGN} \): \( V'_i = \mathbf{emb}^b(a_i) \cdot w_i \). Then, different from HGNN [9] that models each hyperedge by linearly aggregating the node vectors, we use an MLP (a non-linear method) to model each hyperedge:

\[
h_j = f_{\mathcal{M}}(\text{sum}(V'_i | E'_{ij} = 1)_{i \in V})
\]

where \( f_{\mathcal{M}} \) is an MLP, \( \text{sum}(\cdot) \) is an element-wise sum and \( h_j \in \mathbb{R}^d \) is a high-level representation of edge \( j \).

The non-linearly modeling ensures IHGNN correctly and effectively models the generated interactions founded by statistical interactions [33], which is theoretically justified in Appendix B. Then, each node representation is updated via aggregating the representations of the corresponding (linked) hyperedges by a function \( \psi(\cdot) \) (e.g., element-wise mean). The hypergraph representation \( c \) is obtained via further aggregating all the updated node representations by a function \( \phi(\cdot) \) that is similar to \( \psi(\cdot) \). Finally, we use a readout function \( g(\cdot) \) to map \( c \) to a scalar value as the hypergraph classification result. The IHGNN function \( \mathcal{I}_{HGN} \) is:

\[
f_{\mathcal{I}_{HGN}}(G_H(V, E')) = g(\phi(\psi(\{h_i | E'_{ij} = 1\}_{i \in V})))\]

Inspired by Su et al. [33], we leverage an \( L_0 \) activation regularization to help detect beneficial feature interactions via sparsifying the generated hyperedge matrix \( E' \). However, the \( L_0 \) activation regularization solely may not lead to a successful interaction detection of arbitrary orders. For example, it may lead to the generated incidence matrix containing only one edge that links to all nodes and the other \( k - 1 \) edges being empty. As a result, all interaction information assembles in one hyperedge, which is not a beneficial feature interaction. Therefore, we exploit three properties of beneficial feature interactions in the next section to guide the beneficial feature interaction generation.

### 5.3 The s-Infomax and Infomin Component

We first define three properties of beneficial feature interactions (i.e., beneficial properties). Then we describe how we achieve the beneficial properties by s-Infomax and Infomin methods.

#### 5.3.1 Beneficial Properties

We formally define the three beneficial properties by s-Infomax and Infomin methods.

- **Sufficiency**: The representations of all beneficial feature interactions together contain as much information of the input about the true output as possible. In information theory, ideally, we aim to reach:

\[
l((h_1, h_2, ..., h_k); y) = I(x; y),
\]

where \( I(\cdot) \) is the mutual information.

- **Low Redundancy**: Each beneficial feature interaction representation should contain as less irrelevant information about the true output as possible. Ideally, we aim to reach:

\[
\sum_{i=1}^{k} H(h_i | y) = 0,
\]

where \( H(h_i | y) \) is the entropy of \( h_i \) conditioned on \( y \).

- **Disentanglement**: The representations of any two beneficial feature interactions contain as less duplicated information about the true output as possible. Ideally, we aim to reach:

\[
\sum_{i \neq j} I(h_i; h_j; y) = 0.
\]

Figure 3 shows the relations between feature interactions and the true output according to the three properties.
We aim to generate hyperedges that can simultaneously achieve the three properties. In HIRS, all the hyperedge representations \( \{h_1, h_2, \ldots, h_k\} \) are generated by a function with features \( x \) as the input, and the output \( y \) is predicted through the hyperedge representations, which forms a Markov chain \( x \rightarrow \{h_1, h_2, \ldots, h_k\} \rightarrow y \). Therefore, \( I(x; y) \geq I((h_1, h_2, \ldots, h_k); y) \). To achieve the sufficiency property, we need to maximize \( I((h_1, h_2, \ldots, h_k); y) \) to approach the optimal situation.

Due to the non-negativity of entropy and mutual information, \( \sum_{i=1}^{k} H(h_i|y) \geq 0 \) and \( \sum_{i \neq j} I(h_i; h_j; y) \geq 0 \). To achieve the low redundancy and the disentanglement properties, therefore, we minimize \( \sum_{i=1}^{k} H(h_i|y) \) and \( \sum_{i \neq j} I(h_i; h_j; y) \).

Combining all the goals together, the objective function is:

\[
\max \sum_{i=1}^{k} I(h_i|y) - \alpha \sum_{i \neq j} I(h_i; h_j; y) - \beta \sum_{i \neq j} I(h_i; h_j; y),
\]

where \( \alpha \) and \( \beta \) are scalar weights balancing the three properties.

### 5.3.2 s-Infomax and Infomin

Due to the difficulty of directly optimizing Equation (12) [15], we propose supervised mutual information maximization (s-Infomax) methods based on Deep Infomax (DIM, Hjelm et al. [15]) as the approximation of Equation (12). The s-Infomax method maximizes the mutual information between each edge representation and the label representation, i.e., \( \max I(h_i; y) \). The Infomin method minimizes the mutual information between every pair of edge representations in a hypergraph, i.e., \( \min I(h_i; h_j) \).

The approximation of Equation (12) is:

\[
\max \sum_{i=1}^{k} I(h_i|y) - \sigma \sum_{i \neq j} I(h_i; h_j),
\]

where \( \sigma \) is a scalar weight.

We prove that Equation (12) reaches the optimal value when Equation (13) reaches the optimal value in Proposition 1. We detail the proof in Appendix A.

**Proposition 1.** Consider an input-output pair \((x, y)\), where \( x \) is a set of features, a function maps \( x \) to \( y \) in a Markov chain \( x \rightarrow \{h_1, h_2, \ldots, h_k\} \rightarrow y \), where \( \{h_1, h_2, \ldots, h_k\} \) is a set of middle states mapped from \( x \), if the \( \{h_1, h_2, \ldots, h_k\} \) makes Equation (13) reach the optimal value, it also makes Equation (12) reach the optimal value.

Proposition 1 ensures that by optimizing Equation (13), we approximately optimize Equation (12) so that generate feature interactions that fit the three properties.

### 5.3.3 The Implementation

One difficulty of applying s-Infomax is that the label space only has two states, i.e., \( 0 \) and \( 1 \), which are discrete and are too small to provide enough output information [17]. Hence, we use the hypergraph representations to represent the label space, extending the two states into a continuous high-dimensional space. Following DIM, we sample the joint distribution as \( \mathcal{D}(h_i; y) \) as the pair of \( h_i \) and a random hypergraph representation \( c^+ \) from training samples having the same label \( y \). Then, we sample the marginal distribution as \( h_i \) and a random hypergraph representation \( c^- \) from training samples having the opposite label \( y \). We use a GAN-based objective function for s-Infomax:

\[
\max \frac{1}{k} \sum_{i=1}^{k} \left( \log D_{\theta}(h_i, c^+) + (1 - \log D_{\theta}(h_i, c^-)) \right),
\]

where \( D_{\theta} : \mathbb{R}^{2\times d} \rightarrow \mathbb{R} \) is a discriminator that distinguishes the joint distribution and the marginal distribution.

In Infomin, we minimize the mutual information between different hyperedge representations in a hypergraph. We set the sampled joint distribution as \( \mathcal{D}(h_i, h_j) \) that \( i \neq j \), and the marginal distribution as \( \mathcal{D}(h_i, h_i) \). To avoid the overfitting issue that the discriminator in Infomin may trivially compare whether two input vectors are the same, inspired by Gao et al. [10], we use a dropout function \( f_d \) to prevent each pair of input vectors from being the same.

To ensure efficiency, we get one sample from the joint distribution and one sample from the marginal distribution for each node. The objective function for Infomin is also a GAN-based objective function but swaps the joint and marginal distributions:

\[
\min \frac{1}{k} \sum_{i=1}^{k} \left( \log D_{\theta}(f_d(h_i), f_d(h_i)) + (1 - \log D_{\theta}(f_d(h_i), f_d(h_i))) \right).
\]
We show that some existing methods can be represented as an
empirical risk minimization function of HIRS containing the loss
function
\[ L \]

The empirical risk minimization function of HIRS contains the loss
function of recommendation predictions, an \( L_0 \) activation regularization, the loss functions of the s-Infomax discriminator and the Infomin discriminator:
\[
R(\theta, \omega, \rho) = \frac{1}{N} \sum_{n=1}^{N} (L(f_G(\mathcal{H}_n); \omega), y_n) + \lambda_1 \| \mathcal{E}_n \|_0 + \lambda_2 L_D(D_0) + \lambda_3 L_D(D_o)), \tag{16}
\]
\[ \rho^*, \omega^*, \omega^* = \arg \min_{\theta, \omega, \rho} R(\theta, \omega, \rho), \]
where \((G_H)_n = (G_H(V, \theta))_n, \lambda_1, \lambda_2, \lambda_3\) are weight factors, \(L(\cdot)\) and \(L_D(\cdot)\) are both BCE loss, and \(\rho^*, \omega^*, \omega^*\) are final parameters. Following Shi et al. [29], the \(L_0\) activation regularization can be calculated as: \[ \| \mathcal{E}_n \|_0 = \sum_{i,j} \text{Sig}(\log u_{ij} - \tau \log \frac{1}{\rho}). \]

5.4 The Empirical Risk Minimization Function
The empirical risk minimization function of HIRS contains the loss
function of recommendation predictions, an \( L_0 \) activation regularization, the loss functions of the s-Infomax discriminator and the Infomin discriminator:
\[
R(\theta, \omega, \rho) = \frac{1}{N} \sum_{n=1}^{N} (L(f_G(\mathcal{H}_n); \omega), y_n) + \lambda_1 \| \mathcal{E}_n \|_0 + \lambda_2 L_D(D_0) + \lambda_3 L_D(D_o)), \tag{16}
\]
\[ \rho^*, \omega^*, \omega^* = \arg \min_{\theta, \omega, \rho} R(\theta, \omega, \rho), \]
where \((G_H)_n = (G_H(V, \theta))_n, \lambda_1, \lambda_2, \lambda_3\) are weight factors, \(L(\cdot)\) and \(L_D(\cdot)\) are both BCE loss, and \(\rho^*, \omega^*, \omega^*\) are final parameters. Following Shi et al. [29], the \(L_0\) activation regularization can be calculated as: \[ \| \mathcal{E}_n \|_0 = \sum_{i,j} \text{Sig}(\log u_{ij} - \tau \log \frac{1}{\rho}). \]

5.5 Generalizing IHGNN to Existing Methods
We show that some existing methods can be represented as an
IHGNN in specific settings.

5.5.1 \(L_0\)-SIGN as IHGNN. A hypergraph is an extension of a standard
graph. Therefore, GNN-based recommender systems such as
\(L_0\)-SIGN [33] and Fi-GNN [21] can be easily applied by IHGNN
by changing the edge matrix into the incidence matrix form and
replacing the corresponding feature interaction modeling functions,
e.g., dot product by an MLP for \(L_0\)-SIGN.

5.5.2 FM as IHGNN. FM [28] models every pairwise feature interac-
tion by dot product and sums up all the resulting models. We can
regard each pairwise feature interaction in FM as a hyperedge link-
ing to two nodes, which forms the \(E_{FM}\) that contains all pairwise
node combinations, including all self-loops as the point-wise terms
in FM. In addition, FM-based extensions can also be achieved based
on the above derivation. For example, NFM [14] can be achieved by
replacing the dot product and the \(\phi\) by an element-wise production
and an MLP, respectively.

5.5.3 DeepFM as IHGNN. DeepFM [12] merges the prediction of
FM and the prediction of an MLP modeling all the features. We can
regard DeepFM as IHGNN by adding a hyperedge linking to all
nodes in addition to \(E_{FM}\). Since DeepFM uses different interaction
modeling functions in FM and the MLP, the hyperedges are modeled
differently according to the edge degree.

5.6 Interaction Generation Cost Analysis
HIRS generates \( k \) beneficial feature interactions through the
hyperedge prediction module \( f_{gen} \), which has the time complexity
of \( O(mkd) \) for a data sample of \( m \) features, where \( d \) is the em-
bedding dimension. The s-Infomax and the Infomin methods help

| Dataset       | #Data    | #Users | #Items | #Features |
|---------------|----------|--------|--------|-----------|
| MovieLens 1M  | 1,149,238| 5,950  | 3,514  | 6,974     |
| Book-Crossing | 1,050,834| 4,873  | 53,168 | 43,244    |
| MovieLens 25M | 31,147,118| 162,541| 62,423 | 226,122   |

Table 1: Dataset Statistics.

the interaction generation and both have the complexity of \( O(kd) \).
In addition, the IHGNN module models the generated feature in-
teractions for recommendation with an \( O(mkd + md) \) complexity.
Therefore, the time complexity of HIRS is \( O(mkd) \). Existing studies
model or examine all the possible interactions by enumerating them \( O(2^{md}) \) [25] or stacking pairwise interaction modeling layers
\( O(m^3d) \) [30, 38] when considering arbitrary orders. Since \( k \) can be
set to be a much smaller number (e.g., 40) than \( m^2 \) (e.g., 196 when
\( m = 14 \)), HIRS achieves a more efficient interaction modeling. We
do not include the complexity of the neural network modules in
HIRS and the baselines as they are all linear to \( d \). The running time
of HIRS and the baselines are detailed in Appendix D.

6 EXPERIMENTAL ANALYSIS
In this section, we evaluate the following aspects of our proposed
model: (i) the recommendation prediction accuracy of HIRS; (ii) the
beneficial feature interactions generation ability of HIRS; (iii) the
impact of different components and hyperparameters of HIRS.

6.1 Experimental Setting
6.1.1 Datasets and Baselines. We evaluate HIRS on three real-
world datasets in recommender systems: MovieLens 1M [13], Book-
crossing [46], and MovieLens 25M [13]. We summarize the statistics
of the datasets in Table 1. Note that although MovieLens 1M and
MovieLens 25M are both movie recommendation datasets, they
are actually deployed with different features, e.g., MovieLens 25M
contains the tag features, while MovieLens 1M does not. In this way,
we can evaluate the effectiveness and the robustness of our model
when different kinds of features are available in similar scenarios.
We compare HIRS with state-of-the-art models considering fea-
ture interactions for recommendation. They are FM [19], AFM [42],
NFM [14], Fi-GNN [21], \( L_0\)-SIGN [33], AutoInt [30], DeepFM [12],
xDeepFM [23], DCNv2 [38], AutoFIS [25], AFN [7]. More details
about the datasets and the baselines are in Appendix C.

6.1.2 Experimental Setup. In the experiments, we use element-
wise mean as the linear aggregation function for both \( \psi(\cdot) \) and \( \phi(\cdot) \).
\( g(\cdot) \) is a linear regression function. The MLPs for \( f_{gen}(\cdot) \) and \( f_{\ell} \)
consist of a fully connected layer of size 64 with a ReLU activation.
Both \( D_0 \) and \( D_o \) are bilinear models. The dropout probability of \( f_d \)
is 0.1. The node embedding size for interaction modeling and edge
prediction is 64. The hyperedge number \( k \) is 40. We set \( \lambda_1 = 0.02, \lambda_2 = 1, \lambda_3 = 0.1 \), and Adam [18] as the optimization algorithm.
We randomly split each dataset into training, validation, and test
sets with a proportion of 70%, 15%, and 15%, respectively. We evaluate
the performance of HIRS and the baseline models using the popular
ranking metrics Recall@10, Recall@20, NDCG@10, and NDCG@20.

6.2 Model Performance
Table 2 shows the performance of our model and the baseline mod-
els. The results are the average of 10 runs. The best results are in
To ensure our model can detect beneficial feature interactions that fit the beneficial properties (sufficiency, low-redundancy, and disentanglement), we propose the s-Infomax and Infomin module and the $L_0$ activation regularization. This section, we evaluate the influence of them on the beneficial feature interaction detection and the prediction accuracy.

We run two variants of HIRS: (i) without s-Infomax and Infomin (w/o MI), and (ii) without the $L_0$ activation regularization (w/o $L_0$). Figure 4 shows the distribution of the generated feature interactions on three settings (the full model and the two variants). We observe that when using the variant w/o MI, most of the generated hyperedges are empty (order 0), and a few hyperedges connect to most features (order 12-14). It proves the importance of the three properties on arbitrary order beneficial interaction generation.

When using the variant w/o $L_0$, most of the generated interactions have relative higher orders than using our full model. This proves that $L_0$ regularization helps ease the issue of mixed interaction in each hyperedge. Next, we show the prediction accuracies of the two variants and the full model in Figure 5. We observe the same trend as the previous experiments. We can see that both w/o MI and w/o $L_0$ reduce the prediction accuracy. This proves that our full model successfully generates more beneficial feature interactions than the two variants and hence gains the best performance.

### 6.4 Ablation Study on RPC Modules

We evaluate the impact of two key functions, the hyperedge detection function $f_{gen}$ and the non-linear interaction modeling function...
We evaluate the impact of the number of feature interactions \( (f) \) with different hyperedge numbers. \( \lambda_1, \lambda_2, \lambda_3 \) in Equation (16) on the MovieLens 1m dataset. As shown in Figure 8, every weight has a sweet point that leads to the best performance. For the \( \lambda_0 \) regularization weight (\( \lambda_1 \)), it balances the sparsity and the useful information retraining of the beneficial feature interactions. s-Infomax and Infomin balance the three properties. The sufficiency and the low redundancy are achieved by s-Infomax, and the disentanglement is achieved by Infomin. For example, a high s-Infomax weight ensures sufficiency and low redundancy, but may harm the disentanglement. Only when the three properties achieve simultaneously can we successfully generate beneficial feature interactions, and leverage them for accurate recommendations.

6.6 Case Study on the Detected Interactions

We do a case study to visualize the detected feature interactions. Figure 9 shows the detected feature interactions (in an incidence matrix) of a data sample in the MovieLens 1M dataset, where empty ones were removed. Each column is a feature interaction with corresponding features colored. We sort the feature interactions by order and set them with different colors based on their order, e.g., dark blue for second order feature interactions and purple for 13 order feature interactions (the number of colored cells in each column indicates the order of the corresponding interaction).

From the figure, we observe that: (i) Feature interactions provide potential explanations for the recommendation prediction results. For example, interaction 13 shows the interaction between age and comedy genre, which indicates that users aged 25-35 may prefer comedy movies. (ii) Features such as gender and age participate in many feature interactions, which shows the importance of these features in the prediction. (iii) User id (e.g., User_212) and movie id (e.g., Naked Gun) usually appears in high order feature interactions (e.g., interaction 30-34). This indicates that the id features can be used to infer complex preferences or properties. (iv) There are a few duplicated feature interactions, e.g., interactions 13 and 17. It means that these interactions are important. Having them duplicated adds the weights of these interactions in recommendation predictions.

Due to the space limitation, we present some experimental results for the Book-Crossing dataset and the MovieLens 25M dataset in Appendix E, which are consistent with demonstrated results in the above sections.

7 Conclusion

We proposed a method for detecting arbitrary order beneficial feature interactions for recommendation. The method represents each data sample as a hypergraph and uses a hypergraph neural network-based model named HIRS for recommendation. HIRS achieves superior results by directly generating beneficial feature interactions via hyperedge prediction and performing recommendation predictions via hypergraph classification. We define three properties of beneficial feature interactions, and propose s-Infomax and Infomin...
methods for effective interaction generation. In the future work, we will explore the possibility to automatically determine the best edge number, and to extend s-Infomax and Infomin methods to other domains such as anomaly detection.
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A PROOF OF PROPOSITION 1

Proposition 1. Consider an input-output pair \((x, y)\), where \(x\) is a set of features, a function maps \(x\) to \(y\) in a Markov chain \(x \rightarrow \{h_1, h_2, \ldots, h_k\} \rightarrow y\), where \(\{h_1, h_2, \ldots, h_k\}\) is a set of middle states mapped from \(x\), if the \(\{h_1, h_2, \ldots, h_k\}\) makes Equation (13) reach the optimal value, it also makes Equation (12) reach the optimal value.

Proof. Due to the non-negativity of mutual information, we have \(I(h_1; h_1) \geq 0\). \(\sum_{i \neq j} I(h_i; h_j)\) reaches the smallest value when \(I(h_i; h_j) = 0\) for all \(i \neq j\). That is, each pair of hyperedge representations are independent. Therefore, we have

\[
I(h_1, h_2, \ldots, h_k; y) = \sum_{i=1}^{k} I(h_i; y).
\] (17)

It means that when \(\sum_{i \neq j} I(h_i; h_j)\) reaches the smallest value, maximizing \(\sum_{i} I(h_i; y)\) equals to maximizing \(I(h_1, h_2, \ldots, h_k; y)\). Next, since

\[
0 \leq I(h_1; h_1) \leq I(h_1; h_i),
\] (18)

\[
\sum_{i \neq j} I(h_i; h_j; y) = 0 \text{ when } \sum_{i \neq j} I(h_i; h_j) = 0.
\]

Finally, since \(I(h_i; y) = H(h_i) - H(h_i|y)\), maximizing \(I(h_i; y)\) tries to reduce \(H(h_i|y)\) and in the optimal situation, \(H(h_i|y) = 0\).

In summary, when the formulation in Equation (13) reaches the optimal situation, we have maximized \(I(h_1, h_2, \ldots, h_k; y)\), and have \(I(h_i; h_j; y) = 0\) and \(H(h_i|y) = 0\), which make Equation (12) reach the optimal situation. \(\square\)

B IHGNN SATISFYING THE STATISTICAL INTERACTION PRINCIPLE

We first give the definition of high-order statistical interaction following Sorokin et al. [31].

Definition 1. (Statistical Interaction) Consider a function \(f(\cdot)\) with input variables \(x = \{x_1, x_2, \ldots, x_m\}\). Then, a set of variables \(I \subseteq x\) is a statistical interaction of function \(f(\cdot)\) if and only if there does not exist a set of functions \(f_{i,i}(\cdot)\), where \(x_i \in I\) and \(f_{i,j}(\cdot)\) is not a function of \(x_i\), such that

\[
f(x) = \sum_{x_i \in I} f_{i,j}(x_1, x_{i-1}, x_{i+1}, \ldots, x_m)
\] (19)

Then, we prove that IHGNN models a set of features as a statistical interaction if they form a hyperedge in the input hypergraph in Proposition 2.

Proposition 2. Consider an input-output pair \((x, y)\). Let \(G(V, E)\) be the input of HIRS, where \(V = x\), the IHGNN function (Equation (8)) flags a statistical interaction among all the features in \(q \subseteq V\) if \(q = \{a_j|E'_k = 1\}_{i \in E'V}\), where \(E'_k\) is a hyperedge predicted by \(f_{gen}\) (Equation (5)).

Proof. We prove by contradiction: assume there is a \(q = \{c_i|E'_k = 1\}_{i \in E'V}\) but the IHGNN function does not flag a statistical interaction on all the features in \(q\).

In HIRS, the edge modeling function \(f_E\) is a neural network, which is a non-linear function. Without losing generality, we set both the aggregation function \(\phi\) and \(\psi\) as the element-wise mean function and \(g\) is a linear regression function. Therefore, we can regard \(f_{IHGNN}\) as:

\[
f_{IHGNN}(G_H(V, E')) = \sum_{j \in E'} a_j f_E(\text{sum}(\{V'_j|E'_j = 1\}_{j \in E'})),
\] (20)

where \(a_j\) are some scalar values.

According to Definition 1, if \(f_{IHGNN}\) does not flag a statistical interaction on all the features in \(q\), we can rewrite Equation (20) as a linear combination of a set of functions that each function does not rely on at least one of the features in \(q\). That is:

\[
f_{IHGNN}(G_H(V, E')) = \sum_{j \in E'} a_j f_E(\text{sum}(\{V'_j|E'_j = 1\}_{j \in E'})),
\] (21)

However, since all features in \(q\) form a hyperedge in \(E'\), Equation (20) contains a component \(f_E(\text{sum}(\{V'_j|\ i \in q\}_{i \in E'V}))\), which nonlinearly models all features in \(q\). This component does not belong to any part of the right-hand side of Equation (21). Therefore, Equation (21) does not hold, which is a contradiction of the assumption. \(\square\)

Note that according to the definition of statistical interaction, if \(f_{IHGNN}\) flags a statistical interaction on all features in \(q\), \(f_{IHGNN}\) flags a statistical interaction on any \(q_i \subseteq q\). This is the reason that we use Infomin to force each hyperedge to contain different feature interactions and prevent multiple feature interactions from merging into one hyperedge.

C DATASETS AND BASELINES

Datasets. We study three real-world datasets to evaluate our model: MovieLens 1M [15] contains users’ ratings on movies. Each data sample contains a user and a movie with their corresponding attributes as features. We further collect movies’ other features, such as directors and casts from IMDB to enrich the datasets. Bookcrossing [46] contains users’ implicit and explicit ratings of books. Each dataset contains a user and a book with their corresponding features. The reprocessed words in the book titles are also regarded as features of the book. MovieLens 25M [13] contains movie attribute information and the tags (e.g., gunfight, dragon) that users gave to the movies. We regard the attributes genres, years, and the 10 most relevant tags for movie as features.

We transfer the explicit ratings to implicit feedback. We regard the ratings greater than 3 as positive ratings for MovieLens 1M and MovieLens 25M, and regard all rated explicit ratings as positive ratings for Bookcrossing due to its sparsity. Then, we randomly select the same number of negative samples equal to the number of positive samples for each user.

Baselines. We compare our model with eleven state-of-the-art models that consider feature interactions, including:

FM [19] models every pairwise feature interactions by dot product and sum up all the modeling results as the prediction. AFM [42] calculates an attention value for each feature interaction on top of FM. NFM [14] models each pairwise feature interaction and aggregates all the modeling results by an MLP. Fi-GNN [21] represents each data sample as a feature graph and models all pairwise interactions in a self-attention based GNN. Lo-SIGN [33] represents each data sample as a feature graph. It detects beneficial pairwise feature interactions and uses a GNN to model the detected ones for recommendation. AutoInt [30] explicitly models all pairwise feature interactions using a multi-head self-attentive neural network and aggregate all the modeling results as the prediction. DeepFM [12] combines the results of an MLP that implicitly models high-order interactions.
feature interactions and a FM that models pairwise feature interactions. xDeepFM [23] is an extension of DeepFM that models high-order feature interactions in explicit way. DCNv2 [38] leverages deep and cross network to implicitly and explicitly model feature interactions. AutoFIS [25] detects limited high-order beneficial feature interactions by setting a gate for each feature interaction. AFN [7] leverages logarithmic neural network to learn high-order feature interactions adaptively from data. For all baselines, we use the same MLP settings in all baselines (if use) as our interaction modeling function in HIRS for a fair comparison. In terms of highest order for baselines that explicit model high-order feature interactions, we follow the order settings in their original papers.

D RUNNING TIME ANALYSIS

We have theoretically analyzed the efficiency advantage of HIRS over other baselines that explicitly consider high-order feature interactions. In this section, we experimentally evaluate the running time of HIRS and these baselines. Specifically, we run HIRS and baselines on the MovieLens 1M dataset and record the time consuming they used in each epoch while training. For the baselines, we record the running time of setting different order limitations. We then compare with HIRS that consider arbitrary order feature interactions. Table 3 demonstrates the time consuming results. Note that since the running environment of our model and baseline models are not exact the same, the time comparison results reported are not completely accurate. For example, some baseline models directly call packages for compiling, which is more time efficient. However, we can still gain useful information from the results.

From the table, we can see that the running time of our model approximately equals to baseline models modeling low order features interactions, which is consistent with our theoretical analysis in Section 5.6. Meanwhile, the running time for baseline models increase with the highest order increasing, while HIRS has constant running time. The results proves the efficiency of our model in modeling arbitrary order feature interactions, while baseline models have much higher running time when considering up to arbitrary orders (order 14). In addition, when we detect fewer feature interactions for each data sample, e.g., \( k = 20 \), the running time is further decreased comparing to that of \( k = 40 \).

E ADDITIONAL EXPERIMENTAL RESULTS

In this section, we list additional results (in Figures 11-12) that are not shown in our paper due to the space limit. These results have consistent trends to the results reported in the paper, which provide further evidence on the robustness of our model.