Study on Dominant Factor for Academic Performance Prediction using Feature Selection Methods
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Abstract—All educational institutions always try to investigate the learning behaviors of students and give early prediction toward student’s outcomes for intervening and improving their learning performance. Educational data mining (EDM) offers various effective prediction models to predict student performance. Simultaneously, feature selection (FS) is a method of EDM that is utilized to determine the dominant factors that are needed and sufficient for the target concept. FS method extracts high-quality data that reduce the complexity of the prediction task that can increase the robustness of decision rule. In this paper, we provide a comparative study of feature selection methods for determining dominant factors that highly affect classification performance and improve the performance of prediction models. A new feature selection CHIMI based on ranked vector score is proposed. Analysis of feature sets of each FS method to get the dominant set is executed. The experimental results show that by using the dominant set of the proposed CHIMI method, the classification performance of the proposed models is significantly improved.
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I. INTRODUCTION

The development of developing countries mainly relies on the potential education system that can produce human resources. The success of human resource development depends on long-term investment in education from primary schools, secondary schools, and higher educations. Student performance in high school plays an important role that maximizes or minimizes student success in the secondary school national exam, higher education, and their future careers [1]. Student academic performance can be measured and monitored effectively by using methods of educational data mining (EDM).

Various EDM techniques are effectively used to predict student performance, identify their learning behaviors and progress, and many more [2-5]. The results of these tasks are helpful for students themselves, academic institutions, and related individuals to follow up academic performance, improve student performance, and use as information for planning and scheduling in education systems. In EDM, feature selection (FS) is used in many research work [6-8].

The prediction of student performance highly depends on the choice of selection of most relevant variables. In the educational domain, several factors were concerned to influence academic performance, mainly considers school environment factors, domestics environment factors, demographic background, attitudinal factors, and academic records. Various factors lead to have higher dimensions. Hence, many studies have focused on determining the related factors that affect student performance and predict their academic progress by using FS methods and applying predictive models of EDM [11-16]. In educational research, FS methods aim at determining important factors that are in need and sufficient to report the academic performance; we call it as dominant factors.

The dominant set was considered for two main contributions. In terms of giving intervention to poor-performing students, dominant set is known as the set of important factors that affect student performance. Another most common contribution is to raise the performance of prediction models. FS methods are categorized into 3 classes: filter-based methods, wrapper-based methods, and embedded/hybrid methods [5]. wrapper method and hybrid-based features selection methods are effective, yet computational expensive to detect the optimal sets in big data content [9]. Filter-based is a simple FS method, yet effective for all types of datasets. In addition, Filter is independence of classifiers and more scalable comparing to other FS methods [10]. The main objective of FS is to select optimal subsets consisting of relevant and informative features.

II. LITERATURE REVIEW

A. Feature Selection Methods and Prediction Models in EDM

This part presents a brief of previous works that have used FS techniques to enhance the performance of the prediction models of EDM.

Estrera et al. [11] gave analysis on high school record of student enrolled for a university. The analysis of the study proposed decision tree (DT), naive Bayes (NB), and k-nearest neighbor (KNN). The decision tree algorithm generates affective results in this classification and prediction problem. Several FS methods were utilized to improved the performance of proposed models and to detect student learning patterns. The proposed FS methods are: Chi-square Statistics (CHS) test, Information Gain (IG) test, and Information Gain Ration (IGR)
test in the study. Experimental results indicated the decision tree produced the most satisfied accuracy.

Ramaswami et al. [12] developed a comparative study of six filter-based feature selection methods for improving academic performance prediction. The used algorithms are correlation-based feature evaluator (CB), Chi-square feature evaluator (CH), gain ration feature evaluator (GR), information gain feature evaluator (IG), Relief (RF), and Symmetric Uncertainty (SU). The results indicated an increase in prediction performance and reduced time consumption.

Febro [13] utilized feature selection methods to improve prediction models and extract important features that affect student retention in higher education. Three filter-based selection methods (Information Gain Ratio (IGR), Correlation-based Feature Selection (CFS), and Chi-square (CHS)) are introduced. The optimal subset of 14 features was extracted from an original set of 29 features. The accuracy result jumps to 92.09%.

Zaffar et al. [14] proposed a study of feature selection techniques to enhance the prediction performance of academic performance. The FS techniques utilized in the study are: correlation based feature evaluator (CFS), Chi-squared test, the filtered, gain ration (GR), principal component analysis (PC), and Relief method. To confirm the performance of the proposed FS techniques, the study utilized fifteen prediction models and make comparison of the models on each FS methods. The experiment indicates the improvement of accuracy when applying feature selection.

Alhassan et al. [15] proposed a study of analyzing student learning behaviors and predicting their academic performance in web-based learning management systems (LMS). The study observed the student learning patterns on the online study platform using five machine learning classifiers: J48 of decision tree, random forest (RF), the logistic regression (LR), sequential minimal optimization (SMO), and multilayer perceptron (MLP). Analysis of all feature sets and subsets of features are conducted by using six feature selection methods: Correlation Attribute Evaluation, Information Gain, CFS Subset, Wrapper-J48, Wrapper-NB, Wrapper-IBK. The RF algorithm combined with the feature selection methods outperformed the rest models.

Mythili et al. [16] proposed an analysis of student performance by applying data mining algorithms. The various classification algorithms used in the study are J48, Random Forest (RF), Multilayer Perceptron (MLP), Artificial Neural Network (ANN), IBI of the nearest neighbor classifier, and Decision Table. The experiment was conducted by filtering the important features using Information Gain (IG), and Gain Ratio (GR). With the merit of selecting only high ranking important features, it is discovered that RF performance is the best than that of different algorithms employed in the study.

B. The Current Study

Even if several works of literature have studied using FS algorithms in EDM, however, a lot of attention and consideration are needed to build academic performance prediction model with the analysis and help of FS methods. The primary purpose of our study is to present an analysis of feature selection methods to extract the dominant factors that are necessary and sufficient to evaluate the success of students’ performance. The primary purpose of this study is to introduce a study of analysis on feature selection methods on a set of classifiers and then determine the performance of each algorithm on each classifier. The study proposed a novel FS algorithm to improve the performance of predictive models. We search for an optimal and effective subset that improves the classification performance of classifiers. Consequently, we can obtain the potential prediction model and the dominant factors that maximize and control the evaluation of student performance. The proposed framework of this study is shown in Fig. 1.

![Fig. 1. The Proposed Framework of this Study.](image)

III. METHODOLOGY

A. Participants and Data

The target of the study is to utilize related factors to predict student performance in high school. The proposed data in the study was collected from several high schools in Cambodia. The questionnaire concerning with any related factors that affect (weak or strong) the student performance and it was designed into five main parts. The first part consists of six questions concerning with student performanial information. The second part related to domestic or home factors, which has 17 questions. The third part has 15 questions including any information related with student learning behaviors and materials in study. The forth part consists of 14 questions in total concerning with school factors. The last part is the student score for output variables. The description is illustrated in Table I.

B. Data Preprocessing

Preprocessing task is treated as a necessary step in every modeling. The utilized data mining models usually require data cleansing, data encoding, and data transformation to convert the data into an executable format and enhance model performance. The tool that is used in preprocessing and experiment in this study is R, a powerful tool for machine learning and statistical computation.

C. Model Evaluation Metrics

Evaluating model is a core part of EDM work, two standard model evaluation metrics are utilized in this study. Accuracy and root mean square error are the two commonly used metrics evaluating prediction models.
• Accuracy (ACC): ACC is a common model evaluation metric used to evaluate the performance of prediction model by computing the percentage of correctly prediction [15]. It is calculated as in (1).

\[ \text{ACC} = \frac{\text{Correctly predicted values}}{\text{Total values}} \] (1)

• Root Mean Square Error (RMSE): RMSE is a standard evaluation metric used to evaluate prediction error by computing the error or difference between actual output and predicted output [15]. It can be calculated using (2).

\[ \text{RMSE} = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (y_i^p - y_i^m)^2} \] (2)

D. Feature Selection Methods and Dominant Set

Analysis of student’s information, their learning behavior, and factors affecting students’ academic performance is still a challenging task in educational institutes [13]. Many cognitive and non-cognitive factors affect the academic performance of children and adolescents. Several related domains weakly or highly influence on results and achievements of high school students. Various factors lead to have higher dimensions. Hence, this study focus on determining the related factors that affect student performance and improved the proposed EDM with the merit of data set determining by FS techniques. This feature set is called the dominant set.

| Factors | ID | Predictors (number of questions) | Data types |
|---------|----|---------------------------------|------------|
| Domestic | PEDU | Parents’ educational levels (2) | Nominal |
| | POCC | Parents’ occupational status (2) | Nominal |
| | PSES | Parents’ socioeconomic levels (3) | Ordinal |
| | PL | Parents’ involvement (4) | Ordinal |
| | PS | Parenting styles (4) | Ordinal |
| | DE | Domestic environment (2) | Ordinal |
| Student | SELD | Self-regulation on study (5) | Ordinal |
| | SIM | Interest and motivation (4) | Ordinal |
| | ANXI | Students’ anxiety toward their classes and exams (3) | Ordinal |
| | POSS | Possession materials for study (3) | Nominal |
| School | CENV | School and class environment (1) | Ordinal |
| | CU | Curriculum (2) | Nominal |
| | TMP | Teaching methods and practices (4) | Ordinal |
| | TAC | Teachers’ attribute & characteristics (4) | Ordinal |
| | ARES | Academic resource (3) | Nominal |
| | SCORE | Student’s performance level based on their mark or score | Ordinal |

The dominant set was considered for two main contributions. Internm of giving intervention to poor-performing students, dominant set is known as the set of important factors that affect student performance. Another most common contribution is to improve the performance of prediction model. From the literature reviews, filter-based feature selection methods is the most popular method in the research of educational domain. Filter-based is a simple FS method, yet effective for all type of datasets. In addition, Filters are independence of classifiers and more scalable comparing to other FS methods [17]. In this study, we propose comparative approach of experiment of a proposed feature selection method to three existing baseline methods.

1) Information Gain (IG): IG is one of the popularly used feature selection methods in data mining. IG utilized the entropy-based method to capture the importance of features [17]. Entropy class \( C \) prior to feature \( F \) is expressed as:

\[ H(C) = -\sum_c p(c) \times \log_2 p(c), \] (3)

where \( p(c) \) is a marginal function of density probability for class \( C \). The conditional entropy of class \( C \) for a feature \( F \) is denoted as:

\[ H(C \mid F) = \sum_{i=1}^{m} \frac{|C_i|}{|C|} H(C_i), \] (4)

where \( C = \{C_1, C_2, ..., C_m\} \) is the \( m \) partition of class \( C \). The IG of class \( C \) as acquired from a feature \( F \) is given by the following equation:

\[ IG(C, F) = H(C) - H(C \mid F). \] (5)

2) Symmetric Uncertainty (SU): SU is one of the leading feature selection techniques [17]. SU determines the correlation between a feature and target variable using entropy and information gain theory as in equation (6):

\[ SU(A, D) = \frac{IG(D, A)}{H(D) + H(A)}, \] (6)

where \( H(D) \) and \( H(A) \) are entropies of based on probability of class associated with the example set \( D \) and attribute \( A \), respectively; \( IG(D, A) \) is the information gain as shown in equation (5).

3) Mutual Information (MI): MI of two random variables or features is a measure quantifies the dependence measurement between those variables [18]. It is asymmetric measurement such that \( I(X, Y) = I(Y, X) \) that can recognize non-linear relationships between variables. MI of two discrete variables \( X \) and \( Y \) can be described as:

\[ I(X, Y) = \sum_{x,y} p_{xy}(x,y) \log \frac{p_{xy}(x,y)}{p_x(x) \times p_y(y)}. \] (7)
where \( p_x(x) \) and \( p_y(y) \) are marginal probability such that
\[
p_x(x) = \sum_y p_{xy}(x, y), \quad p_y(y) = \sum_x p_{xy}(x, y).
\]

(8)

If the variables \( X \) and \( Y \) are independent, then the joint probability \( p_{xy}(x, y) = p_x(x) \times p_y(y) \) and \( I(x, y) = 0 \).

4) Chi-square (CHI): CHI is a statistical method that is utilized for measuring the dependency of each input feature to the target class. The technique utilized the feature score from Chi-square test to get the rank list of all input features [9]. The list of an informative feature set can be computed using the equation below:

\[
\chi^2 = \sum_{i=1}^{l} \sum_{j=1}^{c} \frac{(n_{ij} - \bar{e}_{ij})^2}{\bar{e}_{ij}},
\]

where \( l \) denotes the number of classes or determined intervals of a particular feature; \( c \) represents the number of classes in target variable; \( n_{ij} \) is the observed (actual) frequency of sample of \( i^{th} \) interval and \( j^{th} \) class; \( \bar{e}_{ij} \) indicate the expected frequency of \( n_{ij} \).

(9)

5) The Proposed FS Method (CHIMI): Many studies have confirmed the effectiveness of information gain (IG), symetric uncertainty (SU), and mutual infromation (MI) in many applications. The techniques use the concepts of information theory [18]. These techniques are information-based methods. Chi-square is considered as one of the top methods utilized in many applications and works best with categorical data type [18]. CHI and MI are known as the two outstanding methods [19]; however, many studies have confirmed that working on combined-FS methods is better than trusting on a single method. The CHIMI: CHIMI is a proposed combined-FS method which is the combination of CHI and MI methods by computing the new feature scores.

CHI and MI methods have demonstrated its merits of FS methods. Hence, this study come up with the concepts of calculating a new feature scores based on the score of CHI and MI algorithms. Since, it is broadly known that different FS methods compute scores of feature sets differently, therefore, produced different scales. Hence, before computing the new feature scores, the original scores of CHI and MI are first normalized. The normalization of MI and CHI scores can be done as in (10).

\[
\overline{CHI} = \frac{CHI_{\text{min}} - CHI}{CHI_{\text{max}} - CHI_{\text{min}}}, \quad \overline{MI} = \frac{MI_{\text{max}} - MI}{MI_{\text{max}} - MI_{\text{min}}}
\]

(10)

Once, the normalization of two score vectors are done, then it is passed to combined a new vector of feature score as formulated in (11).

\[
CHIMI = \overline{CHI} \overline{MI}
\]

(11)

The score vector indicated in (11) store the information of feature score of CHI and MI in form of vector. To get the absolute value or magnitude of the combined-FS method, Euclidean norm need to be computed. Hence, the new feature score of the combined-FS method is calculated using (12).

\[
|CHIMI| = \sqrt{\left(\overline{CHI}\right)^2 + \left(\overline{MI}\right)^2}
\]

(12)

To filter the redundant feature, Correlation Feature Selection (CFS) [13] is then introduced to filter the features of CHIMI. The CFS method evaluates the performance of feature subsets by evaluating the predictive ability of individual feature along with the degree of redundancy between input features.

This implies that the score of a feature in the CHIMI method containing the score vector generated by the CHI and MI algorithms with the different predictive ability of each feature. The new feature rearranges the order of importance of feature, feature with with bigger value of \( |CHIMI| \) will be ranked higher. Unlike other previous methods of combining scores from different techniques such as AND and OR, our proposed approach gives a true metric on the space for score vector [20]. Some experimental results in earlier works reported a minor improvement or no improvement in classification performance when more than three feature selection methods were combined [21]. This method conducts a mathematical structure for examining the vector space of combined scores.

The normalization of CHI and MI scores is to introduce a new rank of input features based on the computed scores. This method may place the input features within their true rank and improves the higher possibility of certain significant features to being identified for selecting the dominant feature set.

E. Classification Algorithms

Several EDM techniques from many works of literature [11]-[16] were considered. The comparative study of prediction models on predicting student performance was conducted in [23]. The improvement version of the comparative study was conducted in [24]. The experimental results of both works indicated that k-nearest neighbor (KNN), two tree-based models: C5.0 and random forest (RF) are the optimal models. The developed EDM classifiers were proposed in earlier works [25][26][27]. The study of this work utilized the four prediction models as follows:

1) K-nearest neighbor (KNN): KNN KNN is known as an popular non-parametric EDM models utilized in many classification problems. The KNN is confirmed to be a successful classifier in our classification problem as proposed in the previous work [24]. Similarly to other classifiers, the KNN is noise-sensitive classifier. Its performance highly depends on the quality of the training data. The noise of data and mislabeled data, outliers, and overlaps regions between the data of different classes or targets lead to inaccurate classification [22].

2) Hybrid C5.0 and Hybrid RF: Hybrid C5.0 and Hybrid RF are the developed models that were studied in our earlier work [25]. The study gave the development and improvement
version of [23] [24] for prediction academic performance. Four baseline models, naïve Bayes (NB), support vector machine (SVM), C5.0, and random forest (RF) were utilized. The concept of principal component analysis (PCA) and k-fold cross validation (10-fold CV) were applied to baseline models. The Hybrid C5.0 (C5.0 + PCA + 10-fold CV) and Hybrid RF (RF + PCA + 10-fold CV) are the two standout models.

3) Improved Deep Belief Networks (IDBN): The IDBN is the optimization version of deep belief network (DBN) model. In our previous work, we gave a study of an optimization approach of DBN concerning (i) feature selection method, (ii) optimization of hyper-parameter, and (ii) regularization method [26]. The proposed IDBN successfully achieves the high prediction performance when applying with larger datasets.

IV. EXPERIMENTAL RESULTS OF PREDICTION MODELS

This section reported the performance evaluation of feature selection methods in selecting the dominant factors for predicting academic performance. We executed the proposed optimal classifiers using subsets that were obtained from each FS method. After applying the FS algorithms to the original datasets, each algorithm captures a subset of top N features. The FS algorithm selects the relevant factors to the target variables, then we rank the feature weight denoting the importance of features from sets selected by each FS algorithm decreasingly. We defined the dominant set as a set of input features containing top-n features that provide the highest prediction performance. The framework of the study is illustrated in Fig. 2.

The experiment was carried out with two phases. The first experiment was executed with the dataset ADS comprised of 1204 samples. The second experiment was with dataset GDS4 comprises 10000 samples. The second experiment was carried out with the context of a larger dataset to confirm the performance of IDBN and other proposed models. The experiment was made a minimal subset of five features to a fully selected set. To evaluate and compare the performance of prediction models, ACC and RMSE are measured. Recall that the higher value of ACC, the better model is. In contrast to ACC, the smaller value of RMSE, the better model is.

A. Experimental Results with ADS Dataset

This section illustrate the experimental results of the proposed FS methods with the developed classifiers using ADS dataset. Table II describe the experimental results of the proposed method regarding with orginal dataset. Table III to Table VI illustrate the computational results of each classifier on subsets selected by IG, SU, CHI, MI, and the proposed CHIMI. The experiment aim to detect the dominant of each FS methods.

Table II illustrate the statistical results of the two metrics of KNN, Hybrid C5.0, Hybrid RF, and IDBN. The average of ACC and RMSE from serveral iteration run are recorded. The two developed tree-based models, Hybrid C5.0 and Hybrid RF generate the highest ACC and lowest RMSE.

From Fig. 3 and Fig. 4, we can obtain the results of ACC and RMSE of the Hybrid C5.0 model using a selected set of each FS method, and it is summarized in Table III.

From Fig. 5 and Fig. 6, we can obtain the results of ACC and RMSE of the Hybrid C5.0 model using a selected set of each FS method, and it is summarized in Table IV.

From Fig. 7 and Fig. 8, we can obtain the results of ACC and RMSE of the Hybrid RF model using a selected set of each FS method, and it is summarized in Table V.


**TABLE III.** THE PERFORMANCE EVALUATION ON KNN MODEL

| Models | Selected set | Dominant set |
|--------|--------------|--------------|
|        | N | ACC  | RMSE | N | ACC  | RMSE |
| IG     | 29 | 95.35 | 0.257 | 5  | 97.35 | 0.163 |
| SU     | 29 | 95.32 | 0.259 | 5  | 97.33 | 0.164 |
| CHI    | 29 | 95.43 | 0.249 | 6  | 98.35 | 0.115 |
| MI     | 32 | 95.683 | 0.241 | 7  | 98.94 | 0.077 |
| CHIMI  | 32 | 96.25 | 0.179 | 6  | 99.62 | 0.063 |

**TABLE IV.** THE PERFORMANCE EVALUATION OF HYBRID C5.0 MODEL

| Models | Selected set | Dominant set |
|--------|--------------|--------------|
|        | N | ACC  | RMSE | N | ACC  | RMSE |
| IG     | 29 | 99.81 | 0.049 | 28 | 99.85 | 0.045 |
| SU     | 29 | 99.79 | 0.051 | 28 | 99.85 | 0.045 |
| CHI    | 29 | 99.85 | 0.041 | 29 | 99.85 | 0.041 |
| MI     | 32 | 99.89 | 0.035 | 32 | 99.89 | 0.035 |
| CHIMI  | 32 | 99.90 | 0.033 | 32 | 99.90 | 0.033 |

**TABLE V.** THE PERFORMANCE EVALUATION OF THE HYBRID RF MODEL

| Models | Selected set | Dominant set |
|--------|--------------|--------------|
|        | N | ACC  | RMSE | N | ACC  | RMSE |
| IG     | 29 | 99.89 | 0.033 | 28 | 99.89 | 0.033 |
| SU     | 29 | 99.87 | 0.036 | 28 | 99.87 | 0.036 |
| CHI    | 29 | 99.95 | 0.015 | 29 | 99.95 | 0.015 |
| MI     | 32 | 99.97 | 0.012 | 32 | 99.97 | 0.012 |
| CHIMI  | 32 | 99.97 | 0.012 | 31 | 99.98 | 0.011 |
From Fig. 9 and Fig. 10, we can obtain the results of ACC and RMSE of the IDBN model using a selected set of each FS method, and it is summarized in Table VI.

The results presented in Table III demonstrate the performance of the KNN model on feature sets and dominant sets selected by IG, SU, CHI, MI, and CHIMI methods. The models work best with the low dimension of the most important features. The KNN model with the dominant set of the proposed CHIMI achieves the highest performance. The ACC and RMSE are improved to 99.62 and 0.063, respectively.

From Table IV, the performance of the Hybrid C5.0 is significantly improved when using the dominant set of the CHIMI. The ACC and RMSE of the Hybrid C5.0 are improved to 99.90 and 0.033, respectively.

The results of ACC and RMSE of the Hybrid RF are shown in Table V. The proposed CHIMI method outperforms the rest FS methods in achieving the highest ACC and lowest RMSE. The ACC and RMSE of the Hybrid RF are improved to 99.98 and 0.011, respectively.

Table VI demonstrates the performance of the developed IDBN classifier with the input feature sets selected by the five FS methods. The ACC and RMSE of the IDBN are improved to 87.32 and 0.514, respectively.

| Proposed Models | KNN | Hybrid C5.0 | Hybrid RF | IDBN |
|-----------------|-----|-------------|-----------|------|
| ACC (%)         | 95.12 | 98.55       | 98.88     | 97.01 |
| Std. of ACC     | 0.942 | 0.578       | 0.312     | 0.666 |
| RMSE            | 0.193 | 0.163       | 0.161     | 0.195 |
| Std. of RMSE    | 0.016 | 0.049       | 0.028     | 0.015 |

B. Experimental Results with GDS4 Dataset

In this subsection, we do our experiment with an artificial dataset of a larger size of 10000 samples, dataset GDS4. We want to compare the performance of IDBN with other models using subsets of FS algorithms. The performance of the proposed models with the original dataset is shown in Table VII.

Table VII illustrate the statistical results of the two metrics of KNN, Hybrid C5.0, Hybrid RF, and IDBN. The average of ACC and RMSE from several iteration run using GS4 dataset are recorded. The two developed tree-based models, Hybrid C5.0 and Hybrid RF generate the highest ACC and lowest RMSE, follow by the IDBN model.

From Fig. 11 and Fig. 12, we can obtain the results of ACC and RMSE of KNN models using a selected set of each FS method, and it is summarized in Table VIII.

From Fig. 13 and Fig. 14, we can obtain the results of ACC and RMSE of the Hybrid C5.0 model using a selected set of each FS method, and it is summarized in Table IX.
Fig. 12. RMSE of KNN using GDS4 Dataset.

TABLE VIII. THE PERFORMANCE EVALUATION OF THE KNN MODEL

| Models | Selected set | Dominant set |
|--------|--------------|--------------|
|        | N  | ACC  | RMSE | N  | ACC  | RMSE |
| IG     | 29 | 95.50 | 0.263 | 5  | 98.30 | 0.122 |
| SU     | 29 | 95.52 | 0.266 | 5  | 97.25 | 0.129 |
| CHI    | 29 | 95.51 | 0.262 | 6  | 98.95 | 0.089 |
| MI     | 32 | 95.65 | 0.243 | 7  | 99.52 | 0.062 |
| CHIMI  | 32 | 96.35 | 0.175 | 6  | 99.67 | 0.059 |

From Fig. 15 and Fig. 16, we can obtain the results of ACC and RMSE of the Hybrid RF model using a selected set of each FS method, and it is summarized in Table X.

Fig. 13. ACC of Hybrid C5.0 using GDS4 Dataset.

Fig. 14. RMSE of Hybrid C5.0 using GDS4 Dataset.

Fig. 15. ACC of Hybrid RF using GDS4 Dataset.

Fig. 16. RMSE of Hybrid RF using GDS4 Dataset.

TABLE IX. THE PERFORMANCE EVALUATION OF HYBRID C5.0 MODEL

| Models | Selected set | Dominant set |
|--------|--------------|--------------|
|        | N  | ACC  | RMSE | N  | ACC  | RMSE |
| IG     | 29 | 99.61 | 0.059 | 28 | 99.65 | 0.055 |
| SU     | 29 | 99.60 | 0.058 | 28 | 99.63 | 0.057 |
| CHI    | 29 | 99.71 | 0.047 | 29 | 99.71 | 0.051 |
| MI     | 32 | 99.75 | 0.045 | 32 | 99.75 | 0.047 |
| CHIMI  | 32 | 99.75 | 0.045 | 32 | 99.75 | 0.045 |

From Fig. 15 and Fig. 16, we can obtain the results of ACC and RMSE of the Hybrid RF model using a selected set of each FS method, and it is summarized in Table X.

From Fig. 17 and Fig. 18, we can obtain the results of ACC and RMSE of the IDBN model using a selected set of each FS method, and it is summarized in Table XI.

The results presented in Table VIII demonstrate the performance of the KNN models on feature sets and dominant sets selected by IG, SU, CHI, MI, and CHIMI methods on the GDS4 dataset. The KNN model with the dominant set of the proposed CHIMI achieves the highest performance. The ACC and RMSE of the KNN are improved to 99.67 and 0.059.
Table X demonstrates the performance of the developed IDBN classifier with the input feature sets selected by the five FS methods. The ACC and RMSE of the IDBN are improved to 99.82 and 0.044, respectively.

C. Summary and Discussion

This study aims to boost up the performance of the proposed classifiers to reach the most classification results. Hence, the optimal models are then combined with dominant sets, which is believed to significantly improve the performance of prediction models and selected the highly influencing factors in academic performance.

From Table II to Table XI, we can summarize the performance of KNN, Hybrid C5.0, Hybrid RF, and IDBN on dominant sets of IG, SU, CHI, MI, and CHIMI methods. Fig. 19 and Fig. 20 summarize the value of ACC and RMSE of each classifier on each FS method on data ADS and GDS4, respectively.

Fig. 19 represents the values of ACC and RMSE of the four classifiers with the five FS methods using the ADS dataset. Concerning prediction models, Hybrid C5.0 and Hybrid RF are comparatively better than the other two models. Regarding the FS methods, the performance of IG and SU methods are not statistically different. The performance of CHI and MI algorithms standout the performance of IG and SU. The figure reports that the proposed CHIMI successfully improves the performance of the four prediction models and standout the performance of the four FS methods.

Fig. 20 graphically demonstrate the performance of the four classifiers with the five FS methods using the GDS4 dataset. In the context of a larger dataset, the performance of IDBN is significantly improved. The performance of IDBN and Hybrid are not statistically different and the two models standout the performance of Hybrid C5.0 and KNN. The proposed CHIMI roles as the best FS method in selecting the dominant factors for improving the performance of the prediction models.
V. CONCLUSION

Education is a crucial factor in the development of any country. Predicting student performance and mining their learning behaviors are challenging tasks in an educational environment. This paper presents a study of the analysis of dominant factors using feature selection methods and propose a novel feature selection algorithm for improving prediction performance to get the most successful classification results. The proposed CHI MI of the FS method significantly improves the performance of the proposed prediction models. The dominant set of the CHIMI method enhances the accuracy of prediction models from 1 to 5% increase and the RMSE from 0.06 to 0.2 decrease. The performance of the proposed prediction models reach the superior classification results that can be effectively used to predict student performance. Once performance levels can be effectively predicted, hence, the at-risk group of students with poor-performing is identified, then they can be timely given intervention and additional assistance.
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