REGULARITY OF EXTREMAL SOLUTIONS OF SEMILINEAR ELLIPTIC EQUATIONS WITH $M$-CONVEX NONLINEARITIES
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Abstract. We consider the Gelfand problem in a bounded smooth domain $\Omega \subset \mathbb{R}^N$ with the Dirichlet boundary condition. We are interested in the boundedness of the extremal solution $u^\ast$. When the dimension $N \geq 10$, it is known that a singular extremal solution can be constructed for the nonlinearity $f(u) = e^u$ and $\Omega = B_1$. When $3 \leq N \leq 9$, Cabré, Figalli, Ros-Oton, and Serra (2020) proved the following surprising result: the extremal solution $u^\ast$ is bounded if the nonlinearity $f$ is positive, nondecreasing, and convex.

In this paper, we succeed in generalizing their result to general $m$-convex nonlinearities. Moreover, we give a unified viewpoint on the results of previous studies by considering $m$-convexity. We provide a closedness result for stable solutions with $m$-convex nonlinearities. As a consequence, we provide a Liouville-type result and by using a blow-up argument, we prove the boundedness of extremal solutions.

1. Introduction

Let $\Omega$ be a bounded domain of class $C^3$ and $f : \mathbb{R} \to \mathbb{R}$ be a positive, nondecreasing, locally Lipschitz, and superlinear function in the sense that

$$\lim_{u \to \infty} \frac{f(u)}{u} = \infty.$$ 

We consider the semilinear elliptic problem

\begin{equation}
\begin{cases}
-\Delta u_\lambda = \lambda f(u_\lambda) & \text{in } \Omega, \\
u_\lambda > 0 & \text{in } \Omega, \\
u_\lambda = 0 & \text{on } \partial \Omega,
\end{cases}
\end{equation}

where $\lambda$ is a positive parameter.

Equation (1.1) is known as the Gelfand problem. It was first studied by Barenblatt in relation to combustion theory in a volume edited by Gelfand [13]. Later, it was studied by many authors. We say that a solution $u_\lambda \in C^2_0(\Omega)$ of (1.1) is stable if

$$\int_\Omega \lambda f'(u_\lambda) \xi^2 \, dx \leq \int_\Omega |\nabla \xi|^2 \, dx \quad \text{for all } \xi \in C^\infty_0(\Omega).$$
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If we define the associated energy $E$ as

$$E(u_\lambda) := \int_\Omega \left( \frac{\nabla u_\lambda}{2} - \lambda F(u_\lambda) \right) \, dx,$$

where $F(u) := \int_0^u f(s) \, ds$, then the stability of a solution $u$ is interpreted as the nonnegativity of the second variation $E''$ at the critical point $u$. In particular, any local minimizer of $E$ is a stable solution.

The following theorem is the fundamental result to deal with this problem.

**Theorem 1.1** (see [2,3,12]). Let $f$ be a positive, nondecreasing, locally Lipschitz, and superlinear function. Then there exists a constant $\lambda^* = \lambda^*(\Omega, N, f) \in (0, \infty)$ such that

- For $0 < \lambda < \lambda^*$, there exists a minimal classical solution $u_\lambda \in C^2(\Omega)$ of (1.1). In particular, $u_\lambda$ is stable and $u_\lambda < u_{\lambda'}$ for $\lambda < \lambda'$.
- For $\lambda > \lambda^*$, there exists no classical solution $u \in C^2(\Omega)$ of (1.1).
- For $\lambda = \lambda^*$, we define $u^* := \lim_{\lambda \to \lambda^*} u_\lambda$. Then the function $u^*$ is an $L^1$-weak solution in the sense that $u^* \in L^1(\Omega)$, $f(u^*) \cdot \text{dist}(\cdot, \partial \Omega) \in L^1(\Omega)$, and

$$-\int_\Omega u^* \Delta \xi \, dx = \int_\Omega \lambda^* f(u^*) \xi \, dx \quad \text{for all } \xi \in C^0_0(\Omega).$$

This solution is called the extremal solution of (1.1).

We are interested in the regularity of the extremal solution. To deal with the regularity problem, the dimension $N$ is a very important factor. Indeed, when $N \geq 10$, Joseph and Lundgren [16] constructed the singular extremal solution $u^*(x) = \log(1/|x|^2)$ for $f(u) = e^u$, $\lambda^* = 2(N - 2)$, and $\Omega = B_1$. On the other hand, when $N \leq 9$, Crandall and Rabinowitz [11] proved that the extremal solution is bounded if the nonlinearity $f \in C^2(\mathbb{R})$ is a positive, increasing, and convex function which satisfies

$$\lim_{u \to \infty} \frac{f(u)f''(u)}{f'(u)^2} < \infty.$$

Typical examples are $f(u) = (1 + u)^p$ or $f(u) = e^u$. Based on these results, Brezis asked in [2] whether extremal solutions are bounded for all $N \leq 9$, $\Omega$, and convex nonlinearities $f$.

In the last few decades, many studies have been done to prove the open problem (see [4–6,8,9,17,19]). Finally, recently, Cabré, Figalli, Ros-Oton, and Serra [7] solved the open problem positively. Moreover, they proved the boundedness of extremal solutions for general nonlinearities and convex domains.

The case in which the nonlinearities and domains are not convex is more challenging problem. For this case, Cabré [4] showed the boundedness of extremal solutions when $N = 2$. By extending his method, Castorina and Sanchón [10] showed it when $N \leq 4$ and $f(u)$ is convex after a large $u$. Sanchón [18] also proved it when $N \leq 6$ and $\lim\inf_{u \to \infty} f(u) f''(u)/f'(u)^2 > 0$. Moreover, Aghajani [1] proved it if the nonlinearities satisfy the following:

$$\frac{1}{2} < \beta_- := \lim\inf_{u \to \infty} \frac{f'(u)F(u)}{f(u)^2} \leq \beta_+ := \lim\sup_{u \to \infty} \frac{f'(u)F(u)}{f(u)^2} < \frac{7}{10}.$$
or
\[ \frac{1}{2} < \beta_- = \beta_+ < \infty. \]

Our goal is to relax the convexity of nonlinearities. In order to achieve this goal, we focus on the framework of power convexity. For \( m \in \mathbb{N} \), we say that a nonnegative function \( f \) is \( m \)-convex if \( f^m \) is convex. We note that if \( f \) is \( m \)-convex, then \( f \) is \( l \)-convex for all \( m \leq l \). Power convexity is a useful extension of convexity and it has become one of the well-known objects of study in elliptic and parabolic equations. For a systematic study of power convexity, see for instance [14, 15].

In this paper, we succeed in generalizing the result in [7] to all \( m \)-convex nonlinearities. More precisely, we prove the following:

**Theorem 1.2.** Let \( N \leq 9, m \in \mathbb{N}, \) and \( \Omega \subset \mathbb{R}^N \) be any bounded domain of class \( C^3 \). Assume that \( f \) is a positive, nondecreasing, \( m \)-convex, and superlinear function. Then the extremal solution of (1.1) is bounded.

The following corollary follows immediately from Theorem 1.2.

**Corollary 1.3.** Let \( N \leq 9 \) and \( \Omega \subset \mathbb{R}^N \) be any bounded domain of class \( C^3 \). Assume that \( f \in C^2(\mathbb{R}) \) is a positive, increasing, and superlinear function which satisfies
\[
\liminf_{u \to \infty} \frac{f(u)f''(u)}{f'(u)^2} > -\infty.
\]

Then the extremal solution of (1.1) is bounded.

We provide a unified viewpoint on the results of previous studies by considering \( m \)-convexity. As mentioned before, the ratio \( f(u)f''(u)/f'(u)^2 \) was introduced by Crandall and Rabinowitz [11] to state a condition that is much stronger than convexity. Then, after years of research, it was eliminated by Cabré, Figalli, Ros-Oton, and Serra [7]. Corollary 1.3 revives an important feature of the ratio in the boundedness of extremal solutions; and our results thus clarify the relation between the results in [11], [10], [18], and [7] through consideration of \( m \)-convexity.

The idea of the proof is as follows. Since an extremal solution \( u^* \in L^1(\Omega) \) is approximated by smooth stable solutions, it is sufficient to provide an a priori \( L^\infty \) estimate of classical stable solutions. In order to provide the estimate, we apply the method used in [7]. In [7], the authors first provided an interior \( L^\infty \) estimate and a global \( W^{1,2+\gamma} \) estimate of the classical stable solutions with all nonlinearities. Thanks to the global \( W^{1,2+\gamma} \) estimate, they constructed a closedness result for stable solutions with convex nonlinearities. As a consequence, they provided a Liouville-type result and by using a blow-up argument, they proved a boundary \( L^\infty \) estimate. Our attempt is to extend the closedness result to a larger class of solutions. We define the class of \( m \)-convex functions and provide a new closedness result for stable solutions with \( m \)-convex nonlinearities. As a result, we prove the main theorem as an analogue of [7].
2. A closedness result for stable solutions with \( m \)-convex nonlinearities

The aim of this section is to provide a closedness result for solutions with \( m \)-convex nonlinearities. As mentioned in the introduction, this result is necessary to prove a Liouville-type result and apply a blow-up argument.

Let \( m \) be a natural number. We say that a nonnegative function \( f : \mathbb{R} \to [0, \infty] \) is \( m \)-convex if \( f^m \) is convex in \((-\infty, \sup_{t < \infty} f(t))\) and define
\[
C^m := \left\{ f : \mathbb{R} \to [0, \infty] : \text{\( f \) is lower semi-continuous, nonnegative, \( C \)-\( n \)-decreasing, and \( m \)-convex.} \right\}.
\]

For \( f \in C^m \), we define \( f'_-(t) \) as
\[
f'_-(t) := \begin{cases} \lim_{k \to 0} \frac{f(t+k)-f(t)}{k} & \text{if } f(t) < \infty, \\ \infty & \text{if } f(t) = \infty. \end{cases}
\]

We note the following two properties. The first notation is that the inclusion \( C^{m_1} \subset C^{m_2} \) holds for \( m_1 \leq m_2 \). Indeed, let \( f \in C^{m_1} \) and define \( F(g) := \frac{g^m}{m} \). Since \( F \) and \( f^m \) is convex, we have
\[
F\left( f^{m_1}\left(\frac{s_1+s_2}{2}\right)\right) \leq F\left( \frac{f^{m_1}(s_1)+f^{m_1}(s_2)}{2} \right) \leq \frac{F(f^{m_1}(s_1)) + F(f^{m_1}(s_2))}{2}
\]
for all \( s_1, s_2 \in (-\infty, \sup_{t < \infty} f(t)) \). Therefore, we have \( f \in C^{m_2} \). The second notation is that \( C^m \) is closed under the scaling \( f \mapsto af(b) \) for all \( a > 0, b > 0 \). This notation is important since we rescale the nonlinearity \( f \) when we use the blow-up analysis.

Next, we give the definition of stable solutions. Let \( \Omega \) be a domain and consider the equation
\[
(2.1) \quad -\Delta u = f(u) \quad \text{in } \Omega.
\]

**Definition 2.1.** Let \( m \in \mathbb{N} \) and \( f \in C^m \). Then we say that \( u \in W^{1,2}_{\text{loc}}(\Omega) \) is a weak solution of (2.1) if \( f(u) \in L^1_{\text{loc}}(\Omega) \) and
\[
\int_{\Omega} \nabla u \cdot \nabla \varphi \, dx = \int_{\Omega} f(u) \varphi \, dx \quad \text{for all } \varphi \in C^\infty_0(\Omega).
\]

Then, we say that \( u \) is a stable solution if \( f'_-(u) \in L^1_{\text{loc}}(\Omega) \) and
\[
\int_{\Omega} f'_-(u) \xi^2 \, dx \leq \int_{\Omega} |\nabla \xi|^2 \, dx \quad \text{for all } \xi \in C^\infty_0(\Omega).
\]

Moreover, we define
\[
S^m(\Omega) := \left\{ u \in W^{1,2}_{\text{loc}}(\Omega) : u \text{ is a stable solution of (2.1) for some } f \in C^m \right\}.
\]

We note that if \( u \) is a weak solution of (2.1) for some \( f \in C^m \), then \( f(t) \) is finite for \( t < \sup_{\Omega} u \). It follows from \( f(u) \in L^1_{\text{loc}}(\Omega) \). In particular, if \( \{u(x) = \sup_{\Omega} u\} \) has a positive measure, we have \( f(\sup_{\Omega} u) < \infty \).

The following proposition is the closedness result.

**Proposition 2.2.** Let \( m \in \mathbb{N}, \gamma > 0 \), and let \( \{u_k\}_{k \in \mathbb{N}} \subset S^m(\Omega) \) be a \( W^{1,2+\gamma}_{\text{loc}} \) locally bounded sequence. Then, there exist a subsequence \( \{u_{k_j}\}_{j \in \mathbb{N}} \subset \{u_k\}_{k \in \mathbb{N}} \) and \( u \in S^m(\Omega) \) such that \( u_{k_j} \to u \) in \( W^{1,2}_{\text{loc}}(\Omega) \) as \( j \to \infty \).
Remark 2.3. We note that if $u$ is a weak solution of (2.1) for some $f \in C^m$, then $f(t)$ is finite for $t < \sup_\Omega u$. It follows from $f(u) \in L^1_{\text{loc}}(\Omega)$. In particular, if $\{u(x) = \sup_\Omega u\}$ has a positive measure, we have $f(\sup_\Omega u) < \infty$.

**Proof.** By assumption, we have a $W^{1,2+\gamma}$ locally bounded sequence $u_k \in S^m(\Omega)$ of stable solutions of $-\Delta u = f_k(u_k)$ with $f_k \in C^m$. Thanks to the $W^{1,2+\gamma}$ locally boundedness of $u_k$, by using the Rellich-Kondrachov theorem and a diagonal argument, we verify that there exists a function $u \in L^2_{\text{loc}}(\Omega)$ such that up to subsequence if necessary, $u_k \rightarrow u$ in $L^2_{\text{loc}}(\Omega)$ in the sense that for any domain $\Omega' \subset \subset \Omega$, $u_k \rightarrow u$ in $L^2(\Omega')$. Furthermore, thanks to an interpolation inequality and the $W^{1,2+\gamma}$ locally boundedness of $u_k$, we get $u \in W^{1,2}_{\text{loc}}(\Omega)$, $u_k(x) \rightarrow u(x)$ in $W^{1,2}_{\text{loc}}(\Omega)$, and $u_k \rightarrow u$ for a.e. $x \in \Omega$ (if necessary, by taking a subsequence).

The following proof generalizes the method of [7, Theorem 4.1] by focusing on the convexity of $f_k^m$ instead of the convexity of $f_k$. There are three main differences as follows. The first is that in Step 1, we prove the boundedness of $f_k(l)$ for all $l < \sup_\Omega u$ without using the condition of $f$. The second is that in Step 2, we use the $m$-convexity of $f_k$ and apply an algebraic argument to show that $\|f_k(u_k) - f_k(u_k - \delta)\|_{L^1(\Omega')} \rightarrow 0$ uniformly on $k$ as $\delta \rightarrow 0$ for all subdomains $\Omega' \subset \subset \Omega$. The last point is that in Step 3, we prove the inequality (2.11) by using the $(m+1)$-convexity of $f_k$ and show that $f_k^m(u_k)$ on the left side of (2.11) can be replaced by $f_k^m(u_k - 2\delta)$.

**Step 1.** A compactness estimate on $f_k$.

Set $L := \sup_\Omega u \in (-\infty, \infty]$ and let $l < L$. We claim that

$$
(2.2) \quad \lim_{k \rightarrow \infty} \sup_l f_k(l) < \infty.
$$

Indeed, let $l < L$ and $\Omega' \subset \subset \Omega$ be a domain such that $\{u(x) > l\} \cap \Omega'$ has a positive measure. We choose a nonnegative cut-off function $\eta \in C_0^\infty(\Omega)$ such that $\eta = 1$ in $\Omega'$. Since $u_k(x) \rightarrow u(x)$ for a.e. $x \in \Omega$, by applying Fatou’s Lemma to the sequence $1_{\{u_k > l\} \cap \Omega'}$, we get

$$
(2.3) \quad \liminf_{k \rightarrow \infty} |\{u_k > l\} \cap \Omega'| \geq |\{u(x) > l\} \cap \Omega'| > 0.
$$

On the other hand, Since $f$ is nonnegative and nondecreasing, we have

$$
(2.4) \quad f_k(l) \leq \frac{1}{|\{u_k > l\} \cap \Omega'|} \int_{\{u_k > l\} \cap \Omega'} f_k(u_k) \, dx
$$

$$
\leq \frac{1}{|\{u_k > l\} \cap \Omega'|} \int_{\Omega} f_k(u_k) \eta \, dx
$$

$$
\leq \frac{1}{|\{u_k > l\} \cap \Omega'|} \int_{\Omega} \nabla u_k \cdot \nabla \eta \, dx \leq \frac{C}{|\{u_k > l\} \cap \Omega'|} \|\nabla u_k\|_{L^2(\Omega)}
$$

for some constant $C$ independent of $k$ and all $k$ sufficiently large. Combining (2.3) and (2.4), we obtain (2.2).

Furthermore, by the convexity of $f_k^m$, we have for all $k$ sufficiently large,

$$
(f_k^m)'_-(l) < \frac{f_k^m(l + \delta) - f_k^m(l)}{\delta} < \limsup_{k \rightarrow \infty} \frac{f_k^m(l + \delta)}{\delta} < \infty \quad \text{for all } l < L.
$$
Since \( m \)-convex functions are \((m + 1)\)-convex, in a similar way, it follows that
\[
\limsup_{k \to \infty} (f_k^{m+1})_-'(l) < \infty \text{ for all } l < L. \]
Therefore, \( f_k^m \) is uniformly bounded and equicontinuous. By Ascoli Arzela’s theorem and a diagonal argument, there exist the function \( g : (-\infty, L) \to \mathbb{R} \) such that \( f_k^m \to g \) locally uniformly on \((-\infty, L)\). Define \( g(L) := \lim_{l \to L} g(l) \), \( g(l) := \infty \) for \( l > L \), and \( f := g_{\frac{1}{L}} \). Then it is easy to check \( f \in C^m \) and \( f_k \to f \) locally uniformly on \((-\infty, L)\).

**Step 2.** \(-\Delta u = f(u)\) in \( \Omega \).

For every nonnegative test function \( \xi \in C_0^{0,1}(\Omega) \), we have
\[
\int_{\Omega} \nabla u \cdot \nabla \xi \, dx = \lim_{k \to \infty} \int_{\Omega} \nabla u_k \cdot \nabla \xi \, dx = \lim_{k \to \infty} \int_{\Omega} f_k(u_k)\xi \, dx.
\]
We claim that \( f_k(u_k) \to f(u) \) for a.e. \( x \in \{u < L\} \) as \( k \to \infty \). Indeed, let \( x \in \{u < L\} \) and let \( l \) be a positive constant satisfying \( u(x) < l < L \). Then we have
\[
|f_k^m(u_k(x)) - g(u(x))| \leq |g(u(x)) - f_k^m(u_k(x))| + |f_k^m(u_k(x)) - f_k^m(u_k(x))|
\leq |g(u(x)) - f_k^m(u_k(x))| + (f_k^m)'(l)|u(x) - u_k(x)|
\to 0 \text{ as } k \to \infty.
\]

Thus, this claim holds.

In the following, \( \eta \in C_0^\infty(\Omega) \) denotes a nonnegative cut-off function such that \( \eta = 1 \) on the support of \( \xi \).

**Case 1.** \( L = \infty \).

We have
\[
\int_{\text{supp}(\xi)} f_k(u_k)u_k \, dx \leq \int_{\Omega} f_k(u_k)u_k \eta \, dx = \int_{\Omega} \nabla u_k \cdot \nabla (u_k \eta) \, dx \leq C
\]
for some constant \( C \) independent of \( k \), where the last bound follows from the \( W^{1,2} \) locally boundedness of \( u_k \). We take a continuous function \( \varphi : \mathbb{R} \to [0, 1] \) such that \( \varphi = 0 \) on \((-\infty, 0]\) and \( \varphi = 1 \) on \([1, \infty)\). Then we deduce that
\[
\int_{\text{supp}(\xi)} \varphi(u_k - j)f_k(u_k) \, dx \leq \int_{\text{supp}(\xi) \cap \{u_k > j\}} f_k(u_k) \, dx
\leq \frac{1}{j} \int_{\text{supp}(\xi) \cap \{u_k > j\}} f_k(u_k)u_k \, dx \leq \frac{C}{j}.
\]
Therefore, by Fatou’s Lemma, we also have
\[
\int_{\text{supp}(\xi)} f(u)\varphi(u - j) \, dx \leq \frac{C}{j} \quad \text{for all } j \geq 1.
\]
Especially, we get \( f(u) \in L^1_{\text{loc}}(\Omega) \). Furthermore, since
\[
f_k(u_k)[1 - \varphi(u_k - j)] \leq f_k(j + 1) \leq C_j,
\]
\[
f_k(u_k)[1 - \varphi(u_k - j)] \to f(u)[1 - \varphi(u - j)] \quad \text{for a.e. } x \in \Omega \text{ as } k \to \infty,
\]
by combing (2.5) and (2.6) and applying the dominated convergence theorem, we have
\[
\int_{\text{supp}(\xi)} |f_k(u_k) - f(u)| \, dx \\
\leq \int_{\text{supp}(\xi)} |f_k(u_k)(1 - \varphi(u_k - j)) - f(u)(1 - \varphi(u - j))| \, dx \\
+ \int_{\text{supp}(\xi)} |f_k(u_k)\varphi(u_k - j) + f(u)\varphi(u - j)| \, dx \\
\leq \frac{C}{j} + o(1).
\]
By letting first \( k \to \infty \) and then \( j \to \infty \), we get the result.

**Case 2.** \( L < \infty \).

Let \( \delta > 0 \). Since \( (u_k - L - \delta)_+ \geq \delta \) in \( \{u_k > L + 2\delta\} \), we have
\[
\delta \int_{\text{supp}(\xi) \cap \{u_k > L + 2\delta\}} f_k(u_k) \, dx \\
\leq \int_{\text{supp}(\xi) \cap \{u_k > L + 2\delta\}} f_k(u_k)(u_k - L - \delta)_+ \, dx \\
\leq \int_{\Omega} f_k(u_k)(u_k - L - \delta)_+ \eta \, dx \\
\leq \int_{\Omega} (|\nabla u_k|^2 \eta + \nabla u_k \cdot \nabla \eta(u_k - L - \delta)_+) 1_{\{u_k > L + \delta\}} \, dx.
\]
Since \( u_k \) are uniformly bounded in \( W^{1,2+\gamma}(\text{supp}(\eta)) \) and \( 1_{\{u_k > L + \delta\}} \to 0 \) and \( (u_k - L - \delta)_+ \to 0 \) for a.e. \( x \in \Omega \) as \( k \to \infty \), we deduce from Hölder’s inequality that,
\[
\lim_{k \to \infty} \int_{\text{supp}(\xi) \cap \{u_k > L + 2\delta\}} f_k(u_k) \, dx = 0.
\]

Hence, we get
\[
\int_{\Omega} f_k(u_k)\xi \, dx = \int_{\Omega \cap \{u_k \leq L + 2\delta\}} f_k(u_k)\xi \, dx + o(1)
\]
\[
\leq I + II + o(1),
\]
where
\[
I = \int_{\Omega \cap \{u_k \leq L + 2\delta\}} f_k(u_k - 3\delta)\xi \, dx,
\]
\[
II = \int_{\Omega \cap \{u_k \leq L + 2\delta\}} (f_k(u_k) - f_k(u_k - 3\delta)) \xi \, dx.
\]
We note that \( f_k(u_k - 3\delta) \to f(u - 3\delta) \) for a.e. \( x \in \Omega \) and \( f_k(u_k - 3\delta) \leq f_k(L - \delta) \leq C_\delta \) in \( \text{supp}(\xi) \cap \{u_k \leq L + 2\delta\} \) for some constant \( C_\delta \) depending on \( \delta \) but not on \( k \). Thus we deduce from the dominated convergence theorem that
\[
I = \int_{\Omega} f(u - 3\delta)\xi \, dx + o(1).
\]
On the other hand, we prove $|\Pi| < C\delta$ for some $C$ independent of $k$ and $\delta$. Indeed, let $k > 0$. We assume $\{x : u_k(x) = \sup_{\Omega} u_k\}$ has a positive measure. As mentioned in Remark 2.3, we have $f_k(\sup_{\Omega} u_k) < \infty$. Thus we have

$$f_k(u_k(x)) - f_k(u_k(x) - 3\delta) = \frac{f_k(u_k(x)) - f_k(u_k(x) - 3\delta)}{f_k^m(u_k(x)) - f_k^m(u_k(x) - 3\delta)} \int_{u_k(x) - 3\delta}^{u_k(x)} (f_k^m)'(s) \, ds$$

$$\leq 3m\delta \frac{f_k^m(u_k(x)) - f_k(u_k(x) - 3\delta)}{f_k^m(u_k(x)) - f_k^m(u_k(x) - 3\delta)} f_k^{m-1}(u_k)(f_k)'(u_k)$$

$$\leq 3m\delta (f_k)'(u_k(x))$$

for all $x \in \Omega$. In a similar way, if $\{x : u_k(x) = \sup_{\Omega} u_k\}$ is a null set, the above estimate holds for a.e. $x \in \Omega$. Thanks to the stability of $u_k$, we get

$$|\Pi| = C\delta \int_{\Omega \cap (u_k \leq L + 2\delta)} (f_k)'_-(u_k) \xi \, dx < C\delta$$

for some constant $C$ independent of $k$ and $\delta$. Combing (2.7), (2.8), and (2.9), we have

$$\int_{\Omega} f(u - 3\delta) \xi \, dx - C\delta \leq \liminf_{k \to \infty} \int_{\Omega} f_k(u_k) \xi \, dx$$

$$\leq \limsup_{k \to \infty} \int_{\Omega} (f_k)(u_k) \xi \, dx \leq \int_{\Omega} f(u - 3\delta) \xi \, dx + C\delta,$$

for some constant $C$ independent of $\delta$. Since $\delta$ is arbitrary, by applying the monotone convergence theorem, we have $f(u) \in L^1_{\text{loc}}(\Omega)$ and

$$\lim_{k \to \infty} \int_{\Omega} f_k(u_k) \xi \, dx = \int_{\Omega} f(u) \xi \, dx.$$

**Step 3.** The stability of $u$.

Define $T := \sup_{f(t) = 0} t$. Then without loss of generality, we assume $T < L$. Let $0 < \varepsilon < \min\{1, (L - T)/8\}$. Since $f_k \to f$ locally uniformly on $(-\infty, L)$, there exists a large number $K > 0$ such that

$$f_k(T + 2\varepsilon) \geq \frac{f(T + 2\varepsilon)}{2} > 0 \quad \text{for all } k > K.$$  

Let $j \in \mathbb{N}$ and $0 < \delta < \varepsilon$. We denote $L_j := \min\{j, L\}$ and $E_k := \{T + 4\varepsilon < u_k < L_j + \delta\}$. We note that since $f_k$ is $m$-convex (and thus $(m + 1)$-convex), we have

$$f_k^{m+1}(u_k - 2\varepsilon) - f_k^{m+1}(u_k - 2\varepsilon - \delta) \leq (m + 1)\delta f_k^m(u_k)(f_k)'(u_k).$$

Thanks to this notation and stability inequality, we have for all $\xi \in C_0^\infty(\Omega)$ and $k > K$,

$$\int_{E_k} \frac{f_k^{m+1}(u_k - 2\varepsilon) - f_k^{m+1}(u_k - 2\varepsilon - \delta)}{(m + 1)\delta f_k^m(u_k)} \xi^2 \, dx \leq \int_{\Omega} |\nabla \xi|^2 \, dx.$$  

\textsuperscript{1}It is sufficient to prove only when $\xi > 0$. Indeed, every $\xi \in C_0^\infty(\Omega)$ is represented as a difference between two positive functions belonging to $C_0^{0,1}(\Omega)$.
Our attempt is to replace \( f_k^m(u_k) \) on the left side of (2.11) with \( f_k^m(u_k - 2\delta) \). In order to justify it, we claim that we have

\[
\int_{E_k} \frac{f_k^{m+1}(u_k - 2\varepsilon) - f_k^{m+1}(u_k - 2\varepsilon - \delta)}{(m + 1)\delta} f_k^m(u_k) - f_k^m(u_k - 2\delta) \xi^2 \, dx < C\delta
\]  

(2.12)

for all \( k > K \) and some constant \( C \) independent of \( \delta \) and \( k \). Indeed, since \( f_k \) is \((m + 1)\)-convex and \((f_k^{m+1})_-(l)\) is uniformly bounded for all \( l < L \), thanks to (2.10), we get for all \( k > K \),

\[
\frac{f_k^{m+1}(u_k - 2\varepsilon) - f_k^{m+1}(u_k - 2\varepsilon - \delta)}{(m + 1)\delta f_k^m(u_k) f_k^{m+1}(u_k - 2\delta)} < C(f_k^{m+1})_-(u_k - 2\varepsilon) \leq C,
\]

where \( C \) is a constant independent of \( \delta \) and \( k \). On the other hand, since \( f_k \) is \( m \)-convex, we have for all \( k > K \),

\[
\int_{E_k} \frac{f_k^m(u_k) - f_k^m(u_k - 2\delta)}{f_k^{m-1}(u_k)} \xi^2 \, dx \leq C\delta \int_{\Omega} (f_k)_-'(u_k) \xi^2 \, dx < C\delta
\]

(2.14)

for some constant \( C \) independent of \( \delta \) and \( k \). Therefore this claim holds by combing (2.13) and (2.14). Moreover, thanks to \( f_k \to f \) locally uniformly on \((-\infty, L)\) and \( u_k \to u \) a.e. in \( \Omega \), By combing (2.12) and (2.11) and applying Fatou’s lemma, we have

\[
\int_{\{T + 6\varepsilon < u \leq L_j\}} \frac{f^{m+1}(u - 2\varepsilon) - f^{m+1}(u - 2\varepsilon - \delta)}{(m + 1)\delta f^m(u)} \xi^2 \, dx
\]

\[
\leq \int_{\{T + 6\varepsilon < u \leq L_j\}} \frac{f^{m+1}(u - 2\varepsilon) - f^{m+1}(u - 2\varepsilon - \delta)}{(m + 1)\delta f^m(u - 2\delta)} \xi^2 \, dx
\]

\[
\leq \liminf_{k \to \infty} \int_{E_k} \frac{f_k^{m+1}(u_k - 2\varepsilon) - f_k^{m+1}(u_k - 2\varepsilon - \delta)}{(m + 1)\delta f_k^m(u_k - 2\delta)} \xi^2 \, dx
\]

\[
\leq C\delta + \int_{\Omega} |\nabla \xi|^2 \, dx
\]

for some constant \( C \) independent of \( \delta \) and \( k \). Since

\[
\frac{f^{m+1}(t - 2\varepsilon) - f^{m+1}(t - 2\varepsilon - \delta)}{(m + 1)\delta} \uparrow f^m(t - 2\varepsilon) f_+'(t - 2\varepsilon) \quad \text{as} \quad \delta \downarrow 0 \quad \text{for} \quad t < L_j
\]

and

\[
f^m(t - 2\varepsilon) f_+'(t - 2\varepsilon) \uparrow f^m(t) f_+'(t) \quad \text{as} \quad \varepsilon \downarrow 0 \quad \text{for} \quad t < L_j,
\]

by letting first \( \delta \to 0 \) and then \( \varepsilon \to 0 \) and \( j \to \infty \), we get

\[
\int_{\{T < u\}} f_-'(u) \xi^2 \, dx \leq \int_{\Omega} |\nabla \xi|^2 \, dx.
\]

Since \( f_-'(u) = 0 \) in \( \{u \leq T\} \), we get the result. \( \square \)
3. A Liouville-type result

In this section, we provide a Liouville-type result. To begin with, we denote $B_r := \{ |x| < r \}, \mathbb{R}^N_+ := \mathbb{R}^N \cap \{ x_N > 0 \}$, and $B^+_r := B_r \cap \{ x_N > 0 \}$. The following proposition states a Liouville-type result. Thanks to Proposition 2.2, this proposition is proved as a modification of [7, Proposition 6.3].

**Proposition 3.1.** Assume $3 \leq N \leq 9$ and let $m \in \mathbb{N}$. There exists a dimensional constant $\alpha_N > 0$ such that the following holds. Assume that a nonnegative function $u \in W^{1,2}_{\text{loc}}(\mathbb{R}^N_+) \cap C^0_{\text{loc}}(\mathbb{R}^N_+)$ satisfies $u_R \in S^m(B^+_2)$ and $u_R = 0$ on $\partial B^+_2 \cap \{ x_N = 0 \}$ in the trace sense for all $R \geq 1$, where $u_R(x) := u(Rx)$. Suppose in addition that, for some $\alpha \in (0, \alpha_N)$ and $\gamma > 0$, we have

$$\|\nabla u_R\|_{L^{2+\gamma}(B^{+3/2}_r)} \leq C_1 \|\nabla u_R\|_{L^2(B^+_1)} \leq C_2 R^\alpha$$

for all $R \geq 1$ with constants $C_1$ and $C_2$ independent of $R$, and that $u$ satisfies

$$\int_{\mathbb{R}^N_+} \|(N-2)\eta + 2x \cdot \nabla \eta \| \eta |\nabla u|^2 - 2(x \cdot \nabla u)\nabla u \cdot \nabla (\eta^2) - |x \cdot \nabla u|^2 |\nabla \eta|^2 \| dx \leq 0$$

for all $\eta \in C^{0,1}_0(\mathbb{R}^N_+)$. Then, $u \equiv 0$.

**Proof.** For the reader’s convenience, we note the sketch of the proof as follows. We first use the appropriate function as a test function in (3.2) and have an inequality, which tells us that the gradient term in a half-ball is not large with respect to that in a half-annulus. Next, we prove the following statement: there exists a dimensional constant $C > 0$ such that if for some $R \geq 1$ we have

$$\int_{B^+_1} |\nabla u_R|^2 dx \geq \frac{1}{2} \int_{B^+_2} |\nabla u_R|^2 dx,$$

then

$$\int_{B^{+3/2}_r} |\nabla u_R|^2 dx \leq C \int_{B^{+3/2}_r \setminus B^+_1} |x|^{-N} |x \cdot \nabla u_R|^2 dx.$$

This statement tells us that the gradient term in a half-ball is controlled by the radial derivative of $u$ in a half-annulus under the condition that the mass of $|\nabla u|^2$ in a half-annulus is not large with respect to that in a half-ball. By combing the previous two results, using an iteration argument and controlling the gradient term by using (3.1), we have $x \cdot u_R \equiv 0$ in $B^+_2$ for all $R \geq 1$. As a result, we have $u_R \equiv 0$ in $B^+_2$ for all $R \geq 1$ and we get the result. Therefore, it is sufficient to prove (3.3).

In this proof, we assume by contradiction the existence of a sequence $v_k := u_{R_k} / \|\nabla u_{R_k}\|_{L^2(B^{+3/2}_r)} \in W^{1,2}_{\text{loc}}(\mathbb{R}^N_+) \cap C^0_{\text{loc}}(\mathbb{R}^N_+)$ with $v_k = 0$ on $\partial B^+_2 \cap \{ x_N = 0 \}$ such that

$$\int_{B^+_1} |\nabla v_k|^2 dx \geq \frac{1}{2} \int_{B^+_2} |\nabla v_k|^2 dx,$$

$$\int_{B^{+3/2}_r} |\nabla v_k|^2 dx = 1,$$

and $\int_{B^{+3/2}_r \setminus B^+_1} |x|^{-N} |x \cdot \nabla v_k|^2 dx \to 0$ as $k \to \infty$.\footnote{This fact can be proved by imitating the following method.}
Since
\[ \| \nabla v_k \|_{L^{2+\gamma}(B_{3/2}^+)} \leq C_1 \| \nabla v_k \|_{L^2(B_1^+)} \leq 2C_1 \]
and
\[ \| v_k \|_{L^{2+\gamma}(B_{3/2}^+)} \leq C \| \nabla v_k \|_{L^{2+\gamma}(B_{3/2}^+)} \leq C \]
by the Poincaré inequality, similarly to the beginning of the proof of Proposition 2.2, we have \( v_k \to v \) in \( W^{1,2}(B_{3/2}^+) \) for some \( v \in W^{1,2}(B_{3/2}^+) \) by taking a subsequence if necessary. Then we have
\[ \int_{B_{3/2}^+} |\nabla v|^2 \, dx = 1 \quad \text{and} \quad x \cdot \nabla v \equiv 0 \text{ in } B_{3/2}^+ \setminus B_1^+. \]
Moreover, we verify \( v \in S^m(B_{3/2}^+) \) by using Proposition 2.2 and \( v = 0 \) on \( \{ x_N = 0 \} \cap B_{3/2}^+ \) by the continuity of the trace operator. In particular, \( v \) is a weak solution of \( -\Delta v = g(v) \) in \( B_{3/2}^+ \) with some \( g \in C^m \). Thanks to the 0-homogeneity of \( v \), we know that \( \Delta v \) is \((-2)\)-homogeneous and \( g(v) \) is 0-homogeneous. Thus we have \( g(v) \equiv 0 \). In particular, \( v \) is a harmonic 0-homogeneous function in \( B_{3/2}^+ \setminus B_1^+ \) satisfying \( v = 0 \) on \( \{ x_N = 0 \} \cap B_{3/2}^+ \). As a consequence, \( v \) takes its infimum at an interior point. Thanks to the strong maximum principle, we get \( v \equiv 0 \) in \( B_{3/2}^+ \setminus B_1^+ \). Thanks to the superharmonicity of \( v \) and the strong maximum principle, we have \( v \equiv 0 \) in \( B_{3/2}^+ \). This result contradicts \( \int_{B_{3/2}^+} |\nabla v|^2 \, dx = 1 \). 

4. A blow-up argument

In this section, we provide a priori \( L^{\infty} \) estimate of \( u \) by using a blow-up argument. At first, we introduce the notion of a small deformation of a half-ball.

**Definition 4.1** (see [7]). Let \( \vartheta \geq 0 \). We define that a domain \( \Omega \subset \mathbb{R}^N \) is a \( \vartheta \)-deformation of \( B_2^+ \) if \( \Omega = \Phi(B_2^+) \) for some \( \Phi \in C^3(B_2; \mathbb{R}^N) \) such that \( \Phi(0) = 0 \), \( D\Phi(0) = \text{Id} \), and
\[ \| D^2 \Phi \|_{L^\infty(B_2)} + \| D^3 \Phi \|_{L^\infty(B_2)} \leq \vartheta, \]
where the norms of \( D^2 \Phi \) and \( D^3 \Phi \) are computed with respect to the operator norm.

We note that given a bounded \( C^3 \) domain, we can cover its boundary with finite small balls. Then by rescaling and rotating these balls, we can regard its boundary as a finite union of \( \vartheta \)-deformations of \( B_2^+ \) with \( \vartheta \) sufficiently small. Therefore, it is enough to provide an a priori \( L^{\infty} \) bound only if \( \Omega \) is a small deformation of \( B_2^+ \).

The following theorem states an a priori \( L^{\infty} \) estimate of \( u \) and we prove it by modifying the proof of [7, Theorem 6.1].

**Theorem 4.2** (see [7]). Let \( 3 \leq N \leq 9 \), \( 0 \leq \vartheta \leq \frac{1}{100} \), \( m \in \mathbb{N} \), and \( \Omega \subset \mathbb{R}^N \) be a \( \vartheta \)-deformation of \( B_2^+ \). Assume that \( u \in C^2(\Omega \cap B_1) \) is a nonnegative stable solution of
\[ -\Delta u = f(u) \text{ in } \Omega \cap B_1 \quad \text{and} \quad u = 0 \text{ on } \partial \Omega \cap B_1 \]
for a positive, nondecreasing, \( m \)-convex, and superlinear function \( f \). Then, there are some constants \( \alpha = \alpha(m, N) > 0 \) and \( C = C(m, N) > 0 \) such that
\[ \| u \|_{C^\alpha(\Omega \cap B_{1/2})} \leq C \| u \|_{L^1(\Omega \cap B_1)}. \]
Proof. In the proof of [7, Theorem 6.1], the convexity of $f$ is used only to apply the closedness result for $S^1(\Omega)$ and a Liouville-type result. By replacing $S^1(\Omega)$ with $S^m(\Omega)$ and using Proposition 2.2 and Proposition 3.1, we can prove this theorem.

Proof of Theorem 1.2 and Corollary 1.3. Let $u_\lambda$ be the minimal solution of (1.1) for some $\lambda < \lambda^*$ and $f \in C^m$. Since $C^m$ is closed under scaling, by applying Theorem 4.2, covering argument, and an interior $L^\infty$ estimate of $u_\lambda$ (see [7, Theorem 1.2]), we get

$$\|u_\lambda\|_{L^\infty(\Omega)} \leq C\|u_\lambda\|_{L^1(\Omega)}$$

for some constant $C > 0$ dependent only on $N$, $m$, and $\Omega$. By applying the monotone convergence theorem, we prove Theorem 1.2.

If $f \in C^2(\mathbb{R})$ satisfies (1.2), there exists a large number $m \in \mathbb{N}$ such that $f''f + (m - 1)f^2 > 0$. Since

$$(f^m)' = mf^{m-2}(m - 1)f^2 + f''' > 0,$$

the function $f$ is $m$-convex and this result follows from Theorem 1.2.
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