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Abstract

We establish localization type dynamical bounds as a corollary of positive Lyapunov exponents for general operators with quasiperiodic potentials defined by piecewise Hölder functions.

1 Introduction

We will study the quantum dynamical properties of Schrödinger Hamiltonian acting on $\ell^2(\mathbb{Z})$.

$$h_\theta u(n) = u(n-1) + u(n+1) + f(n\omega + \theta)u(n).$$

(1.1)

where $\omega \in \mathbb{R}\setminus\mathbb{Q}$ and $f : T \to \mathbb{R}, T = \mathbb{R}/\mathbb{Z}$, in the regime of positive Lyapunov exponents. The evolution of a wave packet under the Hamiltonian (1.1) is given by the formula

$$u(t) = e^{-ith}u(0)$$

Dynamical localization, i.e. the nonspread as $t \to \infty$ of $u(t)$ with initially localized $u(0)$, is related to various quantities that can be measured in an experiment. It is often assumed by physicists to be a corollary of positivity of Lyapunov exponents, a quantity defined by dynamics of the associated cocycle and easily computable numerically. As mathematicians, we know however, that positive Lyapunov exponents, while implying no absolutely continuous spectrum, can coexist even with almost ballistic transport [26, 12] so one cannot expect dynamical localization in full generality, and for a more general result in the direction that physicists want, one has to tone down the notion of “nonspread” accordingly.

For a nonegative function $A(t)$ of time denote

$$\langle A(t) \rangle_T = \frac{2}{T} \int_0^\infty e^{-2t/T}A(t)dt$$

Let

$$a(n, t) = |\langle e^{-ith}\delta_0, \delta_n \rangle|^2$$

and

$$a_T(n) = \langle a(n, t) \rangle_T$$

Clearly, $\sum_n a_T(n) = \sum_n a(n, t) = 1$ for all $t$. The classical quantities of interest are the moments of the position operator, that can be defined both with time averaging

$$\langle |X|^p \rangle_T = \sum_n (1 + |n|^p)a_T(n)dt.$$ or without

$$\langle |X|^p(T) \rangle = \sum_n (1 + |n|^p)a(n, T)dt.$$ For $p > 0$ define the lower and upper transport exponents

$$\beta^+(p) = \limsup_{t \to \infty} \frac{\ln \langle |X|^p(t) \rangle}{p \ln t}; \quad \beta^-(p) = \liminf_{t \to \infty} \frac{\ln \langle |X|^p \rangle}{p \ln t}.$$
determining the upper/lower power-law rate of growth of the moments along subsequences. Note that for the purposes of this paper we define the upper rate without time averaging, while the lower rate with time averaging.

Dynamical localization is defined as boundedness in $T$ of $(\|X|^p(T))$. This implies pure point spectrum, thus for parameters for which spectrum is singular continuous (known to be generic in many situations with positive Lyapunov exponents) one cannot have dynamical localization in this sense. Then, vanishing of $\beta^+$, or, in absence of that, at least of $\beta^-$ are properties to look for. Moreover, dynamical localization is a property that is often unstable with respect to compact perturbations of the potential or phase shifts. In contrast, vanishing of $\beta$ is always stable with respect to compact perturbations [10] and also with respect to phase shifts in all known examples. It should be noted however that such vanishing cannot be expected in general for operators \((1.1)\) if the Lyapunov exponent is allowed to vanish even on a set of measure zero (as shown by Sturmian potentials), or, in a slightly more general context even if it vanishes at a single point [30].

The fact that $\beta(p)$ may depend nontrivially on $p$ is the signature of intermittency, reflected on an even deeper level in the fact that different parts of the wave packet may spread at different rates. While any kind of upper bound discussed above requires control of the entire wave packet, even control of the spread of a portion of it is an interesting statement.

Set

$$P(N,t) = \sum_{|n| \leq N} a(n,t), \quad P_T(N) = \sum_{|n| \leq N} a_T(n).$$

A bound of the form $P(T^a,T) > c$ shows that at time $T$ a portion of the wave packet is confined in a box of size $T^a$. Thus a bound like that holding for arbitrary $a > 0$ can be considered as a signature of localization. It is natural in this respect to introduce two other scaling exponents:

$$\bar{\xi} = \lim_{\delta \to 0} \lim_{T \to \infty} \sup \frac{\ln(\inf\{L|P_T(L) > \delta\})}{\ln T},$$

and

$$\bar{\xi} = \lim_{\delta \to 0} \lim_{T \to \infty} \inf \frac{\ln(\inf\{L|P_T(L) > \delta\})}{\ln T}.$$

Then vanishing of $\bar{\xi}$ or even $\xi$ is again a localization-type statement.

Various quantities have been used to quantify quantum dynamics, see [3, 10] for a more comprehensive description. In this paper we focus on $\xi$ and $\beta$ only. Our main question is what kind of localization-type statements can be obtained from positivity of the Lyapunov exponents under very mild restrictions on regularity of the potential.

While the last decade has seen an explosion of general results for operators \((1.1)\) with analytic $f$, see e.g. [5, 15] and references therein, and by now even the global theory of such operators is well developed [12], there are very few results beyond the analytic category that do not require energy exclusion [3] (with few recent exceptions [31, 34, 19] only confirming the rule). Indeed, not only the methods of proof usually require analyticity (or at least the Gevrey condition), but certain results fail to hold as long as analyticity is relaxed (see also [18]). It is expected that many recent “analytic” results in fact do require analyticity. In this paper we show that, in contrast to the above, dynamical upper bounds can be obtained as a corollary of positive Lyapunov exponents under surprisingly weak regularity.

Namely, we allow $f$ in \((1.1)\) with only Hölder continuity, and even allow it to have finitely many discontinuities (so only require it to be locally Hölder). Allowing for discontinuities in the class of considered potentials is important for two reasons. First, the main explicit non-analytic operators \((1.1)\) that appear in different contexts in physics literature [14, 31] have $f$ with discontinuities. Several models that are well studied mathematically: Maryland, Fibonacci (or, more generally, Sturmian) operators also belong to this class. Second, while there are few results on positivity of Lyapunov exponents for non-analytic $f$, the Lyapunov exponents of operators \((1.1)\) with discontinuous $f$ are always positive at least a.e. [9], providing us with a large collection of models for which our results are directly applicable. As far as we know, the present paper is the first one holding for a class of potentials that rough. Spectral localization for (continuous) Hölder potentials outside a set of energies of measure zero was established in [8], but there have been no dynamical bounds (see Footnote [1]). In [19] we proved continuity of measure of the spectrum for (continuous) Hölder potentials.

We will say that $f$ is piecewise Hölder if $f$ has a finite set of discontinuities, $J_f$, and there exists $\gamma > 0$ such that $\|f\|_{PL,\gamma} < \infty$ where

$$\|f\|_{PL,\gamma} = \|f\|_{\infty} + \sup_{h > 0} \sup_{t \in T, \text{dist}(t,J_f) > |h|} \frac{|f(t+h) - f(t)|}{|h|^\gamma}.$$

\footnote{It should be noted that exclusion of any energies in localization type results, such as, e.g. [5], make upgrading to dynamical statements very problematic, as even a single energy that does not carry any spectral measure can lead to robust transport [30, 20].}

\footnote{It should be mentioned that our analysis is not relevant to Fibonacci and most Sturmian models as for them the Lyapunov exponent vanishes on the spectrum.}
The functions \( f \) with finite \( \| \cdot \|_{PL} \) norm form the space of piecewise \( \gamma \)-Lipschitz functions, that we denote \( PL_\gamma(\mathbb{T}) \).

We will now introduce the Lyapunov exponent. For a given \( z \in \mathbb{C} \), a formal solution \( u \) of

\[ h u = z u \]  

with operator \( h \) given by \([1.4]\) can be reconstructed from its values at two consecutive points with the transfer matrix

\[ A^{f,z}(\theta) = \begin{pmatrix} z - f(\theta) & -1 \\ 1 & 0 \end{pmatrix}; \quad A^E : \mathbb{T} \to \text{SL}_2(\mathbb{R}) \]  

via the equation

\[ \begin{pmatrix} u(n+1) \\ u(n) \end{pmatrix} = A^{f,z}(\theta + n\omega) \begin{pmatrix} u(n) \\ u(n-1) \end{pmatrix}. \]  

Setting \( R : \mathbb{T} \to \mathbb{T}, \ Rx := x + \omega \), the pair \( (\omega, A^{f,z}) \) viewed as a linear skew-product \((x,v) \to (Rx, A^{f,z}(x)v)\), \( x \in \mathbb{T}, \ v \in \mathbb{R}^2 \), is called the corresponding Schrödinger cocycle. The iterations of the cocycle \((\omega, A^{f,z})\) for \( k \geq 0 \) are given by

\[ A^{f,z}_k(\theta) = A^{f,z}(R^{(k-1)}\theta) \cdots A^{f,z}(R^1\theta)A^{f,z}(\theta), \quad A^{f,z}_0 = I \]  

and

\[ A^{f,z}_k(\theta) = \left(A^{f,z}_{k-1}(R^{k+1}\theta)\right)^{-1}; \quad k < 0. \]  

Therefore, it can be seen from \([1.4]\) that a solution to \([1.2]\) for chosen initial conditions \((u(0),u(-1))\) for all \( k \in \mathbb{Z} \) is given by,

\[ \begin{pmatrix} u(k) \\ u(k-1) \end{pmatrix} = A^{f,z}_k(\theta) \begin{pmatrix} u(0) \\ u(-1) \end{pmatrix}. \]  

By the general properties of subadditive ergodic cocycles, we can define the Lyapunov exponent

\[ \mathcal{L}(z) = \lim_{k \to \infty} \frac{1}{K} \int \ln \| A^{f,z}_k(\theta) \| d\theta = \inf_{\kappa > 0} \lim_{k \to \infty} \frac{1}{K} \int \ln \| A^{f,z}_k(\theta) \| d\theta, \]  

furthermore, \( \mathcal{L}(z) = \lim_k \frac{1}{K} \ln \| A^{f,z}_k(\theta) \| \) for almost all \( \theta \in \mathbb{T} \).

Finally, we introduce the Diophantine condition. Writing \( \omega \) in the continued fraction form

\[ \omega = \frac{1}{a_1 + \frac{1}{a_2 + \cdots}} \equiv [a_1, a_2, \ldots], \]

the truncated continued fractions define the approximants \( \frac{p_n}{q_n} = [a_1, a_2, \ldots, a_n] \). We say that \( \omega \) is Diophantine if for some \( \kappa > 0 \)

\[ q_{n+1} < q_n^{1+\kappa} \]  

for all large \( n \).

Our first result is that just positivity of the Lyapunov exponent on a positive measure subset of the spectrum already implies localization bounds for the transport of the bulk of a wave packet.

Let \( \mu_0 \) be the spectral measure of \( h_0 \) and vector \( \delta_1 \), and \( N := \int \mu_0 d\theta \) be the integrated density of states.

**Theorem 1.1** For piecewise Hölder \( f \) and \( \omega \in \mathbb{R} \setminus \mathbb{Q} \), suppose \( \mathcal{L}(E) \) of \([1.1]\) is positive on a Borel subset \( U \) with \( N(U) > 0 \). Then

1. For any irrational \( \omega, \xi = 0 \) for a.e. \( \theta \)
2. If \( \omega \) is Diophantine, then \( \xi = 0 \) for a.e. \( \theta \)
3. For all \( \theta \) for \( \xi > 0 \), \( P(T_k^\xi, T_k) > C\mu_0(U) \) for a sequence \( T_k \to \infty \); moreover if \( \omega \) is Diophantine, \( P(T_k^\xi, T) > C\mu_0(U) \) for all large \( T \).

**Remark 1.2** Positivity of the Lyapunov exponent on a positive IDS measure subset is clearly essential, as the result does not hold for Fibonacci-type models where Lyapunov exponent is positive a.e. but zero on the spectrum.

The Diophantine condition is essential for vanishing of \( \xi \) as the result does not hold for Liouville \( \omega \) (\([21]\)).

**Remark 1.3** The full measure set of \( \theta \) in 1.2 is precisely the set \( \{ \theta : \mu_0(U) > 0 \} \). It is not entirely clear whether there are quasiperiodic examples with \( N(E : \mathcal{L}(E) > 0) > 0 \) and \( \mu_0(E : \mathcal{L}(E) > 0) = 0 \) for some \( \theta \).
Remark 1.4 It is an interesting question whether or not a.e. vanishing of $\xi$ is a general corollary of positive Lyapunov exponents, so holds for all ergodic potentials. This may be reminiscent of the property of zero Hausdorff dimension of spectral measures of operators with positive Lyapunov exponents, which was originally proved for quasiperiodic operators with trigonometric polynomial potentials [17], but then turned out to be a general fact, easily extractable from some deep results of potential theory [28].

Corollary 1.5 Assume $f$ is locally Hölder, has at least one point of discontinuity and that $N$ has an absolutely continuous component. Then the conclusions of Theorem 1.1 hold.

Proof Follows immediately from a.e. positivity of Lyapunov exponents of potentials with discontinuities (was proved in [9] with a conjecture made in [27]).

Remark 1.6 Various examples of operators (1.1) with discontinuous $f$ and absolutely continuous $N$ are given in [16]. Other potentials have been shown to satisfy the conditions of Theorem 1.1 in various regimes in [4, 7, 25, 36]. In all those cases Theorem 1.1 improves on some of the known results since, even if the results potentially allowed for dynamical extensions, unlike Theorem 1.1 spectral localization cannot hold for all $\theta$ at least for continuous $f$ that are even on the hull [20].

Certainly, not every $f$ in (1.1) corresponds to a model relevant to physics, and since our main question is physically motivated, it is natural to impose assumptions that are necessary for physics relevance. In particular, Lyapunov exponent should be continuous in various parameters for operators coming from physics (although such continuity does not hold universally for operators (1.1) even for $f$ in $C^\infty$ [33]). Our next result has this as an assumption.

Theorem 1.7 For piecewise Hölder $f$ and $\omega \in \mathbb{R}\setminus \mathbb{Q}$ suppose $L$ is continuous in $E$ and $L(E) > 0$ for every $E \in \mathbb{R}$. Then

1. $\beta_{\omega, \theta}^-(p) = 0$ for all $\theta \in \mathbb{T}$, $p > 0$;
2. if $\omega$ is Diophantine, then $\beta_{\omega, \theta}^+(p) = 0$ for all $\theta \in \mathbb{T}$, $p > 0$.

Remark 1.8 It is an interesting question whether or not vanishing of $\beta^-$ is a general corollary of uniformly positive Lyapunov exponents in the regime of their continuity, so for all ergodic potentials. The analogy of Remark 1.4 may also apply.

Remark 1.9 The Diophantine condition is essential for vanishing of $\beta^+$ [27].

Corollary 1.10 If $f$ is $C^2$ with exactly two nondegenerate extrema, and $\omega$ is Diophantine, then for $\lambda > \lambda(f, \omega)$, $\beta_{\omega, \theta}^+(p) = 0$ for all $\theta \in \mathbb{T}$, $p > 0$.

Note that this is the first dynamical bound for $C^2$ potentials.

Proof Follows directly from Theorem 1.7 and the results of [35].

Corollary 1.11 If $f$ is analytic, then for $\lambda > \lambda(f)$ both conclusions of Theorem 1.7 hold.

Proof follows from non-perturbative positivity [29] and continuity [6] of the Lyapunov exponent for analytic $f$.

Remark 1.12 This was established in a combination of [10] and [11] for trigonometric polynomial $f$. The result of [10] allows for a weaker Diophantine condition than ours. Namely it holds for $\omega$ such that

$$\lim_{n \to \infty} \frac{\ln q_{n+1}}{q_n} = 0. \quad (1.10)$$

Our current proof does not automatically extend to this condition because of the need to tackle low regularity. A simple modification of the proof allows to obtain this result for $\omega$ satisfying (1.10) and analytic $f$ but not $f \in C^\gamma$.

Corollary 1.13 If $f$ is Gevrey with a transversality condition and $\omega$ is Diophantine, then for $\lambda > \lambda(f, \omega)$, $\beta_{\omega, \theta}^+(p) = 0$ for all $\theta \in \mathbb{T}$, $p > 0$.

Proof Follows from Theorem 1.7 and the results of [25].

Remark 1.14 $\lambda(f, \omega)$ depends on $\omega$ through its Diophantine class. In [27] Anderson localization is established for all $\theta$ and a.e. $\omega$ in this class (depending on $\theta$).
Another immediate corollary can be obtained for a class of discontinuous $f$ monotone on the period as considered in [10]. Then, for large $\lambda$, Anderson localization is established in [16] for Diophantine $\omega$ satisfying an additional full measure arithmetic condition, while continuity and positivity of the Lyapunov exponent is established requiring the latter condition only. Theorem 1.7 immediately implies in this case vanishing of $\beta^-$ for all $\theta$ and all $\omega$ satisfying the above mentioned arithmetic condition.

For the proof of Theorem 1.1 we use a criterion from [24], and to prove Theorem 1.7 apply the results of [11]. This is done in Section 2. To apply those results we need to establish certain lower bounds on transfermatrices. To obtain this we build on the technique we introduced in [19]. Our main technical achievement is in extending both the method of [19] to allow discontinuities and in extending the underlying uniform upper bound for uniquely ergodic dynamics to the case of cocycles with zero measure set of discontinuities. The latter is a general result that is of independent interest and of the type that has been important in various proofs of localization/regularity in many recent articles. Our extension has already been used in [10] for their spectral localization theorem.

2 Key lemmas

For any $\delta \geq 1$ and $1 \geq \zeta > 0$ we define, for $E \in \mathbb{C}$ and $T > 0$

$$\Phi_{\zeta, \delta}(E, T) = \inf \left\{ \min \left\{ \frac{\max_{1 \leq j \leq T^\zeta} \|A_j(\theta, z)\|^2}{T^\delta}, \frac{\max_{1 \leq j \leq T^\zeta} \|A_{-j}(\theta, z)\|^2}{T^\delta} \right\} \right\}$$

where the infimum is over all $|z - E| \leq T^{-\zeta}$ and $\theta \in \mathbb{T}$. We will establish

**Proposition 2.1** Suppose $f \in PL_\chi(\mathbb{T})$, $\chi > 0$, and suppose $\mathcal{L}(E) > \chi$ for all $E$ in a Borel set $U \subset \mathbb{R}$. Then, for any $\delta \geq 1$ and $1 \geq \zeta > 0$ we have, for every $E \in U$,

$$\limsup_T \Phi_{\zeta, \delta}(E, T) > 0.$$  \hfill (2.1)

Moreover, if $U$ is compact and $\mathcal{L}$ is continuous, the bound is uniform,

$$\limsup_T \inf_{E \in U} \Phi_{\zeta, \delta}(E, T) > 0.$$  \hfill (2.2)

Finally, if $\omega$ is Diophantine, the last $\limsup_T$ may be replaced by $\liminf_T$ independent of the continuity of $\mathcal{L}$.

This proposition is essentially a corollary of the following Lemma.

**Lemma 2.2** Suppose $f \in PL_\omega$, $\mathcal{L}(E) > 0$. For any $\tau > 0$ there exists $k_\tau < \infty$ so that if $q_n > e^{\frac{\kappa \mathcal{L}(E)}{\tau}}$, then for any $k \in \mathbb{Z}^+$ such that $k_\tau < k < \frac{\ln q_n}{\tau}$ then for any $\theta \in \mathbb{T}$ there is some $0 < x \leq q_n + q_n - 1$ so that for any $z \in \mathbb{C}$ with $|z - E| < \exp\{-\tau k \mathcal{L}(E)\}$

$$\|A_k^z(R^x \theta)\| \geq e^{\kappa (1 - \tau) \mathcal{L}(E)}.$$

We will in fact prove a more general statement, for cocycles defined in a neighborhood of $f$, see Lemma 4.3. The proofs of Proposition 2.1 and Lemma 2.2 are in section 4. They are based on section 3 where we prove convergence results for discontinuous cocycles in a general setting. The remainder of this section is dedicated to proving Theorems 1.1 and 1.7.

For $f : \mathbb{Z} \to H$, where $H$ is some Banach space and $L \geq 1$, the truncated $\ell^2$ norm in the positive direction is defined as

$$\|f\|_L^2 = \sum_{n=1}^{\lfloor L \rfloor} |f(n)|^2 + (L - \lfloor L \rfloor) |f(\lfloor L \rfloor + 1)|^2.$$

The truncated $\ell^2$ norm in both directions, for $L_1, L_2 \geq 1$, will be denoted

$$\|f\|_{L_1, L_2}^2 = \sum_{n=-\lfloor L_1 \rfloor}^{\lfloor L_2 \rfloor} |f(n)|^2 + (L_1 - \lfloor L_1 \rfloor) |f(-\lfloor L_1 \rfloor - 1)|^2 + (L_2 - \lfloor L_2 \rfloor) |f(\lfloor L_2 \rfloor + 1)|^2.$$

With $A_\cdot(\theta, E)$ a function on $\mathbb{Z}$, define $\tilde{L}_i^+(\theta, E) \in \mathbb{R}^+$ by requiring that the truncated $\ell^2$ norm obeys

$$\|A_\cdot(\theta, E)\|_{\tilde{L}_i^+(\theta, E)}^2 = 2 \|A_1(\theta, E)^{-1}\| \epsilon^{-1}.$$

We now recall the following result of Killip, Kiselev and Last,
Lemma 2.3 (Theorem 1.5 of [24]) Let \( h \) be a Schrödinger operator and \( \mu \) the spectral measure of \( h \) and \( \delta_1 \). Let \( T > 0 \) and \( L_1, L_2 > 2 \), then
\[
\langle |e^{-it\delta_1}|^2 \rangle_{L_1,L_2} > C \mu \left( \left\{ E : \tilde{L}_{T-1}^- \leq L_1; \tilde{L}_{T-1}^+ \leq L_2 \right\} \right)
\]
where \( C \) is a universal constant.

Proof of Theorem 1.1. Clearly, for every \( \theta \) with \( \mu_\theta(U) > 0 \) parts 1, 2 follow from part 3. Since the set \( \{ \theta : \mu_\theta(U) > 0 \} \) is shift invariant, \( N(U) > 0 \) implies \( \mu_\theta(U) > 0 \) for a.e. \( \theta \). Thus we only prove part 3. Assume \( \mu_\theta(U) > 0 \). For \( \epsilon > 0 \), let \( \chi > 0 \) be such that
\[
\mu_\theta(\{ E \in U : \mathcal{L}(E) > \chi \}) > \mu_\theta(U) - \frac{\epsilon}{2}.
\]
Let \( \zeta > 0 \). First consider the Diophantine case. Then by Proposition 2.4 with \( \delta = 3 \), for \( E \in U \) we have \( \Phi_{\zeta,3}(E,t) > c_E > 0 \) for \( t > T_E \). Therefore we can find \( M_\epsilon > 0 \), so that outside a set of \( E \) of measure \( \tilde{\chi} \),
\[
\| A(\theta,E) \|_{T^\tilde{\chi}} > T
\]
for \( t > M_\epsilon \). Thus \( \tilde{L}_{T-1}^\pm(\theta,E) < T^\tilde{\chi} \) for all \( T > M_\epsilon \). We have from Lemma 2.3
\[
\langle |e^{-it\delta_1}|^2 \rangle_{T^\tilde{\chi}} > C(\mu_\theta(U) - \epsilon).
\]
If \( \omega \) is not Diophantine, 2.4 is satisfied for a sequence \( T_k \to \infty \), thus 2.5 holds for a sequence \( T_k \). As 2.5 holds for all \( \epsilon \) we can let \( \epsilon \to 0 \).

The following result of Damanik and Tcheremchantsev allows us to control the evolution of the entire wavepacket.

Lemma 2.4 (Corollary 1 of [11] plus Theorem 1 of [10]) Let \( h \) be operator (1.1), with \( v \) real valued and bounded, and \( K \geq 4 \) is such that \( \sigma(h) \subset [-K + 1, K - 1] \). Suppose for all \( \zeta \in (0,1) \), we have
\[
\int_{-K}^{K} \left( \min_{1 \in (-1,1)} \max_{1 \leq n \leq T^\zeta} \| A_n \left( E + \frac{i}{T} \right) \| \right)^2 \, dE = O(T^{-\delta})
\]
for every \( \delta > 1 \). Then \( \beta^+(p) = 0 \) for all \( p > 0 \). If (2.6) is satisfied for a sequence \( T_k \to \infty \), then \( \beta^-(p) = 0 \) for all \( p > 0 \).

Proof of Theorem 1.7 Assume \( \sigma(h) \subset [-K + 1, K - 1] \). Let \( R > K \) and let \( \chi = \inf_{|z| < R} \{ \mathcal{L}(z) \} \). We assume continuity so \( \chi > 0 \) and there exists a large \( M < \infty \) so that (2.2) holds uniformly for all \( T > M \) and \( E \subset \{ E \in \mathbb{C} : |\mathcal{R}(E)| \leq K; |\mathcal{I}(E)| \leq 1 \} \). Thus for large enough \( T \) and \( \omega \) Diophantine we have
\[
\int_{-K}^{K} \left( \max_{1 \leq n \leq T^\zeta} \| A_n \left( E + \frac{i}{T} \right) \| \right)^2 \, dE \leq C K T^{-\delta} = O(T^{-\delta}).
\]
If \( \omega \) is not Diophantine, (2.7) is satisfied for a sequence of \( T_k \to \infty \).

3 Rough cocycles

The goal of this section is to establish the uniformity of uppersemicontinuity of the Lyapunov exponent. It is known (see e.g. [19]) the pointwise Lyapunov exponent has uniform upper bounds in small neighborhoods for continuous cocycles. Here we show the requirement of continuity of cocycles can be relaxed. Let \( (X,T,\mu) \) be a uniquely ergodic compact Borel probability space. We will say a function \( f \) is almost continuous if its set of discontinuities has a closure of measure zero. Let \( \mathbb{B}_\infty(X) \) be the space of bounded functions on \( X \) with
\[
\| f \|_\infty = \sup_{x \in X} |f(x)|,
\]
Notice that sets of measure zero are not dismissed by this norm. For a Borel set \( D \subset X \) define a seminorm
\[
\| f \|_{D,\infty} = \sup_{x \in D} |f(x)|.
\]

A subadditive cocycle on \( (X,T) \) is a sequence of functions \( f_1, f_2, \ldots \) on \( X \) so that \( f_{n+m}(x) \leq f_n(x) + f_m(T^n x) \). We use the notation \( \{ f \} \) for a subadditive cocycle \( f_1, f_2, \ldots \). Let \( \Delta(X) \) be the set of all \( \{ f \} \) with \( f_n \in \mathbb{B}_\infty \) for all \( n \). By Kingman’s subadditive ergodic theorem [32], a subadditive cocycle \( f_n(\cdot) \) on \( (X,T) \) obeys, for \( \mu \)-almost all \( x \in X \),
\[
\lim_{n \to \infty} \frac{1}{n} f_n(x) = \lim_{n \to \infty} \int_X f_n(x) \mu(dx) = \Lambda(f)
\]
Let $E_n = E_n(\{f\})$ be the closure of the set of discontinuities of $f_n$. For a set $E \subset X$ define a ball, $B_\delta(E) = \{x \in E : \exists \varepsilon \in E, |x - \varepsilon| < \delta\}$. Then we introduce, for $\delta \geq 0$ the sequence of sets $D_n = X \setminus B_\delta(E_n(\{f\})), and a pseudometric

$$d_\delta(\{g\}, \{f\}) = \sum_{n \geq 1} \frac{1}{2^n} \frac{\|g_n - f_n\|_{D_n, \infty}}{1 + \|g_n - f_n\|_{D_n, \infty}}.$$  

From this pseudometric we define the $\delta$-$\sigma$ neighborhood of $\{f\}$ as,

$$\mathcal{N}_{\delta, \sigma}(\{f\}) = \{\{g\} : d_\delta(\{f\}, \{g\}) < \sigma\}.$$  

**Theorem 3.1** Suppose $\{f\} \in \Delta(X)$ so that $f_n$ is almost continuous for all $n$. Let $\varepsilon > 0$. There exists $\delta > 0$ and $\sigma > 0$ and $K < \infty$ all depending on $f$ and $\varepsilon$ so that for $g \in \mathcal{N}_{\delta, \sigma}(\{f\}) \cap B_\infty$ and $n > K$, implies

$$\frac{1}{n} g_n < \Lambda(f) + \varepsilon \max\{\|g\|_\infty, 1\}.$$  

The result extends the theorem of Furman [13] and our recent extension of it [19] to the case of almost continuous subadditive cocycles. Here is a simple application of the theorem to a single subadditive cocycle.

**Corollary 3.2** Suppose $f_n$ are almost continuous and subadditive and $\|f_1\|_\infty < \infty$. For any $\varepsilon > 0$ there is $K < \infty$ so that for $n > K$ and all $x \in X$ we have

$$\frac{1}{n} f_n(x) < \Lambda(f) + \varepsilon.$$  

A further corollary arises in the application to matrix cocycles for an almost continuous matrix $M : X \to \mathcal{M}_{2,2}(\mathbb{C})$, the two by two matrices over $\mathbb{C}$. Let $E$ be the set of discontinuities of $M$, let $B = B_\delta(E)$. Let $E_n = E_n(\{\ln \|M_n\|\})$ and let $\mathcal{L}(M)$ be the Lyapunov exponent $\Lambda(\{\ln \|M_n\|\})$.

**Corollary 3.3** Let $M : X \to \mathcal{M}_{2,2}(\mathbb{C})$ be almost continuous and bounded. Suppose for all $n > 0$ there exists an $\eta > 0$ so that for $x \in D_n$, $\|M_n(x)\| > \eta$. For any $\varepsilon > 0$, there is $\delta > 0$ and $\rho > 0$, and $K < \infty$ such that $\|M - M\|_{X \setminus B_\delta(E_n, \rho)} < \rho$, and $k > K$ implies

$$\|M_k(\theta) - \overline{M_k(\theta)}\| < \max_{0 \leq i \leq k-1} \{\|M(R_i^i\theta) - \overline{M(R_i^i\theta)}\|\} e^{k(\mathcal{L}(M)) + \max(1, \ln \|M\|_\infty, \ln \|\overline{M}\|_\infty)}$$

For our application we only need the $\delta = 0$ version:

**Corollary 3.4** Let $M : X \to \mathcal{M}_{2,2}(\mathbb{C})$ be almost continuous and bounded. Suppose for all $n > 0$ there exists an $\eta > 0$ so that for $x \in D_n$, $\|M_n(x)\| > \eta$. For any $\varepsilon > 0$, there is $\rho > 0$, and $K < \infty$ such that $\|M - M\|_\infty < \rho$, and $k > K$ implies

$$\|M_k(\theta) - \overline{M_k(\theta)}\| < \max_{0 \leq i \leq k-1} \{\|M(R_i^i\theta) - \overline{M(R_i^i\theta)}\|\} e^{k(\mathcal{L}(M)) + \max(1, \ln \|M\|_\infty, \ln \|\overline{M}\|_\infty)}$$

**Proof of Theorem 3.1** Let $\varepsilon < (1 + 2\|f_1\|_\infty)^{-1}$. $X \setminus E_n$ is an open set of full measure, and for every $x \in X \setminus E_n$, $f_n$ is continuous in a neighborhood of $x$. The set

$$J_n = \left\{ x \in X \setminus E_n : \frac{1}{n} f_n(x) - \Lambda(f) < \varepsilon \right\}$$

is open and by Kingman’s theorem $\mu(J_n^\varepsilon) \to 0$ as $n \to \infty$.

Let $n > 1$ be large enough so that $\mu(J_n^\varepsilon) < \varepsilon$. Let $\delta > 0$ be such that $\mu(B_\delta(E_n)) < \varepsilon$. Define $D_n = X \setminus B_\delta(E_n)$. For any $\{g\} \in \mathcal{N}_{\delta, 2\varepsilon}(\{f\})$, and for $x \in J_n \cap D_n$ we have $f_n(x) < n(\Lambda(f) + \varepsilon)$ which implies

$$g_n(x) \leq |f_n(x)| + |g_n(x) - f_n(x)| < n(\Lambda(f) + \varepsilon) + 2\varepsilon \leq n(\Lambda(f) + 2\varepsilon). \quad (3.1)$$

Note that $J_n^\varepsilon \cup D_n^\varepsilon$ is a closed set of $\mu$ measure less than $2\varepsilon$. We will now follow the idea in the Weiss-Katznelson proof of Kingman’s theorem [23], adapting it to the setting with discontinuities. By regularity of the Borel measure, there is an open set $D$ containing $J_n^\varepsilon \cup D_n^\varepsilon$ of measure less than $3\varepsilon$, and by Urysohn’s lemma there is a continuous function $0 \leq h_1 \leq 1$ so that $h_1|_{J_n^\varepsilon \cup D_n^\varepsilon} = 1$ and $h_1|_{\mathcal{D}_n} = 0$. Since $(X, T, \mu)$ is compact uniquely ergodic there exists some $M_1 < \infty$ so that for $M > M_1$ and all $x, |\frac{1}{M} \sum_{i=1}^{M} h(T^i x) - \int h d\mu| < \varepsilon$. For any $x \in X$ construct a sequence $(x_i)$ in $X$ in the following way. For $i = 1$ let $x_1 = x$ and for subsequent terms let $x_{i+1} = T^{n_i} x_i$; where $n_i$ is defined as

$$n_i = n_i(x) = \begin{cases} n & \text{if } x_i \in J_n \cap D_n, \\ 1 & \text{otherwise.} \end{cases}$$
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We now consider the cocycles for a sufficiently large index. Let \( M > \max\{\frac{n}{\rho}, M_1\} \), and choose \( p \) so that 
\[
n_1 + \cdots + n_{p-1} \leq M < n_1 + \cdots + n_p.
\]
Let \( K = M - (n_1 + \cdots + n_{p-1}) \leq n \). By subadditivity,
\[
g_M(x) \leq \sum_{i=1}^{p-1} g_n(x_i) + g_K(x_p) \leq \sum_{i=1}^{p-1} g_n(x_i) + n\|g_1\|_\infty.
\]
Partition the above sum into \( x_i \in D_n \cap J_n \) and \( x_i \in D_n^c \cap J_n^c \). On the former set use (3.1) and on the latter use the trivial bound \( \|g_1\|_\infty \).
\[
g_M(x) \leq \sum_{i=1}^{p-1} [n_i (\Lambda(f) + 2\epsilon) 1_{J_n \cap D_n}(x_i) + \|g_1\|_\infty \cdot 1_{J_n^c \cup D_n^c}(x_i)] + n\|g_1\|_\infty. \tag{3.2}
\]
Therefore, we have uniformly in \( x \),
\[
\sum_{i=1}^{p-1} \|g_1\|_\infty \cdot 1_{J_n^c \cup D_n^c}(x_i) \leq \sum_{i=1}^{M} \|g_1\|_\infty \cdot 1_{J_n^c \cup D_n^c}(T^i x) \leq \sum_{i=1}^{M} \|g_1\|_\infty h(T^i(x)) < 3\epsilon\|g_1\|_\infty M
\]
Substituting this into the sum on the right hand side of (3.2), we find
\[
\frac{1}{M} g_M(x) \leq \frac{1}{M} \sum_{i=1}^{p-1} n_i (\Lambda(f) + 2\epsilon) 1_{J_n \cap D_n}(x_i) + \frac{1}{M} \sum_{i=1}^{M} \|g_1\|_\infty \cdot 1_{J_n^c \cup D_n^c}(T^i x) < \Lambda(f) + 2\epsilon + 3\epsilon\|g_1\|_\infty + \frac{n}{M} \|g_1\|_\infty
\]
\[
\leq \Lambda(f) + 2\epsilon + 4\epsilon\|g_1\|_\infty.
\]
We now prove Corollary 3.3 for almost continuous matrices.

**Proof** We pursue the usual construction of matrix cocycles albeit with the intent to work within the topology described above, therefore we are more explicit than usual. The cocycle we approximate is the sequence \( f_n(x) = \ln\|M_n(x)\| \). It is approximated by the sequence \( g_n = \ln\|\overline{M}_n\| \). We have for \( x \in D_n \)
\[
\left|\ln\|M_n(x)\| - \ln\|\overline{M}_n(x)\|\right| \leq C_\eta \|M_n(x) - \overline{M}_n(x)\| \leq C_\eta \|M_n(x) - M(x)\|
\]
where \( C_\eta \) only depends on \( \eta \) which is a lower bound of \( \|M_n(x)\| \) for all \( x, n \). Thus for \( \delta, \sigma > 0 \) there exists \( \rho > 0 \) so that \( \|M - M\|_\infty < \rho \) implies \( d_\delta(\{f\}, \{g\}) < \sigma \) and applying Theorem 3.3 we have there exists \( n_\epsilon \) so that for \( n > n_\epsilon \), for any \( x \in X \),
\[
\|\overline{M}_n(x)\| < \exp\{n(\mathcal{L} + \epsilon Q)\}
\]
where \( Q = \max\{1, \ln\|M\|_\infty, \ln\|\overline{M}\|_\infty\} \) and \( \mathcal{L} = \Lambda((f)) \).

We have
\[
\|M_k(\theta) - \overline{M}_k(\theta)\| \leq \sum_{0 \leq \ell \leq k-1} \|\overline{M}_\ell(R^{k-\ell}\theta)(M - M)(R^{k-1-\ell}\theta)M_{k-1-\ell}(\theta)\|
\]

Thus
\[
\|M_k(\theta) - \overline{M}_k(\theta)\| \leq \sup_{0 \leq \ell \leq k-1} \{\|\overline{M}(M - M)(R^{k-1-\ell}\theta)\|\} \sum_{0 \leq \ell \leq k-1} \|\overline{M}_\ell(R^{k-\ell}\theta)\| \|M_{k-1-\ell}(\theta)\|. \tag{3.4}
\]
Let \( k > 2n_\epsilon \). Then we can separate the above sum into \([0, n_\epsilon - 1], [n_\epsilon, k - 1 - n_\epsilon], [k - n_\epsilon, k - 1] \). On the second two intervals \( \ell \geq n_\epsilon \), and on the first two intervals \( k - 1 - \ell \geq n_\epsilon \) so we can apply (3.3) to \( \overline{M}_\ell \) and \( M_{k-1-\ell} \) respectively. That is, using (3.3) for \([k - n_\epsilon, k - 1] \)
\[
\sum_{k-n_\epsilon \leq \ell \leq k-1} \|\overline{M}_\ell(R^{k-\ell}\theta)\| \|M_{k-1-\ell}(\theta)\| \leq \sum_{k-n_\epsilon \leq \ell \leq k-1} \|M\|^{k-1-\ell} \exp\{(k - 1 - \ell)(\mathcal{L} + \epsilon Q)\}
\]
\[
\leq Ce^{n_\epsilon Q} \exp\{(k - 1)(\mathcal{L} + \epsilon Q)\}
\]
Similarly, for \([0, n_\epsilon - 1]\)
\[
\sum_{0 \leq \ell \leq n_\epsilon - 1} \|\overline{M}_\ell(R^{k-\ell}\theta)\| \|M_{k-1-\ell}(\theta)\| \leq \sum_{0 \leq \ell \leq n_\epsilon - 1} \|\overline{M}\|^{\ell} \exp\{(k - 1 - \ell)(\mathcal{L} + \epsilon Q)\}
\]
\[
\leq Ce^{n_\epsilon Q} \exp\{(k - 1)(\mathcal{L} + \epsilon Q)\}
\]
On the center segment \([n, k - 1 - n]\) both cocycles approach the upper Lyapunov limit, so we have
\[
\sum_{n_s \leq \ell \leq k-1-n_s} \| \overline{M}_\ell(R^{k-\ell}\theta) \| \| M_{k-1-\ell}(\theta) \| \leq \sum_{n_s \leq \ell \leq k-1-n_s} \exp\{(k-1)(\mathcal{L} + \epsilon Q)\} \\
\leq (k - 2n_s) \exp\{(k-1)(\mathcal{L} + \epsilon Q)\}
\]
Thus, there is some \(K < \infty\) so that for \(k > K\),
\[
\sum_{0 \leq \ell \leq k-1} \| \overline{M}_\ell(R^{k-\ell}\theta) \| \| M_{k-1-\ell}(\theta) \| < \exp\{k(\mathcal{L} + 2\epsilon Q)\}
\]
which together with (3.4) implies the result.

Finally, an immediate corollary is

**Lemma 3.5** For \(\mathcal{L}\) continuous on a compact set \(K \subset \mathbb{C}\) given \(\epsilon > 0\) there is a \(k_\epsilon < \infty\) so that \(k > k_\epsilon\) implies, for \(z \in K\) and \(\theta \in \mathbb{T}\),
\[
\| A_k^z(\theta) \| \leq e^{k(\mathcal{L}(z) + \epsilon)}.
\]

**Proof** Follows immediately by compactness and Corollary 3.4.

### 4 Proof of the main Lemmas

We will first use Lemma 2.2 to obtain Proposition 2.1.

**Proof** Fix \(f \in \text{PL}_\gamma(\mathbb{T})\), \(\delta \geq 1\) and \(1 > \gamma > 0\) and \(\theta \in \mathbb{T}\). Boundedness of the Lyapunov exponent on compact sets in \(\mathbb{C}\) follows from upper semicontinuity, so we may define
\[
\bar{\chi} = \sup\{\mathcal{L}(z) \in \mathbb{C} : |\Re(z)| \leq K; |\Im(z)| \leq 1\}.
\]

We consider arbitrary irrationals, and make a separate argument for the Diophantine case at the end. If \(\omega\) is Diophantine let \(\xi = 1 + 2\kappa\) where \(\kappa > 0\) is as described in (1.9), otherwise, let \(\xi = 1\). Let \(1 > \tau > 0\) be such that
\[
\frac{\tau}{1 - \tau} < \frac{\gamma \bar{\chi}}{\delta \xi}\chi
\]
and choose \(\sigma\) so that
\[
\frac{\chi \xi}{\delta \xi}(1 - \tau) > \sigma > \tau / \gamma.
\]

Then from Lemma 2.2 for \(k_\tau < k < \frac{1}{\sigma \chi} \ln q_n\) there is some \(0 \leq j \leq q_n + q_{n-1} - 1\) so that for \(|E - z| < e^{-\tau\bar{\chi}k}\)
\[
\| A_k^{jz}(\theta + j\omega) \| \geq \exp\{(1 - \tau)k\mathcal{L}\}.
\]

By definition,
\[
A_k^{jz}(\theta) = A_k^z(\theta + j\omega)A_j^z(\theta)
\]
and, as \(A_k^{jz}\) is an \(\text{SL}_2(\mathbb{R})\)-cocycle, we have
\[
\max_j \left\{ \| A_j^{jz}(\theta) \|, \| A_{j+1}^{j+1z}(\theta) \| \right\} \geq \exp\left\{ \frac{1}{2}(1 - \tau)k\mathcal{L} \right\}
\]
for \(|z - E| < e^{-\tau\bar{\chi}k}\). By (4.1) we can choose \(t\) so that
\[
\frac{\sigma \bar{\chi}}{\zeta} < t < \frac{(1 - \tau)\chi}{\delta \xi}.
\]

Finally, let \(M_k = e^{tk}\). The first inequality in (4.3) guarantees that for sufficiently large \(n\) there exists \(k < \frac{1}{\sigma \chi} \ln q_n\) such that \(M_k^\xi \geq q_n + q_{n-1} - 1 + k\). By (4.1), \(M_k^\xi < e^{-\tau k \bar{\chi}}\) so we have, for \(|z - E| < M_k^{-\xi}\)
\[
\max_{1 \leq j \leq M_k^\xi} \left\| A_j^{jz}(\theta) \right\|^2 \geq e^{(1 - \tau)k \chi} = M_k^{(1 - \tau)k \chi} > M_k^{\delta},
\]
This settles the general case.

For the Diophantine case for sufficiently large $T > 0$, let $k = t^{-1} \log T$. For large $n$, $q_{n+1} < q_n^{1+\kappa}$ so there exists $q_n$ such that $T^{-\kappa}k < 2q_n + k < T^{\kappa}$. Let $M_k$ be chosen so that

$$T^{-\kappa}k < M_k^{-\kappa} < 2q_n + k < M_k^{\kappa} \leq T^{\kappa}.$$  

By construction and \[1.1\], $\delta(1+2\kappa) < (1-\tau)\frac{k}{T}$. It follows that, for any large $T$, and $|z - E| \leq T^{-\kappa}$

$$\max_{1 \leq j \leq T^{\kappa}} \|A_j(\theta, z)\|^2 \geq \max_{1 \leq j \leq M_k^{\kappa}} \|A_j(\theta, z)\|^2 \geq e^{(1-\tau)k\kappa} \geq M_k^{\delta(1+2\kappa)} > T^\delta. \tag{4.5}$$

To complete the proof, it remains to show the transfer matrices grow on comparable lengths in the positive and negative directions. Note that for an ergodic invertible cocycle, the Lyapunov exponent of the forward cocycles equals the Lyapunov exponent of the backward cocycles. Moreover, if $A_k^\omega$ is the cocycle over rotations by $\omega$, then the relation $A_k^{-\omega}(\theta) = A_k^{-\omega}(\theta + \omega)$ holds. Since $\omega$ and $-\omega$ have the same sequence of denominators $q_n$ from the continued fraction approximants, we have that for $k$ large, $M_k$ may be chosen exactly the same for $A_k^\omega$ and $A_k^{-\omega}$.

We will obtain approximating polynomials for the rough potentials using Fejer’s summability kernel

$$K_N(\theta) = \frac{1}{N+1} \left( \frac{\sin \left( \frac{N+1}{2} \theta \right)}{\sin \left( \frac{1}{2} \theta \right)} \right)^2 = \sum_{-N \leq j \leq N} \left( 1 - \frac{j}{N+1} \right) e^{ij\theta}. \tag{4.6}$$

We have

$$\sigma_N(f)(\theta) := K_N \ast f(\theta) = \sum_{-N \leq j \leq N} \left( 1 - \frac{|j|}{N+1} \right) \hat{f}(j) e^{ij\theta},$$

is a $2N + 1$st degree trigonometric polynomial. Moreover, from the general theory, for $f \in L^1(\mathbb{T})$, $\sigma_n(f) \to f$ in $L^1(\mathbb{T})$. The following is another standard result on the pointwise rate of convergence at well behaved points.

The $\gamma$-Lipschitz function space $L^{\gamma}(\mathbb{T})$ is defined as the set functions on $\mathbb{T}$ with the norm

$$\|f\|_{L^{\gamma}} = \|f\|_{\infty} + \sup_{t \in \mathbb{T}, |h| > 0} \frac{|f(t + h) - f(t)|}{|h|^\gamma}.$$

**Lemma 4.1** Suppose $f \in L^{\gamma}(\mathbb{T})$ and for $\theta \in \mathbb{T}$ and $n \in \mathbb{N}$ we have

$$|K_n \ast f(\theta) - f(\theta)| < K\|f\|_{L^{\gamma}} n^{-\gamma}$$

where $K$ does not depend on $n$.

**Proof** Observe $K_n$ has the following property,

$$|K_n(\theta)| \leq \min \left\{ n+1, \frac{\pi^2}{(n+1)^2} \right\}. \tag{4.7}$$

Assume $f$ is $\gamma$-Lipschitz on $\mathbb{T}$ with constant $C$, then using \[4.7\] and $\sigma = \frac{1}{(n+1)^{\gamma}}$

$$|K_n \ast f(\theta) - f(\theta)| = \left| \int_{\mathbb{T}} K_n(\tau) (f(\tau - \theta) - f(\theta)) d\tau \right|$$

$$\leq \int_{[0,\pi]} |K_n(\tau)| 2C\tau^\gamma d\tau$$

$$\leq 2C \int_{[0,\pi]} (n+1)\tau^\gamma d\tau + 2C \int_{[\sigma,\pi]} \frac{\pi}{n+1} \tau^{\gamma-2} d\tau$$

$$\leq CK'_n n^{-\gamma},$$

Here $K$ does not depend on $f$ or $n$, and $C$ is the Lipschitz constant at $\theta$. \[4.8\]
Let $I$ be the set of intervals in $T$. We say $f \in \mathcal{I} \ast L_\gamma(T)$, if for $f_i \in L_\gamma(T)$ and $I_i \in \mathcal{I}$ for $i = 1, \ldots, r$.

$$f(\theta) = \sum_{i=1}^{r} 1_{I_i} f_i(\theta).$$

**Lemma 4.2**

$$\mathcal{I} \ast L_\gamma(T) = PL_\gamma(T)$$

**Proof** One inclusion is clear. Suppose $f \in PL_\gamma(T)$ where $f$ is continuous on $T \setminus J_f$ for $\infty > |J_f| \geq 2$ (if $f$ is continuous everywhere there is nothing to show, if $f$ is discontinuous at only one point $x$ add $x + \pi$ to $J_f$). Let $I_i = (a_i, b_i)$ for $1 \leq i \leq |J_f|$ be largest intervals in $T \setminus J_f$ so that $\bigcup I_i = T \setminus J_f$. The Lipschitz conditions ensure that limits $\lim_{x \to a^+} f(a_i + \epsilon) = f(a_i + 0)$ and $\lim_{x \to b_0^-} f(b_i - \epsilon) = f(b_i - 0)$ exist. Now define $f_i$ to be equal to $f$ on $I_i$ and linearly interpolate the points $(b_i, f(b_i - 0))$ and $(a_i, f(a_i + 0))$ on $I_i^c$, which clearly defines a $\gamma$-Lipschitz function. Then $f = \sum_{i=1}^{r} 1_{I_i} f_i(\theta)$ so $f \in \mathcal{I} \ast L_\gamma(T)$.

We will now show uniform upper bounds for cocycles in a neighborhood of $f \in \mathcal{I} \ast L_\gamma(T)$.

**Lemma 4.3** Suppose $f \in PL_\gamma(T)$, and $E \subseteq \mathbb{C}$ so that $\mathcal{L}(E) > 0$. For any $0 < \tau < \|f\|^{-1}_\infty$ there exists a $\kappa_\tau < \infty$ so that if $q_n > e^{k_\tau \mathcal{L}(E)/\gamma}$ then for any $k \in \mathbb{Z}^+$ such that $\kappa_\tau < k < \tau \mathcal{L}(E)/\log q_n$ and any $\theta \in T$ there is some $0 < x \leq q_n + q_n - 1$ so that for $z \in \mathbb{C}$ with $|z - E| < \exp\{1-\tau k \mathcal{L}(E)\}$ and $g \in B_{\infty}(T)$ with $\|g - f\|_{\infty} < e^{\tau k \mathcal{L}(E)}$, $\|g\|_{\infty} < \tau^{-1}$, we have

$$\|A^{f, z}_{k}(R^g \theta)\| \geq e^{k(1-\tau)\mathcal{L}(E)}.$$ 

**Proof** It is clearly enough to prove the Lemma for $\tau < 1$. To begin we first fix some parameters for the proof. Let

$$\tau/2 > \nu = \tau/4, \quad 1 - \tau/16 > a > b > c > 1 - \tau/8.$$ 

Finally, let $\eta > 0$ be so small that $\eta < \mathcal{L}(E)\tau/16$.

Write $f = f_11_{I_1} + \cdots + f_r1_{I_r}$ for Lipschitz functions $f_i \in L_\gamma(T)$ and intervals $I_i$. There is no loss of generality if we assume $r \geq 2$. Let $J(I_i)$ be the set of discontinuities of $1_{I_i}$; then the set of discontinuities of $f$ is $J_f = J(f) = \bigcup_{i=1}^{r} J(I_i)$. In practice, we will use a simple bound for the supremum norm of $f$

$$\|f\|_{\infty} \leq \|f_1\|_{\infty} + \cdots + \|f_r\|_{\infty} =: M.$$ 

Observe, for $h \in L_{\infty}(T)$, we have $\|K_h \ast h\|_{\infty} \leq \|h\|_{\infty}$. For $f \in \mathcal{I} \ast L_\gamma(T)$, we write $f_N = \sigma_N(f_1)1_{I_1} + \cdots + \sigma_N(f_r)1_{I_r}$, so we have $\|f_N\|_{\infty} \leq M$. It is clear that

$$\|A^{f, z}_{k}(\theta)\| \leq 1 + \|h\|_{\infty} + |E|,$$

so we easily have uniform bounds for the cocycle matrices over bounded energies and uniformly bounded potentials.

Let $c > 0$. There is some $\rho_c > 0$ and $K_c < \infty$ so that for $k > K_c$, and $|z - E| + \|g - f\|_{\infty} < \rho_c$ we have, from Corollary 3.4 with $\eta = 1$,

$$\|A^{f, E}_{k}(\theta) - A^{f, z}_{k}(\theta)\| < \rho e^{k(\mathcal{L}(E)/\gamma)}.$$ \hspace{1cm} (4.8)

where $M = \max\{1, \ln[1 + M + \rho_c + |E|]\}$.

In particular if $g = f_N$, we have by Lemma 4.1

$$\|f_N(R^g \theta) - f(R^g \theta)\|_{\infty} < C_f N^{-\gamma}.$$ \hspace{1cm} (4.9)

Set

$$N = \exp \left\{ \mathcal{L}(E)k \frac{\nu}{\gamma} \right\}.$$ 

Let $\epsilon < \eta/\ln$. Then there is $M_\epsilon < \infty$ so that for $k > M_\epsilon$, we have $C_f N^{-\gamma} < 1/2\rho_c$ and for $|z - E| < C_f N^{-\gamma} \epsilon$ we have

$$\|A^{f, E}_{k}(\theta) - A^{f, z}_{k}(\theta)\| < C_f N^{-\gamma} e^{k(\mathcal{L}(E)/\gamma)}.$$ \hspace{1cm} (4.10)

Let $A^{f, E}_{k}$ be the cocycle matrix defined by the potential determined by the sampling function $f_N$, which is a piecewise polynomial on $|J_f|$ intervals, each supporting a continuous polynomial of order $(2N + 1)$.

For a map $B : T \to SL_2(\mathbb{R})$ and associated cocycle set

$$V_k(t, B) = \left\{ \theta \in T : \frac{1}{k} \ln \|B_k(\theta)\| > t \right\} \subset T.$$ \hspace{1cm} (4.11)
The measure of this set for $B = A^{f,E}$ for large enough $k$ can be bounded below using the fact that $\mathcal{L}(E) = \inf_k \int \frac{1}{k} \ln \|A_k^{f,E}(\theta)\| d\theta$. Indeed, by Corollary 1.2 there is $k_f < \infty$ so that for $k > k_f$ we have for all $\theta$, $\frac{1}{k} \ln \|A_k^{f,E}(\theta)\| < \mathcal{L}(E) + \eta$, thus,

$$
\mathcal{L}(E) \leq \int \frac{1}{k} \ln \|A_k^{f,E}(\theta)\| d\theta \leq |V_k (a\mathcal{L}(E), A^{f,E})| (\mathcal{L}(E) + \eta) + |V_k^c (a\mathcal{L}(E), A^{f,E})| a\mathcal{L}(E) \leq |V_k (a\mathcal{L}(E), A^{f,E})| (|1-a|\mathcal{L}(E) + \eta) + a\mathcal{L}(E).
$$

By the choice of $\eta$ we have $\eta < (1-a)\mathcal{L}(E)$ so for $k > k_f$,

$$
\frac{1}{2} \leq \frac{(1-a)\mathcal{L}(E)}{(1-a)\mathcal{L}(E) + \eta} \leq |V_k (a\mathcal{L}(E), A^{f,E})|.
$$

(4.12)

Furthermore, we make the following claim regarding the sets $V_k(\cdot, \cdot)$ for $k > k_f = \max \{k_f, k_{a,b,c}\}$, and $|E - z| < \exp\{-\mathcal{L}(E)\tau k\}$,

$$
V_k(a\mathcal{L}(E), A^{f,E}) \subset V_k(b\mathcal{L}(E), A^{f,N,E}) \subset V_k(c\mathcal{L}(E), A^{g,\cdot}) \subset V_k(c\mathcal{L}(E), A^{g,\cdot}).
$$

(4.13)

First note from the assumption,

$$
\mathcal{L}(E)(1-\nu) + \eta < \mathcal{L}(E)(1-\tau/4) + \tau\mathcal{L}(E)/16 = \mathcal{L}(E)(1-3\tau/16) < \mathcal{L}(E)c
$$

to show the left inclusion, for $\theta \in V_k (a\mathcal{L}(E), A^{f,E})$ write

$$
\left\|A_k^{f,N,E}(\theta)\right\| \geq \left\|A_k^{f,E}(\theta)\right\| - \left\|A_k^{f,N,E}(\theta) - A_k^{f,E}(\theta)\right\|
$$

from (4.8) and (4.9) we have

$$
\left\|A_k^{f,N,E}(\theta) - A_k^{f,E}(\theta)\right\| \leq C \cdot N^{-\gamma}e^{k(\mathcal{L}(E)+\eta)} \leq Ce^{k(\mathcal{L}(E)+\eta-\mathcal{L}(E)\nu)}
$$

having in the last step also used the definition of $N$. Putting this together, we have, using $\mathcal{L}(E)(1-\nu) + \eta < a\mathcal{L}(E)$,

$$
\left\|A_k^{f,E}(\theta)\right\| > e^{ak\mathcal{L}(E)} - Ce^{k(\mathcal{L}(E)+\eta-\mathcal{L}(E)\nu)} > e^{bk\mathcal{L}(E)}
$$

The right inclusion of (4.13) is similar: for $\theta \in V_k (b\mathcal{L}(E), A^{f,N,E})$

$$
\left\|A_k^{g,\cdot}(\theta)\right\| > \left\|A_k^{f,N,E}(\theta)\right\| - \left\|A_k^{f,N,E}(\theta) - A_k^{f,E}(\theta)\right\| - \left\|A_k^{f,E}(\theta) - A_k^{g,\cdot}(\theta)\right\|
$$

The second term on the right can be bounded as above, the last term on the right is bounded similarly by the assumptions on $g$ and $z$ so

$$
\left\|A_k^{f,E}(\theta) - A_k^{g,\cdot}(\theta)\right\| \leq (\|g - f\|_\infty + |E - z|)e^{k(\mathcal{L}(E)+\eta)} \leq Ce^{k(\mathcal{L}(E)+\eta-\mathcal{L}(E)\nu)}
$$

Altogether, using $b\mathcal{L}(E) > \mathcal{L}(E)(1-\nu) + \eta$ we have,

$$
\left\|A_k^{g,\cdot}(\theta)\right\| > e^{bk\mathcal{L}(E)} - (CN^{-\gamma} + \|g - f\|_\infty + |E - z|)e^{k(\mathcal{L}(E)+\eta)} > e^{bk\mathcal{L}(E)} - Ce^{k(\mathcal{L}(E)+\eta-\mathcal{L}(E)\nu)} > e^{bk\mathcal{L}(E)}
$$

Combining (4.13) and (4.12) yields

$$
\left\|V_k(b\mathcal{L}(E), A^{f,N,E})\right\| \geq \frac{1}{2}
$$

The set

$$
V = \left\{ \theta \in \mathbb{T} : \frac{1}{k} \ln \|A_k^{f,N,E}(\theta)\| > b\mathcal{L}(E) \right\} = V_k(b\mathcal{L}(E), A^{f,N,E})
$$

is defined by a piecewise polynomial function. That is $T$ is partitioned into $k|J|$ intervals and on each interval $\|A_k^{f,N,E}(\theta)\|^2$ is a polynomial of degree $2k(2N + 1)$. At least one interval in the partition must have an intersection with $V$ of size $\frac{1}{k}|J|^{-1}$, and therefore $V$ must contain an interval of length $\frac{1}{k\exp\{\tau\mathcal{L}(E)k\}} \frac{1}{4k(2N + 1)|J|}$, which is bounded below by $\exp\{-\mathcal{L}(E)k\}$. It follows from (4.13) that $V_k(c\mathcal{L}(E), A^{g,\cdot})$ also contains this interval. We will now use the following fact:

**Lemma 4.4** (e.g. [17]) For an interval $I \subset \mathbb{T}$, if $n$ is such that $|I| > \frac{1}{q_n}$ then for any $\theta \in \mathbb{T}$ there is $0 \leq j \leq q_n - 1$ so that $\theta + j\omega \in I$.

For any $k \leq \frac{\gamma \ln q_n}{\mathcal{L}}$ we have that $V_k(c\mathcal{L}(E), A^{g,\cdot})$ contains an interval of length $\frac{1}{q_n}$ so for some $0 \leq x \leq q_n - 1$ we obtain the result. 
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