Redefining medical education by boosting curriculum with artificial intelligence knowledge

Is AI a threat to doctors?

The answer is neither simple nor direct. We cannot honestly profess to know the answer to this complex query, but throughout this textbook, you will find our sincere observations regarding this multi-faceted topic. It is clear that in various healthcare areas, such as medical areas and fraud, AI will be transformational. It will herald new, innovative, and faster ways to discover drugs and help manage cancer patients. Virtual assistants, sensor devices, and personalized medicine are clearly here to stay, and they will modify disease management. Imaging and cardiac rhythm management has already witnessed seismic changes as has our approach to mental health.

As opposed to these positive developments, we remain concerned about ethics, the “black box” phenomenon, privacy issues, and the overwhelming apprehension of “machines replacing us.”

We remain hopeful that our textbook and this chapter will restore balance in your individual analysis of AI’s role in medicine.

For physicians, a concern about the continuity of their profession and its impact on medical education is paramount. We devote this chapter to review the role that AI is likely to play in medical education.

Background of the medical school curriculum

In 1910, Abraham Flexner published The Flexner Report. After visiting 155 medical schools across the United States and Canada, he established the biomedical model as the gold standard of medical training.1 Among other things, he created a standardized four-year curriculum, recommended a minimum qualification for admittance, and establishes an accreditation process.2 Previous to his report, the majority of medical schools had been founded merely for profit reasons and thus went about their business without any set of rules for admission or accreditation. Flexner’s influence still guides the current curricular reform, and more than a century later, we still believe the fundamental aims proposed by him are relevant. However, we must also consider that to restructure today’s education track optimally, it is necessary to embrace new technologies.

Making changes to the medical school curriculum

In the recent past, medical curriculum reformations were made to meet requirements urged by the accreditation system. These changes are essential, but they are not enough. As Wartman and Combs state in their 2019 article, a genuinely impactful reimagining cannot correctly consider that to restructure today’s education track optimally, it is necessary to embrace new technologies.

Crucial concepts like communication, shared decision making, leadership, team building, and empathy make up typically only a minor part of the medical school curriculum.10 Instead of focusing on
building attributes that are critical features in physicians, students are still being taught how to memorize more efficiently.

It is time to allow ourselves to accept help. It is time to stop taking work home. Artificial intelligence is the relief physicians have long needed. As the amount of material published about artificial intelligence has steeply increased since 2010, it is evident that the biomedical research community has already embraced it as a necessary tool. Nonetheless, it is a glaring fact that the volume of AI-related publications geared towards undergraduate and graduate medical students have remained relatively unchanged over that same period. Sooner rather than later, medical education administrators will have to bite the bullet and search for ways to integrate this ascending technology into their curriculums. We believe that time is now.

In his book published in 2009, David E. Kern presented six steps often used as a guide for curricular design. These are: 1. Problem identification and general needs assessment; 2. Needs assessment for targeted learners; 3. Goals and objectives; 4. Educational strategies; 5. Implementation; and 6. Evaluation and feedback. In his book published in 2009, David E. Kern presented six steps often used as a guide for curricular design. These are: 1. Problem identification and general needs assessment; 2. Needs assessment for targeted learners; 3. Goals and objectives; 4. Educational strategies; 5. Implementation; and 6. Evaluation and feedback. In terms of AI, the problem has already been identified so far, targeted learners’ needs have already been assessed, and goals and objectives have already been defined. As we move forward, education strategies must be precisely designed, and their implementation, though imminent, will be far from an easy task.

There is a growing gap in training between emerging technologies and our current medical education model. It does not prepare young physicians to work collaboratively with AI. There are several reasons for this, not the least of which being that the curriculum carries a strong emphasis on preparing undergraduate students for the National Board Medical Examinations. In addition, accreditation is a major concern, faculties often resist change, and most professors lack the training and expertise needed to lead courses around such quickly advancing and groundbreaking technology. The speed of innovation means that the skillsets of countless teachers are rapidly becoming outdated or obsolete. So, preparing as soon as possible for a shift into a new education paradigm is imperative.

As Vijaya Kolachalama suggested in his article, we should be moving in a direction where educators are data scientists who use every day clinical examples to help make students more comfortable with AI, instead of dwelling on tedious definitions or equations. In March 2019, for the first time, Duke University offered a training course called “Machine Learning School for the School of Medicine” (MLS-SOM). It served as an introduction for its faculty and staff to AI, and robotics will drastically alter the roles and functions of clinical staff over the next two decades, but, in various areas, the application of AI in medicine is already happening. Personal health virtual assistants can be combined with apps to deliver medication alerts, which will increase patient adherence to their treatment plans and thus avoid unnecessary hospital admissions. It is also possible to collect variables that can provide personalized risk scores, and the resulting higher efficiency that AI brings will allow specialists like radiologists to perform more value-added tasks more often.

The machines are not the problem. Rather, they are the solution

Instead of perceiving advancing technologies with fear or as our enemies, we should learn how to leverage them as our allies It is so important that physicians reinvent themselves and adapt to 21st-century medicine complexities, which is markedly better and more efficient than it has ever been. Applications of machine learning to highly specific cognitive tasks will increase not just the performance but also the value of health professionals. It will not replace them.

Human abilities like the tone of voice, empathy, body language interpretation, leadership, and shared decision-making are irreplaceable, critical components of medicine, and they always will be. Machines, when used properly, will serve to free up physicians so that they may incorporate more compassion into their practice, skill, and value that is essential but has been all but lost to the minutiae. The doctor-patient relationship is so much more than physical examinations and prescriptions. It is a human bond. It will remain that way, no matter how advanced technology gets. AI will provide the physician with space and time to reconstruct that connection -- finally, they will be able to look in their patients’ eyes again when they are talking instead of sitting behind a computer screen typing every detail discussed. AI will help maximize the precious time during each visit. Patients will feel more taken care of. They will feel that their needs are being addressed with the attention they deserve. Restoring that time can only happen if we create a system that allows for such a level of relatability. Artificial intelligence is the way, and to build a balanced system, physicians will need proper training early on.

Research has determined that doctors’ job satisfaction improves with more meaningful patient communication and the delivery of better care. Accordingly, it is paramount that we recognize and work to adjust the constraints in the physician-patient relationships that we have today. During the most recent AI World Conference in China, Elon Musk and Jack Ma, two icons in the areas of technology and artificial intelligence, shared their thoughts about the current and future effects of our advancements. Ma firmly believes that in the next 10-20 years, efforts should shift towards education reform. The billionaire is advocating for less (but far more productive) hours spent at work with the help of AI. Musk evaluates that as the current education system is slow and humans are “dumb,” as a unified race, we can be smarter than we are right now if we utilize the resources we have discovered to our advantage.
Integrating AI into education — undergraduate studies and pre-medicine track

Literature about education in the future emphasizes that machines will replace many teachers. Medical schools will need to integrate education about AI into their curriculum to familiarize and form their students. Let us unpack this and examine how exactly we might integrate AI into an improved curriculum.

Beginning with pre-med

Since the long path to becoming a physician starts as early as undergraduate education, the pre-med track should be the first to implement changes into its landscape by installing requirements for the completion of data science, machine learning, and leadership courses. Calculus and statistics courses are already mandatory. Even though their use in practice is minimal, intelligent algorithms in AI build on those subjects, so if we do not provide students with the foundation from data science, they will not be able to synthesize certain information into something meaningful and applicable. Data science and machine learning courses tie calculus and statistics into a closed-loop, solidifying the real purpose and value in completing those requisites.

Leadership courses will also be necessary. Because the advancements in healthcare are so novel and groundbreaking, we will need to balance this evolution with passionate and competent students and doctors who can organize influential groups and assist in trialing all the different technologies. Students will begin to understand how feeding more and more data into a system works towards making it more precise and accurate at the pre-med level. We will emphasize excellent quality data mining and machine learning basics for these future doctors. Teaching them how to recognize all biases when feeding data into a system, showing them how to identify machine learning mechanisms used for various scenarios, and imparting general coding basics in well-used programs will help build strong foundations.

Since we want students to learn data science early in their pre-med track, we need teachers who are well-versed in this knowledge. Thus, we should enable data scientists to train current undergraduate professors who are associated with pre-medical courses. Once the system is in place, that training will progressively decrease as our future teachers will already be familiar with AI and machine learning. Of course, the evolution of the intelligent sciences is increasing and -- just as with traditional medicine -- professionals will have to keep updated.

Integrating AI into education – medical schools and medical students

Continuing to educate about AI throughout the medical school will transform the basic comprehension foundation into a dynamic understanding of its intricacies. Ideally, the medical school curriculum should encompass clinical informatics (the study of technology and its effects on healthcare) and telemedicine. Before outlining solutions for incorporating AI education, we should first go over our goals for medical students:

The overarching, primary goal is to produce a proactive medical student who is self-aware and cognizant of patients, e-patients, and the evolving healthcare environment. Our students must be sound in the narrative, mechanistic, and mathematical thinking. He or she should possess tools that help them leverage changes within medicine, organize and lead groups, and assist directly in designing and trialing EMR and AI systems, all while ensuring that they meet appropriate ethical, medical, and practical standards.

E-patients are patients that scour the internet for medical information and make decisions based on what they discover. They are deeply engaged in their healthcare and use a variety of electronic sources. Teaching medical students about the e-patient means diving into internet growth and usage patterns, examining the role the internet plays in patients’ lives, pointing patients towards reliable databases, illuminating research methods, and many other facets.

Narrative thinking is crucial because humans have a level of transcendental understanding that machines do not, which we use to discern others’ intentions by using stories. Narrative thinking is our basis for understanding other people’s minds via comparisons and overlaps between one another’s experience. Conversely, the science of medicine employs a combination of mechanistic and mathematical thinking. Abstract concepts needed for hypothesizing and interpreting observations generated from experiments to fall under the umbrella of mechanistic thinking. Mathematical thinking is what will shape our future as it employs data science webbed with algorithms, statistics, and probabilities.

What we want for medical students is what we want for medical doctors. Remembering that the foundation for skills that physicians have today grows out of previous experiences introduced early on along their journeys. Students should participate in frequent and diverse experiential learning opportunities, discussions, hands-on practice, self-awareness and reflection exercises, and mentorship and role-modeling. With that in mind, we propose the following integrations into the medical school curriculum (average four-year program):

The first two years (basic sciences) should consist of aspects of medical humanities, interprofessional team-based learning, healthcare leadership, telemedicine, and clinical informatics:
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a. The medical humanities portion will encompass humanities, social sciences, literature, sociology, psychology, high-level discourse, and history. This will provide a foundation for the medical student’s narrative mindset while training them in deep counseling for patients and on the statistics of different treatment modalities and management.20

b. Interprofessional team-based learning for research and projects, as proposed by Chen et al., involves two or more professions collaborating in a deliberate effort to prepare students for the future reality of multidisciplinary team-based care.24

c. Healthcare leadership teaches students to facilitate, organize, and lead groups toward desired outcomes.25

d. Clinical informatics focuses on data science, machine learning, big data analysis, biostatistics, epidemiology, and evidence-based medicine.26,27 Telemedicine will integrate under clinical informatics, and it will guide students in the care of e-patients and patients who benefit from telemedicine.

We propose to create an online clinical informatics and telemedicine course. Students must complete this course before starting their rotations, over the summer months, or during times when they have breaks from school. Brown et al. talk about the success of the online clinical informatics course they implemented and how it is self-paced learning.28 Self-paced learning will allow students to enjoy their free time and avoid burnout while simultaneously augmenting their education via this online course.

The second two years (clinical rotations) should incorporate didactics courses and a core rotation that boasts a substantial telemedicine/clinical informatics element. To promote small group learning, the didactics courses should be held in small group sessions.29 The telemedicine/clinical informatics rotation should teach students about various telemedicine applications and systems, touch on the use of big data analysis and its practical application (such as in EHR), and go into detail about the use of certain AI technologies that have been built specifically for fields like radiology, surgical robotics, etc. An example described by Khumrin et al.30 used trained e-learning systems that had students interact with virtual patients. This developed diagnostic reasoning skills for use in cases in which patients complained of acute abdominal pain.31 Not only will medical students see merit in using such tools, but they will also become more adept than ever before. If we want faster innovation and more equipped professionals, our students’ exposure must happen as early as possible.

All this proposed, computers are not a “be all end all” solution. They will never be able to replace a self-reflective medical expert who is aware of his or her strengths and limitations, as well as the strengths and weaknesses of his or her patients. There is simply no substitute for physician-scientists who can integrate and master the art of medicine, scientific-mechanistic thinking, and scientific-mathematical thinking. However, to maximize potential and efficiency, the landscape of big data requires innovative approaches to the handling and organization of an often overwhelming glut of information.22

Integrating AI into education – medical residents

Residents must be more receptive to the influences of AI that are already making a broad impact in medicine. Providing them compulsory experiences with telemedicine and AI interactions during their first four years will broaden their base and encourage their acceptance of these innovations. Postgraduate Year 1 (PGY-1) intern year residents should complete initial rotations for telemedicine/data/AI regardless of specialty. These individuals should receive significant exposure to the technology and AI around them, just as we proposed for medical students amid their clinical rotations. At their advancing level, residents have more influence on the integration and acceptance of new technologies and procedures. They can sit on boards at their respective institutions and likely facilitate change since they are out on the front lines. The time spent in the hospital being hands-on and patient-facing provides residents with constant immersion in their field. As such, their administrations look to them for valuable feedback about the quality of newly introduced innovations.

Residents also attend regular didactic sessions that are scheduled by chief residents, directors, and attendings. Just as we advised for the better education of medical students, we encourage programs to break into small groups for these didactics. We also urge interprofessional team-based learning that incorporates residents from different specialties to collaborate on overall improvements, projects, and goals.

a. PGY-1 rotations in data science/telemedicine/AI systems for all specialties.

b. Interprofessional team-based learning for systems and projects.

c. Small group didactics to teach and review technologies and AI.

d. Quality feedback loops with administrative boards for each respective institution.

e. CME courses to stay updated on innovative technology, techniques, and applications.

f. AI certification courses that are mandatory requirements (similar to ACLS/BLS certifications).

Specialty programs must provide their residents with appropriate training for any robotics that they intend to use during procedures. Specialty residencies like robotic surgery may require several layers of didactics training. In a study by Winter et al., surgical residents from Penn State completed online modules, a literature review, ten hours of simulation training, and then a 90-minute bedside session involving all components of the DaVinci Platform in a non-operative setting.32 After fulfilling these intentionally sequential requirements, residents had the experience necessary to operate the DaVinci platform technology console and could first assist in a surgical case. The program divided the instruction into trainee-directed and expert-directed training.

Even for non-surgical residents, the opportunity to conduct simulations, carry a light caseload and study the software of the DaVinci Platform will be rewarding. More familiarity with new technologies built off existing platforms will decrease any future learning gaps for all.

Integrating AI into education – physicians, hospitals, and practice

Whether a physician is privately practicing, part of a group practice, or working for a hospital, he or she has an obligation to stay current with innovative AI and telemedicine technologies. Creating a feedback loop with the administration within their institutions will be more challenging at this level. If a physician takes on more
responsibility and holds a role on the board, this will be more easily achieved. If not, there will still be many ways to keep physicians up to speed with the evolving landscape of healthcare. Here are some we propose:

a. Quality feedback loops with administrative boards for the hospital/institution, if applicable.

b. Completion of CME courses that will help them stay updated on innovative technology, techniques, and applications.

c. AI certification courses that are annual mandatory requirements (like ACLS/BLS certifications).

d. Organized AI/telemedicine workshops at conferences, hospitals, and group practices.

It is crucial for doctors, and any individual on track to become one, to stress keeping current with machine learning and AI. The Accreditation Council for Graduate Medical Education (ACGME) identified six domains that comprise physician competence. They include medical knowledge, patient care, communication, practice-based learning, systems-based practice, and interpersonal relationships. Recent studies utilized machine learning and AI to assess how adept surgery and radiology physicians are according to those guidelines. In those specific specialties, AI and machine learning have a more massive impact. As time goes on, it will be important to educate physicians about the potential these tools have to help them become even more competent, while supplementing care, supporting training, and increasing patient safety. More current knowledge will build upon itself and facilitate widespread adoption and further research.30

Conclusion

As changes are implemented into the various phases, from the premedical student to resident and later to a full-fledged physician, there will be supplementary subjects that will need broadening -- ethics, epidemiology, biostatistics, policy, and medical humanities to name a few. Along with new developing technologies, new dilemmas will arise. When they do, they will likely be in one of the subjects listed above, and they must be addressed accordingly.

Initially, we will undoubtedly run into obstacles when instituting the suggested changes into curriculums. These speedbumps may be issues with early adoption, resistance to technology, technological limitations, snail-paced change in the accreditation process, and difficulties educating staff/professors/attendings on the technology. Those issues aside, as the demand for data science increases, the supply of actual data scientists who are willing and able to train others may prove to be the most limiting factor in adoption and innovation within the field. Though necessary, it will certainly not be smooth or unencumbered.

to build upon requires the integration of elements early in their education. Thus, we have proposed a draft of several ways to integrate AI education at different levels to become a physician. Eventually, their technical acumen will push the ceiling for machine learning and artificial intelligence. This inevitable evolution of healthcare and medicine will bring along with it a new pedigree of physicians with newly restored compassion and empathy for all patients. After all, and very ironically, machines will be what make medicine human again.
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