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Abstract. ED Aluminium is the biggest Small and Medium Enterprises (SMEs) in Daerah Istimewa Yogyakarta (DIY) with 90 number of workers and 1.5 ton ingot capacity for production (Isnaini, 2014). Inventory data in December 2015 indicates that some products are overstocked (9%) and stockout (83%). This condition can happen because that SMEs still using intuition to predict the number of demand. Inventory fluctuation causes the inventory cost increases while overstock happen and lost the opportunity cost during stockout. To avoid overstock and stockout, the determination of demand with exact method is needed and one of them can be solved by forecasting method. This study aims to find the best forecasting methods of demand in 2015 using causal, time series, and combined causal-time series approaces that better than the actual condition. The results of this research is the best forecasting method used to predict the number of sales in January-November 2015, that are SARIMA (3,1,1)(0,1,1)12 for WB, SARIMA (1,1,1)(1,0,1)6 for WSD, SARIMA (1,1,1)(1,1,0)6 for DE, SARIMA (2,1,1)(1,1,0)6 for PE, and SARIMA (2,1,3)(0,1,0)12 for PT.

1 Introduction

ED Aluminium is the biggest Small and Medium Enterprises (SMEs) in Daerah Istimewa Yogyakarta (DIY) with 90 number of workers and 1.5 ton ingot capacity for production [1]. ED Aluminium has 47 types of products consist of Wajan Biasa (WB), Wajan Super Dinar (WSD), Dandang Ekonomis (DE), Panci Tasik (PT), ketel, wajan batik, and etc. Inventory data in December 2015 indicates that some products are overstocked (9%) and stockout (83%). Overstock and stockout can be caused by utilization of intuition to make production planning from forecasting until production scheduling.
Inventory fluctuation causes the inventory cost increase while overstock happens and lost the opportunity cost during stockout. So, it can be said that the inventory fluctuation shows the non-conformity of production amount and the market demand. The prediction of demand in ED Aluminium is done by adding 7% of total sales from previous months. To avoid overstock and stockout, the determination of demand with exact method is needed and one of them can be solved by forecasting method. Forecasting is a usual method to predict activities in industry such as determining number of raw materials and the number of demand.

Forecasting is a method that uses historical data to predict the future [2]. Meanwhile, according to Sudjana [3] forecasting is an activity to predict a value in the future by focusing on data or information from the past and present that are analyzed scientifically using statistics method. Forecasting can be used to make the decision that affect the period ahead. Based on the background, in this study will do the research to find the best forecasting methods of demand in 2015 using causal, time series, and combined causal-time series approaches that better than the actual condition.

2 Methodology

Based on availability of historical data in IKM ED Aluminium, forecasting demand in this study be confined by 30 types of product. This study start with literature study about forecasting and will be continued by collecting historical data of demand. The historical data is used to forecast demand in the next period. Before doing the forecasting, that collected historical data have to aggregated based on the types that are Wajan Biasa (WB), Wajan Super Dinar (WSD), Dandang Ekonomis (DE), Panci Ekonomi (PE), and Panci Tasik (PT). Aggregation is used to minimize the variation of product and simplify the way of forecasting. This study use 3 forecasting approaches to find the best forecasting methods ie Causal, Time Series, Combined Causal-Time Series. After the best forecasting method is found, we have to validate the result then disaggregate it. Dissaggregation is used to split the number of type into the number of products. And the last, the result will be compared between intuition, forecasting result, and sales in 2015.

3 Result and Discussion

In this study, forecasting is used for predicting the number of demand on 2015. There are 30 products that will be forecasted. The 30 products are choosen from others because of historical data’s availability. Before forecasting, the data will be aggregated as their famility ie Wajan Biasa (WB), Wajan Super Dinar (WSD), Dandang Ekonomi (DE), Panci Ekonomi (PE), and Panci Tasik (PE). Aggregation is used for making the forecasting process more effective and efficient. To deliver the optimum result, this study use 3 forecasting approaches to find the best forecasting methods ie Causal, Time Series, Combined Causal-Time Series.

3.1 Causal
Causal Approach is used for looking up the external and internal effect (independent variable) towards the number of demand. The selection of independent variable is based on previous research. Table 1 shows the variables that will be used on causal forecasting.

| Table 1. External and Internal Variables |
|------------------------------------------|
| **External**                             |
| Inflation                                |
| Money Supply                             |
| Government Spending                      |
| Consumers Price Index                     |
| Crude Oil Price                          |
| Dollar Rate                              |
| BI Rate                                  |
| GDP                                      |
| Regional Minimum Wage                    |
| **Internal**                             |
| Promotion Cost                           |
| Material Cost                            |
| Selling Price                            |

Before further process, the independent variables and historical data of sales are normalized to have the same range. Variables are selected using all possible regression methods. On conceptual, calculation from all possible regression is the best way to choose the best regression method [4]. In this method, the model will be chosen based on the best value of deterministic coefficient (R Square) with the consideration of the number of determination coefficient is not increase due to the addition of variables. The model of causal forecasting is built with multiple linear regression method.

1. Correlation between Variables
   Correlation test between variables are used for finding the x (external and internal variables) that have correlation with y (demand). Correlated variables is shown by $P$-value < 0.05.

2. Multicoleniarity and Autocorrelation
   Good correlation models are not contain multicoleniarity and autocorrelation that is indicated by VIF value close to 1. According to Hanke and Wince [5], VIF value on each variables those close to 1 are indicated no problem of multicoleniarity from independent variables. If the models have multicoleniarity, it can be removed first with differencing. Besides a multicoleniarity, good correlation models are also not contain possitif and negative autocorrelation. Possitive autocorrelation happend when the value of $d$ is less than $dL$ ($dL= 1.4073$). Although, negative autocorrelation happend when the value of $(d-4)$ is less than $dL$. In this model, Durbin Watson value is 1.77111 so it does not contain negative autocorrelation and the possitive autocorrelation can not be concluded ($dL < d < dU$). Besides can analyze the multicoleniarity and autocorrelation, unusal R can also be detected. Unusal R can make the interpretation of regression result is getting wrong so it has to remove the unusal R first before continue the process.

3. Finding Best Subset
   Best subset or best regression model is a model that has highest adjusted R square and random residual plot. The selection of best subset is done when there are more than one correlated variable.

4. Training Data
After the best variable is known for regression, the next step is doing training data and calculating the regression. The four steps of causal forecasting above have to be done for all product’s families i.e. WB, WSD, DE, PE, and PT to know whether causal forecasting can be done and the value of R\(^2\) dan MAPE. Table 2 shows the summary of causal forecasting result for WB, WSD, DE, PE, and PT.

### Table 2. Summary of Causal Forecasting

| No | Unit Aggregate       | Correlation Test          | Regression Test | Variable | Unusual R | Unusual X | Can be Removed/Not | Continue/Not |
|----|----------------------|----------------------------|-----------------|----------|-----------|-----------|--------------------|--------------|
| 1  | Wajan Biasa (WB)     | No Correlation             |                 |          |           |           |                    |              |
| 2  | Wajan Super Dinar (WSD) | Correlation: Inflation   | Yes: inflation | Yes      |           |           | Yes                | Yes          |
| 3  | Dandang Ekonomi (DE) | Correlation: Inflation, Money Supply, Crude Oil, GDP, Government Spending, Dollar, Regional Min Wage, Selling price | Yes: Money Spending, Selling Price | Yes      | Yes       | No        | No                 |              |
| 4  | Panci Ekonomi (PE)   | Correlation: Selling Price | Yes: Selling Price | Yes      |           |           | Yes                | Yes          |
| 5  | Panci Tasik (PE)     | No Correlation             |                 |          |           |           |                    |              |

Based on Table 2, causal forecasting can be done not only for WSD but also for PE. The result of training data of PE shows the value of R\(^2\) is -34.85 with 153.06% for MAPE. The result of R\(^2\) and MAPE from WSD and PE can not be said it is good for forecasting model because R\(^2\) is less than 75% and MAPE is still more than 10%. So, it is necessary to choose another forecasting approach for better result. Causal and Combined Causal-Time Series approaches can not be continued for WB and PT because there are not a correlation yet. While for DE there are unusual R and X that can not be removed.

Inflation and selling price have correlation in majority unit aggregate. Inflation has significant effect on consumption in Indonesia [6]. It means, when inflation decrease, consumption in Indonesia also increases. On the other hand, selling price gives the direct effect for customer preference behavior. Customer prefer to choose the lower price with the same quality.

### 3.2 Combined Causal-Time Series
Based on correlation and regression test, aggregate unit which can be continued for modeling in combined forecasting approach is PE. Combined forecasting approach can not be continued for WSD because the combined forecasting up to 19 historical data have R-square less than 75% and usual R on 14th observation. The best R-Square for PE in combined forecasting is solved with using 19 historical data ($Y_{t-19}$) that is equal to 69.76%. There is usual R on 4th and 23rd observation on combined forecasting. Depend on the explanation before, it is better to remove unusual R in regression process because it will affect the result. Once removed the 4th and 23rd observation, combined forecasting can be continued because usual R does not appear anymore and R square is increase up to 83.45%. However, when regression is done for selected variable (p-value < 0.05), unusual R is reappear on 17th observation. Once removed, unusual R is appear on 16th, 26th, and 30th observation so this combined forecasting can not be continued.

### 3.3 Time Series

Based on the result above, the 5 aggregate units can not be forecasted with combined and causal approach because the result of MAPE and R-square are still not good. So, it is necessary to do another forecasting approach called Time Series. There are a lot of time series forecasting models. Therefore, it is necessary to chose the correct method based on data plot, period, auto correlation function (ACF), and partial auto correlation function (PACF). Accuracy of selection of forecasting model will give an effect for the error result. Based on data plot for historical data of demand, there are a lot of obstacles related to determine the right model. Researcher can not find the best model from plot data and ACF because MAPE still more than 10%. Therefore, it needs more analysis to see the stationary of data. Based on that condition, researcher try to use ARIMA model because of its advantages in processing non stationary data.

On ARIMA method, there are some steps have to do such as see the plot data of ACF and PACF, do the differencing, determine the right ordo, and run some scenarios to find the best method. Fig 1 shows ACF and PACF for differencing PE.
Fig. 1. ACF and PACF for Differencing PE

Figure 1 shows Lag-12 has the highest ACF and seasonal on Lag-11 of PACF. This condition means there is a seasonality of the model and it called SARIMA. But, it can not be concluded where is the right seasonal because ACF and PACF have different period’s of highest lag. Despite of doing combination of ordo, in this SARIMA model needs to do the seasonality combination. It is used for finding the best MAPE and R-square. The form of SARIMA PE is ARIMA(p,d,q)(P, D, Q)_{12}. Because it has done the differencing once, so it can be determined d=1. Then, it will be selected several SARIMA model that have p value < 5. Model with p value < 5 shows that the model can not be applied because the error has correlation with previous lag. This models will be the scenario of SARIMA then R^2 and MAPE can be determined. The same steps of SARIMA PE will be done for WB, WSD, DE, and PT. Table 3 shows the best forecasting model for all unit aggregate.

Table 3. Best Forecasting Model

| No | Product | Best Model       | MAPE  | R^2   |
|----|---------|------------------|-------|-------|
|    |         |                  | Training | Validation | Training | Validation |
| 1  | WB      | SARIMA (311)(011)_{12} | 23.0%  | 21.9%  | 0.47     | -0.21      |
| 2  | WSD     | SARIMA (111)(101)_{6} | 16.1%  | 14.2%  | 0.22     | 0.98       |
| 3  | DE      | SARIMA (111)(110)_{6} | 21.0%  | 11.3%  | 0.28     | 0.94       |
| 4  | PE      | SARIMA (211)(110)_{6} | 30.4%  | 14.9%  | 0.15     | 0.99       |
| 5  | PT      | SARIMA (213)(010)_{12} | 49.8%  | 10.5%  | -0.74    | 0.99       |
Compared with previous and other methods, SARIMA gives the best result for this data because of the ability to process non-stationary data in a certain period. This research has difficulties on data process because ED Aluminium has not proper data documentary.

3.4. Disaggregation

After finding the best forecasting model for each aggregate unit, then will do aggregate forecasting for demand on January-November 2015. Table 4 shows the result of aggregate forecasting.

| No | t     | WB   | WSD  | DE   | PE   | PT   |
|----|-------|------|------|------|------|------|
| 1  | Jan-15| 344276| 121884| 195406| 18165| 11387|
| 2  | Feb-15| 258647| 111449| 138422| 8230 | 18654|
| 3  | Mar-15| 199408| 106555| 182331| 12299| 22239|
| 4  | Apr-15| 263275| 100382| 202497| 13531| 22343|
| 5  | May-15| 217180| 122927| 363255| 19482| 17701|
| 6  | Jun-15| 282409| 125710| 277159| 8206 | 17003|
| 7  | Jul-15| 387343| 135317| 136300| 9691 | 15895|
| 8  | Aug-15| 389111| 145911| 209599| 15474| 6776 |
| 9  | Sep-15| 413063| 150075| 220898| 15201| 26507|
| 10 | Oct-15| 330707| 155575| 237567| 10094| 29861|
| 11 | Nov-15| 188811| 132614| 279687| 22212| 15378|

Then, the aggregated forecasting must be disaggregated to items. Disaggregation is used to split the number of type into the number of products. Disaggregation is done by percentage method. It compares the percentage of selling price unit and the total percentage. From that result, it can be found the comparison of intuition average from ED Aluminium and the forecasting result with actual sales on 2015. Figure 2 shows the forecasting result have the close value with actual sales than the intuition by ED Aluminium. It means, the forecasting result have less error margin than the intuition by ED Aluminium. Better forecasting result with less error than intuition hopefully can minimize overstock and stockout.
4 Conclusion

Based on the result and analysis we can conclude that the best forecasting method to predict the number of demand on January-November 2015 in ED Aluminium Yogyakarta are SARIMA (3,1,1)(0,1,1)_{12} for WB, SARIMA (1,1,1)(1,0,1)_{6} for WSD, SARIMA (1,1,1)(1,1,0)_{6} for DE, SARIMA (2,1,1)(1,1,0)_{6} for PE, and SARIMA (2,1,3)(0,1,0)_{12} for PT. If it is compared with other methods, SARIMA have the best MAPE and R^2 not only in training data but also in validation because non stationary data and seasonality are considered in SARIMA. From the whole result, ED Aluminium is suggested to use SARIMA to forecast the demand. However, it is better that the number of inventory and work in process (WIP) are considered. So, the minimization of overstock and stockout can be proven by data.
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