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Abstract: The paper discusses the estimation and prediction problems for the Nadarajah-Haghighi distribution using progressive type-II censored samples. For the unknown parameters, we first calculate the maximum likelihood estimates through the Expectation–Maximization algorithm. In order to choose the best Bayesian estimator, a loss function must be specified. When the loss is essentially symmetric, it is reasonable to use the square error loss function. However, for some estimation problems, the actual loss is often asymmetric. Therefore, we also need to choose an asymmetric loss function. Under the balanced squared error and symmetric squared error loss functions, the Tierney and Kadane method is used for calculating different kinds of approximate Bayesian estimates. The Metropolis-Hasting algorithm is also provided here. In addition, we construct a variety of interval estimations of the unknown parameters including asymptotic intervals, bootstrap intervals, and highest posterior density intervals using the sample derived from the Metropolis-Hasting algorithm. Furthermore, we compute the point predictions and predictive intervals for a future sample when facing the one-sample and two-sample situations. At last, we compare and appraise the performance of the provided techniques by carrying out a simulation study and analyzing a real rainfall data set.
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1. Introduction

Nowadays, censoring has aroused great concern in the aspects of various reliability studies and life tests. There are already certain kinds of censoring schemes introduced in many references, among which type-I and type-II censoring are likely to be the two most famous types. Plenty of literature has discussed them, such as [1,2]. A life test in type-I censoring ends at a prespecified time, so the number of observations is random. By contrast, a life test in type-II censoring is not finished until a prefixed number of failures occur.

However, there are some constraints in type-I and type-II censoring. The units cannot be withdrawn when an experiment is in progress, for example. In this case, a kind of more flexible and more general censoring scheme named progressive type-II censoring scheme was put forward in order to improve this disadvantage. That is, it allows the removal of units in between. This scheme is introduced as follows. We assume that the number of units are put in a life test. \( R_1 \) of the \( n - 1 \) surviving units are withdrawn at random from the experiment as the first failure takes place. Likewise, after the second failure, \( R_2 \) out of the \( n - R_1 - 2 \) remaining surviving units are randomly removed again. This experiment continues until \( m \) failures happen. The remaining units of size \( R_m \) are withdrawn from the test at this moment, where \( R_m = n - m - \sum_{i=1}^{m-1} R_i \). Then, \( R = (R_1, R_2, \ldots, R_m) \) is named the progressive type-II censoring scheme, which should be prefixed before the experiment. Many statistical inferences and studies have been done involved with progressive censoring by several researchers like [3–6].
An extension of the exponential distribution was suggested by [7] by introducing a shape parameter. Its corresponding probability density function (PDF) is defined by

\[ f(x; \alpha, \lambda) = \alpha \lambda (1 + \lambda x)^{\alpha - 1} \exp\{1 - (1 + \lambda x)^{\alpha}\}, \quad x > 0; \alpha > 0, \lambda > 0, \] (1)

and cumulative distribution function (CDF) is expressed as

\[ F(x; \alpha, \lambda) = 1 - \exp\{1 - (1 + \lambda x)^{\alpha}\}, \quad x > 0; \alpha > 0, \lambda > 0, \] (2)

where the shape and scale parameters are respectively \( \alpha \) and \( \lambda \). Both of them are positive. We denote this distribution by NH(\( \alpha \), \( \lambda \)). In addition, the NH distribution in some other literature is also named the extended exponential distribution, such as [8,9].

Ref. [7] made a discovery that even though some data sets contained the value zero, an NH distribution still could provide suitable fits to them. In addition, the trend of hazard rate function is dependent on \( \alpha \) in this distribution. For instance, the hazard rate function tends to increase (decrease) when \( \alpha > 1 \) (\( \alpha < 1 \)), respectively. However, the hazard rate function turns into a constant as \( \alpha \) is given the value of 1. At this time, (1) becomes the one-parameter exponential distribution as well.

Some literature can be found with regard to the statistical inferences for the NH distribution. As for the estimation of the unknown parameters, based on progressive type-II censored samples with binomial removals, Ref. [10] has discussed the maximum likelihood and Bayes estimations. Then, Ref. [11] researched progressive type-II censored data. They calculated the maximum likelihood estimates (MLEs) through the method of Newton–Raphson, and Bayes estimates through the Markov Chain Monte Carlo method. Interval estimations were made like asymptotic confidence intervals (CIs) and the highest posterior density (HPD) intervals as well. Several references also laid emphasis on the problems of order statistics of an NH distribution, such as [8,9]. They both worked on recurrence formulas of the moments for order statistics. However, the former dealt with the situation in progressive type-II right censoring while the latter focused on the complete samples. Additionally, for the unknown parameters, Ref. [12] discussed MLEs, and Bayesian estimates by the Lindley approximation. The point and interval predictions for future records were also made by making use of non-Bayesian and Bayesian predictions. In addition, based on the progressively first-failure censored NH distribution, Ref. [13] studied the MLEs and Bayes estimates for the two unknown parameters and lifetime parameters of survival and hazard rate functions. They also suggested an optimal censoring scheme through different optimality criteria.

In the article, using progressive type-II censored samples, we discuss the estimation and prediction problems for the NH distribution by diverse kinds of methods. In addition, we compare their performance through the simulation study and a real rainfall data set.

In Section 2, for the unknown parameters, we utilize the Expectation–Maximization (EM) algorithm for calculating the MLEs. Then, on the basis of the Fisher information matrix, we set up the asymptotic intervals. Furthermore, here bootstrap intervals are introduced as well. In Section 3, under two types of loss functions, Bayesian estimators of unknown parameters are calculated through both the Metropolis-Hasting (MH) method and Tierney and Kadane (TK) algorithm. Then, using the sample generated by the MH algorithm, we get the HPD credible intervals as well. In Section 4, Bayesian predictive intervals and the point prediction of a future sample are discussed. Additionally, we compare and appraise the performance of the provided techniques by carrying out a simulation study and analyzing a real data set in Section 5.

2. Maximum Likelihood Estimation

We assume that the number of \( n \) units are placed in a life test. They are independent and identically follow the NH distribution defined in (1). Under a progressive type-II censoring scheme \( R = (R_1, R_2, \cdots, R_m) \), let us denote a set of censored samples of size \( m \)
by \( X = (X_{1:m:n}, X_{2:m:n}, \cdots, X_{m:m:n}) \) from the NH distribution. In light of [3], the likelihood function related to \( \alpha \) and \( \lambda \) is written as
\[
L(\alpha, \lambda | \chi) = \kappa \prod_{i=1}^{m} f(x_i; \alpha, \lambda) [1 - F(x_i; \alpha, \lambda)]^{R_i} \\
= \kappa (\alpha)^m \prod_{i=1}^{m} (1 + \lambda x_i)^{a-1} \exp\{1 - (1 + \lambda x_i)^a\} \exp\{1 - (1 + \lambda x_i)^a\}^{R_i},
\]
where \( \kappa = n(n - 1 - R_1) \cdots (n - m + 1 - \sum_{i=1}^{m-1} R_i) \), and \( \chi = (x_1, x_2, \cdots, x_m) \) stands for the corresponding observed value of \( X \). Ignoring the constant, we compute the log-likelihood function by
\[
L(\alpha, \lambda | \chi) = \ln L(\alpha, \lambda | \chi) = m \ln \alpha + \sum_{i=1}^{m} \ln(1 + \lambda x_i) + \sum_{i=1}^{m} \ln(1 + \lambda x_i) = 0,
\]
As usual, to acquire the MLEs of \( \alpha \) and \( \lambda \), we are supposed to solve the corresponding likelihood equations as
\[
\frac{\partial L}{\partial \alpha} = \frac{m}{\alpha} - \sum_{i=1}^{m} (1 + R_i)(1 + \lambda x_i)^a \ln(1 + \lambda x_i) = 0, \\
\frac{\partial L}{\partial \lambda} = \frac{m}{\lambda} - \alpha \sum_{i=1}^{m} (1 + R_i)x_i(1 + \lambda x_i)^{a-1} + \sum_{i=1}^{m} \frac{x_i}{1 + \lambda x_i} = 0.
\]
However, it is infeasible to solve the above equations analytically in closed form. Therefore, some numerical techniques like the EM algorithm are suggested for calculating the desired MLEs. As a solution to lost or partial data situations, Ref. [14] introduced the EM algorithm at first.

We are aware that the progressive type-II censored data are not complete, so they can be treated as a set of incomplete data. Now we assume that \( Z = (Z_1, Z_2, \cdots, Z_m) \) represents censored data and \( X = (X_{1:m:n}, X_{2:m:n}, \cdots, X_{m:m:n}) \) represents observed data. It is worth noting that for \( i = 1, 2, \cdots, m \), every \( Z_i \) is a set of \( 1 \times R_i \) vectors of \( (Z_{i1}, Z_{i2}, \cdots, Z_{iR_i}) \). Consequently, observed data \( X \) combine censored data \( Z \) form the complete data set as \( V = (X, Z) \). We disregard the additive constant and then obtain the corresponding log-likelihood function \( L_c(V; \alpha, \lambda) \) for \( V \) as
\[
L_c(V; \alpha, \lambda) = m \ln \alpha + (\alpha - 1) \sum_{i=1}^{m} \ln(1 + \lambda x_i) + \sum_{i=1}^{m} (1 + \lambda x_i)^a \\
+ (\alpha - 1) \sum_{i=1}^{m} \sum_{k=1}^{R_i} \ln(1 + \lambda z_{ik}) + \sum_{i=1}^{m} \sum_{k=1}^{R_i} (1 + \lambda z_{ik})^a,
\]
where \( z_{ik} \) denotes a censored value of \( Z_{ik} \) for \( k = 1, \cdots, R_i \) and \( i = 1, \cdots, m \).

The EM algorithm is composed of two parts named E-step and M-step. To begin with, the E-step is involved with calculation related to the corresponding pseudo-log-likelihood function as
\[
L_s(\alpha, \lambda) = m \ln \alpha + (\alpha - 1) \sum_{i=1}^{m} \ln(1 + \lambda x_i) + \sum_{i=1}^{m} (1 + \lambda x_i)^a \\
+ (\alpha - 1) \sum_{i=1}^{m} \sum_{k=1}^{R_i} E(\ln(1 + \lambda z_{ik}) | z_{ik} > x_i) + \sum_{i=1}^{m} \sum_{k=1}^{R_i} E((1 + \lambda z_{ik})^a | z_{ik} > x_i),
\]
by \( X = (X_{1:m:n}, X_{2:m:n}, \cdots, X_{m:m:n}) \) from the NH distribution. In light of [3], the likelihood function related to \( \alpha \) and \( \lambda \) is written as
\[
L(\alpha, \lambda | \chi) = \kappa \prod_{i=1}^{m} f(x_i; \alpha, \lambda) [1 - F(x_i; \alpha, \lambda)]^{R_i} \\
= \kappa (\alpha)^m \prod_{i=1}^{m} (1 + \lambda x_i)^{a-1} \exp\{1 - (1 + \lambda x_i)^a\} \exp\{1 - (1 + \lambda x_i)^a\}^{R_i},
\]
where

\[
E(\ln(1 + \lambda z_{ik}) | z_{ik} > x_i) = \frac{1}{1 - F(x_i; a, \lambda)} \int_{x_i}^{+\infty} e^{1-(1+\lambda)t} \left[\ln(1 + \lambda t)|(1 + \lambda t)^{-a} - 1\right] dt \\
= -\frac{a}{1 - F(x_i; a, \lambda)} \int_{0}^{\infty} (\ln(1 - y)) dy \\
= E_1(x_i, a, \lambda), \text{ say}
\]

\[
(9)
\]

\[
E(1 - (1 + \lambda z_{ik})^a | z_{ik} > x_i) = \frac{a \lambda}{1 - F(x_i; a, \lambda)} \int_{x_i}^{+\infty} [1 - (1 + \lambda t)^a](1 + \lambda t)^{a-1} e^{1-(1+\lambda)t} \left[\ln(1 + \lambda t)|(1 + \lambda t)^{-a} - 1\right] dt \\
= -\frac{1}{1 - F(x_i; a, \lambda)} \int_{0}^{\infty} (\ln y) dy \\
= (1 + \lambda x_i)^a \\
= E_2(x_i, a, \lambda), \text{ say.}
\]

(10)

As for the M-step, the maximum value of (8) depends on the values of \(a\) and \(\lambda\). We assume that the estimate of \((a, \lambda)\) is referred to as \((a_{(j)}, \lambda_{(j)})\) in the \(j\)th iteration. Thus, we can figure out \((a_{(j+1)}, \lambda_{(j+1)})\) through maximizing the function

\[
L_a(a, \lambda) = n \ln a \lambda + (a - 1) \sum_{i=1}^{m} \ln(1 + \lambda x_i) + (a - 1) \sum_{i=1}^{m} R_i E_1(x_i, a_{(j)}, \lambda_{(j)}) \\
+ \sum_{i=1}^{m} (1 - (1 + \lambda x_i)^a) + \sum_{i=1}^{m} R_i E_2(x_i, a_{(j)}, \lambda_{(j)}).
\]

(11)

As the values of \(a_{(j)}\) and \(\lambda_{(j)}\) are known, at first, \(\lambda_{(j+1)}\) is calculated through solving the equation

\[
\frac{\partial L_a}{\partial \lambda} = \frac{n}{\lambda_{(j+1)}} - a_{(j)} \sum_{i=1}^{m} x_i (1 + \lambda_{(j+1)} x_i)^{a_{(j)}-1} - (a_{(j)} - 1) \sum_{i=1}^{m} \frac{x_i}{1 + \lambda_{(j+1)} x_i} = 0.
\]

(12)

Once \(\lambda_{(j+1)}\) is obtained, we can also solve \(a_{(j+1)}\) by the following equation

\[
\frac{\partial L_a}{\partial a} = \frac{n}{a_{(j+1)}} + \sum_{i=1}^{m} \ln(1 + \lambda_{(j+1)} x_i) - \sum_{i=1}^{m} (1 + \lambda_{(j+1)} x_i)^{a_{(j+1)}-1} \ln(1 + \lambda_{(j+1)} x_i) \\
+ \sum_{i=1}^{m} R_i E_1(x_i, a_{(j)}, \lambda_{(j+1)}) = 0.
\]

(13)

Then, in the next iteration, we treat \((a_{(j+1)}, \lambda_{(j+1)})\) as the updated numeric value for \((a, \lambda)\). Like this, we proceed with the above two steps repeatedly before \(a\) and \(\lambda\) finally converge to their MLEs. According to [15], the log-likelihood function is ensured to increase with each iteration. As a result, the EM algorithm almost always manages to make the likelihood function attain its local maximum value despite beginning with a random value of the parameter domain. When, in Section 5, using the EM algorithm for MLEs under progressive type-II censoring, we take the MLEs derived from complete samples as initial values.

### 2.1. Fisher Information Matrix

Let \(\theta\) denote the unknown parameter \((a, \lambda)\). We assume that \(V\) represents the complete data and \(X\) represents the observed data. Then, let us denote the observed, missing, and complete information by \(I_X(\theta), I_V|X(\theta), \text{ and } I_V(\theta)\), respectively. Based on the idea of [16], we can obtain
\[ I_X(\theta) = I_V(\theta) - I_{V|X}(\theta), \]  
\tag{14} 

where 
\[ I_V(\theta) = -E\left[ \frac{\partial^2 L_c(V, \theta)}{\partial \theta^2} \right] = \begin{bmatrix} a_{11}(\alpha, \lambda) & a_{12}(\alpha, \lambda) \\ a_{21}(\alpha, \lambda) & a_{22}(\alpha, \lambda) \end{bmatrix}, \]  
\tag{15} 

and 
\[ I_{V|X}^j(\theta) = -E_{Z_j|X_j=m} \left[ \frac{\partial^2 \ln f_{Z_j}(z_j|X_j, \theta)}{\partial \theta^2} \right] = \begin{bmatrix} b_{11}(x_j; \alpha, \lambda) & b_{12}(x_j; \alpha, \lambda) \\ b_{21}(x_j; \alpha, \lambda) & b_{22}(x_j; \alpha, \lambda) \end{bmatrix}. \]  
\tag{16} 

We note that these are two 2 \times 2 matrices. Moreover, \( I_{V|X}^j(\theta) \) stands for the Fisher information matrix of one single observation which is censored as the \( j \)th failure occurs. Subsequently, we first calculate the elements of \( I_V(\theta) \) as follows.

\[ a_{11}(\alpha, \lambda) = \frac{n}{\lambda^2} + \frac{1}{\lambda^2} \int_0^{+\infty} \left[ \ln(1 + u) \right]^2 (1 + u)^{-\frac{1}{2}} du, \]

\[ a_{22}(\alpha, \lambda) = \frac{n}{\lambda^2} + \frac{\alpha - 1}{\lambda^2} \int_0^{+\infty} \left[ 1 + \alpha(1 + u) \right] \left[ 1 - (1 + u)^{-\frac{1}{2}} \right]^2 e^{-u} du, \]

\[ a_{12}(\alpha, \lambda) = a_{21}(\alpha, \lambda) = \frac{1}{\lambda} \int_0^{+\infty} \left[ (1 + u)^{-\frac{1}{2}} \right]^2 (1 + u) \ln(1 + u) + u e^{-u} du. \]

From (16), we also have

\[ b_{11}(x_j; \alpha, \lambda) = \frac{1}{\lambda^2} \int_0^{+\infty} \left[ (1 + \lambda x_j)^{\alpha-1} (1 + t) \ln(1 + t) \right] e^{-t} dt 
+ (1 + \lambda x_j)^{\alpha} \left[ \ln(1 + \lambda x_j) \right]^2, \]

\[ b_{22}(x_j; \alpha, \lambda) = \frac{\alpha - 1}{\lambda^2} \int_0^{+\infty} \left[ 1 + \alpha(1 + t) \right] \left[ 1 - (1 + t)^{-\frac{1}{2}} \right]^2 e^{-t} dt 
+ \alpha(a - 1)(1 + \lambda x_j)^{\alpha-2} x_j^2, \]

\[ b_{12}(x_j; \alpha, \lambda) = b_{21}(x_j; \alpha, \lambda) = x_j \int_0^{+\infty} \left[ (1 + t) \ln(1 + t + t) \right] \left[ 1 - (t + 1)^{-\frac{1}{2}} \right] e^{-t} dt. \]

Then, we can calculate the total missing information matrix by the following expression

\[ I_{V|X}(\theta) = \sum_{j=1}^{m} R_j I_{V|X}^j(\theta). \]  
\tag{17} 

Based on the two matrices above, we easily compute the observed information matrix from (14) and its inverse matrix as well. The MLE \( \hat{\theta} = (\hat{\alpha}, \hat{\lambda}) \) has asymptotic normality, so we can write it as \( \hat{\theta} \sim N(\theta, \lambda^{-1}(\hat{\theta})) \). As a consequence, the 100(1 - \( p \))% asymptotic CIs are derived by

\[
\left( \hat{\alpha} - z_{\frac{p}{2}} \sqrt{\text{Var}(\hat{\alpha})}, \hat{\alpha} + z_{\frac{p}{2}} \sqrt{\text{Var}(\hat{\alpha})} \right) \quad \text{and} \quad \left( \hat{\lambda} - z_{\frac{p}{2}} \sqrt{\text{Var}(\hat{\lambda})}, \hat{\lambda} + z_{\frac{p}{2}} \sqrt{\text{Var}(\hat{\lambda})} \right),
\]  
\tag{18} 

where 0 < \( p \) < 1 and \( z_{\frac{p}{2}} \) is a numerical number of the upper \( \frac{p}{2} \)th percentile of the standard normal variate. Here, two elements of the main diagonal of \( I_\lambda^{-1}(\hat{\theta}) \) are \( \text{Var}(\hat{\alpha}) \) and \( \text{Var}(\hat{\lambda}) \).

### 2.2. Bootstrap Confidence Intervals

As is known to us, the asymptotic CIs perform poorly in a sample with a small size. The bootstrap methods are more likely to provide more approximate confidence intervals. As a result, we introduce two CIs using the bootstrap methods. One is the percentile bootstrap (Boot-p) method which was put forward by [17]. According to [18], another
is called the bootstrap-t (Boot-t) method. The Boot-p method and the Boot-t method are presented in Algorithms 1 and 2, respectively.

**Algorithm 1 Boot-p method**

**Require:** The number of simulation times \( N \); the censoring scheme \( R \); the confidence level \( 1 - p \)%; the progressive type-II censored sample \( X \).

**Ensure:** The 100(1 – p)% boot-p CI for \( \varphi \), \((\hat{\varphi}_\text{Boot-p}(\frac{T_1}{2}), \hat{\varphi}_\text{Boot-p}(1 - \frac{T_1}{2}))\), where \( \varphi \) can be \( \alpha \) and \( \lambda \);

1. Compute the MLE \( (\hat{\alpha}, \hat{\lambda}) \) from \( X \);
2. for \( v = 1 \) to \( N \) do
3. Derive a bootstrap sample from the NH distribution by using \( (\hat{\alpha}, \hat{\lambda}) \) under \( R \);
4. Calculate the MLE \( (\hat{\alpha}_v^{*}, \hat{\lambda}_v^{*}) \) based on the bootstrap sample;
5. end for
6. Sort \( \hat{\varphi}_v, v = 1, 2, \ldots, N \), ascendingly as \( \hat{\varphi}_{(1)}^{*}, \hat{\varphi}_{(2)}^{*}, \ldots, \hat{\varphi}_{(N)}^{*} \);
7. Compute \( \hat{\varphi}_\text{Boot-p}(\frac{T_1}{2}) = \hat{\varphi}_{(\lfloor \frac{T_1}{2} \rfloor N)}^{*} \) and \( \hat{\varphi}_\text{Boot-p}(1 - \frac{T_1}{2}) = \hat{\varphi}_{(\lfloor 1 - \frac{T_1}{2} \rfloor N)}^{*} \), where \( \lfloor \frac{T_1}{2} \rfloor N \) is the largest integer that does not exceed \( \frac{T_1}{2}N \).
8. return \((\hat{\varphi}_\text{Boot-p}(\frac{T_1}{2}), \hat{\varphi}_\text{Boot-p}(1 - \frac{T_1}{2}))\);

**Algorithm 2 Boot-t method**

**Require:** The number of simulation times \( N \); the censoring scheme \( R \); the confidence level \( 1 - p \)%; the progressive type-II censored sample \( X \).

**Ensure:** The 100(1 – p)% boot-t CI for \( \varphi \), \((\hat{\varphi}_\text{Boot-t}(\frac{T_1}{2}), \hat{\varphi}_\text{Boot-t}(1 - \frac{T_1}{2}))\), where \( \varphi \) can be \( \alpha \) and \( \lambda \);

1. Compute the MLE \( (\hat{\alpha}, \hat{\lambda}) \) from \( X \);
2. for \( v = 1 \) to \( N \) do
3. Derive a bootstrap sample from the NH distribution by using \( (\hat{\alpha}, \hat{\lambda}) \) under \( R \);
4. Calculate the MLE \( (\hat{\alpha}_v^{*}, \hat{\lambda}_v^{*}) \) based on the bootstrap sample;
5. Compute the statistic \( T_v^* = \frac{\hat{\varphi}_v^{*} - \hat{\varphi}}{\sqrt{\text{Var}(\hat{\varphi}_v^{*})}} \); 
6. end for
7. Sort \( T_1^*, T_2^*, \ldots, T_N^* \) ascendingly as \( T_{(1)}^*, T_{(2)}^*, \ldots, T_{(N)}^* \);
8. Pick \( T_{(\lfloor \frac{T_1}{2} \rfloor N)}^*, T_{(\lfloor 1 - \frac{T_1}{2} \rfloor N)}^* \) and their corresponding MLEs \( \hat{\varphi}_1^{*}, \hat{\varphi}_R^{*} \);
9. Compute \( \hat{\varphi}_\text{Boot-t}(\frac{T_1}{2}) = \hat{\varphi} + \sqrt{\text{Var}(\hat{\varphi}_1^{*})} T_{(\lfloor \frac{T_1}{2} \rfloor N)}^* \) and \( \hat{\varphi}_\text{Boot-t}(1 - \frac{T_1}{2}) = \hat{\varphi} + \sqrt{\text{Var}(\hat{\varphi}_R^{*})} T_{(\lfloor 1 - \frac{T_1}{2} \rfloor N)}^* \);
10. return \((\hat{\varphi}_\text{Boot-t}(\frac{T_1}{2}), \hat{\varphi}_\text{Boot-t}(1 - \frac{T_1}{2}))\);

3. **Bayesian Estimation**

In order to choose the best Bayesian estimator, a loss function must be specified and used to represent the penalty associated with each possible estimator. Researchers usually use the symmetric squared error loss function. There is no doubt that it is reasonable to use the squared error loss function when the loss is essentially symmetric. However, for some estimation problems, the actual loss is often asymmetric. Therefore, we also need to choose an asymmetric loss function.

We consider Bayesian estimators under symmetric and asymmetric loss functions. We suppose that \( \delta \) is a Bayesian estimate for \( \theta \). Firstly, the symmetric squared error loss (SEL) function is written as

\[
L_S(\theta, \delta) = (\delta - \theta)^2.
\]  

Hence, under \( L_S(\theta, \delta) \), the Bayesian estimate for \( \theta \) is expressed by

\[
\delta_S = E(\theta | \chi).
\]
In light of [19], the balanced squared error loss (BSEL) function has the following form:

\[ L_B(\theta, \delta) = (1 - \epsilon)(\delta - \theta)^2 + \epsilon(\delta - \delta_0)^2, \]  

(21)

where \(0 \leq \epsilon \leq 1\), and \(\delta_0\) is a known estimate of \(\theta\). It is worth noting that when \(\epsilon\) is given as the value of 0, the BSEL function turns into the SEL function. Based on the BSEL function \(L_B(\theta, \delta)\), the Bayes estimator is calculated by

\[ \delta_B = E(\theta|X) = \epsilon\delta_0 + (1 - \epsilon)E(\theta|X). \]  

(22)

Let us denote a set of progressive type-II censored samples by \(X = (X_{1:n}, X_{2:m_n}, \ldots, X_{m:m_n})\) from the NH distribution. Suppose that two independent parameters \(\alpha\) and \(\lambda\) follow the gamma prior distributions as

\[ \alpha \sim Gamma(a, b) \quad \text{and} \quad \lambda \sim Gamma(c, d), \quad a, \lambda > 0, a, b, c, d > 0. \]  

(23)

Here, the prior information is shown by selecting the numerical numbers for four hyperparameters \(a, b, c, \) and \(d\). Hence, the joint prior density is expressed by

\[ \phi(\alpha, \lambda) \propto \alpha^{a-1}e^{-b\lambda} \lambda^{c-1}e^{-d\lambda}. \]  

(24)

Consequently, the joint posterior density is then obtained by

\[
\phi(\alpha, \lambda|X) = \frac{I(\alpha, \lambda|x)\phi(\alpha, \lambda)}{\int_0^\infty \int_0^\infty \phi(\alpha, \lambda)I(\alpha, \lambda|x)\alpha\lambda d\lambda} = e^{-a\gamma_n-\lambda+\gamma_n-\lambda_n-1}e^{-b\lambda} \prod_{i=1}^{m} (1 + \lambda x_i)^{\gamma_n-1} \exp \left\{ \{1 + R_i[1 - (1 + \lambda x_i)^{\gamma_n}] \} \right\},
\]

(25)

where \(\gamma\) denotes a normalizing constant.

As we can see, it is impractical to deal with the joint posterior distribution analytically. The Bayesian estimators of some functions involved with \(\alpha\) and \(\lambda\) also include the rates between two integrals. Therefore, we calculate Bayesian estimators based on these two kinds of loss functions, two approximate methods are proposed to cope with the corresponding ratio of integrals in the next two subsections, respectively.

### 3.1. Tierney and Kadane Method

Based on the idea of [20], we take advantage of the TK method and then calculate approximate Bayes estimates. The posterior expectation for \(\xi(a, \lambda)\) can be expressed as

\[
\Psi(x) = \left[ \frac{\int_0^\infty \int_0^\infty \exp \left\{ \phi(\alpha, \lambda) + L(\alpha, \lambda|x) \right\} \xi(\alpha, \lambda) d\lambda d\alpha}{\int_0^\infty \int_0^\infty \exp \left\{ \phi(\alpha, \lambda) + L(\alpha, \lambda|x) \right\} d\lambda d\alpha} \right] = \frac{\int_0^\infty \int_0^\infty \exp \left\{ \phi(\alpha, \lambda) + L(\alpha, \lambda|x) \right\} d\lambda d\alpha}{\int_0^\infty \int_0^\infty \exp \left\{ \phi(\alpha, \lambda) \right\} d\lambda d\alpha},
\]

(26)

where \(\Phi(\alpha, \lambda) = \ln \phi(\alpha, \lambda)\), and \(L(\alpha, \lambda|x)\) represents the log-likelihood function (4). Moreover, \(\psi(\alpha, \lambda)\) and \(\psi(\alpha, \lambda)\) are defined as

\[
\psi(\alpha, \lambda) = \frac{\Phi(\alpha, \lambda) + L(\alpha, \lambda|x)}{n} \quad \text{and} \quad \psi(\alpha, \lambda) = \psi(\alpha, \lambda) + \frac{\ln \xi(a, \lambda)}{n}.
\]

Suppose that \((\hat{\alpha}_\phi, \hat{\lambda}_\phi)\) and \((\hat{\alpha}_\psi, \hat{\lambda}_\psi)\) respectively maximize the functions \(\psi(\alpha, \lambda)\) and \(\psi(\alpha, \lambda)\). Through the TK method, \(\Psi(x)\) is approximated as

\[
\Psi(x) = \left\{ \frac{\sum_{i=1}^n \exp \left\{ n \left\{ \psi(\alpha, \lambda) - \psi(\hat{\alpha}_\phi, \hat{\lambda}_\phi) \right\} \right\} }{\sum_{i=1}^n \exp \left\{ n \left\{ \psi(\alpha, \lambda) - \psi(\hat{\alpha}_\psi, \hat{\lambda}_\psi) \right\} \right\} } \right\}.
\]

(27)
Here, the determinants of negative inverse Hessian for $\psi(\alpha, \lambda)$ and $\psi^*(\alpha, \lambda)$ are $|\Sigma|$ and $|\Sigma^*_\xi|$, respectively. Note that $|\Sigma|$ and $(\hat{\alpha}_\psi, \hat{\lambda}_\psi)$ in (27) do not depend on the function $\xi(\alpha, \lambda)$ while the other two expressions do rely on $\xi(\alpha, \lambda)$. We observe that

$$
\psi(\alpha, \lambda) = \frac{1}{n} \left\{ (a + m - 1) \ln a + (c - 1 + m) \ln \lambda + \sum_{i=1}^{m} \left[ 1 - (1 + \lambda x_i)^a \right] \right.
\left. + (\alpha - 1) \sum_{i=1}^{m} \ln(1 + \lambda x_i) + \sum_{i=1}^{m} R_i \left[ 1 - (1 + \lambda x_i)^a \right] - (b \alpha + d \lambda) \right\}.
$$

(28)

Then, $(\hat{\alpha}_\psi, \hat{\lambda}_\psi)$ are solved by the system of equations:

$$
\frac{\partial \psi}{\partial \alpha} = \frac{1}{n} \left\{ \frac{a + m - 1}{\alpha} - b + \sum_{i=1}^{m} \ln(1 + \lambda x_i) - \sum_{i=1}^{m} (1 + R_i)(1 + \lambda x_i)^a \ln(1 + \lambda x_i) \right\} = 0,
$$

(29)

$$
\frac{\partial \psi}{\partial \lambda} = \frac{1}{n} \left\{ \frac{c + m - 1}{\lambda} - d + (\alpha - 1) \sum_{i=1}^{m} \frac{x_i}{1 + \lambda x_i} - a \sum_{i=1}^{m} (1 + R_i) x_i(1 + \lambda x_i)^{a-1} \right\} = 0.
$$

(30)

The relevant second partial derivatives can be also computed by

$$
\frac{\partial^2 \psi}{\partial \alpha^2} = \frac{1}{n} \left\{ \frac{-a + m - 1}{\alpha^2} - \sum_{i=1}^{m} (1 + R_i)(1 + \lambda x_i)^a \ln(1 + \lambda x_i)^2 \right\},
$$

(31)

$$
\frac{\partial^2 \psi}{\partial \alpha \partial \lambda} = \frac{1}{n} \left\{ \sum_{i=1}^{m} \frac{x_i}{1 + \lambda x_i} - \sum_{i=1}^{m} (1 + R_i) \left[ 1 + a \ln(1 + \lambda x_i) \right] x_i(1 + \lambda x_i)^{a-1} \right\},
$$

(32)

and

$$
\frac{\partial^2 \psi}{\partial \lambda^2} = \frac{1}{n} \left\{ -\frac{c + m - 1}{\lambda^2} - a(\alpha - 1) \sum_{i=1}^{m} (1 + R_i) x_i^2(1 + \lambda x_i)^{a-2} - (\alpha - 1) \sum_{i=1}^{m} \frac{x_i^2}{(1 + \lambda x_i)^2} \right\}.
$$

(33)

Next, we obtain $|\Sigma|$ as

$$
|\Sigma| = \left[ \frac{\partial^2 \psi \partial^2 \psi}{\partial \alpha^2 \partial \lambda^2} - \frac{\partial^2 \psi \partial^2 \psi}{\partial \alpha \partial \lambda} \frac{\partial^2 \psi}{\partial \lambda^2} \right]^{-1}.
$$

As for $|\Sigma^*_\xi|$, we first obtain $(\hat{\alpha}_\psi^*, \hat{\lambda}_\psi^*)$ from the following expressions:

$$
\frac{\partial \psi^*}{\partial \alpha} = \frac{\partial \psi}{\partial \alpha} + \frac{\xi_\alpha}{n \xi(\alpha, \lambda)} = 0,
$$

(34)

$$
\frac{\partial \psi^*}{\partial \lambda} = \frac{\partial \psi}{\partial \lambda} + \frac{\xi_\lambda}{n \xi(\alpha, \lambda)} = 0.
$$

(35)

Then, the corresponding second-order derivatives are obtained as

$$
\frac{\partial^2 \psi^*}{\partial \alpha^2} = \frac{\partial^2 \psi}{\partial \alpha^2} + \frac{\xi_{\alpha \alpha} \xi(\alpha, \lambda) - (\xi_\alpha)^2}{n \xi(\alpha, \lambda)^2},
$$

(36)

$$
\frac{\partial^2 \psi^*}{\partial \alpha \partial \lambda} = \frac{\partial^2 \psi}{\partial \alpha \partial \lambda} + \frac{\xi_{\alpha \lambda} \xi(\alpha, \lambda) - (\xi_\lambda)^2}{n \xi(\alpha, \lambda)^2},
$$

(37)

$$
\frac{\partial^2 \psi^*}{\partial \lambda^2} = \frac{\partial^2 \psi}{\partial \lambda^2} + \frac{\xi_{\lambda \lambda} \xi(\alpha, \lambda) - (\xi_\lambda)^2}{n \xi(\alpha, \lambda)^2}.
$$

(38)
Next, we obtain $|\Sigma^\ast_\xi|$ as
\[
|\Sigma^\ast_\xi| = \left[ \frac{\partial^2 \psi^\ast}{\partial \alpha^2} \frac{\partial^2 \psi^\ast}{\partial \lambda^2} - \frac{\partial^2 \psi^\ast}{\partial \alpha \partial \lambda} \frac{\partial^2 \psi^\ast}{\partial \lambda \partial \alpha} \right]^{-1}.
\]

For the reason that $\Sigma^\ast_\xi$ and $\psi^\ast(\alpha, \lambda)$ in (27) depend on the function $\xi(\alpha, \lambda)$, we respectively take $\xi(\alpha, \lambda) = \alpha$ and $\xi(\alpha, \lambda) = \lambda$ when proceeding with the above computation steps. Therefore, the Bayes estimates through the TK method can be calculated as
\[
\hat{\alpha}_{\text{TK}} = \sqrt{\frac{|\Sigma_\alpha^\ast|}{|\Sigma|}} \exp\left\{ n[\psi^\ast_\alpha(\hat{\alpha}_{\psi^\ast}, \hat{\lambda}_{\psi^\ast}) - \psi(\hat{\alpha}_{\psi}, \hat{\lambda}_{\psi})] \right\},
\]
\[
\hat{\lambda}_{\text{TK}} = \sqrt{\frac{|\Sigma_\lambda^\ast|}{|\Sigma|}} \exp\left\{ n[\psi^\ast_\lambda(\hat{\alpha}_{\psi^\ast}, \hat{\lambda}_{\psi^\ast}) - \psi(\hat{\alpha}_{\psi}, \hat{\lambda}_{\psi})] \right\}.
\]

In the same way, the corresponding Bayesian estimates are also calculated based on the BSEL function. Here, we do not go into details for the sake of brevity.

3.2. Metropolis-Hastings Algorithm

As we can see from the previous subsection, for the unknown parameters, the TK method is not able to make interval estimates. Thus, we introduce another method called the MH algorithm to obtain some approximate Bayesian point and interval estimations. The MH algorithm is a very general type of Markov Chain Monte Carlo technique. For the first time, Ref. [21] suggested this technique. Then, it was expanded based on the idea of [22]. From their studies, we are aware that no matter how complex the known target distribution is, the MH algorithm can still derive random samples from it.

A bivariate normal distribution is treated as the proposal distribution for $\alpha$ and $\lambda$. Using the posterior density, for unknown parameters, we can derive samples from it so as to calculate Bayesian point estimators and HPD interval estimations. We present the main steps of the MH algorithm in Algorithm 3.

For the sake of ensuring the convergence and reducing some effects brought by $(\alpha_0, \lambda_0)$, we abandon the initial $N_0$ number and then compute estimates from the rest of the $N - N_0$ samples. Therefore, using the SEL function, we can calculate the Bayesian estimates by
\[
\hat{\eta}_{\text{MH}} = \frac{1}{N - N_0} \sum_{q=N_0+1}^{N} \eta_q,
\]
where $\eta$ can be $\alpha$ and $\lambda$.

Likewise, we also calculate the corresponding Bayes estimates based on the BSEL function. In addition, the $100(1 - p)\%$ HPD credible intervals are set up as well according to [23]. We sort the rest of samples in ascending order to be $\eta_{(N_0+1)}, \eta_{(N_0+2)}, \cdots, \eta_{(N)}$. Then, we can compute the $100(1 - p)\%$ Bayes interval estimate of $\eta$ as
\[
(\eta_q, \eta_{q+[(1-p) \times (N-N_0)]}), \quad q = N_0 + 1, \cdots, N - N_0 - [(1 - p) \times (N - N_0)].
\] (39)

The shortest interval among (39) is taken as the $100(1 - p)\%$ HPD interval of $\eta$. 
4. Bayesian Prediction

We consider estimates of future samples in terms of known information and compute corresponding predictive intervals as well. Using the predictive distribution, the Bayesian approach on the prediction of future samples is treated as a significant topic in statistics. Subsequently, in the light of [24], we make discussions about Bayesian prediction facing the one-sample and two-sample situations indicated.

4.1. One-Sample Prediction

Let us denote a set of $m$ progressive type-II censored data by $X = (X_{1:n}, X_{2:n}, \cdots, X_{m:n})$. It is obtained from $n$ samples which follow the NH distribution described in (1) based on a censoring scheme $R = (R_1, R_2, \cdots, R_m)$. Suppose that $Z_i = (Z_{1i}, Z_{2i}, \cdots, Z_{ri})$ stands for the ordered statistic of $R_i$ removed units as the $i$th failure is observed. Using the observed samples $x_i$, we focus on predicting the value of $z = (z_{ik}, k = 1, \cdots, R_i; i = 1, \cdots m)$. As a consequence, we can get the conditional density of $z$ as

$$f_{ik}(z|x_i, \alpha, \lambda) = k \left( \frac{R_i}{k} \right)^{k-1} \prod_{j=0}^{k-1} (-1)^{k-1-j} \binom{k-1}{j} \left( 1 - F(z) \right)^{R_i-j} f(z)^j \left( 1 - F(x_i) \right)^{(j-1)} \frac{1}{F(x_i) - \alpha} \left( \frac{F(z) - F(x_i)}{\alpha} \right)^{(j-1)} \left( \frac{z_{ik} - F(x_i)}{\lambda} \right)^{(j-1)}.$$

According to the conditional density, the survival function can be expressed by

$$S_{ik}(t|x_i, \alpha, \lambda) = \frac{P(z > t|x_i, \alpha, \lambda)}{P(z > x_i|x_i, \alpha, \lambda)} = \frac{\int_t^{+\infty} f_{ik}(z|x_i, \alpha, \lambda)dz}{\int_{x_i}^{+\infty} f_{ik}(z|x_i, \alpha, \lambda)dz} = \frac{\sum_{j=0}^{k-1} (-1)^{k-1-j} \binom{k-1}{j} \left( 1 - F(t) \right)^{R_i-j} \left( \frac{1 - F(t)}{\alpha} \right)^{(j-1)} \left( \frac{t - F(x_i)}{\lambda} \right)^{(j-1)} \left( \frac{F(z) - F(x_i)}{\alpha} \right)^{(j-1)} \left( \frac{z_{ik} - F(x_i)}{\lambda} \right)^{(j-1)}}{\sum_{j=0}^{k-1} (-1)^{k-1-j} \binom{k-1}{j} \left( \frac{1 - F(t)}{\alpha} \right)^{(j-1)} \left( \frac{t - F(x_i)}{\lambda} \right)^{(j-1)} \left( \frac{F(z) - F(x_i)}{\alpha} \right)^{(j-1)} \left( \frac{z_{ik} - F(x_i)}{\lambda} \right)^{(j-1)}}. \quad (41)$$

Therefore, based on a prior $\phi(\alpha, \lambda|x)$, the associated posterior predictive density is given by

$$g(z|x) = \int_0^{+\infty} \int_0^{+\infty} \phi(\alpha, \lambda|x) f_{ik}(z|x, \alpha, \lambda) d\alpha d\lambda, \quad (42)$$
and posterior survival function is also given by
\[
S_k(z|\lambda) = \int_0^{\infty} \int_0^{\infty} \phi(\alpha, \lambda|z)S_k(z|\alpha, \lambda)d\alpha d\lambda. \tag{43}
\]

Consequently, the two-sided 100(1 - p)% symmetric predictive interval \((L_0, U_0)\) of \(z\) is the solution to the following equations:
\[
S_k^*(L_0|\lambda) = 1 - \frac{p}{2} \quad \text{and} \quad S_k^*(U_0|\lambda) = \frac{p}{2}.
\]

As for the point prediction of the \(k\)th future sample \(z\) of the \(R_i\) surviving units, on the basis of the SEL function, it is predicted by
\[
\hat{z} = \int_{x_i}^{+\infty} z g(z|\lambda)dz = \int_0^{+\infty} \int_{x_i}^{+\infty} \int_0^{+\infty} z \phi(\alpha, \lambda|z)f_{ik}(z|\alpha, \lambda)d\alpha dz d\lambda
\]
\[
= \int_0^{+\infty} \int_0^{+\infty} \phi(\alpha, \lambda|z)G(x_i|\alpha, \lambda)d\alpha d\lambda, \tag{44}
\]
where
\[
G(x_i|\alpha, \lambda) = \int_{x_i}^{+\infty} z f_{ik}(z)dz
\]
\[
= k \left( \frac{R_i}{k} \right) \sum_{j=0}^{k-1} (-1)^{k-1-j}[1 - F(x_i)]^{j-R_i} \binom{k-1}{j} \int_{x_i}^{+\infty} u[1 - F(u)]^{R_i-j-1}f(u)du. \tag{45}
\]

In our model, we then obtain that
\[
G(x_i|\alpha, \lambda) = k \left( \frac{R_i}{k} \right) \sum_{j=0}^{k-1} (-1)^{k-1-j}[1 - F(x_i)]^{j-R_i} \binom{k-1}{j} \int_{x_i}^{+\infty} \frac{-1 + (1 + t)\frac{1}{\lambda} e^{-(R_i-j)t}}{\lambda}dt. \tag{46}
\]

We note that we cannot evaluate the above expressions analytically. Thus, we adopt the MH algorithm to tackle this problem and then compute the point predictions. Assume that \((\alpha_q, \lambda_q), q = 1, 2, \ldots, N\) denote the samples which are derived from the posterior distribution. Therefore, we can compute the point prediction for \(z\) as
\[
\hat{z} = \frac{1}{N - N_0} \sum_{q=N_0+1}^N G(x_i|\alpha_q, \lambda_q). \tag{47}
\]

4.2. Two-Sample Prediction

We generally consider the prediction in a two-sample situation as an extension of that in a one-sample situation. There are two samples in the two-sample prediction problem. One is named the informative sample, and another is referred to as the future sample. Suppose that \(W = (W_1, W_2, \ldots, W_M)\) of size \(M\) stands for the ordered statistic of future observations, and it is independent of the informative sample \(X = (X_{1:n}, \ldots, X_{m:n})\). Thus, we focus on making predictions of observation of the \(j\)th failure of a future sample \(W\) generated identically from the target distribution. Therefore, we can calculate the predictive density of \(W_j\) by
\[
f_j(w_j|\alpha, \lambda) = j \binom{M}{j} \sum_{k=0}^{j-1} (-1)^{j-1-k} \binom{j-1}{k} [1 - F(w_j)]^{M-1-k} f(w_j), \tag{48}
\]
where \(w_j\) denotes the value of \(W_j\). Then, the survival function can be computed as
\[
S_j(u|\alpha, \lambda) = P(w_j > u). \tag{49}
\]
Consequently, the posterior survival function is written by

\[
S_j(w_j|x) = \int_0^{+\infty} \int_0^{+\infty} \phi(\alpha, \lambda|x) S_j(w_j|\alpha, \lambda) d\alpha d\lambda,
\]

(50)

where \( x = (x_1, x_2, \ldots, x_m) \). The two-sided 100(1 − \( p \))% symmetric predictive interval \((L_t, U_t)\) of \( w_j \) is the solution to the following expressions:

\[
S(L_t|x) = 1 - \frac{p}{2} \quad \text{and} \quad S(U_t|x) = \frac{p}{2}.
\]

The posterior density is also obtained as

\[
h(w_j|x) = \int_0^{+\infty} \int_0^{+\infty} f_j(w_j|\alpha, \lambda) \phi(\alpha, \lambda|x) d\alpha d\lambda.
\]

(51)

Then, we can compute the point prediction of \( j \)th order lifetime as

\[
\hat{w}_j = \int_0^{+\infty} w_j h(w_j|x) dw_j = \int_0^{+\infty} \int_0^{+\infty} \phi(\alpha, \lambda|x) w_j f(w_j|\alpha, \lambda) dw_j d\alpha d\lambda
\]

\[
= \int_0^{+\infty} \int_0^{+\infty} \phi(\alpha, \lambda|x) H(\alpha, \lambda) d\alpha d\lambda,
\]

(52)

where

\[
H(\alpha, \lambda) = \int_0^{+\infty} w_j f(w_j|\alpha, \lambda) dw_j
\]

\[
= j^{M-j} \sum_{k=0}^{j-1} (-1)^{j-1-k} \binom{j-1}{k} \int_0^{+\infty} \left( \frac{t+1}{\lambda} \right)^{\frac{1}{\lambda}} e^{-(M-k)t} dt.
\]

(53)

Using the MH algorithm as in the previous subsection, we can calculate the point prediction of a future sample \( W_j \) as

\[
\hat{w}_j = \frac{1}{N - N_0} \sum_{q=N_0+1}^N H(\alpha_q, \lambda_q).
\]

(54)

5. Data Analysis and Simulation Study

For the purpose of demonstrating practical applications of provided techniques on estimation and prediction problems, in the next two subsections, we compare and appraise their performance by carrying out a simulation study and analyzing real data, respectively.

5.1. Data Analysis

We consider a set of real data on the total annual rainfall (unit: inches) during January from 1880 to 1916 researched by [12]. It is listed in Table 1 below.

**Table 1.** A set of real data recorded by [12]. It is listed in Table 1 below.

| Year  | Rainfall (inches) |
|-------|-------------------|
| 1880  | 1.33              |
| 1884  | 6.29              |
| 1888  | 3.85              |
| 1892  | 1.43              |
| 1896  | 5.04              |
| 1899  | 1.01              |
| 1903  | 3.84              |
| 1907  | 3.70              |
| 1910  | 7.27              |
| 1881  | 1.62              |
| 1885  | 2.33              |
| 1889  | 6.03              |
| 1893  | 1.26              |
| 1897  | 1.17              |
| 1901  | 2.64              |
| 1904  | 2.49              |
| 1908  | 1.62              |
| 1911  | 2.10              |

With an aim to analyze real data, at first, we calculate the MLEs through the EM algorithm and then figure out the Akaike information criterion (AIC), Bayesian information criterion (BIC), and Kolmogorov–Smirnov (K–S) statistics for goodness-of-fit tests. For comparison, some other life distributions are also put on goodness-of-fit tests, such as Generalized Exponential, Chen, and Inverse Weibull distributions. Their PDFs are given as below, respectively.
(1) The PDF of the Generalized Exponential distribution is
\[ f_1(x; \alpha, \lambda) = \alpha \lambda e^{-\lambda x}(1 - e^{-\lambda x})^{\alpha - 1}, \quad x > 0, \alpha, \lambda > 0. \]

(2) The PDF of the Chen distribution is
\[ f_2(x; \alpha, \lambda) = \alpha \lambda x^{\lambda - 1} \exp\left\{ x^\lambda + \alpha(1 - e^{x^\lambda}) \right\}, \quad x > 0, \alpha, \lambda > 0. \]

(3) The PDF of the Inverse Weibull distribution is
\[ f_3(x; \alpha, \lambda) = \alpha \lambda x^{-(\alpha + 1)} \exp\{-\lambda x^{-\alpha}\}, \quad x > 0, \alpha, \lambda > 0. \]

Table 2 presents all the test results of these distributions. As we all know, the smaller the numerical values of K–S, AIC, and BIC are, the bigger the log-likelihood function value is, and the better the model performs. Therefore, it can be seen from the table that the NH distribution provides a more suitable fit to this set of real data. For more fitting illustration, two plots made through the MLEs are provided in Figure 1. The first plot contains the fitted CDFs of the Nadarajah-Haghighi, Generalized Exponential, Chen, and Inverse Weibull distributions for the real data set. The second plot consists of the histogram of the real data and the fitted PDFs of these four distributions.

Next, we get two sets of censored data under two dissimilar progressive type-II censored schemes. They are \( r_{s1} = (0\ast5, 3, 0, 2, 2, 1, 0\ast7, 2, 0\ast6, 2) \) and \( r_{s2} = (0\ast10, 2, 0, 2, 1, 0\ast8, 1, 0\ast6, 1) \), respectively, where short notation \( 0\ast5 \) denotes 0, 0, 0, 0, 0. The two corresponding sets of observed data are presented in Tables 3 and 4.

Then, we obtain some statistical inferences for the two sets of data. For the unknown parameters, we calculate TK and MH estimations accompanied by their MLEs under different loss functions in Table 5. Then we tabulate some interval estimations of \( \alpha \) and \( \lambda \) in Table 6 which include 90% asymptotic CIs, 95% bootstrap CIs, and 95% HPD interval. Additionally, in Table 7, in the one-sample situation, we tabulate point predictions and the 95% predictive intervals for the \( k \)th experimental unit which is censored at the \( i \)th failure. Furthermore, Table 8 includes the point prediction and also the 95% predictive intervals for the top five items of future observations of size 25 and 30 under the two-sample framework, respectively.

Table 2. Goodness-of-fit test inferences on real data by the proposed distributions.

| Distribution          | \( \hat{\alpha} \) | \( \hat{\lambda} \) | Log-Likelihood | K-S   | AIC    | BIC    |
|-----------------------|---------------------|----------------------|----------------|-------|--------|--------|
| Nadarajah-Haghighi    | 1.395140            | 0.174058             | -83.0911       | 0.092371 | 170.1822 | 173.4040 |
| Generalized Exponential | 1.045170           | 0.294296             | -83.2741       | 0.111670 | 170.5483 | 173.7701 |
| Chen                  | 0.165973            | 0.479978             | -83.9279       | 0.094239 | 171.8558 | 175.0776 |
| Inverse Weibull       | 0.705413            | 1.027060             | -93.4268       | 0.189740 | 190.8537 | 194.0755 |
Figure 1. Fitted CDFs and PDFs of different distributions for the real data set.

Table 3. The first censored data set under $r_{s_1}$.

| $i$ | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 |
|-----|---|---|---|---|---|---|---|---|---|----|----|----|----|----|----|
| $X_{i:25:37}$ | 0.07 | 0.14 | 0.20 | 0.25 | 0.25 | 0.88 | 0.94 | 1.01 | 1.05 | 1.17 | 1.26 | 1.33 | 1.43 | 1.53 | 1.62 |
| $R_i$ | 0 | 0 | 0 | 0 | 0 | 3 | 0 | 2 | 2 | 1 | 0 | 0 | 0 | 0 | 0 |
| $X_{i:25:37}$ | 1.62 | 2.01 | 2.10 | 2.49 | 2.57 | 2.64 | 3.15 | 3.85 | 5.04 | 7.83 |
| $R_i$ | 0 | 0 | 2 | 0 | 0 | 0 | 0 | 0 | 0 | 2 |

Table 4. The second censored data set under $r_{s_2}$.

| $i$ | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 |
|-----|---|---|---|---|---|---|---|---|---|----|----|----|----|----|----|
| $X_{i:20:37}$ | 0.07 | 0.14 | 0.20 | 0.25 | 0.25 | 0.88 | 0.94 | 1.01 | 1.05 | 1.17 | 1.26 | 1.33 | 1.43 | 1.53 | 1.62 |
| $R_i$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 2 | 2 | 1 | 0 | 0 | 0 |
| $X_{i:20:37}$ | 1.62 | 2.01 | 2.10 | 2.49 | 2.57 | 2.64 | 3.15 | 3.85 | 5.84 | 6.70 | 7.02 | 7.72 | 10.35 |
| $R_i$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 1 |

Table 5. Average estimators of $\alpha$ and $\lambda$ for real data.

| Scheme | MLE TK | MLE MH |
|--------|--------|--------|
|        | SEL    | BESL   | SEL    | BESL   |
|        | $\epsilon = 0.2$ | $\epsilon = 0.4$ | $\epsilon = 0.6$ | $\epsilon = 0.8$ | $\epsilon = 0.2$ | $\epsilon = 0.4$ | $\epsilon = 0.6$ | $\epsilon = 0.8$ |
| $r_{s_1}$ | 0.9247 | 0.7848 | 0.8127 | 0.8407 | 0.8687 | 0.8967 | 1.1036 | 1.0678 | 1.0320 | 0.9962 | 0.9604 |
|          | 0.3774 | 0.5625 | 0.5254 | 0.4884 | 0.4514 | 0.4144 | 0.3337 | 0.3424 | 0.3511 | 0.3599 | 0.3686 |
| $r_{s_2}$ | 0.9887 | 0.8015 | 0.8389 | 0.8763 | 0.9138 | 0.9604 | 1.1410 | 1.1105 | 1.0800 | 1.0496 | 1.0191 |
|          | 0.3094 | 0.5635 | 0.5126 | 0.4618 | 0.4110 | 0.3686 | 0.3000 | 0.3018 | 0.3037 | 0.3056 | 0.3075 |

Table 6. Interval estimations of $\alpha$ and $\lambda$ for real data.

| Scheme | CI Asymptotic TK | CI Boot-p TK | CI Boot-t TK | HPD Interval TK |
|--------|------------------|--------------|--------------|-----------------|
| $r_{s_1}$ | (0.3357, 1.5137) | (0.3423, 1.7384) | (0.4752, 1.7318) | (0.5304, 1.8993) |
|          | (0.01228, 0.7425) | (0.1464, 0.9007) | (0.1452, 0.8945) | (0.1015, 0.6525) |
| $r_{s_2}$ | (0.3900, 1.5873) | (0.5687, 1.8329) | (0.5660, 1.8380) | (0.5564, 1.8538) |
|          | (0.01668, 0.6023) | (0.1296, 0.8380) | (0.1307, 0.8309) | (0.09441, 0.5832) |
Table 7. One-sample point predictions and predictive intervals for real data.

| i  | k | Value | Predictions | Intervals          | i  | k | Value | Predictions | Intervals          |
|----|---|-------|-------------|--------------------|----|---|-------|-------------|--------------------|
| 8  | 1 | 5.84  | 2.5400      | (1.0505, 6.9691)   | 11 | 1 | 5.04  | 3.0718      | (1.3036, 7.9066)   |
|    | 2 | 6.03  | 5.4233      | (1.5441, 18.4140)  | 2  | 2 | 5.42  | 5.4477      | (1.8574, 16.8984)  |
| 18 | 1 | 7.27  | 3.8929      | (2.1406, 8.8412)   | 13 | 1 | 6.03  | 3.2494      | (1.4745, 8.3945)   |
|    | 2 | 7.72  | 6.2865      | (2.6459, 20.4446)  | 2  | 2 | 6.29  | 6.8604      | (2.0070, 18.9765)  |

Table 8. Two-sample point predictions and predictive intervals for real data.

| M  | j | Predictions | Intervals          | M  | j | Predictions | Intervals          |
|----|---|-------------|--------------------|----|---|-------------|--------------------|
| 25 | 1 | 0.1376      | (0.003080, 0.4900) | 30 | 1 | 0.1191      | (0.002924, 0.4567) |
| 2  | 0.2642 | (0.03048, 0.7844) | 2  | 0.2863 | (0.03005, 0.7668) |
| 3  | 0.3959 | (0.07797, 1.0559) | 3  | 0.3788 | (0.06768, 0.9248) |
| 4  | 0.5369 | (0.1401, 1.3212) | 4  | 0.5196 | (0.1287, 1.2057) |
| 5  | 0.7035 | (0.2237, 1.6404) | 5  | 0.7995 | (0.1885, 1.4179) |

5.2. Simulation Study

We implement a simulation study for comparison of numerical results and then evaluate the proposed methods. Using different censoring schemes, we first derive progressive type-II censored samples that follow an NH($\tilde{\alpha}$, $\tilde{\lambda}$) distribution, where $\tilde{\alpha} = 1.4$ and $\tilde{\lambda} = 0.2$ are true values we choose. Next, the EM algorithm can be applied so as to compute the MLEs. Afterwards, we give hyperparameters ($a$, $b$, $c$, $d$) the values as ($0.5, 1.7, 0.5, 5.6$). The Bayesian estimators under two different types of loss functions are calculated by the TK and MH methods. We take the mean-squared error (MSE) values into account for comparing these Bayes estimates with different methods. The MSEs of $\alpha$ and $\lambda$ have the following forms

$$MSE_{\alpha} = \frac{1}{N} \sum_{q=1}^{N} (\hat{\alpha}_q - \tilde{\alpha})^2$$

$$MSE_{\lambda} = \frac{1}{N} \sum_{q=1}^{N} (\hat{\lambda}_q - \tilde{\lambda})^2,$$

where $\hat{\alpha}_q$ and $\hat{\lambda}_q$ denote the estimates of $\alpha$ and $\lambda$ at qth simulation time from different methods.

Different values of $\epsilon$ in the BSEL functions are considered as a kind of measure of its influence on Bayes estimates. In addition, all the $(n, m)$ and censored schemes are shown in the tables, where $m$ denotes the quantity of observed samples and $n$ denotes the quantity of complete samples.

In Table 9, we tabulate average estimators and also the values of MSEs for $\alpha$ and $\lambda$ under diverse censoring schemes. For each $(n, m)$ with each censoring scheme, the first and the second rows show the average estimators of $\alpha$ and their MSEs. In addition, the average estimators of $\lambda$ and their MSEs are shown in the third and fourth rows. This table demonstrates that the estimators computed through the MH algorithm have better performance than those obtained by the TK method. Additionally, Bayes estimates almost always play a more prominent role than the corresponding MLEs.

In Table 10, under pre-specified sample sizes and censoring schemes, we construct varieties of interval estimations for the unknown parameters along with their coverage probabilities (CPs) and average length (AL). In each $(n, m)$ with each censoring scheme, the first and second rows respectively show the statistical inferences of $\alpha$ and $\lambda$. For more illustration, we also provide four plots in Figures 2 and 3, where the numbers 1 to 12 on the x-axis denote all the schemes from top to bottom in the table. Figure 2 includes the AL for different intervals of $\alpha$ and $\lambda$ under different schemes, respectively. In addition, under different schemes, the CPs for different intervals of $\alpha$ and $\lambda$ are provided in Figure 3.
Table 9. Average estimators and MSE values under diverse censoring schemes.

| $(n, m)$ | Scheme | MLE | SEL $\epsilon = 0.2$ | SEL $\epsilon = 0.4$ | SEL $\epsilon = 0.6$ | SEL $\epsilon = 0.8$ | BESL $\epsilon = 0.2$ | BESL $\epsilon = 0.4$ | BESL $\epsilon = 0.6$ | BESL $\epsilon = 0.8$ |
|----------|--------|-----|-------------------|-------------------|-------------------|-------------------|-------------------|-------------------|-------------------|-------------------|
| (20, 15) | $(5, 0^*14)$ |     | 1.5410            | 1.4226            | 1.4662            | 1.4936            | 1.5173            | 1.3911            | 1.4211            | 1.4511            |
|          |        |     | (0.7026)          | (0.0677)          | (0.1946)          | (0.3216)          | (0.4486)          | (0.5756)          | (0.0406)          | (0.0260)          |
|          |        |     | 0.3090            | 0.2944            | 0.2973            | 0.3002            | 0.3031            | 0.3060            | 0.2623            | 0.2716            |
|          |        |     | (0.1849)          | (0.0285)          | (0.0597)          | (0.0910)          | (0.1223)          | (0.1536)          | (0.0011)          | (0.0007)          |
|          | $(0^{14}, 5)$ |     | 1.2693            | 1.5471            | 1.4915            | 1.4359            | 1.3804            | 1.3248            | 1.3423            | 1.3277            |
|          |        |     | (0.6620)          | (0.0297)          | (0.1561)          | (0.2826)          | (0.4090)          | (0.5355)          | (0.1096)          | (0.0701)          |
|          |        |     | 0.4670            | 0.2198            | 0.2692            | 0.3186            | 0.3681            | 0.4175            | 0.2737            | 0.3123            |
|          |        |     | (0.5197)          | (0.0011)          | (0.1048)          | (0.2085)          | (0.3122)          | (0.4159)          | (0.0064)          | (0.0041)          |
|          | $(0^{5}, 1^{*5}, 0^*5)$ |     | 1.5281            | 1.4984            | 1.5043            | 1.5102            | 1.5162            | 1.5221            | 1.3973            | 1.4235            |
|          |        |     | (0.7185)          | (0.1154)          | (0.2360)          | (0.3566)          | (0.4772)          | (0.5978)          | (0.0402)          | (0.0257)          |
|          |        |     | 0.3180            | 0.2362            | 0.2525            | 0.2689            | 0.2852            | 0.3016            | 0.2553            | 0.2678            |
|          |        |     | (0.2156)          | (0.0085)          | (0.0499)          | (0.0913)          | (0.1327)          | (0.1741)          | (0.0025)          | (0.0016)          |
|          | (30, 20) | $(10, 0^{*19})$ |     | 1.5437            | 1.5117            | 1.5181            | 1.5245            | 1.5309            | 1.5373            | 1.3816            |
|          |        |     | (0.6316)          | (0.0679)          | (0.1806)          | (0.2933)          | (0.4061)          | (0.5188)          | (0.0579)          | (0.0371)          |
|          |        |     | 0.2633            | 0.2291            | 0.2359            | 0.2427            | 0.2496            | 0.2564            | 0.2571            | 0.2583            |
|          |        |     | (0.6318)          | (0.0030)          | (0.1287)          | (0.2545)          | (0.3802)          | (0.5060)          | (0.0036)          | (0.0023)          |
|          |        |     | (0.7242)          | (0.0256)          | (0.1653)          | (0.3050)          | (0.4447)          | (0.5844)          | (0.1277)          | (0.0817)          |
|          |        |     | 0.4438            | 0.2571            | 0.2944            | 0.3317            | 0.3691            | 0.4064            | 0.2592            | 0.2961            |
|          |        |     | (0.2499)          | (0.0074)          | (0.0499)          | (0.0924)          | (0.1349)          | (0.1774)          | (0.0026)          | (0.0016)          |
|          |        |     | (0.6083)          | (0.0713)          | (0.1787)          | (0.2861)          | (0.3935)          | (0.5009)          | (0.0321)          | (0.0206)          |
|          |        |     | 0.2524            | 0.2415            | 0.2436            | 0.2458            | 0.2480            | 0.2502            | 0.2389            | 0.2416            |
|          |        |     | (0.0569)          | (0.0053)          | (0.0156)          | (0.0259)          | (0.0362)          | (0.0465)          | (0.0019)          | (0.0012)          |
|          |        |     | (0.503)           | (0.0053)          | (0.1153)          | (0.2861)          | (0.3935)          | (0.5009)          | (0.0321)          | (0.0206)          |
|          |        |     | (0.0346)          | (0.006)           | (0.0122)          | (0.0188)          | (0.0254)          | (0.0320)          | (0.0036)          | (0.0023)          |
|          | (50, 30) | $(20, 0^*29)$ |     | 1.4952            | 1.4717            | 1.4764            | 1.4811            | 1.4858            | 1.4905            | 1.4137            |
|          |        |     | (0.3397)          | (0.0899)          | (0.1398)          | (0.1898)          | (0.2397)          | (0.2897)          | (0.0694)          | (0.0444)          |
|          |        |     | 0.2241            | 0.2457            | 0.2413            | 0.2370            | 0.2327            | 0.2284            | 0.2418            | 0.2382            |
|          |        |     | (0.0386)          | (0.0056)          | (0.0122)          | (0.0188)          | (0.0254)          | (0.0320)          | (0.0036)          | (0.0023)          |
|          |        |     | (0.7772)          | (0.0234)          | (0.1741)          | (0.3249)          | (0.4756)          | (0.6264)          | (0.0389)          | (0.0249)          |
Table 9. Cont.

| $(n, m)$ | Scheme | MLE | TK | MH |
|----------|--------|-----|----|----|
|          |        |     | SEL | BESL | SEL | BESL | SEL | BESL |
|          |        |     | $e = 0.2$ | $e = 0.4$ | $e = 0.6$ | $e = 0.8$ | $e = 0.2$ | $e = 0.4$ | $e = 0.6$ | $e = 0.8$ |
| $(0^{10}, 2^{10}, 0^{10})$ | (0.1905) | 0.4235 | 0.2635 | 0.2955 | 0.3275 | 0.3595 | 0.3915 | 0.2704 | 0.3010 | 0.3316 | 0.3622 | 0.3928 |
|          |        |     | (0.0019) | (0.0396) | (0.0773) | (0.1150) | (0.1527) | (0.0020) | (0.0012) | (0.0007) | (0.0003) | (0.00008) |
|          | (0.3588) | 1.4932 | 0.2704 | 0.3010 | 0.3316 | 0.3622 | 0.3928 | 0.2704 | 0.3010 | 0.3316 | 0.3622 | 0.3928 |
|          |        |     | (0.0994) | (0.1512) | (0.2031) | (0.2550) | (0.30692) | (0.0253) | (0.0162) | (0.0091) | (0.0040) | (0.0010) |
|          | (0.2130) | 0.2130 | 0.2427 | 0.2353 | 0.2278 | 0.2204 | 0.2412 | 0.2355 | 0.2299 | 0.2242 | 0.2186 | 0.2186 |
|          |        |     | (0.0202) | (0.0150) | (0.0196) | (0.0241) | (0.0241) | (0.0015) | (0.0008) | (0.0003) | (0.00009) | (0.0009) |
|          | (50, 40) | (10, 0^{39}) | 1.4917 | 1.4726 | 1.4764 | 1.4802 | 1.4840 | 1.4878 | 1.4094 | 1.4258 | 1.4423 | 1.4587 | 1.4752 |
|          |        |     | (0.3039) | (0.1203) | (0.1570) | (0.1937) | (0.2304) | (0.2671) | (0.0476) | (0.0304) | (0.0171) | (0.0076) | (0.0019) |
|          | (0.2133) | 0.1912 | 0.2392 | 0.2340 | 0.2288 | 0.2236 | 0.2184 | 0.2385 | 0.2334 | 0.2284 | 0.2233 | 0.2183 | 0.2183 |
|          |        |     | (0.0073) | (0.0113) | (0.0153) | (0.0193) | (0.0233) | (0.0033) | (0.0021) | (0.0012) | (0.0005) | (0.0001) | (0.0001) |
|          | (50, 40) | (10, 0^{39}) | 1.3412 | 1.4719 | 1.4457 | 1.4196 | 1.3934 | 1.3673 | 1.3993 | 1.3828 | 1.3724 | 1.3620 | 1.3516 |
|          |        |     | (0.3604) | (0.0837) | (0.1390) | (0.1943) | (0.2497) | (0.3050) | (0.0535) | (0.0342) | (0.0192) | (0.0085) | (0.0021) |
|          | (0.2625) | 0.2625 | 0.2501 | 0.2525 | 0.2550 | 0.2575 | 0.2600 | 0.2580 | 0.2589 | 0.2598 | 0.2607 | 0.2616 | 0.2616 |
|          |        |     | (0.0034) | (0.0140) | (0.0246) | (0.0352) | (0.0458) | (0.0037) | (0.0024) | (0.0013) | (0.0006) | (0.0001) | (0.0001) |
|          | (0^{15}, 1^{10}, 0^{15}) | 1.4836 | 1.4388 | 1.4477 | 1.4567 | 1.4656 | 1.4746 | 1.4178 | 1.4309 | 1.4441 | 1.4572 | 1.4704 | 1.4704 |
|          |        |     | (0.3111) | (0.0800) | (0.1262) | (0.1724) | (0.2186) | (0.2648) | (0.0869) | (0.0556) | (0.0313) | (0.0139) | (0.0034) |
|          | (0.2027) | 0.2027 | 0.2491 | 0.2398 | 0.2305 | 0.2212 | 0.2119 | 0.2500 | 0.2405 | 0.2310 | 0.2216 | 0.2121 | 0.2121 |
|          |        |     | (0.0066) | (0.0099) | (0.0132) | (0.0165) | (0.0198) | (0.0041) | (0.0026) | (0.0015) | (0.0006) | (0.0001) | (0.0001) |
### Table 10. Interval estimations for $\alpha$ and $\lambda$.

| $(n, m)$ | Scheme     | CI Asymptotic AL | CI Asymptotic CP | CI Boot-p AL | CI Boot-p CP | CI Boot-t AL | CI Boot-t CP | HPD Interval AL | HPD Interval CP |
|---------|------------|------------------|------------------|--------------|--------------|--------------|--------------|-----------------|-----------------|
| (20, 15)| (5, 0\textsuperscript{14}) | 2.2380 | 0.91 | 2.2227 | 0.84 | 2.2346 | 0.82 | 1.7451 | 0.94 |
|         | (0\textsuperscript{14}, 5) | 1.8438 | 0.96 | 1.2346 | 0.88 | 1.1826 | 0.85 | 0.4510 | 0.89 |
|         | (0\textsuperscript{5}, 1\textsuperscript{15}, 0\textsuperscript{5}) | 2.3588 | 0.82 | 2.2743 | 0.84 | 2.2630 | 0.80 | 1.9469 | 0.90 |
| (30, 20)| (10, 0\textsuperscript{19}) | 2.1805 | 0.92 | 2.1550 | 0.81 | 2.1512 | 0.83 | 1.7465 | 0.93 |
|         | (0\textsuperscript{19}, 10) | 1.5069 | 0.95 | 0.8910 | 0.87 | 0.8744 | 0.87 | 0.4632 | 0.86 |
|         | (0\textsuperscript{5}, 1\textsuperscript{10}, 0\textsuperscript{5}) | 2.2239 | 0.92 | 2.1862 | 0.88 | 2.1514 | 0.81 | 1.9170 | 0.91 |
| (50, 30)| (20, 0\textsuperscript{29}) | 2.1632 | 0.91 | 2.0787 | 0.83 | 2.0992 | 0.83 | 1.7824 | 0.90 |
|         | (0\textsuperscript{29}, 20) | 1.0141 | 0.93 | 0.6490 | 0.86 | 0.6364 | 0.86 | 0.4732 | 0.86 |
|         | (0\textsuperscript{10}, 2\textsuperscript{10}, 0\textsuperscript{10}) | 2.1403 | 0.92 | 2.0688 | 0.86 | 2.0924 | 0.91 | 1.7033 | 0.89 |
| (50, 40)| (10, 0\textsuperscript{39}) | 2.0706 | 0.93 | 2.0121 | 0.81 | 2.0206 | 0.86 | 1.5973 | 0.93 |
|         | (0\textsuperscript{39}, 10) | 0.6258 | 0.91 | 0.5271 | 0.85 | 0.5241 | 0.85 | 0.4201 | 0.80 |
|         | (0\textsuperscript{15}, 1\textsuperscript{10}, 0\textsuperscript{15}) | 2.0847 | 0.94 | 2.0430 | 0.85 | 2.0256 | 0.82 | 1.6971 | 0.89 |
|         | (0\textsuperscript{5}, 0\textsuperscript{15}, 0\textsuperscript{5}) | 0.6253 | 0.92 | 0.4951 | 0.84 | 0.5084 | 0.84 | 0.4596 | 0.91 |

As we can see, the AL of the HPD intervals are the shortest, followed by the bootstrap intervals, and the asymptotic intervals are the longest. However, as for the CPs, the asymptotic intervals hold the highest, followed by the HPD intervals, while the CPs of bootstrap often lie below the nominal level. Therefore, considering both AL and CPs, we believe that the asymptotic and bootstrap intervals are inferior to the HPD intervals.

![Figure 2](image_url). The AL for different intervals of $\alpha$ and $\lambda$ under different schemes.
Figure 3. The CPs for different intervals of $\alpha$ and $\lambda$ under different schemes.

In Table 11, we compute point prediction and 95% predictive intervals for different censored observations using the MH algorithm. We can see from the predicted intervals that when we censor more than one unit at a time, the AL of the prediction intervals of the unit censored at the early stage is shorter than that at the late stage. However, when we censor just one unit many times, we find that the later the stage is, the smaller the AL of the interval prediction is. The AL of prediction intervals is inclined to shorten as the observed sample grows in number.

Table 11. One-sample point prediction estimates and predictive intervals for future observations.

| $(n, m)$ | Scheme | $i$ | $k$ | Estimates | Intervals         | Lengths of Intervals |
|-------|--------|-----|-----|-----------|-------------------|----------------------|
|       |        |     |     |           |                   |                      |
| (20, 15) | $(5, 0^{14})$ | 1   | 1    | 0.9168 | (0.1630, 3.1686) | 3.0056               |
|       | $(0^{14}, 5)$ | 15  | 1    | 4.6012 | (3.9880, 6.6546) | 2.6665               |
|       | $(0^{14}, 5)$ | 5   | 3    | 6.1506 | (4.3911, 12.1899)| 7.9988               |
|       | $(0^{14}, 5)$ | 5   | 5    | 10.3906 | (5.6081, 35.3189)| 29.7107              |
| (30, 20) | $(10, 0^{19})$ | 1   | 1    | 0.4789 | (0.1578, 1.4200) | 1.2622               |
|       | $(0^{19}, 10)$ | 10  | 1    | 8.0724 | (3.4517, 22.1716)| 18.7199              |
|       | $(0^{19}, 10)$ | 10  | 5    | 2.2323 | (0.7545, 4.8205) | 4.0659               |
|       | $(0^{19}, 10)$ | 10  | 10   | 18.4454| (10.1088, 65.0851)| 54.9763              |
| (50, 30) | $(20, 0^{29})$ | 1   | 1    | 0.4093 | (0.0507, 0.8896) | 0.8089               |
|       | $(0^{29}, 20)$ | 10  | 1    | 3.0288 | (1.2624, 5.2746) | 4.0121               |
|       | $(0^{29}, 20)$ | 10  | 20   | 10.5404| (6.6580, 31.2231)| 24.5650              |
| (60, 40) | $(20, 0^{30})$ | 11  | 1    | 2.0263 | (0.6846, 5.7133) | 5.0286               |
|       | $(0^{30}, 20)$ | 10  | 2    | 4.0697 | (1.1222, 12.4491)| 11.3269              |
Table 11. Cont.

| $(n, m)$ | Scheme | $i$ | $k$ | Estimates | Intervals | Lengths of Intervals |
|----------|--------|-----|-----|-----------|-----------|----------------------|
| (50, 40) | $(10, 0^{39})$ | 1 | 1 | 2.3432 | (1.1565, 6.1354) | 4.9788 |
| | | 2 | | 4.3654 | (1.5891, 13.0481) | 11.4589 |
| | | 20 | 1 | 2.6122 | (1.5050, 6.3439) | 4.8389 |
| | | 2 | | 4.8881 | (1.9265, 13.4706) | 11.5440 |
| | | 10 | | 6.6152 | (3.0174, 15.4718) | 12.4544 |
| $(0^{39}, 10)$ | | 40 | 1 | 5.0792 | (4.7710, 6.3954) | 1.6244 |
| | | 5 | | 6.4781 | (5.3351, 9.4168) | 4.0817 |
| | | 10 | | 11.4035 | (7.7941, 33.3881) | 25.5940 |
| $(0^{15}, 1^{10}, 0^{15})$ | 16 | 1 | 3.7037 | (1.3536, 12.3988) | 11.0452 |
| | | 20 | 1 | 4.3664 | (1.5667, 12.4796) | 10.9128 |
| | | 25 | 1 | 5.4018 | (2.8572, 13.5803) | 10.7230 |

In Table 12, under the two-sample prediction frame, we tabulate the point predictions and 95% predictive intervals of the first, the third, and the fifth future observations of total size 5. It is worth noting that the lengths for these interval predictions are prone to become longer with the increasing value of $j$. As a consequence, $M = m$ is taken into consideration when the real data are under analysis.

Table 12. Two-sample point prediction estimates and predictive intervals for future observations.

| $(n, m)$ | Scheme | $j$ | Estimates | Intervals | Lengths of Intervals |
|----------|--------|-----|-----------|-----------|----------------------|
| (20, 15) | $(5, 0^{14})$ | 1 | 0.7347 | (0.01806, 2.9387) | 2.9206 |
| | | 3 | | 3.2404 | (0.5026, 12.8558) | 6.7531 |
| | | 5 | | 6.9877 | (2.0376, 25.8675) | 23.8299 |
| | $(0^{14}, 5)$ | 1 | | 0.8496 | (0.01991, 3.2487) | 3.2288 |
| | | 3 | | 3.6011 | (0.6036, 9.2542) | 8.6506 |
| | | 5 | | 11.1663 | (2.5090, 29.6404) | 27.1313 |
| | $(0^{5}, 1^{15}, 0^{5})$ | 1 | | 0.7669 | (0.01644, 2.5628) | 2.5463 |
| | | 3 | | 2.5715 | (0.4903, 6.8088) | 6.3184 |
| | | 5 | | 6.4934 | (1.8353, 19.6232) | 17.7696 |
| (30, 20) | $(10, 0^{19})$ | 1 | | 0.6903 | (0.01680, 2.5374) | 2.5206 |
| | | 3 | | 2.1596 | (0.4982, 6.3802) | 5.8820 |
| | | 5 | | 6.6725 | (1.9026, 17.7907) | 15.8881 |
| | $(0^{19}, 10)$ | 1 | | 0.7224 | (0.01750, 2.8048) | 2.7873 |
| | | 3 | | 2.8923 | (0.5440, 8.0353) | 7.4912 |
| | | 5 | | 8.2721 | (2.1957, 27.9897) | 25.7940 |
| | $(0^{5}, 1^{10}, 0^{5})$ | 1 | | 0.8726 | (0.01864, 2.9416) | 2.9206 |
| | | 3 | | 3.1496 | (0.5695, 7.8097) | 7.2401 |
| | | 5 | | 8.4393 | (2.2528, 25.8951) | 23.6422 |
| (50, 30) | $(20, 0^{29})$ | 1 | | 0.7316 | (0.01710, 2.5608) | 2.5437 |
| | | 3 | | 2.7498 | (0.5269, 6.4588) | 5.9319 |
| | | 5 | | 7.6534 | (2.1383, 17.9347) | 15.7963 |
| | $(0^{29}, 20)$ | 1 | | 0.4412 | (0.01155, 1.6821) | 1.6706 |
| | | 3 | | 1.7731 | (0.3478, 4.3245) | 3.9767 |
| | | 5 | | 4.2494 | (1.3648, 12.8956) | 11.5307 |
| | $(0^{10}, 2^{10}, 0^{10})$ | 1 | | 0.7633 | (0.01673, 2.4739) | 2.4572 |
| | | 3 | | 2.2907 | (0.5077, 6.3384) | 5.8306 |
| | | 5 | | 6.4343 | (2.0049, 17.4835) | 15.4786 |
| (50, 40) | $(10, 0^{39})$ | 1 | | 0.8176 | (0.02018, 2.9416) | 2.9214 |
| | | 3 | | 3.1126 | (0.6190, 7.4884) | 6.8693 |
| | | 5 | | 7.6178 | (2.4146, 19.5747) | 17.1601 |
Table 12. Cont.

| $(n, m)$          | Scheme | $j$ | Estimates | Intervals          | Lengths of Intervals |
|-------------------|--------|-----|-----------|--------------------|----------------------|
| $(0^*39, 10)$     |        | 1   | 0.5339    | (0.01375, 1.9762)  | 1.9625               |
|                   |        | 3   | 1.7281    | (0.4186, 4.9427)   | 4.5240               |
|                   |        | 5   | 5.3492    | (1.6347, 12.7377)  | 11.1029              |
| $(0^*15, 1^*10, 0^*15)$ |      | 1   | 0.6786    | (0.01577, 2.4020)  | 2.3862               |
|                   |        | 3   | 2.5097    | (0.5036, 6.0720)   | 5.5684               |
|                   |        | 5   | 5.5798    | (2.0612, 16.7064)  | 14.6452              |

6. Conclusions

This article provides the classical and Bayesian estimations for Nadarajah-Haghighi distribution using progressive type-II censored samples. As for the unknown parameters, we compute maximum likelihood estimates through an Expectation–Maximization algorithm. Under two different kinds of loss functions including the balanced squared error and squared error loss functions, we calculate varieties of approximate Bayes estimates using both the Metropolis-Hasting algorithm and the Tierney and Kadane method. In addition, we get estimation results of confidence intervals, which include the asymptotic intervals, and bootstrap intervals. Then, using the sample derived from the Metropolis-Hasting algorithm, we also obtain the highest posterior density intervals. Furthermore, the point and interval prediction for a future sample is considered in the one-sample and two-sample situations. In the end, we compare and appraise the performance of the provided techniques through a simulation study. For further explanation, one set of real rainfall data is also analyzed.

Overall, we can learn from the numerical studies that the proposed methods can work well. For instance, compared with maximum likelihood estimates and the Bayes estimates using the Tierney and Kadane method, the Bayes estimates using the Metropolis-Hasting algorithm are quite closer to the true values of unknown parameters. The MSEs are mostly less than 0.1. In addition, in Table 7, we can see that the true values of censored samples are completely in the predictive intervals.

Additionally, the methods provided in this article can be extended to other life distributions.
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