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Abstract
The degree splitting problem requires coloring the edges of a graph red or blue such that each node has almost the same number of edges in each color, up to a small additive discrepancy. The directed variant of the problem requires orienting the edges such that each node has almost the same number of incoming and outgoing edges, again up to a small additive discrepancy. We present deterministic distributed algorithms for both variants, which improve on their counterparts presented by Ghaffari and Su (Proc SODA 2017:2505–2523, 2017); our algorithms are significantly simpler and faster, and have a much smaller discrepancy. This also leads to a faster and simpler deterministic algorithm for $(2 + o(1))\Delta$-edge-coloring, improving on that of Ghaffari and Su.
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1 Introduction and related work

In this work, we present improved distributed (LOCAL model) algorithms for the degree splitting problem, and also use them to provide simpler and faster deterministic distributed algorithms for the classic and well-studied problem of edge coloring.
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1.1 LOCAL model

In the standard LOCAL model of distributed computing [19, 22], the network is abstracted as an $n$-node undirected graph $G = (V, E)$, and each node is labeled with a unique $O(\log n)$-bit identifier. Communication happens in synchronous rounds of message passing, where in each round each node can send a message to each of its neighbors. At the end of the algorithm each node should output its own part of the solution, e.g., the colors of its incident edges in the edge coloring problem. The time complexity of an algorithm is the number of synchronous rounds.

1.2 Degree splitting problems

The undirected degree splitting problem seeks a partitioning of the graph edges $E$ into two parts so that the partition looks almost balanced around each node. Concretely, we should color each edge red or blue such that for each node, the difference between its number of red and blue edges is at most some small discrepancy value $\kappa$. In other words, we want an assignment $q : E \rightarrow \{+1, -1\}$ such that for each node $v \in V$, we have

$$\sum_{e \in E(v)} q(e) \leq \kappa,$$

where $E(v)$ denotes the edges incident on $v$. We want $\kappa$ to be as small as possible.
In the directed variant of the degree splitting problem, we should orient all the edges such that for each node, the difference between its number of incoming and outgoing edges is at most a small discrepancy value $\kappa$.

### 1.3 Why should one care about distributed degree splittings?

On the one hand, degree splittings are natural tools for solving other problems with a divide-and-conquer approach. As an example, consider the well-studied problem of edge coloring. We can then compute an edge coloring with $(2 + \varepsilon)\Delta$ colors, for any constant $\varepsilon > 0$; as usual, $\Delta$ is the maximum degree of the input graph $G = (V, E)$. For that, we recursively apply the degree splittings on $G$, each time reapplying it on each of the new colors, for a recursion of height $h = O(\log \varepsilon \Delta)$. This way we partition $G$ in $2^h$ edge-disjoint graphs, each with maximum degree at most

$$\Delta' = \frac{\Delta}{2^h} + \sum_{i=1}^{h} \frac{\kappa}{2^i} = \frac{\Delta}{2^h} + \kappa = O(1/\varepsilon).$$

We can then edge color each of these graphs with $2\Delta' - 1$ colors, using standard algorithms (simultaneously in parallel for all graphs and with a separate color palette for each graph), hence obtaining an overall coloring for $G$ with $2^h \cdot (2\Delta' - 1) \leq 2\Delta + 2^h\kappa = (2 + \varepsilon)\Delta$ colors. We explain the details of this relation, and the particular edge coloring algorithm that we obtain using our degree splitting algorithm, later in Corollary 1.

On the other hand, degree splitting problems are interesting also on their own: they seem to be an elementary locally checkable labeling (LCL) problem [20], and yet, even on bounded degree graphs, their distributed complexity is highly non-trivial. In fact, they exhibit characteristics that are intrinsically different from those of the classic problems of the area, including maximal independent set, maximal matching, $\Delta + 1$ vertex coloring, and $2\Delta - 1$ edge coloring. All of these classic problems admit trivial sequential greedy algorithms, and they can also be solved very fast distributedly on bounded degree graphs, in $O((\log^* n))$ rounds [19]. In contrast, degree splittings constitute a middle ground in the complexity: even on bounded degree graphs, deterministic degree splitting requires $\Omega(\log n)$ rounds, as shown by Chang et al. [6], and randomized degree splitting requires $\Omega(\log \log n)$ rounds, as shown by Brandt et al. [4]. These two lower bounds were presented for the sinkless orientation problem, introduced by Brandt et al. [4], which can be viewed as a very special case of directed degree splitting: in sinkless orientation, we should orient the edges so that each node of degree at least $d$, for some large enough constant $d$, has at least one outgoing edge. For this special case, both lower bounds are tight [14].

### 1.4 What is known?

First, we discuss the existence of low-discrepancy degree splittings. Any graph admits an undirected degree splitting with discrepancy at most 2. This is the best possible, as can be seen on a triangle. This low-discrepancy degree splitting can be viewed as a special case of a beautiful area called discrepancy theory (see e.g. [7] for a textbook coverage), which studies coloring the elements of a ground set red/blue so that each of a collection of given subsets has almost the same number of red and blue elements, up to a small additive discrepancy. For instance, by a seminal result of Beck and Fiala from 1981 [2], any hypergraph of rank $\tau$ (each hyperedge has at most $\tau$ vertices) admits a red/blue edge coloring with per-node discrepancy at most $2\tau - 2$. See [3, 5] for some slightly stronger bounds, for large $\tau$. In the case of standard graphs, where $\tau = 2$, the existence proof is straightforward: add a dummy vertex and connect it to all odd-degree vertices. Then, take an Eulerian tour, and color its edges red and blue in an alternating manner. In directed splitting, a discrepancy of $\kappa = 1$ suffices, using the same Eulerian tour approach and orienting the edges along a traversal of this tour.

In the algorithmic world,Israeli and Shiloach [17] were the first to consider degree splittings. They used it to provide an efficient parallel (PRAM model) algorithm for maximal matching. This, and many other works in the PRAM model which later used degree splittings (e.g., [18]) relied on computing Eulerian tours, following the above scheme. Unfortunately, this idea cannot be used efficiently in the distributed setting, as an Eulerian tour is a non-local structure: finding and alternately coloring it needs $\Omega(n)$ rounds on a simple cycle.

Inspired by Israeli and Shiloach’s method [17], Hanckowiak et al. [15] were the first to study degree splittings in distributed algorithms. They used it to present the breakthrough result of a polylog$(n)$-round deterministic distributed maximal matching, which was the first efficient deterministic algorithm for one of the classic problems. However, for that, they ended up having to relax the degree splitting problem in one crucial manner: they allowed a $\delta = 1/\polylog n$ fraction of nodes to have arbitrary splits, with no guarantee on their balance. As explained by Czygrinow et al. [8], this relaxation ends up being quite harmful for edge coloring: without fixing that issue, it seems that one can get at best an $O(\Delta \log n)$-edge coloring.

Very recently, Ghaffari and Su [14] presented solutions for degree splitting without sacrificing any nodes, and used this to obtain the first polylog$n$ round algorithm for $(2 + o(1))\Delta$-edge coloring, improving on prior polylog$(n)$-
round algorithms that used more colors: the algorithm of Barenboim and Elkin [1] that uses $\Delta \cdot \exp(O(\log_{\log \log \Delta} \Delta))$ colors, and the algorithm of Czygrinow et al. [8] for $O(\Delta \log n)$ colors. The degree splitting algorithm of Ghaffari and Su [14] obtains a discrepancy $\kappa = \varepsilon \Delta$ in $O((\Delta^2 \log^5 n)/\varepsilon)$ rounds. Their method is based on iterations of flipping augmenting paths (somewhat similar in style to blocking flows in classic algorithms for the maximum flow problem [9]) but the process of deterministically and distributively finding enough disjoint augmenting paths is quite complex. Furthermore, that part imposes a crucial limitation on the method: it cannot obtain a discrepancy better than $\Theta(\log n)$. As such, this algorithm does not provide any meaningful solution in graphs with degree $o(\log n)$.

1.5 Our contributions

Our main result is a deterministic distributed algorithm for degree splitting that improves on the corresponding result of [14]. The new algorithm is (1) simpler, (2) faster, and (3) it gives a splitting with a much lower discrepancy.

Theorem 1 For every $\varepsilon > 0$, there are deterministic $O(\varepsilon^{-1} \cdot \log \varepsilon^{-1} \cdot (\log \log \varepsilon^{-1})^{1.71} \cdot \log n)$-round distributed algorithms for computing directed and undirected degree splittings with the following properties:

(a) For directed degree splitting, the discrepancy at each node $v$ of degree $d(v)$ is at most $\varepsilon \cdot d(v) + 1$ if $d(v)$ is odd and at most $\varepsilon \cdot d(v) + 2$ if $d(v)$ is even.

(b) For undirected degree splitting, the discrepancy at each node $v$ of degree $d(v)$ is at most $\varepsilon \cdot d(v) + 4$.

An important corollary of this splitting result is a faster and simpler algorithm for $(2 + o(1))\Delta$-edge coloring, which we prove on the corresponding result from [14]. The related proof is deferred to Sect. 6.

Corollary 1 For every $\varepsilon > 1/\log \Delta$, there is a deterministic distributed algorithm that computes a $(2 + \varepsilon)\Delta$-edge coloring in $O(\log^2 \Delta \cdot \varepsilon^{-1} \cdot \log \log \Delta \cdot (\log \log \Delta)^{1.71} \cdot \log n)$ rounds.

This is significantly faster than the $O(\log^{11} n/\varepsilon^3)$-round algorithm of [14]. Subsequent and partly also in parallel to the work on the conference version of this paper, there has been further significant progress in the development of deterministic distributed edge coloring algorithms. This in particular includes the first polylogarithmic-time deterministic $(2\Delta - 1)$-edge coloring algorithm in [10] by Fischer, Ghaffari, and Kuhn, which requires $O(\log^7 n)$ rounds. This has afterwards been improved to $O(\log^6 n)$ rounds by Ghaffari, Harris and Kuhn in [11] and to $O(\log^4 n)$ rounds by Harris in [16]. In [13], Ghaffari, Kuhn, Maus and Uitto even go below the threshold of $2\Delta - 1$ colors and provide deterministic polylogarithmic-time algorithms for $(1 + \varepsilon)\Delta$-edge coloring. The splitting result of the current paper plays an important role in the latter result: this splitting brings down the degree to a small value, with a negligible $(1 + o(1))$ factor loss, and then those small degree graphs are colored efficiently.

Theorem 1 has another fascinating consequence. Assume that we have a graph in which all nodes have an odd degree. If $\varepsilon < 1/\Delta$, we get a directed degree splitting in which each node $v$ has outdegree either $\lfloor d(v)/2 \rfloor$ or $\lceil d(v)/2 \rceil$. Note that the number of nodes for which the outdegree is $\lfloor d(v)/2 \rfloor$ has to be exactly $n/2$. We therefore get an efficient distributed algorithm to exactly divide the number of nodes into two parts of equal size in any odd-degree graph. For bounded-degree graphs, the algorithm even runs in time $O(\log n)$.

1.6 Our method in a nutshell

The main technical contribution is a distributed algorithm that partitions the edge set of a given graph in edge-disjoint short paths such that each node is the start or end of at most $\delta$ paths. We call such a partition a path decomposition and its degree $\delta$ (cf. Fig. 1 for an illustration of a path decomposition). Now if we orient each path of a path decomposition with degree $\delta$ consistently, we obtain an orientation of discrepancy at most $\delta$. Moreover, such an orientation can be computed in time which is linear in the maximum path length.

To study path decompositions in graph $G$, it is helpful to consider an auxiliary graph $H$ in which each edge $\{u, v\}$ represents a path from $u$ to $v$ in $G$; now $\delta$ is the maximum degree of graph $H$. To construct a low-degree path decomposition where $\delta$ is small, we can start with a trivial decomposition $H = G$, and then repeatedly join pairs of paths: we can replace the edges $\{u, v_1\}$ and $\{u, v_2\}$ in graph $H$ with an edge $\{v_1, v_2\}$, and hence make the degree of $u$ lower, at a cost of increasing the path lengths—this operation is called a contraction here.

If each node $u$ simply picked arbitrarily some edges $\{u, v_1\}$ and $\{u, v_2\}$ to contract, this might result in long paths or cycles. The key idea is that we can use a high-outdegree orientation to select a good set of edges to contract: assume that we have an orientation in $H$ such that all nodes have outdegree at least 2$k$. Then each node could select $k$ pairs of outgoing edges to contract; this would reduce the maximum degree of $\delta$ from $\delta$ to $\delta - 2k$ and only double the maximum length of a path. Also see the illustrations of this contracting process in Figs. 2 and 3.

In essence, this idea makes it possible to amplify the quality of an orientation algorithm: given an algorithm $A$ that
finds an orientation with a large (but not optimal) outdegree, we can apply \( A \) repeatedly to reduce the maximum degree of \( H \). This will result in a low-degree path decomposition of \( G \), and hence also provide us with a well-balanced orientation in \( G \).

### 1.7 Structure

The roadmap for this paper is as follows:

- Section 2: partitioning graphs in edge-disjoint short paths (main technical contribution).
- Section 3: finding orientations in 3-regular graphs (used in Sects. 4 and 5).
- Section 4: finding orientations in 5-regular graphs (used in Sect. 2).
- Section 5: proof of Theorem 1.
- Section 6: proof of Corollary 1.
- Section 7: a lower bound for orientations in even-degree graphs.

Here Sect. 2 is the most interesting part; Sects. 3 and 4 deal with some corner cases that are needed in order to have tight constants for odd-degree graphs.

### 2 Short path decompositions

The basic building block of our approach is to find consistently oriented and short (length \( O(\Delta) \)) paths in an oriented graph. The first crucial observation is that an oriented path going through a node \( v \) is “good” from the perspective of \( v \) in the sense that it provides exactly one incoming and one outgoing edge to \( v \). Another important feature is that flipping a consistently oriented path does not increase the discrepancy between incoming and outgoing edges for any non-endpoint node along the path. Following these observations, we recursively decompose a graph into a set of short paths, and merge the paths to ensure that every node is at the end of only a few paths. If a node \( v \) is at the end of \( \delta(v) \) paths an arbitrary orientation of these paths will provide a split with discrepancy at most \( \delta(v) \) for \( v \).

The recursive graph operations may turn graphs into multigraphs with self-loops. Thus throughout the chapter a multigraph is allowed to have self-loops and the nodes of a path \( u_1, \ldots, u_k \) do not need to be distinct; however, a path can contain each edge at most once. A self-loop at a node \( v \) contributes two to the degree of \( v \).

### 2.1 Orientations and edge contractions

The core concept to merge many paths in parallel in one step of the aforementioned recursion is given by the concept of weak \( k(v) \)-orientations. We begin by extending and adapting prior work [14] on weak orientations to our needs.

**Definition 1** A weak \( k(v) \)-orientation of a multigraph \( G = (V, E) \) is an orientation of the edges \( E \) such that each node \( v \in V \) has outdegree at least \( k(v) \).

Note that a weak 1-orientation is a sinkless orientation. By earlier work, it is known that a weak 1-orientation can be found in time \( O(\log n) \) in simple graphs of minimum degree at least three.

**Lemma 1** (Sinkless orientation, [14]) A weak 1-orientation can be computed by a deterministic algorithm in \( O(\log n) \) rounds in simple graphs with minimum degree 3 (and by a randomized algorithm in \( O(\log \log n) \) rounds in the same setting).

In our proofs, we may face multigraphs with multiple self-loops and with nodes of degree less than three and thus, we need a slightly modified version of this result.

**Corollary 2** (Sinkless orientation, [14]) Let \( G = (V, E) \) be a multigraph and \( W \subseteq V \) a subset of nodes with degree at least three. Then, there is a deterministic algorithm that finds an orientation of the edges such that every node in \( W \) has outdegree of at least one and runs in \( O(\log n) \) rounds (and a randomized algorithm that runs in \( O(\log \log n) \) rounds).

**Proof** For every multi-edge, both endpoints pick one edge and orient it outwards, ties broken arbitrarily. For every self-loop, the node will orient it arbitrarily. This way, every node with an incident multi-edge or self-loop will have an outgoing edge.

From here on, let us ignore the multi-edges and self-loops and focus on the simple graph \( H \) remaining after removing the multi-edges. For every node \( v \) with degree at most two in \( H \), we connect \( v \) to \( 3 - d(v) \) copies of the following gadget \( U \). The set of nodes of \( U = \{u_1, u_2, u_3, u_4, u_5\} \) is connected as a cycle. Furthermore, we add edges \( \{u_2, u_4\} \) and \( \{u_3, u_5\} \) to the gadget and connect \( u_1 \) to \( v \). This way, the gadget is 3-regular.

In the simple graph constructed by adding these gadgets, we run the algorithm of Lemma 1. Thus, any node of degree at least three in the original graph that was not initially adjacent to a multi-edge or self-loop gets an outgoing edge. Since we know that every node incident to a multi-edge or self-loop in \( G \) also has an outgoing edge, the claim follows.

The sinkless orientation algorithm from Corollary 2 immediately leads to an algorithm which finds a weak \( \lfloor d(v)/3 \rfloor \)-orientation in multigraphs in time \( O(\log n) \).

**Lemma 2** (Weak \( \lfloor d(v)/3 \rfloor \)-orientation) There is a deterministic algorithm with \( O(\log n) \) runtime that finds a weak \( \lfloor d(v)/3 \rfloor \)-orientation in multigraphs.
Proof Partition node $v$ into $\lceil d(v)/3 \rceil$ nodes and split its adjacent edges among them such that $\lceil d(v)/3 \rceil$ nodes have exactly three adjacent edges each and the remaining node, if any, has $d(v) \mod 3$ adjacent edges. Note that the partitioning of a node into several nodes may cause self-loops to go between two different copies of the same node. Then, use the algorithm from Corollary 2 to compute a weak 1-orientation of the resulting multigraph where degree two or degree one nodes do not have any outdegree requirements. If we undo the partition but keep the orientation of the edges we have a weak $\lceil d(v)/3 \rceil$-orientation of the original multigraph. □

The concept of weak orientations can be extended to both indegrees and outdegrees.

**Definition 2** A strong $(k,v)$-orientation of a multigraph $G = (V, E)$ is an orientation of the edges $E$ such that each node $v \in V$ has both indegree and outdegree at least $k(v)$.

The techniques in this section need orientations in which nodes have at least two outgoing edges. Lemma 2 provides such orientations for nodes of degree at least six; but for nodes of smaller degree it guarantees only one outgoing edge. It is impossible to improve this for nodes with degree smaller than five in time $o(n)$ (cf. Theorem 5). But we obtain the following result for the nodes with degree five. Its proof relies on different techniques than the techniques in this section, and therefore it is deferred to Sect. 4.

**Lemma 3** (Outdegree 2) The following problem can be solved in time $O(\log n)$ with deterministic algorithms and $O(\log \log n)$ with randomized algorithms: given any multigraph, find an orientation such that all nodes of degree at least 5 have outdegree at least 2.

### 2.2 Path decompositions

We now introduce the concept of a path decomposition. The decomposition proves to be a strong tool due to the fact that it can be turned into a strong orientation (cf. Lemma 4).

**Definition 3** (Path decomposition) Given a multigraph $G = (V, E)$, a positive integer $\lambda$, and a function $\delta : V \to \mathbb{R}_{\geq 0}$, we call a partition $P$ of the edges $E$ into edge-disjoint paths $P_1, \ldots, P_{\rho}$ a $(\delta, \lambda)$-path decomposition if

- for every $v \in V$ there are at most $\delta(v)$ paths that start or end in $v$,
- each path $P_i$ is of length at most $\lambda$.

For each path decomposition $P$, we define the multigraph $G(P)$ as follows: the vertex set of $G(P)$ is $V$, and there is an edge between two nodes $u, v \in V$ if $P$ has a path which starts at $u$ and ends at $v$ or vice versa. The degree of $v$ in $P$ is defined to be its degree in $G(P)$ and the maximum degree of the path decomposition $P$ is the maximum degree of $G(P)$.

Notice that $\delta(v)$ is an upper bound on the degree of $v$ in $P$ and $\max_{v \in V} \delta(v)$ is an upper bound on the maximum degree of the path decomposition. Note that $d_{G(v)} - d_{G(P)(v)}$ is always even. If the function in some path decomposition $(\delta, \lambda)$-path decomposition satisfies $\delta(v) = a$ for some $a$ we also speak of a $(a, \lambda)$-path decomposition. See Fig. 1 for an illustration of a path decomposition and its parameters. To make proofs more to the point instead of getting lost in notation, we often identify $G(P)$ with $P$ and vice versa. A distributed algorithm has computed a path decomposition $P$ if every node knows the paths of $P$ it belongs to. Note that it is trivial to compute a $(d(v), 1)$-path decomposition in 1 round, because every edge can form a separate path.

Let $\lfloor x \rfloor_+$ denote the function which rounds down to the previous even integer, that is, $\lfloor x \rfloor_+ = 2 \lfloor x/2 \rfloor$. The following virtual graph transformation, which we call edge contraction, is the core technical construction in this section.

#### 2.2.1 Disjoint edge contraction

The basic idea behind edge contraction is to turn two incident edges $\{v, u\}$ and $\{v, w\}$ into a single edge $\{u, w\}$ by removing the edges $\{v, u\}$ and $\{v, w\}$ and adding a new edge $\{u, w\}$. We say that node $v$ contracts when an edge contraction is performed on some pair of edges $\{v, u\}$ and $\{v, w\}$. When node $v$ performs a contraction of edges $\{v, u\}$ and $\{v, w\}$, its degree $d(v)$ is reduced by two while maintaining the degrees of $u$ and $w$. Notice that adjacent nodes can only contract edge-disjoint pairs of edges in parallel and a contraction may also produce isolated nodes, multi-edges and self-loops. If a self-loop $\{v, v\}$ is selected to be contracted with any other edge $\{v, w\}$, it simply results in a new edge $\{v, w\}$ as if the self-loop was any other edge. Such a contraction still reduces the degree of $v$ by two as the self-loop was considered as both—an incoming and an outgoing edge of $v$. See Fig. 2 for an illustration.

Edge contractions can be used to compute path decompositions, e.g., an edge which is created through a contraction of two edges can be seen as a path of length two. If an edge $\{u, v\}$ represents a path from $u$ to $v$ in $G$, e.g., when recursively applying edge contractions on the graph $G(P)$ for some given path decomposition $P$, each contraction merges two paths of $P$. If each node simply picked arbitrarily some
edges to contract, this might result in long paths or cycles.

The key idea is to use orientations of the edges to find large
sets of edges which can be contracted in parallel. If every
node only contracts outgoing edges of a given orientation all
contractions of all nodes can be performed in parallel.

If we start with a trivial decomposition, i.e., each edge is
its own path, and perform $k$ iterations of parallel contraction,
where, in each iteration, each node contracts two edges, we
obtain a $(d(v) - 2k, 2^k)$-path decomposition. If we want the
degrees $d(v) - 2k$ to be constant we have to choose $k$, i.e., the
number of iterations, in the order of $\Delta$ which implies exponen-
tially long paths and runtime as the path lengths (might)
double with each contraction.

The technical challenge to avoid exponential runtime is to
achieve a lot of parallelism while at the same time reducing
the degrees quickly. We achieve this with the help of weak
orientation algorithms: an outdegree of $f(v)$ at node $v$ allows
the node to contract $\lfloor f(v) \rfloor$ edges at the same time and in
parallel with all other nodes. If $f(v)$ is a constant fraction
of $d(v)$ this implies that $O(\log \Delta)$ iterations are sufficient
to reach a small degree. As the runtime is exponential in
the number of iterations and the constant in the $O$-notation
might be large, this is still not enough to ensure a runtime
which is linear in $\Delta$, up to polylogarithmic terms. Instead,
we begin with the weak orientation algorithm from the pre-
vious section and iterate it until a path decomposition with
a small (but not optimal!) degree is obtained. Then we use
it to construct a better orientation algorithm. Then, we use
this better orientation to compute an even better one and so
on. Recursing with the correct choice of parameters leads to
a runtime which is linear in $\Delta$, up to polylogarithmic terms.

We take the liberty to use the terms recursion and iteration
interchangeably depending on which term is more suitable
in the respective context. Refer to Fig. 3 for an illustration
of the edge contraction technique with a given orientation.

We will now apply a simple version of our contraction
technique to obtain a fast and precise path decomposition
algorithm in $\Delta$-regular graphs for $\Delta = O(1)$. The result

Fig. 2 In two sequences of three
illustrations this figure depicts
two sets of contractions. In each
column the first illustration is
the situation before the
contraction, the second one
depicts the orientation and the
selected outgoing edges which
will be contracted in parallel and
the third illustration shows the
situation after the contraction
where new edges are
highlighted. A contraction may
produce isolated nodes,
multi-edges and self-loops. If a
self-loop $\{v, v\}$ is selected to be
contracted with any other edge
$\{v, w\}$ it simply results in a new
edge $\{v, w\}$ as if the self-loop
was any other edge. Such a
contraction still reduces the
degree of $v$ by two. Note that we
used a graph with small node
degrees for illustration purposes.
We cannot quickly compute an
orientation with large outdegree
for nodes with degree less than
five.
Proof\, δ(v) efficiently into a strong orientation. The strong orientationancy between in- and outdegree of node v obtains multigraphs H1, . . . , Hk where Hk corresponds to the resulting path decomposition. To obtain H1, we begin by computing a weak 2-orientation π of G with the algorithm from Lemma 2 (note that by assumption we have k ≥ 1 and therefore Δ ≥ 6). Then, every node contracts a pair of outgoing incident edges. Notice that contractions of adjacent nodes are always disjoint. The degree of every node is reduced to Δ − 2 and each edge in the resulting multigraph H1 consists of a path in G of length at most two.

Applying this method recursively with recursion depth k yields multigraphs H1, . . . , Hk where the maximum degree of Hi is Δ − 2i and each edge in Hi corresponds to a path in G of length at most 2i. Thus, Hk corresponds to a (Δ − 2k, 2k)-path decomposition. Note that there is one execution of Lemma 2 in each recursion level and it provides a weak 2-orientation of the respective graph because the degree of each node is at least six due to i ≤ k ≤ Δ/2 − 2.

One communication round in recursion level i can be simulated in 2i rounds in the original graph. Thus, the runtime is dominated by the application of Lemma 2 in recursion level k which yields a time complexity of $O(2^k \log n)$.  

Next, we show how to turn a $(\delta, \lambda)$-path decomposition efficiently into a strong orientation. The strong orientation obtained this way has $\delta(v)$ as an upper bound on the discrepancy between in- and outdegree of node v.

Lemma 4 Let G be a multigraph with a given $(\delta, \lambda)$-path decomposition $\mathcal{P}$. There is a deterministic algorithm that computes a strong $\frac{1}{2}(d(v) − \delta(v))$-orientation of G in $O(\lambda)$ rounds.

Proof Let $H = G(\mathcal{P})$ be the virtual graph that corresponds to $\mathcal{P}$ and let $\pi_H$ be an arbitrary orientation of the edges of H. Let $(u, v)$ be an edge of H oriented according to $\pi_H$ and let $P = u_1, . . . , u_k$, where $u_1 = u$ and $u_k = v$, be the path in the original graph G that corresponds to edge $(u, v)$ in H. Now, we orient the path P in a consistent way according to the orientation of $(u, v)$, i.e., edge $\{u_i, u_{i+1}\}$ is directed from $u_i$ to $u_{i+1}$ for all $1 \leq i \leq k$. Since every edge in G belongs to exactly one path in the decomposition, performing this operation for every edge in H provides a unique orientation for every edge in G. Let us denote the orientation obtained this way by $\pi_G$.

Consider some node v and observe that orienting any path that contains v but where v is not either the start or the endpoint adds exactly one incoming edge and one outgoing edge for v. Therefore, the discrepancy of the indegrees and outdegrees of v in $\pi_G$ is bounded from above by the discrepancy in $\pi_H$, which is at most $\delta(v)$ by the definition of a $(\delta, \lambda)$-path decomposition. It follows that $\pi_G$ is a strong $\frac{1}{2}(d(v) − \delta(v))$-orientation.

Finally, since the length of any path in $\mathcal{P}$ is bounded above by $\lambda$, consistently orienting the paths takes $\lambda$ communication rounds finishing the proof.  

In the following, we formally use weak orientations to compute a path decomposition. This lemma will later be iterated in Lemma 6.

Lemma 5 Assume that there exists a deterministic distributed algorithm that finds a weak $\left(\frac{1}{2} − \epsilon\right)d(v) − 2$-orientation in time $T(n, \Delta)$.

Then, there is a deterministic distributed algorithm that finds a $\left(\frac{1}{2} + \epsilon\right)d(v) + 4, 2$-path decomposition in time $O(T(n, \Delta))$.

Proof Let G be a multigraph with a weak $\left(\frac{1}{2} − \epsilon\right)d(v) − 2$-orientation given by the algorithm promised in the lemma.

\[ \Box \] Springer
statement. Now every node \( v \) arbitrarily divides the outgoing edges into pairs and contracts these pairs yielding a multigraph with degree at most

\[
d(v) - \left[ \left( \frac{1}{2} - \varepsilon \right) d(v) \right]_* + 2 \leq \left( \frac{1}{2} + \varepsilon \right) d(v) + 4.
\]

Observing that all of the chosen edge pairs are disjoint yields that the constructed multigraph is a \( \left( \left( \frac{1}{2} + \varepsilon \right) d(v) + 4, 2 \right) \)-path decomposition. The contraction operation requires one round of communication. \( \square \)

In the following lemma we iterate Lemma 5 to obtain an even better path decomposition. Furthermore, more care is required in the details to avoid rounding errors and to obtain the correct result when the degrees get small. Lemma 6 will be applied many times in proceeding subsections.

**Lemma 6** Let \( 0 < \varepsilon \leq 1/6 \). Assume that \( T(n, \Delta) \geq \log n \) is the running time of an algorithm \( A \) that finds a weak \((1/2 - \varepsilon)d(v) - 2\)-orientation. Then for any positive integer \( i \), there is a deterministic distributed algorithm \( B \) that finds a \((1/2 + \varepsilon)^i d(v) + 2, 2^{i+5}\)-path decomposition \( P \) in time \( O(2^i \cdot T(n, \Delta)) \).

**Proof** Let \( i \) be a positive integer. We define algorithm \( B \) such that it uses algorithm \( A \) to recursively compute graphs \( H_0, H_1, \ldots, H_i, H_{i+1}, \ldots, H_{i+5} \) and path decompositions \( P_1, P_2, \ldots, P_i, P_{i+1}, \ldots, P_{i+5} \). Let \( G = (V, E) \) be a multigraph. For \( j = 0, \ldots, i - 1 \) we set \( H_0 = G \) and \( H_{j+1} = H_j(P_{j+1}) \), where \( P_{j+1} \) is the path decomposition which is returned by applying Lemma 5 with algorithm \( A \) on \( H_j \). This guarantees that path decomposition \( P_j \) has maximum degree \( \left( \frac{1}{2} + \varepsilon \right)^i d(v) + 12 \). The remaining five graph decompositions are computed afterwards (see the end of this proof) and reduce the additive 12 to an additive 4.

**Properties of \( P_1, \ldots, P_i \).**

We first show that for \( j = 1, \ldots, i \) the path decomposition \( P_j \) is a \((z_j(v), 2^j)\)-path decomposition with

\[
z_j(v) = \left( \frac{1}{2} + \varepsilon \right)^j d(v) + 4 \sum_{k=0}^{j-1} \left( \frac{1}{2} + \varepsilon \right)^k.
\]

With every application of Lemma 5 the length of the paths at most doubles in length which implies that the path length of \( P_j \) is upper bounded by \( 2^j \). We now prove by induction that the variables \( z_j(v), j = 1, \ldots, i \) behave as claimed:

- **Base case:** \( z_1(v) = \left( \frac{1}{2} + \varepsilon \right) d(v) + 4 \) follows from the invocation of Lemma 5 with \( A \) on \( H_0 = G \).
- **Inductive step:** Using the properties of Lemma 5 we can upper bound \( z_{j+1}(v) \) by

\[
(1/2 + \varepsilon)z_j(v) + 4 \leq (1/2 + \varepsilon)^j d(v) + 4 \sum_{k=0}^{j-1} (1/2 + \varepsilon)^k + 4 = (1/2 + \varepsilon)^{j+1} d(v) + 4 \sum_{k=0}^{j} (1/2 + \varepsilon)^k.
\]

Using the geometric series to bound the last sum and then \( \varepsilon \leq 1/6 \) we obtain that

\[
z_i(v) = \left( \frac{1}{2} + \varepsilon \right)^i d(v) + 12.
\]

**Reducing the additive term.** Now, we compute the five further path decompositions \( P_{i+1}, \ldots, P_{i+5} \) to reduce the additive term in the degrees of the path decomposition from 12 to 4; in each path decomposition this additive term is reduced by two for certain nodes. In each of the first four path decompositions nodes with degree at least six in the current path decomposition reduce the additive term by at least two: we compute a weak \([d(v)/3]\)-orientation (using Lemma 2) and then every node with degree at least six contracts two outgoing edges. In the last path decomposition we compute an orientation in which every node with degree at least five in the current path decomposition has two outgoing edges (using Lemma 3) and then each of them contracts two incident edges. Thus in the last path decomposition the additive term of nodes with degree five is reduced by two.

To formally prove that we obtain the desired path decomposition let \( x_{i+j}(v) \) be the actual degree of node \( v \) in \( G(P_{i+j}) \) for \( j = 0, \ldots, 5 \). First note that the degree of a node never increases due to an edge contraction, not even due to an edge contraction which is performed by another node.

**Constructing \( P_{i+1}, \ldots, P_{i+5} \).** To determine path decomposition \( P_{i+j+1} \) for \( j = 0, \ldots, 3 \), we compute an orientation of \( G(P_{i+j}) \) in which every node \( v \) with \( x_{i+j}(v) \geq 6 \) has outdegree at least two (one can use the algorithm described in Lemma 2). Then \( P_{i+j+1} \) is obtained if every node with \( x_{i+j}(v) \geq 6 \) contracts two of its incident outgoing edges. So, whenever \( x_{i+j}(v) \geq 6 \) we obtain that \( x_{i+j+1}(v) = x_{i+j}(v) - 2 \), that is \( x_{i+j+1}(v) \leq x_i(v) - 2(j + 1) \). If \( x_{i+j}(v) \geq 6 \) for all \( j = 0, \ldots, 3 \) we have

\[
x_{i+5}(v) \leq x_{i+4}(v) \leq (1/2 + \varepsilon)^i d(v) + 4.
\]

Otherwise, for some \( j = 0, \ldots, 3 \), we have \( x_{i+j}(v) \leq 5 \), that is, \( x_{i+4}(v) \leq 4 \) or \( x_{i+4}(v) = 5 \). If \( x_{i+4}(v) \leq 4 \) we have \( x_{i+5}(v) \leq x_{i+4}(v) \leq 4 \leq (1/2 + \varepsilon)^i d(v) + 4 \).

**Constructing \( P_{i+5} \).** For nodes with \( x_{i+4}(v) = 5 \) we compute one more path decomposition. We use Lemma 3 to compute an orientation of \( G(P_4) \) in which each node with
degree at least five has two outgoing edges; then each node with at least two outgoing edges contracts one pair of its incident outgoing edges. Thus the degree of nodes with degree five reduces by two and we obtain that the path decomposition $P_{j+5}$ is a $((\frac{1}{2} + \varepsilon')d(v) + 4, 2i+5)$-path decomposition.

Running time. The time complexity to invoke algorithm $A$, the algorithms from Lemma 2 or Lemma 3 on graph $H_j$ is $O(2^iT(n, \Delta))$ because the longest path in $H_j$ has length $2^i$ and $T(n, \Delta) \geq \log n$. Thus, the total runtime is

$$O \left( \sum_{j=0}^{i+5} 2^i T(n, \Delta) \right) = O \left( 2^iT(n, \Delta) \right).$$

The reduction of the additive term in the proof of Lemma 6 is most likely not helpful for edge coloring applications as constant degree graphs can be colored quickly anyways. However, for theoretical reasons it is interesting to see how close we can get to optimal splits with regard to the discrepancy. The splits that we obtain for directed splitting are optimal; the undirected splitting result leaves a bit of space for improvement.

### 2.3 Amplifying weak orientation algorithms

Now, we use Lemma 6 to iterate a given weak orientation algorithm $A$ to obtain a new weak orientation algorithm $B$. The goal is that $B$ has an outdegree guarantee which is much closer to $(1/2)d(v)$ than the guarantee provided by algorithm $A$.

**Lemma 7** Let $0 < \varepsilon_2 < \varepsilon_1 \leq \frac{1}{6}$ and assume that there is a deterministic algorithm $A$ that computes a weak $((\frac{1}{2} - \varepsilon_1)d(v) - 2)$-orientation in $T(n, \Delta)$ rounds. Then there is a deterministic algorithm $B$ that computes a weak $((\frac{1}{2} - \varepsilon_2)d(v) - 2)$-orientation and has running time

$$O(\varepsilon_2^{-\log_2(\frac{1}{2} + \varepsilon_1)} \cdot T(n, \Delta)) = O(\varepsilon_2^{-(1+2\varepsilon_1)} \cdot T(n, \Delta)).$$

Let $\alpha = \frac{1}{2} - \varepsilon_1$ and $\beta = \frac{1}{2} + \varepsilon_1$. The roadmap for the proof of Lemma 7 is as follows:

1. Execute $i$ iterations of a weak $(\alpha d(v) - 2)$-orientation algorithm, for an $i$ that will be chosen later, and after each iteration, perform disjoint edge contractions. Thus, we obtain a $((\beta^i d(v) + 4, 2^{-i+5})$-path decomposition using Lemma 6.
2. Apply Lemma 4 to obtain a strong (and thus also a weak) $(\frac{1}{2} (1 - \beta^i d(v) - 2)$-orientation.
3. By setting $i = \log(\varepsilon_2)/ \log(\beta)$ we get that $\beta^i = \varepsilon_2$ and the running time of steps 1–2 is

$$O(2^iT(n, \Delta)) = O(\varepsilon_2^{\log_2 \beta} \cdot T(n, \Delta)) = O(\varepsilon_2^{\log_2(\beta^i)} \cdot T(n, \Delta)).$$

where $T(n, \Delta)$ is the runtime of the weak $(\alpha d(v) - 2)$-orientation algorithm. The last equality holds because with Lemma 8, we obtain that $-\log_2^{-1} \beta \leq 1 + 24\varepsilon_1$ when $\varepsilon_1 \leq 1/6$.

With Lemma 7 at hand we can amplify the quality of splitting algorithms and obtain the following theorem.

**Theorem 3** Let $\delta$ be a positive integer. There exist the following deterministic weak orientation algorithms.

(a) $A$: a weak $((\frac{1}{2} - 1/ \log \log \frac{\Delta}{\delta}) d(v) - 2)$-orientation in time $O((\log \log \frac{\Delta}{\delta})^{1.71} \cdot \log n)$.
(b) $B$: a weak $((\frac{1}{2} - 1/ \log \log \frac{n}{\delta}) d(v) - 2)$-orientation in time $O((\log \frac{n}{\delta})^{1.71} \cdot \log n)$.
(c) $C$: a weak $((\frac{1}{2} - \frac{1}{\log \log \frac{\Delta}{\delta}}) d(v) - 2)$-orientation in time $O((\log \frac{\Delta}{\delta} \cdot \log \frac{n}{\delta})^{1.71} \cdot \log n)$.

In the proof of Theorem 3 we perform the following steps:

1. Execute $i$ iterations of a weak $(\alpha d(v) - 2)$-orientation algorithm, for an $i$ that will be chosen later, and after each iteration, perform disjoint edge contractions. Thus, we obtain a $((\beta^i d(v) + 4, 2^{-i+5})$-path decomposition using Lemma 6.
2. Apply Lemma 4 to obtain a strong (and thus also a weak) $(\frac{1}{2} (1 - \beta^i d(v) - 2)$-orientation.
3. By setting $i = \log(\varepsilon_2)/ \log(\beta)$ we get that $\beta^i = \varepsilon_2$ and the running time of steps 1–2 is

$$O(2^iT(n, \Delta)) = O(\varepsilon_2^{\log_2 \beta} \cdot T(n, \Delta)) = O(\varepsilon_2^{\log_2(\beta^i)} \cdot T(n, \Delta)).$$

Before we continue with formal proofs of Lemma 7 and Theorem 3 we prove the following technical result that we use to simplify running times; it is proved with a Taylor expansion.

**Lemma 8** Let $0 < \varepsilon \leq 1/6$. Then, $-\log_2^{-1} (\frac{1}{2} + \varepsilon) \leq 1 + 24\varepsilon$.

**Proof** Let $z = 2\varepsilon/(\frac{1}{2} + \varepsilon) \leq 4\varepsilon$. Notice that $2 - z = (\frac{1}{2} + \varepsilon)^{-1}$. By writing $\log_2^{-1}(2 - z)$ using Taylor series at 2, we get that

$$-\log_2^{-1} (\frac{1}{2} + \varepsilon) = \log_2^{-1}(2 - z) = \ln(2) \ln^{-1}(2 - z).$$
\begin{align*}
&= \ln(2) \left( \ln(2) - \sum_{k=1}^{\infty} \frac{1}{k \cdot 2^k} \right)^{-1} \\
&\leq \left( 1 - \ln^{-1} \frac{1}{2} \sum_{k=1}^{\infty} \frac{1}{2^k} \right)^{-1} \\
&= \left( 1 - z \ln^{-1} \frac{1}{2} \sum_{k=1}^{\infty} \frac{1}{2^k} \right)^{-1} \\
&= (1 - z \ln^{-1} \frac{1}{2})^{-1} \\
&\leq 1 + z \cdot \frac{\ln^{-1} 2}{1 - z \ln^{-1} 2} \\
&\leq 1 + 6z \leq 1 + 24\varepsilon. \quad \square
\end{align*}

In the following proof we perform steps 1–3 of the aforementioned agenda.

**Proof of Lemma 7** Let \( i = \log_{(1/2+\varepsilon_1)}(\varepsilon_2) \). Lemma 8 implies \( i \leq (1+24\varepsilon_1) \log_2(1/\varepsilon_2) \); thus it is sufficient to show the left hand side of the equation in Lemma 7. By applying Lemma 6 with \( n \) and algorithm \( A \), we get a distributed algorithm that finds a

\[
\left( \frac{1}{2} + \varepsilon_1 \right)^i d(v) + 4, 2^{i+5}\]

-path decomposition in time

\[
O\left( 2^i \cdot T(n, \Delta) \right) = O\left( \varepsilon_2^{\log_2^{-1}(\frac{1}{2}+\varepsilon_1)} \cdot T(n, \Delta) \right).
\]

The degree of node \( v \) in the path decomposition is upper bounded by

\[
\left( \frac{1}{2} + \varepsilon_1 \right)^i d(v) + 4 = \varepsilon_2 d(v) + 4.
\]

Lemma 4 yields a weak \( \left( \frac{1}{2} (1 - \varepsilon_2) d(v) - 2 \right) \)-orientation algorithm with the same running time; in particular, this is a weak \( \left( \frac{1}{2} - \varepsilon_2 \right) d(v) - 2 \)-orientation algorithm. \quad \square

We close the section by performing steps 4–5 of the agenda. Note that the theorem is more general than what was outlined in the agenda as it contains an additional parameter \( \delta \) which can be used to tune the running time at the cost of the quality of the weak orientation algorithm.

**Proof of Theorem 3** Each statement is proven by applying Lemma 7 with different values for \( \varepsilon_1 \) and \( \varepsilon_2 \).

(a) Algorithm \( A \) is obtained by applying Lemma 7 with the algorithm from Lemma 2, that is, with the weak \( |\Delta|/3 \)-orientation algorithm and with \( \varepsilon_1 = 1/6 \), and with \( \varepsilon_2 = 1/\log \log (\Delta/\delta) \).

(b) Algorithm \( B \) is obtained by applying Lemma 7 with the algorithm \( A \) from part (a) as input (i.e., \( \varepsilon_1 = 1/\log \log (\Delta/\delta) \)) and with \( \varepsilon_2 = 1/\log (\Delta/\delta) \).

(c) Algorithm \( C \) is obtained by applying Lemma 7 with the algorithm \( B \) from part (b) as input (i.e., \( \varepsilon_1 = 1/\log (\Delta/\delta) \)) and with \( \varepsilon_2 = 1/(\Delta/\delta) = \delta/\Delta \). \quad \square

### 2.4 Short and low degree path compositions fast

Our higher level goal is to compute a path decomposition where the degree is as small as possible to obtain a directed split with the discrepancy as small as possible (with methods similar to Lemma 4, also see the proof of Theorem 1). As we will show in the next theorem, with the methods introduced in this section and the appropriate choice of parameters, we can push the maximum degree of the path decomposition down to \( \varepsilon d(v) + 4 \) for any \( \varepsilon > 0 \). This is the true limit of this approach because we cannot compute weak 2-orientations of 4-regular graphs in sublinear time (see Theorem 5).

**Theorem 4** Let \( G = (V, E) \) be a multigraph with maximum degree \( \Delta \). For any \( \varepsilon > 0 \) there is a deterministic distributed algorithm which computes a \( (\delta(v), O(1/\varepsilon)) \)-path decomposition in time \( O(\alpha \cdot \log \alpha \cdot (\log \log \alpha)^{1.71} \cdot \log n) \), where \( \alpha = 2/\varepsilon \) and \( \delta(v) = \varepsilon d(v) + 3 \) if \( \varepsilon d(v) \geq 1 \) and \( \delta(v) = 4 \) otherwise.

**Proof** To obtain the result apply Lemma 6 with algorithm \( B \) from Theorem 3, \( \delta = \Delta/\alpha \), and

\[
i = \frac{\log \alpha^{-1}}{\log(1/2 + 1/\log(\alpha))}.
\]

This implies a path decomposition with degrees

\[
[\alpha^{-1}d(v) + 4] = [\varepsilon d(v)/2 + 4].
\]

If \( \varepsilon d(v) \geq 1 \) this is smaller than \( \varepsilon d(v) + 3 \). If \( \varepsilon d(v) < 1 \) this is at most 4. The length of the longest path is upper bounded by

\[
O(2^i) = O(\alpha^{1+24/\log \alpha}) = O(\alpha),
\]

where we used Lemma 8. The runtime is bounded by

\[
O\left( 2^i \cdot T_B(n, \Delta) \right) = O(\alpha \cdot \log \alpha \cdot (\log \log \alpha)^{1.71} \cdot \log n),
\]

where \( T_B(n, \Delta) \) is the running time of algorithm \( B \). \quad \square

Choosing \( \varepsilon = 1/(2\Delta) \) in Lemma 4 yields the following corollary.

**Corollary 3** (Constant degree path decomposition) There is a deterministic algorithm which computes a \( (4, O(\Delta)) \)-path decomposition in time \( O(\Delta \cdot \log \Delta \cdot (\log \log \Delta)^{1.71} \cdot \log n) \).

**Remark** 1 For any positive integer \( k \) that is smaller than \( \log^4(\alpha) \pm O(1) \) one can improve the runtime of Lemma 4 to
\(O(\alpha \cdot (\log^k \alpha)^{0.71} \cdot \log n \cdot \prod_{j=1}^{k} \log^{(j)} \alpha),\) where \(\log^{(j)}(\cdot)\) denotes the \(j\) times iterated logarithm, \(\alpha = 2/\epsilon\) and the constant in the \(O\)-notation grows exponentially in \(k\). This essentially follows from a version of Theorem 3 that turns a weak \(\left((1/2 - 1/\log^k \alpha)d(v) - 2\right)\)-orientation algorithm into a weak \(\left((1/2 - 1/\log \alpha)d(v) - 2\right)\)-orientation algorithm in \(k - 1\) iterations.

### 3 Degree 3: sinkless and sourceless orientations

The results of this section are used in the proof of Theorem 1 and in Sect. 4.

First note that an arbitrary consistent orientation of the paths in the best path decomposition of Sect. 2 would result in a splitting in which each node \(v\) has discrepancy at most \(\epsilon \cdot d(v) + 4\). In the case of directed splitting we slightly tune this in the proof of Theorem 1 by consistently orienting the paths in such a way that each node has at least one outgoing and one incoming path. As the graph corresponding to the path decomposition is a low degree graph this is the same as finding sinkless and sourceless orientations in low-degree graphs; in this section we show how to compute these. Thereby the most challenging case is to make sure that also nodes of degree three will have one outgoing and one incoming edge.

The main results of this section are Lemma 9 and the immediate Corollary 4. To prove the lemma we will first concentrate on high-girth graphs; then, in Sect. 3.3, we show how to handle short cycles and complete the proof of the following lemma.

**Lemma 9** (Sinkless and sourceless orientation) The following problem can be solved in time \(O(\log n)\) with deterministic algorithms and \(O(\log \log n)\) with randomized algorithms: given a 3-regular multigraph, find a sinkless and sourceless orientation.

With a simple reduction (similar to Corollary 2), we can generalise these results to non-regular graphs as well:

**Corollary 4** (Sink and sourceless orientation) The following problem can be solved in time \(O(\log n)\) with deterministic algorithms and \(O(\log \log n)\) with randomized algorithms: given any multigraph, find an orientation such that all nodes of degree at least 3 have outdegree and indegree at least 1.

**Proof** Let \(G\) be any multigraph. First, we split any node of degree \(k + 3\) into \(k\) nodes of degree 1 and one node of degree 3. We also split each node of degree \(k < 3\) into \(k\) nodes of degree 1. Now we are left with a graph \(G'\) in which each node has degree 1 (these are leaf nodes) or 3 (these are internal nodes). Finally, we augment each leaf node with a gadget in order to obtain a 3-regular graph \(G''\) (Fig. 4).

We then invoke Lemma 9 to find a sinkless and sourceless orientation in \(G''\). We delete the gadgets to get back to graph \(G'\); now each internal node has outdegree at least 1. Finally, we revert the splitting to get back to graph \(G\); now for each node of degree at least 3, there is one internal node that contributes at least one outgoing edge. Furthermore, computation in \(G''\) can be simulated in \(G\) with only constant-factor overhead.

In the proof of Lemma 9, we will use the following observations:

- It is easier to find a sinkless and sourceless orientation if we only care about nodes of degree at least 6.
- In high-girth graphs, we can make the degrees larger with the help of contractions, and then it is sufficient to find orientations that make nodes of degree at least 6 happy. (These contractions are different from the contractions in Sect. 2 and are like the contractions that are known from building minors)
- In low-girth graphs, we can exploit short cycles to find orientations, eliminate them, and then it is sufficient to find orientations in high-girth graphs.
3.1 Degree 6: sinkless and sourceless orientation

Let us now start with simple observations related to the case of nodes of degree at least 6. For brevity, let us write \( T_{6o} \) for the time complexity of sinkless orientations in the model that we study: \( T_{6o} = O(\log n) \) for deterministic algorithms and \( T_{6o} = O(\log \log n) \) for randomized algorithms. We start with the following simple lemma (cf. Lemma 2).

**Lemma 10** (Degree 6, outdegree 2) The following problem can be solved in time \( O(T_{6o}) \): given a graph, find an orientation such that all nodes of degree at least 6 have outdegree at least 2.

**Proof** Split all nodes of degree at least 6 into two nodes of degree at least 3. Apply Corollary 2 to find an orientation in which all nodes of degree at least 3 have outdegree at least 1. Merge the nodes back. \( \square \)

A useful interpretation of the above lemma is that each node with degree at least 6 owns at least two of its incident edges, i.e., the outgoing edges. Now each node can freely re-orient the edges that it owns whichever way it wants. In particular, each node of degree at least 6 can make sure that there is at least one outgoing edge and at least one incoming edge:

**Corollary 5** (Degree 6, sinkless and sourceless) The following problem can be solved in time \( O(T_{6o}) \): given a graph, find an orientation such that all nodes of degree at least 6 have outdegree and indegree at least 1.

3.2 High-girth: sinkless and sourceless orientation

Now we amplify the result of Corollary 5 so that we can find sinkless and sourceless orientations also in low-degree graphs—at least if we have a high-girth graph. We will now prove the following result in this section:

**Lemma 11** (High girth, sinkless and sourceless) There is a constant \( g \) such that the following problem can be solved in time \( O(T_{6o}) \): given a graph of girth at least \( g \), find an orientation such that all nodes of degree at least 3 have outdegree and indegree at least 1.

3.2.1 Proof overview

Our overall plan is as follows. Given any graph \( G \) of girth at least \( g \), we perform a sequence of modifications (both types of modifications are explained in detail below this proof overview) that change the degree distribution:

- Splitting for \( d = 3 \): all nodes have degree 1 or exactly 3.
- Contraction from \( d = 3 \) to \( d' = 4 \): all nodes have degree 1 or at least 4.
- Splitting for \( d = 4 \): all nodes have degree 1 or exactly 4.
- Contraction from \( d = 4 \) to \( d' = 6 \): all nodes have degree 1 or at least 6.
- Splitting for \( d = 6 \): all nodes have degree 1 or exactly 6.

Then we apply Corollary 5 to find an orientation such that degree-6 nodes have outdegree and indegree at least 1. Finally, we revert all splitting and contraction steps to recover an orientation of the original graph with the desired properties.

We will assume that \( g \) is sufficiently large so that each contraction is applied to a tree-like neighborhood (in particular, contractions do neither lead to multiple parallel edges nor to self-loops). The splitting step does not create any short cycles.

3.2.2 Splitting step

Given any graph and any value \( d > 1 \), we can apply the splitting idea from Corollary 4 to obtain a graph in which we have leaf nodes of degree 1 and internal nodes of degree \( d \).

The edges that join a pair of internal nodes are called internal edges; all other edges are leaf edges. If at any point we obtain a connected component that does not contain any internal edges, such a component is a star and we can find a valid orientation trivially in constant time. Hence let us focus on the components that contain some internal edges.

3.2.3 Contraction step

Let \( d' = 2d - 2 \). We assume that we have a graph in which all nodes are either leaf nodes or internal nodes of degree \( d \), and we will show how to modify the graph so that the internal nodes have degree at least \( d' \).

First, find a maximal matching \( M \) of the internal edges (this is possible in time \( O(\log^k n) = o(T_{6o}) \) with a deterministic algorithm, as we have a constant maximum degree). Then each internal node \( u \) that is not matched picks arbitrarily one of its matched neighbors \( v \), and adds the edge to \( v \) to a set \( X \). Now, \( Y = M \cup X \) is a collection of internal edges that covers all internal nodes. Furthermore, each connected component in the graph induced by \( Y \) has a constant diameter; it consists of an edge \( e \in M \) and possibly some edges adjacent to \( e \).

Now each edge \( e \in M \) labels the edges of \( X \) adjacent to \( e \) arbitrarily with distinct labels 1, 2, . . . . This way we obtain a partitioning of \( Y \) in subsets \( Y_0, Y_1, \ldots, Y_k \) for some \( k = O(1) \), where \( Y_0 = M \) and \( Y_i, i > 0 \), consists of the edges of \( X \) with label \( i \).

The key observation is that each \( Y_i \) is a matching. Now we do a sequence of \( k + 1 \) edge contractions: we contract first all edges of \( Y_k \), then all edges of \( Y_{k-1} \), etc. For each edge that we contract, we delete the edge and identify its endpoints.
Note that all internal nodes take part in at least one edge contraction that merges a pair of internal nodes. Hence all internal nodes will have degree at least \( d' = 2d - 2 \) after contractions. Furthermore, just before we contract the edges of \( Y_1 \), the edges of \( Y_1 \) still form a matching despite the contractions for \( Y_2, \ldots, Y_{i+1} \) that we have already performed (for this property to hold it is crucial that we begin contracting edges in \( Y_1 \) and not the edges in \( Y_0 \)). Thus we only shorten distances by a constant factor; the new graph \( G' \) that we obtain can be still simulated efficiently with a distributed algorithm that runs in the original graph \( G \).

3.2.4 Orientation

After a sequence of split and contract operations, we have a graph \( H \) in which each node has degree 1 or at least 6. Then we apply Corollary 5 on \( H \) and obtain an orientation of \( H \) in which every node with degree at least 6 has outdegree and indegree at least 1.

3.2.5 Reverting splits and contractions

Now we need to revert the splittings and contraction operations to turn the orientation of \( H \) into an orientation of \( G \). Reverting a split is trivial, but reverting a contraction needs more care to make sure that we maintain the property that all internal nodes have at least one outgoing and one incoming edge.

Consider an edge \( e = \{u, v\} \) that was contracted to a single node \( x \). Node \( x \) is incident to at least one outgoing edge and at least one incoming edge. Revert the contraction of edge \( e \) (preserving the orientations, but leaving the new edge \( e \) unoriented; note that all other edges incident to \( u \) or \( v \) are oriented). Now if both \( u \) and \( v \) are happy we can orient \( e \) arbitrarily. Otherwise at least one of them is unhappy; assume that \( u \) is unhappy. We have the following cases:

- Node \( u \) is incident to only outgoing edges. Then node \( v \) is incident to at least one incoming edge. Orient \( e \) from \( v \) to \( u \). Now both \( u \) and \( v \) have both incoming and outgoing edges, and hence both of them are happy.
- Node \( u \) is incident to only incoming edges. Orient \( e \) from \( u \) to \( v \); again, both of them will be happy.

Hence we only need to invoke Corollary 5 once, in a virtual graph that can be simulated efficiently in the original network, and then do a constant number of additional operations. This completes the proof of Lemma 11.

3.3 Short cycles: sinkless and sourceless orientation

The only concern that remains to prove Lemma 9 is the existence of short cycles (a special case of which is a 2-cycle formed by a pair of parallel edges in a multigraph, and a 1-cycle formed by a self-loop). As we will see, the existence of short cycles actually makes the problem easier to solve; only nodes that are not part of any short cycle need nontrivial computational effort.

3.3.1 Identification of short cycles

Let \( g = O(1) \) be the constant from Lemma 11. Given a 3-regular multigraph \( G \), we first identify all cycles of length at most \( g \). This is possible in time \( O(1) \). Then for each cycle \( C \), we assign a unique numerical identifier \( i(C) \). Each cycle can for example be uniquely labelled by the sequence of node identifiers that result when starting at the highest ID node of the cycle and traversing the cycle in one of the two directions. We also pick arbitrarily an orientation \( d(C) \) for the cycle.

Now let \( S \subseteq E \) be the set of the edges that are involved in at least one cycle of length at most \( g \), and let \( X \subseteq V \) be the set of nodes involved in at least one cycle of length at most \( g \). We will first orient the edges of \( S \) so that all nodes in \( X \) become happy, i.e., they have at least one outgoing edge and at least one incoming edge in \( S \). To achieve this, we will first design a simple centralized, sequential algorithm \( A \) that solves this, and then observe that we can develop an efficient distributed algorithm \( A' \) that calculates in constant time the same result as what \( A \) would output.

3.3.2 Centralized algorithm

Algorithm \( A \) proceeds as follows. We take the list of all short cycles, order them by the unique identifiers \( i(C) \), and process the cycles in this order. Whenever we process some cycle \( C \), we orient all edges of \( C \subseteq S \) in a consistent manner, using orientation \( d(C) \). While doing this, we may re-orient some edges that we had already previously oriented. Nevertheless, we make progress:

- After processing cycle \( C \), all nodes along \( C \) are happy (regardless of whether they were already happy previously).
- All nodes not along \( C \) that were happy before this step are also happy after this step (we did not touch any of their incident edges).

Hence after going through the list of all cycles, all edges of \( S \) are oriented and all nodes of \( X \) are happy.

3.3.3 Distributed algorithm

The centralized algorithm is inefficient for our purposes, but for each edge \( e \in S \), we can directly compute what is its final orientation in the output of algorithm \( A \): simply consider all cycles \( C \) with \( e \in C \), pick the cycle \( C^* \) that has the largest
identifier among all cycles that pass through \( e \), and orient \( e \) according to \( d(C_e) \). This is easy to implement in constant time, as all cycles of interest are of constant length.

### 3.3.4 Remaining nodes

Now all nodes of \( X \) are happy. We delete all edges of \( S \) and also delete all isolated nodes; this way we obtain a graph \( G' \) in which all nodes have degree 1 or 3 and all edges are unoriented. Then we can apply Lemma 11 to make nodes of degree 3 happy. Finally, we put back the edges of \( S \) to make all other nodes happy. This completes the proof of Lemma 9.

### 4 Degree 5: outdegree two

One final piece is still missing: in Sect. 2 we used the following result but postponed its proof:

**Lemma 3 (Outdegree 2)** The following problem can be solved in time \( O(\log n) \) with deterministic algorithms and \( O(\log \log n) \) with randomized algorithms: given any multigraph, find an orientation such that all nodes of degree at least 5 have outdegree at least 2.

We will simplify the problem slightly by first focusing on regular graphs. In this section we will prove the following statement:

**Lemma 12** The following problem can be solved in time \( O(\log n) \) with deterministic algorithms and \( O(\log \log n) \) with randomized algorithms: given a 5-regular multigraph, find an orientation such that all nodes have outdegree at least 2.

The same reduction as in the proof of Corollary 4 then generalizes this result to non-regular graphs, and Lemma 3 follows directly.

**4.1 Half-path decompositions**

To prove Lemma 12, we start by introducing the concept of half-path decompositions. In such a decomposition, each edge is divided into two half-edges and we require that, for each node, exactly two incident half-edges are labeled with the color red; all other half-edges are black. We say that we have a decomposition with half-paths of length \( k \) if the red half-edges form paths (never cycles), and each such path consists of at most \( k \) half-edges but there is no requirement for black half-edges.

Half-path decompositions are closely related to weak 2-orientations; see Fig. 5. If we could find a weak 2-orientation, each node could simply pick two outgoing edges, label their sides of these edges red, and we would have a decomposition with half-paths of length 2. Conversely, given a decomposition with half-paths of length 2, we could easily find a weak 2-orientation: an edge that is half-red is oriented from red half to black half, and all other edges (which are fully black) are oriented arbitrarily.

**4.2 Proof idea and intuition**

Half-paths of length \( k > 2 \) can be interpreted as a relaxation of weak 2-orientations. To find a weak 2-orientation, we will proceed in two steps:

- Find a decomposition with half-paths of length at most 8.
- Use the decomposition to find a weak 2-orientation (in the proof of Lemma 12).

To get some intuition on the basic idea for computing half-path decompositions, let us first consider a simplified setting. Assume that we have a simple 5-regular graph \( G \), and assume that we are given a perfect matching \( M \). Now we could simply...
remove $M$, and we would be left with a 4-regular graph $G'$. Then we could apply Lemma 1 to find a sinkless orientation in $G'$. Finally, we could color the half-edges of $G$ as follows:

- For each edge $e \in M$, label both of its half-edges red. This contributes one red half-edge per node.
- For each node $v$, pick one outgoing edge in the orientation $G'$, and color the end of $v$ red and the other half black. This also contributes one half-edge per node.

We would now have a decomposition with half-paths of length 4. Unfortunately, we cannot find a perfect matching efficiently. However, in the following lemma we will show that it is sufficient to find a maximal matching $M$. This may result in some unmatched nodes, but the key insight is that such nodes form an independent set, and we can apply a split-and-contract trick to label those nodes; this will result in half-paths of length at most 8.

**Lemma 13 (Half-path decomposition)** Given a 5-regular multigraph, one can find a decomposition with half-paths of length at most 8 in time $O(T_{	ext{poly}})$.

**Proof** Let $G = (V, E)$ be a 5-regular multigraph. Let $V_L$ be the set of nodes that have at least one self-loop; for each such node, we pick one loop and add it to $L \subseteq E$.

Then find a maximal matching $M$ in the graph induced by the nodes $V \setminus V_L$; this is possible in time $O((\log^* n) = o(T_{\text{poly}}))$ with a deterministic algorithm, as we have a constant maximum degree. Let $V_M$ be the set of matched nodes, and let $V_U$ be the set of unmatched nodes. Note that $V_U$ is an independent set of nodes and none of these have any self-loops.

We split each node of $V_U$ arbitrarily into two parts: a node of degree 2 and a node of degree 3. Let $V_2$ be the set of degree-2 nodes, and let $V_3$ be the set of degree-3 nodes formed this way, and write $V_5 := V_L \cup V_M$ for all other nodes (which have degree 5).

Note that for each $v \in V_2$, both of its neighbors are in $V_3$. Now we eliminate the nodes of $V_2$ by contracting each path of the form $V_3 - V_2 - V_3$; let $C$ be the set of edges that result from such contractions. We have the following setting:

- $C$, $L$, and $M$ are disjoint sets of edges.
- The endpoints of $C$, $L$, and $M$ are in $V_5$.

Now we remove the edges of $L$ and $M$. We have a multigraph $G'$ with the following sets of nodes:

- $V_L$: nodes of degree 3 (they lost two endpoints when we eliminated self-loops).
- $V_M$: nodes of degree 4 (they lost one endpoint when we eliminated the matching).
- $V_5$: nodes of degree 3.

We find a sinkless orientation in $G'$, using Corollary 4. Then all nodes of $V_5 = V_L \cup V_M$ pick one outgoing edge and label this half-edge red. We have:

- Nodes of $V_L$ and $V_M$ are incident to exactly one red half-edge.
- Nodes of $V_3$ are not incident to any red half-edges.
- Each edge has at most one red half.
- The longest red path has length 1.

Then we put back $M$ and label both halves of these edges red. We also put back $L$ and label exactly one endpoint of these edges red. We have:

- Nodes of $V_L$ and $V_M$ are incident to exactly two red half-edges.
- Nodes of $V_3$ are not incident to any red half-edges.
- The longest red path has length 4 (an edge from $M$ plus two half-edges).

Then we revert the contractions and put back the nodes of set $V_2$. Note that each edge of $C$ had at most one red half-edge. We apply the following rules to color the new half-edges:

- black–black becomes black–red–red–black,
- red–black becomes red–red–red–black.

We obtain:

- Nodes of $V_L$ and $V_M$ are incident to exactly two red half-edges.
- Nodes of $V_3$ are not incident to any red half-edges.
- Nodes of $V_2$ are incident to exactly two red half-edges.
- The longest red path has length 8.

Finally, we combine each pair of $u \in V_2$ and $v \in V_3$ to restore the original multigraph $G$. Here $u$ contributes two red half-edges and $v$ does not contribute any red half-edges. Overall, all nodes of $G$ are incident to exactly two red half-edges. $\Box$

Now we are ready to prove Lemma 12. Thanks to a half-path decomposition, this is straightforward. Incidentally, we get a strong 2-orientation for free here, even though we only need a weak 2-orientation.

**Proof of Lemma 12** Given a 5-regular multigraph $G$, we first find a decomposition with half-paths of length at most 8. Split each node into red and black parts: a degree-2 node incident to two red half-edges, and a degree-3 node incident to three black edges. Now each path of degree-2 nodes consists of at most 4 nodes. We contract such paths to single edges to obtain
5 Directed and undirected splits

We are now ready to prove our main result:

**Theorem 1** For every \( \varepsilon > 0 \), there are deterministic \( O(\varepsilon^{-1} \cdot \log \varepsilon^{-1} \cdot \log \log \varepsilon^{-1}) \)-round distributed algorithms for computing directed and undirected degree splittings with the following properties:

(a) For directed degree splitting, the discrepancy at each node \( v \) of degree \( d(v) \) is at most \( \varepsilon \cdot d(v) + 1 \) if \( d(v) \) is odd and at most \( \varepsilon \cdot d(v) + 2 \) if \( d(v) \) is even.

(b) For undirected degree splitting, the discrepancy at each node \( v \) of degree \( d(v) \) is at most \( \varepsilon \cdot d(v) + 4 \).

**Proof** For both parts apply Lemma 4, which provides a \((\delta(v), O(1/\varepsilon))\)-path decomposition \( P \) with \( \delta(v) = \varepsilon d(v) + 3 \) if \( \varepsilon d(v) \geq 1 \) and \( \delta(v) = 4 \) otherwise.

**Proof of (b).** Nodes color each path of \( P \) alternating with red and blue. Because the length of a path in \( P \) is bounded by \( O(1/\varepsilon) \) this can be done in \( O(1/\varepsilon) \) rounds.

Consider some node \( v \) and observe that \( v \) has one red and one blue edge for any path where \( v \) is not a startpoint or endpoint. Thus the discrepancy of node \( v \) is bounded above by \( \delta(v) \leq \varepsilon d(v) + 4 \).

**Proof of (a).** Use Corollary 4 to compute an orientation \( \pi_P \) of \( G(P) \) in which all nodes which have degree at least three in \( G(P) \) have at least one incoming and one outgoing edge. Then orient paths in the original graph according to \( \pi_P \) as in the proof of Lemma 4 and denote the resulting orientation of the edges of \( G \) with \( \pi_G \).

Consider some node \( v \) and observe that orienting any path that contains \( v \) but where \( v \) is not a startpoint or endpoint adds exactly one incoming edge and one outgoing edge for \( v \). Therefore, the discrepancy of the indegrees and outdegrees of \( v \) in \( \pi_P \) bounds from above the discrepancy of the indegrees and outdegrees in \( \pi_G \). The goal is to upper bound this discrepancy as desired.

Therefore let \( d_P(v) \) denote the degree of \( v \) in \( G(P) \). If \( d_P(v) \) is at least three then its discrepancy in \( \pi_P \) is bounded by \( d_P(v) - 2 \) as the algorithm from Corollary 4 provided one incoming and one outgoing edge for \( v \) in \( G(P) \). Furthermore we obtain that \( d_P(v) \) and \( d(v) \) have the same parity because \( d(v) = d_P(v) + 2x \) holds where \( x \) is the number of paths that contain \( v \) but where \( v \) is neither a startpoint nor an endpoint. Thus we have the following cases.

- \( d_P(v) \geq 3 \):
  - \( \varepsilon d(v) \geq 1 \): \( v \)'s discrepancy in \( \pi_G \) is bounded by \( d_P(v) - 2 \leq \varepsilon d(v) + 1 \).
  - \( \varepsilon d(v) < 1 \), \( d(v) \) even: \( v \)'s discrepancy in \( \pi_G \) is bounded by \( d_P(v) - 2 \leq 2 \).
  - \( \varepsilon d(v) < 1 \), \( d(v) \) odd: As \( d_P(v) \) has to be odd and \( 2 \leq d_P(v) \leq \delta(v) = 4 \) holds we have \( d_P(v) = 3 \). Thus \( v \)'s discrepancy in \( \pi_G \) is bounded by \( d_P(v) - 2 \leq 1 \).

- \( d_P(v) < 3 \):
  - \( d(v) \) even: we have \( d_P \in \{0, 2\} \) and \( v \)'s discrepancy in \( \pi_G \) is also 0 or 2.
  - \( d(v) \) odd: we have \( d_P = 1 \) and \( v \)'s discrepancy in \( \pi_G \) is also 1.

In all cases we have that the discrepancy of node \( v \) is upper bounded by \( \varepsilon d(v) + 1 \) if \( d(v) \) is even and by \( \varepsilon d(v) + 2 \) if \( d(v) \) is even, which proves the result.

6 Edge coloring via degree splitting

In this section we will show how to use the undirected edge splitting algorithm to find an edge coloring:

**Corollary 1** For every \( \varepsilon > 1/\log \Delta \), there is a deterministic distributed algorithm that computes a \((2+\varepsilon)\Delta\)-edge coloring in

\[
O\left(\log^2 \Delta \cdot \varepsilon^{-1} \cdot \log \log \Delta \cdot (\log \log \log \Delta)^{1.71} \cdot \log n\right)
\]

rounds.

**Proof** The coloring is achieved by iterated application of the undirected splitting result of Theorem 1. Set \( \gamma = \frac{\varepsilon}{2\log \Delta} \). In each of \( h = \log \frac{\Delta}{15} \) recursive iterations we apply the splitting of Theorem 1 with parameter \( \gamma \) to each of the parts in parallel, until we reach parts with degree \( O(1/\varepsilon) \). If the maximum degree of each part before iteration \( i \) is upper bounded by \( \Delta_{i-1} \) the maximum degree of the parts is upper bounded by \( \Delta_i \leq \frac{1}{2}(\Delta_{i-1} + \gamma \Delta_{i-1} + 4) \) after iteration \( i \). An induction on the number of iterations shows that the maximum degree of each part after iteration \( h \) is upper bounded by

\[
\left(\frac{1 + \gamma}{2}\right)^h \Delta + 2 \sum_{i=0}^{h-1} \left(\frac{1 + \gamma}{2}\right)^i \leq \left(\frac{1 + \gamma}{2}\right)^h \Delta + 5 =: \Delta_h,
\]

\( \square \) Springer
where the last inequality follows with the geometric sum formula and with \( \gamma \leq 1/10 \). In the end, we have partitioned the edges into \( 2^h \) classes of maximum degree at most \( \Delta_h = O(1/\epsilon) \). We can easily compute a \((2\Delta_h - 1)\)-edge coloring of each of these classes, all in parallel and with different colors, in \( O(\Delta_h + \log^* n) = O(1/\epsilon + \log^* n) \) rounds, using the classic edge coloring algorithm of Panconesi and Rizzi [21]. Hence, we get an edge coloring of the whole graph with each iteration has round complexity

\[
2^h \cdot (2\Delta_h - 1) \leq \left(1 + \gamma\right)^{\log \Delta} 2\Delta + 9 \cdot 2^h \\
\leq 2^{e^{\epsilon/20} \Delta + \frac{\epsilon}{2} \Delta} \\
\leq \left(2 + \frac{\epsilon}{2} \right) \Delta + \frac{\epsilon}{2} \Delta \leq (2 + \epsilon) \Delta
\]

colors. Each iteration has round complexity

\[
O\left(\frac{1}{\gamma} \cdot \log \frac{1}{\gamma} \cdot \log 1.71 \cdot \log \frac{1}{\gamma} \cdot \log n\right) \\
= O\left(\frac{\log \Delta}{\epsilon} \cdot \log \frac{\log \Delta}{\epsilon} \cdot \log 1.71 \cdot \log \frac{\log \Delta}{\epsilon} \cdot \log n\right) \\
= O\left(\frac{\log \Delta}{\epsilon} \cdot \log \log \Delta \cdot \log 1.71 \cdot \log \Delta \cdot \log n\right).
\]

The total round complexity, over all the \( \log \Delta \) iterations and the last coloring step, is

\[
\log \Delta \cdot O\left(\frac{\log \Delta}{\epsilon} \cdot \log \log \Delta \cdot \left(\log \log \log \Delta\right)^{1.71} \cdot \log n\right) \\
+ O\left(1/\epsilon + \log^* n\right) \\
= O\left(\frac{\log^2 \Delta}{\epsilon} \cdot \log \log \Delta \cdot \left(\log \log \log \Delta\right)^{1.71} \cdot \log n\right). \quad \square
\]

![Fig. 6](image)

**Fig. 6** Gadget \( U \) consists of eight nodes. If \( u_1 \) has an incoming edge from outside the gadget, then \( u_4 \) must have an edge going out of the gadget. The reduction to sinkless orientation is by constructing a cycle of gadgets. The edges between the gadgets must be oriented in a consistent manner.

### 7 Lower bound for weak 2-orientation in 4-regular graphs

We have seen that we can efficiently find, e.g., weak and strong 1-orientations in 3-regular graphs and weak and strong 2-orientations in 5-regular graphs. We will now prove that it is not possible to find weak or strong 2-orientations in 4-regular graphs efficiently.

**Theorem 5** Weak 2-orientation in 4-regular graphs requires \( \Omega(n) \) time.

**Proof** The proof is by reduction to sinkless orientation on cycles. We construct a graph consisting of constant-sized gadgets connected into a cycle such that the edges between the gadgets must be oriented consistently. This is a global problem that requires \( \Omega(n) \) time.

The gadget \( U \) consists of eight nodes, that is of nodes \( V(U) = \{u_1, u_2, \ldots, u_8\} \), with \( U_L = \{u_2, u_3, u_4\} \) and \( U_R = \{u_5, u_6, u_7\} \) forming the two sides of a complete bipartite graph \( K_{3,3} \). In addition, \( u_1 \) is connected to all nodes in \( U_L \) and \( u_8 \) to all nodes in \( U_R \).

Now for any \( n \), we construct a graph \( G \) on \( 8n \) nodes as follows. Take \( n \) copies \( U_1, U_2, \ldots, U_n \) of \( U \), and for every \( i = 1, \ldots, n \), connect the \( i \)-th copy of \( u_8 \) (denoted by \( u_i,8 \)) to \( u_{i+1,1} \) modulo \( n \). See Fig. 6 for an illustration.

Now consider an edge \( \{u_{i,8}, u_{i+1,1}\} \) and assume that it is oriented from \( u_{i,8} \) to \( u_{i+1,1} \). We will show that the gadget \( U \) propagates orientations, that is, then we must have that \( \{u_{i+1,8}, u_{i+2,1}\} \) is also oriented from \( u_{i+1,8} \) to \( u_{i+2,1} \). In any weak 2-orientation, \( u_{i+1,1} \) must have two outgoing edges. Assume w.l.o.g. that these are to \( u_{i+1,2} \) and \( u_{i+1,3} \). In addition, \( u_{i+1,4} \) must have an outgoing edge, giving a total of five outgoing edges from \( U_{i+1,1} \) towards \( U_{i+1,8} \). Therefore there must be at least two nodes in \( U_{i+1,8} \) that have an outgoing
edge towards $u_{i+1,8}$, and $u_{i+1,8}$ must then have an outgoing edge toward $u_{i+2,1}$.

Sinkless orientation requires time $\Omega(n)$ in cycles, since all edges must be oriented consistently. If weak 2-orientation could be solved in time $o(n)$ on 4-regular graphs, then nodes could virtually add gadgets $U$ between each edge and there would be an $o(n)$ time algorithm for sinkless orientation on cycles. □
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