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ABSTRACT. In this paper, we consider estimation problems involving constrained nonlinear systems with the unknown time-delays and unknown system parameters. These unknown quantities are to be estimated such that a least-squares error function between the system output and a set of noisy measurements is minimized subject to the characteristic time constraints specifying the restrictions. We first present the classical estimation formulation, where the expectation of the error function is regarded as the cost function. Then, in order to obtain robust estimates against the noises in measurements, we propose a robust estimation formulation, in which the cost function is the variance of the error function and an additional constraint indicates an allowable sacrifice from the optimal expectation value of the classical estimation problem. For these two estimation problems, we derive the gradients of the corresponding cost and constraint functions with respect to time-delays and system parameters by solving some auxiliary time-delay systems backward in time. On this basis, we develop gradient-based optimization algorithms to determine the optimal time-delays and system parameters. Finally, we consider two example problems, including a parameter estimation problem in microbial batch fermentation process, to illustrate the effectiveness and applicability of our proposed algorithms.

1. Introduction. Parameter estimation deals with the problem of building mathematical models of dynamic systems based on observed measurements. Even though considerable efforts have been undertaken on various aspects of parameter estimation, there are still many open problems due to the specific structure of the underlying models. In particular, parameter estimation of continuous-time systems with time-delays has received particular attention during the past decades [20, 21].
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A parameter estimation problem is usually formulated as an optimization problem, in which a cost function measures the discrepancy between the predicted output and observed system output measurements at a set of sample times. Time-delays are commonly encountered in various engineering systems, such as chemical processes, mechanical systems, network control systems and economic systems [4]. For estimation problem involving linear systems with a single delay and no other unknown parameters, many computational methods, such as exact least squares algorithm [6], steepest descent algorithm [5] and genetic algorithm [19], have been developed. In contrast, estimation problems for nonlinear systems with multiple delays have yet to receive significant attention in the literature. A finite-dimension approximation scheme is considered for such problems in [1]. Recently, a gradient-based algorithm for estimating time-delays in a nonlinear system is developed in [15]. This algorithm is further extended to some more general nonlinear systems with unknown time-delays and unknown parameters in [3, 14]. However, the observed system output measurements are assumed to be obtained exactly in the above research work. This, of course, is an idealistic assumption since the observed system output from the real plant can never be obtained with perfect precision. In practice, there exist noises in the system output measurements. The optimal estimates should be able to withstand the noises. Namely, it needs to be robust against the noises in measurements. More recently, considering noises in the system output measurements, robust parameter estimation for nonlinear time-delay systems, in which the cost function is the weighted sum of mean and variance of a least-squares error between actual and predicted system output, is investigated in [7]. However, it does not provide quantitative information showing the sacrifice of the obtained expectation value from the optimal expectation value of the classical estimation problem. For this, a novel robust parameter estimation formulation, in which the cost function is the variance of an error function and an additional constraint specifies the sacrifice from the optimal expectation value of classical estimation problem, is proposed in [12]. Although the above achieved results are interesting, no constraint is involved in these robust parameter estimation problems. In fact, many estimation problems arising in engineering are subject to constraints; see, for example [2, 17, 30].

In this paper, we consider nonlinear systems with unknown time-delays and unknown system parameters and subject to characteristic time constraints. This type of constraints, which takes the canonical constraint [24] as its special case, often arises in many real-world applications [11, 16, 26]. Time-delays and system parameters are to be estimated robustly such that a least-squares error function between the system output and a set of noisy measurements is minimized. As with [12], we present the classical and robust parameter estimation problems. For these two estimation problems, we transform them into equivalent nonlinear optimization problems. Furthermore, we derive the gradients of the corresponding cost and constraint functions with respect to time-delays and system parameters by solving auxiliary time-delay systems backward in time. On this basis, gradient-based optimization algorithms are developed to solve these two estimation problems. Note that our new algorithms are different from the reported method in [12], which involves solving a large number of auxiliary systems (there is one auxiliary system for each of time-delays and system parameters). Finally, two example problems, including a real-world practical example involving batch fermentation, are considered to test the performance of our new approaches.
2. Problem statement. Consider the following nonlinear time-delay system:
\[
\begin{align*}
\dot{x}(t) &= f(x(t), x(t - \alpha_1), \ldots, x(t - \alpha_m), \zeta), \quad t \in (0, T], \\
x(t) &= \phi(t, \zeta), \quad t \leq 0,
\end{align*}
\]
where \( x(t) \in \mathbb{R}^n \) is the state vector; \( \alpha_i, i = 1, 2, \ldots, m, \) are time-delays; \( \zeta \in \mathbb{R}^p \) is the system parameter vector; \( T \) is the terminal time; and \( f : \mathbb{R}^{(m+1)n} \times \mathbb{R}^p \to \mathbb{R}^n \) and \( \phi : \mathbb{R} \times \mathbb{R}^p \to \mathbb{R}^n \) are given continuously differentiable functions.

For system (1), we assume that the output \( y(t) \in \mathbb{R}^q \) is given by
\[
y(t) = g(x(t), \zeta), \quad t \geq 0,
\]
where \( g : \mathbb{R}^n \times \mathbb{R}^p \to \mathbb{R}^q \) is a given continuously differentiable function.

In system (1), both time-delays \( \alpha_i, i = 1, 2, \ldots, m, \) and system parameter vector \( \zeta \) are unknown and need to be estimated. Let \( a_i \) and \( b_i \) denote the lower and upper bounds of the \( i \)th time-delay. Then,
\[
a_i \leq \alpha_i \leq b_i, \quad i = 1, 2, \ldots, m.
\]
Any \( \alpha = (\alpha_1, \ldots, \alpha_m)^T \in \mathbb{R}^m \) with components satisfying (3) is called an admissible time-delay vector for system (1). Let \( D \) denote the set of all admissible time-delay vectors. Furthermore, let \( c_j \) and \( d_j \) denote the lower and upper bounds of the \( j \)th system parameter in vector \( \zeta \). Then,
\[
c_j \leq \zeta_j \leq d_j, \quad j = 1, 2, \ldots, p.
\]
Any vector \( \zeta \in \mathbb{R}^p \) with components satisfying (4) is called an admissible system parameter vector for system (1). Let \( Z \) denote the set of all admissible parameter vectors. Any pair \( (\alpha, \zeta) \in D \times Z \) is called an admissible delay-parameter pair.

For a given \( (\alpha, \zeta) \in D \times Z \), let \( x(\cdot | \alpha, \zeta) \) be the solution of system (1) on \(( -\infty, T] \).

We suppose that, without loss of generality, system (1) is subject to the following inequality constraints:
\[
\begin{align*}
h_k(\alpha, \zeta) &= \Phi_k(x(t_1), x(t_2), \ldots, x(t_r)) \\
&\quad + \int_0^T \mathcal{L}_k(x(t), x(t - \alpha_1), \ldots, x(t - \alpha_m), \zeta)dt \geq 0, \quad k = 1, 2, \ldots, N,
\end{align*}
\]
where \( \Phi_k : \mathbb{R}^m \to \mathbb{R} \) and \( \mathcal{L}_k : \mathbb{R}^{(m+1)n} \times \mathbb{R}^p \to \mathbb{R} \) are given continuously differential functions; and \( t_l, l = 1, 2, \ldots, r, \) are given sample times such that
\[
0 = t_0 < t_1 < t_2 < \cdots < t_r < T = t_{r+1}.
\]

Constraints in (5) are known as characteristic time constraints with wide real-world applications [11, 16, 26]. In particular, such constraints take the canonical constraints in [24] as special cases.

Let \( y(\cdot | \alpha, \zeta) \) be the corresponding output obtained by substituting \( x(\cdot | \alpha, \zeta) \) and \( \zeta \) into (2), and let \( \hat{y} \) be the measurement at sample time \( t = t_1 \). Obviously, these measurements are generally imprecise due to measurement noises. Thus, in this paper, we assume that the measurements \( \hat{y}^l, l = 1, 2, \ldots, r, \) are random vectors, where the corresponding mean vector (of dimension \( qr \)) and covariance matrix (of dimension \( qr \times qr \)) can be obtained. Our goal is to estimate the unknown time-delays and system parameters subject to constraints in (5) by comparing the predicted outputs with the actual measurements at the sample times. To measure estimation
accuracy, we use the following least-squares error function:

\[ J(\alpha, \zeta) = \sum_{l=1}^{r} \| y(\tau_l|\alpha, \zeta) - \hat{y}^l \|^2, \]  

(7)

where \( \| \cdot \| \) denotes the Euclidean norm.

The least-squares error function (7) is a function containing random vectors \( \hat{y}^l \), \( l = 1, 2, \ldots, r \). Thus, the classical estimation problem, which minimizes the expectation of \( J(\alpha, \zeta) \) and is subject to constraints in (5), is stated as follows.

**Problem (P).** Given system (1), choose an admissible delay-parameter pair \( (\alpha, \zeta) \in \mathcal{D} \times \mathcal{Z} \) such that the cost function

\[ G_1(\alpha, \zeta) = E\{J(\alpha, \zeta)\} \]

is minimized subject to characteristic time constraints in (5), where \( E\{\cdot\} \) denotes the expectation.

Problem (P) is, in essence, a dynamic optimization problem with time-delays and system parameters as the decision variables subject to characteristic time constraints. Nevertheless, it is assumed that the exact distributions of measurements can be obtained. In fact, the distributions of measurements are not known exactly and there is uncertainty in these distributions. Thus, a robust delay-parameter pair against the uncertainty is required. As a result, we choose the variance of the least-squares error function (7) as the cost function, and consider the following constraint specifying the sacrifice from the optimal expectation value of Problem (P):

\[ E\{J(\alpha, \zeta)\} \leq (1 + \beta)E\{J(\alpha^*, \zeta^*)\}, \]  

(8)

where \( (\alpha^*, \zeta^*) \) is the optimal delay-parameter estimate of Problem (P); and \( \beta \geq 0 \) is a given constant. Accordingly, we propose our robust estimation problem as follows.

**Problem (Q).** Given system (1), choose an admissible delay-parameter pair \( (\alpha, \zeta) \in \mathcal{D} \times \mathcal{Z} \) such that the cost function

\[ G_2(\alpha, \zeta) = \text{Var}\{J(\alpha, \zeta)\} \]

is minimized subject to characteristic time constraints in (5) and an additional constraint (8), where \( \text{Var}\{\cdot\} \) denotes the variance.

Problem (Q) is a dynamic optimization problem subject to characteristic time constraints in (5) and an additional constraint (8). It is different from the existing estimation formulations in [7, 12], in which the weighted sum of expectation and variance of the least-squares error function is taken as the cost function in [7] and no characteristic time constraint is considered in [12]. Obviously, those existing solution methods are not applicable to solve Problem (Q). To solve Problems (P) and (Q), we may rewrite the least-squares error function \( J(\alpha, \zeta) \) as

\[ J(\alpha, \zeta) = \sum_{l=1}^{r} y(\tau_l|\alpha, \zeta)^\top y(\tau_l|\alpha, \zeta) - 2 \sum_{l=1}^{r} y(\tau_l)^\top \hat{y}^l + \sum_{l=1}^{r} [\hat{y}^l]^\top \hat{y}^l. \]

By using similar arguments as in [12], we obtain

\[ E\{J(\alpha, \zeta)\} \]

\[ = \sum_{l=1}^{r} y(\tau_l|\alpha, \zeta)^\top y(\tau_l|\alpha, \zeta) - 2 \sum_{l=1}^{r} y(\tau_l)^\top E\{\hat{y}^l\} + \sum_{l=1}^{r} E\{[\hat{y}^l]^\top \hat{y}^l\}, \]  

(9)
and
\[
\text{Var}\{J(\alpha, \zeta)\} = 4 \sum_{i=1}^{r} \sum_{\ell=1}^{r} y(\tau_i|\alpha, \zeta)^\top \Theta^{i,\ell} y(\tau_\ell|\alpha, \zeta) - 4 \sum_{i=1}^{r} \sum_{\ell=1}^{r} y(\tau_i|\alpha, \zeta)^\top \Delta^{i,\ell} 1^q
\]
\[
+ \text{Var}\left\{\sum_{i=1}^{r} \left[\hat{y}_i^\top \hat{y}_i\right]\right\},
\]
(10)
where $1^q$ is a column vector of all ones in $\mathbb{R}^q$; $\Theta_{i,\ell} = \left[\theta_{i,\ell}\right]$ and $\Delta_{i,\ell} = \left[\delta_{i,\ell}\right]$ are, respectively, $q \times q$ matrices whose elements are defined by
\[
\theta_{i,\ell} = \text{Cov}\{\hat{y}_i, \hat{y}_\ell\}
\]
and $\delta_{i,\ell} = \text{Cov}\{\hat{y}_i, [\hat{y}_\ell]^2\}$;
(11)
and Cov\{·, ·\} denotes the covariance. Note that the last terms in the right hand-side of (9) and (10) are independent of $\alpha$ and $\zeta$. Thus, Problems (P) and (Q) are, respectively, equivalent to the following problems.

**Problem (P).** Given system (1), choose an admissible delay-parameter pair $(\alpha, \zeta) \in D \times Z$ such that the cost function
\[
\tilde{G}_1(\alpha, \zeta) = \sum_{i=1}^{r} \left[y(\tau_i|\alpha, \zeta)^\top y(\tau_i|\alpha, \zeta) - 2y(\tau_i|\alpha, \zeta)^\top \mathbb{E}\{\hat{y}_i\}\right]
\]
(12)
is minimized subject to characteristic time constraints in (5).

**Problem (Q).** Given system (1), choose an admissible delay-parameter pair $(\alpha, \zeta) \in D \times Z$ such that the cost function
\[
\tilde{G}_2(\alpha, \zeta) = 4 \sum_{i=1}^{r} \sum_{\ell=1}^{r} \left[y(\tau_i|\alpha, \zeta)^\top \Theta^{i,\ell} y(\tau_\ell|\alpha, \zeta) - y(\tau_i|\alpha, \zeta)^\top \Delta^{i,\ell} 1^q\right]
\]
(13)
is minimized subject to characteristic time constraints in (5) and an additional constraint (8).

Problems (P) and (Q) can be viewed as constrained mathematical programming problems. It is well known that gradient-based optimization is very effective to solve mathematical programming problems [18]. To do so, the gradients of the cost and constraint functions with respect to time-delays and system parameters are required. However, since the cost and constraint functions are implicit instead of explicit functions of time-delays and system parameters, these gradients cannot be obtained directly. In addition, recall that the gradients of constraint function (8) can be computed by the gradients of cost function (12). Thus, in next section, we will present these required gradient computations of cost functions (12) and (13) as well as characteristic time constraint functions in (5) with respect to time-delays and system parameters.

3. Gradient computation.

3.1. Gradient formulas. In this subsection, we will derive the required gradient formulas in solving Problems (P) and (Q).
Define
\begin{align}
\hat{f}(t|\alpha, \zeta) &= f(x(t), x(t - \alpha_1), \ldots, x(t - \alpha_m), \zeta), \quad (14) \\
\hat{\mathcal{L}}_k(t|\alpha, \zeta) &= \mathcal{L}_k(x(t), x(t - \alpha_1), \ldots, x(t - \alpha_m), \zeta), \quad (15)
\end{align}
\varphi(t|\alpha, \zeta) = \begin{cases} \\
\partial \phi(t|\zeta) \frac{\partial}{\partial t}, & \text{if } t \leq 0, \\
\hat{f}(t|\alpha, \zeta), & \text{if } t \in (0, T].
\end{cases} \quad (16)

Clearly, for almost all \( t \in (-\infty, T] \), we have \( \dot{x}(t|\alpha, \zeta) = \varphi(t|\alpha, \zeta) \). Moreover, define
\begin{align}
\frac{\partial \hat{f}(t|\alpha, \zeta)}{\partial \tilde{x}^t} &= \frac{\partial f(x(t), x(t - \alpha_1), \ldots, x(t - \alpha_m), \zeta)}{\partial x(t - \alpha_\ell)}, \\
\frac{\partial \hat{\mathcal{L}}_k(t|\alpha, \zeta)}{\partial \tilde{x}^t} &= \frac{\partial \mathcal{L}_k(x(t), x(t - \alpha_1), \ldots, x(t - \alpha_m), \zeta)}{\partial x(t - \alpha_\ell)}.
\end{align}

Note that \( \alpha_0 = 0 \) and \( \partial \tilde{x}^0 \) denotes the differentiation with respect to \( x(t) \).

Now, consider the first auxiliary time-delay system defined as follows:
\begin{equation}
\dot{\lambda}(t) = -\sum_{\ell=0}^{m} \left[ \frac{\partial \hat{f}(t + \alpha_\ell|\alpha, \zeta)}{\partial \tilde{x}^t} \right] \lambda(t + \alpha_\ell), \quad t \in (\tau_{i-1}, \tau_i), \quad (17)
\end{equation}
with the intermediate jump conditions
\begin{equation}
\lambda(\tau_i -) = \lambda(\tau_i +) + \psi^i(\alpha, \zeta), \quad l = 1, 2, \ldots, r, \quad (18)
\end{equation}
and the terminal condition
\begin{equation}
\lambda(t) = 0, \quad t > \tau_r, \quad (19)
\end{equation}
where \( \lambda(\tau_i -) \) and \( \lambda(\tau_i +) \) are, respectively, the left and right limits of \( \lambda(t) \) from \( \tau_i \); and
\begin{equation}
\psi^i(\alpha, \zeta) = 2 \left[ \frac{\partial g(x(\tau_i|\alpha, \zeta), \zeta)}{\partial x} \right]^\top \left[ g(x(\tau_i|\alpha, \zeta), \zeta) - E\{\hat{y}^i}\right].
\end{equation}

Let \( \lambda(\cdot|\alpha, \zeta) \) denote the solution of auxiliary system (17)-(19) corresponding to each \( (\alpha, \zeta) \in \mathcal{D} \times \mathcal{Z} \). We now express the gradient of cost function \( \tilde{G}_1(\alpha, \zeta) \) with respect to \( \alpha \) in terms of \( \lambda(\cdot|\alpha, \zeta) \).

**Theorem 3.1.** Let \( (\alpha, \zeta) \in \mathcal{D} \times \mathcal{Z} \) and \( i \in \{1, 2, \ldots, m\} \). Then,
\begin{equation}
\frac{\partial \tilde{G}_1(\alpha, \zeta)}{\partial \alpha_i} = - \int_0^{\tau_r} \lambda(t|\alpha, \zeta)^\top \frac{\partial \hat{f}(t|\alpha, \zeta)}{\partial \tilde{x}^t} \varphi(t - \alpha_i|\alpha, \zeta) dt, \quad (20)
\end{equation}
where \( \varphi(\cdot) \) is as defined in (16).

**Proof.** Let \( \omega^l: [\tau_{i-1}, \tau_i] \to \mathbb{R}^n, \ l = 1, 2, \ldots, r, \) be set of arbitrary absolutely continuous functions. Multiplying system (1) and integrating over intervals \([\tau_{i-1}, \tau_i], \ l = 1, 2, \ldots, r, \) give
\begin{equation}
\sum_{l=1}^r \int_{\tau_{i-1}}^{\tau_i} \omega^l(t)^\top \dot{x}(t) dt = \sum_{l=1}^r \int_{\tau_{i-1}}^{\tau_i} \omega^l(t)^\top \hat{f}(t) dt, \quad (21)
\end{equation}
where we have omitted the arguments \( \alpha \) and \( \zeta \) in \( x(\cdot | \alpha, \zeta) \) and \( \tilde{f}(\cdot | \alpha, \zeta) \) for simplicity. Applying integration by parts to the left-hand-side term of (21) yields

\[
\omega^r(\tau_r-)^\top x(\tau_r) - \omega^l(0+)^\top \phi(0, \zeta) - \sum_{l=1}^{r-1} \left[ \omega^{l+1}(\tau_l+) - \omega^l(\tau_l-) \right]^\top x(\tau_l) = \sum_{l=1}^{r} \int_{\tau_{l-1}}^{\tau_l} \left\{ \omega^l(t)^\top x(t) + \omega^l(t)^\top \tilde{f}(t) \right\} dt.
\] (22)

Furthermore, define the state variation with respect to \( \alpha_i \) as

\[
\Xi^i(t) = \frac{\partial x(t|\alpha, \zeta)}{\partial \alpha_i}, \quad t \in (-\infty, T].
\] (23)

Then for \( \ell \in \{1, 2, \ldots, m\}, \)

\[
\frac{\partial x(t - \alpha_{\ell}|\alpha, \zeta)}{\partial \alpha_{\ell}} = \Xi^i(t - \alpha_{\ell}) - \delta_{i\ell} \varphi(t - \alpha_{\ell}), \quad t \in (-\infty, T],
\] (24)

where we have omitted the arguments \( \alpha \) and \( \zeta \) in \( \varphi(\cdot | \alpha, \zeta) \); and \( \delta_{i\ell} \) denotes the Kronecker delta function. Thus, differentiating (22) with respect to \( \alpha_i \) and applying (23) and (24) yield

\[
\omega^r(\tau_r-)^\top \Xi^i(\tau_r) - \sum_{l=1}^{r-1} \left[ \omega^{l+1}(\tau_l+) - \omega^l(\tau_l-) \right]^\top \Xi^i(\tau_l) = \sum_{l=1}^{r} \int_{\tau_{l-1}}^{\tau_l} \left\{ \omega^l(t)^\top \Xi^i(t) + \omega^l(t)^\top \frac{\partial \tilde{f}(t)}{\partial \tilde{\theta}^i} \varphi(t - \alpha_i) \right\} dt,
\]

where we have omitted the arguments \( \alpha \) and \( \zeta \) in \( \partial \tilde{f}(\cdot | \alpha, \zeta)/\partial \tilde{\theta}^i \). Since \( \omega^l, l = 1, 2, \ldots, r \), are arbitrary functions, we can choose

\[
\omega^l(t) = \begin{cases} \lambda(\tau_{l-1}+), & \text{if } t = \tau_{l-1}, \\ \lambda(t), & \text{if } t \in (\tau_{l-1}, \tau_l), \\ \lambda(\tau_l-), & \text{if } t = \tau_l, 
\end{cases}
\]

where the arguments \( \alpha \) and \( \zeta \) have been omitted. Moreover, by differentiating \( \tilde{G}_1(\alpha, \zeta) \) with respect to \( \alpha_i \) and using (18) and (19), we obtain

\[
\frac{\partial \tilde{G}_1(\alpha, \zeta)}{\partial \alpha_i} = \int_{0}^{\tau_r} \lambda(t)^\top \tilde{\xi}^i(t) dt - \int_{0}^{\tau_r} \lambda(t)^\top \frac{\partial \tilde{f}(t)}{\partial \tilde{\theta}^i} \varphi(t - \alpha_i) dt + \sum_{\ell=1}^{m} \int_{0}^{\tau_r} \lambda(t)^\top \frac{\partial \tilde{f}(t)}{\partial \tilde{\theta}^i} \Xi^i(t - \alpha_{\ell}) dt.
\] (25)

Perform a change of variable in the last integral term of (25) to give

\[
\sum_{\ell=0}^{m} \int_{0}^{\tau_r} \lambda(t)^\top \frac{\partial \tilde{f}(t)}{\partial \tilde{\theta}^i} \Xi^i(t - \alpha_{\ell}) dt = \sum_{\ell=0}^{m} \int_{-\alpha_{\ell}}^{\tau_r-\alpha_{\ell}} \lambda(t + \alpha_{\ell})^\top \frac{\partial \tilde{f}(t + \alpha_{\ell})}{\partial \tilde{\theta}^i} \Xi^i(t) dt.
\] (26)

Recall that \( x(t) = \phi(t, \zeta), \ t \leq 0 \). Thus, \( \Xi^i(t) = 0, \ t \leq 0 \). Furthermore, in view of (19), equation (26) can be simplified as

\[
\sum_{\ell=0}^{m} \int_{0}^{\tau_r} \lambda(t)^\top \frac{\partial \tilde{f}(t)}{\partial \tilde{\theta}^i} \Xi^i(t - \alpha_{\ell}) dt = \sum_{\ell=0}^{m} \int_{0}^{\tau_r} \lambda(t + \alpha_{\ell})^\top \frac{\partial \tilde{f}(t + \alpha_{\ell})}{\partial \tilde{\theta}^i} \Xi^i(t) dt.
\] (27)

Substituting (27) into (25) and applying (17) complete the proof. \( \square \)
The following theorem gives the gradient of cost function \( \tilde{G}_1(\alpha, \zeta) \) with respect to \( \zeta \).

**Theorem 3.2.** Let \((\alpha, \zeta) \in \mathcal{D} \times \mathcal{Z}\) and \(j \in \{1, 2, \ldots, p\}\). Then,

\[
\frac{\partial \tilde{G}_1(\alpha, \zeta)}{\partial \zeta_j} = \lambda(0|\alpha, \zeta)^\top \frac{\partial \phi(0, \zeta)}{\partial \zeta_j} + \int_0^{T_r} \lambda(t|\alpha, \zeta)^\top \frac{\partial \tilde{f}(t|\alpha, \zeta)}{\partial \zeta_j} dt + \sum_{\ell=1}^m \int_{-\alpha+}^0 \lambda(t+\alpha\ell|\alpha, \zeta)\frac{\partial \phi(\ell, \zeta)}{\partial \ell} \frac{\partial \tilde{f}(t)}{\partial \ell} dt. \tag{28}
\]

**Proof.** Let \(\omega^j(\cdot), l = 1, 2, \ldots, r\), be as defined in the proof of Theorem 3.1. Recall from (22) that

\[
\omega^r(\tau_r-)^\top x(\tau_r) - \omega^r(0+)^\top \phi(0, \zeta) - \sum_{l=1}^{r-1} \left[ \omega^{l+1}(\tau_l+) - \omega^l(\tau_l-) \right]^\top x(\tau_l)
\]

\[
= \sum_{l=1}^r \int_{\tau_{l-1}}^{\tau_l} \left\{ \omega^l(t)^\top x(t) + \omega^l(t)^\top \tilde{f}(t) \right\} dt,
\]

where, as in the proof of Theorem 3.1, we have omitted the arguments \(\alpha\) and \(\zeta\) for clarity.

Let the state variation with respect to \(\zeta_j\) be

\[
\Pi^j(t) = \frac{\partial x(t|\alpha, \zeta)}{\partial \zeta_j}, \quad t \in (-\infty, T].
\]

Then for \(\ell \in \{1, 2, \ldots, m\}\),

\[
\frac{\partial x(t-\alpha\ell|\alpha, \zeta)}{\partial \zeta_j} = \Pi^j(t-\alpha\ell), \quad t \in (-\infty, T].
\]

Differentiating (29) with respect to \(\zeta_j\) yields

\[
\omega^r(\tau_r-)^\top \Pi^r(\tau_r) - \omega^r(0+)^\top \phi(0, \zeta) - \sum_{l=1}^{r-1} \left[ \omega^{l+1}(\tau_l+) - \omega^l(\tau_l-) \right]^\top \Pi^l(\tau_l)
\]

\[
= \sum_{l=1}^r \int_{\tau_{l-1}}^{\tau_l} \left\{ \omega^l(t)^\top \Pi^l(t) + \omega^l(t)^\top \sum_{\ell=0}^m \frac{\partial \tilde{f}(t)}{\partial x^\ell} \Pi^l(t-\alpha\ell) + \omega^l(t)^\top \frac{\partial \tilde{f}(t)}{\partial \ell} \right\} dt,
\]

where, as in the proof of Theorem 3.1, we have omitted the arguments \(\alpha\) and \(\zeta\) in \(\partial \tilde{f}(\cdot|\alpha, \zeta)/\partial x^\ell\) and \(\partial \tilde{f}(\cdot|\alpha, \zeta)/\partial \ell\). Furthermore, we choose

\[
\omega^l(t) = \begin{cases} 
\lambda(\tau_{l-1}+), & \text{if } t = \tau_{l-1}, \\
\lambda(t), & \text{if } t \in (\tau_{l-1}, \tau_l), \\
\lambda(\tau_l-), & \text{if } t = \tau_l,
\end{cases}
\]

where, as in the proof of Theorem 3.1, we have omitted the arguments \(\alpha\) and \(\zeta\) in \(\lambda(\cdot|\alpha, \zeta)\). Then, differentiating \(\tilde{G}_1(\alpha, \zeta)\) with respect to \(\zeta_j\) and using (18) and (19) give

\[
\frac{\partial \tilde{G}_1(\alpha, \zeta)}{\partial \zeta_j} = \omega^l(0+)^\top \frac{\partial \phi(0, \zeta)}{\partial \zeta_j} + \int_0^{T_r} \lambda(t)^\top \Pi^j(t) dt + \int_0^{T_r} \lambda(t)^\top \frac{\partial \tilde{f}(t)}{\partial \zeta_j} dt + \sum_{\ell=0}^m \int_0^{T_r} \lambda(t)^\top \frac{\partial \tilde{f}(t)}{\partial x^\ell} \Pi^j(t-\alpha\ell) dt. \tag{30}
\]
Performing a change of variable in the last integral of the equation yields
\[
\int_0^\tau \lambda(t)^\top \sum_{\ell=0}^m \frac{\partial \tilde{f}(t)}{\partial \bar{x}^\ell} \Pi^j(t - \alpha_{\ell}) dt = \sum_{\ell=0}^m \int_{-\alpha_\ell}^{\tau - \alpha_\ell} \lambda(t + \alpha_{\ell})^\top \frac{\partial \tilde{f}(t + \alpha_{\ell})}{\partial \bar{x}^\ell} \Pi^j(t) dt. \tag{31}
\]
Recall that \( x(t) = \phi(t, \zeta), t \leq 0 \). Thus, \( \Pi^j(t) = \partial \phi(t, \zeta) / \partial \zeta_j, t \leq 0 \). In view of (19), (31) can be simplified as
\[
\int_0^\tau \lambda(t)^\top \sum_{\ell=0}^m \frac{\partial \tilde{f}(t)}{\partial \bar{x}^\ell} \Pi^j(t - \alpha_{\ell}) dt = \sum_{\ell=0}^m \int_0^\tau \lambda(t + \alpha_{\ell})^\top \frac{\partial \tilde{f}(t + \alpha_{\ell})}{\partial \bar{x}^\ell} \Pi^j(t) dt
+ \sum_{\ell=0}^m \int_{-\alpha_\ell}^0 \lambda(t + \alpha_{\ell})^\top \frac{\partial \tilde{f}(t + \alpha_{\ell})}{\partial \bar{x}^\ell} \frac{\partial \phi(t, \zeta)}{\partial \zeta_j} dt. \tag{32}
\]
Substituting (32) into (30) and then applying (17) complete the proof. \( \square \)

To investigate the gradients of cost function (13) with respect to time-delays and system parameters, we consider the second auxiliary time-delay system defined as follows:
\[
\dot{\lambda}(t) = -\sum_{\ell=0}^m \left[ \frac{\partial \tilde{f}(t + \alpha_{\ell} | \alpha, \zeta)}{\partial \bar{x}^\ell} \right]^\top \lambda(t + \alpha_{\ell}), \quad t \in (\tau_{l-1}, \tau_l), \tag{33}
\]
with the intermediate jump conditions
\[
\lambda(\tau_{l-1}) = \lambda(\tau_{l+}) + \sigma^l(\alpha, \zeta), \quad l = 1, 2, \ldots, r, \tag{34}
\]
and the terminal condition
\[
\dot{\lambda}(t) = 0, \quad t > \tau_r, \tag{35}
\]
where
\[
\sigma^l(\alpha, \zeta) = 4 \left[ \frac{\partial g(x(\tau_l | \alpha, \zeta), \zeta)}{\partial x} \right]^\top \sum_{q=1}^r \left[ 2 \Theta^{l,q} g(x(\tau_l | \alpha, \zeta), \zeta) - \Delta^{l,q} \right].
\]

Let \( \tilde{\lambda}(|\alpha, \zeta) \) denote the solution of auxiliary system (33)-(35) corresponding to each \((\alpha, \zeta) \in D \times Z\). We present the gradients of cost function \( G_2(\alpha, \zeta) \) with respect to \( \alpha \) and \( \zeta \) in the following theorem.

**Theorem 3.3.** Let \( \alpha, \zeta \in D \times Z \). Then,
\[
\frac{\partial G_2(\alpha, \zeta)}{\partial \alpha_i} = -\int_0^\tau \tilde{\lambda}(t | \alpha, \zeta)^\top \frac{\partial \tilde{f}(t | \alpha, \zeta)}{\partial \bar{x}^\ell} \varphi(t - \alpha_{\ell} | \alpha, \zeta) dt, \quad i = 1, 2, \ldots, m, \tag{36}
\]
and
\[
\frac{\partial G_2(\alpha, \zeta)}{\partial \zeta_j} = \tilde{\lambda}(0 | \alpha, \zeta)^\top \frac{\partial \phi(0, \zeta)}{\partial \zeta_j} + \sum_{\ell=1}^m \int_{-\alpha_\ell}^{\tau - \alpha_\ell} \tilde{\lambda}(t + \alpha_{\ell} | \alpha, \zeta)^\top \frac{\partial \tilde{f}(t + \alpha_{\ell} | \alpha, \zeta)}{\partial \bar{x}^\ell} \frac{\partial \phi(t, \zeta)}{\partial \zeta_j} dt
+ \int_0^\tau \tilde{\lambda}(t | \alpha, \zeta)^\top \frac{\partial \tilde{f}(t | \alpha, \zeta)}{\partial \zeta_j} dt, \quad j = 1, 2, \ldots, p. \tag{37}
\]

**Proof.** The proof is similar to that given for Theorems 3.1 and 3.2. \( \square \)
To investigate the gradients of characteristic time constraints in (5), for each $k \in \{1, 2, \ldots, N\}$, we consider the third auxiliary time-delay system:

$$
\dot{x}^k(t) = -\sum_{l=0}^{m} \left\{ \left[ \frac{\partial \tilde{L}_k(t + \alpha_l | \alpha, \zeta)}{\partial x^l} \right]^T - \left[ \frac{\partial f(t + \alpha_l | \alpha, \zeta)}{\partial x^l} \right]^T \dot{x}^k(t + \alpha_l) \right\},
$$

with the intermediate jump conditions

$$
\tilde{x}^k_i(t) = \tilde{x}^k_j(t) + \frac{\partial \tilde{\Phi}_k(x(\tau_1), x(\tau_2), \ldots, x(\tau_r))}{\partial x(\tau_i)}, \quad l = 1, 2, \ldots, r,
$$

and the terminal conditions

$$
\tilde{x}^k_i(T) = \tilde{x}^k_j(T), \\
\tilde{x}^k_i(t) = 0, \quad t \geq T.
$$

Let $\tilde{x}^k_i(\alpha, \zeta)$ be the solution of auxiliary system (38)-(41) corresponding to each $(\alpha, \zeta) \in D \times Z$. The following theorem gives the gradients of constraints $h^k_i(\alpha, \zeta)$, $k = 1, 2, \ldots, N$, with respect to $\alpha$ and $\zeta$.

**Theorem 3.4.** Let $(\alpha, \zeta) \in D \times Z$ and $k \in \{1, 2, \ldots, N\}$. Then,

$$
\frac{\partial h^k_i(\alpha, \zeta)}{\partial \alpha_l} = -\int_0^T \left\{ \frac{\partial \tilde{L}_k(t | \alpha, \zeta)}{\partial x^l} + \tilde{x}^k_i(t | \alpha, \zeta) \frac{\partial \tilde{f}(t | \alpha, \zeta)}{\partial x^l} \right\} \varphi(t - \alpha_l | \alpha, \zeta) dt,
$$

$$
\quad i = 1, 2, \ldots, m,
$$

and

$$
\frac{\partial h^k_i(\alpha, \zeta)}{\partial \zeta_j} = \tilde{x}^k_i(0) \frac{\partial \phi(0 | \alpha, \zeta)}{\partial \zeta_j} + \sum_{l=1}^{m} \int_{-\alpha_l}^{0} \left\{ \frac{\partial \tilde{L}_k(t + \alpha_l | \alpha, \zeta)}{\partial x^l} \right\} \left\{ \frac{\partial \tilde{\Phi}_k(x(\tau_1), x(\tau_2), \ldots, x(\tau_r))}{\partial x(\tau_i)} \right\} dt + \int_0^T \left\{ \frac{\partial \tilde{f}(t + \alpha_l | \alpha, \zeta)}{\partial x^l} \right\} \left\{ \frac{\partial \tilde{\Phi}_k(x(\tau_1), x(\tau_2), \ldots, x(\tau_r))}{\partial x(\tau_i)} \right\} \varphi(t - \alpha_l | \alpha, \zeta) dt,
$$

$$
\quad j = 1, 2, \ldots, p.
$$

**Proof.** The proof is similar to that given for Theorems 3.1 and 3.2.

3.2. A computational procedure. Based on Theorems 3.1-3.4, we now propose the following computational procedure to compute the cost functions (12) and (13), characteristic time constraints in (5) and the gradients (20), (28), (36), (37), (42) and (43) corresponding to an admissible delay-parameter pair $(\alpha, \zeta)$.

**Step 1.** Solve the time-delay system (1) from $t = 0$ to $t = T$ to obtain $x(\cdot | \alpha, \zeta)$.

**Step 2.** Using $x(\cdot | \alpha, \zeta)$, compute $\tilde{G}_1(\alpha, \zeta)$ and $h^k(\alpha, \zeta)$, $k = 1, 2, \ldots, N$ (or $\tilde{G}_2(\alpha, \zeta)$ and $h^k(\alpha, \zeta)$, $k = 1, 2, \ldots, N$).

**Step 3.** Using $x(\cdot | \alpha, \zeta)$, solve auxiliary time-delay systems (17)-(19) and (38)-(40) (or (17)-(19), (33)-(35) and (38)-(40)) from $t = T$ to $t = 0$ to obtain $\lambda(\cdot | \alpha, \zeta)$ and $\tilde{\lambda}(\cdot | \alpha, \zeta)$ (or $\lambda(\cdot | \alpha, \zeta)$, $\tilde{\lambda}(\cdot | \alpha, \zeta)$).

**Step 4.** Using $x(\cdot | \alpha, \zeta)$, $\lambda(\cdot | \alpha, \zeta)$ and $\tilde{\lambda}(\cdot | \alpha, \zeta)$ (or $x(\cdot | \alpha, \zeta)$, $\lambda(\cdot | \alpha, \zeta)$, $\tilde{\lambda}(\cdot | \alpha, \zeta)$), compute $\frac{\partial \tilde{G}_1(\alpha, \zeta)}{\partial \alpha}$, $\frac{\partial \tilde{G}_1(\alpha, \zeta)}{\partial \zeta}$, $\frac{\partial h^k_i(\alpha, \zeta)}{\partial \alpha}$ and $\frac{\partial h^k_i(\alpha, \zeta)}{\partial \zeta}$, $k = 1, 2, \ldots, N$ (or $\frac{\partial \tilde{G}_2(\alpha, \zeta)}{\partial \alpha}$, $\frac{\partial \tilde{G}_2(\alpha, \zeta)}{\partial \zeta}$, $\frac{\partial h^k_i(\alpha, \zeta)}{\partial \alpha}$ and $\frac{\partial h^k_i(\alpha, \zeta)}{\partial \zeta}$, $k = 1, 2, \ldots, N$) by (20), (28), (42) and (43) (or (20), (28), (36), (37), (42) and (43)).
This computation procedure can be readily incorporated into a gradient-based optimization method (e.g., sequential quadratic programming [18]) to solve Problems \((\tilde{P})\) and \((\tilde{Q})\) as standard mathematical programming problems. In next section, we will use this approach to solve two numerical examples.

4. Numerical examples. We consider two example problems. To solve these problems, we wrote a Fortran program that combines the gradient computation procedure in Section 3 with the optimization software NLPQLP [22]. This program uses the 6th order Runge-Kutta method to solve the state and auxiliary systems. Lagrange interpolation [23] is used when Runge-Kutta method requires the value of the original state or the auxiliary state at an intermediate time between two adjacent knot points.

4.1. Example 1. Consider the following nonlinear systems with two delays:

\[
\begin{align*}
\dot{x}_1(t) &= -0.7x_1(t - \alpha_1) - \zeta_1x_2(t) + 2x_2(t - \alpha_2) + 0.1 \tanh(x_1(t)), \quad t \in (0, 1.5), \\
\dot{x}_2(t) &= \zeta_2x_1(t) - 6.7x_2(t) - \sin(x_2(t - \alpha_2)),
\end{align*}
\]

with the initial conditions

\[
x_1(t) = 6, \quad x_2(t) = t^2 + 2, \quad t \leq 0,
\]

where \(\alpha = (\alpha_1, \alpha_2)^T\) and \(\zeta = (\zeta_1, \zeta_2)^T\) are unknown time-delay and system parameter vectors that need to be identified. Here, we assume that \(\alpha_1, \alpha_2 \in [0.01, 2]\) and \(\zeta_1, \zeta_2 \in [0.1, 5]\).

The system output is given by

\[y(t) = x_1(t), \quad t \geq 0.\]

Thus, the least-squares error function is

\[J(\alpha, \zeta) = \sum_{l=1}^{10} [y(\tau_l) - \hat{y}_l]^2,\]

where \(\tau_l = 0.15l - 0.075\) are the sample times; and \(\hat{y}_l\) is a random variable representing the output measurement at the \(l\)th sample time. In addition, we assume that the system (44)-(45) is subject to the following terminal state constraint

\[x_1(1.5) \geq 2.46.\]

Note that this constraint is equivalent to the following constraint

\[3.64 + \int_0^{1.5} \{-0.7x_1(t - \alpha_1) - \zeta_1x_2(t) + 2x_2(t - \alpha_2) + 0.1 \tanh(x_1(t))\} dt \geq 0.\]

Based on the discussion in Section 2, the classical estimation problem is equivalent to the following problem: given time-delay system (44)-(45), choose \(\alpha_1, \alpha_2 \in [0.01, 2]\) and \(\zeta_1, \zeta_2 \in [0.1, 5]\) such that

\[G_1(\alpha, \zeta) = \sum_{l=1}^{10} [y^2(\tau_l) - 2y(\tau_l)E\{\hat{y}_l\}]\]

is minimized subject to constraint (47). Accordingly,

\[G_1(\alpha, \zeta) = \sum_{l=1}^{10} \left[ y^2(\tau_l) - 2y(\tau_l)E\{\hat{y}_l\} + E\{[\hat{y}_l]^2\} \right].\]
Furthermore, the robust estimation problem can be reformulated as follows: given system \((44)-(45)\), choose \(\alpha_1, \alpha_2 \in [0.01, 2]\) and \(\zeta_1, \zeta_2 \in [0.1, 5]\) such that

\[
\tilde{G}_2(\alpha, \zeta) = 4 \sum_{i=1}^{10} \sum_{\ell=1}^{10} \left[ y^2(\tau_i)y(\tau_\ell)\theta^{i,\ell} - y(\tau_i)\delta^{i,\ell} \right]
\]

is minimized subject to constraints \((47)\) and

\[
G_1(\alpha, \zeta) \leq (1 + \beta)G_1(\alpha^*, \zeta^*),
\]

where \(\theta^{i,\ell} = \text{Cov}\{\hat{y}_i, \hat{y}_\ell\}\); \(\delta^{i,\ell} = \text{Cov}\{\hat{y}_i, [\hat{y}_\ell]^2\}\); and \(\alpha^*\) and \(\zeta^*\) are the optimal estimates of time-delay and system parameter for the classical estimation problem.

To generate the reference output trajectory, we take \(\alpha = (0.6, 0.8)^T\) and \(\zeta = (3.5, 0.7)^T\) as the nominal time-delay and system parameter vectors. Furthermore, we randomly perturbed the reference trajectory using independent normal random distributions. These data are shown in Figure 1. To obtain the required expectations and covariances, suppose the noisy measurement data are generated by

\[
\hat{y}_l = \gamma_l + \sum_{\ell=1}^{l} \beta_\ell, \quad l \in \{1, 2, \ldots, 10\},
\]

where \(\gamma_l\) follows gamma distribution with parameters 5 and \(\bar{y}_l/5\); \(\hat{y}^l\) is the \(l\)th sample data in Figure 1; and \(\beta_\ell = \bar{\beta}_\ell - \text{E}\{\bar{\beta}_\ell\}\) with \(\bar{\beta}_\ell\) following beta distributions of parameters 2 and 5. By using \((48)\), we generate 100 random data at each sample time as the observed data. In addition, the required expectations in \(\tilde{G}_1\) and covariances in \(\tilde{G}_2\) are computed by statistic method.

By implementing our program, we first solved the classical estimation problem and obtained the optimal time-delay and parameter estimates. It is important to note that, in the computation process, only two auxiliary time-delay systems are solved to obtain the required gradients. In contrast, it must solve four auxiliary time-delay systems when one implements the algorithm developed in [12]. For notation simplicity, this optimal parameter estimate is denoted as for \(\beta = 0\). Then, we solved the robust parameter estimation problems for \(\beta = 0.001, 0.002, \ldots, 0.195\). In particular, for each \(\beta\), the number of solving auxiliary time-delay systems is also less.
Table 1. Optimal time-delay and parameter estimates for Example 1.

| β  | α_1^* | α_2^* | ζ_1^* | ζ_2^* |
|----|-------|-------|-------|-------|
| 0  | 0.434658 | 0.713674 | 3.068431 | 0.690517 |
| 0.001 | 0.414390 | 0.764191 | 2.986242 | 0.809873 |
| 0.004 | 0.408673 | 0.790692 | 2.930212 | 0.845580 |
| 0.007 | 0.396182 | 0.804993 | 2.830212 | 0.898728 |
| 0.01 | 0.365811 | 0.819147 | 2.805867 | 0.914341 |
| 0.04 | 0.319229 | 0.839143 | 2.761121 | 0.939468 |
| 0.07 | 0.306182 | 0.896250 | 2.748475 | 0.943645 |
| 0.1  | 0.283349 | 0.942031 | 2.536738 | 0.975285 |
| 0.17 | 0.253673 | 0.951192 | 2.245683 | 1.077120 |
| 0.178| 0.249934 | 0.954031 | 2.231923 | 1.073528 |

Figure 2. Output trajectories corresponding to the optimal time-delay parameter estimates in Table 1 for Example 1.

than that of solving auxiliary systems in implementing algorithm developed in [12]. The optimal parameter estimates for β = 0.001, 0.004, 0.007, 0.01, 0.04, 0.07, 0.1, 0.17 and 0.178 are listed in Table 1. Note that the optimal parameter estimates for β > 0.178 are the same as the one for β = 0.178. This implies the maximal sacrifice for the optimal expectation of the classical parameter estimation problem is 17.8%. The output trajectories corresponding to the optimal time-delay estimates in Table 1 are shown in Figure 2. From Figure 2, we can see that these output trajectories (red lines) converge to the reference trajectory (black line) as the values of β decrease. Moreover, the green line in Figure 2 denotes x_1(t) ≡ 2.46. It can be seen that, from Figure 2, constraint (47) is satisfied in all these output trajectories and is active for β = 0.

To investigate solution robustness, we generated 100,000 realization of the output data ˆy_l, l = 1, 2, . . . , 10. For each realization, we compute the least-squares error corresponding to the optimal time-delay and parameter estimates for β = 0.001, 0.002, . . . , 0.178. Figure 3 shows the mean and variance of the least-squares error for 100,000 realizations. From Figure 3, we see that the dashed red curve (error variance) is much steeper than the solid blue curve (error mean) near β = 0. For
example, when $\beta$ changes from $\beta = 0$ to $\beta = 0.001$, the variance decreases from 667.1314 to 600.2678 with a slight increase of mean from 42.4660 to 42.8224. This clearly shows the solution robustness increases with negligible sacrifice of the error mean. Furthermore, we investigate the robustness of solution with respect to uncertainty in the distributions of measurements. Thus, instead of (48), we suppose that the distributions of measurements are given by

$$\tilde{y}^l = \bar{\gamma}^l + \sum_{\ell=1}^{l} \beta^\ell, \quad l = 1, 2, \ldots, 10,$$

where $\bar{\gamma}^l$ follow gamma distributions with parameters 5 and $(\tilde{y}^l + \epsilon)/5$; $\epsilon$ is a small parameter ensuring that the distributions of $\bar{\gamma}^l$ are slightly different from the distributions of $\gamma^l$; and $\beta^l$ follow beta distributions as in (48). For each $\epsilon = 0, 0.1, \ldots, 1$, we generate 100,000 realizations of the output data according to (49) and calculate the means of the least-squares error according to the optimal time-delay and parameter estimates for $\beta = 0, 0.01, 0.178$. These variation curves with respect to $\epsilon$ are illustrated in Figure 4. Note that, as expected, the mean according to the optimal time-delay and parameter estimates for $\beta = 0$ varies more notable than the ones for $\beta > 0$. This clearly demonstrates the advantage of our robust parameter estimation problem.

4.2. Example 2. We now consider the batch fermentation process for converting glycerol to 1,3-propanediol (1,3-PD) using the microorganism *Klebsiella pneumoniae*. In this process, a quantity of biomass and glycerol is added to the reactor only once and stirred uniformly to ferment under given conditions. In particular, since nutrient metabolism does not immediately lead to the production of new biomass, time-delay exists in the fermentation process [27].

The mass balance equations for biomass, substrate and 1,3-PD are given by

$$\begin{align*}
\dot{x}_1(t) &= \mu(x(t))x_1(t - \alpha), \\
\dot{x}_2(t) &= -q_2(x(t))x_1(t - \alpha), \quad t \in (0, 7.0], \\
\dot{x}_3(t) &= q_3(x(t))x_1(t - \alpha),
\end{align*}$$

where $\bar{\gamma}^l$ follow gamma distributions with parameters 5 and $(\tilde{y}^l + \epsilon)/5$; $\epsilon$ is a small parameter ensuring that the distributions of $\bar{\gamma}^l$ are slightly different from the distributions of $\gamma^l$; and $\beta^l$ follow beta distributions as in (48). For each $\epsilon = 0, 0.1, \ldots, 1$, we generate 100,000 realizations of the output data according to (49) and calculate the means of the least-squares error according to the optimal time-delay and parameter estimates for $\beta = 0, 0.01, 0.178$. These variation curves with respect to $\epsilon$ are illustrated in Figure 4. Note that, as expected, the mean according to the optimal time-delay and parameter estimates for $\beta = 0$ varies more notable than the ones for $\beta > 0$. This clearly demonstrates the advantage of our robust parameter estimation problem.
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where $t$ denotes the process time; $x_1(t)$, $x_2(t)$ and $x_3(t)$ are, respectively, the concentrations of biomass, glycerol and 1,3-PD; $\alpha$ is a time-delay argument; $x(t) = (x_1(t), x_2(t), x_3(t))^T$; $\mu(x(t))$ is the cell growth rate; $q_2(x(t))$ is the substrate consumption rate; and $q_3(x(t))$ is the product formation rate of 1,3-PD. The functions $\mu(x(t))$, $q_2(x(t))$ and $q_3(x(t))$ are

\begin{align*}
\mu(x(t)) &= \Delta_1 x_2(t) x_2(t) + k_1 \left(1 - \frac{x_2(t)}{x^*_2}\right) \left(1 - \frac{x_3(t)}{x^*_3}\right), \\
q_2(x(t)) &= m_2 + \frac{\mu(x(t))}{Y_2}, \\
q_3(x(t)) &= -m_3 + Y_3 \mu(x(t)),
\end{align*}

(51)

(52)

(53)

where $\Delta_1$, $k_1$, $m_2$, $Y_2$, $m_3$ and $Y_3$ are model parameters; and $x^*_2 = 203.9\text{mmolL}^{-1}$ and $x^*_3 = 93.95\text{mmolL}^{-1}$ are the maximal residual concentrations of substrate and 1,3-PD [28].

During the fermentation process, the concentrations of biomass, glycerol and 1,3-PD must be restricted to biological meaningful ranges since the cells will cease to grow outside these ranges. Thus, all the states must satisfy

\begin{equation}
x(t) \in [x_1^*, x_1^*] \times [x_2^*, x_2^*] \times [x_3^*, x_3^*], \quad t \in [0, 7.0],
\end{equation}

(54)

where $x_1^* = 0.01\text{gL}^{-1}$, $x_2^* = 10\text{mmolL}^{-1}$, $x_3^* = 0\text{mmolL}^{-1}$ are the lower thresholds for cell growth of biomass, glycerol and 1,3-PD, respectively; and $x_1^* = 7$, $x_2^*$ and $x_3^*$ (as used in the formula for $\mu(x(t))$) are the corresponding upper thresholds. Note that constraint (54) has been considered in the literature; see, for example [9, 10, 13, 25, 29].

For the batch fermentation process, there are some real experimental data conducted in China [28]. The data consist of 7 sample times and the biomass, glycerol and 1,3-PD concentrations at each of these sample times. We denote the concentrations of biomass, glycerol and 1,3-PD measured at the sample time $\tau_l$ by $\bar{x}_1^l$, $\bar{x}_2^l$ and $\bar{x}_3^l$, $l \in \{1, 2, \ldots, 7\}$, respectively. The initial function for system (50) was constructed by applying Lagrange interpolation [23] to these experimental data before

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{figure4}
\caption{Error mean variations with respect to $\epsilon$ for 100,000 output realization according to (49) for Example 1.}
\end{figure}
Table 2. Bounds, optimal time-delay and parameter estimates for Example 2.

| Parameters | Lower bounds | Upper bounds | Optimal values |
|------------|--------------|--------------|----------------|
| \( \beta \) = 0 | 0.0010 | 0.0863 | 0.0743 | 0.0700 | 0.0648 |
| \( \beta \) = 0.01 | 0.1000 | 2.0000 | 1.5346 | 1.5366 | 1.6385 | 1.9040 |
| \( k_1 \) | 10.000 | 500.00 | 287.91 | 289.79 | 331.63 | 442.56 |
| \( m_2 \) | 1.0000 | 20.000 | 5.2545 | 7.5042 | 10.759 | 15.629 |
| \( Y_2 \) | 0.0001 | 2.0000 | 0.0083 | 0.0092 | 1.0325 | 0.0124 |
| \( m_3 \) | 1.0000 | 20.000 | 13.598 | 15.787 | 16.587 | 17.001 |
| \( Y_3 \) | 10.000 | 200.00 | 131.91 | 136.49 | 138.26 | 139.31 |

the zero time point. We assume that the system output is given by

\[ y(t) = \omega x(t), \]

where \( \omega \) is a \( 3 \times 3 \) diagonal matrix defined by

\[ \omega = \begin{bmatrix} 1.620485 & 0 & 0 \\ 0 & 0.011955 & 0 \\ 0 & 0 & 0.017585 \end{bmatrix}. \] (55)

Let \( \zeta := (\Delta_1, k_1, m_2, Y_2, m_3, Y_3) \) be the model parameter vector. We assume that the bounds of \( \alpha \) and \( \zeta \) are as listed in Table 2. Now, the least-squares error function is defined by

\[ J(\alpha, \zeta) = \sum_{l=1}^{7} \sum_{\ell=1}^{3} |y(\tau_l|\alpha, \zeta) - \hat{y}_l|, \] (56)

where \( \hat{y}_1, \hat{y}_2, \hat{y}_3 \) are, respectively, random variables representing the output measurement of biomass, glycerol and 1,3-PD concentrations at the \( l \)th sample time.

Based on the discussion in Section 2, the classical parameter estimation problem is: given the system (50), choose \( \alpha \) and \( \zeta \) to minimize the cost function

\[ \hat{G}_1(\alpha, \zeta) = \sum_{l=1}^{7} \sum_{\ell=1}^{3} \left\{ y(\tau_l|\alpha, \zeta)^2 - 2y(\tau_l|\alpha, \zeta)E\{\hat{y}_l\} \right\}, \] (57)

subject to the bounds of \( \alpha \) and \( \zeta \) in Table 2 and constraint (54). Then,

\[ G_1(\alpha, \zeta) = \sum_{l=1}^{7} \sum_{\ell=1}^{3} \left\{ y(\tau_l|\alpha, \zeta)^2 - 2y(\tau_l|\alpha, \zeta)E\{\hat{y}_l\} + E\{(\hat{y}_l)^2\} \right\}. \]

As a result, the robust parameter estimation problem is: given system (50), choose \( \alpha \) and \( \zeta \) to minimize the cost function

\[ \tilde{G}_2(\alpha, \zeta) = 4 \sum_{l=1}^{7} \sum_{\ell=1}^{3} \left\{ y(\tau_l|\alpha, \zeta)^\top \Theta^{l,\ell} y(\tau_l|\alpha, \zeta) - y(\tau_l|\alpha, \zeta)^\top \Delta^{l,\ell} \right\} \] (58)

subject to the constraints (54),

\[ G_1(\alpha, \zeta) \leq (1 + \beta)G_1(\hat{\alpha}^*, \hat{\zeta}^*), \]

and the bounds of \( \alpha \) and \( \zeta \) in Table 2, where \( \Theta^{l,\ell} \) and \( \Delta^{l,\ell} \) as defined in (11); and \( (\hat{\alpha}^*, \hat{\zeta}^*) \) is the optimal solution of the parameter estimation problem.
Now, suppose that the noisy measurement outputs take the following form:

\[ \hat{y}^l = \sigma_l + \rho_l, \quad l = 1, 2, \ldots, 7, \]  

(59)

where \( \sigma_l \) and \( \rho_l \), \( l = 1, 2, \ldots, 7 \) are independent random vectors. Moreover, we assume that \( \sigma_l \) follows a gamma distribution with parameters 10 and \( \bar{y}^l/10 \), where \( \bar{y}^l = \omega \bar{x}^l \) is the output sample at the \( l \)th sample point. We also assume that \( \rho_l \) follows a standard normal distribution. By using (59), we generate 500 random data at each sample time as the observed data. For the observed data, the mean and covariance matrices in (57) and (58) are computed by statistic method. In particular, the constraint (54) is a continuous state inequality constraint. Using the approximation method \([8, 24]\), we approximate (54) by the following constraint:

\[ \eta + \sum_{k=1}^{6} \int_{0}^{7.0} \pi_\rho(\varpi_\zeta(x(s))) ds \geq 0, \]  

(60)

where \( \eta > 0 \) and \( \varrho > 0 \) are adjustable parameters;

\[ \varpi_\zeta(x(t)) = x^*_t - x(t), \]

\[ \varpi_{\zeta+3}(x(t)) = x_t(t) - x_{s+1}, \quad t = 1, 2, 3; \]

and

\[ \pi_\rho(\nu) = \begin{cases} 
\nu, & \text{if } \nu < -\varrho, \\
-(\frac{\nu - \varrho}{4\varrho}), & \text{if } -\varrho < \nu < \varrho, \\
0, & \text{otherwise.}
\end{cases} \]

It can be shown, as in [24], that for each \( \varrho > 0 \), there exists a corresponding \( \eta(\varrho) > 0 \) such that whenever \( 0 < \eta < \eta(\varrho) \), constraint (60) implies constraint (54).

Using our program, we first solve the parameter estimation problem. The obtained optimal time-delay and parameters are also listed in TABLE 2. For notation simplicity, these optimal time-delay and parameters are denoted as \( \beta = 0 \). We then solve the robust parameter estimation for \( \beta = 0.001, 0.002, \ldots, 0.3 \). Note that, in our program, at most three auxiliary time-delay systems are solved for each \( \beta \) to obtain the required gradients comparing with solving seven auxiliary time-delay systems when one implements the algorithm developed in [12]. In addition, the obtained optimal time-delays and parameters for \( \beta > 0.3 \) are same as the ones for \( \beta = 0.3 \). The obtained optimal time-delays and parameters for \( \beta = 0, 0.001, 0.01, 0.3 \) are also listed in TABLE 2. The state trajectories corresponding to the optimal time-delays and parameters in TABLE 2 are shown in FIGURE 5. In particular, the blue line in FIGURE 5 denotes lower critical concentration \( x_{s+2} = 10 \) and the constraint \( \varpi_\zeta(x(t)) \) is active at the terminal time of state trajectory for \( \beta = 0.3 \).

For each \( l = 1, 2, \ldots, 7 \), we generate 100,000 realizations of the noisy measurement output vectors \( \hat{y}^l \) to investigate the solution robustness. For each realization, we compute the least-squares error (56) corresponding to the optimal parameters for \( \beta = 0, 0.001, 0.002, \ldots, 0.3 \). The mean and variance of the least-squares errors for 100,000 output realizations are shown in FIGURE 6. As expected, the solution robustness increases clearly with negligible cost to the error mean. Moreover, we investigate how the optimal time-delays and parameters perform when the actual distribution differs from the assumed distribution (59). Thus, we now suppose that the output distribution is given by

\[ \hat{y}^l = \bar{\eta} + \rho_l, \quad l = 1, \ldots, 7, \]  

(61)
Figure 5. State trajectories corresponding to the optimal parameters in Table 2 for Example 2.

where $\rho_l$ is a random vector as defined in (59) and $\sigma_l$ follows a gamma distribution with parameters 10 and $(\bar{y}_l^d + \epsilon)/10$ with a small parameter $\epsilon$. The parameter $\epsilon$ ensures that $\sigma_l$ differs from $\sigma_l$ in (59). For each $\epsilon = 0, 0.1, \ldots, 1.0$, we generated 100,000 realizations of the output data according to (61) and calculated the mean
of the least-squares errors according to the optimal time-delays and parameters obtained for $\beta = 0, 0.001, 0.01, 0.3$. Figure 7 shows these error means vary with respect to the parameter $\epsilon$. As expected, the bigger of the value of $\beta$ takes, the more slowly of the error mean changes, which indicate the advantage of our robust parameter estimation formulation facing uncertainty in the output distribution.

5. Conclusions. In this paper, we investigated the parameter estimation problem for constrained nonlinear time-delay systems with noisy measurements. This problem class arises in the mathematical modelling of the batch fermentation process for 1,3-propanediol production (see Example 2). We first proposed robust parameter estimation formulation based on the classical parameter estimation formulation. We then derived the gradients of the cost and constraint functions with respect to
time-delays and system parameters. On this basis, we developed gradient-based optimization algorithms to numerically solve the classical and robust parameter estimation problems. The effectiveness of this algorithm was verified using two highly nonlinear numerical examples. In closing, it is worth noting that our methods proposed here are more efficient than the existing method developed in [12] for problems with optimization parameters outnumbering constraints.
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