ITERATED INTEGRALS AND SPECIAL VALUES OF MULTIPLE POLYLOGARITHM AT ALGEBRAIC ARGUMENTS

KAM CHEONG AU

Abstract. We give systematic method that can convert many values of multiple polylogarithm at algebraic arguments into colored multiple zeta values (CMZV). Moreover, a new method to generate nonstandard relations of CMZVs is discovered. Some applications to polylogarithm identities and infinite series are also mentioned.

1. Introduction

In this paper, we will denote

\[ L_{s_1,\ldots,s_k}(a_1,\ldots,a_k) = \sum_{n_1>\cdots>n_k\geq 1} \frac{a_1^{n_1}\cdots a_k^{n_k}}{n_1^{s_1}\cdots n_k^{s_k}} \]

to be the multiple polylogarithm. Here \( k \) is called the depth and \( s_1 + \cdots + s_k \) is called the weight.

When \( a_i \) are \( N \)-th roots of unity, \( s_i \) are positive integers and \( (a_1, s_1) \neq (1, 1) \), \( L_{s_1,\ldots,s_k}(a_1,\ldots,a_k) \) is called a colored multiple zeta values (CMZV) of weight \( s_1 + \cdots + s_k \) and level \( N \). Denote the \( \mathbb{Q} \)-span of weight \( w \) and level \( N \) CMZVs by \( \text{CMZV}_{w,N} \). The special case when all \( a_1 = 1 \) is the well-known multiple zeta function. The special case when \( a_2 = \cdots = a_k = 1 \) is generalized polylogarithm, and denoted by \( \text{Li}_{s_1,\ldots,s_k}(a_1) \).

There have been a lot of researches on \( \text{CMZV}_{w,N} \), including its algebraic properties ([1], [14]), relations satisfied by them ([21], [17], [22]), and its motivic \( \mathbb{Q} \)-dimension ([12], [11]).

On the other hand, researches on multiple polylogarithm in general is more scarce. Most of them concentrate on analytic aspects such as monodromy. For their special values, most of them concentrate on the case when \( a_1 \) are roots of unity (e.g. [3], [5]), as those for general \( a_i \)'s are deemed too board. In the paper, we take on this endeavor, as an application to the theory developed in Section 3, we will prove that, among many others, that \( (s_1 + \cdots + s_n = w) \).

- The multiple polylogarithm \( \text{Li}_{s_1,\ldots,s_n}(x_1,\ldots,x_n) \in \text{CMZV}_w \) if at most two of \( x_i = (\sqrt{5} - 1)/2 \) and remaining \( x_i = 1 \).
- The generalized polylogarithm \( \text{Li}_{s_1,\ldots,s_n}(z) \in \text{CMZV}_w \) if \( z = \frac{-1}{2}, \frac{1}{3}, \frac{1}{4}, \frac{1}{9} \).
- The multiple polylogarithm \( \text{Li}_{s_1,\ldots,s_n}(x_1,\ldots,x_n) \in \text{CMZV}_w \) if at most two of \( x_i = -1/2 \) and remaining \( x_i = 1 \); if "at most two" is changed into "at most three", then it is in \( \text{CMZV}_w^{12} \).
- The generalized polylogarithm \( \text{Li}_{s_1,\ldots,s_n}(z) \in \text{CMZV}_w \) if \( z = 1 - \sqrt{2}, \frac{4-3\sqrt{2}}{8} \).

which are not obvious from the very definition of \( \text{CMZV}_{w,N} \).

There exist so-called nonstandard relations of CMZVs [21], which are missing relations after all known ones had been adjoined. Generally intractable, their nature remains elusive, we unveil a
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portion of them in Section 5. We succeed in finding all $\mathbb{Q}$-between CMZVs for levels and weights mentioned in \[5, 2\]

Finally, we apply the theory developed in Section 3, and our ability to find all putative $\mathbb{Q}$-relations between CMZVs, to classical polylogarithm identities and evaluations of infinite sums; the latter represents merely a tip of an iceberg among infinite sums that are do-able by technique of iterated integral, more examples will be articulated on an upcoming article.

2. Preliminaries

2.1. Iterated integral. We quickly assemble required facts of iterated integral (\[9\], \[13\]). Let functions $f_i(t)$ defined on $[a, b]$, define inductively

$$
\int_a^b f_1(t)dt \cdots f_n(t)dt = \int_a^b f_1(u)du \cdots f_{n-1}(u) \int_a^u f_n(t)dt
$$

When $n = 1$, this is the usual definite integral of $f_a^b f_1(t)dt$. When $r = 0$, define its value to be 1.

The definition can be extended to manifold. Let $\gamma : [0, 1] \to M$ a path on a manifold $M$, $\omega_1, \cdots, \omega_n$ be differential 1-forms on $M$. Then

$$
\int_\gamma \omega_1 \cdots \omega_n := \int_0^1 f_1(t)dt \cdots f_n(t)dt
$$

with $\gamma^* \omega_i = f_i(t)dt$ being the pullback of $\omega$. Then if $f : N \to M$ is a differentiable map between two manifolds $N$ and $M$,

$$
\int_{f \circ \gamma} \omega _1 \cdots \omega_n = \int_\gamma f^* \omega_1 \cdots f^* \omega_n
$$

Proposition 2.1. Iterated integral enjoys the following properties:

$$
\int_\gamma \omega_1 \cdots \omega_n = (-1)^n \int_{\gamma^{-1}} \omega_n \cdots \omega_1
$$

where $\gamma^{-1}$ is the reverse path of $\gamma$.

$$
\int_{\gamma_1 \gamma_2} \omega_1 \cdots \omega_n = \sum_{r=0}^n \int_{\gamma_1} \omega_1 \cdots \omega_r \int_{\gamma_2} \omega_{r+1} \cdots \omega_n
$$

where $\gamma_2(1) = \gamma_1(0)$, here $\gamma_1 \gamma_2$ means composition of two paths, first $\gamma_2$, then $\gamma_1$.

$$
\int_\gamma \omega_1 \cdots \omega_n \int_\gamma \omega_{n+1} \cdots \omega_{n+m} = \sum_{\sigma \in S_{n+m}} \int_\gamma \omega_{\sigma^{-1}(1)} \cdots \omega_{\sigma^{-1}(n+m)}
$$

the last sum is over certain elements of symmetric group $S_{n+m}$, it can also be viewed as shuffle product between $\omega_1 \cdots \omega_n$ and $\omega_{n+1} \cdots \omega_{n+m}$, as defined in next subsection.

Let $X$ be a set, $\mathbb{Q}(X)$ be the free non-commutative polynomial algebra over $\mathbb{Q}$ generated by $X$, let $\mathbb{Q}(X)$ be the completion of $\mathbb{Q}(X)$. Treating $X$ as set of alphabets, let $X^*$ be the set of words (including the empty word) over $X$.

Define a binary operation $\lhd$ on $\mathbb{Q}(X)$ via:

$$
w \lhd 1 = 1 \lhd w = w \quad xw \lhd yv = x(w \lhd yv) + y(xu \lhd v)
$$

for $w, v \in X^*, x, y \in X$. Then distribute $\lhd$ over addition and scalar multiplication. The shuffle product is commutative and associative.
2.3. Graded algebra. Let $R = \oplus_{m \geq 0} R_m$ be a commutative graded algebra over a field $k = R_0$, with $h_k = \dim_k R_k < \infty$. Let

$$R_m = \sum_{n \leq m} R_n R_{m-n}$$

Let $\sum_{m=0}^\infty c_m t^m = \log (1 + \sum_{m=1}^\infty h_m t^m)$, then

$$\dim_k R_m/R_m = \sum_{k|\mu} \frac{\mu(k)}{k} c_{m/k}$$
Moreover, for a set of letters \( X, I \in R(\langle X \rangle) \), with coefficient of degree \( d \) word being in \( R_d \), we define a \( k \)-linear function \( R(\langle X \rangle) \to R, \omega \mapsto [\omega] \) which maps a homogeneous word to its coefficient in \( I \). It is easy to check that

\[
(I_1 \cdots I_n)[\omega] = I_1[\omega] + \cdots + I_n[\omega] \pmod{\bar{R}_m}
\]

if \( \omega \) is degree \( m \) homogeneous.

2.4. **Regularization.** Denote \( R := \mathbb{C}\langle X \rangle \) in this subsection. \( \mathbb{C}(X) \) and its completion \( R \) has a Hopf algebra structure, comultiplication is defined by \( \Delta(x_i) = x_i \otimes 1 + 1 \otimes x_i \) and antipode \( S \) is \( S(x_1 \cdots x_n) = (-1)^n x_n \cdots x_1 \) for \( x_i \in X \).

Let \( x_1, x_2 \) be two elements of \( X \), we have quotient maps: \( \pi_1 : R \to R/(x_1 R), \pi_{1,2} : R \to R/(x_1 R + R x_2) \). The Hopf algebra structure of \( R \) descends into the quotient.

**Proposition 2.2.** (a) Every group-like element in \( \pi_1(R) \) is the image of some group-like elements in \( R \) under \( \pi_1 \). Moreover, any two such elements \( \Phi_1, \Phi_2 \) are related by

\[
\Phi_2 = \exp(Ax_1) \Phi_1
\]

for some \( A \in \mathbb{C} \).

(b) Every group-like element in \( \pi_{1,2}(R) \) is the image of some group-like elements in \( R \) under \( \pi_{1,2} \). Moreover, any two such elements \( \Phi_1, \Phi_2 \) are related by

\[
\Phi_2 = \exp(Ax_1) \Phi_1 \exp(Bx_2)
\]

for some \( A, B \in \mathbb{C} \).

**Proof.** See [23] and [18].

Let \( J \in R/(x_1 R + R x_2) \) be group-like, \( I \) be its unique group-like lift to \( R \) with coefficient of \( x_1, x_2 \) being zero, then coefficient of \( I \) can be calculated recursively as follows:

let \( k, m, n \geq 0 \) be integers, \( \xi \in X, \xi_1 \neq x_1, \xi_k \neq x_2 \), set \( \xi_1 \cdots \xi_k x_2 = \xi_1 \cdots \xi_q \),

\[
[I[x_1^m \xi_1 \cdots \xi_k x_2^n]] = \begin{cases} 0 & \text{if } mn = k = 0 \\ [I[\xi_1 \cdots \xi_k]] & \text{if } m = n = 0 \\ \frac{1}{m} \sum_{i=1}^{q} I[x_1^{m-1} \xi_1 \cdots \xi_i x_1^i \xi_{i+1} \cdots \xi_q] & \text{if } m > 0 \\ \frac{1}{n} \sum_{i=1}^{k} I[\xi_1 \cdots \xi_{i-1} x_2 \xi_{i+1} \cdots \xi_k x_2^{n-1}] & \text{if } m = 0, n > 0 \\ \end{cases}
\]

Here we write \( I[\omega] \) to mean the coefficient of \( \omega \) in \( I \)

When elements of \( X \) are 1-forms on a manifold \( M \), \( I_\gamma(X) \) is a group-like element of \( R \), i.e. \( \Delta(I_\gamma(X)) = I_\gamma(X) \otimes I_\gamma(X) \), this is actually equivalent to the definition of shuffle product.

We next record here some observations that will be used in next section. Denote

\[
X = \{ \omega(0), \omega(1), \omega(c_1), \cdots, \omega(c_n) \}
\]

be 1-forms on \( \mathbb{C} \), let \( \gamma : [0, 1] \to \mathbb{C}, x \mapsto x \) be a path that goes from 0 to 1 and \( c_i \) does not lie between 0 and 1. For \( I_\varepsilon \in R \), we write \( I_\varepsilon = O(\varepsilon) \) if each coefficient is \( O(\varepsilon) \) as \( \varepsilon \to 0 \), similarly, we write \( I_\varepsilon = o(1) \) if each coefficient is \( o(1) \).
For $\gamma$ as above, let $\gamma(\varepsilon)$ be the restriction of $\gamma$ on $(\varepsilon, 1 - \varepsilon)$. Let $\pi$ be the map $R/(\omega(1)R + R\omega(0))$, then $J = \lim_{\varepsilon \to 0} \pi(I_{\varepsilon}(X))$ exists, and is group-like in $\pi(R)$, let $\tilde{I}$ be the unique group-like element of $R$ that maps to $J$, with coefficient of $\omega(1), \omega(0)$ being 0.

Lemma 2.3. As $\varepsilon \to 0$,
\[
I_{\varepsilon}(\varepsilon) = e^{(\log \varepsilon)\omega(1)} \tilde{I}e^{(-\log \varepsilon)\omega(0)} + O(1/\varepsilon)
\]

Proof. We abbreviate $I_{\varepsilon}(\varepsilon)$ by $I_{\varepsilon}$. By definition of $J$, we have $\pi(I_{\varepsilon}) = J + o(1)$, however, all terms of $\pi(I_{\varepsilon})$ are convergent iterated integral, therefore by [23], they are analytic at $\varepsilon = 0$, so the $o(1)$ term is actually $O(\varepsilon)$. On other hand, so we have $\pi(I_{\varepsilon}) = \pi(\tilde{I} + O(\varepsilon)) = J + O(\varepsilon)$, so $\tilde{I}$ and $I_{\varepsilon}$ map to same element under $\pi$, so by proposition above, there exists $A_{\varepsilon}, B_{\varepsilon}$ such that
\[
I_{\varepsilon}(\varepsilon) = e^{A_{\varepsilon}\omega(1)}(\tilde{I} + O(\varepsilon))e^{B_{\varepsilon}\omega(0)}
\]
by choice of $\tilde{I}$, its coefficient of $\omega(0), \omega(1)$ are zero, so
\[
A_{\varepsilon} = \int_{\varepsilon}^{1-\varepsilon} \omega(1) + O(\varepsilon) = \int_{\varepsilon}^{1-\varepsilon} dx/x - 1 + O(\varepsilon) = \log \varepsilon + O(\varepsilon)
\]
similarly for $B_{\varepsilon} = -\log \varepsilon + O(\varepsilon)$. The term $e^{A_{\varepsilon}\omega(1)}O(\varepsilon)e^{B_{\varepsilon}\omega(0)}$ contributes $O(1/\varepsilon)$, completing the proof. \qed

Lemma 2.4. Using notations above, let $\rho(\varepsilon)$ be a section of arc of the circle, centered at $c_1$ and of radius $\varepsilon$, then $\lim_{\varepsilon \to 0} I_{\rho(\varepsilon)}(X) = \exp(A\omega(c_1))$ for some $A \in \mathbb{C}$.

Proof. Can assume WLOG $c_1 = 0$. Recall that $I_{\rho(\varepsilon)}(X) = \sum_{\omega \in X} \omega \rho(\varepsilon)$, when $\omega$ contain any letter other than $\omega(0)$, the integral as $\varepsilon$ converges to 0, indeed, pullback by $f : \varepsilon e^{i\theta}, f^*\omega(0) = id\theta$ and $f^*\omega(a) = re^{i\theta}/(re^{i\theta} - a) d\theta$ which converges uniformly to 0 if $a \neq 0$, so
\[
\int_{\rho(\varepsilon)} \omega(0) \cdots \omega(a) \cdots \omega(0) = \int_{0}^{\theta} f^*\omega(0) \cdots f^*\omega(a) \cdots f^*\omega(0) \to 0
\]
If $\omega = \omega(0)^n$ contains only $\omega(0)$, then above implies
\[
\int_{\rho(\varepsilon)} \omega(0)^n = \int_{0}^{\theta} (id\theta)^n = \frac{n^n}{n!}
\]
\qed

Lemma 2.5. Let $\rho(R)$ be a section of arc of the circle, centered at $c_1$ and of radius $R \to \infty$, $X = \{\omega(a_1), \cdots, \omega(a_k)\}$ then $\lim_{R \to \infty} I_{\rho(R)}(X) = \exp(A(\omega(a_1) + \cdots + \omega(a_k)))$ for some $A \in \mathbb{C}$.

Proof. Pullback by $f : Re^{i\theta}, f^*\omega(a) = Re^{i\theta}/(Re^{i\theta} - a) d\theta$ which converges uniformly to 1 if $R \to \infty$, so
\[
\int_{\rho(R)} \omega(c_1) \cdots \omega(c_n) = \int_{0}^{\theta} f^*\omega(c_1) \cdots f^*\omega(c_n) \to \frac{\theta^n}{n!}
\]
which matches the coefficients of $\exp(A(\omega(a_1) + \cdots + \omega(a_k)))$ with $A = \theta$. \qed
3. Iterated integral of general base

In this section, we let $\omega(a)$ to be the differential form $\frac{dx}{x-a}$. Also denote $\omega(\infty) = 0$, with this definition, one checks that, for any mobius transformation $R : \mathbb{C} \to \mathbb{C}$ and any $a \in \mathbb{C}$, one has

$$R^* \omega(a) = \frac{R'}{R-a} dx = \omega(R^{-1}(a)) - \omega(R^{-1}(\infty))$$

Now recall our notation of iterated integral $\int_\gamma \omega(a_1) \cdots \omega(a_n)$ for $a_i \in \mathbb{C}$ with $\gamma : [0,1] \to \mathbb{C}$. If the path $\gamma$ does not pass through any of $a_i$ and the start $\gamma(0) \neq a_n$ and end $\gamma(1) \neq a_1$, the iterated integral converges, so equals a complex number. Consider the following iterated integral, with $\gamma$ now a path in extended complex plane $\hat{\mathbb{C}}$, assume $\gamma(0,1)$ (image of $\gamma$ under the open interval) does not contain $c_i$ and $d_i$, consider

$$\int_\gamma (\omega(c_1) - \omega(d_1)) (\omega(c_2) - \omega(d_2)) \cdots (\omega(c_n) - \omega(d_n)) c_i, d_i \in \hat{\mathbb{C}}$$

here each differential is $(1/(x-c_i) - 1/(x-d_i)) dx$. We note here that the above integral makes sense (i.e. equals a well-defined complex number) if

$$\gamma(0) \neq c_n, d_n \quad \gamma(1) \neq c_1, d_1$$

Indeed, if $\gamma$ completely lie in $\mathbb{C}$ and $c_i, d_i \in \mathbb{C}$, this is already noted in previous paragraph, for the case involving $\infty$, the integral still converge since $1/(x-a) - 1/(x-b) = O(1/x^2)$.

Now we define the central object of our discussion:

**Definition 3.1.** Let $S$ be a finite subset of $\hat{\mathbb{C}}$, for positive integer $n$, define the $\mathbb{Q}$-vector subspace $\text{MZV}^S_n$ of $\mathbb{C}$ as the $\mathbb{Q}$-span of all possible $(\ast)$, with $c_i, d_i$ ranges over all elements of $S$ and $\gamma$ ranges over all paths in $\hat{\mathbb{C}}$ with

$$\gamma(0), \gamma(1) \in S \quad \gamma(0) \neq c_n, d_n \quad \gamma(1) \neq c_1, d_1$$

We call $n$ the weight of $\text{MZV}^S_n$.

We will soon see $\text{MZV}^S_n$ is a very natural object of investigation. Note that trivially if $S$ has less than 3 elements, then the space $\text{MZV}^S_n$ is zero. So we always assume that $|S| \geq 3$. We first record some obvious consequences:

**Proposition 3.2.** Assume $|S| \geq 3$, and let $R$ be a rational function\(^1\)

1. $2\pi i \in \text{MZV}^S_1$
2. $\text{MZV}^S_n, \text{MZV}^S_m \subset \text{MZV}^S_{n+m}$
3. If $R^{-1}(R(S)) \subset S$, then $\text{MZV}^S_{n}(R(S)) \subset \text{MZV}^S_n$
4. If $R$ is invertible, then $\text{MZV}_{n}(R(S)) = \text{MZV}_{n}^S$.

**Proof.** (1) Let $a, b, c$ be three distinct points of $S$, consider the integral $\int_\gamma (\omega(b) - \omega(c))$ with $\gamma$ a circle starting and ending at $a$, enclosing only $b$ but not $c$, the value of the integral is then $\pm 2\pi i$, so this is in $\text{MZV}^S_1$.

(2) This is a direct consequence of shuffle product, by treating $\omega(c_i) - \omega(d_i)$ as alphabet.

(3) We note the following, if $R$ is any rational function (not necessarily of degree 1) we still have

$$R^* \omega(a) = \frac{R'}{R-a} dx = \omega(R^{-1}(a)) - \omega(R^{-1}(\infty)) \quad a \in \hat{\mathbb{C}}$$

\(^1\)Throughout, we use rational function to mean holomorphic map from $\hat{\mathbb{C}}$ to itself.
but now we interpret the term \( \omega(R^{-1}(a)) := \sum_{R(a_i) = a} \omega(a_i) \) counted with multiplicity.

Therefore we have

\[
R^*(\omega(a) - \omega(b)) = \omega(R^{-1}(a)) - \omega(R^{-1}(b))
\]

by canceling \( \omega(R^{-1}(\infty)) \)

Let \( a, b \in S \), let \( \gamma \) be any path from \( R(a) \) to \( R(b) \) for which

\[
R(a) \neq R(c_n), R(d_n) \quad R(b) \neq R(c_1), R(d_1)
\]

let the integral

\[
I := \int_{\gamma} (\omega(R(c_1)) - \omega(R(d_1)))(\omega(R(c_2)) - \omega(R(d_2))) \cdots (\omega(R(c_n)) - \omega(R(d_n)))
\]

we need to show \( I \in \text{MZV}_n^S \). Now \( R \) can be treated as a covering map from \( \hat{C} \) minus preimage of ramified points, from which it is easy to see there exists a path (not necessarily unique) \( \gamma_0 \), starting at \( a \) and ending at \( b \), such that \( R \circ \gamma_0 = \gamma \). So we have, by the pullback property of iterated integral,

\[
I = \int_{\gamma_0} (R^*\omega(R(c_1)) - R^*\omega(R(d_1)))(R^*\omega(R(c_2)) - R^*\omega(R(d_2))) \cdots (R^*\omega(R(c_n)) - R^*\omega(R(d_n)))
\]

if degree of \( R \) is \( l \), then each of term in integral above can be written as sum of \( l \) terms of form \( \omega(a_i) - \omega(b_i) \), with each \( a_i, b_i \in S \) because \( R^{-1}(R(S)) \subset S \). Expanding the non-commutative product above will yield \( l^n \) terms, each is in \( \text{MZV}_n^S \). It remains to check the convergence condition \( \text{MZV}_n^S \) on each of these \( l^n \) terms, this follows directly from \( \text{MZV}_n^S \).

(4) This follows from (3), by applying it to both \( R \) and \( R^{-1} \).

\[ \square \]

The definition of \( \text{MZV}_n^S \) is too general to be practically useful. Our next goal is to give a more operative definition of this space.

**Proposition 3.3.** In \( \text{MZV}_n^S \), if \( \gamma \) satisfies \( \text{MZV}_n^S \) and \( \gamma \) is a loop with weight \( n \geq 2 \), then the integral is in

\[
\text{MZV}_n^S = \sum_{1 \leq k \leq n} \text{MZV}_k^S \text{MZV}_{n-k}^S
\]

**Proof.** By property (4) of the proposition above, we can translate \( S \) by any Mobius \( R \), so we can assume WLOG that \( \infty \in S \), and end points of \( \gamma \) being finite, so \( \gamma \) is a path in the finite plane.

Let \( S - \{ \infty \} = \{ a_1, \cdots, a_k \} \), \( \gamma \) be a path with base point \( a_1 \in S \). Let \( I = \int_{S} (\omega(c_1) - \omega(d_1)) (\omega(c_2) - \omega(d_2)) \cdots (\omega(c_n) - \omega(d_n)) \), with \( c_i, d_i \in S \), \( c_1, d_1, c_n, d_n \neq a_1 \). We need to show \( I \in \text{MZV}_n^S \). Since \( \infty \in S \), we can split the above iterated integral into \( 2^n \) terms, each is then in \( \text{MZV}_n^S \), it suffices to prove each of them is in \( \text{MZV}_n^S \), say \( I = \int_{S} \omega(c_1) \cdots \omega(c_n) \). Let \( X \), the set of alphabets for formal series manipulations below, to be \( X = \{ \omega(a_1), \cdots, \omega(a_k) \} \).

Firstly, since \( c_1, c_n \neq a_1 \), we can perturb the \( \gamma \) by \( \varepsilon > 0 \), say into \( \gamma(\varepsilon) \), which is a path based at \( a_1 + \varepsilon \), we will have \( \lim_{\varepsilon \to 0} \int_{\gamma(\varepsilon)} \omega(c_1) \cdots \omega(c_n) = I \). (See figure 1 for illustration).
Recall the formal series $\mathbb{C}\langle X \rangle$ ring defined previously. Now $\gamma$ represents an element of the fundamental group $G = \pi_1(\hat{C} - S, a_1 + \varepsilon)$, recall we have a homomorphism

$$G \to \mathbb{C}\langle X \rangle \quad \gamma_1 \mapsto \sum_{\omega \in X^*} \int_{\gamma_1} \omega$$

$G$ is a free group of rank $|S| - 1 = k$, each generator can be viewed as a loop at $a_1 + \varepsilon$ and enclosing only $a_i$ for each $a_i \in S$ (figure 2), say loop $\gamma_i(\varepsilon)$. Therefore it suffices to show the corresponding statement with $\lim \int_{\gamma(\varepsilon)}$ replaced by $\lim \int_{\gamma_i(\varepsilon)}$.

For $\gamma_1(\varepsilon)$, it is easy to see that $\lim I_{\Gamma_1} = \exp(2\pi i \omega(a_1)) \in \mathbb{C}\langle X \rangle$ (recall that $a_1 \neq \infty$), whose weight $n$ coefficient ($n \geq 2$) are obviously in $\text{MZV}_n^S$. So it remains to prove the claim for the other $\gamma_i$. If $a_i \notin \{c_1, \cdots, c_n\}$ (i.e. no singularity inside the loop), then $\int_{\gamma_i(\varepsilon)} \omega_1 \cdots \omega_n = 0$, there is nothing to prove in this case. Therefore assume WLOG that $a_3 = c_3$.

Deform $\gamma_i(\varepsilon)$ into following: thus

$$I_{\gamma_3}(\varepsilon) := \sum_{\omega \in X^*} \int_{\gamma_3(\varepsilon)} \omega = I_{\Gamma_1}^{-1}I_{\Gamma_2}I_{\Gamma_1}$$

now by propositions in previous section, $\lim_{\varepsilon \to 0} I_{\Gamma_2} = e^{-2\pi i \omega(a_3)}$, and

$$I_{\Gamma_1} = e^{A_{\varepsilon} \omega(a_3)}I_{\hat{\epsilon} B_{\varepsilon} \omega(a_1)} + O(\varepsilon^{1/2})$$

with $\hat{\epsilon}$ the unique group-like lift of $\lim_{\varepsilon \to 0} \pi(I_{\Gamma_1})$ with coefficients of $\omega(a_1), \omega(a_3)$ being 0, note that by (2.5), coefficient of it lies in $\text{MZV}_n^S$. Modulo $O(\varepsilon^{1/2})$ and multiple of $2\pi i$,

$$A_{\varepsilon} \equiv \int_{a_1 + \varepsilon}^{a_3 - \varepsilon} \frac{1}{x - a_3} dx = -\log \varepsilon - \log(a_3 - a_1)$$

and similarly one can see $B_{\varepsilon} \equiv -A_{\varepsilon}$. Therefore

$$I_{\gamma_3}(\varepsilon) = e^{-B_{\varepsilon} \omega(a_1)}I_{\hat{\epsilon}^{-1}}^{-1} e^{-A_{\varepsilon} \omega(a_3)} e^{-2\pi i \omega(a_3)}e^{A_{\varepsilon} \omega(a_3)}I_{\hat{\epsilon} B_{\varepsilon} \omega(a_1)} + O(\varepsilon^{1/2})$$

$$= e^{-B_{\varepsilon} \omega(a_1)}I_{\hat{\epsilon}^{-1}}^{-1} e^{-2\pi i \omega(a_3)}I_{\hat{\epsilon} B_{\varepsilon} \omega(a_1)} + O(\varepsilon^{1/2})$$
Recall our goal is to show \( \lim_{\varepsilon \to 0} \int_{\gamma(c)} \omega_1 \cdots \omega_n \in \text{MZV}_n^S \), with \( \omega_1, \omega_n \neq \omega(a_1) \). Therefore the rightmost and leftmost terms \( e^{B_1 \omega(a_1)} \) in above can be ignored, therefore modulo \( \text{MZV}_n^S \) (see 2.3),

\[
\lim_{\varepsilon \to 0} \int_{\gamma(c)} \omega_1 \cdots \omega_n \equiv \tilde{I}^{-1}[\omega_1 \cdots \omega_n] + e^{-2\pi \omega(a_1)}[\omega_1 \cdots \omega_n] + \tilde{I}[\omega_1 \cdots \omega_n]
\]

here \([\omega_1 \cdots \omega_n]\) means the corresponding coefficient, the first and third term cancels, while for second term, it is in \( \text{MZV}_n^S \) when weight \( n \geq 2 \).

For our given finite \( S \), denote by \( G \) its symmetry group, i.e. group of Mobius transformation \( R \) such that \( R(S) = S \). We will see later that \( G \) affects critically the properties of \( \text{MZV}_n^S \).

We need the following technical definition:

**Definition 3.4.** Let \( T = \{(t_1, s_1), \ldots, (t_r, s_r)\} \) be a subset of \( S^2 \). We construct an undirected graph, with vertex set \( S \) as follows: start with the empty graph (vertex \( S \) and no edge), for each \( (t_i, s_i) \in T \) and each \( g \in G \), join vertices \( gt_i \) and \( gs_i \) with an edge. Denote this graph by \( G^S(T) \).

**Definition 3.5.** Let \( T = \{(t_1, s_1), \ldots, (t_r, s_r)\} \) be a subset of \( S^2 \). We call \( T \) a set of complete edges if

- Union of orbits of \( t_i, s_i \) covers \( S \).
- The graph \( G^S(T) \) is connected.

**Theorem 3.6.** Let \( T = \{(t_1, s_1), \ldots, (t_r, s_r)\} \) be a set of complete edges of \( S \), choose any path \( \gamma_1, \ldots, \gamma_r \), with end points of \( \gamma_i \) being \( t_i, s_i \). In the definition of \( \text{MZV}_n^S \), let \( V_n \) be the vector subspace formed by taking, instead of \( \gamma \) over all paths with end points in \( S \), now taking \( \gamma \) to be only those paths \( \gamma_1, \ldots, \gamma_r \). Then \( V_n \otimes_{\mathbb{Q}} \text{MZV}_1^S = \text{MZV}_n^S \).

**Proof.** Note that \( V_n \) is unchanged if any of \( \gamma_i \) is replaced by its reverse \( \gamma_i^{-1} \), so we can enlarge \( T \) by adjoining \( \{(s_1, t_1), \ldots, (s_r, t_r)\} \). As in the start of the previous proof, we can assume \( \infty \in S \) and \( \gamma \) lies entirely in finite plane, and reduce to show that \( \int_{\gamma} \omega(c_1) \cdots \omega(c_n) \in V_n \otimes_{\mathbb{Q}} \langle 2\pi i \rangle \), where \( c_1 \neq \gamma(1), c_n \neq \gamma(0) \). Denote \( S = \{\infty\} = \{a_1, \ldots, a_k\} \), \( X = \{\omega(a_1), \ldots, \omega(a_k)\} \). We prove the statement by induction on \( n \), the case \( n = 1 \) is true since we have already tensored the weight 1 space, thus we assume \( n \geq 2 \).

Let \( \gamma \) such a path, by definition of \( T \) being completed, this implies there exists a chain

\[
(g_1 t_1, g_1 s_1), (g_2 t_2, g_2 s_2), \ldots (g_q t_q, g_q s_q)
\]

with \( g_1 s_1 = g_{i+1} t_{i+1}, g_1 t_1 = \gamma(0), g_q s_q = \gamma(1) \). Therefore the path composition \( \rho = \gamma^{-1}(g_{q-1}) \cdots (g_1) \) is a loop based at \( \gamma(0) \), by proposition above, \( \int_{\gamma} \omega(c_1) \cdots \omega(c_n) \) is in \( \text{MZV}_n^S \), which by induction hypothesis, is in \( V_n \otimes_{\mathbb{Q}} \text{MZV}_1^S \). Therefore it suffices to prove for \( \iota = (g_{q-1}) \cdots (g_1) \), \( \int_{\gamma} \omega(c_1) \cdots \omega(c_n) \in V_n \otimes_{\mathbb{Q}} \text{MZV}_1^S \). Of course, \( \iota \) can pass through the singularities \( S \) of the integrand, so \( \int_{\gamma} \) does not make sense, but it suffices to prove this for a slight deformation of \( \iota \) which does not pass through any points of \( S \) ("difference" of any two different deformations is a loop, so is in \( V_n \otimes_{\mathbb{Q}} \text{MZV}_1^S \)).

Consider the following deformation of the path \( \iota \), where a circular arc is used to indend singularities. Here \( \gamma_{0,\varepsilon} \) and \( \gamma_{1,\varepsilon} \) are slight perturbation of the end point \( \gamma(0) \) and \( \gamma(1) \) respectively. Denote

\[^{2}\text{Here tensor product is graded by weight, and taking MZV}_1^S \text{ to have weight 1}\]
lim to be the process when radii of all circular arcs \( \to 0 \). Let \( \mathbf{I}_i \in \mathbb{C}[X] \) be the associated element of \( g_i \gamma_i \) as shown in figure, and \( C_i \in \mathbb{C}[X] \) be the associated element of circular arcs. Then

\[
\mathbf{I}_{g_\alpha \to \gamma_{\alpha,\epsilon}} = C_q \mathbf{I}_q \cdots \mathbf{I}_1 \mathbf{I}_0
\]

Let us temporarily assume each \( g_i s_i \) is finite. Taking \( \lim \) both sides, each \( C_i \) tends to \( e^{A_i \omega(g_i s_i)} \) for \( A_i \in \mathbb{C} \), and \( \mathbf{I}_i = e^{B_i \epsilon} \mathbf{I}_i e^{C_i \epsilon} + O(\epsilon) \), here \( \mathbf{I}_i \) is, as always, the unique group-like lift of \( \lim \pi_i(\mathbf{I}_i) \) with \( \pi_i \) suitable projection, and the two suitable linear coefficients being 0. Plug these into the above displayed equation, we obtain, as in argument of the proof of 2.3 with renaming of constants if necessary,

\[
(3.4) \quad \mathbf{I}_{g_\alpha \to \gamma_{\alpha,\epsilon}} = e^{B_i \omega(\gamma(1))} \mathbf{I}_q e^{A_i \omega(g_2 \gamma_2)} \mathbf{I}_{q-1} e^{A_{i-1} \omega(g_{q-1} \gamma_{q-1})} \cdots \mathbf{I}_{2} e^{A_2 \omega(g_2 \gamma_2)} \mathbf{I}_1 e^{C_i \omega(\gamma(0))} + O(\epsilon)
\]

for some \( A_i \in \mathbb{C} \).

We claim the coefficient of any weight \( n \) word \( \omega(d_1) \cdots \omega(d_n) \) in \( \mathbf{I}_i \), is actually in \( V_n \). Indeed, for convergent integral, the coefficient of \( \omega(d_1) \cdots \omega(d_n) \) in \( \mathbf{I}_i \) is

\[
\int_{g \gamma_i} \omega(d_1) \cdots \omega(d_n) = \int_{\gamma_i} g^* \omega(d_1) \cdots g^* \omega(d_n)
\]

because \( g^* \omega(a) = \omega(g^{-1}(a)) = \omega(g^{-1}(\infty)) \), \( g(S) = S \) and \( \omega \in S \), the above is in \( V_n \) (recall definition of \( V_n \); only those paths \( \gamma_i \) are allowed). Next, if the coefficient represents an integral that does not converge, by 2.5, this coefficient is a \( \mathbb{Q} \)-combination of above, so again in \( V_n \).

Recall our goal is to show coefficient of \( \omega \in X^* \) in \( \lim \mathbf{I}_{g_\alpha \to \gamma_{\alpha,\epsilon}} \in \mathbb{C}[X] \), with \( \omega \) not starting in \( \omega(\gamma(1)) \) and not ending in \( \omega(\gamma(0)) \), lies in \( V_n \otimes_{\mathbb{Q}} \text{MZV}^S \). For any such coefficient of \( \omega \in X^* \), the two exponentials at the both ends of (3.4) plays no role, so this coefficient \( \int_{\gamma_i} \omega \) is simply the coefficient of \( \omega \) in

\[
\mathbf{I}_q e^{A_i \omega(g_2 \gamma_2)} \mathbf{I}_{q-1} e^{A_{i-1} \omega(g_{q-1} \gamma_{q-1})} \cdots \mathbf{I}_{2} e^{A_2 \omega(g_2 \gamma_2)} \mathbf{I}_1
\]

we just shown coefficients of \( \mathbf{I}_i \), lies in \( V_n \), it remains to see each \( A_i \in \text{MZV}^S \). Here we can assume \( g_i t_i \) are distinct: if they were not, then we can remove a loop from \( t_i \), this loop are have coefficients in already \( V_n \otimes_{\mathbb{Q}} \text{MZV}^S \), so does not affect the result. For each \( g_i t_i \), we have

\[
\int_{\gamma_i} \omega(g_i t_i) = A_i + \sum_j \mathbf{I}_j [\omega(g_i t_i)]
\]

here \( \mathbf{I}_j [\omega] \) represent coefficient of corresponding term. Above LHS is in \( \text{MZV}^S \); while for RHS, \( \mathbf{I}_j [\omega(g_i t_i)] \), if it comes a convergent integral, then it is in \( \text{MZV}^S \), otherwise by our choice of \( \mathbf{I}_j \), it is 0, therefore \( A_i \in \text{MZV}^S \). Completing the proof when each of \( g_i t_i \) is finite.
Finally, we need to dispose of the case when one of $g_i t_i = \infty$. This case is largely parallel to above, by (2.5), one just have to simply replace $e^{A_i \omega(a_i t_i)}$ in (3.4) into $e^{A_i (\omega(a_1) + \cdots + \omega(a_k))}$, here recall that $\{a_1, \cdots, a_k\} = S - \{\infty\}$. The rest of argument goes through identically.

We record here a spanning set of $\mathrm{MZV}_1^S$. Recall the notion of cross-ratio: for any four $z_i \in \hat{\mathbb{C}}$, it is defined to be $\frac{(z_2 - z_3)(z_4 - z_1)}{(z_2 - z_4)(z_3 - z_1)}$, it is a Mobius transformation invariant: if $z_i$ map to $w_i$, then their cross-ratio are the same.

**Lemma 3.7.** $2\pi i$, together with the logarithm of cross-ratios of all 4-tuple of elements in $S$, span $\mathrm{MZV}_1^S$.

**Proof.** Essentially follows from the formula
\[
\int_a^b \omega(c) - \omega(d) = \log \frac{(b - c)(a - d)}{(a - c)(b - d)}
\]
$2\pi i$ arises from different branch of log.

Since for any Mobius transformation, $\mathrm{MZV}_n^S = \mathrm{MZV}_n^{R(S)}$, for any $S$ with $|S| \geq 3$, we can assume WLOG that $S$ contains $\{0, 1, \infty\}$. Since $\omega(\infty) = 0$, by taking all $d_i = \infty$ in (3.1), we obtain

**Corollary 3.8.** (a) Let $R$ be a Mobius transformation of such that $\{0, 1, \infty\} \subset R(S)$. Suppose $\{0, 1, \infty\} \subset R(S)$, then
\[
\int_0^1 \omega(a_1) \cdots \omega(a_n) \in \mathrm{MZV}_n^S
\]
for $a_1 \neq 1, a_n \neq 0, a_i \in R(S)$.

(b) Let $R$ be a rational function such that $R^{-1}(R(S)) \subset S$. Suppose $\{0, 1, \infty\} \subset R(S)$ then
\[
\int_0^1 \omega(a_1) \cdots \omega(a_n) \in \mathrm{MZV}_n^S
\]
for $a_1 \neq 1, a_n \neq 0, a_i \in R(S)$.

Note that (a) is a special case of (b).

4. Applications to Colored Multiple Zeta Values

Now we apply the material developed in the previous section to CMZV. Recall the space $\mathrm{CMZV}_w^N$ is defined to be $\mathbb{Q}$-span of all
\[
\sum_{s_1 > \cdots > s_k \geq 1} \frac{a_1^{s_1} \cdots a_k^{s_k}}{u_1^{s_1} \cdots u_k^{s_k}}
\]
where $a_i$ are $N$-th roots of unity, $s_i$ are positive integers and $(a_i, s_i) \neq (1, 1)$. Here $N$ is called level and $w$ weight. By (2.3), $\mathrm{CMZV}_w^N$ is the same as the span of
\[
\int_0^1 \omega(a_1) \cdots \omega(a_w)
\]
with $a_i = 0$ or $N$-th root of unity, $a_1 \neq 1, a_w \neq 0$.

Fix a positive integer $N$, let $S = \{0, \infty, 1, \mu, \cdots, \mu^{N-1}\}$ with $\mu = e^{2\pi i/N}$. The symmetry group $G$ of $S$ is the dihedral group of order $2N$, generated by multiplication of a root of unity $x \mapsto \mu x$ and reflection $x \mapsto 1/x$.

**Lemma 4.1.** When $N \geq 3$, $2\pi i \in \mathrm{CMZV}_1^N$. 
Proof. We only weight 1 CMZVs are
\[ \sum_{n=1}^{\infty} \frac{\mu^n}{n} = -\log(1 - \mu^i) \]
on the other hand
\[ \log(1 - e^{i\theta}) - \log(1 - e^{-i\theta}) = (\theta - \pi)i \quad 0 < \theta < 2\pi \]
therefore when 0 < \theta < 2\pi can be chosen to be \( \pi \), i.e. \( \pi \in \text{CMZV}_1^N \), this is possible for \( N \geq 3 \). \( \square \)

**Lemma 4.2.** When \( N \geq 3 \), \( \text{CMZV}_1^N = \text{MZV}_S^S \). When \( N = 1 \) or 2, \( \text{CMZV}_1^N \) adjoining \( 2\pi i \) equals \( \text{MZV}_w^S \).

**Proof.** The cases for \( N = 1, 2 \) are trivial, since both sides can be computed explicitly. We prove the assertion for \( N \geq 3 \), \( \text{CMZV}_1^S \subset \text{MZV}_S^S \) is evident. For the converse inclusion, by lemma 3.7, it suffices to show log of each 4-tuple’s cross ratio in \( S \), can be written as a linear combination of \( 2\pi i \) and \( \log(1 - \mu^i) \). This is an explicit computation: for example, when the four points are \( \mu^a, \mu^b, \mu^c, \mu^d \), the cross-ratio is \( \frac{(1 - \mu^a)(1 - \mu^b)}{(1 - \mu^c)(1 - \mu^d)} \), whose log is obviously a linear combination of \( 2\pi i \) and \( \log(1 - \mu^i) \); similarly, for four points \{0, 1, \infty, \mu^i\}, cross ratio is \( 1 - \mu^i \), so this is again true, similarly one can checks all other cases. \( \square \)

**Theorem 4.3.** Let \( S = \{0, \infty, 1, \mu, \cdots, \mu^{N-1}\} \) with \( \mu = e^{2\pi i/N} \). For \( N \geq 3 \), \( \text{CMZV}_w^N = \text{MZV}_w^S \). For \( N = 1 \) or 2, \( \text{CMZV}_w^N \otimes_{\mathbb{Q}} \mathbb{Q}[2\pi i] = \text{MZV}_w^S \).

**Proof.** First we claim \( T = \{(0,1)\} \) is a set of complete edges for \( S \). Indeed, starting from \((0,1)\), acting by \( x \mapsto \mu^{i}x \) gives \((0, \mu^{i})\). So \( \mu^{i} \) are in connected component of the vertex 0. Taking \( x \mapsto 1/x \) gives \((\infty, 1)\), so \( \infty \) is also in the connected component of vertex 0, so \( G(T) \) is connected.

Next we show the space \( V_n \) defined in 3.6 is simply \( \text{CMZV}_w^N \). Indeed, definition of \( V_n \) is the \( \mathbb{Q} \)-span of
\[ \int_{0}^{1} (\omega(c_1) - \omega(d_1)) \cdots (\omega(c_n) - \omega(d_n)) \]
for over all \( c_i, d_i \in S, c_1, d_1 \neq 1, c_n, d_n \neq 0 \). By taking each \( d_i = \infty \), we see that \( \text{CMZV}_w^N \subset V_n \). Only the other hand, given any \( c_i, d_i \) as above, above integral can be expanded into \( 2^n \) terms, each of them in \( \text{CMZV}_w^N \), so the two space are equal.

Therefore \( \text{CMZV}_w^N \otimes_{\mathbb{Q}} \text{MZV}_w^S = \text{MZV}_w^S \). The claim then follows from the above lemma. \( \square \)

Above theorem actually has some very profound consequences. For example, it follows immediately that from 3.8

**Corollary 4.4.** Let \( S = \{0, \infty, 1, \mu, \cdots, \mu^{N-1}\} \) with \( \mu = e^{2\pi i/N} \) and \( N \geq 3 \). (a) Let \( R \) be a Mobius transformation of such that \( \{0, 1, \infty\} \subset R(S) \), we have
\[ \int_{0}^{1} \omega(a_1) \cdots \omega(a_n) \in \text{CMZV}_w^N \]
for \( a_1 \neq 1, a_n \neq 0, a_i \in R(S) \).

(b) Let \( R \) be a rational function such that \( R^{-1}(R(S)) \subset S \), then
\[ \int_{0}^{1} \omega(a_1) \cdots \omega(a_n) \in \text{CMZV}_w^N \]
for \( a_1 \neq 1, a_n \neq 0, a_i \in R(S) \).
4.1. Some qualitative examples.

**Example 4.5.** Let $N = 5, \mu = e^{2\pi i/5}$, let $R$ be the Mobius transform such that $R^{-1}(0) = \mu, R^{-1}(1) = 1, R^{-1}(0) = \mu^2$, then $R$ maps $S = \{0, \infty, 1, \mu, \mu^2, \mu^3, \mu^4\}$ to

\[ \{-\mu - \mu^2 - \mu^3, 1 + \mu, 1, 0, \infty, \frac{1}{2} \left( \sqrt{5} + 3 \right), \frac{1}{2} \left( \sqrt{5} + 1 \right) \} \]

so when $a_i$ are finite values in above list, $\int_0^1 \omega(a_1) \cdots \omega(a_n)$ when $a_1 \neq 1, a_n \neq 0$ is level 5 CMZV. In particular, using \[\{2,3\}\], we see that, for multiple polylogarithm $\text{Li}_{s_1,\ldots,s_n}(x_1, \ldots, x_n)$, if $x_1^{-1}, x_1^{-1}x_2^{-1}, \ldots, x_1^{-1}x_2^{-1}\cdots x_n^{-1}$ is contained in

\[ \{-\mu - \mu^2 - \mu^3, 1 + \mu, 1, \frac{1}{2} \left( \sqrt{5} + 3 \right), \frac{1}{2} \left( \sqrt{5} + 1 \right) \} \]

then $\text{Li}_{s_1,\ldots,s_n}(x_1, \ldots, x_n) \in \text{CMZV}_{w}$, with $w = \sum s_i$. In particular:

- The generalized polylogarithm $\text{Li}_{s_1,\ldots,s_n}(z) \in \text{CMZV}_{w}$ if $z = (\sqrt{5} - 1)/2$ or $(3 - \sqrt{5})/2$
- The multiple polylogarithm $\text{Li}_{s_1,\ldots,s_n}(x_1, \ldots, x_n) \in \text{CMZV}_{w}$ if $n - 2$ of $x_i$’s are equal 1, and the remaining two $= (\sqrt{5} - 1)/2$.

These two points are not obvious from the very definition of CMZV, where only roots of unity appears.

**Example 4.6.** Let $N = 6, \mu = e^{2\pi i/6}$, let $R$ be the Mobius transform such that $R^{-1}(0) = \mu, R^{-1}(1) = 1, R^{-1}(0) = \mu^3$, then $R$ maps $S = \{0, \infty, 1, \mu, \mu^2, \mu^3, \mu^4, \mu^5\}$ to

\[ \{1 - i\sqrt{3}, 1 + i\sqrt{3}, 1, -2, \infty, 4, 2\} \]

so when $a_i$ are finite values in above list, $\int_0^1 \omega(a_1) \cdots \omega(a_n)$ when $a_1 \neq 1, a_n \neq 0$ is level 5 CMZV. In particular, using \[\{2,3\}\], we see that, for multiple polylogarithm $\text{Li}_{s_1,\ldots,s_n}(x_1, \ldots, x_n)$, if $x_1^{-1}, x_1^{-1}x_2^{-1}, \ldots, x_1^{-1}x_2^{-1}\cdots x_n^{-1}$ is contained in

\[ \{1 - i\sqrt{3}, 1 + i\sqrt{3}, 1, -2, 4, 2\} \]

then $\text{Li}_{s_1,\ldots,s_n}(x_1, \ldots, x_n) \in \text{CMZV}_{w}$ with $w = \sum s_i$. In particular:

- The generalized polylogarithm $\text{Li}_{s_1,\ldots,s_n}(z) \in \text{CMZV}_{w}$ if $z = 1/2, -1/2$ or 1/4
- The multiple polylogarithm $\text{Li}_{s_1,\ldots,s_n}(x_1, \ldots, x_n) \in \text{CMZV}_{w}$ if $n - 2$ of $x_i$’s are equal 1, and the remaining two $= 1/2$ or $= -1/2$.

**Example 4.7.** Let $N = 10, \mu = e^{2\pi i/10}$, let $R$ be the Mobius transform such that $R^{-1}(0) = 1, R^{-1}(1) = \mu^2, R^{-1}(0) = \mu^6$, then $R$ maps $S = \{0, \infty, 1, \mu, \ldots, \mu^9\}$ to

\[ \{\alpha, \alpha, 0, \frac{1}{2}, \frac{1}{2}, \left( \sqrt{5} + 1 \right), \frac{1}{2} \left( \sqrt{5} + 3 \right), \sqrt{5} + 3, \infty, -\sqrt{5} - 2, \frac{1}{2} \left( -\sqrt{5} - 1 \right), \frac{1}{2} \left( 1 - \sqrt{5} \right) \} \]

here $\alpha = \mu + \mu^3$. So when $a_i$ are finite values in above list, $\int_0^1 \omega(a_1) \cdots \omega(a_n)$ when $a_1 \neq 1, a_n \neq 0$ is level 10 CMZV. In particular, generalized polylogarithm $\text{Li}_{s_1,\ldots,s_n}(z) \in \text{CMZV}_{w}$ if $z = 1/(3 + \sqrt{5})$ or $1/(2 - \sqrt{5})$.

Note that the number $1/2$ is in above list, which makes the iterated integral $\int_0^1 \omega(a_1) \cdots \omega(a_n)$ problematic when one of $a_i = 1/2$. However, from our proofs of theorems in previous section, the straight-line path $[0, 1]$ can actually be replaced by any path with same end-points, and does not affect the qualitative statement $\in \text{CMZV}_{10}^{10}$. 

---
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We introduce the following notion: we call an iterated integral with support \( B \subset \mathbb{C} \) is a level \( N \) CMZV, if
\[
\int_0^1 \omega(b_1) \cdots \omega(b_n) \in \text{CMZV}^N_n \quad \forall b_i \in B, b_1 \neq 1, b_n \neq 0 \quad \forall n \geq 1
\]
Above example shows iterated integral with support \( \{0, 1, (\sqrt{5} + 1)/2\} \) has level 5, similarly, one can show support \( \{0, 1, (-\sqrt{5} + 1)/2\} \) has also level 5. The \( N = 10 \) example then shows when the support is their union: \( \{0, 1, (\sqrt{5} + 1)/2, (-\sqrt{5} + 1)/2\} \), the integral has now level 10.

For general level \( N \), \( S = \{0, \infty, 1, \mu, \cdots, \mu^{N-1}\} \), for each permutation of \( \{0, \infty, 1\} \), there exists a Mobius transformation \( R \) that sends \( \{0, \infty, 1\} \) to this permutation, therefore, we obtain:

**Corollary 4.8.** Assume \( 0, 1 \notin B \). If iterated integral with support \( B \) has level \( N \), then so is those with support \( \{0, 1\} \cup f(B) \), where \( f(x) \) can be one of
\[
\left\{ x, 1 - x, \frac{1}{x}, 1 - \frac{1}{x}, \frac{1}{1 - x}, \frac{x}{1 - x} \right\}
\]

**Proof.** The list of 6 functions are Mobius transformation that maps \( \{0, \infty, 1\} \) to all its permutations, so the result follows from 3.8 \( \square \)

If one put \( B = \{\mu, \mu^2, \cdots, \mu^{N-1}\} \), then above corollary is unable to generate those special values given in above three examples, where we used the versatility to pick a Mobius transformation that maps \( \{0, 1, \infty\} \) to any 3-tuple of \( S \), not just permutations of \( \{0, 1, \infty\} \).

When the level is low, we do have some interesting results:

**Corollary 4.9.** \( \text{Li}_{s_1, \cdots, s_n}(1/2) \in \text{CMZV}^2_{s_1, \cdots, s_n} \), and \( \text{Li}_{s_1, \cdots, s_n}((1 \pm i)/2) \in \text{CMZV}^4_{s_1, \cdots, s_n} \)

**Proof.** For \( N = 2 \), take \( B = \{-1\} \); for \( N = 4 \), take \( B = \{i, -1, -i\} \), then apply one of those six transformations to \( B \). One subtle point for \( N = 2 \) is that 3.6 only guarantees \( \text{Li}_{s_1, \cdots, s_n}(1/2) \in \text{CMZV}^2 \otimes \mathbb{Q}[2\pi i] \), but LHS is real, and it is easy to see any real element of RHS must be in \( \text{CMZV}^2 \) \( \square \)

For any rational \( R \) and finite set \( S \), if \( R^{-1}(R(S)) \subset S \), then we have \( \text{MZV}_{n}^R(S) \subset \text{MZV}_n^S \). In previous examples, we only used the case when \( R \) is invertible. Now we construct some higher degree examples.

Let \( G \) be the group of Mobius that sends a finite set \( S \) to \( S \). For each subgroup \( H \) of \( G \), and \( R_0 \) Mobius, \( R = \sum_{\sigma \in H} R_0 \circ \sigma \) is \( H \)-invariant, and \( \deg R \leq |H| \). Hence if \( R \) is not a constant, for \( s \in \hat{S} \), the fibre of \( R^{-1}(R(s)) \) are exactly \( Hs \), counted with multiplicity. In particular, \( R \) satisfies \( R^{-1}(R(S)) \subset S \).

**Example 4.10.** Let \( N = 10, \mu = e^{2\pi i/10}, S = \{0, \infty, 1, \cdots, \mu^9\} \). Take \( H = \{x, x/\mu\} \subset G \), let \( R = x + \mu/\mu \), it is invariant under \( H \). \( R(S) \) has 6 elements: \( \{\infty, R(1), R(\mu^2), R(\mu^3), R(\mu^4), R(\mu^5)\} \). For each 3-tuple of this set, choose a Mobius \( R_0 \) that maps this tuple to \( (0, 1, \infty) \). For example: if \( R_0(R(\mu), R(\mu^2), 0) = (0, 1, \infty) \), then
\[
R_0(R(S)) = \left\{ \frac{1}{2} (-\sqrt{5} - 1), 0, 1, \infty, -\sqrt{5} - 2, -\sqrt{5} - 1 \right\}
\]
so iterated integral with support \( \{\frac{1}{2} (-\sqrt{5} - 1), -\sqrt{5} - 2, -\sqrt{5} - 1, 0, 1\} \) has level 10, this cannot proved by using linear \( R \) alone (as in previous examples).
If $R_0(R(\mu^4), R(\mu^2), R(\mu^3)) = (0, 1, \infty)$, then

$$R_0(R(S)) = \left\{ \frac{1}{2}, \frac{1}{4} \left(\sqrt{5} + 1\right), 1, \infty, \frac{1}{4} \left(3 - \sqrt{5}\right) \right\}$$

so iterated integral with support $\{\frac{1}{2}, \frac{1}{4} \left(\sqrt{5} + 1\right), 1, 0, \frac{1}{4} \left(3 - \sqrt{5}\right)\}$ has level 10

**Example 4.11.** Let $N = 10, \mu = e^{2\pi i/10}, S = \{0, \infty, 1, \ldots, \mu^{10}\}$. Take $H = \{x, 1/x\} \subset G$, let $R = x + 1/x$, it is invariant under $H$. $R(S)$ has 7 elements: $\{\infty, R(1), R(\mu), \ldots, R(\mu^6)\}$. For each 3-tuple of this set, choose a Möbius $R_0$ that maps this tuple to $(0, 1, \infty)$. For example: if $R_0(R(1), R(\mu^3), R(\mu)) = (0, 1, \infty)$, then

$$R_0(R(S)) = \left\{ \frac{1}{2} \left(3\sqrt{5} - 5\right), 0, \infty, 5\sqrt{5} - 10, 1, \frac{1}{4} \left(15 - 5\sqrt{5}\right), 4\sqrt{5} - 8 \right\}$$

If $R_1(R(\mu^5), R(\mu^2), R(1)) = (0, 1, \infty)$, then

$$R_1(R(S)) = \left\{ 2\sqrt{5} - 5, \infty, 5, 1, 45 - 20\sqrt{5}, 9 - 4\sqrt{5}, 0 \right\}$$

In particular, the generalized polylogarithm at $z$ is in CMZV$^{10}$, when

$$z = 2\sqrt{5} - 5, \frac{1}{\sqrt{5}}, 45 - 20\sqrt{5}, 9 - 4\sqrt{5}, \frac{1}{4} \left(15 - 5\sqrt{5}\right), 4\sqrt{5} - 8$$

We can generate more explicit values, whose iterated integral with these supports are CMZV. However, there aren’t too many of them:

**Proposition 4.12.** Let $S$ be any finite set of $\hat{\mathbb{C}}$, the number of possible $R$, with $R$ rational function, satisfying $(0, 1, \infty) \subset R(S)$ and $R^{-1}(R(S)) \subset S$ is finite.

**Proof.** We have $R^{-1}(0), R^{-1}(1), R^{-1}(\infty) \subset S$, in other words, the divisors of $R$ and $1 - R$ have supports contained in $S$, this is a Diophantine equation known as $S$-unit equation (over function field of genus zero curve), and it is known to have only finite many solutions, all of them have $\deg(R) \leq |S| - 2$ \cite{IL}.

4.2. **Explicit computations.** Examples given in previous sections are qualitative: they assert certain iterated integrals are in $Q$-span of CMZVs, but don’t give explicit representation. Goal of this subsection is to illustrate that every qualitative claim in previous section can be made concrete, meaning one write down an expression for values of iterated integrals in terms of CMZV, i.e., im terms of series

$$\sum_{s_1, \ldots, s_k \geq 1} \frac{a_1^{s_1} \cdots a_k^{s_k}}{n_1^{s_1} \cdots n_k^{s_k}}$$

with $a_i$ roots of unity. The ability to do this algorithmically has been integrated into the *Mathematica* package mentioned in Appendix. Here algorithmic details are deliberated eschewed, instead we just toy with simple examples to illustrate the techniques.

Before starting, it would be conducive to extend range of words that can be put into iterated integral, by allowing all words, we do this for integral over $[0, 1]$.

**Definition 4.13.** Let $a_1, \ldots, a_n \in \mathbb{C}$, let $\gamma$ be a slight perturbation of the usual path from 0 to 1 lying on upper-half plane. Then there exists $c, c_{ij} \in \mathbb{C}$ such that

$$\int_{\gamma_{[\alpha, \beta]}} \omega(a_1) \cdots \omega(a_n) = c + \sum_{n_1 \geq 1} c_{ij} \log^{n_1} \alpha \log^{n_2} (1 - \beta) + o(1) \quad \alpha \to 0^-, \beta \to 1^+$$

we define $\int_0^1 \omega(a_1) \cdots \omega(a_n)$ to be $c$. 

\[ \int_{\gamma_{[\alpha, \beta]}} \omega(a_1) \cdots \omega(a_n) = c + \sum_{n_1 \geq 1} c_{ij} \log^{n_1} \alpha \log^{n_2} (1 - \beta) + o(1) \quad \alpha \to 0^-, \beta \to 1^+ \]

we define $\int_0^1 \omega(a_1) \cdots \omega(a_n)$ to be $c$. 

\[ \int_{\gamma_{[\alpha, \beta]}} \omega(a_1) \cdots \omega(a_n) = c + \sum_{n_1 \geq 1} c_{ij} \log^{n_1} \alpha \log^{n_2} (1 - \beta) + o(1) \quad \alpha \to 0^-, \beta \to 1^+ \]
Existence of such asymptotic expansion follows from 2.3. For convergent integral (i.e. \( a_1 \neq 1, a_0 \neq 0 \)), above value coincide with the familiar value. For \( X = \{ \omega(a_1), \ldots, \omega(a_n) \} \), define

\[
I_{[0,1]}(X) := \sum_{\omega \in X} \left( \int_0^1 \omega \right)
\]
this is a group-like element of \( \mathbb{C}(X) \).

Example 4.14. We prove previously that iterated integrals with this support are of level 5 \([4.5]\), there we used the Mobius transformation \( R \) which maps \( R((\mu, 1, \mu^2)) \) to \((0, 1, \infty)\). Now let \( X = \{ \omega(0), \omega(1), \omega(\mu), \ldots, \omega(\mu^4) \} \), \( S = \{ 0, \infty, 1, \ldots, \mu^4 \} \). Explicitly, \( R(z) = ((1 + \mu)(\mu - z))/((\mu^2 - z)) \).

\[
\int_0^1 \omega(a_1) \cdots \omega(a_n) = \int_{R^{-1}(\alpha, \beta)} (R^* \omega(a_1)) \cdots (R^* \omega(a_n))
\]
The support of integrand on RHS are \( \{ 0, 1, \mu, \mu^2, \beta^2, \mu^4 \} \). When \( \alpha \) close to 0, \( \beta \) close to 1, the limit of integration are close to \( \mu \) and 1, the path \( R^{-1}(\alpha, \beta) \) is a circular arc end points approaching \( \mu \) to 1, which is in turn homotopic to:

1. a straight line from \( \mu \) to 0 with argument \( 2\pi/5 \)
2. then a small circular arc around origin that changes argument from \( 2\pi/5 \) to 0
3. finally straight line from 0 to 1

Let \( L = e^{A\omega(1)}I_{[0,1]}(X)e^{B\omega(0)}g(I_{[0,1]}(X))^{-1}e^{C\omega(\mu)} \) for some to-be-determined constants \( A, B, C \in \mathbb{C} \).

Then we have

\[
\int_0^1 \omega(a_1) \cdots \omega(a_n) = L[R^* \omega(a_1) \cdots R^* \omega(a_n)] \quad a_i \in R(S)
\]
where \( g \) is the homomorphism defined by \( g(\omega(a)) = \omega(a \mu^{-1}) \). Here one can treat \( g(I_{[0,1]}(X)) \) as the element in \( \mathbb{C}(X) \) for iterated integrals from 0 to \( \mu \), its inverse is that of the reverse direction: from \( \mu \) to 0; the exponential term \( e^{B\omega(0)} \) of \( L \) at middle comes the fact that \( \omega(0) \in X \); the term \( I_{[0,1]}(X) \) corresponds to path from 0 to 1; the two exponential \( e^{A\omega(1)}, e^{C\omega(\mu)} \) are used to make the group-like element coincide with the definition set forth in above definition, if \( \int_0^1 \omega(a_1) \cdots \omega(a_n) \) is convergent, then values of \( A, C \) are of no relevance.

Now we need to determine values of \( A, B, C \), this can be done by comparing linear terms. We have

\[
\int_0^1 \omega(R(0)) = L[R^* \omega(R(0))]
\]

\[
= L[\omega(0)] - L[\omega(\mu^2)]
\]

\[
= B - I_{[0,1]}[\omega(\mu^2)] - g(I_{[0,1]})^{-1}[\omega(\mu^2)]
\]

\[
= B - \int_0^1 \omega(\mu^2) + \int_0^1 \omega(\mu)
\]
so

\[
B = \int_0^1 (\omega(R(0)) + \omega(\mu^2) - \omega(\mu))
\]
which can be shown to be \(-2\pi i/5\), it can also be seen directly since the change of argument on small circular arc is \(-2\pi/5\).
As for $C$, we have

$$\begin{align*}
0 &= \int_0^1 \omega(0) = L[R^*\omega(0)] \\
&= L[\omega(\mu) - \omega(\mu^2)] \\
&= C + \tilde{I}_{0,1}[\omega(\mu) - \omega(\mu^2)] - g(\tilde{I}_{0,1})^{-1}[\omega(\mu) - \omega(\mu^2)] \\
&= C + \int_0^1 2\omega(\mu) - \omega(\mu^2)
\end{align*}$$

so

$$\begin{align*}
C &= -\int_0^1 (2\omega(\mu) - \omega(\mu^2)) = \frac{3\log(\phi)}{2} - \frac{i\pi}{2} - \frac{\log(5)}{4}
\end{align*}$$

similar one can find the value of $B$.

**Example 4.15.** Continuing the above example, we find the value of $\int_0^1 \omega(0)\omega(1)\omega(\alpha)$ with $\alpha = (\sqrt{5} + 1)/2$. Let $L$ as in previous example, we have

$$\begin{align*}
\int_0^1 \omega(0)\omega(1)\omega(\alpha) &= L[R^*(\omega(0))R^*(\omega(1))R^*(\omega(\alpha))] \\
&= L[(\omega(\mu) - \omega(\mu^2))(\omega(1) - \omega(\mu^2))(\omega(\mu^4) - \omega(\mu^2))]
\end{align*}$$

now we split it into 8 terms, so we need to find each $L[\omega(a_1)\omega(a_2)\omega(a_3)]$. Since each coefficient of $L$ are effectively computable as CMZV, so is our original iterated integral. The computation is quite involved, and not quite do-able by hand.

## 5. Q-relations between CMZVs

As an application to the theory developed above, we will find, for levels $N$ and weights $w$ indicated in 5.2, all $Q$-linear relations among CMZV$_w$, presupposing certain conjectures (see next section).

In the paper [21], a list of known relations between CMZVs are summarized, most important of them are shuffle, stuffle and distribution. We won’t describe them here, but concentrate on finding the so-called non-standard relation that is largely unknown.

Such relations exists when $N$ has at least two prime factors, or $N = 2^k, k \geq 2$ or $N = 3^k, k \geq 2$. Except for $N = 4$ where octahedral symmetry is used [22], it is not clear how to find them.

For given $N,n$, let

$$\overline{\text{CMZV}}_N^n = \sum_{1 \leq k < n} \text{CMZV}_k^N \text{CMZV}_{n-k}^N$$

it is actually more elegant to write certain relations modulo $\overline{\text{CMZV}}_N^n$, with an algorithmically computable part in $\overline{\text{CMZV}}_N^n$.

We introduce new notations for differential forms, which are customary in the subject:

$$\begin{align*}
x_0 &= \frac{dx}{x} = \omega(0), x_1 = \frac{dx}{1-x} \\
a &= \frac{dx}{x}, \quad b_i = \frac{dx}{\mu^i - x}, \quad \mu = e^{2\pi i/N}
\end{align*}$$
5.1. Nonstandard relations: unital functions. There are two sources of new relations. For the first one, we require the following notion, let \( S = \{0, \infty, 1, \mu, \ldots, \mu^{N-1}\} \).

Definition 5.1. A rational function \( \hat{C} \to \hat{C} \) is called \( N \)-unital if \( R^{-1}(0), R^{-1}(1), R^{-1}(\infty) \subset S \).

The number of \( N \)-unital functions are finite, and they all have \( \text{deg} \leq N \). (7, 16). Therefore we can in principal find all unital functions for given \( N \), we assume this has been done.

Assume we have \( N \)-unital functions: \( R_1, \ldots, R_n \), with \( R_i(1) = R_{i+1}(0) \), consider

\[
\text{PATH}_R := \sum_{\omega \in \{x_0, x_1\}^*} \left( \int \omega \right) \omega
\]

here the path of integration are the composite path \( R_1, R_2, \ldots, R_n \), then \( \text{PATH}_R = I_{R_1} \cdots I_{R_n} \) where

\[
I_{R_i} := \sum_{\omega \in \{x_0, x_1\}^*} \left( \int_0^1 R_i^* \omega \right)
\]

the above assume all ends points of \( R_i \) are distinct from \( 0, 1, \infty \), if some are equal to these, then one has to insert \( e^{A \omega} \), or \( e^{x_{\omega}} \) or \( e^{A(x_{\omega}-1)} \) respectively between \( I_{R_i}, I_{R_{i+1}} \), such that \( R_i(1) = R_{i+1}(0) \in \{0, 1, \infty\} \); and \( I_{R_i}, I_{R_{i+1}} \) becomes certain regularization (group-like lift) of original integral, with \( A \) depends these choices of regularizations. Under the hypothesis \( R_i \) are \( N \)-unital, coefficients of \( \text{PATH}_R \) are in \( \text{CMZV}^N \).

If we have another chain of \( N \)-unital functions, \( T_1, \ldots, T_r \), with \( T_i(1) = T_{i+1}(0) \), then we can construct as above \( \text{PATH}_T \). If \( T_i(0) = R_i(0) \), \( T_i(1) = R_i(1) \), then the composite path determined by \( R \) and \( T \) differ by a loop, so by (5,9) we have

\[
\int_0^1 R_i^* \omega + \cdots + R_i^* \omega \\
\equiv \int_0^1 T_1^* \omega + \cdots + T_r^* \omega \quad (\text{mod } \text{CMZV}^N)
\]

for a homogenous degree \( n \) \( \omega \).

Example 5.2. Let \( N = 6, \mu = e^{2\pi i/6} \),

\[
R_i = \frac{(1 - i\sqrt{3})x}{2(x - \mu^2)^2} \quad T_i = \frac{x^2}{1 + x + x^2}
\]

then \( R_i, T_i \) are 6-unital, and both starts at 0 and ends at 1/3.

with

\[
R_i^* x_0 = a + 2b_4 & \quad R_i^* x_1 = b_3 - 2b_4 + b_5 \\
T_i^* x_1 = 2a + b_4 + b_4 & \quad R_i^* x_1 = -b_2 + b_3 - b_4
\]

therefore \( \int_0^1 R_i^* \omega = \int_0^1 T_i^* \omega \) if \( \omega \) does not ends in \( x_0 \), for example, letting \( \omega = x_0 x_0 x_1 \) yields the relation \( \int_0^1 u = 0 \) with

\begin{align*}
\omega = 4a_2b_2 - 3a_2b_3 & + 2a_2b_4 + a_2b_5 + 2a_2b_6 - 2a_2b_7 + 2a_2b_8 + 2a_2b_9 - 2a_2b_{10} + 2a_2b_{11} + 2a_2b_{12} - 2a_2b_{13} \\
& + 2a_2b_{14} + 2a_2b_{15} - 2a_2b_{16} + 2a_2b_{17} + 2a_2b_{18} - 2a_2b_{19} + 2a_2b_{20} - 2a_2b_{21} + 2a_2b_{22} - 2a_2b_{23} \\& + 2a_2b_{24} - 2a_2b_{25} + b_2b_3b_4 + b_2b_3b_5 + b_2b_3b_6 + b_2b_3b_7 - 7b_2b_4b_5 + 4b_2b_4b_6
\end{align*}
using (2.3) one then obtains a relation of level 6 weight 3 CMZV, which cannot be generated by standard relations.

Putting $\omega$ to be other words generates other independent relations. For weight 3, this can give 3 independent non-standard relations.

Although this method gives nonstandard relation, each two chains $R_1, \cdots, R_n$ and $T_1, \cdots, T_n$ gives only a few new relations (this number increases with weight). Fortunately, we have plenty of unital functions, so above scenario abounds.

Example 5.3. Let $N = 6, \mu = e^{2\pi i/6}$. Let

$$R_1 = \frac{1 - \mu^2 x}{1 + x}$$

$$T_1 = \frac{2(x - \mu^2)(x - \mu^3)}{(1 + i\sqrt{3})(x + 1)}$$

with

$$R_1^*(x_0, x_1) = (b_3 - b_2, -a - b_3)$$

$$T_1^*(x_0, x_1) = (-b_1 + b_3 - b_4, -a - b_3 + b_5)$$

therefore

$$\int_0^1 R_1^* \omega = \int_0^1 T_1^* \omega$$

if $\omega$ does not ends in $x_1$. Let $\omega$ to be some weight $n$ words will yield new nonstandard relation, independent to the one from previous examples.

Example 5.4. Let $N = 8, \mu = e^{2\pi i/8}$. Let $R_1, R_2, T_1, T_2$ be such that

$$R_1^*(x_0, x_1) = (-a - b_6, a + b_5)$$

$$R_2^*(x_0, x_1) = (b_2 + b_3 - 2b_5, -b_2 - b_3 + b_4 + b_7)$$

$$T_2^*(x_0, x_1) = (-a - b_6, a + b_7)$$

$$T_1^*(x_0, x_1) = (-b_5 + b_6, b_4 - b_6)$$

then $R_1(0) = T_1(0) = \infty$ and $R_2(1) = T_2(1) \neq 0$ or 1, so

---

3The rational function $R$ can be uniquely determined from $R^* x_0$ and $R^* x_1$, although not every such $R$, if given $R^* x_0$ and $R^* x_1$, will be $N$-unital.
We have

\[ I_{R_2} I_{R_1} e^{A(x_0 - x_1)} = I_{T_2} I_{T_1} \]

for some constant \( A \), where

\[ I_R := \sum_{\omega \in \{x_0, x_1\}} \left( \int_0^1 R^* \omega \right) \omega \]

if an integral at a coefficient does not converge, it has to be calculated according to (2.5). Comparing linear terms, it can be shown that \( A = -3\pi i/4 \). Then for any homogeneous word in \( x_0, x_1 \), comparing its coefficient on both sides of (5.1) will give relations between level 8 CMZVs.

For a given weight and level, one can continue to produce until Deligne’s bound has been reached. Generally, one must use many choices of \( R_1, \cdots, R_n \) and \( T_1, \cdots, T_n \), the two level 6 examples given above are far from enough.

Deligne’s bound can be reached with above method for the following nonstand levels and weights

- Level 6, weight \( \leq 5 \)
- Level 8, weight \( \leq 4 \)
- Level 10, weight \( \leq 3 \)
- Level 12, weight \( \leq 3 \)

The above method has been tried on level 10 and weight 4, and produces around 70 nonstandard relations, albeit still 2 relations away from Deligne’s bound.

Also tried is level 9 weight 3, where 3 nonstandard relations should be there, the above method cannot produce new relation at all in this case.

5.2. Selected basis of \( \text{CMZV}_N^w \). Let \( d(w, N) \) be the dimension of \( \text{CMZV}_N^w \), a deep result due to Deligne and Goncharov [12] provides an upper bound of \( d(w, N) \):

**Theorem 5.5.** Let \( D(w, N) \) be defined by

\[
1 + \sum_{w=1}^{\infty} D(w, N)t^w = \begin{cases} 
(1 - t^2 - t^3)^{-1} & \text{if } N = 1 \\
(1 - t - t^2)^{-1} & \text{if } N = 2 \\
(1 - at + bt^2)^{-1} & \text{if } N \geq 3
\end{cases}
\]

where \( a = \varphi(N)/2 + \nu(N), b = \nu(N) - 1 \). Here \( \nu(N) \) denote number of distinct prime factors of \( N \) and \( \varphi \) is the Euler totient function. Then \( d(w, N) \leq D(w, N) \).

The above upper bound are conjectured to be tight except when \( N \) is a prime power \( p^n, n \geq 1, p \geq 5 \) (for \( N = 1, 2, 3, 4, 8 \), a motivic basis of the same dimension is exhibited in [11], for other such \( N \), this has been conjectured in [21], although this case is less substantiated). When \( N = p^n, n \geq 1, p \geq 5 \), the bound is known to be not tight, nonetheless all \( \mathbb{Q} \)-relations of CMZVs arise conjecturally via known relations (shuffle, stuffle and distribution relations) [21].

In order to do explicit computations, we need an explicit basis for low weight and lower level CMZVs. For each level \( N \) and weight \( w \), we will choose \textit{ad hoc} a set finite \( B_{N,w} \).

The \( B_{N,w} \) will satisfy the following:

- \( \mathbb{Q} \)-span of \( B_{N,w} \) is \( \text{CMZV}_N^w \).
- For \( w_1 + w_2 = w \), if \( a \in B_{N,w_1}, b \in B_{N,w_2} \), then there exists \( r \in \mathbb{Q}^* \) such that \( abr \in B_{N,w} \)
- If \( M \mid N \), then \( B_{M,w} \subset B_{N,w} \)
moreover, $B_{N,w}$ is, conditioned on the truth of aforementioned conjectures, a $\mathbb{Q}$-basis of $\text{CMZV}_w^N$.

For example,

$B_{2,1} = \{ \log 2 \} \quad B_{2,2} = \{ \pi^2, \log^2(2) \} \quad B_{2,3} = \{ \zeta(3), \pi^2 \log(2), \log^3(2) \}$

$B_{3,1} = \{ i\pi, \log 3 \} \quad B_{3,2} = \{ i\sqrt{3}L_{3,2}(2), \pi^2, i\pi \log(3), \log^2(3) \}$

$B_{4,3} = \{ \zeta(3), i\mathfrak{I}_3 \left( \frac{1}{2} + \frac{i}{2\sqrt{3}} \right), \sqrt{3}L_{3,2}(2), \sqrt{3}L_{3,2}(2) \log(3), i\pi^3, \pi^2 \log(3), i\pi \log^2(3), \log^3(3) \}$

here $L_{3,2}(s)$ is the primitive Dirichlet-L function of modulus 3. For instances, the following level 2 CMZVs,

$\text{Li}_{1,1,1}(-1, -1, 1) = -\frac{7\zeta(3)}{8} - \frac{1}{6} \log^3(2) + \frac{1}{12} \pi^2 \log(2)$

$\text{Li}_{2,1,1}(1, 1, -1) = -\text{Li}_3 \left( \frac{1}{2} \right) - \frac{7}{8} \zeta(3) \log(2) + \frac{\pi^4}{80} - \frac{1}{24} \log^4(2) - \frac{1}{12} \pi^2 \log^2(2)$

one sees that RHS are indeed $\mathbb{Q}$-combination of the prescribed elements. For a level 3 example, $\mu = e^{2\pi i/3}$,

$\text{Li}_{1,1,1}(\mu^2, \mu, \mu) = \frac{\pi L_{3,2}(2)}{2\sqrt{3}} + i\sqrt{3} \frac{L_{3,2}(2) \log(3)}{4} - \frac{2\zeta(3)}{3} - \frac{5i\pi^3}{432} - \frac{1}{48} \log^3(3) - \frac{1}{48} i\pi \log^2(3) + \frac{5}{144} \pi^2 \log(3)$

For the following value of $(N, w)$, the author has

- An explicit representation of $B_{N,w}$
- Expression of each CMZV of level $N$ and weight $w$ as a rational combination of elements in $B_{N,w}$.

These $(N, w)$ are:

- $w \leq 14$ for level 1
- $w \leq 8$ for level 2
- $w \leq 5$ for level 3
- $w \leq 6$ for level 4
- $w \leq 4$ for level 5
- $w \leq 5$ for level 6
- $w \leq 4$ for level 8
- $w \leq 3$ for level 7, 10, 12

The result of level 1 and 2 are already covered in MZVDataMine [2], though different basis are chosen there.

Most of $B_{N,w}$ is too long to display here, interested reader should consult the appendix, $B_{N,w}$ are stored in a Mathematica package introduced therein.

5.3. MZV$_n^S$ for general $S$. The section advocates author’s opinion that CMZVs is nothing special among MZV$_S^S$ for general $S$.

The theory developed in previous section are valid for any finite set $S$. The case of CMZV specializes to $S = \{0, \infty, 1, \mu, \ldots, \mu^{N-1}\}$; and we saw in 4.11 that the symmetry $G$ plays an important role, and $G$ has only a few possibilities.

There are some other configuration of $S$ which are highly symmetric:
It would be natural to ask about

- dim\(\mathbb{Q}\) \(\text{MZV}_n^S\) for each of \(S\) above
- How to find all \(\mathbb{Q}\)-relations between \(\text{MZV}_n^S\).

For all of the cases listed above, assume \(\{0, 1, \infty\} \in S\), then \(\text{MZV}_n^S = V_n \otimes \mathbb{Q} \text{MZV}_1^S\), with \(V_n\) span of \(\int_0^1 \omega(a_1) \cdots \omega(a_n)\) over all \(a \in S, a_n \neq 0, a_1 \neq 1\), this follows from \(3.6\).

The shuffle relation generalizes verbatim to \(\text{MZV}_n^S\). On the other hand, the parallel of shuffle relation is not immediate; in fact, in case of general \(S\), for each cyclic subgroup of \(G\), up to conjugation, there is a version of shuffle algebra, form which shuffle relations can be deduced. The usual shuffle algebra of CMZV corresponding to the cyclic subgroup \(\{1, \mu, \cdots, \mu^{N-1}\}\) of \(G\), with \(G\) being dihedral of order \(2N\). More about this might appear in a later article.

6. Other applications

6.1. Special values of multiple polylogarithm. One of the most immediate consequence of our developed materials are the ability to convert multiple polylogarithm into CMZVs.

Let \(N \geq 3\) be positive integer, \(S = \{0, \infty, 1, \cdots, \mu^{N-1}\}\), the following result follows easily from results in 3.8

**Proposition 6.1.** Let \(R\) be a rational function with \(R^{-1}(R(S)) \subset S\), then for any finite \(z \in R(S)\),

\[
\text{Li}_{s_1, \cdots, s_n}(z) \in \text{CMZV}^N_{s_1 + \cdots + s_n}
\]

there we used example with \(\deg R = 1\) or \(2\), from which we can already generate multitude of different \(z\), this number grows polynomially in \(N\). A sample of such \(z\)’s:

| Level | \(z\) |
|-------|--------|
| 4     | \(\frac{1}{2}(1 - \sqrt{5}), \frac{1}{2}(\sqrt{5} - 1), \frac{1}{2}(3 - \sqrt{5}), \frac{1}{2}(2 - \mu + \mu^2 - 2\mu^3)\) |
| 5     | \(\frac{1}{2}, \frac{3}{2}, -\frac{1}{2}, -\frac{2}{3}, \frac{1}{3}, \frac{2}{3}, -\frac{1}{6}, \frac{1}{6}, (3 + i\sqrt{3}), -\frac{1}{\sqrt{3}}, \frac{1}{2}(1 - i\sqrt{3})\) |
| 6     | \(\frac{1}{2} \csc \left(\frac{\pi}{12}\right), \frac{1}{2} \csc^2 \left(\frac{\pi}{12}\right), \sin^2 \left(\frac{\pi}{4}\right) \sec^2 \left(\frac{\pi}{12}\right), \sin \left(\frac{\pi}{4}\right) \sec \left(\frac{\pi}{12}\right)\) |
| 7     | \(\frac{1}{2}(2 - \sqrt{2}), \frac{1}{2}(2 + \sqrt{2}), 3 - 2\sqrt{2}, -\frac{1}{\sqrt{2}}, \frac{1}{8}(4 - 3\sqrt{2}), 12\sqrt{2} - 16, (1 - \sqrt{2})\) |
| 8     | \(\frac{1}{2}, \sqrt{5} - 2, \frac{1}{2}(\sqrt{5} + 1), 9 - 4\sqrt{5}, \frac{2}{\sqrt{2}}, 5\sqrt{5} + 11, 20\sqrt{5} - 44, \frac{1}{18}(5 - 5\sqrt{5}), \frac{1}{8}(9 - 4\sqrt{5})\) |
| 10    | \(\frac{1}{2}, \sqrt{3} - 1, -\sqrt{3}, 21 - 12\sqrt{3}, \frac{7}{8}(3 - 3\sqrt{3}), \frac{1}{24}(12 - 7\sqrt{3}), \frac{1}{18}(9 - 5\sqrt{3}), 27 - 15\sqrt{3}, 97 - 56\sqrt{3}\) |

Table 1. Some selected \(z\)’s for which \(\text{Li}(z) \in \text{CMZV}^N\)
Since all putative $\mathbb{Q}$-relations of CMZVs are known, we can check in principal every purported equality where both sides are CMZVs.

**Example 6.2.** The following three "closed-form" evaluation of dilogarithm and trilogarithm:

$$Li_2\left(\frac{1}{2} (\sqrt{5} - 1)\right) = \frac{\pi^2}{10} - \log^2(\phi) \quad Li_2\left(\frac{1}{2} (3 - \sqrt{5})\right) = \frac{\pi^2}{15} - \log^2(\phi)$$

$$Li_3\left(\frac{1}{2} (3 - \sqrt{5})\right) = \frac{4\zeta(3)}{5} + \frac{2 \log^3(\phi)}{3} - \frac{2}{15} \pi^2 \log(\phi)$$

are now easily checked since both sides are CMZV of level $5$.

**Example 6.3.** We also have multiple polylogarithm analogue, $\rho = (\sqrt{5} - 1)/2$:

$$Li_{1,1,1}(\rho, 1, 1, 1, \rho) = 2Li_3(\rho) \log(\phi) - \frac{1}{4} Li_2(\rho^2) + 2Li_4(\rho) - \frac{2}{5} \zeta(3) \log(\phi) + \frac{5 \log^4(\phi)}{8} + \frac{7}{60} \pi^2 \log^2(\phi) - \frac{7\pi^4}{360}$$

$$Li_{2,2}(\rho^2) = \sum_{n=1}^{\infty} \frac{1}{n^2 2^n} \sum_{m=1}^{n-1} \frac{2m}{m^2} = -3Li_4\left(\frac{1}{2}\right) + \frac{7\pi^4}{288} - \frac{1}{8} \log^4(2) - \frac{1}{8} \pi^2 \log^2(2)$$

**Example 6.4.** The following three dilogarithm ladders due to Coxeter [10] are classical:

$$Li_2(\rho^9) = 4Li_2(\rho^3) + 3Li_2(\rho^2) + 6Li_2(\rho) + \frac{7\pi^2}{30}$$

$$Li_2(\rho^{12}) = 2Li_2(\rho^6) + 3Li_2(\rho^4) + 4Li_2(\rho^3) - 6Li_2(\rho^2) + \frac{\pi^2}{10}$$

$$Li_2(\rho^{20}) = 2Li_2(\rho^{10}) + 15Li_2(\rho^4) + 10Li_2(\rho^2) - \frac{\pi^2}{5}$$

with $\rho = (\sqrt{5} - 1)/2$. The first one has both sides level 10 CMZV, so is now routinely verified. The latter two are more elusive, see remark at the end of this subsection. We also have the following ladders, where both sides are CMZVs of level 10.

$$Li_3(\rho^9) - 8Li_3(\rho^3) - 6Li_3(\rho) = \frac{3\zeta(3)}{5} - 4 \log^3(\phi) + \frac{2}{5} \pi^2 \log(\phi)$$

$$36Li_4(\rho) - \frac{9Li_4(\rho^2)}{4} - 16Li_4(\rho^3) + Li_4(\rho^6) = \frac{27 \log^4(\phi)}{4} - \frac{3}{2} \pi^2 \log^2(\phi) + \frac{2\pi^4}{9}$$

above two identities have been proved in page 44 of [15], via a completely different approach.

**Example 6.5.** The following dilogarithm identity is discovered by Watson in 1937 [20]:

$$Li_2(\alpha) - Li_2(\alpha^2) = \frac{\pi^2}{42} + \log^2\alpha \quad \alpha = \frac{1}{2} \sec\frac{2\pi}{7}$$

this is can also be done with our approach since both sides have level 7.

**Example 6.6.** The following entries are recorded in Ramanujan’s notebooks:

$$Li_2\left(\frac{1}{3}\right) = \frac{1}{6} Li_2\left(\frac{1}{9}\right) = \frac{\pi^2}{18} - \frac{\log^2 3}{6} \quad Li_2\left(-\frac{1}{2}\right) + \frac{1}{6} Li_2\left(\frac{1}{9}\right) = \frac{\pi^2}{18} + 2 \log 3 \log 2 - \frac{\log^2 2}{2} - \frac{\log^2 3}{3}$$

on which our techniques can be applied since all quantities are in $\text{CMZV}_5^d$.

**Conjecture 6.7.** For positive integer $n \geq 1$, we have

$$Li_n\left(\frac{1+i}{2}\right) + Li_n\left(\frac{1-i}{2}\right) \in \text{CMZV}_n^d$$

This has been verified for $n \leq 6$, even these cases are only solved after mindlessly solving for all level 4 weight $n$ CMZVs, whose number grows exponentially. Numerical evidence exists for $n = 7$. 
**Conjecture 6.8.** For positive integer $n \geq 1$, $\rho = (\sqrt{5} - 1)/2$, we have

$$\text{Li}_n(\rho^3) - \text{Li}_n(-\rho^3) \in \text{CMZV}^6_n$$

Note that both terms $\text{Li}_n(\pm \rho^3)$ are in $\text{CMZV}^{10}_n$. So this statement has the same spirit as above, where sums of higher level CMZV reduce to a lower order one. This has been verified for $n \leq 4$. Both conjectures fail if one replace $\text{Li}_n$ into its generalized counterpart $\text{Li}_{i_1, \ldots, i_n}$.

**Example 6.9.** The following ladders involving powers of $-1/2$, are amendable to our approach they're level of 6 of weight 4 and 5 respectively:

$$\text{Li}_4\left(\frac{-1}{8}\right) = -12 \text{Li}_4\left(\frac{1}{2}\right) + \frac{27 \zeta}{4} + \frac{\pi^4}{18} + \frac{5 \log^4(2)}{8} - \frac{1}{4} \pi^2 \log^2(2)$$

$$\text{Li}_5\left(\frac{-1}{8}\right) = -36 \text{Li}_5\left(\frac{1}{2}\right) + \frac{81 \zeta}{8} + \frac{403 \zeta(5)}{16} - \frac{1}{8} \log^5(2) - \frac{1}{4} \pi^2 \log^3(2) - \frac{1}{6} \pi^4 \log(2)$$

The corresponding generalization for weight 6 has been conjectured in [8],

$$(6.1) \quad \zeta(5, \bar{1}) = \frac{36 \text{Li}_6\left(\frac{1}{2}\right)}{13} - \frac{81 \text{Li}_6\left(\frac{1}{2}\right)}{208} + \frac{\text{Li}_6\left(\frac{1}{2}\right)}{39}$$

$$+ \frac{3 \zeta(3)^2}{8} + \frac{31 \zeta(5) \log(2)}{16} - \frac{1787 \pi^6}{589680} - \frac{1}{208} \log^6(2) + \frac{1}{208} \pi^2 \log^4(2) - \frac{1}{156} \pi^4 \log^2(2)$$

here $\zeta(5, \bar{1}) = \sum_{i,j} \frac{(\zeta(1))^{i}}{\zeta(i,j)} \in \text{CMZV}^2_6$. The only part that is conjectural in above expression is the coefficient of $\pi^6$. Had CMZVs of weight 6 level 6 been solved, the identity could be checked mechanically just like those above, however, enormous amount of computation would be necessary.

Numerically, an extension of above for weight 7 also exists, one could also formulates a parallel to conjecture 6.7 in this case.

The conjectural cases for weight 7 in this example, together with conjecture 6.7 would imply a order 7 ladder in [6].

For level $N$ CMZV, the possible $z$’s in (6.1) all satisfy the following: both $z$ and $1 - z$ are of the form

$$\mu \prod_j (1 - \mu^{a_j})^{b_j}$$

for integers $i, a_i, b_i$, which can be readily seen by looking at $\text{Li}_1(z) = -\log(1 - z)$ and $\text{Li}_1(1 - z) = -\log z$.

In particular, for such $z$, both $z$ and $1 - z$ are $S$-units in cyclotomic field $\mathbb{Q}(e^{2\pi i/N})$, with a $S$ set of prime ideals lying over prime divisors of $N$. These are solutions to the $S$-unit equation, which there are only finitely many solutions [19], and when $N$ is small, these two sets seem to coincide. When $N = 10$, there exists an $S$-unit which seems not to be deducible from (6.1) the 12-th power of $(\sqrt{5} - 1)/2$, it is such $S$-unit because field norm of $1 - \rho^{12}$ is $-2^6 5$.

**Problem 6.10.** Let $\rho = (\sqrt{5} - 1)/2$, is the following true?

$$\text{Li}_{i_1, \ldots, i_n}(\rho^{12}), \text{Li}_{i_1, \ldots, i_n}(-\rho^{6}) \in \text{CMZV}^{10}_{i_1, \ldots, i_n}$$

\(^4\)not to be confused with the previous common notation that $S$ is a finite subset of $\hat{\mathbb{C}}$
This is true for weight 2 by virtue of [6,4] and has been checked numerically for weight 3.

If the previous is true, then Coxeter’s second ladder is also simply a level 10 CMZV’s relation. The third one is more mysterious, nonetheless \( \text{Li}(\rho^{20}) \) and \( \text{Li}(\rho^{10}) \) are probably contained in \( \text{MZV}^S \) for some icosahedron-related \( S \), as mentioned in [5,3].

6.2. Values of infinite series. Here we convert some series into iterated integral, and then CMZVs.

More examples and techniques will be treated in an upcoming paper of the author.

Note that
\[
\int_0^1 x^{n-1}(1-x)^n = \frac{1}{n(n+1)}
\]

**Theorem 6.11.** For \( n \geq 2 \), let \( c \) with \( |c| \leq 4 \), \( \alpha \) be a root of \( cx(1-x) = 1 \). Then
\[
\sum_{k=1}^{\infty} \frac{c^k}{k^n(2k)^k} \in \text{MZV}^{(0,1,\infty,\alpha)}_n
\]

**Proof.** Here \( |c| \leq 4 \) is used to ensure the convergence of the infinite sum. By using power series \( \text{Li}_{n-1}(x) = \sum_{k=1}^{\infty} x^k/k^{n-1} \), and integrate termwise, we have
\[
\int_0^1 \frac{\text{Li}_{n-1}(cx(1-x))}{x} \, dx = \sum_{k=1}^{\infty} \frac{c^k}{k^n(2k)^k}
\]

Now the
\[
\text{Li}_{n-1}(cx(1-x)) = -\int_{R[0,1]} \omega(0)^n \omega(1)
\]
here \([0,1]\) denotes the path \([0,1] \to [0,1], x \mapsto x\), and \( R(x) = cx(1-x) \). The above equals
\[
-\int_0^1 R^\ast \omega(0)^n - R^\ast \omega(1)
\]
now \( R^\ast \omega(0) = \omega(R^{-1}(0)) - \omega(R^{-1}(\infty)) = \omega(0) + \omega(1) \) and similarly \( R^\ast \omega(1) = \omega(\alpha) + \omega(1-\alpha) \).

Therefore the series equals
\[
-\int_0^1 \omega(0)(\omega(0) + \omega(1))^{n-2}(\omega(\alpha) + \omega(1-\alpha))
\]
it can be written as two iterated integral, one with support \( \{0,1,\alpha\} \) and another with support \( \{0,1,1-\alpha\} \), and by [3,2] \( \text{MZV}^{(0,1,\infty,1-\alpha)} = \text{MZV}^{(0,1,\infty,\alpha)} \).

The method of above proof can be generalized naturally to the series that is "twisted" by harmonic number. Recall the notation
\[
H_{n_1,\ldots,n_k}(n) = \sum_{n_{n_1}\geq 1}^{n_{n_2}\geq 1} \frac{1}{n_1^{n_1} \cdots n_k^{n_k}}
\]

**Theorem 6.12.** For \( n \geq 2 \), let \( c \) with \( |c| \leq 4 \), \( \alpha \) be a root of \( cx(1-x) = 1 \). Then
\[
\sum_{k=1}^{\infty} \frac{c^k H_{n_1,\ldots,n_k}(k)}{k^n(2k)^k} \in \text{MZV}^{(0,1,\infty,\alpha,1-\alpha)}_{n+s_1+\cdots+s_r}
\]

**Proof.** Here \( |c| \leq 4 \) is used to ensure the convergence of the infinite sum. By using power series \( \text{Li}_{n-1,s_1,\ldots,s_r}(x) = \sum_{k=1}^{\infty} H_{n_1,\ldots,n_k}(n)/k^{n-1} \), the infinite sum equals
\[
\int_0^1 \frac{\text{Li}_{n-1,s_1,\ldots,s_r}(cx(1-x))}{x} \, dx = (-1)^{r+1} \int_0^1 \omega(0)^n \omega(1)^{n-2} \omega(\alpha)^{n-1} \omega(1-\alpha)^{-1}
\]
with \( \omega_0 = \omega(0) + \omega(1), \omega_1 = \omega(\alpha) + \omega(1-\alpha) \).
Example 6.13. One of the most famous special cases of above should be the Apéry series
\[ \sum_{n=1}^{\infty} \frac{(-1)^n}{n^4} = \frac{2\zeta(3)}{5} \]
We give yet another proof here. It corresponds to the case \( c = -1, \alpha = (1 - \sqrt{3})/2 \), so by 4.5 this is a level 5 CMZV. Since we can expressed CMZVs of level 5 and weight 3 in term of a (putative) \( \mathbb{Q} \)-basis, and this basis contains \( \zeta(3) \). We expect to get the value of \(-\frac{1}{3}(2\zeta(3))\) after: 1. express the iterated integral of \( \omega(0)(\omega(1) + \omega(0))(\omega(\alpha) + \omega(1 - \alpha)) \) into level 5 CMZVs, 2. substitute various CMZVs occured as \( \mathbb{Q} \)-combination of basis element, the result should be simply \(-\frac{2\zeta(3)}{5}\). Both steps are effective do-able as illustrated in 4.2. So the above series is considered established.

Example 6.14. An equally famous example is
\[ \sum_{n=1}^{\infty} \frac{1}{n^4} = \frac{17\pi^4}{3240} \]
A mechanical proof can again be given. It corresponds to the case \( c = 1, \alpha = e^{2\pi i/6} \), so by 4.6 this is a level 6 CMZV. Since we can expressed CMZVs of level 6 and weight 4 in term of a (putative) \( \mathbb{Q} \)-basis, and this basis contains \( \pi^4 \). We expect to get the expected result after performing same operation as in previous example.

The above examples are considered well-known, mainly because they have simple results. However, our approach treat all these sums on an equal footing regardless of complexity of the result.

Example 6.15.

| \( (c, n) \)       | \( \sum_{k=1}^{\infty} c^k/k^n \) |
|-------------------|----------------------------------|
| \( (4, 3) \)      | \( \pi^2 \log(2) - \frac{7\zeta(3)}{2} \) |
| \( (4, 4) \)      | \(-8\text{Li}_4\left(\frac{1}{2}\right) - \frac{19\pi^4}{360} + \frac{\log^2(2)}{3} + \frac{2\pi^2 \log^2(2)}{2} \) |
| \( (4, 5) \)      | \(-16\text{Li}_5\left(\frac{1}{2}\right) + \pi^2 \zeta(3) + \frac{31\zeta(3)}{3} + \frac{2\log(2)}{15} + \frac{4}{7} \pi^2 \log^3(2) - \frac{170}{1296} \pi^4 \log^2(2) \) |
| \(-1/2, 3 \)      | \( \log^2(2) - \frac{\zeta(3)}{4} \) |
| \(-1/2, 4 \)      | \(-4\text{Li}_4\left(\frac{1}{2}\right) - \frac{11\pi^4}{180} - \frac{1}{5} \pi^2 \log^4(2) + \frac{1}{5} \pi^2 \log^2(2) \) |
| \( 2, 3 \)        | \( \pi C - \frac{35\zeta(3)}{16} + \frac{1}{8} \pi^2 \log(2) \) |
| \( 2, 4 \)        | \(-2\pi \text{Li}_3\left(\frac{1}{2} + \frac{1}{2}\right) + \frac{5\text{Li}_4\left(\frac{1}{2}\right)}{2} + \frac{19\pi^4}{360} + \frac{5}{48} \log^2(2) + \frac{1}{20} \pi^2 \log^2(2) \) |
| \( 1, 5 \)        | \( \frac{9}{5} \pi \sqrt{3} \text{Li}_3(4) + \frac{\pi \zeta(3)}{9} - \frac{19\zeta(5)}{3} \) |
| \( 2 - \sqrt{5}, 3 \)| \( 2\text{Li}_3(\phi^{-1}) - 2\zeta(3) - \frac{1}{\phi} \log^2(\phi) + \frac{1}{5} \pi^2 \log(\phi) \) |
| \( -\frac{1}{5}, 3 \) | \( \log^2(2) - \frac{\zeta(3)}{4} \) |
| \( -\frac{1}{5}, 4 \) | \(-4\text{Li}_4\left(\frac{1}{2}\right) - \frac{11\pi^4}{180} + \frac{7\pi^4}{270} - \frac{1}{22} \log^4(2) + \frac{1}{5} \pi^2 \log^2(2) \) |
| \( 3, 3 \)        | \( \frac{2\pi}{\sqrt{3}} \text{Li}_3(2) - \frac{26\zeta(3)}{9} + \frac{2}{3} \pi^2 \log(3) \) |
| \( 3, 4 \)        | \(-\frac{8}{3} \pi \text{Li}_3\left(\frac{1}{3} + \frac{i}{2\sqrt{3}}\right) + 4\text{Li}_4\left(\frac{1}{2}\right) - \frac{\text{Li}_4\left(\frac{1}{3}\right)}{6} + \frac{29\pi^4}{1215} + \frac{\log^2(3)}{18} + \frac{1}{18} \pi^2 \log^2(3) \) |

Here \( L_{3,2}(s) \) is unique primitive Dirichlet \( L \)-function of modulus 3, \( \phi = (\sqrt{5} + 1)/2 \) and \( C \) is Catalan’s constant. For \( c = 4, -1/2, \) the result has is CMZV of level 2; for \( c = 2, \) the result is CMZV of level 4;

---

5In fact it is in \( \text{MZV}_q^2 \), with \( S \) vertices of a regular tetrahedron, see 5.3.
level 5 for $c = 2 - \sqrt{5}$; level 6 for $c = -1/2, 1, 3$. Moreover,
\[
\sum_{n=1}^{\infty} \frac{(2 - \sqrt{5})^n}{n^4 \binom{2n}{n}} = -2\text{Li}_3(\phi^{-1}) \log(\phi) - \frac{9}{2} \text{Li}_4(\phi^{-2}) + 4\text{Li}_4(\phi^{-1}) - \frac{6}{5} \zeta(3) \log(\phi) - \frac{7}{8} \log^4(\phi) + \frac{1}{5} \pi^2 \log^2(\phi)
\]

**Example 6.16.** Borwein [4] has conjectured the following generalizations of Apéry series:
\[
\sum_{n=1}^{\infty} \frac{(-1)^n}{n^4 \binom{2n}{n}} = -8\text{Li}_3(\phi^{-1}) \log(\phi) + \frac{1}{2} \text{Li}_4(\phi^{-2}) - 8\text{Li}_4(\phi^{-1}) + \frac{6}{5} \zeta(3) \log(\phi) - \frac{7}{15} \pi^2 \log^2(\phi) + \frac{7\pi^4}{90}
\]

both sides are level 5 CMZVs, with weight 4 and 5 respectively. These are considered now established.

**Example 6.17.** Example with many complicated $c$ are abundant, for example, let $\alpha = (\sqrt{2} + 1)^4$, we have $\sum_{n=1}^{\infty} \frac{c^n \zeta(3)}{n^4 \binom{2n}{n}} \in \text{CMZVs}$ with $c = \alpha^{-1}(1 - \alpha)^{-1}$. When $s = 4$, this is
\[
\sum_{n=1}^{\infty} \frac{1}{n^4 \binom{2n}{n}} \left( \frac{140 - 99\sqrt{2}}{8} \right)^n \text{Li}_3(\sqrt{2} + 1) + \frac{1145 \text{Li}_4(\sqrt{2})}{2} - \frac{1400}{3} \text{Li}_4\left(\frac{1}{4}(2 - \sqrt{2})\right) - \frac{224 \text{Li}_4\left(\sqrt{2} - 1\right)}{3} - 200 \text{Li}_4(3 - 2\sqrt{2}) + 288 \text{Li}_4(\frac{1}{4}(4 - 3\sqrt{2})) - \frac{125}{12} \text{Li}_4(17 - 12\sqrt{2})
\]

Iterated integral with support $(0, 1, -1, 2)$ has level 6, so harmonic twists of $\sum_{n=1}^{\infty} \frac{c^n \zeta(3)}{n^4 \binom{2n}{n}}$ (which has level 2) has level 6. For example,
\[
\sum_{n=1}^{\infty} \frac{H_n^2}{n^2 \binom{2n}{n}} = \frac{3L_{3,2}(2)^2}{2} - \frac{\pi L_{3,2}(2) \log(3)}{\sqrt{3}} - \frac{4}{3} \pi \frac{3}{1215} \left( \text{Li}_3\left(\frac{1}{2} + i 2\sqrt{3}\right) + \frac{29\pi^4}{1215} + \frac{1}{36} \pi^2 \log^2(3) \right)
\]

with $H_n = 1 + 1/2 + \cdots + 1/n$.

Iterated integral with support $(0, 1, -1, 2)$ has level 6, so harmonic twists of $\sum_{n=1}^{\infty} \frac{(-1/2)^n H_n^2}{n^2 \binom{2n}{n}}$ (which has level 2) has level 6. For example,
\[
\sum_{n=1}^{\infty} \frac{(-1/2)^n H_n^2}{n^2 \binom{2n}{n}} = \frac{3L_{3,2}(2)^2}{2} - \frac{4 \text{Li}_4\left(\frac{1}{2}\right)}{3} + \frac{3 \text{Li}_4\left(\frac{4}{3}\right)}{2} + 5 \text{Li}_4\left(\frac{1}{4}\right) \log^2(2) - 4 \text{Li}_2\left(\frac{1}{4}\right) \log(3) \log(2) + 8 \text{Li}_3\left(\frac{1}{3}\right) \log(2) + 2 \text{Li}_3\left(\frac{1}{4}\right) \log(2) - \frac{89}{12} \zeta(3) \log(2) - \frac{4}{270} \pi^4 \zeta(3) \log(2) - \frac{77}{18} \log^4(2) - 8 \log(3) \log^3(2) - \frac{1}{18} \pi^2 \log^2(2) + 4 \log^2(3) \log^2(2) + \frac{2}{3} \pi^2 \log^2(3) \log(2)
\]
Harmonic twists of Apéry series $\sum \frac{(-1)^n}{n^s(2n)}$ are level 10 CMZVs, see 4.7. An example of unexplained simplicity is

$$\sum_{n=1}^{\infty} \frac{(-1)^n H_n}{n^3(2n)} = -\frac{12}{5} \text{Li}_3(\phi^{-1}) \log(\phi) + \frac{3}{20} \text{Li}_4(\phi^{-2})$$

$$-\frac{12}{5} \text{Li}_4(\phi^{-1}) + \frac{6}{25} \zeta(3) \log(\phi) + \frac{13 \log^4(\phi)}{20} - \frac{7}{50} \pi^2 \log^2(\phi) + \frac{\pi^4}{50}$$

One could write down much more examples, we simply stop here.

Statement and proof of theorem 6.12 covers only the case $n \geq 2$, what happens when $n = 1$? An analogue hold with an interesting modification:

**Theorem 6.19.** Let $c$ with $|c| \leq 4$, $\alpha$ be a root of $cx(1-x) = 1$. Then

$$\sum_{k=1}^{\infty} \frac{c^k H_{s_1,\ldots,s_r}(k)}{k^{2k} \binom{2k}{k}} \in \text{MZV}^{(0,1,\infty,\alpha,1,1-\alpha)}_{1+s_1+t+\ldots+s_r} \otimes \mathbb{Q}(\alpha)$$

Although the proof is not difficult, we postpone the proof, as well as more examples, to a later article.
ITERATED INTEGRALS AND SPECIAL VALUES OF MULTIPLE POLYLOGARITHM AT ALGEBRAIC ARGUMENTS

APPENDIX: Mathematica package

This package can be downloaded, along with its installation guide, at here.

One can retrieve the values of CMZVs of level and weight listed in 5.2 here.

\textbf{ColoredMZV[n,\{s1,...,sn\},\{a1,...,an\}]} is the value of multiple polylogarithm \( \text{Li}_{s1,...,sn}(\mu^{a1},...,\mu^{an}) \) with \( \mu = \exp(2\pi i/N) \).

\begin{verbatim}
In[1] ColoredMZV[4,\{1,1,1\},\{2,1,3\}]
Out[1] -((7 I Pi^3)/64) + 4 I Im[PolyLog[3, 1/2 + I/2]] + 2 I Catalan Log[2] - 1/16 I Pi Log[2]^2 - Log[2]^3/12
In[2] ColoredMZV[12,\{1,1\},\{9,7\}]
Out[2] -((I Catalan)/6) + (17 Pi^2)/288 - 11/32 I Sqrt[3] DirichletL[3, 2, 2] - 1/12 I Pi Log[2] + (3 Log[2]^2)/8 + 5/24 I Pi Log[2 + Sqrt[3]] - 1/4 Log[2] Log[2 + Sqrt[3]] + 1/4 PolyLog[2, 1/4] + 1/2 PolyLog[2, 2 - Sqrt[3]] - PolyLog[2, 1/2 (-1 + Sqrt[3])]
In[3] MZIteratedIntegral[\{0,1,\(\sqrt{5} + 1\)/2\}]
Out[3] 2/15 Pi^2 Log[GoldenRatio] + (2 Log[GoldenRatio]^3)/3 - PolyLog[3,1/2 (-1+Sqrt[5])]+(2 Zeta[3])/5
In[4] MZIteratedIntegral[\{9,1,3\}]
Out[4] 1/3 Pi^2 Log[2] + (23 Log[2]^2)/6 + 2/3 Pi^2 Log[3] - 17/2 Log[2]^2 Log[3] + 5 Log[2] Log[3]^2 - (5 Log[3]^3)/3 + 7/2 Log[2] PolyLog[2, 1/4] - 2 Log[3] PolyLog[2, 1/4] + 19/4 PolyLog[3, 1/4] + 10 PolyLog[3, 1/3] - (87 Zeta[3])/8
\end{verbatim}

The command \textbf{MZBasis[\{1,w\}]} gives explicitly \( B_{l,w} \) as defined in 5.2.

\begin{verbatim}
In[5] MZBasis[\{8,2\}]
Out[5] I Catalan, PolyLog[2, -1 + Sqrt[2]], ( I DirichletL[8, 4, 2])/Sqrt[2], -Pi^2, I Pi Log[2], I Pi Log[1 + Sqrt[2]], Log[2]^2, Log[2] Log[1 + Sqrt[2]], Log[1 + Sqrt[2]]^2
\end{verbatim}

For more examples, see the built-in documentations of the package.
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