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Abstract

The combustion instability is investigated computationally for a ten-injector rocket engine using the compressible flamelet progress variable (FPV) model and detached eddy simulation (DES). A C++ code is developed based on OpenFOAM 4.1 to apply the combustion model. Flamelet tables are generated for methane/oxygen combustion at the background pressure of 200 bar using a 12-species chemical mechanism. The flames at this high pressure level have similar structures as those at much lower pressures. A power law is determined to rescale the reaction rate for the progress variable to address the pressure effect. The combustion is also simulated by the one-step-kinetics (OSK) model for comparison with the FPV model. Premixed and diffusion flames are identified locally for both the FPV and OSK models. Study of combustion instability shows that a combined first-longitudinal and first-tangential mode of 3200 Hz is dominant for the FPV model while the OSK model favors a pure first-tangential mode of 2600 Hz. The coupling among pressure oscillation, unsteady transverse flow and helicity fluctuation is discussed. A preliminary study of the resonance in the injectors, which is driven by the acoustic oscillation in the combustion chamber, is also presented.

1. Introduction

Combustion instability is an acoustical phenomenon in which an unstable pressure oscillation is excited and sustained by combustion. In most high-power propulsion systems for rockets and airplanes, the high-energy release rate reinforces high-amplitude acoustical oscillations. Such oscillations can affect thrust in an undesirable way and sometimes lead to engine destruction.

For more than a half century, it has been known that the relation between the characteristic time (rate) for combustion in liquid-propellant rocket engines and the resonant oscillation period (frequency) is critical in determining the engine stability. Early pioneering work by Crocco and Cheng\textsuperscript{[1, 2, 3]} established the principles using the sensitive time-lag concept in their analyses. In recent years, combustion instability has
been examined with more detailed description of the combustion process. However, in many large-eddy simulations of the rocket combustion dynamics, such as those adopting the Laminar Closure Model (LCM) for the reaction source terms, the combustion process was modelled only on the resolved scale although we know the sub-grid combustion behavior in turbulent flows is dominant in determining burning rate and energy-release rate. In some later works, the sub-grid effect on combustion was considered but modelling of significant phenomena like local extinction and reignition was missing. Most recently, Nguyen and Sirignano, Nguyen et al. and Shadram et al. made the effort to apply a cost-effective sub-grid combustion model to simulations of the rocket combustion dynamics where local extinction and reignition can be addressed; however, those works were limited to a description of a particular experimental one-injector rocket motor. Furthermore, no works have made comparisons between the predictions for resolved-scale combustion modelling (based on LCM) versus sub-grid combustion modelling. Here, therefore, we aim to examine a multi-injector rocket engine and compare the different results for resolved-scale modelling and sub-scale modelling of the combustion.

In recent years, there is an increasing need for three-dimensional high-fidelity numerical study of combustion instability in multi-injector rocket engines. Compared to the single-injector configuration, the combustion instability mechanism is more complex in a multi-injector combustion chamber because of the possible interactions among injectors and interactions with the complicated feed system and upstream manifold. Systematic experimental investigations of combustion instability for such configurations are quite expensive and technically difficult. Compared to experimental measurement, numerical simulations based on high-fidelity turbulence modeling and detailed chemical reaction mechanisms are able to provide more details about the flow physics as well as the combustion dynamics and hence gain a deeper insight into the combustion instability mechanisms. Among various instability modes, the transverse acoustic modes with large amplitude were observed in experiments under certain conditions. Urbano et al. carried out combustion simulations using an in-house code for a complete small-scale rocket engine with 42 coaxial injectors and a nozzle outlet. Large eddy simulation (LES) was employed and a four-species \( H_2/O_2 \) reacting mechanism was considered. Combustion instability was studied with emphasis on the interaction between transverse and radial modes. Under the experimental condition which leads to self-sustained oscillations, computational results showed that tangential instability can be triggered when the system is perturbed by superimposing a large-amplitude pressure disturbance with a first transverse modal distribution. Hwang et al. employed their OpenFOAM-based code to study the combustion instability for the same multi-injector rocket engine. The same turbulence model was used while the combustion model was
modified to consider a more detailed chemical mechanism with 8 species and 12 reaction steps. The same type of pressure perturbation was superimposed under the experimentally unstable condition and a pressure disturbance greater than a threshold value was needed to trigger the limit-cycle tangential oscillations. Guo et al. \cite{15} investigated the transverse combustion instability of a 91-injector rocket engine using the standard $k - \epsilon$ two-equation turbulence model and the eddy-dissipation combustion model. A single-step global chemical reaction mechanism was adopted to model the chemical reaction process of the Dodecane/oxygen combustion. Self-excited high-frequency combustion instability of first-order tangential (1T) mode was observed. Two different kinds of 1T patterns, standing wave mode and traveling wave mode, were captured for two different oxygen-to-fuel ratios.

Xiong et al. \cite{16, 17, 18} presented computational studies of nonlinear rocket-engine combustion instability with 10-, 19-, 30-, and 82-coaxial methane-oxygen injector ports using a three-dimensional, unsteady, $k - \omega$ shear-stress transport delayed-detached-eddy simulation method with a one-step chemical kinetic model. The triggered tangential and longitudinal instability modes are obtained for the 19-injector geometry with combustion chamber diameter of 43 cm (where first-tangential and first-longitudinal frequencies equate) by pulsing the injector mass flux. It is shown that an oscillating combustion-chamber flow can be triggered to a new mode with a larger disturbance amplitude. For the 30-injector combustion engine, the spontaneous longitudinal-mode and tangential-mode instabilities are observed. The strengths of the two instability modes alternate during the simulation time. Energy appears to transfer from one mode to the other and back again such that domination alternates between the two modes. As the mixture becomes less fuel rich and moves towards the stoichiometric value, the oscillation amplitude decreases. For the 82-injector combustion engine simulations of the Rocketdyne experiment \cite{19}, four different one-step chemical kinetic rates are simulated on the resolved scale to determine the effect of burning rate. When the normalized kinetic rate is one, implying the nominal Westbrook-Dryer rate, only the longitudinal-mode instability is observed. As the kinetic rate decreases, less of the combustion occurs upstream near the longitudinal-mode pressure antinode. The longitudinal-mode instability becomes weak and the first-tangential-mode instability emerges, which fits better with experiment. Thus, an implication is that use of kinetics at the resolved scale produces a burning rate which is too fast.

Due to the finite-rate chemistry assumption, most high-fidelity calculations of combustion instability, even ones with advanced turbulent combustion models \cite{20, 21}, employed quite simple chemical mechanisms that involve few species and reaction steps. Only a limited number of studies, such as those conducted by Sardeshmukh et al. \cite{22} for 2D axisymmetric and Harvazinski et al. \cite{23} for fully 3D domain, employed the
detailed GRI-Mech 1.2 mechanism to study longitudinal combustion instability in a single element rocket engine. Sardeshmukh et al. [22] observed an improvement in pressure oscillation amplitude compared to previous axisymmetric calculations performed by Harvazinski et al. [24] and Garby et al. [21]. However, these studies were computationally expensive because the authors employed LCM, which directly transport and integrate the chemical source terms for all 31 species. Motivated by the findings of Sardeshmukh et al. [22], Nguyen et al. [6] developed a new 2D axisymmetric compressible solver using Delayed-Detached-Eddy-Simulation (DDES) turbulence model together with the compressible version [25, 26] of the Flamelet Progress Variable (FPV) combustion model [27]. A detailed 27-species mechanism [28] was employed. Consistent with findings in [22], the new solver predicted pressure fluctuation amplitude that is in good agreement with experimental findings. In contrast to previous LCM simulations, computational cost associated with the new solver is much lower due to the FPV model. Subsequently, Nguyen and Sirignano [4], by examining in detail the flamelet solutions employed by the solver, found that local flame extinction and re-ignition was a major mechanism in driving the combustion instability. In the most unstable case, depending on the time in an oscillation cycle, the flame can either be attached to the backstep or lifted away from it. This complex flame dynamics cannot be observed, despite also using a complex chemical mechanism, by Pants et al. [29], who used the Steady Laminar Flamelet (SLF) combustion model [30, 31]. By parameterizing its flamelet solutions using the scalar dissipation rate instead of the progress variable used by the FPV, the SLF model could only access the stable burning branch. Therefore, the flame in these calculations was attached to the backstep where local extinction and re-ignition does not occur, leading to an under-prediction of the oscillation amplitude. Finally, Nguyen and Sirignano [5] compared spontaneous and triggered instability of the single element rocket engine. By applying an iso-thermal boundary condition, the spontaneous instability occurring in the chamber was suppressed. However, triggered instability could occur in the otherwise stable domain if sufficiently large perturbation, in the form of inlet mass flow rate disturbance, was introduced into the chamber.

In this paper, we extend our previous works by applying the flamelet model to the combustion instability analysis for a realistic rocket engine geometry. Specifically, we perform a three-dimensional high-fidelity turbulent combustion simulation of a 10-injector rocket engine and investigate the spontaneous combustion instability using the efficient compressible FPV combustion model and detailed chemical reaction mechanism. In the following sections, we will first describe the combustion models, followed by an introduction of the simulation tools that we developed recently. Based on the simulation results, we will discuss flamelet solutions at the high background pressures, partially premixed turbulent combustion, and combustion instability.
analysis for both the FPV and the LCM models. Finally, we briefly analyze the resonance phenomenon inside the injectors.

2. The Flamelet Progress Variable Combustion Model

2.1. The Governing Equations

For a mixture of multi-species, the Favre-averaged Navier-Stokes equations are written in the following conservative form as

\[
\frac{\partial \bar{\rho}}{\partial t} + \frac{\partial \bar{\rho} \bar{v}_i}{\partial x_j} = 0
\]  

\[
\frac{\partial \bar{\rho} \bar{v}_i}{\partial t} + \frac{\partial \bar{\rho} \bar{v}_i \bar{v}_j}{\partial x_j} = -\frac{\partial \bar{p}}{\partial x_i} + \frac{\partial (\tau_{i,j} + \tau_{i,j}^{R})}{\partial x_j}
\]  

\[
\int \frac{\partial \bar{\rho} \bar{h}_a}{\partial t} + \frac{\partial \bar{\rho} \bar{v}_j \bar{h}_a}{\partial x_j} + \frac{\partial \bar{p} \bar{K}}{\partial t} + \frac{\partial \bar{\rho} \bar{v}_j \bar{K}}{\partial x_j} - \frac{\partial \bar{p}}{\partial x_i} = \frac{\partial [\bar{\rho}(\tau_{i,j} + \tau_{i,j}^{R})]}{\partial x_j} + \frac{\partial}{\partial x_j} \left[ \left( \frac{\lambda}{c_p} + \frac{\mu_t}{Pr_t} \right) \frac{\partial \bar{h}_a}{\partial x_j} \right]
\]  

where $\bar{\rho}$ is the mean density, $\bar{v}_j$ is the mean velocity vector and $\bar{p}$ is the mean pressure. In the energy equation, $\bar{h}_a$ is the mean total (or absolute) enthalpy, which is the summation of the mean sensible enthalpy $\bar{h}_s$ and the mean enthalpy of formation $\bar{h}_c$, while $\bar{K} = \frac{1}{2}(\sum_{j=1}^{n} \bar{v}_j \bar{v}_j)$ is the mean kinetic energy. $\lambda$ and $C_p$ are the heat conductivity coefficient and the specific heat at constant pressure. $Pr_t$ is turbulent Prandtl number. $\tau_{i,j}$ and $\tau_{i,j}^{R}$ are the molecular and turbulent viscous stress tensors and expressed as $\tau_{i,j} = \mu(\frac{\partial \bar{v}_i}{\partial x_j} + \frac{\partial \bar{v}_j}{\partial x_i} - \frac{2}{3} \frac{\partial \bar{v}_k}{\partial x_k} \delta_{i,j})$ and $\tau_{i,j}^{R} = \mu_t(\frac{\partial \bar{v}_i}{\partial x_j} + \frac{\partial \bar{v}_j}{\partial x_i} - \frac{2}{3} \frac{\partial \bar{v}_k}{\partial x_k} \delta_{i,j})$ with $\mu$ and $\mu_t$ being the molecular and turbulent viscosity. The detached-eddy simulation (DES) [32] based on the $k-\omega$ shear-stress transport (SST) [33] is adopted as the turbulence closure model.

2.2. The Turbulent Combustion Model

For the computations of turbulent combustion in this paper, only the mean quantities are transported. Hence, the laminar flamelet solutions need to be convoluted with assumed probability density functions of the independent scalars, including mean mixture fraction $\bar{Z}$ and the mean variance of mixture fraction $\bar{Z}^{\prime 2}$. The convolution generates flamelet libraries of mean quantities which can be accessed efficiently during the computation of the flow equations. In the FPV model, the flamelet tables are also parameterized by a mean reaction progress variable $\bar{C}$. In this paper, the progress variable is defined as the total mass fraction of four
major species, which are $CO_2$, $H_2O$, $H_2$ and $CO$. Hence, a mean thermal and chemical quantity $\tilde{\psi}_i$, such as composition or temperature, is given by

$$\tilde{\psi}_i(\tilde{Z}, \tilde{Z}'', \tilde{C}) = \int_0^1 \int_0^1 \psi_i(Z, C) \tilde{P}(Z, Z'', C) dZ dC$$

(4)

where $\tilde{P}$ is the PDF function for $\tilde{\psi}_i$. The PDF for the progress variable is frequently assumed to be the Dirac $\delta$ function of $C$; thus, (4) is reduced to

$$\tilde{\psi}_i(\tilde{Z}, \tilde{Z}'', \tilde{C}) = \int_0^1 \psi_i(Z, \tilde{C}) \tilde{P}(\tilde{Z}, Z'', C) dZ$$

(5)

Finally, the $\beta$ PDF is assumed for $\tilde{P}$, which gives

$$\tilde{P}(Z, Z'') = \frac{Z^{\alpha-1}(1-Z)^{\beta-1}}{\Gamma(\alpha)\Gamma(\beta)} \Gamma(\alpha + \beta)$$

(6)

where $\Gamma$ is the gamma function. $\alpha$ and $\beta$ are shape functions which are defined as $\alpha = Z\gamma$ and $\beta = (1-Z)\gamma$ with $\gamma = |Z(1-Z)/Z''| - 1 \geq 0$.

For compressible combustion, the tables should be generated at different background pressures and pressure should be included as an input to access the tables. Pecnik et al. [25] showed that the composition of the reacting mixture is not sensitive to the background pressure and only the reaction rate changes dramatically. This fact justifies the method of using tables under one background pressure (usually the averaged pressure) and rescaling the reaction rate for other pressures. In this paper, we adopt this approach to simplify preparation of the tables and the table lookup process.

At each time step in the CFD computation, the transport equations for scalars $\tilde{Z}$, $\tilde{Z}''$ and $\tilde{C}$ are solved. When the Lewis number is equal to one, these equations are given as

$$\frac{\partial \tilde{p} \tilde{Z}}{\partial t} + \frac{\partial \tilde{p} \tilde{v}_j \tilde{Z}}{\partial x_j} = \frac{\partial}{\partial x_j} \left[ \left( \frac{\mu}{S_c} + \frac{\mu_t}{S_{ct}} \right) \frac{\partial \tilde{Z}}{\partial x_j} \right]$$

(7)

$$\frac{\partial \tilde{p} \tilde{Z}''}{\partial t} + \frac{\partial \tilde{p} \tilde{v}_j \tilde{Z}''}{\partial x_j} = \frac{\partial}{\partial x_j} \left[ \left( \frac{\mu}{S_c} + \frac{\mu_t}{S_{ct}} \right) \frac{\partial \tilde{Z}''}{\partial x_j} \right] + 2 \frac{\mu_t}{S_{ct}} \frac{\partial \tilde{Z}}{\partial x_j} \frac{\partial \tilde{Z}}{\partial x_j} - \tilde{p} \tilde{\chi}$$

(8)

$$\frac{\partial \tilde{p} \tilde{C}}{\partial t} + \frac{\partial \tilde{p} \tilde{v}_j \tilde{C}}{\partial x_j} = \frac{\partial}{\partial x_j} \left[ \left( \frac{\mu}{S_c} + \frac{\mu_t}{S_{ct}} \right) \frac{\partial \tilde{C}}{\partial x_j} \right] + \tilde{\omega}_C$$

(9)

where $\tilde{\chi}$ is the Favre-averaged scalar dissipation rate. By comparing the integral scalar time scale and the
turbulent flow time scale, $\tilde{\chi}$ is frequently expressed as $\tilde{\chi} = C_\chi \tilde{k} \tilde{\epsilon} Z'^2$ \cite{30,31} with $\tilde{k}$ and $\tilde{\epsilon}$ being the mean turbulent kinetic energy and mean turbulent dissipation. A constant value of 2.0 is often used for $C_\chi$. The laminar and turbulent Schmidt number $Sc$ and $Sc_t$ are 1.0 and 0.7, respectively. The source term $\tilde{\omega}$ in equation (9) is the reaction rate for the progress variable. It is the summation of the reaction rates for the individual species involved in the definition of the progress variable and is prepared in the flamelet tables.

The FPV approach is by nature a flamelet model. It also assumes that the chemical time scales are shorter than the turbulent time scales so that the flame can be viewed as a collection of laminar flamelets. For this reason, the FPV approach is regarded as assuming infinitely fast reactions. This assumption is valid in many turbulent combustion problems and the FPV approach has even been successfully applied to highly turbulent flames like Sandia Flames D and E as shown in the work by Ihme et al. \cite{34,35}. In combustion instability problems, the time scales of dominant acoustics are associated with longitudinal and transverse flows in the combustion chamber, and hence are even larger than the turbulent time scales. This fact further justifies the use of the FPV approach in prediction of combustion instability.

It should be noted that ignition delay is an important factor for combustion instability. Sardeshmukh et al. \cite{22} pointed out that ignition delay is closely related to mixing, local extinction and reignition, which are key to the instability mechanism. The timing of these events is directly coupled with the chamber acoustics in the unstable cases. The FPV model is quasi-steady; however, by inclusion of both the unstable and stable burning branches, it has been shown \cite{27,4} to reflect very well the extinction, re-ignition, and associated flame-holding that occurs in a dynamic situation, such as turbulent combustion with or without large-amplitude acoustic oscillations. The use of the FPV model has been justified via comparison with a well known Purdue experiment \cite{4,5,6,7,8}. Despite some shortcomings that have been well presented \cite{4}, the FPV approach is currently the best option available for connection with flow-field simulation as a sub-grid combustion model.

2.3. The laminar flame calculator

Here, the laminar flamelet solutions are generated using FlameMaster, an open source C++ program package for zero-dimensional combustion and one-dimensional laminar flame calculations \cite{36}. The code can be used for steady and unsteady computations of premixed as well as non-premixed flames. For the methane/oxygen combustion that we consider, we use the module of the code that solves the steady flamelet equations in the mixture fraction space by assuming counterflow configuration. To run the code, a chemical mechanism and corresponding thermo and transport data are needed. The background pressure, composition and temperature on both the fuel and oxidizer sides are required. For each given stoichiometric scalar
dissipation rate ($\chi_{st}$), the code generates a flame solution in the form of distributions of temperature, composition, reaction rates and heat release rate in the mixture fraction space. Hence, the laminar flamelet solutions are already parameterized by the scalar dissipation rate and the mixture fraction.

Since chamber pressure in the current study is around 200 bar, a chemical mechanism suitable for high-pressure combustion is desired. We adopt a skeletal model of 12 species, which is generated by selecting relevant species and reaction pathways from version y of a 119-species Foundation Fuel Chemistry Model (FFCM-y) \[37, 38\]. The FFCM models were recently developed with uncertainty minimization against up-to-date experimental data for the combustion of small hydrocarbon fuels. The models were tested for fuels, such as methane, over the pressure range of 10-100 atm. The 12-species skeletal model is called FFCMy-12 mechanism in this paper and the included species are $H_2$, $H$, $O_2$, $O$, $OH$, $HO_2$, $H_2O$, $CH_3$, $CH_4$, $CO$, $CO_2$, and $CH_2O$. Reaction rate constants in the model are optimized for the same wide range of pressure, using the FFCM-y computation results as the optimization targets. Note that ignition delay is among the optimization targets and it is identified an key factor for combustion instability. Sardeshmukh et al. \[22\] pointed out the global one-step and two-step kinetics have too few tunable parameters to calibrate for targets like ignition delay over a wide range of operating conditions. The FFCMy-12 mechanism is much more detailed and has sufficiently many tunable parameters which support wide calibration range. Meanwhile, the mechanism is still compact in size compared to even more detailed kinetics. For these reasons, the FFCMy-12 mechanism is an cost-effective choice for high-pressure combustion simulation and combustion instability analysis in this paper.

2.4. Numerical Solver

To numerically simulate combustion using the FPV approach, a C++ code is developed based on OpenFOAM 4.1. There is a similar open-source code called flameletFoam \[39\]. However, it only provides the original version of the flamelet model. The progress variable approach is not available. Moreover, tabulated temperature is directly used without any correction, which makes the code applicable only to incompressible combustion. Last but not least, since the code is based on the outdated 2.4 version of OpenFOAM, selection of turbulence model is limited. For example, the hybrid RANS/LES based on the SST $k - \omega$ model is not available. In the newly developed code, transport equations \[7\], \[8\] and \[9\] are solved for $\hat{Z}$, $\hat{Z}''$ and $\hat{C}$. These quantities are then used to retrieve composition, $\bar{\omega}C$ and $h_a$ from the tables. Since $\bar{\omega}C$ is tabulated only for background pressure of 200 bar, it is rescaled using a power law for other values of pressure. We will discuss it in the next section. In this paper, the energy equation is solved for $h_a$. After that, sensible
enthalpy \( h_s \) is obtained by subtracting \( h_c \) from \( h_a \). Temperature is then calculated from sensible enthalpy \( h_s \) using the Joint Army Navy NASA Air Force (JANAF) polynomials and tables of thermodynamics [40].

For turbulence modeling, the DES [32] based on the SST \( k-\omega \) model [33], a standard choice embedded in OpenFOAM 4.1, is selected for both the FPV approach and the one-step-kinetics method. The DES modification in the SST model is implemented by replacing the dissipation term \( \beta^* \rho k \omega \) in the \( k \)-equation with \( \beta^* \rho k \omega F_{DES} \). \( k \), \( \omega \) and \( \beta^* \) are the turbulent kinetic energy, specific rate of dissipation and a constant of the model, respectively. The DES limiter \( F_{DES} \) is given by:

\[
F_{DES} = \max \left( \frac{L_t}{C_{DES} \Delta} (1 - F_{SST}), 1 \right)
\]

where \( L_t = \sqrt{\frac{k}{\beta^* \omega}} \) and \( L_{grid} = C_{DES} \Delta \) are the turbulent and grid length scales. \( \Delta \) is the maximum local grid dimension and the model constant \( C_{DES} \) is calibrated to be 0.61. The coefficient \( F_{SST} \) is selected to be the \( F_2 \) blending function [33] of the SST model (by default in OpenFOAM 4.1) in order to reduce the undesired influence of the DES limiter on boundary layers that usually associated with the model of Strelets [41] (when \( F_{SST} = 0 \)).

As temperature for each individual species in the flamelet is typically higher than its critical point of gas, all species are in the gaseous phase. The ideal-gas equation of state (EOS) is employed. Pressure and temperature of the burning mixture are both high in the present case. At these conditions, the perfect-gas law describes the real gases well. Hence, the EOS for real gas is replaced by the ideal-gas EOS for simplicity without significant loss of accuracy in the current computations. The reacting-mixtures model is adopted to calculate the properties of the mixture. Since compressibility is considered in the combustion simulation, a density-based thermodynamics package is used. The differencing schemes are second-order accurate in both space and time. Implicit backward differencing is selected for time discretization. For spatial discretization, Gaussian integration is chosen. Second-order derivatives are approximated using linear interpolation from cell centers to cell faces.

For comparison, we also implement the one-step-kinetics (OSK) method, which applies the LCM combustion model and only considers the one-step global chemical reaction, by a canonical OpenFOAM code called rhoReactingFoam. The turbulence model, thermodynamics model, and numerical schemes are described above. Xiong et al. used this approach in simulations concerning rocket engines with 10, 19, 30, and 82 co-axial injectors. The code validity and accuracy were verified in those simulations, especially through the favorable comparison with the 82-injector Rocketdyne experiment based on a properly reduced global
reaction rate in the OSK model. The fact that the global reaction in the OSK model has to be slowed identifies the need to use a more detailed chemical mechanism, which can be efficiently integrated in combustion simulations by the FPV approach.

Although the other configurations with fewer injectors have no matching experiments in the literature, there still exist the key features of the combustion dynamics in a multi-injector configuration. Meanwhile, the computational cost of the numerical analysis is reduced due to less geometry complexity. Last but not least, the flow within the injector ports can be simulated with a better resolution compared to that for configurations with many injectors \[16, 17, 18\]. To best leverage these benefits, a ten-injector rocket engine is examined in this paper.

3. Results and Discussions

3.1. The Flamelet Solution

To apply the FPV model to the turbulent combustion of the ten-injector chamber, steady-state laminar flamelet solutions are obtained first by feeding the FFCCMy-12 mechanism into the FlameMaster code. The fuel and oxidizer are pure methane and oxygen, respectively; operating pressure is 200 bar; and the temperature on both fuel and oxidizer sides is 400\(K\). Figure 1(a) shows the maximum temperature in a flamelet solution as a function of \(\chi_{st}\), which is frequently called the S curve. It is multi-valued as mentioned above and only the upper branch can be used in the SLF model. In the progress variable approach, then the curve becomes single-valued and monotonic as shown in Figure 1(b). Hence, both the upper and lower branches can be explored in the flow computation.

Selected particular flamelet solutions along the S-shaped curve are shown in Figure 2(a). The mixture fraction is zero on the oxidizer side and one on the fuel side, indicating the flow is solely composed of the oxidizer or the fuel. The top two curves (A and B) are on the upper branch of the S-shaped curve and represent the stable burning flamelet solutions. The third curve (C) is the flamelet solution at the quenching limit. The next three curves (D, E, and F) below it are on the lower branch of the S-shaped curve and represent unstable burning flamelet solutions. These solutions are classified as unstable due to their sensitivity to small perturbations and easily moving either toward the stable upper branch or toward a stable quenched solution [42].

Figure 2(b) shows the heat release rate (HRR) of the stable burning solution B, the quenching limit solution C and the unstable burning solution D. Note that solutions B and D are obtained using approximately the same stoichiometric dissipation rate. The vertical dash line marks the stoichiometric mixture fraction.
Figure 1: Steady flamelet solutions for methane/oxygen combustion with $T_f = T_o = 400K$

Figure 2: Representative flamelet solutions over the complete S-curve.
$Z_{st} = 0.2$. A region immediately on the left is the approximated oxidation layer \[43\]. In the unstable burning limit, heat is intensively released on the fuel-lean side within the oxidation layer. This region of intense HRR is mainly associated with the reactions involving $H_2O$ and $CO_2$. In the stable burning limit, however, the strong HRR region moves across the stoichiometric line to the slightly fuel-rich side. Reactions in this branch are much more stable and the reduction of $CH_4$ accounts for a larger fraction of the total HRR. Figure 3 shows mass fractions of individual species and temperature profiles as functions of the mixture fraction on the left for the unstable burning flamelet solution B and on the right for the stable burning flamelet solution D. In both cases, due to extremely high scalar dissipation rates in the reaction zone (where characteristic diffusion time is quite small), there is remarkable reactant leakage through the zone, as shown in Figure 3. In the stable burning case, oxygen is consumed faster across the oxidation layer. Hence, oxygen leakage to the fuel-rich side is less. Despite the much higher background pressure in this paper, The flame structures described above are still qualitatively similar to those reported by previous work for methane/air diffusion flame \[4, 43\].

In this paper, the flamelet solutions for the background pressure of 200 bar are actually used only in the table-look-up process during flow computations. Our observation confirms that composition changes little with pressure, whereas the reaction rate for the progress variable ($\omega_C$) varies dramatically. Figure 4(a) shows $\omega_C$ as a function of $Z$ for different pressures with $C$ fixed at the maximum value 0.85, which corresponds to flamelet solutions at chemical equilibrium.
Figure 4: Pressure effect on the reaction rate for the progress variable $\omega_C$

Plotted in a log-log graph as shown in Figure 4(b), $\omega_{C,\text{max}}$ changes linearly with pressure, indicating that $\omega_C$ is approximately a power function of pressure. $\bar{\omega}_C$ at a given pressure $\bar{p}$ can be obtained by rescaling $\tilde{\omega}_{C_0}$ at pressure of 200 bar ($\bar{p}_0$) as

$$\bar{\omega}_C = \tilde{\omega}_{C_0} \frac{\bar{p}^\eta}{\bar{p}_0^\eta} \quad (11)$$

Note that the power $\eta$ changes with $Z$ and its variance $Z''$. For a given combination of $Z$ and $Z''$, $\eta$ can be calculated using (11). The dependence of $\eta$ on $Z$ and $Z''$ can then be determined rigorously through regression analysis. Among frequently used regression functions, a quadratic function of $Z$ and a linear function of $Z''$ seem to be the most cost-effective. The final approximation of $\eta$ is given in equation (12).

$$\eta = (3.0882Z'' + 0.0101)Z^2 + (-3.7851Z'' + 0.9567)Z + (0.6638Z'' + 1.4589) \quad (12)$$

Compared to the direct interpolation of the reaction rate based on pressure, the use of rescaling law (11) and (12) avoids parameterization of the flamelet tables with respect to pressure and reduces the effort of table look-up process in combustion simulation. A similar approach was reported by Pecnik et al. for hydrogen combustion. Our work differs from it in two ways: 1) The rescaling law is determined for methane combustion under much higher background pressure; 2) the power’s dependency on both $Z$ and $Z''$ is considered.
3.2. Combustion simulation of a ten-injector liquid rocket engine

In this paper, turbulent combustion is numerically simulated in a liquid rocket engine with a convergent-divergent nozzle and ten coaxial fuel/oxidizer injectors\cite{16}. The three-dimensional unstructured mesh with $1.608502 \times 10^6$ grid cells is shown in Figure 5(a). The combustion chamber has a diameter of 28 cm and a length of 53 cm. The distance between the injector plate and the choked nozzle is 33 cm. One of the ten coaxial injector ports mounted into the injector plate is located at the center. Three injector ports are equally distributed on the ring of radius 7 cm. The remaining six ports are evenly positioned on an outer ring of radius 10.5 cm. In the longitudinal direction, 55, 40 and 10 grid cells are distributed in the combustion chamber, nozzle and injector, respectively. In the radial direction of the combustion chamber, depending on whether a non-central injector falls in, there are about 40 or 80 grid cells. The oxidizer, which is pure oxygen, is injected through the center of each coaxial port. The fuel, which is pure methane, is injected through the outside annulus. The mass fluxes for the fuel and oxidizer are 15 kg/s and 60 kg/s, respectively, leading to a propellant injection at the stoichiometric ratio. The diameter of the fuel injector is 1.96 cm and that of the oxidizer is 2.2 cm. For the given mass flux, this port geometry makes the mean injection velocity ratio between the fuel and the oxidizer 2.28. Temperature at both the fuel and oxidizer injector inlets is 400 K. The injection of propellants at 400 K can match practice where propellants flow through the combustion-chamber walls, serving as a coolant before injection in a manner that brings the system closer to adiabatic operation. For the low-temperature flows inside injectors, ideal-gas EOS is not an accurate approximation. However, for the major portion of the volume of the chamber and nozzle, real-gas effects can be considered negligible. For this reason, ideal-gas EOS is applied everywhere in the rocket engine to reduce computational cost.

On the walls, the no-slip boundary condition is applied and the normal pressure gradient is zero. Furthermore, the walls are assumed adiabatic and free of surface chemistry. At the injector inlets, the mean mass fluxes for methane and oxygen are fixed, yielding the steady-state mass flow rate for sonic throat of the nozzle. The wave-transmissive boundary condition is used at the outlet boundary due to the supersonic nozzle flow. This boundary condition prevents waves from propagating backward into the system and hence guarantees that neither shock nor backflow occurs in the combustion.

The initial pressure in the combustion chamber is 200 bar. The simulations start from an initially quiescent flow at 3229 K and an chamber pressure at 200 bar. The higher chamber temperature shortens the ignition process and reduces the computational time as no explicit ignition model is included in the current simulation.
Figure 5: Unstructured mesh for the ten-injector rocket engine

Figure 6 shows the instantaneous isosurface of the stoichiometric mixture fraction $Z_{st} = 0.2$ colored by the mass fraction of the major species in the reactions and temperature for the FPV model. Both $CH_4$ and $O_2$ are consumed fast downstream of the injector plate, producing most of the $CO$ and $H_2$ in the upstream half of the combustion chamber. Remarkable reduction of $CO$ and $H_2$ occurs in the downstream half of the combustion chamber as further oxidation of the two intermediate species greatly outweighs their replenishment from the burning fuel, which is hardly seen in the same region. However, the continued oxidation of $CO$ and $H_2$ in the downstream half of the combustion chamber and the exhaust nozzle leads to the largest local accumulation of the final products $CO_2$ and $H_2O$. The temperature reaches a maximum as the mixture is about to enter the nozzle due to the continued heat release of the lasting oxidation process. However, the hot mixture cools in the entire nozzle, which is accompanied by the monotonic pressure drop and continued flow acceleration to supersonic speed. The instantaneous isosurface represents the dynamic structures in the flow associated with the propellant jets, indicating quite dynamic flow turbulence and chemical process. One can observe the propellant jet structures close to the injector, and a rapid transition towards a remarkably disorganized flow. This highly turbulent flow interacts with the reactive layer and wrinkles the flame front. As turbulence enhances mixing, the reaction layer is thickened as shown in Figures 9(a) and 9(d).

Figure 7 shows scatter plots of the actual flamelet solution points that have been explored by the flow computations. Each of the green points represents a flamelet solution. As references, the laminar flamelet
Figure 6: Instantaneous isosurface of $Z_{st} = 0.2$ colored by mass fraction of major reaction species and temperature for the FPV model at $t = 50$ ms.
solutions for equilibrium burning, quenching limit and pure mixing are also plotted for background pressure of 200 bar. Some scatter points may not appear in the region enveloped by these reference solutions. A major reason is that the computed temperature may differ from that in the flamelet solutions due to compressibility. The pink dash-dot line separates the fuel-lean ($Z \leq 0.2$) and fuel-rich ($Z \geq 0.2$) burning regions. The quenching limit for the current case is $C = 0.66$. The orange dash line divides the stable ($C \geq 0.66$) and unstable ($C \leq 0.66$) burning branches. Along the mean flow direction/axial direction, local fuel-rich burning becomes more and more stable, the locally unstable burning tends to be fuel-lean. Near the exhaust nozzle, both fuel-rich and fuel-lean burnings are stable.

For comparison, we also implement the OSK model in our computations. Since only four species equations are solved in this combustion model, the overall computational cost is similar to that of the FPV model. As shown in Figure 8(a), the total mass flow rate at the nozzle outlet remains fluctuating around the value at the injector inlets (blue line) with notable amplitude in the last ten milliseconds. The limit-cycle behavior indicates that combustion instability occurs. Figures 8(b) and 8(c) show that the OSK model predicts an evident mixing region immediately downstream of the injector plate. Within this region, the global reaction is weak. After sufficient mixing is achieved, the fast global reaction takes place and the major production of $CO_2$ and $H_2O$ is completed within the upstream half of the combustion chamber. For the FPV model, fast dissociation of the fuel and further reactions are found just downstream of the injector plate as the chemical time scale is assumed to be much less than the turbulent time scales in the combustion model. Throughout the upstream half of the combustion chamber, lasting dissociation and oxidation of the fuel lead to continued accumulation of the major species including $CO$, $CO_2$, $H_2$, $H_2O$ and $OH$. However, the mass flow rates of $CO$ and $H_2$ start to decrease in the middle of the combustion chamber and they continue reducing further downstream. One of the two reasons is the full consumption of the fuel beyond the cross-sectional plane at the chamber midpoint. The oxidation of the carbon element into $CO$ and $H_2$ generation from the dissociation of the fuel almost completely stopped. The other reason is that, at the same time, further oxidation of $CO$ into $CO_2$ continues, as does the oxidation of $H_2$ into $OH$ and $H_2O$. For the reacting flow in the entire rocket engine, the global production rates of $CO_2$ and $H_2O$ are lower in the FPV model compared to the OSK model as the two species are found with larger mass flow rates in the exhaust nozzle for the latter model. Another major difference is that significant oxidation and hence heat release occur in the entire rocket engine including the downstream half of the combustion chamber for the FPV model. For the OSK model, the evident reaction is only found in the upstream half of the combustion chamber. This major difference suggests distinct acoustic instability behavior between the two models as
Figure 7: Scatter plot of the flamelet solutions used in CFD on cross section planes
different locations of significant heat release are predicted by the two models.

Figure 8 shows the time-averaged contours over the last ten milliseconds. The exhaust nozzle is choked with both combustion models. There is some unburnt fuel in the downstream part of the combustion chamber and the exhaust nozzle for the OSK model. Temperature is overpredicted in the combustion chamber by the OSK model due to the one-step reaction assumption, which is unrealistic because dissociation is not allowed. The temperature prediction using the FPV model is lower and more reasonable because much more detailed chemical kinetics is used.

To identify levels of local premixed flames and local diffusion flames, the following simple flame index can be defined:

$$\text{FlameIndex} = \omega \frac{\nabla Y_{CH_4} \cdot \nabla Y_{O_2}}{|\nabla Y_{CH_4}| \cdot |\nabla Y_{O_2}|}$$  \hspace{1cm} (13)

Aligned gradients of the fuel mass fraction and the oxidizer mass fraction produce positive values of the flame index, which indicates premixed flames. When the two gradients are generally in the opposite direction, the flame index becomes negative, which suggests non-premixed or diffusion flames. As shown in Figure 10, although the fuel and oxidizer just begin to mix after they enter the combustion chamber, the current computation using the FPV model shows partially premixed combustion. Note that there is a contradiction with the use of the FPV model which is constructed on the assumption of a diffusion flame but yet yields results for premixed flames in some cases. The simulation by the OSK model also shows the partially premixed flames. In the surrounding region of the propellant jets, the premixed flames dominate for both combustion models. However, Figures 10(a) and Figures 10(d) show that the OSK model predicts...
Figure 9: Time-averaged contours on the y = 0 cm meridian plane
strong premixed flames away from the injector lips while the FPV model favors strong premixed flames that are attached to the injector lips. This is consistent with the observations from Figures 8(b) and 8(e) that significant one-step global reaction in the OSK model requires sufficient mixing before taking place and the FPV model assumes infinitely fast reactions. The contours on the $z = 4$ cm plane reveal a key feature of some near-wall flames that is often associated with nearby pressure nodes in combustion instability. In Figures 10(b), the premixed flames surrounding the left-most and the right-most injectors are noticeably stretched almost in the same direction, indicating transverse velocity fluctuation in the direction orthogonal to the stretch. Such flattened flames are called the “N-flame” by Urbano et al. [12]. In addition, the stretched premixed flames are further enclosed by flattened diffusion flames. At the locations corresponding to the rest injectors, only the premixed flames are significant and their round shapes are maintained. On the same cross-sectional plane, similar premixed flame patterns are observed in Figures 10(e) for the OSK model except that the “N-flame” is less stretched, indicating a slight azimuthal shift of the pressure nodes. The stretched premixed flames are not found surrounded by the flattened diffusion flames on this plane but it occurs on further downstream planes, which can be verified in Figures 10(d). In the downstream half of the combustion chamber, the diffusion flames prevail for both combustion models. However, for the FPV model, continuous consumption of CO and $H_2$ as shown in Figures 8(b) and hence associated heat release results in much stronger diffusion flames in the region. $CH_4$ and $O_2$ in the downstream half of the combustion chamber indeed diffuse in the opposite directions for the OSK model but the heat release there is negligible as no significant global reaction occurs in the region.

To provide more insight into the flame anchoring, contours of the time-averaged progress variable and its reaction rate are shown in Figures 11(a) and 11(b). The premixed flame is anchored in the fuel/oxidizer shear layers. Despite the low total number of grid cells, the current mesh clusters grid cells in the jet regions and seems to be able to roughly predict effects of shear layer dynamics and unsteady mixing. Nguyen and Sirignano [4] pointed out that turbulent mixing and turbulence/flame interaction of the mean mixture fraction $Z$ are modeled by solving equation of its variance $Z''$. Figure 11(c) shows the contour of time-averaged $Z''$ in the exit vicinity of the central and an outer-annulus injectors. The present simulation finds that relatively large and fluctuating $Z''$ appear in the fuel/oxidizer shear layers, reflecting active unsteady mixing and shear-layer/flame interaction in the region. In principle, low grid resolution in the flame-anchoring region will effectively mischaracterize the flame structure and hence the combustion instability. However, Nguyen and Sirignano [5] pointed out that relatively coarse mesh of roughly 60,000 cells in axisymmetric simulations can still reasonably capture the correct unstable behavior of the Purdue CVRC
Figure 10: Time-averaged flame index
3.3. Combustion instability analysis of the ten-injector liquid rocket engine

As shown in Figure 8(a), the oscillatory temporal variation of the total mass flow rate at the nozzle outlet indicates combustion instability. To monitor the possible tangential behavior of the combustion instability, we record the time histories of pressure on six probes placed 1 mm away from the chamber wall and equally distributed in the circumferential direction as shown in Figure 5(b). To facilitate the analysis of possible longitudinal instability, we put three groups of such probes at three different axial locations downstream from the injector plate, which are \( z = 0.01 \) m, \( z = 0.18 \) m and \( z = 0.33 \) m. Figure 12 shows that the pressure at all near-wall probes reaches limit-cycle oscillation in the last ten milliseconds for both the FPV and OSK models. The Fourier spectrum analysis of the pressure time histories, which is shown in Figure 13, identifies that the mode of 3200 Hz is dominant for the FPV model while the OSK model favors the mode of 2600 Hz. Note that we just focus on the highest peak in the pressure spectrum. The rest peaks are at least ten times lower and hence has much less impact on the acoustic instability. The frequency of the dominant acoustic mode can be also estimated theoretically as summarized in the appendix. For the FPV model, the mean specific heat ratio \( \bar{\gamma} \), the mean gas constant \( \bar{R} \), the mean temperature \( \bar{T} \) in the chamber are 1.20, 426.5 J/kg/K, and 2990.8 K. The mean speed of sound \( \bar{c} \) in the chamber is 1229.77 m/s, leading to an estimated
frequency of 3179.1 Hz for the first-order combined tangential and longitudinal mode. Although the OSK model predicts a much higher $\bar{T}$ of 4167.6 K, it yields lower $\bar{\gamma}$ and $\bar{R}$, which are 1.15, 323.8 J/kg/K. As a result, $\bar{c}$ for the OSK model is 1235.38 m/s, which is just a little higher than that for the FPV model and yields an estimated frequency of 2585.4 Hz for the first-order pure tangential mode. The computational results of the dominant frequency matches the theoretical estimation very well for both the FPV model and the OSK model. This indicates the resonant acoustic modes predicted by both models are physically allowed.

The wave pattern of the dominant instability mode can be clearly illustrated through the instantaneous contours of the pressure fluctuation produced by that mode. These instantaneous contours are obtained by rebuilding the pressure time history at each spatial point using only the identified dominant Fourier mode, which is the 3200 Hz mode for the FPV model and the 2600 Hz mode for the OSK model. As shown in Figure 14 on the $z = 0$ cm cross-sectional plane a pair of pressure antinodes (opposite in signs) and a pair of nodes appear at fixed azimuthal positions for both the FPV and the OSK model, indicating the characteristic of tangential standing wave for both models. However, for the FPV model, the azimuthal
Figure 13: Spectrum of pressure at the near-wall probes
orientation of the pressure antinodes pair overlaps the straight line connecting probes \( P2 \) and \( P5 \), which is a symmetry axis of the injector distribution. For the OSK model, the pair of pressure nodes (rather than pressure antinodes) occur near probes \( P1 \) and \( P4 \), which also align in a direction of the injector symmetry.

For the FPV model, pressure anti-nodes formed immediately downstream of the injector plate and at the entrance of the nozzle. A pressure node appears downstream of the injector plate by half of chamber length. These features in the axial direction of the chamber are illustrated in Figure [15(a) 15(c) 15(e) 15(g)] and suggest a longitudinal standing wave. Hence, the dominant instability mode predicted by the FPV model is a combined first-tangential and first-longitudinal standing wave mode. In contrast, the longitudinal-wave behavior is not observed for the OSK model. The pressure fluctuation monotonically decay in the main flow direction, suggesting that the OSK model favors a pure first tangential standing wave mode.

Using the Rayleigh index, we can determine the correlation between pressure fluctuation and unsteady heat release. In this paper, the Rayleigh index is calculated as:

\[
RI = \frac{1}{\tau p_a} \int_{t_0}^{t_0 + \tau} \frac{\gamma - 1}{\gamma} p' \omega_T' dt
\]

(14)

where \( t_0 \) and \( \tau \) are the lower limit and time interval which are determined such that the time integration is calculated over the last ten milliseconds for each model. \( p' \) is the local pressure oscillation, \( p_a \) is the local time-averaged pressure, \( \gamma \) is the specific heat ratio, and \( \omega_T' \) is the local oscillation of heat release rate. Positive values of the Rayleigh index indicate pressure fluctuations are driven by the unsteady heat release, while negative values suggest pressure oscillations are damped by the unsteady heat release.

Figure [16] shows that for both the FPV and OSK models, pressure fluctuation is driven by unsteady heat release near the injector plate, and hence a tangential acoustic standing wave is formed and sustained. As shown in Figure [10] for both combustion models, the premixed flames are dominant in the immediate downstream of the injector plate where the fluctuation amplitudes of the pressure antinodes for the transverse acoustic standing wave reach maximum values (usually decay in the downstream axial direction). So, the interaction between the transverse acoustic standing wave and the premixed flames can be reasonably expected to be highly consequential. The two combustion models predict different mixing processes in the vicinity of the injector plate and hence distinct premixed flames including those stretched ones. This could be a major reason for the difference in the details of the predicted transverse wave by the two combustion models, such as the azimuthal locations of the pressure nodes/anti-nodes. At the entrance of the exhaust nozzle, the diffusion flames are dominant for both combustion models. If a longitudinal acoustic standing wave is resonant, one of its pressure antinodes often occurs at the nozzle entrance. Hence, the correlation between
(a) 3200 Hz mode at $t = T/4$ for FPV
(b) 2600 Hz mode at $t = T/4$ for OSK
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(f) 2600 Hz mode at $t = 3T/4$ for OSK
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(h) 2600 Hz mode at $t = T$ for OSK

Figure 14: Instantaneous contours of pressure fluctuation for the dominant instability mode on the $z = 0$ cm plane.
Figure 15: Instantaneous contours of pressure fluctuation for the dominant instability mode on the x = 0 cm plane
the longitudinal acoustic standing wave and the diffusion flames can also be expected to be noteworthy. For the FPV model, the stronger diffusion flames around the nozzle entrance indicate significant oxidation, such as reaction from \( CO \) to \( CO_2 \), and hence considerable unsteady heat release, which drives the longitudinal pressure fluctuation. So, the dominant acoustic mode simulated by the FPV model is finally a combined transverse and longitudinal standing wave mode. In contrast, the extremely weak global reaction at the nozzle entrance produces diffusion flames without significant heat release for the OSK model. So, there is no driving force establishing and sustaining a longitudinal acoustic wave and the OSK model finally predicts a pure transverse mode as the dominant mode. The dominant acoustic mode may also have significant impacts on the flame dynamics in turn. For instance, the longitudinal standing wave might also help to push the premix flames towards (or even to attach) the injector lips, which is observed for the FPV model. A similar mechanism was reported by Nguyen and Sirignano [4, 6]. The longitudinal acoustic standing wave could also help to enhance mixing in the immediate downstream of the injector plate, leading to accelerated burning in the region. As a result, less fuel escapes into further downstream of the combustion chamber for the FPV model as compared to the OSK model which predicts no longitudinal acoustic wave (hence zero fluctuation amplitude of the wave). This is consistent with the observation by Nguyen and Sirignano [5] that burning becomes more efficient as the amplitude of pressure fluctuation in the longitudinal mode increases.

As vorticity plays an important role in mixing and hence has impacts on combustion instability, we also study the correlation between pressure fluctuation and the disturbance of helicity, which is the streamwise vorticity. Figure 17 shows the instantaneous contours of helicity fluctuation for the dominant instability mode on the \( y = 0 \) cm meridian plane. For both combustion models, helicity fluctuation is only significant in the vicinity of the propellant jets. So, its impact on the flame dynamics and combustion instability is only important near the injector plate.

Plotting the contours on the \( z = 1 \) cm cross-sectional plane, we can correlate the pressure disturbance and the helicity fluctuation. Take the computation using the FPV model as an example, in Figure 18 instantaneous helicity fluctuation is shown in the left column and the instantaneous pressure disturbance is shown in the right column at the same time instants. The maximum fluctuation in helicity appears when pressure fluctuation at the pressure anti-nodes is zero, indicating a phase difference of about 90 degrees between the pressure disturbance and the helicity fluctuation.

The helicity fluctuation is caused by the periodic transverse flow during a cycle of the dominant instability mode. Figure 18 also shows the instantaneous projected velocity vector on the \( z = 1 \) cm cross-sectional plane for the FPV model. At a \( T/4 \), maximum pressure fluctuations occur at the pressure antinodes; however, the
Figure 16: Contours of the Rayleigh index
Figure 17: Instantaneous contours of helicity fluctuation for the dominant instability mode on the $y = 0$ cm plane

(a) 3200 Hz mode at $t = T/4$ for FPV
(b) 2600 Hz mode at $t = T/4$ for OSK
(c) 3200 Hz mode at $t = T/2$ for FPV
(d) 2600 Hz mode at $t = T/2$ for OSK
(e) 3200 Hz mode at $t = 3T/4$ for FPV
(f) 2600 Hz mode at $t = 3T/4$ for OSK
(g) 3200 Hz mode at $t = T$ for FPV
(h) 2600 Hz mode at $t = T$ for OSK
transverse velocity can be ignored in most of the cross-sectional plane. The upward pressure gradient drives an upward transverse flow which achieves the maximum speed $T/4$ later. At $T/2$, the pressure gradient vanishes and after this moment pressure gradient starts to establish again but in the downward direction. At $3T/4$, this pressure gradient reaches maximum, and the transverse flow stops temporarily. Later, the downward pressure gradient starts to trigger a downward transverse flow. The fastest downward transverse flow occurs at the end of the period $T$ and at this moment the pressure gradient no longer exists. After this moment the transverse flow slows down and it finally leads to an upward pressure gradient. This process repeat periodically and it explains how the transverse standing mode is sustained. The similar coupling between pressure, helicity and transverse flow is also observed for the computation using the OSK model.

3.4. Resonance in the injectors

In this ten-injector analysis, the flow within the injector ports is simulated with a better resolution compared to that for configurations with a larger number of injectors [16, 17, 18]. The injector-plate face and injector exit are at $z = 0$ cm. The coordinate $z$ inside the injector is negative. The injector port has a length of 5 cm with $z$ varying from $-5$ cm to 0 cm within the port. Figure 19(a) shows the oscillatory behavior in the central oxidizer port from an analysis using the FPV model. This resonance phenomenon is also found in other injectors but the oscillation magnitude can be different. The resonance inside injectors is believed to be triggered by the acoustic instability in the combustion chamber.

A pressure antinode (velocity node) occurs at $z = -5$ cm, the injector-port entrance, and a pressure node (velocity antinode) occurs at $z = 0$ cm, the injector exit. Further quantitative analysis finds, at $z = -2.5$ cm, the phase angle difference between pressure and the axial velocity is about 90 degrees, which can be also identified in Figure 19(a). All these features suggest that the injector is behaving as a quarter-wave-length tube. Here, the exit of the injector behaves as the an open end while the inlet behaves as a closed end. Although the injector inlet has mass flow, Figure 19(a) shows that the axial velocity fluctuation there is almost zero. With this key feature, we identify the similarity between the injector inlet and a closed end when discussing the behavior of the acoustic waves inside the injector port. For pure oxygen at 400 K, the speed of sound is about 379 m/s. The theoretical frequency of this 5 cm quarter-wave-length resonance is 1895 Hz. The resonance frequency obtained in the computation is around 1400 Hz. The discrepancy with the theoretical estimation is due to the fact that the resonance conditions for a quarter-wave-length tube are not perfectly fulfilled at both ends of the injectors.

Similar oscillatory behavior occurs with the OSK model as shown in Figure 19(b). Compared with the prediction of the FPV model, the resonance frequency remains almost unchanged as little reaction occurs
Figure 18: Correlation between pressure, transverse velocity and helicity fluctuation (3200 Hz) for FPV on the z = 1 cm plane
inside the injector port with either model. However, the pressure oscillation magnitude at the injector inlet is smaller. The larger magnitude of pressure fluctuation at an off-set frequency in the combustion chamber predicted by the OSK model might have the effect of suppressing the resonance oscillation inside the injectors.

For the injector with the current length, its resonance has no impact on the main chamber oscillation as the frequency of the former deviates dramatically from that of the latter for both models. However, a shorter injector admits higher resonant frequency according to the quarter-wave-length tube theory. For a sufficiently short injector, the acoustic oscillation in the injector might affect the dominant chamber mode since the resonant frequency in the injector might overlap with that in the chamber. On the contrary, if the current injector becomes longer, the theoretically estimated resonant frequency in the injector deviates even more from the chamber resonant frequency, and hence the resonance in the injector is more unlikely to interfere with the dominant oscillation in the chamber. This situation could be modified if overtones appear with increasing length.

4. Conclusions

A compressible FPV model for methane and oxygen reaction at high pressure is developed and used to study the combustion instability for a ten-injector rocket engine. The governing equations for the FPV model are solved by a newly developed C++ code which is based on OpenFOAM 4.1. The Flamemaster
code is used to generate the flamelet tables for methane/oxygen combustion at a background pressure of 200 bar. A 12-species kinetics is adopted to represent the chemical reactions. To address the pressure effect on the reaction rate for the progress variable while reducing computational effort in looking up the tables, the reaction rate is rescaled using a power law. The OSK model is also applied in computations as a comparison to the FPV model.

In this paper, the reference stoichiometric scalar dissipation rate at the quenching limit is extremely high due to the high background pressure, leading to very small characteristic diffusion time. However, the flame structures remain qualitatively similar to those at much lower background pressures. Compared with the OSK model, the FPV model predicts lower and more realistic mean temperature in the combustion chamber since much more detailed chemical kinetics is used. Although the fuel and oxidizer are not mixed until entering the combustion chamber, combustion using both combustion models is found partially premixed. The premixed flames dominate in the surrounding region of the propellant jets, while non-premixed flames prevail downstream the propellant jets. The FPV model predicts significant heat release in the downstream part of the combustion chamber, leading to stronger non-premixed flames in that region. The contradiction with use of FPV is noted since it is based on a non-premixed model.

Fourier analysis of the computed time histories of pressure at the near-wall probes shows that a combined first longitudinal standing wave and first tangential standing wave mode of 3200 Hz is dominant for the FPV model while the OSK model favors a pure first tangential standing wave mode of 2600 Hz. The significant heat release in the downstream part of the combustion chamber drives the pressure fluctuation in the region and helps to establish the longitudinal oscillation behavior for the FPV model. Helicity also fluctuates at the dominant instability frequency for both models. However, its coupling with the flame dynamics and the combustion instability is only significant in the vicinity of the propellant jets. The helicity fluctuation is in phase with the unsteady transverse flow and is 90 degrees out of phase with the pressure oscillation.

Both the FPV and OSK models predict resonance phenomenon inside the injectors. Despite slight mismatch in the resonance frequency compared with the theoretical estimation, the injectors behave similar to quarter-wave-length tubes. The resonance inside injectors is believed to be induced by the acoustic instability in the combustion chamber. The resonance inside the injectors is weaker in the OSK prediction as it is suppressed by the larger magnitude of pressure fluctuation in the combustion chamber immediately downstream of the injector plate.
5. Appendix: Theoretically estimated frequency of the resonant acoustic modes in a circular tube

The linearized acoustic wave equation in cylindrical coordinates is written as

$$\frac{\partial^2 \Phi}{\partial r^2} + \frac{1}{r} \frac{\partial \Phi}{\partial r} + \frac{1}{r^2} \frac{\partial^2 \Phi}{\partial \phi^2} + \frac{\partial^2 \Phi}{\partial z^2} = \frac{1}{c^2} \frac{\partial^2 \Phi}{\partial t^2}$$  \hspace{1cm} (15)

where $c$ is the mean speed of sound in the chamber. The effect of the mean velocity is neglected here. Using separation of variables, solution $\Phi$ becomes

$$\Phi = R(r)Z(z)\Psi(\phi)T(t)$$  \hspace{1cm} (16)

Equation (15) is cast into the following form

$$\left[ \frac{1}{R} \frac{\partial^2 R}{\partial r^2} + \frac{1}{r \frac{\partial R}{\partial r}} + \frac{1}{\Psi r^2} \frac{\partial^2 \Psi}{\partial \phi^2} \right] + \left[ \frac{1}{Z} \frac{\partial^2 Z}{\partial z^2} \right] = \frac{1}{c^2} \frac{1}{T} \frac{\partial^2 T}{\partial t^2}$$  \hspace{1cm} (17)

For the tangential and radial direction

$$\frac{1}{R} \left( \frac{\partial^2 R}{\partial r^2} + \frac{1}{r \frac{\partial R}{\partial r}} \right) + \frac{1}{\Psi r^2} \frac{\partial^2 \Psi}{\partial \phi^2} = -k_r^2$$  \hspace{1cm} (18)

For the axial direction

$$\frac{1}{Z} \frac{\partial^2 Z}{\partial z^2} = -k_z^2$$  \hspace{1cm} (19)

In the time domain

$$\frac{1}{c^2} \frac{1}{T} \frac{\partial^2 T}{\partial t^2} = -k^2$$  \hspace{1cm} (20)

where

$$k^2 = k_r^2 + k_z^2$$  \hspace{1cm} (21)

Let $m,n,q$ denote the order of the mode in the tangential, radial and axial directions, respectively, then the resonant frequency of a general acoustic mode is

$$f_{m,n,q} = \frac{c}{2} \sqrt{\left( \frac{\alpha_{m,n}}{\pi R_0} \right)^2 + \left( \frac{q}{L_0} \right)^2}$$  \hspace{1cm} (22)
where $R_0 = 0.14m$ is the chamber radius and $L_0 = 0.33m$ is the chamber length measured between the injector plate and the nozzle entrance. $\alpha_{m,n}$ is the first roots of the derivative of the Bessel functions. For the first-order pure tangential mode, $m = 1, n = 0, q = 0, \alpha_{1,0} = 1.84$ according to Ref. [4], yielding

$$f_{1,0,0} = \frac{c}{2} \times \frac{1.84}{\pi \times 0.14}$$  \hspace{1cm} (23)

For the first-order combined tangential and longitudinal mode, $m = 1, n = 0, q = 1$, leading to

$$f_{1,0,1} = \frac{c}{2} \sqrt{\left(\frac{1.84}{\pi \times 0.14}\right)^2 + \left(\frac{1}{0.33}\right)^2}$$  \hspace{1cm} (24)
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