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Abstract. We introduce a new ship target association method called SRM-AT, which stands for a Ship Radar Matching Method Based on Target Attributes and Point Pair Topological Characteristics. Using the radar properties of electromagnetic signals, as well as the longitude and latitude coordinates of electromagnetic signals and remote sensing images, this method calculates the point pair properties probability and PPTC (Point Pair Topological Characteristic) probability of electromagnetic signals and remote sensing images, as well as the syntheses of BPAF (Basic Probability Assignment Function) of the two through D-S evidence theory, to update the probability matrix of target association between electromagnetic signals and remote sensing images by using probability relaxation labelling method iteratively. The main contributions of this paper are: firstly, using decision trees to classify electromagnetic signals; finally, at the same time applicable to electromagnetic signals and remote sensing image ship formation and non-ship formation form. Through comparative experiments, this paper verifies that the method in this paper is superior to the comparative method in terms of association accuracy.

1. Introduction
Ocean target monitoring currently uses satellite collection of electromagnetic signal and remote sensing image as the main means. The collected electromagnetic signal covers a wide sea area and has high collection frequency, but its positioning accuracy is low. Therefore, the monitoring effect and even the decision-making will be seriously affected when the monitoring of ocean targets only relying on the electromagnetic signal. The collected remote sensing image has high positioning accuracy, less noise and small error, but it has high collection cost. Thence, only relying on remote sensing image for ocean target monitoring costs money and effort.

How to effectively improve the effect of ocean target monitoring is the ultimate goal of this paper. The ancients said: "listen to both sides, then dark." Only when the electromagnetic signal and the remote sensing image are organically combined, can better effects be achieved. Therefore, the integrated use of electromagnetic signal and remote sensing image can effectively solve this problem.

However, the above method faces many problems. For example, the collected electromagnetic signal is messy, and the remote sensing image has long time span, etc. Based on above, this paper proposes SRM-AT: a Ship Radar Matching Method Based on Target Attributes and Point Pair Topological Characteristic. The contributions of our paper are as follows:

1) The decision tree is used to classify electromagnetic signals.
2) At the same time, the ship formation and the non-ship formation of electromagnetic signal and remote sensing image data set are applicable.
2. Background Knowledge

2.1. Overview of the point pair topology characteristic

The ship target position of electromagnetic signal and remote sensing image can be regarded as two point modes on the plane, that is, each ship target position is regarded as a point in the point mode. Therefore, the ship target association between electromagnetic signal and remote sensing image can be transformed into the point matching problem which between two point modes. In this paper, the point pair topology based on the invariant characteristic of point set is used to describe the topological structure between ship targets, and the point matching is carried out by using the topological structure.

The PPTC: Point Pair Topology Characteristic is defined as [1]:

As shown in Figure 1, point set $S = \{s_i, s_j, \ldots\}$ has $N$ points, and $m_i$ is the centre of it. The PPTC $P_{ts}(s_i)$ of any $s_j$ relative to another $s_i$ is the spatial position: $s_j$ relative to $s_i$ in the polar coordinate system with $s_i$ as the origin and $s_i m_i$ as the positive axis, namely:

$$P_{ts}(s_i) = \{(d(s_i, s_j), l(s_i, s_j)) | s_i, s_j \in S; d(s_i, s_j) \in [1, p]; l(s_i, s_j) \in [1, q]\}$$

where $d(s_i, s_j) = k_i (k_i - 1) \Delta \rho < \log \rho - \log \min \leq k \Delta \rho$

$$l(s_i, s_j) = k_i (k_i - 1) \Delta \theta_j < \angle s_i s_j m_i < k \Delta \theta_j$$

(1)

For two points $s_i = (x_i, y_i)$ and $s_j = (x_j, y_j)$ in the $S$, the PPTC $P_{ts}(s_i)$ of $s_j$ relative to $S$ can be calculated by the following formula:

$$P_{ts}(s_i) = \{d(s_i, s_j), l(s_i, s_j)\}$$

$$d(s_i, s_j) = \frac{\log \rho - \log \min}{(\log \max - \log \min)} \times p$$

$$l(s_i, s_j) = \frac{\angle s_i s_j m_i}{360^\circ} \times q$$

(2)

In formula (1) and (2), $d(s_i, s_j)$ represents the quantized distance of $s_j$ and $s_i$, $l(s_i, s_j)$ denotes the quantized angle of counterclockwise rotation with $s_j$ respect to $s_i m_i$, $p$ and $q$ mean the point set space of $S$ divided into $p$ intervals by logarithmic distance $\log \rho$ and $q$ intervals by angle $\theta_j$, $\Delta \rho = \left[\frac{\log \max - \log \min}{p}\right]$, $\Delta \theta_j = \left[360^\circ \times q\right]$. $\angle s_i s_j m_i$ represents the counterclockwise rotation angle of $s_j$ relative to $s_i m_i$. $\rho$ is the spherical distance between $s_i$ and another point with the longest and the nearest distance.

It can be proved that: given a fixed point set $S$, the point set $T(T(s_i) = T)$ is obtained through the similarity transformation of $S$, then the PPTC of $S$ (relative to $s_j$) and $T$ (relative to $t_j$) are the same, that is, the PPTC has the similarity transformation invariance.
2.2. D-S evidence theory

D-S evidence (Dempster-Shafer) theory is a set of mathematical methods based on "evidence" and "combination" to deal with uncertain reasoning problems, which is widely used in information fusion, multi-attribute decision analysis and other fields. The core of D-S evidence theory is evidence synthesis formula, whose definition is shown in formula (3)[2]:

\[
m(X) = \frac{\sum_{X_1 \cap X_2 \neq \emptyset} m_1(X_1) m_2(X_2)}{1 - \sum_{X_1 \cap X_2 = \emptyset} m_1(X_1) m_2(X_2)}, \forall X \in \Theta, X \neq \Phi
\]

Among them, \( \Theta \) is the recognition framework, \( X_1, X_2, \ldots, X_{1K} \) and \( X_2, X_2, \ldots, X_{2L} \) mean the focal element, \( m_1 \) and \( m_2 \) are the trust function, \( m \) represents the S-BPAF, which stands for the Syntheses of Basic Probability Assignment Function (\( m \) satisfies formula (4)).

\[
\sum_{A \in \Theta} m(A) = 1, \quad m(\Phi) = 0
\]

In formula (3), if \( \sum_{X_1 \cap X_2 \neq \emptyset} m_1(X_1) m_2(X_2) \neq 1 \), then we can say that \( m \) can determine a S-BPAF; if \( \sum_{X_1 \cap X_2 = \emptyset} m_1(X_1) m_2(X_2) = 1 \), it is considered that \( m_1 \) and \( m_2 \) completely conflict, and the S-BPAF cannot be obtained.

3. Algorithm of SRM-AT

3.1. Similarity matching metric of point pair topological characteristic

The PPTC is invariant feature under similarity transformation, it has strong robustness to noise and outliers. In this paper, PPTC is used to calculate the similarity matching metric of point set. The specific method is as follows:

In point set \( S \), the PPTC of \( s_i \) relative to \( s_j \) is as follows:

\[
Pt_{ij}(s_i) = \{d(s_i, s_j), l(s_i, s_j) | s_i, s_j \in S; d(s_i, s_j) \in [1, p]; l(s_i, s_j) \in [1, q]\}
\]
In point set T, the PPTC of \( t_i \)' relative to \( t'_i \) is as follows:

\[
Pt_{ij}(t_i) = \{d(t_i,t_j), l(t_i,t_j) | t_i, t_j \in T; d(t_i,t_j) \in [1,p]; l(t_i,t_j) \in [1,q]\}
\]  

(6)

According to formula (5) and formula (6), the similarity matching metric between PPTC of \( (s_i,s_j) \) in S and \( (t_i,t_j) \) in T can be defined as follows:

\[
\begin{align*}
\alpha &= \exp\left(-\frac{d(t_i,t_j) - d(s_i,s_j)}{\max_{i,j \in [1,m]} \{d(s_i,s_j), d(t_i,t_j)\} / \sigma_a^2}\right) \\
\beta &= \exp\left(-\frac{l(t_i,t_j) - l(s_i,s_j)}{\max_{i,j \in [1,m]} \{l(s_i,s_j), l(t_i,t_j)\} / \sigma_b^2}\right)
\end{align*}
\]

(7)

\[
C_{ij} = (1 - \alpha) \cdot (1 - \beta)
\]

In formula (7), \( \alpha \) and \( \beta \) respectively indicate the similarity of the distance and the angle. \( \sigma_a \) and \( \sigma_b \) represent the distance and the angle limiting coefficient, respectively. \( C_{ij} \) denotes the degree of similarity between the topological characteristic of \( s_i \) relative to \( s_j \) and that of \( t_i \) relative to \( t_j \). The smaller \( C_{ij} \) is, the more similar the PPTC of \( s_i \) relative to \( s_j \) and the PPTC of \( t_i \) relative to \( t_j \).

3.2. Basic probability assignment function based on point pair topology characteristic

The ship set composed of N ship targets can be equivalent to the point mode with size N. Any point (any ship target) in the point mode can obtain \( N-1 \) point pair topological characteristics, so the whole point mode (ship set) can obtain \( N \times (N-1) \) point pair topological characteristics. In this paper, the BPAF, which stands for Basic Probability Assignment Function is constructed by the similarity matching metric which based on the topological characteristics of two point sets, so that the matching problem of electromagnetic signal and remote sensing image can be realized by using the PPTC.

To sum up, the BPAF based on PPTC can be expressed by formula (8):

\[
Op(s_i,s_j,t_i,t_j) = \frac{1}{1 + (C_{ij} + C_{ji})^2}
\]

(8)

\( Op(s_i,s_j,t_i,t_j) \) is the compatibility of point pair \( (s_i,s_j) \) and point pair \( (t_i,t_j) \), a value of 1 represents the maximum compatibility between the two point pairs, and 0 means the two point pairs are incompatible. The BPAF satisfies the requirement of compatibility coefficient, and can enhance the robustness to positioning error and false alarm.

3.3. Calculate the matching probability function of unknown radar

Suppose the electromagnetic signal set is \( S = \{s_1,s_2,\ldots,s_n\} \); the feature vector E is constructed by the carrier frequency, pulse repetition frequency and pulse width attributes of the detected N radiation sources; suppose the set of ship remote sensing image is \( T = \{t_1,t_2,\ldots,t_n\} \). M radar categories can be obtained by inputting E into the decision tree classifier, and then the ship type of the M radars can be determined through the "ship-radar" classification information database.
The reasoning judgment from electromagnetic signal to remote sensing image can be determined according to the ship remote sensing image and the ship-radar allocation library. Set the identification results of the electromagnetic signal \( i \) (\( i = 1, 2, \ldots, n \)) are:

\[
\{ \sum_{i=1}^{n} \alpha_{i} m_{i} s_{i} = w_{i} \}
\]

(9)

In formula (9), if the electromagnetic signal \( i \) is identified as the radar \( W_{j} \), then \( p_{ij} = 1 \), otherwise \( p_{ij} = 0 \).

Suppose the probability that the \( j \)-th \( (j=1,2,\ldots,M) \) radar carried on the \( k \)-th \( (k=1,2,\ldots,M) \) ship remote sensing image is expressed as \( p_{jk} \). In the ship-radar allocation library, \( M \)-type ships carrying \( W_{j} \) appeared in the set of ship remote sensing image can be expressed as \( \{ \sum_{i=1}^{M} m_{j} s_{i} = w_{j} \} \). This paper uses \( \{ \sum_{i=1}^{M} m_{j} s_{i} = w_{j} \} \) to determine \( p_{jk} \), that is, if \( h_{j} \) is true, then \( p_{jk} = 1 \), otherwise it is 0. The probability \( p_{jk} \) of the ship \( h_{j} \) carrying \( W_{j} \) satisfies the following formula:

\[
p_{w_{j}} = \frac{h_{j}}{\sum_{i=1}^{M} h_{j}}
\]

(10)

The probability that the target \( s \) belongs to the \( k \)-th \( (k=1, 2, \ldots, M) \) ship remote sensing image \( t_{k} \) is:

\[
p_{s_{k}} = p_{w_{k}} p_{h_{k}}
\]

(11)

After the target \( s \) is classified and identified by the radar radiation source, this paper calculates the recognition result according to the ship-radar allocation library, and the recognition result can be expressed as:

\[
p_{s} = \{ p_{1s}, p_{2s}, \ldots, p_{ns} \}
\]

(12)

### 3.4. Initialize the association probability matrix

Since the PPTC and the attribute feature are independent of each other, they can be used as two evidences to judge whether electromagnetic signal and remote sensing image are associated. According to formula (3), the BPAF corresponding to the PPTC and point pair attribute feature can be combined to obtain the S-BPAF. The S-BPAF can be used to initialize the association probability matrix.

The BPAF \( \text{Ep}(s_{i}, s_{j}, t_{i}, t_{j}) \) based on PPTC is shown in formula (8). Let the BPAF based on attribute feature be \( \text{Ep}(s_{i}, s_{j}, t_{i}, t_{j}) \), and the calculation method is as follows:

\[
\text{Ep}(s_{i}, s_{j}, t_{i}, t_{j}) = r_{ij} \cdot r_{ij}^{*}
\]

(13)

\[
r_{ij} = \text{Ep}(s_{i}, s_{j}, t_{i}, t_{j})
\]

(14)

Based on the above conditions, evidence synthesis can be carried out to obtain the S-BPAF \( C(s_{i} \leftrightarrow t_{i}, s_{j} \leftrightarrow t_{j}) \).

\[
C(s_{i} \leftrightarrow t_{i}, s_{j} \leftrightarrow t_{j}) = \sum_{s_{i} \in \{ s_{i} \} \cap \{ t_{i} \}} \text{Op}(s_{i}, s_{j}, t_{i}, t_{j}) \cdot \text{Ep}(s_{i}, s_{j}, t_{i}, t_{j})
\]

(15)

Among them:

\[
\alpha = (s_{i} \leftrightarrow t_{i}^{*}, s_{j} \leftrightarrow t_{j}^{*}) \cap (s_{i} \leftrightarrow t_{i}^{*}, s_{j} \leftrightarrow t_{j}^{*})
\]

(16)

The ship target positions of remote sensing image and electromagnetic signal are used as target set and template set respectively. Set the target set \( T = \{ t_{i} | t_{i} = 1, 2, \ldots, n_{i} \} \), where \( t_{i} = (x_{i}, y_{i}) \); template set \( S = \{ s_{i} | i = 1, 2, \ldots, n_{i} \} \), where \( s_{i} = (x_{i}, y_{i}) \). Target association aims to find the best association result from the target set and the template set, that is, \( r: s_{i} \rightarrow m_{10} \), where \( r(i) = t_{i}^{*} \). In the mathematical model, the
association probability matrix \( A = [A_{ij}]_{n \times n} \) is used to describe the point pair association degree between the target set and the template set, where \( A_{ij} (i \in [1,2,\ldots,n_i] ; j \in [1,2,\ldots,n_j]) \) is the association probability between \( s_i \) and \( t'_j \).

Let the initial association probability matrix be \( A^{(0)} = [A^{(0)}_{ij}]_{n \times n} \), where \( A^{(0)}_{ij} \) is the initial probability of \( s_i \leftrightarrow t'_j \) (\( s_i \) and \( t'_j \) associated). When \( s_i \leftrightarrow t'_j \), for any \( s_j (j \neq i) \), it is hoped that there is and only a unique \( t'_j (j \neq i) \) associated with it, so \( \max_{j
ot=i} [C(s_i \leftrightarrow t'_j, s_j \leftrightarrow t'_j)] \) can be used to represent the support of \( s_j \leftrightarrow t'_j \) to \( s_i \leftrightarrow t'_j \).

To sum up, the initial association probability \( A^{(0)}_{ij} \) of \( s_i \leftrightarrow t'_j \) is the mean value of all possible \( s_j \leftrightarrow t'_j \) support to \( s_i \leftrightarrow t'_j \) (\( j \neq i, j' \neq i' \)), namely:

\[
A^{(0)}_{ij} = \frac{1}{n-1} \sum_{j
ot=i} \{ \max_{j
ot=i} [C(s_i \leftrightarrow t'_j, s_j \leftrightarrow t'_j)] \} \tag{17}
\]

Where \( 1 \leq i \leq n_i \), \( 1 \leq j' \leq n_j \).

3.5. Relaxation labeling optimization

Relaxation labeling method describes targets by using markers. This method first gives a set of initial markers for the targets, then updates the markers successively through iterative operation, and finally obtains the exact set of markers for the corresponding targets. This paper uses relaxation labeling method to find the optimal target association probability matrix [3].

In the optimization process of relaxation labeling method, for the \( r \)-th iteration, the support of \( s_j \leftrightarrow t'_j \) to \( s_i \leftrightarrow t'_j \) is not only related to the compatibility metric of \( s_i \leftrightarrow t'_j \) and \( s_j \leftrightarrow t'_j \) (syntheses of basic probability assignment function \( C(s_i \leftrightarrow t'_j, s_j \leftrightarrow t'_j) \)), but also need to consider the \( A^{(r-1)}_{ij} \). Therefore, taking the maximum value of the above two minimums indicates the support of \( s_j \leftrightarrow t'_j \) to the \( s_i \leftrightarrow t'_j \). Thus, the iterative updating formula of the association probability matrix is:

\[
A^{(r)}_{ij} = \frac{1}{n-1} \sum_{j
ot=i} \{ \max_{j
ot=i} [\min[C(s_i \leftrightarrow t'_j, s_j \leftrightarrow t'_j), A^{(r-1)}_{ij}]] \} \tag{18}
\]

In order to meet the one-to-one matching constraint, the association probability matrix must be regularized in columns and rows after each iteration, so that \( \forall i \in [1,2,\ldots,n_i] \), all have \( \sum_{j} A^{(r)}_{ij} = 1 \).

The iterative end condition of the relaxation labeling method is the association probability matrix \( A \) converges, that is, the difference between the \( k \)-th and the \( k-1 \)th iteration results is less than the given threshold \( \epsilon \):

\[
\delta(k) = \| A^{(k)} - A^{(k-1)} \| < \epsilon \tag{19}
\]

At this point, the optimal association matrix \( A \) satisfying the one-to-one matching constraint can be obtained.

4. Experiment and analysis

4.1. Experimental setup

In order to verify the effectiveness of the SRM-AT, two sets of comparative experiments are set up in this section. The first set of experiments compares ICP[4], PPLT-PRL[5], SM[6], SVD[7], PPTC-SM[1], PPTC-PRL[1] and the SRM-AT algorithms. The performances of these algorithms are compared on the ship formation set data of random affine transformation. The second set of experiments uses real non-ship formation (inter-ships independent of each other) data set provided by Party X to verify the practical effectiveness of the SRM-AT. In the two sets of experiments, the parameters of SRM-AT are set as: distance interval \( P = 5 \), angle interval \( Q = 12 \); distance limiting coefficient and angle limiting coefficient are both 1.1.
Experiment (I): The related algorithms are compared with the performance of anti-rotation, positioning error adaptability and anti-false alarm on the random affine transformed ship formation set data. The PPTC calculation stage uses remote sensing image latitude and longitude coordinate data to generate a target set, and the template set is generated through random affine transformation. The target set is composed of: {(25,15); (12,30); (15,47); (40,15); (40,25); (40,40); (40,75); (70,30); (70,65)}. The random affine transformation matrix $H$ can be expressed by formula (20).

$$
H = \begin{bmatrix}
\cos \theta & \sin \theta & t_x \\
-\sin \theta & \cos \theta & t_y \\
0 & 0 & 1
\end{bmatrix}
$$

(20)

The meaning and the value of each parameter in formula (20) are as follows:

- Scale factor: $0.1 \leq \alpha \leq 5.0$, which is fixed as 1 in this paper;
- Rotation angle: $-180^\circ \leq \theta \leq 180^\circ$ (in the anti-rotation comparison experiment, rotation angle is taken at intervals of 60 angle);
- Displacement parameter $t_x$, $t_y$ are both $0.3$, $-0.5 \leq t_x$, $t_y \leq 0.5$.

For the positioning error adaptability comparison experiment, this paper adds the mean value of 0 to the longitude and latitude coordinate of each point in the template set, and the variance is the Gaussian noise of $f$ times the minimum Euclidean distance between two points in the template set, where $f$ is the positioning error level factor. In the anti-false alarm comparison experiment, this paper randomly adds $r \times N_f$ false points to the template set, where $r$ is the out-of-grid point rate and $N_f$ is the number of template set point.

In experiment (II), the longitude and the latitude coordinates of real remote sensing image and electromagnetic signal provided by the X party constitutes the target set and the template set required by the PPTC stage. We randomly selects 5, 8 and 11 data points for analysis experiment. In experiment (II), the algorithms involved in comparison include ICP, PPLT-PRL, SM and SVD.

4.2. Experimental results

4.2.1. Experiment I: The experimental results are shown in Figure 2, 3, and 4.

![Figure 2. experimental results](image_url)

Figure 2 shows the anti-rotation performance of SRM-AT and other six algorithms. The ordinate is the matching accuracy of these algorithms, and the abscissa is the rotation angle. When the rotation angle is 0, the accuracy of various algorithms is 100%. As the rotation angle decreases or increases, except for SM, PPTC-SM, PPTC-PRL and SRM-AT, the accuracy of other algorithms fluctuates greatly. Among
them, the accuracy of ICP fluctuates the most, indicating that the algorithm presented in this paper has rotation invariance, and the anti-rotation performance of ICP is poor.

![Figure 3](image)

**Figure 3. experimental results**

Figure 3 shows a line chart of matching accuracy of the seven algorithms. The ordinate is the algorithm matching accuracy and the abscissa is the positioning error level factor. Observing Figure 3, we can get: the SRM-AT is most adaptable to positioning error, and its accuracy rate is 100%. The matching accuracy of PPTC-SM and PPTC-PRL is always higher than 75%, showing that they have strong adaptability to positioning error. The accuracy of SM and SVD decreases with the increasing of positioning error factor, so their adaptability to positioning error is poor, while ICP and PPLT-PRL are not suitable for the setting with large positioning error factor.
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**Figure 4. experimental results**

Figure 4 shows a line chart of matching accuracy and out-of-grid rate, the algorithms involved in the experiment are ICP, PPLT-PRL, SM, SVD, PPTC-SM, PPTC-PRL and the SRM-AT. The vertical axis is matching accuracy and the abscissa is out-of-grid rate. In Figure 4, the accuracy of SVD and SM decreases as the out-of-grid rate increasing. When the out-of-grid rate is 0.4, the accuracy of SVD and
SM is reduced to 0. The anti-false alarm performance of ICP and PPLT-PRL is unstable, and their accuracy fluctuates greatly due to the influence of out-of-grid rate. PPTC-SM and PPTC-PRL are both more accurate than 80%, and their anti-false alarm performance is strong, but still weaker than the algorithm in this paper: SRM-AT is not affected by out-of-grid rate and has an accuracy of 100%.

4.2.2. Experiment II. Figure 5 shows the comparison results of ICP, PPLT-PRL, SM, SVD, and SRM-AT on the data of real non-ship formation (ships are independent of each other).

The ordinate is matching accuracy, and the abscissa represents the number of target and template adopted in the experiment. It can be concluded that SRM-AT has the highest matching accuracy in the real data. In experiments with target and template set of 5×5, 8×8, and 11×11, the matching accuracy of SRM-AT is 80%, 50%, and 73%, far higher than that of PPLT-PRL and ICP (23% and 12%, respectively). The experimental results show that SRM-AT has strong practical feasibility, while SM and SVD are less feasible, and are not suitable for non-ship formation data.

4.3. Experimental analysis

Analysis of the experimental results of Section 4.2 shows that the anti-rotation performance, adaptability to positioning error and anti-false alarm performance of SRM-AT are superior to other algorithms. The reasons are as follows:

ICP realizes target association by iteratively searching for the nearest point, but it lacks adaptability to geometric deformation. Therefore, when the geometric deformation of the associated target is large, the target association performance of ICP will be weakened, as shown in the following: in experiments of anti-rotation and adaptability to positioning error, the matching accuracy of ICP is low and the fluctuation range is large. PPLT-PRL achieves target association based on point-to-local features, and has rich deformation description ability, but its local deformation invariance is sensitive to out-of-grid point and positioning error. Therefore, the PPLT-PRL has a low matching accuracy in the experiment of anti-false alarm and adaptability to positioning error. SM achieves point matching by calculating distance matrix and singular value decomposition, and is suitable for scenes with rotation, positioning error and out-of-grid point. However, SM is sensitive to scaling, so its performance is poor when setting scaling factor. SVD performs point matching based on measurement matrix, singular value decomposition and decision matrix, and is suitable for similar transformation scenarios. However, SVD is sensitive to positioning error and out-of-grid point, and therefore performs well only in anti-rotation experiment. PPTC-SM and PPTC-PRL are based on the above four algorithms, so they are superior to the other four algorithms in terms of anti-rotation, adaptability to positioning error and anti-false alarm. SRM-AT uses target radar attributes and location information to achieve target association, which fully
integrates the advantages of attribute characteristics and point-to-topological characteristics, so the performance is superior to other algorithms.

We can see that SRM-AT is highly adaptable to rotation, positioning error and false alarm. Therefore, under the real data of experiment (II), its performance is obviously better than that of other methods. ICP, PPTL-PRL, SM and SVD have their own shortcomings in geometric deformation, positioning error adaptability and anti-false alarm, so their performance under real data condition is low.

5. Related work
According to different correlation factors, target association can be realized based on[8]: (a)attribute information; (b)location information; (c)fusion of attribute and location information. Target association based on attribute information judges matching relationship between targets according to the degree of agreement between attributes [9-11], it has better performance in some specific problems, but the generalization performance is poor. Target association based on location information can be divided into methods based on motion state information and point pattern matching. Target association based on motion state information uses the periodic output of active observation periodic scanning to extract the target position information and estimate the motion state of the target, so as to achieve the purpose of target association [12, 13]; The method based on point pattern matching considers the target location information as a point pattern and uses the matching relationship between point patterns to achieve the target association. The typical methods include: Point Pair Topological Characteristics and Probability Relaxation Labeling(PPTC-PRL)[1], Point Pair Topological Characteristics and Spectral Matching(PPTC-SM)[1]. Both of them make use of the invariable features in the ship formation and match the target with the probability relaxation labelling method and spectral matching method respectively. Target association based on location information is mature, but it is not suitable for situations with low information revisit rate. Different from the above mentioned method, which uses a single feature, the target association method that combines location and attribute information uses the complementarity between target location information and attribute information to construct the comprehensive association discriminant function in order to achieve the goal of association. For example, the TBM global distance measure for the association of uncertain combat ID declarations[14], and the target association method based on topology and attribute feature[1], etc. The TBM global distance measure for the association of uncertain combat ID declarations is based on D-S evidence theory, proposed under the background of high information revisit rate, which is not applicable to the scenario with low information revisit rate. The target association method based on topology and attribute feature uses D-S evidence theory to combine the topological feature and attribute feature, which can correct the defects when using a single feature for target association, however, it is not applicable to the scenarios between non-ship formation.

6. Conclusion
In order to improve the accuracy of target association method, this paper proposes a Ship Radar Matching Method Based on Target Attributes and Point Pair Topological Characteristic, called SRM-AT. This method utilizes the advantages of attribute feature and PPTC, and after fusing the two through D-S evidence theory, the relaxation labeling method is used to obtain the optimal matching result of the target. Through comparative experiments, we see that when the data has rotation angle, positioning error or false alarm rate, the association effect of SRM-AT is far superior to the method that only uses topological or attribute characteristic, which verifies the effectiveness of the method in this paper.
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