OVERCROWDING ESTIMATES FOR ZERO COUNT AND NODAL LENGTH OF STATIONARY GAUSSIAN PROCESSES

LAKSHMI PRIYA

Abstract. Assuming certain conditions on the spectral measures of centered stationary Gaussian processes on $\mathbb{R}$ (or $\mathbb{R}^2$), we show that the probability of the event that their zero count in an interval (resp., nodal length in a square domain) is larger than $n$, where $n$ is much larger than the expected value of the zero count in that interval (resp., nodal length in that square domain), is exponentially small in $n$.

1. Introduction

1.1. Main Results. In this paper we consider centered stationary Gaussian processes on $\mathbb{R}/\mathbb{R}^2$, study the unlikely event that there is an excessive zero count/nodal length in a region and obtain probability estimates for them. Let $g : \mathbb{R}^2 \to \mathbb{R}$ be a $C^1$ function such that for every $z \in \mathbb{R}^2$ we have $|g(z)| + |\nabla g(z)| \neq 0$. Then its zero/nodal set $Z(g) := g^{-1}\{0\}$ is a smooth one-dimensional submanifold. Let $f : \mathbb{R} \to \mathbb{R}$ be any function and $T > 0$, we define $N_T(f)$ and $L_T(g)$ to be the zero count of $f$ in $[0,T]$ and the nodal length of $g$ in $[0,T]^2$ respectively, that is

$$N_T(f) := \#\{x \in [0,T] : f(x) = 0\},$$
$$L_T(g) := \text{Length}\{z \in [0,T]^2 : g(z) = 0\}.$$

When there is no ambiguity of the function under consideration, we simply use $N_T$ and $L_T$.

Let $X$ be a centered stationary Gaussian process on $\mathbb{R}/\mathbb{R}^2$ whose spectral measure $\mu$ is a symmetric Borel probability measure. Stationarity of $X$ implies that $E[N_T] \propto T$ and $E[L_T] \propto T^2$, under the assumption that $\mu$ has a finite second moment these expectations are also finite. Under some assumptions on $\mu$, we get probability estimates for the unlikely events $N_T \gg E[N_T]$ and $L_T \gg E[L_T]$. The following are the assumptions we make on $\mu$ and their significance.

- All moments $C_n(1)/C_{m,n}(2)$ of $\mu$ are finite: The higher order moments $C_n$ of $\mu$ control the higher order derivatives of $X$, hence a control on $C_n$ gives a control on the oscillations of $X$, which in turn controls the number of 0-crossings of $X$.

- $(A1)/(A2)$: The event $N_T \gg E[N_T]/L_T \gg E[L_T]$ is intimately related to the event that $X$ takes small values in a region (small ball event). Under assumption $(A1)/(A2)$, the small ball event becomes highly unlikely and it is possible to estimate their probabilities.

Lemmas 2.1 and 2.7 are the quantitative versions of the above statements.
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Notations. Before stating the main results, we introduce some useful notations.

1. Let \( \mu \) be a positive Borel measure on \( \mathbb{R} \). For \( n \in \mathbb{N} \), we define \( C_n \) and \( D_n \) by

\[
C_n := \int_{\mathbb{R}} |x|^n d\mu(x) \quad \text{and} \quad D_n := \max\{1, \sqrt{C_{2n}}, \sqrt{C_{2n+2}}\}. \tag{1}
\]

2. For a positive Borel measure on \( \mathbb{R}^2 \), we denote by \( \mu_r \) the push forward of \( \mu \) by the map \( \phi \), where \( \phi : \mathbb{R}^2 \to [0, \infty) \) is defined by \( \phi(x, y) := \sqrt{x^2 + y^2} \). For \( m, n \in \mathbb{N} \cup \{0\} \), we define the following quantities

\[
C_{m,n} := \int_{\mathbb{R}^2} |x|^m |y|^n d\mu(x, y) \quad \text{and} \quad \bar{R}_n := \max\{\sqrt{C_{k,2n-k}} : 0 \leq k \leq 2n\},
\]

\[
R_n := \max\{1, \bar{R}_1, \bar{R}_n, \bar{R}_{n+1}\}. \tag{2}
\]

The relation between the moments \( L_n \) and \( R_n \) is discussed in Remark 3.10.

3. Let \( \mu \) be a positive Borel measure on \( \mathbb{R}/\mathbb{R}^2 \). Then \( \mu \) is said to satisfy assumption \((A1)/(A2)\) if:

\( \mu \) is a symmetric Borel probability measure on \( \mathbb{R} \) which has a nontrivial absolutely continuous part w.r.t. the Lebesgue measure on \( \mathbb{R} \). \quad (A1)

\( \mu \) is a symmetric Borel probability measure on \( \mathbb{R}^2 \) such that there exist \( v_1, v_2 \in S^1 \) satisfying \( v_1 \perp v_2 \) and the marginals of \( \mu \) on \( \mathbb{R}v_1 \) and \( \mathbb{R}v_2 \) satisfy \((A1)\). \quad (A2)

**Theorem 1.1.** Let \( X \) be a centered stationary Gaussian process on \( \mathbb{R} \) whose spectral measure \( \mu \) is such that it satisfies \((A1)\) and all its moments \( C_n \) are finite. Then there exist constants \( c > 0, b, B \in (0, 1) \) such that for every \( \epsilon \in (0, 1/2) \), \( n \in \mathbb{N} \) such that \( n \geq 1/\epsilon^2 \) and \( T \in (0, b[\epsilon n]) \) satisfying \( (B/D_n^{1/n}) \cdot (n/T)^{1-2\epsilon} \geq e \), we have

\[
\exp(-n^2 \log(cn/T)) \leq \mathbb{P}(N_T \geq n) \leq 2 \exp\left\{-\frac{cn^2}{2} \log\left(\frac{B}{D_n^{1/n}} \cdot \left(\frac{n}{T}\right)^{1-2\epsilon}\right)\right\}. \tag{3}
\]

**Theorem 1.2.** Let \( X \) be a centered stationary Gaussian process on \( \mathbb{R}^2 \) whose spectral measure \( \mu \) is such that it satisfies \((A2)\) and all its moments \( C_{m,n} \) (or equivalently \( \bar{L}_n \)) are finite. Then there are constants \( b, B \in (0, 1) \) such that for every \( \epsilon \in (0, 1/4) \), \( n \geq 1/\epsilon^2 \) and \( T \in (0, b[\epsilon n]) \) such that \( B/L_n^{1/n} \cdot (n/T)^{1-4\epsilon} \geq e \), we have

\[
\mathbb{P}(\mathcal{L}_T > 4nT) \leq 6 \exp\left\{-\frac{cn^2}{2} \log\left(\frac{B}{L_n^{1/n}} \cdot \left(\frac{n}{T}\right)^{1-4\epsilon}\right)\right\}. \tag{4}
\]

**Remark 1.3.** If we fix \( n \geq 16 \) and take \( \epsilon = 1/4 \) in \((3)\), we can conclude that there are constants \( b_n, b'_n > 0 \) such that for every \( \delta \in (0, b'_n) \) we have

\[
\mathbb{P}(N_\delta \geq n) \leq b_n \delta^{n^2/16},
\]

and this indicates short-range repulsion of the zeros of \( X \).

In Section 6, we apply Theorems 1.1 and 1.2 to specific classes of spectral measures \( \mu \) and get tail estimates for \( N_T \) and \( \mathcal{L}_T \); these results are summarized in the following tables.
1.2. Prior work & comparison with our results. Before we comment about how our results compare with what is already known, let us briefly review the results known about zero count and nodal length of stationary Gaussian processes. A more detailed and comprehensive account of results known so far can be found in [1, 5, 15].
As before, let $X$ be a centered stationary Gaussian processes on $\mathbb{R}/\mathbb{R}^2$ whose spectral measure $\mu$ is a symmetric Borel probability measure. We denote its covariance kernel by $k = \hat{\mu}$. The exact value of the expectations of $N_T$ and $L_T$ are given by the Kac-Rice formulas. Under the assumption that the tails of $\mu$ are light enough and some integrability assumptions on $k$ and $k''$, it was shown in [6] that $\text{Var} N_T \asymp T$ and a central limit theorem was also established for $N_T$. Finiteness of moments of $N_T$ and bounds for these were established in [3, 4, 14] under the assumption that the moments of $\mu$ are finite and more recently the asymptotics of the central moments of $N_T$ were obtained in [1] assuming certain decay of $k$. Under the assumption that $\mu$ has very light tails and $k$ is integrable, it was shown in [5] that $N_T$ concentrates exponentially around its mean. Central limit theorems and variance asymptotics for $L_T$ in specific examples of stationary Gaussian processes were obtained in [8, 13]. Under the assumption that moments of $\mu$ are finite, finiteness of moments of $L_T$ were established in [2].

These results can be broadly classified into two categories based on the assumptions made on their spectral measure or covariance.

- **Decay of covariance $k$ (and light tails of $\mu$):** The philosophy behind such an assumption is that decay of $k$ implies quasi-independence of events in well separated regions and hence for a large $T$, $N_T$ is approximately a sum of identically distributed random variables which are $M$-dependent. Although it is quite easy to state this idea, building on it and making it work is far from trivial. Hence the concentration results in [5, 6] can be viewed as stemming from some underlying independence.

- **Finiteness of moments of $\mu$:** In the other results like [3, 4, 14] which established finiteness of moments of $N_T$, the only assumption made on $\mu$ is finiteness of its moments. The significance of this, as discussed earlier, is that a control on the moments imply a control on the oscillations and hence on the zero count also.

The nature of the results from these two categories also differ: in the former, the assumptions made are strong and so are the conclusions (concentration) and in the latter, the assumptions are much weaker and the conclusions (non-explicit moment bounds) are also weak. In terms of the assumptions made on the spectral measure/covariance, our result falls in the second category, but surprisingly we get quite strong conclusions. To illustrate this claim, we present some consequences of Theorem 1.1; the following are two instances where we get the exact asymptotics for the deviation probabilities $P(N_T \geq n)$:

- If $\mu$ is compactly supported, there is $C > 1$ such that if $T > 1$ and $CT \leq n$, then
  \[- \log P(N_T \geq n) \asymp n^2 \log(n/T).\]

- If $\mu$ is such that $C_n \leq n^{\alpha n}$ for some $\alpha \in (0, 1)$, then for every $\kappa \in (0, 1 - \alpha)$ and $n, T$ such that $1 \leq T \leq n^{\kappa}$, we have
  \[- \log P(N_T \geq n) \asymp n^2 \log n.\]

It is also interesting to compare the exponential concentration result ([5], Theorem 1.1) with Theorem 1.1; both the results give estimates for $P(|N_T - E[N_T]| \geq F(T))$. The former
gives estimates when the fluctuation $F(T)$ is of order $T$, while our result gives estimates when $F(T)/T \gg 1$ and $F(T)$ is large (how large depends on the growth of moments $C_n$) enough. Hence only in certain situations can we actually compare these two results and one such instance is when $\mu$ is compactly supported and has a density which belongs to $W^{1,2}$. There exists $C > 1$ (depending on $\mu$) such that for $\eta > 0$ and $F(T) = \eta T$, the estimates for the deviation probability from [5] and Theorem 1.1 are $\exp(-c_\eta T)$, $\forall \eta > 0$ and $\exp(-c\eta^2 T^2)$, $\forall \eta \geq C$ respectively. So this naturally raises a question about the true deviation probabilities: either the true deviations for $\eta \in (0, C)$ are much smaller than $\exp(-c_\eta T)$ or there is some $c_0 \in (0, C)$ such that the behaviour of the deviation probabilities are different for $\eta \in (0, c_0)$ and $\eta \in (c_0, C)$ which hints at a possible JLM law.

1.3. Plan of the paper. In Section 2, we present the main ideas in the proofs of Theorems 1.1 and 1.2 and also give a sketch of their proofs. The relevant details and calculations required to complete the proofs are presented in Sections 4 and 5. In Section 3, we recall some known results and present other preliminary results required in proving our main theorems. In Section 6, we deduce the tail bounds for $N_T$ and $L_T$ presented in Tables 1 and 2 from Theorems 1.1 and 1.2 respectively.

2. Idea of the proof

In this section, we present the key ideas in the proofs of Theorems 1.1 and 1.2; we also give a brief sketch of their proofs here. The calculations and detailed arguments will be presented in Sections 4 and 5.

2.1. Proof idea of Theorem 1.1. We now present a simple yet very useful idea regarding the zero count of a smooth function and this serves as the starting point for proving the upper bound in Theorem 1.1. This idea has previously been employed in [3, 4, 14] to study moments of the zero count of random functions. The following lemma is inspired by these earlier versions and is a slight modification of those.

Lemma 2.1. Let $T, M > 0$ and $n \in \mathbb{N}$. Let $f : [0, 2T] \to \mathbb{R}$ be a smooth function which has at least $n$ distinct roots in $[0, T]$ and $\|f^{(n)}\|_{L^\infty[0,2T]} \leq M$. Then for every $0 \leq k \leq n$, we have

$$\|f^{(n-k)}\|_{L^\infty[T,2T]} \leq M \frac{(2T)^k}{k!}.$$  

Proof. Let $g : [0, T] \to \mathbb{R}$ be a smooth function and let $x_1 < x_2$ be two zeros of $g$, then there exists a zero of $g'$ in $[x_1, x_2]$. This along with the fact that $f$ has at least $n$ distinct roots in $[0, T]$ implies that there are points $0 \leq \alpha_{n-1} \leq \alpha_{n-2} \leq \cdots \leq \alpha_1 \leq \alpha_0 \leq T$ such that for every $0 \leq k \leq n - 1$, we have $f^{(k)}(\alpha_k) = 0$. For $t \in [\alpha_{n-1}, 2T]$, we have

$$|f^{(n-1)}(t)| = \left| \int_{\alpha_{n-1}}^{t} f^{(n)}(x) \, dx \right| \leq M (t - \alpha_{n-1}) \leq Mt.$$  

(5)
Using the estimate for \(|f^{(n-1)}|\) in (5), we have for every \(t \in [\alpha_{n-2}, 2T]\)
\[
|f^{(n-2)}(t)| = \left| \int_{\alpha_{n-2}}^{t} f^{(n-1)}(x) \, dx \right| \leq M \left( \frac{t^2 - \alpha_{n-2}^2}{2} \right) \leq M \frac{t^2}{2}.
\]
Thus inductively we can establish that for every \(k \leq n - 1\) and every \(t \in [\alpha_{n-k}, 2T]\)
\[
|f^{(n-k)}(t)| \leq M \frac{t^k}{k!} \leq M \frac{(2T)^k}{k!},
\]
and this establishes our claim. \(\square\)

We get the following result as an immediate consequence of Lemma 2.1.

**Lemma 2.2.** Let \(F : \mathbb{R} \to \mathbb{R}\) be a smooth random function, then for every \(T, M > 0\) and \(n \in \mathbb{N}\) we have
\[
P(N_T \geq n) \leq P\left( \|F\|_{L^\infty[0,2T]} \leq M(\frac{(2T)^n}{n!}) \right) + P\left( \|F^{(n)}\|_{L^\infty[0,2T]} > M \right).
\] (6)

**Upper bound in Theorem 1.1.** We use Lemma 2.2 to prove the upper bound in Theorem 1.1 and hence we only need to estimate the two terms on the r.h.s. of (6). The second term is estimated using well known tail bounds for the supremum of Gaussian processes; we recall these standard results in Section 3.2. Since we are working with stationary Gaussian processes, calculating the metric entropy and the corresponding Dudley integral are quite straightforward.

The first term corresponds to a small ball event and the discussion in Section 3.1 is devoted to obtaining probability estimates for such small ball events. We briefly explain how this is done: say \(\eta > 0\) and we want to estimate \(P(\|X\|_{L^\infty[0,T]} \leq \eta)\). For \(m \in \mathbb{N}\) and \(0 \leq k \leq m\), we define \(t_k := kT/m\) which are \((m + 1)\) equispaced points in \([0,T]\). Consider the Gaussian vector \(V_m\) defined by \(V_m := (X_{t_0}, \ldots, X_{t_m})\). Let \(\Sigma_m\) and \(\phi_m\) be the covariance matrix and the density of \(V_m\) respectively, then
\[
\phi_m(x) = \frac{1}{(\sqrt{2\pi})^{m+1} |\Sigma_m|^{1/2}} \exp\left( - \frac{\langle \Sigma_m^{-1} x, x \rangle}{2} \right),
\]
hence \(\|\phi_m\|_{L^\infty(\mathbb{R}^{m+1})} \leq \frac{1}{(\sqrt{2\pi})^{m+1} |\Sigma_m|^{1/2}} \leq \frac{1}{(\sqrt{2\pi})^{m+1} \lambda_m^{m+1/2}},\)
where \(\lambda_m\) is the smallest eigenvalue of \(\Sigma_m\) and hence the following is an estimate for the small ball probability
\[
P(\|X\|_{L^\infty[0,T]} \leq \eta) \leq \int_{[-\eta,\eta]^{m+1}} \phi_m(x) \, dx \leq \left( \frac{2\eta}{\sqrt{2\pi} \lambda_m^{1/2}} \right)^{m+1}.
\] (7)

Result 3.3 gives a lower bound for \(\lambda_m\) and hence an upper bound for the small ball probability in (7). We then use (7) with \(\eta = M(2T)^n/n!\) and an optimal choice of \(m\) to get an estimate for the first term in (6).

For given values of \(n\) and \(T\), we need to make an optimal choice of \(M\) (it should be small enough so that the first event is indeed a small ball event and large enough so that the second event is unlikely) so that the r.h.s. of (6) is as small as possible.
Lower bound in Theorem 1.1. We use the same notations as above and take \( m = n \). If the sign of a continuous function defined on \([0, T]\) alternates at the points \( t_k \), then there is necessarily a 0-crossing of the function between every two successive points \( t_k \) and hence the zero count in \([0, T]\) is at least \( n \). Thus we have

\[
P(X_{t_0} < 0, X_{t_1} > 0, \ldots, (-1)^{n+1}X_{t_n} > 0) \leq \mathbb{P}(N_T \geq n),
\]

and hence to get a lower bound for the above probability, we need a lower bound on the density \( \phi_n \) and we get this below. \( \Sigma_n \) being a Gram-matrix with all diagonal entries equal to 1, we have

\[
|\Sigma_n| \leq 1 \quad (9), \text{Lemma 3}
\]

and hence

\[
\phi_n(x) \geq \frac{1}{(\sqrt{2\pi})^{n+1}} \exp\left(-\frac{\langle \Sigma_n^{-1}x, x \rangle}{2}\right) \geq \frac{1}{(\sqrt{2\pi})^{n+1}} \exp\left(-\frac{\|x\|^2}{2\lambda_n}\right). \quad (9)
\]

As before, we use the lower bound for \( \lambda_n \) from Result 3.3 to get a lower bound on the density in (9) and then use this to get a lower bound for the l.h.s. of (8).

**Remark 2.3.** Result 3.3 gives a lower bound for \( \lambda_n \) and the only assumption on \( \mu \) required to establish this result is \((A1)\). Hence it is the same assumption, namely \((A1)\), which gives both the following bounds:

- an upper bound for the small ball estimate in (7),
- a lower bound for the probability of the event \( \{X_{t_0} < 0, X_{t_1} > 0, \ldots\} \) in (8).

This is not very surprising and we can perceive this as: *the propensity of X to oscillate makes it difficult for it to be confined to a small ball.*

### 2.2. Proof idea of Theorem 1.2.

We now present some deterministic results about nodal length of a smooth function which will be useful in proving Theorem 1.2. Let us first introduce some notations. For \( f : \mathbb{R}^2 \to \mathbb{R} \) a smooth function, \( T > 0 \) and \( t \in [0, T] \), we define \( N_{1,T} \) and \( N_{2,T} \) as follows

\[
N_{1,T}(t) := \# \{ y \in [0, T] : f(t, y) = 0 \},
\]

\[
N_{2,T}(t) := \# \{ x \in [0, T] : f(x, t) = 0 \}.
\]

The following result in an easy consequence of Lemma 2.1.

**Corollary 2.4.** Let \( T, M > 0 \) and \( n \in \mathbb{N} \) be such that \( 2T < n \). Suppose \( f : [0, n] \to \mathbb{R} \) is a smooth function such that \( \|f^{(n)}\|_{L^\infty[0,n]} \leq M \) and \( \|f\|_{L^\infty[T,2T]} > M(2T)^n/n! \), then \( f \) has no more than \( (n-1) \) zeros in the interval \([0, T]\).

The following integral geometric result gives a bound for the nodal length of a smooth function and it appears in the proof of Lemma 5.11 from [7].

**Result 2.5.** Let \( f : \mathbb{R}^2 \to \mathbb{R} \) be a smooth function and let \( T > 0 \), then we have the following bound for the nodal length of \( f \)

\[
\text{length}\{z \in [0, T]^2 : f(z) = 0 \text{ and } \nabla f(z) \neq 0\} \leq \sqrt{2} \left( \int_0^T N_{1,T}(x)dx + \int_0^T N_{2,T}(y)dy \right).
\]
The following lemma is an immediate consequence of Corollary 2.4 and is inspired by Lemma 5.11 in [7].

**Lemma 2.6.** Let \( T, M > 0, \ n \in \mathbb{N} \) be such that \( 2T \leq n \). Let \( f : \mathbb{R}^2 \rightarrow \mathbb{R} \) be a smooth function satisfying the following

\[
\max \left\{ \| \partial_2 f \|_{L^\infty[0,n]^2}, \| \partial_t f \|_{L^\infty[0,n]^2} \right\} \leq M/2 \text{ and } \| f(\cdot,0) \|_{L^\infty[T,2T]} > M(2T)^n/n!.
\]

Then for every \( t \in [0,(2T)^n/n!] \), we have \( N_{2,T}(t) < n \).

**Proof.** Let \( x_0 \in [T,2T] \) be such that \( |f(x_0,0)| > M(2T)^n/n! \), then for every \( t \in [0,(2T)^n/n!] \) we have

\[
f(x_0,t) - f(x_0,0) = \int_0^t \partial_2 f(x_0,s) \, ds,
\]

hence \( |f(x_0,t) - f(x_0,0)| < \frac{M}{2} \cdot \frac{(2T)^n}{n!} \),

hence \( |f(x_0,t)| > \frac{M(2T)^n}{2n!} \).

Thus we have \( \| f(\cdot,t) \|_{L^\infty[T,2T]} \geq M(2T)^n/2n! \) and \( \| \partial_t f(\cdot,t) \|_{L^\infty[0,n]^2} \leq M/2 \). Corollary 2.4 now gives the desired result. \( \square \)

The following lemma which is a direct and easy consequence of Lemma 2.6 is the main ingredient in the proof of Theorem 1.2.

**Lemma 2.7.** Let \( T, M > 0, \ n \in \mathbb{N} \) be such that \( 2T \leq n \) and define \( \delta := (2T)^n/n! \). Suppose that \( f : \mathbb{R}^2 \rightarrow \mathbb{R} \) is a smooth function, then we have the following.

- If for every \( r \in \{0, 1, 2, \ldots, [\delta^{-1}T]\} \), the following bounds hold for \( f \)

\[
\max \left\{ \| \partial_2 f \|_{L^\infty[0,n]^2}, \| \partial_t^n f \|_{L^\infty[0,n]^2} \right\} \leq M/2 \text{ and } \| f(\cdot,r\delta) \|_{L^\infty[T,2T]} > M\delta, \tag{10}
\]

then for every \( t \in [0,T] \) we have \( N_{2,T}(t) < n \).

- If for every \( r \in \{0, 1, 2, \ldots, [\delta^{-1}T]\} \), the following bounds hold for \( f \)

\[
\max \left\{ \| \partial_1 f \|_{L^\infty[0,n]^2}, \| \partial_t^n f \|_{L^\infty[0,n]^2} \right\} \leq M/2 \text{ and } \| f(r\delta, \cdot) \|_{L^\infty[T,2T]} > M\delta, \tag{11}
\]

then for every \( t \in [0,T] \) we have \( N_{1,T}(t) < n \).

Thus if both (10) and (11) hold for \( f \), we can conclude from Result 2.5 that

\[
\text{length}\{z \in [0,T]^2 : f(z) = 0 \text{ and } \nabla f(z) \neq 0\} \leq 4nT.
\]

The following result is an immediate consequence of Lemma 2.7.

**Lemma 2.8.** Let \( T, M > 0, \ n \in \mathbb{N} \) be such that \( 2T \leq n \) and define \( \delta := (2T)^n/n! \). Suppose that \( F : \mathbb{R}^2 \rightarrow \mathbb{R} \) is a smooth random function such that almost surely \( F \) has no singular zeros, then we have

\[
\mathbb{P}(\mathcal{L}_T \geq 4nT) \leq \sum_{j=1,2} \left[ \mathbb{P}(\mathcal{E}_j) + \mathbb{P}(\mathcal{F}_j) \right] + \sum_{r \leq [\delta^{-1}T]} \left[ \mathbb{P}(\mathcal{A}_r) + \mathbb{P}(\mathcal{B}_r) \right], \tag{12}
\]
Figure 1. An illustration of Lemma 2.7. Derivative bounds for $f$ on $[0, n]^2$ and lower bound for $|f|$ on the $\delta$-separated horizontal and vertical lines in $[T, 2T] \times [0, T]$ and $[0, T] \times [T, 2T]$ respectively give an upper bound for the nodal length of $f$ in $[0, T]^2$.

where the events $E_j, F_j, A_r$ and $B_r$ are defined as follows

$$E_j := \{\|\partial_j F\|_{L^\infty[0,n]^2} \geq M/2\}, \quad F_j := \{\|\partial^n F\|_{L^\infty[0,n]^2} \geq M/2\},$$

$$A_r := \{\|F(\cdot, r\delta)\|_{L^\infty[T,2T]} \leq M\delta\}, \quad B_r := \{\|F(r\delta, \cdot)\|_{L^\infty[T,2T]} \leq M\delta\}.$$

Proof sketch of Theorem 1.2. The spectral measure $\mu$ of $X$ satisfies $(A2)$, we assume without loss of generality that $v_1 = (1, 0)$ and $v_2 = (0, 1)$ in $(A2)$. Hence both the marginals $\mu_1$ and $\mu_2$ are symmetric probability measures on $\mathbb{R}$ which satisfy $(A1)$. Let $X_1$ and $X_2$ be centered stationary Gaussian processes on $\mathbb{R}$ whose spectral measures are $\mu_1$ and $\mu_2$ respectively.

We further assume that $\mu$ is not supported on any line $\mathbb{R}v$, the degenerate case $\text{supp}(\mu) \subseteq \mathbb{R}v$ (for some $v \in \mathbb{R}^2$) is much easier and will be analysed in Section 5. In this case, it follows from Bulinskaya’s lemma (Result 3.9) that almost surely $X$ does not have singular zeros. Hence we can use Lemma 2.8 and the stationarity of $X$ to conclude that

$$\mathbb{P}(L_T \geq 4nT) \leq \sum_{j=1,2} [\mathbb{P}(E_j) + \mathbb{P}(F_j)] + [\delta^{-1}T] \left[\mathbb{P}(A_0) + \mathbb{P}(B_0)\right],$$

and we now see how to get bounds for the terms on the r.h.s. of (13). Since $X$ is a stationary Gaussian process, so are all its derivatives. Like in the one dimensional case, estimating $\mathbb{P}(E_j)$ and $\mathbb{P}(F_j)$ using the well known tail bounds for supremum of Gaussian processes is quite straightforward and we do this in Section 5.

We now observe that $X(\cdot, 0) \overset{d}{=} X_1$ and $X(0, \cdot) \overset{d}{=} X_2$. Hence $A_0$ and $B_0$ correspond to small ball events for $X_1$ and $X_2$ respectively. By our assumption, both their spectral measures satisfy $(A1)$ and a way to estimate these small ball probabilities was already discussed in the few lines leading up to (7).
Similar to the one dimensional case, for fixed $n, T$ we need to make an optimal choice of $M$ so that the r.h.s. of (13) is minimized.

3. Preliminaries

In this section we present some preliminary results and recall other known results which will be used in establishing Theorems 1.1 and 1.2.

3.1. Small Ball Probability. We now get small ball probability estimates for stationary Gaussian processes on $\mathbb{R}$ whose spectral measures satisfy $(A1)$.

Let $X$ be a Gaussian process on an interval $I \subseteq \mathbb{R}$ and let $\{t_j\}_{j=1}^m \subset I$ be distinct points in $I$ such that the Gaussian vector $(X_{t_1}, X_{t_2}, \ldots, X_{t_m})$ is non-degenerate and let $\phi$ be its density. Then for every $\eta > 0$, we have

$$\mathbb{P}(\|X\|_{L^\infty(I)} \leq \eta) \leq \mathbb{P}(|X_{t_1}| \leq \eta, \ldots, |X_{t_m}| \leq \eta).$$

For a stationary Gaussian process whose spectral measure satisfies $(A1)$, we can get an estimate for $\|\phi\|_{L^\infty(\mathbb{R}^m)}$ which appears in (14) and this is what is done below.

**Result 3.1** ([12], Turan’s lemma). Let $p(t) = \sum_{k=1}^{n} c_k e^{i\lambda_k t}$, where $c_k \in \mathbb{C}$ and $\lambda_k \in \mathbb{R}$. Then there is a constant $A > 0$ such that for every interval $I \subseteq \mathbb{R}$, every measurable set $E \subseteq I$ and every $q \in [0, \infty]$, we have

$$\|p\|_{L^q(I)} \leq \left( \frac{A|I|}{|E|} \right)^{n-1} \|p\|_{L^q(E)},$$

where $| \cdot |$ denotes the Lebesgue measure.

**Fact 3.2.** Let $X$ be a centered stationary Gaussian process on $\mathbb{R}$ whose spectral measure $\mu$ satisfies $(A1)$. Hence $\mu$ admits the following decomposition $d\mu(x) = f(x)dx + d\mu_s(x)$, where $f \neq 0$. Then there is a constant $\delta_0 > 0$ such that $|\{f \geq \delta_0\}| \geq \delta_0$ and hence there is a large enough $M_0 > \pi$ such that $|S| \geq \delta_0/2$, where $S := \{f \geq \delta_0\} \cap (-M_0, M_0)$. For $m \in \mathbb{N}$ and $T > 0$ consider the stationary Gaussian process $Y$ on $\mathbb{Z}$ defined by

$$Y_\ell := X_{\ell T/m}, \text{ for } \ell \in \mathbb{Z}. \quad (15)$$

Then the spectral measure $\mu_{m,T}$ of $Y$ is a symmetric probability measure on $[-\pi, \pi]$ which is the push forward of $\mu$ by the map $\psi$ given by

$$\psi : \mathbb{R} \rightarrow S^1 \cong [-\pi, \pi)$$

$$x \mapsto \frac{T x}{m} \pmod{2\pi}.$$  

Hence $\mu_{m,T}$ considered as a measure on $[-\pi, \pi]$ has a nontrivial absolutely continuous part w.r.t. the Lebesgue measure on $[-\pi, \pi]$ given by $f_{m,T}(x)dx$, where

$$f_{m,T}(x) := \sum_{n \in \mathbb{Z}} \frac{m}{T} f \left(\frac{m}{T}(x + 2\pi n) \right) \geq \frac{m}{T} f \left(\frac{mx}{T} \right), \text{ for } x \in [-\pi, \pi].$$
Define \( b := \pi/M_0 \), if \( T \) and \( m \) are such that \( T \leq bm \), then \( (T/m)S \subset [-\pi, \pi] \) and hence
\[
|\{f_{m,T} \geq m\delta_0/T\}| \geq |(T/m)S| \geq T\delta_0/2m.
\] (16)

The following result taken from the proofs of Lemma 3 and Theorem 2 of [9] is the main tool in obtaining the small ball probability estimates.

**Result 3.3.** Let \( X \) be a centered stationary Gaussian process on \( \mathbb{R} \) whose spectral measure \( \mu \) satisfies \((A1)\). Let \( T > 0 \), \( m \in \mathbb{N} \) and \( Y \) be the Gaussian process on \( \mathbb{Z} \) defined in (15). Let \( \Sigma \) and \( \phi \) denote the covariance matrix and density of the Gaussian vector \((Y_1, \ldots, Y_m)\) respectively. Let \( \lambda \) be the smallest eigenvalue of \( \Sigma \). Then there exists \( b, c \in (0, 1) \) and \( C > 1 \) such that whenever \( T \leq bm \), we have
\[
\lambda \geq \left( \frac{cT}{m} \right)^{2(m-1)} \text{ and } \|\phi\|_{L^\infty(\mathbb{R}^m)} \leq \left( \frac{Cm}{T} \right)^{m^2}.
\]

**Proof.** Let \( f, M_0, b, \delta_0 \) and \( S \) be as in Fact 3.2. The density \( \phi \) is given by
\[
\phi(x) = \frac{1}{(2\pi)^{m/2} |\Sigma|^{1/2}} \exp\left( -\frac{(\Sigma^{-1}x, x)}{2} \right),
\]

hence \( \|\phi\|_{L^\infty(\mathbb{R}^m)} \leq \frac{1}{(2\pi)^{m/2} |\Sigma|^{1/2}} \leq \frac{1}{(2\pi)^{m/2} \lambda^{m/2}}. \) (17)

We now get a lower bound on \( \lambda \) and use this to get an upper bound on \( \phi \). Let \( u = (u_1, u_2, \ldots, u_m) \in \mathbb{R}^m \) and define \( U(x) := \sum_{k=1}^m u_k e^{ikx} \). Then we have
\[
\int_{-\pi}^{\pi} |U(x)|^2 dx = 2\pi \|u\|^2 \quad \text{and} \quad \int_{-\pi}^{\pi} |U(x)|^2 d\mu_{m,T}(x) = \langle \Sigma u, u \rangle.
\]

Hence it follows from (16) that
\[
\langle \Sigma u, u \rangle = \int_{-\pi}^{\pi} |U(x)|^2 d\mu_{m,T}(x) \geq \int_{-\pi}^{\pi} f_{m,T}(x) |U(x)|^2 dx, \quad \geq \frac{m}{T} \delta_0 \int_{(T/m)S} |U(t)|^2 dt.
\] (18)

We now use Turan’s lemma (Result 3.1) to get
\[
\int_{(T/m)S} |U(t)|^2 dt \geq \left\{ \frac{2\pi A}{|(T/m)S|} \right\}^{-2(m-1)} \int_{-\pi}^{\pi} |U(t)|^2 dt, \quad \text{and hence we conclude the following from (16), (18) and (19)}
\]
\[
\langle \Sigma u, u \rangle \geq \frac{m\delta_0}{T} \left( \frac{T\delta_0}{4\pi m A} \right)^{2(m-1)} 2\pi \|u\|^2,
\]
hence, \( \lambda \geq 2\pi \cdot \frac{m\delta_0}{T} \left( \frac{T\delta_0}{4\pi m A} \right)^{2(m-1)} \geq \left( \frac{cT}{m} \right)^{2(m-1)} \), \( \text{for some } c \in (0, 1). \) Using the lower bound we get for \( \lambda \) from (20) in (17), we get the desired result
\[
\|\phi\|_{L^\infty(\mathbb{R}^m)} \leq \left( \frac{Cm}{T} \right)^{m^2}.
\]
The following small ball probability estimate is a consequence of (14) and Result 3.3.

**Lemma 3.4** (Small ball probability). Let $X$ be a centered stationary Gaussian process on $\mathbb{R}$ whose spectral measure satisfies (A1). Then there are constants $b \in (0, 1)$ and $C > 1$ (both depending only on $X$) such that for every $\eta > 0$ and every $T > 0$, $m \in \mathbb{N}$ satisfying $T \leq bm$, we have

$$\mathbb{P}(\|X\|_{L^\infty[0,T]} \leq \eta) \leq \left(\frac{Cm}{T}\right)^{m^2} \eta^m. \quad (21)$$

In the following Lemma, we get small ball probability estimates by using Lemma 3.4 with specific values of $\eta$, $m$, and $T$. This will be used in the proofs of Theorems 1.1 and 1.2.

**Lemma 3.5.** Let $X$, $b$, $C$, $T$ and $m$ be as in Lemma 3.4. Let $\epsilon \in (0, 1/2)$, $n \in \mathbb{N}$ be such that $m = \lfloor \epsilon n \rfloor$, $n \geq 1/\epsilon^2$. Let $A > 1$, $B = (4\epsilon AC)^{-1}$, $M = 2A\mathcal{D}_n\mathcal{H}_n$ where $\mathcal{D}_n \geq 1$ and $\mathcal{H}_n$ is defined by

$$\mathcal{H}_n := \sqrt{n^2 h_n}, \text{ where } h_n := \log \left( \frac{B}{\mathcal{D}_n^{1/n}} \cdot \left( \frac{n}{T} \right)^{1-2\epsilon} \right).$$

Suppose $h_n \geq 1$, then with $\eta = M(2T)^n/n!$ the estimate in Lemma 3.4 becomes

$$\mathbb{P}(\|X\|_{L^\infty[0,T]} \leq M(2T)^n/n!) \leq \exp \left\{ -\frac{\epsilon n^2}{2} \log \left( B \mathcal{D}_n^{1/n} \cdot \left( \frac{n}{T} \right)^{1-2\epsilon} \right) \right\}.$$

**Proof.** Let $W$ denote the expression in the r.h.s. of (21) for $\eta = M(2T)^n/n!$, then we have

$$W = \left( \frac{Cm}{T} \right)^{m^2} \left( \frac{M}{n!} (2T)^n \right)^m \leq \frac{C^m m^2}{T^{m^2}} \cdot \frac{(2\epsilon)^{mn}}{T^{mn}} \cdot \frac{(2A\mathcal{H}_n\mathcal{D}_n)^m}{n^{mn}} \leq \left( \frac{n}{T} \right)^{m^2 - mn} \cdot (B^{-1}\mathcal{D}_n^{1/n})^{mn} \cdot \mathcal{H}_n^m. \quad (22)$$

Since $m = \lfloor \epsilon n \rfloor$ and $n \geq 1/\epsilon^2$, we have

$$m^2 - mn \leq \epsilon^2 n^2 - (\epsilon n - 1)n = -\epsilon n^2 (1 - \epsilon - (1/\epsilon n)) \leq -\epsilon (1 - 2\epsilon) n^2.$$

Also because $n/T$, $B^{-1}\mathcal{D}_n^{1/n}$ and $\mathcal{H}_n$ are all greater than 1, we have the following upper bound for the expression on the r.h.s. of (22)

$$W \leq \exp \left( -\epsilon (1 - 2\epsilon) n^2 \log(n/T) + \epsilon n^2 \log(B^{-1}\mathcal{D}_n^{1/n}) + \epsilon n \log \mathcal{H}_n) \right),$$

$$\leq \exp \left( -\epsilon n^2 \log \left( \frac{B}{\mathcal{D}_n^{1/n}} \cdot \left( \frac{n}{T} \right)^{1-2\epsilon} \right) + \epsilon n \log \mathcal{H}_n \right),$$

$$= \exp(-\epsilon n^2 h_n + \epsilon n \log \sqrt{n^2 h_n}),$$

$$\leq \exp(-\epsilon n(n h_n - \log(n h_n)) \leq \exp(-\epsilon n h_n/2), \quad (23)$$

where the inequality in (23) follows from our assumption that $h_n \geq 1$ and this establishes our claim. \qed
3.2. **Metric Entropy and Supremum of Gaussian Processes.** We now recall well known results which give tail bounds for the supremum of Gaussian processes and we shall use them to get tail bounds for higher derivatives of stationary Gaussian processes. The definitions and results in this section are taken from Section 3.4 of [10].

Let $\mathcal{T}$ be an index set and let $(X_t)_{t \in \mathcal{T}}$ be a centered Gaussian process on $\mathcal{T}$. Then $X$ induces a pseudo-metric $d$ on $\mathcal{T}$ given by

$$d(s, t) := (\mathbb{E}[X_s - X_t]^2)^{1/2}.$$ 

Suppose $(\mathcal{T}, d)$ is totally bounded and let $\epsilon > 0$. The $\epsilon$-covering number denoted by $N'(\epsilon, \mathcal{T})$ is defined to be the minimal number of $\epsilon$-balls required to cover $(\mathcal{T}, d)$. The $\epsilon$-packing number denoted by $N(\epsilon, \mathcal{T})$ is defined to be the maximal possible cardinality of subset $A \subset \mathcal{T}$ which is such that $d(s, t) > \epsilon$, for distinct $s, t \in A$. The quantities $N$ and $N'$ are related by

$$N'(\epsilon, \mathcal{T}) \leq N(\epsilon, \mathcal{T}) \leq N'(\epsilon/2, \mathcal{T}).$$

(24)

The $\epsilon$-entropy number $H(\epsilon, \mathcal{T})$ is defined as $H(\epsilon, \mathcal{T}) := \log N(\epsilon, \mathcal{T})$. The following results are stated in terms of $N$, but because of (24) similar results also hold with $N$ replaced by $N'$.

**Result 3.6** ([10], Theorem 3.18). Let $(X_t)_{t \in \mathcal{T}}$ be a centered Gaussian process and assume that $(\mathcal{T}, d)$ is totally bounded. If $\sqrt{H(\cdot, \mathcal{T})}$ is integrable at 0, then $X_t$ admits a version which is almost surely uniformly continuous on $(\mathcal{T}, d)$ and for such a version we have

$$\mathbb{E}[\sup_{t \in \mathcal{T}} X_t] \leq 12 \int_0^\sigma \sqrt{H(x, \mathcal{T})} \, dx,$$

where $\sigma = (\sup_{t \in \mathcal{T}} \mathbb{E}[X_t^2])^{1/2}$.

**Fact 3.7.** For $(X_t)_{t \in \mathcal{T}}$ a centered Gaussian process on an index set $\mathcal{T}$, we have

$$\mathbb{E}[\sup_{t \in \mathcal{T}} |X_t|] \leq \mathbb{E}[|X_0|] + 2\mathbb{E}[\sup_{t \in \mathcal{T}} X_t].$$

(25)

The following result gives tail bounds for the supremum of a Gaussian process.

**Result 3.8** ([10], Proposition 3.19). Let $(X_t)_{t \in \mathcal{T}}$ be an almost surely continuous centered Gaussian process on the totally bounded set $(\mathcal{T}, d)$. Let $Z$ denote either $\sup_{t \in \mathcal{T}} X_t$ or $\sup_{t \in \mathcal{T}} |X_t|$ and let $\sigma = (\sup_{t \in \mathcal{T}} \mathbb{E}[X_t^2])^{1/2}$. Then for every $x > 0$, we have

$$\mathbb{P}(Z - \mathbb{E}[Z] \geq \sigma \sqrt{2x}) \leq \exp(-x),$$

$$\mathbb{P}(\mathbb{E}[Z] - Z \geq \sigma \sqrt{2x}) \leq \exp(-x).$$

3.3. **Derivatives of a stationary Gaussian process.** We now present some basic facts about stationary Gaussian processes on $\mathbb{R}/\mathbb{R}^2$. Let $X$ be a centered stationary Gaussian process on $\mathbb{R}/\mathbb{R}^2$ with spectral measure $\mu$ and covariance function $\mathbb{E}[X_t X_0] = k(t) = \hat{\mu}(t)$. Further assume that $\mu$ is a probability measure all of whose moments $C_n/C_{m,n}$ are finite. Then we have the following.

1. For $X$ on $\mathbb{R}$ and $t \in \mathbb{R}$, we have
• $X$ is smooth and for every $n \in \mathbb{N}$, $X^{(n)}$ is a centered stationary Gaussian process with covariance function given by

$$E[X_t^{(n)}X_0^{(n)}] = (-1)^n k^{(2n)}(t).$$  \hspace{1cm} (26)

• The derivatives of $k$ are given by

$$k^{(n)}(t) = \int_{\mathbb{R}} (ix)^n e^{-itz} d\mu(x),$$

$$\|k^{(n)}\|_{L^\infty(\mathbb{R})} \leq \int_{\mathbb{R}} |x|^n d\mu(x) = C_n.$$  \hspace{1cm} (27)

2. For $X$ on $\mathbb{R}^2$ and $z = (x, y) \in \mathbb{R}^2$ and $s \in \mathbb{R}^2$, we have

• $X$ is smooth and for every $m, n \in \mathbb{N} \cup \{0\}$, $\partial_1^m \partial_2^n X$ is a centered stationary Gaussian process with covariance function given by

$$E[\partial_1^m \partial_2^n X(z) \cdot \partial_1^m \partial_2^n X(0)] = (-1)^{m+n} \partial_1^{2m} \partial_2^{2n} k(z).$$

• The derivatives of $k$ are given by

$$\partial_1^m \partial_2^n k(s) = \int_{\mathbb{R}^2} (ix)^m (iy)^n e^{i(s,z)} d\mu(z),$$

$$\|\partial_1^m \partial_2^n k\|_{L^\infty(\mathbb{R}^2)} \leq \int_{\mathbb{R}^2} |x|^m |y|^n d\mu(z) = C_{m,n}.$$  

Bulinskaya’s lemma ([11], Lemma 6) for a stationary Gaussian process reads as follows.

**Result 3.9.** Let $X$ be a stationary Gaussian process on $\mathbb{R}^2$ with spectral measure $\mu$ which is a symmetric probability measure on $\mathbb{R}^2$. Then almost surely $X$ does not have any singular zero (a singular zero is a point $z \in \mathbb{R}^2$ such that $X(z) = |\nabla X(z)| = 0$) if the following conditions holds.

• $\max\{C_{4,0}, C_{0,4}\} < \infty$.

• The Gaussian vector $\nabla X(0) = (\partial_1 X(0), \partial_2 X(0))$ is non-degenerate, which holds iff there is no $v \in \mathbb{R}^2$ for which $\text{supp}(\mu) \subseteq \mathbb{R}v$.

**Remark 3.10.** We now see how the moments $L_n$ and $R_n$ defined in (2) are related. We first note that

$$C_{m,n} \leq \int_{\mathbb{R}^2} (x^2 + y^2)^{m+n} d\mu(x, y) = \int_0^\infty t^{m+n} d\mu_r(t),$$

and hence $\widetilde{R}_n \leq \widetilde{L}_n$. We also have

$$\widetilde{L}_n^2 = \int_{\mathbb{R}^2} (x^2 + y^2)^n d\mu(x, y) \leq \int_{\mathbb{R}^2} 2^n \left( \frac{x^2 + y^2 n}{2} \right) d\mu(x, y) \leq 2^n \widetilde{R}_n^2$$

and hence we conclude that

$$R_n^{1/n} \leq L_n^{1/n} \leq \sqrt{2} R_n^{1/n}. \hspace{1cm} (28)$$
4. Proof of Theorem 1.1

Upper bound. As discussed in Section 2.1, we use Lemma 2.2 to prove the upper bound in Theorem 1.1 and hence we only need to estimate the two terms on the r.h.s. of (6). Let $b, C$ be as in Lemma 3.4 and define $B := (4eAC)^{-1}$, where $A = 192\sqrt{n}$. Let $\epsilon \in (0, 1/2)$, $n \in \mathbb{N}$ and $T > 0$ be such that $n \geq 1/\epsilon^2$, $m = \lfloor \epsilon n \rfloor$ and $T \leq b[\epsilon n]$. We also assume that $h_n \geq 1$, where $h_n$ is defined by

$$h_n := \log \left( \frac{B}{D_n^{1/n}} \cdot \left( \frac{n}{T} \right)^{1-2\epsilon} \right).$$

With $D_n$ as in (1), we choose $M = 2AH_nD_n$, where $H_n := \sqrt{n^2h_n}$.

For this choice of $M$, we get the following estimate for the small ball probability in (6) from Lemma 3.5

$$P \left( \|X\|_{L^{\infty}[T,2T]} \leq \frac{M}{n!} (2T)^n \right) \leq \exp \left\{ \frac{-\epsilon n^2}{2} \log \left( \frac{B}{D_n^{1/n}} \cdot \left( \frac{n}{T} \right)^{1-2\epsilon} \right) \right\}. \quad (29)$$

We now estimate $P(\|X(n)\|_{L^{\infty}[0,2T]} > M)$, which is the other term in (6), using Results 3.6 and 3.8. Let $k := \hat{\mu}$ be the covariance function of $X$. The following calculation is to estimate the entropy numbers for the process $(X_{t}^{(n)})_{t \in [0,2T]}$. For this we first get an estimate of the $\epsilon$-covering number. We denote by $d_n$ the pseudo-metric on $\mathbb{R}$ induced by $X(n)$,

$$d_n(t,0)^2 = \mathbb{E}[(X_{t}^{(n)} - X_{0}^{(n)})^2] = 2(-1)^n[k^{(2n)}(0) - k^{(2n)}(t)],$$

$$= 2(-1)^{n+1} \int_0^t \left[ k^{(2n+1)}(s) - k^{(2n+1)}(0) \right] ds,$$

$$\leq 2 \int_0^t \|k^{(2n+2)}\|_{L^{\infty}(\mathbb{R})} ds \leq C_{2n+2} t^2, \quad (30)$$

where the last inequality follows from mean value theorem and (27). Let $B_n(x,r)$ denote the ball in $([0,2T],d_n)$ with center $x$ and radius $r$. Then it follows from (30) that

$$(x - \epsilon, x + \epsilon) \subseteq B_n \left( x, \sqrt{C_{2n+2}} \epsilon \right),$$

and hence we get the following bound for the $\epsilon$-covering number $N'(\epsilon)$ of $([0,2T],d_n)$

$$N'(\epsilon) \leq \frac{\sqrt{C_{2n+2}}}{\epsilon} 2T. \quad (31)$$

We now get a bound on the $\epsilon$-packing number $N(\epsilon)$ using (24) and (31)

$$N(\epsilon) \leq N' \left( \frac{\epsilon}{2} \right) \leq \frac{4\sqrt{C_{2n+2}}}{\epsilon} T = \frac{\beta}{\epsilon}, \quad \text{where} \quad \beta = 4\sqrt{C_{2n+2}} T. \quad (32)$$

The above inequality holds for $\epsilon < \beta$ and for $\epsilon \geq \beta$, we have $N(\epsilon) = 1$. Hence we have

$$H(\epsilon) \begin{cases} = 0, & \text{if } \epsilon \geq \beta, \\ \leq \log \left( \frac{\beta}{\epsilon} \right), & \text{if } \epsilon < \beta. \end{cases}$$

$$\int_0^\infty \sqrt{H(x)} dx = \int_0^{\beta} \sqrt{H(x)} dx \leq \int_0^{\beta} \sqrt{\log \left( \frac{\beta}{x} \right)} dx = 2\beta \int_0^{\infty} y^2 e^{-y^2} dy = \sqrt{\pi} \beta. \quad (32)$$
We now conclude from Result 3.6 that
\[ \mathbb{E}[\sup_{t \in [0,2T]} X_t^{(n)}] \leq 12\sqrt{\pi} \beta = 48\sqrt{\pi} \sqrt{C_{2n+2}} \, T. \] (33)

It now follows from (25) and (33) that with \( A = 192 \sqrt{\pi} \), we have
\[
\mathbb{E}[\sup_{t \in [0,2T]} |X_t^{(n)}|] \leq \mathbb{E}[|X_0^{(n)}|] + 96\sqrt{\pi} \sqrt{C_{2n+2}} \, T,
\]
\[
\leq (26) \sqrt{|k^{(2n)}(0)|} + 96\sqrt{\pi} \sqrt{C_{2n+2}} \, T,
\] (34)
\[
\leq A \max\{\sqrt{C_{2n}}, \sqrt{C_{2n+2}} \, T\} \leq AnD_n.
\]

It follows from Result 3.8 that for every \( n \in \mathbb{N} \) and every \( x > 0 \), we have
\[
\mathbb{P}(\sup_{t \in [0,2T]} |X_t^{(n)}| > AnD_n + \sqrt{C_{2n}x}) \leq \exp(-x^2/2),
\]
and since \( M = 2AH_nD_n \geq AnD_n + D_nH_n \geq AnD_n + \sqrt{C_{2n}H_n} \), we conclude that
\[
\mathbb{P}(\sup_{t \in [0,2T]} |X_t^{(n)}| \geq M) \leq \exp(-H_n^2/2) = \exp(-n^2h_n/2). \] (35)

Hence we conclude from (6), (29) and (35) that
\[
\mathbb{P}(N_T \geq n) \leq 2 \exp\left\{ -\frac{en^2}{2} \log \left( \frac{B}{D_n^{1/n}} \cdot \left( \frac{n}{T} \right)^{1-2\epsilon} \right) \right\}.
\]

**Lower bound.** Let \( b > 0 \) be as in Result 3.3. For \( T > 0 \) and \( n \in \mathbb{N} \) such that \( T \leq bn \), we define the \((n+1)\) dimensional Gaussian vector \( V_n \) by
\[
V_n := (Y_0, Y_1, Y_2, \ldots, Y_n),
\]
where \( Y_k := X_{kT/n} \). Let \( \Sigma \) denote the covariance matrix of \( V_n \). The density \( \phi_n \) of \( V_n \) is
\[
\phi_n(x) = \frac{1}{(\sqrt{2\pi})^{n+1} |\Sigma|^{1/2}} \exp \left( -\frac{\langle \Sigma^{-1}x, x \rangle}{2} \right).
\]
Let \( \lambda \) be the smallest eigenvalue of \( \Sigma \), then we get the following lower bound for \( \lambda \) from Result 3.3. There is \( c > 0 \) such that \( \lambda \geq (cT/n)^{2n} \), hence we have
\[
\langle \Sigma^{-1}x, x \rangle \leq \frac{1}{\lambda} \|x\|^2 \leq \left( \frac{n}{cT} \right)^{2n} \|x\|^2.
\]
We have from Lemma 3 in [9] that \( |\Sigma| \leq 1 \) and hence we have the following lower bound for the density \( \phi_n \)
\[
\phi_n(x) \geq \frac{1}{(\sqrt{2\pi})^{n+1} \exp \left( -\left( \frac{n}{cT} \right)^{2n} \|x\|^2/2 \right)}.
\]
It follows from (8) that
\[
\mathbb{P}(N_T \geq n) \geq \frac{1}{(\sqrt{2\pi})^{n+1}} \int \cdots \int_{-\infty}^{0} \int_{0}^{\infty} \exp \left( -\left( \frac{n}{cT} \right)^{2n} \|x\|^2/2 \right) dx,
\]
For \( s \) then for \( z \) \( \forall n \) where the last inequality follows from our assumption that ability of the events \( E \) \( \partial \). We first estimate the small ball probabilities \( \mathbb{P}(\mathcal{E}_j) + \mathbb{P}(\mathcal{F}_j) \) [\( \delta^{-1}T \) \( \mathbb{P}(A_0) + \mathbb{P}(B_0) \)], By our assumption, both \( X_1, X_2 \) satisfy the assumptions of Lemma 3.4 and let \( b \in (0, 1), C > 1 \) be such that the conclusion of Lemma 3.4 holds for both \( X_1, X_2 \) with these constants. Define \( B = (4eAC)^{-1}, \) where \( A = 384\sqrt{n} \). Let \( \epsilon \in (0, 1/4), n, m \in \mathbb{N} \) and \( T > 0 \) be such that \( n \geq 1/\epsilon^2, m = [\epsilon n], T \leq b[\epsilon n] \) and \( \delta := (2T)^n/n! \). We further assume that \( (B/L_n) \cdot (n/T)^{1-4\epsilon} > e \) and since we have from (28) that \( L_n \geq R_n \), it follows that \( g_n \geq 1 \), where \( g_n \) is defined by

\[ g_n := \log \left( \frac{B}{R_n^{1/n}} \cdot \left( \frac{n}{T} \right)^{1-2\epsilon} \right). \]

We choose \( M = 2AR_nG_n \), where \( G_n := \sqrt{n^2g_n} \) and estimate the terms on the r.h.s. of (13). We first estimate the small ball probabilities \( \mathbb{P}(A_0), \mathbb{P}(B_0) \) using Lemma 3.5 with \( D_n = R_n \) and \( \mathcal{H}_n = G_n \)

\[ \mathbb{P}(A_0), \mathbb{P}(B_0) \leq \exp \left\{ \frac{-en^2}{2} \log \left( \frac{B}{R_n^{1/n}} \cdot \left( \frac{n}{T} \right)^{1-2\epsilon} \right) \right\}, \]

and since \( \delta^{-1}T = (nT)/(2T)^n \leq (n/T)^n \cdot (T/2^n) \ll (n/T)^n \), we have

\[ [\delta^{-1}T] \mathbb{P}(A_0) + \mathbb{P}(B_0) \leq 2 \exp \left\{ \frac{-en^2}{2} \log \left( \frac{B}{R_n^{1/n}} \cdot \left( \frac{n}{T} \right)^{1-2\epsilon - \frac{1}{2n}} \right) \right\}, \]

\[ \leq 2 \exp \left\{ \frac{-en^2}{2} \log \left( \frac{B}{R_n^{1/n}} \cdot \left( \frac{n}{T} \right)^{1-4\epsilon} \right) \right\}, \] (36)

where the last inequality follows from our assumption that \( n \geq 1/\epsilon^2 \).

Like in the one dimensional case, Results 3.6 and 3.8 will be used to estimate the probability of the events \( \mathcal{E}_j \) and \( \mathcal{F}_j \). We now calculate the expected supremum of the process \( \partial^p_1 X \) on \([0, n]^2\). Let \( d_n \) be the pseudo-metric on \( \mathbb{R}^2 \) induced by the Gaussian process \( \partial^p_1 X \), then for \( z \in \mathbb{R}^2 \) we have

\[ d_n(z, 0)^2 = \mathbb{E}[\partial^p_1 X(z) - \partial^p_1 X(0)]^2 = 2(-1)^n[\partial^{2n}_1 k(0) - \partial^{2n}_1 k(z)]. \]

For \( s = (s_1, s_2) \in \mathbb{R}^2 \), we have

\[ |\partial^{2n}_1 k(0) - \partial^{2n}_1 k(s)| = \left| \int_0^1 \nabla \partial^{2n}_1 k(ts) \cdot s \, dt \right|, \]

\[ = |s_1 \int_0^1 [\partial^{2n+1}_1 k(ts) - \partial^{2n+1}_1 k(0)] \, dt. \]
We thus conclude from Result 3.6 that
\[ X \text{ of } \mathbb{E}[\sup_{[0,n]^2} \partial_1^n X] \leq 48\sqrt{n}R_n, \]
and by a calculation similar to (34), we conclude that with \( A = 384\sqrt{\pi} \) we have
\[ \mathbb{E}[ \| \partial_1^n X \|_{L^\infty[0,n]^2} ] \leq AnR_n/2, \]
thus we get the following tail bound from Result 3.8 and the fact that \( R_n \geq \sqrt{C_{2n,0}} \)
\[ \mathbb{P}(\| \partial_1^n X \|_{L^\infty[0,n]^2} > (AnR_n/2) + xR_n) \leq \exp(-x^2/2). \]
For \( j = 1, 2 \) and \( Y = \| \partial_j X \|_{L^\infty[0,n]^2}, \| \partial_j^2 X \|_{L^\infty[0,n]^2} \), similar calculations as above yield the following tail bounds. For every \( x > 0 \), we have
\[ \mathbb{P}(Y > (AnR_n/2) + xR_n) \leq \exp(-x^2/2). \tag{37} \]
Since \( M/2 = AG_nR_n \geq (AnR_n/2) + G_nR_n \), it follows from (37) that
\[ \mathbb{P}(Y > M/2) \leq \exp(-G_n^2/2) \leq \exp(-n^2g_n/2). \tag{38} \]
It now follows from (13), (36) and (38) that
\[ \mathbb{P}(\mathcal{L}_T \geq 4nT) \leq 6 \exp \left\{ -\frac{\epsilon n^2}{2} \log \left( \frac{B}{R_n^{1/n}} \cdot \left( \frac{n}{T} \right)^{2-4\epsilon} \right) \right\}. \tag{39} \]
We have from (28) that \( L_n^{1/n} \geq R_n^{1/n} \) and now the desired result follows from (39).

Now suppose that there exists \( v \in \mathbb{R}^2 \) such that \( \text{supp}(\mu) \subseteq \mathbb{R}v \), without loss of generality we may assume that \( v = (1, 0) \). In this case \( \mu \) considered as a measure on \( \mathbb{R} \) satisfies (A1) and almost surely for every \((x, y) \in \mathbb{R}^2\), we have \( X(x, y) = X(x, 0) \) and hence the zero set of \( X \) is \( \cup_{t \in \mathbb{R}} \{ (t, y) : y \in \mathbb{R} \} \). If we let \( \mathcal{N}_T \) denote the zero count of \( X(\cdot, 0) \) in \([0, T] \), we
have $L_T \geq nT$ iff $N_T \geq n$. The result now follows by using the estimates for $\mathbb{P}(N_T \geq n)$ obtained in Theorem 1.1.

6. Consequences of Theorems 1.1 & 1.2

6.1. One dimension. In this section, we deduce from Theorem 1.1 the tail estimates for the zero count given in Table 1.

1. Let $\mu$ be compactly supported, say $\text{supp}(\mu) \subset [-q, q]$ for some $q > 1$. Then $D_n \leq q^{2n}$ and hence $D_n^{1/n} \leq q^2$. Taking $\epsilon = 1/4$ in (3), we conclude that there exists $c, C > 0$ such that whenever $T \geq 1$ and $n \geq CT$ we have

$$\mathbb{P}(N_T \geq n) \lesssim \exp \left( -c n^2 \log (n/T) \right).$$

(40)

Moment bounds. We use (40) to get bounds for the moments of $N_T$, for $m \in \mathbb{N}$ we have

$$\mathbb{E}[N_T^n] \lesssim (CT)^m + \sum_{n \geq CT} n^m e^{-cn^2},$$

$$\lesssim (CT)^m + (\sup_{x \geq 0} x^m e^{-c \alpha^2/2}) \sum_{n \geq 1} \frac{e^{-cn^2/2}}{n},$$

$$\lesssim (CT)^m + \left( m/c \right)^{m/2} \leq (\tilde{c}(T \lor \sqrt{m}))^m.$$  

(41)

2. Let $\mu$ be such that $C_n \lesssim n^{\alpha n}$ for some $\alpha > 0$, then $D_n^{1/n} \lesssim n^{\alpha}$. We consider the cases $\alpha < 1$ and $\alpha \geq 1$ separately and make the following conclusions from (3).

- Let $\alpha < 1$, then for every $\kappa \in (0, 1 - \alpha)$ there is $c_\kappa > 0$ such that whenever $T \leq n^\kappa$, we have

$$\mathbb{P}(N_T \geq n) \lesssim \exp(-c_\kappa n^2 \log n).$$  

(42)

Justification for (42). Let $\kappa', \kappa''$ be such $\kappa < \kappa' < \kappa'' < (1 - \alpha)$, then we can choose $\epsilon \in (0, (1 - \alpha)/2)$ such that $(1 - \alpha - 2\epsilon)/(1 - 2\epsilon) = \kappa''$ and hence for this choice of $\epsilon$ and large enough $n$, we have

$$\left( B \frac{n^{-\alpha}}{n/T} \right)^{1-2\epsilon} \geq n^\kappa / T \geq n^\kappa / n^\kappa = n^{\kappa - \kappa},$$

and hence

$$B \frac{n^{-\alpha}}{n/T} \geq n^{(\kappa - \kappa)(1-2\epsilon)} \geq e.$$

And if we choose $n$ large enough, the fact that $T \leq n^\kappa$ will imply that $T \leq b \epsilon n$ and hence all the conditions of Theorem 1.1 are satisfied. Using $\epsilon$ chosen above in (3) and letting $c_\kappa = \epsilon (1 - 2\epsilon)(\kappa' - \kappa)/2$, we get (42). Similar arguments can also be used to justify the tail bounds we get for $N_T$ in the other cases, namely (43) and (46).

Moment bounds. By a calculation similar to (41), we conclude using (42) that

$$\mathbb{E}[N_T^n] \leq (c'_\kappa (T^{1/\kappa} \lor \sqrt{m}))^m.$$
• Let $\alpha \geq 1$, then for every $\kappa > 0$ there exists $c_\kappa > 0$ such that whenever $n$ is large enough and $T \leq 1/n^{\alpha -1 + \kappa}$, we have
\[
\mathbb{P}(N_T \geq n) \lesssim \exp\left(-c_\kappa n^2 \log \left(\frac{e}{T n^{\alpha -1 + \kappa}}\right)\right). \tag{43}
\]

We write $[0, 1]$ as a union of $[n^{\alpha -1 + \kappa}]$ many subintervals $\{I_\ell\}$, each of length $n^{-(\alpha -1 + \kappa)}$.

Then if $N_1 \geq n^{\alpha + \kappa}$, at least one of the intervals $I_\ell$ must contain more than $n$ zeros and hence a union bound gives
\[
\mathbb{P}(N_1 \geq n) \lesssim n^{\alpha -1 + \kappa} \exp(-c_\kappa n^2), \tag{44}
\]
and hence there exists $\tilde{c}_\kappa > 0$ such that
\[
\mathbb{P}(N_1 \geq n) \lesssim \exp(-\tilde{c}_\kappa n^{\frac{2}{\alpha + \kappa}}). \tag{45}
\]

**Moment bounds.** Using (45) we get the following moment bounds for $N_1$. There exists $c_\kappa > 0$ such that for every $m \in \mathbb{N}$, we have
\[
\mathbb{E}[N_1^n] \leq (c_\kappa m^{\frac{\alpha + \kappa}{\alpha + 1}})^m.
\]

3. Let $\mu$ be such that $\log C_n \lesssim n^{1+\frac{\gamma}{2}}$ for some $\gamma > 1/2$. We conclude from (3) that there exist constants $c, c' > 0$ such that whenever $n$ is large enough and $T \leq e^{-cn^{1/\gamma}}$, we have
\[
\mathbb{P}(N_T \geq n) \lesssim \exp(-c' n^2), \tag{46}
\]
and hence by partitioning $[0, 1]$ into subintervals of length $e^{-cn^{1/\gamma}}$, using the above estimate in each of them and a union bound as in (44) implies there is $\tilde{c} > 0$ such that
\[
\mathbb{P}(N_1 \geq n) \lesssim \exp(-\tilde{c}(\log n)^{2\gamma}). \tag{47}
\]

**Moment bounds.** We use (47) to conclude that there is $c > 0$ such that for every $m \in \mathbb{N}$, we have
\[
\mathbb{E}[N_1^n] \leq \exp \left( cm^{\frac{1}{1+\frac{\gamma}{2}}} \right).
\]

6.2. **Two dimensions.** We now illustrate how the overcrowding estimates for nodal length given in Table 2 are deduced from Theorem 1.2. Since this analysis is similar to the one dimensional case considered above, we do this only for the first example in Table 2.

Let $\mu$ be compactly supported, say $\text{supp}(\mu) \subset qD$ for some $q > 1$. Then $L_{n/n}^1 \lesssim q$ and hence by taking $\epsilon = 1/8$ in (4) and by letting $\ell = 4nT$, we conclude that there are constants $c, C > 0$ such that whenever $T \geq 1$ and $\ell \geq CT^2$ is large enough, we have
\[
\mathbb{P}(L_T \geq \ell) \lesssim \exp \left( -\frac{c\ell^2}{T^2} \log \left( \frac{\ell}{T^2} \right) \right).
\]

**Moment bounds.** We get moment bounds using the above tail estimates. For $m \in \mathbb{N}$,
\[
\mathbb{E}[L_T^m] = \int_0^\infty mx^{m-1}\mathbb{P}(L_T \geq x)dx \lesssim (CT^2)^m + m \int_{CT^2}^\infty x^{m-1}e^{-cx^2/T^2}dx,
\]
\[
\quad \lesssim (CT^2)^m + m(T/\sqrt{c})^m \int_0^\infty y^{m-1}e^{-y^2}dy \leq (cT)^m(T\sqrt{m})^m.
\]
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