Dynamic programming with partial information to overcome navigational uncertainty in a nautical environment
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Abstract—Using a toy nautical navigation environment, we show that dynamic programming can be used when only partial information about a partially observed Markov decision process (POMDP) is known. By incorporating uncertainty into our model, we show that navigation policies can be constructed that maintain safety. Adding controlled sensing methods, we show that these policies can also lower measurement costs at the same time.
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1. Introduction

Uncertainty creates a major obstacle in solving control problems. The goal of these problems is to construct a policy that is expected to produce optimal trajectories. In some cases, uncertainty only causes deviations from the optimal trajectory, which may still result in an acceptable solution. For example, if a driver is uncertain of exactly which road they are on, they might deviate from the optimal route to their destination; however, they can still arrive by a less optimal route. In other cases, small deviations can lead to highly undesired results. With the previous example, if a driver is instead uncertain of where they are on the road, this can result in a collision, which we refer to as a catastrophic failure. Even if these deviations are symmetric in nature, catastrophic failure could be the most likely result.

Markov Decision Processes (MDPs) [1] are a common class of control problems that are very well studied in both dynamic programming (DP) [2] and reinforcement learning (RL) [3] (both traditional [4] and deep [5]). While the majority of MDP results are simulated, there are real world applications. The Airborne Collision Avoidance System X [6] uses methods of solving MDPs with DP to aid actual operating aircraft avoid collisions in real time, using a distribution of estimates for the state of the surrounding aircraft. Formulating an MDP this way is known as a Partially Observed MDP (POMDP) [7]. While these problems are also well studied in DP [8], [9], it has been much more recent that they have been studied in RL [10], [11].

In an MDP, the state of the system is known, however, in a POMDP it must be estimated, leading to some amount of uncertainty. Much of the difficulty in solving a POMDP stems from estimating the state of the system before choosing an action. This is where the majority of research in this area focuses. Controlled sensing problems are a special type of POMDP that focuses on problems with actions that reduce uncertainty for a cost, rather than actions that modify the state of the system itself. Some work has been done in this area [12], [13], however, it is still a largely unexplored area of research. Very recently, work has been done using RL on the combination of controlled sensing and traditional POMDPs with Active Measure RL [14] and Action-Contingent Noiselessly Observable MDPs [15].

With DP methods, it is assumed that the parameters that
define the system are completely known. With RL methods, it is assumed no information of the system is known a priori but is accessible via experiences. This means that if only partial information of the system is known, DP cannot be used. While RL can be used, these methods do not take any knowledge of the system into account. The work presented here aims to bridge this gap by leveraging partial information of a system in the construction of solutions, specifically in the combined area of traditional and controlled sensing POMDPs that have both state modifying and uncertainty reducing actions.

The systems that this problem structure applies to include, but is not limited to: navigation [6], healthcare [16], and even chemical experiments. In a chemical experiment, there are many variables to consider and even slight variations in them can change the outcome of a reaction. While a chemist can record every step they have made throughout an experiment, there will always be variations in the outcome. The only way to determine this variation is to take various measurements, each with an associated cost. Hence the problem of optimally performing an experiment while managing access to various measurements exists in the combined space of traditional and controlled sensing POMDPs.

Nautical navigation has been the subject of several DP studies [17]–[20], however, the primary focus has been on collision avoidance and route optimization (i.e. speed and fuel consumption) rather than uncertainty and controlled sensing. Here we introduce a toy nautical navigation environment described in detail in Sec. 3. We assume only partial information of the system is available to the agent, leading to a level of uncertainty, and a set of information revealing actions (or measurements) are accessible that help reduce uncertainty at a cost.

2. Background

An MDP is a Markov chain where an agent controls the transition probabilities of moving from state to state during a trajectory. The state \( s \in \mathcal{S} \) describes the system at any given moment. Typically, an action \( a \in \mathcal{A} \) controls the state-to-state probability transition matrix \( P(a) \), where \( P_{ij}(a) \) is the probability that the system will enter state \( j \) given action \( a \) is taken at the present state \( i \). These are the state-modifying actions. The cost function \( c(s, a) \) measures the expected cost of performing action \( a \) at state \( s \). Lastly, the discount factor \( 0 \leq \rho < 1 \), measures how important the expected future costs should affect choosing an action. This gives us a formal MDP descriptor quintuple:

\[
(\mathcal{S}, \mathcal{A}, P(a), c(s, a), \rho) .
\] (1)

When solving an MDP, the goal is to find a policy \( \mu : \mathcal{S} \rightarrow \mathcal{A} \) that minimizes the expected total cost incurred. An optimal policy \( \mu^* \) is one that incurs the global minimum expected total cost when employed. This also requires the value function \( V : \mathcal{S} \rightarrow \mathbb{R} \), where the value represents how optimal any given state is, i.e. lower expected total costs are more optimal. When the MDP quintuple is known completely, they are both found by Bellman’s DP algorithm [2]:

\[
V_n(s) = \min_{a \in \mathcal{A}} Q_n(s, a)
\]

\[
\mu_n^*(s) = \arg\min_{a \in \mathcal{A}} Q_n(s, a),
\] (2)

where the Q-function is defined as

\[
Q_n(s, a) = c(s, a) + \rho \sum_{s' \in \mathcal{S}} P_{ss'}(a)V_{n-1}(s'),
\] (3)

where \( V_0 \equiv 0 \). Taking the limit as \( n \rightarrow \infty \) gives the optimal value function and policy.

Similar to MDPs, we define a POMDP as a hidden Markov model where an agent controls the transition probabilities of moving from state to state. As the state is not directly observable in a POMDP, we have, in addition to the previous components, an observation \( o \in \mathcal{O} \) is what the agent observes based on the probability function \( B(a) \), where \( B_{ij}(a) \) is the probability that observation \( j \) will occur given action \( a \) is taken at the present state \( i \). This gives us a formal POMDP descriptor septuple:

\[
(\mathcal{S}, \mathcal{A}, \mathcal{O}, P(a), B(a), c(s, a), \rho) .
\] (4)

When this septuple is known completely, the probability distribution of which states the system could be in at time \( t \), or belief state \( \pi_t \), is given by the filter

\[
T(\pi_{t-1}, o, a) = \frac{\text{diag}(B_{so}|s \in \mathcal{S})P_T(a_{t-1})\pi_{t-1}}{\sigma(\pi, o, a)},
\] (5)

where

\[
\sigma(\pi, o, a) = 1^T_\mathcal{S} \text{diag}(B_{so}|s \in \mathcal{S})P_T(a)\pi,
\] (6)

and \( \pi_t(i) \) is the probability that state \( i \) is the actual state of the system at time \( t \). The optimal function and policy are then found again by the modified Bellman’s DP algorithm [7]:

\[
V_n(\pi) = \min_{a \in \mathcal{A}} Q_n(\pi, a)
\]

\[
\mu_n^*(\pi) = \arg\min_{a \in \mathcal{A}} Q_n(\pi, a),
\] (7)

where the Q-function is now defined as

\[
Q_n(\pi, a) = \sum_{s \in \mathcal{S}} c(s, a)\pi(s)
+ \rho \sum_{o \in \mathcal{O}} V_{n-1}(T(\pi, o, a))\sigma(\pi, o, a),
\] (8)

where \( V_0 \equiv 0 \).

In a controlled sensing POMDP, the state transition matrix is typically independent of the chosen action, but the observation and cost functions may not be. Note that measurement actions that can be taken without the state changing, cause the transition matrix to become the identity for that action. This is equivalent to time not advancing during this step.

When solving a POMDP with RL, the main difference is that it is assumed that \( P(a), B(a), \) and \( c(s, a) \) are not known at all. If these elements are partially known, that
information is ignored. In the next section, we present a toy environment in which we have partial information and controlled sensing actions.

3. Nautical Navigation Environment

To explore the concept of partial information POMDPs, we introduce a toy nautical navigation environment. In this environment, the agent must navigate a submarine through a set of islands to a specified circular target region. To navigate, the agent must specify a heading and throttle setting that provides a movement vector, shown in Fig 1(a). Typically there is a non-linear relation between throttle and speed. In this case, speed through the water is the square root of throttle, as shown in Fig. 1(b). An RL agent would have to learn this relationship, however, in our case, it can be included in our partial information setup. If the agent reaches the target region, it receives a negative cost (also called a reward) and if the agent crashes into an island, it receives a large positive cost. The trajectory terminates when either of these cases occurs.

This system also contains water currents that cause drifts from the expected trajectory of the specified movement vector. Together, the movement vector and water current give the velocity of the submarine over land, defining how the state of the system changes. Unlike the set of island obstacles, the exact water current is assumed to be unknown by the agent, (but it can be partially observed indirectly). If the agent knows the movement vector chosen and their true position before and after an action, the average water current over that action can be obtained from the displacement between the expected and true final positions, as shown in Fig. 1(c).

The unknown water current gives rise to a level of uncertainty in the movement of the submarine, which in turn, gives rise to a level of uncertainty in the resulting position. To help the agent overcome these uncertainties, we introduce two measurement actions:

1) **GPS**: Returns the true position of the submarine, therefore reducing positional uncertainty to zero. This allows for the calculation of the average water current between the previous and present GPS measurements. Hence, this measurement slightly reduces positional uncertainty, although not completely.

2) **Current Profiler**: Returns the true water current for the true position of the submarine, therefore reducing the water current uncertainty to zero. Note that because the analytic water current is unknown, this measurement does not reveal any positional information regarding the position of the submarine. Hence, the positional uncertainty is unaffected.

Note that for these measurement actions, $P(a) = I$ and $c_m(a) \equiv \text{const.}$ where the constant is some specific instantaneous measurement cost assigned for employing that measurement and $c_m(a) = 0$ for all non-measurement actions. These costs represent both the monetary costs of using and maintaining each device and the time required to operate them.

3.1. Charts

The system the agent is navigating in is contained inside a rectangular area with periodic boundary conditions and dimensions $x_{\text{max}}$ and $y_{\text{max}}$. We call the pairing of this area with the set of islands a chart. Each island obstacle is represented by a 2-dimensional Gaussian function where the parameters are independently sampled uniformly from their respective ranges described in Sec. S1. We then define the land function $f(x, y)$ as the summation over several islands. The notation used here is: 0 is the ocean floor, 1 is sea level, and 0.9 is the height at which the submarine operates, i.e. the
agent navigating to any point \((x, y)\) such that \(f(x, y) \geq 0.9\) results in a crash. During a trajectory, the agent always has access to the charts.

### 3.2. Water Currents

While it is assumed the agent does not know the analytic water current, it is generated deterministically for each given land function. The water current vector \(W(x, y)\) at \((x, y)\) is perpendicular to \(\nabla f(x, y)\) with magnitude bounded by \(w_{\text{max}}\) and linearly related to \(-\|\nabla f(x, y)\|_2\), with the specifics presented in Sec. S2.

With the water current formally defined, we can now define the velocity of the submarine at any given time. For a specified movement vector \(M\), the velocity of the submarine is given by

\[
v(x, y) = \frac{M}{\|M\|_2} + W(x, y).
\]

### 4. Finding an Optimal Policy

With a navigation environment defined, we can now develop a policy construction method. As the agent does not have complete knowledge of the system, Bellman’s DP algorithms presented in Sec. 2 cannot be used directly. In this system, if there are no water currents, or if the agent knows the water currents exactly, the problem becomes an MDP and Eq. 2 is applicable. As we assume the agent does not know the water current, we turn to the former to be the base model for constructing a solution. In the next section, we present how to form this base.

#### 4.1. Value Function

During a single trajectory, \(f(x, y)\) and \(W(x, y)\) do not change, therefore for simplicity we refer to the submarine position \((x, y)\) as the state of the system. The velocity of the submarine need not be included as we assume the time scale of acceleration and changing directions insignificant relative to the time between actions. In the first step in constructing our solution, we assume the system contains no water current, i.e. \(W(x, y) \equiv 0\). With this assumption, for any given chart we can generate a value function using Eq. 2, where \(\|M\|_2 \leq 1\). To encourage faster routes, we introduce a fuel cost defined as \(c_f(a) = 0.01\|M\|_2\) for all non-measurement actions. We define the positional cost function as \(c_p(x, y) = 100\) for any \((x, y)\) such that \(f(x, y) \geq 0.9\), \(c_p(x, y) = -1\) for any resulting submarine positions \((x, y)\) inside the specified target region such that \(f(x, y) < 0.9\), and \(c_p(x, y) = 0\) otherwise. This gives us the cost function

\[
c(x, y, a) = c_p(x, y) + c_f(a) + c_m(a). \tag{10}
\]
Note that the trajectory terminates when $c_p(x, y) \neq 0$.

For any chart, with or without water currents, we have $V_0 \equiv 0$ and $V_1(x, y) = \min_{a \in A} c(x, y, a)$. Examples of a chart without and with water currents are shown in Figs. 2(a) & 2(b) with $V_1$ for each case shown in Figs. 2(c) & 2(d) respectively. In this system, Eq. 2 results in a converged value function $V$ after finite $n$. The converged value functions for the examples above are shown in Figs. 2(e) & 2(f) respectively, with three regions of notable difference between the two circled. As we assume the agent does not know $W(x, y)$, we continue with the value functions of the type in Fig. 2(e) for the next section.

4.2. Policy Construction

With the water current unknown, the goal is to construct a policy in a similar manner to Bellman’s DP algorithm for POMDPs shown in Eq. 7. Doing so requires using the expected states and uncertainty to determine the agent’s belief state. At the initial step of each trajectory, the agent knows the true initial submarine position and water current for that specific position, therefore uncertainty in both is zero. This is the first of four cases considered. As the water current changes when the submarine moves away from this position, uncertainty in water current grows during any non-measurement action taken, leading to the growth of uncertainty in position shown in Fig. 3(a). With the expected trajectory based on the known position, starting water current, and action taken, this gives us a distribution of trajectories that may occur. Therefore each possible non-measurement action can be assigned an expected value and instantaneous cost based on these distributions. Then the policy becomes: select the non-measurement action with the lowest expected value (i.e. lowest expected total cost) based on the distribution of trajectories.

During all subsequent steps of the trajectory, the agent has an expected position and water current, however, it also has uncertainty in both. This is the second case. As before, uncertainty in position increases due to uncertainty in the water current growing throughout an action. However, uncertainty in position also increases due to the initial non-zero uncertainty in water current. This combination leads to the growth of uncertainty in position shown in Fig. 3(b), where the initial positional uncertainty is now non-zero. As before, this gives us a distribution of trajectories that may occur. Hence each possible non-measurement action can be assigned an expected value and instantaneous cost. As mentioned before, the agent has access to two types of measurements to reduce this uncertainty; each with an associated instantaneous cost. If the lowest expected instantaneous cost of any action is greater than the cost of any of the available measurement actions, the policy becomes: take a measurement. If the expected position of the submarine is inside the target region, the policy becomes: specifically take a GPS measurement. Otherwise, the policy becomes: select the non-measurement action with the lowest expected value based on the distribution of trajectories.

If the GPS measurement is taken, the positional uncertainty goes back to zero and the water current uncertainty is slightly reduced; however, it is still non-zero. This is the third case. During any non-measurement action now, the positional uncertainty grows similar to the second case, with however, an initial positional uncertainty of zero, shown in Fig. 3(c).

If the current profiler measurement is taken, the water current uncertainty goes back to zero and the positional uncertainty is unaffected, therefore still non-zero. This is the fourth case. During any non-measurement action now, the positional uncertainty grows similarly to the first case, with however, an initial positional uncertainty of non-zero, shown in Fig. 3(d).

In either the third or fourth cases, the expected values and instantaneous costs must be re-determined for each non-measurement action. If the lowest expected cost is greater than the cost of the other measurement, that measurement will also be taken, bringing the agent back to the first case. Otherwise, the policy becomes: select the non-measurement action with the lowest expected value based on the new distribution of trajectories.
5. Computational Set-up

For computational purposes, we discretize the action space to 96 non-measurement actions for the agent (6 throttle settings and 16 heading directions) and state-space to a resolution of $152 \times 152$ for the value function. Note that only the input to the value function is discretized and the actual state-space remains continuous. As the relationship between speed through the water and throttle is included in the partial information, the discrete actions available are chosen such that the non-measurement action choices are linear with respect to speed through the water for simplicity, as shown in Fig. 1(b), inclusive of 0 and 1.

For the chart generation, we have $x_{\text{max}} = y_{\text{max}} = 10$ for all charts and a varying number of islands $0 \leq N \leq 20$. We consider $1 \leq N \leq 5$ charts of low island density, $8 \leq N \leq 12$ charts of medium island density, and $16 \leq N \leq 20$ charts of high island density. 50 charts from each density group will be used with 10 different initial states each.

For the water currents, we have $w_{\text{max}} = 0.5$. The linear rates at which the uncertainty grows will be parameters of experimentation, varying from 0 to $2w_{\text{max}}$, but the estimates in water currents are bounded by $\|\hat{W}(x, y)\|_2 \leq w_{\text{max}}$. The GPS measurement has a cost of 0.45 and the current profiler measurement has a cost of 0.1.

6. Results

Based on preliminary tests, any policy that does not reach the target or crash within 20 steps is highly unlikely to do either. For this reason, we limit all trajectories to 20 steps. We consider the following three types of outcomes: a policy that reaches the target within 20 steps is considered successful, a policy that crashes within 20 steps is a failure, and a policy that does neither is unsuccessful but not a failure.

For each chart, a value function is generated using the method described in Sec. 4.1. For each initial state, a policy is constructed several times using the method described in Sec. 4.2, where the uncertainty growth rate is varied. An uncertainty rate of zero is equivalent to assuming no water currents exist in the system.

Fig. 4(a) shows the probability of success as a function of uncertainty growth rate for policies constructed for low, medium, and high island densities. With an uncertainty growth rate of zero, the probability of success is only 33.0%, 29.2%, and 30.8% for low, medium, and high island densities respectively, however, even increasing this parameter to only 0.05 doubles these on average. The maximum probabilities of success of 82.1%, 86.2%, and 81.8% occur at uncertainty growth rates of 0.79, 0.68, and 0.68 for low, medium, and high island densities respectively, however, even increasing this parameter to only 0.05 doubles these on average. The maximum probabilities of success of 82.1%, 86.2%, and 81.8% occur at uncertainty growth rates of 0.79, 0.68, and 0.68 for low, medium, and high island densities respectively. These probabilities steadily decrease if the uncertainty growth rate is increased further as any target remotely close to an island becomes too risky to reach, (i.e. the expected cost of crashing with these parameters is greater than the cost of success).
Fig. 4(b) instead shows the probability of not crashing as a function of uncertainty growth rate with similar behavior as before. As expected, increasing the density of islands increases the probability of crashing, however, we achieve a 0% probability of crashing for low and medium island densities and 1.3% with a high island density. Unlike before, the probability of crashing stays relatively low as the uncertainty growth rate goes to 1.0. Policies in that case end up choosing actions that have the least likelihood of crashing rather than trying to reach the target.

Fig. 4(c) shows the average number of measurements taken per step as a function of uncertainty growth rate. Policies with a low island density measure fewer times on average, as expected. Policies with medium or high island densities still measure less than once per action on average, but with much more variance.

7. Conclusion

Motivated by real world applicability of POMDPs and systems with uncertainty, we have shown that partial information can be leveraged with DP methods to construct navigational policies that both maintain safety and reduce total measurement cost. The toy navigation environment we introduced serves as a relevant introduction to the problems of interest in the combined area of traditional and controlled sensing POMDPs. The methods provided allow the construction of value functions through DP that contain the basic information of the system of interest.

We show that without any additional constraints, the policies produced using these value functions perform very poorly. However, when uncertainty methods are included, the probability of success on average is doubled and the probability of crashing is brought to (or nearly to) zero. We also show that these policies are able to reduce the number of measurements taken in order to navigate to a specified target region.
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1. Chart Generation Method

The system the agent is navigating in is contained inside a rectangular area with periodic boundary conditions and dimensions \(x_{\text{max}}\) and \(y_{\text{max}}\). Each these island obstacles is represented by a 2-dimensional Gaussian function, defined as

\[
g(x, y) = Ae^{-(a(x-x_0)^2+2b(x-x_0)(y-y_0)+c(y-y_0)^2)} \tag{1}
\]

where \(x_0 \in [0, x_{\text{max}})\), \(y_0 \in [0, y_{\text{max}})\), \(A \in [1, 2]\), \(a, c \in [1, \infty)\) are independently sampled from uniformly from their respective ranges and \(b \in (-\sqrt{ac}, \sqrt{ac})\) is also sampled uniformly, (however it is dependent on \(a\) and \(c\)). We then define the land function as

\[
f(x, y) = \sum_{i=1}^{N} \sum_{j=-\infty}^{\infty} \sum_{k=-\infty}^{\infty} g_i(x + jx_{\text{max}}, y + ky_{\text{max}}), \tag{2}
\]

where \(N\) is the number of islands and the parameters for each \(g_i\) are sampled as described above and independently from each other island. While true periodic boundary conditions require the infinite sums, the bounds \(-1 \leq j, k \leq 1\) are sufficient for our purposes.

2. Water Current Generation Method

For each island \(g_i(x, y)\), the water current \(W(x, y)\) vector at position \((x, y)\) has direction given by

\[
w(x, y) = \begin{bmatrix} 0 & -1 \\ 1 & 0 \end{bmatrix} \sum_{i=1}^{N} \sum_{j=-\infty}^{\infty} \sum_{k=-\infty}^{\infty} \left((-1)^{m_i(x, y)} \times \nabla g_i(x + jx_{\text{max}}, y + ky_{\text{max}})\right), \tag{3}
\]

where each \(m_i\) only returns the discrete values 0 and 1 and is chosen to maximize \(\|w(x, y)\|_2\). The water current \(W(x, y)\) function is then defined as

\[
W(x, y) = \frac{w_{\text{max}} - \|w(x, y)\|_2}{2w_{\text{max}}\|w(x, y)\|_2}w(x, y) \tag{4}
\]
if \( f(x, y) < 0.9 \) and \( 0 < \|w(x, y)\|_2 \leq w_{\text{max}} \), \( W(x, y) = 0 \)

if \( f(x, y) \geq 0.9 \) or \( \|w(x, y)\|_2 > w_{\text{max}} \), and

\[
W(x, y) = \frac{w_{\text{max}}}{\|w(x, y)\|_2} w(x, y)
\]  

(5)

if \( f(x, y) < 0.9 \) and \( w(x, y) = 0 \), where \( w_{\text{max}} \geq 0 \). In other words, the water current vector at \((x, y)\) is perpendicular to \( \nabla f(x, y) \) with magnitude bounded and related to \(-\|\nabla f(x, y)\|_2\).
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