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Abstract—Pre-training models are an important tool in Natural Language Processing (NLP), while the BERT model is a classic pre-training model whose structure has been widely adopted by followers. It was even chosen as the reference model for the MLPerf training benchmark. The distributed training performance optimization of BERT models plays an important role in accelerating the solutions of most NLP tasks. BERT model often uses padding tensors as its inputs, leading to excessive redundant computations. Thus, removing these redundant computations is essential to improve the distributed training performance.

This paper designs a new approach to train BERT models with variable-length inputs efficiently. Firstly, we propose a general structure for the variable-length BERT models, and accelerate the encoder layer via our grouped multi-stream FMHA (Fused Multi-Head Attention) method. Secondly, through data exchange, we address the unbalanced workload problem caused by the variable-length inputs, which overlaps highly with the training process. Finally, we optimize the overall performance of the BERT model, such as kernel fusion, and operator optimization. Our experimental results show that our highly optimized BERT model achieves state-of-the-art throughput and ranks first in MLPerf Training v2.0 within the same GPU configuration. The optimizations in this paper can be applied to more BERT-like models in our future works.

Index Terms—BERT, Distributed Deep Learning, GPUs, MLPerf

I. INTRODUCTION

In recent years, many pre-training models emerged in Natural Language Processing (NLP) based on the Transformer structure (Ashish Vaswani et al.) in 2017 [1]. Among all these pre-training models, BERT (Bidirectional Encoder Representations from Transformers), introduced by Jacob Devlin et al. in 2018 [2], is the cornerstone for many following models. The BERT model achieved state-of-the-art results on 11 different NLP tasks by the time of the publication. Ever since then, many ground-breaking models in NLP have been updated or modified on the basis of the BERT model, such as ERNIE (Yu Sun et al.) [3], RoBERTa (Yinhan Liu et al.) [4], XLNet (Zhilin Yang et al.) [5], ELECTRA (Kevin Clark et al.) [6]. Outside of the NLP paradigm, the Transformer also becomes one of the most prevailing structures in computer vision (Scaling Vision Transformer by Xiaohua Zhai et al. [7]) and speech recognition (Conformer by Anmol Gulati et al. [8]). The parameter size of the BERT-like models is increasing. The BERT large model only contained 340M parameters at first. Only two years later, the parameter size of GPT-3 (Tom B. Brown et al.) [9] reached 175B. With the increase of the parameter size for these models, the cost to train these models is ramping up, boosting demand for optimization of the distributed training performance of BERT-like models.

Training samples for NLP models are usually of variable length. A common strategy for training BERT models is to use padded inputs [10]–[15]. The inputs are usually padded to the maximum sequence length, making them fixed shape tensors. It is easy to build a model with padding inputs, but the information from the padding tokens should be removed in order to obtain the correct loss function. In addition, padding tokens introduce redundancy in the computation of many operators in the network. To improve the distributed training performance of the BERT model, it is important to remove the unnecessary computations in the padding tokens.

However, there are a number of challenges in developing BERT models with variable-length inputs. On the one hand, many computation-related issues requires careful consideration. We need to design the input storage with caution and select parts of the model to be computed by variable-length inputs. In the case of variable-length storage, many operators need to be further optimized for better performance, such as the attention layer and embedding operator. Due to the variation in sequence length for different samples, it is difficult to implement a generic kernel that performs well for all cases. On the other hand, variable-length inputs have the potential to cause unbalanced workload problems in distributed training, leading to severe communication overheads and unsatisfactory distributed training performance.

In this paper, we propose a BERT model using the variable-length inputs instead of padding, and we name it the unpadded BERT model. We optimize the distributed training performance of the unpadded BERT model through various methods. First, we design the way to build the unpadded BERT model, and introduce the grouped multi-stream FMHA (Fused Multi-Head Attention) layer to improve the performance of the BERT encoders. Second, we solve the unbalanced workload problem in distributed training by exchanging data across the devices. The data exchanging process fully overlaps with the training process after our optimization. Last, we make some improvements to the CUDA kernels, such as kernel fusion and operator optimization. Our experiments showed that our highly optimized BERT model is the fastest among models like NVIDIA MLPerf BERT, HazyResearch MLPerf BERT, Megatron-LM, and DeepSpeed. Our optimized version has
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been submitted to the MLPerf Training v2.0, and ranked first within the same GPU configurations.

II. RELATED WORKS

Recently, many works are attempting to accelerate the Transformer-based model. FastSeq (Yu Yan et al.) [14] proposed an optimization method for inference with Transformer structure, including generation attention caching, repeated n-grams pattern detecting and asynchronous generation. TurboTransformers (Jiarui Fang et al.) [15] also introduced an optimization method for the inference, including an efficient parallel algorithm, a new memory allocation algorithm and a new batch sampler. Although the FastSeq and TurboTransformer can accelerate the Transformer-based model with many techniques, both of them focus on the inference stage instead of training stage. In other words, they did not optimize the performance of backward and optimizer computations.

DeepSpeed [10], [11] and Megatron-LM [12] also made some training performance optimizations by CUDA kernel fusions and sharding the parameters across all the workers. LightSeq (Xiaohui Wang et al.) [13] brought an end-to-end system containing kernel fusions (covering embedding module, encoder module and criteria module), a mixed-precision training method with high memory efficiency, and a method for memory management. With the LightSeq system, the Transformer structure can be trained efficiently in the training stage and inference stages. All these works create redundant computations due to the padding inputs.

NVIDIA proposed the unpadded implementation of the BERT model for the first time on MLPerf Training v1.0 [16], and continued the same implementation on MLPerf Training v1.1 and v2.0 [17]. But there are still some performance issues waiting to be improved like more unpad modules, overlapping data preprocessing with training. This paper is inspired by the NVIDIA MLPerf works, and focuses on a deeper distributed training optimization of the unpadded BERT model.

III. BACKGROUND

This section will introduce some background knowledge for the architecture and training strategy of the BERT model. Then the challenges are addressed to optimize the distributed training performance of the unpadded BERT model.

A. Overview of the BERT Model

The core component of the BERT model is the stack of multiple encoder modules. Each encoder module contains one multi-head attention layer and one feed forward layer. The structure of the BERT encoder module is shown in Figure 1.

The workflow of a multi-head self-attention layer can be expressed as follows:

$$\text{Attention}(Q, K, V) = \text{softmax}\left(\frac{QK^T}{\sqrt{d_k}}\right)V,$$  

(1)

where $d_k$ represents the head dimension.

Besides the stack of multiple encoder layers, the pre-training BERT model also contains an embedding module, and a pooler module with a classifier for the classification tasks. The forward and backward flows of the BERT model training are presented in Figure 2.

B. Training Strategy of the BERT Model

The training data of the language model is usually composed of variable-length sequences. Most existing training frameworks, such as DeepSpeed or Megatron-LM, use the padding method to ensure all input data in one batch are of the same length. For example, for the input data with a length less than $\text{max}_\text{seq}_\text{len}$, several special tokens \text{PAD} would be added to the end of the data to make the data length be $\text{max}_\text{seq}_\text{len}$. After this step, we can change the variable-length sequences into fixed lengths. However, extra computations are introduced for these padding tokens.

To speed up the training process and utilize the GPU resources, we use the data parallelism distributed strategy to train the BERT with multiple GPUs in this paper. For data parallelism, each GPU contains the same model architecture and parameters, but the training data would be split into many parts. Each GPU will take one part of the data. After each GPU finishes the forward and backward parts, all GPUs would synchronize the gradients of each parameter by the all-reduce operator to carry out the optimizer part. The workflow of data parallelism is shown in Figure 3.
C. Challenges of the Variable-Length BERT Optimization

1) Computational Optimizations for Variable-Length Inputs: As discussed above, the data sets of the language model are usually composed of a series of sequences with variable lengths. Most existing works rely on the padding method to deal with these inputs. In fact, the number of tokens for different sequences can vary drastically. We take Wikipedia data set as an example. As shown in Figure 4, samples with maximum sequence length only account for 23.2%. Therefore, the padding method may bring a large number of redundant computations, leading to unsatisfied performance. If we only compute on valid tokens, it is potential to bring more than 2x performance improvements. Besides, the padding method would occupy more memory space, thus putting more pressure on the system memory. It is urgent to develop methods to support the unpad computing to achieve higher performance. However, supporting computing for variable-length inputs is challenging. The first challenge is that the input storage needs careful design, and deep analysis to decide which part of the model can perform the unpad computing. The second challenge is that many operators for the unpad computing require optimization to boost the performance, such as the attention layer, and embedding operator. Due to the variation of the valid sequence lengths, it is not easy to implement a general kernel that would perform the best for all cases.

2) Load Balance in Distributed Training: The all-reduce operator is required in the backward part when training the BERT model using the data parallelism distributed strategy. The all-reduce operator is a collective communication primitive, and would not start to launch until all of the workers reach the same time point. As a result, it would cause unnecessary time cost if the workload of each worker is unbalanced, i.e., short board effect, as shown in Figure 5. The unbalanced workload would be extremely critical when the BERT model takes the variable-length input data. If the padding tokens of the input data are removed, the actual token number to be processed for each worker would be quite different. The different input token numbers to be processed contribute to the different computational time of the forward and backward parts of the model. The workers with less input token number would have to wait for other workers to reach the starting time point of the all-reduce operator. This workload imbalance would harm the speedup ratio in the distributed training process of BERT.

IV. IMPLEMENTATION AND OPTIMIZATION

This section illustrates two effective methods for inputs of variable length. Besides, a series of systematical optimization methods are also adopted to improve the overall training performance further.

A. Supporting and Optimizing for Variable-length Workloads

To achieve high-performance computation for inputs with variable length, we support a broader scope of unpad computing, and also carry out more dedicated optimizations for the most time-consuming multi-head attention layer.

1) Supporting Unpad Computing: For pad computing, every sequence is padded to a fixed length. As shown in the left of Figure 6, the inputs are acting as a two-dimension tensor. To remove the redundant storage space, we merge the batch_size and max_seq_len dimensions and only store the valid tokens. Besides, a prefix sum array, i.e., batch_offset, is supplied to record the token number of each sequence.

Fig. 4. The distribution of the sequence length for Wikipedia data set.

Fig. 5. The unbalanced loads of the unpadded BERT model.

Fig. 6. The storage for unpad computing.

1) Supporting Unpad Computing: For pad computing, every sequence is padded to a fixed length. As shown in the left of Figure 6, the inputs are acting as a two-dimension tensor. To remove the redundant storage space, we merge the batch_size and max_seq_len dimensions and only store the valid tokens. Besides, a prefix sum array, i.e., batch_offset, is supplied to record the token number of each sequence.

Then we analyze the possibilities to execute unpad computing for the modules in the BERT model. For the BERT embedding module, it is natural to execute unpad computing, because the computation of all the involved layers, such as Embedding, LayerNorm, Add, are not affected by merging the batch_size and max_seq_len dimensions. For the BERT
encoder module, the dimension of batch size and max_seq_len may not be adjacent to each other during the computation process. Thanks to the newly developed FMHA (Fused Multi-Head Attention) kernel \[18\], \[19\], it is feasible to execute unpad computing for the encoder module. For the BERT pooler module, it is unnatural to execute computation after dimension merging. Besides, the pooler module only accounts for a very small amount of time. Therefore, we do not take it into consideration for unpad computing in this paper.

Based on the analysis above, we can execute unpad computing for both BERT embedding and encoder modules, which are the main parts of the BERT model. As shown in Figure 7 before entering the BERT embedding module, input data are compressed to the unpad format shown in Figure 6, which can be obtained by the gather operator. Before entering the BERT pooler module, the output data from the encoders are uncompressed to the padding format by using a scatter operator to avoiding affecting the subsequent calculations. Benefited from the support of unpad computing, the model performance is improved largely by about 2.3x as shown in the experiments.

2) Optimizing Unpad Attention Computing: As the most time-consuming part in BERT model, it is vital to improve the performance of the multi-head attention layer. Recently, NVIDIA Apex \[18\] proposed a highly fused multi-head attention kernel, namely, FMHA. It makes the unpad computing possible. However, the existing FMHA optimization method is not flexible and effective enough to deal with various sequences with different lengths. As shown on the left of the Figure 8, no matter what the sequence length distribution is, FMHA assigns a kernel according to the maximum sequence length within a batch, limiting the performance for sequences with small lengths.

Fig. 8. An example of grouping method for variable-length sequences.

To tackle these problems, we propose a grouping and multi-kernel execution method to speed up attention computing. The input sequences within a batch are grouped according to the length based on a criterion. Sequences inside the same group are assigned to a corresponding kernel according to the maximum sequence length within the group. An example of the grouping method can be seen on the right of the Figure 8. The six sequences are classified into four groups with the criteria that the sequence lengths are among (0, 128], (128, 256], (256, 384] and (384, 512], respectively. It is noted that the grouping criteria are set according to the underlying kernel implementation and can be adjusted if the FMHA kernel is updated.

After grouping, we launch a separate kernel for each group. The launched kernel in each group is determined by the maximum sequence length within the group. Because there are no data dependencies among these kernels, we use multi-stream technology to further improve the GPU resource utilization and performance. As shown in Figure 9, multiple FMHA kernels are concurrently executed on a GPU by enabling multi-stream optimization, which consumes less time compared with the single stream execution method. Besides, we need to use CUDA events to ensure the execution order of FMHA kernels, and their preceding and subsequent operators to keep the accuracy. All FMHA kernels must start execution after the preceding operator finishes computation, and the subsequent operator must start execution after all of the FMHA kernels finish. Figure 10 shows the speedup of our unpad attention optimization compared with NVIDIA Apex FMHA. Benefited from the grouping and multi-kernel execution, the attention module can bring about 15%-70%, 3%-40%, and 20%-52% performance improvement for forward, backward and overall computations, respectively.

Fig. 9. Concurrent execution of kernels for different groups.

B. Load Balance Optimization in Distributed Training

As Section III-C2 addressed, the workload imbalance comes from the different input token numbers to be processed among each worker. The key solution is to make the input token number of each worker nearly the same.
1) Padding exchange across the workers: NVIDIA proposed a load balance method named padding exchange in MLPerf Training v1.0 [16]. The process of the padding exchange method is shown in Figure [11]. The detailed steps are as follows:

- Perform all-gather operator to concatenate each input tensor across all workers. The BERT model usually contains five input tensors, \( \text{input} \_\text{id} \_\text{ds}, \text{input} \_\text{mask}, \text{segment} \_\text{id} \_\text{s}, \text{masked} \_\text{lm} \_\text{labels} \) and \( \text{next} \_\text{sentence} \_\text{labels} \). All of these input tensors contain the padding tokens. Originally, the shape of the input tensors \( \text{input} \_\text{id} \_\text{ds}, \text{input} \_\text{mask}, \text{segment} \_\text{id} \_\text{s} \) and \( \text{masked} \_\text{lm} \_\text{labels} \) in each worker is \( \text{[batch} \_\text{size}, \text{max} \_\text{seq} \_\text{len}] \), while the shape of the input tensor \( \text{next} \_\text{sentence} \_\text{labels} \) is \( \text{[batch} \_\text{size}] \). Then, input tensors are concatenated across all workers via the all-gather operator. After the concatenation, each worker would obtain all of the input data in all of the workers. The shape of \( \text{input} \_\text{id} \_\text{ds}, \text{input} \_\text{mask}, \text{segment} \_\text{id} \_\text{s} \) and \( \text{masked} \_\text{lm} \_\text{labels} \) in each worker becomes \( \text{[num} \_\text{devices} \times \text{batch} \_\text{size}, \text{max} \_\text{seq} \_\text{len}] \), while the shape of \( \text{next} \_\text{sentence} \_\text{labels} \) becomes \( \text{[num} \_\text{devices} \times \text{batch} \_\text{size}] \). The reason why the original input tensors would contain padding tokens is that the all-gather operator requires the same data length on each worker. All the workers run the same code and obtain the same results in this step.

- Sort the all-gathered input sequences along the 0-th dimension according to the valid token number they contain. The valid input token number can be obtained from the input tensor \( \text{input} \_\text{mask} \). All of the workers run the same code and obtain the same results in this step as well.

- Interleave slicing to obtain the actual input tensor on each worker. The \( i \)-th worker would retrieve the input sequences from the sorted results using the indices \( i, i + \text{num} \_\text{workers}, i + 2 \times \text{num} \_\text{workers}, \ldots \). Since the input sequences have been sorted according to the valid input token number, each worker would obtain the different input data with nearly the same input token number after this step.

The padding exchange method proposed by NVIDIA has the following disadvantages:

- All of the steps are performed using the GPU operators. During the BERT training process, the GPU workload is usually extremely high, for example the utilization rate would be larger than 98%. These GPU operators in the padding exchange method would occupy the computational resources of GPU, which results in a performance drop.

- The padding exchange process and the model training process execute serially. The padding exchange method is performed right at the beginning of each mini-batch training.

Inspired by the NVIDIA’s implementation, we proposed our optimized padding exchange method in this paper, as shown in Figure [12]. The highlights of the optimized method in this paper are as follows:

- Use the CPU to perform the padding exchange process instead of GPU. During the BERT training process, the GPU is always busy, but the CPU almost idles all the time. All of the GPU operators above can be moved to the CPU side and the NCCL all-gather operator is replaced with the MPI alternatives.

- Pre-perform the padding exchange method to prepare the following mini-batch data when the network is training on GPU. Since the CPU and GPU are two individual devices, the padding exchange process on the CPU and the training process on GPU can overlap. The time cost of the padding exchange is usually much smaller than the time cost of training one mini-batch. Therefore, the next mini-batch data is always ready before the next mini-batch training starts.

- Overlap the GPU training process with the host-to-device memory copy of the next mini-batch data. The optimized padding exchange method in this paper would generate the CPU tensor instead of the GPU tensor like NVIDIA’s method. This paper uses the multiple CUDA streams methodology to perform host-to-device memory copy asynchronously with the GPU training process.

2) Overlapping of the Padding Removal Process and the GPU Training: Due to the requirement of the all-gather operator, the input data before and after the padding exchange process have to contain the padding tokens. The padding tokens should be removed before running the following network layers. Solutions include: 1. obtain the index tensor \( \text{nonzero} \_\text{indices} \) where the input tensor \( \text{input} \_\text{mask} \) is nonzero. 2. run the \text{gather} operator to remove the padding of the input tensors.

In this paper, we calculate the \( \text{nonzero} \_\text{indices} \) during the CPU padding exchange process due to:

- If we calculate the \( \text{nonzero} \_\text{indices} \) tensor after the padding exchange process, the \( \text{input} \_\text{mask} \) is a GPU...
C. Other Computational Optimizations

1) Kernel Fusion: Kernel fusion is a common technique used in deep learning to increase the computation efficiency by reducing the number of global memory accesses, increasing data locality, and reducing kernel launch overhead. In this work, we use kernel fusion for more broader computation patterns, such as Linear, Linear_GeLU_linear, Dropout_Add_LayerNorm, and Grad of Residual Block. The detailed kernel fusion is as followings:

- Linear Fusion: Linear is one of the most frequently called operators in the BERT model. It is usually composed of a GEMM and a bias-adding computation. The bias-adding computation usually needs a broadcast of the bias tensor in the BERT model, whose backward corresponds to the reduction computation pattern. Thanks to the support of the cuBLASLt [20] library, it is possible to fuse the forward kernels (GEMM and bias-adding) and their corresponding backward kernels (GEMM and reduction).

- Linear_GeLU_linear Fusion: Apart from the Linear fusion, cuBLASLt also supports this fusion with an additional GeLU or ReLU computation, for both forward and backward. This feature can be used to accelerate the Linear_GeLU_linear pattern in BERT Encoder. By using this fusion, the number of kernels is reduced from 12 to 6.

- Dropout_Add_LayerNorm Fusion: There are also some Dropout, Add, and LayerNorm patterns in the BERT encoder. For Dropout and Add operators, they all belong to the elementwise pattern, which can be naturally fused to the subsequent LayerNorm kernels. From the parallel optimization, we learn the parallel task distribution idea from [18], and fuse these three operators into one kernel for the forward part and two for the backward part.

- Fusion of Residual Grad: Like the ResNet model [21], there are two residual blocks in the BERT encoder. In the BERT model, the residual tensor is not only the input of the Linear layer, but also the input of the other subsequent layer, resulting in an additional adding computation to get the gradient of residual. Aiming to remove this explicit adding computation kernel, we make use of the beta parameter of BLAS GEMM API [22] to fuse the gradient addition kernel with the GEMM kernel in the backward part of Linear.

Table [1] summarizes kernel number changes by using the kernel fusion technique. It is evident that the kernel numbers for the above patterns have been reduced largely, with roughly 1.6x to 2.6x.

| Patterns               | Forward | Backward | Forward&Backward |
|------------------------|---------|----------|------------------|
| Linear                 | 2 → 1   | 3 → 2    | 5 → 3            |
| Linear_GeLU_linear      | 5 → 2   | 7 → 4    | 12 → 6           |
| Dropout_Add_LayerNorm   | 3 → 1   | 5 → 2    | 8 → 3            |
| Residual Grad           | -       | 2 → 1    | 2 → 1            |

2) LAMB Optimization: Our LAMB optimizer implementation starts from the DistributedFusedLAMB API in the NVIDIA Apex [18] library. All the FP16/FP32 parameters, the FP32 master parameters, the FP16/FP32 gradients of the parameters, the trust ratio tensor, and the FP32 momentum of the LAMB optimizer are flattened and copied into tensors with contiguous memory space respectively.

The LAMB optimizer needs to calculate the following tensors:

- Case 1: the squared sum of the L2-Norm of each gradient. The L2-Norm of the gradients is used to perform global norm clipping. The result is a tensor with shape [1].

- Case 2: the L2-Norm of each parameter. The result is a tensor with shape num_parameters, where num_parameters is the parameter number of the model.

- Case 3: the L2-Norm of each of the trust ratio tensors. The result is a tensor with shape [num_parameters].

In the NVIDIA Apex library, all three tensors above are calculated by the multi_tensor_apply function. Given the size of a chunk, i.e., chunk_size, each of the input tensors is divided into
several chunks, where the chunk number is \( \text{ceil}(\text{tensor.numel() \ / \ chunk.size}) \). The information of each tensor’s chunk is recorded in a data structure named \( \text{TensorListMetadata}[\text{V-C2}] \) (pseudo code) sequentially. The maximum tensor number and block number inside the \( \text{TensorListMetadata} \) are limited by the template argument MaxTensorNum and MaxChunkNum respectively. When the tensor number or the block number exceeds its limit, a new CUDA kernel would be launched with the \( \text{TensorListMetadata} \) object as its argument. Each thread in the CUDA kernel would process the data from the same chunk, and the block number of the CUDA kernel is the same with the chunk number. Several CUDA kernels may be launched in order to process all the chunks of the tensors.

```c
template <int MaxTensorNum, int MaxChunkNum>
struct TensorListMetadata
{
    void* addresses[MaxTensorNum];
    int sizes[MaxTensorNum];
    unsigned char block_to_tensor[MaxChunkNum];
    int block_to_chunk[MaxChunkNum];
    int start_tensor_this_launch;
};
```

Since the \( \text{TensorListMetadata} \) object is the argument of the CUDA kernel, the MaxTensorNum and MaxChunkNum should not be too large because the memory size of the CUDA kernel arguments is limited by CUDA (for example, 4KB on A100 GPU). Therefore, the maximum chunk number to be processed in a CUDA kernel is limited by the size of \( \text{TensorListMetadata} \). It is important to increase the MaxTensorNum and MaxChunkNum, so that we can launch fewer CUDA kernels to achieve more parallelism. We found that due to the large size of \( \text{TensorListMetadata} \), the \( \text{DistributedFusedLAMB} \) optimizer in Apex would launch 1 to 5 CUDA kernels to calculate each of the 3 tensors mentioned above \( \text{IV-C2} \) respectively.

In our paper, we improve the performance of the \( \text{multi_tensor_apply} \) method in the \( \text{DistributedFusedLAMB} \) optimizer. It should be noticed that, all of the gradients, parameters and trust ratio tensors are flattened and copied to a tensor with contiguous memory space. Therefore, we can only record the data pointer of the contiguous memory tensor inside \( \text{TensorListMetadata} \) instead of an array of each tensor \( \text{TensorListMetadata}::\text{address} \). In this way, the size of \( \text{TensorListMetadata} \) would be smaller, and we can increase the MaxTensorNum and MaxChunkNum, so that the calculation of \( \text{IV-C2} \) can be completed in one CUDA kernel respectively. Particularly, the tensor in case 1 \( \text{IV-C2} \) can be calculated using the \text{cub}::\text{DeviceReduce}::\text{Reduce} method in NVIDIA cub library instead of the \( \text{multi_tensor_apply} \) method above for better performance. Table \( \text{II} \) presents the performance of the \( \text{DistributedFusedLAMB} \) optimizer in the BERT-Large model. Our optimized version is about 22\% faster than the NVIDIA Apex.

3) Embedding Operator Optimization: The embedding module in the BERT model is used to learn the vector representation of the input tokens. In the forward part, the index tensor is used to look up the weight tensor and generate the output tensor. In the backward part, the output’s gradient from the same index should be accumulated to get the weight’s gradient. However, if different threads deal with the workloads from the same index, there will be write conflicts. With the development of hardware, the performance of \text{atomicAdd} instruction is becoming more and more effective. Therefore, TensorFlow \( \text{[23]} \) and PaddlePaddle \( \text{[24]} \) use \text{atomicAdd} instruction to deal with the write conflicts directly. As for PyTorch \( \text{[23]} \), it depends on a sort-based method to eliminate the conflicts, which is composed of multiple CUDA kernels.

However, the existing methods still have some disadvantages:

- **Workload distribution problem:** For the TensorFlow embedding layer, the task distribution is not effective enough, where the workload of each thread is too heavy. As for the PaddlePaddle embedding layer, the number of spawn blocks is too small, even less than the number of the SMs in the GPU. All of these problems can lead to low GPU utilization and bad performance.

- **AtomicAdd performance problem:** Compared with the sort-based method used in PyTorch embedding, the \text{atomicAdd} method has the potential to be faster. However, it is found the performance of \text{atomicAdd} instruction for FP16 type is abnormal, even making performance worse than the sort-based method, which may be caused by the poor hardware support.

To solve the workload distribution problem, we adjust the thread configurations properly, by increasing the number of blocks and making the workloads of one thread lighter. For \text{atomicAdd} performance problem, it is lucky to find that the performance of \text{atomicAdd} for half2 data type is normal and effective. Therefore, it is natural to convert FP16 to half2 type to improve the performance. Specifically, two adjacent FP16 elements along the embedding weight column are packed into a half2 element, and then \text{atomicAdd(half2*)} is called to execute the accumulation. Our optimization is implemented on the basis of PaddlePaddle. Experiments in Figure \( \text{13} \) show that the performance of embedding backward achieve 5.7x-19.2x and 5.1x-273.1x speedups over the PyTorch and TensorFlow implementations, respectively.

4) **Reduce CPU and GPU Synchronization:** During training and evaluation, the interactions between CPU and GPU introduce some synchronization overheads. For example, learning rates are computed on the CPU, but consumed on GPU. Thus, an additional H2D (Host to Device) memory copy is needed to transfer learning rate values. Besides, multiple D2H (Device to Host) memory copies are executed to fetch some useful information, e.g., loss and accuracy, in every iteration. To reduce synchronizations, we first move the computation of the

| TABLE II | DISTRIBUTEDFUSEDLAMB PERFORMANCE COMPARED WITH THE NVIDIA APEX |
|----------|---------------------------------------------------------------|
| Implementation | Time cost per step (ms) |
| NVIDIA Apex Library | 10.68 |
| Ours | 8.30 |
learning rate to GPU and eliminate the H2D memory copies. In addition, we control the frequency of the information collection as lower as possible. For example, if it is not necessary to acquire information every iteration step, we can invoke it only every $n$ steps, where $n$ is a positive integer. By this technique, the D2H memory copies can be reduced vastly.

V. EXPERIMENTS

We tested the performance of our optimization methods on the MLPerf BERT-Large model. We adopted the deep learning framework PaddlePaddle [24] to run our optimization. The tests were running on 8x NVIDIA A100 of 400W. The global batch size of all tests was 448 (56 batch size per GPU * 8 GPUs) and the gradient accumulation step was 1. All the tests were running under the O2-level mixed-precision method with the LAMB optimizer.

A. Performance of Different Optimizations

To demonstrate the proposed efficiency of the optimizations, we first conducted experiments to test the performance improvements breakdown for different optimizations. The baseline was the implementation with the typical padding methods. By supporting unpad computing for the embedding and encoder modules, we achieved around 2.3x speedup over the baseline. On top of that, the grouping and multiple-stream optimizations for unpad FMHA operator brought about 3.6% performance improvement. Besides, the overlapping of padding exchange and removal process with computations on GPU could get about a 2.8% improvement. By kernel fusions on a series of computation patterns, we also obtained an 8.9% improvement in performance. Besides, operator optimizations for LAMB and embedding brought about 11.3% improvements.

B. Speedup Ratios of Distributed Training
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HazyResearch MLPerf results, they also used unpad computing on BERT encoder module. Compared with them, we can get about 6% improvements. This is mainly benefited from more broader and deeper optimization on top of the unpad computing, such as the unpad FMHA optimization, overlaps, operator optimization and so on.

2) MLPerf Training v2.0 Performance: We submitted our work to the international MLPerf training v2.0 benchmark [17], which provides a unified platform to compare performance of various models from different fields. The BERT-Large model used for pre-training is selected as one of the reference models in the MLPerf model suites. The machine we tested was with 8x NVIDIA A100 of 400W. The metrics for the MLPerf BERT model is the time to train that converges to 72% MLM (Masked Language Modeling) accuracy on the evaluation data set. The final results are listed in Table IV. As shown in the table, our work can converge with the minimum time, i.e., 16.598 minutes. Compared with other submitted works, we can achieve 1.05x-1.11x speedups, demonstrating the effectiveness of all the optimizations.

TABLE IV

| Submitter | End to End Time (minutes) |
|-----------|--------------------------|
| GIGABYTE  | 18.489                   |
| NVIDIA    | 18.442                   |
| H3C       | 17.623                   |
| HazyResearch | 17.402               |
| Ours      | 16.598                   |

VI. CONCLUSION

In this paper, we proposed our novel performance optimization of the unpadded BERT model with variable-length inputs. The redundant computations from the padding tokens are removed to improve the training performance. The architecture of the model with variable-length inputs is proposed and we make some efficient optimizations to improve the distributed training performance, including grouped multi-stream FMHA, data balance overlapped with the training process, and other CUDA kernel optimizations. These optimizations achieve the state-of-the-art performance of the BERT-Large model. We would be dedicated to apply our optimizations on other Transformer-based models with variable-length inputs in the future.
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