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Abstract

This paper considers the level-increment (LI) truncation approximation of M/G/1-type Markov chains. The LI truncation approximation is useful for implementing the M/G/1 paradigm, which is the framework for computing the stationary distribution of M/G/1-type Markov chains. The main result of this paper is a subgeometric convergence formula for the total variation distance between the original stationary distribution and its LI truncation approximation. Suppose that the equilibrium level-increment distribution is subexponential, and that the downward transition matrix is rank one. We then show that the convergence rate of the total variation error of the LI truncation approximation is equal to that of the tail of the equilibrium level-increment distribution and that of the tail of the original stationary distribution.
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1 Introduction

The M/G/1 paradigm [14] is the framework for computing the stationary distribution in M/G/1-type Markov chains. The classical theory on M/G/1-type Markov chains [14] is useful for the algorithmic analysis of various semi-Markovian queues such as BMAP/GI/1 queues (see, e.g., [5, 14, 17]) and their multiclass extensions (see, e.g., [12, 18, 19]). Such semi-Markovian queues have been comprehensively studied by many researchers over thirty years.

Implementing the M/G/1 paradigm needs the level-increment (LI) truncation approximation. The LI truncation approximation transforms the original transition probability matrix into another M/G/1-type stochastic matrix, which specifies an (M/G/1-type) Markov chain having level increments truncated at some upper bound. The resulting M/G/1-type stochastic matrix (resp. its corresponding M/G/1-type Markov chain)
is referred to as a level-increment (LI) truncation approximation to the original M/G/1-type transition probability matrix (resp. the original M/G/1-type Markov chain).

The stationary distribution of the LI truncation approximation to the original chain can be computed by the M/G/1 paradigm, as an approximation to that of the original chain. This is because the LI truncation approximation is characterized with a finite number of block component matrices. Hence, we use the name “an LI truncation approximation to the original stationary distribution” for the stationary distribution of an LI truncation approximation of the M/G/1-type Markov chain.

To the best of our knowledge, there are no previous studies on the evaluation of the error of an LI truncation approximation to the original stationary distribution. Thus, we have had no idea how the truncation parameter (the maximum of upward jumps in level) should be set in advance to meet a given error tolerance. In other words, we have to rely on our empirical knowledge to set the truncation parameter and naturally we cannot guarantee the accuracy of LI truncation approximations to be computed.

This paper studies the case where the error of LI truncation approximations to the original stationary distribution of the M/G/1-type Markov chain decreases at a subgeometric rate, that is, at a rate much slower than exponential, such as $N^{-\alpha}$ and $\exp\{-N^\beta\}$ ($N$ is the truncation parameter). In such a case, it takes tremendous computational cost to meet the error tolerance. Therefore, it is important to identify in what cases such an unfavorable situation occur and to what extent its impact is.

In fact, there is a study [11] on the above-mentioned unfavorable cases for the last-column-block-augmented (LCBA) truncation approximation of M/G/1-type Markov chains. The LCBA truncation approximation to an M/G/1-type Markov chain can be considered a finite-level M/G/1-type Markov chain (see [11, Remark 2.2]). The study [11] presents a subgeometric convergence formula for the level-wise difference between the original stationary distribution and its LCBA truncation approximation. The subgeometric convergence formula requires two conditions: (i) the finiteness of the second moment of level increments; and (ii) the subexponentiality of the integrated tail distribution of nonnegative level increments in steady state. Besides, there are several studies [6, 7, 9, 10] on upper bounds for the error of LCBA truncation approximations to block structure Markov chains including M/G/1-type Markov chains.

The main contribution of this paper is to derive a subgeometric convergence formula for the level-wise (not whole) difference between the original stationary distribution and its LI truncation approximation. Our subgeometric convergence formula is in the same form as the one presented in [11], but our assumption is weaker than the above-mentioned conditions (i) and (ii) assumed in [11]. We note that, as with the one in [11], our subgeometric convergence formula shows that the total variation norm of the relative level-wise difference between the original stationary distribution and its LI truncation approximation is asymptotically independent of the level variable. Moreover, this fact implies that there are no bias (in an asymptotic sense) in the convergence speeds of the LI truncation approximations to the level-wise subvectors of the stationary distribution vector.
The rest of this paper consists of five sections. Section 2 provides preliminary results on M/G/1-type Markov chains. Section 3 explains the LI truncation to compute the stationary distribution of an M/G/1-type Markov chain. Section 4 shows the error caused by the LI truncation approximation converges, in total variation norm, to zero as the truncation parameter going to infinity. Section 5 presents a subgeometric convergence formula for the level-wise difference between the original stationary distribution and its LI truncation approximation. Section 6 contains concluding remarks.

2 M/G/1-type Markov Chains

This section is divided into three subsections. Section 2.1 introduces some basic notation and conventions used in the present and subsequent sections. Section 2.2 provides the definition of the M/G/1-type Markov chain together with a well-known sufficient condition for the existence of the unique stationary distribution. Finally, Section 2.3 describes Ramaswami’s recursion for the stationary distribution in M/G/1-type Markov chains.

2.1 Notation and conventions

We define some sets of numbers. Let \( Z \) denote the set of all integers, and let\[ Z_{[k,\ell]} = \{ n \in Z : k \leq n \leq \ell \}, \quad Z\geq k = \{ n \in Z : n \geq k \}, \quad k, \ell \in Z, \]
\[ Z_+ = Z\geq 0 = \{ n \in Z : n \geq 0 \}, \quad N = Z\geq 1 = \{ n \in Z : n \geq 1 \}, \]
\[ M_0 = \{ 1, 2, \ldots, M_0 \}, \quad M_1 = \{ 1, 2, \ldots, M_1 \}, \]
where \( M_0, M_1 \in \mathbb{N} \).

We then introduce basic definitions and conventions on vectors and matrices. Let \( e \) and \( 0 \) denote the column vectors of ones and zeros, respectively. Let \( I \) and \( O \) denote the identity matrix and the zero matrix, respectively. These vectors and matrices have appropriate dimensions (sizes) depending on where they are used. Furthermore, let \((\cdot)_{i,j}\) (resp. \((\cdot)_i\)) denote the \((i,j)\)-th (resp. \(i\)-th) element of the matrix (resp. vector) in the parentheses. For any matrix \( X \geq O \) (resp. vector \( x \geq 0 \)), the notation \( X < \infty \) (resp. \( x < \infty \)) means that every element of \( X \) (resp. \( x \)) is finite. Finally, for any matrix function \( Z(\cdot) \) and scalar function \( f(\cdot) \) on \((-\infty, \infty)\), the notation \( Z(x) = O(f(x)) \) means that
\[
\limsup_{x \to \infty} \sup_i \sum_j |(Z(x))_{i,j}| / f(x) < \infty.
\]

2.2 Definition and basic assumptions of the M/G/1-type Markov chain

We define the M/G/1-type Markov chain. Let \( \{(X_n, J_n) ; n \in Z_+\} \) denote a discrete-time Markov chain on state space \( \mathbb{S} := \bigcup_{k=0}^{\infty} \{ k \} \times M_{k\Lambda 1}, \) where \( x \wedge y = \min(x,y) \) for
x, y ∈ (−∞, ∞). Let \( P \) denote the transition probability matrix of the Markov chain \( \{(X_n, J_n)\} \), and assume that \( P \) is a stochastic matrix with an upper block-Hessenberg structure:

\[
P = \begin{pmatrix}
L_0 & B(0) & B(1) & B(2) & B(3) & \cdots \\
L_1 & B(-1) & A(0) & A(1) & A(2) & \cdots \\
L_3 & O & A(-1) & A(0) & A(1) & \cdots \\
& \vdots & \vdots & \vdots & \vdots & \ddots
\end{pmatrix},
\]

(2.1)

where \( L_k := k \times M_{kA_1} \) is called level \( k \) and an element \( j \in L_k \) is called phase \( j \) of level \( k \). The Markov chain \( \{(X_n, J_n)\} \) is referred to as an M/G/1-type Markov chain [14].

Assumption 2.1 ensures that \( P \) is irreducible and positive recurrent and thus it has the unique stationary distribution vector, denoted by \( \pi := (\pi(k,i))_{(k,i)\in S} [1, \text{Chapter XI, Proposition 3.1}] \). The subvectors \( \{\pi(k) := (\pi(k,i))_{i\in M_{kA_1}}; k \in \mathbb{Z}_+\} \) satisfy Ramaswami’s recursion [15], which is described in Section 2.3.

Assumption 2.1 also enables us to define the sequences of matrices that play an important role in deriving the main results in Section 5. Let \( \{\overline{A}(k); k \in \mathbb{Z}_{\geq -3}\}, \) and \( \{\overline{B}(k); k \in \mathbb{Z}_{\geq -1}\} \) denote sets of matrices such that

\[
\overline{A}(k) = \sum_{\ell=k+1}^{\infty} A(\ell), \quad \overline{B}(k) = \sum_{\ell=k+1}^{\infty} B(\ell),
\]

where

\[
\overline{A}(k) = \sum_{\ell=k+1}^{\infty} A(\ell), \quad \overline{B}(k) = \sum_{\ell=k+1}^{\infty} B(\ell).
\]

(2.2)

Note that \( \sum_{k=1}^{\infty} kA(k) < \infty \) and \( \sum_{k=1}^{\infty} kB(k) < \infty \) if and only if \( \sum_{k=0}^{\infty} \overline{A}(k) < \infty \) and \( \sum_{k=0}^{\infty} \overline{B}(k) < \infty \), respectively. Therefore, \( \overline{A}(k) < \infty \) for \( k \in \mathbb{Z}_{\geq -2} \) and \( \overline{B}(k) < \infty \) for \( k \in \mathbb{Z}_+ \) under Assumption 2.1 (especially the conditions (iii) and (iv)).

### 2.3 Ramaswami’s recursion

In this subsection, we describe Ramaswami’s recursion for the stationary distribution in M/G/1-type Markov chains. To this end, we first introduce the G-matrix, the transition probability matrix over the first passage time to one level below in non-boundary levels.
Using the $G$-matrix, we define probabilistically interpretable matrices, and then describe Ramaswami’s recursion.

We begin with defining the $G$-matrix. Let $G := (G_{i,j})_{(i,j) \in (M_1)^2}$ denote an $M_1 \times M_1$ matrices such that

$$G_{i,j} = \mathbb{P}((X_{T_1}, J_{T_1}) = (1, j) \mid (X_0, J_0) = (2, i)), \quad i, j \in M_1,$$

where $T_k = \inf\{n \in \mathbb{N} : (X_n, J_n) \in \mathbb{L}_k\}$ for $k \in \mathbb{Z}_+$. The matrix $G$ is called the $G$-matrix, and is stochastic due to the conditions (ii) and (iv) of Assumption 2.1 [14, Theorem 2.3.1]. The stochastic matrix $G$ has exact only one communication class [4, Proposition 2.1] and thus the unique stationary probability vector, denoted by $g$.

The matrix $G$ is generated by a recursion with infinite (computational) complexity. As is well known, $G$ is the minimum nonnegative solution of the following matrix equation (see, e.g., [14, Eq. (2.3.3) and Theorem 2.2.2]):

$$G = \sum_{m=0}^{\infty} A(m-1)G^m.$$ 

Thus, we have a sequence $\{G_n; n \in \mathbb{Z}_+\}$ converging to $G$ from below (see, e.g., [3]):

$$\begin{cases} 
G_0 = O, \\
G_n = \sum_{m=0}^{\infty} A(m-1)(G_{n-1})^m, \quad n \in \mathbb{N}.
\end{cases} \quad (2.3a)$$

To describe Ramaswami’s recursion, we introduce two matrices $\Phi(0)$ and $K$. We first define $\Phi(0)$ as

$$\Phi(0) = \sum_{m=0}^{\infty} A(m)G^m.$$ 

The definition of $G$ leads to the interpretation:

$$(\Phi(0))_{i,j} = \mathbb{P}(J_{T_k} = j, T_k < T_{k-1} \mid X_0 = k, J_0 = i), \quad i, j \in M_1.$$ 

The irreducibility of $P$ implies that the Markov chain $\{(X_n, J_n)\}$ does not keep staying in one level and thus $\sum_{n=0}^{\infty}(\Phi(0))^n = (I - \Phi(0))^{-1}$. We then define $K$ as

$$K = B(0) + \sum_{m=1}^{\infty} B(m)G^{m-1}(I - \Phi(0))^{-1}B(-1).$$ 

By definition,

$$(K)_{i,j} = \mathbb{P}(J_{T_0} = j, X_0 = 0, J_0 = i), \quad i, j \in M_0.$$ 

Since $\{(X_n, J_n)\}$ is irreducible and positive recurrent (due to Assumption 2.1), $K$ is irreducible and stochastic, and thus it has the unique stationary probability, denoted by $\kappa$.

We are ready to present Ramaswami’s recursion for the stationary distribution vector $\pi = (\pi(0), \pi(1), \ldots)$. 
Proposition 2.2 ([15], [16, Theorem 3.1])

\[
\pi(0) = \kappa \left[ 1 + \frac{\kappa}{-\sigma} \left\{ \frac{1}{m_B} + \left( \sum_{m=1}^{\infty} B(m)(I - G^m) \right) (I - A + e \varpi)^{-1} m_A \right\} \right]^{-1},
\]

\[
\pi(k) = \pi(0) R_0(k) + \sum_{\ell=1}^{k-1} \pi(\ell) R(k - \ell), \quad k \in \mathbb{N},
\]

where

\[
R(k) = \sum_{m=0}^{\infty} A(k + m) G^m (I - \Phi(0))^{-1}, \quad k \in \mathbb{N}, \quad (2.4)
\]

\[
R_0(k) = \sum_{m=0}^{\infty} B(k + m) G^m (I - \Phi(0))^{-1}, \quad k \in \mathbb{N}. \quad (2.5)
\]

3 The LI Truncation Approximation

This section introduces the level-increment (LI) truncation approximation to the M/G/1-type Markov chain. The LI truncation approximation is often used to implement Ramaswami’s recursion presented in Proposition 2.2. In the following, we explain the motivation of considering the LI truncation approximation and then define it.

Implementing Ramaswami’s recursion requires the truncation of the infinite sequences \( \{A(k); k \in \mathbb{Z}_{\geq -1}\} \) and \( \{B(k); k \in \mathbb{Z}_+\} \). According to (2.4) and (2.5), the main components \( R(k) \) and \( R_0(k) \) of Ramaswami’s recursion are computed through the infinite sums involving the infinite sequences \( \{A(k)\} \) and \( \{B(k)\} \). The infinite sum of \( \{A(k)\} \) is also included by the recursion (2.3) of \( G \).

A standard way to run Ramaswami’s recursion is to truncate the infinite sequences \( \{A(k)\} \) and \( \{B(k)\} \) at some \( k = N \), that is, to replace the two sequences with substantially finite sequences \( \{A^{(N)}(k)\} \) and \( \{B^{(N)}(k)\} \):

\[
A^{(N)}(k) = \begin{cases} A(k), & k \in \mathbb{Z}_{[-1,N-1]}, \\ \overline{A}(N - 1), & k = N, \\ O, & k \in \mathbb{Z}_{\geq N+1}, \end{cases} \quad (3.1)
\]

\[
B^{(N)}(k) = \begin{cases} B(k), & k \in \mathbb{Z}_{[-1,N-1]}, \\ \overline{B}(N - 1), & k = N, \\ O, & k \in \mathbb{Z}_{\geq N+1}. \end{cases} \quad (3.2)
\]

We refer to the above-mentioned truncation as the level-increment (LI) truncation. This is because replacing \( A(k) \) and \( B(k) \), \( k \in \mathbb{Z}_{\geq N+1} \) with zero matrices can be interpreted as truncating the level increment per transition at the upper limit \( N \). Indeed, the LI truncation transforms the transition probability matrix \( P \) into another M/G/1-type...
stochastic matrix

\[
P^{(N)} := \begin{pmatrix}
L_0 & B^{(N)}(0) & B^{(N)}(1) & B^{(N)}(2) & B^{(N)}(3) & \cdots \\
L_1 & B^{(N)}(-1) & A^{(N)}(0) & A^{(N)}(1) & A^{(N)}(2) & \cdots \\
L_2 & O & A^{(N)}(-1) & A^{(N)}(0) & A^{(N)}(1) & \cdots \\
L_3 & O & O & A^{(N)}(-1) & A^{(N)}(0) & \cdots \\
\vdots & \vdots & \vdots & \vdots & \vdots & \ddots
\end{pmatrix}, \quad (3.3)
\]

and a Markov chain driven by \( P^{(N)} \) has level jumps of at most \( N \).

We note that performing Ramaswami’s recursion by the LI truncation is equivalent to compute a stationary distribution of the M/G/1-type stochastic matrix \( P^{(N)} \). The following proposition ensures that \( P^{(N)} \) has the unique stationary distribution under Assumption 2.1.

**Proposition 3.1** If Assumption 2.1 holds, then, for any \( N \in \mathbb{N} \), \( P^{(N)} \) is positive Harris recurrent having a Harris recurrent set \( L_0 \) (see, e.g., [13, Chapter 9]).

**Proof:** We consider a Markov chain \( \{(X^{(N)}_n, J^{(N)}_n); n \in \mathbb{Z}_+\} \) with transition probability matrix \( P^{(N)} \) on the same probability space as the M/G/1-type Markov chain \( \{(X_n, J_n); n \in \mathbb{Z}_+\} \). According to the definition \( (3.3) \) of \( P^{(N)} \), we assume without loss of generality that

\[
\begin{align*}
X^{(N)}_n &= \begin{cases} 
X_0, & n = 0, \\
X^{(N)}_{n-1} + \min(X_n - X_{n-1}, N), & n = 1, 2, \ldots, T^{(N)}_0,
\end{cases} \\
J^{(N)}_n &= J_n, \quad n = 0, 1, \ldots, T^{(N)}_0 - 1,
\end{align*} \quad (3.4a)
\]

where \( T^{(N)}_0 = \inf\{n \in \mathbb{N} : X^{(N)}_n = 0\} \). Equation (3.4) implies that \( \{(X^{(N)}_n, J^{(N)}_n)\} \) can reach non-boundary levels \( S \setminus L_0 \) from any state in \( L_0 \). Equation (3.4) also implies that

\[
\begin{align*}
X^{(N)}_n &\leq X_n, \quad n = 0, 1, \ldots, T^{(N)}_0, \quad (3.5a) \\
J^{(N)}_n &= J_n, \quad n = 0, 1, \ldots, T^{(N)}_0 - 1. \quad (3.5b)
\end{align*}
\]

Equation (3.5) shows that \( \{(X_n, J_n)\} \) and thus \( \{(X^{(N)}_n, J^{(N)}_n)\} \) can reach \( L_0 \) from any state in non-boundary levels \( S \setminus L_0 \). Note here that \( \{(X_n, J_n)\} \) is irreducible and positive recurrent under Assumption 2.1. Therefore, from (3.4) and (3.5), we have

\[
\mathbb{E} \left[ T^{(N)}_0 \mid (X^{(N)}_0, J^{(N)}_0) = (k, i) \right] \leq \mathbb{E} \left[ T_0 \mid (X_0, J_0) = (k, i) \right] < \infty \quad \text{for all} \quad (k, i) \in S.
\]

The proof is completed. \( \Box \)

Based on Proposition 3.1, we denote by \( \pi^{(N)} \) the unique stationary distribution of \( P^{(N)} \), and then refer to \( \pi^{(N)} \) and \( P^{(N)} \) as the level-increment (LI) truncation approximations to \( \pi \) and \( P \), respectively.
4 Convergence of the LI Truncation Approximation

In this section, we first derive a difference formula for the original stationary distribution \( \pi \) and its LI truncation approximation \( \pi^{(N)} \). With the difference formula, we show the basic convergence of \( \pi^{(N)} \) to \( \pi \) as \( N \to \infty \).

We begin with the definition of a matrix associated with the deviation matrix. Fix \((k_*, i_*) \in \mathcal{S}\) arbitrarily, and let \( H := (H(k, i; \ell, j))(k, i, \ell, j) \in \mathcal{S}^2 \) denote a matrix such that
\[
H(k, i; \ell, j) = \mathbb{E}(k, i) \left[ \sum_{\nu = 0}^{T_{(k_*, i_*)} - 1} \mathbb{I}(X_{\nu}, J_\nu = (\ell, j)) \right] - \pi(\ell, j)\mathbb{E}(k, i) \left[ T_{(k_*, i_*)} \right],
\]
where \( T_{(k_*, i_*)} = \inf \{ \nu \in \mathbb{N} : (X_\nu, J_\nu) = (k_*, i_*) \} \), and where
\[
\mathbb{E}(k, i) = \mathbb{E}[ \cdot | (X_0, J_0) = (k, i)], \quad (k, i) \in \mathcal{S}.
\]
The matrix \( H \) is well-defined under Assumption 2.1.

**Remark 4.1** The matrix \( H \) depends on the state \((k_*, i_*)\), but essentially the choice of \((k_*, i_*)\) does not affect the subsequent analysis, and moreover the subgeometric convergence formula presented in Theorem 5.2 (the main result of this paper) does not depend on \( H \). Thus, we do not parameterize \( H \) with \((k_*, i_*)\) for simplicity.

Using \( H \), we present a difference formula for \( \pi^{(N)} \) and \( \pi \). Note that \( H \) is equivalent to \( \tilde{H} \) defined in the proof of [11, Theorem 4.1] and \( H \) satisfies the following:
\[
(I - P)H = I - e\pi.
\]
Therefore, we have a difference formula of the same form as [11, Lemma 5.1]:
\[
\pi^{(N)} - \pi = \pi^{(N)}(P^{(N)} - P)H,
\]
which leads to
\[
\pi^{(N)}(k) - \pi(k) = \sum_{\ell = 0}^{\infty} \pi^{(N)}(\ell) \sum_{n = 0}^{\infty} \Delta^{(N)}(\ell, n)H(n, k), \quad k \in \mathbb{Z}_+ , \quad (4.1)
\]
where \( H(k; \ell) \) and \( \Delta^{(N)}(k; \ell) \), \( k, \ell \in \mathbb{Z}_+ \), denote the \((k, \ell)\)-blocks of \( H \) and \( \Delta^{(N)} := P^{(N)} - P \), respectively.

To present a more detailed expression for \( \pi^{(N)}(k) - \pi(k) \) than (4.1), we introduce a probabilistically interpretable matrix \( F_+ \): Let \( F_+ := (F_+(m, i; k, j))(m, i, k, j) \in \mathcal{S}^2 \) denote a nonnegative matrix such that
\[
F_+(m, i; k, j) = \mathbb{E}(m, i) \left[ \sum_{\nu = 0}^{T_{0} - 1} \mathbb{I}(X_{\nu}, J_\nu = (k, j)) \right],
\]
where \( T_0 = \inf_{j \in \mathbb{M}_0} T_{(0, j)} = \inf \{ n \in \mathbb{N} : X_n = 0 \} \).

The following lemma presents a detailed expression of the level-wise difference \( \pi^{(N)}(k) - \pi(k) \).
Lemma 4.2 If Assumption 2.1 holds, then, for any $N \in \mathbb{N}$,

\[
\pi^{(N)}(k) - \pi(k)
= \pi^{(N)}(0) \left[ \frac{1}{\sigma} B(N - 1) e \pi(k) + \sum_{n=N+1}^{\infty} B(n)(G^{n-k} - G^{n-1}) F_+(k; k) \right]
+ \sum_{n=N+1}^{\infty} B(n)(G^{n-1} - G^{n-1}) S(k)
\]

\[
+ \sum_{\ell=1}^{\infty} \pi^{(N)}(\ell) \left[ \frac{1}{\sigma} A(N - 1) e \pi(k) + \sum_{n=N+1}^{\infty} A(n)(G^{n+\ell-k} - G^{n+\ell-1}) F_+(k; k) \right]
+ \sum_{n=N+1}^{\infty} A(n)(G^{n+\ell-1} - G^{n+\ell-1}) S(k),
\]

$k \in \mathbb{Z}_{[0,N]}$, \hspace{1cm} (4.2)

where

\[
S(k) = (I - \Phi(0))^{-1} B(-1) H(0; k) + G(I - A - \overline{m} g)^{-1} e \pi(k), \quad k \in \mathbb{Z}_+.
\]

**Proof:** See Appendix A. \(\square\)

Using Lemma 4.2, we show that \{\pi^{(N)}; N \in \mathbb{N}\} converges to \pi in total variation norm. Total variation norm is defined as follows: For any $x$, $|x|$ denotes a nonnegative vector (or matrix) by taking the absolute values of the elements of $x$, and $\|x\|$ denotes the total variation norm of the vector $x$, i.e., $\|x\| = |x|e$.

The following result is the goal of this section.

**Theorem 4.3** If Assumption 2.1 holds, then

\[
\lim_{N \to \infty} \|\pi^{(N)} - \pi\| = 0.
\]

**Proof:** To prove (4.4), it suffices to show that

\[
\lim_{N \to \infty} \pi^{(N)}(k) = \pi(k) \text{ for all } k \in \mathbb{Z}_+.
\]

Indeed, $\|\pi^{(N)} - \pi\| \leq 2$ for all $N \in \mathbb{N}$, and therefore it follows from (4.5) and the dominated convergence that

\[
\lim_{N \to \infty} \|\pi^{(N)} - \pi\| = \lim_{N \to \infty} \sum_{k=0}^{\infty} |\pi^{(N)}(k) - \pi(k)| e
= \sum_{k=0}^{\infty} \lim_{N \to \infty} |\pi^{(N)}(k) - \pi(k)| e
= 0,
\]

which yields (4.4).
In what follows, we prove (4.5). By definition,
\[ \pi^{(N)}(0) \leq e^T, \quad \sum_{\ell=1}^{\infty} \pi^{(N)}(\ell) \leq e^T, \]  
(4.6a)
\[ |G^m - G^n| \leq 2ee^T \]  
for all \( m, n \in \mathbb{Z}_+ \).  
(4.6b)

Using these inequalities and (4.2), we obtain
\[ |\pi^{(N)}(k) - \pi(k)| \leq \pi^{(N)}(0) \left[ 1 - \sigma B (N - 1) e^T \right] + \sum_{n=N+1}^{\infty} B(n) |G^{N-k} - G^{n-k}| F_+(k;k) \]
\[ + \sum_{n=N+1}^{\infty} A(n) |G^{N+\ell-k} - G^{n+\ell-k}| F_+(k;k) \]
\[ + 2e^T \left[ 1 - \sigma \overline{B}(N - 1) e^T \right] + 2\overline{A}(N)e^T \left\{ F_+(k;k) + |S(k)| \right\} \]
\[ + e^T \left[ 1 - \sigma \overline{A}(N - 1) e^T \right] + 2\overline{A}(N)e^T \left\{ F_+(k;k) + |S(k)| \right\} , \quad k \in \mathbb{Z}_{[0,N]} . \]  
(4.7)

From Assumption 2.1, we also have
\[ \lim_{N \to \infty} \overline{A}(N)e = 0, \quad \lim_{N \to \infty} \overline{A}(N)e = 0 , \]
\[ \lim_{N \to \infty} \overline{B}(N)e = 0, \quad \lim_{N \to \infty} \overline{B}(N)e = 0 . \]

Applying these equations to (4.7) yields
\[ \lim_{N \to \infty} |\pi^{(N)}(k) - \pi(k)| = 0, \quad k \in \mathbb{Z}_+, \]
and thus (4.5) holds. The proof is completed. \( \square \)

5 Subgeometric Convergence Formulas for the LI Truncation Approximation

This section presents subgeometric convergence formulas for \( \pi^{(N)}(k) - \pi(k) \) under the following assumption.
Assumption 5.1 There exists a distribution function $F$ on $\mathbb{Z}_+$ such that $F$ is long-tailed (i.e., $F \in \mathcal{L}$; see Definition C.2 (i)) and

\[
\lim_{N \to \infty} \frac{\overline{A}(N)e}{F(N)} = c_A, \quad \lim_{N \to \infty} \frac{\overline{B}(N)e}{F(N)} = c_B,
\]

where $c_A \geq 0$ and $c_B \geq 0$ are $M_1$- and $M_0$-dimensional finite column vectors, respectively, and either of them is a non-zero vector.

The following theorem is the main result of this paper.

Theorem 5.2 If Assumptions 2.1 and 5.1 hold, then

\[
\lim_{N \to \infty} \frac{\pi(N)(k) - \pi(k)}{F(N)} = \frac{\pi(0)c_B + \pi(0)c_A}{-\sigma} \pi(k) > 0, \quad k \in \mathbb{Z}_+, \quad (5.1a)
\]

and thus

\[
\lim_{N \to \infty} \frac{1}{F(N)} \left\| \frac{\pi(N)(k) - \pi(k)}{\pi(k)e} \right\| = \frac{\pi(0)c_B + \pi(0)c_A}{-\sigma} > 0, \quad k \in \mathbb{Z}_+, \quad (5.1b)
\]

where $\pi(k) = \sum_{\ell = k + 1}^{\infty} \pi(\ell)$ for $k \in \mathbb{Z}_+$.

Proof: See Appendix B.

Theorem 5.2 shows the subgeometric convergence of the level-wise difference $\pi(N)(k) - \pi(k)$ appears under Assumptions 2.1 and 5.1, and this subgeometric convergence is connected with the level increment of the original chain $\{(X_n, J_n)\}$. To see this, we introduce a certain distribution associated with it, as in [11]. Let $D$ denote a probability distribution (function) such that $D(k) = \sum_{\ell, i} \pi(\ell, i)P(\max(X_1 - X_0, 0) \leq k \mid (X_0, J_0) = (\ell, i))$

\[
= \sum_{n=0}^{k} \left[ \pi(0)B(n)e + \pi(0) \cdot \{A(n)e + \delta_{n,0}A(-1)e\} \right]. \quad (5.2)
\]

The distribution $D$ is referred to as the Nonnegative Level-increment-in-Steady-state (NLS) distribution. Furthermore, let $D_I$ denote the integrated-tail distribution (or the equilibrium distribution) of the NLS distribution $D$, that is,

\[
D_I(k) = \frac{\sum_{\ell=0}^{k} (1 - D(\ell))}{\sum_{\ell=1}^{\infty} \ell D(\ell)} = \frac{\sum_{\ell=0}^{k} \pi(0)\overline{B}(\ell)e + \pi(0)\overline{A}(\ell)e}{\pi(0)\overline{m}_B + \pi(0)\overline{m}_A}, \quad k \in \mathbb{Z}_+, \quad (5.3)
\]

where the second equality is due to (5.2) and $\overline{m}_A^+ := \sum_{k=1}^{\infty} kA(k)e = \overline{m}_A + A(-1)e$. It follows from (5.3) and Assumption 5.1 that $D_I := 1 - D_I$ satisfies

\[
\lim_{k \to \infty} \frac{\overline{D}_I(k)}{F(k)} = \frac{\pi(0)c_B + \pi(0)c_A}{\pi(0)\overline{m}_B + \pi(0)\overline{m}_A^+} \in (0, \infty). \quad (5.4)
\]

Therefore, Theorem 5.2 leads to the following result.
Corollary 5.3 If all the conditions of Theorem 5.2 are satisfied, then
\[ \lim_{N \to \infty} \frac{\pi^{(N)}(k) - \pi(k)}{D_I(N)} = \frac{(0)\overline{m}_B + (0)\overline{m}_A^+}{-\sigma} \pi(k) > 0, \quad k \in \mathbb{Z}_+, \quad (5.5a) \]
\[ \lim_{N \to \infty} \frac{1}{D_I(N)} \| \pi^{(N)}(k) - \pi(k) \| \frac{\pi(k)e}{\pi(k)} = \frac{(0)\overline{m}_B + (0)\overline{m}_A^+}{-\sigma} > 0, \quad k \in \mathbb{Z}_+. \quad (5.5b) \]

Proof: Equation (5.1a) shows that for each \( k \in \mathbb{Z}_+ \) there exists some \( N_k \in \mathbb{N} \) such that \( \pi^{(N)}(k) - \pi(k) > 0 \) for all \( N \geq N_k \). Therefore,
\[ \left\| \frac{\pi^{(N)}(k) - \pi(k)}{\pi(k)e} \right\| = \frac{(\pi^{(N)}(k) - \pi(k))e}{\pi(k)e}, \quad N \geq N_k. \]

Applying (5.1a) to the above equation leads to (5.1b). Furthermore, combining (5.1b) with (5.4) yields (5.5b). The proof is completed. \( \Box \)

Theorem 5.2 and Corollary 5.3 present subgeometric convergence formulas for the level-wise difference \( \pi^{(N)}(k) - \pi(k) \). Equations (5.1a) and (5.5a) show that, as the truncation parameter \( N \) goes to \( \infty \), the level-wise difference \( \pi^{(N)}(k) - \pi(k) \) converges to zero at the same speed as subgeometric functions \( F \) and \( D_I \) (see Remark C.3). Moreover, (5.1b) and (5.5b) show that the total variation norm of the relative difference \( \{ \pi^{(N)}(k) - \pi(k) \}/\pi(k)e \) decays asymptotically at a rate independent of the level \( k \). Remarkably, Theorem 5.2 and Corollary 5.3 do not require the subexponentiality of \( F \). Asymptotic analysis involving heavy-tailed distributions often assumes that a reference distribution specifying the decay rate, such as \( F \), is subexponential. Indeed, Masuyama et al. [11] presented similar subgeometric convergence formulas for the LCBA truncation approximation, though the formulas require the subexponentiality of \( F \) (and thus \( D_I \)) and the finiteness of the second moment of level increments; more specifically,

(i) \( F \in S \), or equivalently, \( D_I \in S \); and

(ii) \( \sum_{k=1}^{\infty} k^2A(k)e < \infty \) and \( \sum_{k=1}^{\infty} k^2B(k)e < \infty \).

In short, the subgeometric convergence formulas for the LCBA truncation approximation are of the same forms as our ones, but they need stronger conditions.

We note that if \( F \in S \) (as in [11]) then the subgeometric convergence of the level-wise difference \( \pi^{(N)}(k) - \pi(k) \) is connected with the tail decay of the stationary distribution of the original chain \( \{(X_n, J_n)\} \).

Corollary 5.4 Suppose that Assumptions 2.1 and 5.1 are satisfied. If \( F \in S \), then
\[ \lim_{N \to \infty} \frac{\pi^{(N)}(k) - \pi(k)}{\pi(N)e} = \pi(k), \quad k \in \mathbb{Z}_+, \quad (5.6a) \]
\[ \lim_{N \to \infty} \frac{1}{\pi(N)e} \left\| \frac{\pi^{(N)}(k) - \pi(k)}{\pi(k)e} \right\| = 1, \quad k \in \mathbb{Z}_+. \quad (5.6b) \]
Proof: It follows from [8, Theorem 3.1] that if Assumptions 2.1 and 5.1 hold with $F \in \mathcal{S}$ then

$$
\lim_{N \to \infty} \frac{\pi(N)}{F(N)} = \frac{\pi(0)c_B + \pi(0)c_A}{-\sigma} \mathbf{e}.
$$

Using this equation and Theorem 5.2, we obtain

$$
\lim_{N \to \infty} \frac{\pi^{(N)}(k) - \pi(k)}{\pi(N)e} = \lim_{N \to \infty} \frac{\pi^{(N)}(k) - \pi(k)}{F(N)} \cdot \frac{F(N)}{\pi(N)e} = \lim_{N \to \infty} \frac{\pi^{(N)}(k) - \pi(k)}{F(N)} \cdot \lim_{N \to \infty} \frac{F(N)}{\pi(N)e} = \frac{\pi(0)c_B + \pi(0)c_A}{-\sigma} \frac{\pi^{(N)}(k) - \pi(k)}{\pi(0)c_B + \pi(0)c_A} = \pi(k), \quad k \in \mathbb{Z}_+,
$$

which shows that (5.6a) holds. Furthermore, (5.6b) follows from (5.6a).

Remark 5.5 Our formulas (5.6a) and (5.6b) in Corollary 5.4 are in the same form as the corresponding ones presented in [11, Corollaries 5.13 and 5.14], though our formulas do not necessarily require $\sum_{k=1}^{\infty} k^2 A(k)e < \infty$ and $\sum_{k=1}^{\infty} k^2 B(k)e < \infty$. Therefore, our formulas (5.6a) and (5.6b) holds when $F$ is a Pareto distribution even if its shape parameter is not more than two (see Example C.4).

6 Concluding Remarks

We have derived several types of level-wise subgeometric convergence formulas for the level-increment (LI) truncation approximation $\pi^{(N)}$ to the stationary distribution $\pi$ of an M/G/1-type Markov chain. Although our subgeometric convergence formulas for the LI truncation approximation are the same as the corresponding ones for the last-column-block-augmented (LCBA) truncation approximation in [11], the former ones hold under weaker conditions than the latter ones.

It should be noted that, just because the formulas for the LI truncation approximation are the same type as the ones for the LCBA truncation approximation, does not necessarily mean that the accuracy of both is about the same. Provided that their truncation parameters are set to be the same value $N$, the LI truncation of the M/G/1-type stochastic matrix $P$ is closer to the original stochastic matrix than the LCBA truncation of $P$. Thus, it is likely that the LI truncation approximation to the original stationary distribution vector $\pi$ is more accurate than the LCBA truncation approximation to $\pi$. However, the difference between the two approximations is expected to be relatively negligible compared to the decay rate of the tail distributions $\overline{F}$ and thus $\overline{D_I}$. Evaluating this net difference between the two approximations is an interesting future task.
There are two other interesting problems associated with this study. One is to derive a subgeometric convergence formula for the total variation of the whole (not level-wise) difference between the stationary distribution and its LI truncation approximation. If such a uniform convergence was shown, then that result could help us determine the truncation parameter $N$ to meet a given error tolerance for computing the whole stationary distribution. The other is to derive geometric convergence for formulas for the whole and/or level-wise difference between the stationary distribution and its LI truncation approximation. If this second problem were solved, we could see in what case it is easy to compute approximately the stationary distribution $\pi$ of an M/G/1-type Markov chain.

A Proof of Lemma 4.2

First of all, we describe $\pi^{(N)}(k) - \pi(k)$ by the block component matrices $A(k)$ and $B(k)$ of $P$ together with those of $H$. From (2.1) and (3.1)–(3.3), we have

$$\Delta^{(N)}(\ell; n) = \begin{cases} B(N), & \ell = 0, \quad n = N, \\ -B(n), & \ell = 0, \quad n = N + 1, N + 2, \ldots, \\ A(N), & \ell \in \mathbb{N}, \quad n = N + \ell, \\ -A(n - \ell), & \ell \in \mathbb{N}, \quad n = N + \ell + 1, N + \ell + 2, \ldots, \\ O, & \text{otherwise}. \end{cases}$$  \hspace{1cm} (A.1)

Substituting (A.1) into (4.1) yields

$$\begin{align*}
\pi^{(N)}(k) - \pi(k) &= \pi^{(N)}(0) \left\{ B(N)H(N; k) - \sum_{n=N+1}^{\infty} B(n)H(n; k) \right\} \\
&\quad + \sum_{\ell=1}^{\infty} \pi^{(N)}(\ell) \left\{ A(N)H(N + \ell; k) - \sum_{n=N+1}^{\infty} A(n)H(n + \ell; k) \right\} \\
&= \pi^{(N)}(0) \sum_{n=N+1}^{\infty} B(n) \{H(N; k) - H(n; k)\} \\
&\quad + \sum_{\ell=1}^{\infty} \pi^{(N)}(\ell) \sum_{n=N+1}^{\infty} A(n) \{H(N + \ell; k) - H(n + \ell; k)\}, \quad k \in \mathbb{Z}_{[0,N]}.
\end{align*}$$  \hspace{1cm} (A.2)

To derive (4.2) from (A.2), we rearrange the two terms:

$$\sum_{n=N+1}^{\infty} B(n) \{H(N; k) - H(n; k)\} \quad \text{and} \quad \sum_{n=N+1}^{\infty} A(n) \{H(N + \ell; k) - H(n + \ell; k)\}.$$

It follows from [20, Theorem 9] and [11, Remark 4.8] that, for $m > k$,

$$H(m; k) = F_+(m; k) + G^{m-1}(I - \Phi(0))^{-1}B(-1)H(0; k) - u(m)\pi(k),$$

$$= G^{m-k}F_+(k; k) + G^{m-1}(I - \Phi(0))^{-1}B(-1)H(0; k) - u(m)\pi(k),$$  \hspace{1cm} (A.3)
Furthermore, (A.4) rewrites the last term in (A.5) as (A.6) into (A.5), and using (4.3), we obtain
\[
\sum_{n=0}^{\infty} B(n) \{ H(N; k) - H(n; k) \} = \sum_{n=0}^{\infty} B(n) \left( G^{N-k} - G^{n-k} \right) F_+(k; k) + \sum_{n=0}^{\infty} B(n) \left( G^{N-k} - G^{n-k} \right) e \pi(k) + \sum_{n=0}^{\infty} B(n) \left( G^{N-k} - G^{n-k} \right) e \pi(k) + \sum_{n=0}^{\infty} B(n) \left( G^{N-k} - G^{n-k} \right) e \pi(k) + \sum_{n=0}^{\infty} B(n) \left( G^{N-k} - G^{n-k} \right) e \pi(k)
\]
where the second equality holds due to \( \sum_{n=0}^{\infty} (n-N)B(n) = B(N-1) \). Substituting (A.6) into (A.5), and using (4.3), we obtain
\[
\sum_{n=0}^{\infty} B(n) \{ H(N; k) - H(n; k) \} = \frac{1}{-\sigma} B(N-1)e \pi(k) + \sum_{n=0}^{\infty} B(n) \left( G^{N-k} - G^{n-k} \right) F_+(k; k) + \sum_{n=0}^{\infty} B(n) \left( G^{N-k} - G^{n-k} \right) e \pi(k) + \sum_{n=0}^{\infty} B(n) \left( G^{N-k} - G^{n-k} \right) e \pi(k) + \sum_{n=0}^{\infty} B(n) \left( G^{N-k} - G^{n-k} \right) e \pi(k)
\]
where the second equality holds due to \( \sum_{n=0}^{\infty} (n-N)B(n) = B(N-1) \). Substituting (A.6) into (A.5), and using (4.3), we obtain
\[
\sum_{n=0}^{\infty} B(n) \{ H(N; k) - H(n; k) \} = \frac{1}{-\sigma} B(N-1)e \pi(k) + \sum_{n=0}^{\infty} B(n) \left( G^{N-k} - G^{n-k} \right) F_+(k; k) + \sum_{n=0}^{\infty} B(n) \left( G^{N-k} - G^{n-k} \right) e \pi(k) + \sum_{n=0}^{\infty} B(n) \left( G^{N-k} - G^{n-k} \right) e \pi(k) + \sum_{n=0}^{\infty} B(n) \left( G^{N-k} - G^{n-k} \right) e \pi(k)
\]
Proceeding as in the derivation of (A.7), we have
\[
\sum_{n=N+1}^{\infty} A(n) \{ H(N + \ell; k) - H(n + \ell; k) \}
\]
\[
= \frac{1}{-\sigma} A(N - 1)e\pi(k) + \sum_{n=N+1}^{\infty} A(n) \left( G^{N+\ell-k} - G^{n+\ell-k} \right) F_+(k; k)
\]
\[
+ \sum_{n=N+1}^{\infty} A(n) (G^{N+\ell-1} - G^{n+\ell-1}) S(k), \quad k \in \mathbb{Z}_{[0,N]}. \quad (A.8)
\]
Finally, combining (A.2) with (A.7) and (A.8) results in (4.2). The proof is completed.

B Proof of Theorem 5.2

Equation (5.1b) is an immediate consequence of (5.1a), and thus we prove the latter. To do this, we confirm that (5.1a) holds if
\[
\lim_{N \to \infty} \pi^{(N)}(0) \sum_{n=N+1}^{\infty} \frac{B(n)(G^{N-k} - G^{n-k})}{F(N)} = 0, \quad (B.1a)
\]
\[
\lim_{N \to \infty} \sum_{\ell=1}^{\infty} \pi^{(N)}(\ell) \sum_{n=N+1}^{\infty} \frac{A(n)(G^{N+\ell-k} - G^{n+\ell-k})}{F(N)} = 0, \quad (B.1b)
\]
for any fixed \( k \in \mathbb{Z}_+ \). It follows from (4.2) that, for \( k \in \mathbb{Z}_+ \) and \( N \in \mathbb{N} \cap \mathbb{Z}_{\geq k} \),
\[
\frac{\pi^{(N)}(k) - \pi(k)}{F(N)} = \pi^{(N)}(0) \left[ \frac{1}{-\sigma} \frac{\overline{A}(N - 1)e}{F(N)} \pi(k) + \sum_{n=N+1}^{\infty} \frac{B(n)(G^{N-k} - G^{n-k})}{F(N)} F_+(k; k)
\right.
\]
\[
\left. + \sum_{n=N+1}^{\infty} \frac{B(n)(G^{N-1} - G^{n-1})}{F(N)} S(k) \right] + \sum_{\ell=1}^{\infty} \pi^{(N)}(\ell) \left[ \frac{1}{-\sigma} \frac{\overline{A}(N - 1)e}{F(N)} \pi(k) + \sum_{n=N+1}^{\infty} \frac{A(n)(G^{N+\ell-k} - G^{n+\ell-k})}{F(N)} F_+(k; k)
\right.
\]
\[
\left. + \sum_{n=N+1}^{\infty} \frac{A(n)(G^{N+\ell-1} - G^{n+\ell-1})}{F(N)} S(k) \right]. \quad (B.2)
\]
It also follows from Assumption 5.1 and \( F \in \mathcal{L} \) (see Definition C.2) that
\[
\lim_{N \to \infty} \frac{\overline{A}(N - 1)e}{F(N)} = \lim_{N \to \infty} \frac{\overline{A}(N - 1)e F(N - 1)}{F(N)} = c_A, \quad (B.3a)
\]
\[
\lim_{N \to \infty} \frac{\overline{B}(N - 1)e}{F(N)} = \lim_{N \to \infty} \frac{\overline{B}(N - 1)e F(N - 1)}{F(N)} = c_B. \quad (B.3b)
\]
Using (B.3) and Theorem 4.3, we obtain
\[
\lim_{N \to \infty} \pi^{(N)}(0) \frac{\bar{B}(N - 1)e^{-\sigma F(N)}}{-\sigma F(N)} \pi(k) = \frac{\pi(0)c_B}{-\sigma} \pi(k), \quad k \in \mathbb{Z}_+,
\]
\[
\lim_{N \to \infty} \sum_{\ell=1}^{\infty} \pi^{(N)}(\ell) \frac{\bar{A}(N - 1)e^{-\sigma F(N)}}{-\sigma F(N)} \pi(k) = \frac{\pi(0)c_A}{-\sigma} \pi(k), \quad k \in \mathbb{Z}_+.
\]
Applying these obtained equations and (B.1) to (B.2), we have (5.1a). Furthermore, the right-hand side of (5.1a) is positive because \(\pi > 0\) and either \(c_A\) or \(c_B\) is a nonzero vector. Therefore, the proof of (5.1a) is reduced to those of (B.1a) and (B.1b).

To complete the proof, we prove (B.1). It follows from (B.3) that
\[
\lim_{N \to \infty} \frac{\bar{A}(N)e^{-\sigma F(N)}}{\bar{F}(N)} = 0, \quad \text{(B.4a)}
\]
\[
\lim_{N \to \infty} \frac{\bar{B}(N)e^{-\sigma F(N)}}{\bar{F}(N)} = 0. \quad \text{(B.4b)}
\]
It also follows from (2.2), (4.6), and (B.4a) that
\[
\limsup_{N \to \infty} \left| \sum_{\ell=1}^{\infty} \pi^{(N)}(\ell) \sum_{n=N+1}^{\infty} \frac{A(n)(G^{n+\ell-k} - G^{n+\ell-k})}{\bar{F}(N)} \right| \leq \limsup_{N \to \infty} \sum_{\ell=1}^{\infty} \pi^{(N)}(\ell) \sum_{n=N+1}^{\infty} \frac{A(n)(G^{n+\ell-k} - G^{n+\ell-k})}{\bar{F}(N)} \leq \limsup_{N \to \infty} e^\top \frac{2\bar{A}(N)e}{\bar{F}(N)} e^\top = 0 \quad \text{for any fixed } k \in \mathbb{Z}_+,
\]
which shows that (B.1a) holds. Similarly, we have
\[
\limsup_{N \to \infty} \left| \pi^{(N)}(0) \sum_{n=N+1}^{\infty} \frac{B(n)(G^{n-k} - G^{n-k})}{\bar{F}(N)} \right| \leq \limsup_{N \to \infty} e^\top \frac{2\bar{B}(N)e}{\bar{F}(N)} e^\top = 0 \quad \text{for any fixed } k \in \mathbb{Z}_+,
\]
and thus (B.1b) holds. The proof is completed.

### C Subgeometric Functions and Long-tailed Distributions

This section presents definitions and basic results on the classes of subgeometric functions and long-tailed distributions (see, e.g., [2]). For later use, let \(\mathbb{R}_+ = [0, \infty)\), and let \(\bar{F} = 1 - F\) for any distribution function \(F\). In addition, we write \(f_1(x) = o(f_2(x))\) if \(\lim_{x \to \infty} f_1(x)/f_2(x) = 0\).

We first introduce the class of subgeometric rate functions.
Definition C.1 A function \( r : \mathbb{Z}_+ \to \mathbb{R}_+ \) is called a subgeometric function if and only if either
\[
\lim_{k \to \infty} \frac{\log r(k)}{k} = 0 \quad \text{or} \quad \lim_{k \to \infty} \frac{-\log r(k)}{k} = 0.
\]
The class of subgeometric functions is denoted by \( \Theta \).

We next introduce some classes of distributions associated with class \( \Theta \).

Definition C.2 ([2, Definitions 2.21 and 3.1])

(i) A distribution function \( F \) is said to be long-tailed if and only if \( F(k) > 0 \) for \( k \in \mathbb{Z}_+ \) and
\[
\lim_{k \to \infty} \frac{F(k + n)}{F(k)} = 1, \quad \forall n \in \mathbb{Z}_+.
\]

(ii) A distribution function \( F \) is said to be subexponential if and only if \( F(k) > 0 \) for \( k \in \mathbb{Z}_+ \) and
\[
\lim_{k \to \infty} \frac{F^*(2)(k)}{F(k)} = 2,
\]
where \( F^n, n \in \mathbb{N} \), denotes the \( n \)-fold convolution of \( F \) itself, i.e.,
\[
F^n(k) = \begin{cases} 
F(k), & k \in \mathbb{Z}_+, \ n = 1, \\
\sum_{\ell=0}^{k} F^{*(n-1)}(k-\ell)F(\ell), & k \in \mathbb{Z}_+, \ n = 2, 3, \ldots.
\end{cases}
\]
The classes of long-tailed and subexponential distributions are denoted by \( \mathcal{L} \) and \( \mathcal{S} \), respectively.

Remark C.3 The inclusion relation holds: \( \mathcal{S} \subset \mathcal{L} \) (see [2, Lemmas 2.17 and 3.2]). In addition, if \( F \in \mathcal{L} \), then \( F \in \Theta \) (see [11, Proposition 5.8]).

Finally, we provide representative examples of subexponential distributions.

Example C.4 (Pareto distribution) The distribution function \( F \) such that
\[
\overline{F}(k) = \left( \frac{\gamma}{k + \gamma} \right)^\alpha, \quad \alpha, \gamma \in \mathbb{R}_+, \quad k \geq 1,
\]
is called Pareto distribution. This distribution has a finite mean if and only if \( \alpha > 1 \).

Example C.5 (Heavy-tailed Weibull distribution) The distribution function \( F \) such that
\[
\overline{F}(k) = e^{-\lambda k^\alpha}, \quad \lambda \in \mathbb{R}_+, \quad 0 < \alpha < 1,
\]
is called heavy-tailed Weibull distribution. This distribution always has a finite mean.
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