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Abstract. W-operators are differential operators on the polynomial ring. Mironov, Morosov and Natanzon construct the generalized Hurwitz numbers. They use the W-operator to prove a formula for the generating function of the generalized Hurwitz numbers. A special example of W-operators is the cut-and-join operator. Goulden and Jackson use the cut-and-join operator to calculate the simple Hurwitz number. In this paper, we study the relation between W-operator $W([d])$ and the central elements $K_{1n-d}^1$ in $CS_n$. We also give another proof for the formula proved by Mironov et al..

1. Introduction

The Hurwitz enumeration problem [7] aims at classifying all $n$-fold coverings of $S^2$ (or $\mathbb{C}P^1$) with $k$ branched points $\{z_1, ..., z_k\}$. Given such a covering, each branched point $z_i$ corresponds to a unique permutation $\sigma_i$ in $S_n$. Denote $\lambda_i$ the partition corresponding to $\sigma_i$. The number of all connected $n$-coverings with $k$ ordered branched points $z_i$, $1 \leq i \leq k$, each of which corresponds to a permutation of type $\lambda_i$, $1 \leq i \leq k$, is finite. This number is denoted by $Cov_n(1^\alpha, ..., 1^\alpha)$. Alternatively, $Cov_n(\lambda_1, ..., \lambda_k)$ is the number of $k$-tuples $(\sigma_1, ..., \sigma_k) \in S_n^k$ satisfying the following conditions [1] [7],

1. $\sigma_i$ is of type $\lambda_i$,
2. $\sigma_1...\sigma_k = 1$,
3. The subgroup generated by the elements $\{\sigma_1, ..., \sigma_k\}$ is transitive.

Given $\alpha$ a partition of $n$, the simple Hurwitz number is

$$h_k(\alpha) = Cov_n(1^{n-2}, 1^{n-2}, \alpha).$$

It is the number of $(k+1)$-tuples $(\tau_1, ..., \tau_k, \sigma^{-1}) \in S_n^{k+1}$ satisfying the following conditions

1. $\tau_i$ are transpositions (or of type $1^{n-2}$), where $1 \leq i \leq k$, and $\sigma^{-1}$ is of type $\alpha$, $\alpha = (\alpha_1, \alpha_2, ...)$. 
2. $\tau_1...\tau_k = \sigma$,
3. the group generated by $\{\tau_1, ..., \tau_k\}$ is transitive on the set $\{1, ..., n\}$.

The generating function $H$ for simple Hurwitz numbers is

$$H(z, p) = H(z, p_1, p_2, ...) = \sum_{n \geq 1} \frac{1}{n!} \sum_{k=1}^{\infty} \sum_{\alpha+n} h_k(\alpha) \frac{z^k}{k!} p_{\alpha_1} p_{\alpha_2} ... .$$

The cut-and-join operator $\Delta$ is introduced by Goulden [4]. The $\Delta$ operator is an infinite sum of differential operators in variables $p_i, i \geq 1$. The formula for $\Delta$ is

$$\Delta = \frac{1}{2} \sum_{i \geq 1} \sum_{j \geq 1} (ijp_{i+j}) \frac{\partial^2}{\partial p_i \partial p_j} + (i+j)p_ip_j \frac{\partial}{\partial p_{i+j}}.$$
Goulden proves the following formula,
\[(1) \quad \Phi(K_{1^n-2}g) = \Delta \Phi(g),\]
where \(g\) is any element in the permutation group \(S_n\), \(K_{1^n-2}\) is the central element of \(\mathbb{C}S_n\) corresponding to the partition \((1^n-2)\) and \(\Phi\) is a linear map from the group ring \(\mathbb{C}S_n\) to the polynomial ring \(\mathbb{C}[p_1, p_2, ...]\). This formula plays an important role in calculating the simple Hurwitz numbers \([5]\). Also, Carrel use this formula to prove the following formula for the generating function \(H(z,p)\) of simple Hurwitz numbers \([1]\),
\[\frac{\partial e^{H(z,p)}}{\partial z} = \Delta e^{H(z,p)}.\]

Mironov et al. \([9]\) constructed \(W\)-operators \(W([\lambda])\), where \(\lambda\) is a partition of some positive integer. They are differential operators acting on the space \(\mathbb{C}[[X_{ij}]]_{i,j \geq 1}\) of formal series in variables \(X_{ij}\) \((i, j \geq 0)\), where \(X_{ij}\) are coordinate functions on the infinite matrix. A subring of \(\mathbb{C}[[X_{ij}]]_{i,j \geq 1}\) is \(\mathbb{C}[p_1, p_2, ...]\), where \(p_k = Tr(X^k)\) and \(X = (X_{ij})_{i,j \geq 1}\). A direct calculation shows that \(W([2])\) is the cut-and-join operator \(\Delta\) on the ring \(\mathbb{C}[p_1, p_2, ...]\).

In section 2, we review the definition and some properties of \(W\)-operators.

In section 3, we prove an important property of the \(W\)-operator.

**Theorem 2.12** For any \(g \in \mathbb{C}S_n\),
\[\Phi(K_{1^n-2d}g) = W([d])\Phi(g),\]
where \(K_{1^n-2d}\) is the central element in \(\mathbb{C}S_n\) corresponding to the partition \((1^n-d)\).

This property is very similar to the Equation (1) of the cut-and-join operator.

In section 4, we use permutation groups to give another construction of \(W\)-operators \(W([d])\).

In section 5, we generalize the simple Hurwitz numbers and define a new type of Hurwitz numbers \(h_k^{[\alpha]}(\alpha) = \text{Cov}_{d}(1^{n-d}, ..., 1^{n-d}, \alpha)\), which is the number of all \(n\)-coverings with \(k + 1\) branched points, where \(k\) of them correspond to \(d\)-cycles in \(S_n\) and the last one corresponds to a permutation of type \(\alpha\). We define the generating functions \(H^{[d]}\) for the Hurwitz numbers \(h_k^{[d]}\) as
\[H^{[d]}(z,p) = H^{[d]}(z,p_1,p_2, ...).\]

Finally, we give another proof of following theorem, which is first proved by Mironov et al. \([9]\).

**Theorem 5.8**
\[\frac{\partial e^{H^{[d]}}}{\partial z} = W([d])e^{H^{[d]}}.\]
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2. W-Operator

Definition 2.1. A variable matrix $X$ is an infinite matrix with variable $X_{ab}$ in the $(a, b)$-entry. Generally, $X := (X_{ab})_{a,b \geq 1}$ and all $X_{ab}$ are assumed to commute with each other.

Definition 2.2. Define $p_k$ to be the trace of $X^k$, i.e., $p_k = \text{tr}(X^k)$.

Clearly, $p_k$ is a power series in $C[[X_{ab}]]_{a,b \geq 1}$.

Remark 2.3. If $X$ is a special variable matrix with $X_{ab} = 0$, when $a \neq b$, then $p_k$ is exactly the power symmetric function $\sum_{i=1}^{\infty} X_{ii}^k$.

Definition 2.4. The operator matrix $D$ is an infinite matrix with $D_{ab}$ in the $(a, b)$-entry, where $D_{ab} = \sum_{c=1}^{\infty} X_{ac} \frac{\partial}{\partial X_{bc}}$.

Definition 2.5. The normal ordered product of $D_{ab}$ and $D_{cd}$ is

$$ D_{ab} D_{cd} := \sum_{c_1, c_2 \geq 1} X_{ac_1} X_{c_2 d} \frac{\partial}{\partial X_{b_1}} \frac{\partial}{\partial X_{d_2}}. $$

Similarly, the normal ordered product

$$ D_{a_1 b_1} \ldots D_{a_d b_d} := \sum_{e_1, \ldots, e_d \geq 1} \left( \prod_{i=1}^{d} X_{a_i e_i} \right) \left( \prod_{i=1}^{d} \frac{\partial}{\partial X_{i e_i}} \right). $$

Definition 2.6. For any positive integer $d$, we define the W-operator $W([d])$ as

$$ W([d]) := \frac{1}{d} : \text{tr}(D^d) :. $$

For any partition $\lambda = (\lambda_1, \lambda_2, \ldots, \lambda_k)$ of a positive integer $d$,

$$ W([\lambda]) := W([\lambda_1]) \ldots W([\lambda_k]) :. $$

Definition 2.7. Let $(a_1, \ldots, a_d)$ be an $d$-tuple with integers $a_i \geq 1$. We define the differential operator $D_{(a_1, \ldots, a_d)}$ as

$$ D_{(a_1, \ldots, a_d)} := \prod_{i=1}^{d} D_{a_i a_{i+1}} :,$$

where $a_{d+1} = a_1$. Similarly, we define the monomial $X_{(a_1, \ldots, a_d)}$ as

$$ X_{(a_1, \ldots, a_d)} := \prod_{i=1}^{d} X_{a_i a_{i+1}}, $$

where $a_{d+1} = a_1$.

With this new notation $D_{(a_1, \ldots, a_d)}$, we can write $W([d])$ in the following form

$$ W([d]) = \frac{1}{d} \sum_{a_1, \ldots, a_d \geq 1} D_{(a_1, \ldots, a_d)}. $$

Theorem 2.8. $W([d])$ is a well-defined operator on $C[p_1, p_2, \ldots]$. In another words,

$$ : \text{tr}(D^d) : F(p) \in C[p_1, p_2, \ldots], $$

for any $F(p) \in C[p_1, p_2, \ldots]$.

Proof. This theorem is proved in [11, Theorem 3.15].
Definition 2.9. Define a map

$$\Phi : C S_n \to C[p_1, p_2, \ldots]$$

such that for each $\sigma \in S_n$, we have

$$\Phi(\sigma) = p_{\alpha_1}p_{\alpha_2}\ldots p_{\alpha_m},$$

where $\alpha = (\alpha_1, \ldots, \alpha_m)$ is the partition (or type) corresponding to $\sigma$.

Definition 2.10. Let $\alpha$ be a partition of a positive integer $n$. We define the element $K_\alpha$ in the group ring $C S_n$ as

$$K_\alpha = \sum_{\sigma \in S_n, \sigma \text{ of type } \alpha} \sigma.$$ 

$K_\alpha$ is in the center of in $C S_n$. For example, $\Phi(K_\alpha) = |K_\alpha|p_\alpha$, where $|K_\alpha|$ is the number of all $\sigma \in S_n$ of type $\alpha$.

Notation 2.11. Given a partition $\alpha = (\alpha_1, \ldots, \alpha_m)$ of a positive integer $n$, we can write it as

$$\alpha = 1^k_12^k_2\ldots s^k_s,$$

where $k_i$ is the number of times the integer $i$ appears in the partition $\lambda$. For example, if $\lambda = 1^n - d$, then $K_{1^n - d}$ is a central element in $C S_n$, which is the sum of all $d$-cycles in $S_n$.

Theorem 2.12. For any $g \in C S_n$, we have

$$\Phi(K_{1^n - d}g) = W([d])\Phi(g).$$

We will prove this theorem in the next section.

3. Proof of Theorem 2.12

Definition 3.1. A quiver $Q = (V, A, s, t)$ is a quadruple, where $V$ is the set of vertices, $A$ is the set of arrows, $s$ and $t$ are two maps $A \to Q$. If $a \in A$, $s(a)$ is the source of this arrow and $t(a)$ is the target of the arrow. We assume that $V$ and $A$ are finite sets.

If $B$ is a subset of $A$, $V_B = \{s(a), t(a), a \in B\}$, then we call $(V_B, B, s', t')$ subquiver of $Q$, where $s' = s|_B$, $t' = t|_B$.

A quiver $Q = (V, A, s, t)$ is connected if the underlying undirected graph of $Q$ is connected.

A connected quiver $Q = (V, A, s, t)$ is a loop, if for any vertex $v \in V$, there is a unique arrow $a \in A$ such that $s(a) = v$ and a unique arrow $b \in A$ such that $t(b) = v$.

Definition 3.2. Denote by $FQ$ the set of all quivers $(V, A, s, t)$ with finite vertex set $\{1, \ldots, n\}$ for some positive integer $n$ and finite arrow set $A$. Denote by $M$ the set of all monomials with variables $X_{ij}$, $1 \leq i, j < \infty$.

Remark 3.3. Let $Q = (V, A, s, t) \in FQ$. We define the map $\beta : FQ \to M$ as $\beta(Q) = M_Q$, where $M_Q = \prod_{a \in A} X_{s(a)t(a)}$. Also, given any monomial

$$M = \prod_{k=1}^l X_{i_kj_k},$$

we can define the corresponding quiver $Q_M$ as $Q_M = (V_M, A_M, s, t)$, where $V_M = \{1, \ldots, n\}$, $n = \max\{i, j, 1 \leq k \leq n\}$ and $A_M = \{a_k : i_k \to j_k, 1 \leq k \leq n\}$.

**Definition 3.4.** Let $\Phi_n : S_n \to FQ$ be the map such that $\Phi_n(\alpha) = Q_\alpha$, where $Q_\alpha = \{V_\alpha = \{1, \ldots, n\}, A_\alpha = \{i \to \alpha(i)\}, s, t\}$, where $s, t$ are the obvious source and target maps. The image of $\Phi_n$ consist of unions of disjoint loops which represent elements of $S_n$. Denote by $M_\alpha = \beta(Q_\alpha)$ the monomial corresponding to $\alpha$.

**Example 3.5.** Let $\alpha = (123)(45)(6) \in S_6$, then $Q_\alpha = \Phi_n(\alpha)$ is

\[
1 \to 2 \to 3 \to 1 \\
4 \to 5 \to 4 \\
6 \to 6.
\]

**Construction 3.6.** Given $\alpha \in S_n$, we have $Q_\alpha = \Phi_n(\alpha)$ the quiver corresponding to $\alpha$. Given two vertices $a_1, a_2 \in Q_\alpha$, first we pick the unique arrow $a_2 \to b$ with source $a_2$ in $Q_\alpha$, then we use another arrow $a_1 \to b$ substituting $a_2 \to b$. So we get a new quiver denoted by $(\bar{D}_{a_1a_2})Q_\alpha$. More generally, if $a_1, \ldots, a_d$ are distinct vertices (or integers) of $Q_\alpha$, we replace the arrows $a_i \to b_i$ with $a_{i-1} \to b_i$ simultaneously, $2 \leq i \leq k + 1$, $a_{k+1} = a_1$. Denote by $(\prod_{i=1}^{d} \bar{D}_{a_ia_{i+1}})Q_{\alpha}$ the new quiver. We introduce another notation similar to Definition 2.7.

\[
\bar{D}_{(a_1, \ldots, a_d)} = \prod_{i=1}^{d} \bar{D}_{a_ia_{i+1}},
\]

where $(a_1, \ldots, a_d)$ is an $n$-tuple of positive integers and $a_{d+1} = a_1$.

**Remark 3.7.** Given $d$-tuple of positive integers $(a_1, \ldots, a_d)$, then $\bar{D}_{(a_1, \ldots, a_d)}Q_\alpha$ means we do all the operations simultaneously instead of "composition of operations". For example, let $\alpha = (123)$ and $\bar{D}_{(1,2,3)} = \bar{D}_{12}\bar{D}_{23}\bar{D}_{31}$. If we do the operations simultaneously, the new quiver is

\[
1 \to 3 \to 2 \to 1.
\]

But, if we do it as compositions, $\bar{D}_{31}Q_{\alpha}$ is

\[
3 \to 2, \quad 2 \to 3, \quad 3 \to 1.
\]

This quiver has two arrows with source 3. In this case, $\bar{D}_{23}$ cannot act on this quiver by Construction 2.6. This is the reason why we want to do all the operations simultaneously, otherwise, we don’t know which arrow to replace.

The new quiver $\bar{D}_{a_1a_2}Q_{\alpha}$ may not be of the form $\Phi_n(\beta)$, i.e not correspond to a well defined element $\beta$ in the permutation group $S_n$ under the map $\Phi_n$. But, we have the following lemma.

**Lemma 3.8.** Let $\alpha \in S_n$ and $Q_{\alpha} = \Phi_n(\alpha)$ is the corresponding quiver. Given $d$ distinct vertexes (or positive integers) $a_1, \ldots, a_d$, then $\bar{D}_{(a_1, \ldots, a_d)}Q_{\alpha}$ corresponds to an element in $S_n$.

**Proof.** In the construction, this procedure only changes the source of each arrow and fixes the target. Therefore, we pick $d$ arrows such that their sources are $a_1, \ldots, a_d$ respectively. By the construction, substitute the source $a_i$ by $a_{i+1}$, where $i \leq d - 1$ and $a_1$ by $a_d$, and get a new quiver $(\bar{D}_{(a_1, \ldots, a_d)})Q_{\alpha}$. Clearly, this quiver still represents for an element in $S_n$, because each integer $k (k \leq n)$ appears once as a target and once as a source. $\square$
Remark 3.9. From the proof of the lemma, we have $Q_{\alpha'} = (D_{(a_1, \ldots, a_d)})Q_{\alpha}$, where $\alpha' = (a_1 \ a_2 \ldots \ a_d)\alpha$.

Now, consider the monomial $\beta(\Phi_n((12\ldots n))) = X_{12}X_{23}\ldots X_{n1}$ which is a term in $tr(X^n)$. We use the permutation $(12\ldots n)$ to represent this monomial or the quiver $1 \rightarrow 2 \rightarrow \ldots \rightarrow n \rightarrow 1$.

We use $D_{21}$ (refer to Definition 2.4) acting on this term, then we get
$$D_{21}X_{12}X_{23}\ldots X_{n1} = X_{22}X_{23}\ldots X_{n1}.$$ The new term $X_{22}X_{23}\ldots X_{n1}$ can be represented by a quiver $2 \rightarrow 2$ $2 \rightarrow 3 \rightarrow \ldots \rightarrow n \rightarrow 1$.

In this way, if we use quivers to represent the monomials, then $D_{a_1a_2}$ acting on monomials is the same as $D_{a_1a_2}$ acting on the corresponding quivers. Hence, if $D_{a_1a_2}\ldots D_{a_2a_1}X$ is a nonzero monomial, then it can be represented by a permutation by Remark 3.7. With the discussion above, we have the following lemma.

Lemma 3.10. Let $\alpha \in S_n$. $Q_{\alpha}$ is the corresponding quiver and $M_{\alpha}$ is the corresponding monomial. We have $\beta(DQ_{\alpha}) = DM_{\alpha}$, where $D = D_{(a_1, \ldots, a_d)}$ and $D = D_{(a_1, \ldots, a_d)}$, where $(a_1, \ldots, a_d)$ is an $d$-tuple of positive integers.

Definition 3.11. Let $X$ be a monomial in $\mathbb{C}[X_{ij}]_{i,j \geq 1}$ and let $D$ be a (formal) differential operator. If $DX \neq 0$, then we say $D$ is a non-trivial operator (with respect to $X$). In this section, we prefer to consider the differential operator $D = D_{(a_1, \ldots, a_n)}$.

Definition 3.12. Let $S = \{t_i, i \geq 1\}$ be a set of variables, define $M_t$ is the set of all monomials with variables $X_{i,j}, i, j \geq 1$. Given an infinite sequence of positive integers $a = (a_1, a_2, \ldots)$, define the evaluation map $ev_a : M_t \rightarrow M$,
$$ev_a(X_{t_it_j}) = X_{a_ia_j}.$$ If $M_t$ is a monomial in $M_t$, we define $M_t(a_1, a_n, \ldots) = ev_a(M_t)$.

Similar to Definition 2.7, we introduce the following notation,
$$X(t_1, \ldots, t_n) = \left( \prod_{i=1}^{n-1} X_{t_it_{i+1}} \right) X_{t_1t_n},$$
$$D(t_1, \ldots, t_n) = \left( \prod_{i=1}^{n-1} D_{t_it_{i+1}} \right) D_{t_1t_n}.$$ Finally, we define $W([d]) = \frac{1}{d} : Tr((D_{t_it_j})_{i,j \geq 1})^d$.

Theorem 2.12. For any $g \in \mathbb{C}S_n$,
$$\Phi(K_{1^n-a_d}g) = W([d])\Phi(g).$$

Proof. Let $g \in S_n$ and we can write it in disjoint cycles
$$g = (c_1 \ldots c_{\lambda_1})(c_{\lambda_1+1} \ldots c_{\lambda_1+\lambda_2}) \ldots (c_{n-\lambda_m+1} \ldots c_n),$$ where $\lambda = (\lambda_1, \ldots, \lambda_m)$ is the partition corresponding to $g$. 

\[ W([d]) \] is an infinite sum of operators \( D_{(b_1, \ldots, b_d)} \), \( b_i \) are positive integers, (see Definition 2.7) and \( \Phi(g) = \prod_{i=1}^{m} p_{\lambda_i} \) is an infinite sum of monomials in the form
\[ M(a_1, \ldots, a_n) = X_{(a_1, \ldots, a_{\lambda_1})} \cdots X_{(a_{n-\lambda_m+1}, \ldots, a_n)}. \]
Given any monomial \( M(a_1, \ldots, a_n) \), there are only finitely many operators \( D_{(b_1, \ldots, b_d)} \) in \( W([d]) \) such that \( D_{(b_1, \ldots, b_d)} M(a_1, \ldots, a_n) \neq 0 \). Hence, \( W([d]) M(a_1, \ldots, a_n) \) is a finite sum of monomials. To analyze these monomials, we first consider the generic case \( M_t \). Then, we go back to \( M(a_1, \ldots, a_n) \) as the evaluation of \( M_t \) at some \( n \)-tuple of integers,
\[ M(a_1, \ldots, a_n) = ev_a(M_t), \]
where \( a = (a_1, \ldots, a_n) \) is an \( n \)-tuple of positive integers.

We replace \( W([d]) \) by \( W([d]) \) (see Definition 3.12) and \( g \) by \( \bar{g} \), where
\[ \bar{g} = (t_1 \ldots t_{\lambda_1})(t_{\lambda_1+1} \ldots t_{\lambda_1+\lambda_2}) \ldots (t_{n-\lambda_m+1} \ldots t_n). \]
We consider a special case \( M_t = X_{(t_1, \ldots, t_{\lambda_1})} \cdots X_{(t_{n-\lambda_m+1}, \ldots, t_n)}. \) In this case, we prefer to use the notation \( M_{\bar{g}} \) for \( M_t \). Now we will calculate \( W([d]) M_{\bar{g}} \). By Remark 3.9 and Lemma 3.10, let \( t_1, \ldots, t_d \) be distinct integers in \( \{1, \ldots, n\} \), we have
\[ D_{(t_1, \ldots, t_d)} M_{\bar{g}} = M_{\bar{g} \sigma}, \]
where \( \sigma \) is the \( d \)-cycle \((t_1 \ldots t_d) \) in \( S_n = Aut\{1, \ldots, n\} \). Since \( D_{(t_1, \ldots, t_d)} M_{\bar{g}} \) is nonzero if and only if \( i_j \in \{1, \ldots, n\}, 1 \leq j \leq d, \) so we have
\[ \sum_{\sigma \text{ d-cycle in } S_n} D_{(t_1, \ldots, t_d)} M_{\bar{g}} = d \sum_{\sigma \text{ d-cycle in } S_n} M_{\bar{g} \sigma}. \]
Here we understand there are \( d \) \( d \)-tuples \((i_1, \ldots, i_d)\) giving rise to the same \( d \)-cycle. Hence, we have a coefficient \( d \) at the right side of the above equation. Then, we have the following formula
\[ W([d]) M_{\bar{g}} = \frac{1}{d} \sum_{\sigma \text{ d-cycle in } S_n} D_{(t_1, \ldots, t_d)} M_{\bar{g}} \]
\[ = \frac{1}{d} \sum_{\sigma \text{ d-cycle in } S_n} M_{(t_1, \ldots, t_d) \bar{g}} \]
\[ = \sum_{\sigma \text{ d-cycle in } S_n} M_{\bar{g} \sigma}. \]

Now we want to show for any \( d \)-tuple \((a_1, \ldots, a_d)\) (with maybe some \( a_i \) not distinct), \( (2) \)
\[ W([d]) M_{\bar{g}}(a_1, \ldots, a_n) = \sum_{\sigma \text{ d-cycle in } S_n} M_{\bar{g} \sigma}(a_1, \ldots, a_n). \]

We note that for any \( n \)-tuple \((a_1, \ldots, a_n)\), the right hand side of \((2)\) is always a sum of \( \frac{L}{d}(\alpha) d! \) monomials, each of which corresponds an unique element in \( S_n \). We hope for any \( n \)-tuple \((a_1, \ldots, a_n)\), the left hand side is a sum of \( \frac{1}{d} (\alpha) d! \) monomials or we can find \( \frac{1}{d} (\alpha) d! \) nontrivial operators in \( W([d]) \) with respect to \( M_{\bar{g}}(a_1, \ldots, a_n) \). (Recall in the definition of \( W([d]) \), we have a coefficient \( \frac{1}{d} \).) But the left hand side is complicated if the \( a_i \) are not distinct. Indeed, if \( a_i \) are not distinct, there are
fewer nontrivial operators $D(a_1, ..., a_d)$ in $W([d])$ with respect to $M_{\bar{g}}(a_1 ..., a_n)$ than that in $\bar{W}([d])$ with respect to $M_{\bar{g}}$. For example, let’s consider about the following case

\[ M = X_{(t_1, t_2, t_3)} = X_{t_1 t_2}X_{t_2 t_3}X_{t_3 t_1}. \]

There are 6 nontrivial differential operators $D_{(t_1, t_2, t_3)}$ in $\bar{W}([3])$ with respect to $M$, where $(i_1, i_2, i_3)$ is any 3-tuples such that $i_1, i_2, i_3 \in \{1, 2, 3\}$ and distinct. However, if we take $a_1 = a_2 = 1, a_3 = 2$, we get only 3 nontrivial operators in $W([3])$ with respect to $X_{(1,1,2)}$. They are $D_{(1,1,2)}, D_{(1,2,1)}, D_{(2,1,1)}$. In this case, we have to check whether we can get enough monomials on the left hand side of the equation.

Before we discuss different cases, we first give some results which are based on basic calculations. The number of $d$-cycles in $S_n$ is $\frac{1}{d}(\binom{n}{d})d!$. Given a monomial $M_{\bar{g}}$ of degree $n$, the number of non-trivial operators $D_{(t_1, ..., t_d)}$ in $W([d])$ corresponding to $M_{\bar{g}}$ is $\binom{n}{d}d!$. Each differential operator $D_{(t_1, ..., t_d)}$ corresponds to a unique $d$-tuple $(t_1, ..., t_d)$, which corresponds to a unique $d$-cycle $(t_1, ..., t_d)$. But, a $d$-cycle corresponds to $d$ $d$-tuples or $d$ differential operators in $\bar{W}([d])$.

Now we begin to prove Equation (4).

**Case 1**, $a_i$ are distinct, $1 \leq i \leq d$.

In this case, each “non-trivial operator” $D(a_1, ..., a_d)$ corresponds to a unique $d$-cycle in $S_n$. But this correspondence is not injective, it is an $d$ to 1 correspondence. For example, when $d$ is 3, we have

\[ : D(a_1, a_2, a_3) := D(a_2, a_3, a_1) := D(a_3, a_1, a_2) :. \]

Hence, we get

\[ W([d])M_{\bar{g}}(a_1, ..., a_n) = \sum_{\sigma \text{ d-cycle in } S_n} M_{\bar{g}}(a_1, ..., a_n). \]

The number of non-trivial operators with respect to $X_{\bar{g}}(a_1, ..., a_n)$ in $W([d])$ is $\binom{n}{d}d!$ and each corresponds to a unique $d$-tuple in variables $t_i, 1 \leq i \leq n$.

**Case 2**, $a_i$ are not all distinct and all $X_{a_i a_{i+1}}$ are distinct.

First, we consider a special case that only two numbers of $\{a_i\}_{1 \leq i \leq n}$ are the same and we assume that $a_p = a_q$. Now we consider the operator $D(a_1, ..., a_d)$.

(1) If all $a_i \neq a_p$, then the non-trivial differential operator $D(a_1, ..., a_d)$ with respect to $X(a_1, ..., a_n)$ corresponds to a unique $d$-tuple in $t_i$. Under this condition, there are $\binom{n-2}{d}d!$ $d$-tuples $(a_{i_1}, ..., a_{i_d})$ satisfying this condition and each corresponds to a unique $d$-tuple $(t_{i_1}, ..., t_{i_d})$.

(2) If only one number in the tuple $(a_{i_1}, ..., a_{i_d})$ is $a_p$ and we assume $a_{i_k} = a_p$, then the non-trivial differential operator $D(a_1, ..., a_d)$ corresponds to two $d$-tuples in variables $t_i, 1 \leq i \leq n$. Indeed, we have

\[ D_{a_{i_k-1}a_{i_k}}X_{a_1 a_2}...X_{a_n a_1} = D_{a_{i_k-1}a_p}X_{a_1 a_2}...X_{a_n a_1} = \]

\[ = \left( \sum_{c \geq 1} X_{a_{i_k-1}a_p^c} \frac{\partial}{\partial X_{a_p c}} \right) X_{a_1 a_2}...X_{a_n a_1} = \]

\[ = \left( X_{a_{i_k-1} a_{p+1}} \frac{\partial}{\partial X_{a_p a_{p+1}}} + X_{a_{i_k-1} a_{q+1}} \frac{\partial}{\partial X_{a_p a_{q+1}}} \right) X_{a_1 a_2}...X_{a_n a_1}. \]
The last equality holds because only these two terms in $D_{a_{i_{k-1}}a_p}$ act non-trivially on $X_{(a_1,\ldots,a_n)}$ with our assumptions $a_p = a_q$. Compared with $(t_1,\ldots, t_{id})$, the differential operator $D_{(a_{i_1},\ldots,a_{id})}$ now actually corresponds to two $d$-tuples in variables $t_i, 1 \leq i \leq n$. They are

(t_{i_1}, \ldots, t_{i_{k-1}}, t_p, t_{i_{k+1}}, \ldots, t_{id}),

(t_{i_1}, \ldots, t_{i_{k-1}}, t_q, t_{i_{k+1}}, \ldots, t_{id}).

Under this condition, there are $\binom{(n-2)}{d-1}$ $d$-tuples $(a_{i_1},\ldots,a_{id})$ satisfying the condition that only one number in the tuple $(a_{i_1},\ldots,a_{id})$ is $a_p$, and each of them corresponds to two $d$-tuples in variables $t_i, 1 \leq i \leq n$.

(3) If there are two numbers in the tuple $(a_{i_1},\ldots,a_{id})$ are $a_p$ and we assume they are $a_{i_1} = a_{i_k} = a_p$, then each non-trivial differential operator $D_{(a_{i_1},\ldots,a_{id})}$ corresponds to two elements in the permutation group $S_n$. Indeed, we have

$$D_{a_{i_{1-1}}a_{i_1}}D_{a_{i_{k-1}}a_{i_k}} : X_{a_1a_2\ldots}X_{a_na_1} =: D_{a_{i_{1-1}}a_{p}}D_{a_{i_{k-1}}a_{p}} : X_{a_1a_2\ldots}X_{a_na_1}.$$ 

Since we only care about the non-trivial terms, so we have to calculate the differential operators $D_{a_{i_{1-1}}a_{p}}D_{a_{i_{k-1}}a_{p}}$, of which the differential part is

$$\frac{\partial^2}{\partial X_{ap_{p+1}} \partial X_{aq_{q+1}}},$$

By definition, we know

$$D_{a_{i_{1-1}}a_{p}} = \sum_{c \geq 1} X_{a_{i_{1-1}c}} \frac{\partial}{\partial X_{ap_{c}}},$$

$$D_{a_{i_{k-1}}a_{p}} = \sum_{d \geq 1} X_{a_{i_{k-1}d}} \frac{\partial}{\partial X_{ap_{d}}}.$$ 

So, we have

$$D_{a_{i_{1-1}}a_{p}}D_{a_{i_{k-1}}a_{p}} : X_{a_1a_2\ldots}X_{a_na_1} =$$

$$= \left( \sum_{c,d \geq 1} X_{a_{i_{1-1}c}} X_{a_{i_{k-1}d}} \frac{\partial}{\partial X_{ap_{c}}} \frac{\partial}{\partial X_{ap_{d}}} \right) X_{a_1a_2\ldots}X_{a_na_1} =$$

$$= \left( X_{a_{i_{1-1}}a_{p+1}} X_{a_{i_{k-1}}a_{q+1}} \frac{\partial}{\partial X_{ap_{p+1}}} \frac{\partial}{\partial X_{ap_{q+1}}} \right) X_{a_1a_2\ldots}X_{a_na_1} +$$

$$+ X_{a_{i_{1-1}}a_{q+1}} X_{a_{i_{k-1}}a_{p+1}} \frac{\partial}{\partial X_{ap_{p+1}}} \frac{\partial}{\partial X_{ap_{q+1}}} \right) X_{a_1a_2\ldots}X_{a_na_1}.$$ 

The last equality holds because all $X_{a_j}$ are distinct by the assumption of Case 2. Hence, $a_{q+1} \neq a_{p+1}$. Compared with $(t_{i_1},\ldots, t_{id})$, the differential operator $D_{(a_{i_1},\ldots,a_{id})}$ corresponds to two $d$-tuples. They are

(t_{i_1}, \ldots, t_{i_{k-1}}, t_{i_{k+1}}, \ldots, t_{id}),

(t_{i_2}, \ldots, t_{i_{k-1}}, t_{i_{k+1}}, \ldots, t_{id}).

In this case, $D_{(a_{i_1},\ldots,a_{id})}$ corresponds to two different $d$-tuples in variables $t_i, 1 \leq i \leq n$. There are $\frac{1}{(d-2)!} \binom{(n-2)}{d-1}$ $d$-tuples $(a_{i_1},\ldots,a_{id})$ satisfying the condition that there are two numbers in the tuple $(a_{i_1},\ldots,a_{id})$ are $a_p$, and each of them corresponds to two $d$-tuples in variables $t_i, 1 \leq i \leq n$. 

Hence, in this special case, the number of $d$-tuples in variables $t_i, 1 \leq i \leq n$, corresponding to the nontrivial differential operators with respect to the monomial $X_{(a_1, \ldots, a_n)}$ is
\[
\binom{n-2}{d} d! + 2 \times \frac{1}{2} \binom{n-2}{d-1} \binom{2}{1} d! + 2 \times \frac{1}{2} \binom{n-2}{d-2} d! = \frac{n}{d} d!.
\]

By the discussion above, the $\binom{n}{d} d!$ tuples are different. Recall $\binom{n}{d} d!$ is also the number of non-trivial operators $D_{(t_1, \ldots, t_d)}$ in $\hat{W}([d])$ with respect to a fix monomial. So, we have
\[
d \times W([d])M_{\vec{a}}(a_1, \ldots, a_n) = \sum_{(i_1, \ldots, i_d), \ i_j \in \{1, \ldots, n\} \text{ and distinct}} D_{(t_1, \ldots, t_d)}(a_1, \ldots, a_n)
\]
\[
= \sum_{(i_1, \ldots, i_d), \ i_j \in \{1, \ldots, n\} \text{ and distinct}} M_{(i_1, \ldots, i_d)\vec{a}}(a_1, \ldots, a_n)
\]
\[
= d \times \sum_{\sigma \text{ $d$-cycle in } S_n} M_{\bar{\sigma}\vec{a}}(a_1, \ldots, a_n)
\]

For the general case of $s$ integers $a_{i_1} = a_{i_2} = \ldots = a_{i_2}$ but $X_{a_i, a_{i+1}}$, all distinct, the same argument proves what we want. We leave it to the reader to check this.

**Case 3**, $a_i$ are not all distinct, and some $X_{a_i, a_{i+1}}$ are the same.

We still consider a special case that only two terms in $X_{(a_1, \ldots, a_n)}$ are the same. We assume $X_{a_p, a_{p+1}} = X_{a_q, a_{q+1}}$, where $p \neq q$ and $p + 1, q + 1$ means the addition mod $n$. Under this condition, we consider some examples. First, we have $a_p = a_q$ and $a_{p+1} = a_{q+1}$ and the other $a_i$ are distinct. Some examples are
\[
X_{11}X_{11}, p = 1, q = 2,
\]
\[
X_{12}X_{21}X_{12}X_{23}X_{31}, p = 1, q = 3.
\]

These are cases we want to study.

At the same time, there are some other examples.
\[
X_{11}X_{11}X_{12}X_{21}.
\]

In this example, we have $X_{11}^2$ and another term $X_{12}$, which means there are some other $a_i$ such that $a_i = a_p$. To solve this type of monomials, it is a combination of **Case 2** and **Case 3**.

Now, let’s consider the problem that only two terms in $X_{(a_1, \ldots, a_n)}$ are the same
\[
X_{a_p, a_{p+1}} = X_{a_q, a_{q+1}}, \quad a_p = a_q, a_{p+1} = a_{q+1}, \quad p \neq q,
\]
and the other $a_i$ are distinct. In this case, we still discuss the nontrivial operators $D_{(a_1, \ldots, a_d)}$.

(1) If all $a_{i_j} \neq a_p$, then $D_{(a_1, \ldots, a_d)}$ corresponds to a unique $d$-tuple in variables $t_i, 1 \leq i \leq n$. Under this condition, although $a_{i_j} \neq a_p$, $a_{i_j}$ could be $a_{p+1}$. By our assumptions, we know that only two terms in $X_{(a_1, \ldots, a_n)}$ are the same. Hence, there are $\binom{n-2}{d} d!$ $d$-tuples $(a_{i_1}, \ldots, a_{i_d})$ satisfying this condition and each of them corresponds to a unique $d$-tuple in variables $t_i, 1 \leq i \leq n$, by the conclusion of **Case 2**.
(2) Only one integer in \( \{a_i\}_{1 \leq j \leq d} \) is \( a_p \), say \( a_k = a_p \). First, assume all \( a_{ij} \) are not \( a_{p+1} \). Then, we have
\[
D_{a_{k-1}a_k} X_{a_1, \ldots, a_n} = D_{a_{k-1}a_p} X_{a_1, a_2, \ldots, a_n a_1} =
\]
\[
= \left( \sum_{c \geq 1} X_{a_{ik-1}c} \frac{\partial}{\partial X_{a_{pc}}} \right) X_{a_1 a_2, \ldots, a_n a_1} =
\]
\[
= (X_{a_{k-1}a_{p+1}} X_{a_1 a_2, \ldots, a_n a_1}) =
\]
\[
= (X_{a_{k-1}a_{p+1}}) X^2_{a_p a_{p+1}, \ldots}.
\]

The last equality holds because we have \( X_{a_p a_{p+1}} = X_{a_q a_{q+1}} \). We note there is a square \( X_{a_p a_{p+1}} \) in the monomial \( X_{a_1, \ldots, a_n} \). Hence, we will get two (same) monomials. Compared with \( (t_1, \ldots, t_d) \), this differential operator \( D_{(a_1, \ldots, a_d)} \) corresponds to two \( d \)-tuples in variables \( t_i, 1 \leq i \leq n \). They are
\[
(t_{i_1}, \ldots, t_{i_{k-1}}, t_p, t_{i_{k+1}}, \ldots, t_{i_d}),
\]
\[
(t_{i_1}, \ldots, t_{i_{k-1}}, t_q, t_{i_{k+1}}, \ldots, t_{i_d}).
\]

Similarly, if some \( a_{ij} \) are \( a_{p+1} \), then the conclusion follows by the combination of the above argument and the argument in Case 2. (If it contains both \( a_p \) and \( a_q \), then it corresponds to 4 permutations.) We conclude all non-trivial differential operators \( D_{(a_1, \ldots, a_d)} \) in the case correspond to \( \binom{n-2}{d-1} d! d \)-tuples in variables \( t_i, 1 \leq i \leq n \).

(3) Two of the integers \( a_i, 1 \leq j \leq d \) are \( a_p \) and we assume they are \( a_{i_1} = a_{i_2} = a_p \).

Similarly, assume all \( a_{ij} \) are not \( a_{p+1} \). We have
\[
D_{a_{i-1}a_i} D_{a_{i+1}a_i} : X_{a_1 a_2, \ldots, a_n a_1} =
\]
\[
= \left( \sum_{c, d \geq 1} X_{a_{ij-1}c} X_{a_{ij+1}d} \frac{\partial}{\partial X_{a_{pc}}} \frac{\partial}{\partial X_{a_{pd}}} \right) X^2_{a_{p+1} a_{p+1}, \ldots} =
\]
\[
= (X_{a_{i-1}a_{p+1}} X_{a_{i+1}a_{p+1}}) X^2_{a_p a_{p+1}, \ldots}.
\]

Note we have a square \( X^2_{a_p a_{p+1}} \). Hence, we will get two (same) monomials. Compared with \( (t_{i_1}, \ldots, t_{i_d}) \), this differential operator \( D_{(a_1, \ldots, a_d)} \) corresponds to two \( d \)-tuples in variables \( t_i, 1 \leq i \leq n \). They are
\[
(t_{i_1}, \ldots, t_{i_k}, \ldots, t_{i_j}, \ldots, t_{i_d}),
\]
\[
(t_{i_1}, \ldots, t_{i_j}, \ldots, t_{i_k}, \ldots, t_{i_d}).
\]

Similarly, if some \( a_{ij} \) are \( a_{p+1} \), then the conclusion follows by the combination of the above argument and Case 2. (If it contains both \( a_p \) and \( a_q \),
then it corresponds to 4 permutations.) We conclude all non-trivial differential operators \( D_{(a_1, \ldots, a_d)} \) in the case correspond to \( \binom{n-2}{d-2}d! \) \( d \)-tuples in variables \( t_i, 1 \leq i \leq n \).

By the discussion above, the number of \( d \)-tuples in variables \( t_i, 1 \leq i \leq n \), corresponding to the nontrivial differential operators with respect to the monomial \( X_{(a_1, \ldots, a_n)} \) is
\[
\binom{n-2}{d} d! + 2 \times \frac{1}{2} \binom{n-2}{d-1} d! + 2 \times \frac{1}{2} \binom{n-2}{d-2} d! = \binom{n}{d} d!.
\]

These \( \binom{n}{d} d! \) \( d \)-tuples are different. Hence, we have
\[
d \times W([d])M_{\hat{g}}(a_1, \ldots a_n) = d \times \sum_{\sigma \text{ - cycle in } S_n} M_{\pi \hat{g}}(a_1, \ldots a_n).
\]

For the general case that there are \( k \) same factors in \( X_{a_1a_2 \ldots a_na_1} \), the same argument proves what we want. We leave it to the reader to check.

Combining the above three cases, we get the following formula by summing over all monomials \( M_{\hat{g}}(a_1, \ldots, a_n) = X_{(a_1, \ldots, a_n)} \) in \( \Phi(g) \),
\[
\Phi(K_{1n-2g}) = W([d])\Phi(g).
\]

\[\square\]

4. Another Definition of \( W([n]) \)

In this section, we will consider \( W([n]) \) as a differential operator on the ring \( \mathbb{C}[p_1, p_2, \ldots] \) or \( \mathbb{C}[[p_1, p_2, \ldots]] \) by Theorem 2.8

4.1. Definition of \( \Delta_n \). Consider the cut-and-join operator \( \Delta \) [4],
\[
\Delta = \frac{1}{2} \sum_{i \geq 1} \sum_{j \geq 1} (ijp_{i+j} \frac{\partial^2}{\partial p_i \partial p_j} + (i+j)p_i p_j \frac{\partial}{\partial p_{i+j}}).
\]

Recall Definition 2.9 and 2.10. We have the following proposition.

**Proposition 4.1.** For any \( g \in \mathbb{C}S_n \),
\[
\Phi(K_{1n-2g}) = \Delta \Phi(g).
\]

**Proof.** Goulden proves this in [4] Prop 3.1. \[\square\]

**Definition 4.2.** For any permutation \( \delta \in S_d \), let \( \delta = \delta_1 \ldots \delta_m \), which is the decomposition of \( \delta \) into disjoint cycles. For a positive integer \( N \leq d \), \( N \in \delta_i \) means \( \delta_i(N) \neq N \). Fix \( d \) positive integers \( a_j \), where \( 1 \leq j \leq d \). Define \( \hat{\psi}_\delta(a_1, \ldots, a_d) \) to be the monomial
\[
\hat{\psi}_\delta(a_1, \ldots, a_d) = \prod_{i=1}^m p_{\sum_{j \in \delta_i} a_j}.
\]

Similarly, define \( \frac{\partial}{\partial \hat{\psi}_\delta}(a_1, \ldots, a_d) \) to be the operator on \( \mathbb{C}[[p_1, p_2, \ldots]] \),
\[
\frac{\partial}{\partial \hat{\psi}_\delta}(a_1, \ldots, a_d) = \prod_{i=1}^m (\sum_{j \in \delta_i} a_j \frac{\partial}{\partial p_{\sum_{j \in \delta_i} a_j}}).
\]

If we fix positive integers \( d \) and \( a_1, \ldots, a_d \), we abbreviate \( \hat{\psi}_\delta(a_1, \ldots, a_d) \) by \( \hat{\psi} \) and \( \frac{\partial}{\partial \hat{\psi}}(a_1, \ldots, a_d) \) by \( \frac{\partial}{\partial \hat{\psi}} \).
Remark 4.3. For any element \(\delta \in S_d\), it can be written as the product of disjoint cycles. In this paper, we also write “1-cycle” explicitly to make the above notations clearer. For example, let’s consider the permutation \((123) \in S_4\). In this paper we prefer to write it as \((123)(4)\). In particular, we define an integer \(n\) contained in a 1-cycle \((n')\) if and only if \(n = n'\).

Example 4.4. Let \(\delta = (123)(4) \in S_4\), then we have

\[
\hat{p}_\delta(a_1, \ldots, a_4) = p_{a_1+a_2+a_3}a_4, \\
\frac{\partial}{\partial \hat{p}_\delta}(a_1, \ldots, a_4) = (a_1 + a_2 + a_3)a_4 \frac{\partial^2}{\partial p_{a_1+a_2+a_3} \partial p_{a_4}}.
\]

Remark 4.5. Given \(\delta \in S_d\), we consider \(\hat{p}_\delta\) as a map from \(\mathbb{Z}_d^{>0}\) to \(\mathbb{C}[p_1, p_2, \ldots]\) and \(\frac{\partial}{\partial \hat{p}_\delta}\) as a map from \(\mathbb{Z}_d^{>0}\) to \(\mathbb{C}[\frac{\partial}{\partial p_1}, \frac{\partial}{\partial p_2}, \ldots]\). Generally, we can introduce variables \(t_i\) and we write \(\hat{p}_\delta\) and \(\frac{\partial}{\partial \hat{p}_\delta}\) in the following form similar to Definition 3.12,

\[
\hat{p}_\delta(t_1, \ldots, t_d) = \prod_{i=1}^m p_{\sum_{j \in \delta_i} t_j}, \\
\frac{\partial}{\partial \hat{p}_\delta}(t_1, \ldots, t_d) = \prod_{i=1}^m \left(\sum_{j \in \delta_i} t_j \frac{\partial}{\partial p_{\sum_{j \in \delta_i} t_j}}\right).
\]

Definition 4.6. Consider the \(d\)-cycle \((d \ldots 2 1)\) in \(S_d\). We define the bijective map \(\phi_d\) of \(S_d\) as

\[
\phi_d(\delta) = (d \ldots 1)\delta, \quad \delta \in S_d.
\]

If we fix \(d\), we will use \(\phi\) to represent this map.

Definition 4.7. We define the differential operator \(\Delta_d\) on the polynomial ring \(\mathbb{C}[p_1, p_2, \ldots]\) as

\[
\Delta_d = \frac{1}{d} \sum_{\delta \in S_d} \sum_{a_1 \geq 1, \ldots, a_d \geq 1} \hat{p}_{\phi(\delta)}(a_1, \ldots, a_d) \frac{\partial}{\partial \hat{p}_\delta}(a_1, \ldots, a_d).
\]

Remark 4.8. The definition of the operator \(\Delta_d\) depends on the map \(\phi_d(\delta) = (d \ldots 1)\delta\), where \((d \ldots 1)\) is a \(d\)-cycle. Indeed, we can replace \((d \ldots 1)\) by any \(d\)-cycle in \(S_d\) and define a new bijective map of \(S_d\), which will give the same operator \(\Delta_d\). We will prove this property in Corollary 4.28 and 4.42.

Now we give two examples about the operator \(\Delta_d\).

Example 4.9.

\[
\Delta_2 = \frac{1}{2} \sum_{i \geq 1} \sum_{j \geq 1} (ijp_{i+j}) \frac{\partial^2}{\partial p_i \partial p_j} + (i + j)p_ip_j \frac{\partial}{\partial p_{i+j}}.
\]
where the first part corresponds to (1)(2) \in S_2 and the second part corresponds to (12) \in S_2. We see that \( \Delta_2 \) is the cut-and-join operator \( \Delta \).

\[
\Delta_d = \frac{1}{3} \sum_{i_1, i_2, i_3 \geq 1} (i_1 i_2 i_3 p_{i_1+i_2+i_3} \frac{\partial^3}{\partial p_{i_1} \partial p_{i_2} \partial p_{i_3}}) + (1)(2)(3) \\
+ i_1 (i_2 + i_3)p_{i_1+i_2+i_3} \frac{\partial^2}{\partial p_{i_1} \partial p_{i_2+i_3}} + (1)(23) \\
+ i_2 (i_1 + i_3)p_{i_1+i_2+i_3} \frac{\partial^2}{\partial p_{i_1} \partial p_{i_2+i_3}} + (2)(13) \\
+ i_3 (i_1 + i_2)p_{i_1+i_2+i_3} \frac{\partial^2}{\partial p_{i_1} \partial p_{i_2+i_3}} + (3)(12) \\
+ (i_1 + i_2 + i_3)p_{i_1+i_2+i_3} \frac{\partial}{\partial p_{i_1+i_2+i_3}} + (132).
\]

where each summation corresponds to the permutation \((1)(2)(3),(1)(23),(2)(13),(3)(12),(132),(312)\) in turn.

**Definition 4.10.** Let \( n \) and \( d \) be positive integers, \( d \leq n \). \( C_{n,d} \) is the set of all \( d \)-cycles in \( S_n \) and \( \bar{C}_{n,d} \) is the set of all \( d \)-tuples \( [a_1, \ldots, a_d] \) with positive integers \( a_i \) such that \( 1 \leq a_i \leq n \) and \( a_i \neq a_j \) if \( i \neq j \). We define a map \( \pi_{n,d} : \bar{C}_{n,d} \rightarrow C_{n,d} \) such that

\[
\pi_{n,d}([a_1, \ldots, a_d]) = (a_1 \ldots a_d).
\]

Clearly, this map is \( d \)-to-1. Given an \( d \)-tuple \( \bar{\sigma} \in \bar{C}_{n,d} \) and a permutation \( g \in S_n \), we define the action of \( \bar{C}_{n,d} \) on \( S_n \) as following.

\[
\bar{\sigma} g := \pi_{n,d}(\bar{\sigma}) g.
\]

We define \( C \bar{C}_{n,d} = \bigoplus_{[a_1, \ldots, a_d] \in \bar{C}_{n,d}} C[a_1, \ldots, a_d] \) as the vector space with basis the elements of \( \bar{C}_{n,d} \). Finally, we define the element \( \bar{K}_{1^n-d} \in C \bar{C}_{n,d} \) as the sum of all \( d \)-tuples in \( C_{n,d} \).

In this paper, given positive integers \( n \) and \( d \), we abbreviate \( \pi_{n,d} \) by \( \pi \) and consider \( \pi \) as a linear map from \( C \bar{C}_{n,d} \) to \( C C_{n,d} \). We are going to use \( \bar{K}_{1^n-d} \) to show that

\[
d\Phi(K_{1^n-d} g) = \Phi(\bar{K}_{1^n-d} g) = d \Delta_d \Phi(g).
\]

**4.2. Proof when \( d = 3 \).** Given \( \bar{\sigma} \in \bar{C}_{n,3} \) and \( g \in S_n \), we will calculate \( \bar{\sigma} g \) and translate it into differential operators and polynomials.

**Construction 4.11.** Let \( \bar{\sigma} = [j_3, j_2, j_1] \) be a 3-tuple. We are going to classify elements \( g \in S_n \) according to the occurrence of \( j_1, j_2, j_3 \) in the disjoint cycles appearing in \( g \). There are 6 cases with respect to \( \bar{\sigma} \), one for each permutation of \( S_3 \),

1. \( g = (j_1)\ldots(j_2)\ldots(j_3)\ldots \),
2. \( g = (j_1)\ldots(j_2)\ldots(j_3)\ldots \),
3. \( g = (j_1)\ldots(j_3)\ldots(j_2)\ldots \),
4. \( g = (j_1)\ldots(j_2)\ldots(j_3)\ldots \),
5. \( g = (j_1)\ldots(j_2)\ldots(j_3)\ldots \),
6. \( g = (j_1)\ldots(j_2)\ldots(j_3)\ldots \),
Clearly, for any element \( g \in S_n \), it falls into one and only one case with respect to \( \bar{\sigma} \). Now, consider case (4) \( g = (j_1, j_2, (j_3, \ldots)) \), where the red dots represent the digits after \( j_1 \) before \( j_2 \), the blue dots represent the other digits after \( j_2 \) before \( j_1 \) (since it is a cycle, so the last element will go back to \( j_1 \)) and the green dots represent the other digits in the cycle of \( j_3 \). We use the following steps to calculate \( \bar{\sigma}g \):

1. Restrict \( g = (j_1, j_2, (j_3, \ldots)) \) to the element \( (j_1j_2)(j_3) \) by forgetting all digits except \( j_1, j_2, j_3 \) but preserving the cycle structure. \((j_1j_2)(j_3)\) can be considered as an element in \( Aut\{j_1, j_2, j_3\} \). Let \( g_\sigma = (j_1j_2)(j_3) \).
2. Calculate \( [j_3, j_2, j_1]g_\sigma = (j_1)(j_2j_3) \).
3. Insert all numbers forgotten by the restriction into \( \bar{\sigma}g_\sigma \), then we have the consequence,

\[
\bar{\sigma}g = (j_1)(j_2 \bar{j_3 \ldots}) \ldots .
\]

This procedure works for all cases.

**Remark 4.12.** Let \( \bar{\sigma} = [3, 2, 1] \) and \( \bar{\sigma}' = [1, 3, 2] \). Although \( \pi(\bar{\sigma}) = \pi(\bar{\sigma}') = (132) \), \( g_\bar{\sigma} \) and \( g_{\bar{\sigma}'} \) are not in the same type in general. For instance, assume \( g = (12)(3) \). Consider \( \bar{\sigma} = [3, 2, 1] \), so that hence \( g_{\bar{\sigma}} = (j_1j_2)(j_3) \), which is in Case (4). Now, consider \( \bar{\sigma}' = [132] \), so that \( g_{\bar{\sigma}'} = (j_3j_1)(j_2) \), which is in Case (3).

Given different \( \bar{\sigma}_1, \bar{\sigma}_2 \), we can get \( g_{\bar{\sigma}_1} = g_{\bar{\sigma}_2} \). For example, if \( g = (321), \bar{\sigma}_1 = [3, 2, 1] \) and \( \bar{\sigma}_2 = [1, 3, 2] \), then we have \( g_{\bar{\sigma}_1} = (321) = (213) = g_{\bar{\sigma}_2} \).

**Remark 4.13.** Let \( g \) be a permutation in \( S_n, n \geq 3 \). We consider two 3-tuples \( \bar{\sigma} = [1, 2, 3] \) and \( \bar{\sigma}' = [j_3, j_2, j_1], j_1, j_2, j_3 \leq n \). Clearly, \( g_{\bar{\sigma}'} \in Aut\{j_3, j_2, j_1\} \) and \( g_\bar{\sigma} \in Aut\{1, 2, 3\} \). But, we want to compare the two permutations in the same permutation group \( S_3 = Aut\{1, 2, 3\} \). Hence, we have to fix a bijective map between \( \{1, 2, 3\} \) and \( \{j_3, j_2, j_1\} \). We construct the map by sending the largest integer in \( \{j_3, j_2, j_1\} \) to 3, smallest one to 1 and the last one to 2. This map will induce an isomorphism \( \phi : Aut\{j_3, j_2, j_1\} \to Aut\{1, 2, 3\} \). Hence, by an abuse of notations, \( g_{\bar{\sigma}'} \in S_3 \) means \( \phi(g_{\bar{\sigma}'}) \in S_3 \).

**Definition 4.14.** Let \( \alpha \) be a permutation in \( S_n \) and let \( \bar{\sigma} \in C_{n,3} \). We say \( (\alpha, \bar{\sigma}) \) is of type \( i \), if \( \alpha \) and \( \bar{\sigma} \) corresponds to Case (i) in Construction \[ \ref{4.11} \] \( 1 \leq i \leq 6 \).

Let \( \omega = (j_d \ldots j_2 j_1) \) be a \( d \)-cycle in \( S_n \) (or a \( d \)-tuple \( \{j_d, \ldots, j_2, j_1\} \)) and \( \alpha = \alpha_1 \ldots \alpha_l \) be any permutation in \( S_n \), where \( \alpha_1 \ldots \alpha_l \) is the unique product of disjoint cycles. The following set \( L_i \) for fixed integer \( i, 1 \leq i \leq d \),

\[
L_i = \{ l \mid \alpha^l(j_i) \text{ is any } j_k, 1 \leq k \leq d, l \geq 1 \},
\]

is nonempty, because \( \alpha^{n!} \) is the identity map on the set \( \{1, \ldots, n\} \), so \( \alpha^{n!}(j_i) = j_i \) implies that \( n! \) is contained in this set.

**Definition 4.15.** We define the "distance" between \( j_i \) and the set \( \{j_1, \ldots, j_d\} \) with respect to the permutation \( \alpha \) as

\[
\text{dist}(j_i, \alpha, j_1, j_2, \ldots, j_d) = \min(L_i).
\]
Example 4.16. We give some examples about the definition above. Consider Case (5) in Construction 4.11.

\[ \omega = (j_3 j_2 j_1), \quad \alpha = (j_1 \ldots j_2 \ldots j_3 \ldots) \alpha_2 \ldots \alpha_t, \]

where \( \alpha_1 = (j_1 \ldots j_2 \ldots j_3 \ldots) \). dist\((j_3, \alpha, j_1, j_2, j_3)\) is the "distance" between \( j_3 \) and \( j_1 \) in the cycle \( \alpha_1 \), because \( j_1 \) is the first element in \( \{ j_1, j_2, j_3 \} \) after \( j_3 \) under the action of \( \alpha \). Similarly, dist\((j_2, \alpha, j_1, j_2, j_3)\) is the "distance" between \( j_2 \) and \( j_3 \). Clearly, \[ \sum_{1 \leq i \leq 3} \text{dist}(\alpha, j_1, j_2, j_3) \] is the length of the cycle \( \alpha_1 \).

Now, let’s consider Case (1) in Construction 4.11.

\[ \alpha = (j_1 \ldots) (j_3 \ldots) \alpha_4 \ldots \alpha_t. \]

In this case, dist\((j_1, \alpha, j_1, j_2, j_3)\) is the length of the disjoint cycle containing \( j_1 \).

Remark 4.17. \( \alpha, \omega \) are permutations in \( S_n \), where \( \omega \) is a \( d \)-cycle \( (j_d \ldots j_1) \). Let \( \alpha' = \omega \alpha \). Then, we have

\[ \text{dist}(j_i, \alpha, j_i, j_1, \ldots, j_d) = \text{dist}(j_i, \alpha', j_1, \ldots, j_d), \quad 1 \leq i \leq d. \]

This property comes from the calculation in Construction 4.11.

Definition 4.18. Given any permutation \( \alpha \in S_n \), we define the map

\[ I_{\alpha,n,3} : \bar{C}_{n,3} \rightarrow \mathbb{Z}_{>0}^3, \]

\[ I_{\alpha,n,3}(\lceil j_3, j_2, j_1 \rceil) = (i_3, i_2, i_1), \]

where \( i_k = \text{dist}(j_k, \alpha, j_1, j_2, j_3), 1 \leq k \leq 3. \)

Definition 4.19. Let \( \alpha \) be a permutation in \( S_n \) and let \( i_k \) be positive integers, \( 1 \leq k \leq 3 \). \( m \) is a positive integer such that \( 1 \leq m \leq 6 \). Define the subset \( C_{n,3}^m(\alpha, i_3, i_2, i_1) \) of \( C_{n,3} \) as

\[ C_{n,3}^m(\alpha, i_3, i_2, i_1) = \{ \lceil j_3, j_2, j_1 \rceil \mid i_k = \text{dist}(j_k, \alpha, j_1, j_2, j_3), 1 \leq k \leq 3, \]

\( \text{(\( \alpha, [j_3, j_2, j_1] \)) is of type \( m \)} \} \}

Remark 4.20. Let \( \alpha \) be a permutation in \( S_n \). We have

\[ C_{n,3} = \bigcup_{m=1}^{6} \bigcup_{i_1, i_2, i_3 \geq 1} C_{n,3}^m(\alpha, i_3, i_2, i_1). \]

Given any 3-tuple \( [j_3, j_2, j_1] \), the "distance" dist\((j_1, \alpha, j_1, \ldots, j_3)\) and the type of \( (\alpha, [j_3, j_2, j_1] \) are uniquely determined. Hence, \( \bigcup_{m=1}^{6} \bigcup_{i_1, i_2, i_3 \geq 1} C_{n,3}^m(\alpha, i_3, i_2, i_1) \) is a disjoint union. Also, there are only finitely many nonempty sets \( C_{n,3}(\alpha, i_3, i_2, i_1) \) in the above union.

Lemma 4.21. Let \( \alpha \) be a permutation in \( S_n \) and let \( i_1, i_2, i_3 \) be three positive integers. We have the following formula

\[ \Phi(\sum_{[j_3, j_2, j_1] \in C_{n,3}^m(\alpha, i_3, i_2, i_1)} [j_3, j_2, j_1] \alpha) = i_1 i_2 i_3 p_{i_1} + i_2 + i_3 \frac{\partial^3 \Phi(\alpha)}{\partial p_{i_1} \partial p_{i_2} \partial p_{i_3}} \]

\[ = \hat{p}_{\Phi(1)(2)(3)}(i_1, i_2, i_3) \frac{\partial}{\partial \hat{p}_{(1)(2)(3)}}(i_1, i_2, i_3) \Phi(\alpha), \]
Proof. Let \( \alpha \) be a permutation in \( S_n \) and let \( i_1, i_2, i_3 \) be three positive integers. \( c_v \) is the number of disjoint cycles with length \( i_v \) in \( \alpha \). The number of elements in \( C_{n,3}^{1}(\alpha, i_1, i_2, i_1) \) is \( \prod_{v=1}^{3} c_v i_v \).

Proof. If there is no disjoint cycles with length \( i_v \) of \( \alpha \) for some \( 1 \leq v \leq 3 \), then \( C_{n,3}^{1}(\alpha, i_1, i_2, i_1) \) is empty. Also, since \( c_v = 0 \), we have \( \prod_{v=1}^{3} c_v i_v = 0 \). The statement is true in this special case.

Now we assume that there is at least one disjoint cycle with length \( c_v \) in \( \alpha \). We first pick disjoint cycle \( \alpha'_v \) with length \( i_v \) in \( \alpha \), \( 1 \leq v \leq 3 \). The number of the choices of \( \alpha'_1, \alpha'_2, \alpha'_3 \) is \( \prod_{v=1}^{3} c_v \). After we pick three disjoint cycles \( \alpha'_1, \alpha'_2, \alpha'_3 \), we can pick any integer \( j_v \) from \( \alpha'_v \), \( 1 \leq v \leq 3 \), and these three integers form a unique 3-tuple \( [j_3, j_2, j_1] \) in \( C_{n,3}^{3}(\alpha, i_3, i_2, i_1) \). We can construct \( i_1i_2i_3 \) many 3-tuples in \( C_{n,3}^{1}(\alpha, i_1, i_2, i_1) \) from these three disjoint cycles \( \alpha'_1, \alpha'_2, \alpha'_3 \). In this way, we can
construct $\prod_{v=1}^{3} c_v i_v$ many 3-tuples in $\tilde{C}_{n,3}^1(\alpha, i_3, i_2, i_1)$. It is easy to prove that they are all elements in $\tilde{C}_{n,3}^1(\alpha, i_3, i_2, i_1)$.

**Remark 4.23.** Let $\alpha$ be a permutation in $S_n$ and let $\tilde{\sigma}$ be an element in the set $\tilde{C}_{n,3}^1(\alpha, i_3, i_2, i_1)$. We use the same notations for $\alpha$ and $\tilde{\sigma}$ as in Lemma 4.11, i.e.

$$\alpha = (j_1...)(j_2...)(j_3...)\alpha_4...\alpha_l, \quad \tilde{\sigma} = [j_3,j_2,j_1].$$

Also, by definition we have

$$i_k = \text{dist}(j_k, \alpha, j_1, j_2, j_3), \quad 1 \leq k \leq 3.$$

We assume the lengths of disjoint cycles $\alpha_v$, $4 \leq v \leq l$, are not $i_1, i_2, i_3$. By simple calculations, we have

$$\alpha = (j_1...)(j_2...)(j_3...)\rho_4...\rho_l \quad \Rightarrow \quad \tilde{\sigma}\alpha = (j_3...j_2...j_1...)\rho_4...\rho_l$$

$$\Phi(\alpha) = p_{i_1} p_{i_2} p_{i_3} \Phi(\rho_4...\rho_l) \quad \Rightarrow \quad \Phi(\tilde{\sigma}\alpha) = p_{i_1+i_2+i_3} \Phi(\rho_4...\rho_l),$$

and

$$p_{i_1+i_2+i_3} \frac{\partial^3}{\partial p_{i_1} \partial p_{i_2} \partial p_{i_3}} \Phi(\alpha) = \Phi(\tilde{\sigma}\alpha).$$

Clearly, for any element $\tilde{\sigma}'$ in $\tilde{C}_{n,3}^1(\alpha, i_3, i_2, i_1)$, we have

$$\Phi(\tilde{\sigma}' \alpha) = \Phi(\tilde{\sigma}\alpha),$$

which means

$$p_{i_1+i_2+i_3} \frac{\partial^3}{\partial p_{i_1} \partial p_{i_2} \partial p_{i_3}} \Phi(\alpha) = \Phi(\tilde{\sigma}' \alpha).$$

Now we give the proof of Lemma 4.21

**Proof.** If $\tilde{C}_{n,3}^1(\alpha, i_3, i_2, i_1)$ is empty, we assume that there is no disjoint cycle with length $i_1$ in $\alpha$. We have

$$\Phi(\sum_{[j_3,j_2,j_1] \in \tilde{C}_{n,3}^1(\alpha, i_3, i_2, i_1)} [j_3,j_2,j_1] \alpha) = 0.$$

Since there is no disjoint cycle with length $i_1$ in $\alpha$, we have

$$\frac{\partial \Phi(\alpha)}{\partial p_{i_1}} = 0.$$

Hence, the equation holds

$$0 = \Phi(\sum_{[j_3,j_2,j_1] \in \tilde{C}_{n,3}^1(\alpha, i_3, i_2, i_1)} [j_3,j_2,j_1] \alpha) = i_1 i_2 i_3 p_{i_1+i_2+i_3} \frac{\partial^3 \Phi(\alpha)}{\partial p_{i_1} \partial p_{i_2} \partial p_{i_3}} = 0.$$

Now we assume there is at least one disjoint cycle with length $i_v$ in $\alpha$. The number of disjoint cycles with length $i_v$ in $\alpha$ is $c_v$. By Lemma 4.22 we know the number of elements in $\tilde{C}_{n,3}^1(\alpha, i_3, i_2, i_1)$ is $\prod_{v=1}^{3} c_v i_v$. By Lemma 4.22 and Remark 4.23 we have

$$\left( \sum_{[j_3,j_2,j_1] \in \tilde{C}_{n,3}^1(\alpha, i_3, i_2, i_1)} [j_3,j_2,j_1] \alpha \right) = \left( \prod_{v=1}^{3} c_v i_v \right) \Phi(\alpha'),$$

where $\alpha' = [j_3,j_2,j_1] \alpha$ for some $[j_3,j_2,j_1] \in \tilde{C}_{n,3}^1(\alpha, i_3, i_2, i_1)$. By Remark 4.23 we know $\Phi([j_3,j_2,j_1] \alpha)$ does not depend on the choice of $[j_3,j_2,j_1]$ in $\tilde{C}_{n,3}^1(\alpha, i_3, i_2, i_1)$.
By assumption, there are \( c_v \) disjoint cycles with length \( i_v \) in \( \alpha \), it means that the order of \( p_{i_v} \) in the monomial \( \Phi(\alpha) \) is \( c_v \). So, when we calculate \( \frac{\partial^3 \Phi(\alpha)}{\partial p_{i_1} \partial p_{i_2} \partial p_{i_3}} \), we will have a coefficient \( c_v \), i.e.

\[
p_{i_1 + i_2 + i_3} \frac{\partial^3 \Phi(\alpha)}{\partial p_{i_1} \partial p_{i_2} \partial p_{i_3}} = \left( \prod_{v=1}^{3} c_v \right) \Phi(\alpha').
\]

So, we have

\[
\Phi(\sum_{[j_3, j_2, j_1] \in C_{n, 3}^m(\alpha, i_3, i_2, i_1)} [j_3, j_2, j_1] \alpha) = i_1 i_2 i_3 p_{i_1 + i_2 + i_3} \frac{\partial^3 \Phi(\alpha)}{\partial p_{i_1} \partial p_{i_2} \partial p_{i_3}}.
\]

\( \square \)

Now we are ready to prove the theorem.

**Theorem 4.24.** Let \( g \) be an element in \( \mathbb{C}S_n \). We have

\[
3\Phi(K_{31^{n-3}} g) = \Phi(\tilde{K}_{31^{n-3}} g) = 3\Delta_3 \Phi(g).
\]

**Proof.** We assume that \( g \) is a permutation in \( S_n \), i.e. \( g = \alpha \in S_n \). By Remark 4.20, we have

\[
\tilde{C}_{n, 3} = \bigcup_{m=1}^{6} \bigcup_{i_1, i_2, i_3 \geq 1} \tilde{C}_{n, 3}^m(\alpha, i_3, i_2, i_1).
\]

Then, we get

\[
\Phi(\tilde{K}_{31^{n-3}} g) = \Phi(\sum_{m=1}^{6} \sum_{i_1, i_2, i_3 \geq 1} \sum_{[j_3, j_2, j_1] \in C_{n, 3}^m(\alpha, i_3, i_2, i_1)} [j_3, j_2, j_1] \alpha) = \sum_{i_1, i_2, i_3 \geq 1} (i_1 i_2 i_3 p_{i_1 + i_2 + i_3} \frac{\partial^3 \Phi(\alpha)}{\partial p_{i_1} \partial p_{i_2} \partial p_{i_3}} + i_1 (i_2 + i_3) p_{i_1 + i_3} p_{i_2} \frac{\partial^2 \Phi(\alpha)}{\partial p_{i_1} \partial p_{i_2 + i_3}} + i_2 (i_1 + i_3) p_{i_1 + i_2} p_{i_3} \frac{\partial^2 \Phi(\alpha)}{\partial p_{i_1 + i_3} \partial p_{i_2}} + i_3 (i_1 + i_2) p_{i_3} p_{i_1 + i_2} \frac{\partial^2 \Phi(\alpha)}{\partial p_{i_2} \partial p_{i_1 + i_3}} + (i_1 + i_2 + i_3) p_{i_1} p_{i_2} p_{i_3} \frac{\partial \Phi(\alpha)}{\partial p_{i_1 + i_2 + i_3}}) \Phi(g) = 3\Delta_3 \Phi(g),
\]

where the second equality comes from Lemma 4.21 and the last equality comes from Definition 4.7 or Example 4.9.

\( \square \)

We now give the extended definition of \( \phi \) (Definition 4.10) and the construction of new differential operator if we choose arbitrary \( d \)-cycle (Definition 4.7).
Definition 4.25. Given an $d$-cycle $\beta$ in $S_d$, we define the map $\phi_\beta : S_d \rightarrow S_d$ as
$$\phi_\beta(\delta) = \beta \delta, \quad \delta \in S_d.$$ Then, we construct $\Delta_\beta$, which is similar to $\Delta_d$ in Definition 4.7,
$$\Delta_\beta = \frac{1}{d} \sum_{\delta \in S_d} \sum_{a_1, \ldots, a_d \geq 1} \hat{p}_{\phi_\beta(\delta)}(a_1, \ldots, a_d) \frac{\partial}{\partial \hat{p}_\delta}(a_1, \ldots, a_d),$$
where we replace $\phi$ by $\phi_\beta$.

Remark 4.26. From this definition, it is clear $\Delta_{(321)} = \Delta_3$.

Remark 4.27. Recall the first formula in Lemma 4.12
$$i_1^2i_3 \Phi([j_3, j_2, j_1] \alpha) = \frac{\partial}{\partial \hat{p}_{(1)(2)(3)}}(i_1, i_2, i_3) \Phi(\alpha).$$ Similarly, we can prove
$$i_1^2i_3 \Phi([j_1, j_2, j_3] \alpha) = \frac{\partial}{\partial \hat{p}_{(1)(2)(3)}}(i_1, i_2, i_3) \Phi(\alpha),$$
where $\beta = (1 \ 2 \ 3)$. Indeed, the map $\phi_\beta$ corresponds to tuple $[j_1, j_2, j_3]$. We can prove the other formulas in Lemma 4.12 similarly.

Corollary 4.28. For any $3$-cycle $\beta$, $\Delta_3 = \Delta_\beta$ as operators on the ring $\mathbb{C}[p_1, p_2,...].$

Proof. Let $\beta = (1 \ 2 \ 3)$. We have
$$\Delta_3 \Phi(g) = \frac{1}{3} \Phi(\sum_{[j_3, j_2, j_1] \in C_{n,3}} [j_3, j_2, j_1] g)$$
$$= \Phi(\overline{K}_{31n-3} g)$$
$$= \Phi(\sum_{[j_1, j_2, j_3] \in C_{n,3}} [j_1, j_2, j_3] g)$$
$$= \Delta_\beta \Phi(g),$$
where the last equality comes from Remark 4.12. Hence, $\Delta_\beta = \Delta_3$ as operators on $\mathbb{C}[p_1, p_2,...].$ \hfill $\square$

Remark 4.29. The above argument can be extended to $\Delta_d$, $d \geq 4$, i.e., for any $d$-cycle $\beta$, $\Delta_\beta = \Delta_d$. This will be shown in Corollary 4.22.

4.3. General Case. The proof of the general case is very similar to the case $d = 3$.

First, we generalize Construction 4.11, Definition 4.18 and 4.19.

Construction 4.30. Let $\bar{\sigma} = [j_d, \ldots, j_1] \in \bar{C}_{n,d}$. We want to classify all permutations $g \in S_n$ according to the occurrence of $j_1, \ldots, j_d$ in the disjoint cycles appearing in $g$. Restrict $g$ to a permutation $g_{\bar{\sigma}}$ in $S_d$ by forgetting all digits except for $j_1, \ldots, j_d$ but preserving the cycle structure (similar to the construction of $g_{\bar{\sigma}}$ in Construction 4.11). There are $d!$ possible choices for $g_{\bar{\sigma}}$, each of which corresponds to a permutation in $S_d$. By an abuse of the notation, $S_d$ is the permutation group of $\{1, \ldots, d\}$. (Recall Remark 4.12 and see Notation 4.11). We say $(g, \bar{\sigma})$ is of type $\tau \in S_d$, if $\tau = g_{\bar{\sigma}} \in S_d$. Clearly, for any element $g \in S_n$, it falls into one and only one case with respect to $\bar{\sigma}$.

We want to explain the notation $\tau = g_{\bar{\sigma}} \in S_d$ in the above construction.
Notation 4.31. Let \( g \) be a permutation in \( S_n, n \geq d \). We consider two \( d \)-tuples \( \bar{\sigma} = [d, d-1, \ldots, 2, 1] \) and \( \bar{\sigma'} = [j_d, \ldots, j_1] \) in \( C_{n,d} \). Clearly, \( g_{\bar{\sigma}} \in \text{Aut}\{j_d, \ldots, j_1\} \) and \( g_{\bar{\sigma}} \in S_d = \text{Aut}\{1, 2, \ldots, d\} \). But, we want to compare the two permutations in the same permutation group \( S_d = \text{Aut}\{1, 2, \ldots, d\} \). Recall the construction in Remark 4.13. Similarly, we construct the bijective map between \( \{1, \ldots, d\} \) and \( \{j_1, \ldots, j_d\} \) with respect to the order of the integers, which means small integer maps to the small one and larger integer goes to larger one. This map induces an isomorphism \( \phi : \text{Aut}\{j_d, \ldots, j_1\} \to \text{Aut}\{1, \ldots, d\} \). Hence, by an abuse of notations, \( g_{\bar{\sigma}} \in S_d \) means \( \phi(g_{\bar{\sigma}}) \in S_d \).

Definition 4.32. Given any permutation \( \alpha \in S_n \) and a positive integer \( d \) such that \( d \leq n \), we define the map

\[
I_{\alpha,n,d} : \bar{\mathcal{C}}_{n,d} \to \mathbb{Z}_{>0}^3,
\]

\[
I_{\alpha,n,d}(\bar{\tau}) = (i_d, \ldots, i_1),
\]

where \( i_k = \text{dist}(j_k, \alpha, j_1, \ldots, j_d), 1 \leq k \leq d \).

Definition 4.33. Let \( \alpha \) be a permutation in \( S_n \). Let \( d \) be a positive integer such that \( d \leq n \). \( i_k \) are positive integers, \( 1 \leq k \leq d \). Let \( \tau \) be a permutation in \( S_d \). We define the subset \( \bar{\mathcal{C}}^\tau_{n,d}(\alpha, i_1, \ldots, i_d) \) of \( \bar{\mathcal{C}}_{n,d} \) as

\[
\bar{\mathcal{C}}^\tau_{n,d}(\alpha, i_1, \ldots, i_d) = \{\bar{\tau} \in \bar{\mathcal{C}}_{n,d} \mid i_k = \text{dist}(j_k, \alpha, j_1, \ldots, j_d), 1 \leq k \leq d, (\alpha, [j_d, \ldots, j_1]) \text{ is of type } \tau\}.
\]

Remark 4.34. Let \( \alpha \) be a permutation in \( S_n \). We have

\[
\bar{\mathcal{C}}_{n,d} = \bigcup_{\tau \in S_d} \bigcup_{i_1, \ldots, i_d \geq 1} \bar{\mathcal{C}}^\tau_{n,d}(\alpha, i_1, \ldots, i_d).
\]

Given any \( d \)-tuple \( [j_d, \ldots, j_1] \), the "distance" \( \text{dist}(j_1, \alpha, j_1, \ldots, j_d) \) and the type of \( (\alpha, [j_d, \ldots, j_1]) \) are uniquely determined. Hence, the union above is a disjoint union. Also, there are only finitely many nonempty sets \( \bar{\mathcal{C}}^\tau_{n,d}(\alpha, i_1, \ldots, i_d) \) in the above union.

Lemma 4.35. Given any two elements \( \bar{\sigma} \) and \( \bar{\sigma'} \) in \( \bar{\mathcal{C}}^\tau_{n,d}(\alpha, i_1, \ldots, i_d) \), \( \bar{\sigma} \alpha \) and \( \bar{\sigma'} \alpha \) are of the same type.

Proof. Assume \( \bar{\sigma} = [j_d, \ldots, j_1] \) and \( \bar{\sigma'} = [j'_d, \ldots, j'_1] \). By Definition 4.33, \( \alpha \bar{\sigma} \) and \( \alpha \bar{\sigma'} \) are of the same type \( \tau \in S_d \). Hence, \( \alpha \bar{\sigma} \bar{\sigma} \) and \( \alpha \bar{\sigma'} \bar{\sigma'} \) are of the same type (The second step in Construction 4.11). Also, by definition, we know

\[
i_v = \text{dist}(j_v, \alpha, j_1, \ldots, j_d) = \text{dist}(j'_v, \alpha, j'_1, \ldots, j'_d).
\]

Hence, \( \bar{\sigma} \alpha \) and \( \bar{\sigma'} \alpha \) are of the same type. \( \square \)

Lemma 4.36. Let \( \alpha \) be an \( n \)-cycle in \( S_n \). Let \( \bar{\mathcal{C}}^\tau_{n,d}(\alpha, i_1, \ldots, i_d) \) be a nonempty set for some \( \tau \in S_d \), and \( \bar{\sigma} = [j_d, \ldots, j_1] \) is a \( d \)-tuple in the set \( \bar{\mathcal{C}}^\tau_{n,d}(\alpha, i_1, \ldots, i_d) \). Then, the number of all elements in this set \( \bar{\mathcal{C}}^\tau_{n,d}(\alpha, i_1, \ldots, i_d) \) is \( n \).

Proof. If we want to use \( \bar{\sigma} \) to construct some \( d \)-tuple \( [j'_d, \ldots, j'_1] \) in \( \bar{\mathcal{C}}^\tau_{n,d}(\alpha, i_1, \ldots, i_d) \), we have to pick \( d \) integers \( j'_i, 1 \leq i \leq d \) such that

\[
i_k = \text{dist}(j_k, \alpha, j_1, \ldots, j_d) = \text{dist}(j'_k, \alpha, j'_1, \ldots, j'_d).
\]
At the same time, we know $j_1, ..., j_d$ are in the same disjoint cycle and
\[
\sum_{k=1}^{d} \text{dist}(j_k, \alpha, j_1, ..., j_d) = \sum_{k=1}^{d} \text{dist}(j'_k, \alpha, j'_1, ..., j'_d) = n.
\]

Hence, the choice of $j'_1$ will completely determine the $d$-tuple $[j'_d, ..., j'_1]$. There are $n$ choices for $j'_1$ and each choice determines a unique $d$-tuple in $\bar{C}_{n, d}^\tau(\alpha, i_1, ..., i_d)$. It is easy to prove they are all of the elements in $\bar{C}_{n, d}^\tau(\alpha, i_1, ..., i_d)$. We leave it as an exercise for the reader. □

The following lemma is a generalization of Lemma 4.22.

**Lemma 4.37.** Let $\alpha$ be a permutation in $S_n$ and let $i_1, ..., i_d$ be $d$ positive integers smaller than $n$. Let $\tau$ be a permutation in $S_d$ and $\tau = \tau_1...\tau_m$, which is the product of disjoint cycles of $m$. We define new integers $\bar{i}_v$ as
\[
\bar{i}_v = \sum_{k \in \tau_v} i_k,
\]
where $1 \leq v \leq m$. We assume the number of disjoint cycles with length $\bar{i}_v$ in $\alpha$ is $c_v$, $1 \leq v \leq m$. Then, the number of elements in $\bar{C}_{n, d}^\tau(\alpha, i_1, ..., i_d)$ is $\prod_{v=1}^{m} c_v \bar{i}_v$.

**Proof.** If $\bar{\sigma} = [j_d, ..., j_1] \in \bar{C}_{n, d}^\tau(\alpha, i_1, ..., i_d)$, it means $\alpha_{\bar{\sigma}}$ is of type $\tau$ and the integers $j_d, ..., j_1$ are chosen from disjoint cycles $\alpha'_v$ with length $\bar{i}'_v$, $1 \leq v \leq m$, such that
\[
i_k = \text{dist}(j_k, \alpha, j_1, ..., j_d), \quad \bar{i}_v = \sum_{k \in \tau_v} i_k.
\]

By assumption, we know the number of disjoint cycles with length $\bar{i}_v$ in $\alpha$ is $c_v$, $1 \leq v \leq m$. Hence, the choice of the disjoint cycles $\alpha'_v$ with length $\bar{i}_v$, $1 \leq v \leq m$, is $\prod_{v=1}^{m} c_v$. Now we fix a possible choice for disjoint cycles $\alpha'_v$, $1 \leq v \leq m$. We want to pick integers $j'_k$, $k \in \tau_v$, from $\alpha'_v$ such that
\[
\bar{i}_v = \sum_{k \in \tau_v} i'_k, \quad i'_k = \text{dist}(j'_k, \alpha, j'_1, ..., j'_d) = i_k.
\]

By Lemma 4.36 the number of choices of picking such integers $j'_k$, $k \in \tau_v$, is $\bar{i}_v$, which is the length of $\alpha'_v$. The choices of integers $j'_k$ from different disjoint cycles are independent. Hence, given a possible choice for disjoint cycles $\alpha'_v$, $1 \leq v \leq m$, we can construct $\prod_{v=1}^{m} \bar{i}_v$ many $d$-tuples in $\bar{C}_{n, d}^\tau(\alpha, i_1, ..., i_d)$. In conclusion, we can construct $\prod_{v=1}^{m} c_v \bar{i}_v$ many $d$-tuples $\bar{C}_{n, d}^\tau(\alpha, i_1, ..., i_d)$. It is easy to check they are all elements in $\bar{C}_{n, d}^\tau(\alpha, i_1, ..., i_d)$.

□

**Remark 4.38.** We use the same notations as in Lemma 4.37. By Definition 4.3 we know
\[
\frac{\partial}{\partial \bar{p}_{\tau}}(i_1, ..., i_d) = \prod_{v=1}^{m} \left( \left( \sum_{k \in \tau_v} i_k \right) \frac{\partial}{\partial \bar{p}_{\tau}} \right) = \prod_{v=1}^{m} \left( \bar{i}_v \frac{\partial}{\partial \bar{p}_{\tau}} \right).
\]

The next lemma is a generalization of Lemma 4.21.
Lemma 4.39. Let $\alpha$ be a permutation in $S_n$ and let $i_1, \ldots, i_d$ be $d$ positive integers smaller than $n$. $\tau$ is a permutation in $S_d$. We have

$$
\Phi\left(\sum_{[j_d, \ldots, j_1] \in C_{n,d}^\tau(\alpha,i_1,\ldots,i_d)} [j_d, \ldots, j_1]\alpha\right) = \Phi(p_{\phi_d(\tau)}(i_1, \ldots, i_d)) \frac{\partial}{\partial p_{\tau}}(i_1, \ldots, i_d)\Phi(\alpha).
$$

Proof. We use the same notations as in Lemma 4.37. If $\bar{C}_{n,d}^\tau(\alpha,i_1,\ldots,i_1)$ is empty, with a similar argument as in Lemma 4.37, we can get

$$
0 = \Phi\left(\sum_{[j_d, \ldots, j_1] \in C_{n,d}^\tau(\alpha,i_1,\ldots,i_1)} [j_d, \ldots, j_1]\alpha\right) = \Phi(p_{\phi_d(\tau)}(i_1, \ldots, i_d)) \frac{\partial}{\partial p_{\tau}}(i_1, \ldots, i_d)\Phi(\alpha) = 0.
$$

Hence, we assume there is at least one disjoint cycle with length $\bar{\tau}_v$ in $\alpha$, $1 \leq v \leq m$. The number of disjoint cycles with length $\bar{\tau}_v$ in $\alpha$ is $c_v$. By Lemma 4.37, we know the number of elements in $C_{n,d}^\tau(\alpha,i_1,\ldots,i_1)$ is $\prod_{v=1}^m c_v\bar{\tau}_v$. By Lemma 4.35 and 4.37 we have

$$
\Phi\left(\sum_{[j_d, \ldots, j_1] \in C_{n,d}^\tau(\alpha,i_1,\ldots,i_1)} [j_d, \ldots, j_1]\alpha\right) = \left(\prod_{v=1}^m c_v\bar{\tau}_v\right)\Phi(\alpha'),
$$

where $\alpha' = [j_d, \ldots, j_1]\alpha$ for some $[j_d, \ldots, j_1] \in C_{n,d}^\tau(\alpha,i_1,\ldots,i_1)$ (By Lemma 4.33 $\Phi([j_d, \ldots, j_1]\alpha)$ does not depend on the choice of $[j_d, \ldots, j_1]$ in $C_{n,d}^\tau(\alpha,i_1,\ldots,i_1)$). By assumption, we know there are $c_v$ disjoint cycles with length $\bar{\tau}_v$ in $\alpha$, it means the order of $p_{\tau_v}$ in the monomial $\Phi(\alpha)$ is $c_v$. So, when we calculate $\frac{\partial \Phi(\alpha)}{\partial p_{\tau_v}}$, we will have a coefficient $c_v$. By Remark 4.38, we have

$$
\hat{p}_{\phi_d(\tau)}(i_1, \ldots, i_d) \frac{\partial}{\partial p_{\tau}}(i_1, \ldots, i_d)\Phi(\alpha) = \left(\prod_{v=1}^m c_v\bar{\tau}_v\right)\Phi(\alpha').
$$

Hence, we get the following equation

$$
\Phi\left(\sum_{[j_d, \ldots, j_1] \in C_{n,d}^\tau(\alpha,i_1,\ldots,i_1)} [j_d, \ldots, j_1]\alpha\right) = \hat{p}_{\phi_d(\tau)}(i_1, \ldots, i_d) \frac{\partial}{\partial p_{\tau}}(i_1, \ldots, i_d)\Phi(\alpha).
$$

\[
\square
\]

Theorem 4.40. For any $g \in CS_n$,

$$
\Phi(K_{1^n,d}g) = \Delta_d\Phi(g).
$$

Proof. We assume $g$ is a permutation in $S_n$. Say $g = \alpha$. By Remark 4.34, we have

$$
\bar{C}_{n,d} = \bigcup_{\tau \in S_d} \bigcup_{i_1, \ldots, i_d \geq 1} C_{n,d}^\tau(\alpha,i_1,\ldots,i_d).
$$

Then, we get

$$
\Phi(K_{1^n,d}\alpha) = \Phi\left(\sum_{\tau \in S_d} \sum_{i_1, \ldots, i_d \geq 1} \sum_{[j_d, \ldots, j_1] \in \bar{C}_{n,d}^\tau(\alpha,i_1,\ldots,i_1)} [j_d, \ldots, j_1]\alpha\right)
$$

$$
= \sum_{i_1, \ldots, i_d \geq 1} \sum_{\tau \in S_d} \hat{p}_{\phi_d(\tau)}(i_1, \ldots, i_d) \frac{\partial}{\partial p_{\tau}}(i_1, \ldots, i_d)\Phi(\alpha)
$$

$$
= d\Delta_d\Phi(\alpha),
$$

\[
\square
\]
where the second equality comes from Lemma 4.39 and the last equality comes from Definition 4.7. By Definition 4.10 we know the map \( \pi_{n,d} : \bar{C}_{n,d} \to C_{n,d} \) is a d-to-1 map. So, we have
\[
d\Phi(K_{1}^{n-d}d\alpha) = \Phi(\bar{K}_{1}^{n-d}d\alpha) = d\Delta_{d}\Phi(\alpha).
\]

\[\square\]

**Theorem 4.41.** For any positive integer \( d \), \( \Delta_{d} = W([d]) \) as an operator on \( \mathbb{C}[p_{1}, p_{2}, \ldots] \).

**Proof.** By Theorem 2.10 and Theorem 4.40, it is easy to get this consequence. \[\square\]

**Corollary 4.42.** For any \( \beta \in S_{d} \), \( \Delta_{d} = \Delta_{\beta} \) as operators on \( \mathbb{C}[p_{1}, p_{2}, \ldots] \).

**Proof.** Given any monomial \( \prod_{i=1}^{k} p_{j_{i}} \) in \( \mathbb{C}[p_{1}, p_{2}, \ldots] \), where \( j_{1} \leq j_{2} \leq \ldots \leq j_{k} \), it corresponds to the partition \( (j_{1}, \ldots, j_{k}) \). We pick a permutation \( g \) of type \( (j_{1}, \ldots, j_{k}) \). Then, we have
\[
\Delta_{d}\Phi(g) = \frac{1}{d}\Phi(\sum_{[j_{d}, \ldots, j_{1}] \in \bar{C}_{n,d}} [j_{d}, \ldots, j_{1}]g)
= \frac{1}{d}\Phi(\bar{K}_{1}^{n-d}d\Phi(g))
= \Phi(\sum_{[j_{\beta(1)}, \ldots, j_{\beta(1)}] \in \bar{C}_{n,d}} [j_{\beta(1)}, \ldots, j_{\beta(1)}]g)
= \Delta_{\beta}\Phi(g).
\]

\[\square\]

**Corollary 4.43.** Let \( d_{1}, d_{2} \) be positive integers. \( W([d_{1}]) \), \( W([d_{2}]) \) commutes as operators on \( \mathbb{C}[p_{1}, p_{2}, \ldots] \), i.e \( W([d_{1}])W([d_{2}]) = W([d_{2}])W([d_{1}]) \).

**Proof.** We take any monomial \( \prod_{i=1}^{k} p_{j_{i}} \) in the ring \( \mathbb{C}[p_{1}, p_{2}, \ldots] \). We pick a permutation \( g \) corresponding to this monomial. We have
\[
W([d_{1}])W([d_{2}])\Phi(g)
= \Phi(K_{1}^{n-d_{1}d_{1}}K_{1}^{n-d_{2}d_{2}}g)
= \Phi(K_{1}^{n-d_{1}d_{1}}K_{1}^{n-d_{2}d_{2}}g)
= W([d_{2}])W([d_{1}])\Phi(g).
\]

\( K_{1}^{n-d_{1}d_{1}}, K_{1}^{n-d_{2}d_{2}} \) commutes, because they are central element in \( \mathbb{C}S_{n} \). So, we have
\[
W([d_{1}])W([d_{2}]) = W([d_{2}])W([d_{1}]).
\]

\[\square\]

5. Hurwitz Enumeration Problem

Suppose \( f : X \to S^{2} \) is a continuous map and \( X \) is a degree \( n \) covering of \( S^{2} \) with branched points \( z_{1}, \ldots, z_{k} \). Let \( D \) be an open disc such that the branch points are on the boundary of \( D \). There are exactly \( d \) connected components in \( F^{-1}(D) \) which we label from 1 to \( d \). If we focus on a small neighborhood of \( z_{i} \), beginning on the sheet \( s \) and going around \( z_{i} \) counter clockwise, we will arrive at a point on
Definition 5.1. Given positive integers $d$, $n$, and $k$, where $d \leq n$, define the number $h_k^d(\alpha)$ as following

$$h_k^d(\alpha) = \text{Cov}_d(1^{n-d}d, ..., 1^{n-d}d, \alpha),$$

where $\alpha$ is a partition of $n$ and there are $k$ copies of partition $(1^{n-d}d)$. Define the generating function

$$H^d(z, p) = H^d(z, p_1, p_2, ...) = \sum_{n \geq 1} \frac{1}{n!} \sum_{k=1}^{\infty} h_k^d(\alpha) \frac{z^k}{k!} \Phi(\alpha).$$

Finally, we define the generating function

$$\hat{H}^d = e^{H^d}.$$  

Remark 5.2. We expand the generating function $\hat{H}^d$ with coefficients $\hat{h}_k^d(\alpha)$,

$$\hat{H}^d(z, p) = \hat{H}^d(z, p_1, p_2, ...) = \sum_{n \geq 1} \frac{1}{n!} \sum_{k=1}^{\infty} \hat{h}_k^d(\alpha) \frac{z^k}{k!} \Phi(\alpha).$$

It is easy to check $\hat{h}_k^d(\alpha)$ is the number of $(k + 1)$-tuples $(\sigma_1, ..., \sigma_k, \sigma) \in S_n^{k+1}$ satisfying the following conditions:

- $\sigma_i$ is of type $(1^{n-d}d)$ for all $i$ and $\sigma$ is of type $\alpha$,
- $\sigma_1...\sigma_k \sigma = 1$ (the monodromy condition).

Compared with $h_k^d(\alpha)$, we do not have the transitivity condition.

Definition 5.3. Given a positive integer $n$, let $\alpha$ be a partition of $n$. We define the set $A^d(\alpha, k)$ as $(k + 1)$-tuples $(\sigma_1, ..., \sigma_k, \sigma) \in S_n^{k+1}$ satisfying the two conditions in Remark 5.2, i.e.

- $\sigma_i$ is of type $(1^{n-d}d)$ for all $i$ and $\sigma$ is of type $\alpha$,
- $\sigma_1...\sigma_k \sigma = 1$ (the monodromy condition).

Also, we define another set

$$\tilde{A}^d(\alpha, k) = \{(\sigma_2, ..., \sigma_k, \sigma) \mid ((\sigma_k ... \sigma_2 \sigma)^{-1}, \sigma_2, ..., \sigma_k, \sigma) \in A^d(\alpha, k)\}.$$
If $S$ is a finite set, $|S|$ is the cardinality of the set $S$.

**Remark 5.4.** By the definition of $h_{k}^{d}(\alpha)$, we have

$$h_{k}^{d}(\alpha) = |A^{d}(\alpha, k)| = |\hat{A}^{d}(\alpha, k)|.$$  

Hence, we can write the generating function $\hat{H}^{d}[z, p]$ as

$$\hat{H}^{d}[z, p] = \hat{H}^{d}(z, p_{1}, p_{2}, \ldots) = \sum_{n \geq 1} \frac{1}{n!} \sum_{k=1}^{\infty} \sum_{\alpha \vdash n} |A^{d}(\alpha, k)| \frac{z^{k}}{k!} \Phi(\alpha).$$

**Remark 5.5.** Consider the generating series $\hat{H}^{d}[z, p]$. Given a specific set $A^{d}(\alpha, k)$, $\alpha \vdash n$, the elements in this set are $(k + 1)$-tuples $(\sigma_{1}, \ldots, \sigma_{k}, \sigma)$. The parameter corresponding to this set is $\frac{z^{k}}{k!} \Phi(\alpha)$, where the order of $z$ corresponds to the number of $d$-cycles $k$ and $\Phi(\alpha)$ corresponds to the permutation $\sigma$. We take the sum over all partitions. We will get the ”set-valued” generating function

$$\sum_{n \geq 1} \frac{1}{n!} \sum_{k=1}^{\infty} \sum_{\alpha \vdash n} A^{d}(\alpha, k) \frac{z^{k}}{k!} \Phi(\alpha).$$

Since every set is finite, we can take the cardinality of each set, and we get the generating function $\hat{H}^{d}[z, p]$ in Definition 5.7 or Remark 5.5.

Similarly, $\frac{\partial \hat{H}^{d}}{\partial z}$ is the generating function for the sets $A^{d}(\alpha, k)$, i.e.

$$\frac{\partial \hat{H}^{d}}{\partial z} = \sum_{n \geq 1} \frac{1}{n!} \sum_{k=1}^{\infty} \sum_{\alpha \vdash n} |A^{d}(\alpha, k)| \frac{k^{-1}}{(k - 1)!} \Phi(\alpha).$$

$$= \sum_{n \geq 1} \frac{1}{n!} \sum_{k=1}^{\infty} \sum_{\alpha \vdash n} h_{k}^{d}(\alpha) \frac{z^{k-1}}{(k - 1)!} \Phi(\alpha).$$

**Definition 5.6.** Let $k, n, d$ be three positive integers, where $n \geq d$. We define the set $A^{d}(k, n)$ as following

$$A^{d}(k, n) = \bigcup_{\alpha \vdash n} A^{d}(\alpha, k).$$

The union is disjoint.

**Lemma 5.7.** Let $k, n, d$ be three positive integers, where $n \geq d$. We have

$$\sum_{\alpha \vdash n} h_{k}^{d}(\alpha) \Phi(\alpha) = \sum_{\alpha' \vdash n} h_{k-1}^{d}(\alpha') \Phi(K_{1^{n-d}}).$$

**Proof.** First, we consider about the sets $A^{d}(k, n)$ and $A^{d}(k-1, n)$. Given any element $(\sigma_{1}, \ldots, \sigma_{k}, \sigma) \in A^{d}(k, n)$, it corresponds to a unique element $(\sigma_{2}, \ldots, \sigma_{k}, \sigma') \in A^{d}(k-1, n)$, where $\sigma_{1} \cdots \sigma_{k} \sigma' = 1$. Now given any element $(\sigma_{2}, \ldots, \sigma_{k}, \sigma') \in A^{d}(k-1, n)$ and any $d$-cycle $\sigma_{1}$, we can construct an element $(\sigma_{1}, \ldots, \sigma_{k}, \sigma) \in A^{d}(k, n)$, where $\sigma_{1} \cdots \sigma_{k} \sigma = 1$. Indeed, we can construct different elements in $A^{d}(k, n)$ by adding different $d$-cycles to $(\sigma_{2}, \ldots, \sigma_{k}, \sigma')$. The number of elements we construct from the element $(\sigma_{2}, \ldots, \sigma_{k}, \sigma')$ is $\frac{n}{d}(\frac{n}{d})d!$, where $\frac{n}{d}(\frac{n}{d})d!$ is the number of $d$-cycles in $S_{n}$. From the discussion, we can get all elements in $A^{d}(k, n)$ by adding different $d$-cycles to elements in $A^{d}(k-1, n)$. Also, we have

$$|A^{d}(k, n)| = \frac{n}{d}\binom{n}{d}d!|A^{d}(k-1, n)|.$$
Recall the definition of $A[d](k, n)$,

$$A[d](k, n) = \bigcup_{\alpha \vdash n} A[d](k, \alpha).$$

Hence, we have the following formula

$$\sum_{\alpha \vdash n} h_k^d(\alpha)\Phi(\alpha) = \sum_{\alpha' \vdash n} h_{k-1}^d(\alpha')\Phi(K_{1^n-d}\alpha').$$

□

**Theorem 5.8.** $\hat{H}[d]$ is the solution to the differential equation

$$\frac{\partial \hat{H}[d]}{\partial z} = W([d]) \hat{H}[d]$$

with initial condition

$$\hat{H}[d](0, p) = e^{p_1}.$$

Proof.

$$\frac{\partial \hat{H}[d]}{\partial z} = \sum_{n \geq 1} \frac{1}{n!} \sum_{k=1}^{\infty} \frac{z^{k-1}}{(k-1)!} h_k^d(\alpha)\Phi(\alpha)$$

$$= \sum_{n \geq 1} \frac{1}{n!} \sum_{k=1}^{\infty} \frac{z^{k-1}}{(k-1)!} h_{k-1}^d(\alpha)\Phi(K_{1^n-d}\alpha)$$

$$= \sum_{n \geq 1} \frac{1}{n!} \sum_{k=1}^{\infty} \frac{z^{k-1}}{(k-1)!} h_{k-1}^d(\alpha)W([d])\Phi(\alpha)$$

$$= W([d]) \hat{H}[d],$$

where the first equality comes from 5.5, the second equality is the consequence of Lemma 5.7 and the last equality comes from Theorem 2.12. It is easy to check the initial condition. □
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