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Abstract
Discrete Liouville first passage percolation (LFPP) with parameter $\xi > 0$ is the random metric on a sub-graph of $\mathbb{Z}^2$ obtained by assigning each vertex $z$ a weight of $e^{\xi h(z)}$, where $h$ is the discrete Gaussian free field. We show that the distance exponent for discrete LFPP is strictly positive for all $\xi > 0$. More precisely, the discrete LFPP distance between the inner and outer boundaries of a discrete annulus of size $2^n$ is typically at least $2^{\alpha n}$ for an exponent $\alpha > 0$ depending on $\xi$. This is a crucial input in the proof that LFPP admits non-trivial subsequential scaling limits for all $\xi > 0$ and also has theoretical implications for the study of distances in Liouville quantum gravity.
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1 Introduction

1.1 Main result
For $n \in \mathbb{N}$, let $B_n := [-2^n, 2^n]^2 \cap \mathbb{Z}^2$
and let $h_n$ be the discrete Gaussian free field on $B_n$, with zero boundary conditions. That is, $h_n$ is the centered Gaussian process such that

$$
\mathbb{E}[h_n(z)h_n(w)] = \frac{\pi}{2} \text{Gr}_{B_n}(z, w) \tag{1.1}
$$

where $\text{Gr}_{B_n}$ is the Green’s function for simple random walk on $\mathbb{Z}^2$ killed when it hits the boundary of $B_n$. Here and throughout the paper, the boundary of a subset $A$ of $\mathbb{Z}^2$ is the set of vertices in $A$ which are joined by nearest-neighbor edges to vertices which are not in $A$.

For $\xi > 0$, we define the Liouville first passage percolation (LFPP) metric with parameter $\xi$ associated with $h_n$ by

$$
D_n(z, w) = \inf_{P: z \rightarrow w} \sum_{j=0}^{|P|} e^{\xi h_n(P(j))}, \quad \forall z, w \in B_n \tag{1.2}
$$

where the infimum is over all nearest-neighbor paths $P : [0, |P|] \cap \mathbb{Z} \rightarrow B_n$ with $P(0) = z$ and $P(|P|) = w$. We note that $D_n$ is not quite a metric since $D_n(z, z) = e^{\xi h_n(z)}$, but $D_n$ is symmetric and satisfies the triangle inequality.

We define the square annulus

$$
\mathcal{A}_n := \left([-2^{n-1/2}, 2^{n-1/2}]^2 \cap \mathbb{Z}^2\right) \setminus \left([-2^{n-1}, 2^{n-1}]^2 \cap \mathbb{Z}^2\right) \subset B_n \tag{1.3}
$$

and we define $D_n$ (across $\mathcal{A}_n$) to be the $D_n$-distance between the inner and outer boundaries of $\mathcal{A}_n$. The main result of this paper is that the distance exponent associated with $D_n$ is strictly positive for every $\xi > 0$, in the following sense.

**Theorem 1.1** For each $q \in (0, 1)$, there are constants $c_0, c_1 > 0$ depending only on $q$ such that for each $\xi > 0$,

$$
\liminf_{n \rightarrow \infty} \mathbb{P}\left[D_n (\text{across} \ \mathcal{A}_n) \geq \exp\left(c_0 e^{-c_1 \xi n}\right)\right] \geq q. \tag{1.4}
$$

**1.2 Background and significance**

Let us now discuss the significance of Theorem 1.1. It is shown in [11, Lemma 2.11] (via a subadditivity argument) that for each $\xi > 0$, there exists an exponent $Q = Q(\xi) \in \mathbb{R}$ such that for each $\delta > 0$,

$$
\lim_{n \rightarrow \infty} \mathbb{P}\left[2^{n(Q-\delta)} \leq D_n (\text{across} \ \mathcal{A}_n) \leq 2^{n(Q+\delta)}\right] = 1. \tag{1.5}
$$

1 The reason for the factor of $\pi/2$ here is to allow us to compare the discrete and continuum variants of LFPP with the same value of $\xi$, c.f. [2]. This choice of constant makes it so that the variance of $h_n(0)$ is asymptotic to $\log(n)$.
We remark that the arguments of [11, Sect. 4.2] show that (1.5) also extends to the case when we replace \( 2^n \) by any positive integer in the definition of \( D_n \) (so we can work with a discrete GFF on \([-N, N]^2 \cap \mathbb{Z}^2 \) when \( N \) is not necessarily a power of 2).

Once (1.5) is established, Theorem 1.1 (applied with, e.g., \( q = 1/2 \)) implies that \( Q > 0 \); in fact, there are universal \( c_0, c_1 > 0 \) (namely, the constants from Theorem 1.1 with \( q = 1/2 \)) such that \( Q \geq c_0 \xi^{-1} e^{-c_1 \xi} \) for each \( \xi > 0 \). The results of \([22]\) imply that \( Q \geq 0 \) for all \( \xi > 0 \) \([22, \text{Lemma 1.1}]\), \( Q > 0 \) for \( \xi \in (1/\sqrt{2}, \infty) \) \([22, \text{Theorem 2.3}]\), \( Q \) is a non-increasing function of \( \xi \), and \( \lim_{\xi \to \infty} Q(\xi) = 0 \) \([22, \text{Lemma 4.1}]\) (c.f. [11, Proposition 1.1]). The new contribution of Theorem 1.1 is the fact that \( Q > 0 \) for all \( \xi > 0 \), not just \( \xi < 1/\sqrt{2} \).

The fact that \( Q > 0 \) is of significant practical and theoretical importance in the study of LFPP. On the practical side, it is shown in [11] that a variant of LFPP defined using a mollification of the continuum Gaussian free field admits non-trivial subsequential scaling limits for each \( \xi > 0 \). A key input in the proof is the fact that \( Q > 0 \), which comes from Theorem 1.1.

On the theoretical side, LFPP with parameter \( \xi \) is related to \textit{Liouville quantum gravity} (LQG) with matter central charge \( c_M = 25 - 6Q(\xi)^2 \). Liouville quantum gravity is a one-parameter family of models of random fractal surfaces related to the continuum Gaussian free field. Most mathematical works on LQG concern the subcritical phase, when \( c_M \in (-\infty, 1) \) (often these works use the parameter \( \gamma \) instead of \( c_M \), which is related to \( c_M \) by \( c_M = 25 - 6(2/\gamma + \gamma/2)^2 \)). We refer to \([14,16]\) and the expository articles \([7,23]\) for an introduction to LQG in the subcritical phase. Recently, there have been a few works investigating the supercritical phase of LQG when \( c_M \in (1, 25) \) \([3,11–13,20,22,27]\). The key difference between the two phases is that LQG surfaces are topological surfaces when \( c_M \in (-\infty, 1) \) (although they have a fractal metric space structure) but not when \( c_M \in (1, 25) \) (since in this phase they have infinite “spikes”).

The scaling limit of (a continuum version of) LFPP is the metric associated with an LQG surface for \( c_M = 25 - 6Q(\xi)^2 \). This fact was first established in the subcritical case, when \( c_M < 1 \) or equivalently \( \gamma \in (0, 2) \) or \( Q > 2 \). It was shown in \([10]\) that for \( \gamma \in (0, 2) \), we have \( Q(\xi) = 2/\gamma + \gamma/2 \) if and only if \( \xi = \gamma/d_\gamma \), where \( d_\gamma \) is the Hausdorff dimension of an LQG surface viewed as a metric space. It was subsequently shown in \([9,21]\) that for this value of \( \xi \), the continuum version of LFPP converges in the scaling limit to a metric associated with \( \gamma \)-LQG.

Subsequently to this paper, the convergence of continuum LFPP was extended to the critical and supercritical cases, when \( c_M \in (1, 25) \) or equivalently \( Q \in (0, 2) \) or \( \gamma \in \mathbb{C} \) with \(|\gamma| = 2\). More precisely, it is shown in \([11,13,27]\) (building on the results of this paper) that the following is true. If \( \xi > 0 \) is such that \( c_M = 25 - 6Q(\xi)^2 \), then the continuum version of LFPP converges to a random metric on \( \mathbb{C} \) associated with LQG with matter central charge \( c_M \). The fact that \( Q > 0 \) for all \( \xi > 0 \) shows that \textit{every} value of \( \xi > 0 \) corresponds to LQG with some central charge in \((-\infty, 25) \). There is no degenerate range of \( \xi \)-values for which \( Q = 0 \) and LFPP is not connected to LQG.

Another interesting consequence of Theorem 1.1 is related to conjectures for the formula relating \( \xi \) and \( Q(\xi) \). The value of \( Q(\xi) \) is not known explicitly except in the
special case\(^2\) when \(\xi = 1/\sqrt{6}\), in which case \(Q(\xi) = 5/\sqrt{6}\). In [10, Sect. 1.3], the authors propose the possible relation \(\xi Q(\xi) = 1 - \xi/\sqrt{6}\) in the phase when \(Q(\xi) > 2\), which is equivalent to \(d_y = 2 + \gamma^2/2 + \gamma/\sqrt{6}\) for \(\gamma \in (0, 2)\). This guess is extended by analytic continuation in [22] to \(\xi Q(\xi) = \min(1 - \xi/\sqrt{6}, 0)\) for all \(\xi > 0\). Theorem 1.1 rules out this guess, since the guess would imply that \(Q(\xi) = 0\) for \(\xi \geq \sqrt{6}\).

### 1.3 Outline of the proof

The first step of the proof of Theorem 1.1, which is carried out in Sect. 2, is to show that with probability tending to 1 as \(u \to \infty\), uniformly in \(n\), there is a path \(P\) in the annulus \(\mathcal{A}_n\) which disconnects the inner and outer boundaries of \(\mathcal{A}_n\) such that \(h_n \geq -u\) on \(P\) (Proposition 2.1). To prove this, we use an isomorphism theorem to reduce the problem to showing the existence of a certain Brownian excursion which disconnects the inner and outer boundaries of \(\mathcal{A}_n\). The isomorphism theorem we use is the version of the generalized second Ray-Knight theorem for the metric graph GFF from [1,24].

The rest of the proof is given in Sect. 3. Here, we give a brief idea of the main ideas and refer to Sect. 3.1 for a detailed outline. Let \(K \in \mathbb{N}\) be a large integer to be chosen later, depending on \(\xi\). We first show that if \(P\) is a path around \(\mathcal{A}_n\) as above, with \(u\) equal to a large enough universal constant, then with high probability the following is true for every \(z \in P\). Most of the annuli \(z + \mathcal{A}_{n-k}\) for \(k \in [K/2, K - 1] \cap \mathbb{Z}\) are “good” in the following sense. If we define the harmonic extension of the values of \(h_n\) on the boundary of \(z + \mathcal{B}_{n-k}\) to be the unique discrete harmonic function on \(z + \mathcal{B}_{n-k}\) which agrees with \(h_n\) on the boundary of \(z + \mathcal{B}_{n-k}\), then this harmonic extension is bounded below by a negative universal constant \(-C\) on \(z + \mathcal{A}_{n-k}\). See Lemma 3.1 for a precise statement and Fig. 1 for an illustration.

By the Markov property of the discrete GFF, \(h_n|_{z+\mathcal{B}_{n-k}}\) minus the harmonic extension of its values on the boundary of \(z + \mathcal{B}_{n-k}\) is a zero-boundary GFF on \(\mathcal{B}_{n-k}\), which is independent from the harmonic extension. Therefore, for each of the “good” values of \(k \in [K/2, K - 1] \cap \mathbb{Z}\) in the preceding paragraph, we have

\[
D_n (\text{across } z + \mathcal{A}_{n-k}) \geq e^{-\xi C} \times (\text{random variable with the law of } D_{n-k} (\text{across } \mathcal{A}_{n-k})).
\] (1.6)

Any path between the inner and outer boundaries of \(\mathcal{A}_n\) must hit some \(z \in P\), so must cross between the inner and outer boundaries of \(z + \mathcal{A}_{n-k}\) for each \(k \in [K/2, K - 1] \cap \mathbb{Z}\). From this fact and (1.6), we arrive at a recursive lower bound for \(D_n (\text{across } \mathcal{A}_n)\) in terms of random variables with the law of \(D_{n-k} (\text{across } \mathcal{A}_{n-k})\) for \(k \in [K/2, K - 1] \cap \mathbb{Z}\) (see Lemma 3.7). Applying this bound inductively leads to Theorem 1.1.

\(^2\) LFPP with \(\xi = 1/\sqrt{6}\) corresponds to Liouville quantum gravity with parameter \(\gamma = \sqrt{8/3}\) (equivalently, matter central charge \(c_M = 0\)) and the fact that \(Q(1/\sqrt{6}) = 5/\sqrt{6}\) is a consequence of the fact that \(\sqrt{8/3}\)-LQG has Hausdorff dimension 4. See [10] for details.
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Fig. 1 Graphical idea of the proof. The blue curve represents a contour $P$ where the GFF is bigger than $-u$. The red square annuli surrounding points in $P$ are the "good" annuli (such annuli exist for every $z \in P$). Any path between the inner and outer boundaries of $A_n$ has to cross logarithmically many of the red annuli (color figure online).

1.4 Notational conventions

We write $\mathbb{N} = \{1, 2, 3, \ldots\}$ and $\mathbb{N}_0 = \mathbb{N} \cup \{0\}$.

For $a < b$, we define the discrete interval $[a, b]_\mathbb{Z} := [a, b] \cap \mathbb{Z}$.

If $f : (0, \infty) \to \mathbb{R}$ and $g : (0, \infty) \to (0, \infty)$, we say that $f(\varepsilon) = O_\varepsilon(g(\varepsilon))$ (resp. $f(\varepsilon) = o_\varepsilon(g(\varepsilon))$) as $\varepsilon \to 0$ if $f(\varepsilon)/g(\varepsilon)$ remains bounded (resp. tends to zero) as $\varepsilon \to 0$. We similarly define $O(\cdot)$ and $o(\cdot)$ errors as a parameter goes to infinity.

If $f, g : (0, \infty) \to [0, \infty)$, we say that $f(\varepsilon) \leq g(\varepsilon)$ if there is a constant $C > 0$ (independent from $\varepsilon$ and possibly from other parameters of interest) such that $f(\varepsilon) \leq C g(\varepsilon)$. We write $f(\varepsilon) \asymp g(\varepsilon)$ if $f(\varepsilon) \leq g(\varepsilon)$ and $g(\varepsilon) \leq f(\varepsilon)$.

We will often specify any requirements on the dependencies on rates of convergence in $O(\cdot)$ and $o(\cdot)$ errors, implicit constants in $\asymp$, etc., in the statements of lemmas/propositions/theorems, in which case we implicitly require that errors, implicit constants, etc., appearing in the proof satisfy the same dependencies.

2 Level set percolation for the GFF

Let $A_n$ be as in Sect. 1.1. We define a path around $A_n$ to be a nearest-neighbor path in $\mathbb{Z}^2$ which disconnects the inner and outer boundaries of $A_n$. We similarly define a path across $A_n$ to be a nearest-neighbor path in $\mathbb{Z}^2$ between the inner and outer boundaries of $A_n$.

In this section, we give the first lower bound for the LFPP distance between the two boundaries of a (topological) annulus. In particular, we will show that uniformly in $n$ the probability that any path across $A_n$ hits at least one point where $h_n > -u$ goes to 1 as $u \to \infty$. To do this, we will study the probability that there is a path around $A_n$ where $h_n > -u$.

**Proposition 2.1** Let $h_n$ be a 0-boundary GFF on $B_n$ as in (1.1). There is a universal constant $c > 0$ such that for each $n \in \mathbb{N}$ and each $u > 0$,

$$\mathbb{P} \left[ \text{there is a path $P$ around $A_n$ such that $h_n \geq -u$ on $P$} \right] \geq 1 - e^{-cu^2}.$$  

Proposition 2.1 is one of several results in the literature concerning percolation for level sets of the GFF, see, e.g., [4,15,17,18,25].
To prove Proposition 2.1, we are going to use a version of the so-called second generalized Ray-Knight theorem from [1]. As the result is not so easy to state, we will simplify it so that we only have to introduce the objects that are strictly necessary for our proof. The exposition of this result is based on Sects. 2.2 and 2.3 of [1]. For further discussion of the second generalized Ray-Knight theorem, see [29, Chapter 2].

**Remark 2.2** We expect that one can also give an alternative proof of Proposition 2.1 using [15, Proposition 4] (which gives an analog of Proposition 2.1 for paths across $\mathcal{A}_n$ instead of paths around $\mathcal{A}_n$) together with an RSW argument in a similar spirit to the one of [30]. However, we think that the proof we provide here is much shorter and more direct than what this alternative proof would be.

For $x, y \in \mathcal{B}_n$, we define $\Gamma_{\mathcal{B}_n,x,y}$ to be the set of nearest-neighbor paths going from $x$ to $y$ such that all the steps (except maybe the first and the last) remain in the interior of $\mathcal{B}_n$. For each $k \in \mathbb{N}$, we define the non-probability measure $\mu_{x,y}^k$ as the measure that assigns mass $4^{-k}$ to each path in $\Gamma_{\mathcal{B}_n,x,y}$ with length equal to $k$. We also define $\nu_{\text{exc}} = \frac{1}{2} \sum_{k=0}^{\infty} \sum_{x,y \in \partial \mathcal{B}_n} \mu_{x,y}^k$, that is to say the measure that gives mass $4^{-n}$ to each path $P$ of length $n$ that connects points in $\partial \mathcal{B}_n$.

Let $\Xi^u$ be a Poisson point process of intensity $u^2 \nu_{\text{exc}}$. We state now a simplified version of [1, Proposition 2.4]. This proposition is an improvement of the second generalized Ray-Knight theorem and is proven using the techniques of [24].

**Theorem 2.3** There exists a coupling between $\Xi^u$ and $h_n$ such that $h_n \geq -u$ on the union of the paths in $\Xi^u$.

**Proof** This theorem follows by applying Proposition 2.4 of [1] (which concerns a coupling of a GFF on the so-called metric graph associated with $\mathcal{B}_n$) and using the fact that the restriction of the metric graph GFF to the vertices of $\mathcal{B}_n$ is a discrete GFF and that the restriction of a PPP of metric graph excursions is a PPP with intensity $\nu_{\text{exc}}$. The fact that the $h_n \geq -u$ on each path in $\Xi^u$ follows from the third bullet point of that proposition.

We can now prove Proposition 2.1.

**Proof of Proposition 2.1** Thanks to Theorem 2.3, we only need to show that the measure $\nu_{\text{exc}}$ gives positive mass (uniformly in $n$) to paths $P$ that have a subpath $\hat{P} \subseteq P$ which is a path around $\mathcal{A}_n$.

To prove this, we first note that for each $\delta > 0$, the measure $\nu_{\text{exc}}$ restricted to loops of length longer than $\delta 2^{2n}$ converges weakly, under appropriate scaling, as $n \to \infty$ to a non-zero measure supported on paths in $[-1, 1]^2$ that only intersect the boundary of $[-1, 1]^2$ only at their starting and ending points; see [1, Lemma 4.6] for a precise statement. The fact that this limiting measure is supported on paths inside $[-1, 1]^2$
follows from the explicit definition of the limiting measure given in [1] just before Proposition 3.7.

Because of the nature of the limiting measure, there exists \( \epsilon > 0 \) such that for every \( n \in \mathbb{N} \), \( \nu_{\text{exc}} \) gives (uniformly in \( n \)) positive mass to paths that get to distance at least \( \epsilon 2^n \) from \( \partial B_n \).

Consider now the restriction of \( \nu_{\text{exc}} \) to paths which get to distance \( \epsilon 2^n \) from \( \partial B_n \), normalized to be a probability measure. If \( P \) is sampled from this probability measure, then by the definition of \( \nu_{\text{exc}} \), the law of \( P \) is that of a simple random walk on \( B_n \) started from a random point of \( \partial B_n \), stopped at the first positive time when it hits \( \partial B_n \), and conditioned to get to distance at least \( \epsilon 2^n \) from \( \partial B_n \) before this time. Let \( \tau \) be the first time at which \( P \) gets to distance \( \epsilon 2^n \) from \( \partial B_n \). If we condition on \( P|_{[0, \tau]} \), then the conditional law of the rest of \( P \) is that of a simple random walk on \( B_n \) started from \( P(\tau) \) and stopped upon hitting \( \partial B_n \). By the convergence of simple random walk to Brownian motion, it follows that \( P \) has uniformly positive probability to make a loop in \( A_n \) which disconnects the inner and outer boundaries of \( A_n \).

Combining the two preceding paragraphs shows that \( \nu_{\text{exc}} \) assigns positive mass to paths which make a loop in \( A_n \) which disconnects the inner and outer boundaries of \( A_n \), as required.

\[ \square \]

**Remark 2.4** The limit of the measure \( \nu_{\text{exc}} \) is called excursion measure, and it is the Brownian analogue of \( \nu_{\text{exc}} \). For the details of the topology of the convergence, see Sect. 4.1 of [1].

## 3 Proof of Theorem 1.1

### 3.1 Setup and outline

For \( z \in \mathbb{Z}^2 \) and \( n > 0 \), we write

\[
B_n(z) := z + [-2^n, 2^n]^2_{\mathbb{Z}} \quad \text{and} \quad B_n^o(z) := z + [-2^n - 1, 2^n - 1]^2_{\mathbb{Z}}
\]

for the discrete squares of side length \( 2^{n+1} \) and \( 2^{n+1} - 2 \), respectively, centered at \( z \).

In the notation of Sect. 1.1, we have \( B_n = B_n(0) \).

As in Theorem 1.1, let \( h_n \) be a discrete GFF on the square \( B_n \). For \( k \in [0, n-1]_{\mathbb{Z}} \), \( z \in B_n \) such that \( B_{n-k}(z) \subset B_n \), and \( u \in B_{n-k}(z) \), we define

\[
h_{n,k}^z(u) := \mathbb{E}\left[h_n(u) \mid h_n|_{B_n \setminus B_{n-k}^o(z)}\right]
\]

and

\[
h_{n,k}^z(u) := h_n(u) - h_{n,k}^z(u).
\]

Then \( h_{n,k}^z \) is discrete harmonic on \( B_{n-k}^o(z) \), \( h_{n,k}^z \) is a zero-boundary discrete GFF on \( B_{n-k}(z) \), \( h_{n,k}^z \) is determined by \( h_n|_{B_n \setminus B_{n-k}^o(z)} \), and \( h_{n,k}^z \) is independent from \( h_n|_{B_n \setminus B_{n-k}^o(z)} \).
We define $D_{n,k}^{z}$ to be the LFPP metric associated with $h_{n,k}^z$, i.e., the metric on $B_{n-k}(z)$ which is defined as in (1.2) with $h_{n,k}^z$ in place of $h_n$.

We also define the discrete square annulus

$$A_{n,k}(z) := B_{n-k-1/2}(z) \setminus B_{n-k-1}(z).$$

(3.4)

In the notation of Theorem 1.1, we have $A_n = A_{n,0}(0)$ and $z + A_{n-k} = A_{n,k}(z)$. As in the discussion just above Theorem 1.1, we define $D_n$ (across $A_{n,k}(z)$) to be the minimum $D_n$-length of a nearest-neighbor path in $\mathbb{Z}^2$ between the inner and outer boundaries of $A_{n,k}(z)$. We similarly define $D_{n,k}^{z}$ (around $A_{n,k}(z)$).

The strategy of the proof of Theorem 1.1 is to use Proposition 2.1 to show that any path across $A_n$ has to cross many sets at different scales on which the values of $h_n$ are bounded below. More precisely, let $C > 1$ be a large universal constant and let $K \in \mathbb{N}$ be a large constant, to be chosen later in a manner depending only on $\xi$. Say that a point $z \in B_n$ is good if there are at least $3K/8$ values of $k \in [K/2, K-1]_{\mathbb{Z}}$ for which $\min_{u \in A_{n,k}(z)} h_{n,k}^z(u) \geq -C$. In other words, $z$ is good if the harmonic part of the field is bounded below at “most” scales.

The goal of Sect. 3.2 is to show that with high probability, every path across $A_n$ hits a square of the form $B_{n-K}(z)$ for some good $z$ (Lemma 3.1). To do this, we first observe that if $z$ is not good, then there are at least $K/4$ “bad” scales where $\min_{u \in A_{n,k}(z)} h_{n,k}^z(u) \leq -C$. Using Proposition 2.1 and a comparison between the maximum and minimum values of $h_{n,k}^z$ on $A_{n,k}(z)$ (Lemma 3.2) we will show that there is a constant $C' > C$ such that the following is true. For each of these bad scales, there is a positive chance that there is a path $P_k$ around $A_{n,k}(z)$ such that $h_n < -C'$ on $P_k$. Using the independence between the field at different scales (Corollary 3.5), we can show that for a bad $z$ it holds with very high probability (high enough to take a union bound over all $z \in 2^{n-k-1}\mathbb{Z}^2$) that such a path $P_k$ exists for at least one of the $K/4$ bad scales.

By Proposition 2.1, with high probability there is a path $P$ around $A_n$ on which $h_n \geq -C'$. The path $P$ cannot hit $B_{n-K}(z)$ for any bad point $z$, since otherwise it would have to cross one of the paths $P_k$ on which $h_n < -C'$ (Lemma 3.6). This implies that $P$ has to be covered by squares of the form $B_{n-K}(z)$ for good points $z$. Since any path across $A_n$ has to cross $P$, this shows that any path across $A_n$ has to hit $B_{n-K}(z)$ for some good point $z$, as required.

In Sect. 3.3, we will conclude the proof of Theorem 1.1 by applying the result of Sect. 3.2 at multiple scales via an inductive argument. Suppose that $n \in \mathbb{N}$, $R > 0$, and we have shown that for all $k \in [K/2, K-1]_{\mathbb{Z}}$, it holds with high probability that $D_{n-k}$ (across $A_n$) $\geq R$. Since $h_{n,k}^z$ has the same law as $h_{n-k}$ up to a spatial translation, this show that for each $z \in A_n$, it holds with high probability that (in the notation defined just above) we have $D_{n,k}^{z}$ (across $A_{n,k}(z)$) $\geq R$. By using independence across scales (Corollary 3.5 again), we get that for each $z \in A_n$, it holds with high probability (high enough for a union bound) that there are at least $3K/8$ scales $k \in [K/2, K-1]_{\mathbb{Z}}$ for which $D_{n,k}^{z}$ (across $A_{n,k}(z)$) $\geq R$.

If $z$ is good in the sense described above, then by the preceding paragraph there are at least $K/2 - K/8 - K/8 = K/4$ scales $k \in [K/2, K-1]_{\mathbb{Z}}$ which are “very good” in the
sense that \( \tilde{D}_{n,k}^z \) (across \( A_{n,k}(z) \)) \( \geq R \) and \( \min_{u \in A_{n,k}(z)} h_{n,k}^z(u) \geq -C \). For each very good scale \( k \), the \( D_n \)-distance across \( A_{n,k}(z) \) is at least \( e^{-\xi C} R \). Since any path across \( A_n \) has to hit \( B_{n-K}(z) \) for some good \( z \), each such path has to cross at least \( K/4 \) of these very good scales. This shows that with high probability, \( D_n \) (across \( A_n \)) \( \geq \frac{1}{K} K e^{-\xi C} R \) (Lemma 3.7). Making an appropriate choice of \( K \) and \( R \) and iterating this estimate gives Theorem 1.1.

### 3.2 Existence of squares where the field is of constant order at many scales

The goal of this subsection is to prove the following lemma; see Sect. 3.1 for an outline of the proof of the lemma and an explanation of its role in the proof of Theorem 1.1.

**Lemma 3.1** Fix \( \delta > 0 \). There exists \( C > 0 \) and \( K_* \in \mathbb{N} \) depending only on \( \delta \) such that for each \( n, K \in \mathbb{N} \) with \( K_* \leq K \leq n - 1 \), it holds with probability at least \( 1 - \delta \) that the following is true. Each path across \( A_n \) hits a square of the form \( B_{n-K}(z) \) for some \( z \in (2^{n-K-1} \mathbb{Z}^2) \cap B_n \) with the following property: there are at least \( (1/2 - \delta)K \) values of \( k \in [K/2, K - 1] \mathbb{Z} \) for which \( \min_{u \in A_{n,K}(z)} h_{n,k}^z(u) \geq -C \).

It is easier to lower-bound \( \max_{u \in A_{n,k}(z)} h_{n,k}^z(u) \) than it is to lower-bound \( \min_{u \in A_{n,k}(z)} h_{n,k}^z(u) \). The following lemma will allow us to convert between the max and the min.

**Lemma 3.2** There are universal constants \( c_0, c_1 > 0 \) such that for each \( n \in \mathbb{N} \), each \( K \in [2, n - 1] \mathbb{Z} \), each \( z \in B_{n-1/2} \), and each \( C > 1 \),

\[
P \left[ \max_{k=2}^K \max_{u,v \in A_{n,k}(z)} (h_{n,k}^z(u) - h_{n,k}^z(v)) > c_0 K + C \right] \leq c_0 e^{-c_1 C}. \tag{3.5}
\]

We note that a similar estimate to Lemma 3.2 is proven for the continuum GFF in [26, Proposition 4.3]. The proof of Lemma 3.2 is based on standard Gaussian estimates (namely, the Borell-TIS inequality and Fernique’s criterion). We will need the following basic variance estimate for \( h_{n,k}^z \), which is an immediate consequence of [6, Lemma 3.10] (applied with \( \delta \) equal to a universal constant).

**Lemma 3.3** [6] There is a universal constant \( c > 0 \) such that for each \( n \in \mathbb{N} \), each \( z \in B_n \) with \( B_{n-k}(z) \subset B_n \), and each \( u, v \in B_{n-k-1/2}(z) \),

\[
P \left[ \left( h_{n,k}^z(u) - h_{n,k}^z(v) \right)^2 \right] \leq c \frac{|u - v|^2}{2^{n-k}}. \tag{3.6}
\]

**Proof of Lemma 3.2** Observe that

\[
\sum_{k=2}^K \max_{u,v \in A_{n,k}(z)} (h_{n,k}^z(u) - h_{n,k}^z(v))
\]
so the random variable which we are interested in is the maximum of a centered Gaussian process. We will now estimate the quantity in (3.7) using the Borell-TIS inequality.

We first estimate the expectation of the maximum. By Lemma 3.3 and Fernique’s inequality [19] (see, e.g., [6, Lemma 3.5]), for each \( k \in [2, K] \mathbb{Z} \),

\[
\mathbb{E} \left[ \max_{u \in \mathcal{A}_{n,k}(z)} |b^{z}_{n,k}(u)| \right] \leq 1,
\]

with a universal implicit constant. Summing this estimate gives

\[
\mathbb{E} \left[ \sum_{k=2}^{K} \max_{u \in \mathcal{A}_{n,k}(z)} \left( b^{z}_{n,k}(u) - b^{z}_{n,k}(v) \right) \right] \leq K. \tag{3.8}
\]

We now need to estimate the pointwise variance of the Gaussian process whose maximum we are taking in (3.7). For any fixed choice of \( u_2, v_2 \in \mathcal{A}_{n,2}(z) \), \ldots, \( u_K, v_K \in \mathcal{A}_{n,K}(z) \),

\[
\text{Var} \left( \sum_{k=2}^{K} (b^{z}_{n,k}(u_k) - b^{z}_{n,k}(v_k)) \right) = 2 \sum_{j=2}^{K-1} \sum_{k=j+1}^{K} \mathbb{E} \left[ (b^{z}_{n,j}(u_j) - b^{z}_{n,j}(v_j))(b^{z}_{n,k}(u_k) - b^{z}_{n,k}(v_k)) \right] + \sum_{k=2}^{K} \mathbb{E} \left[ (b^{z}_{n,k}(u_k) - b^{z}_{n,k}(v_k))^2 \right]. \tag{3.9}
\]

To estimate the first sum on the right in (3.9), we note that for \( j < k \),

\[
\mathbb{E} \left[ (b^{z}_{n,j}(u_j) - b^{z}_{n,j}(v_j))(b^{z}_{n,k}(u_k) - b^{z}_{n,k}(v_k)) \right] = \mathbb{E} \left[ (b^{z}_{n,j}(u_j) - b^{z}_{n,j}(v_j)) \mathbb{E} \left[ (b^{z}_{n,k}(u_k) - b^{z}_{n,k}(v_k)) \big| b^{z}_{n,j} \right] \right]. \tag{3.10}
\]

Recall that \( h_n|_{\mathcal{B}_{n,j}(z)} \) is the sum of \( b^{z}_{n,j} \) and an independent zero-boundary GFF on \( \mathcal{B}_{n,j}(z) \). Hence, \( \mathbb{E} \left[ (b^{z}_{n,k}(u_k) - b^{z}_{n,k}(v_k)) \big| b^{z}_{n,j} \right] = b^{z}_{n,j}(u_k) - b^{z}_{n,j}(v_k) \). We can therefore bound the right side of (3.10) by applying the Cauchy-Schwarz inequality, followed by Lemma 3.3 (with \( j \) in place of \( k \)), to get

\[
\mathbb{E} \left[ (b^{z}_{n,j}(u_j) - b^{z}_{n,j}(v_j))(b^{z}_{n,k}(u_k) - b^{z}_{n,k}(v_k)) \right] \leq \mathbb{E} \left[ \left( b^{z}_{n,j}(u_j) - b^{z}_{n,j}(v_j) \right)^2 \right]^{1/2} \mathbb{E} \left[ \left( b^{z}_{n,j}(u_k) - b^{z}_{n,j}(v_k) \right)^2 \right]^{1/2}.
\]

\( \Box \) Springer
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\[
\begin{align*}
|u_j - v_j|^{1/2} |u_k - v_k|^{1/2} & \leq 2^{-(k-j)/2} \\
2^{-j} & \leq 2^{-(k-j)/2} \\
\end{align*}
\]  

(3.11)

with a universal implicit constant. Note that in the last line, we used that \(|u_k - v_k| \leq 2^{n-k}\) for each \(k \in [2, K]\).

We now use (3.11) to bound the first sum on the right side of (3.9) and Lemma 3.3 to bound the second sum. This leads to

\[
\text{Var} \left( \sum_{k=2}^{K} (\tilde{h}_{n,k}^z(u_k) - \tilde{h}_{n,k}^z(v_k)) \right) \leq \sum_{j=2}^{K-1} \sum_{k=j+1}^{K} 2^{-(k-j)/2} + \sum_{k=2}^{K} \frac{|u_k - v_k|}{2^{n-k}} \\
\leq \sum_{j=2}^{K-1} O(1) + \sum_{k=2}^{K} O(1) \\
\leq K. \\
\]  

(3.12)

By (3.8) and (3.12), we can apply the Borell-TIS inequality [8,28] (see, e.g., [5, Theorem 2.1.1]) to bound the maximum on the right side of (3.7). This gives (3.5). \(\square\)

Since the zero-boundary GFF \(\tilde{h}_{n,k}^z\) from (3.3) is independent from \(h_n|B_{n}\backslash B_{z}^{o}\), we can get independence for certain events defined in terms of \(\tilde{h}_{n,k}^z\), as the following lemma demonstrates.

**Lemma 3.4** Let \(n \in \mathbb{N}\), let \(z \in B_{n-1/2}\), and let \(\{E_k\}_{k \in [2, n-1]}\) be events such that each \(E_k\) is measurable w.r.t. \(\sigma(\tilde{h}_{n,k}^z|A_{n,k}(z))\). Then the events \(\{E_k\}_{k \in [2, n-1]}\) are independent.

**Proof** For each \(k \in [2, n-1]\),

\[
E_k \in \sigma(\tilde{h}_{n,k}^z|A_{n,k}(z)) \subset \sigma(h_n|B_{n}\backslash B_{z}^{o}(z)).
\]

On the other hand, \(\tilde{h}_{n,k}^z\), hence also \(E_k\), is independent from \(h_n|B_{n}\backslash B_{n-k}(z)\). This implies the lemma statement. \(\square\)

The lemma above is useful to estimate the number of values of \(k\) for which \(E_k\) occurs. The particular estimate we need is the following corollary.

**Corollary 3.5** For each \(a \in (0, 1)\) and \(b > 1\), there exists \(p = p(a, b) \in (0, 1)\) such that the following is true. Let \(K_1, K_2, n \in \mathbb{N}\) with \(2 \leq K_1 < K_2 \leq n - 1\) and let \(z \in B_{n-1/2}\). For \(k \in [K_1, K_2]\), let \(E_k\) be an event which is measurable w.r.t. \(\sigma(\tilde{h}_{n,k}^z|A_{n,k}(z))\) and satisfies \(\mathbb{P}[E_k] \geq p\). Then

\[
\mathbb{P}[\# \{ k \in [K_1, K_2] : E_k \text{ occurs} \} \geq a(K_2 - K_1)] \geq 1 - 2^{-b(K_2 - K_1)}. \\
\]  

(3.13)
**Proof**  The corollary follows from Lemma 3.4 together with a basic tail estimate for the binomial distribution. \(\square\)

The following lemma is the key input in the proof of Lemma 3.1.

**Lemma 3.6**  Let \(\delta > 0\) and \(A > 1\). There are constants \(C, c > 1\) depending only on \(\delta\) and \(A\) such that for each \(n, K \in \mathbb{N}\) with \(2/\delta \leq K \leq n - 1\) and each \(z \in \mathcal{A}_n\), the probability that the following two conditions both hold simultaneously is at most \(c2^{-3K}\):

1. There are at least \(\delta K\) values of \(k \in \{K/2, K - 1\}\) for which \(\min_{u \in \mathcal{A}_{n, k}(z)} h_{n, k}^z(u) \leq -C\).
2. There is a path \(P\) around \(\mathcal{A}_n\) such that \(h_n \geq -A\) on \(P\) and \(P \cap \mathcal{B}_{n-K}(z) \neq \emptyset\).

We note that a path \(P\) as in Lemma 3.6 exists with high probability when \(A\) is large by Proposition 2.1.

**Proof of Lemma 3.6**  Fix a constant \(C_1 > 1\) to be chosen later, in a manner depending only on \(\delta\) and \(A\). For \(k \in \mathbb{N}\), let \(E_k = E_{n, k}(z, C_1)\) be the event that there is a path \(P_k\) around \(\mathcal{A}_{n, k}(z)\) such that \(h_{n, k}^z \leq C_1 - A - 1\) on \(P_k\). Since \(h_{n, k}^z\) is a zero-boundary GFF on \(\mathcal{B}_{n-K}(z)\), we can apply Proposition 2.1 with \(n - k\) in place of \(n\) and \(-h_{n, k}^z\) in place of \(h_n\). This shows that for each \(p \in (0, 1)\) there exists \(C_1 = C_1(p, A) > 1\) such that for this choice of \(C_1\), we have \(\mathbb{P}[E_k] \geq p\) for every \(k \in \{2, K\} \mathbb{Z}\) and every \(z \in \mathcal{A}_n\). By Corollary 3.5, if we choose \(p\) to be sufficiently close to 1 (depending on \(\delta\) and \(A\)) then

\[
\mathbb{P}[\# k \in \{K/2, K - 1\} \mathbb{Z} : E_k \text{ occurs}] \geq (1/2 - \delta/4)K \geq 1 - 2^{-3K}. \quad (3.14)
\]

By Lemma 3.2 (applied with a large multiple of \(K\) in place of \(C\)), there exists \(C_2 = C_2(\delta) > 1\) and \(c_0 > 0\) such that

\[
\mathbb{P}\left[\max_{u, v \in \mathcal{A}_{n, k}(z)} (h_{n, k}^z(u) - h_{n, k}^z(v)) \leq \frac{C_2\delta}{4} K\right] \geq 1 - c_0 2^{-3K}. \quad (3.15)
\]

If the event in (3.15) occurs then there are at most \(\delta K/4\) values of \(k \in \{2, K\} \mathbb{Z}\) for which \(\max_{u, v \in \mathcal{A}_{n, k}(z)} (h_{n, k}^z(u) - h_{n, k}^z(v)) > C_2\). Therefore,

\[
\mathbb{P}\left[\# \left\{k \in \{K/2, K - 1\} \mathbb{Z} : \max_{u, v \in \mathcal{A}_{n, k}(z)} (h_{n, k}^z(u) - h_{n, k}^z(v)) \leq C_2\right\} \geq (1/2 - \delta/4)K\right] \geq 1 - c_0 2^{-3K}. \quad (3.16)
\]

Henceforth assume that the events in (3.14) and (3.16) occur, which happens with probability at least \(1 - c2^{-3K}\) for a constant \(c > 1\) depending only on \(\delta, A\). Let \(C := C_1 + C_2\). To prove the lemma, it suffices to show that if condition 3.6 in the lemma statement holds with this choice of \(C\), then condition 3.6 does not hold.
If there \( \delta K \) values of \( k \in [K/2, K - 1]\mathbb{Z} \) for which \( \min_{u \in A_{n,k}(z)} h^z_{n,k}(u) \leq -C \), then the events in (3.14) and (3.16) imply that there must be at least \( [\delta K/2] \) values of \( k \in [K/2, K - 1]\mathbb{Z} \) for which \( E_k \) occurs, \( \max_{u,v \in A_{n,k}(z)} \langle h^z_{n,k}(u) - h^z_{n,k}(v) \rangle \leq C_2 \), and \( \min_{u \in A_{n,k}(z)} h^z_{n,k}(u) \leq -C \).

Since \( K \geq 2/\delta \), we have \( [\delta K/2] \geq 1 \). Hence we can choose one value of \( k \) as in the preceding paragraph. Let \( P_k \) be the path around \( A_{n,k}(z) \) as in the definition of \( E_k \), so that \( \tilde{h}^z_{n,k} \leq C_1 - A - 1 \) on \( P_k \). Since \( k \in [K/2, K - 1]\mathbb{Z} \), the path \( P_k \) disconnects \( B_{n-K}(z) \) from \( \infty \) and intersects \( A_n \). Hence every path around \( A_n \) which intersects \( B_{n-K}(z) \) must also intersect \( P_k \). To prove the lemma, it therefore suffices to show that \( \max_{z \in P_k} h_n(u) < -A \) (so that there can be no path around \( A_n \) which intersects \( B_{n-K}(z) \) on which \( h_n \geq -A \)). Indeed, we have

\[
\max_{u \in P_k} h_n(u) \leq \max_{u \in P_k} \tilde{h}^z_{n,k}(u) + \max_{u \in A_{n,k}(z)} h^z_{n,k}(u)
\leq \max_{u \in P_k} \tilde{h}^z_{n,k}(u) + \min_{u \in A_{n,k}(z)} h^z_{n,k}(u) + \max_{u,v \in A_{n,k}(z)} (h^z_{n,k}(u) - h^z_{n,k}(v))
\leq (C_1 - A - 1) - C + C_2 \text{ (by our choice of } k) = -A - 1 \text{ (by the definition of } C)\]

\( \square \)

**Proof of Lemma 3.1** By Proposition 2.1, we can find \( A = A(\delta) > 1 \) such that with probability at least \( 1 - \delta/2 \), there is a path \( P \) around \( A_n \) such that \( h_n \geq -A \) on \( P \). Let \( C = C(\delta/2, A) > 1 \) be as in Lemma 3.6 for this choice of \( A \), with \( \delta/2 \) in place of \( \delta \). By Lemma 3.6 (with \( \delta/2 \) in place of \( \delta \)) and a union bound over \( O_K(2^K) \) possible points \( z \in (2^{-n-K-1}\mathbb{Z}^2) \cap A_n \), there is a constant \( c > 0 \) depending only on \( \delta \) such that with probability at least \( 1 - c2^{-K} \), the following is true. For each \( z \in 2^n-K-1\mathbb{Z}^2 \) such that \( P \) hits \( B_{n-K}(z) \), there are at most \( (\delta/2)K \) values of \( k \in [K/2, K - 1]\mathbb{Z} \) for which \( \min_{u \in A_{n,k}(z)} h^z_{n,k}(u) \leq -C \). Hence for each such \( z \), there are at least \( (1/2 - \delta)K \) values of \( k \in [K/3, K - 1]\mathbb{Z} \) for which \( \min_{u \in A_{n,k}(z)} h^z_{n,k}(u) \geq -C \).

We now choose \( K_+ \) to be large enough so that \( c2^{-K_+} \leq \delta/2 \). Then if \( K \geq K_+ \), it holds with probability at least \( 1 - \delta \) that the path \( P \) as above exists and for each \( z \in 2^n-K-1\mathbb{Z}^2 \) such that \( P \) hits \( B_{n-K}(z) \), there are at least \( (1/2 - \delta)K \) values of \( k \in [K/2, K - 1]\mathbb{Z} \) for which \( \min_{u \in A_{n,k}(z)} h^z_{n,k}(u) \geq -C \). Any path in \( \mathbb{Z}^2 \) from \( \partial B_{n-1} \) to \( \partial B_{n-1/2} \) must cross \( P \), so must hit a square of the form \( B_{n-K}(z) \) for some \( z \in 2^n-K-1\mathbb{Z}^2 \) such that \( P \) also hits \( B_{n-K}(z) \). But, we know that each \( z \) for which \( P \) hits \( B_{n-K}(z) \) satisfies the condition in the lemma statement, so this concludes the proof. \( \square \)

### 3.3 Inductive argument

Theorem 1.1 will be a consequence of the following lemma applied inductively.

**Lemma 3.7** Let \( q_0 \in (0, 1) \) be chosen so that the conclusion of Corollary 3.5 holds with \( a = 3/4 \) and \( b = 6 \). For each \( q \in [q_0, 1) \), there are constants \( C > 0 \) and \( K_+ \in \mathbb{N} \)
depending only on $q$ such that if $n, K \in \mathbb{N}$ with $K_* \leq K \leq n - 1$, then the following is true. If $R > 0$ is such that

\[
P \left[ D_m (\text{across } \mathcal{A}_m) \geq R \right] \geq q, \quad \forall m \in [n - K + 1, n - K/2] \mathbb{Z}, \tag{3.17}\]

then

\[
P \left[ D_n (\text{across } \mathcal{A}_n) \geq \frac{1}{4} Ke^{-\xi C} R \right] \geq q. \tag{3.18}\]

**Proof** Throughout the proof we assume that $n, K \in \mathbb{N}$ with $K \leq n - 1$ and $R > 0$ are such that (3.17) holds.

Each of the fields $\hat{\mathbf{h}}_{n,k}^{\mathcal{Z}}$ for $z \in \mathcal{A}_n$ is a zero-boundary GFF on a translated copy of $\mathcal{A}_{n-k}$. Therefore, (3.17) implies that for each $z \in \mathcal{A}_n$ and each $k \in [K/2, K - 1] \mathbb{Z}$,

\[
P \left[ \hat{D}_{n,k}^z (\text{across } \mathcal{A}_{n,k}(z)) \geq R \right] \geq q; \tag{3.19}\]

recall that $\hat{D}_{n,k}^z$ is the LFFP metric associated with $\hat{\mathbf{h}}_{n,k}^z$, as in Sect. 3.1. By (3.19), our choice of $q_0$, and Corollary 3.5 applied with

\[
E_k = \left\{ \hat{D}_{n,k}^z (\text{across } \mathcal{A}_{n,k}(z)) \geq R \right\},
\]

there is a universal constant $c > 0$ such that for each $z \in \mathcal{A}_n$ it holds with probability at least $1 - c2^{-3K}$ that there are at least $3K/8$ values of $k \in [K/2, K - 1] \mathbb{Z}$ for which $\hat{D}_{n,k}^z (\text{across } \mathcal{A}_{n,k}(z)) \geq R$.

By a union bound over $O_K (2^{2K})$ points $z \in (2^{-n-K-1} \mathbb{Z}^2) \cap \mathcal{A}_n$, after possibly increasing $c$ we can arrange that with probability at least $1 - c2^{-K}$, it holds for every $z \in (2^{-n-K-1} \mathbb{Z}^2) \cap \mathcal{A}_n$ that there are at least $3K/8$ values of $k \in [K/2, K - 1] \mathbb{Z}$ for which $\hat{D}_{n,k}^z (\text{across } \mathcal{A}_{n,k}(z)) \geq R$.

By Lemma 3.1 (applied with $\delta = \min \{1/8, (1 - q)/2 \}$), there are constants $C > 0$ and $K_0 \in \mathbb{N}$ depending only on $q$ such that if $K \geq K_0$, then with probability at least $1 - (1 - q)/2$, each path across $\mathcal{A}_n$ hits a square of the form $B_{n-k} (z)$ for some $z \in 2^{n-K-1} \mathbb{Z}^2$ with the following property: there are at least $3K/8$ values of $k \in [K/2, K - 1] \mathbb{Z}$ for which $\min_{u \in \mathcal{A}_{n,k}(z)} b_{n,k}^z (u) \geq -C$.

Now let $K_* = K_* (q) \geq K_0$ be chosen so that $c2^{-K_0} \leq (1 - q)/2$. If $K \geq K_*$, the combination of the preceding two paragraphs shows that with probability at least $q$, each path across $\mathcal{A}_n$ hits a square of the form $B_{n-k} (z)$ for some $z \in 2^{n-K-1} \mathbb{Z}^2$ with the following property: there are at least $K/4$ values of $k \in [K/2, K - 1] \mathbb{Z}$ for which $\min_{u \in \mathcal{A}_{n,k}(z)} b_{n,k}^z (u) \geq -C$ and $\hat{D}_{n,k}^z (\text{across } \mathcal{A}_{n,k}(z)) \geq R$. For each such $k$,

\[
D_n (\text{across } \mathcal{A}_{n,k}(z)) \geq \exp \left( \frac{\xi}{\nu} \min_{u \in \mathcal{A}_{n,k}(z)} b_{n,k}^z (u) \right) \hat{D}_{n,k}^z (\text{across } \mathcal{A}_{n-k}(z)) \geq e^{-\xi C} R. \tag{3.20}\]

If a path across $\mathcal{A}_n$ hits $B_{n-k} (z)$, then it must cross each of the annuli $\mathcal{A}_{n,k}(z)$ for $k \in [K/2, K - 1] \mathbb{Z}$ at least once (it must cross each of these annuli twice if $z$ is at
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distance at least $2^{n-K/2}$ from the boundary of $A_n$. By (3.20), the $D_n$-length of each path across $A_n$ is at least $\frac{1}{4}Ke^{-\xi C}R$. Thus (3.18) holds.

**Proof of Theorem 1.1** Let $q \in [q_0, 1)$, $C > 0$, and $K_* \in \mathbb{N}$ be as in Lemma 3.7. We will prove the theorem by an inductive argument based on Lemma 3.7. For the base case, we need an a priori lower bound for $D_n$ (across $A_n$), which will come from Proposition 2.1.

**Step 1: a priori lower bound for annulus crossing distance.** By Proposition 2.1, there exists a constant $C^\prime > 0$ depending only on $q$ such that for each $n \in \mathbb{N}$, it holds with probability at least $q$ that there is a path $P$ around $A_n$ such that $h_n \geq -C^\prime$ on $P$. Each path across $A_n$ must cross $P$, so

$$\mathbb{P}\left[ D_n \text{ (across } A_n) \geq e^{-\xi C^\prime} \right] \geq q, \quad \forall n \in \mathbb{N}. \quad (3.21)$$

Let $K \geq K_*$ (to be chosen later in a manner depending only on $\xi$). By (3.21) applied for $n \in [1, K]^\mathbb{Z}$, the condition (3.17) holds with $R = e^{-\xi C^\prime}$ for each $n \in [K, 2K]^\mathbb{Z}$. By Lemma 3.7,

$$\mathbb{P}\left[ D_n \text{ (across } A_n) \geq \frac{1}{4}Ke^{-\xi(C+C^\prime)} \right] \geq q, \quad \forall n \in [K, 2K]^\mathbb{Z}. \quad (3.22)$$

This is our desired a priori lower bound.

**Step 2: inductive argument.** We now let

$$K = K(\xi) := \max\left\{ K_*, 16e^{\xi(C+C^\prime)} + 1 \right\}. \quad (3.23)$$

We will prove by induction on $n$ that for each $n \geq K$,

$$\mathbb{P}\left[ D_n \text{ (across } A_n) \geq 2^{n/K} \right] \geq q. \quad (3.24)$$

Indeed, it follows from (3.22) and our choice of $K$ that (3.24) holds for all $n \in [K, 2K]^\mathbb{Z}$. This gives the base case.

For the inductive step, assume that $n \geq 2K$ and (3.24) has been proven with $n$ replaced by any $m \in [K, n-1]^\mathbb{Z}$. Then (3.17) of Lemma 3.7 holds for our given value of $n$ and with $R = 2^{(n-K)/K}$. Therefore, Lemma 3.7 implies that

$$\mathbb{P}\left[ D_n \text{ (across } A_n) \geq \frac{1}{4}Ke^{-\xi C 2^{(n-K)/K}} \right] \geq q.$$ 

By our choice of $K$, we have $\frac{1}{4}Ke^{-\xi C} \geq 4$, so $\frac{1}{4}Ke^{-\xi C 2^{(n-K)/K}} \geq 2^{n/K}$. Thus (3.24) holds for $n$. This completes the induction, so we get that (3.24) holds for all $n \geq K$.

By (3.24),

$$\liminf_{n \to \infty} \mathbb{P}\left[ D_n \text{ (across } A_n) \geq 2^{n/K} \right] \geq q.$$ 

By (3.23), $(\log 2)/K \geq c_0e^{-c_1\xi}$ for constants $c_0, c_1 > 0$ depending only on $q$. This gives (1.4). □
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