FLOW BY POWERS OF THE GAUSS CURVATURE IN SPACE FORMS
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Abstract. In this paper, we prove that convex hypersurfaces under the flow by powers \( \alpha > 0 \) of the Gauss curvature in space forms \( \mathbb{N}^{n+1}(\kappa) \) of constant sectional curvature \( \kappa (\kappa = \pm 1) \) contract to a point in finite time \( T^* \). Moreover, convex hypersurfaces under the flow by power \( \alpha > \frac{1}{n+2} \) of the Gauss curvature converge (after rescaling) to a limit which is the geodesic sphere in \( \mathbb{N}^{n+1}(\kappa) \). This extends the known results in Euclidean space to space forms.

1. Introduction

Parabolic flows for hypersurfaces play important roles in geometric analysis. One important example is the flow by Gauss curvature. Much attention has been paid to flow of convex hypersurfaces \( X(\cdot, \tau) : M \rightarrow \mathbb{R}^{n+1} \) by power of Gauss curvature:

\[
X_\tau(x, \tau) = -K_\alpha(x, \tau)\nu(x, \tau), \quad \alpha > 0,
\]

where \( \nu(x, \tau) \) is the unit exterior normal at \( X(x, \tau) \) of \( M_\tau = X(M, \tau) \) and \( K(x, \tau) \) is the Gauss curvature of \( M_\tau \).

Gauss curvature flow was introduced by Firey [16] to model the shape of tumbling stones. It was proved in [30] for \( \alpha = 1 \), and in [13] for any \( \alpha > 0 \) that the flow shrinks to a point in finite time \( T^* > 0 \) for any smooth strictly convex initial hypersurfaces \( M \). A Harnack type inequality for Gauss curvature flow of compact convex hypersurfaces for all \( \alpha > 0 \), and an entropy estimate for \( \alpha = 1 \) were proved in [14]. Hamilton [24] used these results to get the sharp upper bound of Gauss curvature and the diameter. The main interest is to understand the asymptotic behavior of the flows (1.1) as the time \( \tau \) approaches to the singular time \( T^* \).

When \( n = 1, \alpha = 1 \), (1.1) is the curve shorting flow, convergence to circle was proved by Gage-Hamilton [17] for initial convex curve, and Grayson [20] for general initial curve. Convergence to circles was proved for \( n = 1 \) and \( \alpha > 1 \) in [3], for \( n = 1 \) and \( \frac{1}{3} < \alpha < 1 \) in [5] with convex initial curve. For general \( n > 1 \), Chow [13] analyzed the case \( \alpha = \frac{1}{n} \) and proved that solutions of the normalized flow converge to the unit sphere as \( t \rightarrow \infty \). The convergence to sphere when \( n = 2, \alpha = 1 \) was established by Andrews in [1], see also [6] for the case \( n = 2 \) and \( \frac{1}{2} < \alpha < 1 \). The exponent \( \alpha = \frac{1}{n+2} \) is critical as it’s the affine curvature flow. In this case, the convergence to ellipsoids was established by Andrews in [4] (see also [27] for \( n = 1 \)). Convergence to solitons was established
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for $\alpha \in \left(\frac{1}{n+2}, \frac{1}{n}\right)$ in [2] for a family of anisotropic Gauss curvature flows (more general situation). For the normalized flow of (1.1) with strictly convex initial hypersurfaces in $\mathbb{R}^{n+1}$, $\forall \alpha \geq 1$, the convergence to solitons (self-similar solutions) was established for the case $\alpha = 1$ by Guan-Ni [21], and by Andrews-Guan-Ni [7] for $\forall \alpha > \frac{1}{n+2}$. In [7], the uniqueness of soliton (round sphere) was proved when it is centrally symmetric. The final resolution of the uniqueness of solitons of normalized flow of (1.1) were obtained by Choi-Daskalopoulos in [11] ($\frac{1}{n} < \alpha < 1 + \frac{1}{n}$) and by Brendle-Choi-Daskalopoulos [9] for all $\alpha > \frac{1}{n+2}$.

Parabolic flows for hypersurfaces in general Riemannian manifolds were considered by many authors. Generalization of flows by mean curvature in Euclidean space to general Riemannian manifold [25] was a fundamental contribution by Huisken. More recently, a new type of mean curvature flow in space forms was introduced by Guan and Li [22]. Gerhardt [19] demonstrated a correspondence between contracting and expanding flows of hypersurfaces in the sphere. Andrews, Han, Li and Wei [8] generalized Andrew’s noncollapsing estimates for curvature flows in Euclidean space to fully nonlinear curvature flows in space forms.

It is natural to consider flows by powers of Gauss curvature in more general ambient spaces. Very little is known except for the case $\alpha = 1$, $n = 2$ or $\alpha = 1$, $n \geq 3$ and initial hypersurfaces are axially symmetric [26].

In this paper, we establish complete analogous results of flow by power of Gauss curvature in space forms:

\[
\begin{align*}
\dot{X}_x(x, \tau) &= -\tilde{K}^\alpha(x, \tau)\nu(x, \tau), \\
\tilde{X}(0) &= \tilde{X}_0,
\end{align*}
\]

where $\nu(x, \tau)$ is the unit exterior normal at $\tilde{X}(x, \tau)$ and $\tilde{K}(x, \tau)$ is the Gauss curvature of $\tilde{M}_\tau$, $\mathbb{N}^{n+1}(\kappa)$ is the $(n+1)$ dimensional simply connected space form of constant sectional curvature $\kappa = \pm 1$ (the tildes distinguish these from the normalized counterparts introduced later). Below is our main theorem.

**Theorem 1.1.** If $\tilde{X}_0$ represents a strictly convex smooth hypersurface in $\mathbb{N}^{n+1}(\kappa)$, then for any $\alpha > 0$, the initial value problem (1.2) has a unique solution on a maximum finite time interval $[0, T^*)$ such that the $\tilde{M}_\tau$ converges to a point as $\tau \to T^*$. Moreover, for $\alpha > \frac{1}{n+2}$, $\tilde{M}_\tau$ converges to a geodesic sphere in $\mathbb{N}^{n+1}(\kappa)$ in the $C^\infty$-topology after re-scaling.

The theorem generalizes the known results in Euclidean space to space forms. The first statement is a generalization of [30, 13]. The second statement extends results in [21, 7, 9].

Our approach to flow (1.2) is to deduce it to a flow in the Euclidean space by proper projections. Choosing the projection $\pi_p$ (see details in section 2), the Gauss curvature of the image satisfies (2.6). It is suffice to consider the following type of flow (the image of projection) in Euclidean space:

\[
\hat{X}_x(x, \tau) = -(1 + \kappa|X|^2)^{\frac{n+2}{2} + \frac{1}{2}}(1 + \kappa(X, \dot{X})^2)^{-\frac{n+2}{2} + \frac{1}{2}}\hat{K}^\alpha,
\]

where $\kappa = 1$ when $\hat{X}(x, \tau)$ is the flow of convex hypersurfaces in $\mathbb{S}^{n+1}$ and where $\kappa = -1$ when $\hat{X}(x, \tau)$ is the flow of convex hypersurfaces in $\mathbb{H}^{n+1}$ (the hat distinguish these
from the counterparts before the projection). It is well known that any strictly convex hypersurfaces \( \hat{M} \) in \( \mathbb{R}^{n+1} \) can be recovered completely from the support function \( u \) by 
\[
\hat{M} = \{ \nabla \hat{u} + \hat{u}x, x \in S^n \},
\]
see e.g. [28]. Then the support function satisfies equation
\[
(1.4) \quad \hat{u}_\tau(x, \tau) = -(1 + \kappa(\hat{u}^2 + |\nabla \hat{u}|^2))^{\frac{n+2\alpha}{2}}(1 + \kappa \hat{u}^2)^{-\frac{n+2\alpha+2}{2}} \text{det}^{-\alpha}(\nabla^2 \hat{u} + \hat{u}I).
\]

For flow (1.4), we obtain the estimates of the lower bound of principal curvature and the upper bound Gauss curvature and pinching estimate of the inner and outer radii.

The key in our proof is an almost monotonicity formula for associated entropies considered in [21, 7]. In this respect, the normalized flow (4.6) of (1.4) will be used in section 4. A crucial observation is the decay estimate (4.11) in Section 4. It allows us to obtain a monotone quantity
\[
E_\alpha(\hat{\Omega}_t) + C(n, \alpha, \tilde{X}_0)e^{-\frac{2(n+1)}{n+2}t} 
\]
along the normalized flow (4.6) by modifying the monotone quantity used in [21, 7]. From this, we can use the methods in [21, 7] to obtain a uniformly lower and upper bound of support function. This in turn implies a uniform \( C^2 \)-estimate, and to conclude that the normalized flow for any smooth initial convex body converges smoothly as \( t \to \infty \) to a uniformly convex soliton. By the soliton classification result in [9], we obtain that the limit is a round sphere. This implies the convergence of the normalized flow in \( \mathbb{N}^{n+1}(\kappa) \) for \( \alpha > \frac{1}{n+2} \).

The rest of this paper are organized as follows: in Section 2, we will recall some basic facts which will be used later. In Section 3, we prove the flow (3.1) converges to a point in finite time \( T^* > 0 \) for \( \alpha > 0 \). As a corollary, we prove that the flow (1.2) converges to a point at finite time \( T^* \) for \( \alpha > 0 \). In section 4, we obtain the modified monotone quantity and the a priori estimates of the normalized flow. In section 5, we prove the normalized flow in \( \mathbb{N}^{n+1}(\kappa) \) converges to a geodesic sphere centered at the extinct point \( q_0 \) for \( \alpha > \frac{1}{n+2} \).

2. Preliminaries

In this section, we present some basic facts about space forms and the stereographic type projections which will be used later.

Under the geodesic polar coordinates, the metric of \( \mathbb{N}^{n+1}(\kappa) \) can be denoted as
\[
\bar{g} = d\rho^2 + \phi^2(\rho)dz^2,
\]
where \( \phi(\rho) = \sin(\rho), \rho \in [0, \pi) \) when \( \kappa = 1 \); and \( \phi(\rho) = \sinh(\rho) \) when \( \kappa = -1 \); and \( dz^2 \) is the standard induced metric on \( S^n \) in Euclidean space.

Let \( \Omega \) be a convex body in \( \mathbb{N}^{n+1}(\kappa) \). Suppose \( M = \partial \Omega \) is smooth and strictly convex, denote the metric and the unit outer normal of \( M \) by \( g_{ij} \) and \( \nu \) respectively. Let \( h_{ij} \) be the second fundamental form of \( M \) with respect to \( \nu \) and \( u = \langle \phi \frac{\partial}{\partial \rho}, \nu \rangle \) the support function of \( M \). Suppose \( q \in M \) and, there is an open subset \( \mathcal{N} \) of \( M \) containing \( q \) such that \( \langle \frac{\partial}{\partial \rho}, \nu \rangle \) is strictly positive or negative (doesn’t change sign) in \( \mathcal{N} \), then \( \mathcal{N} \) can be represented as a radial graph locally. As a local radial graph, it is well-known
Note that if \( M \subset \mathbb{R}^n \) for a strictly convex hypersurface \( M \subset \mathbb{R}^n \). Therefore, the Gauss curvature of \( N \) is given by

\[
K = \frac{\det h_{ij}}{\det g_{ij}} = \frac{\sigma^n \det(-\phi \rho_{ij} + 2 \phi' \rho_i \rho_j + \phi^2 \phi' \delta_{ij})}{(\phi^2 + |\nabla \rho|^2)^{n/2} \phi^{2n-2}}.
\]

To investigate the flow \((1.2)\) in \( \mathbb{N}^{n+1}(\kappa) \), we project it to the tangent plane of \( \mathbb{N}^{n+1}(\kappa) \) at a certain point. The stereographic projection can be found in many references, see e.g. [13, 23]. Here we describe it briefly for completeness.

When \( \kappa = 1 \), \( \mathbb{N}^{n+1}(\kappa) = \mathbb{S}^{n+1} \). For any \( p \in \mathbb{S}^{n+1} \), denote \( \mathcal{H}(p) = \{ z \in \mathbb{S}^{n+1} : d_{\mathbb{S}^{n+1}}(p, z) < \frac{\pi}{2} \} \) the open hemisphere centered at \( p \). We consider the projection \( \pi_p \) of \( \mathcal{H}(p) \) onto the tangent plane \( L_p \) of \( \mathbb{S}^{n+1} \subset \mathbb{R}^{n+2} \) at \( p \), defined by

\[
\pi_p : z \in \mathcal{H}(p) \mapsto \frac{z}{\langle z, p \rangle} \in L_p.
\]

For a strictly convex hypersurface \( M \subset \mathbb{S}^{n+1} \), it must enclose a convex body and is contained in a hemisphere \( \mathcal{H} \), see, for example [15]. Suppose \( \mathcal{H} = \mathcal{H}(p) \) is centered at \( p \); we can use the above projection \( \pi_p \) to project \( M \) onto \( L_p \).

When \( \kappa = -1 \), \( \mathbb{N}^{n+1}(\kappa) = \mathbb{H}^{n+1} \) is the hyperbolic space. For any point \( p \in \mathbb{H}^{n+1} \), we can consider \( \mathbb{H}^{n+1} \) as a submanifold of \( \mathbb{R}^{n+2} \) with vertex \( p \),

\[
\mathbb{H}^{n+1} = \{(x_1, \ldots, x_{n+1}, x_{n+2}) \in \mathbb{R}^{n+2} : x_{n+2}^2 - \sum_{i=1}^{n+1} x_i^2 = 1, x_{n+2} > 0\},
\]

and

\[
p = (0, \ldots, 0, 1).
\]

Let \( L_p \) be the tangent plane of \( \mathbb{H}^{n+1} \) at \( p \), we define \( \pi_p \) as

\[
\pi_p : z \in \mathbb{H}^{n+1} \mapsto \frac{z}{\langle z, p \rangle} \in L_p.
\]

Note that if \( z = (x_1, \ldots, x_{n+1}, x_{n+2}) \in \mathbb{H}^{n+1} \), then \( \pi_p(z) = \left(\frac{x_1}{x_{n+2}}, \ldots, \frac{x_{n+1}}{x_{n+2}}, 1\right) \). Thus, \( \pi_p(\mathbb{H}^{n+1}) \) is contained in the unit ball \( B^{n+1}(p, 1) \) of \( L_p \) centered at \( p \).

**Lemma 2.1.** Let \( M \) be a closed smooth strictly convex hypersurface in \( \mathbb{N}^{n+1}(\kappa) \), \( \Omega \) be the set enclosed by \( M \). Let \( \pi := \pi_p \) be defined as above and \( \tilde{\Omega} = \pi(\Omega) \subset L_p \) be the image of \( \Omega \) under the projection, \( \tilde{u} : \mathbb{S}^{n} \to \mathbb{R} \), \( x \mapsto \sup \{ \langle y, x \rangle : y \in \Omega \} \) be the support function of \( \tilde{\Omega} \), and \( \tilde{K} \) be the Gauss curvature of \( \tilde{M} := \partial \tilde{\Omega} \). Then

\[
K(q) = \left(\frac{1 + \kappa(\tilde{a}^2 + |\nabla \tilde{a}|^2)}{1 + \kappa \tilde{a}^2}\right)\frac{\partial^2}{\partial z^2} \tilde{K}(\pi(q)), \quad \forall q \in M.
\]
where \( x \in \mathbb{S}^n \) is the unique point such that \( \pi(q) = \nabla u + ux \).

**Proof.** For the case \( \kappa = 1 \), [23] gives a detailed proof. We give a proof for the general case of space forms.

We identify the tangent plane \( L_p \) with \( \mathbb{R}^{n+1} \) and choose \( p \) as the origin of \( \mathbb{R}^{n+1} \). Recall that \( \rho(q) \) is the geodesic distance from \( q \) to the origin, let \( r \) be the Euclidean distance from the origin. It is easy to see that

\[
(2.7) \quad r = \frac{\phi}{\phi^\prime} = \begin{cases} \tan(\rho), & \kappa = 1; \\
\tanh(\rho), & \kappa = -1. \end{cases}
\]

Since \( \mathcal{M} \) is strictly convex, we claim that the co-dimension of the set \( Z = \{ q' \in \mathcal{M} | u(q') = 0 \} \) is one. In fact, let \( \nabla^g \) denote the gradient of \( \mathcal{M} \), \( \Phi(\rho) = \int_0^\rho \phi(s)ds \), then \( \nabla^g_i u = h_i^j \nabla^g_j \Phi \) (see e.g. [22]). If \( \nabla^g_i u = 0 \), then \( \nabla^g \Phi = 0 \). On the other hand, \( u^2 + |\nabla^g \Phi|^2 = \phi^2 \), so \( \{ q' \in Z | \nabla^g_i u(q') = 0 \} = \{ q' \in \mathcal{M} | \phi(q') = 0 \} \), i.e. a single point. If \( \nabla^g_i u \neq 0 \), then the set \( \{ q' \in Z | \nabla^g_i u(q') \neq 0 \} \) is co-dimension one by the implicit function theorem. For \( q \in \mathcal{M} \setminus Z \), there is a neighborhood \( N \) of \( q \) in \( \mathcal{M} \) such that \( u > 0 \) in \( N \), and \( N \) can be represented as local radial graph. Moreover, \( \dot{u} > 0 \) in \( N = \pi(N) \) if and only if \( u > 0 \) in \( N \), and \( N \) can be represented as a radial graph in the polar coordinates of \( \mathbb{R}^{n+1} \) with origin \( p \).

Similar to (2.2) and (2.3), we have in \( \dot{N} \) that

\[
\hat{g}_{ij} = r_ir_j + r^2\delta_{ij},
\]

(2.8)

\[
\hat{v} = \frac{\sigma r}{\sqrt{r^2 + |\nabla r|^2}} \left( \frac{\partial}{\partial r} - \frac{\nabla r}{r^2} \right),
\]

\[
\hat{h}_{ij} = \sigma(\sqrt{r^2 + |\nabla r|^2})^{-1}(-rr_{ij} + 2r_ir_j + r^2\delta_{ij}),
\]

(2.9)

\[
\hat{K} = \frac{\det \hat{h}_{ij}}{\det \hat{g}_{ij}} = \frac{\sigma^n \det(-rr_{ij} + 2r_ir_j + r^2\delta_{ij})}{(r^2 + |\nabla r|^2)^{n+2}},
\]

where \( \hat{g}_{ij}, \hat{v}, \hat{h}_{ij} \) and \( \hat{K} \) are the metric, the unit outer normal, the second fundamental form, and the Gauss curvature of \( \hat{M} \) respectively.

On the other hand, by (2.1) and the fact that \( \phi^2 - \phi \phi'' = 1 \), we get

\[
(2.10) \quad K = \frac{\sigma^n \det(-rr_{ij} + 2r_ir_j + r^2\delta_{ij})}{r^{2n-2}(r^2 + \phi^2|\nabla r|^2)^{n+2}}.
\]

Moreover, since \( \phi(\rho) = \sinh(\rho) \) for \( \kappa = -1 \), \( \phi(\rho) = \sin(\rho) \) for \( \kappa = 1 \), thus \( r^2 = \frac{\phi^2}{r} = \kappa(\frac{1}{\phi^\prime} - 1) \), i.e.

\[
(2.11) \quad \phi^2 = \frac{1}{1 + \kappa r^2}.
\]

Comparing this to (2.9), we get

\[
(2.12) \quad \frac{K}{\hat{K}} = \left( \frac{r^2 + |\nabla r|^2}{r^2 + \frac{|\nabla r|^2}{1 + \kappa r^2}} \right)^{\frac{n+2}{2}}.
\]
It is well known that for $x \in S^n$, $x$ is an unit outer normal of hypersurface defined by $\nabla \hat{u} + \hat{u} x \in \hat{N}$, thus

$$r^2 = \hat{u}^2 + |\nabla \hat{u}|^2, \tag{2.13}$$

$$\hat{u}(x) = \langle r \frac{\partial}{\partial r}, \hat{\nu} \rangle = \frac{\sigma r^2}{\sqrt{r^2 + |\nabla r|^2}}. \tag{2.14}$$

Plugging the above two equations into (2.12), we get

$$\frac{\bar{K}}{K} = \left(1 + \frac{(\hat{u}^2 + |\nabla \hat{u}|^2)}{1 + \kappa \hat{u}^2} \right) \frac{n+2}{2}. \tag{2.15}$$

This proves (2.6) for $q \in M \setminus Z$. Since $M \setminus Z$ is dense in $M$, (2.6) holds for $q \in M$. \qed

Let $\tilde{X}(\tau)$ be a family of hypersurfaces evolving by the flow (1.2). Suppose we can represent $\tilde{X}(\tau)$ as $\{(\tilde{p}(z,t)z, z)\}$ as a radial graph locally over $S^n$ in the polar coordinates with center $p$, then we obtain the scalar curvature flow equation (locally)

$$\tilde{\rho}_t = -\tilde{K}^\alpha \tilde{\omega}, \tag{2.16}$$

where $\tilde{\omega} = \sqrt{\phi(x) + |\nabla \phi|^2}$.

Suppose that (1.2) exists on $[0, T^*)$. Then we can project $\tilde{X}(\tau)$ into $L_{\rho_0}$ through the projection $\pi_{\rho_0}$, where $\rho_0$ is the outer center of $\tilde{X}(0)$.

**Lemma 2.2.** The image $\hat{X}(\tau) := \pi_{\rho_0}(\tilde{X}(\tau))$ evolves by

$$\hat{X}_\tau = -(1 + \kappa |\hat{X}|^2)^{\frac{n+2}{2} + \frac{1}{2}} (1 + \kappa |\hat{X}|^2)^{-\frac{n+2}{2} + \frac{1}{2}} \hat{K}^\alpha(x, \tau) \hat{\nu}, \quad \tau \in [0, T^*), \tag{2.17}$$

where $\hat{K}$ and $\hat{\nu}$ are the Gauss curvature and the unit outer normal of $\hat{X}(\tau)$ respectively. The support function satisfies

$$\hat{u}_\tau(x, \tau) = -(1 + \kappa |\hat{u}|^2)^{\frac{n+2}{2} + \frac{1}{2}} (1 + \kappa |\hat{u}|^2)^{-\frac{n+2}{2} + \frac{1}{2}} \hat{K}^\alpha(x, \tau), \quad \tau \in [0, T^*). \tag{2.18}$$

**Proof.** Since $X_0$ is strictly convex, $\tilde{X}(\tau)$ will stay strictly convex on a short time interval $[0, \delta]$. Thus, there is a set $Z(\tau) \subset \tilde{X}(\tau)$ of measure zero, such that $\tilde{X}(\tau)$ can be represented as local radial graph and (2.16) holds on $\tilde{X}(\tau) \setminus Z(\tau)$. Plugging (2.7) into (2.16), we get the evolution equation of $r$

$$\hat{r}_\tau = -\sqrt{(1 + \kappa \hat{r}^2)^2 + \frac{|\nabla \hat{r}|^2}{\hat{r}^2}(1 + \kappa \hat{r}^2)} \hat{K}^\alpha \tag{2.19}$$

holds in $\tilde{X}(\tau) \setminus Z(\tau)$ for $\tau \in [0, \delta)$.

Note that $\hat{u}_r(x, \tau) \hat{u} = \frac{\hat{r}(x, \tau)}{\hat{u}}$, by Lemma 2.1 we obtain

$$\hat{u}_r(x, \tau) = -(1 + \kappa |\hat{u}|^2)^{\frac{n+2}{2} + \frac{1}{2}} (1 + \kappa |\hat{u}|^2)^{-\frac{n+2}{2} + \frac{1}{2}} \hat{K}^\alpha(x, \tau)$$

holds in $\tilde{X}(\tau) \setminus Z(\tau)$ for $\tau \in [0, \delta)$. This is the evolution equation of the supports when the hypersurfaces evolve by (2.17). By applying Lemma 3.3 with $T = \delta$, we obtain the principal curvatures of $\hat{X}$ have a uniform positive lower bound $\varepsilon_0$ depending only on $n, \alpha, \tilde{X}_0$. This implies that $\tilde{X}(\tau)$ is uniformly convex on $[0, \delta]$. Then repeating this
3. Convergence to a Point

In this section, we prove that the flow \((1.2)\) converges to a point in finite time \(T^* > 0\). This is proved by proving the image flow of its projection in \(\mathbb{R}^{n+1}\) converges to a point at \(T^*\). More generally, we prove the following theorem.

**Theorem 3.1.** Suppose \(\{\hat{X}(\tau)\} \subset \mathbb{R}^{n+1}\) is a family of hypersurfaces in \(\mathbb{R}^{n+1}\) evolving by

\[
\hat{X}_\tau = -\psi(\langle \hat{X}, \hat{\nu} \rangle, x, \nabla \langle \hat{X}, \hat{\nu} \rangle) \hat{K}^\alpha(x, \tau) \hat{\nu},
\]

with \(\hat{X}(0) = \hat{X}_0\) strictly convex, where \(\hat{K}, \hat{\nu}\) are the Gauss curvature, and unit outer normal of \(\hat{X}\) respectively, \(\alpha > 0\) is a positive constant, \(\psi: (\mathbb{R} \times T\mathbb{S}^n) \rightarrow \mathbb{R}^n\) is a smooth function satisfying

\[
\frac{1}{A} \leq \psi \leq A, \\
||\psi||_{C^2} \leq A,
\]

for some positive constant \(A > 0\) as long as the flow \((3.1)\) exists. Then the flow \((3.1)\) converges to a point in finite time \(T^* > 0\) with \(T^*\) depending only on \(n, \alpha, \hat{X}_0\) and \(A\).

When we consider the flow \((2.17)\), \(\psi = (1 + \kappa |\hat{X}|^2)^{-\frac{n+2}{2} + \frac{1}{2}}(1 + \kappa \langle \hat{X}, \hat{\nu} \rangle^2)^{-\frac{n+2}{2} + \frac{1}{2}}\) is uniformly bounded from below, since the flow is contracting.

**Corollary 3.2.** The flow \((1.2)\) converges to a point in finite time \(T^*\) with \(T^*\) depending only on \(\hat{X}_0, n, \alpha\).

**Proof.** Let \(p_0\) be the outer center of \(\hat{X}_0\), we consider the projection \(\pi_{p_0}\) of \(\hat{X}(\tau)\) into \(L_{p_0}\) on \([0, T^*)\). By Lemma 2.2, the image \(\hat{X}(\tau) = \pi_{p_0}(\hat{X}(\tau))\) will evolve by \((2.17)\), which is a special case of \((3.1)\) with \(\psi = (1 + \kappa |\hat{X}|^2)^{-\frac{n+2}{2} + \frac{1}{2}}(1 + \kappa \langle \hat{X}, \hat{\nu} \rangle^2)^{-\frac{n+2}{2} + \frac{1}{2}}\). We can check that \(\hat{X}_0\) is strictly convex and \(\psi\) satisfies \((3.2)\). By Theorem 3.1, \(\hat{X}(\tau)\) converges to a point \(\hat{q}\) in finite time \(T^* > 0\). Thus, \(\pi_{p_0}^{-1}(\hat{X}(\tau))\) converges to the point \(\pi_{p_0}^{-1}(\hat{q})\). \(\square\)

Next, we prove Theorem 3.1. Note that under the flow \((3.1)\), the support function \(\hat{u}\) evolves by

\[
\hat{u}_\tau = -\psi(\langle \hat{u}, x, \nabla \hat{u} \rangle) \hat{K}^\alpha(x, \tau).
\]

**Lemma 3.3.** Suppose \(\psi\) satisfies \((3.2)\), then under the flow \((3.1)\), there exists a constant \(\varepsilon_0 = \varepsilon_0(n, \alpha, A, \hat{X}_0) > 0\) such that the principal curvatures \(\hat{k}_i\) of \(\hat{X}\) satisfies

\[
\hat{k}_i \geq \varepsilon_0, \quad \tau \in [0, T],
\]

for any \(T < T^*\) fixed, where \(T^*\) is the maximal existence time of \((3.1)\).
Proof. In the following of the proof, we omit ° and use t instead of τ for simplicity.

Let \((W_{ij}) = (u_{ij} + u\delta_{ij})\) be the inverse of the Weingarten matrix of \(X\), whose eigenvalues \((\lambda_1, \ldots, \lambda_n)\) are the principal radii of curvature of \(X\). To prove the lower bound of \(\kappa\), it suffices to prove the upper bound of \(\lambda(x, t) := \max_{i=1, \ldots, n} \lambda_i(x, t)\). We consider the function \(G(x, t) := \log + \frac{L}{2}r^2\), where \(L > 0\) is a large constant to be determined. Suppose the maximum of \(G\) on \(S^n \times [0, T]\) is attained at \((x_0, t_0)\), we choose a local orthonormal frame \(e_1, \ldots, e_n\) around \(x_0\) such that \(\{W_{ij}(x, t)\}\) is diagonal at \((x_0, t_0)\) and \(W_{11}(x_0, t_0) = \lambda_1(x_0, t_0) = \lambda(x_0, t_0)\). Then the function

\[
G(x, t) := \log W_{11}(x, t) + \frac{L}{2}r^2
\]

also attains its maximum at \((x_0, t_0)\). Let \((W^{ij}) = (W_{ij})^{-1}\) be the inverse of \((W_{ij})\), \(F^{pq} := \alpha\psi K^{\alpha}W^{pq}\), then at \((x_0, t_0)\)

\[
W_{11,t} = (u_{11} + u)_{t} = -K^{\alpha}[\psi + \psi_u u_{11} + \psi_{uu} u_{11} + \psi_{x1}x_1 + \psi_{uu} u_{11}^2 + \psi_{u1}u_{11} + 2\psi_{x1}u_1 + 2\psi_{x1}u_1 + 2\psi_{u1}u_1 + 2\alpha W_{ii} W_{ii}(\psi_{x1} + \psi_{x1}u_1 + \psi_{u1}u_1) + \alpha^2 \psi(W_{ii}^2) + \alpha \psi W_{ij} W_{jj}^2 - \alpha \psi W_{ii} W_{ii}].
\]

Using the formula for commutating covariant derivatives on \(S^n\), we have at \((x_0, t_0)\),

\[
W_{11} = W_{11i}, \\
W_{ii,11} = W_{11,ii} + W_{ii} - W_{11},
\]

Thus

\[
W_{11,t} - F^{pp} W_{11,pp} = -K^{\alpha}[\psi + \psi_u u_{11} - \psi_u u + \psi_{uu} u_{11} + \psi_{x1}x_1 + \psi_{uu} u_{11}^2 + \psi_{u1}u_{11} + 2\psi_{x1}u_1 + 2\psi_{x1}u_1 + 2\psi_{u1}u_1 + 2\alpha W_{ii} W_{ii}(\psi_{x1} + \psi_{x1}u_1 + \psi_{u1}u_1) + \alpha^2 \psi(W_{ii}^2) + \alpha \psi W_{ij} W_{jj}^2 - \alpha \psi W_{ii} W_{ii}].
\]

On the other hand, we have at \((x_0, t_0)\)

\[
r_t^2 = 2u_{tt} + 2u_{t}u_{tt} = -2K^{\alpha}[u\psi + \psi_x x_i + \psi_u |\nabla u|^2 + \psi_{u1}u_{i1}u_i - \alpha \psi W_{pp} W_{pp} u_i], \\
(r^2)_{pp} = 2(W_{pp} u_i) + 2W_{pp}^2 - 2u W_{pp},
\]

which implies

\[
r_t^2 - F^{pp} (r^2)_{pp} = -2K^{\alpha}[u\psi + \psi_x x_i + \psi_u |\nabla u|^2 + \psi_{u1}u_{i1}u_i + \alpha \psi W_{pp} (W_{pp}^2 - u W_{pp})] = -2K^{\alpha}[(1 - n\alpha + 1)u\psi + \psi_x x_i + \psi_u |\nabla u|^2 + \psi_{u1}u_{i1}u_i + \alpha \psi W_{pp}].
\]

By maximum principle, at \((x_0, t_0)\), we have

\[
W_{11} = - \frac{L}{2} W_{11} (r^2)_i = - LW_{11} W_{ii} u_i.
\]
and

\[0 \leq G_t - F^{pp}G_{pp}\]

\[= \frac{W_{11} - F^{pp}W_{11,pp}}{W_{11}} + F^{pp}W_{11,pp} + \frac{L}{2} (r_t^2 - F^{pp}(r_t^2))\]

\[= - K^\alpha [\psi_{u_1 u_1} W_{11} + \psi_u W_{11,ii} + \psi_u - 2\psi_{u_1 u_1} u + 2\psi_{x_1 u_1} + 2\psi_{uu_1} u_1]

\[+ \frac{1}{W_{11}} (\psi - \psi_u u - \psi_{u_1 u_1} + \psi_{x_1 x_1} + \psi_{uu_1} u_1^2 + \psi_{u_1 u_1} u^2 + 2\psi_{x_1 u_1} - 2\psi_{x_1 u_1} - 2\psi_{u_1 u_1})\]

\[- 2\alpha W^{ii} W^{ii}_{i1i}(\psi_u + \frac{\psi_{x_1} + \psi_{x_1 u_1} - \psi_{x_1 u_1}}{W_{11}}) + \alpha^2 \psi(W^{ii} W^{ii}_{i11})^2 + \alpha \psi W^{ii} W^{jj} W^{2}_{jj,i1i}

\[+ \alpha \psi W^{ii}(1 - \frac{W_{ii}}{W_{11}}) + \alpha \psi W^{pp} W^{2}_{pp} + (1 - n\alpha) L \psi + L \psi_t + L \psi_u |\nabla u|^2\]

\[+ L \psi_u W_{ii} u_i - L \psi_{u_1} u_{u_1} + \alpha L \psi W_{pp}]\]

\[\leq - K^\alpha [-C(n, \alpha, A, L, X_0) + \psi_{u_1 u_1} W_{11} - L \psi_u W_{ii} u_i - 2\alpha W^{ii} W^{ii}_{i11}(\psi_u + \frac{\psi_{x_1} + \psi_{x_1 u_1} - \psi_{x_1 u_1}}{W_{11}})]\]

\[+ \alpha^2 \psi(W^{ii} W^{ii}_{i11})^2 + \frac{\psi W^{ii} W^{jj} W^{2}_{jj,i1i}}{W_{11}} + \alpha \psi W^{ii}(1 - \frac{W_{ii}}{W_{11}}) - \alpha \psi W^{pp} W^{2}_{pp} + \alpha L \psi W_{pp}\]

\[+ L \psi_u W_{ii} u_i + \alpha L \psi W_{pp}\]

where we use (3.8), (3.2) and the fact that \(u^2 \leq u^2 + |\nabla u|^2 \leq C(X_0)\) in the last step since the flow is contracting. By Cauchy Schwartz inequality,

\[G_t - F^{pp}G_{pp}\]

\[\leq - K^\alpha [-C(n, \alpha, A, L, X_0) + (\psi_{u_1 u_1} - C(n, \alpha, X, X_0)) W_{11}\]

\[+ \frac{\psi W^{ii} W^{jj} W^{2}_{jj,i1i}}{W_{11}} - \alpha \psi W^{pp} W^{2}_{pp} + \alpha L \psi W_{pp}]\]

(3.9)

\[\leq - K^\alpha [-C(n, \alpha, A, L, X_0) + (\psi_{u_1 u_1} - C(n, \alpha, X, X_0)) W_{11}\]

\[+ \frac{\psi W^{ii} W^{11} W^{2}_{i11}}{W_{11}} - \alpha \psi W^{pp} W^{2}_{pp} + \alpha L \psi W_{pp}]\]

\[\leq - K^\alpha [-C(n, \alpha, A, L, X_0) - C(n, \alpha, A, X_0) W_{11} + \alpha L \psi W_{11}]\]

Since \(\psi \geq \frac{1}{\alpha} > 0\) is bounded from below by (3.2), we can take \(L \geq C_1(n, \alpha, A, X_0)\) sufficiently large such that \(W_{11} \leq C_2(n, \alpha, A, X_0)\). This implies that

(3.10) \[\lambda(x, t) \leq C_2(n, \alpha, A, X_0).\]

\[\square\]

**Lemma 3.4.** For any smooth, strictly convex solution \(\{X(\tau)\}_{[0, T]}\) of equation (3.1) with \(R_- \leq r_-(\dot{X}(\tau)) \leq r_+ (\dot{X}(\tau)) \leq R_+\) for \(\tau \in [0, T]\),

(3.11) \[\max_{\tau \leq T, x \in \mathbb{S}^n} \psi \dot{K}^\alpha \leq \max \{C(\alpha, n, \dot{X}_0, A) \frac{R_+}{R_-^{1+n\alpha}}, \max_{x \in \mathbb{S}^n} \psi \dot{K}^\alpha(x, 0) R_+\}.\]
Proof. In the following, we omit \(^*\) and \(^\dagger\) and use \(t\) instead of \(\tau\) for simplicity. Let \(\sigma_n\) be the \(n\)-th elementary symmetric function with \(\sigma_n(W) = K^{-1}\). From the evolution equation (3.3), we obtain

\[
\frac{\partial}{\partial t} W_{kl} = -((\psi \sigma_n^{-\alpha})_{kl} + \delta_{kl} \psi \sigma_n^{-\alpha}).
\]

There exist a point \(z_0 \in \text{Int}(\Omega(T))\) such that \(u_{z_0}(x, T) := u(x, T) - \langle z_0, x \rangle > \frac{R}{2}\). Setting \(q = \frac{\psi \sigma_n^{-\alpha}}{u_{z_0} - \frac{R}{2}}\), this implies

\[
\frac{\partial}{\partial t} \left(\psi \sigma_n^{-\alpha}\right) = \alpha \psi (u_{z_0} - \frac{R}{2})^{-1} \sigma_n^{-\alpha+1} \sigma_n^{k} q_{kl} + 2 \alpha \psi \sigma_n^{-\alpha+1} \sigma_n^{k l} q_{k}(u_{z_0}) l
\]

\[
+ \alpha \psi \sigma_n^{-\alpha+1} \sigma_n^{k} ((u_{z_0})_k + \delta_{k}^{l} u_{z_0}) q - \frac{\alpha R}{2} \psi \sigma_n^{-\alpha+1} H_q + \sigma_n^{-\alpha} \psi_{t},
\]

where \(H\) is the mean curvature. Since \(M_t\) is shrinking we have \(\Omega(T) \subset \Omega(t)\) for any \(t < T\), then we obtain \(u_{z_0}(x, t) > \frac{R}{2}\) for all \((x, t) \in S^n \times [0, T]\). Since \(W_{kl} = u_{kl} + \delta_{k}^{l} u = (u_{z_0})_{kl} + \delta_{k}^{l} u_{z_0}\), we obtain

\[
\frac{\partial}{\partial t} q = -\frac{u_{tt}}{u_{z_0} - \frac{R}{2}} + \frac{u_{t}(u_{z_0})_{t}}{(u_{z_0} - \frac{R}{2})^2}
\]

\[
= -\frac{(-\psi \sigma_n^{-\alpha})_{t}}{u_{z_0} - \frac{R}{2}} + q^2
\]

\[
= \alpha \psi \sigma_n^{-\alpha+1} \sigma_n^{k} q_{kl} + \frac{2 \alpha \psi \sigma_n^{-\alpha+1} \sigma_n^{k l} q_{k}(u_{z_0}) l}{u_{z_0} - \frac{R}{2}}
\]

\[
+ q^2(1 + \alpha n - \frac{R}{2} \alpha H) + \frac{\sigma_n^{-\alpha} \psi_{t}}{u_{z_0} - \frac{R}{2}},
\]

where \(H \geq n \sigma_n^{-1} \cdot \frac{1}{n}\).

\[
\frac{\partial}{\partial t} \psi = \psi u q \left(\frac{R}{2} - u_{z_0}\right) + \psi_{k} q \left(\frac{R}{2} - u_{z_0}\right) - \psi_{u} q(u_{z_0}) k.
\]

At the maximum point \((x_0, t_0)\) of \(q\), we obtain

\[
q^2(1 + \alpha n - \frac{\alpha R \cdot H}{2} \psi u \left(\frac{R}{2} - u_{z_0}\right) - \psi_{u} (u_{z_0}) k)
\]

\[
\leq q^2(1 + n \alpha - C(n, \alpha) R \left(\frac{u_{z_0} - \frac{R}{2}}{\psi}\right)^{\frac{1}{\alpha}} q^{\frac{1}{\alpha}} + C(X_0, A))
\]

\[
\leq q^2(C(\alpha, n, X_0, A) - C(\alpha, n, A) R^{1+\frac{1}{\alpha}} q^{\frac{1}{\alpha}}).
\]

Hence,

\[
\max_{t \leq T, x \in S^n} q(x, t) = q(x_0, t_0) \leq \max \left\{ \frac{C(\alpha, n, X_0, A)}{R^{1+n\alpha}}, \max_{x \in S^n} q(x, 0) \right\}.
\]
That is,
\[
\max_{t \leq T, x \in S^n} \psi \sigma_n^{-\alpha} = \max_{t \leq T, x \in S^n} \left( q(x, t)(u(x, t) - \frac{R}{2}) \right) \\
\leq \max\{C(\alpha, n, X_0, A)\frac{R_+ R_-}{R_{n+\alpha}}, \max_{x \in S^n} \psi \sigma_n^{-\alpha}(x, 0)R_+ \}.
\]

\[\square\]

**Proof of Theorem 3.1.** Since \(\hat{X}(\tau)\) is a contracting flow, \(|\hat{u}|_{C^0} \leq C(\hat{X}_0)\). Since \(\hat{X}\) is strictly convex, the \(C^0\) estimate implies the \(C^1\) estimate of \(\hat{u}\). By the definition of \(T^*\), \(r_+ \geq \varepsilon > 0\) on \([0, T]\) for any \(T < T^*\). On the other hand, due to Lemma 2.2 in [12] and Lemma 3.3 we have
\[r_+^2 \leq C(n, \alpha, A, \hat{X}_0)r_-,
\]
as long as the flow exists. By (3.13), Lemma 3.3 and Lemma 3.4
\[\|\hat{u}(x, \tau)\|_{C^2(S^n, [0, T])} \leq C(n, \alpha, A, \hat{X}_0, \varepsilon).
\]
Since equation (3.3) is a concave parabolic equation, by Krylov-Safanov’s theorem and the standard theory on parabolic equations, this implies that \(\hat{X}(\tau)\) is smooth on \([0, T]\). Thus, \(\lim_{\tau \to T^*} r_- = \lim_{\tau \to T^*} r_+ = 0\). That is, \(\hat{X}(\tau)\) converges to a point \(\hat{q}\) as \(\tau \to T^*\).

Set the initial value of the flow (3.1) to be the boundary of the outer ball of \(\hat{X}_0\), then the solution will be a family of geodesic spheres with radii \(\{\hat{r}(\tau)\}\) satisfying the ODE
\[\frac{\partial \hat{r}}{\partial \tau} = -\frac{\psi}{\hat{r}^{n\alpha}} \leq -\frac{1}{A\hat{r}^{n\alpha}},
\]
which converges to zero in finite time. By comparison principle, \(\hat{X}(\tau)\) will converge to a point in finite time. \[\square\]

4. THE RESCALED FLOW

The un-normalized flow (1.2) converges to a point \(q_0 \in \mathbb{N}^{n+1}(\kappa)\) as \(\tau \to T^*\) by Corollary 3.2. For \(\kappa = 1\) and sufficiently small \(\delta_1\), \(\hat{X}(\tau)\) is contained in the open hemisphere \(\mathcal{H}(q_0)\) when \(\tau \in [T^* - \delta_1, T^*)\). We consider a new geodesic polar coordinate centered at \(q_0\) and use the new projection \(\pi_{q_0}\) of \(\hat{X}(\tau)\) for \(\tau \in [T^* - \delta_1, T^*]\) onto the hyperplane of \(\mathbb{R}^{n+2}\) which is tangent to \(\mathbb{N}^{n+1}(\kappa)\) at \(q_0\). We re-scale \(\hat{X}(\tau)\) to keep the enclosed volume fixed. Let \(\hat{X}(x, t) = e^t \hat{X}(x, \tau)\), we have
\[\hat{X}_t(x, t) = \hat{X}(x, t) + e^t \hat{X}_\tau(x, \tau)\tau'(t)
\]
\[= \hat{X}(x, t) - e^{(n+1)\frac{t}{\tau}} \tau'(t)(1 + \kappa |\hat{X}|^2)^{\frac{n+2}{2} + \frac{1}{\alpha}}(1 + \kappa |\hat{\nu}|^2)^{\frac{n+2}{2} + \frac{1}{\alpha}}
\]
\[= \hat{X}(x, t) - e^{(n+1)\frac{t}{\tau}} \tau'(t)(1 + \kappa |\hat{X}|^2)^{\frac{n+2}{2} + \frac{1}{\alpha} + \frac{1}{2}}(1 + \kappa |\hat{\nu}|^2)^{\frac{n+2}{2} + \frac{1}{\alpha}}
\]
and the corresponding support function evolves by
\[\hat{u}_t = \hat{u} - e^{(n+1)\frac{t}{\tau}} \tau'(t)(1 + \kappa \hat{r}^2)^{\frac{n+2}{2} + \frac{1}{\alpha}}(1 + \kappa \hat{r}^2) - e^{(n+1)\frac{t}{\tau}} \tau'(t)(1 + \kappa \hat{r}^2)^{\frac{n+2}{2} + \frac{1}{\alpha}} \hat{K}^\alpha.
\]
Since
\[
\frac{d\text{Vol}(\hat{\Omega})}{dt} = \int_{S^n} \hat{u}_t \sigma_n d\theta
\]
\[
= \int_{S^n} \hat{u}_t \sigma_n d\theta - \tau'(t) e^{(na_1+1)t} \int_{S^n} (1 + \kappa \frac{\hat{t}^2}{e^{2t}})^{\frac{n+2}{2} \alpha + \frac{1}{2}} (1 + \kappa \frac{\hat{u}^2}{e^{2t}})^{-\frac{n+2}{2} \alpha + \frac{1}{2}} \hat{K}^{\alpha-1} d\theta.
\]

We obtain
(4.3)
\[
\tau'(t) = e^{(na_1+1)t} \int_{S^n} (1 + \kappa \frac{\hat{t}^2}{e^{2t}})^{\frac{n+2}{2} \alpha + \frac{1}{2}} (1 + \kappa \frac{\hat{u}^2}{e^{2t}})^{-\frac{n+2}{2} \alpha + \frac{1}{2}} \hat{K}^{\alpha-1} d\theta = \frac{(n + 1) |\hat{\Omega}(\tau)|}{d\hat{\Omega}(\tau)}
\]
that is
(4.4)
\[
t = \frac{1}{n + 1} \log \left( \frac{|B(1)|}{|\Omega(\tau)|} \right),
\]
where $B(1)$ denotes the unit ball in $\mathbb{R}^{n+1}$. Note that $|\hat{\Omega}(\tau)|$ approaches zero as $\tau$ approaches $T^*$, and consequently $t$ approaches infinity as $\tau$ approaches $T^*$ and the solution $\hat{X}(x,t)$ exists for all positive time. We get
(4.5)
\[
\hat{X}_t(x,t) = \hat{X}(x,t) - \frac{(1 + \kappa \frac{\hat{t}^2}{e^{2t}})^{\frac{n+2}{2} \alpha + \frac{1}{2}} (1 + \kappa \frac{\hat{u}^2}{e^{2t}})^{-\frac{n+2}{2} \alpha + \frac{1}{2}} \hat{K}^{\alpha} \int_{S^n} (1 + \kappa \frac{\hat{t}^2}{e^{2t}})^{\frac{n+2}{2} \alpha + \frac{1}{2}} (1 + \kappa \frac{\hat{u}^2}{e^{2t}})^{-\frac{n+2}{2} \alpha + \frac{1}{2}} \hat{K}^{\alpha-1} d\theta \nu,
\]
with initial value $\hat{X}_0 = \frac{B(1)}{|\Omega(T^* - \delta_1)|} \pi_{q_0}(\hat{X}_{T^* - \delta_1})$. The support function satisfies
(4.6)
\[
\hat{u}_t = \hat{u} - \frac{(1 + \kappa \frac{\hat{t}^2}{e^{2t}})^{\frac{n+2}{2} \alpha + \frac{1}{2}} (1 + \kappa \frac{\hat{u}^2}{e^{2t}})^{-\frac{n+2}{2} \alpha + \frac{1}{2}} \hat{K}^{\alpha} \int_{S^n} (1 + \kappa \frac{\hat{t}^2}{e^{2t}})^{\frac{n+2}{2} \alpha + \frac{1}{2}} (1 + \kappa \frac{\hat{u}^2}{e^{2t}})^{-\frac{n+2}{2} \alpha + \frac{1}{2}} \hat{K}^{\alpha-1} d\theta \psi \hat{K}^{\alpha}},
\]
with initial value $\hat{u}_0 = \langle \hat{X}_0, \nu \rangle$, $\psi = (1 + \kappa \frac{\hat{t}^2}{e^{2t}})^{\frac{n+2}{2} \alpha + \frac{1}{2}} (1 + \kappa \frac{\hat{u}^2}{e^{2t}})^{-\frac{n+2}{2} \alpha + \frac{1}{2}}$.

4.1. **Entropy.** [7] defined an 'entropy' functional by
(4.7)
\[
E_\alpha(\Omega) := \sup_{z_0 \in \Omega} E_\alpha(\Omega, z_0),
\]
where
(4.8)
\[
E_\alpha(\Omega, z_0) = \begin{cases} \frac{\alpha}{\alpha - 1} (\log \int_{S^n} u_{z_0}^{-\frac{1}{\alpha}} d\theta), & \alpha \neq 1; \\ \int_{S^n} \log u_{z_0} d\theta, & \alpha = 1, \end{cases}
\]
where $u_{z_0}(x) := \sup_{z \in \Omega} (z - z_0, x)$ is the support function in direction $x$ with respect to $z_0$. By Lemma 2.5 in [7], there exists a unique point $z_c \in \text{Int}(\Omega)$ such that $E_\alpha(\Omega) = E_\alpha(\Omega, z_c)$ if $\Omega$ is a bounded convex domain with $\text{Int}(\Omega) \neq \emptyset$. $z_c$ is called the 'entropy point' of $\Omega$. 
Denote $\hat{\Omega}_t = \hat{\Omega}(t)$ and $\hat{\Omega}_\tau = \hat{\Omega}(\tau)$. We remark that entropy of $\hat{X}$ is related to $\hat{X}$ as follows:

\begin{equation}
\mathcal{E}_\alpha(\hat{\Omega}_t, e^t z_0) = \mathcal{E}_\alpha(\hat{\Omega}_\tau, z_0) - \frac{1}{n+1} \log \left( \frac{|\hat{\Omega}_\tau|}{|B(1)|} \right).
\end{equation}

Note that $\psi = (1 + \kappa e^{\frac{1}{2n}} \frac{\alpha^2}{1+2\alpha})(1 + \kappa e^{\frac{1}{2n}} \frac{\alpha^2}{1+2\alpha})$ is uniformly bounded from the contracting result in Section 3.

4.2. Monotonicity inequality.

**Theorem 4.1.** Under the normalized flow (4.6), $\mathcal{E}_\alpha(\hat{\Omega}_t) + C(n, \alpha, \bar{X}_0)e^{-\frac{2(n+1)}{2n+1}t}$ is non-increasing when $t \geq t_0(n, \alpha, \bar{X}_0, T^* - \delta_1)$ sufficiently large. Furthermore, $\mathcal{E}_\alpha^\infty := \lim_{t \to \infty} (\mathcal{E}(\hat{\Omega}_t) + C(n, \alpha, \bar{X}_0)e^{-\frac{2(n+1)}{2n+1}t})$ exists if $\alpha \geq \frac{1}{n+2}$.

**Proof.** By (4.4), we obtain $|\hat{\Omega}_\tau| = |B(1)|e^{-(n+1)t}$. By (3.13) and the relation

\begin{equation}
C(n)r^{-n-1}r_+ \leq \text{Vol}(\hat{\Omega}_\tau) \leq C(n)r_-r_+^{n-1},
\end{equation}

we have

\begin{equation}
C(n, \alpha, \bar{X}_0)e^{-\frac{2(n+1)}{2n+1}t} \leq r_- \leq r_+ \leq C(n, \alpha, \bar{X}_0)e^{-\frac{2(n+1)}{2n+1}t}
\end{equation}

for some positive constant $C(n, \alpha, \bar{X}_0)$.

Fix $t_0 > 0$ to be determined and for any $t_1 \geq t_0$, $\mathcal{E}_\alpha(\hat{\Omega}_t) = \mathcal{E}_\alpha(\Omega, z(t_1))$, where $u(t_1)$ is the support function with respect to the unique entropy point $z(t_1) \in \text{Int}(\bar{\Omega})$. Then for $t < t_1$ but very close to $t_1$, one still has $\hat{u}(t_1) = \hat{u}(x, t) - (\exp(t-t_1)z(t_1), x) > 0$. Now we adopt the argument in [21] to deduce the monotonicity property of the entropy.

Case 1: $\alpha = 1$.

\[
\frac{d}{dt} \int_{\mathbb{S}^n} \log \hat{u}(t)(x, t)d\theta = \int_{\mathbb{S}^n} \frac{\hat{u}(t) - \psi \hat{u}(t)}{\sqrt{\hat{u}(t)}} d\theta \leq 1 - \int_{\mathbb{S}^n} \frac{\hat{K}}{\hat{u}(t)} (1 - C(n, \bar{X}_0)e^{-\frac{2(n+1)}{2n+1}t})d\theta = \int_{\mathbb{S}^n} \left( \sqrt{\frac{\hat{u}(t)}{C(n, \bar{X}_0)e^{-\frac{2(n+1)}{2n+1}t}}} - \sqrt{\frac{\hat{K}}{\hat{u}(t)}} \right)^2 (1 - C(n, \bar{X}_0)e^{-\frac{2(n+1)}{2n+1}t})d\theta + C(n, \bar{X}_0)e^{-\frac{2(n+1)}{2n+1}t}
\]

for some positive constant $C(n, \bar{X}_0)$, where we use (4.4) in the second step. Choose $t_0$ such that $1 - C(n, \bar{X}_0)e^{-\frac{2(n+1)}{2n+1}t_0} \geq \frac{1}{2}$ and $t_0 \geq T^* - \delta_1$. This implies that there exists a $\delta > 0$ such that for $t \in (t_1 - \delta, t_1)$,

\[
\mathcal{E}(\hat{\Omega}_t) + C(n, \bar{X}_0)e^{-\frac{2(n+1)}{2n+1}t} \geq \int_{\mathbb{S}^n} \log \hat{u}(t)(x, t)d\theta + C(n, \bar{X}_0)e^{-\frac{2(n+1)}{2n+1}t}
\]
The continuity argument can be applied to conclude the same for all \( t_0 \leq t \leq t_1 \), which implies that
\[
(E(\tilde{\Omega}_t_1)) + C(n, \tilde{X}_0)e^{-\frac{2(n+1)}{2n+1}t_1} - (E(\tilde{\Omega}_t_2)) + C(n, \tilde{X}_0)e^{-\frac{2(n+1)}{2n+1}t_2} \leq 0,
\]
for any \( t_1 \geq t_2 \geq t_0 \). Then \( E(\tilde{\Omega}_t) + C(n, \tilde{X}_0)e^{-\frac{2(n+1)}{2n+1}t} \) is non-increasing when \( t \geq t_0 \) for sufficiently large \( t_0 \), which proves the first claim for \( \alpha = 1 \). Since \( E(\tilde{\Omega}_t) \) is bounded below by zero by Proposition 3.1 in [21], it follows that \( \lim_{t \to \infty} (E(\tilde{\Omega}_t) + C(n, \tilde{X}_0)e^{-\frac{2(n+1)}{2n+1}t}) \) exists.

Case 2: \( \alpha \neq 1 \) and \( \alpha \geq \frac{1}{n+2} \).

\[
\frac{d}{dt} \left( \frac{\alpha}{\alpha - 1} \int_{S^n} \hat{u}_e(t, x, t) d\theta \right) = \frac{\hat{f}_{S^n} \hat{u}_e(t, \frac{1}{\alpha}) \left( \hat{u}_e(t) - \frac{\hat{K} \alpha}{f_{S^n} \hat{K} \alpha \gamma - 1 d\theta} \right) d\theta}{\hat{f}_{S^n} \hat{u}_e(t, \frac{1}{\alpha}) d\theta} \\
\leq 1 - \frac{\hat{f}_{S^n} \hat{K} \alpha \hat{u}_e(t, \frac{1}{\alpha}) d\theta}{\hat{f}_{S^n} \hat{u}_e(t, \frac{1}{\alpha}) d\theta} (1 - C(n, \alpha, \tilde{X}_0)e^{-\frac{2(n+1)}{2n+1}t}) \\
= (1 - \frac{\hat{f}_{S^n} \hat{K} \alpha \hat{u}_e(t, \frac{1}{\alpha}) d\theta}{\hat{f}_{S^n} \hat{u}_e(t, \frac{1}{\alpha}) d\theta}) (1 - C(n, \alpha, \tilde{X}_0)e^{-\frac{2(n+1)}{2n+1}t}) \\
+ C(n, \alpha, \tilde{X}_0)e^{-\frac{2(n+1)}{2n+1}t}
\]

for some positive constant \( C(n, \alpha, \tilde{X}_0) \), where we use (4.11) in the second step. Choose \( t_0 \) such that \( 1 - C(n, \alpha, \tilde{X}_0)e^{-\frac{2(n+1)}{2n+1}t_0} \geq \frac{1}{2} \) and \( t_0 \geq T_i - \delta_1 \). This implies that there exists a \( \delta > 0 \) such that for \( t \in (t_1 - \delta, t_1) \),
\[
E_\alpha(\tilde{\Omega}_t) + C(n, \alpha, \tilde{X}_0)e^{-\frac{2(n+1)}{2n+1}t} \\
\geq \frac{\alpha}{\alpha - 1} \int_{S^n} \hat{u}_e(t, \frac{1}{\alpha}) (x, t) d\theta + C(n, \alpha, \tilde{X}_0)e^{-\frac{2(n+1)}{2n+1}t} \\
\geq \frac{\alpha}{\alpha - 1} \int_{S^n} \hat{u}_e(t_1, \frac{1}{\alpha}) (x, t_1) d\theta + C(n, \alpha, \tilde{X}_0)e^{-\frac{2(n+1)}{2n+1}t_1} \\
= E_\alpha(\tilde{\Omega}_t_1) + C(n, \alpha, \tilde{X}_0)e^{-\frac{2(n+1)}{2n+1}t_1}.
\]
The continuity argument can be applied to conclude the same for all \( t_0 \leq t \leq t_1 \), which implies that
\[
(E_\alpha(\tilde{\Omega}_t_1) + C(n, \alpha, \tilde{X}_0)e^{-\frac{2(n+1)}{2n+1}t_1}) - (E_\alpha(\tilde{\Omega}_t_2) + C(n, \alpha, \tilde{X}_0)e^{-\frac{2(n+1)}{2n+1}t_2}) \leq 0,
\]
for any \( t_1 \geq t_2 \geq t_0 \). Then \( \mathcal{E}_\alpha(\tilde{\Omega}_t) + C(n, \alpha, \tilde{X}_0) \leq 2^{\frac{2(n+1)}{n+2}}t \) is non-increasing when \( t \geq t_0 \) for sufficiently large \( t_0 \), which proves the first claim for \( \alpha \geq \frac{1}{n+2} \) and \( \alpha \neq 1 \). Since \( \mathcal{E}_\alpha(\tilde{\Omega}_t) \) is bounded below by zero by Corollary 2.2 in [7], it follows that 
\[
\lim_{t \to \infty} \mathcal{E}_\alpha(\tilde{\Omega}_t) + C(n, \alpha, \tilde{X}_0) e^{-\frac{2(n+1)}{(n+2)}t} \exists.
\]
Remark 4.1. The method to modify the "standard entropy" by adding a correction term here to obtain a proper monotone entropy follows the argument in [10], where in-homogeneous Gauss curvature type flows was treated.

4.3. \( C^0 \) estimates.

**Corollary 4.2.** Let \( \dot{X}(t) = \partial \tilde{\Omega}_t \) be a solution to (4.6) with \( |\tilde{\Omega}_t| = B(1) \) and \( \alpha > \frac{1}{n+2} \), there exists \( C = C(n, \alpha, \tilde{X}_0) \) such that

\[
\max\{\omega_+(\tilde{\Omega}_t), r_+(\tilde{\Omega}_t)\} \leq C, \quad \min\{\omega_-(\tilde{\Omega}_t), r_-(\tilde{\Omega}_t)\} \geq \frac{1}{C},
\]

for all \( t \geq t_0 \), where \( t_0 \) is defined in Theorem 4.1. Here \( \omega_+(\tilde{\Omega}_t) \) and \( \omega_-(\tilde{\Omega}_t) \) are width functions (see e.g. [7]).

**Proof.** By Proposition 2.7 in [7], we have

\[
\min\{\omega_-(\tilde{\Omega}_t), r_-(\tilde{\Omega}_t)\} \geq C^{-1} e^{-\beta \mathcal{E}_\alpha(\tilde{\Omega}_t)} \geq C^{-1} e^{-\beta (\mathcal{E}_\alpha(\tilde{\Omega}_t) + C(n, \alpha, \tilde{X}_0) e^{-\frac{2(n+1)}{(n+2)}t})}
\]

for some positive constant \( \beta \) depending only on \( n, \alpha \). Since the entropy \( \mathcal{E}_\alpha(\tilde{\Omega}_t) + C(n, \alpha, \tilde{X}_0) e^{-\frac{2(n+1)}{(n+2)}t} \) is non-increasing for all \( t \geq t_0 \), this proves the second inequality of (4.13). The first inequality follows from (4.10).

**Lemma 4.3.** Let \( \tilde{u}(x, t) \) be the solution of (4.6).

(1) when \( \alpha = 1 \), we have

\[
\mathcal{E}(\tilde{\Omega}_t, 0) + C(n, \tilde{X}_0) e^{-\frac{2(n+1)}{2n+1}t} - \mathcal{E}^\infty
\]

\[
\geq \int_t^\infty \int_{S^n} \left( \sqrt{\frac{u}{K}} - \sqrt{\frac{K}{u}} \right)^2 (1 - C(n, \tilde{X}_0) e^{-\frac{2(n+1)}{2n+1}t}) d\theta dt
\]

for all \( t \geq t_0 \); (2) when \( \alpha \neq 1 \) and \( \alpha \geq \frac{1}{n+2} \), we have

\[
\mathcal{E}_\alpha(\tilde{\Omega}_t, 0) + C(n, \alpha, \tilde{X}_0) e^{-\frac{2(n+1)}{2n+1}t} - \mathcal{E}_\alpha^\infty
\]

\[
\geq \int_t^\infty \left( 1 - \frac{\int_{S^n} \left( \tilde{u}^{-\frac{2}{\alpha}} K^\alpha d\theta \right)}{\int_{S^n} \left( \tilde{u}^{1-\frac{2}{\alpha}} K^{-\frac{1}{\alpha}} d\theta \right)} \right) (1 - C(n, \alpha, \tilde{X}_0) e^{-\frac{2(n+1)}{2n+1}t}) dt
\]

for all \( t \geq t_0 \). Here \( t_0 \) is defined in Theorem 4.1.

**Proof.** We adopt the argument in [21].
For each $T_0 > t_0$ fixed, pick $T > T_0$. Let $a^T = (a_1^T, \ldots, a_{n+1}^T)$ be the entropy point of $\hat{\Omega}_T$. Set $\dot{u}^T = \ddot{u} - e^{t-T} \sum_{i=1}^{n+1} a_i^T x_i$. It can be checked that

\begin{equation}
\dot{u}^T_t = \ddot{u}^T - \frac{\psi \dot{K}}{\int_{S^n} \psi \dot{K}^{-1} d\theta}.
\end{equation}

Since both the origin and the entropy point $a^T$ are in $\text{Int}(\hat{\Omega}_T)$,

$$|a^T| \leq 2r_+(\hat{\Omega}_T) \leq C.$$ 

If $T$ is large enough, $\dot{u}^T(x,0) > 0$ for all $x \in S^n$. We also know that $\dot{u}^T(x,T) > 0$ for all $x \in S^n$ since the entropy point is an interior point of $\hat{\Omega}_T$. If $\dot{u}^T(x_1,t_1) \leq 0$ for some $0 < t_1 < T$ and $x_1 \in S^n$, then (4.16) implies $\dot{u}^T(x_1,t) < 0$ for all $t > t_1$, which contradicts $\dot{u}^T(x,T) > 0$. Hence $\dot{u}(x,t) > 0$ for all $0 \leq t \leq T$ and all $x \in S^n$. A similar calculation to that in Theorem 4.1 shows

Case 1: $\alpha = 1$.

$$\frac{d}{dt} \int_{S^n} \log \dot{u}^T(x,t) d\theta = \int_{S^n} \frac{\ddot{u}^T - \frac{\psi \dot{K}}{\int_{S^n} \psi \dot{K}^{-1} d\theta}}{\dot{u}^T} d\theta$$

$$\leq -1 \int_{S^n} \frac{\dot{K}}{\dot{u}^T} (1 - C(n,\tilde{X}_0) e^{-\frac{2(n+1)}{2n+1}T}) d\theta$$

$$\leq -\int_{S^n} \left( \frac{\ddot{u}^T(x,t)}{K(x,t)} - \frac{\dot{K}(x,t)}{\dot{u}^T(x,t)} \right)^2 d\theta (1 - C(n,\tilde{X}_0) e^{-\frac{2(n+1)}{2n+1}T})$$

$$+ C(n,\tilde{X}_0) e^{-\frac{2(n+1)}{2n+1}T},$$

for some positive constant $C(n,\tilde{X}_0)$. Hence

$$\left( \int_{S^n} \log \dot{u}^T(x,t_0) d\theta + C(n,\tilde{X}_0) e^{-\frac{2(n+1)}{2n+1}T_0} \right) - (\mathcal{E}(\hat{\Omega}_T) + C(n,\tilde{X}_0) e^{-\frac{2(n+1)}{2n+1}T})$$

$$\geq \int_{t_0}^T \int_{S^n} \left( \frac{\ddot{u}^T(x,t)}{K(x,t)} - \frac{\dot{K}(x,t)}{\dot{u}^T(x,t)} \right)^2 (1 - C(n,\tilde{X}_0) e^{-\frac{2(n+1)}{2n+1}T}) d\theta dt.$$ 

Since $T_0 \leq T$,

$$\left( \int_{S^n} \log \dot{u}^T(x,t_0) d\theta + C(n,\tilde{X}_0) e^{-\frac{2(n+1)}{2n+1}T_0} \right) - (\mathcal{E}(\hat{\Omega}_T) + C(n,\tilde{X}_0) e^{-\frac{2(n+1)}{2n+1}T})$$

$$\geq \int_{t_0}^T \int_{S^n} \left( \frac{\ddot{u}^T(x,t)}{K(x,t)} - \frac{\dot{K}(x,t)}{\dot{u}^T(x,t)} \right)^2 (1 - C(n,\tilde{X}_0) e^{-\frac{2(n+1)}{2n+1}T}) d\theta dt.$$ 

Now let $T \to \infty$; as $\dot{u}^T(x,t) \to \dot{u}(x,t)$ uniformly for $t_0 \leq t \leq T_0, x \in S^n$, we obtain

$$\left( \int_{S^n} \log \dot{u}(x,t_0) d\theta + C(n,\tilde{X}_0) e^{-\frac{2(n+1)}{2n+1}T_0} \right) - \mathcal{E}(\infty)$$
By (4.16), we have

Case 2: \( \alpha \to \infty \geq T \int_t^{\infty} - \leq n, \alpha, \tilde{X}_0 \in \mathbb{R}^n \). Since

\[
\int_{\mathbb{T}^n} \log \hat{u}(x, t_0) d\theta + C(n, \tilde{X}_0) e^{-\frac{2(n+1)}{2n+1} t_0} - E^\infty
\]

\[
\geq \int_{t_0}^{T_0} \int_{\mathbb{T}^n} \left( \sqrt{\hat{u}(x, t)} - \sqrt{\hat{K}(x, t)} \right)^2 \left( 1 - C(n, \tilde{X}_0) e^{-\frac{2(n+1)}{2n+1} t} \right) d\theta dt.
\]

That is

\[
\left( \int_{\mathbb{T}^n} \log \hat{u}(x, t_0) d\theta + C(n, \tilde{X}_0) e^{-\frac{2(n+1)}{2n+1} t_0} - E^\infty \right)
\]

\[
\geq \int_{t_0}^{T_0} \int_{\mathbb{T}^n} \left( \sqrt{\hat{u}(x, t)} - \sqrt{\hat{K}(x, t)} \right)^2 \left( 1 - C(n, \tilde{X}_0) e^{-\frac{2(n+1)}{2n+1} t} \right) d\theta dt.
\]

Case 2: \( \alpha \neq 1 \) and \( \alpha \geq \frac{1}{n+2} \). By (4.16), we have

\[
\frac{d}{dt} \left( \frac{\alpha}{\alpha - 1} \left( \log \int_{\mathbb{T}^n} (\hat{u}^T)^{1-\frac{1}{\alpha}} d\theta \right) \right)
\]

\[
= 1 - \frac{\int_{\mathbb{T}^n} \hat{u}^T \cdot \hat{K} d\theta}{\int_{\mathbb{T}^n} \hat{K} d\theta} \cdot \frac{1}{\alpha - 1} \frac{\int_{\mathbb{T}^n} (\hat{u}^T)^{1-\frac{1}{\alpha}} d\theta}{\int_{\mathbb{T}^n} (\hat{u}^T)^{1-\frac{1}{\alpha}} d\theta}
\]

\[
\leq 1 - \frac{\int_{\mathbb{T}^n} \hat{u}^T \cdot \hat{K} d\theta}{\int_{\mathbb{T}^n} \hat{K} d\theta} \cdot \frac{1}{\alpha - 1} \frac{1}{\alpha} \frac{1}{\alpha - 1} \frac{\int_{\mathbb{T}^n} (\hat{u}^T)^{1-\frac{1}{\alpha}} d\theta}{\int_{\mathbb{T}^n} (\hat{u}^T)^{1-\frac{1}{\alpha}} d\theta}
\]

\[
\leq (1 - \frac{\int_{\mathbb{T}^n} \hat{u}^T \cdot \hat{K} d\theta}{\int_{\mathbb{T}^n} \hat{K} d\theta} \cdot \frac{1}{\alpha - 1} \frac{1}{\alpha} \frac{1}{\alpha - 1} \frac{\int_{\mathbb{T}^n} (\hat{u}^T)^{1-\frac{1}{\alpha}} d\theta}{\int_{\mathbb{T}^n} (\hat{u}^T)^{1-\frac{1}{\alpha}} d\theta}) \left( 1 - C(n, \alpha, \tilde{X}_0) e^{-\frac{2(n+1)}{2n+1} t} \right)
\]

\[
+ C(n, \alpha, \tilde{X}_0) e^{-\frac{2(n+1)}{2n+1} t}
\]

for some positive constant \( C(n, \alpha, \tilde{X}_0) \). Hence

\[
\frac{\alpha}{\alpha - 1} \left( \log \int_{\mathbb{T}^n} (\hat{u}^T)^{1-\frac{1}{\alpha}} d\theta \right) + C(n, \alpha, \tilde{X}_0) e^{-\frac{2(n+1)}{2n+1} t_0}
\]

\[
- \left( E_\alpha \hat{O}_T + C(n, \alpha, \tilde{X}_0) e^{-\frac{2(n+1)}{2n+1} t} \right)
\]

\[
\geq \int_{t_0}^{T} \left( \frac{f_{\mathbb{T}^n}(\hat{u}^T)^{1-\frac{1}{\alpha}} d\theta}{f_{\mathbb{T}^n} \hat{K} = f_{\mathbb{T}^n}(\hat{u}^T)^{1-\frac{1}{\alpha}} d\theta} - 1 \right) \left( 1 - C(n, \alpha, \tilde{X}_0) e^{-\frac{2(n+1)}{2n+1} t} \right) dt
\]

\[
\geq \int_{t_0}^{T} \left( \frac{f_{\mathbb{T}^n}(\hat{u}^T)^{1-\frac{1}{\alpha}} d\theta}{f_{\mathbb{T}^n} \hat{K} = f_{\mathbb{T}^n}(\hat{u}^T)^{1-\frac{1}{\alpha}} d\theta} - 1 \right) \left( 1 - C(n, \alpha, \tilde{X}_0) e^{-\frac{2(n+1)}{2n+1} t} \right) dt.
\]

Let \( T \to \infty \), \( \hat{u}^T(x, t) \to \hat{u}(x, t) \) uniformly for \( t_0 \leq t \leq T_0 \). Similarly, we obtain

\[
E_\alpha \hat{O} t_0, 0 + C(n, \alpha, \tilde{X}_0) e^{-\frac{2(n+1)}{2n+1} t_0} - E_\alpha^\infty
\]

\[
(4.17)
\]

\[
\geq \int_{t_0}^{T_0} \left( \frac{f_{\mathbb{T}^n}(\hat{u})^{1-\frac{1}{\alpha}} d\theta}{f_{\mathbb{T}^n} \hat{K} = f_{\mathbb{T}^n}(\hat{u})^{1-\frac{1}{\alpha}} d\theta} - 1 \right) \left( 1 - C(n, \alpha, \tilde{X}_0) e^{-\frac{2(n+1)}{2n+1} t} \right) dt.
\]

Now, (4.14) and (4.15) could be established for \( t = t_0 \), since \( T_0 \) is arbitrary. If in the above, we replace \( t_0 \) by any \( t_0 \leq t \leq T_0 \), we obtain (4.14) and (4.15). \( \square \)
Define the following collection of convex bodies:

\[(4.18) \Gamma_{\rho} = \left\{ \Omega \subset \mathbb{R}^{n+1} \text{compact, convex} \left| \{r_+(\Omega), r_-(\Omega) \subset [\rho, \frac{1}{\rho}] \} \right. \right\}, \]

where \( \rho \in (0, 1) \).

**Theorem 4.4.** Suppose \( \alpha > \frac{1}{n+2} \) and \( \hat{u}(x, t) > 0 \) is the solution of (4.6) with initial data \( \hat{u}_0 \), where \( \hat{u}_0 \) is the support function of the convex body \( \hat{\Omega}_0 \) (enclosed by \( \hat{X}_0 \)) with \( |\hat{\Omega}_0| = |B(1)| \). Then there exists \( \epsilon = \epsilon(n, E(\hat{\Omega}_0)) > 0 \) and \( T_0 \) (depends on \( n, \alpha, \hat{X}_0, T^* - \delta_1 \)) such that for \( t \geq T_0 \) and \( x \in \mathbb{S}^n \),

\[(4.19) \hat{u}(x, t) \geq \epsilon. \]

**Proof.** Note that under (4.6) for \( \alpha > \frac{1}{n+2} \), we have

\[\left| \hat{\Omega}_t \right| = |B(1)| \quad \text{for } t \geq t_0. \]

By Corollary 4.2, there exists \( \rho > 0 \) such that \( \hat{\Omega}_t \in \Gamma_{\rho} \) for every \( t \geq t_0 \). By Lemma 4.3 we have

\[E^\infty_{\alpha} - \left( E^\infty_{\alpha}(\hat{\Omega}_t) + C(n, \alpha, \hat{X}_0)e^{-\frac{2(n+1)}{2n+1}t} \right) \leq E^\infty_{\alpha} - \left( E^\infty_{\alpha}(\hat{\Omega}, 0) + C(n, \alpha, \hat{X}_0)e^{-\frac{2(n+1)}{2n+1}t} \right) \leq 0. \]

This implies that \( \lim_{t \to \infty} E^\infty_{\alpha}(\hat{\Omega}_t, 0) = E^\infty_{\alpha}(\hat{\Omega}, 0) \) and \( \lim_{t \to \infty} (E^\infty_{\alpha}(\hat{\Omega}_t, 0) - E^\infty_{\alpha}(\hat{\Omega}_t)) = 0 \). Let \( z_e(\hat{\Omega}(t)) \) be the entropy point of \( \hat{\Omega}(t) \). By Lemma 4.2 in [7], there exists a constant \( D > 0 \) such that

\[|z_e(\hat{\Omega}(t)) - 0|^2 \leq \frac{1}{D} |E^\infty_{\alpha}(\hat{\Omega}_t, 0) - E^\infty_{\alpha}(\hat{\Omega}_t)|, \]

when \( t \geq T_0 \) for \( T_0 \) sufficiently large. The right hand side approaches zero as \( t \to \infty \). The claimed result then follows from Lemma 4.4 in [7]. \( \square \)

**Proposition 4.5.** For the normalized flow (4.6) with \( \alpha > \frac{1}{n+2} \), there exists \( \Lambda = \Lambda(n, \alpha, \hat{X}_0) > 0 \) such that

\[(4.20) 1/\Lambda \leq \hat{u}(x, t) \leq \Lambda \]

for \( t \geq t_0 \).

**Proof.** The upper bound is immediate since the diameter of \( \hat{\Omega}_t \) is bounded by Corollary 4.2. The lower bound is provided by Theorem 4.4. \( \square \)

### 4.4. \( C^2 \)-estimates.

**Theorem 4.6.** Suppose \( \alpha > \frac{1}{n+2} \) and \( \hat{u}(x, t) > 0 \) is the solution of (4.6) with initial data \( \hat{u}_0 \), where \( \hat{u}_0 \) is the support function of the convex body \( \hat{\Omega}_0 \) with \( |\hat{\Omega}_0| = |B(1)| \). Then there exists a constant \( \tilde{K} = \tilde{K}(n, \alpha, \hat{X}_0) > 0 \) such that

\[(4.21) \tilde{K}(x, t) \leq \hat{K}(x, t) \]

for \( t \geq t_0 \).

**Proof.** This is immediate by re-scaling the upper bound of \( \tilde{K} \) obtained in Lemma 3.4 and Corollary 4.2. \( \square \)
Theorem 4.7. Suppose \( \alpha > \frac{1}{n+2} \) and \( \dot{u}(x,t) > 0 \) is the solution of (4.6) with initial data \( \dot{u}_0 \), where \( \dot{u}_0 \) is the support function of the convex body \( \tilde{\Omega}_0 \) with \( |\tilde{\Omega}_0| = |B(1)| \). Then there exists a constant \( \dot{K} = \dot{K}(n, \alpha, \tilde{X}_0) > 0 \) such that
\[
(4.22) \quad \dot{K}(x,t) \geq \dot{K}
\]
for \( t \geq t_1(n, \alpha, \tilde{X}_0) \geq T_0 \).

Proof. It follows the same lines of the alternate proof of Theorem 5.2 in [7]. Let
\[
f = \psi \dot{K}^\alpha = (\dot{u} - \dot{u}_t) \eta,
\]
where \( \eta = \int_{S^n} \psi \dot{K}^{-1} d\theta \). Let \( \dot{W} = (\dot{u}_{ij} + \dot{u}_\delta_{ij}) \), and \( \mathcal{L} := \partial_t - \frac{\alpha \psi \sigma_n^{-\alpha-1}}{\eta} \sigma_n \nabla_i \nabla_j \). Then
\[
f_t = (\psi \dot{K}^\alpha)_t
\]
\[
= \psi_t \dot{K}^\alpha - \alpha \psi \sigma_n^{-\alpha-1} \sigma_n^i (\dot{u}_{ij} - \frac{f_{ij}}{\eta} + \dot{u} \delta_{ij} - \frac{f}{\eta} \delta_{ij})
\]
\[
= \psi_t \dot{K}^\alpha - n \alpha f + \frac{\alpha \psi \sigma_n^{-\alpha-1}}{\eta} \sigma_n^i f_{ij} + \frac{\alpha f \sigma_n^{-1} \sigma_n^{-1}}{\eta} f.
\]
Since
\[
\mathcal{L} \dot{u} = \dot{u} - \frac{\alpha \psi \sigma_n^{-\alpha-1}}{\eta} \sigma_n^i (\dot{u}_{ij} + \dot{u} \delta_{ij}) + \dot{u} \frac{\alpha \psi \sigma_n^{-\alpha-1}}{\eta} \sigma_n^i \delta_{ij}
\]
\[
= \dot{u} - \frac{(n \alpha + 1) f}{\eta} + \frac{\alpha f \sigma_n^{-1} \sigma_n^{-1}}{\eta} \dot{u},
\]
thus
\[
\mathcal{L}(\log(f \dot{u}^l)) \geq \frac{\mathcal{L} f}{f} + \ell \frac{\mathcal{L} \dot{u}}{\dot{u}}
\]
\[
= (\frac{\psi_t}{\psi} - n \alpha + \ell) - \frac{\ell(n \alpha + 1) f}{\dot{u} \eta} + (\ell + 1) \frac{\alpha f \sigma_n^{-1} \sigma_n^{-1}}{\eta}.
\]
Since at the minimum point of \( \log(f \dot{u}^l) \), we have
\[
(4.26) \quad \frac{f_t}{f} + \ell \frac{\dot{u}_i}{\dot{u}} = 0.
\]
Thus
\[
(4.27) \quad \dot{u}_{ti} = (1 + \frac{\ell f}{\dot{u} \eta}) \dot{u}_i,
\]
and
\[
\psi_t = \frac{1}{e^t} [\psi_\dot{u} (\dot{u}_t - \dot{u}) + \psi_\dot{u}_i (\dot{u}_{ti} - \dot{u}_i)]
\]
\[
= \frac{1}{e^t} [\psi_\dot{u} (\dot{u} - \frac{f}{\eta} - \dot{u}) + \psi_\dot{u}_i ((1 + \frac{\ell f}{\dot{u} \eta}) \dot{u}_i - \dot{u}_i)]
\]
\[
= \frac{1}{e^t} [-\dot{u} \psi_\dot{u} + \ell \psi_\dot{u}_i \dot{u}_i] \frac{f}{\dot{u} \eta}.
\]
Let $0 < \varepsilon < 1$ small, note that

$$\psi_\hat{u} = 2\kappa \psi[(n + 2)^2 \alpha + \frac{1}{2}(1 + \kappa \frac{2}{e2t})^{-1} (-\frac{n + 2}{2} \alpha + \frac{1}{2})(1 + \kappa \frac{2}{e2t})^{-1} \hat{u} \leq \varepsilon \psi, \tag{4.29}$$

$$|\psi_\hat{u}| = 2\kappa \psi[(n + 2)^2 \alpha + \frac{1}{2}(1 + \kappa \frac{2}{e2t})^{-1} \hat{u} \leq \varepsilon \psi$$

for $t > T_1(\alpha, X_0) \geq T_0$ large enough since $\hat{u} \leq t$, $\hat{u} \leq \hat{t} \to 0$ as $t \to \infty$. Thus

$$\psi_t \geq -\frac{\psi f}{\hat{u} \eta} \tag{4.30}$$

for $t > T_2(\alpha, X_0) \geq T_1$ large enough, which implies that

$$L(\log(f \hat{u}')) \geq (l - n\alpha) - \frac{(n\alpha + 2)f}{\hat{u} \eta}. \tag{4.31}$$

Since $\eta = \int_{s''} \hat{K}^{-1} d\theta \geq \int_{s''} \hat{K}^{-1} d\theta$ for $t$ large and $(\int_{s''} \hat{K}^{-1})^{1} \geq e^{\mathcal{E}_o(\hat{u}t)}$ by Lemma 5.4 of [7]. Thus $\eta \geq \frac{1}{4} \mathcal{E}_o(\hat{u}t) \geq \frac{1}{4}$ for $\alpha \geq 1$ and $\eta \geq \frac{1}{4} \mathcal{E}_o^{-1}$ for $\alpha < 1$. Let $\lambda = \frac{100}{(n\alpha + 2) \mathcal{E}_o^{(n-1)} \alpha + 4}$, take $\Lambda$ large enough such that $\min_{t \in [0, T]} \eta \lesssim \Lambda \geq 2\lambda$. Then we claim that $\min(f \hat{u}') \geq \lambda > 0$ for all $t > 0$. In fact, suppose $t'$ is the first time when $\min(f \hat{u}') = f \hat{u}'(x', t')$ touch $\lambda$, take $l = n\alpha + 2$, then at $(x', t')$, we have

$$0 \geq 2 - (n\alpha + 2)^2 \frac{f}{\hat{u} \eta} - 2(n\alpha + 2)^2 \frac{f \hat{u}'}{\eta \hat{u}' + 1} \geq 2 - 2(n\alpha + 2)^2 \frac{f \hat{u}'}{\Lambda^{-l - 2}}, \tag{4.32}$$

where we used the fact that $\hat{u} \geq \frac{1}{4}$ in the last inequality. Thus $f \hat{u}'(x', t') \leq \frac{\Lambda^{-2-l}}{(n\alpha + 2)^2} = \frac{1}{100} \lambda$ which is a contradiction since $f \hat{u}'(x', t') = \lambda$. Thus the claim is true and $\hat{K} \geq \frac{\lambda}{\eta^2} \geq \hat{K} > 0$. \hfill \Box

**Theorem 4.8.** Suppose $\alpha > \frac{1}{n+2}$ and $\hat{u}(x, t) > 0$ is the solution of (4.4) with initial data $\hat{u}_0$, where $\hat{u}_0$ is the support function of the convex body $\hat{O}_0$ with $|\hat{O}_0| = |B(1)|$. Then there exist constants $C_1, C_2$ depending only on $\alpha, \alpha, X_0 > 0$ such that

$$C_1 I \leq \hat{W}_{ij} = \hat{u}_{ij} + \hat{u} \delta_{ij} \leq C_2 I \tag{4.33}$$

for $t \geq t_1 > 0$.

**Proof.** Since we already have the upper and lower bound of $\hat{K}$, it suffices to prove an upper bound of the eigenvalues of $(\hat{W}_{ij})$. Similar to the proof of Lemma 4.3 let $(\lambda_1, \ldots, \lambda_n)$ be the eigenvalues of $(\hat{W}_{ij})$, $\lambda(x, t) := \max_{i=1, \ldots, n} \lambda_i(x, t)$. For any $T > 0$, suppose $\lambda$ attains its maximum on $S^n \times [0, T]$ at $(x', t')$. We take a local orthonormal frame $\{e_1, \ldots, e_n\}$ on $S^n$ around $x'$, such that $(\hat{W}_{ij}(x', t'))$ is diagonal and $\lambda(x', t') = \lambda_1(x', t') = \hat{W}_{11}(x', t')$. Then $\hat{W}_{11}(x, t)$ also attains its maximum at $(x', t')$. If $t' = 0$, $\lambda(x, t) \leq \lambda(x', 0)$, we are done. Assume that $t' > 0$, by (3.6), we have

$$\hat{W}_{11}(x, t) = (e^t \hat{W}_{11}(x, \tau)) \hat{t} = \hat{W}_{11}(x, t) + e^t \hat{W}_{11}(x, \tau) \hat{t}(t)$$

$$= \hat{W}_{11}(x, t) + e^{-nat} \hat{W}_{11}(x, \tau) \tag{4.36}$$

where
\[
\hat{W}_{11} - \frac{1}{\eta} \hat{K}^\alpha \left[ \psi + \psi_i \hat{W}_{11} - \psi_i \hat{u} + \psi_i \hat{W}_{11i} - \psi_i \hat{u}_1 \right] \\
+ \psi_i \hat{u}_1 + \psi_i \hat{u}_1 \hat{W}_1^2 - 2\psi_i \hat{u}_1 \hat{W}_1 \hat{u} + \psi_i \hat{u}_1 \hat{u}^2 + 2\psi_i \hat{u}_1 \hat{W}_1 \hat{u}_1 \\
- 2\psi_i \hat{u}_1 \hat{u}_1 - 2\alpha \hat{W}^{ii} \hat{W}_{11i} (\psi_i \hat{u}_1 + \psi_i \hat{W}_1 - \psi_i \hat{u}_1) + \alpha^2 \psi(\hat{W}^{ii} \hat{W}_{11i})^2 \\
+ \alpha \psi \hat{W}^{ii} \hat{W}'^{jj} \hat{W}_{11}^2 + \alpha \psi \hat{W}^{ii} (\hat{W}_{11} - \hat{W}_{ii}) - \alpha \psi \hat{W}^{ii} \hat{W}_{11i},
\]

since \( \hat{W}^{ii} (\hat{W}_{11} - \hat{W}_{ii}) \) and \( \hat{W}^{ii} \hat{W}_{11i} \) are scaling invariant. Since we already proved that \( \hat{W}_{11} \leq C(n, \alpha, \bar{X}_0) \) in Lemma 3.3 and by maximum principle at \((x', t')\)

\[
(4.34) \quad \hat{W}_{11i} = 0,
\]

thus,

\[
\mathcal{L} \hat{W}_{11} \leq \hat{W}_{11} - \frac{1}{\eta} \hat{K}^\alpha \left[ -2\alpha \hat{W}^{ii} \hat{W}_{11i} (\psi_i \hat{u}_1 + \psi_i \hat{W}_1 - \psi_i \hat{u}_1) + \alpha^2 \psi(\hat{W}^{ii} \hat{W}_{11i})^2 \right] \\
+ \alpha \psi \hat{W}^{ii} \hat{W}'^{jj} \hat{W}_{11}^2 + \alpha \psi \hat{W}^{ii} (\hat{W}_{11} - \hat{W}_{ii}) - C(n, \alpha, \bar{X}_0) \\
\leq \hat{W}_{11} - \frac{1}{\eta} \hat{K}^\alpha \left[ -C(n, \alpha, \bar{X}_0) |\hat{W}^{ii} \hat{W}_{11i}| + \alpha^2 \psi(\hat{W}^{ii} \hat{W}_{11i})^2 + \alpha \bar{W}_{11} \hat{W}^{ii} \right] \\
- C(n, \alpha, \bar{X}_0) \\
\leq \hat{W}_{11} - \frac{1}{\eta} \hat{K}^\alpha [\alpha \psi \hat{W}_{11} \sum_i \hat{W}^{ii} - C(n, \alpha, \bar{X}_0)] \\
\leq \hat{W}_{11} - C(n, \alpha, \bar{X}_0) \bar{W} \sum_i \hat{W}^{ii} + C(n, \alpha, \bar{X}_0, \bar{K}, \bar{K}) \\
= \hat{W}_{11} - C(n, \alpha, \bar{X}_0, \bar{K}, \bar{K}) \hat{K} \hat{W}_{11} \frac{\sigma_{n-1}}{\sigma_n} + C(n, \alpha, \bar{X}_0, \bar{K}, \bar{K}),
\]

where we used the Cauchy-Schwartz inequality in the third step, and \( \eta = \frac{\int_{\mathbb{R}^n} \psi \hat{K}^{\alpha-1} \, d\theta}{\int_{\mathbb{R}^n} \psi \hat{K} \hat{K}} \leq C(n, \alpha, \bar{X}_0, \bar{K}, \bar{K}) \). By Newton’s inequality

\[
(4.35) \quad \frac{\sigma_{n-1}}{\sigma_n} \geq \left( \frac{\sigma_1}{\sigma_n} \right)^{\frac{n-1}{n}} \frac{n^{n-1}}{n^{n-1}},
\]

we get

\[
(4.36) \quad \mathcal{L} \hat{W}_{11} \leq \hat{W}_{11} - C(n, \alpha, \bar{X}_0, \bar{K}, \bar{K}) \hat{K} \hat{W}_{11} \frac{\sigma_{n-1}}{\sigma_n} + C(n, \alpha, \bar{X}_0, \bar{K}, \bar{K}).
\]

This implies that

\[
(4.37) \quad \hat{W}_{11}(x_0, t_0) \leq C(n, \alpha, \bar{X}_0),
\]

since \( \bar{K} \) and \( \bar{K} \) only depend on \( n, \alpha, \bar{X}_0 \). \( \square \)

Combining Proposition 4.5, Theorem 4.8, we conclude that there exists a positive constant \( C \) depending only on \( n, \alpha, \bar{X}_0 \) such that for the unique solution to (4.6)

\[
(4.38) \quad \| \hat{u}(\cdot, t) \|_{C^2} \leq C.
\]
5. Convergence to a sphere

Since (4.16) is a concave parabolic equation, by Krylov’s theorem and the standard theory of parabolic equations, the estimates (4.38) and (4.39) imply bounds on all derivatives of $\hat{u}(x,t)$. More precisely, for any $k \geq 3$, there exists $C_k \geq 0$, depending only on $n, \alpha, \hat{X}_0$ such that for $t \geq t_1(n, \alpha, \hat{X}_0)$,

\begin{equation}
\|\hat{u}(\cdot, t)\|_{C^k(S^n)} \leq C_k.
\end{equation}

**Proposition 5.1.** Let $\hat{X}(t)$ be the solution of (4.5) with $\alpha > \frac{1}{n+2}$, then $\hat{X}(x,t)$ converges in $C^\infty$-topology to a round sphere as $t \to \infty$.

**Proof.** First, given a sequence $t_j \to \infty$ and $T > 0$, define $\hat{u}_j(x,t) = \hat{u}(x,t + t_j)$. Since by (5.1), $\hat{u}_j$ are uniformly bounded in $C^k(S^n \times [0,T])$, for every $k \in \mathbb{N}$. By Arzelà-Ascoli theorem, $\hat{u}_j$ has a subsequence converging in $C^\infty$-topology to a limit $\hat{u}_\infty$ on $S^n \times [0,T]$ and $\hat{u}_\infty$ is a solution of

\begin{equation}
\hat{u}(x,t)_{\infty, t} = \hat{u}_\infty(x,t) - \frac{\hat{K}_\infty^\alpha(x,t)}{\int_{S^n} \hat{u}_\infty \hat{K}_\infty^{\alpha-1} d\theta}
\end{equation}

on $S^n \times [0,T]$.

We claim that $\hat{u}_\infty(x,t)$ is a soliton, i.e.

\begin{equation}
\lambda(t)\hat{u}_\infty(x,t) = \hat{K}_\infty^\alpha(x,t),
\end{equation}

for some $\lambda(t) > 0$. In fact, otherwise, there is $(x', t') \in S^n \times [0,T]$, a sequence $j_k \to \infty$ and positive constants $\varepsilon, \delta > 0$ independent of $j_k$ such that

\begin{equation}
\left( \sqrt{\frac{\hat{u}(x,t)}{\hat{K}(x,t)}} - \sqrt{\frac{\hat{K}(x,t)}{\hat{u}(x,t)}} \right)^2 > \delta,
\end{equation}

(\alpha = 1);

or

\begin{equation}
1 - \frac{\int_{S^n} (\hat{u})^{-\frac{1}{\alpha}} \hat{K}^{\alpha} d\theta}{\int_{S^n} (\hat{u})^{-\frac{1}{\alpha}} \hat{K}^{\alpha-1} d\theta \cdot \int_{S^n} (\hat{u})^{-\frac{1}{\alpha}} d\theta} > \delta,
\end{equation}

(\alpha \neq 1)

on $B(x', \varepsilon) \times [t' + t_{j_k} - \varepsilon, t' + t_{j_k} + \varepsilon]$ by (5.1). This implies that

\begin{equation}
\int_{t_0}^{\infty} \int_{S^n} \left( \sqrt{\frac{\hat{u}(x,t)}{\hat{K}(x,t)}} - \sqrt{\frac{\hat{K}(x,t)}{\hat{u}(x,t)}} \right)^2 \left( 1 - C(n, \hat{X}_0)e^{-\frac{2(n+1)}{2n+1}t} \right) d\theta dt = \infty,
\end{equation}

(\alpha = 1);

or

\begin{equation}
\int_{t_0}^{\infty} \left( 1 - \frac{\int_{S^n} (\hat{u})^{-\frac{1}{\alpha}} \hat{K}^{\alpha} d\theta}{\int_{S^n} (\hat{u})^{-\frac{1}{\alpha}} \hat{K}^{\alpha-1} d\theta \cdot \int_{S^n} (\hat{u})^{-\frac{1}{\alpha}} d\theta} \right) \left( 1 - C(n, \alpha, \hat{X}_0)e^{-\frac{2(n+1)}{2n+1}t} \right) dt = \infty,
\end{equation}

(\alpha \neq 1),

which is a contradiction to (4.14) and (4.15). Thus (5.3) is true. Multiplying $\hat{K}^{-1}(x,t)$ on both side of (5.3) and integrating on $S^n$, we get $\lambda(t) = \int_{S^n} \hat{K}_\infty^\alpha d\theta$. Plugging this into (5.2), we get $\hat{u}_{\infty, t} = 0$, $\lambda(t) \equiv \int_{S^n} \hat{K}_\infty^{\alpha-1} d\theta$ is a constant. By Theorem 1 of [9], the solution of (5.3) is a round sphere.
Next, we claim that \( \{\tilde{u}(x,t)\} \) converges in \( C^\infty \)-topology to \( \tilde{u}_\infty \) itself as \( t \to \infty \). In fact, otherwise, there is \( k \in \mathbb{N} \), a positive constant \( \gamma > 0 \) and a sequence \( \{t_l\} \to \infty \) such that
\[
(5.5) \quad \sup_{x \in \mathbb{S}^n} |\tilde{u}(x,t_k) - \tilde{u}(x,t_l)| \geq \gamma, \quad \forall l \geq 1.
\]
On the other hand, applying the above argument to \( \{\tilde{u}(x,t_k) := \tilde{u}(x,t_l + t)\} \), we can find a subsequence \( \{\tilde{u}(x,t_{l_j})\} \) of \( \{\tilde{u}(x,t_l + t)\} \) converging to \( \tilde{u}_\infty(x,t) \) in \( C^\infty \)-topology on \( \mathbb{S}^n \times \{0\} \) as \( j \to \infty \), i.e. \( \tilde{u}_{t_j}(x,0) \) converges in \( C^\infty \)-topology to \( \tilde{u}_\infty(x) \) on \( \mathbb{S}^n \), which is a contradiction to (5.5).

Recall that \( q_0 \) is the extinct point of \( \tilde{M}_\tau \) as \( \tau \to T^* \).

**Theorem 5.2.** \( \tilde{M}_\tau \) converges to a geodesic sphere centered at \( q_0 \) in \( \mathbb{N}^{n+1}(\kappa) \) as \( \tau \to T^* \) after the rescaling.

By Corollary 3.2 and Theorem 5.2, we finish the proof of Theorem 1.1.
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