Bio, psycho, or social: supervised machine learning to classify discursive framing of depression in online health communities
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Abstract
Supervised machine learning on textual data has successful industrial/business applications, but it is an open question whether it can be utilized in social knowledge building outside the scope of hermeneutically more trivial cases. Combining sociology and data science raises several methodological and epistemological questions. In our study the discursive framing of depression is explored in online health communities. Three discursive frameworks are introduced: the bio-medical, psychological, and social framings of depression. ~80 000 posts were collected, and a sample of them was manually classified. Conventional bag-of-words models, Gradient Boosting Machine, word-embedding-based models and a state-of-the-art Transformer-based model with transfer learning, called DistilBERT were applied to expand this classification on the whole database. According to our experience ‘discursive framing’ proves to be a complex and hermeneutically difficult concept, which affects the degree of both inter-annotator agreement and predictive performance. Our finding confirms that the level of inter-annotator disagreement provides a good estimate for the objective difficulty of the classification. By identifying the most important terms, we also interpreted the classification algorithms, which is of great importance in social sciences. We are convinced that machine learning techniques can extend the horizon of qualitative text analysis. Our paper supports a smooth fit of the new techniques into the traditional toolbox of social sciences.
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Our paper was written from a sociological perspective, with the purpose of identifying the challenges of combining social sciences with machine learning. Such a methodological attempt raises questions concerning the epistemological core of social research. Some of these questions expand the horizon of older ones, others are entirely new. Our article discusses (1) whether an automated language processing method can be applied to a sociological problem outside the scope of hermeneutically more trivial business applications. Our paper also highlights (2) the need for a deeper understanding of the annotation process and the use of annotated data. Furthermore, it (3) reveals the connection between inter-annotator agreement and predictive performance. Finally, the question concerning (4) the relationship between prediction and explanation, and the need to interpret classification models is analysed.

We present initial experiments on understanding individual framing of depression in online health communities. As such a huge corpus is impossible to read and process by human capacity, automated text analytical methods originating from the field of Natural Language Processing (NLP) are required. Another specific empirical characteristic of digital data is that they are produced independently from the researcher as opposed to researcher-controlled surveys or randomized trials. At first sight, this gives an advantage of objectivity, as we can avoid all the validity issues that arise in the case of self-reported studies. However, digital traces are not directly interpretable, therefore, their objectivity is also limited, especially because of their observational nature. We must interpret the observed digital behaviour (here: text) without the opportunity to ask questions from the observed persons, or at least to conduct a detailed individual-level investigation (here: to read the text). One solution for this challenge is to apply supervised machine learning (SML) (Hastie et al. 2009), which makes it possible to teach the result of a traditional qualitative text analysis of a small sub-corpus to an algorithm that expands it to the whole corpus. In our study we employed coders (or ‘annotators,’ a term coming from the programming community) to read a small sub-corpus, to interpret its content, after which we expanded this knowledge to the whole corpus. The method is a clear example of mixed methods: the result of a human annotation (a qualitative approach) is given as an input to the quantitative algorithm. SML techniques for automatic text classification are widely used in industrial environments, where commercial success is paramount (see e.g. Bernardi et al. 2019). Although promising social science applications are also known, it is still an open question whether these methods can be used to solve social science problems outside the scope of hermeneutically more trivial cases (for some of the challenges, see Chen et al. 2018).

2 Motivation of the topic of depression

Depression is a disease of modernity. From a sociological perspective, it can be viewed as a form of social suffering. It refers to social relations dominated by uncertainty, where collective representations impose increased responsibility on the individual, while the individual cannot change the circumstances. Depression, in this sense, is embedded in the more general problem of distorted social integration and is characterized by blocked individual ability to act (Sik 2018).
The discursive framing of depression is a social construction, which constitutes a set of concepts and perspectives on how patients perceive and interpret their illness. The framing defines the meaning of depression, it provides causal explanation, and affects treatment preferences. The current clinical explanations of depression point to bio-medical, psychological, and social discourses (e.g., Comer 2015). However, the sociology of mental disorders also raises the question: how is depression framed by the patients themselves? According to related research, psychotherapy tends to transform ‘social suffering’ into ‘individual suffering’, which has a medicalizing and individualizing consequence (see, e.g., Ehrenberg 2009; Flick 2016).

Online space, as an empirical base, is of great significance in this context, since (1) participants of discussions try to utilize their peers’ experiences in their everyday praxis, as lessons learned provide practical help for them; and, (2) while texts do not contain elaborated views of their authors, they are part of a dynamic discourse happening in real time.

Our approach has been shared by previous studies aiming at describing the dominant narrative panels identified in online depression forums (see e.g. Lachmar 2017, Pan et al. 2018, Sik 2020). Our aim was to continue the course set by these studies in understanding depression narratives. In our earlier papers (Sik et al. 2021; Németh et al. 2021) the inductively elaborated topical structure of the corpus was introduced. The present study approaches the corpus from the opposite direction: instead of an exploratory analysis, an attempt is made to classify our data according to a predefined conceptual framework based on the literature. Initial results of this study were published in Németh et al. (2020), where we introduced our learning path from the difficulties of human annotation to the limitations of algorithmic language processing and concluded that meaningful interpretation of massive data sets requires the integration of both qualitative and quantitative methodological and theoretical insights.

In the present paper, we discuss our latest results with a complete discussion of the quantitative methodological challenges arising when we apply SML in social research. We also highlight some points in which the logic of this data-driven approach is highly different from traditional, theory-based statistical modelling used in social sciences. We discuss the measurement issue of intercoder agreement, identify hard-to-annotate cases, and prove that their presence misleads the machine learner. We also complete our initial, already published results with more advanced models. Because these models often look like ‘black boxes’ in the sense that they do not explain their predictions, we also try to make their prediction interpretable, which is of great importance in the field of social sciences.

### 3 Data collection

We used SentiOne, a web-based social listening and text analytics platform, as the source of our data, and chose the most popular English-speaking online health forums, which were selected via Google search for “depression forum” and “depression online.”

We collected only depression-related posts, where ‘depression-related’ was defined as follows: (1) we selected threads which contained the word “depression” or “depressed” in their title or at least in one of their posts, then (2) we selected posts the link, topic, or content of which contained a depression-related term, for instance: “unipolar depression,” “mood disorder,” or “depressant.” The data set, collected by SentiOne in compliance with GDPR regulations, contained 79,889 articles posted between February 15, 2016 and
February 15, 2019 covering only publicly available posts, which were shared willingly by their authors.

After removing duplicate and too short (< 20 words) posts, our final corpus contained 67,857 posts. The frequency of posts varied between the domains (Fig. 1)—the most dominant forums being healthunlocked.com and depressionforums.org.

4 Logic of supervised machine learning

Our initial research question was whether our large corpora can be classified into the three framing categories in an automated way. We planned to employ human annotators to classify a smaller sample of the posts and apply different supervised machine learning algorithms to expand this knowledge.

A machine learning algorithm makes the computer ‘learn’ from data without being explicitly programmed. SML on textual data helps researchers to perform analysis on data sets too large for human processing. For example, in case of supervised sentiment analysis, getting several movie reviews labelled (=training data) as positive, negative, or neutral, the algorithm will learn by example and be able to predict the polarity of an unlabelled review using its textual patterns. It is supervised, because there is a supervisor, who attaches the polarity labels to a sample of the data. In case of unsupervised machine learning, there are no pre-labelled data, and the algorithm will, for example, try to cluster the reviews into groups based solely on their textual similarity (for more details on unsupervised learning see e.g. Eisenstein 2019).

Pre-labelled training data in some cases are readily available—see, the study of Hasan et al. (2014), who aimed at identifying emotions expressed by Twitter messages by using machine learning algorithms. Pre-labelled data were based on hashtags as emotion labels (like “#sad,” “#excited,” or “#happy”), and the algorithm expanded this knowledge to other non-hashtagged messages using only the textual patterns of the hashtagged ones.
When such pre-labelled data are not at hand, human annotators are employed to read and label (or ‘annotate’) a sample of the data manually. In order to avoid overfitting, predictive performance is assessed on an “out-of-sample” dataset by dividing the annotated set into a training set and a validation set. Using the training set, an algorithm is constructed to predict labels by identifying textual patterns, which explain the annotators’ labels. Using these patterns, the algorithm predicts labels for texts in the validation set as if we did not know their labels given by the annotators. The algorithm’s predictive performance can be evaluated by comparing these labels with the ones given by the annotators (for a good summary on practical and methodological challenges of the annotation task, see e.g. Eisenstein 2019).

Typically, several different algorithms are tried, which may differ in their mathematical approach, their language model, the actual values of their parameters, and the textual features they consider. Based on the evaluation, we can choose the best one among them. If its performance is acceptable, it can be applied to label the whole unannotated data set.

In this paper, we illustrate the specific nature of a new modelling approach, and we also try to integrate it into the traditional social science toolbox. The data-driven modelling approach presented here is very different from traditional, theory-based statistical modelling used in social sciences. Social scientists for explanatory purposes typically build only one data-generating model based on their theoretical assumptions, then estimate and test the model parameters. Their models are rather simple and easily interpretable; however, they mostly ignore out-of-sample performance. On the contrary, data scientists build predictive models, that is, try to predict responses for future inputs. While treating the underlying data-generating process as unknown, they build complex models, train them, and evaluate their predictive performance to discover the best one. These models perform well on out-of-sample data, but often produce black-box results which are hard to interpret as the link between the outcome and the input cannot be easily described. Data scientists in the last years have realized that interpretability is important to them as well, as it can help them to know more about the reason why a model might fail. New methods for the interpretation of black-box machine learning models are being developed and published (for a summary see Molnar 2019). These are indirect methods in the sense that do not (cannot) give the direct interpretable link between the outcome and the input but, for example, may explain how individual predictions were made or give the average behaviour of the model on a dataset.

5 Producing training data: the process of annotation

Everyday machine-learning tasks are basic and easy for humans—see, e.g., image annotations to mark shape, pattern, or size of objects in images. To perform these tasks, it is common to recruit annotators through internet services (e.g., Amazon Mechanical Turk, a marketplace for recruiting online workers). This solution outsources annotation tasks in bulk, with low costs and fast completion rates (Sorokin and Forsyth 2008). In our case, the annotation task was not as simple, requiring basic social science knowledge. Framing is partly an unconscious process: to identify the framing at work, a simple referential reading is not enough. One has to take into consideration: (1) ontological models (depression as bodily, mental, or social phenomenon), (2) explanatory models (depression as dysfunction or illness, result of maladaptation/trauma, or consequence of social distortions caused by peripheral role experiences in the social network), and (3)
therapeutic models (medical interventions, psychotherapy or social work/social political intervention). As these factors are present in many cases only in a latent way, the annotation requires complex hermeneutic interpretation, which also needs to be coordinated in order to reach a unified approach (Gius and Jacke 2017).

We recruited our annotators carefully from social science university students having an interest in the topic and the method. The training set of ~4 500 posts was selected randomly. For the classification task, with many real examples, a detailed classification guideline was prepared, which was recursively updated in an inductive way based on regular discussions with the annotators. The detailed definition of each category continuously evolved as more of the training set was annotated. This process is substantially different from quantitative research, which applies a pre-established set of explicit and unambiguous categories. Our case was rather a kind of qualitative coding, as our categories were derived from a prior abstract theory and inductively developed during the research. The categories represented the researchers’ concepts, and not those of the annotators’ own, which is a type of qualitative categorization called “theoretical” by Maxwell (2005).

The conceptual clarification was complemented with a list of examples:

- **Bio-medical:** *In the past I would get severely depressed by the long winter nights. I feel like medication and proper treatment has given me a second chance at living it more fully.* (Long nights as a natural phenomenon to explain depression. Concepts of “medication” and “treatment” to describe improvement.)

- **Psychological:** *You have to sacrifice the story that you tell about yourself. You have to be willing to start writing a new story. You have to be brave enough to consider what life would be like if you were ok. You have to stick your neck out just a tiny bit and risk having hope. You have to get clear about what being OK means. You have to be willing to picture yourself bright and happy.* (Speaks about herself/himself from a psychological self-analytic perspective. Revises herself/himself in the framework of cognitive therapy.)

- **Sociological:** *Every piece of climate news increasingly comes with a sense of dread: is it too late to turn around? The notion that our individual grief and emotional loss can actually be a reaction to the decline of our air, water, and ecology rarely appears in conversation or the media. It may crop up as fears about what kind of world our sons or daughters will face. But where do we bring it? Some bring it privately to a therapist. It is as if this topic is not supposed to be publicly discussed.* (Explicit links to the society with a critique of the everyday praxis, which transforms social issues into suffering related to the self.)

Five labels were used, as ‘unclassifiable’ (it is about depression, but the framing cannot be identified) and ‘irrelevant’ (it is not about depression) were also added to the three meaningful framing types. This non-trivial annotation task implied that (1) annotators were instructed to assign two labels to the texts if needed, a primary and an (optional) secondary one. 34% of the posts got a second label from at least one of the annotators. Additionally, (2) we had two independent annotators for each text, which gave a maximum of four labels together. The final, integrated label was based on majority voting, therefore, the most frequent label among the four was chosen. We asked a third annotator (a senior researcher) to resolve the (very few, 12.3%) ambiguous cases. A secondary integrated label was also assigned, if there was an unambiguous second winner of the voting, e.g., if both of the annotators used the same primary and the same secondary label.
The majority of the first labels pertained to psychological (33%) or bio-medical (29%) framing, and only a smaller proportion of them (9%) was labelled as sociological. 30% of the texts were irrelevant or unclassifiable. Sociological framing was present more frequently among the second labels. We also investigated label distribution among those cases where two annotators agreed on the primary label. We call these cases ‘easy’, as they are less controversial in human annotation. When determining annotator agreement, we used only 4 categories, not making a difference between ‘irrelevant’ and ‘unclassifiable.’ 57% of all cases were easy. The type of framing has a strong relation with easiness: the proportion of easy cases was 72%, 55%, 37% among the bio-medical / psychological / sociological labels, respectively.

To better understand why a post is easy or difficult to annotate, we also investigated their linguistic characteristics, by comparing the distribution of the features in the easy and hard groups. After normalizing the distribution by the standard deviation for each feature, the difference between the medians was calculated (see Fig. 3 in the 14). Although the differences are not very large (they differ by no more than 0.15 standard deviations), they make sense. Lexically more diverse posts and posts with fewer misspelled words tend to be easier to annotate. Easy posts tend to have a lower proportion of verbs and higher proportion of nouns. As nouns are more frequent in formal styles, and verbs are more frequent in informal styles (e.g. Heylighen and Dewaele 1999), our results suggest that easy posts are presumably more accurate, more formal, while hard posts are more flexible, more informal, closer to the oral style.

6 Inter-annotator agreement

Inter-annotator agreement is at the heart of automated text analysis: if the codes are not reliable, the learner cannot effectively learn from them, and its prediction cannot be trusted. The question arises how to assess agreement.

Our research design was specific from two points of view: we used more than two categories for labelling, and annotators were allowed to assign secondary labels to the posts. There are many different agreement measures defined for different contexts (for a good review—see, Lombard et al. 2002). Simple percent agreement, despite being very widely used, does not take into account the agreement occurring by chance. Note that for uniform categorical distributions if two annotators select between two labels randomly, the agreement between them is expected to be 50%. If there are three labels, the expected chance agreement is only 33%. Therefore, the same observed agreement shows a different picture depending on whether it was calculated in a 2-label or 3-label context. We used Cohen’s kappa instead (Cohen 1960), which tells us how much better the classifier is performing over the performance of a classifier that simply guesses at random according to the frequency of each class:

$$\kappa = \frac{p - p_e}{1 - p_e}$$

where p is the proportion of units where there is agreement, and $p_e$ is the proportion of units which would be expected to agree by chance. The nominator tells us how much better the observed agreement is than the expected agreement by chance. This difference is compared to the denominator, which gives the theoretical maximum of the difference (1- $p_e$, if
In the case of perfect agreement \((p = 1)\), kappa equals 1. On the contrary, if annotators select labels randomly, \(p = p_e\), so kappa equals 0.

Kappa has been widely used in bio-medical or psychological sciences for a couple of decades. A typical application is when two or more judges categorize diagnostic images or personality traits in parallel. However, in the field of machine learning, kappa has not received much attention as a measure for accuracy (Ben-David 2008). Commonly used evaluation measures in machine learning context are precision, recall, and F1-score. Each of these measures are defined for two labels only. For more than two labels, they are usually simply averaged over all the possible binary label pairs (sociological vs. others, psychological vs. others, etc.), which is ill-advised if we have an unbalanced label distribution like we have here. Finally, they do not account for agreement by chance.

Another specificity of our annotation was that annotators were allowed to assign secondary labels to the posts. If we define agreement as the match of primary labels, simply discarding the optional secondary label, we get an overly conservative measure. Rosenberg and Binkowski (2004) proposed a solution for multiple labels, but it does not account for the rank order that our primary and secondary labels have. Hence, we considered a new, ‘liberal’ version of kappa, when agreement means that one of the primary labels agreed with either the primary or the secondary label given by the other annotator (a similar solution is used by Flor et al. 2016). The advantage of liberal kappa over its original, conservative version is that it also takes into account the secondary meaning of the texts. While liberal kappa may show an overly optimistic picture, its conservative counterpart leads to a too strict evaluation. The “truth” is somewhere between, hence we present both of them when comparing different classification algorithms.

Measured in the conservative way, our observed agreement was 58.3\%, and the liberal measure was 69.7\%. For observed agreement, the criterion of 70\% is often used for exploratory research. Turning to kappa: according to Landis and Koch (1977), a kappa between 0.4 and 0.6 shows a moderate strength of agreement, while kappa greater than 0.6 shows a substantial agreement. Our conservative kappa was 0.42, while the liberal version was 0.58, which shows a nearly substantial agreement.

### 7 Preprocessing and feature extraction

The first phase of all automated text analysis is preprocessing to transform texts into numerical data (see Fig. 2 below). During our analysis, we used Python’s NLTK package (Bird et al. 2009). Most text mining approaches rely on a word-based representation of texts (e.g., Aggarwal and Zhai 2012), assuming that texts are ‘bags of words,’ without taking word order into account. As Fig. 2 shows, we also tested bag-of-words classifiers in the first modelling phase. Distribution of words within texts forms the numeric input data for the analysis. Instead of simple frequency distribution, ‘term frequency–inverse document frequency’ (Tf-idf) weights are often used, which take normalized frequency into account where each word frequency is divided by the number of texts this word appears in. We tested both approaches.

We followed another frequently used preprocessing step by treating two-word collocations as single terms (‘significant bigrams’ in NLP terminology) during the analysis. For example, significant bigrams in our corpus were “prefrontal cortex,” “family member,” and “side effect.” We also treated the name of most common mental disorders as single terms (for example, “bipolar depression” or “obsessive-compulsive disorder”).
We also tried to find three-word collocations (significant trigrams) and proper nouns ('named entity recognition' in NLP terms), but as they had low frequencies, we finally skipped these steps.

We employed lemmatization to standardize different forms of the same word (running, runs, ran → run). We also discarded punctuation and capitalization; deleted URLs, e-mail addresses, and repost part of the texts; as well as removed duplicate and too short (<20 words) posts. We tested whether the removal of very common words ('stop words') improves the learner; examples of stop words are “the,” “in,” and “when.” The idea behind stop word removal is to put more emphasis on those words which define the meaning of the given post.

We also tested whether replacing the word-based representation for a lower-level representation gives more efficient learning algorithms. For this purpose, we used character n-grams (n = 2 to 5), a sequence of n characters, with the hope to make the model more robust to spelling errors which often occur in online communication. These steps may seem to result in a serious reduction of information. The simplifying language model itself makes the validation phase highly important.

As a result, we got a numeric dataset with texts in rows, terms (lemmatized words or character n-grams) in columns, and occurrence (weighted) frequencies in cells. Terms are playing the role of independent variables in our classification models. In order to build some background knowledge into the model, we tried to define further variables ('document features' in NLP terms) which might help the learner when classifying the posts. Such features were the number of times she/he mentions mental health medications or dosage of drugs (“8 mg”). Our reason for adding these features was that it may tend to relate to bio-medical framing. We also used the sentiment score of the post as a potential predictor. Further features characterizing language usage of the authors were: number of words / sentences / abbreviations, proportion of nouns / verbs / adjectives / stop words / emojis / numbers / misspelled words / punctuation marks / commas, average length of sentences / words, diversity of emojis and lexical diversity of the text. For details on their calculation see the 14.
8 Automated classification experiment I: multinomial logistic regression

Figure 2 presents the whole analytic process of our research. In the modelling phase, first we experimented with bag of words classifiers, that treat words as independent units, ignoring their order.

All the source code developed for the classification experiments have been released at https://github.com/RC2S2/QUQU-depression. In our first experiments, Python’s Scikit-learn library (Pedregosa et al. 2011) was used with different algorithms to classify the posts into the framing categories. First, we trained a multinomial logistic regression classifier. The outcome variable was the primary label—two variants were tested: with five labels (bio-medical, psychological, sociological, irrelevant, and unclassifiable) or with four labels (by merging the latter two labels). We used all available tokens in several configurations: (1) as terms, ignoring those that have a document frequency lower than 5, (2) as character n-grams (n = 2 to 5), and (3) as word n-grams (n=1 to 3). We tested different values of the regularization parameter: a C value\(^1\) of 1 turned out to be the best.

As we have already discussed earlier, when evaluating the model, we split the labelled data into a training set and a validation set. In order to prevent potential bias caused by the splitting itself, we used a more developed variant of the splitting procedure: the five-fold cross-validation. The procedure splits the dataset into five parts (called folds) randomly, executes a validation for each group, by taking four groups jointly as a training set and taking the remaining one group as a validation set, and retains the evaluation measure. The five evaluation measures were averaged to give a single summary measure. When defining folds, we used stratified sampling in order to assure identical distribution of labels across the five folds (on importance of stratification in cross-validation—see Kohavi’s widely cited paper, 1995).

When evaluating our classifier models, we had to compare predicted primary labels with the ones given by the annotators, which defines the same measurement problem we had in case of measuring inter-annotator agreement: it is a multi-class classification problem with unbalanced classes. Therefore, we used Cohen’s kappa instead of the standard performance measures (recall, F1-score, etc.). Again, we also considered a liberal version of the kappa accepting a predictive label if it agrees with either the primary or the secondary label given by the annotators.

The best model (Table 1) gives a liberal kappa of 0.53 (a moderate agreement) and uses Tf-idf weights. It outperformed the baseline by a moderate margin (0.53 vs. 0.4). When interpreting it, we have to consider the inter-annotator agreement as well: it may provide an estimate of the objective difficulty of the classification task (an assumption we will investigate below). The liberal version of kappa was 0.58, that is, our learner nearly reaches the human inter-annotator agreement.

Adding features and word n-grams marginally improved performance, while character n-grams had a negligible effect. The table shows the results of models with stop word removal and with a four-category outcome; the presence of stop words and the five-category outcome did not change the results.

\(^1\) Regularization is used to reduce overfitting in predictive models. The C parameter is defined, as smaller values specify stronger regularization.
Standard performance measures, precision, and recall give another insight into the performance of the best model. They can be defined in a very simple way. If our aim is to detect posts with sociological framing of depression, precision is the proportion of correctly classified sociological posts within those predicting the label ‘sociological.’ Recall is the proportion of correctly classified posts within those truly having the label ‘sociological,’ known as sensitivity in biostatistics. Note that only the denominators differ in the two definitions (for a good summary on these and other measures—see, Powers 2011).

We calculated these measures for each label separately and calculated a weighted average for them (weighted by label percentage). As Table 4 in the 14 shows, averaged recall and precision were both 0.68, showing an acceptable achievement. These results are discussed in more detail from a hermeneutic point of view in our previous paper (Németh et al. 2020).

### 9 Automated classification experiment II: other bag-of-words classifiers

We also experimented with other classifiers incorporating features that proved to give the best performance in case of the logistic regression: Tf-idf weights, word n-grams (n = 1 to 3), features, stop word removal, and four categories in the outcome. Some often used classifiers were chosen: Bernoulli Naïve-Bayes, Support Vector Machine (SVM), Random Forest, and Gradient Boosting Machine (GBM), all from Python’s Scikit-learn library (Pedregosa et al. 2011). Bernoulli Naïve-Bayes was used with an alpha parameter equalling 1. In the case of the other models, we used a grid search for finding the best combination of hyper-parameters. For SVM, we tuned C, gamma, and kernel parameters. For Random Forest, the number of trees and maximum number of features, and for GBM, the number and maximum depth of trees, and the learning rate.

Liberal version of kappa (averaged over folds) was calculated as a performance measure. Kappa was 0.41 for Bernoulli Naïve-Bayes, 0.50 for SVM, 0.48 for Random Forest, and 0.52 for GBM. Tables 5, 6, 7, 8, 9, 10 in the 14 show all the other performance measures for the models. Logistic regression remarkably outperforms the other classifiers (kappa: 0.53), even GBM which is widely considered stat-of-the-are among out-of-the-box models.
10 Automated classification experiment III: language modelling-based classifications

Since the best models using features derived from the bag-of-words approach achieved similar performance regardless of model structure, we decided to turn to methods that implicitly or explicitly deal with the sequential nature of textual data.

First, we experimented with word embeddings. In these models (Eisenstein 2019), words are embedded in a multidimensional vector space, where the distance between two words corresponds to the similarity of their contexts in the corpus. Context here is typically a symmetric window around the word. Word embedding models are semantic models based on the distributional hypothesis that words occurring in a similar context tend to have similar meanings.

Using the gensim Python library (Řehůřek and Sojka 2021), we created a word2vec word embedding (Mikolov et al. 2013) for the words in our full corpus (choosing a 100-dimensional embedding size, and a window size of 10), then averaged these word vectors for the posts to get document-level features that give a (semantic) representation of the posts.

We added these new features to the previous ones for use in the best logistic regression and GBM models (see the word-embedding-based classifiers in Fig. 2). Using the average position of the words contained by the document as a set of classification features is a well-known procedure, see e.g. Krishnan and Kamath (2020). As a result, even after rerunning the grid search for the best hyper-parameters, neither model produced better kappa values than previously (for detailed results see Table 9 and Table 10 in the 14).

Since the simple addition of word-embedding features can only be considered as implicit sequence modelling—through the sequentially moving window in the embedding algorithm—we turned to a second, explicit sequence modelling approach, employing the DistilBERT deep-learning (DL) language model (Sanh et al. 2020, see language based modelling step in Fig. 2). We used the transformers library (PyTorch implementation) from Hugging Face (huggingface.co) (Wolf et al. 2020), which provides an open source library of DL language models. DistilBERT is a large-scale pre-trained transformer with ~66 million parameters, which we were able to use with transfer learning. Transfer learning is a technique where a deep learning model pre-trained on a very large dataset is used as a starting point for a related task on another dataset. Being a very efficient machine learning technique, it made a breakthrough in computer vision in around 2012 and 13, while in NLP, it has become a viable option since the ground-breaking work of Vaswani et al. (2017).

DistilBERT was pre-trained on the Toronto Book Corpus and English Wikipedia. We have fine-tuned it for the classification task at hand, training the added fully-connected layer’s weights with our own data. This means that the DistilBERT language-model worked as a sophisticated feature-extractor in our case. With a batch size of 32, and a learning rate of 2e-5 for the AdamW optimizer, three training epochs were needed to reach the best test set performance. Other parameters were used as default.

The fine-tuned DistilBERT classifier reached a conservative kappa of 0.53, and a liberal kappa of 0.60 on the test set for the four-category task. Kappa and all the other performance measures (see Table 11) show that the DistilBERT classifier had a better performance than the so far best logistic regression model.
11 Interpreting the classifiers

From a machine learning perspective, classifiers are usually chosen based on performance measures. However, even developers of these algorithms shouldn’t just trust the model and ignore why it made a certain decision (Molnar 2019). How the given decision was made is also important from the traditional explanatory point of view social sciences have. Not just because interpretation helps us to determine whether the predictions are sensible, but also to put findings into the context of domain knowledge. We can uncover which factors have the greatest impact on the model’s decisions, which reduce or increase the probability of a classification or what is the effect of the factors we considered a priori to be important.

There are challenges many machine learning algorithms face when it turns to interpretability. The best performance for large datasets is often achieved by complex models that look like black boxes and whose interpretation is challenging even for experts. Our best performing DistilBERT model is also one such model. We have used a SHAP explainer auxiliary model (Lundberg and Lee 2017) to extract interpretable feature information, based on the logits of the output layer.

As a comparison and for a better understanding, we also performed the interpretation for logistic regression. Interpretation in this case is easier: we may consider the model itself and look for those factors that have the highest effect on the prediction, that is, the ones with the largest standardized coefficients. For the multinomial logistic regression in the Scikit-learn implementation, the exponentiated coefficients for the features can be interpreted as the odds ratios for the given label compared to the others. This is the factor by which the probability of a given label changes for a one unit increase in the value of the feature.

The best logistic regression model uses character n-grams which are not easily interpretable. However, we do not sacrifice too much interpretability if we choose the second-best model, which has only slightly worse predictive performance (in the penultimate row of Table 1). This model uses word n-grams which are well interpretable.

Feature importance values have both a magnitude (how strongly the feature affects the prediction) and a direction (positive or negative - whether the feature increases or reduces the prediction probability). We listed the terms with largest positive values by labels in Table 2. Some terms are common abbreviations, see ect = electroconvulsive therapy, re = about, concerning (regarding, referencing). The two classifiers show a similar picture. Most bio-medical features are related to medical treatment and the human body, while most psychological features are related to psychological therapy, emotions, and the human mind. Sociological features relate to social relationships (child, family), social institutions (school, university, job, government), social exclusion (gay, abuse, lonely) and material deprivation (afford, rent, pay). In case of the DistilBERT classifier there are also word fragments among the most important terms, see ## that denotes any string of characters. One of these terms is ##mg, that refers to drug dosage, hence it is sensible that the term is related to the bio-medical label.

In case of logistic regression, only one of the features (‘NOUN’) pertains to those which are not terms but were defined by us to characterize language usage of the author. NOUN is the number of nouns used in the post, and it characterizes bio-medical framing. As we already mentioned earlier, nouns are more frequent in formal styles (e.g. Heylighen and Dewaele 1999). Although it requires further analysis, the fact that NOUN
Table 2  Interpretation of the DistilBERT and the logistic regression classifier. 20 terms with largest positive feature importance values. #: any string of characters

| Predicted label | DistilBERT | Logistic Regression |
|-----------------|------------|---------------------|
| Bio-medical     | medication drug psychiatrist med ##mg doctor 300 hospital medicine medical ##de drugs alcohol depression anti dose ##press hormone addict could | medication med doctor antidepressant drug take effect depression dose psychiatrist sleep ect body brain NOUN medicine pill treatment well week |
| Psychological   | depression anxiety psychologist therapist feel emotion psychiatrist depressed thought get think help like mood people go make mental therapy | therapist depression thought write therapy psychologist step help negative emotion break interest person anger counsel anxiety self happiness cop mind |
| Sociological    | job military school industry related university male government charity gay social steel worker society funding abuse paid rent public wealth | job people money friend child group lonely family pay school men support social afford shit re mental_health support_group everyone society |
increases the probability of bio-medical framing as opposed to psychological or socio-
logical framings may be explained by the more factual nature of this approach.

### 12 Automated classification experiment IV: Relationship between inter-annotator disagreement and the learning algorithm

It can help to better understand the nature of our learning task if we try to find out what information can be inferred from inter-annotator disagreement regarding the learning algorithm. In the first step we examined whether the information if the post was easy or hard to annotate helps the learner. We experimented with adding this new feature to our best bag-of-words classifier, a logistic regression model. The new model gave only slightly better performance measures than the original one (see Table 12 in the 14). The model coefficients pertaining to the new feature were 0.5092, 0.2257, -0.4200 for the bio-medical, psychological, sociological label, respectively. The picture confirms our earlier descriptive results: easiness increases the probability of having a bio-medical (and to a lesser extent, of having a psychological) label, even after controlling for every other feature and term. If we allow easy to interact with all the other features, performance measures (Table 13) do not change. That is, the knowledge of whether a post is easy or hard does not increase the efficiency of the predictive use of the other features.

In the second step, we examined whether the moderate performance of our learners is affected by the inter-annotator disagreement we observed. The relation is not self-evident. Interpretative process of the human annotators may work completely differently than the algorithms of the learner. Although negative impact of annotation inconsistencies on learning performance was proved for certain specific tasks (Schwartz et al. 2011; Rehbein and Ruppenhofer 2011), in principle, it is possible for our annotators and our models to find completely different cases difficult to classify.

In this experiment we aimed to answer the question whether the level of inter-annotator disagreement provides a good estimate for the objective difficulty of the machine learning task; whether the cases hard for annotators are also hard for the learner.

Our aim was to measure the effect of ‘hard cases’ (where two annotators did not agree on the primary label, 43% of the posts) which, if they are also hard for the learner, can lead to unfair performance results found in either the test or the training data. We trained the best model (DistilBERT classifier), filtering out from the training (or validation) set all hard (or easy) cases that resulted in a reduction of the sample (Table 3). It is important to note that the size of the training set obviously affects the success of classification (smaller training size—worse performance), and the size of the validation set

| Training | Validation | Easy | Hard | Easy + hard |
|----------|------------|------|------|-------------|
| Easy     | 0.74       | 0.34 | 0.56 | (1896/621)  |
|          |            |      |      | (1896/493)  |
| Hard     | 0.59       | 0.33 | 0.46 | (1444/621)  |
|          |            |      |      | (1444/493)  |
| Easy + hard | 0.79 | 0.37 | 0.60 | (3340/621)  |
|          |            |      |      | (3340/493)  |

Table 3 Liberal kappa of the DistilBERT model when trained and validated with/without hard cases (with train/validation size in brackets)
is related to the reliability of our performance measure (smaller validation size—greater variance in performance measure). Hence, we also presented the size of the two sets in the table. We ran nine different models by varying validation and training sets as below (Table 3).

As Table 3 shows, the system that is both trained and validated on easy cases attains the best performance. Cases hard for humans are hard for learners as well: we found a massive benefit from filtering the validation set (column ‘easy’ vs. column ‘hard’ or ‘easy + hard’). Validation sets with easy cases are easier to predict even if we train on hard cases (0.59 vs. 0.33).

The presence of hard cases in training data significantly misled the learning of easy cases (first column, 0.74 vs. 0.59)—a phenomenon called “hard case bias” by Klebanov and Beigman (2014). Negative effect of the presence of hard cases in training data can be eliminated if we mix them with easy cases (first column, 0.74 vs. 0.79).

At the same time, training (partly or totally) on easy cases did not make the prediction of hard cases worse (second column)—even though training size was substantially smaller after filtering. This finding suggests that some of the hard cases are similar to the easy ones, but our learner failed to recognize this similarity when it was trained on hard cases alone.

We repeated the same analysis for the second best (logistic regression) model, and got very similar results in tendency, which shows the robustness of our results (see Table 14 in the 14).

13 Discussion

Combining sociology and machine learning raises several methodological and epistemological questions. While our paper is written from a sociological perspective, we aim to reflect on these issues as well. Our paper illustrates what logic these methods work along, why they might be advantageous, and what their limitations are.

We trained machine learning classifiers to predict framing of depression of posts written by users of online health communities. A state-of-the-art Transformer-based model with transfer learning, DistilBERT was compared to Gradient Boosting Machine, word-embedding-based models and more conventional bag-of-words learning algorithms. Our results indicate that moderate accuracy (precision 60%, kappa 0.53) can be achieved by using a simple logistic regression classifier, but performance can be improved by using the DistilBERT classifier (precision 73%, kappa 0.60). The latter surpasses human inter-annotator agreement (precision 70%, kappa 0.58). Our finding illustrates that transfer learning models can be well utilized in social sciences. These disciplines have only limited capacities to annotate training data but transfer learning models can potentially achieve better performance even with even relatively smaller corpora.

We showed that, instead of treating labels as unambiguous inputs, it can be worthwhile to investigate more closely the annotated data and identify hard cases that show substantial disagreement between annotators. We examined what information can be inferred from the hard cases regarding the nature of the classification task. Considering machine learning performances with and without the hard cases, easy cases were less controversial not only in human annotations but also for machine learners. This finding confirms that the level of inter-annotator disagreement provides a good estimate for the objective difficulty of the classification.
According to our results the presence of hard training cases misled the learners. At the same time, training (partly or totally) on easy cases did not make the prediction of hard cases worse. We do not think our results suggest that performance may be generally improved if models are trained on easy data only, although there are studies where hard cases are removed from both training and validation data in the first step of the analysis (see Dagan et al., 2006).

According to our results, easy posts tend to follow a bio-medical framing, while hard posts are rather sociological. At the same time, easy posts show language features that suggest these posts are more punctual, more formal, while hard posts are more flexible, more informal, closer to the oral style. The latter finding may be explained on the one hand by the more factual nature of the bio-medical approach and the more subjective nature of the sociological approach. On the other hand, it may be explained by the difference of the elaboration of the bio-medical vocabulary (exact) and the everyday descriptions of social hardships (vague).

One of the main methodological contributions of this paper is in giving additional evidence of the need to pay attention to problematic cases in annotated data, an argument already put forward in the literature (e.g.: Klebanov and Beigman 2014). Most NLP annotation tasks aggregate labels into an integrated label. However, as our results show, aggregation eliminates potentially useful information from ambiguous cases. A potential future direction for research would be a more complex exploitation of annotated data, e.g. by incorporating annotation disagreement and annotator’s reliability into the model.

When interpreting the models, we identified the most important terms in our classifier algorithms, which gave us insight into the meaning of the framing types. Based on the most important terms, predictive rules behind our models seem to be sensible, e.g. sociological features mostly relate to social relationships, social institutions, social exclusion and material deprivation. One direction for further investigation would be to predict labels for the whole corpus and to take a closer look at the sociological frame of interpretation. Another exciting future direction is to take into account temporality and investigate whether online depression forums have a homogenizing effect: it may be analysed if users converge to a collective framing of depression which potentially integrates newcomers as well.

Machine learning techniques can extend the opportunities of qualitative text analysis, giving a promising approach in social research. As social science concepts are generally complex in nature, our results may contribute to the discussion on the potential of NLP techniques in knowledge-driven textual analyses. We hope that our paper supports a smooth fit of the new techniques into the traditional toolbox of social sciences.

Appendix

Extracted document features

- The number of occasions any mental health medication occurs in the post. Outer databases of list of mental health drugs:
  en.wikipedia.org/wiki/List_of_psychiatric_medications (retrieved: 15-04-2019) and www.mind.org.uk/information-support/drugs-and-treatments/antidepressants-a-z/overview/?o=60248#.XOPLU8gzbIU (retrieved: 15-04-2019).
- The number of occasions some dosage (‘8 mg’) occurs in the post.
- Number of sentences / words.
- Proportion of nouns / verbs / adjectives / emojis / misspelled words / stop words / numbers / punctuation marks / commas in the post.
- Diversity of emojis.
- Average length of sentences / words.
- Lexical diversity of the post: root-TTR (type-token ratio), that is, number of different tokens divided by the root square of the total number of tokens.
- Sentiment score of the post. We used Textblob sentiment analyzer for the polarity rating (positive/negative) calculation of the posts. Loria et al. (2018).
- Number of abbreviations in the post that are commonly used in chat forums (e.g., 2nite=tonight). Outer database used:

https://harshad.wordpress.com/list-of-acronyms-text-messaging-shorthand.
(retrieved: 15-04-2019)

**Feature distribution within easy and hard categories**

See Fig. 3

![Graph showing feature distributions](image)

**Fig. 3** Difference between feature medians for easy and hard cases. Feature distributions are normalized by standard deviations.
Performance measures for the classification models

(train/validation size: 3562/891)

Bag of Words classifiers

See Tables 4,5,6,7,8.

| Table 4 | Performance evaluation of the best logistic regression models. The values are averaged over folds |
|---------|-------------------------------------------------------------------------------------------|
| Document-term matrix vec. | Features used? | Precision | Recall | F1-score | Kappa |
| | | Cons. | Lib. | Cons. | Lib. | Cons. | Lib. | Cons. | Lib. | Cons. | Lib. |
| Count vectorizer | Yes | 0.58 | 0.64 | 0.58 | 0.64 | 0.58 | 0.64 | 0.41 | 0.49 |
| | No | 0.58 | 0.64 | 0.58 | 0.63 | 0.58 | 0.63 | 0.40 | 0.48 |
| TF-idf vectorizer | Yes | 0.61 | 0.68 | 0.61 | 0.67 | 0.60 | 0.66 | 0.44 | 0.52 |
| | No | 0.60 | 0.67 | 0.61 | 0.67 | 0.59 | 0.65 | 0.44 | 0.51 |
| TF-idf vect., word n-grams | Yes | 0.61 | 0.68 | 0.61 | 0.67 | 0.59 | 0.66 | 0.44 | 0.53 |
| TF-idf vect., char. n-grams | Yes | 0.61 | 0.68 | 0.62 | 0.68 | 0.60 | 0.67 | 0.45 | 0.53 |

| Table 5 | Performance evaluation of the best SVM model. The values are averaged over folds |
|---------|--------------------------------------------------------------------------------|
| Document-term matrix vec. | Features used? | Precision | Recall | F1-score | Kappa |
| | | Cons. | Lib. | Cons. | Lib. | Cons. | Lib. | Cons. | Lib. | Cons. | Lib. |
| TF-idf vect., word n-grams | Yes | 0.60 | 0.66 | 0.61 | 0.66 | 0.58 | 0.65 | 0.42 | 0.50 |

| Table 6 | Performance evaluation of the best Naïve-Bayes model. The values are averaged over folds |
|---------|--------------------------------------------------------------------------------|
| Document-term matrix vec. | Features used? | Precision | Recall | F1-score | Kappa |
| | | Cons. | Lib. | Cons. | Lib. | Cons. | Lib. | Cons. | Lib. | Cons. | Lib. |
| TF-idf vect., word n-grams | Yes | 0.58 | 0.65 | 0.52 | 0.58 | 0.52 | 0.58 | 0.34 | 0.41 |

| Table 7 | Performance evaluation of the best Random Forest model. The values are averaged over folds |
|---------|--------------------------------------------------------------------------------|
| Document-term matrix vec. | Features used? | Precision | Recall | F1-score | Kappa |
| | | Cons. | Lib. | Cons. | Lib. | Cons. | Lib. | Cons. | Lib. | Cons. | Lib. |
| TF-idf vect., char. n-grams | Yes | 0.61 | 0.69 | 0.62 | 0.69 | 0.60 | 0.67 | 0.46 | 0.54 |

| Table 8 | Performance evaluation of the best GBM model. The values are averaged over folds |
|---------|--------------------------------------------------------------------------------|
| Document-term matrix vec. | Features used? | Precision | Recall | F1-score | Kappa |
| | | Cons. | Lib. | Cons. | Lib. | Cons. | Lib. | Cons. | Lib. | Cons. | Lib. |
| TF-idf vect., word n-grams | Yes | 0.60 | 0.68 | 0.60 | 0.68 | 0.59 | 0.67 | 0.43 | 0.52 |
Word embedding based classifiers

See Tables 9, 10.

**Table 9** Performance evaluation of the logistic regression model with word-embedding based features added. The values are averaged over folds

| Document- term matrix vec. | Features used? | Precision | Recall | F1-score | Kappa |
|---------------------------|----------------|-----------|--------|----------|-------|
|                           |                | Cons.    | Lib.   | Cons.    | Lib.  | Cons. | Lib. |
| TF-idf vect., word n-grams| Yes            | 0.61     | 0.68   | 0.62     | 0.68  | 0.60  | 0.67 | 0.46 | 0.54 |

**Table 10** Performance evaluation of the GBM model with word-embedding based features added. The values are averaged over folds

| Document- term matrix vec. | Features used? | Precision | Recall | F1-score | Kappa |
|---------------------------|----------------|-----------|--------|----------|-------|
|                           |                | Cons.    | Lib.   | Cons.    | Lib.  | Cons. | Lib. |
| TF-idf vect., word n-grams| Yes            | 0.60     | 0.67   | 0.61     | 0.67  | 0.59  | 0.66 | 0.44 | 0.52 |

**DistilBERT language model classifier**

See Table 11.

**Table 11** Performance evaluation of the best DistilBERT model

| Precision | Recall | F1-score | Kappa |
|-----------|--------|----------|-------|
| Cons.     | Lib.   | Cons.    | Lib.  | Cons. | Lib. |
| 0.68      | 0.73   | 0.68     | 0.73  | 0.66  | 0.71 | 0.53 | 0.60 |

**Logistic regression and easy/hard posts**

See Tables 12, 13, 14.

**Table 12** Performance evaluation of the best logistic regression model expanded with a feature indicating easy/hard posts. The values are averaged over folds

| Document- term matrix vec. | Features used? | Precision | Recall | F1-score | Kappa |
|---------------------------|----------------|-----------|--------|----------|-------|
|                           |                | Cons.    | Lib.   | Cons.    | Lib.  | Cons. | Lib. |
| TF-idf vect., char. n-grams| Yes            | 0.61     | 0.69   | 0.62     | 0.69  | 0.60  | 0.67 | 0.46 | 0.54 |
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### Table 13
Performance evaluation of the best logistic regression model expanded with feature easy and its interactions with the other features. The values are averaged over folds

| Document-term matrix vec. | Features used? | Precision | Recall | F1-score | Kappa |
|---------------------------|----------------|-----------|--------|----------|-------|
|                           |                | Cons. Lib.| Cons. Lib.| Cons. Lib.| Cons. Lib. |
| TF-idf vect., word n-grams| Yes            | 0.61 0.69 | 0.62 0.69 | 0.61 0.68 | 0.46 0.54 |

### Table 14
Liberal kappa of logistic regression models when trained and validated with/without hard cases (with train/validation size in brackets), *: cross-validated, averaged over folds

|                        | Validation |
|------------------------|------------|
|                        | Easy       | Hard      | Easy+hard |
| Training               |            |           |           |
| Easy                   | 0.71*      | 0.29      | 0.53*     |
|                        | (2013/505) | (2517/1937) | (2013/891) |
| Hard                   | 0.45       | 0.30*     | 0.38*     |
|                        | (1937/2517)| (1549/387) | (1549/891) |
| Easy + hard            | 0.69*      | 0.31*     | 0.53*     |
|                        | (3562/505) | (3562/387) | (3562/891) |
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