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ABSTRACT. Let $X$ be a $d$ dimensional projective manifold, $E$ be an ample vector bundle on $X$ and $0 \leq \lambda_N \leq \lambda_{N-1} \leq \cdots \leq \lambda_1 \leq \text{rk}(E)$ be a partition of $d-2$. We prove that the Schur class $s_{\lambda}(E) \in H^{d-2,d-2}(X)$ has the Hard Lefschetz property and satisfies the Hodge-Riemann bilinear relations. As a consequence we obtain various new inequalities between characteristic classes of ample vector bundles, including a higher-rank version of the Khovanskii-Teissier inequalities.

1. INTRODUCTION

As is well known, Hodge Theory on projective manifolds has a number of deep topological consequences. The two basic examples of this are the Hard Lefschetz Theorem which implies that if $L$ is an ample line bundle on a projective manifold $X$ of dimension $d$, and $k \leq d$ is chosen so $d-k$ is even then the map

$$H^{d-k,d-k}(X; \mathbb{R}) \xrightarrow{\wedge c_1(L)^k} H^{d,k-d,k}(X; \mathbb{R})$$

is an isomorphism, and the Hodge-Riemann bilinear relations which state that the bilinear form

$$(\alpha, \alpha') \mapsto (-1)^{\frac{d-k}{2}} \int_X \alpha c_1(L)^k \alpha'$$

for $\alpha, \alpha' \in H^{d-k,d-k}(X; \mathbb{R})$ is positive definite on the primitive cohomology

$$H_p^{d-k,d-k}(X; \mathbb{R}) := \{ \alpha : \alpha \wedge c_1(L)^{k+1} = 0 \}.$$

Given the importance of these results it is natural to question if these properties continue to hold when $c_1(L)^k$ is replaced by some other class in $H^{k,k}(X; \mathbb{R})$. One result in this direction is that of Bloch-Gieseker [3] which implies that if $E$ is an ample vector bundle of rank $e \leq d$ on $X$ with $d-e$ even then $c_e(E)$ has the Hard Lefschetz property, i.e. the map

$$H^{d-k,d-k}_{p} \rightarrow H^{d-k,d-k}_{p}$$

is an isomorphism.

The main result of this paper extends this statement, when $e = d-2$, to show that in fact the Hodge-Riemann bilinear relations also hold for $c_e(E)$, and furthermore generalizes it to all Schur classes. This is the following

**Theorem 1.1** (= Theorem 5.3). Let $E$ be a rank $e$ ample vector bundle on a projective manifold $X$ of dimension $d$, let $h \in H^{1,1}(X, \mathbb{Z})$ be an ample class and set $c_i := c_i(E)$. Given

$$0 \leq \lambda_N \leq \lambda_{N-1} \leq \cdots \leq \lambda_1 \leq e$$
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with $\sum \lambda_i = d - 2$ consider the Schur class

$$s_\lambda(E) = \det \begin{pmatrix} c_{\lambda_1} & c_{\lambda_1+1} & \cdots & c_{\lambda_1+N-1} \\ c_{\lambda_2-1} & c_{\lambda_2} & \cdots & c_{\lambda_2+N-2} \\ \vdots & \vdots & \ddots & \vdots \\ c_{\lambda_N-N+1} & c_{\lambda_N-N+2} & \cdots & c_{\lambda_N} \end{pmatrix} \in H^{d-2,d-2}(X; \mathbb{R}).$$

Then

1. The Hard Lefschetz Property holds for $s_\lambda(E)$. That is, the map

$$H^{1,1}(X; \mathbb{R}) \to H^{d-1,d-1}(X; \mathbb{R}) \quad \alpha \mapsto \alpha \wedge s_\lambda(E)$$

is an isomorphism.

2. The Hodge-Riemann bilinear relations hold for $s_\lambda(E)$. That is, the intersection pairing

$$(\alpha, \alpha') \mapsto \int_X \alpha s_\lambda(E) \wedge \alpha'$$

for $\alpha, \alpha' \in H^{1,1}(X; \mathbb{R})$ is negative definite on the primitive cohomology

$$H^{1,1}_{p,1}(X; \mathbb{R}) := \{ \alpha : \int_X \alpha \wedge s_\lambda(E) \wedge h = 0 \}.$$

The above theorem is in the same spirit as that of Fulton-Lazarsfeld [19] who consider such Schur classes when $\sum \lambda_i = d$ and prove that if $E$ is ample then $\int_X s_\lambda(E) > 0$. From this point of view one can also view Theorem 1.1 as a statement about positivity properties enjoyed by ample vector bundles.

As an application we partially answer a question posed by Debarre-Ein-Lazarsfeld-Voisin [9] (also Lehmann-Fulger [15]) concerning the relation between the cone spanned by Schur classes of nef bundles and the cone of positive higher codimensional cycles. In summary, we show that the former cone is strictly contained in the nef cone of codimension 2 cycles on the self-product of a very general principally polarized abelian surface with itself.

The classical Hodge-Riemann bilinear relations are known to imply the Hodge-Index inequality as well as many generalisations, and wrapped up in our account of Theorem 1.1 are a number of similar such inequalities. We list two now, the second of which is particularly striking.

**Theorem 1.2 (= Theorem 3.2).** Let $X$ be a projective manifold of dimension $d \geq 2$, let $E$ be an ample bundle on $X$ with $\text{rk}(E) \geq d - 1$ and let $h$ be an ample class on $X$. Then for any $\alpha \in H^{1,1}(X; \mathbb{R})$

$$\int_X \alpha^2 c_{d-2}(E) \int_X h c_{d-1}(E) \leq 2 \int_X \alpha c_{d-2}(E) h \int_X \alpha c_{d-1}(E) \quad (1.1)$$

with equality if and only if $\alpha = 0$.

Notice also that (1.1) implies that the bilinear form $(\alpha, \alpha') \mapsto \int_X \alpha c_{d-2}(E) \alpha'$ is negative definite on the subspace $\{ \alpha : \int_X \alpha c_{d-1}(E) = 0 \}$ (from which the Hodge-Riemann bilinear relations follow easily).

**Theorem 1.3 (= Theorem 7.4).** Let $X$ be a projective manifold of dimension $d$, let $E$ be an ample bundle on $X$ with $\text{rk}(E) \geq d$ and let $h$ be an ample class on $X$. Then the map

$$i \mapsto \int_X c_i(E) h^{d-i}$$

for $i = 0, \ldots, d$.  


is strictly log-concave. That is, given integers $0 \leq i < j < k \leq d$ and defining $t$ so
\[ ti + (1-t)k = j \]
we have
\[ t \log \int_X c_i(E) h^{d-i} + (1-t) \log \int_X c_k(E) h^{d-k} < \log \int_X c_j(E) h^{d-i}. \]

One should think of this statement a higher rank version of the famous Khovanskii-Teissier inequalities (see Remark 7.6).

It is possible to generalise this log-concavity to other Schur classes as follows. For any partition $\mu$ the Schur polynomial $s_\mu(x_1, \ldots, x_e)$ is a symmetric polynomial, from which we may define new symmetric polynomials $s_{\mu}^{(i)}$ by requiring
\[ s_{\mu}(x_1 + t, \ldots, x_e + t) = \sum_{i=0}^{\mid \lambda \mid} s_{\mu}^{(i)}(x_1, \ldots, x_e) t^i \text{ for all } t \in \mathbb{R}. \]

So if $x_1, \ldots, x_e$ are the Chern roots of a bundle $E$ on $X$ we have characteristic classes
\[ s_{\mu}^{(i)}(E) \in H^{\mid \mu \mid - i, \mid \mu \mid - i}(X; \mathbb{R}). \]

**Theorem 1.4** (= Theorem 7.4). Let $X$ be a projective manifold of dimension $d$, let $E$ be an ample bundle on $X$ with $e = \text{rk}(E) \geq d$ and let $h$ be an ample class on $X$. Also let $0 \leq \mu_N \leq \cdots \leq \mu_1 \leq e$ be a partition of $e$.

Then the map
\[ i \mapsto \int_X s_{\mu}^{(e-i)}(E) h^{d-i} \text{ for } i = 0, \ldots, d \]
is strictly log-concave.

We remark when $\mu$ is the partition given by $\{ \mu_1 = e \}$ then $s_{\mu}^{(e-i)}(E) = c_i(E)$, and Theorem 1.4 becomes Theorem 1.3.

The Hodge-Riemann property we have discussed above turns out to be closely related to an elementary piece of linear algebra. Let $V$ be a complex vector space of dimension $d$, write $T = \text{Hom}_\mathbb{C}(V, \mathbb{C})$ and let $T^{p, q} = \Lambda^p T \otimes \Lambda^q T^*$ be the space of $(p, q)$ forms on $V$. Then $T^{p, q}$ is the space of sesquilinear forms on $\Lambda^p V$. By a Kähler form $\omega$ on $V$ we mean a real strictly positive element of $T^{1, 1}$ (see Section 8 for further definitions and conventions).

**Corollary 1.5** (= Corollary 8.3). Let $\omega_1, \ldots, \omega_e$ be rational Kähler forms on $V$ and let $(\lambda, e, d)$ be in the same range as required by Theorem 1.1. Then the Schur form
\[ s_\lambda(\omega_1, \ldots, \omega_e) \]
has the Hodge-Riemann property. In particular the linear map
\[ T^{1, 1} \to T^{d-1, d-1}, \eta \mapsto \eta \wedge s_\lambda(\omega_1, \ldots, \omega_e), \]
is invertible.

The idea of the proof is consider a suitable torus quotient $X$ of $V$ chosen so that $H^q(X, \Omega^p) \simeq T^{p, q}$. We use the assumption that each $\omega_i$ is rational to find an ample vector bundle $E$ on $X$ such that $s_\lambda(E) = s_\lambda(\omega_1, \ldots, \omega_e)$ (up to scaling by a positive number). Then Theorem 1.1 applied to $E$ gives Corollary 1.5.

We conjecture that Corollary 1.5 continues to hold if we relax the hypothesis that the $\omega_i$ be rational, but note that the technique used in the above proof fails as there is no longer a
natural ample vector bundle $E$. Nevertheless we have in this direction the following partial result:

**Proposition 1.6** (Proposition 8.4, Corollary 8.5). Let $\omega_1, \omega_2$ be Kähler forms on $V$. Then

$$\omega_1^{d-2} + \omega_1^{d-3} \land \omega_2 + \cdots + \omega_2^{d-2} \in T^{d-2,d-2}$$

has the Hodge-Riemann property.

Both Corollary 1.5 and Proposition 1.6 are elementary statements in linear algebra. However the only proof we are aware of are the ones given here that rely, ultimately, on Hodge-Theory.

**Comparison with other work:** In his work exposing a deep connection between Kähler geometry and convexity, Gromov [23] initiated the investigation into whether there are other classes that have the Hard Lefschetz property, and proved that this is the case for certain products of (possibly different) Kähler classes. This has since been taken up by Cattani [5] and Dihn-Nguyễn [12], [13, Corollary 1.2]. In particular [12, 13] explores the connection between the Hodge-Riemann property for cohomology classes and the kind of linear algebra statements discussed above.

For higher rank bundles the only existing statement along these lines that we are aware of is the Bloch-Gieseker Theorem [3] which deals only with the Hard Lefschetz property (see Remark 2.5). It is interesting to observe that both the aforementioned work of Gromov (at least in the rational case) and that of Bloch-Gieseker can be thought of as dealing with the class $c_\ell(E)$ for some vector bundle $E$. We appear to be the first to extend this to general Schur classes.

Ampleness of vector bundles goes back to Hartshorne [24], and analogous metric properties to Griffiths [22]. Both positivity properties of these notions, as well as the relation between the two, has been much studied (e.g. [1, 2, 20, 25, 26, 32, 35, 37]). The paper that inspired the main result in this paper concerning Schur classes, as well as parts of its proof, is that of Fulton-Lazarsfeld [19].

We refer the reader to [29, Sec. 1.6] for an account of the various Hodge-Index type inequalities that can be deduced from Hodge-Theory, which takes from various sources including [10, 31, 33]. Generalisations of these inequalities can be found in recent work of Xiao [42, 43] and Collins [6] who approach this from the framework of concave elliptic equations. Particular relevance to this paper are the inequalities of Khovanskii [27] and Teisser [39].

**Main ideas in the proofs:** We start by considering the Schur class $c_{d-2}(E)$ in the case that $\text{rk}(E) = d - 2$. Then the Hard Lefschetz property follows from the Bloch-Gieseker Theorem. In fact, this continues to hold if $E$ is replaced by the ample $\mathbb{R}$-twisted bundle $E(th)$ where $h$ is a given ample class and $t \geq 0$. Thus the signature of the intersection form defined by $c_{d-2}(E(th))$ is independent of $t$, and so a simple continuity argument implies the Hodge-Riemann bilinear relations in this case.

To deal with ample bundles of higher rank we use induction on $\text{rk}(E) - d + 2$ by applying the induction hypothesis to the product $(X \times \mathbb{P}^1, E \boxtimes O_{\mathbb{P}^1}(1))$. The result we want then follows from an elementary statement about quadratic forms that can be written in “block form”. This completes the proof of Theorem 1.1 in the case that $s_1(E) = c_{d-2}(E)$, and in fact gives the enhanced “Hodge-Index” type inequality stated in Theorem 1.2.
A similar trick gives the main step in the proof of the higher rank Khovanskii-Teissier inequalities (Theorem 1.3): we suppose \( e = \text{rk}(E) = d + k \), and apply the Hodge-Index inequality to the class \( c_e(E \boxtimes \mathcal{O}_{\mathbb{P}^{d+k+2}}(1)) \) on the product \( X \times \mathbb{P}^{d+k+2} \).

To prove Theorem 1.1 for general Schur classes we follow the approach of Fulton-Lazarsfeld and consider intersection forms defined by suitable cone classes in ample bundles, and the effect of taking hyperplane sections on the base. But whereas in the original Fulton-Lazarsfeld argument the trivial observation that a positive linear combination of positive classes remains positive could be used, the analogous statement is not necessarily true of intersection forms that have the Hodge-Riemann property.

Thus we must work harder, and use an interplay between the Hodge-Riemann property and the enhanced Hodge-Index inequality discussed above (see §4.2 for a more detailed outline of this proof).

Organization: Preliminaries in §2 start with some basic statements about bilinear forms, including the aforementioned elementary, but crucial, statement about certain bilinear forms in block-form. We also define precisely the Hodge-Riemann and Hard Lefschetz property for cohomology classes and summarize the theory of \( \mathbb{R} \)-twisted bundles.

In §3 we prove Theorem 1.1 in the case \( s_\lambda(E) = c_{d-2}(E) \) first when \( E \) has rank \( d - 2 \) and then for all rank. The main result is in §4 in which we state, and then prove, a general theorem about the Hodge-Riemann bilinear relations for intersection forms defined by cone classes. This is applied in §5 which gives details on the connection between Schur classes and cone classes (which uses standard intersection theory, as contained in [18]).

In §6 we apply this to explore the cone of nef cycles on the self-product of a very general principally polarized abelian surface, and in §7 we apply it to prove Theorem 1.4 concerning the higher rank Khovanskii-Tessier inequalities.

In §8 we turn to the Kähler setting and the Hodge-Riemann property for Schur classes of a collection of not necessarily rational Kähler forms. Finally in §9 we discuss a number of open questions and possible extensions.
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2. Preliminaries

2.1. Notation and conventions. Our complex manifolds are assumed to be connected and vector bundles on them assumed to be holomorphic. Given a vector bundle \( E \) we denote by \( \mathbb{P}(E) \) the space of one dimensional quotients of \( E \), and by \( \mathbb{P}_{\text{sub}}(E) \) the space of one dimensional subspaces of \( E \). If \( a, b \) are differential forms (or cohomology classes) we write \( ab \) for the wedge product (resp. cap product) to ease notation when convenient. A Kähler class on a compact complex manifold is a strictly positive class in \( H^{1,1}(X, \mathbb{R}) \) and an ample class is a strictly positive class in \( H^{1,1}(X, \mathbb{Z}) \), which we will identify with the corresponding ample divisor class when no confusion is likely. We say a vector bundle \( E \) on \( X \) is ample if the hyperplane class on \( \mathbb{P}(E) \) is ample.

2.2. Elementary properties of quadratic forms. We collect here some elementary facts about bilinear and quadratic forms on finite dimensional vector spaces. In particular in
Proposition 2.2 we show certain quadratic forms that can be written in block-form satisfy
an inequality similar to the classical Hodge-Index inequality. This will be the cornerstone
of the arguments in the rest of the paper.

Let $V$ be a real vector space of dimension $\rho$ and
\[
Q_V : V \times V \to \mathbb{R}
\]
be a symmetric bilinear form on $V$. We write
\[
Q_V(v) := Q_V(v, v) \text{ for } v \in V
\]
for the associated quadratic form.

Definition-Lemma 2.1 (The Hodge-Riemann property). Suppose there exists an $h \in V$
such that $Q_V(h) > 0$. Then the following statements are equivalent, in which case we say
that $Q_V$ has the Hodge-Riemann property.

(1) $Q_V$ has signature $(1, \rho - 1)$.
(2) There exists a subspace of dimension $\rho - 1$ in $V$ on which $Q_V$ is negative definite.
(3) For any $h' \in V$ such that $Q_V(h') > 0$, the restriction of $Q_V$ to the primitive space
$V_{h'} := \{v \in V : Q_V(v, h') = 0\}$
is negative definite.
(4) For any $h' \in V$ such that $Q_V(h') > 0$ and all $v \in V$ the Hodge-Index inequality
\[
Q_V(v)Q_V(h') \leq Q_V(v, h')^2
\]
holds, with equality iff $v$ is proportional to $h'$.

Proof. (1) $\Rightarrow$ (2) and (3) $\Rightarrow$ (1) and (4)$\Rightarrow$ (3) are immediate, and (2)$\Rightarrow$ (3) comes from
Sylvester’s law of inertia. For (3)$\Rightarrow$ (4): Given $v \in V$ choose $\lambda$ so $Q_V(v + \lambda h', h') = 0$. By (3),
this implies $Q_V(v + \lambda h', v + \lambda h') \leq 0$ with equality iff $v + \lambda h' = 0$. Rearranging

gives (4). \hfill \square

Continuing with the above notation, suppose now $\phi \in V^*$ and consider the symmetric
bilinear form on
\[
W := V \oplus \mathbb{R}
\]
given by
\[
Q_W(v \oplus \lambda, v' \oplus \lambda') = Q_V(v, v') + \lambda \phi(v') + \lambda' \phi(v).
\]
So abusing notation a little, $Q_W$ is given in block form by
\[
Q_W = \begin{pmatrix}
Q_V & \phi^t \\
\phi & 0
\end{pmatrix}.
\]

Proposition 2.2. Suppose that $Q_W$ has the Hodge-Riemann property (i.e $Q_W$ has signa-
ture $(1, \rho)$) and suppose there is an $h \in V$ with

(a) $Q_W(h) = Q_V(h) > 0$,
(b) $\phi(h) > 0$.

Then
(i) For all $v \in V$ it holds that
\[
Q_V(v)\phi(h) \leq 2Q_V(v, h)\phi(v)
\]
with equality if and only if $v = 0$.
(ii) $Q_V$ has the Hodge-Riemann property. In fact $Q_V$ is negative definite on $\ker \phi$ which
has codimension 1.
Proof. Let \( v \in V \) and \( v \oplus \lambda \in W \). By the Hodge-Index inequality (2.1) for \( Q_W \) we have

\[
Q_W(v \oplus \lambda, h)^2 - Q_W(v \oplus \lambda)Q_W(h) \geq 0
\]

(2.3)

with equality if and only if \( v \oplus \lambda \) is proportional to \( h \). The idea of the proof is to think of (2.3) as a quadratic polynomial in \( \lambda \in \mathbb{R} \) that is always non-negative, which by elementary algebra gives an inequality among its coefficients.

To ease notation let

\[
a := Q_W(v) = Q_V(v) \quad d := \phi(h) \\
b := Q_W(v, h) = Q_V(v, h) \quad e := \phi(v) \\
c := Q_W(h) = Q_V(h)
\]

and observe that by hypothesis \( c, d > 0 \). Then (2.3) becomes

\[
(b + \lambda d)^2 - c(a + 2\lambda e) \geq 0
\]

for all \( \lambda \in \mathbb{R} \) (2.4)

with equality if and only if \( v \oplus \lambda \) is proportional to \( h \).

Now substituting

\[
\lambda_0 := \frac{ce - db}{d^2}
\]

into (2.4) and simplifying yields

\[
2d \lambda_0 e - ad^2 - ce^2 \geq 0.
\]

So, using \( c > 0 \), we have

\[
ad^2 \leq 2d \lambda_0 e - ce^2 \leq 2d e
\]

(2.5)

and hence

\[
ad \leq 2be
\]

which is precisely the inequality (2.2) we wanted to show.

Suppose now equality holds for \( v \) in (2.2). In the notation above this says precisely \( ad = 2be \) and so (2.5) implies \( ce^2 = 0 \) and so \( e = 0 \). Moreover equality holds in (2.4) when \( \lambda = \lambda_0 \), and so \( v \oplus \lambda_0 \) is proportional to \( h \). In turn this implies that \( v \) is proportional to \( h \), say \( v = \kappa h \) for some \( \kappa \in \mathbb{R} \) and so \( 0 = e = \kappa d \), \( \kappa = 0 \) and hence \( v = 0 \) as desired proving (i).

The final statements are clear, for our assumption that \( \phi(h) > 0 \) implies that \( \ker \phi \) has codimension 1, and (2.2) implies \( Q_V \) is negative definite on \( \ker \phi \). Thus (ii) holds.

\[\square\]

2.3. The Hodge-Riemann property for cohomology classes. Let \( X \) be a compact Kähler manifold of dimension \( d \geq 2 \), \( \omega_0 \) be a Kähler class on \( X \) and fix an integer \( 0 \leq k \leq d \) so that \( d - k \) is even. Let

\[\Omega \in H^{k,k}(X; \mathbb{R})\]

and consider the intersection pairing

\[Q_\Omega(\alpha, \beta) := Q(\alpha, \beta) := \int_X \alpha \wedge \Omega \wedge \beta \text{ for } \alpha, \beta \in H^{\frac{d-k}{2}, \frac{d-k}{2}}(X; \mathbb{R}).\]

We denote by

\[H^{\frac{d-k}{2}, \frac{d-k}{2}}_{\mathbb{R}, \Omega}(X; \mathbb{R})\]

the primitive cohomology of \( \Omega \), by which we mean the kernel of the map

\[H^{\frac{d-k}{2}, \frac{d-k}{2}}(X; \mathbb{R}) \to H^{\frac{d-k+2}{2}, \frac{d-k+2}{2}}(X; \mathbb{R})\]

given by \( \alpha \mapsto \Omega \wedge \omega_0 \wedge \alpha \).
**Definition 2.3** (Hard Lefschetz Property). We say that \( \Omega \) has the **Hard Lefschetz property** if the map
\[
H^{\frac{d-k}{2}, \frac{d-k}{2}}(X; \mathbb{R}) \to H^{\frac{d+k}{2}, \frac{d+k}{2}}(X; \mathbb{R})
\]
\[\alpha \mapsto \Omega \wedge \alpha\]
is an isomorphism.

**Definition 2.4** (Hodge-Riemann Property). We say that \( \Omega \) has the **Hodge-Riemann property** (with respect to \( \omega_0 \)) if
\[
(1) \quad \int_X \Omega \wedge \omega_0 \, d^{k_0} > 0
\]
\[
(2) \quad (-1)^{\frac{d-k}{2}} Q \Omega \text{ is positive definite on the primitive cohomology } H^{d-k, d-k}(X; \mathbb{R}).
\]

**Remarks 2.5.**

1. The map (2.6) being an isomorphism is equivalent to \( Q \Omega \) being non-degenerate. Thus the Hodge-Riemann property implies the Hard Lefschetz property.
2. When \( k = d \) the Hard Lefschetz property is equivalent to \( \int_X \Omega \neq 0 \), and the Hodge-Riemann property is equivalent to \( \int_X \Omega > 0 \).
3. If \( \omega \in H^{1,1}(X; \mathbb{R}) \) is a Kähler class then the classical Hard Lefschetz Theorem (see for instance [41, Theorem 6.4]) says that \( \omega^k \) has both the Hard Lefschetz and Hodge-Riemann property for \( k \leq d \).
4. More generally, suppose \( \omega_1, \ldots, \omega_k \in H^{1,1}(X; \mathbb{R}) \) are Kähler classes and \( k \leq d \). Then it is known that
\[
\Omega := \omega_1 \wedge \cdots \wedge \omega_k
\]
has both the Hard Lefschetz and Hodge-Riemann property. This is due to Gromov [23] when \( k = d - 2 \), and in general due to Cattani [5] as well as Dihn-Nguyen [12, 13, Corollary 1.2] (in fact the last two citations consider more generally the corresponding statement on \( (p, q) \)-forms).
5. Let \( E \) be an ample vector bundle of rank \( k \leq d \) on \( X \). Then a Theorem of Bloch-Gieseker (to be discussed further in 2.6) implies that the Chern class \( c_k(E) \) has the Hard Lefschetz property.
6. Since \( \Omega \in H^{k,k}(X, \mathbb{R}) \) is assumed to be real, the Hard Lefschetz property is equivalent to the map on the complex vector spaces
\[
H^{\frac{d-k}{2}, \frac{d-k}{2}}(X) \to H^{\frac{d+k}{2}, \frac{d+k}{2}}(X)
\]
\[\alpha \mapsto \Omega \wedge \alpha\]
being an isomorphism. And there is an analogous statement for the Hodge-Riemann property. Thus there is no loss in considering real cohomology throughout, which we do for simplicity.
7. The Hard Lefschetz and Hodge-Riemann properties are each clearly invariant under scaling \( \Omega \) by a positive real number. However neither property are closed under taking convex combinations (see Remark 9.3).

**2.4. \( \mathbb{R} \)-twisted vector bundles.** We recall briefly the notion of \( \mathbb{R} \)-twisted bundles (essentially following [30, Section 6.2, 8.1.A], [34, p457]). Let \( E \) be a vector bundle of rank \( e \) on a base \( X \) and \( \delta \in H^{1,1}(X; \mathbb{R}) \). Then we can consider the so-called \( \mathbb{R} \)-twisted bundle of rank \( e \) denoted by
\[
E(\delta).
\]
which is to be understood as a formal object, having Chern classes defined by the rule
\[
c_p(E(\delta)) := \sum_{k=0}^{p} \left( \frac{e-k}{p-k} \right) c_k(E)\delta^{p-k} \text{ for } 0 \leq p \leq e. \tag{2.7}
\]
Said another way, if \(x_1, \ldots, x_e\) are the Chern roots of \(E\) then \(x_1 + \delta, \ldots, x_e + \delta\) are the Chern roots of \(E(\delta)\).

This definition is made so that if \(\delta\) is integral, so \(\delta = c_1(L)\) for some line bundle \(L\), then
\[
c_p(E(\delta)) = c_p(E \otimes L).
\]
The twist of an \(R\)-twisted vector bundle by a \(\delta' \in H^{1,1}(X, \mathbb{R})\) is defined by the obvious rule
\[
E(\delta)(\delta') := E(\delta + \delta'),
\]
and the tensor product of an \(R\)-twisted vector bundle and a line bundle \(L\) is given by the rule
\[
E(\delta) \otimes L := E(\delta + c_1(L)).
\]
Consider now the projective bundle \(\pi : \mathbb{P}(E) \to X\) of one-dimensional quotients in \(E\) with hyperplane class \(h_{\mathbb{P}(E)} := c_1(\mathcal{O}_{\mathbb{P}(E)}(1))\).

**Definition 2.6.** We say that the \(R\)-twisted vector bundle \(E(\delta)\) is ample (resp. nef) if the class
\[
h_{\mathbb{P}(E)} + \pi^*\delta \in H^{1,1}(\mathbb{P}(E))
\]
is ample (resp. nef).

We observe that this agrees with the usual definition when \(\delta = c_1(L)\) for some line bundle \(L\). For then \(\mathbb{P}(E) \simeq \mathbb{P}(E \otimes L)\) and under this identification
\[
h_{\mathbb{P}(E \otimes L)} = h_{\mathbb{P}(E)} + \pi^*\delta,
\]
so \(E(\delta)(\mathbb{P}(E))\) is ample if and only if \(E \otimes L\) is ample.

Now on \(\mathbb{P}_{\text{sub}}(E)\) we have a tautological quotient bundle \(U\) of rank one less than \(E\), which fits into the tautological sequence
\[
0 \to K \to \pi^*E \to U.
\]
For the twisted case we identify \(\mathbb{P}_{\text{sub}}(E(\delta))\) with \(\mathbb{P}_{\text{sub}}(E)\) and the tautological bundle on the former is defined to be
\[
U(\pi^*\delta)
\]
which fits into the twisted exact sequence
\[
0 \to K(\pi^*\delta) \to \pi^*E(\delta) \to U(\pi^*\delta) \to 0. \tag{2.8}
\]

### 2.5. Schur polynomials.

By a partition \(\mu\) of an integer \(e\) we mean a sequence \(0 \leq \mu_N \leq \cdots \leq \mu_1\) such that \(|\mu| := \sum \mu = e\). Given such a partition one has the Schur polynomial \(s_\mu(x_1, \ldots, x_e)\), which is symmetric (we will need almost nothing about the theory of such polynomials, but the interested reader will find many accounts e.g. [17]).

When \(x_1, \ldots, x_e\) are the Chern roots of an \(R\)-twisted bundle \(E\) on \(X\) we thus have a well-defined class
\[
s_\mu(E) \in H^{|\mu|,|\mu|}(X; \mathbb{R}).
\]
We will have use for the following “derived” Schur polynomials (compare [7, Theorem 1.5]).
Moreover if $\delta = \text{rk}(E)$ gives a well-defined characteristic class by requiring that

$$s_\mu(x_1 + t, \ldots, x_e + t) = \sum_{i=0}^{|\mu|} s^{(i)}_\mu(x_1, \ldots, x_e)t^i \quad \text{for all } t \in \mathbb{R}.$$ 

Clearly then $s^{(i)}_\mu$ is a symmetric polynomial of degree $|\mu| - i$ and $s^{(0)}_\mu = s_\mu$. A formal calculation, that is left to the reader, implies

$$s^{(i)}_\mu(x_1 + t, \ldots, x_e + t) = \sum_{k=i}^{\min(|\mu| - i, |\mu| - e)} \binom{k}{i} s^{(k)}_\mu(x_1, \ldots, x_e)t^{k-i}. \quad (2.9)$$

Once again, thinking of $x_1, \ldots, x_e$ are the Chern roots of an $\mathbb{R}$-twisted bundle $E$ on $X$ gives a well-defined characteristic class

$$s^{(i)}_\mu(E) \in H^{|\mu|-i, |\mu|-i}(X; \mathbb{R}).$$

Moreover if $\delta \in H^{1,1}(X; \mathbb{R})$ then, by definition,

$$s_\mu(E(\delta)) = \sum_{i=0}^{\min(|\mu|, 0)} s^{(i)}_\mu(E)\delta^i,$$

and (2.9) implies

$$s^{(i)}_\mu(E(\delta)) = \sum_{k=i}^{\min(|\mu|, 0)} \binom{k}{i} s^{(k)}_\mu(E)\delta^{k-i}. \quad (2.10)$$

**Example 2.8** (Chern classes). Consider the simplest partition of $e$ consisting of just one integer $\mu_1 = e$, at which point $s_\mu(x_1, \ldots, x_e) = x_1 \cdots x_e$. So if $E$ is an $\mathbb{R}$-twisted vector bundle of rank $e$ then $s_\mu(E) = c_e(E)$, and moreover

$$s^{(i)}_\mu(E) = c_{e-i}(E) \quad \text{for all } 0 \leq i \leq e.$$ 

Then (2.10) rearranges to become

$$c_p(E(\delta)) = \sum_{k=0}^{p} \binom{e-k}{p-k} c_k(E)\delta^{p-k} \quad \text{for } 0 \leq p \leq e,$$ 

which agrees with (2.7) (as it must). We record for later use that in particular if $1 \leq p \leq e$ and $t \in \mathbb{R}$ then

$$c_p(E(t\delta)) = c_p(E) + t(e - p + 1)c_{p-1}(E)\delta + O(t^2). \quad (2.12)$$

**Example 2.9** (Segre classes). At the other extreme we may consider the partition $(1)^e = (1, \ldots, 1)$ of length $e$. Then $s_\mu(E) = (-1)^e s_e(E)$ where $s_e(E)$ is the Segre class. Letting $e = \text{rk}(E)$ we have [18, 3.1.1]

$$s_{(1)^e}(E \otimes L) = \sum_{j=0}^{e} \binom{2e-1}{2e-1-j} s_{(1)^{e-j}}(E)c_1(L)^j,$$

and thus

$$s^{(i)}_{(1)^e}(E) = \binom{2e-1}{2e-1-i} s_{(1)^{e-i}}(E).$$
Example 2.10 (Derived Schur polynomials of Low degree). For convenience of the reader we list some of the derived Schur classes of low degree for a bundle $E$ of rank $e$

\[ s_{(1)} = c_1, \quad s_{(1)}^{(1)} = e \text{ for } e \geq 1. \]

\[ s_{(2,0)} = c_2, \quad s_{(2,0)}^{(1)} = (e-1)c_1, \quad s_{(2,0)}^{(2)} = \left(\frac{e}{2}\right) \text{ for } e \geq 2. \]

\[ s_{(1,1)} = c_1^2 - c_2, \quad s_{(1,1)}^{(1)} = (e+1)c_1, \quad s_{(1,1)}^{(2)} = \left(\frac{e+1}{2}\right) \text{ for } e \geq 2. \]

\[ s_{(3,0,0)} = c_3, \quad s_{(3,0,0)}^{(1)} = (e-2)c_2, \quad s_{(3,0,0)}^{(2)} = \left(\frac{e-1}{2}\right)c_1, \quad s_{(3,0,0)}^{(3)} = \left(\frac{e}{3}\right) \text{ for } e \geq 3. \]

\[ s_{(2,1,0)} = c_1c_2 - c_3, \quad s_{(2,1,0)}^{(1)} = 2c_2 + (e-1)c_1^2, \quad s_{(2,1,0)}^{(2)} = (e^2 - 1)c_1; \]

\[ s_{(2,1,0)}^{(3)} = 2\left(\frac{e+1}{3}\right) \text{ for } e \geq 3. \]

\[ s_{(1,1,1)} = c_1^2 - 2c_1c_2 + c_3, \quad s_{(1,1,1)}^{(1)} = (e+2)(c_1^2 - c_2), \quad s_{(1,1,1)}^{(2)} = \left(\frac{e+2}{2}\right)c_1; \]

\[ s_{(1,1,1)}^{(3)} = \left(\frac{e+2}{3}\right), \quad \text{for } e \geq 3. \]

2.6. The Bloch-Gieseker theorems.

Theorem 2.11 (Bloch-Gieseker I). Let $X$ be projective smooth of dimension $d$ and $E$ be an $\mathbb{R}$-twisted ample vector bundle of rank $e$ on $X$. Let $s = \min\{e, d\}$ and assume $i \leq (d-s)/2$. Then the map

\[ H^{i+i}(X; \mathbb{R}) \to H^{i+s,i+s}(X; \mathbb{R}) \quad \alpha \mapsto \alpha \wedge c_s(E) \]

is injective.

Proof. This originates in [3] (see also [30, 7.1.10]). We observe that [3] is not stated for $\mathbb{R}$-twists, but the proof goes through essentially unchanged (see [30, p.113], [11, Proposition 2.1]).

Theorem 2.12 (Bloch-Gieseker II). Let $X$ be projective smooth of dimension $d$ and $E$ be an $\mathbb{R}$-twisted ample vector bundle of rank $e$ on $X$ with $e \geq d$. Then $\int_X c_d(E) > 0$.

Proof. See [3, Proposition 2.2] or [30, Corollary 8.2.2].

We collect some simple consequences of this result.

Corollary 2.13. Let $X$ be projective smooth of dimension $d$ and $E$ be a rank $e$ $\mathbb{R}$-twisted ample vector bundle and $h \in H^{1,i}(X, \mathbb{Z})$ be an integral ample class. Then

\[ \int_X c_q(E)h^{d-q} > 0 \quad \text{for all } q \leq \min\{d, e\}. \]

Proof. Fix $q \leq \min\{d, e\}$. Without loss of generality we may assume $h$ is very ample. Then the class $h^{d-q}$ is represented by a smooth subvariety $Y \subset X$ of dimension $q$. Now $E|_Y$ is an ample $\mathbb{R}$-twisted bundle of rank $e \geq q$, so by Theorem 2.12

\[ 0 < \int_Y c_q(E) = \int_X c_q(E)h^{d-q} \]

as required.
Corollary 2.14. Let $X$ have dimension $d \geq 2$ and $E$ be a $\mathbb{R}$-twisted ample and of rank $e = d - 2$. Then the intersection form

$$Q(\alpha, \alpha') = \int_X \alpha c_{d-2}(E) \alpha$$

for $\alpha, \alpha' \in H^{1,1}(X; \mathbb{R})$ is non-degenerate.

Proof. Suppose $Q(\alpha, \beta) = 0$ for all $\beta \in H^{1,1}(X; \mathbb{R})$. Then Serre duality implies $\alpha c_{d-2}(E) = 0$, and so Theorem 2.11 yields $\alpha = 0$. $\square$

3. THE HODGE–RIEMANN PROPERTY FOR $c_{d-2}(E)$

3.1. The case $\text{rk}(E) = d - 2$.

Proposition 3.1. Let $E$ be an ample $\mathbb{R}$-twisted bundle of rank $d - 2$ on a projective manifold $X$ of dimension $d \geq 2$. Then $c_{d-2}(E)$ has the Hodge–Riemann property with respect to any ample class $h$ on $X$.

Proof. By a consequence of the Bloch–Gieseker Theorem for ample $\mathbb{R}$-twisted vector bundles (Corollary 2.14), for all $t \geq 0$ the intersection form

$$Q_t(\alpha) := \int_X \alpha c_{d-2}(E(th)) \alpha$$

for $\alpha \in H^{1,1}(X; \mathbb{R})$ is non-degenerate. Now

$$c_{d-2}(E(th)) = t^{d-2}h^{d-2} + O(t^{d-3}).$$

Observe that for an intersection form $Q$, having signature $(1, h^{1,1}(X) - 1)$ is invariant under multiplying $Q$ by a positive multiple, and is an open condition as $Q$ varies continuously. Thus since we know that $h^{d-2}$ has the Hodge–Riemann property, the intersection form $\langle \alpha, \beta \rangle \mapsto \int_X \alpha h^{d-2}\beta$ has signature $(1, h^{1,1}(X) - 1)$, and hence so does $Q_t$ for $t$ sufficiently large. But $Q_t$ is non-degenerate for all $t \geq 0$, and hence $Q_t$ must have this same signature for all $t \geq 0$.

Next recall from Corollary 2.13 that $\int_X c_{d-2}(E)h^2 > 0$. Thus $c_{d-2}(E)$ has the Hodge–Riemann property with respect to $h$ as claimed. $\square$

3.2. The case $\text{rk}(E) \geq d - 1$.

Theorem 3.2. Let $X$ be a projective manifold of dimension $d \geq 2$ and $h$ be an ample class on $X$. Suppose $E$ is an ample $\mathbb{R}$-twisted vector bundle of rank $e \geq d - 1$ on $X$. Then

1. For all $\alpha \in H^{1,1}(X; \mathbb{R})$ it holds that

$$\int_X \alpha^2 c_{d-2}(E) \int_X h c_{d-1}(E) \leq 2 \int_X \alpha h c_{d-2}(E) \int_X \alpha c_{d-1}(E)$$

with equality if and only if $\alpha = 0$.

2. The class $c_{d-2}(E)$ has the Hodge–Riemann property with respect to $h$. In fact if

$$W := \{ \alpha \in H^{1,1}(X; \mathbb{R}) : \int_X \alpha c_{d-1}(E) = 0 \}$$

then $\dim W = h^{1,1}(X) - 1$ and the intersection form

$$Q(\alpha, \alpha') = \int_X \alpha c_{d-2}(E) \alpha'$$

for $\alpha, \alpha' \in H^{1,1}(X; \mathbb{R})$ is negative definite on $W$.\n
Proof. Consider the following two statements that depend on a given \( j \geq 0 \)

\((P_j)\) For any projective manifold \( X' \) of dimension \( d' \geq 2 \), any ample class \( h' \) on \( X' \),
and any ample \( \mathbb{R} \)-twisted vector bundle \( E' \) on \( X' \) with \( \text{rk}(E') = d' - 2 + j \) the class \( c_{d' - 2}(E') \) has the Hodge-Riemann property with respect to \( h' \).

\((Q_j)\) For any projective manifold \( X' \) of dimension \( d' \geq 2 \), any ample class \( h' \) on \( X' \)
and any ample \( \mathbb{R} \)-twisted vector bundle \( E' \) on \( X' \) with \( \text{rk}(E') = d' - 2 + j \) and any \( \alpha \in H^{1,1}(X'; \mathbb{R}) \) it holds that
\[ \int_{X'} \alpha^2 c_{d' - 2}(E') \int_{X'} h' c_{d' - 1}(E') \leq 2 \int_{X'} \alpha h' c_{d' - 2}(E') \int_{X'} \alpha c_{d' - 1}(E') \]
with equality if and only if \( \alpha = 0 \).

Then statement \( (P_0) \) holds, as this is the content of Proposition 3.1. We will show that
(a) \( (Q_j) \Rightarrow (P_j) \) for all \( j \geq 1 \),
(b) \( (P_{j-1}) \Rightarrow (Q_j) \) for all \( j \geq 1 \).

Clearly these together imply that \( (Q_j) \) holds for all \( j \geq 1 \) which is precisely statement (1) of the Theorem.

Proof of (a): Let \( j \geq 1 \) and assume that \( (Q_j) \) holds. Let \( X' \) be a projective manifold of dimension \( d' \) and \( E' \) be an \( \mathbb{R} \)-twisted ample vector bundle with \( \text{rk}(E') = d' - 2 + j \) and \( h' \) be an ample class on \( X' \). Then since \( (Q_j) \) is assumed to hold, the quadratic form
\[ (\alpha, \alpha') \mapsto \int_{X'} \alpha c_{d' - 2}(E')\alpha' \text{ for } \alpha, \alpha' \in H^{1,1}(X'; \mathbb{R}) \] (3.2)
is negative definite on the space
\[ W' := \{ \alpha \in H^{1,1}(X'; \mathbb{R}) : \int_{X'} \alpha c_{d' - 1}(E') = 0 \} \]
But ampleness of \( E' \) implies (Corollary 2.13) that \( h' \notin W' \), and so \( W' \) has codimension 1 in \( H^{1,1}(X'; \mathbb{R}) \). Thus the quadratic form in (3.2) has signature \((1, h^{1,1}(X') - 1) \) and so \( c_{d' - 2}(E) \) has the Hodge-Riemann property. Hence \( (P_j) \) holds and we have proved (a).

Observe that in doing so we have also proved that item (1) in the Theorem implies item (2).

Proof of (b): Suppose \( j \geq 1 \) and \( (P_{j-1}) \) holds and we want to show \( (Q_j) \). To this end let \( X \) be a projective manifold of dimension \( d \) and \( h \) be an ample class on \( X \) and \( E \) be an ample \( \mathbb{R} \)-twisted vector bundle on \( X \) with \( \text{rk}(E) =: e := d - 2 + j \). We have to show that for any \( \alpha \in H^{1,1}(X; \mathbb{R}) \) it holds that
\[ \int_{X} \alpha^2 c_{d - 2}(E) \int_{X} h c_{d - 1}(E) \leq 2 \int_{X} \alpha h c_{d - 2}(E) \int_{X} c_{d - 1}(E) \] (3.3)
with equality if and only if \( \alpha = 0 \).

Set
\[ X' := X \times \mathbb{P}^1 \]
and
\[ E' := E \boxtimes \mathcal{O}_{\mathbb{P}^1}(1) \]
which is an ample \( \mathbb{R} \)-twisted bundle. Observe that \( d' := \dim(X') = d + 1 \) and
\[ \text{rk}(E') = \text{rk}(E) = d - 2 + j = (d + 1) - 2 + (j - 1) = d' - 2 + (j - 1) \].
Hence by the assumption \((P_{i-1})\) we know that \(c_{d' - 2}(E')\) has the Hodge-Riemann property.

Write \(\tau := c_1(\mathcal{O}_{\mathbb{P}^1}(1))\) and

\[H^{1,1}(X'; \mathbb{R}) = H^{1,1}(X; \mathbb{R}) \oplus H^{1,1}(\mathbb{P}^1; \mathbb{R}) = H^{1,1}(X; \mathbb{R}) \oplus \mathbb{R}(\tau).\]

Observe \(1 \leq d' - 2 = d - 1 \leq d - 2 + j = e\) and moreover \(e - (d' - 2) + 1 = e - d + 2 = j\).

So using the identity for the Chern class of a tensor product (2.12) and the fact that \(\tau^2 = 0\) we get

\[c_{d' - 2}(E') = c_{d-1}(E') = c_{d-1}(E) + jc_{d-2}(E)\tau.\]

Now define

\[\phi : H^{1,1}(X; \mathbb{R}) \to \mathbb{R} \text{ by } \phi(\alpha) := \int_X \alpha c_{d-1}(E),\]

and

\[Q_X(\alpha, \alpha') = j \int_X \alpha c_{d-2}(E)\alpha' \text{ for } \alpha, \alpha' \in H^{1,1}(X; \mathbb{R}).\]

Then

\[Q_{X \times \mathbb{P}^1}(\alpha + \lambda \tau, \alpha' + \lambda' \tau) := \int_{X \times \mathbb{P}^1} (\alpha + \lambda \tau)c_{d'-2}(E')(\alpha' + \lambda' \tau) = Q_X(\alpha, \alpha') + \lambda \phi(\alpha') + \lambda' \phi(\alpha)\]

which as we have already observed has the Hodge-Riemann property. Finally notice that as \(E\) is ample we have \(Q_X(h) > 0\) and \(\phi(h) > 0\). Thus we are in precisely the setup of Proposition 2.2 giving

\[Q_X(\alpha)\phi(h) \leq 2Q_X(\alpha, h)\phi(\alpha)\]

with equality if and only if \(\alpha = 0\), which yields (3.3). Hence \((Q_3)\) holds and the proof of (b) is complete.

**Corollary 3.3.** Suppose that \(E\) is an ample \(\mathbb{R}\)-twisted vector bundle on a projective manifold \(X\) of dimension \(d\) and \(\text{rk}(E) \geq d - 2\). Then \(c_{d-2}(E)\) has the Hodge-Riemann property. In particular for all \(\alpha \in H^{1,1}(X; \mathbb{R})\) we have

\[\int_X \alpha^2 c_{d-2}(E) \int_X h^2 c_{d-2}(X) \leq \left(\int_X \alpha c_{d-2}(E)h\right)^2\]  

(3.4)

with equality if and only if \(\alpha\) is proportional to \(h\).

**Proof.** This is Proposition 3.1 when \(\text{rk}(E) = d - 2\) and Theorem 3.2 when \(\text{rk}(E) \geq d - 1\). □

The results proved in this section will be essential in our proof of the Hodge-Riemann property for Schur classes. In fact, what we will need is that both the above Hodge-Index inequality and the more general inequality (3.1) continue to hold if \(E\) and \(h\) are merely nef on a base that is irreducible but not necessarily smooth.

**Corollary 3.4.** Let \(P\) be a smooth projective variety, and \(h\) be a nef class on \(P\). Suppose that \(C \subset P\) is irreducible of dimension \(n\) and that \(E\) is a nef \(\mathbb{R}\)-twisted bundle on \(P\). For \(\alpha, \alpha' \in H^{1,1}(P; \mathbb{R})\) set

\[Q(\alpha, \alpha') := \int_C \alpha c_{n-2}(E)\alpha'\]

\[\phi(\alpha) := \int_C \alpha c_{n-1}(E).\]
Then for all $\alpha \in H^{1,1}(P; \mathbb{R})$ we have
\[ \mathcal{Q}(\alpha)\mathcal{Q}(h) \leq \mathcal{Q}(\alpha, h)^2 \]  
and
\[ \mathcal{Q}(\alpha)\phi(h) \leq 2\mathcal{Q}(\alpha, h)\phi(\alpha). \]  
(We emphasise that we are making no claims here as to what happens when equality holds in (3.5) or (3.6)).

**Proof.** Suppose first that $C = P$ (so in particular $C$ is smooth). If $\text{rk}(E) < n - 2$ then $\mathcal{Q}$ is identically zero and there is nothing to prove. So we may assume $\text{rk}(E) \geq n - 2$. Let $\eta$ be an ample class on $P$. Then for any $t > 0$ the bundle $E(t\eta)$ is ample and the class $h_t := h + t\eta$ is ample. Now set
\[ \mathcal{R}_t(\alpha, \alpha') := \int_C \alpha c_{n-2}(E(t\eta))\alpha' \]
\[ \phi_t(\alpha) := \int_C \alpha c_{n-1}(E(t\eta)). \]
Then we have from Proposition 3.1 and Theorem 3.2 respectively that for all $\alpha \in H^{1,1}(P; \mathbb{R})$ it holds that
\[ \mathcal{R}_t(\alpha)\mathcal{R}_t(h_t) \leq \mathcal{R}_t(\alpha, h_t)^2 \]  
and
\[ \mathcal{R}_t(\alpha)\phi_t(h_t) \leq 2\mathcal{R}_t(\alpha, h_t)\phi_t(\alpha) \]  
(observe that the latter inequality holds trivially if $\text{rk}(E) = n - 2$ for then $\phi_t = 0$, and otherwise Theorem 3.2 applies). Letting $t \to 0$ gives (3.5) and (3.6) which completes the proof when $C$ is smooth.

Now suppose that $C$ is irreducible of dimension $n$ inside $P$ as in the statement of the theorem. Let $\pi : C' \to C$ be a resolution of singularities. We denote the induced morphism $C' \to P$ also by $\pi$, so there is a pullback map
\[ \pi^* : H^{1,1}(P; \mathbb{R}) \to H^{1,1}(C'; \mathbb{R}). \]
Observe that $E' := \pi^* E$ and $h' := \pi^* h$ are nef on $C'$. So by the previous paragraph the result we want applies for the triple $(C', E', h')$. Now for any $\alpha, \alpha' \in H^{1,1}(P; \mathbb{R})$ we have
\[ \int_{C'} c_{n-2}(E')\alpha\alpha' = \int_{C'} c_{n-2}(\pi^* E)(\pi^* \alpha)(\pi^* \alpha') \]
and also
\[ \int_{C'} c_{n-1}(E')\alpha = \int_{C'} c_{n-1}(E')\pi^* \alpha. \]
Hence the result for $C$ follows from that for $C'$.

\[ \square \]

4. **The Hodge-Riemann Property for Cone Classes**

4.1. **Statement.** Let $X$ be smooth, projective of dimension $d \geq 4$ and $h \in H^{1,1}(X; \mathbb{R})$ be very ample. Let $\pi : F \to X$ be an ample $\mathbb{R}$-twisted vector bundle on $X$ of rank $f + 1$. Consider
\[ \pi : P := \mathbb{P}_{\text{sub}}(F) \to X \]
and denote by $U$ the universal quotient
\[ 0 \to K \to \pi^* F \to U \to 0 \]
so $U$ is a nef $\mathbb{R}$-bundle (recall the universal quotient in the $\mathbb{R}$-twisted case was discussed in (2.8)). Suppose $C \subset P$ is an irreducible subvariety of codimension $d - 2$ that is flat over $X$ (in fact in the case of interest $C$ will be locally a product). The main result of this section is the following:
Theorem 4.1. Assume $f \geq d$ and set $n = \dim C$. Then for $2 \leq i \leq d$ the bilinear form

$$(\alpha, \alpha') \mapsto \int_C (\pi^* \alpha) c_{n-2-(d-i)}(U)(\pi^* \alpha')(\pi^* h)^{d-i}$$

for $\alpha, \alpha' \in H^{1,1}(X; \mathbb{R})$ has the Hodge-Riemann property (i.e. it has signature $(1, h^{1,1}(X) - 1)$).

4.2. Setup for the proof. Since $0 \to K \to \pi^* F \to U \to 0$ we have $U$ is a quotient of the nef bundle $\mathbb{R}$-twisted bundle $\pi^* F$ and hence $U$ is nef of rank $f$. Set

$$\zeta := -c_1(K)$$

which is relatively ample over $X$ (but note we do not claim any further positivity of $\zeta$). Then

$$H^{1,1}(P; \mathbb{R}) = \pi^* H^{1,1}(X; \mathbb{R}) \oplus \mathbb{R} \zeta.$$ 

We have

$$n = \dim C = f + d - (d - 2) = f + 2$$

so our hypothesis $f \geq d$ implies

$$n \geq d + 2. \quad (4.1)$$

For convenience set

$$n_i := n - d + i. \quad (4.2)$$

and observe that by (4.1),

$$i + 2 \leq n_i \leq n \text{ for } 1 \leq i \leq d. \quad (4.3)$$

Definition 4.2. Given a $\mathbb{R}$-twisted vector bundle $U'$ on $P$ and $1 \leq i \leq d$ define a bilinear form on $H^{1,1}(P; \mathbb{R})$ by

$$Q_i(\beta, \beta'; U') := \int_C \beta c_{n-2-(d-i)}(U')(\pi^* h)^{d-i} \beta'$$

for $\beta, \beta' \in H^{1,1}(P; \mathbb{R})$. We also set

$$F_i(\beta; U') := Q_i(\beta; U') Q_i(\pi^* h; U') - (Q_i(\beta, \pi^* h; U'))^2.$$ 

When $U'$ is taken to be the universal quotient on $P$ we write these as

$$Q_i(\beta, \beta') := Q_i(\beta, \beta'; U)$$

and

$$F_i(\beta) := F_i(\beta; U).$$

Theorem 4.3 (Fulton-Lazarsfeld). It holds that

$$Q_i(\pi^* h) > 0 \text{ for } 2 \leq i \leq d. \quad (4.4)$$

Proof. We observe here that we are using ampleness of $F$. The statement (4.4) is that

$$\int_C c_{n-2-(d-i)}(U)(\pi^* h)^{d-i+2} > 0 \text{ for } 2 \leq i \leq d,$$

which is [19, Theorem 2.3] (we observe that in the cited work the quantity $\alpha_S$ is given by $\dim C - \dim \pi(C) = \dim C - \dim X = n - d$ since we are assuming $C$ is flat over $X$). We remark also that in [19, 0.2] the authors specify that by $\mathbb{P}(F)$ they mean the projective bundle of one-dimensional subspaces of $F$. \qed
**Definition-Lemma 4.4.** Let $2 \leq i \leq d$. We say $(A_i)$ holds if any of the following equivalent conditions are true:

1. For $\beta \in H^{1,1}(P; \mathbb{R})$, 
   $$F_i(\beta) = 0$$ implies $\beta = \kappa h$ for some $\kappa \in \mathbb{R}$.

2. For $\beta \in H^{1,1}(P; \mathbb{R})$, 
   $$Q_i(\beta, \pi^* h) = 0$$ and $Q_i(\beta) = 0$ implies $\beta = 0$.

3. The quadratic form $Q_i$ has the Hodge-Riemann property (i.e. it has signature $(1, h^{1,1}(P) - 1)$).

That these are equivalent is a consequence of the following:

**Lemma 4.5.** Assume $U'$ is a nef $\mathbb{R}$-twisted vector bundle on $P$. Then for all $2 \leq i \leq d$ it holds that

$$F_i(\beta; U') \leq 0$$ for all $\beta \in H^{1,1}(P; \mathbb{R}).$ \hspace{1cm} (4.5)

**Proof.** Fix $2 \leq i \leq d$. Then $h^{d-i}$ is represented by a smooth $Y \subset X$ of dimension $i$. Let $C' := \pi^{-1}(Y) \cap C$ which has dimension $n - d + i =: n_i$ and 

$$Q_i(\beta, \beta') = \int_{C'} \beta c_{n_i - 2}(U') \beta'.$$

Since $C$ is assumed irreducible (in fact locally a product by $Y$ and an irreducible fiber) we have that $C'$ is irreducible, and clearly projective. Moreover $\pi^* h$ is clearly nef on $C'$. Hence the result we want is implied by the analysis we did in the previous section (specifically Corollary 3.4). \hfill $\square$

**Proof of Definition-Lemma 4.4.** We have from (4.4) that $Q_i(\pi^* h) > 0$. Combined with Lemma 4.5, the claimed equivalence between these statements is the elementary statement about bilinear forms given in Lemma 2.1. \hfill $\square$

We next make a similar definition that captures the stronger inequality that was considered in Section 3.2.

**Definition 4.6.** Suppose $1 \leq i \leq d - 1$ and $U'$ is a $\mathbb{R}$-twisted vector bundle on $P$. For $\beta \in H^{1,1}(P; \mathbb{R})$ set 

$$\phi_i(\beta; U') := Q_{i+1}(\pi^* h, \beta; U')$$

$$= \int_C c_{n-d+i-1}(U')(\pi^* h)^{d-i-1}(\pi^* h) \beta$$

$$= \int_C c_{n-d+i-1}(U')(\pi^* h)^{d-i} \beta.$$

So $\phi_i(\cdot; U')$ lies in the dual space of $H^{1,1}(P; \mathbb{R})$. Moreover define 

$$G_i(\beta; U') := Q_i(\beta; U')\phi_i(\pi^* h; U') - 2Q_i(\beta, \pi^* h; U')\phi_i(\beta; U').$$

When $U'$ is the universal quotient bundle $U$ we write 

$$\phi_i(\beta) := \phi_i(\beta; U)$$

$$G_i(\beta) := G_i(\beta; U).$$
Lemma 4.7. Assume $U'$ is a nef $\mathbb{R}$-twisted bundle on $P$. Then for all $2 \leq i \leq d - 1$ it holds that

$$G_i(\beta; U') \leq 0 \text{ for all } \beta \in H^{1,1}(P; \mathbb{R})$$

Proof. The proof is precisely the same as that of Lemma 4.5 since, with the notation in that proof,

$$\phi_i(\beta) = \int_C \beta c_{n-i-1}(U).$$


Definition 4.8. Let $2 \leq i \leq d - 1$. We say $(B_i)$ holds if for any $\beta \in H^{1,1}(P; \mathbb{R})$

$$G_i(\beta) = 0 \Rightarrow \beta = 0.$$

Remark 4.9. Since $\text{rk}(U) = n - 2$ we clearly have $c_{n-1-d+d}(U) = c_{n-1}(U) = 0$ and hence (extending the above notation appropriately) $\phi_d = 0$ and $G_d \equiv 0$. For this reason we only consider $G_i$ and property $(B_i)$ when $2 \leq i \leq d - 1$.

We can now break the steps of the proof of Theorem 4.1 as separate propositions, that will each be proved in turn in the next subsections.

Proposition 4.10. Suppose $(B_i)$ holds for some $2 \leq i \leq d - 1$. Then $(A_{i+1})$ holds.

Proposition 4.11. $(A_2)$ holds

Proposition 4.12. Suppose $(A_i)$ holds for some $2 \leq i \leq d - 2$. Then $(B_i)$ holds.

Proposition 4.13. Suppose $(A_{d-2})$ holds. Then the the restriction of $Q_d$ to the subspace $\pi^* H^{1,1}(X; \mathbb{R}) \subset H^{1,1}(P)$ has the Hodge-Riemann property.

Proof of Theorem 4.1. Combining Propositions 4.11, 4.10 and 4.12 and induction on $i$ gives that $(A_i)$ holds for $2 \leq i \leq d - 1$. Thus $Q_i$ for $2 \leq i \leq d - 1$ has the Hodge-Riemann property over $H^{1,1}(P; \mathbb{R})$ and since $Q_i(h) > 0$ this implies it also has the Hodge-Riemann property over $\pi^* H^{1,1}(X; \mathbb{R}) \subset H^{1,1}(P; \mathbb{R})$. This proves the claim for $2 \leq i \leq d - 1$.

Moreover, we have $(A_{d-2})$ holds, so Proposition 4.13 applies giving the required statement when $i = d$.

Remark 4.14. It is worth observing also that $Q_d$ does not generally have the Hodge-Riemann property over all of $H^{1,1}(P)$. For, as we will see in (4.14), since $n \geq d + 2$,

$$c_{n-2}(U) \zeta = c_{n-1}(U) = 0$$

where the last equality follows as $\text{rk}(U) = n - 2$, and so

$$Q_d(\zeta, \beta) = \int_C c_{n-2}(U) \zeta \beta = 0 \text{ for all } \beta \in H^{1,1}(P).$$

In particular $Q_d$ is degenerate, so cannot have the Hodge-Riemann property.

4.3. Proof of Proposition 4.10.

Lemma 4.15. For any $2 \leq i \leq d$

$$Q_i(\beta; U(t \pi^* h')) = Q_i(\beta; U) + t(d - i + 1)Q_{i-1}(\beta; U) + O(t^2). \quad (4.6)$$
Proof. Since \( n \geq d + 2 \) we have \( 1 \leq n - d + i - 2 \leq n - 2 = \text{rk}(U) \). Thus using the equation for the Chern class of the tensor product (2.12), and observing that \( \text{rk}(U) - (n - d + i - 2) + 1 = d - i + 1 \), gives

\[
  c_n - d + i - 2(U(t\pi^* h)) = c_{n - d + i - 2}(U) + \chi(d - i + 1)c_{n - d + i - 3}(U)(\pi^* h) + O(t^2)
\]

Multiplying this by \( \beta^2 \) and integrating over \( C \) gives (4.6). \( \square \)

Lemma 4.16. Fix \( 1 \leq i \leq d - 1 \). Let \( \beta \in H^{1,1}(P; \mathbb{R}) \) be such that

\[
  Q_{i+1}(\beta, \pi^* h) = 0 = Q_{i+1}(\beta).
\]

Then

\[
  Q_i(\beta) = 0 \quad (4.8) \quad G_i(\beta) = 0. \quad (4.9)
\]

Proof. Observe first (4.7) clearly implies

\[
  F_{i+1}(\beta; U) = 0. \quad (4.10)
\]

On the other hand for \( t \in \mathbb{R} \) with \( |t| \) sufficiently small the \( \mathbb{R} \)-twisted bundle \( F(th) \) remains ample. Thus the \( \mathbb{R} \)-twisted bundle \( U(t\pi^* h) \) is nef, and so by Lemma 4.5

\[
  f(t) := F_{i+1}(\beta; U(t\pi^* h)) \leq 0 \text{ for all } |t| \ll 1. \quad (4.11)
\]

So (4.10) says \( f(0) = 0 \), which together with (4.11) implies

\[
  \frac{df}{dt}|_{t=0} = 0.
\]

We may calculate this derivative using Lemma 4.15. In fact up to terms of order \( O(t^2) \),

\[
  f(t) = [Q_{i+1}(\beta) + t(d - i)Q_i(\beta)][Q_{i+1}(\pi^* h) + t(d - i)Q_i(\pi^* h)]
  - [Q_{i+1}(\beta, \pi^* h) + t(d - i)Q_i(\beta, \pi^* h)]^2 + O(t^2)
  = t(d - i)Q_i(\beta)Q_{i+1}(\pi^* h) + O(t^2)
\]

where the last equality uses our assumption (4.7). Hence

\[
  0 = (d - i)Q_i(\beta)Q_{i+1}(\pi^* h).
\]

Now recall (4.4) gives \( Q_{i+1}(\pi^* h) > 0 \). Hence \( Q_i(\beta) = 0 \) which is (4.8).

Finally \( \phi_i(\beta) = Q_{i+1}(\beta, \pi^* h) = 0 \) by hypothesis, and hence

\[
  G_i(\beta) = Q_i(\beta)\phi_i(\pi^* h) - 2Q_i(\beta, \pi^* h)\phi_i(\beta) = 0
\]

as claimed in (4.9). \( \square \)

Proof of Proposition 4.10. Fix \( 2 \leq i \leq d - 1 \) and suppose \((B_i)\) holds, and the aim is to show \((A_{i+1})\) holds. To this end suppose \( \beta \in H^{1,1}(P; \mathbb{R}) \) satisfies

\[
  Q_{i+1}(\beta) = 0 = Q_{i+1}(\beta, \pi^* h) \quad (4.12)
\]

Then Lemma 4.16 implies

\[
  G_i(\beta) = 0.
\]

But by \((B_i)\) this implies \( \beta = 0 \). Looking back at Definition-Lemma 4.4 we conclude \((A_{i+1})\) holds as desired. \( \square \)
4.4. Proof of Proposition 4.11.

**Lemma 4.17.** For all $p$ we have
\[ c_p(U) = c_{p-1}(U)\zeta + \pi^* c_p(F) \] (4.13)

In particular if $\Omega \in H^{1,1}(X; \mathbb{R})$ then
\[ c_p(U)(\pi^*\Omega) = c_{p-1}(U)(\pi^*\Omega) \] for $j + p \geq d + 1$ (4.14)
\[ c_p(U)(\pi^*\Omega) = c_{p-2}(U)\zeta^2(\pi^*\Omega) \] for $j + p \geq d + 2$. (4.15)

**Proof.** The first equation follows from the exact sequence
\[ 0 \rightarrow K \rightarrow \pi^* F \rightarrow U \rightarrow 0 \]
and $\zeta = -c_1(K)$ so
\[ (1 - \zeta)c(U) = c(K)c(U) = \pi^* c(F) \]
and thus taking the degree $p$ part,
\[ c_p(U) - \zeta c_{p-1}(U) = \pi^* c_p(F). \]

Equation (4.14) follows as $\dim X = d$ so if $\Omega \in H^{1,1}(X; \mathbb{R})$ and $j + p \geq d + 1$ then $c_p(F).\Omega = 0$. The proof of (4.15) follows from two applications of (4.14). $\Box$

We proceed now to show $(A_2)$ holds. To this end suppose $\beta \in H^{1,1}(P; \mathbb{R})$ satisfies
\[ Q_2(\beta) = 0 \] (4.16)
\[ Q_2(\beta, \pi^* h) = 0 \] (4.17)

Our aim is to show that $\beta = 0$.

We have $\beta = \pi^* \alpha + \lambda \zeta$ for some $\alpha \in H^{1,1}(X; \mathbb{R})$ and $\lambda \in \mathbb{R}$. Then
\[ 0 = Q_1(\beta) \] (by Lemma 4.16)
\[ = \int_C (\pi^* h)^{d-1} c_{n-d-1}(U)\beta^2 \]
\[ = \int_C (\pi^* h)^{d-1} c_{n-d-1}(U)(\pi^* \alpha + \lambda \zeta)^2 \]
\[ = 2\lambda \int_C (\pi^* h)^{d-1} c_{n-d-1}(U)\pi^* \alpha \zeta + \lambda^2 \int_C (\pi^* h)^{d-1} c_{n-d-1}(U)\zeta^2 \]
\[ = 2\lambda \int_C (\pi^* h)^{d-1} c_{n-d-1}(U)\pi^* \alpha + \lambda^2 \int_C (\pi^* h)^{d-1} c_{n-d-1}(U) \]
\[ = 2\lambda A + \lambda^2 B \]

where
\[ A := \int_C (\pi^* h)^{d-1} c_{n-d}(U)\pi^* \alpha \]
\[ B := \int_C (\pi^* h)^{d-1} c_{n-d+1}(U) \]
\[ = \int_C (\pi^* h)^{d-3}(\pi^* h)^2 c_{n-d+1}(U) \]
\[ = Q_3(\pi^* h) \]
\[ > 0. \] (by (4.4))
On the other hand,
\[ 0 = Q_2(\beta, \pi^* h) \quad \text{(by (4.17))} \]
\[ = \int_C (\pi^* h)^{d-2} c_{n-d}(U) \beta(\pi^* h) \]
\[ = \int_C (\pi^* h)^{d-1} c_{n-d}(U)(\pi^* \alpha + \lambda \zeta) \]
\[ = A + \lambda B \quad \text{(by (4.14) and } n \geq d + 2) \]

Thus in summary we have
\[ 2\lambda A + \lambda^2 B = 0 = A + \lambda B \text{ and } B \neq 0 \]
which forces \( \lambda = 0 \).

Let \( W \) be the class of the fibre of \( C \) (as we are assuming \( C \) is locally a product, the class of this fibre is the same for every fibre). Then as \( \lambda = 0 \),
\[ 0 = A = \int_C c_{n-d}(U)(\pi^* h)^{d-1} \alpha = \int_W c_{n-d}(U) \int_X h^{d-1} \alpha. \]

But \( \int_W c_{n-d}(U) = \int_W \zeta^{n-d} > 0 \) as \( \zeta \) is relatively ample. Therefore
\[ \int_X h^{d-1} \alpha = 0. \]
Furthermore
\[ 0 = Q_2(\beta) \quad \text{(from (4.16))} \]
\[ = Q_2(\pi^* \alpha) \quad \text{(as } \lambda = 0) \]
\[ = \int_C c_{n-d}(U)(\pi^* h)^{d-2}(\pi^* \alpha)^2 \]
\[ = \int_W c_{n-d}(U) \int_X h^{d-2} \alpha^2 \]
\[ = \int_W c_{n-d} \int_X h^{d-2} \alpha^2 \]
and thus
\[ \int_X h^{d-2} \alpha^2 = 0. \]

As \( h \) is very ample there is a smooth surface \( Y \subset X \) representing \( h^{d-2} \). Then the above become
\[ \int_Y \alpha h = \int_Y \alpha^2 = 0. \]

Thus from the Hodge-Index Theorem applied to \( Y \) we deduce \( \alpha|_Y = 0 \). Then by the weak Lefschetz theorem \( \alpha = 0 \). This completes the proof that \( (A_2) \) holds.

4.5. **Proof of Proposition 4.12.** Fix \( 2 \leq i \leq d - 2 \), suppose \( (A_i) \) holds, and the aim is to show \( (B_i) \) holds. To this end, suppose that \( \beta \in H^{1,1}(P; \mathbb{R}) \) satisfies
\[ \mathcal{G}_i(\beta) = 0 \quad \text{(4.18)} \]

We have to show that \( \beta = 0 \).

**Claim 4.18.** We have
\[ \phi_i(\beta) = 0 \quad \text{(4.19)} \]
\[ Q_i(\beta) = 0 \quad \text{(4.20)} \]
and
\[ Q_i(\beta, \beta') \phi_i(\pi^* h) = Q_i(\beta, \pi^* h) \phi_i(\beta') \quad \text{(4.21)} \]
for all \( \beta' \in H^{1,1}(P; \mathbb{R}) \).

Proof. Let \( \beta' \in H^{1,1}(P; \mathbb{R}) \). Then by Lemma 4.7
\[
g(t) := G_i(\beta + t\beta') \leq 0 \text{ for all } t \in \mathbb{R}.
\]
Moreover (4.18) implies \( g_1(0) = 0 \) and so
\[
\frac{dg}{dt}(t=0) = 0.
\]
Now ignoring terms of order \( O(t^2) \),
\[
G_i(\beta + t\beta') = Q_i(\beta + t\beta')\phi_i(\pi^*h) - 2Q_i(\beta + t\beta', \pi^*h)\phi_i(\beta + t\beta')
\]
\[
= (Q_i(\beta) + 2tQ_i(\beta, \beta'))\phi_i(\pi^*h)
\]
\[
- 2(Q_i(\beta, \pi^* h) + tQ_i(\beta', \pi^* h))(\phi_i(\beta) + t\phi_i(\beta')) + O(t^2)
\]
\[
= Q_i(\beta) + 2tQ_i(\beta, \beta')\phi_i(\pi^* h) - 2tQ_i(\beta', \pi^* h)\phi_i(\beta)
\]
\[
- 2tQ_i(\beta, \pi^* h)\phi_i(\beta') + O(t^2).
\]
Hence
\[
0 = Q_i(\beta, \beta')\phi_i(\pi^* h) - Q_i(\beta, \pi^* h)\phi_i(\beta) - Q_i(\beta, \pi^* h)\phi_i(\beta'). \tag{4.22}
\]
In particular this applies when \( \beta' = \pi^* h \) at which point the first and third terms cancel giving
\[
0 = Q_i(\pi^* h)\phi_i(\beta)
\]
and since \( Q_i(\pi^* h) > 0 \) (4.4) this yields
\[
\phi_i(\beta) = 0
\]
giving (4.19). In turn this implies
\[
0 = G_i(\beta) = Q_i(\beta)\phi_i(\pi^*h)
\]
and \( \phi_i(\pi^* h) = Q_{i+1}(\pi^* h) > 0 \) giving (4.20). Finally (4.22) also yields
\[
Q_i(\beta, \beta')\phi_i(\pi^* h) = Q_i(\beta, \pi^* h)\phi_i(\beta')
\]
for all \( \beta' \in H^{1,1}(P; \mathbb{R}) \) which is (4.21). \( \square \)

Now by our assumption that \( (A_i) \) holds, the quadratic form \( Q_i \) has the Hodge-Riemann property. In particular it is non-degenerate. Hence there is a \( \gamma \in H^{1,1}(P; \mathbb{R}) \) dual to \( \phi_i \), i.e. such that
\[
Q_i(\beta', \gamma) = \phi_i(\beta') \text{ for all } \beta' \in H^{1,1}(P; \mathbb{R}).
\]
We observe that since \( \phi_i(\pi^* h) > 0 \) we have \( \phi_i \neq 0 \) and hence \( \gamma \neq 0 \).

Claim 4.19. There exists a \( \kappa \in \mathbb{R} \) such that \( \beta = \kappa \gamma \)

Proof. From (4.21) with \( \gamma \) substituted for \( \beta' \),
\[
Q_i(\beta, \pi^* h)\phi_i(\gamma) = Q_i(\beta, \gamma)\phi_i(\pi^* h) = \phi_i(\beta)\phi_i(\pi^* h) = 0
\]
where the last equality comes from (4.19).
Suppose first that \( Q_i(\beta, \pi^* h) = 0 \). Recall we already know from (4.20) that \( Q_i(\beta) = 0 \) and \( Q_i(\pi^* h) > 0 \). Thus since \( Q_i \) has the Hodge-Riemann property we deduce that \( \beta = 0 \) so the Claim certainly holds with \( \kappa = 0 \).
So we may assume \( Q_i(\beta, \pi^* h) \neq 0 \), and so
\[
\phi_i(\gamma) = 0.
\]
Thus, in summary, the classes $\beta$ and $\gamma$ both lie in $\ker(\phi_i)$ and also in the null cone of $Q_i$. Recall $Q_i$ has signature $(1, h^{1,1}(P) - 1)$ and is negative semidefinite on $\ker(\phi_i)$ by Lemma 4.7. But this is only possible if $\beta$ is proportional to $\gamma$ (this is a formal statement about such bilinear forms that for completeness we include in Lemma 4.20). This finishes the proof. □

**Lemma 4.20.** Let $Q$ be a bilinear form on a finite dimensional vector space $V$ with the Hodge-Riemann property. Let $W \subset V$ be a subspace of codimension 1 on which $Q$ is negative semidefinite. Then if $\beta, \gamma \in W$ satisfy $Q(\beta) = Q(\gamma) = 0$ and $\gamma \neq 0$ then $\beta = \kappa \gamma$ for some $\kappa \in \mathbb{R}$.

**Proof.** Let $h \in V$ be such that $Q(h) > 0$. For $t \in \mathbb{R}$ we have $\beta + t\gamma \in W$ and hence

$$0 \geq Q(\beta + t\gamma) = 2tQ(\beta, \gamma).$$

Since this holds for all $t$ we conclude $Q(\beta, \gamma) = 0$. Thus we actually have

$$0 = Q(\beta + t\gamma)$$

for all $t \in \mathbb{R}$.

If $Q(\gamma, h) = 0$ then as $Q(\gamma) = 0$ and $Q$ has the Hodge-Riemann property we would have $\gamma = 0$ which is absurd. So $Q(\gamma, h) \neq 0$. Thus we may find $t_0$ so $Q(\beta + t_0\gamma, h) = 0$. Since also $Q(\beta + t_0\gamma) = 0$ we deduce from the Hodge-Riemann property of $Q$ that $\beta + t_0\gamma = 0$ and we are done. □

**Completion of proof of Proposition 4.12.** Suppose for contradiction $\beta \neq 0$. Invoking Claim 4.19 we may rescale $\beta$ and assume without loss of generality that actually $\beta = \gamma$, i.e.

$$Q_i(\beta, \beta') = \phi_i(\beta') \text{ for all } \beta' \in H^{1,1}(P; \mathbb{R}).$$

In particular

$$Q_i(\beta, \zeta) = \phi_i(\zeta).$$

Now

$$Q_i(\beta, \zeta) = \int_C \beta c_{n_i-2}(U)\zeta(\pi^*h)^{d-i}$$

$$= \int_C c_{n_i-1}(U)\beta(\pi^*h)^{d-i}$$

(from (4.14) since $n_i - 1 + d - i = n - 1 \geq d + 1$ by (4.3))

$$= \phi_i(\beta)$$

$$= 0 \quad (\text{by (4.19)})$$

but

$$\phi_i(\zeta) = \int_C c_{n_i-1}(U)\zeta(\pi^*h)^{d-i}$$

$$= \int_C c_{n_i}(U)(\pi^*h)^{d-i}$$

(from (4.14))

$$= \int_C c_{n-d+i}(U)(\pi^*h)^{d-i}$$

$$= \int_C c_{n-d+j-2}(U)(\pi^*h)^{d-j+2}$$

(where $j := i + 2$)

$$= Q_j(\pi^*h)$$

$$> 0 \quad (\text{by (4.4) as } 2 \leq j \leq d)$$
which is absurd. Hence we must actually have $\beta = 0$ and the proof of Proposition 4.12 is complete.

4.6. Proof of Proposition 4.13. Assume ($A_{d-2}$) holds. Suppose $\alpha \in H^{1,1}(X; \mathbb{R})$ is such that

$$Q_d(\pi^* \alpha) = 0 = Q_d(\pi^* \alpha, \pi^* h). \quad (4.23)$$

We have to show that $\alpha = 0$. To this end, we apply Lemma 4.16 to get

$$Q_{d-1}(\pi^* \alpha) = 0 \quad (4.24)$$

$$G_{d-1}(\pi^* \alpha) = 0. \quad (4.25)$$

Now consider

$$g(t) := G_{d-1}(\pi^* \alpha; U \langle t \pi^* h \rangle)$$

so by the above $g(0) = 0$. On the other hand $U \langle t \pi^* h \rangle$ is nef for $|t| \ll 1$, so Lemma 4.7 implies $g(t) \leq 0$ for all $|t| \ll 1$. Hence

$$\frac{dg}{dt}_{t=0} = 0. \quad (4.26)$$

**Lemma 4.21.** We have

$$Q_{d-2}(\pi^* \alpha)Q_{d-2}(\zeta) = Q_{d-2}(\pi^* \alpha, \zeta)^2 \quad (4.27)$$

**Proof.** We need an elementary computation of the derivative of $g$. First we have

$$Q_{d-1}(\pi^* \alpha; U \langle t \pi^* h \rangle) = Q_{d-1}(\pi^* \alpha) + 2tQ_{d-2}(\pi^* \alpha) + O(t^2) \quad (by \ Lemma \ 4.15)$$

$$= 2tQ_{d-2}(\pi^* \alpha) + O(t^2) \quad (by \ (4.24))$$

$$Q_{d-1}(\pi^* \alpha, \pi^* h; U \langle t \pi^* h \rangle) = Q_{d-1}(\pi^* \alpha, \pi^* h) + O(t) \quad (by \ (4.23))$$

$$\phi_{d-1}(\pi^* \alpha; U \langle t \pi^* h \rangle) = Q_{d}(\pi^* \alpha, \pi^* h; U \langle t \pi^* h \rangle) \quad (by \ definition \ of \ \phi_{d-1})$$

$$= Q_{d}(\pi^* \alpha, \pi^* h) + tQ_{d-1}(\pi^* \alpha, \pi^* h) + O(t^2) \quad (by \ Lemma \ 4.15)$$

$$= tQ_{d-1}(\pi^* \alpha, \pi^* h) + O(t^2) \quad (by \ (4.23))$$

$$\phi_{d-1}(\pi^* h; U \langle t \pi^* h \rangle) = Q_{d}(\pi^* h; U \langle t \pi^* h \rangle) \quad (by \ definition \ of \ \phi_{d-1})$$

$$= Q_{d}(\pi^* h) + O(t) \quad (by \ Lemma \ 4.15)$$

So

$$g(t) = G_{d-1}(\pi^* \alpha; U \langle t \pi^* h \rangle) = Q_{d-1}(\pi^* \alpha; U \langle t \pi^* h \rangle)\phi_{d-1}(\pi^* h; U \langle t \pi^* h \rangle)$$

$$- 2Q_{d-1}(\pi^* \alpha, \pi^* h; U \langle t \pi^* h \rangle)\phi_{d-1}(\pi^* \alpha; U \langle t \pi^* h \rangle)$$

$$= 2tQ_{d-2}(\pi^* \alpha)Q_{d}(\pi^* h) - 2tQ_{d-1}(\pi^* \alpha, \pi^* h)^2 + O(t^2)$$

Thus (4.26) implies

$$Q_{d-2}(\pi^* \alpha)Q_{d}(\pi^* h) = Q_{d-1}(\pi^* \alpha, \pi^* h)^2. \quad (4.28)$$

We manipulate this as follows:

$$Q_{d}(\pi^* h) = \int_C c_{n-2}(U)(\pi^* h)^2 \quad (4.29)$$

$$= \int_C c_{n-4}(U)\zeta^2(\pi^* h)^2 \quad (by \ (4.15))$$

$$= Q_{d-2}(\zeta) \quad (4.30)$$
and
\[ Q_{d-1}(\pi^*\alpha, \pi^*h) = \int_C c_{n-3}(U)(\pi^*\alpha)(\pi^*h)^2 \]
\[ = \int_C c_{n-4}(U)\zeta(\pi^*\alpha)(\pi^*h)^2 \quad \text{(by (4.14))} \]
\[ = Q_{d-2}(\zeta, \pi^*\alpha). \quad (4.31) \]
Combining (4.28) and (4.30) and (4.31) gives (4.27). □

**Completion of proof of Proposition 4.13.** Observe that a further conclusion of (4.30) is that
\[ Q_{d-2}(\zeta) = Q_d(\pi^*h) > 0 \]
where the last inequality uses (4.4).

Now our assumption that \((A_{d-2})\) holds means that \(Q_{d-2}\) has the Hodge-Riemann property. Thus the Hodge-Index inequality (Definition-Lemma 2.1(4)) yields
\[ Q_{d-2}(\beta)Q_{d-2}(\zeta) \leq Q_{d-2}(\beta, \zeta)^2 \text{ for all } \beta \in H^{1,1}(P; \mathbb{R}) \]
with equality if and only if \(\beta\) is proportional to \(\zeta\).

But (4.27) says precisely that equality holds when \(\beta\) is replaced by \(\pi^*\alpha\), and thus we must have that \(\pi^*\alpha\) is proportional to \(\zeta\). But this is only possible if \(\pi^*\alpha = 0\) which implies \(\alpha = 0\) completing the proof. □

## 5. The Hodge-Riemann Property for Schur Classes

### 5.1. Schur classes.** We next apply the main result of the previous section to certain cone classes that recover the Schur classes of our ample vector bundle. The first part of this material is standard, and can mostly be found in [30], and entirely in [18]. For completeness we show how this works.

Let \(X\) be projective of dimension \(d \geq 4\) and \(E\) be a vector bundle on \(X\) of rank
\[ e := \text{rk}(E) \geq 2. \]

Let
\[ 0 \leq \lambda_N \leq \lambda_{N-1} \leq \cdots \leq \lambda_1 \]
be a partition of \(d - 2\) with \(\lambda_1 \leq e\) and \(N \geq d - 2\). In particular
\[ |\lambda| := \sum_{i=1}^{N} \lambda_i = d - 2 \]
and
\[ 0 \leq \lambda_i \leq \min(e, d - 2) \text{ for all } i = 1, \ldots, N. \]

Set
\[ a_i := e + i - \lambda_i \]
Then
\[ a_1 = e + 1 - \lambda_1 \geq 1, \]
\[ a_{i+1} = e + (i + 1) - \lambda_{i+1} \geq e + i - \lambda_i + 1 = a_i + 1, \]
\[ a_i = e + i - \lambda_i \geq e + i - e \geq i \]
and
\[ a_N = e + N - \lambda_N \leq e + N. \]
Fix a real vector space $V$ of dimension
$$\dim V = e + N.$$ 
The above inequalities say we may fix a nested subsequence $A$ of subspaces
$$0 \subset A_1 \subset A_2 \subset \cdots \subset A_N \subset V$$
with
$$\dim(A_i) = a_i.$$ 
Define
$$F := V^\ast \otimes E = \text{Hom}(V \otimes O_X, E)$$ 
Letting $\text{rk}(F) = f + 1$ we then have
$$f = (e + N)e - 1 \geq 2d - 1 \geq d.$$ 
Inside $F$ define
$$\hat{C} := \{ \sigma \in F_{x} : \dim(\ker(\sigma(x)) \cap A_i) \geq i \text{ for all } i = 1, \ldots, N \text{ and } x \in X \} \quad (5.1)$$
which is a cone in $F$. Now set
$$P := P_{\text{sub}}(F)$$
and
$$C = [\hat{C}] \subset P.$$ 

**Proposition 5.1.**

(a) $C$ has codimension $d - 2$ and dimension $n := \dim C = f + 2$.
(b) $C$ is locally a product over $X$.
(c) $C$ is irreducible.
(d) We have
$$\pi_{\ast}c_{n-2}(U|_C) = s_\lambda(E),$$
where $U$ denotes the universal quotient bundle on $P$ as in Section 4.

**Proof.** All of this is standard (e.g. [30, (8.12)] which is written for the case $|\lambda| = d$ but that makes no essential difference). For completeness we show precisely where this is contained in [18] (much of which is merely a translation of notation).

Let $\pi : F = V^\ast \otimes E \to X$ be the projection and consider the tautological section
$$u : \pi^\ast V \to \pi^\ast E.$$ 
Then
$$\hat{C} := \{ \sigma \in F_{x} : \dim(\ker(\sigma(x)) \cap A_i) \geq i \text{ for all } i \}$$
$$= \{ \sigma \in F : \dim(\ker(u(\sigma)) \cap \pi^\ast A_i) \geq i \text{ for all } i \}.$$ 
So, in the notation of [18, p243 and Remark 14.3] our $\hat{C}$ is written as
$$\hat{C} = \Omega(\pi^\ast A; u).$$ 
Now, since $E$ and $F$ are locally trivial, one sees that $\hat{C}$ is locally a product, with fibre $Z$ given by the case that $X$ is a single point. This is the “universal case” discussed in [18, p250, final paragraph] and in [18, Lemma A.7.2] is the precise statement that implies $Z$ is irreducible and of codimension
$$\sum_{i=1}^{N} e - a_i + i = \sum_{i=1}^{N} \lambda_i = |\lambda| = d - 2.$$
Next let \( t : X \to F \) be the zero section, which we think of as a regular embedding of \( X \) of codimension \( f + 1 \). Then \( \sigma := t^* u \) is the zero section \( \sigma : V \to E \). Then using [18, Remark 14.3]

\[
\Omega(A; \sigma) = t^! [\Omega(p^* A; u)] = t^!(\hat{C})
\]

and then using [18, Theorem 14.3(a)] gives

\[
t^!(\hat{C}) = \Omega(A; \sigma) = s_\lambda(E)
\]

where

\[
t^! : A_*(F) \to A_{*-f-1}(X)
\]

is the Gysin morphism, as defined in [18, Section 6.2]. Since we have changed notation from that in [18] we include the following table as a guide.

| [18, Rmk. 14.3] | This paper |
|------------------|------------|
| \( d \)          | \( N \)    |
| \( n \)          | \( d \)    |
| \( \lambda_i \)  | \( \lambda_i \) |
| \( h \)          | \( d - 2 \) |
| \( a_i \)        | \( a_i \)  |
| \( A_i \)        | \( A_i \)  |
| \( A \)          | \( A \)    |
| \( F \)          | \( E \)    |
| \( f \)          | \( e \)    |
| \( E \)          | \( V \)    |
| \( e \)          | \( e + N \) |
| \( H \)          | \( F \)    |
| \( p \)          | \( \pi \)  |
| \( \sigma \)     | \( \sigma \) |
| \( t \)          | \( t \)    |

The point finally is that since \( t \) is the zero section we can express \( t^!(\hat{C}) \) as the pushforward of the top Chern class of the tautological bundle on \( \mathbb{P}(F) \) restricted to \( \hat{C} \). To see this let

\[
\pi : P' = \mathbb{P}_{\text{sub}}(F \oplus \mathbb{C}) \to X
\]

be the projective completion of \( F \), with universal quotient bundle \( U' \) which has rank \( f + 1 \). Let \( C' \) be the closure of \( \hat{C} \) inside \( P' \). Then \( C' \) has the property that the restriction of \( C' \) to \( F \subset P' \) is equal to \( \hat{C} \). So [18, Proposition 3.3] gives

\[
t^! \hat{C} = \pi_*(c_{f+1}(U')|_{C'})
\]

(we observe that the cited work states this formula for \( t^* \hat{C} \), but that is equal to the Gysin morphism \( t^! \) in this case, see [18, Remark 6.2.1]).

Thus in total we have

\[
s_\lambda(E) = \pi_*(c_{f+1}(U')|_{C'})
\]

Now clearly each fiber of \( \hat{C} \) is not contained in the zero section (for dimension reasons alone). So by [30, Proof of Corollary 8.1.14], if \( U \) denotes the tautological bundle on \( \mathbb{P}(F) \) then

\[
\pi_*(c_{f+1}(U')|_{C'}) = \pi_*(c_f(U)|_C)
\]

and the proof of (d) is complete since \( n = f + 2 \). \( \square \)
5.2. An extension. We now extend this to both the derived Schur classes \( s^{(i)}_\lambda \) from Definition 2.7 and also to the case of \( \mathbb{R} \)-twisted bundles. As in the previous section suppose \( 0 \leq \lambda_1 \leq \cdots \leq \lambda_N \leq e \) with \(|\lambda| = d - 2 \) and \( N \geq d - 2 \).

Let \( E' = E(\delta) \) be an \( \mathbb{R} \)-twisted bundle, where \( E \) is a vector bundle and \( \delta \in H^{1,1}(X; \mathbb{R}) \). Recall we identify \( P' := \mathbb{P}_{\text{sub}}(E') \) with \( P = \mathbb{P}_{\text{sub}}(E) \) and if \( U \) is the universal quotient bundle on \( P \) the the universal quotient bundle on \( P' \) is defined to be

\[
U' := U_\pi(\delta).
\]

Now consider the same cone

\[
[C] \subset P' = P
\]
as in (5.1).

**Proposition 5.2.** For \( 0 \leq i \leq d - 2 \), and \( \epsilon \in H^{1,1}(X; \mathbb{R}) \) it holds that

\[
\pi_* c_{n-2-i}(U'|C). \epsilon^i = s^{(i)}_\lambda(E'). \epsilon^i \quad (5.2)
\]

**Proof.** We prove this first in the case \( \delta = 0 \), so \( E' = E \) and \( U' = U \). By continuity we may assume \( \epsilon \in H^{1,1}(X; \mathbb{Q}) \) and then by rescaling that in fact \( \epsilon \in H^{1,1}(X; \mathbb{Z}) \). Then using the projection formula

\[
\pi_* c_{n-2}(U(\pi^* \epsilon)'|C)) = \pi_* \left( \sum_{i=0}^{n-2} c_{n-2-i}(U)(\pi^* \epsilon)^i \right) = \sum_{i=0}^{n-2} (\pi_* c_{n-2-i}(U)) \epsilon^i. \quad (5.3)
\]

On the other hand replacing \( E \) by \( E \otimes O(\epsilon) \) does not change \( P, C \) but has the effect of replacing \( U \) by \( U \otimes O(\epsilon) \). Since \( U \otimes O(\epsilon) \) is a genuine bundle (not \( \mathbb{R} \)-twisted), Proposition 5.1(d) applies to give

\[
\pi_* c_{n-2}(U(\pi^* \epsilon)) = \pi_* c_{n-2}(U \otimes \pi^* O(\epsilon)) = s_\lambda(E \otimes O(\epsilon)) = \sum_{i=0}^{d-2} s^{(i)}_\lambda(E) \epsilon^i \quad (5.4)
\]

where the last equation uses the definition of \( s^{(i)}_\lambda \). Comparing coefficients of \( \epsilon^i \) in (5.3) and (5.4) yields (5.2) in this case.

In fact by replacing \( \epsilon \) with \( t_1 \epsilon_1 + t_2 \epsilon_2 \) and comparing coefficients of \( t_1^{u} t_2^{v} \) this in turn implies

\[
\pi_* c_{n-2-i}(U|C) \epsilon_{1}^{u} \epsilon_{2}^{v} = s^{(i)}_\lambda(E) \epsilon_{1}^{u} \epsilon_{2}^{v} \quad \text{for} \quad \epsilon_1, \epsilon_2 \in H^{1,1}(X; \mathbb{R}) \quad \text{and} \quad 0 \leq u \leq i \leq d - 2. \quad (5.5)
\]

Moreover for dimension reasons \( \pi_* c_{n-2-i}(U|C) = 0 \) if \( i > d - 2 \).

The result for general \( \delta \) is now given by the following formal computation:

\[
\pi_* c_{n-2-i}(U'|C) \epsilon^i = \pi_* c_{n-2-i}(U(\pi^* \delta)) \epsilon^i = \sum_{j=0}^{n-2-i} \binom{i+j}{j} \pi_* c_{n-2-i-j}(U) \delta^j \epsilon^i \quad \text{(by (2.11))}
\]

\[
= \sum_{j=0}^{d-2-i} \binom{i+j}{j} s^{(i+j)}_\lambda(E) \delta^j \epsilon^i \quad \text{(by (5.5))}
\]

\[
= \sum_{k=i}^{d-2} \binom{k}{i} s^{(k)}_\lambda(E) \delta^{k-i} \epsilon^i
\]

\[
= s^{(i)}_\lambda(E(\delta)) \epsilon^i \quad \text{(by (2.10))}
\]
5.3. Proof of Hodge-Riemann Property for Schur classes.

Theorem 5.3. Let $X$ be a projective manifold of dimension $d \geq 2$ and $E$ an ample $\mathbb{R}$-twisted vector bundle of rank $e$. Let $\lambda$ be a partition of $d - 2$ with $0 \leq \lambda_N \leq \lambda_{N-1} \leq \cdots \leq \lambda_1 \leq e$. Then for any ample class $h$ and any $0 \leq i \leq d - 2$, 

$$s^{(i)}_\lambda(E).h^i \in H^{d-2,d-2}(X; \mathbb{R})$$

has the Hodge-Riemann property with respect to $h$.

In particular, applying this when $i = 0$, the Schur class $s_\lambda(E)$ has the Hodge-Riemann property.

Proof. When $d = 2$ the statement follows from the classical Hodge-Riemann bilinear relations, and also when $d = 3$ for then the only Schur class is $c_1(E)$ which is ample. Thus we may assume $d \geq 4$, and there is no loss in generality in assuming $h$ is very ample. Furthermore, the statement clearly holds for $e = 1$ so we may suppose that $e \geq 2$.

Since $E$ is ample so is $F := V^* \otimes E$. Moreover Proposition 5.1(b,c,d) tell us that $C \subset P_{\text{sub}}(F) =: P$ is irreducible, locally a product and of dimension

$$n := \dim C = f + 2 \geq d + 2$$

Now using Proposition 5.2 and the projection formula, for all $\alpha, \alpha' \in H^{1,1}(X; \mathbb{R})$, 

$$\int_X \alpha s^{d-i}_\lambda(E)h^{d-i}\alpha' = \int_U (\pi^*\alpha)c_{n-d+i}(U)(\pi^*h)^{d-i-2}(\pi^*\alpha')$$

where $U$ is the universal quotient $\mathbb{R}$-twisted bundle on $P$. But our assumption that $E$ is ample implies $F$ is also ample, and thus the result we want follows from Theorem 4.1. □

Remark 5.4. The Hodge-Riemann property also holds for Schur classes of filtered bundles as considered in [16]. In fact in [16, p630] it is shown how these classes can be written as cone classes just as in (5.1), so Theorem 4.1 applies in this setting as well.

6. AN APPLICATION TO CONES OF CYCLES

The following application was suggested by Brian Lehmann, and answers in part questions posed in [9, Problem 6.6] and [15, Sec 6.2] concerning cones of cycles of arbitrary codimension.

On a projective manifold $X$ of dimension $d$ define the the cone of nef classes of codimension $k$

$$\text{Nef}^k(X) \subset H^{k,k}(X; \mathbb{R})$$

as the cone spanned by those classes $\alpha$ such that $\int_Z \alpha \geq 0$ for all subvarieties $Z \subset X$ of dimension $k$. One can also define a cone

$$\text{Schur}^k_{\text{Nef}} \subset \text{Nef}^k(X)$$

as the closed convex cone generated by all Schur classes $s_\lambda(E)$ where $E$ is a nef vector bundle on $X$ and $\lambda$ is a partition of $k$.

So, from the work of Fulton-Lazarsfeld [19] we certainly have

$$\text{Schur}^k_{\text{Nef}}(X) \subset \text{Nef}^k(X),$$

and in this section we will show that this inclusion may be strict.

To do so we build on the analysis in [9] which contains a complete description of $\text{Nef}^2(A \times A)$ where $(A, \theta)$ is a very general principally polarized abelian surface. Using their notation, $N^1(A \times A)_0$ has rank 3 with basis $\theta_1, \theta_2, \lambda := c_1(P)$ where $\theta_1, \theta_2$ are the pull-backs of $\theta$ from the two factors of $A \times A$ and $P$ is the Poincare bundle on $A$. [9,
Prop. 3.1]. Moreover [9, Section 4] we know that $N^2(A \times A)_\mathbb{R}$ has rank 6, with basis $\theta^2_1, \theta_1 \theta_2, \theta^2_2, \theta_1 \lambda, \theta_2 \lambda, \lambda^2$ and the only non-zero products of rank 4 of these classes are

$$\theta^2_1 \theta^2_2 = 4 \quad \theta_1 \theta_2 \lambda^2 = -4 \quad \lambda^4 = 24.$$  \hspace{1cm} (6.1)

We define

$$\mu := 8\theta_1 \theta_2 + 3\lambda^2.$$  \hspace{1cm} 

Lemma 6.1.

(1) $\mu$ spans a one-dimensional face of the boundary of $\text{Nef}^2(A \times A)$.

(2) The intersection form defined by $\mu$ has the Hard-Lefschetz property but not the Hodge-Riemann property.

Proof. The first statement follows from the explicit description of $\text{Nef}^2(A \times A)$ given in [9, Prop 4.2]. They show that a class

$$a_1 \theta^2_1 + a_2 \theta_1 \theta_2 + a_3 \theta^2_2 + a_4 \theta_1 \lambda + a_5 \theta_2 \lambda + a_6 \lambda^2$$  \hspace{1cm} (6.2)

is in $\text{Nef}^2(X)$ if and only if

$$a_1, a_3 \geq 0,$$  \hspace{1cm} (6.3)

$$a_2 \geq a_6,$$  \hspace{1cm} (6.4)

$$4a_1(a_2 - a_6) \geq a_4^2,$$  \hspace{1cm} (6.5)

$$4a_3(a_2 - a_6) \geq a_5^2,$$  \hspace{1cm} (6.6)

$$(a_5b^2 + (a_2 - 6a_6)b + a_4)^2 \leq 4(a_3b^2 - a_5b + a_2 - a_6)((a_2 - a_6)b^2 - a_4b + a_1)$$

for all $b \in \mathbb{R}$. Note that when $a_3 = a_5 = 0$ these inequalities reduce to

$$-\frac{1}{4} \theta_2 \leq a_6 \leq \frac{3}{8} \theta_2.$$  \hspace{1cm}

From this it is clear that $\mu = 8\theta_1 \theta_2 + 3\lambda^2 \in \text{Nef}^2(A \times A)$. On the other hand, if $\mu = \sum_i v^{(i)} \theta_2^{(i)}$ is a convex combination of nef classes written as

$$v^{(i)} = a_1^{(i)} \theta^2_1 + a_2^{(i)} \theta_1 \theta_2 + a_3^{(i)} \theta^2_2 + a_4^{(i)} \theta_1 \lambda + a_5^{(i)} \theta_2 \lambda + a_6^{(i)} \lambda^2$$

then (6.3) implies that $a_1^{(i)} = a_3^{(i)} = 0$ for all $i$, and then (6.5, 6.6) imply $a_4^{(i)} = a_5^{(i)} = 0$ for all $i$. Thus we in fact have $-\frac{1}{4} a_2^{(i)} \leq a_6^{(i)} \leq \frac{3}{8} a_2^{(i)}$ for all $i$, and since $\mu$ lies on one extremity of this inequality we in fact must have $a_6^{(i)} = \frac{3}{8} a_2^{(i)}$ for all $i$. Thus each $v_i$ is a scalar multiple of $\mu$ proving (1).

For (2) we observe that (6.1) implies the intersection pairing of $\mu$ on $N^1(A \times A)_\mathbb{R}$ taken with respect to the basis $\theta_1, \theta_2, \lambda$ has matrix

$$Q := 20 \begin{pmatrix} 0 & 1 & 0 \\ 1 & 0 & 0 \\ 0 & 0 & 2 \end{pmatrix}$$

which has strictly negative determinant. Thus $\mu$ has the Hard-Lefschetz property, but cannot have the Hodge-Riemann property (which would require $Q$ to have signature $(1, 2)$ and thus strictly positive determinant).

$\square$

Proposition 6.2. If $A$ is a very general principally polarized abelian surface then

$$\text{Schur}^2_{\text{Nef}}(A \times A) \subset \text{Nef}^2(A \times A).$$
Proof. Consider an affine hyperplane $H$ in $N^2(A \times A)$ which is transversal to the extremal ray generated by $\mu$.

Consider the closed convex sets

$$
C_1 := \text{Nef}^2(A \times A) \cap H
$$

$$
C_2 := \text{Schur}_{\text{Nef}}^2(A \times A) \cap H.
$$

The goal is to show that $\mu$ lies in $C_1$ but not in $C_2$ and thus $\text{Schur}_{\text{Nef}}^2(A \times A) \subseteq \text{Nef}^2(A \times A)$. Let $\Lambda \subseteq H$ be the closure of the subset of $C_1$ consisting of those classes in $C_1$ having the Hodge-Riemann property. By our main result $\Lambda$ contains all positive scalar multiples in $C_1$ of classes of the form $s_\Lambda(E)$ for nef vector bundles $E$ on $X$ and $|\Lambda| = 2$. In particular $C_2 \subset \text{Conv}(\Lambda)$.

By Lemma 6.1 $\mu$ is an extreme point of $C_1$ not lying in $\Lambda$. The result we want is now an elementary statement about convex sets in finite dimensional vector spaces which we give in Lemma 6.3.

Lemma 6.3. Let $\Lambda$ be a non-empty closed set in a finite dimensional vector space $H$ and let $C := \text{Conv}(\Lambda)$ be its closed convex hull. Then all extreme points of $C$ belong to $\Lambda$.

Proof. By a result of Straszewicz [38] every extreme point of a closed convex set $C$ in a finite dimensional vector space $H$ is a limit of exposed points of $C$. So it will be enough to show that the exposed points of $C$ belong to $\Lambda$, since $\Lambda$ is closed. Recall that a point $x \in C$ is called exposed if there exists an affine function $f$ on $H$ such that $C \cap \{ f = 0 \} = \{ x \}$, or in other words if there exists a supporting hyperplane $H_0$ for $C$ with $C \cap H_0 = \{ x \}$.

So let $x$ be an exposed point of $C$ with supporting affine function $f$ and supporting hyperplane $H_0 = \{ f = 0 \}$ and such that $C \subset \{ f \geq 0 \}$. We fix a scalar product on $H$. We consider the sets $V_t := C \cap \{ 0 \leq f < t \}$ for $t > 0$ and will show that they form a neighbourhood basis of $x$ in $C$. Their complements $C \setminus V_t$ in $C$ cannot contain $\Lambda$ since they are closed and convex and do not contain $x$. From this it follows that $x$ is in $\Lambda$.

It remains to show that the system $(V_t)_{t>0}$ is a neighbourhood basis for $x$ in $C$. Take any compact hypercube $W$ in $H$ with one (top dimensional) face $F$ on $H_0$ such that $F$ is centred at $x$ and such that $f$ is non-negative on $W$. Then $W$ is a neighbourhood of $x$ in $C$. Its face $F$ meets $C$ only in $x$. The boundary of $F$ is compact and disjoint from $C$ and hence has a positive distance $d$ to $C$. If we take $t \leq d$, then $V_t$ is completely contained in $W$. Since we may choose $W$ arbitrarily small our claim follows.

7. Higher rank Khovanskii-Teissier inequalities

Lemma 7.1. Let $E$ be an ample vector bundle on $X$ of rank $e \geq d$ where $d = \dim X \geq 2$ and let $\mu$ be a partition of $e$. Then

$$
\int_X s_\mu^{(e-d)}(E) > 0.
$$

Proof. Write $e = d + k$ and let $\sigma$ denote the class of the hyperplane class on $\mathbb{P}^k$. The bundle $E' := E \boxtimes \mathcal{O}(\sigma)$ on $X \times \mathbb{P}^k$ is ample so by Fulton-Lazarsfeld $\int_{X \times \mathbb{P}^k} s_\mu(E') > 0$. Now

$$
 s_\mu(E') = s_\mu^{(e-d)}(E)\sigma^k
$$

(we have used here that $s_\mu^{(i)}(E) = 0$ if $e - i = |\mu| - i > d$ and also that $\sigma^j = 0$ if $j > k$).

The result follows.
Proposition 7.2. Let $E$ be an ample vector bundle of rank $e \geq d$ where $d = \dim X \geq 2$ and $\alpha \in H^{1,1}(X; \mathbb{R})$. Let $\mu$ be a partition of $e$. Then
\[
\int_X s^{(e-d)}(E) \int_X s^{(e-d+2)}(E) \alpha^2 \leq \left( \int_X s^{(e-d+1)}(E) \alpha \right)^2 \tag{7.1}
\]
with equality if and only if $\alpha = 0$.

Proof. Write $e = d + k$ so $k \geq 0$, and set $X' = X \times \mathbb{P}^{k+2}$. Denote by $\tau$ be the hyperplane class on $\mathbb{P}^{k+2}$ and set
\[
E' := E \boxtimes \mathcal{O}(\tau)
\]
which is ample. Clearly $\operatorname{rk}(E') = e = d + k = \dim X' - 2$. Moreover by definition of the derived Schur-classes,
\[
s_\mu(E') = s^{(k)}(E) + s^{(k+1)}(E) + s^{(k+2)}(E).
\tag{7.2}
\]
(we have used here that $s^{(i)} = 0$ if $e - i = |\mu| - i > d$ and $\tau^j = 0$ if $j > k + 2$). In particular
\[
\int_{X'} s_\mu(E') \tau^2 = \int_X s^{(k)}(E) > 0
\]
where the last inequality follows from Lemma 7.1. So we may apply the Hodge-Index inequality (cf. Definition-Lemma 2.1) for $s_\mu(E')$ which gives
\[
\int_{X'} \beta^2 s_\mu(E') \int_{X'} \tau^2 s_\mu(E') \leq \left( \int_{X'} \beta \tau s_\mu(E') \right)^2 \tag{7.1}
\]
for all $\beta \in H^{1,1}(X'; \mathbb{R})$ with equality if and only if $\beta$ is proportional to $\tau$. In particular this applies when $\beta = \alpha \in H^{1,1}(X)$, and from (7.2)
\[
\int_{X'} \alpha^2 s_\mu(E') = \int_X \alpha^2 s^{(k+2)}(E)
\int_{X'} \alpha \tau s_\mu(E') = \int_X \alpha s^{(k+1)}(E).
\]
Putting this altogether yields (7.1). Moreover equality holds in (7.1) if and only if $\alpha$ is proportional to $\tau$, which happens if and only if $\alpha = 0$.

Remark 7.3. Consider the case $\dim X = 2$ and $E$ is ample of rank at least 2 and $\mu_1 = 2$. Then (7.1) becomes
\[
\int_X c_2(E) \int_X \alpha^2 \leq \left( \int_X c_1(E) \alpha \right)^2
\]
with equality if and only if $\alpha = 0$. In particular this holds when $\alpha = c_1(E)$, in which case this inequality simplifies to
\[
\int_X c_1(E)^2 - c_2(E) > 0.
\]
This is as expected from [19] since $c_1(E)^2 - c_2(E)$ is a Schur class.

Theorem 7.4 (Log-concavity for Schur numbers). Let $X$ be projective of dimension $d \geq 2$, let $h \in H^{1,1}(X, \mathbb{Z})$ be an integral ample class and let $E$ be an ample vector bundle on $X$ of rank $e \geq d$ and let $\mu$ be a partition of $e$. Then the function
\[
i \mapsto \int_X s^{(e-i)}(E) h^{d-i} \text{ for } i = 0, \ldots, d
\]
is strictly log-concave.
Note that in the particular case of Example 2.8 we obtain the stated Theorem 1.3.

Proof. Without loss of generality we may assume \( h \) is very ample. Then for each \( i = 2, \ldots, d \) the class \( h^{d-i} \) is represented by a smooth submanifold \( Y \subset X \) of dimension \( i \).

Applying (7.1) to \( E|_Y \) (with \( \alpha \) replaced by \( h|_Y \)) gives

\[
\int_Y s^{(e-i)}(E|_Y) \int_Y s^{(e-i+2)}(E) h^2|_Y < \left( \int_Y s^{(e-i+1)}(E) h|_Y \right)^2.
\] (7.3)

where we have also used functoriality of the derived Schur classes. Said another way,

\[
\int_X s^{(e-i)}(E) h^{d-i} \int_X s^{(e-i+2)}(E) h^{d-i+2} < \left( \int_X s^{(e-j+1)}(E) h^{d-i+1} \right)^2.
\] (7.4)

Thus defining

\[
f(i) := \log \int_X s^{(e-i)}(E) h^{d-i},
\]

and taking the logarithm of (7.4) yields

\[
\frac{1}{2} (f(i) + f(i - 2)) < f(i - 1) \text{ for } i = 2, \ldots, d.
\]

The conclusion we want about \( f \) is then a formal statement about functions with this property (Lemma 7.5).

\[\square\]

Lemma 7.5. Let \( f : \{0, \ldots, d\} \to \mathbb{R} \) be a function such that

\[
\frac{1}{2} (f(i) + f(i - 2)) < f(i - 1) \text{ for } i = 2, \ldots, d.
\]

Then for any \( 0 \leq i < j < k \leq d \) if \( t \) is defined so \( j = ti + (1-t)k \)

\[
tf(i) + (1-t)f(k) < f(j).
\] (7.5)

The conclusion of this Lemma just says that the closed polygonal chain obtained by connecting successive points of the graph of \( f \) to which one adds the base segment

\[
[(0, f(0)), (d, f(d))]
\]

is a (strictly) convex polygon in \( \mathbb{R}^2 \) lying “above” the base segment. Its proof is elementary and left to the reader.

Remark 7.6. The previous theorem generalises the Khovanskii-Teissier inequalities [40] which state the following: let \( \alpha, \beta \in H^{1,1}(X, \mathbb{Z}) \) be nef classes on a projective manifold \( X \) of dimension \( d \) and set

\[
s_i := \int_X \alpha^i \beta^{d-i} \text{ for } i = 0, \ldots, d.
\]

Then the function \( i \mapsto s_i \) is log-concave. To see how this follows from Theorem 7.4, notice first that by continuity we may as well assume that \( \alpha, \beta \) are ample, and replacing \( \alpha \) with a positive multiple if necessary (which does not change the statement) we may assume that \( \mathcal{O}(\alpha) \) is very ample. Thus there is a surjection \( \mathcal{O}^{\oplus e+1} \to \mathcal{O}(\alpha) \) for some \( e \geq d \), and dualizing gives a short exact sequence

\[
0 \to \mathcal{O}(-\alpha) \to \mathcal{O}^{\oplus e+1} \to E \to 0.
\]

Then \( E \) is nef, which is a limit of ample \( \mathbb{R} \)-bundles, and thus Theorem 7.4 implies the map \( i \mapsto \int_X c_i(E) h^{d-i} \) is log-concave (but not necessarily strictly). Finally since \( c_i(E) = \alpha^i \) so \( \int_X c_i(E) \beta^{d-i} = s_i \) we have the Khovanskii-Teissier inequalities.
8. SCHUR POLYNOMIALS OF KÄHLER FORMS

Suppose $E$ splits as a sum of line bundle $E = \bigoplus_i L_i$ and set $a_i := c_1(L_i)$. Then $c(E) = \Pi_i(1 + a_i)$ and the Schur classes $s_\lambda(E)$ are universal symmetric polynomials in the elementary classes $\{a_i\}$, which we write as $s_\lambda(a_1, \ldots, a_e)$. Even without the vector bundle one can ask for the Hodge-Riemann property when the $a_i$ are replaced with Kähler classes:

**Question 8.1.** Suppose that $\omega_1, \ldots, \omega_e$ are Kähler classes on a compact complex manifold $X$ of dimension $d$, and $(\lambda, e, d)$ are in the same range as required by Theorem 5.3. Does the class

$$s_\lambda(\omega_1, \ldots, \omega_e) \in H^{d-2,d-2}(X; \mathbb{R})$$

have the Hodge-Riemann property?

By the main result of Dinh-Nguyễn [12] one may relate this to the following similar question in linear algebra. Let $V$ be a $d$-dimensional complex vector space, let $V_\mathbb{R}$ its underlying real vector space and let $U$ be a lattice in $V$. Following [36, Sections 1-2] we denote by $T := \text{Hom}_\mathbb{C}(V, \mathbb{C})$, $\bar{T} := \text{Hom}_{\mathbb{C}^*}(\text{antilin}(V, \mathbb{C})$ and $T^{p,q} = \bigwedge^p T \otimes \bigwedge^q \bar{T}$ the spaces of $(1,0)$, $(0,1)$ and $(p,q)$-forms on $V$, respectively. Elements in $T^{p,p}$ may be viewed as sesquilinear forms on $\bigwedge^p V$. Such an element is said to be real if its corresponding form is Hermitian, and $T^{p,p}_\mathbb{R}$ denotes the space of real $(p,p)$-forms. We say that an element $\omega$ in $T^{1,1}_\mathbb{R}$ is a Kähler form if for some choice of a basis for $V$ we can write

$$\omega = \frac{i}{2} \sum_{j=1}^n dz_j \wedge d\bar{z}_j,$$

We will denote by $K(V)$ the cone of Kähler forms on $V$. If a Kähler form $\omega$ has been fixed we will call the pair $(V, \omega)$ a polarized vector space. Recall that in each $T^{p,p}_\mathbb{R}$ one has positive cones generated by forms of the type $i^p \alpha \wedge \bar{\alpha}$, for $\alpha \in T^{p,0}_\mathbb{R}$. A positive $(p,p)$-form is said to be strictly positive if its restriction to any $p$-dimensional complex subspace of $V$ is non-zero. Any non-zero positive $(d,d)$-form $\eta$ is strictly positive and defines an isomorphism $f : T^{d,d}_\mathbb{R} \to \mathbb{R}$ which preserves positivity. We will always assume this when using this notation. We say that an element $\omega$ in $T^{1,1}_\mathbb{R}$ is integral, respectively rational, if its imaginary part, which is an alternating skew-symmetric form on $V_\mathbb{R}$, takes values in $\mathbb{Z}$, respectively in $\mathbb{Q}$, on $U \times U$. Finally for a polarized vector space $(V, \omega)$ an element $\Omega \in T^{d-2,d-2}_\mathbb{R}$ is said to have the Hodge-Riemann property if $\int \Omega \wedge \omega^2 > 0$ and if the linear form

$$(\alpha, \alpha') \mapsto \int \alpha \wedge \Omega \wedge \alpha'$$

has signature $(1, d-1)$.

We can now formulate the linear algebraic analogue of Question 8.1.

**Question 8.2.** Suppose that $\omega_1, \ldots, \omega_e$ are Kähler forms on a complex vector space $V$ of dimension $d$, and $(\lambda, e, d)$ are in the same range as required by Theorem 5.3. Does

$$s_\lambda(\omega_1, \ldots, \omega_e) \in T^{d-2,d-2}_\mathbb{R}$$

have the Hodge-Riemann property?

If $X$ is the torus $V/U$ then using the natural isomorphisms $H^q(X, \Omega^p) \cong T^{p,q}_\mathbb{R}$ one immediately sees that Question 8.1 for the manifold $X$ is equivalent to Question 8.2 for the vector space $V$. Since Chern classes of ample line bundles on $X$ are integer Kähler classes, we may use this observation in combination to Theorem 5.3 to get:
Corollary 8.3. Let $\omega_1, \ldots, \omega_e$ be rational Kähler forms on the $d$-dimensional complex vector space $V$ and let $(\lambda, e, d)$ be in the same range as required by Theorem 5.3. Then the form $s_\lambda(\omega_1, \ldots, \omega_e)$ has the Hodge-Riemann property. In particular the linear map
\[
T^{1,1} \to T^{d-1,d-1}, \quad \eta \mapsto \eta \wedge s_\lambda(\omega_1, \ldots, \omega_e),
\]
is invertible.

The theorem of Dinh and Nguyên goes in the opposite direction. For bi-degree $(d-2, d-2)$ it says that the cohomology class of a closed smooth positive $(d-2, d-2)$-form $\Omega$ on compact Kähler manifold $X$ has the Hodge-Riemann property if for all $x \in X$ the form $\Omega(x)$ is in the Hodge-Riemann cone of $T_X(x, \omega)$, [12, Theorem 1.1]. They define the Hodge-Riemann cone $HR^{d-2,d-2} \subset T^{d-2,d-2}$ for a polarized vector space $(V, \omega)$ of dimension $d$ by saying that a $(d-2, d-2)$-form $\Omega$ lies in $HR^{d-2,d-2}$ if there exists a continuous deformation $\Omega_t \in T^{d-2,d-2}, t \in [0,1]$, such that $\Omega_0 = \Omega, \Omega_1 = \omega^{d-2}, \Omega_t \wedge \omega^{d-2} \neq 0$ for all $t \in [0,1]$ and the map
\[
T^{1,1} \to T^{d-1,d-1}, \quad \eta \mapsto \eta \wedge \Omega_t
\]
is an isomorphism for all $t \in [0,1]$. The definition of $HR^{d-2,d-2}$ seems to depend on the choice of the polarization $\omega$ but it is shown in [12, Proposition 2.5] that its intersection with the cone of strictly positive $(d-2, d-2)$-forms does not. It is also shown that in this case the condition $\Omega_t \wedge \omega^{d-2} \neq 0$ may be dropped from the definition. This is the case for the forms $s_\lambda(\omega_1, \ldots, \omega_e)$ that we consider.

Thus we see that an affirmative answer to Question 8.2 for a triple $(\lambda, e, d)$ implies an affirmative answer to Question 8.1 for the same triple.

We now answer Question 8.1 affirmatively in the special case when $e = 2$ and $s_\lambda = s_{(1,1,1,1)}$ and hope to consider the general case in the future. We note that in degree $k$ the class $s_{(1,1,1,1)}(E)$ for a vector bundle is the $k$-th Segre class of its dual, $s_k(E^*)$, [30, Example 8.3.5].

Proposition 8.4. Let $X$ be a compact Kähler manifold of dimension $d$ and let $\hat{\omega}_1, \hat{\omega}_2$ be Kähler classes on $X$. Then the Schur class $s_{(1,1,1,1)}(\hat{\omega}_1, \hat{\omega}_2)$ of degree $d-2$ has the Hodge-Riemann property.

Proof. Set $k = d-2$ and let $\omega$ be any Kähler form on $X$. We note that if $\omega_1$ and $\omega_2$ are strictly positive $(1,1)$-forms then $(-1)^{d-2}s_{d-2}(\omega_1, \omega_2) = \sum_{j=0}^{d-2} \omega_1^{d-2-j}\omega_2^j$ is also strictly positive. By the above consideration our question reduces itself to the corresponding linear algebraic Question 8.2.

So let $V$ be a complex vector space of dimension $d$ and $U$ be a lattice in $V$ as in the above discussion. It is then enough to show that $(-1)^{d-2}s_{d-2}(\omega_1, \omega_2)$ has the Hodge-Riemann property for all strictly positive $(1,1)$-forms $\omega_1, \omega_2 \in V^{1,1} = V \otimes \bar{V}$.

Using harmonic representatives with respect to the flat metric the above question is equivalent to showing that for any two Kähler classes $\hat{\omega}_1, \hat{\omega}_2$ on the abelian variety $Y := \mathbb{C}^d/(\mathbb{Z}^d + i\mathbb{Z}^d)$ the Segre class $(-1)^{d-2}s_{d-2}(\hat{\omega}_1, \hat{\omega}_2)$ has the Hodge-Riemann property. If $\hat{\omega}_1, \hat{\omega}_2$ have integer coefficients, they are the first Chern classes of two ample line bundles $H_1$ and $H_2$ on $Y$. We consider their direct sum $E := H_1 \oplus H_2$ and the projective bundle $P := \mathbb{P}_Y(E)$, with projection $\pi : \mathbb{P}_Y(E) \to Y$. The Chern class $\xi := c_1(\mathcal{O}_P(E)(1))$ of the tautological quotient bundle $\mathcal{O}_P(E)(1)$ on $\mathbb{P}_Y(E)$ is ample and one has $\pi_*(\xi^{j+1}) = (-1)^{j}s_j(E)$, for all $j \in \mathbb{N}$, [18, Section 3.1]. Thus the quadratic forms $Q_P$ and $Q_Y$ defined
on $H^{1,1}(P, \mathbb{R})$ and on $H^{1,1}(Y, \mathbb{R})$ respectively by
\[ Q_P(\eta) := \int_P \xi \eta^2, \quad Q_Y(\alpha) := \int_Y (-1)^{d-2}s_{d-2}(E)\alpha^2 \]
compare using the projection formula giving
\[ Q_Y(\alpha) = Q_P(\pi^*\alpha). \]
Noting that $Q_P$ has the Hodge-Riemann property, that $\pi^*$ is injective on $H^{1,1}(Y)$ and that $Q_P(\pi^*h)$ is positive for any ample class $h$ on $Y$, we see by the fourth condition of our Definition-Lemma 2.1 that $Q_Y$ has the Hodge-Riemann property as well. Moreover if $\hat{\omega}_1$, $\hat{\omega}_2$ are integer classes on $Y$ as above and if $\hat{\epsilon}$ is any $(1,1)$ class such that $\hat{\omega}_1 + \hat{\epsilon}$ and $\hat{\omega}_2 + \hat{\epsilon}$ lie in the Kähler cone of $Y$, the twisted vector bundle $E(\hat{\epsilon}) := (H_1 \oplus H_2)(\hat{\epsilon})$ is ample on $Y$ and the twisted line bundle $O_P(E)(1)(\pi^*\hat{\epsilon})$ is ample on $P$. Thus $(\hat{\xi} + \pi^*\hat{\epsilon})^{d-1}$ has the Hodge-Riemann property on $P$ and by the same argument as above $\pi_*((\hat{\xi} + \pi^*\hat{\epsilon})^{d-1})$ has the Hodge-Riemann property on $Y$.

Now a direct computation gives $\pi_*((\hat{\xi}^{j+1}) = (-1)^js_j(E)$ for all $j \in \mathbb{N}$ and
\[ \pi_*((\hat{\xi} + \pi^*\hat{\epsilon})^{d-1}) = \pi_*\left(\sum_{j=0}^{k} \hat{\xi}^{j+1}(\pi^*\hat{\epsilon})^{d-j}\right) = \pi_*\left(\sum_{j=0}^{k} \left(\frac{k+1}{j+1}\right)(-1)^j s_j(E)\hat{\epsilon}^{d-j} = (-1)^{d-2}s_{d-2}(E(\hat{\epsilon})) = (-1)^{d-2}s_{d-2}(\hat{\omega}_1 + \hat{\epsilon}, \hat{\omega}_2 + \hat{\epsilon}), \right. \]
cf. [18, Example 3.1.1], hence the class $(-1)^{d-2}s_{d-2}(\hat{\omega}_1 + \hat{\epsilon}, \hat{\omega}_2 + \hat{\epsilon})$ has the Hodge-Riemann property on $Y$.

Going back to the problem dealing with arbitrary $(1,1)$-forms $\omega_1, \omega_2 \in V^{1,1}$ we remark that by a change of coordinates we may always simultaneously diagonalize $\omega_1$ and $\omega_2$ to obtain $\omega_1 = i \sum_{j=1}^{n} dz_j \wedge d\bar{z}_j, \omega_2 = i \sum_{j=1}^{n} \lambda_j dz_j \wedge d\bar{z}_j$ with $\lambda_j > 0$. If the coefficients $\lambda_j$ are all rational, we are done. Otherwise let us choose for each $j$ some rational number $\tilde{\lambda}_j$ close to $\lambda_j$. When $\lambda_j$ is rational we will take $\tilde{\lambda}_j$ equal to $\lambda_j$. Put $\tilde{\omega}_2 = i \sum_{j=1}^{n} \tilde{\lambda}_j dz_j \wedge d\bar{z}_j$.

By what we have just seen if $\epsilon$ is any real $(1,1)$-form such that $\omega_1 + \epsilon$ and $\tilde{\omega}_2 + \epsilon$ are strictly positive, the form $(-1)^{d-2}s_{d-2}(\omega_1 + \epsilon, \tilde{\omega}_2 + \epsilon)$ has the Hodge-Riemann property. We set $\epsilon_j := \frac{\lambda_j - \lambda_j}{\lambda_j - 1}$ if $\lambda_j \neq 1$, and $\epsilon_j := 0$ otherwise. Clearly $\epsilon_j$ tends to zero when $\tilde{\lambda}_j$ tends to $\lambda_j$. Moreover $(\lambda_j - \epsilon_j)(1 - \epsilon_j)^{-1} = \lambda_j$ for all $j$. Consider now the $(1,1)$-form $\epsilon := -\sum_{j=1}^{n} \epsilon_j dz_j \wedge d\bar{z}_j$. Next we check that we may act on the pair $(\omega_1 + \epsilon, \tilde{\omega}_2 + \epsilon)$ again by coordinate change in order to bring it to the form $(\omega_1, \tilde{\omega}_2)$ when written with respect to the new coordinates. This will end the proof of the Proposition. If $M(\omega)$ is the hermitian matrix of the coefficients of a real $(1,1)$-form $\omega$, a coordinate change on $\omega$ will transform $M(\omega)$ into $P^\dagger P(\omega)P$ where $P$ is the base change matrix. We reach our desired coordinate change by taking $P$ to be the diagonal matrix with diagonal entries $(1 - \epsilon_j)^{-\frac{1}{2}}$ for $j \in \{1, \ldots, n\}$.

As above this yields the following linear algebra consequence:

**Corollary 8.5.** Let $\omega_1, \omega_2$ be Kähler forms on a $d$-dimensional complex vector space $V$. Then
\[ \omega_1^{d-2} + \omega_1^{d-3} \wedge \omega_2 + \cdots + \omega_2^{d-2} \in V^{d-2,d-2} \]
has the Hodge-Riemann property.
Finally we observe that an easy consequence of Proposition 8.4 is the following injectivity statement which was first noticed in [14, Proposition 1.1] (and in [21, Proposition 6.5] in the projective case).

**Corollary 8.6.** Let \( K(X) \subset H^{1,1}(X) \) be the Kähler cone of a compact Kähler manifold \( X \) of dimension \( d \). Then the map \( K(X) \to H^{d-1,d-1}(X), \hat{\omega} \mapsto \hat{\omega}^{d-1} \), is injective.

**Proof.** The statement follows directly from the fact that \( s_{1,1,...,1}(\hat{\omega}_1, \hat{\omega}_2) \) has the Lefschetz property when \( \hat{\omega}_1, \hat{\omega}_2 \in K(X) \), noting that
\[
\hat{\omega}_1^{d-1} - \hat{\omega}_2^{d-1} = (\hat{\omega}_1 - \hat{\omega}_2)(\sum_{j=0}^{d-2} \hat{\omega}_1^{d-2-j} \hat{\omega}_2^j) = (\hat{\omega}_1 - \hat{\omega}_2)s_{1,1,...,1}(\hat{\omega}_1, \hat{\omega}_2).
\]

\[\square\]

9. **Questions and Extensions**

9.1. **The Hodge-Riemann property for other degrees.** We have focused purely on the case \(|\lambda| = \dim X - 2\). But the Hodge-Riemann property is defined for cohomology in all degrees. So the next question is natural.

**Question 9.1.** Does the Hodge-Riemann property hold for \( s_{\lambda}(E) \) for an ample bundle \( E \) when \(|\lambda| = \dim X - 2j \) for some \( j \geq 1 \)?

9.2. **Convex combinations of Schur Classes.** Using the material in [19, 3c] one can extend our main result easily to monomials of Schur classes of possibly different ample bundles.

To see this, let \( E_1, \ldots, E_r \) be ample bundles on a projective manifold \( X \) and \( \lambda_1, \ldots, \lambda_r \) be partitions with \( \sum_{j=1}^r |\lambda_i| = d - 2 \). Suppose \( \text{rk}(E_j) \geq |\lambda_j| \) for all \( j \). Then for each \( j = 1, \ldots, r \) we can construct just as in section 5 a cone \( C_j \subset \text{Hom}(V_j, E_j) =: F_j \) where \( V_j \) is a fixed vector space. Since each \( C_j \) is flat over \( X \) there is a product cone
\[
C := \prod_{j=1}^r C_j \subset \oplus_{j=1}^r F_j
\]
with the property that
\[
\int_X \alpha \left( \prod_{j=1}^r s_{\lambda_j}(E_j) \right) \alpha' = \int_{[C]} (\pi^* \alpha)c_{N-2}(U)(\pi^* \alpha')
\]
where \( U \) is the tautological bundle on \( \mathbb{P}(F) = \mathbb{P}(\oplus_{j=1}^r F_j) \) and \( N := \dim C \). Thus Theorem 4.1 implies that the class
\[
\prod_{j=1}^r s_{\lambda_j}(E_j) \in H^{d-2,d-2}(X)
\]
has the Hodge-Riemann property. Observe in particular that if each \( E_j \) has rank 1 we get that
\[
c_1(E_1) \wedge \cdots \wedge c_1(E_{d-2})
\]
has the Hodge-Riemann property, as proved by Gromov in the Kähler case (see Remark (2.5)(4)).

**Question 9.2.** Suppose that \( E \) is ample with rank at least \( d - 2 \) and
\[
\Omega = \sum_{|\lambda| = d - 2} a_{\lambda}s_{\lambda}(E).
\]
Is it true that if all \( a_{\lambda} \in \mathbb{R}_{\geq 0} \) but not all zero then \( \Omega \) has the Hodge-Riemann property? Of course this would follow from the work in this paper if such a class could be written as a suitable cone class, but we do not know when this is possible.
One case that we do know that Question 9.2 has an affirmative answer is when \( d = 4 \). For then there are two Schur classes, \( c_2 \) and \( c_1^2 - c_2 \), and we know that \( c_2(E) \) and \( (c_1^2 - c_2)(E) \) have the Hodge-Riemann property for all \( t \geq 0 \). Together these imply that any convex combination of \( c_2(E) \) and \( (c_1^2 - c_2)(E) \) has the Hodge-Riemann property.

**Remark 9.3.** Note that arbitrary convex combinations of monomials of Schur classes of several ample vector bundles bundles need not have the Hodge-Riemann property. Indeed this can already be seen for a combination of the type \( c_1^2(L_1) + a c_1^2(L_2) \), where \( L_1, L_2 \) are ample line bundles on a 4-dimensional abelian variety. An example is obtained by taking \( d = 4 \) and \( \omega_1, \omega_2 \) as in the proof of Proposition 8.4 with \( \lambda_1 = \lambda_2 = \frac{1}{2}, \lambda_3 = \lambda_4 = 2 \) and by considering \( \Omega_a := \omega_1^2 + a \omega_2^2 \). Then the bilinear form \( (\alpha, \alpha') \mapsto \int_X \alpha \wedge \Omega_a \wedge \alpha' \) on \( T_{\mathbb{R}} \) has signature \((1, 15) \) for \( a \in [0, 3 |\frac{1}{12}|, \infty) \), is degenerate for \( a \in \{3, \frac{49}{12}\} \) and has signature \((2, 14) \) for \( a \in ]3, \frac{49}{12}[ \).

### 9.3. The non-projective case.

Assume \( X \) is a Kähler manifold of dimension \( d \). Then Demailly-Peternel-Schneider [11, Proposition 2.3] has shown that for any nef vector bundle \( E \) on \( X \) the non-strict inequality

\[
\int_X s_\lambda(E) \geq 0
\]

for any partition with \( |\lambda| = d \).

**Question 9.4.** What can be said for \( s_\lambda(E) \) when \( |\lambda| = d - 2 \) and \( X \) is Kähler of dimension \( d \) but non-projective. For instance is there a version of the Hodge-Index inequality (3.4), or the related inequalities (3.1), (7.1) for \( E \) nef in the Kähler setting?

### 9.4. Borderline case for the higher-rank Khovanskii-Teissier.

An easy consequence of the Hodge-Index Theorem [41, Theorem 6.2] is that if \( \alpha, \beta \in H^{1,1}(X, \mathbb{R}) \) are ample, and are on the borderline of the Khovanskii-Teissier inequality (by which we mean the function \( i \mapsto \log \int_X \alpha^i \beta^{d-i} \) is affine) then \( \alpha \) and \( \beta \) are proportional. Teissier asks [39, p96] if this remains true when \( \alpha, \beta \) are merely nef and big, which has been answered positively by Boucksom-Favre-Jonsson [4] and Cutkosky [8].

**Question 9.5.** Can one characterize those nef vector bundles \( E \) such that the map \( i \mapsto \log \int_X c_i(E) \) is affine?
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