Dynamic Modeling Using Artificial Neural Network of Bacillus Velezensis Broth Cross-Flow Microfiltration Enhanced by Air-Sparging and Turbulence Promoter
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Abstract: Cross-flow microfiltration is a broadly accepted technique for separation of microbial biomass after the cultivation process. However, membrane fouling emerges as the main problem affecting permeate flux decline and separation process efficiency. Hydrodynamic methods, such as turbulence promoters and air sparging, were tested to improve permeate flux during microfiltration. In this study, a non-recurrent feed-forward artificial neural network (ANN) with one hidden layer was examined as a tool for microfiltration modeling using Bacillus velezensis cultivation broth as the feed mixture, while the Kenics static mixer and two-phase flow, as well as their combination, were used to improve permeate flux in microfiltration experiments. The results of this study have confirmed successful application of the ANN model for prediction of permeate flux during microfiltration of Bacillus velezensis cultivation broth with a coefficient of determination of 99.23% and absolute relative error less than 20% for over 95% of the predicted data. The optimal ANN topology was 5-13-1, trained by the Levenberg–Marquardt training algorithm and with hyperbolic sigmoid transfer function between the input and the hidden layer.
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1. Introduction

Bacillus velezensis, a species of the genus Bacillus [1], has been extensively studied in recent years due to its remarkable biocontrol qualities against different plant pathogenic bacteria and fungi [2]. Besides an ability to produce large number of metabolites responsible for its antibacterial and antifungal activity, such as lipopeptides [3], enzymes [4] and volatile organic compounds [5], biomass of Bacillus velezensis could also be successfully utilized as a biocontrol agent [6,7]. Since multiplication of bacterial biomass is predominantly performed in a liquid culture, separation of bacterial biomass from the cultivation broth is of a great importance.

Membrane separation processes such as microfiltration are gaining interest as an alternative to conventional separation processes and recently it has become the mainstream separation techniques used for cell harvesting and broth clarification [8]. Sustainability issues dominating today’s industry have contributed to the shift from chemical synthesis processes to biotechnology production in numerous branches of industry, so the membrane-based separations have become very promising unit operations [9].
However, one of the foremost problems, limiting the industrial application of cross-flow microfiltration of biological suspensions, is membrane fouling. The main concern of such complex phenomena as membrane fouling is a decrease of permeate flow during the filtration operation. In fact, this leads to a reduction in system productivity and makes cleaning of the membrane necessary. Thus, increased costs and shortened life of a membrane operation are the consequences. Cross-flow microfiltration, with feed flow tangential to a membrane surface, is one of the methods used to increase permeate flux and reduce the necessity for frequent membrane cleaning [10]. Nevertheless, the problem of fouling is still a major issue that needs to be addressed.

The cultivation broth is a complex mixture of whole microbial cells or cell debris, as well as residual medium components and various extracellular macromolecules. The decreasing pattern of microfiltration permeate flux during cultivation broth filtration is caused by numerous factors that can be evaluated by hydraulic resistance [8,11]. The hydraulic resistance associated with the cake build-up is the main factor influencing the microfiltration of cultivation broths [8,11,12]. The reduction of cake layer, and consequently permeate flux improvement, can be achieved by applying flow alternations in a membrane channel [13–17].

There are quite a few hydrodynamic methods for permeate flux improvement, which are based on the creation of unstable, non-stationary and turbulent feed flow patterns through membrane modules. Different types of static or dynamic turbulence promoters cause radial mixing as well as an increase in tangential feed flow rate, leading to higher permeate flux values. Static turbulence promoters show several advantages compared to dynamic ones. The main advantages are simpler installation, lower investment cost, lower operational and maintenance cost, longer lifespan and possibility to be used in wide range of feed flow-rates and viscosities [18]. The Kenics static mixer has been successfully applied for permeate flux improvement in different microfiltration processes using yeast cell suspension [13,19], bentonite suspension [20] and wastewater treatment [21]. The use of two-phase flow (gas-sparging) is also used in order to create flow instabilities in a membrane channel [22–24]. Furthermore, combination of the Kenics static mixer and gas sparging has also given satisfying results in terms of permeate flux improvement i.e., fouling mitigation [25,26].

Modeling of permeate flux decline represents an intricate problem due to complexity of the phenomena occurring during the microfiltration processes [9,27]. It is usually based on theory (applying physical, chemical, and hydrodynamic modeling parameters) or on empirical correlations developed on specific experimental data [28,29]. Considering the wide range of different phenomena during fouling of microfiltration membranes, a development of a flexible model is very difficult, thus, the dynamic models of microfiltration are relatively rare [27]. Frequently, traditional models are inadequate when applied for complex biological and inorganic feeds [30]. Modeling of flux decline can be very challenging for microfiltration of complex mixtures (such as cultivation broths), especially in combination with complex flow arrangements related to the application of the techniques for fouling mitigation [31]. For that reason, application of so called black-box models (such as artificial neural networks, ANN), is much simpler compared to traditionally established models. ANN do not require detailed knowledge of the system, which is especially important when functional dependence between the system inputs and outputs has not been clearly formulated or defined [32].

ANN have been used as an useful tool for modeling and simulation of microfiltration in order to describe complex non-linear systems with large number of correlated parameters, which could not be described using simple mathematical equations [33,34]. One of the first dynamic neural network models for microfiltration was related to raw cane sugar juice microfiltration, which showed convergence of 97% with experimental results, indicating that a neural network model could predict hydrodynamic membrane resistance with high accuracy [35]. Hamachi et al. [36] have used a neural network model to investigate the effects of different operational conditions on permeate flux and filtration cake thickness during microfiltration of bentonite suspensions.

Chellam [37] has used neural networks for prediction of permeate flux value using several different suspensions within a wide range of hydrodynamic parameters (initial transmembrane
pressure, initial permeate flux, shear rate, feed concentration). This research has revealed that one hidden layer was usually enough for accurate prediction of permeate flux, while an increase in the number of hidden neurons has led to overtraining of the neural network model. On the other hand, Aydiner et al. [38] have concluded that a neural network with too small number of neurons in the hidden layer will not approximate non-linear relations appropriately. A similar conclusion was drawn by Fu et al. [39], who have predicted adsorption of the bovine serum proteins into polyethylene membrane using ANN, indicating a necessity to appropriately define neural network architecture in order to use it as a reliable prediction tool. Furthermore, neural networks trained using the common Levenberg–Marquardt training algorithm, were successfully applied in modeling of microfiltration of different suspensions [34,40–47]. Bayesian regularization was used as a training algorithm for neural network prediction of permeates flux during microfiltration of starch industry wastewater [31]. Liu et al. [20] have developed a neural network model for permeate flux prediction during microfiltration of calcium carbonate suspensions with the application of turbulence promoter as a method for permeate flux improvement. Neural networks were also applied for modeling of microfiltration of red plum juice [48] and sugar beet juice suspension [49]. ANN applied in modeling of microfiltration processes have usually used tangential, sigmoid or logistic transfer functions.

In contrast to the previous studies [15,31], the novelty of the approach adopted in this work is training of the single neural network that could be used as simulation tool for the different modes of microfiltration operation. The modes of the operation include the use of hydrodynamic methods (air-sparging and static mixer) for flux decline lessening. Considering the previous research in the field of ANN application for dynamic modeling of microfiltration [15,31], the aim of this study was to investigate the performance of non-recurrent feed-forward network with one hidden layer in prediction of permeate flux value during microfiltration of Bacillus velezensis cultivation broth. The main goal was determination of the optimal neural network architecture for dynamic permeate flux prediction under various conditions. The data for ANN modeling were collected by the microfiltration experiments in the system without hydrodynamic methods for permeate flux improvement and with application of the Kenics static mixer or two-phase flow as fouling mitigation methods. Also, the experimental results obtained for the combination of these two methods were included in the data sets used for selection of the optimal neural network topology.

2. Materials and Methods

2.1. Preparation of Bacillus Velezensis Cultivation Broth

Bacillus velezensis cultivation broth has been produced by cultivation of the producing microorganisms in the Woulff bottles (total volume 2 L, working volume was 2/3 of the total volume) using the cultivation medium which contained 10 g/L of glycerol, 3 g/L of yeast extract, 3 g/L of (NH₄)₂SO₄, 1 g/L of K₂HPO₄ and 0.3 g/L of MgSO₄·7H₂O. pH value of the cultivation medium was set to 7.0 ± 0.2 before sterilization by autoclaving (121 °C, 2.1 bar, 20 min). Inoculum was prepared using nutrient broth (HiMedia Laboratories, Karnataka, India) under the following conditions: temperature 28 °C, external mixing rate 150 rpm, spontaneous aeration, duration 48 h. Cultivation medium in the Woulff bottles was inoculated with 10% (v/v) of inoculum. Cultivation conditions were as follows: temperature 28 °C, external mixing rate 150 rpm, aeration rate 0.75 vvm (volume of air-volume of liquid⁻¹·min⁻¹), duration 96 h. The resulting cultivation broth was used as a feed mixture for the microfiltration experiments.

2.2. Microfiltration Experiments

Microfiltration experiments were carried out using the single channel ceramic membrane (Tami Industries, Nyons, France). The pore diameter was 200 nm, while the length and the inner diameter of the membrane were 250 mm and 7 mm, respectively. The effective membrane length was 230 mm, with filtration area of 0.0043 m². Apparatus used in microfiltration experiments was described
Recirculation of retentate and permeate in microfiltration experiments had assured constant feed conditions. The temperature was adjusted to 25 °C. Permeate flux ($J_P$, L·m$^{-2}$·h$^{-1}$) value was calculated using the following equation (Equation (1)):

$$J_P = \frac{V_P}{A \cdot t}$$  \hspace{1cm} (1)

where $t$ (h) is the time required to collect certain volume of the permeate $V_P$ (10 mL), and $A$ (m$^2$) is the effective filtration area.

Filtration experiments were carried out in four varying modes. The first set of experiments was conducted by using plain membrane without application of any method for permeate flux improvement. In the second set, the static mixer was used as a turbulence promoter to enhance filtration flux. Air sparging was employed as a method for flux decline mitigation in the third set, while the fourth set of experiments was used to investigate the combination of static mixer and air sparging.

The turbulence promoter used in microfiltration experiments was Kenics static mixer, made of stainless steel, with diameter of 6 mm and length of 230 mm (corresponding to the active membrane length). In the experiments with air sparging air flow rate was set and maintained constant using the electronic flow rate regulator (EL FLOW® F201AV, Bronkhorst, Ruurlo, The Netherlands). Experimental variables and their values used in the Box–Behnken experimental plan ($3^3$—three variables varied at three levels) for microfiltration experiments are listed in Table 1.

Table 1. Microfiltration experiments—input variables and their values.

| Input Variable                    | Value                                    |
|----------------------------------|------------------------------------------|
| Static mixer (-)                 | 0                                        |
| Transmembrane pressure (bar)     | 0.2; 0.6; 1.0                            |
| Superficial feed velocity (m·s$^{-1}$) | 0.43; 0.87; 1.30 |
| Superficial air velocity (m·s$^{-1}$) | 0.0; 0.2; 0.4 |
| Filtration time (s)              | 0—time to reach stationary flux          |

2.3. Data Compilation

For development of the ANN model for dynamic prediction of permeate flux behavior during microfiltration of Bacillus velezensis cultivation broth all experimental data were joint in one single dataset. The time-dependent permeate flux values comprised 1115 experimental data points for all microfiltration modes. Operational conditions including microfiltration time, superficial feed velocity, transmembrane pressure and superficial air velocity were taken as four of five input variables for the ANN model in this study (Table 1). Experiments with or without static mixer were conducted in the same operational parameters range, so to make a distinction in the compiled datasets an additional input (the presence of the Kenics static mixer) was selected. The mode of operation with the static mixer was designated the value 1, and in the case of microfiltration without the static mixer the value was 0 (Table 1). Furthermore, the differences between values of superficial feed velocity and superficial air velocity in the operation modes with and without static mixer arose from the reduced effective cross section of the membrane channel due to the presence of the static mixer. The normalization of data was performed using the procedure according to Equation (2) [50]:

$$J_{normal} = \left(1 - \Delta L - \Delta U\right) \cdot \frac{J_P - J_{min}}{J_{max} - J_{min}} + \Delta L$$  \hspace{1cm} (2)

where $J_{normal}$ and $J_P$ are normalized permeate flux value and measured permeate flux value, respectively, $J_{max}$ and $J_{min}$ are maximal and minimal value of permeate flux in the series of experimental data,
respectively, and $\Delta_U$ and $\Delta_L$ are upper and lower values of normalization limit, respectively (0.01 for each limit).

2.4. Artificial Neural Network Modelling

In order to obtain single neural network for simulation of all experiments including methods for improvement of permeate flux (turbulence promoter, air sparging and combination of the turbulence promoter and air sparging) during microfiltration of *Bacillus velezensis* cultivation broth, the neural network with one hidden layer was used. In this study, a non-recurrent feed-forward artificial neural network is used, as this type of neural networks is used in numerous studies that deal with ANN microfiltration modeling [27]. Optimal neural network architecture with the best prediction performance was selected among the four models of neural network. The models have combined two types of training algorithm—the Levenberg–Marquardt algorithm (*trainlm*) and Bayesian regularization (*trainbr*)—with two types of transfer functions between the input and the hidden layer: sigmoid logistic (*logsig*) and sigmoid hyperbolic (*tansig*). In this way, four ANN types were investigated (Table 2). In all ANN models, the transfer function between the hidden and the output layer was linear function (*purerlin*) (Table 2).

Table 2. Neural network models investigated for microfiltration modeling.

| ANN Type | Training Algorithm | Transfer Function |
|----------|--------------------|-------------------|
| A        | *trainlm*          | *logsig*          |
| B        | *trainlm*          | *tansig*          |
| C        | *trainbr*          | *logsig*          |
| D        | *trainbr*          | *tansig*          |

The Levenberg–Marquardt training learning algorithm is based on an improved method of error back-propagation and it uses an early training stop criterion in order to increase efficacy and training speed of the neural network. Training stop criteria are usually maximal number of epochs or the moment when the error decrease under the acceptable limit. Early training stop happens if generalization ability is not being improved during the training, or the model mean square error (MSE) starts to increase.

Bayesian regularization represents a modification of the Levenberg–Marquardt training algorithm which contributes to solving the problem of lowered generalization ability due to neural network model overtraining (reduced model accuracy when presenting a new unseen set of the data). Iterative procedure contributes to MSE lowering, but also to the reduced number of parameters which should be adjusted to achieve the lowest possible MSE, therefore this training algorithm minimizes the number of synaptic weights which should be adjusted during the neural network training. Hence, the accuracy of the Bayesian regularization is around five times higher compared to the Levenberg–Marquardt early-stop training algorithm [51].

The main goal of optimal neural network architecture is to select a simpler neural network, i.e., a neural network with minimal number of neurons in the hidden layer, which simultaneously provides satisfactory predictability of the network.

The normalized dataset of microfiltration experimental results was randomly divided into three groups, using the *randperm* algorithm in Matlab software (R2015b, MathWorks, Natick, MA, USA). The data used for ANN training consisted of 70% of all data, whilst 15% of data were used for validation and the rest 15% for model testing.
The criteria for the end of ANN training were maximal number of epochs 1500, minimal MSE 0 or minimal performance gradient $1 \cdot 10^{-10}$. The MSE for each neural network model was calculated for increasing number of neurons in the hidden layer from one to 15 neurons using Equation (3):

$$MSE = \frac{1}{n} \sum_{i=1}^{n} (J_{exp,i} - J_{pred,i})^2$$  \hspace{1cm} (3)

where $n$ is the number of data, $J_{exp,i}$ is $i$th experimental flux value and $J_{pred,i}$ is $i$th flux value predicted by the neural network.

Another criterion for optimal network selection was coefficient of determination ($R^2$), calculated by Equation (4). The neural networks were trained 30 times, and the average MSE and $R^2$ were calculated to avoid probabilistic weight selection influence:

$$R^2 = 1 - \frac{\sum_{i=1}^{n} (J_{exp,i} - J_{pred,i})^2}{\sum_{i=1}^{n} (J_{exp,i} - \bar{J}_{pred})^2}$$  \hspace{1cm} (4)

where $\bar{J}_{pred}$ is the average flux value predicted by the neural network.

Validation of the neural networks models was performed using the linear regression analysis - Pearson’s correlation coefficient ($r$). The neural network model shows good correlation, i.e., good prediction capability, if the absolute value of the Pearson’s coefficient, calculated by Equation (5), is $|r| \geq 0.8$:

$$r = \frac{\sum_{i=1}^{n} J_{exp,i} J_{pred,i} - n \bar{J}_{exp} \bar{J}_{pred}}{\sqrt{\sum_{i=1}^{n} J_{exp,i}^2 - n \bar{J}_{exp}^2} \sqrt{\sum_{i=1}^{n} J_{pred,i}^2 - n \bar{J}_{pred}^2}}$$  \hspace{1cm} (5)

where $\bar{J}_{exp}$ is an arithmetic mean of the experimental flux values and $\bar{J}_{pred}$ is an arithmetic mean of the flux values predicted by the neural network.

Relative importance of the input variables effect to permeate flux, as the output variable, was calculated using Garson’s equation (Equation (6)):

$$v = \frac{\sum_{j=1}^{n_h} \left[ (i_{ij} / \sum_{k=1}^{n_i} i_{kj}) o_j \right]}{\sum_{i=1}^{n_i} \left[ \sum_{j=1}^{n_h} \left( i_{ij} / \sum_{k=1}^{n_h} i_{kj} \right) \right]}$$  \hspace{1cm} (6)

where $n_i$ and $n_h$ are number of the neurons in the input and the hidden layer, respectively, $i_j$ is the absolute value of connection weights between the input and the hidden layer neurons, and $o_j$ is the absolute value of connection weights between the hidden and the output layer neurons.

3. Results and Discussion

3.1. Effect of Learning Algorithm, Transfer Function and Number of Hidden Layer Neurons

A trial and error-based method was selected for defining the number of neurons in the hidden layer of the ANN. Figure 1 shows the variation of MSE and coefficient of determination versus the number of neurons in the hidden layer. The results are presented for the training set of data, and they clearly show that the outcome of increase in number of the hidden layer neurons is better predictability for all investigated networks. As can be seen, all network types investigated in this study had values of MSE and $R^2$ in a narrow range. This suggests that their predictive capacities were alike. Even for just a few hidden neurons high values of coefficients of determination were obtained.
3.2. Verification of the Neural Network Model

Prediction accuracy of the neural network model was checked using the Pearson’s coefficient (Equation (5)) and the coefficient of determination on experimental versus ANN data. Parity plot (Figure 2) for the complete dataset shows that there is a very close agreement between the experimental and the ANN predicted data for the great majority of cases. The Pearson’s coefficient value of 0.99611 suggested a good linear correlation between the experimental data and the data predicted by the neural network.
The coefficient of determination ($R^2$) value of 0.99224 suggested that the linear regression equation for permeate flux could not explain less than 0.8% of the variations in the system. In other words, the majority of the data are close to the line which represents the ideal fitting of the experimental data (full line in the Figure 2, which represents ideal fitting by the linear model). This implies very good prediction consistency of the neural network model. Detailed estimation of neural network capability to predict permeate flux value during cross-flow microfiltration of *Bacillus velezensis* cultivation broth has been investigated using the analysis of absolute relative error (Table 3). The neural network model was able to predict 85% of the data with error less than 10%.

| Absolute Relative Error (%) | <1  | <5  | <10 | <20 | >20 | Sum |
|-----------------------------|-----|-----|-----|-----|-----|-----|
| Number of data              | 274 | 470 | 199 | 108 | 64  | 1115|
| Percentage of data (%)      | 25  | 42  | 18  | 10  | 6   | 100 |

Furthermore, for 67% of the data the value of absolute relative error was less than 5%, while for only 6% of the data absolute relative error was higher than 20%. Considering that the neural network model for the experimental data for all microfiltration experiments has given predictions with absolute relative error less than 20% for 95% of the data, it could be concluded that ANN approach is suitable for prediction of permeate flux value during microfiltration of *Bacillus velezensis* cultivation broth.

Additional microfiltration experiments were carried out at transmembrane pressure of 0.2 bar, superficial feed velocity of 0.43 m·s$^{-1}$ and for air-sparging experiments superficial air velocity was set at 0.2 m·s$^{-1}$. The experiments were undertaken with and without static mixer. The results of the simulation experiments are given in Figure 3.

In the initial microfiltration phase permeate flux value decline could be observed in all experimental setups. The reason for this can be found in the formation of a cake layer on the membrane surface. The layer made up of deposited microbial cells and large molecules causes an increase of the specific resistance to permeate flow, and thus the decrease in flux values.
As expected, the lowest flux values were obtained without any fouling mitigation method used, i.e., in an empty membrane channel without static mixer (NSM mode). Air-sparging (AS mode) increased permeate flux values by around 100%, due to instabilities in feed flow caused by the existence of two-phase flow in the membrane channel. The presence of the Kenics turbulence promoter (SM mode) resulted in a significant increase of flux value (around 300%) for selected experimental conditions depicted in Figure 3. The characteristic shape of the mixer that intensifies radial mixing in the membrane channel and reduces the cake thickness is a probable reason for this [13–15]. Combination of the static mixer and two-phase flow (AS + SM mode) resulted in the highest flux values, although the contribution of air-sparging is less compared to the static mixer.

Generalization capacity of the neural network model has been confirmed by a simulation of microfiltration experimental data, which had not been presented to the neural network in the phases of training, validation or testing. The experimental conditions of microfiltration variables in the presence of a turbulence promoter and with air-sparging (AS + SM mode) were set to 0.35, 0.6 and 0.3, for transmembrane pressure, superficial feed velocity and superficial air velocity, respectively. The results of the simulation experiment are given in Figure 4.

As can be seen in Figure 4, the selected ANN network is capable of satisfactorily simulating experimental data for the experiment. The majority of the predicted flux values falls in the range of 10% error. The most significant prediction error is noticed at the beginning of microfiltration operation. The reason for this can be found in the rapid flux decline at the beginning of *Bacillus velezensis* broth microfiltration. Cultivation broth is a complex mixture of various components that can cause severe membrane fouling in the initial phase of microfiltration [8,11,14,16]. This contributes to reduced ANN prediction capabilities in this region. A relatively small number of flux value experimental observations during the initial microfiltration period results in limited number of data provided for the network in the training stage. This limitation can be avoided by capturing more flux values in the initial microfiltration phase, thus improving predictability of the network at the beginning of the microfiltration period.

The results of a simulation of microfiltration experiments in all investigated modes indicate that a single neural network is capable of accurately predicting dynamic permeate flux values during microfiltration of *Bacillus velezensis* cultivation broth.
3.3. Relative Importance of the Input Variables

Although neural networks are considered to be black-box models, ignorant of real physical connections between experimental parameters, there are some possible ways to gain insights into the influence of experimental parameters on the microfiltration process. Considering weights and biases of the optimal trained neural network it is possible to assess the influence of the input parameters by the means of Garson equation (Equation (6)) [37]. Relative importance of the input variables is given in Table 4.

Table 4. Relative importance of the input variables for Bacillus velezensis broth microfiltration.

| Input                        | Importance (%) | Rank |
|------------------------------|----------------|------|
| Static mixer (-)             | 13.13          | 3    |
| Transmembrane pressure (bar) | 9.44           | 5    |
| Superficial air velocity (m·s$^{-1}$) | 15.77       | 2    |
| Superficial feed velocity (m·s$^{-1}$) | 11.36        | 4    |
| Filtration time (s)          | 50.30          | 1    |
| TOTAL:                       | 100            |      |

It could be concluded that filtration time has the most significant effect in determination of the permeate flux decline (50.30%). These results are in agreement with findings reported for dynamic modeling of Streptomyces hygroscopicus fermentation broth microfiltration [15], microfiltration of starch wastewater [31] and cross-flow microfiltration of a mixture that contains phosphate and fly ash [38].

The importance of superficial air and feed velocities were ranked second and fourth, respectively. The relative importance of superficial air velocity is around 4% higher compared to relative importance of superficial feed velocity, leading to the conclusion that increase of air velocity could contribute more to the change of permeate flux. Rod-shaped cells of Bacillus velezensis are oriented by the feed flow in the membrane channel [11,52]. As the feed flow velocity increases a turbulent flow regime is reached and influence of feed flow is less pronounced. On the other hand, when two-phase flow is applied, superficial velocities of the two-phase flow are increased and enhance turbulence due to movement of air bubbles, which change the cake layer structure. Consequently, superficial air velocity influences permeate flux more importantly compared to feed velocity.

The presence of the static mixer in the membrane channel is at the third place. Insertion of the turbulence promoter in the membrane channel significantly contributes to permeate flux increase,
as shown in Figure 3. The Kenics static mixer causes the increase of feed velocity, hence the turbulence is caused by the unique flow pattern forming secondary flows and radial mixing which enable fluid movement closer to the membrane surface. This flow near the membrane surface increases permeate flux as it reduces the thickness of the cake layer and changes its brick like structure [16]. Furthermore, in the system with air sparging the presence of the turbulence promoter contributes to the significant change of a two-phase flow regimen by causing coalescence and bursting of the large air bubbles, as well as by making it possible for smaller air bubbles to flow near the membrane surface affecting breaking of the filtration cake structure, which lowers the permeate flow resistance leading to higher values of permeate flux and the steady state being reached faster.

The relative influence of transmembrane pressure has the lowest rank. It can be explained by the formation of a brick-like cake layer of the rod-shaped microbial cells. This type of cake structure becomes more compact with the increase of pressure, which in turn results in lower influence of transmembrane pressure on the permeation flux [11,14,52].

4. Conclusions

Considering the results presented in this study, it could be concluded that a single non-recurrent feed-forward ANN with architecture 5-13-1, trained by the Levenberg–Marquardt training algorithm with hyperbolic sigmoid transfer function between the input and the hidden layer, could be used as a reliable tool for modeling of permeate flux during microfiltration of Bacillus velezensis cultivation broth in various modes. The modes of the operation include the use of hydrodynamic methods (air-sparging and static mixer) for flux decline reduction. The proposed neural network model has predicted permeate flux values for all modes of microfiltration experiment. The accuracy of 99.23%, indicated by the coefficient of determination, shows absolute relative error less than 20% for over 95% of the predicted data. Furthermore, an analysis of relative importance of the input variables (microfiltration parameters) to permeate flux has revealed that the most noticeable effect has filtration time, followed by air linear velocity, presence of the Kenics static mixer, feed linear velocity and transmembrane pressure. The results of this study have confirmed a suitability of ANNs as a modeling tool for microfiltration, with an emphasis on the importance of adequate experimental data preparation, network architecture optimization, as well as on defining of appropriate neural network training parameters in order to obtain a highly accurate and reliable model.

Author Contributions: Conceptualization, A.J. and I.P.; methodology, J.G. and B.I.; software, N.L. and N.N.; validation, A.J., I.P. and J.G.; formal analysis, N.N. and V.V.; investigation, I.P. and V.V.; resources, N.L.; data curation, B.I. and N.N.; writing—original draft preparation, A.J. and I.P.; writing—review and editing, A.J., I.P. and J.G.; visualization, N.N.; supervision, I.P.; project administration, J.G.; funding acquisition, A.J., I.P. and J.G. All authors have read and agreed to the published version of the manuscript.

Funding: This research was funded by the Ministry of Education, Science and Technological Development of the Republic of Serbia, grant number 451-03-68/2020-14/200134, and by the Autonomous Province of Vojvodina— Provincial Secretariat for Higher Education and Scientific Research within the framework of the Short-term project of a special interest for sustainable development in the AP Vojvodina entitled “Implementation of circular economy principles in technology of production of biocontrol agents”, grant number 142-451-3243/2020-03.

Conflicts of Interest: The authors declare no conflict of interest. The funders had no role in the design of the study; in the collection, analyses, or interpretation of data; in the writing of the manuscript; or in the decision to publish the results.

References

1. Ruiz-García, C.; Béjar, V.; Martínez-Checa, F.; Llamas, I.; Quesada, E. Bacillus velezensis sp. nov., a surfactant-producing bacterium isolated from the river Vélez in Málaga, southern Spain. Int. J. Syst. Evol. Microbiol. 2005, 55, 191–195. [CrossRef]

2. Fan, B.; Wang, C.; Song, X.; Ding, X.; Wu, L.; Wu, H.; Gao, X.; Borris, R. Bacillus velezensis FZB42 in 2018: The Gram-Positive Model Strain for Plant Growth Promotion and Biocontrol. Front. Microbiol. 2018, 9, 2491. [CrossRef] [PubMed]
3. Meena, K.R.; Tandon, T.; Sharma, A.; Kanwar, S.S. Lipopeptide antibiotic production by Bacillus velezensis KL2P2016. J. Appl. Pharm. Sci. 2018, 8, 91–98. [CrossRef]
4. Wang, C.; Zhao, D.; Qi, G.; Mao, Z.; Hu, X.; Du, B.; Liu, K.; Ding, Y. Effects of Bacillus velezensis FKM10 for Promoting the Growth of Malus hupehensis Rehd. and Inhibiting Fusarium verticillioides. Front. Microbiol. 2020, 10, 2889. [CrossRef] [PubMed]
5. Rabbee, M.F.; Ali, S.; Choi, J.; Hwang, B.S.; Jeong, S.C.; Baek, K.-H. Bacillus velezensis: A Valuable Member of Bioactive Molecules within Plant Microbiomes. Molecules 2019, 24, 1046. [CrossRef] [PubMed]
6. Pajčin, I.; Vlajkov, V.; Frohme, M.; Grebinyk, S.; Grahovac, M.S.; Mojičević, M.; Grahovac, J.A. Pepper Bacterial Spot Control by Bacillus velezensis: Bioprocess Solution. Microorganisms 2020, 8, 1463. [CrossRef]
7. Grahovac, J.; Pajčin, I.; Vlajkov, V.; Rončević, Z.; Dodić, J.; Cvetković, D.; Jokić, A. Xanthomonas campestris biocontrol agent: Selection, medium formulation and bioprocess kinetic analysis. Chem. Ind. Chem. Eng. Q 2020, 32. [CrossRef]
8. Tomczak, W.; Gryta, M. Cross-Flow Microfiltration of Glycerol Fermentation Broths with Citrobacter freundii. Membranes 2020, 10, 67. [CrossRef]
9. Chew, J.W.; Kilduff, J.; Belfort, G. The behavior of suspensions and macromolecular solutions in crossflow microfiltration: An update. J. Membr. Sci. 2020, 601, 117865. [CrossRef]
10. Chang, M.; Zhou, S.; Sun, Q.; Li, T.; Ni, J. Recovery of Bacillus thuringiensis-based biopesticides from fermented sludge by cross-flow microfiltration. Desalination Water Treat. 2012, 43, 17–28. [CrossRef]
11. Fan, R.; Ebrahimî, M.; Quitmann, H.; Czermak, P. Lactic acid production in a membrane bioreactor system with thermophilic Bacillus coagulans: Fouling analysis of the used ceramic membranes. Sep. Sci. Technol. 2015, 50, 2177–2189. [CrossRef]
12. Zhang, Y.; Fu, Q. Algal fouling of microfiltration and ultrafiltration membranes and control strategies: A review. Sep. Purif. Technol. 2018, 203, 193–208. [CrossRef]
13. Jokić, A.; Zavargo, Z.; Šereš, Z.; Tekić, M. The effect of turbulence promoter on cross-flow microfiltration of yeast suspensions: A response surface methodology approach. J. Membr. Sci. 2010, 350, 269–278. [CrossRef]
14. Jokić, A.; Pajčin, I.; Grahovac, J.A.; Lukić, N.L.; Dodić, J.; Rončević, Z.; Šereš, Z. Energy efficient turbulence promoter flux-enhanced microfiltration for the harvesting of rod-shaped bacteria using tubular ceramic membrane. Chem. Eng. Res. Des. 2019, 150, 359–368. [CrossRef]
15. Jokić, A.; Nikolić, N.; Lukić, N.L.; Grahovac, J.A.; Dodić, J.; Rončević, Z.; Šereš, Z. Dynamic Modeling of Streptomyces hygroscopicus Fermentation Broth Microfiltration by Artificial Neural Networks. Period. Polytech. Chem. Eng. 2019, 63, 541–547. [CrossRef]
16. Jokić, A.; Pajčin, I.; Grahovac, J.A.; Lukić, N.; Dodić, J.; Rončević, Z.; Šereš, Z. Improving energy efficiency of Bacillus velezensis broth microfiltration in tubular ceramic membrane by air sparging and turbulence promoter. J. Chem. Technol. Biotechnol. 2019, 95, 1110–1115. [CrossRef]
17. Hartinger, M.; Napiwotzki, J.; Schmid, E.-M.; Hoffmann, D.; Kurz, F.; Kulozik, U. Influence of Spacer Design and Module Geometry on the Filtration Performance during Skim Milk Microfiltration with Flat Sheet and Spiral-Wound Membranes. Membranes 2020, 10, 57. [CrossRef]
18. Krstić, D.M.; Tekić, M.N.; Carić, M.D.; Milanović, S.D. The effect of turbulence promoter on cross-flow microfiltration of skim milk. J. Membr. Sci. 2002, 208, 303–314. [CrossRef]
19. Ogumbiyi, O.O.; Miles, N.J.; Hilal, N. Comparison of Different Pitch Lengths on Static Promoters for Flux Enhancement in Tubular Ceramic Membrane. Sep. Sci. Technol. 2007, 42, 1945–1963. [CrossRef]
20. Liu, Y.; He, G.; Tan, M.; Nie, F.; Li, B. Artificial neural network model for turbulence promoter-assisted crossflow microfiltration of particulate suspensions. Desalination 2014, 338, 57–64. [CrossRef]
21. Šereš, L.; Dokić, L.; Ikonči, B.; Šorona–Simović, D.; Djordjević, M.; Žana, Š.; Maravić, N. Data-driven Modelling of Microfiltration Process with Embedded Static Mixer for Steepwater from Corn Starch Industry. Period. Polytech. Chem. Eng. 2017, 62, 114–122. [CrossRef]
22. Pospíšil, P. Shear stress-based modelling of steady state permeate flux in microfiltration enhanced by two-phase flows. Chem. Eng. J. 2004, 97, 257–263. [CrossRef]
23. Hwang, K.-J.; Hsu, C.-E. Effect of gas–liquid flow pattern on air-sparged cross-flow microfiltration of yeast suspension. Chem. Eng. J. 2009, 151, 160–167. [CrossRef]
24. Hwang, K.-J.; Chen, L. Effect of air-sparging on the cross-flow microfiltration of microbe/protein bio-suspension. J. Taiwan Inst. Chem. Eng. 2010, 41, 564–569. [CrossRef]
25. Armbruster, S.; Brochard, A.; Lölsberg, J.; Yüce, S.; Wessling, M. Aerating static mixers prevent fouling. *J. Membr. Sci.* 2019, 537–546. [CrossRef]

26. Vatai, G.N.; Krstić, D.M.; Höflinger, W.; Koris, A.K.; Tekić, M.N. Combining air sparging and the use of a static mixer in cross-flow ultrafiltration of oil/water emulsion. *Desalination* 2007, 204, 255–264. [CrossRef]

27. Asghari, M.; Dasthti, A.; Rezakazemi, M.; Jokar, E.; Halakoei, H. Application of neural networks in membrane separation. *Rev. Chem. Eng.* 2020, 36, 265–310. [CrossRef]

28. Hermia, J. Blocking Filtration. Application to Non-Newtonian Fluids. In *Mathematical Models and Design Methods in Solid-Liquid Separation*; Springer Science and Business Media LLC: Berlin/Heidelberg, Germany, 1985; pp. 83–89.

29. Bowen, W.; Jenner, F. Theoretical descriptions of membrane filtration of colloids and fine particles: An assessment and review. *Adv. Colloid Interface Sci.* 1995, 56, 141–200. [CrossRef]

30. Anis, S.; Hashaikeh, R.; Hilal, N. Microfiltration membrane processes: A review of research trends over the past decade. *J. Water Process. Eng.* 2019, 32, 100941. [CrossRef]

31. Jokić, A.I.; Šereš, L.L.; Milović, N.R.; Šereš, Z.I.; Maravić, N.R.; Šaranovih, Z.; Dokić, L.P. Modelling of starch industry wastewater microfiltration parameters by neural network. *Membr. Water Treat.* 2018, 9, 115–121. [CrossRef]

32. Al-Abri, M.; Hilal, N. Artificial neural network simulation of combined humic substance coagulation and membrane filtration. *Chem. Eng. J.* 2008, 141, 27–34. [CrossRef]

33. Avarzaman, E.M.; Zarafshan, P.; Mirsaeedghazi, H.; Aalaeiddini, B. Intelligent Modeling of Permeate Flux during Membrane Clarification of Pomegranate Juice. *Nutr. Food Sci. Res.* 2017, 4, 29–38. [CrossRef]

34. Da Silva, I.N.; Flauzino, R.A. An approach based on neural networks for estimation and generalization of crossflow filtration processes. *Appl. Soft Comput.* 2008, 8, 590–598. [CrossRef]

35. Dornier, M.; Decloux, M.; Trystram, G.; Lebert, A. Dynamic modeling of crossflow microfiltration using neural networks. *J. Membr. Sci.* 1995, 98, 263–273. [CrossRef]

36. Hamachi, M.; Cabassud, M.; Davin, A.; Peuchot, M.M. Dynamic modelling of crossflow microfiltration of bentonite suspension using recurrent neural networks. *Chem. Eng. Process. Process. Intensif.* 1999, 38, 203–210. [CrossRef]

37. Chellam, S. Artificial neural network model for transient crossflow microfiltration of polydispersed suspensions. *J. Membr. Sci.* 2005, 258, 35–42. [CrossRef]

38. Aydiner, C.; Demir, I.; Yildiz, E. Modeling of flux decline in crossflow microfiltration using neural networks: The case of phosphate removal. *J. Membr. Sci.* 2005, 248, 53–62. [CrossRef]

39. Fu, R.; Xu, T.; Pan, Z. Modelling of the adsorption of bovine serum albumin on porous polyethylene membrane by back-propagation artificial neural network. *J. Membr. Sci.* 2005, 251, 137–144. [CrossRef]

40. Cheng, L.-H.; Cheng, Y.; Chen, J. Predicting effect of interparticle interactions on permeate flux decline in CMF of colloidal suspensions: An overlapped type of local neural network. *J. Membr. Sci.* 2008, 308, 54–65. [CrossRef]

41. Hilal, N.; Ogunbiyi, O.O.; Al-Abri, M. Neural network modeling for separation of bentonite in tubular ceramic membranes. *Desalination* 2008, 228, 175–182. [CrossRef]

42. Liu, Q.-F.; Kim, S.H.; Lee, S. Prediction of microfiltration membrane fouling using artificial neural network models. *Sep. Purif. Technol.* 2009, 70, 96–102. [CrossRef]

43. Guadix, A.; Zapata, J.E.; Almécija, M.C.; Guadix, E.M. Predicting the flux decline in milk cross-flow ceramic ultrafiltration by artificial neural networks. *Desalination* 2010, 250, 1118–1120. [CrossRef]

44. Hwang, T.-M.; Choi, Y.; Nam, S.-H.; Lee, S.; Oh, H.; Hyun, K.; Choung, Y.-K. Prediction of membrane fouling rate by neural network modeling. *Desalination Water Treat.* 2010, 15, 134–140. [CrossRef]

45. Nandi, B.; Moparthi, A.; Uppaluri, R.; Purkait, M. Treatment of oily wastewater using low cost ceramic membrane: Comparative assessment of pore blocking and artificial neural network models. *Chem. Eng. Res. Des.* 2010, 88, 881–892. [CrossRef]

46. Mhurchú, J.N.; Foley, G.; Havel, J. Modeling process dynamics using a novel neural network architecture: Application to stirred cell microfiltration. *Chem. Eng. Commun.* 2010, 197, 1152–1162. [CrossRef]

47. Soleimani, R.; Shoushtari, N.A.; Mirza, B.; Salahi, A. Experimental investigation, modeling and optimization of membrane separation using artificial neural network and multi-objective optimization using genetic algorithm. *Chem. Eng. Res. Des.* 2013, 91, 883–903. [CrossRef]
48. Nourbakhsh, H.; Emam-Djomeh, Z.; Omid, M.; Mirsaedghazi, H.; Moini, S. Prediction of red plum juice permeate flux during membrane processing with ANN optimized using RSM. *Comput. Electron. Agric.* **2014**, *102*, 1–9. [CrossRef]

49. Shahriari, S.; Hakimzadeh, V.; Shahidi, M. Modeling the efficiency of microfiltration process in reducing the hardness, improvement the non-sugar component rejection and purity of raw sugar beet juice. *Ukr. Food J.* **2017**, *6*, 648–660. [CrossRef]

50. Corbatón-Báguena, M.-J.; Vincent-Vela, M.; Gozálvez-Zafrilla, J.-M.; Álvarez-Blanco, S.; Lora, J.; Catalán-Martínez, D. Comparison between artificial neural networks and Hermia’s models to assess ultrafiltration performance. *Sep. Purif. Technol.* **2016**, *170*, 434–444. [CrossRef]

51. Demuth, H.; Beale, M. *Neural Network Toolbox User’s Guide*, 4th ed.; The MathWorks, Inc.: Natick, MA, USA, 2004.

52. Tanaka, T.; Abe, K.-I.; Asakawa, H.; Yoshida, H.; Nakanishi, K. Filtration characteristics and structure of cake in crossflow filtration of bacterial suspension. *J. Ferment. Bioeng.* **1994**, *78*, 455–461. [CrossRef]

**Publisher’s Note:** MDPI stays neutral with regard to jurisdictional claims in published maps and institutional affiliations.

© 2020 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access article distributed under the terms and conditions of the Creative Commons Attribution (CC BY) license (http://creativecommons.org/licenses/by/4.0__).