GENERALIZED JACOBIAN FOR FUNCTIONS WITH INFINITE DIMENSIONAL RANGE AND DOMAIN

ZSOLT PÁLES AND VERA ZEIDAN

Abstract. In this paper, locally Lipschitz functions acting between infinite dimensional normed spaces are considered. When the range is a dual space and satisfies the Radon–Nikodým property, Clarke’s generalized Jacobian will be extended to this setting. Characterization and fundamental properties of the extended generalized Jacobian are established including the nonemptiness, the \( \beta \)-compactness, the \( \beta \)-upper semicontinuity, and a mean-value theorem. A connection with known notions is provided and chain rules are proved using key results developed. This included the vectorization and restriction theorem, and the extension theorem. Therefore, the generalized Jacobian introduced in this paper is proved to enjoy all the properties required of a derivative-like set.

1. Introduction

The subject of nonsmooth analysis focuses on the study of a derivative-like object for nonsmooth functions. When the function is a convex real-valued, the notion of subgradient was introduced in the late fifties by Rockafellar in [36], and in the references therein. Since then, the focus shifted to finding derivative-like objects for nonconvex, in particular, locally Lipschitz functions acting between two normed spaces \( X \) and \( Y \).

When \( X \) and \( Y \) are both finite dimensional normed spaces and \( f : D \rightarrow Y \) is a vector-valued locally Lipschitz function, Clarke introduced in [6], [7] the notion of the generalized Jacobian based on Rademacher’s theorem which gives the almost everywhere differentiability of locally Lipschitz functions. This generalized Jacobian is

\[
\partial f(p) := \text{co} \{ A \in L(X, Y) \mid \exists (x_i)_{i \in \mathbb{N}} \in \Omega(f) : \lim_{i \to \infty} x_i = p \text{ and } \lim_{i \to \infty} Df(x_i) = A \},
\]

where \( \Omega(f) \) denotes the set of the points of \( D \) where \( f \) is differentiable, it is of full Lebesgue measure.

Another but related generalized Jacobian based also on the use of Rademacher’s theorem was proposed for the same setting by Pourciau in [31] and was defined as

\[
\partial^P f(p) := \bigcap_{\delta > 0} \text{co} \{ Df(x) : x \in (p + \delta B_X) \cap \Omega(f) \}. \tag{1.2}
\]

One can show that Clarke’s and Pourciau’s generalized Jacobians are equivalent. These two objects are nonempty, due to Rademacher’s theorem. Furthermore, in terms of these Jacobians, results have been derived pertaining optimality conditions, implicit functions theorems, metric regularity, and calculus rules including the sum rule and the chain rule. Thereby, it has already been shown that these generalized Jacobians are successful approximations of \( f \) by linear operators.
When establishing calculus rules such as the sum and/or the chain rules, a fundamental property, namely, the “blindness” of the generalized Jacobian with respect to sets of Lebesgue measure zero, or null sets is needed. The blindness of Clarke generalized gradient was established by Clarke in [7] and that of Clarke’s generalized Jacobian was shown by Warga [43] and by Fabian & Preiss [9]. Thibault in [41] extended Clarke’s notion of generalized Jacobian, equation (1.1), to the case where $X$ and $Y$ are infinite dimensional separable Banach spaces such that $Y$ is reflexive. This extension was based on the dense differentiability of locally Lipschitz functions (cf. Aronszajn [1], Christensen [5], and Phelps [30]). Thibault’s definition is

$$\partial_H f(p) := \overline{\operatorname{co}} \{ A \in L(X, Y) \mid \exists (x_i)_{i \in \mathbb{N}} \text{ in } H : \lim_{i \to \infty} x_i = p \text{ and } \lim_{i \to \infty} Df(x_i) = A \},$$

where $H$ is a subset of $D$ on which $f$ is Gâteaux-differentiable and such that $D \setminus H$ is a Haar-null set in $D$. The notion in (1.3) depends on the choice of the set $H$, and hence, unlike Clarke’s generalized Jacobian, is not known to be blind with respect to the Haar-null sets. In other words, the notion in (1.3), assigns to every locally Lipschitz function, not a single object but rather a family of generalized Jacobians that is parametrized by certain null sets. Thus, based on this approach all the chain rules derived in [41] are in terms of the Haar null set $H$.

Other notions are known in the infinite dimensional setting, such as the notion of derivate containers in [42], [43]; the concepts of screens and “fans” in [11], [10]; the concept of shields [39]; Ioffe’s fan derivative [16], and the notion of coderivatives developed in [25]. Most of these notions are not given in terms of relevant sets of linear operators. A relatively recent survey on the different subdifferentials and their properties is given in [4] where also an extended list of references could be found.

In recent papers [27] and [28] Clarke’s generalized Jacobian [14] was extended to the case when $X$ was any normed space and $Y$ was a finite dimensional space. In these references the generalized Jacobian was defined to be a set of linear operators from $X$ to $Y$. When the domain is infinite dimensional and the image space is $\mathbb{R}$, the notion introduced in [27] and [28] coincides with Clarke’s generalized gradient which is defined as

$$\partial^o f(p) := \{ \zeta \in X^* \mid \langle \zeta, h \rangle \leq f^o(p, h), \forall h \in X \},$$

where

$$f^o(p, h) := \limsup_{x \to p} \frac{f(x + th) - f(x)}{t}$$

is Clarke’s generalized directional derivative.

In [27] and [28], the nonemptiness, the $w^*$-compactness, the convexity, and the upper semicontinuity property of the extended generalized Jacobian were derived. Furthermore, a chain rule for the composition of nonsmooth locally Lipschitz maps with finite dimensional ranges was established.

The difficulty caused by the infinite dimensionality of the domain was handled in [27] and [28] by introducing an intermediate Jacobian $\partial_L f$ defined on finite dimensional spaces $L$ so that Rademacher theorem remains applicable.

In this paper we are interested in extending the definition of Clarke’s generalized Jacobian to the case when in addition to the domain also the range is infinite dimensional. In this case, two extra difficulties manifest. The first is the differentiability issue related to the Rademacher theorem in infinite dimension. This issue will be handled by taking image spaces satisfying the Radon–Nikodým property. This implies that the restriction of a Lipschitz function $f : D \to Y$ to a finite dimensional domain is almost everywhere differentiable (cf. [2] [Prop. 6.41]).

The second difficulty is pertaining finding a topology in the space of linear operators $L(X, Y)$, where the generalized Jacobian lives, so that bounded sequences would have cluster points in this
topology. To overcome this difficulty, we also assume that the image space $Y$ is a dual of a normed space.

The goal of this paper is to provide a generalized Jacobian for locally Lipschitz functions defined between infinite dimensional normed spaces with the range $Y$ is a dual space and satisfies the Radon–Nikodým property. We shall show that our generalized Jacobian enjoys all the fundamental properties desired from a derivative set.

In Section 2 we introduce the $\beta$-topology on the space of linear operators $L(X,Y)$. This is a $w^*$-operator topology induced by the predual of $Y$. We prove an analog of the Banach–Alaoglu theorem as well as an extension theorem which will be crucial for the proof of the nonemptiness of the generalized Jacobian. In this section we also derive results related to various upper semi-continuity properties which will be repeatedly used in the subsequent section. In Section 3 the $L$-Jacobian, $\partial_L f(p)$, and the generalized Jacobian are defined as an extension of Pourciau’s notion, equation (1.2), to infinite dimensional spaces. We also show that our generalized Jacobian could be equivalently defined in terms of cluster points, which is a definition that corresponds to Clarke’s approach. Basic properties and a characterization of the generalized Jacobian are established. A main tool named the “restriction and the vectorization” theorem is developed which is central for deriving many results in the rest of the paper.

Relationships to Thibault’s limit set, to a Ioffe type fan derivative and to Mordukhovich coderivative are given in Section 4. A generalization of Lebourg mean-value theorem is obtained as well as that the generalized Jacobian is a $w^*$-Hadamard prederivative. We also characterize the cases when the generalized Jacobian is a strict norm-Gâteaux or a strict $w^*$-Fréchet prederivative. In Section 5 we derive two chain rules: a nonsmooth-smooth, and a nonsmooth-nonsmooth one. Their proofs evoke most of the results and properties established in the previous sections. As a consequence, a sum rule follows. Finally, in Section 6 we develop results for the generalized Jacobian of continuous selections.
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