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Abstract

The goal of this paper is to formulate a general framework for a constraint-based refinement of the optical flow using variational methods. We demonstrate that for a particular choice of the constraint, formulated as a minimization problem with the quadratic regularization, our results are close to the continuity equation based fluid flow. This closeness to the continuity model is theoretically justified through a modified augmented Lagrangian method and validated numerically. Further, along with the continuity constraint, our model can include geometric constraints as well. The correctness of our process is studied in the Hilbert space setting. Moreover, a special feature of our system is the possibility of a diagonalization by the Cauchy-Riemann operator and transforming it to a diffusion process on the curl and the divergence of the flow. Using the theory of semigroups on the decoupled system, we show that our process preserves the spatial characteristics of the divergence and the vorticities. We perform several numerical experiments and show the results on different datasets.
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1 Introduction

Variational models for motion estimation have always been one of the central topics in Mathematical Image Processing. Since the seminal work on the variational approach to optical flow motion estimation of Horn and Schunck [17], many in-depth studies on this topic have been done through developing different variational models of optical flow to obtain useful insights into motion estimation (e.g., [22, 3, 16, 25]). Many of these literature works on motion estimation has been focused on the constancy assumption e.g., the brightness constancy leading to an algebraic equation, in \((u, v)\) the motion components, called the optical flow constraint (OFC):

\[ f_\tau + f_x u + f_y v = 0, \]  

(1)

where \(f(x, y, \tau)\) is the image sequence \(f : \Omega \times [0, \infty) \to \mathbb{R}\) for an open bounded set \(\Omega \subset \mathbb{R}^2\), \((x, y)\) are the spatial coordinates and \(\tau\) is the time variable. However, constancy assumptions can’t reflect the reality of actual motion because deformation effects
of fluid, illumination variations, perspective changes, poor contrast etc. would directly affect the important motion parameters being physics-dependent. For this reason, physics-dependent motion estimation algorithms have been widely investigated.

A relatively recent and representative work of Corpetti et.al. [7], in which fluid mechanics was used to extending the optical flow estimation, and accurate dense motion fields were obtained. This method includes an image-based integrated version of the continuity equation from fluid dynamics. Since then more attention has been gained on studying the physics-based motion estimation. Estimates on the conservation of mass for a fluids in a digital image sequence was discussed by Wildes et.al. [26]. They model the image intensity as an average of the object density and consider the incident light parallel to the z-axis the 2D projection of the image intensity

\[ f(x, y, \tau) = \int_{z_1}^{z_2} \rho(x, y, z, \tau) \, dz. \]

Further using fluid mechanics models Liu et.al. [24] provided a rigorous framework for an optical approach to fluid flow by deriving the projected-motion equations where the optical flow is proportional to the path-averaged velocity of fluid or particles weighted with a relevant field quantity. In this approach the authors assume that the control surface is planar, there is no particle diffusion by a molecular process, and the rate of accumulation of the particle in laser sheet illuminated volume is neglected, the equations, after neglecting these terms one obtains the continuity equation again. Assuming that the flow field governing the advection is the gradient of a potential function (resp. symplectic gradient of a stream function) Luttman et.al. [20] computed the potential (resp. stream) function directly. To preserve the spatial characteristics of divergence and vorticities in the flow the authors in [8] proposed a regularizing functional based on divergence and curl. They discussed the shortcomings of the first-order regularization in flow measurements and suggested a regularization functional based on the gradients of divergence and curl to preserve the spatial characteristics of divergence and vorticity in flows. Use of this second-order div–curl (divergence and curl) regularization is more plausible conceptually to preserve fine structures in turbulent flows. A detailed account of various works in the fluid flow based on physics is given in [14]. Here the authors observed a physical meaning associated with the terms of the continuity equation (CEC) :

\[ \begin{align*}
    \left( a \right) f_x + f_y u + f_y v + f(u_x + v_y) &= 0; \\
    \left( b \right) &\text{(a)} &\text{(b)}
\end{align*} \]

(a) corresponds to the brightness constancy given in (1) and (b) accounts for the non-conservation of the brightness function due to loss of particles caused by non-null out of plane component. Furthermore, a divergence-free approximation of the equation (2) could be obtained by setting the term (b) to zero. It is thus natural to study the effect of the term (b) in extracting the inherent fluid properties of the flow.

In this paper our motivation is to understand and build a generic physics constraint-based framework for the fluid flow estimation. Taking a cue from the observation in [14] on the Equation (2), we propose a model to capture the additional constraint induced by an underlying non-conservation phenomenon. Given an initial field \((u_0, v_0)\) obtained by the brightness constancy based optical flow, we consider the following image driven
evolutionary PDE model to modify the flow:

\[
\begin{align*}
\frac{\partial u}{\partial t} &= \Delta u + a_0 \frac{\partial}{\partial x} [\phi(f)(u_x + v_y)] \\
\frac{\partial v}{\partial t} &= \Delta v + a_0 \frac{\partial}{\partial y} [\phi(f)(u_x + v_y)],
\end{align*}
\]

(3)

where \(a_0\) is a positive constant and the function \(\phi\) is dependent on the application at hand. We show that the system (3) is well-posed in the Hilbert space \(H^1(\Omega) \times H^1(\Omega)\). We further demonstrate that for a particular choice of the additional constraint our model closely approximates the continuity model. We use a modified augmented Lagrangian framework to show this equivalence.

A special feature of our model (3) is the diagonalization by the Cauchy-Riemann operator to obtain an implicit diffusion process

\[
\begin{align*}
\frac{\partial \xi}{\partial t} &= \Delta \xi \\
\frac{\partial \zeta}{\partial t} &= \Delta (k \zeta),
\end{align*}
\]

(4)

where \(\xi := u_y - v_x\) is the curl and \(\zeta := u_x + v_y\) is the divergence of the flow and \(k = 1 + a_0 \phi(f)\) is a multiplicative factor. Here the diffusion process is image dependent as a multiplicative perturbation of the Laplacian on the divergence; thereby leading to a reinterpretation of the continuity model as a transport phenomenon induced as “diffusive fluxes” expressed as functions of gradient quantities. In physics, a similar diffusion phenomenon is observed for the gradient quantities for the fluid flow of ideals gases and plasmas in [23]. Moreover, in the paper [19] the authors observe a path-averaging behaviour of the velocities which further justifies the underlying a diffusive behaviour.

The incompressibility condition implies that the density remains constant within a parcel of fluid that moves with the flow velocity. Even compressible flows can be locally modelled as an incompressible flow. The OFC can be viewed as a divergence-free approximation of the CEC based model (although this view is not exact, in our algorithm we start with this approximation), see [19, 6]. This is the starting point of our discussion. Having obtained a crude approximation from the Horn and Schunck optical flow in the next phase we obtain a refinement by choosing specific additional constraints. The main advantage of our method is firstly from a theoretical point of view it provides us with an evolutionary PDE setup which allows a rigorous mathematical framework for the well-posedness discussion. Secondly, due to the semigroup approach, we can have a simpler analysis and also obtain faster convergence of the solution in our scheme.

As described in the subsequent section we will formulate the variational problem, with the quadratic regularizer, as an approximation to the one associated with the CEC model (again with a quadratic regularizer). We adopt a modified augmented Lagrangian framework to justify the reason for closeness. A modified Bounded Constraint Algorithm is employed, where the modification corresponds to the Lagrangian multiplier also accounting for the divergence term. The inner iterations of the algorithm use the contractive semigroup of the elliptic term. We also demonstrate the results numerically.

This approach thus allows us to build a quantitative connection between the optical flow and the fluid flow for various flow visualizations which is often a key problem. Further, our method has a direct implication to the variational formulation in the deep learning paradigm. In the current work, we focus on the flow visualization problem although our approach could be adopted to other variational problems as well.

The paper is organized as follows: Section 2 deals with the mathematical framework of our study. This discussion is divided into multiple subsections. In Subsection 2.1 we
describe of our constraint-based refinement formulation. We then discuss the existence, uniqueness of our model. Subsequently, in Subsection 2.2 we discuss the decoupling and diagonalization of our system by the Cauchy-Riemann operator. We then study the decoupled system in Sobolev spaces discussing the multiplicative perturbation of the laplacian of the divergence of the flow in Subsection 2.2.1. In Subsection 2.3 for a specific choice of additional constraint, we show the equivalence of our model to the CEC based model using the Augmented Lagrangian framework. We give a description of the bounded constraint algorithm and the implementation details of the system in Subsection 2.3.1. Finally, we show the results obtained by our algorithm on different datasets in Section 3.

2 Mathematical Framework

2.1 Description of the Model

Our main objective is to obtain a refinement of a flow field preserving certain intrinsic spatial characteristics. As a concrete example, we choose to refine the Horn and Schunck optical flow [17]. The main advantage of this formulation is the mathematical well-posedness [22]. Even though it is well-known that this model is not adequate for problems corresponding to fluid flow visualization [8, 7, 18] nevertheless, it is a reasonable starting point for pixel correspondence even for fluid flow [18]. With this background, we propose the following formulation

\[ J_R(u) = \beta \int_{\Omega} \phi(f) \psi(\nabla u) + \alpha \int_{\Omega} \{|\nabla u|^2 + |\nabla v|^2\}, \]  

subjected to the bounded optical flow constraint

\[ \|f_x + \nabla f \cdot \mathbf{u}\|_{L^2} \leq \epsilon, \]

where \( \psi \) depends on the components of the flow and its derivatives and \( \phi \) corresponds to an image-dependent weight term which makes the refinement process image-driven. If \( \phi(f) \equiv 1 \) then the refinement process is completely flow-driven. The constants \( \alpha, \beta \) are weight parameters. We assume that both the functions \( \phi \) and \( \psi \) are real-valued smooth functions. Moreover, we assume \( \phi \) a monotone increasing function. The first term of \( J_R(u) \) captures the non-conservation term that violate the constancy assumptions and the second term is the \( L^2 \) regularization which governs the diffusion phenomena. The bounded constraint formulated along the lines of the Horn and Schunck governs the apriori ‘divergence-free’ estimate for the pixel correspondence. The rational for the choice of the constraint will be discussed later. The tolerance threshold \( \epsilon \) is dictated by the error estimates of the Horn and Schunck given in [18]. In the current work we particularly focus on the case where \( \psi = (\nabla \cdot \mathbf{u})^2 \), i.e. where \( \psi \) penalizes the divergence of the flow. In this case the refinement functional becomes

\[ J_R(u) = \beta \int_{\Omega} \phi(f)(\nabla \cdot \mathbf{u})^2 + \alpha \int_{\Omega} \{|\nabla u|^2 + |\nabla v|^2\}. \]  

The Euler-Lagrange equations lead to a second-order, linear, coupled elliptic system. The ellipticity is clear as the integrand

\[ F(x, u, \nabla u) := \beta \phi(f)(\nabla \cdot \mathbf{u})^2 + \alpha(|\nabla u|^2 + |\nabla v|^2), \]
satisfies the Legendre-Hadamard condition

\[ \sum_{i,j=1}^{2} \sum_{\alpha,\beta=1}^{2} \frac{\partial^2 F}{\partial \theta_i \partial \theta_j} (\theta) \gamma_i \gamma_j \mu_i \mu_j = 2 \alpha_2 (\gamma_1^2 + \gamma_2^2) (\mu_1^2 + \mu_2^2) + 2 \beta \phi(f)(\gamma_1 \mu_1 + \gamma_2 \mu_2)^2 \]

\[ = 2 \alpha_2 |\gamma|^2 |\mu|^2 + 2 \beta \phi(f)(\gamma \cdot \mu)^2 \geq 0, \]

where have denoted \( \nabla u \) by \( \theta \) and the components by \( \theta_{ij}, i = 1, 2 \) and \( j = 1, 2 \). We also require the functional to be convex and coercive so that the mathematical well-posedness is guaranteed (see for instance Section 8.2.4, Theorems 5 and 6 in [12]). The convexity part is easy to show. The coercivity can be seen as follows. Let us write the integrand \( F \) as

\[ F(\theta) = \alpha_2 |\gamma|^2 |\mu|^2 + \beta \phi(f)(\text{tr} \theta)^2, \]

where \( \text{tr} \theta \) denotes the trace of the matrix \( \theta \). Let us call \( h(\theta) := \phi(f)(\text{tr} \theta)^2 \). Now since \( h \) is convex wrt \( \theta \), we have

\[ h(\theta) \geq h(0) + \nabla h(0) \cdot \theta \quad \forall \theta. \]

Therefore,

\[ F(\theta) \geq \alpha_2 |\gamma|^2 |\mu|^2 + \beta (h(0) + \nabla h(0) \cdot \theta) \]

\[ \geq \alpha_2 |\gamma|^2 |\mu|^2 + \beta \left( h(0) - \frac{1}{2} 2 |\nabla h(0)| |\theta| \right) \]

\[ \geq \alpha_2 |\gamma|^2 |\mu|^2 + \beta h(0) - \frac{1}{2} \beta (|\nabla h(0)|^2 + |\theta|^2) \]

\[ \geq \left( \alpha_2 - \frac{1}{2} \beta \right) |\theta|^2 + \beta h(0) - \frac{1}{2} \beta |\nabla h(0)|^2 \]

\[ = a_1 |\theta|^2 + a_2, \]

where \( a_1 = \alpha_2 - \frac{1}{2} \beta \) and \( a_2 = \beta h(0) - \frac{1}{2} \beta |\nabla h(0)|^2 \). Thus we have shown the well-posedness of our model. We are now interested in the mathematical analysis of our system. Several sophisticated mathematical tools exist can be employed to this end [5, 9, 4, 21]. We will study the following parabolic system

\[
\begin{cases}
\frac{\partial u}{\partial t} = \Delta u + a_0 \frac{\partial}{\partial x} [\phi(f)(u_x + v_y)] & \text{in } \Omega \times (0, \infty), \\
\frac{\partial v}{\partial t} = \Delta v + a_0 \frac{\partial}{\partial y} [\phi(f)(u_x + v_y)] & \text{in } \Omega \times (0, \infty), \\
u(x,y,0) = u_0 & \text{in } \Omega, \\
v(x,y,0) = v_0 & \text{in } \Omega, \\
\frac{\partial u}{\partial n} = 0 & \text{on } \partial \Omega \times (0, \infty), \\
\frac{\partial v}{\partial n} = 0 & \text{on } \partial \Omega \times (0, \infty),
\end{cases}
\]

(7)

using an evolutionary PDE approach. Here \((u_0, v_0)\) is the feasible solution obtained through the bounded constraint by the Horn and Schunck optical flow. The Neumann boundary condition is a natural choice in image processing as it ensures no additional details or edges are created at the boundary.
2.2 Diagonalization of the System

In this section we will show that the system (3) can be diagonalized by an application of Cauchy-Riemann operator. This special feature is intriguing as well as of great advantage for later analysis. Let us first rewrite the system (3) as

$$\frac{\partial u}{\partial t} = Au, \tag{8}$$

where

$$\frac{\partial u}{\partial t} = \begin{bmatrix} \frac{\partial u}{\partial t} \\ \frac{\partial v}{\partial t} \end{bmatrix}, \quad Au = \begin{bmatrix} \Delta u + a_0 \frac{\partial}{\partial x} [\phi(f)(u_x + v_y)] \\ \Delta v + a_0 \frac{\partial}{\partial y} [\phi(f)(u_x + v_y)] \end{bmatrix}. $$

As we are in the Sobolev setting, the derivatives are taken in a distributional sense. Thus, a key observation is that the order of derivatives can be interchanged. Let us denote by $R$ the Cauchy-Riemann operator matrix

$$R = \begin{bmatrix} \partial_y & -\partial_x \\ \partial_x & \partial_y \end{bmatrix}. $$

Acting $R$ on both sides of (8) leads to

$$R \left( \frac{\partial u}{\partial t} \right) = RAu.$$ 

This leads to the following transformation of the original coupled system

$$\begin{bmatrix} \partial_y & -\partial_x \\ \partial_x & \partial_y \end{bmatrix} \begin{bmatrix} \frac{\partial u}{\partial t} \\ \frac{\partial v}{\partial t} \end{bmatrix} = R \begin{bmatrix} \frac{\partial u}{\partial t} \\ \frac{\partial v}{\partial t} \end{bmatrix} \begin{bmatrix} \Delta u + a_0 \frac{\partial}{\partial x} [\phi(f)(u_x + v_y)] \\ \Delta v + a_0 \frac{\partial}{\partial y} [\phi(f)(u_x + v_y)] \end{bmatrix}$$

$$= \begin{bmatrix} \Delta & 0 \\ 0 & \Delta \circ k \end{bmatrix} \begin{bmatrix} \partial_y & -\partial_x \\ \partial_x & \partial_y \end{bmatrix} \begin{bmatrix} u \\ v \end{bmatrix},$$

where with a slight abuse of notation we denote $k$ for the function $1 + a_0 \phi(f)$ and for the multiplicative operator $x \mapsto kx$. Since $\phi$ is a bounded function and $a_0 > 0$, the multiplicative term $k$ is bounded and strictly positive. We have thus obtained the following decoupling:

$$\frac{\partial}{\partial t} (Ru) = DRu, \tag{9}$$

where

$$D = \begin{bmatrix} \Delta & 0 \\ 0 & \Delta \circ k \end{bmatrix}, \quad R = \begin{bmatrix} \partial_y & -\partial_x \\ \partial_x & \partial_y \end{bmatrix}. $$
The application of the Cauchy-Riemann operator $R$ on the system has resulted in the following relation

\[ D = RAR^{-1}. \]

The operator $A$ has been diagonalized by the matrix $R$. The decoupled system (9) thus takes the following form:

\[
\begin{align*}
\frac{\partial \xi}{\partial t} &= \Delta \xi, \\
\frac{\partial \zeta}{\partial t} &= \Delta (k\zeta),
\end{align*}
\]

where $\xi := u_y - v_x$ is the curl and $\zeta := u_x + v_y$ is the divergence of the flow and $k = 1 + a_0\phi(f)$ is a multiplicative factor.

**Remark 1.** Observe that if $\alpha = 0$, i.e. in the absence of the regularization term, the system (10) reduces to

\[
\begin{align*}
\frac{\partial \xi}{\partial t} &= 0, \\
\frac{\partial \zeta}{\partial t} &= \beta \Delta (\phi(f)\zeta).
\end{align*}
\]

The first equation means the vorticities will remain unchanged. On the other hand, for the divergence equation, we have a degeneracy at the null values of the image function $f$. Thus, as expected by the aperture problem, this leads to an ill-posed problem.

Let us consider the abstract IVP associated with the first equation in (10):

\[
\begin{align*}
\frac{d\xi}{dt} + A_1 \xi &= 0 \text{ on } [0, \infty), \\
\xi(0) &= \xi_0 \in L^2(\Omega),
\end{align*}
\]

where the initial data

\[ \xi_0 = \partial_y u_0 - \partial_x v_0, \]

and $(u_0, v_0)$ is the Horn and Schunck optical flow. Here $A_1 : D(A_1) \to H_1$ is an (unbounded) operator

\[
\begin{align*}
D(A_1) &= \{ \xi \in H^2(\Omega) \cap H^1_0(\Omega) : A_1 \xi \in L^2(\Omega) \}, \\
H_1 &= L^2(\Omega), \\
A_1 \xi &= -\Delta \xi.
\end{align*}
\]

The operator $A_1$ is maximal monotone and symmetric. Hence it is self adjoint. For the well-posedness of the problem (12) we refer to (Theorem 7.7 and 10.1 in [5]). We will prove similar results for the second equation.
2.2.1 Multiplicative Perturbation of the Laplacian

Let us consider the divergence equation from (10)

$$\frac{\partial \zeta}{\partial t} = \Delta (k \zeta),$$

(13)

where \( k = 1 + a_0 \phi(f) \). We make a change of variable \( \eta = k \zeta \). The abstract IVP thus becomes

$$\frac{d\eta}{dt} + A_2 \eta = 0 \text{ on } [0, \infty),$$

$$\eta(0) = \eta_0 \in L^2(\Omega).$$

(14)

where the initial data \( \eta_0 = k(\partial_x u_0 + \partial_y v_0) \), is the weighted divergence of the Horn and Schunck optical flow. Here \( A_2 : D(A_2) \rightarrow H_2 \) is the (unbounded) operator

$$D(A_2) = \{ \eta \in H^2(\Omega) \cap (H_0^1)_k(\Omega) : A_2 \eta \in L_k^2(\Omega) \},$$

$$H_2 = L_k^2(\Omega),$$

$$A_2 \eta = -k \Delta \eta.$$

Also \( \eta_0 \in L^2(\Omega) \). Here the operator \( k \Delta \) is a multiplicative perturbation of the laplacian where \( k \) is bounded and strictly positive since \( \phi \) is a monotone increasing function. The problem will be studied in weighted Sobolev space \( L_k^2(\Omega) \) following a similar approach as in [11]. The space \( L_k^2(\Omega) \) is a Hilbert space equipped with the inner product

$$\langle w_1, w_2 \rangle_{L_k^2} := \int_{\Omega} \frac{1}{k} w_1 w_2 \, dx$$

and the norm

$$\| w \|_{L_k^2}^2 = \int_{\Omega} \frac{1}{k} |w|^2 \, dx.$$

Similarly the Hilbert space \((H_0^1)_k(\Omega)\) has the norm [11]

$$\| w \|_{(H_0^1)_k}^2 := \| w \|_{L_k^2}^2 + \| \nabla w \|_{L_k^2}^2 = \int_{\Omega} \left( \frac{1}{k} |w|^2 + |\nabla w|^2 \right).$$

It is interesting to note that in our context the weight term \( k \) in \( L_k^2(\Omega) \) is actually dependent on the image \( f \) - bringing in an anisotropy into the discussion. Thus \( L_k^2(\Omega) \) is an image dependent Sobolev space. When \( \phi(f) \) is a constant function, i.e. the case where the refinement is independent of the image, the norms \( \| \cdot \|_2 \) and \( \| \cdot \|_{L_k^2} \) coincide up to a constant. In our context, as the values of the image are bounded, \( k \) is a bounded function. Also in the pre-processing stage since the images are smoothened with a Gaussian filter we can further assume that \( k \) is smooth. It is easy to show the topological equivalence of the spaces \( L^2(\Omega) \) and \( L_k^2(\Omega) \). We now prove a result on the regularity of the solution for any non-zero time in the diffusion process. We need several lemmas before proving the main result.
Lemma 1. The operator $A_2$ is symmetric in $L^2_k(\Omega)$.

Proof. 
\[
\langle A_2w_1, w_2 \rangle = \int_{\Omega} \frac{1}{k} (-k \Delta w_1) w_2 = \int_{\Omega} \nabla w_1 \nabla w_2 \]
\[
\langle w_1, A_2 w_2 \rangle = \int_{\Omega} \frac{1}{k} w_1 (-k \Delta w_2) = \int_{\Omega} \nabla w_1 \nabla w_2.
\]

Lemma 2. The operator $A_2$ is maximal monotone in $L^2_k(\Omega)$.

Proof. Observe that 
\[
\langle A_2w, w \rangle = \int_{\Omega} \frac{1}{k} (-k \Delta w) w = \int_{\Omega} |\nabla w|^2 \geq 0.
\]
This shows that the operator $A_2$ is monotone. To show maximal monotonicity we need to show that $R(I + A_2) = H^2$, i.e. for a given $g \in L^2_k(\Omega)$ we have to find a unique $w \in D(A_2)$ such that 
\[
w - k \Delta w = g,
\]
holds. Dividing both sides by $k$ we obtain 
\[
\frac{1}{k} w - \Delta w = \frac{g}{k}.
\]
The equivalent weak form of Equation (15) reads 
\[
a(w, w') := \int_{\Omega} \left( \frac{1}{k} w w' + \nabla w \nabla w' \right) = \int_{\Omega} \frac{1}{k} g w' =: b(w'),
\]
for all $w' \in (H^1_0)_k(\Omega)$. Since $\Omega$ is bounded, by using the topological equivalence of $L^2(\Omega)$ and $L^2_k(\Omega)$ and (Proposition 4.5 in [15]) we conclude that there is a unique $w \in D(A_2)$ such that $w - k \Delta w = g$ holds. Moreover, $w \in H^2(\Omega)$ and 
\[
\|w\|_{H^2} \leq C\|g\|_{L^2_k} \leq 2C^2(\|w\|_{L^2_k} + \|\nabla w\|_{L^2}).
\]

Now, we prove a regularity theorem for the initial value problem (14). The result also provides us with an infinite propagation behavior of the solution.

Theorem 1. Let $\eta_0 \in L^2(\Omega)$. Then the solution of the problem (14) satisfies 
\[
\eta \in C^1((0, \infty), L^2_k(\Omega)) \cap C([0, \infty), H^2(\Omega) \cap (H^1_0)_k(\Omega)).
\]
For any $\epsilon > 0$ we also have 
\[
\eta \in C^\infty((\epsilon, \infty) \times \overline{\Omega}).
\]
Moreover, $\eta \in L^2((0, \infty), (H^1_0)_k(\Omega))$, and 
\[
\frac{1}{2} \|\eta(T)\|_{L^2}^2 + \int_0^T \|\nabla \eta(t)\|_{L^2}^2 \, dt = \frac{1}{2} \|\eta_0\|_{L^2_k}^2
\]
holds for $T > 0$. 
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Proof. By Lemma 1 and 2 the operator $A_2$ is symmetric and maximal monotone. Hence it is self-adjoint. Therefore, by Theorem 7.7 in [5], we have

$$\eta \in C^1((0, \infty), L_k^2(\Omega)) \cap C([0, \infty), H^2(\Omega) \cap (H^1_0)_k(\Omega)).$$

Define $\sigma(t) = \frac{1}{2} \|\eta(t)\|_{L_k^2}^2$. Since $\eta \in C^1((0, \infty), L_k^2(\Omega))$ it is clear that $\sigma$ is $C^1$ on $(0, \infty)$. Therefore

$$\sigma'(t) = \left< \eta(t), \frac{d\eta}{dt}(t) \right>_{L_k^2}$$

$$= \left< \eta(t), k\Delta \eta \right>_{L_k^2}$$

$$= \left< \eta(t), \Delta \eta \right>_{L^2}$$

$$= -\|\nabla \eta(t)\|_{L^2}^2.$$

Integrating from $\varepsilon$ to $T$ where $0 < \varepsilon < T < \infty$ we get

$$\sigma(T) - \sigma(\varepsilon) = -\int_{\varepsilon}^T \|\nabla \eta(t)\|_{L^2}^2 \, dt.$$

Again as $\eta \in C((0, \infty), L_k^2(\Omega))$ we have $\sigma(\varepsilon) \to \sigma(0) = \frac{1}{2} \|\eta_0\|_{L_k^2}^2$ as $\varepsilon \to 0$. Therefore in the limiting case we obtain

$$\sigma(T) + \int_0^T \|\nabla \eta(t)\|_{L^2}^2 \, dt = \frac{1}{2} \|\eta_0\|_{L_k^2}^2;$$

and (18) holds. Integrating the Hilbert space $(H^1_0)_k(\Omega)$ norm defined above from 0 to $T$ we get

$$\int_0^T \|\eta(t)\|_{(H^1_0)_k}^2 \, dt = \int_0^T \|\eta(t)\|_{L_k^2}^2 \, dt + \int_0^T \|\nabla \eta(t)\|_{L^2}^2 \, dt$$

$$= 2 \int_0^T \sigma(t) \, dt + \int_0^T \|\nabla \eta(t)\|_{L^2}^2 \, dt$$

$$\leq 2 \int_0^T \sigma(t) \, dt + \frac{1}{2} \|\eta_0\|_{L_k^2}^2.$$

This shows that

$$\eta \in L^2((0, \infty), (H^1_0)_k(\Omega)).$$

Finally, to show (17) consider $D(A_2) = \{ u \in H^2(\Omega) \cap (H^1_0)_k(\Omega) : A_2u \in L_k^2(\Omega) \}$. Note that $D(A_2) \subset (H^1_0)_k(\Omega)$. Thus $\eta \in D(A_2)$ implies $\eta = 0$ on $\partial \Omega$. We first show that

$$D(A^l_0) = \{ \eta \in H^{2l}(\Omega) : \eta = \Delta \eta = \cdots = \Delta^{l-1} \eta = 0 \text{ on } \partial \Omega \} \forall l \geq 1. \quad (19)$$

To show this we will use induction on $l$. The case $l = 1$ is clear from the above discussion where

$$D(A_2) = H^2(\Omega) \cap (H^1_0)_k(\Omega) = \{ \eta \in H^2(\Omega) : \eta = 0 \text{ on } \partial \Omega \}.$$

Let us assume that (19) holds for $l - 1$, i.e.

$$D(A^{l-1}_2) = \{ \eta \in H^{2l-2}(\Omega) : \eta = \Delta \eta = \cdots = \Delta^{l-2} \eta = 0 \text{ on } \partial \Omega \}. \quad (20)$$
Observe that
\[ D(A_l^0) = \{ \eta \in D(A_l^{l-1}) : A_2 \eta \in D(A_l^{l-1}) \}. \]

Now \( \eta \in D(A_l^{l-1}) \) implies \( \eta \in H^{2l-2}(\Omega) \) and \( \eta = \Delta \eta = \cdots = \Delta^{l-2} \eta = 0 \) on \( \partial \Omega \). Also \( A_2 \eta \in D(A_l^{l-1}) \) implies \( k \Delta \eta \in H^{2l-2}(\Omega) \) and \( \Delta \eta = \cdots = \Delta^{l-1} \eta = 0 \) on \( \partial \Omega \). Thus we have
\[ \eta \in H^{2l-2}(\Omega) \text{ and } k \Delta \eta \in H^{2l-2}(\Omega), \]
and thus there is a unique \( g \in H^{2l-2}(\Omega) \) such that \( \eta - k \Delta \eta = g \) holds. Moreover \( \eta \in H^{2l}(\Omega) \). This shows that
\[ D(A_l^0) \subset \{ \eta \in H^{2l}(\Omega) : \eta = \Delta \eta = \cdots = \Delta^{l-1} \eta = 0 \text{ on } \partial \Omega \}. \quad (21) \]

On the other hand if \( \eta \in H^{2l}(\Omega) \) and \( \eta = \Delta \eta = \cdots = \Delta^{l-1} \eta = 0 \) on \( \partial \Omega \) then \( A_2 \eta = -k \Delta \eta \in H^{2l-2}(\Omega) \) and \( A_2 \eta = \cdots = \Delta^{l-1}(A_2 \eta) = 0 \) on \( \partial \Omega \). Then by induction hypothesis \( \eta \in D(A_l^{l-1}) \) and \( A_2 \eta \in D(A_l^{l-1}) \) so that
\[ \{ \eta \in H^{2l}(\Omega) : \eta = \Delta \eta = \cdots = \Delta^{l-1} \eta = 0 \text{ on } \partial \Omega \} \subset D(A_l^0). \]

Combining this and (21) we obtain (19). Next we show that \( D(A_l^0) \subset H^{2l} \) is a continuous injection for all \( l \geq 1 \). To show that we will show that \( \| \eta \|_{H^{2l}} \to 0 \) as \( \| \eta \|_{D(A_l^0)} \to 0 \). We again use induction to show this fact. For the base case \( l = 1 \) observe that if \( \eta \in H^2(\Omega) \cap (H_0^1)_k(\Omega) \) then there exists a unique \( g \in L_2^2(\Omega) \) such that
\[ \eta - k \Delta \eta = g, \]
and
\[ \| \eta \|_{H^2} \leq C \| g \|_{L_2^2} \leq 2C^2(\| \eta \|_{L_2^2} + \| \Delta \eta \|_{L_2^2}). \]

Clearly, \( \| \eta \|_{D(A_2)} \to 0 \) implies \( \| \eta \|_{L_2^2}, \| \Delta \eta \|_{L_2^2} \to 0 \) and thus \( \| \eta \|_{H^2} \to 0 \). Let us assume that the same holds for \( l - 1 \), i.e. \( D(A_l^{l-1}) \subset H^{2l-2} \) be a continuous injection. Let \( \eta \in D(A_l^0) \). Then \( -k \Delta \eta \in H^{2l-2} \) and using similar argument as above we see that
\[ \| \eta \|_{H^{2l}} \leq 2C^2(\| \eta \|_{H^{2l-2}} + \| \Delta \eta \|_{H^{2l-2}}). \]

Thus \( \| \eta \|^2_{D(A_l^0)} = \sum_{i=0}^{l} \| A_2^i \eta \|^2_{L_2^2} = \| A_2 \eta \|^2_{L_2^2} + \| \eta \|^2_{D(A_l^{l-1})}. \)
Therefore \( \| \eta \|_{D(A_l^0)}^2 \to 0 \implies \| \eta \|^2_{D(A_l^{l-1})} \to 0. \) This shows that \( \| \eta \|_{H^{2l-2}}, \| \Delta \eta \|_{H^{2l-2}} \to 0 \) and hence \( \| \eta \|_{H^{2l}} \to 0 \). This completes the induction. Thus
\[ \eta \in C^m((0, \infty), H^{2l}(\Omega)) \forall \ m \in \mathbb{N}. \]

By one of the corollaries of Sobolev embedding theorem there is an \( l > m \) such that the injection \( H^l(\Omega) \subset C_m(\overline{\Omega}) \) is continuous. Therefore the injection \( H^{2l}(\Omega) \subset H^l(\Omega) \subset C^m(\overline{\Omega}) \) is continuous and consequently
\[ \eta \in C^m((0, \infty), C_m(\overline{\Omega})) \forall \ m \in \mathbb{N}. \]

Hence we can conclude that
\[ \eta \in C^\infty([\varepsilon, \infty) \times \overline{\Omega}) \forall \varepsilon > 0. \]

This completes the proof. \( \square \)
Multiplicative perturbation of the laplacian arises in many physical phenomena e.g. in the theory of wave propagation in non-homogeneous media. The operator has been studied in appropriate weighted function spaces see [11, 2]. In our case the multiplicative perturbation $k \Delta$ leads to an image driven perturbation because of the $k$ factor which depends on the image $f$. The authors in [2] derive an approximation for the kernel of the associated semigroups by positive linear integral operators

$$G_m(f)(x) = \left(\frac{m}{4\pi k(x)}\right)^{n/2} \int_{\mathbb{R}^n} f(y) \exp \left(-\frac{m}{4k(x)}\|x - y\|^2\right) dy.$$  \hspace{1cm} (22)

Using the above kernel one can design an appropriate stencil for convolution. It is also interesting to note that the stencil size varies with respect to the image intensity. This aspect we will discuss in a forthcoming paper. Let us now consider the Gaussian kernel associated with the operator $k \Delta$

$$G_k(x, t) := \frac{1}{4\pi k(x)t} \exp \left(-\frac{|x|^2}{4k(x)t}\right).$$

The perturbation $k$ plays an important role in controlling the rate of diffusion. If $k$ is large then the Gaussian becomes broader and shorter and if it is small then the Gaussian is thinner and taller. Using the boundedness of $k$, i.e. $a_1 \leq k(x) \leq a_2$ we can obtain an estimate of the $p$-norm of $G_k(x, t)$ as the following lemma shows.

**Lemma 3.** Let $n = 2$. Then

$$|G_k(x, t)|_p \leq C_k t^{(1-p)/p},$$

where the constant

$$C_k = \frac{1}{4\pi a_1} \left(\frac{4\pi a_2}{p}\right)^{1/p}.$$

**Proof.**

$$\|G_k(x, t)\|_p^p = \int_{\mathbb{R}^2} \left(\frac{1}{4\pi k(x)t}\right)^p \exp \left(-\frac{p|x|^2}{4k(x)t}\right) dx \leq \left(\frac{1}{4\pi a_1 t}\right)^p \int_{\mathbb{R}^2} \exp \left(-\frac{p|x|^2}{4k(x)t}\right) dx \leq \left(\frac{1}{4\pi a_1 t}\right)^p \int_{\mathbb{R}^2} \exp \left(-\frac{p|x|^2}{4a_2 t}\right) dx.$$

Make a change of variable $x = (ta_2/p)^{1/2} y$. Thus we obtain

$$\|G_k(x, t)\|_p^p \leq \left(\frac{1}{4\pi a_1 t}\right)^p \left(\frac{ta_2}{p}\right)^{1/2} \int_{\mathbb{R}^2} \exp \left(-\frac{|y|^2}{4}\right) dy = 4\pi \left(\frac{1}{4\pi a_1}\right)^p \left(\frac{a_2}{p}\right)^{1/2} t^{1-p}.$$

Thus

$$\|G_k(x, t)\|_p \leq \frac{1}{4\pi a_1} \left(\frac{4\pi a_2}{p}\right)^{1/p} t^{(1-p)/p} \leq C_k t^{(1-p)/p}.$$
To conclude the discussion on the transformation we have to also ensure that nothing bad happens due to the inverse transformation

$$R^{-1} = \Delta^{-1} \begin{bmatrix} \partial_y & \partial_x \\ -\partial_x & \partial_y \end{bmatrix},$$

where $\Delta^{-1}$ is the inverse of the Laplacian. Indeed, this is the case by the virtue of the ellipticity of the Cauchy-Riemann operator. It is well known (see for instance [10, 5]) that $R^{-1}$ is a bounded operator of order $-1$ in the Sobolev space $H^m \times H^m$; i.e., we have $R^{-1} : H^m \times H^m \to H^{m+1} \times H^{m+1}$ as a bounded bijective operator.

### 2.3 Approximating the CEC based Model

In this section we show that for a specific choice of the additional constraint our model closely approximates the CEC based model. To establish this we first consider the two constrained optimization problem and their associated augmented Lagrangian framework.

Consider the CEC based model:

$$\min_v J_C(v) = \int_\Omega (f_t + \nabla \cdot (f v))^2 + \alpha \int_\Omega (\|\nabla \bar{u}\|^2 + \|\nabla \bar{v}\|^2),$$

subject to the constraint

$$Bv := \nabla f \cdot v = -f_t =: c. \tag{24}$$

where $v = (\bar{u}, \bar{v})$ and $\alpha$ is the regularization parameter. For simplicity in computation throughout this section we fix $\beta = 1, \phi(f) = f^2, \psi = (\nabla \cdot u)^2$. Let us denote the function spaces $V = H^1(\Omega) \times H^1(\Omega)$ and $H = L^2(\Omega)$. For the purpose of analysis we replace the bounded constraint with an equality constraint. We now consider the augmented Lagrangian $\mathcal{L}_\mu : V \times H \to \mathbb{R}, \mu > 0$ for the problem (23)-(24) defined as:

$$\mathcal{L}_\mu(v, \lambda_1) = J_1(v) + \frac{\mu}{2} \|Bv - c\|^2 + \langle \lambda_1, Bv - c \rangle. \tag{25}$$

The associated constrained optimization problem of our model is

$$J_R(v) = \int_\Omega f^2(\nabla \cdot v)^2 + \alpha \int_\Omega (\|\nabla \bar{u}\|^2 + \|\nabla \bar{v}\|^2), \tag{26}$$

subject to the constraint

$$Bv = c. \tag{27}$$

The associated Augmented Lagrangian then becomes

$$\mathcal{L}_\mu(v, \lambda_1) = J(v) + \frac{\mu}{2} \|Bv - c\|^2 + \langle \lambda_1, Bv - c \rangle. \tag{28}$$

The relation between the functional $J_{HS}, J_R$ and the continuity model formulation

$$J_C(u) = \int_\Omega (f_t + \nabla \cdot (f u))^2 + \alpha \int_\Omega (\|\nabla u\|^2 + \|\nabla v\|^2), \tag{29}$$

can be easily seen to satisfy

$$J_C(u) = J_{HS}(u) + J_R(u) + K(u),$$

where
where

$$K(u) = 2 \int_{\Omega} (f_i + \nabla f \cdot u)(f \nabla \cdot u).$$

By the Cauchy-Schwarz inequality we have $|K(u)|^2 \leq 2\|f_i + \nabla f \cdot u\|^2_2 \|f \nabla \cdot u\|^2_2$. Thus,

$$J_C(u) = J_R(u) + O(\sqrt{\epsilon}) \quad \text{whenever} \quad \|f_i + \nabla f \cdot u\|_2 = O(\epsilon). \quad (30)$$

Heuristically arguing, we can take motivation from (30) and adopt a two phase strategy where we first determine the minimizer of $J_{HS}$ and use this minimizer as an initial condition in the evolutionary PDE associated with (5). Although our model is not derived by a rigorous fluid mechanics, we still demonstrate that our results closely approximate the physics based models for this particular choice of $\phi$ and $\psi$. For the remaining discussions in this section we closely follow the results in [13, Chapter 3].

**Definition.** A point $(u, \lambda)$ is said to be a saddle point of (25) if

$$L_\mu(u, \lambda_1) \leq L_\mu(u, \lambda) \leq L_\mu(v, \lambda) \quad \forall (v, \lambda_1) \in V \times H. \quad (31)$$

**Lemma 4.** $(u, \lambda)$ is a saddle point of (25) iff $u$ solves the variational problem (23)-(24).

**Proof.** Let $u$ solve the variational problem (23)-(24). Then

$$L_\mu(u, \lambda_1) = L_\mu(u, \lambda),$$

since $Bu = c$. Also $J_R(u) \leq J_R(v)$ for all $v$ since $u$ solves (23). This leads to the second inequality

$$L_\mu(u, \lambda) \leq L_\mu(v, \lambda).$$

Conversely assume that (31) holds. Then by the first inequality we have

$$\langle \lambda_1, Bu - c \rangle \leq \langle \lambda, Bu - c \rangle \quad \text{implies} \quad \langle \lambda_1 - \lambda, Bu - c \rangle \leq 0,$$

from which we conclude $Bu = c$. From the second inequality we have

$$J_C(u) + \frac{\mu}{2}\|Bu - c\|^2 + \langle \lambda, Bu - c \rangle \leq J_C(v) + \frac{\mu}{2}\|Bv - c\|^2 + \langle \lambda, Bv - c \rangle,$$

for all $v \in V$. We make a change of variable $v = u + t(w - u)$ for all $w \in V$ and $0 \leq t \leq 1$. Now

$$\langle \lambda, Bv - c \rangle - \langle \lambda, Bu - c \rangle = \langle \lambda, B(u + t(w - u)) - c \rangle - \langle \lambda, Bu - c \rangle = \langle \lambda, B(u + t(w - u)) - c - Bu + c \rangle = t\langle \lambda, B(w - u) \rangle. \quad (32)$$

Similarly

$$\frac{\mu}{2}\|Bv - c\|^2 - \frac{\mu}{2}\|Bu - c\|^2 = \frac{\mu}{2}\|B(u + t(w - u)) - c\|^2 - \frac{\mu}{2}\|Bu - c\|^2 = \frac{\mu t^2}{2}\|B(w - u)\|^2. \quad (33)$$

Finally combining the terms we obtain

$$J_C(u + t(w - u)) - J_C(u) + t\langle \lambda, B(w - u) \rangle + \frac{\mu t^2}{2}\|B(w - u)\|^2 \geq 0.$$
By convexity of $J_C$ we get

$$t(J_C(w) - J_C(u)) + t\langle \lambda, B(w - u) \rangle + \frac{\mu t^2}{2} \|B(w - u)\|^2 \geq 0.$$ 

Dividing throughout by $t$ and taking limit as $t \to 0$ we obtain

$$J_C(w) - J_C(u) + \langle \lambda, B(w - u) \rangle \geq 0 \quad \forall w \in V \text{ and } \lambda \in H. \quad (34)$$

Consequently $u$ solves the variational problem (23).

**Lemma 5.** The tuple $(u, \lambda)$ is also the saddle point of the unconstrained optimization problem (28).

Observe that the augmented Lagrangian (25) can be reformulated as

$$L_{\tilde{\mu}}(v, \lambda_1) = J(v) + \frac{\tilde{\mu}}{2} \|Bv - c\|^2 + \langle \lambda_1 + 2f \nabla \cdot v, Bv - c \rangle. \quad (35)$$

The parameter $\tilde{\mu}$ can be chosen as large as necessary. The unknown $\lambda_1$ is obtained by the Uzawa iteration

$$\lambda_1^{(n+1)} = \lambda_1^{(n)} + 2f d^{(n)} + \rho^{(n)}(Bv^{(n)} - c), \quad (36)$$

where $d^{(n)} = \nabla \cdot v^{(n)}$. In general it is not known whether the term $fd^{(n)}$ remains bounded or blow up. But because of the implicit diffusion phenomena governing the divergence of the flow we can rely upon the semigroup techniques to validate that this term actually remains bounded. In the subsequent section we will demonstrate the effect of diffusion on both the constraints. In fact by the causality property derived by the semigroup theory it is evident that the decoupled system essentially retains the spatial structure of the divergence and vorticities emerging out of the initialization.

The starting point is the crude pixel correspondence obtained from the Horn and Schunck optical flow $v^{(0)}$ obtained within a tolerance limit $\delta_{HS}$ prescribed by Liu-Shen [19]. Observe that when the optical flow constraint is exactly satisfied then the formulations (23) and (26) coincide. However in reality due to numerical errors and approximations, the constraints are never exactly met. The algorithm above can be viewed in two phases where: in the first phase, it is purely diffusion while in the second phase it is the bounded constraint which in turn approximates the continuity equation constraint. This happens mainly because a part of the OFC is already embedded in the CEC.

This relaxation is allowed so that we do not move too far away from the constraint and to ensure that the tolerance $\epsilon_i^{(n)}$ doesn’t become too small. The updates $v^{(n)}$ happen by solving the Euler-Lagrange equations iteratively using standard finite difference techniques. $d^{(n)}$ is updated by the relation

$$d^{(n)} = S(t)d^{(n-1)},$$

where the map $S(t) : u_0 \mapsto u(t) := C_{k} \ast u_0$ form a linear, continuous semigroup of contractions in $L^2(\Omega)$. The key steps in the algorithm are actually (10-13). We reach here when the additional term is not within the convergence tolerance. We update the multiplier $\lambda_1^{(n)}$ of the Uzawa iteration. To show that the multipliers $\lambda_1^{(n)}$ converges we use the semigroup techniques. We proceed as follows. Consider the $i^{th}$ equation of (36):

$$\lambda_1^{(i+1)} - \lambda_1^{(i)} = 2f d^{(i)} + \rho^{(i)}(Bv^{(i)} - c), \quad 1 \leq i \leq n.$$
Algorithm 1 Bounded Constraint Algorithm

1: procedure BCA
2: Set $\lambda^{(0)}$, $\rho^{(0)}$. Choose $\epsilon_1^{(0)}$, $\epsilon_2^{(0)}$.
3: Obtain initial HS optical flow $v^{(0)}$
4: for $n = 1, 2, \ldots$ until convergence do
5: 
6: 
7: 
8: 
9: 
10: 
11: 
12: 
13: 
14: 
15: 
16: 
17: 
18: 
19: 

Adding the $n$ equations we obtain

$$\lambda^{(n+1)}_i - \lambda^{(0)}_i = 2f[d^{(n)} + \cdots + d^{(0)}] + \rho^{(n)}(Bv^{(n)} - c) + \cdots + \rho^{(0)}(Bv^{(0)} - c)$$

$$= 2f[S(t)^n d^{(0)} + \cdots + d^{(0)}] + \rho^{(n)}(Bv^{(n)} - c) + \cdots + \rho^{(0)}(Bv^{(0)} - c).$$

Therefore

$$\lambda^{(n+1)}_i - \lambda^{(0)}_i = 2f \left[ \sum_{i=0}^{n} S(t)^i d^{(0)} + \sum_{i=0}^{n} \rho^{(i)} (Bv^{(i)} - c) \right].$$

Hence

$$\|\lambda^{(n+1)}_i - \lambda^{(0)}_i\|_{L^2} \leq 2\|f\| \left[ \sum_{i=0}^{n} S(t)^i d^{(0)} + \sum_{i=0}^{n} \rho^{(i)} \|Bv^{(i)} - c\| \right]. \quad (37)$$

Let us first consider the second sum in (37). Following the algorithm we note that $\|Bv^{(n)} - c\| \leq C\epsilon_1^{(n)}$. Since the tolerance limit $\epsilon_1^{(n)}$ is tightened after every update, there exists a $N$ such that for $n > N$ we can choose a $M > 0$ such that $\epsilon_1^{(n)} \leq M/(n+1)^2$ as long as $\epsilon_1^{(n)} > 2\delta_{HS}$. Thus

$$\|Bv^{(n)} - c\| \leq C\frac{M}{(n+1)^2}.$$

Also as step (11) of the algorithm suggests the tuning parameter $\rho^{(n+1)}$ is assigned the value of the previous iteration $\rho^{(n)}$. Thus this value is fixed as long as the steps (10)-(13) run. Let us denote this fixed value by $m$. Combining these discussions we obtain

$$\sum_{i=0}^{n} \|\rho^{(i)}\| \|Bv^{(i)} - c\| \leq mCM \sum_{i=0}^{n} \frac{1}{(i+1)^2},$$
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which remains finite as \( n \) becomes large. Suppose it takes \( n \) iterations where \( \epsilon_1(n) > 2\delta_{HS} \). From the \( (n+1) \)-th iteration when \( \epsilon_{1+(n+j)} < 2\delta_{HS}, j = 1, 2, \ldots \) the upper bound becomes \( 2\delta_{HS} \). Combining we have

\[
\sum_{i=0}^{n} |\rho^{(i)}| \|Bv^{(i)} - c\| \leq r,
\]

where

\[
r = \max \left\{ \frac{\pi^2}{6} mCM, 2\delta_{HS} \right\},
\]

which remains finite as \( n \to \infty \). Since \( S(t) \) is a contraction we observe that as \( n \to \infty \) the series of operators in the first term of (37) converges to \((I - S(t))^{-1}\) which is a bounded operator. The shows the convergence of the multipliers \( \lambda_1^{(n)} \).

2.3.1 Details of the Bounded Constraint Algorithm (1)

Since the functionals in our work make it convenient for an efficient implementation of the augmented Lagrangian scheme we have lesser new variables. Based on the augmented Lagrangian scheme, the Bounded Constraint Algorithm (1) has outer and inner iterations. At the outer iterations, we formulate the modified augmented Lagrangian function and initialize the subproblem. The rest of the steps in the outer iterations check for convergence and update the penalty parameter. The inner iterations solve the subproblem and update the lagrange multiplier.

At the initialization step, we use Horn and Schunck (HS) optical flow estimator with an \( L^2 \) regularizer to obtain \( v^{(0)} \). For the continuity equation case, with this initialization, the results of the algorithm can be fine-tuned corresponding to the penalty parameter \( \mu \) with the key observation that the HS optical flow is also a divergence-free approximation for the continuity equation based fluid flow. This observation was also used by Liu-Shen to improve the rate of convergence in their implementation.

At step 5 of the outer iterations we discretize and solve the Euler-Lagrange equations of (5) for particular \( \phi \) and \( \psi \). For instance, for our main case corresponding to the continuity based model \( \phi = f^2 \) and \( \psi = (\nabla \cdot v)^2 \), the scheme is

\[
Pv^{(n+1)} = bv^{(n)}, \tag{38}
\]

where

\[
P := \begin{bmatrix}
\alpha + \frac{2\beta f^2}{\Delta x^2} & 0 \\
0 & \alpha + \frac{2\beta f^2}{\Delta y^2}
\end{bmatrix}, \quad bv^{(n)} = \begin{bmatrix}
\alpha(M * u^{(n)}) + \beta \frac{\partial}{\partial x} [f^2d^{(n)}] \\
\alpha(M * v^{(n)}) + \beta \frac{\partial}{\partial y} [f^2d^{(n)}]
\end{bmatrix}, \tag{39}
\]

and \( M \) is the nine point approximation stencil of the laplacian. As mentioned above

\[
d^{(n)} = G_k(\cdot, t) * d^{(n-1)},
\]

where \( G_k \) is the diffusion kernel associated with the operator \( k\Delta \). This semigroup structure allows the process to preserve the spatial characteristics of the divergence and the vorticities.

We subsequently check for the convergence criteria as mentioned in steps 6 and 7. If both the criteria are satisfied then the required approximation is met and the algorithm
terminates. If step 7 is not satisfied then we enter the inner iterations and run through steps 10 to 13 where we update the Lagrange multiplier $\lambda$ while the penalty parameter $\mu$ is not modified. For a sufficiently large $\mu$ we choose $\lambda$ as a function in $L^2(\Omega)$. The convergence of $\lambda^{(n)}$, which is discussed in the previous section, is critical for the well-posedness of the augmented Lagrangian approach.

The outer iteration steps 15 to 19 are executed when the convergence criteria in step 6 fail. In this case, first, the optical flow constraint is updated. Then, to preserve the convergence and to ensure no occurrence spurious updates the Lagrange multiplier is assigned the value from the previous iteration. However, in our case as the bounded constraint being a divergence-free approximation of the continuity model and by the continuity of the semigroup operators on the Sobolev space, the penalty parameter will be reasonably small. It is also important to note the order to which the tolerance $\epsilon^{(n)}_1$ is tightened in both the inner and outer iterations. Unlike the outer iterations, the inner iterations ensure the tolerance doesn’t fall too rapidly by considering a power 0.9.

3 Results

In this section, we show the running of Algorithm (1) on some example sets and compare our results with the Liu-Shen continuity based model. Since our algorithm is not based on coarse-to-fine implementation we only consider the single (finer) level implementation of Liu-Shen. Moreover, coarse-to-fine implementation has a bigger spatial neighbourhood and thus makes the flow isotropic.

We first consider the Oseen vertex pair and consider the case $\phi(f) = f^2$ and $\psi = (\nabla \cdot u)^2$ which approximates the continuity based model. The Oseen vortex pair is a synthetic PIV sequence of dimension $500 \times 500$. The vortices are placed centered at the positions (166.7, 250) and (333.3, 250). The circumferential velocity is given by $v_\theta = (\Gamma/2\pi r)[1 - \exp(-r^2/r_0^2)]$ with the vortex strength $\Gamma = \pm 7000$ pixels$^2$/s and vortex core radius $r_0 = 15$ pixels. For more details see [18].

![Figure 1: Oseen vortex pairs](image-url)
Figure 2 shows that the vorticity field obtained through our constraint-based refinement algorithm is very close to the Liu-Shen continuity equation based model (CEC). In the Liu-Shen implementation of CEC based model, the Lagrange multiplier in the HS-estimator is chosen to be 20 and in the Liu-Shen estimator, it is fixed at 2000. They observed that for a refined velocity field it does not significantly affect the velocity profile in a range of 1000–20,000 except the peak velocity near the vortex cores in this flow. The weight parameters $\alpha$ and $\beta$ in our algorithm are chosen to be 100 and 0.01 respectively. It was observed experimentally that the numerical scheme converges when the ratio $\beta/\alpha$ is less than or equal to $10^{-4}$.

In our experiment we have initialized $\lambda(0) = 0$. We studied the convergence rate of the $L^2$ norms of $f d^{(n)}$ and $B v^{(n)} - c$ with respect to the number of iterations. We observed the $L^2$ norm values of $f d^{(n)}$ falls rapidly from 1800 to 600 within 150 iterations after which the decay slowed down. This rapid decay can be explained by the ‘anisotropic’ Gaussian convolution (Equation 22) in the semigroup operator. Similarly the $L^2$ norm values of $B v^{(n)}$ fell from 214 to 196 over 200 iterations. This slow decay is because the optical flow constraint does not involve any derivatives of the unknowns $u$ and $v$ as a result of which the diffusion is slower. The tuning parameter $\rho$ was fixed at 0.5. Thus for the Oseen vortex pair the value $\|\lambda^{(n+1)}\|_{L^2}$ falls from 1907 to 698 over 150 iterations and then continues to decay at a slower rate. This numerical experimentation shows the convergence of $\lambda$. 
Performing a similar analysis as in [24] we plot the distribution of the $x$-component of the velocity to obtain Figure (3). This plot compares the distribution of the $x$-component of the velocity extracted from the grid images for the HS model, CEC model and our constraint-based refinement model. The profiling clearly shows the closeness of our algorithm to the continuity equation based model. From the figure, it is also seen how the Horn and Schunck model underestimates the flow components, especially near the vortex cores.

We now show the results for the cloud sequence. In this sequence, the movement of the fluid exhibits both formation of a vortex as well as a movement of fluid parcels. The distribution of the strength of the vortices in the cloud sequence obeys a Gaussian distribution of mean 0 and standard deviation of 3000 (pixels)$^2$/s.

The comparison of the vorticity plots are shown below:
As seen from Figure (5) the isotropic behaviour of the regularization is seen more on the continuity equation based implementation because of the denseness of the flow. Also by increasing the number of iterations we have observed that the effect of diffusion makes the vortices completely circular. The distribution of the $x$-component of the velocity for the cloud sequence is shown below. The Horn and Schunck estimator tends to over estimate at the peaks.

![Figure 5: Vorticity field of the Cloud sequence](image)

![Figure 6: Comparison between the distributions of the x-component of the velocity extracted from the grid images for the cloud sequence](image)
Figure (7) shows Jupiter’s white oval sequence. They are distinct storms on Jupiter’s atmosphere captured by NASA’s Galileo spacecraft at a time-lapse of one hour, see [18]. Due to its diversity, this is an interesting sequence for the application of optical flow methods. Firstly, the motion patterns are continuous in this sequence. Secondly, it was observed that the sun’s illumination influenced the subsequent frame considerably in a non-uniform way. To compensate the illumination effects one needs to adjust the illumination variation before applying the optical flow method. In the Liu-Shen implementation, an illumination correction is employed by normalizing the intensities and performing a local intensity correction using Gaussian filters. Figure (8) shows the results of their implementation of the CEC model.

Figure 8: CEC with illumination correction and $L^2$ regularization for Jupiter’s white oval sequence
The flow patterns are not very well captured in our constraint based refinement flow as seen in the first plot of Figure (9). This is because we have not taken into account the illumination correction for the dataset. The second plot in Figure (9) shows the refinement algorithm with illumination correction. As seen from the two vorticity fields the plot on which illumination correction has been applied captures the vortices better. This can be further illustrated with the distribution of the $x$-component of the velocity as shown below:

![Figure 9: Vorticity plot of the Jupiter’s white oval sequence](image)

(a) Our approach without illumination correction  
(b) Our approach with illumination correction

As seen from Figure (10) there is a large deviation near the vortex region when illumination correction is not taken into account. The deviation is minimized to a great extent as can be seen from the second image. The reason for our results (even with illumination
correction) not being close to the illumination corrected CEC is because of the direct dependency of the process on the image data.

Rather than correcting the illumination by modifying the scheme we choose a flow-driven refinement process (independent of image data) and perform a diffusion on the curl component. In order to achieve this, we consider the case \( \phi(f) = 1 \) and \( \psi = (\nabla_H \cdot \mathbf{u})^2 \) where \( \nabla_H \) is the Hamiltonian gradient also referred to as the symplectic gradient in literature [20]. Introducing the symplectic gradient switches the roles of divergence and curl in the Equation (10) and the analysis follows in the same lines.

\[
\phi(f) = 1, \quad \psi(u) = (\nabla_H \cdot u)^2
\]

Introducing the symplectic gradient switches the roles of divergence and curl in the Equation (10) and the analysis follows in the same lines.

Figure 11: Plots of the Jupiter’s white oval sequence with \( \phi(f) = 1, \psi(u) = (\nabla_H \cdot u)^2 \) and without illumination correction.

Figure (11)(a) gives the vorticity plot obtained by our constraint-based refinement process \( \phi(f) = 1 \) and \( \psi(u) = (\nabla_H \cdot u)^2 \) of Jupiter’s white oval sequence. The ovals are clearly seen in the figure. Figure (11)(b) gives the distribution of the \( x \)-component of the velocity given in Figure (11)(a) and illumination corrected CEC and illumination corrected HS flow estimators. It should be noted that the flow plots of our refinement process without illumination correction is close to the CEC with illumination correction.

Conclusion. In this work, we have proposed a general framework for a constraint-based refinement of optical flow using variational methods. We have studied the well-posedness and the regularity of the solutions using evolutionary PDE approach in a Hilbert space setting. We have also shown that our coupled system can be decoupled by the Cauchy-Riemann operator. The decoupled system leads to the diffusion of the curl and the multiplicative perturbation of the laplacian of the divergence of the flow. For a particular choice of additional constraints, we have shown that our model closely approximates the continuity equation based model. Finally, we have shown the results of our algorithm on different datasets. We have also compared and shown the effect of the image data term on the refinement process by considering two different additional constraints. We also believe that our approach to refinement of the optical flow can be extended to a learning paradigm.
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