COMPARISON OF WALDHAUSEN CONSTRUCTIONS

JULIA E. BERGNER, ANGÉLICA M. OSORNO, VIKTORIYA OZORNOVA,
MARTINA ROVELLI, AND CLAUDIA I. SCHEIMBAUER

Dedicated to the memory of Thomas Poguntke
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Introduction

Waldhausen’s approach to understanding higher $K$-theory [Wal85] allowed for more general inputs than previous approaches, of particular interest that of retractive spaces. His formulation is categorical in nature and has been reinterpreted and generalized in several different ways for different inputs in the literature, for example in [Bar16], [DK19], and [BGT13].

A unifying property of these variants, all called $S_\bullet$-constructions, is that their outputs are simplicial spaces which can then be used to construct algebraic $K$-theory. More recently, in many cases of interest, they have been shown in [DK19] and [GCKT18] to have the additional structure of a 2-Segal or decomposition space.

In our paper [BOO+18a], we develop a generalization of Waldhausen’s $S_\bullet$-construction whose input is given by an augmented stable double Segal space. The structure of this input is meant to capture the essential features of exact categories and generalizations thereof to which one often applies known $S_\bullet$-constructions. Furthermore, the output of our construction is still a 2-Segal space.

Here, we show that our $S_\bullet$-construction is indeed a generalization, in that it recovers previously developed ones, namely those for exact categories, stable $(\infty,1)$-categories, proto-exact $(\infty,1)$-categories, and Waldhausen’s relative $S_\bullet$-construction for exact functors. More specifically, we construct nerve functors for each of these kinds of inputs and we show in Theorems 2.3, 3.5, 4.4 and 5.14 that the respective outputs are augmented stable double Segal spaces.

**Theorem A.** The nerves of exact categories, stable $(\infty,1)$-categories, proto-exact $(\infty,1)$-categories, and exact functors are augmented stable double Segal spaces.

We go on to show in Theorems 2.18, 3.17, 4.5 and 5.15 that the generalized $S_\bullet$-construction from [BOO+18a] agrees with the previously existing ones from [Wal85], [Bar16], [BGT13], and [DK19].

**Theorem B.** The generalized $S_\bullet$-construction composed with the appropriate nerve functor is equivalent to the previous $S_\bullet$-constructions in each of these contexts.

Furthermore, these constructions recover those from our paper [BOO+18b], in which we treated a discrete version of the generalized $S_\bullet$-construction.

We summarize all variants in the following diagram, denoting the different variants of nerves by $N^e, N^s, N^{pe}$, and $N^{rel}$. 

![Diagram](image-url)
This work relates to a number of ideas currently being developed. For example, some work on higher dimensional $S_\bullet$-constructions in the context of higher Segal spaces has been done by Poguntke [Pog17], and it would be interesting to extend our approach to this context as well. We also note that the relative $S_\bullet$-construction we consider here does not use the notion of relative 2-Segal spaces of Walde [Wall6], and Young [You18]. Finally, a slight generalization of $N^{pe}$ should provide a nerve functor for Penney’s augmented proto-exact $(\infty, 1)$-categories [Pen17].

For sake of exposition, we start with the classical, most familiar setting of exact categories. Then we move to the homotopical context of stable $(\infty, 1)$-categories. Finally, we discuss the most general case of exact or proto-exact $(\infty, 1)$-categories, the proofs for which are straightforward generalizations of the previous two cases. In the last section, we change our input to exact functors between exact categories.

For the reader’s convenience, we include an appendix with some of the results we use concerning quasi-categories.

Acknowledgements. We would like to thank Toby Dyckerhoff for suggesting to look at the relative Waldhausen construction.

1. **Augmented stable double Segal objects**

Dyckerhoff and Kapranov define 2-Segal objects using higher-dimensional analogues of the Segal maps used to define Segal spaces, in the sense that they arise from polygonal decompositions of polygons [DK19]. They originally focus on 2-Segal spaces satisfying an additional unitality assumption, and these unital 2-Segal spaces exactly agree with the decomposition spaces of Gálvez-Carrillo, Kock, and Tonks [GCKT18]. However, a recent surprising result of Feller, Garner, Kock, Underhill-Proulx, and Weber [FGK+19] shows that every 2-Segal space is unital. We thus frequently omit the adjective “unital” unless we find it useful for clarification.

In this paper, we consider 2-Segal objects in groupoids and in simplicial sets; we refer to the latter as 2-Segal spaces. Roughly speaking, a 2-Segal
space can be thought of as a structure similar to a category up to homotopy, but in which composition might be multiply defined, or not defined at all. However, composition is associative whenever it is defined. For a more detailed discussion of this interpretation, we refer the reader to [DK19, §3.3].

We do not need the formal definitions here, since the comparisons that we make between 2-Segal objects are given by weak equivalences of groupoids or simplicial sets at each simplicial level. We refer the reader to [DK19] for a more rigorous treatment.

In our paper [BOO+18a], we establish an equivalence between 2-Segal objects and augmented stable double Segal objects, so we now turn to the definition of the latter, which is the structure of primary interest to us here. We give the definition in stages, and at times in specialized variants that are suitable for our purposes here.

Let $\mathcal{C}$ be a monoidal combinatorial model category, again with primary examples the model categories for groupoids and simplicial sets. We begin with double Segal objects, which model up-to-homotopy double categories. Informally, a double category consists of objects, horizontal morphisms, vertical morphisms, and squares, satisfying some compatibility conditions. (See [Ehr63], [FPP08] and [GP99] for details.) The two kinds of morphisms are reflected below in the two simplicial directions. Details for the interpretation of the following definition can be found in [Hau18].

**Definition 1.1.** A bisimplicial object $Y$ in $\mathcal{C}$ is a double Segal object if for every $q, r \geq 1$ the maps

$$Y_{q,r} \to \underbrace{Y_{q,1} \times \cdots \times Y_{q,1}}_{r}$$

and

$$Y_{q,r} \to \underbrace{Y_{1,r} \times \cdots \times Y_{1,r}}_{q}$$

are weak equivalences in $\mathcal{C}$. Here the left-hand map is induced by the inclusion of the spine into the standard $r$-simplex in the second variable, whereas the right-hand map is induced by the inclusion of the spine into the standard $q$-simplex in the first variable.

Continuing the analogy between double Segal objects and double categories, some of the bisimplicial structure will play the role of horizontal and vertical source and target maps, so we introduce the corresponding notation.

**Notation 1.2.** For ease of notation, we denote an object $([k], [\ell])$ in $\Delta \times \Delta$ simply by $(k, \ell)$. We denote by $s^h, t^h : (k, 0) \to (k, \ell)$ the maps given by identity in the first component and $0 \mapsto 0$ and $0 \mapsto \ell$ in the second component, respectively. We similarly denote by $s^v, t^v : (0, \ell) \to (k, \ell)$ the maps $(0 \mapsto 0, \text{id})$ and $(0 \mapsto k, \text{id})$, respectively.

Next we consider stability of a double Segal object. The idea behind stability is the following. If a double Segal object is taken to model an up-to-homotopy double category, then stability requires a square to be determined,
up to homotopy, by either its cospan or its span. The idea is to encode the analogue of squares being simultaneously cartesian and cocartesian but in the context of a double category.

Definition 1.3. A double Segal object $Y$ in $C$ is stable if the squares

$$
\begin{array}{ccc}
(0,0) & \xrightarrow{e^h} & (0,1) \\
\downarrow s^v & & \downarrow s^v \\
(1,0) & \xrightarrow{s^h} & (1,1)
\end{array}
\quad \text{and} \quad
\begin{array}{ccc}
(0,0) & \xrightarrow{e^h} & (0,1) \\
\downarrow e^v & & \downarrow e^v \\
(1,0) & \xrightarrow{e^h} & (1,1)
\end{array}
$$

induce weak equivalences

$$
Y_{0,1} \times_{Y_{0,0}} Y_{1,0} \xrightarrow{\sim} Y_{1,1} \xrightarrow{\sim} Y_{1,0} \times_{Y_{0,0}} Y_{0,1}.
$$

Remark 1.5. The above is not the original definition of stability given in [BOO+18a]. As we show therein, the two definitions are equivalent, and the one given here is better suited to our usage. The original definition asks for similarly defined maps

$$
Y_{0,r} \times_{Y_{0,0}} Y_{q,0} \xleftarrow{\sim} Y_{q,r} \xrightarrow{\sim} Y_{q,0} \times_{Y_{0,0}} Y_{0,r}
$$

to be weak equivalences for all $q, r \geq 1$. See also [Car18, Lemma 2.3.3].

Finally, we consider the extra data of an augmentation, which is encoded by modifying the category $\Delta \times \Delta$ by adjoining a terminal object.

Definition 1.6. Let $\Sigma$ be the category obtained from $\Delta \times \Delta$ by adding a new terminal object, denoted by $[-1]$;

$$
\begin{array}{ccc}
[-1] & \xrightarrow{r} & \\
\downarrow & & \downarrow \\
(0,0) & \xleftarrow{r} & (1,0) & \xleftarrow{r} & (2,0) & \cdots \\
\uparrow & & \uparrow & & \uparrow & \\
(0,1) & \xleftarrow{r} & (1,1) & \xleftarrow{r} & (2,1) & \cdots \\
\uparrow & & \uparrow & & \uparrow & \\
(0,2) & \xleftarrow{r} & (1,2) & \xleftarrow{r} & (2,2) & \cdots \\
\vdots & & \vdots & & \vdots & \ddots
\end{array}
$$

A preaugmented bisimplicial object in $C$ is a functor $Y: \Sigma^{\text{op}} \to C$, we denote the category of such functors by $C^{\Sigma^{\text{op}}}$.

The canonical inclusion $i: \Delta \times \Delta \to \Sigma$ allows us to extend Definitions 1.1 and 1.3 for stable and double Segal objects from bisimplicial objects to
preaugmented bisimplicial objects by requiring the condition in question on the underlying bisimplicial object; we refer the reader to [BOO+18a] for details.

We can now define augmented double Segal objects. While there is a more general definition of augmented bisimplicial object, the following definition is equivalent in the presence of the double Segal condition.

**Definition 1.7.** A preaugmented double Segal object \( Y \) in \( C \) is **augmented** if the composites

\[
\begin{align*}
Y_{1,0} &\xrightarrow{t} Y_{0,0} \\
Y_{0,0} &\xrightarrow{s} Y_{0,0}
\end{align*}
\]

(1.8)

\[
\begin{align*}
Y_{0,1} &\xrightarrow{h} Y_{0,0} \\
Y_{0,0} &\xrightarrow{t} Y_{0,0}
\end{align*}
\]

(1.9)

are weak equivalences in \( C \).

The ordinal sum \( \Delta \times \Delta \to \Delta \) extends to a functor \( p: \Sigma \to \Delta \) along the canonical inclusion \( i \) satisfying

\[
p((q,r) \to [-1]) := ([q+1+r] \to [0]).
\]

In particular, on objects \( p \) is given by

\[
p(q,r) := [q+1+r] \quad \text{and} \quad p(-1) := [0].
\]

The induced functor \( p^*: C^{\Delta^{op}} \to C^{\Sigma^{op}} \) admits a right adjoint \( p_*: C^{\Sigma^{op}} \to C^{\Delta^{op}} \) given by right Kan extension.

We now introduce our generalized \( S_\bullet \)-construction, the central object of study in this paper.

**Definition 1.10.** The **generalized \( S_\bullet \)-construction** is the functor \( S_\bullet = p_* \), the right adjoint to \( p^* \).

The main result of our previous paper is that this adjunction is indeed very strong, in the following sense.

**Theorem 1.11 ([BOO+18a]).** The adjoint pair \( (p^*, S_\bullet) \) induces a Quillen equivalence between a model structure for 2-Segal objects and a model structure for augmented stable double Segal objects.

The following example will be key in later arguments.

**Example 1.12 ([BOO+18a]).** Consider the preaugmented bisimplicial set

\[
W[n] := p^* \Delta[n].
\]

A careful verification shows that, for any \( n \geq 0 \), the preaugmented bisimplicial set \( W[n] \) is given by

\[
W[n]_{k,\ell} = \{(i_0, \ldots, i_k, j_0, \ldots, j_\ell) \mid 0 \leq i_0 \leq \cdots \leq i_k \leq j_0 \leq \cdots \leq j_\ell \leq n\}
\]
for any $k, \ell \geq 0$ and by

$$W[n]_{-1} = \{(i, i) \mid 0 \leq i \leq n\}.$$ 

Degeneracy maps are given by repeating the appropriate index, face maps by removing according to that index, and the augmentation map by the canonical inclusion. In particular, $W[0]$ is the representable functor associated to the object $[-1]$.

Informally, we can think of $W[n]$ as (the nerve of) a double category pictured below for $n = 4$:

$$
\begin{array}{cccc}
00 & \rightarrow & 01 & \rightarrow & 02 & \rightarrow & 03 & \rightarrow & 04 \\
\downarrow & & \downarrow & & \downarrow & & \downarrow & & \downarrow \\
11 & \rightarrow & 12 & \rightarrow & 13 & \rightarrow & 14 \\
\downarrow & & \downarrow & & \downarrow & & \downarrow \\
22 & \rightarrow & 23 & \rightarrow & 24 \\
\downarrow & & \downarrow & & \downarrow \\
33 & \rightarrow & 34 \\
\downarrow & & \downarrow \\
44
\end{array}
$$

(1.13)

The connection can be made more precise, in particular taking the augmentation into account, via the augmented nerve functor. Considering $W[n]$ as a discrete augmented stable bisimplicial space, one can show that for a preaugmented bisimplicial space $Y$, we can identify

$$S_n(Y) \cong \text{Map}_{\mathcal{S}et^{\Sigma^{op}}}(W[n], Y).$$

2. **The $S_\bullet$-construction for exact categories**

In this section, we first define a functor which takes an exact category to an augmented stable double Segal groupoid, which we call the exact nerve. Then we show that applying the generalized $S_\bullet$-construction to this output recovers more familiar $S_\bullet$-constructions for exact categories.

We use Keller’s reformulation [Kel90, §A.1] of Quillen’s original definition of an exact category [Qui73, §2]; we refer the reader to both references for more details.

**Definition 2.1.** An exact category consists of an additive category $\mathcal{A}$ together with a family $\mathcal{S}$ of exact sequences

$$A \xrightarrow{i} B \xrightarrow{p} C.$$

We refer to the map $i$ as an admissible monomorphism and the map $p$ as an admissible epimorphism, subject to the following axioms.

1. The family $\mathcal{S}$ is closed under isomorphisms.
2. The identity map of a zero object $id_0$ is an admissible epimorphism.
3. Admissible epimorphisms are closed under composition.
For any morphism \( f : C \to C' \) in \( \mathcal{A} \) and any admissible epimorphism \( p' : B' \to C' \), the pullback
\[
\begin{array}{ccc}
B & \longrightarrow & B' \\
\downarrow^p & & \downarrow^p' \\
C & \longrightarrow & C'
\end{array}
\]
exists and the map \( p \) is an admissible epimorphism.

For any morphism \( g : A \to A' \) in \( \mathcal{A} \) and any admissible monomorphism \( i : A \to B \), the pushout
\[
\begin{array}{ccc}
A & \longrightarrow & B \\
\downarrow^g & & \downarrow \\
A' & \longrightarrow & B'
\end{array}
\]
exists and the map \( i' \) is an admissible monomorphism.

We denote the subcategories of admissible monomorphisms and epimorphisms by \( \mathcal{M} \) and \( \mathcal{E} \), respectively.

An exact functor is an additive functor between exact categories which preserves exact sequences. We denote the category of exact categories and exact functors by \( \text{ExCat} \).

One can also formulate the axioms of an exact category in terms of the subcategories \( \mathcal{M} \) and \( \mathcal{E} \), which makes them easier to generalize to a homotopical version, as in \[\text{Bar13}\]; we discuss related ideas further in Section 4.

When no confusion arises, we denote an exact category \( (\mathcal{A}, \mathcal{S}) \) simply by \( \mathcal{A} \).

2.1. The exact nerve. Throughout this section, we assume that \( \mathcal{A} \) is an exact category and define a nerve-type construction which takes \( \mathcal{A} \) to an augmented stable double Segal groupoid. For any category \( \mathcal{A} \), we denote by \( \mathcal{A}_{\text{iso}} \) its maximal subgroupoid.

**Definition 2.2.** The exact nerve of an exact category \( \mathcal{A} \) is the preaugmented bisimplicial groupoid \( N^e \mathcal{A} : \Sigma^{op} \to \mathcal{Gpd} \) defined as follows.

1. The augmentation \((N^e \mathcal{A})_{-1}\) is the full subgroupoid of \( \mathcal{A}_{\text{iso}} \) spanned by the zero objects.
2. The groupoid in degree \((q, r)\) is the full subgroupoid \((N^e \mathcal{A})_{q,r}\) of \( \text{Fun}([q] \times [r], \mathcal{A})_{\text{iso}} \) consisting of \((q \times r)\)-grids in \( \mathcal{A} \) in which all horizontal morphisms are in \( \mathcal{M} \), all vertical morphisms are in \( \mathcal{E} \), and all squares are bicartesian.

The bisimplicial structure is induced by the bi-cosimplicial structure on the collection of categories \([q] \times [r]\) for \( q, r \geq 0 \). The additional map \((N^e \mathcal{A})_{-1} \to (N^e \mathcal{A})_{0,0}\) is the canonical inclusion of the groupoid of zero objects into the maximal subgroupoid of \( \mathcal{A} \).
Observe that since an exact functor preserves the collections $\mathcal{M}$ and $\mathcal{E}$ and the bicartesian squares, the exact nerve can be defined on exact functors and defines a functor

$$N^e : \mathcal{E}x\mathcal{C}at \rightarrow \mathcal{G}pd^{\text{op}}.$$ 

Let us look at (2) in more detail. Objects in $(N^e \mathcal{A})_{q,r}$ consist of diagrams $F : [q] \times [r] \rightarrow \mathcal{A}$ such that:

- for any $0 \leq i \leq q$ and $0 \leq j \leq r$, the morphism $F(i, j) \rightarrow F(i, k)$ is in $\mathcal{M}$;
- for any $0 \leq i \leq k \leq q$ and $0 \leq j \leq r$, the morphism $F(i, j) \rightarrow F(k, j)$ is in $\mathcal{E}$; and
- for any $0 \leq i \leq k \leq q$ and $0 \leq j \leq \ell \leq r$, the square

\[
\begin{array}{ccc}
F(i, j) & \rightarrow & F(i, \ell) \\
\downarrow & & \downarrow \\
F(k, j) & \rightarrow & F(k, \ell)
\end{array}
\]

is bicartesian.

The objects of this groupoid can be pictured as diagrams in $\mathcal{A}$ of the form

The remainder of this subsection contains the proof of the following theorem, which in particular shows that the exact nerve functor factors though the full subcategory of augmented stable double Segal groupoids.

**Theorem 2.3.** The exact nerve $N^e(\mathcal{A})$ is an augmented stable double Segal groupoid.

Since the conditions of being stable, augmented, and double Segal are given by conditions described in terms of homotopy pullbacks, we first need a good model for homotopy pullbacks of groupoids. To this end, we recall the model structure on groupoids, which can be found in [Hol08, Theorem 2.1].

**Proposition 2.4.** The category $\mathcal{G}pd$ of groupoids admits a model structure, often called the canonical model structure, in which the weak equivalences are equivalences of categories. The fibrations are the isofibrations, which are functors that have the right lifting property with respect to the inclusions
Remark 2.5. A useful fact, which can be observed from the definition of isofibration, is that the inclusion of some of the connected components of a groupoid is in fact an isofibration.

Homotopy pullbacks in this model structure are often referred to as 2-pullbacks. We denote by $D \times^2_F G$ the 2-pullback of a diagram of groupoids

\[ D \to F \leftarrow G. \]

In particular, the 2-pullback construction is invariant under equivalences of groupoids.

The usual nerve construction for groupoids defines a right Quillen functor between the canonical model structure on $Gpd$ and the model structure on $sSet$ due to Quillen. Indeed, even more is true: both weak equivalences and fibrations are created in $sSet$, as shown in [Hol08, Lemma 2.4].

Hence, given a preaugmented bisimplicial groupoid $N^n A$ we can compose with the nerve functor to obtain the preaugmented bisimplicial space

\[ \Sigma^{op} N^n A \to Gpd \to sSet. \]

Observe that the conditions for being double Segal, augmented, and stable are described using homotopy pullbacks. Using the properties of the nerve above, we can see that a preaugmented bisimplicial groupoid satisfies those conditions precisely when its geometric realization satisfies the same conditions in the context of preaugmented bisimplicial spaces. In particular, the same fibrancy properties continue to hold in the model structure for groupoids.

With this close relationship between groupoids and simplicial sets in mind, we consider the following special case of [DK19, Proposition 1.3.8].

**Proposition 2.6.** For any diagram of groupoids $D \to F \leftarrow G$, the nerve of the 2-pullback $D \times^2_F G$ yields a model for the homotopy pullback of the corresponding nerves. In other words, the canonical map

\[ N(D \times^2_F G) \to N^h \times^h N^h G \]

is a weak equivalence of simplicial sets.

With the previous proposition in hand, we can show that the homotopy pullbacks that we need to establish the double Segal, stability, and augmentation conditions can be modeled by strict pullbacks. We first look at the homotopy pullback used in the augmentation condition. A similar argument appears in the proof of [Pen17, Proposition 3.16].
Lemma 2.7. The canonical map

\[(N^e A)_{-1} \to (N^e A)_{0,0}\]

is an isofibration of groupoids. Therefore a strict pullback along this map is a model for the 2-pullback; in particular, there is an equivalence of categories

\[
(N^e A)_{1,0} \times_{(N^e A)_{0,0}} (N^e A)_{-1} \simeq (N^e A)_{1,0} \times_{(N^e A)_{0,0}} (N^e A)_{-1}.
\]

Proof. The map \((N^e A)_{-1} \to (N^e A)_{0,0}\) is the inclusion of a connected component of the groupoid \((N^e A)_{0,0}\). By Remark 2.5 it is an isofibration, so by Proposition 2.6 the pullback in the statement of the lemma is in fact a homotopy pullback.

We now look at a similar result which can be applied to the homotopy pullbacks defining the double Segal and stability conditions. The proof relies on a technical argument similar to the proof of Proposition 2.6, but in the context of functors \(\Sigma^{op} \to sSet\) rather than \(\Delta^{op} \to sSet\). We give more details of a very similar proof in a more general context in Lemma 3.7.

Lemma 2.8. For any injective map \(\theta : [q] \to [q']\) in \(\Delta\) the induced map

\[(N^e A)_{q',r} \to (N^e A)_{q,r}\]

is an isofibration of groupoids. In particular, for any \(0 \leq i \leq q\) there is an equivalence of categories

\[
(N^e A)_{i,r} \times_{(N^e A)_{0,r}} (N^e A)_{q-i,r} \simeq (N^e A)_{i,r} \times_{(N^e A)_{0,r}} (N^e A)_{q-i,r}.
\]

Remark 2.9. These two lemmas facilitate the verification that the exact nerve of an exact category \(A\) is an augmented stable double Segal groupoid. For example, when \(q = 2\), \(i = 1\), and \(r\) is arbitrary, via the previous lemma we can conclude that the 2-pullback

\[
(N^e A)_{1,r} \times_{(N^e A)_{0,r}} (N^e A)_{1,r}
\]

which appears in the double Segal condition can be modelled by an actual pullback.

With these results, we now proceed to prove the main result of this section, namely, that \(N^e A\) is an augmented stable double Segal groupoid.

Proposition 2.10. The preaugmented bisimplicial groupoid \(N^e A\) is double Segal.
Proof. We need to show that the maps

\[(2.11) \quad (N^eA)_{q,r} \to (N^eA)_{i,r} \times_{(N^eA)_{q,0}} (N^eA)_{q-i,r} \quad \text{and} \quad (2.12) \quad (N^eA)_{q,r} \to (N^eA)_{q,i} \times_{(N^eA)_{q,0}} (N^eA)_{q-r,i}\]

are equivalences. For simplicity, we focus on the latter case for \(q = 1, r = 2\); the other cases can be proved similarly.

Observe that the map

\[(N^eA)_{1,2} \to (N^eA)_{1,1} \times_{(N^eA)_{1,0}} (N^eA)_{1,1}\]

sends a \((1 \times 2)\)-grid of bicartesian squares to the pair of of squares given therein:

\[
\begin{array}{ccc}
  d_{00} & \to & d_{02} \\
  \downarrow & & \downarrow \\
  d_{10} & \to & d_{12}
\end{array}
= \begin{array}{ccc}
  (d_{00} & \to & d_{01} \to & d_{02} \\
  \downarrow & & \downarrow & & \downarrow \\
  d_{10} & \to & d_{11} & \to & d_{12}
\end{array}
\]

We construct an inverse map; showing that it is indeed an inverse equivalence is straightforward. Since the composite of bicartesian squares is still bicartesian, the assignment that glues together two bicartesian squares with a common edge, represented as:

\[
\begin{array}{ccc}
  (d_{00} & \to & d_{01} \to & d_{02} \\
  \downarrow & & \downarrow & & \downarrow \\
  d_{10} & \to & d_{11} & \to & d_{12}
\end{array}
\]

\[
\begin{array}{ccc}
  d_{00} & \to & d_{01} \to & d_{02} \\
  \downarrow & & \downarrow & & \downarrow \\
  d_{10} & \to & d_{11} & \to & d_{12}
\end{array}
\]

\[
\begin{array}{ccc}
  d_{00} & \to & d_{01} \to & d_{02} \\
  \downarrow & & \downarrow & & \downarrow \\
  d_{10} & \to & d_{11} & \to & d_{12}
\end{array}
\]

\[
\begin{array}{ccc}
  d_{00} & \to & d_{01} \to & d_{02} \\
  \downarrow & & \downarrow & & \downarrow \\
  d_{10} & \to & d_{11} & \to & d_{12}
\end{array}
\]

By Lemma 2.8 we conclude that the map \((2.12)\) for \(q = 1, r = 2\) is also a weak equivalence. Using a similar argument for the other double Segal maps \((2.11)\), we obtain that \(N^eA\) is double Segal. \(\square\)

**Proposition 2.13.** The preaugmented bisimplicial groupoid \(N^eA\) is stable.

**Proof.** First, observe that the map

\[(N^eA)_{1,1} \to (N^eA)_{1,0} \times_{(N^eA)_{0,0}} (N^eA)_{0,1}\]

that sends a bicartesian square to the cospan contained in it, depicted as
is an equivalence of groupoids.

Indeed, since in $\mathcal{A}$ every cartesian square is also bicartesian, an inverse equivalence

$$\left( N^e \mathcal{A} \right)_{1,0} \times_{\left( N^e \mathcal{A} \right)_{0,0}} \left( N^e \mathcal{A} \right)_{0,1} \rightarrow \left( N^e \mathcal{A} \right)_{1,1}$$

can be defined by functorially choosing pullbacks for each cospan

$$\begin{array}{ccc}
  c_{01} & \xrightarrow{c_{11}} & c_{01} \\
  \downarrow & & \downarrow \\
  c_{10} & \xrightarrow{c_{11}} & c_{11}.
\end{array}$$

By Lemma 2.8, the map

$$\left( N^e \mathcal{A} \right)_{1,1} \rightarrow \left( N^e \mathcal{A} \right)_{1,0} \times_{\left( N^e \mathcal{A} \right)_{0,0}} \left( N^e \mathcal{A} \right)_{0,1}$$

is thus also a weak equivalence. It can be proven similarly that the analogous map

$$\left( N^e \mathcal{A} \right)_{1,1} \rightarrow \left( N^e \mathcal{A} \right)_{0,1} \times_{\left( N^e \mathcal{A} \right)_{0,0}} \left( N^e \mathcal{A} \right)_{1,0}$$

is also an equivalence of groupoids. Applying Definition 1.3 we conclude that $N^e \mathcal{A}$ is stable. □

**Proposition 2.14.** The double Segal groupoid $N^e \mathcal{A}$ is augmented.

**Proof.** Consider the source map

$$\left( N^e \mathcal{A} \right)_{1,0} \times_{\left( N^e \mathcal{A} \right)_{0,0}} \left( N^e \mathcal{A} \right)_{1,0} \rightarrow \left( N^e \mathcal{A} \right)_{1,0} \rightarrow \left( N^e \mathcal{A} \right)_{0,0}.$$

We claim that this map is an equivalence of groupoids; an inverse equivalence is given by sending an object to the unique vertical arrow to a fixed zero object 0. To clarify, the original source map can be depicted by the assignment on the left, and the inverse equivalence by the one on the right:

$$\begin{pmatrix} c_{00} \\ a_{10} \end{pmatrix} \quad \rightarrow \quad c_{00}, \quad c_{00} \quad \rightarrow \quad \begin{pmatrix} c_{00} \\ 0 \end{pmatrix}.$$

Once again using Lemma 2.7, we have that the map

$$\left( N^e \mathcal{A} \right)_{1,0} \times_{\left( N^e \mathcal{A} \right)_{0,0}} \left( N^e \mathcal{A} \right)_{1,0} \rightarrow \left( N^e \mathcal{A} \right)_{0,0}$$

is also a weak equivalence. By a similar argument the map in the other simplicial direction

$$\left( N^e \mathcal{A} \right)_{0,1} \times_{\left( N^e \mathcal{A} \right)_{0,0}} \left( N^e \mathcal{A} \right)_{0,1} \rightarrow \left( N^e \mathcal{A} \right)_{0,0},$$
is also an equivalence of groupoids. Using Definition 1.7 and Proposition 2.13, we conclude that \( N^e \mathcal{A} \) is augmented. □

2.2. Comparing \( S_\bullet \)-constructions for exact categories. Now that we have established that \( N^e \mathcal{A} \) is an augmented stable double Segal groupoid, we can apply our generalized \( S_\bullet \)-construction from Definition 1.10. To justify that this construction is indeed a generalization, we want to show that the result of applying it to \( N^e \mathcal{A} \) agrees with the output of the classical \( S_\bullet \)-construction applied to the exact category \( \mathcal{A} \).

There are two possible constructions to which we can compare our new one. Both make use of the category of arrows of \([n]\), denoted by \( \text{Ar}[n] := \text{Fun}([1],[n]) \). Roughly speaking, \( \text{Ar}[n] \) is an ordinary category that has the same shape as \( W[n] \) from Example 1.12. Based on that depiction, we refer to morphisms in the “horizontal” and “vertical” directions, as well as to the objects along the diagonal, namely those indexed by \( ii \) for some \( i \). We discuss the difference between \( \text{Ar}[n] \) and \( W[n] \) in more depth in Remark 2.19 below.

Given an (exact) category \( \mathcal{A} \), we can look at the category \( \text{Fun}(\text{Ar}[n],\mathcal{A}) \) of \( \text{Ar}[n] \)-diagrams in \( \mathcal{A} \) as well as its maximal subgroupoid \( \text{Fun}(\text{Ar}[n],\mathcal{A})_{\text{iso}} \). The first definition is the original one due to Waldhausen [Wal 85, §1.9].

**Definition 2.15.** The Waldhausen construction of an exact category \( \mathcal{A} \) is the simplicial groupoid \( S^W_\bullet(\mathcal{A}) \) defined as follows. For each \( n \geq 0 \), \( S^W_n(\mathcal{A}) \) is the the full subgroupoid of \( \text{Fun}(\text{Ar}[n],\mathcal{A})_{\text{iso}} \) consisting of diagrams of shape \( \text{Ar}[n] \) in \( \mathcal{A} \) in which all horizontal morphisms are in \( M \), all vertical morphisms are in \( \mathcal{E} \), all squares are bicartesian, and any element of the diagonal of \( \text{Ar}[n] \) is mapped to a specified zero object 0 of \( \mathcal{A} \).

The second \( S_\bullet \)-construction, which we denote by \( S^e_\bullet(\mathcal{A}) \), has been described by a number of authors, including Dyckerhoff and Kapranov in [DK19, §2.4], Gálvez-Carrillo, Kock, and Tonks in [GCKT18, §10.7], and Lurie in [Lur17, Remark 1.2.2.5]. Essentially, the definition is the same as Waldhausen’s but we allow for the elements along the diagonal to be any zero object of \( \mathcal{A} \), not a specified one.

While it is not surprising that one can allow for the use of multiple zero objects, we give a formal proof of the comparison between the two constructions.

**Proposition 2.16.** Let \( \mathcal{A} \) be an exact category. There is a levelwise equivalence of groupoids

\[
S^W_\bullet(\mathcal{A}) \simeq S^e_\bullet(\mathcal{A}).
\]

**Proof.** We build a canonical map \( S^W_\bullet(\mathcal{A}) \to S^e_\bullet(\mathcal{A}) \) that is a levelwise equivalence. If \( \mathcal{A}(\mathcal{A}) \) denotes the groupoid of zero objects of \( \mathcal{A} \) and 0 is a fixed
zero object, there is an isomorphism of groupoids
\[(2.17) \quad S^n_{Wald}(A) \cong \{0\}\times_{A(A)^{n+1}} S^n_e(A).\]

For each \(0 \leq q \leq n\) there is a map \(S^n_e(A) \to A(A)\), given by evaluating a diagram of shape \(\text{Ar}[n]\) at the object \((q,q)\), which is an isofibration. It follows that the pullback \((2.17)\) is a 2-pullback, and the map
\[S^n_{Wald}(A) \cong \{0\}\times_{A(A)^{n+1}} S^n_e(A) \to A(A)^{n+1} \times_{A(A)^{n+1}} S^n_e(A) \cong S^n_e(A)\]
induced by the categorical equivalence \(\{0\} \hookrightarrow A(A)\) is an equivalence of groupoids, as desired. \(\square\)

The following theorem shows that the generalized \(S_*\)-construction recovers the previous constructions for exact categories.

**Theorem 2.18.** Let \(A\) be an exact category. There is an isomorphism of groupoids
\[S^n_e(A) \cong S_*(N^eA).\]

**Remark 2.19.** The difference between \(\text{Ar}[n]\) and \(W[n]\) (depicted in (1.13)), which have essentially the same shape, comes to the fore in the course of proving this theorem, so it is important to distinguish the different contexts in which they live. An important heuristic difference between \(\text{Ar}[n]\) and \(W[n]\) is the following. In the former, we consider the diagram as a category, with all arrows being morphisms in a common category, and the depiction merely helps to organize the data. In the latter, there are two distinct kinds of morphisms, horizontal and vertical, for which the depiction as such is an essential feature; for example, a horizontal and a vertical morphism cannot be composed with one another. In particular, the nerve \(N\text{Ar}[n]\) has the structure of a (discrete) simplicial space, whereas \(W[n]\), as given in Example 1.12, is a (discrete) preaugmented bisimplicial space. The difference becomes key in our comparison here, since \(S^n_e(A)\) is given by diagrams indexed by the category \(\text{Ar}[n]\), whereas \(W[n]\) is more closely related to the \(S_*\)-construction of an augmented stable double Segal object. The next lemma identifies the correct framework in which to compare the two indexing shapes \(\text{Ar}[n]\) and \(W[n]\).
(a) The functor $T$ is part of a simplicial adjoint pair

$$L : \text{sSet}^{\Sigma^{op}} \rightleftarrows \text{sSet} : T.$$ 

(b) There is a natural acyclic cofibration

$$LW[n] \to NAr[n].$$ 

(c) The acyclic cofibration from (b) induces an isomorphism of categories

$$\tau_1(LW[n]) \to \tau_1(NAr[n]) \cong Ar[n].$$ 

(d) If $f : X \to Y$ is a map of simplicial sets inducing an isomorphism of categories $\tau_1(f) : \tau_1(X) \to \tau_1(Y)$, then for any category $\mathcal{D}$ the map $f$ induces an isomorphism of mapping spaces

$$\text{Map}_{\text{sSet}}(Y, N\mathcal{D}) \to \text{Map}_{\text{sSet}}(X, N\mathcal{D}).$$ 

We postpone the proof to the appendix, where we also recall more of the main ingredients involved, including background on quasi-categories.

Remark 2.21. Applying the functor $T$ to the ordinary nerve $N\mathcal{D}$ of a category $\mathcal{D}$, one can verify that $TN\mathcal{D}$ is the preaugmented bisimplicial simplicial set described as follows.

1. The augmentation is simply the nerve of $\mathcal{D}$:

$$(TN\mathcal{D})_{-1} = N\mathcal{D}.$$ 

2. For each $(q, r)$, we recover the nerve of the category of $(q \times r)$-grids in $\mathcal{D}$:

$$(TN\mathcal{D})_{q,r} = N\text{Fun}([q] \times [r], \mathcal{D}).$$ 

The bisimplicial structure is induced by the bi-cosimplicial structure on the collection of categories $[q] \times [r]$ for $q, r \geq 0$. The additional map $(TN\mathcal{D})_{-1} \to (TN\mathcal{D})_{0,0}$ is the identity map.

We now establish our desired comparison between $S_\bullet(\mathcal{A})$ and $S_\bullet(N^e\mathcal{A})$.

**Proof of Theorem 2.18.** The isomorphism of categories

$$\tau_1(LW[n]) \cong \tau_1(NAr[n]) \cong Ar[n]$$ 

from Lemma 2.20(c) induces, via Lemma 2.20(d) and Lemma 2.20(a), isomorphisms of simplicial sets

$$N\text{Fun}(Ar[n], \mathcal{A}) \cong \text{Map}_{\text{sSet}}(NAr[n], N\mathcal{A}) \cong \text{Map}_{\text{sSet}}(LW[n], N\mathcal{A}) \cong \text{Map}_{\text{sSet}}(W[n], TN\mathcal{A}).$$ 

In particular, because $N\text{Fun}(Ar[n], \mathcal{A})$ is a nerve of a category and hence a quasi-category, we can conclude that the simplicial set $\text{Map}_{\text{sSet}}^{\Sigma^{op}}(W[n], TN\mathcal{A})$ is a quasi-category.
We observe that for every \( n \) the nerve of the groupoid \( S^e_n(\mathcal{A}) \) is the maximal Kan complex contained in \( N \text{Fun}(\text{Ar}[n], \mathcal{A}) \) spanned by the objects of \( S^e_n(\mathcal{A}) \). On the other hand, taking advantage of the explicit description of \( T\mathcal{N} \mathcal{A} \) from Remark 2.21, one can identify \( S_n(\mathcal{N}^e(\mathcal{A})) \) with its nerve, which is the maximal Kan complex contained in \( \text{Map}_{\text{sSet}^{\text{op}}}(W[n], T\mathcal{N}\mathcal{A}) \) spanned by the objects of \( S_n(\mathcal{N}^e\mathcal{A}) \).

By comparing the object sets of \( S^e_n(\mathcal{A}) \) and \( S_n(\mathcal{N}^e\mathcal{A}) \), and implicitly applying the nerve functor to these groupoids, we see that the isomorphism from (2.22), restricts along the inclusions
\[
S^e_n(\mathcal{A}) \subset N \text{Fun}(\text{Ar}[n], \mathcal{A}) \quad \text{and} \quad S_n(\mathcal{N}^e(\mathcal{A})) \subset \text{Map}_{\text{sSet}^{\text{op}}}(W[n], T\mathcal{N}\mathcal{A})
\]
to an isomorphism of simplicial sets
\[
S^e_n(\mathcal{A}) \xrightarrow{\cong} S_n(\mathcal{N}^e\mathcal{A})
\]
as desired. \( \square \)

3. The \( S\bullet \)-construction for stable \((\infty,1)\)-categories

We now turn to variants of the \( S\bullet \)-construction whose input is some kind of \((\infty,1)\)-category; in this section we consider stable \((\infty,1)\)-categories.

We use the quasi-category model for \((\infty,1)\)-categories, for which a complete account can be found in [Joy08a] or [Lur09]. For any category \( D \) and quasi-category \( Q \) there exists a quasi-category \( Q_D \) of \( D \)-shaped diagrams in \( Q \) (see Definition A.2) and a notion of limit and colimit for any of such diagrams [Lur09, 1.2.13.4]. In particular, it makes sense to say when a square in \( Q \) is cartesian or cocartesian, and when an object of \( Q \) is initial or terminal. In particular, as for ordinary categories, a zero object is one which is both initial and terminal.

The theory of stable quasi-categories is developed by Lurie in [Lur17], and we follow the definitions given there. We are using the reformulation of the definition for stability from [Lur17, Proposition 1.1.3.4].

**Definition 3.1.** A quasi-category \( Q \) is stable if it has a zero object, all finite limits and colimits exist, and a square is cartesian if and only if it is cocartesian.

There is a natural notion of functor between stable quasi-categories which preserves this structure, called an exact functor [Lur17, §1.1.4]; we thus have a category of stable quasi-categories which we denote by \( \text{StQCat} \).

**Example 3.2.** Let \( \mathcal{M} \) be a stable combinatorial simplicial model category, such as the category of spectra in the sense of stable homotopy theory or the category of chain complexes of modules over a ring [SS03]. The underlying
quasi-category associated to $\mathcal{M}$ as in [Lur17, Definition 1.3.4.15] has the structure of a stable quasi-category, by means of [Lur09, Theorem 4.2.4.1 and Corollary 4.2.4.8]. An alternate but equivalent approach is given by Lenz [Len18].

3.1. The stable nerve. As for exact categories, our first goal is to define a nerve functor whose input is a stable quasi-category and whose output is a preaugmented bisimplicial space; we want to show that this output is in fact an augmented stable double Segal space.

We begin with the definition of the stable nerve. For any quasi-category $\mathcal{Q}$, we denote by $J(\mathcal{Q})$ the maximal Kan complex spanned by its vertices, as in Definition [A.12].

**Definition 3.3.** The stable nerve $N^s\mathcal{Q}$ of a stable quasi-category $\mathcal{Q}$ is the preaugmented bisimplicial space $N^s\mathcal{Q}: \Sigma^{op} \to sSet$ defined as follows.

1. The space in degree $(q, r)$ is the maximal Kan complex $(N^s\mathcal{Q})_{q, r} \subset J(\mathcal{Q}[q] \times [r])$

   spanned by $(q \times r)$- grids in $\mathcal{Q}$ with all squares bicartesian, i.e., diagrams $F: [q] \times [r] \to \mathcal{Q}$ such that for all $0 \leq i \leq k \leq q$ and $0 \leq j \leq l \leq r$, the square

   $\begin{array}{ccc}
   F(i, j) & \longrightarrow & F(i, \ell) \\
   \downarrow & & \downarrow \\
   F(k, j) & \longrightarrow & F(k, \ell)
   \end{array}$

   is bicartesian.

2. The augmentation space is the maximal Kan complex $(N^s\mathcal{Q})_{-1} \subset J(\mathcal{Q})$

   spanned by the zero objects of $\mathcal{Q}$.

The bisimplicial structure is induced by the bi-cosimplicial structure of the collection of categories of the form $[q] \times [r]$ for $q, r \geq 0$. The additional map $N^s\mathcal{Q}_{-1} \to N^s\mathcal{Q}_{0,0}$ is the canonical inclusion of the Kan complex of zero objects into $J(\mathcal{Q})$.

It is straightforward to check that the stable nerve can be defined on exact functors and hence defines a functor

$$N^s: St\mathcal{Q}Cat \to sSet^{\Sigma^{op}}.$$ 

**Remark 3.4.** In light of the construction in the previous section, it is worth noting what is perhaps a conspicuous absence of the two different flavors of morphisms which are used for the horizontal and vertical directions. The main idea is that in defining the stable nerve of a stable quasi-category, we have the desired conditions on the squares, even with only one kind of morphism that fills both roles. The distinction will be recovered in the still more general notion of (proto-)exact quasi-category in the next section.
For the rest of this section, assume that \(Q\) be a stable quasi-category. We want to show that the stable nerve functor factors through the subcategory of stable augmented double Segal spaces, via the following theorem.

**Theorem 3.5.** The stable nerve \(N^s(Q)\) is an augmented stable double Segal space.

As for the exact nerve, before proving this theorem, we need some technical results that allow us to model all homotopy pullbacks in question by ordinary pullbacks.

**Lemma 3.6.** The canonical map
\[
(N^s Q)_{-1} \rightarrow (N^s Q)_{0,0}
\]
is a Kan fibration. In particular, there is an equivalence of simplicial sets
\[
(N^s Q)_{1,0} \times (N^s Q)_{-1} \simeq (N^s Q)_{1,0} \times_{(N^s Q)_{0,0}} (N^s Q)_{-1}.
\]

*Proof.* We observe that \((N^s Q)_{-1}\) is a connected component of \((N^s Q)_{0,0}\). Indeed, it is the full sub-Kan complex spanned by the vertices given by zero objects, which are all equivalent to one another by [Lur 09, Proposition 1.2.12.9].

Given that the map \((N^s Q)_{-1} \rightarrow (N^s Q)_{0,0}\) is the inclusion of a connected component, it is a Kan fibration and the pullback is in fact a homotopy pullback. □

**Lemma 3.7.** For any injective map \(\theta: [q] \rightarrow [q']\) in \(\Delta\) the induced map
\[
(N^s Q)_{q',r} \rightarrow (N^s Q)_{q,r}
\]
is a Kan fibration between Kan complexes. In particular, for any \(0 \leq i \leq q\),
\[
(N^s Q)_{i,r} \times (N^s Q)_{q-1,r} \simeq (N^s Q)_{i,r} \times_{(N^s Q)_{0,r}} (N^s Q)_{q-1,r}.
\]

*Proof.* A rather technical argument, similar to the proof of Proposition A.16, shows that the bisimplicial space \(N^s Q\) is Reedy fibrant. Moreover, if we denote by \(\Delta[q,r]\) the bisimplicial set represented by an object \((q, r)\) of \(\Delta \times \Delta\), the map \(\theta\) induces a cofibration of bisimplicial sets
\[
\Delta[q, r] \rightarrow \Delta[q', r].
\]

It follows that the induced map
\[
(N^s Q)_{q',r} = \text{Map}(\Delta[q', r], i^*N^s Q) \rightarrow \text{Map}(\Delta[q, r], i^*N^s Q) = (N^s Q)_{q,r}
\]
is a Kan fibration, as desired. □

Just as in the previous section, the previous two lemmas allow us to verify the conditions for being augmented, stable, and double Segal using ordinary pullbacks; see Remark 2.9. With these results in hand, we are able to resume our proof that \(N^s Q\) is an augmented stable double Segal space.
Proposition 3.8. The preaugmented bisimplicial space $N^sQ$ is double Segal.

Proof. By Lemma 3.7, showing that the Segal map in the second simplicial direction is a weak equivalence is equivalent to showing that the map

$$\left( N^sQ \right)_{q,r} \longrightarrow \left( N^sQ \right)_{q,i} \times_{\left( N^sQ \right)_{q,0}} \left( N^sQ \right)_{q,r-i}$$

is a weak equivalence. We give the proof for $r = 2$, $i = 1$; the general case and the analogous maps in the other simplicial direction can be treated similarly.

The map (3.9) fits into a commutative square

$$\begin{array}{ccc}
\left( N^sQ \right)_{q,2} & \longrightarrow & \left( N^sQ \right)_{q,1} \\
\downarrow & & \downarrow \\
J(Q[q] \times [2]) & \longrightarrow & J(Q[q] \times [1]) \times_{J(Q[q] \times [0])} J(Q[q] \times [1]).
\end{array}$$

This diagram can be shown to be a pullback square. For instance, when $q = 1$, an element of $(N^sQ)_{1,2}$ essentially encodes two adjacent squares together with their composite such that all three squares are bicartesian. On the other hand, an element of the pullback of the diagram

$$J(Q[1] \times [2]) \rightarrow J(Q[1] \times [1]) \times_{J(Q[1] \times [0])} J(Q[1] \times [1]) \leftarrow (N^sQ)_{1,1} \times_{(N^sQ)_{1,0}} (N^sQ)_{1,1}$$

encodes precisely the data of two adjacent bicartesian squares and a choice of composite. By [Lur09, Lemma 4.4.2.1] the composite of bicartesian squares is automatically a bicartesian square.

The bottom map of the square (3.10) is a weak equivalence, as it can be identified with the Segal map

$$\Gamma(Q[q])_2 \cong \Gamma(Q[q])_1 \times_{\Gamma(Q[q])_0} \Gamma(Q[q])_1$$

of the simplicial space $\Gamma(Q[q])$ from Definition A.14, which is a Reedy fibrant Segal space by Proposition A.16. Moreover, for any $q$ the inclusion

$$(N^sQ)_{q,r} \longrightarrow J(Q[q] \times [r])$$

is a Kan fibration, as it is the inclusion of a connected component. By iterating Reedy’s Lemma (the dual to [Hir03, Lemma 7.2.15]), we obtain that the right vertical map of (3.10) is a Kan fibration. Since Quillen’s model structure on simplicial sets is right proper, it follows that the map (3.9) is a weak equivalence. We conclude that $N^sQ$ is double Segal. □

Proposition 3.11. The preaugmented bisimplicial space $N^sQ$ is stable.

20
Proof. By Lemma 3.7, showing that the stability map (1.4b) is a weak equivalence is equivalent to showing that the map
\[(N^s \mathcal{Q})_{1,1} \to (N^s \mathcal{Q})_{1,0} \times_{(N^s \mathcal{Q})_{0,0}} (N^s \mathcal{Q})_{0,1}\]
induced by \((t^v, t^h)\) is a weak equivalence. We identify this map using the full sub-quasi-category of squares of \(\mathcal{Q}\) spanned by those that are bicartesian which we denote by
\[\overline{\mathcal{Q}[1] \times [1]} \subset \mathcal{Q}[1] \times [1].\]
By [Lur09, Proposition 4.3.2.15] the restriction of the map
\[(\overline{\mathcal{Q}[1] \times [1]} : \mathcal{Q}[1] \times [1] \to \mathcal{Q}[1] \times [1],\]
sending a square to the cospan that it contains, is a Joyal equivalence. By Proposition A.13, the functor \(J\) commutes with pullbacks and sends Joyal equivalences of quasi-categories to weak equivalences of Kan complexes. Therefore the map
\[J(\overline{\mathcal{Q}[1] \times [1]}) \to J(\mathcal{Q}[1] \times [1]) \cong J(\mathcal{Q}[1]) \times J(\mathcal{Q}[1]),\]
obtained by applying \(J\) to the composite (3.13) is a weak equivalence. Observe that this map is precisely the map (3.12). The proof for the other stability map (1.4a) is similar. □

Proposition 3.14. The double Segal space \(N^s \mathcal{Q}\) is augmented.

In the proof we make use of Joyal’s fat slice construction from [Joy08a, §10] or [RV15, §2.4]. Roughly speaking, given a quasi-category \(\mathcal{Q}\) and a 0-simplex \(x\), the fat slice \(\mathcal{Q}/x\) over \(x\), which is given by
\[\mathcal{Q}/x := \mathcal{Q}[1] \times^x \Delta[0],\]
models the quasi-category of co-cones in \(\mathcal{Q}\) with vertex \(x\), generalizing the classical notion of slice in an ordinary category.

Proof. Fix a zero object \(z\) of \(\mathcal{Q}\). Then the map \(z : \Delta[0] \to (N^s \mathcal{Q})_{-1}\) is a weak equivalence. This fact, together with Lemma 3.6 implies that showing that the augmentation map (1.8) is a weak equivalence is equivalent to showing that the map
\[(N^s \mathcal{Q})_{1,0} \times_{(N^s \mathcal{Q})_{0,0}} \Delta[0] \to (N^s \mathcal{Q})_{1,0} \to (N^s \mathcal{Q})_{0,0}\]
induced by the projection is a weak equivalence. To establish this weak equivalence, consider the fat slice \(\mathcal{Q}/z\). Note that there is a canonical identification of \(J(\mathcal{Q}/z)\) with the source of (3.15), which can be seen by unpacking the construction of the fat slice \(\mathcal{Q}/z\). By [Joy08a, §10.3], the source map
\[s : \mathcal{Q}/z \to \mathcal{Q}[1] \to \mathcal{Q},\]
is a Joyal equivalence. Hence, its image under $J$, which is precisely \eqref{3.15}, is a weak equivalence. The argument for the analogous map \eqref{1.9} is similar. \hfill \Box 

3.2. Comparing $S_\bullet$-constructions for stable quasi-categories. We now show that applying our generalized $S_\bullet$-construction to the stable nerve recovers the $S_\bullet$-construction for stable quasi-categories as considered by Lurie \cite[Remark 1.2.2.5]{Lur17}, Blumberg, Gepner, and Tabuada \cite[Definition 7.1]{BGT13}, and Barwick \cite{Bar13, Bar16}.

**Definition 3.16.** The Waldhausen construction of a stable quasi-category $Q$ is the simplicial object $S_\bullet(Q)$ in simplicial sets defined as follows. The $n$-th component $S_n(Q)$ is the sub-simplicial set of $J(Q^{\text{Ar}[n]})$ spanned by diagrams of shape $\text{Ar}[n]$ in $Q$ in which all squares are bicartesian, and any element of the diagonal of $\text{Ar}[n]$ is mapped to a zero object of $Q$. The simplicial structure is induced by the cosimplicial structure of the collection of categories $[n]$ for $n \geq 0$.

We show compatibility of $S_\bullet$-constructions via the following result.

**Theorem 3.17.** Let $Q$ be a stable quasi-category. There is a levelwise acyclic Kan fibration

$$S_\bullet^s(Q) \xrightarrow{\sim} S_\bullet(N^s Q).$$

The proof follows the same line of reasoning as Theorem \ref{2.18} but in a homotopical context.

**Proof.** The acyclic cofibration from Lemma \ref{2.20} b) induces an acyclic fibration between quasi-categories

$$\text{Map}_{sSet}(N \text{Ar}[n], Q) \xrightarrow{\sim} \text{Map}_{sSet}(L W[n], Q) \cong \text{Map}_{sSet^{\text{op}}}(W[n], TQ).$$

Given that the sets $S_n^s(Q)_0$ and $S_n(N^s Q)_0$ are in canonical bijection, we see that this acyclic fibration restricts along the inclusions

$$S_n Q \subset \text{Map}_{sSet}(\text{Ar}[n], Q) \text{ and } S_n(N^s Q) \subset \text{Map}_{sSet^{\text{op}}}(W[n], TQ).$$

The resulting commutative square

$$\begin{array}{ccc}
S_n^s(Q) & \longrightarrow & S_n(N^e Q) \\
\downarrow & & \downarrow \\
\text{Map}_{sSet}(N \text{Ar}[n], Q) & \xrightarrow{\sim} & \text{Map}_{sSet^{\text{op}}}(W[n], TQ)
\end{array}$$

is a pullback, and in particular we obtain the desired acyclic fibration

$$S_n^s(Q) \xrightarrow{\sim} S_n(N^s Q). \hfill \Box$$
4. The $S\_\bullet$-construction for proto-exact $(\infty,1)$-categories

Barwick [Bar13, Bar16] and Dyckerhoff and Kapranov [DK19] introduce \textit{exact quasi-categories} and \textit{proto-exact quasi-categories}, notions which generalize both the definitions of exact categories and stable quasi-categories as considered in Sections 2 and 3. The notion of proto-exact quasi-category is general enough to include interesting examples that do not fit into the previous framework, such as sub-quasi-categories of a stable quasi-category which are closed under extensions, as considered in [Bar16].

Here, we follow the definition of Dyckerhoff and Kapranov [DK19 Definition 7.2.1] of an exact $\infty$-category, although we use the wording “proto-exact” rather than “exact” to distinguish from exact $\infty$-categories in the sense of Barwick [Bar13], which are in particular required to be additive.

Observe the similarity of terminology with exact categories, but also the use of the framework of quasi-categories.

\textbf{Definition 4.1.} A \textit{proto-exact quasi-category} consists of a triple of quasi-categories $(A, M, E)$ such that:

- both $M$ and $E$ are sub-quasi-categories of $A$ containing all equivalences;
- the quasi-category $A$ has a zero object, $M$ contains all the morphisms whose source is a zero object, and $E$ contains all the morphisms whose target is a zero object;
- any pushout of a morphism in $M$ along a morphism of $E$ exists and belongs to $M$ and any pushout of a morphism in $E$ along a morphism of $M$ is in $E$; similarly, any pullback of a morphism in $M$ along a morphism of $E$ exists and belongs to $M$ and any pullback of a morphism in $E$ along a morphism of $M$ is in $E$; and
- a square whose horizontal morphisms are in $M$ and whose vertical morphisms are in $E$ is cartesian if and only if it is cocartesian.

Using a suitable notion of exact functors which preserves this structure, we obtain a category $\mathcal{PExCat}$ of proto-exact quasi-categories.

In analogy with exact categories, we call the morphisms in $M$ and $E$ \textit{admissible monomorphisms} and \textit{admissible epimorphisms}, respectively.

\textbf{Remark 4.2.} It is likely that this definition could be extended to include the slightly more general \textit{augmented} proto-exact $(\infty,1)$-categories of Penney [Pen17], which would produce an example of a stable augmented double Segal space with non-trivial augmentation.

As in the previous two sections, we begin by defining a suitable nerve functor for proto-exact quasi-categories.
Definition 4.3. The proto-exact nerve $\text{N}^{pe}\mathcal{A}$ of a proto-exact quasi-category $\mathcal{A} = (\mathcal{A}, \mathcal{M}, \mathcal{E})$, is the preaugmented bisimplicial space $\text{N}^{pe}\mathcal{A}: \Sigma^{\text{op}} \to \text{sSet}$ defined as follows.

(1) The space in degree $(q, r)$ is the simplicial set

$$(\text{N}^{pe}\mathcal{A})_{q,r} \subset J(\mathcal{A}^{[q] \times [r]}),$$

spanned by $(q \times r)$-grids in $\mathcal{A}$ with horizontal morphisms in $\mathcal{M}$, the vertical morphisms in $\mathcal{E}$, and all squares bicartesian.

(2) The augmentation space is the simplicial set

$$(\text{N}^{pe}\mathcal{A})_{-1} \subset J(\mathcal{A})$$

spanned by all the zero objects of $\mathcal{A}$.

The bisimplicial structure is induced by the bi-cosimplicial structure on the collection of categories $[q] \times [r]$ for all $q, r \geq 0$. The additional map $(\text{N}^{pe}\mathcal{A})_{-1} \to (\text{N}^{pe}\mathcal{A})_{0,0}$ is the canonical inclusion of the space of zero objects into $\mathcal{A}$.

The proto-exact nerve defines a functor

$$\text{N}^{pe}: \text{PE}x\text{Cat} \to \text{sSet}^{\Sigma^{\text{op}}}. $$

For the remainder of this section, assume that $\mathcal{A} = (\mathcal{A}, \mathcal{M}, \mathcal{E})$ is a proto-exact quasi-category.

With a variant of the arguments from Sections 2 and 3, one can prove that the proto-exact nerve factors through the subcategory of stable augmented double Segal spaces.

Theorem 4.4. The proto-exact nerve $\text{N}^{pe}(\mathcal{A})$ is an augmented stable double Segal space.

Outline of the proof. The proof is a generalization of the one given for stable quasi-categories. Once again, the augmentation of $\text{N}^{pe}\mathcal{A}$ is given by an inclusion of a connected component, and an argument similar to Proposition A.16 shows that $\text{N}^{pe}\mathcal{A}$ is Reedy fibrant. We can thus conclude, as in Lemmas 3.6 and 3.7, that all homotopy pullbacks used to define the double Segal, augmentation, and stability conditions can be modeled by honest pullbacks.

For an analogue of Proposition 3.8 in addition to the fact that bicartesian squares can be pasted in both directions [Lur09, Lemma 4.4.2.1], we need the fact that both admissible monomorphisms and admissible epimorphisms are closed under composition by definition of proto-exact quasi-categories. This property shows that the Segal map

$$(\text{N}^{pe}\mathcal{A})_{q,r} \to (\text{N}^{pe}\mathcal{A})_{q,r-i} \times_{(\text{N}^{pe}\mathcal{A})_{q,0}} (\text{N}^{pe}\mathcal{A})_{q,i},$$
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is the pullback of the Segal map
\[ \Gamma(A[q])_r \rightarrow \Gamma(A[q])_{r-i} \times \Gamma(A[q])_i \]
along a fibration, and therefore a weak equivalence.

Similarly, both stability maps, for example
\[ (N^{pe}A)_{1,1} \rightarrow (N^{pe}A)_{1,0} \times (N^{pe}A)_{0,1} \cong J(E[1]) \times J(M[1]), \]
are pullbacks of the map analogous to the one appearing in (3.13), restricting to diagrams with the necessary requirements on admissible monomorphisms and epimorphisms. We use in particular the fact that morphisms in \( \mathcal{E} \) are closed under pullback along admissible monomorphisms and morphisms in \( \mathcal{M} \) are closed under pushout along admissible epimorphisms.

Finally, the proof of the augmentation condition can be adapted from the proof of Proposition 3.14 using that every object of the augmentation is final in \( \mathcal{E} \).

\[ \square \]

The \( S_* \)-construction for exact quasi-categories was considered by Barwick in [Bar13, Bar16], and Dyckerhoff and Kapranov give a definition in the slightly more general context of proto-exact quasi-categories [DK19]. We denote it by \( S^{pe}_*(A) \) [DK19, §2.4]. Once again, we have the following comparison result, whose proof is analogous to that of Theorem 3.17.

**Theorem 4.5.** If \( A \) is a proto-exact quasi-category, there is a levelwise acyclic Kan fibration
\[ S^{pe}_*(A) \rightarrow S_*(N^{pe}A). \]

**Remark 4.6.** With a variant of Definition 4.3 one could define the nerve of any Waldhausen category \( W \), as introduced in [Wal85], as a functor
\[ N^wW : \Sigma^\text{op} \rightarrow \text{Gpd}. \]
Informally, a Waldhausen category possesses the data of admissible monomorphisms which behave nicely under pushout, but does not have the dual notion of admissible epimorphism or the accompanying pullback data. The preaugmented bisimplicial groupoid \( N^wW \) can be shown to be double Segal by means of similar techniques to the ones employed in the proof of Proposition 2.10. However, it cannot be stable or augmented, because, a priori only half of the stability and augmentation conditions hold. For instance, a cospan given by a cofibration and an arbitrary morphism cannot be completed to a cartesian square in a canonical way, corresponding to the fact that the \( S_* \)-construction of a Waldhausen category is not 2-Segal, as discussed in [DK19, Remark 7.3.7]. As an explicit counterexample, we show in [BOO+20, Example 4.3] that the \( S_* \)-construction of the Waldhausen category of retractive spaces over a point is not a 2-Segal space.
5. The relative $S_\bullet$-construction

In this section we show that the relative $S_\bullet$-construction, which is applied to a map of exact categories, fits into our framework. Of particular interest is the fact that it provides examples with nontrivial augmentation, highlighting the full generality of that definition.

Waldhausen’s relative $S_\bullet$-construction, as defined in [Wal85], is given in the more general context of Waldhausen categories. However, we want to focus on contexts which correspond to 2-Segal spaces. For simplicity we focus on maps between exact categories, but the results in this section apply to stable or proto-exact quasi-categories as well.

To define the relative $S_\bullet$-construction let us first recall the initial path space construction of [DK19] and [GCKT18]. Let us denote by $- \star -: \Delta \times \Delta \to \Delta$ the join of the ordinals and $j: \Delta^{op} \to \Delta^{op}, [n] \mapsto [0] \star [n]$ the join with an initial object.

**Definition 5.1.** Let $C$ be a category. The *initial path object* of a simplicial object $X: \Delta^{op} \to C$ is the simplicial object $P \triangleright X$ given by the composite

$$\Delta^{op} \xrightarrow{j} \Delta^{op} \xrightarrow{X} C.$$

The initial path space comes with a canonical map induced by the extra face maps $d_0$ levelwise. By abuse of notation, we again denote this map by $d_0: P \triangleright X \to X$.

**Definition 5.2.** Let $f: A \to B$ be an exact functor between exact categories. The *relative $S_\bullet$-construction of $f$*, denoted by $S_{rel}^\bullet(f)$, is the pullback of simplicial groupoids

$$\begin{array}{ccc}
S_{rel}^\bullet(f) & \longrightarrow & S_{\bullet}^\bullet(A) \\
\downarrow & & \downarrow_{S_{\bullet}^\bullet(f)} \\
P^\circ S_{\bullet}^\bullet(B) & \longrightarrow & S_{\bullet}^\bullet(B).
\end{array}$$

**Remark 5.3.** For any exact category $B$, the map $d_0: P^\circ S_{\bullet}^\bullet(B) \to S_{\bullet}^\bullet(B)$ is a levelwise fibration of groupoids. In particular, the pullback defining the relative $S_\bullet$-construction is also a model for the 2-pullback.

Let us look more closely at this definition. An object in $S_{rel}^\bullet(f)$ consists of an object $(a_{ij})$ in $S_{\bullet}^\bullet(A)$ together with a sequence of admissible monomorphisms $b_{01} \leftarrow \cdots \leftarrow b_{0,n+1}$ in $B$ and admissible epimorphisms $b_{0j} \twoheadrightarrow f(a_{1,j})$.
which fit into a diagram

\[
\begin{array}{cccccccc}
0 & \rightarrow & b_{01} & \rightarrow & b_{02} & \rightarrow & b_{03} & \rightarrow & \cdots & \rightarrow & b_{0n} & \rightarrow & b_{0,n+1} \\
\downarrow & & \downarrow & & \downarrow & & \downarrow & & \cdots & & \downarrow & & \downarrow \\
0 & \rightarrow & f(a_{12}) & \rightarrow & f(a_{13}) & \rightarrow & \cdots & \rightarrow & f(a_{1n}) & \rightarrow & f(a_{1,n+1}) \\
\downarrow & & \downarrow & & \downarrow & & \cdots & & \downarrow & & \downarrow \\
0 & \rightarrow & f(a_{21}) & \rightarrow & \cdots & \rightarrow & f(a_{2n}) & \rightarrow & f(a_{2,n+1}) \\
\downarrow & & \cdots & & \downarrow & & \cdots & & \downarrow & & \cdots \\
0 & \rightarrow & f(a_{n-1,n}) & \rightarrow & f(a_{n-1,n+1}) \\
\downarrow & & \downarrow & & \downarrow & & \downarrow & & \downarrow & & \downarrow \\
0 & \rightarrow & f(a_{n,n+1}) \\
\end{array}
\]

subject to the conditions that all squares are bicartesian.

Remark 5.4. Specializing the relative \( S_{\bullet} \)-construction to the constant functor \( \mathcal{A} \rightarrow \{0\} \) at the trivial exact category \( \{0\} \), we obtain a levelwise acyclic fibration of groupoids

\[
\text{rel} \quad (\mathcal{A} \rightarrow \{0\}) \quad \cong \quad S_{\bullet}^{\text{rel}}(\mathcal{A}).
\]

We now show that the relative \( S_{\bullet} \)-construction arises directly from our generalized \( S_{\bullet} \)-construction. We first need a preliminary construction, which will be related to \( P^d S_{\bullet}(\mathcal{B}) \).

Construction 5.5. The initial path construction of a preaugmented bisimplicial object \( Y \) in \( \mathcal{C} \) is the preaugmented bisimplicial object \( P^d Y : \Sigma^{\text{op}} \rightarrow \mathcal{C} \) defined as follows.

1. The underlying bisimplicial object of \( P^d Y \) is given by

\[
i^\ast(P^d Y) : (\Delta \times \Delta)^{\text{op}} \xrightarrow{j \times \text{id}} (\Delta \times \Delta)^{\text{op}} \xrightarrow{i^\ast Y} \mathcal{C};
\]

in particular, for \( q, r \geq 0 \), we have

\[
(P^d Y)_{q,r} = (i^\ast Y)_{1+q, r}.
\]

2. The augmentation of \( P^d Y \) is given by the pullback

\[
(P^d Y)_{-1} = Y_{1,0} \times_{Y_{0,0}} Y_{-1}.
\]

The additional map \( (P^d Y)_{-1} \rightarrow (P^d Y)_{0,0} \) is given by the projection onto the first factor

\[
Y_{1,0} \times_{Y_{0,0}} Y_{-1} \rightarrow Y_{1,0}.
\]
The initial path space defines a functor
\[ P^\ddagger : sSet^{\Sigma^{op}} \to sSet^{\Sigma^{op}}. \]

**Remark 5.6.** If \( C \) is a combinatorial model category and \( Y \) is injectively fibrant, then the pullback in \( \square \) is also a homotopy pullback and hence homotopically well-defined. If in addition \( Y \) is an augmented stable double Segal object, we have that the composite
\[
(P^\ddagger Y)_{-1} \simeq Y_{1,0,} \times_{Y_{0,0}} Y_{-1} \to Y_{0,0}
\]
is a weak equivalence. For example, if we take \( Y = N^e B \), then
\[
(P^\ddagger N^e B)_{-1} \simeq (N^e B)_{0,0} = B_{\text{iso}}
\]
as groupoids. In particular, even if the augmentation of \( Y \) is trivial, that of \( P^\ddagger Y \) need not be.

**Lemma 5.7.** If \( Y \) is an injectively fibrant augmented stable double Segal object in a combinatorial model category \( C \), then \( P^\ddagger Y \) is an augmented stable double Segal object in \( C \).

**Proof.** To see that \( P^\ddagger Y \) is double Segal, we need to show that for fixed \( q \) and \( r \), the simplicial objects \( Y_{1+q,} \) and \( Y_{1+,r} \) are Segal objects.

The fact that \( Y \) is double Segal implies that \( Y_{1+q,} \) is a Segal object. For \( Y_{1+,r} \), we can use the fact that
\[
Y_{1+,r} = P^\ddagger (Y_{,r}).
\]
Since \( Y_{,r} \) is a Segal object, it is also a 2-Segal object. Hence, by the path criterion \cite[Theorem 6.3.2]{DK19}, its path construction \( P^\ddagger (Y_{,r}) \) is Segal.

To see that \( P^\ddagger Y \) is stable, consider the stability map from (1.4b), which by definition of \( P^\ddagger Y \) is the map
\[
Y_{2,1} \to Y_{2,0} \times_{Y_{1,0}} Y_{1,1}.
\]
This map takes an element in the left-hand side, which can be though of as two vertically composable squares, to the pair consisting of their horizontal targets in the first coordinate and the bottom square in the second.

In the following zigzag, the left-hand map can be seen to be an equivalence using a combination of stability and the Segal condition. Note that this map is exactly one of those appearing in the alternate definition of stability from Remark 1.5. The right-hand map is an equivalence by (1.4b),
\[
Y_{2,1} \xrightarrow{(t_h,t_v)} Y_{2,0} \xrightarrow{h} Y_{0,1} \simeq Y_{2,0} \xrightarrow{h} Y_{1,1} \xrightarrow{h} Y_{0,1} \xrightarrow{(t_h,t_v)} Y_{2,0} \xrightarrow{h} Y_{1,1}.
\]
By inspection, the map (5.8) fits into a commutative triangle with this zigzag of weak equivalences, hence is a weak equivalence itself. A similar argument applies to the dual part of stability.
We now check that $P^aY$ is augmented. We first consider the augmentation map \( (1.8) \), which, by definition of $P^aY$ is given by the composite

$$
Y_{2,0} \xrightarrow{d_1} (Y_{1,0} \times Y_{-1}) \xrightarrow{pr_1} Y_{2,0} \xrightarrow{d_2} Y_{1,0}.
$$

We can further factor it as the composite

$$
Y_{2,0} \xrightarrow{h} Y_{1,0} \times Y_{-1} \cong Y_{2,0} \xrightarrow{h} Y_{1,0} \times Y_{-1} \xrightarrow{pr_1} Y_{1,0} \times Y_{0,0} \xrightarrow{pr_1} Y_{1,0}
$$

as follows. The first equivalence is a general property of homotopy pullbacks, the second is given by the double Segal condition in the first variable, the third uses the associativity of homotopy pullbacks and augmentation, and the last is again a general property of homotopy pullbacks.

As for the augmentation map \( (1.9) \), by definition of $P^aY$ it is the map

$$
(5.9) \quad Y_{1,1} \times (Y_{1,0} \times Y_{-1}) \xrightarrow{pr_1} Y_{1,1} \rightarrow Y_{1,0}.
$$

Consider the following diagram, of which both squares are homotopy pullbacks:

$$
\begin{array}{ccc}
Y_{1,1} \times (Y_{1,0} \times Y_{-1}) & \rightarrow & Y_{1,0} \times Y_{-1} \\
\downarrow & & \downarrow \\
Y_{1,1} & \rightarrow & Y_{1,0} \rightarrow Y_{0,0}.
\end{array}
$$

Hence, the outer square also is a homotopy pullback and the map \( (5.9) \) can be identified with the map

$$
Y_{1,1} \times (Y_{1,0} \times Y_{-1}) \xrightarrow{pr_1} Y_{1,1} \times Y_{-1} \xrightarrow{pr_1} Y_{1,1} \rightarrow Y_{1,0}.
$$

By inspection the composite of the two right-hand maps can be factored differently as follows. We can apply the stability map \( (1.4b) \) in the first factor, then use associativity and the augmentation map \( (1.9) \) in the second factor to obtain

$$
Y_{1,1} \xrightarrow{h} Y_{1,0} \times Y_{-1} \xrightarrow{h} Y_{1,0} \times Y_{1,0} \times Y_{-1} \xrightarrow{pr_1} Y_{1,0} \times Y_{0,0} \xrightarrow{pr_1} Y_{1,0} \cong Y_{1,0}.
$$

Since both are weak equivalences, the map \( (5.9) \) is a weak equivalence as well.

For any preaugmented bisimplicial object $Y$ the initial path construction comes with a canonical map induced by the extra face maps $d_0$. By abuse of notation, we again denote this map by $d_0 : P^aY \rightarrow Y$. 
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**Definition 5.10.** The *relative exact nerve* of an exact functor $f: \mathcal{A} \to \mathcal{B}$ is the preaugmented bisimplicial groupoid $N^{rel}_f: \Sigma^{op} \to \mathcal{Gpd}$ given by the pullback

\[
\begin{array}{ccc}
N^{rel}_f & \longrightarrow & N^e\mathcal{A} \\
\downarrow & & \downarrow N^e f \\
P^a(N^e\mathcal{B}) & \longrightarrow & N^e\mathcal{B}.
\end{array}
\]

**Remark 5.11.** For an exact category $\mathcal{B}$ and $Y = N^e\mathcal{B}$, the map $d_0$ is a levelwise fibration of groupoids. In particular, the pullback defining the initial path object is also a model for the 2-pullback.

**Remark 5.12.** The relative exact nerve of an exact functor $f: \mathcal{A} \to \mathcal{B}$ is the preaugmented bisimplicial groupoid $N^{rel}_f: \Sigma^{op} \to \mathcal{Gpd}$ defined as follows.

1. The augmentation $(N^{rel}_f)_{-1}$ is the subgroupoid of $\text{Fun}([1], \mathcal{B})_{\text{iso}}$ spanned by those admissible epimorphisms in $\mathcal{B}$ whose target is a zero object.
2. An object in the groupoid in degree $(q, r)$ is an object $(a_{i,j}) \in N^e(\mathcal{A})_{q,r}$ together with a sequence of admissible monomorphisms $b_{01} \rightsquigarrow \cdots \rightsquigarrow b_{0r}$ in $\mathcal{B}$ and admissible epimorphisms $b_{0j} \twoheadrightarrow f(a_{0j})$ which fit into a diagram

\[
\begin{array}{cccccccc}
b_{00} & \rightsquigarrow & b_{01} & \rightsquigarrow & \cdots & \rightsquigarrow & b_{0r} \\
\downarrow & & \downarrow & & \cdots & & \downarrow \\
f(a_{00}) & \leftrightarrow & f(a_{01}) & \leftrightarrow & \cdots & \leftrightarrow & f(a_{0r}) \\
\downarrow & & \downarrow & & \cdots & & \downarrow \\
f(a_{10}) & \leftrightarrow & f(a_{11}) & \leftrightarrow & \cdots & \leftrightarrow & f(a_{1r}) \\
\downarrow & & \downarrow & & \cdots & & \downarrow \\
\vdots & & \vdots & & \ddots & & \vdots \\
\downarrow & & \downarrow & & \cdots & & \downarrow \\
f(a_{q0}) & \leftrightarrow & f(a_{q1}) & \leftrightarrow & \cdots & \leftrightarrow & f(a_{qr})
\end{array}
\]

subject to the condition that all squares are bicartesian.

**Remark 5.13.** For any exact category $\mathcal{A}$, the relative nerve of the functor $\mathcal{A} \to \{0\}$, constant at the trivial exact category $\{0\}$, recovers the exact nerve of $\mathcal{A}$. Indeed, there is a levelwise acyclic fibration of groupoids $N^{rel}(\mathcal{A} \to \{0\}) \xrightarrow{\simeq} N^e(\mathcal{A})$.

**Theorem 5.14.** The relative exact nerve of an exact functor $f: \mathcal{A} \to \mathcal{B}$ is an augmented stable double Segal groupoid.

**Proof.** Given that 2-pullbacks commute with each other, the augmentation, stability, and double Segal maps of $N^{rel}_f$ can be expressed as the pullbacks of the corresponding maps for $N^e\mathcal{A}$, $N^e\mathcal{B}$ and $P^a(N^e\mathcal{B})$. Given that
these three preaugmented bisimplicial groupoids are stable augmented double Segal groupoids by Theorem 2.3 and Lemma 5.7, it follows that $N^{rel} f$ is also.

We can now apply our generalized $S_\bullet$-construction, and compare it to Waldhausen’s original relative $S_\bullet$-construction.

**Theorem 5.15.** If $f : A \rightarrow B$ is an exact functor of exact categories, then there is a levelwise weak equivalence of simplicial groupoids

$$S^{rel}_\bullet f \rightarrow S_\bullet (N^{rel} f).$$

The proof of this theorem applies the following proposition to $Y = N^e(B)$.

**Proposition 5.16.** If $Y$ is an augmented stable double Segal groupoid which is injectively fibrant as a preaugmented bisimplicial space, then there is levelwise acyclic fibration of simplicial groupoids

$$P^e(S_\bullet Y) \rightarrow S_\bullet (P^e Y).$$

For formal reasons, the functor $P^e : sSet^{\Sigma_{op}} \rightarrow sSet^{\Sigma_{op}}$ admits a left adjoint given by left Kan extension. This adjoint pair is simplicial and we denote the left adjoint by

$$C^e : sSet^{\Sigma_{op}} \rightarrow sSet^{\Sigma_{op}}.$$

**Proof of Proposition 5.16.** We construct the desired map, first as a map of simplicial spaces (rather than simplicial groupoids). A combinatorial argument shows that $C^e W[n]$ consists of a preaugmented double category obtained from $W[n]$ by adding a row of $n$ squares on top. For instance, $C^e W[2]$ could be depicted as

$$\text{\begin{tikzpicture}[scale=0.5]
\draw (0,0) -- (1,0) -- (1,1) -- (0,1) -- cycle;
\draw (0,1) -- (1,1);
\draw (0,0) -- (1,0);
\draw (0,0) -- (0,1);
\draw (1,0) -- (1,1);
\end{tikzpicture}}$$

In particular, there is a canonical inclusion of discrete preaugmented bisimplicial spaces

$$C^e W[n] \hookrightarrow W[1+n],$$

which includes $C^e W[n]$ into $W[1+n]$ as the diagram without its 0th column. This inclusion can be checked to be an acyclic cofibration in the model structure for stable augmented double Segal spaces, being a pushout along an augmentation acyclic cofibration.

Note that $Y$, viewed as a preaugmented bisimplicial space, is fibrant in the model structure for stable augmented bisimplicial spaces. Hence, we obtain an acyclic fibration of simplicial sets $[Hir03$ Proposition 9.3.1]

$$(P^e(S_\bullet Y))_n = \text{Map}(W[1+n], Y) \rightarrow \text{Map}(C^e W[n], Y) \cong S_n P^e Y.$$
The maps of simplicial sets that we constructed assemble to form a map of simplicial spaces

\[ P^\bullet(S \cdot Y) \rightarrow S \bullet P^\bullet Y, \]

which is by construction a levelwise acyclic Kan fibration of simplicial sets. Using the fact that the nerve is fully faithful and creates weak equivalences and fibrations, we see that this map is in fact a levelwise acyclic fibration of groupoids, as desired. □

Given the emphasis on injective fibrancy of preaugmented bisimplicial spaces, we give the following useful criterion.

**Lemma 5.17.** Let \( Y \) be a preaugmented bisimplicial space. Then \( Y \) is injectively fibrant if and only if \( i^*Y \) is a Reedy fibrant bisimplicial space and \( Y_{-1} \rightarrow Y_{0,0} \) is a Kan fibration.

**Proof of Theorem 5.15.** We first observe that, by Theorem 2.3, \( \text{Ne}(B) \) is a stable augmented double Segal groupoid, and one can use Lemma 5.17 to show that it is injectively fibrant as a preaugmented bisimplicial space. By Proposition 5.16 there is a levelwise equivalence of simplicial groupoids, and in particular a levelwise equivalence of simplicial spaces

\[ P^\bullet S^e(B) = P^\bullet(N^eB) \rightarrow S \bullet P^\bullet(N^eB). \]

This map fits into a commutative diagram together with two occurrences of isomorphisms from Theorem 2.18 as displayed:

\[ \begin{array}{ccc}
P^\bullet S^e(B) & \rightarrow & S^e(B) \\
\downarrow & & \downarrow \\
S \bullet P^\bullet(N^eB) & \rightarrow & S \bullet (N^eA).
\end{array} \]

Observe that the left-hand side horizontal maps are levelwise Kan fibrations. In Remark 5.3, the top one was observed to be a levelwise fibration of groupoids, and we now prove the claim for the bottom one. There is a canonical inclusion of discrete preaugmented bisimplicial spaces

\[ W[n] \hookrightarrow C^d W[n], \]

which includes \( W[n] \) into \( C^d W[n] \) as the diagram without its 0th row.

By mapping this inclusion into the injectively fibrant preaugmented bisimplicial space \( N^eB \), we obtain a Kan fibration of simplicial sets

\[ S \bullet P^\bullet(N^eB) \cong \text{Map}(C^d W[n], N^eB) \rightarrow \text{Map}(W[n], N^eB) \cong S \bullet (N^eB). \]

The induced map between the pullbacks of the two rows is precisely a map of preaugmented bisimplicial spaces

\[ S^\text{rel} f \rightarrow S \bullet (P^\bullet(N^eB)) \times_{S \bullet (N^eB)} S \bullet (N^eA) \cong S \bullet (N^\text{rel} f). \]
Observe that, given that the nerve is fully faithful, this map is in fact a map of preaugmented bisimplicial groupoids. We claim that each component

\[ S^\mathrm{rel}_n f = P^e(S^n_B)_n \times S^n_A \to S_n(P^eN^eB) \times S_nN^eA \cong S_n(N^\mathrm{rel} f), \]

is a weak equivalence. It is enough to recall that the vertical arrows in the diagram (5.18) are levelwise acyclic Kan fibrations of simplicial sets, and the left-hand horizontal arrows are levelwise Kan fibrations. Given that the nerve functor creates weak equivalences, the map is an equivalence of groupoids, as desired. \[ \square \]

Using the fact that the generalized \( S \bullet \)-construction of a stable augmented double Segal groupoid is a 2-Segal groupoid, which was shown in [BOO+18a, Proposition 5.5], we immediately obtain the following corollary. Alternatively, it can be proven directly with a similar argument as for Theorem 5.14.

**Corollary 5.19.** The relative \( S \bullet \)-construction of an exact functor \( f : \mathcal{A} \to \mathcal{B} \) is a 2-Segal groupoid.

**Appendix: Some results on quasi-categories**

Here we compile some results about quasi-categories and their model structure.

**Definition A.1.** A quasi-category is a simplicial set \( Q \) such that a lift exists in any diagram of the form

\[
\begin{array}{ccc}
\Lambda^k[n] & \to & Q \\
\downarrow & & \downarrow \\
\Delta[n] & & \\
\end{array}
\]

for any \( n \geq 2 \) and \( 0 < k < n \). A Kan complex is a simplicial set \( Q \) such that a lift exists in any such diagram for any \( n \geq 1 \) and any \( 0 \leq k \leq n \).

**Definition A.2.** Let \( Q \) be a quasi-category and \( K \) any simplicial set. Then we define \( Q^K \) to be the internal hom

\[ Q^K := \text{Map}_{\text{Set}}(K, Q). \]

**Proposition A.3 (Lur09, Proposition 1.2.7.3).** If \( Q \) is a quasi-category and \( K \) is any simplicial set, then \( Q^K \) is a quasi-category.

**Remark A.4.** If \( \mathcal{D} \) is a category, then we can make sense of \( Q^{\mathcal{D}} \) as \( Q^{N\mathcal{D}} \) via the above definition. However, for simplicity we often omit the nerve notation and simply write \( Q^{\mathcal{D}} \). In particular, we sometimes write \( Q^{[n]} \) rather than \( Q^{\Delta[n]} \).
There are a number of ways to formulate the following notion of weak equivalence between simplicial sets; the main idea is that it is meant to be a homotopical analogue of equivalence of ordinary categories. Here, we use the definition of Joyal [Joy08a, §2.5] and use the name Joyal equivalence for what he calls weak categorical equivalence; see [Lur09, Definition 1.1.5.14] for a different but equivalent approach, under the name of categorical equivalence.

Recall the fundamental category functor $\tau_1 : sSet \to \text{Cat}$ which is left adjoint to the nerve. Given a simplicial set $A$, we denote by $\tau_0(A)$ the set of isomorphism classes of objects of $\tau_1(A)$.

**Definition A.5.** A map $f : A \to B$ of simplicial sets is a Joyal equivalence if, for any quasi-category $Q$, the induced map $\tau_0(Q^B) \to \tau_0(Q^A)$ is a bijection.

The following theorem has been proved by Joyal [Joy08b, Theorem 6.12], Lurie [Lur09, Theorem 2.2.5.1], and Dugger and Spivak [DS11, Theorem 2.13].

**Theorem A.6.** The category $sSet$ of simplicial sets admits a cartesian model structure called the Joyal model structure, in which the weak equivalences are the Joyal equivalences, the cofibrations are the monomorphisms, and the fibrant objects are precisely the quasi-categories.

The fibrations in this model structure are determined as the maps which have the right lifting property with respect to the monomorphisms which are Joyal equivalences, and we refer to them as quasi-fibrations.

We also sometimes refer to the model structure on simplicial sets, originally due to Quillen.

**Theorem A.7 ([Qui67]).** The category $sSet$ of simplicial sets admits a model structure in which the weak equivalences geometrically realize to weak homotopy equivalences of spaces, the cofibrations are the monomorphisms, and the fibrant objects are precisely the Kan complexes.

We refer to the fibrations of this model structure as Kan fibrations. In the context of quasi-categories, it is also useful to consider the following maps.

**Definition A.8.** A map $f : K \to L$ of simplicial sets is:

1. an inner fibration if it has the right lifting property with respect to the maps $\Lambda^k[n] \to \Delta[n]$ for any $n \geq 2$ and $0 < k < n$; and
2. an inner anodyne map if it has the left lifting property with respect to the inner fibrations.

While Kan fibrations are defined by an analogous lifting property but with respect to all horns, inner fibrations do not coincide with quasi-fibrations, in that the latter must also have the right lifting property with respect to the map $\Delta[0] \to NI$ where $I$ is the groupoid with two isomorphic objects.
The following can be seen as an application of Quillen’s small object argument.

**Proposition A.9.** The class of inner anodyne maps is precisely the smallest weakly saturated class containing the inner horns. In particular, any inner anodyne map can be built as a retract of transfinite compositions of pushouts of inner horn inclusions.

**Remark A.10.** Given that all inner horns inclusions are cofibrations, and that cofibrations are closed under pushouts and transfinite compositions and retracts, all inner anodyne extensions are in particular cofibrations.

**Proposition A.11** ([JT07, Proposition 1.11], [Lur09, Lemma 2.2.5.2]). Any inner anodyne map is a Joyal equivalence which is bijective on vertices. Furthermore, the functor \( \tau_1 \) takes inner anodyne maps to isomorphisms of categories.

**Definition A.12** ([Joy08a, §1.10]). Let \( Q \) be a quasi-category. Let \( J(Q) \) be the maximal Kan complex on the vertices of \( Q \).

In fact, \( J \) defines a functor from the category of quasi-categories to the category of Kan complexes.

**Proposition A.13** ([Joy08b, §§4.2-4.3]). The functor \( J \) is right adjoint to the inclusion functor from the category of Kan complexes to the category of quasi-categories. Furthermore, \( J \) takes Joyal equivalences to weak equivalences and quasi-fibrations to Kan fibrations.

**Definition A.14** ([JT07, §4]). If \( K \) is a simplicial set, then \( \Gamma(K) \) is the simplicial space given by \( \Gamma(K)_n = J(K[n]) \).

The construction \( \Gamma \) defines a functor \( \Gamma : sSet \to \text{Fun}(\Delta^{op}, sSet) \).

We take the following definitions from Joyal and Tierney [JT07, §2]. Consider the box product map

\[-\Box- : sSet \times sSet \to \text{Fun}(\Delta^{op}, sSet)\]

given by \((A, B) \mapsto (([m], [n]) \mapsto A_m \times B_n)\). Fixing the simplicial set \( A \), we obtain a functor

\[A\Box- : sSet \to \text{Fun}(\Delta^{op}, sSet)\]

which admits a right adjoint

\[A\backslash- : \text{Fun}(\Delta^{op}, sSet) \to sSet.\]

Observe that, for any simplicial space \( X \), the simplicial set \( \Delta[k] \backslash X \) is given by \( X_{k^+} \). Furthermore, \( \partial \Delta[k] \backslash X \) agrees with the \( k \)-matching object used to define the Reedy model structure on simplicial spaces [Hir03, Definition 15.2.6].
Proposition A.15 ([JT07 Proposition 4.9]). If $X$ is a quasi-category and $A$ is any simplicial set, then

$$A \setminus \Gamma(X) = J(X^A).$$

In particular, $\Delta[k] \setminus \Gamma(X) = J(X^{[k]}).$

We recall a sketch of the proof of the following proposition since we use the same technique several times in this paper.

Proposition A.16 ([JT07 Proposition 4.10]). If $X$ is a quasi-category, then $\Gamma(X)$ is a Reedy fibrant Segal space.

Proof. Let $X$ be a quasi-category, and consider the inclusion $\delta_n : \partial \Delta[n] \to \Delta[n]$. The induced map

$$X^{\delta_n} : X^{\Delta[n]} \to X^{\partial \Delta[n]}$$

is a quasi-fibration since the Joyal model structure is cartesian. It follows that the map

$$J(X^{\delta_n}) : J(X^{\Delta[n]}) \to J(X^{\partial \Delta[n]})$$

is a Kan fibration by Proposition A.13. By Proposition A.15, this map can be identified with

$$\delta_n \setminus \Gamma(X) : \Delta[n] \setminus \Gamma(X) \to \partial \Delta[n] \setminus \Gamma(X).$$

This latter map is hence a Kan fibration, from which it follows that $\Gamma(X)$ is Reedy fibrant.

A similar argument using the inclusion $I(n) \hookrightarrow \Delta[n]$ of the spine into the simplex which induces the Segal maps shows that $\Gamma(X)$ is a Segal space. $\Box$

Now we give a very brief treatment of ordinal subdivisions of simplicial sets and of categories, following work of Ehlers and Porter [EP08].

Definition A.17. The ordinal subdivision of the $n$-simplex $\Delta[n]$ is defined as the coend

$$Sd(\Delta[n]) := \int^{p,q} \bigoplus_{[p+1+q] \to [n]} \Delta[p] \times \Delta[q].$$

For a general simplicial set $K$, we then define the ordinal subdivision

$$Sd(K) := \int^{\Delta[n] \to K} Sd(\Delta[n]).$$

There is a similar definition for categories.

Definition A.18. The ordinal subdivision of a category $\mathcal{D}$ is defined to be

$$Sd(\mathcal{D}) := \int^{p,q} \bigoplus_{[p+1+q] \to \mathcal{D}} [p] \times [q].$$
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We recall two useful results concerning these subdivisions. The first establishes the relation between these two definitions. Note that one could have hoped for the nerve of $Sd(\mathcal{D})$ to be precisely $Sd(N\mathcal{D})$, but this is far from being true in general. However, the following weaker, and yet very useful, relation holds.

**Proposition A.19** ([EP08 Proposition 3.6]). There is an isomorphism of categories

$$\tau_1 Sd(\Delta[n]) \cong Sd[n].$$

For the second result, we need to recall the notion of “weak anodyne extension”, due to Ehlers and Porter [EP08 §5.2]; compare with Proposition A.9.

**Definition A.20.** A map of simplicial sets is called a weak anodyne extension if it can be expressed as a composite of finitely many maps which are pushouts of inner horn inclusions.

**Theorem A.21** ([EP08 Theorem 6.1]). For every $n \geq 0$, the unit map

$$\eta: Sd\Delta[n] \to NSd[n]$$

is a weak anodyne extension.

We conclude with the deferred proof of a key lemma.

*Proof of Lemma 2.20.* The simplicial adjunction in (a) is given by the theory of enriched Kan extensions as in [Kel82 Chapter 4].

We outline the key steps to construct the acyclic cofibration in (b), using the ordinal subdivision functor $Sd$ described above.

1. A careful analysis which makes use of Proposition A.19 yields an isomorphism of categories

$$Ar[n] = \text{Fun}([1],[n]) \cong Sd[n].$$

2. If $\delta: \Delta \to \Delta \times \Delta$ denotes the diagonal functor and $\sigma = p \circ i: \Delta \times \Delta \to \Delta$ denotes the ordinal sum on $\Delta$, the map of simplicial sets

$$\delta^* \sigma^* \Delta[n] \to NSd[n]$$

is the map from Theorem A.21 and therefore a Joyal equivalence by Proposition A.11. By Remark A.10, the same map is in fact an acyclic cofibration in the Joyal model structure.

3. Using Example 1.12 and the formal properties of left adjoints, we obtain an isomorphism of simplicial sets

$$L W[n] \cong L p^* \Delta[n] \cong \delta^* i^* p^* \Delta[n] = \delta^* \sigma^* \Delta[n].$$

Combining (1), (2) and (3), we obtain the desired acyclic cofibration. The isomorphism in (c) follows from (b) and Proposition A.19.

Part (d) is an immediate consequence of the fact that $(\tau_1, N)$ form a simplicial adjunction. \qed
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