Unsupervised MRI Super Resolution Using Deep External Learning and Guided Residual Dense Network With Multimodal Image Priors
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Abstract—Deep learning techniques have led to state-of-the-art image super resolution with natural images. Normally, pairs of high-resolution and low-resolution images are used to train the deep learning models. These techniques have also been applied to medical image super-resolution. The characteristics of medical images differ significantly from natural images in several ways. First, it is difficult to obtain high-resolution images for training in real clinical applications due to the limitations of imaging systems and clinical requirements. Second, other modal high-resolution images are available (e.g., high-resolution T1-weighted images are available for enhancing low-resolution T2-weighted images). In this paper, we propose an unsupervised image super-resolution technique based on simple prior knowledge of the human anatomy. This technique does not require target T2WI high-resolution images for training. Furthermore, we present a residual guided dense network, which incorporates a residual dense network with a guided deep convolutional neural network for enhancing the resolution of low-resolution images by referring to different modal high-resolution images of the same subject. Experiments on a publicly available brain MRI database showed that our proposed method achieves better performance than the state-of-the-art methods.
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MAGNETIC resonance imaging (MRI) with superior tissue contrast can be employed to visualize detailed internal information of the human body. Multiple MRI sequences (or multimodal MR images) with different tissue contrast such as T1-weighted images (T1WI) and T2-weighted images (T2WI), which are routinely acquired, can provide complementary information. These are widely used together for accurate diagnosis [1], [2], [3]. The lack of availability of HR images (T2WI) motivates us to use SR techniques to enhance the resolution of T2WI. In clinical applications, such as diagnosis of brain or liver lesions, T1WI provides a high-contrast image of anatomic structure, while T2WI provides a high-contrast image of lesions because the accumulation of water molecules in most lesions results in obviously higher signals than normal tissue [40]. T2WI is generally used more commonly to diagnose lesions. On the other hand, the acquisition times of MRI sequences are different—for e.g., a long time is required for T2WI and a short time for T1WI. Since it is difficult to acquire a high-resolution (HR) image for time-consuming sequences. We usually acquire a high-resolution (fully-sampled) T1WI and a low-resolution (under-sampled) T2WI. Therefore, resolution-enhancement of T2WI is an important issue. Classical interpolation techniques suffer from the problem of image blurring and jaggy artifacts in the interpolated image. To solve this problem, image super resolution (SR) [4], [5], [6], [7], [8], [9], [10], [11], [12], [13], [14], [15], [16], [17], [18], [19], [20], [21], [22], [33], [34], [35], [36], [37], [38], [39] has gained attention as a resolution-enhancement technique. SR enhances the resolution based on the relationship between the HR and LR images and prior knowledge of various image characteristics, such as sparse representation [36] and total variation [37].

Recently, deep convolutional neural network (CNN)-based SR methods have been frequently reported in the field of SR for natural images [4], [5], [6], [7], [8] and medical imaging [13], [14], [15], [16]. The number of layers used in these methods is increased, and residual [23] and dense [24] structures are employed to prevent overfitting. In medical imaging, three-dimensional (3D) CNN-based SR are proposed to consider the 3D structure of the volume [14], [15], [16]. In addition, the generative adversarial network generates more realistic images by correcting SR images [6], [15]. As a result, these networks
have more parameters and a more complex network structure. Some guided SR techniques are also proposed for enhancing multimodal images, such as the HR panchromatic images and LR multispectral images in remote sensing [20], HR color images and LR depth images in the consumer depth cameras [21], [22], and MRI sequences in medical imaging [17], [18], [19]. Unfortunately, these promising methods [4], [5], [6], [7], [14], [15], [16] adopt a supervised learning approach and necessitate a large number of ideal HR images. However, in real-world clinical applications, it is generally difficult to acquire a large set of HR medical images because of hardware limitations and clinical requirements.

A few unsupervised approaches [8], [9], [10], [11], [12], [13], [33] have been proposed for SR without using HR images for training. These methods are based on self-similarity with the input LR image. Note that the term “unsupervised” refers to the fact that training does not use ideal HR data in this paper. These unsupervised approaches can be divided into two groups. The first group [8], [9], [10] assumes self-similarity — i.e., similar patches are found across the same and different scales within an image itself, and this group is termed “zero-shot” super resolution (ZSSR) [8]. The test LR image is used as an HR image for training, and its simulated degradation image is used as an LR image for training. Such self-training data is called as internal training data in contrast to the external training data (training data are only used for training). This kind of learning is called internal learning [8]. While external training data-based learning is referred to as external learning. The limitation of internal learning methods is the need to train a model for each set of test data. Therefore most SR architectures only employ simple models (8 hidden layers [8]) and face the problems related to computation time and resources. Further, existing methods [8], [9], [10] are proposed for natural images. In the second group of methods [11], [12], [13], in-plane (x-y plane) images of 3D medical images are used as HR images, and their simulated degradation images are used as LR images for training. These methods are used to enhance the resolution along the z-axis. In [34], [35], authors proposed cycle GAN-based methods using unpaired LR-HR images for training. Since unpaired LR-HR images are used for training, these methods are also considered as unsupervised SR approaches. In contrast, the conventional supervised SR approaches use paired LR-HR images for training. However, these cycle GAN-based methods are useful for real applications, but they need HR images for training. On the other hand, HR images are not available in many real-world applications (e.g., T2WI) due to the limitations of imaging systems and clinical requirements. The lack of availability of HR images motivates us to use only LR images for medical image SR task.

In this paper, we propose an unsupervised SR approach using only LR images for training. We apply deep external learning to improve the accuracy of SR in comparison to the state-of-the-art unsupervised method (ZSSR [8]). Furthermore, we propose a guided deep convolutional neural network for enhancing the resolution of LR images (T2WI) by referring to different modal HR images (T1WI) of the same subject. Note that in our proposed approach, we use only other modal HR images (T1WI) as a guidance. The target modal HR images (T2WI), which are not available, are not used during training. The main contributions are summarized below:

1) The proposed method uses prepared external LR images as HR images and their simulated degradation images as LR images in the form of external learning to avoid the enormous training time of the test phase in the internal learning. It assumes simple prior knowledge that the anatomical structures of humans are identical. External learning can perform better than internal learning in unsupervised SR of medical images.

2) We proposed an HR T1WI guided residual dense network to enhance the resolution of LR T2WI. We improve the SR reconstruction accuracy of T2WI in both supervised and unsupervised SR by concatenating the multimodal priors (features of HR T1WI) with the features of LR T2WI.

The rest of this article is organized as follows. Section II describes the proposed method. The results of experiments are presented in Section III. Finally, Section IV outlines conclusion and future work.

II. PROPOSED METHOD

A. Overview

Fig. 1 shows an overview of the proposed method. The method is based on two main concepts. One is the use of external LR training images to train the model. The conventional unsupervised approach trains a model using only a test LR image (internal learning) as shown in Fig. 1(left). Therefore, the method cannot separate the training and test phases, and a high computational time (including both training and testing) is required. In addition, since deep learning requires numerous training samples for parameter optimization, excessive data augmentation is used to increase the number of training samples from a single LR image. Therefore, we propose to use external LR samples for training as shown in Fig. 1(right). These images can be easily collected even in real clinical applications. By using external training LR samples, we can separate the training and test phases. Therefore, a lot of time can be spent for training before applying the state-of-the-art SR framework, and a sufficient number of training samples can be generated without excessive data augmentation. The second concept is to incorporate multimodal priors (T1WI) into the unsupervised SR framework to guide the resolution enhancement of T2WI as shown in Fig. 1(right). In unsupervised learning, since the network is trained in the LR domain, there is a lack of high-frequency components. By using HR guidance images, we can efficiently enhance the high-frequency information of the test LR image.

B. Network Architecture

Fig. 2 shows the proposed network architecture. The proposed model is inspired by the residual dense network (RDN) [7], which is the state-of-the-art network for various computer vision tasks such as SR. The model comprises residual and dense structures. The residual network [23] uses shortcut connections, which skip one or more layers. The feature maps are connected
Fig. 1. Unsupervised multimodal guided SR framework. (left) Conventional internal learning-based unsupervised method. (right) Proposed unsupervised method (external learning + guidance by multimodal priors).

Fig. 2. Network architecture of the proposed method for the resolution enhancement of LR T2WI guided by multimodal priors (HR T1WI). The $3 \times 3 \times 32$ Conv means that the kernel size is $3 \times 3$ and the number of filters (channels) is 32.

by a summing operation. The dense network [24] uses dense connections from any layer to all subsequent layers. The connection is a concatenated operation. The RDN architecture is constructed by some densely connected blocks, and shortcut (skip) connections are arranged outside each dense connection block. The residual training [5] is realized by a shortcut connection from the input to the end of the final layer. The proposed framework can be combined with a wide variety of existing network architectures as a backbone to further enhance their performance. The input of the network is an interpolated LR MRI sequence image (e.g., T2WI). Furthermore, in the proposed method, we add a new branch to incorporate the guided HR T1WI as shown in Fig. 2.
The features extracted from the guided HR T1WI (multimodal priors) are concatenated with the features of the target T2WI in newly proposed guided residual dense (GRD) blocks as shown in Fig. 2. Each convolutional layer involves $3 \times 3$ convolution, batch normalization (BN) [25], and rectified linear unit (ReLU) [26].

C. Loss Function

In the conventional supervised SR, the basic loss [4] is formulated as follows:

$$L_s (\Theta) = \frac{1}{N} \sum_{i=1}^{N} \| f (D^T Y_{T, i}^t; \Theta) - X_{T, i}^t \|_p,$$  

(1)

where $\Theta$ is the parameters of CNN; $N$ the number of training samples; $f(\cdot)$, a mapping function (network output); $p$, a p-norm (SRCNN [4] uses $p = 2$); $D^T$, an up-sampling operator; $Y_{T, i}^t$, an $i$-th training LR image (e.g., T2WI); and $X_{T, i}^t$, the corresponding $i$-th training HR image (using external HR images). The guided SR includes the corresponding $i$-th training HR guidance image $X_{T, G}^t$ (e.g., T1WI) to the network as follows:

$$L_{sg} (\Theta) = \frac{1}{N} \sum_{i=1}^{N} \| f (D^T Y_{T, i}^t, X_{T, G}^t; \Theta) - X_{T, i}^t \|_p,$$  

(2)

On the other hand, unsupervised SR such as ZSSR [8] cannot use training HR images. Therefore, ZSSR uses test LR image $Y_{T, c}^t$ as the HR image and its simulated degradation as LR image $DBY_{T, c}^t$ (using internal LR training image) as follows:

$$L_{zssr} (\Theta) = \frac{1}{M} \sum_{i=1}^{M} \| f (D^T DBY_{T, c}^t; \Theta) - Y_{T, c}^t \|_p,$$  

(3)
where $B$ is a blurring operator; $D$, a down-sampling operator; and $M$, the number of training samples (data augmentation samples using test LR image). In the proposed method, we used the external LR images $Y_{Tr}^i$ as HR images and its simulated degradation images as LR images $DBY_{Tr}^i$ (using external LR training images) with training degraded guidance images $DBX_{TrG}^i$ as follows:

$$L \left( \Theta \right) = \frac{1}{N} \sum_{i=1}^{N} \left\| f \left( D^T DBY_{Tr}^i, DBX_{TrG}^i; \Theta \right) - Y_{Tr}^i \right\|_p,$$

(4)

In the test phase, we use the trained network for estimating HR image $\hat{X}_{Te}$ with HR guidance image $X_{TeG}$ as follows:

$$\hat{X}_{Te} = f \left( D^T Y_{Te}, X_{TeG}; \Theta \right)$$

(5)

$D$. Cascade SR Strategy and Post-Processing

In particular, during the unsupervised approaches (internal learning or external learning), when the magnification factor is larger, the simulated degradation LR images substantially lose their image features, and the ambiguity increases, thereby causing difficulties in estimation. Therefore, to obtain better results, we gradually increased the resolution with $r$ stage intermediate magnification scale $\sqrt{s}$ for a magnification factor $s$ (e.g., when the magnification scale $s = 2$ and the number of stage $r = 3$, the enlarged size from input size $(H \times W)$ are stage 1: $\sqrt{2}H \times \sqrt{2}W$, stage 2: $\sqrt{2^2}H \times \sqrt{2^2}W$ and stage 3: $2H \times 2W$). In this experiment, we set $r$ to 3. We trained three models with different scales. Firstly, we train the model using HR images that are $H \times W$ in size and LR images that are down-sampled in $1/\sqrt{2}H \times 1/\sqrt{2}W$ size. After the first training the learned model generates image with $\sqrt{2}H \times \sqrt{2}W$ dimensions. The generated $\sqrt{2}H \times \sqrt{2}W$ sized images are used as the HR image in the following phase, and its down-sampled $H \times W$ sized images are used as the LR image to train the second model. Now the model generates image with $\sqrt{2^2}H \times \sqrt{2^2}W$ dimensions. The third model is trained using $\sqrt{2^2}H \times \sqrt{2^2}W$ sized HR images and $\sqrt{2^2}H \times \sqrt{2^2}W$ sized down-sample LR images. During inference we generate HR images using these three models sequentially. This idea also used in other self-similarity-based SR methods [8], [9], [10] for natural images to improve the image quality. It also helps to prepare the training dataset by setting a small intermediate magnification factor. Although the methods retrain the network using intermediate estimated SR images, the quality of the final SR image is not guaranteed due to possible accumulated errors in the intermediate estimated images. On the other hand, our proposed method can estimate the SR image more precisely using the HR guidance image of each intermediate step. Errors can be mitigated by adopting guided SR for model learning.

In post-processing, we have used the iterative back projection (IBP) method [10], [27] to maintain the SR consistency by minimizing the errors between the estimated SR image projected onto the LR image space and input LR image. IBP is calculated by using the following equation:

$$X_{t+1} = X_t + B^T D^T \left( Y - DBX_t \right),$$

(6)

where $X_t$ is the estimated HR image after the $t$-th iteration; $Y$, the observed LR image; $D$, the down-sampling operator; $D^T$, the up-sampling operator. Further, $B$ and $B^T$ are the blurring operators.
A. Data Preparation and Training Parameters

We have used NAMIC brain multimodality dataset [28], which includes 20 cases of publicly available brain MRI. The dataset has been acquired using a 3T GE at Brigham and Women’s Hospital in Boston, MA, USA. The voxel dimensions of T1WI (TR = 7.4 ms, TE = 3 ms) and T2WI (TR = 2500 ms, TE = 80 ms) are 1 mm × 1 mm × 1 mm. The matrix size of both images is 256 × 256 × 176. The dataset is already registered.

In this experiment, we used axial T1WI as the HR guidance image and axial T2WI as the LR image. To evaluate the SR performance, we generate LR T2WI, which is down-sampled with scaling factors 2 and 4 in the axial plane after Gaussian filtering with sigma set to 7.4 ms, TE

\[ \sigma = (0.1 \times L)^2 \]

where \( L \) is the full width at half maximum equal to selected slice width [16], [29]). The Gaussian filter is widely used to generate the LR image as a blur operator [16], [29]). The Gaussian width of the image, \( \sigma \) (the full width at half maximum) is calculated based on its surrounding local patch, which is defined as follows:

\[
SSIM_i(y, x) = \frac{(2\mu_X(y, x)\mu_{\hat{X}}(y, x) + c_1)(2\sigma_X(y, x)\sigma_{\hat{X}}(y, x) + c_2)}{\mu_X^2(y, x) + \mu_{\hat{X}}^2(y, x) + c_1 \sigma_X^2(y, x) + \sigma_{\hat{X}}^2(y, x) + c_2},
\]

(9)

where \( \mu_X \) and \( \sigma_X \) are the Gaussian weighted mean and standard deviation of the local patch in \( X \), \( \mu_{\hat{X}} \) and \( \sigma_{\hat{X}} \) are the Gaussian weighted mean and standard deviations of the local patch in \( \hat{X} \), respectively; \( \sigma_X \) is the Gaussian weighted covariance of the two local patches, \( c_1 = (0.01 \times L)^2 \), \( c_2 = (0.03 \times L)^2 \), and \( L \) is the dynamic range of the image.

The SSIM of the image is the average of SSIM \(_i\), which is expressed as follows:

\[
SSIM = \frac{1}{HW} \sum_{i=0}^{H-1} \sum_{j=0}^{W-1} SSIM_i(i, j).
\]

(10)

We implemented all our models in TensorFlow [31] on a workstation with NVIDIA GeForce GTX 1080 Ti GPU (11GB memory). We used \( L1 \) loss (\( p = 1 \)) with an Adam optimizer [32]. The initial learning rate was set to \( 10^{-3} \), and the rate was divided by 10 if the loss did not continuously reduce over 10 steps. We stopped the training when the learning rate became less than \( 10^{-6} \). We have used image patches for training the networks. Image patches with size 64 × 64 are used in supervised methods and size 48 × 48 are used in unsupervised methods. A batch size of 32 is used for training. Other 3D models [14], [15], [16] were reimplemented by converting three-dimensional (3D) convolutional layers into two-dimensional (2D) models.

### Table I

| Method                  | Guide | 2x   | 4x   |
|-------------------------|-------|------|------|
| Bicubic interpolation   |       | 34.55| 29.62|       |
| SRCNN [4]               |       | 38.15| 31.58| 0.918 |
| 2D DCSRN [14]           |       | 38.66| 31.73| 0.922 |
| 2D mDCSRN − GAN (b4u4) [15] |   | 38.55| 31.69| 0.921 |
| 2D Pham et al. (10L-ReCNN) [16] | ✓   | 40.93| 35.31| 0.964 |
| Proposed (supervised)   | ✓     | 41.48| 36.04| 0.969 |

### Table II

| Method     | Internal LR | External LR | Guide | 2x   | 4x   |
|------------|-------------|-------------|-------|------|------|
| ZSSR [8]   | ✓           |             |       | 37.97| 30.71| 0.908 |
| Model 1    | ✓           | ✓           |       | 38.94| 32.10| 0.928 |
| Model 2    | ✓           | ✓           |       | 39.13| 32.60| 0.943 |
| Proposed (unsupervised) | ✓   | ✓           |       | 39.90| 34.39| 0.957 |

III. EXPERIMENTS

A. Data Preparation and Training Parameters

We have used NAMIC brain multimodality dataset [28], which includes 20 cases of publicly available brain MRI. The dataset has been acquired using a 3T GE at Brigham and Women’s Hospital in Boston, MA, USA. The voxel dimensions of T1WI (TR = 7.4 ms, TE = 3 ms) and T2WI (TR = 2500 ms, TE = 80 ms) are 1 mm × 1 mm × 1 mm. The matrix size of both images is 256 × 256 × 176. The dataset is already registered.

In this experiment, we used axial T1WI as the HR guidance image and axial T2WI as the LR image. To evaluate the SR performance, we generate LR T2WI, which is down-sampled with scaling factors 2 and 4 in the axial plane after Gaussian filtering with sigma set to \( s/2\sqrt{2\ln 2} \) (the full width at half maximum equal to selected slice width [16], [29]). The Gaussian filter is widely used to generate the LR image as a blur operator [16], [29], [36], [37], [38]. Although we can apply the SR method for volume with slice-by-slice processing, self-similarity-based SR methods such as ZSSR require large computational time for training and test. Thus, the center slices of each case are evaluated quantitatively with the peak signal-to-noise ratio (PSNR) and structural similarity (SSIM) [30]. The PSNR is defined as follows:

\[
PSNR = 20\log_{10}\left(\frac{MAX}{\sqrt{MSE}}\right),
\]

(7)

\[
MSE = \frac{1}{HW} \sum_{i=0}^{H-1} \sum_{j=0}^{W-1} (X(i, j) - \hat{X}(i, j))^2,
\]

(8)

where \( MSE \) is the mean square error, \( H \) and \( W \) are the height and width of the image, \( X \) and \( \hat{X} \) are the ground truth and estimated image, respectively, and \( MAX \) is the maximum possible value of \( X \).

\[
SSIM_i(y, x) = \frac{(2\mu_X(y, x)\mu_{\hat{X}}(y, x) + c_1)(2\sigma_X(y, x)\sigma_{\hat{X}}(y, x) + c_2)}{\mu_X^2(y, x) + \mu_{\hat{X}}^2(y, x) + c_1 \sigma_X^2(y, x) + \sigma_{\hat{X}}^2(y, x) + c_2},
\]

where \( \mu_X \) and \( \sigma_X \) are the Gaussian weighted mean and standard deviation of the local patch in \( X \), \( \mu_{\hat{X}} \) and \( \sigma_{\hat{X}} \) are the Gaussian weighted mean and standard deviations of the local patch in \( \hat{X} \), respectively; \( \sigma_X \) is the Gaussian weighted covariance of the two local patches, \( c_1 = (0.01 \times L)^2 \), \( c_2 = (0.03 \times L)^2 \), and \( L \) is the dynamic range of the image.

The SSIM of the image is the average of SSIM \(_i\), which is expressed as follows:

\[
SSIM = \frac{1}{HW} \sum_{i=0}^{H-1} \sum_{j=0}^{W-1} SSIM_i(i, j).
\]
cases. We found that all SR methods outperformed in the unsupervised SR (Table II), and applied a Gaussian guide), and proposed method (external LR training images). As shown in the enlarged images, the proposed method (Fig. 2) achieved better results in both 2× and 4× cases in unsupervised approach. Compared to [16], the proposed methods using external learning. The number of original training samples is 2640 (176 images × 15 subjects) and the number of test samples is 5 (1 image × 5 subjects) in each fold. We validated 20 test images. We used the cascade SR strategy by setting r to 3 for both scaling factors 2× and 4× in the unsupervised SR (Table II), and applied a Gaussian filter as an intermediate blurring operator. Its standard deviation was set to \( \sqrt{2}/\sqrt{2}\ln 2 \), where \( \lambda \) was set to 2. Following the [16], we did not perform any bias correction or image denoising preprocessing on the NAMIC dataset.

### B. Results and Discussion

First, we conducted comparative experiments using external HR and LR image pairs for training as the ideal case (i.e., general supervised learning). We compared the proposed network of Fig. 2 to state-of-the-art methods, including three methods without the guided HR image [4], [14], [15] and one method with the guided image [16]. The results are summarized in Table I. The values of PSNR and SSIM are an average of 20 test images. As shown in the table, proposed (supervised) method [16] (supervised) that use the guided HR image outperform that do not use the guided HR image. Compared to [16], the proposed method (Fig. 2) achieved better results in both 2× and 4× cases. We found that all SR methods outperformed the conventional bicubic interpolation method. Thereafter, we conducted unsupervised learning experiments. The results are summarized in Table II. We compared the proposed method (referred to as “Proposed (unsupervised)” with the state-of-the-art unsupervised method ZSSR [8], which uses internal LR training images. In order to validate the effect of key components (external learning and guided image) of the proposed method, we also performed ablation study, which are represented as “Model 1” and “Model 2”. The model 1 represents the proposed network using external LR training images. Both ZSSR and model 1 do not use the guided HR image. Model 2 and proposed (unsupervised) method employ the proposed network of Fig. 2 directed with the guided HR image using the internal and external LR images, respectively. As shown in Table II, performance is significantly improved using external LR training images and further improvement is achieved using guided HR image. The proposed method achieved the best results in both 2× and 4× cases in unsupervised approach.

The supervised SR results from different methods for one subject with a magnification factor of 4 are shown in Fig. 3(c) to (h). The unsupervised SR results are shown in Fig. 4(c) to (f). The first and second rows are the reconstructed images and their enlarged small portions (marked by the red rectangle in the first row), respectively. The images in the third row are difference between the target HR T2WI (ground truth) and each result. Figs. 3(a), (b), 4(a) and 4(b) show the HR T2WI image (ground truth) and its corresponding HR T1WI (ground truth) and its corresponding HR T1WI (guided image), respectively. Figs. 3(c) shows the result obtained by conventional bicubic interpolation, and Fig. 3(d) to (h) show the supervised SR results obtained by the SRCNN [4], 2D DCSR [14], 2D mDCSRN – GAN (b4u4) [15], 2D Pham et al. (10L-RecNN) [16], and proposed (supervised + guide) methods, respectively. Figs. 4(c) to (f) show the unsupervised results obtained by ZSSR [8], model 1 (external LR), model 2 (internal LR + guide), and proposed method (external LR + guide), respectively. As shown in the enlarged images, the reconstructed image is not very clear even with the external HR training images (supervised learning) if we do not use the guided HR T1WI image. The quality of the reconstructed images can be improved significantly using the guided T1WI image even when only using the LR training images (i.e., unsupervised learning).

To facilitate a more detailed comparison, we also show the line profiles of the small portion. A yellow line is marked in the Fig. 5(a). As shown in Fig. 5(b), the line profile of the ground truth (HR image) includes three peaks with a distance of four pixels between the first and second peaks, and a distance of seven pixels between the second and third peaks. In contrast, the line profile of bicubic interpolation (LR image) has only one peak due to the low-resolution (the resolution of the LR image is 1/4 of the HR image). However, the spatial resolution of the LR image can be improved by SR techniques, as shown in Fig. 5(c) and (d). Fig. 5(c) shows the line profile of SR without the guided image (Model 1). As shown, SR without guided image can reconstruct two peaks (the second and third peaks) with greater distance (seven pixels), while the first peak cannot be separated from the second peak because it has a smaller distance (four pixels) to the second peak. The SR results (Model 2, and the proposed methods (supervised and unsupervised)) with the guided image are shown in Fig. 5(d). Now, all three methods reconstruct three peaks well, that demonstrates the effectiveness of the guided image. Our proposed (supervised) method achieves the best results among other three methods. Images of model 2 (unsupervised internal LR + HR guided) appears to be slightly over-reconstructed. As shown in Fig. 5(d), the proposed supervised and unsupervised methods both provide SR images of comparable quality. From the above results and analysis, we consider that SR with the guided image can improve the spatial resolution significantly. In addition, unsupervised SR with the external LR is more effective than the existing “zero-shot” SR [8], which only uses the internal LR.

We investigated the effect of cascade strategy with a magnification factor of 4. The results are summarized in Table III. As shown in Table III, the cascade model with three iterations obtained better PSNR and SSIM values than the model with fewer iterations. Therefore, the cascade strategy is effective for improving the image quality.
In recent year, L1 loss is widely used for SR reconstruction instead of L2 loss because of its higher performance [7]. We compared the effectiveness of L1 and L2 loss with a magnification factor of 4. The results are summarized in Table IV. According to the results, L1 loss obtained slightly higher PSNR and SSIM values than L2 loss.

The accuracy of registration may have an impact on the proposed approach which uses the guidance image. Therefore, we investigated the influence of registration error. To perform the experiments, we constructed three types of HR guidance datasets by slightly shifting the x, y and z direction by 1 mm, 2 mm and 3 mm, respectively. The volumes are generated by randomly shifting the x, y and z axes in the following direction: −1 or 1 mm, −2 or 2 mm, and −3 or 3 mm respectively. We trained the model using the dataset with registration error and evaluated the test images. The results are summarized in Table V. The accuracy decreases proportionately to the registration error. However, compared to the existing unsupervised method (i.e., ZSSR [8]), the proposed approach obtained higher PSNR and SSIM values even with a registration error of 3 mm.

| Registration error | PSNR/SSIM       |
|--------------------|-----------------|
| 0 mm               | 34.39 / 0.957   |
| 1 mm               | 32.96 / 0.941   |
| 2 mm               | 32.42 / 0.933   |
| 3 mm               | 32.29 / 0.931   |
| ZSSR [8]           | 30.71 / 0.908   |

Table IV
Comparison of Different Loss with Average PSNR and SSIM Values of 20 Test Images

Table V
Quantitative Evaluation with Average PSNR and SSIM Values of 20 Test Images by the Different Registration Errors

IV. CONCLUSION

We introduced a novel external-learning-based unsupervised multimodal priors guided SR for the resolution enhancement of MRI images (T2WI). Our proposed method can directly utilize accumulated enormous medical image resources at the daily clinical site. Further, as the proposed method does not require HR training images for SR, it can be used with a variety of medical imaging modalities for which it is challenging to get HR images for training. We also demonstrate the effectiveness of guided SR directed by multimodal priors (HR T1WI) for constructing the detailed anatomical structure and its advantages over the state-of-the-art method. In future work, we aim to tackle the challenge of building an accurate and efficient unsupervised 3D model. In addition, instead of using the iterative back projection method for each test image, we will use deep internal learning after the external learning to refine the SR results.
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