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Abstract—Time series analysis has achieved great success in diverse applications such as network security, environmental monitoring, and medical informatics. Learning similarities among different time series is a crucial problem since it serves as the foundation for downstream analysis such as clustering and anomaly detection. It often remains unclear what kind of distance metric is suitable for similarity learning due to the complex temporal dynamics of the time series generated from event-triggered sensing, which is common in diverse applications, including automated driving, interactive healthcare, and smart home automation. The overarching goal of this paper is to develop an unsupervised learning framework that is capable of learning task-aware similarities among unlabeled event-triggered time series. From the machine learning vantage point, the proposed framework harnesses the power of both hierarchical multi-scale sequence autoencoders and Gaussian Mixture Model (GMM) to effectively learn the low-dimensional representations from the time series. Finally, the obtained similarity measure can be easily visualized for explaining. The proposed framework aspires to offer a stepping stone that gives rise to a systematic approach to model and learn similarities among a multitude of event-triggered time series. Through extensive qualitative and quantitative experiments, it is revealed that the proposed method outperforms state-of-the-art methods considerably.

Index Terms—Anomaly detection, Internet of Things, Event-triggered time series

1 INTRODUCTION

Time series is a collection of observed data points listed in time order. Time series analysis plays an essential role in domains as diverse as finance, network security, astronomy, and computer vision. Computing a suitable similarity metric between two time series lies at the heart of a variety of machine learning tasks, such as clustering, anomaly detection, and supervised time series classification. A major application of similarity learning is to detect anomalous or malicious behaviors within a set of Internet of Things (IoT) devices. For instance, a malicious healthcare IoT device may send sensitive personal information to Internet, which compromises users’ privacy and requires immediate attention. As a matter of fact, it has been revealed that numerous IoT devices may send sensitive information of users to unrelated third parties. More generally, machine learning of time series data such as abnormal IoT behavior detection is arguably expected to be epicenter of a plurality of emerging IoT applications.

The past decade has witnessed a proliferation in time series data generated from event-triggered sensors, where the events refer to human activities or machine programs. The occurrence of such events will trigger the working state transition of the sensor, resulting in heterogeneous dynamics of the traffic time series. Please refer to Section 3.1 for an informal definition of event-triggered time series. A key challenge in analyzing such event-triggered (traffic) time series is that it often contains temporal event sequence that is sporadic or highly heterogeneous as shown in Figure 1. It may contain a few short traffic bursts and a long sleep time with no data transmission, as shown in the first subfigure, or seems to be the “superposition” of multiple time series, as shown in the second and third sub-figures. The unique pattern makes this type of time series extremely heterogeneous and exhibit both long-term and short-term temporal dependencies which render the traditional machine learning algorithms not directly applicable. Apart from the heterogeneity, other challenges include: 1) There exists no label for similarity learning. 2) To achieve the best performance, the similarity learning needs to be tuned for a particular task. 3) Time series generated by event-triggered sensors often vary in time granularity across devices due to power and privacy concerns. 4) In many applications, we need to not only compute the similarity between two unlabeled time series but also provide insight into the mechanism so that domain expert can understand the similarity metric. The above challenges give rise to the following questions.

How can we design a task-aware unsupervised machine learning approach to learn the similarity between two event-triggered time series?

To this end, we develop a Time Series Hierarchical Multi-scale Variational Autoencoder with Gaussian Mixture Model a.k.a. ET-Net to effectively model the temporal dynamics of event-triggered time series. ET-Net leverages both the...
We summarize related work on similarity learning that have received significant attentions over the past decade, including non-parametric methods and parametric methods based on deep neural networks.

There exists a large body of work on non-parametric methods for time series similarity learning, including Euclidean Distance (ED), Dynamic Time Warping (DTW), and the most widely used distance metric, often yields poor performance for time series similarity learning because it is sensitive to anomalies, noise, warping and contamination. As a remedy, one may propose to use EDR instead of ED. However, EDR is calculated based on the local procedures and treat all the change operations equally. Therefore, it is less robust to noise, i.e., when a group of data points in the time series deviate slightly, the EDR will become very large. In addition, ED and EDR are sensitive to time series with irregular sampling rates.

Dynamic Time Warping (DTW) is a time series similarity metric that has been widely studied and used in recent years. It aims to calculate an optimal matching between two time series and has proved to be capable of providing strong baseline performance in many machine learning tasks such as classification and clustering.

In addition, there exists a lot of work dedicated to improving the performance of DTW, or combining DTW with deep learning methods.

The majority of deep learning-based methods for time series similarity learning use Recurrent Neural Network (RNN) or Convolutional Neural Network (CNN) to model the temporal dynamics and convert them into low-dimensional representations. Similarity or distance metrics in this low-dimensional latent space are expected to reflect semantic relationship between time series. proposes a structure called WaRTEM to generate time series embedding that exhibits resilience to warping. proposes a model named DTCR that integrates the seq2seq model and the K-means objective to generate latent space representations that are better suited for clustering.

2.2 Visual Interpretability

Visual interpretability is often seen as the first step in explaining deep neural networks. It can be used to explain the inherent mechanism of the neural network, and can also be used to trace which training samples or features significantly affect the output of the neural network, i.e., attributing the output of neural network to a set of features or samples. In general, the attribution methods can be roughly categorized into two groups, i.e., feature-based and example-based. The feature-based attribution methods compute the contribution of each input feature to the model output, and visualize the result through a heat map superimposed on the input sample. optimizes a white-box model to locally approximate the output of the neural network, and then determine the contribution of each feature by analyzing the learned white-box model.

Example-based attribution methods visualize a set of training samples or prototypes to explain the output of the network. utilizes the influence function to determine which training samples play a decisive role in the model prediction for a given sample. proposes to use the integrated gradients of the feature as the importance score of the feature. However, such methods often struggle to generate convincing attribution results on time series data, because the model may highlight features that the model considers important but not to human experts.

In this paper, we propose an end-to-end general framework for learning the similarity between event-triggered time series in a fully unsupervised manner. The resulting outcomes can be easily visualized in latent space for human comprehension. We also use the example-based attribution method to explain the model decisions from the original space. Moreover, the proposed model learns the vector embeddings in the latent space by taking into account the machine learning task under investigation. Finally, the probabilistic GMM model offers probabilistic measurement and is more flexible than the K-means clustering method. We summarize the unique features of our model and compare it with other state-of-the-art approaches in Table.
particular, the GMM adopted in this framework adopts mixed membership and is much more flexible in terms of cluster covariance than the hard assignment approach such as the K-means clustering method [9]. The proposed task-aware approach can learn the vector embeddings that are tailored for a particular machine learning task, so the detection performance can be improved. As evident from the Table[5] only ET-Net meets all the desired requirements.

3 Hierarchical Multiscale Variational Autoencoder with Gaussian Mixture Model

3.1 Informal Problem Definition

Event-triggered time series: As we enter the era of Internet of Things, more and more time series data are generated from event-triggered sensors. Let $\mathbf{x} = [x_1, \ldots, x_L]^T$ denote a time series of length $L$ which is triggered by $K$ events, i.e.,

$$\mathbf{x} = f(\mathbf{a}_1 \odot \mathbf{e}_1, \ldots, \mathbf{a}_K \odot \mathbf{e}_K),$$

where $\mathbf{e}_i$ represents a time indicator sequence of length $L$, $\mathbf{a}_i$ represents corresponding intensity vector of length $L$, and $\odot$ is Hadamard product. Traffic time series in IoT network are usually caused by two types of events: machine type communication (MTC) events, which trigger short-term and periodic dependency, and human type communication (HTC) events, which trigger long-term and bursty dependency [20].

Let’s consider the traffic generated by a webcam. Its traffic in a given time window is equal to the sum of traffic generated by all events during the period. i.e., $\mathbf{X} = \mathbf{a}_1 \odot \mathbf{e}_1 + \cdots + \mathbf{a}_K \odot \mathbf{e}_K$, where $\mathbf{a}_i$ is the traffic generated by type-$i$ event. The interaction events between the camera and the controller, such as routine queries and responses, are MTC events. In a given time window, these events occur frequently but consume less traffic, so they can be regarded as background traffic in the traffic time series, which constitutes short-term dependencies in the time series. In contrast, human interactions such as viewing surveillance video, are HTC events. In the above time window, these events occur much less frequently than MTC events, but they consume a lot of traffic and appear as bursts in the traffic time series. We summarize the characteristics of MTC and HTC events in Table[2].

Given a collection of event-triggered time series $\mathbf{X} = [\mathbf{x}_1, \mathbf{x}_2, \ldots, \mathbf{x}_N]$. We aim to output a low-dimensional representation for each time series to compute the similarities between the time series.

3.2 General Framework

As discussed in the last chapter, the heterogeneity in IoT traffic mainly stems from two types of data traffic, i.e., traffic caused by HTC and MTC events. MTC events typically span a short period of time and exhibit periodic behavior. On the contrary, HTC events give rise to long-term and bursty traffic which are more difficult to characterize and predict. To fully characterize heterogeneous IoT traffic caused by both MTC and HTC events, we present in this chapter the ET-Net framework.

The proposed framework for time series similarity learning is composed of two modules: compression network and distribution estimator. The former compresses time series into latent space $Z$, and the latter estimates the latent space distribution. These two modules work in a coordinated manner to jointly learn the temporal dynamics of the event-triggered time series and generate vector embeddings tailored for GMM. The objective function for learning this model is given in the sequel.

$$L = \|\mathbf{X} - g(\mathbf{X})\|_2^2 + \lambda E(\mathbf{Z}, \mathbf{X}),$$

where $g(\cdot)$ is the reconstruction model. $\mathbf{Z}$ is the representation of $\mathbf{X}$ in the latent space. $\|\cdot\|_2^2$ denotes the squared L2-loss. $E(\cdot)$ is the negative log-likelihood of the estimated GMM, a.k.a an energy function, which models latent space distribution. $\lambda$ is a weighting parameter that governs the tradeoff between two individual objective functions.

The above formula is similar to a variety of existing work, including VAE [21], DAGMM [11], DTCR [9] and SOM-VAE [22]. In this paper, we outline a special type of sequence autoencoder architecture that is particularly suitable for learning similarity among event-triggered time series.

3.3 Model Overview

We construct a compression network using a structure partly similar to seq2seq [23], which includes an encoder and a decoder, i.e., $\mathbf{z}_c = g_e(\mathbf{x}), \mathbf{z} = g_d(\mathbf{z}_c)$, where $g_e(\cdot)$ and $g_d(\cdot)$ denote encoder function and decoder function, respectively. $\mathbf{z}_c$ represents the compressed latent space representation of the time series $\mathbf{x}$, $\mathbf{z}'$ denotes the reconstructed time series.

We further stack the compressed representation with the reconstruction errors to obtain the extended latent space representation $\mathbf{Z}$.

$$\mathbf{z} = [\mathbf{z}_c, d_{rel}(\mathbf{x}, \mathbf{x}'), d_{cos}(\mathbf{x}, \mathbf{x}')],$$

where $d_{rel}(\cdot)$ and $d_{cos}(\cdot)$ are the reconstruction error, denoting the relative distance and cosine similarity, respectively. Once the extended latent space representation is obtained, it is fed into a GMM estimator for density estimation, as shown in the sequel.

$$\gamma = g_m(\mathbf{Z}) \quad \varphi_k = \sum_{i=1}^{M} \frac{\gamma_k}{M} \mu_k, \Sigma_k = \eta \left(\{[\bar{z}_i, \gamma_i]\}_{i=1}^{M}\right),$$

where $K$ is the number of mixture components in GMM and $M$ is the number of samples in mixture component $k$. $g_m(\cdot)$ is a membership estimator, and $\gamma$ is a $K$-dimensional vector representing the probability that sample $\mathbf{z}$ belonging to the $k^{th}$ mixture component. $\varphi_k, \mu_k$ and $\Sigma_k$ are mixture probability, mean and covariance for $k^{th}$ mixture component, respectively. $\eta(\cdot)$ denotes a function for computing the mean and covariance. In practice, we use the iterative EM algorithm to update $\mu_k$ and $\Sigma_k$ based on $\mathbf{z}_c$ instead of computing them directly using $\gamma$ and $\varphi$ like DAGMM.

Once we obtain the parameters of the GMM model, the sample energy function (c.f. [2]) can be calculated as follows,

$$E(\mathbf{z}, \mathbf{x}) = -\log \left(\sum_{k=1}^{K} \varphi_k \theta(\mathbf{z}; (\mu_k, \Sigma_k))\right) \theta(\mathbf{z}; (\mu_k, \Sigma_k)) = \frac{1}{\sqrt{2\pi \Sigma_k}} \exp \left(-\frac{\|\mathbf{z} - \mu_k\|^2}{2\Sigma_k}\right)$$
where the $\theta(z, (\mu_k, \Sigma_k))$ is the density function of Gaussian distribution $\mathcal{N}(\mu_k, \Sigma_k)$. The overall loss function is given below, where $N$ is the number of training samples.

$$L = \frac{1}{N} \sum_{i=1}^{N} ||x_i - \hat{x}_i||^2_2 + \lambda \sum_{i=1}^{N} E(z_i, x_i).$$  \hfill (6)

However, due to the temporal heterogeneity, complex long- and short-term dependencies of event-triggered time series make traditional sequence autoencoder ineffective in capturing time dynamics.

To this end, we propose the ET-Net, as shown in Figure 2. Specifically, we propose W and D compression networks to extract the features of event-triggered time series, which give rise to low-dimensional representations. The GMM model will subsequently estimate the distribution in the latent space and output learning outcomes, i.e. $y_W$ and $y_D$.

### 3.3.1 W compression network

The intuition behind creating a W compression network is to learn the temporal dependencies between various bursts that may represent HTCs. Each branch of the encoder-decoder pair randomly learns a type of dependencies with a different temporal span. All learned representations are compressed into a latent space representation, which is borrowing from the idea of multi-task learning \[24\]. Figure 2 shows the architecture of W compression network. Reconstructed sequence output by $i^{th}$ decoder $\tilde{x}^{(i)}$ is computed as $\tilde{x}^{(i)} = g_{\theta}(x)\), where $\tilde{x}^{(i)}$ is the final state of $i^{th}$ encoder. The final state of all encoder branches are compressed into a latent space representation $z_e = W_e \cdot [z_{e_1}, \cdots, z_{e_N}]^T + b_e$, where $N_e$ is the number of encoder/decoders, $W_e$ and $b_e$ denote a trainable weight matrix and a bias vector, respectively.

The recurrent function used to update the hidden state of the recurrent cell in the $i$-th layer of SRNN [25] is as follows,

$$h^i(t) = w^i_1(t)f_{rnn}(h^{i-1}(t), x(t)) + w^i_2(t)f^i(t, s^i(t), x(t))$$

s.t. $w^i_1(t), w^i_2(t) \in \{0, 1\}, w^i_1(t) + w^i_2(t) \neq 0$  \hfill (7)

where $w^i_1(t)$ and $w^i_2(t)$ are randomly initialized weights. $f_{rnn}(\cdot)$ denotes a non-linear function including Long-Short Term Memory (LSTM) [25] or Gated Recurrent Unit (GRU) [27]. $f^i(\cdot)$ denotes a linear operation. $s^i$ is a parameter that controls the memory ability of SRNN. When $s^i$ is small, SRNN tends to learn short-term dependencies. Otherwise, it will learn long-term dependencies. We set the parameter $s^i$ of each encoder/decoder to a different value but no more than three, so that it tends to learn short-term dependencies in time series.

When LSTM is set as the recurrent cell, $f_{rnn}(\cdot)$ in [7] can be expanded as $f_{lstm}(\cdot)$,

$$f_{lstm}(h(t-1), c(t-1), x(t)) = o(t) \circ c(t)$$

$$\sigma(\mathbf{W}_{o} \cdot [h(t-1), x(t)] + \mathbf{b}_{o})$$

$$c(t) = \tilde{c}(t) \circ c(t-1) + \tilde{h}(t) \circ \mathbf{c}(t)$$

$$\tilde{c}(t) = \sigma(\mathbf{W}_{f} \cdot [h(t-1), x(t)] + \mathbf{b}_{f})$$

$$\tilde{h}(t) = \mathbf{W}_{i} \cdot \mathbf{h}(t-1), x(t) + \mathbf{b}_{i}$$

$$\mathbf{c}(t) = \tanh(\mathbf{W}_{c} \cdot \mathbf{h}(t-1), x(t) + \mathbf{b}_{c})$$  \hfill (8)

where $i, o$ and $f$ are input gate, output gate and forget gate respectively, $c$ is the memory. $\mathbf{W}_{o}, \mathbf{W}_{f}, \mathbf{W}_{i}, \mathbf{W}_{c}, \mathbf{b}_{o}, \mathbf{b}_{f}$, $\mathbf{b}_{i}$ and $\mathbf{b}_{c}$ are the parameters to be learned. The $f_{rnn}(\cdot)$ is defined as $f_{gru}(\cdot)$ when GRU is set as the recurrent cell.

$$f_{gru}(h(t-1), x(t)) = (1 - u(t)) \circ h(t-1) + u(t) \circ \tilde{h}(t)$$

$$\tilde{h}(t) = \sigma(\mathbf{W}_{u} \cdot [h(t-1), x(t)] + \mathbf{b}_{u})$$

$$\mathbf{c}(t) = \tanh(\mathbf{W}_{c} \cdot \mathbf{h}(t-1), x(t) + \mathbf{b}_{c})$$

$$\mathbf{h}(t) = \sigma(\mathbf{W}_{h} \cdot [(r(t) \circ h(t-1), x(t)] + \mathbf{b}_{h})$$

$$r(t) = \sigma(\mathbf{W}_{r} \cdot \mathbf{h}(t-1), x(t) + \mathbf{b}_{r})$$  \hfill (9)

where $u$ and $r$ are update gate and reset gate respectively, $\mathbf{W}_{u}, \mathbf{W}_{r}, \mathbf{b}_{u}, \mathbf{b}_{r}$ and $\mathbf{b}_{c}$ are parameters to be learned.

The extended latent space representation in [3] is then given by $\mathbf{z}_{W} = [\mathbf{z}_{e}, d_{rel}(\mathbf{x}, \mathbf{x}'), d_{cos}(\mathbf{x}, \mathbf{x}')]$ in W compression network, where $i$ and $j$ are the autoencoder branch indexes with the minimum reconstruction relative distance and cosine distance, respectively. Consequently, we obtain the following loss function for W compression network and the associated GMM.

$$L = \frac{1}{N N_{E}} \sum_{i=1}^{N_{E}} \sum_{j=1}^{N_{E}} ||\mathbf{x}_i - \mathbf{x}'_{(j)}||^2_2 + \lambda \sum_{i=1}^{N} E(z_i, \mathbf{x}_i).$$  \hfill (10)

### 3.3.2 D compression Network

The intuition behind creating a D compression network is to learn the long-term background dynamic of IoT time series that may represent MTCs. Multiple layers of dilated RNNs are stacked sequentially to obtain deep representations of time series. Figure 2 shows the architecture of D compression network. The latent space representation $\mathbf{z}_{e}$ is computed as $\mathbf{z}_{e} = W_{D} \cdot [\mathbf{z}_{e_1}, \cdots, \mathbf{z}_{e_{N_{L}D}}]^T + b_{D}$, where $\mathbf{z}_{e_{i}}$ represents the final state of $i^{th}$ layer. $N_D$ is the number of layers in encoder and decoder. $W_{D}$ and $b_{D}$ denote a trainable weight matrix and a bias vector, respectively.
The hidden state of the recurrent cell in the $i$-th layer of dilated RNN is updated as

$$\hat{h}^i(t) = f(\hat{h}^{i-1}(t), \hat{h}^i(t - d^i))$$

(11)

where $d^i$ denotes the dilation size in $i$-th layer. The hidden state at time instance $t$ only depends on the state at $t - d^i$. Thus, $d^i$ governs the time scale of the dependency that the network aims to mine. In addition, a multi-layer dilated RNNs are used to further extract long-term dependencies by stacking multiple layers with different dilations. In practice, we set 3 as the dilations in first layer, then an exponential growth strategy is used to set the dilation in subsequent layer, that is, $d^i = 3^{i-1}$. We then generate the extended latent space representation as $z_D = [z_c, d_{rel}(x', x), d_{cos}(x', x)]$, which is similar to (3). The loss function for D compression network remains the same to (6).

Please note that the final output of the ET-Net $y$ is calculated according to the machine learning task we aim to carry out. For anomaly detection, $y$ represents the anomaly score of the sample $x$, and is calculated as $y = \max(E_W(z_W, x), E_D(z_D, x))$, where $E_W(\cdot)$ and $E_D(\cdot)$ denote the energy functions of W and D branches, respectively. In this way, the W and D branches identify anomalies from the perspective of HTC and MTC respectively, and the network outputs the highest anomaly score to ensure high recall. For clustering or classification task, $y$ represents the predicted label, and defined as $y = \arg\max_i(\max((\gamma_W, \gamma_D)^T))$, where $\gamma_W$ and $\gamma_D$ represent probabilistic GMM membership predicted by W and D branches respectively. Here we take the maximum of the two predicted probabilities, the result output by the sharper softmax distribution are preferred [28].

4 Experiments

Two machine learning tasks have been considered in the experiment, i.e., anomaly detection and clustering. We carry out the study to answer the following questions regarding the proposed approach. 1) Effectiveness: whether ET-Net outperforms the existing state-of-the-art anomaly detection and clustering methods? 2) Robustness: is ET-Net robust to noise and training sample contamination? Whether the trained model is capable of being robust to time granularity variations, which often occurs during practical deployment? 3) Visualization: can we visualize and interpret the similarity metric learned by ET-Net?

4.1 Datasets and Experimental Design

4.1.1 Datasets

For anomaly detection, we first conduct experiments on a synthetic dataset. Then we conduct experiments on several public real-world traffic datasets, i.e., UNSW-IoT Dataset[29], IoT23 dataset and datasets selected from UCR time series classification archives[30]. We use AUC (Area under the Receiver Operating Curve) is employed to assess the anomaly detection performance.

In UNSW-IoT and IoT23 dataset, packets generated by all devices are captured and recorded, and each device is identified by a unique label. We split the entire traffic series into non-overlapping windows, each spanning a time interval of one hundred and twenty minutes. Each data point within the time window represents the number of packets collected within one minute. For UNSW-IoT dataset, we aim to detect non-IoT devices within an IoT network since these non-IoT devices need to be managed and secured using policies different from that of the IoT devices. [30]. For IoT23 dataset, we aim to detect malicious attacks in an IoT network. The cell traffic dataset is generated from the Call Detail Record (CDR), and the time series from a selected cell is deemed as non-anomalous data. We then inject the traffic time series from another cell to create anomalies. For UNSW-IoT, IoT23 and cell traffic datasets, we divide them into training and test datasets with a 40-60 split. For UCR dataset, we follow the method described in [32] to conduct the anomaly detection experiments.

Likewise, the clustering performance of the proposed framework is also elucidated via experiments on synthetic datasets and three real-world datasets, including UNSW-IoT, IoT23 and cell traffic. NMI (Normalized Mutual Information) is employed to assess the clustering performance.
4.1.2 Baselines

For anomaly detection, we compare ET-Net against the following state-of-the-art unsupervised methods, including One-Class SVM (OCSVM), Local Outlier Factor (LoF), Isolation Forest (IF), Dynamic Time Warping (DTW), GRU-AE [33], Shared-SRNN [29], DAGMM [11], and BeatGAN [34].

Similarly, the baseline algorithms for clustering include K-means, GMM, K-means+DTW, K-means+EDR [35], K-shape [36], DEC [37], IDEC [38], SPIRAL [39], DTC [40], and AutoWarp [10].

More details about the experiments can be found in the supplementary materials. For fair comparison, all baseline methods use the parameter settings recommended by authors.

4.2 Latent Space Visualization on Synthetic Datasets

In this section, we visualize the latent space learned by ET-Net on anomaly detection and clustering tasks to elucidate the underlying mechanism of the ET-Net, and provide an intuitive explanation for the model outcomes. Finally, we examine the robustness of latent space representation against data granularity variations and different types of noise.

4.2.1 Anomaly detection

We first assess the performance of the proposed framework via conducting machine learning tasks on a synthetic dataset, as shown in Figure 3. This dataset consists of three non-anomalous time series samples, i.e., a sine wave, a square wave, and a triangle wave. We also create a total of five hundred copies for each time series and use them to train the proposed deep learning model.

![Figure 3. Exemplary samples from the synthetic dataset](image)

A total of four types of anomalies have been generated to assess the effectiveness of the proposed ET-Net framework. Type-1 anomaly refers to strong local additive white Gaussian noise, as shown in Figure 4(1a). Type-2 anomaly stands for an unusually high activity that spans a short period of time (Figure 4(2a)). Type-3 is the “breakdown” anomaly (Figure 4(3a)). Type-4 anomaly is created by adding an impulse signal (Figure 3(a)) as an example. We set the original sampling interval $\Delta t_o$ to 1/120 second, and then vary the sampling rates from $\Delta t = 1/110, 1/130$ second to $\Delta t = 1/30, 1/5$ second, and visualize the obtained latent space representations in Figure 5. The visualization result shows that the latent space representation generated by ET-Net is robust against variations in time granularity.

In this section, we visualize the latent space learned by ET-Net on anomaly detection and clustering tasks to elucidate the underlying mechanism of the ET-Net, and provide an intuitive explanation for the model outcomes. Finally, we examine the robustness of latent space representation against data granularity variations and different types of noise.

4.2.2 Clustering

This dataset consists of three types of time series, i.e., sine waves, square waves and triangle waves (as shown in different columns of Figure 7), we also pass these time series through an Additive white Gaussian noise (AWGN) channel and introduce phase difference artificially (as shown in different rows of Figure 7) to make them more realistic. The vector embeddings in the latent space can be obtained for the time series through the ET-Net, as visualized in Figure 8 using the t-SNE algorithm. It is evident that we can easily cluster these time series in the latent space.

**Robustness against different types of noise:** Four types of noise described in [2] are considered in this experiment. Type-1 and type-2 noise stand for increasing (Figure 9(a)) and decreasing sampling rate (Figure 9(b)), respectively. Type-3 noise is the shift noise (Figure 9(c)). Type-4 noise refers to adding Gaussian noise to the entire time series (Figure 9(d)).

We then apply the four types of noise to a sine time series and compute the Euclidean distance between the original time series and the time series with noise in both original and latent spaces. As shown in Figure 10, for all four types of noise, the Euclidean distance will increase quickly with the level of noise. As a contrast, the proposed framework remains effective in the presence of all four types of noise and can mine the similarity between the original time series and the ones with noise. As a matter of fact, as shown in Table 3, it is the only method that remain robust against all types of noise.

| Comparison results of time series similarity measures | ED | DTW | EDR | ET-Net |
|-----------------------------------------------------|----|-----|-----|--------|
| Increase sampling rate                              | Sensitive | Fair | Sensitive | Robust   |
| Decrease sampling rate                               | Sensitive | Sensitive | Fair | Robust   |
| Random shift                                        | Robust | Robust | Robust | Robust   |
| Add noise                                           | Sensitive | Sensitive | Sensitive | Robust   |

![Table 3](image)
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4.3 Results on Real-world Datasets

4.3.1 Anomaly Detection

Implementation Details: We conduct experiments on a workstation with 48-core Xeon E5 CPUs, 64GB RAM and 2 NVIDIA Titan V GPUs. TensorFlow 1.10 is employed to implement the proposed ET-Net framework.

ET-Net contains four types of hyperparameters, 1) the number of branches in the W compression network; 2) the number of layers in the D compression network; 3) the number of neurons in each layer of RNN; 4) the number of mixture components in GMM. LSTM cell and GRU cell are adopted in the W and D compression network respectively. We use the Adam optimization algorithm [41] to train the proposed model, and the initial learning rate is set to $10^{-3}$.

The hyperparameter settings are listed in Table 4. For other algorithms, we follow the default or recommended settings.

Effectiveness: The performance of ET-Net and other state-of-the-art methods on a total of seven real-world datasets are listed in Table 5. ET-Net-W and ET-Net-D represent W compression network with GMM and D compression network with GMM, respectively. It is evident that the proposed ET-Net outperforms other competing methods considerably. It ranks first in five out of seven datasets, and ranks second in the remaining two datasets. In particular, for the cell traffic datasets, ET-Net outperforms the second best method by around 14%. Furthermore, ET-Net outperforms ET-Net-W and ET-Net-D thanks to the joint output of multiple networks based on multi-task learning.

In the previous study, we assume all the training dataset constitutes non-anomalous time series. However, such an assumption does not always hold in practice, since a small portion of the training data might be anomalies. As a remedy, we artificially inject anomalies into the training dataset to check whether we can still obtain an effective anomaly detector. Table 6 demonstrates that the proposed ET-Net architecture remains effective even in the presence 10% of anomalies in the training dataset.

Robustness: Event-triggered sensors may generate traffic time series with different granularity, which also makes the traffic patterns extremely complex. We are naturally led to
Fig. 6. Latent space representations of type-1 to type-4 anomalies with different sampling intervals. Both non-anomalous time series (green symbols) and anomaly time series (red symbols) are shown in the figure. (1a)-(4a) 2D visualization. (1b)-(4b) 3D visualization.

Table 5

| Method      | UNSW-IoT | Cell traffic | IoT23 | MedicalImages | MoteStrain | PowerCons | SmoothSubspace |
|-------------|----------|--------------|-------|---------------|------------|-----------|----------------|
| OCSVM       | 0.7947   | 0.3241       | 0.5000| 0.5366        | 0.8017     | 0.9827    | 0.9920         |
| LoF         | 0.8705   | 0.5940       | 0.6402| 0.6689        | 0.5339     | 0.7630    | 0.9200         |
| IF          | 0.8586   | 0.4758       | 0.6544| 0.5012        | 0.8959     | 0.9679    | 0.9920         |
| DTW         | 0.8413   | 0.4865       | 0.6480| 0.4508        | 0.8550     | 0.9642    | 1.0000         |
| GRU-AE      | 0.9099   | 0.4259       | 0.7430| 0.6358        | 0.9122     | 0.9691    | 0.9840         |
| Shared-SRNN | 0.8279   | 0.6944       | 0.7657| 0.4680        | 0.9397     | 0.9716    | 0.9720         |
| DAGMM       | 0.8314   | 0.5000       | 0.7964| 0.6473        | 0.5000     | 0.5333    | 0.7800         |
| BeatGAN     | 0.7395   | 0.5029       | 0.8027| 0.6318        | 0.9087     | 0.7864    | 0.7000         |
| ET-Net-W    | 0.9356   | 0.3982       | **0.8504**| 0.7584    | 0.7597     | 0.9382    | 0.9840         |
| ET-Net-D    | 0.8696   | **0.8333**   | 0.6819| 0.5724        | 0.9016     | 0.9506    | 1.0000         |
| ET-Net      | **0.9503** | **0.8333** | **0.8289**| **0.7608**| **0.9270**| **0.9975**| **1.0000**     |

*Fig. 7. Exemplary samples from the synthetic time series clustering dataset*

*Fig. 8. Clustering visualization results. Green, blue and orange symbols represent the vector embeddings of sin, triangle and square waves, respectively.*
the following question: can a ET-Net trained by time series with one sampling interval be applied universally to time series with other intervals? To answer this question, we train a ET-Net model based on a training dataset with sampling interval equals to 60 seconds and then apply it to detect anomalous behaviors in time series with sampling intervals varying from 60 seconds to 120 seconds. As shown in Table 7, the model remains effective even the data granularity, demonstrating its robustness.

Visualization and interpretability: From a perspective of latent space visualization, GMM models the distribution of normal samples using a GMM model, and forms a normal cluster in the latent space in the anomaly detection task, thus, the vector embedding that deviates from this distribution is deemed as an anomaly. A typical example is shown in Figure 4.

Based on the fact that normal samples are grouped into clusters in the latent space, we propose an example-based attribution method to explain the detected anomalies. Specifically, given a time series \( x_a \) that is deemed as an anomaly, we draw a straight line in latent space from the low-dimensional representation of \( x_a \), \( z_a \), to the center of normal cluster \( z_{cnt} \). We call this line in the latent space reference line hereafter. The visual comparisons among the anomaly time series and their corresponding reference time series help explain the difference between the anomalous times series and the normal ones. Figures in the first column in Figure 11 illustrate three representative abnormal time series, and the remaining time series are reference time series, where the second column of time series are the closest reference samples to the abnormal samples, and the third and fourth columns of samples are closer to \( z_{cnt} \). See Figure 12 for the complete figure. By observing these examples, we may extract semantic information that can help explain to users the difference between the anomalies and normal time series.

- Anomalous traffic time series may carry unusually high amount of traffic data compared with normal traffic time series, as given in the first two examples.
- Abnormal traffic time series may bear long and deep sleeping modes in which no traffic is transmitted.

Please notice that such semantic information extracted from these examples may be used to identify other anomalous time series as well.

### 4.4 Time Series Clustering

**Implementation Details:** We conduct clustering experiments on three real datasets, including UNSW-IoT, IoT23 and cell traffic. Hyperparameters used in the experiment are listed in Table 4.

**Effectiveness:** Table 8 lists the clustering performance of ET-Net and other state-of-the-art methods on three real-world datasets. Two other methods have also been considered for comparison, including 1) AE+K-means in which the clustering is carried out over the latent space representations, which is obtained through the sequence autoencoder. 2) ET-Net+K-means in which the clustering is carried out over the vector embeddings obtained by the W

---

**TABLE 6**

| UNSW-IoT | Proportions | AUC Score | Cell traffic | Proportions | AUC Score |
|----------|-------------|-----------|--------------|-------------|-----------|
|          | 0%          | 0.9503    |              | 0%          | 0.8333    |
|          | 5%          | 0.9177    |              | 5%          | 0.8229    |
|          | 10%         | 0.9071    |              | 10%         | 0.7779    |
| loss     | 4.32%       |           |              | loss        | 5.54%     |

**TABLE 7**

| Sampling Intervals | 60sec | 90sec | 120sec |
|--------------------|-------|-------|--------|
| OCSVM              | 0.7947| 0.5010| 0.5000 |
| LoF                | 0.8705| 0.8780| 0.8664 |
| IF                 | 0.8586| 0.8211| 0.7939 |
| DTW                | 0.8413| 0.8511| 0.8350 |
| GRU-AE             | 0.9099| 0.8903| 0.8792 |
| Shared-SRNN        | 0.8279| 0.7541| 0.7317 |
| DAGMM              | 0.8314| 0.7591| 0.7494 |
| BeatGAN            | 0.7395| 0.5837| 0.6255 |
| ET-Net             | 0.9503| 0.8909| 0.9078 |
In this paper, we present ET-Net, a task-aware unsupervised deep learning approach to learn similarity metrics on event-triggered time series. Through extensive qualitative and quantitative studies, it is revealed that the proposed model can effectively capture the temporal dynamic of event-triggered time series. In addition, a single ET-Net model can be applied to time series with different time granularity with little performance degradation, which shows its robustness.
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