Achieving Stable Subspace Clustering by Post-Processing Generic Clustering Results
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Abstract—We propose an effective subspace selection scheme as a post-processing step to improve results obtained by sparse subspace clustering (SSC). Our method starts by the computation of stable subspaces using a novel random sampling scheme. Thus constructed preliminary subspaces are used to identify the initially incorrectly clustered data points and then to reassign them to more suitable clusters based on their goodness-of-fit to the preliminary model. To improve the robustness of the algorithm, we use a dominant nearest subspace classification scheme that controls the level of sensitivity against reassignment. We demonstrate that our algorithm is convergent and superior to the direct application of a generic alternative such as principal component analysis. On several popular datasets for motion segmentation and face clustering pervasively used in the sparse subspace clustering literature the proposed method is shown to reduce greatly the incidence of clustering errors while introducing negligible disturbance to the data points already correctly clustered.

I. INTRODUCTION

Subspace clustering is an important unsupervised learning research topic. By modelling the distribution of data as a union of subspaces [1], [2] multiple subspace models improve on the single subspace assumption [3], [4], [5] and more meaningfully capture the physical structure of the underlying problem. For example, texture features of different image regions are relevant to numerous data mining problems as well, to lie in subject-specific 9-dimensional subspaces under the frontal face images have also been shown to lie in subject-specific 9-dimensional subspaces under the Lambertian reflectance model [11], [9]. Multiple subspace modelling is relevant to numerous data mining problems as well, such as gene expression [10].

A variety of different approaches to subspace clustering have been described in the literature; the reader is referred to [1] for a comprehensive review. However recent work has mainly centred around using the ideas of sparsity and low rank representations, which have been major algorithmic successes in compressed sensing [11], [12] and matrix completion [3]. The first work in this direction is sparse subspace clustering (SSC) [13] which regularizes the model-fitting term with the $\ell_1$ norm on the self-expressiveness coefficients, thereby promoting sparsity. There are several advantages of this approach. Firstly it alleviates the need for the knowledge of the number of subspaces and their dimensions in advance, which was required by previous approaches. Secondly the convex formulation can be extended or tailored to specific needs, e.g. to handle corrupted or missing data. Finally its convex formulation can be solved with a practically satisfactory accuracy using a framework known as alternating directions method of multipliers (ADMM) [14]. Another related alternative is trace norm regularization [15] which seeks sparsity in the transform domain instead. This subspace clustering approach has attracted a large amount of theoretical analysis [16], [17], work on performance improvement with spatial constraints [18], combined low-rank and sparsity regularization [19], group sparsity regularization [20], scalability [21], thresholding ridge regression [22], multi-view input [23], mixtures of Gaussians [24], or latent structure [25].

Though many extensions of sparse subspace clustering have demonstrated promising results in different applications, and theoretical analysis has established useful results to explain its success, a number of practical challenges remain. As with any unsupervised method, selecting the right parameters to obtain an optimal performance is not a trivial task. The default values for parameters in most of publicly available code implementing SSC variants are unlikely to give optimal clustering results in terms of either accuracy or normalized mutual information for every dataset. Even for a specific dataset, the optimal parameter values also depend on the number of classes, because the ideal self-expressiveness coefficients have a fraction of non-zero entries inversely proportional to the number of clusters. The reported results in much of the previous on sparse subspace clustering are for optimal settings which may be difficult to obtain in practice.

In this paper we propose a novel technique to improve the performance achieved by conventional sparse subspace clustering approaches. It can be used as a post-processing step to re-assign samples to more suitable clusters. It can also be seen as analogous to cross validation in supervised learning. Our idea is to re-examine the subspace assumption: if a data sample truly belongs to the subspace induced by the points in the corresponding cluster, it must be distant from other clusters. If this requirement is not met, the data point is better re-assigned to another more suitable cluster. Our key technical contribution lies in a novel algorithm that computes regularized and stable subspaces from data points of initial clusters. To do so, we use an idea from a powerful
framework in statistics known as stability selection. Using the computed projection onto the regularized and stable subspaces, we re-examine the ℓp norms of residual vectors of all data points and re-assign them to suitable subspaces accordingly. We demonstrate the usefulness of the proposed method in improving SSC and many variants on popular face clustering and motion segmentation data sets under different scenarios. Our results and the analysis thereof suggest that the proposed method is a highly useful and non-application specific post-processing technique which can be applied following any subspace clustering algorithm.

The paper is organized as follows. In Section II, we review related works on robust subspace estimation. Section III details the proposed method. Section IV studies how the proposed method improves preliminary results obtained by popular subspace clustering algorithms. Finally, Section V concludes the paper.

II. RELATED WORK

There are a number of different approaches to robust model fitting in the literature that are potentially useful for the problem considered in this work. One of the most frequently used methods for robust feature matching in computer vision is RANSAC (RANdom SAMple Consensus) [26]. Within this general framework, a generative model must be specified a priori as well as the minimum number of samples as a threshold for goodness of fit (inlier count). The algorithm iterates between obtaining a model parameter estimate based on a random subset of data points and counting the number of inliers based on the obtained model over all data points, until that count exceeds the specified threshold. The main advantages of RANSAC are its simplicity, wide applicability to many problems, and ability to cope with a large (up to 50%) portion of outliers. However, model fitting does not generally improve with iterations and the algorithm may need a substantial number of iterations to find the optimal model. In addition, it can only estimate one model at a time.

Another random sampling based approach frequently used in statistics and signal processing, which might be useful for determining the incorrectly assigned data points in a cluster, is the bootstrap. An inference about a given set of data points is produced by computing the empirical distribution of the bootstrap samples, which are generated from a model constructed from the data itself. Thus the algorithm can determine which data points most likely deviate from a given model. In computer vision, the bootstrap is often used in building a background model in order to detect foreground objects [27]. Its variant in machine learning is bagging [28], which was originally derived for decision trees. The method most closely related to that proposed herein is bagging PCA [29]. However, it is different to the current work in two major aspects: the sampling mechanism (bagging vs. random sampling without replacement), and the consolidation of the final results (taking the union rather than average). Whilst bagging is also possible, we found that it does not provide any advantage in performance compared to our approach, and that it needs to collect many more resamples. This necessitates an increase in computational cost.

Stability selection [30] is another recent statistical method, primarily designed for variable selection in regression problems. The core idea of stability selection is to accumulate selection statistics over random subsets of the original data. This allows the experimenter to decide which response variables are most relevant to the regression problem. Stability selection is suitable for high-dimensional data where estimation of structure is difficult due to the dimensionality of the variables.

Another approach to extracting a robust subspace from a set of data samples in the presence of outliers is matrix completion [3, 4] which uses convex optimization to extract the underlying data structure. Here, the data matrix is expressed as a sum of low-rank and corruption parts. The low-rank component models the intrinsic subspace where the data lies in, and the corruption term captures the deviation from that subspace assumption. For a suitable model of the corruption, it is possible to parameterize outliers explicitly [31]. However, this method is limited to one subspace at a time. Besides, it is hard to select an optimal parameter without prior knowledge and the method can perform poorly when the preliminary subspace clustering is not sufficiently accurate. Thus, it is generally of limited use as a technique for the post-processing of preliminary clustering results.

III. PROPOSED METHOD

Our method learns stable subspaces from a preliminary clustering, and then uses computed projections onto these subspaces to improve the result by reassigning some of the data points to more suitable clusters. Like in sparse subspace clustering or indeed any other alternative, extracting a stable subspace is the key to success. We approach the challenge as an anomaly detection problem [32], [33]. Inspired by subspace analysis based methods for anomaly detection [24], [35], [36], we propose to use the principal subspace of each cluster as a measure of the span of its data points. Thus, the fitness of a data point to each cluster is quantified by its projection on the residual subspace. We also use the random sampling mechanism to obtain a more stable principal subspace.

Let us denote as \( X = [x_1, \ldots, x_n] \) the original data matrix where for each data point it holds that \( x \in \mathbb{R}^d \). Suppose that there are \( K \) clusters, and denote as \( S_k \), \( k = 1, \ldots, K \) the ground-truth index sets of these clusters. The corresponding data sub-matrix of cluster \( k \) is denoted as \( X_{S_k} \) which is defined as a collection of data points \( x_i, i \in S_k \). Similarly, denote as \( S_k, k = 1, \ldots, K \) the index sets from preliminary clustering obtained by SSC; thus the data points of the \( k \)-th cluster are \( X_{S_k} \). The true subspace associated with cluster \( k \) is therefore \( \text{span}(X_{S_k}) \) and the \( k \)-th subspace estimated by SSC is \( \text{span}(X_{S_k}) \). Here, \( \text{span} \) denotes the span of a set of vectors, i.e. the subspace created by all possible linear combination of vectors in that set.

When the preliminary clustering is not perfect, it is expected that \( S_k \nsubseteq S_k \cap S_k \neq \emptyset \). So we can write:

\[
X_{S_k} = X_{S_k \cap S_k} \cup X_{S_k \setminus (S_k \cap S_k)}; \\
X_{S_k} = X_{S_k \cap S_k} \cup X_{S_k \setminus (S_k \cap S_k)}.
\]

Here, \( S_k \cap S_k \) represents the indices of the correctly clustered data points. Our idea is that instead of estimating the full subspace, we only approximate the subspace spanned by \( X_{S_k \cap S_k} \). To make this practically feasible, we assume that the
majority of the data points in a cluster are correctly assigned. Theoretically, at least half of the data points need to be correctly assigned to guarantee an improvement. However, our experiments suggest that for computational reasons, in practice it is desirable to have at least 80–90% of correct assignments, though the exact behaviour of the method will further depend on the actual geometry of the data distribution.

If the index set $S^k_i \cap S_k$ were known, this would give the Oracle the knowledge of the best approximate subspace given by $\text{span}(X_{S^k_i \cap S_k})$. A better estimate of the true subspace in the absence of other information cannot be obtained. Therefore this estimate defines the best achievable reference, which is useful for the evaluation of the proposed method.

In this work, we do not directly estimate the subspace spanned by $S^k_i \cap S_k$. Instead, we compute the process of random sampling. To motivate this idea using an illustrative example, consider the following synthetic problem which demonstrates the mechanism behind the stable subspace learning method which we will explain in detail thereafter. Here, we generate a synthetic cluster data of $N = 100$ samples in $\mathbb{R}^d$, $d = 100$, wherein $1 - \alpha$ fraction of the samples belong to the true subspace of the dimension 10. The remaining $\alpha$ fraction contains outliers which are uniformly distributed in $\mathbb{R}^d$. We also left-multiply the data by a random unitary matrix to ensure the final data is not trivial. The goal is to learn the true subspace in the presence of outliers. The subspace is learnt by computing its projection. We consider two methods. The first method is in the form of principal component analysis (PCA) that extracts the principal subspace on the whole cluster data using a principal energy fraction of $\rho = 1 - \alpha$. This yields the projection $P = U \Sigma V^T$, where $U$ is the left singular submatrix corresponding to the principal components. The second method is a variation of PCA: we randomly select a fraction $\rho$ of the cluster data, extract the corresponding projections onto the principal subspace of that subset, and then compute the average value of the projection matrices for each iteration, which we denote as $P_s$. We then compare the computed projection matrices with that obtained by the Oracle’s knowledge of the relevant samples within the clusters, which is denoted as $P_f$. Figure 1 shows how the Frobenius norm error $\|P_s - P_f\|_F^2$ reduces when the number of iteration increases. It also shows the error of direct PCA, which is $\|P_s - P_p\|_F^2$. The figure clearly shows that the random sampling process generally yields an improved estimate of the projection matrix as the number of iterations increases, and that the stable projection matrix achieves a smaller relative error than does conventional PCA.

Formalizing the procedure from the example given above, the proposed method can be summarized by the following sequence of steps:

**Step 1: Obtaining stable principal subspaces from the preliminary clusters**

- For each cluster $C_k$ repeat the following for iteration $i = 1, \ldots, \text{maxIter}$
  - Randomly select a subset $X^k_i$ of size $\rho N_k$ from $X^k$, where $\rho$ is a number close to 1, which designates the fraction of the correctly clustered samples.

**Step 2: Dominant nearest subspace clustering**

- For each data point $x_n$, compute the residual vector for each subspace $k$:
  $$r^k_n = P^k_{f} x_n.$$  
- Compute the residual score of each data point to each subspace as the $\ell_p$-norm of the corresponding residual vector:
  $$e^k_n = \|r^k_n\|_p.$$  
- Denote the set $\mathcal{E} = \{e^k_n : k = 1, 2, \ldots\}$ Without loss
of generality, suppose that $e^1_n$ is the residual score for the subspace computed from the current clusters and $e^2_n, e^3_n, \ldots$ are those for the subspaces computed from the other clusters. In dominant nearest subspace clustering, we only consider the re-assignment of the current data point if the best residual error from other clusters is considerably less than that of the currently-assigned cluster:

$$
\min_{k \geq 2} e^k_n \leq \eta e^1_n,
$$

where $0 < \eta < 1$ is a small number that quantifies the notion of “significantly smaller”. If this condition is satisfied, we re-assign the data point to the cluster having minimum error:

$$
C(x_n) = \arg \min_{k \geq 2} e^k_n.
$$

a) Remarks:

- In the algorithm summarized above, maxIter is the number of repetitions in Step 1. Alternatively, one may also check if the projection matrix $P^k_{Ni}$ converges to some stable value so as to terminate the iteration early.

- One key parameter of the algorithm is the energy fraction of the principal subspace $\rho$ that controls the complexity of the underlying predictive model. A high value of $\rho$ likely results in subspace over-fitting, whilst a low value generally leads to a noisier prediction. Our experiments suggest that $\rho = 0.9$ achieves good results across many data types tested. Of course, it is desirable to extend to the case where $\rho$ may vary between clusters in order to provide more comparable fitting errors between them. This task is left for future work.

- Another parameter of the algorithm is the size of the subset. Here, we choose it to be exactly the fraction of the samples correctly clustered i.e. $\rho$. In the literature on stability selection, it is often the case that a randomly selected half of a cluster is being sampled at a time. However, numerous experiments that we conducted suggest that $\rho$ is the optimal choice for the size of the randomly sampled subsets. Figure 2 supports this observation.

- In the second step, the $\ell_p$-norm is used to compute the deviations of the data points from the subspaces. Here, we suggest $p = 1.5$ for a good balance between dense and sparse errors, which is observed to provide an overall satisfactory performance in many cases.

- The proposed method is only useful if the preliminary subspace clustering result is sufficiently accurate in the sense that the size of each cluster found is about the expected size so that the purity in each cluster exceeds 50%. This allows the principal subspace from each cluster to be extracted stably and reliably.

- In the proposed method, we introduced a new concept which we termed dominant nearest subspace clustering, particularly designed as a post-processing technique. The idea is that a re-assignment of a data point to a new cluster is necessary if that data point much better fits another stable subspace. This is critical as it guards against noise and unavoidable errors when the stable subspaces are extracted. This process is governed by the parameter $\eta$. Clearly, the smaller the value of $\eta$, the more conservative the scheme is. When $\eta = 1$, the process reduces to the conventional nearest subspace classification. A large value of $\eta$ may correct more data points, but potentially introduces disturbance to correct cluster assignments achieved in preliminary clustering. Similarly, a small value of $\eta$ may achieve less correction, but is safer as it minimizes the aforementioned disturbance. In this work, we used $\eta = 0.5$.

## IV. Empirical Evaluation

In this section we demonstrate experimentally how the proposed method improves preliminary clustering results by sparse subspace clustering (SSC) [1]. We use the original code provided by the authors of SSC and set the parameters using the default values in these implementations. We consider three popular subspace clustering datasets: the Johns Hopkins 155 motion segmentation dataset [2] the CMU pose, illumination, and expression (PIE) dataset [3] and the extended Yale B face dataset [4]. The two face datasets were originally collected for evaluation of face recognition algorithms (for the best reported recognition performance on this data set see [5]), but have since also been widely adopted in the literature on subspace clustering. Their suitability within this context stems from the finding that under the assumption of the Lambertian reflectance model the appearance of a face in a fixed pose is constrained within the corresponding image space to a 9-dimensional subspace [38] (this observation is used extensively in numerous successful manifold based methods such as [39], [40], [41]).

To demonstrate the usefulness of the proposed method, we evaluate clustering results using classification errors (as done in the original work on SSC), normalized mutual information (which is a popular performance metric in the general clustering literature), and the number of corrections and false re-assignments of data points. This range of performance measures provides a comprehensive picture of the behaviour of the proposed method.

### A. Experiment 1: Motion Segmentation

We first consider the motion segmentation problem. The Hopkins 155 dataset consists of 2- and 3-motion sequences, each being a collection of the $(x, y)$ coordinates of tracked points on moving objects captured by a (possibly moving) camera. The dataset has been used as a standard subspace clustering benchmark, including in the original work on SSC.

We adopt the default setting for SSC: the regularization parameter is set to 20, and no dimensionality reduction or affine constraints are used. With this setting, we obtain the preliminary clustering result by SSC on all sequences and then use the proposed method to refine it. We show the

1. http://vision.jhu.edu/data/hopkins155/
2. http://vasc.rice.edu/ids/html/face/
3. http://vision.ucsd.edu/~leekc/ExtYaleDatabase/ExtYaleB.html
re-clustering result for sequences whose primary clustering error is between 0.05 and 0.2 in Figure 3. Here, we plot the before and after values for clustering errors in the top subplot, NMI in the middle subplot, and the number of correct versus false re-assignments in the bottom subplot. Performance improvement is achieved when the clustering error is reduced and NMI is enhanced. This is observed markedly in at least 8 sequences, where the proposed method makes significantly more corrections than introducing re-assignment errors. The best example is when the proposed method corrects 23 data samples whilst introducing no re-assignment error at all. In this case, the average clustering error reduces from more than 10% to less than 5%. For other motion sequences, the conservative strategy seems to be in effect as the proposed method makes few changes to the preliminary clustering. Figure 3 also shows the performance of the similar method but with the subspaces obtained from the Oracle’s knowledge of the true data samples within a found cluster. This establishes the maximum achievable performance that the proposed method can achieve. As can be seen, there are few cases when the proposed method is quite close to the bound. However, a majority of cases indicate that there is still a significant gap, which clearly motivates future work that can better estimate the subspaces.

B. Experiments 2 and 3: Face Clustering

We next consider the face clustering problem. Unlike the motion segmentation dataset which is limited to only 3 motions, the number of different persons in the Yale B and PIE face datasets is larger. In this work, we consider 2, 3, 5, and 8 classes for the face clustering problem. For each run, we randomly select the specified number of persons from the face datasets and obtain clustering results using SSC. The ideal clustering result is when all images of the same person fall into a cluster. The parameters for SSC are the same as in the previous experiment.

Tables I and II show the re-clustering results obtained by the proposed stable subspace (SSS) and ordinary subspace (OSS) approaches on these two face datasets. In all cases, once again we notice the conservative strategy is effective in avoiding re-assignment errors, whilst the stable subspace selection mechanism helps identify and correct cluster outliers. There are only three cases (3-class in Yale B and 2-class and 8-class in PIE) where the proposed SSS does not make any changes to the preliminary clustering results. Otherwise, it provides further improvement even when the number of the classes is large (e.g. 8 persons in Yale B). Here, a number of interesting observations can be made. Firstly, the number of corrections made by SSS is close or at the same order of magnitude as that by OSS, i.e. with the Oracle knowledge of the subspaces. Secondly, the ability of SSS to make corrections depends on a number of factors, and thus having either a small number of classes or good preliminary clustering does not automatically guarantee further refinement. For example, SSS still makes 2 corrections for an initial 6.25% clustering error in
the case of Yale B with 2 classes. However, with two classes and the initial clustering error of 2.5%, it does not make a further correction on PIE. Likewise, for both data sets with 8 classes at similar initial clustering errors, SSS is able to achieve maximum correction on Yale B, whilst it cannot improve any further on PIE. We note that it is possible to increase the number of correct re-assignments for SSS, by increasing the parameter $\eta$. However, we still suggest the conservative setting to ensure the effectiveness of this post-processing step.

V. SUMMARY AND CONCLUSIONS

We proposed a novel method for refining and improving sparse subspace clustering. The key idea underlying the proposed method is to learn a stable subspace from each cluster by random sampling and then re-evaluating how well each data point fits the subspaces model by computing the residual error corresponding to each of the initial subspaces. Dominant nearest subspace classification, a conservative strategy, is then used to decide whether or not a data point should be assigned to a more suitable cluster. Experiments on widely used data sets in subspace clustering show that the proposed method is indeed highly successful in improving the results obtained by traditional sparse subspace clustering. Our future work will address how to obtain a better subspace extraction to bring the performance closer to that of the Oracle.

REFERENCES

[1] E. Elhamifar and R. Vidal, “Sparse subspace clustering: algorithm, theory, and applications.” IEEE Transactions on Pattern Analysis and Machine Intelligence, vol. 35, no. 11, pp. 2765–2781, 2013.

[2] O. Arandjelović and R. Cipolla, “Face set classification using maximally probable mutual modes.” In Proc. IAPR International Conference on Pattern Recognition, pp. 511–514, 2006.

[3] E. J. Candès, X. Li, Y. Ma, and J. Wright, “Robust principal component analysis?” Journal of the ACM, vol. 58, no. 3, pp. 1–11, 2011.

[4] E. J. Candès and B. Recht, “Exact matrix completion via convex optimization.” Journal of the ACM, vol. 9, no. 6, pp. 717–772, 2009.

[5] O. Arandjelović, “Discriminative extended canonical correlation analysis for pattern set matching.” Machine Learning, vol. 94, no. 3, pp. 353–370, 2014.

[6] A. Y. Yang, J. Wright, Y. Ma, and S. S. Sastry, “Unsupervised segmentation of natural images via lowly data compression.” Computer Vision and Image Understanding, vol. 110, no. 2, pp. 212–225, 2008.

[7] J. P. Costeira and T. Kanade, “A multibody factorization method for independently moving objects.” International Journal of Computer Vision, vol. 29, no. 3, pp. 159–179, 1998.

[8] R. Vidal, R. Tron, and R. Hartley, “Multiframe motion segmentation with missing data using power factorization and GPCA.” International Journal of Computer Vision, vol. 79, no. 1, pp. 85–105, 2008.

[9] K. Lee, M. Ho, J. Yang, and D. Kriegman, “Acquiring linear subspaces for face recognition under variable lighting.” IEEE Transactions on Pattern Analysis and Machine Intelligence, vol. 27, no. 5, pp. 684–698, 2005.

[10] H.-P. Kriegel, P. Kröger, and A. Zimek, “Clustering high-dimensional data: a survey on subspace clustering, pattern-based clustering, and correlation clustering.” ACM Transactions on Knowledge Discovery from Data, vol. 3, no. 1, p. 1, 2009.

[11] E. Candès, J. Romberg, and T. Tao, “Robust uncertainty principles: exact signal reconstruction from highly incomplete frequency information.” IEEE Transactions on Information Theory, vol. 52, no. 2, pp. 489–509, 2006.

[12] D. L. Donoho, “Compressed sensing.” IEEE Transactions on Information Theory, vol. 52, no. 4, pp. 1289–1306, 2006.

[13] E. Elhamifar and R. Vidal, “Sparse subspace clustering.” In Proc. IEEE Conference on Computer Vision and Pattern Recognition, pp. 2790–2797, 2009.

[14] S. Boyd, N. Parikh, E. Chu, B. Peleato, and J. Eckstein, “Distributed optimization and statistical learning via the alternating direction method of multipliers.” Foundations and Trends in Machine Learning, vol. 3, no. 1, pp. 1–122, 2011.

[15] G. Lin, Z. Lin, and Y. Yu, “Robust subspace segmentation by low-rank representation.” In Proc. IMLS International Conference on Machine Learning, pp. 663–670, 2010.

[16] B. Nasihatkon and R. Hartley, “Graph connectivity in sparse subspace clustering.” In Proc. IEEE Conference on Computer Vision and Pattern Recognition, pp. 2137–2144, 2011.
