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ABSTRACT

Question Answering (QA) models over Knowledge Bases (KBs) are capable of providing more precise answers by utilizing relation information among entities. Although effective, most of these models solely rely on fixed relation representations to obtain answers for different question-related KB subgraphs. Hence, the rich structured information of these subgraphs may be overlooked by the relation representation vectors. Meanwhile, the direction information of reasoning, which has been proven effective for the answer prediction on graphs, has not been fully explored in existing work. To address these challenges, we propose a novel neural model, Relation-updated Direction-guided Answer Selector (RDAS), which converts relations in each subgraph to additional nodes to learn structure information. Additionally, we utilize direction information to enhance the reasoning ability. Experimental results show that our model yields substantial improvements on two widely used datasets.

1. INTRODUCTION

Knowledge bases have become the critical resources in a variety of natural language processing applications. A KB such as Freebase [1], always contains millions of facts which are composed of subject-predicate-object triples, also referred to as a relation between two entities. Such rich structured information has proven effective in KB-based Question Answering (KBQA) tasks which aim to find the single answer (or multiple answers) to a factoid question using facts in the targeting KB [2].

Early studies on KBQA leverage semantic parsing methods [3, 4] with conventional statistical models [5, 6]. These methods heavily rely on manual annotations and predefined rules, which can hardly be transferred to other domains for further generalization. Recently, proliferated deep learning approaches [7, 8] enable us to train a model in an end-to-end fashion with weak supervision, and have achieved impressive performance.

A more challenging, yet practical problem for KBQA is compositional (sometimes called “multi-hop”) reasoning, where the answers are expressed along a KB path which consists of entities and relations. Existing work [9, 10] learn the entity representations by extracting a question-related subgraph from a large KB with rich structured and relational information. Then, given a question, the corresponding answer can be predicted from multiple candidates, i.e., entities in the subgraph. The main problems for these models are the unlearnable relation representations and the lack of interactions between entities and relations in different subgraphs, as indicated in Figure 1(a). Hence, the relation representations are unable to capture rich structured information of different subgraphs, reducing these models’ capability to perform compositional reasoning. As shown in Section 3.5 such interactions greatly improve the Hits@1 score [8].

In order to learn more informative entity representations, existing approaches [8, 11] update a node representation by
the propagation along the graph and the aggregation of neighboring nodes, which can be regarded as reasoning process. However, these models simply treat the reasoning direction as arbitrary. Intuitively, inspired by human behaviors [12], a reasoning should be directional [13]. It starts from the seed node, i.e., the entity which resides in the question, and then propagates along the directional edges from the nodes closest to the seed node, onward to the more distant ones (see Figure 1(b)). In Section 3.5 we show that introducing such direction information can benefit the accuracy of reasoning.

In this paper, we propose Relation-updated Direction-guided Answer Selector (RDAS), a novel model that aims to tackle the aforementioned concerns for multi-hop reasoning on KBQA. To address the first challenge, inspired by Levi Graph [14], in each subgraph, we treat all relations as the graph nodes to facilitate interactions among entities and relations. Thus, a relation node can capture rich structured information for different subgraphs. To address the second challenge, we first add a reverse edge between two adjacent nodes to ensure that information can be propagated bidirectionally. Then, we treat the seed node as the center, keep the edges whose directions are pointing away from the seed node (outside-directed edges), and prune the rest of edges to make the information propagate from seed nodes to external nodes. The described two steps enable us to inject the directional information into each subgraph, improving the multi-hop reasoning. We perform detailed experiments on the open datasets MetaQA and PQL, demonstrating the superiority of the proposed model.

2. MODEL

2.1. Task Definition

Let $\mathcal{K} = (\mathcal{V}, \mathcal{E}, \mathcal{R})$ denote a knowledge graph, where $\mathcal{V}$ is the set of entities in KB, and $\mathcal{E}$ is the set of triples $(e_{so}, r, e_s)$, where $e_{so}, e_s \in \mathcal{V}$ are entities and $r \in \mathcal{R}$ is the relation between $e_{so}$ and $e_s$. Given a natural language question $Q = (w_1, \ldots, w_Q)$ and its question-related subgraph $\mathcal{K}_f = (\mathcal{V}_f, \mathcal{E}_f, \mathcal{R}_f)$, where $w_i$ denotes the $i$th word and $\mathcal{K}_f \subseteq \mathcal{K}$, the model needs to extract its answers from $\mathcal{V}_f$.

The rest of this section is organized as follows. Subsection 2.2 describes how to construct subgraph-aware relations. Subsection 2.3 presents the incorporating of direction information. Subsection 2.4 introduces the multi-hop reasoning, followed by answer prediction subection 2.5.

2.2. Subgraph-aware Relations Construction

To make the relation $r_i \in \mathcal{R}_f$ learnable and capture rich graph information, we transform the relation edges to relation nodes, defined as:

$$\{e_{r_1}, e_{r_2}, \ldots, e_{r_n}\},$$

where $\{r_1, r_2, \ldots, r_n\} = \mathcal{R}_f$. The process is shown in Figure 2. E.g., for a triple $(e_1, r_2, e_2)$ in Figure 2 we regard $r_2$ as a node $e_{r_2}$, and add it to the middle of $e_1$ and $e_2$. It is the same as the process of Levi Graph.

From another point of view, through these steps, we construct an adjacency matrix of entities and relations. This enables relations to update their representations based on the surrounding entity information, capturing the rich structured information.

2.3. Direction Information Construction

We introduce a way of integrating the direction information into the subgraph. For each edge between two adjacent nodes, we first introduce the reverse edge to ensure that information can be propagated bidirectionally.

Pruning. At this step, we apply the direction information by masking some edges which is inspired by human behaviors [12]. Similar to Figure 1(b), we adopt a way humans search for the answers to a question. It is natural to start from the seed node (0-Hop node) “Dina Korzun” of the question. Secondly, the 1-Hop node “Cold Souls” of the node “Dina Korzun” is picked out based on the relation “the films acted by Dina Korzun”. Thirdly, humans find the 2-Hop node ‘Drama’ of the node ‘Dina Korzun’ based on the relation ‘What gen-
res are the films in’. Finally, the 2-Hop node “Drama” is the answer of the question. We adopt the way of searching for answers from the seed nodes to n-Hop nodes along the outside-directed edges. We expect the information propagation in the model to follow such rules, so we mask the edges which are inside-directed edges. Figure 3 shows the state of the subgraph before and after direction information construction.

2.4. Reasoning on Graph

After the above subsection, we get the subgraph representation \( \mathcal{K}_e = (V_e, \mathcal{E}_e, \mathcal{R}_e) \).

**Node Initialization.** We represent all of the nodes in the graph with pre-trained word vectors, noted as \( w_v \in \mathbb{R}^n \) for node \( e_v \), where \( n \) is the embedding size. We also embed the distance from the node \( e_v \) in the graph to the seed node, as \( d_v \in \mathbb{R}^n \). For simplicity, \( d_v \) is represented with the embeddings of words “0”, “1”, “2”, etc. We concatenate \( w_v \) and \( d_v \) as the initial node representation, defined as:

\[
    n_v = [w_v; d_v]W^{2n \times n}, n_v \in \mathbb{R}^n,
\]

where \([;] \) represents concatenation of vectors and \( W^{2n \times n} \) is a learned parameter matrix. By adding distance information, nodes can better update themselves according to the number of hops needed to infer the answers for the current question.

To represent \( Q \), let \( w_Q^0, ..., w_Q^q \) be the word vectors in the question. A long short-term memory network (LSTM) \([13]\) is used to encode the question:

\[
    q = LSTM(w_Q^0, ..., w_Q^q),
\]

where \( q \in \mathbb{R}^m \) is the final state from the output of the LSTM and \( m \) is the hidden state size. We use \( q \) to represent the question.

**Node Updates.** To avoid question agnostic nodes, we first concatenate each node representation \( n_v \) with the question \( q \), which is defined by \( h_v^0 = [n_v; q] \). We perform GCN on each node \( e_v \), updated as:

\[
    u_v^{l+1} = \sigma \left( \sum_{j \in N_v} \frac{1}{c_v} W^{l}_v h_j^l + W^{l}_0 h_v^l \right),
\]

where \( 0 \leq l < L \) and \( L \) is the number of layers in the model. The \( h_v^l \) donates the hidden state of node \( e_v \) at the \( l \)th layer. Matrices \( W^{l}_v \in \mathbb{R}^{d_v \times d_l} \) and \( W^{l}_0 \in \mathbb{R}^{d_v \times d_l} \) stand for learnable parameter matrices, while \( d_l \) and \( d_{l+1} \) represent hidden state dimensions of the layer \( l \) and \( l+1 \). The \( N_v \) represents the set of neighboring indices of the node \( e_v \). The normalization constant \( c_v \) can be learned or set directly, such as \( c_v = |N_v| \). The \( \sigma(\cdot) \) stands for the sigmoid function.

A gate mechanism decides how much of the update message \( u_v^{l+1} \) propagates to the next step. Gate levels are computed as:

\[
    a_v^{l+1} = \sigma \left( f_s \left( u_v^{l+1}; h_v^l \right) \right),
\]

where \( f_s \) is a linear function. Ultimately, the next layer representation \( h_v^{l+1} \) of the node \( e_v \) is a gated combination of the previous representation \( h_v^l \) and a non-linear transformation of the update information \( u_v^{l+1} \):

\[
    h_v^{l+1} = \phi(u_v^{l+1}) \odot a_v^{l+1} + h_v^l \odot (1 - a_v^{l+1}),
\]

where \( \phi(\cdot) \) is any nonlinear function and \( \odot \) stands for element-wise multiplication.

The model stacks such networks for \( L \) layers. Through the convolution operation of \( L \) times, the node constantly updates its own state, which simulates the reasoning process. We get the last layer representation \( h_v^L \) of the node \( e_v \) for the answer prediction.

2.5. Answer Prediction

We transform the answer prediction problem into a binary classification problem on each node, and convert the node representation \( h_v^L \) to a two-dimensional vector, defined as:

\[
    h_v^p = \text{softmax}([h_v^L; q]W_p), h_v^p \in \mathbb{R}^2,
\]

where \( W_p \) is a learned parameter matrix.

**Model Training.** The model predicts the probability of each node (entity nodes and relation nodes) in the graph being an answer individually:

\[
    L(\theta) = -\frac{1}{m} \sum y_v \log p(h_v^p), \quad v \in V_e,
\]

where \( \theta \) is the model parameters, \( m \) is the number of nodes in \( V_e \), and \( y_v = [0, 1] \) if the node is an answer or \( y_v = [1, 0] \) otherwise.

3. EXPERIMENTS

3.1. Datasets

(1) MetaQA [17] is composed of three sets of question-answer pairs in natural language form (1-hop, 2-hop, and 3-hop) and a movie domain knowledge base. (2) PQL (PathQuestion-Large) is a multi-hop KBQA dataset [16]. The dataset consists of 2-Hop (PQL-2H) questions and 3-Hop (PQL-3H) questions. In order to perform entity linking, we utilize the simple surface-level matching [10] [8] to make fair comparisons.

3.2. Evaluation Metrics

**Full:** The metric is used for multi-answer prediction. For the representation \( h_v^L \) of the node \( e_v \), as shown in Equation (5), if the second dimension value is higher than the first dimension value, the node is regarded as an answer. For a question, if the predicted answer set is the same as the gold answer set, we set \( \text{Full}=1 \), else \( \text{Full}=0 \). We average \( \text{Full} \) on the test set to get the final score.
Table 1. Experimental results on the MetaQA datasets. The symbol * indicates the numbers are from the original papers.

| Model      | MetaQA 1-Hop | MetaQA 2-Hop | MetaQA 3-Hop |
|------------|--------------|--------------|--------------|
|            | Hits@1       | Full         | Hits@1       | Full         | Hits@1       | Full         |
| KVMem      | 0.958        | 0.890        | 0.760        | 0.643        | 0.489        | 0.173        |
| VRN        | 0.978        | 0.895        | 0.898        | 0.720        | 0.630        | 0.250        |
| SGRReader  | 0.967        | 0.903        | 0.807        | 0.719        | 0.610        | 0.272        |
| GraNet     | 0.974        | 0.918        | 0.950        | 0.681        | 0.778        | 0.226        |
| RDAS       | 0.991        | 0.976        | 0.970        | 0.802        | 0.856        | 0.275        |
| VRN*       | 0.975        | -            | 0.899        | -            | 0.625        | -            |
| GraNet*    | 0.970        | -            | 0.948        | -            | 0.777        | -            |

Table 2. Experimental results on the PQL datasets.

| Model      | PQL-2H | PQL-3H |
|------------|--------|--------|
|            | Hits@1 | Full   | Hits@1 | Full   |
| KVMem      | 0.622  | 0.450  | 0.674  | 0.689  |
| IRN        | 0.725  | 0.590  | 0.710  | 0.801  |
| SGRReader  | 0.719  | 0.626  | 0.893  | 0.825  |
| GraNet     | 0.706  | 0.269  | 0.913  | 0.408  |
| RDAS       | 0.736  | 0.691  | 0.910  | 0.861  |

Table 3. Ablation experiments of RDAS.

| Model      | MetaQA 2-Hop | PQL-3H |
|------------|--------------|--------|
|            | Hits@1       | Full   | Hits@1 | Full   |
| RDAS       | 0.970        | 0.802  | 0.910  | 0.861  |
| No RN      | 0.937        | 0.766  | 0.887  | 0.790  |
| No Direction | 0.942    | 0.740  | 0.875  | 0.788  |
| No DE      | 0.966        | 0.784  | 0.857  | 0.808  |

3.3. Baselines

We use five baseline methods for comparison, including KVMem [17], IRN [16], VRN [7], GraNet [8] and SGRReader [10].

3.4. Main Results and Discussion

The experimental results on the MetaQA are shown in Table 1. From the results, we can observe that:

(1) For the Hits@1 metric, our model achieves best or competitive results. For the 2-Hop and the 3-Hop subsets, our model performance increases by 2.0% and 7.8%, respectively. SGRReader and GraNet, which use the GCN to perform reasoning, ignore the encoding of subgraph-aware relation information and have no direction information to guide themselves. This might be the reason for our model’s better performance.

(2) Compared with the single answer prediction setting (Hits@1), multi-answer prediction is more challenging. Still, according to the Full metric, our model yields significant improvements. This suggests that the integration of graph-aware relation representations and direction information improves the performance in predicting multi-answer.

3.5. Ablation Experiment of RDAS

To study the contributions of the main components in the RDAS, we conduct ablation experiments. The results are shown in Table 3 where (No RN) means removing relations nodes, (No Direction) expresses removing direction information, and (No DE) means removing distance embedding, respectively. Overall, we observe that removing each component from RDAS will lead to a significantly Hits@1 drop and Full drop on both datasets, which indicates the effectiveness of each component.

4. CONCLUSION

In this paper, we devote ourselves to solving single-answer and multi-answer prediction tasks, and propose a novel model, named Relation-updated Direction-guided Answer Selector (RDAS). The proposed model utilizes subgraph-aware relation representations for capturing rich structured information and introduces the direction information into the graph to enhance the reasoning ability. Experiments based on two open datasets demonstrate our model’s ability.

Acknowledgements

This work is supported by Beijing Nova Program of Science and Technology (Grant No. Z191100001119031), National Key Research and Development Program of China (Grant No. 2018YFB1003804), and The Open Program of Zhejiang Lab (Grant No. 2019KE0AB03). Xu Wang is supported by BUPT Excellent Ph.D. Students Foundation under grant CX2019137. Shuai Zhao is the corresponding author.
5. REFERENCES

[1] Kurt D. Bollacker, Colin Evans, Praveen Paritosh, Tim Sturge, and Jamie Taylor, “Freebase: a collaboratively created graph database for structuring human knowledge,” in SIGMOD, 2008.

[2] Peiyun Wu, Xiaowang Zhang, and Zhiyong Feng, “A survey of question answering over knowledge base,” in Knowledge Graph and Semantic Computing: Knowledge Computing and Language Understanding, Xiaoyan Zhu, Bing Qin, Xiaodan Zhu, Ming Liu, and Longhua Qian, Eds. 2019, Springer Singapore.

[3] Wen-tau Yih, Xiaodong He, and Christopher Meek, “Semantic parsing for single-relation question answering,” in ACL, 2014.

[4] Wen-tau Yih, Matthew Richardson, Christopher Meek, Ming-Wei Chang, and Jina Suh, “The value of semantic parse labeling for knowledge base question answering,” in ACL, 2016.

[5] John M. Zelle and Raymond J. Mooney, “Learning to parse database queries using inductive logic programming,” in AAAI, 1996.

[6] David M Blei, Andrew Y Ng, and Michael I Jordan, “Latent dirichlet allocation,” Journal of machine Learning research, 2003.

[7] Yuyu Zhang, Hanjun Dai, Zornitsa Kozareva, Alexander J. Smola, and Le Song, “Variational reasoning for question answering with knowledge graph,” in AAAI, 2018.

[8] Haitian Sun, Bhuwan Dhingra, Manzil Zaheer, Kathryn Mazaitis, Ruslan Salakhutdinov, and William W. Cohen, “Open domain question answering using early fusion of knowledge bases and text,” in EMNLP, 2018.

[9] Xiao Wang, Houye Ji, Chuan Shi, Bai Wang, Yanfang Ye, Peng Cui, and Philip S. Yu, “Heterogeneous graph attention network,” in WWW, 2019.

[10] Wenhan Xiong, Mo Yu, Shiyu Chang, Xiaoxiao Guo, and William Yang Wang, “Improving question answering over incomplete kbs with knowledge-aware reader,” in ACL, 2019.

[11] Qiao Liu, Liuyi Jiang, Minghao Han, Yao Liu, and Zhiguang Qin, “Hierarchical random walk inference in knowledge graphs,” in SIGIR, 2016.

[12] Philip N Johnson-Laird, “Inference with mental models,” The Oxford handbook of thinking and reasoning, 2012.

[13] Ming Ding, Chang Zhou, Qibin Chen, Hongxia Yang, and Jie Tang, “Cognitive graph for multi-hop reading comprehension at scale,” in ACL, 2019.

[14] Jonathan L Gross and Jay Yellen, Handbook of graph theory, CRC press, 2004.

[15] Sepp Hochreiter and Jürgen Schmidhuber, “Long short-term memory,” Neural Computation, 1997.

[16] Mantong Zhou, Minlie Huang, and Xiaoyan Zhu, “An interpretable reasoning network for multi-relation question answering,” in COLING, 2018.

[17] Alexander H. Miller, Adam Fisch, Jesse Dodge, Amirhossein Karimi, Antoine Bordes, and Jason Weston, “Key-value memory networks for directly reading documents,” in EMNLP, 2016.