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ABSTRACT

The design of revenue-maximizing auctions with strong incentive guarantees is a core concern of economic theory. Computational auctions enable online advertising, sourcing, spectrum allocation, and myriad financial markets. Analytic progress in this space is notoriously difficult; since Myerson’s 1981 work characterizing single-item “optimal” auctions, there has been limited progress outside of restricted settings. A recent paper by Dütting et al. circumvents analytic difficulties by applying deep learning techniques to, instead, approximate optimal auctions. In parallel, new research from Ilvento et al. and other groups has developed notions of fairness in the context of auction design. Inspired by these advances, in this paper, we extend techniques for approximating auctions using deep learning to address concerns of fairness while maintaining high revenue and strong incentive guarantees.

1 INTRODUCTION

Auctions connect buyers and sellers to enable the exchange of money for goods and services. Auction theory has a rich history in economics and, more recently, computer science. Since 1994, the US Federal Communications Commission (FCC) has periodically run multi-billion dollar auctions to allocate electromagnetic spectrum broadcasting licenses requiring immense computational resources [29]. Technology giants such as Google, Facebook, and Baidu rely heavily on sophisticated auction-based advertising ecosystems to drive the majority of their revenue [15]. Additionally, websites such as eBay and Alibaba’s Taobao operate as platforms that connect buyers and sellers, often through auctions. In aggregate, the contribution to the world economy of computational auctions is measured in the hundreds of billions, if not trillions, of dollars per year [4, 5, 18].

The design of auctions is thus quite important. In all cases described, the rules for determining winners and payments from bids are carefully designed to make sure the auctions fulfill desirable properties. This is a major focus of the broader field of mechanism design [36].
mind, what properties, in addition to strategyproofness, might the designer of a revenue-maximizing auction have reason to enforce? A major concern must be fairness with respect to protected characteristics.

Consider the case of online advertising—one of the most important real-world applications for the theory of mechanism design. When placing advertisements in certain categories (job ads, ads for certain financial services, ads for housing, etc.), companies have a legal obligation to avoid discrimination on the basis of protected characteristics such as race, gender, and national origin. Yet a 2015 study [13] showed a difference between employment advertisements received by male and female users: male users were shown advertisements promising higher salaries than female users. Furthermore, [3] observe that Facebook’s preemptive categorization of ad-user relevancy skews ads toward certain genders and racial groups.

A number of papers have considered the mechanism design problem when fairness with respect to protected characteristics is required [8, 9, 27]. Here, whatever the exact details of how fairness is defined, the notion of fairness does not consider the bidders in the auction, but rather the individuals whose impressions are the “items” for sale—a thus imposing fairness constraints means imposing constraints on the allocations made by the auction mechanism.

Defining a strategyproof, fair auction that maximizes revenue remains theoretically challenging. Recent work in this area includes [7], which provides theory and algorithms for finding optimal itemwise Myerson auctions under fairness constraints. Nasr and Tschantz [33] computes fair strategies from the bidder’s point of view.

As with other auctions, we see the use of machine learning as a way out of this impasse—we aim to extend the techniques of [14] and others to allow the imposition of fairness constraints on learned mechanisms. Doing so allows insights into the cost to revenue of imposing fairness, and the structure of fairness mechanisms in some settings.

Our contributions.

- We provide a deep-learning-based method for designing approximately fair, strategyproof, revenue-maximizing auctions given access to samples from the valuation distribution. Our approach extends the RegretNet approach [14] with fairness constraints (and preserves its generalization guarantees): a melding of ideas from the fair ML and economics & computation communities.
- This represents a step towards the larger problem of designing revenue-maximizing multi-item auctions under not only strategyproofness but also fairness constraints, potentially motivating and informing future theoretical work.

2 BACKGROUND

We first describe the typical formal model of auction design, the challenges of designing good auctions, and the use of deep learning techniques to circumvent these challenges. Then we discuss problems of fairness in auctions and describe one formal definition of fairness that makes sense in an auction setting.

2.1 Auction Model

An auction involves a set of agents $N = \{1, \ldots, n\}$ bidding for items $M = \{1, \ldots, m\}$. Each agent $i \in N$ has a corresponding valuation function $v_i$. These private valuations are presumed to be drawn at random from a publicly known distribution $V_i$ of their possible valuation functions. We denote a profile of the $n$ valuation functions as $v = (v_1, ... v_n)$.

Let $v_i(S)$ represent the agent’s value for a subset of items $S \subseteq M$. In the most general case $v_i$ is defined for all subsets of $M$; these are known as combinatorial valuations. In practice combinatorial valuations are very difficult to deal with, as each user must report $2^M$ different bids, and this quantity may grow unreasonably large.

One can instead use simpler families of valuations. With additive valuations, an agent’s valuation for a subset of items is $v_i(S) = \sum_{j \in S} v_i(\{j\})$, the sum of the individual items’ valuations. With unit-demand valuations, the value of a subset is $v_i(S) = \max_{j \in S} v_i(\{j\})$, the maximum individual valuation within that subset. Both cases reduce the input space of $v_i$ from size $2^M$ to $M$—users need only bid on each item. In this
work, we will operate with either the additive or unit-demand assumption, but not with combinatorial valuations.

Given their private valuations, each agent reports a bid vector $b_i$ to the auctioneer. Note that $b_{ij}$, agent $i$’s bid on the $j$th item, is not necessarily $v_i(j)$; our auction operates under the assumption that agents are free to report bids which do not represent their true item valuations (although we will try to discourage them from doing so).

Finally, based on the profile of bids $b = (b_1, \ldots, b_n)$, the auction determines an outcome using the allocation and payment rules $g(b) : \mathbb{R}^{mn} \rightarrow [0,1]^m$ and $p(b) : \mathbb{R}^{mn} \rightarrow \mathbb{R}^n$. We will refer to the matrix of allocation probabilities as $g(b) = z$, and the allocation probability $g(b)_{i,j}$ of item $j$ to agent $i$ as $z_{i,j}$. Allocation probabilities for each item must sum to 1 (items cannot be overallocated). Additionally for unit-demand auctions, we restrict the allocation to allow each bidder to win, in expectation, at most 1 item.

Given the allocation, each agent receives a utility equal to their true valuation of the items they win, minus their payment. For additive and unit-demand bidders, this can be represented in linear form as $u_i = \sum_j v_{i,j}z_{i,j} - p_i$.

### 2.2 Desirable Auction Properties

A mechanism is **individually rational (IR)** when an agent is guaranteed non-negative utility: $u_i(b_i; v) \geq 0 \quad \forall i \in N, v \in V$ – the agent will never be made to overpay for what they win (assuming they bid truthfully). A mechanism is **dominant-strategy incentive-compatible (DSIC) or strategyproof** if every agent maximizes their own utility by bidding truthfully, regardless of the other agents’ bids. To define this notion formally, it is useful to first define the notion of **regret**, which is the difference in utility between the bid profile $b_i$ actually made (for our purposes, typically a truthful bid) and the best possible strategic bid:

$$\text{rgt}_i(v) = \max_{b_i} u_i(b_i; v - i) - u_i(v; v - i) \quad (1)$$

An auction is DSIC when regret (for a truthful bid) is always zero for every player – they have no incentive to do anything other than tell the truth.

In addition to satisfying the IR and DSIC constraints, the auctioneer seeks to **maximize expected revenue**. If the auction is truly DSIC, we assume players will bid truthfully, and as a result revenue is simply $E_{v \sim V} \left[ \sum_{i \in N} p_i(v) \right]$.

### 2.3 Optimal Auction Design

Myerson’s seminal 1981 work on auctions settled the question of revenue-maximizing, strategyproof auction design in the common setting of selling a single item [32]. However, little analytical progress has been made since then, outside of partial results in restricted settings (many involve selling multiple items to only a single bidder) [12, 22, 30, 34, 44]. Because deriving analytic solutions to mechanism design problems has been so difficult, another trend within the research community has been to approximate mechanisms by formulating the mechanism design problem as a learning problem – the learned solutions may be adequate in their own right, as well as providing a starting point for theoretical investigation.

### 2.4 Optimal Auction Design Through Deep Learning

Dütting et al. published work on RegretNet, a neural network architecture that models an auction mechanism [14] – this work has been extended and applied in other areas [21, 40]. The core idea of RegretNet is that in the Bayesian auction setting, one knows the valuation distributions from which samples can presumably be drawn, and the allocation and payment rules are just functions, so one can use neural networks as function approximators, with a learning objective designed to maximize revenue while enforcing strategyproofness.

In detail, the allocation and payment functions $(g(b), p(b))$ are represented as neural networks $(g^w(b), p^w(b))$ where $w$ is the set of learned weights. These networks are standard feedforward networks. The allocation network $g$ ends with a softmax layer, to ensure that allocations are valid categorical distributions (additionally in the unit-demand setting, that each player is allocated a single item). The payment network ends with a sigmoid layer, outputing a value $p_i \in [0,1]$ for each bidder; given the allocations $z$, the final payment $p_i = p_i(\sum_j z_{i,j}g_{i,j})$. This ensures individual rationality cannot be violated.

The training data for RegretNet is a dataset of $L$ bid profiles sampled from the valuation distribution $V$; these are used for training by standard gradient descent. The goal is to maximize the payments drawn from truthful bids, subject to strategyproofness. Maximizing expected payment can be done by simply maximizing the mean payment over training samples; enforcing strategyproofness is more difficult. The authors of RegretNet relax the notion of strict dominant-strategy incentive compatibility to a slightly weaker notion of expected regret: $E_v \left[ \sum_i \text{rgt}_i(v) \right]$ – note if this is exactly zero, then the mechanism is truly DSIC.

To estimate the regret under a specific valuation, the authors of [14] perform gradient ascent on the network inputs to find a nontruthful bid that maximizes player utility – this is a quantity they call $\text{rgt}_i^1$.

To enforce the regret constraint, RegretNet uses the augmented Lagrangian method and incorporates a set of Lagrange multipliers $\lambda = \{\lambda_1, \ldots, \lambda_N\}$ and a quadratic parameter $\rho$.

$$C_\rho(w; \lambda) = -\frac{1}{L} \sum_{\ell=1}^L \sum_{i \in N} p_i^w(v^{(\ell)})$$

$$+ \sum_{i \in N} \lambda_i \text{rgt}_i(w) + \frac{\rho}{2} \left( \sum_{i \in N} \text{rgt}_i(w) \right)^2. \quad (2)$$

The training procedure involves alternating gradient steps to solve $\min_w \max_\lambda C_\rho(w; \lambda)$, as well as 25 gradient ascent steps at each iteration to approximate $\text{rgt}_i^\lambda$. At test time, revenue is evaluated on new samples and $\text{rgt}_i$ is approximated using 1000 gradient ascent steps.

### 2.5 Fairness

First, we discuss real-world examples of unfairness in advertising auctions. Here, the unfairness is suffered by the individuals whose ad impressions are the “items” up for auction. We then describe one attempt from the literature to formalize fairness,
which we will adopt as an additional constraint in the RegretNet approach to auction learning.

2.5.1 Unfairness in Real-World Ad Auctions. The ad auctions currently in place throughout the internet have been shown to produce discriminatory ad allocations. A core feature of online ad platforms is the ability to target users with certain properties. Thus, in an online ad allocation, platforms will typically consider additional factors in tandem with advertiser bids. For instance, key components include the demographics of their users and the target audience of the advertiser. Google’s and Facebook’s platforms take in user attributes (such as location, device type, and search query) as well as advertisement relevance in each auction [1, 2].

The practice of targeting advertisements has in the past lead to discriminatory allocations. For example, an experiment in 2013 [41] publicized the disproportionate likelihood of receiving online ads related to arrest records with a search query of a black-sounding name in contrast with a white-sounding name, even when the advertiser’s preferred search queries and bids represented white and black sounding names equally. Additionally, [13] showed that between female and male users, male users with the same Google search queries tended to receive advertisements for higher-paying job offers than female users.

Facebook’s auctions are similar to Google’s, with an extended focus on user targeting, with over 2,000 differentiating user categories, including location, age, and income. A study in 2018 showcased the immensity of Facebook’s resources, with the proven ability to target users by the single-person and single-household level. As highlighted in the study, this not only violates user privacy, but could put users in vulnerable locations, such as cancer treatment facilities, Planned Parenthood, and rehab centers, at risk [19]. Furthermore, [3] describes an automated advertisement classification system which determines the ideal demographic for an ad regardless of an advertiser’s preferences. This feature has lead to discriminatory allocations based on users’ race and gender for ads such as jobs and housing.

Finally, research exploring the disparity of advertisements of STEM job opportunities between male and female users has concluded that Facebook’s determination of user prices could lead to discriminatory allocations. In other words, a low-bidding job advertisement that intends to advertise to all users regardless of gender may win more allocations with male users, because Facebook rates female users as more expensive, as women have been noted to interact with advertisements more [28]. Ongoing lawsuits regarding Facebook’s discriminatory advertisement mechanism confirm unfairness within online ad auctions is a real concern [31].

In all these cases, as mentioned above, fairness is with respect to the ads served to the users, corresponding to “items” in the typical model of auctions. (We emphasize this to distinguish our case from the more typical problem of fair mechanism design, where one is concerned with a fair allocation for the mechanism participants.) To mathematically formalize a notion of fairness in this context, we utilize the definition of total variation fairness from [27] due to its generality.

2.5.2 Formalizing Unfairness. Let \( C = \{C_1, ..., C_c\} \), denote a partition of the set \([n]\) of advertisers, or agents, into \(c\) categories. For \(1 \leq k \leq c\), let \(d^k : M \times M \to [0, 1]\) define a distance metric between all pairs of users, or items. The auction mechanism satisfies total variation fairness if the \(r_1\)-distance between allocations (summed over a subset of advertisers \(C_k\)) for any two users is at most the distance between those users. That is, total variation fairness is satisfied when
\[
\forall k \in \{1, ..., c\}, \forall j, j' \in M, \sum_{i \in C_k} |z_{i,j} - z_{i,j'}| \leq d^k(j, j'). \tag{3}
\]
In other words, similar users cannot be treated too differently, although the degree of permissible different treatment might be tighter (for instance, for job or housing advertisements) or looser. For example, if \(d^k(j, j')\) were simply defined to be constant, this would disallow allocations in which one item is allocated significantly more than another. If certain advertisers need not worry about unfairness, they might be put into a different category \(C_k\) with looser constraints. Likewise if unfairness is less of a concern between certain pairs of items, their distance could be greater, allowing more disparity in allocations.

2.6 Our Work

Our research is an amalgamation of deep learning techniques and fairness concerns; we propose a machine learning solution to find an auction that is DSIC, IR, revenue maximizing, and fair. Our work extends the RegretNet architecture to satisfy the total variation fairness constraint between all pairs of auction items.

3 METHODOLOGY

3.1 Fairness Constraint

To adapt the definition 3 for use as a neural loss function, we define unfairness as a measure of how much the total variation constraint is violated by an auction allocation. The unfairness experienced by a user \(j\) is:
\[
\text{unf}_j = \sum_{j' \in M} \sum_{C_k} \max(0, \sum_{i \in C_k} (\max(0, z_{i,j} - z_{i,j'})) - d^k(j, j')) \tag{4}
\]
A sum of unfairness over all users \(\text{unf} = \sum_{j \in M} \text{unf}_j\) allows us to quantify how unfair an auction outcome is for all users involved.

3.2 Network Architecture

We use the same additive and unit-valuation network architectures as RegretNet for arbitrary numbers of agents and items. We enforce our fairness constraint using the augmented Lagrangian approach in RegretNet by incorporating an additional set of multipliers \(\lambda_f\). Our modified loss function \(G_p(w; \lambda)\) is defined as:
\[
\mathcal{L}_{\text{rgt}} = \sum_{i \in N} \lambda_{(r,i)} \text{rgt}_i(w) + \frac{\rho_r}{2} \left(\sum_{i \in N} \text{rgt}_i(w)\right)^2
\]
\[
\mathcal{L}_{\text{unf}} = \sum_{j \in M} \lambda_{(f,j)} \text{unf}_j(w) + \frac{\rho_f}{2} \left(\sum_{j \in M} \text{unf}_j(w)\right)^2 \tag{5}
\]
\[
G_p(w; \lambda) = \frac{1}{L} \sum_{l=1}^{L} \sum_{i \in N} p_i(w^{(l)}) + \mathcal{L}_{\text{rgt}} + \mathcal{L}_{\text{unf}}
\]
3.3 Training Procedure

The procedure closely matches that of RegretNet, with the addition of updating \(\lambda_f\) and an additional quadratic parameter \(\rho_f\) for our fairness penalty.

Algorithm 1 ProportionNet Training

1. Input: Minibatches \(S_1, ..., S_T\) of size \(B\)
2. Parameters: \(\rho_f^0, \lambda_f^0, \gamma, \eta \in \mathbb{R}, \Gamma \in \mathbb{N}\)
3. Initialize: \(w^0 \in \mathbb{R}^d, \lambda^0 \in \mathbb{R}^n, \lambda_f^0 \in \mathbb{R}^m\)
4. for \(t = 0\) to \(T\) do
5. Receive minibatch \(S_t = \{\mathbf{v}(1), ..., \mathbf{v}(B)\}\)
6. Initialize misreports \(\mathbf{e}_i^{(t)} \in V_i, \forall t \in [B], i \in N\)
7. for \(y = 0\) to \(T\) do
8. for \(t \in [B], i \in N\) do
9. \(\mathbf{v}_i^{(t)} \leftarrow \mathbf{v}_i^{(t)} + \gamma \nabla \mathbf{v}_i^{(t)} (\mathbf{e}_i^{(t)}); (\mathbf{e}_i^{(t)})\)
10. Compute Lagrangian gradient and update \(\lambda^t\):
11. \(w_i^{t+1} \leftarrow w_i^t - \eta \nabla w_i C_i (w_i^t, \lambda_f^t, \lambda_f^t)\)
12. Update Lagrange multipliers every \(Q_r\) regret and \(Q_f\) (fairness) iterations:
13. if \(t\) is a multiple of \(Q_r\) then
14. \(\lambda_f^{t+1} \leftarrow \lambda_f^t + \rho_f^f \mathbb{R}^q_i (w_i^{t+1}), \forall i \in N\)
15. else
16. \(\lambda_f^{t+1} \leftarrow \lambda_f^t\)
17. if \(t\) is a multiple of \(Q_f\) then
18. \(\lambda_f^{t+1} \leftarrow \lambda_f^t + \rho_f^f \mathbb{R}^q_i (w_i^{t+1}), \forall i \in M\)
19. else
20. \(\lambda_f^{t+1} \leftarrow \lambda_f^t\)

3.4 Generalization Bound

When measuring expected unfairness, we cannot directly compute the expected value—instead, we must estimate it from samples of individual valuation profiles. Similarly to Dütting et al. [14], we wish to bound the generalization error when estimating auction unfairness from samples—hewing closely to techniques and definitions presented there, we do this in terms of the covering number of the class of auctions, showing that with high probability, our sample estimate is a good upper bound of true expected unfairness.

**Theorem 1.** Let \(M\) be a class of auctions that satisfy individual rationality and have \(\epsilon_{\text{co,1}}\) covering number \(N_{\text{co}}(M, \epsilon)\). Fix \(\delta \in (0, 1)\). With probability at least \(1 - \delta\) over a draw of \(L\) valuation profiles, for any \((g, \nu) \in M, \epsilon\),

\[
\mathbb{E}_{\mathbf{v}} \sum_{j=1}^{m} \text{unf}_j \circ g^\nu (\mathbf{v}) \leq \frac{1}{L} \sum_{l=1}^{L} \sum_{j=1}^{m} \text{unf}_j \circ g^\nu (\mathbf{v}^l) + 2\Delta_L + 4C \sqrt{\frac{2\log(4/\delta)}{L}}
\]

where \(C\) is a constant and

\[
\Delta_L = \inf_{\epsilon > 0} \left( (nm^2 + \epsilon) \sqrt{\frac{2\log N_{\text{co}}(M, \epsilon/2m^2)}{L}} + \epsilon \right).
\]

4 EXPERIMENTS

To experimentally test ProportionNet, we train it in different auction settings with known valuation distributions. Following [14], we consider settings involving selling to one agent where revenue-maximizing solutions are known, and additionally add fairness constraints. We then consider settings with more agents and items beyond the reach of theory. Finally, we consider additional settings where the tradeoffs between fairness and bidder preferences are more complex.

4.1 Experimental Parameters

For each configuration of \(n\) agents and \(m\) items, we trained ProportionNet for a maximum of 120 epochs using 640,000 training samples. We used two hidden layers for settings A and B and three for D, E, and F. The hidden layers for setting C are shown in Table 1. All networks used 100 hidden nodes per layer. We incremented both \(\rho_r\) and \(\rho_f\) every two epochs and \(\lambda_r\) and \(\lambda_f\) every 100 iterations. Finally, we used the Adam optimizer for training.

4.2 The Manelli-Vincent and Pavlov Auctions

Dütting et al. [14] successfully reproduced the analytic solutions where they were known using the RegretNet framework. These settings are as follows:

A. Single-bidder with additive valuations over two items. Item values are independent draws from \(U[0, 1]\) [30].

B. Single-bidder, unit-demand valuations over two items. Item values are independent draws from \(U[2, 3]\) [34].

We train on these settings and additionally apply a uniform fairness constraint to both of these settings. The entries of the total variation fairness distance matrix \(D\) are all set to a constant \(d(j, j') = d\) for all pairs of users \(j\) and \(j'\).

Figures 2 and 3 show the allocation probabilities under a given bid by the single bidder. Training using \(d = 1\) approximates the revenue-maximizing auction (as this is just standard RegretNet). Training with \(d = 0\) results in an auction where both items are always allocated with equal probability. Figure 3 shows the training curves for revenue as ProportionNet is trained on different magnitudes of fairness—note that the decrease in revenue over time reflects the network learning to enforce the constraints, but that stronger fairness constraints result in lower expected revenue.

4.3 Scaling Up

Next, we experiment with larger auctions where there may be no viable analytical solution, even without considering fairness constraints. We define setting C:

\(C, n\) bidders with additive valuations over \(m\) items. All values (regardless of bidder or item) are independent draws from \(U[0, 1]\).

We tested all combinations of \(n = 1, ..., 5\) bidders, \(m = 2, ..., 5\) items, and fairness constraints \(d = 0, 0.25, ..., 1.00\).

Table 1 shows the results. Myr denotes expected revenue of the itemwise Myerson auction—selling each item independently in a strategyproof auction while \(f\) denotes the number of hidden layers used for training (100 hidden nodes per layer).
Table 1: Setting C Revenue – auctions with $U[0, 1]$ valuations for $n$ bidders and $m$ items.

More detailed charts with individual regret and unfairness values and standard deviations are in the appendix.

Note that as the number of agents and items increases, it becomes increasingly difficult to both maximize revenue and obey the regret and unfairness constraints. Thus, some of our results (which were primarily selected on the criterion of low mean and standard deviation of regret and unfairness) do not exceed the baseline itemwise Myerson revenue. Additionally, results for the 4 x 6 and 5 x 5 auctions significantly exceed the itemwise Myerson, but their regret and unfairness values are also high. However, prior success in applying the augmented Lagrangian to higher-complexity auctions ($3 \times 10, 5 \times 10$) in addition to RegretNet’s sensitivity to hyperparameter search [35] suggest that these problems can be resolved at the cost of greater computational resources.
Table 2: Revenue for Setting D – a 3 bidder x 4 item auction with items 1 and 2 valued at $U[0, 1]$ and items 3 and 4 at $U[0, 1] + b$. Fair allocations are enforced for items pairs (1,3) and (2,4).

Table 3: Revenue for Setting E – identical to setting D but fair allocations are enforced for items 2, 3, and 4. Interestingly, there is a slight increase in revenue from Setting D.

Table 4: Revenue for Setting F – identical to setting D but one of the bidders is given fair allocations for user pairs (1,2) and (3,4).

4.4 Non-uniform Fairness

In addition to the uniform fairness experiments above, we define three simple settings to investigate enforcement of fairness in cases where preferences may be more complex. Here, we consider auctions with three bidders and four items denoted $u_1$, $u_2$, $u_3$, $u_4$. Each item has binary features $f_1$ and $f_2$ which are used to construct the distance values used in our fairness constraint – in an ad auction setting, these could be characteristics of different groups of users.

D. The parity of users with respect to both $f_1$ and $f_2$ is balanced. All bidders are constrained by a distance metric on $f_2$.

E. The parity of users with respect to $f_2$ is imbalanced. All bidders are constrained by a distance metric on $f_2$.

F. Identical to setting C, but bidder 3 is constrained by a distance metric on $f_1$ rather than $f_2$.

Suppose that $f_2$ is a “relevant” trait (e.g. advertisers are showing software engineer hiring ads, and $f_2$ denotes whether or not a user has a computer science degree). Since the user
pairs \( u_{1,3} \) and \( u_{2,4} \) have matching values of \( f_2 \), we are interested in treating them similarly using the distance function

\[
D_{1,2}(d) = 1 - (1 - d)(1 - |f_2(u_j) - f_2(u'_j)|)
\]

where the parameter \( d \in [0, 1] \) adjusts the level of fairness. A value of \( d = 1 \) has no consideration for fairness, while \( d = 0 \) requires users with matching values of \( f_2 \) to have identical allocations. Note that in setting E, the fairness constraint applied to bidder 3 uses \( f_1 \) rather than \( f_2 \).

We are interested in how ProportionNet handles bidders who bid higher on users with the \( f_1 \) feature. If \( f_1 \) denotes a feature (e.g., gender) which is irrelevant to the auction (software engineer hiring ads), this bidding behavior can be viewed as discriminatory. The new valuation range is \([0, 1] + b[f_1(u_j) - f_1(u'_j)]\) for all three bidders, where \( b \in \mathbb{R} \) is a parameter that adjusts the level of discriminatory bidding behavior. We tested a grid of values \( b, d = 0, 0.25, ..., 1.00 \). Tables 2, 3, and 4 show the revenue results; information on unfairness and regret is in the appendix.

5 ETHICAL IMPACT

Work in the field of automated mechanism design, including recent work like the RegretNet approach of [14], show that tools and techniques from machine learning can help address persistent challenges in the theory of auctions. Our work builds on this body of research by positing the tools of machine learning can address another problem in auctions: fairness considerations on the item side. Above, we have shown compelling empirical evidence that support this claim based on the addition of fairness constraints to RegretNet’s augmented Lagrangian technique.

One of the major social problems associated with online advertising is its use in the job market. The value proposition of online advertising often involves targeting ads to specific demographic groups, and this is a serious problem when those groups may represent, even indirectly, protected classes. At least in the United States, antidiscrimination law is codified in Title VII of the Civil Rights Act of 1964 which limits the type of behaviors employers can engage in. The US Supreme Court decided in Griggs v. Duke Power Co. [16], that certain behaviors which might cause discriminatory results, even if they are performed unintentionally, are illegal – the doctrine of “disparate impact”. The Court has shied away from rigidly defining disparate impact (in quantitative terms) [17], but the Equal Employment Opportunity Commission (EEOC) makes determinations about disparate impact based on the 80% rule [42]. This rule generally states that a group of individuals in a protected class cannot have a selection rate less than 80% of the highest rate for another class. Since this generally can be mathematically formalized, it has been studied in the fair ML literature from a practical and technical perspective [6, 20].

Our definition of fairness does not map directly onto the 80% rule, but it shares some similarities; when the distance metric is defined in terms of protected classes, it arguably constrains allocations from having “disparate impact”.

While in some sense, we thus provide a way to learn a mechanism that will satisfy widely-held definitions of fairness, to view our proposed approach as a cure-all would be misguided. There is a growing body of work that shows there is significant daylight between how a computer scientist thinks about fairness and how others do. Holstein et al. [25] conducted interviews with developers about their desired fairness outcomes and showed them to sometimes be at odds with each other. Saha et al. [37] demonstrated that laypeople often don’t comprehend computer science notions of fairness as well. Then there are also more sociological critiques of the general fair ML approaches writ large [24, 38]. As Selbst et al. [38] and [26] point out, the reification of fairness concepts into mathematical formulae has inherent problems. Fair ML has achieved prominence through the translation of nebulous and debatable definitions into concrete mathematics, often providing a veneer of objectivity over highly contested notions of equality and justice.

We acknowledge that our work at its present stage is a technical intervention, rather than an analysis or critique of a sociotechnical system. We do not aim to make prescriptive statements on our own about the ultimately correct way to design auctions that must be fair, as that is best done in an interdisciplinary group with multiple stakeholders. However, we hope that our work can be one useful contribution to the challenging problem of fair mechanism design.

6 CONCLUSIONS & FUTURE TECHNICAL WORK

Future work might include incorporating improvements to the training procedure as in [35], or making use of techniques that can exactly evaluate the degree to which strategyproofness is violated, as in [11].

Additionally, the theoretical question of characterizing which fair, strategyproof mechanisms maximize revenue is an interesting one. [7] has provided some useful work in this direction already, for a specific class of auctions and notion of fairness. Perhaps the use of deep-learning-based techniques to approximate fully general multi-item mechanisms can provide a starting point for theory as has happened in [14].

Finally, while our work is motivated by the problem of unfairness in advertising auctions, our models are still quite stylized. Enhancing the realism of the model with real-world data, valuations, or fairness constraints derived from real settings would be quite interesting.
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7 APPENDIX

7.1 Generalization Bound for Unfairness

We restate the theorem below:

**Theorem 1.** Let $\mathcal{M}$ be a class of auctions that satisfy individual rationality and have $\varepsilon_{\infty,1}$ covering number $N_{\infty}(\mathcal{M}, \cdot)$. Fix $\delta \in (0, 1)$. With probability at least $1 - \delta$ over a draw of $L$ valuation profiles, for any $(g^w, p^w) \in \mathcal{M}$,

$$
\mathbb{E}_w \left[ \sum_{j=1}^m \text{unf}_j \circ g^w(v) \right] \leq \frac{1}{L} \sum_{l=1}^L \sum_{j=1}^m \text{unf}_j \circ g^w(v^f) + 2\Delta_L + 4C \sqrt{2 \log(4/\delta) \over L}
$$

where $C$ is a constant and

$$
\Delta_L = \inf_{\epsilon > 0} \left( nm^2 + \epsilon \right) \sqrt{2 \log N_{\infty}(\mathcal{M}, \epsilon \over 2m^2) \over L} + \epsilon.
$$

**Proof.** Let $G_j$ be the class of item-wise allocation functions for item $j$ defined on a class of auctions $\mathcal{M}$.

Let $\text{unf}_j \circ G$ be the class of unfairness functions for item $j$. A function $f_j \in \text{unf}_j \circ G$ maps $f_j : V \rightarrow \mathbb{R}$. Expressed to all items, $\text{unf} \circ G$ is the class of tuples $(f_1, \ldots, f_m)$. Such a vector-valued function $f \in \text{unf} \circ G$ maps $f : V \rightarrow \mathbb{R}^m$. Finally, we also define the class of sum unfairness functions:

$$
\text{unf} \circ G = \{ f : V \rightarrow \mathbb{R} : f(v) = \sum_{j=1}^m f_j(v) \text{ for some } (f_1, \ldots, f_m) \in \text{unf} \circ G_j \}
$$

We prove bounds for the simple case of a uniform distance constraint $d$ between all users, with all bidders in one advertising category. In this case, given a mechanism $(g, p)$, the quantity for item $j$’s unfairness is:

$$
\text{unf}_j(v) = \sum_{f_j \in \mathcal{M}} \max(0, \sum_{i \in N} \max(0, g_i(v) - g_{i,j}(v)) - d)
$$

Our proof hews very closely to the generalization bound for regret in D.2.4 of [14]. We use the same notion of $\varepsilon_{\infty,1}$ distance between functions and, under this distance, relate covering numbers of the function classes defined above:

$$
N_{\infty}(\text{unf} \circ G, \epsilon) \leq N_{\infty}(\text{unf} \circ G, \epsilon \over 2m^2)
$$

where

$$
N_{\infty}(\mathcal{M}, \epsilon) \leq N_{\infty}(\mathcal{M}, \epsilon \over 2m^2)
$$

These covering numbers in turn bound empirical Rademacher complexity, which allows us to apply the same lemma of [39] used in [14].

7.1.1 Step 1. Bounding $N_{\infty}(G, \epsilon) \leq N_{\infty}(M, \epsilon)$. By the definition of $N_{\infty}(M, \epsilon)$, there exists some cover $\mathcal{M}$ (where $|\mathcal{M}| \leq N_{\infty}(M, \epsilon)$) such that $V(g, p) \in \mathcal{M}, \exists (\hat{g}, \hat{p}) \in \mathcal{M}$ where

$$
\sup_{v \in V} \sum_{i,j} \|g_{i,j}(v) - \hat{g}_{i,j}(v)\|_1 + \|p(v) - \hat{p}(v)\|_1 \leq \epsilon.
$$

It is trivial to bound the distance between any $g \in G$ and its covering $\hat{g} \in \hat{G}$, $\forall v \in V$:

$$
\sum_{j \in \mathcal{M}} \|g_{i,j} - \hat{g}_{i,j}\|_1 = \sum_{i,j} \|g_{i,j}(v) - \hat{g}_{i,j}(v)\|_1 \leq \sum_{i,j} \|g_{i,j}(v) - \hat{g}(v)\| + \|p(v) - \hat{p}(v)\|_1 \leq \epsilon.
$$

Therefore, $N_{\infty}(G, \epsilon) \leq N_{\infty}(M, \epsilon)$.

7.1.2 Step 2. Bounding $N_{\infty}(\text{unf} \circ G, \epsilon) \leq N_{\infty}(G, \epsilon \over 2m^2)$. We first bound $N_{\infty}(\text{unf} \circ G, \epsilon) \leq N_{\infty}(G, \epsilon \over 2m^2)$ for a single $j$.

Taking $g, \hat{g}$ satisfying the definition of $N_{\infty}(G, \epsilon \over 2m^2)$ and fixing a fairness parameter $d \in [0, 1]$, we bound the $\ell_{\infty,1}$ distance between $\text{unf}_j \circ g$ and $\text{unf}_j \circ \hat{g}$. Note that $g_{i,j}(v)$ has been shortened to $g_{i,j}(v) \rightarrow \hat{g}_{i,j}(v)$, etc. for convenience. We use the fact that $\max(0, a) - \max(0, b) \leq |a - b|$.

$$
\sup_{v \in V} \|\text{unf}_j \circ g - \text{unf}_j \circ \hat{g}\| = \sup_{v \in V} \left| \sum_{f_j \in \mathcal{M}} \max(0, \sum_{i \in N} \max(0, g_{i,j}(v) - g_{i,j}(v)) - d) \right| - \sum_{f_j \in \mathcal{M}} \max(0, \sum_{i \in N} \max(0, \hat{g}_{i,j}(v) - \hat{g}_{i,j}(v)) - d) \right|
$$

Therefore, $\text{unf}_j \circ G \subseteq \text{unf}_j \circ \hat{G}$.
\( \overline{\text{unf}} \circ g \) and \( \text{unf} \circ \hat{g} \) is:

\[
\sup_{v \in V} \left| \overline{\text{unf}} \circ g - \overline{\text{unf}} \circ \hat{g} \right| \leq \sum_{j \in M} \sup_{v \in V} \left| \overline{\text{unf}} \circ g - \text{unf} \circ g \right| \leq \frac{\mathbb{E} \overline{\text{unf}} \circ g - \text{unf} \circ g}{m} = \epsilon.
\]

Therefore, \( \mathcal{N}_\infty(\overline{\text{unf}} \circ G, \epsilon) \leq \mathcal{N}_\infty(\text{unf} \circ G, \epsilon) \).

Combining these inequalities, we get \( \mathcal{N}_\infty(\overline{\text{unf}} \circ G, \epsilon) \leq \mathcal{N}_\infty(M, \frac{\epsilon}{2m^2}) \) as desired.

### 7.1.4 Applying bounds

For convenience denote \( \tilde{F} = \overline{\text{unf}} \circ G \), with \( \tilde{F} \) as its cover. Denote by \( \hat{f} \in \tilde{F} \) the closest covering point to some \( f \in \mathcal{F} \).

We wish to bound the empirical Rademacher complexity \( \mathcal{R}_L(\mathcal{F}) \), which is

\[
\frac{1}{L} \mathbb{E}_\sigma \left[ \sup_{f, \ell=1}^{L} \sigma f (\ell) \right] = \frac{1}{L} \mathbb{E}_\sigma \left[ \sup_{f, \ell=1}^{L} \sigma f (\ell) \right] = \frac{1}{L} \mathbb{E}_\sigma \left[ \sup_{f, \ell=1}^{L} \sigma \hat{f} (\ell) \right] + \frac{1}{L} \mathbb{E}_\sigma \left[ \sup_{f, \ell=1}^{L} \sigma \bar{f} (\ell) \right] \\
= \frac{1}{L} \mathbb{E}_\sigma \left[ \sup_{f, \ell=1}^{L} \sigma \hat{f} (\ell) \right] + \frac{1}{L} \mathbb{E}_\sigma \left[ \sup_{f, \ell=1}^{L} \sigma \bar{f} (\ell) \right] \\
= \frac{1}{L} \mathbb{E}_\sigma \left[ \sup_{f, \ell=1}^{L} \sigma \hat{f} (\ell) \right] + \epsilon
\]

\[
\leq \frac{1}{L} \max_{f, \ell=1}^{L} \left[ \frac{1}{L} \sum_{\ell=1}^{L} \hat{f} (\ell)^2 \right] 2 \log \mathcal{N}_\infty(\tilde{F}, \epsilon) + \epsilon
\]

\[
\leq \frac{1}{L} \max_{f, \ell=1}^{L} \left[ \frac{1}{L} \sum_{\ell=1}^{L} (f (\ell) + \epsilon)^2 \right] 2 \log \mathcal{N}_\infty(\tilde{F}, \epsilon) + \epsilon
\]

\[
\leq \frac{1}{L} \sqrt{\sum_{\ell=1}^{L} (nm^2 + \epsilon)^2} 2 \log \mathcal{N}_\infty(\tilde{F}, \epsilon) + \epsilon
\]

\[
= \left( nm^2 + \epsilon \right) \sqrt{\frac{2 \log \mathcal{N}_\infty(\tilde{F}, \epsilon)}{L}} + \epsilon
\]

Given \( \mathcal{N}_\infty(\tilde{F}, \epsilon) \leq \mathcal{N}_\infty(M, \frac{\epsilon}{2m^2}) \), we can then apply the lemma of [39] as in [14] to say that with probability \( 1 - \delta \), for a distribution-independent constant \( C \):

\[
\mathbb{E}_\epsilon [f (\epsilon)] \leq \frac{1}{L} \sum_{t=1}^{L} f (\epsilon) + 2 \mathcal{R}_L(\tilde{F}) + 4 \sqrt{\frac{2 \log(4/\delta)}{L}}
\]

\[
\leq \frac{1}{L} \sum_{t=1}^{L} f (\epsilon) +
\]

### 7.2 Additional Results

The following tables show the mean and standard deviation of regret and unfairness for all configurations of Setting C (Table 6), D (Table 7), E (Table 8), and F (Table 9). We achieve low values for all of these quantities, which is desirable. A non-vanishing value as the network is trained implies that the auction is empirically non-strategyproof (if regret cannot be minimized) or unfair (if unfairness cannot be minimized).
Table 6: Regret and unfairness for statistics for Setting C. Note that for the 5 x 6 setting, the network converged to a
suboptimal solution with both high payment and high regret.
Table 7: Regret and unfairness statistics for Setting D.

| b   | d   | 1.00 | 0.75 | 0.50 | 0.25 | 0.00 |
|-----|-----|------|------|------|------|------|
| 0.00| 0.004 (0.006) | 0.004 (0.004) | 0.002 (0.003) | 0.002 (0.002) | 0.001 (0.002) |
| 0.25| 0.004 (0.005) | 0.004 (0.004) | 0.002 (0.003) | 0.003 (0.004) | 0.001 (0.001) |
| 0.50| 0.005 (0.005) | 0.003 (0.004) | 0.002 (0.003) | 0.002 (0.002) | 0.001 (0.002) |
| 0.75| 0.006 (0.008) | 0.003 (0.004) | 0.003 (0.004) | 0.002 (0.002) | 0.002 (0.002) |
| 1.00| 0.006 (0.006) | 0.003 (0.004) | 0.004 (0.007) | 0.001 (0.002) | 0.001 (0.002) |

Table 8: Regret and unfairness statistics for Setting E.

| b   | d   | 1.00 | 0.75 | 0.50 | 0.25 | 0.00 |
|-----|-----|------|------|------|------|------|
| 0.00| 0.004 (0.006) | 0.005 (0.006) | 0.003 (0.003) | 0.003 (0.003) | 0.002 (0.003) |
| 0.25| 0.004 (0.005) | 0.003 (0.003) | 0.002 (0.003) | 0.003 (0.003) | 0.003 (0.003) |
| 0.50| 0.005 (0.005) | 0.005 (0.006) | 0.002 (0.003) | 0.003 (0.004) | 0.003 (0.005) |
| 0.75| 0.006 (0.008) | 0.006 (0.007) | 0.002 (0.003) | 0.003 (0.004) | 0.002 (0.004) |
| 1.00| 0.006 (0.006) | 0.006 (0.006) | 0.003 (0.004) | 0.003 (0.003) | 0.003 (0.004) |

Table 9: Regret and unfairness statistics for Setting F. With the additional fairness category, unfairness becomes slightly harder to minimize.

| b   | d   | 1.00 | 0.75 | 0.50 | 0.25 | 0.00 |
|-----|-----|------|------|------|------|------|
| 0.00| 0.004 (0.006) | 0.004 (0.004) | 0.003 (0.004) | 0.003 (0.004) | 0.003 (0.003) |
| 0.25| 0.004 (0.005) | 0.005 (0.005) | 0.004 (0.005) | 0.001 (0.002) | 0.002 (0.003) |
| 0.50| 0.005 (0.005) | 0.005 (0.005) | 0.003 (0.004) | 0.004 (0.005) | 0.004 (0.004) |
| 0.75| 0.006 (0.008) | 0.004 (0.005) | 0.003 (0.004) | 0.002 (0.002) | 0.003 (0.003) |
| 1.00| 0.006 (0.006) | 0.004 (0.005) | 0.003 (0.004) | 0.002 (0.002) | 0.003 (0.003) |