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Abstract—Interferometric phase restoration has been investigated for decades and most of the state-of-the-art methods have achieved promising performances for InSAR phase restoration. These methods generally follow the nonlocal filtering processing chain, aiming at circumventing the staircase effect and preserving the details of phase variations. In this article, we propose an alternative approach for InSAR phase restoration, that is, Complex Convolutional Sparse Coding (ComCSC) and its gradient regularized version. To the best of the authors’ knowledge, this is the first time that we solve the InSAR phase restoration problem in a deconvolutional fashion. The proposed methods can not only suppress interferometric phase noise, but also avoid the staircase effect and preserve the details. Furthermore, they provide an insight into the elementary phase components for the interferometric phases. The experimental results on synthetic and realistic high- and medium-resolution data sets from TerraSAR-X StripMap and Sentinel-1 interferometric wide swath mode, respectively, show that our method outperforms those previous state-of-the-art methods based on nonlocal InSAR filters, particularly the state-of-the-art method: InSAR-BM3D. The source code of this article will be made publicly available for reproducible research inside the community.

Index Terms—Convolutional dictionary learning, nonlocal filtering, SAR interferometry (InSAR), sparse coding (SC).

I. INTRODUCTION

A. Interferometric Phase Restoration

Due to its all-weather capability, up to decimeter spatial resolution and high sensitivity to deformation and height changes, synthetic aperture radar (SAR) plays an important role in remote sensing from airborne and spaceborne platforms. By creating interferograms of SAR images acquired at different points in time or from changing platform positions, geophysical parameters, such as heights and displacement rates, can be extracted by analyzing the interferometric phase.

As a result of the coherence loss between acquisitions, the interferometric phase is corrupted by noise. Noise removal is consequently an almost obligatory step, not only to increase the measurements’ accuracy but also to ease the subsequent phase unwrapping. One of the most straightforward methods of noise mitigation is averaging all phases inside a predefined spatial neighborhood, the so-called boxcar filtering. Although easy to implement and fast to compute, the penalty is a degradation of the spatial resolution. For overcoming such limitations, many advanced filters have been introduced, such as Lee’s sigma filter [1], FIXME [2] which utilizes statistical test for the pixel selection during the averaging, and Goldstein filter [3], which leverages the local power spectrum estimation of the signal for lowering the noise component. In recent years, nonlocal-filtering-based approaches, which were first applied to optical natural images [4], have received great attention from the image processing community. Fundamentally, by averaging a group of similar pixels selected in a nonlocal manner, noise can be efficiently mitigated without degrading image details. Such method also became a topic of extensive research in the SAR community, such as SAR amplitude imagery denoising [5]–[8], interferometric phase denoising [9]–[14], and PolSAR imagery restoration [10], [15], [16]. The nonlocal processing chain has also been extended for phase restoration of SAR stacks with the application of differential SAR interferometry [17] and the preprocessing step of 3-D reconstruction based on TomoSAR [18].

Although nonlocal-filtering-based approaches are very popular in the field of InSAR denoising, Hao et al. [19] proposed a sparse coding (SC) model for approximating InSAR phase patches based on the linear combination of the learned atoms in a dictionary. In particular, given a signal $s \in \mathbb{C}^N$ and a dictionary matrix $D \in \mathbb{C}^{N \times M}$, $s$ can be represented by a linear combination of only few of the columns in $D$, that is, $s \approx Dx$, where $x \in \mathbb{C}^M$ is sparse. The problem of computing the sparse representation $x$ for $s$, given the dictionary $D$ is termed as SC. It can be formulated as Basis Pursuit Denoising (BPDN) problem as follows [20]:

$$\arg\min_x \frac{1}{2}\|Dx - s\|_2^2 + \lambda\|x\|_1.$$  

(1)

Such sparse representation model has been a well-established tool for a very broad range of signal and image processing...
applications [21]–[27]. Also, extensive research for SAR data modeling based on sparse representations have also been done in recent years, such as image classification [28]–[33] and imagery denoising [34], [35].

Due to the computational cost, the signal $s$ in Problem (1) is usually a small patch rather than the entire image in practice. In order to compute a sparse representation for an entire image, those conventional methods based on solving the problem (1) should be processed independently on a set of overlapping blocks covering the image. For reconstructing the whole image, the restored results of such overlapping blocks are stitched together by averaging the overlapping parts.

However, such a process ignores the consistency of image pixels, that is, any two patches should share the same pixel values on their overlapping area. Moreover, the local structures and textures may be inevitably changed due to the application of aggregation and averaging strategies to the final value of each pixel. Also, these strategies can induce the over-smoothing of details in images [36], [37].

Recently, to fix these issues, convolutional sparse coding (CSC) is proposed [38]–[44]. By replacing the dictionary $D$ with a set of convolutional filters $\{d_m\}$, the associated reconstruction of $s$ from sparse representations $\{x_m\}$ is 

$$s \approx \sum_m d_m \ast x_m,$$

where $s$ can be an entire image rather than a small image patch and $\ast$ denotes the convolutional operator. Since the convolutional operator is computationally cheap in the Fourier domain [45], [46], such convolutional representation can be obtained by a global optimization in the entire image space, that is, convolutional basis pursuit denoising (CBPDN)

$$\arg\min_{\{x_m\}} \frac{1}{2} \left\| \sum_m d_m \ast x_m - s \right\|_2^2 + \lambda \left\| x_m \right\|_1. \tag{2}$$

Based on the success of the CSC model in natural image processing [36], [47]–[49], we seek to propose the corresponding approach in the complex domain to: 1) investigate the sparse representation for InSAR phase in a convolutional manner and 2) evaluate its performance for InSAR phase restoration.

B. Contributions of This Article

The contributions of this article can be summarized as follows.

1) To avoid the staircase effect and preserve the details of phase variations, we propose a complex CSC ComCSC algorithm and its gradient regularized version (ComCSC-GR) for interferometric phase restoration. To the best of the authors’ knowledge, this is the first time to investigate the problem of the phase restoration in a deconvolutional manner.

2) Superior to the CSC model in (1) processed on image patches, the proposed ComCSC-based methods can progressively decompose the image from local attention to global aggregation by means of the deconvolutional manner, which can provide an insight into the elementary phase components for the interferometric phases.

3) Beyond the conventional CSC model, the resulting ComCSC and its variant perform the image coding on the complex domain. In particular, we theoretically prove the feasibility of complex-valued SC and provide the corresponding update rule. Additionally, the proposed ComCSC model is an extended version targeting at processing complex signals effectively, which enables the CSC to be applicable on the complex domain.

4) The effectiveness and superiority of the proposed methods have been quantitatively demonstrated on synthetic and real data sets and compared to other state-of-the-art methods. We will open the source codes to enable reproducible research.

C. Structure of This article

The rest of this article is organized as follows. Section II introduces the proposed convolutional dictionary learning model in complex domain. In Section III, we propose a complex convolutional dictionary learning model with the regularization of gradients. Simulated experiments and real case studies are conducted in Section IV. Section V draws the conclusion of this article.

II. Complex Convolutional Dictionary Learning

Before solving CBPDN (2), we should learn a set of convolutional filters $\{d_m\}_{m=1}^M$ from a batch of clean interferograms $\{s_k\}_{k=1}^K$, which are also termed as training interferograms. To achieve this point, we propose the complex convolutional dictionary learning (CCDL) problem

$$\arg\min_{\{d_m\}, \{s_k\}} \frac{1}{2} \sum_{k=1}^{K} \sum_{m=1}^{M} d_m \ast x_{m,k} - s_k \right\|_2^2 + \lambda \sum_{m=1}^{M} \left\| x_{m,k} \right\|_1$$

s.t. $\|d_m\|_2 = 1 \quad \forall m \tag{3}$$

where $s_k \in \mathbb{C}^N$ is one of the training interferograms with $N$ pixels, $K$ is the total number of training interferograms, $\{x_{m,k}\} \in \mathbb{C}^N$ and $\{d_m\} \in \mathbb{C}^L$ denote the sets of complex sparse coefficient maps and complex filters, respectively, $M$ is the number of filters, $L$ is the size of each filter $d_m$, and the constraint indicates the normalization of learned filters. (For notation simplicity, interferograms and the coefficient maps are considered to be $N$-dimensional vectors, and filters are $L$-dimensional vectors.) In this article, given a complex-valued vector $x \in \mathbb{C}^N$, the norms are defined as

$$\|x\|_1 = \sum_{i=1}^{N} |x_i|, \quad \|x\|_2 = \sqrt{\sum_{i=1}^{N} |x_i|^2}$$

where $x_i \in \mathbb{C}$ is the $i$th element of vector $x$, and $|\cdot|$ means the amplitude value of a complex number. It is worth noting that different from the conventional convolutional dictionary learning models, the sparse coefficient maps $\{d_m\}$ and the convolutional kernels are all set in complex domain. The main idea for convolutional dictionary learning is to decompose the input signal $s_k$ in a deconvolutional manner. If the signal lies in complex domain, one can also constrain the sparse coefficient maps as real numbers, and the convolutional kernels
are complex, or the convolutional kernels are real and the sparse coefficient maps are complex. However, we found that both the kernels and the sparse coefficient maps are expected to be complex in order to maintain the information from the original complex signals as much as possible. More specifically, on the one hand, the phase information of the signal is not lost through the convolutional decomposition. On the other hand, since a real number can be considered as a complex number with zero on its imaginary part, it can also be learned during the optimization of those learnable variables. Therefore, the proposed complex convolutional dictionary learning model can be considered as a generalization of the normal one.

An usual, the optimization strategy to solve problem (3) is alternately updating the sparse coefficient maps \( \{x_{m,k}\} \) and the dictionary \( \{d_m\} \).

### A. Sparse Coefficients Update

We first fix the filters \( \{d_m\} \) and update the sparse coefficient maps \( \{x_{m,k}\} \) in (3) with

\[
\arg\min_{\{x_{m,k}\}} \frac{1}{2} \sum_{k=1}^K \sum_{m=1}^M d_m \cdot x_{m,k} - s_k \right\|^2_2 + \lambda \sum_{m=1}^M \|x_{m,k}\|_1. 
\]

By defining

\[
X = \begin{bmatrix} x_{0,0} & \cdots & x_{0,K} \\ \vdots & \ddots & \vdots \\ x_{M,0} & \cdots & x_{M,K} \end{bmatrix} \in \mathbb{C}^{MN \times K},
\]

\[
S = [s_0 \ldots s_K] \in \mathbb{C}^{N \times K},
\]

\[
D = [d_0 \ldots d_M] \in \mathbb{C}^{N \times MN}
\]

where \( D_m \) is the matrix form of the convolutional operator that satisfies \( D_m x_m = d_m \cdot x_m \), we can reformulate (4) in the form

\[
\arg\min_X \frac{1}{2} \|DX - S\|_F^2 + \lambda \|X\|_{1,1}. 
\]

To solve the problem (6), we utilize the alternating direction method of multipliers (ADMM) \([50]–[53]\) in this article. We refer the readers to \([54]\) for other algorithms to solve this problem. By introducing dual variable \( U \), penalty parameter \( \rho \) and auxiliary variable \( Y \), the corresponding scaled augmented Lagrangian function is defined as \([50]\)

\[
L_\rho(X, Y, U) = \frac{1}{2} \|DX - S\|_F^2 + \lambda \|Y\|_{1,1} + \frac{\rho}{2} \|X - Y + U\|_F^2.
\]

(7)

Accordingly, the minimization of \( L_\rho \), with respect to each variable, can be solved by the following optimization subproblems.

1) \( X \) subproblem for reconstructing sparse coefficients

\[
\arg\min_X \frac{1}{2} \|DX - S\|_F^2 + \frac{\rho}{2} \|X - Y + U\|_F^2.
\]

The minimization of this quadratic function can be calculated by setting the associated derivative to zero, which leads to the following linear system:

\[
(D^H D + \rho I)X = D^H S + \rho (Y - U). 
\]

By applying fast Fourier transform (FFT) \([55]\), this linear system can be efficiently solved in the frequency domain as

\[
(\hat{D}^H \hat{D} + \rho I)\hat{X} = \hat{D}^H \hat{S} + \rho (\hat{Y} - \hat{U})
\]

(10)

where \( \hat{A} \) denotes the DFT version of variable \( A \). The solution of this linear system can be obtained by exploiting the Sherman-Morrison formula \([42]\).

2) \( Y \) subproblem for calculating auxiliary variable

\[
\arg\min_Y \lambda \|Y\|_{1,1} + \frac{\rho}{2} \|X - Y + U\|_F^2.
\]

(11)

In real domain, this subproblem has a closed-form solution defined as

\[
Y := S_\gamma(X + U)
\]

(12)

where \( S(\cdot) \) is the soft-thresholding function

\[
S_\gamma(A) = \text{sign}(A) \odot \max(0, |A| - \gamma)
\]

(13)

with the two elementwise operators \( \text{sign}(\cdot) \) and \( |\cdot| \), and \( \odot \) denotes the elementwise multiplication.

However, the soft-thresholding function (12) cannot be directly applied to the data in complex domain. Thus, in this article, we propose the corresponding soft-thresholding function in complex domain, termed as complex soft-thresholding. For \( A \in \mathbb{C} \), we define \( |A| \) in complex domain as \( (\text{real}(A)^2 + \text{imag}(A)^2)^{1/2} \), where \( \text{real}(\cdot) \) and \( \text{imag}(\cdot) \) extract real and imaginary parts of \( A \), \( \sqrt{\cdot} \), and \( (\cdot)^2 \) denote the square root and square, with element-wise manner, respectively. Furthermore, \( (A/|A|) \) means elementwise division. Correspondingly, complex soft-thresholding function is defined as

\[
C_{S_\gamma}(A) = \frac{A}{|A|} \odot \max(0, |A| - \gamma).
\]

(14)

The interpretation of complex soft-thresholding is demonstrated in Fig. 1. In complex domain, the operator preserves the direction of the complex vector and shrinks its associated amplitude by \( \gamma \). Specifically, within the range of \( \gamma \), the complex vector is projected to the original point and outside the circle, the phase of the complex vector is kept and its amplitude is shrunk.
Actually, the closed-form solution of (11) in the complex domain is defined as
\[
Y := CS_{\frac{1}{2}}(X + U). \tag{15}
\]

3) Multiplier Update: the dual variable \( U \) can be updated as
\[
U := U + X - Y. \tag{16}
\]

B. Dictionary Update

Fixing the sparse coefficient maps\(^2\) \( \{s_{x_k,m}\} \) in (3), the dictionary update problem can be posed as
\[
\arg\min_{d_m} \frac{1}{2} \sum_{k=1}^{K} \left\| \sum_{m=1}^{M} s_{x_k,m} \cdot d_m - s_k \right\|_2^2 \quad \text{s.t.} \quad \|d_m\|_2 = 1. \tag{17}
\]

In order to solve (17) in the frequency domain, the \( L \)-dimensional filter \( d_m \) should be zero-padded to the common spatial dimensions of \( s_{x_k,m} \) and \( s_k \). \( P \) denotes the projection operator that zeros the regions of the filters outside the desired support. We introduce the indicator function \( \iota_{C_{pn}} \) as
\[
\iota_{C_{pn}}(d) = \begin{cases} 
0, & \text{if } d \in C_{pn} \\
\infty, & \text{if } d \notin C_{pn}
\end{cases} \tag{18}
\]
and the constraint set \( C_{pn} \) is denoted as
\[
C_{pn} = \{ d \in \mathbb{C}^N : (1 - PP^T)d = 0, \|d\|_2 = 1 \}. \tag{19}
\]

Similar to the formulation in SC, the problem (17) can be expressed as
\[
\arg\min_{d} \frac{1}{2} \|Xd - s\|_2^2 + \iota_{C_{pn}}(d) \tag{20}
\]
where \( s \) and \( d \) are defined as
\[
s = \begin{bmatrix} s_0 \\ \vdots \\ s_K \end{bmatrix} \in \mathbb{C}^{NK}, \quad d = \begin{bmatrix} d_0 \\ \vdots \\ d_M \end{bmatrix} \in \mathbb{C}^{NM}. \tag{21}
\]

By introducing dual variable \( u \), penalty parameter \( \sigma \), and auxiliary variable \( y \), the corresponding scaled augmented Lagrangian function of (20) is defined as
\[
L_{\sigma}(d, y, u) = \frac{1}{2} \|Xd - s\|_2^2 + \iota_{C_{pn}}(y) + \frac{\sigma}{2} \|d - y + u\|_2^2. \tag{22}
\]

By applying ADMM, the minimization of \( L_{\sigma} \), with respect to each variable, can be solved by the following optimization subproblems.

1) \( d \) subproblem for calculating complex convolutional filters
\[
\arg\min_{d} \frac{1}{2} \|Xd - s\|_2^2 + \frac{\sigma}{2} \|d - y + u\|_2^2. \tag{23}
\]

Similar with the subproblem in (8), this minimization problem can be reformulated by solving the linear system as
\[
(X^H X + \sigma I)\hat{d} = X^H s + \sigma (y - u) \tag{24}
\]
which can also be transformed into the frequency domain as follows:
\[
(X^H X + \sigma I)\hat{d} = X^H \hat{s} + \sigma (\hat{y} - \hat{u}). \tag{25}
\]

\(^3\)We will prove this conclusion in the Appendix.

\(^4\)For convenience, we switch the indexing of \( x_{m,k} \) as \( x_{k,m} \).

---

**Algorithm 1 CCDL Solved by Alternate Minimization**

**Require:** Clean interferograms used for training: \( \{s_k\}_{k=1}^{K} \)

1. Initialize \( \{d_m\}, L, \lambda, \rho, \sigma \).
2. while not convergent do
3. Sparse Coding:
4. Update \( X \) by solving the subproblem in (10).
5. Update \( Y \) by complex soft-thresholding in (15).
6. Update \( U \) by (16).
7. Dictionary Update:
8. Update \( d \) by solving the subproblem in (25).
9. Update \( y \) by utilizing proximal operator of indicator function in (27).
10. Update \( u \) by (28).
11. end while

**Ensure:** \( \{d_m\}_{m=1}^{M} \)

This linear system can be solved by the iterated Sherman-Morrison algorithm [42].

2) \( y \) subproblem for calculating the auxiliary variable
\[
\arg\min_{y} \iota_{C_{pn}}(y) + \frac{\sigma}{2} \|d - y + u\|_2^2 \tag{26}
\]
which is the proximal operator of the indicator function \( \iota_{C_{pn}} \) at the point \( d + u \). In particular, this proximal operator can be determined as
\[
y = \operatorname{prox}_{\iota_{C_{pn}}}(d + u) = \frac{PP^T(d + u)}{\|PP^T(d + u)\|_2}. \tag{27}
\]

3) Multiplier Update: The dual variable \( u \) can be updated by
\[
u := u + d - y. \tag{28}
\]

To this end, based on the previous optimization procedure, convolutional filters \( d_m \) can be learned from the training interferograms. The algorithm for CCDL (3) is summarized in Algorithm 1.

C. Computational Complexity

The complexities of CCDL and the normal convolutional dictionary learning [42] are actually of the same order and listed below item by item.

1) (10): \( O(KMN) + O(KMN \log(N)) \).
2) (15): \( O(KMN) \).
3) (16): \( O(KMN) \).
4) (25): \( O(K^2MN) + O(KMN \log(N)) \).
5) (27): \( O(KMN) \).
6) (28): \( O(KMN) \).

Among the six steps of CCDL, (25) has the dominant computational complexity. Therefore, the complexity of CCDL (Algorithm 1) can be summarized as
\[
O\left( T \left(K^2MN + KMN \log(N)\right) \right)
\]
where \( T \) is the number of iterations that Algorithm 1 takes before convergence. Typically, \( T = 200, K = 80, M = 96, \).
$N = 100 \times 100$, and Algorithm 1 takes around 3 h to stop.\(^3\) However, we have to note that a common set of filters $\{d_m\}_{m=1}^M$ can be used for all images in a data set, not only for one image. Thus, we conduct CCDL only once and store the dictionary $\{d_m\}$ before denoising since CCDL is expensive compared with ComCSC.

III. COMPLEX CONVOLUTIONAL SPARSE CODING WITH GRADIENT REGULARIZATION

Given the noisy interferogram $\tilde{s}$ and the learned filters $\{d_m\}_{m=1}^M$, the sparse coefficient maps $\{x_m\}$ can be obtained by applying CBPDN and the restored interferogram $\hat{s}$ can be described as the convolutional sparse representation, that is, $\hat{s} := \sum_{m=1}^M d_m \ast x_m$. In the following, we term this method as ComCSC.

A. ComCSC-GR

As introduced in [56], convolutional sparse representations can provide good restorations for high-pass components of images. In order to also well reconstruct the low-pass components of images, gradient regularization on the sparse coefficient maps can be further exploited. In this article, aiming for adapting to both the high-pass and low-pass components of interferograms, we also extend ComCSC with the regularization of gradients, denoted as ComCSC-GR and investigate its performance for interferometric phase restoration. Such model can be represented as\(^4\)

$$
\begin{align*}
\argmin_{\{x_m\}} \frac{1}{2} \sum_m d_m \ast x_m - \tilde{s} \| \| s \|_2^2 + \lambda \sum_m \|x_m\|_1 & + \frac{\mu}{2} \sum_m \| \sqrt{g_0} \ast x_m \|^2_2 \quad + \frac{\lambda}{2} \sum_m \|g_1 \ast x_m \|^2_2
\end{align*}
$$

(29)

where $g_0$ and $g_1$ are the filters which compute the gradients along image rows and columns, respectively. By introducing linear operators $G_0$ and $G_1$, that is, $G_l x_m = g_l \ast x_m$ ($l = 0, 1$), problem (29) can be rewritten as

$$
\begin{align*}
\argmin_x \frac{1}{2} \|Dx - s\|_2^2 + \lambda \|x\|_1 & + \frac{\mu}{2} \left( \|G_0 x\|_2^2 + \|G_1 x\|_2^2 \right)
\end{align*}
$$

(30)

where

$$
\begin{bmatrix}
G_0 & \cdots & 0 \\
0 & G_1 & \cdots \\
\vdots & \vdots & \ddots
\end{bmatrix} \in \mathbb{C}^{M \times N} \\
\begin{bmatrix}
x_0 \\
\vdots \\
x_M
\end{bmatrix} \in \mathbb{C}^{M}. 
$$

(31)

This problem can also be solved by introducing dual variable $u$, auxiliary variable $y$, and the associated penalty parameter $\rho$ in the ADMM optimization procedure. The corresponding scaled augmented Lagrangian function is defined as

$$
L_\rho(x, y, u) = \frac{1}{2} \|Dx - s\|_2^2 + \lambda \|y\|_1 & + \frac{\mu}{2} \left( \|G_0 x\|_2^2 + \|G_1 x\|_2^2 \right) + \frac{\rho}{2} \|x - y + u\|_2^2.
$$

(32)

\(^3\)The codes are implemented by MATLAB and the experiments are conducted on a PC with Intel Core i7-8850H CPU at 2.60 GHz.

\(^4\)In ComCSC-GR (29), we should use notation $\tilde{s}$ and $\{x_m\}$ to represent noisy interferograms and the corresponding sparse codes. In this section, we use $s$ and $\{x_m\}$ for simplicity.

Algorithm 2 ComCSC Solved by ADMM

**Require:** $s$, $\{d_m\}$

1. Initialize $\lambda$, $\mu$, $\rho$, let $g_0 = 0$, $g_1 = 0$.
2. **while** not convergent **do**
   3. Update $x$ by (34).
   4. Update $y$ by (35).
   5. Update $u$ by (36).
6. **end while**

**Ensure:** $\hat{s} := \sum_{m=1}^M d_m \ast x_m$

Algorithm 3 ComCSC-GR Solved by ADMM

**Require:** $s$, $\{d_m\}$, $g_0$, $g_1$

1. Initialize $\lambda$, $\mu$, $\rho$.
2. **while** not convergent **do**
   3. Update $x$ by solving the subproblem in (34).
   4. Update $y$ by complex soft-thresholding in (35).
   5. Update $u$ by (36).
6. **end while**

**Ensure:** $\hat{s} := \sum_{m=1}^M d_m \ast x_m$

The subproblems of $L_\rho$ with respect to each variable can be written as follows.

1) **$x$** subproblem for reconstructing the sparse coefficients

$$
\argmin_x \frac{1}{2} \|Dx - s\|_2^2 + \frac{\mu}{2} \left( \|G_0 x\|_2^2 + \|G_1 x\|_2^2 \right) + \frac{\rho}{2} \|x - y + u\|_2^2.
$$

(33)

The solution of this subproblem can be obtained by solving the following linear system in the frequency domain

$$
\left( \hat{D}^H \hat{D} + \mu \hat{G}_0^H \hat{G}_0 + \mu \hat{G}_1^H \hat{G}_1 + \rho I \right) \hat{x} = \hat{D}^H \hat{s} + \rho (\hat{y} - \hat{u}).
$$

(34)

2) **$y$** subproblem for calculating the auxiliary variable

$$
\argmin_y \|y\|_1 + \frac{\rho}{2} \|x - y + u\|_2^2.
$$

(35)

Identically to (11), this subproblem can be solved by the soft-thresholding in complex domain.

3) **Multiplier update:** the dual variable $u$ can be updated by

$$u := u + x - y.
$$

(36)

The corresponding pseudocode of ComCSC and ComCSC-GR are summarized in Algorithm 2 and 3, respectively.

In a similar vein, given the noisy interferogram $\tilde{s}$ and the filters learned by CCDL, the sparse coefficient maps $\{x_m\}$ can be obtained by applying ComCSC-GR and the restored interferogram $\hat{s}$ can be described as the convolutional sparse representation, that is, $\hat{s} := \sum_{m=1}^M d_m \ast \hat{x}_m$. Comparing to ComCSC, its gradient-regularized version can not only maintain the performance of the reconstruction results on the high-pass components, but also the low-pass components can be well restored. Such advantages can be beneficial for the InSAR phase restoration, since the observed scene is usually characterized by both low- and high-frequency phase variations.
B. Computational Complexity

Similar with the argument in Section II-C, the complexities of ComCSC-GR and CSC-GR [56] are in the same order. We list them item by item here.\(^5\)

1) \(O(MN) + O(MN \log(N))\),
2) \(O(MN)\),
3) \(O(MN)\),

where (34) has the dominant computational complexity. Therefore, the complexity of ComCSC-GR (Algorithm 3) can be summarized as

\[O\left( TMN \log(N) \right)\]

where \(T\) is the number of iterations that Algorithm 3 takes before convergence. Typically, \(T = 150, M = 96, N = 256 \times 256\), and Algorithm 3 takes 140 seconds to stop.

IV. EXPERIMENTAL RESULTS

A. Simulations

The covariance matrix of two correlated complex normal distributed scatterers of two single look complex (SLC) images is defined as

\[
C = \begin{bmatrix}
    a^2 & a^2 e^{j\phi} \\
    a^2 e^{-j\phi} & a^2
\end{bmatrix}
\]

where \(a\) is the amplitude, \(\phi\) denotes the interferometric phase, and \(\gamma\) is the coherence. Given two independent complex normal distributed scatterers \(r_1\) and \(r_2\) of zero mean and unit variance, the synthetic samples \(u_1\) and \(u_2\) with the desired correlation can be obtained by

\[
\begin{bmatrix}
    u_1 \\
    u_2
\end{bmatrix} = L \begin{bmatrix}
    r_1 \\
    r_2
\end{bmatrix} = a \begin{bmatrix}
    1 & 0 \\
    e^{-j\phi} & 1 - \gamma^2
\end{bmatrix} \begin{bmatrix}
    r_1 \\
    r_2
\end{bmatrix}
\]

where \(L\) represents the Cholesky decomposition of \(C\). Then, the interferogram can be available by \(s = u_1 \times \text{conj}(u_2)\), where \(\text{conj}(\cdot)\) is the conjugation operator.

In order to learn the convolutional filters \(d_m\), we simulate a benchmark data set of 80 interferograms \(\{s_k\}_{k=1}^{K=80}\) with different patterns. Some examples are illustrated in Fig. 2. The spatial size of the filters is set as 20 \times 20 pixels and the number of filters is 96. The parameter \(\lambda\) can be set to a small value since the data set utilized here is noiseless. Thus, we selected it as 0.2. Based on CCDL, the learned filters are shown in Fig. 3. For the visualization of complex data, the real and imaginary parts are mapped into red and green colors, respectively. It can be obviously observed that reliable interferometric phase components, such as curves, lines, rectangles, and smooth planes, can be learned based on the proposed method. The following experiments are based on such learned filters.

For evaluating the performance of the proposed method, we first compare it with other state-of-the-art methods by restoring a step function. This experiment can give us intuition about the various filters’ capabilities of resolution and detailed structure preservation. Ten thousand Monte-Carlo simulations of the phase step function from \(-(\pi/3)\) to \((\pi/3)\), with the coherence of 0.3 and the constant amplitude, are made for the experiment. The parameters of the referenced methods are introduced as follows.

1) The window size for Boxcar is 5 \times 5.
2) The patch size and \(\alpha\) in Goldstein filter [3] is 16 and 0.9, respectively.
3) The parameters are automatically chosen as stated in NL-InSAR [10].
4) The search window and patch sizes in NL-InSAR [9] are 21 and 5, respectively.
5) The parameters of InSAR-BM3D [13] are set the same as the original article.

As shown in Fig. 4 (left), under the coherence of 0.3, the proposed ComCSC-GR can achieve the best approximation of the step function. ComCSC-GR outperforms the state-of-the-art InSAR filters, that is, InSAR-BM3D, in terms of the detail preserving of fringes. Although phase jump can also be well modeled by the ComCSC, the homogeneous areas cannot be restored by it. The reason is that high-pass components can be well reconstructed by CSC, with the sacrifice of homogeneous components. In comparison, with the gradient

---

\(5\) The bounds given here are theoretical upper bounds for the worse cases. In practice, the computational cost is also related with the filter size \(L\); smaller \(L\) leads to a smaller cost than the upper bound. This phenomenon is due to the implementation of zero-padding and FFT. We will discuss this point in the text following Fig. 10.

---

Fig. 2. Interferogram examples utilized for complex convolutional dictionary learning.

Fig. 3. Ninety-six convolutional filters learned on the ground truth interferograms. For the visualization of complex data, the real and imaginary parts are mapped into red and green colors, respectively.
regularization of sparse coefficient maps, low-pass components can be very well preserved by ComCSC-GR. Therefore, both the homogeneous and phase jump areas can be well modeled by ComCSC-GR. Besides, both NL-InSAR and NL-SAR demonstrate their weakness on the edge preservation due to their intentionally oversmooth behaviors and no guidance filtering based on amplitude change in such areas. As illustrated in its right, without the low-pass regularization, the ComCSC performs the worst on the variances of the restoration. For the homogeneous area, the InSAR-BM3D achieves the best performance in terms of stability for the restoration. For the phase jump area, owing to the proficient detail preservation, ComCSC-GR narrows the variances better than the NL-SAR.

For a more exhaustive analysis, we generate four different images with $256 \times 256$ pixel size with typical interferometric patterns: 1) mountain mimics the interferometric phases in mountainous terrains; 2) peaks simulate a complex scenery with varied geometry; 3) shear plane includes constant phase and rapid phase variation; and 4) squares replicate phase jump occurred in urban areas. Based on (37) and (38), the noisy interferograms with spatially varied coherence map are generated. The coherence grows linearly from 0.3 (leftmost) to 0.9 (rightmost). The ground truth and noisy interferograms are depicted in Fig. 5.

For a visual comparison, all the reconstruction results and the associated residual phases are shown in Fig. 6. Besides, we also make a quantitative evaluation based on the metric of peak signal-to-noise ratio (PSNR) [19] defined as

$$\text{PSNR} := 10 \log_{10} \frac{4N\pi^2}{\| \text{angle}(\text{conj}(s) \odot \delta))^2 \|_F^2} [\text{dB}]. \quad (39)$$

All the PSNR values of the overall images are illustrated in Table I. Moreover, as shown in Fig. 7, we plot the PSNR values calculated on the restored images in a sliding window manner with respect to the coherence values. As observed in Fig. 6, for high coherence areas, all the methods can give reliable restoration results, since the residual phase maps are dark on such areas. However, the performances of all the methods are varied in the low coherence areas. For example, Boxcar and Goldstein cannot recover the interferometric patterns in such areas. All the other methods demonstrate better robustness in terms of coherence variation. Consistent with the previous experiment, oversmooth phenomenon can be found in the phase jump areas of nonlocal-based approaches, that is, NL-InSAR, NL-SAR, and InSAR-BM3D. For example, as shown by the residual maps of peaks, contours of edges are displayed in the results of NL-InSAR, NL-SAR, and InSAR-BM3D. Similarly, the phase change line can also be clearly seen in the reconstructed results of shear plane, as indicated in the corresponding residual maps. In contrast, those edge areas can be better preserved by ComCSC-GR, also indicated by its higher PSNR values in comparison to all other methods, as shown in Fig. 7. From the numerical analysis in Table I, among all the methods, ComCSC-GR can achieve the best performance not only for the homogeneous pattern, for example, mountain, but also the heterogeneous pattern, for example, squares. It is worth noting that, for the patterns except squares, the performances of ComCSC-GR and InSAR-BM3D are comparable. However, for the sharply changing area (squares), ComCSC-GR can surpass the other nonlocal-based methods with a large margin (around 2dB), demonstrating the superiority of the proposed ComCSC-GR in modeling the sharp changes of fringes based on its learned convolutional kernels.

To further investigate the performances of the comparing methods, the filtered interferometric results are transformed into the unwrapped phases with the same unwrapping method. As demonstrated in Fig. 8, the staircase effect can be evidently observed in both NL-InSAR and NL-SAR methods, especially in the examples of peaks and shear plane. Compared with InSAR-BM3D, continuous variation of real phases can be smoothly reconstructed by ComCSC-GR. As illustrated in the linear increasing part of shear plane and the bell-shape area of peaks, the continuous variation of the real phases can be more smoothly reconstructed by ComCSC-GR than InSAR-BM3D. Moreover, for the example of squares, with the powerful capability of detail preservation, ComCSC-GR can reconstruct more correct squares compared with the other methods.

One of the advantages of the proposed method than the nonlocal-based methods is that it can provide an insight into the elementary phase components for the study data set. As demonstrated in Fig. 9, we calculate the summation of the amplitude values of the sparse coefficient maps, which present the contributions of the learned convolutional filters. Accordingly, the top five phase components are shown in Fig. 9. It can be obviously seen that different interferometric patterns have different codes of filters. For example, the most contributions of mountain and peaks are low-pass components, since the corresponding dominant filters are smooth. For the shear plane, the interferometric phase is mainly composed of both phase jumps and phase planes. As for squares, the filter
Fig. 6. Filtered interferograms based on several comparing algorithms and their residual phases referenced with the ground truth images.
Table I
Numerical Analysis of the Compared Methods on the Simulated Data Set

| Method         | mountain | peaks | shear plane | squares |
|----------------|----------|-------|-------------|---------|
| Boxcar         | 25.61    | 25.35 | 25.21       | 22.57   |
| Goldstein      | 19.79    | 18.69 | 20.29       | 18.04   |
| NL-InSAR       | 31.26    | 31.00 | 30.58       | 21.79   |
| NL-SAR         | 31.08    | 27.62 | 29.82       | 22.80   |
| ComCSC         | 27.87    | 27.59 | 28.50       | 23.94   |
| InSAR-BM3D     | 32.77    | 32.68 | 33.69       | 23.16   |
| ComCSC-GR      | 32.79    | 32.71 | 33.70       | 25.36   |

with the rectangle shape becomes one of the dominant phase components.

There are mainly four parameters to be tuned in the proposed method, that is, $\lambda$, $\mu$, the number of filters $M$, and the filter size $L$. In our experiments, $\lambda$ is set to 0.2 in the dictionary learning step, whereas in the phase restoration step given the noisy phase input $\lambda$ is set to 2.5. $\mu$ in ComCSC-GR is set in the range of [2, 10] as the penalty parameter of the gradient regularization. Of course, the parameter setting is not limited to this, when a different data set is processed. It is important to note here that the performances of phase reconstruction with respect to the other two parameters, that is, $M$ and $L$. Based on ComCSC-GR, we demonstrate the efficiency study of different parameter settings in Fig. 10. It can be seen that larger number and larger size of filters can improve the reconstruction results of the interferometric phases. The plausible reason is that the representation capability can be enhanced as the number of parameters to be learned increases. Moreover, not surprisingly,
larger $M$ and $L$ lead to higher computational time. Fig. 10 shows that the time consumption is nearly linear to $M$, which supports our theoretical complexity bound $O(TMN \log(N))$ given in Section III-B. The quantitative relationship between $L$ and computational cost is not obvious. In our algorithm, each filter $d_m$ of size $L$ is zero-padded to size $N$ ($L < N$) and FFT is conducted on the padded kernel. Since there are many zeros in the padded kernel, FFT can be faster than the theoretical upper bound $O(N \log(N))$. This is why the computational cost is related to $L$. However, it highly depends on the implementation rather than the algorithm itself. Thus, we just give a worst case upper bound in Section III-B.

**B. Real Data**

The first experiment is carried out on a TerraSAR-X StripMap data set provided by AIRBUS Sample Imagery. The images are acquired from Grand Canyon National Park, Arizona, USA, with an incidence angle of 39.2 on March 10, 2008, and March 21, 2008. Fig. 11 shows the acquired mountainous area. The spatial size of this area is 1670 × 2420. The interferogram is processed with ESA SNAP toolbox and the original unfiltered interferogram is illustrated in its bottom. Since there is no ground truth reference available, we first show the filtered results of the four comparing methods, that is, NL-InSAR, NL-SAR, InSAR-BM3D, and ComCSC-GR, in the top row of Fig. 12 under a similar parameter setting as the simulations. By utilizing the same phase unwrapping algorithm, the bottom row of Fig. 12 demonstrates the corresponding unwrapped phases. Furthermore, the profiles of the unwrapped phases delineated by the red arrow are plotted in Fig. 13 (left) and one zoomed-in area of the profile is illustrated to its right.

As shown in Fig. 12, even though all the methods can greatly mitigate the noise, the result of NL-InSAR still contains noisy artifacts, compared with the other methods. Therefore, the corresponding topography revealed by the unwrapped phase is much noisier than the other methods. NL-SAR and InSAR-BM3D achieve visually, appealing filtering performance, owing to the noise suppression and smoothness preservation. However, as illustrated in the unwrapped phases, the topographic variations of the mountain are indicated more clearly in the proposed method than NL-SAR and InSAR-BM3D. Moreover, as observed in the extracted profiles of the unwrapped phase (Fig. 13), very sharp variations of the phases exist in the result of NL-InSAR and cannot correctly indicate the elevations of the mountain. Also, the staircase effect of the NL-InSAR method is evidently observed in the zoomed-in profile plot, especially in the decreasing and increasing slopes of the mountain. Consistent with the simulation, InSAR-BM3D cannot smoothly reconstruct the continuous variations of real phases. As illustrated in the zoomed-in profile, the real phase vibration can be clearly observed and it will lead to the noisy DEM product. In comparison, the proposed method can greatly suppress the noise, maintain the details of phase fringes, and avoid the staircase effect.

In order to evaluate the filtered interferograms without the high-resolution DEM ground truth of this area, we utilize the Collinearity Criterion proposed in [57], which is defined as

$$C_i = \frac{\sum_{p \in M_i} \exp(j(\phi_i - \phi_p))}{M^2 - 1} \times \frac{\sum_{p \in M_i} |\exp(j(\phi_i - \phi_p))|}{M^2 - 1}$$

(40)

where $i$ is the index of the pixel to be assessed, $p \in M_i$ denotes the close neighborhood pixels surrounding the $i$th pixel, the local window size $M$ is set to 7 (around $21 \times 21$ area), and $\phi$ represents the real interferometric phase. This criterion measures the similarity of the phase history of the study pixel with respect to its surrounding ones. It is a measurement of homogeneity or smoothness given the neighboring pixels of interferometric phases. Higher values indicate better homogeneity of the filtered InSAR phases. To some extent, it can be regarded as a quality assessment for the filtered interferogram, especially for the areas with homogeneous geophysical parameters. For this mountainous area, the main interferometric phase contribution is from the topography of this area. Within the area of $21 \times 21$, the collinearity should achieve high values, since the elevations of this small area are homogeneous. As displayed in Fig. 14, most points can achieve a collinearity above 0.9 in all the methods. However, the best homogeneity of the filtered interferogram can be obtained by the proposed method, which can indicate that the underlying continuous variation of the elevation in this area can be smoothly reconstructed by ComCSC-GR.

The second experiment is conducted on another data set of Alps mountains acquired by Sentinel-1 with the Interferometric Wide (IW) swath mode. The acquisition dates of the two images are October 9, 2018, and October 15, 2018, respectively. Fig. 15 displays the amplitude SAR image and its original interferogram. The spatial size is of $650 \times 700$ pixels. Compared with the first area, this interferogram is much denser and more heterogeneous. Similar to the above experiment, we filter the interferogram based on the four methods, that is, NL-InSAR, NL-SAR, InSAR-BM3D, and ComCSC-GR and demonstrate the filtered results in Fig. 16 (top). One zoomed-in area at the bottom-left of the filtered results based on InSAR-BM3D and the proposed method is cropped and displayed in Fig. 17. At its bottom, the unwrapped phases are also calculated. One unwrapped phase profile is extracted to further compare the visualized performance among all the methods (Fig. 18).
Fig. 12. Filtered results of the four comparing methods (top row) and the corresponding unwrapped phases (bottom row). As indicated by the red arrow, the profiles of the unwrapped phases are plotted in Fig. 13 (left) and one zoomed-in area of the profile is illustrated to its right.

Fig. 13. Profiles extracted on the unwrapped phases in Fig. 12 (indicated by the red arrow) and one zoomed-in view area.

Fig. 15. Left: Mountainous study area of Sentinel-1 IW data shown by the amplitude (log scale). Right: Corresponding unfiltered interferogram processed with ESA SNAP toolbox.

Fig. 14. Collinearity probability density functions of the comparing methods, which are calculated based on the filtered interferograms.

As shown in Fig. 16, for this dense fringe area, NL-SAR result is oversmoothed, especially in the heterogeneous areas. For example, at the bottom part of the result, the fringes filtered by NL-SAR are blurred and cannot reflect the correct topography. Additionally, due to the oversmoothing issue, the unwrapped phase of the extracted profile is also incorrect (Fig. 18). As a comparison, based on the learned high-frequency convolutional kernels, the proposed method can very well preserve such heterogeneous characteristic of the data set and mitigate the noise simultaneously. Although NL-InSAR can also preserve the phase details, the staircase effect in the restoration seriously influences the quality of the result, as illustrated by the unwrapped phases in Fig. 16 and the profiles in Fig. 18. Both InSAR-BM3D and ComCSC-GR can very well restore the underlying phases for this area with the dense fringe preservation and the noise mitigation. However, as the results shown in the zoomed-in area of Fig. 17, InSAR-BM3D cannot efficiently reconstruct the phases near the fringe edges. It can be clearly observed that some vertical or horizontal artifacts exist in the filtered interferograms. In contrast, not only the details of the fringe edges can be protected but also the regions nearby can be more consistently reconstructed. As demonstrated, the collinearity assessment in Fig. 19, due to the oversmoothing effect of NL-SAR, achieves the highest scores of the collinearity. However, NL-SAR loses the structural information of the topography in this area. Slightly better collinearity performance can be
achieved by the proposed method than InSAR-BM3D. Due to
the staircase effect of NL-InSAR, the similarities among the
pixels of the neighborhood cannot be high.

V. Conclusion

In this article, the CSC algorithm and its gradient regular-
ized version are proposed in the complex domain. They can
be exploited for interferometric phase restoration, which can
avoid the staircase effect and preserve the details of phase
variations. Moreover, ComCSC can decompose the global
image in a deconvolutional manner, which can provide insights
for the elementary phase components for the interferometric
phases. The corresponding performance is validated on both
the synthetic and realistic high- and medium-resolution data
sets from TerraSAR-X StripMap and Sentinel-1 IW mode,
respectively, with a comparison of the other state-of-the-art
methods.

As indicated by the experiments, more accurate phase
restoration can be achieved as the filter number and filter size
increase. However, considering the computational costs, those
two parameters cannot be set too big, since more parameters
should be learned with the support of more training data.
In our experiments, appealing results of both simulations and
real data sets can be obtained with the 96 filters and $20 \times 20$
filter size. Moreover, theoretically, the proposed method can be directly operated on the whole interferogram rather than patch-wisely as the conventional dictionary learning. In practice, when the spatial dimension of the studied data set is too large for processing, the algorithm can also be carried out in a sliding-window manner.

As future work, we plan to investigate the extension of the algorithm on InSAR stacks for simultaneously denoising multitemporal interferograms. Also, in order to improve the performance of the SC step, learning convolutional filters with multiple sizes can be further researched.

**APPENDIX**

**DISCUSSION OF (15)**

In this section, we want to prove that the \( Y \) given by (15) is a solution of problem (11).

Before the main proof, we start with a simple case.

**Lemma 1:** The minimizer of the following problem:

\[
\min_y \| y \| + \frac{1}{2} |y - z|^2
\]  

(41)

where \( y, z \in \mathbb{C} \) are both complex numbers, is

\[
y = \frac{z}{|z|} \cdot \max(0, |z| - \gamma).
\]  

(42)

**Proof:** First, we use the polar form to represent complex numbers \( y, z \)

\[y = \rho e^{i\theta}, \quad z = \rho_0 e^{i\theta_0}, \quad \rho, \rho_0 \geq 0, \quad \theta, \theta_0 \in \mathbb{R}\]

where \( \rho, \rho_0 \) are the amplitude values and \( \theta, \theta_0 \) are the phases. Then (41) can be written as

\[
\min_{\rho, \theta} \| y \| + \frac{1}{2} |y - z|^2
\]

\[= \min_{\rho, \theta} \gamma \rho + \frac{1}{2} |\rho e^{i\theta} - \rho_0 e^{i\theta_0}|^2
\]

\[= \min_{\rho \geq 0, \theta} \gamma \rho + \frac{1}{2} \left( |\rho e^{i\theta} - \rho_0 e^{i\theta_0}|^2 + |\rho e^{i\theta} + \rho_0 e^{i\theta_0}|^2 \right)
\]

\[= \min_{\rho \geq 0} \gamma \rho + \frac{1}{2} \left( \rho^2 + \rho_0^2 + 2 \rho_0 \rho \cos(\theta - \theta_0) \right)
\]

\[= \min_{\rho \geq 0} \gamma \rho + \frac{1}{2} (\rho^2 - \rho_0^2)^2
\]

(42)

The above equations show that the optimal \( \theta = \theta_0 \). Furthermore, since \( \arg\min_{\rho \geq 0} \gamma \rho + (\rho - \rho_0)^2/2 = \max(0, \rho_0 - \gamma) \), we have the solution of (41)

\[y = \max(0, \rho_0 - \gamma) e^{i\theta_0}.
\]

In another word, \( y = (z/|z|) \cdot \max(0, |z| - \gamma) \), (42) is proven. \( \square \)

Given Lemma 1 in hand, we can solve (11) now.

Recall problem (11)

\[
\min_{\gamma, \rho, \theta} \lambda \| Y \|_{1,1} + \frac{\rho}{2} \| X - Y + U \|_F^2.
\]

By definition (5), tensors \( X, Y, U \) are all obtained by concatenating several vectors. Based on the definition of norms \( \| \cdot \|_1 \) and \( \| \cdot \|_F \), problem (11) is equivalent with

\[
\min_{\gamma, \rho, \theta} \sum_{m=1}^{M} \sum_{k=1}^{K} \left( \lambda \| y_{m,k} \|_1 + \frac{\rho}{2} \| x_{m,k} - y_{m,k} + u_{m,k} \|_F^2 \right)
\]

where \( x_{m,k}, y_{m,k}, u_{m,k} \) are \( N \)-dimensional complex-valued vectors. By definition of norms \( \| \cdot \|_1 \) and \( \| \cdot \|_2 \), the above problem can be further decomposed into

\[
\min_{\gamma, \rho, \theta} \sum_{m=1}^{M} \sum_{k=1}^{K} \sum_{i=1}^{N} \left( \frac{\lambda}{2} \| y_{m,k,i} \|_1 + \frac{\rho}{2} \| x_{m,k,i} - y_{m,k,i} + u_{m,k,i} \|_2 \right)
\]

where \( x_{m,k,i}, y_{m,k,i}, u_{m,k,i} \) are the \( i \)th element of vectors \( x_{m,k}, y_{m,k}, u_{m,k} \), respectively. Since the function to minimize is totally separable among \( m, k, i \), solving the above minimization problem is equivalent with solving the following problem independently for \( 1 \leq m \leq M, 1 \leq k \leq K, 1 \leq i \leq N \):

\[
\min_{\gamma, \rho, \theta} \sum_{m=1}^{M} \sum_{k=1}^{K} \sum_{i=1}^{N} \left( \frac{\lambda}{2} \| y_{m,k,i} \|_1 + \frac{\rho}{2} \| x_{m,k,i} - y_{m,k,i} + u_{m,k,i} \|_2 \right).
\]
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