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Abstract

Routing packets in a Wireless Sensor Network (WSN) is a challenging task, according to the limited resources available on the nodes of these networks, especially their energy sources. The use of Machine Learning (ML) techniques in a Software-Defined Network (SDN) topology has shown a good potential toward solving such a complex task. However, existing techniques emphasize finding the shortest paths to deliver the packets, which can overload certain nodes in the network, depending on their positioning. In this study, a new method is proposed to extend the lifetime of the WSN by balancing the loading on the nodes, using a Deep Reinforcement Learning (DRL) approach. By emphasizing on the lifetime of the network, the proposed method has been able to discover and use alternative routes to deliver the packets, avoiding the use of nodes with low energy. Hence, the average number of hops the packets travel through has been increased but the time required for the first node to exhaust its energy has been significantly increased.
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1. INTRODUCTION

With the rapidly growing interest in collecting different types of data from different environments, the need for flexible low-cost networks to collect and log these data has been increasing [1, 2]. As a solution, a set of small devices, i.e., sensors, that can measure the required data and communicate them through wireless connections has emerged as a solution for such tasks. These networks are known as Wireless Sensor Networks (WSNs), in which each sensor is considered as a node in the network that has the responsibility of delivering network packets from other nodes, in addition to the task it is designated for. Such a topology allows the WSN to work in any environment without the need for infrastructure and change the topology of the network as required by the environment it is being deployed in [3, 4].

With the absence of infrastructure and the changing topology of WSNs, routing the packets in the network to reach its destinations is a challenging task. This problem can become more complex when the nodes in the WSN are not stationary, i.e., mobile, as the route that is discovered between two nodes at a certain time instance becomes invalid as soon as one of the nodes in that route becomes out of the range of the remaining nodes in that route. Accordingly, several of the recent studies rely on reactive routing methods [5-7], in which a route is discovered on demand and set to be valid for a specific interval of time. When the route becomes expired, new route discovery is initiated [8, 9].
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According to the massive amount of traffic to flow through the network when such reactive methods are used, such as the Ad hoc On-Demand Vector (AODV) and Dynamic Source Routing (DSR), and the limited resources available on the nodes of a WSN, the use of these protocols can be exhaustive to the nodes [10, 11]. Additionally, these protocols consider only the length of the path from source to destination, i.e. finding the shortest route, without considering other factors, such as the energy remaining on these nodes. Reactive routing protocols rely on propagating a Route Request (RREQ) to all the nodes in the WSN, i.e. each node forwards this packet to all adjacent nodes once, until the destination node is reached. The destination then sends a Route Reply (RREP) packet to the sources indicating the shortest route between the nodes, which is used by the source node to send its payload packets [11, 12].

Optimizing the routes that the packets in the WSN travel to reach their destination can significantly improve the performance of the WSN, by optimizing the use of the limited resources available on the nodes of the network. Hence, Artificial Intelligence (AI) and Machine Learning (ML) techniques have been introduced to handle the dynamic nature of these networks’ topologies. Such employment has produced the Intent-Driven Networks (IDNs) or Intent-Based Networks (IBNs), which has the ability to produce the networks’ configurations from the business requirements. Additionally, such implementation requires the use of Software-Defined Network (SDN) to allow a central controller making the decisions required to optimize the operation of the network, based on the task requirements [13].

Mainly, the role of the SDN controller is to control the flow of packets in the network, i.e. selecting the next hop of a packet depending on the characteristics of that packet and the current state of the network. Hence, the overall performance of the network is defined based on the decisions made by the controller. Several measures are used to illustrate the performance of the network, such as the average number of hops packets travel through to reach their destinations and the lifetime of the network, depending on the energy that exists on each node on the network and the power consumption at that node [14]. In recent years, the use of devices with smaller resources, including energy sources, has been rapidly increasing, which has produced the era of the Internet of Things (IoT) [15].

According to the limited resources of IoT devices and the dynamic nature of IoT networks, the use of SDN architecture to control the flow of traffic has improved the overall performance of the network [16]. According to the limited energy available for these devices, overloading a certain device, that may be located in a vital position compared to the distribution of the nodes in the network, can drain the power of that device. Hence, the communications to, from and through that device are interrupted [17]. Hence, balancing the loading over the nodes can significantly extend the lifetime of the network [18].

Machine learning techniques gain knowledge about the environment from examples collected from that environment. Mainly, three types of ML techniques exist, which are supervised, unsupervised and Reinforcement Learning (RL). Unlike the other types, RL gains knowledge by directly interacting with the environment and collecting feedbacks to measure the quality of the executed actions. These feedbacks, known as rewards, are used to approximate the behavior of the environment, so that, the actions that can maximize the rewards can be selected by the RL technique. Thus, a generic RL model consists of the agent that executes the actions in the environment and the environment which returns the reward of the executed action [19, 20].

According to the good performance of Artificial Neural Networks (ANNs) in approximating the computations of any function, these networks are being widely used to approximate the function of the environment that the agent is interacting with [21, 22]. As the actual behavior of the environment is unknown to the agent, a neural network is used to approximate the environment, so that, the reward for each action selected by the agent can be estimated prior to the execution in order to select the action that is estimated to return the highest possible reward. Deep Reinforcement Learning (DRL) uses deep neural networks for this purpose, which has shown significantly better performance, compared to other RL methods [22, 23].

DRL has been employed by Zhang et al. [24] for an SDN controller that controls the flow of packets in Vehicular ad hoc networks (VANETs). According to the continuous movement of the nodes in VANETs, this framework emphasizes finding the routes that increase the probability of delivering the packet to its destination, without considering the power consumption of the network. Thus, the performance of the network is measured by the Packet Delivery Rate (PDR) and the average networks’ throughput. However, the results show that the use of Convolutional Neural Networks (CNNs) has achieved the highest performance, compared to the user of networks that use only fully-connected layers.

Another method that uses DRL is proposed by Lin et al. [25], which relies on the Quality of Service (QoS) of the network as the reward for the neural network, hence, denoted as QoS-aware Adaptive Routing (QAR). However, this method measures the QoS using only the packet loss, delay and throughput and also neglects the lifetime of the network, i.e. does not consider the power consumption. The results of the experiments conducted in this study show that the use of a higher discount factor, i.e. Gamma, has reduced the average number of hops required to deliver the packet. This discount factor is used to reduce the effect of the reward collected by the end of a series of actions over each action, depending on its position in the series, so that, higher discount rate indicates more effect on earlier actions. Similarly, Stampa et al. [26] use a DRL model for the SDN controller, which focuses on reducing the time required to deliver the packets to their destination. Hence, the DRL agent is only trained to
recognize the shortest possible path between the source of the packet and its destination.

Despite the good performance of these methods, regarding the delay or number of hops required to deliver a packet, the negligence of power consumption can exhaust one of the nodes in the network. For instance, when the existing methods are used to route packets in the sample network as shown in Figure 1, all packets between the nodes in the black and blue subnets are going to be routed through the red node, as routing them through the green nodes reduces the expected reward according to the longer path, i.e. an additional hop. Hence, the energy in the power source of the red node is going to be exhausted and the node is expected to have less uptime, which reduces the lifetime of the network.

Figure 1. Sample wireless sensor network.

In this study, a new routing method is proposed for WSNs that use SDN topology. The proposed method is based on DRL, in which the lifetime of the WSN is included in the training of the DRL agent, so that, the efficiency of the WSN is improved, as the extension of the lifetime requires more efficient resources consumption from the nodes. According to their ability to process and output multi-dimensional arrays, two types of convolutional neural networks are used in the proposed method. One uses two-dimensional convolutional layers and the other uses three-dimensional. Despite the additional complexity that the use of the 3D convolutional layers imposes, the proposed method use these filters to summarize the characteristics of each node, represented by the corresponding feature values, into a single value, which can be used to provide more-accurate predictions. To improve the efficiency of the WSN and increase its lifetime, these models are required to avoid exhausting the nodes in the network by balancing the loading among the nodes and use alternative routes, which may not be the shortest, to avoid the use of nodes with very low energy remaining.

2. MATERIALS AND METHOD

The proposed method uses a deep neural network to estimate the reward expected for delivering the packet to the next hop, depending on the characteristics of the network and the packet’s source and destination nodes. According to the good performance of the CNN, shown by Zhang et al. [24], the proposed method also uses this type of neural network for the required task. However, as there are two types of CNN layers, 2D and 3D, both types are implemented and evaluated in this study. However, to allow the use of the proposed method in all networks, regardless of their topologies, the output of the neural network is set to be a two-dimensional matrix, where each value in this matrix represents the estimated reward if the packet is forwarded to the node in the corresponding position.

The information of the network and the packet are distributed in a three-dimensional array, which has $100 \times 100 \times 5$ size. The positioning of the hosts is scaled to $100 \times 100$, regardless of the actual size of the environment, to maintain the simplicity of the neural network and allow the adoption of any possible topology of the networks. Each of the four layers in the input contains the values of one of the following information, each value is mapped based on the position of the host the value is corresponding to:

1. The remaining energy of each node.
2. A value of one corresponding to the position of the source host.
3. A value of one corresponding to the position of the destination host.
4. Value of ones positioned at the positions of the nodes that are within the range of the node that the packet is currently at.
5. Route description for the hosts that the packet has been through up to the current hop, where the source node is assigned with zero while the current host is assigned with one. Other hosts that the packet has passed through are assigned with value depending on the sequence of hosts in the route, lower values are assigned to the hosts the packet has passed through earlier. These values are calculated using the formula shown in Algorithm 1.

Algorithm 1: Packets hops representation algorithm.

Input: Hops’ list of a packet; Position of nodes.

Output: Two-dimensional representation of the hops list.

Step1: H ← Read hops list. L ← Length(H)
        R ← Full(100×100, -1). //A 100×100 array with the value -1 for the output.

Step2: For i = 1 to L:
        p = H(i).position //Find the position of the node of the current hop.
        R[p] ← i/L  //Place the ratio between the position of the node in the path to the length of the route according to the mapped position of the node.

Step3: Return R

For instance, a packet initiated from the node A and has passed through the nodes B, D, H and M has a hops list [A, B, D, H, M], as it has passed through these nodes in this order. According to Algorithm 1, a $100 \times 100$ matrix is
initiated and filled with that value \(-1\). Then, the values \([0, 0.25, 0.5, 0.75, 1]\) are placed in the positions that the nodes \([A, B, D, H, M]\) map to, according to their actual position in the environment. This representation allows the neural network to recognize the position of each node the packet has been through and the order it has been passing from one node to another.

### 2.1. The 2D CNN Model

The model implemented using the 2D CNNs, shown in Table 2, is used to predict the reward of forwarding the packet for each node in the network. The output of the neural network is identical to the dimensions of the network, except that it contains a single layer, i.e. two-dimensional. The value per each position represents the reward estimated by the model when the packet is forwarded to that node. However, according to the possibility that the maximum reward does not map exactly over an existing node, the closest node to the position of the maximum reward is selected.

| Layer Type | Filter Size | Number of Filters | Output Shape |
|------------|-------------|------------------|--------------|
| Conv2D     | (2×2)       | 32               | (100×100×32) |
| Conv2D     | (2×2)       | 16               | (100×100×16) |
| Conv2D     | (3×3)       | 8                | (100×100×8)  |
| Conv2D     | (5×5)       | 4                | (100×100×4)  |
| Conv2D     | (5×5)       | 1                | (100×100×1)  |

### 2.2. The 3D CNN Model

| Layer Type | Filter Size | Number of Filters | Output Shape |
|------------|-------------|------------------|--------------|
| Conv3D     | (1×1×5)     | 32               | (100×100×5×32) |
| Average Pooling | (1×1×5) | -                | (100×100×1×32) |
| Conv3D     | (2×2×4)     | 16               | (100×100×1×16) |
| Conv3D     | (3×3×4)     | 8                | (100×100×1×8)  |
| Conv3D     | (5×5×4)     | 4                | (100×100×1×4)  |
| Conv3D     | (5×5×4)     | 1                | (100×100×1×1)  |

Unlike the filters in 2D CNN layers, which can detect features in a single layer of the input array, the filters in the 3D CNN layers can detect features the combine values from multiple layers of the input, i.e. combine values from the third dimension of the input. Hence, a 3D average pooling layer is placed after the first 3D convolutional layer to summarize the values calculated by that layer into a single value per each node position. The existence of a 3D convolutional layer before the average pooling layer allows the neural network to adjust the effect of each piece of information over the value produced for that node. Hence, the filter is the following convolutional layer can detect features that represent the overall characteristics of the node, instead of a single characteristic in the 2D model.

### 2.3. Training the DRL Model

Initially, the neural network has no knowledge about the rewards it can get for each action. Hence, the packets are forwarded in a random manner, so that, the reward returned by the network based on the selected action, i.e. next hop, is used to train the neural network. After a few iterations, the neural network starts to gain knowledge about the environment and how to deliver the packets from one node to another. However, this knowledge can be limited to the approaches recognized during the use of random actions. For example, the neural network may start to learn to deliver the packet to the destination node using the shortest path but still unable to extend the lifetime of the network. Thus, a fraction of the decisions is still required to be executed randomly in order to balance exploration and exploitation. Thus, a variable with a value equal to one is set at the first iteration and compared to randomly generated numbers in the interval \([0,1]\), so that, if the random number is greater than the value of the variable, the action is selected based on the output of the neural network. Otherwise, the action is selected randomly. This value of this variable is reduced by multiplying it to 0.99 after each iteration, so that, the number of actions selected based on the predictions of the neural network is increased as the knowledge of the neural network increases.

Per each iteration, the training of the neural network is continued until the energy of one of the network’s nodes is drained. Then, the lifetime of the network is used to update the reward values of the neural network. However, as the delivery of each packet in the network is not related to other packets, the lifetime of the network is used to update the reward values of each packet solely, i.e. the packets deliveries are considered parallel operations rather than serial and the reward value is assigned for the last action or hop. This value is reduced using the discount factor (Gamma), which is set to 0.9, as higher values for the discount factor have shown better performance in [27].

The predictions of the neural network are updated using the formula shown in Equation 1, where \(Q\) is the predicted reward value for executing action \(a\) in state \(s\). \(R\) is the actual reward value retrieved from the environment after executing the action, \(\max Q'\) is the maximum reward expected from the agent after being in the new state \(s'\), i.e. after forwarding the packet to the next hop.

\[
\text{New } Q(s,a) = Q(s,a) + \alpha \left( R(s,a) + \gamma \max Q'(s',a') - Q(s,a) \right)
\]  

As the value computed using this formula represents only the reward value of the node the packet is forwarded to, the reward values for the other nodes are maintained as predicted by the neural network. Using such an approach, any prior knowledge is maintained and the knowledge extraction can continue even when random actions are selected. However,
to present the knowledge required by the neural network to avoid forwarding packets to positions that do not nodes in them, reward values of -1, i.e. punishments, are placed in the positions that have no nodes in them. This training procedure is conducted after the first node in the network is exhausted. However, instant training occurs when one of the following conditions occurs:

- The packet is forwarded to a node that is out of the transmission range of the current node.
- The packet is forwarded to a node that does not have sufficient power to receive or forward the packet unless it is the destination node.
- The packet is forwarded to a node that is in the list of hops that the packet has been through, to avoid infinite loops.
- The number of hops the packet passes through exceed 10 times the number of nodes in the network.

3. PERFORMANCE EVALUATION

In order to train and evaluate the proposed method, a simulation of WSNs is implemented using Python programming language [28] with a Windows computer running using an Intel® Core™ i7-7700 CPU of 2.8GHz frequency and 16GB of memory. The neural network is implemented using Keras library [29] on top of the Tensorflow [30] machine learning library. The implemented WSNs consist of random numbers of nodes, varying from 8 to 32, distributed randomly in a \(1000 \times 1000m^2\) area. The packet size is set to 1024 bytes with 2Mbps data rate. Each node is initiated with 1 joule of energy and consumed \(50 \times 10^{-9}\) joule per each packet forwarded or received. The range of the nodes is set to 300 meters, where nodes with distances larger than this distance are considered unreachable. Each node consumes 10-10Joule/sec while in idle mode, i.e. not sending or receiving packets.

The neural network is trained using 100 randomly generated WSNs, where packets are randomly generated per each network until one of the hosts is exhausted. To ensure consistency among the generated WSNs and packets, to avoid biased evaluation, a random seed is used to ensure generating the same random sequences of values among the different types of neural networks. The performance of the SDN controlling method is evaluated based on the average number of hops required to deliver the packets, the average lifetime of the WSNs and the time required per each decision-making process, i.e. next hop selection. The performance is evaluated using a set of 10 randomly generated WSNs, different from those used in the training. The performance of the proposed method, using both types of CNN, is shown in Table 3 and compared to the state-of-the-art methods from the literature.

### Table 3. Performance measures of the evaluated methods.

| Method                  | Average hops | Average lifetime (s) | Prediction time (us) |
|-------------------------|--------------|----------------------|----------------------|
| 2D-CNN                  | 12.37        | 638169.21            | 316.03               |
| 3D-CNN                  | 9.81         | 678251.62            | 351.71               |
| Stampa et al. [26]      | 8.76         | 520364.41            | 283.10               |
| Lin et al. [27]         | 9.32         | 578122.16            | 328.11               |
| Zhing et al. [24]       | 10.53        | 541839.76            | 341.87               |

As the results in Table 4 show, the proposed method using the 3D-CNN model has achieved a significantly longer lifetime, especially when compared to the method in earlier studies. However, the methods proposed by Lin et al. [27] and Zhing et al. [24] have lower average number of hops packets pass through to reach their destinations. Such increment in the number of hops is an expected behavior as the proposed method searches for paths that maximizes the lifetime of the network rather than the shortest path. The method proposed by Stampa et al. [26] has the lowest average number of hops as this method emphasizes mainly on finding the shortest path in the network, which illustrates the capabilities of DRL in achieving the required tasks. Moreover, these results prove the hypothesis of this study that relying on the lifetime of the network in routing packets can balance the length of the paths the packets travel through and the energy consumption in the network. Thus, the proposed method can significantly improve the lifetime of IoT devices in WSNs.

Additionally, the average minimum power of the nodes, in the 10 WSNs that are used for the evaluation, is monitored during the operation of these networks. Per each second, the least remaining energy in any of the WSN’s nodes is logged and averaged for each method, as shown in Figure 2. This comparison shows that the proposed method has been avoiding loading nodes with lower energies in order to extend the lifetime of the network. Moreover, Figure 2 also shows that the 3D-CNN has been able to consider such loading before the nodes start to go exhausted, which in return has been able to significantly improve the overall lifetime of the WSN, as shown in Figure 3.
Despite the ability of the 2D-CNN to improve the lifetime of the WSN, compared to the existing methods, the use of the 3D-CNN has shown significantly better improvement, as shown in Figure 3. Combined with the behavior of the WSN when using the 3D-CNN methods, shown in Figure 2, these results show that the earlier consideration that the 3D-CNN has been able to achieve has also been able to extend the lifetime of the network furthermore, compared to the use of the 2D-CNN. Additionally, the ability of the 3D-CNN to summarize the different input factors, after adjusting their values, to produce a single value per each node, according to the topology shown in Table 2, this neural network has been able to provide better predictions, in terms of finding the routes that can extend the lifetime of the WSN. However, the extension in the lifetime by using the proposed method, i.e. by avoiding the exhaustion of certain nodes, indicates that the packet are being forced to travel longer paths to reach their destination. Thus, the average number of hops that the use of each method has produced is measured and illustrated in Figure 4.

According to the results shown in Figure 4, the average number of hops required by the 2D-CNN is significantly higher than both the existing methods and the use of 3D-CNN. Such a behavior imposes a limitation toward the use of this neural network, especially in applications that require faster delivery of packets, as the additional hops in the route indicate a definitely longer route. Nevertheless, this behavior is expected from the proposed method to avoid the use of exhausted nodes and cannot be considered as a limitation if it was not for the performance of the proposed method using the 3D-CNN. This neural network has been able to produce more-efficient routing, in terms of resources consumption, and maintain similar average of number of hops, compared to the existing methods. However, as shown in Figure 5, despite the longer paths that are used by the 2D-CNN, this method has been able to maintain high Packet Delivery Rate (PDR), compared to existing state-of-the-art methods. This indicates that these paths are still valid, despite being longer than those predicted using existing methods. Additionally, the use of 3D-CNN has been able to achieve higher PDR than any other methods, which indicates that this neural network has better consideration of the overall performance of the network, as the longer paths in the 2D-CNN have reduced the overall lifetime of the WSN, as shown in Figure 3.
4. CONCLUSION

In this study, DRL is used to control the flow of packets in a WSN using SDN architecture. The proposed method aims to extend the lifetime of the network by balancing the loading among the network’s nodes, to avoid exhausting certain nodes. According to the limited resources available on each node in the WSN, this balancing can significantly improve the lifetime of the node, which allows it to achieve more of its required task, i.e., collecting more data. This increment in lifetime is achieved by reducing the amount of traffic the nodes in the WSN are required to handle in order to route the payload packets that transfer the actual data that represent the measured values. Two CNN models are evaluated in this study, by using the 2D and 3D convolutional layers. The results show that the use of 3D layers has achieved better performance, according to the ability of these layers to detect features that combine different types of characteristics. Moreover, the proposed method has shown significant extensions in the lifetime of WSNs, compared to the existing state-of-the-art methods. However, this lifetime extension increases the average number of hops the packets travel through in order to reach their destinations. This increment in the number of hops is a result using alternative routes, rather than the shortest ones, to avoid exhausting the energy sources of certain nodes.

In future work, the use of a separate model for each node in the network is going to be evaluated and compared to the use of a central SDN. Using such an approach, each node can automatically select the next hop without contacting the SDN controller, which can reduce the amount of information being communicated with the controller. However, according to the high resources required to conduct the mathematical operations in neural networks, it is possible that the resources required to communicate the information remain less than that required to execute the computations locally.
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