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ABSTRACT

This study discusses hardware-software partitioning, which is useful for system-on-chip (SoC) applications. Hardware-software partitioning attempts to obtain the lowest execution time by combining a hardware processor system and a field programmable gate array on the SoC platform in embedded system applications. A three-level hybrid algorithm called GAGAPSO is proposed in this study. The algorithm consists of two successive genetic algorithms (GAs) and one particle swarm optimization (PSO). The drawbacks of these two algorithms are GA has low convergence speed and PSO has premature convergence because of low diversity. These algorithms are combined in this study to achieve high-capacity global convergence and enhanced search efficiency. In this study, three algorithms are developed, namely, GA, GAPSO and GAGAPSO using MATLAB. These algorithms are evaluated on the basis of the number of nodes and the minimum cost that can be achieved. The number of nodes varies from 10 to 1000 nodes. The minimum cost and the number of iterations to achieve the minimum cost are recorded. Results show that GAGAPSO can converge faster than GA and GAPSO. Furthermore, GAGAPSO can achieve the lowest cost for all nodes.
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1. INTRODUCTION

System on chip (SoC) is one of the platforms in the current embedded system design. Its features, like low power consumption, light weight and small size, have made it popular in current applications of embedded system design. SoC consists of a field programmable gate array (FPGA) and a hardware processor system (HPS). Instead of using only HPS or FPGA, HPS and FPGA are used together in any application of embedded systems. To use FPGA and HPS, hardware-software partitioning must be implemented to determine which tasks will be implemented in hardware and which task will be implemented in software. Hardware refers to the FPGA that runs as parallel circuits, whereas software refers to the HPS that executes sequential instructions. FPGA tends to improve the execution time through its parallel processing capability but uses many resources [1], which lead to high power consumption. Hardware-software partitioning is proposed for the combination of FPGA and HPS in embedded system applications to require few resources and reduce the power consumption and execution time.

Partitioning is always the key challenge in optimising embedded system efficiency. In the past, partitioning was performed manually by designers based on their experience. However, embedded system
design has increased in complexity over the years, making manual partitioning tedious because of the large number of components with different characteristics that must be considered [2-9]. Therefore, many researches have been conducted to implement the hardware software partitioning automatically [10-15]. The hardware software partitioning can be categorized as exact algorithm and heuristic algorithm. At first, exact algorithm like dynamic programming and branch-and-bound, have been introduced [16-17]. However, the exact algorithm gave poor performance. Hence, the research shifted to heuristic algorithm. Examples of heuristic algorithm are simulated annealing (SA), particle swarm optimisation (PSO) and genetic algorithm (GAs) [17-21]. The heuristic algorithms also have their own drawbacks [22]. For instance, low diversity in PSO causes premature convergence. When the size of the given area is large, the PSO algorithms tends to go back into its local optimum. GA also has its own drawbacks. One of them is, in order to generate a solution, GA needs evolutionary processes like selection, crossover and mutation. As a result, GA suffers from low convergence speed. In addition, it does not guarantee to find a global maximum and it requires a certain population size and large number of generations in order to obtain a satisfactory result. Hence, GA needs a considerable time to get an optimum solution. Nevertheless, PSO and GA still have some merits, such as PSO has fast convergence speed [23] and GA has capability to easily solve combinatorial optimising problems.

To improve the performance of PSO and GA, hybrid algorithm has been proposed. Example of hybrid algorithms included PSO-GA, GA-PSO, PSO-GA and GA-GA [2]. Results show that successive GA consumes less time, whereas successive PSO can produce a better graph than GA does and settles at a finite value. The graph provided in [2] indicates that although successive GA did not provide a slope result instead of a step, it used fewer iterations to achieve the best cost. PSO uses more iterations to settle the graph. Successive GA can perform fewer iterations to reach the best cost, whereas successive PSO can smoothen the curve. Hence, adding another PSO after successive GA may result in fewer iteration to reach the best cost and a smoother curve. Thus, better results might be obtained in the hardware-software partitioning problem by using the hybrid technique. In the present work, a three-level hybrid model of PSO and GA is constructed to optimise the performance of an embedded system by deciding the implementation of a specific application or to function either in software or hardware. A comparison amongst GA, GAPSO and GAGAPSO is presented. GA is considered a heuristic algorithm. GAPSO is considered a two-level hybrid algorithm and GAGAPSO is considered a three-level hybrid algorithm. The minimum cost versus the number of nodes is also discussed.

2. RESEARCH METHOD

Research methods are divided into three phases, which are the development of GA, PSO and hybrid GAGAPSO. PSO and GA share some similarities. Both begin with a randomised population, and each population has its own fitness value for evaluation. The algorithms update the population and search for the optimum using a random technique. Different from GA, PSO does not have the evolution process, like crossover and mutation. Particles in PSO change themselves through internal velocity, and PSO requires memory to store the parameters. Thus, PSO is faster and simpler than GA [23]. In this implementation, three levels are constructed. The first two levels are successive GAs, followed by a PSO model. Figure 1 shows the implementation architecture. The GA and PSO models are constructed individually before they are combined into a hybrid model.

![Figure 1. Three-level hybrid model architecture](image)

In GA, natural selection involves three main processes, namely, selection, crossover and mutation. In selection process, the best genes are choosen as parents. These genes are crossed over to produce a better
gene, and a certain probability exists that the gene will mutate. However, the mutation result is not guaranteed. GA imitates the process of natural selection [24-27]. The first step in GA is to initialise all the populations of solutions. The fitness or cost of each solution is evaluated using (1). Once the fitness evaluation is done, the solutions used to perform crossover and mutation will be selected through a selection process. The procedure is followed by the crossover and mutation processes. The fitness for each solution will be re-evaluated after the crossover and mutation processes, which will generate additional solutions. By sorting all the solutions according to the fitness, the additional solutions with the lowest fitness will be eliminated [28-29].

$$\text{Cost} = 100 \left( \frac{\text{HW cost}}{\text{All HW cost}} + \frac{\text{SW cost}}{\text{All SW cost}} + \frac{\text{PW cost}}{\text{AllPW cost}} \right) \quad (1)$$

where

- HWcost = hardware implementation cost of particle
- SWcost = software implementation cost of particle
- PWcost = power implementation cost of particle
- AllHWcost = total hardware implementation cost of all particles
- AllSWcost = total software implementation cost of all particles
- AllPWcost = total power implementation cost of all particles in software and hardware

PSO algorithm is inspired by social behaviour of fish schooling or bird flocking. The best way to illustrate PSO is by considering a group of birds searching for food within an area. The birds know how far the food is but do not know where it is. The best strategy to reach the food is to follow the nearest bird to the food. PSO is inspired by this scenario [2]. To demonstrate the PSO model, the population of solutions are first initialised, and the fitness for each solution is evaluated. The fitness function is the cost function as shown in (1). The velocity for each solution is initially set to zero. The velocity and the position are then updated using (2) and (3), respectively [2].

$$v[i] = (W \times v[i] + C_{1r_1}(pBest[i] - x[i]) + C_{2r_2}(gBest[i] - x[i])), \quad (2)$$

$$x[i] = x[i] + v[i], \quad (3)$$

where

- $v[i]$ = velocity of a particle;
- $W$ = damping inertia factor, value from 1 to 0 according to the iteration number ($W=W*w_damp$);
- $C_{1}$ = self confidence (cognitive) factor;
- $r_1$ = random numbers between 0 and 1;
- $C_{2}$ = swarm confidence (social) factor;
- $r_2$ = random number between 0 and 1;
- $x[i]$ = current position of the particle;
- $pBest[i]$ = position vector of the best solution that this particle achieved thus far;
- $gBest[i]$ = best position vector obtained thus far by any particle in the population.

The fitness of each particle is evaluated after changing its velocity and position. $gBest$ and $pBest$ are updated accordingly. The steps are repeated until it reaches the maximum iteration. Figure 2 shows the flowchart of three-level hybrid modelling. PSO is implemented after two successive GAs. The first GA flow is the same as the basic GA flow until excess data are eliminated. After data elimination, the set of data is sent over to the next GA for another round of crossover and mutation. After the data elimination of the second GA, the set of data is passed to the PSO algorithm. In this study, a binary solution is expected by considering a group of birds searching for food within an area. The birds know how far the food is but do not know where it is. The best strategy to reach the food is to follow the nearest bird to the food. PSO is inspired by this scenario [2]. To demonstrate the PSO model, the population of solutions are first initialised, and the fitness for each solution is evaluated. The fitness function is the cost function as shown in (1). The velocity for each solution is initially set to zero. The velocity and the position are then updated using (2) and (3), respectively [2].

For a binary problem, the node value is represented by 1 and 0. 1 means the node value will be mapped to hardware and 0 means the node value will be mapped to software. Hard decision rounding (HDR) technique is used to round off the particle. If the node value is larger than 0.5, it will be considered as hardware. Some parameters are used in GA and PSO algorithms. For GA, $Pc$, the crossover probability is set to 0.9, and the $Pm$, the mutation probability is set to 0.1. In PSO, $C_1$ and $C_2$ for the velocity equation are set...
to 2, and $W$ is set to 1. In this project, 0.97 is set for the damping value. The number of particles, the population size and the maximum iterations depend on the application [2]; in this study, the values are 512, 60 and 500 respectively.

In GA, many approaches can be considered to perform the operations. Three processes are used in GA, namely, selection, crossover and mutation. Each has different methods, and the choice of method will affect the output of the system because GA solely depends on these operators. The selection method in this study is the fitness proportionate selection because it is simple and fast for large numbers of particles. The basic operation of the selection is as follows: the fitness for each particle is normalised and the population is sorted in descending fitness values. Then, the accumulated normalised fitness values are evaluated.

Figure 2. GAGAPSO flowchart
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computed (the accumulated fitness of the last individual should be 1). A random number R between 0 and 1 is selected. The selected individual is the last one which the accumulated normalised value is smaller than R. The next process is the crossover. The method used in this study is heuristic crossover. This method creates one child offspring from two parents. The child gene can be obtained using (4) as follows:

\[ O_1 = P_1 + R(P_2 - P_1) \]  \hspace{1cm} (4)

where

- \( O_1 \) = child gene
- \( P_1 \) and \( P_2 \) = parent genes
- \( R \) = random number between 0 and 1

Lastly, uniform mutation is applied in this algorithm for the mutation process. This process replaces the original value of the selected gene with a uniform value that is randomly generated between the lower and upper boundaries of the gene. The algorithms are programmed using MATLAB and runs on Intel i7, 2.8 GHz processor with an 8GB RAM. In the first testing, the algorithms are analysed based on the random value generated in MATLAB. The number of nodes is set to 500. In the second testing, the algorithms are iterated using values as tabulated in Table 1 for a 12-nodes application. In both testings, the cost is calculated using (1). The best cost is determined as the unchanging cost in 50 consecutive iterations. The graph of cost versus iterations is plotted for 500 iterations.

| Node | Hardware execution time (ms) | Software execution time (ms) |
|------|-----------------------------|-------------------------------|
| 1    | 18.432                      | 39                            |
| 2    | 12.096                      | 18.827                        |
| 3    | 12.096                      | 9.610                         |
| 4    | 4.032                       | 5.501                         |
| 5    | 4.039                       | 3.614                         |
| 6    | 4.032                       | 5.653                         |
| 7    | 4.039                       | 3.933                         |
| 8    | 4.032                       | 3.629                         |
| 9    | 4.046                       | 3.623                         |
| 10   | 4.032                       | 5.276                         |
| 11   | 4.043                       | 3.949                         |
| 12   | 4.032                       | 0.004                         |
| TOTAL| 78.951                      | 102.619                       |

3. RESULTS AND DISCUSSION

In this section, the results of the proposed method are discussed and analysed. The comparisons of the execution times of the three algorithms are also discussed. Figure 3 shows the cost versus iterations graph. The three algorithms, namely, GA, GAPSO and GAGAPSO are plotted in the graph. As expected, the GAGAPSO has a smooth graph with few iterations to achieve the minimum cost. The number of iterations to reach the best cost is approximately 12-31 iterations. This algorithm combines the advantages of successive algorithm into a single model.
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The graph is used to show the number of iterations required to achieve the best cost. The best cost is determined as the unchanging cost in 50 consecutive iterations. The graph shows that the best cost for GAGAPSO is the lowest amongst the three algorithms. To determine the performance of the algorithms, the time needed to achieve the minimum cost is calculated as shown in (5):

\[ t = T_{\text{total}} \times \frac{\text{iteration}}{500} \]  

(5)

For each trial or simulation, the total time needed is slightly different because random particles are used in the simulation. Hence, 10 simulation or trials are performed and averaged. The results of the 10 trials are tabulated in Table 2. For the GAPSO and GAGAPSO algorithms, the average time needed to achieve the best cost is 6.1636 s and 0.7830 s respectively. It shows that GAGAPSO is approximately 8 times faster than GAPSO.

Table 2. Result from GAPSO and GAGAPSO algorithms

| Trial | Number of iterations | Total time needed (s) | Trial | Number of iterations | Total time needed (s) |
|-------|----------------------|-----------------------|-------|----------------------|-----------------------|
| 1     | 262                  | 5.3649                | 1     | 31                   | 1.1368                |
| 2     | 322                  | 5.5162                | 2     | 21                   | 0.7100                |
| 3     | 174                  | 3.8544                | 3     | 15                   | 0.649                 |
| 4     | 402                  | 7.8660                | 4     | 25                   | 0.9702                |
| 5     | 303                  | 5.0621                | 5     | 15                   | 0.5203                |
| 6     | 344                  | 7.2371                | 6     | 23                   | 0.9236                |
| 7     | 316                  | 6.6388                | 7     | 21                   | 0.8727                |
| 8     | 302                  | 6.2603                | 8     | 17                   | 0.6755                |
| 9     | 390                  | 8.2670                | 9     | 12                   | 0.4960                |
| 10    | 269                  | 5.5694                | 10    | 23                   | 0.9102                |
| Average |                  | 6.1636              | Average |                  | 0.7830                |

Figure 4 shows the cost versus the number of nodes. The minimum cost increases with the number of nodes. GAPSO only performs better than GA when the number of nodes is less than 500. If the number of nodes is more than 500, then GA performs better than GAPSO. The results also show that GAGAPSO performs better than GA for all nodes. A hybrid model must be used to overcome the problem of convergence at the optimum point and achieve the properties of high capacity of global convergence and that the fast, efficient searching. The results indicate that three-level hybrid algorithms can perform better than two-level hybrid models for higher capacity, which is more than 500 nodes. The GA is quite robust but suffers from low convergence speed, which can be improved by using two successive GAs. PSO, which is simpler and faster than GA, can also help the two successive GAs for fast convergence speed. The drawback of PSO, which is premature convergence, is due to low diversity. The problem can be solved using two successive GAs as an input of the PSO.

Figure 5 presents the percentages of improvement in terms of the minimum cost for GAGAPSO over GAPSO and GAPSO over GA. For GAGAPSO over GAPSO, the maximum improvement is at 500 nodes, with an improvement of 6.3%. After 500 nodes, the improvement of GAGAPSO slightly decreases. When the number of nodes continuously increase, the GAGAPSO algorithm can no longer converge at
the optimum point. The same is true for GAPSO over GA. The maximum improvement achieved by GAPSO over GA is at the 100th node where the improvement is approximately 3%. When the number of nodes continuously increase, the performance of GAPSO decreases, and at 500 nodes, it is worth than GA as shown in Figure 5.

![Figure 5. Improvement versus number of nodes](image)

Results from the second simulation show that GAGAPSO and GAPSO algorithms can achieve the minimum cost of 81.63 ms. For a small number of nodes, the minimum cost that can be achieved by GAGAPSO is the same as that of GAPSO. It is also found that the optimum solution for node implementation obtained using GAGAPSO algorithm is 110101000100 as shown in Table 3. The same optimal solution is also obtained using GA and GAPSO algorithm. The hardware node is assigned as 1, whereas the software node is assigned as 0. It means that the Node 1 should be implemented in hardware (FPGA) and node 12 should be implemented in software (HPS). By using these combinations, the overall execution time is 81.63 ms as shown in Table 3. If all nodes are implemented in hardware (FPGA) or all nodes are implemented in software (HPS), the implemetation time will be 78.95 ms and 102.62 ms respectively. FPGA can improve the speed but uses more resource that will result in more power consumption whereas the HPS will require more execution time compared to FPGA. Hence hardware software partitioning using GAGAPSO algorithm can help in improving the implementation of embedded system in SoC platform. It will propose an optimal solution for the node implementation in embedded system in order to optimize the power consumption and the execution time.

| Node Implementation | Hardware execution time (ms) | Software execution time (ms) | Overall execution time (ms) |
|----------------------|-----------------------------|------------------------------|----------------------------|
| 1 2 3 4 5 6 7 8 9 10 11 12 | 42.624                      | 28.362                       | 81.63                      |

4. CONCLUSION

A three-level hybrid GAGAPSO algorithm is developed for hardware-software partitioning using MATLAB. This algorithm exhibits better performance than GAPSO, which is a two-level hybrid algorithm. GAGAPSO can converge eight times faster than GAPSO. Furthermore, it can achieve the lowest minimum cost until 1000 nodes. The best performance it can achieve is 6.3% at 500 nodes. The performance of the hybrid algorithm increases with the number of nodes. However, the performance has its own limitations. For the two-level hybrid algorithm, GAPSO, the data show a maximum limit of 500 nodes. For more than 500 nodes, GAPSO performs worse than GA. GAGAPSO can achieve good performance until 1000 nodes. Future works should be conducted to determine the maximum number of nodes for GAGAPSO algorithm. Other parameters, like crossover rate, mutation rate and population size can also be studied in future works.
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