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ABSTRACT

Reliably assessing the error in an estimated vehicle position is integral for ensuring the vehicle’s safety in urban environments. Many existing approaches use GNSS measurements to characterize protection levels (PLs) as probabilistic upper bounds on the position error. However, GNSS signals might be reflected or blocked in urban environments, and thus additional sensor modalities need to be considered to determine PLs. In this paper, we propose a novel approach for computing PLs by matching camera image measurements to a LiDAR-based 3D map of the environment. We specify a Gaussian mixture model probability distribution of position error using deep neural network-based data-driven models and statistical outlier weighting techniques. From the probability distribution, we compute the PLs by evaluating the position error bound using numerical line-search methods. Through experimental validation with real-world data, we demonstrate that the PLs computed from our method are reliable bounds on the position error in urban environments.

1 Introduction

In recent years, research on autonomous navigation for urban environments has been garnering increasing attention. Many publications have targeted different aspects of navigation such as route planning, perception and localization [1, 2, 3, 4]. For trustworthy operation in each of these aspects, assessing the level of safety of the vehicle from potential system failures is critical. However, fewer works have examined the problem of safety quantification for autonomous vehicles.

In the context of satellite-based localization, safety is typically addressed via integrity monitoring (IM) [5]. Within IM, protection levels specify a statistical upper bound on the error in an estimated position of the vehicle, which can be trusted to enclose the position errors with a required probabilistic guarantee. Various methods [6, 7, 8] have been proposed over the years for computing protection levels. However, most of these approaches focus on GNSS-only navigation. These approaches do not directly apply to GNSS-denied urban environments, where visual sensors are becoming increasingly preferred [9]. Although various options in visual sensors exist in the market, camera sensors are inexpensive, lightweight, and have been widely employed in industry. For quantifying localization safety in GNSS-denied urban environments, there is thus a need to develop new ways of computing protection levels using camera image measurements.

Since protection levels are bounds over the position error, computing them from camera image measurements requires a model that relates the measurements to position error in the estimate of the vehicle location. However, characterizing such a model is not straightforward. This is because the relation between a vehicle location in an environment and the corresponding camera image measurement is complex which depends on identifying and matching structural patterns in the measurements with prior known information about the environment [10, 11].

Recently, data-driven techniques based on deep neural networks (DNNs) have demonstrated state-of-the-art performance in determining the state of the camera sensor, comprising of its position and orientation, by identifying and matching
patterns in images with a known map of the environment \[12\, 13\, 14\, 15\] or an existing database of images \[16\, 17\]. By leveraging datasets consisting of multiple images with known camera states in an environment, these approaches train a DNN to model the relationship between an image and the corresponding state. However, the model characterized by the DNN can often be erroneous or brittle. For instance, recent research has shown that the output of a DNN can change significantly with minimal changes to the inputs \[18\]. Thus, for using DNNs to determine the position error, uncertainty in the output of the DNN must also be addressed.

DNN-based algorithms consider two types of uncertainty \[19\, 20\]. \textit{Aleatoric} uncertainty results from the noise present in the inputs to the DNN, due to which a precise output cannot be produced. For camera image inputs, sources of noise include illumination changes, occlusion or the presence of visually ambiguous structures, such as windows tessellated along a wall \[19\]. On the other hand, \textit{epistemic} uncertainty exists within the model itself. Sources of epistemic uncertainty include poorly determined DNN model parameters as well as external factors that are not considered in the model \[21\], such as environmental features that might be ignored by the algorithm while matching the camera images to the environment map.

While aleatoric uncertainty is typically modeled as the input-dependent variance in the output of the DNN \[19\, 22\, 23\], epistemic uncertainty relates to the DNN model and, therefore, requires further deliberation. Existing approaches approximate epistemic uncertainty by assuming a probability distribution over the weight parameters of the DNN to represent the ignorance about the correct parameters \[24\, 25\, 26\]. However, these approaches assume that a correct value of the parameters exists and that the probability distribution over the weight parameters captures the uncertainty in the model, both of which do not necessarily hold in practice \[27\]. This inability of existing DNN-based methods to properly characterize uncertainty limits their applicability to safety-critical applications, such as localization of autonomous vehicles.

In this paper, we propose a novel method for computing protection levels associated with a given vehicular state estimate (position and orientation) from camera image measurements and a 3D map of the environment. This work is based on our recent ION GNSS+ 2020 conference paper \[28\] and includes additional experiments and improvements to the DNN training process. Recently, high-definition 3D environment maps in the form of LiDAR point clouds have become increasingly available through industry players such as HERE, TomTom, Waymo and NVIDIA, as well as through projects such as USGS 3DEP \[29\] and OpenTopography \[30\]. Furthermore, LiDAR-based 3D maps are more robust to noise from environmental factors, such as illumination and weather, than image-based maps \[31\]. Hence, we use LiDAR-based 3D maps in our approach.

Previously, CMRNet \[14\] has been proposed as a DNN-based approach for determining the vehicular state from camera images and a LiDAR-based 3D map. In our approach, we extend the DNN architecture proposed in \[14\] to model the position error and variance (aleatoric uncertainty) in the vehicular state estimate. To assess the epistemic uncertainty in the position error, we evaluate the DNN position error outputs at multiple candidate states in the vicinity of the state estimate, and combine the outputs into samples of the state estimate position error. Fig. 1 shows the architecture of our proposed approach. Given a state estimate, we first select multiple candidate states from its neighborhood. Using the DNN, we then evaluate the position error and variance for each candidate state by comparing the camera image measurement with a local map constructed from the candidate state and the 3D environment map. Next, we linearly combine the position error outputs from the DNN with the relative positions of candidate states into samples of the state estimate position error. We then weight these samples to mitigate the impact of outliers and project them to the error direction into samples of the position error magnitude. Subsequently, we combine the position error magnitude samples, outlier weights, and variance evaluated from the DNN to construct a Gaussian mixture model probability distribution of the position error, and numerically evaluate its intervals to compute protection levels.

Our main contributions are as follows:

1. We extend the CMRNet \[14\] architecture to model both the position error in the vehicular state estimate as well as variance in the DNN output. Using the 3D LiDAR-based map of the environment, we first construct a local map representation with respect to the vehicular state estimate. Then, we use the DNN to analyze the correspondence between the camera image measurement and the local map for determining position error and variance.

2. We develop a novel method for capturing epistemic uncertainty in the DNN position error output. Unlike existing approaches which assume a probability distribution over DNN weight parameters, we directly analyze different position errors that are determined by the DNN for multiple candidate states selected from within a neighborhood of the state estimate. The position error outputs from the DNN corresponding to the candidate states are then linearly combined with the candidate states’ relative position from the state estimate, to obtain an empirical distribution of the state estimate position error.
Figure 1: Architecture of our proposed approach for computing protection levels. Given a state estimate, multiple candidate states are selected from its neighborhood and the corresponding position error and variance for each candidate state are evaluated using the DNN. The position errors are linearly combined with the relative position of the candidate states to obtain samples of the state estimate position error, which are then weighted to determine outliers and are projected into samples of the position error magnitude. Finally, the position error magnitude samples, outlier weights and variance evaluated from the DNN are combined to construct a Gaussian Mixture Model probability distribution, from which the horizontal and vertical protection levels are computed through numerical evaluation of its probability intervals.

3. We design an outlier weighting scheme to account for possible errors in the DNN output at inputs that differ from the training data. Our approach weighs the position error samples from the empirical distribution using a robust outlier detection metric, known as robust Z-score \[32\], along \( x \), \( y \) and \( z \) axes individually. The weighted position error samples in each dimension are then combined into samples of the position error magnitude in the horizontal and vertical dimensions.

4. We construct the horizontal and vertical protection levels as intervals over the probability distribution of the position error magnitude. We model this probability distribution as a Gaussian Mixture Model \[33\] from the position error magnitude samples, DNN variance and outlier weights.

5. We demonstrate the applicability of our approach in urban environments, by experimentally validating the protection levels computed from our method on real-world data with multiple camera images and different state estimates.

The remainder of this paper is structured as follows: Section II discusses related work. Section III formulates the problem of estimating protection levels. Section IV describes the two types of uncertainties considered in our approach. Section V details our algorithm. Section VI presents the results from experimentation with real-world data. We conclude the paper in Section VII.

2 Related Work

Several methods have been developed over the years which characterize protection levels in the context of GNSS-based urban navigation. Jiang and Wang \[6\] compute horizontal protection levels using an iterative search-based method and test statistic based on the bivariate normal distribution. Azaola \textit{et al.} \[7\] develop a method which utilizes the isotropy of residual vectors from the least-squares position estimation to compute the protection levels. Tran and Presti \[8\] combine Advanced Receiver Autonomous Integrity Monitoring (ARAIM) with Kalman filtering, and compute the protection levels by considering the set of position solutions which arise after excluding faulty measurements. These approaches compute the protection levels by deriving the mathematical relation between measurement and position domain errors. However, such a relation is difficult to formulate with camera image measurements and a 3D map, since the position error in this case depends on various factors such as the structure of buildings in the environment, available visual features and illumination levels. Therefore, our proposed approach uses deep learning to approximate the complex relation between the camera image measurements, 3D map and position errors.

Deep learning has been widely applied for determining position information from camera images. Kendall \textit{et al.} \[34\] train a DNN using images from a single environment to learn a relation between the image and the camera 6-DOF pose. Taira \textit{et al.} \[17\] learn image features using a DNN and apply feature extraction and matching techniques to estimate the 6-DOF camera pose relative to a known 3D map of the environment. Sarlin \textit{et al.} \[16\] develop a deep learning-based 2D-3D matching technique to obtain 6-DOF camera pose from images and a 3D environment model. However, these approaches do not model the corresponding uncertainty associated with the estimated camera pose, or account for failures in DNN approximation \[19\], which is necessary for characterizing safety measures such as protection levels.
Some recent works have proposed to estimate the uncertainty associated with deep learning algorithms. Kendall and Cipolla [24] estimate the uncertainty in DNN-based camera pose estimation from images, by evaluating the network multiple times through dropout [25]. Loquercio et al. [20] propose a general framework for estimating uncertainty in deep learning as variance computed from both aleatoric and epistemic sources. McAllister et al. [22] suggest using Bayesian deep learning to determine uncertainty and quantify safety in autonomous vehicles, by placing probability distributions over DNN weights to represent the uncertainty in the DNN model. Yang et al. [23] jointly estimate the vehicle odometry, scene depth and uncertainty from sequential camera images. However, the uncertainty estimates from these algorithms do not take into account the inaccuracy of the trained DNN model, or the influence of the underlying environment structure on the DNN outputs. In our approach, we evaluate the DNN position error outputs at inputs corresponding to multiple states in the environment, and utilize these position errors for characterizing uncertainty both from inaccuracy in the DNN model as well as from the environment structure around the state estimate.

To the best of our knowledge, our approach is the first that applies data-driven algorithms for computing protection levels by characterizing the uncertainty from different error sources. The proposed method seeks to leverage the high-fidelity function modeling capability of DNNs and combine it with techniques from robust statistics and integrity monitoring to compute robust protection levels using camera image measurements and 3D map of the environment.

3 Problem Formulation

We consider the scenario of a vehicle navigating in an urban environment using measurements acquired by an on-board camera. The 3D LiDAR map of the environment $M$ that consists of points $p \in \mathbb{R}^3$ is assumed to be pre-known from either openly available repositories [29,30] or from Simultaneous Localization and Mapping algorithms [35].

The vehicular state $s_t = [x_t, r_t]$ at time $t$ is a 6-element vector comprising of its 3D position $x_t = [x_t, y_t, z_t]$ along $x$, $y$ and $z$-dimensions and 3D orientation $o_t = [\phi_t, \theta_t, \psi_t]$ corresponding to roll, pitch and yaw dimensions, respectively. The vehicle state estimates over time are denoted as $\{s_t^*\}_{t=1}^{T_{\text{max}}}$ where $T_{\text{max}}$ denotes the total time in a navigation sequence. At each time $t$, the vehicle captures an RGB camera image $I_t \in \mathbb{R}^{l \times w \times 3}$ from the on-board camera, where $l$ and $w$ denote pixels along length and width dimensions, respectively.

Given an integrity risk specification $IR$, our objective is to compute the horizontal protection level $PL_{h,t}$ and vertical protection levels $PL_{v,t}$ at time $t$, which denote the maximal bounds on the position error magnitude with a probabilistic guarantee of at least $1 - IR$. Formally,

$$PL_{h,t} = \sup \left\{ \rho \mid \mathbb{P}\left(\sqrt{(x_t - x_t^*)^2 + (y_t - y_t^*)^2} \leq \rho \right) \geq 1 - IR \right\}$$

$$PL_{v,t} = \sup \left\{ \rho \mid \mathbb{P}\left(|z_t - z_t^*| \leq \rho \right) \geq 1 - IR \right\},$$

where $x_t^* = [x_t^*, y_t^*, z_t^*]$ denotes the unknown true vehicle position at time $t$.

4 Types of Uncertainty in Position Error

Protection levels for a state estimate $s_t$ at time $t$ depend on the uncertainty in determining the associated position error $\Delta x_t = [\Delta x_t, \Delta y_t, \Delta z_t]$ between the state estimate position $x_t$ and the true position $x_t^*$ from the camera image $I_t$ and the environment map $M$. We consider two different kinds of uncertainty, which are categorized by the source of inaccuracy in determining the position error $\Delta x_t$: aleatoric and epistemic uncertainty.

4.1 Aleatoric Uncertainty

Aleatoric uncertainty refers to the uncertainty from noise present in the camera image measurements $I_t$ and the environment map $M$, due to which a precise value of the position error $\Delta x_t$ cannot be determined. Similar to existing approaches [19,22,23], we characterize the aleatoric uncertainty by using a DNN to model the variance $\sigma^2 = [\sigma^2_{x,t}, \sigma^2_{y,t}, \sigma^2_{z,t}]$ in the position error $\Delta x_t$.

Aleatoric uncertainty by itself does not accurately represent the uncertainty in determining the position error. This is because aleatoric uncertainty assumes that the noise present in training data also represents the noise in all future inputs and that the DNN approximation is error-free. These assumptions fail in scenarios when the input at evaluation time is different from the training data or when the input contains features that occur rarely in the real world [18]. Thus, relying purely on aleatoric uncertainty can lead to an overconfident estimates of the position error uncertainty [19].
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camera image $I_t$, $\Delta x_t$ can be obtained by linearly combining the position error $\Delta x'_t$ computed for any
candidate state $s'_t$ and the relative position of $s'_t$ from the state estimate $s_t$ (Fig. 2). Hence, using known relative
positions and orientations of $N_C$ candidate states $\{s^1_t, \ldots, s^{N_C}_t\}$ from $s_t$, we transform the different position errors $\{\Delta x^1_t, \ldots, \Delta x^{N_C}_t\}$ determined for the candidate states into samples of the state estimate position error $\Delta x_t$. The empirical distribution comprised of these position error samples characterizes the epistemic uncertainty in the position error estimated using the DNN.

5 Data-Driven Protection Levels

This section details our algorithm for computing data-driven protection levels for the state estimate $s_t$ at time $t$, using the
camera image $I_t$ and environment map $\mathcal{M}$. The architecture of our approach is illustrated in Fig. 1. First, we describe
the method for generating local representations of the 3D environment map $\mathcal{M}$ with respect to the state estimate $s_t$. Then, we illustrate the architecture of the DNN. Next, we discuss the loss functions and optimization procedures using
in DNN training. We then detail the method for selecting multiple candidate states from the neighborhood of the state
estimate $s_t$. Using position errors and variance evaluated from the DNN for each of these candidate states, we then
illustrate the process for transforming the candidate state position errors into multiple samples of the state estimate position error. Then, to mitigate the impact of outliers in the computed position error samples, we detail the procedure
for computing outlier weights associated with each position error sample. Using these outlier weights, we then describe
the method for computing the error direction and obtaining samples of position error magnitude. Next, we characterize
the probability distribution over position error magnitudes in both horizontal and vertical directions. Finally, we detail
the approach for determining protection levels from the probability distribution by numerical methods.

5.1 Local Map Representation

A local representation of the 3D LiDAR map of the environment captures the environment information in the vicinity
of the state estimate $s_t$ at time $t$. By comparing the environment information captured in the local map with the
camera image $I_t \in \mathbb{R}^{h \times w \times 3}$ using a DNN, we estimate the position error $\Delta x_t$ and variance $\sigma^2_t$ in the state estimate $s_t$. For computing the local maps, we utilize the LiDAR-image generation procedure described in [14]. Similar to their
approach, we generate the local map $L(s, \mathcal{M}) \in \mathbb{R}^{f \times w}$ associated with a vehicle state $s$ and LiDAR environment map $\mathcal{M}$ in two steps.

1. First, we determine the rigid-body transformation matrix $H_s$ in the special Euclidean group $SE(3)$ corresponding to the vehicle state $s$,
\[
H_s = \begin{bmatrix}
R_s & T_s \\
0_{3 \times 3} & 1
\end{bmatrix} \in SE(3),
\]  \tag{1}

where
- $R_s$ denotes the rotation matrix corresponding to the orientation elements $\mathbf{o} = [\phi, \theta, \psi]$ in the state $s$
- $T_s$ denotes the translation vector corresponding to the position elements $\mathbf{x} = [x, y, z]$ in the state $s$.

Using the matrix $H_s$, we rotate and translate the points in the map $\mathcal{M}$ to the map $\mathcal{M}_s$ in the reference frame of the state $s$,
\[
\mathcal{M}_s = \{[I_{3 \times 3} \quad 0_{3 \times 1}] \cdot H_s \cdot [\mathbf{p}^\top \quad 1]^\top \mid \mathbf{p} \in \mathcal{M}\},
\] \tag{2}

Figure 2: Position error $\Delta x_t$ in the state estimate position $x_t$ is a linear combination of the position error $\Delta x'_t$ in
position $x'_t$ of any candidate state $s'_t$ and the relative position vector between $x'_t$ and $x_t$.  

4.2 Epistemic Uncertainty

Epistemic uncertainty relates to the inaccuracies in the model for determining the position error $\Delta x_t$. In our approach, we characterize the epistemic uncertainty by leveraging a geometrical property of the position error $\Delta x_t$, where for
the same camera image $I_t$, $\Delta x_t$ can be obtained by linearly combining the position error $\Delta x'_t$ computed for any
candidate state $s'_t$ and the relative position of $s'_t$ from the state estimate $s_t$ (Fig. 2). Hence, using known relative
positions and orientations of $N_C$ candidate states $\{s^1_t, \ldots, s^{N_C}_t\}$ from $s_t$, we transform the different position errors $\{\Delta x^1_t, \ldots, \Delta x^{N_C}_t\}$ determined for the candidate states into samples of the state estimate position error $\Delta x_t$. The empirical distribution comprised of these position error samples characterizes the epistemic uncertainty in the position error estimated using the DNN.
Figure 3: Architecture of our deep neural network for estimating both position error and variance. The position error is determined using CMRNet [14], and employs correlation layers [37] for comparing feature representations of the camera image and the local depth map. Using a similar architecture, we design VarianceNet which produces logarithm of the variance in the position error output.

where \( I \) denotes the identity matrix.

For maintaining computational efficiency in the case of large maps, we use the points in the LiDAR map \( \mathcal{M}_s \) that lie in a sub-region around the state \( s \), as well as in the direction of the vehicle orientation.

2. In the second step, we apply the occlusion estimation filter presented in [36] to identify and remove occluded points along rays from the camera center. For each pair of points \( (p^{(i)}_s, p^{(j)}_s) \) where \( p^{(i)}_s \) is closer to the state \( s \), \( p^{(j)}_s \) is marked occluded if the angle between the ray from \( p^{(j)}_s \) to the camera center and the line from \( p^{(j)}_s \) to \( p^{(i)}_s \) is less than a threshold. Then, the remaining points are projected to the camera image frame using the camera projection matrix \( K \) to generate the local depth map \( L(s, \mathcal{M}) \). The \( i \)th point \( p^{(i)}_s \) in \( \mathcal{M}_s \) is projected as,

\[
[p_x \quad p_y \quad c]^	op = K \cdot p^{(i)}_s
\]

\[
[L(s, \mathcal{M})]_{(\lfloor p_x/c \rfloor, \lfloor p_y/c \rfloor)} = [0 \quad 0 \quad 1] \cdot p^{(i)}_s,
\]

where
- \( p_x, p_y \) denote the projected 2D coordinates with scaling term \( c \)
- \( [L(s, \mathcal{M})]_{(p_x, p_y)} \) denotes the \( (p_x, p_y) \) pixel position in the local map \( L(s, \mathcal{M}) \).

The local depth map \( L(s, \mathcal{M}) \) for state \( s \) visualizes the environment features that are expected to be captured in a camera image obtained from the state \( s \). However, the obtained camera image \( I_t \) is associated with the true state \( s^*_t \) that might be different from the state estimate \( s_t \). Nevertheless, for reasonably small position and orientation differences between the state estimate \( s_t \) and true state \( s^*_t \), the local map \( L(s, \mathcal{M}) \) contains features that correspond with some of the features in the camera image \( I_t \) that we use to estimate the position error.

5.2 DNN Architecture

We use a DNN to estimate the position error \( \Delta x_t \) and its variance \( \sigma^2_t \) by implicitly identifying and comparing the positions of corresponding features in camera image \( I_t \) and the local depth map \( L(s_t, \mathcal{M}) \) associated with the state estimate \( s_t \).

The architecture of our DNN is given in Fig. 3. Our DNN comprises of two separate modules, one for estimating the position error \( \Delta x_t \) and other for the variance \( \sigma^2_t \). The first module for estimating the position error \( \Delta x_t \) is based on CMRNet [14]. CMRNet was originally proposed as an algorithm to iteratively determine the position and orientation of a vehicle using a camera image and 3D LiDAR map, starting from a provided initial state. For determining position error \( \Delta x_t \) using CMRNet, we use the state estimate \( s_t \) as the provided initial state and the corresponding DNN output for translating the state \( s_t \) as the position error \( \Delta x_t \). Formally, given a vehicle state \( s_t \) and camera image \( I_t \) at time \( t \), the
approximated position error $\Delta s$ and orientation error $\Delta r$ are expressed as,

$$ \Delta s, \Delta r = \text{CMRNet}(I_t, L(s, M)) \tag{3} $$

Note that CMRNet also estimates the orientation error $\Delta r$ as a unit quaternion. However, we discard it at evaluation time since the protection levels only depend on the position error. Additionally, the original CMRNet architecture estimates corrections to the vehicle position and orientation in the frame of reference of the state $s$. Since the protection levels are defined in the reference frame from which the camera image $I_t$ is captured, we simply transform the determined position error $\Delta x$ to this reference frame by rotating it with $(\Delta r)^{-1}$ before discarding the rotation output. For brevity, we will refer to this position error output in the camera image reference frame as $\Delta x$.

For approximating the variance $\sigma^2_s$ associated with the position error output, our second DNN module (referred to as VarianceNet) uses a similar network structure as CMRNet, but with 256 and 3 artificial neurons in the last two fully connected layers to prevent overfitting. For stable training, VarianceNet produces logarithm of the variance as output, represented as $\log \sigma^2$, which is converted to the variance by then taking the exponent. Formally, given a vehicle state $s$ and camera image $I_t$ at time $t$, the log variance $\log \sigma^2$ is approximated as,

$$ \log \sigma^2 = \text{VarianceNet}(I_t, L(s, M)). \tag{4} $$

The feature extraction modules in VarianceNet and CMRNet are separate since the two tasks are complementary: for estimating position error, the DNN must learn features that are robust to noise in the inputs while the variance in the estimated position error depends on the noise itself.

### 5.3 Loss Functions

The loss function for training the DNN must penalize position error outputs that differ from the corresponding ground truth present in the dataset, as well as penalize variance that overestimates or underestimates the uncertainty in the position error predictions. Furthermore, the loss must incentivize the DNN to extract useful features from the camera image and local map inputs for predicting the position error. Hence, we consider three additive components in our loss function $\mathcal{L}(\cdot)$,

$$ \mathcal{L}(\Delta x^*, \Delta x, \log \sigma^2) = \alpha_{\text{Huber}} \mathcal{L}_{\text{Huber}}(\Delta x^*, \Delta x) + \alpha_{\text{MLE}} \mathcal{L}_{\text{MLE}}(\Delta x^*, \Delta x, \log \sigma^2) + \alpha_{\text{Ang}} \mathcal{L}_{\text{Ang}}(\Delta r^*, \Delta r), \tag{5} $$

where

- $\Delta x^*, \Delta r^*$ denotes the vector-valued position and orientation error in the state estimate $s$ with respect to the unknown true state $s^*$
- $\mathcal{L}_{\text{Huber}}(\cdot)$ denotes the Huber loss function [38]
- $\mathcal{L}_{\text{MLE}}(\cdot)$ denotes the loss function for the maximum likelihood estimation of position error $\Delta x$ and log variance $\log \sigma^2$
- $\mathcal{L}_{\text{Ang}}(\cdot)$ denotes the quaternion angular distance from [14]
- $\alpha_{\text{Huber}}, \alpha_{\text{MLE}}, \alpha_{\text{Ang}}$ are coefficients for weighting each loss term.

We employ the Huber loss $\mathcal{L}_{\text{Huber}}(\cdot)$ and quaternion angular distance $\mathcal{L}_{\text{Ang}}(\cdot)$ terms from [14]. The Huber loss term $\mathcal{L}_{\text{Huber}}(\cdot)$ penalizes the position error output $\Delta x$ of the DNN,

$$ \mathcal{L}_{\text{Huber}}(\Delta x^*, \Delta x) = \sum_{X=x,y,z} D_{\text{Huber}}(\Delta X^*, \Delta X) $$

$$ D_{\text{Huber}}(a^*, a) = \begin{cases} \frac{1}{2}(a - a^*)^2 & \text{for } |a - a^*| \leq \delta \\ \delta \cdot (|a - a^*| - \frac{1}{2}\delta) & \text{otherwise} \end{cases}, $$

where $\delta$ is a hyperparameter for adjusting the penalty assignment to small error values. In this paper, we set $\delta = 1$. Unlike the more common mean squared error, the penalty assigned to higher error values is linear in Huber loss instead of quadratic. Thus, Huber loss is more robust to outliers and leads to more stable training as compared with squared error. The quaternion angular distance term $\mathcal{L}_{\text{Ang}}(\cdot)$ penalizes the orientation error output $\Delta r$ from CMRNet,

$$ \mathcal{L}_{\text{Ang}}(\Delta r^*, \Delta r) = D_{\text{Ang}}(\Delta r^* \times \Delta r^{-1}) $$

$$ D_{\text{Ang}}(q) = \text{atan2} \left( \sqrt{q_2^2 + q_3^2 + q_4^2}, |q_1| \right), $$

where
- $q_i$ denotes the $i$th element in quaternion $q$
- $\Delta r^{-1}$ denotes the inverse of the quaternion $\Delta r$
- $q \times r$ here denotes element-wise multiplication of the quaternions $q$ and $r$
- $\text{atan2}(\cdot)$ is the two-argument version of the arctangent function.

Including the quaternion angular distance term $L_{\text{Ang}}(\cdot)$ in the loss function incentivizes the DNN to learn features that are relevant to the geometry between the camera image and the local depth map. Hence, it provides additional supervision to the DNN training as a multi-task objective [39], and is important for the stability and speed of the training process.

The maximum likelihood loss term $L_{\text{MLE}}(\cdot)$ depends on both the position error $\Delta x$ and log variance $\log \sigma^2$ outputs from the DNN. The loss function is analogous to the negative log-likelihood of the Gaussian distribution,

$$L_{\text{MLE}}(\mathbf{x}^*, \Delta \mathbf{x}, \log \sigma^2) = \sum_{X=x,y,z} D_{\text{MLE}}(\Delta X^*, \Delta X, X, \log \sigma^2_X)$$

$$D_{\text{MLE}}(a^*, a, \log \sigma^2_a) = \frac{1}{2} \log \sigma^2_a + \frac{(a-a^*)^2}{2 \sigma^2_a}.$$  

If the variance output from the DNN is small, the corresponding position error is penalized much more than the position error corresponding to a large variance value. Hence, the maximum likelihood loss term $L_{\text{MLE}}(\cdot)$ incentivizes the DNN to output low variance only when the corresponding position error output has high confidence, and otherwise output a high variance value.

### 5.4 Training Procedure

We train the DNN using stochastic gradient descent. Directly optimizing via the maximum likelihood loss term $L_{\text{MLE}}(\cdot)$ might suffer from instability caused by the interdependence between the position error $\Delta x$ and variance $\log \sigma^2$ outputs [40]. Therefore, we employ the mean-variance split training strategy proposed in [40]: First, we set $(\alpha_{\text{Huber}} = 1, \alpha_{\text{MLE}} = 1, \alpha_{\text{Ang}} = 1)$ and only optimize the parameters of CMRNet till validation error stops decreasing. Next, we set $(\alpha_{\text{Huber}} = 0, \alpha_{\text{MLE}} = 1, \alpha_{\text{Ang}} = 0)$ and optimize the parameters of VarianceNet. We alternate between these two steps till validation loss stops decreasing. Our DNN is implemented using the PyTorch library [41] and takes advantage of the open-source implementation available for CMRNet [14] as well as the available pretrained weights for initialization. Similar to CMRNet, all the layers in our DNN use the leaky RELU activation function with a negative slope of 0.1. We train the DNN on using a single NVIDIA Tesla P40 GPU with a batch size of 32 and learning rate of $10^{-5}$ selected via grid search.

### 5.5 Candidate State Selection

To assess the uncertainty in the DNN-based position error estimation process as well as the uncertainty from environmental factors, we evaluate the DNN output at $N_C$ candidate states $\{s_1^i, \ldots, s_{N_C}^i\}$ in the neighborhood of the state estimate $s_i$.

For selecting the candidate states $\{s_1^i, \ldots, s_{N_C}^i\}$, we randomly generate multiple values of translation offset $\{t^1, \ldots, t^{N_C}\}$ and rotation offset $\{r^1, \ldots, r^{N_C}\}$ about the state estimate $s_i$, where $N_C$ is the total number of selected candidate states. The $i$th translation vector $t^i \in \mathbb{R}^3$ denotes translation in $x$, $y$ and $z$ dimensions and is sampled from a uniform probability distribution between a specified range $\pm t_{\text{max}}$ in each dimension. Similarly, the $i$th rotation vector $r^i$ comprises of 3 elements denoting rotation in roll, pitch and yaw dimensions, and is sampled from a uniform probability distribution between $\pm r_{\text{max}}$ in each dimension. The $i$th candidate state $s_i^i$ is generated by rotating and translating the state estimate $s_i$ by $r^i$ and $t^i$, respectively. Corresponding to each candidate state $s_i^i$, we generate a local depth map $L(s_i^i, \mathcal{M})$ using the procedure laid out in Section [V.1](#)

### 5.6 Multiple Samples of State Estimate Position Error

Using each local depth map $L(s_i^i, \mathcal{M})$ and camera image $I_i$ for the $i$th candidate state $s_i^i$ as inputs to the DNN in Section [V.2](#), we evaluate the candidate state position error $\Delta x_i^i$ and variance $(\sigma_i^i)^2$. From the known translation offset $t^i$ between the candidate state $s_i^i$ and the state estimate $s_i$, we compute the transformation matrix $H_{s_i^i \rightarrow s_i}$ for converting the reference frame from the candidate state $s_i^i$ to the state estimate $s_i$.

$$H_{s_i^i \rightarrow s_i} = \begin{bmatrix} I_{3 \times 3} & -t^i \end{bmatrix}.$$  

(6)
where \( I_{3 \times 3} \) denotes the identity matrix. Note that the rotation offset \( \mathbf{r}^i \) is not used in the transformation, since we are only concerned with the position errors from the true state \( \mathbf{s}^i \) to the state estimate \( \mathbf{s}_t \), which are invariant to the orientation of the state estimate \( \mathbf{s}_t \). Using the transformation matrix \( \mathbf{H}_{\mathbf{s}^i \rightarrow \mathbf{s}_t} \), we obtain the \( i \)th sample of the state estimate position error \( \Delta \mathbf{x}_t^{(i)} \),

\[
\Delta \mathbf{x}_t^{(i)} = \mathbf{H}_{\mathbf{s}^i \rightarrow \mathbf{s}_t} \cdot [\Delta \mathbf{x}^t_1 \ldots 1]^{\top}.
\]  

(7)

The samples of state estimate position error \( \{\Delta \mathbf{x}_t^{(1)}, \ldots, \Delta \mathbf{x}_t^{(NC)}\} \) represent both inaccuracy in the DNN estimation as well as uncertainties due to environmental factors. If the DNN approximation fails at the input corresponding to the state estimate \( \mathbf{s}_t \), the estimated position errors at candidate states would lead to a wide range of different values for the state estimate position errors. Similarly, if the environment map \( \mathcal{M} \) near the state estimate \( \mathbf{s}_t \) contains repetitive features, the position errors computed from candidate states would be different and hence indicate high uncertainty. Note that the variance \( \bar{\sigma}_t^2 \) computed from candidate state \( \mathbf{s}_t^i \) need not be transformed, since the translation offset \( \mathbf{t}^i \) does not contain any stochastic elements.

### 5.7 Outlier Weights

Since the candidate states \( \{\mathbf{s}_t^1, \ldots, \mathbf{s}_t^{NC}\} \) are selected randomly, some position error samples may correspond to the local depth map and camera image pairs for which the DNN performs poorly. Thus, we compute outlier weights \( \{\mathbf{w}_t^{(1)}, \ldots, \mathbf{w}_t^{(NC)}\} \) corresponding to the position error samples \( \{\Delta \mathbf{x}_t^{(1)}, \ldots, \Delta \mathbf{x}_t^{(NC)}\} \) to mitigate the effect of these erroneous position error values in determining the protection levels. We compute outlier weights in each of the \( x, y \), and \( z \)-dimensions separately, since the DNN approximation might not necessarily fail in all of its outputs. For computing the outlier weights \( \mathbf{w}_t^i = [w_{x,t}^i, w_{y,t}^i, w_{z,t}^i] \) associated with the \( i \)th position error value \( \Delta \mathbf{x}_t^{(i)} = [\Delta x_t^{(i)}, \Delta y_t^{(i)}, \Delta z_t^{(i)}] \), we employ the robust Z-score based outlier detection technique [32]. The robust Z-score is used in a variety of anomaly detection approaches due to its resilience to outliers [42]. We apply the following operations in each dimension \( X = x, y, z \):

1. We compute the Median Absolute Deviation statistic [32] \( MAD_X \) using all position error values \( \{\Delta X_t^{(1)}, \ldots, \Delta X_t^{(NC)}\} \),

\[
MAD_X = \text{median}(|\Delta X_t^{(i)} - \text{median}(\Delta X_t^{(i)}))|).
\]  

(8)

2. Using the statistic \( MAD_X \), we compute the robust Z-score \( Z_X^{(i)} \) for each position error value \( \Delta X_t^{(i)} \),

\[
Z_X^{(i)} = \frac{|\Delta X_t^{(i)} - \text{median}(\Delta X_t^{(i)})|}{MAD_X}.
\]  

(9)

The robust Z-score \( Z_X^{(i)} \) is high if the position error \( \Delta X_t^{(i)} \) deviates from the median error with a large value when compared with the median deviation value.

3. We compute the outlier weights \( \{w_X^{(1)}, \ldots, w_X^{(NC)}\} \) from the robust Z-scores \( \{Z_X^{(1)}, \ldots, Z_X^{(NC)}\} \) by applying the softmax operation [43] such that the sum of weights is unity,

\[
w_X^{(i)} = \frac{e^{-\gamma Z_X^{(i)}}}{\sum_{j=1}^{NC} e^{-\gamma Z_X^{(j)}}},
\]  

where \( \gamma \) denotes the scaling coefficient in the softmax function. We set \( \gamma = 0.6745 \) as the approximate inverse of the standard normal distribution evaluated at \( 3/4 \) to make the scaling in the statistic consistent with the standard deviation of a normal distribution [32]. A small value of outlier weight \( w_X^{(i)} \) indicates that the position error \( \Delta X_t^{(i)} \) is an outlier.

### 5.8 Projection of Position Errors in Error Direction

We robustly estimate the horizontal direction of position error using the \( x \) and \( y \)-dimension position error samples and weights. For vertical dimension errors, the analogous direction is the \( z \)-axis itself. For brevity, we represent the outlier weights \( W_{x,t}^{NC}, W_{y,t}^{NC}, W_{z,t}^{NC} \), position errors \( E_{x,t}^{NC}, E_{y,t}^{NC}, E_{z,t}^{NC} \) and associated variances \( V_{x,t}^{NC}, V_{y,t}^{NC}, V_{z,t}^{NC} \) as \( NC \times 1 \)
We construct a probability distribution in each of the horizontal and vertical dimensions from the previously obtained samples of position error magnitudes $E^{N_C}_{x,t}$, $E^{N_C}_{v,t}$, variances $V^{N_C}_{x,t}$, $V^{N_C}_{v,t}$ and outlier weights $W^{N_C}_{x,t}$, $W^{N_C}_{v,t}$. The corresponding outlier weights $w^{(i)}_{h,t}$, $w^{(i)}_{v,t}$ are computed from $W^{N_C}_{x,t}$, $W^{N_C}_{y,t}$ by normalizing them to have unity sum,

$$W^{2N_C}_{h,t} = \begin{bmatrix} 0.5 \cdot \left(W^{N_C}_{x,t}\right)^\top & 0.5 \cdot \left(W^{N_C}_{y,t}\right)^\top \end{bmatrix}^\top.$$

Then, we project the position errors and variances in $x$ and $y$ dimensions to the horizontal error direction $\theta_h$, and compute the magnitudes,

$$E^{2N_C}_{h,t} = \begin{bmatrix} (\cos \theta_h)^{-1} \cdot \left(E^{N_C}_{x,t}\right)^\top & (\sin \theta_h)^{-1} \cdot \left(E^{N_C}_{y,t}\right)^\top \end{bmatrix}^\top,$$

$$V^{2N_C}_{h,t} = \begin{bmatrix} (\cos \theta_h)^{-2} \cdot \left(V^{N_C}_{x,t}\right)^\top & (\sin \theta_h)^{-2} \cdot \left(V^{N_C}_{y,t}\right)^\top \end{bmatrix}^\top,$$

where

- $E^{2N_C}_{h,t}$ denotes the $2N_C \times 1$ matrix of horizontal position error magnitudes with elements denoted as $\Delta h_t^{(i)}$
- $V^{2N_C}_{h,t}$ denotes the $2N_C \times 1$ matrix of horizontal position error variances with elements denoted as $\left(\sigma^2_{h,t}\right)^{(i)}$
- $\cdot$ denotes elementwise magnitude.

The corresponding outlier weights $w^{(i)}_{h,t} \in W^{2N_C}_{h,t}$ are computed from $W^{N_C}_{x,t}$, $W^{N_C}_{y,t}$ by normalizing them to have unity sum,

$$W^{2N_C}_{v,t} = \begin{bmatrix} 0.5 \cdot \left(W^{N_C}_{x,t}\right)^\top & 0.5 \cdot \left(W^{N_C}_{y,t}\right)^\top \end{bmatrix}^\top.$$

Here, we simplify the problem and assume that the DNN outputs in the $x$ and $y$ dimensions are independently estimated. This assumption might not necessarily hold, since a common set of features is used in the DNN to determine the position error in all dimensions. However, we reason that the DNN loss function $\mathcal{L}(\Delta x^*, \Delta x, \log \sigma^2)$ treats the position error in each of the dimensions independently, and hence the assumption of position error independence across dimensions is justified.

Since the vertical error direction is the $z$-axis itself, we simply obtain the vertical position error magnitudes $\Delta v_t^{(i)} \in E^{N_C}_{v,t}$, variances $\left(\sigma^2_{v,t}\right)^{(i)} \in V^{N_C}_{v,t}$ and outlier weights $w^{(i)}_{v,t} \in W^{N_C}_{v,t}$.

$$E^{N_C}_{v,t} = |E^{N_C}_{z,t}|,$$

$$V^{N_C}_{v,t} = V^{N_C}_{z,t},$$

$$W^{N_C}_{v,t} = W^{N_C}_{z,t}.$$

Note that the horizontal position error magnitudes $E^{2N_C}_{h,t}$ have twice the number of elements as compared with vertical error magnitudes $E^{N_C}_{v,t}$, since the horizontal errors incorporate both $x$ and $y$ dimension outputs from the DNN.

### 5.9 Probability Distribution of Position Error Magnitude

We construct a probability distribution in each of the horizontal and vertical dimensions from the previously obtained samples of position error magnitudes $E^{2N_C}_{h,t}$, $E^{N_C}_{v,t}$, variances $V^{2N_C}_{h,t}$, $V^{N_C}_{v,t}$ and outlier weights $W^{2N_C}_{h,t}$, $W^{N_C}_{v,t}$. We model the probability distribution using the Gaussian Mixture Model (GMM) distribution [33].

$$P(h_t) = \sum_{i=1}^{2N_C} w^{(i)}_{h,t} \mathcal{N}(\Delta h_t^{(i)}, \left(\sigma^2_{h,t}\right)^{(i)}),$$

$$P(v_t) = \sum_{i=1}^{N_C} w^{(i)}_{v,t} \mathcal{N}(\Delta v_t^{(i)}, \left(\sigma^2_{v,t}\right)^{(i)}),$$
where

- \( h_t, v_t \) are the random variables for the horizontal position error magnitude and vertical position error magnitude at time \( t \), respectively
- \( \mathcal{N}(\mu, \sigma^2) \) is the Gaussian distribution with mean \( \mu \) and variance \( \sigma^2 \).

The probability distributions \( \Pr(h_t) \) and \( \Pr(v_t) \) incorporate both aleatoric uncertainty from the DNN-based variances and epistemic uncertainty from the multiple DNN evaluations associated with different candidate states. The epistemic uncertainty is reflected in the multiple GMM components and their weight coefficients, which represent the different possible position error values that may arise from the same camera image measurement and the environment map. The aleatoric uncertainty is present as the variance in each possible value of the position error represented by the individual components.

### 5.10 Protection Levels

We compute the protection levels using the probability distributions associated with horizontal and vertical directions. First, we obtain the cumulative distribution function \( \text{CDF}(\cdot) \) for each probability distribution,

\[
\text{CDF}(h_t) = \sum_{i=1}^{2N_C} w^{(i)}_{h,t} \Phi \left( \frac{h_t - \Delta h^{(i)}_t}{\sigma^2_{h,t}^{(i)}} \right)
\]

\[
\text{CDF}(v_t) = \sum_{i=1}^{N_C} w^{(i)}_{v,t} \Phi \left( \frac{v_t - \Delta v^{(i)}_t}{\sigma^2_{v,t}^{(i)}} \right),
\]

where \( \Phi(\cdot) \) is the cumulative distribution function of the standard normal distribution. Then, for a specified value of the integrity risk \( IR \), we compute the protection level \( PL \) in horizontal and vertical directions by employing a simple interval halving method for line search or the bisection method [44],

\[
PL_{X,t} = \sup \{ X_t : \text{CDF}(X_t) \leq 1 - IR \},
\]

where \( X = h \) or \( v \). We specify an upper limit on the size of the protection level of 5 m that is larger than the maximum translation error that is considered in training the DNN.

The computed protection levels consider heavy-tails in the GMM probability distribution of the position error magnitude that arise because of the different possible values of the position error that can be computed from the available camera measurements and environment map. Our method computes large protection levels when many different values of position error may be equally probable from the measurements, resulting in larger tail probabilities in the GMM, and small protection levels only if the uncertainty from both aleatoric and epistemic sources is small.

### 6 Experimental Results

#### 6.1 Real-World Driving Dataset

We use the KITTI visual odometry dataset [45] to evaluate the performance of the protection levels computed by our approach. The dataset was recorded around Karlsruhe, Germany over multiple driving sequences and contains images recorded by multiple on-board cameras, along with ground truth positions and orientations. Additionally, the dataset contains LiDAR point cloud measurements which we use to generate the environment map corresponding to each sequence. Since our approach for computing protection levels just requires a monocular camera sensor, we use the images recorded by the left RGB camera in our experiments. We use the sequences 00, 03, 05, 06, 07, 08 and 09 from the dataset based on the availability of a LiDAR environment map. We use sequence 00 for validation of our approach and the rest of the sequences are utilized in training our DNN. The experimental parameters are provided in Table 1.

#### 6.2 LiDAR Environment Map

To construct a precise LiDAR map \( \mathcal{M} \) of the environment, we exploit the openly available position and orientation values for the dataset computed via Simultaneous Localization and Mapping [11]. Similar to [14], we aggregate the LiDAR point clouds across all time instances using the Open3D library [46]. Then, we detect and remove sparse outliers within the aggregated point cloud by computing Z-score [32] of each point in a 0.1 m local neighborhood. We
Table 1: Table of experimental parameters

| Parameter                                  | Value |
|--------------------------------------------|-------|
| Integrity risk IR                          | 0.01  |
| Maximum PL size                            | 5 m   |
| Candidate state maximum translation offset $t_{max}$ | 1.5 m |
| Candidate state maximum rotation offset $r_{max}$ | 5°   |
| Number of candidate states                 | 32    |
| Alarm limit                                | 1.8 m |

discarded the points which had a higher Z-score than 3. Finally, the remaining points are down sampled using the Open3D library into a voxel map of the environment $M$ with resolution of 0.1 m. The corresponding map for sequence 00 in the KITTI dataset is shown in Fig. 4. For storing large maps, we divide the LiDAR point cloud sequences into multiple overlapping parts and construct separate maps of roughly 500 Megabytes each.

6.3 DNN Training and Testing Datasets

We generate the training dataset for our DNN in two steps. First, we randomly select a state estimate $s_t$ at time $t$ from within a 2 m translation and a $10^\circ$ rotation of the ground truth positions and orientations in each driving sequence. The translation and rotation used for generating the state estimate is utilized as the ground truth position error $\Delta x^*_t$ and orientation error $\Delta r^*_t$. Then, using the LiDAR map $M$, we generate the local depth map $L(s_t, M)$ corresponding to the state estimate $s_t$ and use it as the DNN input along with the camera image $I_t$ from the driving sequence data. The training dataset comprises of camera images from 11455 different time instances, with the state estimate selected at runtime so as to have different state estimates for the same camera images in different epochs.

Similar to the data augmentation techniques described in [14], we

1. Randomly change contrast, saturation and brightness of images,
2. Apply random rotations in the range of $\pm 5^\circ$ to both the camera images and local depth maps,
3. Horizontally mirror the camera image and compute the local depth map using a modified camera projection matrix.

All three of these data augmentation techniques are used in training CMRNet in the first half of the optimization process. However, for training VarianceNet, we skip the contrast, saturation and brightness changes during the second half of the optimization so that the DNN can learn real-world noise features from camera images.

We generate the validation and test datasets from sequence 00 in the KITTI odometry dataset, which is not used for training. We follow a similar procedure as the one for generating the training dataset, except we do not augment the data. The validation dataset comprises of randomly selected 100 time instances from sequence 00, while the test dataset contains the remaining 4441 time instances in sequence 00.

6.4 Metrics

We evaluate the horizontal and vertical protection levels computed using our approach using the following three metrics (with subscript $t$ dropped for brevity):

1. **Bound gap** measures the difference between the computed protection levels $PL_h, PL_v$ and the true position error magnitude,

$$BG_h = \text{avg}\left(PL_h - \sqrt{(\Delta x^*)^2 + (\Delta y^*)^2}\right)$$

$$BG_v = \text{avg}(PL_v - |\Delta z^*|),$$

where

- $BG_h$ and $BG_v$ denote bound gaps in horizontal and vertical dimensions respectively
- $\text{avg}(\cdot)$ denotes the average computed over the test dataset for which the value of protection level is available and greater than position error
A small bound gap value $BG_h, BG_v$ is desirable since a bound gap of 0 implies that the algorithm exactly estimates the position error magnitude with no uncertainty.

2. **Failure rate** measures the total fraction of time instances in the test data sequence for which the computed protection levels $PL_h, PL_v$ are smaller than the true position error magnitude,

$$FR_h = \frac{1}{T_{\text{max}}} \sum_{t=1}^{T_{\text{max}}} \mathbb{I}_t \left( PL_h < \sqrt{(\Delta x^*)^2 + (\Delta y^*)^2} \right)$$

$$FR_v = \frac{1}{T_{\text{max}}} \sum_{t=1}^{T_{\text{max}}} \mathbb{I}_t \left( PL_v < |\Delta z^*| \right),$$

where

- $FR_h$ and $FR_v$ denote failure rates for horizontal and vertical protection levels, respectively
- $\mathbb{I}_t(\cdot)$ denotes the indicator function computed using the protection level and true position error values at time $t$. The indicator function evaluates to 1 if the event in its argument holds true, and otherwise evaluates to 0
- $T_{\text{max}}$ denotes the total time duration of the test sequence

The failure rate $FR_h, FR_v$ should be consistent with the specified value of the integrity risk $IR$ to meet the safety requirements.

3. **False alarm rate** is computed for a specified alarm limit $AL_h, AL_v$ in the horizontal and vertical directions and measures the fraction of time instances in the test data sequence for which the computed protection levels $PL_h, PL_v$ exceed the alarm limit $AL_h, AL_v$ while the position error magnitude is within the alarm limits. We first define the following integrity events,

$$\Omega_{HPL} = (PL_h > AL_h)$$

$$\Omega_{HPE} = \left( \sqrt{(\Delta x^*)^2 + (\Delta y^*)^2} > AL_h \right)$$

$$\Omega_{VPL} = (PL_v > AL_v)$$

$$\Omega_{VPE} = (|\Delta z^*| > AL_v).$$

The complement of each event is denoted by $\bar{\Omega}_{HPL}, \bar{\Omega}_{HPE}, \bar{\Omega}_{VPL}, \bar{\Omega}_{VPE}$, respectively. Next, we define the counts for false alarms $N_{HFA}, N_{VFA}$, true alarms $N_{HTA}, N_{VTA}$ and the number of times the position error exceeds the alarm limit (system unavailable) $N_{HPE}, N_{VPE}$,

$$N_{HFA} = \sum_{t=1}^{T_{\text{max}}} \mathbb{I}_t (\Omega_{HPL} \cap \bar{\Omega}_{HPE})$$

$$N_{VFA} = \sum_{t=1}^{T_{\text{max}}} \mathbb{I}_t (\Omega_{VPL} \cap \bar{\Omega}_{VPE})$$

$$N_{HTA} = \sum_{t=1}^{T_{\text{max}}} \mathbb{I}_t (\Omega_{HPL} \cap \Omega_{HPE})$$

$$N_{VTA} = \sum_{t=1}^{T_{\text{max}}} \mathbb{I}_t (\Omega_{VPL} \cap \Omega_{VPE})$$

$$N_{HPE} = \sum_{t=1}^{T_{\text{max}}} \mathbb{I}_t (\Omega_{HPE})$$

$$N_{VPE} = \sum_{t=1}^{T_{\text{max}}} \mathbb{I}_t (\Omega_{VPE}).$$

Finally, we compute the false alarm rates $FAR_h, FAR_v$ after normalizing the total number of position error magnitudes lying above and below the alarm limit $AL$,

$$FAR_h = \frac{N_{HFA} \cdot (T_{\text{max}} - N_{HPE})}{N_{HFA} \cdot (T_{\text{max}} - N_{HPE}) + N_{HTA} \cdot N_{HPE}}$$

$$FAR_v = \frac{N_{VFA} \cdot (T_{\text{max}} - N_{VPE})}{N_{VFA} \cdot (T_{\text{max}} - N_{VPE}) + N_{VTA} \cdot N_{VPE}}.$$

6.5 Results

Fig. 5 shows the horizontal protection levels computed by our approach on randomly selected subsets of the test sequence. For clarity, protection levels are computed at every 5th time instance. Similarly, Fig. 6 shows the vertical...
Figure 5: Horizontal protection level results on the test sequence in real-world dataset. We show protection levels for two subsets of the total sequence, computed at every 5 s intervals. The protection levels successfully enclose the position errors in a majority of the state estimates.

Figure 6: Vertical protection level results on the test sequence in real-world dataset. We show protection levels for a subset of the total sequence. The protection levels successfully enclose a majority of the position error magnitudes with a small bound gap.

protection levels along with the vertical position error magnitude in a subset of the test sequence. As can be seen from both the figures, the computed protection levels successfully enclose the position error magnitudes at a majority of the points in the visualized subsequences. Furthermore, the vertical protection levels are observed to be visually closer to the position error as compared to the horizontal protection levels. This is due to the superior performance of the DNN in determining position errors in the $z$-dimension, which is easier to learn since all the camera images in the dataset are captured by a ground-based vehicle.

Fig. 7 displays the integrity diagrams generated after the Stanford-ESA integrity diagram proposed for SBAS integrity [47]. The diagram is generated from 4441 samples of horizontal and vertical protection levels corresponding to different state estimates and camera images within the test sequence. Both the horizontal and vertical protection levels are greater than the position error magnitudes in about 99% cases. Note that the distribution of points along the position error axis in the two plots is different, because horizontal position errors in the test dataset depend on state estimate errors in both $x$ and $y$ dimensions, while the vertical position errors only depend on the $z$ dimension state estimate errors.

We conducted an ablation study to numerically evaluate the impact of our proposed epistemic uncertainty measure and outlier weighting method in computing protection levels. We evaluated protection levels in three different cases: Incorporating DNN variance, epistemic uncertainty and outlier weighting (VAR+EO); incorporating just the DNN variance and epistemic uncertainty with equal weights assigned to all position error samples (VAR+E); and only using the DNN variance (VAR). For VAR, we constructed a Gaussian distribution using the DNN position error output and variance in each dimension. Then, we computed protection levels from the inverse cumulative distribution function of the Gaussian distribution corresponding to the specified value of integrity risk $IR$. Table 2 summarizes our results.
Incorporating the epistemic uncertainty in computing protection levels improved the failure rate from 0.09 in horizontal protection levels and 0.33 in vertical protection levels to about 0.01 in both cases. This is because the variance estimate from the DNN provides an overconfident measure of uncertainty, which is corrected by our epistemic uncertainty measure. Furthermore, incorporating outlier weighting reduced the bound gap by about 0.23 m in horizontal protection levels and 0.15 m in vertical protection levels as well as smaller false alarm rate while keeping the failure rate within the specified integrity risk requirement.

In horizontal dimension, the mean bound gap between the protection levels computed from our approach and the position error magnitudes is smaller than half the width of a standard U.S. lane. The corresponding value in the vertical dimension is even smaller, owing to the DNNs superior performance in determining position errors and uncertainty in the vertical dimension. This demonstrates the applicability of our approach to urban roads.

For an integrity risk requirement of 0.01, the protection levels computed by our method demonstrate a failure rate equal to or within 0.01 as well. However, further lowering the integrity risk requirement during our experiments either did not similarly improve the failure rate or caused a significant increase in the bound gaps. A possible reason is that the uncertainty approximated by our approach through both the aleatoric and epistemic measures fails to act as an accurate uncertainty representation for smaller integrity risk requirements than 0.01. Future research would consider more training data, better techniques for selecting candidate states, as well as different DNN architectures to meet smaller integrity risk requirements.

### 7 Conclusions

In this work, we presented a data-driven approach for computing horizontal and vertical protection levels associated with a given state estimate from camera images and a 3D LiDAR map of the environment. Our approach estimates both aleatoric and epistemic measures of uncertainty for computing protection levels, thereby providing robust measures of localization safety. We demonstrated the efficacy of our method on real-world data in terms of bound gap, failure rate and false alarm rate. Results show that the horizontal and vertical protection levels computed from our method enclose the position error magnitudes with 0.01 probability of failure and less than 1.6 m bound gap, which demonstrates that our approach is applicable to GNSS-denied urban environments.
|                | Horizontal PL |           | Vertical PL |           |
|----------------|---------------|-----------|-------------|-----------|
|                | BG (m)        | FR        | FAR         | BG (m)    | FR    | FAR |
| VAR+EO         | 1.42          | 0.01      | 0.47        | 0.41      | <0.01 | 0.28 |
| VAR+E          | 1.65          | <0.01     | 0.49        | 0.56      | ≈0.00 | 0.33 |
| VAR            | 0.68          | 0.09      | 0.37        | 0.15      | 0.33  | 0.09 |

Table 2: Evaluation of horizontal and vertical protection levels from our approach. We compare protection levels computed by our best performing model using DNN variance, epistemic uncertainty and outlier weighting (VAR+EO), DNN variance and epistemic uncertainty (VAR+E) and only DNN variance (VAR) epistemic uncertainty. Incorporating epistemic uncertainty results in lower failure rate, while incorporating outlier weights reduces bound gap and false alarm rate.
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