Ergonomic Guidelines of Head-Up Display User Interface during Semi-Automated Driving
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Abstract: Self-driving vehicles are emerging as a result of technological advances, and the range of human behavior is expanding. The collateral information on driving is increasing, and head-up displays (HUDs) can be coupled with augmented reality displays to convey additional information to drivers in innovative ways. Interference between the actual driving environment and the displayed information can cause distractions. Research is required to find out what information should be displayed and how to properly display it considering the number of information, as well as the location and arrangement of the HUD. This study aims to examine the types of HUD information presentation that enhance the driver’s intuitive understanding. The first experiment identified which information affects drivers more in self-driving conditions in terms of error rate and importance. As a result, information that the drivers consider to be of greater importance or more relevant to their safety was selected. The level of HUD information complexity was assessed in the second experiment. The independent variables were the number of symbols, location of the HUD, and arrangement of the HUD. The results showed that the number of symbols was most affected and that fewer than six should be displayed. Besides, the arrangement of contents was more intuitive when a vertical alignment was used, and the main content should be placed in the center of the windshield area. Finally, ergonomic design guidelines of the information presentation type are proposed in this study.
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1. Introduction

From past research, a series of guidelines are available to identify human–machine interfaces and to improve the physical and cognitive usability of the product [1]. In particular, the automobile industry needs to simultaneously satisfy the driver’s safety and convenience with the special circumstances of the driving environment. With the recent convergence trend with information and communication technology, vehicles are being built with in-vehicle information systems (IVIS) and developed into an interactive communication medium between the vehicle and the driver in real-time, beyond the value of the mobility system [2]. As the development of in-vehicle information systems continues to expand the display area, which provides in-vehicle driving, entertainment, and convenient information, the need is increased for an intuitive and insightful content delivery interface for drivers [3-5].

The level of complexity of information displayed within the vehicle is increasing with the recent advances in self-driving vehicle technology [6]. Thus, the development of a head-up display (HUD) that delivers virtual images to the driver through media such as windshields is continuing, with the driver’s range of activities expanding and the display providing information on driving assistance,
entertainment, and driver-friendly functions. Due to the development of information and communication technology, the HUD emerged as a research topic for conveying virtual information to drivers through augmented reality (AR), such as preventing collisions between pedestrians and vehicles [7]. The HUD improves driving performance more than the head-down display (HDD) and has a higher preference [8,9]. The performance is also affected by the area and layout of the HUD and, trust, confidence, and predictability factors also tend to increase if the HUD is combined with speech and becomes multimodal [10,11]. This not only reduces the driver’s visual distractions but also improves cognitive judgment [12,13], whereas the overall market demand for HUD, which encompasses windshield and combiner types, is also on a steady rise [14].

With the development of IVIS, such as in-vehicle entertainment and driving assistance systems, the importance of the HUD, which assists the vehicle-to-driver interface, is increasingly being emphasized. However, in driving situations where visual elements are essential, the information provided during driving should be visually recognizable by the driver up to 90% and the display should be designed to inhibit the distraction of focus in complex systems and to prevent split attention [15,16]. Research was carried out providing systematic information on how to commercialize HUDs, human factors, etc. [17]. A study of the interface between the vehicle and the driver by applying AR, which provides an intuitive and immersive experience, showed that, although the challenge of perception problems should be solved in the HUD, it reduces response time and increases the likelihood of detecting other hazards [18–21]. HUD-based studies on some elements, such as left-turn and right-turn content, were conducted, but systematic guidelines that include diverse elements and that take safety into account are needed [22,23].

Therefore, if the in-vehicle display overlaps with road information during the driver’s process of accepting and manipulating information, an interface design is required to reduce the recognition errors of displayed images and minimize any obstacles to safe driving, such as distractions [24,25]. The HUD needs to be noted as an alternative to an ergonomic design that can provide more diverse information while reducing the divergence of the driver’s eyes. To present information considering safety and convenience, organized contextual information is required by type, and element studies related to structured contextual interfaces such as types, functions, and tasks must precede specific visualizations [26,27].

2. Research Objectives

The aim of this study is an evaluation of the complexity of information presentation determined by design factors such as the number of information, area of the HUD, and arrangement of the HUD. The ergonomic design guidelines of the HUD are assessed in terms of the driver’s performance and workload. The derived guidelines are utilized to construct an interaction method to be used in the future for windshields, whereby the driver remains aware of the driving situation.

This study investigates the complexity of how automotive HUDs are displayed in the windshield. The study was conducted in four stages, as shown in Figure 1. In detail, it was undertaken sequentially by researching HUD contents through literature and market reviews, conducting the first test of selecting information objects to be displayed, while performing the second test on the number of information, area of the HUD, and arrangement of the HUD, as well as drawing out the display method guidelines for the final selected information.

Before the full-scale experiment, a total of 44 factors were selected with 14 factors related to urgency, 14 factors related to general driver information (GDI), and 16 factors related to IVIS based on the automobile market survey and literature survey considering regions such as Europe, Asia, and the Americas. Selected information was firstly selected with a high frequency of investigation in the existing literature [28–32]; however, even though the frequency of the investigation was small, additional information that had a significant safety concern was included.

The purpose of the first experiment was to select the information content displayed on the HUD. The second experiment sought to identify how design variables related to the HUD, including the number of information, area of the HUD, and arrangement of the HUD, affected the driver’s response.
3. First Experiment

3.1. Method

3.1.1. Participants

A total of 21 experimental participants were used to conduct the first test, aged 20 to 54, who mainly drive. They consisted of 12 males and nine females, and the average age was 29.57 (SD = 5.29) years old. All of the participants can drive, had a driver’s license, and had satisfactory eyesight and hearing to do this test. Experimental participants were also recruited to have more than two years of driving experience, and the average driving experience for participants was 5.86 years (SD = 4.51). Furthermore, all participants were given enough time to practice in advance.

3.1.2. Apparatus

The environment configured for the first test consisted of a driver-centered driving environment through Gridspace’s Driving Simulator Equipment GDS-Driving 300/L Model, as shown in Figure 2. Three 43-inch monitors and a 17-inch touchscreen controller, an automatic shift lever, pedals, and gears were built for the experimental environment.

Figure 1. Research flow.

Figure 2. Driving simulator employed in experiment.
3.1.3. Experimental Design

The kind of information that can be displayed on the HUD was selected as the design variable for the experiment. The 44 factors selected based on literature research and market research were re-selected based on the frequency and important issues of safety. As a result, a total of 24 factors were selected for urgency, GDI, and IVIS information, as shown in Table 1. Each factor referred to icons or pictorial shapes used in various regions, including North America, Europe, and Asia, and they were finally presented after being reproduced by visual designers. Each image was redesigned through the designer after referring to properties such as the color and contrast of the ISO standard [33], reviewing the images used in the classification system in the study of the Tretten et al. [7], and considering the images currently used by various automotive manufacturers in various countries.

Table 1. Categorization of factors

| No. | Urgency | GDI (General Driver Information) | IVIS (In-Vehicle Information System) |
|-----|---------|----------------------------------|--------------------------------------|
| 1   | Low window washer fluid | Speedometer | Excessive speed status |
| 2   | Low fuel level | Trip computer | Lane change help |
| 3   | Engine stall | Outside temperature | Road image at night or poor weather conditions |
| 4   | Oil pressure | Cruise control | External speed control |
| 5   | Anti-lock braking system (ABS) failure | Multimedia | Road hinders image |
| 6   | Low tire pressure | Phone | Navigator |
| 7   | Door is ajar | Buckle seatbelt reminder | Video of passengers |
| 8   | Malfunctioning light bulb | Which door is ajar | Status of driver |

Error rates and importance were chosen as the dependent variables for assessing the driver’s response. The driver’s error rate for information recognition was defined as the rate of frequency at which the driver failed to respond to the information properly or respond when the contents were presented on the windshield while driving.

In addition, importance was defined as the importance level the driver felt for each factor after performing the task of responding when the information was presented on the windshield while driving. The importance was measured as a seven-point Likert scale taking into account the functional aspects of both driving and non-driving situations.

3.1.4. Experimental Procedure

The procedure for the first experiment was as follows: at first, the purpose of the study and the main tasks were explained to the participants. The participant highlighted various factors when a total of 24 items were displayed while driving. Next, the error rate and importance level were measured when participants responded to each factor displayed sequentially while driving. Then, a post-interview was conducted to collect subjective data. The error rate was measured as the frequency ratio of cases which were correctly recognized when information was presented on the windshield. The importance level was assessed as the extent to which the driver felt each factor was important after performing the task. Each of the eight factors of Urgency, GDI, and IVIS classification systems was evaluated once, and all participants were given sufficient prior practice time.

3.2. Results of First Test

3.2.1. Error Rate

The error rate of information in the IVIS classification was relatively higher compared to other classifications. Among them, over-speed status indication (error rate: 0.24), road image display at
night or in bad atmospheric conditions (error rate: 0.10), and speed control considering the external environment (error rate: 0.33) were found to be high because of their complex level even within IVIS. For information within the GDI classification, the error rates for trip computers (error rate: 0.10) and cruise control (error rate: 0.10), where information complexity is relatively high, were high compared to other classifications. In the urgency category, for features with the high complexity of information, the driver’s mind was not perfectly matched, resulting in a high error rate for oil pressure (error rate: 0.14) and low tire pressure (error rate: 0.10).

3.2.2. Importance Level

Analysis of variance (ANOVA) was performed to determine whether each factor was meaningful in terms of the importance level. The results showed that statistically significant differences for each factor were found ($p < 0.001$). Furthermore, the results of the analysis of importance of each classified factor showed that the information in the urgency group related to safety was relatively important, with a closer relationship to safety denoting higher importance as shown in Figure 3. Factors in the GDI group also showed that safety-related information was more important than additional functions such as multimedia or telephone functions. Finally, in the case of information in the IVIS group, safety-related factors were also found to be relatively important.

![Figure 3. Importance level for each factor](image)

4. Second Experiment

4.1. Method

4.1.1. Participants

A total of 12 experimental participants were used to conduct the second test, aged 20 to 54, who mainly drive. They consisted of nine males and three females, and the average age was 27 (SD = 4.31) years old. All of the participants were able to drive, had a driver’s license, and had satisfactory eyesight and hearing to do this test. Experimental participants were also recruited to have more than two years of driving experience, and the average driving experience for participants was 6.5 years (SD = 5.14). Four participants had the experience with using an HUD.
4.1.2. Apparatus

The driving environment configured for the second test was the same as the driving simulator used in the first test.

4.1.3. Experimental Design

Experimental Variables

The variables, including the number of information, area of the HUD, and arrangement of the HUD, were selected as the main experimental variables affecting the search for driver information on the windshield. The display area of the HUD was composed of three levels, taking into account the degree of information access effort (IAE) required to change the attention from one area of interest (AOI) to another [24]. As shown in Figure 4, the area variables, defined as left (area 1), middle (area 2), and right (area 3) in this experiment, were positioned horizontally 20 cm apart, relative to the center area. The area in which each of the alternatives in this experiment was presented was established to account for the characteristics that can be perceived only by eye movements, given the effort for visual attention.

Figure 4. Classification for areas of head-up display (HUD).

In this study, it was assumed that the arrangement of information on the windshield would also affect the visual search response. Based on prior research and market research, it was divided into two array levels [31,32]. In the previous experiment, the characteristics of the information related to urgency were usually referenced to the vertical arrangement in the left-hand area, while those related to GDI or IVIS were relatively diverse. In this experiment, information related to urgency, as shown in Figure 5, was applied with a left vertical arrangement, and the information related to GDI and IVIS was applied with a horizontal and vertical arrangement. Therefore, information related to GDI and IVIS, incorporating this difference, was arranged in two levels, either vertically (arrangement 1) or horizontally (arrangement 2).

Figure 5. Classification for arrangement of HUD.

The level of the number of information in this experiment allowed defining three levels for information quantity, as shown in Table 2. In detail, the total amount of information at level 1 consisted of three factors, including one each for urgency, GDI, and IVIS classifications. The total amount of information at level 2 consisted of six factors, with two each for the urgency, GDI, and
IVIS categories. Finally, the total amount of information at level 3 consisted of nine factors, with three each for urgency, GDI, and IVIS classifications. Therefore, the amount of information included three, six, and nine factors for each level. An example of an alternative display in a real experiment is shown in Figure 6.

| The Level of the number of information | Total factor quantity | Urgency | GDI | IVIS |
|---------------------------------------|-----------------------|---------|-----|------|
| 1                                     | 3                     | 1       | 1   | 1    |
| 2                                     | 6                     | 2       | 2   | 2    |
| 3                                     | 9                     | 3       | 3   | 3    |

**Figure 6.** Three levels of information.

Dependent Variables

The response time in this experiment was defined as the time it took to recognize the information. When alternative information was presented to the driver’s windshield, this variable was determined by measuring the time it took the driver to respond verbally after recognizing the displayed object. In this experiment, sophistication was added in such a way that the controller automatically recorded the time until the respondent’s oral response. Since a change in the number of questions could affect the workload in itself, the number of questions regarding each function was fixed at three per round. The participants were expected to respond with the function name for each question, including factors for urgency, GDI, and IVIS classifications. The modified Cooper–Harper handling scale (MCH) was applied to measure the subjective workload felt by participants [34]. The MCH has a scale of 10 degrees, with larger values denoting greater difficulty. Specifically, a rating of 9–10 requires a redesign because it is difficult to easily accommodate the displayed information, a rating of 6–8 requires improvement in the information displayed to analyze the situation, and a rating of 3–5 requires minor improvement in the information displayed to facilitate decision-making. Lastly, a rating of 1–2 describes a level where information can be displayed to help make decisions.

4.1.4. Experimental Procedure

The procedure for the second experiment was firstly described to the participants, along with the purpose of the study and its main tasks, before conducting the designated tests. This task involved identifying and responding to the designated information on the windshield during each round while driving. Next, data on the response time and subjective workload for the task were collected, along with a post-interview. The order of experiments was counterbalanced randomly and repeated 18 times according to the combination of the level of independent variables for each participant (the number of information (3) × area of the HUD (3) × arrangement of the HUD (2)). In addition, five minutes of rest were granted every 30 min to remove the effect of fatigue caused by repeated performance.

4.2. Results of Second Test
4.2.1. Reaction Time

To determine if each design variable for the reaction time was significant, repeated measures (RM)-ANOVA was performed. Mauchly's spherical test results showed that the significance of the number of information, area of the HUD, and the arrangement of the HUD was greater than 0.05. Therefore, a single-variable analysis should be applied, because the experiment satisfied the sphericity requirement. The RM-ANOVA results were found to have significant differences in the number of information, area of the HUD, and arrangement of the HUD at a significance level of 0.05, as presented in Table 3. Interactions between factors were shown to be insignificant.

Table 3. Repeated measures (RM)-ANOVA results for response time.

| Source                                      | SS     | df | MS    | F      | p      |
|---------------------------------------------|--------|----|-------|--------|--------|
| The number of information                   | 149.807| 2  | 74.904| 115.691| <0.000** |
| Area of HUD                                 | 6.001  | 2  | 3.000 | 5.037  | 0.016*  |
| Arrangement of HUD                          | 12.097 | 1  | 12.097| 34.612 | <0.000** |
| The number of information × area of HUD     | 1.193  | 4  | 0.298 | 0.658  | 0.625   |
| The number of information × arrangement of HUD| 0.383  | 2  | 0.192 | 0.566  | 0.576   |
| Area of HUD × arrangement of HUD             | 0.285  | 2  | 0.143 | 0.807  | 0.459   |
| The number of information × area of HUD × arrangement of HUD | 0.793  | 4  | 0.198 | 0.833  | 0.511   |

* Significant at α = 0.05, ** Significant at α = 0.01

Firstly, the results for the response time according to the level of the number of information and area of HUD are shown in Figure 7. Responses tended to slow down as the amount of information increased. In the case of the area of HUD, one of the design variables, the response was speedy when area 2, and areas 1 and 3 were relatively slow. The response time between the two areas was also shown to be similar. If the number of information is less than three, it is advisable to present the information in area 2. Additionally, if the number of information is less than six, the main information may be placed in area 2, and the remaining sub-information may be placed in area 1 or area 3.

![Figure 7](image-url)  
**Figure 7.** Reaction time according to the level of the number of information and area of HUD.

Next, the results for the response time according to the arrangement of HUD and the level of the number of information are shown in Figure 8. As the amount of information increased, driver response tended to slow down. For the arrangement of HUD design variable, it was shown that the responses were slow with arrangement 2 and fast with arrangement 1. With regard to the number of
information, fewer than six were found to be appropriate, whereas the arrangement of the HUD should be arranged in arrangement 1 rather than in arrangement 2.

![Graph](image)

**Figure 8.** Reaction time according to the level of the number of information and arrangement of HUD.

### 4.2.2. Subjective Workload

To determine if each design variable for the subjective workload was significant, RM-ANOVA was performed. Mauchly’s spherical test results showed that the significance of the level of the number of information, area of the HUD, and arrangement of the HUD was greater than 0.05. Therefore, a single-variable analysis should be applied, because the experiment satisfied the sphericity requirement. The RM-ANOVA results were found to have significant differences in the level of the number of information, area of the HUD, and arrangement of the HUD at a significance level of 0.05, as presented in Table 4. Interactions between factors were shown to be insignificant.

| Table 4. RM-ANOVA results for subjective workload. |
|---------------------------------|----------|----------|-----|-----|
| Source                          | SS       | df       | MS  | F   | p    |
| The number of information       | 144.009  | 2        | 72.005 | 138.529 | <0.000** |
| Area of HUD                     | 9.509    | 2        | 4.755 | 3.883 | 0.036* |
| Arrangement of HUD              | 5.671    | 1        | 5.671 | 5.037 | 0.046* |
| The number of information × area of HUD | 2.102 | 4        | 0.525 | 2.143 | 0.091 |
| The number of information × arrangement of HUD | 0.898 | 2        | 0.449 | 1.370 | 0.275 |
| Area of HUD × arrangement of HUD | 0.454    | 2        | 0.227 | 0.576 | 0.570 |
| The number of information × area of HUD × arrangement of HUD | 1.435 | 4        | 0.359 | 1.464 | 0.230 |

* Significant at $\alpha = 0.05$, ** Significant at $\alpha = 0.01$

Firstly, the results for the subjective workload according to the number of information and area of HUD are shown in Figure 9. Subjective workload tended to increase as the amount of information increased. With regard to the area of HUD, the subjective workload was relatively low in area 2, while it was relatively high in areas 1 and 3. Furthermore, the subjective workload between the two areas was shown to be similar. Fewer than six information is appropriate to display, whereas area 2 or area 3 can be used if there is fewer than three information. Moreover, if the number of information is fewer than six, the main information may be placed in area 2, while the remaining sub-information may be placed in area 1 or area 3.
Next, the results for the subjective workload according to the arrangement of HUD and level of the number of information are shown in Figure 10. As the amount of information increased, subjective workload tended to increase. For the arrangement of HUD design variable, the workload was shown to be high with arrangement 2, while the workload was small with arrangement 1. Fewer than six information was found to be appropriate, and it was recommended that the arrangement of the HUD should feature one layout rather than two.

5. Discussion

Although HUD-related technologies are becoming increasingly commercialized, they should be presented in appropriate areas, taking into account the specific nature of the driving situation and driver safety. Therefore, the HUD area should be classified to include restricted and expandable areas, not limited to the optimal layout, and this should be applied in an informational manner that is intuitive for the driver and reduces the workload of drivers. Issues concerning the safety of HUDs, such as focal distance or external object perception, as well as object-road and object-object overlap,
can have a significant negative impact. Therefore, HUD usability studies should be conducted within appropriate methodological paradigms and experimental designs. Moreover, AR still faces a number of technical challenges, and human factors should also be addressed [35,36].

The concept of HUDs was raised for decades, but they were found to be difficult to apply to vehicles other than airplanes [37]. The safety benefits of HUDs are generally small, and, in some instances, HUDs produce poorer performance [38]. After the evolution of self-driving technology, image display through AR has the potential to enhance road safety, induce intuitive driving activities, and improve driving experience. However, the AR technology level, applicable area, luminance, etc. should be more developed. Relevant studies are still being performed through driving simulators rather than in a real road environment [38–40]. Based on past research, it is important to consider driver safety and visual distractions in HUD design [37]. Relevant studies on the display area of HUD information also examined the driver’s response to each HUD area and provided design guidelines for the driver’s preferred area. Several prior studies analyzed driver response time and preference changes depending on the display area of the warning image presented on the HUD [41]. Summing up the results of the HUD preference areas presented in the relevant study showed that areas in the left and right directions, with the driver’s seat as the reference center, performed well and were preferable. These results were consistent at a certain level in terms of the results and trends derived from this study. However, unlike several previous studies that identified differences in driver preference depending on the location of the HUD image, the study in Park et al. [24] showed that performance in the lower left or lower right areas was found to be relatively low after considering detailed investigation results specific to the driver’s windshield; thus, this study applied three horizontal areas.

For this reason, the task presented in this study firstly involved recent information considering technology trends in semi-automated driving situations, resulting in a difference in difficulty compared to the situation of staring at simple roads, as applied in previous studies. This presented a difference with existing studies using simple or fixed forms of visual images, such as warning displays. For example, the study in Park et al. [41] looked at changes in driver preference depending on the location of the HUD image by performing object navigation and selection on a single-line scrolling list while driving. However, this study provided the driver with a more interactive situation with a task difficulty that appropriately reflects the variability of driver distraction to the same extent as an actual driving situation, while not interfering with the road operation.

On the other hand, in experiments that gave drivers warning signs and recognized responses, such as the study by Morita et al. [42], the middle area was found to be optimal to perform object navigation and selection, although areas below 4°–5° were most preferred compared to the middle area. This result was consistent with the optimal area, i.e., the middle area, found in the study of HUD speedometer recognition and control by aircraft pilots [43]. Thus, as cognitive workload increases, the middle area can be interpreted as optimal. Next, there were differences in results depending on whether the task was assigned only on the driver-side windshield area. Considering only the driver-side windshield area, a more spatial, specific area investigation is possible, and the accuracy of the task itself can be increased by minimizing driver distraction. Wittmann et al. [44] revealed that the preferred range was not derived at various levels when the range of areas on the driver’s side was addressed in a wider area than the windshield. The results of another study [7] that dealt only with driver-side windshield areas showed that the preferred area is not only in the middle but also along the horizontal axis, resulting in similar results to those of this study.

The HUD design guidelines we presented were tested by assuming that the information is basically provided in self-driving mode only. In our previous study [24], classifying the area of the HUD in semi-automated driving conditions showed that using horizontal central areas does not cause usability problems for the driver’s response. The tendency to increase the search time as more objects were found was similarly considered [45,46]. Therefore, this study, which examined the complexity of how displays with multiple content are presented, arrayed three to nine information per area to maintain a certain level of difficulty in the experimental task without driving overload. Previous studies [47–49] found that the use of an HUD increases subjective safety but does not cause
excessive distraction, and that the actual response time for speed limit tasks was better derived. Furthermore, relevant studies [50,51] showed that various information resources are more accessible to drivers than when using an HDD (head-down display). The comparison analysis was conducted by focusing on using the HUD under both low and high driving workload [52]. Specifically, the driver’s response using the HUD was better in terms of vehicle control behavior (i.e., variance in steering wheel angle and mean lateral lane position) and the driver’s attention demands (i.e., variance in lateral acceleration).

A review of how information is presented, including visual elements of the HUD, such as location, arrangement, and color, showed that a two-dimensional image of distance intuitively provided to the driver has a low workload [53]. A leading study of information types and levels of numbers in the HUD showed more than double the response time as the number increased from four to seven [13,47]. In this study, the number of information was fewer than six, showing similar results. A study looking at the display area and arrangement [54] placed driving-related content on the driver-side windshield and multimedia functions such as the Internet on the central windshield. In this study, the scope of the area was limited to the driver-side windshield; thus, the main content was placed in area 2 and other content was placed in area 1 and area 3. In addition, this study confirmed the result of similar workload occurring between areas 1 and 3. Furthermore, some studies examined the perception of the size and arrangement of the information displayed in the HUD [55]; however, the priority or influence degree of the levels of the information, area, and arrangement was different from this study, because it was difficult to grasp. In particular, with regard to the arrangement of the HUD, the final selection of the vertical and horizontal type was made by considering the different arrangement methods investigated by Cho et al. [31]. Thus, the selected information in this study showed that the vertical type was slightly better than the horizontal type. However, the arrangement factor was less influential than the other design variable, i.e., the amount of information. This result could be changed depending on the type of information.

There were some limitations of this study. Not all of the design variables affecting the driver were considered in this study, as the level of display, optics, and information and communication technologies are constantly evolving; thus, some issues that are affected by technology trends when it comes to the degree of practicability of complexity for their expression were not considered. Next, the restriction of distraction with respect to the driver’s eyes increases the accident rate after 1.5 to 2 s; thus, it is not feasible to immediately increase the display complexity when self-driving technology is not sufficiently advanced [56]. Because this experiment was conducted on a driving simulator, we made an effort to mirror the environment using a windshield in a real vehicle. To verify the effect of individual difference, a statistical analysis of gender effect was conducted. The results of the t-test showed that the effect of the gender group on response time was not statistically significant ($p = 0.131$). The average response times for men and women were $4.21 \pm 1.11$ and $3.96 \pm 0.98$, respectively. This study focused on the derivation of general design guidelines for HUDs. Although this experiment was performed in a highway driving environment, other factors such as traffic density or road conditions should be further considered.

Depending on the preference of the driver’s level of information acceptance, the information displayed in the HUD may receive a negative response. To address this, an adaptable interface design should be introduced to take into account the factors that can inspire user experience by considering those who prefer low information acceptance [57,58]. The adaptable interface design can be appropriately considered for intuitiveness and safety, which familiarizes the driver with the context for vehicle information. For example, it is more necessary to facilitate drivers with GDI and IVIS than urgent information. Thus, adaptive interfaces should be provided to fulfill the type of information and the extent of driver acceptance. Although this study classified the information in terms of urgency, GDI, and IVIS based on the literature review, there may be more diverse dimensions such as severity or infotainment. Moreover, further studies of HUD representation require an ongoing review to identify priorities for design variables and to highlight upcoming technical situations reflecting AR.
6. Conclusions

The detailed results of this study were as follows: firstly, when considering the proper area of the windshield, the design variable showed that the level of the number of information displayed has a greater effect than the area of the HUD or the arrangement of the HUD. The number of information presented should be fewer than 6. Furthermore, the main information should be presented on the driver’s central side, and the sub-information should be displayed on the left and right sides of the driver’s horizontal area of the windshield. As for the arrangement method, vertical arrangements were found to be more intuitive to the driver than horizontal ones. However, since its influence degree was lower than that of the level of the number of information, the information should be selected based on the arrangement of the HUD according to its attributes.

The results of this study are expected to be a basic representation of the proper area classification and complexity of display methods when HUD information is displayed to drivers in a vehicle. In addition, road environment variables and more diverse information should be continuously reviewed using equipment such as eye trackers. Therefore, it is necessary to study the mode of display presentation considering the driver’s response and distraction in actual vehicles. Further research is also required to take into account a wider variety of scenarios and information presentation methods applicable in future operational situations.
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