ROSAs: Robust sparse adaptive channel estimation in the presence of impulsive noises
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Abstract

Based on the assumption of Gaussian noise model, conventional adaptive filtering algorithms for reconstruction sparse channels were proposed to take advantage of channel sparsity due to the fact that broadband wireless channels usually have the sparse nature. However, state-of-the-art algorithms are vulnerable to deteriorate under the assumption of non-Gaussian noise models (e.g., impulsive noise) which often exist in many advanced communications systems. In this paper, we study the problem of ROBust Sparse Adaptive channel estimation (ROSA) in the environment of impulsive noises using variable step-size affine projection sign algorithm (VSS-APSA). Specifically, standard VSS-APSA algorithm is briefly reviewed and three sparse VSS-APSA algorithms are proposed to take advantage of channel sparsity with different sparse constraints. To fairly evaluate the performance of these proposed algorithms, alpha-stable noise is considered to approximately model the realistic impulsive noise environments. Simulation results show that the proposed algorithms can achieve better performance than standard VSS-APSA algorithm in different impulsive environments.
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1. **Introduction**

Broadband transmission is becoming more and more important in advanced wireless communications systems [1]–[3]. The main impairments to the systems are due to multipath fading propagation as well as additive noise interferences. Hence, accurate channel state information (CSI) is required for coherence detection [1]. Based on the assumption of Gaussian noise model, channel estimation has been extensively studies in the literatures [4]–[8]. For example, to solve the problem of iterative interference cancellation in orthogonal frequency division multiplexing (OFDM) systems using training sequence as the guard interval, [4] proposed a smart solution using a small part of interference-free region within the training sequence to reconstruct the high-dimensional channel under the framework of compressive sensing, where interference cancellation can be completely avoided. Another elegant solution is that the temporal correlation of wireless channels can be integrated into the sparse channel model to generate multiple sparse channel vectors to be simultaneously reconstructed with further improved performance [5]. A well-known example is that sparse channel estimation can be also applied to the emerging massive multiple-input multiple-output (MIMO) to reduce the required channel training overhead [6],[7]. In addition, adaptive filter theory based second-order statistics based least mean square (SOS-LMS) algorithm has been widely used to estimate channels due to its simplicity and robustness [8]. However, the performance of SOS-LMS is vulnerable to deteriorate by impulsive interferences in aforementioned communications systems [9]. Such impulsive noise, which results from natural or man-made electromagnetic waves, usually has a long tail distribution and violates the commonly used Gaussian noise assumption [10]. To intuitively illustrate the distribution of impulsive noise, we consider an alpha-stable noise model which is used to describe impulsive interferences [9]. As a typical example, Fig. 1 demonstrates the distribution differences between impulsive and Gaussian noises.

To mitigate the harmful interferences, it is necessary to develop robust channel estimation algorithms. Based on the assumption of dense finite impulse response (FIR), recently, several effective adaptive channel estimation algorithms have been proposed to achieve the robustness
against impulsive interferences [11]–[13]. In [11], variable step-size (VSS) sign algorithm based adaptive channel estimation was proposed to achieve performance gain. In [12], an standard VSS affine projection sign algorithm (VSS-APSA) was proposed and its improved version was also proposed in [13]. However, FIR of real wireless channel is often modeled as sparse or cluster-sparse and hence many of channel coefficients are zeros [14] [15]. Hence, the state-of-the-art algorithms do not exploit sparse channel structure information and there are some performance gain could be obtained if we can develop advanced adaptive channel estimation methods.

In this paper, we propose three sparse VSS-APSA algorithms by adopting three sparse constraint functions, i.e., zero-attracting (ZA) [16], reweighted zero attracting (RZA) [16] and reweighted $\ell_1$-norm (RL1) [17], to exploit channel sparsity as well as to mitigate impulsive interferences. Our contribution of this paper can be summarized as follows. First, cost function of zero-attracting VSS-APSA (ZA-VSS-APSA) is constructed and the corresponding update equation is derived. Second, reweighted zero-attracting VSS-APSA (RZA-VSS-APSA) and reweighted $\ell_1$-norm VSS-APSA (RL1-VSS-APSA) are developed as well. Third, strength of three sparse constraints is compared. At last, several representative simulation results are provided to verify the effectiveness of the proposed algorithms.

Fig. 1. Example of two noise models: impulsive noise vs. Gaussian noise.
The rest of the paper is organized as follows. Section 2 introduces an alpha-stable impulsive noise based sparse system model and find out the drawbacks of standard VSS-APSA. Based on sparse channel model, we propose three sparse VSS-APSA algorithms in Section 3. In Section 4, computer simulations are provided to validate the effectiveness of the propose algorithms. Finally, Section 5 concludes the paper and brings forward the future work.

2. System model and problem formulation

Let us consider an additive alpha-stable noise interference channel, which is modeled by the unknown $N$-length finite impulse response (FIR) vector $\mathbf{w} = [w_0, w_1, \ldots, w_{N-1}]^T$. The ideal received signal is expressed as

$$d(n) = \mathbf{x}^T(n)\mathbf{w} + z(n)$$

(1)

where $\mathbf{x}(n) = [x(n), x(n-1), \ldots, x(n-N+1)]^T$ is the input signal vector of the $N$ most recent input samples and $z(n)$ is a $\alpha$-stable noise. At the time $t$, the characteristic function of alpha-stable process $p(t)$ is defined as

$$p(t) = \exp\{j\delta t - \gamma |t|^\alpha [1 + j\beta \text{sgn}(t)S(t, \alpha)]\}$$

(2)

where

$$S(t, \alpha) = \begin{cases} \tan(\alpha \pi/2), & \text{if } \alpha \neq 1 \\ (\pi/2) \log(t), & \text{if } \alpha = 1 \end{cases}$$

(3)

Here, $\alpha \in (0, 2]$ denotes the characteristic exponent to measure the tail heaviness of the distribution, i.e., smaller $\alpha$ indicates heavier tail and vice versa. One can find that the Gaussian process is a special case of alpha-stable noise when $\alpha = 2$. $\gamma > 0$ represents the dispersive parameter to act a similar role to the variance of Gaussian distribution; $\beta \in [-1, 1]$ denotes the symmetrical parameter which controls symmetry scenarios about its local parameter $\delta$. Throughout noise is symmetrical in the case of $\beta = 0$ as well as $\delta = 0$. The objective of the adaptive channel estimation is to perform adaptive estimate of $\hat{\mathbf{w}}(n)$ with limited complexity and
memory given sequential observation \( \{d(n), x(n)\} \) in the presence of additive noise \( z(n) \). We define the a prior output error vector, and the a posteriori output error vector as

\[
e(n) = d(n) - x^T(n)\tilde{w}(n) \tag{4}
\]

\[
e_p(n) = d(n) - x^T(n)\tilde{w}(n + 1) \tag{5}
\]

where \( \tilde{w}(n) \) is the estimator of \( w_0 \) at iteration \( n \). The standard VSS-APSA is derived by minimizing the \( \ell_1 \)-norm of the a posteriori output vector with a constraint on the weight coefficients vectors, as

\[
\minimize_{\tilde{w}(n+1)} \|e_p(n)\|_1 \tag{6}
\]

subject to \( \|\tilde{w}(n + 1) - \tilde{w}(n)\|_2^2 \leq \mu^2 \)

where \( \mu \) is a parameter used to guarantee that the weight coefficient vectors do not change abruptly. This constrained minimization problem can be solved using the Lagrange multipliers with the constraint (6). The minimum disturbance \( \varepsilon \) controls the convergence level of the algorithm and it shall be as small as possible. Using the method of Lagrange multipliers, the unconstrained cost function \( G_s(n + 1) \) can be obtained by combining (5) and (6),

\[
G_s(n) = \|e_p(n)\|_1 + \beta(\|\tilde{w}(n + 1) - \tilde{w}(n)\|_2^2 - \mu^2) \tag{7}
\]

where \( \beta \) is a Lagrange multiplier. The derivative of the cost function (7) with respect to the weight vector \( \tilde{w}(n + 1) \) is

\[
\frac{\partial G_s(n)}{\partial \tilde{w}(n)} = -sgn\left(e_p(n)\right)x(n) + 2\beta(\tilde{w}(n + 1) - \tilde{w}(n)) \tag{8}
\]

where \( sgn(\cdot) \) denotes the sign function. Setting the derivative of \( G_s(n + 1) \) equal to zero, the updating equation of standard VSS-APSA is obtained as

\[
\tilde{w}(n + 1) = \tilde{w}(n) + \frac{1}{2\beta}x(n)sgn\left(e_p(n)\right) \tag{9}
\]

Substituting (9) into (8), one can get

\[
\frac{1}{2\beta} = \frac{\mu}{\sqrt{sgn\left(e_p^T(n)\right)x^T(n)x(n)sgn\left(e_p(n)\right)}}
\]

\[
= \frac{\mu}{\|x(n)\|_2} \tag{10}
\]
with respect to the weight. Hence, substituting (10) into (9), the weight coefficient vector of the standard VSS-APSA is given recursively using the following update equation

$$\tilde{w}(n+1) = \tilde{w}(n) + \frac{\mu}{\|x(n)\|_2 + \delta_0} x(n) \text{sgn} \left( e_p(n) \right)$$

where $\mu$ and $\mu(n)$ act as initial step-size (ISS) and variable step-size, respectively, and $\delta_0 > 0$ denotes a regularization parameter. One can find that the $\mu(n)$ in (11) depends on the input signal $x(n)$ and $\delta_0$. Even though the above algorithm in (11) can mitigate the impulsive interference, sparse structure in channel could not be exploited for neglecting sparse constraint on update channel vectors.

3. Proposed sparse VSS-APSA algorithms

3.1. Optimal sparse VSS-APSA with $\ell_0$-norm sparse constraint

To fully take advantage of channel sparsity, optimal sparse constraint function (i.e., $\ell_0$-norm) is considered for sparse VSS-APSA algorithm for estimating channels in impulsive interference environments. With a constraint on the weight channel coefficients vectors, hence, the optimal sparse VSS-APSA is derived by minimizing the affine combination of $\ell_1$-norm a posteriori output vector and $\ell_0$-norm updating channel vector as

$$\minimize_{\tilde{w}(n+1)} \|e_p(n)\|_1 + \lambda_0 \|\tilde{w}(n)\|_0$$

subject to $\|\tilde{w}(n+1) - \tilde{w}(n)\|_2^2 \leq \varepsilon^2$

where $\|\cdot\|_0$ represents $\ell_0$-norm function and $\lambda_0$ denotes the regularization parameter to trade off the instantaneous estimation error and $\ell_0$-norm sparse penalty of $\tilde{w}(n+1)$. In the perspective of mathematical theory, adopting the $\ell_0$-norm as for sparse constraint function could exploit maximal sparse structure information in channels. However, by solving the $\ell_0$-norm is a NP-hard (non-deterministic polynomial-time hard) problem [18]. Hence, it is necessary to replace it with approximate sparse constraints so that (12) can be solvable. In the subsequent, we propose three alternative sparse adaptive filtering algorithms, i.e., ZA-VSS-APSA, RZA-VSS-APSA as well as RL1-
VSS-APSA, to exploit the channel sparsity as well as to mitigate the impulsive interferences simultaneously.

### 3.2. ZA-VSS-APSA

According to (12), one can replace the $\ell_0$-norm sparse constraint with $\ell_1$-norm function [19] and then construct the cost function of ZA-VSS-APSA as follows:

$$G_{za}(n) = \|e_p(n)\|_1 + \lambda_{za}\|\bar{w}(n)\|_1 + \beta(\|\bar{w}(n + 1) - \bar{w}(n)\|_2^2 - \varepsilon^2)$$  \hspace{1cm} (13)

where $\lambda_{za}$ denotes a regularization parameter to balance between estimation error and $\ell_1$-norm sparse constraint function of the $\bar{w}(n)$. The derivative of the cost function (13) with respect to the weight vector $\bar{w}(n)$ is

$$\frac{\partial G_{za}(n)}{\partial \bar{w}(n)} = -\text{sgn}(e_p(n))x(n) + \lambda_{za}\text{sgn}(\bar{w}(n)) + 2\beta(\bar{w}(n + 1) - \bar{w}(n))$$  \hspace{1cm} (14)

By means of (14), setting the derivative of $G_{za}(n)$ equal to zero, the update equation of ZA-VSS-APSA based sparse channel estimation method can be derived as

$$\bar{w}(n + 1) = \bar{w}(n) + \mu(n)x(n)\text{sgn}(e_p(n)) - \lambda_{za}/2\text{sgn}(\bar{w}(n))$$  \hspace{1cm} (15)

To analysis the update stability of proposed ZA-VSS-APSA, MSD performance is analyzed as follows.

### 3.3. RZA-VSS-APSA

It was well known that more strong sparse constraint could exploit sparsity more efficient [17]. This principle implies that channel estimation performance could be improved by using more efficient sparse approximation function even if in the presence of impulsive interferences. Hence, the cost function of RZA-VSS-APSA is written as

$$G_{za}(n) = \|e_p(n)\|_1 + \lambda_{rza}\sum_{i=0}^{N-1}\log(1 + \varepsilon_{rza}|\bar{w}_i(n)|) + \beta(\|\bar{w}(n + 1) - \bar{w}(n)\|_2^2 - \varepsilon^2)$$  \hspace{1cm} (16)

where $\lambda_{rza} > 0$ is a regularization parameter to balance the estimation error and sparsity of $\sum_{i=0}^{N-1}\log(1 + \varepsilon_{rza}\bar{w}_i(n))$. Likewise, the corresponding update equation can be derived as
\[
\bar{w}(n + 1) = \bar{w}(n) + \mu(n)x(n)\text{sgn}\left(e_p(n)\right) - \frac{\lambda_{\text{rz}}}{2} \frac{\text{sgn}(\bar{w}(n))}{1 + \varepsilon_{\text{rz}} |\bar{w}(n)|} \tag{17}
\]

where reweighted factor is set as \(\varepsilon_{\text{rz}} = 20\) [20] to exploit channel sparsity efficiently. In the second term of (16), please notice that estimated channel coefficients \(|\bar{w}_i(n)|\), \(i = 0, 1, \ldots, N - 1\) are replaced by zeroes in high probability if under the hard threshold \(1/\varepsilon_{\text{rz}}\). Hence, one can find that RZA-VSS-APSA can exploit sparsity and mitigate noise interference simultaneously.

### 3.4. RL1-VSS-APSA

Beside the RZA-type algorithm, RL1 minimization for adaptive sparse channel estimation has a better performance than L1 minimization that is usually employed in compressive sensing [17]. It is due to the fact that a properly reweighted \(\ell_1\)-norm approximates the \(\ell_0\)-norm, which actually needs to be minimized, better than \(\ell_1\)-norm. Hence, one approach to enforce the sparsity of the solution for the sparse VSS-APSA algorithms is to introduce the RL1 penalty term in third cost function as RL1-VSS-APSA which considers a penalty term proportional to the RL1 of the coefficient vector. The corresponding cost function can be written as

\[
G_{\text{rl1}}(n) = \|e_p(n)\|_1 + \lambda_{\text{rl1}}\|f(n)\bar{w}(n)\|_1 + \beta(\|\bar{w}(n + 1) - \bar{w}(n)\|_2^2 - \varepsilon^2) \tag{18}
\]

where \(\lambda_{\text{rl1}}\) is the weight associated with the penalty term and elements of the \(1 \times N\) row vector \(f(n)\) are set to

\[
[f(n)]_i = \frac{1}{\delta_{\text{rl1}} + |[\bar{w}(n)]_i|}, \quad i = 0, 1, \ldots, N - 1 \tag{19}
\]

where \(\delta_{\text{rl1}}\) being some positive number and hence \([f(n)]_i > 0\) for \(i = 0, 1, \ldots, N - 1\). The update equation can be derived by differentiating (18) with respect to the FIR channel vector \(\bar{w}(n)\). Then, the resulting update equation is:

\[
\bar{w}(n + 1) = \bar{w}(n) + \mu(n)x(n)\text{sgn}\left(e_p(n)\right) - \frac{\lambda_{\text{rl1}}}{2} \frac{\text{sgn}(\bar{w}(n))}{\delta_{\text{rl1}} + \bar{w}(n - 1)} \tag{20}
\]

Please notice that in Eq. (19), since \(\text{sgn}(f(n)) = 1_{1 \times N}\), hence one can get \(\text{sgn}(f(n)\bar{w}(n)) = \text{sgn}(\bar{w}(n))\). Note that although the weight vector \(\bar{w}(n)\) changes in every stage of this sparsity-
aware RL1-VSS-APSA algorithm, it does not depend on $\tilde{w}(n)$, and the cost function $G_{rl1}(n)$ is convex. Therefore, the RL1 penalized RL1-VSS-APSA is guaranteed to converge to the global minimization under some conditions.

![Sparse penalty strength in different sparse constraint functions.](image)

**Fig. 2.** Sparse penalty strength in different sparse constraint functions.

### 3.5. Evaluation the strength of of sparse constraints

To evaluate the sparse penalty strength of ZA, RZA and RL1, we define above three sparse penalty functions as follows:

\[
\zeta_{za} = \text{sgn}(\tilde{w}(n)) \quad (21)
\]

\[
\zeta_{rza} = \frac{\text{sgn}(\tilde{w}(n))}{1 + \varepsilon_{rza}|\tilde{w}(n)|} \quad (22)
\]

\[
\zeta_{rl1} = \frac{\text{sgn}(\tilde{w}(n))}{\delta_{rl1} + |\tilde{w}(n-1)|} \quad (23)
\]

where channel coefficients in $w$ are assumed in range $[-1,1]$. Considering above three sparse constraints in Eqs. (21)~(23), their sparse penalty strength curves are depicted in Fig. 2. One can find that ZA utilizes uniform sparse penalty to all channel coefficients in the range of $[-1,1]$ and
hence it is not efficient to exploit channel sparsity. Unlike the ZA (21), both RZA (22) and RL1 (23) make use of adaptively sparse penalty on different channel coefficients, i.e., stronger sparse penalty on zero/approximate zero coefficients and weaker sparse penalty on significant coefficients. In addition, one can also find that RL1 (23) utilizes stronger sparse penalty than RZA (22) as shown in Fig. 2. Hence, RL1-VSS-APSA can exploit more sparse information than both ZA-VSS-APSA and RZA-VSS-APSA on adaptive sparse channel estimation in the presence of impulsive interferences.

4. Computer simulations and discussions

In this section, the proposed channel estimation methods are evaluated in different impulsive environments. For achieving average performance, $M = 1000$ independent Monte-Carlo runs are adopted. The simulation setup is configured according to typical broadband wireless communication system in Japan. The signal bandwidth is 60MHZ located at the central radio frequency of 2.1GHz. The maximum delay spread of 1.06µs. Hence, the maximum length of channel vector $\mathbf{w}$ is $N = 128$ and its number of dominant taps is set to $K \in \{4,8,12\}$. To validate the effectiveness of the proposed methods, average mean square error (MSE) standard is adopted. Channel estimators are evaluated by average MSE which is defined by

$$\text{Average MSE}(\hat{w}(n)) = 10 \log_{10} \frac{1}{M} \sum_{m=1}^{M} \frac{\|\hat{w}^m(n) - \mathbf{w}\|_2^2}{\|\mathbf{w}\|_2^2} \quad (24)$$

where $\mathbf{w}$ and $\hat{w}(n)$ are the actual signal vector and reconstruction vector, respectively. The results are averaged over 1000 independent Monte-Carlo runs. Each dominant channel tap follows random Gaussian distribution as $CN(0, \sigma_w^2)$ which is subject to $E[\|\mathbf{w}\|_2^2] = 1$ and their positions are randomly decided within the $\mathbf{w}$. The received SNR is defined as $10\log(E_s/\sigma_n^2)$, where $E_s$ is the received power of the pseudo-random noise (PN)-sequence for training signal. In addition, to achieve better steady-state estimation performance, reweighted factor of RZA-VSS-APSA is set as $\varepsilon_{rza} = 20 \quad [20][21]$. Threshold parameter of RL1-VSS-APSA is set as $\delta_{rl1} = 0.01 \quad [22]$. Detailed parameters for computer simulation are given in Tab. 1.
**Tab. 1. Simulation parameters.**

| Parameters                                      | Values                                                                 |
|------------------------------------------------|------------------------------------------------------------------------|
| Training signal                                | Pseudo-random Gaussian sequence                                         |
| alpha-stable noise distribution                | $\alpha \in \{1.2, 1.8\}, \beta = 0, \gamma \in \{0.6, 1.2\}, \delta = 0$ |
| Channel length                                 | $N = 128$                                                              |
| No. of nonzero coefficients                    | $K \in \{4, 8, 12\}$                                                  |
| Distribution of nonzero coefficient            | Random Gaussian $CN(0, 1)$                                              |
| Regularization parameter for VSS-APSA          | $\delta_0 = 10^{-6}$                                                   |
| Received SNR for channel estimation            | $\{-5\text{dB}, 5\text{dB}\}$                                        |
| Initial step-size                              | $\mu = 0.1$                                                           |
| Regularization parameters for sparse penalties | $\lambda_{za} = 0.0004, \lambda_{rz_za} = 0.004$ and $\lambda_{rl_1} = 0.0001$ |
| Reweight factor of RZA-VSS-APSA                | $\epsilon_{rz_za} = 20$                                               |
| Threshold of the RL1-VSS-APSA                  | $\delta_{rl_1} = 0.01$                                                |

In the first example, average MSE performances of the proposed methods are evaluated for $K \in \{4, 8, 12\}$ in Figs. 3-5 under two SNR regimes ($-5\text{dB}$ and $5\text{dB}$). To confirm the effectiveness of the three proposed methods, they are compared with standard VSS-APSA [23]. One can find the proposed sparse VSS-APSA algorithms always achieve better performance with respect to average MSE. In the case of impulsive noise ($\alpha = 1.2, \beta = 0, \gamma = 0.6, \delta = 0$), our proposed algorithm can get at least 10dB performance gain according to the Figs. 3-4 for very sparse channel (e.g., $K = 4$ and $8$). While in low SNR regime (e.g. SNR = $-5\text{dB}$), Fig. 5 shows that the proposed algorithms can still get 3dB performance gain even if $K = 12$. Hence, the effectiveness of the proposed algorithms is confirmed in the case of different sparse channels under different SNR regimes.
In the second example, the proposed methods are evaluated in different impulsive interferences. It is well known that robust performance of proposed algorithms may depend highly on different impulsive interferences. Here, three kinds of impulsive interferences are considered in Figs. 6~8 to evaluate the average MSE of the proposed algorithms in the case of SNR = 5dB and $K = 8$. One can find that our proposed algorithms can achieve a lot performance gains (at least 10dB) and can robust mitigate different impulsive interferences even if in the case of very strong interference environments, e.g., $\alpha = 1.2$ and $\gamma = 1.2$.

![Graph showing average MSE comparison vs. number of iterations](image)

Fig. 3. Avergae MSE comparisons v.s. number of iterations ($K=4, \alpha = 1.2, \beta = 0, \gamma = 0.6, \delta = 0$).
Fig. 4. Average MSE v.s. number of iterations (K=8, $\alpha = 1.2, \beta = 0, \gamma = 0.6, \delta = 0$).

Fig. 5. Average MSE v.s. number of iterations (K=12, $\alpha = 1.2, \beta = 0, \gamma = 0.6, \delta = 0$).
Fig. 6. Average MSE v.s. number of iterations ($\alpha = 1.2, \beta = 0, \gamma = 0.6, \delta = 0$).

Fig. 7. Average MSE v.s. number of iterations ($\alpha = 1.2, \beta = 0, \gamma = 1.2, \delta = 0$).
Fig. 8. Average MSE v.s. number of iterations ($\alpha = 1.8, \beta = 0, \gamma = 1.2, \delta = 0$).

5. Conclusions and future work

Conventional adaptive sparse channel estimation algorithms were proposed to reconstruct channel as well as to exploit channel sparsity under Gaussian noise environments. In the case of impulsive interference, the previous algorithms are vulnerable to deteriorate. This paper proposed three robust sparse VSS-APSA algorithms for mitigating the impulsive noise interferences as well as exploiting channel sparsity. Both theoretical analysis and computer simulation verified the performance gain in different impulsive levels. In future work, our proposed methods will be tested in different communications systems, such as underwater acoustic systems as well as power-line communication systems.
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