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Abstract

Comparable corpora have been used as an alternative for parallel corpora as resources for computational tasks that involve domain-specific natural language processing. One way to gather documents related to a specific topic of interest is to traverse a portion of the web graph in a targeted way, using focused crawling algorithms. In this paper, we compare several focused crawling algorithms using them to collect comparable corpora on a specific domain. Then, we compare the evaluation of the focused crawling algorithms to the performance of linguistic processes executed after training with the corresponding generated corpora. Also, we propose a novel approach for focused crawling, exploiting the expressive power of multiword expressions.
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1. Introduction

Traditionally, a parallel corpus is used to train a statistical machine translation (SMT) system. Parallel corpora, however, are scarce resources. They are usually restricted to government (EuroParl and Hansards) and religious texts (Bible). This scarcity becomes critical when we deal with domain-specific translation, which requires knowledge about terms belonging to the domain of interest. For example, names of diseases are not likely to be found in these standard available parallel corpora. Comparable corpora, defined as collections of texts in two or more languages on the same domain but which are not translations of one another, on the other hand, are more abundant and thus, represent a more practically viable alternative for many tasks and domains.

There are basically two ways for collecting comparable corpora automatically. One way is to send carefully crafted queries to a search engine (such as Google or Yahoo) and retrieve the resulting pages. This is a potentially efficient alternative, but it is also highly dependent on the search engine and vulnerable, since the search engine can modify its services API or start charging fees for automatic accesses. Another option is to use web crawlers (Liu, 2009), which are extremely valuable tools for collecting web documents. They start by retrieving and analysing the contents pointed by a set of seed URLs given as input. After the analysis, the crawler extracts and stores what the final application might consider useful, which may be pictures, videos, structural information or, in most cases, the raw textual content. The hyperlinks found are also extracted and inserted into a queue. Then, the URLs in this queue are followed, extracting the contents and the links from the pages pointed by them. This process continues recursively, until some stopping criteria is reached. This criteria may be, for example, a time limit for the crawler to run or the maximum size of the collection gathered, in number of pages or its logical size (Liu, 2009; Chakrabarti, 2002; Baeza-Yates and Ribeiro-Neto, 1999).

Although crawlers are mainly used to build search engine indexes, it is also possible to customize them to follow the page links in a directed way in a process known as focused crawling (Chakrabarti, 2002). Focused crawlers organize URLs in a queue, known as frontier, that prioritizes pages that are more likely to be relevant. They are usually evaluated by their average precision (average cosine similarity between the collected pages and a user-defined set of terms which describe the domain) and by their harvest rate (ratio between the number of pages whose cosine similarity with the set of terms describing the domain is greater than a threshold and the total number of collected pages). However, since these measures depend highly on the quality of the set of terms used to guide the crawling process, they may not reflect the quality of the linguistic resources (e.g. comparable corpora) derived from the crawled pages.

The focus of this paper is on evaluating the relationship between the crawling strategy and the resulting translations obtained by an SMT system based on the collected comparable corpus. We ran experiments with several focused crawling algorithms, with varying sets of seed URLs, collecting corpora in English and Portuguese for the dermatology domain. Then, we used the resulting corpus to adapt a general-purpose SMT system to the specific domain and translate typical domain-specific sentences. We evaluated the quality of the crawling algorithms by calculating intrinsic metrics such as average precision. In addition, we calculated the BLEU score for the translations obtained by the adapted SMT system using each corpus. This can be seen as an extrinsic metric for the quality of the crawling process. The results indicate that the quality of seed URLs have a strong impact on the quality of the translations.

The remainder of this paper is structured as follows: Section 2 discusses some related work and emphasizes how...
this one differs from them. Sections 3 and 4 explain the corpus crawling methods tested. The experimental setup is described in Section 5. Results are shown in Section 6. Finally, Section 7 discusses the results and presents our ongoing work.

2. Related Work

In the NLP community, the web has been exploited to build very large text bases. These monolingual resources are useful, for instance, for building corpus-driven models that require large amounts of data (Baroni and Lenci, 2010; Kiela and Clark, 2013). The WaCky repository provides English, German, French, and Italian versions of freely available web corpora, containing around 2 billion words each. Baroni et al. (2009) describe the construction methodology of the WaCky corpora, based on search engines. They send random dictionary words as seed queries to the engine, and download the retrieved pages. Then, they apply text extraction and cleaning tools, in order to filter out spurious and non-textual content, keeping only raw sentences. As a result, a huge body of general-purpose texts is collected. BootCat (Baroni and Bernardini, 2004) is a popular tool that can be used for building corpora using web search engines.

Granada et al. (2012) adopt this technique to acquire domain-specific comparable corpora. They exploit the labels of concepts in multilingual ontologies as keywords for a search engine. The documents pointed by the top-10 retrieved URLs are then collected, keeping only HTML pages and discarding results like PDF and images. The collected documents are cleaned, using heuristics to identify and remove dates, URLs, e-mail addresses and boilerplate content (menus, headers). Finally, the texts are linguistically processed: words are lemmatized, part-of-speech tagged and parsed.

Talvensaari et al. (2008) use focused web crawlers for acquiring comparable corpora in order to train domain-specific MT systems. First, queries with keywords from the target domain are manually submitted to a search engine. The most frequent terms in the retrieved documents are used to construct more queries, whose results are scored according to their frequency and rank in the search result. The seed URLs for the crawling are the ones with the highest scores in the websites whose pages had the largest sum of scores. The score given to each page in the frontier is measured by the cosine similarity of these vectors corresponding to a word, and its position in a collection C representing the page and another vector e that represents an example document. The documents collected by the focused crawler were aligned at the paragraph level and then used for adapting a generic SMT system to the genomics domain. Experiments were conducted in English, German, and Spanish, and results showed improvements compared to a MT system trained with a larger but generic corpus.

Comparable corpora are invaluable resources for domain-specific multilingual NLP tasks and applications, when parallel data is scarce or nonexistent. For instance, the work of Daille (2012) addresses the acquisition of monolingual and bilingual domain-specific terms from comparable corpora. They extract monolingual candidate terms from the monolingual parts of a bilingual comparable corpus and use distributional information to obtain candidate translations for a source term. Monolingual candidates are extracted using syntactic patterns involving nouns, adjectives and multiword nominal sequences. Translations are obtained by aligning a source and a target term, assuming that they tend to occur in similar contexts. Our work also uses comparable corpora for performing domain-specific translation, but we focus on whole sentences instead of single terms. Unlike related approaches (Granada et al., 2012; Baroni et al., 2009), our work does not rely on the use of search engines. We compare corpora built using unsupervised focused crawlers that walk the web graph following links. Like Talvensaari et al. (2008), we also use the corpora collected by focused crawlers to adapt SMT systems to a specific domain. However, our goal is to compare the quality of several focused crawling algorithms and the quality of the respective domain-specific SMT systems, rather than evaluating whether they are useful for the task. We assess whether there is a correlation between the intrinsic quality metrics of focused crawlers and the extrinsic quality metrics of automatic translations.

3. Crawling for Comparable Corpora

Our methodology is divided into two main steps: crawling and training an SMT system. For the crawling stage, we developed an easily extensible and customizable crawler. To define a new crawling strategy, we only needed to specify the behavior of the URL queue, according to the following crawling algorithms:

**Universal Crawler (UC)** This is a standard breadth first search. It does not employ any strategy to constrain or guide the crawling process. Any link found in any page receives the same priority level. Thus, this is the simplest crawling algorithm, because it just follows the links as they are found, in FIFO order.

**Best-N-First (BFS)** This algorithm sorts the links according to the relevance of their parent pages. The relevance of a page is measured by the cosine similarity between a vector \( \vec{p} \) representing the page and another vector \( \vec{e} \) that represents an example document. The provided example document must contain the terms that are considered relevant for the topic. Every position of these vectors corresponds to a word, and its value is the frequency of occurrence of the word in the document – the Term Frequency (TF), multiplied by its Inverse Document Frequency (IDF) in the collection. The intuition for using IDF is that rare terms (e.g., fibroblast) are more descriptive for a document than common terms (e.g., person). IDF estimates the rarity of a term \( f \) in a collection \( C \) by taking the log of the ratio between the number of documents in the collection, and the number of documents containing that term.
term:

\[ IDF(t, C) = \log \frac{||C||}{||\{c \in C; t \in c\}||} \quad (1) \]

This is a standard vector-space representation of documents, called the Term Frequency - Inverse Document Frequency (TF-IDF) model. In the original Best-First algorithm, only the page at the head of the queue is downloaded in each iteration. We adopt a variation in which every iteration starts by downloading the \( N \) pages with highest priority from the queue. Only after the \( N \)-th page is downloaded, we extract the links from these pages, weight their priority and insert them into the queue. If we refer to the Best-100-First, for example, it means that \( N = 100 \) and, therefore, 100 URLs are taken from the queue at the beginning of every iteration.

N-gram Based BFS (NBFS) This strategy is similar to BFS. The main difference is that the granularity of the textual unit goes from single words to n-grams. Hence, the definition of relevance is slightly adapted to consider n-grams, instead of words. The components of the vectors for calculating the cosine similarity are now representations of n-grams. The values of the n-gram components are the product of how many times the n-gram can be found in the document and its IDF in the collection.

MWE Focused Crawler (MWEBFS) This approach is based on the NBFS. We have adapted the original TF-IDF model to add a third factor, the MWE Factor, abbreviation for Multiword Expression Factor. The MWE Factor is only applicable when the vector components contain frequency information about n-grams, because it is based on the strength of association between the n-gram component words. Currently, we use the normalized Pointwise Mutual Information (PMI) of the n-gram as its MWE Factor. As future work, we would like to test other popular association measures, like log likelihood, Dice coefficient, or combinations of two or more scores. High values of PMI mean that the n-gram component words are highly associated with each other. A large part of specialised terminology is composed of multiword terms. Thus, the idea of adding the MWE Factor to the TF-IDF model is to explore the expressive power of multiword expressions.

Shark Search (SS) The Shark Search algorithm, proposed by Hersovici et al. (1998), overcomes a problem faced by other focused crawlers, that are not able to distinguish links within the same document. Intuitively, a link found in the body of a page and among terms related to the topic of interest is more likely to be relevant than one found in the copyright footer, or in the advertisements section. Hence, the SS algorithm adds a locality score to the scores inherited from the parent page, in order to weight links within the same page. Locality information weights the text of the anchor of the link, the text around the anchor and the text of the whole page. We use this algorithm with the best parameters, according to the experiments conducted in the original paper, which eliminate the inherited score, leaving only the locality information. The text of the anchor was weighted by 0.8 and the text around it, by 0.2.

N-Gram Based SS (NSS) The NSS algorithm is an n-gram variant of SS. Its goal is to use coarse grained textual units, transforming the components of the vectors representing both, the text of the anchor and the text around it, into frequency information about n-grams and not about single words, as NBFS also does. The rest of the algorithm and the parameters are kept just like those used in SS.

HMM Based Crawler (HMMC) This strategy is inspired on the work of Liu et al. (2006). They propose a focused crawler that learns how to find relevant pages by observing browsing sessions of expert users seeking for relevant reading material. While browsing, the user must mark what pages he/she considers relevant. After the sessions have been monitored, all accessed pages by the user are used as input to train a XMeans clustering model (Pelleg et al., 2000). The accessed pages are used to build a graph, in order to determine the distance, in links, between all non-relevant pages and any relevant one. With the clusterer and the information held in the graph, a Hidden Markov Model (HMM) is built. During the crawl, when a page is visited, its corresponding document is classified by the clustering model, by assigning it the class of its cluster. The hidden state of a page is its distance to a relevant page and the Viterbi algorithm (Forney Jr, 1973) is applied to determine the probability of the page pointed by the URL to be in every possible queue position, unlike the original paper that uses the forward algorithm. The position of the page in the queue is computed by its probability to be in a low-numbered state. For instance, if the probabilities of page \( u \) belonging to the states 0 and 1 are 0.2 and 0.3, and the probabilities calculated for page \( v \) are 0.2 and 0.4, then \( v \) will have higher priority than \( u \). If the probabilities of both being at state 1 were also equal, the next criterion would be the probability of them being at state 2, and so on.

4. Training the SMT System

We adapted a generic phrase-based SMT system, trained on general-purpose parallel corpora, to the dermatology domain. Therefore, we used a target language model built from the specialized documents collected by every focused crawler algorithm. All training data (parallel and crawled corpora) was uniformly prepared to be given as input to the SMT training pipeline. Preprocessing involved sentence splitting, tokenization and sentence pruning by length. We observed that very short sentences were represented, mainly, titles or menus and, thus, we removed them. Very long sentences, in turn, were, mostly times, multiple sentences concatenated together and, therefore, were also removed. Then, the result of the preprocessing steps was used as
monolingual training data for building a probabilistic n-gram language model. This model was used to adapt the SMT system, which scores the translation hypotheses by combining the generic phrase table probabilities with the specialised target n-gram probabilities. Finally, we used the adapted SMT systems to translate the same set of test sentences. Translation quality was measured by comparing the produced translations to gold-standard references and calculating the BLEU score for each system (Papineni et al., 2002).

The whole process, from focused crawling to automatic translation, is summarized in Figure 1.

5. Experimental Setup

We conducted our experiments in the domain of dermatology. Four human translators, experts in this domain, provided gold-standard sentence translations from English to Portuguese, which were used to calculate the BLEU score. We defined two sets of seed pages to start the crawling process. One set, referred to as the good seeds, was composed of pages that were relevant to the dermatology domain. The other one contained pages from the education and sports domains, which were not related to the topic of interest, and was called the set of bad seeds. Table 5 details both URL sets we have used for the experiments. All URLs point to pages in Portuguese, because it was the target language of the translation experiments we conducted.

The crawlers were guided by a set of 35 terms extracted from pages describing the topic of dermatology, ranked by their TF-IDF values. The terms were also manually judged on whether they belong to the domain of interest. The set of terms contained words such as cryosurgery and dermatopathologists.

We used texts extracted from newspapers to estimate the values of IDF and PMI, in order to obtain more reliable counts. For English, we used texts from the Los Angeles Times from 1994, and the Glasgow Herald from 1995. For Portuguese, we used texts from Folha de São Paulo from 1994 to 1995. To compute frequency and association scores, we used Text-NSP (Banerjee and Pedersen, 2003). For every crawling algorithm, we used $N = 100$, consuming 100 URLs from the queue in every iteration. We varied the NBFS, MWEBFS and NSS algorithms by ranging the granularity of the textual unit from 2-grams to 3-grams. 20000 pages were collected using each of the focused crawling algorithms detailed in Section 3.

For the translation experiments, we trained a standard English→Portuguese phrase-based SMT system with Moses (Koehn et al., 2007), using parallel texts from the European Parliament and the JRC-Acquis Multilingual Parallel Corpus.

To generate the Portuguese language models, we preprocessed the corpora collected by the crawlers using the Natural Language Toolkit for splitting sentences. The lower bound used for pruning sentences based on their lengths (in number of words) was 3 words. Based on the work of Granada et al. (2012), which analyzed the average sentence lengths for English, French, and Portuguese, we defined the upper bound as 22. These strict thresholds help ensuring that we discard menus, list items and wrongly split sentences.

The resulting sentences were used as input to IRSTLM (Federico et al., 2008), which generated a trigram language model for the corpus collected by each of the focused crawling algorithms detailed in Section 3.

The SMT System Training and Decoding processes are depicted in Figure 1.

Figure 1: Summary of the evaluation methodology: the output of each focused crawling algorithm is preprocessed and fed into a language model generator. The specialized language models are used in a generic SMT system to translate test sentences, which are compared with gold-standard translations to calculate each system’s BLEU.

---

http://www.latimes.com/
http://www.heraldscotland.com/
http://www.folha.uol.com.br/
Both available at http://www.linguateca.pt/
http://www.hitk.org/
Table 1: Lists of seed URLs used for focused crawling in the experiments.

| Seed Set   | URL                                                                 |
|------------|----------------------------------------------------------------------|
| Good seeds | [http://www.virtual.epm.br/cursos/dermabas/frame.htm](http://www.virtual.epm.br/cursos/dermabas/frame.htm) |
|            | [http://www.dermatologia.net/novo/base/index.shtml](http://www.dermatologia.net/novo/base/index.shtml) |
|            | [http://pt.wikipedia.org/wiki/Dermatologia](http://pt.wikipedia.org/wiki/Dermatologia) |
|            | [http://www.sbd.org.br/](http://www.sbd.org.br/) |
|            | [http://www.anaisdedermatologia.org.br/public/default.aspx](http://www.anaisdedermatologia.org.br/public/default.aspx) |
|            | [http://protetoresdepele.org.br/](http://protetoresdepele.org.br/) |
|            | [http://www.enago.com.br/journal/Anais-Brasileiros-de-Dermatologia-402/](http://www.enago.com.br/journal/Anais-Brasileiros-de-Dermatologia-402/) |
|            | [http://www.scielo.br/scielo.php?script=sci_arttext&pid=S0365-05962010000100008](http://www.scielo.br/scielo.php?script=sci_arttext&pid=S0365-05962010000100008) |
| Bad seeds  | [http://www.gazetaesportiva.net/](http://www.gazetaesportiva.net/) |
|            | [http://globoesporte.globo.com/](http://globoesporte.globo.com/) |
|            | [http://esporte.uol.com.br/](http://esporte.uol.com.br/) |
|            | [http://www.educacao.sp.gov.br/](http://www.educacao.sp.gov.br/) |
|            | [http://www.mec.gov.br/](http://www.mec.gov.br/) |
|            | [http://www.estadao.com.br/educacao/](http://www.estadao.com.br/educacao/) |

focused crawlers. Then, the language models were used to adapt Moses to the dermatology domain, generating a set of SMT systems. The idea is that the translation hypotheses generated by the generic phrase table can be combined by the log-linear model with domain-specific information from the language model. Thus, translations related to the domain will be preferred and receive higher scores. Finally, each adapter SMT system was used to translate to Portuguese a set of sentences written in English. The output translations were evaluated using BLEU, compared to the gold-standard translations provided by the human experts. The results are shown in Section 6.

6. Results

Figure 3 summarizes the average precision for the crawlers obtained using good and bad seeds. The suffixes 2 and 3 in the name of some algorithms represent the length of the n-gram used. The best results were obtained by MWEBFS-2, using good seeds and by NBFS-2, with bad seeds, where good seeds in general outperformed the bad ones and had a slower decrease in precision with the increase in the number of pages. BLEU scores calculated for the SMT systems are shown in Table 2. The best results are shown in bold. The table details partial scores with n-gram sizes from 1 to 4 and the final BLEU score in the last column. Similar to what was observed with the average precision, as expected, the use of good seeds tends to outperform the use of bad seeds. A potential correlation between an algorithm with good average precision generating better SMT performance was not confirmed, since algorithms with low average precision obtained good BLEU scores, and vice-versa. For instance, the algorithms that obtained best average precision were MWEBFS-2 and NBFS-2, for good and bad seeds. However, in terms of BLEU scores, they were ranked respectively sixth and fourth out of ten strategies.

7. Conclusion

In this work, we experimented with several focused crawling algorithms for gathering comparable corpora on a specific topic. We have also proposed a new approach for focused crawling, which takes into account the expressive power of multiword expressions. The quality of the focused crawlers was evaluated by their average cosine similarity with the set of terms that define the domain of interest. Texts collected by them were used to generate language models to adapt generic SMT systems to the target domain. Comparing their average cosine similarity with the quality of the SMT systems, we observed that the quality of the translations seems to depend more on the quality of the seed pages than on the focused crawling algorithm used. Currently, we are working on using distributional measures for detecting domain-specific cross-language synonyms. These synonyms will be used to improve quality of SMT by providing domain-specific translation examples as additional training data or phrase table entries. As an upper bound for evaluating the quality of the synonyms, we intend to use the titles of all cross-language links from the Wikipedia articles that are under in the dermatology category, and train a SMT system using these examples. For future work, we intend to apply improved techniques for removing uninteresting content from the HTML files, keeping only the text from the pages. We also plan to perform a larger scale evaluation of terms and expressions from these corpora, and in terms of their relevance to the domain of interest. We shall also expand our experiments by adding more languages, domains, and focused crawlers (such as the one proposed by Liu et al. (2004)).
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