HIGHER ORDER CONVERGENCE RATES IN THEORY OF HOMOGENIZATION II: OSCILLATORY INITIAL DATA
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ABSTRACT. We establish higher order convergence rates in periodic homogenization of fully nonlinear uniformly parabolic Cauchy problems accompanied with rapidly oscillating initial data. Such result is new even for linear problems. Here we construct higher order initial layer and interior correctors, which describe the oscillatory behavior near the initial and interior time zone of the domain. To construct higher order correctors, we develop a regularity theory in macroscopic scales, and prove an exponential decay estimate for initial layer correctors.

The higher order expansion requires an iteration process: successively correcting the initial layer, then the interior. This leads to a more complicated asymptotic expansion, as compared to the non-oscillating data case, and this complexity is present even in the linear case.

A notable observation for fully nonlinear operators is that even if the given operator is space-time periodic, the interior correctors become aperiodic in the time variable as we proceed with the iteration process. Moreover, each interior corrector of higher order is paired with a space-time periodic version, and the difference between the two decays exponentially fast with time.
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1. Introduction

Homogenization of a rapidly oscillating data on a lower dimensional object has been an important topic in analysis, not only because of its major implications in other fields, but also because of the mathematical challenges it introduces. One of the central issues in such a homogenization problem is quantifying the rate of its process. Although the homogenization problem was solved for various settings (e.g., see [KLS19] for linear Dirichlet problems, [Fel14] for nonlinear Dirichlet problems, [CKL13] for nonlinear Neumann problems, etc.), there is only a small number of results concerning convergence rate. Moreover, most of those results are focused on linear Dirichlet problems of divergence type (e.g., see [AKM17, GM12] for recent developments in this direction). As a matter of fact, sharp estimates are still open for Dirichlet or Neumann problems of non-divergence type, even for linear equations.

In this article, we shall study the higher order convergence rate for a homogenization problem with a highly oscillating data on a lower dimensional object. Our analysis will be based on the theory of viscosity solutions and cover both linear and fully nonlinear equations.

In order to simplify the structure of lower dimensional objects, this paper will treat a space-time periodic Cauchy problem. In this case, the corresponding lower dimensional object is the initial time layer, which is a hyperplane that persists the periodic lattice structure in the interior of the domain. In this way, we can focus on effects solely coming from a given rapidly oscillating boundary data, but avoid some sophisticated issues that arise when the boundary layer has a qualitatively different oscillating pattern from that of the interior (e.g., when the normal direction is a totally irrational vector, the oscillating pattern of a periodic data restricted to the boundary layer becomes quasi-periodic), or when the boundary layer is bended and one has to take the curvature effect into account.

Nevertheless, the problem under such a simple structure already exhibits some challenges, as we aim to construct higher order correctors for the given homogenization process. It should be remarked that such challenges are present even in the context of linear equations. In the framework of fully nonlinear equations, we face more complexity, since the nonlinearity of the given operator changes the oscillating pattern of the higher order correctors.

1.1. Main Result. Let us consider the following second order parabolic Cauchy problem,

\[
\begin{align*}
\frac{u^\varepsilon_t}{\varepsilon^2} &= F\left( \varepsilon^2 D^2 u^\varepsilon, x, t, x^\varepsilon, t^\varepsilon \right) \quad \text{in } \mathbb{R}^n \times (0, T), \\
u^\varepsilon(x, 0) &= g\left( x, x^\varepsilon \right) \quad \text{on } \mathbb{R}^n,
\end{align*}
\]

where $F$ is a smooth, concave, uniformly parabolic functional periodic in $(\varepsilon^{-1} x, \varepsilon^{-2} t)$, and $g$ is a smooth data periodic in $\varepsilon^{-1} x$. The precise assumptions will be made later in Section 2. If $F$ is a linear functional in the Hessian variable, the problem reads

\[
\begin{align*}
\frac{u^\varepsilon_t}{\varepsilon^2} &= \text{tr} \left( A\left( x, t, x^\varepsilon, t^\varepsilon \right) D^2 u^\varepsilon \right) \quad \text{in } \mathbb{R}^n \times (0, T), \\
u^\varepsilon(x, 0) &= g\left( x, x^\varepsilon \right) \quad \text{on } \mathbb{R}^n.
\end{align*}
\]
Our main result is stated as follows.

**Theorem 1.1.** Assume that \( F : \mathbb{R}^n \times \mathbb{R}^n \times [0, T] \times \mathbb{T}^n \times T \to \mathbb{R} \) and \( g : \mathbb{R}^n \times \mathbb{T}^n \to \mathbb{R} \) verify (2.1) - (2.4), and let \( \{u^\varepsilon\}_{\varepsilon>0} \) be the family of the bounded viscosity solutions to (1.1). Then for each integer \( d \geq 0 \), there exist sequences \( \{\tilde{v}_{d,k}\}_{k=0}^{\infty}, \{\tilde{w}_{d,k}\}_{k=0}^{\infty} \) of functions on \( \mathbb{R}^n \times [0, T] \times \mathbb{T}^n \times [0, \infty) \) and a sequence \( \{\tilde{u}_{d,k}^\#\}_{k=0}^{\infty} \) of functions on \( \mathbb{R}^n \times [0, T] \times \mathbb{T}^n \times T \) such that for any integer \( m \geq 2 \), any \( \varepsilon \leq \frac{1}{2} \), any \( x \in \mathbb{R}^n \) and \( 0 \leq t \leq T \),

\[
(1.3) \quad \left| u^\varepsilon(x, t) - \sum_{d=0}^{[\varepsilon^{-1}]} \sum_{k=0}^{m-2d} \varepsilon^{k+2d} \left( \tilde{v}_{d,k}(x, t, \frac{x}{\varepsilon}, \frac{t}{\varepsilon^2}) + \tilde{w}_{d,k}(x, t, \frac{x}{\varepsilon}, \frac{t}{\varepsilon^2}) \right) \right| \leq C_m \varepsilon^{m-1},
\]

and in particular for \( c_m \varepsilon^2 |\log \varepsilon| \leq t \leq T \),

\[
(1.4) \quad \left| u^\varepsilon(x, t) - \sum_{d=0}^{[\varepsilon^{-1}]} \sum_{k=0}^{m-2d} \varepsilon^{k+2d} \tilde{w}_{d,k}^\#(x, t, \frac{x}{\varepsilon}, \frac{t}{\varepsilon^2}) \right| \leq C_m \varepsilon^{m-1},
\]

where \( c_m \) and \( C_m \) depend only on \( n, \Lambda, \alpha, m, T \) and \( K \).

Let us make a few remarks regarding Theorem 1.1.

**Remark 1.2.** In Section 4.3, we observe that \( \tilde{v}_{d,k} \) is of the form

\[ \tilde{v}_{d,k}(x, t, y, s) = v_{d,k}(x, t, y, s) - \bar{v}_{d,k}(x, t), \]

and satisfies an exponential decay estimate as \( s \to \infty \). We shall call \( v_{d,k} \) the \((d,k)\)-th initial layer corrector and \( \bar{g}_{d,k} = \bar{v}_{d,k}(\cdot,0) \) the \((d,k)\)-th effective initial data. Owing to the exponential decay estimate for \( \tilde{v}_{d,k} \), we obtain the higher order convergence rate (1.4) away from initial time zone \( t \leq \varepsilon^2 \).

**Remark 1.3.** Moreover, \( \tilde{w}_{d,k} \) is of the form

\[ \tilde{w}_{d,k}(x, t, y, s) = w_{d,k}(x, t, y, s) + \bar{w}_{d,k}(x, t), \]

where \( w_{d,k} \) and \( \bar{w}_{d,k} \) will be called the interior corrector and respectively the effective limit profile of order \( k + 2d \). Furthermore, \( w_{d,k} \) will be paired with a space-time periodic function \( \tilde{w}_{d,k}^\# \) such that

\[ \tilde{w}_{d,k}^\#(x, t, y, s) = w_{d,k}^\#(x, t, y, s) + \bar{w}_{d,k}(x, t). \]

Here \( w_{d,k}^\# \) will play the role of the interior corrector in purely periodic homogenization problems. In particular, we shall observe that \( \bar{w}_{d,k} = \tilde{w}_{d,k}^\# \) when the interior equation is linear, i.e., \( F(P, x, t, y, s) = \text{tr}(A(x, t, y, s)P) \) for some matrix-valued mapping \( A \).

In addition, \( \bar{w}_{d,k} \) and \( \tilde{w}_{d,k}^\# \) for \( k = 0, 1 \) will turn out to be constant in the fast variables \( (y, s) \), so the interior error estimate (1.4) is of the form \( u^\varepsilon - \bar{u}_{0,0} - \bar{u}_{0,1} - \varepsilon^2 \tilde{w}_{0,2} - \ldots \). This indicates that there is no rapid oscillation in the interior (with respect to the microscopic scales) up to order \( \varepsilon \).

**Remark 1.4.** In Theorem 1.1 and to the rest of this paper, we assume that \( F \) is concave in its matrix variable. Such an assumption is made to have \( C^{2,1} \) correctors in fast variables \( (y, s) = (\varepsilon^{-1} x, \varepsilon^{-2} t) \), and smooth limit profiles in slow variables \((x, t)\). These are essential, at least in our approach, to establish higher order convergence rates, since it requires accurate error correction at each order of \( \varepsilon \).
Let us also address that the effective problem of (1.1) will turn out to be linear in the Hessian variable. However, this does not make the problem easier in the sense that we will still have strong nonlinear coupling effect near the initial time layer when we construct higher order correctors. The reason that our main problem (1.1) has quadratic scaling in the Hessian variable (i.e., \( \varepsilon^{-2} F(\varepsilon^2 P, x, t, y, s) \)) is used to derive smooth correctors in slow variables. We shall discuss more on this issue later.

1.2. Historical Background. Periodic homogenization of (1.1) (or more generally (1.6)) is rigorously justified in [AB03] and [Mar05]; see also the references therein, and [Ish99] for first order fully nonlinear equations as well as [ABM07] for iterated homogenization. There is a wide range of literature on the rate of convergence regarding the homogenization problems of type (1.1), provided that the initial data is non-oscillatory; that is, \( g \) is independent on its second argument. Recent development can be found, for instance, in [JK02], [Mar12] and [CM12] using continuous dependence estimates, [Ich05] based on a different approach, and [Lin15], [LS15] in stationary ergodic settings; see also the references therein for classical results in this regard.

Higher order convergence rate in the theory of homogenization has been studied in various settings. We refer to [CS04], [KMP07] for divergence type elliptic equations, [MS11] for perforated domains with mixed boundary conditions, [CE16] for Maxwell equations, [ABD+08] for wave equations, [HO14] for some numerical results, and also the references therein. Recently, the authors proved in [KL16, KL18] higher order convergence rate for non-divergence type elliptic equations as well as viscous Hamilton-Jacobi equations.

As far as we know, however, there has not yet been any result on (higher order) convergence rate in homogenization of (1.1). Here we also achieve higher order convergence rate (Proposition 5.2) for uniformly parabolic equations with non-oscillatory initial data, that is,

\[
\begin{align*}
(u^\varepsilon_t = & F \left(D^2 u^\varepsilon, x, t, \frac{x}{\varepsilon}, \frac{t}{\varepsilon^2}\right) \quad \text{in } \mathbb{R}^n \times (0, T), \\
u^\varepsilon(x, 0) = & g(x) \quad \text{on } \mathbb{R}^n.
\end{align*}
\]

this will turn out to be a simple application of our main theorem, Theorem 1.1. Moreover, we achieve a quantitative error estimate (Proposition 5.3) in the following homogenization problem,

\[
\begin{align*}
(u^\varepsilon_t = & F \left(D^2 u^\varepsilon, x, t, \frac{x}{\varepsilon}, \frac{t}{\varepsilon^2}\right) \quad \text{in } \mathbb{R}^n \times (0, T), \\
u^\varepsilon(x, 0) = & g \left( x, \frac{x}{\varepsilon} \right) \quad \text{on } \mathbb{R}^n.
\end{align*}
\]

The estimate depends on a particular structure of the given operator \( F \) and the initial data \( g \), and our estimate becomes sharp in some cases.

1.3. Heuristic Discussion and Main Difficulties. Let us sketch the higher order correction scheme, which is also visualized in Figure 1. Suppose that we aim to have higher order convergence rate of order \( \varepsilon^{m-1} \). Then our iteration scheme will consist of \( \left\lfloor \frac{m}{2} \right\rfloor \) steps of successive correction near the initial layer and in the interior, where \( \left\lfloor a \right\rfloor \) is the greatest integer less than or equal to \( a \).
At the $d$-th step, with $0 \leq d \leq \lfloor \frac{m}{2} \rfloor$, we are given with a bounded solution $u_{d,m}^\varepsilon = u_{d,m}^\varepsilon(x,t)$ to a uniformly parabolic Cauchy problem (of type (4.54)) with a rapidly oscillating initial condition; here $u_{0,m}^\varepsilon = \bar{u}^\varepsilon$, i.e., the bounded solution of (1.1).

First we construct a sequence $\{v_{d,k} = v_{d,k}(x,t,y,s)\}_{k=0}^{\infty}$ of higher order initial layer correctors such that for each $k$, $v_{d,k}(x,t,y,s)$ is periodic in $y$ and converges exponentially fast to some $\bar{v}_{d,k} = \bar{v}_{d,k}(x,t)$, as $s \to \infty$. In particular, we will have

$$
\begin{align*}
\left| u_{d,m}^\varepsilon(x,t) - \sum_{k=0}^{m-2d} \varepsilon^k \left( v_{d,k} \left( x, t, \frac{x}{\varepsilon}, \frac{t}{\varepsilon^2} \right) - \bar{v}_{d,k}(x,t) \right) - \bar{u}_{d,m}^\varepsilon(x,t) \right| &= O(\varepsilon^{m-1}),
\end{align*}
$$

where $\bar{u}_{d,m}^\varepsilon$ is a bounded solution to another uniformly parabolic Cauchy problem (4.36). What is important here is that due to the higher order correction near the initial time layer, the initial condition for $\tilde{u}_{d,m}^\varepsilon$ is no longer rapidly oscillating as $\varepsilon \to 0$; more precisely, we shall have

$$
\tilde{u}_{d,m}^\varepsilon(x,0) = \sum_{k=0}^{m-2d} \varepsilon^k \bar{v}_{d,k}(x).
$$

On the other hand, the interior equation for $\tilde{u}_{d,m}^\varepsilon$ will be rapidly oscillating. For this reason, we construct a sequence $\{w_{d,k} = w_{d,k}(x,t,y,s)\}_{k=0}^{\infty}$ of higher order interior correctors and a sequence $\{\bar{u}_{d,k} = \bar{u}_{d,k}(x,t)\}_{k=0}^{\infty}$ of higher order effective limit profiles such that

$$
\begin{align*}
\left| \tilde{u}_{d,m}^\varepsilon(x,t) - \sum_{k=0}^{m-2d} \varepsilon^k \left( w_{d,k} \left( x, t, \frac{x}{\varepsilon}, \frac{t}{\varepsilon^2} \right) + \bar{u}_{d,k}(x,t) \right) - \varepsilon^2 u_{d+1,m}^\varepsilon(x,t) \right| &= O(\varepsilon^{m-1}).
\end{align*}
$$

Here $u_{d+1,m}^\varepsilon$ is a bounded solution to yet another uniformly parabolic Cauchy problem (of type (4.54)) subject to a rapidly oscillating initial condition. More specifically, we shall observe that

$$
u_{d+1,m}^\varepsilon(x,0) = -\sum_{k=0}^{m-2d-2} \varepsilon^k w_{d,k+2} \left( x, 0, \frac{x}{\varepsilon}, 0 \right).
$$

The reason why the summation above does not involve $w_{d,0}$ and $w_{d,1}$ is that both terms turn out to be identically zero. The reason that we have $w_{d,0} = w_{d,1} = 0$ is due to the non-divergence structure of the Cauchy problem that $\tilde{u}_{d,m}^\varepsilon$ (as well as $u_{d,m}^\varepsilon$) solves.

We shall observe that the Cauchy problem for $u_{d+1,m}^\varepsilon$ shares the same structure conditions with that of $u_{d,m}^\varepsilon$, in the sense that the interior equations are uniformly parabolic, smooth and concave in the Hessian variable, and that the initial conditions are rapidly oscillating and periodic in the fast variable. For this reason, we can iterate this correcting scheme, for $\lfloor \frac{m}{2} \rfloor$-times, and obtain an expansion of $u^\varepsilon = u_{0,m}^\varepsilon$ in terms of the higher order initial layer and interior correctors, up to an $O(\varepsilon^{m-1})$-error.

This sketches the higher order correction scheme. Let us stress that such an iterative structure is present in both linear and nonlinear problems. Let us also repeat that the improvement of $O(\varepsilon^2)$-error after each round of the higher order correction is due to the non-divergence structure of our Cauchy problem (1.1).
That being said, we expect to have $O(\varepsilon)$-error improvement for divergence-type Cauchy problems, but we shall not discuss it further in this paper.

In what follows, let us discuss the difficulties arising from the nonlinearity of the governing operator $F$. Let us denote by $F^e_{d,m} = F^e_{d,m}(P,x,t,y,s)$ and $\tilde{F}^e_{d,m} = \tilde{F}^e_{d,m}(P,x,t,y,s)$ the governing operators associated with the Cauchy problems for $u^e_{d,m}$ and respectively $\tilde{u}^e_{d,m}$. If $F$ is a linear operator so that $F(P,x,t,y,s) = \text{tr}(A(x,t,y,s)P)$, then we shall see that

$$F^e_{d,m}(P,x,t,y,s) = \tilde{F}^e_{d,m}(P,x,t,y,s) = \text{tr}(A(x,t,y,s)P) = F(P,x,t,y,s).$$

In other words, the interior equation remains the same in each step of the higher order convergence for linear Cauchy problems (1.2).

In contrast, if $F$ is a fully nonlinear operator, we will have $F^e_{d,m}$ and $\tilde{F}^e_{d,m}$ all different for each $d$-th step. In particular, $\tilde{F}^e_{d,m}$ will be given by

$$\tilde{F}^e_{d,m}(P,x,t,y,s) = \varepsilon^{-2d-2} \left( F \left( \varepsilon^{2d+2} P + Y^e_{d,m}(x,t,y,s) \right) - F \left( Y^e_{d,m}(x,t,y,s) \right) \right),$$

where $Y^e_{d,m} = Y^e_{d,m}(x,t,y,s)$ represents the errors accumulated from the correction scheme over all the previous steps, including the error left from the initial layer correction at the $d$-th step.

It is noteworthy that $Y^e_{d,m}(x,t,y,s)$ will turn out to be periodic in the space variable $y$ only, but not in the time variable $s$. Instead, we shall discover that $Y^e_{d,m}(x,t,y,s)$ converges exponentially fast to a space-time periodic term, as $s \to \infty$. This indicates that $\tilde{F}^e_{d,m}(P,x,t,y,s)$ is also not periodic in $s$, but admits a space-time periodic version. Recalling that the functional $F = F(P,x,t,y,s)$ was initially assumed to be periodic in both $y$ and $s$, we observe a change of the oscillating pattern of the operators appearing in the higher order correction scheme. We shall call such a change the nonlinear coupling effect, since it is observed only in nonlinear problems and it is produced by the correlation between the initial layer and interior correction. Let us remark that such a coupling effect has not been observed in any literature concerning convergence rate in the homogenization theory, including the authors’ previous works [KL16, KL18].

Finally, let us conclude the discussion with a remark on the homogenization problem (1.6). The key difference in the homogenization process between (1.1) and (1.6) is that the initial layer corrector of the latter problem may not be differentiable in the slow variables in general (see Example 5.6 for a counterexample), while the former produces smooth initial layer correctors. For this reason, the best one can hope for is convergence rate of order $\varepsilon$. We remark that $O(\varepsilon)$-estimates are obtained here for certain class of uniformly parabolic operators $F$ and initial datum $g$. We believe that the higher order convergence rate for (1.6) will be available under some additional conditions on $F$ and $g$. Classifying such $F$ and $g$ will require a thorough analysis on the limiting behavior of $\varepsilon^2 F(\varepsilon^{-2} P, x, t, y, s)$ as $\varepsilon \to 0$, and we hope to come back to this problem in our future work.

1.4. Outline. This paper is organized as follows. In Section 2, we introduce notation and standing assumptions of our main result. In Section 3, we establish the regularity theory for correctors, and in Section 4, we construct higher order initial layer and interior correctors. Our main result, Theorem 1.1, is proved in Section 4.3. Section 5 is devoted to the higher order convergence rate in homogenization of (1.5), and the convergence rate in homogenization of (1.6).
2. Notation and Standing Assumptions

Basic notations are summarized as follows.

- \( n, \lambda, \Lambda, \alpha, K, T \): fixed parameters, with \( n \geq 1, 0 < \lambda \leq \Lambda, 0 < \alpha \leq 1, K, T > 0 \).
- \([a]\): largest integer smaller or equal to \( a \).
- \( S^n \): space of all real symmetric matrices of order \( n \), endowed with \((L^2, L^2)\)-norm and \([E_{ij} : 1 \leq i, j \leq n]\) the set of standard basis matrices.
- \( T^n \): \( n \)-dimensional unit torus, \( \mathbb{R}^d / \mathbb{Z}^d \); \( \mathbb{T}^d \).
- \( x, t \): slow spatial, temporal variable; \( x \in \mathbb{R}^d, t \in [0, T] \).
- \( y, s \): fast spatial, temporal variable; \( y \in T^n, s \in \mathbb{T} \) or \([0, \infty)\).
- \( D^k_F \): \( k \)-th order derivative of \( F \) on \( S^n \), and

\[
D^k_F(P)(Q_1, \ldots, Q_k) = \frac{\partial^k F}{\partial p_{i_1} \cdots \partial p_{i_k}}(P)q_{i_1}^{1} \cdots q_{i_k}^{k},
\]

where we use the summation convention for repeated indices.

- \( C^{k,\alpha}(X) \): usual Hölder space on \( X \).
- \( E^{k,\alpha}(T^n \times [0, \infty); \beta) \): space of all \( f \in C^{k,\alpha}(T^n \times [0, \infty)) \) satisfying

\[
\| f \|_{E^{k,\alpha}(T^n \times [0, \infty); \beta)} = \| f \|_{C^{k,\alpha}(T^n \times [0, \infty))} + \sup_{s \geq 0} \left( e^{\delta s} \| f(\cdot, s) \|_{C^{k,\alpha}(T^n)} \right) < \infty.
\]

- \( C^{m}(X; C^{k,\alpha}(Y)) \): space of all \( f : X \times Y \rightarrow Z \) satisfying

\[
\sup_{0 \leq i \leq m} \sup_{x \in X} \| D^i_x f(\xi, \cdot) \|_{C^{k,\alpha}(Y)} < \infty.
\]

Here we can have \( m = \infty \); possible candidates for \( X = \mathbb{R}^d \) or \( \mathbb{R}^d \times [0, T] \), \( Y = \mathbb{T}^d, \mathbb{T}^d \times \mathbb{T} \) or \( \mathbb{T}^d \times [0, \infty) \), and \( Z = \mathbb{R} \) or \( S^n \).

- \( C^{m}(X; E^{k,\alpha}(T^n \times [0, \infty); \beta)) \): defined similarly as \( C^{m}(X; C^{k,\alpha}(Y)) \) with \( C^{k,\alpha}(Y) \) replaced by \( E^{k,\alpha}(T^n \times [0, \infty); \beta) \).

- \( S(m, \alpha; d, k) \): class of all \( f \in C^{m}(X; C^{m,\alpha}(Y)) \) satisfying

\[
\| D^i_x f(\xi, \cdot) \|_{C^{m,\alpha}(Y)} \leq C_{m,\alpha,d,k,l}, \quad \text{for each } l \geq 0,
\]

where \( C_{m,\alpha,d,k,l} > 0 \) depends only on \( n, \lambda, \Lambda, K, m, \alpha, d, k \) and \( l \); \( S(m, \alpha; d, k) = S(m, \alpha; 0, k) \), \( S(d, k) = S(0, 0; d, k) \), \( S(k) = S(0, 0; 0, k) \).

- \( E^{m}(m, \alpha; d, k) \): class of all \( f \in C^{\infty}(X; C^{m,\alpha}(T^n \times [0, \infty)) \) \( \cap S(m, \alpha; d, k) \) such that

\[
\| D^i_x f(\xi, \cdot) \|_{E^{m,\alpha}(T^n \times [0, \infty); \beta_{i,\alpha,l})} \leq C_{m,\alpha,d,k,l}, \quad \text{for each } l \geq 0,
\]

where \( C_{m,\alpha,d,k,l} > 0 \) depends on the same set of parameters as above, and \( \beta_{i,\alpha,l} \) depends only on \( n, \lambda, \alpha, d, k \) and \( l \).

We will use the parabolic terminology, such as \(|x| = (|x|^2 + |t|)^{1/2} \). Readers may refer to \([\text{Wan92a}], [\text{Wan92b}], [\text{Wan92c}] \) and \([\text{CIL92}] \) for the existence and regularity theory for viscosity solutions of fully nonlinear parabolic equations.

Standing assumptions on the interior operator \( F : S^n \times \mathbb{R}^d \times [0, T] \times T^n \times \mathbb{T} \rightarrow \mathbb{R} \) and the initial data \( g : \mathbb{R}^d \times T^n \rightarrow \mathbb{R} \) are given as follows.

- (Uniformly Ellipticity) \( F \) is uniformly elliptic on \( S^n \):

\[
\lambda|Q| \leq F(P + Q, x, t, y, s) - F(P, x, t, y, s) \leq \Lambda|Q|, \quad \text{for any } P, Q \in S^n, Q \geq 0,
\]

- (Concavity) \( F \) is concave on \( S^n \):

\[
\frac{1}{2}F(P, x, t, y, s) + \frac{1}{2}F(Q, x, t, y, s) \leq F\left( \frac{P + Q}{2}, x, t, y, s \right), \quad \text{for any } P, Q \in S^n.
\]
(Regularity) $F \in C^\infty(S^n \times \mathbb{R}^n \times [0, T] ; C^\infty(T^n \times \mathbb{T}))$, $g \in C^\infty(\mathbb{R}^n ; C^{2\alpha}(\mathbb{T}^n))$ with
\begin{equation}
\| D_x^k D_y^l F(x, t, \cdot, \cdot) \|_{C^\alpha(T^n \times \mathbb{T})} \leq K \| P^{(1-k)} \|, \quad \text{for any } k, m, l \geq 0, \tag{2.3}
\end{equation}
and
\begin{equation}
\| D_x^k g(x, \cdot) \|_{C^\alpha(\mathbb{T}^n)} \leq K, \quad \text{for any } k \geq 0. \tag{2.4}
\end{equation}

Note that the periodicity of $F$ and $g$ is implied in their domains.

3. Regularity Theory in Slow Variables

Let us establish the regularity theory in slow variables, $(x, t)$, regarding viscosity solutions to uniformly parabolic problems.

3.1. Spatially Periodic Cauchy Problem. Let $f \in C^\infty(\mathbb{R}^n \times [0, T] ; E^\alpha(\mathbb{T}^n \times [0, \infty) ; \beta))$, with some $\beta > 0$, such that
\begin{equation}
\begin{aligned}
\| D_x^k D_y^l f(x, t, \cdot, \cdot) \|_{E^\alpha(\mathbb{T}^n \times [0, \infty) ; \beta)} \leq K, \quad \text{for any } k, l \geq 0,
\end{aligned} \tag{3.1}
\end{equation}
with $\alpha, K$ as in (2.3).

For each $(x, t) \in \mathbb{R}^n \times [0, T]$, let us consider the following spatially periodic and uniformly parabolic Cauchy problem,
\begin{equation}
\begin{aligned}
\begin{cases}
\partial_t v = D_x^2 v(x, t, y, s) + f(x, t, y, s) & \text{in } \mathbb{T}^n \times (0, \infty), \\
v(x, t, y, 0) = g(x, y) & \text{on } \mathbb{T}^n.
\end{cases} \tag{3.2}
\end{aligned}
\end{equation}

By the standard existence theory \cite{CIL92}, we know that there exists a unique viscosity solution $v(x, t, y, s)$ in $\mathbb{T}^n \times (0, \infty)$ to (3.2). Due to the periodicity of $F$, $f$ and $g$.

We shall begin with an easy observation that the spatial oscillation of $v(x, t, y, s)$ in $y$ decays exponentially fast as $s \to \infty$. The exponential rate will turn out to be independent of $(x, t)$.

Lemma 3.1. For each $(x, t) \in \mathbb{R}^n \times [0, T]$, there exists a unique $\gamma \in \mathbb{R}$ such that
\begin{equation}
\begin{aligned}
\partial_t e^{\lambda s} | v(x, t, y, s) - \gamma | \leq C,
\end{aligned} \tag{3.3}
\end{equation}
for any $(x, t, y, s) \in \mathbb{R}^n \times [0, T] \times \mathbb{T}^n \times [0, \infty)$, where $0 < \beta_0 < \beta$ depends only on $n$, $\lambda$, $\Lambda$ and $\beta$, and $C > 0$ depend only on $n$, $\lambda$, $\Lambda$, $\beta$, $\beta_0$ and $K$.

Proof. We shall identify $\mathbb{T}^n$ by $[0, 1]^n$ in $\mathbb{R}^n$, and extend $v(x, t, \cdot, \cdot)$ as a function on $\mathbb{R}^n \times [0, \infty)$ through its periodicity. Since $(x, t)$ will be fixed throughout the proof, let us write $v = v(y, s)$, $F = F(M, y, s)$, $f = f(y, s)$ and $g = g(y)$ for notational convenience. By $S(y)$, $I(y)$ and $O(y)$ let us denote $\sup_{[0, \infty)} v(y, \cdot)$, $\inf_{[0, \infty)} v(y, \cdot)$ and respectively osc$_{[0, \infty)} v(y, \cdot)$. Also write $Y = (0, 1]^n$ and $2Y = (0, 2]^n$. By the spatial periodicity of $v$, we have $S(y) = \sup_{2Y} v(y, \cdot) = \sup_Y v(y, \cdot)$, and similar identities for $I(y)$ and $O(y)$ as well.

Fix $s_0 \geq 0$. Then
\begin{equation}
\begin{aligned}
\partial_t \left( S(s_0) + \frac{K}{\beta} (e^{-\beta_0 s_0} - e^{-\beta s_0}) \right) = K e^{-\beta s_0} \geq f(y, s),
\end{aligned} \tag{3.4}
\end{equation}
for any $y \in \mathbb{R}^n$ and $s \geq s_0$, due to (3.1). Since we have $F(0, y, s) = 0$ for all $(y, s)$, we deduce that $S(s_0) + \frac{K}{\beta} (e^{-\beta_0 s_0} - e^{-\beta s_0})$ is a supersolution to (3.2) in $\mathbb{R}^n \times [s_0, \infty)$. Similarly,
one can observe that $I(s_0) - \frac{K}{\beta} (e^{-\beta s_0} - e^{-\beta s})$ is a subsolution to (3.2) in $\mathbb{R}^n \times [s_0, \infty)$. Thus, by the comparison principle [CIL92] for viscosity solutions, we deduce that

$$I(s_0) - \frac{K}{\beta} (e^{-\beta s_0} - e^{-\beta s}) \leq v(y, s) \leq S(s_0) + \frac{K}{\beta} (e^{-\beta s_0} - e^{-\beta s}),$$

for any $y \in \mathbb{R}^n$ and $s \geq s_0$.

Now for each nonnegative integer $k$, let us define

$$v_k(y, s) = v(y, s + k) - I(k) + \frac{K}{\beta} e^{-\beta k}, \quad y \in \mathbb{R}^n, s \geq 0.$$

From (3.5) with $s$ and $s_0$ replaced by $s + k$ and $k$ respectively, we deduce that

$$v_k(y, s) \geq 0, \quad y \in \mathbb{R}^n, s \geq 0.$$

On the other hand, we see that $v_k$ is a (spatially periodic) viscosity solution to

$$\partial_s v_k = F(D^2 v_k, y, s + k) + f(y, s + k) \quad \text{in } 2Y \times (0, 1).$$

Therefore, we may apply the Harnack inequality in $\bar{Y} \times [\frac{1}{2}, 1]$ and deduce from the spatial periodicity of $v_k$ that

$$S \left( k + \frac{1}{2} \right) - I(k) + \frac{K}{\beta} e^{-\beta k} \leq c_1 \left( I(k + 1) - I(k) + \frac{K}{\beta} e^{-\beta k} \right),$$

where $c_1$ depends only on $n, \lambda$ and $\Lambda$. Utilizing (3.5) with $s_0 = k + \frac{1}{2}$ and $s = k + 1$, we obtain that $S(k + 1) \leq S(k + \frac{1}{2}) + \frac{K}{\beta} e^{-\beta k}$. Combining these two inequalities, we arrive at

$$S(k + 1) - I(k) \leq c_1 \left( I(k + 1) - I(k) + \frac{K}{\beta} e^{-\beta k} \right).$$

Now we define

$$w_k(y, s) = S(k) + \frac{K}{\beta} e^{-\beta k} - v(y, s + k), \quad y \in \mathbb{R}^n, s \geq 0.$$

Then by (3.5) and (3.2), $w_k$ is a spatially periodic nonnegative viscosity solution to

$$\partial_s w_k = -F(-M, y, s + k) - f(y, s + k) \quad \text{in } 2Y \times (0, 1).$$

Notice that the operator $-F(-M, y, s)$ satisfies the same ellipticity condition (2.1). Hence, we may invoke a similar argument as above and prove that

$$S(k) - I(k + 1) \leq c_1 \left( S(k) - S(k + 1) + \frac{K}{\beta} e^{-\beta k} \right).$$

Notice that the constant $c_1$ here is the same as that in (3.10).

By (3.10) and (3.13), we have

$$O(k + 1) \leq \frac{c_1 - 1}{c_1 + 1} O(k) + \frac{2c_1 K}{(c_1 + 1) \nu} e^{-\beta k}.$$

Iterating (3.14) with respect to $k$ and using $O(0) = \text{osc}_{\mathbb{R}^n} g \leq 2K$, we arrive at

$$e^{\beta \nu} O(s) \leq c_2 K \quad \text{with } 0 < \beta \nu < \min \left( \beta, \log \frac{c_1 + 1}{c_1 - 1} \right),$$

where $c_2 > 0$ is another constant depending only on $n, \lambda, \Lambda, \beta$ and $\beta_0$.

The estimate (3.15) implies that $O(s) \to 0$ as $s \to \infty$. On the other hand, we know from (3.5) that both $S(s)$ and $I(s)$ converge as $s \to \infty$. Combining these two
observations, we deduce that $S(s)$ and $I(s)$ converge to the same limit, which we shall denote by $\gamma$. Then (3.3) follows immediately from (3.15).

**Remark 3.2.** The proof of Lemma [3.1] does not involve the periodicity of $F$ in $s$.

By Lemma [3.1] we are able to define $\bar{\vartheta} : \mathbb{R}^n \times [0, T] \to \mathbb{R}$ by

$$\bar{\vartheta}(x, t) = \lim_{s \to \infty} \vartheta(x, t, 0, s).$$

The limit value in the right hand side of (3.16) is precisely the unique constant $\gamma$ in the statement of Lemma 3.1. With $\bar{\vartheta}$ at hand, (3.3) reads

$$e^{\bar{\vartheta}(x, t, y, s)} - \bar{\vartheta}(x, t) \leq C,$$

for any $(x, t, y, s) \in \mathbb{R}^n \times [0, T] \times \mathbb{T}^n \times [0, \infty)$.

One may notice that the proof of Lemma 3.1 does not involve the assumptions on the concavity of $F$ in $P$, the $C^2$ regularity of $f$ and $g$ in $(y, s)$, and the $C^{2, \alpha}$ regularity of $g$ in $y$. Assuming these conditions additionally, we are allowed to use the interior and boundary $C^{2, \alpha}$ estimates (the so-called Schauder theory) for viscosity solutions with some $0 < \bar{\alpha} \leq \alpha$. As a result, we improve the estimate (3.17) in terms of $C^{2, \alpha}$ norm.

**Lemma 3.3.** There exists $0 < \bar{\alpha} < \alpha$, depending only on $n$, $\lambda$, $\Lambda$ and $\alpha$, such that

$$\bar{\vartheta} \in L^\infty(\mathbb{R}^n \times [0, T]) \text{ and } \vartheta \in L^\infty(\mathbb{R}^n \times [0, T]; C^{2, \alpha}(\mathbb{T}^n \times [0, \infty)))$$

with

$$|\bar{\vartheta}(x, t) + |\vartheta(x, t, \cdot) - \bar{\vartheta}(x, t)||_{L^\infty(\mathbb{T}^n \times [0, \infty))} \leq C,$$

for any $(x, t, s) \in \mathbb{R}^n \times [0, T]$, where $C > 0$ depends only on $n$, $\lambda$, $\Lambda$, $\alpha$, $\beta$, $\beta_0$ and $K$.

**Proof.** Let us fix $(x, t) \in \mathbb{R}^n \times [0, T]$ and simply write $F(P, y, s, f(y, s), g(y, v(y, s))$, and $g$ for $F(P, x, t, y, s, f(x, t, y, s), g(x, y, v(x, t, y, s))$ and, respectively, $\bar{\vartheta}(x, t)$. Let us extend $\vartheta$ to a function on $\mathbb{R}^n \times [0, \infty)$ as in the proof of Lemma 3.1. Also denote by $Y$ and $2Y$ the cubes $(0, 1)^n$ and respectively $(0, 2)^n$.

In view of (3.2), the function $\bar{\vartheta}(y, s) = \vartheta(y, s) - \gamma$ is a viscosity solution to

$$\begin{cases}
\bar{\vartheta}_s = F(D^2\vartheta, y, s) + f(y, s) & \text{in } 2Y \times (0, \infty), \\
\bar{\vartheta}(y, 0) = g(y) - \gamma & \text{on } 2Y.
\end{cases}$$

Since $F$ is uniformly elliptic and concave in $P$, and since $F$ and $f$ are $C^2$ while $g$ is $C^{2, \alpha}$ in $(y, s)$, we may apply the boundary $C^{2, \alpha}$ estimate [Wan92b] to (3.19) for some $0 < \bar{\alpha} \leq \alpha$, depending only on $n$, $\lambda$, $\Lambda$ and $\alpha$. This yields that $\bar{\vartheta} \in C^{2, \alpha}(\bar{Y} \times [0, s_0])$ with

$$\|\bar{\vartheta}\|_{C^{2, \alpha}(\bar{Y} \times [0, s_0])} \leq c_1 \left(\|\vartheta\|_{L^\infty(2Y \times [0, 0.1])} + \|f\|_{C^0(2Y \times [0, 1])} + \|g\|_{C^{2, \alpha}(2Y)}\right),$$

where $0 < s_0 < \frac{1}{2}$ and $c_1 > 0$ depend only on $n$, $\lambda$, $\Lambda$ and $\alpha$. This yields that $\bar{\vartheta} \in C^{2, \alpha}(\bar{Y} \times [0, s_0])$ with

$$\|\bar{\vartheta}\|_{C^{2, \alpha}(\bar{Y} \times [0, s_0])} \leq c_2,$$

where $c_2 > 0$ is determined only by $n$, $\lambda$, $\Lambda$, $\alpha$, $\beta$, $\beta_0$ and $K$.

Now let us fix a nonnegative integer $k$ and define

$$\bar{\vartheta}_k(y, s) = \bar{\vartheta}(y, s + k) \quad (y \in \mathbb{R}^n, s \geq 0).$$

Then from (3.19), we know that $\bar{\vartheta}_k$ solves

$$\partial_s \bar{\vartheta}_k = F(D^2\bar{\vartheta}_k, y, s + k) + f(y, s + k) \quad \text{in } 2Y \times (0, 2).$$
Hence, it follows from the interior $C^{2,\lambda}$ estimate (with $\bar{\lambda}$ being the same as that in (3.21)) that $\tilde{\partial}_k \in C^{2,\lambda}(\tilde{Y} \times [s_0, s_0 + 1])$ with

$$
\|\tilde{\partial}_k\|_{C^{2,\lambda}(\tilde{Y} \times [s_0, s_0 + 1])} \leq c_3 \left(\|\tilde{\partial}_k\|_{L^\infty(2\times(0,2)))} + \|\tilde{f}\|_{C^1(2\times(0,2)))}\right),
$$

where $c_3 > 0$ depends only on $n$, $\lambda$, $\Lambda$, $\alpha$ and $K$. Utilizing (3.3) and (3.1) (with $m = 0$), we deduce that

$$
\|\tilde{\partial}_0\|_{C^{2,\lambda}(\tilde{Y} \times [s_0, s_0 + 1])} \leq c_4 e^{-\bar{\rho} k},
$$

where $c_4 > 0$ is determined only by $n$, $\lambda$, $\Lambda$, $\alpha$, $\beta$, $\beta_0$ and $K$. Iterating (3.25) with respect to $k$ and utilizing (3.21) for the initial case of this iteration argument, we arrive at (3.18). \hfill \Box

Let us remark that Lemma 3.4 yields the compactness (in $y, s$) of the sequences $\{v(x_i, t_i, y, s)\}_{i=1}^\infty$ and $\{\tilde{v}(x_i, t_i, y, s)\}_{i=1}^\infty$ when $(x_i, t_i) \to (x, t)$. By the stability theory [CIL92] of viscosity solutions, we obtain that $v$ and $\tilde{v}$ are continuous in $(x, t)$, stated as below. Let us also point out that the following lemma is a version of continuous dependence estimates, and we refer to [JK02], [CM12] and other literature for more discussions in this regard.

**Lemma 3.4.** Let $\bar{\lambda}$ be the Hölder exponent chosen in Lemma 3.3. Then $\tilde{v} \in C(\mathbb{R}^n \times [0, T])$ and $v \in C(\mathbb{R}^n \times [0, T]; C^{2,\lambda}_{\text{loc}}(\mathbb{T}^n \times [0, \infty)))$ for any $0 < \lambda < \bar{\lambda}$.

**Proof.** As in the proof of Lemma 3.3 we will fix $(x, t) \in \mathbb{R}^n \times [0, T]$ and continue with using the simplified notation for $F, f, g, \gamma$ and $\tilde{v}$. Let us take any sequence $(x_i, t_i) \to (x, t)$ as $i \to \infty$. For notational convenience, let us write $F_i(P, y, s) = F(P, x_i, t_i, y, s)$, $f_i(y, s) = f(x_i, t_i, y, s)$, $g_i(y) = g(x_i, y)$, $v_i(y, s) = v(x_i, t_i, y, s)$, $\gamma_i = \gamma(x_i, t_i)$ and $\tilde{v}_i(y, s) = v_i(y, s) - \gamma_i$. By $C$ we denote a positive constant that depends only on $n$, $\lambda$, $\Lambda$, $\alpha$, $\beta$, $\beta_0$ and $K$, and will let it vary from one line to another.

We prove $v_i \to v$ first. By (3.18) we have

$$
\|v_i\|_{C^{2,\lambda}(\mathbb{T}^n \times [0, \infty))} \leq C,
$$

for any $i = 1, 2, \cdots$. Hence, we know from the Arzela-Ascoli theorem that for any subsequence $\{v_j\}_{j=1}^\infty$ of $\{v_i\}_{i=1}^\infty$, there exist a further subsequence $\{w_{j_k}\}_{k=1}^\infty$ and a certain function $w \in C^{2,\lambda}(\mathbb{T}^n \times [0, \infty))$ such that $w_{j_k} \to w$ in $C^{2,\lambda}_{\text{loc}}(\mathbb{T}^n \times [0, \infty))$ as $k \to \infty$, for any $0 < \bar{\lambda} < \bar{\lambda}$. One may notice that $w_{j_k}$ solves

$$
\left\{
\begin{array}{ll}
\partial_s w_{j_k} = F_i(D^2 w_{j_k}, y, s) + f_{j_k}(y, s) & \text{in } \mathbb{T}^n \times (0, \infty), \\
 w_{j_k}(0, y) = g_{j_k}(y) & \text{in } \mathbb{T}^n,
\end{array}
\right.
$$

in the viscosity sense. Due to the regularity assumptions (2.3), (2.4) and (3.1) on $F, f$ and respectively, we know that $F_i \to F$ uniformly on $\mathbb{S}^n \times \mathbb{T}^n \times [0, \infty)$, $g_i \to g$ uniformly on $\mathbb{R}^n$ and $f_i \to f$ uniformly on $\mathbb{T}^n \times [0, \infty)$, as $i \to \infty$. Hence, letting $k \to \infty$, we observe from the stability theory [CIL92] that the limit function $w$ also solves

$$
\left\{
\begin{array}{ll}
w = F(D^2 w, y, s) + f(y, s) & \text{in } \mathbb{T}^n \times (0, \infty), \\
w(0, y) = g(y) & \text{on } \mathbb{T}^n,
\end{array}
\right.
$$

in the viscosity sense. However, the above equation is identical with the equation (3.2). Since $v$ is the unique solution to (3.2), we deduce that $w = v$ on $\mathbb{T}^n \times [0, \infty)$. 
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What we have proved so far is that for any subsequence of $\{v_i\}_{i=1}^{\infty}$, there exists a further subsequence which converges to $v$. Thus, $v_i \to v$ as $i \to \infty$ in $C^{2,\bar{\alpha}}_{\text{loc}}(\mathbb{T}^n \times [0, \infty))$ for any $0 < \alpha < \bar{\alpha}$.

Now we are left with showing that $\gamma_i \to \gamma$. Due to (3.18), we have

$$e^{\delta_0s} \|\tilde{\gamma}(\cdot, \delta)\|_{C^{2,\bar{\alpha}}(\mathbb{T}^n)} \leq C,$$

for any $s \geq 0$, uniformly for all $i = 1, 2, \ldots$. Since $\tilde{\gamma}(y, s) = v_i(y, s) - \gamma_i$ and $\tilde{\gamma}(y, s) = v(y, s) - \gamma$, we deduce from (3.28) and (3.18) that

$$|\gamma_i - \gamma| \leq 2Ce^{-\delta_0s} + |v_i(0, s) - v(0, s)|.$$

Given any $\delta > 0$, we fix a sufficiently large $s_0$ such that $4Ce^{-\delta_0s_0} \leq \delta$, and correspondingly choose $i_0$ such that $2|v_i(0, s_0) - v(0, s_0)| \leq \delta$ for all $i \geq i_0$. Then we have $|\gamma_i - \gamma| \leq \delta$ for all $i \geq i_0$, proving that $\gamma_i \to \gamma$ as $i \to \infty$. Thus, the proof is finished.

By Lemma 3.4, we are ready to prove the differentiability of $v$ and $\tilde{\gamma}$ in the slow variables $(x, t)$, and an exponential decay estimate for the derivatives of $v - \tilde{\gamma}$. Here we use Lemma 3.4 to obtain compactness (in $(y, s)$) of the difference quotients (in $(x, t)$) of $v$. Arguing similarly as in the proof of Lemma 3.4, we deduce that the difference quotients converge to a single limit, proving the differentiability of $v$.

**Lemma 3.5.** Let $\bar{\alpha}$ be the Hölder exponent chosen in Lemma 3.3 Then there exist $D_x\tilde{\gamma}(x, t)$ and $D_xv(x, t, \cdot, \cdot) \in C^{2,\bar{\alpha}}(\mathbb{T}^n \times [0, \infty))$ such that

$$\|D_x\tilde{\gamma}(x, t) + \|D_x(v(x, t, \cdot, \cdot) - \tilde{\gamma}(x, t))\|_{C^{2,\bar{\alpha}}(\mathbb{T}^n \times [0, \infty])} \leq C,$$

for any $(x, t) \in \mathbb{R}^n \times [0, T]$, where $0 < \beta_1 < \beta_0$ depends only on $n$, $\lambda$, $\Lambda$ and $\beta_0$, and $C > 0$ depends only on $n$, $\lambda$, $\Lambda$, $\alpha$, $\beta$, $\beta_0$, $\beta_1$, and $K$. Moreover, we have $\tilde{\gamma} \in C^1(\mathbb{R}^n \times [0, T])$ and $v \in C^1(\mathbb{R}^n \times [0, T]; C^{2,\alpha}_{\text{loc}}(\mathbb{T}^n \times [0, \infty)))$ for any $0 < \alpha < \bar{\alpha}$.

**Remark 3.6.** According to the parabolic terminology, $C^1$ regularity in $(x, t)$ only involves derivatives in $x$. For more details, see Section 2.

**Proof of Lemma 3.5** Throughout this proof, let us write by $C$ a positive constant depending only on $n$, $\lambda$, $\Lambda$, $\alpha$, $\beta$, $K$, and $\bar{\alpha}$, and allow it to vary from one line to another. Fix $(x, t) \in \mathbb{R}^n \times [0, T]$ and $1 \leq k \leq n$. We shall omit the dependence on $t$ for notational convenience. Let us define

$$A_\sigma(y, s) = \int_0^1 D_p\sigma(y, s, x + \sigma\epsilon_v, y, s) + (1 - \rho)D^2_y\sigma(y, s, x, y, s)dp,$$

$$\Psi_\sigma(y, s) = \frac{F(D^2_y\sigma(y, s, x, y, s)) - F(D^2_y\sigma(y, x, y, s))}{\sigma},$$

$$G_\sigma(y) = \frac{g(x + \sigma\epsilon_v, y) - g(x, y)}{\sigma},$$

for $(y, s) \in \mathbb{T}^n \times [0, \infty)$, and nonzero $\sigma \in \mathbb{R}$.

Clearly, $A_\sigma$, $\Psi_\sigma$ and $G_\sigma$ are periodic in $y$. The ellipticity of $A_\sigma$ follows immediately from (2.1). Indeed, $A_\sigma$ satisfies

$$\lambda|Q| \leq \text{tr}(A_\sigma(y, s))Q \leq \Lambda|Q| \quad (Q \in \mathcal{S}^n, Q \geq 0),$$

for any $(y, s) \in \mathbb{T}^n \times [0, \infty)$. Thus, $A_\sigma$ is an elliptic operator for any $(y, s) \in \mathbb{T}^n \times [0, \infty)$. Moreover, $\Psi_\sigma$ and $G_\sigma$ are also elliptic operators for any $(y, s) \in \mathbb{T}^n \times [0, \infty)$.
for any \((y, s) \in \mathbb{T}^n \times [0, \infty)\). It should be remarked that the lower and the upper ellipticity bounds of \(A_\sigma\) are not only independent of \(\sigma\) but also the same as those of \(F\).

By (2.3) and (3.18), we know that \(A_\sigma \in C^2(\mathbb{T}^n \times [0, \infty))\) and
\[
\|A_\sigma\|_{C^2(\mathbb{T}^n \times [0, \infty))} \leq C.
\]

Let us remark here that we need Lipschitz regularity of \(D_2F\) in \(P\) in order to have (3.31).

Similarly, we may deduce from (2.3), (3.1) and (3.18) that \(\Psi_\sigma \in C^2(\mathbb{T}^n \times [0, \infty))\) satisfies
\[
\|\Psi_\sigma\|_{C^2(\mathbb{T}^n \times [0, \infty))} \leq C.
\]

On the other hand, it follows directly from (2.4) that \(G \in C^{2,\alpha}(\mathbb{R}^n)\) and
\[
\|G_{\sigma}\|_{C^{2,\alpha}(\mathbb{T}^n)} \leq K.
\]

Now we define
\[
V_\sigma(y, s) = \frac{v(x + \sigma e_k, y, s) - v(x, y, s)}{\sigma} \quad \text{and} \quad \Gamma_\sigma = \frac{\delta(x + \sigma e_k) - \delta(x)}{\sigma},
\]
for \((y, s) \in \mathbb{T}^n \times [0, \infty)\) and nonzero \(\sigma \in \mathbb{R}\). Linearizing the equation (3.2), we see that \(V_\sigma\) is a viscosity solution to
\[
\begin{align*}
\partial_t V_\sigma &= \text{tr}(A_\sigma(y, s) D_y^2 V_\sigma) + \Psi_\sigma(y, s) \quad \text{in} \; \mathbb{T}^n \times (0, \infty), \\
V_\sigma(y, 0) &= G_\sigma(y) \quad \text{on} \; \mathbb{T}^n.
\end{align*}
\]

Owing to (3.31) - (3.33), we observe that the equation (3.35) belongs to the same class of (3.2). Hence, Lemma 3.3 is applicable to the problem (3.35). In particular, the exponent \(\beta\) in the statement of Lemma 3.3 is replaced here by \(\beta_0\). Thus, we obtain some \(0 < \beta_1 < \beta_0\), depending only on \(n, \lambda, \Lambda\) and \(\beta_0\), such that
\[
\|\Gamma_\sigma\| + \|V_\sigma\|_{C^2(\mathbb{T}^n \times [0, \infty))} \leq C.
\]

Now we invoke the compactness argument used in the proof of Lemma 3.4.

Choose any sequence \(\sigma_i \to 0\) as \(i \to \infty\). Then by (3.36), there exist a subsequence \(\{\tau_j\}_{j=1}^{\infty}\) of \(\{\sigma_i\}_{i=1}^{\infty}\) and a function \(V \in C^{2,\alpha}(\mathbb{T}^n \times [0, \infty))\) such that \(V_{\tau_j} \to V\) in \(C^{2,\alpha}_{loc}(\mathbb{T}^n \times [0, \infty))\) as \(j \to \infty\), for any \(0 < \hat{\alpha} < \tilde{\alpha}\).

On the other hand, from the regularity assumptions on \(F\) and \(f\) ((2.3) and (3.1) respectively) and the continuity of \(D_y^2 v(x, t, y, s)\) in \((x, t)\) (Lemma 3.4), we deduce that \(A_\sigma \to A\) and \(\Psi_\sigma \to \Psi\) locally uniformly in \(\mathbb{T}^n \times [0, \infty)\) as \(\sigma \to 0\), where
\[
A(y, s) = D_p F(D_y^2 v(x, y, s), x, y, s), \quad \Psi(y, s) = D_y F(D_y^2 v(x, y, s), x, y, s) + D_{\alpha_0} f(x, y, s).
\]

It also follows from the regularity assumption (2.4) on \(g\) that \(G_{\alpha_0} \to G\) uniformly in \(\mathbb{R}^n\) with
\[
G(y) = D_{\alpha_0} g(x, y).
\]

Hence, it follows from the stability of viscosity solutions (see [CIL92] for the details) that the limit function \(V\) of \(V_{\tau_j}\) is a viscosity solution to
\[
\begin{align*}
V_s &= \text{tr}(A(y, s) D_y^2 V) + \Psi(y, s) \quad \text{in} \; \mathbb{T}^n \times (0, \infty), \\
V(y, 0) &= G(y) \quad \text{on} \; \mathbb{T}^n.
\end{align*}
\]
However, $A, G$ and $\Psi$ also satisfy (3.30), (3.33) and respectively (3.32). Thus, (3.38) belongs to the same class of (3.2), which implies that $V$ is the unique (spatially periodic) viscosity solution to (3.38). This shows that $V_\sigma \to V$ in $C^{2,\frac{\beta}{2}}_{\text{loc}}(\mathbb{T}^n \times [0, \infty))$ as $\sigma \to 0$, for any $0 < \hat{\alpha} < \hat{\alpha}$. In other words,

$$
(3.39) \quad V(y, s) = D_\gamma v(x, y, s).
$$

Equipped with the uniform estimate (3.36) and the observation that $V_\sigma \to V$, we may also prove that $\Gamma_\sigma \to \Gamma$ as $\sigma \to 0$, for some $\Gamma \in \mathbb{R}$. Since this part repeats the argument used in the end of the proof of Lemma 3.4, we skip the details. Let us remark that

$$
(3.40) \quad \Gamma = D_\gamma \bar{\sigma}(x).
$$

The second assertion of Lemma 3.5 can be justified by following the proof of Lemma 3.4 regarding (3.38). To avoid the redundancy of the argument, we omit the details.

From the proof of Lemma 3.5 we observe that the regularity of $v$ and $\bar{v}$ in $(x, t)$ can be improved in a systematic way. Induction on the order of the derivatives (in $(x, t)$) of $v$ and $\bar{v}$ leads us to the following proposition.

**Proposition 3.7.** Under the assumptions (2.1) - (2.4) and (3.1) on $F$, $G$ and $f$, $v \in C^\infty(\mathbb{R}^n \times [0, T]; C^{2,\beta}(\mathbb{T}^n \times [0, \infty)))$ and $\bar{v} \in C^\infty(\mathbb{R}^n \times [0, T])$ with

$$
(3.41) \quad \sum_{k, l = 0}^m \left[ |D_\gamma^k \partial_\gamma^l \bar{v}(x, t)| + \left| D_\gamma^k \partial_\gamma^l (v(x, t, \cdot, \cdot) - \bar{v}(x, t)) \right|_{E^l(\mathbb{T}^n \times [0, \infty); \beta_l)} \right] \leq C_m,
$$

for all $(x, t) \in \mathbb{R}^n \times [0, T]$ and any $m \geq 0$, where $0 < \beta_m < \beta$ depends only on $n, \lambda, \Lambda, m$ and $\beta$, and $C_m > 0$ depends only on $n, \lambda, \Lambda, \alpha, \beta, m$ and $K$.

**Remark 3.8.** As pointed out in Remark 3.2, the proof of this proposition does not use the periodicity of $F$ in $s$. Moreover, $0 < \beta_m < \cdots < \beta_0 < \beta$ for any $m \geq 1$ and $C_m$ depends on the choice of $\beta_0, \cdots, \beta_m$.

**Proof of Proposition 3.7.** The proof of this proposition repeats that of Lemma 3.5. One may notice that although the statement of this lemma only involves the derivatives in $x$, the proof works equally well for the derivatives in $t$. Here we will only provide the sketch of the proof, and leave out the details to avoid redundancy.

Let $V_k$ and $\bar{V}_k$ be the $k$-th order derivative (in $(x, t)$) of $v$ and respectively $\bar{v}$. Let $(P_k)$ be the equation which $V_k$ solves, and suppose (as the induction hypothesis) that the coefficient $A_k$, the source term $\Psi_k$ and the initial data $G_k$ of $(P_k)$ belong to the same class of (3.2). We know that this hypothesis is satisfied when $k = 1$, since in that case the equation $(P_1)$ is precisely (3.38). By the induction hypothesis, Lemma 3.4 is applicable, which gives us higher regularity of $V_k$ in the fast variables.

Now let $(V_{k, \sigma})_{\sigma \neq 0}$ be the sequence of difference quotients of $V_k$ (in $(x, t)$). To avoid confusion, let us denote by $(P_{k, \sigma})$ the equation for $V_{k, \sigma}$. Let us also denote by $A_{k, \sigma}$, $\Psi_{k, \sigma}$ and $G_{k, \sigma}$ the coefficient, the source term and respectively the initial data of $(P_{k, \sigma})$.

Following the proof of Lemma 3.5 we may observe that $(P_{k, \sigma})$ is obtained by linearizing $(P_k)$. Utilizing the structure conditions of $F$, $f$ and $g$, one may deduce that $(P_{k, \sigma})$ belongs to the same class of $(P_k)$ with the structure conditions for $(P_{k, \sigma})$ being independent of $\sigma$. Moreover, one may observe from the regularity assumptions on $F$ and $f$ that $A_{k, \sigma}$ and $\Psi_{k, \sigma}$ converge to some $A_{k+1}$ and $\Psi_{k+1}$, respectively, as $\sigma \to 0$.
locally uniformly in the underlying domain of $(y, s)$. Here one needs to use the continuity of $D_y^2 V_k$ in $(x, t)$ that will be given in the induction hypotheses. On the other hand, $G_{k, s}$ will converge to some $G_{k+1}$ uniformly in $y$, due to the regularity assumption on $G$.

Hence, the stability theory of viscosity solutions will ensure that any limit of $V_{k, s}$ is a viscosity solution to the problem $(P_{k+1})$ having $A_{k+1}$, $\Psi_{k+1}$ and $G_{k+1}$ as the coefficient, the source term and, respectively, the initial data. Then the uniqueness of (viscosity) solutions to $(P_{k+1})$ will lead us to the observation that $V_{k, s}$ converges to a single limit function, say $V_{k+1}$. In other words, $V_k$ is differentiable (in $(x, t)$) and the corresponding derivative is $V_{k+1}$. Utilizing this fact, one may also prove that $\bar{V}_k$ is differentiable with the derivative being $\bar{V}_{k+1}$.

We observe that Lemma 3.4 provides us the desired estimate for $V_k$ and $\bar{V}_k$, while Lemma 3.9 yields that for $V_{k+1}$ and $\bar{V}_{k+1}$. The rest of the proof can now be finished by an induction argument.

3.2. Cell Problem. Due to the uniform ellipticity and the periodicity of $F$, we know from the classical work [Eva92] that there is a functional $\tilde{F} : S^n \times \mathbb{R}^n \times [0, T] \to \mathbb{R}$ such that for each $(P, x, t) \in S^n \times \mathbb{R}^n \times [0, T]$, the following equation,

$$w_y = \tilde{F}(D_y^2 w + P, x, t, y, s) - \tilde{F}(P, x, t) \quad \text{in} \quad \mathbb{T}^n \times T,$$

has a periodic viscosity solution $w \in C(\mathbb{T}^n \times T)$. We also know that $\tilde{F}$ is uniformly elliptic with the same ellipticity constants of $F$, and it is concave in the Hessian variable $P$.

Moreover, periodic viscosity solutions to (3.42) are unique up to an additive constant, if any. This also allows us to define another functional $w : S^n \times \mathbb{R}^n \times [0, T] \times T^n \times T \to \mathbb{R}$ such that $w(P, x, t, \cdot, \cdot)$ is the unique viscosity solution to (3.42), which also satisfies

$$w(P, x, t, 0, 0) = 0.$$

We shall now study the regularity of $\tilde{F}$ and $w$ in $(P, x, t)$, which follows closely to the authors’ previous work [KL16]. We begin by improving the regularity of $w$ in the fast variables $(y, s)$, based on the interior $C^{2,\alpha}$ estimates [Wan92b] for viscosity solutions to concave equations. We leave the proof to the reader, as it is straightforward from the classical regularity result, and the property of the cell problem.

**Lemma 3.9.** There exists $0 < \bar{\alpha} \leq \alpha$ depending only on $n$, $\lambda$, $\Lambda$ and $\alpha$ such that $w(P, x, t, \cdot, \cdot) \in C^{2,\bar{\alpha}}(\mathbb{T}^n \times T)$ with

$$\|w(P, x, t, \cdot, \cdot)\|_{C^{2,\bar{\alpha}}(\mathbb{T}^n \times T)} \leq C|P|,$$

for each $(P, x, t) \in S^n \times \mathbb{R}^n \times [0, T]$, where $C > 0$ depends only on $n$, $\lambda$, $\Lambda$, $\alpha$ and $K$. Moreover, $w \in C(S^n \times \mathbb{R}^n \times [0, T]; C^{2,\tilde{\alpha}}(\mathbb{T}^n \times T))$ for any $0 < \tilde{\alpha} < \bar{\alpha}$.

With the above lemma at hand, we can proceed with the proof of (continuous) differentiability of $\tilde{F}$ and $w$ in $(P, x, t)$. The proof is also similar to that of Lemma 3.5.

**Lemma 3.10.** Let $\tilde{\alpha}$ be the Hölder exponent chosen in Lemma 3.9. Then there exist $D_y^k D_x^l \tilde{F}(P, x, t)$ and $D_y^k D_x^l w(P, x, t, \cdot, \cdot) \in C^{2,\tilde{\alpha}}(\mathbb{T}^n \times T)$, for any $k, l \geq 0$ with $k + l = 1$. such that

$$\|D_y^k D_x^l \tilde{F}(P, x, t)\| + \|D_y^k D_x^l w(P, x, t, \cdot, \cdot)\|_{C^{2,\tilde{\alpha}}(\mathbb{T}^n \times T)} \leq C|P|^{1-k},$$
for any \((P, x, t) \in S^u \times \mathbb{R}^n \times [0, T]\), where \(C > 0\) depends only on \(n, \lambda, \Lambda, \alpha\) and \(K\). Moreover, we have \(\bar{F} \in C^1(S^u \times \mathbb{R}^n \times [0, T])\) and \(w \in C^1(S^u \times \mathbb{R}^n \times [0, T]; \mathbb{C}^{2, \alpha}(T^u \times T))\) for any \(0 < \hat{\alpha} < \alpha\).

**Remark 3.11.** As pointed out in Remark 3.6, \(C^1\) regularity in \((P, x, t)\) does not involve that in \(t\), according to the parabolic terminology.

**Proof of Lemma 3.10.** In this proof, we use \(C\) to denote a positive constant that depends only on \(n, \lambda, \Lambda, \alpha\) and \(K\), and allow it to vary from one line to another. We shall prove this lemma for the derivatives in \(P\) only, since the same argument applies to the proof for the derivatives in \(x\). Fix \((P, x, t) \in S^u \times \mathbb{R}^n \times [0, T]\) and \(1 \leq i, j \leq n\). Recall from Section 2 that by \(E_{ij}\) we denote the \((i, j)\)-th standard basis matrix in \(S^u\). For notational convenience, we shall skip the dependence of \(F, w\) and \(\bar{F}\) on \((x, t)\).

Define

\[
A_{\sigma}(y, s) = \int_0^1 D_p F(pD_y^2 w(P + sE_{ij}, y, s) + (1 - p)D_y^2 w(P, y, s) + pE_{ij}, y, s) dp,
\]

\[
W_{\sigma}(y, s) = \frac{w(P + sE_{ij}, y, s) - w(P, y, s)}{s} \quad \text{and} \quad \Gamma_{\sigma} = \frac{\bar{F}(P + sE_{ij}) - \bar{F}(P)}{s},
\]

for \((y, s) \in T^n \times T\). By linearization, we deduce that \(W_{\sigma}\) is a (viscosity) solution to

\[
(3.43) \quad \partial_s W_{\sigma} = \text{tr}(A_{\sigma}(y, s)(D_y^2 W_{\sigma} + E_{ij})) - \Gamma_{\sigma} \quad \text{in} \ T^n \times T.
\]

Clearly, \(A_{\sigma}\) is periodic on \(T^n \times T\). More importantly, \(A_{\sigma}\) is uniformly elliptic in the sense of (3.30) and Hölder continuous with the uniform estimate (3.31). It should be stressed that the lower and upper ellipticity bounds for \(A_{\sigma}\) are given by \(\lambda\) and, respectively, \(\Lambda\) and are independent of \(\sigma\). Hence, (3.43) belongs to the same class of (3.42). As a result, Lemma 3.9 is applicable to (3.43). This yields that \(W_{\sigma} \in C^{2, \alpha}(T^n \times T)\) and

\[
(3.44) \quad |\Gamma_{\sigma}| + ||W_{\sigma}||_{C^{2, \alpha}(T^n \times T)} \leq C|E_{ij}| \leq C.
\]

Notice that Lemma 3.9 ensures \(w \in C(S^u; C^{2, \alpha}(T^n \times T))\) for any \(0 < \hat{\alpha} < \alpha\). This combined with uniform ellipticity (2.1) of \(F\) yields that we have \(A_{\sigma} \rightarrow A\) in \(C^{\alpha}(T^n \times T)\) as \(\sigma \rightarrow 0\) for any \(0 < \hat{\alpha} < \alpha\), where

\[
(3.45) \quad A(y, s) = D_p F(D_y^2 w(P, y, s) + P, y, s).
\]

On the other hand, the uniform estimate (3.44) and the periodicity of \(W_{\sigma}\) implies that any subsequence of \((\{(\Gamma_{\sigma}, W_{\sigma})\})_{\sigma \neq 0}\) contains a further subsequence that converges in \(\mathbb{R} \times C^{2, \alpha}(T^n \times T)\), for any \(0 < \hat{\alpha} < \alpha\). However, the stability [119,2] of viscosity solutions ensures that a (uniform) limit \((\Gamma, W)\) of \((\{(\Gamma_{\sigma}, W_{\sigma})\})_{\sigma \neq 0}\), if any, should satisfy

\[
W_{\sigma} = \text{tr}(A(y, s)(D_y^2 W + E_{ij})) - \Gamma \quad \text{in} \ T^n \times T,
\]

in the viscosity sense. Since \(A\) is periodic and uniformly elliptic (in the sense of (3.30)) and \(W\) is also periodic, the classical argument [192] ensures the uniqueness of \(\Gamma\). Moreover, since \(W_{\sigma}(0, 0) = 0\) for all nonzero \(\sigma\), the limit \(W\) should also be unique. Therefore, \(\Gamma_{\sigma} \rightarrow \Gamma\) and \(W_{\sigma} \rightarrow W\) as \(\sigma \rightarrow 0\), where the latter holds in \(C^{2, \alpha}(T^n \times T)\) for any \(0 < \hat{\alpha} < \alpha\).

By the definition of \(\Gamma_{\sigma}\) and \(W_{\sigma}\), we conclude that \(\bar{F}\) and \(w\) are differentiable at \(P\) in direction \(E_{ij}\) with

\[
(3.46) \quad \Gamma = D_{P_{ij}} \bar{F}(P) \quad \text{and} \quad W(y, s) = D_{P_{ij}} w(P, y, s).
\]
The rest of the proof then follows from Lemma 3.9 and hence we omit the details.

The following proposition is obtained by induction on the order of derivatives of $\bar{F}$ and $w$ in the slow variables $(P, x, t)$.

**Proposition 3.12.** Assume that $F$ verifies \((2.1) - (2.3)\). Then $\bar{F} \in C^{\infty}(S^n \times \mathbb{R}^n \times [0, T])$ and $w \in C^{\infty}(S^n \times \mathbb{R}^n \times [0, T]; C^{2,\beta}((\mathbb{R}^n \times \mathbb{T}))$ and

\[
(3.47) \quad \sum_{k+l+2m=m} \left| [D^k_x D^l_x \partial_t^r \bar{F}(P, x, t)] + \left| D^k_x D^l_x \partial_t^r w(P, x, t, \cdot, \cdot) \right| \right|_{C^{2,\beta}((\mathbb{R}^n \times \mathbb{T}))} \leq C_m|\mathcal{P}^{(1-k)}|,
\]

for all $(P, x, t) \in S^n \times \mathbb{R}^n \times [0, T]$ and for each integer $m \geq 0$, where $0 \leq \alpha \leq \alpha$ depends only on $n, \lambda, \Lambda$ and $\alpha$, and $C_m > 0$ depends only on $n, \lambda, \Lambda, \alpha, m$ and $K$.

**Proof.** One may notice that the higher regularity of $\bar{F}$ and $w$ in the slow variables $(P, x, t)$ can be obtained by inductively applying Lemma 3.10 on the number of derivatives. Since the whole argument resembles that of the proof of Proposition 3.7, we omit the details. $\square$

4. **Higher Order Convergence Rate**

This section is devoted to achieving the higher order convergence rates of the homogenization process of \((1.1)\). We expect that away from the initial time zone, by which we indicate the strip $0 \leq t \leq \varepsilon^2$, the solution, $u^{\varepsilon}$, of \((1.1)\) becomes less affected by the rapidly oscillatory behavior of the initial data, and that it behaves more as a solution to certain Cauchy problem with a non-oscillatory initial data. Thus, it is reasonable to split $u^{\varepsilon}$ into the non-oscillatory part and the oscillatory part near the initial time layer.

For this reason, we construct two types of the higher order correctors associated with the homogenization problem \((1.1)\), namely the initial layer corrector and the interior corrector. The former type captures the oscillatory behavior of $u^{\varepsilon}$ near the initial time layer, while the latter describes its behavior in the interior. The construction of these correctors of higher orders will be based on the regularity theory in the slow variables established in Section 3.

Recall from Section 2 the definition of the classes $S(m, \bar{\alpha}; d, k)$ and $E(m, \bar{\alpha}; d, k)$.

4.1. **Initial Layer Corrector.** In this subsection, we aim at proving the following proposition.

**Proposition 4.1.** Assume that $F : S^n \times \mathbb{R}^n \times [0, T] \times \mathbb{T}^n \times \mathbb{T} \to \mathbb{R}$ and $g : \mathbb{R}^n \times \mathbb{T}^n \to \mathbb{R}$ verify \((2.1) - (2.4)\). Then there exist sequences $\{v_k : \mathbb{R}^n \times [0, T] \to \mathbb{R}\}_{k=0}^{\infty}$ and $\{\tilde{v}_k : \mathbb{R}^n \times [0, T] \to \mathbb{R}\}_{k=0}^{\infty}$ such that $v_k \in S(2, \bar{\alpha}; k)$, $\tilde{v}_k \in S(k)$ and $v_k - \tilde{v}_k \in E(2, \bar{\alpha}; k)$ for each $k \geq 0$. Moreover, for any integer $m \geq 0$, set

\[
(4.1) \quad \tilde{v}_m(x, t) = \sum_{k=0}^{m} \varepsilon^k \left( v_k(x, t, \frac{x}{\varepsilon}, \frac{t}{\varepsilon^2}) - \tilde{v}_k(x, t) \right), \quad \tilde{g}_m(x) = \sum_{k=0}^{m} \varepsilon^k \tilde{v}_k(x, 0).
\]

Then one has

\[
(4.2) \quad \left\{ \begin{array}{ll}
\partial_t \tilde{v}_m = \frac{1}{\varepsilon} F \left( \varepsilon^2 D^2 \tilde{v}_m, x, t, \frac{x}{\varepsilon}, \frac{t}{\varepsilon^2} \right) + \psi_m \left( x, t, \frac{x}{\varepsilon}, \frac{t}{\varepsilon^2} \right) & \text{in } \mathbb{R}^n \times (0, T), \\
n \tilde{v}_m(x, 0) + \tilde{g}_m(x) = g \left( x, \frac{x}{\varepsilon} \right) & \text{on } \mathbb{R}^n,
\end{array} \right.
\]
where \( \psi_m^\varepsilon : \mathbb{R}^n \times [0,T] \times T^n \times [0,\infty) \to \mathbb{R} \) satisfies

\[
|\psi_m^\varepsilon(x,t,y,s)| \leq C_m e^{m-1} e^{-\delta ns},
\]

for any \( 0 < \varepsilon \leq \frac{1}{2} \).

**Remark 4.2.** We shall call \( \psi_k(x,t,y,s) \) the \( k \)-th order initial layer corrector and the function \( \tilde{\psi}_k : \mathbb{R}^n \to \mathbb{R} \), defined by

\[
\tilde{\psi}_k(x) = \bar{\psi}_k(x,0),
\]

the \( k \)-th order effective initial data.

**Remark 4.3.** If \( F \) is a linear operator so that \( F(P,x,t,y,s) = \text{tr}(A(x,t,y,s)P) \) for some matrix-valued mapping \( A \), then \( \bar{\psi}_m^\varepsilon \) satisfies

\[
\begin{align*}
\partial_t \bar{\psi}_m^\varepsilon &= \text{tr} \left( A \left( x, t, \frac{x}{\varepsilon}, \frac{t}{\varepsilon^2} \right) D^2 \bar{\psi}_m^\varepsilon \right) + \psi_m^\varepsilon \left( x, t, \frac{x}{\varepsilon}, \frac{t}{\varepsilon^2} \right) \quad \text{in } \mathbb{R}^n \times (0,T), \\
\tilde{\psi}_m^\varepsilon(x,0) + \bar{\psi}_m^\varepsilon(x) &= \bar{\mathcal{g}} \left( x, \frac{x}{\varepsilon} \right) \quad \text{on } \mathbb{R}^n.
\end{align*}
\]

Let us begin with heuristic arguments by the formal expansion. The computation presented here uses the Taylor expansion of \( F \) in its matrix variable \( P \). We should mention that such an approach has already been shown in the authors’ previous work \([KL16]\).

Differentiating \( \bar{\psi}_m^\varepsilon \) with respect to \( t \), we obtain

\[
\varepsilon^2 \partial_t \bar{\psi}_m^\varepsilon(x,t) = \sum_{k=0}^m \varepsilon^k \partial_t \bar{\psi}_k(x,t,\frac{x}{\varepsilon},\frac{t}{\varepsilon^2}) + \sum_{k=0}^m \varepsilon^{k+2} \partial_t \bar{\psi}_k(x,t,\frac{x}{\varepsilon},\frac{t}{\varepsilon^2}) - \bar{\rho}_k(x,t),
\]

In order to proceed with the derivatives of \( \bar{\psi}_m^\varepsilon \) in variable \( x \), let us define \( V_k : \mathbb{R}^n \times [0,T] \times T^n \times [0,\infty) \to \mathbb{S}^n \) by

\[
V_k = \begin{cases} 
D^2_vv_0, & k = 0, \\
D^2_vv_1 + D_{xy}v_0, & k = 1, \\
D^2_vv_k + D_{xy}v_{k-1} + D^2_x(v_{k-2} - \bar{\psi}_{k-2}), & k \geq 2,
\end{cases}
\]

and corresponding define

\[
\bar{V}_k = \begin{cases} 
V_{kr}, & 0 \leq k \leq m, \\
D_{xy}v_m + D^2_x(v_{m-1} - \bar{\psi}_{m-1}), & k = m + 1, \\
D^2_x(v_m - \bar{\psi}_m), & k = m + 2.
\end{cases}
\]

With \( \bar{V}_k \), one can write

\[
\varepsilon^2 D^2 \bar{\psi}_m^\varepsilon(x,t) = \sum_{k=0}^m \varepsilon^k \bar{V}_k \left( x, t, \frac{x}{\varepsilon}, \frac{t}{\varepsilon^2} \right) = V_0 \left( x, t, \frac{x}{\varepsilon}, \frac{t}{\varepsilon^2} \right) + \varepsilon V_m \left( x, t, \frac{x}{\varepsilon}, \frac{t}{\varepsilon^2} \right),
\]

where in the second identity we wrote \( V_m^\varepsilon \) for the sum of \( \varepsilon^k \bar{V}_k \) over \( 1 \leq k \leq m + 2 \).

For notational convenience, let us write

\[
A_k(x,t,y,s) = D^k_p F(V_0, x, t, y, s), \quad k \geq 1,
\]

for \( (x,t,y,s) \in \mathbb{R}^n \times [0,T] \times T^n \times [0,\infty) \), and especially

\[
A = A_1,
\]
which is a $S^0$-valued mapping, uniformly elliptic in the sense that $\text{tr}(A(x, t, y, s)N)$ satisfies the ellipticity condition (2.1). What we shall do is the Taylor expansion of $F$ in the matrix variable with base point $V_0$ and perturbation $\varepsilon V^\varepsilon_m$. In the following computation, we shall omit the variables $(x, t, \varepsilon^{-1}x, \varepsilon^{-2}t)$ in the exposition, since they do not play any important role.

(4.11)  

$$F(\varepsilon^2 D^2 \tilde{\sigma}^m) = F(V_0 + \varepsilon V^\varepsilon_m)$$

$$= F(V_0) + \varepsilon \text{tr}(AV^\varepsilon_m) + \sum_{k=2}^{m} \frac{\varepsilon^k}{k!} A_k(V^\varepsilon_m, \ldots, V^\varepsilon_m) + R^\varepsilon_m$$

$$= F(V_0) + \varepsilon \text{tr}(AV_1) + \sum_{k=2}^{m} \frac{\varepsilon^k}{k!} \sum_{i_1 + \cdots + i_k = k, i_1, \cdots, i_k \geq 1} A_i(V_{i_1}, \ldots, V_{i_k})$$

$$+ E^\varepsilon_m,$$

where $R^\varepsilon_m$ is the remainder term from the Taylor expansion, i.e.,

(4.12)  

$$R^\varepsilon_m = F(V_0 + \varepsilon V^\varepsilon_m) - F(V_0) - \varepsilon \text{tr}(AV^\varepsilon_m) + \sum_{k=2}^{m} \frac{\varepsilon^k}{k!} A_k(V^\varepsilon_m, \ldots, V^\varepsilon_m),$$

and $E^\varepsilon_m$ is the term that contains further errors,

(4.13)  

$$E^\varepsilon_m = R^\varepsilon_m + \sum_{k=2}^{m+2} \sum_{m+1 \leq i_1 + \cdots + i_k \leq (m+2)} \frac{\varepsilon^{i_1 + \cdots + i_k}}{k!} A_k(\bar{V}_{i_1}, \ldots, \bar{V}_{i_k}).$$

Hence, plugging $\tilde{\sigma}^m$ into (1.1) and equating the power of $\varepsilon$, and noting (4.6) and (4.11), we obtain a sequence of equations that $v_k$ should solve. The next lemma gives a rigorous justification of the above heuristic arguments.

**Lemma 4.4.** One can recursively construct sequences $\{v_k \in S(2, \tilde{\alpha}; k)\}_{k=0}^{\infty}$ and $\{\tilde{v}_k \in S(k)\}_{k=0}^{\infty}$ with $v_k - \tilde{v}_k \in E(2, \tilde{\alpha}; k)$, as follows.

(i) $v_0(x, t, \cdot, \cdot)$ is the solution of

(4.14)  

$$\begin{cases}
  \partial_s v_0 = F(D^2_x v_0, x, t, y, s) & \text{in } \mathbb{T}^n \times (0, \infty), \\
  v_0(x, t, y, 0) = g(x, y) & \text{on } \mathbb{T}^n,
\end{cases}$$

(ii) For each $2 \leq k \leq m$, $v_k(x, t, \cdot, \cdot)$ is the solution of

(4.15)  

$$\begin{cases}
  \partial_s v_k = \text{tr}(A(x, t, y, s)D^2_x v_k) + \Phi_k(x, t, y, s) & \text{in } \mathbb{T}^n \times (0, \infty), \\
  v_k(x, t, y, 0) = 0 & \text{on } \mathbb{T}^n,
\end{cases}$$

where

$$\Phi_k = \begin{cases}
  0, & k = 1, \\
  \text{tr}(A(D_{xy} v_{k-1} + D^2_{xx}(v_{k-2} - \tilde{v}_{k-2})) - \partial_t (v_{k-2} - \tilde{v}_{k-2})) \\
  + \sum_{l=2}^{k-1} \frac{1}{l!} \sum_{i_1 + \cdots + i_k = k} A_i(V_{i_1}, \ldots, V_{i_k}), & k \geq 2.
\end{cases}$$
(iii) For each \( k \geq 0 \),
\[
\bar{v}_k(x, t) = \lim_{s \to \infty} v_k(x, t, 0, s).
\]

Remark 4.5. If \( F \) were linear, i.e., \( F(P, x, t, y, s) = \text{tr}(A(x, t, y, s)P) \) for some matrix-valued mapping \( A \), then the summation term in the definition (4.16) of \( \Phi_k \), for \( k \geq 2 \), is trivial, since \( A_i = D^{i}F = 0 \) for any \( l \geq 2 \). Moreover, the interior operator for \( v_0 \) is the same as that of \( v_k \) for any \( k \geq 1 \); i.e., \( \partial_s v_0 = \text{tr}(A(x, t, y, s)D_s^2v_0) \) in \( T^n \times (0, \infty) \).

Proof. It is clear from Proposition 3.7 that \( v_0 \in S(2, \bar{\alpha}; 0) \) and \( \bar{v}_0 \in S(0) \) with \( v_0 - \bar{v}_0 \in E(2, \bar{\alpha}; 0) \). Henceforth, we shall suppose \( m \geq 1 \), and assume further, as the induction hypothesis, that we have already found \( v_k \in S(2, \bar{\alpha}; k) \) and \( \bar{v}_k \in S(k) \) satisfying \( v_k - \bar{v}_k \in E(2, \bar{\alpha}; k) \), for \( 0 \leq k \leq m - 1 \).

Recall the mappings \( V_k \) and \( A_k \) from (4.7) and (4.10). Since \( v_k - \bar{v}_k \in E(2, \bar{\alpha}; k) \), we have \( V_k \in E(0, \bar{\alpha}; k) \) for each \( 0 \leq k \leq m - 1 \). This along with the structure condition (2.3) of \( F \) that \( A_k \in E(0, \bar{\alpha}; k) \) for each \( k \geq 0 \) as well.

Now let \( \Phi_m \) be as in (4.16). One may notice that \( \Phi_m \) only involves functions \( v_k \) and \( \bar{v}_k \), for \( 0 \leq k \leq m - 1 \), which are assumed to be known already. Hence, combining the induction hypothesis that \( v_k - \bar{v}_k \in E(2, \bar{\alpha}; k) \), and the observation that \( V_k, A_k \in E(0, \bar{\alpha}; k) \), deduce that \( \Phi_m \in E(0, \bar{\alpha}; m) \). Thus, one can apply Proposition 3.7 again to the viscosity solution \( v_m(x, t, \cdot, \cdot) \) of (4.15), and verify that \( \bar{v}_m \in S(2, \bar{\alpha}; m) \) and \( v_m - \bar{v}_m \in E(2, \bar{\alpha}; m) \). The proof is then completed by the induction principle. □

Remark 4.6. Let us remark that the proof above does not involve the periodicity of \( F \) in the fast temporal variable \( s \). This is why Proposition 4.1 holds even if we only assume the spatial periodicity of \( F \) (that is periodicity in \( y \)), as mentioned in Remark 4.2.

We are now ready to prove Proposition 4.1.

Proof of Proposition 4.1. Let \( \{v_k\}_{k=0}^{\infty} \) and \( \{\bar{v}_k\}_{k=0}^{\infty} \) be the sequence taken from Lemma 4.4 and let \( \bar{v}_m \) and \( \bar{g}_m \) be as in (4.1). Then it follows from (4.6), (4.11), (4.14) and (4.15) that the functions \( \bar{v}_m \) and \( \bar{g}_m \) defined by (4.1) satisfy (4.2) with
\[
\psi_m^\varepsilon(x, t, y, s) = \sum_{k=m-1}^{m} \varepsilon^k \partial_t(v_k(x, t, y, s) - \bar{v}(x, t)) - \varepsilon^{-2}E_m^\varepsilon(x, t, y, s),
\]
where \( E_m^\varepsilon \) is given by (4.13). The rest of the proof is devoted to the proof of (4.3).

From the fact that \( v_k - \bar{v}_k \in E(2, \bar{\alpha}; k) \) for any \( k \geq 0 \), we know that
\[
\sum_{k=m-1}^{m} \varepsilon^k \left| \partial_t(v_k(x, t, y, s) - \bar{v}_k(x, t)) \right| \leq C_m \varepsilon^{m-1} e^{-\beta_m s},
\]
for any \( 0 < \varepsilon \leq \frac{1}{2} \). On the other hand, from the observation that \( V_k, A_k \in E(0, \bar{\alpha}; k) \), the remainder term \( R_m^\varepsilon \) in (4.12) can be estimated as
\[
\left| R_m^\varepsilon(x, t, y, s) \right| \leq \frac{\varepsilon^{m+1}}{(m+1)!} \left| B_{m+1}(V_m^\varepsilon, \cdots, V_m^\varepsilon)(x, t, y, s) \right| \leq C_m \varepsilon^{m+1} e^{-\beta_m s},
\]
for any \( 0 < \varepsilon \leq \frac{1}{2} \). Noting that the summation indices \( i_1, \cdots, i_k \) in the definition of \( E_m^\varepsilon \) are subject to the restriction \( i_1 + \cdots + i_k = m + 1 \), we deduce from (4.18) that
\[
\left| E_m^\varepsilon(x, t, y, s) \right| \leq C_m \varepsilon^{m+1} e^{-\beta_m s},
\]
for all $0 < \varepsilon \leq \frac{1}{2}$. Thus, (4.3) follows from (4.17) and (4.19). This completes the proof. $\square$

4.2. Interior Corrector. In this subsection, we shall construct the higher order interior correctors. Here we shall consider a more general class of homogenization problems compared to (4.4.1). This will be essential in order to achieve the higher order convergence rate away from the initial time layer, and we shall discuss more in this direction in Section 4.3.

**Proposition 4.7.** Assume that $F : \mathcal{S}^n \times \mathbb{R}^n \times [0, T] \times \mathbb{T}^n \times \mathbb{T} \to \mathbb{R}$ verifies (2.1) - (2.3). Let $\{V_k : \mathbb{R}^n \times [0, T] \times \mathbb{T}^n \times [0, \infty) \to \mathcal{S}^n\}_{k=N}^\infty$ and $\{\bar{g}_k : \mathbb{R}^n \to \mathcal{S}^n\}_{k=N}^\infty$ be such that $\bar{V}_k \in \mathcal{E}(0, \bar{a}; k)$ and $\bar{g}_k \in S(k)$.

Then there exist $\{\bar{w}_k : \mathbb{R}^n \times [0, T] \times \mathbb{T}^n \times [0, \infty) \to \mathcal{S}^n\}_{k=N}^\infty$ and $\{\bar{u}_k : \mathbb{R}^n \times [0, T] \to \mathcal{S}^n\}_{k=N}^\infty$ satisfying $\bar{w}_k, \bar{w}^\theta_k, \bar{w}_k - \bar{w}^\theta_k \in \mathcal{E}(2, \bar{a}; k)$ with $\bar{w}_0 = w_1 = \bar{w}^\theta_0 = \bar{w}^\theta_1 = 0$, as well as $\bar{u}_k \in S(k)$ with $\bar{u}_k(\cdot, 0) = \bar{g}_k$ for any $k \geq 0$, such that the following is true. Define

$$
\bar{w}_m^\epsilon(x, t) = \sum_{k=0}^m \epsilon^k \left( w_k(x, t, \frac{y}{\epsilon^2}) + \bar{u}_k(x, t) \right),
$$

$$
\bar{w}_m^\theta(x, t) = \sum_{k=0}^m \epsilon^k \left( w^\theta_k(x, t, \frac{y}{\epsilon^2}) + \bar{u}_k(x, t) \right).
$$

Then one has

$$
\partial_t \bar{w}_m^\epsilon = \frac{1}{\epsilon^2} F \left( \epsilon^2 D^2 \bar{w}_m^\epsilon + \sum_{k=0}^m \epsilon^k V_k(x, t, \frac{x}{\epsilon^2}) \right) - \frac{1}{\epsilon} t \sum_{k=0}^m \epsilon^k V_k(x, t, \frac{x}{\epsilon^2} + \psi_m^\epsilon(x, t, \frac{x}{\epsilon^2} + \frac{t}{\epsilon^2}) \right) \quad \text{in } \mathbb{R}^n \times (0, T),
$$

where $V_k$ is evaluated at $(x, t, \frac{x}{\epsilon^2}, \frac{t}{\epsilon^2})$, and

$$
\partial_t \bar{w}_m^\theta = \frac{1}{\epsilon^2} F \left( \epsilon^2 D^2 \bar{w}_m^\theta + \psi_m^\theta(x, t, \frac{x}{\epsilon^2} + \frac{t}{\epsilon^2}) \right) \quad \text{in } \mathbb{R}^n \times (0, T),
$$

with some $\psi_m^\epsilon : \mathbb{R}^n \times [0, T] \times \mathbb{T}^n \times [0, \infty) \to \mathbb{R}, \psi_m^\theta : \mathbb{R}^n \times [0, T] \times \mathbb{T}^n \to \mathbb{R}$ satisfying

$$
||\psi_m^\epsilon(x, t, y, s)|| + \epsilon \bar{\psi}^\epsilon_m||\psi_m^\theta(x, t, y, s)|| \leq C_m \epsilon^{m-1},
$$

for any $0 < \varepsilon \leq \frac{1}{2}$.

**Remark 4.8.** The function $w^\theta_k$ will be a time-periodic version of $w_k$, i.e., the former is also periodic in the fast time variable $s$ as well as $y$. In what follows, we shall call $w_k$ the $k$-th order interior corrector, and $\bar{u}_k$ the $k$-th order effective limit profile.

**Remark 4.9.** The initial condition of $w_k$ is fixed by the condition $w_k - w^\theta_k \in \mathcal{E}(2, \bar{a}; k)$. The precise condition will be specified in Lemma 4.14 below. Moreover, $w_k$ and $w^\theta_k$ depend on $\bar{g}_{k-2}$ inductively for every $k \geq 2$. This will also be made clear in the statement of Lemma 4.14.

**Remark 4.10.** Let us also address that the reason we consider not only $w_k$ but also $w^\theta_k$ is due to the nonlinearity of the operator $F$. If $F$ were linear, i.e., $F(M, x, t, y, s) = \text{tr}(A(x, y, s)M)$ for some matrix $A$, then we would have $w_k = w^\theta_k$, implying that the higher order interior correctors are periodic in both space and time variables.
Moreover, the construction of $w_k$ in that case will only depend on the given initial data $g_k$, but not $V_k$, which affects the interior oscillation in the nonlinear case. These facts will be explained in more details later in Remark 4.13 and Remark 4.16.

Furthermore, in the linear case, $\bar{\omega}_m^{x}$, $\psi_{m}^{x} = \psi_{m}^{x}$, and $\bar{\omega}_m^{x}$ solve

$$\partial_{t} \bar{\omega}_m^{x} = \text{tr} \left( A \left( x, t, \frac{x}{\epsilon}, \frac{t}{\epsilon^2} \right) \epsilon^2 D^2 \bar{\omega}_m^{x} \right) + \psi_{m}^{x} \left( x, t, \frac{x}{\epsilon}, \frac{t}{\epsilon^2} \right) \quad \text{in} \quad \mathbb{R}^n \times (0, T).$$

Let us begin with the construction of matrix-corrector corresponding to the coefficient $A(x, t, \cdot, \cdot)$ defined as in (4.10), for each $(x, t) \in \mathbb{R}^n \times [0, T]$. Recall that $A(x, t, y, s) = D_{t}F(V_{0}(x, t, y, s))$, with $V_0 = V_0(x, t, y, s)$ as in (4.7), and also that $V_0(x, t, y, s)$ decays exponentially as the time variable $s$ tends to $\infty$, while it oscillates periodically in the space variable $y$. For this reason, $A(x, t, y, s)$ becomes exponentially close to a space-time periodic matrix-valued mapping, $D_{t}F(0, x, t, y, s)$, as $s \to \infty$, and the corresponding matrix-corrector should also capture such an oscillating pattern.

Define $A^\#: \mathbb{R}^n \times [0, T] \times T^n \times T \to S^n$ by

$$A^\#(x, t, y, s) = D_{t}F(0, x, t, y, s).$$

As noted in the preceding paragraph, $A^\#$ is the space-time periodic matrix-valued mapping corresponding to $A$. Due to the periodicity in both space and time, to $A^\#(x, t, \cdot, \cdot)$ there corresponds a unique effective coefficient $\tilde{A}(x, t) \in S^n$, for each $(x, t) \in \mathbb{R}^n \times [0, T]$. Moreover, due to [Eva92], there exists a unique $S^n$-valued mapping $\chi^\# = (\chi_{ij}^\#)$ on $\mathbb{R}^n \times [0, T] \times \mathbb{T}^n \times T$ such that for each $(x, t) \in \mathbb{R}^n \times [0, T]$, $\chi_{ij}^\#(x, t, \cdot, \cdot)$ is the unique periodic solution to the following cell problem,

$$\begin{cases}
\partial_{t} \chi_{ij}^\# = \text{tr} \left( A^\#(x, t, y, s)(D_{y}^2 \chi_{ij}^\# + E_{ij}) \right) - \text{tr}(\tilde{A}(x, t)E_{ij}) \quad \text{in} \quad \mathbb{T}^n \times T, \\
\chi_{ij}^\#(x, t, 0, 0) = 0. 
\end{cases}$$

In particular, $\tilde{A}$ is uniformly elliptic with the same ellipticity bounds as those of $A^\#$. Moreover by Proposition 3.12, we know that $\tilde{A} \in S(0), \chi_{ij}^\# \in S(2, \alpha, 0)$, where $\alpha$ is the H"older exponent in the regularity assumption (2.3) of $F$.

The following lemma ensures the existence of a matrix corrector mapping that exactly captures the oscillatory behavior of the coefficient $A$.

**Lemma 4.11.** There are mappings $\chi = (\chi_{ij}) : \mathbb{R}^n \times [0, T] \times \mathbb{T}^n \times [0, \infty) \to S^n$ and $\phi = (\phi_{ij}) : \mathbb{R}^n \times [0, T] \to S^n$ such that $\chi_{ij}(x, t, \cdot, \cdot)$ is the solution to

$$\begin{cases}
\partial_{t} \chi_{ij} = \text{tr} \left( A(x, t, y, s)(D_{y}^2 \chi_{ij} + E_{ij}) \right) - \text{tr}(\tilde{A}(x, t)E_{ij}) \quad \text{in} \quad \mathbb{T}^n \times (0, \infty), \\
\chi_{ij}(x, t, y, 0) = \chi_{ij}^\#(x, t, y, 0) - \phi_{ij}(x, t) \quad \text{on} \quad \mathbb{T}^n,
\end{cases}$$

for each $(x, t) \in \mathbb{R}^n \times [0, T]$, and that $\chi - \chi^\# \in E(2, \tilde{\alpha}; 0)$. Moreover, $\chi \in S(2, \tilde{\alpha}; 0)$ and $\phi \in S(0)$.

**Remark 4.12.** One can replace $\chi_{ij}^\#$ in the initial condition of (4.26) with an arbitrary (smooth) spacially periodic data, but still obtain the relation $\chi_{ij} - \chi_{ij}^\# \in E(2, \tilde{\alpha}; 0)$ by modifying $\phi_{ij}$ accordingly in the same initial condition. Here we choose $\chi_{ij}^\#$ in the initial condition in order to have $\chi_{ij} = \chi_{ij}^\#$ for linear problems, which is briefly explained in the next remark.
Remark 4.13. Suppose that $F$ is a linear operator, that is, $F(P, x, t, y, s) = \text{tr}(A(x, t, y, s)P)$. This implies in (4.10) and (4.24) that $A(x, t, y, s) = D_y F(V_0, x, t, y, s) = D_y F(0, x, t, y, s) = A^#(x, t, y, s)$, so the interior equations for $\chi_{ij}$ and $\chi^#_{ij}$ are the same. Now the requirement $\chi - \chi^# \in E(2; 0)$ forces $\chi = \chi^#$.

Proof of Lemma 4.11. Fix $(x, t) \in \mathbb{R}^n \times [0, T]$, $1 \leq i, j \leq n$ and consider the following spatially periodic Cauchy problem,

$$
\begin{cases}
\partial_t \varphi_{ij} = \text{tr}(A(x, t, y, s)D_y^2 \varphi_{ij}) + b_{ij}(x, t, y, s) & \text{in } \mathbb{T}^n \times (0, \infty), \\
\varphi_{ij}(x, t, y, 0) = 0 & \text{on } \mathbb{T}^n,
\end{cases}
$$

with

$$
b_{ij}(x, t, y, s) = \text{tr}((A(x, t, y, s) - A^#(x, t, y, s))(D_y^2 \chi^#_{ij}(x, t, y, s) + E_{ij})).
$$

Since $V_1 \in E(0; k)$ and $\chi^# \in S(k)$, we know that $b_{ij}$ decays exponentially fast as $s \to \infty$. Thus, Lemma 3.1 implies that the function,

$$
\tilde{\varphi}_{ij}(x, t) = \lim_{s \to \infty} \varphi_{ij}(x, t, 0, s),
$$

is well defined. Now it follows from the regularity assumption (2.3) on $F$ together with Proposition 3.7 that this lemma is satisfied by

$$
\chi_{ij}(x, t, y, s) = \chi^#_{ij}(x, t, y, s) + (\varphi_{ij}(x, t, y, s) - \tilde{\varphi}_{ij}(x, t)).
$$

We omit the details. \hfill \Box

In what follows, let us write

$$
W_k = \begin{cases}
0, & k = 0, 1, \\
D_p^2 w_k + D_{xy} w_{k-1} + D_x^2 (w_{k-2} + \bar{u}_{k-2}), & k \geq 2.
\end{cases}
$$

Note that we set $W_0 = W_1 = 0$, which is coherent the assertion in Proposition 4.7 that $w_0 = w_1 = 0$. Next set $W^#_k$ by the time-periodic version of $W_k$, that is,

$$
W^#_k = \begin{cases}
0, & k = 0, 1, \\
D_p^2 w_k^# + D_{xy} w_{k-1}^# + D_x^2 (w_{k-2}^# + \bar{u}_{k-2}), & k \geq 2.
\end{cases}
$$

Also let $A_k$ be as in (4.10), and set $A_k^# \in S(0, \alpha; k)$ to its time-periodic version,

$$
A_k^#(x, t, y, s) = D_y^2 F(0, x, t, y, s), \quad k \geq 1.
$$

It follows from $V_0 \in S(0, \alpha; 0)$ that $A_k - A_k^# \in E(0, \bar{\alpha}; k)$ for any $k \geq 0$.

We are now ready to construct the higher order interior correctors as follows.

Lemma 4.14. One can recursively construct \( \{w_k : \mathbb{R}^n \times [0, T] \times \mathbb{T}^n \times [0, \infty) \to \mathbb{R}\}_{k=0}^\infty \) \( \{\Phi^#_k : \mathbb{R}^n \times [0, T] \times \mathbb{T} \to \mathbb{R}\}_{k=0}^\infty \) \( \{\bar{h}_k, \bar{u}_k : \mathbb{R}^n \times [0, T] \to \mathbb{R}\}_{k=0}^\infty \) such that \( w_k, \Phi^#_k \in S(2, \bar{\alpha}; k) \), \( w_k - w_k^# \in E(2, \bar{\alpha}; k) \), \( \bar{h}_k, \bar{u}_k \in S(k) \) and the following hold.

(i) \( w_k^#(x, t, \cdot, \cdot) \) is the periodic solution to

$$
\begin{cases}
\partial_t w_k^# = \text{tr}(A^#(x, t, y, s)D_y^2 w_k^#) + \Phi^#_k(x, t, y, s) & \text{in } \mathbb{T}^n \times \mathbb{T}, \\
w_k^#(x, t, 0, 0) = 0,
\end{cases}
$$

for each \((x, t) \in \mathbb{R}^n \times [0, T]\), where

\[
\Phi_k^w = \begin{cases} 
0, & k = 0, 1, \\
\text{tr}(A^w(D_{xy}w_{k-1} + D_x^2(w_{k-2} + \bar{u}_{k-2})) - \partial_t(w_{k-2} + \bar{u}_{k-2}) \\
+ \sum_{l=2}^{k} \frac{1}{l!} \sum_{i_1 + \cdots + i_l = k} A_i^w(W_{i_1}^w, \cdots, W_l^w). & k \geq 2.
\end{cases}
\]

(ii) \(w_k(x, t, \cdot)\) is the solution to

\[
\begin{aligned}
\partial_t w_k &= \text{tr}(A(x, t, y, s)D^2_y w_k) + \Phi_k(x, t, y, s) \quad \text{in } \mathbb{T}^n \times (0, \infty), \\
w_k(x, t, y, 0) &= w_k^0(x, t, y, 0) - \bar{h}_k(x, t) \quad \text{on } \mathbb{T}^n.
\end{aligned}
\]

for each \((x, t) \in \mathbb{R}^n \times [0, T]\), where

\[
\Phi_k = \begin{cases} 
0, & k = 0, 1, \\
\text{tr}(A(D_{xy}w_{k-1} + D_x^2(w_{k-2} + \bar{u}_{k-2})) - \partial_t(w_{k-2} + \bar{u}_{k-2}) \\
+ \sum_{l=2}^{k} \frac{1}{l!} \sum_{i_1 + \cdots + i_l = k} (A_i(V_{i_1} + W_{i_1}, \cdots, V_l + W_l) - A_l(V_{l_1}, \cdots, V_l), & k \geq 2.
\end{cases}
\]

(iii) \(\bar{u}_k\) is the unique solution of

\[
\begin{aligned}
\partial_t \bar{u}_k &= \text{tr}(\bar{A}(x, t)D^2_y \bar{u}_k) + \bar{\Phi}_k(x, t) \quad \text{in } \mathbb{R}^n \times (0, T), \\
\bar{u}_k(x, 0) &= \bar{g}_k(x) \quad \text{on } \mathbb{R}^n,
\end{aligned}
\]

where \(\bar{\Phi}_k(x, t)\) is the unique number for which there exists a solution to

\[
\begin{aligned}
\partial_t \phi_k^w &= \text{tr}(A^w(x, t, y, s)D^2_y \phi_k^w) + \Phi_k^w(x, t, y, s) - \Phi_k(x, t) \quad \text{in } \mathbb{T}^n \times \mathbb{T}, \\
\phi_k^w(x, t, 0, 0) &= 0,
\end{aligned}
\]

for each \((x, t) \in \mathbb{R}^n \times [0, T]\).

Remark 4.15. As mentioned in Remark 4.9, \(w_k\) and \(w_k^w\) depend on \(\bar{g}_{k-2}\) (and more accurately, all \(\bar{g}_l\) with \(0 \leq l \leq k - 2\)) for all \(k \geq 2\). This is because \(\Phi_k\) and \(\Phi_k^w\) involve \(\bar{u}_{k-2}\) (and again \(\bar{u}_l\) for any \(0 \leq l \leq k - 2\)), and \(\bar{u}_{k-2} = \bar{g}_{k-2}\) on the initial layer \(\mathbb{R}^n \times \{0\}\), as is shown in (4.32).

Remark 4.16. If \(F\) is a linear operator, then \(w_k = w_k^w\), since the interior equations for these functions are the same. This can be shown as follows. First, recall from Remark 4.13 that \(A = A^w\), due to the linearity of \(F\). Moreover, we have \(A_l = A_l^w = 0\) for any \(l \geq 2\), since both \(A_l\) and \(A_l^w\) involve the \(l\)-th order derivative of \(F\) in the matrix variable only. Now assuming that \(w_l = w_l^w\) for any \(0 \leq l \leq k - 1\), we have \(\Phi_k = \Phi_k^w\) as well, since both \(\Phi_k\) and \(\Phi_k^w\) involve \(w_l\) and respectively \(w_l^w\) for \(l \leq k - 1\) only. This proves that the interior equations for \(w_k\) and \(w_k^w\) are the same if \(F\) is a linear operator. Now the requirement that \(w_k - w_k^w \in E(2, \bar{a}; k)\) forces \(w_k = w_k^w\).

In addition, the interior equation for \(w_k\) in the linear case does not involve the data \(V_k\) (or any of \(\{V_l\}_{l=0}^\infty\)) which shows that the construction of \(w_k\) depends only on the given initial data \(\bar{g}_k\).
Proof. Since $\Phi_k^h = 0$ for $k = 0, 1$, one should have $w_k^h = 0$ for $k = 0, 1$ as well, since $w_k^h$ is the unique periodic solution to (4.30). This also implies that $w_k = 0$ for $k = 0, 1$. Hence, we only need to construct $w_k^h$ and $w_k$ for $k \geq 2$.

Let us remark that the construction of $w_k^h$ and $\bar{u}_{k-2}$, for $k \geq 2$, is independent of $w_k$. Moreover, the construction is very similar with the elliptic case, which can be found in the previous work [KL16] Lemma 3.3.2 by the authors. Especially, $w_k^h$ is given by

$$w_k^h(x, t, y, s) = \phi_k^h(x, t, y, s) + \text{tr}\left(\chi^h(x, t, y, s)D_x^2\bar{u}_{k-2}(x, t)\right),$$

with $\chi^h$ and $\phi_k^h$ given as the unique periodic solutions to (4.25) and respectively (4.33); here one can also deduce that $\phi_k^h \in S(2, \bar{a}; k)$. We shall leave this part to the reader, and proceed directly with the construction of $w_k$ only.

Fix any $m \geq 2$, and suppose that we have already found $w_k^h, \phi_k^h$ and $\bar{u}_{k-2}$, for $k \leq m$, and $w_k$, for $k \leq m - 1$, that satisfy the assertions of this lemma. Note that $\Phi_m$ only involves these functions. Since $w_k \in S(2, \bar{a}; k)$ and $w_k^h \in S(2, \bar{a}; k)$ together satisfy $w_k - w_k^h \in E(2, \bar{a}; k)$ as the induction hypotheses for $0 \leq k \leq m - 1$, one can derive along with the assumption $V_k \in S(0, \bar{a}; k)$ that $\Phi_m \in S(0, \bar{a}; m)$ and $\Phi_m - \Phi_m^h \in S(0, \bar{a}; m)$. Hence, one can argue analogously as with the proof of Lemma 4.11 and obtain functions $\bar{\psi}_m \in S(m)$ and $\bar{\phi}_m \in S(2, \bar{a}; m)$ such that for each $(x, t) \in \mathbb{R}^n \times [0, T]$, $\bar{\phi}_m(x, t, \cdot, \cdot)$ is the solution of

$$\begin{align*}
\partial_t \bar{\phi}_m &= \text{tr}(A(x, t, y, s)D_x^2\bar{\phi}_m) + \Phi_m(x, t, y, s) - \bar{\Phi}_m(x, t) \quad \text{in } \mathbb{T}^n \times (0, \infty), \\
\bar{\phi}_m(x, t, y, 0) &= \phi_m^h(x, t, y, 0) - \bar{\psi}_m(x, t) \quad \text{on } \mathbb{T}^n,
\end{align*}$$

and that $\bar{\phi}_m - \phi_m^h \in E(2, \bar{a}; m)$; this inclusion follows from $\Phi_m - \Phi_m^h \in E(0, \bar{a}; m)$ and $A - A^h \in E(0, \bar{a}; 0)$.

Finally, we define $w_m : \mathbb{R}^n \times [0, T] \times \mathbb{T}^n \times [0, \infty) \rightarrow \mathbb{R}$ by

$$w_m(x, t, y, s) = \bar{\phi}_m(x, t, y, s) + \text{tr}(\chi(x, t, y, s)D_x^2\bar{u}_{m-2}(x, t)),$$

and

$$\bar{h}_m(x, t) = \bar{\psi}_m(x, t) + \text{tr}(\bar{\phi}(x, t)D_x^2\bar{u}_{m-2}(x, t)),$$

where $\bar{\phi}$ is the $S^m$-valued mapping chosen from Lemma 4.11. Then it follows from (4.34) and (4.26) that

$$\begin{align*}
\partial_s w_m &= \partial_s \bar{\phi}_m + \text{tr}(\partial_s \chi)D_x^2\bar{u}_{m-2} \\
&= \text{tr}(AD_x^2\bar{\phi}_m) + \Phi_m - \bar{\Phi}_m + \text{tr}(AD_x^2\chi - \bar{A})D_x^2\bar{u}_{m-2} \\
&= \text{tr}(AD_x^2w_m) + \Phi_m,
\end{align*}$$

in $(y, s)$, with each $(x, t)$ fixed, which verifies the interior equation in (4.31). To justify the initial condition, observe from the initial condition of (4.26) and (4.34) that

$$w_m(x, t, y, 0) = \phi_m^h(x, t, y, 0) - \bar{\psi}_m(x, t) + \text{tr}(\chi^h(x, t, y, 0) - \bar{\phi}(x, t)D_x^2\bar{u}_{m-2}(x, t)) = w_m^h(x, t, y, 0) - \bar{h}_m(x, t).$$

On the other hand, $w_m \in S(2, \bar{a}; m), \bar{h}_m \in S(2, \bar{a}; m)$ and $w_m - w_m^h \in E(2, \bar{a}; m)$ and $w_m - w_m^h \in E(2, \bar{a}; m)$ since we have $\phi_m - \phi_m^h \in E(2, \bar{a}; m), \chi - \chi^h \in E(2, \bar{a}; 0), \bar{\psi}_m \in S(m), \bar{\phi} \in S(0)$ and $\bar{u}_{m-2} \in S(m-2)$. We omit the details. 

Equipped with Lemma 4.14, we are ready to prove Proposition 4.7.
Proof of Proposition 4.1. Here we shall only address the notable difference in the computation involving the Taylor expansion, when proving Proposition 4.1 (iv), and leave the rest of the argument to the reader, since the main argument follows closely to the proof of Proposition 4.1. Let us define

\[ X_k = V_k + W_k, \]

with \( W_k \) given as in (4.27). Since \( W_0 = W_1 = 0 \), we have \( X_0 = V_0 \) and \( X_1 = V_1 \). Thus, one can proceed as in the computation in (4.11) and deduce that

\[
F(V_0 + \varepsilon X_m^e) - F(V_0 + \varepsilon V_m^e) + \psi_m^e =
\sum_{k=2}^{m} \varepsilon^k \left( \text{tr}(A(X_k - V_k)) + \sum_{l=2}^{k} \frac{1}{l!} \sum_{i_1 + \cdots + i_l = k} (A_l(X_{i_1}, \ldots, X_l) - A_l(V_{i_1}, \ldots, V_l)) \right)
\]

\[
= \sum_{k=2}^{m} \varepsilon^k \left( \text{tr}(AW_k) + \sum_{l=2}^{k} \frac{1}{l!} \sum_{i_1 + \cdots + i_l = k} (A_l(V_i + W_i, \ldots, V_i + W_i) - A_l(V_{i_1}, \ldots, V_l)) \right),
\]

where \( \psi_m^e \) is the error term of the form (4.13), \( V_m^e = \sum_{k=1}^{m} \varepsilon^{k-1} V_k \) and \( X_m^e = \sum_{k=1}^{m} \varepsilon^{k-1} X_k + \sum_{k=m+1}^{m+2} \varepsilon^{k-1} W_k \), with

\[
W_k = \begin{cases} 
W_k, & 0 \leq k \leq m, \\
D_{xy} w_m + D_{x}^2 (w_{m-1} + \bar{u}_{m-1}), & k = m + 1, \\
D_{x}^2 (w_m + \bar{u}_m), & k = m + 2.
\end{cases}
\]

(4.35)

Hence, it follows from the recursive equations (4.31) of \( w_k \) that

\[
F(V_0 + \varepsilon X_m^e) - F(V_0 + \varepsilon V_m^e) - E_m^e = \sum_{k=2}^{m} \varepsilon^k (\partial_t w_k + \partial_i (w_{k-1} + \bar{u}_{k-1})).
\]

This shows that \( \bar{w}_m^e \) solves (4.20) with the remainder term \( \psi_m^e \). We skip the rest of the proof. \( \square \)

4.3. Iteration Scheme and Nonlinear Coupling Effect. The main goal of this subsection is to establish our main result, Theorem 1.1. Throughout this subsection, let us assume that \( F : S^0 \times \mathbb{R}^n \times [0, T] \times \mathbb{T}^n \times \mathbb{T} \rightarrow \mathbb{R} \) and \( g : \mathbb{R}^n \times \mathbb{T}^n \rightarrow \mathbb{R} \) verify (2.1) - (2.4). See Figure 1 for a diagram on the iteration scheme for higher order correction.

Let us begin with the higher order correction near the initial layer.

**Lemma 4.17.** Under the assumption of Theorem 1.1, one can construct \( \{ v_k \}_{k=0}^\infty \), \( \{ \bar{v}_k \}_{k=0}^\infty \), \( \bar{v}_m \) and \( \bar{v}_m^e \) as in Proposition 4.1. Let \( \bar{u}_m^e \) be the bounded viscosity solution of

\[
\begin{align*}
\partial_t \bar{u}_m^e &= \frac{1}{\varepsilon^2} F \left( \varepsilon^2 \bar{u}_m^e + \sum_{k=0}^{m} \varepsilon^k V_k, x, x, t, \frac{x}{\varepsilon}, \frac{t}{\varepsilon^2} \right) \quad \text{in } \mathbb{R}^n \times (0, T), \\
- \frac{1}{\varepsilon^2} F \left( \sum_{k=0}^{m} \varepsilon^k V_k, x, t, \frac{x}{\varepsilon}, \frac{t}{\varepsilon^2} \right) &\quad \text{on } \mathbb{R}^n,
\end{align*}
\]

(4.36)
with $V_k$ given as in (4.8). Then one has, for any $0 < \epsilon \leq \frac{1}{2}$,

$$
|u^\epsilon(x, t) - \tilde{u}^\epsilon_m(x, t) - \tilde{u}^\epsilon_n(x, t)| \leq C_m \epsilon^{m-1},
$$

for all $x \in \mathbb{R}^n$ and $0 \leq t \leq T$. In particular,

$$
|u^\epsilon(x, t) - \tilde{u}^\epsilon_n(x, t)| \leq C_m \epsilon^{m-1},
$$

for all $x \in \mathbb{R}^n$ and $c_m \epsilon^2 |\log \epsilon| \leq t \leq T$.

**Proof.** Let us first prove the lemma for linear operators and then consider fully nonlinear ones.

**Case 1.** Linear problems.

This lemma is straightforward when $F$ is a linear functional. Say $F(P, x, t, y, s) = \text{tr}(A(x, t, y, s)P)$, and let $\tilde{u}^\epsilon_n$ be the solution of the linear version of (4.36), i.e.,

$$
\begin{cases}
\partial_t \tilde{u}^\epsilon_n = \text{tr} \left( A \left( x, t, \frac{x}{\epsilon}, \frac{t}{\epsilon^2} \right) D^2 \tilde{u}^\epsilon_n \right) & \text{in } \mathbb{R}^n \times (0, T), \\
\tilde{u}^\epsilon_n(x, 0) = \tilde{g}^\epsilon_m(x) & \text{on } \mathbb{R}^n.
\end{cases}
$$
In view of the initial value problem (4.5) for $\tilde{v}^m_\epsilon$ for the linear case, we have

$$(\tilde{u}^m_\epsilon + \tilde{v}^m_\epsilon) = \text{tr} \left( A \left( x, t, \frac{x}{\epsilon}, \frac{t}{\epsilon^2} \right) \frac{1}{\epsilon^2} D^2 (\tilde{u}^m_\epsilon + \tilde{v}^m_\epsilon) \right) + \psi^m_\epsilon \left( x, t, \frac{x}{\epsilon}, \frac{t}{\epsilon^2} \right) \quad \text{in} \ R^n \times (0, T),$$

where $\psi^m_\epsilon$ is given as in Proposition 4.1, and

$$\tilde{u}^m_\epsilon(x, 0) + \tilde{v}^m_\epsilon(x, 0) = g \left( x, \frac{x}{\epsilon} \right) \quad \text{on} \ R^n.$$ 

In comparison with the initial value problem (1.1) for $u^\epsilon$, one can deduce from the standard comparison principle [CIL92] that

$$\left| u^\epsilon(x, t) - \tilde{u}^m_\epsilon(x, t) - \tilde{v}^m_\epsilon(x, t) \right| \leq \sup_{\xi \in R^n} \int_0^t \left| \psi^m_\epsilon(\xi, \tau, \epsilon^{-1} \xi, \epsilon^{-2} \tau) \right| d\tau \leq C_m \epsilon^{m-1},$$

for any $(x, t) \in R^n \times [0, T]$, where the last inequality follows easily from the exponential decay estimate (4.3) of $\psi^m_\epsilon$. Moreover, we obtain (4.38) from the exponential decay estimate of $\tilde{v}^m_\epsilon$ (due to $v_k - \bar{v}_k \in E(2, \bar{v}; k)$ for any $k \geq 0$).

**Case 2. Nonlinear problems.**

The basic idea is the same as in the linear case. Here the nonlinear coupling effect adds more error terms in the comparison principle, which will be the main focus below.

We claim that $\tilde{u}^m_\epsilon + \tilde{v}^m_\epsilon$ (with $\tilde{u}^m_\epsilon$ a solution to (4.36)) solves

$$\begin{cases}
\partial_t (\tilde{u}^m_\epsilon + \tilde{v}^m_\epsilon) = \frac{1}{\epsilon^2} F \left( \epsilon^2 D^2 (\tilde{u}^m_\epsilon + \tilde{v}^m_\epsilon), x, t, \frac{x}{\epsilon}, \frac{t}{\epsilon^2} \right) \\
\quad + r^m_\epsilon \left( x, t, \frac{x}{\epsilon}, \frac{t}{\epsilon^2} \right) \\
(\tilde{u}^m_\epsilon + \tilde{v}^m_\epsilon)(x, 0) = g \left( x, \frac{x}{\epsilon} \right) 
\end{cases} \quad \text{in} \ R^n \times (0, T),$$

with the remainder term $r^m_\epsilon$ satisfying

$$r^m_\epsilon(x, t, y, s) \leq C_m \epsilon^{m-1} e^{-\beta \epsilon^a}.$$ 

The rest of the proof then follows the same argument as in the linear case above. From the initial conditions of (4.36) and (4.2), one can easily verify the initial condition of (4.40). Hence, it only remains to check the interior equation and the exponential decay estimate of the remainder term. However, from the computation
of $D^2 \tilde{v}^\varepsilon_{m}$, one can proceed as

\[
F \left( \varepsilon^2 D^2 (\tilde{u}_{m}^\varepsilon + \tilde{v}_{m}^\varepsilon), x, t, \frac{x}{\varepsilon}, \frac{t}{\varepsilon^2} \right)
= F \left( \varepsilon^2 D^2 \tilde{u}_{m}^\varepsilon + \sum_{k=0}^{m} \varepsilon^k V_k + \sum_{k=m+1}^{m+2} \varepsilon^k \tilde{V}_k, x, t, \frac{x}{\varepsilon}, \frac{t}{\varepsilon^2} \right)
= F \left( \varepsilon^2 D^2 \tilde{u}_{m}^\varepsilon + \sum_{k=0}^{m} \varepsilon^k V_k, x, t, \frac{x}{\varepsilon}, \frac{t}{\varepsilon^2} \right) + h_{m}^1 (x, t, \frac{x}{\varepsilon}, \frac{t}{\varepsilon^2})
= \varepsilon^2 \partial_t \tilde{u}_{m}^\varepsilon + F \left( \sum_{k=0}^{m} \varepsilon^k V_k, x, t, \frac{x}{\varepsilon}, \frac{t}{\varepsilon^2} \right) + h_{m}^1 (x, t, \frac{x}{\varepsilon}, \frac{t}{\varepsilon^2})
= \varepsilon^2 \partial_t \tilde{u}_{m}^\varepsilon + \left( -\varepsilon^2 \psi_{m}^\varepsilon + h_{m}^1 + h_{m}^2 \right) (x, t, \frac{x}{\varepsilon}, \frac{t}{\varepsilon^2})
\]

where $\tilde{V}_k$ is given by (4.38), $\psi_{m}^\varepsilon$ is given as in Proposition 4.1 and by $h_{m}^1$ and $h_{m}^2$, we simply denoted the terms so that we have the equalities above. Let us remark that $h_{m}^1$ and $h_{m}^2$ are well-defined, since $D^2 \tilde{u}_{m}^\varepsilon$ and $\partial_t \tilde{u}_{m}^\varepsilon$ exist in the classical sense. This is because the operator governing the interior equation (4.36) for $\tilde{u}_{m}^\varepsilon$ is uniformly elliptic, smooth and concave; here the smoothness comes from the fact that $V_k \in E(0, \tilde{a}; k)$. Hence, the standard regularity theory \cite{Wan92b} ensures the smoothness of $\tilde{u}_{m}^\varepsilon$, although it may not possess a uniform regularity for the time derivative and the spatial Hessian. In addition, it follows from the ellipticity condition (2.1) of $F$ that for each $i = 1, 2$, one has

(4.42) \[
|h_{m}^i (x, t, y, s)| \leq C_0 \sum_{k=m+1}^{m+2} \varepsilon^k |\tilde{V}_k (x, t, y, s)| \leq C_m \varepsilon^{m+1} e^{-\beta_{m+1} s},
\]

for any $0 < \varepsilon \leq \frac{1}{2}$, where the second estimate follows from the exponential decay estimate of $\tilde{v}_{k} - \tilde{v}_{k}^\varepsilon$.

This shows that $\tilde{u}_{m}^\varepsilon + \tilde{v}_{m}^\varepsilon$ satisfies the interior equation of (4.40) with

\[
\psi_{m}^\varepsilon = \psi_{m} - \varepsilon^{-2} \left( h_{m}^1 + h_{m}^2 \varepsilon \right).
\]

The decay estimate (4.41) of $\psi_{m}^\varepsilon$ can be deduced from (4.3) and (4.42), which finishes the proof. \hfill \Box

In view of (4.36), one may realize that we are in a position to invoke Proposition 4.7 to construct the higher order interior correctors for the new homogenization problem. This eventually leads us to a higher order approximation of $\tilde{u}_{m}^\varepsilon$ by the interior correctors, again up to some function with order $\varepsilon^2$. The function turns out to be a viscosity solution to a new homogenization problem essentially belongs to the same class of (1.1), which allows us to run a bootstrap argument.

**Lemma 4.18.** Under the conclusion of Lemma 4.7 let \{$V_k$\}_{k=0}^{\infty} and \{$\tilde{V}_k$\}_{k=0}^{\infty} be as in (4.7) and respectively (4.4). Then one can construct \{_$w_{k}^{1}$\}_{k=0}^{\infty}, \{_$u_{k}^{1}$\}_{k=0}^{\infty}, \{_$u_{k}^{2}$\}_{k=0}^{\infty}, \{_$\tilde{u}_{k}^{2}$\}_{k=0}^{\infty} and \{_$u_{k}^{3}$\}_{k=0}^{\infty} as in...
Proposition 4.7. Let \( u_{1,m}^\varepsilon \) be the bounded viscosity solution to
\[
\begin{aligned}
\partial_t u_{1,m}^\varepsilon &= \frac{1}{\varepsilon^4} F \left( \varepsilon^4 D^2 u_{1,m}^\varepsilon + \sum_{k=0}^{m-2} \varepsilon^k (V_k + W_k), x, t, \frac{\varepsilon}{t}, \frac{\varepsilon}{t^2} \right) \\
&\quad - \frac{1}{\varepsilon} F \left( \sum_{k=1}^{m} \varepsilon^k (V_k + W_k), x, t, \frac{x}{\varepsilon}, \frac{t}{\varepsilon^2} \right) \\
u_{1,m}^\varepsilon(x,0) &= - \sum_{k=0}^{m-2} \varepsilon^k w_{k+2} \left( x, 0, \frac{\varepsilon}{x}, 0 \right) \quad \text{on } \mathbb{R}^n,
\end{aligned}
\]
where \( W_k \) is given as in (4.27). Then for any \( 0 < \varepsilon \leq \frac{1}{2} \),
\[
\left| \tilde{u}_{m}^\varepsilon(x,t) - \tilde{w}_{m}^\varepsilon(x,t) - \varepsilon^2 u_{1,m}^\varepsilon(x,t) \right| \leq C_m \varepsilon^{m-1},
\]
for all \( x \in \mathbb{R}^n \) and \( 0 \leq t \leq T \). Moreover, one has
\[
\left| \tilde{u}_{m}^\varepsilon(x,t) - \tilde{w}_{m}^{\#} \varepsilon(x,t) - \varepsilon^2 u_{1,m}^\varepsilon(x,t) \right| \leq C_m \varepsilon^{m-1}
\]
for all \( x \in \mathbb{R}^n \) and \( c_m \varepsilon^2 | \log \varepsilon | \leq t \leq T \).

Proof. As in the previous lemma, let us divide the proof into two cases.

Case 1. Linear problems.

As in the proof of Lemma 4.17, we shall begin with the linear case, and assume that \( F(P, x, t, y, s) = \text{tr}(A(x, t, y, s)P) \). Let \( u_{1,m}^\varepsilon \) be the bounded solution to the linear version of (4.43), i.e.,
\[
\begin{aligned}
\partial_t u_{1,m}^\varepsilon &= \text{tr} \left( A \left( x, t, \frac{x}{\varepsilon}, \frac{t}{\varepsilon^2} \right) D^2 u_{1,m}^\varepsilon \right) \quad \text{in } \mathbb{R}^n \times (0,T), \\
u_{1,m}^\varepsilon(x,0) &= - \sum_{k=0}^{m-2} \varepsilon^k w_{k+2} \left( x, 0, \frac{\varepsilon}{x}, 0 \right) \quad \text{on } \mathbb{R}^n.
\end{aligned}
\]
Recall from Remark 4.9 and Remark 4.16 that \( w_k = \tilde{w}_k^\varepsilon \) when \( F \) is linear.

In view of the equation (4.23) for \( \tilde{w}_{m}^\varepsilon \), we see that
\[
\partial_t \left( \tilde{w}_{m}^\varepsilon + \varepsilon^2 u_{1,m}^\varepsilon \right) = \text{tr} \left( A \left( x, t, \frac{x}{\varepsilon}, \frac{t}{\varepsilon^2} \right) D^2 \left( \tilde{w}_{m}^\varepsilon + \varepsilon^2 u_{1,m}^\varepsilon \right) \right) + \tilde{\psi}_{m}^\varepsilon \left( x, t, \frac{x}{\varepsilon}, \frac{t}{\varepsilon^2} \right) \quad \text{in } \mathbb{R}^n \times (0,T),
\]
while
\[
\begin{aligned}
\tilde{w}_{m}^\varepsilon(x,0) + \varepsilon^2 u_{1,m}^\varepsilon(x,0) &= \sum_{k=0}^{m} \varepsilon^k \left( w_k \left( x, 0, \frac{\varepsilon}{x}, 0 \right) + \tilde{u}_k(x,0) \right) - \varepsilon^2 \sum_{k=0}^{m-2} \varepsilon^k w_{k+2} \left( x, 0, \frac{\varepsilon}{x}, 0 \right) \\
&= \sum_{k=0}^{m} \varepsilon^k \tilde{u}_k(x,0) = \tilde{g}_m^\varepsilon(x),
\end{aligned}
\]
where we used the fact that \( w_0 = \tilde{w}_1 = 0 \) and \( \tilde{u}_k(0,0) = \tilde{g}_k \). Hence, we can compare \( \tilde{w}_{m}^\varepsilon + \varepsilon^2 u_{1,m}^\varepsilon \) with \( \tilde{u}_{m}^\varepsilon \), which solves (4.39). This implies the first estimate (4.44). Since we have \( w_k = \tilde{w}_k^\varepsilon \) in the linear case (see Remark 4.16), we also have \( \tilde{w}_{m}^\varepsilon = \tilde{w}_{m}^{\#} \varepsilon \), so the second estimate (4.45) becomes trivial from (4.44).

Case 2. Nonlinear problems.
We assert that $\tilde{w}_m^\varepsilon + \varepsilon^2 u_{1,m}^\varepsilon$ is a viscosity solution to
\begin{equation}
\partial_t \left( \tilde{w}_m^\varepsilon + \varepsilon^2 u_{1,m}^\varepsilon \right) = \frac{1}{\varepsilon^2} F \left( \varepsilon^2 D^2 \left( \tilde{w}_m^\varepsilon + \varepsilon^2 u_{1,m}^\varepsilon \right) + \sum_{k=0}^m \varepsilon^k V_k, x, t, \frac{\varepsilon t}{\varepsilon^2} \right) - \frac{1}{\varepsilon^2} F \left( \sum_{k=0}^m \varepsilon^k V_k, x, t, \frac{\varepsilon t}{\varepsilon^2} \right) + r_m^\varepsilon \left( x, t, \frac{\varepsilon t}{\varepsilon^2} \right)
\end{equation}
in $\mathbb{R}^n \times (0, T)$, where $\tilde{w}_m^\varepsilon + \varepsilon^2 u_{1,m}^\varepsilon$ satisfies the assumption of Proposition \ref{prop:higher_order_convergence}. Thus, we obtain the sequence $\{k\}_{k=0}^m$.

Note that $\tilde{w}_m^\varepsilon + \varepsilon^2 u_{1,m}^\varepsilon$ is given by (4.20), and by $m=0$, the sequences $\{w_{\varepsilon_m}^\varepsilon\}_{m=0}^\infty$ and $\{\tilde{w}_m^\varepsilon\}_{m=0}^\infty$ satisfy the assumption of Proposition \ref{prop:higher_order_convergence}. Thus, we obtain the sequence $\{w_{\varepsilon_m}^\varepsilon\}_{m=0}^\infty$ of higher order interior correctors, and the sequence $\{\tilde{u}_{\varepsilon_m}^\varepsilon\}_{m=0}^\infty$ of higher order effective limits.

The initial condition for $\tilde{w}_m^\varepsilon + \varepsilon^2 u_{1,m}^\varepsilon$ can be proved similarly as in the linear case, so we shall only focus on the interior equation it satisfies. Since we have
\begin{equation}
\varepsilon^2 D^2 \tilde{w}_m^\varepsilon(x, t) = \sum_{k=0}^{m+2} \varepsilon^k \tilde{W}_k \left( x, t, \frac{\varepsilon t}{\varepsilon^2} \right) = \sum_{k=0}^m \varepsilon^k \tilde{W}_k \left( x, t, \frac{\varepsilon t}{\varepsilon^2} \right) + \sum_{k=m+1}^{m+2} \varepsilon^k \tilde{W}_k \left( x, t, \frac{\varepsilon t}{\varepsilon^2} \right),
\end{equation}
with $\tilde{W}_k$ given as in (4.35), it follows from the interior equations of (4.20) that
\begin{align*}
&\varepsilon^2 D^2 \tilde{w}_m^\varepsilon(x, t) = \sum_{k=0}^{m+2} \varepsilon^k \tilde{W}_k \left( x, t, \frac{\varepsilon t}{\varepsilon^2} \right) = \sum_{k=0}^m \varepsilon^k \tilde{W}_k \left( x, t, \frac{\varepsilon t}{\varepsilon^2} \right) + \sum_{k=m+1}^{m+2} \varepsilon^k \tilde{W}_k \left( x, t, \frac{\varepsilon t}{\varepsilon^2} \right),
\end{align*}
where $\psi_m^\varepsilon$ is given by (4.20), and by $h_m^\varepsilon$ and $h_m^2$ we simply denoted the terms so that we have the equalities above. Arguing similarly as with the proof of Lemma
for any $0 < \varepsilon \leq \frac{1}{2}$, where the second estimate follows from the observation that $w_\varepsilon \in S(2, \tilde{a}; \varepsilon)$.

Hence, $\tilde{w}_m^\varepsilon + \varepsilon^2 u_{1,m}^\varepsilon$ satisfies the interior equation of (4.47) with

$$r_m^\varepsilon = \psi_m^\varepsilon - \varepsilon^{-2} (\tilde{h}_m^1 + h_m^{2,\varepsilon}),$$

and the estimate (4.48) of $r_m^\varepsilon$ follows from (4.22) and (4.49). This finishes the proof. □

As a corollary to the above lemmas, we achieve the following.

\textbf{Corollary 4.19.} One has, for any $0 < \varepsilon \leq \frac{1}{2}$,

\begin{equation}
|u^\varepsilon(x, t) - \tilde{v}_m^\varepsilon(x, t) - \tilde{w}_m^\varepsilon(x, t) - \varepsilon^2 u_{1,m}^\varepsilon(x, t)| \leq C_m \varepsilon^{m-1},
\end{equation}

for all $x \in \mathbb{R}^n$ and $0 \leq t \leq T$. In addition,

\begin{equation}
|u^\varepsilon(x, t) - \tilde{u}_m^\varepsilon(x, t) - \varepsilon^2 u_{1,m}^\varepsilon(x, t)| \leq C_m \varepsilon^{m-1},
\end{equation}

for all $x \in \mathbb{R}^n$ and $c_n \varepsilon^2 \log \varepsilon \leq t \leq T$.

It is worthwhile to repeat that $u_{1,m}^\varepsilon$ is a solution to a homogenization problem essentially of the same type with (1.1). Hence, we can iterate the above arguments, provided that we can construct the higher order initial layer correctors and interior correctors in a more general setting. Here we shall only present the argument and skip the proof, since the main idea and the computations are already shown in the proofs of Proposition 4.1 and Proposition 4.7.

\textbf{Remark 4.20.} One can finish the proof of our main theorem at this point in the case of linear operators. We also find it more helpful to the reader, since the proof for nonlinear operators involves many new notations and definitions, so it could be confusing without keeping the basic structure of the proof in mind. The argument goes as follows:

One may have already observed that the initial data in (4.46) for $u_{1,m}^\varepsilon$ is slightly more general than the original problem (1.1), as the former is a (finite) summation of rapidly oscillating functions with different orders of $\varepsilon$. This motivates us to consider the higher order correction of the following problem,

\begin{equation}
\begin{aligned}
\partial_t u_{d,m}^\varepsilon &= \text{tr} \left( A \left( x, t, x, \frac{x}{\varepsilon} \right) D^2 u_{d,m}^\varepsilon \right) \quad \text{in} \ \mathbb{R}^n \times (0, T), \\
\varepsilon^2 u_{d,m}^\varepsilon(x, 0) &= \sum_{k=0}^{m-2d} \varepsilon^k g_{d,k} \left( x, \frac{x}{\varepsilon} \right) \quad \text{on} \ \mathbb{R}^n.
\end{aligned}
\end{equation}

Note that the original problem (1.1) is the case when $d = 0$, $g_{0,0} = g$ and $g_{0,k} = 0$ for any $k \geq 1$, whereas the newly generated problem (4.46) is the case when $d = 1$, $g_{1,k} = -\tilde{w}_{k+2}^\varepsilon(x, 0)$ for any $k \geq 0$.

Therefore, applying one more round of higher order correction near the initial layer (Lemma 4.17) and in the interior (Lemma 4.18), we obtain

\begin{equation}
|u_{d,m}^\varepsilon(x, t) - \tilde{v}_{d,m}^\varepsilon(x, t) - \tilde{w}_{d,m}^\varepsilon(x, t) - \varepsilon^2 u_{d+1,m}^\varepsilon(x, t)| \leq C_{d,m} \varepsilon^{m-1},
\end{equation}

for any $0 < \varepsilon \leq \frac{1}{2}$, where the second estimate follows from the observation that $w_\varepsilon \in S(2, \tilde{a}; \varepsilon)$.
for any $x \in \mathbb{R}^n$ and any $0 \leq t \leq T$, where $\tilde{\varphi}_{d,m}^\varepsilon$ and $\bar{\varphi}_{d,m}^\varepsilon$ are the truncated summations of the higher order initial layer correctors and, respectively, the higher order interior correctors (at $d$-th step), while $u_{d+1,m}^\varepsilon$ is the bounded solution of (4.52) with the index $d$ replaced by $d + 1$; for a more precise definition of $\tilde{\varphi}_{d,m}^\varepsilon$ and $\bar{\varphi}_{d,m}^\varepsilon$, see Proposition 4.21 and Proposition 4.23.

Beginning with $d = 1$, one can iterate this argument for $\lfloor \frac{d}{2} \rfloor - 1$ times. Adding the resulting estimates (4.53) for $1 \leq d \leq \lfloor \frac{d}{2} \rfloor - 1$, and combining the resultant with the previous estimate (4.50), we arrive at

$$\left| u'(x, t) - \sum_{d=0}^{\lfloor \frac{d}{2} \rfloor} \varepsilon^d \left( \tilde{\varphi}_{d,m}^\varepsilon(x, t) + \bar{\varphi}_{d,m}^\varepsilon(x, t) \right) + \varepsilon^{\frac{2n}{d}+1} u_{\lfloor \frac{d}{2} \rfloor}^\varepsilon(x, t) \right| \leq C_m \varepsilon^{m-1},$$

for any $x \in \mathbb{R}^n$ and any $0 \leq t \leq T$. Since $\varepsilon^{\frac{2n}{d}+1} \leq \varepsilon^{m-1}$ and $\| u_{\lfloor \frac{d}{2} \rfloor}^\varepsilon \|_{L^\infty(\mathbb{R}^n \times [0,T])} \leq C_m$, this finishes the proof of (1.3) (as well as (1.4)) in the case of linear operators.

First comes the construction of higher order initial layer correctors.

**Proposition 4.21.** Assume that $F$ verifies (2.1) - (2.3). Fix integers $d \geq 0$ and $m \geq 2d$. Let $\{X_{d,k} : \mathbb{R}^n \times [0, T] \times \mathbb{T}^n \times [0, \infty) \rightarrow S^m\}_{k=0}^{\infty}, \{X_k^g : \mathbb{R}^n \times [0, T] \times \mathbb{T}^n \rightarrow \mathbb{T}^n\}_{k=0}^{\infty}$ and $\{g_{d,k} : \mathbb{R}^n \times \mathbb{T}^n \rightarrow \mathbb{R}\}_{k=0}^{\infty}$ be such that $X_{d,k} X_k^g \in S(0, \bar{\alpha}; d, k)$, $X_{d,k} - X_k^g \in E(0, \bar{\alpha}; d, k)$ and $g_{d,k} \in S(2, \bar{\alpha}; d, k)$.

Then there exist $\{v_{d,k} : \mathbb{R}^n \times [0, T] \times \mathbb{T}^n \times [0, \infty) \rightarrow \mathbb{R}\}_{k=0}^{\infty}, \{\tilde{v}_{d,k} : \mathbb{R}^n \times [0, T] \rightarrow \mathbb{R}\}_{k=0}^{\infty}$ such that $v_{d,k} \in S(2, \bar{\alpha}; d, k)$, $\tilde{v}_{d,k} \in S(d, k)$ and $v_{d,k} - \tilde{v}_{d,k} \in E(2, \bar{\alpha}; d, k)$ and the following is true. Set

$$\tilde{\varphi}_{d,m}^\varepsilon(x, t) = \sum_{k=0}^{m-2d} \varepsilon^k \left( v_{d,k}(x, t, x, t) - \tilde{v}_{d,k}(x, t) \right), \quad \bar{\varphi}_{d,m}^\varepsilon(x) = \sum_{k=0}^{m-2d} \varepsilon^k \tilde{v}_{d,k}(x, 0).$$

Then $\tilde{\varphi}_{d,m}^\varepsilon$ and $\bar{\varphi}_{d,m}^\varepsilon$ satisfy

$$\begin{align*}
\partial_t \tilde{\varphi}_{d,m}^\varepsilon &= \frac{1}{\varepsilon^{2d+2} + F} \varepsilon^{2d+2} D^2 \tilde{\varphi}_{d,m}^\varepsilon + \sum_{k=0}^{m} \varepsilon^k X_{d,k} x, t, x, t \varepsilon \frac{t}{\varepsilon^2}, & \text{in } \mathbb{R}^n \times (0, T), \\
- \frac{1}{\varepsilon^{2d+2} + F} \sum_{k=0}^{m} \varepsilon^k X_{d,k} x, t, x, t \varepsilon \frac{t}{\varepsilon^2} + \psi_{d,m}^\varepsilon(x, t, x, t) & \text{on } \mathbb{R}^n,
\end{align*}$$

with some $\psi_{d,m}^\varepsilon : \mathbb{R}^n \times [0, T] \times \mathbb{T}^n \times [0, \infty) \rightarrow \mathbb{R}$ verifying

$$|\psi_{d,m}^\varepsilon(x, t, y, s)| \leq C_{d,m} \varepsilon^{m-2d-1} e^{-\beta_{d,m}s},$$

for any $0 < \varepsilon \leq \frac{1}{2}$.

**Remark 4.22.** One may notice that Proposition 4.1 is simply the special case with $d = 0$, and $X_{0,k} = X_k^g = 0$ for any $k \geq 0$, $\tilde{g}_{0,k} = \tilde{g}$ and $g_{0,k} = 0$ for any $k \geq 1$. Moreover, the new homogenization problem 4.43 falls under the case $d = 1$, $X_{1,k} = V_k + W_k, X_{1,k}^g = W_k^g$ and $g_{1,k}(x, y) = \tilde{n}_{k+2}(x, 0) - \tilde{w}_{k+2}(x, 0, y, 0)$.

Next follows the construction of the higher order interior correctors.
Proposition 4.23. Assume that \( F \) verifies (2.1) - (2.3). Fix integers \( d \geq 0 \) and \( m \geq 2d \). Let \( \{ Y_{d,k} : \mathbb{R}^n \times [0, T] \times \mathbb{T}^\nu \times [0, \infty) \rightarrow S^n_{1, \infty} \}_{k=0}^\infty \), \( \{ Y_{d,k} \in \mathbb{R}^n \times [0, T] \times \mathbb{T}^\nu \rightarrow S^n_{1, \infty} \}_{k=0}^\infty \), and \( \{ \xi_{d,k} : \mathbb{R}^n \rightarrow \mathbb{R}^n_{1, \infty} \}_{k=0}^\infty \) be such that \( Y_{d,k}, Y_{d,k} \in S(0, \nu; d, k), Y_{d,k} - Y_{d,k} \in E(2, \nu; d, k) \) and \( \xi_{d,k} \in S(d, k) \).

Then there are \( \{ w_{d,k} : \mathbb{R}^n \times [0, T] \times \mathbb{T}^\nu \times [0, \infty) \rightarrow \mathbb{R}^n_{1, \infty} \}_{k=0}^\infty \) \( \{ w_{d,k} : \mathbb{R}^n \times [0, T] \times \mathbb{T}^\nu \rightarrow \mathbb{R}^n_{1, \infty} \}_{k=0}^\infty \), and \( \{ \bar{u}_{d,k} : \mathbb{R}^n \times [0, T] \rightarrow \mathbb{R}^n_{1, \infty} \}_{k=0}^\infty \) satisfying \( w_{d,k}, w_{d,k} \in S(2, \nu; d, k), \)

\( w_{d,k} - w_{d,k} \in E(2, \nu; d, k), w_{d,0} = w_{d,1} = w_{d,0}^0 = w_{d,1}^0 = 0 \), as well as \( \bar{u}_{d,k} \in S(d, k) \) and \( \bar{u}_{d,k}(0) = \bar{u}_{d,k} \) for any \( k \geq 0 \), such that the following is true. Define

\[
\bar{w}_{d,m}(x, t) = \sum_{k=0}^{m-2d} e^{ik} \left( w_{d,k}(x, t, \frac{x}{\varepsilon}, \frac{t}{\varepsilon^2}) + \bar{u}_{d,k}(x, t) \right),
\]

\[
\bar{w}_{d,m}^\#(x, t) = \sum_{k=0}^{m-2d} e^{ik} \left( w_{d,k}^\#(x, t, \frac{x}{\varepsilon}, \frac{t}{\varepsilon^2}) + \bar{u}_{d,k}(x, t) \right).
\]

Then one has

\[
\partial_t \bar{w}_{d,m} = \frac{1}{\varepsilon^{2d+2}} F \left( e^{2d+2} \partial^2 \bar{w}_{m} + \sum_{k=0}^{m} e^{k} Y_{d,k}, x, t, \frac{x}{\varepsilon}, \frac{t}{\varepsilon^2} \right) - \frac{1}{\varepsilon^{2d+2}} F \left( \sum_{k=0}^{m} e^{k} Y_{d,k}, x, t, \frac{x}{\varepsilon}, \frac{t}{\varepsilon^2} \right) + \psi_{d,m}^x(x, t, \frac{x}{\varepsilon}, \frac{t}{\varepsilon^2}) \quad \text{in} \ \mathbb{R}^n \times (0, T),
\]

and

\[
\partial_t \bar{w}_{d,m}^\# = \frac{1}{\varepsilon^{2d+2}} F \left( e^{2d+2} \partial^2 \bar{w}_{d,m}^\# + \sum_{k=0}^{m} e^{k} Y_{d,k}^\#, x, t, \frac{x}{\varepsilon}, \frac{t}{\varepsilon^2} \right) - \frac{1}{\varepsilon^{2d+2}} F \left( \sum_{k=0}^{m} e^{k} Y_{d,k}^\#, x, t, \frac{x}{\varepsilon}, \frac{t}{\varepsilon^2} \right) + \psi_{d,m}^x(x, t, \frac{x}{\varepsilon}, \frac{t}{\varepsilon^2}) \quad \text{in} \ \mathbb{R}^n \times (0, T),
\]

with some \( \psi_{d,m}^x : \mathbb{R}^n \times [0, T] \times \mathbb{T}^\nu \times [0, \infty) \rightarrow \mathbb{R} \) and \( \psi_{d,m}^\# : \mathbb{R}^n \times [0, T] \times \mathbb{T}^\nu \rightarrow \mathbb{R} \) satisfying

\[
\left| \psi_{d,m}^x(x, t, y, s) \right| + e^{\varepsilon \alpha \omega} \left| \psi_{d,m}^\#(x, t, y, s) \right| \leq C_{d,m} \varepsilon^{m-2d-1},
\]

for any \( 0 < \varepsilon \leq \frac{1}{2} \).

Remark 4.24. Proposition 4.23 is the special case with \( d = 0, Y_{0,k} = V_k \) and \( Y_{d,k}^\# = 0 \).

Finally, we are ready to prove our main result.

Proof of Theorem 1.1 Since the case \( 2 \leq m \leq 3 \) is already proved in Corollary 4.19 we shall consider the case \( m \geq 4 \) only. As in the case of linear operators (Remark 4.20), the main goal is to prove that given suitable sequences \( \{ X_{d,k} : \mathbb{R}^n \times [0, T] \times \mathbb{T}^\nu \times [0, \infty) \rightarrow S^n_{1, \infty} \}_{k=0}^\infty \) and \( \{ g_{d,k} : \mathbb{R}^n \times [0, T] \rightarrow \mathbb{R}^n_{1, \infty} \}_{k=0}^\infty \) where \( X_{d,k} \) amounts to the nonlinear coupling effect and \( g_{d,k} \) newly obtained rapidly oscillating initial data, the bounded
solution $u_{d,m}^\varepsilon$ to the following initial value problem,

$$
\begin{aligned}
\partial_t u_{d,m}^\varepsilon &= \frac{1}{\varepsilon^{2d+2}} F \left( \varepsilon^{2d+2} D^2 u_{d,m}^\varepsilon + \sum_{k=0}^{m-2d} \varepsilon^k X_{d,k} x, t, \frac{x}{\varepsilon}, \frac{t}{\varepsilon^2} \right) \\
&\quad - \frac{1}{\varepsilon^{2d+2}} F \left( \sum_{k=0}^{m-2d} \varepsilon^k X_{d,k} x, t, \frac{x}{\varepsilon}, \frac{t}{\varepsilon^2} \right)
\end{aligned}
$$

(4.54)

in $\mathbb{R}^n \times (0, T),$

$$
\begin{aligned}
u_{d,m}^\varepsilon(x, 0) &= \sum_{k=0}^{m-2d} \varepsilon^k \tilde{g}_{d,k} \left( x, \frac{x}{\varepsilon} \right)
\end{aligned}
$$

on $\mathbb{R}^n,$

satisfies

(4.55)

$$
\left| u_{d,m}^\varepsilon(x, t) - \tilde{v}_{d,m}^\varepsilon(x, t) - \tilde{w}_{d,m}^\varepsilon(x, t) - \varepsilon^2 u_{d+1,m}^\varepsilon(x, t) \right| \leq C_{d,m} \varepsilon^{m-1},
$$

for any $(x, t) \in \mathbb{R}^n \times [0, T),$ where $\tilde{v}_{d,m}^\varepsilon$ and $\tilde{w}_{d,m}^\varepsilon$ are the truncated summation of higher order correctors given as in Proposition 4.21 and respectively Proposition 4.23. Here $u_{d+1,m}^\varepsilon$ is the bounded solution of (4.54) with $d$ replaced by $d + 1$ for some other $\{X_{d+1,k}\}_{k=0}^\infty$ and $\{g_{d+1,k}\}_{k=0}^\infty,$ which satisfy the same properties as $\{X_{d,k}\}_{k=0}^\infty$ and respectively $\{g_{d,k}\}_{k=0}^\infty.$ If we have (4.55), then from the aforementioned propositions, we can also derive

(4.56)

$$
\left| u_{d,m}^\varepsilon(x, t) - \tilde{w}_{d,m}^\varepsilon(x, t) - \varepsilon^2 u_{d+1,m}^\varepsilon(x, t) \right| \leq C_{d,m} \varepsilon^{m-1},
$$

for all $x \in \mathbb{R}^n$ and $c_{d,m} \varepsilon^2 \log \varepsilon \leq t \leq T,$ where $\tilde{w}_{d,m}^\varepsilon$ is given as in Proposition 4.23. The rest of the proof is then the same as in Remark 4.20 so we can omit it.

Henceforth, we shall focus on the construction of the sequences $\{X_{d,k}\}_{k=0}^\infty$ and $\{\tilde{g}_{d,k}\}_{k=0}^\infty.$ In fact, in order to proceed with the higher order correction, we shall also construct sequences $\{X_{d,k}^\#\} \times [0, T]$ and $\{g_{d,k}^\#\} \times [0, T] \times \mathbb{R}^n \times \mathbb{R}^n.$ One can see from above that $\{X_{1,k}\}_{k=0}^\infty$ and $\{\tilde{g}_{1,k}\}_{k=0}^\infty$ satisfy the assumption of Proposition 4.21 with $d = 1.$

Now let $d \geq 1$ be any, and suppose that $\{X_{d,k}\}_{k=0}^\infty,$ $\{X_{d,k}^\#\}_{k=0}^\infty,$ and $\{\tilde{g}_{d,k}\}_{k=0}^\infty$ are already given as in Proposition 4.21. Then we obtain $\{\tilde{v}_{d,k}\}_{k=0}^\infty$ and $\{\tilde{\tilde{v}}_{d,k}\}_{k=0}^\infty$ from which one can define, as in (4.7),

$$
V_{d,k} = \begin{cases} 
D_2^2 v_{d,0}, & k = 0, \\
D_2^2 v_{d,1} + D_{xy} v_{d,0}, & k = 1, \\
D_2^2 v_{d,k} + D_{xy} v_{d,k-1} + D_2^2 (v_{d,k-2} - \tilde{O}_{d,k-2}), & k \geq 2,
\end{cases}
$$

and

$$
\tilde{g}_{d,k} = \tilde{O}_{d,k}(-, 0).
$$
Then we set, for $k \geq 0$,
\[
Y_{d,k} = \begin{cases} 
X_{d,k}, & 0 \leq k \leq 2d - 1, \\
X_{d,k} + V_{d,k-2d}, & k \geq 2d,
\end{cases}
\]
and
\[
Y^\#_{d,k} = X^\#_{d,k}.
\]
Then from the assumptions that $X_{d,k}, X^\#_{d,k} \in S(0, \bar{\alpha}; d, k)$ with $X_{d,k} - X^\#_{d,k} \in E(0, \bar{\alpha}; d, k)$ and the observation that $V_{d,k} \in E(0, \bar{\alpha}; d, k)$ it follows that $\{Y_{d,k}\}^\infty_{k=0}$ and $\{Y^\#_{d,k}\}^\infty_{k=0}$ defined as above satisfy the conditions of Proposition 4.23. Thus, one obtains $\{w_{d,k}\}^\infty_{k=0}, \{w^\#_{d,k}\}^\infty_{k=0}$ and $\{\bar{u}_{d,k}\}^\infty_{k=0}$ as in the proposition.

With such a choice of higher order interior correctors and effective limit profiles, we set
\[
W_{d,k} = \begin{cases} 
0, & k = 0, 1, \\
D_y^2 w_{d,k} + D_{xy} w_{d,k-1} + D_x^2 (w_{d,k-2} + \bar{u}_{d,k-2}), & k \geq 2,
\end{cases}
\]
and its time-periodic version by
\[
W^\#_{d,k} = \begin{cases} 
0, & k = 0, 1, \\
D_y^2 w^\#_{d,k} + D_{xy} w^\#_{d,k-1} + D_x^2 (w^\#_{d,k-2} + \bar{u}_{d,k-2}), & k \geq 2.
\end{cases}
\]
Now define, for $k \geq 0$,
\[
X_{d+1,k} = \begin{cases} 
Y_{d,k}, & 0 \leq k \leq 2d + 1, \\
Y_{d,k} + W_{d,k-2d}, & k \geq 2d + 2,
\end{cases}
\]
and respectively the time-periodic version by
\[
X^\#_{d+1,k} = \begin{cases} 
Y^\#_{d,k}, & 0 \leq k \leq 2d + 1, \\
Y^\#_{d,k} + W^\#_{d,k-2d} = X^\#_{d,k} + W^\#_{d,k-2d}, & k \geq 2d + 2,
\end{cases}
\]
as well as the new oscillatory initial data by
\[
\bar{g}_{d+1,k} = -w_{d,k+2}(\cdot, 0, \cdot, 0).
\]
By means of $w_{d,k} \in S(2, \bar{\alpha}; d, k)$, $w^\#_{d,k} \in S(2, \bar{\alpha}; d, k)$ with $w_{d,k} - w^\#_{d,k} \in E(2, \bar{\alpha}; d, k)$, $\bar{u}_{d,k} \in S(d, k)$ and the assumptions on $Y_{d,k}$ and $Y^\#_{d,k}$, one can verify that $\{X_{d+1,k}\}^\infty_{k=0}$, $\{X^\#_{d+1,k}\}^\infty_{k=0}$ and $\{\bar{g}_{d+1,k}\}^\infty_{k=0}$ also satisfy the assumptions of Proposition 4.21 which allows us to run an induction argument.

To this end, given $m \geq 4$ and $1 \leq d \leq \lceil \frac{m}{2} \rceil - 1$, we obtain $\tilde{u}^c_{d,m}, \tilde{g}^c_{d,m}$ satisfying Proposition 4.21 (iii), and $\tilde{w}^c_{d,m}, \tilde{w}^\#_{d,m}$ satisfying Proposition 4.23 (iv). Following the arguments from Lemma 4.17 to Lemma 4.18 one can prove 4.55 as in the conclusion of Corollary 4.19. The other estimate (4.56) also follows immediately from the exponential decay estimates of $\tilde{v}^c_{d,m}$ and $\tilde{w}^\#_{d,m}$, which can be deduced by $\tilde{v}_{d,k} - \bar{v}_{d,k} \in E(2, \bar{\alpha}; d, k)$ and respectively $w_{d,k} - w^\#_{d,k} \in E(2, \bar{\alpha}; d, k)$ for all $k \geq 0$. As noted earlier, the rest of the proof follows then the same argument of Remark 4.20 so is omitted. This finishes the proof of Theorem 1.1. □
5. Further Observations

This section is devoted to making some further observations on the (higher order) convergence rates for uniformly parabolic Cauchy problems. In Section 5.1, we obtain the higher order convergence rate for (1.5). In Section 5.2, we achieve the optimal convergence rate for (1.6) under some additional structure condition on the operator $F$ and the initial data $g$.

5.1. Non-Oscillatory Initial Data and Higher Order Convergence Rate. Based on the construction of the higher order correctors, we are able to achieve the higher order convergence rate of the homogenization process of the problem (1.5). The key difference here is that we begin with the higher order error correction in the interior, not near the initial time layer. This seems to be reasonable, since the initial data of (1.5) is not rapidly oscillatory.

The construction of the higher order interior correctors for (1.5) is essentially the same with Proposition [4.7] and has already been studied in the authors’ previous work [KL16] in the framework of elliptic equations.

Proposition 5.1. Assume that $F : S^n \times \mathbb{R}^n \times [0, T] \times \mathbb{T}^n \times T \to \mathbb{R}$ satisfies (2.1) - (2.3). Let $\{\tilde{g}_k : \mathbb{R}^n \to \mathbb{R}\}_{k=0}^\infty$ be such that $\tilde{g}_k \in S(\kappa)$. Then there exist $\{w_k : \mathbb{R}^n \times [0, T] \times \mathbb{T}^n \times T \to \mathbb{R}\}_{k=0}^\infty$ and $\{\tilde{u}_k : \mathbb{R}^n \times [0, T] \to \mathbb{R}\}_{k=0}^\infty$ such that $\tilde{w}_k \in S(2, \tilde{\alpha}; k)$, $w_0 = \tilde{w}_1 = 0$, $\tilde{u}_k \in S(k)$ and $\tilde{u}_k(\cdot, 0) = \tilde{g}_k$ for any $k \geq 0$, and the following holds. Set

$$\tilde{w}_m(x, t) = \sum_{k=0}^m \varepsilon^k \left( \psi_m^{\tilde{w}, \tilde{u}}(x, t, \frac{x}{\varepsilon}, \frac{t}{\varepsilon^2}) + \tilde{u}_k(x, t) \right).$$

Then one has

$$\partial_t \tilde{w}_m = F \left( D^2 \tilde{w}_m, x, t, \frac{x}{\varepsilon}, \frac{t}{\varepsilon^2} \right) + \psi_m^{\tilde{w}, \tilde{u}}(x, t, \frac{x}{\varepsilon}, \frac{t}{\varepsilon^2})$$

in $\mathbb{R}^n \times (0, T)$, with some $\psi_m^{\tilde{w}, \tilde{u}} : \mathbb{R}^n \times [0, T] \times \mathbb{T}^n \times T \to \mathbb{R}$ satisfying

$$\left| \psi_m^{\tilde{w}, \tilde{u}}(x, t, y, s) \right| \leq C_m \varepsilon^{-m-1},$$

for any $0 < \varepsilon \leq \frac{1}{2}$.

Proof. The main difference of the proof here from that of Proposition 4.7 is that the function $\tilde{u}_0$ in Lemma 4.14 is chosen by the solution to

$$\begin{cases}
\partial_t \tilde{u}_0 = \tilde{F}(D^2 \tilde{u}_0, x, t) & \text{in } \mathbb{R}^n \times (0, T), \\
\tilde{u}_0(x, 0) = \tilde{g}_0(x) & \text{on } \mathbb{R}^n,
\end{cases}$$

instead of a linear equation (4.22) for $k = 0$. It should be stressed that the matrix corrector $X$ and the effective coefficient $\tilde{A}$ are chosen to be the same as those in Section 4.2. We omit the rest of the proof to avoid redundant arguments. ∎

Equipped with Proposition 5.1, together with Proposition 4.7, we are ready to state and prove the higher order convergence rate regarding the homogenization problem of (1.5).

Proposition 5.2. Assume that $F : S^n \times \mathbb{R}^n \times [0, T] \times \mathbb{T}^n \times T \to \mathbb{R}$ and $g : \mathbb{R}^n \to \mathbb{R}$ satisfy (2.1) - (2.3). Under these assumptions, let $u^\varepsilon$ be the bounded viscosity solution to (1.5) for $\varepsilon > 0$. Then for each integer $d \geq 0$, there exist sequences $\{\bar{v}_{\varepsilon, k} : \mathbb{R}^n \times [0, T] \times \mathbb{T}^n \times T \to \mathbb{R}\}_{k=0}^\infty$ and $\{\bar{u}_{\varepsilon, k} : \mathbb{R}^n \times [0, T] \times \mathbb{T}^n \times T \to \mathbb{R}\}_{k=0}^\infty$ such that $\bar{v}_{\varepsilon, k} \in S(2, \bar{\alpha}; k)$, $\bar{u}_{\varepsilon, 0} = \bar{v}_{\varepsilon, 0} = 0$, $\bar{u}_{\varepsilon, k} \in S(k)$ and $\bar{u}_{\varepsilon, k}(\cdot, 0) = \bar{g}_k$ for any $k \geq 0$, and the following holds. Set

$$\bar{v}_{m, \varepsilon}(x, t) = \sum_{k=0}^m \varepsilon^k \left( \psi_m^{\bar{v}, \bar{u}}(x, t, \frac{x}{\varepsilon}, \frac{t}{\varepsilon^2}) + \bar{u}_k(x, t, \frac{x}{\varepsilon}, \frac{t}{\varepsilon^2}) \right).$$

Then one has

$$\partial_t \bar{v}_{m, \varepsilon} = F \left( D^2 \bar{v}_{m, \varepsilon}, x, t, \frac{x}{\varepsilon}, \frac{t}{\varepsilon^2} \right) + \psi_m^{\bar{v}, \bar{u}}(x, t, \frac{x}{\varepsilon}, \frac{t}{\varepsilon^2})$$

in $\mathbb{R}^n \times (0, T)$, with some $\psi_m^{\bar{v}, \bar{u}} : \mathbb{R}^n \times [0, T] \times \mathbb{T}^n \times T \to \mathbb{R}$ satisfying

$$\left| \psi_m^{\bar{v}, \bar{u}}(x, t, y, s) \right| \leq C_m \varepsilon^{-m-1},$$

for any $0 < \varepsilon \leq \frac{1}{2}$.

Proof. The main difference of the proof here from that of Proposition 4.7 is that the function $\bar{u}_0$ in Lemma 4.14 is chosen by the solution to

$$\begin{cases}
\partial_t \bar{u}_0 = \bar{F}(D^2 \bar{u}_0, x, t) & \text{in } \mathbb{R}^n \times (0, T), \\
\bar{u}_0(x, 0) = \bar{g}_0(x) & \text{on } \mathbb{R}^n,
\end{cases}$$

instead of a linear equation (4.22) for $k = 0$. It should be stressed that the matrix corrector $X$ and the effective coefficient $\bar{A}$ are chosen to be the same as those in Section 4.2. We omit the rest of the proof to avoid redundant arguments. ∎
\( T^n \times [0, \infty)^\infty \) and \( \{ \bar{\alpha}_{d,k}^\# : \mathbb{R}^n \times [0, T] \times T^n \times T \to \mathbb{R} \}_{k=0}^\infty \) such that one has, for any \( m \geq 2 \), any \( \varepsilon \leq \frac{1}{2} \), any \( x \in \mathbb{R}^n \) and any \( 0 \leq t \leq T \),
\[
|u^\varepsilon(x, t) - \sum_{d=0}^{[\frac{n}{2}]-1} \sum_{k=0}^{m-2d} \varepsilon^{k+2d} \left( \bar{\alpha}_{d,k} \left( x, t, \frac{x}{\varepsilon}, \frac{t}{\varepsilon^2} \right) + \bar{\alpha}_{d,k} \left( x, t, \frac{x}{\varepsilon}, \frac{t}{\varepsilon^2} \right) \right) | \leq C_m \varepsilon^{m-1},
\]
and in particular, for \( c_m \varepsilon^2 |\log \varepsilon| \leq t \leq T \),
\[
|u^\varepsilon(x, t) - \sum_{d=0}^{[\frac{n}{2}]-1} \sum_{k=0}^{m-2d} \varepsilon^{k+2d} \bar{\alpha}_{d,k} \left( x, t, \frac{x}{\varepsilon}, \frac{t}{\varepsilon^2} \right) | \leq C_m \varepsilon^{m-1},
\]
where \( c_m \) and \( C_m \) depend only on \( n, \Lambda, \alpha, m, T \) and \( K \).

**Proof.** Let us fix \( m \geq 2 \). Due to Proposition 5.1 we derive that for any \( 0 < \varepsilon \leq \frac{1}{2} \),
\[
|u^\varepsilon(x, t) - \bar{w}_m(x, t) - \varepsilon^2 u^\varepsilon_{0,m}| \leq C_m \varepsilon^{m-1},
\]
for any \( x \in \mathbb{R}^n \) and any \( 0 \leq t \leq T \), where \( u^\varepsilon_{0,m} \) is the bounded viscosity solution to (4.54) for \( d = 0 \), \( X_{d,k} = X_{d,k}^\# = W_k \) with \( W_k \) given as in (4.27). Thus, \( u^\varepsilon_{0,m} \) falls under the setting of Proposition 4.21 and hence we may proceed as in the proof of Theorem 1.1 and achieve the desired estimates. This finishes the proof. \( \square \)

**5.2. General Fully Nonlinear Problem and Convergence Rate.** Let us begin with a short overview the homogenization process of the problem (1.6), which can be found in [AB03] and [Mar05]. First we make an additional assumption on \( F \) that there is \( F : S^n \times \mathbb{R}^n \times [0, T] \times T^n \times T \to \mathbb{R} \) for which
\[
\varepsilon^2 F \left( \frac{1}{\varepsilon^2} P, x, t, y, s \right) \to F, (P, x, t, y, s) \quad \text{as} \quad \varepsilon \to 0,
\]
locally uniformly for all \( (P, x, t, y, s) \in (S^n \setminus \{0\}) \times \mathbb{R}^n \times [0, T] \times T^n \times T \). Here \( F, \) is called the recession operator (corresponding to \( F \)). It is clear from its definition that \( F, \) also satisfies (2.1) - (2.2).

Following Lemma 3.1 and the comments above it, we obtain a (unique) function \( v : \mathbb{R}^n \times [0, \infty) \to \mathbb{R} \) such that \( v(x, t, \cdot, \cdot) \) is the solution to
\[
\begin{align*}
v_s &= F^* (D^2 v, x, t, y, s) \quad \text{in} \quad T^n \times (0, \infty), \\
v(x, t, y, 0) &= g(y, x) \quad \text{on} \quad T^n.
\end{align*}
\]
for each \( (x, t) \in \mathbb{R}^n \times [0, T] \). Also it induces \( \bar{v} : \mathbb{R}^n \times [0, T] \to \mathbb{R} \) given by
\[
\bar{v}(x, t) = \lim_{s \to \infty} v(x, t, 0, s).
\]
On the other hand, let \( \bar{F} \) and \( \bar{w} \) be defined as in the beginning of Section 3.2. Under these circumstances, the \( \varepsilon \)-problem (1.6) is homogenized to the following effective problem
\[
\begin{align*}
\bar{u}_t &= \bar{F} (\bar{D}^2 \bar{u}, x, t) \quad \text{in} \quad \mathbb{R}^n \times (0, T), \\
\bar{u}(x, 0) &= \bar{g}(x) \quad \text{on} \quad \mathbb{R}^n,
\end{align*}
\]
according to [AB03] and [Mar05], in the sense that the viscosity solution \( u^\varepsilon \) of (1.6) converges to the viscosity solution \( \bar{u} \) of (5.4) locally uniformly in \( \mathbb{R}^n \times (0, T) \).

The following proposition gives the optimal rate of \( u^\varepsilon \to \bar{u} \) under some additional assumptions.
Proposition 5.3. Assume \( F : S^n \times \mathbb{R}^n \times [0, T] \times \mathbb{T}^n \times \mathbb{T} \rightarrow \mathbb{R} \) and \( g : \mathbb{R}^n \times \mathbb{T}^n \rightarrow \mathbb{R} \) verify (2.4) - (2.1). Suppose that \( F \) satisfies, with some \( 0 \leq \delta < 1 \),
\[
|F(P, x, t, y, s) - F(P, x, t, y, s)| \leq K|P|^{\delta},
\]
and that \( v \) and \( \vartheta \) satisfy the conclusion of Proposition 3.7. Under these circumstances, let \( u^\varepsilon \) and \( \bar{u} \) be the viscosity solutions to (1.6) and, respectively, (5.4). Then there are positive constants \( c \) and \( C \), depending only on \( n \), \( \lambda \), \( \Lambda \), \( a \), \( \delta \) and \( K \), such that for any \( 0 < \varepsilon \leq \frac{1}{2} \),
\[
|u^\varepsilon(x, t) - \bar{u}(x, t)| \leq C \varepsilon^{\min(1.2 - 2\delta)},
\]
for all \( x \in \mathbb{R}^n \) and \( ce^2|\log \varepsilon| \leq t \leq T \).

Remark 5.4. The inequality (5.5) implies that
\[
|\varepsilon^2 F\left(\frac{1}{\varepsilon^2} P, x, t, y, s\right) - F(P, x, t, y, s)| \leq K\varepsilon^{2-2\delta}|P|^{\delta},
\]
for any \((P, x, t, y, s) \in S^n \times \mathbb{R}^n \times [0, T] \times \mathbb{T}^n \times \mathbb{T} \). In comparison of (5.7) with (5.6), we realize that the rate of \( u^\varepsilon \to \bar{u} \) depends sensitively on the rate of (5.1).

Remark 5.5. The second additional assumption that \( v \) and \( \vartheta \) satisfy the assertion of Proposition 3.7 has been made because this assumption fails to hold for general \( F \).
The main reason is that nonlinear \( F \) is Lipschitz continuous (in the matrix variable \( P \) at best, which prevents us from having Proposition 3.7. We shall provide some concrete example later in this regard.

Proof of Proposition 5.3. Throughout this proof, we will write by \( c \) and \( C \) positive constants depending at most on \( n \), \( \lambda \), \( \Lambda \), \( a \), \( \delta \) and \( K \), and let them vary from one line to another.

Define \( \bar{\vartheta}^\varepsilon : \mathbb{R}^n \times [0, T] \rightarrow \mathbb{R} \) by
\[
\bar{\vartheta}^\varepsilon(x, t) = v(x, t, x, \frac{t}{\varepsilon^2}) - \vartheta(x, t).
\]
Since \( v \) and \( \vartheta \) are assumed to satisfy (3.41) for all \( m \geq 0 \), we observe that \( \bar{\vartheta}^\varepsilon \) is a (classical solution) to
\[
\begin{aligned}
\bar{\vartheta}^\varepsilon_t &= F(D^2 \bar{\vartheta}^\varepsilon, x, t, x, \frac{t}{\varepsilon^2}) + \psi^\varepsilon(x, t, x, \frac{t}{\varepsilon^2}) \quad \text{in } \mathbb{R}^n \times (0, T), \\
\bar{\vartheta}^\varepsilon(x, 0) &= \bar{g}(x, x, \frac{t}{\varepsilon^2}) - \bar{\vartheta}(x, 0) \quad \text{on } \mathbb{R}^n,
\end{aligned}
\]
with \( \psi^\varepsilon : \mathbb{R}^n \times [0, T] \times \mathbb{T}^n \times [0, \infty) \rightarrow \mathbb{R} \) defined by
\[
\psi^\varepsilon(x, t, y, s) = F_s\left(\varepsilon^{-2} V_0, x, t, y, s\right) - F\left(\varepsilon^{-2} V_0 + \varepsilon^{-1} V_1, x, t, y, s\right),
\]
where
\[
V_0 = D^2 \bar{v}, \quad V_1 = D_{y \nu} \bar{v}, \quad V_2 = D^2_s(v - \bar{v}).
\]

One may notice that (3.41) implies that all \( V_0 \), \( V_1 \) and \( V_2 \) satisfy the exponential decay estimate. Thus, utilizing (5.5), we observe that
\[
\left|F_s\left(\varepsilon^{-2} V_0, x, t, y, s\right) - F\left(\varepsilon^{-2} V_0 + \varepsilon^{-1} V_1, x, t, y, s\right)\right| \leq C \varepsilon^{2\delta} e^{-\beta s},
\]
for any \((x, y, s) \in \mathbb{R}^n \times \mathbb{T}^n \times [0, \infty) \) and any \( 0 < \varepsilon \leq \frac{1}{2} \). On the other hand, we have from (2.1) that
\[
\left|F\left(\varepsilon^{-2} V_0, x, t, y, s\right) - F\left(\varepsilon^{-2} V_0 + \varepsilon^{-1} V_1 + V_2, x, t, y, s\right)\right| \leq C \varepsilon \varepsilon^{-\beta s},
\]
for any \((x, t, s) \in \mathbb{R}^n \times [0, T] \times \mathbb{T}^n \times [0, \infty)\) and any \(0 < \varepsilon \leq \frac{1}{2}\). Combining (5.9) with (5.10), we arrive at
\[
\left| \psi'(x, t, y, s) \right| \leq C \varepsilon^{-2} \varepsilon^{-2} f, \\
\]
for any \((x, t, y, s) \in \mathbb{R}^n \times [0, T] \times \mathbb{T}^n \times [0, \infty)\) and any \(0 < \varepsilon \leq \frac{1}{2}\).

Thus, arguing analogously as in the proof of Lemma 4.17 with the bounded viscosity solution \(\bar{u}^\varepsilon\) of
\[
\begin{cases}
\bar{u}^\varepsilon_t = \frac{1}{\varepsilon} f \left( D^2 \bar{u}^\varepsilon + \varepsilon^{-2} V_0(x, t, \frac{x}{\varepsilon}, \frac{t}{\varepsilon^2}) \right) & \text{in } \mathbb{R}^n \times (0, T), \\
- \frac{1}{\varepsilon} f \left( \varepsilon^{-2} V_0(x, t, \frac{x}{\varepsilon}, \frac{t}{\varepsilon^2}) \right) & \text{on } \mathbb{R}^n. 
\end{cases}
\]
one has, for any \(0 < \varepsilon \leq \frac{1}{2}\),
\[
\left| u^\varepsilon(x, t) - \bar{u}^\varepsilon(x, t) \right| \leq C \varepsilon^{-2} \varepsilon^{-2},
\]
for all \(x \in \mathbb{R}^n\) and all \(C \varepsilon^2 |\log \varepsilon| \leq t \leq T\).

On the other hand, we know that Proposition 3.12 is true under the assumptions (2.1) - (2.3) on \(F\). Hence, it follows from the estimate (3.47) and the assumption (3.41), which holds also for \(\tilde{g}\), that the solution \(\bar{u}\) to (3.4) satisfies \(\bar{u} \in C^\infty(\mathbb{R}^n \times [0, T])\) and
\[
\sum_{|x|+2|\nu|=l} |D^l_x \partial^\nu \bar{u}(x, t)| \leq C_l,
\]
for any \(l \geq 0\). Now let \(w(x, t, \cdot, \cdot)\) be the unique solution of
\[
\begin{cases}
w_s = f \left( D^2 w + D^2 \tilde{u}(x, t) \right) & \text{in } \mathbb{T}^n \times \mathbb{T} \\
w(x, t, 0, 0) = 0,
\end{cases}
\]
for each \((x, t) \in \mathbb{R}^n \times [0, T]\). Due to Proposition 3.12 and (5.12), we have \(w \in C^\infty(\mathbb{R}^n \times [0, T]; C^2(\mathbb{T}^n \times \mathbb{T}))\), for any \(0 < \tilde{a} < \bar{a}\), and
\[
\sum_{|x|+2|\nu|=l} \left\| D^l_x \partial^\nu w(x, t, \cdot, \cdot) \right\|_{C^2(\mathbb{T}^n \times \mathbb{T})} \leq C_l,
\]
for any \(l \geq 0\).

Therefore, arguing as above, we observe that the function \(\tilde{w}^\varepsilon : \mathbb{R}^n \times [0, T] \rightarrow \mathbb{R}\), defined by
\[
\tilde{w}^\varepsilon(x, t) = \bar{u}(x, t) + \varepsilon^2 w(x, t, \frac{x}{\varepsilon}, \frac{t}{\varepsilon^2}),
\]
solves
\[
\begin{cases}
\tilde{w}^\varepsilon_t = f \left( D^2 \tilde{w}^\varepsilon + \varepsilon^{-2} \psi(x, t, \frac{x}{\varepsilon}, \frac{t}{\varepsilon^2}) \right) & \text{in } \mathbb{R}^n \times (0, T), \\
\tilde{w}^\varepsilon(x, 0) = \tilde{g}(x) & \text{on } \mathbb{R}^n,
\end{cases}
\]
for some \(\psi^\varepsilon : \mathbb{R}^n \times [0, T] \times \mathbb{T}^n \times \mathbb{T} \rightarrow \mathbb{R}\) satisfying
\[
\left| \psi^\varepsilon(x, t, y, s) \right| \leq C \varepsilon,
\]
for any \(0 < \varepsilon \leq \frac{1}{2}\).

Now we may proceed as in the proof of Lemma 4.18 and deduce that
\[
\left| u^\varepsilon(x, t) - \tilde{w}^\varepsilon(x, t) \right| \leq C \varepsilon^2 \varepsilon^{-2},
\]
for any \((x, t, y, s) \in \mathbb{R}^n \times [0, T] \times \mathbb{T}^n \times [0, \infty)\) and any \(0 < \varepsilon \leq \frac{1}{2}\).
for all \(x \in \mathbb{R}^n\) and all \(0 \leq t \leq T\), provided \(0 < \varepsilon \leq \frac{1}{2}\), where \(u^\varepsilon_t\) is the bounded viscosity solution of \((4.43)\). Note that \(u^\varepsilon_t\) is bounded globally, especially independent of \(\varepsilon\). Finally, the error estimate \((5.6)\) can be deduced by combining \((5.11)\) and \((5.13)\). \(\Box\)

Let us finish this subsection with an example that reveals that the assumptions of Proposition \((5.3)\) are satisfied for certain \(F\) and \(g\).

**Example 5.6.** Let \(F_* : \mathbb{S}^n \to \mathbb{R}\) be such that \(F_*(P) < -F_*(-P)\) for any \(P \in \mathbb{S}^n \setminus \{0\}\). For instance, one may take \(F\), by Pucci’s minimal operator for the lower ellipticity bound \(\Lambda' > \Lambda\) and the upper ellipticity bound \(\Lambda' < \Lambda\). On the other hand, let \(g : \mathbb{R}^n \times \mathbb{T}^n \to \mathbb{R}\) be given by

\[
g(x, y) = \psi(x) \phi(y),
\]

with \(\phi : \mathbb{T}^n \to \mathbb{R}\) and \(\psi : \mathbb{R}^n \to \mathbb{R}\) bounded and smooth.

Let us write by \(F_*(P)\) and \(F_+(P)\) the functionals \(F_*(P)\) and, respectively, \(-F_*(-P)\), and consider the spatially periodic Cauchy problem,

\[
\begin{aligned}
&\partial_t v_\pm = F_\pm(D^2 v_\pm) \quad \text{in } \mathbb{T}^n \times (0, \infty), \\
&v_\pm(y, 0) = \phi(y) \quad \text{on } \mathbb{T}^n.
\end{aligned}
\]

According to Lemma \((5.1)\) there are unique real numbers \(\gamma_+\) and \(\gamma_-\) such that \(\gamma_+ = \lim_{s \to 0^+} v_+(0,s)\). Notice that \(v_\pm \in C^{2,\alpha}\) for some \(0 < \alpha < 1\) depending only on \(n, \Lambda\) and \(\Lambda_*\), owing to the convexity of \(F_+\) and the concavity of \(F_-\).

Let us observe that \(\gamma_+ > \gamma_-\). First it follows from the comparison principle that \(v_+ > v_-\) in \(\mathbb{T}^n \times (0, \infty)\), which implies \(\gamma_+ \geq \gamma_-\). Moreover, since \(F_+(P) > F_-(P)\) for any nonzero \(P \in \mathbb{S}^n\), the function \(w = v_+ - v_-\) solves

\[
\partial_s (v_+ - v_-) \geq \text{tr}(A(y,s)D^2(v_+ - v_-)) \quad \text{in } \mathbb{T}^n \times (0, \infty),
\]

where \(A\) is the linearized coefficient associated with \(F_+\). This implies that the function \(W(s) = \min_{\mathbb{T}^n}(v_+(\cdot, s) - v_-(\cdot, s))\) is non-decreasing for \(s > 0\), whence we have \(\gamma_+ > \gamma_-\).

Now let \(v\) be the solution to \((5.2)\). Then the uniqueness of \(v\) implies that \(v(x, y, s) = \psi(x)v_-(y, s)\) if \(\psi(x) \geq 0\) and \(v(x, y, s) = \psi(x)v_+(y, s)\) if \(\psi(x) \leq 0\). This also implies that the function \(\bar{v}\) defined by \((5.3)\) satisfies \(\bar{v}(x) = \gamma_+ \psi(x)\) if \(\psi(x) \geq 0\) and \(\bar{v}(x) = \gamma_- \psi(x)\) if \(\psi(x) \leq 0\).

This implies that if \(\psi\) changes sign at some point, then \(v\) and \(\bar{v}\) are not even differentiable at that point. On the other hand, we have \(v\) and \(\bar{v}\) satisfying the conclusion of Proposition \((3.7)\) provided that \(\psi\) is either uniformly positive or uniformly negative.
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