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Abstract. We consider the relationship between the Laplacians on two sequences of planar graphs, one from the theory of self-similar groups and one from analysis on fractals. By establishing a spectral decimation map between these sequences we give an elementary calculation of the spectrum of the former, which was first computed by Grigorchuk and Šunić [5]. Our method also gives a full description of the eigenfunctions.

1. Introduction

We consider the spectra of the Laplacians for the sequence of graphs $H_n$ in Figure 1, which are the Schreier graphs of the action of the Hanoi towers group on three pegs on the 3-regular rooted tree, and the spectra of the Laplacians for the sequence of Sierpinski gasket graphs $G_n$ in Figure 2. Both sequences limit to the Sierpinski gasket in a natural manner, see [12, 9] for $H_n$ and [7] for $G_n$.

On the graphs $G_n$ the spectrum of the Laplacian $\Delta^n_G$ may be obtained from that of $\Delta^{n-1}_G$ by a method called spectral decimation [11, 4, 8]; the decimation map involved is independent of $n$, so iteration of it provides a dynamical system for computing $\sigma(\Delta^n_G)$, see Theorem 5.1 below. This technique also gives access to spectra of structures based on these graphs [13, 16]. An independently discovered approach applies to the graphs $H_n$ arising from their
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\caption{The graphs $H_n$, $n = 0, 1, 2, 3$.}
\end{figure}
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realization as the Schreier graphs of the self-similar Hanoi towers group, see [5]. In this latter setting one first obtains a two-dimensional dynamics for the spectrum and then proves it is semi-conjugate to a one-dimensional dynamical system; again the spectrum $\sigma(\Delta^H_n)$ can be recovered from the resulting simple dynamics.

In [5] it is suggested that their main result might be derived by spectral decimation, and indeed it is easy to check that the dynamical systems for $G_n$ and $H_n$ are the same. Our purpose here is to examine the connection between the graphs $G_n$ and $H_n$ in more detail, use this to explain a connection between the methods used to obtain the dynamics for the spectra, and determine the structure of eigenfunctions on the graphs $H_n$. The main result is as follows; definitions of the Laplacian operators are in Section 2.

**Theorem 1.1.** The spectrum of $\Delta^H_n$ is the set

$$\sigma(\Delta^H_n) = \{0\} \cup \left( \bigcup_{i=0}^{n-1} R^i_H(-1) \right) \cup \left( \bigcup_{j=0}^{n-2} R^j_H(-\frac{5}{3}) \right)$$

where $R^i_H(z) = z(3z + 5)$. The multiplicities and eigenspaces are as follows:

- 0 has multiplicity 1 with constant eigenfunction
- $R^i_H(-1)$ contains $2^i$ eigenvalues when $0 \leq i \leq n-1$, each with multiplicity $\frac{1}{2}(3^{n-1-i} + 3)$. For each eigenvalue there is a basis for the eigenspace in which basis elements are localized to the union of two adjacent copies of $H_{i+2}$ in $H_n$, including copies that are self-adjacent via a loop. (In the case $i = n-1$ this description is vacuous and the support is all of $H_n$.) The basis elements can be derived from a specific set of values on $H_{n-2}$, see Figure 6 by $i$ iterations of an explicit algorithm (5.2).
- $R^j_H(-\frac{5}{3})$ contains $2^j$ eigenvalues when $0 \leq j \leq n-2$, each with multiplicity $\frac{1}{2}(3^{n-1-j} - 1)$. Eigenfunctions reflect the homology of $H_{n-1-j}$; a basis may be obtained by taking alternating values around the corresponding cycles in $H_{n-1-j}$ and extending to $H_k$ for $n - j + 1 \leq k \leq n$ by iteration of an explicit algorithm (5.2).
It should be noted that the description of the spectrum is equivalent to that given in Theorem 1.1 of [5], but the description of the eigenfunctions is new, as is our method. In particular we believe the topological content of the spectrum has not previously been described, though it is substantially the same as for the Sierpinski gasket graphs. A comparison of our method to that of [5] is in Section 7. The latter has also been used to treat other important examples of Schreier graphs from self-similar groups [2].

The structure of the paper is as follows. In Section 2 we give formal definitions of our graphs and Laplacians. Section 3 contains the definition and some known results about spectral similarity, which is our main tool. Our results are in Section 4, which establishes spectral similarities between the Laplacians on the graphs $G_n$ and $H_n$, Section 5 where we prove the Laplacian on $H_n$ is spectrally self-similar and establish the iteration (5.2) for obtaining eigenfunctions of $H_{n+1}$ from those of $H_n$, and Section 6, where we discuss the construction of eigenfunctions and prove Theorem 1.1.

2. Graphs and Laplacians

Graphs. A rapid way to formally define the graphs $G_n$ in Figure 2 is to take $V_0^G = \{p_1, p_2, p_3\}$ to be the vertices of a triangle in the plane and let $G_0$ be the complete graph on $V_0^G$. Then set $F_j(x) = \frac{1}{2}(x + p_j)$ for $j = 1, 2, 3$ and $V_n^G = \bigcup_{j=1}^3 F_j(V_{n-1})$ for $n \geq 1$. $G_n$ has vertex set $V_n^G$ and inductively defined edge relation $x \sim_{G_n} y$ if and only if $x = F_j(x')$, $y = F_j(y')$ for some $j \in \{1, 2, 3\}$ and points $x' \sim_{G_{n-1}} y'$ from $V_{n-1}^G$. Figure 2 is then derived by iterative application of the three maps $F_j$ to the graph $G_0$. Note that the three copies $F_j(V_{n-1}^G)$ overlap at three points, so there are $\frac{1}{2}(3^n + 3)$ points in $V_n^G$.

We define the graphs $H_n$ in Figure 1 indirectly, obtaining along the way a third series of graphs $J_n$, shown in Figure 3 that will be useful in their own right. Let $p_0 = \frac{1}{4} \sum_1^3 p_j$ be the midpoint of the previously-defined triangle and $V_0^J = \{p_0, p_1, p_2, p_3\}$. Define $J_0$ to be the graph on $V_0^J$ with edges from $p_0$ to each $p_j$, $j = 1, 2, 3$. Then define $J_n$ to have vertex set $V_n^J = \bigcup_{j=1}^3 F_j(V_{n-1})$ for $n \geq 1$ and edges $x \sim_{J_n} y$ precisely when $x = F_j(x')$, $y = F_j(y')$ for some $j \in \{1, 2, 3\}$ and points $x' \sim_{J_{n-1}} y'$ from $V_{n-1}^J$. 

![Figure 3. The graphs $J_n$, $n = 0, 1, 2, 3$.](image-url)
Now we can define $H_n$ on the vertex set obtained inductively from $V^H_0 = \{p_0\}$ and $V^H_n = \cup_1^3 F_j(V^H_{n-1})$ for $n \geq 1$ by providing an edge $x \sim_H x'$ for $x \neq x' \in V^H_n$ when there is a vertex $y \in V^J_n$ so both $y \sim_J x$ and $y \sim_J x'$. Evidently $V^G_n = V^I_n \cup V^H_n$ and this point $y$ is actually from $V^G_n$. Moreover for each $y \in V^G_n \setminus V^G_0$ there is a uniquely determined pair $x \neq x'$ with this property. In the case $y \in V^G_0$ we follow [5] and define a special case, placing a loop at the unique neighboring $x \in V^H_n$. The purpose of this loop will become more clear later; for now we note that it will make $H_n$ a 3-regular graph.

The reader might find this to be a convenient point to check that $H_n$ is the level $n$ Schreier graph of the action of the Hanoi Towers group on the rooted 3-tree, as described in [5]. Indeed, if we introduce a word space $W_n = \{1, 2, 3\}^n$ and for $w = w_1 \cdots w_n \in W_n$ write $F_w = F_{w_1} \cdots F_{w_n}$ then $w \mapsto F_w(p_0)$ is a bijection $W_n \to V^H_n$ and there is an edge from $F_w(p_0)$ to $F_w'(p_0)$ exactly when there are $j, j' \in \{1, 2, 3\}$ so $F_w(p_j) = F_w'(p_{j'})$, which is precisely when the Hanoi Towers group contains an element taking $w$ to $w'$. A characterization of the connection between sequences of self-similar graphs and sequences of Schreier graphs of self-similar groups is in [6]; other connections between the methods used to analyze these sequences are in [10].

**Laplacian.** There are several standard notions of Laplacian associated to a graph. In order to simplify the use of some results from [8] we use the graph Laplacian, which is defined for a function $f$ on the vertex set by

$$
\Delta_n f(x) = \frac{1}{\deg(x)} \sum_{y \sim x} (f(y) - f(x))
$$

where the degree $\deg(x)$ is the number of edges incident at the vertex $x$. However the case of a loop at $x$ is slightly different: then $x = y$ and $f(x) - f(y) = 0$, and we count the loop as contributing 1 to the degree. It is easy to check that this is consistent with the usual simple random walk in which a mass at $x$ is divided by $\deg(x)$ and propagated to the neighbors, one of which neighbors is $x$ itself if there is a loop at $x$.

Observe that on $G_n$ we have $\deg(x) = 4$ for $x \in V^G_n \setminus V^G_0$ and $\deg(x) = 2$ on $V^G_0$. The graph $H_n$ is regular, with $\deg(x) = 3$ at all vertices, because the loops contribute 1 to the degree of the three vertices at the corners of the triangle. The graphs $J_n$ have $\deg(x) = 3$ at those vertices in $V^I_n$ that come from $V^H_n$, $\deg(x) = 2$ on $V^G_n \setminus V^G_0$ and $\deg(x) = 1$ on $V^G_0$.

Rather than giving a recursion for the entries of the Laplacian matrices, which is possible but would not be used later, we illustrate our definition with the following explicit examples. For clarity we have made blocks of vertices with the same degree and ordered them by decreasing degree. Some
other ordering choices have been used to emphasize the symmetry of the matrices. Setting

\[ M = \begin{bmatrix} 0 & 1 & 1 \\ 1 & 0 & 1 \\ 1 & 1 & 0 \end{bmatrix} \]

and writing \( I \) for the \( 2 \times 3 \) identity matrix and 0 for the zero matrix we have

\[ \Delta_1^H = \frac{1}{3} M - I \]

and in block form:

\[ \Delta_1^G = \begin{bmatrix} \frac{1}{3} M - I & \frac{1}{3} M \\ \frac{1}{2} M & -I \end{bmatrix}, \quad \Delta_1^J = \begin{bmatrix} -I & \frac{1}{3} M & \frac{1}{3} M \\ \frac{1}{2} M & -I & 0 \\ I & 0 & -I \end{bmatrix}. \]

3. Spectral similarity and decimation

We present the elementary features of spectral similarity and spectral decimation as they apply to the circumstances in the problem at hand. These include the connection between the classical Schur complement formula for relating the spectrum of a matrix to that of submatrices in a block decomposition and the notion of spectral similarity, and a construction from [8] which permits one to glue spectrally similar graph Laplacians in a manner that preserves spectral similarity.

Let \( \mathcal{H} \) be a finite dimensional complex vector space and \( \tilde{\mathcal{H}} \) be a subspace. Write \( P : \mathcal{H} \to \tilde{\mathcal{H}} \) for the orthogonal projection (so \( P^* \) is the inclusion) and \( Q \) for the projection to the orthogonal complement. Let \( D \) be an operator on \( \mathcal{H} \) and \( \tilde{D} \) be an operator on \( \tilde{\mathcal{H}} \).

In accordance with Definition 2.1 in [8] we say \( D \) is spectrally similar to \( \tilde{D} \) with functions \( \phi \) and \( \tilde{\phi} \) if

\[ P(D - z)^{-1} P^* = (\tilde{\phi}(z) \tilde{D} - \phi(z))^{-1} \]

as meromorphic functions. This is related to the Schur complement in the following manner (Lemma 3.3 in [8]). Writing the symmetric matrix \( D \) in the block form on \( \mathcal{H}^+ \otimes \mathcal{H} \)

\[ D = \begin{pmatrix} QDQ^* & PDQ^* \\ QDP^* & PDP^* \end{pmatrix} \]

we find that \( D \) is spectrally similar to \( \tilde{D} \) if and only if the Schur complement from \( D - z \) satisfies

\[ PDP^* - z - QDP^*(QDQ^* - z)^{-1}PDQ^* = \tilde{\phi}(z) \tilde{D} - \phi(z). \]

In particular, we can compute the spectrum of \( D \) from that of \( \tilde{D} \) using the associated functions. Writing \( \sigma(D) \) for the spectrum we have the following.

**Theorem 3.1** (Theorem 3.6 in [8]). If \( D \) is spectrally similar to \( \tilde{D} \) with functions \( \phi \) and \( \tilde{\phi} \), let the exceptional set be \( E = \sigma(QDQ^*) \cup \{ z : \tilde{\phi}(z) = 0 \} \) and the (spectral) decimation function be \( R(z) = \phi(z)/\tilde{\phi}(z) \). Suppose \( z \notin E \). Then \( R(z) \) is an eigenvalue of \( \tilde{D} \) if and only if \( z \) is an eigenvalue of \( D \),
and there is a bijection \( \tilde{f} \mapsto f = \tilde{f} - (QDQ^* - z)^{-1}PDQ^* \tilde{f} \) between the corresponding eigenspaces.

Some general theory regarding the exceptional set is summarized in [1].

**Example 3.2.** A case of special interest in the problem at hand occurs when \( D_N \) is the Laplacian of the graph \( \Gamma_N \) in which one vertex \( p_0 \) is connected by a single edge to each of \( N \) other vertices \( p_j, j = 1, \ldots N, \) so \( \mathcal{H} = \mathbb{C}^{N+1}. \) Take \( \tilde{D}_N \) to be the Laplacian of the complete graph on the vertices \( p_j, j = 1, \ldots N \) and let \( \tilde{\mathcal{H}} \) be the corresponding subspace. Writing the block form

\[
D_N - z = \begin{pmatrix} -(1 + z) & \left( \frac{1}{N} \right)1_{1 \times N} \\ 1_{N \times 1} & -(1 + z)I_N \end{pmatrix}
\]

where \( I_N \) is the \( N \times N \) identity and \( 1_{m \times n} \) is the \( m \times n \) matrix with all entries equal 1 we can compute the Schur complement \( S_z \) to be

\[
S_z = -(1 + z)I_N + \frac{1}{N(1 + z)}1_{N \times N} = \frac{N - 1}{N(1 + z)}\tilde{D}_N - \left( 1 + z - \frac{1}{1 + z} \right)I_N
\]

so that \( D_N \) is spectrally similar to \( \tilde{D}_N \) with \( \phi_N(z) = 1 + z - \frac{1}{1 + z} \) and \( \tilde{\phi}_N(z) = \frac{N - 1}{N(1 + z)} \). This relation is valid provided \( z \) is not in the exceptional set \( E \). However, the exceptional set is small: the spectrum of the Schur block is simply \( \{-1\} \) and \( \tilde{\phi}_N(z) = \frac{N - 1}{N(1 + z)} \) is always non-zero, so \( E = \{-1\} \) independent of \( N \). The reader will note that this Schur complement reduction is the spectral version of the star-mesh transform that is well known in electrical network theory; the case \( N = 3 \) of the latter is often called the \( \Delta \) – \( Y \) transform.

It is worth noting what happens to eigenfunctions in this context. If \( z \neq -1, R(z) \in \sigma(\tilde{D}_N) \) and \( \tilde{f} \) is an eigenfunction of \( \tilde{D}_N \) with eigenvalue \( R(z) \), then the corresponding eigenfunction of \( D_N \) with eigenvalue \( z \) is

\[
f = \tilde{f} - (QD_NQ^*)^{-1}\tilde{f} = \tilde{f} + \frac{1}{1 + z}\left( \frac{1}{N} \right)1_{1 \times N} \tilde{f}_0
\]

so that \( f = f_0 \) on \( \tilde{V} \) and \( f(p_0) = \frac{1}{N(1 + z)} \sum_{j=1}^{N} f_0(p_j) \). The remaining possibility is \( z = -1 \), in which case the spectral similarity cannot be used but

\[
D_N + I = \begin{pmatrix} 0 & \left( \frac{1}{N} \right)1_{1 \times N} \\ 1_{N \times 1} & 0 \end{pmatrix}
\]

so \( -1 \) is an eigenvalue with an \( N - 1 \) dimensional eigenspace consisting of those functions \( f \) with \( f(p_0) = 0 \) and \( \sum_{j=1}^{N} f(p_j) = 0. \)

4. **Spectral similarities for** \( G_n, H_n \) **and** \( J_n \)**

The significance of Example 3.2 is that the graph \( J_n \) can be built by replacing the edges of \( H_n \) by copies of \( \Gamma_2 \), and also by replacing all copies of the graph \( V_0^G \) (the complete graph on 3 vertices) in \( V_n^G \) with copies of
\[ V'_0 = \Gamma_3. \] The effect of this type of graph replacement operation on the spectra of graphs was previously studied in [15]. The appropriate substitution operation preserves spectral similarity of graph Laplacians according to the following result from [8].

**Lemma 4.1** (Lemma 4.7 in [8]). If \( \Gamma \) is a graph with vertex set \( V \) and is symmetric with respect to \( \tilde{V} \subset V \) in the sense that every bijection of \( \tilde{V} \) extends to a graph automorphism of \( \Gamma \) then the graph Laplacian \( \Delta^\Gamma \) of \( \Gamma \) is spectrally similar to \( \Delta^\tilde{\Gamma} \) for the complete graph \( \tilde{\Gamma} \) on \( \tilde{V} \), with some functions \( \phi \) and \( \tilde{\phi} \). Now take disjoint copies of \( \Gamma \) over some index set \( \mathcal{A} \) and form a quotient graph \( \Gamma' \) by identifying vertices in \( V \times \mathcal{A} \) via an equivalence relation on \( \tilde{V} \times \mathcal{A} \) for which equivalence classes are finite. Repeat the same quotient construction on \( \tilde{\Gamma} \times \mathcal{A} \) to get a quotient graph \( \tilde{\Gamma}' \). Then \( \Delta^\Gamma \) is spectrally similar to \( \Delta^{\tilde{\Gamma}'} \) with the same functions \( \phi \) and \( \tilde{\phi} \).

**Proposition 4.2.** The Laplacian \( \Delta^J_n \) on \( J_n \) is spectrally similar to \( \Delta^G_n \) on \( G_n \) with exceptional set \( E = \{-1\} \) and decimation function \( R_3(z) = \frac{3}{2}(z^2 + 2z) \). If \( z \neq -1 \) and \( R_3(z) \) is an eigenvalue of \( \Delta^G_n \) with eigenfunction \( \tilde{f} \) then the corresponding eigenfunction of \( \Delta^J_n \) with eigenvalue \( z \) is obtained by extending \( \tilde{f} \) to each point \( x \in V_n^J \setminus V_n^G = V_n^H \) so that \( f(x) = \frac{1}{3(1+z)} \sum_{y \sim \tilde{x}} \tilde{f}(y) \). Moreover, \( -1 \) is an eigenvalue of \( \Delta^J_n \) with a \( \frac{1}{2}(3^n + 3) \) dimensional eigenspace consisting of functions \( g \) that vanish at each \( x \in V_n^H \subset V_n^J \) and such that \( \sum_{y \sim \tilde{x}} g(y) = 0 \) for all such \( x \).

**Proof.** Recall we wrote \( F_w = F_{w_1} \circ \ldots \circ F_{w_n} \) where \( w_1 \cdots w_n \) is a length \( n \) word with letters \( w_j \in \{1, 2, 3\} \). The vertices \( V_n^J \) are then all points of the form \( F_{w_j}(p_j) \) as \( w \) ranges over \( n \)-words and \( j \in \{0, 1, 2, 3\} \), and the inductive definition of the edges of \( J_n \) implies there is an edge between \( F_{w_j}(p_j) \) and \( F_{w'_k}(p_k) \) if and only if \( w = w' \) and \( j \neq k \). This exhibits \( J_n \) as a quotient as in Lemma 4.1 of copies of \( J_0 \) indexed by the length \( n \)-words \( \{1, 2, 3\}^n \).

Adopting the notation of the lemma, \( \Gamma = J_0, \mathcal{A} = \{1, 2, 3\}^n \), and the equivalence relation is that \( (p_j, w) \) and \( (p_k, w') \) are equivalent when \( F_{w_j}(p_j) = F_{w_k}(p_k) \). Observe that this latter can never occur if \( j \) or \( k \) is zero, so the equivalence relation is really on \( \tilde{V} \times \mathcal{A} \), where \( \tilde{V} = \{p_1, p_2, p_3\} = V^G_0 \), and it is easily seen that \( V^J_0 \) is symmetric with respect to \( V^G_0 \). According to Lemma 4.1 then \( \Gamma \) is spectrally similar to the complete graph \( \tilde{\Gamma} \) on \( \tilde{V} \), which we observe is actually \( G_0 \). In fact this is the case \( N = 3 \) of the spectral similarity in Example 3.2 so we know the functions \( \phi_3 \) and \( \tilde{\phi}_3 \) explicitly.

We have seen that \( J_n = \Gamma^n \), the quotient in Lemma 4.1. At the same time, the quotient \( \tilde{\Gamma}' \) is that obtained by gluing the corresponding copies of \( \tilde{\Gamma} = V^G_0 \), and the same reasoning as used on \( J_n \) shows the result is \( \tilde{\Gamma}' = G_n \). Now the result of the lemma says that \( J_n \) and \( G_n \) are spectrally similar with functions \( \phi(z) = \phi_3(z) = 1 + z - \frac{1}{1+z} \) and \( \tilde{\phi}(z) = \tilde{\phi}_3(z) = \frac{2}{3(1+z)} \), giving the formula
for $R_3(z)$. Moreover, the discussion in Example 3.2 tells us that if $z \neq -1$ and $R_3(z) \in \sigma(\Delta_n^H)$ with eigenfunction $\tilde{f}$ then we can extend to an eigenfunction $f$ of $\Delta_n'$ with eigenvalue $z$ by taking $f(F_w(p_0)) = \frac{1}{2(1+z)} \sum_{j=1}^{3} \tilde{f}(F_w(p_j))$. At the same time, $z = -1$ is an eigenvalue of $\Delta_n'$ with eigenspace consisting of functions that vanish at all points $F_w(p_0)$ and have mean zero over the neighbors of such points. Evidently this space involves the values on the $\frac{1}{2}(3^{n+1} + 3)$ points in $V_n^G$ subject to $3^n$ constraints (because the mean is zero on each of the $3^n$ cells), so is dimension $\frac{1}{2}(3^n + 3)$.

**Proposition 4.3.** The Laplacian $\Delta_n'$ on $J_n$ is spectrally similar to $\Delta_n^H$ on $H_n$ with exceptional set $E = \{-1\}$ and decimation function $R_2(z) = 2(z^2 + 2z)$. If $z \neq -1$ and $R_2(z)$ is an eigenvalue of $\Delta_n^H$ with eigenfunction $\tilde{f}$ then the corresponding eigenfunction of $\Delta_n'$ with eigenvalue $z$ is obtained by extending $\tilde{f}$ to each point $x \in V_n^I \setminus V_n^G = V_n^H$ so that $f(x) = \frac{1}{2(1+z)} \sum_{j=1}^{3} \tilde{f}(y)$.

**Proof.** We again use Lemma 4.1 in particular following its notation. This time $\Gamma$ is the graph called $\Gamma_2$ in Example 3.2, so the vertex set $V$ has three elements which we label $\{q_0, q_1, q_2\}$, with $q_0$ being the one incident on two edges. Set $\bar{V} = \{q_1, q_2\}$. Evidently $V$ is symmetric with respect to $\bar{V}$ and the complete graph $\bar{\Gamma}$ on $\bar{V}$ is a single edge. The spectral symmetry functions are $\phi_2$ and $\tilde{\phi}_2$ from Example 3.2.

Our index set $\mathcal{A}$ will be the edge set of $H_n$, including the loops at the boundary vertices. The disjoint union of copies of $\tilde{\Gamma}$ indexed by $\mathcal{A}$ has vertex set $\bar{V} \times \mathcal{A}$. On it we define an equivalence relation such that the quotient $\tilde{\Gamma}'$ is precisely $H_n$. This is easy to do: whenever $(q_1, e), (q_2, e)$ are the two points in $\bar{V} \times \{e\}$ for some $e \in \mathcal{A}$ we simply identify them with the vertices of $V_n^H$ that are the endpoints of $e$. The identification is a bijection unless $e$ is a loop, in which case it is two-to-one. Evidently this is a surjection $T : \bar{V} \times \mathcal{A} \to V_n^H$, so we obtain an equivalence relation $(q_1, e_1) \sim (q_2, e_2)$ if $T(q_1, e_1) = T(q_2, e_2)$. This equivalence is not uniquely defined because we must choose one of the two possible bijections at each $e$, except in the case that $e$ is a loop. However, every edge in the quotient comes from an edge in a copy of $\tilde{\Gamma}$, so for any set of choices of the bijections we see that there is an edge between the equivalence classes of $(q_1, e_1)$ and $(q_2, e_2)$ in $\tilde{\Gamma}'$ if and only if we can choose representatives such that $e_1 = e_2 = e$, which happens precisely when $T(q_1, e)$ and $T(q_2, e)$ are joined by the edge $e$ in $H_n$. Moreover this is a loop exactly when $(q_1, e) \sim (q_2, e)$, meaning $T(q_1, e) = T(q_2, e)$, which occurs exactly when $e$ is a loop in $H_n$. Thus $\tilde{\Gamma}' = H_n$.

Now we wish to identify the quotient $\bar{\Gamma}'$. We had $T : \bar{V} \times \mathcal{A} \to V_n^H$ and we extend it to $V \times \mathcal{A} \to V_0^I$ by defining it on $(V \setminus \bar{V}) \times \mathcal{A} = \{q_0\} \times \mathcal{A}$ as follows. Given $(q_0, e)$ we have defined $T(q_1, e)$ and $T(q_2, e)$ to be endpoints
of the edge $e$ from $H_n$. If $e$ is a loop then $T(q_1, e) = T(q_2, e) \in V_n^H \subset V_n^J$ and this vertex is joined in $J_n$ to a unique vertex $p \in V_n^G \subset V_n^J$; in this case let $T(q_0, e) = p$. Evidently this extension is a bijection from $\{(q_0, e) : e \text{ is a loop in } H_n\} \to V_n^G$.

If $e$ is an edge in $H_n$ with endpoints $T(q_1, e) = F_w(p_0)$ and $T(q_2, e) = F_w'(p_0)$ from $V_n^H$, where $w, w'$ are words of length $n$, then our definition of $H_n$ says there is a unique point $x \in V_n^G$ so that $F_w(p_0)$ and $F_w'(p_0)$ are both joined to $x$ by edges in $J_n$. We define $T(q_0, e) = x$. Since every point of $V_n^G \setminus V_0^G$ is of the form $F_w(p_j) = F_w'(p_k)$ for some length $n$ words $w \neq w'$ and $j \neq k \in \{1, 2, 3\}$ we see there is a corresponding edge of $H_n$ from $F_w(p_0)$ to $F_w'(p_0)$ and thus $T$ is bijective from $\{(q_0, e) : e \text{ is an edge of } H_n\} \subset V_n^J$ to $V_n^G \setminus V_0^G$.

Our extension is a surjection $T : V \times A \to V_n^J$ that is bijective from $(V \setminus \tilde{V}) \times A \to V_n^G$. Taking the quotient $\Gamma'$ by the previously defined equivalence on $\tilde{V} \times A$ we see that $T$ identifies the vertex set of $\Gamma'$ with $V_n^J$. To complete the proof we need to show that pairs of equivalence classes from $\Gamma'$ that are joined by an edge correspond under $T$ to pairs of points in $V_n^J$ that are joined by an edge of $J_n$. To this end, observe that edges in $V \times A$ are between pairs $(q_0, e)$ and $(q_j, e)$ for $j = 1, 2$ so edges in $\Gamma'$ are between pairs of equivalence classes represented by $(q_0, e)$ and $(q_j, e)$, $j = 1, 2$. We will deal with the case where $e$ is a loop of $H_n$ separately from the case where it is an edge.

Fix equivalence classes in $\Gamma'$ that are joined by an edge and choose representatives as described above. Bijectivity of $T : (V \setminus \tilde{V}) \times A \to V_n^G$ says the equivalence class of $(q_0, e)$ is a one-element set corresponding to the point $x = T(q_0, e) \in V_n^G$. If $e$ is an edge (not a loop) of $H_n$ then $x \notin V_0^G$ so $x = F_w(p_j) = F_w'(p_k)$ for exactly two distinct length $n$ words $w \neq w'$ and corresponding $j \neq k \in \{1, 2, 3\}$. Our construction ensures $e$ is the edge of $H_n$ between $F_w(p_0)$ and $F_w'(p_0)$ and thus $T(q_j, e)$ is one of $F_w(p_0)$ or $F_w'(p_0)$. However, the edges in $J_n$ that are incident at $x$ connect to precisely the points $F_w(p_0)$ and $F_w'(p_0)$, so we conclude that $T(q_0, e)$ and $T(q_j, e)$ are connected by an edge in $J_n$. A similar argument applies if $e$ is a loop of $H_n$, as then $x \in V_0^G$ is $p_k = F_w'(p_k)$ and $T(q_j, e) = F_w'(p_0)$ for both $j = 1, 2$. This latter is exactly the neighbor of $p_k$ in $J_n$.

Conversely, fix an edge of $J_n$ which connects $F_w(p_0)$ to $x \in V_n^G$. If $x \notin V_0$ we can write $x = F_w(p_k) = F_w'(p_l)$ for some length $n$ words $w \neq w'$ and some $k \neq l \in \{1, 2, 3\}$. The definition of $H_n$ gives an edge $e$ between $F_w(p_0)$ and $F_w'(p_0)$. Our construction provides $T(q_0, e) = x$ and $\{T(q_j, e) : j = 1, 2\} \subset \{F_w(p_0), F_w'(p_0)\}$, so $T^{-1}(x) = \{(q_0, e)\}$ and $T^{-1}(F_w(p_0))$ is the equivalence class of either $(q_1, e)$ or $(q_2, e)$, both of which neighbor $((q_0, e))$ in $\Gamma'$. If, on the other hand, $x \in V_0$ then $x = p_k$ neighbors $F_w'(p_0)$ in $J_n$, and the definition of $T$ gives $T^{-1}(x) = (q_0, e)$ for the loop of $H_n$ attached at
$F_{k'}(p_0)$. Thus $(q_j, e) \in T^{-1}(F_{k'}(p_0))$ for both $j = 1, 2$ and this equivalence class is a neighbor of $T^{-1}(x)$ in $\Gamma'$.

The preceding proves that $T$ induces a graph isomorphism between $\Gamma'$ and $J_0$, so we can apply Lemma 4.1 to conclude that $J_n$ is spectrally similar to $H_n$ with functions (from Example 3.2) $\phi = \phi_2 = 1 + z - \frac{1}{z+1}$ and $\phi_0 = \frac{1}{2(1+z)}$.

The stated expression for $R_2(z)$ follows, as does the fact that the exceptional set is $E = \{-1\}$. Moreover, we find from the discussion in Example 3.2 that if $z \neq -1$ and $\tilde{f}$ is an eigenfunction of $\Delta_n^H$ with eigenvalue $R_3(z)$ then we can extend $\tilde{f}$ to an eigenfunction $f$ of $\Delta_n'$ with eigenvalue $R_2(z)$ by setting $f(x) = \frac{1}{z(1+z)} \sum_{y \sim x} \tilde{f}(y)$ at points of $V_n^G \setminus V_0^G$, while if $x \in V_0^G$ and $y \in V_n^H \subset V_n'$ is its unique neighbor in $J_n$ then $f(x) = \tilde{f}(y)$.

The discussion in Example 3.2 also suggests that we could construct eigenfunctions $\gamma$ of $\Delta_n'$ with eigenvalue $-1$ by requiring that $\gamma$ vanish at each $x \in V_n^G \subset V_n'$ and have $\sum_{y \sim x} \gamma(y) = 0$ for all such $x$. However these requirements imply $\gamma$ is identically zero, so there are no such eigenfunctions. To see this, take points $y, y' \in V_n^H$ and let $x \in V_n^G$ be their common neighbor in $J_n$. The constraint equation says that if $\gamma(y) = 0$ then also $\gamma(y') = 0$, so by the obvious path connectedness of $J_n$ we determine that if $\gamma$ satisfying the constraint equation vanishes at some $y \in V_n^H$ then it vanishes on all of $V_n^H$. Since the other constraint says $\gamma$ vanishes on $V_n^G$, we conclude that if $\gamma$ vanishes at some $y \in V_n^H$ it is identically zero on $J_n$. However, if we take $x = p_1$ in the constraint equation then the fact that $p_1$ has only one neighbor in $J_n$ ensures $\gamma$ will vanish at that neighbor, which is a point of $V_n^H$.

**Remark 4.4.** There is a subtlety about the application of Lemma 4.1 in the proof of Theorem 4.3 that may warrant additional explanation. It is clear that the identification of two endpoints of an edge to a single point gives a loop, but when we identify the two endpoints $q_1, q_2$ of a copy of $\Gamma = \Gamma_2$ to the same single point it appears to give a double edge rather than the single edge we expect to see in $J_n$. The resolution of this apparent difficulty is embedded in the proof of Lemma 4.1 so is not visible in the proof of Theorem 4.3. However, we can see what happens by looking at the weights for the connections from $p_j \in V_0^G$ to the adjacent point $y = F_{p_j}(p_0)$. In $J_n$ we have a single edge to $y$ with weight $1 = 1/\deg(p_j)$. In $\Gamma'$ our construction appears to provide two edges from $p_j$ to $y$, but since each has adjacency weight $1/\deg(p_j) = 1/2$ this is equivalent to having a single edge of weight $1$. 


Theorem 4.5. The sets \( \sigma(\Delta_n^G) \setminus \{-\frac{3}{2}\} \) and \( \sigma(\Delta_n^H) \setminus \{-2\} \) are bijective under the map \( \zeta \mapsto \frac{4}{3} \zeta \). Moreover, if we define for \( f : V_n^G \to \mathbb{C} \) and \( g : V_n^H \to \mathbb{C} \)

\[
\Phi_3 f(y) = \frac{1}{3} \sum_{x \sim_h y} f(x) \quad \text{for } x \in V_n^H, \text{ and}
\]

\[
\Phi_2 g(x) = \begin{cases} 
\frac{1}{2} \sum_{y \sim_h x} g(y) & \text{if } x \in V_n^G \setminus V_n^G_0 \\
\sum_{y \sim_h x} g(y) & \text{if } x \in V_n^G_0
\end{cases}
\]

then \( \Phi_3 \) is a bijection from the eigenspace of \( \Delta_n^G \) with eigenvalue \( \zeta \in \sigma(\Delta_n^G) \setminus \{-\frac{3}{2}\} \) to the eigenspace of \( \Delta_n^H \) with eigenvalue \( \frac{4}{3} \zeta \in \sigma(\Delta_n^H) \setminus \{-2\} \), and \( \Phi_2 \) is its inverse.

Proof. Propositions 4.2 and 4.3 tell us that the following maps are surjections

\[
R_3 : \sigma(\Delta_n^j) \setminus E \to \sigma(\Delta_n^G) \setminus \{-\frac{3}{2}\}
\]

\[
R_2 : \sigma(\Delta_n^j) \setminus E \to \sigma(\Delta_n^H) \setminus \{-2\}
\]

and it is easily seen that \(-1\) is the only critical point of both \( R_3 \) and \( R_2 \), so these maps are actually two-to-one covers. By inspection of the formulas for \( R_3 \) and \( R_2 \) we conclude that

\[
\sigma(\Delta_n^G) \setminus \{-\frac{3}{2}\} \cong \sigma(\Delta_n^H) \setminus \{-2\}
\]

is a bijection.

Now comparing the definition of the maps \( \Phi_2 \) and \( \Phi_3 \) with the extensions given in Propositions 4.2 and 4.3 we see that if \( z \in \sigma(\Delta_n^j) \setminus E \) with eigenfunction \( f \) then \( f|_{V_n^G} = (1+z)^{-1} \Phi_2(f|_{V_n^H}) \) and \( f|_{V_n^H} = (1+z)^{-1} \Phi_3(f|_{V_n^G}) \). Since \( f|_{V_n^G} \) is an eigenfunction of \( \Delta_n^G \) with eigenvalue \( R_3(z) \) and \( f|_{V_n^H} \) is an eigenfunction of \( \Delta_n^H \) with eigenvalue \( R_2(z) = \frac{4}{3} R_3(z) \), we conclude that \( \Phi_3 \) maps the eigenspace of \( \Delta_n^G \) with eigenvalue \( \zeta \in \sigma(\Delta_n^G) \setminus \{-\frac{3}{2}\} \) bijectively to the eigenspace of \( \Delta_n^H \) with eigenvalue \( \frac{4}{3} \). Repeating the argument for \( \Phi_2 \) shows that it is inverse to \( \Phi_3 \) on these spaces. This last point may seem counterintuitive; it is more readily apparent when one recalls that these eigenfunctions on \( J_n \) are orthogonal to the functions having mean zero on all sets \( \{F_w(j) : j = 1, 2, 3\} \) where \( w \) is a length \( n \) word, because the latter are eigenfunctions with eigenvalue \(-1\). \( \square \)

5. Spectral self-similarity of \( \Delta_n^G \) and \( \Delta_n^H \)

Theorem 4.5 allows us to get the spectrum of \( H_n \) from that of \( G_n \) or vice-versa. The spectrum for the graphs \( G_n \) has been known for a long
time [11][4] as a consequence of the spectral self-similarity of the Laplacians \( \Delta_n^G \) given in Theorem 5.1 below. While the spectrum for \( H_n \) was given in [5], we obtain it by transferring this spectral self-similarity to the Laplacians \( \Delta_n^H \) via Theorem 4.5.

**Theorem 5.1 ([11][4][3])**. For \( n \geq 0 \) the Laplacian \( \Delta_{n+1}^G \) is spectrally similar to \( \Delta_n^G \) with exceptional set \( E_G = \{-\frac{3}{2}, -\frac{5}{4}, -\frac{1}{2}\} \) and decimation function \( R_G(z) = z(4z + 5) \). If \( z \not\in E_G \) and \( R_G(z) \) is an eigenvalue of \( \Delta_n^G \) with eigenfunction \( f \), then the corresponding eigenfunction of \( \Delta_{n+1}^G \) with eigenvalue \( z \) is obtained by extending \( f \) to each point of \( V_{n+1}^G \setminus V_n^G \) in the following manner: for a length \( n \) word we have \( f \) at \( F_w(p_j) \), \( j = 1, 2, 3 \); write \( m_j = F_{j+1}(p_{j-1}) \) for the vertex opposite \( p_j \) in \( V_1 \) (all subscripts are taken modulo 3 so as to lie in \( \{1, 2, 3\} \)), and set

\[
(5.1) \quad f(F_w(m_j)) = \frac{f(F_w(p_j)) + 2(z + 1)(f(F_w(p_{j+1}))) + f(F_w(p_{j-1})))}{(4z + 5)(2z + 1)}.
\]

**Remark 5.2.** The interested reader may care to prove this theorem herself by checking that \( D = \Delta_0^G \) is spectrally similar to \( \tilde{D} = \Delta_0^G \) with \( \phi = z(2z + 3)/(2z + 1) \) and \( \tilde{\phi} = (2z + 3)/(4z + 5)(2z + 1) \) and exceptional set \( E_G \), then working as in Proposition 4.2 to write \( G_n \) as a quotient of copies of \( G_0 \) indexed by words in \( \{1, 2, 3\}^* \) and checking that the same quotient of copies of \( G_1 \) is \( G_{n+1} \). Alternatively, an elementary and very readable treatment appears in [14] Chapter 3, with a different normalization for the Laplacian.

The bijection in Theorem 4.5 allows us to transfer this spectral similarity to the graphs \( H_n \).

**Theorem 5.3.** The Laplacian \( \Delta_{n+1}^H \) is spectrally similar to \( \Delta_n^H \) with exceptional set \( E_H = \{-2, -\frac{5}{3}, -1, -\frac{3}{2}\} \) and decimation function \( R_H(z) = z(3z + 5) \). If \( z \not\in E_H \) and \( R_H(z) \) is an eigenvalue of \( \Delta_n^H \) with eigenfunction \( f \), then the corresponding eigenfunction \( g \) of \( \Delta_{n+1}^H \) with eigenvalue \( z \) is obtained as follows. A point \( x \in V_{n+1}^H \) is \( F_w(p_j) \) for some \( w \) of length \( n \) and \( j = 1, 2, 3 \). We have \( y_0 = F_w(p_0) \in V_n^G \); write \( y_k, k = 1, 2, 3 \) for the neighbors of \( y_0 \) in \( H_n \), choosing the labels so that \( y_0 \) is joined to \( y_1 \) via \( F_w(p_0) \) in \( J_n \). (Note that \( y_k = y_0 \) if \( F_w(p_k) \in V_0^G \), meaning there is a loop at \( y_0 \).) Then

\[
(5.2) \quad g(x) = \frac{2z + 3}{6(4z + 5)(2z + 1)} \left( (4z + 5)f(y_0) + (4z + 3)f(y_1) + f(y_{j+1}) + f(y_{j-1}) \right)
\]

where, as usual, \( j \pm 1 \) are taken modulo 3 so as to give values in \( \{1, 2, 3\} \).

**Proof.** From Theorem 4.5 we have a bijection between \( \sigma(\Delta_n^G) \setminus \{-\frac{3}{2}\} \) and \( \sigma(\Lambda_n^H) \setminus \{-2\} \), simply by \( \zeta \mapsto \frac{1}{3}\zeta \). Suppose \( z \in \sigma(\Lambda_{n+1}^H) \setminus E_H \). Then this bijection gives \( \frac{3}{4}z \in \sigma(\Lambda_n^G) \setminus (E_G \cup \{-\frac{5}{4}\}) \), and therefore Theorem 5.1 says
that \( R_G(\frac{3}{2}z) \in \sigma(\Delta_n^G) \). Moreover we have \( R_G^{-1}(\frac{-3}{2}) = \{-\frac{3}{4}, -\frac{1}{4}\} \in (E_G \cup \{-\frac{3}{2}\}) \), so in fact \( R_G(\frac{3}{2}z) \in \sigma(\Delta_n^G) \setminus \{-\frac{1}{2}\} \) and we can again use the bijection from Theorem 4.3 this time with \( m = n \), to get that \( \frac{4}{3}R_G(\frac{3}{2}z) \in \sigma(\Delta_n^H) \setminus \{-2\} \). Hence \( R_H(z) = \frac{4}{3}R_G(\frac{3}{2}z) = z(3z + 5) \) is a spectral decimation map from \( \Delta_n^H \) to \( \Delta_n^{H+1} \) with the stated exceptional set.

Given an eigenfunction as in the statement of the theorem we apply \( \Phi_2 \) to get an eigenfunction of \( \Delta_n^G \), then the map in (5.1), and finally \( \Phi_3 \) to get an eigenfunction of \( \Delta_n^{H+1} \). For the reader’s convenience we illustrate with the sequence of diagrams in Figure 4. One is given the values \( a, b, c, d \) on a piece of \( H_n \) shown on the left (dashed lines). Treating these as values on \( J_n \) (dotted lines), apply \( \Phi_2 \) to obtain values at the vertices in \( G_n \). Then (5.1) gives

\[
2\alpha = \mu(2a + b + d) + \nu(a + c) \\
2\beta = \mu(2a + b + c) + \nu(a + d) \\
2\gamma = \mu(2a + c + d) + \nu(a + b)
\]

where \( \mu = \frac{2z+1}{(4z+5)(2z+1)} \) and \( \nu = \frac{1}{(4z+5)(2z+1)} \). Apply \( \Phi_3 \) to get

\[
6t = 2\alpha + 2\gamma + a + d = \mu(4a + b + c + 2d) + \nu(2a + b + c) + a + d
\]

(5.3) \( = \frac{2z + 3}{(4z + 5)(2z + 1)}(4z + 5)a + (b + c) + (4z + 3)d \)

This is precisely (5.2). To see this, write \( t = g(F_w(p_0)) \). Then \( f(F_w(p_0)) = a \) is apparent, and \( y_0 = F_w(p_0) \). There are edges in \( H_n \) from \( y_0 \) to each \( y_k \), and these correspond to paths in \( J_n \) via points \( F_w(p_k) \in V_n^G \). Since \( d \) has a different weight to \( b \) and \( c \) in (5.3) it is important that the edge between the corresponding vertices of \( H_n \) goes via \( F_w(p_j) \), and thus \( d = f(y_j) \). The other two values \( f(y_k), k \in \{1, 2, 3\} \setminus \{j\} \) are \( b \) and \( c \). \( \square \)

6. Eigenfunctions of \( G_n \) and \( H_n \)

It is well-known that one can give a complete description of all eigenfunctions of \( \Delta_n^G \) using the results in the previous section. This is because eigenfunctions on \( G_{n+1} \) either have eigenvalue in \( E_G \) or are obtained by decimation from Theorem 5.1 one simply makes a direct construction of eigenfunctions with eigenvalues in \( E_G \) and counts to ensure they generate the whole spectrum. In this section we use the same idea to construct the eigenfunctions of \( \Delta_n^H \) and determine multiplicities in the spectrum. A convenient approach is to state known results for \( \Delta_n^G \) as propositions and derive the implications for \( \Delta_n^H \) sequentially.

**Proposition 6.1** ([3], see also [14], Chapter 3). The exceptional value \( -\frac{3}{2} \) is an eigenvalue of \( G_n \) for all \( n \geq 0 \); the corresponding eigenfunctions are
Figure 4. Computation of (5.2): values $a, b, c, d$ on $H_n$ (dashed lines) are extended to $G_n$ (solid lines) via $\Phi_2$, then to $\alpha, \beta, \gamma$ in $G_{n+1}$ by (5.1) and thus to $s, t, u$ on $H_{n+1}$ via $\Phi_3$. Dotted lines show $J_n$ and $J_{n+1}$.

Figure 5. Eigenfunctions of $V^G_1$ (left) and $V^G_2$ (center and right) with eigenvalue $-\frac{3}{2}$.

exactly those functions satisfying $\sum_{j=1}^{3} f(F_w(p_j)) = 0$ for all words $w$ of length $n$ and form a $\frac{1}{2}(3^n + 3)$ dimensional eigenspace.

A basis for this eigenspace can be chosen so as to be localized around points of $V^G_{n+1}$. For $n \geq 1$ it is generated by placing copies of the eigenfunction on $V^G_1$ shown on the left in Figure 5 on $n - 1$ cells in $V^G_n$, so that the value 2 occurs at a point of $x \in V^G_{n-1}$. If $x \in V^G_0$ one copy suffices, as shown in the center of the figure. If $x \in V^G_{n-1} \setminus V^G_0$ two copies are needed, as shown on the right. The functions are zero at all unlabeled vertices in the figure.

Observe that the functions in Proposition 6.1 exactly satisfy the condition given in Proposition 4.2 for the restriction of an eigenfunction $f$ of $\Delta_n^I$ with eigenvalue $-1$ to the set $V^G_n$. Moreover, if $f|_{V^G_0}$ is such a function then $\Phi_3 f$ vanishes on $V^H_n$, so coincides with $f|_{V^H_n}$, also by Proposition 4.2.

We have therefore extended the bijective correspondence of eigenspaces in Proposition 4.2 to the exceptional value.
Figure 6. Eigenfunctions of $\Delta_n^H$ with eigenvalue $-1$ for $n = 1, 2, 3$

Corollary 6.2. $R_3 : \sigma(\Delta_n^J) \to \sigma(\Delta_n^G)$ with a corresponding bijection of eigenspaces. From $J_n$ to $G_n$ the bijection is simply restriction of an eigenfunction $f$ of $\Delta_n^J$ to $V_n^G$. From $G_n$ to $J_n$ the map is as follows. Suppose $g$ is an eigenfunction of $\Delta_n^G$ with eigenvalue $\zeta$. If $\zeta = -\frac{3}{2}$ extend $g$ to $V_n^J$ so it vanishes on $V_n^H$. If $\zeta \neq -\frac{3}{2}$ and $z \in R_3^{-1}(\zeta)$ is one of the corresponding elements of $\sigma(\Delta_n^J) \setminus \{-1\}$ then define $f = g$ on $V_n^G$ and $f = (1 + z)^{-1} \Phi_3 g$ on $V_n^H$.

Corollary 6.3. The kernel of $\Phi_3$ is the eigenspace of $\Delta_n^G$ with eigenvalue $-\frac{3}{2}$.

Since our method for obtaining eigenfunctions of $\Delta_n^H$ from those of $\Delta_n^G$ (in Theorem 4.5) is to apply $\Phi_3$, Corollary 6.3 makes it clear that nothing of the kind is possible for the $-\frac{3}{2}$ eigenspace of $\Delta_n^G$. However, we can use it to get eigenfunctions of $\Delta_n^H$ with eigenvalue $-1$.

Proposition 6.4. For $n \geq 1$ the exceptional value $-1$ of the decimation in Theorem 5.3 is an eigenvalue of $\Delta_n^H$ with multiplicity $\frac{1}{2}(3^{n-1} + 3)$. If $n = 1$ a basis consists of the function on the left in Figure 6 and one rotate thereof. For $n \geq 2$ a basis can be obtained from copies of the function on $H_2$ shown at center in Figure 6 scaled to cells of scale $n-1$ and arranged as follows. A single copy may be placed so the value 2 occurs at the attachment of a loop, or two copies may be placed on adjacent cells such that both endpoints of the connecting edge carry the value 2, as shown at right in Figure 6.

Proof. By Proposition 6.1 we know $-\frac{3}{4}$ is an eigenvalue of $\Delta_{n-1}^G$ with multiplicity $\frac{1}{2}(3^{n-1} + 3)$. Now $R_G(-\frac{3}{4}) = -1$, so by Theorem 5.1 we have that $-\frac{3}{4}$ is an eigenvalue of $\Delta_n^G$, and there is a bijection between the eigenspaces. By Theorem 4.5 then $-1$ is an eigenvalue of $\Delta_n^H$: again there is a bijection between the eigenspaces from which we deduce the stated multiplicity.
One can obtain the eigenfunctions by taking values on $V^G_{n-1}$ as illustrated in Figure 5 and applying (5.1), calling the result $f$. Recall from Proposition 6.1 that then $\sum_{j=1}^{3} f(F_w(p_j)) = 0$ for all words $w$ of length $n$. We compute from this constraint on the values and the requirement that $z = -\frac{5}{4}$ that the value at a point in $V^G_n \setminus V^G_{n-1}$ is the average of the values at its neighbors.

When $n = 1$ we can reason as above for the eigenfunction of $\Delta^G_0$ having values 1, $-1$, 0 on $V_0$. Multiplying by 2 gives the function on the left in Figure 6 and any two of the three rotates are linearly independent. When $n = 2$ we do the same for the left function in Figure 5. Then the above reasoning followed by the map $2\Phi_3$ produces the function on $H_2$ shown at the center in Figure 6. For any $n \geq 2$ copies of this can be rescaled to cells of size $n - 1$ and placed so that the common value 2 occurs at the attachment point of a loop. If $n \geq 3$ it is also possible to place two copies so the common value 2 occurs at both ends of one of the $\frac{1}{2}(3n - 1 - 3)$ edges in $H_n$ that were already present in $H_{n-1}$, see at right in Figure 6. The fact that these are linearly independent follows from the previously stated bijectivity or can readily be verified by hand.

Remark 6.5. An easy consequence of the preceding is that the values of the $-1$ eigenfunctions of $\Delta^H_n$ sum to zero over all triangles of scale $n$ in the graph, though this is not the only constraint on such eigenfunctions.

The eigenfunctions corresponding to the exceptional value $-\frac{5}{4}$ for the decimation of $\Delta^G_n$ are known to be in one-to-one correspondence with certain loops on the cell graph. The left image in Figure 7 shows a function on $V^G_1$ by listing the values at vertices, with the vertices where the function value is zero left unmarked. This function satisfies the eigenfunction equation with eigenvalue $-\frac{5}{4}$ at all vertices except the two that are circled. By symmetry, one may join copies of this function along non-trivial cycles so as to obtain eigenfunctions of $\Delta^G_n$ with eigenvalue $-\frac{5}{4}$ for any $n \geq 2$. The cycles surround “holes” in the cell graph with size at least one scale larger than a cell, as illustrated on the center and right in Figure 7. Counting the holes gives the multiplicity of the eigenspace.

Proposition 6.6 ([3], see also [14, Chapter 3]). The exceptional value $-\frac{5}{4}$ is an eigenvalue for $n \geq 2$ with multiplicity $\frac{1}{2}(3^{n-1} - 1)$. An explicit basis for the eigenspace is obtained by chaining the function on the left in Figure 7 along cycles around holes of scale at least $n - 1$.

Figure 8 shows some of these eigenfunctions. In particular, the functions at the left and center are obtained by applying $3\Phi_5$ to the functions at the center and right in Figure 7. Evidently each such function is supported on a cycle around a hole and has alternating values going around the cycle. Applying the bijection from Theorem 4.5 we obtain the following result.
Corollary 6.7. For \( n \geq 2 \) the exceptional value \(-\frac{5}{3}\) in \( E_H \) is an eigenvalue of \( \Delta_H^n \) with multiplicity \( \frac{1}{2}(3^{n-1} - 1) \). A basis for the eigenspace consists of alternating functions around cycles in \( H_n \) of any size larger than the smallest cycles, so has the homology of \( H_{n-1} \).

The following well-known theorem is included only for completeness of the description of \( \sigma(\Delta_G^n) \) and to emphasize the connection to Theorem 1.1. It is proved in the same manner as the latter by counting the eigenfunctions obtained in Propositions 6.1 and 6.6 and by decimation using Theorem 5.1.

Theorem 6.8 ([11, 4, 3], see also [14, Chapter 3]). The spectrum of \( \Delta_G^n \) is the set

\[
\sigma(\Delta_G^n) = \{0\} \cup \left( \bigcup_{i=0}^{n} R_G^i \left( -\frac{3}{2} \right) \right) \cup \left( \bigcup_{j=0}^{n-2} R_G^j \left( -\frac{5}{4} \right) \right)
\]

The multiplicities and eigenspaces are as follows:

- 0 has multiplicity 1 with constant eigenfunction
• $R^i_H(-\frac{3}{2})$ contains $2^{i-1}$ eigenvalues when $1 \leq i \leq n$, each with multiplicity $\frac{1}{2}(3^{n-i} + 3)$, while $-\frac{3}{2}$ has multiplicity $\frac{1}{2}(3^n + 3)$. A basis for the eigenspace of any eigenvalue in $R^i_H(-\frac{3}{2})$ is obtained by taking the basis for the $-1$ eigenspace of $\Delta^i_H$ described in Proposition 6.7 and extending to $G_n$ by $i$ iterations of (5.1).

• $R^j_G(-\frac{5}{4})$ contains $2^j$ eigenvalues when $0 \leq j \leq n - 2$, each with multiplicity $\frac{1}{2}(3^{n-j-1} - 1)$. A basis for the eigenspace is obtained by taking the basis for the $-\frac{5}{4}$ eigenspace for $\Delta^j_G$ from Proposition 6.6 and extending to $G_n$ by $j$ iterations of (5.1).

The corresponding theorem for $\Delta^H_n$ is our main result, stated previously as Theorem 1.1.

Proof of Theorem 1.1. For $n = 0$ and $n = 1$ it is easy to check the description is correct using Proposition 6.4 and the fact that the number of vertices in $V^H_n$ is $3^n$. For $n \geq 2$ we induct.

Consider the eigenvalues and eigenfunctions obtained by the decimation in Theorem 5.3. Assuming for the induction that the spectrum for $\Delta^H_{n-1}$ is as stated we see that the forward orbit of any $\zeta \in \Delta^H_{n-1}$ under $R_H$ hits the set $S = \{-\frac{5}{4}, -1, 0\}$ (indeed it hits the smaller set $\{-1, 0\}$, but we do not need this fact). We use this to check that $\zeta$ cannot be a critical value of $R_H$ and to understand when $R^{-1}_H(\zeta)$ can be in $E_H$. A useful observation in this regard is that $z > 0$ implies $R_H(z) > 0$ and the orbit of $z$ cannot be in $S$. Applying this to the critical value $-\frac{25}{12}$ of $R_H$ we see $R_H(-\frac{25}{12}) = \frac{125}{12}$, so $\zeta \in \Delta^H_{n-1}$ implies $\zeta$ is not the critical value and thus $R^{-1}_H(\zeta)$ contains exactly two points. For the set $E_H$ we compute the forward orbits $R_H(-\frac{5}{4}) = 0$ and $R_H(0) = 0$, so these fall onto the fixed point $0 \in S$, while $R_H(-1) = R_H(-\frac{5}{4}) = -2$ and also $R_H(2) = 2$, after which the orbit never hits $S$.

Our inductive hypothesis says that for $0 \leq i \leq n - 2$ there are $2^i$ eigenvalues of $\Delta^H_{n-1}$ of the form $R^i_H(-1)$, each with multiplicity $\frac{1}{2}(3^{n-2-i} + 3)$. For each of these eigenvalues $\zeta$ the above reasoning ensures $R^{-1}_H(\zeta)$ contains exactly two points, neither of which is in $E_H$. Then Theorem 5.3 shows both of these are eigenvalues of $\Delta^H_n$ with the same multiplicity as $\zeta$ and eigenfunctions obtained by the decimation formula (5.2). Accordingly, for $1 \leq i \leq n - 1$ there are $2^i$ eigenvalues of $\Delta^H_n$ of the form $R^i_H(-1)$; the case $i = 0$ is then obtained from Proposition 6.4.

In the case $n = 2$ we can count that the preceding gives $3^n - 1$ eigenfunctions and the remaining one comes from Corollary 6.7. At the same time we have inductively that for $n \geq 3$ and $0 \leq j \leq n - 3$ there are $2^j$ eigenvalues of $\Delta^H_{n-1}$ each with multiplicity $\frac{1}{2}(3^{n-2-j} - 1)$. For each of these eigenvalues $\zeta$ our earlier reasoning about the orbits of $E_H$ and the critical value ensures $R^{-1}_H(\zeta)$ contains exactly two points, neither of which is in
$E_H$, and thus by Theorem 5.3 we obtain two eigenvalues of $\Delta^H_n$ of the form $R^{-1}_H(\zeta)$ with eigenfunctions from (5.2). Thus for $1 \leq j \leq n-2$ we have $2^j$ eigenvalues of $\Delta^H_n$ with multiplicity $\frac{1}{2}(3^{n-1}-1)$, and this is also true for $j = 0$ by Corollary 6.7.

The remaining possible eigenvalue $\zeta \in \Delta^H_{n-1}$ is $\zeta = 0$, with multiplicity 1. In this case $R^{-1}_H(0) = \{-\frac{5}{3}, 0\}$ and Theorem 5.3 says only that this ensures 0 is an eigenvalue of $\Delta^H_n$, also with multiplicity 1. Evidently the corresponding eigenfunction is constant.

The preceding does not yet ensure we have a full description of the spectrum, as it is a priori possible that the other values in $E_H$ could be eigenvalues. This possibility is eliminated by counting. Supposing inductively that our description gives the whole spectrum for $\Delta^H_{n-1}$, observe that this consists of $3^{n-1}$ eigenvalues counted with multiplicity. All but the zero eigenvalue gave two new eigenvalues of $\Delta^H_n$ with preservation of multiplicity by spectral decimation; adding back in the zero eigenvalue we thus obtain $2(3^{n-1}) - 1$ eigenvalues. We also have eigenvalues $-1$ and $-\frac{5}{3}$ from Proposition 6.4 and Corollary 6.7 with (respectively) multiplicities $\frac{1}{2}(3^{n-1} + 3)$ and $\frac{1}{2}(3^{n-1} - 1)$. Together these sum to $3^n$, which is the number of vertices in $V^H_n$, so we have found all eigenvalues and eigenfunctions.

What remains is the topological interpretation of the eigenspaces, which simply corresponds to the fact that all eigenfunctions of the types we have described were constructed by iterated application of (5.2) to the functions described in Proposition 6.4 and Corollary 6.7.

\[ \square \]

Remark 6.9. In our proof of Theorem 1.1 we used the fact that we knew the eigenspaces and hence the multiplicity of eigenvalues of $\Delta^H_n$ for the exceptional values $-1$ and $-\frac{5}{3}$ exactly. However it is apparent in the proof that we needed only lower bounds for these multiplicities: once these lower bounds match the upper bound obtained by counting the vertices the proof is complete. This observation shows that once Theorem 5.3 is known it is perfectly possible to obtain Theorem 1.1 as follows. Construct the eigenfunctions of $\Delta^H_n$ by hand for small $n$ and observe the topological structures described in Proposition 6.4 and Corollary 6.7 that allow one to produce some eigenfunctions of $\Delta^H_n$ for any $n$ with these exceptional values. Without knowing whether this gives all eigenfunctions, one still obtains lower bounds on the dimensions of both the eigenspaces corresponding to the exceptional values $-1$ and $-\frac{5}{3}$ and the eigenspaces obtained from Theorem 5.3. The argument given in the proof of Theorem 1.1 gives matching upper bounds, completing the proof.
7. The method of Grigorchuk and Šunić.

We have already mentioned that Grigorchuk and Šunić [5] computed the spectra of the sequence $\Delta_n^H$ by a different method. Our work shares many features with theirs, so it seems useful to identify the most important difference. For this reason we sketch some aspects of their approach in the same language used for our results above. Note that although they consider the adjacency matrix rather than the Laplacian we phrase our discussion in terms of the latter; there is no essential difference because the graph is 3-regular.

Considering the sequence of graphs $H_n$ in Figure 1 it is apparent that we could assign vertices $\tilde{V}_n^H$ so that $\tilde{V}_n^H \subset \tilde{V}_{n+1}^H$ and the graph $H_{n+1}$ is obtained by subdividing edges of $H_n$ at these new vertices and introducing new edges between certain pairs of the new vertices. From this perspective it seems natural to seek a spectral decimation from $\Delta_{n+1}^H$ to $\Delta_n^H$ by taking the Schur complement of the subspace of functions supported on $\tilde{V}_{n+1}^H \setminus \tilde{V}_n^H$. Although they come to this point by considering the permutation representation of the Hanoi towers group on the $n$-th level of a rooted 3-tree, this Schur complement is the first step in the spectral analysis in [5].

Unfortunately, direct computation immediately shows that this Schur complement does not provide a spectral similarity between $\Delta_{n+1}^H$ and $\Delta_n^H$, indeed, the Schur complement corresponds to the Laplacian on $H_n$ for a weighted graph in which the edges between pairs of vertices both of which are in $\tilde{V}_n^H$ are different than the weight on all other edges. This motivates the introduction of such a weighted Laplacian, which we illustrate in Figure 9. Grigorchuk and Šunić then show this weighted Laplacian on $H_{n+1}$ is spectrally similar to the weighted Laplacian on $H_n$, only now the decimation function depends on both the spectral value $x$ and the weight $y$. The remarkable thing is that they are then able to find an explicit semiconjugacy of this two dimensional dynamics for the weighted Laplacian to the one-dimensional dynamics we found in Theorem 5.3.

This brings us to the difference between our methods, which is that our vertex set $V_n^H$ does not lie in $V_{n+1}^H$, and we therefore are not taking the Schur complement with respect to the subspace of functions supported on $\tilde{V}_{n+1}^H \setminus \tilde{V}_n^H$. Indeed, the subspace with respect to which we are taking the Schur complement does not correspond to any subset of the vertices of the graph $H_{n+1}$. As far as the authors are aware, this is the first example using such a spectral decimation on self-similar graphs, though the use of spectral decimation with respect to subspaces coming from vertex subsets has been in common use for many years. Given the increased flexibility obtained, it seems this variation of the spectral decimation method warrants further investigation.
Figure 9. Weighted graphs on $H_2$ and $H_5$; unmarked edges have weight 1.
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