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ABSTRACT

Speech data on the Internet are proliferating exponentially because of the emergence of social media, and the sharing of such personal data raises obvious security and privacy concerns. One solution to mitigate these concerns involves concealing speaker identities before sharing speech data, also referred to as speaker anonymization. In our previous work, we have developed an automatic speaker verification (ASV)-model-free anonymization framework to protect speaker privacy while preserving speech intelligibility. Although the framework ranked first place in VoicePrivacy 2022 challenge, the anonymization was imperfect, since the speaker distinguishability of the anonymized speech was deteriorated. To address this issue, in this paper, we directly model the formant distribution and fundamental frequency (F0) to represent speaker identity and anonymize the source speech by the uniformly scaling formant and F0. By directly scaling the formant and F0, the speaker distinguishability degradation of the anonymized speech caused by the introduction of other speakers is prevented. The experimental results demonstrate that our proposed framework can improve the speaker distinguishability and significantly outperforms our previous framework in voice distinctiveness. Furthermore, our proposed method can trade off the privacy-utility by using different scaling factors.

Index Terms— Speaker anonymization, privacy protection, voice privacy challenge

1. INTRODUCTION

Speech data contains a large amount of sensitive personal information and is vulnerable to illegal exploitation by attackers. With the development of speech technology and new regulations such as the General Data Protection Regulation (GDPR) in the European Union [1], privacy preservation and protection of personal data have drawn more attention. As a solution to speech privacy protection, speaker anonymization techniques have been developed to prevent personal speech data attacked by malicious systems. Ideally, these techniques should preserve speech intelligibility and naturalness while suppressing speaker information, preventing the anonymized speech from being linked back to the original speaker [2].

The task of speaker anonymization was firstly defined by the initiative called VoicePrivacy 2020 Challenge, which also introduced protocols, datasets, and metrics [2, 3]. However, the challenge supposed the knowledge level of attackers was ignorant or lazy-informed, which was an improper scenario setting and reduced the difficulty of the anonymization system. A common understanding of VoicePrivacy is still in its infancy, and the measure metrics should be involved in more aspects, e.g., voice distinctiveness and paralinguistic attributes. Therefore, the VoicePrivacy 2022 challenge [4], as the continuation of the VoicePrivacy 2020 Challenge, focuses on concealing speaker identity to the greatest possible extent while preserving the voice distinctiveness and paralinguistic attributes intact, as well as linguistic information.

Generally, the majority of previous anonymization systems can be broadly classified into two classes: signal processing based systems and x-vector based systems. The signal processing based methods don’t require any training data and directly modify formant, fundamental frequency, or other signal-related attributes of the speech signal to achieve anonymization [5–7]. These systems provide higher naturalness and are more distinguishable but less effective at protecting the speaker identity. However, the scope of physical shifts for speech signals is limited. One might be able to restore the original speech after a reasonable number of attempts. In contrast, x-vector based systems use the mean x-vector of candidate x-vectors to produce a different anonymized pseudo speaker, which achieves better privacy protection than signal processing based systems [8–13]. However, due to the introduction of other speaker information, x-vector based systems are not as well as the signal processing based systems in terms of speaker distinguishability and paralinguistic information retention. Furthermore, the x-vector based approach is difficult to flexibly trade off privacy-utility.

In the VoicePrivacy 2022 challenge, we have developed an automatic speaker verification (ASV)-model-free anonymization framework and ranked first place in four evaluation conditions [14]. Our previous framework used a look-up table (LUT) to replace the x-vector pool and adopted a similar anonymization strategy as x-vector based approaches. Although the developed framework is capable of the anonymization tasks, we find that the introduction of the averaged speaker embedding deteriorates the speaker distinguishability, that is, the anonymized speech from different speakers cannot be clearly distinguished.

In this study, to tackle this speaker distinguishability problem, we propose to directly model the formant distribution and fundamental frequency (F0) from source speech that is free from additional information from other speakers. The x-vector pool or LUT is replaced by the formant and F0 to represent the speaker information. During the anonymization process, we uniformly scale the formant and F0 in each frame to suppress the speaker information, in case of being linked back to the original speaker. Moreover, the proposed framework can trade off the privacy-utility by using different scaling factors. Experimental results show that the speech anonymized using the proposed framework significantly outperforms our previous framework in speaker distinguishability while achieving comparable results in privacy protection and speech intelligibility.
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2. PREVIOUS ANONYMIZATION FRAMEWORK

2.1. Overview

In our previous work, we proposed an ASV-model-free anonymization framework [14]. This framework consists of a feature extraction module, an acoustic model and a vocoder. The feature extraction module extracts F0, bottleneck feature (BN), and speaker ID from input speech by the YIN algorithm [15], WeNet toolkit [16], and look-up-table (LUT), respectively. Speaker ID is utilized to generate speaker embedding by a speaker encoder and controls the speaker identity. An encoder-decoder architecture is utilized as the acoustic model. We use the CBHG module [17], which does not contain an attention mechanism, as the encoder because the BN and the acoustic features are initially aligned. The decoder utilizes an autoregressive model to improve the quality and intelligibility of the reconstructed Mel-spectrogram. As for the vocoder, we modify HiFiGAN with multi-band processing [18, 19]. The modified HiFiGAN generator takes Mel-spectrograms as input and produces sub-band signals instead of full-band signals. In the upsampling module, 4 sub-bands are predicted simultaneously through 3 upsampling layers with 2x, 5x and 5x factors respectively, resulting in a 200x upsampling finally.

As for the anonymization strategy, the previous framework combines two types of speaker embeddings which are generated by the speaker encoder. The first one is a pseudo speaker embedding generated using a reserved pseudo speaker ID and does not correspond to any real speaker. The other one is an averaged embedding which averages the randomly selected speaker embeddings. The averaged speaker embedding and the pseudo speaker embedding are weighted concatenate to generate the anonymized speaker embedding. The averaged speaker embedding guarantees that each trial utterance from different speakers is anonymized by different anonymized speaker embeddings, while all trial utterances from a given speaker are anonymized by the same anonymized speaker embedding.

2.2. Drawbacks of Our Previous Framework

Although our previous anonymization framework ranked first place in all conditions of the VoicePrivacy 2022 Challenge, there is still an apparent drawback compared with a satisfactory anonymization system, that is, distinguishability performance is poor. The main reason is that each speaker has their own voice distinctiveness and the averaged speaker embedding introduced by the anonymized embedding may severely erode such distinctiveness. What’s more, the capacity of the previous framework to produce distinctive voices is also limited by the size of the look-up table and the number of speakers in the datasets.

3. PROPOSED ANONYMIZATION FRAMEWORK

Since only the signal processing based method can avoid the introduction of an averaged speaker, which causes the distinguishability degradation, we propose to directly scale the formant and F0 in our distinguishability anonymization framework. Compared with our previous framework, the proposed framework models formant and F0 by formant encoder and F0 encoder to control speaker identity instead of using LUT, without introducing any information from other speakers. Fig. 1 shows an overview of our proposed anonymization framework.

![Fig. 1. System framework of the proposed speaker anonymization system. The dashed box is only used in the anonymized process.](https://github.com/praat/praat)

3.1. Framework Architecture

Our proposed framework consists of three major parts: (1) a feature extraction module, (2) an acoustic model, and (3) a vocoder. A speech signal is anonymized by three steps. First, the feature extraction module extracts BN, formant and F0 from the original speech signal. Then, the acoustic model predicts anonymized Mel-spectrogram by BN, scaled formant and F0. Finally, the vocoder reconstructs the anonymized Mel-spectrogram to signal.

**Feature extraction.** We use the PRAAT toolkit ¹ to extract F1-F5 formants and F0. The purpose of the ASR encoder is to extract speaker-invariant representation. The same tool, WeNet [16], is used to extract BN as in our previous work.

[¹https://github.com/praat/praat](https://github.com/praat/praat)
Acoustic model. In addition to using the same CBHG encoder and autoregressive decoder as in our previous framework, the formant encoder and F0 encoder are also added to the acoustic model. The formant encoder and F0 encoder architectures are shown in Fig. 2 (a) and (b), they have the same architecture of a stack of two convolutional neural networks with a kernel size of 3. Differently, the output of the formant encoder is the distributions of the formant, while the high level representations are the output of the F0 encoder. A dropout layer is also utilized at the beginning of the convolutional block to make the training process more stable. We adopt the L1 loss as the reconstruction loss to optimize the predicted convolutional block to make the training process more stable. We

Vocoder. Since the output of the acoustic model is the same as the previous framework, the same vocoder and training losses are used as our previous framework.

3.2. Anonymization Strategy

Since most voice information is preserved in the F0 and formant frequency ranges [20], whereas linguistic information is preserved in the relative formant frequency ratios [21]. Therefore, uniformly scaling the formant and F0 is able to suppress the original speaker information while retaining the linguistic information.

We devise two anonymization strategies for scaling the formant and F0 of the source waveform, which can effectively preserve privacy and speaker distinguishability. The first strategy is gender-independent scaling, which scales the formant and F0 using the same factor directly for different genders. Suppose \( \alpha \) is the scaling factor, the formant and F0 from the source speaker are denoted as \( f_{src} \) and \( p_{src} \), respectively. The first scaling strategy is as follows:

\[
\begin{align*}
\mathbf{f}_{anon} &= \alpha \times \mathbf{f}_{src}, \\
\mathbf{p}_{anon} &= \alpha \times \mathbf{p}_{src},
\end{align*}
\]

The second strategy is gender-dependent scaling, which takes the differences between male and female in formant frequency and F0 into consideration. In general, female has higher formant frequency and F0 than male [22], so we use different scaling factors to adjust the source formant and F0 for different genders as follows:

\[
\begin{align*}
\mathbf{f}_{anon} &= \begin{cases} 
(1 + \alpha) \times \mathbf{f}_{src}, & \text{if male}, \\
(1 - \alpha) \times \mathbf{f}_{src}, & \text{if female},
\end{cases} \\
\mathbf{p}_{anon} &= \begin{cases} 
(1 + \alpha) \times \mathbf{p}_{src}, & \text{if male}, \\
(1 - \alpha) \times \mathbf{p}_{src}, & \text{if female},
\end{cases}
\end{align*}
\]

Table 1. Anonymization results using the gender-independent scaling strategy with LibriSpeech-test and VCTK-test datasets. Various values of factor \( \alpha \) scale all the formant and F0 trajectories of both genders. F, M and A denote female, male and average results, respectively.

| \( \alpha \) | Libri-test | VCTK-test | Libri-test | VCTK-test |
|---|---|---|---|---|
| EER (%) | F | M | A | F | M | A |
| WER (%) | F | M | A |
| 0.5 | 32.11 | 30.31 | 31.21 | 16.68 | 13.28 | 12.48 | 20.25 | 18.55 | 19.40 | 0.63 | 0.59 | 0.61 | -9.12 | -9.76 | -9.44 |
| 0.7 | 25.99 | 23.65 | 24.82 | 9.46 | 10.88 | 10.17 | 0.83 | 0.81 | 0.82 | -4.65 | -5.11 | -4.88 | -5.12 | -5.74 | -5.43 |
| 0.9 | 20.15 | 17.05 | 18.61 | 3.99 | 3.47 | 3.18 | 0.81 | 0.81 | 0.81 | -3.77 | -4.25 | -4.01 | -4.51 | -5.21 | -4.86 |
| 1.1 | 16.52 | 19.22 | 17.87 | 4.23 | 4.19 | 4.21 | 0.81 | 0.79 | 0.79 | -4.10 | -4.22 | -4.16 | -4.98 | -4.90 | -4.94 |
| 1.3 | 22.82 | 26.94 | 24.88 | 5.21 | 4.81 | 5.01 | 11.06 | 10.18 | 10.62 | -5.54 | -4.66 | -5.10 | -5.69 | -5.13 | -5.41 |
| 1.5 | 32.88 | 33.99 | 33.41 | 12.67 | 10.19 | 11.43 | 19.22 | 18.76 | 18.99 | 0.64 | 0.70 | 0.67 | 0.58 | 0.62 | 0.60 |

4. EXPERIMENTAL EVALUATIONS

4.1. Datasets

We use the same datasets as we employed in the VoicePrivacy 2022 Challenge [4]. That is, the ASR model is trained on LibriSpeech-clean-100 and LibriSpeech-other-500 datasets [23], while the LibriTTS-clean-100 and LibriTTS-other-500 datasets [24] are used to train the acoustic model and vocoder. The evaluation of the systems is performed on VoicePrivacy 2022 challenge LibriSpeech-test and VCTK-test datasets [25], whose details are described in [4].

4.2. Evaluation Metrics

Following the VoicePrivacy 2022 challenge configuration, the privacy-utility metrics are the equal error rate (EER) and word error rate (WER), which rely on the official ASV and ASR systems. The higher EER represents better privacy protection and the lower WER represents better intelligibility. It is essential to emphasize that anonymization should not only lead to the speaker being de-identifiable but also preserve intonation and speaker distinguishability. Thus, the intonation is measured using the Pearson correlation [26] between the pitch sequences of original and anonymized utterances, denoted as \( \rho_{F0} \). The range of pitch correlation is from 0 to 1, and the higher is the better. The gain of voice distinctiveness (\( G_{vd} \)) metric is used to measure the preservation of speaker distinguishability, which is a gain value on a decibel (dB) scale [27]. The voice distinctiveness remains the same when \( G_{vd} = 0 \) and an average increase or decrease in voice distinctiveness are indicated by a gain above or below 0.

4.3. Experimental Results

Two anonymization strategies are proposed in Sec 3.2. In this subsection, we investigate the effect of scaling factor for the different formant and F0 scaling strategies, respectively. The first one is to test the validity of anonymization using the same scaling factor for different genders, and the second is to test the use of different scaling factors for different genders.

4.3.1. Results of Gender-Independent Scaling

As for the first anonymization strategy, we control the scaling factor from 0.5 to 1.5 with an interval of 0.2. If the scaling factor is too large or too small, the intelligibility and distinguishability of the anonymized speech are severely degraded. Our selected range covers the reasonable interval between the formant and F0 enlargement and reduction.
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Table 2. Anonymization results compared with other baseline systems. VPC-B1.a [4] and VPC-B1.b [4] denote two baseline systems of the VoicePrivacy 2022 Challenge, and our previous framework is denoted as Previous [14].

| System          | Libri-test | EER (%) | VCTK-test | EER (%) | Libri-test | WER (%) | VCTK-test | WER (%) | Libri-test | ρ F0 | VCTK-test | ρ F0 | Libri-test | Gvd (close to 0) | VCTK-test | Gvd (close to 0) |
|-----------------|------------|---------|-----------|---------|------------|---------|-----------|---------|------------|------|-----------|------|------------|----------------|-----------|----------------|
| VPC-B1.a [4]    | 10.48      | 0.0     | 9.22      | 0.2     | 4.34       | 34.91   | 4.34      | 9.29    | 34.91      |     |           |     |            | -9.53          | -10.99    |                |
| VPC-B1.b [4]    | 8.65       | 0.2     | 9.22      | 0.2     | 4.43       | 10.69   | 4.43      | 9.29    | 10.69      |     |           |     |            | -5.73          | -7.37     |                |
| Previous [14]   | 20.62      | 0.4     | 39.58     | 0.4     | 3.87       | 8.65    | 3.87      | 7.85    | 8.65       |     |           |     |            | -18.98         | -17.72    |                |
| Proposed        | 34.91      | 0.64    | 35.82     | 0.81    | 3.43       | 9.29    | 3.43      | 9.29    | 9.29       |     |           |     |            | -4.11          | -5.73     |                |

Table 1 shows the effect of the scaling factor in the range of 0.5 to 1.5. With the scaling factor increasing, the EER results increase first and then decrease. The highest rates are achieved at the scaling factor of 1.5. However, the rest anonymization metrics are getting worse when the EER results are rising. Compared with other intervals, the change of the scaling factor from 0.7 to 0.5 and 1.3 to 1.5 brings the most significant EER raise, but the rest anonymization metrics get worse. This means the same scaling factor strategy is effective when the scaling factor is in the range of 0.7 to 1.3, while the scaling factor out of this range will lead to a degradation.

Except for the overall performance, it is also questionable whether the scaling factor will perform diversely for different genders. When we restrict the relative scaling factor change at 0.1, e.g. scaling factor is 0.9 or 1.1, we observe that the anonymization results of male speakers achieve better performance than female speakers at the scaling factor of 1.1. On the contrary, metrics of female speakers achieve better performance than male speakers at the scaling factor of 0.9. We believe this is due to the difference in pitch characteristics between male and female, therefore we use different scaling factors for different genders.

4.3.2. Results of Gender-Dependent Scaling

To clearly show the changes in different scaling factors, we compute the average results of the LibriSpeech-test dataset and VCTK-test dataset for four anonymization metrics, shown in Fig 3. We can find the metrics show the same trend as the previous strategy but with better performance. This demonstrates that using the different scaling factors for different genders can obtain better performance than using the same scaling factor and these two strategies can trade off the privacy-utility. On the other hand, when increasing the scaling factor from 0.1 to 0.5, the rise of the EER is getting slower and the rise of WER is getting faster, while other metrics decrease quicker and more significantly. The best trade-off result is a factor of 0.3.

4.3.3. Comparison with Other Systems

We configure the gender-dependent scaling strategy with a scaling factor of 0.3 to anonymize the source speech and compare it with other baseline systems. The VoicePrivacy 2022 Challenge primary baseline systems are considered as our first two baselines. Our previously submitted anonymization framework is our third baseline system which achieves the state-of-the-art privacy and utility.

As shown in Table 2, the EER of the proposed framework is 34.91% and 35.82% in LibriSpeech-test and VCTK-test datasets. The average of these two results is higher than other systems. We can find in ρ F0 and Gvd metrics that our proposed framework significantly outperforms baseline systems, especially in Gvd metrics compared with the Previous. The main reason for these results is the proposed anonymization strategy does not introduce information from other speakers which deteriorates the speaker distinguishability. As for WER results, our framework achieves similar results with VPC-B1.a and VPC-B1.b in Librispeech-test datasets and is substantially lower than VPC-B1.a and VPC-B1.b in the WER of VCTK-test datasets. Although our previous framework obtains slightly lower WER results than our proposed framework, the Gvd results show that the system is undesirable since it produces a similar voice regardless of which speaker.

5. CONCLUSIONS

In this study, to improve the distinguishability of speaker anonymization, instead of exploiting speaker embedding, we propose to directly model the formant distribution and F0 to represent speaker identity. The essential idea is to uniformly scale the formant and F0 to suppress the speaker identity while retaining speaker distinguishability and paralinguistic attributes, as well as linguistic information. The proposed anonymization strategy does not introduce any information from other speakers and prevents speaker distinguishability from being deteriorated. Experimental results show that the anonymization strategy can trade off privacy-utility well and significantly outperform the baseline systems in speaker distinguishability while achieving comparable privacy and utility results with the state-of-the-art anonymization system.
6. REFERENCES

[1] Andreas Nautsch, Catherine Jasserand, Els Kindt, Massimiliano Todisco, Isabel Trancoso, and Nicholas W. D. Evans, “The GDPR & speech data: Reflections of legal and technology communities, first steps towards a common understanding,” in Proc. Interspeech, 2019, pp. 3695–3699.

[2] Natalia A. Tomashenko, Brij Mohan Lal Srivastava, Xin Wang, Emmanuel Vincent, Andreas Nautsch, Junichi Yamagishi, Nicholas W. D. Evans, Jose Patino, Jean-François Bonastre, Paul-Gauthier Noé, and Massimiliano Todisco, “Introducing the voiceprivacy initiative,” in Proc. Interspeech, 2020, pp. 1693–1697.

[3] Natalia A. Tomashenko, Xin Wang, Emmanuel Vincent, Jose Patino, Brij Mohan Lal Srivastava, Paul-Gauthier Noé, Andreas Nautsch, Nicholas W. D. Evans, Benjamin O’Brien, Annaïs Chancul, Jean-François Bonastre, Massimiliano Todisco, and Mohamed Maouche, “The voiceprivacy 2020 challenge: Results and findings,” Comput. Speech Lang., vol. 74, pp. 101362, 2022.

[4] Natalia Tomashenko, Xin Wang, Xiaoxiao Miao, Hubert Nourtel, Pierre Champion, Massimiliano Todisco, Emmanuel Vincent, Nicholas Evans, Junichi Yamagishi, and Jean François Bonastre, “The voiceprivacy 2022 challenge evaluation plan,” arXiv preprint arXiv:2203.12468, 2022.

[5] Jose Patino, Natalia A. Tomashenko, Massimiliano Todisco, Andreas Nautsch, Nicholas W. D. Evans, “Speaker anonymisation using the mcadams coefficient,” in Proc. Interspeech, 2021, pp. 1099–1103.

[6] S. Pavankumar Dubagunta, Rob J. J. H. van Son, and Mathew Magimai-Doss, “Adjustable deterministic pseudonymization of speech,” Comput. Speech Lang., vol. 72, pp. 101284, 2022.

[7] Lauri Tavi, Tomi Kinnunen, and Rosa González Hautamäki, “Improving speaker de-identification with functional data analysis of f0 trajectories,” Speech Commun., vol. 140, pp. 1–10, 2022.

[8] Fuming Fang, Xin Wang, Junichi Yamagishi, Isao Echizen, Massimiliano Todisco, Nicholas Evans, and Jean-François Bonastre, “Speaker anonymization using x-vector and neural waveform models,” arXiv preprint arXiv:1905.13561, 2019.

[9] Candy Olivia Mawalim, Kasorn Galajit, Jessada Karnjana, and Masashi Unoki, “X-vector singular value modification and statistical-based decomposition with ensemble regression modeling for speaker anonymization system,” in Proc. Interspeech, 2020, pp. 1703–1707.

[10] P. Champion, D. Jouvet, and A. Larcher, “A study of f0 modification for x-vector based speech pseudo-anonymization across gender,” in Proc. PPAI, 2020.

[11] Xiaoxiao Miao, Xin Wang, Erica Cooper, Junichi Yamagishi, and Natalia Tomashenko, “Analyzing language-independent speaker anonymization framework under unseen conditions,” arXiv preprint arXiv:2203.14834, 2022.

[12] Brij Mohan Lal Srivastava, Mohamed Maouche, Md Sahidullah, Emmanuel Vincent, Aurélien Bellet, Marc Tommasi, Natalia Tomashenko, Xin Wang, and Junichi Yamagishi, “Privacy and utility of x-vector based speaker anonymization,” IEEE/ACM Trans Audio Speech Lang. Process, vol. 30, pp. 2383–2395, 2022.

[13] Sarina Meyer, Florian Lux, Pavel Denisov, Julia Koch, Pascal Tilli, and Ngoc Thang Vu, “Speaker anonymization with phonetic intermediate representations,” in Proc. Interspeech, 2022, pp. 4925–4929.

[14] Jixun Yao, Qing Wang, Li Zhang, Pengcheng Guo, Yuhao Liang, and Lei Xie, “Nwpu-aslp system for the voiceprivacy 2022 challenge,” arXiv preprint arXiv:2209.11969, 2022.

[15] Alain De Cheveigné and Hideki Kawahara, “Yin, a fundamental frequency estimator for speech and music,” J. Acoust. Soc. Am., vol. 111, pp. 1917–1930, 2002.

[16] Zhiyuan Yao, Di Wu, Xiong Wang, Binbin Zhang, Fan Yu, Chao Yang, Zhendong Peng, Xiaoyu Chen, Lei Xie, and Xin Lei, “Wenet: Production oriented streaming and non-streaming end-to-end speech recognition toolkit,” in Proc. Interspeech, 2021, pp. 4054–4058.

[17] Yuxuan Wang, R. J. Skerry-Ryan, Daisy Stanton, Yonghui Wu, Ron J. Weiss, Navdeep Jaitly, Zongheng Yang, Ying Xiao, Zhiheng Chen, Samy Bengio, Quoc V. Le, Yannis Agiomyrgiannakis, Rob Clark, and Ralf A. Saurous, “Tacotron: Towards end-to-end speech synthesis,” in Proc. Interspeech, 2017, pp. 4006–4010.

[18] Jungil Kong, Jaehyun Kim, and Jaekyoung Bae, “Hifi-gan: Generative adversarial networks for efficient and high fidelity speech synthesis,” in Proc. NeurIPS, 2020.

[19] Geng Yang, Shan Yang, Kai Liu, Peng Fang, Wei Chen, and Lei Xie, “Multi-band melgan: Faster waveform generation for high-quality text-to-speech,” in Proc. SLT, 2021, pp. 492–498.

[20] Ellen Eide and Herbert Gish, “A parametric approach to vocal tract length normalization,” in Proc. ICASSP, 1996, pp. 346–349.

[21] Kaizhi Qian, Yang Zhang, Heting Gao, Junrui Ni, Cheng-I Lai, David D. Cox, Mark Hasegawa-Johnson, and Shiyu Chang, “Contentvec: An improved self-supervised speech representation by disentangling speakers,” in Proc. ICML, 2022, pp. 18003–18017.

[22] Theodore L. Perry, Ralph N Ohe, and Daniel H Ashmead, “The acoustic bases for gender identification from children’s voices,” J. Acoust. Soc. Am., vol. 109, no. 6, pp. 2988–2998, 2001.

[23] Vassil Panayotov, Guoguo Chen, Daniel Povey, and Sanjeev Khudanpur, “Librispeech: An ASR corpus based on public domain audio books,” in Proc. ICASSP, 2015, pp. 5206–5210.

[24] Heiga Zen, Viet Dang, Rob Clark, Yu Zhang, Ron J. Weiss, Ye Jia, Zhiheng Chen, and Yonghui Wu, “Libritts: A corpus derived from librispeech for text-to-speech,” in Proc. Interspeech, 2019, pp. 1526–1530.

[25] Christophe Veaux, Junichi Yamagishi, Kirsten MacDonald, et al., “Superseded-cstr vctk corpus: English multi-speaker corpus for cstr voice cloning toolkit,” 2016.

[26] Daniel J. Hirst, “A PRAAT Plugin for momel and intsint with high-quality text-to-speech,” in Proc. Interspeech, 2021, pp. 492–498.

[27] Paul-Gauthier Noé, Jean-François Bonastre, Driss Matrouf, Natalia A. Tomashenko, Andreas Nautsch, and Nicholas W. D. Evans, “Speech pseudonymisation assessment using voice similarity matrices,” in Proc. Interspeech, 2020, pp. 1718–1722.