Hair Fescue and Sheep Sorrel Identification Using Deep Learning in Wild Blueberry Production
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Abstract: Deep learning convolutional neural networks (CNNs) are an emerging technology that provide an opportunity to increase agricultural efficiency through remote sensing and automatic inferencing of field conditions. This paper examined the novel use of CNNs to identify two weeds, hair fescue and sheep sorrel, in images of wild blueberry fields. Commercial herbicide sprayers provide a uniform application of agrochemicals to manage patches of these weeds. Three object-detection and three image-classification CNNs were trained to identify hair fescue and sheep sorrel using images from 58 wild blueberry fields. The CNNs were trained using 1280x720 images and were tested at four different internal resolutions. The CNNs were retrained with progressively smaller training datasets ranging from 3780 to 472 images to determine the effect of dataset size on accuracy. YOLOv3-Tiny was the best object-detection CNN, detecting at least one target weed per image with $F_1$-scores of 0.97 for hair fescue and 0.90 for sheep sorrel at 1280 $\times$ 736 resolution. Darknet Reference was the most accurate image-classification CNN, classifying images containing hair fescue and sheep sorrel with $F_1$-scores of 0.96 and 0.95, respectively at 1280 $\times$ 736. MobileNetV2 achieved comparable results at the lowest resolution, 864 $\times$ 480, with $F_1$-scores of 0.95 for both weeds. Training dataset size had minimal effect on accuracy for all CNNs except Darknet Reference. This technology can be used in a smart sprayer to control target specific spray applications, reducing herbicide use. Future work will involve testing the CNNs for use on a smart sprayer and the development of an application to provide growers with field-specific information. Using CNNs to improve agricultural efficiency will create major cost-savings for wild blueberry producers.
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1. Introduction
1.1. Background

Wild blueberries (Vaccinium angustifolium Ait.) are an economically important crop native to northeastern North America. Wild blueberry plants grow through naturally occurring rhizomes in the soils. Commercial fields are typically developed on abandoned farmland or deforested areas after the removal of trees and other vegetation [1]. In 2016, there were more than 86,000 ha of fields in production in North America, yielding approximately 119 million kg of fruit [2]. Wild blueberries contributed over $100 million to Nova Scotia’s economy in 2017, including $65.9 million in exports [3]. The crop is desired for...
its health benefits ranging from anti-aging and anti-inflammatory properties [4] to high antioxidant content [5] which helps reduce the risk of cardiovascular disease and cancer [6]. Infestations of hair fescue (*Festuca filiformis* Pourr.), sheep sorrel (*Rumex acetosella* L.), and over 100 other weed species [7] limit yield by competing with the wild blueberry plants for nutrients and interfering with harvesting equipment. In 2019, sheep sorrel and hair fescue were the first and fourth most common weeds in Nova Scotia wild blueberry fields, respectively [8].

Weeds are typically managed by applying a uniform application of liquid herbicide using a boom sprayer fixed to an agricultural tractor. Hexazinone was used to manage a broad array of weeds in wild blueberry fields beginning in 1982 but is no longer used for hair fescue as it has developed resistance from repeated use [9]. Hexazinone was shown to reduce instances of sheep sorrel in Nova Scotia wild blueberry fields [9,10], but was ineffective in Maine [9]. Pronamide costing more than twice that of hexazinone [11], is currently used to manage hair fescue [12]. Other options for hair fescue management include glufosinate, sulfentrazone, and terbacil [13]. A study by [14] resulted in pronamide reducing the number of sheep sorrel plants in three of four test sites, but only reducing the biomass in one of four sites. Sulfentrazone is currently being studied as a management option for sheep sorrel, with promising initial results [8].

1.2. Related Work

Smart sprayers such as See & Spray (Blue River Technology, Sunnyvale, CA, USA), GreenSeeker and WeedSeeker (Trimble Inc., Sunnyvale, CA, USA), when used in other cropping systems such as cotton, can detect and spray specific areas of fields that require application, reducing the volume of agrochemical needed. Machine vision systems relying on imaging data from red-green-blue (RGB) cameras have previously been researched for controlling smart sprayers in wild blueberry production [15–19]. A green colour segmentation algorithm was used to detect areas with weed cover, which resulted in herbicide savings of up to 78.5% [17]. However, this system did not distinguish different species of green-coloured weeds. Colour co-occurrence matrices were used to detect and spray goldenrod (*Solidago* spp.) in wild blueberry fields [18,19]. The algorithm developed by [18] was accurate, but inconvenient due to long processing times and because it had to be purpose-built for goldenrod. Reference [20] used an edge-detection approach to identify weeds in RGB images of lawns, resulting in accuracies from 67 to 83%. Light Distance and Ranging (LIDAR) sensing and hyperspectral imaging provide alternative methods to RGB cameras for identifying weeds [21,22]. A weed detection system relying on LIDAR correctly discriminated weeds from soil and maize 72.2% of the time [23]. Weed detection systems relying on hyperspectral imaging produced classification accuracies from 88 to 95% [24] and 85 to 90% [25]. Salazar-Vazquez and Mendez-Vazquez [26] developed an open-source hyperspectral camera as an alternative to cost-prohibitive commercial options; however, the imaging resolution was limited to 116 × 110 pixels. Considering the lower level of accuracy produced by LIDAR sensors and cost of high-resolution hyperspectral cameras, RGB imaging is currently a promising option for weed identification systems.

Convolutional neural networks (CNNs) are a recent processing technique which can classify entire images or objects within an image [27]. Image-classification CNNs provide an inference about an entire image, while object-detection CNNs identify objects within images and label them with bounding boxes [28]. CNNs intelligently identify visual features and find patterns associated with the target with minimal input from the user, making them easily adaptable for new targets. They are trained to detect new targets through backpropagation, which involves repeatedly showing a computer many labelled pictures of the desired target [29]. This technology has been used in wild blueberry production for detecting fruit ripeness stages and estimating potential fruit yield [30]. In other cropping systems, CNNs have been effective for detecting weeds in strawberry fields [31], potato fields [32], turfgrasses [33,34], ryegrasses [35] and Florida vegetables [36]. CNNs have also been used for detecting diseases on tomato [37,38], apple, strawberry and various other plants [38]. A web-based application for aiding citrus nutrient management
relies on a CNN [39]. Smartphone apps in other research [40–42] and agricultural cropping systems such as Pocket Agronomist (Perceptual Labs, https://www.perceptualabs.com/ [accessed on 19 October 2020]), SenseAgro (Shenzhen SenseAgro Technology Co. Ltd., https://en.senseagro.com/ [accessed on 19 October 2020]), Agrobease (Farmis, https://farmis.com/ [accessed on 19 October 2020]), and xarvio Scouting (BASF Digital Farming GmbH, https://www.xarvio.com/ [accessed on 19 October 2020]) use CNNs to provide growers with instantaneous analysis of images from their fields. The wild blueberry industry has a free economic management tool for growers [11], but lacks intelligent software tools which can automatically analyze field information. CNNs which process images from low-cost RGB cameras with high levels of accuracy provide a promising solution for remote sensing of weeds in agricultural fields.

The aforementioned CNNs used between 1472 [31] and 40,800 [35] labelled images for training and validation. Given that there are more than 100 unique weed species in Nova Scotia wild blueberry fields, it would be best to train CNNs to identify more than just fescue and sheep sorrel. It is impractical to collect 40,800 images for weed detection in wild blueberry during the short herbicide spraying window without significant resources. Spring applications of herbicide must occur before new blueberry plant growth, and autumn applications of herbicide must occur after plant defoliation but before the soil is frozen [43]. This leaves only a few weeks during each spray timing interval for image collection.

1.3. Convolutional Neural Networks Used In This Study

This study evaluated the effectiveness of three object-detection CNNs and three image-classification CNNs for identifying hair fescue and sheep sorrel in images of wild blueberry fields. The object-detection CNNs used were YOLOv3, YOLOv3-Tiny [44], and YOLOv3-Tiny-PRN [45]. YOLOv3 and YOLOv3-Tiny are leading object-detection CNNs designed on the Darknet framework [46] which processed 416x416 images at 35 and 220 frames per second (FPS) respectively on an Nvidia Titan X graphics processing unit (GPU, Nvidia Corporation, Santa Clara, CA, USA), while achieving mean average precision (mAP) [47,48] scores of 55.3% and 31.0% on the COCO dataset (Common Objects in Context, https://cocodataset.org/ [accessed on 15 November 2020]) [44,49]. YOLOv3-Tiny-PRN added elements from Partial Residual Networks to improve the inference speed of YOLOv3-Tiny by 18.2% and maintain its accuracy on the COCO dataset [45]. YOLOv3 produced $F_1$-scores from 0.73 to 0.93 for single-class weed detection in Florida vegetable crops [36]. Images used in this study were captured 1.30 m from the target and scaled to 1280 × 720 resolution [36]. Hussain et al. [32] produced mAP scores of 93.2% and 78.2% with YOLOv3 and YOLOv3-Tiny, respectively for detection of lamb’s quarters (Chenopodium album L.) in potato fields. The image-classification CNNs used in this study were Darknet Reference [46], EfficientNet-B0 [50], and MobileNetV2 [51]. Darknet Reference is an image classifier which achieved a Top-1 accuracy [48] of 61.1% on the ImageNet dataset (http://www.image-net.org/ [accessed on 15 November 2020]) and processed 224 × 224 images at 345 FPS on a Titan X GPU [46]. EfficientNet-B0 and MobileNetV2 achieved higher Top-1 scores (77.1% [50] and 74.7% [51], respectively) than Darknet Reference at the same resolution. The internal resolution of the CNNs can be increased for identifying small visual features, as was performed by [30], but large increases can result in a limiting return in accuracy improvements [50]. This technology can be used to discriminate between weed species in real-time, providing a level of control not present in previous wild blueberry smart sprayers [15–19]. Using a CNN to control herbicide spray has the potential to greatly increase application efficiency, leading to significant cost-savings for wild blueberry growers.

1.4. Outline

Section 2 of this paper will detail the creation, organization, and labelling of the image datasets used for training, validation and testing of the CNNs. Additionally, it will provide
information regarding the training procedures and performance measures used to evaluate the trained CNNs. Section 3 will present results regarding identification accuracy with the object-detection and image-classification CNNs, respectively. It will also present the results of training the CNNs with varying training dataset sizes. Section 4 will discuss the results of identifying hair fescue and sheep sorrel with the CNNs. Conclusions will be discussed in Section 5.

2. Materials and Methods

2.1. Image Datasets

Images used for this study were collected from 58 fields in northern and central Nova Scotia during the 2019 field season (Figure 1). Eight digital cameras with resolutions ranging from 4000 \( \times \) 3000 to 6000 \( \times \) 4000 pixels captured colour pictures of wild blueberry fields containing hair fescue and sheep sorrel. All pictures were captured with the camera lens pointed downward and without zoom. The photographers were instructed to capture approximately 70% of images from waist height (0.99 \( \pm \) 0.09 m), 15% from knee height (0.52 \( \pm \) 0.04 m) and 15% from chest height (1.35 \( \pm \) 0.07 m) to allow the CNNs to recognize targets at a range of distances. A total of 4200 images with hair fescue, 2365 images with sheep sorrel, 2337 with both weeds and 2041 with neither weed were collected from 24 April to 17 May 2019 (spring), during the herbicide application timing interval. An additional 2442 images with hair fescue and 1506 images with sheep sorrel were collected from 13 November 13 to 17 December 2019 (autumn), during the herbicide application timing interval.

The images were scaled and cropped to 1280 \( \times \) 720 pixels (720p) using IrfanView (v4.52, IrfanView, Wiener Neustadt, Austria) for target labeling, training, validation, and testing processes (Figure 2). The hair fescue and sheep sorrel datasets were randomly subdivided into three datasets for training, validation, and independent testing of the object-detection CNNs in the Darknet framework [46]. A script was written in the Python programming language (v3.8.2, Python Software Foundation, Wilmington, DE, USA) to randomly select a user-defined number of images for each dataset using the Mersenne Twister pseudo-random number generator [53]. For hair fescue, 3,780 images were used for training, 420 images were used for validation and 250 images were used for testing. Training and validation images were randomly selected from the spring dataset, while the testing images were randomly selected from the autumn dataset. The training,
validation, and testing datasets for sheep sorrel consisted of 960, 120 and 120 images from spring. Instances of hair fescue and sheep sorrel in the cropped images were labeled using custom-built software developed by [30]. One bounding box was created for each hair fescue tuft or sheep sorrel plant whenever possible. Weeds were densely packed in some images, making it impossible to determine where one instance ended, and another started. Hair fescue tufts would overlap one another, and it was unclear which sheep sorrel leaves belonged to a common plant. In these cases, a box was drawn around the entire region encompassing the densely packed weeds. An average of 4.90 instances of hair fescue and 14.10 instances of sheep sorrel were labelled per image.

Figure 2. Flowchart of data sorting, training and evaluation procedures used in this study.
For image classification CNNs, 2000 images were randomly selected from each image set (hair fescue, sheep sorrel, both weeds, neither weed) from spring. Image-classification CNNs for hair fescue identification were trained to put images into one of two classes: “hair fescue” and “not hair fescue”. The datasets containing images with hair fescue and images with both weeds were labelled as “hair fescue”, while the datasets containing images with sheep sorrel and neither weed were labelled as “not hair fescue”. The same methodology was used for classifying images as “sheep sorrel” or “not sheep sorrel”, with the hair fescue dataset replaced by the sheep sorrel dataset and vice-versa. Randomly selected subsets containing 10% of the images were used for validation, while the remaining images were used for training. The testing datasets consisted of 700 randomly selected images from autumn.

2.2. Convolutional Neural Network Training, Validation, and Testing

The networks were trained and validated on a custom-built Ubuntu 16.04 (Canonical Ltd., London, UK) computer with an Nvidia RTX 2080 Ti GPU. The object-detection networks were trained for 5000 iterations each, with trained weights being saved every 50 iterations. The initial learning rate was set at 0.001, the default learning rate for each network, and was decreased by a factor of 10 after 2000, 3000 and 4000 iterations. A general rule-of-thumb states that object detectors require 2000 iterations per class to train [30,54], so the learning rate was decreased after 2000 iterations to avoid overfitting. The default batch size, 64, for all networks was used for training. The batch was subdivided into 16 for YOLOv3-Tiny and YOLOv3-Tiny-PRN, and 64 for YOLOv3 so the CNNs would fit within the GPU memory limits while training. All other hyperparameters were kept identical to the settings used by [44,45] in each network. After training was complete, the weight file achieving the highest average precision (AP) score [47] was used for analysis. The image-classification networks were trained for 10,000 iterations each at the default learning rates of 0.1 for Darknet Reference and MobileNetV2, and 0.256 for EfficientNet-B0. The batch size of 64 was subdivided by 16 for Darknet Reference, 16 for MobileNetV2, and 64 for EfficientNet-B0. All other parameters for each CNN were left as defined by their respective authors. The weight file achieving the highest Top-1 score was used for analysis. The network configuration files used for EfficientNet-B0 and MobileNetV2 were converted to the Darknet framework by [55]. The Darknet framework requires image resolutions to be a multiple of 32, so the internal network resolutions were set to 1280 × 736 pixels for training and four different resolutions (1280 × 736, 1024 × 576, 960 × 544 and 864 × 480) in the network configuration file for testing.

All networks were evaluated on three additional performance metrics with the detection threshold of object-detectors set at 0.25: precision, recall and F1-score [56]. Precision, recall and F1-score are functions of true positive detections (tp), false positive detections (fp), and false negative detections (fn) of targets. Precision is ratio of true positives to all detections:

\[
Pr = \frac{tp}{tp + fp}
\]  

(1)

Recall is the ratio of true positives to all actual targets:

\[
Re = \frac{tp}{tp + fn}
\]  

(2)

F1-score is the harmonic mean of precision and recall:

\[
F_1 = 2 \cdot \frac{Pr \cdot Re}{Pr + Re}
\]  

(3)
Decreasing the detection threshold increases the number of true and false positive detections, and vice-versa. This results in an increase in recall at the expense of precision. The $AP$ score is calculated using the maximum precision at eleven levels of recall [47]:

$$AP = \frac{1}{11} \sum_{Re \in \{0,0.1,...,1\}} \max_{\tilde{Re} \geq Re} Pr(\tilde{Re})$$

Object-detection networks were first tested on their ability to detect all instances of hair fescue or sheep sorrel in each validation image. A detection was counted as a true positive if the Intersection-over-Union (IoU) [57], the overlap between the ground-truth box and the detection box, was greater than 50%. However, a machine vision system on a smart sprayer would require one or more detections in an image to trigger a spray event. The area sprayed due to a single detection would be wide enough to cover all target weeds in an image, even if only one is detected. A second set of tests were performed on object-detection networks to measure their ability to detect one or more instances of the target weed in a picture, regardless of how many total targets were in each image. A result was considered a true positive if the network detected at least one instance of the target weed in an image containing the desired target. The second set of tests were performed at two detection thresholds, 0.15 and 0.25, and the same four resolutions. The networks were evaluated on precision, recall, and $F_1$-score.

Finally, all networks for hair fescue detection were retrained with progressively smaller datasets to examine the effect that the number of training images had on detection accuracy. Five training datasets containing 3780, 2835, 1890, 945, and 472 images and the original 420-image validation dataset were used for this test. All networks were trained for the same number of iterations, at the same learning rate, and with the same batch sizes as in the initial tests. The $F_1$-scores of all networks at $1280 \times 736$ resolution were compared to determine a preliminary baseline for the number of images needed to train a CNN for weed detection.

3. Results
3.1. Hair Fescue and Sheep Sorrel Targeting with Object Detection Networks

YOLOv3, YOLOv3-Tiny, and YOLOv3-Tiny-PRN were successfully trained to detect hair fescue and sheep sorrel (Figure 3). The largest difference between validation and testing $AP$ scores on ground-truth images was 2.99 percentage points with YOLOv3 at $1280 \times 736$ resolution, indicating that the trained networks did not overfit to the validation images (Table 1). The highest validation $AP$ score for hair fescue detection (75.83%) was achieved with YOLOv3 at $1280 \times 736$ resolution, although the difference in $AP$ score was within 1% for YOLOv3 and YOLOv3-Tiny networks with resolutions from $960 \times 544$ to $1280 \times 736$. The highest $F_1$-score (0.62) was achieved by YOLOv3 at $1280 \times 736$ resolution and YOLOv3-Tiny at $1024 \times 576$ resolution. YOLOv3-Tiny-PRN yielded the lowest $AP$ and $F_1$-scores at each resolution. The precision of all networks at all resolutions was 0.90 or greater, indicating minimal false-positive detections. The recall varied from 0.34 to 0.46, indicating that more than half of the hair fescue plants were not detected at a threshold of 0.25 (Figure 4).
Using YOLOv3-Tiny at 1280 × 736 resolution. The base hair fescue picture was captured on the morning of 24 April 2019 in Murray Siding, NS (45.3674° N, 63.2124° W), while the base sheep sorrel picture was captured on the morning of 25 April 2019 in Kemptown, NS (45.4980° N, 63.1023° W). Both pictures contain the respective target weeds with wild blueberry plants after flail mowing. The hair fescue detection picture also contains some sheep sorrel.

Figure 3. Examples of hair fescue (left) and sheep sorrel (right) detections on images captured in wild blueberry fields using YOLOv3-Tiny at 1280 × 736 resolution. The base hair fescue picture was captured on the morning of 24 April 2019 in Murray Siding, NS (45.3674° N, 63.2124° W), while the base sheep sorrel picture was captured on the morning of 25 April 2019 in Kemptown, NS (45.4980° N, 63.1023° W). Both pictures contain the respective target weeds with wild blueberry plants after flail mowing. The hair fescue detection picture also contains some sheep sorrel.

Table 1. Object-detection results for hair fescue plants in images of wild blueberry fields. Training and validation images were captured in spring 2019, while the testing images were captured in autumn 2019.

| Network       | Resolution   | Validation | Testing |
|---------------|--------------|------------|---------|
|               | Precision    | Recall     | F1-Score | AP50 (%) | AP50 (%) |
| YOLOv3        | 1280 × 736   | 0.94       | 0.46     | 0.62     | 75.83     | 72.84     |
|               | 1024 × 576   | 0.94       | 0.44     | 0.60     | 75.56     | 73.87     |
|               | 960 × 544    | 0.94       | 0.43     | 0.59     | 75.13     | 72.81     |
|               | 864 × 480    | 0.95       | 0.39     | 0.55     | 71.68     | 70.61     |
| YOLOv3-Tiny   | 1280 × 736   | 0.91       | 0.45     | 0.60     | 74.83     | 75.18     |
|               | 1024 × 576   | 0.92       | 0.46     | 0.62     | 75.46     | 76.57     |
|               | 960 × 544    | 0.91       | 0.46     | 0.61     | 75.27     | 75.63     |
|               | 864 × 480    | 0.90       | 0.45     | 0.60     | 71.40     | 74.06     |
| YOLOv3-Tiny-PRN | 1280 × 736 | 0.92       | 0.44     | 0.59     | 71.40     | 73.26     |
|               | 1024 × 576   | 0.94       | 0.39     | 0.56     | 66.40     | 63.91     |
|               | 960 × 544    | 0.94       | 0.38     | 0.54     | 61.38     | 61.04     |
|               | 864 × 480    | 0.94       | 0.34     | 0.50     | 55.29     | 54.89     |

Detection accuracy for sheep sorrel was considerably lower than the accuracy for hair fescue. The peak validation AP score (60.81%) and F1-score (0.51) were achieved by YOLOv3 at 1280 × 736 resolution (Table 2). The largest difference between validation and testing AP scores was 4.85 percentage points, indicating that the trained networks did not overfit to the validation images. The precision and recall metrics were lower for sheep sorrel than fescue for every test, with a mean change of 0.15 and 0.22, respectively. The peak recall (0.37) was achieved by YOLOv3 at 1280 × 736 resolution, with no other resolutions achieving above 0.29 for any network. YOLOv3-Tiny-PRN had lower scores than the other two networks, with the AP score decreasing by an average of 35.82 percentage points compared to YOLOv3 and 31.64 percentage points compared to YOLOv3-Tiny.
were captured in spring 2019, while the testing images were captured in autumn 2019. The hair fescue detection picture also contains some sheep sorrel. April 2019 in Kemptown, NS (45.4980° N, 63.1023° W). Both pictures contain the respective target weeds with wild blueberry plants after flail mowing. The hair fescue detection picture also contains some sheep sorrel.

Table 1. Object-detection results for hair fescue plants in images of wild blueberry fields. Training and validation images were captured in spring 2019, while the testing images were captured in autumn 2019.

| Network       | Resolution | Validation   | Testing   |
|---------------|------------|--------------|-----------|
|               |            | Precision    | Recall    | F1-Score  | AP50 (%) | AP90 (%) |
| YOLOv3        | 1280 × 736 | 0.79         | 0.37      | 0.51      | 60.18     | 62.98    |
|               | 1024 × 576 | 0.82         | 0.28      | 0.42      | 52.20     | 57.05    |
|               | 960 × 544  | 0.83         | 0.26      | 0.40      | 49.15     | 53.04    |
|               | 864 × 480  | 0.83         | 0.21      | 0.34      | 42.06     | 46.63    |
| YOLOv3-Tiny   | 1280 × 736 | 0.79         | 0.29      | 0.42      | 54.02     | 57.00    |
|               | 1024 × 576 | 0.81         | 0.24      | 0.37      | 48.29     | 52.32    |
|               | 960 × 544  | 0.80         | 0.23      | 0.35      | 45.16     | 49.46    |
|               | 864 × 480  | 0.78         | 0.19      | 0.31      | 39.40     | 42.91    |
| YOLOv3-Tiny-PRN | 1280 × 736 | 0.80         | 0.13      | 0.22      | 26.80     | 29.41    |
|               | 1024 × 576 | 0.74         | 0.07      | 0.13      | 14.26     | 15.28    |
|               | 960 × 544  | 0.72         | 0.06      | 0.11      | 11.54     | 12.26    |
|               | 864 × 480  | 0.69         | 0.04      | 0.08      | 7.73      | 7.98     |

Figure 4. Examples of false negative (left) and false positive (right) hair fescue detections from spring 2019 with YOLOv3-Tiny at 1280 × 736 resolution. In the left image, several hair fescue tufts are clumped together and are not detected. In the right image, a small, bladed weed is misidentified as hair fescue. Part of a hair fescue tuft is shown directly left of the false positive detection.

Table 2. Object-detection results for sheep sorrel plants in images of wild blueberry fields. Training, validation and testing images were captured in spring 2019.

| Network        | Resolution | Validation   | Testing   |
|----------------|------------|--------------|-----------|
|                |            | Precision    | Recall    | F1-Score  | AP50 (%) | AP90 (%) |
| YOLOv3         | 1280 × 736 | 0.70         | 0.44      | 0.52      | 61.08     | 63.44    |
|                | 1024 × 576 | 0.70         | 0.45      | 0.52      | 61.08     | 63.44    |
|                | 960 × 544  | 0.70         | 0.45      | 0.52      | 61.08     | 63.44    |
|                | 864 × 480  | 0.69         | 0.44      | 0.52      | 60.07     | 62.43    |
| YOLOv3-Tiny    | 1280 × 736 | 0.70         | 0.44      | 0.52      | 61.08     | 63.44    |
|                | 1024 × 576 | 0.70         | 0.45      | 0.52      | 61.08     | 63.44    |
|                | 960 × 544  | 0.70         | 0.45      | 0.52      | 61.08     | 63.44    |
|                | 864 × 480  | 0.69         | 0.44      | 0.52      | 60.07     | 62.43    |
| YOLOv3-Tiny-PRN | 1280 × 736 | 0.70         | 0.44      | 0.52      | 61.08     | 63.44    |
|                | 1024 × 576 | 0.70         | 0.45      | 0.52      | 61.08     | 63.44    |
|                | 960 × 544  | 0.70         | 0.45      | 0.52      | 61.08     | 63.44    |
|                | 864 × 480  | 0.69         | 0.44      | 0.52      | 60.07     | 62.43    |

Given the high precision and low recall scores for detection of each weed, the networks’ ability to detect at least one target weed per image was tested at a threshold of 0.15 in addition to the original threshold of 0.25. Through lowering the threshold, average recall and F1-scores in fescue detection were improved by 0.08 and 0.03 on the validation dataset, respectively, at the expense of 0.02 from precision. In hair fescue detection, the peak F1-score (0.98) was achieved by YOLOv3-Tiny-PRN at 1280 × 736 and 1024 × 736 and a threshold of 0.15, although no network at any resolution or threshold had an F1-score of less than 0.90. (Table 3). Precision varied between 0.93 and 0.99, with the latter being achieved by YOLOv3-Tiny-PRN at the three lower resolutions. YOLOv3-Tiny at 864x480 produced a recall score of 1.00, and all other networks produced a recall of 0.93 or greater at a threshold of 0.15 and 0.83 or greater at a threshold of 0.25. All three object-detection networks at the tested resolutions are highly effective at detection of at least one hair fescue plant per image.
Table 3. Results for correct detection of at least one hair fescue plant per image in the validation dataset.

| Network       | Resolution | Threshold = 0.15 |          | Threshold = 0.25 |          |
|---------------|------------|------------------|----------|------------------|----------|
|               |            | Precision | Recall | F1-Score | Precision | Recall | F1-Score |
| YOLOv3        | 1280 × 736 | 0.97      | 0.93   | 0.95     | 0.98      | 0.88   | 0.93     |
|               | 1024 × 576 | 0.96      | 0.94   | 0.95     | 0.98      | 0.88   | 0.93     |
|               | 960 × 544  | 0.96      | 0.95   | 0.95     | 0.98      | 0.88   | 0.93     |
|               | 864 × 480  | 0.96      | 0.96   | 0.96     | 0.98      | 0.86   | 0.91     |
| YOLOv3-Tiny   | 1280 × 736 | 0.97      | 0.97   | 0.97     | 0.97      | 0.91   | 0.94     |
|               | 1024 × 576 | 0.96      | 0.97   | 0.96     | 0.97      | 0.93   | 0.95     |
|               | 960 × 544  | 0.95      | 0.97   | 0.96     | 0.97      | 0.92   | 0.94     |
|               | 864 × 480  | 0.93      | 1.00   | 0.96     | 0.96      | 0.94   | 0.95     |
| YOLOv3-Tiny-PRN | 1280 × 736 | 0.97      | 0.99   | 0.98     | 0.98      | 0.88   | 0.93     |
|               | 1024 × 576 | 0.97      | 0.98   | 0.98     | 0.99      | 0.87   | 0.93     |
|               | 960 × 544  | 0.97      | 0.96   | 0.97     | 0.99      | 0.86   | 0.92     |
|               | 864 × 480  | 0.97      | 0.95   | 0.96     | 0.99      | 0.83   | 0.90     |

Similar to hair fescue, detection of at least one sheep sorrel plant produced greatly improved results compared to detection of all sheep sorrel plants (Table 4). Lowering the detection threshold yielded variable results on the F1-scores. YOLOv3-Tiny-PRN improved at all four resolutions by an average of 0.06 while YOLOv3-Tiny performed better by an average of 0.01 at the original 0.25 threshold. The F1-score for YOLOv3 showed no change at the two middle resolutions, increased by 0.01 at 864 × 480, and decreased by 0.02 at 1280 × 736. The peak F1-score (0.91) was achieved with YOLOv3 at 1280 × 736 and a threshold of 0.25, while the minimum F1-score (0.68) was produced with YOLOv3-Tiny-PRN at 860 × 480 and a threshold of 0.25. All three networks except YOLOv3-Tiny-PRN at the three lowest resolutions had F1-scores of 0.87 or higher at both thresholds.

Table 4. Results for correct detection of at least one sheep sorrel plant per image in the validation dataset.

| Network       | Resolution | Threshold = 0.15 |          | Threshold = 0.25 |          |
|---------------|------------|------------------|----------|------------------|----------|
|               |            | Precision | Recall | F1-Score | Precision | Recall | F1-Score |
| YOLOv3        | 1280 × 736 | 0.83      | 0.96   | 0.89     | 0.88      | 0.94   | 0.91     |
|               | 1024 × 576 | 0.86      | 0.94   | 0.90     | 0.91      | 0.89   | 0.90     |
|               | 960 × 544  | 0.87      | 0.91   | 0.89     | 0.91      | 0.87   | 0.89     |
|               | 864 × 480  | 0.89      | 0.88   | 0.88     | 0.92      | 0.83   | 0.87     |
| YOLOv3-Tiny   | 1280 × 736 | 0.81      | 0.97   | 0.88     | 0.87      | 0.93   | 0.90     |
|               | 1024 × 576 | 0.82      | 0.94   | 0.88     | 0.88      | 0.91   | 0.89     |
|               | 960 × 544  | 0.82      | 0.94   | 0.88     | 0.89      | 0.90   | 0.89     |
|               | 864 × 480  | 0.82      | 0.93   | 0.87     | 0.89      | 0.87   | 0.88     |
| YOLOv3-Tiny-PRN | 1280 × 736 | 0.84      | 0.89   | 0.86     | 0.88      | 0.78   | 0.82     |
|               | 1024 × 576 | 0.82      | 0.79   | 0.80     | 0.88      | 0.65   | 0.75     |
|               | 960 × 544  | 0.82      | 0.76   | 0.79     | 0.88      | 0.64   | 0.74     |
|               | 864 × 480  | 0.82      | 0.69   | 0.75     | 0.86      | 0.56   | 0.68     |

3.2. Classification of Images Containing Hair Fescue and Sheep Sorrel

The Darknet Reference network at 1280 × 736 resolution achieved the highest Top-1 accuracy for hair fescue classification with 96.25% on the validation dataset (Table 5). An example of a false negative detection is shown in Figure 5. All networks at all resolutions scored above 90% except EfficientNet-B0 at 864 × 480 on the validation dataset. MobileNetV2 was the most consistent across different resolutions, with only a 1.13 percentage point difference between its best (95.63%) and worst (94.50%) Top-1 scores. Recall was higher than precision for each network at every resolution except MobileNetV2 and EfficientNet-B0 at 1280 × 736, while the recall of Darknet-Reference at this resolution was only slightly (0.01) higher than the precision.
Table 5. Classification results for images with or without hair fescue.

| Network          | Resolution | Validation |          | Testing |          |
|------------------|------------|------------|----------|---------|----------|
|                  |            | Precision  | Recall   | F₁-Score| Top-1 (%)| Top-1 (%)|
| Darknet Reference| 1280 × 736 | 0.96       | 0.97     | 0.96    | 96.25    | 96.29    |
|                  | 1024 × 576 | 0.91       | 0.98     | 0.94    | 93.88    | 95.29    |
|                  | 960 × 544  | 0.93       | 0.98     | 0.95    | 95.25    | 96.14    |
|                  | 864 × 480  | 0.86       | 0.99     | 0.92    | 91.38    | 93.00    |
| EfficientNet-B0  | 1280 × 736 | 0.96       | 0.95     | 0.96    | 95.50    | 95.71    |
|                  | 1024 × 576 | 0.90       | 0.96     | 0.93    | 92.75    | 97.29    |
|                  | 960 × 544  | 0.86       | 0.96     | 0.91    | 90.25    | 96.14    |
|                  | 864 × 480  | 0.83       | 0.95     | 0.88    | 87.38    | 95.57    |
| MobileNetV2      | 1280 × 736 | 0.98       | 0.93     | 0.96    | 95.63    | 95.43    |
|                  | 1024 × 576 | 0.94       | 0.98     | 0.96    | 95.88    | 97.29    |
|                  | 960 × 544  | 0.95       | 0.97     | 0.96    | 95.75    | 98.14    |
|                  | 864 × 480  | 0.91       | 0.99     | 0.95    | 94.50    | 97.28    |

Figure 5. An image from spring 2019 with hair fescue that was misclassified as “not hair fescue” by Darknet Reference at 1280 × 736 resolution. The hair fescue tufts in this image are less prominent in this image than in Figures 3 and 4, which may have caused the classification error.

The best Top-1 validation accuracy for sheep sorrel classification (95.25%) was achieved by Darknet Reference at 1024 × 576 and 864 × 480 and by MobileNetV2 at 864 × 480 (Table 6). Darknet-Reference was the most consistent on the validation dataset, producing an F₁-score of 0.95 at all resolutions. The lowest Top-1 score and F₁-score were produced by EfficientNet-B0 at 1024 × 576 resolution. False negative misclassifications may have been the result of images where sheep sorrel did not contrast as prominently from the wild blueberry branches (Figure 6). Another observation is that EfficientNet-B0 consistently performed better on the testing dataset than the validation dataset by an average of 10.34 percentage points. Darknet Reference and MobileNetV2 performed worse on the testing dataset by 1.78 and 2.94 percentage points, respectively.
Table 6. Classification results for images with or without sheep sorrel.

| Network           | Resolution | Validation | Testing |
|-------------------|------------|------------|---------|
|                   |            | Precision  | Recall  | F1-Score | Top-1 (%) | Top-1 (%) |
| Darknet Reference | 1280 × 736 | 0.96       | 0.93    | 0.95     | 94.75     | 94.14     |
|                   | 1024 × 576 | 0.93       | 0.98    | 0.95     | 95.25     | 92.42     |
|                   | 960 × 544  | 0.93       | 0.97    | 0.95     | 95.00     | 92.42     |
|                   | 864 × 480  | 0.94       | 0.96    | 0.95     | 95.25     | 94.14     |
| EfficientNet-B0   | 1280 × 736 | 0.97       | 0.87    | 0.92     | 92.13     | 96.57     |
|                   | 1024 × 576 | 0.98       | 0.74    | 0.84     | 86.25     | 98.00     |
|                   | 960 × 544  | 0.97       | 0.76    | 0.85     | 87.38     | 96.57     |
|                   | 864 × 480  | 0.97       | 0.63    | 0.76     | 80.88     | 96.86     |
| MobileNetV2       | 1280 × 736 | 1.00       | 0.75    | 0.86     | 87.63     | 82.29     |
|                   | 1024 × 576 | 0.98       | 0.86    | 0.91     | 92.13     | 89.71     |
|                   | 960 × 544  | 0.96       | 0.91    | 0.94     | 93.88     | 92.71     |
|                   | 864 × 480  | 0.97       | 0.93    | 0.95     | 95.25     | 92.43     |

Figure 6. An image from spring 2019 with sheep sorrel that was misclassified as “not sheep sorrel” by Darknet Reference at 1280 × 736 resolution. Many of the sheep sorrel leaves in this image contain red hues, resulting in less contrast from the wild blueberry branches than the sheep sorrel leaves in Figure 3.

3.3. Effect of Training Dataset Size on Detection Accuracy

The CNNs were retrained for hair fescue identification with progressively smaller datasets and their F1-scores were compared to understand the minimum requirements for training dataset size (Figure 7). For object-detection networks, the F1-score for detecting at least one weed per image at a threshold of 0.15 was used. All networks except Darknet Reference consistently produced F1-scores above 0.90 for all training dataset sizes from 472 to 3780 images. F1-scores for Darknet Reference varied from 0.92 to 0.77.
4. Discussion

4.1. Accuracy of Object-Detection Networks

The recall values produced by object-detection networks for hair fescue detection ranged from 0.34 to 0.36 (Table 1), indicating that many instances of hair fescue were not detected. This was lower than in other agricultural applications, including [36], which saw recall values ranging from 0.59 to 0.99 for detection of vegetation in vegetable rows. This may be a result of the light-coloured soil in the images used by [36] creating a larger contrast between the targets and the background compared to the images used in this study. Preprocessing the images to accentuate green hues in the weeds may improve the results; however, it may also reduce processing speed. Higher resolutions were particularly important for YOLOv3 and YOLOv3-Tiny-PRN, which saw improvements in $F_1$-score by 0.07 and 0.09, respectively, when the resolution was increased from $864 \times 480$ to $1280 \times 736$. Resolution was less important for YOLOv3-Tiny in this test, with the $F_1$-score changing by a maximum of 0.02. Given that a machine vision system on a smart sprayer would require one or more detections in an image to trigger a spray event, the current level of detection accuracy may be acceptable. Alternatively, the detection threshold could be lowered to decrease the overall number of true and false positive detections, thereby increasing the recall at the expense of precision.

For sheep sorrel detection, the recall values ranged from 0.04 to 0.37 (Table 2). YOLOv3-Tiny-PRN produced particularly low results, with a peak recall of 0.13, indicating that it was not effective for detecting sheep sorrel. Higher processing resolutions were also important.
in this test, with the $F_1$-scores produced by YOLOv3, YOLOv3-Tiny and YOLOv3-Tiny-PRN improving by 0.17, 0.11 and 0.14, respectively. The labelling strategy may have affected the sheep sorrel detection accuracy. The training bounding boxes were drawn to encompass each entire sheep sorrel plant, but this resulted in background pixels encompassing more than 50% of the bounding box area in some cases. Additionally, the network may be drawing a box around a group of sheep sorrel leaves that is inconsistent with the box drawn in the labelling software. If the IoU between the ground-truth and detected boxes is less than 50%, the result would be considered a false negative and a false positive instead of a true positive. Labelling each individual leaf instead of each plant may improve the results. Alternatively, semantic image segmentation methods like the one used by [58] could be effective as well. However, only one instance of sheep sorrel needs to be detected per image to trigger a spray application, so the current CNN may be viable for this application.

For detection of at least one hair fescue plant per image, all three object-detection networks produced an $F_1$-score of at least 0.90 at every resolution (Table 3). For sheep sorrel, the minimum $F_1$-score was 0.87 with YOLOv3 and YOLOv3-Tiny, and 0.68 for YOLOv3-Tiny-PRN (Table 4). Changing the resolution resulted in the $F_1$-score for hair fescue detection changing by a maximum of 0.03, indicating that most images had at least one hair fescue tuft that was detectable at the lowest resolution. Similar results are seen with YOLOv3 and YOLOv3-Tiny for detection of at least one sheep sorrel plant, with the $F_1$-scores changing with resolution by a maximum of 0.04 and 0.02, respectively. YOLOv3-Tiny-PRN was more sensitive to changes in resolution, with the $F_1$-score changing by 0.14 between 1280 $\times$ 736 and 864 $\times$ 480 resolution at the 0.25 threshold. Given the consistently high $F_1$-scores across all four resolutions for both weeds, YOLOv3 and YOLOv3-Tiny are more ideal CNNs for this task than YOLOv3-Tiny-PRN for detecting individual weed instances. The $F_1$-scores produced by YOLOv3-Tiny-PRN improved when the condition for a true positive was changed to detecting at least one weed in an image. Considering the much lower accuracy for detecting sheep sorrel than hair fescue, and the difference in results when the true-positive benchmark was changed, the lower results may be an extension of the IoU problem seen in the sheep sorrel dataset. Further experiments with the IoU threshold reduced from 50% to greater than 0%, as was done by Sharpe et al. [36], may help confirm this.

Considering the effect that resolution had on detection results, future work should involve testing the CNNs at different height and resolution combinations. Although images were captured at a variety of heights to train robust models, a limitation of this study was that the effectiveness of the CNNs at different image heights was not tracked. Due to the variable topography of wild blueberry fields, capturing images at various heights was a necessary design choice for future implementation on a smart sprayer. Future testing should be done to determine the required resolution at each height to adequately capture the visual features of the weeds for CNN processing.

**4.2. Processing Speed Considerations for Sprayer Implementation**

Inference speed is also an important consideration for using CNNs to control spray applications. YOLOv3, YOLOv3-Tiny, YOLOv3-Tiny-PRN process 416 $\times$ 416 images at 46, 330 and 400 FPS respectively, using a GTX 1080 Ti GPU [55]. Sprayers used in the wild blueberry industry typically range up to 36.6 m in width, meaning that multiple cameras will be required to automate spray applications. The prototype research sprayer developed by [17] used nine cameras for capturing images along the spray boom. Assuming the single-image inference time scales proportionally with the number of cameras and one camera is required per nozzle, using YOLOv3 at 416 $\times$ 416 resolution would result in an inference speed of 5.11 FPS per camera in a 9-camera system. The higher resolution images used in fescue and sheep sorrel detection will also take longer to process. Additional testing will be required to confirm, but a framerate of 5.11 FPS on a GTX 1080 Ti GPU is not ideal for scaling to real-time spray applications. Using this GPU in a sprayer would be inconvenient because it is only available for desktop computers and has a 600 W system power require-
ment. Mobile processing hardware will take longer to process images, so using YOLOv3 for real-time spray may not be feasible. YOLOv3-Tiny and YOLOv3-Tiny-PRN process images 7.2 [49] and 8.7 [45] times faster respectively than YOLOv3 [44]. Considering their superior processing speed, YOLOv3-Tiny and YOLOv3-Tiny-PRN are more feasible options than YOLOv3 for real-time spray applications.

4.3. Accuracy of Image-Classification Networks

All three image-classification networks produced $F_1$-scores of 0.96 at 1280 $\times$ 736 resolution on the hair fescue validation dataset (Table 5), indicating they are all effective for classifying images containing hair fescue. Precision decreased with resolution for all three networks, indicating that lower resolutions yield more false positive hair fescue classifications than false negatives. Decreasing the resolution resulting in the reduction of the $F_1$-scores for Darknet Reference, EfficientNet-B0 and MobileNetV2 by 0.04, 0.08 and 0.01, respectively. Given the high accuracy of these networks at lower resolutions, future work should involve further reducing the resolution to determine the minimum image size for accurate classification.

An interesting observation is that the validation Top-1 scores of MobileNetV2 on the sheep sorrel dataset increased as the resolution was decreased. Decreasing the resolution results in the finer details of the sheep sorrel plants being removed, indicating that MobileNetV2 may be classifying the images on the colour and round overall shape. The results show that this works well when the network must choose between two very different classes but MobileNetV2 may struggle if it must differentiate between sheep sorrel and another weed with similar features. Like with hair fescue, the accuracy of the CNNs at lower resolutions indicates that further testing should involve a determination of the minimum image size for accurate classification. Additionally, multiclass CNNs should be trained and tested to determine if they can distinguish between sheep sorrel and other similarly shaped weeds.

4.4. Identification Accuracy with Different Training Dataset Sizes

Interestingly, Darknet Reference was consistently on the worst performing networks in this test, despite being one of the best when trained with 7200 images. The results from the other networks indicate that datasets of approximately 500 images can be used to train all tested CNNs except Darknet Reference for hair fescue detection in wild blueberry fields. The number of images needed to effectively train these CNNs is much lower than the 1472 [31] to 40,800 [35] images used in other agricultural applications of CNNs. This test should be performed with other datasets to confirm whether this is always the case for other weeds. If the results are consistent across other targets, this can greatly decrease the amount of time spent collecting images for training.

5. Conclusions

Deep learning convolutional neural networks provide an opportunity to improve agricultural practices in the wild blueberry industry. Limitations with previous machine vision systems for real-time spraying were their inability to discriminate between weed species of the same colour or were not practical for scaling to other targets. The wild blueberry industry lacks a software tool which provides growers with information about weeds in their fields. Convolutional neural networks provide a promising solution to these problems, as they can successfully discriminate between different weeds and can be repurposed for other targets without manual feature extraction. The results of this study indicate that CNNs provide a high level of accuracy for weed identification in wild blueberry. This burgeoning technology should be developed into innovative solutions to improve wild blueberry field management practices. Processing images at a highest resolution, 1280 $\times$ 736, typically produced the highest level of accuracy. Furthermore, fewer training images may be required for training CNNs than have been used in similar studies. YOLOv3 produced comparable accuracy to YOLOv3-Tiny for detecting hair fescue and
sheep sorrel; however, the increased processing speed of YOLOv3-Tiny over YOLOv3 makes it more ideal for a real-time spraying application. YOLOv3-Tiny-PRN produced lower AP and F$_1$-scores than YOLOv3 and YOLOv3-Tiny for detection of these weeds, particularly for sheep sorrel, but showed greatly improved results for detecting at least one weed instance per image. Further testing should be done at lower IoU thresholds to determine how the labelling strategy may have affected per-weed detection accuracy with YOLOv3-Tiny-PRN. For detection of at least one target weed per image, all three networks produced F$_1$-scores of at least 0.95 for hair fescue at 1280 × 736 resolution after lowering the detection threshold from the default 0.25 to 0.15. The results of changing the threshold were variable for sheep sorrel detection, with only small changes in the F$_1$-score. Object-detection results for sheep sorrel may be improved by labelling each individual sheep sorrel leaf or by selection regions of weed cover using semantic segmentation methods. Among image-classification networks, Darknet Reference produced the best overall results with F$_1$-scores of 0.92 or greater at all resolutions for classification of both weeds when trained with 7200 images. MobileNetV2 and EfficientNet-B0 were more consistent than Darknet Reference with smaller dataset sizes, with F$_1$-scores above 0.92 with all training dataset sizes. Future work will involve testing the processing speed of all networks on a mobile GPU to determine if they can process images quickly enough for use in a real-time herbicide smart sprayer. The CNNs will also be tested on a moving sprayer, as the motion blur may limit their effectiveness. Using a CNN as part of a machine vision system in a smart sprayer could reduce herbicide use, resulting in major cost-savings for wild blueberry growers. Field scouting software relying on CNNs to detect weeds should also be developed to aid growers with management decisions. To maximize the impact of the smart sprayer and field scouting software, CNNs should be trained to detect other problematic weeds found in wild blueberry fields. Future target weeds should include bunchberry (Cornus canadensis L.), goldenrod (Solidago spp.), haircap moss (Polytrichum commune Hedw.) and hawkweed (Hieracium spp.).

**Future Work:** Additional CNNs will be trained at lower resolutions and for additional target weeds. The trained CNNs will be tested on a mobile GPU to compare their processing speed and one will be selected for use on a smart sprayer to selectively apply herbicides on wild blueberry fields. Additionally, the selected CNN will be used in an application accessible on smartphones to aid growers in field management decisions.
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