Simulating the time-evolution of a Hamiltonian is one of the most promising applications of quantum computers. Multi-Product Formulas (MPFs) are well suited to replace standard product formulas since they scale better with respect to time and approximation errors. Hamiltonian simulation with MPFs was first proposed in a fully quantum setting using a linear combination of unitaries. Here, we analyze and demonstrate a hybrid quantum-classical approach to MPFs that classically combines expectation values evaluated with a quantum computer. This has the same approximation bounds as the fully quantum MPFs, but, in contrast, requires no additional qubits, no controlled operations, and is not probabilistic. We show how to design MPFs that do not amplify the hardware and sampling errors, and demonstrate their performance. In particular, we illustrate the potential of our work by theoretically analyzing the benefits when applied to a classically intractable spin-boson model, and by computing the dynamics of the transverse field Ising model using a classical simulator as well as quantum hardware. We observe an error reduction of up to an order of magnitude when compared to a product formula approach by suppressing hardware noise with Pauli Twirling, pulse efficient transpilation, and a novel zero-noise extrapolation based on scaled cross-resonance pulses. The MPF methodology reduces the circuit depth and may therefore represent an important step towards quantum advantage for Hamiltonian simulation on noisy hardware.
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1 Introduction

A major goal of quantum mechanics is to accurately describe how a given quantum system evolves with time. This was the original incentive argued by Feynman in 1981 to develop quantum computers [37]. More specifically, Hamiltonian simulation seeks to implement the operator $e^{-iHt}$ as accurately as possible with an efficient quantum algorithm, which allows to study the time dynamics of a corresponding quantum system. Here, $H$ is a Hermitian operator and efficient means that the running time should be polynomial in the size of the corresponding system, i.e., polylog($N$) for a $N \times N$ Hamiltonian. For example, in the context of the spin-boson model this would enable the study of decoherence models at scale [60, 66].

Hamiltonian simulation can be done with system specific machines in which the hardware natively implements $H$, as exemplified by cold atoms [43], or with general purpose gate-based quantum computers. System specific machines allow large-scale simulation but only for the subset of Hamiltonians they natively support. Accurate Hamiltonian simulation on gate-based quantum computers is however challenging since $e^{-iHt}$ has to be implemented on hardware with a native gate set and limited connectivity [87].

Many quantum algorithms have been proposed to simulate Hamiltonians since Feynman’s talk [66]. The choice of the algorithm depends on the structure of the Hamiltonian [19, 20], e.g., whether it is sparse or dense, time-dependent [5, 8] or time-independent, and whether the time evolution is real or imaginary [35, 54].

Here, we focus on real-time simulations of a time-independent sparse Hamiltonian. Then, the two main approaches are variational quantum algorithms (VQA) [28, 61, 89, 91] and product formulas (PF) [2, 3, 7, 21, 24, 63]. VQAs do
not implement the operator $e^{-iHt}$ but instead create a parameterized variational ansatz $|\psi(\theta)\rangle$ which approximates the state $|\Phi(t)\rangle$ governed by the Schrödinger’s equation [61]. The quantum computer is then used to determine the coefficients in an equation of motion (EOM) that is classically integrated. The depth and structure of the circuit determine how well the variational approach can approximate the true state evolution. A priori, this is not clear, and we have to rely on error bounds that can be evaluated a posteriori to improve the circuit design [91]. Further, VQAs must compute the coefficients in the EOM to high accuracy. This requires a large number of circuit executions rendering the VQA approach in its current implementation unlikely to lead to a quantum advantage for time-dependent problems [66]. First steps towards overcoming this computational cost could include approximating the Quantum Fisher Information matrix using simultaneous perturbation stochastic approximation techniques [40]. In addition, the cost of estimating complex observables can be reduced with positive operator valued measures [38, 41] or classical shadows [44, 51]. In contrast, PFs are analytical techniques which perform well in practice and implement $e^{-iHt}$ as an operator by breaking the Hamiltonian into sub-Hamiltonians, each simulated as a circuit for a small time-step. The circuit depth grows polynomially with the inverse approximation error and the simulation time. Interestingly, the existing error bounds for PFs can be several orders of magnitude larger than measured errors, even for small systems [25, 26, 46, 59], which suggests that further investigation is needed.

A promising candidate to replace PFs are multi-product formulas (MPF) [10, 23], which can be seen as a form of Richardson extrapolation [13, 71, 74]. Here, we show how to use MPFs to mitigate algorithmic errors in PFs by classically combining expectation values instead of implementing a quantum Linear Combination of Unitaries (LCU) [23], which was the original quantum algorithm proposed in 2012. We run a PF several times on a gate-based quantum computer with a different number of Trotter steps to estimate the same expectation value. Then, we linearly combine these estimates on a classical computer into a better estimate of the expectation value, which would otherwise only be obtainable with a large number of Trotter steps, i.e., significantly deeper circuits.

Our work makes both an algorithmic and a hardware contribution to Hamiltonian simulation with MPFs. We now describe how we build on existing references. The idea to classically combine expectation values to mitigate algorithmic errors was first introduced in 2018 in Ref. [34] applied to Hamiltonian simulation. Next, Ref. [83] showed that such a classical combination reduces the resources needed to implement the HHL algorithm [47]. In particular, Ref. [34] noticed that Richardson extrapolation can mitigate both physical [61, 79] and algorithmic errors, and showed promise in numerical experiments performed with two and three extrapolation points. In 2019 Ref. [46] noticed that a non-careful choice of sequences of Trotter steps leads to exponentially small probabilities of success for MPFs implemented as an LCU. Our work generalizes the classical combination which Ref. [83] applied to tridiagonal Toeplitz symmetric matrices to arbitrary Hamiltonians. We further improve upon Ref. [83], which focused on the HHL algorithm and thus a Hamiltonian simulation embedded in the quantum phase estimation algorithm, by showing that the classical combination is applicable to observables arising in a general Hamiltonian simulation. We also solve the vanishing success probability issue raised by Ref. [46]. We also formalize the classical combination of expectation values for Hamiltonian simulation of Ref. [34], our contribution is an algorithm to create well-conditioned MPFs implemented as a classical combination of expectation values. Here, we explain how ill-conditioning, presented in Ref. [46], increases non-algorithmic errors when classically combining expectation values. The result of our work is a hardware-friendly MPF. Its circuit depth is quadratically lower than MPFs implemented as an LCU [46] since the individual product formulas in the MPF are independently run on the hardware. The ill-conditioning is avoided by a careful choice of Trotter exponents. We compare the different algorithms in Table 1.

Crucially, we implement for the first time Hamiltonian simulation by MPF on quantum hardware. We observe an algorithmic error reduction of up to an order of magnitude while suppressing hardware noise [57] with Pauli Twirling.
pulse efficient transpilation [32], and a novel zero-noise extrapolation (ZNE) [61, 79] based on scaled cross-resonance pulses [76]. This last method is similar to digital ZNE [31, 42, 49] but allows for a continuous range of stretch factors without the need for costly pulse-calibration. We illustrate our work by computing the dynamics in simulation and on quantum hardware of the transverse field Ising model; a model ubiquitous in condensed matter and statistical mechanics [72]. The Ising Hamiltonian is

\[ H = -J \sum_{(i,j)} Z_i Z_j - h \sum_i X_i, \]  

(1)

where \( J \) denotes the interaction strength between nearest neighboring spins \( (i,j) \), \( h \) the transverse magnetic field, and \( X \) and \( Z \) are Pauli operators. This model is often studied on both gate-based [17, 57] and analogue quantum simulations [6, 12, 90]. Additionally, we extend the scaling predictions made by Ref. [66] of the resources needed to simulate a classically intractable spin-boson model by a first-order PF and VQA. We show that in this setting our method requires exponentially less resources with respect to the system size than a first-order PF.

The main limitation of PF based approaches, including this work, is that the number of gates depends linearly on the number of terms \( L \) in the Hamiltonian, which can grow very large for chemistry applications [86]. Using randomization, the qDRIFT protocol [15] addresses this problem by trading accuracy for an \( L \)-independent algorithm. Hybrid approaches that interpolate between qDRIFT and PFs improve the asymptotic complexity with respect to both methods [45, 68]. However, they do not improve the scaling with respect to the simulation time nor the precision. Randomizing the implementation of the LCU has also been explored. For example, Ref. [36] shows a drastic reduction in circuit depth by implementing the LCU on average and increasing the number of circuits. However, this method still requires two controlled PFs per circuit. Alternatively, Ref. [85] presents a randomized phase estimation algorithm based partially on the LCU approach and has an \( L \)-independent complexity. Although only one ancilla is required and most of the complexity is handled by the sampling, the circuits still require \( O(\epsilon^{-2}) \) controlled Pauli rotations, where \( \epsilon \) is the desired precision. The MPF approach we present here is suitable for simulating general dynamics, in contrast to Ref. [85], and for applications that require higher precision, since we achieve more accurate results by increasing the number of shallow circuits we run.

This paper is structured as follows. In Sec. 2 we review the theory of PFs and then show how to implement well-conditioned MPFs by classically combining the outcome of multiple PFs. Further, in Sec. 3 we update the resource estimate for spin-boson models in Ref. [66] with our MPF approach to illustrate that we can achieve the same approximation accuracy as a first-order PF using shallower circuits. In Sec. 4, we discuss error mitigation strategies for quantum hardware and then illustrate our MPF method on fixed-frequency superconducting transmon qubits by simulating an Ising model. We conclude our work in Sec. 5 and provide suggestions for further research.

### 2 Multi-product formulas

Product formulas are used to build a unitary matrix approximating \( e^{-iHt} \) by (i) writing \( H \) as \( \sum_j H_j \) (e.g. where each \( H_j \) is a 1-sparse matrix [3, 24]) such that (ii) each \( e^{-iH_jt} \) has an efficient quantum circuit representation, and finally (iii), if the matrices \( H_j \) do not commute with each other, use an approximation. The first-order PF—also known as the Lie-Trotter formula—is

\[ S_1(t) := \prod_{j=1}^{J} e^{-iH_jt} \]  

(2)

and has a quadratic error term in \( t \), i.e. \( S_1(t) = e^{-iHt} + O(t^2) \). Higher order PFs converge faster and are defined recursively as follows.

**Definition 2.1** (Lie-Trotter-Suzuki, [78]). Let \( H \in \mathbb{C}^{N \times N} \) be a Hermitian matrix with \( H = \sum_{j=1}^{J} H_j \), and \( \chi \in \mathbb{N} \). Then, the \( 2\chi \)-order symmetric formula approximating \( e^{-iHt} \) is recursively defined by

\[ S_2(t) := \prod_{j=1}^{J} e^{-iH_jt/2} \prod_{j=J}^{J} e^{-iH_jt/2}, \]

\[ S_{2\chi}(t) := S_{2\chi-2}(s_{\chi} t)^2 S_{2\chi-2}[(1 - 4s_{\chi}) t] S_{2\chi-2}(s_{\chi} t)^2, \]  

(3)

where \( s_p = \left( 4 - 4^{1/(2p-1)} \right)^{-1} \) for \( p \in \mathbb{N} \).
the hardware due to the limited connectivity and the many controlled gates. such as proposed in Refs. [23, 34], where no particular sequences were specified. The constant factor of the circuit and exemplifies a generic ill-conditioned sequence that may arise from a non-careful choice of Trotter exponents, that the simulation time satisfies

\[ l \in \mathcal{O}(k) \]

\[ \| \bar{a} \|_1 \]

Table 1: Second-order PF compared to different MPFs. The last row corresponds to the algorithm presented in this paper. \( l \) denotes the number of extrapolation points, \( k_1 < \ldots < k_l \) to the Trotter exponents, and \( \epsilon' \) to the non-algorithmic errors such as physical or sampling noise. We assume that the MPFs are built from \( S_2 \), that \( l \leq 15 \), and that the simulation time satisfies \( t \leq 1 \). The harmonic Trotter sequence corresponds to \( [k_1, k_1 + 1, \ldots, k_1 + l - 1] \) and exemplifies a generic ill-conditioned sequence that may arise from a non-careful choice of Trotter exponents, such as proposed in Refs. [23, 34], where no particular sequences were specified. The constant factor of the circuit depth scaling inside the \( \mathcal{O}(\cdot) \)-notation for LCU implementations can be very large once the circuit is transpiled to the hardware due to the limited connectivity and the many controlled gates.

| Algorithm (LCU) | Trotter seq. | #circuits | Max. circ. depth | Success prob. | Approx. error | \( \| \bar{a} \|_1 \) |
|----------------|-------------|-----------|-----------------|---------------|--------------|----------------|
| quantum well-conditioned [46] | harmonic [23] | \( [k] \) | \( \mathcal{O}(k) \) | 1 | \( \mathcal{O}(\frac{1}{\kappa^2} + \epsilon') \) | N/A |
| classical well-conditioned (our work) | harmonic [34] | \( l \) | \( \mathcal{O}(l) \) | 1 | \( \mathcal{O}(\frac{1}{\kappa^2} + \| \bar{a} \|_1 \epsilon') \) | \( \mathcal{O}(l \log(l)) \) |

When the duration \( t \) of the time evolution is long we approximate \( e^{-itH} \) by splitting \( t \) into \( k \) equal Trotter steps of length \( t/k \) and apply a product formula \( S_\chi \) in each interval such that

\[ S_\chi^k \left( \frac{t}{k} \right) = \left[ S_\chi \left( \frac{t}{k} \right) \right]^k = e^{-itH} + \mathcal{O} \left( \left( \frac{t}{k} \right)^\chi \right). \]  

(4)

The last equality follows from the triangle inequality. As the order \( \chi \) of the PF increases the number of Trotter steps \( k \) required to reach a target error decreases. However, the depth of the quantum circuit scales exponentially with \( \chi \) [23, 78]. Therefore, choosing the optimal formula for a given problem is a non-trivial task further complicated by the lack of tight analytical bounds [25]. Moreover, even if one could find the PF that minimizes the resources needed for a given Hamiltonian, it would still require deep circuits, rendering the PF approach very challenging to implement on noisy quantum hardware.

Multi-product formulas, which can be seen as a form of Richardson extrapolation, are a promising candidate to replace product formulas [10, 23]. MPFs only require a sum of polynomially many unitary operations to achieve the same accuracy as PFs with exponentially many unitaries would. They achieve this by linearly combining PFs of the same order \( \chi \) but varying Trotter exponents \( k \) to cancel lower order error terms.

**Definition 2.2** (Multi-product formula). For \( l \in \mathbb{N} \), we define the Trotter exponents as \( \tilde{k} = (k_1, \ldots, k_l) \) where the \( k_i \)'s are distinct natural numbers, and the extrapolation weights as \( \bar{a} = (a_1, \ldots, a_l) \) with \( a_i \in \mathbb{R} \). Then, the multi-product formula \( M_{l,\chi}(t) \) is

\[ M_{l,\chi}(t) = \sum_{j=1}^{l} a_j S_\chi^j \left( \frac{t}{k_j} \right), \]  

(5)

where \( \chi, S_\chi \) are as in Def. 2.1. To cancel the first \( l - 1 \) error terms, the extrapolation weights must satisfy

\[ \sum_{j=1}^{l} a_j = 1, \quad \text{and} \quad \sum_{j=1}^{l-1} a_j/k_j^\eta = 0, \]  

(6)

where \( \eta = \chi + 2n \) for symmetric product formulas and \( \eta = \chi + n \) otherwise, for \( n = 0, \ldots, l - 2 \). For more details, see Appendix A.

### 2.1 Circuit implementation

Ref. [23] introduced MPFs as a quantum algorithm to approximate Hamiltonian simulation. The linear combination in Eq. (5) is translated to a quantum circuit by the Linear Combination of Unitaries (LCU) method, illustrated in Fig. 1. Asymptotically, this method with \( k_j = j \), i.e. the minimal sequence with \( l \) different natural numbers, implements \( \mathcal{O}(l^2) \) Trotter steps and approximates the Hamiltonian better than PFs with as many Trotter steps. More precisely, MPFs require exponentially fewer Trotter steps [27] to...
achieve the same accuracy. However, the LCU implementation is probabilistic with a success probability that decreases exponentially as $e^{-\Omega(t)}$. Furthermore, even the shallowest circuits are too deep to implement on noisy hardware since the LCU method sums Trotter steps of varying order as controlled unitaries, requiring additional qubits and controlled operations. For example, simulating a five linearly connected spin Ising model with an MPF with $\vec{k} = [k_1, k_2, k_3]$ implemented by an LCU requires $108(k_1+k_2)+40k_3+4$ CNOT gates, see Appendix B.

While Eq. (5) is a linear combination of operators, in practice we measure operator expectation values after a quantum circuit. Crucially, as we show here and illustrate in Fig. 1, the linear combination in MPFs can thus be done classically. This allows to parallelize the circuits implementing the PF for different Trotter steps, resulting in shallow circuits with $O(\ell)$ Trotter steps, which is better for noisy hardware. We therefore implement each $S_{\chi}^{k_j}$ in Eq. (5) as an independent quantum circuit. As shown in Appendix C we can substitute the $S_{\chi}$’s in Eq. (5) by their expectation values. More precisely, computing an expectation value $E$ after approximately simulating $e^{-iHt}$ with the PF $S_{2\chi}^{k_j}(t/k_j)$ yields an approximation $E_j$ of the expectation value $E$ for each Trotter exponent $k_j$ with an approximation error related to $\chi$ and $k_j$ by Eq. (4). Finally, combining the $E_j$’s as

$$\sum_{j=1}^{l} a_j E_j = E + O\left(\frac{2(\chi+1)+1}{k_1^{\chi+1}}\right),$$

leads to an ill-conditioned MPF, i.e. $\|\vec{a}\|_{1} = e^{\Omega(t)}$ where $\|\vec{a}\|_{1} = \sum_{j=1}^{l} |a_j|$. When implemented as a quantum circuit as an LCU this ill-conditioning translates into an exponentially small success probability scaling as $\mathcal{O}(\|\vec{a}\|_{1}^{-2})$. Since our approach is not probabilistic, i.e., we classically compute the linear combination in Eq. (7) rather than implementing $\tilde{M}_l \chi$ as an LCU, the condition number $\|\vec{a}\|_{1}$ amplifies any error that is not the Trotter error by a factor of $\|\vec{a}\|_{1}$. More precisely, suppose that in Eq. (7) we calculated the expectation values $E_j$ with a quantum computer and we have several error sources. If $\varepsilon(k_j)$ denotes the algorithmic error of the Trotter exponent $k_j$ and other sources arising from, e.g., sampling or physical noise are labelled $\varepsilon'$, then

$$E_j = E + \varepsilon(k_j) + \varepsilon'.$$

Now, the result of the MPF is

$$\sum_{j=1}^{l} a_j (E + \varepsilon(k_j) + \varepsilon')$$

$$= E + O\left(\frac{2(l+\chi)+1}{k_1^{2(l+\chi)}}\right) + \mathcal{O}(\|\vec{a}\|_{1}\varepsilon').$$

Eq. (10) shows that if $\|\vec{a}\|_{1}$ is large, then $\varepsilon'$ can be amplified as and as a result, the sum in Eq. (9) can be a worse approximation to $E$ than the $E_j$’s. Appendix D shows a toy example illustrating the
asymptotic behaviour, where $\varepsilon'$ is the sampling noise of a Bernoulli variable. Here, the increase in non-algorithmic errors results in an increase in the sampling overhead.

Ref. [46] provides choices of $\tilde{k}$ for which $\|\tilde{a}\|_1$ remains “small” to avoid exponentially low success probabilities, i.e., ill-conditioned MPFs. The authors minimize either $\|\tilde{a}\|_1|\tilde{k}|_1$ or $\|\tilde{a}\|_1$ and provide the corresponding values for $\chi = 2$ and 4. Their method requires $O(l^2 \log l)$ Trotter steps to implement the LCU instead of $O(l^3)$ for $k_j = j$. By contrast, our classical combination of expectation values needs only $O(l \log l)$ Trotter steps for the longest circuit. Importantly, the condition number decreases exponentially from $\|\tilde{a}\|_1 = e^{O(l)}$ to $\|\tilde{a}\|_1 = O(\log l)$. Furthermore, Tab. I in Ref. [46] shows that for an MPF based on $S_2$ and a practical value of $l \leq 15$, the condition number $\|\tilde{a}\|_1 < 1.7$ and is therefore negligible. To avoid increasing non-algorithmic errors, see Eq. (10), we chose the Trotter exponents by minimizing $\|\tilde{a}\|_1$ under the constraints in Eq. (6) for a given possible range of the $k_j$’s. The algorithm is described in Appendix E.

We illustrate how to choose the Trotter exponents with the Ising model for five linearly connected spins, see Eq. (1), with $H_1 = -J \sum_{i=0}^{3} Z_i Z_{i+1}$ and $H_2 = -h \sum_{j=0}^{4} X_j$. Therefore, $e^{-iH_1t}$ and $e^{-iH_2t}$ are implemented with layers of two-qubit $R_{ZZ}$ and single-qubit $R_X$ rotations, respectively. As benchmark we compute the exact local magnetization $\langle Z_0 \rangle^*$ for $h = 1$, $J = 0.5$ and $t = 0.5$ by numerically exponentiating $H_1 + H_2$. Next, we compute the local magnetization $\langle Z_0(k_j) \rangle$ with a first-order PF and $k_j$ Trotter steps. We calculate the relative error $|\langle Z_0(k_j) \rangle - \langle Z_0 \rangle^*|/|\langle Z_0 \rangle^*|$ which we fit to $k_j^{-1}$, see the blue dots and dashed line in Fig. 2. The condition number of an MPF based on $S_1$ grows faster than for $S_2$, see Appendix D. Therefore, we empirically set the threshold defining a well-conditioned MPF to $\|\tilde{a}\|_1 \leq 3$ instead of 1.7. Thus, we compute well- and ill-conditioned MPFs, with $\|\tilde{a}\|_1 \leq 3$ and $\|\tilde{a}\|_1 > 3$, respectively, with different Trotter exponents by classically combining the expectation values $\langle Z_0(k_j) \rangle$. The values of $\tilde{a}$ are given in Appendix E. In the absence of non-algorithmic errors, i.e., $\varepsilon' = 0$, all MPFs reduce the error compared to the benchmark, see triangles in Fig. 2. Next, we artificially add a fixed perturbation $\varepsilon' = 10^{-3}$ following $\langle Z_0(k_j) \rangle \rightarrow \langle Z_0(k_j) \rangle + \text{sign}(a_j)\varepsilon'$ before performing the linear combination. The well-conditioned MPFs still reduce the error compared to ill-conditioned sequences which are worse than the benchmark, see stars in Fig. 2. For example, the noisy $S_1$-based MPF [2, 4] whose deepest circuit requires $k_3 = 4$ Trotter steps has a lower error than the PF with $k = 8$ Trotter steps. This is a factor of two reduction in circuit depth.

3 Spin-boson model

The spin-boson model [60] is a model of quantum dissipation. It gives insights into the transition between coherent and incoherent behaviour as well as a phase transition suppressing quantum tunneling. Its dynamics can be simulated with analogue simulators [33, 52] or gate-based quantum computers [66]. In Ref. [66] the authors compare the performance of VQAs based on McLachlan’s variational principle [65] against a first-order PF to simulate the dynamics of the spin-boson model. The authors made scaling predictions for a classically intractable system for
both, VQA and first-order PFs. They conclude that VQA in its current form is unlikely to lead to a quantum advantage due to the large number of circuit executions, although it is assumed to have shallower circuits than first-order PFs. Furthermore, they show that first-order PFs that achieve the desired accuracy lead to very deep circuits, which might render them infeasible as well. We now extend their results by adding second-order PFs and MPFs to the comparison, showing a significant circuit depth reduction.

More precisely, the spin-boson Hamiltonian

$$H = \sum_{k=1}^{M} \omega_k a_k^\dagger a_k + \frac{\omega_s}{2} Z + \Delta X + \sum_{k=1}^{M} g_k X \left( a_k^\dagger + a_k \right)$$  \hspace{1cm} (11)

describes a two-level system, such as an atom, coupled to a bath of $M$ bosons [30, 39]. Here, the bosonic operators $a_k^\dagger$ ($a_k$) create (annihilate) harmonic basis states with eigenfrequencies $\omega_k$. The Pauli matrices $X, Z$ act on the state of the spin with eigenfrequency $\omega_s$ and tunneling rate $\Delta$. The coupling strength between the spin and the $k$th bosonic mode is $g_k$. As in Ref. [66] we consider the resonant case $\omega_k = \omega, \ y_k \equiv g$ and ultra-strong coupling, i.e. $g/\omega = 0.5$ with $\omega_s = -1$ and $\Delta = 0$. We consider different spin-boson models in which the $M$ bosonic modes are truncated at different occupation numbers $n_{\text{max}}$.

As in Ref. [66], we are interested in $t = 10$. Since we suspected that the algorithm would also work for sequences with $t/k_1 > 1$, we first computed several sequences of Trotter exponents with $l = 2, 3$ and $4$. These sequences and their corresponding extrapolation weights satisfied $\| \tilde{a} \|_1 \leq 2$ to ensure that errors arising from noise or sampling are amplified by at most a factor of 2. Next, we computed the approximation error $\varepsilon$ for each MPF and selected the one which required less resources to achieve the target accuracy $\varepsilon_t$. We observed that this method works well in practice even when $t/k_1 > 1$, confirming that the analytical error bounds on PFs are not tight. Furthermore, we found that the second-order PF always requires shallower circuits than the PFs $S_4$ and $S_6$ when used in an MPF. We also found that the PF $S_2$ alone always requires shallower circuits than $S_1$. For small spin-boson systems we see a reduction of up to a factor of eight in circuit depth, see Appendix F.

We derive the scaling of the MPF approach taking into account the dependence of the error on the number of qubits $N_q$ and the number of different Trotter exponents $l$. First, the circuit depth of the spin-boson model grows linearly with $N_q$ [66]. Next, as a worst case estimate we set $\alpha = t$ such that $t/k_j \leq 1$ for $j = 1, \ldots, l$ so that we can bound the error in the MPF by

$$O \left( \frac{\log^2(N_q/\varepsilon_t)}{\log^2 \log(N_q/\varepsilon_t)} \right)$$  \hspace{1cm} (12)

Trotter steps instead of the $O(\sqrt{t^2 N_q^2/\varepsilon_t})$ required by $S_2$. A more careful choice of Trotter exponents and $\alpha$ may allow better error bounds. Although the sampling overhead of $\varepsilon_t^{-2}$, not shown in Eq. (12), cannot be avoided in either approach, the depth of the MPF circuits grows logarithmically instead of polynomially in $\varepsilon_t^{-1}$. Our method is advantageous for large systems as it reduces the linear dependency of errors on $N_q$ to a logarithmic one. Ref. [66] concluded that first-order Trotter formulas are a better approach than VQA to simulate spin-boson models of intractable system sizes. However, $S_1$ exhibits a scaling linear in $N_q$, making such a simulation challenging to implement on noisy hardware. MPFs implemented as a linear combination of expectation values are therefore promising to simulate classically intractable quantum systems.

4 Ising model computation on hardware

Quantum computing hardware has increased in scale and quality [53]. However, gate errors on cross-resonance based hardware are non-negligible. For example, a typical CNOT gate on IBM Quantum hardware has an average error ranging from 0.5% to 1%. This makes it challenging to implement MPFs on noisy quantum hardware as hardware-related errors $\varepsilon'$ must be kept comparable to or smaller than the total Trotter error which is close to 10%, see Eq. (10) and Fig. 2. We can however suppress hardware errors in the measured observables with noise mitigation methods which we describe in Sec. 4.1 – 4.3 in the same order as we apply them as Qiskit transpiler passes [70]. Hardware results are in Sec. 4.4. They show a factor of six reduction in
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RZX(±θc) gates as discussed in Ref. [32, 76], 
see Fig. 3(e). Finally, we calculate the effective 
stretch factor c of each circuit as the fraction be-
tween the duration of the stretched circuit and 
the duration of the original circuit, both without 
measurements. The smallest possible stretch fac-
tor cmin we can implement, indicated in Fig. 4(b), 
occurs when the flat-top w of the CR pulses van-
ishes, see Fig. 3(e). By scaling only the RZX 
gates rather than each gate in the circuit, it is 
possible to use a wider range of stretch factors 
for the same T1 times of the hardware. Each ob-
servable we measure is then extrapolated to the 
zero-noise limit with an exponential fit ae−bc + d 
where c is the stretch factor and a, b, and d are fit 
parameters, see Fig. 4(b). We compare our ZNE 
method to the Mitiq package in Appendix I.

4.4 Results

We compute the dynamics of the Ising model with 
five linearly connected spins and J = 0.5, h = 1, 
and an evolution time of t = 0.5. To select 
five good qubits on ibmq_montreal we perform quantum process tomography [9, 67] of scaled-
CR RZX(θc)RZX(−θc) gates and retain the five linearly connected qubits 13, 14, 16, 19, and 20 as 
their gate fidelity decay visually resembles their 
T1 decay, see Appendix J. We calculate the global 
magnetization ⟨Z⟩ by measuring the local magni-
etization ⟨Z⟩ of each qubit and take the average 
⟨Z⟩ = 1 5 13 i=1 Z, see Fig. 4(a). As benchmark 
we compute the first-order Trotter formula 
S1 with exponents k j ∈ {1, ..., 10} on a noise-
less state-vector simulator and compare it to the
different stretch-factors these eight circuits is executed 20 times with different Trotter exponents. For every Trotter step we create eight different PT circuits by dressing the pulse-schedule of ten Trotter steps does not exceed the shortest $T_1$ time. For every $\theta_c$ each of the eight circuits is evaluated with $10^5/8$ shots to keep the physical and sampling noise below $e' = 10^{-2}$. This process is repeated ten times to gather statistics. Therefore, a zero-noise extrapolated global magnetization $\langle Z(k_j) \rangle$, indicated as green stars in Fig. 4(b) and (c), is computed with a total of $10 \times 20 \times 10^5 = 2 \cdot 10^7$ shots. Before computing each $\langle Z(k_j) \rangle$ we calibrate the $R_{ZZ}$ gates using the procedure in Appendix H. All the measured expectation values are corrected for readout errors with a tensor product of individual qubit calibration matrices $[11, 57]$. The noise mitigation significantly increases the accuracy in the measured $\langle Z(k_j) \rangle$, see Fig. 4(b). For up to four Trotter steps the measured $\langle Z(k_j) \rangle$ agree well with the noiseless benchmark. At Trotter steps $k_j > 4$ the $\langle Z(k_j) \rangle$ have a lower error than the exact analytical value of $e^{-iHt}$, see Eq. (2) and the blue dots in Fig. 4(c). Next, we compute $S_1$ on ibmq_montreal with the error mitigation strategies described in Sec. 4.1-4.3. The properties of ibmq_montreal are shown in Appendix J. We also ran the corresponding circuits with and without dynamical decoupling but did not see a meaningful effect. We elaborate on this in Appendix G. For each Trotter step we create eight random PT circuits by dressing the $R_{ZZ}$ gates with gates uniformly drawn from $G_{ZZ}$. Each of these eight circuits is executed 20 times with different stretch-factors $\theta_c$ linearly spaced in the interval $[\theta_c^{\text{min}}, \theta_c^{\text{max}}]$. Here, $\theta_c^{\text{max}}$ is chosen such that the pulse-schedule of ten Trotter steps does not exceed the shortest $T_1$ time. For every $\theta_c$ each of the eight circuits is evaluated with $10^5/8$ shots to keep the physical and sampling noise below $e' = 10^{-2}$. This process is repeated ten times to gather statistics. Therefore, a zero-noise extrapolated global magnetization $\langle Z(k_j) \rangle$, indicated as green stars in Fig. 4(b) and (c), is computed with a total of $10 \times 20 \times 10^5 = 2 \cdot 10^7$ shots. Before computing each $\langle Z(k_j) \rangle$ we calibrate the $R_{ZZ}$ gates using the procedure in Appendix H. All the measured expectation values are corrected for readout errors with a tensor product of individual qubit calibration matrices $[11, 57]$. The noise mitigation significantly increases the accuracy in the measured $\langle Z(k_j) \rangle$, see Fig. 4(b). For up to four Trotter steps the measured $\langle Z(k_j) \rangle$ agree well with the noiseless benchmark. At Trotter steps $k_j > 4$ the $\langle Z(k_j) \rangle$ have a lower error than predicted by the noiseless benchmark which is a coincidence.

We build the MPF estimation of the zero-noise extrapolated values of $\langle Z \rangle$ using Eq. (7). We select the Trotter exponents $k_j$ to combine and the corresponding weights $a_j$ following the optimization algorithm described in Appendix E, which also contains the values of $\bar{k}$ and $\bar{a}$, with the threshold $\|\bar{a}\|_1 \leq 3$. Crucially, we observe that the MPF significantly reduces the error. For example, the combinations $[1, 2]$, $[1, 3]$, and $[2, 4]$ all have the same accuracy as a first-order formula with 24 Trotter steps, see green crosses in Fig. 4(c). This is a reduction in circuit depth by a factor of twelve to six over the product formula.

5 Conclusion

We present a hybrid quantum-classical approach to MPFs that requires neither additional qubits nor controlled operations as do previous approaches based on an LCU $[23, 46]$. Our method approximates a Hamiltonian evolution with the same accuracy as PFs or MPFs implemented with an LCU but with significantly shallower circuits by implementing each unitary in the LCU as a standalone circuit. Therefore, even though the total number of matrix exponentials in both approaches is the same, the reduction in gate count for the deepest circuit can be substantial as illustrated by the $l = 3$ example for which our approach has 22 times less two qubit gates than an LCU implementation when $\bar{k} = [1, 2, 7]$. Re-
Our approach has shallower circuits than MPFs based on an LCU for \( t \leq 1 \). Future work may investigate whether there is a regime for large values of \( t \) in which the LCU circuits are shallower than the classical combination of expectation values we propose. For example, since an MPF implemented as an LCU is one quantum circuit, it may be possible to repeat \( t/\Delta t \) times the circuit for a time \( \Delta t \). This may use less Trotter steps than a classical combination of expectation values. In addition, tighter bounds could be derived, since as mentioned in Sec. 3, our experiments showed that the scheme still works even when \( t/k_1 > 1 \). Regarding ZNE as presented in Sec. 4.3: a deeper study of the optimal number of stretch factors is warranted. Furthermore, we empirically found that inserting the gate sequence \( R_{ZX}(-\theta_c)R_{ZX}(\theta_c) \) after the gates in the first layer of \( R_{ZZ} \) gates allowed us to mitigate errors. However, the choices of the sequence and where to insert them are not unique. While we tried several possibilities, a more rigorous study is left as further work. We obtained our ZNE expectation values with an exponential fit using the effective stretch factors as the independent variable. These choices could be either studied empirically in more detail or backed up with theory.

We conjecture that our scheme is optimal when used with \( S_2 \), where optimal means requiring the shallowest circuits to achieve a given approximation error. In summary, the linear combinations of expectation values makes it possible to use the MPF approach on noisy hardware. This allows us to reduce circuit depth by orders of magnitude which we believe is crucial to reach a quantum advantage for Hamiltonian simulation on noisy quantum hardware.
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error cancellations in multi-product formulas

We illustrate how errors in multi-product formulas cancel with the first-order formula. The example is easily adapted to the $2\chi$-order. We write $S^{cb}(t/k_j)$ as a power series in terms of the er-
\[ S^{k_j}_1 \left( \frac{t}{k_j} \right) = e^{-iHt} + \sum_{n=1}^{\infty} A_n t^{n+1}/k_j^n. \]  

(13)

Here, the \( A_n \) are matrices that depend only on commutators of the \( H_j \). In particular, they are independent of the time \( t \) and the Trotter exponents \( k_j \). Therefore, the lower-order error terms can be cancelled out by a careful choice of extrapolation weights \( a_j \) that are independent of the Hamiltonian. The \( A_n \) are thus irrelevant in subsequent calculations. For the MPF \( M_{l,1}(t) \) to approximate \( e^{-iHt} \) without bias, the extrapolation weights must satisfy \( \sum_{j=1}^{l} a_j = 1 \). Furthermore, to cancel the first \( l - 1 \) error terms in \( S_l \) we impose the constraint \( \sum_{j=1}^{l} a_j/k_j^{l+n} = 0 \) for \( n = 0, \ldots, l - 2 \). Therefore, the resulting error is given by

\[
M_{l,1}(t) = \sum_{j=1}^{l} a_j S^{k_j}_1 \left( \frac{t}{k_j} \right) \\
= \sum_{j=1}^{l} a_j \left( e^{-iHt} + \sum_{n=1}^{l-1} A_n t^{n+1}/k_j^n + \sum_{n=l}^{\infty} A_n t^{n+1}/k_j^n \right) \\
= e^{-iHt} + O \left( \frac{t^{l+1}}{k_1^{l+1}} \right). \tag{14}
\]

B Comparison with LCU

Here, we compare the circuit depth of MPFs implemented by classically combining expectation values to MPFs implemented as LCUs with \( l = 3 \) extrapolation points as example. The LCU method implements an operation proportional to the linear combination \( \kappa U + V \) for some unitary gates \( U, V \) and \( \kappa \geq 0 \). A linear combination of three unitaries is implemented recursively as \( \alpha_1 (\alpha_2 U_1 + U_2) + U_3 \). Similarly, we can implement an operation proportional to \( \sum_{j=1}^{3} a_j S^{k_j}_1 (t/k_j) \) by choosing the appropriate coefficients \( \alpha_1, \alpha_2 \geq 0 \), shown in Fig. 5. We count the number of CNOT gates for the Ising model described in Sec. 4.4 required by each approach. The first-order Trotter formula implementing a five qubit Ising model requires four \( R_{ZZ} \) gates and five \( R_X \) gates. Thus, the deepest circuit of a classical combination will contain \( 4k_3 \) \( R_{ZZ} \) gates. The number of different gates required by an LCU implementation is given in Table 2. The table also shows the number of CNOT gates required to implement each gate, as transpiled by Qiskit into the native gate set. The LCU approach would therefore require \( 4(k_1 + k_2) \cdot (20 + 7) + 4k_3 \cdot (8 + 2) + 2 \cdot 2 = 108(k_1 + k_2) + 40k_3 + 4 \) CNOTs and two additional qubits. By contrast, our approach only requires \( 4k_3 \) CNOTs. For \( l = 3 \), this is thus a reduction of the number of CNOT gates by a factor of \( [108(k_1 + k_2) + 40k_3 + 4]/4k_3 \). With, e.g., \( k = [1, 2, 7] \) this corresponds to 22\% less CNOT gates than an LCU implementation.

| Gate  | CNOTs LCU | Class. |
|-------|-----------|--------|
| \( R_{ZZ} \) | 1 | 0 | 4k_3 |
| 1-controlled \( R_{ZZ} \) | 8 | 4k_3 | 0 |
| 1-controlled single-qubit \( U \) | 2 | 4k_3 + 2 | 0 |
| 2-controlled \( R_{ZZ} \) | 20 | 4(k_1 + k_2) | 0 |
| 2-controlled \( R_X \) | 7 | 4(k_1 + k_2) | 0 |

C Extrapolation properties

A crucial step in our scheme is to compute expectation values with the \( S^{k_j}_1 \)s in Eq. (5) instead of \( M_{l,\chi} \), since it allows us to directly compute the extrapolated observable from the measured expectation values without measuring cross-terms in the MPF. Here, cross-terms correspond to \( \langle \psi | S^{k_j}_X O S^{k_j}_X | \psi \rangle \) for \( k_j \neq k_1 \) when computing the expectation of an observable \( O \) with Eq. (5). The proof included below for completeness follows similar arguments as those from Refs. [34, 83].

Let \( S^{k_j}_X = U + E_j \), where \( U = e^{-iHt} \) is the matrix exponential we want to approximate via

**Figure 5**: Circuit implementing an MPF with \( l = 3 \) as an LCU. For a five spin Ising model the LCU method therefore requires seven qubits for \( l = 3 \). Here, each first-order PF \( S^{k_j}_1 \) requires \( 4k_j \) \( R_{ZZ} \) gates.
a PF and $E_j = \sum_i \alpha_k \frac{\eta^{n+1}_k}{k^l_j}$ is the error incurred in the approximation, where $\alpha_k$ denotes matrix commutators. Let $O$ denote the observable of interest and $a_1, \ldots, a_l$ the extrapolation weights that satisfy Eq. (6). We will prove that if

$$\sum_{j=1}^l a_j S_X^{k_j} = \sum_{j=1}^l a_j U + \sum_{j=1}^l a_j \sum_i \alpha_n \frac{\eta^{n+1}_i}{k^l_j} = U + \mathcal{O}(k_1^{-n}),$$

(15)

where $\eta_{l-1} < n \in \mathbb{Z}$, then

$$\sum_{j=1}^l a_j \langle \psi \rvert \left( S_X^{k_j} \right)^\dagger OS_X^{k_j} \rvert \psi \rangle = \langle \psi \rvert U^\dagger OU \rvert \psi \rangle + \mathcal{O}(k_1^{-n}).$$

(16)

Eq. (16) shows that by ignoring cross-terms we still obtain an approximation with an $\mathcal{O}(k_1^{-n})$ error.

With $S_X = U + E_j$ the expectation value $\langle O \rangle = \langle \psi \rvert \left( S_X^{k_j} \right)^\dagger OS_X^{k_j} \rvert \psi \rangle$ is

$$\langle O \rangle = \langle \psi \rvert U^\dagger OU \rvert \psi \rangle + \langle \psi \rvert U^\dagger OE_j \rvert \psi \rangle + \langle \psi \rvert E_j^\dagger OU \rvert \psi \rangle + \langle \psi \rvert E_j^\dagger OE_j \rvert \psi \rangle.$$

(17)

Next, the first order in $E_j$ error terms is

$$\epsilon = \sum_{j=1}^l a_j \langle \psi \rvert U^\dagger OE_j \rvert \psi \rangle$$

$$= \sum_{j=1}^l a_j \sum_i \langle \psi \rvert U^\dagger O \alpha_n \frac{\eta^{n+1}_i}{k^l_j} \rvert \psi \rangle$$

$$= \sum_i \langle \psi \rvert U^\dagger O \alpha_n \eta^{n+1}_i \rvert \psi \rangle \sum_{j=1}^l \frac{a_j}{k^l_j}$$

$$= \mathcal{O}(k_1^{-n}),$$

(18)

where the last equality comes from combining Eq. (6), i.e. the first $l - 1$ error terms cancel out, and Eq. (15), i.e. $\alpha_n \frac{\eta^{n+1}_i}{k^l_j} = \mathcal{O}(k_1^{-n})$. A similar result can be shown for $\langle \psi \rvert E_j^\dagger OU \rvert \psi \rangle$ and $\langle \psi \rvert E_j^\dagger OE_j \rvert \psi \rangle$. Thus, Eq. (16) holds and extrapolation can be applied directly to the measured observables.

## D Sampling noise of a Bernoulli variable

We illustrate the asymptotic behaviour of the error term $\mathcal{O}(\||\bar{a}\||_1 \varepsilon')$ from Eq. (9) restated below

$$\sum_{j=1}^l a_j \left( E_j + \varepsilon(k_j) + \varepsilon' \right) = E + \mathcal{O} \left( \frac{\sqrt{l} \varepsilon'}{k_1^{(l+1)}} \right) + \mathcal{O}(||\bar{a}||_1 \varepsilon').$$

We consider as example the task of sampling a Bernoulli discrete random variable $X$ and computing the probability $p$ that $X = 1$ by taking $M$ samples. We thus have $E_j = E = \mathbb{E}[X]$ and $\varepsilon(k_j) = 0$ for all $j$. The number of samples allows us to control the sampling noise as $\varepsilon'(M) = 1/\sqrt{M}$ on average. We use the extrapolation weights $\bar{a}$ of an ill-conditioned MPF built from the PF $S_2$ and by taking $k_j = j$ as the sequence of Trotter exponents. Indeed, this setting uniquely defines the sequence $\bar{a}$ by Eq. (6) whose 1-norm scales exponentially with the number of extrapolation points $l$, i.e., $||\bar{a}||_1 \in e^\Omega(l)$ [46], see Fig. 6(a). We expect the sampling error to behave as

$$\sum_{j=1}^l a_j \left( E + \frac{1}{\sqrt{M}} \right) = E + \mathcal{O} \left( \frac{\|\bar{a}\|_1}{\sqrt{M}} \right),$$

(19)

i.e. ill-conditioned sequences have an error that grows exponentially with $l$. Adding extrapolation points therefore increases the error, see Fig. 6(b). Here, each line corresponds to a different $l$ and we estimate $E_j(M) \coloneqq E_j + \varepsilon'(M)$ for $j = 1, \ldots, l$ by sampling $M$ times from $X$. Thus, each point in the plot corresponds to the value

$$E_j(M) \coloneqq \sum_{j=1}^l a_j E_j(M).$$

(20)

This example illustrates how a non-careful choice of Trotter exponents exponentially increases the sampling error of a quantum algorithm. Note that the example above can be seen as a weighted average of $l$ times $M$ samples with weights $\bar{a}$. A simple average is recovered with $a_j = l^{-1}$.

## E Optimal Trotter exponents

We obtain sequences of Trotter exponents by solving an optimization problem in Python that
minimizes $\|a\|_1$. We set Eq. (6) as the constraints for the optimization problem. Then, from all the possible sequences of Trotter exponents we accept those for which the condition number returned by the optimization algorithm is below a set threshold. All the results presented here satisfy $\|a\|_1 \leq 3$. The Trotter exponents and extrapolation weights used in the Ising simulation experiments are given in Table 3. They were obtained with DOCPLEX [80] using the code shown below.

```python
from docplex.mp.model import Model

num_rows = npts - 1
h = np.ones((num_rows, npts))

h[0, :] = [1/f/f for f in factors]
for i in range(1, num_rows):
    h[i, :] = h[0, :]**(i+1)

# create empty model
mdl = Model()

# create decision variables
a = mdl.continuous_var_list([f'a{i}' for i in range(npts)], lb=-np.inf, )

# 1st order
h = np.ones((num_rows, npts))

# 2nd order
h[0, :] = [1/ f/f for f in factors]

# 3rd order
h[0, :] = [1/ f/f for f in factors]

# create decision variables
b = mdl.continuous_var_list([f'b{i}' for i in range(npts)], lb=-np.inf, )

# for each i: sum_j a_i * h_ij = 0
for i in range(num_rows):
    mdl.add_constraint(mdl.sum(a) == 1)
    row_sum = mdl.sum(h[i, :])

# x[i] >= a[i] and x[i] >= -a[i]
for i in range(num_points):
    mdl.add_constraint(x[i] >= a[i])
    mdl.add_constraint(x[i] >= -a[i])

# sum(a) == 1
mdl.add_constraint(mdl.sum(a) == 1)

# for each i: sum_j a_i * h_ij = 0
for i in range(num_rows):
    row = a[i]*h[i, :]
    row_sum = mdl.sum(row)
    mdl.add_constraint(row_sum == 0)
```

### F Quantum circuit scaling of the spin-boson model

Mapping the spin-boson Hamiltonian to a qubit-lattice shows that the approximation error of PFs grows linearly with the number of qubits $N_q$ as $O\left(\frac{N_q^{l^2}}{k_j}\right)$ [18, 22, 66]. Now, we calculate for the spin-boson model the scaling of the deepest circuit needed by an MPF that classically combines expectation values. We start from the Taylor expansion of a symmetric PF

$$S_{2X}^{k_j} \left( \frac{t}{k_j} \right) = e^{-iHt} + \sum_{n=0}^{\infty} A_{2n} t^{2n+1}/k_j^{2n},$$

where the $A_{2n}$ are matrices that depend on the commutators of the $H_j$ [27, 46]. Using this notation we bound the MPF error by $O\left(\frac{\|A_{2n}\| t^{2n+1}}{(2n+1)!} \right)$ [46, 83]. Ref. [22] shows that $\|A_{2n}\| \leq N_q$ by the triangle inequality and by grouping the Hamiltonian terms $H_j$ in an even-odd pattern. We therefore update the MPF error...
We define well-conditioned MPFs those that satisfy $\|\vec{a}\|_1 \leq 3$.

| Trotter exponents $k$ | Extrapolation weights $\vec{a}$ | $\|\vec{a}\|_1$ |
|------------------------|----------------------------------|----------------|
| $[1,2]$                | $[-1.0, 2.0]$                    | 3              |
| $[1,3]$                | $[-0.5, 1.5]$                    | 2              |
| $[2,4]$                | $[-1.0, 2.0]$                    | 3              |
| $[2,5]$                | $[2/3, 5/3]$                     | 2.33           |
| $[1,2,6]$              | $[0.2, -1, 1.8]$                 | 3              |
| $[1,2,7]$              | $[1/6, -4/5, 49/30]$             | 2.6            |

### Ill-conditioned MPF

| $[6,7]$                | $[-6, 7]$                        | 13             |
| $[3,4,5,6,7]$          | $[27/8, -128/3, 375/4, -216, 2401/24]$ | 518.33        |
| $[1,2,3,4,5,6,7]$      | $[1/720, -8/15, 243/16, -1024/9, 15625/48, -3888/10, 117669/720]$ | 1007.22       |

Table 4: Total number of repetitions of the different circuits in the deepest Trotter circuit needed to simulate spin-boson systems of different sizes $(M, n^{\text{max}})$ to achieve the target accuracy $\varepsilon_t \in \{10^{-2}, 10^{-3}, 10^{-4}\}$. Here, $M$ is the number of bosons and $n^{\text{max}}$ is the maximum occupation number in each bosonic mode. We refer to Ref. [66] for details on the quantum implementation. However, compared to Ref. [66] we count the number of different circuits $e^{-iH_{1t}t}e^{-iH_{2t}t}$ instead of the number of first-order Trotter layers. For example, if $H = H_1 + H_2$, we count $e^{-iH_{1t}t}e^{-iH_{2t}t}$ as two repetitions while Miessen et al. count it as one. The number in parenthesis in the $S_2$ and $S_4$ columns represent $l$ in the MPF, i.e. in column 4, row 7, (13) means that an MPF with $S_2$ requires two circuits with the deepest circuit repeating $e^{-iH_{1t}}$ 13 times to achieve an error below $10^{-2}$. The values for $S_1$ and VQA are taken from Ref. [66].

### Table 5: Total number of repetitions of the different circuits in the deepest Trotter circuit needed to simulate spin-boson systems of different sizes $(M, n^{\text{max}})$ to achieve the target accuracy $\varepsilon_t \in \{10^{-2}, 10^{-3}, 10^{-4}\}$. The setting is the same as in Table 4 but here we compare only different PFs.

| $N_q$ | $(M, n^{\text{max}})$ | $\varepsilon_t = 10^{-2}$ | $\varepsilon_t = 10^{-3}$ | $\varepsilon_t = 10^{-4}$ | VQA |
|-------|-----------------------|-----------------------------|-----------------------------|-----------------------------|-----|
| 3     | (1,1)                 | 48                          | 31                          | 170                         | 552 | 43 | 81 | 2 |
| 4     | (1,2)                 | 69                          | 61                          | 240                         | 777 | 45 | 121 | 3 |
| 5     | (1,3)                 | 69                          | 61                          | 219                         | 690 | 113 | 101 | 6 |
|       | (2,1)                 | 54                          | 51                          | 196                         | 646 | 57 | 81 | 3 |
| 7     | (2,2)                 | 102                         | 102                         | 333                         | 1068 | 89 | 201 | 9 |
|       | (3,1)                 | 64                          | 51                          | 228                         | 750 | 21 | 181 | 6 |
| 11    | (2,4)                 | 117                         | 101                         | 372                         | 1167 | 145 | 401 | 12 |
|       | (5,1)                 | 96                          | 71                          | 314                         | 1008 | 135 | 211 | 10 |

The bound to $O(N_q/(2l + 1)!)$ for which we also assumed $t \leq 1$. Thus, for a target error tolerance $\varepsilon_t$
the asymptotic scaling of \( l \) satisfies the inequality

\[
\frac{N_q}{(2l + 1)!} < \varepsilon_t. \tag{22}
\]

For simplicity, we write \( y := N_q/\varepsilon_t \) and \( x := (2l + 1) \) such that Eq. (22) reads \( x! > y \). By Stirling’s approximation, i.e. \( x! \sim \sqrt{2\pi x}(x/e)^x \), the inequality \( x! > y \) holds if we set \( y = (x/e)^x \). Rearranging this equation yields

\[
\frac{1}{x} y^\frac{1}{x} = e^{-1}, \tag{23}
\]

which has the solution

\[
2l + 1 = x = \frac{\log(y)}{W\left(\frac{\log(y)}{e}\right)}, \tag{24}
\]

where \( W(\cdot) \) denotes the Lambert function \([29]\).

For \( z > e \) it holds that \( \ln z - \ln \ln z < W(z) < \ln z \) \([50]\). We can thus substitute \( W(e^{-1}\ln y) \) by \( \ln(e^{-1}\ln y) - \ln(e^{-1}\ln y) = O(\ln \ln y) \) to find that the number of extrapolation points \( l \) scales as

\[
O\left(\frac{\log(N_q/\varepsilon_t)}{\log \log(N_q/\varepsilon_t)}\right). \tag{25}
\]

Equation (25) holds for \( t \leq 1 \). For an arbitrary time, similarly to the main text, we rescale \( \tilde{k} \) by \( \alpha = t \) to ensure that \( t/k_j \leq 1 \). Furthermore, for \( t < 1 \) the number of Trotter steps of the deepest circuit \( k_1 \) is bounded by \( t^2 \) for the sequences in Ref. \([46]\) which becomes \( k_1 \leq \alpha t^2 \) when we rescale \( \tilde{k} \) to accommodate for \( t > 1 \). We thus conclude that \( k_1 \) scales as

\[
O\left(\frac{t^2 \log(N_q/\varepsilon_t)}{\log^2(N_q/\varepsilon_t)}\right) \tag{26}
\]

as presented in the main text. We further emphasize that Eq. (26) is a worst case upper bound which may yet be improved, for instance, by better choices of \( \alpha \).

G Dynamical Decoupling

Dynamical decoupling (DD) applies carefully chosen gate sequences on idle qubits to suppress, e.g., decoherence \([69]\) and cross-talk \([82]\). These sequences are chosen to cancel system-environment interactions to a given order in time-dependent perturbation theory \([62, 69]\). Since, in practice, the duration of the two-qubit cross-resonance gates on IBM hardware varies across qubit pairs and because the circuit structure has layers of one- and two-qubit gates there are often periods where some qubits idle and therefore suffer decoherence and energy relaxation. The simplest DD sequence replaces sufficiently long idle periods of length \( \tau \) with the gate sequence \( \tau' \frac{\pi}{2} X - \frac{\tau'}{2} X - \frac{\tau'}{2} \), as done in Ref. \([17, 53]\). Here, the idle time \( \tau' \) is the idle time without DD less the duration of the \( X \) gate. We did not see a significant impact of DD on the hardware results and therefore we did not use it. We conjecture this is because single-qubit gates have a \(-4 \times 10^{-4}\) error and that the idle times are small. Indeed, the duration of the average delay which can accommodate the DD sequence in the circuit without the added ZNE gates is 252 ns. Under a \( T_1 \) time of 125\( \mu \)s, the average \( T_1 \) across ibmq_montreal, this delay can be seen as an error of \( 1 - e^{-0.292/125} \approx 2 \times 10^{-3} \), i.e. comparable to twice the single-qubit gate error. If the idle times in the circuit were longer we believe that it would have been advantageous to use DD.

H Calibration of \( R_{ZX} \) pulses

Computing the dynamics of a quantum system with a Trotter expansion requires many high accuracy small rotations. To avoid decoherence the \( R_{ZX} \) gates are built from scaled cross-resonance gates following the linear methodology in Ref. \([32, 76]\). Scaling calibrated CNOT gates to implement \( R_{ZX}(\theta) \) with small values of \( \theta \), i.e. up to \( \sim 50 \) mrad, results in Gaussian cross-resonance pulses without a flat-top and a \( \theta \)-dependent amplitude. Since the rotation angle \( \theta \) implemented by the cross-resonance drive depends non-linearly on the pulse amplitude \([4, 32, 64]\), we mitigate rotation errors with a fine amplitude calibration experiment \([81]\). Here, the gate sequence \( [R_{ZX}(\theta)]^n \ket{00} \) is repeated for a variable \( n \) and a desired \( \theta \) after which the target qubit is measured and both qubits are reset, see Fig. 7(a). The underlying pulse sequences, implemented by linearly scaling the cross-resonance amplitude, creates an effective rotation \( [R_{ZX}(d\theta + \theta)]^n \) in the measured population, see Fig. 7(b) which we fit to the function

\[
y(n) = \frac{A}{2} e^{-n/\tau} \cos(2\pi n[d\theta + \theta] + \pi) + B. \tag{27}
\]
We chose the maximum $n$ as $3/\theta$ to have approximately three full oscillations. The small rotation angles we are dealing with thus require pulse sequences with a duration which can exceed the $T_1$ times of the qubits. To produce good fits, as measured by $\chi^2$, we add the damping factor $e^{-n/\tau}$ in Eq. (27). We run the fine amplitude calibration for all qubit pairs and 20 values of $\theta$ linearly spaced between 0 and the largest $\theta$ for which the scaled CR gates have no flat-top. The measured $d\theta$ yields a correction factor $\theta/(d\theta + \theta)$ that we multiply with the amplitude of the scaled CR gates, see Fig. 8. We observe that this amplitude calibration improves the value of the measured expectation values, see Fig. 9.

![Figure 7: Fine amplitude calibration of a $R_{ZX}$ gate with a small rotation angle. (a) Pulse schedule of a single $R_{ZX}$ gate. (b) Gate sequence designed to amplify rotation errors. (c) Population of the target qubit as a function of the number of gates fit to a damped sinusoidal oscillation.](image)

Figure 7: Fine amplitude calibration of a $R_{ZX}$ gate with a small rotation angle. (a) Pulse schedule of a single $R_{ZX}$ gate. (b) Gate sequence designed to amplify rotation errors. (c) Population of the target qubit as a function of the number of gates fit to a damped sinusoidal oscillation.

1 Comparison with Mitiq

Ref. [17] simulates an Ising model using a similar approach to error mitigation, that is, Pauli Twirling, a pulse efficient transpilation of the $R_{ZZ}$ gates and dynamical decoupling. By contrast, we do not apply dynamical decoupling and implement ZNE by linearly scaling cross-resonance pulses. Ref. [17] uses the Mitiq package [58] to implement random gate folding, i.e. repeating random layers of $R_{ZZ}$ gates. Here, we use the example described in Sec. 4.4 as a benchmark to compare both approaches in Fig. 10. We observe that ZNE implemented by folding gates improves the data with respect to the unmitigated results in some cases. Instead, implementing ZNE by scaling CR pulses improves the results in almost all cases.

![Figure 8: Small $R_{ZX}$ rotation angle amplitude correction factors $\theta/(d\theta + \theta)$ obtained with fine amplitude calibrations on ibmq_montreal on May 19th 2022.](image)

![Figure 9: Comparison of the local ZNE magnetization $\langle Z_i \rangle$ using amplitude calibrated (blue markers) versus uncalibrated (red markers) $R_{ZX}$ gates. That data is for the five-spin Ising model described in Sec. 4.4 simulated on ibmq_montreal. Pannels (a) and (b) correspond to qubit 16 and 19, respectively. Each point is the average of ten different runs and the error bars show twice the standard deviation.](image)
is not provided by the backends as they are main source of noise. The fidelity of these gates comprise mostly rates in the readout, single- and two-qubit gates.

In particular, choosing good results. Here qubits refers to low error and define as good qubit pairs those for which the gate fidelity decay resembles the $T_1$ decay. We chose to work with qubits \{13, 14, 16, 19, 20\}.

Table 6: Properties of the qubits and gates used to simulate the Ising Hamiltonian as reported by \textit{ibmq\textunderscore montreal} on May 29th 2022. The $T_1$ and $T_2$ times are reported in $\mu$s. The CNOT error in each row is the error between the qubit of that row and the qubit of the next row.

| Qubit | $T_1$ | $T_2$ | $\sqrt{X}$ | CNOT | Measure |
|-------|-------|-------|------------|-------|---------|
| 13    | 118   | 122   | 0.018      | 0.57  | 0.74    |
| 14    | 133   | 256   | 0.019      | 0.79  | 1.09    |
| 16    | 82    | 22    | 0.052      | 1.68  | 1.83    |
| 19    | 160   | 167   | 0.023      | 0.86  | 1.21    |
| 20    | 85    | 133   | 0.035      | –     | 1.50    |
| average | 115.6 | 140   | 0.029      | 0.97  | 1.27    |

Figure 11: Layout of \textit{ibmq\textunderscore montreal}. We choose five qubits in a line such that the fidelity decay resembles the $T_1$ decay. We chose to work with qubits \{13, 14, 16, 19, 20\}.

J Hardware properties

Error mitigation techniques can significantly decrease the physical noise in the measured observables. However, their efficacy is limited and error rates are mostly hardware related. In particular, choosing good qubits is a simple but worthwhile strategy towards achieving accurate results. Here good qubits refers to low error rates in the readout, single- and two-qubit gates. Most of these values are provided by the IBM Quantum backends [1]. However, our circuits comprise mostly $R_{ZX}(\theta)$ gates, which are the main source of noise. The fidelity of these gates is not provided by the backends as they are built from scaled-CR gates [32]. Therefore, we perform quantum process tomography of scaled-CR $R_{ZX}(\theta)R_{ZX}(-\theta)$ gates using Qiskit Experiments [55] on \textit{ibmq\textunderscore montreal}, see Fig. 11.

For each qubit pair in the device we calculate the fidelity of the gate sequence for 20 values of $\theta \in (0.5, 20)$, shown as dots in Fig. 12, and plot it together with the $T_1$ decay of the two qubits, represented as solid lines. We then inspect the plots and define as good qubit pairs those for which the gate fidelity decay resembles the $T_1$ decay. Finally, we select 4 good pairs that form five linearly connected qubits, depicted in Fig. 11. The properties of \textit{ibmq\textunderscore montreal} are shown in Table 6.
Figure 12: Fidelity of $R_{ZX}(\theta)R_{ZX}(-\theta)$ on *ibmq_montreal* on May 29th 2022 for different rotation angles $\theta \in (0.5, 21)$. Each panel corresponds to a different qubit pair $(q_1, q_2)$. The dots represent the fidelity of the gates, while the solid lines the $T_1$ decay of the qubits. Here we chose to work with qubits \{13, 14, 16, 19, 20\} and the corresponding panels are highlighted in blue.