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Abstract—Dynamic Object-aware SLAM (DOS) exploits object-level information to enable robust motion estimation in dynamic environments. Existing methods mainly focus on identifying and excluding dynamic objects from the optimization. In this paper, we show that feature-based visual SLAM systems can also benefit from the presence of dynamic articulated objects by taking advantage of two observations: (1) The 3D structure of each rigid part of articulated object remains consistent over time; (2) The points on the same rigid part follow the same motion. In particular, we present AirDOS, a dynamic object-aware system that introduces rigidity and motion constraints to model articulated objects. By jointly optimizing the camera pose, object motion, and the object 3D structure, we can rectify the camera pose estimation, preventing tracking loss, and generate 4D spatio-temporal maps for both dynamic objects and static scenes. Experiments show that our algorithm improves the robustness of visual SLAM algorithms in challenging crowded urban environments. To the best of our knowledge, AirDOS is the first dynamic object-aware SLAM system demonstrating that camera pose estimation can be improved by incorporating dynamic articulated objects.

I. INTRODUCTION

Simultaneous localization and mapping (SLAM) is a fundamental research problem in many robotic applications. Despite its success in static environments, the performance degradation and lack of robustness in the dynamic world has become a major hurdle for its practical applications [1], [2]. To address the challenges of dynamic environments, most SLAM algorithms adopt an elimination strategy that treats moving objects as outliers and estimates the camera pose only based on the measurements of static landmarks [3], [4]. This strategy can handle environments with a small number of dynamics, but cannot address challenging cases, where dynamic objects cover a large field of view as in Fig. 1(a).

Some efforts have been made to include dynamic objects in the SLAM process. Very few methods try to estimate the pose of simple rigid objects [5], [6] or estimate their motion model [7], [8]. For example, CubeSLAM [6] introduces a simple 3D cuboid to model rigid objects. Dynamic SLAM [9] estimates 3D motions of dynamic objects. However, these methods can only cover special rigid objects, e.g., cubes [6] and quadrics [5] and do not show that camera pose estimation can be improved by the introduction of dynamic objects [7]– [9]. This introduces our main question:

Can we make use of moving objects in SLAM to improve camera pose estimation rather than filtering them out?

In this paper, we extend the simple rigid objects to general articulated objects, defined as objects composed of one or more rigid parts (links) connected by joints allowing rotational motion [10], e.g., vehicles and humans in Fig. 2, and utilize the properties of articulated objects to improve the camera pose estimation. Namely, we jointly optimize (1) the 3D structural information and (2) the motion of articulated objects. To this end, we introduce (1) a rigidity constraint, which assumes that the distance between any two points located on the same rigid part remains constant over time, and (2) a motion constraint, which assumes that feature points on the same rigid parts follow the same 3D motion. This allows us to build a 4D spatio-temporal map including both dynamic and static structures.

In summary, the main contributions of this paper are:

- A new pipeline, named AirDOS, is introduced for stereo SLAM to jointly optimize the camera poses, trajectories of dynamic objects, and the map of the environment.
- We introduce simple yet efficient rigidity and motion constraints for general dynamic articulated objects.
- We introduce a new benchmark TartanAir Shibuya, on which we demonstrate that, for the first time, dynamic articulated objects can benefit the camera pose estimation in visual SLAM.
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optimization. QuadricSLAM [5] utilize dual-quadratics as 3D object representation, to represent the orientation and scale of object landmarks. Yang and Scherer [6] propose a monocular object SLAM system named CubeSLAM for 3D cuboid object detection and multi-view object SLAM. As mentioned earlier, the above methods can only model simple rigid objects, e.g., cubes, while we target more general objects, i.e., articulated objects, which can cover common dynamic objects such as vehicles and humans.

III. METHODOLOGY

A. Background and Notation

Visual SLAM in static environments is often formulated as a factor graph optimization [26]. The objective (1) is to find the robot state \( x_k \in X, k \in [0,n_i] \) and the static landmarks \( p_i \in P_i, i \in [0,n_{p_i}] \) that best fit the observation of the landmarks \( z'_k \in Z \), where \( n_i \) denotes the total number of the robots’ state and \( n_{p_i} \) denotes the number of the static landmarks. This is often based on a reprojection error minimization \( e_{i,k} = \|h(x_k, p_i') - z'_k\|\) with:

\[
X^*, P^* = \arg\min_{X,P_i} \sum_{i,k} e_{i,k}^T \Omega_{i,k}^{-1} e_{i,k}
\]

where \( h(x_k, p_i) \) denotes the 3D points observation function and \( \Omega_{i,k} \) denotes the observation covariance matrix.
In dynamic SLAM, the reprojection error $e_p$ of dynamic feature points is also considered:

$$e_p = ||h(x_{k+1:p_{l}^{k}}) - i_{z_{l}^{k}}^{i}||,$$

where $i_{z_{l}^{k}}^{i} \in P_{d}$ are the dynamic points and $i_{z_{l}^{k}}^{i}$ are the corresponding observation of dynamic points.

### B. Rigidity Constraint

Let $s^{ij}$ be the segment length between two feature points $i_{l}^{i}$ and $i_{l}^{j}$, the rigidity constraint is that $s^{ij}$ is invariant over time, i.e., $s_{k}^{ij} = s_{k+1}^{ij}$, if $i_{l}^{i}$ and $i_{l}^{j}$ are on the same rigid part of an articulated object, as shown in Fig. 2. Inspired by this, we model the dynamic articulated object using a rigidity constraint, and thus we can define the rigidity error $e_r$ as

$$e_r = ||i_{l}^{i} - i_{l}^{j}|| - s^{ij},$$

Fig. 3(a) shows the factor graph of the rigidity constraint, where the length of segment $s_{ij}$ is invariant after the motion. The benefits to involving the rigidity error (3) are two-fold. First, it offers a temporal geometric constraint for dynamic points, which is able to correct the scale and 3D structure of dynamic objects. Second, it provides a geometric check, which eliminates the incorrectly matched points.

We model humans as a special articulated object shown in Fig. 3(b), where each human can be described by 14 key points, including nose, shoulders, elbows, hands, waists, knees, feet, etc. In the experiments, we detect the human key points using the off-the-shelf algorithm Alpha-Pose [27].

### C. Motion Constraint

We adopt the motion constraint from [7] which does not need a prior geometric model. For every feature point on the same rigid part of an articulated object $l$, we have

$$i_{l}^{p_{k+1}^{i}} = iT_i^{i}p_{k}^{i},$$

where $iT$ is a motion transform associated with the object $l$ and $\gamma$ indicates homogeneous coordinates. Therefore, we can define the loss function for motion constraint as:

$$e_m = ||i_{l}^{p_{k+1}^{i}} - iT_i^{i}p_{k}^{i}||.$$

The motion constraint simultaneously estimates the objects’ motion $iT$ and enforces each point $i_{l}^{p_{k}^{i}}$ to follow the same motion pattern [7]. This model motion $iT$ assumes that the object is rigid, thus, for articulated objects, we apply the motion constraint on each rigid part of articulated object. In Fig. 3(c) we show the factor graph of the motion constraint.

In highly dynamic environments, even if we filter out the moving objects, the tracking of static features is easily interrupted by the moving objects. By enforcing the motion constraints, dynamic objects will be able to contribute to the motion estimation of the camera pose. Therefore, when the static features are not reliable enough, moving objects can correct the camera pose estimation, preventing tracking loss.

### D. Bundle Adjustment

The bundle adjustment (BA) jointly optimizes the static points $i_{l}^{p}$, dynamic points $i_{l}^{p_{k}^{i}}$, segments $s^{ij}$, camera poses $x_{k}$ and dynamic object motions $iT$. This can be formulated as the factor graph optimization:

$$X^{*},P^{*},S^{*},T^{*} = \arg \min_{\{X,P,S,T\}} e_{r}^{T} \Omega_{r}^{-1} e_{r} + e_{m}^{T} \Omega_{m}^{-1} e_{m} + e_{p}^{T} \Omega_{p}^{-1} e_{p},$$

where $P$ is the union set of $P_{l}$ and $P_{d}$. This problem can be solved using the Levenberg-Marquardt algorithms.

### IV. System Overview

We propose the framework AirDOS in Fig. 4 for dynamic stereo visual SLAM, which consists of three modules, pre-processing, tracking, and back-end bundle adjustment.

In pre-processing and tracking modules, we first extract ORB features [28] and perform an instance-level segmentation [29] to identify potential moving objects. We then estimate the initial ego-motion by tracking the static features. For articulated objects like humans, we perform Alpha-Pose [27] to extract the human key points and calculate their 3D positions by triangulating the corresponding key points from stereo images. We then track the moving humans using the optical flow generated by PWC-net [30]. The tracking module provides a reliable initialization for the camera pose and also the object poses of dynamic objects.

In the back-end optimization, we construct a global map consisting of camera poses, static points, dynamic points, and the motion of objects. We perform local bundle adjustment with dynamic objects in the co-visibility graph [31] built.
from the co-visible landmarks for the sake of efficiency. Similar to the strategy of RANSAC, we eliminate the factors and edges which contribute a large error based on the rigidity constraint (3) and motion constraint (5). This process helps to identify the mismatched or falsely estimated human poses. Visual SLAM algorithms usually only perform bundle adjustment on selected key-frames due to the repeated static feature observations. However, in highly dynamic environments, like the ones presented in this paper, this might easily result in loss of dynamic object tracking, therefore we perform bundle adjustment on every frame to capture the full trajectory.

V. EXPERIMENTS

A. Metric, Baseline, and Implementation

We use the Absolute Translation Error (ATE) to evaluate our algorithm. Our method is compared against the state-of-the-art methods, ORB-SLAM [3] (1) with and (2) without the masking of potential dynamic objects, and RGB-D dynamic SLAM algorithm [20]. Similar to the setup described in Section IV, we modified the ORB-SLAM to perform BA on every frame with the observation from dynamic features, so as to capture the full trajectory of the moving objects. In the experiment, we applied the same parameters to AirDOS and ORB-SLAM, i.e., the number of feature points extracted per frame, the threshold for RANSAC, and the covariance of the reprojection error.

| Sequence | W/ Mask | W/O Mask |
|----------|---------|----------|
| Test 18  | 0.933   | 0.948    |
| Test 28  | 2.033   | 2.027    |
| Train 13 | 1.547   | 1.551    |
| Train 14 | 0.176   | 0.174    |
| Train 15 | 0.240   | 0.240    |
| Train 19 | 2.633   | 2.642    |

B. Performance on KITTI Tracking Dataset

The KITTI Tracking dataset [32] contains 50 sequences (29 for testing, 21 for training) with multiple moving objects. We select 6 sequences that contain moving pedestrians. For evaluation, we generate the ground truth using IMU and GPS. As shown in Table I, the ATEs of both our method and ORB-SLAM are small in all sequences, which means that both methods perform well in these sequences. The main reason is that the moving objects are relatively far and small, and there are plentiful static features in these sequences. Moreover, most sequences have a simple translational movement, which makes these cases very simple.

Although the camera trajectory is similar, our algorithm recovers a better human model as shown in Fig. 5. The ORB-SLAM generates noisy human poses when the human is far
away from the camera. That’s because the rigidity constraint helps to recover the structure of the moving articulated objects. Also, the motion constraint can improve the accuracy of the dynamic objects’ trajectory. Given the observation from the entire trajectory, our algorithm recovers the human pose and eliminates the mismatched dynamic feature points.

### C. Performance on TartanAir Shibuya Dataset

We notice that the moving objects in KITTI dataset only cover a small field of view. To address the challenges of the highly dynamic environment, we build the TartanAir Shibuya dataset as shown in Fig. 6, and demonstrate that our method outperforms the existing dynamic SLAM algorithms in this benchmark. Our previous work TartanAir [33] is a very challenging visual SLAM dataset consisting of binocular RGB-D sequences together with additional per-frame information such as camera poses, optical flow, and semantic annotations. In this paper, we use the same pipeline to generate TartanAir Shibuya, which is to simulate the world’s most busy road intersection at Shibuya Tokyo shown in Fig. 1. It covers much more challenging viewpoints and diverse motion patterns for articulated objects than TartanAir.

We separate the TartanAir Shibuya dataset into two groups: Standing Humans in Fig. 6(a) and Road Crossing in Fig. 6(b) with easy and difficult categories. Each sequence contains 100 frames and more than 30 tracked moving humans. In the sequences of Standing Human, most of the humans standstill, while few of them move around the space. In Road Crossing, there are multiple moving humans coming from different directions. For the difficult sequences, dynamic objects often enter the scene abruptly, in which the visual odometry of traditional methods will fail easily.

1) **Evaluation**: To test the robustness of our system when the visual odometry is interrupted by dynamic objects or in cases where the segmentation might fail due to indirect occlusions such as illumination changes, we evaluate the performance in two settings: with and without masking the dynamic features during ego-motion estimation.

As shown in the Table II, with human masks, our algorithm obtains a 39.5% and 15.2% improvements compared to ORB-SLAM [3] and VDO-SLAM [20] in the overall performance. In Sequence II, IV and V, both ORB-SLAM and our algorithm show a good performance, where all ATEs are lower than 0.04. We notice that the performance of VDO-SLAM is not as good as ORB-SLAM. This may be because that VDO-SLAM relies heavily on the optical flow for feature matching, it is likely to confuse background features with dynamic features.

Our algorithm also outperforms ORB-SLAM without masking the potential moving objects. As shown in the sequence I, III, V, and VI of Table II, our method obtains a higher accuracy than ORB-SLAM by 0.0717, 0.050, 0.721 and 0.306. Overall, we achieve an improvement of 18.1%. That’s because moving objects can easily lead the traditional visual odometry to fail, but we take the observations from moving articulated objects to rectify the camera poses, and filter out the mismatched dynamic features.

### Table II

| Datasets          | Sequence | W/ Mask | W/O Mask |
|-------------------|----------|---------|----------|
| Standing Human II  |          | 0.0606  | 0.0469   |
| Human             |          | 0.0060  | 0.01186  |
| Road Crossing     | III      | 0.0657  | 0.0278   |
| (Easy)            | IV       | 0.3813  | 0.1106   |
|                   | V        | 0.2175  | 0.0149   |
| Road Crossing     | VI       | 1.0984  | 4.3907   |
| (Hard)            | VII      | 3.6700  | 1.4632   |
| Overall           |          | 0.3044  | 1.0226   |

Results show Absolute Trajectory Error (ATE) in meter (m). ‘-’ means that SLAM failed in this sequence.

---

**Fig. 6.** (a) Example of the Tartan-Air datasets, where almost every one is standing. (b) Example of moving humans in road crossing.

**Fig. 7.** Qualitative analysis of the TartanAir sequence IV. The moving objects tracked by the ORB-SLAM is noisy, while our proposed method generate a smooth trajectory. We present that dynamic objects and the camera pose can benefits each other in visual SLAM.
Results show RPE-T and ATE in centimeter (cm) and RPE-R in degree (°).

It can be seen that in Fig. 7, ORB-SLAM was interrupted by the moving humans and failed when making a large rotation. By tracking moving humans, our method outperforms ORB-SLAM when making a turn. Also, a better camera pose estimation can in turn benefit the moving objects’ trajectory. As can be seen, the objects’ trajectories generated by ORB-SLAM are noisy and inconsistent, while ours are smoother. In general, the proposed motion constraint and rigidity constraint have a significant impact on the difficult sequences, where ORB-SLAM outputs inaccurate trajectories due to dynamic objects.

VI. ABLATION STUDY

We perform an ablation study to show the effects of the introduced rigidity and motion constraints. Specifically, we demonstrate that the motion constraint and rigidity constraint improve the camera pose estimation via bundle adjustment.

A. Implementation

We simulate dynamic articulated objects that follow a simple constant motion pattern, and initialize the robot’s state with Gaussian noise of \( \sigma = 0.05 \) m on translation and \( \sigma = 2.0^\circ \) on rotation. We also generate static features around the path of the robot, and simulate a sensor with a finite field of view. The measurement of point also has a noise of \( \sigma = 0.05 \) m. We generate 4 groups of sequences with different lengths and each group consists of 10 sequences that are initialized with the same number of static and dynamic features. We set the ratio of static to dynamic landmarks as 1:1.8.

B. Results

We evaluate the performance of (a) bundle adjustment with static features only, (b) bundle adjustment without motion constraint, (c) bundle adjustment without rigidity constraint, and (d) bundle adjustment with both the motion constraint and rigidity constraint. We use the Absolute Translation Error (ATE) and Relative Pose Error of Rotation (RPE-R) and Translation (RPE-T) as our evaluation metrics.

As shown in Table III, both motion and rigidity constraints are able to improve the camera pose estimation, while the best performance is obtained when the two constraints are applied together. An interesting phenomenon is that rigidity constraint can also benefit the objects’ trajectory estimation. In Groups I, we evaluate the estimation of dynamic points with setting (b), (c), and (d), with 100 repeated experiments. We find that the ATE of dynamic object feature points in setting (c) is 5.68 ± 0.30 lower than setting (b), while setting (d) is 5.71 ± 0.31 lower than (b). This is because the motion constraint assumes that every dynamic feature on the same object follows the same motion pattern, which requires the object to be rigid. From another point of view, the rigidity constraint provides a good initialization to the objects’ 3D structure, and so indirectly improves the estimation of the objects’ trajectory. In general, the ablation study proves that applying motion and rigidity constraints to dynamic articulated objects can benefit the camera pose estimation.

C. Computational Analysis

Finally, we evaluate the running time of the rigidity constraint and motion constraint in the optimization. The back-end optimization is implemented in C++ with a modified g2o [34] solver. With the same setup as section VI-A, we randomly initialize 10 different sequences with 18 frames. In each frame, we can observe 8 static landmarks, and 12 dynamic landmarks from one moving object. In Table IV, we show the (i) convergence time (ii) runtime per iteration of group I in the ablation study. Our method takes 53.54 (mSec) to converge, which is comparable to 39.22 (mSec) from the optimization with re-projection error only.

In this paper, semantic mask [29] and human poses [27] are pre-processed as an input to the system. The experiment are carried out on an Intel Core i7 with 16GB RAM.

| Groups | Before BA | BA w/ static point | BA w/o motion | BA w/o rigidity | BA in Equation (6) |
|--------|-----------|--------------------|---------------|----------------|-------------------|
| RPE-R  | 0.4898    | 0.0989             | 0.0988        | 0.0962         | 0.0958            |
| RPE-T  | 15.991    | 13.441             | 15.019        | 14.881         | 14.879            |
| ATE    | 0.6343    | 0.3148             | 0.1349        | 0.1282         | 0.1276            |
| RPE-R  | 17.728    | 3.7146             | 3.7176        | 3.4984         | 3.4824            |
| RPE-T  | 25.796    | 20.208             | 20.305        | 18.037         | 18.017            |
| ATE    | 1.0103    | 4.2522             | 4.2631        | 4.0387         | 4.0370            |
| RPE-R  | 21.070    | 17.085             | 16.985        | 16.921         | 16.914            |
| RPE-T  | 109.968   | 0.1389             | 0.1388        | 0.1226         | 0.1215            |
| ATE    | 138.373   | 3.5074             | 3.5069        | 3.2397         | 3.2227            |
| RPE-R  | 19.242    | 35.521             | 35.270        | 35.426         | 35.412            |
| RPE-T  | 168.312   | 0.1537             | 3.7565        | 3.5148         | 3.5085            |
| ATE    | 125.024   | 23.351             | 23.245        | 23.233         | 23.227            |

TABLE IV

| Time Analysis of Bundle Adjustment |
|-----------------------------------|
| Convergence Time (mSec) | Runtime/iter (mSec) |
| BA w/ reprojection error       | 39.22 | 4.024   |
| BA w/o Rigidity                | 45.47 | 4.078   |
| BA w/o Motion                  | 45.37 | 4.637   |
| BA in Equation (6)             | 53.54 | 4.792   |

CONCLUSION

In this paper, we introduce the rigidity constraint and motion constraint to model dynamic articulated objects. We propose a new pipeline, AirDOS for stereo SLAM which jointly optimizes the trajectory of dynamic objects, map of the environment, and camera poses, improving the robustness and accuracy in dynamic environments. We evaluate our algorithm in KITTI tracking and TartanAir Shibuya dataset, and demonstrate that camera pose estimation and dynamic objects can benefit each other, especially when there is an aggressive rotation or static features are not enough to support the visual odometry.
