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Modeling and predicting solar events, particularly the solar ramping event, is critical for improving situational awareness for solar power generation systems. It has been acknowledged that weather conditions such as temperature, humidity, and cloud density can significantly impact the emergence and position of solar ramping events. As a result, modeling these events with complex spatio-temporal correlations is highly challenging. To tackle the question, we adopt a novel spatio-temporal categorical point process model, which intuitively and effectively addresses correlation and interaction among ramping events. We demonstrate the interpretability and predictive power of our model on extensive real-data experiments.

1. Introduction. Solar power generation is essential to daily life, as its installations are increasingly common in residential and commercial areas (Liu, Yu and Liu, 2009). The proliferation of PV units in distribution systems fundamentally alters the daily power flow patterns from traditional uni-directional flows to multi-directional and reverse flows (Ningegowda and Premachandran, 2014; Kim et al., 2018). As a result, it is essential to increase the awareness of the production status of individual PV units, such as through an accurate prediction of solar generation, to sustainably supply solar power and avoid power outages (Huang et al., 2012). However, exact radiation prediction is highly challenging due to inherent stochasticity.

Besides exact radiation prediction, modeling ramping events in solar power systems is also essential. Ramping events (Florita, Hodge and Orwig, 2013a; Cui et al., 2015a; Kamath, 2010) are one-bit information that represents abnormal events in sequential observations. They can be interpreted as abrupt slope increases or decreases in power generations and typically occur under extreme weather (e.g., rainstorm or hurricane) (Rocchetta, Li and Zio, 2015). The power system is vulnerable to such events, which forces the affected units to shut down. Therefore, predicting these events is valuable for distribution operators to take necessary precautions and reduce restoration costs.

In general, the ramping event is also difficult to predict because of (i) spatio-temporal correlation, (ii) non-stationarity, (iii) computational efficiency in online prediction. More precisely, ramping events typically occur in an affected area rather than at an isolated location. In many cases, an event also starts at one place and then propagates to its neighbors with a time delay, leading to spatio-temporal correlation among the events. Thus, it is crucial to collect observations at multiple locations, which correspondingly form the multivariate series. These challenges require us to think (i) how to jointly and effectively capture the spatial and temporal correlations; (ii) how to predict ramping events if probabilistic models are used; (iii) how to make efficient real-time predictions, especially under non-stationary.
This paper addresses the challenges above through the following two contributions. First, we present a spatio-temporal categorical point process, which is originally proposed by Juditsky et al. (2020). The model can flexibly capture the spatio-temporal correlations and interactions among binary or categorical ramping events without assuming time-decaying influence. The model parameters are efficiently estimated using convex optimization with theoretical guarantees. In addition, the model can efficiently make online probabilistic ramping event predictions at any location and time. Second, we propose dynamic decision thresholds to address non-stationary when making online predictions of a future ramping event. These dynamic thresholds show improved performance over static ones.

The rest of the paper is organized as follows. We start with a motivating example using real data for solar radiation modeling. Section 2 presents our modeling framework, including the proposed spatial-temporal point process model, estimation procedures, computational complexity, and dynamic thresholds for prediction. Section 3 presents theoretical guarantees for model estimation. Section 4 presents a study of US solar radiation data to show our method’s interpretability and predictive power. Section 5 concludes the work and discusses future steps. Appendix A contains proofs and Appendix B contains additional experiments.

1.1. Motivation with real-data example. We present a motivating example using solar radiation data collected in Atlanta, Palo Alto, and Los Angeles to motivate the correlation among and dynamics of ramping events. Figure 1 shows areas with different intensities of radiation levels, where darker regions indicate lower radiation. Since ramping events are often defined locally, we can see that they tend to cluster and are spatially and temporally correlated. Thus, it is essential to consider the dynamics of the ramping events in both spatial and temporal aspects to capture and further predict the solar radiation patterns. Moreover, low-radiation areas migrate northward as time passes, indicating non-stationarity in the data. Therefore, such a pattern requires models that jointly capture the non-stationary dynamics and data correlations. Since ramping events are discrete observations in space, point process models can be a natural fit.

Meanwhile, Figure 2 shows volatile fluctuations in daily solar radiation (measured in GHI) at specific hours of the day, with similar peak values from June to August. For example, radiation values in Palo Alto are typically higher than those in Atlanta during the mornings. However, they are typically lower during late afternoons, indicating that the proposed model
should be flexible enough to address such stochasticity. Lastly, because data come from raw radiation values (e.g., GHI), Figure 3 illustrates the procedure of ramping event extraction. The top row contains raw solar radiation observations, and the bottom denotes the extracted ramping events. The detailed extraction procedure is explained in Section 4.1.

1.2. Related work. There have been many works on solar ramping event modeling. A line of work started by Florita, Hodge and Orwig (2013b) adopts the Swinging Door Algorithm (SDA) commonly used in data compression, which does not build statistical models. Later, Cui et al. (2015b) and Cui et al. (2017) propose an optimized SDA using dynamic programming. However, these works do not have theoretical guarantees and consider no spatio-temporal correlations. Among recent works, Abuella and Chowdhury (2019) uses ensemble-based probabilistic forecasts but needs access to many features besides historical ramping events. In addition, limited data can hamper performance. Meanwhile, Zhu et al. (2019) proposes a forewarning method using a credal network and imprecise Dirichlet model to study power change by meteorological fluctuation. However, the authors only provide probabilistic forecasts without online categorical predictions. As a result, dynamic solar ramping event modeling remains a great challenge, especially under strong spatio-temporal correlation.

There have also been many advances in stochastic event modeling outside the energy research community, considering data correlation. These works date back to Hawkes process model (Hawkes, 1971) and the self-correcting point process model (Isham and Westcott, 1979). Several recent works provide statistical methods for modeling temporal point processes. Tang and Li (2020) proposes a multivariate point process regression model to analyze
neural spike trains. Wu et al. (2020) models event propagation using graph biased temporal point process to leverage structural information from the graph. An earlier application by (Lukasik, Cohn and Bontcheva, 2015) models rumors prevalence on social media via a log-Gaussian Cov process to learn the underlying temporal probabilistic model. On the other hand, methods using deep learning techniques have also been widely considered. For example, RNN or LSTM cells are used in Du et al. (2016); Mei and Eisner (2017) to memorize the influence of historical events. A recent work (Zhu et al., 2020a) uses attention to model the historical information in the point process. There is also work that uses an imitation learning algorithm (Li et al., 2018) to learn a generator that captures the exact time dependency pattern. While diverse and useful, existing works consider little spatial influence, mainly due to the structural differences between time and space and the computational difficulties in higher dimensions. Recent work by Zhu et al. (2020b) uses tail-up models for spatial modeling and attention mechanism to capture the time dependency for traffic flows. However, the lack of theoretical guarantee and differences in modeling purpose makes it hard to apply here.

We can also view ramping event modeling as a type of anomaly detection. Research on anomaly detection in the time series analysis area has also been active for decades, which could be traced back to Grubbs (1969)’s work in the 1960s. There are many conventional works on the topic, such as Aggarwal (2015); Akoglu, Tong and Koutra (2015); Gupta et al. (2013). Also, many works use modern deep learning frameworks to deal with more complex patterns such as Hawkins et al. (2002) and more. However, none of these works have a flexible anomaly detection model under strong spatio-temporal correlation for non-stationary data. Lastly, Xu and Xie (2021) uses novel conformal prediction techniques for anomaly detection in spatio-temporal data, but it is yet unclear how the method can be applied to categorical responses.

2. Model and Prediction. Let $T$ and $K$ be the total number of ramping observations at each location and the total number of locations. Our observed data are denoted as $\omega^T = \{\omega_{tk}, 1 \leq t < T, 1 \leq k \leq K\}$, where $\omega_{tk} \in \{0, 1, \ldots, M\}$ denotes the state of the ramping event (0 means it is a non-ramping event). The value $M$ denotes the number of ramping states. When $M = 1$, we are only concerned whether ramping events occur; when $M > 1$, we model event types to examine reasons for being ramping events. Therefore, the model can capture ramping events in many situations. Meanwhile, we assume that only past $d$ time units of ramping observations impact the current state; given a memory window $d$, we thus define $\omega^d_{t-d} = \{\omega_{sk}, t-d \leq s < t, 1 \leq k \leq K\}$ as all ramping data in the past $d$ time units from all location.

We now define the spatio-temporal probabilistic model for ramping events. For each location $k$, we associate an array of birthrate parameters $\hat{\beta}_k = \{\hat{\beta}_k(p), 1 \leq p \leq M\}$, and for every pair of locations $k, l$ and every $s \in \{1, \ldots, d\}$, an array of interaction parameters $\hat{\beta}_{kl}^s = \{\hat{\beta}_{kl}^s(p, q), 1 \leq p \leq M, 0 \leq q \leq M\}$. Thus, for each ramping state $p \in \{1, \ldots, M\}$, the conditional probability of $\omega_{tk}$ being in state $p$ on $\omega^d_{t-d}$ is written as

\[
\Pr[\omega_{tk} = p | \omega^d_{t-d}] = \hat{\beta}_k(p) + \sum_{s=1}^{d} \sum_{l=1}^{K} \hat{\beta}_{kl}^s(p, \omega_{(t-s)l}),
\]

and $\Pr[\omega_{tk} = 0 | \omega^d_{t-d}] = 1 - \sum_{p=1}^{M} \left[ \hat{\beta}_k(p) + \sum_{s=1}^{d} \sum_{l=1}^{K} \hat{\beta}_{kl}^s(p, \omega_{(t-s)l}) \right]$.

The model parameters are interpreted and understood as follows:

- $\hat{\beta}_k(p)$ denotes the intrinsic probability of a ramping event at the $k$-th location under state $p$, without any exogenous influence from the past periods and from other locations. It is also called the birthrate.
• \( \beta_{k\ell}^s(p, \omega_{(t-s)\ell}) \) denotes the magnitude of influence on a ramping event with possible state \( p \) at location \( k \) and time \( t \) by the event occurred on location \( i \) and at time \( t - s \). The sum captures the cumulative influence up to time \( t - 1 \) from all the other locations.

This conditional probability model explicitly captures the dependence of event at time \( t \) and location \( k \) on events from all locations in the past \( d \) days. The set of model parameters are \( \beta = \{ \beta_k, \bar{\beta}_{k\ell} : 1 \leq s \leq d, 1 \leq k, \ell \leq K \} \). Define the number of parameters \( \kappa := KM + K^2dM(M + 1) \), then \( \beta \in \mathbb{R}^\kappa \). To ensure (1) outputs reasonable probabilities, we require that parameters belong to the following set:

\[
(2) \quad \mathcal{X} := \left\{ \beta : 0 \leq \beta_k(p) + \sum_{s=1}^d \sum_{l=1}^K \min_{0 \leq q \leq M} \beta_{k\ell}^s(p, q), 1 \leq p \leq M, 1 \leq k \leq K, \right. \\
\left. 1 \geq \sum_{p=1}^M \beta_k(p) + \sum_{s=1}^d \sum_{l=1}^K \max_{0 \leq q \leq M} \sum_{p=1}^M \beta_{k\ell}^s(p, q), 1 \leq k \leq K. \right\}
\]

2.1. Model estimation. We introduce both the least-square method and the maximum likelihood estimation technique for model estimation.

Least-Square (LS) method: We estimate the model parameters \( \beta \) by minimizing the sum-of-square errors between conditional probabilities and extracted abnormal events. This leads to the following optimization problem objective.

\[
(3) \quad \Psi_{\omega^N}(\hat{\beta}) = \frac{1}{2N} \sum_{t=1}^N \sum_{k=1}^K \left\| \left( \beta_k + \sum_{s=1}^d \sum_{l=1}^K \bar{\beta}_{k\ell}^s(\omega_{(t-s)\ell}) \right) - \bar{\omega}_{tk} \right\|^2_2
\]

In (3), \( \bar{\omega}_{tk} := e_{\omega_{tk}} \in \mathbb{R}^M \) is the vector of ramping states, whose \( i^{th} \) entry is 0 if \( \omega_{tk} = 0 \). This vector encodes the true state of the data point at time \( t \) and location \( k \). Also, \( \bar{\beta}_k = \{ \beta_k(p) \in \mathbb{R}, p \in \{1, ..., M\} \} \in \mathbb{R}^M \) and \( \bar{\beta}_{k\ell}^s(\omega_{(t-s)\ell}) = \{\beta_{k\ell}^s(p, \omega_{(t-s)\ell}) \in \mathbb{R}, p \in \{1, ..., M\} \} \in \mathbb{R}^M \).

Thus, the problem of recovering parameters \( \beta \) is formulated as solving the following constrained convex optimization problem (Juditsky et al., 2020), subject to constraints (2):

\[
(4) \quad \hat{\beta}^{LS}_{\omega^N} := \arg \min_{\beta \in \mathcal{X}} \Psi_{\omega^N}(\beta)
\]

Note this optimization problem has a strongly convex objective function (e.g. the least-square cost function), so it can be solved efficiently in polynomial time.

Maximum-Likelihood (ML) method: Following (Juditsky et al., 2020), we additionally assume that for every \( t \), random variables \( \omega_{tk} \) are conditionally independent across locations \( k \) given the past history \( \omega^{t-1} \), so that conditional probabilities are separable. In particular, we define the following likelihood objective function.

\[
(5) \quad L(\beta) = -\frac{1}{N} \sum_{t=1}^N \sum_{k=1}^K \psi_{tk}(\bar{\beta}_k, \omega^N),
\]

where

\[
\psi_{tk}(\bar{\beta}_k, \omega^N) = \begin{cases} 
\ln \left( \beta_k(p) + \sum_{s=1}^d \sum_{l=1}^K \beta_{k\ell}^s(p, \omega_{(t-s)\ell}) \right), & \omega_{tk} = p > 0 \\
\ln \left( 1 - \sum_{p=1}^M \left( \beta_k(p) + \sum_{s=1}^d \sum_{l=1}^K \beta_{k\ell}^s(p, \omega_{(t-s)\ell}) \right) \right), & \omega_{tk} = 0
\end{cases}
\]

We call a minimizer vector \( \hat{\beta} \) of (5), subject to the same constraints in (2), the maximum likelihood (ML) estimate:

\[
\hat{\beta}^{MLE}_{\omega^N} = \arg \min_{\beta \in \mathcal{X}} L(\beta)
\]
The objective function is convex since it resembles the likelihood function for a generalized linear model (GLM) with Bernoulli link functions. Thus it can be solved efficiently by convex optimization algorithms as we did for LS estimates.

**Remark 1 (Computational Complexity).** The total number of parameters $\kappa$ depend on $K$ (i.e., number of location) and $M$ (i.e., number of states) quadratically. Therefore, even for convex solvers with polynomial complexity, the complexity of solving the problem can be high when these numbers are large. In such a case, sparsity can be imposed in this model to speed up computation. For example, we may assume that a pair of locations do not influence each other if the distance between them exceeds a threshold without losing model convexity.

2.2. Prediction procedures. We first make sequential prediction on future conditional probabilities using the estimated parameters $\hat{\beta}$, data from the past $d$ days, and equation (1). Thus, implicit in our prediction mechanism is the assumption that we can observe future data sequentially after prediction and thus incorporate this new information into prediction. Then, we use the sequentially estimated probability to detect ramping events and their states. More precisely, for each location $k$, future time index $t$, and ramping state $p$, we let $\hat{\omega}_{t,k} = p$ if $\tilde{p}_{tk}(p) \geq \tau_{tk}(p)$ and 0 otherwise, where $\tilde{p}_{tk}(p)$ (resp. $\tau_{tk}(p)$) is the predicted state probability (resp. state threshold). When multiple possible states exist for $\hat{\omega}_{t,k}$, we pick the state with the highest predicted probability.

The set of abnormal thresholds $\{\tau_{tk}(p) : 1 \leq p \leq M\}$ can be defined sequentially and dynamically or be fixed in advance. We propose the following dynamic threshold $\tau_{tk}(p)$ for sequential prediction. Denote $w$ as the window of past $w$ time units of observations. Then, the dynamic thresholds $\tau_{tk}(p), p = 1, \ldots, M$ have the form:

\[
\tau_{tk}(p) = \alpha_p \frac{\sum_{i=1}^{w} \tilde{p}_{(t-i)k}(p) \omega_{(t-i)k}(p)}{\sum_{i=1}^{w} \omega_{(t-i)k}(p)} + (1 - \alpha_p) \frac{\sum_{i=1}^{w} (1 - \omega_{(t-i)k}(p)) (1 - \omega_{(t-i)k}(p))}{w - \sum_{i=1}^{w} \omega_{(t-i)k}(p)}, \quad t \geq w.
\]

The intuition for choosing this threshold is that we want to find a data-driven threshold that distinguishes between the $p^{th}$ ramping state from the rest. We do so by using the history of the ramping events. Meanwhile, if $\alpha_p$ is close to 0, the threshold is likely small since the latter summand in (6) tends to have a larger denominator than its numerator. Lastly, if there is no ramping event with the given state in the past $w$ days, we have $0/0$ in (6). In this case, we will let the dynamic threshold be the static threshold (e.g. $\tau_{tk}(p) = \tau_k(p)$ for all $t$ and $\tau_k(p)$ is found via cross-validation).

**Prediction interval:** We can first build bootstrap confidence intervals for parameters $\beta$ as follows: Let $B$ be the number of bootstrap estimates. For each $b = 1, \ldots, B$, we re-sample uniformly with replacement from $\{\omega_{tk}\}$ to create $\{\omega^b_{tk}\}$. Then, we fit $\beta^b$ using our earlier LS or ML models and data $\{\omega^b_{tk}\}$ and calculate standard errors for each component of $\beta$ using the $B$ bootstrap estimates; for notation simplicity, we write the standard error vector as $SE_{boot}$, which has the same dimension as $\beta$. Finally, we form the $1 - \epsilon$ confidence interval for $\beta$ as $\beta \pm z_{1-\epsilon/2} SE_{boot}$, where $z_{\alpha}$ is the $\alpha$-quantile of a $N(0,1)$ random variable. Note we use the conservative Bonferroni correction here in the multiplier $z_{1-\epsilon/2\kappa}$, because we want to make sure the intervals are valid for all the components of $\beta$. Then, we build prediction intervals for ramping event probabilities as $[\beta \pm z_{1-\epsilon/2\kappa} SE_{boot}]$. We choose $B = 100$ and $\epsilon = 0.05$ in experiments.

3. Theory. We first present the performance guarantee for $\hat{\beta}^{LS} = \hat{\beta}^{LS}(\omega^N)$, which is proven by Juditsky et al. (2020). We then state our contribution for the MLE estimates $\hat{\beta}^{MLE} = \hat{\beta}^{MLE}(\omega^N)$. 
Define function $\eta(\cdot)$ on the set of all arrays $\omega_{i-d}^{t-1} \in \{0, 1, \ldots, M\}^{d \times K}$ that takes values in the matrix space $\mathbb{R}^{K \times \kappa}$:

$$(7) \quad \eta^T(\omega_{i-d}^{t-1}) = [I_K, I_K \otimes \text{vec}(\omega_{i-d}^{t-1})]^T \in \mathbb{R}^{K \times \kappa},$$

where $I_K$ is $K$-dimensional identity matrix, $\otimes$ denotes the standard Kronecker product, and vec$(\cdot)$ vectorizes a matrix by stacking all columns.

Next, define $A[\omega^N] := \frac{1}{N} \sum_{t=1}^{N} \eta(\omega_{i-d}^{t-1}) \eta^T(\omega_{i-d}^{t-1})$ and the condition number number $A \in \mathbb{R}^{\kappa \times \kappa}, A \succ 0$:

$$(8) \quad \theta_p[A] := \max \{ \theta \geq 0 : g^T A g \geq \theta \|g\|_p^2, \forall g \in \mathbb{R}^\kappa, p \in [1, \infty] \}.$$

By concentration inequalities for martingales, we have

**Theorem 3.1** (Bounding $\ell_p$ error of LS estimate (Juditsky et al., 2020)). For every $\epsilon \in (0, 1)$, every $\omega^N$, and any $p \in [1, \infty]$, we have with probability at least $1 - \epsilon$ that

$$||\hat{\beta}^{\text{LS}} - \beta||_p \leq \left( \sqrt{\frac{\ln(2\kappa/\epsilon)}{2N}} + \frac{\ln(2\kappa/\epsilon)}{3N} \right) / \sqrt{\theta_p[A[\omega^N]] \theta_1[A[\omega^N]]}.$$

We also have performance guarantee for $\hat{\beta}^{\text{MLE}} = \hat{\beta}^{\text{MLE}}(\omega^N)$. Under the same notation in Theorem 3.1, we have the following guarantee at the same order as above, whose proof is in Appendix A.

**Theorem 3.2** (Bounding $\ell_p$ error of MLE estimate). Suppose we restrict $\beta$ to its $\rho$-strengthened version, where probabilities in (2) are required to be lower bounded by $\rho$ and upper bounded by $1 - \rho$. For every $\epsilon \in (0, 1)$, every $\omega^N$, and any $p \in [1, \infty]$, we have with probability at least $1 - \epsilon$ that

$$||\hat{\beta}^{\text{MLE}} - \beta||_p \leq \left( \frac{(1 - \rho)^2}{\rho} \sqrt{\frac{2\ln(2\kappa/\epsilon)}{N}} / \sqrt{\theta_p[A[\omega^N]] \theta_1[A[\omega^N]]} \right).$$

**Remark 2** (Numerical Computation). The quantity $\theta_p[A[\omega^N]]$ is readily computable when $p = 2$ or $\infty$: when $p = 2$, it is the minimum eigenvalue and when $p = \infty$, it is $\min_{1 \leq i \leq \kappa} \{ x^T A x : \|x\|_{\infty} \leq 1, x_i = 1 \}$, which is the minimum of $\kappa$ efficiently computable quantities. Solving for $p = 1$ is hard in general. However, per the discussion in (Juditsky et al., 2020), one can pass to polars and solve for the semidefinite relaxation upper bound on $\max_{\|x\|_{\infty} \leq 1} x^T Q x$ for $Q := A^{-1}$ by

$$\min_{\lambda} \left\{ \sum_i \lambda_i : \lambda_i \geq 0, \forall i; \text{Diag} \{ \lambda_1, \ldots, \lambda_\kappa \} \succeq Q \right\},$$

which is tight within the factor $\pi/2$ (Nesterov, 1998). Furthermore, we can expect that the minimum eigenvalue of $A[\omega^N]$ will be of order 1 with high probability, so that the bound using Theorem 3.1 or 3.2 goes to 0 as $N \rightarrow \infty$ at the rate $O(1/\sqrt{N})$. As a result, $\hat{\beta} \approx \beta$. Lastly, the bound on the RHS in either Theorem 3.1 or 3.2 is fully data-driven and computable given historical ramping events. We will show numerical values of these bounds under different norms in Section 4.

**4. Real-data study.** We focus on modeling either single-state ramping events (e.g. $\omega_{t \in k} \in \{0, 1\}$) or two-state multi-state ramping events (e.g. $\omega_{t \in k} \in \{-1, 0, 1\}$). Two-state ramping events occur when the current radiation is too high or too low compared to historical values. We first introduce the raw data before converting them to ramping events. We only show detailed modeling results for single-state ramping events due to paper length but summarize findings for multi-state event modeling, which are detailed in Appendix B.1.
FIG 4. Locations where the 2017-18 raw radiation data are collected: (a) 9 locations near downtown Atlanta, (b) 9 locations around downtown Los Angeles, and (c) 10 different downtown in North California. Each pair of locations along the exact longitude or magnitude in (a) and (b) are 0.076 degrees (5 miles) apart.

4.1. **Dataset.** We retrieve from the NSRDB\(^1\) website 2017 and 2018 bi-hourly solar radiation data collected every day from sensors across different states and cities in the US. Sensors can be located using longitudes and latitudes. The 2017 data are used for estimating parameters in our model, and the 2018 data are used for sequential prediction and model performance assessment. Specifically, we collect three sets of such data: two uniform 3-by-3 grids of data, which center at downtown Atlanta or at downtown Los Angeles and each pair of grids points (i.e., sensors) with the same longitude and latitude are separated by 0.076-degree (5 miles), and a non-uniform set of 10 downtown data across different cities\(^2\) in California. We choose these places because of the weather differences to demonstrate our model’s flexibility. We visualize the two sets of sensor locations on the map in Figure 4.

We also briefly describe the structure of these data: there are 48 raw radiation recordings at a location on any given day, so two consecutive recordings are 30 minutes apart. Each bi-hourly recording contains a row of radiation values, including Global Horizontal Irradiance (GHI), Direct Normal Irradiance (DNI), and Diffuse Horizontal Irradiance (DHI) all of which reflect radiation levels. Other features such as wind speed, temperature, and solar zenith angle are available. Since the GHI is correlated with the other two metrics as $\text{GHI} = \text{DNI} \cdot \cos(\theta) + \text{DHI}$, where $\theta$ is the solar zenith angle, we decide to only model ramping events based on GHI values.

Recall that our point process model in Section 2 only takes categorical data as input. Therefore, we preprocess the GHI data to extract the ramping events as follows; Figure 3 earlier illustrates the process. Let $\{x_{tk} \in \mathbb{R} : t = 1, \ldots, nT; k = 1, \ldots, K\}$ be a matrix of GHI observations, where $T$ denotes the time horizon (number of days), $n$ denotes the number of observations each day per location and $K$ denotes the total number of locations. The value of $K$ is 9 for Atlanta and Los Angeles and 10 for California. For any fixed $k$, we also denote the past $w_1$-days’ observations as $x_{t-w_1,k}^{t-1} := \{x_{t'k} : t' = (t-w_1)n, (t-w_1)n + 1, \ldots, nt - 1\}$. Then, ramping events $\omega_{tk}$ are defined locally. For single-state events, we define $\omega_{tk} = 1, t \in \{1, \ldots, T\}$ if $\alpha$% of $\{x_{t'k} : t' \in \{nt, \ldots, (n+1)T\}\}$ in day $t$ is either above the $1-\delta$ empirical quantile or below the $\delta$ empirical quantile of $x_{t-w_1,k}^{t-1}$. Intuitively, we think there is a ramping event in day $t$ if a reasonable amount of GHI values in day $t$ are too high or too low comparing

\(^1\)dataset available at [https://nsrdb.nrel.gov/](https://nsrdb.nrel.gov/)

\(^2\)Complete list of cities: Fremont, Milpitas, Mountain View, North San Jose, Palo Alto, Redwood City, San Mateo, Santa Clara, South San Jose, Sunnyvale
to historical values. Similarly, for two-state multi-state events, we let $\omega_{tk}$ be -1 (resp. 1) if $\alpha\%$ of GHI in day $t$ are below (resp. above) the $\delta$ empirical quantile of $x_{t-w_1,k}^{t-1}$. Based on experience with solar data, $w_1 = 30$, $\delta = 0.0005(0.05\%)$, and $\alpha = 2/48$ were chosen as sensible choices. We did not purposefully tune these parameters to make the ramping event detection easy.

4.2. Evaluation metric and procedure. We adopt standard performance metrics for classification, including precision, recall, and F1 score. We do so because ramping event detection can be viewed as binary or categorical classification, where we want to detect as many actual ramping events sequentially and timely as possible. In the binary-state case, define the set of all actual ramping events as $A$ and the set of predicted ones as $B$. Then precision $P$ and recall $R$ are defined as:

$$P = \frac{|A \cap B|}{|B|},\ R = \frac{|A \cap B|}{|A|},$$

where $|\cdot|$ denotes set cardinality. The $F_1$ score combines $P$ and $R$: $F_1 = 2PR/(P + R)$ and a higher $F_1$ score indicates better precision and recall, as well as a balance between them. Because ramping events are extreme cases in data (e.g., positive cases in data are rare), we do not use the ROC curve (true positive rate versus false-positive rate) in our setting. For multi-state ramping events, we would compute these scores separately but use the same formula for each state.

The evaluation procedure is as follows. We first use 2017 data in each city (e.g., Atlanta, Los Angeles, or California) to train their respective estimated parameters. We apply the point process model separately for each city because ramping events have a heterogeneous occurring mechanism that is region-dependent. We note that no randomization is involved in the whole process, so estimation only needs to be performed once. Then, we make a sequential prediction of the ramping probability at each $t$ and $k$ using our model, estimated parameters, and historical data. The probabilities are converted to actual states via the dynamic threshold introduced in Section 2.2. If the predicted state on the day $t$ and location $k$ align with the actual state, we consider it to be a true positive (e.g., belong to $|A \cap B|$ in Section 4.2).

4.3. Choice of hyperparameters. We show how we tune the best static threshold in Figure 5, which will be used to detect ramping events at all locations in a given city. We set the first 30% training data for tuning the parameter and the rest 70% for testing; cross-validation is not used because of sequential data dependency. To find the best static threshold $\tau$ for prediction described in Section 2.2, we search over a grid of 25 uniformly spaced $\tau$ in $[0, 1]$ and use the one that yields the highest $F_1$ score. From Figure 5, we can see that the $F_1$ score curves generally have an inverse-$U$ shape and that the best static thresholds for all three cities are between 0.45-0.6. Such results indicate we need a high amount of evidence (i.e., non-zero ramping probability) to quantify any day as a ramping event. Hence, the model tends to have a low false-positive rate.

Regarding other parameters, we realize that large choices of the memory depth $d$ used in model (1) dramatically decrease the magnitude of spatial-temporal parameters (e.g., $\beta_{k1}^p(p, q)$ for large $s$); we chose $d = 10$ since the value declines to around 0 when $s > 5$. As for the dynamic threshold parameters in (6), we chose the best $w$ among 25 uniformly spaced $w$ from 10 to 110 and $\alpha_p$ from 0.1 to 0.9 for each state $p$. The ones reaching the highest $F_1$ scores are $\alpha_p \equiv \alpha = 0.75$ and $w = 50$, as more emphasis are placed on true predictions and window size should be large enough to avoid encountering too few ramping events with non-zero states.
4.4. Parameter estimation results. We first visualize the estimated birthrate and interaction parameters in Figure 6, which provide interpretable insights into correlation among locations. We then overlay these parameters on terrain maps in Figure 7 to illustrate certain spatio-temporary patterns uncovered by our point-process model. We lastly provide in Table 1 data-driven bounds on parameter estimates based on Theorem 3.1.

(a) Recovered spatio-temporal influence: Figure 6 shows the recovered single-state birthrate parameters $\beta_k$ over different locations by MLE and LS, and shows a selected number of interaction parameters $\beta_{kl}$ over time. Bootstrap confidence intervals are plotted around the estimates. The figures show that the magnitude of birthrate estimates is similar between LA and North California (CA), whereas birthrates in Atlanta (ATL) are the smallest among all three. We suspect the difference occurs because California weather is generally shinier than Atlanta’s, leading to higher radiation levels in the former region. Estimates of the interaction parameters between different sensors decay fast regardless of location, indicating that location-to-location influences do not persist over time. In practice, this indicates that ramping events that happened several times ago at any location cannot noticeably influence the current ramping probabilities. Lastly, estimates recovered by MLE and LS generally have very similar magnitude.

(b) Visualize interaction parameters on terrain map: We plot these parameters as graphs overlaid on a terrain map to visualize the influences. We only show the MLE estimates; the LS estimates are shown in Appendix B.3. The vertices’ size and edges’ width are proportional to the magnitude of corresponding recovered parameters.

Below we summarize some findings from the results in Figure 7, which are interpretable and unveil previously unknown connections among the locations. (1) In Atlanta, birthrates...
are stronger in the corners. Regarding interaction parameters, at \( s = 1 \), interactions have a relatively constant magnitude, so every pair of neighboring sensors interacts with each other. There are more latitude-wise (vertical) interactions than longitude-wise (horizontal) ones. At \( s = 5 \) and 10, influences decay fast in magnitude, but those in the west and east of downtown Atlanta maintain reasonably large magnitude in comparison to influences along with other directions. (2) In Los Angeles, birthrates are stronger on the west and north sides of downtown. Regarding interaction parameters, at \( s = 1 \), interactions are more obvious along latitude than along longitude. Interaction parameters in the south side of downtown have compatible magnitudes. At \( s = 3 \) and 5, strong influences at the beginning tend to persist, with more persistence along latitude than longitude. (3) In North California, birthrates are very similar in size and concentrated around the northwest side of the map. Regarding interaction parameters, at \( s = 1 \), we find strong influences from a city onto itself. In addition, influences mainly flow towards the southeast dimension, with large magnitudes even if cities are far away (e.g., San Mateo to Santa Clara and Sunnyvale to South San Jose). At \( s = 5 \) and 10, influences follow almost the exact directions with decreasing magnitude.

In addition, based on comparisons between the two uniform grids of sensors at ATL and LA shown in Figure 4, we find that they have a similar magnitude of interactions, but birthrates in ATL are smaller than those in LA. On the other hand, it is harder to compare either Atlanta or Los Angeles results with North California ones due to differences in sensor distributions. Nevertheless, we can see that magnitudes of birthrate and interactions are similar between cities in North California and grids in Los Angeles. Although we generally expect this situation to occur due to the closer geographic proximity between North California and Los Angeles, it is interesting to quantitatively and intuitively analyze this situation based on the results from our point-process model.

(c) Empirical examination of performance guarantee of estimates: Using data from Atlanta, Los Angeles, and North California, we compute the norm bound under \( p = 1, 2, \infty \) efficiently and provide the numerical values for the bound as mentioned in Theorem 3.1. Bounds from using Theorem 3.2 are not shown since they contain the unknown parameter \( \rho \). However, they are in the same order as bounds from Theorem 3.1.

Table 1 presents the results under these three choices of the vector norm. Here, \( \kappa = K + dK^2 \), \( N = 365 \), and we choose \( \epsilon = 0.1 \). Results show that increasing \( p \) leads to a larger condition number and, as a result, a tighter bound around the norm of differences. We notice the condition number in North California when \( p = 2 \) is 0, possibly since the norm of the minimal eigenvalue of \( A[\omega^N] \) under that case is 0 under numerical rounding (to five decimal places).

4.5. Prediction performance: . We use techniques in Section 2.2 to make a sequential prediction in Atlanta, Los Angeles, and Palo Alto (one representative example in North California) and evaluate the metrics described in Section 4.2. From Table 2, our model yields very high \( F_1 \) scores in all three places, with generally better performance in Atlanta and Palo Alto than in Los Angeles. In particular, the performance of the dynamic threshold measured in the \( F_1 \) score in Palo Alto (i.e. North California) is much higher than that of the static

| Location       | \( \theta_1(A[\omega^N]) \) | \( \theta_2(A[\omega^N]) \) | \( \theta_\infty(A[\omega^N]) \) |
|----------------|-----------------------------|-----------------------------|-----------------------------|
| Atlanta        | 9e-05                       | 24.53408                    | 0.00068                     | 2.84976                    | 0.29315                    | 0.42958                    |
| Los Angeles    | 1.6e-04                     | 15.23908                    | 0.01175                     | 1.77828                    | 0.4274                     | 0.29485                    |
| North California| 3e-05                      | 35.89018                    | 0.0                        | 0.00000                    | 0.00000                    | 0.40196                    | 0.30665                    |
threshold. The performance between static vs. dynamic thresholds is comparable in the other two cities. In addition, Table 3 compares the performance of our model on Atlanta data with two additional baselines: the logistic regression and the linear regression. Our method yields significantly higher $F_1$ scores.

To better visualize the estimated probabilities’ trajectories, we plot the probability estimates, dynamic thresholds, and the prediction intervals in Figure 8. We also use the bootstrap confidence interval for $\beta$, which was shown in Figure 6, to compute the confidence interval for $p_{tk}$. The prediction intervals at 95% confidence level concentrate closely around the estimates, even if the Bonferroni correction was used. Based on the figure, dynamic thresholds and probability estimates (red/blue dots) have similar rise-and-fall patterns. At the same time, the trajectory of probabilities also highly correlates with the actual ramping events (black dots). Such high correlation enables accurate prediction. Together with results in Table 2, it is thus clear that dynamic thresholds yield decision boundaries that better distinguish the ramping events. Moreover, dynamically computing thresholds are more computationally efficient than computing statics ones, as we need not search over a grid of values as in Figure 5.
TABLE 2
Sequential prediction performance for single-state model: precision, recall, and $F_1$ score in three downtown under static vs. dynamic threshold. The highest value among the four methods (LS or MLE combined with static or dynamic threshold) is in bold.

| Location | $\tau$ | Least Square | Maximum Likelihood |
|----------|--------|--------------|--------------------|
|         |        | Precision   | Recall  | $F_1$  | Precision | Recall  | $F_1$  |
| Atlanta  | Static | 0.79        | 0.95    | 0.86   | 0.97      | 0.98    | 0.97   |
|          | Dynamic| 0.82        | 0.95    | 0.88   | 0.96      | 0.96    | 0.96   |
| Los Angeles | Static | 0.91        | 0.78    | 0.84   | 0.91      | 0.81    | 0.86   |
|          | Dynamic| 0.91        | 0.83    | 0.87   | 0.85      | 0.91    | 0.88   |
| Palo Alto | Static | 0.95        | 0.60    | 0.73   | 0.94      | 0.52    | 0.67   |
|          | Dynamic| 0.78        | 0.89    | 0.83   | 0.76      | 0.88    | 0.82   |

TABLE 3
Baseline comparison for single-state model: we compare the $F_1$ scores of our method with two baselines methods, where ours yield significantly higher scores.

| Location | $\tau$ | Least Square | Maximum Likelihood | Linear Regression | Logistic Regression |
|----------|--------|--------------|--------------------|-------------------|--------------------|
|          |        | $F_1$ score | $F_1$ score        | $F_1$ score       | $F_1$ score        |
| Atlanta  | Static | 0.96        | 0.97               | 0.64              | 0.67               |
| Dynamic  |        | 0.88        | 0.96               | 0.65              | 0.67               |

4.6. Extension: Multi-state Modeling. We perform similar experiments as we did in the earlier section. Figures and Tables appear in Appendix B.1, and we summarize the findings.

(a) Visualize these influences on terrain map: We only discuss MLE results similar to what we did in the earlier section. In multi-state modeling, there are two ramping states (e.g., positive and negative) besides the non-ramping state. Hence, interactions among positive or negative ramping events must be separately considered. In addition, we note that there is barely any interaction between negative and positive ramping events, so we omit the discussion of such influences. We denote patterns among positive (resp. negative) ramping events as positive (resp. negative) patterns and denote interaction among positive (resp. negative) ramping events as positive-to-positive (resp. negative-to-negative) interactions. Upon analyzing these recovered parameters on the map, we find the following patterns:

(1) Positive patterns, Figure 9: (1) In Atlanta, only the lower-left sensor has a strong birthrate. Regarding interaction parameters, at $s = 1$, horizontal estimates are strong at all latitudes. At $s = 5$, some strong estimates at the beginning disappeared, but overall directions and relative magnitude stay the same. At $s = 10$, the pattern persists. Some influences from west to east disappear. (2) In Los Angeles, sensors closer to downtown have stronger birthrates. Regarding interaction parameters, at $s = 1$, it influences flow toward the middle from all directions. At $s = 5$ and 10, interactions decay but exist almost everywhere, espe-

![Fig. 8. Prediction intervals for online point prediction of probabilities for single-state ramping events using LS (red dots) and ML (blue dots), compared with true ramping events (black dots). The left column is generated using a static threshold, and the right column uses dynamic thresholds. Dynamic thresholds separate the set of predicted ramping vs. normal probabilities better than static thresholds do.](image-url)
cially west of downtown. (3) In North California, we observe high birthrates on the northwest and east sides of the valley, but other places have small birthrates. Regarding interaction parameters, at $s = 1$, influences flow towards the direction of silicon valley (i.e., northwest). There are clear influences from different cities themselves. At $s = 5$ and 10, we see a similar pattern and direction of influence but the magnitude of influences decreases dramatically.

(2) Negative patterns, Figure 10: (1) In Atlanta, birthrates are stronger at the corners and downtown than in other places. Regarding interaction parameters, at $s = 1$, latitude-wise influences are weaker than longitude-wise ones. We also see some flow from west to east. At $s = 5$ and 10, influences almost disappear, even under magnification. (2) In Los Angeles, birthrates have similar magnitudes except those in the southeast corner. Regarding interaction parameters, at $s = 1$, influences exist more along latitudes than along longitude. At $s = 5$ and 10, we see fast decay in magnitude, even under strong magnification. Only influences south of downtown and northeast of downtown exist. (3) In North California, birthrates are similar in magnitude except in South San Jose. Regarding interaction parameters, at $s = 1$, results are mostly similar to ones in the positive ramping events modeling, except for the strong influence from Sunnyvale to San Jose (reversed in the positive ramping event case). At $s = 5$, we can only see influence from Sunnyvale to Mountain View and Sunnyvale to South San Jose, besides some past influences from a certain location onto itself. Some of these also decrease a lot in magnitude. At $s = 10$, only Sunnyvale to Mountain View exists, besides influences at certain locations onto itself.

We also identified some additional findings: (1) Upon comparing the positive and negative patterns, we found that interactions among positive ramping events persist more prolonged than those in negative ones. In addition, the directions and the flow of the interaction also differ among these two sets of events. (2) Within positive patterns, interactions among sensors in Atlanta can be sparser than those in Los Angeles; in single-state recovery, Atlanta interactions are denser than Los Angeles results. Birthrates are comparable in these two places. On the other hand, interaction among sensors in North California also becomes weaker in the multi-state recovery than in the single-state recovery. The sparsity of interactions in North California is similar to that in Los Angeles. Birthrate results in North California are still closer to those in Los Angeles. In contrast, interactions at all locations are relatively weak within negative patterns after $s > 1$. However, birthrates at all these locations are more comparable to each other.

(b) Prediction Performance: Table 4 and Table 5 show prediction performance for positive and negative ramping event detection under the performance metrics described in Section 4.2. Predictions using MLE under dynamic threshold lead to the highest $F_1$ scores among 3 out of 6 situations. Each situation denotes results in a city under different prediction methods for either positive or negative ramping event detection. We expect such behavior to happen because MLE estimates typically enjoy better theoretical performance under large sample sizes than LS ones, and dynamic thresholds are expected to outperform static ones. In addition, we note that the best prediction performances under multi-state modeling are better than those under single-state modeling, indicating that the point process model performs better when the type of ramping events is analyzed separately.

Figure 11 shows the point predictions, static or dynamic thresholds, and actual ramping events, providing further insights behind model performances. We use the same bootstrap techniques to provide prediction intervals on predicted point probabilities. Similar to the single-state results in Figure 8, dynamic thresholds closely follow the pattern in point predictions, which highly correlate with the actual ramping events. In addition, positive or negative ramping events often occur in sequence, reflecting the temporal dependencies among such events.
4.7. **Extension: Seasonal Modeling.** We treat seasonality as an essential factor affecting ramping events' distribution. As a result, we next fit separate models based on data in different seasons to better capture the underlying season-dependent data distribution and yield more accurate ramping event prediction. In particular, we fit our point-process models using the LS or MLE method separately on data between January (01/01) till March (03/31) and on data from July (07/01) till September (09/30) data in 2017, resulting in four separate models. The test data for each model are from the same months in 2018. We notice that fitting different models under these seasons can sometimes further improve prediction performances. Meanwhile, the interaction parameters do not have significant differences across seasons in single-state modeling; in multi-state modeling, interaction parameters behave differently because of the vast differences in the number of positive and negative abnormal events in each season.

We create figures and tables similar to before in Appendix B.2, by comparing estimation and prediction results from different seasonal models side by side. We show single-state results before multi-state ones and no longer show bootstrap prediction intervals because we mainly want to compare the estimated parameters and prediction results between seasonal models.

(a) **Single-state results:** We first compare and contrast the estimated parameters. Figure 12 shows that the birthrates are similar between the two models, but the interaction parameters may behave very differently. Figure 13 visualizes these parameters on terrain maps. The directions of interactions are similar in both models, but there are obvious differences between the magnitude of interaction and birthrate parameters. Then, Table 6 shows prediction performances, where the $F_1$ scores in any season are better than earlier single-state results. Finally, Figure 14 shows the estimated probabilities, ground-truth events, and static/dynamic thresholds. The interpretations are similar to before. Moreover, we remark that because our dynamic thresholds defined in (6) depend on the past anomalies (yet there are very few in each season), the dynamic thresholds are much flatter in seasonal models.

(b) **Multi-state results:** Figures 15 and 16 visualize on terrain maps the estimated parameters from positive and negative ramping events. We note that the interaction parameters are very different across seasons due to huge differences in the number of positive and negative ramping events in each season. In particular, during winter (i.e., January—March), there are many more positive ramping events than negative, and the reverse situation occurs during summer (i.e., July—September). We suspect such situations occur because radiation is typically very low during winter. Hence, a negative ramping event rarely occurs, which is defined as a certain radiation level with a much lower magnitude than other levels according to our definition. The reverse reasoning applies to ramping events in summer.

We then show the sequential prediction performance in Table 7. Some cells are marked as 0 because there is no ramping event of a given type during that season. The highest values of these accuracy measures are higher than that of the earlier multi-state model, revealing the benefit of fitting seasonal models. Finally, Figure 17 shows the estimated probabilities, ground-truth events, and static/dynamic thresholds, and has very similar patterns as Figure 8, so we omit the discussions.

5. **Conclusion and future works.** In this paper, we introduce a new framework for modeling spatio-temporal abnormal events in solar radiation, which consists of three steps: ramping event extraction, parameter estimation, and ramping event prediction. We apply the method to various regions in the US under different settings (i.e., multi-state, seasonal data) to show that the model is flexible and robust, yielding physically meaningful results for interpretation. We believe the proposed model is a general framework for other spatio-temporal data modeling tasks.

There are a few possible extensions. In terms of data, we can consider other definitions of ramping events and more categories per event, which may include the severity of each ramping event. We can also include link functions and other regularization techniques for improved performances during modeling. For prediction, we can improve dynamic threshold designs via techniques in sequential decision making (Raginsky et al., 2012).
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Note that $F_{\omega,h}(\beta)$, the gradient of MLE objective, can be derived as

$$F_{\omega,h}(\beta) = \nabla L(\beta) = \frac{1}{N} \sum_{t=1}^{N} \eta_t \theta_t (\omega_{t-1}^T \beta, \omega_t) ,$$

with

$$\theta(z,\omega) = \nabla z \mathcal{L}_w(z) = - \sum_{k=1}^{K} \left[ \sum_{p=1}^{M} \frac{wkp e_kp}{\|z_kp\|} - \frac{1 - \sum_{p=1}^{M} [w kp] e_kp}{1 - \sum_{p=1}^{M} [z kp] e_kp} \right].$$

Thus, defining $\xi_t := \eta_t (\omega_{t-1}^T \beta, \omega_t)$, we have $\mathbb{E}[\xi_t] = 0$. Therefore, $\{\xi_t\}$ forms a martingale-difference sequence and $F_{\omega,h}(x) = \frac{1}{N} \sum_{t=1}^{N} \xi_t$. $F_{\omega,h}(x)$ will be abbreviated as $F(x)$ from now on.

To make sure $F(\beta)$ is continuous, we also require $\beta \in B_{\rho}$, for $B_{\rho}$ being a $\rho$-strengthened version of constraints $(2)$ as follows:

$$B_{\rho} := \left\{ \begin{array}{c} \beta \leq \beta_k(p) + \sum_{s=1}^{d} \sum_{t=1}^{K} \min_{0 \leq q \leq M} \beta_{kt}(p,q), 1 \leq p \leq M, 1 \leq k \leq K, \\ 1 - \rho \geq \sum_{p=1}^{M} \beta_k(p) + \sum_{s=1}^{d} \sum_{t=1}^{K} \max_{0 \leq q \leq M} \sum_{p=1}^{M} \beta_{kt}(p,q), 1 \leq k \leq K. \end{array} \right\}$$

Below is the bound on the $l_\infty$ norm of $F(\beta)$ that allow us to analyze the performance guarantee of our estimate $\hat{\beta}_{\text{MLE}}$ as in Theorem 3.2.

**Lemma A.1.** For all $\epsilon \in (0, 1)$ vector $F(\beta)$ satisfies

$$\text{Prob}_{\omega,h} \left\{ \|F(\beta)\|_\infty \geq \Theta \sqrt{\frac{2\ln(2\kappa/\epsilon)}{N}} \right\} \leq \epsilon, \rho \in (0, 1)$$

where $\Theta$ is a bound on $\|\xi_t\|_\infty$

**Proof.** We first provide a simple bound on $\|\xi_t\|_\infty$ and then link $\Theta$ to $\|\xi_t\|_\infty$ under MLE with identity-link.

First,

$$\|\xi_t\|_\infty = \|\eta_t (\omega_{t-1}^T \beta, \omega_t)\|_\infty$$

$$\leq \|\theta (\eta^T (\omega_{t-1}^T \beta, \omega_t))\|_\infty$$

By the definition of $\eta$

$$\leq \left| \sum_{k=1}^{K} \sum_{p=1}^{M} \frac{wkp e_kp}{\|z_kp\|} - \frac{1 - \sum_{p=1}^{M} [w kp] e_kp}{1 - \sum_{p=1}^{M} [z kp] e_kp} \right|_\infty$$

$$\leq \| \sum_{k=1}^{K} \sum_{p=1}^{M} \frac{w kp e_kp}{\|z_kp\|} \|_\infty$$

Let $z := \eta^T \beta, \omega := \omega_t$ for simpler notation

$$\leq 1 \geq \sum_{p=1}^{M} [w kp] \& \sum_{p=1}^{M} [z kp]$$

$$0 \leq [w kp] \leq 1 \text{ and } [z kp] \geq \rho \text{ by definition}$$

$$\sum_{k=1}^{K} \sum_{p=1}^{M} e_kp \text{ is the vector of all 1's in } \mathbb{R}^{KM}$$

$$= 1/\rho$$
Also, denoting by \( E_{\omega^t} \) the conditional expectation given \( \omega^t \) and \( i = 1, \ldots, \kappa \), we have

\[
E_{\omega^{t+1}} \left\{ \exp \left( \sum_{s=1}^{t+1} \gamma [\xi_{s|t}] \right) \right\} = E_{\omega^t} \left\{ \exp \left( \sum_{s=1}^{t} \gamma [\xi_{s}] \right) E_{\omega^{t+1}|\omega^t} \left\{ \exp \left( \gamma [\xi_{t+1}] \right) \right\} \right\}
\]

\[
\leq E_{\omega^t} \left\{ \exp \left( \gamma \sum_{s=1}^{t} [\xi_{s}] \right) \exp \left\{ \gamma^2 / 2 \rho^2 \right\} \right\},
\]

where the last inequality is due to the Hoeffding’s inequality and, from the above bound that the conditional, \( \omega^t \) given, distribution of \( [\xi_{t+1}] \) is zero mean and is supported on \([-1/\rho, 1/\rho]\). By induction, we have

\[
E_{\omega^{N}} \left\{ \exp \left( \gamma \sum_{t=1}^{N} [\xi_{t}] \right) \right\} \leq \exp \left\{ N \gamma^2 / 2 \rho^2 \right\}.
\]

Now using Chernoff bound, we have

\[
\text{Prob}_{\omega^{N}} \left\{ [F(\beta)]_i > \theta \right\} = \text{Prob}_{\omega^{N}} \left\{ \frac{1}{N} \sum_{t=1}^{N} [\xi_{t}] > \theta \right\}
\]

\[
\leq \exp \left\{ -\mu \theta \right\} E_{\omega^{N}} \left\{ \exp \left\{ \frac{\mu^2}{2N} \right\} \right\}
\]

\[
\leq \exp \left\{ -\mu \theta + \frac{\mu^2}{2N} \right\},
\]

where \( N = N \rho^2 \). Now, if we let \( \theta = \gamma / \sqrt{N} \) and \( \mu = \tilde{\theta} \), we simplify the above bound and use the union bound to get

\[
\text{Prob}_{\omega^{N}} \left\{ \|F(\beta)\|_\infty > \gamma / \sqrt{N} \rho \right\} \leq 2\kappa \exp \left\{ -\gamma^2 / 2 \right\}, \forall \gamma \geq 0
\]

Finally, we let \( \gamma = \sqrt{2 \ln(2\kappa/\epsilon)} \) and \( \Theta = 1/\rho \), where \( 1/\rho \) is the bound on \( \|\xi_{\infty}\| \). Further simplification then yields the following result that is easier to use:

\[
\text{Prob}_{\omega^{N}} \left\{ \|F(\beta)\|_\infty \geq \frac{1}{\rho} \sqrt{\frac{2 \ln(2\kappa/\epsilon)}{N}} \right\} \leq \epsilon
\]

Now, we can use Lemma A.1 and \( \theta_p(A) = \theta_p \left( \frac{1}{N} \sum_{t=1}^{N} \eta^T (\omega^{t-1}_d - \beta) \right) \), which is defined in (8), to prove Theorem 3.2.

**Proof for Theorem 3.2.** For simplicity, let \( \hat{\beta} = \hat{\beta}_{\text{MLE}} \). Since \( F(x) \) is the gradient of the convex and continuously differentiable log-likelihood \( L_{\omega}(x) \), \( F(x) \) is continuous and monotone. Thus, the estimator \( \hat{\beta} \) is a weak and strong solution to the variational inequality \( VI[F, B_\rho] \) for \( B_\rho \) defined in (9). As a result, \( \langle F(\beta) - F(\hat{\beta}), \beta - \hat{\beta} \rangle \geq 0 \) and \( F(\hat{\beta}) = 0 \). In fact, under our \( \rho \)-strengthened constraint on \( \beta \), we can prove that \( F(\eta^T x) \), which is defined so that \( \eta \hat{F}(\eta^T x) = F(x) \) with \( \eta^T = \frac{1}{N} \sum_{t=1}^{N} \eta^T (\omega^{t-1}_3 - \beta) \), satisfies

\[
\langle \hat{F}(\eta^T \beta) - \hat{F}(\eta^T \hat{\beta}), \eta^T (\beta - \hat{\beta}) \rangle \geq (1 - \rho)^{-2} ||\eta^T (\beta - \hat{\beta})||^2.
\]
Now, by the earlier definition of \( \theta_p(A) = \theta_p(\eta \eta^T) \), we can see that 
\[
||\eta^T(\hat{\beta} - \beta)||_2^2 = (\hat{\beta}^T - \beta^T)A(\hat{\beta} - \beta) \geq \sqrt{\theta_1(A) \theta_p(A)} ||\hat{\beta} - \beta||_1 ||\hat{\beta} - \beta||_p.
\]
As a result,
\[
||F(\beta)||_\infty ||\hat{\beta} - \beta||_1 \geq \left\langle F(\beta) - F(\hat{\beta}), \beta - \hat{\beta} \right\rangle \\
= \left\langle \tilde{F}(\eta^T \beta) - \tilde{F}(\eta^T \hat{\beta}), \eta^T(\beta - \hat{\beta}) \right\rangle \\
\geq (1 - \rho)^{-2} ||\eta^T(\hat{\beta} - \beta)||_2^2 \\
\geq \sqrt{\theta_1(A) \theta_p(A)} ||\hat{\beta} - \beta||_1 ||\hat{\beta} - \beta||_p.
\]
We finish the proof by cancelling \( ||\hat{\beta} - \beta||_1 \) from the the final inequality and using Lemma A.1 to bounding \( ||F(\beta)||_\infty \).
APPENDIX B: ADDITIONAL EXPERIMENTS

B.1. Multi-state ramping event.
1. Visualize MLE influences on terrain map

FIG 9. Multi-state positive-to-positive ($p = q = 1$) recovery results. To make sure the edges are visible when $s > 1$, we magnify edge weight of Atlanta (a-c) and Los Angeles (d-f) estimates 3 times and North California (g-i) estimates 5 times.
FIG 10. Multi-state negative-to-negative ($p = q = 2$) recovery result. To make sure the edges are visible when $s > 1$, we magnify edge weight of Atlanta (a-c) estimates 25 times, North California (g-i) estimates 5 times, and Los Angeles (d-f) estimates 6 times.
2. Prediction Performances

### Table 4

The positive case for multi-state model: precision, recall, and $F_1$ score in three downtown under static vs. dynamic threshold after tuning. The highest value among the four methods (LS or MLE combined with static or dynamic threshold) is in bold.

| Location | $\tau$   | Precision | Least Square | $F_1$  | Precision | Recall | $F_1$  |
|----------|----------|-----------|--------------|--------|-----------|--------|--------|
| Atlanta  | Static   | 0.91      | 1.00         | 0.95   | 0.87      | 0.70   | 0.78   |
|          | Dynamic  | 0.91      | 1.00         | 0.95   | 0.87      | 0.70   | 0.78   |
| Los Angeles | Static | 1.00      | 0.79         | 0.88   | 0.96      | 0.79   | 0.86   |
|          | Dynamic  | 0.82      | 1.00         | 0.90   | 0.84      | 0.96   | 0.90   |
| Palo Alto | Static   | 0.90      | 0.76         | 0.83   | 0.90      | 0.76   | 0.83   |
|          | Dynamic  | 0.81      | 1.00         | 0.89   | 0.93      | 1.00   | 0.96   |

### Table 5

The negative case for multi-state model: precision, recall, and $F_1$ score in three downtown under static vs. dynamic threshold after tuning. The highest value among the four methods (LS or MLE combined with static or dynamic threshold) is in bold.

| Location | $\tau$   | Precision | Least Square | $F_1$  | Precision | Recall | $F_1$  |
|----------|----------|-----------|--------------|--------|-----------|--------|--------|
| Atlanta  | Static   | 1.00      | 0.98         | 0.99   | 0.95      | 0.95   | 0.95   |
|          | Dynamic  | 0.95      | 0.98         | 0.96   | 0.91      | 0.95   | 0.93   |
| Los Angeles | Static | 0.18      | 1.00         | 0.31   | 0.80      | 0.87   | 0.84   |
|          | Dynamic  | 0.14      | 0.70         | 0.23   | 0.90      | 0.74   | 0.81   |
| Palo Alto | Static   | 1.00      | 1.00         | 1.00   | 0.85      | 1.00   | 0.92   |
|          | Dynamic  | 0.86      | 1.00         | 0.93   | 1.00      | 0.98   | 0.99   |

### B.2. Fitting seasonal models.

1. Single-state results

### Table 6

Sequential prediction performance for single-state model by season: precision, recall, and $F_1$ score in Palo Alto under static vs. dynamic threshold after tuning. The higher value between static vs. dynamic is in bold.

| Months   | $\tau$   | Precision | Least Square | $F_1$  | Precision | Recall | $F_1$  |
|----------|----------|-----------|--------------|--------|-----------|--------|--------|
| Jan-Mar  | Static   | 0.40      | 1.00         | 0.57   | 0.40      | 1.00   | 0.57   |
|          | Dynamic  | 1.00      | 0.77         | 0.87   | 0.91      | 0.81   | 0.86   |
| July-Sept | Static | 0.91      | 1.00         | 0.95   | 0.91      | 1.00   | 0.95   |
|          | Dynamic  | 1.00      | 0.90         | 0.95   | 1.00      | 0.85   | 0.92   |
FIG 11. Prediction intervals for online point prediction of probabilities for multiple-state ramping events using LS (red dots) and ML (blue dots), compared with true ramping events (black dots). The left column is generated using a static threshold, and the right column uses dynamic thresholds.

FIG 12. Recovered birthrate parameters at different locations and interaction parameters over time. The blue curve shows ML recoveries, and the red curve shows LS recoveries.
FIG 13. Visualize single-state spatio-temporal influences. The top row shows estimates from data from 01/01/2017-03/31-2017, and the bottom row uses data during 07/01/2017-09/30-2017. To ensure the edges are visible when $s > 1$, we magnify the edge weight of North California (g-i) estimates five times.

FIG 14. Online point prediction of probabilities for single-state ramping events using LS (red dots) and ML (blue dots), compared with true ramping events (black dots). The left column in each row is generated using a static threshold, and the right column in each row uses dynamic thresholds.
2. Multi-state results

F I G 15. Visualize multi-state, positive-to-positive spatio-temporal influences. The top row shows estimates from data from 01/01/2017-03/31-2017, and the bottom row uses data during 07/01/2017-09/30-2017. To make sure the edges are visible when \( s > 1 \), we magnify the edge weight of North California (g-i) estimates five times.

T A B L E 7

Sequential prediction performance for multi-state model by season: precision, recall, and \( F_1 \) score in Palo Alto under static vs. dynamic threshold after tuning. Some cells are marked as 0 because there is no ramping event of a given type during that season. The higher value between static vs. dynamic is in bold.

| Months       | \( \tau \) | Least Square | Maximum Likelihood |
|--------------|------------|--------------|--------------------|
|              |            | Precision    | Recall             | \( F_1 \) | Precision    | Recall             | \( F_1 \) |
| PP: Jan-Mar  | Static     | 1.00         | 1.00               | 1.00        | 1.00         | 1.00               | 1.00        |
|              | Dynamic    | 1.00         | 0.90               | 0.95        | 1.00         | 0.80               | 0.89        |
| PP: July-Sept| Static     | 0.00         | 0.00               | 0.00        | 0.00         | 0.00               | 0.00        |
|              | Dynamic    | 0.00         | 0.00               | 0.00        | 0.00         | 0.00               | 0.00        |
| NN: Jan-Mar  | Static     | 0.91         | 1.00               | 0.95        | 0.93         | 1.00               | 0.95        |
|              | Dynamic    | 1.00         | 0.90               | 0.95        | 1.00         | 0.85               | 0.92        |

B.3. Visualizing interactions via LS methods on terrain map. As we mentioned earlier, these parameters by LS are visually similar to those by ML. We only plot the spatio-temporal interactions on the map.
FIG 16. Visualize multi-state, negative-to-negative spatio-temporal influences. The top row shows estimates from data from 01/01/2017-03/31-2017, and the bottom row uses data during 07/01/2017-09/30-2017. To ensure the edges are visible when $s > 1$, we magnify the edge weight of North California (g-i) estimates five times.

FIG 17. North California: Online point predictions of probabilities for multi-state ramping events using LS (red dots) and ML (blue dots), compared with true ramping events (black dots). The left column in each row is generated using a static threshold, and the right column uses dynamic thresholds.
FIG 18. Visualize single-state spatio-temporal interactions using the LS method. To make sure the edges are visible when $s > 1$, we magnify the edge weight of Atlanta (a-c) estimates five times, of Los Angeles (d-f) estimates three times, and of North California (g-i) estimates five times.
FIG 19. Visualize multi-state, positive-to-positive spatio-temporal interactions. To make sure the edges are visible when $s > 1$, we magnify the edge weight of Atlanta (a-c) and Los Angeles (d-f) estimates three times and North California (g-i) estimates five times.
FIG 20. Visualize multi-state, negative-to-negative spatio-temporal interactions. To make sure the edges are visible when $s > 1$, we magnify the edge weight of Atlanta (a-c) estimates 25 times, North California (g-i) estimates five times, and Los Angeles (d-f) estimates six times.