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Abstract

While real-world decisions involve many competing objectives, algorithmic decisions are often evaluated with a single objective function. In this paper, we study algorithmic policies which explicitly trade off between a private objective (such as profit) and a public objective (such as social welfare). We analyze a natural class of policies which trace an empirical Pareto frontier based on learned scores, and focus on how such decisions can be made in noisy or data-limited regimes. Our theoretical results characterize the optimal strategies in this class, bound the Pareto errors due to inaccuracies in the scores, and show an equivalence between optimal strategies and a rich class of fairness-constrained profit-maximizing policies. We then present empirical results in two different contexts — online content recommendation and sustainable abalone fisheries — to underscore the applicability of our approach to a wide range of practical decisions. Taken together, these results shed light on inherent trade-offs in using machine learning for decisions that impact social welfare.

1 Introduction

From medical diagnosis and criminal justice to financial loans and humanitarian aid, consequential decisions increasingly rely on data-driven algorithms. Machine learning algorithms used in these contexts are mostly trained to optimize a single metric of performance. As a result, the decisions made by such algorithms can have unintended adverse side effects: profit-maximizing loans can have detrimental effects on borrowers Skiba & Tobacman (2009) and fake news can undermine democratic institutions Persily (2017).

The field of fair machine learning proposes algorithmic approaches that mitigate the adverse effects of single objective maximization. Thus far it has predominantly done so by defining various fairness criteria that an algorithm ought to satisfy (see e.g., Barocas et al., 2019 and references therein). However, a growing literature highlights the inability of any one fairness definition to solve more general concerns of social equity Corbett-Davies & Goel (2018). The impossibility of satisfying all desirable criteria Kleinberg et al. (2017) and the unintended consequences of enforcing parity constraints based on sensitive attributes Kearns et al. (2017) indicate that existing fairness solutions are not a panacea for these adverse effects. Recent work (Liu et al., 2018; Hu & Chen, 2020) contend that while social welfare is of primary concern in many applications, common fairness constraints may be at odds with the relevant notion of welfare.

In this paper, we consider welfare-aware machine learning as an inherently multi-objective problem that requires explicitly balancing multiple objectives and outcomes. A central challenge is that certain objectives, like welfare, may be harder to measure than others. Building on the traditional notion of Pareto optimality, which provides a characterization of optimal policies under complete information, we develop methods to balance multiple objectives when those objectives are measured or predicted with error.

We study a natural class of selection policies that balance multiple objectives (e.g., private profit and public welfare) when each individual has predicted scores for each objective (e.g., their predicted contribution
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We show that this class of score-based policies has a natural connection to statistical parity constrained classifiers and their ϵ-fair analogs. In the likely case where scores are imperfect predictors, we bound the sub-optimality of the multi-objective utility as a function of the estimator errors. Simulation experiments highlight characteristic problem settings (e.g., correlation of the true scores) that affect the extent to which we can jointly maximize multiple objectives.

We apply the multi-objective framework to data from two diverse decision-making settings. We first consider an ecological setting of sustainable fishing, where we study score degradation to mimic certain dimensions being costly or impossible to measure. Our second empirical study uses existing data on the popularity and ‘social health’ of roughly 40,000 videos promoted by YouTube’s recommendation algorithm, and shows that multi-objective optimization could produce substantial increases in average video quality for almost negligible reductions in user engagement.

In summary, we provide a characterization, theoretical analysis, and empirical study of a score-based multi-objective optimization framework for learning welfare-aware policies.

2 Related Work

Fair and Welfare-Aware Machine Learning

The growing subfield of fairness in machine learning has investigated the implementation and implications of machine learning algorithms that satisfy definitions of fairness (Dwork et al., 2012; Barocas & Selbst, 2016; Barocas et al., 2019). Machine learning systems in general cannot satisfy multiple definitions of group fairness (Chouldechova, 2017; Kleinberg et al., 2017), and there are inherent limitations to using observational criteria (Kilbertus et al., 2017). Alternative notions of fairness more directly encode specific trade-offs between separate objectives, such as per-group accuracies (Kim et al., 2019) and overall accuracy versus a continuous fairness score (Zliobaite, 2015). These fairness strategies represent trade-offs with domain specific implications, for example in tax policy (Fleurbaey & Maniquet, 2018) or targeted poverty prediction (Noriega et al., 2018).

An emerging line of work is concerned with the long-term impact of algorithmic decisions on societal welfare and fairness (Ensign et al., 2017; Hu & Chen, 2018; Mouzannar et al., 2019; Liu et al., 2020). Liu et al. (2018) investigated the potentially harmful delayed impact that a fairness-satisfying decision policy has on the well-being of different subpopulations. In a similar spirit, Hu & Chen (2020) showed that always preferring “more fair” classifiers does not abide by the Pareto Principle (the principle that a policy must be preferable for at least one of multiple groups) in terms of welfare. Motivated by these findings, our work acknowledges that algorithmic policies affect individuals and institutions in many dimensions, and explicitly encodes these dimensions in policy optimization.

We will show that fairness constrained policies that result in per-group score thresholds and their ϵ-fair equivalent soft-constrained analogs (Elzayn et al., 2019) can be cast as specific instances of the Pareto framework that we study. Analyzing the limitations of this optimization regime with imperfect scores therefore connects to a recent literature on achieving group fairness with noisy or missing group class labels (Lamy et al., 2019; Awasthi et al., 2019), including using proxies of group status (Gupta et al., 2018; Chen et al., 2019). The explicit welfare effects of selection in our model also complement the notion of utilization in fair allocation problems (Elzayn et al., 2019; Donahue & Kleinberg, 2019).

Multi-objective Machine Learning

In this dual-objective setting, we consider two simultaneous goals of a learned classifier: achieving high profit value of classification policy, while improving a measure of social welfare. This relates to an existing literature on multi-objective optimization in machine learning (Jin & Sendhoff, 2008; Jin, 2006), where many algorithms exist for finding or approximating global optima (Deb & Kalyanmoy, 2001; Knowles, 2006; Désideri, 2012) under different problem formulations.

Our work studies the Pareto solutions that arise from learned score functions, and is therefore related to, but distinct from a large literature on learning Pareto frontiers directly. Evolutionary strategies are a popular class of approaches to estimating a Pareto frontier from empirical data, as they refine a class of several policies at once (Deb & Kalyanmoy, 2001; Kim & de Weck, 2005). Many of these strategies use surrogate convex loss...
functions to afford better convergence to solutions. Surrogate functions can be defined over each dimension independently [Knowles (2006)], or as a single function over both objective dimensions [Loshchilov et al. (2010)]. While surrogate loss functions play an important role in a direct optimization of non-convex utility functions, our framework provides an alternative approach, so long as scores functions can be reliably estimated.

Another class of methods explicitly incorporates models of uncertainty in dual-objective optimization [Peitz & Dellnitz (2018), Paria et al. (2018)]. For sequential decision-making, there has been recent work on finding Pareto-optimal policies for reinforcement learning settings [Van Moffaert & Nowé (2014), Liu et al. (2014); Roijers & Whiteson (2017)]. To promote applicability of our work to a variety of real-world domains where noise sources are diverse, and the effects of single policy enactments complex, we first develop a methodology under a noise-free setting, then extend to reasonable forms of error in provided estimates.

3 Problem Setting: Pareto-optimal Policies
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Figure 1: Illustration of a Pareto curve (bottom left) and the decision boundaries induced by three different trade-off parameters $\alpha$. Colored (darker in gray scale) points indicate selected individuals.

We consider a setting in which a centralized policymaker has two simultaneous objectives: to maximize some private return (such as revenue or user engagement), which we generically refer to as profit; and to improve a public objective (such as social welfare or user health), which we refer to as welfare. The policymaker makes decisions about individuals, who are specified by feature vectors $x \in \mathbb{R}^d$. Decision policies are functions that output a randomized decision $\pi(x) \in [0, 1]$ corresponding to the probability that an individual with features $x$ is selected. To each individual we associate a value $p$ representing the expected profit to be garnered from approving this individual and $w$ encoding the change in welfare. The profit and welfare objectives are thus expectations over the joint distribution of $(w, p, x)$:

$$
U_W(\pi) = \mathbb{E}[w \cdot \pi(x)] \quad \text{and} \quad U_P(\pi) = \mathbb{E}[p \cdot \pi(x)].
$$

(1)

Given two objectives, one can no longer define a unique optimal policy $\pi$. Instead, we focus on policies $\pi$ which are Pareto-optimal [Pareto (1906)], in the sense that they are not strictly dominated by any alternative policy, i.e. there is no $\pi'$ such that both $U_P$ and $U_W$ are strictly larger under $\pi'$.

For a general set of policy classes (defined in Proposition A.1), it is equivalent to consider policies that maximize a weighted combination of both objectives. We can thus parametrize the Pareto-optimal policies by $\alpha \in [0, 1]$:

**Definition 3.1 (Pareto-optimal policies).** An $\alpha$-Pareto-optimal policy (for $\alpha \in [0, 1]$) satisfies:

$$
\pi_\alpha^* \in \arg\max \ U_\alpha(\pi),
$$

$$
U_\alpha(\pi) := (1 - \alpha)U_P(\pi) + \alpha U_W(\pi).
$$

In the definition above, the maximization of $\pi$ is taken over the class of randomized policies $\pi(x) \rightarrow [0, 1]$. In Section 3.1 we show that when features $x$ can exactly encode scores the optimal policy is a threshold of the scores.

1 All references starting with letters appear in the appendices.
3.1 Optimal Policies with Exact Scores

We briefly consider an idealized setting, where the welfare and profit contributions \( w \) and \( p \) can be directly determined from the features \( x \) via exact score functions, \( f_W(x) = w \), \( f_P(x) = p \). These exact score functions can be thought of as sufficient statistics for the decision: the expected weighted contribution from accepted individuals is described by \( ((1 - \alpha)p + \alpha w) \). Therefore, one can show (Proposition \( A.2 \)) that the optimal policy is given by thresholding this composite:

\[
\pi^*_\alpha(p, w) = \mathbb{I}((1 - \alpha)p + \alpha w \geq 0).
\]

(2)

Though they are all Pareto-optimal, the policies \( \pi^*_\alpha \) induce different trade-offs between the two objectives. The parameter \( \alpha \) determines this trade-off, tracing the Pareto frontier:

\[
P_{\text{exact}} := \{\{U_P(\pi^*_\alpha), U_W(\pi^*_\alpha)\} : \alpha \in [0, 1]\}
\]

Figure 1 plots an example of this curve (bottom-left panel) and the corresponding decision rules for three points along it. We note the concave shape of this curve, a manifestation of diminishing marginal returns: as a decision policy forgoes profit to increase total welfare, less welfare is gained for the same amount of profit forgone. The notion of diminishing return is formalized in Theorem \( A.6 \).

4 Pareto Frontiers with Inexact Scores

In many settings, we typically do not know the profit score \( p \) or welfare score \( w \) — or the score functions \( f_P \) and \( f_W \) — for all individuals a priori. Instead, we might estimate score functions \( \hat{f}_P(x) \) and \( \hat{f}_W(x) \) from data in the hope that these models can provide good predictions on future examples.

We study the class of score-based policies that act on the predicted scores:

**Definition 4.1** (Score-based policy class).

\[
\Pi_{\text{emp}} := \{\pi : (\hat{f}_P(X), \hat{f}_W(X)) \mapsto [0, 1]\}
\]

Focusing on this class of policies allows us to characterize optimal policies within this class (Section 4.1), derive diagnosable bounds the utility of suboptimal policies (Section 4.3), and relate our results to common fairness criteria (Section 6). We summarize additional benefits as well as potential limitations of restricting our study to this policy class in Section 7.

4.1 Pareto-optimality for Learned Scores

To characterize Pareto-optimal policies over \( \Pi_{\text{emp}} \), we define the following conditional expectations over the distribution \( D \) of \((x, p, w)\):

\[
\bar{p}_P(\hat{f}_P(x), \hat{f}_W(x)) := \mathbb{E}_D[p \mid \hat{f}_P(x), \hat{f}_W(x)],
\]

\[
\bar{p}_W(\hat{f}_P(x), \hat{f}_W(x)) := \mathbb{E}_D[w \mid \hat{f}_P(x), \hat{f}_W(x)].
\]

Intuitively, these values represent our best guesses of \( p \) and \( w \), given the predicted scores. We define \( \pi^*_\alpha^{\text{opt}} \) as the threshold policy on the composite of these predictions:

\[
\pi^*_\alpha^{\text{opt}} := (1 - \alpha) \cdot \bar{p}_P + \alpha \cdot \bar{p}_W
\]

**Theorem 4.1** (Pareto frontier in inexact knowledge case). *Given any population distribution \( D \) over \((x, p, w)\) and empirical score functions \( \hat{f}_W \) and \( \hat{f}_P \),

(i) The policies \( \pi^*_\alpha^{\text{opt}} \) are Pareto optimal over the class \( \Pi_{\text{emp}} \), with \( \pi^*_\alpha^{\text{opt}} \in \arg\max_{\pi \in \Pi_{\text{emp}}} U_\alpha(\pi) \).

(ii) The Pareto frontier \( P(\Pi_{\text{emp}}) \) is given by \( \{\{U_P(\pi^*_\alpha^{\text{opt}}), U_W(\pi^*_\alpha^{\text{opt}})\} : \alpha \in [0, 1]\} \). The associated function mapping \( \sup_{\pi \in \Pi_{\text{emp}}} \{U_W(\pi) : U_P(\pi) = p\} \) is concave and non-increasing in \( p \).
(iii) The empirical frontier $\mathcal{P}_{\text{emp}}$ is dominated by the exact frontier $\mathcal{P}_{\text{exact}}$. That is, if $(p, w_{\text{exact}}) \in \mathcal{P}_{\text{exact}}$ and $(p, w_{\text{emp}}) \in \mathcal{P}_{\text{emp}}$, then $w_{\text{emp}} \leq w_{\text{exact}}$.

Thus an optimal empirical-score based policy can also be realized as a threshold policy (this time of the conditional expectations), and it obeys the same diminishing-returns phenomenon as in the exact score case. One example of score predictors that achieves this optimality is the Bayes optimal estimators i.e., $\hat{f}_P(x) = \mathbb{E}[p \mid x]$ and $\hat{f}_W(x) = \mathbb{E}[w \mid x]$. We present a proof of Theorem 4.1 in Appendix A.4.

### 4.2 Plug-in Policies

In general, we may have access to score predictions or the ability to learn them from data, but not a guarantee that the predictions are Bayes’ optimal. In the hopes that the predicted scores will suffice, we can define a natural selection rule based on $\alpha$-defined plug-in threshold policies.

**Definition 4.2 (Plug-in policy).** For $\alpha \in [0, 1]$ and score predictions $\hat{f}_P(x)$, $\hat{f}_W(x)$, the $\alpha$-plug-in policy is:

$$
\pi_{\text{plug}}^\alpha(x) = I((1 - \alpha)\hat{f}_P(x) + \alpha\hat{f}_W(x) \geq 0). 
$$

Since $\pi_{\text{opt}}^\alpha$ requires computing conditional expectations over the distribution $\mathcal{D}$, it will in general differ from the plug-in policy (3). The following corollary of Theorem 4.1 gives condition in which $\pi_{\text{opt}}^\alpha$ and $\pi_{\text{plug}}^\alpha$ coincide.

**Corollary 4.2.** The plug-in policies $\pi_{\text{plug}}^\alpha$ are optimal in the class $\Pi_{\text{emp}}$ as long as the predicted score functions are well-calibrated, in the sense that $\mathbb{E}[p \mid \hat{f}_P(x), \hat{f}_W(x)] = \hat{f}_P(x)$ and $\mathbb{E}[w \mid \hat{f}_P(x), \hat{f}_W(x)] = \hat{f}_W(x)$.

**Proof.** In this case, $\bar{\mu}_p = \hat{f}_P(x)$ and $\bar{\mu}_w = \hat{f}_W(x)$, so we may invoke Theorem 4.1.

Under typical conditions (Liu et al., 2019), this form of calibration can be achieved by empirical risk minimization.

In Section 4.3 we bound the error in the plug-in policies by the error by the individual errors in each score. Simulation experiments in Section 5 detail the use of the plug in policy under controlled degradations of learned score accuracy. Real-data experiments provide further insight into using the plug-in policy for welfare-aware optimization in practice.

Figure 2: Simulated experiments corresponding to the setting in Example 1 (fixing $\sigma_w = \sigma_p = 1$). Empirical frontiers $\mathcal{P}(\Pi_{\text{emp}})$ for 100 random trials with $n = 5,000$ each are shown as overlaid translucent curves. Exact frontiers $\mathcal{P}_{\text{exact}}$ are shown as dashed curves.

(a) No correlation, varying noise.  
(b) Varying correlation, fixed and equal noise $\sigma_{\epsilon_p} = \sigma_{\epsilon_w} = 1$.  
(c) Varying correlation, fixed and unequal noise $\sigma_{\epsilon_p} = 0.5$, $\sigma_{\epsilon_w} = 2.0$.

### 4.3 Bounding Pareto Inefficiencies

Even when plug-in policies are not optimal, the sub-optimality of the resulting classifier in terms of the utility function $U_\alpha$ is bounded by the $\alpha$-weighted sum of $\ell_1$ errors in the profit and welfare scores.
Proposition 4.3 (Sub-optimality Bound). For any score prediction functions \( \hat{f}_P(x), \hat{f}_W(x) \) and \( \alpha \in [0, 1] \), the gap in \( \alpha \)-utility from applying the plug-in policy \( [3] \) with \( \hat{f}_P(x), \hat{f}_W(x) \) versus applying the optimal policy \( [2] \) with true scores \( f_P, f_W \), is bounded above as

\[
U_\alpha(\pi^*_\alpha) - U_\alpha(\pi^{plug}_\alpha) \leq (1 - \alpha)E[|\hat{f}_P(x) - f_P(x)|] + \alpha E[|\hat{f}_W(x) - f_W(x)|].
\]  

(4)

Note that by definition of \( \pi^*_\alpha \), \( U_\alpha(\pi^*_\alpha) - U_\alpha(\pi^{plug}_\alpha) \geq 0 \). The proof of Proposition 4.3 is given in Appendix A.5.

Proposition 4.3 provides a general bound on the \( \alpha \)-performance of the plug-in policy which holds for any distribution on scores and estimator errors. To provide further insight, we consider a specific distributional setting.

Example 1. Suppose that individuals’ true scores are distributed as:

\[
(w_i, p_i) \sim_{i.i.d.} \mathcal{N} \left( \begin{bmatrix} 0 \\ 0 \end{bmatrix}, \begin{bmatrix} \sigma_w^2 & \rho \sigma_w \sigma_p \\ \rho \sigma_w \sigma_p & \sigma_p^2 \end{bmatrix} \right)
\]

(5)

Let the prediction errors \( \varepsilon_{p_i} := \hat{p}_i - p_i \) and \( \varepsilon_{w_i} := \hat{w}_i - w_i \) be independent of the true scores \( p_i, w_i \), zero-mean, and sub-Gaussian with parameters \( \sigma_{\varepsilon_p} \) and \( \sigma_{\varepsilon_w} \), respectively.

This example elucidates how correlation between profit and welfare scores affects the empirical Pareto frontier.

Proposition 4.4. In the setting of Example 1 with \(-1 \leq \rho \leq 1\), \( E[U_\alpha(\pi^*_\alpha)] = \frac{\sigma_w}{\sqrt{2\pi}} \) and the expected \( \alpha \)-utility of the plug in policy is at least:\[\[\]
\[
E[U_\alpha(\pi^{plug}_\alpha)] \geq E[U_\alpha(\pi^*_\alpha)] \left( 1 - \frac{2 \cdot \bar{\sigma}^2}{\bar{\sigma}^2 + \sigma_y^2} \right)
\]

(6)

where \( \sigma_y^2 = \alpha^2 \sigma_w^2 + (1 - \alpha)^2 \sigma_p^2 + 2 \rho \alpha (1 - \alpha) \sigma_w \sigma_p \) and \( \bar{\sigma}^2 = 4(\alpha^2 \sigma_y^2 + (1 - \alpha)^2 \sigma_y^2) \).

The proof of Proposition 4.4 is given in Appendix A.5. This lower bound is in terms of both the optimal \( \alpha \)-utility and a discount factor. Because \( \sigma_y^2 \) is increasing in \( \rho \) for any \( \alpha \in (0, 1) \), both of these terms are increasing in \( \rho \). Thus, the expected \( \alpha \)-utility of the plug in policy is higher for correlated scores, not only because the optimal \( \alpha \)-utility is higher, but also because the discount factor is closer to 1.

Figure 3 shows the lower bound on expected \( \alpha \)-utility with noisy scores as a function of possible score correlations \( \rho \) and trade-off parameters \( \alpha \), for a fixed setting of predictor noise in Example 1. For comparatively small error in profit scores and moderate welfare error, the the lower bound on the \( \alpha \)-utility increases as the correlation \( (\rho) \) between the scores increases. This captures how the low-noise profit score indirectly improves decisions about the high-noise welfare. The lower bound is decreasing in \( \alpha \) for positive \( \rho \), which reflects the higher variance introduced by placing more weight on the noisier welfare score.

5 Experiments

This section presents three sets of empirical results. In Section 5.1 we corroborate our theoretical results under different simulated distributions on scores and prediction errors. Our second experiment studies empirical Pareto frontiers from learned scores with realistic degradation of training data, in the context of sustainable abalone collection in Section 5.2. Our third experiment in Section 5.3 shows how our methods facilitate trading off between user engagement with predicted quality of content in a corpus of YouTube videos, using pre-learned scores.
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Figure 3: Lower bound (right hand side of Eq. (6)) on expected $\alpha$-utility as a function of $\alpha$ and correlation in the true scores, from Proposition 4.4 with $\sigma_w = \sigma_p = 1; \sigma_{\varepsilon_w} = 0.5; \sigma_{\varepsilon_p} = 0.1$.

5.1 Simulation Experiments

Our first set of simulations shows the performance of the plug-in policy when scores are perturbed by additive noise of varying degrees in each dimension (Fig. 2a). We instantiate true scores $w_i$ and $p_i$ as in Eq. (5) with $\rho = 0$ and $\sigma_w^2 = \sigma_p^2 = 1$, and instantiate predicted scores as:

$$\hat{f}_W(x_i) = w_i + \varepsilon_{w_i}, \quad \varepsilon_{w_i} \sim N(0, \sigma_{\varepsilon_w}^2),$$

$$\hat{f}_P(x_i) = p_i + \varepsilon_{p_i}, \quad \varepsilon_{p_i} \sim N(0, \sigma_{\varepsilon_p}^2)$$

These score predictions satisfy the well-calibrated condition of Corollary 4.2. The results for different pairs $(\sigma_{\varepsilon_w}, \sigma_{\varepsilon_p}^2)$ are shown in Figure 2a. As the noise in scores increases, the empirical Pareto frontiers recede from the exact frontier $\mathcal{P}_{\text{exact}}$. Additionally, higher noise in the predicted scores imposes a wider distribution of empirical Pareto frontiers.

Next, we study the effect of noise in predictions when scores are correlated (Fig. 2b). We draw $w_i$ and $p_i$ according to Eq. (5) with $\sigma_w = \sigma_p = 1$ and correlation parameter $\rho$. We then add random noise as in Eq. (7) with parameters $\sigma_{\varepsilon_w} = \sigma_{\varepsilon_p} = 1$. Note that in this setting, scores are in general not calibrated due to the correlation between $w_i$ and $p_i$. For positive values of $\rho$, the exact and empirical utilities are greatest at $\alpha = 0.5$, since the correlation in the scores allows us to overcome some of the noise in each individual parameter, as predicted by Proposition 4.4.

Lastly, we study the space of empirical and exact frontiers with degraded noise when scores are correlated and prediction error is higher in the welfare the score, with $\sigma_{\varepsilon_p} = 0.5$ whereas $\sigma_{\varepsilon_w} = 2.0$ (Fig. 2c). While the optimal Pareto frontiers are the same as in Fig. 2b, we see a stark change in the empirical Pareto frontiers. Compared to the case of no correlation, the empirical Pareto frontier is expanded when $\rho > 0$ and when $\rho < 0$ the frontier recedes. Additionally, we see evidence that due to the correlation, $\pi_{\alpha}^{\text{plug}}$ is no longer guaranteed to be optimal, as welfare utility decreases for large enough $\alpha$ when $\rho = 0.5$.

5.2 Learned Scores with Imperfect Data: Abalone

Our next example is motivated by the domain of ecologically sustainable selection, where the goal is to select profitable mollusks to catch and keep, while having minimal impact on the natural development of the mollusks’ ecosystem. We learn scores for the age and profitability of each abalone from data, and perform experiments to test the degradation of the empirical Pareto frontiers under realistic degradations of the data. While our characterization of the problem is highly simplified, the main focus of this experiment is to demonstrate the instantiation of Pareto curves for different predictor function classes and different regimes of data availability.

The welfare measure we use is an increasing function of age (see Appendix 3 for full experimental details), encoding that it is more sustainable to harvest older abalones. We define the profit score of each abalone as a linear function of meat weight and shell area. We use the features (sex, total weight, height, width, and diameter) to train score predictors. We derive these measures from physical data collected by Nash et al.
The correlation of the profit and welfare scores is 0.56.

In this setting, we study the effectiveness of two models — ridge regression and random forests — to learn scores with which to instantiate the plug-in policy. To assess how the empirical Pareto frontiers degrade under realistic notions of imperfect data, we subsample training instances to reflect a hypothetical regime were data is sparse and we subsample features to reflect a hypothetical regime where entire measurements were not recorded in the original dataset.

Figure 4 shows the empirical Pareto frontiers reached as we change the size of the training data set from...
which learn the profit and welfare scores. Even with 33 training samples (1% of the original training set), the
set of plug-in policies traces a meaningful trade-off over $\alpha$. For severely degraded scores (16 training samples -
just 0.5% of the original training sets), the error on the welfare score predictions is so high that instantiating
a plug-in policy with $\alpha > 0$ actually decreases welfare overall.

Figure 7 shows the empirical Pareto frontiers reached as we change the features learned to train the model,
using just length, just weight, or all seven features as in Fig. 4.

The trends to increasing the data set size and feature set are consistent with four replications done
on separate training and evaluation splits; we find that Pareto frontiers dominate each other roughly in
accordance with the mean average error of the score predictions (Figs. 10 and 11 in Appendix B.1). The
mean average error of welfare scores is substantially greater than the average error of profit scores for most
prediction instances (Figures 10 and 11 in Appendix B.1), thus the empirical frontiers are farther from $P_{\text{exact}}$
in the welfare dimension than the profit dimension.

Altogether, the empirical Pareto frontiers are relatively robust to small data regimes, as well as to missing
predictors. However, when predictions have very high error (diagnosable by cross-validation or holdout set
error), empirical Pareto frontiers degrade quickly.

5.3 Balancing User Engagement and Health

We now illustrate how the multi-objective framework can be used to balance the desire to promote high
quality content with the need for profit. We work with a dataset that contains measures of content quality
and content engagement for 39,817 YouTube videos, which was constructed as part of an independent effort
to automatically ascertain the quality and truthfulness of YouTube videos Faddoul et al. (2020).

The measure of quality $f_{\hat{W}}$ we use is a function of the ‘conspiracy score’ developed by Faddoul et al. (2020), which estimates the probability that the video promotes a debunked conspiracy theory. From this score $s_{\text{conspiracy}} \in [0, 1]$ we derive a predicted ‘quality score’ as $(0.95 - s_{\text{conspiracy}})$ (see Appendix B.2 for details).

We instantiate the profit score $f_p$ for video $i$ as $\log((1 + \text{views}[i]) / 100,000)$. Dividing by a large constant represents that videos with low view counts may not be profitable due to storage and hosting costs. The resulting distribution over $f_p$ and $f_W$ is shown in Figure 6 (gray dots), where dotted lines denote 0-utility thresholds in each score.

Using these scores and predictions, we estimate a Pareto frontier using the optimal policies $\pi^\text{plug}_{\alpha}$ for learned scores from Eq. (3). The resulting estimated Pareto curve is shown in Figure 7a. The curve is concave, demonstrating the phenomenon of diminishing returns in the trade-off between total user engagement and average video quality. While there is always some quality to gain by sacrificing some total engagement, these relative gains are greatest when the starting point is close to an engagement-maximizing policy. Specifically, at the maximum-engagement end of the spectrum (lower right star), we can gain a 1.1% increase in average video quality for a 0.1% loss in total engagement. However, for a policy with trade-off rate $\alpha = 0.8$ (upper left star), to obtain an increase of 0.3% in welfare, a larger loss of 5.2% in user engagement is required.

Next, we assess the validity of this estimated Pareto curve using the small set of 541 hand-labeled training set instances from which $s_{\text{conspiracy}}$ was learned. This assessment is likely optimistic due to the fact that the score predictor functions were trained on this same data; nonetheless, this is an important check to perform on the estimated Pareto frontier.

In Figure 7b we plot the optimal-in-hindsight Pareto frontier (dashed gray line) had we known the labels a priori and applied thresholds according to (3). We also plot the performance of our estimated policy $\pi^\text{plug}_{\alpha}$ on the labeled instances (black line). The stars on each curve correspond to decision thresholds with $\alpha = 0$ and $\alpha = 0.8$, and illustrate the alignment of the curves.

Relating back to Theorem 4.1 we see that performance of the learned scores (black line) is dominated by that of the optimal classifier, as is the predicted Pareto curve (thick blue line). Here the predicted Pareto curve under-predicts the actual performance; in general it is possible for the opposite to be true. Encouragingly, we observe that the curves representing the predicted and actual performance show similar qualitative trade-offs.

6 Connections to Fairness Constraints

Having shown our main results on learning Pareto-optimal policies with limited data, we now illustrate connections between our framework and approaches based on fair machine learning that constrain classification decisions to satisfy certain criteria. For example, in the setting of hiring or admissions, one might require that the same proportion of male and female candidates are admitted, i.e. demographic parity. We demonstrate that profit maximization with group fairness constraints corresponds to multi-objective optimization over profit and welfare for an induced definition of welfare. We consider here the setting of requiring demographic parity between two subgroups $A$ and $B$ of a larger population, and present more general results in Appendix C.

In this case, we decompose policies over groups such that $\pi = (\pi_A, \pi_B)$. Policies are chosen to maximize the following $\epsilon$-demographic parity constrained problem:

$$\max_{\pi, \beta} \quad \mathcal{U}_\beta(\pi) \quad \text{s.t.} \quad \mathbb{E}[\pi_j(x) \mid x \text{ in group } j] = \beta_j,$$

$$|\beta_A - \beta_B| \leq \epsilon$$

We can restrict our attention to threshold policies $\pi_j(p) = \mathbb{I}(p \geq t_j)$ where $t_j$ are group-dependent thresholds Liu et al. (2018). Notice that the unconstrained solution would simply be $\pi^\text{MaxUtil}_{\text{plug}}(p) = \mathbb{I}(p \geq 0)$ for all groups. For this reason, we consider groups with $t_j < 0$ as comparatively disadvantaged (since their threshold increases in the absence of fairness constraints) and $t_j > 0$ as advantaged. Then, the multi-objective framework provides an additional perspective on the trade-offs between $\epsilon$-fairness and profit.
Corollary 6.1. It is possible to define fixed welfare scores such that the family of inexact fair policies parametrized by any $\epsilon \geq 0$ in (8) corresponds to a family of Pareto-optimal policies parametrized by $\alpha(\epsilon)$. The group-dependent welfare scores are such that $w \geq 0$ for all individuals in the disadvantaged group and $w \leq 0$ in the advantaged group. Furthermore, the induced trade-off parameter $\alpha(\epsilon)$ increases as $\epsilon$ decreases.

Corollary 6.1 follows from Theorem C.3. Fairness constraints can be seen as encoding implicit group-dependent welfare scores for individuals, where members of disadvantaged groups are assigned positive welfare weights and members of advantaged groups assigned negative weights. Figure 8 illustrates this result applied to data from a credit lending scenario from Barocas et al. (2019), where welfare scores are induced for individuals depending on their race and likelihood of repayment. Further details on the generation of these weights are presented in Appendix C. This correspondence is related to the analysis of welfare weights in Hu & Chen (2018), however, our perspective focuses on trade-offs between welfare and profit objectives, in contrast to pure welfare maximization.

In the case that group membership is believed to correspond to the welfare impact of selection, Corollary 6.1 connects our results in Section 4 with a body of work on achieving fairness when group labels are approximate or estimated Kallus et al. (2019). While some applications may directly call for statistical parity as a criterion, Corollary 6.1 emphasizes the inevitability of fairness constraints as trade-offs between multiple objectives, and frames these trade-offs explicitly in terms of welfare measures.

Figure 8: Trade-offs between profit and fairness in lending can be equivalently encoded by a multi-objective framework.

7 Conclusions

We present a methodology for developing welfare-aware policies that jointly optimize a private return (such as profit) with a public objective (such as social welfare). Taking care to consider data-limited regimes, we develop theory around the optimality of using learned predictors to make decisions. Experiments corroborate our theoretical results, showing that thresholding on predicted scores can approach a Pareto-optimal policy.

This score-based approach to balancing competing objectives with noisy data is attractive for several reasons:

- Score-based policies can trade off multiple objectives with scalar predictions, with error bounded by a weighted sum of the errors in the learned scores.
• The plug-in policy is a learned decision rule that is easily explained and diagnosed — in line with the desire for transparent classification rules in practice.

• It provides a crisp and interpretable connection to fair-constrained profit maximization, but reframes the problem as one of multi-objective optimization (see Sec. [6]).

While separating the problem of instantiating learned policies from the problem of learning scores has desirable benefits, we note the limitations of this approach as well. First, the plug-in policy is not guaranteed to be the optimal policy learned from data. Thus, when further assumptions on the problem structure are appropriate, it may be worthwhile to consider more general policy classes learned from data. Second, the score-based approach shifts much of the difficulty of welfare-aware machine learning toward defining and predicting welfare, which is an area of active academic and policy debate [Griffin (1986); Kahneman & Krueger (2006)].

When welfare utilities are estimable, the ability to trade off context-sensitive measures with general policies can improve upon the status quo of applying machine learning policies in welfare-sensitive domains. Further, a multi-objective framework could allow communities to understand the trade-offs between competing definitions of welfare or fairness in data constrained situations.

Taken together, these results help illustrate how machine learning can be used to design policies that prioritize the social impact of an algorithmic decision from the outset, rather than as an afterthought. By elucidating the possible trade-offs between competing objectives, and by illustrating the importance of measurement and prediction error in multi-objective optimization, we hope this work encourages new ways of thinking about welfare-aware machine learning.

Acknowledgements

This work was supported by NSF grant DGE1752814, the Bill and Melinda Gates Foundation, the Center for Effective Global Action, and DARPA and NIWC under contract N66001-15-C-4066. Any opinions, findings, and conclusions or recommendations expressed in this material are those of the authors and do not necessarily reflect the views of the National Science Foundation. The U.S. Government is authorized to reproduce and distribute reprints for Governmental purposes not withstanding any copyright notation thereon. The views, opinions, and/or findings expressed are those of the authors and should not be interpreted as representing the official views or policies of the Department of Defense or the U.S. Government. MS is supported by the Open Philanthropy AI Fellowship. LTL is supported by the Open Philanthropy AI Fellowship and the Microsoft Ada Lovelace Fellowship. DB was partly supported by Microsoft Research.

References

Awasthi, P., Kleindessner, M., and Morgenstern, J. Equalized odds postprocessing under imperfect group information, 2019.

Balkanski, E. and Singer, Y. The sample complexity of optimizing a convex function. In Conference on Learning Theory, pp. 275–301, 2017.

Barocas, S. and Selbst, A. D. Big data’s disparate impact. UCLA Law Review, 2016.

Barocas, S., Hardt, M., and Narayanan, A. Fairness and Machine Learning. fairmlbook.org, 2019. [http://www.fairmlbook.org).

Chen, J., Kallus, N., Mao, X., Svacha, G., and Udell, M. Fairness under unawareness: Assessing disparity when protected class is unobserved. In Proceedings of the Conference on Fairness, Accountability, and Transparency, pp. 339–348, 2019.

Chouldechova, A. Fair prediction with disparate impact: A study of bias in recidivism prediction instruments. Big Data, 5, 2017.
Corbett-Davies, S. and Goel, S. The measure and mismeasure of fairness: A critical review of fair machine learning. *arXiv preprint arXiv:1808.00023*, 2018.

Deb, K. and Kalyanmoy, D. *Multi-Objective Optimization Using Evolutionary Algorithms*. John Wiley & Sons, Inc., New York, NY, USA, 2001. ISBN 047187339X.

Désidéri, J.-A. Multiple-gradient descent algorithm (mgda) for multiobjective optimization. *Comptes Rendus Mathematique*, 350(5-6):313–318, 2012.

Donahue, K. and Kleinberg, J. Fairness and utilization in allocating resources with uncertain demand. *arXiv preprint arXiv:1906.09050*, 2019.

Dua, D. and Graff, C. UCI machine learning repository, 2017. URL [http://archive.ics.uci.edu/ml](http://archive.ics.uci.edu/ml).

Dwork, C., Hardt, M., Pitassi, T., Reingold, O., and Zemel, R. Fairness through awareness. In *Proceedings of the 3rd Innovations in Theoretical Computer Science Conference, ITCS ’12*, pp. 214–226, New York, NY, USA, 2012. ACM. ISBN 978-1-4503-1115-1. doi: [10.1145/2090236.2090255](http://doi.acm.org/10.1145/2090236.2090255).

Elzayn, H., Jabbari, S., Jung, C., Kearns, M., Neel, S., Roth, A., and Schutzman, Z. Fair algorithms for learning in allocation problems. In *Proceedings of the Conference on Fairness, Accountability, and Transparency*, pp. 170–179, 2019.

Ensign, D., Friedler, S. A., Neville, S., Scheidegger, C., and Venkatasubramanian, S. Runaway Feedback Loops in Predictive Policing. *arXiv:1706.09847 [cs, stat]*, June 2017. URL [http://arxiv.org/abs/1706.09847](http://arxiv.org/abs/1706.09847).

Faddoul, M., Chaslot, G., and Farid, H. A longitudinal analysis of youtube’s promotion of conspiracy videos. *In Preparation*, 2020.

Fleurbaey, M. and Maniquet, F. Optimal income taxation theory and principles of fairness. *Journal of Economic Literature*, 56(3):1029–79, 2018.

Griffin, J. Well-being: Its meaning, measurement and moral importance. 1986.

Gupta, M. R., Cotter, A., Fard, M. M., and Wang, S. Proxy fairness. *CoRR*, abs/1806.11212, 2018. URL [http://arxiv.org/abs/1806.11212](http://arxiv.org/abs/1806.11212).

Hardt, M., Price, E., and Srebro, N. Equality of opportunity in supervised learning. In *Advances in neural information processing systems*, pp. 3315–3323, 2016.

Hu, L. and Chen, Y. Welfare and Distributional Impacts of Fair Classification. *arXiv:1807.01134 [cs, stat]*, July 2018. URL [http://arxiv.org/abs/1807.01134](http://arxiv.org/abs/1807.01134) arXiv: 1807.01134.

Hu, L. and Chen, Y. Fair classification and social welfare. *ACM FAT* 8, 2020.

Jin, Y. *Multi-objective machine learning*, volume 16. Springer Science & Business Media, 2006.

Jin, Y. and Sendhoff, B. Pareto-based multiobjective machine learning: An overview and case studies. *IEEE Transactions on Systems, Man, and Cybernetics, Part C (Applications and Reviews)*, 38(3):397–415, 2008.

Kahneman, D. and Krueger, A. B. Developments in the measurement of subjective well-being. *Journal of Economic perspectives*, 20(1):3–24, 2006.

Kallus, N., Mao, X., and Zhou, A. Assessing algorithmic fairness with unobserved protected class using data combination. *arXiv preprint arXiv:1906.00285*, 2019.

Kearns, M., Neel, S., Roth, A., and Wu, Z. S. Preventing fairness gerrymandering: Auditing and learning for subgroup fairness. *arXiv preprint arXiv:1711.05144*, 2017.

Kilbertus, N., Rojas-Carulla, M., Parascandolo, G., Hardt, M., Janzing, D., and Schölkopf, B. Avoiding discrimination through causal reasoning. In *Proc. 30th NIPS*, pp. 656–666, 2017.
Kim, I. Y. and de Weck, O. L. Adaptive weighted-sum method for bi-objective optimization: Pareto front generation. *Structural and multidisciplinary optimization*, 29(2):149–158, 2005.

Kim, M. P., Ghorbani, A., and Zou, J. Multiaccuracy: Black-box post-processing for fairness in classification. In *Proceedings of the 2019 AAAI/ACM Conference on AI, Ethics, and Society*, pp. 247–254. ACM, 2019.

Kleinberg, J. M., Mullainathan, S., and Raghavan, M. Inherent trade-offs in the fair determination of risk scores. *Proc. 8th ITCS*, 2017.

Knowles, J. Parego: a hybrid algorithm with on-line landscape approximation for expensive multiobjective optimization problems. *IEEE Transactions on Evolutionary Computation*, 10(1):50–66, 2006.

Komiya, H. Elementary proof for sion’s minimax theorem. *Kodai Mathematical Journal*, 11(1):5–7, 1988.

Lamy, A., Zhong, Z., Menon, A. K., and Verma, N. Noise-tolerant fair classification. In *Advances in Neural Information Processing Systems 32*, pp. 294–305. Curran Associates, Inc., 2019.

Liu, C., Xu, X., and Hu, D. Multiobjective reinforcement learning: A comprehensive overview. *IEEE Transactions on Systems, Man, and Cybernetics: Systems*, 45(3):385–398, 2014.

Liu, L. T., Dean, S., Rolf, E., Simchowitz, M., and Hardt, M. Delayed impact of fair machine learning. In *Proceedings of the 35th International Conference on Machine Learning*, volume 80 of *Proceedings of Machine Learning Research*, pp. 3156–3164, Stockholm, Sweden, 2018.

Liu, L. T., Simchowitz, M., and Hardt, M. The implicit fairness criterion of unconstrained learning. In *Proceedings of the 36th International Conference on Machine Learning*, volume 97 of *Proceedings of Machine Learning Research*, pp. 4051–4060, Long Beach, California, USA, 2019. PMLR.

Liu, L. T., Wilson, A., Haghtalab, N., Kalai, A. T., Borgs, C., and Chayes, J. The disparate equilibria of algorithmic decision making when individuals invest rationally. *ACM FAT*°, 2020.

Loshchilov, I., Schoenauer, M., and Sebag, M. A mono surrogate for multiobjective optimization. In *Proceedings of the 12th annual conference on Genetic and evolutionary computation*, pp. 471–478. ACM, 2010.

Mouzannar, H., Ohannessian, M. I., and Srebro, N. From Fair Decision Making to Social Equality. *ACM FAT*°, 2019.

Nash, W. J., Sellers, T. L., Talbot, S. R., Cawthorn, A. J., and Ford, W. B. The population biology of abalone (haliotis species) in tasmania. i. blacklip abalone (h. rubra) from the north coast and islands of bass strait. *Sea Fisheries Division, Technical Report*, 48:p411, 1994.

Noriega, A., Garcia-Bulle, B., Tejerina, L., and Pentland, A. Algorithmic fairness and efficiency in targeting social welfare programs at scale. *Bloomberg Data for Good Exchange Conference*, 2018.

Pareto, V. *Manuale di economia politica*, volume 13. Societa Editrice, 1906.

Paria, B., Kandasamy, K., and Póczos, B. A flexible multi-objective bayesian optimization approach using random scalarizations. *arXiv preprint arXiv:1805.12168*, 2018.

Peitz, S. and Dellnitz, M. Gradient-based multiobjective optimization with uncertainties. In *NEO 2016*, pp. 159–182. Springer, 2018.

Persily, N. The 2016 US Election: Can democracy survive the internet? *Journal of democracy*, 28(2):63–76, 2017.

Roijers, D. M. and Whiteson, S. Multi-objective decision making. *Synthesis Lectures on Artificial Intelligence and Machine Learning*, 11(1):1–129, 2017.
Skiba, P. M. and Tobacman, J. Do Payday Loans Cause Bankruptcy? SSRN Scholarly Paper ID 1266215, Social Science Research Network, Rochester, NY, November 2009. URL https://papers.ssrn.com/abstract=1266215.

US Federal Reserve. Report to the congress on credit scoring and its effects on the availability and affordability of credit, 2007.

Van Moffaert, K. and Nowé, A. Multi-objective reinforcement learning using sets of pareto dominating policies. The Journal of Machine Learning Research, 15(1):3483–3512, 2014.

Wainwright, M. J. High-dimensional statistics: A non-asymptotic viewpoint, volume 48. Cambridge University Press, 2019.

Zliobaite, I. On the relation between accuracy and fairness in binary classification. arXiv preprint arXiv:1505.05723, 2015.
A Proofs for General Characterization of Pareto Curves

A.1 Pareto Policies Optimize Weighted Combination of Utilities

**Proposition A.1** (Pareto optimal policies optimize a composite objective). Let $\Pi$ be a set of policies which is convex, and compact in a topology in which $\pi \mapsto U_\pi(\pi)$ and $U_W(\pi)$ are continuous. Then, a policy $\pi^* \in \Pi$ is Pareto optimal if and only if there exists an $\alpha \in [0,1]$ for which

$$\pi^* \in \text{argmax}_{\pi \in \Pi} U_\alpha(\pi)$$

$$U_\alpha(\pi) := (1 - \alpha)U_\pi(\pi) + \alpha U_W(\pi).$$

**Proof.** First, we prove that if $\pi^* \in \text{argmax}_\pi U_\alpha(\pi) := (1 - \alpha)U_\pi(\pi) + \alpha U_W(\pi)$, then $\pi^*$ is Pareto optimal. Suppose that there exists an $\alpha$ for which $\pi^* \in \text{argmax}_\pi U_\alpha(\pi)$. If $\alpha \in \{0,1\}$, then $\pi^*$ maximizes either $U_W(\cdot)$ or $U_\pi(\cdot)$, and is therefore Pareto optimal by definition. Otherwise, if $\alpha \in (0,1)$, suppose for the sake of contradiction that $\pi^*$ is not Pareto optimal. Then there exists a policy $\pi$ for which $U_W(\pi^*) \leq U_W(\pi)$ and $U_\pi(\pi^*) \leq U_\pi(\pi)$, where one of these inequalities is strict. We can then check that $U_\alpha(\pi^*) < U_\alpha(\pi)$, contradiction that $\pi^* \in \text{argmax}_\pi U_\alpha(\pi)$.

To show the other direction, suppose that $\pi^*$ is Pareto optimal. If $\pi^*$ maximizes either profit or welfare, then $\pi^* \in \text{argmax}_\pi U_\alpha(\pi)$ for either $\alpha = 1$ or $\alpha = 0$. Otherwise, let $W = U_W(\pi^*)$. Then, by Pareto optimality,

$$\pi^* \in \text{argmax}_{\pi \in \Pi} \{U_\pi(\pi) : U_W(\pi) \geq U_W(\pi^*)\} = \text{argmax}_{\pi \in \Pi} \left(U_\pi(\pi) + \min_{t \geq 0} \{t(U_W(\pi) - U_W(\pi^*))\}\right)$$

The map $U_\pi(\pi)$ and $U_W(\pi)$ are both linear functions in $\pi$. Hence, if $\Pi$ is a a convex, and compact in a topology in which $\pi \mapsto U_\pi(\pi)$ and $U_W(\pi)$ are continuous, Sion’s minimax theorem [Komiya (1988)] ensures that strong duality holds, which means that we can switch order of the minimization over $t$ and maximization over $\pi$. Thus, for some $t \geq 0$,

$$\pi^* \in \text{argmax}_{\pi} \left(U_\pi(\pi) + t \cdot U_W(\pi) - t \cdot U_W(\pi^*)\right) = \text{argmax}_{\pi} \left(U_\pi(\pi) + t \cdot U_W(\pi)\right)$$

$$= \text{argmax}_{\pi} \left(\frac{1}{1 + t} U(\pi) + \frac{t}{1 + t} U_W(\pi)\right) = \text{argmax}_{\pi} \left(U_{1/(1+t)}(\pi)\right),$$

as needed. \qed

A.2 Optimal Policies under Exact Information

Here we verify the optimality of threshold policies under exact information:

**Proposition A.2** (Pareto optimal policies on exact scores are threshold policies). For the weighted utility $U_\alpha$, the optimal policy $\pi^*_\alpha$ over the unrestricted class $\Pi_\alpha$ is a threshold on a weighted combination of $w$ and $p$, namely

$$\pi^*_\alpha(p, w) = 1(\omega w + (1 - \alpha)p \geq 0).$$

**Proof of Proposition A.2.** Consider the reward of an arbitrary policy $\pi$. Recall that $\pi(x) \in [0,1]$ denotes the probability that $\pi$ classifies an individual with features $x$ as a 1. Since $\pi(x) \cdot z \leq z \cdot 1(z \geq 0)$ for $\pi(x) \in [0,1]$ and $z \in \mathbb{R}$, we can bound $U_\pi[\pi] = E_z[\pi(x) \cdot (\omega w(x) + (1 - \alpha)p(x))] \leq E_z[\max\{0, \omega w(x) + (1 - \alpha)p(x)\}]$. We can directly check that the threshold policy $\pi^*_\alpha(p, w) = 1(\omega w + (1 - \alpha)p \geq 0)$ satirizes this bound. \qed

---

3The convexity of $\Pi$ means that $\Pi$ is closed under the randomized combination of policies. In the simplest case, compactness is achieved when the space of features is finite (e.g. features $x$ can only take a values in a discrete, finite subset of $\mathbb{R}^d$).

4When the distribution over $(w, p)$ is sufficiently smooth, we can ignore the case where $\omega w + (1 - \alpha)p = 0$. 
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A.3 Well-Behaved Pareto Curves

In this section, we establish that under mild regularity conditions, the Pareto frontier takes the form of a continuous curve. The following assumption stipulates these conditions:

**Assumption 1** (Well-Behaved Policy Class). Let $\Pi$ be a policy class, and let $P_{\text{max}} := \sup_{\pi \in \Pi} U_{\pi}(\pi)$, $W_{\text{max}} := \sup_{w \in \mathbb{R}} U_w(\pi)$, let $P_{\text{min}} := \sup_{\pi \in \Pi} \{ U_{\pi}(\pi) : U_w(\pi) = W_{\text{max}} \}$. A policy class $\Pi$ is said to be well-behaved if for any $\pi \in \Pi$:

(a) \{ $p : (p, w) \in \mathcal{P}$ for some $w \in \mathbb{R}$ \} = $[P_{\text{min}}, P_{\text{max}}]$

(b) For any $p \in [P_{\text{min}}, P_{\text{max}}]$, $\arg\max_{\pi \in \Pi} \{ U_w(\pi) : U_{\pi}(\pi) = p \}$ is achieved.

The following lemma shows that the above assumptions are reasonable, in that we shouldn’t expect Pareto optimal policies with $p \notin [P_{\text{max}}, P_{\text{min}}]$.

**Lemma A.3.** Suppose that $\Pi$ is any policy class such that there exists $\pi_W$ attaining $U_w(\pi_W) = W_{\text{max}}$. Then, for any $(p, w) \in \mathcal{P}(\Pi)$ which is a Pareto-optimal pair, $p \in [P_{\text{min}}, P_{\text{max}}]$.

**Proof.** Clearly $p \leq P_{\text{max}}$, since $P_{\text{max}}$ is the maximal attainable profit. Now, suppose that $(p, w) \in \mathcal{P}(\Pi)$ is a Pareto optimal pair, and assume for the sake of contradiction that $p < P_{\text{min}}$. Since there exists a $U_w(\pi_W) = W_{\text{max}}$, there exists, for any $\epsilon > 0$, some policy $\pi_\epsilon$ such that $U_w(\pi_\epsilon) = U_w(\pi_W)$, and $U_{\pi}(\pi_\epsilon) \geq P_{\text{min}} - \epsilon$. My making $\epsilon$ sufficiently small, we can ensure that $U_{\pi}(\pi_\epsilon) > p$. On the other hand, $U_w(\pi_W) = U_w(\pi_\epsilon) = \max_{\pi \in \Pi} U(\pi)$, so that in particular $U_w(\pi_\epsilon) \geq w$. Hence, $\pi_\epsilon$ dominates the policy with utilities $(p, w)$ in a pareto sense, so that $(p, w) \notin \mathcal{P}(\Pi)$. \qed

We now establish the existence of Pareto curves for for well-behaved policy classes:

**Lemma A.4** (Properties of the Pareto Curve). For well-behaved function classes (Assumption 1), there exists a unique, increasing function $g_\Pi$ such that

\[
\mathcal{P}(\Pi) = \{(p, g_\Pi(p)) : p \in [P_{\text{min}}, P_{\text{max}}] \},
\]

where $g_\Pi(p) := \sup_{\pi \in \Pi} \{ U_w(\pi) : U_{\pi}(\pi) = p \}$, and where we recall $P_{\text{min}}, P_{\text{max}}$ from Assumption 1. If in addition $\Pi$ is convex, then $g_\Pi(p)$ is concave.

**Proof of Lemma A.4.** Suppose Assumption 1 holds.

First, we show $\mathcal{P}(\Pi) \subseteq \{(p, g_\Pi(p)) : p \in [P_{\text{min}}, P_{\text{max}}] \}$. Given $(p, w) \in \mathcal{P}(\Pi)$ corresponding to a policy $\pi$, we must have that $p \in [P_{\text{min}}, P_{\text{max}}]$ by Lemma A.3. Moreover, by Pareto optimality, $w = g_\Pi(p) := \sup_{\pi \in \Pi} \{ U_w(\pi) : U_{\pi}(\pi) = p \}$ since this optimal is attained by Assumption 1.

For the reverse inclusion, we know that if $p \in [P_{\text{min}}, P_{\text{max}}]$, then by Assumption 1(a), there exists a policy $\pi$ such that $U_{\pi}(\pi) = p$. Then, by Assumption 1(b), there exists a policy $\pi$ which maximizes $U_w(\pi) : U_{\pi}(\pi) = p$. By definition, $U_{\pi}(\pi) = g_\Pi(p)$, and $\pi$ is Pareto optimal by definition. Hence $(p, w) \in \mathcal{P}(\Pi)$.

We now show that that convexity of $\Pi$ implies concavity of $g_\Pi$. It suffices to show that, for any points $(p_1, w_1), (p_2, w_2) \in \mathcal{P}(\Pi)$, and any $\lambda \in [0, 1]$, $\lambda w_1 + (1 - \lambda) w_2 \leq g_\Pi(\lambda p_1 + (1 - \lambda) p_2)$. Indeed, by definition of the Pareto curve, there exist policies $\pi_1$ and $\pi_2$ such that $(U_{\pi_1}(\pi_i), U_{\pi_2}(\pi_i)) = (p_i, w_i)$ for $i \in \{1, 2\}$. By convexity of $\Pi$, the policy $\pi := \lambda \pi_1 + (1 - \lambda) \pi_2 \in \Pi$. Moreover, $U_{\pi}(\pi) = \lambda p_1 + (1 - \lambda) p_2$ and $U_{\pi}(\pi) = \lambda w_1 + (1 - \lambda) w_2$. Finally, by definition of $g_\Pi$, $U_{\pi}(\pi) \leq g_\Pi(U_{\pi}(\pi))$, which concludes the proof. \qed

Lemma A.4 confirms that the Pareto curve, as we might intuitively imagine it, actually exists. With this in mind, we now show that given the Pareto-optimal policies with exact scores, the parameterizing function $g_\Pi$ is concave. Pictorially, $g_\Pi(p)$ is the Pareto frontier interpreted as a function of allowable profit $p$ which returns the the maximum amount of welfare $w$ that can be achieved at this profit level (e.g. the black curve in Figure 1 left).
Theorem A.5 (Pareto Frontier under exact knowledge). Suppose that the unconstrained policies are a well-behaved class. Consider the setting where the welfare and profit are specified exactly by scores $w$ and $p$. Then, given any population distribution over $p, w$, the Pareto optimal policies $\pi_\alpha^*$ are given by Eq. (2) and the Pareto frontier $\mathcal{P}(\Pi_\star)$ is given by

$$\mathcal{P}_{\text{exact}} := \{ (\mathcal{U}_p(\pi_\star^\alpha), \mathcal{U}_w(\pi_\star^\alpha)) : \alpha \in [0,1] \}$$

Moreover, the associated function $g_{\mathcal{P}_{\text{exact}}}(p)$ is non-increasing and concave.

Proof of Theorem A.5. The first statement follows from Proposition A.2 and that $g_{\mathcal{P}_{\text{exact}}}(p)$ is non-decreasing follows from Lemma A.4.

Convexity of $g_{\mathcal{P}_{\text{exact}}}(p)$ follows from Lemma A.4 and the fact that $\Pi_\star$ is convex.

A.4 Proof of Theorem 4.1

For the theorem, we assume that both policies based on empirical scores and those based on exact scores are well-behaved in the sense of Assumption 1.

We first establish part (a), namely that

$$\pi_{\alpha}^{\text{opt}} \in \arg\max_{\pi \in \Pi_{\text{emp}}} \mathbb{E}_\pi(\mathcal{U}_\alpha(\pi(\hat{f}_W, \hat{f}_p))) .$$

Where recall that $\pi_{\alpha}^{\text{opt}} := (1-\alpha) \cdot \overline{\pi}_p + \alpha \cdot \overline{\pi}_w$. We have that

$$\mathcal{U}_\alpha(\pi) = \mathbb{E}[(1-\alpha)p + \alpha w) \pi(\hat{f}_p, \hat{f}_W)]$$

$$= \mathbb{E}[(1-\alpha)\mathbb{E}[p | \hat{f}_p, \hat{f}_W] + \alpha \mathbb{E}[w | \hat{f}_p, \hat{f}_W]) \cdot \pi(\hat{f}_p, \hat{f}_W)]$$

$$= \mathbb{E}[(1-\alpha)\overline{\pi}_p(\hat{f}_p, \hat{f}_W) + \alpha \overline{\pi}_W(\hat{f}_p, \hat{f}_W)) \cdot \pi(\hat{f}_p, \hat{f}_W)]$$

$$\leq \mathbb{E} \left[ \max \left\{ (1-\alpha)\overline{\pi}_p(\hat{f}_p, \hat{f}_W) + \alpha \overline{\pi}_W(\hat{f}_p, \hat{f}_W), 0 \right\} \right] = \mathcal{U}_\alpha(\pi_{\alpha}^{\text{opt}}).$$

Hence, we obtain the Pareto optimality of $\pi_{\alpha}^{\text{opt}}$ by Proposition A.1.

Part (b) is a direct consequence of Lemma A.4 and the assumption that our policy class is well behaved.

For part (c), empirical policies are dominated by those induced by the true score functions because, as established, the Pareto optimal policies based on the true score functions are in fact Pareto optimal over all policies that are induced by a function of the features $x$.

A.5 Utility Loss Induced by Score Function Suboptimality

Proof of Proposition 4.3. We compute

$$\mathcal{U}_\alpha(\pi_{\alpha}^{\text{plug}}) - \mathcal{U}_\alpha(\pi_{\alpha}) = \mathbb{E}[(1-\alpha)p + \alpha w) (\pi_{\alpha}^{\text{plug}} - \pi_{\alpha})] .$$

Define the functions $Y(x) = (1-\alpha)f_p(x) + \alpha f_w(x)$, and let $E(x) = (1-\alpha)(\hat{f}_p(x) - f_p(x)) + \alpha(\hat{f}_W(x) - f_W(x))$. Then, $\pi_{\alpha}^{\text{plug}}(x) - \pi_{\alpha} = \mathbb{I}(Y(x) + E(x) \geq 0) - \mathbb{I}(Y(x) \geq 0)$. We see that this difference is at most 1 in magnitude, and is 0 unless possibly if $|Y(x)| \leq |E(x)|$. Hence,

$$|Y(x)| \cdot |\pi_{\alpha}^{\text{plug}}(x) - \pi_{\alpha}(x)| \leq |E(x)| .$$

Therefore

$$|\mathcal{U}_\alpha(\pi_{\alpha}^{\text{plug}}) - \mathcal{U}_\alpha(\pi_{\alpha})| = | \mathbb{E}[Y(x)(\pi_{\alpha}^{\text{plug}}(x) - \pi_{\alpha}(x))] |$$

$$\leq \mathbb{E}[|Y(x)| \cdot |\pi_{\alpha}^{\text{plug}}(x) - \pi_{\alpha}(x)|]$$

$$\leq \mathbb{E}[|E(x)|] = \mathbb{E}[(1-\alpha)(\hat{f}_p(x) - f_p(x)) + \alpha(\hat{f}_W(x) - f_W(x))]$$

$$\leq (1-\alpha)\mathbb{E}[|\hat{f}_p(x) - f_p(x)|] + \alpha \mathbb{E}[|\hat{f}_W(x) - f_W(x)|] .$$

\[\square\]
We remark that in general, optimizing arbitrary loss functions for function value states (e.g. estimating \( \alpha \)-utilities for all \( \alpha \) directly from features) requires a prohibitively large sample \cite{BalkanskiSinger2017}. The structures of the combined learning problems and \( \alpha \)-utility in our setting allow us to circumvent this lower bound.

**Proof of Proposition 4.4.** By definition of \( \pi_\alpha^* \),

\[
U_\alpha(\pi_\alpha^*) - U_\alpha(\pi_\alpha^{\text{plug}}) = \mathbb{E}[|\alpha w + (1 - \alpha)p| \cdot I(\pi_\alpha^* \neq \pi_\alpha^{\text{plug}})]
\]

Now consider the event \( \pi_\alpha^* \neq \pi_\alpha^{\text{plug}} \). This happens only when the predicted scores incur an opposite classification by the \( \alpha \) threshold policy, that is, \((\alpha w_i + (1 - \alpha)p_i) \cdot (\alpha \hat{w}_i + (1 - \alpha)\hat{p}_i) < 0\). Define the quantities

\[
y_i := \alpha w_i + (1 - \alpha)p_i \\
z_i := \alpha(\hat{w}_i - w_i) + (1 - \alpha)(\hat{p}_i - p_i),
\]

so that

\[
U_\alpha(\pi_\alpha^*) - U_\alpha(\pi_\alpha^{\text{plug}}) = \mathbb{E}[|y| \cdot I(y(y + z) < 0)]
\]

where \( y \sim \mathcal{N}(0, \alpha^2 \sigma_w^2 + (1 - \alpha)^2 \sigma_p^2 + 2\rho\sigma(1 - \alpha)\sigma_w\sigma_p) \) and \( z \) is sub-Gaussian with squared parameter \( \hat{\sigma}^2 = 4(\alpha^2 \sigma_w^2 + (1 - \alpha)^2 \sigma_p^2) \) \cite{Wainwright2019}. By assumption, the errors are independent of the scores, so that

\[
\mathbb{E}[|y| \cdot I(y(y + z) < 0)] = \mathbb{E}[|y| \cdot \mathbb{E}[I(y(y + z) < 0)|y]] = \mathbb{E}[|y| \cdot \mathcal{P}(y(y + z) < 0)]
\]

Now by sub-Gaussianity of \( z \), we bound \( \mathcal{P}(y(y + z) < 0) \) for any fixed \( y \):

\[
\mathcal{P}(y(y + z) < 0) \leq \begin{cases} \\
\mathcal{P}(z < -y) & y > 0 \\
\mathcal{P}(z > -y) & y < 0 \\
\leq e^{-y^2/\hat{\sigma}^2},
\end{cases}
\]

so that by symmetry of the distribution of \( y \), the expectation can be bounded as

\[
\mathbb{E}[|y| \cdot \mathcal{P}(y(y + z) < 0)] \leq 2 \int_0^\infty y(e^{-y^2/(2\hat{\sigma}^2)}) \cdot \frac{1}{\sigma_y \sqrt{2\pi}} e^{-y^2/(2\sigma_y^2)} dy
\]

\[
= \frac{\sqrt{2}}{\sigma_y \sqrt{\pi}} \int_0^\infty ye^{-\frac{y^2}{\hat{\sigma}^2} + \frac{y^2}{\sigma_y^2}} dy \\
= \frac{1}{\sigma_y \left( \frac{1}{\hat{\sigma}^2} + \frac{1}{\sigma_y^2} \right)^{1/2}} \cdot \frac{\sqrt{\pi}}{\sqrt{\pi}} \left( \frac{1}{\hat{\sigma}^2} + \frac{1}{\sigma_y^2} \right)^{1/2} \int_0^\infty ye^{-\frac{y^2}{\hat{\sigma}^2} + \frac{1}{\sigma_y^2}} dy .
\]

This is a scaled mean of a half-normal distribution with scale parameter \( \left( \frac{1}{\hat{\sigma}^2} + \frac{1}{\sigma_y^2} \right)^{-1/2} \). Thus, difference in \( \alpha \)-utility is bounded as

\[
U_\alpha(\pi_\alpha^*) - U_\alpha(\pi_\alpha^{\text{plug}}) \leq \frac{\sqrt{2}}{\sigma_y \sqrt{\pi}} \left( \frac{1}{\hat{\sigma}^2} + \frac{1}{\sigma_y^2} \right)^{-1} \\
= \frac{\sigma_y \cdot \sqrt{2}}{\sqrt{\pi}} \left( \frac{\hat{\sigma}^2}{\hat{\sigma}^2 + \sigma_y^2} \right)
\]

\(^5\)When \( \epsilon_w \) and \( \epsilon_p \) are assumed to be independent, \( \hat{\sigma}^2 = (\alpha^2 \sigma_w^2 + (1 - \alpha)^2 \sigma_p^2) \) \cite{Wainwright2019}.
Now, note that the expected utility of the optimal classifier is $E[yI\{y \geq 0\} \geq 0]$ for $y \sim N(0, \sigma_y^2)$ as defined above. Then as one half the expectation of a half-normal distribution with scale parameter $\sigma_y$,

$$E[U_\alpha(\pi^*)] = \frac{\sigma_y}{\sqrt{2\pi}} = \frac{1}{\sqrt{2\pi}}\sqrt{\alpha^2 \sigma_w^4 + (1-\alpha)^2 \sigma_p^4 + 2\rho(1-\alpha)\sigma_w\sigma_p},$$

which is nondecreasing in $\rho$ for $\alpha \in [0,1]$, and increasing in $\rho$ for $\alpha \in (0,1)$. Then, the expected Pareto utility of the plug in policy can be lower bounded as

$$E[U_\alpha(\pi^{\text{plug}}_\alpha)] = E[U_\alpha(\pi^*_\alpha) - (U_\alpha(\pi^*_\alpha) - U_\alpha(\pi^{\text{plug}}_\alpha))]$$

$$\geq \frac{\sigma_y}{\sqrt{2\pi}} \left( 1 - c \frac{\sigma^2}{\sigma^2 + \sigma_y} \right)$$

$$= E[U_\alpha(\pi^*_\alpha)] \left( 1 - c \frac{\sigma^2}{\sigma^2 + \sigma_y^2} \right)$$

Where $c = 2$. Since $\sigma_y$ is increasing in $\rho$ for $\alpha \in (0,1)$, the lower bound on $E[U_\alpha(\pi^{\text{plug}}_\alpha)]$ is increasing as well.

\section{Experimental Details}

All code for simulation and real data experiments will be made publicly available upon publication. All experiments were run on a personal laptop running unix with 16GB memory and a 2.5Ghz Intel i7 processor.

\subsection{Abalone}

The features included in $x$ for each model are: sex (female/male/infant), length, diameter, height, and whole weight. There are in total 4177 data points\footnote{Data is available for download at: \url{https://archive.ics.uci.edu/ml/datasets/Abalone}.} We instantiate scores as:

$$p := \text{meat\_price\_per\_gram} \cdot (200 \cdot \text{shucked\_weight}) + \text{shell\_price\_by\_cm}^2 \cdot (20 \cdot \text{length}) \cdot (20 \cdot \text{diameter})$$

$$w := c \cdot \log((\text{rings} + 1.5)/10)$$

where $\text{meat\_price\_per\_gram} = 0.25$ and $\text{shell\_price\_per\_cm}^2 = 0.32$, and the constant factors of 20 and 200 match units of the original data with units of these prices. We add 1.5 to the ring count to get age, and divide by 10 before taking the logarithm to encode that harvesting abalone less than 10 years of age has negative welfare. We scale the welfare weights by constant $c$ so that the distribution of welfare and profit have the same standard deviation.

Figure\footnote{Data is available for download at: \url{https://archive.ics.uci.edu/ml/datasets/Abalone}.} shows the distributions of the scores. The average of the welfare scores is 9.13, the average of the profit scores is 0.00, and the correlation of welfare and profit scores is 0.56.

Figures\footnote{Data is available for download at: \url{https://archive.ics.uci.edu/ml/datasets/Abalone}.} and\footnote{Data is available for download at: \url{https://archive.ics.uci.edu/ml/datasets/Abalone}.} show the performance of the scores and plug-in policies for different number of training set sizes and different feature sets, to augment the results shown in Fig.\footnote{Data is available for download at: \url{https://archive.ics.uci.edu/ml/datasets/Abalone}.} and Fig.\footnote{Data is available for download at: \url{https://archive.ics.uci.edu/ml/datasets/Abalone}.} of the main text. Main text figures show performance on the first fold of five randomly chosen cross-validation folds, in these figures we show all five folds along with the mean average errors of the predictors.

Within each of the five evaluation folds, we train the score models through cross-validation with 4 folds within the training set. Since we leave 20\% of data for evaluation in each outer fold, each model in each row of Figure\footnote{Data is available for download at: \url{https://archive.ics.uci.edu/ml/datasets/Abalone}.} is trained via 4-fold cross-validation on 80\% of the data. For figure\footnote{Data is available for download at: \url{https://archive.ics.uci.edu/ml/datasets/Abalone}.} we subset from the 5 training sets of 80\% of the total data, and run 4-fold cross-validation on these subsets to select model hyperparameters. The hyperparameters we consider are $\lambda = \text{np}\logspace(-8,2,\text{base}=10,\text{num}=11)$ for ridge regression and $\text{num\_estimators} = [200,400]$ and $\text{depths} = [4,8]$ for the random forest model. We choose hyperparameters to minimize the mean average error over the 4 folds. For ridge regression, we use the implementation from sklearn.linear_model.Ridge() and for random forest, sklearn.ensemble.RandomForestRegressor().

The hyperparameters chosen for generating Fig.\footnote{Data is available for download at: \url{https://archive.ics.uci.edu/ml/datasets/Abalone}.} in the main text are presented in Table\footnote{Data is available for download at: \url{https://archive.ics.uci.edu/ml/datasets/Abalone}.}. The hyperparameters chosen for generating Fig.\footnote{Data is available for download at: \url{https://archive.ics.uci.edu/ml/datasets/Abalone}.} in the main text are presented in Table\footnote{Data is available for download at: \url{https://archive.ics.uci.edu/ml/datasets/Abalone}.}.
(a) Per fold predictions (fold 0 is shown in Fig. 4 in main text).

(b) Errors in scores from ridge regression model.

(c) Errors in scores from random forest model.

Figure 9: Summary of abalone score distributions.

Figure 10: Performance with different training set sizes. Accompanies Fig. 4 in main text.
(a) Per fold predictions (fold 0 is shown in Fig. 5 in main text).

(b) Errors in scores from ridge regression model.

(c) Errors in scores from random forest model.

Figure 11: Performance with different features sets. Accompanies Fig. 5 in main text.
| # training points | ridge regression | random forest |
|-------------------|------------------|---------------|
|                   | regularization λ | num. estimators | maximum depth |
| 16                | 1e1 1e-3         | 400 400        | 8 8           |
| 33                | 1e-3 1e-8        | 200 200        | 8 8           |
| 334               | 1e-3 1e-3        | 200 400        | 4 8           |
| 3341              | 1e-1 1e-1        | 200 400        | 4 8           |

| # features       | ridge regression | random forest |
|------------------|------------------|---------------|
|                   | regularization λ | num. estimators | maximum depth |
| length           | 1e-8 1e-2        | 200 200        | 4 8           |
| weight           | 1e0 1e-2         | 400 200        | 4 4           |
| all              | 1e-1 1e-1        | 400 400        | 4 8           |

Table 1: Hyperparameter configurations to generate Fig. 4

Table 2: Hyperparameter configurations to generate Fig. 5

B.2 YouTube

Data for the YouTube experiment is used with permission of the authors of [Faddoul et al. 2020] (in progress; data to be released publicly).

Defining an allowable quality threshold as the median score of all videos (= 0.95), we instantiate $\hat{f}_W = (1 - s_{\text{conspiracy}}) - 0.95$. Note that no notions of engagement (e.g. view count, comment count) were included as training data to learn $s_{\text{conspiracy}}$. Instantiating profit scores as $\log((1 + \text{views}[i])/100,000)$ models that videos with view counts below 100,000 (roughly 32% of the videos in the validation set) do not break a profit margin.

The “hand annotated” subset of the data consists of 541 video instances which are hand-labeled as either conspiracy (251) or non-conspiracy (290), as well as their view counts and predictions. These validation points are drawn from a different distribution, and thus tend to lie toward the extremes of the quality measure (Figure 6).

C Appendix on Fairness

Much recent work on designing the outcomes of decisions has considered adding fairness criteria to the maximum profit objective. In the setting of group fairness, the population is partitioned into subgroups, and fairness criteria generally seek to ensure that classifications satisfy a notion of equality (or near-equality) between these groups. In this section, we demonstrate how fairness constrained profit maximization corresponds to multiobjective optimization over profit and welfare for a particular definition of welfare.

Consider a population partitioned into subgroups $j \in \Omega$ and a classifier which has access to the profit score $p$ of each individual. In this case, we decompose policies over groups such that $\pi = (\pi_j)_{j \in \Omega}$ and the fairness-constrained profit maximization is given as

$$\pi_{\text{fair}}^* \in \arg\max_{\pi,\beta} u_p(\pi) \quad \text{s.t.} \quad \mathbb{E}[\pi_j(p) \mid \text{in group } j \cap C] = \beta_j, \quad |\beta_i - \beta_j| \leq \epsilon \quad \text{for all } i, j \in \Omega \quad (12)$$

where the choice of $C$ encodes particular fairness criteria. For a large class of fairness criteria including demographic parity and equal opportunity, we can restrict our attention to threshold policies $\pi_j(p) = I(p \geq t_j)$ where $t_j$ are group-dependent thresholds [Liu et al. 2018]. Notice that due to the definition of profit score (1),
the unconstrained solution would simply be \( \pi^{\text{MaxUtil}}(p) = \mathbb{I}(p \geq 0) \) for all groups. For this reason, we consider groups with \( t_j < 0 \) as comparatively disadvantaged (since their threshold increases in the absence of fairness constraints) and \( t_j > 0 \) as advantaged.

In this setting, there exist fixed welfare scores \( w \) which achieve the same solution policy for any population.

**Proposition C.1.** Any fairness-constrained threshold policy giving rise to thresholds \( \{t^*_j\}_{j=1}^N \) is equivalent to a set of \( \alpha \)-Pareto policies for \( \alpha \in (0,1) \) in \( \mathbb{R}^2 \) with welfare scores fixed within each group and defined as

\[
w_j = -\frac{1 - \alpha}{\alpha} t^*_j .
\]

In particular, \( w_j \) and \( t^*_j \) have opposite signs for all settings of \( \alpha \in (0,1) \), and any relative scale between them achieved by some choice of \( \alpha \).

**Proof.** The equivalence follows by comparing the policies

\[
\pi_\alpha(w,p) = \mathbb{I}(\alpha w + (1-\alpha)p \geq 0) \quad \text{and} \quad \pi_{\text{fair},j}(p) = \mathbb{I}(p \geq t^*_j).
\]

Restricting the choice to a fixed score within each group yields the expression

\[
w_j = -\frac{1 - \alpha}{\alpha} t^*_j =: -\epsilon t^*_j .
\]

Thus we have that \( w_j \propto -t^*_j \) for all \( j \in \{1,\ldots,N\} \). Further, notice that for any \( \epsilon > 0 \) there exists some \( \alpha \in (0,1) \) achieving that \( c \) with \( \alpha = \frac{1}{1+\epsilon} \).

**Trade-offs between profit and fairness.**

While the result presented above is valid for even inexact fairness constraints, it does not shed light on the trade-off between profit and fairness as the parameter \( \epsilon \) varies. We now show how trading off in the fairness setting can be modeled equivalently by the multi-objective framework. For simplicity, we restrict our attention to the setting of two groups and criteria of demographic parity. We note that with additional mild assumptions, our arguments extend naturally to other criteria, including equal opportunity (analogously to section 6.2 of Lin et al. (2018)).

Define the two groups as \( A \) and \( B \). In this section, we assume that the distribution of the profit score \( p \) has continuous support within these populations. The following proposition shows that the that solution to the constrained profit maximization problem \( \text{MaxUtil} \) changes monotonically with the fairness parameter \( \epsilon \).

**Proposition C.2.** Suppose that the unconstrained selection rate in group \( A \) is less than or equal to the unconstrained selection rate in group \( B \). Then the policies \( \pi^*_A, \pi^*_B \) that optimize eq. \((12)\) with the demographic parity constraint are equivalent to randomized group-dependent threshold policies with thresholds \( t^*_A \) and \( t^*_B \) satisfying the following:

- \( t^*_A \leq 0 \) for all \( \epsilon \geq 0 \) and \( t^*_A \) is increasing in \( \epsilon \),
- \( t^*_B \geq 0 \) for all \( \epsilon \geq 0 \) and \( t^*_B \) is decreasing in \( \epsilon \).

Notice that the unconstrained selection rate in group \( A \) being less than the unconstrained selection rate in group \( B \) is equivalent to \( A \) being disadvantaged compared with \( B \). Thus we see that as \( \epsilon \) increases, the group-dependent optimal thresholds shrink toward the unconstrained profit maximizing solution, where \( t_A = t_B = 0 \). We present the proof of this result in the next section.

We define the map \( \epsilon_A(p) := \epsilon \) s.t. \( t^*_A = p \) for \( p \in [t^*_B, 0] \). By Proposition C.2, \( \epsilon_A(p) \) in increasing in \( p \).

Using the previous ingredients, we define a policy based on welfare scores which is equivalent to a fair policy.

**Theorem C.3.** Under the conditions of Proposition C.2, the family of policies \( \pi^*_\text{fair} \) parametrized by \( \epsilon \) corresponds to a family of \( \alpha \)-Pareto policies solutions for a fixed choice of group-dependent welfare weightings.
In particular, denoting the associated thresholds as \( t_A^\epsilon \) and \( t_B^\epsilon \) and defining for each individual in \( A \) with profit score \( p \),

\[
w_A = \begin{cases} 
-\frac{p}{t_B^\epsilon(p)} & t_A^\epsilon \leq p \leq 0 \\
0 & \text{otherwise}
\end{cases}
\]

and for all individuals in \( B \),

\[
w_B = \begin{cases} 
-1 & 0 \leq p \leq t_B^0 \\
0 & \text{otherwise}
\end{cases}
\]

then for each \( \pi_{\text{fair}} \) there exists an equivalent \( \alpha^\epsilon \)-Pareto policy \( \pi_{\alpha^\epsilon} \) where the trade-off parameter \( \alpha^\epsilon \) decreases in \( \epsilon \).

**Proof.** By Proposition C.2, the policy \( \pi^\epsilon \) is equivalent to a threshold policy with group dependent thresholds denoted \( t_A^\epsilon \) and \( t_B^\epsilon \). The group dependent threshold policy \( \mathbb{I}\{p \geq t_j^\epsilon\} \) is equivalent to an \( \alpha \)-Pareto optimal policy (for some definition of welfare score \( w \)) if and only if for all values of \( p \):

\[
\mathbb{I}\{p \geq t_j^\epsilon\} = \mathbb{I}\{\alpha w + (1 - \alpha \epsilon)p \geq 0\}.
\]

It is sufficient to restrict our attention to welfare scores \( w \) that depend on profit score and group membership, which we denote as \( w_j^p \). Starting with group \( B \), we have that for \( 0 \leq p \leq t_B^0 \), \( w_B^p = -1 \), so

\[
\pi_{\alpha^\epsilon} = \mathbb{I}\{-\alpha^\epsilon + (1 - \alpha^\epsilon)p \geq 0\} = \mathbb{I}\{p \geq \frac{\alpha^\epsilon}{1 - \alpha^\epsilon}\}.
\]

Thus, equivalence is achieved for this case if \( \frac{\alpha^\epsilon}{1 - \alpha^\epsilon} = t_B^\epsilon \), or equivalently,

\[
\alpha^\epsilon = \frac{t_B^\epsilon}{1 + t_B^\epsilon}.
\]

We will use this definition for \( \alpha^\epsilon \) moving forward, and verify that the proposed welfare score definitions work.

We now turn to group \( A \) in the case that \( t_A^0 \leq p \leq 0 \). We have \( w_A^p = \frac{p}{t_B^\epsilon(p)} \), so

\[
\pi_{\alpha^\epsilon} = \mathbb{I}\{-\frac{t_B^\epsilon}{t_A^\epsilon(p)} \frac{p}{1 + t_B^\epsilon} + \frac{p}{1 + t_B^\epsilon} \geq 0\}.
\]

Because \( 1 + t_B^\epsilon \geq 0 \) and \( p \leq 0 \), the indicator will be one if and only if \( t_B^\epsilon \geq t_A^\epsilon(p) \). By Proposition C.2, this is true if and only if \( \epsilon \leq \epsilon_A(p) \), which is true if any only if \( t_A^\epsilon \leq t_A^\epsilon(p) = p \). This is exactly the condition for \( \pi_{\text{fair},j}^{\epsilon} \), as desired.

Then finally we consider the remaining cases. In the case that \( p \leq t_A^0 \) in \( A \) or \( p \leq 0 \) in \( B \), we have that \( \pi_{\text{fair},j}^{\epsilon} = 0 \) for all \( \epsilon \) by Proposition C.2. Then as desired, \( 0 + (1 - \alpha^\epsilon)p \leq 0 \) in this case. In the case that \( p \geq 0 \) in \( A \) or \( p \geq t_B^0 \) in \( B \), we have that \( \pi_{\text{fair},j}^{\epsilon} = 1 \) for all \( \epsilon \). Then as desired, \( 0 + (1 - \alpha^\epsilon)p \geq 0 \) in this case.

Finally, we remark on the form of \( \alpha^\epsilon \). By Proposition C.2, \( t_B^\epsilon \geq 0 \) and is decreasing in \( \epsilon \), so \( \alpha^\epsilon \) is decreasing in \( \epsilon \).

Note that the presented construction of induced welfare scores is not unique. In fact, simply switching the roles of \( A \) and \( B \) in the proof verifies the alternate definitions,

\[
w_A = \begin{cases} 
1 & t_A^0 \leq p \leq 0 \\
0 & \text{otherwise}
\end{cases}, \quad w_B = \begin{cases} 
-\frac{p}{t_B^\epsilon(p)} & 0 \leq p \leq t_B^0 \\
0 & \text{otherwise}
\end{cases},
\]

in which case we define \( \epsilon_B(p) \) to be the value of \( \epsilon \) such that \( p = t_B^\epsilon \). We further remark that this construction generalizes in a straightforward manner to multiple groups, where functions similar to \( \epsilon_B(p) \) would be defined for each group.
Figure 12: Empirical example of how trade-offs between profit and fairness in lending can be equivalently encoded by a multi-objective framework.

Numerical demonstration.

We demonstrate the induced welfare scores in the context of a credit lending scenario. In this context, we define the profit score as the expected gain from lending to an individual,

\[ p = u_+ \cdot \rho + u_- \cdot (1 - \rho), \]

where \( \rho \) is the individual’s probability of repayment. For this demonstration, we set \( u_+ = 1 \) and \( u_- = -4 \), indicating that a default is more costly than a repayment.

We estimate a distribution of profit scores using repayment information from a sample of 301,536 TransUnion TransRisk scores from 2003 published by US Federal Reserve (2007), preprocessed by Hardt et al. (2016). In this dataset, a default corresponds to failing to pay a debt for at least 90 days on at least one account during a 18-24 month period. We consider two race groups: white non-Hispanic (labeled “white” in figures), and black. Using the empirical data we estimate the distribution of success probabilities by group and transform this into a distribution over profit scores. The empirical cumulative density functions are displayed in Figure 12a. In this dataset 12% of the population is black while 88% is white.

We solve the optimization problem (12) using a two dimensional grid over thresholds. Each pair of thresholds corresponds to an overall profit utility value as well as an acceptance rate difference; these quantities are used to determine the solution to the constrained maximization. Figure 12b shows the thresholds \((t_{\epsilon A}, t_{\epsilon B})\) for various values of \( \epsilon \). As predicted by Proposition C.2, they are generally shrinking in magnitude towards \( p = 0 \), and the threshold is negative for the black group and positive for the white group. Due to the discrete support of the empirical distributions, the monotonicity of these thresholds is not perfect.

Lastly, we use these threshold values to compute induced welfare scores using the construction given in Theorem C.3. Figure 12c shows how welfare scores are assigned depending on group and on profit score. The fact that a restricted range of individuals have nonzero welfare scores highlights the limitations of fairness criteria to affect only individuals within a bounded interval of the max profit solution. Figure 12d shows the welfare weight \( \alpha(\epsilon) \), which is generally decreasing in \( \epsilon \), though not monotonically. We also see the profit/fairness trade-off.

Technical proofs.

Before presenting more technical proofs and supporting lemmas, we define important quantities. Recall that demographic parity constrains the selection rates of policies. Define rate function for each group as

\[ r_j(\pi) = \mathbb{E} [\pi_j(p) \mid \text{in group } j] \]

7 The data is available at https://github.com/fairmlbook/fairmlbook.github.io/tree/master/code/creditscore/data
Because we focus on threshold policies, we will equivalently write \( r_j(t) := r_j(\mathbb{I}(p \geq t)) \). This function is monotonic in the threshold \( t \), and therefore its inverse maps acceptance rates to thresholds which achieve that rate, i.e. \( r_j^{-1}(\beta) = t_j \). Define \( f_A(\beta) \) and \( f_B(\beta) \) to be components of the objective function in (12) due to each group, that is,

\[
f_j(\beta) = \mathbb{P}\{\text{in } j\} \mathbb{E}[p \cdot \mathbb{I}\{p > r_j^{-1}(\beta)\} \mid \text{ in } j].
\]

By Proposition 5.3 in Liu et al. (2018), the functions \( f_j \) are concave. Therefore, the combined objective function is concave in each argument,

\[
U_\rho(\beta_A, \beta_B) := \sum_{j \in \{A,B\}} \mathbb{P}\{\text{in } j\} \mathbb{E}[p \cdot \mathbb{I}\{p > r_j^{-1}(\beta)\} \mid \text{ in } j] = \sum_{j \in \{A,B\}} f_j(\beta_j).
\]  

(15)

We restrict our attention to the case that \( p \) has continuous support. In this case, the functions \( f_j \) are differentiable.

**Lemma C.4.** If the distribution of exact profit scores for groups \( A \) and \( B \) are such that that maximum profit selection rates \( \beta_A^{\text{MaxUtil}} = r_A(0) \) and \( \beta_B^{\text{MaxUtil}} = r_B(0) \) and \( r_A(0) \leq r_B(0) \), then for any \( \epsilon \geq 0 \), the selection rates maximizing the optimization problem (12) under demographic parity satisfy the following:

\[
\beta_A^{\text{MaxUtil}} \leq \beta_A \leq \beta_B \leq \beta_B^{\text{MaxUtil}}.
\]

**Proof of Lemma C.4.** First, note we must have that \( \beta_A \leq \beta_B^{\text{MaxUtil}} \). If it were that \( \beta_A > \beta_B^{\text{MaxUtil}} \), then the alternate solution \( \beta_A = \beta_B^{\text{MaxUtil}} \) and \( \beta_B = \beta_B^{\text{MaxUtil}} \) would be feasible for (12) and achieve a higher objective value by the concavity of (15).

Then we show that \( \beta_B \leq \beta_B^{\text{MaxUtil}} \). Assume for the sake of contradiction that \( \beta_B > \beta_B^{\text{MaxUtil}} \). Then since \( \beta_A^r \leq \beta_B^{\text{MaxUtil}} \), setting \( \beta_B = \beta_B^{\text{MaxUtil}} \) achieves higher objective value without increasing \( |\beta_B - \beta_A| \), and thus would be feasible for (12). A similar argument shows that \( \beta_A \geq \beta_A^{\text{MaxUtil}} \).

Then, we show that for any optimal selection rates, \( \beta_A \leq \beta_B \) for all \( \epsilon \geq 0 \). Suppose for the sake of contradiction that \( \beta_A > \beta_B \). In this case, we can equivalently write that

\[
\beta_B^{\text{MaxUtil}} - \beta_B > \beta_B^{\text{MaxUtil}} - \beta_A \quad \text{and/or} \quad \beta_A^r - \beta_A^{\text{MaxUtil}} > \beta_B - \beta_B^{\text{MaxUtil}}.
\]

In either case, setting \( \beta_A = \beta_B^r \) would be a feasible solution which would achieve a higher objective function value, by the concavity of (15). This contradicts the assumption that \( \beta_A > \beta_B^r \), and thus it must be that \( \beta_A \leq \beta_B^r \).

**Lemma C.5.** Under the conditions of Lemma C.4, the maximizer \((\beta_A^r, \beta_B^r)\) of the \( \epsilon \)-demographic parity constrained problem in (12) is either satisfied with the maximum profit selection rates \((\beta_A^{\text{MaxUtil}}, \beta_B^{\text{MaxUtil}})\), or \( |\beta_A - \beta_A^r| = \epsilon \) (or the two conditions coincide).

**Proof of Lemma C.5.** If it were that \( |\beta_A^r - \beta_B^r| = \gamma < \epsilon \) then we could construct an alternative solution using the remaining \( \epsilon - \gamma \) slack in the constraint which would achieve a higher objective function value, since the functions \( f_j \) are concave. Furthermore, by Lemma C.4 we have that \( |\beta_A^r - \beta_B^r| = \beta_B - \beta_A^r \).

This result implies that the complexity of the maximization (12) can be reduced to a single variable search:

\[
\beta^* = \arg\max_{\beta} f_A(\beta) + f_B(\beta + \epsilon), \quad \pi^\text{fair}_j = \mathbb{I}\{p \geq r_j^{-1}(\beta^*)\}, \mathbb{I}\{p \geq r_j^{-1}(\beta^* + \epsilon)\}
\]

(16)

This expression holds when \( |\beta_A^{\text{MaxUtil}} - \beta_B^{\text{MaxUtil}}| > \epsilon \), and otherwise the solution is given by \((\beta_B^{\text{MaxUtil}}, \beta_B^{\text{MaxUtil}})\).

**Lemma C.6.** Under the conditions of Lemma C.4, as \( \epsilon \geq 0 \) decreases, the group-dependent selection rates \( \beta_A^r \) and \( \beta_B^r \) become closer to the profit maximizing selection rates for each group. That is, the functions \( |\beta_A^r - \beta_A^{\text{MaxUtil}}| \) and \( |\beta_B^r - \beta_B^{\text{MaxUtil}}| \) are both increasing in \( \epsilon \).
A similar argument holds to show that \( \beta' \leq \beta \). Analogously, we must have that
\[
\beta = \arg\max \{f_A(\beta) + f_B(\beta + \epsilon)\} \quad \text{and} \quad \beta' = \arg\max \{f_A(\beta') + f_B(\beta' + \epsilon')\}.
\]
Since \( f_A \) and \( f_B \) are concave and differentiable,
\[
f_A'(\beta) + f_B'(\beta + \epsilon) = 0 \quad \text{and} \quad f_A'(\beta') + f_B'(\beta' + \epsilon') = 0.
\]

Assume for sake of contradiction that \( \beta < \beta' \) and recall that by Lemma C.4 we further have \( \beta' > \beta \geq \beta_{A_{\text{MaxUtil}}} \), so by the concavity of \( f_A \),
\[
f_A(\beta) \geq f_A(\beta') \quad \text{and} \quad f_A'(\beta') \leq f_A'(\beta).
\]
Analogously, we must have that \( \beta_{B_{\text{MaxUtil}}} \geq \beta' > \beta + \epsilon \), so that
\[
f_B(\beta' + \epsilon') \geq f_B(\beta + \epsilon) \quad \text{and} \quad f_B'(\beta' + \epsilon') \geq f_B'(\beta + \epsilon).
\]
Using the equations above, we have that
\[
f_B'(\beta + \epsilon) = -f_A'(\beta)
\leq -f_A'(\beta')
= f_B'(\beta' + \epsilon')
\]
Since \( f_B \) is concave and thus its derivative is decreasing, this statement implies that \( \beta + \epsilon \geq \beta' + \epsilon' \), which is a contradiction. Thus, it must be that \( \beta \geq \beta' \), i.e. \( \beta_{A_{\text{MaxUtil}}} \geq \beta_{A_{\text{MaxUtil}}} \). With an analogous proof by contradiction, one can show that \( \beta_{B_{\text{MaxUtil}}} \geq \beta_{B_{\text{MaxUtil}}} \).

Combining these two inequalities in Lemma C.4 completes the proof of Lemma C.6.

Proof of Proposition C.2. The proof makes use of Lemma C.4 and Lemma C.6.

First, we show that \( t_B^* \leq 0 \) for all \( \epsilon \geq 0 \). This is a consequence of Lemma C.4, which shows that \( \beta_{A_{\text{MaxUtil}}} \geq \beta_{A_{\text{MaxUtil}}} \). Since \( r_A \) is a decreasing function (and thus, \( r_A^{-1} \) is also a decreasing function), this implies that
\[
t_B^* = r_A^{-1}(\beta_{A_{\text{MaxUtil}}} \leq r_A^{-1}(\beta_{A_{\text{MaxUtil}}} = 0).
\]
A similar argument holds to show that \( t_B^* \geq 0 \) for all \( \epsilon \geq 0 \).

Now we show that \( t_A^* \) is increasing in \( \epsilon \) and \( t_B^* \) is decreasing in \( \epsilon \) to show that both are shrinking toward 0 as \( \epsilon \) increases. Since \( t_A = r_A^{-1}(\beta) \) is decreasing in \( \beta \), Lemma C.6 implies that the functions \( |t_A^*| = |t_A^* - t_{A_{\text{MaxUtil}}}^*| \) and \( |t_B^*| = |t_B^* - t_{B_{\text{MaxUtil}}}^*| \) are also decreasing in \( \epsilon \) toward the max profit thresholds of \( t_{A_{\text{MaxUtil}}} = t_{B_{\text{MaxUtil}}} = 0 \).
Since \( t_A^* \leq 0 \) and \( t_B^* \geq 0 \) for all \( \epsilon \geq 0 \), this concludes the proof of Proposition C.2.

\[\square\]