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Convolu-ational neural networks (CNNs) often process vectors as quantities having no direction like colors in images. This study investigates the effect of treating vectors as geometrical objects in terms of super-resolution of velocity on two-dimensional fluids. Vector is distinguished from scalar by the transformation law associated with a change in basis, which can be incorporated as the prior knowledge using the equivariant deep learning. We convert existing CNNs into equivariant ones by making each layer equivariant with respect to rotation and translation. The training data in the low- and high-resolution are generated with the downsampling or the spectral nudging. When the data inherit the rotational symmetry, the equivariant CNNs show comparable accuracy with the non-equivariant ones. Since the number of parameters is smaller in the equivariant CNNs, these models are trainable with a smaller size of the data. In this case, the transformation law of vector should be incorporated as the prior knowledge, where vector is explicitly treated as a quantity having direction. Two examples demonstrate that the symmetry of the data can be broken. In the first case, a downsampling method makes the correspondence between low- and high-resolution patterns dependent on the orientation. In the second case, the input data are insufficient to recognize the rotation of coordinates in the experiment with the spectral nudging. In both cases, the accuracy of the CNNs deteriorates if the equivariance is forced to be imposed, and the usage of conventional CNNs may be justified even though vector is processed as a quantity having no direction.

I. INTRODUCTION

In recent years, neural networks (NNs) have been actively applied to the field of fluid mechanics. The physical validity of inference of NNs is important not only in theory but also in application. One method to enhance the validity is to explicitly incorporate physics laws such as the Navier-Stokes equations into NNs, which is called the physics-informed neural network and has been extensively studied these days.

Vector is an essential quantity in physics. In applications of NNs to fluids, however, vectors are often processed as direct products of scalars such as colors in images, and convolutional neural networks (CNNs) are employed as in computer vision. Intuitively, vector has direction, whereas scalar does not. This distinction can be mathematically formulated by covariance in geometry. The covariance describes how the components of a tensor (e.g., scalar and vector) change under a change of basis associated with some coordinate transformation. These transformation laws distinguish the rank of tensors and can be regarded as a part of the definition of scalars and vectors. In other words, by changing the direction of observation through a coordinate transformation, one can determine whether a numerical array is a combination of scalars or a vector having a direction.

The covariance ensures that scalar and vector themselves are geometrically invariant objects, though their components may be changed under coordinate transformations. This fact leads to the invariance of physics laws described with scalars and vectors, that is, the forms of physics equations are independent of coordinate systems. If both covariance and physics laws are incorporated into NNs as the prior knowledge, the NNs can be applied to data on any coordinate system without losing accuracy and physical validity. Such NNs incorporating geometric symmetries have started to be applied to various systems including fluid systems.

Super-resolution (SR) refers to methods of estimating high-resolution images from low-resolution ones. Super-resolution is studied in computer vision as an application of NNs. The success of these NNs has led to an increasing number of studies on the fluid-related SR, idealized turbulent flows in two[23,24] and three dimensions[27,29,30,32,35] and Rayleigh–Bénard convection[33] flows in blood vessels[37] and atmospheric fields[38,39]. Physics laws such as the continuity equation can be taken into account as the prior knowledge, which makes super-resolved flows more accurate and physically valid[28,31]. However, SR models have not been investigated enough in terms of geometry, and the invariance of physics equations has not been fully exploited.

The covariance in super-resolution can be satisfied by imposing the equivariance on NNs. If an NN is equivariant, for instance, rotating the input leads to the output to be rotated in the same way (Fig. 1). Therefore, if the input is a vector field, the output satisfies the same transformation law, assuring that the output is a geometric vector field.

The success of conventional CNNs is attributable to the translation equivariance. CNNs with other types of equivariance (e.g., rotation) have been studied[49,55]. These CNNs can be understood within unified frameworks on the equivariant CNN[50,55] that are based on the group theory[56] and differential geometry[57]. The theories and techniques on the equivariant CNN are developed not only for the two-dimensional images but also for the three-dimensional volumetric data.
FIG. 1. Schematic illustration for the equivariance of super-resolution. If a super-resolution model is equivariant, the rotation is commutative with the super-resolution. The anti-clockwise rotation by 90° is considered here. The colors represent a scalar field and the arrows represent a vector field.

This study investigates the equivariance on the super-resolution of two-dimensional fluids by employing two existing CNNs by Fukami et al. and Bode et al. The equivariance to rotation and translation is taken into account by utilizing the theory and software library developed by Weiler and Cesa. We deal with two types of low- and high-resolution data. For the first type, only the high-resolution (HR) flow is generated from the fluid simulation, and the low-resolution (LR) one is obtained by downsampling. For the other type, the LR flow is first generated from the fluid simulation, and then the HR one is obtained from another simulation including a spectral nudging. The results presented here would be referred to when an SR model is built for climate data because large-scale flows in the ocean and atmosphere are regarded as two-dimensional (i.e., geostrophic flows).

This study demonstrates the following three things:

- The equivariance of super-resolution depends on the following: the intrinsic symmetry of fluid systems, the generation method of LR and HR data, and the choice of input data.

- When the super-resolution is equivariant, the accuracy of the equivariant CNNs is comparable to that of the non-equivariant ones. The equivariant CNNs are trainable with a smaller size of the data due to the reduction in the learnable parameters.

- When the super-resolution is not equivariant, the accuracy of the equivariant CNNs is lower than that of the non-equivariant ones. In this case, the use of conventional CNNs may be justified even though vector is treated as a quantity having no direction.

The present paper is organized as follows. Section II clarifies the covariance and equivariance and describes how to make the existing CNNs equivariant. Section II gives the methods of training and evaluating the CNNs. Section IV compares the equivariant and non-equivariant CNNs when the data have the rotational symmetry. Section V discusses two examples where the data do not have the rotational symmetry and the super-resolution is not equivariant. The conclusions are presented in Section VI. The source code is available on the GitHub repository.
II. ROTOTO-TRANSLATION EQUIVARIANT CNNS

We clarify the mathematical notations and terms used in this study and then make a discussion on equivariant CNNs. The covariance and equivariance are defined in Section II A. The non-equivariant and equivariant CNNs are presented in Section II B.

The present study treats the two-dimensional Euclidean space using the Cartesian coordinate system: \( x = (x, y)^T \in \mathbb{R}^2 \). A combination of translation and rotation is represented by the special Euclidean group \( SE(2) \) or a subgroup of \( SE(2) \). We consider scalar (i.e., tensor of rank 0) and vector (i.e., tensor of rank 1), but not higher-rank tensors. Contravariant and covariant vectors are identified because of the orthonormal basis on the Cartesian coordinates. There are two kinds of transformations in the tensor analysis: active and passive transformations. In the active one, scalar and vector themselves are transformed, whereas the coordinates remain fixed. The passive transform adopts the opposite treatment. We employ the active transformation following the previous studies on the equivariant CNNs. When the passive transform is used, we state it clearly.

A. Covariance and equivariance

Covariance and equivariance are clarified for this study. See the references on the mathematical details.

The translation and rotation are defined using a position vector \( x = (x, y)^T \):

\[
\tau_t x = x + t, \quad \rho_\theta x = \begin{pmatrix} \cos(\theta) & -\sin(\theta) \\ \sin(\theta) & \cos(\theta) \end{pmatrix} \begin{pmatrix} x \\ y \end{pmatrix},
\]

(1a)

(1b)

where \( t \) is a translation vector and \( \theta \) is a rotation angle. The inverse transforms are \( \tau_t^{-1} x = \tau_{-t} x \) and \( \rho_\theta^{-1} x = \rho_{-\theta} x \). A combination of translation and rotation is formulated as follows:

\[
\tau_t \rho_\theta x = (\rho_\theta x) + t.
\]

(2)

If there is no confusion, the subscripts of \( t \) and \( \theta \) are omitted.

The covariance gives the transformation laws for a scalar \( \omega(x) \) and a vector \( \nu(x) \) under rotation and translation:

\[
\begin{align*}
\text{scalar:} & \quad \omega(x) \mapsto \omega(\rho^{-1}(x - t)) \quad \text{[}3a\text{]} \quad \omega: \mathbb{R}^2 \to \mathbb{R}, \\
\text{vector:} & \quad \nu(x) \mapsto \rho\nu(\rho^{-1}(x - t)) \quad \text{[}3b\text{]} \quad \nu: \mathbb{R}^2 \to \mathbb{R}^2,
\end{align*}
\]

(3a)

(3b)

Only the referred position is changed for a scalar as in \(3a\), whereas not only the referred position but also the components are changed for a vector as in \(3b\). The change in the vector components describes the change in its direction. When scalars or vectors are piled into a numerical array, each one is independently transformed according to \(3a\) and \(3b\). Both scalar and vector satisfy the linearity. The transformation law, i.e., covariance, distinguishes between scalar and vector. The last equation \(3c\) can be used to any combination of any tensor fields, where the representation of \( \pi(\rho) \) depends on \( F \):

\[
\pi(\rho) = \begin{cases} 1 & \text{for a scalar}, \\
\rho & \text{for a vector}, \\
\text{a block diagonal matrix consisting of } \rho & \text{when } F \text{ is a stack of vectors}.
\end{cases}
\]

The equivariance is defined as the commutativity of transformation \( g \) and some function \( f \) such as an NN. Let us consider a function \( f: X_{in} \mapsto X_{out} \), where \( X_{in} \) is a scalar or vector field and for simplicity \( X_{out} \) is assumed to be a field of the same type as \( X_{in} \). The function \( f \) is equivariant if it satisfies

\[
(f \circ g)(X_{in}) = (g \circ f)(X_{in}) = g(X_{out}),
\]

(4)

where the representation of \( g \) is determined by \( X_{in} \) and \( X_{out} \). Eq. (4) means that \( f \) is equivariant if \( f \) is commutative with \( g \). When \( g \) represents only a rotation, the rotated input \( g(X_{in}) \) gives the output \( f(g(X_{in})) \), which is equal to the rotated output \( g(X_{out}) \) (see Fig. [1]). The whole neural network is equivariant if each layer satisfies the equivariance (4). Note that the invariance is a special case of the equivariance: \( (f \circ g)(X_{in}) = X_{out} \), where the output is a constant field.

B. Method of making equivariant CNNs

The equivariant CNNs used in this study were obtained from existing CNNs by making each layer equivariant. Many network architectures for super-resolution have been proposed. To make the best use of those results, it is necessary to examine the influence of converting the proposed networks to equivariant ones. We employ two CNNs: hybrid downsampled skip-connection/multi-scale (DSC/MS) model by Fukami et al.\cite{31} and residual in residual dense network (RRDN) by Bode et al.\cite{27,28} The details on the network architectures are presented in Appendix A.

The hybrid DSC/MS model (hereafter, DSC/MS) was proposed in pioneering work on the fluid super-resolution by Fukami et al.\cite{31} They combined their model of downsampling skip connection (DSC) with the multi-scale (MS) model.\cite{20} Multi-scale signals in a fluid field can be captured by the downsampling and skip connections in the DSC/MS. They reported that the DSC/MS super-resolved both velocity and vorticity fields in two dimensions. In the subsequent studies, the DSC/MS was applied to the three-dimensional velocity\cite{70}, the spatio-temporal super-resolution was performed by the successive use of DSC/MS in space and time\cite{23}. A deeper version of DSC/MS was proposed\cite{23}. Although the DSC/MS was proposed relatively early, it is still one of the most important CNNs in the fluid super-resolution.

The RRDN utilizes residual in residual dense block (RRDB)\cite{20,21} which extracts multi-scale structures in a fluid field with dense skip connections. Bode et al.\cite{31} proposed the RRDN as the generator of their physics-informed generative adversarial network (GAN) and applied their GAN to the three-dimensional velocity. A similar network to the RRDN was employed for the super-resolution of two-dimensional passive scalars\cite{20}. The RRDB, i.e., the core module of the RRDN, is utilized for the super-resolution not only in fluid.
mechanic\cite{26,31} but also in computer vision\cite{20,21}. It is important to investigate an equivariant CNN having RRDBs.

We discuss the discretization of rotation and the group representation in hidden layers before explaining how to make the DSC/MS and RRDN equivariant. In practice, scalar and vector fields need to be discretized in space, and the rotation acting on them is also discretized. The present study focuses on the discrete rotation by multiples of $90^\circ$ or $180^\circ$. These rotations do not require interpolation or extrapolation and are easily made commutative with downsampling such the local average (Section \textsection VA). The rotations by multiples of $90^\circ$ and $180^\circ$ are mathematically described by the cyclic groups of order 4 and 2, i.e., $C_4$ and $C_2$, respectively. CNNs equivariant to $C_4$ and $C_2$ are called $C_4$- and $C_2$-equivariant, respectively. Rotations with smaller intervals are briefly discussed in the context of local isotropy in Section \textsection VC.

One of the important hyperparameters in equivariant CNNs is the group representation used in hidden layers.\cite{33} We adopted the regular representation of $C_4$, considering the following three reasons. First, the regular representation consists of all irreducible representations, namely all minimal representations.\cite{26,31} Second, the CNNs using the regular representation showed high accuracy in image classification.\cite{26,31} Third, each channel can be transformed nonlinearly and independently when the regular representation is used.\cite{26,31} When the irreducible representation is employed, each channel cannot be transformed independently by a nonlinear function such as ReLU. A function such as Norm-ReLU\cite{33} is necessary, which acts to the vector norm and preserves the vector direction. Such a limitation may reduce the expressive power of CNNs and may not be suitable for super-resolution. An example of the regular representation is given in Appendix [B].

Equivariant versions of DSC/MS and RRDN are referred to as the Eq-DSC/MS and Eq-RRDN, respectively. The details of the Eq-DSC/MS and Eq-RRDN are described in Appendix [A]. These models were constructed by replacing usual convolution layers with the equivariant ones, while keeping the number of channels to make the calculation time nearly the same. For instance, the regular representation of the $C_4$ group is composed of the 4 elements. If both input and output of a convolution layer have 64 channels, the $C_4$-equivariant convolution employs 16 sets of the regular representation. The equivariant kernels are not completely independent across the channel dimension,\cite{33} reducing the number of trainable parameters. Generally, there is a trade-off between expressive power and equivariance. Two examples of the trade-offs are given in Appendix [B] together with a review on the equivariant convolution.

\section{Methodology}

This section gives the methods of training and testing the CNNs. The high-resolution (HR) data were generated from the numerical simulations that solved the governing equations (Section IIIA). The low-resolution (LR) data were obtained by downsampling the HR data (Section IIIB). The supervised training was performed using the pairs of HR and LR data (Section IIIC). The evaluation metrics are defined in Section IIID. In addition to the above datasets, we utilized the HR and LR data that were generated separately from HR and LR simulations, respectively, with the spectral nudging technique.\cite{27,28,69} The spectral nudging method is explained in Appendix [C]. The source code used in this study is available on the GitHub repository\cite{29}.

\subsection{Fluid dynamics simulations}

Two kinds of experiments were conducted: freely-decaying turbulence on a square flat torus and barotropic instability on a periodic channel. The governing equations for both experiments are as follows:

$$
\frac{\partial \omega}{\partial t} + u \frac{\partial \omega}{\partial x} + v \frac{\partial \omega}{\partial y} = -\nu(-\Delta)^n \omega, \tag{5a}
$$

$$
(u, v) = \left( \frac{\partial \psi}{\partial y}, \frac{\partial \psi}{\partial x} \right), \tag{5b}
$$

$$
\omega = \Delta \psi = \frac{\partial v}{\partial x} - \frac{\partial u}{\partial y}, \tag{5c}
$$

where $t$ denotes time, $\nu$ is a positive real number, and $n$ is a positive integer. The velocity components $(u, v)$ are given by the stream function $\psi$ in (5b), which is obtained by solving the Poisson equation $\Delta \psi$ with the vorticity $\omega$. For the two-dimensional translation and rotation, the vorticity is regarded as scalar, whereas the velocity as vector. Note that large-scale flows in the ocean and atmosphere are described by similar equation\cite{23} (i.e., quasi-geostrophic equations); the only difference is that the Poisson equation is three-dimensional and includes the altitude dimension.

The governing equations were numerically solved with the spectral method. We employed a software library for spectral calculations, called ISPACK\cite{22} coded with Fortran. The discrete Fourier transform was used in a periodic direction, while the discrete sine/cosine transform was used in a direction bounded by two walls. The fourth-order Runge-Kutta method was utilized for the time integration.

The freely-decaying turbulence experiment was conducted following Fukami et al.\cite{23} and Taira et al.\cite{23}. We set $\nu = 10^{-2}$ and $n = 1$, leading the governing equations (5) to the two-dimensional Navier-Stokes equations. The doubly periodic boundary condition was imposed on the flow domain $[0, 2\pi] \times [0, 2\pi]$. This domain, namely a square flat torus, has the rotational symmetry for multiples of $90^\circ$, though it is not isotropic. The grid numbers were set to be $128 \times 128$, which determined the truncation wavenumber of 42 for alias-free simulations. The initial condition was given at random with keeping the energy spectrum of $E(k) = a \times k \exp(-k^2/k_0^2)$, where $k$ is the magnitude of wavenumber vector and $k_0 = 26.5$. For the training data $a = 9$ and for the test $a = 12$. Varying the random initial condition, we generated 1,000 simulation sets for the training and 100 simulations for the test. In each simulation, 10 snapshots were sampled between $1.1 \leq t \leq 2.0$ at the intervals of 0.1. Thus, the training and test
datasets consist of 10,000 and 1,000 snapshots, respectively. Similar test results to those shown below were obtained when the test data were halved, implying that the 1,000 snapshots are sufficient to estimate generalization errors.

Barotropic instability (or shear instability) is a fundamental mechanism to make the evolution of flows complicated.\(^\text{(24)}\) We set \(v = 10^{-30}\) and \(n_v = 8\), leading the governing equations \(^{\text{(5)}}\) to the two-dimensional Euler equations with the hyper-viscosity. The channel domain is \([0, 2\pi] \times [-\pi/2, \pi/2]\), where the \(x\) direction is periodic and the \(y\) direction is bounded by the two walls \([y = 0 \ (y = \pm \pi/2)]\). This domain has the rotational symmetry for multiples of 180° and is clearly not isotropic. The grid size was 128 × 65, which determined the truncation wavenumber of 42 for alias-free simulations. The initial condition was the superposition of an unstable laminar flow and random perturbations. The laminar flow has the shear region:

\[
  u = \begin{cases} 
    U & (\frac{\pi}{2} \leq y \leq \frac{\pi}{2}), \\
    U + 2U \left(\frac{y-\pi}{w}\right) & (-\frac{\pi}{2} < y < \frac{\pi}{2}), \\
    -U & (-\frac{3\pi}{4} \leq y \leq -\frac{\pi}{4}),
  \end{cases}
\]

where the shear is controlled by the width \(w\) and the speed \(U\). Note that the channel-wise velocity component \(v\) is zero. The speed was set either \(U = 0.25\) (positive shear) or \(-0.25\) (negative shear). The number of experiments of \(U = 0.25\) and \(-0.25\) was kept the same. For the training data \(w = 0.45\) and for the test 0.40, which controlled the most unstable mode and made the test data slightly finer.\(^{\text{(24)}}\) In the numerical experiments, the velocity profile \(^{\text{(5)}}\) was made smooth around \(y = \pm w/2\) to avoid the initial discontinuity of the vortex field. Each wavenumber perturbation had the constant amplitude of \(10^{-4}\) and a random phase. Varying the random phases, we generated 800 simulations for the training and 80 for the test. In each simulation, 14 snapshots were sampled between \(31 \leq t \leq 70\) at the intervals of 3. Thus, the training and test datasets consist of the 11,200 and 1,120 snapshots, respectively. Similar test results to those shown below were obtained when the test data were halved, implying that the 1,120 snapshots are sufficient to estimate generalization errors.

B. Data preparation

The HR snapshots of velocity or vorticity were generated from the fluid simulations in the previous subsection. The LR snapshots were obtained by downsampling the HR ones. Two downsampling algorithms were used: subsampling and local averaging. The subsampling here means the extraction of pixel values at certain intervals, which may be regarded as fluid observation such as particle image velocimetry (PIV)\(^{\text{(23,24)}}\). The local average can be used to compress HR fluid data and an SR model is then utilized to decompress the data.\(^{\text{(25)}}\)

The subsampling and local averaging are processed in four steps. First, a scale factor \(s\) is determined. When \(s = 2\), for instance, an LR image is twice as coarse as the HR image. Second, an HR snapshot of size \(H \times W\) is resized to \(H' \times W'\), where \(H' (W')\) is the multiple of \(s\) closest to \(H (W)\). Third, the downsampling algorithm is applied to the resized HR snapshot. In the subsampling, pixel values are extracted at the intervals of \(s \times s\). In the local average, each non-overlapping area of \(s \times s\) is replaced with its mean. Forth, the obtained snapshot of \(H' / s \times W' / s\) is resized to \(H \times W\). The bicubic interpolation\(^{\text{(22)}}\) was used in all the above resizing. For the velocity, the algorithm was applied to \(u\) or \(v\) separately, since each component of vector is added or subtracted independently in the Cartesian coordinates. The scale factor \(s\) was set to either 5, 9, or 13.

C. Training of CNNs

The CNNs were trained with supervised learning. The CNNs were implemented with PyTorch\(^{\text{(27)}}\) 1.8.0 and e2cnn\(^{\text{(58)}}\) 0.2.1. The latter is a software library for the equivariant deep learning of two-dimensional data.

An important hyperparameter of equivariant CNNs is the order \(N\) of a cyclic group \(C_N\). For instance, when \(N = 3\), a CNN is equivariant to the rotation by multiples of 360°/3 = 120°. We set \(N = 4\) in the decaying turbulence and \(N = 2\) in the barotropic instability experiment because the square torus has the rotational symmetry of 90° and the channel domain is symmetrical for the 180° rotation. Another important hyper-parameter is the group representation. The regular representation was employed, as discussed in Section II B. Appendix \(\text{[D]}\) investigates the effect of changing several hyperparameters.

The Adam optimizer was used together with the loss function of mean squared error (MSE). The MSE is invariant to rotation and translation for scalars and vectors. The mini-batch size for the DSC/MS and Eq-DSC/MS was 100, while that for the RRDN and Eq-RRDN was 32. The learning rate was between \(1.0 \times 10^{-3}\) and \(1.0 \times 10^{-4}\) and was basically the same for the DSC/MS and Eq-DSC/MS and for the RRDN and Eq-RRDN. Each training was finished by early stopping with the patience parameter of 30 epochs.

D. Evaluation metrics of CNNs

The following three metrics were utilized to evaluate the CNNs: norm error ratio, energy spectral error, and equivariance error ratio.

The norm error ratio (NER) is defined as follows:

\[
  \text{NER} = \frac{\sum_{\text{space}} \|Y - \hat{Y}\|}{\sum_{\text{space}} \|Y\|}.
\]

The summation is taken over the whole space. The symbol \(\| \cdot \|\) denotes the Euclidean norm when the inference \(\hat{Y}\) and ground truth \(Y\) are vectors, whereas it is the absolute value in the case of scalars. In the actual evaluation, the NER \(\text{(7)}\) was averaged over the entire test sample.

The energy spectral error (ESE) was introduced to evaluate the validity of spatial pattern by Wang et al.\(^{\text{(13)}}\) The NER is invariant against any pixel shuffling, indicating that the NER does not necessarily reflect the consistency of spatial patterns.
The ESE is equal to the root-mean-squared error of the logarithm of the energy spectra between the inference and ground truth:

\[ \text{ESE} = \sqrt{\frac{\sum_{\text{samples},k} \left[ \log E(k) - \log \hat{E}(k) \right]^2}{\sum_{\text{central region}}}}, \]

where \( E(\hat{E}) \) is the energy spectrum of the ground truth (inference) and the summation is taken over the wavenumber and the entire test sample. The ESE is interpreted as the error of spatial correlations through the convolution theorem.

The equivariance error was also introduced by Wang et al. [3] which measures the equivariance of any model and is calculated without referring to the ground truth. The equivariance error ratio (EER) is defined by

\[ \text{EER} := \frac{\sum_{\text{central region}} \| (f \circ g)(X_{in}) - (g \circ f)(X_{in}) \|^2}{\sum_{\text{central region}} \| (g \circ f)(X_{in}) \|^2}, \]

where \( f \) denotes a CNN and \( g \) is a representation of translation or rotation [3]. The summation was taken over the central 48 × 48 pixels to avoid the effect of extrapolation such as zero padding. In the actual evaluation, the EER [4] was averaged over the entire input sample. Only the rotational transformation is considered below because conventional CNNs possesses the translation equivariance and the usefulness of CNNs in super-resolution is confirmed by many studies (Section I).

IV. RESULTS

This section evaluates the equivariant and non-equivariant CNNs using the metrics in the previous subsection. We present only the results of super-resolution of velocity because the results on vorticity were similar. Appendix D 4 gives a brief comparison between the super-resolution of velocity and vorticity.

A. Freely-decaying turbulence experiment

Fig. 2 shows an example of the vorticity calculated from the super-resolved velocity, where the scale factor \( s = 9 \). The finite difference operation in deriving the vorticity enhances the small-scale structure in the super-resolved flow. For the baseline of bicubic interpolation, the shape of each vortex is ambiguous and the difference from the ground truth is large. All SR models reproduce well the small-scale structure, regardless of equivariant or non-equivariant.

Fig. 3 compares the NERs and ESEs for the locally averaged and subsampled velocity. As the scale factor \( s \) is increased, the errors tend to be increased. The NER and ESE values of the Eq-DSC/MS and Eq-RRDN are comparable to those of the DSC/MS and RRDN in all cases, respectively. The Eq-RRDN and RRDN tend to show slightly lower errors than the Eq-DSC/MS and DSC/MS, which is likely due to that the Eq-RRDN and RRDN are deeper and have more parameters (Table I).

Table I compares the numbers of the trainable parameters in the SR models. The number of parameters is generally smaller in equivariant models due to the constraint of the equivariance (Appendix B). Since the \( C_4 \) group contains \( C_2 \), the constraint on the \( C_4 \)-equivariant model is stricter and more parameters are reduced. The reduction in parameters implies that the expressive power of the equivariant SR models is lower in principle; however, the Eq-DSC/MS and Eq-RRDN show comparable performance with the DSC/MS and RRDN, respectively (Figs. 2 and 3). This result indicates that imposing the equivariance does not necessarily act to deteriorate the accuracy of super-resolution. The smaller number of parameters suggests that an equivariant model is trainable with a smaller size of data [5]. This suggestion was confirmed in Appendix D 2.

| Model name                        | Number of trainable parameters |
|-----------------------------------|-------------------------------|
| DSC/MS                            | 141,298                       |
| \( C_2 \)-equivariant DSC/MS       | 37,128                        |
| \( C_4 \)-equivariant DSC/MS       | 18,564                        |
| RRDN                              | 1,256,770                     |
| \( C_2 \)-equivariant RRDN         | 419,104                       |
| \( C_4 \)-equivariant RRDN         | 209,552                       |

Table I compares the numbers of the trainable parameters in the SR models. The number of parameters is generally smaller in equivariant models due to the constraint of the equivariance (Appendix B). Since the \( C_4 \) group contains \( C_2 \), the constraint on the \( C_4 \)-equivariant model is stricter and more parameters are reduced. The reduction in parameters implies that the expressive power of the equivariant SR models is lower in principle; however, the Eq-DSC/MS and Eq-RRDN show comparable performance with the DSC/MS and RRDN, respectively (Figs. 2 and 3). This result indicates that imposing the equivariance does not necessarily act to deteriorate the accuracy of super-resolution. The smaller number of parameters suggests that an equivariant model is trainable with a smaller size of data [5]. This suggestion was confirmed in Appendix D 2.

Fig. 4 shows the EER against the rotation angle. The subsampled velocity with the scaling factor \( s = 9 \) was super-resolved in this figure; similar results were obtained in the other cases. The square flat torus has the rotational symmetry for multiples of 90°, and a rotated flow is a solution of the governing equations (3). An SR model should be equivariant to the rotation by multiples of 90° (i.e., \( C_4 \)-equivariant). The original models (DSC/MS and RRDN) show the smaller EERs at the multiples of 90° than those at the other angles, implying that the conventional CNNs learn the approximate \( C_4 \) equivariance. However, the magnitude of EERs is not sufficiently low, compared to that of the equivariant models (Eq-DSC/MS and Eq-RRDN). Data augmentation may be useful for the original models. As for the rotation angles other than the multiples of 90°, the magnitude of EERs is nearly the same for the equivariant and original models because the \( C_4 \)-equivariance does not guarantee the equivariance to the other angles.

The equivariance should be explicitly incorporated into neural network designs as the prior knowledge if the symmetry of a physics system is clear. Although conventional CNNs may learn the equivariance from data, a larger size of data or data augmentation is necessary. The equivariance as the prior knowledge reduces the number of learnable parameters, and the model can be trained with a smaller size of data. This trainability is important in fluid mechanics because the computational cost of fluid simulations is often high and the sufficient size of data may not be available.
FIG. 2. An example of the vorticity calculated from the super-resolved velocity in the decaying turbulence experiment. The scale factor $s$ is 9, that is, the super-resolution increases the resolution by a factor of 9. The subsampled velocity was used as input.

FIG. 3. Test scores calculated from the locally averaged and subsampled velocity in the decaying turbulence experiment. The norm error ratio (NER) in (7) reflects pixel-wise errors. The energy spectrum error (ESE) in (8) reflects spatial pattern errors.

**B. Barotropic instability experiment**

The results of the barotropic instability experiment are briefly described below. The results are similar to those of the decaying turbulence. The $C_2$-equivariant CNNs were used here because the channel domain is symmetrical to the $180^\circ$ rotation.

Fig. 5 shows an example of the vorticity calculated from the super-resolved velocity. The vortices obtained with the bicubic interpolation have indistinct shapes. In contrast, the SR models reproduce well the cat’s eye structure associated with the collapse of the laminar flow having the strong shear region. The flows inferred by the equivariant models are nearly the same as those by the non-equivariant ones.

Fig. 6 compares the NERs and ESEs from the locally averaged and subsampled velocity. The figure suggests that the Eq-DSC/MS and Eq-RRDN are as accurate as the DSC/MS and RRDN, respectively. The Eq-RRDN and RRDN tend to show lower errors than the Eq-DSC/MS and DSC/MS as in the case of the decaying turbulence (Fig. 3).

Fig. 7 shows the EER against the rotation angle. The subsampled velocity with the scaling factor $s = 9$ was super-resolved in this figure; similar results were obtained in the other cases. The channel domain has the rotational symmetry of $180^\circ$. An SR model should be equivariant to the $180^\circ$ rotation (i.e., $C_2$-equivariant). The original models (DSC/MS and RRDN) learn the approximate $C_2$ equivariance; however, the EERs at $180^\circ$ are not sufficiently low, compared to those of the
FIG. 4. Equivariance error ratio (EER) against the rotation angle calculated with the super-resolution models of velocity in the decaying turbulence experiment. The EER is defined in (9). The scaling factor was 9 and the low-resolution data were generated by subsampling. The rotation angle interval is $15^\circ$, where $0^\circ$ and $360^\circ$ are omitted.

FIG. 5. An example of the vorticity calculated from the super-resolved velocity in the barotropic instability experiment. The scale factor $s$ was 9, that is, the super-resolution models made the resolution 9 times finer. The subsampled velocity was used as input.

equivariant ones (Eq-DSC/MS and Eq-RRDN). For the other rotation angles, the magnitude of EERs is nearly the same for the equivariant and original models.

V. DISCUSSIONS

This section demonstrates that the equivariance may be broken due to the method of data generation or the choice of input data regardless of the symmetry of fluid systems. If the equivariance between the input and output is broken, the super-resolved velocity cannot be regarded as a geometric vector field. In this case, the usage of conventional CNNs may be justified even though vector is treated as a quantity having no direction.

Section V A demonstrates that the equivariance can be broken by the data generation of subsampling. Section VB discusses an experiment using the spectral nudging technique. The data generated by the spectral nudging preserve the symmetry intrinsic to the governing equations (Appendix C). However, this symmetry can be broken depending on the choice of input data. The equivariance to local rotation is discussed in Section VC. This local equivariance is called the gauge equivariance.

A. A data generation breaking the equivariance

The $C_4$-equivariance was imposed on the DSC/MS and RRDN in the decaying turbulence experiment because both flow domain and governing equations have the rotational symmetry for multiples of $90^\circ$. The original DSC/MS and RRDN
FIG. 6. Test scores calculated from the locally averaged and subsampled velocity in the barotropic instability experiment. The norm error ratio (NER) in (7) reflects pixel-wise errors. The energy spectrum error (ESE) in (8) reflects spatial pattern errors.

FIG. 7. Equivariance error ratio (EER) against the rotation angle calculated with the super-resolution models of velocity in the barotropic instability experiment. The EER is defined in (9). The scaling factor was 9 and the low-resolution data were generated by subsampling. The rotation angle interval is $15^\circ$, where $0^\circ$ and $360^\circ$ are omitted.

Learned the approximate $C_4$-equivariance from the training data (Fig. 4), implying that the data themselves inherit the rotational symmetry from the flow domain and governing equations. However, this symmetry can be broken, depending on the method of data generation.

Fig. 8 is a schematic illustration that compares the subsampling of the scale factor $s = 2$ and 3. The LR image for $s = 2$, generated by subsampling, is varied by the orientation of the HR image, whereas the LR image for $s = 3$ is not. Local correspondence between LR and HR patterns depends on the orientation. Mathematically, the subsampling of an even number $s$ is not commutative with the rotation by multiples of $90^\circ$. This statement is formulated by

$$(d \circ g)(Y) \neq (g \circ d)(Y),$$

(10)

where $d$ is the subsampling operation, $g$ is the representation of rotation by multiples of $90^\circ$ [see Eq. (3)], and $Y$ is an HR velocity field. Note that the input LR field is given by $X = d(Y)$.

The $C_4$-equivariance is broken by the non-commutativity of subsampling (10). Let us consider an HR velocity $Y$ and...
FIG. 8. Schematic illustration showing the commutative property of subsampling with rotation. In the case of the scaling factor \( s = 2 \), the subsampling picks up the values from the upper left pixels (black tiles) in the windows of \( 2 \times 2 \). When \( s = 3 \), the subsampling extracts the central pixels (black tiles) regardless of the orientation.

The rotated version \( g(Y) \), both of which can exist because the flow domain and governing equations have the rotational symmetry. The LR fields are generated as \( X = d(Y) \) and \( X' = d(g(Y)) \). Importantly, \( X' \) is not equal to \( g(X) \) \([= g(d(Y))]\). The non-commutativity leads the inconsistency of LR and HR pairs. When an SR model is trained with the pairs of \((X, Y)\) and \((X', g(Y))\), it fails to learn the equivariance because \((X', g(Y))\) is not \((g(X), g(Y))\). In this case, the \( C_4 \)-equivariance should not be imposed on the SR model.

We demonstrate the effect of the non-commutativity \((10)\) by comparing the super-resolved velocity of the decaying turbulence for \( s = 8 \) and \( s = 9 \) (Fig. 9). The NERs of the equivariant models are much larger than those of the non-equivariant ones, only in the case of subsampling of \( s = 8 \). When \( s = 9 \), the subsampling is commutative with the rotation, and such large errors are not observed. As for the local average, the operation is always commutative with the rotation regardless of \( s \), and large errors are not found in both cases of \( s = 8 \) and 9.

The result implies that the SR model deteriorates if the equivariance is forced to be imposed when the data do not have the rotational symmetry. The ESE is comparable between the equivariant and non-equivariant models even for the subsampling of \( s = 8 \). The non-commutativity of subsampling largely affects pixel-wise values but not spatial patterns.

Fig. 9 shows the EER curves for the non-equivariant models (DSC/MS and RRDN) with \( s = 8 \) and 9. In the case of the local average, the models learn the approximate \( C_4 \)-equivariance regardless of \( s \). In the case of subsampling, the \( C_4 \)-equivariance is learned when \( s = 9 \) (solid curves) but not when \( s = 8 \) (dashed curves). The result indicates that the data do not have the equivariance in the latter case.

Even if a flow domain and governing equations have rotational symmetry, the symmetry may not carry over to LR and HR velocity fields. An SR model trained with these inconsistent data is not equivariant. If the coordinates are rotated (i.e., a passive transform), both LR and HR velocities should be rotated. However, since the SR model is not equivariant, the super-resolved velocity is not rotated according to the rotation of the input. The output velocity does not satisfy the covariance to rotation and cannot be regarded as a geometric vector.

In this case, the usage of conventional CNNs may be justified even if CNNs treat vector as a quantity having no direction.

B. An input choice breaking the equivariance

This subsection discusses that the equivariance can be broken depending on the choice of input data. The SR models are applied to the data generated with the spectral nudging method. Appendix C gives the details on the spectral nudging technique used in this study.

Both LR and HR data are generated from the fluid simulations. The LR data are generated by numerically solving
the governing equations (5). For the HR simulation, a linear relaxation toward the LR flow is added to the right-hand side of (5a). If the relaxation time is small enough, the large-scale flow pattern in the HR simulation becomes similar to that in the LR one. In addition to the large scales, the small-scale motions evolve in the HR simulation according to the governing equation (5a), where the relaxation term vanishes because these small scales are not resolved in the LR model. The spectral nudging technique is understood as a method of dynamical downscaling that reproduces fine-scale motions not resolved in LR simulations.

The spectral nudging may be useful to construct a super-resolution simulation system. The purpose of this system is to reduce the computational cost of HR simulations. After an SR model is trained, i.e., at the inference stage, only the LR fluid simulation is conducted and the HR results are obtained by feeding the LR snapshots to the SR model. A dataset generated with the spectral nudging can be utilized to train an SR model in the super-resolution simulation system.

The spectral nudging method was applied to the case of barotropic instability. The barotropic instability is more appropriate than the decaying turbulence because the initial laminar flow is clearly developed into smaller scales. The truncation wavenumber of the LR fluid model was 10 and that of HR was 42; the scale factor $s$ was regarded as 4. For comparison, another set of LR data was generated by locally averaging the HR flows obtained from the simulations with the spectral nudging. The value of $s$ was 4 for the local average.

Fig. 11 shows an example of the vorticity calculated from the super-resolved velocity. The non-equivariant models (DSC/MS and RRDN) reproduce the small-scale pattern in both cases of local averaging and spectral nudging. In contrast, the super-resolved flows inferred by the equivariant models (Eq-DSC/MS and Eq-RRDN) are clear in the local average but blurred in the spectral nudging.

Fig. 12 shows the NERs and ESEs in the cases of local averaging and spectral nudging. The errors tend to be larger in the spectral nudging than those in the local average, which is attributed to that the HR signals are completely not contained in the LR data of the spectral nudging. In the case of local average, the NERs and ESEs of the equivariant models are comparable to those of the non-equivariant ones, as in Fig. 6. In the case of spectral nudging, however, the NERs and ESEs of the equivariant models are larger than those of the non-equivariant ones.

The LR and HR velocities from the fluid simulations with the spectral nudging have the 180° rotational symmetry because the channel domain and governing equations have this symmetry even when the linear relaxation is added in the HR fluid model (Appendices C1 and C2). In other words, a set of LR and HR velocities rotated by 180° is a solution to the governing equations and can be obtained from the rotated initial condition. Moreover, the LR velocity generated with the local average inherits the rotational symmetry because the average operation is commutative with the 180° rotation (Section V A). Therefore, in both cases, an SR model should be $C_2$-equivariant.

Fig. 13 shows the EER curves of the non-equivariant models. The decrease in the EER at 180° is observed in the local average. On the contrary, the EER is the largest around 180° in the spectral nudging. The SR models learn the $C_2$-equivariance only in the case of local average. This result was confirmed even when the training data size was doubled, indicating that the result is not due to the lack of training data. The large NERs and ESEs of the equivariant models in the spectral nudging (Fig. 12) are attributed to that the equivariance is forced to be imposed even though the velocity data do not have the 180° rotational symmetry.

The result of the spectral nudging seems to contradict the fact that the velocity rotated by 180° is a solution to the gov-
FIG. 11. An example of the vorticity calculated from the super-resolved velocity in the barotropic instability experiment. The upper figures are from the case of local averaging and the bottom from the case of spectral nudging.

Let us consider the problem of inferring the HR velocity $v_n^H$. We first discuss the case where only the LR velocity $v_n^L$ is utilized as in the above experiment (Figs. 11-13), even though $v_n^H$ depends on the past states. The past LR velocities $v_t^L (t < n)$ are regarded as unobserved because they are not fed into an inference model. When $v_n^H$ is rotated by $180^\circ$, it is not clear whether all past states $v_t^L (t < n)$ are rotated or not. This unclarity suggests that the model is quite hard to learn the equivariance from the training data. Moreover, the graphical model indicates that $v_n^H$ is conditionally independent of the current and future LR states $[v_t^L (t \geq n)]$ when the previous LR state $v_{n-1}^L$ is given.

The usage of past states is consistent with the graphical model (Fig. 14) because the current HR velocity $v_n^H$ depends on all past LR velocities $v_t^L (t < n)$. A neural network taking into account the structure of the graphical model is necessary because it is not clear how many past time steps are necessary to infer the current state. When feeding time series, the Galilean equivariance should be incorporated into the model. Interestingly, the current HR state is conditionally independent of the future LR states, which is different from a situation that is applied by the Kalman smoother. Some SR models improved the accuracy of the fluid super-resolution by utilizing time series of flow fields. It would be a first step to consider the application of these models to data generated with the spectral nudging.

C. Equivariance to local rotation

The global equivariance has been discussed so far. This subsection focuses on the equivariance to local rotation, which is a kind of gauge equivariance. The local rotation means that the rotation angle depends on the position. Note that the gauge transformation is defined as a local change in basis vectors and is more general than local rotation.

Three things can be mentioned to motivate the discussion on the local equivariance. First, the local equivariance extends the application of super-resolution. If an SR model is equiv
FIG. 13. Equivariance error ratio (EER) against the rotation angle calculated with the non-equivariant super-resolution models of velocity in the barotropic instability experiment. The EER is defined in (9). The low-resolution velocity was generated with (left) the local average and (right) the spectral nudging. The rotation angle interval is $15^\circ$, where $0^\circ$ and $360^\circ$ are omitted.

FIG. 14. Graphical model of the velocity governed by the equations with the spectral nudging [Eqs. (C3) and (C4)]. The superscript $H$ ($L$) denotes the high- (low-) resolution. The subscript represents the time index. The circles of the low-resolution states are colored gray because they are observed at the inference step.

ariant to local rotation, the model can be applied to cropped data in any orientation without losing accuracy and physical validity. Second, if a convolution operation is globally equivariant to some combinations of rotation and translation, it is also locally equivariant and vice versa. This fact means that the $C_4$-equivariant models used above (Eq-DSC/MS and Eq-RRDN) are equivariant not only to the global but also to the local rotation by multiples of $90^\circ$. Third, SR models with the convolution often utilize the local correspondence between LR and HR patches. The locality can be interpreted with the sparse-coding-based method, which can be realized by CNNs. Even if a model can learn the non-locality, the convolution layer is often employed as a part of the non-local models.

The locality in two-dimensional fluids is first discussed from a physics point of view. Two-dimensional fluid is a long-range interacting system, where any local change can affect globally. This non-locality can be understood from the fact that the stream function and vorticity are linked by the Poisson equation. Even on the infinite plane, the Green function is proportional to the logarithm. Similarly, large-scale flows in the ocean and atmosphere at mid-and high-latitudes have non-locality because of the three-dimensional Poisson equation of the quasi-geostrophic system. Therefore, the super-resolution does not rigorously satisfy the local equivariance for these fluids. For instance, when a vortex shape is distorted locally in an LR field, the super-resolved flow is globally affected.

CNNs have succeeded in super-resolving two-dimensional fluids and large-scale flows in the ocean and atmosphere. These results suggest that the long-range interacting nature is not critical to the super-resolution in practice, and the gauge equivariant CNN may be useful for the fluid super-resolution. In applying a gauge equivariant CNN, it may be natural to assume the local isotropy even if the entire domain is not globally isotropic. Our results (Figs. 4 and 7) suggest that the local symmetry is strongly affected by the global one. The EER was evaluated over the local patch around the center by using the SR models (Eq-DSC/MS and Eq-RRDN) that had the local equivariance. The EERs were minimal at the rotation angles reflecting the global symmetries, and the local isotropy was not clear in Figs. 4 and 7. To investigate the effectiveness of gauge equivariant CNNs, it may be necessary to apply an SR model to complicated flows such as atmospheric flows, where the global symmetry is not obvious.

VI. CONCLUSIONS

Vector is an essential quantity in physics. In applications of convolutional neural networks (CNNs), vector is often processed as a quantity having no direction like color. We investigated the effect of treating vector as a geometrical quantity, in which a direction is recognized, in terms of super-resolution of two-dimensional flows. Vector is distinguished from scalar...
by the transformation law, i.e., the covariance in geometry. Equivariant CNNs incorporate the transformation laws as the prior knowledge and preserve the covariance of vector regardless of training. We converted two existing non-equivariant CNNs into equivariant ones using a theory of equivariant deep learning, where the rotation and translation equivariance were taken into account. To generate the training data, the two-dimensional fluid simulations were conducted and the pairs of low- and high-resolution (LR and HR) velocities were generated. The two types of data were used: in the first type, the LR data were generated by downsampling the HR ones; in the other type, both LR and HR data were generated from the numerical simulations with the spectral nudging method.

The contrasting results were obtained depending on the symmetry of the data. When the data inherit the rotational symmetry from the flow domain and governing equations, the equivariant CNNs show comparable accuracy with the non-equivariant ones. Since the number of learnable parameters is smaller in the equivariant CNNs, these models can be trained with a smaller size of the data. This trainability is important in fluid mechanics because the computational cost of fluid simulations is often high and the sufficient size of data may not be available. Therefore, when a dataset possesses the rotational symmetry, the transformation law of vector should be incorporated into a neural network design as the prior knowledge, where vector is treated as a quantity having direction.

The symmetry of the data can be broken. We demonstrated two examples. In the first case, the method of data generation, i.e., the subsampling, made the correspondence between LR and HR patterns dependent on the orientation, which broke the equivariance of super-resolution. In the second case, the choice of input data was not appropriate in the experiment with the spectral nudging. Although the HR velocity depended on all past LR states, only the current LR velocity was fed into the CNNs. This insufficient input might have broken the equivariance of super-resolution. When an existing dataset does not reflect the rotational symmetry of the governing equations, the accuracy of a CNN may deteriorate if the equivariance is forced to be imposed. In this case, the usage of conventional CNNs may be justified even though they treat vector as a quantity having no direction like color.
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Appendix A: Implementation of the equivariant CNNs

This section gives the details on the implementation of the equivariant CNNs. We made two existing CNNs equivariant: the hybrid DSC/MS model by Fukami et al. and the RRDN by Bode et al. The architectures of the DSC/MS and RRDN are shown in Figs. 15 and 16 respectively.

FIG. 15. Network architecture of the hybrid DSC/MS model (Downsampled Skip-Connection and Multi-Scale). The architecture follows the CNN proposed by Fukami et al. All convolutions are two-dimensional. The symbol \( k \) denotes the spatial size of kernel; for instance, \( k = 3 \) means that the kernel size is 3 \( \times \) 3. The linear interpolation was used in upsampling.

FIG. 16. Network architecture of the RRDN (Residual in Residual Dense Network). The architecture follows the generator of the GAN proposed by Bode et al. All convolutions are two-dimensional. The symbol \( k \) denotes the spatial size of kernel; for instance, \( k = 3 \) means that the kernel size is 3 \( \times \) 3. The linear interpolation was used in upsampling.

If each layer is equivariant, the whole network is equivariant. A two-dimensional convolution layer is replaced with the equivariant convolution. A max-pooling layer is replaced with the norm max-pooling when the input is a vector field, while it remains unchanged when the input is scalar or described by the regular representation. In all cases, the pooling operation is equivariant. The linear or bicubic interpolation is used in resizing data, both of which are equivariant because the weights of interpolation depend only on the absolute difference in \( x \) or \( y \) coordinates. The skip connection is equivariant because it is an addition operation between tensors having the same type. Since all hidden layers utilize the regular representation (Section II B), a channel-wise nonlinear transformation such as ReLU is equivariant. The input or output representation is determined as follows. When the input or output is scalar, it can be
regarded as a feature field with the trivial representation, in which any conversion is not necessary. A vector field is naturally considered as a feature with the irreducible representation of order 1.

All the CNNs used in the present study were implemented with PyTorch\cite{pytorch} and e2cnn\cite{e2cnn}. The source code is available on the GitHub repository\cite{github}.

Appendix B: Review on equivariant convolution

This section reviews the equivariant convolution\cite{equivariant}. Our aim here is to explain a trade-off between the expressive power and equivariance, but not to give the details on the theory. We discuss a linear constraint that is satisfied by equivariant kernels and then give two examples to understand the meaning of the constraint.

1. Linear constraint on equivariant kernels

The convolution is defined by

\[ F_{\text{out}}(y) = \kappa * F_{\text{in}} = \int \kappa(y-x) F_{\text{in}}(x) \, dx , \]

where * stands for the convolution, the input \( F_{\text{in}} \) and output \( F_{\text{out}} \) are tensors generally having different ranks, \( \kappa \) is a kernel, and the integral is performed over the continuous Euclidean plane without boundary. The multiplication between \( \kappa \) and \( F_{\text{in}} \) is generally a matrix operation. Let us consider that the input \( F_{\text{in}} \) and output \( F_{\text{out}} \) are transformed by the action of an element of the special Euclidean group \( SE(2) \) as in Eq. (3):

\[ g_{\text{in}} : F_{\text{in}}(x) \mapsto \pi_{\text{in}}(\rho) F_{\text{in}}(\rho^{-1}(x-t)) , \]

\[ g_{\text{out}} : F_{\text{out}}(x) \mapsto \pi_{\text{out}}(\rho) F_{\text{out}}(\rho^{-1}(x-t)) , \]

where the representation of \( \pi \) depends on \( F_{\text{in}} \) and \( F_{\text{out}} \). If the kernel \( \kappa \) satisfies the following linear constraint, the convolution in (B1) is equivariant\cite{equivariant,linear}.

\[ \pi_{\text{out}}(\rho) \kappa(x) = \kappa(\rho x) \pi_{\text{in}}(\rho) . \]

Following Weiler and Cesa\cite{equivariant} the equivariance of the convolution is confirmed:

\[ \kappa * g_{\text{in}}(F_{\text{in}}) = \int \kappa(y-x) \pi_{\text{in}}(\rho) F_{\text{in}}((\rho^{-1}(x-t)) \, dx' , \]

\[ = \int \kappa(y-t-\rho x') \pi_{\text{in}}(\rho) F_{\text{in}}(x') \, dx' , \]

\[ = \int \kappa(\rho^{-1}(y-t-x')) \pi_{\text{in}}(\rho) F_{\text{in}}(x') \, dx' , \]

\[ = \pi_{\text{out}}(\rho) F_{\text{out}}(\rho^{-1}(y-t)) , \]

\[ = g_{\text{out}}(F_{\text{out}}) , \]

where we use the fact that the Jacobian is 1 under any coordinate transformation of \( SE(2) \). The constraint (B4) is not only sufficient but also necessary for the equivariance of convolution\cite{equivariant}. Moreover, a linear map is equivariant if and only if the map is an equivariant convolution\cite{equivariant}.

2. Example1: trivial representation with spatially varying kernel

We interpret the linear constraint (B4) using two simple examples. The effect of changes in position is first discussed. Let us consider that the input and output are scalars. Scalar has the trivial representation\cite{equivariant} and \( \pi(\rho) \) becomes the unity. The constraint (B4) becomes

\[ \kappa(x) = \kappa(\rho x) , \]

where \( \kappa(x) \) is a real number depending on \( x \) and \( \kappa(x) \) acts on a scalar field.

The rotation by multiples of 120° is considered as an example. A pattern having the wavenumber-3 structure such as \( \cos(3\theta) \) is a solution to (B6). Since such a kernel is invariant to the rotation, the output is rotated according to the rotation applied to the input. The radial structure is not determined by (B6), usually, some form such as Gaussian is assumed and its amplitude is optimized by training\cite{equivariant}. There is a trade-off between expressive power and equivariance. For the conventional convolution, a kernel can learn an azimuthal pattern from data, while it is not necessarily equivariant. This fact is in contrast to the equivariant kernels satisfying the constraint (B6).

3. Example2: \( C_3 \)-regular representation with spatially constant kernel

The effect of \( \pi(\rho) \) in (B4) is next discussed. Let us consider that the kernel is spatially constant and the input and output are described by the same regular representation. Eq. (B4) is simplified as follows:

\[ \pi(\rho) \kappa = \kappa \pi(\rho) , \]

where the subscripts of “out” and “in” are omitted and the matrix \( \kappa \) does not depend on position.

The rotation by multiples of 120° is considered as an example. In the regular representation, the rotation is formulated as a permutation\cite{equivariant}. Fig. 17 is a schematic illustration describing the action of the 120° rotation on a vector. Each component of the vector can be considered as a vertex of an equilateral triangle. The rotation is interpreted as the permutation of these vertices. The regular representation of \( C_3 \) consists of the following three matrices:

\[ \pi(\theta = 0) = \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{pmatrix} , \]

\[ \pi(\theta = 120^\circ) = \begin{pmatrix} 0 & 0 & 1 \\ 1 & 0 & 0 \\ 0 & 1 & 0 \end{pmatrix} , \]

\[ \pi(\theta = 240^\circ) = \begin{pmatrix} 0 & 0 & 1 \\ 0 & 1 & 0 \\ 1 & 0 & 0 \end{pmatrix} , \]

where the argument of \( \pi \) is denoted by the rotation angle \( \theta \) instead of the rotation matrix \( \rho \).
Fig. 17. Schematic illustration describing the action of the 120° rotation on a vector \((a, b, c)^T\) with the regular representation. The matrix \(\pi(\theta = 120^\circ)\) in \((B8)\) acts on the vector.

The constraint \((B7)\) needs to hold for all three matrices of \(\pi\) in \((B8)\). The solution is

\[
\begin{pmatrix}
\kappa_1 & \kappa_2 & \kappa_3 \\
\kappa_3 & \kappa_1 & \kappa_2 \\
\kappa_2 & \kappa_3 & \kappa_1
\end{pmatrix},
\]

(B9)

where \(\kappa_1, \kappa_2,\) and \(\kappa_3\) are learnable parameters and determined by training. The kernel \((B9)\) has some symmetric structure. The kernel multiplication is commutative with the permutation representing the rotation (i.e., \(C_3\)-equivariant). The equivariant kernel \((B9)\) has only three learnable parameters, though it is a \(3 \times 3\) matrix. In the conventional convolution, when a kernel is \(3 \times 3\), that is, 3 channels are transformed into 3 channels, all 9 parameters are learnable. This is another example of trade-off between expressive power and equivariance.

Appendix C: Details on the spectral nudging method

This section gives the details on the spectral nudging technique used in this study. To introduce a nudging term, the governing equations \((3)\) are represented in the wavenumber space (Section \(C1\)). The covariance to rotation and translation are discussed in Sections \(C2\) and \(C3\), respectively. Section \(C4\) describes the configuration of the barotropic instability experiment with the spectral nudging. For simplicity, the infinite Euclidean plane is assumed in Sections \(C1\) - \(C3\) which makes wavenumbers continuous.

1. Governing equations in wavenumber space

We examine the governing equations \((3)\) in the Euclidean space before deriving the equations in the wavenumber space. Eqs. \((5a) - (5c)\) are transformed into the following:

\[
\frac{\partial \omega}{\partial t} + \frac{\partial \psi}{\partial x} \frac{\partial \omega}{\partial y} - \frac{\partial \omega}{\partial x} \frac{\partial \psi}{\partial y} = 0,
\]

(C1a)

\[
\nabla^2 \psi = \omega,
\]

(C1b)

where the viscosity term is omitted for simplicity and \(\nabla\) is the gradient operator \(\nabla = (\partial_x, \partial_y)^T\). Using the vertical unit vector \(e_z\), \((C1a)\) can be shown in the geometric formula:

\[
\frac{\partial \omega}{\partial t} + e_z \cdot (\nabla \psi \times \nabla \omega) = 0,
\]

(C2)

where the inner and cross products are used. Eq. \((C2)\) clarifies the covariance of the governing equations because this formula is independent of the coordinate system.

We derive the governing equations in the wavenumber space. The Fourier transform \(\hat{\omega}_k\) is distinguished with the subscript \(k\) from \(\omega(x)\). Eqs. \((C1a)\) and \((C1b)\) are combined into the following:

\[
\frac{\partial \hat{\omega}_k}{\partial t} + \int dl \int dm \hat{a}(l, m) \hat{\omega}_k \delta(l - m - k) = 0, \quad \text{(C3a)}
\]

\[
a(l, m) = \frac{(|l|^2 - |m|^2)}{2|l|^2|m|^2}, \quad \text{(C3b)}
\]

where \(k, l,\) and \(m\) are wavenumbers vectors (e.g., \(k = (k_x, k_y)^T\)) and \(\delta(x)\) is the Dirac delta function. The advection term, namely the second term in \((C3a)\), describes triad interactions \((22)\) where the coefficient \(a(l, m)\) is symmetric with respect to \(l\) and \(m\).

To add a nudging term, Eqs. \((C3)\) are first solved for a lower truncation wavenumber \(k_l\), and the obtained solution is denoted by \(\hat{\omega}_{k_l}\) where \(|k| \leq k_l\). In high-resolution simulations, a nudging term is added to the right-hand side of \((C3a)\):

\[
\frac{\partial \hat{\omega}_k}{\partial t} + \int dl \int dm \hat{a}(l, m) \hat{\omega}_k \delta(l + m - k) = -\lambda \left( \hat{\omega}_k - \hat{\omega}_{k_l} \right) \chi_{|k| \leq k_l},
\]

(C4)

where \(\chi_{|k| \leq k_l}\) is an indicator function, which is equal to 1 when \(|k| \leq k_l\) and zero otherwise. The nudging term vanishes for higher wavenumbers. The condition of \(\chi\) can be changed to be more complex. The coefficient \(\lambda (> 0)\) generally depends on time or wavenumber, while \(\lambda\) was constant in this study.

2. Covariance to rotation

We confirm the covariance of the governing equations \((C3a)\) and \((C4)\) with respect to rotation. A wavenumber vector is transformed in the same way as a position vector because the inner product is invariant: \(k \cdot x = k' \cdot x'\), where \(x' = \rho \theta x\), \(k' = \rho \theta k\), and \(\rho \theta\) is a rotation matrix. The Fourier transform of the vorticity is changed associated with the rotation \((\rho = \rho \theta)\) as follows:

\[
\hat{\omega}_k \rightarrow \hat{\omega}_{\rho^{-1}k},
\]

(C5)

which corresponds to \((3a)\) in the Euclidean space.

The covariance of \((C3a)\) without the nudging term is examined. The first term is clearly independent of rotation because it is the derivative of the scalar \(\hat{\omega}_k\) with respect to time. The second term also does not change its form under rotation. The delta function is invariant because the condition \(l + m - k = 0\) does not depend on the coordinates. The term \(l_m n_l - l_m n_l\) is the vertical component of the cross product \(l \times m\); hence, its form is preserved by two-dimensional rotation. The differential of \(dl \int dm\) is invariant because the Jacobian is the unity. The other parts in the second term such as \(|l|^2\) are invariant because they are scalars. Therefore, the whole equation of \((C3)\)
is covariant with respect to rotation, that is, the form of (C3) is independent of rotation.

The covariance of (C4) including the nudging term is examined. Since the left-hand side of (C4) is the same as that of (C3a), only the right-hand side is discussed. The indicator function is invariant because its condition $|k| \leq L^2$ is described by scalars. The prescribed solution $\omega_k^f$ is covariant because it is a solution of (C3). Therefore, the whole equation (C4) is covariant to rotation. The governing equations do not change the forms even when the spectral nudging term is added.

3. Covariance to translation

The covariance with respect to translation is confirmed. The vorticity $\omega(x)$ is converted to $\omega(x - r)$ with a given translation vector $r$. The Fourier transform is then converted as follows:

$$\omega_k \rightarrow \omega_k e^{-ik \cdot r}.$$  

(C6)

Note that the wavenumber vector $k$ itself is unchanged under translation.

The governing equations (C3) are covariant if the following quantity (i.e., the left-hand side) is zero when a translation acts:

$$\frac{\partial \omega_k}{\partial t} + \int dldm a(l, m) \omega_l \omega_m \delta(l + m - k).$$  

(C7)

Due to the delta function, the coefficient of exponentials of the second term is equal to that of the first term:

$$e^{-il \cdot r} e^{-im \cdot r} \delta(l + m - k) = e^{-ik \cdot r} \delta(l + m - k).$$  

(C8)

This leads to that (C7) is zero; hence, the governing equations (C3) do not change the form under translation.

The covariance still holds when the nudging term, namely the right-hand side of (C4), is added. The nudging term is linear with respect to the vorticity and is converted in the same way as the time derivative.

The governing equations are covariant even when a combination of rotation and translation acts because each transformation does not change the forms of the equations.

4. Configuration of the barotropic instability experiment

This subsection describes the configuration of the barotropic instability experiment in Section IVB. Basically, the configuration is the same as that of the barotropic instability experiment without the spectral nudging in Section IIIA.

The LR simulation was performed by numerically solving (C3) with the spectral model as in Section IIIA. The truncation wavenumber was 10, which determined the alias-free grids of $128 \times 65$, which was the same as in Section IIIA. In calculating the nudging term in (C4), the indicator function was replaced with $\chi_{|k| < L}$ or $|k| < L$, which is invariant only to the rotation by multiples of 90°. The linear interpolation in time was employed for the LR solution $\omega_k^f$. This interpolation makes $\omega_k^f$ dependent on $\omega_k^f$ in the graphical model of Fig. 14. The initial and boundary conditions were set to be the same as those in the LR simulation. The fluid system has the symmetries of rotation by 180° and translation along the x direction. In this case, a similar discussion to those in Sections C1 and C3 is possible if transformations are confined to a subgroup of $SE(2)$.

Appendix D: Additional analyses

This section presents additional analyses on the decaying turbulence experiment.

1. Dependency on the number of trainable parameters

We examine the test error dependency on the number of trainable parameters. The number of parameters was controlled here by changing the number of channels in the hidden layers. The number of channels was varied by the same factor in all hidden layers. Fig. 18 suggests that the equivariant models (Eq-DSC/MS and Eq-RRDN) are more accurate than the non-equivariant ones when the number of trainable parameters is in the same order. The crosses in the figure denote the original configurations used in Section IVB, where the total sizes of kernels in the convolution are almost the same for Eq-DSC/MS and DSC/MS and for Eq-RRDN and RRDN.

×9 SR of subsampled velocity

FIG. 18. Norm error ratios (NERs) against various numbers of trainable parameters in the super-resolution model of velocity in the decaying turbulence. The NER is defined by (7). The scale factor $s$ was 9 and the low-resolution data were created by subsampling. The crosses stand for the configurations used in Section IVB.
2. Dependency on the size of training data

A smaller number of trainable parameters implies that an equivariant model is trainable with a smaller size of training data. Fig. 19 shows the NERs against the various sizes of training data. As the data size is decreased, the NERs tend to increase for all SR models. The NERs of the equivariant models are smaller than those of the non-equivariant ones, and the difference in the NER tends to be larger as the data size is decreased. Therefore, if only a small size of data is available, an equivariant model should be used, i.e., the prior knowledge on the geometric symmetry should be incorporated into the neural network design.

3. Dependency on the unit of angle of discrete rotations

In practice, fluid fields need to be discretized for the calculation on computers. The order of discretization of rotations is controlled here by the order \( N \) of a cyclic group \( C_N \) used in the equivariant CNNs. For instance, if \( N = 3 \), the unit of angle of rotations is \( 120^\circ = (360^\circ / 3) \). This subsection demonstrates that the test errors do not necessarily decrease as \( N \) is increased, unlike in the image classification.

The spatial size of kernels usually needs to be larger when the order of \( C_N \) is increased because the interpolation is used to determine the kernel pattern. The RRDN is appropriate for an experiment varying both \( C_N \) and kernel size because all kernels have the same spatial size (Fig. 16). The RRDN consisting of one residual in residual dense block was employed here to reduce the training cost. In each hidden layer, eight sets of the regular representation were used for the input and output. For instance, the number of the input/output channels is 32 for \( C_4 \) and 96 for \( C_{12} \). Fig. 21 shows the NERs and ESEs against the various \( C_N \) and spatial sizes of kernels. The errors are about 10% smaller for the \( 5 \times 5 \) kernels than those of the \( 3 \times 3 \) kernels. This error reduction does not strongly depend on \( C_N \). We confirmed that the errors were also decreased for the non-equivariant RRDN when the \( 5 \times 5 \) kernels were used instead of \( 3 \times 3 \). The decrease in error was comparable between the RRDN and Eq-RRDN. If computational resources are enough, the \( 5 \times 5 \) kernels should be used for both models. A purpose of this study is to compare the equivariant CNNs with the non-equivariant ones. Since a large difference in accuracy was not observed with the \( 5 \times 5 \) kernels, we adopted the kernels of \( 3 \times 3 \) in Sections IV and V.
FIG. 21. Norm error ratios (NERs) and energy spectrum errors (ESEs) against the various \( C_N \) and spatial sizes of kernels used in the Eq-RRDN. The NER and ESE are defined in (7) and (8), respectively. The decaying turbulence velocity was used to create the figure, where the scale factor 9 was 9 and the low-resolution data were created by subsampling.

4. Comparison of super-resolution between velocity and vorticity

We have discussed the super-resolution of velocity so far. Similar results to those shown above were obtained in the super-resolution of vorticity. This subsection compares the vorticity calculated from the super-resolved velocity with the vorticity that is directly super-resolved. The former is called the velocity-SR, and the latter the vorticity-SR.

Fig. 22 compares the test scores between the velocity-SR and vorticity-SR. The vorticity spectrum error (VSE) was calculated instead of the ESE. The VSE is defined as in (3), in which the energy spectra are replaced with the enstrophy spectra. The scale factor 9 was 9 in the figure; similar results were obtained for the other 9. A clear tendency is not observed for the NER. In the case of subsampling, the NER is smaller in the velocity-SR. In the local average, the NER is smaller in the vorticity-SR for the DSC/MS and Eq-DSC/MS, while the NER is comparable for the RRDN and Eq-RRDN. Importantly, the difference in the NER between the velocity-SR and vorticity-SR is limited to about 10%. On the contrary, the VSE shows the clear tendency. The VSEs of the velocity-SR are about twice as small as those of the vorticity-SR. Therefore, we can conclude that the vorticity calculated from the super-resolved velocity is more physically valid than the vorticity that is super-resolved directly.

The lower accuracy of the vorticity-SR may not be attributed to the difference between scalar and vector. The equivariant models incorporate the transformation law of scalars or vectors, which assures that the vorticity calculated from the super-resolved velocity is a scalar field. In contrast, the non-equivariant models do not necessarily make such a guarantee. Despite this difference, the large VSEs are observed in both types of the models (Fig. 22). Vorticity fields generally have finer structures due to the differential operation than velocity fields. The difference in scale might have caused the difference in accuracy of the super-resolution.
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