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Abstract—We introduce the concept of inverse feasibility for linear forward models as a tool to enhance Over-the-Air (OTA) federated learning (FL) algorithms. Inverse feasibility is defined as an upper bound on the condition number of the forward operator as a function of its parameters. We analyze an existing OTA FL model using this definition, identify areas for improvement, and propose a new OTA FL model. Numerical experiments illustrate the main implications of the theoretical results. The proposed framework, which is based on inverse problem theory, can potentially complement existing notions of security and privacy by providing additional desirable characteristics to networks.

I. INTRODUCTION

In recent years, wireless solutions have been increasingly applied to federated learning (FL) because of their potential to distribute models efficiently, particularly in mobile environments. However, the physical properties of wireless channels present many challenges for FL, including scalability, privacy, and security considerations.

In particular, with traditional digital transmission schemes, interference caused by concurrent transmission of multiple users poses difficulties related to scalability, especially in dense networks operating in low frequency bands, which typically operate in interference limited regimes. To address this challenge, analogue Over-the-Air (OTA) transmission schemes have been proposed as a scalable alternative to traditional digital communication technologies in FL. In OTA, the superposition property of signals in the wireless medium is exploited to fuse the processes of communication and computation, which alleviates the need for complex scheduling and interference mitigation mechanisms. The scalability gains of OTA schemes are specially pronounced if a receiver has to compute a function of data distributed across a large network, which is a common scenario in FL approaches. For example, during the learning stage of traditional FL algorithms based on neural networks, a server may not be interested in obtaining gradients of the local cost functions of each node, but only in computing the average of all local gradients.

OTA FL may seem to improve security and privacy because individual nodes’ data are not easily accessible (all signals are mixed in the wireless medium), and reconstructing information intended for the server depends on the propagation environment of malicious nodes (because OTA is an analogue transmission scheme). However, we emphasize that there are no inherent guarantees of privacy and security. For this reason, researchers have been introducing many concepts related to privacy and security in OTA FL [1]–[9]. However, any security guarantee necessarily relies on additional assumptions, such as a computationally bounded adversary, a secret key only known to legitimate parties, or a bound on the attacker’s channel strength. Therefore, a communication system that offers multiple security guarantees based on different assumptions can enhance resilience in the event that any individual assumption fails.

Against this backdrop, we propose a novel concept called inverse feasibility, which complements existing notions of security and privacy. Drawing on inverse problem theory, inverse feasibility leverages the fact that, during training, neural networks in OTA FL typically have to compute the average of a huge number of parameters distributed across nodes within a dense network. We assume that nodes apply possibly lossy compression schemes to local parameters prior to transmission, as proposed in [10], [11], because of the limited bandwidth and high communication costs of wireless systems. As a result, the legitimate server needs to solve an ill-posed inverse problem to reconstruct the true average of parameters from the received compressed data. The core concept of inverse feasibility is that the difficulty of solving this inverse problem should be upper-bounded by a known function of the OTA FL model’s parameters. We note that the proposed concept allows to evaluate this difficulty for the existing OTA FL models and also to introduce novel OTA FL models with improved inverse feasibility. Building on this, the second main contribution of this study is the derivation of a new OTA FL compression scheme that enhances an existing OTA FL system proposed in [10], [11] with respect to our definition of inverse feasibility.

II. SYSTEM MODEL

In the text that follows, a vector or an operator with its domain and/or codomain involving all $M$ active nodes of an OTA FL scheme is denoted in bold letters such as $\mathbf{a}$ or $\mathbf{A}$. A matrix written in blackboard bold font, such as $\mathbb{A}$, denotes a random matrix.

To introduce the definition of inverse feasibility, we first need to describe an OTA FL model similar to that proposed in [10], [11], which is the topic of this section. Briefly, at each iteration of the training stage of a machine learning model, a server tries to improve the parameters of the model by computing a global gradient, which is the average of gradients of local cost functions available to $M$ nodes in a network,
via the analogue OTA transmission scheme. By using this transmission scheme, the server acquires neither the local training sets nor the local gradients available to nodes. To describe the information obtained at the server, we denote the nodes’ gradients of given functions (which are constructed from the nodes’ datasets at a given iteration/time instant) at a differentiable point \( \theta \in \mathbb{R}^d \) (the global model parameters to be learned collaboratively) as follows:

\[
g(\theta) \triangleq (g_1(\theta), \ldots, g_M(\theta)) \in \mathbb{R}^{Md}.
\]

To avoid cluttering equations, we abuse notation by omitting the dependency of gradients on \( \theta \) in all equations that follow. For example, \( g = (g_1, \ldots, g_M) \in \mathbb{R}^{Md} \) should be understood as the vector \( g(\theta) = (g_1(\theta), \ldots, g_M(\theta)) \in \mathbb{R}^{Md} \).

Prior to transmission, each node \( m \in \{1, \ldots, M\} \) first computes a sparse version \( g_m^{sp} \triangleq S(g_m) \in \mathbb{R}^d \) of the local gradient \( g_m \in \mathbb{R}^d \), where \( S: \mathbb{R}^d \to \mathbb{R}^d : x \mapsto x^{sp} \) and

\[
(\forall i \in \{1, \ldots, d\}) [x^{sp}]_i = \begin{cases} 
0, & \text{if } |x_i| < \delta, \\
[x_i], & \text{otherwise},
\end{cases}
\]

\( \delta > 0 \) is the sparsification factor (a design parameter), and \([x]\) denotes the \( i \)th coordinate of the vector \( x \). In the second step, each node \( m \in \{1, \ldots, M\} \) compresses the sparse gradient \( g_m^{sp} \) by computing the matrix-vector multiplication \( Ag_m^{sp} \), where \( A \in \mathbb{R}^{s \times d} \) with \( s < d \) is a compression matrix common to all nodes, and the entries of \( A \) are samples of i.i.d. random variables distributed according to a normal distribution with zero mean and unity variance. With these operations, we assume that a sample of the signal received by the server with the analogue OTA transmission scheme is given by

\[
y = \frac{1}{M} \left( \sum_{m=1}^{M} h_m \sqrt{\alpha_m} Ag_m^{sp} + \gamma \right), \tag{1}
\]

where \( \sqrt{\alpha_m} > 0 \) represents a normalization constant applied by the transmitters to ensure that the transmitter power constraints are met, \( h_m > 0 \) is a scalar that represents the slow, multiplicative channel fading, and \( \gamma \in \mathbb{R} \) represents samples of additive white Gaussian noise (AWGN). The summation and application of fading and noise happen in the wireless channel, while \( \sqrt{\alpha_m}Ag_m^{sp} \) is the signal transmitted by node \( m \). The factor \( 1/M \) can be seen as a normalization applied by the receiver in post-processing. We also assume that the channel fading coefficients \( h_1, \ldots, h_M \) and the normalization constants \( \alpha_1, \ldots, \alpha_M \) are known to the server. To simplify notation, we separate the linear and nonlinear components in (1) as follows.

For the nonlinear component, we define the function

\[
S: \mathbb{R}^{Md} \to \mathbb{R}^{Md} : g \mapsto g^{sp},
\]

where \( g^{sp} \triangleq (g_1^{sp}, \ldots, g_M^{sp}) \in \mathbb{R}^{Md} \) is a vector containing all sparse gradients.

For the linear component, we define the matrix \( L(p) \in \mathbb{R}^{s \times Md} \), which is written in block form as

\[
L(p) \triangleq \frac{1}{M} [h_1 \sqrt{\alpha_1} A, \ldots, h_M \sqrt{\alpha_M} A], \tag{2}
\]

where \( p \in P \) and \( P \) is the set of all possible parameters of the forward operator which is known at the server. As an example, for the OTA FL model (1), the set \( P \) for the forward operator in (2) is comprised of tuples of the form \((M, d, s, A, h_1, \ldots, h_M, \alpha_1, \ldots, \alpha_M)\), with the respective domains for each parameter.

We emphasize in (2) the dependency of the matrix \( L(p) \) on the model parameters \( p \in P \) for later use in the definition of inverse feasibility. With the above notation, the model (1) can be equivalently written as:

\[
y = f(g) + \gamma/M, \tag{3}
\]

where

\[
f: \mathbb{R}^{Md} \to \mathbb{R}^s : g \mapsto (L(p) \circ S)(g) = L(p)g^{sp}. \tag{4}
\]

III. INVERSE FEASIBILITY IN OVER-THE-AIR FEDERATED LEARNING: DEFINITION AND EXAMPLES

A. Definition of Inverse Feasibility

In the federated learning task under consideration, the objective of the server is to reconstruct the average of gradients, defined as

\[
\mathbb{R}^d \ni \bar{g}^{sp} \triangleq \frac{1}{M} \sum_{m=1}^{M} g_m^{sp} = \frac{1}{M} \left[ I_d, \ldots, I_d \right]^T g^{sp}, \tag{5}
\]

by solving an inverse problem from the compressed received signal \( y \) in (1). Following a standard assumption in the literature, we assume that \( \bar{g}^{sp} \) is sparse (see, e.g., [10, Assumption 3]), which is often justified by the empirical evidence that, in some learning tasks, the sparsity pattern of \( g^{sp} \) for \( m = 1, \ldots, M \) in \( g^{sp} \) is common across the \( M \) active nodes in the network.

In view of (3)-(4), and recalling that the condition number of a linear operator is a classical tool for assessing the difficulty of solving inverse problems (see, e.g., [12, 13] and references therein), we posit that a desirable condition for the estimation of any function of \( g^{sp} \), such as the arithmetic mean in (5), is that the condition number of the linear operator \( L(p) \) should be close to one. The concept of inverse feasibility we propose is based on this assumption. Formally, we define inverse feasibility as follows:

**Definition 1** (inverse feasibility). We call an FL model of the form in (3) at least \( F \)-inverse feasible for a given function \( F: P \to [1, \infty) \) if

\[
(\forall p \in P) \ \text{cond}(L(p)) \leq F(p), \ \text{a.s.}, \tag{6}
\]

where the condition number of \( L(p) \) is a random variable defined in the following standard way:

\[
\text{cond}(L(p)) \triangleq \sigma_1(L(p)) / \sigma_s(L(p)) \geq 1, \tag{7}
\]

where \( \sigma_1(L(p)) \) and \( \sigma_s(L(p)) \) are the largest and the smallest singular values of \( L(p) \), respectively. (We assume that, in practical settings, we have \( \sigma_s(L(p)) > 0 \) almost surely.)

**Remark 1.** The concept of inverse feasibility introduced in Definition 1 enables us to provide weaker notions of inverse feasibility, such as \( F \)-inverse feasibility in the mean sense,

\[
(\forall p \in P) \ \text{E}[\text{cond}(L(p))] \leq F(p), \tag{8}
\]

and \( F \)-inverse feasibility with probability of at least \( r \in [0, 1] \),

\[
(\forall p \in P) \ \text{P}[\text{cond}(L(p)) \geq F(p)] \geq r. \tag{9}
\]

We will use the concept of \( F \)-inverse feasibility with probability for the model to be proposed in Example 1 in Section III-B below. For brevity, the concept of \( F \)-inverse feasibility in the mean sense is not used in this letter.
Ideally, for well-behaved OTA FL model, there should exist a function $F$ taking values close to one for every possible $p \in P$ at the server. We also emphasize that the concept of inverse feasibility provides us with a means of quantifying a desirable property of OTA FL models, but it does not replace existing concepts of security and privacy in wireless systems.

B. Inverse Feasibility of OTA FL Models

We now proceed to analyze the OTA FL model in [10], [11] with respect to Definition 1, and later we propose enhancements.

**Proposition 1.** The model (1) satisfies $F(p) \stackrel{d}{=} \text{cond}(A) \equiv \text{cond}(L(p))$.

**Proof.** See the supplementary material.

We recall that the set $P$ depends on all model parameters available at the server, but Proposition 1 shows that the inverse feasibility of the OTA FL model (1) depends only on the condition number of the compression matrix $A$. This result suggests that we may improve the inverse feasibility of the OTA FL model (1) by replacing the deterministic compression matrix $A$ with a compression matrix $W^* \in \mathbb{R}^{s \times d}$ optimized to have a small condition number, so that the forward operator becomes in this case

$$L(p) := \frac{1}{M} \left( h_1 \sqrt{\alpha_1 W^*}, \ldots, h_M \sqrt{\alpha_M W^*} \right).$$

This matrix $W^*$ can be obtained, for example, as the solution to an optimization problem designed to minimize the mutual coherence of the columns of $W^*$ [14]. The resulting OTA FL model is thus a minor variation on the model (1):

$$y = \frac{1}{M} \left( \sum_{m=1}^{M} h_m \sqrt{\alpha_m W^*} g_m^p(\theta) + \gamma \right).$$

Proceeding analogously as in the proof of Proposition 1, we can deduce that $\text{cond}(W^*) = \text{cond}(L(p))$. From a practical standpoint, the optimization problem designed to construct $W^*$ can be solved at the server, and then the resulting matrix can be broadcast to all active nodes. Later, in Section IV-C, we show the performance of this approach via simulations.

As an alternative to the approach described above, nodes can independently take samples of random matrices with means given by a common matrix known to the server and all nodes, for example, $A$ or $W^*$. The advantage of this alternative, which is illustrated in Example 1 below, is that each user has its own local compression matrix, which is not transmitted across the network.

**Example 1.** Consider the following OTA FL model:

$$y = \frac{1}{M} \left( \sum_{m=1}^{M} h_m \sqrt{\alpha_m B_m g_m^p} + \gamma \right),$$

where $B_m = X + G_m, X \in \mathbb{R}^{s \times d}$ is an arbitrary fixed matrix (e.g., $X = A$ or $X = W^*$) common to all nodes, and $G_m$ is a random matrix with realizations in $\mathbb{R}^{s \times d}$ and all of its entries identically and independently distributed according to $N(0, \sigma^2)$. In this case, $P$ consists of tuples of the form $(M, d, s, X, G_{11}, \ldots, G_M, h_1, \ldots, h_M, \alpha_1, \ldots, \alpha_M)$, with the following block form for the matrix $L(p)$:

$$L(p) = \frac{1}{M} \left( h_1 \sqrt{\alpha_1 B_1}, \ldots, h_M \sqrt{\alpha_M B_M} \right).$$

We note that the model (12) is similar to privacy-enhancing models such as those in [3], because, for each node $m \in M$, the term $G_m g_m^p$ introduces noise perturbation on the transmitted gradients.

The next proposition establishes the inverse feasibility of the model in Example 1 in probabilistic terms. Later, in Section IV, we evaluate this model in a scenario where power control is applied at user nodes.

**Proposition 2.** For every $t \geq 0$, the OTA FL model in Example 1 is $F_t$-inverse feasible with probability of at least $1 - 2e^{-\frac{t^2}{2}}$; i.e.,

$$\left( \forall p \in P, \text{cond}(L(p)) \leq F_t(p) \right) \geq 1 - 2e^{-\frac{t^2}{2}},$$

where

$$F_t(p) := \left\{ \begin{array}{ll} \frac{\sqrt{\sigma_1(X) + x_t}}{\sqrt{\sigma_1(X)} - x_t}, & \sqrt{\sigma_1(X)} - x_t > 0, \\ \infty, & \text{otherwise}. \end{array} \right.$$

and where

- $\sigma_1(X), \sigma_s(X)$ are the largest and the smallest singular value of $X$, respectively;
- $c_m = h_m \sqrt{\alpha_m}$ for $m = 1, \ldots, M$;
- $c_{\max} = \max_{m \in \{1, \ldots, M\}} c_m$;
- $c \stackrel{d}{=} \sum_{m=1}^{M} c_m^2$, and
- $x_t = \sigma_{\max}(\sqrt{Md} + \sqrt{s} + t)$ for $t \geq 0$, where $\sigma^2 > 0$ is the variance of random matrices $G_m$ in model (12).

**Proof.** See supplementary material.

**Remark 2.** Taking into account the typical floating-point precision of modern computers, we verify that the probability in (14) is practically equal to one for $t \geq 10$.

IV. Power Control

A. Evaluation of Proposition 2

If users are able to apply power control to ensure that the product of the channel fading coefficient $h_m$ and the power scaling coefficient $\sqrt{\alpha_m}$ is similar for every user $m$ (e.g., $h_m \sqrt{\alpha_m} = 1$ for every user $m$), then Proposition 2 offers a specially simple interpretation of the bound in (14).

**Remark 3.** Let $c_{\min} \stackrel{d}{=} \min_{m \in \{1, \ldots, M\}} c_m$ and let $c_{\max} = c_{\min} = 1$, in which case $c = M$. The function $F_t$ in (15) yields meaningful bounds ($\infty > F_t(p) \geq 1$) if $\sqrt{\sigma_1(X)} - x_t > 0$, which, with power control, results in the constraint on the standard deviation of the entries of the perturbation matrices $G_m$ of the form $\sigma < \frac{\sqrt{M} \sigma_1(X)}{\sqrt{Md} + \sqrt{s} + t}$.

To put the above results in a numerical perspective, we consider in Section IV-C a numerical setup with $t = 10, d = 7850, s = 3925, M \geq 1e + 3, \sigma_1(A) \approx 151, \sigma_1(A) \approx 28$ (so that $\text{cond}(A) \approx 5.8$), yielding $\sigma < 0.28$ in Remark 3. Moreover, $\sigma_1(W^*) \approx 141.47, \sigma_s(W^*) \approx 141.42$ (so that $\text{cond}(W^*) \approx 1$), with $\sigma < 1.55$ in Remark 3. In this case,

- $F_{10}(M = 1e + 3, \ldots, \sigma_1(A), \sigma_s(A)) < 9.43$,
- $F_{10}(M = 1e + 4, \ldots, \sigma_1(A), \sigma_s(A)) < 9.33$,
- $F_{10}(M = 1e + 3, \ldots, \sigma_1(W^*), \sigma_s(W^*)) < 1.14$,
- $F_{10}(M = 1e + 4, \ldots, \sigma_1(W^*), \sigma_s(W^*)) < 1.14$.

In particular, Proposition 2 reveals that, by introducing the local perturbations $G_m$ to the model (12), we increase only
 marginally the condition number of the forward operator $L(p)$ in (13). Hence, assuming power control, we anticipate that the reconstruction performance of the (averaged) gradient is only minimally impacted by adding local noise $G_m$ to the global compression matrix $X$ at each node $m$. Moreover, using $X = W^*$ as the common matrix known to the server in the model (12), we achieve the lower bound on the condition number $\text{cond}(L(p))$ of the forward operator $L(p)$ and also the higher allowable variance $\sigma^2$ of the perturbation matrices $G_m$, compared with $X = A$.

### B. Parameter Estimation

We now present a method for estimating the average of sparse gradients $\tilde{g}^{sp}$ in (5) using the compressed signal $y$ received at the server. Our objective is to demonstrate that Definition 1, which is independent of any specific algorithm, offers valuable insights into the difficulty associated with reconstructing $\tilde{g}^{sp}$ from $y$ using classical algorithms in the literature.

In more detail, the estimation of $\tilde{g}^{sp}$ in (1), (11), (12), can be posed as the following compressed sensing recovery problem, which is also known as the least absolute shrinkage and selection operator (lasso) regression:

\[
\minimize_{\tilde{g}^{sp}} \left\{ \frac{1}{2} \| y - y^{\tilde{g}^{sp}} \|_2^2 + \beta \| \tilde{g}^{sp} \|_1 \right\},
\]

where $Y$ is the average of the local compression matrices used by the nodes, and $\beta > 0$ is a design parameter used to control the sparsity of the solution, which is the estimate of $\tilde{g}^{sp}$ in (5).

Let $1_M \in \mathbb{R}^{M \times M}$ be the matrix of ones. Then, the actual forward operator of the form (4) used in models (1), (11), (12), is replaced for the lasso regression with the approximating (averaged) forward operator $g \mapsto L(p)(1_M \otimes I_d)(g^{sp}/M)$, which assumes in particular that the server has access to the arithmetic mean of users’ forward operators.

In more detail, in (1) or (11), the optimization algorithm aims to recover $\tilde{g}^{sp}$ in (5) using an arithmetic mean of the user blocks of the forward operator $L(p)$ in (2) or (10), respectively:

\[
Y = \underbrace{L(p)(I_d, \ldots, I_d)}_{M},
\]

which simplifies to $Y = A$ or $Y = W^*$ for the case where power control is applied. On the other hand, in model (12), the lasso algorithm attempts to use the following random variable, which is a function of the forward operator $L(p)$ in (13):

\[
Y = \underbrace{L(p)(I_d, \ldots, I_d)}_{M}.
\]

However, $Y$ cannot be evaluated at the server owing to the user-dependent compression matrices $E_m = X + G_m$ in model (12). Nevertheless, the server has access to $E(Y) = X$, where $X$ is a function of the forward operator $W^*$, which is the compression matrix we propose to use in (16) to estimate $\tilde{g}^{sp}$ from the received signal $y$ for model (12). We note that the variance of the entries of $Y$ is $\sigma^2/M$, thus the error caused by using $X$ in place of $Y$ decreases with $M$. Indeed, we can provide an upper bound for $\text{cond}(Y)$ in the special case of reconstructing the averaged gradient using lasso regression. The details can be found in the supplementary material.

### C. Numerical Evaluation

In our experiments, we use the MNIST dataset [15], and we train a single-layer neural network similar to the one proposed in [11], which consists of $d = 7850$ parameters. This neural network is trained using the ADAM optimizer with a learning rate of 0.001. The training process includes 100 epochs, where each node trains its model with 1000 samples and a batch size of 200. To predict the parameters, we use the sklearn.linear_model.Lasso tool [16]. The compression ratio is $d/s = 2$, with $\beta$ optimized separately for each model and $\gamma \sim N(0, \rho^2)$ with $\rho = 0.01$. We recall that in this Section IV we assume that users apply power control to ensure that the product of the channel fading coefficient $h_m$ and the power scaling coefficient $\sqrt{\alpha_m}$ is normalized to $h_m\sqrt{\alpha_m} = 1$ for every user $m$. In this setup, we were able to confirm numerically the findings discussed in Section IV. More specifically, the performance deterioration caused by introduction of perturbation matrices $G_m$ in model (12) was insignificant (see Fig. 1). The error floor for the model employing the compression matrix $W^*$ is caused by the limitations of lasso regression and the additive noise $\gamma$ present in estimation.

### V. Conclusion and Final Remarks

We have introduced the concept of inverse feasibility for general linear forward models, and we demonstrated its usefulness in OTA FL applications. The notion of inverse feasibility is rooted in the idea that, in inverse problems, linear forward operators should have a low condition number to ensure good reconstruction performance. We illustrated the validity of this assumption in an OTA FL problem focused on reconstructing the average of gradients. One potential application is to provide FL systems with additional guarantees against attacks. More precisely, by designing FL systems to guarantee that eavesdroppers have a high condition number of the forward operator, we expect to equip the system with an additional level of protection that complements existing notions of security and privacy. Finally, our results have the potential to be extended to more general nonlinear forward models, opening up opportunities for further research in this area.

Fig. 1: Reconstruction error of OTA FL models against the number of active nodes $M$. 

| $\| \tilde{g}^{sp} - g^{sp} \|_2^2$ | number of nodes [M] |
|---------------------------------|---------------------|
| $W^*$                           | $W^* + G_m[\sigma = 0.1] $ |
| $A$                             | $A + G_m[\sigma = 0.1] $ |
VI. SUPPLEMENTARY MATERIAL

A. Proof of Proposition 1

For brevity, we denote $L(p) \mapsto L$. We note that the condition number does not depend on rescaling a given matrix by a fixed scalar, so it is sufficient to investigate the condition number of $L' = (h_1\sqrt{\alpha_1}A, \ldots, h_M\sqrt{\alpha_M}A)$. Let $\sigma_i(X)$ and $\lambda_i(Y)$ denote the $i$-th singular value and eigenvalue of a given matrix $X$ and a symmetric matrix $Y$, respectively, both organized in nonincreasing order. Then

$$\sigma_i^2(L') = \lambda_i((L')(L')^t) = \lambda_i(\sum_{m=1}^M h_m^2 A_m A_m^t) = \sigma_i^2(A) \sum_{m=1}^M h_m^2 \alpha_m.$$  

Let $c \equiv \sum_{m=1}^M h_m^2 \alpha_m > 0$. Then $\sigma_i(L') = \sqrt{c} \sigma_i(A)$ for $i = 1, 2, \ldots, s$. Therefore,

$$\forall M \in \mathbb{N} \quad \text{cond}(L) = \text{cond}(L') = \frac{\sigma_{1}(L')}{\sigma_{s}(L')} = \frac{\sigma_{1}(A)}{\sigma_{s}(A)} = \text{cond}(A). \quad \blacksquare$$

B. Proof of Proposition 2

For brevity, we denote $L(p) \mapsto L$. Let us consider the condition number of $L$ in (12), or, equivalently, the condition number of $L' = (c_1B_1, \ldots, c_M B_M)$. From [17, Theorem 3.3.16] and definition of $B_m$, we have

$$\sigma_1(L') \leq \sigma_1(c_1 X, \ldots, c_M X) + \sigma_1(c_1 G_1, \ldots, c_M G_M). \quad (19)$$

From the proof of Proposition 1 we conclude that

$$\sigma_i(c_1 X, \ldots, c_M X) = \sqrt{c} \sigma_i(X), \quad i = 1, \ldots, s. \quad (20)$$

Furthermore,

$$\sigma_1(c_1 G_1, \ldots, c_M G_M) \leq c_{\max} \sigma_1(G_1, \ldots, G_M) = c_{\max} \sigma_1(G'_1, \ldots, G'_M) = \sigma_{\max} \sigma_1(G'_1, \ldots, G'_M), \quad (21)$$

where $G'_m$ has all entries i.i.d. $\mathcal{N}(0, 1)$, $m = 1, \ldots, M$. Let $G' \equiv (G'_1, \ldots, G'_M)$. Then, from (18), Ineq. (2.3)), one has for $t \geq 0$ that

$$P(\sigma_1(G') \leq \sqrt{M} d + \sqrt{s} + t) \geq 1 - 2e^{-\frac{t^2}{d^2}}. \quad (22)$$

From (19)-(22) we obtain therefore that

$$\sigma_1(L') \leq \sqrt{c} \sigma_1(X) + c_{\max}(\sqrt{Md} + \sqrt{s} + t), \quad (23)$$

with probability at least $1 - 2e^{-\frac{t^2}{d^2}}$. Similarly, from [17, Theorem 3.3.16] (see also [19]) and (20)-(21) we also have that

$$\sigma_s(L') \geq \sqrt{c} \sigma_s(X) - \sigma_{\max} \sigma_1(G'), \quad (24)$$

thus, from (22), one has

$$\sigma_s(L') \geq \sqrt{c} \sigma_s(X) - \sigma_{\max}(\sqrt{Md} + \sqrt{s} + t), \quad (25)$$

with probability at least $1 - 2e^{-\frac{t^2}{d^2}}$. Therefore, if $\sqrt{c} \sigma_s(X) - x_t > 0$, we conclude that

$$\text{cond}(L) \leq \frac{\sqrt{c} \sigma_1(X) + x_t}{\sqrt{c} \sigma_s(X) - x_t} \geq 1,$$

with probability at least $1 - 2e^{-\frac{t^2}{d^2}}. \quad \blacksquare$

C. Condition Number of the Operator in Eq. (18)

We recall that $c_{\max} = c_{\min} = 1$ by assumption. Thus, we have

$$Y = \frac{1}{M} \sum_{m=1}^M \mathbb{E}_m = X + \frac{1}{M} \sum_{m=1}^M G_m,$$

and hence, from [17, Theorem 3.3.16], one has

$$\sigma_1(Y) \leq \sigma_1(X) + \frac{1}{\sqrt{M}} \sigma_1(G),$$

where the entries of the matrix $G$ are all i.i.d. $\mathcal{N}(0, 1)$. Furthermore, from [18, Ineq. (2.3))] one has for $t \geq 0$ that

$$P(\sigma_1(G) \leq \sqrt{d} + \sqrt{s} + t) \geq 1 - 2e^{-\frac{t^2}{d^2}}. \quad (25)$$

Thus,

$$\sqrt{M} \sigma_1(Y) \leq \sqrt{M} \sigma_1(X) + \sigma(\sqrt{d} + \sqrt{s} + t),$$

with probability at least $1 - 2e^{-\frac{t^2}{d^2}}$. Similarly, from [17, Theorem 3.3.16] (see also [19]) we have

$$\sigma_s(Y) \geq \sigma_s(X) - \frac{1}{\sqrt{M}} \sigma_1(G),$$

thus, from (25), one has

$$\sqrt{M} \sigma_s(Y) \geq \sqrt{M} \sigma_s(X) - \sigma(\sqrt{d} + \sqrt{s} + t),$$

with probability at least $1 - 2e^{-\frac{t^2}{d^2}}$. We note that we obtained an upper bound for $\text{cond}(Y)$ in a very similar form to the assertion of Proposition 2.
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