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Abstract

Nowadays, intrusion detection systems based on deep learning deliver state-of-the-art performance. However, recent research has shown that specially crafted perturbations, called adversarial examples, are capable of significantly reducing the performance of these intrusion detection systems. The objective of this paper is to design an efficient transfer learning-based adversarial detector and then to assess the effectiveness of using multiple strategically placed adversarial detectors compared to a single adversarial detector for intrusion detection systems. In our experiments, we implement existing state-of-the-art models for intrusion detection.

1. Introduction

With the growth of information communication and in particular the growth of the Internet, the concern to secure this information and related systems has become increasingly important. Every day, massive amounts of sensitive information are created, transferred, stored, or updated around the world. This sensitive information can range from personal emails to banking transactions, from a simple holiday photo to military communication. This information has always been the target of malicious entities wanting to steal, modify or delete it. To achieve these goals, hackers and other malicious agents have discovered, exploited, and improved a wide range of cyberattacks.

This new era of cyber security has required a paradigm shift from simple defense mechanisms to sophisticated defense systems. While basic network protections, such as firewalls, may have been sufficient in the past, the increasing complexity of cyberattacks has made them insufficient if used alone. To guard against these complex attacks, Intrusion Detection Systems (IDS) are now the cornerstone of cyber security.

As the sophistication of attacks increases, weaknesses are also discovered and exploited at an increasing rate. Attacks that exploit weaknesses almost as soon as they are discovered are called zero-day attacks. With zero-day hacking attacks breaking records year after year [1], it becomes necessary for IDSs to be able to detect never-before-seen attacks. Machine learning-based IDSs are one of the solutions to this problem. Indeed, numerous research papers have shown that the use of machine learning provides new approaches and detection mechanisms against zero-day attacks in all areas of cybersecurity [2, 3, 4, 5].

As always in the ongoing rivalry between cyber-attacks and defenses, as machine learning has become an important part of defense mechanisms, it has also become the target of attacks. The field of adversarial learning studies various methods of attack against machine learning and different ways of protecting models against these attacks. These new attacks take advantage of the fact that machine learning models have a discontinuous input-output mapping. This means that humanly imperceptible changes to the input of a model can cause a dramatic change in the classification result. These changes or perturbations in the input are called adversarial examples [6].

This change in cyber-target has led to an equivalent change in cyber defenses, as the focus has shifted to protecting IDSs themselves from attacks created to undermine their effectiveness. While adversarial learning features some defenses, it is clear that more research is needed to refine these techniques. Adversarial detection has shown promising results in the field of computer vision, but very limited work has been done regarding this method in the field of intrusion detection systems.

The main objective of this paper is to design and study the use of multiple strategically placed transfer learning-based detectors of adversarial attacks. The use of multiple detectors could lead to significantly better detection rates against adversarial attacks, as the information is distributed among them and the logical links between these pieces of information can be discovered independently. In our experimental work, the results show that the use of multiple adversarial detectors is more ad-
vantageous in parallel IDS than in serial IDS. This is mainly due to the fact that the detectors are more diversified in the parallel architecture. Our four main contributions are the following: (1) Implementation of two IDS models based on deep learning (one in serial form and the other in parallel form) and evaluation of the effect of four adversarial attacks on their performance. (2) Proposal of a new adversarial detection scheme based on transfer learning to allow a better information flow between the IDS and the adversarial detectors. (3) Assessment of the performance of the proposed approach when exposed to evasion attacks that were not seen in the training phase to simulate the zero-day attack scenario. (4) Performance evaluation of the use of multiple adversarial detectors versus a single detector in both serial and parallel IDS designs.

The remainder of the paper is organized as follows. Preliminaries and related works are presented in Section 2. We present our evaluation methodology in Section 3. We present our performance evaluation in Section 4. We conclude in Section 5.

2. Preliminaries & Related Works

This section first presents a brief description of the concepts of adversarial learning, as well as the metrics used to evaluate the performance of adversarial attacks. We then present the attacks used in this paper and their methodology. Similarly, we describe the defense mechanisms that can be implemented to impede adversarial attacks. This section also presents the transfer learning techniques used in our detection mechanism. Furthermore, when considering multiple detectors, it is necessary to find a way to combine their respective evaluations into a final decision. Thus, this section presents the three fusion rules used in this work.

2.1. Adversarial Learning

Adversarial learning is the name given to the problem of devising attacks against machine learning as well as the defenses against those attacks [6]. There exists a large number of attacks against machine learning models that are often classified with regard to their respective goals [7]. Depending on the phase in which the attack is conducted, adversarial attacks can be divided into either poisoning or evasion attacks.

One of the main differences between poisoning and evasion attacks is the timing of the attack. In the case of the poisoning attack, the adversary targets the IDS during the training phase, whereas for the evasion attack, the adversary launches its attack on the IDS during the testing phase (i.e., only after the IDS has been trained and deployed). Clearly, the poisoning attack is more difficult to execute in a real-world setting, as it requires the attacker to re-train the IDS with its poisoned data. Evasion attacks, on the other hand, allow the attack to be performed without modifying the IDS.

Since evasion attacks are more practical and therefore more widely used against IDSs, our work will focus on evasion attacks and defenses against them. In particular, this work will only consider evasion attacks against Deep Neural Network-based IDS (DNN-IDS). Although DNNs seem to be the most promising research area in terms of IDS performance [8], these models also seem to be the most vulnerable to adversarial attacks [6].

2.1.1. Assumption of adversary knowledge

When attacking a system in a controlled environment, the first thing to decide is the adversary’s knowledge. Indeed, we distinguish between an attacker with the full knowledge of the to-be-attacked model as well as any defenses in place (white-box) and an attacker with no prior knowledge of the attacked system (black-box).

In the case of IDSs, knowledge of the initial classifier is plausible because most IDSs use state-of-the-art models and learning methods. Knowledge of the defenses, on the other hand, is less plausible because there is no clear consensus on the best defense mechanism to implement in this case. In this work, we assume a kind of gray-box situation where the attacker has full knowledge of the IDS but no prior knowledge of the defenses that are employed to defeat it.

2.1.2. Metrics

When performing adversarial attacks, several metrics can be considered to assess the results. Indeed, one of the commonly used metrics is the success rate of the attack: the difference between the performance of the model before and after the attack. The other commonly considered metric is the strength of the attack. Some attacks allow a strength metric to be defined, which increases the success rate but also potentially the detectability of the attack. The strength often refers to the maximum perturbation that can be applied to the initial sample. In this paper, we evaluate the model performance using the standard machine learning metrics: Precision, Recall, and F1-score to evaluate the performance of the IDSs and Detection Rate (Recall) to assess the performance of the adversarial detectors. These metrics are calculated as follows:

\[
\text{Precision} = \frac{tp}{tp + fp} \quad (1)
\]

\[
\text{Recall} = \frac{tp}{tp + fn} \quad (2)
\]

\[
\text{F1-score} = 2 \cdot \frac{\text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}} \quad (3)
\]

2.2. Adversarial attacks

2.2.1. Fast Gradient Sign Method (FGSM)

In an FGSM attack, the objective is to maximize the classification error by maximizing the loss function. Since the attacker cannot modify the internal weights and biases of the attacked model, he instead modifies the input. These modifications are applied with the goal of maximizing the loss function of the victim model. In order to maximize this loss function, the alteration made to the original input vector is calculated with respect to the gradient (i.e., the direction of the steepest ascent) of the original model. To be able to calculate this gradient, FGSM requires internal knowledge of the attacked model, namely the weights and biases. A specially crafted perturbation is applied to each feature following the sign of the gradient.
2.2.2. Projected Gradient Descent (PGD) \([10]\)

PGD is an iterative variant of the FGSM attack. The method uses iterative applications of the FGSM method, with a smaller step size. This iterative idea ensures that the resulting adversarial samples are minimally modified while being theoretically misclassified by the attacked classifier. The use of the iterative method is computationally expensive compared to FGSM, so a trade-off must be made between efficiency and computational power.

2.2.3. DeepFool (DF) \([11]\)

In the paper presenting the DF attack, the authors introduce the notion of robustness for binary classifiers at a given point. This robustness would be quantified by the minimal perturbation introduced to this point in order to change its classification. This perturbation is equal to the distance between the original point and the closest decision boundary of the classifier. Once the robustness is estimated, the final perturbation vector \(\delta\) is multiplied by a constant of the form \(1 + \epsilon\) in order to cross the decision boundary. This \(\epsilon\) can be considered as a meta-parameter of attack strength.

2.2.4. Carlini & Wagner (CW) \([12]\)

While having the same goal as the FGSM attack, the CW attack uses a different approach. Here, the optimization problem is formulated in a new way. That new way of formulating the problem makes it solvable by using an optimization algorithm.

This implies finding a perturbation \(\delta\) that minimizes the distance metric \(D\) while changing the classification of \(x + \delta\) from the original classification of \(x\) to the desired class \(t\). This \(\delta\) alternation must also ensure that the adversarial example still is in the set \(S\) of accepted samples. This clause limits the perturbation of the features so that it does not render the initial network attack invalid.

2.3. Defenses

According to Miller et al.\([6]\), defenses against evasion attacks are divided into two categories: robust classification and anomaly detection.

2.3.1. Robust classification

The goal of the robust classification strategy is to correctly classify any adversarial examples, without compromising test performance in the absence of adversarial attacks. To achieve this, the training (and/or testing) process is typically modified (e.g., by preprocessing the data, using a robust training objective, or training with adversarial examples).

One of the earliest defense mechanisms proposed in the literature to counter evasive attacks is adversarial training \([13, 9]\). Adversarial training is a method of data augmentation, which involves adding data to the training set used to build the classifier. This added data consists of adversarial examples created against the model. These adversarial samples are assigned the correct label so as to create, in theory, a more robust classifier that learns to correctly classify samples even if they have been modified by an adversarial attack.

Although this method gives some promising results in certain research areas, it is vulnerable to the blind-spot problem \([5]\). Indeed, if adversarial examples of a certain attack family were not added to the training set, the classifier might not be robust against them. It also means that this defense mechanism may not be as effective against zero-day attacks, which are one of the main concerns of the IDS field. Furthermore, as the IDS is retrained with adversarial examples, this could lead to a degradation of its performance in its initial classification task, as shown in \([15]\).

Another adversarial defense proposed in the literature is defensive distillation\([16, 17, 18]\) which was initially employed to reduce the dimensionality of DNNs, a distillation-based defense is proposed by Papernot et al.\([16]\) where the objective is to smooth the decision surface of the model. In \([17]\), Apruzzese et al. introduced a defensive scheme to limit the impact of adversarial disturbances by employing the defensive distillation technique on random forest-based IDS. Experimental evaluations demonstrated the effectiveness of the proposed method with respect to the literature. The authors also found that their defensive scheme does not affect the performance of the IDS in non-adversarial settings. Carlini and Wagner \([19]\) showed that defensive distillation is not secure, i.e., it is no more resistant to targeted misclassification attacks than unprotected neural networks. It is therefore unclear whether the adapted version of defensive distillation for the random forest is more secure against strong attacks.

An alternative approach to countering adversarial attacks is to negate the impact of changes applied to a given feature by ruling it out. Thus, as a defense against a broad selection of adversarial attacks, one could disregard all features that are susceptible to being manipulated by the attacker \([20, 21]\) without changing the logic of the network traffic. However, Apruzzese et al.\([22]\) showed that doing so has a detrimental impact on the performance of detectors in non-adversarial settings, e.g., by triggering more false alarms, which is highly undesirable for modern cyber security platforms. The reason for this reduction in quality is that the removed features have a significant impact on the underlying mechanisms of the baseline detectors; as such, excluding them results in a significant drop in performance, with most detectors averaging well below acceptable scores in real-world settings.

2.3.2. Anomaly detection

A considerable amount of research has been done in recent years on an alternative defense strategy against evasion attacks which is anomaly detection. One of the reasons given is the fact that robust classification of attacked samples is challenging, whereas their detection is somewhat easier \([23]\). One supporting argument is that if a good robust classifier is conceived, then a good detector is obtained for free - detection can be performed when the decision of the robust classifier disagrees with the decision of the non-robust classifier \([6]\). Our work falls into the category of anomaly detection.

This method proposes that instead of trying to classify the adversarial instance correctly despite the attack, the adversarial instance is detected and dealt with accordingly. Most often, this
action consists in rejecting the detected sample and not letting it pass through the system \cite{24,25,26}.

Many detection methods in the area of adversarial learning have been proposed. In \cite{25}, the authors used the neural activation pattern to detect adversarial perturbations in the image classification domain. A method similar to theirs was also used in \cite{27} to detect adversarial traffic in the IDS domain. The method consists of taking a set of test samples (consisting of adversarial examples and clean samples) and getting the to-be-defended model to classify them. During this classification process, a neural activation vector is extracted for each sample. With these vectors, along with the initial sample label (adversarial or clean), a new labeled dataset is created. Using this new dataset, a detection model is trained to learn which activation patterns are most likely to be observed when classifying an adversarial sample.

It is worth mentioning that other works have studied the use of ensemble techniques to improve the detection rate against adversarial attacks, such as \cite{17,14} and \cite{28}, although in these papers the use of ensemble techniques has a different meaning than the one we consider in this paper. For them, the ensemble technique is to train each classifier on a specific attack or application to ensure proper tuning for that task, but this might lead to less generalization in the training process, making it difficult to handle unknown attacks. The overall scheme for them is to assemble multiple classifiers, each specialized in a particular attack or application, whereas for ours, each instance is inspected by all components of the ensemble scheme leading to a deeper inspection of each particular instance. It should also be noted that approaches \cite{17,14} and \cite{28} seek to make the classifier robust by adding and/or filtering the training data used to train the model. This is not always possible, especially in the case of an already trained and deployed IDS. Our approach, on the other hand, does not affect the IDS but rather inspects it using other subnets, allowing this defense to be applied to already trained and deployed IDSs.

A similar design to that suggested in this paper can be found in \cite{29} where the authors present an approach to detect adversarial perturbations in images by attaching a small sub-network to a deep neural network. This sub-network (detector) is trained specifically to detect adversarial perturbations. According to the authors, the detector performs surprisingly well on CIFAIR10 \cite{30} and ImageNET \cite{31} datasets (both are image classification datasets). Their approach is to train a single detector using Feature Extraction as a transfer learning technique. The authors did not provide a way to determine the optimal positioning of the detector, rather they tried different positions where the single detector could be attached. In contrast, our work consists of designing an adversarial detector based on duplication + Fine-Tuning as a transfer learning technique. We show that this gives better results than Feature Extraction (As we will see in Section \ref{sec:transfer}). To further improve the detection rate, we propose and investigate an alternative to a single detector by using multiple strategically placed detectors combined with a sophisticated fusion rule.

### 2.4 Transfer Learning

Many real-world deep learning configurations involve the need to learn new tasks without compromising the performance of existing tasks. For instance, an object recognition robot may be shipped with a default range of abilities, but additional object models that are specific to the given environment need to be considered. In order to achieve this, new tasks should ideally be learned by sharing the parameters of old tasks without degrading the performance of the latter \cite{32}.

Given \( \theta_s \) a set of shared parameters for a DNN and \( \theta_n \) task-specific parameters for previously learned tasks, three typical approaches exist for learning new task-specific parameters, \( \theta_n \), while leveraging previously learned \( \theta_s \) as shown in Fig. \ref{fig:transfer}.

- Feature Extraction (FE): when learning \( \theta_n \), we keep \( \theta_s \) and \( \theta_n \) unaltered, and the outputs of the shared layers are used as features for the new task learning.
- Fine-Tuning (FT): in this case, \( \theta_s \) and \( \theta_n \) are tuned for the new task, whereas \( \theta_s \) is unchanged.
- Duplication + Fine-Tuning (DFT): it is possible to mirror the original deep neural network and fine-tune it for each new task to build a dedicated neural network.

### 2.5 Fusion Rules

In order to combine the individual decisions of each detector involved in our proposed design, we will use three fusion rules: majority voting, Simple Bayes averaging, and Dempster-Shafer combination \cite{33}.

The majority vote rule is a simple fusion rule and will serve primarily as a reference for the other two rules in our work. With this rule, the final decision will simply be the individual decision made by the majority of the detectors. The main limitation of this fusion rule is that it processes all models equally, meaning that all models contribute equally to the prediction. This poses a problem if certain models perform well in some situations and poorly in others.

When performing a Bayesian average, the activation score for each class will be summed over all the detectors and then divided by the number of detectors. The highest resulting average will be chosen as the final classification by the system. Using this method helps to account for the confidence of each detector in its classification.

The final fusion rule used in this work is the Dempster-Shafer rule of combination \cite{34}. This rule combines evidence elements from different sources (e.g., detectors) to achieve a degree of belief for each hypothesis (classification decision in our case).

Let \( \Omega = \{\omega_1, ..., \omega_K\} \) and \( \mathcal{P}(\Omega) = \{A_1, ..., A_Q\} \) is its power set, where \( Q = 2^K \). A mass function \( M: \mathcal{P}(\Omega) \to [0, 1] \) is a basic belief assignment (bba) if \( M(\emptyset) = 0 \) and \( \sum_{A \in \mathcal{P}(\Omega)} M(A) = 1 \).

In case where two bbas \( M_1 \) and \( M_2 \) denote two elements of evidence (e.g., information from two detectors), we can combine them together using the Dempster-Shafer fusion rule, which results in \( M = M_1 \oplus M_2 \) that is defined by Eq. \ref{eq:dempster_shafer}.

\[
M(A) = (M_1 \oplus M_2)(A) = \sum_{B_1 \cap B_2 = A} M_1(B_1)M_2(B_2) \quad (4)
\]
3. Evaluation methodology

Anomaly detection is one of the key defenses proposed against adversarial learning in intrusion detection systems. Indeed, to perform any variant of evasion attacks on a trained model, the original features used by the model are modified to maximize the classification error. These modifications can be detected in a variety of ways, including using another neural network trained specifically to recognize the modified input packets. These new neural networks are called adversarial detectors (AdD).

This work aims to investigate the effectiveness of multiple adversarial detectors working together to detect adversarial perturbations during the inference phase. Each of these detectors is placed under a sub-network to receive different levels of information from the DNN-IDS. By combining their respective decisions, we could obtain a final classification affirming the legitimacy of each sample. The hypothesis here is that due to the added level of granularity, multiple detectors could help detect a wider range of perturbations and thus a wider range of evasion attacks. In addition, the use of transfer learning techniques would allow adversarial detectors to learn some important patterns from the IDS (since the two tasks are similar) while augmenting their knowledge based on the adversarial patterns.

To do this, we build two DNN-IDS in both serial (DNN-IDS-serial) and parallel (DNN-IDS-parallel) architectures, perform multiple attacks against these two IDSs, and then design our adversarial detectors by following several transfer learning techniques to finally combine their decisions as shown in Figures 3 and 5. This defense technique is then compared to adversarial learning.

3.1. Network traffic datasets

The experimental evaluation considered in our paper is performed on two public network traffic datasets, NSL-KDD[35] and CIC-IDS2017[36]. NSL-KDD is chosen in this work because of its frequent use in the literature as a benchmark to compare different intrusion detection methods. CIC-IDS2017, on the other hand, is chosen because of its recency, which ensures that it can be considered a good representation of large modern network environments.

3.2. Adversarial examples generation

To craft adversarial samples, we use four different evasion attacks against each model. For this, the set of adversarial attacks that we use in the experiments is Fast Gradient Sign Method (FGSM), Projected Gradient Descent (PGD), Carlini & Wagner (CW), and DeepFool (DF).

To train and evaluate the adversarial detectors, we create multiple training and testing datasets based on the network traffic dataset as shown in Fig. 3. We create an attack-specific dataset for each of the adversarial attacks, comprising the original dataset re-labeled as clean and of the same dataset altered by the chosen attack and labeled as adversarial. This results in balanced datasets between non-altered and altered samples. The final dataset that is created is a balanced version of the attacks. Indeed, while the balanced dataset still contained the original dataset, the altered part is equally shared between the four adversarial attacks.

It bears mentioning that our attacks are applied directly to feature vectors (feature-space attacks) as opposed to raw traffic (problem-space attacks)[37]. Therefore, adversarial perturbations may not resemble truly realistic adversarial traffic[38, 39]. However, in an attempt to preserve the functionality of our adversarial samples, certain semantic and syntactic
The choices made in this stage regarding our adversarial detectors revolved around the design of the detectors and their architecture. Regardless of these choices, we decided to give each detector the information of all layers placed before it in the DNN-IDS-serial. This means that AdD_{\text{DNN}} will be composed by the \([1, N]\) layers of DNN-IDS-serial in addition to the chosen detector design.

The design of the detectors refers to the number of layers as well as the number of neurons on each layer. We decided to test either one or two ReLu-activated layers, and either forty or two hundred and fifty-six neurons, as we did for our DNN-IDS-serial design. The architecture itself refers to the transfer learning technique used to train our adversarial detectors. The tested architectures are the following:

- **Features Extraction:** For AdD_{\text{DNN}} layers \([1, N]\) of the DNN-IDS-serial are shared with the adversarial detector. Those layers are made untrainable by freezing the weights and biases. To that set of layers are added our detector’s layers. Those new layers are then trained to detect the attacks. Theoretically, this method allows faster training of the detectors. Indeed, since the shared layers are already trained on a similar task, the provided weights and biases should help to find optimal values for the detector’s parameters faster than starting with random values.

- **Fine-Tuning:** For AdD_{\text{DNN}} layers \([1, N]\) of the DNN-IDS-serial are shared with the adversarial detector. To that set of layers are added our detector’s layers. The ensemble is then trained to detect the adversarial attacks. Since this method changes the DNN-IDS-serial’s weights and biases, there is a non-zero risk of changing the DNN-IDS-serial’s performance. Since both tasks are quite similar, this change might be beneficial for the original detection performance. But it is also possible that we observe a drop in IDS performance after training our adversarial detectors.

- **Duplication + Fine-Tuning:** For AdD_{\text{DNN}} layers \([1, N]\) of the DNN-IDS-serial are duplicated and their copy is passed to the adversarial detector. To those layers are added our detector’s layers. We then train the whole set of layers to detect adversarial attacks. This method benefits from the advantages of a Fine-Tuning architecture without risking a performance change for the DNN-IDS-serial. Indeed, since the layers are duplicated and not shared, the weights and biases of the original DNN-IDS-serial remain unchanged. This architecture would be a suitable solution if the performance change observed while using the Fine-Tuning architecture is detrimental to our DNN-IDS-serial.

To test the design and architecture of our adversarial detectors, we trained them for thirty epochs each and evaluated them in the same way as we evaluated the initial DNN-IDS-serial. The whole experiment was repeated 3 times to average out the results. FGSM attack was used to craft adversarial samples from the NSL-KDD dataset.

As shown in Table 1, we can see that the architectures allowing the re-training of the initial layers performed better at detecting the evasion attacks. This result is attributed to the fact that both tasks (detecting intrusion and evasion attacks) are quite similar. This means that the architecture allowing to fine-tune the DNN-IDS-serial benefits from its training and can cap-
3.5. Parallel DNN-IDS design

In their original paper, the authors present Kitsune as a new IDS generation using an ensemble idea to split the learning process between multiple sub-models each training faster and using less computational and memory resources during the training process. To split the training process, the feature vector extracted from the training samples are first clustered together using their correlation to each other. Once clusters are decided, each cluster of features will be passed to one of the sub-models comprising the ensemble layer of Kitsune. The ensemble layer is comprised of a certain number of auto-encoders each taking one cluster of features and outputting the root-mean-square error (RMSE) between the original feature cluster and the one returned by the auto-encoder. Those RMSE are then used as input to another auto-encoder, the output layer, to compute the final RMSE which is then compared to a fixed threshold to perform a classification between benign and malicious samples. The Kitsune feature mapping, as well as ensemble & output layers are shown in Fig. 4. The reason we chose this architecture is to add a deep inspection layer to better detect adversarial perturbations by increasing the granularity.

3.5.1. Feature clustering

As in the original Kitsune implementation, the network traffic features were split into multiple clusters. The number of clusters $K$ obtained during this step is bound by an arbitrarily fixed parameter ($K$ is fixed to nine (99) for NSL-KDD and five (05) for CIC-IDS2017). Since the features present in our datasets are not the same as the ones used in the original Kitsune paper, the relationship between them is not as direct, and using the original Kitsune clustering method yielded unusable feature clusters. We decided to propose two clustering methods.

The first method, referred to as the distribution method, first performs the same clustering as the original Kitsune version. With highly uncorrelated features, the original Kitsune feature map may contain clusters containing only one feature. As passing only one feature to any neural network from the ensemble layer is not intended, the features belonging to those clusters are distributed between the other smaller clusters. This method will always yield clusters comprising a minimum of two features as well as a number of clusters inferior or equal to $K$.

The second method, referred to as the cut method, will first compute the number of features in each cluster by dividing the total amount of features by the number of clusters given by $K$. The features will then be ordered with regard to their correlation before being distributed between the clusters. This method will always yield $K$ clusters of approximately the same size (plus or minus one feature).

By training the DNN-IDS-parallel with the two clustering methods, we observed that the distribution method performed better than the cut method. Therefore, the distribution method was chosen as the reference method throughout the rest of the work.

In the original Kitsune implementation, the ensemble and output layers were composed of auto-encoders. We decided to replace those with deep neural networks similar to the DNN-IDS-serial used in the first part of this work. Each model in our ensemble and output layers is composed of three hidden ReLu layers of two hundred and fifty-six neurons and a bi-neuronal SoftMax layer. Each model of the ensemble layer was then trained for thirty epochs with a performance evaluation every ten epochs, keeping the best-performing model as the final trained model. From the predictions of those trained models for each instance, a new dataset was created. This new dataset was then used to train the model composing the output layer in the same manner as the models of the ensemble layer. Using this configuration, the final model achieved state-of-the-art performance on our tested datasets.

3.6. Adversarial detectors design for DNN-IDS-parallel

For the adversarial detector design, we decided to follow the same choices as for the DNN-IDS-serial. In Section 3.3 we compared three architectures: Fine-tuning, Features extraction,
adversarial detectors in a parallel DNN-IDS design and Duplication + Fine-tuning. The obtained results showed that being able to re-train any part of the DNN-IDS re-used or shared by the adversarial detectors led to a better detection rate. Since we also observed that using a Fine-Tuning architecture without duplication also led to a drop in accuracy for the DNN-IDS, we decided to use the Duplication + Fine-Tuning architecture. The multi adversarial detectors architecture in a parallel DNN-IDS design is illustrated in Fig. 5. Each adversarial detector is composed of:

- A copy of the input layer of the corresponding ensemble layer model.
- A copy of the hidden ReLu layers of the corresponding ensemble layer model, as well as their weights and biases.
- Two additional two hundred and fifty-six neurons hidden ReLu layers, randomly initialized.
- A mono-neuronal sigmoid output layer

The obtained array of detectors will then be trained in the same way as the ensemble layers: thirty epochs with an evaluation every ten epochs and keeping the best-evaluated detector.

4. Performance evaluation

This section presents the performance evaluation of the experimental settings. We first investigate the effect of the four adversarial attacks on the performance of the two DNN-IDSs. The adversarial detectors are then assessed by a cross-detection test. The final step is to evaluate the effectiveness of the three fusion rules. The results are then compared to another adversarial defense technique (adversarial training).

4.1. Serial DNN-IDS

4.1.1. Adversarial attacks effect on DNN-IDS-serial

In order to evaluate the impact of the four adversarial attacks, namely FGSM, PGD, CW, and DF on the performance of DNN-IDS-serial, we test the model with the four attack-specific datasets crafted as mentioned in Section 3.2.

The results presented in Fig. 6 confirm the effect of adversarial attacks on DNN-IDS-serial. Indeed, we notice a significant drop in the IDS performance once the samples are altered by any of the adversarial attacks. For example, using PGD on the NSL-KDD dataset resulted in a decrease in F1-score from 83% to 38%, while using FGSM on the CIC-IDS2017 dataset resulted in a decrease in F1-score from 98% to 48%. These results are compatible with those found in the literature [40, 42].

4.1.2. Adversarial detectors performance

To evaluate the performance of adversarial detectors, we conduct a cross-detection test. For this test, we train a set of adversarial detectors on one of our adversarial training datasets and then evaluate it against all adversarial testing datasets. This allows us to see how an adversarial detector trained on a specific attack or a specific subset of attacks would perform against an unknown attack. We also compare the results between detectors to analyze any differences in performance among them.

As shown in Table 2, the first notable observation that can be made is that the detection rate differences between each detector in a set are minimal. If these minimal differences reflect the fact that every detector gives the same answer as the others for a vast majority of the samples, the fusion rules will yield results similar to those of any single detector. On the other hand, if those differences are only the results of the overall proportion of correctly identified samples, the fusion rules should yield better results than any single adversarial detector.
The detection rate results themselves reflect the fact that the CW attack is harder to detect than the other attacks. The detection rate difference could be amplified by the fact that our attack set comprises two FGSM-based attacks, FGSM itself and PGD, and that both could be detected similarly, resulting in a virtually unbalanced attack set. This hypothesis is also supported by the fact that the DF attack yields worst detection rates than both FGSM-based attacks.

4.1.3. Fusion rules

The final step is to implement the three fusion rules we decided to use: Majority Voting, Bayes Simple Average, and Dempster-Shafer Combination rules. To test these fusion rules, we use the same method as when testing the cross-detection of individual adversarial detectors. The only difference is that the decisions of each adversarial detector are now combined using the chosen rule to obtain a final decision.

As shown in Table 2, the three fusion rules produced similar results to those of the individual detectors. This confirms our previous hypothesis that each detector is probably giving the same response as the other detectors for most samples. Even though each detector has access to the information of an additional layer compared to its predecessor, it seems that all detectors are obtaining similar levels of information about the tested instances and therefore giving the same results. This means that the use of multiple adversarial detectors in a serial DNN-IDS design does not represent a significant improvement over the use of a single detector in our experimental setting.

4.2. Parallel DNN-IDS

4.2.1. Adversarial attacks effect on DNN-IDS-parallel

To perform each adversarial attack on our DNN-IDS-parallel, we decided to craft adversarial input for each model in the ensemble layer. To do this, each attack was performed against each specific subset of features used as input by that model.

As shown in Fig. 7, similarly to the DNN-IDS-serial, we observe a significant drop in the IDS performance after performing adversarial attacks against our DNN-IDS-parallel. For example, using CW on the NSL-KDD dataset resulted in a decrease in F1-score from 81% to 15%, while using PGD on the...
When training the detectors on the various datasets, we observed greatly varying detection rates between the detectors as shown in Table 7. Indeed, some detectors achieve an accuracy as low as 50% while others can often reach as high as 100% detection rate. We notice also that many individual detectors are having low detection rate against CW and DF attacks compared to FGSM and PGD. The differences in detection rate observed between the detectors are believed to come from the fact that most attacks alter specific features and disregard others. This would lead to some detectors rarely seeing any altered features, thus classifying almost every sample as legitimate and achieving only a 50% detection rate. On the other hand, some detectors would receive the often-altered features and thus be able to detect these attacks while the majority will only see unaltered legitimate features, thus resulting in a false classification.

4.2.2. Adversarial detectors performance

From Table 4, we notice that the fusion of the adversarial detectors using the Dempster-Shafer combination rule outperforms the individual detectors in terms of detection rate. This confirms the relevance of using multiple, strategically placed adversarial detectors.

The same cross-detection rate as before was computed, but this time combining the different classifications with each tested fusion rule. This method allows us to compare the different fusion rules but also to observe the possible generalization of detection through multiple attacks.

From Table 4 we notice that the fusion of the adversarial detectors using the Dempster-Shafer combination rule is outperforming the individual detectors in terms of detection rate. This confirms the relevance of using multiple, strategically placed adversarial detectors.

The contrast in observed results could come from the differences in the way every attack is performed. Indeed, both the

CIC-IDS2017 dataset resulted in a decrease in F1-score from 98% to 10%. These results are compatible with those found in the literature [43].
CW and DF attacks approach the feature alteration in a way that is different from the two other, more similar, attacks (i.e., FGSM and PGD). The fact that using the Dempster-Shafer fusion rule or the Simple Bayes Average fusion rule leads to overall better results than the Majority Vote fusion rule confirms the importance of taking the contextual information into account.

4.3. Comparison with existing defensive strategies

Our proposed defense falls into the category of anomaly detection, as explained in Section 2.3.2. There are other detection methods, some of which use robust classifiers as detectors. Indeed, it is possible to detect adversarial samples by comparing the classification of two models: a baseline model, Our defense

Table 4. Detection rate of the fusion of the adversarial detectors in a parallel DNN-IDS design on NSL-KDD and CIC-IDS2017

Table 5. Detection rate comparison between adversarial training and our defense in a parallel DNN-IDS design on NSL-KDD dataset

Table 6. Detection rate comparison between adversarial training and our defense in a parallel DNN-IDS design on CIC-IDS2017 dataset
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| NSL-KDD | AdD5 | Grand Mean | 62.49% 68.57% |
|---------|------|------------|---------------|
| Train/Test | FGSM | PGD | CW | DF | Balanced | Mean |
| FGSM | 50.00% | 50.00% | 50.00% | 64.37% | 50.00% | 50.96% | 53.45% |
| PGD | 50.00% | 50.00% | 50.00% | 75.33% | 50.00% | 53.98% | 59.89% |
| CW | 64.81% | 51.20% | 73.59% | 68.51% | 50.00% | 53.29% | 60.50% |
| DF | 84.32% | 86.75% | 67.58% | 98.24% | 81.82% | 53.29% | 83.74% |
| Balanced | 97.33% | 97.16% | 74.34% | 97.97% | 91.03% | 91.57% | 73.71% |
| AdD6 | Grand Mean | 73.71% |
| Train/Test | FGSM | PGD | CW | DF | Balanced | Mean |
| FGSM | 81.70% | 90.87% | 50.00% | 50.00% | 50.56% | 50.00% | 64.83% |
| PGD | 74.14% | 50.00% | 50.00% | 50.00% | 75.33% | 50.00% | 59.89% |
| CW | 53.34% | 60.66% | 78.06% | 66.00% | 66.12% | 50.00% | 64.84% |
| DF | 74.74% | 65.10% | 77.42% | 99.45% | 71.84% | 50.00% | 77.71% |
| Balanced | 89.15% | 96.63% | 80.38% | 92.05% | 90.36% | 50.00% | 89.72% |
| AdD7 | Grand Mean | 71.40% |
| Train/Test | FGSM | PGD | CW | DF | Balanced | Mean |
| FGSM | 50.00% | 50.00% | 50.00% | 50.54% | 50.00% | 50.00% | 50.11% |
| PGD | 50.00% | 50.00% | 50.00% | 50.00% | 50.00% | 50.00% | 50.00% |
| CW | 50.00% | 50.00% | 50.00% | 50.00% | 50.00% | 50.00% | 50.00% |
| DF | 50.11% | 50.00% | 50.00% | 50.00% | 50.00% | 50.00% | 50.00% |
| Balanced | 74.48% | 73.02% | 50.00% | 54.04% | 51.26% | 50.00% | 61.16% |
| AdD8 | Grand Mean | 53.82% |

Table 7. Detection rate of the individual adversarial detectors in a parallel DNN-IDS design on NSL-KDD and CIC-IDS2017
trained only on non-adversarial samples, and a robust adversarial model trained on both non-adversarial and adversarial samples. When subjecting a sample to the two models, one can assume that if the two models classify it differently, the sample is adversarial. In theory, if the submitted sample is non-adversarial, the base model and the robust model should classify it correctly. On the other hand, if the sample is adversarial, the base model should classify it incorrectly, while the robust model should classify it correctly.

We implemented this defense by training a second parallel DNN-IDS model on a dataset consisting of equal amounts of adversarial and non-adversarial samples. We then submitted a likewise test dataset to both models and recorded their predictions. By comparing these two sets of predictions, we obtained a final set of predictions classifying each sample as adversarial or non-adversarial. As shown in Table 5 and Table 6, this method yielded a detection rate of 71.69% and 74.05% for NSL-KDD and CIC-IDS2017 respectively. As we demonstrated earlier, our proposal using the Dempster-Shafer combination rule obtained a strictly higher detection rate on both datasets.

These differences in results can be explained by the contrasting objectives of the two strategies. Our proposed defense is specifically aimed at detecting adversarial samples. On the other hand, the adversarial training detection method is a by-product of training a robust classifier which should remove the need for detection (in theory, at least). In addition, the difference in result could stem from the fact that our proposed defense has a higher level of granularity by inspecting each subset of features separately and then reaching a consensus decision using an appropriate fusion rule.

5. Conclusion and Future Work

In this paper, we proposed a new defense approach for evasion attacks against network-based intrusion detection systems. To evaluate it, we implemented two deep learning-based IDS models (one serial and one parallel) and assessed the effect of four known adversarial attacks on their performance, namely: Fast Gradient Sign Method, Projected Gradient Descent, Carlini & Wagner, and DeepFool. A transfer learning technique was employed in the design of the adversarial detection scheme to enable a better information flow between the IDS and the adversarial detectors. Simulation of zero-day attack scenarios allowed for a more reliable evaluation of the performance of the proposed defense when exposed to evasion attacks that were not seen in the training phase. To further improve the detection rate, we proposed and investigated an alternative to a single detector by using multiple strategically placed detectors combined with a sophisticated fusion rule. We show that combining multiple detectors can further improve the detection rate over a single detector in a parallel IDS design. The reported results confirm the relevance of the proposed defense with respect to existing techniques in the literature.

In future work, we would like to improve the fusion rules used in our design. Indeed, while the use of the Dempster-Shafer fusion rule gave some promising results, it was not fully successful in all cases, which could mean that a more sophisticated fusion rule is needed to model the complex relationship between detectors classification. In addition, we would like to further investigate the relationship between detectability and the strength of adversarial attacks.
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