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Abstract—Blind source extraction (BSE) aims at recovering an unknown source signal of interest from the observation of instantaneous linear mixtures of the sources. This paper presents Cramér-Rao Lower Bound (CRLB) for the complex-valued BSE problem based on the assumption that the target signal is independent of the other signals. The target source is assumed to be non-Gaussian or non-circular Gaussian while the other signals (background) are circular Gaussian or non-Gaussian. The results confirm some previous observations known for the real domain and yield new results for the complex domain. Also, the CRLB for Independent Component Extraction (ICE) is shown to coincide with that for Independent Component Analysis (ICA) when the non-Gaussianity of background is taken into account. Second, we extend the CRLB analysis to piecewise determined mixing models, where the observed signals are assumed to obey the determined mixing model within short blocks where the mixing matrices can be varying from block to block. This model has applications, for instance, when separating dynamic mixtures. Either the mixing vector or the separating vector corresponding to the target source is assumed to be constant across the blocks. The CRLBs for the parameters of these models bring new performance limits for the BSE problem.

I. INTRODUCTION

Blind source separation (BSS) aims at recovering a set of unobservable signals, called sources, from a set of observed mixtures of the sources [1]. This problem has drawn a lot of attention from the signal processing and machine learning communities over the last two decades, especially due to the vast amount of application domains where it is pertinent and has produced useful results. When the sources are statistically independent, BSS can be solved through the statistical tool of independent component analysis (ICA). Blind source extraction (BSE) is a related problem where the goal is to estimate a particular source of interest (SOI) in the set of unobservable signals. BSE is motivated by the fact that, often, targeting the SOI is assumed to be independent from the background, a problem closely related to ICA. Our contribution is two-fold. In the first place, the standard determined mixing scenario is considered, where the BSE problem is formulated through the recently proposed approach called independent component extraction (ICE) [6], based on a particular parameterization of the mixing system. In the second place, we focus on the piecewise determined mixing model that is usually designed for dynamic mixtures, e.g., the moving source in a static background is studied in [7].

In the assumed model, the observed samples are partitioned into several blocks where the samples in each block obey the standard determined model. Piecewise models extend the standard BSS/BSE problem, typically defined in the context of instantaneous mixtures, to the more general case of convolutive mixtures, as they naturally arise when transforming the observations into the frequency domain. We compute the CRLBs of two piecewise determined mixing models used for BSE.

The paper is organized as follows. The BSS and BSE problems are recalled in Section II, together with the main results found in the literature. Section III is devoted to the standard determined mixing model and the above mentioned issues related to the CRLBs. Section IV introduces the piecewise determined mixing models, and derives the related CRLBs using the results of Section III. The computed theoretical bounds are discussed and compared in Section V by analyzing several special cases. An experimental validation is presented in Section VI, while the conclusions of Section VII bring the paper to the end.

II. PROBLEM STATEMENT

A. Mathematical Notation

Throughout the paper, plain, bold lowercase and bold capital letters denote, respectively, scalars, vectors and matrices. Symbols $(\cdot)^T$, $(\cdot)^H$ and $(\cdot)^*$ denote, respectively, transposition, conjugate transpose and complex conjugate. The Matlab convention for matrix/vector concatenation and
indexing will be used, e.g., $[1; g] = [1, g^T]^T$, and $(A)_{j,:}$ is the $j$th row of $A$. Notation $E[\cdot]$ stands for the expectation operator. In this paper, complex-valued signals and parameters will be considered. A complex random vector $\mathbf{x}$ is called circular if its pseudo-covariance, defined as $\text{pcov}(\mathbf{x}) = E[(\mathbf{x} - E[\mathbf{x}]) (\mathbf{x} - E[\mathbf{x}])^H]$, is null. Otherwise, $\mathbf{x}$ is non-circular. The second-order circularity coefficient $\rho$ of a complex-valued random variable $x$ with zero mean, see [8], is defined as in [9] $\rho = |E[x^2]|/E[|x|^2]$. Thus, $\rho \in [0,1]$, and $\rho = 0$ for circular random variables.

### B. Signal Models

Classical BSS considers the instantaneous linear mixing model

$$\mathbf{x} = A\mathbf{u}$$  \hspace{1cm} (1)

where $\mathbf{x}$ is a $d \times 1$ vector representing $d$ observed signals, $\mathbf{u}$ is a $n \times 1$ vector of source signals, and $A$ is a $d \times n$ mixing matrix. Throughout the paper, we will consider the more general case of complex-valued sources and mixing matrices; the real-valued case will be addressed in Section IV.F.

The goal of BSS is to separate $\mathbf{u}$ from $\mathbf{x}$ using only information provided by the observed samples [1]. BSE aims at separating only one source, referred to as the SOI, from the remaining sources in $\mathbf{x}$, which are called background. The standard model considers the so-called determined or square case, where the number of sources is the same as that of the observed signals, $n = d$ and $A$ is hence a square $d \times d$ nonsingular matrix. ICA is a popular BSS method based on the assumption that the source signals are mutually independent. Under this assumption, the estimation of $A$ and of $A^{-1}$ is equivalent to the separation of $\mathbf{u}$, which can be carried out by finding a square de-mixing matrix $W$ such that

$$\hat{\mathbf{u}} = W\mathbf{x}$$  \hspace{1cm} (2)

are as independent as possible. Identifiability and separability conditions are analyzed in [8].

Another interesting model often arises when separating convolutive mixtures in the frequency domain [10], in the problem of independent vector analysis (IVA) [11] or yet in joint BSS, where several instantaneous mixtures are observed:

$$\mathbf{x}^k = A^k\mathbf{u}^k, \quad k = 1, \ldots, K.$$  \hspace{1cm} (3)

Here, $k$ plays the role of the mixture or dataset index, e.g., the frequency bin index when transforming a convolutive mixture into the frequency domain. The source signals $\mathbf{u}^k = [u^k_1, \ldots, u^k_d]^T$ are assumed to be mutually independent while vector components $\mathbf{u}_i = [u^k_i, \ldots, u^k_d]^T$, $i = 1, \ldots, d$, have elements that can be mutually dependent. The latter property is exploited for joint separation of the set of mixtures.

In piecewise determined mixing models, it is assumed that the observed samples of mixed signals can be partitioned into $M$ blocks where the samples in each block obey the standard determined model (1). The $m$th block is thus described by

$$\mathbf{x}^m = A^m\mathbf{u}^m, \quad m = 1, \ldots, M,$$  \hspace{1cm} (4)

where the source signals $\mathbf{u}^m = [u^m_1, \ldots, u^m_d]^T$ are independent. The mixing matrices $A^1, \ldots, A^M$ as well as the source signals (their distributions) may vary from block to block. The model thus involves dynamic mixing as well as a special underdetermined case (more sources than sensors) since there can be up to $Md$ sources. As we will see later in the paper, the fact that the mixtures are determined within the blocks allows the analytic computation of the CRLB.

The ideas of the joint mixing and of the piecewise determined mixing models can be yet combined together (dataset and block indices are needed) [12]. Also, since the algebraic definitions (3) and (4) are formally identical, IVA can be considered for solving the latter problem; see, e.g., [13]. In this paper, we will focus on the single-dataset mixing models (1) and (4); the other variants exceed the scope of this paper. Before presenting our contribution, we turn to a review of the existing literature.

### C. Overview of Existing Results

1) Independence-based BSS/BSE methods: BSE methods based on source non-Gaussianity had been studied even before ICA was formulated [14], [15] in Comon’s pioneering paper [16]. Then, the theory of ICA has been established since 90s; see, e.g., [1], [2], [17], [18]. The relation of the non-Gaussianity based BSE methods has been described through information theory and the properties of the Kullback-Leibler divergence (mutual information) and entropy [19]. ICE is a recent revision of this relation based on an algebraic mixing model, as will be recalled in Section III, and maximum likelihood estimation [6].

ICA has been used for blind separation of convolutive mixtures in the frequency domain [10], where the mixture is transformed into a set of complex-valued instantaneous mixtures, with one mixture per frequency. The problem, called frequency-domain ICA (FDICA), is formally described by (4), however, $m$ plays the role of the frequency bin index. When ICA is applied separately to each mixture, the indeterminacy of the order of separated component gives rise to the permutation problem [20], and the separated frequency components must be reordered in order to allow for the separation of signals in the time domain.

To avoid the permutation problem, IVA has been proposed [11]. Here, the algebraic model given by (3) remains the same as in FDICA while the statistical model involves the assumption that independent components belonging to the same source are mutually dependent and form so-called vector components. The idea of IVA have become very popular due to its wide applicability far beyond audio source separation [21]–[23]. Its variant for BSE appeared, e.g., in [24], and has been recently formulated as independent vector extraction (IVE) in [6].

Another recent advance in this line represents independent low rank matrix analysis (ILRMA) where the statistical model of a vector component (representing one source) assumes that its spectrogram has a low-rank structure. For example, ILRMA combines IVA and nonnegative matrix factorization (NMF) in [25], [26].

In BSS/BSE, there is a wide class of methods based on Gaussian statistical signal models, as compared to the non-Gaussianity-based methods considered in this paper. Those
methods exploit only second order statistics (SOS) and their algebraic properties. For example, the analogy of the standard ICA problem based on SOS boils down to the problem of joint approximate diagonalization (JAD) of covariance matrices; see, e.g., [27]–[30] and references therein. Similarly to IVA, the SOS-based methods were considered in [31], [32]; see also [33].

2) Locally Determined Models for Underdetermined BSS: When the mixing model (1) involves more sources than observations \((n > d)\), the source extraction/separation and the mixing matrix identification problems are no longer equivalent. Therefore, they are typically treated separately in two step procedures. For example, the estimation of \(A\) can be done by applying a decomposition to a tensor that is built from covariance matrices [34] or higher-order based statistics [35], [36]. Then, various array processing methods can be applied to extract the sources [37], [38].

There are also BSS methods that treat the underdetermined problem by assuming a certain local condition guaranteeing that the every sample or time-frequency point involves maximally \(d\) sources. Most typically, blind speech separation methods exploit the time-frequency sparsity of speech signals [39], [40]. Other methods assume that there are single-source points or regions and the separation mainly relies on the detection of these regions [41], [42]. Locally determined mixing is considered, e.g., in [43]. The ICA models presented in Section III could be considered as members of the class of locally determined models for BSE, where identification and extraction proceed jointly.

3) Performance bounds: Performance limitations of ICA based on the standard determined mixing model have been well investigated in the literature. It is known that \(A\) in (1) can be identified up to the order and scales of its columns if it holds that at most one source signal has the complex Gaussian pdf or that no two complex Gaussian source signals have the same circularity coefficient [8]. Then, a de-mixing matrix \(W\) can be estimated as such that \(\hat{G} = WA \approx PA\), where \(P\) and \(\hat{A}\) is a permutation and diagonal matrix (with nonzero diagonal entries), respectively. \(G\) reflects the separation accuracy as its \(ij\)th element, \(G_{ij}\), determines the presence of \(u_j\) in the \(i\)th separated signal \(\hat{u}_i\), so there is a clear correspondence between the elements of \(G\) and the Interference-to-Signal Ratio (ISR) of the separated signals. For the real-valued (and similarly for the complex-valued) ICA problem, it was derived using the CRLB that the ISR of the \(i\)th separated source obeys

\[
E[\text{ISR}_i] \geq \frac{1}{N} \sum_{j=1, j \neq i}^d \frac{\kappa_j}{\kappa_i \kappa_j - 1} \quad (5)
\]

where \(N\) is the number of i.i.d. samples [3], [5]; \(\kappa_i = E[|\psi_i|^2]\) where \(\psi_i(x) = -\frac{\partial}{\partial x} \log p_i(x)\) is the score function related to \(p_i\), and \(\bar{\kappa}_i = \kappa_i \sigma_i^2\) where \(\sigma_i^2\) is the variance of \(u_i\); \(\bar{\kappa}_i\) corresponds to \(\kappa_i\) when \(p_i\) is normalized to unit variance. It holds that \(\bar{\kappa}_i \geq 1\), and \(\bar{\kappa}_i = 1\) if and only if the \(i\)th pdf is circular Gaussian. Hence, the denominator in (5) approaches zero when both the \(i\)th and the \(j\)th source signals are close to circular Gaussian.

This brings some issues into question regarding the BSE problem. Without loss on generality, let \((d-1)\) source signals in the mixture be circular Gaussian but not so the first source (SOI). Then, \(A\) is no more identifiable, and the CRLB (5) formally does not exist. However, BSE methods exploiting the non-Gaussianity of the SOI are known for their ability to blindly extract that source; see, e.g., [3]. Moreover, their asymptotic performance analyses have shown that their accuracy is limited by

\[
E[\text{ISR}] \geq \frac{1}{N} \frac{d - 1}{\pi - 1}, \quad i = 2, \ldots, d \quad (6)
\]

where \(\pi = \pi^1\); see, e.g., [3], [44], [45]. This asymptotic bound coincides with the right-hand side of (5) when considering \(i = 1\) and \(\pi_j = 1\) for \(j = 2, \ldots, d\).

A formal confirmation of this bound for the real-valued case has been proven recently in [46] through computing the CRLB for the ICE mixing model, that is, assuming that the mixing matrix is structured as described by (8) and that the background signals are Gaussian.

D. Summary of our Contribution

In the first part of this paper (Section III), we generalize the above result for the complex-valued case where the SOI is assumed to be non-Gaussian or non-circular Gaussian. The background is modeled as circular Gaussian or circular non-Gaussian. We avoid the case with non-circular background, for simplicity, as it is computationally less tractable and its analysis goes beyond the scope of this paper. We show that the CRLB of ICE coincides with the bound for ICA when the background is circular Gaussian, as in the real-valued case. Moreover, we also show that these bounds coincide when the background modeling in ICE takes into account possible non-Gaussianity of the background. In the second part of the paper (Section IV), these results are generalized to the piecewise model (4) and to its special variants by extending the ICE parameterization. The results of the former part fill in the gaps currently existing in the theory of ICA/ICE performance bounds. To the best of our knowledge, the results of the latter part are completely original as this is the first work that considers the performance bounds of the piecewise determined mixtures.

III. CRLB FOR DETERMINED MIXING

A. Algebraic Model

We begin our development by briefly explaining the ICE parameterization recently proposed in [6]. It is assumed, without loss of generality, that the separation system is designed to extract the first source \(u_1\), which plays the role of the SOI in (1). Then the mixing matrix can be partitioned as \(A = [a, A_2]\) and the observations \(x\) can be written as

\[
x = Au = as + y \quad (7)
\]

where \(s = u_1, y = A_2u_2\) and \(u_2 = [u_2, \ldots, u_d]^T\). Since neither \(u_2\) nor \(A_2\) need to be estimated in order to extract \(s\), we can consider any auxiliary background signals \(z\) such that \(y = A_2u_2 = Qz\), where the columns of \(Q\) span the
same subspace as that of the columns of $A_2$. Compared to $u_2$, the elements of $z$ need not be independent, so $Q$ can be arbitrary in this sense. Now, according to the ICE model, the mixing matrix and its inverse (de-mixing) matrix can be parameterized, respectively, as

$$A_{\text{ICE}} = (a \ Q) = \left( \begin{array}{c} \gamma \\ g \end{array} \right) \frac{1}{\gamma} (\gamma g H - I_{d-1})$$  (8)

$$W_{\text{ICE}} = A_{\text{ICE}}^{-1} = \left( \begin{array}{c} w H \\ B \end{array} \right) = \left( \begin{array}{c} \beta^* \\ g \end{array} \right)$$  (9)

where $a$ denotes the first column of $A$, which is the mixing vector related to $u_1$ partitioned as $a = [\gamma; g]$, and $w$ is the separating vector such that $w H x = u_1$, partitioned as $w = [\beta; h]$. Symbol $I_d$ denotes the $d \times d$ identity matrix, and $\beta$ and $\gamma$ are linked through

$$\beta^* \gamma = 1 - h^H g.$$  (10)

To understand the structure of parameterizations (8) and (9), one just needs to take into account that a satisfactory source extraction fulfills the following three conditions

$$B a = 0$$  (11)
$$w H Q = 0^T$$  (12)
$$W_{\text{ICE}} A_{\text{ICE}} = I_d.$$  (13)

The first two conditions are, in fact, included in the third one. These conditions ensure that $w H x = s$ and $B x = z$, in other words, that $W_{\text{ICE}}$ is de-mixing, i.e., it extracts $s$ from $x$ and separates it from $z$. The ICE algebraic model can thus be written as

$$x = A_{\text{ICE}} v$$  (14)

where $v = [s; z]$.

Remark that this parameterization does not impose any restriction in the sense that the mixing matrix $A$ in (1) must obey the structure given by (8) in order to extract $u_1$. In fact, the extraction of the background subspace is ambiguous because any transformation of that subspace does not affect the independence of the background from the SOI, and (8), resp. (9), is just a particular choice guaranteeing $B a = 0$. The ICE formulation enables us to compute the CRLB as we did in [46] for the real-valued case and Gaussian background. As compared to [46], the contribution here is that the bound is derived for the complex-valued case and it involves also the non-Gaussian background.

B. Statistical Model

The fundamental assumption of ICA/ICE states that $s$ and $z$ are independent, which means that their joint pdf can be factorized as the product of marginal pdfs. Let the pdfs of $s$ and $z$ be denoted $p_s(s)$ and $p_z(z)$, respectively. Using (14), the pdf of $x$ is

$$p_x(x) = p_s(w H x) p_z(B x) | \text{det}(W_{\text{ICE}}) |^2$$  (15)

where $\text{det}(W_{\text{ICE}}) = (-1)^{d-1} \gamma^{d-2}$.

C. Indeterminacies

ICE involves that same indeterminacies as ICA as the problem is solved through finding vector parameters $w$ and $a$ such that $s$ and $z$ are independent. It follows that any independent component of $x$ could play the role of $s$, because of the order indeterminacy of the original components in (1). In this work, this problem can be overlooked as the CRLB analysis is local. In practice, any estimating algorithm must be properly initialized in order to extract the desired source.

The scales of $s$ and of $a$ are ambiguous in the sense that $s$ and $a$ can be substituted, respectively, by $\alpha s$ and $\alpha^{-1} a$ with any $\alpha \neq 0$. This is known as the scaling ambiguity problem. Since Interference-to-Signal Ratio is invariant to the scaling, we can later cope with this ambiguity by fixing some scalar parameter in the mixing model. In this section, we put $\gamma = 1$. According to (15), this choice guarantees $| \text{det}(W_{\text{ICE}}) | = 1$, thus ensuring the non-singularity of the separating matrix.

D. Interference-to-Signal Ratio

Let $\hat{w}$ be an estimated separating vector $w$. Using (7), the extracted signal is equal to $\hat{s} = \hat{w} H x = \hat{w} H a s + \hat{w} H y = \hat{w} H a s + \hat{w} H Q z$. The ISR of the signal is

$$\text{ISR} = E[|\hat{w} H y|^2] = \frac{q_2 H C_2 q_2}{|q_1|^2 \sigma_z^2} \approx \frac{1}{\sigma_z^2} q_2 H C_2 q_2$$  (16)

where $q^H = [q_1, q_2^H] = [\hat{w} H a, \hat{w} H Q]$; and $C_2$ stands for the covariance matrix of $z$. The last approximation in (16) is valid for sufficiently small estimation error in $\hat{w}$, which is of the stochastic order of $O_p(N^{-1/2})$, having covariance of the order of $O(1/N)$. Here, $O_p(\cdot)$ represents the stochastic order symbol [47]. Note that the ISR has the same asymptotic variance, of the order of $O(1/N)$, as the corresponding CRLB. In the approximation (16), we ignore a term of the stochastic order of $O_p(N^{-3/2})$, because $q \approx e_1 + O_p(N^{-1/2})$, where $e_1$ is the unit vector. Then, the mean ISR value reads

$$E[\text{ISR}] \approx \frac{1}{\sigma_z^2} E[ q_2 H C_2 q_2 ] = \frac{1}{\sigma_z^2} \text{tr} (C_2 E[ q_2 q_2^H ]).$$  (17)

Hence, (17) can be written as

$$E[\text{ISR}] \approx \frac{1}{\sigma_z^2} \text{tr} (C_2 \text{cov} (q_2))$$  (18)

where we can see that the covariance matrix of $q_2$, denoted as $\text{cov} (q_2)$, characterizes the accuracy of $\hat{w}$. By replacing $\text{cov} (q_2)$ by the corresponding CRLB, we obtain the algorithm-independent Cramér-Rao-induced bound (CRIB) for ISR [4].

E. Cramér-Rao-induced Bound

Let the parameter vector be $\theta = [a; w]$. In the following, we exploit a transformation rule saying that the Fisher Information Matrix (FIM) of $\theta$, denoted as $F_\theta$, and the FIM of a linearly transformed version $\varphi = K \theta$, where $K$ is a non-singular matrix, are related through [48]

$$F_\varphi = K^{-1} F_\theta K^{-H}.$$  (19)
This property will be used to show that we can derive the CRIB for (18) by considering CRLB when the mixing parameters are \( h = 0 \). This property is related to the equivariance of the BSS mixing model (1), see, e.g., [1], [49].

Now, consider the special case when \( h = g = 0 \), for which the parameter vector is equal to \( \theta_1 = [e_1; e_1] \). The transform between \( \theta \) and \( \theta_1 \) is given by

\[
\theta = \begin{pmatrix} A_{ICE} & 0 \\ 0 & W_{ICE}^H \end{pmatrix} \theta_1 = K \theta_1
\]

where \( A_{ICE} \) and \( W_{ICE} \) are, respectively, given by (8) and (9). According to (19), it holds that

\[
F_\theta = K F_{\theta_1} K^H.
\]

Similarly, we can consider a transformed parameter vector

\[
\theta_q = \begin{pmatrix} W_{ICE} & 0 \\ 0 & A_{ICE}^H \end{pmatrix} (\alpha^T) = K^{-1} \theta
\]

and it holds that \( F_{\theta_q} = K^{-1} F_\theta K^{-H} \), which, together with (21), results in

\[
F_{\theta_q} = F_{\theta_1}.
\]

Hence, from (23) it follows that the CRIB for (18) can be obtained by replacing \( \text{cov}(\theta_q) \) by the corresponding CRLB, which is equal to the CRLB for the unbiased estimation of \( h \) when its true value is \( h = 0 \). Finally,

\[
E[\text{ISR}] \approx \frac{1}{\sigma_s^2} \text{tr}(C_z \text{cov}(\hat{h})) \geq \frac{1}{\sigma_s^2} \text{tr}(C_z \text{CRLB}(h) | h = 0)
\]

where \( \text{CRLB}(h)|_{h=0} \) denotes the diagonal block of the inverse matrix of the FIM corresponding to the parameter vector \( h \) when \( h = 0 \). The inequality between the mean ISR and the corresponding lower bound is approximate, but its leading term is the same on both sides. Ignoring higher-order terms is common in the literature.

**F. Fisher Information Matrix**

To compute the CRLB, we use the approach for the complex-valued parameters described in [48]. By putting \( \gamma = 1 \), as justified in Section III-C, the only free parameters of the mixing model (14) are \( h \) and \( g \), so let the parameter vector be \( \theta = [h; g] \). According to [48], for any unbiased estimator of \( \theta \), it holds that

\[
\text{cov}(\theta) \succeq J^{-1}(\theta) = \text{CRLB}(\theta),
\]

where \( J(\theta) \) is the FIM, and \( C \succeq D \) means that \( C - D \) is a positive semi-definite matrix. \( J(\theta) \) can be partitioned as

\[
J(\theta) = \begin{pmatrix} F & P \\ P^T & F^T \end{pmatrix},
\]

where

\[
F = E \left[ \frac{\partial L(x|\theta)}{\partial \theta} \left( \frac{\partial L(x|\theta)}{\partial \theta} \right)^H \right], \quad P = E \left[ \frac{\partial L(x|\theta)}{\partial \theta} \left( \frac{\partial L(x|\theta)}{\partial \theta} \right)^T \right]
\]

and where the derivatives in (27) are defined according to Wirtinger calculus. \( L(\cdot) \) denotes the log-likelihood function of (15), namely,

\[
L(h, g|x) = \log p_s(w^H x) + \log p_x(Bx).
\]

The derivatives of the log-likelihood function (28) are as follows:

\[
\frac{\partial L(x|\theta)}{\partial g^*} \bigg|_{h=0} = -\psi_s(z) s^* \quad \text{and} \quad \frac{\partial L(x|\theta)}{\partial h^*} \bigg|_{h=0} = \psi_x^*(s) z
\]

where \( \psi_s(s) = -\frac{\partial \ln p_s(s, s^*)}{\partial s} \) and \( \psi_x(z) = -\frac{\partial \ln p_x(z, z^*)}{\partial z^*} \) are the score functions.

Using (29),(30), \( F \) in (27) is calculated as

\[
F = \begin{pmatrix} \sigma_s^2 \kappa_z & -I_{d-1} \\ -I_{d-1} & \kappa_z C_z \end{pmatrix},
\]

where

\[
\kappa_z = E[|\psi(s)|^2], \quad \sigma_s^2 = E[|s|^2], \quad \kappa_z = E[\psi_z(z) \psi_z^H(z)].
\]

Now, we describe the computation of \( P \) in (26). Let \( P \) be partitioned as

\[
P = \begin{pmatrix} P_{g,g} & P_{g,h} \\ P_{h,g}^T & P_{h,h} \end{pmatrix}.
\]

Then,

\[
P_{g,g} = E[\psi_z(z) \psi_z^H(z)] E[s^2] \quad \text{and} \quad P_{h,h} = E[\psi_x^*(s) z] E[zz^T].
\]

\[
P_{g,h} = 0.
\]

**G. Circular Sources**

In general, the analytic computation of the inverse matrix of (26) is not tractable. Therefore, we investigate two special cases in the following subsections.

Here, we assume that \( s \) and \( z \) have general circular pdf. Under this assumption, the FIM (26) obtains the block-diagonal structure, because \( P_{h,h} = P_{g,h} = 0 \) due to the circularity of \( z \) and \( P_{g,g} = 0 \) due to the circularity of \( s \), and, then,

\[
J(\theta) = \begin{pmatrix} \sigma_s^2 \kappa_z^{-1} & -I_{d-1} & 0 \\ -I_{d-1} & \kappa_z C_z & 0 \\ 0 & 0 & F^* \end{pmatrix}.
\]

\[
\text{CRLB}(h)|_{h=0} = \left( \kappa_z C_z - \frac{1}{\sigma_s^2} \kappa_z^{-1} \right)^{-1}. \quad \text{(40)}
\]

Applying the transformation theorem in (34), it can be shown that, for \( z = Tz \), it holds that

\[
\kappa_z = T \kappa_z T^H. \quad \text{(41)}
\]

where \( T \) is a non-singular transformation matrix. By taking \( T = C_z^{-\frac{1}{2}} \), which is a matrix satisfying that \( C_z^{-\frac{1}{2}} C_z^{-\frac{1}{2}} = \)}
Then \( \kappa_\widehat{z} \) corresponds to the statistic of uncorrelated and unit-scaled \( z \). Hence, (40) can be written as

\[
\text{CRLB}(h)|_{h=0} = C_z^{-\frac{1}{2}} \left( \kappa_z I_{d-1} - \frac{1}{\sigma_z^2} \kappa_\widehat{z}^{-1} \right)^{-1} C_z^{-\frac{1}{2}}.
\] (42)

By putting (42) into (24), the CRIB for ISR, when considering \( N \) observations, is

\[
E[\text{ISR}] \geq \frac{1}{N} \frac{1}{\sigma_z^4} \text{tr} \left[ \left( \kappa_z I_{d-1} - \frac{1}{\sigma_z^2} \kappa_\widehat{z}^{-1} \right)^{-1} \right].
\] (43)

Next, we can use the identity (41) again by considering \( T \) such that elements of \( Tz \) are statistically independent random variables. Since elements of \( z \) are uncorrelated and normalized, such \( T \) must be unitary, i.e., \( TT^H = I_{d-1} \). Also, provided that all but one components in the original model (1) are non-Gaussian, the entire mixture is separable, so \( Tz \) must be equal to \( u_2 \) up to their order and scales. Without any loss of generality, we can assume that \( T \) is such that \( Tz = u_2 \) and that \( u_2 \) have unit variance. Then, \( \kappa_Tz \) is diagonal having diagonal elements equal to \( \kappa_2, \ldots, \kappa_d \), and (43) simplifies to

\[
E[\text{ISR}] \geq \frac{1}{N} \sum_{j=2}^{d} \frac{\omega_j}{\sigma_z^4 \kappa_j \omega_j - 1}.
\] (44)

This bound corresponds with (5) for \( i = 1 \) since \( \sigma_z^2 \kappa_s = \kappa_s = \kappa_1 \), which means that the same extraction accuracy can be achieved by ICE as by ICA. It should be, however, noted that the multivariate score function \( \psi_z(\cdot) \) must be known for maximum likelihood estimation to be carried out [50].

In our considerations, we can go also slightly beyond the standard ICA. Let the observed signals obey the model (14) but not (1), that is, there need not exist \( T \) such that \( Tz \) are independent (no independent components \( u_2, \ldots, u_d \) are assumed, only the independence between \( s \) and \( z \)). Since \( \kappa_\widehat{z} \) is positive definite, we can consider its decomposition

\[
\kappa_\widehat{z} = UDU^H
\] (45)

where \( U \) is the unitary matrix of eigenvectors of \( \kappa_\widehat{z} \), and \( D \) is diagonal with diagonal entries denoted as \( \omega_2, \ldots, \omega_d \). Then, the CRIB presents a form similar to (44):

\[
E[\text{ISR}] \geq \frac{1}{N} \sum_{j=2}^{d} \frac{\omega_j}{\sigma_z^4 \kappa_j \omega_j - 1}.
\] (46)

**H. Circular Gaussian Background**

Here, we assume that \( s \) can be arbitrary non-circular and non-Gaussian while \( z \) is circular Gaussian. Under this assumption, \( P_{s,h} = 0 \), and since \( \kappa_s = C_z^{-1} \), also \( P_{s,s} = 0 \) thanks to the circularity of \( z \). The FIM thus shows a structure similar to (39), namely,

\[
J(\theta) = \begin{pmatrix}
\sigma_z^2 C_z^{-1} & -I_{d-1} & O \\
-I_{d-1} & \kappa_s C_z & O \\
O & O & F^*
\end{pmatrix}.
\] (47)

Hence,

\[
\text{CRLB}(h)|_{h=0} = \left( \kappa_z C_z - \frac{1}{\sigma_z^2} C_z \right)^{-1} = \frac{\sigma_z^2}{\kappa_s \sigma_z^2 - 1} C_z^{-1}.
\] (48)

Therefore, for \( N \) observations, the CRIB for ISR says that

\[
E[\text{ISR}] \geq \frac{1}{N} \frac{d - 1}{\sigma_z^4 \kappa_s - 1}.
\] (49)

This result confirms the asymptotic bound given by (6) for complex-valued non-circular SOI.

**IV. CRLB FOR PIECEWISE DETERMINED MIXING**

We now turn to the piecewise determined mixtures, in general, described by (4). To deal with this model, we begin by proposing a generalization of the ICE concept as follows.

**A. Algebraic Model**

Without any further assumption, (4) corresponds to a sequential application of the standard mixing model, which is straightforward for on-line signal processing but does not bring any advantage. Therefore, we propose special parameterizations useful for the BSE problem assuming that the SOI is active in all blocks and some mixing parameters related to the SOI are joint to all the blocks. Specifically, we parametrize \( A^1, \ldots, A^M \) similarly to (8) and consider two special variants:

\[
A_{\text{CMV}}^m = \left( \begin{array}{c}
\gamma \\
\frac{1}{\gamma} \left( \mathbf{g}(h^m)H - I_{d-1} \right)
\end{array} \right)
\] (50)

\[
A_{\text{CSV}}^m = \left( \begin{array}{c}
\gamma \mathbf{g}(h^m)H \\
\frac{1}{\gamma} \left( g(h^m)H - I_{d-1} \right)
\end{array} \right).
\] (51)

The models will be referred to as constant mixing vector (CMV) and constant separating vector (CSV), respectively, because in CMV the mixing vectors \( a_1, \ldots, a^M \) are constant over blocks and are equal to \( w \) in CSV the separating vectors \( w^1, \ldots, w^M \) are all equal to \( w \). CMV is useful for situations where the SOI is a static source while the background is varying. CSV involves a moving SOI (varying mixing vector) under the assumption that a constant separating vector such that extracts the signal from all blocks exists. These models have been considered for the first time in [12], where they were applied to blind audio source extraction. This paper provides their theoretical analysis through the CRLB theory.

**B. Interference-to-Signal Ratio**

For simplicity, let the number of available samples in each of \( M \) blocks be the same, equal to \( N_b \). It holds that \( M \cdot N_b = N \). The variance of the SOI and the covariance matrix of the background signals in the \( m \)th block will be denoted by \( \sigma_{s,m}^2 \) and \( C_{e,m} \), respectively.

Let \( \widehat{w}^m \) be an estimated separating vector for the \( m \)th block, \( m = 1, \ldots, M \). The ISR of the extracted signal evaluated over the entire data is equal to

\[
\text{ISR} = \frac{\sum_{m=1}^{M} E[(\widehat{w}^m)^H y^m]^2}{\sum_{m=1}^{M} E[(\widehat{w}^m)^H h^m s^m]^2} = \frac{\sum_{m=1}^{M} (q^m_{z,m})^H C_{z,m} q^m_{e,m}}{\sum_{m=1}^{M} |q^m_{z,m}|^2 \sigma_{s,m}^2} = \frac{\sum_{m=1}^{M} \text{tr} \left( C_{z,m} q^m_{e,m} (q^m_{z,m})^H \right)}{\sum_{m=1}^{M} |q^m_{z,m}|^2 \sigma_{s,m}^2},
\] (52)
where \((q^m)^H = [q_1^m, (q_2^m)^H] = [(\hat{w}^m)^H a^m, (\hat{w}^m)^H Q^m]\). Assuming “small” estimation errors, i.e., \(q^m \approx e_1\), similar approximation to that in (16) gives

\[
\text{ISR} \approx \frac{1}{\sum_{m=1}^{M} \sigma_{x_m}^2} \sum_{m=1}^{M} \text{tr} \left( C_{x_m} q_m^m (q_m^m)^H \right) .
\]

(53)

Using the equivariance property described in Section III-E, the CRIB is, in general, obtained through

\[
E[\text{ISR}] \geq \frac{1}{\sum_{m=1}^{M} \sigma_{x_m}^2} \sum_{m=1}^{M} \frac{\sigma_{x_m}^2}{\kappa_{x_m} \sigma_{x_m}^2 - 1} .
\]

(54)

C. Blockwise ICE

To extract the SOI from each block of data (4), the ICE approach can be used. Then, the mixing and separating vectors are estimated as parameters that are independent of the other blocks. We will refer to this approach as block ICE (BICE).

Assuming that the background is circular Gaussian, the CRIB for BICE follows from the results of Section III-H. By putting (48) into (54) and using the fact all data are independently distributed, the CRIB is given by

\[
E[\text{ISR}] \geq \frac{1}{N_b} \frac{d - 1}{\sum_{m=1}^{M} \sigma_{x_m}^2} \sum_{m=1}^{M} \frac{\sigma_{x_m}^2}{\kappa_{x_m} \sigma_{x_m}^2 - 1} .
\]

(55)

It is worth comparing this bound with CRIBs derived for the CMV and CSV models given by (50) and (51), respectively, which is the subject of the following subsections.

D. Constant Mixing Vector

In the CMV model, \(a\) is constant over \(M\) blocks while the separating vector can be varying from block to block. Therefore, there are \(M(d - 1) + d\) free parameters. The scaling ambiguity can be resolved by putting \(\gamma = 1\), which is the first element of \(a\), so there are finally \((M + 1)(d - 1)\) free (complex-valued) parameters in the mixing model represented by parameter vectors \(g\) and \(h = [h_1 ; \ldots ; h^M]\).

From (28), it follows that the log-likelihood function for one sample data of the \(m\)th block is given by

\[
\mathcal{L}^m(x^m|g, h) = \log p_{x^m}(w^m x^m) + \log p_{x^m}(Bx^m).
\]

(56)

Since the data are i.i.d. inside each block and independently distributed among the blocks, the log-likelihood function of the entire batch of data is equal to \(N_b \sum_{m=1}^{M} \mathcal{L}^m(x^m|g, h)\).

The derivatives of (56) are computed similarly to (29) and (30), that is,

\[
\nabla^m_g = \frac{\partial \mathcal{L}^m(x^m|g, h)}{\partial g} \bigg|_{h=0} = -\psi x^m s m^*, \quad \nabla^m_h = \frac{\partial \mathcal{L}^m(x^m|g, h)}{\partial h} \bigg|_{h=0} = -\delta_{n, m} \psi x^m z^m,
\]

(57)

(58)

where \(\psi x^m = -\frac{\partial \log p_{x^m}}{\partial x^m}, \psi x^m = -\frac{\partial \log p_{x^m}}{\partial s^m}\), and \(\delta_{n, m}\) stands for the Kronecker delta.

Now, the FIM of data from all blocks is a square matrix of dimension \(2(m + 1)(d - 1)\) consisting of \((m + 1) \times (m + 1)\) blocks each of dimension \((d - 1) \times (d - 1)\). Let \(\nabla^m = [\nabla^m_g, \nabla^m_h, \ldots ; \nabla^M_h]\). The FIM has the structure

\[
\mathcal{J}(g, h) = N_b \sum_{m=1}^{M} \mathcal{J}^m(g, h) = N_b \left( I + \frac{P}{P^*} \right) ,
\]

(59)

where

\[
\mathcal{J}^m(g, h) = \left( \begin{array}{cc} P^m & P^m \\ P^m & P^m \end{array} \right)
\]

is the FIM for one sample of the \(m\)th block, and

\[
F^m = E[\nabla^m(\nabla^m)^H], \quad P^m = E[\nabla^m(\nabla^m)^T].
\]

(60)

Then the blocks of (59) are, respectively, equal to

\[
F = \left( \begin{array}{ccc} \sum_{m=1}^{M} \kappa_{x_m} \sigma_{x_m}^2 & -I_{d-1} & \ldots & -I_{d-1} \\ -I_{d-1} & \kappa_{s} C_{z} & \ldots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ -I_{d-1} & 0 & \ldots & \kappa_{s} M C_{z} \end{array} \right) ,
\]

(62)

and \(P\) is the diagonal matrix

\[
P = \text{diag} \left( \sum_{m=1}^{M} E[\psi x^m|s^m], E[\psi x^m|s^m]^2] \right) ,
\]

(63)

where \(\kappa_{x_m} = E|\psi x^m|^2], \kappa_{s} = E[\psi x^m|s^m], \sigma_{x_m}^2 = E[|s^m|^2], C_{z} = E[z^m(z^m)^H].\)

For the sake of simplicity, we will consider only the special case when the background is circular Gaussian. Then, similar simplifications to those in Section III-H hold, \(P = 0, \kappa_{x_m} = C_{z}^{-1}, \) and the block of \(\mathcal{J}^{-1}\) corresponding to \(h^m\) is

\[
CRLB(h^m)_{h=0} = \left[ \frac{1}{\kappa_{x_m}} C_{x_m}^{-1} + \frac{1}{\kappa_{s}} C_{z}^{-1} \left( \sum_{i=1}^{M} \frac{\sigma_{x_i}^2 \kappa_{s} - 1}{\kappa_{s}} C_{z}^{-1} \right)^{-1} \right]^{-1} \frac{1}{\kappa_{x_m}} C_{x_m}^{-1} .
\]

(64)

By combining (54) and (64), the CRIB says that

\[
E[\text{ISR}] \geq \frac{1}{N_b \sum_{m=1}^{M} \sigma_{x_m}^2} \sum_{m=1}^{M} \frac{1}{\kappa_{x_m}} \times \text{tr} \left( I_{d-1} + \sum_{i=1}^{M} \frac{\sigma_{x_i}^2 \kappa_{s} - 1}{\kappa_{s}} C_{z}^{-1} \right)^{-1} \frac{1}{\kappa_{x_m}} C_{x_m}^{-1} .
\]

(65)

E. Constant Separating Vector

In the CSV mixing model (51), \(w\) is constant over the blocks while the mixing vector can be varying. Therefore, the scaling ambiguity can be resolved by putting \(\beta = 1\) while considering \(\gamma_1, \ldots , \gamma_M\) as dependent variables, where by (10) it follows that \(\gamma^M = 1 - h^H g^m\). The free parameter vectors of the model are \(g = [g_1 ; \ldots ; g^M]\) and \(h\).

Using (15), the log-likelihood function for one sample of the \(m\)th block is

\[
\mathcal{L}^m(x^m|g, h) = \log p_{x^m}(w^H x^m) + \log p_w(B^m x^m)+ 2(d - 2) \log \left| 1 - h^H g^m \right| ,
\]

(66)
where we use the identity \( \det(W_{\text{ICE}}) = (-1)^{d-1}(1 - h^T g^m)^{d-2} \).

The structure of the FIM is the same as for the CMV model, described by (59)-(61). The blocks of (59) are given by
\[
F = \begin{pmatrix}
\kappa_s^1 \sigma_s^2 & 0 & -I_{d-1} \\
0 & \ddots & \ddots \\
-\kappa_s^m \sigma_s^2 & -I_{d-1} & \sum_{m=1}^M \kappa_s^m C_{z^m}
\end{pmatrix},
\]
and \( P \) is diagonal
\[
P = \text{diag}\{E[(\psi_{x^1})^2]E[(s^1)^2], \ldots, E[(\psi_{x^M})^2]E[(s^M)^2], \ldots \sum_{m=1}^M E[(x^m)^2]E[(z^m)^2] \}.
\]

By putting this result in (54), the CRIB says that
\[
\text{CRLB}(h) = \frac{1}{N_b} \left( \sum_{m=1}^M \kappa_s^m C_{z^m} - \frac{1}{\sigma_s^2}C_{z^m} \right)^{-1} \cdot
\]

F.

In this subsection, we show that the CRIB expressions for the ISR in the CSV and CMV models (65) and (70) remain valid also in the simpler scenario composed of real-valued signals and mixing parameters. In this case, the pdf of mixed signals in (15) becomes
\[
p_x(x) = p_x(w^T x)p_w(Bx) \det(W_{\text{ICE}}).
\]

Next, the fact that the Gaussian pdf of background is real-valued has to be taken into account. Then, the FIM in (59) reduces to
\[
J(g, h) = N_b F.
\]

Matrix \( F \) can be shown to have exactly the same form as (62) for the CMV model and as (67) for the CSV model. Therefore, formally the same CRLBs are finally obtained in the real-valued scenario.

V. DISCUSSION

The expressions in brackets in (65) and (70) subject to the matrix inverse operation are non-negative combinations of positive definite matrices \( C_{z^m}^{-1} \) or \( C_{z^m} \). It follows that the sums are also positive definite unless all coefficients of the linear combinations are zero. The latter case appears only if \( \pi_s^m = 1 \) for all \( m \), that is, when the SOI is Gaussian on all blocks. Otherwise, the obtained CRIBs are all finite.

In the following, we discuss several special cases in order to compare the derived bounds.

1) Only one block: When \( M = 1 \), the piecewise determined models coincide with the standard ICE model. The reader can easily verify that, for this particular case, the bounds given by (49), (55), (65) and (70) coincide as well.

In further discussions, we will assume the piecewise model with \( M > 1 \).

2) An i.i.d. SOI: When the SOI has the same pdf (and also variance) in all blocks, we can denote \( \kappa_s^m = \kappa_s \) and \( \sigma_s^2 = \sigma_s^2 \) since these statistics become independent of \( m \). Then, the CRIBs (55), (65) and (70) can be, respectively, written in the form

\[
\begin{align*}
\text{BICE: } & \quad E[\text{ISR}] \geq \frac{M d - 1}{N \pi_s - 1}, \\
\text{CMV: } & \quad E[\text{ISR}] \geq \frac{d - 1}{N (\pi_s - 1) + \frac{M - 1}{\pi_s}}, \\
\text{CSV: } & \quad E[\text{ISR}] \geq \frac{1}{N (\pi_s - 1)}.
\end{align*}
\]

A necessary condition for the identifiability of these models is that \( \pi_s > 1 \), which means that the SOI must have non-Gaussian pdf. The CRIB for BICE is always higher than those for CSV and CMV, which is caused by the higher complexity of BICE. CSV and CMV take advantage of the joint parameters.

3) SOI with varying variance: Let the variance of the SOI be changing from block to block while the normalized pdf of the SOI be constant. It means that \( \sigma_s^2 \) depends on \( m \) while \( \kappa_s^m \sigma_s^2 = \pi_s \) is constant over the blocks. Then, the CRIBs can be written as

\[
\begin{align*}
\text{BICE: } & \quad E[\text{ISR}] \geq \frac{M d - 1}{N \pi_s - 1}, \\
\text{CMV: } & \quad E[\text{ISR}] \geq \frac{M(d - 1)}{N \pi_s - 1} + \frac{M}{N \pi_s (\pi_s - 1)} T_{\text{CMV}}, \\
\text{CSV: } & \quad E[\text{ISR}] \geq \frac{M}{N (\pi_s - 1)} T_{\text{CSV}},
\end{align*}
\]

where

\[
\begin{align*}
T_{\text{CMV}} &= \text{tr} \left( \sum_{m=1}^M \frac{\sigma_s^2}{\sigma_s^2} \left( \sum_{i=1}^M S_i \right)^{-1} S_m \right), \\
T_{\text{CSV}} &= \text{tr} \left( \frac{1}{\sum_{j=1}^M \sigma_s^2} \left( \sum_{i=1}^M \frac{1}{\sigma_s^2} C_{z^m} \right)^{-1} C_{z^m} \right),
\end{align*}
\]

where \( S_m = \sigma_s^2 C_{z^m}^{-1} \).

The bound given by (76) coincides with (73), which means that the dynamic envelop of the SOI does not have any influence on the achievable performance when ICE is independently applied to each block. By comparing (77) with (74) and (78) with (75), we obtain more interesting results.
It can be easily shown that

\[
T_{\text{CMV}} \leq d - 1, \quad (81)
\]

\[
T_{\text{CSV}} \leq \frac{d - 1}{M}, \quad (82)
\]

It follows that the bound (78) is always lower than the one given by (75), moreover, the equality of the bounds holds if and only if \( \sigma^2_{s_m} \) is constant. It means that the non-stationarity of the SOI improves the blind extraction under the CSV model. This is not that surprising because similar conclusions follow from Cramér-Rao analyses for the standard BSS models that involve signals’ non-stationarity. There, more dynamical effects are produced from Cramér-Rao analyses for the standard BSS models. This is not that surprising because similar conclusions follow from Cramér-Rao analyses for the standard BSS models that involve signals’ non-stationarity. There, more dynamical effects are produced.

Let us consider \( \pi_{s_m} = 1 \) for \( m \neq k \), and

\[
C_{s_k} = \epsilon (\pi_{s_k} - 1) T, \quad (85)
\]

where \( T \) is a positive definite matrix, and \( \epsilon > 0 \) is a constant. Now, consider \( \pi_{s_k} \to 1 \) while \( \sigma^2_s = 1 \), which means that the SOI is becoming circular Gaussian on the \( k \)th block while its variance is constant. Eq. (85) says that the background is vanishing proportionally to the “gaussianity” of the SOI (expressed through the proximity of \( \pi_{s_k} \) to one).

The reader can verify, that, in that special case, the CRIB of CSV (70) is becoming infinite while that for CMV (65) approaches a finite value. This can be explained through the fact that the SOI, in the \( k \)th block, is observed without noise when \( C_{s_k} = 0 \). Therefore, its corresponding mixing vector can be identified through finding the principal component in that block, which is sufficient for the identifiability of the CMV model although the SOI is (almost) circular Gaussian in all blocks.

VI. EXPERIMENTAL VALIDATION

In the following numerical simulations, we compare the theoretical bounds with empirical mean ISR achieved by selected ICA/ICE algorithms. Here, we have to cope with the permutation ambiguity causing that a given algorithm need not converge to the desired SOI. In case of BSE/ICE algorithms, the convergence is arranged through their proper initialization. For ICA methods, the SOI is identified as the separated signal with the lowest ISR. Since the algorithms do not converge to the right SOI in some runs, the trimmed mean of ISR is computed instead of the mean, by discarding 10% of the lowest and greatest values. Therefore, the reader should keep in mind that the empirical results can be slightly biased.

A. Determined Mixing Model

1) Gaussian background: Here, the CRIB given by (49) assuming circular Gaussian background is compared with the empirical ISR achieved by four methods. First, non-circular FastICA (NC-FastICA) from [52], is an ICA algorithm designed particularly for signals belonging to the complex Generalized Gaussian Distribution (GGD) family [9], which involves also non-circular signals. Second, OGICE (Orthogonally Constrained ICE) from [53] is an ICE algorithm derived based on maximum likelihood principle. Third, Natural Gradient (NG) is a basic ICA algorithm from [54]. In OGICE, the background is modeled as circular Gaussian, therefore, this method can asymptotically attain the CRIB in this experiment provided that the true score function of the SOI is used as the internal nonlinear function. Fourth, the RobustICA algorithm from [55] is a BSE method based on the optimization of the kurtosis contrast function. It is valid for real as well as complex-valued sources, with circular and non-circular distributions.

In a trial, \( d = 5 \) independent complex-valued signals are generated. The target signal is drawn from the complex-valued GGD with zero mean, unit variance, shape parameter \( \alpha \in \mathbb{R} \).
(0, +∞), and a circularity coefficient γ ∈ [0, 1]. The pdf is given by [5]

$$p(s, s^*) = \frac{\alpha \rho \exp \left( - \frac{\rho^2}{\pi \Gamma(1/\alpha)(1 - \gamma^2)^{1/2}} \left( \gamma s^2 + \gamma (s^*)^2 - 2ss^* \right) \right)^{\alpha}}{\Gamma(2/\alpha)},$$

(86)

where ρ = \frac{\Gamma(2/\alpha)}{\Gamma(1/\alpha)} and \Gamma(\cdot) is the Gamma function. The other (background) signals are circular Gaussian, which corresponds to \alpha = 1 and γ = 0 in (86). All signals are mixed by a random mixing matrix A with elements drawn from \mathcal{CN}(0, 1).

OGICE is initialized by a randomly perturbed first column of A. Natural Gradient is initialized by the randomly perturbed mixing matrix A, RobustICA is initialized by the randomly perturbed demixing matrix W, while the initialization of NC-FastICA is random in full. In OGICE and NG, the nonlinearity is the same as the true score function corresponding to (86), that is,

$$\psi(s, s^*) = \frac{2\alpha(\rho/2)^\alpha}{(\gamma^2 - 1)^{1/2}} \left( \gamma s^2 + \gamma (s^*)^2 - 2ss^* \right)^{\alpha-1} (\gamma s - s^*).$$

(87)

It is worth noting that the true score function is not known in a fully blind situation, where \psi must be replaced by a suitable nonlinearity; see, e.g., [56], [57]. It can be shown that [5]

$$\pi = \mathbb{E} \left[ |\psi(s)|^2 \right] = \frac{\alpha^2 \Gamma(2/\alpha)}{(1 - \gamma^2)^{1/2} \Gamma(1/\alpha)}.$$  

(88)

Finally, note that NC-FastICA is endowed by the nonlinearity proposed in [52], the accuracy seems to be closest to the CRIB for \alpha = 0.8. RobustICA is using kurtosis [55] and seems to be efficient for sub-gaussian sources \alpha > 1.

Figs. 1–3 show average ISR achieved by the algorithms in 100 trials, respectively, for varying N, \alpha, and γ. The average ISRs achieved by OGICE are very close to the bound (49), which is in a good agreement with the theory. Also RobustICA attains the bound for greater number of samples N. The performance of NC-FastICA appears to be limited, which can be explained by the nonlinearity used. The performance of NG is also limited due to convergence issues, especially, in cases of sub-gaussian (\alpha > 1) SOI.

In Fig. 2, the ISR for sub-gaussian (\alpha > 1) and super-Gaussian (\alpha < 1) SOI is shown. For \alpha = 1, all signals, including the SOI, are circular Gaussian, in which case the mixing coefficients are not identifiable. Here, the algorithm’s empirical ISRs drop down to 0 dB (a highly biased value as ISR higher than 0 dB is evaluated as convergence to a different source), which should be interpreted as failings in finding the SOI.

In Fig. 3, the non-circular Gaussian SOI with varying circularity is considered. The ISR achieved by OGICE approaches the CRIB, which confirms the fact that a non-circular Gaussian signal can be extracted from the other Gaussian signals when their circularity coefficient is different. This condition becomes violated as γ approaches 0, which corresponds with the decaying ISR. NC-FastICA and RobustICA are designed to be robust to circularity changes, however, for Gaussian sources they do not benefit from non-circularity. Therefore, their performance does not show any dependence on γ and is the same as for the circular Gaussian SOI [52].
background is drawn according to the joint pdf given by

$$p(z^1, \ldots, z^{d-1}) \propto \exp \left( - \left( \lambda \sum_{i=1}^{d-1} |z_i|^2 \right)^\alpha \right)$$

(89)

where $\lambda > 0$, and $\alpha \neq 1$ (for $\alpha = 1$, the pdf is Gaussian). To scale the marginal pdfs of background signals to the unit variance, we put $\lambda = \frac{\Gamma\left(\frac{1}{\alpha}\right)}{\Gamma\left(\frac{1}{2\alpha}\right)}$. Then, it holds that

$$\left(\kappa_{\mathbf{z}}\right)_{kk} = \frac{4}{3} \lambda^2 \frac{\Gamma(2 + \frac{1}{2\alpha})}{\Gamma(\frac{1}{2\alpha})}.$$  

(90)

The SOI is drawn from the real-valued GGD family [58] with zero mean, unit variance and a shape parameter $\tilde{\alpha}$, where $\tilde{\alpha} = \alpha + 1$. Note that for the real-valued GGD, the SOI is Gaussian when $\alpha = 1$; see Appendix B in [58].

We compare three algorithms with the CRIB given by (46): OGICE [53], EFICA [58], and NG-OGICE [50]. OGICE is designed for ICA with Gaussian background, where the CRIB is given by (49) (which we show as well for the sake of completeness), EFICA is an asymptotically efficient ICA algorithm provided that all original signals are drawn from the real-valued GGD. NG-OGICE is an ICA method considering the non-Gaussianity of background, in which the true multivariate score function of background must be known to achieve the optimum performance.

In Fig. 4, the ISRs averaged over 100 trials achieved by OGICE, EFICA and NG-OGICE are compared. The bound (46) is denoted by CRIB\textsc{ng-ICE} and the one for the Gaussian background (49) is denoted by CRIB\textsc{ICE}. The results show that the mean ISRs by OGICE are close to the bound given by (49) (which is in a good agreement with the results of asymptotic performance analyses (6) [45]). The results by EFICA and NG-OGICE are closer to (46). NG-OGICE is even slightly more accurate than EFICA, which is caused by a more accurate modeling of the background’s pdf.

For $\alpha = 1$, all signals are Gaussian, which means that the SOI cannot be separated from the background. With increasing non-Gaussianity of the mixture, which means increasing distance from $\alpha = 1$, the separation accuracy gets better.

B. Piecewise Determined Mixtures with Circular Gaussian Background

To validate the bounds for CMV and CSV, both are compared with empirical results achieved by block-wise versions of OGICE introduced in [12]. The methods will be jointly referred to as BOGICE (in [12], BOGICE\textsc{a} is the variant for CMV while BOGICE\textsc{w} is for CSV). It should be noted that no other methods for CMV/CSV currently exist in the literature to our best knowledge. For completeness, the BICE method is compared to BOGICE in both cases.

In experiments here, we consider two statistical models of signals: The SOI is either i.i.d. non-Gaussian over all blocks or i.i.d. within blocks with the same distribution but varying variance over blocks. The background is assumed circular Gaussian i.i.d. with unit variance in all blocks in both cases.

In trials, $d = 5$ independent complex-valued signals are generated. The SOI is drawn from a circular complex GGD with zero mean, unit variance, $\alpha = 2$. The other signals are circular Gaussian, which corresponds to $\alpha = 1$. The nonlinearity is given by the true score function. $M$ blocks of the same length are considered. Each block is mixed by a random mixing matrix. The mixing matrices obey the mixing models CMV or CSV, respectively.

The empirical ISRs achieved by BOGICE and BICE are compared with the CRIB corresponding to the mixing model used in the given simulation and with that of BICE. For completeness, we also show the hypothetical CRIB of the alternative piecewise mixing model that would be valid when the mixing matrix obeyed the model and the SOI had the same statistical properties. Nevertheless, it should be kept in mind that CMV and CSV are incompatible unless all the mixing parameters related to the SOI are constant over the blocks (which is not the case of the experiments here). The comparison of the models thus has to be done after considerable deliberation.

1) An i.i.d. SOI: Fig. 5 corresponds to the simulation considering the CMV model for varying number of blocks, that is, $M = 1, 2, 5, 10$. It shows the mean ISR achieved by BOGICE averaged over 500 trials and the CRIB given by (74) (CMV) and, for comparison, also the CRIBs (73) (BICE) and (75) (CSV). Similar simulation was done with the CSV model; the results are shown in Fig. 6. As can be seen from (73), (74) and (75), bounds for BICE and CMV depend on the number
of blocks, but the CRIB for CSV does not. Hence, the CSV curve is flat as predicted by our theoretical analysis.

Figs. 5 and 6 show the coincidence between the empirical results by the variants of BOGICE and the CRIBs corresponding to the mixing model of the given simulation. The performances of the methods follow the same dependence on the number of blocks $M$ as these CRIBs. The results also show that BOGICE takes the advantage of the special mixing model CMV/CSV compared to BICE, as its mean ISR is lower than that of the CRIB (73), unless $M = 1$ where all mixing models coincide.

2) **SOI with varying variance**: In this special case, the SOI has the same pdf but varying variance over blocks. In a trial, $M = 5$ blocks and four different settings of SOI’s variances are considered: Specifically, type A is $\sigma_m^2 = 1$ for $m = 1, \ldots, 5$, type B corresponds to $\sigma_m^1 = 1, \sigma_m^2 = 2, \sigma_m^3 = 3$, type C corresponds to $\sigma_m^4 = m$, and type D is for $\sigma_m^5 = m^2, m = 1, \ldots, 5$.

We have analyzed in Section V-3 that the nonstationarity of the SOI improves the separation accuracy under the CSV mixing model but typically worsens the accuracy under the CMV model. The results in Figures 7 and 8 confirm this property, although the drop in performance in case of the CMV model due to the SOI’s nonstationarity is not that substantial, in this experiment.

**VII. Conclusions**

The present contribution has computed the CRLB-induced bounds for the ISR in the ICE model, i.e., in BSE under statistically independent sources. The developed CRLBs are valid for both circular and non-circular sources, and include the scenarios of determined mixing and piecewise (block) determined mixing. The derived bounds depend on the target signal distribution and on the length of data, and they coincide with that for ICA when all but the target signals are circular Gaussian (shown for the standard mixing model). A variety of experimental results confirm the validity of the derived CRIBs. In particular, the CRIB was shown to be attainable by the OGICE algorithm when the target signal is non-Gaussian or non-circular Gaussian, under the assumption that the true nonlinearities (score functions) defining the pdf of the SOI are known in advance. Similarly, the variants of BOGICE can attain the CRIBs valid for the CMV and CSV mixing models.
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