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Abstract: This article is devoted to develop network attack detection schemes to search for vulnerable servers and the likelihood of determining the type of attacks by the contents of network packets, a network attack recognition scheme that allows to filter external network traffic by processing incoming requests is proposed. A well network detection model attacks as signs of detecting the position of a security policy is offered. Based on the analysis of time series, a network attack detection model that allows identifying network attacks by a threshold value is developed and a mathematical model for real-time recognition of network attacks is proposed. Model of the behavior of the information flows are shown that the linear model does not provide an adequate assessment of the current process to the critical states. Within the framework of developing models for detecting network attacks, an algorithm for detecting and identifying network attacks is proposed, which allows one to perform not only an exhaustive search for the classification features of network attacks, but to limit itself to a shortened search. The behavior of the queue of half-open compounds are described with an absorbing state, and a system of differential equations for state probabilities are obtained. Also new requests to belong to a particular cluster are analyzed.

Index Terms: traffic amplification, vulnerable, traffic filtering, filtering rules, security policy, fuzzy rules, dynamic systems, SYN packet, SYN cookies, Erlang formula.

I. INTRODUCTION

In the world, special attention is paid to the development and improvement of information protection systems on information and communication systems. At the current level of development of information and communication systems, issues of information protection in computer networks, which is one of the most important mechanisms for ensuring effective information security, are becoming especially relevant.

Of particular importance in the world is the improvement of effective methods and means of information protection, the organization of controlled information applications and the development of models and algorithms for detecting and recognizing network attacks in computer networks.

II. CONSTRUCTION OF DETECTION AND RECOGNITION SCHEMES OF NETWORK ATTACKS BY EXTERNAL UNAUTHORIZED TRAFFIC

Attack detection and recognition schemes are a set of measures taken to neutralize them and protect the availability of information. Currently, network attack detection and recognition schemes are divided into three main categories: proxy, docking, and software.

1. Proxy attack filtering systems. This solution is implemented at the expense of separate physical servers working as a proxy. The scheme of proxy attack filtering is shown in Figure 1.

2. Docking systems for detecting attacks. This solution is an implementation of a physical network interface: optical fibers are stretched from the client’s servers to the company's data center, which provides protection against network attacks. The scheme of detection of attacks with a physical interface is shown in Figure 2.
3. Software systems for detecting attacks. These solutions are standard firewalls implemented by various corporations in operating systems. The operation scheme of standard firewalls is shown in Figure 3.

![Figure 3 - The operation scheme of standard firewalls](image)

Network Attack Recognition Scheme

The network attack recognition scheme is shown in Figure 4.

An attacker’s computer distributes an amplification algorithm to search for vulnerable servers in order to increase the power of network attacks. Next, the cluster head server accepts the attack and distributes it among the physical servers. After starting the algorithm based on Markov chains, network load control and distribution of network traffic filtering rules are implemented [1-2]. After sending data to the kernel of the operating system, the number of incoming network packets is determined, data is received from the system core of each server, and network attack speed is determined.

![Figure 4 - The network attack recognition scheme](image)

Ultimately, it all comes down to increased protection for the availability of information. An effective solution is to use Markov chains as the basis for recognizing network attacks. Network load management occurs through the processing of incoming applications:

\[
\lambda = K \times N, K = \frac{M}{\sum_{p=0}^{\infty} \left( \frac{M}{J} \right)^k}, \quad (1)
\]

where

- \( \lambda \) – network load management;
- \( K \) – number of cores of the attacked server;
- \( N \) – real time attack probability;
- \( M \) – total number of cluster cores;
- \( J \) – current computing load.

This is necessary for uniform distribution of network packets across a physical server / cluster in order to reduce the load on computer systems. The following applies the distribution of filtering rules with a successful probability:

\[
P = \frac{N \times B}{M \times J}, \quad (2)
\]
where
\[ P - probability \ distribution \ of \ filtering \ rules; \]
\[ N - real \ time \ attack \ probability; \]
\[ B - probability \ of \ successful \ traffic \ processing; \]
\[ M - total \ number \ of \ cluster \ cores; \]
\[ J - current \ computing \ load. \]

This is necessary to filter out unauthorized network traffic. The types and types of attacks are also determined by the contents of network packets:
\[ P_w = \frac{S_p}{1 + \frac{M}{J}}, \quad (3) \]

where
\[ P_w - probability \ of \ determining \ the \ type \ and \ type \ of \ attacks \ by \ the \ contents \ of \ network \ packets; \]
\[ S_p - packet \ content \ analysis; \]
\[ J_p - possible \ types \ of \ attacks; \]
\[ M_K - number \ of \ cores \ in \ a \ cluster. \]

Network attack filtering is performed on all physical servers in the cluster with a uniform load distribution across the cores:
\[ T = \frac{\sum_{j=0}^{M_K} K * H + (N * B)}{t_h + t_{min} + t_{av} + t_{max}} \quad (4) \]

where
\[ T - likelihood \ of \ successfully \ filtering \ network \ attacks; \]
\[ K - number \ of \ cores \ of \ the \ attacked \ server; \]
\[ H - number \ of \ physical \ servers \ in \ the \ cluster; \]
\[ N - real \ time \ attack \ probability; \]
\[ B - real \ time \ attack \ probability; \]
\[ t_h - incoming \ network \ packet \ time; \]
\[ t_{min} - minimum \ duration \ of \ network \ attack; \]
\[ t_{av} - average \ network \ attack \ duration; \]
\[ t_{max} - maximum \ network \ attack \ duration. \]

Determining the duration of network attacks is necessary for applying restrictive limits on the processing of external network traffic in the filtering rules [3]. Thus, the proposed scheme for recognizing network attacks allows high-quality filtering of external network traffic.

III. CONSTRUCTION A NETWORK ATTACK DETECTION MODEL BASED ON SECURITY POLICY

Intrusion detection attacks are widely used as one of the most popular means of protecting modern information systems (IS). The increasing sophistication of network attack technology, which is currently observed, requires the discovery of the most dangerous complex attacks, consisting of several stages, during which the attacker carries out malicious actions using various methods. Thus, network attacks should be considered as attempts to violate the security policy (SP) in the protected IS, and to identify them, means are needed that control many different parameters of the IS.

The detection of complex attacks is difficult due to the need to analyze heterogeneous sources of information and search for the relationship between the identified simple attacks. Intrusion detection systems A should have at its disposal a database of signs of detectable ontology attacks. In order to detect network attacks, it is inexpedient to single out common features common to all IS, since in general the attack intensity is different for each IS, since it depends on the characteristics of the system the attack is directed at. In particular, the formation of detection signs should take into account the characteristics of the goals, structure and functioning of the IS. As the basis for the formation of signs of detection of network attacks, IS SP can be used. The SP takes into account the features and characteristics of IS, in particular, describes a model of an internal intruder and internal threats. It also includes information external to IS - a model of external threats, as well as information about the role of IS in the outside world.

The structure of the SP includes private policies that describe the parameters and security criteria for classes of protected IS resources. These policies determine what is an anomaly and normal behavior for various system and network parameters, and contain an assessment of the criticality of deviations from normal behavior scenarios. Thus, the SP can provide the information necessary for the formation of signs of the detection of simple attacks, taking into account the characteristics of IS. However, the SP is a document and almost does not contain quantitative characteristics of various criteria and parameters.

Thus, in the process of achieving the goal, tasks arose of formalizing the signs of detecting network attacks obtained from the provisions of the SP. The possibility of using a combination of fuzzy variables and fuzzy rules to solve this problem is also being investigated.

Let a private security policy indicate that users should not use IS resources after hours. Therefore, the presence of a certain number of users outside working hours should indicate the possibility of penetration into the IS. The simultaneous presence of a large number of active users should signal penetration into the IS and the possibility of an attack propagation stage [4-5]. In turn, the recorded fact of penetration suggests that the risk level for IS is high. In addition, the monitoring policy may indicate the need to analyze the monitoring files at least once every three days. At the same time, a deviation from the monitoring policy with a high possibility of spreading the attack should also indicate that the level of risk for IS is very high. For a formalized description of the above provisions of the SP, it is advisable to write them in the form of the following rules: R1: if the users of the system are “few” and the time is “non-working”, then the possibility of penetration is “large”; R2: if there are “very many” users of the system, then the penetration possibility is “large” and the spread of the attack is “high”;

R3: if the time elapsed since the last analysis of the monitoring files is “significant”, then the violation of the monitoring policy is “large”;

R4: if penetration is “large”, then the risk level is “high”;

R5: if the spread of the attack is “large” and the violation of the monitoring policy is “large”, then the risk level is “very high”.

In the general case, the premise and conclusion of the rule may consist of an arbitrary nonzero number of atomic formulas connected by various logical operations. A model of the rules that interpret the provisions of the security policy is depicted in Figure 5.
To formalize the provisions of the SP, it is proposed to use a fuzzy hierarchical construct. In accordance with the use of fuzzy sets, it is possible to formally define fuzzy and ambiguous concepts, which justifies the use of the apparatus of fuzzy sets and fuzzy logic to formalize the provisions of the IS and to identify deviations from the normal behavior of IP. In the described fragment of the model of rules that interpret the provisions of the SP, linguistic variables are used: “the number of users of the system”, “system time”, “penetration”, “spread”, “risk level” and others that take on different values of the form “large”, “High”, etc. In this case, the input values are the variables “number of users of the system”, “system time”, “time of the last analysis of monitoring files”. The remaining values are obtained by calculations with these fuzzy rules.

Thus, the set of rules obtained by formalizing the provisions of the SP is a hierarchical construct that allows for the detection of network attacks, taking into account the features of IS, expressed in the provisions of its SP. This construct can receive quantitative indicators of IS at the input and, using a qualitative description, evaluate various parameters of IS security, in particular, the current security level of the system described by the linguistic variable “risk level”. To describe such a construct and present it in a machine-capable form, we consider the ontology of Intrusion detection attacks as a combination of linguistic variables and fuzzy rules that interpret the provisions of the SP. To form the values of variables in this model, it is proposed to use the method of linguistic terms using statistical data, which allows us to effectively form membership functions of linguistic variables based on statistical data. As statistical data can be used both data obtained from experts, and data obtained by experiment or monitoring the functioning of the components of IS in various conditions and modes.

The ontology of the model for detecting network attacks should contain a linguistic variable “risk level”, the value of which is an assessment of the risk of a security event corresponding to the identified attack. When detecting various attacks, other variables can be used that correspond to the stages of complex attacks, for example, “reconnaissance”, “penetration”, “spread” and others, showing the level of confidence of the system that the attack passes the corresponding stage. The described variables are marked as “interesting” in the ontology. A set of rules and linguistic variables can be represented as a directed graph, its vertices are fuzzy rules, and an arc between two rules exists if there is a linguistic variable that is involved in simultaneously concluding the first and second rule conditions.

In the aggregate of ontology rules, there should not be a cycle of rules, i.e., a sequence of rules of the form $R_1, R_2, ..., R_n$ such that there is a linguistic variable that occurs simultaneously in the condition of the rule $R_i$ and in the conclusion of the rule $R_j$, for $i = 1, ..., n - 1$ and $R_1 = R_n$, otherwise the values of some linguistic variables will remain undefined [6]. This condition is equivalent to the fact that in the specified directed graph there should not be contours. In ontologies of the described model, fuzzy rules form not a linear one, as in the classical fuzzy inference algorithm, but a hierarchical structure. It is proposed that the stages of fuzzy implication and fuzzy composition of the fuzzy inference algorithm be carried out not in an arbitrary, but in such a way that the linguistic variables that make up the rule's conditions are already determined either on the basis of fuzzification or on the basis of the rules already used. This order can be achieved if the rules are processed in the order corresponding to the topologically sorted rule column, which will lead to the correct calculation of each subsequent linguistic variable. Since the digraph corresponding to the structure of the rules is a digraph without contours, it allows topological sorting in accordance with the algorithm.

The steps to Intrusion detection attack in the proposed model of Intrusion detection systems are as follows:

1. Processing of used fuzzy ontologies, for each ontology ordering of rules in accordance with the topological sorting algorithm. Specifies the parameters that agents need to collect in accordance with the ontology input parameters.
2. Getting input parameter values. Passing the received parameters to the input of the modified fuzzy logic inference algorithm.
3. Processing the obtained parameters by performing a modified fuzzy inference algorithm.
4. Assessment of the obtained values of “interesting” linguistic variables, assessment of the resulting risk level of the event. In the case when the numerical values of “interesting” linguistic variables exceed a certain threshold value, a decision is made about the possibility of a particular attack.
5. Repeat steps 2, 3, and 4 until an external signal is received.
Thus, the task of formalizing the detection signs obtained from the provisions of the SP is solved by presenting the ontology of the Intrusion detection attacks as a combination of linguistic variables and fuzzy rules suitable for machine processing. The presented model of a network attack detection system is used as signs of detecting the position of a security policy, formalized by means of hierarchical fuzzy systems.

IV. CONSTRUCTION OF THE MODEL OF INTRUSION DETECTION ATTACKS BASED ON TIME SERIES ANALYSIS

The main network protocols generate chaotic structures revealed during the measurement of network traffic, and can be described on the basis of the theory of dynamic systems (DS). For most network protocols used in global computer networks, nonlinear behavior is embedded in their algorithms. Dynamic processes in computer networks can be described by a system of equations:

\[ \frac{dx}{dt} = F(x, t) \]  

where

- \( x \) – IS characteristics vector;
- \( t \) – time.

The difficult moment of modeling is the task of the right part. Determining the form of the function \( F(x, t) \) is the main task in the study of DS. As one of the effective methods for obtaining \( F(x, t) \), the method of reconstructing the DS from time series, in our case, from network traffic, is used.

Traditionally, the initial stage is a statistical analysis of network traffic. Of the methods of statistical analysis, the main attention is paid to smoothing problems, trends, autocorrelation, spectral analysis, auto regression, etc. Building a smoothing procedure based on the moving average method allows you to evaluate the trend and build a simplified forecast model. However, it must be remembered that this model is linear and cannot be used for critical conditions.

Along with the methods of exponential smoothing, polynomial trend approximation is also used, which allows one to select the deterministic component and estimate the daily and seasonal components [7]. The seasonal component of traffic arises from the cyclical nature of human activity. The cyclic component describes irregular ups and downs with varying frequency and intensity. These methods are limited to specified distribution functions that do not always capture critical traffic.

Description of a network attack detection model based on time series analysis

Changing the process behavior at the level of executable code leads to the execution of instructions that are not provided for by the logic of the task to be solved, which entails changes in the nature of access to IS resources and can be fixed by analyzing the processes that occur in the system interfaces. A study of the operation of IS in the “normal” mode, as well as under the influence of an attack, allows us to state that the distribution of the frequencies of access to different resources on the same time interval is different [8-9]. In this regard, it becomes necessary to describe the functioning of the system on the basis of information flows circulating inside the IS. The data exchange between the IS subsystems can be described using the information model, which will allow to describe the data exchange within a single interface in which the information system \( S \) can be represented:

\[ S = (Struct, Fun) \]  

The structural components of IS can be represented as

\[ Struct = (C, F, Z, T) \]

where

- \( C \) – many subsystems included in \( S \);
- \( F \) – many information flows circulating between IS subsystems;
- \( Z \) – many events generated by information flows;
- \( T \) – time / set of time intervals.

Then the execution of a set of \( Fun \) functions can be considered as an exchange of information flows between the components of IS. Moreover, each function of the subsystem provides another subsystem with an interface for presenting the results of the function, in which time \( T \) is spent on information processing. The information stream itself \( f_i \in F(t = 1, ..., M) \) where \( M \) is the number of streams is considered as a one-dimensional data array in the form numerical series \( f_i(t) \) given at discrete time instants \( t_j \) \( (j = 1, ..., N) \) – interval between separate observations, \( N \) – is the number of observations. This allows you to get a set of time series characterizing the behavior of the IP in the “normal” state during and after the attack on the IS.

To monitor the operation of the IP, we introduce a vector of state parameters \( Param = \{c, f, z, t\} \)

where

- \( c \) – the number of subsystems involved in the execution of functions \( Fun \);
- \( f \) – the number of information flows circulating between IS subsystems;
- \( z \) – number of events generated by information flows;
- \( t \) – point in time at which measurements are made.

Then, based on the “anomalous” change in the value of the \( Param \) vector, one can judge not only the presence or absence of an attack, but also build an ontology that characterizes the type of attack for various operating modes for a given set of characteristics of subsystems. A certain combination of \( Param \) values may indicate abnormal behavior, which allows you to make decisions about the choice of the operating mode. Information processes associated with the attack can be described as:

\[ A = (K, Param) \]  

where \( K \) – type of attacks.

If it confines ourselves to the simplest characteristic of attack detection, it is enough to use the initial data to construct the threshold value of the characteristics of the IS, i.e. use the estimated average values of the studied temporal characteristics of the subsystems recorded for various modes of operation of the investigated process. For example, for each of the types of attacks \( K \) recorded by exceeding the threshold value of the time series of the system \( S \), an anomalous traffic vector is generated.
Modeling the behavior of information flows showed that linear models do not provide an adequate assessment of the ongoing process for critical conditions. Based on the information received, it is possible to envisage the use of appropriate countermeasures aimed at combating a specific attack.

V. CONSTRUCTION OF MATHEMATICAL MODELS OF DETECTION NETWORK ATTACKS IN REAL TIME

Under TCP SYN Flooding conditions, the attacked server does not receive any hardware and software damage; after the attack is over, it quickly restores its normal state with a queue of half-open connections. The real damage is that a legitimate user cannot gain access to the attacked server. Thus, it makes sense to consider in detail the reasons for rejecting the SYN packet.

Actually, packet blocking - the SYN packet is blocked by the server due to the queue overflowing with half-open connections. The probability of blocking $p_{BLK}$ increases with the proposed load, decreases with an increase in capacity by the queue of half-open connections and a decrease in the timeout.

Short timeout - SYN packet is removed from the queue of half-open connections if the corresponding SYN ACK packet is not received before the timeout expires [10-11]. In the normal state, with proper server settings, the probability of this event can be neglected. However, if the timeout decreases under attack conditions, almost all remote users will be blocked.

Filter error - there is a non-zero probability that the SYN packet of a legitimate user will be blocked by the filter (error of the first kind, $p_F$). This may be due to the inefficiency of the recognition algorithm, the rejection strategy, preserving only repeated repeated request, etc.

The filter characteristics that affect the listed reasons for the loss of the SYN packet are considered below:

- The already mentioned error of the 1st kind can completely cancel the effect of using a filter;
- $p_0$ - the probability of recognizing a fake SYN packet, reducing the likelihood $p_{BLK}$;
- deceleration coefficient, $Z$ - checking the SYN packet for compliance with the rules of legitimacy reduces server performance, reduces the rate of queue release of half-open connections, which also leads to an increase in $p_{BLK}$.

The value of timeout is chosen for reasons that the probability of the event time out in the queue of half-open connections time out" is small in the normal case. Denote the wait time $t_w$, and the probability of an event $t_w >$timeout through $q$.

Then $P(t_w >$timeout $) = 1 - P(t_w <$timeout $) = 1 - F($timeout $) = \exp(\mu_0 \ast$timeout $)$

$$q = \left[ \frac{\ln \mu_0}{\ln \text{timeout}} \right]_{\text{timeout}}$$

It can consider as a characteristic of the filter such a parameter as the delay with the activation of the filter, if the filter was deactivated. But analytical calculations and simulation experiments show its insignificant effect on the effectiveness of protection. As a server model under TCP SYN flooding, it is reasonable to use a Queuing system of the form $M/M/n/n$, where $n$ - is the volume of the queue of half-open connections. The probability of blocking $p_{BLK}$ was used as an attack metric. Obviously, when all packets are blocked, $p_{BLK} = 0$ and $p_0 = 1$, however, we get an unreasonably high $p_F = 1$, i.e. all legal clients are blocked, the situation is even worse than when the filter is disabled. It was also proposed to consider as a metric the ratio of the number of legal and fake SYN packets recorded in the queue of half-open connections: the higher the value of this parameter, the better the consequences of the attack are transferred. But high values of the mentioned ratio can correspond to high values of $p_F$.

In addition, if a very time-consuming computational procedure is used to verify the packet, it is checked repeatedly over independent channels, guaranteeing $p_F = 0$, $p_0 = 1$, but significantly slowing down the queue's release of half-open connections, the $p_{BLK}$ value will be unreasonably high. Thus, when simulating TCP SYN flooding, it is necessary to take into account all of the above parameters.

Model SYN cookies. If the attacker does not have the ability to intercept and crack cookies, the behavior of a queue of half-open connections can also be described by the process of death and reproduction [12-13]. The corresponding Markov chain has the same states as the Erlang loss model, and another additional state $g$ adjacent to $n$, which is responsible for generating cookies. In this case, the equilibrium equation for $p_{BLK}$ has the form

$$p_{BLK} \lambda \beta = \lambda \mu$$

where $\beta$ -cookie calculation intensity.

The effectiveness of protection is estimated by the formula

$$R = \frac{1}{1 + B(p, n)\beta}, \rho = \frac{\lambda}{\mu}, \mu = \frac{\lambda}{\beta}$$

where $B(p, n) = B$- Erlang formula.

SYN cache model. In the case of using the SYN cache protection mechanism, any incoming SYN packet is not blocked, but can be removed from the semi-open connection queue over time if, before receiving the corresponding ACK packet, $n$ or newer SYN packets arrived. The behavior of a queue of half-open compounds can also be described by a Markov chain with an absorbing state and a system of differential equations for the probabilities of a state can be obtained. But there is a simpler way. It follows from the initial assumption that the probability of rejecting a legitimate SYN packet is equal to the probability of $n$ or more packets arriving during an exponentially distributed time $t$, with a mathematical expectation equal to the average time between sending a SYN-ACK packet and receiving an ACK packet $(1/\mu)$. The number of received packets has a Poisson distribution with parameter $\lambda$.

From here

$$P_B = \sum_{i=1}^{\infty} \frac{(\lambda t)^i}{i!} e^{-\lambda t} = 1 - e^{-\lambda t} \sum_{n=0}^{n-1} \frac{(\lambda t)^n}{n!}$$
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Protection effectiveness indicator:

\[ R = 1 - p_B = \sum_{n=0}^{\infty} \frac{\lambda^n}{n!} e^{-(\lambda+\mu)x} \]

\[ = \frac{\mu}{\mu + \lambda} \sum_{n=0}^{\infty} \left( \frac{\lambda}{\lambda + \mu} \right)^n \quad (15) \]

Taking into account the properties of geometric progression, we obtain

\[ R = 1 - \left( \frac{\lambda}{\lambda + \mu} \right)^n = 1 - \left( \frac{\rho}{\rho + 1} \right)^n \quad (20) \]

Obviously, for the same parameters of the network environment and capacity, the queue of half-open connections, in the conditions of counteracting the SYN flooding attack, is preferable to strengthen the TCP/IP stack than to use the SYN cache mechanism.

VI. FLOWCHARTS OF THE ALGORITHM FOR DETERMINING NETWORK ATTACKS BASED ON THE PROPOSED MODELS FOR DETECTING NETWORK ATTACKS

Figure 6 shows the flowcharts of the algorithm for determining network attacks and the allocation of malicious traffic.

![Flowcharts of the algorithm for determining network attacks](Image)

**Figure 6 - The flowcharts of the algorithm for determining network attacks**

The first flowchart explains the algorithm for allocating malicious traffic; the second and third algorithm for determining the start of an attack. At the first step, subroutines are called to identify seasonal periods, calculate for them the permissible limit of the number of requests, and determine the beginning of the attack.

In the event of an attack, the algorithm splits the mixed traffic into two clusters, one containing malicious requests, the other trustworthy requests. These clusters are being specified. New queries are analyzed for belonging to a particular cluster and, by the result, are added to the corresponding cluster.

VII. CONCLUSION

To sum up, I propose the following outcomes regarding proposal paper:

- A network attack detection model has been developed as an indication of a security policy position, allowing complex attacks to be detected based on these signs.
- Based on the analysis of time series, a network attack detection model has been developed that allows identifying network attacks by a threshold value and determining the classes of attacks used by attacking hosts.
- A mathematical model for recognizing network attacks in real time has been worked out, which allows calculating the performance of information protection tools designed according to the principle of packet filtering to verify the legality of the packet.
- Based on the proposed models for detecting network attacks, an algorithm has been proposed for detecting and identifying network attacks, which allowto perform not all the enumeration of the possible classification features of network attacks, but limit it to a shortened enumeration.
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