Reconfiguration Decision-Making of IoT based Reconfigurable Manufacturing Systems
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Abstract: With the recent diversification of demands, manufacturing systems that can respond to multiple types of goods have become more important. In this circumstance, reconfigurable manufacturing systems (RMSs) that can provide flexible manufacturing with limited machine tools through reconfiguration have gained a lot of attention. As an RMS supports flexibility through layout reconfiguration, reconfiguration decision-making is very important and difficult. The development of IoT technology has made it possible to collect hidden information inside systems. This study focused on the reconfiguration decision-making system with the data acquisition system based on IoT technology. The decision-making system detected a reconfiguration situation and built a reconfiguration plan using the data collected by IoT sensors. The performance of the algorithm proposed in this study was verified in a simulation experiment. It was found that the algorithm had a stable performance under various reconfigurable situations. It is expected that the proposed system will help to improve the performance of RMS.
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1. Introduction

With the development of information and communication technologies or services (Internet, social media, etc.) and with the increased social diversification, a long tail market in which various products are consumed in a small quantity according to diverse preferences has been popular [1]. However, it is hard for a mass-production system to meet small demands efficiently. For this reason, the need for a new manufacturing system capable of responding to the long tail market has emerged.

An intelligent production system that highlights flexibility has been developed, and various relevant studies have been conducted [2]. As a result, various manufacturing systems such as flexible manufacturing systems (FMSs) and reconfigurable manufacturing systems (RMSs) have been suggested. In addition, various emerging technologies such as the Internet of Things (IoT), cloud system, and 3D printing have tried to be applied [3].

This study focused on RMSs with the IoT sensor system. An RMS is a production system that implements flexible responses to external and internal needs through the reconfiguration of modules [4]. With the concept of reconfiguration, RMS can implement flexibility with less cost when compared to a full flexibility manufacturing system. However, reconfiguration requires a complex decision-making process including the status of modules, line conditions, and surrounding environments. To make a proper reconfiguration decision, it is necessary to obtain a variety of information including detailed information in modules.
Recently, with the development of IoT technology, it is possible to collect the hidden data of a manufacturing system, which had never been collected previously. This study proposes a decision-making algorithm for reconfiguration that uses information obtained by the IoT sensors installed in RMS modules. The proposed system is expected to detect reconfiguration situations quickly to create appropriate reconfiguration planning and achieve fast stabilization after reconfiguration by using the IoT information.

The structure of this study is as follows. Section 2 describes the related studies and their differences with this study. Section 3 presents the features of the RMS and the application of the proposed system. We explain the application of IoT technology to the RMS in Section 4 and present the proposed reconfiguration decision-making process in Section 5. Section 6 describes the evaluation of the proposed system in a simulation experiment. Section 7 presents the achievements of this study and the follow-up research.

2. Related Works

A RMS can provide flexible manufacturing through reconfiguration. However, for a RMS to reach its potential, it is necessary to address various additional issues such as reconfiguration decision making and maintenance. Various studies have been conducted on these issues.

Bi et al. [1] described the definitions of RMS and technical situations by reviewing various studies on RMS. The research is meaningful to the point that it includes diverse definitions of RMS and provides an integrated view of RMS. Koren et al. [4] reviewed various studies on RMS and described a current research direction and the applicability of the latest technologies from many different perspectives. This study suggested various applications of emerging technologies (e.g., IoT, cloud computing, and artificial intelligence) to RMS. Minhas et al. [5] suggested reconfigurable strategies for RMS in various levels of the manufacturing system. The suggested strategies were applied to inter-cell levels, machining cell levels, and process monitoring system levels.

Xia et al. [6] studied an algorithm to generate a plan for the reconfiguration and maintenance of RMS. They proposed an algorithm for establishing a plan in consideration of each machine’s reliability and failure, and the costs for replacement and failure by applying a reconfigurable maintenance time window (RMTW). Koren et al. [7] proposed a genetic algorithm-based algorithm for reconfiguration decision-making in RMS, and suggested a reconfiguration decision-making method according to a certain productivity level. The method is for minimizing changes and maximizing productivity under restrictions of different available processes according to machines and of different required processes according to goods. Kumar et al. [8] focused on the reconfiguration of the assembly system of RMS and discussed the production planning algorithm for the assembly scheduled at a minimized reconfiguration cost and with maximized reconfiguration gains. They proposed an algorithm that had various objective functions considering cost and delay time for reconfiguration, work balance, due date, etc. Huang et al. [9] suggested a reconfiguration-points decision algorithm based on complexity. Information-based entropy theory was applied to calculate complexity. Based on complexity, the proposed algorithm calculated a machine state probability to make reconfiguration decisions.

Hsieh and Lin [10] suggested a negotiation-based planning algorithm for RMS. They assumed a manufacturing system with self-aware machines and applied the Petri-net to model the behavior of the system and suggested a negotiation policy for machine selection. Hsieh [11] suggested a meta-heuristic approach for dynamic process planning in RMS. He modeled the behavior of their self-aware manufacturing system with the Petri-net method, which applied a discrete particle swarm algorithm to solve the planning problem. The suggested algorithm performed well in a simulation experiment. Tang et al. [12] suggested a reconfiguration method for the holonic manufacturing system and proposed an agent-based approach, in which each machine negotiates for job allocation and connection with another machine. Their method is based on the assumption that entries of every demand trigger reconfiguration. Han et al. [13] researched the pallet-fixture allocation of reconfigurable modular cells and studied an algorithm for pallet and fixture allocation in an RMS.
The proposed algorithm was verified in simulation experiments and the results showed that the algorithm was applicable to the reconfiguration decision-making of pallets and fixtures.

With improvements in sensor technologies and telecommunication technologies, it is possible to acquire information rapidly from IoT sensors. To improve the performance of RMS, many studies have been conducted on the application of IoT sensors to RMSs.

Kurniadi and Ryu [14] discussed the problem of reconfiguration when IoT was applied to a RMS and suggested a reconfiguration planning algorithm to set a certain productivity level at a minimal cost. They also proposed a specialized simulation method to evaluate various reconfiguration plans. Bi et al. [15] reviewed the various application of IoT to the modern manufacturing system. They enlisted various features that were enabled by IoT applications. They set reconfigurability as the major goal of IoT application. Scholz et al. [16] suggested a modular reconfigure system based on 3D printing and introduced the concept of SMARTLAM, which is a reconfigurable system with image processing and IoT sensors.

Mourtzis et al. [17] suggested an IoT based monitoring system for shop floor control. They also suggested data acquisition modules and monitoring logics based on OPC-UA (Open Platform Communication - Unified Architecture) protocol. Mourtzis et al. [18] suggested an OPC-UA model for monitoring and data gathering in a general machine and included performance indicators, an evaluation process, a data management model, and data acquisition process management manufacturing systems based on a RMS.

Pellicciani et al. [19] tried to make a digital twin of an actual manufacturing site. To make a realistic digital environment, various inputs from IoT sensors were applied. They tried to enhance the changeability of a reconfigurable system with the digital twin. Ferreira et al. [20] suggested a web-based integration procedure for reconfigurable robotic cells through software structures and management logic with web-based control. Shin et al. [21] proposed a dynamic reconfiguration algorithm based on the cyber-physical system (CPS) environment. The algorithm was based on the support vector machine (SVM) method. The results of the algorithm selected the processing machine and route for each entering demand.

Most of the related studies focused on the management and installation of a manufacturing system based on a RMS, and only a few studies have focused on reconfiguration algorithms and strategies. Other studies that focused on reconfiguration and IoT applications have different assumptions such as self-awareness, reconfiguration without delay, job shop environment, or FMS environment, which are not popular in the current manufacturing systems. Therefore, this study supplemented existing researches by concentrating on reconfiguration decision-making algorithms for RMS using the advantages of IoT sensor application.

3. Concepts of Reconfigurable Manufacturing Systems (RMSs)

3.1. Definition of Reconfigurable Manufacturing System (RMS)

A concept of RMS was suggested in the 1990s when a small quantity batch production system emerged, which came to be widely known in the late 1990s by Koren. He defined RMS as a production system capable of reconfiguring hardware and software [22]. Since then, an RMS has been defined in the way of developing its application to the operation level, which is higher than the level of the manufacturing site, and recent studies have even considered reconfiguration on the rapid adoption of new manufacturing technologies and competitiveness [3,23]. This study defines an RMS as a manufacturing system that responds to external and internal changes through fast reconfiguration.

3.2. Factors in RMS

RMS considers four reconfigurable factors as shown in Figure 1 [1]. A reconfigurable machining system is a part that mainly includes machine tools and their assisting parts. It is key to a manufacturing process and a major reconfiguration target in RMS. A reconfigurable material-handling system serves the role to deliver materials and processed objects to each machine tool and to connect individual machine tools. A reconfigurable fixtureing system is related to the fixtures used
for transferring and fixing processed objects. A reconfigurable assembly system manages the reconfiguration of an assembly machine to finish a product. A reconfigurable software system manages the whole system and reconfigurable factors.

**Figure 1.** Reconfigurable factors in a reconfigurable manufacturing system (RMS).

In this study, reconfiguration was limited to machine tools in a factory of discrete manufacturing. The system suggested in the study builds a reconfiguration plan to respond to changes in diverse production situations.

### 3.3. Characteristics of RMS

A mass-production system is usually established based on a dedicated manufacturing system (DMS) that concentrates on certain work. The system has high productivity, but it is hard to manufacture different products. Although FMS and RMS have flexible responses, their productivity is lower than that of DMS.

Both FMS and RMS can provide flexible responses, but their levels are different. FMS concentrates on flexibility and supports flexible production without reconfiguration. Due to the cost of its excellent flexibility, the system has the lowest productivity. A RMS provides flexibility through reconfiguration. Due to the reconfiguration, RMS has lower productivity than DMS, but is better than FMS.

To offer the flexibility and productivity of RMS, it is essential to make reconfiguration decision-making efficient. If reconfiguration is made inefficient, it is possible to waste time due to frequent reconfiguration and low productivity. This study proposed a decision-making system with efficient reconfiguration using the data collected by IoT sensors.

### 4. Internet of Things (IoT) Based Data Collection System for RMS

#### 4.1. Necessity of Internet of Things (IoT) Application

Reconfiguration in RMS is triggered by various situations including machine problems, low productivity, a change in management strategy, and a change in regulation. To recognize this situation and make a fast and proper reconfiguration decision, it is necessary to gather various real-time data from the inside and outside of machines.

The data acquisition from the inside of a machine has very high costs. However, with the development of IoT sensor technologies, data acquisition costs are on the decrease, and it is possible to gather the hidden data in machines at a low cost. In this study, the suggested system tries to utilize IoT sensor data in reconfiguration decision-making. With the data from IoT sensors, it is possible to detect the reconfiguration needs from the inside.

After reconfiguration, the RMS has to spend time doing ramp-up and fine-adjustment between the modules [24]. Data acquired from machines and machine tools through IoT sensors can be utilized in this process. The IoT sensor data can accelerate data acquisition and reduce wasted time in the ramp-up process.
4.2. Data Acquisition and Flow in RMS

Data acquisition tools are installed at various points of the RMS, as shown in Figure 2. The data are acquired through IoT sensors in various levels of the RMS and are transferred to a factory management system. The sensors on machine tools collect the wear and crack data of tools, and the sensors on machines collect information on the inside of machines and the relationship with other modules. The collected data are gathered in a software system, transferred to the factory management system, and applied to reconfiguration decision-making.

![Diagram of data acquisition and flow in RMS](image)

**Figure 2.** Data acquisition and flow in the RMS.

In this study, the status data of RMS were acquired by a small module with wireless communication with the structure shown in Figure 3. In the data acquisition module, various IoT sensors are installed to detect the status of the attached module, the processing module to convert the analog signal to digits, and wireless and wired communication modules. As a low power technology was applied to the sensors and the data acquisition module, they work in a low power or small battery environment.

![Diagram of data acquisition module](image)

**Figure 3.** Structure of the data acquisition module.
Table 1 describes a list of sensors in the data acquisition module. With these sensors, tool abrasion, expansion, and crack and machine temperature, vibration, tilting, and connection between modules can be detected. Collected data are then applied to reconfiguration situation detection and decision-making, reconfiguration plan building, and reconfiguration completion check.

| Category                        | Sensor                        | Collecting Item                                      |
|---------------------------------|-------------------------------|------------------------------------------------------|
| Machine status                  | Thermometer                   | Internal temperature of a machine                    |
|                                 | 3-Axis vibration transducer   | Vibration during machining                           |
|                                 | Time of flight sensor         | Assembly status of machining tools                   |
|                                 | 3-Axis tilt sensor            | Tilted angle of an installed machine                 |
| Machine Tools and Parts status  | Surface roughness sensor      | Surface wear of tools                                |
|                                 | Time of flight sensor         | Cracks of tools                                      |
|                                 | Thermometer                   | Expansion of tools or parts                          |
|                                 | Hygrometer                    | Whether tools and parts are in place                 |
|                                 |                               | Temperature of factory                               |
|                                 |                               | Humidity of factory                                  |

5. Decision-Making System

5.1. Decision-Making Process

The detailed decision-making process from data collection to reconfiguration execution is illustrated in Figure 4. In this process, the RMS continuously reconfigures its structure to adjust the ability of the manufacturing system to meet the detected reconfiguring needs.

![Figure 4](image)

5.1.1. Reconfiguration Situations

Based on the data collected by the IoT sensors, current factory information, external information, and factory status were identified, and reconfiguration decisions were made. Without the data obtained by the IoT sensors, it would take longer to recognize a situation.

The situations that need reconfiguration decision-making are as follows: The first situation is changed in external factors such as changed sales strategies, revised government regulations, changed ratios of products, new products, and the introduction of new processes. In this case, it is required to make a reconfiguration decision to meet a given external goal.

The second situation is changed in internal factors such as failures of productivity goals, machine failures, and predicted failures of productivity. In this case, it is necessary to execute reconfiguration to deal with the situation. Table 2 presents the causes of situations that need reconfiguration decision-making.
Table 2. An example of reconfiguration situations.

| Category   | Situation                                                                 |
|------------|---------------------------------------------------------------------------|
| External   | Change of product mix: Introduction of new products changes in product combinations | Introduction of additional processes due to environmental regulation or additional features |
|            | Lack of productivity: Reconfiguration for enhancing the productivity of a production line |
| Internal   | Breakdown: Replacement due to sudden failure of the machine and reconfiguration |
|            | Preventive maintenance and reconfiguration according to tool life and internal condition |

5.1.2. Decision-Making Factors

When a situation for reconfiguration occurs, it is necessary to build a reconfiguration plan that includes the outcome and timing of reconfiguration. First, it is necessary to decide which machine is to be reconfigured and the outcome of reconfiguration. Then, the time schedule of each machine’s reconfiguration needs to be decided. This is scheduled in consideration of a reconfiguration time, the unavailable time of machines, and the current production plan. During reconfiguration, connected machines have to stop. Therefore, it greatly influences a production plan. In this study, a reconfiguration time was set based on the assumption that reconfiguration is possible after stopping related machines in the entire manufacturing line.

Through reconfiguration, a manufacturing system is modified to meet given goals such as a productivity level and a regulation change. As the current manufacturing system has a change through reconfiguration, it is natural to apply existing production policies such as a scheduling rule and an objective function to the reconfigured system. The result drawn by reconfiguration is operated and evaluated according to these policies. The dispatching rules for production scheduling generally applied include FIFO (first in first out), SPT (shortest processing time), and EDD (earliest due date). There are various target objective functions such as a due date and a level of productivity.

Before reconfiguration decision-making, it is required to determine the reconfiguration targets. For efficient reconfiguration, reconfiguration targets have to include both reconfigured modules and their related modules. The algorithm proposed in this study considers all modules as reconfiguration targets in reconfiguration planning and takes into account every available reconfiguration starting time.

5.2. Definition of Reconfiguration Problem

The problem of reconfiguration was modeled with integer programming. For the modeling, the parameters and decision variables were defined as shown in Table 3.

Table 3. Parameters and decision variables of integer programming.

| Category   | Detail                                                                 |
|------------|------------------------------------------------------------------------|
| Machine    | $l$: Index of line (1−|L|)                                           |
|            | $r$: Index of room for machines in each line (1−R)                     |
|            | $i$: Index of machine type (1−l)                                      |
|            | $m_r^l$: Initial type of $r^{th}$ machine in $l^{th}$ line            |
| Cost       | $c_i^l$: Installation cost of machine with machine type $i$ in $l^{th}$ line (without IoT) |
|            | $c_{penalty}$: Penalty of an unfulfilled demand                        |
|            | $i t_i^l$: Installation time of machine with machine type $i$ in $l^{th}$ line |
| Demands    | $t$: Index of demand type (1−|T|)                                      |
| $d_t$ | Index of demand with type $t$ before change (1~$D_t$) |
| $du_t^j$ | Due of demand $d_t$ with type $t$ |
| $p^{t,j}_l$ | Whether demand type $t$ is available in machine type $i$ in $l^{th}$ line (0 or 1) |
| $p^{t,j}_l$ | Process time of demand type $t$ in machine type $i$ in $l^{th}$ line. |
| $C^t_{dt}$ | Whether demand $d_t$ with demand type $t$ is canceled (0-cancelled or 1-not cancelled) |
| $R^{t}_{dt}$ | Whether change of demand $d_t$ with demand type $t$ is recognized in planning type (0-not recognized or 1-recognized) |
| $DC$ | Time when the demand change is recognized |
| $m^t_r$ | Changed type of $r^{th}$ machine in $l^{th}$ line (Integer) |
| $m^t_r$ | Whether machine type of $r^{th}$ machine in $l^{th}$ line is changed (0-not changed or 1-changed) |
| $rt^t_r$ | Reconfiguration time of $r^{th}$ machine in $l^{th}$ line (Integer) |
| $x^{t,l}_{dr,r}$ | Starting time of demand $d_t$ with type $t$ in $r^{th}$ machine in $l^{th}$ line (Integer) |
| $y^{t,l}_{dr,r}$ | Whether demand $d_t$ with type $t$ is processed by $r^{th}$ machine $l^{th}$ line before reconfiguration (0-not processed or 1-processed) |
| $y^{t,l}_{dr,r}$ | Whether demand $d_t$ with type $t$ is processed by $r^{th}$ machine $l^{th}$ line after reconfiguration (0-not processed or 1-processed) |
| $s^t_{dt}$ | Whether due of demand $d_t$ with type $t$ is satisfied (0-not satisfied or 1-satisfied) |

The objective function in Equation (1) considers four elements: the minimum number of the demands unfulfilled within due date, the minimum completion time of the whole production, the replacement cost for reconfiguration, and the minimum penalty of the demands unfulfilled within the due date. $\alpha$, $\beta$, $\gamma$, or $\delta$ is the weight value of each factor, respectively.

$$\min \left\{ \alpha \sum_t \sum_{d_t} s^t_{dt} C^t_{dt} + \beta \max_t \sum_{d_t} (x^{t,l}_{dr,r} + p^{t,l}_r) + \gamma \sum_t \sum_{d_t} m^t_r C^t_r + \delta \sum_t \sum_{d_t} C^t_{dt} (1 - s^t_{dt}) c_{penalty} \right\}$$  \hspace{1cm} (1)

The constraints are presented as follows:

$$x^{t,l}_{dr,r} \leq M \left( y^{t,l}_{dr,r} + y^{t+1,l}_{dr,r} \right) \hspace{1cm} (\forall t, d_t, l, r)$$  \hspace{1cm} (2)

$$x^{t,l}_{dr,r} > \sum_{r} x^{t,l-1}_{dr,r} + \sum_{i} p^{t,l-1}_{r,i} \hspace{1cm} (\forall t, d_t, l, r)$$  \hspace{1cm} (3)

$$0 + DC \times C^t_{dt} \leq \sum_{r} x^{t,l}_{dr,r} \hspace{1cm} (\forall t, d_t, l)$$  \hspace{1cm} (4)

$$\sum_{r} x^{t,l}_{dr,r} < du^t_{dt} + \left(1 - s^t_{dt}\right)M \hspace{1cm} (\forall t, d_t)$$  \hspace{1cm} (5)

$$\sum_{r} y^{t,l}_{dr,r} \leq 1 \hspace{1cm} (\forall t, d_t, l)$$  \hspace{1cm} (6)

$$\sum_{r} y^{t,l}_{dr,r} \leq 1 \hspace{1cm} (\forall t, d_t, l)$$  \hspace{1cm} (7)

$$\sum_{r} y^{t+1,l}_{dr,r} \leq \sum_{r} y^{t,l}_{dr,r} \hspace{1cm} (\forall t, d_t, l = 2 \cdots L)$$  \hspace{1cm} (8)

$$\sum_{r} y^{t,l-1}_{dr,r} \geq \sum_{r} y^{t,l}_{dr,r} \hspace{1cm} (\forall t, d_t, l = 2 \cdots L)$$  \hspace{1cm} (9)
\begin{align}
    \sum_{r}^{R} y_{d_{i},r}^{t_{l}} + \sum_{r}^{R} y_{d_{i},r}^{l_{l}} & \leq 1 (\forall t, d_{i}, l), \\
    (x_{d_{i},r}^{t_{l},l_{m}} + x_{d_{i},r}^{t_{l},l_{m}}) & \leq (1 - y_{d_{i},r}^{t_{l}}) + x_{d_{i},r}^{t_{l}} (\forall t \in T, d_{i}, l, r, d_{k} \in D_{i}/d_{i}) \\
    (x_{d_{i},r}^{t_{l},l_{m}} + x_{d_{i},r}^{t_{l},l_{m}}) & \leq M (1 - y_{d_{i},r}^{t_{l}}) + x_{d_{i},r}^{t_{l}} (\forall t \in T, d_{i}, l, r, d_{k} \in D_{i}/d_{i}) \\
    m_{r}^{t_{l}}(r_{t_{l}} + i_{t_{l}}) & \leq y_{d_{i},r}^{t_{l}}x_{d_{i},r}^{l_{l}} + y_{d_{i},r}^{t_{l}}x_{d_{i},r}^{l_{l}} (\forall t, d_{i}, l, r), \\
    r_{t_{l}}^{l_{l}} & \leq M y_{d_{i},r}^{t_{l}} + y_{d_{i},r}^{t_{l}}x_{d_{i},r}^{l_{l}} (\forall t, d_{i}, l, r), \\
    -M y_{d_{i},r}^{t_{l}} + y_{d_{i},r}^{t_{l}}x_{d_{i},r}^{l_{l}} & \leq r_{t_{l}}^{l_{l}} (\forall t, d_{i}, l, r), \\
    x_{d_{i},r}^{t_{l}} & \leq \begin{cases} 
    M (y_{d_{i},r}^{t_{l}} + 1 - \sum_{i}^{l} p_{i}) & (x_{d_{i},r}^{t_{l}} > t_{l}^{i}) \\
    M (y_{d_{i},r}^{t_{l}} + 1 - \sum_{i}^{l} p_{i}) & (x_{d_{i},r}^{t_{l}} < t_{l}^{i}) 
    \end{cases} (\forall t, d_{i}, l, r), \\
    y_{d_{i},r}^{t_{l}} & \leq p_{d_{i},m_{l}} (\forall t, d_{i}, l, r), \\
    y_{d_{i},r}^{t_{l}} & \leq p_{d_{i},m_{l}} (\forall t, d_{i}, l, r), \\
    0 & \leq m_{r}^{t_{l}} \leq l \\
    m_{r}^{t_{l}} & = \begin{cases} 1 \rightarrow & y_{d_{i},r}^{t_{l}} \neq y_{d_{i},r}^{t_{l}} \\
    0 \rightarrow & y_{d_{i},r}^{t_{l}} = y_{d_{i},r}^{t_{l}} 
    \end{cases} \\
    x_{d_{i},r}^{t_{l}} & \geq 0, \quad t_{l}^{i} \geq 0 (\forall t, d_{i}, l, r),
\end{align}

Equation (2) represents the constraint that a process can start only in the position with proper machine allocation. Equation (3) represents the constraint that the starting time of each process is set after a completion time of its previous process. Equation (4) represents the constraint that the starting time of work should be set after its recognition time. Equation (5) represents the constraint that it is necessary to check whether the final process is complete within the due date. Equations (6) and (7) represent the constraints that one process can be allocated to only one machine. Equations (8) and (9) represent the constraints of demand allocation to the original and reconfigured machines. Equation (10) represents the constraint that the process allocation should not be duplicated before and after reconfiguration.

Equations (11) and (12) represent the constraint that the starting time of a process should not interfere with the execution time of a different process in the same line. Equation (13) represents the constraint that the reconfiguration time of a machine should not overlap the execution time of the processes. Equations (14) and (15) represent the constraint that the allocation and start time of the process have to be fitted with an original or reconfigured machine. Equation (16) represents the constraint that the starting time of a process can be changed when the machine is skipped. Equations (17) and (18) represent the constraint that a process should be allocated in line with the type of machine installed. Equation (19) means that the type of reconfigured machine should be an available type. Equation (20) represents the constraint that it is necessary to check whether a type of machine is changed through reconfiguration. Equation (21) represents the positive condition of the decision variable related to time.

In this problem, there is a multiplicity of variables, and constraints are changed according to reconfiguration conditions. Therefore, this problem fails to meet the PSD (positive semi-definitive), which is the condition to solve an easily solved linear programming problem. In addition, it is impossible to find the optimal solution in a short time. Therefore, this study suggests a meta-heuristic algorithm based on a variable neighborhood search (VNS) algorithm and adopts a simulation approach in order to find a good solution within a short time.
5.3. Algorithm for Reconfiguration Planning

The neighborhood search-based algorithm reflects the neighborhood search algorithm for finding a local optimal solution. The VNS algorithm randomly shakes a solution to fend off convergence to a local optimal solution, as shown in Algorithm 1. A solution in the proposed VNS algorithm is the list of installed modules after reconfiguration, and the schedule of reconfiguration is confirmed in the evaluation process.

Algorithm 1: Process of VNS algorithm.

1. Generate neighbor structure \( N_i(k=1, \ldots, k_{\text{max}}) \)
2. Generate initial solution \( x \)
3. \( k=1 \)
4. Repeat until \( k = k_{\text{max}} \)
   4.1. Shaking: Randomly select one of the neighbor structure \( N_i(x) \) of solution \( x \) to randomly select \( x' \) from \( N_i(x) \)
   4.2. Local search by VNS
      4.2.1. \( l=1 \)
      4.2.2. Repeat until \( l = l_{\text{max}} \)
         4.2.2.1. Search best neighbor \( x' \) from \( N_i(x') \) and set as \( x'' \)
         4.2.2.2. if \( x'' \) is better than \( x' \), replace \( x' \) to \( x'' \) and set \( l = 1 \)
         4.2.2.3. if not, set \( l = l + 1 \)
   4.3. Local search: Compare \( x \) and \( x'' \)
      4.3.1. if \( x'' \) is better than \( x \), replace \( x \) as \( x'' \) and set \( k = 1 \)
      4.3.2. if not, set \( k = k + 1 \)

5.3.1. Generation of Initial Solution

In this study, an initial solution was generated randomly. To generate the initial solution, the algorithm randomly changes the initial type of an installed module with a 20% probability. If there are modules that must be changed, the algorithm changes them in the initial solution generation step.

After that, if the process, which is essential in the given demand combination, is not available in a modified solution, one of the machines is randomly selected and is changed into the machine executing the missed process. In this way, it is possible to build a solution line that can respond to the purposes of reconfiguration.

5.3.2. Factory Layout and Neighbor Structure

The setting of a neighboring structure depends on the structure of a manufacturing system. The flow shop with gantry type structure is assumed in this study, as shown in Figure 5. In this assumption, a gantry manages products in each process step, and multiple machines work simultaneously.

To generate a neighbor structure, it is necessary to define the structure of neighbors. In this study, \( L \) neighbor structures were generated in the way of selecting one machine from line \( l \) \((1\leq l\leq L)\) and removing it or changing its type. Accordingly, the generated neighbor structure \( N_i \) is the neighbor structure in which the machine in the line \( l \) is changed.

In addition, a different neighbor structure was generated in the way of selecting machines one by one in two different lines and exchanging their types. Through this process, additional \( L(L-1)/2 \) neighbor structures were introduced.
5.3.3. Evaluation of Solution

With the reconfiguration result in a solution, the solution is evaluated. A production schedule contains a reconfiguration schedule that is created according to the existing scheduling rules. It is assumed that reconfiguration is executed without any suspension of jobs in the process and only in between jobs.

In this step, every available reconfiguration time is generated, and a reconfiguration schedule with the best performance is selected as the final reconfiguration plan. The flow of the process is illustrated in Figure 6.

![Figure 5. An example of a gantry type system.](image)

![Figure 6. The reconfiguration planning process.](image)
For the evaluation of a solution, Equation (22), which is the objective function of integer programming, calculates the adjusted values of coefficients $\alpha$, $\beta$, $\gamma$, and $\delta$. The number of satisfying demands and finishing time are first considered in the evaluation of a solution. Replacement and delay costs are divided by their maximum cost and then added.

$$
\sum_{t'} \sum_{d_t'} s_{d_t'}^t C_{d_t'}^t + \max_{t',d_t',r} \left( x_{d_t',r}^{t'} + p_{m_t'}^{t'} \right) + \frac{\sum_{d_t'} \sum_{m_t'} \sum_{l_r}^m m_{d_t',r}^l c_{l_r}^l}{\sum_{d_t'} \sum_{l_r}^m c_{l_r}^l} + \frac{\sum_{d_t'} \sum_{m_t'} \sum_{l_r}^m c_{d_t',r}^l (1 - s_{d_t'}^t) c_{\text{penalty}}}{\sum_{d_t'} \sum_{l_r}^m c_{l_r}^l c_{\text{penalty}}} \tag{22}
$$

6. Experimental Verification

6.1. Experimental Setting

In this study, the performance of the proposed system was verified in a simulation experiment. The experiment was conducted on the assumption that reconfiguration was executed in the gantry-type system as shown in Figure 6.

The simulation program was written with C#. In the solution evaluation step, Arena simulator was applied to the simulation model presented in Figure 7. This simulation model reflects a gantry-type manufacturing system with six processes with rooms for five parallel machines where the decision modules to assign jobs to a machine are positioned before each stage.

![Figure 7. A simulation model with Arena.](image)

The computer used for the experiment had an Intel Core i5 4690 CPU (Central Processing Unit) and 12 GB RAM (Random Access Memory). The production system in the simulation experiment had the attributes shown in Table 4, and the time unit of a schedule was a day.
Table 4. Setting of simulation factory.

| Category                      | Item                                      | Setting |
|-------------------------------|-------------------------------------------|---------|
| Characteristics of factory    | Length of the whole line                  | 6       |
|                               | Number of installable machines per process | 5       |
|                               | Type of machines (per each process)       | 3       |
|                               | Reconfiguration cost                      | 5000    |
|                               | Penalty of an unfulfilled demand          | 1000    |
| IoT Sensor                    | Delay in recognizing reconfiguration situation when IoT sensor is not used | 5 days  |
|                               | Delay in finishing reconfiguration when IoT sensor is not used | 5 days  |
|                               | Installation cost of IoT sensors          | 1000    |

Based on the data in Table 4, the simulation experiment was conducted in various factory environments. Dispatching rules of FIFO, SPT, and EDD were applied and compared. In the case of factory demands, two types were applied according to the number of production processes, and their values were randomly set as shown in Table 5.

Table 5. Parameters of demands.

| Category          | Item                                      | Setting       |
|-------------------|-------------------------------------------|---------------|
| Processing Time   | Minimum process time per process          | 1 day         |
|                   | Maximum process time per process          | 7 days        |
| Process           | Number of production processes            | 3 processes/6 processes |
|                   | Number of types per each process          | 3 types per process |
| Due               | Minimum due                               | Total process time + 1 day |
|                   | Maximum due                               | Total process time + 20 days |
| Quantity          | Total number of demands                   | 50            |
|                   | Type of demands                           | 10            |

In the experiment, the reconfiguration situations shown in Table 6 were taken into consideration. The experiment considered three types of scheduling rules, four reconfiguration situations, and two types of manufacturing process length based on the manufacturing system in Table 4.

Table 6. Reconfiguration situations in simulation experiment.

| No. | Situation                                      | Prediction  | Remarks                                      |
|-----|-----------------------------------------------|-------------|----------------------------------------------|
| 1   | Change of production ratio                    | Unpredictable|                                              |
|     | Introduction of additional processes          |             |                                              |
| 2   | Insert additional processes one week after starting | Predictable |                                              |
| 3   | Breakdown                                    | Unpredictable| Delay in recognition when IoT is not used |
|     | machine and subsequent reconfiguration       |             |                                              |
| 4   | Preventive maintenance and reconfiguration are planned after one week | Predictable |                                              |

6.2. Result Analysis

The system suggested in this study provided its efficiency in various reconfiguration situations. The experimental results according to IoT application and reconfiguration situations are presented in Table 7. The ‘performance ratio compared without reconfiguration’ means a value when the number of the demands fulfilled without reconfiguration within the due date is compared with the number of the fulfilled demands with reconfiguration. The mean value of the satisfied demands without reconfiguration was 35.62 and was used as a reference value for performance comparison.
Table 7. Experimental result according to IoT application and reconfigurable situations.

| IoT     | Situation | Number of Satisfied Demands | Performance Ratio Compared without Reconfiguration (%) | Total Cost | Calculation Time (sec) |
|---------|-----------|-----------------------------|------------------------------------------------------|------------|------------------------|
| Applied | 1         | 29.53                       | 82.92                                               | 2047.3     | 92.02                  |
|         | 2         | 30.69                       | 86.15                                               | 2057.1     | 89.25                  |
|         | 3         | 28.19                       | 79.14                                               | 3972.4     | 97.6                   |
|         | 4         | 29.97                       | 84.15                                               | 4020       | 93.68                  |
|         | 1         | 27.37                       | 76.85                                               | 2116.9     | 97.81                  |
| Not     | 2         | 29.91                       | 83.96                                               | 1975.5     | 87.17                  |
| applied | 3         | 22.77                       | 63.92                                               | 1884.8     | 89.38                  |
|         | 4         | 28.12                       | 78.94                                               | 2025.3     | 86.91                  |
| Average |           | 28.32                       | 79.50                                               | 2,512.41   | 91.73                  |

The IoT based system in four reconfiguration situations was expected to spend an additional cost. However, there was no big difference in cost, however, in performance comparison, the system performance was significantly different before reconfiguration and after reconfiguration. Situations 1 and 2 (changes in demands) had lower average performance than situations 3 and 4 (changes in machines), which seems to be because of delays in the schedule made by the forced reconfiguration of machines, and more machine replacement caused more cost. When IoT was not applied, situations 2 and 4 (easy prediction and the prior application to a plan) were less different from situations 1 and 3.

There were more delayed demands and lower cost gains when IoT was not applied than when IoT was applied. This is because the delay made was due to a situational awareness delay and the prolonged time for stabilization after reconfiguration often caused the demand to exceed the deadline in reconfiguration situation 3.

The different performance of the model according to the number of processes for production is presented in Table 8. When there were more processes, it took more time to devise a reconfiguration plan. The greater the number of processes, the lower the reconfiguration performance. This is because, in a greater number of processes, individual demands are highly likely to be influenced by reconfiguration delay, which in turn leads to a higher cost.

Table 8. Experimental result according to the number of processes and reconfigurable situations.

| Number of Processes | Situation | Number of Satisfied Demands | Performance ratio Compared without Reconfiguration (%) | Total Cost | Calculation Time (sec) |
|---------------------|-----------|-----------------------------|------------------------------------------------------|------------|------------------------|
| 3                   | 1         | 28.85                       | 80.99                                               | 1781.2     | 82.14                  |
|                     | 2         | 32.31                       | 90.71                                               | 1143.4     | 86.59                  |
|                     | 3         | 27.71                       | 77.80                                               | 2897.9     | 74.90                  |
|                     | 4         | 31.13                       | 87.40                                               | 2917.7     | 81.27                  |
|                     | 1         | 28.06                       | 78.77                                               | 2383.0     | 107.48                 |
| 6                   | 2         | 28.28                       | 79.41                                               | 2889.2     | 100.60                 |
|                     | 3         | 23.24                       | 65.25                                               | 2959.3     | 108.03                 |
|                     | 4         | 26.96                       | 75.69                                               | 3127.6     | 92.81                  |

The experimental results, according to scheduling rules, are presented in Table 9 where it can be observed that the results followed the characteristics of the scheduling rules. According to the experiment, the rule that showed the best performance in terms of the number of satisfied demands was EDD, which was directly related to the due date. FIFO and SPT had similar performances, though SPT was a little better. Regarding the comparison between with and without reconfiguration, the three rules had a similar value in terms of the performance ratio. This reveals that a reconfiguration...
plan is not greatly influenced by the type of scheduling rules and indicates that the proposed system can be applied to various scheduling rules and situations.

Table 9. Experimental result according to scheduling rule and reconfigurable situations.

| Rule | Situation | Number of Satisfied Demands | Performance ratio Compared without Reconfiguration (%) | Total Cost | Calculation Time (sec) |
|------|-----------|----------------------------|--------------------------------------------------------|------------|------------------------|
| FIFO |           |                            |                                                        |            |                        |
| 1    |           | 27.33                      | 83.35                                                  | 2082.70    | 93.56                  |
| 2    |           | 24.58                      | 74.95                                                  | 2000.37    | 95.41                  |
| 3    |           | 23.58                      | 71.91                                                  | 2928.02    | 90.73                  |
| 4    |           | 29.02                      | 88.49                                                  | 3022.61    | 85.06                  |
| 1    |           | 27.71                      | 82.13                                                  | 2083.00    | 92.93                  |
| SPT  |           |                            |                                                        |            |                        |
| 2    |           | 26.48                      | 78.51                                                  | 1992.40    | 96.31                  |
| 3    |           | 24.21                      | 71.78                                                  | 2927.75    | 90.36                  |
| 4    |           | 29.03                      | 86.04                                                  | 3022.59    | 84.07                  |
| 1    |           | 30.32                      | 75.18                                                  | 2080.55    | 97.94                  |
| 2    |           | 39.83                      | 98.75                                                  | 2056.09    | 89.06                  |
| EDD  |           |                            |                                                        |            |                        |
| 3    |           | 28.64                      | 71.01                                                  | 2929.95    | 93.30                  |
| 4    |           | 29.09                      | 72.13                                                  | 3022.80    | 91.99                  |

According to the experimental results, the IoT based reconfiguration system was able to respond to various reconfiguration situations, which the dedicated production system failed to respond to. The reconfigured plan, which was created through the proposed algorithm, showed 79% performance improvement compared to the case where reconfiguration was not applied. Compared to the FMS that does not require reconfiguration, the expected performance degradation was not significant. Therefore, if the system proposed in this study is applied to RMS, it is expected to help to produce various goods through reconfiguration without a large delay.

7. Conclusions

Various types of manufacturing systems have been tried to realize flexible manufacturing. RMS is one of the solutions to enable flexibility. This study proposed an algorithm for reconfiguration decision-making of RMS with IoT sensors. Generally, machines in RMS can change their available tasks through reconfiguration.

A RMS requires reconfiguration to offer flexibility. Therefore, managers of RMS need to make reconfiguration decisions efficiently. To make a good decision, it is required to collect various information in and out of machines. This study proposed a variable neighborhood search (VNS) based reconfiguration decision-making algorithm to create a reconfiguration plan with the use of an IoT sensor-based data acquisition system for RMS. We used a simulation approach to evaluate a reconfiguration plan and VNS to find an improved solution. Through the simulation experiment in various environments, the performance of the proposed algorithm was verified. In the experiment, the algorithm proposed in this study delivered excellent performance in reconfiguration situations.

As a result of the simulation experiments, the advantages of IoT sensor applications outweighed the cost of the sensors. IoT sensors make it possible to respond quickly to an unpredicted situation and rapid ramp-up. The simulation experiment revealed that the suggested system suppressed the performance degradation made after reconfiguration at a stable level in various scheduling rules.

This study proposed a reconfiguration decision-making algorithm for RMS, which reflects the characteristics of the flow shop with reconfiguration functions. It applied realistic assumptions in the ramp-up process and recognition of the situation. It is expected that the proposed algorithm can be applied to an actual factory. However, in this study, reconfiguration was limited to machines. In the future, a reconfiguration decision-making algorithm that covers jigs, fixtures, conveyors, and tools will be researched. Additionally, the following research will be conducted on other different
reconfiguration situations than the situations set in this study. In this way, it is expected to develop an applicable reconfiguration decision-making system for a RMS.
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