PRESENTATIONS OF DIAGRAM CATEGORIES

MENGWEI HU

Abstract. We describe the planar rook category, the rook category, the rook-Brauer category, and the Motzkin category in terms of generators and relations. We show that the morphism spaces of these categories have linear bases given by planar rook diagrams, rook diagrams, rook-Brauer diagrams, and Motzkin diagrams.
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1. Introduction

Let \( t \) be an element in an arbitrary commutative ring \( k \). Let \( k, l \) be two nonnegative integers. The partition algebra \( P_k(t) \) arose in the work of P. Martin [Mar94] and later, independently, in the work of V. Jones [Jon94]. The partition algebra \( P_k(t) \) has a linear basis given by all partition diagrams of type \( \binom{k}{l} \). A partition of type \( \binom{l}{k} \) is a set partition of \( \{1, \cdots, k, 1', \cdots, l'\} \), and the elements of the partition are called blocks. For convenience, we represent a partition of type \( \binom{l}{k} \) by a diagram called a partition diagram with \( k \) vertices in the bottom row, labeled by \( 1, \cdots, k \) from left to right, and \( l \) vertices in the top row, labeled by \( 1', \cdots, l' \) from left to right. We draw edges connecting vertices so that the connected components of the diagram are the blocks of the partition. For example,

![Partition Diagram Example](image)

is a partition diagram of type \( \binom{7}{3} \). Composition of partition diagrams is given by vertical stacking; see Section 3.2 for more details. A partition is planar if it can be represented as
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a diagram without edge crossings inside of the rectangle formed by its vertices. There are many interesting subalgebras of \( P_k(t) \).

\[
PP_k(t) = \{ D \in P_k(t) \mid D \text{ is planar} \},
\]

\[
RB_k(t) = \{ D \in P_k(t) \mid \text{all blocks of } D \text{ have size at most } 2 \},
\]

\[
M_k(t) = RB_k(t) \cap PP_k(t),
\]

\[
B_k(t) = \{ D \in P_k(t) \mid \text{all blocks of } D \text{ have size } 2 \},
\]

\[
TL_k(t) = B_k(t) \cap PP_k(t),
\]

\[
R_k(t) = RB_k(t) \cap \{ D \in P_k(t) \mid \text{vertices in the same block of } D \text{ lie in distinct rows} \},
\]

\[
PR_k(t) = R_k(t) \cap PP_k(t).
\]

The subalgebras \( RB_k(t), M_k(t), B_k(t), TL_k(t), R_k(t), PR_k(t) \) are called the \textit{rook-Brauer algebra}, the \textit{Motzkin algebra}, the \textit{Brauer algebra}, the \textit{Temperley-Lieb algebra}, the \textit{rook algebra}, and the \textit{planar rook algebra} respectively. Similarly, we can give the definitions of \textit{rook-Brauer diagrams}, \textit{Motzkin diagrams}, \textit{Brauer diagrams}, \textit{Temperley-Lieb diagrams}, \textit{rook diagrams}, and \textit{planar rook diagrams}, which do not require the bottom rows and the top rows have equal numbers of vertices.

Presentations of the algebras \( P_k(t), R_k(t), PR_k(t), B_k(t), TL_k(t), RB_k(t), \) and \( M_k(t) \) can be found in [HR05], [Lip96], [Her06], [KM06], [Kau90], [Hd14], and [BH14] respectively. However, these presentations involve many relations, and the number of relations increases as \( k \) increases. A more efficient way to study such algebras is to define strict \( k \)-linear monoidal categories whose endomorphism algebras are precisely these algebras. For instance, the definitions of the partition category, the Brauer category, the Temperley-Lieb category can be found in [Del07], [LZ15], [Che14] respectively. However, the rook category, the planar rook category, the rook-Brauer category, and the Motzkin category have not appeared in the literature yet.

This paper is an attempt to give the definitions of the rook category, the planar rook category, the rook-Brauer category, and the Motzkin category in terms of generators and relations. The organization of this paper is as follows. In Section 2, we review strict \( k \)-linear monoidal categories and string diagrams. In Section 3, we recall the definition of the partition category \( \mathcal{P}ar(t) \), and we give some decompositions of partition diagrams. In Section 4, we define the planar rook category \( \mathcal{PR}(t) \) in terms of generators and relations, and we show that the morphism spaces of the planar rook category \( \mathcal{PR}(t) \) have linear bases given by all planar rook diagrams. Following similar procedures, we discuss the rook category \( \mathcal{R}(t) \), the rook-Brauer category \( \mathcal{RB}(t) \), and the Motzkin category \( \mathcal{M}(t) \) in Sections 5 to 7.

All the categories we define in this paper are subcategories of the partition category. Recently, in [NSR19], the partition category was embedded in the Heisenberg category. Therefore, all the categories we define here are also embedded in the Heisenberg category.

\textbf{Notation.} Throughout, let \( k \) denotes an arbitrary commutative ring. Let \( \mathbb{N} \) denote the additive monoid of nonnegative integers.

\textbf{Acknowledgements.} This research project was supported by the Mitacs Globalink, the China Scholarship Council, and the University of Ottawa, and supervised by Professor Alistair Savage. The author would like to express her sincere gratitude to Professor Alistair Savage for his patience and guidance throughout the whole project.
2. Strict $\mathbb{k}$-linear monoidal categories and string diagrams

2.1. Strict $\mathbb{k}$-linear monoidal categories. We give here a quick review of strict $\mathbb{k}$-linear monoidal categories. We follow the definitions given in [TV17, §1] and [Sav18, §3].

**Definition 2.1.** A strict monoidal category $(\mathcal{C}, \otimes, 1)$ is a category $\mathcal{C}$ equipped with
- a bifunctor (the tensor product) $\otimes: \mathcal{C} \times \mathcal{C} \to \mathcal{C}$, and
- a unit object $1$,

such that, for all objects $X, Y,$ and $Z$ of $\mathcal{C}$, we have

\begin{align*}
(1.1) \quad (X \otimes Y) \otimes Z &= X \otimes (Y \otimes Z), \\
(1.2) \quad 1 \otimes X &= X = X \otimes 1,
\end{align*}

and, for all morphisms $f, g,$ and $h$ of $\mathcal{C}$, we have

\begin{align*}
(1.3) \quad (f \otimes g) \otimes h &= f \otimes (g \otimes h), \\
(1.4) \quad 1_1 \otimes f &= f = f \otimes 1_1.
\end{align*}

Here, and throughout the document, $1_X$ denotes the identity endomorphism on object $X$.

For convenience, we often denote the strict monoidal category $(\mathcal{C}, \otimes, 1)$ simply by $\mathcal{C}$.

Note that, in a (not necessarily strict) monoidal category, the equalities in Definition 2.1 are replaced by isomorphisms, and one imposes certain coherence laws. (See [TV17, §1.2.1] for more details.) However, one version of Mac Lane’s coherence states that every monoidal category is monoidally equivalent to a strict one. (See [Kas95, §10.5] or [Sch01] for a proof.) Therefore, we do not lose much by assuming monoidal categories are strict.

**Definition 2.2.** A $\mathbb{k}$-linear category is a category $\mathcal{C}$ such that
- for any two objects $X$ and $Y$ of $\mathcal{C}$, the morphism space $\text{Hom}_\mathcal{C}(X, Y)$ is a $\mathbb{k}$-module,
- composition of morphisms is $\mathbb{k}$-bilinear:

\[
\begin{align*}
\alpha \circ (\alpha g + \beta h) &= \alpha (\alpha f + \beta f) + \beta (\alpha g + \beta g), \\
(\alpha f + \beta g) \circ h &= \alpha (f \circ h) + \beta (g \circ h),
\end{align*}
\]

for all $\alpha, \beta \in \mathbb{k}$ and morphisms $f, g,$ and $h$ such that the above operations are defined.

A strict $\mathbb{k}$-linear monoidal category is a category that is both strict monoidal and $\mathbb{k}$-linear, and such that the tensor product of morphisms is $\mathbb{k}$-bilinear:

\[
\begin{align*}
\alpha f \otimes (\alpha g + \beta h) &= \alpha (f \otimes g) + \beta (f \otimes h), \\
(\alpha f + \beta g) \otimes h &= \alpha (f \otimes h) + \beta (g \otimes h),
\end{align*}
\]

for all $\alpha, \beta \in \mathbb{k}$ and morphisms $f, g,$ and $h$.

**Definition 2.3.** Let $(\mathcal{C}, \otimes, 1_\mathcal{C})$ and $(\mathcal{D}, \otimes, 1_\mathcal{D})$ be two strict $\mathbb{k}$-linear monoidal categories. A strict $\mathbb{k}$-linear monoidal functor from $\mathcal{C}$ to $\mathcal{D}$ is a functor $F: \mathcal{C} \to \mathcal{D}$ such that
- $F(X \otimes Y) = F(X) \otimes F(Y)$, for all objects $X, Y$,
- $F(f \otimes g) = F(f) \otimes F(g)$, for all morphisms $f, g$,
- $F(1_\mathcal{C}) = 1_\mathcal{D},$

and its action on the morphism space is $\mathbb{k}$-linear, that is, for all objects $X, Y$, the map

\[
\text{Hom}_\mathcal{C}(X, Y) \to \text{Hom}_\mathcal{D}(F(X), F(Y)), \quad f \mapsto F(f)
\]

is $\mathbb{k}$-linear.
2.2. **String diagrams.** There is a very intuitive way to represent strict monoidal categories — *string diagrams*. We give a brief introduction to string diagrams here. Interested readers should refer to [TV17, §2.1] or [Sav18, §2.3] for more details.

Given a strict monoidal category \( \mathcal{C} \), the identity endomorphism \( \text{id}_X \) of an object \( X \) of \( \mathcal{C} \), a morphism \( f : X \to Y \) in \( \mathcal{C} \), the composition of two morphisms \( f : X \to Y \) and \( g : Y \to Z \), the tensor product of two morphisms \( f : X \to Y \) and \( g : Z \to W \) can be drawn as the following diagrams:

\[
\text{id}_X = \begin{array}{c}
X \\
\end{array}, \quad f = \begin{array}{c}
Y \\
\end{array}, \quad f \circ g = \begin{array}{c}
Z \\
\end{array}, \quad f \otimes g = \begin{array}{c}
Y \\
W \\
\end{array}.
\]

Sometimes, we would omit the object labels \( X, Y, Z, W, \cdots \) when they are clear or unimportant. Furthermore, we would like to mention the important *interchange law* for strict monoidal categories:

\[
(2.5) \quad \begin{array}{c}
\end{array} = \begin{array}{c}
\end{array} = \begin{array}{c}
\end{array}.
\]

In a strict monoidal category, we have two kinds of compositions: the traditional composition, which is called the *vertical composition*, and the tensor product, which is called the *horizontal composition*. When drawing string diagrams, the vertical composition \( f \circ g \) is obtained by stacking \( f \) above \( g \), and the horizontal composition \( f \otimes g \) is obtained by juxtapositing \( g \) on the right of \( f \).

2.3. **Presentations.** Just as one can define associative algebras via generators and relations, one can also define strict \( k \)-linear monoidal categories in this way. We follow the definition given in [Sav18, §3].

To define a strict \( k \)-linear monoidal category via a presentation, we should specify a set of generating objects, a set of generating morphisms, and some relations on morphisms (not on objects!). If \( \{ X_i : i \in I \} \) is our set of generating objects, then an arbitrary object in our category is a finite tensor product of these generating objects:

\[
X_{i_1} \otimes X_{i_2} \otimes \cdots \otimes X_{i_n}, \ i_1, i_2, \cdots, i_n \in I, \ n \in \mathbb{N}.
\]

We think of \( 1 \) as being the "empty tensor product". If \( \{ f_j : j \in J \} \) is our set of generating morphisms, then we can take arbitrary tensor products and compositions (when domains and codomains match) of these generators, e.g.,

\[
(f_{j_1} \otimes f_{j_2} \otimes f_{j_3}) \circ (f_{j_4} \otimes f_{j_5}), \ j_1, j_2, j_3, j_4, j_5 \in J.
\]

When we define a strict \( k \)-linear monoidal category \( \mathcal{C} \) via a presentation, we get a very intuitive interpretation of both the vertical and horizontal compositions; however, we do not get much information about the \( k \)-linear structure on \( \mathcal{C} \). For example, we do not know...
whether the morphism space is finite-dimensional, or whether it has a linear basis without further discussions.

As a concrete example, we introduce the symmetric group category to the readers.

**Definition 2.4.** The symmetric group category $S$ is the strict $\mathbb{k}$-linear monoidal category with

- one generating object: $|$, 
- one generating morphism:
  $$\begin{array}{ccc}
  & \otimes & \\
  | & \rightarrow & | \otimes \\
  \end{array},$$
- two relations:
  $$\begin{array}{cc}
  & \\
  \begin{array}{c}
  \begin{array}{c}
  | \\
  \end{array}
  \end{array} & = & \begin{array}{c}
  \begin{array}{c}
  | \\
  \end{array}
  \end{array}
  \\
  \end{array} \quad \text{and} \quad
  \begin{array}{cc}
  & \\
  & \\
  \begin{array}{c}
  \begin{array}{c}
  | \\
  \end{array}
  \end{array} & = & \begin{array}{c}
  \begin{array}{c}
  | \\
  \end{array}
  \end{array}
  \\
  \end{array}.
  $$

Let $S_n$ denote the symmetric group of order $n$. Then the endomorphism algebra $\text{End}_S(|\otimes^n|)$ is isomorphic to the group algebra $\mathbb{k}S_n$. (See [Liu18, §6.2] for a precise proof.)

### 3. The partition category $\mathcal{P}ar(t)$

We recall the definition of the partition category following [Com16, §2] and [NSR19, §2].

#### 3.1. Partition diagrams.

We have defined partition diagrams in Section 1. Note that there may be more than one way to draw a partition. For example, the partition $\{\{1,3,1'\}, \{2,4\}, \{5,3',5'\}, \{7,2\}, \{6\}, \{4'\}\}$ of type $(5)$ can be depicted as

However, as long as two partition diagrams give rise to the same set partition, we consider them to be equivalent. We may omit the labels of the vertices when drawing partition diagrams if no confusion will be caused. We write $D: k \rightarrow l$ to indicate that $D$ is a partition of type $\binom{l}{k}$.

A block of size 1 is called a **singleton**. A vertex in a singleton is called an **isolated vertex**. Isolated vertices will play a vital role in our discussions of diagram categories. There is by convention just one partition of type $\binom{0}{0}$, and we denote the unique partition diagrams of types $\binom{1}{0}$ and $\binom{0}{1}$ by

$$\uparrow: 0 \rightarrow 1 \quad \text{and} \quad \downarrow: 1 \rightarrow 0.$$ 

Given two partitions $D': m \rightarrow k$, $D: k \rightarrow l$, one can stack $D$ on top of $D'$ to obtain a diagram $\begin{array}{c}
  \begin{array}{c}
  D \end{array}
  \end{array}$ with three rows of vertices. Let $\alpha(D,D')$ denote the number of connected components in $\begin{array}{c}
  \begin{array}{c}
  D \end{array}
  \end{array}$ all of whose vertices are in the middle row. Let $D \star D'$ denote a partition diagram of type $\binom{l}{m}$ with the following property: vertices are in the same block of $D \star D'$
if and only if the corresponding vertices in the top and bottom rows of \( \frac{D}{D'} \) are in the same block.

3.2. The partition category \( \mathcal{Par}(t) \). Fix \( t \in k \). The partition category \( \mathcal{Par}(t) \) is the strict \( k \)-linear monoidal category whose objects are nonnegative integers and, given two objects \( k, l \) of \( \mathcal{Par}(t) \), the morphism space \( \text{Hom}_{\mathcal{Par}(t)}(k, l) \) consists of all formal \( k \)-linear combinations of partitions of type \( \binom{t}{k} \). The vertical composition \( \circ \) is given by

\[
D \circ D' = t^{\alpha(D,D')} D \star D'
\]

for composable partition diagrams \( D \) and \( D' \), and extended by linearity. The tensor product \( \otimes \) is given as follows.

- on objects: \( k \otimes l = k + l, \ k, l \in \mathbb{N} \), with a unit object 0,
- on morphisms: \( D \otimes D' \) is obtained by horizontally juxtapositing \( D \) to the right of \( D' \).

For example, if

\[
D = \quad \text{and} \quad D' =
\]

then

\[
D' = \quad D \star D' = \quad \text{and} \quad D \circ D' = t^2
\]

Fix \( k \in \mathbb{N} \). The endomorphism algebra \( \text{End}_{\mathcal{Par}(t)}(k) \) is the partition algebra \( P_k(t) \) given in Section 1.

There are two opposite categories of the partition category \( \mathcal{Par}(t) \), denoted by \( \mathcal{Par}(t)^{\text{op}} \), which reverses the vertical composition, and \( \mathcal{Par}(t)^{\text{cop}} \), which reverses the horizontal composition; see [TV17, §1.2.2] for more details. The reflection of a partition diagram in a horizontal or vertical line is still a partition diagram. We can use this symmetry to define two involutions from the partition category \( \mathcal{Par}(t) \) to its opposite categories, which will simplify definitions and proofs a lot. The first involution \( * : \mathcal{Par}(t) \to \mathcal{Par}(t)^{\text{op}} \) takes each object to itself and takes each diagram to its reflection in a horizontal line, and the second involution \( \sharp : \mathcal{Par}(t) \to \mathcal{Par}(t)^{\text{cop}} \) takes each object to itself and takes each diagram to its reflection in a vertical line.

For example, if

\[
D = \quad \text{and} \quad D' =
\]

then

\[
D^* = \quad D^\sharp = \quad \text{and} \quad D \circ D' = t^2
\]

It is easy to check that \( (D^*)^* = D, \ (D_1 \circ D_2)^* = D_2^* \circ D_1^* \), \( (D_1 \otimes D_2)^* = (D_1)^* \otimes (D_2)^* \), and that \( (D^\sharp)^\sharp = D, \ (D_1 \circ D_2)^\sharp = D_2^\sharp \circ D_1^\sharp \), \( (D_1 \otimes D_2)^\sharp = D_2^\sharp \otimes D_1^\sharp \). Moreover, It is useful to point out that the particular sets of diagrams defined in Section 1 are left invariant by the involutions \( * \) and \( \sharp \).
Definition 3.1. Let $D$ be a partition of type $\binom{1}{k}$. We define the skeleton of $D$ to be the partition obtained by removing all the singletons from $D$, and we denote it by $\tilde{D}$.

For example, the skeleton of the partition diagram

$$D = \begin{array}{c}
\quad \\
\quad \\
\quad \\
\quad \\
\end{array}$$

is

$$\tilde{D} = \begin{array}{c}
\quad \\
\quad \\
\quad \\
\quad \\
\end{array}$$

Proposition 3.2. Every partition diagram $D$ has a decomposition $D = P_1 \circ \tilde{D} \circ P_2$ where $\tilde{D}$ is the skeleton of $D$ and $P_1, P_2$ are planar rook diagrams.

Instead of writing out a formal proof, we give an example to illustrate how to achieve this. Consider the following partition diagram.

$$D = \begin{array}{c}
\quad \\
\quad \\
\quad \\
\quad \\
\end{array} = \begin{array}{c}
\quad \\
\quad \\
\quad \\
\quad \\
\end{array} = \begin{array}{c}
\quad \\
\quad \\
\quad \\
\quad \\
\end{array} = P_1 \circ \tilde{D} \circ P_2$$

Note that this decomposition only uses the axioms of strict $k$-linear monoidal categories. Moreover, we have the following correspondences between diagrams and their skeletons.

| Diagrams       | Skeleons          |
|----------------|-------------------|
| rook diagram   | permutation diagram |
| rook-Brauer diagram | Brauer diagram   |
| Motzkin diagram        | Temperley-Lieb diagram |

Then, as a corollary of Proposition 3.2, we have

Corollary 3.3. (a) Every rook diagram $D$ has a decomposition $D = P_1 \circ S \circ P_2$ where $S$ is a permutation diagram and $P_1, P_2$ are planar rook diagrams.

(b) Every rook-Brauer diagram $D$ has a decomposition $D = P_1 \circ B \circ P_2$ where $B$ is a Brauer diagram and $P_1, P_2$ are planar rook diagrams.

(c) Every Motzkin diagram $D$ has a decomposition $D = P_1 \circ T \circ P_2$ where $T$ is a Temperley-Lieb diagram and $P_1, P_2$ are planar rook diagrams.

Apart from the above decompositions given in Corollary 3.3, rook diagrams and rook-Brauer diagrams have other decompositions given in the following proposition.

Proposition 3.4. (a) Every rook diagram $D$ has a decomposition $D = S \circ P$ where $S$ is a permutation diagram, and $P$ is a planar rook diagram.

(b) Every rook-Brauer diagram $D$ has a decomposition $D = B \circ P$ where $B$ is a Brauer diagram, and $P$ is a planar rook diagram.

(c) Every rook-Brauer diagram $D$ has a decomposition $D = S \circ M$ where $S$ is a permutation diagram and $M$ is a Motzkin diagram.
Instead of writing out formal proofs, we will give examples to illustrate how to obtain such decompositions. Consider the following rook diagram.

\[ D = \text{\includegraphics{rook_diagram}} = S \circ P \]

Consider the following rook-Brauer diagram.

\[ D = \text{\includegraphics{rook_brauer_diagram}} = B \circ P \]

Consider the following rook-Brauer diagram.

\[ D = \text{\includegraphics{rook_brauer_diagram}} = M \circ S \]

These decompositions are not unique because we can drag the green vertices or the green caps to any other places in the middle rows.

**Remark 3.5.**

(a) In Proposition 3.4, the decompositions (a) and (b) only use the axioms of the strict \( k \)-linear monoidal category and the fact that \( \uparrow \) can pass through the braiding \( \otimes \). The decomposition (c) also uses the fact that the cap map \( \cup \) can pass through the braiding. That is why these decompositions also hold in the diagram categories we define later, which contain fewer relations.

(b) Another proof for Proposition 3.4(a) will be given in the end of Section 5.1.

**Corollary 3.6.**

(a) Every rook diagram \( D \) has a decomposition \( D = P \circ S \) where \( S \) is a permutation diagram, and \( P \) is a planar rook diagram.

(b) Every rook-Brauer diagram \( D \) has a decomposition \( D = P \circ B \) where \( B \) is a Brauer diagram, and \( P \) is a planar rook diagram.

(c) Every rook-Brauer diagram \( D \) has a decomposition \( D = M \circ S \) where \( M \) is a permutation diagram, and \( S \) is a Motzkin diagram.

**Proof.** We only prove (a) here. The proof of the other two is similar. Consider a rook diagram \( D \). Then the diagram \( D^* \) is still a rook diagram. By Proposition 3.4(a), the rook diagram \( D^* \) has a decomposition \( D^* = S \circ P \), where \( S \) is a permutation diagram, and \( P \) is a planar rook diagram. Then by taking the involution again, we have

\[ D = (D^*)^* = (S \circ P)^* = P^* \circ S^*, \]

where \( S^* \) is a permutation diagram, and \( P^* \) is a planar rook diagram. \( \square \)

**Theorem 3.7.** As a strict \( k \)-linear monoidal category, the partition category \( \mathcal{P}ar(t) \) is generated by the object 1 and the morphisms

\[ \mu = \text{\includegraphics{mu}} : 2 \to 1, \quad \delta = \text{\includegraphics{delta}} : 1 \to 2, \quad s = \text{\includegraphics{s}} : 2 \to 2, \quad \eta = \text{\includegraphics{eta}} : 0 \to 1, \quad \varepsilon = \text{\includegraphics{epsilon}} : 1 \to 0, \]
subject to the following relations and their transforms under $\ast$ and $\sharp$:

\begin{align*}
(3.1) & \quad = \text{[diagram]} & & = \text{[diagram]} \\
(3.2) & \quad = \text{[diagram]} & & = \text{[diagram]} \\
(3.3) & \quad = \text{[diagram]} & & = \text{[diagram]} \\
(3.4) & \quad = \text{[diagram]} & & = \text{[diagram]} & & = \text{[diagram]},
\end{align*}

It is straightforward to show that every partition diagram can be obtained by compositions and tensor products of the generators $\{\mu, \delta, s, \eta, \epsilon\}$. For example,

\begin{align*}
\text{[diagram]} & = \text{[diagram]} \\
\text{[diagram]} & = \text{[diagram]} \\
\text{[diagram]} & = \text{[diagram]},
\end{align*}

In order to prove Theorem 3.7, the next thing to do is to show that two partition diagrams are equivalent if and only if they can be transformed into each other through relations (3.1) to (3.4). The “if” part is obvious. However, the “only if” part is very technical. We omit this proof here; interested readers should refer to [Koc04, §1.4], [Com16, Th. 2.1], and [NSR19, Prop. 2.1] for more details.

4. The planar rook category $\mathcal{PR}(t)$

We have defined planar rook diagrams in Section 1. In this section, we will explore some properties of planar rook diagrams, and we will define the planar rook category $\mathcal{PR}(t)$.

To begin with, once we specify which vertices will be isolated vertices (or, equivalently, specify which vertices are in some size 2 blocks) in a planar rook diagram, that planar rook diagram is completely determined. (See [Her06, §1] for a precise proof of this argument.) For example, consider a planar rook partition $D: 5 \rightarrow 7$. Once we specify $\{3, 5, 2', 3', 4', 6'\}$ will be the isolated vertices, this planar rook partition can only be $\{\{1, 1'\}, \{2, 5'\}, \{4, 7'\}, \{3\}, \{5\}$,
Proposition 4.1. A rook diagram is planar if and only if it is a tensor product of rook diagrams with a single block.

Proof. There are only three rook diagrams with a single block, which are shown below.

\[
\begin{array}{cccccc}
& & & & & \\
& & & & & \\
& & & & & \\
& & & & & \\
& & & & & \\
& & & & & \\
1 & 2 & 3 & 4 & 5 \\
\end{array}
\]

The “if” part is obvious.

Now let us prove the “only if” part. Let \( D: k \to l \) be a planar rook diagram with \( r \) size two blocks. Suppose the non-isolated vertices in the bottom row of \( D \) are labeled by \( p_1 < \cdots < p_r \), and the non-isolated vertices in the top row of \( D \) are labeled by \( q'_1 < \cdots < q'_r \). Then \( D \) corresponds to the following planar rook partition:

\[
\{ \{1\}, \cdots, \{p_1-1\}, \{1'\}, \cdots, \{(q_1-1)\} \}, \{p_1, q'_1\}, \{p_1+1\}, \cdots, \{p_2-1\}, \{(q_1+1)\}, \cdots, \{(q_2-1)\}, \cdots \}
\]

and \( D \) is just the tensor product of the above blocks from left to right one by one. \( \square \)

Fix \( t \in k \). We will define the planar rook category \( PR(t) \) in terms of generators and relations, and we will show that morphism spaces of \( PR(t) \) have linear bases given by all planar rook diagrams. This is why we call \( PR(t) \) the planar rook category.

Definition 4.2. Fix \( t \in k \). We define the planar rook category \( PR(t) \) to be the strict \( k \)-linear monoidal category generated by the object 1 and the morphisms

\[
(4.1) \quad \eta = \uparrow: 0 \to 1, \quad \varepsilon = \downarrow: 1 \to 0,
\]

subject to the following relation:

\[
(4.2) \quad \downarrow = t1_0.
\]

Corollary 4.3. Every planar rook diagram can be built by a tensor product of the generators \( \{\eta, \varepsilon\} \) given in (4.1).

Proof. This is just the “only if” part of Proposition 4.1. \( \square \)

For example, consider the following planar rook diagram.

\[
\begin{array}{cccccc}
& & & & & \\
& & & & & \\
& & & & & \\
& & & & & \\
& & & & & \\
& & & & & \\
1 & 2 & 3 & 4 & 5 \\
\end{array}
\]

\[
\begin{array}{cccccc}
& & & & & \\
& & & & & \\
& & & & & \\
& & & & & \\
& & & & & \\
& & & & & \\
1 & 2 & 3 & 4 & 5 \\
\end{array}
\]

Some readers may worry about the order of the appearance of \( \eta \) and \( \varepsilon \) in the above construction. However, we have the following proposition, which shows that \( \eta \) and \( \varepsilon \) commute so that there is no need to worry about the order of \( \eta \) and \( \varepsilon \).

Proposition 4.4. The following relation holds in the planar rook category \( PR(t) \):

\[
(4.3) \quad \uparrow \boxtimes \downarrow = \downarrow \boxtimes \uparrow
\]
Proof. This is just a corollary of the interchange law given in (2.5).

Lemma 4.5. Let $D: l \to m$ and $D': k \to l$ be two planar rook diagrams. Then the diagram $D'' := D \circ D'$ is equal to a power of $t$ times a planar rook diagram.

Proof. We make the following local substitutions in $D''$.

(a) replace every

\[
\begin{array}{c}
\downarrow
\end{array}
\]

with $\uparrow$,

(b) replace every

\[
\begin{array}{c}
\downarrow
\end{array}
\]

with $\uparrow$,

(c) replace every

\[
\begin{array}{c}
\downarrow
\end{array}
\]

with $\downarrow$,

(d) replace every $\downarrow$ with a scalar multiple $t$.

After steps (a) to (d), what we obtain is a power of $t$ times a planar rook diagram.

For example, if

$D = \begin{array}{c}
\downarrow
\end{array}$

and $D' = \begin{array}{c}
\downarrow
\end{array}$,

then we have

$D'' := D \circ D' = \begin{array}{c}
\downarrow
\end{array} = t^2 \begin{array}{c}
\downarrow
\end{array}$.

Proposition 4.6. Every morphism in $\text{Hom}_{\mathfrak{PR}(l)}(k,l)$ is a $\mathbb{k}$-linear combination of planar rook diagrams of type $\binom{l}{k}$.

Proof. By definition, every morphism $f \in \text{Hom}_{\mathfrak{PR}(l)}(k,l)$ is of the form $f = \sum_{i=1}^{n} a_i D_i$, where $n$ is some nonnegative integer, $a_i \in \mathbb{k}$, and $D_i: k_i \to l_i$ is a diagram obtained by compositions and tensor products of the generators $\{\eta, \varepsilon\}$ for all $i$. Clearly, each $D_i$ has a decomposition

$D_i = D_i^1 \circ \cdots \circ D_i^{m_i},$

where $m_i$ is some nonnegative integer, and each $D_i^j$ is a tensor product of the generators $\{\eta, \varepsilon\}$ for all $i, j$; thus a planar rook diagram for all $i, j$. Then by using Lemma 4.5 $m_i - 1$ times, we get that

$D_i = t^{\alpha_i} D_i'$,

where $\alpha_i$ is a nonnegative integer, and $D_i'$ is a planar rook diagram for all $i$. Therefore.

$f = \sum_{i=1}^{n} a_i D_i = \sum_{i=1}^{n} a_i t^{\alpha_i} D_i'$

is a linear combination of planar rook diagrams.

Proposition 4.7. All the planar rook diagrams of type $\binom{l}{k}$ are linearly independent in the morphism space $\text{Hom}_{\mathfrak{PR}(l)}(k,l)$.
Proof. We can define a strict $k$-linear monoidal functor $F: \mathcal{PR}(t) \to \mathcal{Par}(t)$ by
\[ 1 \mapsto 1, \quad \eta \mapsto \eta, \quad \varepsilon \mapsto \varepsilon. \]
The functor $F$ is well-defined because the relation (4.2) holds in $\mathcal{Par}(t)$ (the relation (3.4)). In addition, the functor $F$ induces a $k$-module homomorphism between the morphism spaces
\[ F_{k,l}: \text{Hom}_{\mathcal{PR}(t)}(k, l) \to \text{Hom}_{\mathcal{Par}(t)}(k, l), \]
which maps each planar rook diagram of type $\binom{l}{k}$ in $\mathcal{PR}(t)$ to the same planar rook diagram in $\mathcal{Par}(t)$. It is a well-known fact in linear algebra that if the images of some elements under a linear map are linearly independent, then the elements are linearly independent in the domain. Therefore, all planar rook diagrams of type $\binom{l}{k}$ are linearly independent in $\text{Hom}_{\mathcal{PR}(t)}(k, l)$.

\[ \square \]

**Theorem 4.8.** The morphism space $\text{Hom}_{\mathcal{PR}(t)}(k, l)$ has a linear basis given by all planar rook diagrams of type $\binom{l}{k}$.

**Proof.** The proof is a combination of Corollary 4.3, Proposition 4.6, and Proposition 4.7. \[ \square \]

**Corollary 4.9.** Fix $k \in \mathbb{N}$. The endomorphism algebra $\text{End}_{\mathcal{PR}(t)}(k)$ is the planar rook algebra $\mathcal{PR}_k(t)$ given in Section 1.

**Proof.** This is a corollary of Theorem 4.8. \[ \square \]

5. **The rook category $\mathcal{R}(t)$**

We have defined rook diagrams in Section 1. In this section, we will discuss some properties of rook diagrams, and we will define the rook category $\mathcal{R}(t)$.

5.1. **Rook matrices.** Let $M_{l \times k}(k)$ denote the set of matrices with $l$ rows and $k$ columns over a commutative ring $k$. A matrix $A \in M_{l \times k}(k)$ is called a rook matrix of size $l \times k$ if each entry of $A$ is equal to either 0 or 1, and $A$ has at most one entry equal to 1 in each row and column. The reason why they are called the rook matrices is that such matrices look like non-attacking rooks on a $l \times k$ chessboard. For example,
\[
\begin{pmatrix}
0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0
\end{pmatrix}
\]
is a rook matrix of size $4 \times 5$. Let $R_{l \times k}$ denote the collection of all rook matrices in $M_{l \times k}(k)$. A permutation matrix of size $k \times k$ is a matrix obtained by permuting the rows of the $k \times k$ identity matrix. Let $S_{k \times k}$ denote the collection of all permutation matrices in $M_{k \times k}(k)$. Clearly, we have $S_{k \times k} \subseteq R_{k \times k}$, and $S_{k \times k}$ are the only full-rank ones in $R_{k \times k}$.

Actually, there are very nice correspondences between rook diagrams and rook matrices. Let $D: k \to l$ be a rook diagram with $r$ size two blocks. Suppose the non-isolated vertices in the bottom row of $D$ are labeled by $p_1 < \cdots < p_r$, and the non-isolated vertices in the top row of $D$ are labeled by $q'_1 < \cdots < q'_r$. We can associate $D$ with a rook matrix $[D] \in R_{l \times k}$ by the following map:
\[
D \mapsto [D] = \sum_{i=1}^{r} E_{q'_i,p_i},
\]
where $E_{m,n}^{l \times k}$ is a matrix in $M_{l \times k}(k)$ with an entry 1 in the $(m, n)$ position and 0’s elsewhere. For example, the rook diagram

$$D = \begin{array}{ccc}
\circ & \circ & \circ \\
\circ & \circ & \circ \\
\end{array},$$

is mapped to the rook matrix

$$[D] = \begin{bmatrix}
0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
\end{bmatrix}.$$  

Moreover, it is easy to check that the map (5.1) is bijective, and the number of size 2 blocks in $D$ is equal to the rank of $[D]$.  

A rook diagram of type $\binom{k}{k}$ is called a permutation diagram if all of its blocks have size 2. Let $S_k(t)$ denote the collection of all permutation diagrams of type $\binom{k}{k}$.  

If we restrict the map (5.1) to $S_k(t)$, we get an algebra isomorphism between $S_k(t)$ and $S_k \times k$ (no matter what $t$ is). If $l = k$ and $t = 1$, the map (5.1) becomes an algebra isomorphism between the rook algebra $R_k(1)$ and $R_k \times k$.  

For an arbitrary matrix, the first nonzero entry in each row is called a leading entry. Inspired by the echelon form of a matrix, we define the pseudo-echelon form of a rook matrix.  

**Definition 5.1.** A rook matrix $[D]$ is said to be in pseudo-echelon form if each leading entry of $[D]$ is in a column to the right of all leading entries above it.  

Contrary to the traditional echelon forms, we do not distinguish row and column pseudo-echelon forms because they are the same due to the following two facts:  

- There is only one nonzero entry in each nonzero row and column of a rook matrix.  
- We do not require the zero rows to be below the nonzero rows in a rook matrix in pseudo-echelon form.  

Apart from Proposition 4.1, we have another characterization of planar rook diagrams.  

**Proposition 5.2.** A rook diagram $D$ is planar if and only if the rook matrix $[D]$ is in pseudo-echelon form.  

*Proof.* Let $D : k \to l$ be a rook diagram with $r$ size two blocks. Suppose the non-isolated vertices in the bottom row of $D$ are labeled by $p_1 < \cdots < p_r$, and the non-isolated vertices in the top row of $D$ are labeled by $q_1' < \cdots < q_r'$. Then all the nonzero entries of $[D]$ are in the positions $\{(q_i, p_i) \mid 1 \leq i \leq r\}$. The rook diagram $D$ is planar if and only if

$$p_i < p_j \Leftrightarrow q'_i < q'_j;$$

the rook matrix $[D]$ is in pseudo-echelon form if and only if

$$q_i < q_j \Leftrightarrow p_i < p_j.$$  

The two conditions (5.2) and (5.3) are the same. Therefore, the rook diagram $D$ is planar if and only if the rook matrix $[D]$ is in pseudo-echelon form. $\Box$  

**Proposition 5.3.** Every $[D] \in R_{l \times k}$ can be changed to a pseudo-echelon form by permuting the nonzero rows, which is also saying that $[D]$ has a decomposition $[D] = [S][P]$, where $[S]$ is
a permutation matrix, and \([P]\) is a rook matrix in pseudo-echelon form. Moreover, the rook matrix \([P]\) has the same zero rows and columns as \([D]\).

**Proof.** Suppose all the nonzero entries in \([D]\) are in the positions \(\{(q_i, p_h) \mid 1 \leq i \leq r\}\). By changing the row \(q_i\) to the row \(q_h\) for all \(i\), we get a rook matrix \([P]\) whose nonzero entries are in the positions \(\{(q_i, p_i) \mid 1 \leq i \leq r\}\). Moreover, we have not changed the zero rows and zero columns of \([D]\). Therefore, the rook matrix \([P]\) is in pseudo-echelon form, and it has the same zero rows and columns as \([D]\). By noticing that permuting the rows corresponds to multiplying on the left by a permutation matrix, we can finish the proof of this lemma. \(\square\)

For example, the rook matrix

\[
[D] = \begin{bmatrix}
0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0
\end{bmatrix}
\]

can be changed to a rook matrix in pseudo-echelon form

\[
[P] = \begin{bmatrix}
0 & 1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1
\end{bmatrix}
\]

by permuting the 2-th row (\(q_2\)-th row) and the 4-th row (the \(q_3\)-th row).

Let \(A^t\) denote the transpose of a matrix \(A\). It is easy to see that the transposes of a rook matrix, a permutation matrix, and a rook matrix in pseudo-echelon form are still a rook matrix, a permutation matrix, and a rook-matrix in pseudo-echelon form respectively. Moreover, the zero rows in \(A\) are in one-to-one correspondences to the zero columns in \(A^t\). Therefore, we have the following corollary.

**Corollary 5.4.** Every rook matrix \([D]\) has a decomposition \([D] = [P][S]\), where \([S]\) is a permutation matrix, and \([P]\) is a matrix in pseudo-echelon form that has the same zero rows and columns as \([D]\).

**Proof.** By Proposition 5.3, we know that there exists a permutation matrix \([S]\) and a rook matrix \([P]\) in pseudo-echelon form that has the same zero rows and columns as \([D]^t\) such that

\([D]^t = [S][P]\).

Take transpose of both sides of the above equality, we get

\([D] = ([D]^t)^t = [P]^t[S]^t\),

which finishes the proof since \([S]^t\) is a permutation matrix and \([P]^t\) is a rook matrix in pseudo-echelon form that has the same zero rows and columns as \([D]\). \(\square\)

Note that the rook matrices in pseudo-echelon forms appeared in Proposition 5.3 and Corollary 5.4 are the same because a rook matrix in pseudo-echelon form is completely determined by its zero rows and columns. (See the similar argument for planar rook diagrams given in the beginning of Section 4.) Furthermore, there are very nice correspondences between rook diagrams and rook matrices given in the following table.
Therefore, as a corollary of Proposition 5.3, Corollary 5.4, and the above table, we have that every rook diagram $D$ has decompositions $D = S \circ P$ and $D = P \circ S'$ where $S, S'$ are permutation diagrams, and $P$ is a planar rook diagram that is of the same type of $D$, and that has the same isolated vertices as $D$. This also provides an alternative proof for Proposition 3.4(a) and Corollary 3.6(a).

5.2. The rook category $\mathcal{R}(t)$.

**Definition 5.5.** Fix $t \in \mathbb{k}$. We define the rook category $\mathcal{R}(t)$ to be the strict $\mathbb{k}$-linear monoidal category generated by the object $1$ and morphisms

\begin{equation}
\begin{align*}
    s &= \begin{array}{c}
        \begin{array}{c}
          1
        \end{array}
        \begin{array}{c}
          1
        \end{array}
      \end{array}
    \colon 2 \to 2, \\
    \eta &= \begin{array}{c}
        \begin{array}{c}
          1
        \end{array}
        \begin{array}{c}
          1
        \end{array}
      \end{array}
    \colon 0 \to 1, \\
    \varepsilon &= \begin{array}{c}
        \begin{array}{c}
          1
        \end{array}
        \begin{array}{c}
          1
        \end{array}
      \end{array}
    \colon 1 \to 0,
\end{align*}
\end{equation}

subject to the following relations and their transforms under $^*$ and $^\#$:

\begin{equation}
\begin{align*}
    (5.5) & \quad \begin{array}{c}
        \begin{array}{c}
          1
        \end{array}
        \begin{array}{c}
          1
        \end{array}
      \end{array}
    = \begin{array}{c}
        \begin{array}{c}
          1
        \end{array}
        \begin{array}{c}
          1
        \end{array}
      \end{array}, \\
    (5.6) & \quad \begin{array}{c}
        \begin{array}{c}
          1
        \end{array}
        \begin{array}{c}
          1
        \end{array}
      \end{array}
    = \begin{array}{c}
        \begin{array}{c}
          1
        \end{array}
        \begin{array}{c}
          1
        \end{array}
      \end{array}, \\
    (5.7) & \quad \begin{array}{c}
        \begin{array}{c}
          1
        \end{array}
        \begin{array}{c}
          1
        \end{array}
      \end{array}
    = t_{10}.
\end{align*}
\end{equation}

**Proposition 5.6.** The following relation and its transform under $^*$ holds in the rook category $\mathcal{R}(t)$.

\begin{equation}
\begin{align*}
    (5.8) & \quad \begin{array}{c}
        \begin{array}{c}
          1
        \end{array}
        \begin{array}{c}
          1
        \end{array}
      \end{array}
    = \begin{array}{c}
        \begin{array}{c}
          1
        \end{array}
        \begin{array}{c}
          1
        \end{array}
      \end{array}.
\end{align*}
\end{equation}

**Proof.** For (5.8),

\begin{equation}
\begin{align*}
    \begin{array}{c}
        \begin{array}{c}
          1
        \end{array}
        \begin{array}{c}
          1
        \end{array}
      \end{array}
    = \begin{array}{c}
        \begin{array}{c}
          1
        \end{array}
        \begin{array}{c}
          1
        \end{array}
      \end{array}.
\end{align*}
\end{equation}

We will prove that morphism spaces of the rook category $\mathcal{R}(t)$ have linear bases given by all rook diagrams.

**Proposition 5.7.** Every rook diagram can be built by compositions and tensor products of the generators $\{s, \eta, \varepsilon\}$ given in (5.4).
Proof. By Definition 2.4, every permutation diagram can be built by compositions and tensor products of the generator $s$. By Corollary 4.3, every planar rook diagram can be built by a tensor product of the generators $\{\varepsilon, \eta\}$. By Proposition 3.4(a), every rook diagram can be decomposed into a composition of a permutation diagram and a planar rook diagram; therefore, every rook diagram can be built by the generators $\{s, \eta, \varepsilon\}$. □

Lemma 5.8. Consider a diagram $S \circ P$, where $S$ is a permutation diagram, and $P$ is a planar rook diagram. Then there exists a permutation diagram $S'$ and a planar rook diagram $P'$ such that $S \circ P = P' \circ S'$.

Proof. The diagram $S \circ P$ is a rook diagram due to relation (5.6). Then by Corollary 3.6(a), there exists a permutation diagram $S'$ and a planar rook diagram $P'$ such that $S \circ P = P' \circ S'$. □

Lemma 5.9. Let $D: l \to m$ and $D': k \to l$ be two rook diagrams. Then the diagram $D'' := D \circ D'$ is equal to a power of $t$ times a rook diagram.

Proof. By Proposition 3.4(a) and Corollary 3.6(a), the rook diagrams $D$ and $D'$ have decompositions
\[
D = S \circ P, \quad D' = P' \circ S',
\]
where $S, S'$ are permutation diagrams, and $P, P'$ are planar rook diagrams. Then we have
\[
D'' = D \circ D' = S \circ P \circ P' \circ S' = S \circ (t^a \ P'') \circ S' = t^a \ (S \circ P'' \circ S') = t^a \ (S \circ S'' \circ P'') = t^a \ (S'' \circ P'')
\]
Lemma 4.5
\[
= t^a \ (S'' \circ P'') \quad \text{Lemma 5.8}
\]
Proposition 2.4
In the above equalities, $P''$ is a planar rook diagram, and $S'', S'''$ are permutation diagrams. As in the proof of Lemma 5.8, $D''' := S''' \circ P''$ is a rook diagram. Thus we have shown that the diagram $D''$ is a power of $t$ times a rook diagram. □

Proposition 5.10. Every morphism in $\text{Hom}_{R(t)}(k, l)$ is a $k$-linear combination of rook diagrams of type $\binom{1}{1}$.

Proof. The proof, which uses Lemma 5.9, is analogous to the proof of Proposition 4.6. □

Proposition 5.11. All the rook diagrams of type $\binom{1}{1}$ are linearly independent in the morphism space $\text{Hom}_{R(t)}(k, l)$.

Proof. We can define a strict $k$-linear monoidal functor $G$ from the rook category $\mathcal{R}(t)$ to the partition category $\mathcal{Par}(t)$ by
\[
1 \mapsto 1, \quad s \mapsto s, \quad \eta \mapsto \eta, \quad \varepsilon \mapsto \varepsilon.
\]
The functor $G$ is well-defined because relations (5.5) to (5.7) still hold in $\mathcal{Par}(t)$ (relations (3.2) to (3.4)). The proof is then analogous to the proof of Proposition 4.7. □

Theorem 5.12. The morphism space $\text{Hom}_{R(t)}(k, l)$ has a linear basis given by all rook diagrams of type $\binom{1}{1}$. 

\[
\binom{k}{l} = \binom{k}{l}
\]
Proof. The proof is a combination of Proposition 5.7, Proposition 5.10, and Proposition 5.11. □

Corollary 5.13. Fix $k \in \mathbb{N}$. The endomorphism algebra $\text{End}_{R(t)}(k)$ is the rook algebra $R_k(t)$ given in Section 1.

Proof. This is a corollary of Theorem 5.12. □

6. The rook-Brauer category $\mathcal{RB}(t)$

We first discuss the Brauer category $\mathcal{B}(t)$ following [LZ15, §2], then we define the rook-Brauer category $\mathcal{RB}(t)$.

6.1. The Brauer category $\mathcal{B}(t)$.

Definition 6.1. Fix $t \in \mathbb{k}$. The Brauer category $\mathcal{B}(t)$ is the subcategory of the partition category $\mathcal{Par}(t)$ that has the same objects as $\mathcal{Par}(t)$ and morphism space $\text{Hom}_{\mathcal{B}(t)}(k, l)$ consisting all formal $\mathbb{k}$-linear combinations of Brauer diagrams of type $\binom{l}{k}$.

Fix $k \in \mathbb{N}$. The endomorphism algebra $\text{End}_{\mathcal{B}(t)}(k)$ is the Brauer algebra $B_k(t)$ given in Section 1. Moreover, the Brauer category $\mathcal{B}(t)$ has a presentation given in the following theorem.

Theorem 6.2 ([LZ15, Th. 2.6]). As a strict $\mathbb{k}$-linear monoidal category, the Brauer category $\mathcal{B}(t)$ is generated by the object 1 and the morphisms

$$s = \begin{tikzpicture}[baseline=-.5ex]
\draw (-.5,.5) -- (-.5,0) -- (0,0) -- (0,.5) -- cycle;
\end{tikzpicture} : 2 \to 2, \quad d = \begin{tikzpicture}[baseline=-.5ex]
\draw (-.5,.5) arc (180:360:.5cm);
\end{tikzpicture} : 2 \to 0, \quad c = \begin{tikzpicture}[baseline=-.5ex]
\draw (-.5,.5) .. controls (0,.5) and (0,0) .. (0,-.5);
\end{tikzpicture},$$

subject to the following relations and their transforms under $^*$ and $^\sharp$:

\begin{align}
\begin{tikzpicture}[baseline=-.5ex]
\draw (-.5,.5) -- (-.5,0) -- (0,0) -- (0,.5) -- cycle;
\end{tikzpicture} & = 1, & \begin{tikzpicture}[baseline=-.5ex]
\draw (-.5,.5) -- (-.5,0) -- (0,0) -- (0,.5) -- cycle;
\end{tikzpicture} & = \begin{tikzpicture}[baseline=-.5ex]
\draw (-.5,.5) -- (-.5,0) -- (0,0) -- (0,.5) -- cycle;
\end{tikzpicture}, \\
\begin{tikzpicture}[baseline=-.5ex]
\draw (-.5,.5) .. controls (0,.5) and (0,0) .. (0,-.5);
\end{tikzpicture} & = 1, & \begin{tikzpicture}[baseline=-.5ex]
\draw (-.5,.5) .. controls (0,.5) and (0,0) .. (0,-.5);
\end{tikzpicture} & = \begin{tikzpicture}[baseline=-.5ex]
\draw (-.5,.5) .. controls (0,.5) and (0,0) .. (0,-.5);
\end{tikzpicture}, \\
\begin{tikzpicture}[baseline=-.5ex]
\draw (-.5,.5) .. controls (0,.5) and (0,0) .. (0,-.5);
\end{tikzpicture} & = \begin{tikzpicture}[baseline=-.5ex]
\draw (-.5,.5) .. controls (0,.5) and (0,0) .. (0,-.5);
\end{tikzpicture}, & \begin{tikzpicture}[baseline=-.5ex]
\draw (-.5,.5) .. controls (0,.5) and (0,0) .. (0,-.5);
\end{tikzpicture} & = t1_0 .
\end{align}

Here we use $d$ to denote the cap map, which means “destroy”, and $c$ to denote the cup map, which means “create”. 
6.2. The rook-Brauer category $\mathcal{RB}(t)$. We have defined rook-Brauer diagrams in Section 1. Now, let us define the rook-Brauer category $\mathcal{RB}(t)$.

**Definition 6.3.** Fix $t \in k$. We define the rook-Brauer category $\mathcal{RB}(t)$ to be the strict $k$-linear monoidal category generated by the object $1$ and the morphisms

$$s = \begin{array}{c} \circlearrowright \\ \end{array} : 2 \to 2, \quad d = \begin{array}{c} \circlearrowright \\ \end{array} : 2 \to 0, \quad c = \begin{array}{c} \circlearrowright \\ \end{array} : 0 \to 2, \quad \eta = \begin{array}{c} \uparrow \\ \end{array} : 0 \to 1, \quad \varepsilon = \begin{array}{c} \downarrow \\ \end{array} : 1 \to 0,$$

subject to the following relations and their transforms under $^*$ and $^\sharp$:

1. $\begin{array}{c} \circlearrowright \\ \end{array} = \begin{array}{c} \downarrow \\ \end{array} , \quad \begin{array}{c} \circlearrowleft \\ \end{array} = \begin{array}{c} \downarrow \\ \end{array }$
2. $\begin{array}{c} \circlearrowleft \\ \end{array} = \begin{array}{c} \downarrow \\ \end{array} , \quad \begin{array}{c} \circlearrowright \\ \end{array} = \begin{array}{c} \downarrow \\ \end{array }$
3. $\begin{array}{c} \circlearrowright \\ \end{array} = \begin{array}{c} \downarrow \\ \end{array} , \quad \begin{array}{c} \circlearrowleft \\ \end{array} = \begin{array}{c} \downarrow \\ \end{array }$
4. $\begin{array}{c} \circlearrowright \\ \end{array} = \begin{array}{c} \downarrow \\ \end{array} , \quad \begin{array}{c} \circlearrowleft \\ \end{array} = \begin{array}{c} \downarrow \\ \end{array }$

**Proposition 6.4.** The cap map $d$ can pass through the braiding $s$ in the rook-Brauer category $\mathcal{RB}(t)$.

**Proof.**

$$\begin{array}{c} \circlearrowright \\ \end{array} = \begin{array}{c} \downarrow \\ \end{array} , \quad \begin{array}{c} \circlearrowleft \\ \end{array} = \begin{array}{c} \downarrow \\ \end{array }$$

We will show that morphism spaces of the rook-Brauer category $\mathcal{RB}(t)$ have linear bases given by all rook-Brauer diagrams.

**Proposition 6.5.** Every rook-Brauer diagram can be built by compositions and tensor products of the generators $\{s, d, c, \eta, \varepsilon\}$ given in (6.4).
Proof. The proof, which uses Proposition 3.4(b), is analogous to the proof of Proposition 5.7. □

Lemma 6.6. Consider a diagram $B \circ P$, where $B$ is a Brauer diagram, and $P$ is a planar rook diagram. Then there exists a Brauer diagram $B'$, a planar rook diagram $P'$, and a nonnegative integer $\alpha$ such that $B \circ P = t^\alpha P' \circ B'$.

Proof. This proof is similar to the proof of Lemma 5.8. By relations (6.7) and (6.8), there exists a nonnegative integer $\alpha$ and a rook-Brauer diagram $D$ such that $B \circ P = t^\alpha D$. Then by Corollary 3.6(b), there exists a Brauer diagram $B'$ and a planar rook diagram $P'$ such that $D = P' \circ B'$. Therefore, we have $B \circ P = t^\alpha D = P' \circ B'$, which finishes the proof. □

Lemma 6.7. Let $D: l \to m$ and $D': k \to l$ be two rook-Brauer diagrams. Then the diagram $D'' := D \circ D'$ is equal to a power of $t$ times a rook-Brauer diagram.

Proof. The proof, which uses Proposition 3.4(b), Corollary 3.6(b), and Lemma 6.6, is similar to the proof of Lemma 5.9. □

Proposition 6.8. Every morphism in $\text{Hom}_{\mathcal{RB}(t)}(k, l)$ is a $k$-linear combination of rook-Brauer diagrams of type $\binom{l}{k}$.

Proof. The proof, which uses Lemma 6.7, is analogous to the proof of Lemma 4.5. □

Proposition 6.9. All the rook-Brauer diagrams of type $\binom{l}{k}$ are linearly independent in the morphism space $\text{Hom}_{\mathcal{RB}(t)}(k, l)$.

Proof. We can define a strict $k$-linear monoidal functor $H$ from the rook-Brauer category $\mathcal{RB}(t)$ to the partition category $\mathcal{P}ar(t)$ by

$1 \mapsto 1, \quad s \mapsto s, \quad n \mapsto n, \quad u \mapsto u, \quad \eta \mapsto \eta, \quad \varepsilon \mapsto \varepsilon.$

The functor $H$ is well-defined because relations (6.5) to (6.8) hold in $\mathcal{P}ar(t)$ (relations (3.1) to (3.4)). The proof is then analogous to the proof of Proposition 4.7. □

Theorem 6.10. The morphism space $\text{Hom}_{\mathcal{RB}(t)}(k, l)$ has a linear basis given by all rook-Brauer diagrams of type $\binom{l}{k}$.

Proof. The proof is a combination of Proposition 6.5, Proposition 6.8, and Proposition 6.9. □

Corollary 6.11. Fix $k \in \mathbb{N}$. The endomorphism algebra $\text{End}_{\mathcal{RB}(t)}(k)$ is the rook-Brauer algebra given in Section 1.

Proof. This is a corollary of Theorem 6.10. □

7. The Motzkin category $\mathcal{M}(t)$

We first discuss the Temperley-Lieb category $\mathcal{TL}(t)$ following [Che14], then we define the Motzkin category $\mathcal{M}(t)$. 
7.1. The Temperley-Lieb category $\mathcal{TL}(t)$.

**Definition 7.1.** Fix $t \in \mathbb{k}$, the Temperley-Lieb category $\mathcal{TL}(t)$ is the subcategory of the partition category $\mathcal{Par}(t)$ that has the same objects as $\mathcal{Par}(t)$ and morphism space $\text{Hom}_{\mathcal{TL}(t)}(k,l)$ consisting all formal $\mathbb{k}$-linear combinations of Temperley-Lieb diagrams of type $\binom{l}{k}$.

Fix $k \in \mathbb{N}$. The endomorphism algebra $\text{End}_{\mathcal{TL}(t)}(k)$ is the Temperley-Lieb algebra $\mathcal{TL}_k(t)$ given in Section 1.

**Theorem 7.2.** As a strict $\mathbb{k}$-linear monoidal category, the Temperley-Lieb category $\mathcal{TL}(t)$ is generated by the object 1 and the morphisms
\[
d = \begin{tikzpicture}[baseline=0pt]
    \draw[thick,->] (0,0) to[out=0,in=180] (0,0.5);
    \draw[thick,<-] (0,0.5) to[out=180,in=0] (0,0);
\end{tikzpicture} : 2 \to 0,
\]
c = \begin{tikzpicture}[baseline=0pt]
    \draw[thick,->] (0,0) to[out=0,in=180] (0,0.5);
\end{tikzpicture} : 0 \to 2,
\]
subject to the following relations:
\[
\begin{tikzpicture}[baseline=0pt]
    \draw[thick] (0,0) to[out=0,in=180] (0,0.5);
    \draw[thick] (0,0) to[out=180,in=0] (0,0.5);
\end{tikzpicture} = \begin{tikzpicture}[baseline=0pt]
    \draw[thick,->] (0,0) to[out=0,in=180] (0,0.5);
    \draw[thick,<-] (0,0.5) to[out=180,in=0] (0,0);
\end{tikzpicture},
\begin{tikzpicture}[baseline=0pt]
    \draw[thick] (0,0) to[out=0,in=180] (0,0.5);
    \draw[thick] (0,0) to[out=180,in=0] (0,0.5);
\end{tikzpicture} = t 1_3
\]

**Proof.** The proof is similar to the proof of [Kau90, Th. 4.3], which gives a presentation of the Temperley-Lieb algebras. Alternatively, we can prove this theorem using a method similar to the one used in the proof of Theorem 4.8. \hfill $\Box$

7.2. The Motzkin category $\mathcal{M}(t)$. We have defined Motzkin diagrams in Section 1. Now, let us define the Motzkin category $\mathcal{M}(t)$.

**Definition 7.3.** Fix $t \in \mathbb{k}$. We define the Motzkin category $\mathcal{M}(t)$ to be the strict $\mathbb{k}$-linear monoidal category generated by the object 1 and the morphisms
\[
d = \begin{tikzpicture}[baseline=0pt]
    \draw[thick,->] (0,0) to[out=0,in=180] (0,0.5);
    \draw[thick,<-] (0,0.5) to[out=180,in=0] (0,0);
\end{tikzpicture} : 2 \to 0,
\]
c = \begin{tikzpicture}[baseline=0pt]
    \draw[thick,->] (0,0) to[out=0,in=180] (0,0.5);
\end{tikzpicture} : 0 \to 2,
\]
n = \begin{tikzpicture}[baseline=0pt]
    \draw[thick,->] (0,0) to[out=0,in=180] (0,0.5);
\end{tikzpicture} : 0 \to 1,
\]
$\varepsilon = \begin{tikzpicture}[baseline=0pt]
    \draw[thick,<-] (0,0) to[out=0,in=180] (0,0.5);
\end{tikzpicture} : 1 \to 0$,
subject to the following relations and their transforms under $\star$ and $\sharp$:
\[
\begin{tikzpicture}[baseline=0pt]
    \draw[thick] (0,0) to[out=0,in=180] (0,0.5);
    \draw[thick] (0,0) to[out=180,in=0] (0,0.5);
\end{tikzpicture} = \begin{tikzpicture}[baseline=0pt]
    \draw[thick,->] (0,0) to[out=0,in=180] (0,0.5);
\end{tikzpicture},
\begin{tikzpicture}[baseline=0pt]
    \draw[thick] (0,0) to[out=0,in=180] (0,0.5);
    \draw[thick] (0,0) to[out=180,in=0] (0,0.5);
\end{tikzpicture} = t 1_3
\]

**Proposition 7.4.** Every Motzkin diagram can be built by compositions and tensor products of the generators $\{d,c,\eta,\varepsilon\}$ given in (7.1).

**Proof.** The proof, which uses Corollary 3.3(c), is analogous to the proof of Corollary 4.3. \hfill $\Box$

**Proposition 7.5.** Let $D : l \to m$ and $D' : k \to l$ be two Motzkin diagrams. Then the diagram $D'' := D \circ D'$ is equal to a power of $t$ times a Motzkin diagram.

**Proof.** Apart from the four steps (a) to (d) given in the proof of Lemma 4.5, we add five more local substitutions and their transforms under $\star$ and $\sharp$:
\[
\begin{tikzpicture}[baseline=0pt]
    \draw[thick,<-] (0,0) to[out=0,in=180] (0,0.5);
\end{tikzpicture} = \begin{tikzpicture}[baseline=0pt]
    \draw[thick,->] (0,0) to[out=0,in=180] (0,0.5);
\end{tikzpicture},
\begin{tikzpicture}[baseline=0pt]
    \draw[thick] (0,0) to[out=0,in=180] (0,0.5);
    \draw[thick] (0,0) to[out=180,in=0] (0,0.5);
\end{tikzpicture} = \begin{tikzpicture}[baseline=0pt]
    \draw[thick,->] (0,0) to[out=0,in=180] (0,0.5);
\end{tikzpicture},
\begin{tikzpicture}[baseline=0pt]
    \draw[thick] (0,0) to[out=0,in=180] (0,0.5);
    \draw[thick] (0,0) to[out=180,in=0] (0,0.5);
\end{tikzpicture} = t 1_0.
\]
(f) replace every
\[ \begin{array}{c}
\uparrow \\
\downarrow
\end{array} \quad \text{with } \uparrow ,
\]

(g) replace every
\[ \begin{array}{c}
\downarrow \\
\uparrow
\end{array} \quad \text{with } \downarrow ,
\]

(h) replace every
\[ \begin{array}{c}
\downarrow \\
\uparrow
\end{array} \quad \text{with } \uparrow ,
\]

(i) replace every bubble with a scalar multiple \( t \).

After steps (a) to (h), what we obtain is a power of \( t \) times a Motzkin diagram.

\[ \square \]

**Proposition 7.6.** Every morphism in \( \text{Hom}_{M(t)}(k, l) \) is a \( k \)-linear combination of Motzkin diagrams of type \( \binom{l}{k} \).

*Proof.* The proof, which uses Proposition 7.5, is analogous to the proof of Proposition 4.6. \( \square \)

**Proposition 7.7.** All the Motzkin diagrams of type \( \binom{l}{k} \) are linearly independent in \( \text{Hom}_{M(t)}(k, l) \).

*Proof.* We can define a strict \( k \)-linear monoidal functor \( J: M(t) \to \text{Par}(t) \) by
\[ 1 \mapsto 1, \quad d \mapsto d, \quad c \mapsto c, \quad \eta \mapsto \eta, \quad \varepsilon \mapsto \varepsilon. \]
The functor \( J \) is well-defined because relations (7.2) to (7.3) hold in \( \text{Par}(t) \) (relations (3.1), (3.3), and (3.4)). The proof is then analogous to the proof of Proposition 4.7. \( \square \)

**Theorem 7.8.** The morphism space \( \text{Hom}_{M(t)}(k, l) \) has a linear basis given by all Motzkin diagrams of type \( \binom{l}{k} \).

*Proof.* The proof is a combination of Proposition 7.4, Proposition 7.6, and Proposition 7.7. \( \square \)

**Corollary 7.9.** Fix \( k \in \mathbb{N} \). The endomorphism algebra \( \text{End}_{M(t)}(k) \) is the Motzkin algebra \( M_k(t) \) given in Section 1.

*Proof.* This is a corollary of Theorem 7.8. \( \square \)

**Remark 7.10.**
(a) Since the Motzkin category \( M(t) \) can also be viewed as the planar rook-Brauer category, we can organize the last two sections of this paper in another way. Namely, we can exchange Section 6 and Section 7. In this case, we can use the decomposition given in Proposition 3.4(c) instead of (b) to prove Proposition 6.5.

(b) Because morphisms in the categories \( \mathcal{PR}(t) \) and \( M(t) \) are planar partition diagrams, the proofs of Lemma 4.5 and Proposition 7.5 are very straightforward, using only Definition 4.2 and Definition 7.3. However, for the categories \( \mathcal{R}(t) \) and \( \mathcal{RB}(t) \), whose morphisms are not necessarily planar, the proofs of Lemma 5.9 and Lemma 6.7 are more complicated, involving the decompositions given in Proposition 3.4 and Corollary 3.6.
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