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Abstract—In the context of dynamical systems, nonlinearity measures quantify the strength of nonlinearity by means of the distance of their input–output behavior to a set of linear input–output mappings. In this article, we establish a framework to determine nonlinearity measures and other optimal input–output properties for nonlinear polynomial systems without explicitly identifying a model but from a finite number of input-state measurements, which are subject to noise. To this end, we deduce from data for the unidentified ground-truth system three possible set-membership representations, compare their accuracy, and prove that they are asymptotically consistent with respect to the amount of samples. Moreover, we leverage these representations to compute guaranteed upper bounds on nonlinearity measures and the corresponding optimal linear approximation model via semidefinite programming. Furthermore, we extend the established framework to determine optimal input–output properties described by time domain hard integral quadratic constraints.

Index Terms—Data-driven system analysis, identification for control, polynomial dynamical systems.

I. INTRODUCTION

Most controller design techniques for nonlinear systems require a precise model of the system. However, the concurrently increasing complexity of plants in engineering leads to time-consuming modeling by first principles. Therefore, data-driven controller design techniques have been developed where a controller is derived from measured trajectories of the plant.

For that purpose, a two-step procedure is usually applied where first a model of the control plant is retrieved by system identification techniques in order to apply controller design methods afterwards. To recover closed-loop stability from controller design techniques with inherent closed-loop guarantees, an estimation of the model error is required, which is an active research field even for linear time-invariant (LTI) systems [1]. On the other hand, recent interests consider a controller design directly from measured trajectories with rigorous closed-loop guarantees. In this context, data-driven approaches for nonlinear systems include virtual reference feedback tuning [2], adaptive control [3], and set-membership [4] and [5]. Hou and Wang [6] provided a broader overview of such kind of methods.

In this article, we follow the alternative direction of [7] where system theoretic properties, as dissipativity [8], of an unknown system are determined from data. System theoretic properties have a large relevance in system analysis and robust controller design as they provide insights into the system and facilitate a controller design without knowledge of the system dynamics. Thus, we can leverage the determination of these properties from measured trajectories for a data-driven controller design. Further motivations for deriving a controller by means of system properties are a modular controller design for large-scale systems, well-established feedback theorems [9] but also recent control methods, e.g., for network control systems [10], and uncertainty characterization in application fields as (soft) robotics [11].

If the system property that represents the system behavior, is chosen inappropriately, then this design ansatz can lead to conservative control performance. Therefore, we consider the extensive framework of integral quadratic constraints (IQCs), which achieve, compared to dissipativity, a more informative description of input–output properties, and hence, a less conservative robust controller design [12]. A certain class of IQCs are nonlinearity measures (NLMs) [13] where the strength of nonlinearity of a dynamical system is quantified by means of an “optimal” linear approximation model of the nonlinear input–output behavior.

The estimation of system properties of this nature has been examined for a long time but to mention recent research, the authors in [14] and [15] determine dissipativity and IQCs, respectively, over a finite-time horizon from a noise-free input–output trajectory for LTI systems. For any finite-time horizon, Koch et al. [16] guaranteed dissipativity properties from noisy input-state samples using the data-based system representation from [17]. Recently, we established in [18], two data-based set-membership frameworks to verify dissipativity properties for unidentified polynomial systems via sum-of-squares (SOS) optimization. Note that the basis of [16], [18], and this work is a set-membership ansatz with deterministic noise description as it allows the direct application of robust control techniques to determine system properties by semidefinite programming.
Furthermore, we introduce for matrices $M, N \in \mathbb{R}^{m \times n}$ the inner product $\langle M, N \rangle_{Fr} = tr(M^T N)$, which implies the Frobenius norm $\|M\|_{Fr} = \sqrt{\langle M, M \rangle_{Fr}}$.

Let $\ell_2^p$ denote the vector space of infinite sequences of real numbers $u : \mathbb{N}_0 \to \mathbb{R}^p$ for which $\|u\|_{\ell_2} = (\sum_{t=0}^\infty \|u(t)\|_2^2)^{1/2} < \infty$. By convention, let $\ell_2^{p \times e}$ be the space of infinite sequences satisfying $u_T \in \ell_2^p$ for all $T \in \mathbb{N}_0$ where $(\cdot)_T$ denotes the truncation operator

$$u_T(t) = \begin{cases} u(t) & \text{for } t \leq T \\ 0 & \text{for } t > T \end{cases}$$

For the investigation of polynomial systems, we define $\mathbb{R}[x]$ as the set of all polynomials $p(x) = [x_1 \cdots x_n]^T \in \mathbb{R}^n$, i.e.,

$$p(x) = \sum_{\alpha \in \mathbb{N}_0^n, |\alpha| \leq d} a_{\alpha} x^\alpha$$

with vectorial indices $\alpha = [\alpha_1 \cdots \alpha_n]^T \in \mathbb{N}_0^n$, $|\alpha| = \alpha_1 + \cdots + \alpha_n$, monomials $x^\alpha = x_1^{\alpha_1} \cdots x_n^{\alpha_n}$, real coefficients $a_{\alpha} \in \mathbb{R}$, and $d$ as the degree of $p$. In addition, we define the set of all $m$-dimensional polynomial vectors $\mathbb{R}[x]^m$ and $m \times n$ polynomial matrices $\mathbb{R}[x]^{m \times n}$ where each entry is an element of $\mathbb{R}[x]$. The degree of a polynomial vector or matrix corresponds to the largest degree of its elements. For a polynomial matrix $P \in \mathbb{R}[x]^{m \times n}$ with even degree, if there exists a matrix $Q \in \mathbb{R}[x]^{m \times n}$ such that $P = Q^T Q$, then $P$ is an SOS matrix or SOS polynomial for $n = 1$. SOS $[\mathbb{R}[x]^{m \times n}$ denotes the set of all $n \times n$ SOS matrices and SOS $[\mathbb{R}[x]$ the set of all SOS polynomials.

### B. NLM as Input–Output Property

In this section, we introduce a measure of the nonlinearity of the input–output behavior of dynamical systems. We also relate this measure to various system properties from the control literature.

As common in nonlinear control [9], the input–output behavior of dynamical systems can be represented by an operator $H : \mathcal{U} \subseteq \ell_2^{p \times e} \rightarrow \mathcal{Y} \subseteq \ell_2^{q \times e}$ that maps each input signal uniquely to an output signal and that satisfies $H(u)_T = H(u)_T$ for all $T \in \mathbb{N}_0$ to ensure causality. In the following, we assume that $H$ is stable, i.e., its $\ell_2$-gain

$$\|H\|_{\ell_2} = \sup_{u \in \ell_2^{p \times e}, T \in \mathbb{N}_0} \frac{\|H(u)_T\|_{\ell_2}}{\|u\|_{\ell_2}}$$

is finite. To quantify the nonlinearity of such an operator, Allgöwer [13] suggests the following notion of NLM.

**Definition 1 (Additive error NLM (AE-NLM)):** The nonlinearity of a causal and stable nonlinear system $H : \mathcal{U} \rightarrow \mathcal{Y}$ is measured by

$$\Phi_{\text{AE}}^{M,G} = \inf_{G \in \mathcal{G}} \sup_{u \in \ell_2^{p \times e}, T \in \mathbb{N}_0} \frac{\|H(u)_T - G(u)_T\|_{\ell_2}}{\|u\|_{\ell_2}}$$

where $\mathcal{G}$ is a set of stable and linear mappings $G : \mathcal{U} \rightarrow \ell_2^{q \times e}$.

By the stability of $H$ and $G$, the AE-NLM exists as clarified in [24]. While the supremum of (2) corresponds to the $\ell_2$-gain from input $u$ to the error $e(u) = H(u) - G(u)$, as illustrated in Fig. 1, the infimum yields the linear system $G^* \in \mathcal{G}$ that minimizes the $\ell_2$-gain of the error model $\Delta = H - G$. Therefore, $G^*$ can be seen as the “optimal” linear approximation of the nonlinear system behavior of $H$ and could be exploited as linear surrogate model of $H$ with known error bound, e.g., for a robust controller design with rigorous closed-loop guarantees.
the error of a global linear approximation for a general nonlinear system is mostly unbounded, we define the AE-NLM locally over \( U \subseteq \ell^2_{2n} \). Furthermore, Schweickhardt and Allgöwer [24] showed that the AE-NLM is equal to \( ||H||_2^2 \) with \( G^* = 0 \) if \( H \) is strongly nonlinear and the NLM is zero if \( H \) has a linear input–output behavior.

In the sequel, we relate the AE-NLM to other system properties from control theory. First, Definition 1 includes the conic relations from [25] as special case for a static center \( \tilde{G} = \{ G = c \text{id} : c \in \mathbb{R} \} \) with \( \text{id} : u \mapsto u \). Since \( \Phi_u^{\tilde{G}} \) can be seen as the width of the tightest cone with center \( \tilde{G}^* \) and containing \( H \), the width for a static center is larger than for a dynamic center. Thus, we conclude that a stabilizing controller, obtained from a dynamic center, can be confined in a larger cone, and hence, is less conservative compared to a controller by applying the feedback theorem from [25]. Furthermore, we also showed in [20] that AE-NLM can be described as dynamic conic sector [26] from which a feedback theorem can be deduced via topological graph separation.

Second, if the nonlinear input–output mapping \( H \) is specified by a nonlinear state-space representation

\[
H : \begin{cases} 
  x(t + 1) = f(x(t), u(t)), x(0) = 0 \\
  y(t) = h(x(t), u(t)), t \in \mathbb{N}_0 
\end{cases}
\]

(3)

with input \( u(t) \in U \subseteq \mathbb{R}^{n_u} \), state \( x(t) \in X \subseteq \mathbb{R}^{n_x} \), and output \( y(t) \in Y \subseteq \mathbb{R}^{n_y} \), then dissipativity theory [8] constitutes an elaborate framework to characterize input–output properties by simple inequality conditions. Contrary to [8], we give here a local notion of dissipativity.

**Definition 2 (Dissipativity):** System (3) is dissipative on \( Z \subseteq X \times Y \) if there exists a continuous storage function \( \lambda : X \rightarrow \mathbb{R}_0^+ \) such that

\[
\lambda(f(x, u)) - \lambda(x) \leq s(x, u) \forall (x, u) \in Z.
\]

(4)

In particular, we are interested in the supply rate

\[
s(x, u) = \gamma ||u||^2_2 - \frac{1}{\gamma} ||y||^2_2
\]

(5)

with \( y = h(x, u) \), because the corresponding dissipativity property is connected to gains of systems within invariant sets as follows from [27, Prop. 3.1.7].

**Proposition 1 (Gains of systems):** For an operator (3), assume \( Z \) is invariant under \( x(0) \) and \( u(t) \in U \). Then, its \( \ell_2 \)-gain (1) with \( \Delta = \{ u \in \ell^2_{2n} : u(t) \in U, \forall t \in \mathbb{N}_0 \} \) is given by the smallest \( \gamma \geq 0 \) such that (3) is dissipative on \( Z \subseteq X \times Y \) regarding the supply rate \( s(x, u) = \gamma ||u||^2_2 - \frac{1}{\gamma} ||y||^2_2 \) and admits a storage function with \( \lambda(0) = 0 \).

In Section IV, this connecting of dissipativity and system gains plays a crucial role as the \( \ell_2 \)-gain of the error system \( \Delta \) is equal to the AE-NLM. Note that Proposition 1 requires a state-space instead of an input–output representation of the system in order to provide system properties over arbitrary time horizons.

We already mentioned that AE-NLM generalizes the conic relations from [25] by a dynamic center. From another viewpoint, NLMs constitute a special case of IQCs. Although our focus lies on NLMs, IQCs build an attractive and frequently-studied framework to describe and work with a large class of input–output properties, e.g., compare [28]. Therefore, we will adapt our main result for deriving AE-NLM to also determine tight IQCs of certain classes in Section V. While Megretski and Rantzer [29] originally introduced IQCs in the frequency domain, we consider here only time domain IQCs and refer to [30] for a more detailed introduction of IQCs.

**Definition 3 (Time domain hard IQC):** System \( H : u \in \ell^2_{2n} \rightarrow y \in \ell^2_{2n} \) satisfies the time domain hard IQC with matrix \( M \subseteq \mathbb{R}^{n_y \times n_u} \) and stable LTI system \( \Psi \):

\[
\begin{cases} 
  x\Phi(t + 1) = A\Phi x\Phi(t) + B\Psi u(t) + B\Phi y(t) \\
  x\Phi(0) = 0 \\
  r(t) = C\Phi x\Phi(t) + D\Psi u(t) + D\Phi y(t)
\end{cases}
\]

(6)

if, for all \( N \in \mathbb{N}_0 \) and \( r(t) \in \mathbb{R}^{n_r} \) given by (6), it holds

\[
N \sum_{t=0}^N r(t)^TMr(t) \geq 0.
\]

(7)

Definition 3 can be illustrated as in Fig. 2, i.e., signal \( r(t) \) corresponds to the filtered input and output of system \( H \) by \( \Psi \). The time domain IQC (7) corresponds to a sum quadratic constraint on the filter output \( r \). By rearranging the interconnection in Fig. 1 as in Fig. 3, it is clear that the calculation of the AE-NLM is equivalent to find a filter

\[
\begin{cases} 
  x\Phi(t + 1) = A\Phi x\Phi(t) + B\Phi u(t), x\Phi(0) = 0 \\
  y\Phi(t) = C\Phi x\Phi(t) + D\Phi u(t) \\
  r(t) = \left[ y(t) - y\Phi(t) \right] / u(t)
\end{cases}
\]

and the minimal \( \gamma > 0 \) that satisfy the time domain IQC (7) with \( M = \text{diag}(-\frac{1}{\gamma} I_{n_y}, \gamma I_{n_u}) \), which corresponds to the supply rate (5) for \( \ell_2 \)-gains. Thereby, the AE-NLM is equal to \( \gamma \) and the linear approximation model \( G^* \) is the LTI system with system matrices \( A\Phi, B\Phi, C\Phi, \) and \( D\Phi \).
C. Problem Formulation

In the previous section, we supposed that the nonlinear input–output behavior $H$ is described by the general nonlinear state-space representation (3). However, even the computation of the $\ell_2$-gain of a general nonlinear system is computationally challenging. Therefore, we study throughout this article, the nonlinear discrete-time system (3) with polynomial dynamics

$$f(x, u) \in \mathbb{R}[x, u]^{n_x}, h \in \mathbb{R}[x, u]^{n_y}$$

and $f(0, 0) = 0$ and $h(0, 0) = 0$, i.e., $x = 0$ is a stable equilibrium point. This kind of nonlinear systems is computationally appealing as we can determine system theoretic properties by means of SOS optimization where the square matricial representation [31] of SOS matrices is exploited to conclude on the SOS property via the feasibility of LMIs. We also suppose that the system is operated in the invariant set

$$\mathcal{P} = \{(x, u) \in \mathbb{R}^{n_x} \times \mathbb{R}^{n_u} : p_i(x, u) \leq 0, \ p_i \in \mathbb{R}[x, u] \ \ i = 1, \ldots, n_P\}$$

with $(0, 0) \in \mathcal{P}$.

The goal of this article is to calculate an upper bound on the AE-NLM and to determine optimal IQCs for polynomial system (3) within (9) by computationally tractable conditions and without identifying an explicit model but from noisy input-state data. While the verification of dissipativity (4) for polynomial systems from data is pursued in [18], the computation of NLMs for polynomial systems has not been analyzed yet, even for known systems.

In order to infer on the polynomial system dynamics (8) from finitely many input-state samples, we assume to known a vector of distinct monomials $z \in \mathbb{R}[x, u]^{n_z}$ with $z(0, 0) = 0$ that includes at least all monomials of $f$ and $h$. The knowledge on $z$ requires to some extent insight into the system as exemplary an upper bound on the degree of $f$ and $h$. While the coefficients of $f$ are unidentified, the coefficients of $h$ are supposed to be known which is conceivable due to the access of state measurements. Thus, the output $y$ is defined for the sake of characterization of input–output properties. If only input–output data are available, then the presented framework can be applied for the extended state vector with monomials of inputs and outputs of previous time steps, which corresponds to a truncated Volterra series and is analogous to the linear case [16]. Summarized, the system dynamics (3) with (8) can be represented by

$$f(x, u) = F^* z(x, u)$$

$$h(x, u) = H^* z(x, u)$$

where $F^* \in \mathbb{R}^{n_x \times n_z}$ contains the true unidentified coefficients whereas $H^* \in \mathbb{R}^{n_y \times n_z}$ is known. Since $z$ contains linear independent elements, $F^*$ and $H^*$ are unique.

To conclude on the unknown matrix $F^*$, we assume the access to input-state data in the presence of noise, i.e.,

$$\left\{(\tilde{x}^+_{i}, \tilde{x}_i, \tilde{u}_i)\right\}_{i=1, \ldots, S}$$

(10)

with $\tilde{x}^+_i = f(\tilde{x}_i, \tilde{u}_i) + d_i$ and unknown perturbation $d_i$. Since we examine the NLM of the unperturbed system dynamics and we suppose that the state measurements are affected by additive noise, i.e., $\tilde{x}_i = x_i + d_i$ and $\tilde{x}^+_i = x^+_i + d^+_i$ with measurement noise $d_i$ and $d^+_i$, respectively, and the true states $x_i$ and $x^+_i = f(x_i, \tilde{u}_i)$, respectively, it holds $d_i = d^+_i + f(x_i, \tilde{u}_i) - f(x_i + d_i, \tilde{u}_i)$. Thus, $d_i$ summarizes the additive noise $d^+_i$ and, analogously to [23], the error when applying the dynamics at the uncertain state $\tilde{x}_i$ instead of the true state $x_i$. Analogously, we can proceed for perturbed inputs $\tilde{u}_i$. Furthermore, if the underlying system (3) is influenced by additive process noise then this also has to be considered in the examination of the AE-NLM, which would be conceivable as we apply techniques from robust control. However, this will not be within the scope of this article.

In order to conclude on the unidentified parameters $F^*$, we additionally assume that $d_i, \ i = 1, \ldots, S$, are bounded explicitly in each time step as shown in [18].

**Assumption 1 (Pointwise bounded noise):** For the measured data (10), suppose for $i = 1, \ldots, S$ that $d_i \in D_i$ for compact sets

$$D_i = \left\{d \in \mathbb{R}^{n_z} : \left[\begin{array}{c} 1 \\ d \end{array}\right] \leq 0 \right\}$$

with invertible matrix $\Delta_i = \begin{bmatrix} \Delta_{1,i} & \Delta_{2,i} \\ \Delta_{2,i} & \Delta_{3,i} \end{bmatrix}$ and $\Delta_{3,i} > 0$.

This characterization incorporates disturbances with bounded amplitude $d^+_i + d_i - c^2 \leq 0$ and disturbances that exhibit a fixed signal-to-noise-ratio $d^+_i + d_i - c^2 \tilde{x}^T_i \tilde{x}_i \leq 0$. Note that deterministic disturbance descriptions are not only frequently supposed in data-driven control [17] and system analysis [16] but also in set-membership identification [23], adaptive control [32], and robust model predictive control [33], which are all also successfully applied in practice. If the disturbance is, e.g., Gaussian distributed, then we can still use a bound (11) with a certain confidence.

III. DATA-BASED SET-MEMBERSHIP FOR UNIDENTIFIED COEFFICIENT MATRICES

This section presents a set-membership for $F^*$ by all coefficients matrices that explain the data (10) for pointwise bounded noise (11), which is the basis to determine system properties without identifying an explicit model in Section IV. A detailed investigation of the accuracy and asymptotic consistency of this set-membership as well as a comparison to the set-membership in [17] are provided in Section VI.

At first, we specify analogously to [18] the set of all systems

$$x(t + 1) = Fz(x(t), u(t))$$

with coefficients $F \in \mathbb{R}^{n_x \times n_z}$, explaining the data (10).

**Definition 4 (Feasible system set):** The set of all systems (12) admissible with the measured data (10) for pointwise bounded noise (11) is given by the feasible system set $FSS = \{Fz \in \mathbb{R}[x, u]^{n_z} : F \in \Sigma\}$ with $\Sigma = \{F \in \mathbb{R}^{n_x \times n_z} : \exists \tilde{d}_i \in D_i, satisfying \tilde{x}^+_i = Fz(\tilde{x}_i, \tilde{u}_i) + \tilde{d}_i, i = 1, \ldots, S\}$.

The feasible system set $FSS$ is a set-membership representation of the dynamics of the ground-truth system (3) with (8) as $f$ is an element of FSS. Indeed, the samples (10) suffice $\tilde{x}^+_i = f(\tilde{x}_i, \tilde{u}_i) + d_i$ with $d_i \in D_i$, and thereby $f \in FSS$ and $F^* \in \Sigma$. To apply robust control techniques to infer on system properties in the subsequent sections, we require a characterization of the set of admissible coefficients $\Sigma$ of the form

$$\Sigma_F = \left\{F : \begin{bmatrix} I_{n_z} \\ F \end{bmatrix}^T \Delta_{n_z} \begin{bmatrix} I_{n_z} \\ F \end{bmatrix} \leq 0, i = 1, \ldots, n_S \right\}$$

(13)
where the calculation of $\Delta_i \in \mathbb{R}^{(n_x+n_z) \times (n_x+n_z)}$ from data is shown in the remaining of this section.

We start with an equivalent data-based representation of $\Sigma$ depending on $F^T$.

**Lemma 1 (Dual characterization of $\Sigma$):** $\Sigma$ is equivalent to

$$\left\{ F : \begin{bmatrix} F^T & I_{n_z} \end{bmatrix} \Delta_i \begin{bmatrix} F^T \\ I_{n_z} \end{bmatrix} \preceq 0, i = 1, \ldots, S \right\}$$

with the data-dependent matrices

$$\Delta_i = \begin{bmatrix} -\tilde{z}_i \Delta_{1,i} \tilde{x}_i^T - \Delta_{2,i} \\ (\tilde{x}_i^T \Delta_{1,i} - \Delta_{2,i} \tilde{x}_i^T) \end{bmatrix} \begin{bmatrix} \tilde{x}_i^T \\ I_{n_z} \end{bmatrix}$$

and $\tilde{z}_i = z(\tilde{x}_i, \tilde{u}_i)$, and $\Delta_{1,i} \Delta_{2,i} \Delta_{3,i} = \Delta_{i}^{-1}$.

**Proof:** By the dualization lemma [34], the noise bounds from (11) are equivalent to the dual form

$$\begin{bmatrix} d^T \\ I_{n_z} \end{bmatrix} \begin{bmatrix} -\Delta_{1,i} & \Delta_{2,i} \\ \Delta_{2,i}^T & -\Delta_{3,i} \end{bmatrix} \begin{bmatrix} d^T \\ I_{n_z} \end{bmatrix} \preceq 0, \Delta_{1,i} < 0$$

where $\Delta_{i}^{-1}$ exists by Assumption 1. Combining the dual version (15) of the noise bound, data samples (10), and the system dynamics (12) yields the dual representation (14).

To derive (13) from (14), the dualization lemma cannot be employed on the dual representation (14) as the invertibility of $\Delta_i \in \mathbb{R}^{(x_z+n_z) \times (x_z+n_z)}$ is violated because its left upper block is rank one, and hence, it is not full column rank for $n_z \geq n_z + 1$. To attain nevertheless a form as (13), we suggest to first calculate an ellipsoidal outer approximation of (14) as shown in [35] and then to dualize.

**Proposition 2 (Pointwise superset of $\Sigma$):** Let $\tilde{Z} = \begin{bmatrix} z(\tilde{x}_1, \tilde{u}_1) & \cdots & z(\tilde{x}_S, \tilde{u}_S) \end{bmatrix}$ be full row rank. Then, there exist a positive definite matrix $\Delta_{1p} \in \mathbb{R}^{n_x \times n_x}$, matrix $\Delta_{2p} \in \mathbb{R}^{n_x \times n_z}$, and scalars $\alpha_1, \ldots, \alpha_S \geq 0$ solving

$$\begin{bmatrix} \Delta_{1p} & \Delta_{2p} & 0 \\ -\Delta_{2p} & -\Delta_{1p} \end{bmatrix} - \sum_{i=1}^S \alpha_i \begin{bmatrix} \Delta_i & 0 \\ 0 & 0 \end{bmatrix} \preceq 0.$$  

Moreover, then the set of feasible coefficients $\Sigma$ is a subset of

$$\Sigma_p = \left\{ F \in \mathbb{R}^{n_x \times n_z} : \begin{bmatrix} I_{n_z} \\ F \end{bmatrix} \Delta_p \begin{bmatrix} I_{n_z} \\ F \end{bmatrix} \preceq 0 \right\}$$

with $\Delta_p = \begin{bmatrix} -\Delta_{1p} & \Delta_{2p} \\ -\Delta_{2p} & -\Delta_{1p} \end{bmatrix} - \sum_{i=1}^S \alpha_i \begin{bmatrix} \Delta_i & 0 \\ 0 & 0 \end{bmatrix} = \Delta_p^{-1}$, and $\Delta_p = \begin{bmatrix} \Delta_{1p} & \Delta_{2p} \\ \Delta_{2p} & \Delta_{1p} \end{bmatrix}$.

**Proof:** First, we show that LMI (16) has a solution if $\tilde{Z}$ is full row rank by extending Lemma 2 of [36] to general quadratic noise characterizations. To this end, we introduce the abbreviation for the block matrices of $\Delta_i = \begin{bmatrix} \Gamma_{1,i} & \Gamma_{2,i} \\ \Gamma_{2,i}^T & \Gamma_{3,i} \end{bmatrix}$.

Moreover, let $\alpha \geq 0$ be a to-be-optimized scalar and set $\alpha_i = -\frac{\alpha}{\Delta_{1,i}} \Delta_{1p} = \alpha \tilde{Z} \tilde{Z}^T$, and $\Delta_{2p} = -\sum_{i=1}^S \alpha_i \Gamma_{3,i}$. Note that this choice is valid as $\Delta_{1,i} < 0$ by (15) and $\Delta_{1p} > 0$ by the full row rank of $\tilde{Z}$. By $\tilde{Z} \tilde{Z}^T = \sum_{i=1}^S z(\tilde{x}_i)z(\tilde{x}_i)^T$ together with the choice of $\Delta_{1p}$ and $\Delta_{2p}$, the first block row and first block column of (16) are zero, and thus, (16) is satisfied if

$$\begin{bmatrix} -I_{n_z} + \sum_{i=1}^S \frac{\alpha_i}{\Gamma_{1,i}} \Gamma_{3,i} & -\sum_{i=1}^S \frac{\alpha_i}{\Gamma_{1,i}} \Gamma_{2,i}^T \\ -\sum_{i=1}^S \frac{1}{\Gamma_{1,i}} \Gamma_{2,i} & -\alpha \tilde{Z} \tilde{Z}^T \end{bmatrix} \preceq 0.$$  

The full row rank of $\tilde{Z}$ implies $\tilde{Z} \tilde{Z}^T > 0$, and hence, (18) is satisfied if $I_{n_z} - \alpha \sum_{i=1}^S \frac{1}{\Gamma_{1,i}} \Gamma_{3,i} - \alpha (\sum_{i=1}^S \frac{1}{\Gamma_{1,i}} \Gamma_{2,i}) \tilde{Z} \tilde{Z}^{-1} (\sum_{i=1}^S \frac{1}{\Gamma_{1,i}} \Gamma_{2,i}) \tilde{Z} > 0$ by the Schur complement. Finally, this holds if $\alpha > 0$ is chosen small enough.

Next, we show that $\Sigma \subseteq \Sigma_p$ by adapting [35, Ch. 3.7.2] for matrix ellipsoidal outer approximation. Since we can find a $\Delta_{1p} > 0$ solving (16), the Schur complement yields for (16) the equivalent condition

$$\begin{bmatrix} \Delta_{1p} & \Delta_{2p} \\ \Delta_{2p} & \Delta_{1p} \end{bmatrix} - \Delta_{1p} \Delta_{2p} \Delta_{2p} - I_{n_z} \right] - \sum_{i=1}^S \alpha_i \Delta_{i} \preceq 0.$$  

Multiplying this inequality by the matrix $\begin{bmatrix} F^T \\ I_{n_z} \end{bmatrix}$ from the right-hand side and its transpose from the left-hand side and applying the $S$-procedure yield that

$$\begin{bmatrix} F^T \\ I_{n_z} \end{bmatrix} \Delta_p \begin{bmatrix} F^T \\ I_{n_z} \end{bmatrix} \preceq 0$$

holds for all $F \in \mathbb{R}^{n_x \times n_z}$ satisfying $\begin{bmatrix} F^T \\ I_{n_z} \end{bmatrix} \Delta_i \begin{bmatrix} F^T \\ I_{n_z} \end{bmatrix} \preceq 0, i = 1, \ldots, S$, where latter is equivalent to $\Sigma$ by Lemma 1. Applying the dualization lemma on (19) yields (17), and thus, $\Sigma \subseteq \Sigma_p$.

It remains to show the invertibility of $\Delta_{1p}$. For that purpose, suppose $\Delta_{1p}$ is not full rank, then there exists a vector $r = [r_1^T \ r_2^T]^T \neq 0$ such that

$$\Delta_p \begin{bmatrix} r_1 \\ r_2 \end{bmatrix} = \begin{bmatrix} \Delta_{1p} r_1 + \Delta_{2p} r_2 \\ \Delta_{2p} (r_1 + \Delta_{1p} r_2) - r_2 \end{bmatrix} = 0.$$

Thus, $\Delta_{2p} (r_1 - \Delta_{1p} r_1) - r_2 = -r_2 = 0$. Together with $\Delta_{1p} > 0$, the first equation implies $r_1 = 0$, and hence $r = 0$. Due to the contradiction with $r \neq 0$, $\Delta_{1p}$ is full rank.

Using the $S$-procedure in the proof yields a sufficient but not necessary condition. Hence, (19) is a superset of (14) and $\Sigma_p$ is not a tight characterization of $\Sigma$. Moreover, we assess full row rank of $\tilde{Z}$ to be not restrictive as it can be achieved by increasing the number of columns by means of additional samples and the rank condition can easily be checked from data. This rank condition is also not surprising as it corresponds to a persistence of excitation condition [36].

Geometrically, we compute in Proposition 2 an ellipsoidal outer approximation (19) of the intersection of quadratic matrix inequalities (14), where each describes the unbounded space between two parallel hyperplanes. Under the full row rank of $\tilde{Z}$, this intersection, i.e., $\Sigma$, is bounded. According to [35], we can derive the outer approximating ellipsoids with minimal volume by minimizing over the convex function $\log(\det(\Delta_{1p}))$ or with minimal diameter by maximizing over $\kappa > 0$ with $\Delta_{1p} \geq \kappa I_{n_z}$ using SDP. By this procedure, the volume or diameter, respectively, of $\Sigma_p$ is monotonically decreasing if the dataset (10) is extended by additional samples.
In Section VI, we provide two additional supersets of \( \Sigma \), which are more conservative than \( \Sigma_u \) but do not call for solving an LMI, and thus, are interesting if a large amount of samples are available. Moreover, Section VI shows the asymptotic consistency of all three supersets. Note that the results from Section VI are not required for the data-driven determination of system properties in Sections IV and V.

**IV. DATA-DRIVEN INFERENCE ON AE-NLM**

In this section, we treat the derivation of an SDP to calculate from the data-based superset \( \Sigma_p \) a guaranteed upper bound on the AE-NLM and the “optimal” linear approximation of the unidentified system (3) with (8). This framework will then be extended in Section V to deduce analogously SDPs to determine optimal IQCs.

Consider the problem setup in Section II-C and a data-driven inference on the unidentified coefficients \( F^* \) of the form (13) where \( \Sigma_p \) is interchangeable by the superset \( \Sigma_{up} \) or the supersets \( \Sigma_u \) and \( \Sigma_c \) defined in Section VI. For the computation of the AE-NLM, let the set of stable linear systems \( G \) be described by LTI systems

\[
G: \begin{cases} \dot{x}(t+1) = A_p x(t) + B_p u(t), x(0) = 0 \\ r(t) = C_p x(t) + D_p u(t) \end{cases}
\]

with \( A_p \in \mathbb{R}^{n_x \times n_x}, B_p \in \mathbb{R}^{n_x \times n_u}, C_p \in \mathbb{R}^{n_y \times n_x}, \) and \( D_p \in \mathbb{R}^{n_y \times n_u} \). Since \( G \) will be designed such that the interconnection in Fig. 1 is \( \ell_2 \)-gain stable with stable nonlinear system \( H_p \), \( A_p \) will implicitly be Schur.

The key idea to determine input–output properties from the set-membership representation \( \Sigma_p \) of the true unidentified coefficients \( F^* \), i.e., \( F^* \in \Sigma_p \), relies on the fact that the ground-truth system (3) with (8) exhibits a certain input–output property if all systems of the feasible system set \( \mathcal{F} = \{ F \in [\mathbb{R}^{n_x \times n_u}, \ldots]: F \in \Sigma_p \} \) exhibit this input–output property. Therefore, we can provide a data-based criterion to verify the AE-NLM with a given linear surrogate model for the polynomial system.

**Lemma 2 (Data-driven verification of AE-NLM):** Let the data samples (10) satisfy Assumption 1 and let a scalar \( \Phi > 0 \) and a stable LTI system (20) be given. Then, the AE-NLM of the polynomial system (3) with (8) within the operation set (9) is upper bounded by \( \Phi \) if there exist a matrix \( \mathcal{X} > 0 \), nonnegative scalars \( \tau_{\Sigma 1}, \ldots, \tau_{\Sigma n_p} \), and polynomials \( t_i \in \text{sos}[x,u], i = 1, \ldots, n_p \) such that \( \psi \in \text{sos}[x,u,v,\psi(F)] \) with

\[
\psi = \begin{bmatrix} x^T \\ x_{\psi}^T \end{bmatrix} \mathcal{X} \begin{bmatrix} x \\ x_{\psi} \end{bmatrix} - \begin{bmatrix} F_z \\ A_p x + B_p u \end{bmatrix}^T \mathcal{X} \begin{bmatrix} F_z \\ A_p x + B_p u \end{bmatrix} + \Phi u^T u - \frac{1}{\Phi} e^T e + \sum_{i=1}^{n_p} \tau_{\Sigma i} \begin{bmatrix} z \\ F_z \end{bmatrix}^T \Delta_{\Sigma i} \begin{bmatrix} z \\ F_z \end{bmatrix} + \sum_{i=1}^{n_p} p_i t_i
\]

and \( e(x, x_{\psi}, u) = H^* z(x, u) - C_p x_{\psi} - D_p u \).

**Proof:** Consider the interconnection of error system \( \Delta = H - G \) in Fig. 1 with state-space representation

\[
\begin{bmatrix} x(t+1) \\ x_{\psi}(t+1) \end{bmatrix} = \begin{bmatrix} F^* z(x(t), u(t)) \\ A_p x_{\psi}(t) + B_p u(t) \end{bmatrix}, \begin{bmatrix} x(0) \\ x_{\psi}(0) \end{bmatrix} = 0
\]

\[
e(t) = H^* z(x(t), u(t)) - C_p x_{\psi}(t) - D_p u(t).
\]

Since the AE-NLM of \( H \) is equal to the \( \ell_2 \)-gain of \( \Delta: u \mapsto e \), \( \Phi \) is an upper bound of the AE-NLM by Proposition 1 if \( H^* \) is dissipative on \( (x, u, x_{\psi}) \in \mathbb{R} \times \mathbb{R}^{n_x} \) with respect to the supply rate \( s(e, u) = \Phi \| u \|^2 - q(e)^2 \). By Definition 2, this holds true if there exists a storage function \( \Phi(x, x_{\psi}) = \begin{bmatrix} x^T \\ x_{\psi}^T \end{bmatrix} \mathcal{X} \begin{bmatrix} x \\ x_{\psi} \end{bmatrix} - \begin{bmatrix} F_z \\ A_p x + B_p u \end{bmatrix}^T \mathcal{X} \begin{bmatrix} F_z \\ A_p x + B_p u \end{bmatrix} \) such that for all \( (x, u, x_{\psi}) \in \mathbb{R} \times \mathbb{R}^{n_x} \times \mathbb{R}^{n_u} \)

\[
0 \leq s(e, u) + \begin{bmatrix} x \\ x_{\psi} \end{bmatrix}^T \mathcal{X} \begin{bmatrix} x \\ x_{\psi} \end{bmatrix} - \star \mathcal{X} \begin{bmatrix} F^* z \\ A_p x_{\psi} + B_p u \end{bmatrix} \]

where \( \star \) is a placeholder for the matrix on the right. Since the true coefficient matrix \( F^* \) is unknown but \( F^* \in \Sigma_p \), we require that (23) holds for all \( F \in \Sigma_p \). Therefore, we require the generalized S-procedure for polynomials, which follows from the Positivstellensatz [37, Lemma 2.1], a polynomial \( q \in \mathbb{R}[v] \) is nonnegative on \( \{ v \in \mathbb{R}^{n_v}: c_1(v) \leq 0, \ldots, c_k(v) \leq 0 \} \) if there exist polynomials \( q_i \in \text{sos}[v], i = 1, \ldots, k \), such that \( q(v) + \sum_{i=1}^{k} q_i(v) c_i(v) \geq 0, \forall v \in \mathbb{R}^{n_v} \). Together with \( F \in \Sigma_p \) implying that for all \( (x, u, x_{\psi}) \in \mathbb{R}^{n_x} \times \mathbb{R}^{n_u} \times \mathbb{R}^{n_u} \) is nonnegative.

Lemma 2 constitutes a computationally tractable SOS condition to verify an upper bound of the AE-NLM from noisy input-state data if a linear approximation model is given. In fact, \( \psi \) is a polynomial in \( \mathbb{R}[x, x_{\psi}, u, \psi(F)] \) and linear in the optimization variables \( \mathcal{X}, \tau_{\Sigma i}, \) and \( \tau_{\Sigma i} \), and hence, we can check by standard SOS solvers [38] whether \( \psi \) is an SOS polynomial. Furthermore, Lemma 2 is a special case of [18, Th. 1] where the data-based dissipativity verification for polynomial systems regarding polynomial supply rates is investigated using polynomial storage functions and noise specifications. Here, we require quadratic storage functions and nonpositive scalars \( \tau_{\Sigma i} \) instead of SOS polynomials in order to attain LMIs in the following.

Since the linear approximation model, defined by \( A_p, B_p, C_p, \) and \( D_p \) in Lemma 2, is usually not available and appears nonconvex in (21), we deduce an equivalent condition to (21), which is linear in the to-be-optimized variables.

**Theorem 1 (Data-driven inference on AE-NLM):** Suppose the data samples (10) suffice Assumption 1 and the vector \( z \) contains \( x \) and \( u \), i.e., there exist matrices \( T_z \in \mathbb{R}^{n_x \times n_x} \) and \( T_u \in \mathbb{R}^{n_u \times n_u} \) with \( x = T_z x \) and \( u = T_u u \), respectively. If there exist matrices \( X, Y > 0 \), nonnegative scalars \( \tau_{\Sigma 1}, \ldots, \tau_{\Sigma n_p} \), and \( \Phi > 0 \), matrices \( K \in \mathbb{R}^{n_x \times n_x} \), \( L \in \mathbb{R}^{n_x \times n_u} \), \( M \in \mathbb{R}^{n_u \times n_x} \), \( N \in \mathbb{R}^{n_u \times n_u} \), and polynomials \( z_i \in \text{sos}[x,u], i = 1, \ldots, n_p \), with a vector of monomials \( z_i \in \mathbb{R}^{nx \times n_x} \times \mathbb{R}^{n_u \times n_u} \), and a linear mapping \( P_i: \mathbb{R}^{n_p} \rightarrow \mathbb{R}^{n_x \times n_u} \), with

\[
z_i \tau_{\Sigma i} p_i = z^T P_i(\tau_{\Sigma i} z)
\]
satisfying
\[ Y^T X Y := \begin{bmatrix} Y^{-1} & Y^{-1} \\ Y^{-1} & X \end{bmatrix} > 0 \] (25)
and (27) shown at the bottom of this page, with
\[ \Omega = \begin{bmatrix} 0 & 0 & 0 \\ \bar{K} & 0 & Y^{-1} \\ -M & 0 & H^* - NT_u \end{bmatrix} \]
then the AE-NLM of the ground-truth polynomial system (3) with (8) is upper bounded by \( \Phi \) for the linear approximation model (20) with \( A_\psi, B_\psi, C_\psi, \) and \( D_\psi \) from
\[ \begin{bmatrix} K & L \\ M & N \end{bmatrix} = \begin{bmatrix} U & 0 & A_\psi & B_\psi \\ 0 & I_{n_u} & C_\psi & D_\psi \end{bmatrix} \begin{bmatrix} V^T \\ 0 \\ 0 \\ I_{n_u} \end{bmatrix} \] (26)
with \( K = \bar{K}Y, M = \bar{M}Y, \) and \( I_{n_x} - XY = UV^T. \)

Proof: Retain from Lemma 2 the condition that \( \psi \) has to be nonnegative for all \( (x, x_\psi, u, \text{vec}(F)) \in \mathbb{R}^{n_x} \times \mathbb{R}^{n_x} \times \mathbb{R}^{n_u} \times \mathbb{R}^{n_x+n_x}. \) Instead of applying an SOS relaxation as shown in Lemma 2, we require that \( \psi \) is nonnegative for all \( x, x_\psi, u, \) and \( F \) with \( [I_{n_u} 0] - T_x 0] \phi = 0 \) and \( \phi = [x^T x_\psi] z^T z^T F^T]^T. \) Since \( \psi \) is a homogeneous quadratic polynomial in \( \phi, \) Finsler’s lemma yields the equivalent condition (28) shown at the bottom of this page, with \( \tau_x \geq 0 \)
\[ E_1 = \begin{bmatrix} I_{2n_x} & 0 & 0 \\ A & B_z & B_{F_z} \\ 0 & T_u & 0 \\ C & D_z & D_{F_z} \\ 0 & 0 & I_{n_x} \\ 0 & 0 & I_{n_x} \\ [I_{n_x} 0] & -T_x & 0 \end{bmatrix} \begin{bmatrix} \phi(t) \\ 0 \\ x(t+1) \\ x_\psi(t+1) \\ e(t) \end{bmatrix} = \begin{bmatrix} 0 & 0 & 0 \\ 0 & A_\psi & B_\psi T_u \\ 0 & -C_\psi & H^* - D_\psi T_u \end{bmatrix} \begin{bmatrix} \phi(t) \\ 0 \end{bmatrix} \]

To apply both congruence transformation in the sequel, we calculate for \( \gamma = \gamma_1 \gamma_2 \)
\[ \begin{bmatrix} \gamma_1 & 0 \end{bmatrix} \begin{bmatrix} \frac{X A \bar{X} B_z \bar{X} B_{F_z} C}{C D_z D_{F_z}} \end{bmatrix} \begin{bmatrix} \gamma_2 & 0 \end{bmatrix} \begin{bmatrix} 0 \\ I_{n_x+n_x} \end{bmatrix} = \begin{bmatrix} 0 & 0 \\ 0 & 0 \end{bmatrix} \begin{bmatrix} 0 \\ I_{n_x+n_x} \end{bmatrix} = \Omega \]

Since (28) is independent of \( x, \) we can apply techniques from the linear robust control literature to linearize (28) regarding the optimization variables.

To this end, define the partition from [34]
\[ \mathcal{X} = \begin{bmatrix} X \\ U \end{bmatrix} \quad \text{and} \quad \mathcal{X}^{-1} = \begin{bmatrix} Y \\ V \end{bmatrix} \]
with \( XY + UV^T = I_{n_x} \) and the congruence transformation of condition \( X > 0 \) with
\[ \gamma_1^T \mathcal{X} \gamma_1 = \begin{bmatrix} Y & I_{n_x} \\ V^T & 0 \end{bmatrix} \]
which yields
\[ \gamma_1^T \mathcal{X} \gamma_1 = \begin{bmatrix} Y \\ I_{n_x} \end{bmatrix} \begin{bmatrix} X \end{bmatrix} \begin{bmatrix} Y \\ I_{n_x} \end{bmatrix} > 0. \]

Hence, \( I_{n_x} - XY \) is nonsingular such that we can factorize \( I_{n_x} - XY = UV^T \) with square and nonsingular matrices \( U, V \in \mathbb{R}^{n_x \times n_x}. \) Contrary to [34], we require an additional congruence transformation with
\[ \gamma_2 = \begin{bmatrix} Y^{-1} & 0 \\ 0 & I_{n_x} \end{bmatrix} \]
with $\tilde{K} = KY^{-1}$, $M = MY^{-1}$, and

$$\begin{bmatrix} K & L \\ M & N \end{bmatrix} = \begin{bmatrix} U & 0 & A_\Psi & B_\Psi & V^T & 0 \\ 0 & I_n & C_\Psi & D_\Psi & 0 & I_n \end{bmatrix}$$

from [34, Sec. 4.2]. Applying the congruence transformation with $Y$ to $X > 0$ yields (25) and applying the congruence transformation with $\text{diag}(Y, I_n, I_n)$ to (28) yields (29) shown at the bottom of the previous page, with

$$E_2 = \begin{bmatrix} I_{2n_s} & \gamma^T \chi A_\Psi \gamma & \gamma^T \chi B_{Fz} \\ 0 & T_n & 0 \\ C_\Psi & D_\Psi & D_{Fz} \\ 0 & I_n & 0 \\ 0 & 0 & I_n \\ \left[I_{2n_s} I_n \right] - T_x & 0 \\ \right)$$

where $Y$ is invertible as $V$ is invertible. Finally, (29) is equivalent to (27) by the Schur complement.

Before Theorem 1 is employed in a numerical example, some comments are appropriate. First, Lemma 2 is equivalent to Theorem 1 while the matrix inequalities (25) and (27) are linear in the optimization variables $X, Y^{-1}, \tau_{\Sigma_1}, \ldots, \tau_{\Sigma_2}, \tau, \Phi, K, L, M, N$, and $\tau_1, \ldots, \tau_{n_p}$. Thus, the smallest guaranteed upper bound on the AE-NLM can be computed by minimizing over $\Phi$ subject to the LMI conditions (25) and (27) and the SOS conditions on the polynomials $z_i \tau_i, i = 1, \ldots, n_p$, which boil down to an LMI condition by the square matricial representation [31]. Second, since $Y^{-1}$ is nonsingular, we can compute square and nonsingular matrices $U$ and $V$ by a matrix factorization to perform the inverse transformation from $K, L, M, N$ to $A_\Psi, B_\Psi, C_\Psi,$ and $D_\Psi$, which constitute the “optimal” linear approximation model of $H$. We summarize the calculation of AE-NLM and the “optimal” linear approximation from data in the following algorithm.

Algorithm 1 (Data-driven inference on AE-NLM from $\Sigma_n$):
1. Given the vector $z$ and data (10) that satisfy Assumption 1.
2. Compute $\Delta_1$ from Lemma 1, solve LMI (16), and compute $\Sigma_n$ from (17).
3. Solve the SDP in Theorem 1, i.e., minimize $\Phi > 0$ subject to (25) and (27). AE-NLM is upper bounded by $\Phi$.
4. Calculate $U, V$ from, e.g., a singular value decomposition of $I_{n_s} - XY$. Derive $A_\Psi, B_\Psi, C_\Psi,$ and $D_\Psi$ from (26).

The linear mappings $P_i, i = 1, \ldots, n_p$, in (24) always exist as the left-hand side is linear in $\tau_i$. On the other hand, the quadratic decompositions (24) are in general not unique due to the nonunique square matricial representation [31]. Indeed, any polynomial $q(s)$ can be written as $q(s) = m(s)^T (Q + L(s)m(s))m(s)$ where $m(s)$ is a vector of monomials with $q(s) = m(s)^T Qm(s)$, and $L(s), \alpha \in \mathbb{R}^p$, is a linear parametrization of the linear space $L = \{ L = L^T : m^T L(s)m = 0 \}$. Hence,

$$z_i \tau_i p_i = \sum_{j=1}^\beta \tau_{i,j}^j z^T (Q_{i,j} + L_{i,j}(\alpha_{i,j}))z$$

$$= \sum_{j=1}^\beta z^T (\tau_{i,j}^j Q_{i,j} + L_{i,j}(\alpha_{i,j}))z$$

(30)

where $\tau_{i,j}$ and $z_{i,j}$ denote the $j$th element of $\tau_i$ and $z_i$, respectively, $z^T (Q_{i,j} + L_{i,j}(\alpha_{i,j}))$ is the square matricial representation of $z_{i,j} p_i$, and $\alpha_{i,j} = \tau_{i,j}^j \alpha_{i,j}$. Since the square matricial representation (30) of $z_i \tau_i p_i$ is linear in the optimization variables $\tau_i$ and $\alpha_{i,j}$, we could replace the quadratic decompositions (24) by the square matricial representations (30) in order to deteriorate the conservatism of condition (27) due to the additional degrees of freedom, i.e., $\alpha_{i,j}$. Note that these additional parameters of the square matricial representation are automatically exploited by SOS solvers as YALMIP [38]. Therefore, Theorem 1 with the quadratic decompositions (30) instead of (24) incorporates actually the same accuracy as the SOS condition from Lemma 2.

As a last comment, the SOS condition of (21) boils down to a matrix inequality independent of $x$, for which LMI techniques from linear robust control can be applied, because we write explicitly the SOS decomposition (24) or (30) and we apply Finsler’s lemma to connect signal $x$ and $z$. Both steps are not required in the SOS condition of Lemma 2 as they would be done by an SOS solver.

Remark 1: In Theorem 1, we include via Finsler’s lemma the equality constraint $x - T_x z = 0$, which is equivalent to $(x - T_x z)^T (x - T_x z) \leq 0$. Since equality constraints might result in numerical problems, we relax this constraint in our implementations by $(x - T_x z)^T (x - T_x z) \leq \epsilon^T Q_x z$ for some $Q_x \succeq 0$, which can be included into (27) by the S-procedure.

A. Numerical Calculation of AE-NLM

We obtain from data by Theorem 1, an upper bound on the AE-NLM and the corresponding optimal linear surrogate model for the system

$$\begin{bmatrix} x_1(t+1) \\ x_2(t+1) \end{bmatrix} = \begin{bmatrix} 0.3x_1 + x_3^2 \\ 0.2x_2 + 0.1x_2^2 - 0.3x_3^2 + 0.4u(t) \end{bmatrix}$$

(31)

with operation set $x_1^2 \leq 1, x_2^2 \leq 1$, and $u^2 \leq 1.5^2$ and $y(t) = x(t)$. We suppose the access to samples (10) from one trajectory with initial condition $x(0) = [-1 \ -1]^T$, $u(t) = 1.5 \sin(0.002t + 0.1t)$, and noise with constant signal-to-noise-ratio $||d||_2 \leq 0.02 ||x||_2$. Moreover, let $z(x, u) = \begin{bmatrix} x_1 & x_2 & x_3 & x_3^2 & x_2^2 & u \end{bmatrix}^T$ be known.

For $\Sigma_{p} = \Sigma_n$, we compute from the available data the upper bounds $0.6751 (S = 10), 0.5910 (S = 20), and 0.4823 (S = 50)$ for the AE-NLM and the linear approximation (20) with

$$\begin{bmatrix} A_\Psi & 0.2941 & -0.0751 \\ 0.2548 & -0.0442 \end{bmatrix}, \quad B_\Psi = \begin{bmatrix} 1.3998 \\ -1.1848 \end{bmatrix}$$

$$C_\Psi = \begin{bmatrix} 0.3521 & 0.5150 \\ 0.3000 & -0.1060 \end{bmatrix}, \quad D_\Psi = 10^{-4} \begin{bmatrix} -0.1229 \\ 0.0014 \end{bmatrix}$$

(32)

for $S = 50$. We also calculate an upper bound 0.3666 for the AE-NLM using the system dynamics directly by solving an SDP, which can be deduced analogously to Theorem 1.

Fig. 4 shows the state trajectory of system (31), the linear approximation (20) with (32), and the Jacobian linearization of (31) at $x = 0$ for the input $u(t) = 1.4 \sin(0.17t)$. The figure demonstrates that the Jacobian linearization approximates the $x_2$-dynamics well but fails with respect to the $x_1$-dynamics while the optimized linear approximation (32) yields a balanced approximation of the $x_1$ and $x_2$-dynamics. Moreover, the “best” linear model with $\bar{M}_{AE} = 0.4823$ almost halves the worst-case.
approximation error compared to the Jacobian linearization, which yields a data-driven upper bound of 0.9072 for the AE-NLM by solving (28). Hence, the Jacobian linearization performs in this example barely better than the trivial approximation model with zero matrices in (20), which corresponds to the $\ell_2$-gain of 1.1301. Thereby, we conclude that a robust controller design with our “optimal” linear model would perform better than with the Jacobian linearization.

Furthermore, Fig. 5 shows $\Phi^G_{\mathcal{AE}}$ for different sizes of the operation set where for each set a new linear surrogate model is calculated from the same data. Observe that the NLM does not tend to zero for $\alpha \to 0$, even though the nonlinearity vanishes, because the linear part of the system dynamics is still uncertain. Thus, for small $\alpha$, Algorithm 1 fits a linear approximation model for a set of almost linear systems, and therefore the approximation error does not vanish even for small operation sets.

**V. Determining Optimal Input–Output Properties**

The focus of this section is the extension of Theorem 1 to determine more general optimal input–output properties specified by certain classes of time domain hard IQCs while the overall procedure stays as in Algorithm 1. Contrary to [15], we investigate IQCs over the infinite-time horizon, for polynomial systems, and for linear filters parameterized by a general state-space representation.

**Corollary 1 (Data-driven inference on IQCs):** Suppose that the data samples (10) satisfy Assumption 1 and there exist matrices $T_x \in \mathbb{R}^{n_x \times n_x}$ and $T_u \in \mathbb{R}^{n_u \times n_u}$ with $x = T_x z$ and $u = T_u z$, respectively. If there exist matrices $X, Y^{-1} \succ 0$, nonnegative scalars $\tau_{\Sigma_1}, \ldots, \tau_{\Sigma_{M+1}}, \tau_x$, a vector $\gamma \in \mathbb{R}^{n_x}$, matrices $K \in \mathbb{R}^{n_u \times n_x}$, $L \in \mathbb{R}^{n_u \times (n_u + n_y)}$, $M \in \mathbb{R}^{n_y \times n_z}$, $N \in \mathbb{R}^{n_z \times (n_z + n_u)}$, and polynomials $g_i, z_i \in \text{SOS}[x, u]$, $i = 1, \ldots, n_p$, as described in Theorem 1, satisfying (25) and (34) shown at the bottom of the next page, with

$$
\Omega_1 = \begin{bmatrix}
0 & 0 & I_{n_x} \\
K & 0 & L \\
M & 0 & N & T_u \\
\end{bmatrix}
$$

$$
\Omega_2 = \begin{bmatrix}
0 & 0 & 0 \\
0 & D_u1T_u + D_y1H^* & 0 \\
0 & I_{n_z} & 0 \\
0 & 0 & I_{n_x} \\
[I_{n_x} & I_{n_x}] & -T_x & 0 \\
\end{bmatrix}
$$

and

$$
\Omega_3 = \begin{bmatrix}
0 & 0 & 0 & 0 & 0 \\
0 & M_2 & 0 & 0 & 0 \\
\end{bmatrix}
$$

then all trajectories of the ground-truth polynomial system (3) with (8) and $(x(t), u(t)) \in \mathbb{P}, t \in \mathbb{N}_{[0,N]}$, satisfy for all $N \geq 0$ the time domain hard IQC

$$
\sum_{t=0}^{N} \begin{bmatrix}
[p_1(t)]^T & [M_1(\gamma)]^T & M_2^T & M_3(\gamma) \\
\end{bmatrix}
\begin{bmatrix}
[p_1(t)]^T & [p_2(t)]^T \\
\end{bmatrix} \geq 0
$$

with $M_3(\gamma) \prec 0$ for all $\gamma \in \mathbb{R}^{n_z}$ and $M_1, M_3^{-1}$ linear in $\gamma$ and the linear filter

$$
x_{\gamma}(t+1) = A_{\gamma}x_{\gamma}(t) + B_u u(t) + B_y y(t), x_{\gamma}(0) = 0
$$

$$
p_1(t) = D_x1u(t) + D_y1y(t)
$$

$$
p_2(t) = C_{\gamma}x_{\gamma}(t) + D_x2u(t) + D_y2y(t)
$$

with given matrices $D_x1$ and $D_y1$ and optimized matrices $A_{\gamma}, B_u, B_y, C_{\gamma}, D_x2, D_y2$ from

$$
\begin{bmatrix}
K & L \\
M & N \\
\end{bmatrix} = \begin{bmatrix}
U & 0 \\
0 & I_{n_{p+2}} \\
\end{bmatrix}
\begin{bmatrix}
A_{\gamma} & B_u & B_y \\
C_{\gamma} & [D_x2 & D_y2] \\
\end{bmatrix}
\begin{bmatrix}
V & 0 \\
0 & I_{n_x+n_y} \\
\end{bmatrix}
$$

with $K = KY, M = MY$, and $I_{n_x} - XY = UV^T$.

**Proof:** The claim follows analogously to Theorem 1. Applying the Schur complement on (34) as shown in [34, Lemma 4.2], then using the congruence transformation from Theorem 1 including $\gamma$, and thereafter exploiting the generalized $S$-procedure from Lemma 2 yield that (25) and (34) imply

$$
0 \leq \begin{bmatrix}
[p_1(t)]^T & [M_1(\gamma)]^T & M_2^T & M_3(\gamma) \\
\end{bmatrix}
\begin{bmatrix}
[p_1(t)]^T & [p_2(t)]^T \\
\end{bmatrix} + \begin{bmatrix}
x & x_{\gamma} \\
\end{bmatrix}^T
\begin{bmatrix}
\mathcal{X} & F_z \\
F_z & A_{\gamma}x_{\gamma} + B_u u + B_y y \\
\end{bmatrix}
\begin{bmatrix}
x & x_{\gamma} \\
\end{bmatrix}
$$

for all $(x, u, x_{\gamma}) \in \mathbb{P} \times \mathbb{R}^{n_x}$ and $F \in \mathbb{F}_1$. Since $F^* \in \mathbb{F}_1$, all trajectories of the ground-truth polynomial system (3) with $(x(t), u(t)) \in \mathbb{P}, t \in \mathbb{N}_{[0,N]}$, satisfy for all $N \geq 0$

$$
0 \leq \sum_{t=0}^{N} \begin{bmatrix}
[p_1(t)]^T & [M_1(\gamma)]^T & M_2^T & M_3(\gamma) \\
\end{bmatrix}
\begin{bmatrix}
[p_1(t)]^T & [p_2(t)]^T \\
\end{bmatrix}
$$
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by \(x(0) = x_0(0) = 0\) and \(X' > 0\).

Since condition (34) depends linearly on \(\gamma\), we can determine the tightest IQC by minimizing over \(c^T \gamma\) for a given weighting vector \(c \in \mathbb{R}^n\). Moreover, Corollary 1 includes Theorem 1 as special case by the discussion in Section II-B.

A. Further Investigation of NLMs

In Section IV, we focused on the examination of the AE-NLM from Definition 1. However, Schweickhardt and Allgöwer [24] proposed further NLMs based on distinct interconnections of the nonlinear system \(H\) and the linear approximation \(G\).

Definition 5 (Further NLMs): The nonlinearity of a causal stable nonlinear system \(H : \mathcal{U} \to \mathcal{Y}\) is measured by

\[
\Phi^H_{\text{IMO-E}} = \inf_{G \in \mathcal{G}} \sup_{T \in \mathbb{T}_N} \left\| \frac{H(u)T - G(u)T}{\|H(u)T\|_{\ell_2}} \right\|
\]

\[
\Phi^H_{\text{MIE}} = \inf_{G \in \mathcal{G}_{\text{MIE}}} \sup_{T \in \mathbb{T}_N} \left\| \frac{G^{-1}(H(u))T - uT}{\|uT\|_{\ell_2}} \right\|
\]

\[
\Phi^H_{\text{FE}} = \inf_{G \in \mathcal{G}_{\text{MIE}}} \sup_{T \in \mathbb{T}_N} \left\| \frac{G^{-1}(H(u))T - uT}{\|H(u)T\|_{\ell_2}} \right\|
\]

where \(G : \mathcal{U} \to \ell_{2x}^y\) and \(G^{-1} : \mathcal{Y} \to \mathcal{U}\) are elements of sets \(\mathcal{G}\) and \(\mathcal{G}_{\text{MIE}}\), respectively, of stable linear systems.

For the existence and well-definedness of these NLMs, we refer to [24]. In contrast to AE-NLM, the inverse multiplicative output error NLM (IMO-E-NLM) and the multiplicative input error NLM (MIE-NLM) are normalized, i.e., an NLM close to one indicates a strong nonlinear input–output behavior. Intuitively, the IMO-E-NLM corresponds to the output-to-error-ratio for the worst case input. To conclude on IMO-E-NLM, we apply Corollary 1 with \(B_y = 0\) and \(D_y = -I_{n_y}\), which can be imposed by \(L = [L, 0]\) and \(N = [N, -I_{n_y}]\), and \(D_{u1} = 0\), \(D_{y1} = I_{n_y}\), \(M_1 = \gamma I_{n_y}\), \(M_2 = 0\), \(M_3 = -\frac{1}{\gamma} I_{n_y}\) which corresponds to the dissipativity of the interconnection in Fig. 1 with respect to the supply rate \(s(x, e) = \gamma \|y(x, e)\|^2 + \frac{1}{\gamma} \|e\|^2\). Then, the minimal \(\gamma\) corresponds to the minimal upper bound on the IMO-E-NLM.

For the MIE-NLM and the feedback error NLM (FE-NLM), the inverse of the input–output behavior of the nonlinear system is approximated. To infer on MIE-NLM, consider the interconnection in Fig. 6. Thus, Corollary 1 can be employed with \(B_u = 0\) and \(D_{u2} = -I_{n_u}\), which can be imposed by \(L = [0, L]\) and \(N = [-I_{n_u}, N]\), and \(D_y = 0\), \(D_{u1} = I_{n_u}\), \(M_1 = \gamma I_{n_u}\), \(M_2 = 0\), \(M_3 = -\frac{1}{\gamma} I_{n_u}\). Furthermore, we gather an upper bound

\[
0 \leq \begin{bmatrix}
\Omega_2^T \text{diag}(\gamma^T \mathcal{Y} \mathcal{Y}) \Omega_1
+ \sum_{i=1}^{n_\xi} \tau_{\xi_i} \Delta_{\xi_i} \sum_{i=1}^{n_\rho} P_{\tau_i}(\tau_i) \tau_{x_i} I_{n_x}
\end{bmatrix}
\Omega_2 + \Omega_2^T \Omega_3 \Omega_2 + \Omega_2^T \Omega_3^T \Omega_2
\]

where \(\Omega_1\) corresponds to the IMOE-NLM and \(FE-NLM\).

\[
\begin{bmatrix}
0 & 0 & I_{n_x}
\end{bmatrix}
\]

\[
\begin{bmatrix}
0 & L & [T_u]
\end{bmatrix}
\]

\[
\begin{bmatrix}
-N & H_p = N [T_u, H^*] & 0
\end{bmatrix}
\]

as we require the sum quadratic constraint

\[
\sum_{i=1}^{N} \left[ u(t) \right]^T \left[ \gamma I_{n_u} \right] \left[ \begin{array}{c}
0
-\frac{1}{\gamma} I_{n_p}
\end{array} \right] \left[ u(t) \right] \geq 0
\]

instead of the hard IQC (33).

Remark 3 (Continuous-time system): The presented results Lemma 2, Theorem 1, and Corollary 1 can easily be formulated for continuous-time polynomial systems following [34].

Remark 4 (NLM for unstable systems): The input–output behavior of a nonlinear system \(H\) with unbounded \(\ell_2\)-gain renders the NLMs of Definitions 1 and 5 to be unbounded which rises the question how the nonlinearity of unstable (polynomial) systems can be measured? To this end, consider the linear system \(x_{t+1} = Ax_t(t) + Bu_t(t)\) that minimizes regarding the unidentified polynomial system \(x(t+1) = =\)

\[
\begin{bmatrix}
0 & 0 & I_{n_x}
\end{bmatrix}
\]

\[
\begin{bmatrix}
0 & L & [T_u]
\end{bmatrix}
\]

\[
\begin{bmatrix}
-N & H_p = N [T_u, H^*] & 0
\end{bmatrix}
\]

as we require the sum quadratic constraint

\[
\sum_{i=1}^{N} \left[ u(t) \right]^T \left[ \gamma I_{n_u} \right] \left[ \begin{array}{c}
0
-\frac{1}{\gamma} I_{n_p}
\end{array} \right] \left[ u(t) \right] \geq 0
\]

instead of the hard IQC (33).
\[ F^*z(x(t), u(t)), \] the normalized Euclidean-norm of the error
\[ e(x, u) = F^*z(x, u) - Ax - Bu \] within (9), i.e.,
\[
\gamma^* = \min_{\gamma \geq 0, (A, B) \in \mathbb{R}^{n_x \times n_x} \times \mathbb{R}^{n_x \times n_u}} \gamma
\]
s.t. \[ \|F^*z(x, u) - Ax - Bu\|^2 \leq \gamma^* \left\| \begin{array}{c} x \\ u \end{array} \right\|^2 \forall (x, u) \in \mathcal{P}. \]

The obtained linearization corresponds to the Jacobian linearization of \( x(t+1) = F^*z(x(t), u(t)) \) at \( [x^T, u^T]^T = 0 \) if the operation set \( \mathcal{P} \) tends to \( \{0, 0\} \). Exploiting the set-membership \( F^* \in \Sigma_F \) and polynomials \( z, \tau_i \in \text{SOS}[x, u], i = 1, \ldots, n_p \), as shown in Theorem 1, we derive a data-based upper bound of \( \gamma^* \)
\[
\gamma^* \leq \min_{\gamma \geq 0, (A, B) \in \mathbb{R}^{n_x \times n_x} \times \mathbb{R}^{n_x \times n_u}} \gamma
\]
s.t. \( 0 \leq x^T \Theta \)
with \( x = T_x z \), \( u = T_u z \), and
\[ \Theta = \text{diag} \left( \gamma^2 I_{n_x + n_u} - I_{n_x} \sum_{i=1}^{n_S} \tau_{s_i} \Delta_i \sum_{i=1}^{n_p} P_i(t_i) \right). \]

Note that the Schur complement renders this optimization problem linear regarding the variables \( A \) and \( B \), and hence yields an SDP.

VI. FURTHER INVESTIGATION OF SET-MEMBERSHIPS FOR COEFFICIENT MATRICES

Since the computation of \( \Sigma_p \) calls for the solution of LMI (16), which might be computationally expensive for a large number of samples, we present in Section VI-A two further supersets of \( \Sigma \). Moreover, we show in Section VI-B that all three supersets converge to \( F^* \) despite noisy data if the number of samples tends to infinity and if further assumptions hold. Finally, we compare the accuracy of the supersets for determining the \( \ell_2 \)-gain in a numerical example in Section VI-C.

A. Supersets for \( \Sigma \)

Whereas the computation of \( \Sigma_p \) requires to solve an SDP which complexity increases linearly with the number of samples, another superset was suggested in [17], which can be derived without additional optimization. To this end, we reformulate the pointwise noise bound from Assumption 1 to a characterization as shown in [17] where the noise realizations \( \tilde{d}_1, \ldots, \tilde{d}_S \) are bounded cumulatively.

Lemma 3 (Cumulatively bounded noise): The matrix of noise realizations \( \tilde{D} = [\tilde{d}_1 \cdots \tilde{d}_S]^T \) with \( \tilde{d}_i \in \mathcal{D}_i \) from Assumption 1 is an element of
\[
\mathcal{D}_c = \left\{ D \in \mathbb{R}^{n_x \times S} : \left[ D^T \right]^T \left[ \begin{array}{c} \Delta_1 \\ \Delta_2 \\ \Delta_3 \end{array} \right] I_{n_x} \right\} \] (35)

with \( \Delta_1 = -\text{diag}(\Delta_{1}, \ldots, \Delta_{1,S}) > 0 \), \( \Delta_2 = \left[ \Delta_{2,1}^T \cdots \Delta_{2,S}^T \right]^T \), and \( \Delta_3 = -\sum_{i=1}^{S} \Delta_{3,i}. \)

Proof: The proof of Lemma 1 already shows that the noise bounds from (11) are equivalent to the dual version (15). The summation of (15) over all noise realizations yields
\[
\sum_{i=1}^{S} \left[ \frac{d_{ik}^T}{I_{n_x}} \right]^T \left[ \begin{array}{c} -\Delta_{1,i} \\ -\Delta_{2,i} \\ -\Delta_{3,i} \end{array} \right] \left[ \frac{d_{ik}}{I_{n_x}} \right] \leq 0
\]
which is equivalent to (35) by simple reformulation.

Due to the summation of (15) over all noise realizations, \( \mathcal{D}_c \) facilitates more noise realizations than the original pointwise descriptions \( \mathcal{D}_i \). Thus, the nontight characterization (35) amounts to a nontight set-membership representation of \( \Sigma \) in the following proposition.

Proposition 3 (Cumulative superset of \( \Sigma \)): Suppose \( \tilde{Z} = [\tilde{z}(\tilde{x}_1, \tilde{u}_1) \cdots \tilde{z}(\tilde{x}_S, \tilde{u}_S)] \) is full row rank and the inverse of \( \Delta_c = \left[ \begin{array}{c} \Delta_{1c} \\ \Delta_{2c} \\ \Delta_{3c} \end{array} \right] \)
exists for the data-dependent matrix \( \tilde{X} = [\tilde{x}_1^+ \cdots \tilde{x}_S^+] \). Then, the set of feasible coefficients \( \Sigma \) is a subset of
\[
\Sigma_c = \left\{ F \in \mathbb{R}^{n_x \times n_u} : \left[ I_{n_x} \left[ F^T \right]^T \right] \Delta_c \left[ F^T \right] \leq 0 \right\}
\] (36)

with \( \Delta_c = \left[ \begin{array}{c} -\Delta_{1c} \\ -\Delta_{2c} \\ -\Delta_{3c} \end{array} \right] \) and \( \left[ \begin{array}{c} -\Delta_{1c} \\ -\Delta_{2c} \\ -\Delta_{3c} \end{array} \right] = \Delta_c^{-1}. \)

Proof: Analogously to [17, Lemma 4], combining (35), data samples (10), and the system dynamics \( x(t+1) = Fz(x(t), u(t)) \) yields the tight description
\[
\left\{ F \in \mathbb{R}^{n_x \times n_u} : \left[ F^T \right]^T \Delta_c \left[ F^T \right] \leq 0 \right\}
\] (37)

of the set of feasible coefficients, which explain the data (10) for average noise description (35). Since \( \Delta_1 \succ 0 \) according to Lemma 3 and \( \tilde{Z} \) is full row rank, \( \Delta_1 \succ 0 \). Together with the existence of the inverse of \( \Delta_c \), the dualization lemma can be employed on (37) to derive the equivalent description (36).}

As already indicated in [18], the summation in Lemma 3 corresponds to the \( S \)-procedure in Proposition 2 for \( \alpha_1 = \cdots = \alpha_S = 1 \), and hence, \( \Sigma_c \) is a superset of \( \Sigma_p \). We already discussed the assumption on \( \tilde{Z} \) after Proposition 2. To the best knowledge of the authors, the invertibility assumption on \( \Delta_c \) can not be dropped in general. However, if this assumption is not satisfied and the number of samples does not allow to solve the LMI (16), we suggest to consider, instead of \( \Sigma_c \), the superset \( \Sigma_\Sigma \) together with the feasible solution provided in the proof of Proposition 2. Since this only requires the full rank of \( \tilde{Z} \), it constitutes an alternative to [17] with less assumptions for our purposes.

While the supersets \( \Sigma_p \) and \( \Sigma_c \) use one matrix inequality to characterize the feasible coefficients, i.e., \( n_S = 1 \) in (13), we propose next a third superset, inspired by the window noise description in [21]. To this end, we define for
a window length $L \leq S$ and $i = 1, \ldots, S_0 = S - L + 1$, the data-dependent matrices $X_i^+ = \tilde{x}_i^+ \cdots \tilde{x}_{i+L-1}^+$ and $\tilde{Z}_i = [z(\tilde{x}_i, \tilde{u}_i) \cdots z(\tilde{x}_{i+L-1}, \tilde{u}_{i+L-1})]$ and the corresponding noise realizations $D_i = [\tilde{d}_i \cdots \tilde{d}_{i+L-1}]$ where each satisfies

$$\begin{bmatrix}
\tilde{D}_i^T & [\tilde{\Delta}_{1,i} \tilde{\Delta}_{2,i} \tilde{\Delta}_{3,i}] & [\tilde{D}_i^T & I_{n_z}]
\end{bmatrix} \leq 0 \tag{38}
$$

with $\tilde{\Delta}_{1,i} = -\text{diag}(\Delta_{1,i}, \ldots, \Delta_{1,i+L-1}) > 0$, $\tilde{\Delta}_{2,i} = \begin{bmatrix} \Delta_{2,i} & \cdots & \Delta_{2,i+L-1} \end{bmatrix}$, and $\tilde{\Delta}_{3,i} = -\sum_{j=i+L}^{i+L-1} \Delta_{3,j}$ by Lemma 3. Thus, we study contrary to [21] general quadratic noise descriptions and unknown coefficient matrices.

Proposition 4 (Window-based superset of $\Sigma$): For $i = 1, \ldots, S_0$, suppose $\hat{Z}_i$ is full row rank and the inverse of $\Delta_{w,i}$

$$\begin{bmatrix} \Delta_{1w,i} & \Delta_{2w,i} & \Delta_{3w,i} \\
\Delta_{2w,i}^T & \Delta_{2w,i} \\
\Delta_{3w,i}^T & \Delta_{3w,i} & I_{n_z}
\end{bmatrix}^{-1} = \begin{bmatrix} \tilde{Z}_i & \tilde{Z}_i^T & \tilde{Z}_i^T \Delta_{2w,i} & \tilde{Z}_i^T \Delta_{3w,i} & \tilde{Z}_i^T I_{n_z}
\end{bmatrix}^T \begin{bmatrix} \tilde{Z}_i & \tilde{Z}_i^T & \tilde{Z}_i^T \Delta_{2w,i} & \tilde{Z}_i^T \Delta_{3w,i} & \tilde{Z}_i^T I_{n_z}
\end{bmatrix} \begin{bmatrix} \Delta_{1w,i} \Delta_{2w,i} \Delta_{3w,i} \end{bmatrix}$$

exists. Then, the set of feasible coefficients $\Sigma$ is a subset of

$$\Sigma_w = \left\{ F : \begin{bmatrix} I_{n_z} & F \end{bmatrix}^T \Delta_{w,i} \begin{bmatrix} I_{n_z} & F \end{bmatrix} \leq 0, i = 1, \ldots, S_0 \right\}$$

with $\Delta_{w,i} = \begin{bmatrix} -\Delta_{1w,i} & \Delta_{2w,i} & \Delta_{3w,i} \\
\Delta_{2w,i}^T & -\Delta_{2w,i} & -\Delta_{2w,i} \\
\Delta_{3w,i}^T & \Delta_{3w,i} & I_{n_z}
\end{bmatrix}$ and $\Delta_{w,i} = \begin{bmatrix} -\Delta_{1w,i} & \Delta_{2w,i} & \Delta_{3w,i} \\
\Delta_{2w,i}^T & -\Delta_{2w,i} & -\Delta_{2w,i} \\
\Delta_{3w,i}^T & \Delta_{3w,i} & I_{n_z}
\end{bmatrix} = \Delta_{w,i}^{-1}$.

Proof: The result follows immediately by Proposition 3 for each window $i = 1, \ldots, S_0$.

Clearly, $\Sigma_w$ corresponds to $\Sigma_c$ for $L = S$, and hence, $\Sigma_w \subseteq \Sigma_c$. Note that the window length $L$ can not be chosen arbitrarily small as otherwise the invertibility of $\Delta_{w,i}$ is violated. To refine the accuracy of $\Sigma_w$, we could compute an ellipsoidal outer approximation for each window as for $\Sigma_d$. Thereby, the invertibility of $\Delta_{w,i}$ can be dropped and we meet the pointwise bound from Assumption 1 tighter than $\Sigma_p$, due to the additional split of data (10) into $S_0$ windows.

In the context of deriving quadratic matrix inequalities (13) for coefficient matrices $F^*$ from noisy samples, we also refer to [40] if the disturbance is Gaussian distributed.

B. Asymptotic Consistency of $\Sigma_p$, $\Sigma_c$, and $\Sigma_w$

We show that $\Sigma_p$, $\Sigma_c$, and $\Sigma_w$ converge to the true coefficients $F^*$ for infinitely many samples together with a tight noise bound. Furthermore, we derive supersets of $\Sigma_c$ and $\Sigma_w$ for nontight noise bounds and $S \to \infty$.

First, we deduce an auxiliary result to conclude on a set of coefficient matrices, which can be falsified by infinitely many samples even if the noise description is not tight. This result can then be applied to evaluate the asymptotic exactness of $\Sigma_p$ and $\Sigma_w$. For the data sample (10), an $L_0 \in N_{[1,S]}$, and any $t \in N_{[1,S-L_0+1]}$, we define the matrices

$$X_t = [\tilde{x}_t \cdots \tilde{x}_{t+L_0-1}]$$

$$Z_t = [z(\tilde{x}_t, \tilde{u}_t) \cdots z(\tilde{x}_{t+L_0-1}, \tilde{u}_{t+L_0-1})]$$

$$D_t = [\tilde{d}_t \cdots \tilde{d}_{t+L_0-1}]$$

with $X_{t+1} = F^* Z_t + D_t$. We suppose the knowledge on a compact set $\mathbb{D}_m \subset \mathbb{R}^{n_z \times L_0}$ which contains the noise realizations $D_t$ for all $t \in N_{[1,S-L_0+1]}$. Since $\mathbb{D}_m$ might be a nontight bound on $D_t$, we assume analogously to [22, Assumption 5] that there exists an unknown tight noise bound.

Assumption 2 (Tight noise bound): Suppose there exist a compact set $\Omega \subset \mathbb{R}^{n_z \times L_0}$ and $p > 0$ such that $\Omega \cap pB \supseteq \mathbb{D}_m \supseteq \Omega$ with the unit ball $B = \{ D \in \mathbb{R}^{n_z \times L_0} : ||D||_{Ft} \leq 1 \}$. Moreover, for all $t \in N_{[1,S-L_0+1]}$, let $D_t \in \Omega$ and let a function $p : \mathbb{R}^+ \to \mathbb{R}_{(0,1)}$ exist with $\text{Pr}(||D_t - \hat{D}||_{Ft} \leq \epsilon) \geq p(\epsilon)$ for all $\hat{D} \in \partial \Omega$ and all $\epsilon > 0$.

Assumption 2 supposes that any noise realization matrix, arbitrarily close to the boundary of $\Omega$, can be observed at any time window with nonzero probability, and hence, $\Omega$ is a tight noise characterization. Note that Assumption 2 implies that the noise realizations $d_1, \ldots, d_S$ are random variables.

Assumption 3 (Conditionally independent disturbance): For any $i, j \in N_{[1,S]}$, $i \neq j$, the disturbance realizations $\tilde{d}_i$ and $\tilde{d}_j$ are conditionally independent.

Assumption 4 (Persistent excitation): Suppose there exist positive scalars $\alpha$, $\beta$, and $L_{pe} \leq L_0$ such that $||\tilde{Z}_t||_{Fr} \leq \alpha$ for all $t \in N_{[1,S-L_0+1]}$ and

$$\sum_{i=t}^{t+L_{pe}-1} z(\tilde{x}_i, \tilde{u}_i)z(\tilde{x}_i, \tilde{u}_i)^T \geq \beta I_{n_z}$$

for all $t \in N_{[1,S-L_{pe}+1]}$.

Lemma 4 (Set of falsified coefficients): Suppose Assumption 2, 3, and 4 hold and a nontight noise bound $\mathbb{D}_m$ is known. Then, the coefficients $F \in \mathbb{R}^{n_z \times n_z}$, excluded by

$$\left\{ F^* \right\} \oplus \rho \sqrt{\frac{L_{pe}}{\beta} B} \tag{39}$$

can be falsified with probability 1 by the data (10) for $S \to \infty$.

Proof: While we follow the main steps from [22], we consider contrary to [22], an ellipsoidal noise description, unknown coefficient matrices, and conclusions from the data matrices $X_t$ and $Z_t$ over $L_0$ time steps.

We define the set of coefficients $F$, which are admissible for the data $X_{t+1}, Z_t$, and $D_t \in \mathbb{D}_m$

$$F_t = \{ F \in \mathbb{R}^{n_z \times n_z} : X_{t+1} - FZ_t \in \mathbb{D}_m \}$$

$$= \{ F \in \mathbb{R}^{n_z \times n_z} : (F^* - F)Z_t + D_t \in \mathbb{D}_m \}.$$

Moreover, we define the matrix normal cone $\mathcal{N}_{\mathcal{D}_m}(\hat{D})$ of $\mathbb{D}_m$ at the matrix $\hat{D} \in \partial \mathbb{D}_m$ as

$$\mathcal{N}_{\mathcal{D}_m}(\hat{D}) = \{ G \in \mathbb{R}^{n_z \times L_0} : \left( G, D - \hat{D} \right)_{Ft} \leq 0 \} \forall D \in \mathbb{D}_m \}.$$

In the sequel, we use the fact that there exists for any matrix $D \in \mathbb{R}^{n_z \times L_0}$ a matrix $\hat{D} \in \partial \mathbb{D}_m$ such that $D \in \mathcal{N}_{\mathcal{D}_m}(\hat{D})$. For the matrix normal cone, this is clear because for any $K \in \mathbb{R}^{n_z \times L_0}$, the solution of $\sup_{D \in \mathbb{D}_m} \langle K, D \rangle_{Fr}$ is attained for some $\hat{D}$ by the Weierstrass theorem. Moreover, $\hat{D} \in \partial \mathbb{D}_m$ as otherwise the small perturbation $\epsilon K$ of $\hat{D}$ would lead to a feasible and larger
solution. Thus, \( (K, D)_{Fr} - \left( \hat{K}, \hat{D} \right)_{Fr} \leq 0 \) for all \( D \in D_{nt} \), and hence, \( \bigcup_{\hat{D} \in \partial D_{nt}} N_{D_{nt}}(\hat{D}) = \mathbb{R}^{n_x \times L_0} \).

Furthermore, the persistent excitation assumption implies
\[
Z_i Z_i^T = \sum_{t=1}^{t+L_{pe}-1} z_i z_i^T \geq \sum_{t=1}^{t+L_{pe}-1} z_i z_i^T \geq \beta I_{n_z}
\]
with \( z_i = z(\hat{x}_i, \hat{u}_i) \), and thus for any \( F \)
\[
\sum_{t=1}^{t+L_{pe}-1} (F^* - F) Z_i Z_i^T (F^* - F)^T \geq \beta (F^* - F)^T (F^* - F)^T.
\]
This leads to
\[
\sum_{t=1}^{t+L_{pe}-1} \|(F^* - F) Z_i\|_{Fr}^2 \geq \beta \|(F^* - F)^T\|_{Fr}^2
\]
as \( A \preceq B \) implies \( \text{tr}(A) \preceq \text{tr}(B) \) and \( \text{tr}(AB) = \text{tr}(BA) \), and thereby there exists a \( j \in \mathbb{N}_{[t+L_{pe}-1]} \) such that
\[
\|(F^* - F) Z_j\|_{Fr} \geq \frac{\beta}{L_{pe}} \|(F^* - F)^T\|_{Fr}
\]
We have the preparation, we can now show the claim. Consider any coefficient matrix \( F \) such that there exists an \( \epsilon > 0 \) where \( \|(F^* - F)^T\|_{Fr} \geq \epsilon \). Together with Assumption 4, there exists a \( j \in \mathbb{N}_{[t+L_{pe}-1]} \) such that
\[
\|(F^* - F) Z_j\|_{Fr} \geq \frac{\beta}{L_{pe}} \|(F^* - F)^T\|_{Fr} \geq \epsilon \frac{\beta}{L_{pe}} + \rho.
\]
Moreover, we can construct a matrix \( \hat{D} \in \partial D_{nt} \) with \( (F^* - F) Z_j \in N_{D_{nt}}(\hat{D}) \) and a matrix \( \hat{D} \in \partial \Omega \) with
\[
\|\hat{D} - \hat{D}\|_{Fr} \leq \rho
\]
by Assumption 2. With the Cauchy–Schwarz inequality, we calculate
\[
\left\langle (F^* - F) Z_j, (F^* - F) Z_j + D_j - \hat{D} \right\rangle_{Fr}
\]
\[
\sum_{t=1}^{t+L_{pe}-1} \|(F^* - F) Z_j\|_{Fr}^2 + \left\langle (F^* - F) Z_j, (F^* - F)^T (F^* - F)^T \right\rangle_{Fr}
\]
\[
\geq \|(F^* - F) Z_j\|_{Fr} \|\hat{D} - \hat{D}\|_{Fr}
\]
\[
\geq \|(F^* - F) Z_j\|_{Fr} \|\hat{D} - \hat{D}\|_{Fr}.
\]
If \( D_j \) satisfies \( \|D_j - \hat{D}\|_{Fr} < \epsilon \sqrt{\frac{\beta}{L_{pe}}} \), and together with (41), then we can write further
\[
\left\langle (F^* - F) Z_j, (F^* - F) Z_j + D_j - \hat{D} \right\rangle_{Fr}
\]
\[
> \|(F^* - F) Z_j\|_{Fr} \left( \|(F^* - F) Z_j\|_{Fr} - \epsilon \sqrt{\frac{\beta}{L_{pe}}} - \rho \right) \geq 0.
\]
Thus, \( (F^* - F) Z_j + D_j \notin D_{nt} \) as \( (F^* - F) Z_j \in N_{D_{nt}}(\hat{D}) \). Hereby, \( F \notin F_j \) by the Definition of \( F_j \), and therefore the coefficients \( F \) are falsified by the data \( X_{j+1}, Z_j \) for any noise realization \( D_j \) with \( \|D_j - \hat{D}\|_{Fr} < \epsilon \sqrt{\frac{\beta}{L_{pe}}} \).

This yields
\[
\Pr(F \notin F_j) \geq \Pr \left( \|D_j - \hat{D}\|_{Fr} < \epsilon \sqrt{\frac{\beta}{L_{pe}}} \right) \geq p \left( \epsilon \sqrt{\frac{\beta}{L_{pe}}} \right)
\]
by Assumption 2.

By (42), we show that any coefficient matrix \( F \) with \( \|F^* - F\|_{Fr} \geq \epsilon + \rho \sqrt{\frac{\beta}{L_{pe}}} \) can be falsified by a finite set of data with nonvanishing probability. For that reason, it remains to prove that this also holds with probability 1 for \( S \rightarrow \infty \). To this end, let \( F_t = \bigcap_{i=1}^{\infty} F_i \) with
\[
\Pr(F \in F_t) \leq \Pr(F \in \bigcap_{\forall \in \mathbb{N}_{[t-L_{pe}+1,t]} F_i \mid F \in \mathcal{F}_{t-L_{pe}}} \mathcal{F}_t)
\]
Since the noise realizations \( D_i \), for \( i \in \mathbb{N}_{[t-L_{pe}+1,t]} \) and for \( i \in \mathbb{N}_{[t-L_{pe}+1,t]} \) are conditionally independent by Assumption 3, (42) results in
\[
\Pr(F \in F_t) \leq \left( 1 - p \left( \epsilon \sqrt{\frac{\beta}{L_{pe}}} \right) \right) \Pr(F \in \mathcal{F}_{t-L_{pe}}) \]
\[
\leq \cdots \leq \left( 1 - p \left( \epsilon \sqrt{\frac{\beta}{L_{pe}}} \right) \right)^{t/(L_0 + L_{pe})}.
\]
Thus, \( \sum_{t=1}^{\infty} \Pr(F \in F_t) \) is finite. The Borel–Cantelli lemma yields \( \Pr(F \in F_t) \) for \( F \in \mathcal{F}_{t-L_{pe}} \) for any \( F \) with \( \|F^* - F\|_{Fr} \geq \epsilon + \rho \sqrt{\frac{\beta}{L_{pe}}} \) and any \( \epsilon > 0 \). Thus, any such kind of coefficient \( F \) can be falsified with probability one for infinitely many data points.

With this auxiliary result, we analyze now the asymptotic accuracy of \( \Sigma_w \) and \( \Sigma_p \) if the noise bound from Assumption 1 is tight.

**Theorem 2 (Asymptotic accuracy of \( \Sigma_w \)):** Under Assumption 1 with \( \tilde{d}_i \leq \epsilon, \epsilon > 0 \) and Assumption 2, 3, and 4, the superset \( \Sigma_w \) is a subset of \( \{F^*\} \oplus (L - 1) \sqrt{\frac{L_{pe}}{\beta}} \)
with probability one for \( S \rightarrow \infty \).

**Proof:** The statement follows by Lemma 4 for \( L_0 = L \). It remains to compute \( \rho \) of Assumption 2 if we suppose the average bound (38) instead of the tight pointwise description from Assumption 1, which is equivalent to (15) with \( \Delta_{1,i} = -1/\epsilon^2 \), \( \Delta_{2,i} = 0 \), and \( \Delta_{3,i} = I_{n_x} \). Note that \( \rho \) can be specified by
\[
\rho^2 = \max_{D \in D_{nt}} \min_{\hat{D} \in \partial \Omega} \|\hat{D} - \hat{D}\|_{Fr}^2
\]
\[
= \max_{D \text{ satisfies (38)}} \min_{d_i \text{ satisfies (15)}} \sum_{i=1}^{L} \|d_i - \hat{d}_i\|^2_2
\]
with \( \hat{D} = [\hat{d}_1, \ldots, \hat{d}_L] \) and \( D = [d_1, \ldots, d_L] \). For the considered special case of \( \Delta_{1,i}, \Delta_{2,i}, \text{ and } \Delta_{3,i} \), the minimizing
\[ \bar{d}_i \text{ are given by } e \bar{d}_i/||\bar{d}_i||_2 \text{ as } \bar{d}_i \text{ lie within balls with radius } \epsilon. \text{ To solve the remaining optimization, observe that the point } x^* = [0 \cdots 0] \text{ maximizes within } \{x \in \mathbb{R}^L : ||x||_2 \leq L\} \text{ the distance to any point in the } \infty\text{-norm unit ball } \{x \in \mathbb{R}^L : ||x||_\infty \leq 1\}. \text{ Thereby, the energy of the maximizing realization of } D \text{ is concentrated into one time point, i.e., } \bar{D} = [0 \cdots \bar{d}_k \cdots 0]. \text{ This yields}
\]
\[
\rho^2 = \max_{[0 \cdots \bar{d}_k \cdots 0]} (1 - \frac{\epsilon}{||\bar{d}_k||_2})^2 ||\bar{d}_k||_2^2
\]
\[
= (1 - \frac{\epsilon}{\epsilon L})^2 (\epsilon L)^2 = \epsilon^2 (L - 1)^2.
\]

For the frequently-assumed case of noise with bounded amplitude, Theorem 2 shows that \( \rho \) is zero for window length one and increases with increasing window length. Thus, the accuracy of the window-based description (38) decreases for larger window length as \( \rho \) measures the tightness of the supposed noise description. On the other hand, the number of windows decreases for larger window lengths, which achieve less required optimization variables in the determination of input–output properties. Furthermore, Lemma 4 clarifies that \( \Sigma_\nu \) converges to \( \{F^+\} \) if the window noise bound (38) is tight.

Theorem 3 (Asymptotic consistency of \( \Sigma_\nu \))—Under Assumption 1–4, the superset \( \Sigma_\nu \), from Proposition 2 with maximal \( \kappa > 0 \) for \( \Delta_{1p} \geq \kappa I_{n_\nu} \), converges to \( \{F^+\} \) with probability one for data (10) with \( S \to \infty \).

Proof: Since \( \Sigma_\nu \) is calculated based on the tight noise characterization from Lemma 1, \( \rho = 0 \). Hence, Lemma 4 for \( L_0 = 1 \) and \( \rho = 0 \) implies that \( \bigcap_{k=1}^S F_k \to \{F^+\} \) for \( S \to \infty \) with probability one, and thus, the diameter of \( \bigcap_{k=1}^S F_k \) tends to zero. Thus, the sequence of \( \Sigma_\nu \) converges to \( \{F^+\} \) for \( S \to \infty \).

To prove consistency of \( \Sigma_\nu \) for \( S \to \infty \) with a tight noise description, Lemma 4 is not feasible, and therefore, we adapt the results from [21] for an unknown coefficient matrix and a more general quadratic noise characterization. For that purpose, we define the matrices
\[
\begin{align*}
X^+_c(S) &= [\hat{x}^+_1 \cdots \hat{x}^+_S] \\
Z_c(S) &= [z(\bar{x}_1, \bar{u}_1) \cdots z(\bar{x}_S, \bar{u}_S)] \\
D_c(S) &= [\tilde{d}_1 \cdots \tilde{d}_S]
\end{align*}
\]
with \( X^+_c(S) = F^+ Z_c(S) + D_c(S) \) and assume that the noise realizations \( D_c(S) \) are an element of the compact set
\[
\Delta_m(S) = \text{diag}(\Delta_{1,1}(S), \Delta_{3,3}(S), \Delta_{3,m}(S)) \leq 0.
\]
with \( \Delta_m(S) = \text{diag}(\Delta_{1,1}(S), \Delta_{3,3}(S) + \Delta_{3,m}(S)) \) and \( \Delta_{3,m}(S) \leq 0 \). While \( \Delta_m(S) \) corresponds to a known but not tight noise description, we assume that there exists an unknown tight cumulative bound on the noise realizations.

Assumption 5 (Tight cumulative noise bound): Suppose that the noise bound
\[
\Delta_m(S) = \left\{ D \in \mathbb{R}^{n_x \times S} : \begin{bmatrix} D^T & \Delta_m(S) & D^T \end{bmatrix} \leq 0 \right\}
\]
with \( \Delta_m(S) = \text{diag}(\Delta_{1,1}(S), \Delta_{3,3}(S)) \) and \( \Delta_{1,1}(S) > 0 \) for \( S \in \mathbb{N} \), is a tight bound of \( D_{c}(S) \) for \( S \to \infty \), i.e., there exists a sequence \( \{S_k\}_{k \in \mathbb{N}} \) of integers with \( S_k \to \infty \) for \( k \to \infty \) such that for any \( \rho > 0 \)
\[
\lim_{k \to \infty} \Pr \left( \left[ D_c(S_k)^T \right]^T \Delta_m(S_k) \left[ D_c(S_k)^T \right] \preceq -\rho I_{n_x} \right) = 1.
\]
Assumption 5 requires a tight cumulative noise bound \( D_{c}(S) \) for \( S \to \infty \), which, however, does not exist for the point-wise bounded noise in Assumption 1. Nonetheless, we show asymptotic consistency of \( \Sigma_\nu \) as cumulative noise bounds are commonly supposed, exemplary, in [16] and [17].

Theorem 4 (Asymptotic accuracy of \( \Sigma_\nu \))—Under Assumption 4, 5, and
\[
\Pr \left( \lim_{S \to \infty} \frac{1}{S} \left\| Z_c(S) \Delta_{1,1}(S) D_c(S)^T \right\|_F = 0 \right) = 1
\]
the coefficients \( F \in \mathbb{R}^{n_x \times n_x} \) feasible with the data (10) and the nontight noise bound (43) satisfy
\[
\lim_{j \to \infty} \left\| F^+ - F \right\|_F^2 + \frac{1}{\gamma 1} \Tr \left( \Delta_{3,m}(S_{k_j}) \right) \leq 0
\]
with probability one for some \( \gamma > 0 \) with \( \Delta_{1,1}(S) \geq \gamma I_S \) for \( S \in \mathbb{N} \) and some subsequence \( \{S_{k_j}\}_{j \in \mathbb{N}} \) of sequence \( \{S_k\}_{k \in \mathbb{N}} \) from Assumption 5.

Proof: While the overall idea follows from [21], we provide additional references and consider the case of a more general noise description using a matrix notation. For the sake of short notation, we omit to some extent the dependence on \( S \).

From the given data (10) and the nontight noise bound (43), we conclude that the coefficients \( F \in \mathbb{R}^{n_x \times n_x} \) admissible with the data are given by
\[
\Sigma_\nu(S) = \left\{ F : \bar{F} \Delta_m(S) \left[ (X^+_c(S) - FZ_c(S))^T \right] \leq 0 \right\}.
\]
Together with \( X^+_c(S) = F^+ Z_c(S) + D_c(S) \), any coefficients \( F \in \Sigma_\nu(S) \) satisfy
\[
\begin{align*}
\begin{bmatrix} D_c^T \end{bmatrix} \Delta_m(S) \begin{bmatrix} D_c^T \end{bmatrix} \\
\Delta_1(S) \begin{bmatrix} I_{n_x} \end{bmatrix}
\end{bmatrix} \\
&\preceq - \bar{F} Z_c(S) \bar{Z}^T \bar{F}^T - D_c \Delta_{1,1}(S) \bar{Z}^T \bar{F}^T - \bar{F} Z_c(S) \Delta_{1,1}(S) D_c^T - \Delta_{3,m}
\end{align*}
\]
with \( \bar{F} = F^+ - F \) and \( \bar{\beta} = \frac{\gamma 1}{\gamma 1} \). The second inequality holds because \( \Delta_{1,1}(S) \geq \gamma I_S \) for all \( S \in \mathbb{N} \) and Assumption 4, which implies
\[
\Delta_m(S) \Delta_m(S) = \sum_{i=1}^{S_k-1} z(\bar{x}_i, \bar{u}_i) z(\bar{x}_i, \bar{u}_i)^T \geq \bar{\beta} I_{n_x}.
\]
Equation (46) together with (44) and the fact that the convergence with probability one in (45) implies convergence in...
probability [41, Th. 17.2], yields for the sequence \( \{ S_k \}_{k \in \mathbb{N}} \) from Assumption 5 that

\[
\lim_{k \to \infty} \Pr \left( \left| \frac{\rho_n x}{\gamma^3} - \frac{1}{\gamma^3} \text{tr}(\Delta_{3, m}(S_k)) \right|^2 \right) = 1
\]

for any \( \rho > 0 \) and any coefficients \( F \) feasible with the data, i.e., \( F \in \Sigma_2(S_k) \). Finally, according to [41, Th. 17.3], there exists a subsequence \( \{ S_{k_i} \}_{i \in \mathbb{N}} \) of \( \{ S_k \}_{k \in \mathbb{N}} \) with

\[
\lim_{i \to \infty} \frac{\left| F^* - F \right|^2}{\| F \|^2} + \frac{1}{\gamma^3} \text{tr}(\Delta_{3, m}(S_{k_i})) = 0.
\]

First, note that the additional assumption (45) corresponds to the average noise property in [21, Th. 2.3] and is satisfied exemplary for zero mean noise.

Second, if the cumulative noise description (43) is actually tight, i.e., \( \Delta_{3, m}(S) = 0 \) for \( S \to \infty \), then Theorem 4 shows that \( \| F^* - F \| \) converges to zero with probability one. For that reason, \( \Sigma_2 \) is asymptotically consistent. Furthermore, if a zero mean noise signal has a covariance matrix \( \delta I_{n_2} \) but is overestimated by \( \delta I_{n_2} \), i.e., \( \lim_{i \to \infty} \frac{1}{i} \sum_{i=1}^{\infty} \frac{d_i}{d_i^*} = \delta I_{n_2} \leq (\delta + \delta) I_{n_2} \), then \( \Delta_{1, i}(S) = I_S \) and \( \Delta_{3, m}(S) = -S \delta I_{n_2} \), and hence, Theorem 4 implies that any coefficients \( F \) feasible for infinitely many samples are contained in \( \{ F^* : \| F^* - F \| \leq \frac{\lambda_{\text{max}}(\delta I_{n_2})}{\gamma^3} \} \) with probability one.

C. Comparison of the Accuracy of \( \Sigma_{\text{p}}, \Sigma_{\text{w}}, \) and \( \Sigma_{\text{c}} \) in a Numerical Example

To assess the accuracy of the three supersets \( \Sigma_{\text{p}}, \Sigma_{\text{w}}, \) and \( \Sigma_{\text{c}} \) for pointwise bounded noise (11), we consider a data-driven estimation of the \( \ell_2 \)-gain of a polynomial system. To this end, we apply [18, Th. 2] for the three supersets and compare the results with the \( \ell_2 \)-gain derived directly from the system dynamics by SOS optimization and the \( \ell_2 \)-gain calculated from [18, Corollary 1], where pointwise bounded noise can be exploited directly in the data-driven computation of the \( \ell_2 \)-gain. In particular, we evaluate the \( \ell_2 \)-gain of

\[
\begin{bmatrix}
x_1(t + 1) \\
x_2(t + 1)
\end{bmatrix} = \begin{bmatrix}
-0.3x_1 + 0.2x_2^2 + 0.2x_1x_2 \\
0.2x_2 + 0.1x_2^2 - 0.3x_1 + 0.4u
\end{bmatrix}(t)
\]

for \( u \to x \) within the operation set \( x^2 \leq 1, x_1^2 \leq 1 \), and \( u^2 \leq \sqrt{2} \). We draw samples (10) from a single trajectory with initial condition \( x(0) = [-1, -1] \), and noise that exhibits constant signal-to-noise ratio \( \| d_i \|_2 \leq 0.02 \| x_i \|_2 \). Moreover, we assume \( z(x, u) = [x_1 x_2 x_1^2 x_2^2 x_1^3 u]^T \). Table I shows the received upper bounds on the \( \ell_2 \)-gain.

As expected, the upper bounds from [18, Corollary 1] differ by the smallest margin from the model-based upper bound. However, the computation times with 52 s (\( S = 20 \)), 61 s (\( S = 50 \)), and 104 s (\( S = 100 \)) are more demanding than the computation times of less than a second for [18, Th. 2] with \( \Sigma_{\text{p}}, \Sigma_{\text{w}}, \) and \( \Sigma_{\text{c}} \). Table I also shows that \( \Sigma_{\text{p}} \) outperforms the other supersets and that the accuracy of \( \Sigma_{\text{w}} \) increases with decreasing window length \( L \), as expected by Theorem 2. Note that the increase of the upper bounds by \( \Sigma_{\text{w}} \) for increasing \( S \) is already excessively discussed in [18].

Summarized, we prefer \( \Sigma_{\text{p}} \) over \( \Sigma_{\text{w}} \) and \( \Sigma_{\text{c}} \) to obtain data-driven inference on input–output properties if the noise exhibits pointwise bounds and the number of samples allows to solve LMI (16).

**VII. CONCLUSION**

By Algorithm 1, we established a set-membership framework to determine optimal input–output properties of polynomial systems without identifying an explicit model but directly from input-state measurements in the presence of noise. In particular, we focused on guaranteed upper bounds on NLMs of dynamical systems and their “optimal” linear approximation as well as on input–output properties specified by time domain hard IQCs. We emphasize that the framework achieves computationally tractable LMI conditions with SOS multipliers even regarding to the unknown linear filter. Related to the set-membership literature, we also presented three data-driven supersets that include the true unknown coefficient matrix and showed their asymptotic consistency.

While the framework is presented for polynomial systems, it can be extended to nonlinear systems by [42]. Indeed, the polynomial sector bounds from [42] include the unknown nonlinear system dynamics, are derived from data without knowledge of the true basis functions, and are suitable for the here applied robust control techniques.
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