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Abstract. Researchers and practitioners are increasingly aware of changes in the environment, broadly defined, that affect the policy process and the current capabilities for policy analysis. Examples of these changes are emergent information technologies, big and interconnected data, and the availability of computational power to perform analysis at a very disaggregate level. These and other forces have the potential to significantly change multiple stages of the policy process, from design to implementation and evaluation. The emergence of this phenomenon has led to the use of a variety of labels to define it. Potentially, a variety of labels might contribute to some conceptual confusion, but most importantly to concept stretching. This article aims to provide a conceptual space by identifying the attributes that compose the phenomenon. Based on a systematic literature review, this paper identifies the terms that have been used to refer to this phenomenon and analyzes their associated attributes. Based on Gerring & Barroisi's Min-Max strategy of concept formation, we propose two sets of attributes to define the phenomenon.
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1 Introduction

Recent technological and analytical developments have grabbed the attention of researchers and practitioners as potential innovations that could improve the quality and timeliness of the policy process, compared with more traditional methods and approaches to collecting and analyzing information for policymaking. In this paper, we broadly refer to this as the relationship between policy analysis and information technologies. This relationship involves, among other things, new data sources and structures, improved computational capacity, and new methods of analysis that could contribute to better address the increasing complexity, interconnectedness, and uncertainty of public problems [1–4].

Recent academic interest has been brought on the matter from diverse fields, such as health [5], policy analysis [6–8], statistics [9], electronic government [10], population studies [11], complexity science [2], computational science [12], and informatics [2, 3, 13]. There is a variety of terms of concepts that have emerged from these backgrounds to refer to that phenomenon. For example, Jassen and Wimmer [2] identified the following terms: e-policy-making, computational intelligence, digital policy sciences, and policy informatics. Other authors have associated the terms IT-enabled policy analysis, policy modeling, and data-driven decision-making as other forms to label the same phenomenon [2, 14].

The high number of different terms to refer, arguably, to approximately the same phenomenon is a problem of conceptual clarity [15, 16]. Because every term has associated certain attributes, a number of terms imply a loose constellation of attributes associated with the same phenomenon. This conceptual ambiguity (in the constitutive attributes) might limit the possibility to build knowledge on top of previous works. Conceptual clarity is not to prefer a label rather than others, but to provide insights to facilitate future research on the matter. For example, as a basis for case selection or comparative analysis, for the operationalization of measurements, or to undergo a revision of the conceptual definition of current terms. Conceptual clarity also contributes to mitigate conceptual stretching, which is defined by Goertz [17] as "concepts that are loosened up so that they apply to additive cases. Thus, we seek to contribute in the study of the relationship of policy analysis and information technologies by defining a conceptual space1 for the phenomenon of interest, as well as to provide two sets of attributes that best suit the definition of the phenomenon and have clear conceptual boundaries. Based on this, our research question is: what are the common and distinct attributes of the terms defining the relationship between policy analysis and information technologies?

The article is structured in five sections, including the present introduction. Section two explains the methodological approach used to develop the proposed conceptual space. This is followed by a brief description of the terms’ backgrounds and an assessment of their conceptual clarity (or ambiguity). Section four provides a description of the minimal and ideal-type definitions, as well as the set of the constitutive

---

1 A conceptual space is defined here as the range of attributes extracted from the concepts or terms aforementioned.
attributes of the proposed conceptual space. In the final section, we provide some conclusions and discuss future research directions.

2 Methodological Approach

2.1 Min-Max Strategy of Concept Formation

The Min-Max strategy of concept formation was proposed by Gerring and Barresi [15] as a mechanism to provide conceptual clarity, by uncovering the defining attributes of a concept. The strategy is particularly useful when uncovering these attributes across contesting defining terms. This is because the strategy focuses on identifying the non-idiosyncratic definitions (those that are less dependent on particularities of certain field or period). Gerring & Barresi's strategy is based on Sartori's propositions of the "ladder of abstraction." This is in reference to the generality or specificity of a concept due to the augment or decrease of the concept's intension. The intension of a concept is the set of properties or attributes that determine the constitutive elements belonging to a concept [16]. The concepts are found to be more general by simply reducing the set of attributes, whereas the concept is more specific by adding or unfolding attributes [16]. These changes have a direct effect on the extension, which is the group of observations that have the attributes specified in the concept. Thus, the extension increases as intension decreases, and vice versa.

To define what attributes should be kept in a prototypical definition, Gerring & Barresi propose two strategies. The first strategy is a minimal definition. This refers to a set of necessary attributes that must be present in all terms or concepts. Identifying such attributes is an empirical endeavor, rather than theoretical. The goal is to identify the attributes that are present across all the concepts reviewed. This strategy aims to find a non-idiosyncratic definition (i.e. a set of attributes that will not vary across the terms used). The second strategy is an ideal-type definition. This strategy seeks to identify a definition that is "maximal" in that it includes all the attributes that could possibly compose the definition [15].

The empirical strategy proposed by Gerring & Barresi is unfolded in three steps. The first step is to gather a representative sample of the terms or concepts of interests. In this regard, our work departs from the lists presented in the introduction. Next, we did a systematic literature review to find the relevant manuscripts that use the terms or concepts of interest. The protocol of the systematic literature review is presented in the next section. The second step is to typologize the attributes from analyzing the manuscripts found in the systematic literature review. We built a typology of attributes by obtaining explicit referenced attributes (characterized here as "strong" attributes) and by interpreting implicit attributes (characterized as "weak" attributes). The third step corresponds to the organization of the attributes in two sets. The first set corresponds to a minimal definition and an ideal-type definition.
2.2 Systematic Literature Review

We conducted a systematic literature review of the relationship between policy analysis and information technologies in academic publications, following the widely used Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) statement. The PRISMA protocol confers to the research process limited bias, transparency, and replicability [18]. We collected publications from three digital libraries to cover the publications in social sciences: Scopus, Web of Science, and JSTOR. These libraries combined offer the best coverage of publications in social sciences [19, 20]. In addition, we selected the digital library DBLP that accounts for the most extended coverage in computer science [21].

Our inclusion criteria were as follows. In terms of publications, we considered peer-reviewed articles, books or book chapters, and conference proceedings. All types of study designs were considered. We considered publications that: (1) provided or was related with a descriptive or conceptual discussion about policy analysis and information technologies; and/or (2) provided an application of an innovative approach, method or technology in the policy process. Our exclusion criteria were to limit the search to the following research fields: computer science, complexity science, health, informatics, and social sciences, which are the fields from which we had previous knowledge of being using related terms. We also discarded the publications that did not made a substantial reference to policy analysis, policy process or policy cycle.

Based on our previous knowledge of the topic, we considered the following search terms: 1) "policy informatics", 2) "e-policy-making", 3) "IT-enabled policy analysis", 4) "policy modeling", 5) "computational intelligence", 6) "digital policy science", 7) "policy analytics", 8) "data science", 9) "computational social sciences", 10) "digital science", 11) "data-driven decision-making". For the database searching, we followed two rounds of search queries with clearly defined query rules. The first round was based on a search of the exact terms, after the application of the inclusion criteria. In the first round, we noticed that our search strategy needed further specificity for some terms, since the publications retrieved were populous. For example, we retrieved 2,087 for "computational social sciences" (see Table 1). In the second searching round, all exact concepts were combined with common concepts in public administration literature ("governance", "public administration", "policy analysis", "policy-making", and "policy process"). The reason of this intersection was to automatically reduce the possibility of including articles that did not match the inclusion criteria, without scanning the titles or abstracts. This was a practical solution to address massive matches in broader concepts such as "computational intelligence", "data science" or "policy modeling".

2 Illustratively, the search query string for policy informatics in the first round is shown below. All the terms followed the same string. ALL ("policy informatics"). In the second round was: ALL("policy informatics") AND (ALL("governance") OR ALL("public administration") OR ALL("policy analysis") OR ALL("policy-making") OR ("policy process")).
The search period of our review spans from 2000 to December 27th, 2016. By testing the search queries, we observed that most of the publications are not older than 8 years; however, we decided to extend the search period to 16 years to make sure we have a thorough coverage of research publications (thus, the lower bound is 2000).

Based on the results of the second round of search queries, we discarded some concepts from the study. The terms “computational social sciences”, “data science”, “digital science”, “data-driven decision-making”, “policy modeling”, and “computational intelligence” were discarded as being considered too broad for the purposes of this research. We acknowledge that there is a chance that a subset of the articles retrieved with these terms might be related with the policy cycle and are not captured in the present study. In these cases, future research is needed in understanding whether these concepts could be associated with the policy analysis and how.3 Finally, the concept “digital policy science”, although we found publications in the search queries, this concept did not pass the fourth step in our PRISMA flowchart. Thus, we also discarded this term. The final list of terms was the following: 1) policy informatics, 2) e-policy-making, 3) IT-enabled policy analysis, and 4) policy analytics.

The search strategy consisted of five steps (see Figure 1). In the first step, we performed database searching following the inclusion and exclusion criteria defined above. The number of records identified in the first step was 367. In the second step, we extracted the reference metadata from the digital libraries and placed them into the reference manager software Mendeley, grouping the references by term. We then search for duplicates with the managing tools provided by Mendeley. As some records mentioned more than one term, we discarded duplicates within groups of references. We also grouped all records in a single file and searched for duplicates across groups, but keeping a research memo on the records that included many terms. The number of records after all duplicates were removed was 342. In the third step, we screened the titles and abstracts of the records to exclude the records that did not meet

3 Furthermore, at the end of the literature review, we found three other related terms: “social data science”, “data-centered policy-making”, “data science for government and policymaking”, and policymaking 2.0”.

Table 1. Publications retrieved by first and second rounds of refinement

| Concept                                | First round | Second round |
|----------------------------------------|-------------|--------------|
| Policy informatics                     | 121         | 31           |
| E-Policy-Making                        | 15          | 6            |
| IT-Enabled Policy Analysis             | 10          | 9            |
| Policy Modeling                        | 18,979      | 1,301        |
| Computational Intelligence             | 175,418     | 34,760       |
| Digital Policy Science                 | 52          | 12           |
| Data Science                           | 11,504      | 2,083        |
| Computational Social Sciences          | 893         | 76           |
| Digital Science                        | 1,156       | 104          |
| Data-Driven Decision-Making            | 920         | 303          |
our inclusion. The number of records after screening titles and abstracts was 62. In the fourth step, we screened the full-text in the remaining records and removed those that did not meet the inclusion criteria. The third and fourth steps discarded mostly records that did not make any substantial reference to policy analysis, policy process or policy cycle. Finally, we included records identified while reading the selected records and were not identified through the search queries. This snowball sampling contributed to the identification of 6 relevant records that were included in the final sample. Based on that, the final number of records included in the systematic review was 43.

Fig. 1. Flow diagram of the search strategy and results

3 Understanding the Multiple Conceptualizations

3.1 “Insufficiently” Developed Terms

Aside from the terms that we considered not pertaining exclusively to policy analysis, policy process or policy cycle (computational social sciences, quantitative social sciences, data science, digital science, data-driven decision-making, policy modeling, and computational intelligence), we concluded that two of the terms reviewed lack of constituent attributes or they are vaguely defined. The first term that lies within this
vagueness is Digital Policy Science, from which although we found little evidence of its use in academic literature, there is neither an explicit definition, nor an implicit description of its constitutive attributes. The second term is e-policy or e-policy-making, which, although we found some attributes, we perceive them as weakly defined. In fact, the defining attributes found in the literature make direct reference to the defining attributes of other terms. As Hochtl [22] states, e-policy-making conceptually "shares many features of 'policy informatics,' such as analysis, administration, and governance [3]. and 'policymaking 2.0,' [...]" [22]. Sticking with the rule of discriminatory power in the intentionality of the attributes, we concluded that this term fails to set clearly some definitional boundaries as the definitional attributes are not described beyond these types of superficial descriptions.

3.2 Brief Presentation of Studied Terms

So far, the set of developments that have been perceived as useful for improving the policy process have been conceptualized in different terms. Janssen and Wimmer [2] include e-policy-making, computational intelligence, digital policy sciences, and policy informatics. Additionally, other authors have associated IT-enabled policy analysis, policy modeling, and data-driven decision-making as emergent concepts that also affect the policy process. Among these concepts, some have evolved recently as more complex conceptualizations than others, perhaps setting a framework for understanding the processes through which emergent developments could affect public policy.

For instance, IT-enabled policy analysis (ITEPA) is a framework that seeks to advance the study of policy analysis by integrating the views of Bardach’s policy cycle with Sterman’s system dynamics approach. This framework also expands the conceptualization of policy analysis as a task with a necessary combination of institutions, actors, data, and information technologies. ITEPA is a perspective primarily concerned with the relationship between government and citizens. Its background spans through the study of e-government and governance. In this perspective, the substantial change in policymaking is caused by the development of open government and open data initiatives [10, 14, 23]. In this sense, the deployment of open government policies, and the release of open data in particular can strengthen new mechanisms of government-citizen relationships such as co-production, collaboration, and participation of the citizens in public processes as they are provided with new sources of information on public issues. Because data is regularly an input for decision-making, the increased availability of public data in the public domain may shift the approach to policymaking from a top-down decision-making approach towards a networked participatory approach. Furthermore, potential changes in policymaking are not only driven by data and technology possibilities, but also by a set of governing principles on the rise: transparency, participation, collaboration, and empowerment.

E-Policy-Making (EPM) is a term less used and developed in its contents. This terms refers to the use of "e-governance processes" in policymaking. Hochtl [22] points out that the concept formation intersects the attributes of policy informatics and Policymaking 2.0. Furthermore, the authors imply that the study of e-policy-making encompass both the improvements of already existing structures in policymaking by
the incorporation of technology, as well the transformation of the policymaking struc-
ture itself [22].

Policy analytics is a concept formed to encompass different methods able to cope
with the growing challenges that the rise of Big Data poses on data analysis [24, 25].
Its conceptualization is an adaptation of the idea of “business analytics” in the private
sector, but applied to public policies. The focus of this conceptualization is to under-
stand which methods or approaches could contribute to leverage the emergence of
massive, complex and unstructured data production for the decision-making in the
policy process. Thus, policy analytics is a field of study about how to adapt the set of
skills, applications, methods, and technologies that lie within the field of data science
to assist the construction of evidence for decision-making. Policy analytics is a per-
pective primarily concerned with the exploit of data quality, quantity and availability
commonly known as the data revolution [24–26]. Overall, analytics are perceived as a
way to solve the challenges associated with analyzing massive and unstructured data
[25]. The term comes primarily from the field of operations research, as an attempt to
understand the implications of adopting quantitative decision support methods in the
private sector known as business analytics. Business analytics is a collection of inno-

tiative computational techniques to leverage and, at the same time, cope with the chal-

lenges of managing big data to inform decision-making.

Decision-making under this perspective pursues the ideal of evidence-based deci-
sion-making, where big data features and data science techniques are perceived as
more accurate, rich, and timely, as well as less costly than traditional methods of col-
lecting data [24, 25]. Furthermore, these are perceived as less biased in the collection
and interpretation processes [24, 26]. As for the policy process, this perspective di-
rectly implies the incorporation of new sources of information for decision-making;
remarkably, Daniell [25] has attempted to organize the blending of data sources and
data science techniques and associate them as tools for policy analysis at different
stages in the policy cycle. In addition, policy analytics indirectly implies the incorpo-
ration of predictive analysis to the toolkit of policy analysts.

| Concept               | Definition                                                                                                                                 |
|-----------------------|---------------------------------------------------------------------------------------------------------------------------------------------|
| E-Policy-Making       | “the act of policymaking in e-government using e-governance processes, with the distinctive feature that evaluation happens as an integral part of all along the policy cycle rather than as a separate step at the end of policymaking process” [22] |
| IT-Enabled Policy Analysis | “The use of IT tools, mathematical modeling and analytical methods to take advantage of the available data to aid individuals and groups make policy options or solve policy problems.” [14] |
| Policy Informatics    | “The study of how computation and communication technology is leveraged to understand and address complex public policy and administration problems and realize innovations in governance processes and institutions.” [3] |
| Policy Analytics      | “The development and application of […] skills, methodologies, methods, and technologies, which aim to support relevant stakeholders”                              |
engaged at any stage of a policy cycle, with the aim of facilitating meaningful and informative hindsight, insight and foresight.” [27]

4 Integrating the Attributes from Multiple Terms: A Min-Max Approach

Even though the Min-Max strategy is generally used to set the conceptual space of a given concept (i.e. democracy or culture), here we used this method to ensemble the attributes of a constellation of concepts that we hypothesized belong to the same latent concept. The argument is that this latent concept has been characterized through different lenses, where each lens has its own background and thus would likely assign different attributes to the same phenomenon.

Each concept formation offers, explicitly or implicitly, a variety of definitional attributes, where some of them will intersect each other, whereas others are context-specific reminiscent or idiosyncratic attributes [15, 28]. Thus, the minimal definition comprises the attributes that are common to all perspectives, providing a more general and agnostic perspective on the phenomenon.

The relationship between policy analysis and information technologies, minimally defined, is a phenomenon composed by the development of methods, technology, and data. Adding the idiosyncratic attributes allows to broaden the definition to a more overarching idea without blurring the definitional boundaries. This ideal-type definition includes all the attributes that comprise the conceptual space of the phenomenon, regardless of the perspective. The ideal-type definition is equivalent to the conceptual space in that both comprise the full range of attributes. Thus, as will be described below, the conceptual space is composed by five attributes: human resources, governance, methods, technology, and data (see Table 3).

| Human resources | Governance | Methods | Technology | Data |
|-----------------|------------|---------|------------|------|
| E-Policy-Making | Weak       | Weak    | Weak       | Weak |
| IT-Enabled Policy Analysis | Strong | Strong | Strong | Strong |
| Policy Informatics | Strong | Strong | Strong | Strong |
| Policy Analytics | Strong | Weak | Strong | Strong |
| Typology of attribute | Ideal-Type | Ideal-Type | Minimal | Minimal |

Note: “Strong” stands for strongly defined attribute, whereas “Weak” means weakly defined attribute.

We also found that some terms had a stronger identification of attributes than others. For example, e-policy-making had a weak definition of attributes (i.e. subject to textual exegesis). Policy analytics has a strong emphasis on data as the fundamental attribute constitutive of the concept, whereas there is a weak connection with technol-
ologies. As for IT-enabled policy analysis and policy informatics, there is an evenly strong identification of attributes across the definitional works reviewed. Interestingly, although the IT-enabled policy analysis framework has more constitutive attributes than policy informatics, the authors consider this as a possible variation of policy informatics [10].

The results show that the attributes observed across the concepts are convergent towards a unified core of attributes (the minimal definition). All these perspectives are relatively aligned, with some idiosyncratic attributes that are likely to be explained by their intellectual background.

4.1 Minimal Attributes

Methods

In this context, methods refer to the analytical tools that people, primarily in the public sector, use to obtain useful information insights or knowledge from data for decision-making. These methods are generally suited for the analysis of quantitative data, although Puron-Cid, Gil-Garcia and Luna-Reyes [14] also recognize analytical methods for qualitative data. The perceived constitutive methods of policy analysis span from a wide variety of fields, such as mathematics, statistics, economics, operations research, psychology, sociology, management, finance, and political science [14, 24, 25, 27, 29], although the focus is stressed in emergent methods or techniques from computer science. For example, text mining, exploratory data analysis, support vector machines, spreadsheet models, and machine learning [25]. Other methods considered that are not yet part of the traditional policy analyst's toolkit are group model building, multi-criteria analyses, simulation and optimization modelling, participatory planning, resource allocation modelling, real-time operations optimization, remote sensing, smart metering, and participatory GIS/evaluation [25]; simulation modelling, and cognitive mapping [2, 3, 14, 25]. There is no clarity however, on whether the list of methods considered as part of this phenomenon is pertaining to a single technological innovation (i.e. data revolution) or the concept should be extended to all methods that eventually would fit technological innovations in the future.

Data

Data is an input for decision making in the policy process [10, 30–32]. This is regarded as sets of measurements of social activity that require analytical skills or methods to be transformed into useful information or knowledge for decision making. Data is also perceived as an element that could be easily spread into the public domain, contributing to re-shape the relationships between government and citizens. Under certain circumstances, data is also perceived as a potential driver towards networked governance, transparency, and other activities beyond policy decision-making [14]. Although this attribute also refers to traditional data (e.g. survey data), the primary focus is on big data, which is perceived as massive, usually costless, and unstructured. There are several types of such data, primarily organized by its source; for example, commercial data, administrative data, open data, electronic data, on-line
data, cellphone data, geospatial data, daily census data, as well as data from sensor readings and crowd computing sources.

**Technology**

Technology or IT tools refers to the computational infrastructure that contributes to increase government's capacity [14, 30, 33–35]. This increased capacity comes in a variety of activities linked with both decision-making and governing. These activities are the likes of visualization technologies for the communication of policy analysis or decisions, technologies to process and manage information overload and ambiguity, technologies to generate and collect data, technologies for understanding patterns and detect trends in data, to increase the reach of the policy discussion, to enable collaborative networks, or to crowdsource public policy analysis, policy monitoring, evaluation or implementation.

4.2 **Idiosyncratic Attributes**

**Human Resources**

This attribute refers to the stock of capacities and skills for policymaking in the human resources available in an organization [14]. Any given development in computation and communication in the organization requires a body of expertise and knowledge in the human resources to effectively accomplish any task. More specifically, human resources refer to the personnel in charge of tasks such as producing insights for or advising decision-making, as well as being responsible for decisions in any given stage of the policy cycle.

**Governance**

Governance refers to the technological infrastructure through which governance processes could occur [14, 36–42]. The governance platforms are perceived to have the capacity to improve the flexibility and responsiveness of bureaucracies [39]. In addition, improved computation and communication capabilities in government activities could improve the interaction between citizens and government, as well as among government agencies. As a constitutive element for decisions in policymaking, governance represents the institutional and social arrangements in which a decision-making process takes place. As such, governance is highly intertwined with the rest of the constitutive elements of policy analysis and information technologies, since it might be shaped by data or technologies or it might determine the use of types of data and technologies in the policy process.

5 **Conclusion**

Rising literature on this topic suggests that information technologies and the availability of new types of data are already affecting the policy process and the way people
think about policy analysis. The increasing computational power and alternative analytical methods also add to this situation and make it complex and not easy to conceptualize. In this paper, we have shown that there are many labels to refer to this phenomenon, including policy informatics, IT-enabled policy analysis, and E-Policy, among others. Despite the very diverse labels there are some important commonalities that should be part of our understanding of this phenomenon and a more comprehensive, but concise definition. There are aspects related to methods, data, technology, human resources, and governance and all of them contribute to a rich conceptualization of the relationships between information technologies and policy analysis.

In addition, this analysis identifies some terms with insufficient conceptual development, and other that are not clearly related to the policy process. In contrast, there are a core set of conceptualizations that help to identify the common attributes and specific attributes of the phenomenon in our approach. There are also references to the policy cycle, but almost no strong links to theories of the policy process. This is still a limitation of the existing terms and their respective conceptual definitions. Finally, there is also the challenge of identifying and integrating new technologies or analytical methods when they emerge. The usefulness of a concept related to these important and frequently rapid changes is also related to its capacity to leverage past research and being useful for future research. This paper aimed to contribute to conceptual clarity by uncovering some underlying attributes and structure them into two sets of definitions. Since ideas are not set in stone, it may well make sense to use these insights as material to reassess the conceptual definition of current terms.
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