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Abstract—Real-world knowledge graphs (KG) are mostly incomplete. The problem of recovering missing relations, called KG completion, has recently become an active research area. Knowledge graph (KG) embedding, a low-dimensional representation of entities and relations, is the crucial technique for KG completion. Convolutional neural networks in models such as ConvE, SACN, InteractE, and RGCN achieve recent successes. This paper takes a different architectural view and proposes ComDensE which combines relation-aware and common features using dense neural networks. In the relation-aware feature extraction, we attempt to create relational inductive bias by applying an encoding function specific to each relation. In the common feature extraction, we apply the common encoding function to all input embeddings. These encoding functions are implemented using dense layers in ComDensE. ComDensE achieves the state-of-the-art performance in the link prediction in terms of MRR, HIT@1 on FB15k-237 and HIT@1 on WN18RR compared to the previous baseline approaches. We conduct an extensive ablation study to examine the effects of the relation-aware layer and the common layer of the ComDensE. Experimental results illustrate that the combined dense architecture as implemented in ComDensE achieves the best performance.

I. INTRODUCTION

The knowledge graph (KG) is an essential tool to represent real-world facts and related knowledge. The KG is defined as a directed heterogeneous graph; KGs contain nodes and edges with types and directions, where nodes represent entities and edges represent their relationships. To represent a relation between entities, triples $(s, r, o)$ of KGs are defined where $s$, $r$ and $o$ represent “subject-entity”, “relation” and “object-entity” respectively.

Recently, KGs have been widely adopted in applications for language models like LUKE\textsuperscript{1} [1], KALM\textsuperscript{2} [2], KELM [3], KGBART [4]; question answering models like Query2Box [5], LEGO [7]; information extraction models which extract knowledge graph from text such as Distant Supervision for Relation Extraction [8], Knowledge Vault [9], End-to-End Neural Entity Linker [10], Autoregressive Entity Retrieval [11].

However, popular KGs such as WordNet\textsuperscript{2} [12], Freebase\textsuperscript{13}, Dbpedia [14], and YAGO [15] are mostly incomplete. Thus, the task of completing missing relations among entities, called the knowledge graph (KG) completion, has become a active research area. A related technique is the KG embedding which finds the representation of entities and relations in low-dimensional continuous vector spaces. One of the foundational approaches for KG embeddings is based on translational distance [10], which performs embeddings on Euclidean or non-Euclidean space, and uses translational distance between embeddings based scoring functions for link prediction. Those works include TransE\textsuperscript{10} [16], TransH [17], TransD [18] and RotaTate [19]. Another type of KG embedding is the non-neural semantic matching model such as DistMult [20], ComplEx [21], HolE [22], which propose embeddings on Euclidean or non-Euclidean spaces, and use similarity based scoring functions capturing more complex semantic information.

Recently, neural network based models have been introduced. The models based on convolutional neural networks (CNN) use 2D reshaped embeddings, e.g., ConvE [23], ConvTransE [10], SACN [23], ReInceptionE [24] and InteractE [25]. RGCN [26] exploits the connectivity structures of KGs using graph convolutional network (GCN). The CNN based approaches have yielded outstanding results on link prediction.

In this paper, we consider KG embedding using neural networks, but begin by questioning the use of convolution operations over embeddings. Somewhat surprisingly, we find...
that a proper design using dense or fully connected networks combining relation-aware and common features suffices to achieve outstanding link prediction performance. The rationale behind our approach is as follows.

**Combined relation-aware and common features.** We first propose to combine the relation-aware encoding functions and the common encoding functions. The motivation of combining two layers is that since KGs contain diverse relation types, and the number of relations is typically less than the number of entities in KGs (e.g., 11 vs 40K in WN18RR, 237 vs 14K in FB15k-237), the relation-aware encoder, which applies to specific relations, better discriminates each relational feature. On the other side, the common encoder, which is composed of a wide dense matrix, captures various features from all triples like multiple filters in CNN. Experimental results demonstrate that combining two layers illustrates a synergistic effect.

**Dense vs Convolution.** Previous approaches using CNN applied convolution operations to concatenated (and reshaped) embeddings of entities and relations. The key properties of convolution operations include locality and translational invariance. However, unlike processing image features, the benefits of these properties applied to KG embeddings are unclear. Instead, a filtering operation applied globally to the concatenated embeddings can fully combine the feature components from entity and relation embeddings. Dense layers enable such a global filtering, because the kernel of a dense layer covers the entire feature map of embeddings. Moreover, KG embeddings are not very high-dimensional, unlike high-resolution image features. Thus, dense networks for KG embeddings incurs manageable computational overhead such as parameter count, which we show by experiments.

**Width vs Depth.** We posit that the success of convolutional methods is attributable to the use of multiple filters in convolutional layers. We make a similar observation: the width of dense layer which corresponds to the number of stacked fully connected filters, is a key design parameter. Experiments show that the performance can be significantly improved by optimizing the width. By contrast, increasing depth of the neural network can be harmful.

We combine these ideas and propose **ComDensE**, a simple dense neural architecture for KG embedding which combines both relation-aware and common features among embeddings, as in Fig. 1. Our contributions are summarized as follows.

- We propose ComDensE, a simple KG embedding architecture that utilizes dense layers for combining the extractions of relation-aware and common features from embeddings. ComDensE exploits inductive biases specific to relation types and provides full-sized filtering of concatenated embeddings of entities and relations. In addition, ComDensE is easy to tune, i.e., the main hyperparameter of the model is the width of the common dense layer.
- We evaluate link prediction performances with WN18RR and FB15k-237 datasets. Experimental results demonstrate that CombinE outperforms previous neural network methods, and achieves state-of-the-art MRR, HIT@1 on FB15k-237 and HIT@1 on WN18RR.

- We extensively conduct ablation study to support our claims. We experiment the model with common feature extraction only, adjusting both width and depth. The study confirms that ComDensE, which combines the both models, achieves the best performance.

## II. RELATED WORK

### Translational Distance Models: The knowledge graph embedding for link prediction became an active research area. The KG embedding was initiated by TransE [16], which is based on the translation, i.e., the vector addition, of entity and relation embeddings in a low-dimensional vector space. TransH [17] is another distance-based model which uses translation on relation-specific hyperplanes through the orthogonal projection. RotatE [19] considers embeddings on the complex space, and proposes to use Euler’s formula to represent relations as rotation on a unit circle.

### Non-neural Semantic Matching Models: DistMult [20] is an embedding model in the Euclidean space, and computes a prediction score using bilinear functions. ComplEx [21] is a semantic matching model where all entities and relation embeddings are on the complex space.

### Neural Network based Models: Neural Tensor Network (NTN) [27] proposes to use a relation-specific transformation. Recently, embedding models based on Graph Convolutional Network (GCN) [28] have been proposed so as to exploit the connectivity structures of KGs. RGCN [26] is a GCN based method leveraging the adjacency matrix of knowledge graph and relational weight matrices. RGCN introduces basis and block-diagonal decomposition methods in order to prevent an over-fitting. CNN have been widely used for the KG embedding. ConvE [23] applies convolutional filters to 2D-reshaped subject and relation embeddings. ConvE computes similarity scores between obtained hidden vectors for link prediction. SACN [10] is an end-to-end architecture using weighted GCN as the encoder, and Conv-TransE, or ConvE with translational characteristics, as the decoder. InteractE [25] takes a similar approach to ConvE, but uses feature permutation and a circular
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convolution operation so as to enhance interactions among the components of embedding vectors.

III. METHOD

This section describes the details of ComDensE architecture which is depicted in Fig. 2. Let \( e_s, e_o \in \mathbb{R}^{d_e} \) denote the embedding vectors of subject and object entities, and \( e_r \in \mathbb{R}^{d_r} \) denote the embedding vector of relations. In order to compute the scoring function of ComDensE, we begin by concatenating the subject and relation vectors as follows:

\[
|e_s; e_r; e_o|_{1d} \in \mathbb{R}^d
\]

(1)

where \( d := d_e + d_r \) and \( |a; b|_{1d} \) denote vector concatenation of vectors \( a \) and \( b \). The concatenated embedding is the input to all the subsequent layers.

A. Common Feature Extraction Layer

The common feature extraction is performed by a dense layer as well. This layer is commonly applied to all types of input embeddings. The width of a dense layer corresponds to the number of filters of the layer where each filter contains kernel size equal to that of input embeddings. The width is the key design parameter, in which we explain in more details in the experimental section.

In the shared dense layer, we first apply an affine function \( \Omega(\cdot) \) to input embeddings given by

\[
\Omega(x) = W_h x + b_h
\]

(2)

where \( W_h \in \mathbb{R}^{n d_h \times d} \) and \( b_h \in \mathbb{R}^{n d_h} \). The width of dense layer is given by \( n d_h \), a multiple of \( d_h \) where \( n \) is the hyperparameter to be determined. The output of common feature extraction is obtained by applying the nonlinear activation function \( f(\cdot) \) to \( \Omega(e_s; e_r; e_o) \).

B. Relation-aware Feature Extraction Layer

In order to extract relation-specific features from concatenated embeddings \((1)\), we consider the relation-aware encoding function. The encoding function is denoted by \( \Omega_r \) for relation \( r \). Note that, if any triple contains the relation given by \( r \), \( \Omega_r(\cdot) \) is applied to input embeddings irrespective of subject or object entities. In ComDensE, we use a dense layer for the relation-aware feature extraction. The encoding function \( \Omega_r \) is an affine function given by

\[
\Omega_r(x) = W_r x + b_r
\]

(3)

where \( W_r \in \mathbb{R}^{d_r \times d} \) and \( b_r \in \mathbb{R}^{d_r} \) and \( d_r \) is the output length of \( \Omega_r \). We first apply \( \Omega_r \) to input embeddings \((1)\), and then apply the nonlinear activation function \( f(\cdot) \).

C. Projection to Embedding Space

After obtaining the latent vectors from relation-aware and common feature extraction layers, the vectors are concatenated. The concatenated vector is projected to the embedding space by projection matrix \( W \in \mathbb{R}^{d_f \times d} \), and then nonlinear activation \( f(\cdot) \) is applied. Specifically, let us define \( h_{sr} \in \mathbb{R}^{d_f} \) as

\[
h_{sr} := f(\Omega_r([e_s; e_r; e_o]_{1d})) f(\Omega([e_s; e_r]_{1d}))[1:d]W)
\]

(4)

The link prediction score \( \psi(e_s, e_r, e_o) \) is defined as the inner product \( h_{sr}^T e_o \). See Table I for the comparison of scoring function \( \psi \).

D. Loss Function

We compute the scores for all the triple, and calculate the loss using binary cross entropy function. We use 1:N training strategy introduced by [23]. Let \( N \) denote the number of all entities in KG. The loss \( \mathcal{L} \) is given by

\[
\mathcal{L} = - \frac{1}{N} \sum_{i=1}^{N} [(y_i) \log(p_i) + (1 - y_i) \log(1 - p_i)]
\]

(5)

where \( p_i = \sigma(h_{sr}^T e_o^{(i)}) \), \( e_o^{(i)} \) is the i-th object entity, \( y_i \in \{0, 1\} \) is the label, and \( \sigma \) denote the sigmoid function.

E. Properties of ComDensE model

Relation-specific inductive bias is important. Typically in KGs, the number of relations is less than the number of entities, e.g., the ratio is 0.03% for WN18RR, 1.6% in FB15k-237, 0.03% in YAGO3-10. This implies that triples in KGs having different relations tend to share multiple entities. Thus, relational inductive bias is needed so as to capture discriminative features of each relation in the presence of a large number of entities shared among different relations. ComDensE leverages both relation-aware and common feature extraction from embeddings to get the best of both approaches.

Full-sized filters for concatenated embeddings are effective. It was noted earlier that, it is important to mix as many components from different types of embeddings, i.e., entity and relation types when filtering the concatenated embeddings. Specifically in InteractE [25], the authors propose the concept of heterogeneous interaction. The heterogeneous interaction is defined as the degree to which a local (convolutional) filter can spatially cover different types, i.e., entity and relation types, of embedding components in the 2-D shaped concatenated embeddings. InteractE showed that the link prediction performance can be improved by increasing the heterogeneous interaction. Clearly, ComDensE maximizes such heterogeneous interaction by construction, because its dense layers.
## IV. EXPERIMENT

### A. Datasets and Evaluation Settings

ComDensE is evaluated on two KG benchmark datasets: FB15k-237 [29] and WN18RR [23]. These datasets are subsets of FB15k [16] and WN18 [16], respectively. Specifically, inverse relations are removed from the original datasets so as to prevent direct inference via reversing triples. The statistics of benchmark datasets are summarized in Table II.

We evaluate the performance of link prediction in the filtered setting. Specifically, we compute scores from all other candidate triples in the test triples not existing in the training, validation, or test set, where candidates are generated by corrupting subjects for objects for predicting object. We use Mean Reciprocal Rank (MRR) and Hits at N (HIT@N) which are standard evaluation metrics for these datasets and models are evaluated in our experiments. We train and evaluate 5 times and then average performance results for robust evaluation. We compare ComDensE to baseline models: TransE [16], RotatE [19], DistMult [20], ComplEx [21], RGCN [26], ConvE [23], ConvTransE [10], SACN [10] and InteractE [25].

### B. Hyperparameter Setting

We use Adam [30] optimizer and search the hyperparameters on the validation set. The ranges of the hyperparameters for the grid design space: (embedding dimension) ∈ {150, 200, 256, 300}, (batch size) ∈ \{128, 256\}, (learning rate) ∈ \{0.001, 0.0001\}, (input dropout) ∈ \{0.4, 0.5\}, (hidden dropout) ∈ \{0.4, 0.5\}, (width \(n \times \) dense matrix \(W^h \in \mathbb{R}^{nd_h \times d}\), \(n \in \{2, 5, 50, 100, 200\}\).

Finally, we use same hyperparameters as embedding dimension 256, batch size 128, learning rate 0.0001, input dropout 0.4, row dimension of matrix \(d_h 256\) and hidden dropout 0.5 for both FB15k-237 and WN18RR. However, since the width is a crucial element of designing ComDensE and it depends on dataset sensitively, we only search a different width, where our method contains width 2\( \times \) square matrix \(W^h \in \mathbb{R}^{2d_h \times d_h}\) for FB15k-237 and width 100 \(\times\) square matrix \(W^h \in \mathbb{R}^{100d_h \times d_h}\) for WN18RR, where \(d_e\) denotes the dimension of entity embedding, \(d_r\) denotes the dimension of relation embedding and \(d := d_e + d_r\).

## V. RESULTS

### A. Prediction performance

Table V demonstrates that ComDensE achieved the best link prediction performances in MRR, HIT@1 and competitive HIT@10 between entire KG embedding methods. Scores of baseline methods were taken from the respective works. In both FB15k-237 and WN18RR, ComDensE outperforms InteractE, which is the previous neural network based SOTA. For details; 0.6% performance gain on MRR, 0.2% HIT@10 and 1.1% HIT@1 on FB15k-237. In addition, there also exist performance gain in WN18RR; 2.4% performance gain in MRR, 2.5% HIT@10, and 2.6% in HIT@1. This simple method outperformed shared-layer models like ConvE, SACN, InteractE and a relation-specific model like RGCN. Our result demonstrates that the architecture combining two different encoding functions improves performance of the KG embedding.

### B. Exploring parameter efficiency

One aspect of ComDensE is that, since it mostly uses dense layers, it may be less parameter-efficient than CNN.
TABLE V

| relation type | MRR | HIT@10 | HIT@1 |
|---------------|-----|--------|-------|
| 1:1           | TransE | 0.279   | 0.441  |
|               | RotatE | 0.383   | 0.533  |
|               | DistMult | 0.241  | 0.419  |
|               | ComplEx | 0.247  | 0.428  |
|               | RGCN | 0.248   | 0.417  |
|               | ConvE | 0.325   | 0.501  |
|               | ConvTransE | 0.33   | 0.51   |
|               | SACN | 0.35    | 0.54   |
|               | InteractE | 0.354  | 0.535  |
|               | ComDensE (proposed) | 0.356  | 0.556  |

parameter counts of ComDensE for FB15k-237 were higher than InteractE, those were less than InteractE for WN18RR datasets. Table III and Table IV demonstrates experimental results of ComDensE using 256 × d and 128 × d matrices.

C. Performance with Different Relation Types

We analyzed the performance of ComDensE on different relation types of FB15k-237, since FB15k-237 contains more diverse relations than WN18RR. Four relation types based on the number of tails connected with head and the number of heads connected with tail were defined by [17]: one-to-one (1:1), one-to-many (1:N), many-to-one (N:1), and many-to-many (N:N). Using this dataset, we compared three models: ConvE, InteractE, and ComDensE at four types of relations. The results are presented in Table VI. We find that ComDensE is effective in complex relation types, i.e., 1:N, N:N, N:1, as well as simple relations, i.e., 1:1. Notably, the performance gain is higher in 1:1, demonstrating that ComDensE particularly effective in capturing simple relationships.

VI. ABLATION STUDY

This section conducted ablation study associated with ComDensE. Since ComDensE combines both relation-aware and shared dense layer, we studied models in which some of the layer is removed or changed. Specifically, we considered the following configurations:

- Shared dense layer only with varying widths
- Shared dense layer only with varying depths
- Different relation-aware encoding functions

A. Shared dense layer only: Effects of Widths

We evaluated ComDensE only containing the shared dense layer, i.e., removing the relation-aware dense layer. We adjusted the shape of the shared dense layer in order to see if the model can outperform original ComDensE. We first explored the effects of the width of shared dense layer. Note that, increasing the width of dense layer is equivalent to increasing the number of kernels in CNN. As in Table VII, the optimal widths are roughly 100d and 200d respectively for FB15k-237 and WN18RR models. Thus, it appeared that increasing the number of filters indefinitely does not help. In most cases, ComDensE outperformed other configurations, whereas in WN18RR, ComDensE was slightly worse, while the performance gap was quite small.

B. Shared dense layer only: Effects of Depths

Next, we also considered shared dense layer only and evaluated the effect of increasing network depth. We increased the number of layers in the shared network where the depth is in {2, 3, 4, 5}. In general, increasing the depth enhances expressive power of the model, while it did not apply to our experiments. Table VIII illustrates that link prediction performance aggravates with increasing depth. Thus, we concluded that the width of ComDensE is the only important design parameter than the depth in order to obtain a better representation of KGs.

C. Different relation-aware encoding functions

This experiment considers the effect of different relation-aware encoding functions Ωr. We tested a simple “translation-
only” function such that
\[
\Omega_r(x) = x + v_r
\]
where \(v_r \in \mathbb{R}^d\) is the learnable relation-specific vectors. The results and comparison with ConvE were illustrated in Table IX. Note “translation-only” \(\Omega_t\) does not provide any heterogeneous interaction between embedding components. However, the link prediction performance was better than ConvE on both FB15k-237 and WN18RR. This demonstrated that the inductive bias from relation-awareness enhances the link prediction performance. However, the results in Table IX are worse than ComDensE, which shows that promoting the heterogeneous interactions [25] among the embedding components is crucial.

![Table IX](image)

**TABLE IX**

**PREDICTION PERFORMANCE WHEN \(\Omega_t\) IS “TRANSLATION ONLY” FUNCTION, I.E., VECTOR ADDITION. (+,-) DENOTE THE PERFORMANCE DIFFERENCE FROM ConvE [23]**

VII. CONCLUSION

We propose ComDensE, which combines two parallel models consisting mainly of dense layers: one is relation-aware encoder considering inductive bias based on relations and the other is common feature extractor for all the triples irrespective of relations. In our extensive experiments, ComDensE achieves state-of-the-art performance for link prediction on both FB15k-237 (MRR, HIT@1) and WN18RR (HIT@1). In addition, our ablation study demonstrates that the relation-aware encoder is essential for completing high-degree KGs like FB15k-237 and fully-connected common feature extraction improves the prediction for the low-degree KGs like WN18RR. Notably, increasing width to a certain extent improves link prediction performance, however, increasing depth is deemed harmful. In the future, we plan to introduce architectural novelty to the model inspired by other disciplines such as computer vision or natural language processing.
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