Proton dynamics in high-pressure ice-VII from density functional theory
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Using a density-functional-theory-based approach, we explore the symmetrization and proton dynamics in ice-VII, for which recent high-pressure NMR experiments indicate significant proton dynamics in the pressure-range of 20–95 GPa. We directly sample the potential seen by the proton and find a continuous transition from double- to single-well character over the pressure range of 2 to 130 GPa accompanied by proton dynamics in agreement with the NMR experiments.

I. INTRODUCTION

The discovery of ice-VII inclusions in diamonds from the Earth’s mantle highlights the importance of this high-pressure phase of water for planetary interiors beyond the icy satellites of Jupiter and Saturn in our solar system, and potentially H2O-dominated exosolar planets. At room temperature (T), water crystallizes as ice-VII at pressures (P) above 2 GPa in a cubic structure (spacegroup Pn3m), based on a body centered cubic (bcc) arrangement of oxygens with two possible proton positions along the diagonal O-O direction (dOOd) that are occupied randomly (Fig. 1), but assumed to follow the ice rules: Each oxygen atom is covalently bound to two hydrogen atoms and each resulting water-like unit forms two hydrogen bonds to other oxygen atoms. With increasing P, the O-H···O bond continuously symmetrizes to form ice-X, a process that has been of great interest in high-P physics and chemistry. In ice-VII a double-well potential along the O-O direction can be found under correlated proton movement which changes significantly under compression. This double-well potential provides the basis for understanding the proton dynamics, recently observed with nuclear magnetic resonance (NMR) experiments in the diamond anvil cell. Although numerous studies have investigated the properties of high-P ice-VII for more than 35 years, no consensus on the symmetrization P has emerged. Proton dynamics and the underlying potential have been calculated from computationally expensive path-integral based simulations at individual P conditions only (Drechsel-Grau and Marx for hexagonal ice), or indirectly from density-functional-theory (DFT) based approaches.

Using Kohn-Sham (KS) DFT, we trace the potential by displacing all, six and a single proton along dOOd to investigate proton dynamics and explore symmetrization under compression.

II. DFT-SIMULATIONS

All KS-DFT-based calculations are performed with Quantum Espresso 6.1, where possible using GPU-acceleration. We combine the optBK88-vdW approximation to exchange and correlation, found most suitable for various water properties, with projector augmented wave atomic files for H and O based on the Perdew-Burke-Ernzerhof exchange-correlation approximation (1s electrons treated as semi-relativistic core states for O). Convergence tests with a threshold of 10^-4 Ry lead to a Monkhorst-Pack k-point grid of 1×1×1 for the 384 atom cells and a cutoff energy for plane wave expansion of 130 Ry.

III. PROTON POTENTIALS

We build ice-VII cells with 384 atoms (lattice constants between l = 3.35 Å and 2.55 Å), following the ice...
rule. All protons are simultaneously moved by the same amount along the respective O-O diagonal (22 steps), calculated energies are interpolated with a third-order spline, and the optimal proton position at each $l$ is determined. We obtain a double-well potential (characterized by an energy barrier $\Phi_m$ and the distance between minimum location and the center of the O-O diagonal, $\delta_c$) at low compression (Fig. 2), and we observe a continuous transition to a single well with decreasing $l$ (Fig. S1 in the Supp. Mat.). In the following, the optimized proton position from the collective displacement of all protons at the respective $l$ is used as the reference position, when only some protons are considered.

Moving a single proton along dOOd in the ice-rule conforming cell (red atom in Fig. 1) leads to an asymmetric single-well potential, with the minimum corresponding to one of the minima in the double well obtained from the collective displacement of all protons (Fig. 2), which – once the double-well character is lost – converges to a symmetric potential (Fig. S2 in the Supp. Mat.).

In previous path-integral-based studies, a collective motion of six protons in a hexagonal configuration was identified without breaking the ice rules. We follow this suggestion and move six protons in such a configuration (green atoms in Fig. 1), while the others remain at the optimized position for the respective $l$. We obtain potentials almost perfectly corresponding to the all-proton case in terms of energy/proton (Fig. 2), with the double-well character steadily decreasing with decreasing $l$ (Fig. 3). Under further compression, the high-$P$ single-well becomes increasingly localized (Fig. S3 in the Supp. Mat.). The potentials show a slight asymmetry caused by the non-central position of the hexagon in the simulation cell in combination with periodic boundary conditions.

By breaking the ice rules, it is possible to create environments in which a single proton experiences a double-well potential when moved along the O-O diagonal. Four different cases of ice-rule breaking configurations (Fig. 2) can be distinguished based on the oxygen-proton ratio, OH$^-$ (Fig. 2 c,d) and H$_3$O$^+$ (Fig. 2 a,b), and different configuration, i.e., (rotational) symmetry: (pseudo-)cis with protons aligned along dOOd (Fig. 2 a,c), and trans with protons facing each other (Fig. 2 b,d). Due to violation of local charge neutrality, the potentials of all OH$^-$ and H$_3$O$^+$ configurations are higher in energy and asymmetric, as illustrated explicitly for trans-H$_3$O$^+$ in Fig. 2. To mitigate the asymmetry, we conjugate the charge defect along a path of water molecules (golden atoms in Fig. 1) to the edge of the simulation cell to minimize its influence (Figs. S4 and S5 in the Supp. Mat.). The violation of the ice rules introduces an energy difference of $\approx 2\ eV$ at $l = 3.35\ \AA$ (Fig. 2), which decreases with compression. Restoring local charge neutrality at the sampling point as described earlier, leads to a small increase of the shift by $\approx 0.05\ eV$ (Fig. 2).

Comparing $\delta_c$ and $\Phi_m$ for all six cases discussed above (Fig. 3), we find a splitting into two groups: Ice-rule violating structures loose the double-well character at a smaller compression, $l \lesssim 2.8 - 2.85\ \AA$, compared to the ice-rule conforming structures, with $l \lesssim 2.675\ \AA$.

Nevertheless, the functional behavior of both parameters with compression, expressed in terms of lattice parameter $l$, is similar for all cases - following a quadratic function for $\Phi_m$ and a square root for $\delta_c$ (Fig. 3). Comparing the double-well potential from the path-integral simulations by Lin et al. with our results, their $\delta_c$ is in very good agreement with the hexagonal configuration; $\Phi_m$ is larger in our calculations, with the difference most likely caused by theirs being ensemble calculations in contrast to our individual configuration approach and – more importantly – the classical treatment of protons in our calculations to this point.

Temperature has been neglected in the evaluation of the potentials. As we create unstable configurations during
IV. PROTON DYNAMICS

Many high-$P$ techniques do not provide access to the potential itself, but the electron density close to the protons by X-rays, Raman/infrared spectroscopy, or Brillouin spectroscopy can be measured at high $P$. High-$P$ NMR spectroscopy, by contrast, enables the investigation of effective proton dynamics by performing a line-shape analysis.

A. Ansatz

In order to compare with the latter results, we use a matrix exponential formalism to solve the time ($t$) dependent Schrödinger equation for a wave packet in the respective one-dimensional potentials obtained from the DFT-based sampling (see Supp. Mat. for details). The initial state is described by a generic 1D-Gaussian of the form

$$\Psi = \mathcal{I}^{-1} \cdot \mathcal{F}(x - x_0) \cdot \frac{1}{\sqrt{a \sqrt{\pi}}} \exp \left( -0.5 \frac{(x - x_0)^2}{a} \right),$$

(1)

where $\hbar$ is the reduced Planck constant, $x$ the position along $dOOd$, $a$ and $x_0$ the width and center of the Gaussian, $m$ the proton mass; $\mathcal{I}$ ensures normalization and $\mathcal{F}$ is a mollifier, improving the localization of $\Psi$, which leads to a significant speed-up and higher stability of the numerics, without affecting any physical features.

We assume that through spontaneous symmetry breaking the protons are located at one of the minima at $t=0$ and we therefore choose the initial state such that $x_0$ coincides with one of the minima of the potential for each $l$.

An eigenvalue analysis of the Hamiltonian is helpful to understand the idea behind this choice with respect to the analysis of effective single-particle dynamics and the spectral features. If we construct the initial state as a superposition of the two lowest eigenstates, it is straightforward to show that the resulting wave packet oscillates between the minima with a frequency exactly corresponding to the difference in energies of both eigenstates ($\nu_{01}$), representing tunnelling. As the eigenstates of the Hamiltonian are a basis set, any initial state can be decomposed into them, and the resulting dynamics includes all frequencies ($\nu_H$) which correspond to the combinatorially possible differences between their energies. While exactly diagonalizing the Hamiltonian yields all $\nu_H$ taking part in the dynamics, solving the problem with a physically motivated initial state additionally provides access to amplitudes.

We calculate the $t$-evolution of $\Psi$ with respect to the potentials of the hexagonal as well as the four ice-rule violating configurations. In each $t$-step, the probability of finding the proton in the left half of the double-well potential is given by (Fig. 1)

$$p(x < 0) = \int_{-\infty}^{0} |\Psi(x)|^2 dx.$$  

(2)
The Fourier transform of $p(x < 0)$, $p(k)$, results in a $\nu^{FT}$-spectrum that perfectly coincides with the transitions based on the Hamiltonian (Fig. 3 for the hexagonal configuration), which can be seen as a check for the solver, in addition to energy and norm conservation.

Choosing $x_0$ for the initial state as the minimum of the respective potential leads to a non-zero overlap between the ground state and the first excited state and therefore $\nu^{FT}_{01} > 0$ as long as $x_0$ is not central. Once the minimum of the potential, and consequently $x_0$, is at the center of dOOd, no overlap between the ground state (symmetric) and the first excited state (antisymmetric) is expected, and the amplitude of $\nu^{FT}_{01}$ should vanish, indicating the completion of symmetrization.

Choosing $x_0$ for the initial state as the minimum of the respective potential leads to a non-zero overlap between the ground state and the first excited state and therefore $\nu^{FT}_{01} > 0$ as long as $x_0$ is not central. Once the minimum of the potential, and consequently $x_0$, is at the center of dOOd, no overlap between the ground state (symmetric) and the first excited state (antisymmetric) is expected, and the amplitude of $\nu^{FT}_{01}$ should vanish, indicating the completion of symmetrization.

B. Pressure dependence

The frequency $\nu^{H}_{01}$, calculated from the eigenvalues, increases continuously with $P$ in a square root-like fashion between 5 and $\approx 100$ GPa and linearly upon further $P$-increase to our maximum $P \approx 200$ GPa (Fig. 5 for the hexagonal configuration), indicating that there is no structural phase transition of first or second order. This change in slope indicates a change in dynamic behavior independent of the particular form of the initial state, providing an additional (although less sensitive) analysis tool, and shows that the exact form of $\Psi$, in particular the use of $\mathcal{F}$, only improves the analysis, but is not required.

$\nu^{FT}_{01}$, calculated from $p(k)$, follows this trend to $P \lesssim 130$ GPa, where we find a significant drop in amplitude (Fig. 6), suggesting that the $\nu_{01}$ oscillation is no longer contributing to the dynamics of the system.

Proton jump frequencies calculated by Hernandez and Caracas are in quantitative agreement with our results for the hexagonal configuration, but shifted to slightly higher $P$, which is most likely a consequence of their classical treatment of the problem. The occupation of

![FIG. 4. Probability of finding the proton in the left half of the potential ($p(x < 0)$) as a function of time for the hexagonal configuration. Black lines indicate $p(x < 0) > 0.5$. For $l \geq 3.25$ Å, $p(x < 0) \gtrsim 0.5$ by construction. With increasing compression (decreasing $l$) the noise level increases, but no clear underlying dynamics is found until at $l \lesssim 2.2$ Å $p(x < 0)$ starts to oscillate around a value of 0.5 with decreasing wavelength. At $l \lesssim 2.7$ Å the amplitude of $p(x < 0)$ suddenly collapses and no further dynamics is observed.

![FIG. 5. Results of the dynamical calculation for the hexagonal configuration. (bottom) Transition frequency spectrum calculated from the eigenvalues of the Hamiltonian (black vertical lines) and the solution to the dynamical problem, represented by the Fourier transformation of the probability of finding the proton in the left side of the potential, $p(k)$, with amplitudes normalized to $\nu_{01}$ (red) for $l = 2.95$ Å. (top) $\nu^{FT}_{01}$ from the eigenvalue analysis (black circles) and position of $\nu^{FT}_{01}$ in $p(k)$ (red crosses) as a function of $P$. Blue squares show hydrogen jump rates calculated by Hernandez and Caracas (HC 2018) on the basis of molecular dynamics simulations.](image-url)
$\nu^{\text{FT}}_{01}$ for the ice-rule violating configuration drops at a lower $P$ (Fig. 6), reflecting the earlier transition to a single-well potential (Fig. 3).

For 2 GPa < $P$ < 20 GPa, protons become increasingly delocalized, as the potential barrier decreases;

(ii) for 20 GPa < $P$ < 90 GPa, protons tunnel in a fashion well represented by correlated hexagons;

(iii) for 90 GPa < $P$ < 130 GPa, symmetrization occurs and the amplitude of $\nu^{\text{FT}}_{01}$ drops significantly as the potential barrier becomes small, but non-zero;

(iv) for $P$ $\geq$ 130 GPa, the potential is fully symmetric and no proton dynamics is expected for an initially symmetric state.

In $P$-ranges (i) and (iii), varying energy and momentum transfer to the sample by different experimental methods may modify the probed potential, ranging from an excitation of the proton spin system without significant momentum or energy transfer to the lattice in NMR, through momentum transfer by collisions with neutrons in X-ray diffractions, to high-energy irradiation with X-ray and Brillouin optical spectroscopy, to high-energy irradiation with X-ray and X-ray diffraction studies.

The onset of tunneling in $P$-range (i), predicted in our simulations, can be directly linked to low-$P$ features found in X-ray diffractions but appears to be absent, or only weakly visible, in lattice vibration-based methods. As thermal energy would couple most directly to the phonons, this absence supports the argument that potential parameters and therefore the onset of tunneling does not strongly depend on $T$. Instead, optical methods find anomalies at $P$ $\approx$ 40 GPa which suggests that momentum transfer interacts with the lattice in a fashion not visible in the ground-state calculations at the basis of our potentials. Features at $P$ $\geq$ 60 GPa, found in X-ray diffractions and optical measurement, correlate with the highest mobility in the NMR data (Fig. 4), indicating that compressional energy added to the system can no longer be transferred to the protons.

Optical and X-ray diffraction studies are in line with our interpretation of $P$-range (iii), with structural changes at $P$ $\approx$ 80 GPa and $P$ $\approx$ 110 GPa, respectively. The lower symmetrization $P$ in the optical experiments supports the argument that momentum transfer may suppress correlated tunneling. The symmetrization $P$ from the X-ray diffraction experiment is in good agreement with our prediction, and the cessation of dynamics extrapolated from the NMR results.

Based on this observation we suggest that experimental methods can be expected not to agree on a single transition $P$ in a system like H$_2$O ice. Further, the limited experimental resolution in terms of $P$-sampling may lead to an over-interpretation of the nature of the phase transition, in some cases claiming sharp transitions.
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