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Abstract: The standardized precipitation index (SPI) is used for characterizing and predicting meteorological droughts on a range of time scales. However, in forecasting applications, when SPI is computed on the entire available dataset, prior to model-validation, significant biases are introduced, especially under changing climatic conditions. In this paper, we investigate the theoretical and numerical implications that arise when SPI is computed under stationary and non-stationary probability distributions. We demonstrate that both the stationary SPI and non-stationary SPI (NSPI) lead to increased information leakage to the training set with increased scales, which significantly affects the characterization of drought severity. The analysis is performed across about 36,500 basins in Sweden, and indicates that the stationary SPI is unable to capture the increased rainfall trend during the last decades and leads to systematic underestimation of wet events in the training set, affecting up to 22% of the drought events. NSPI captures the non-stationary characteristics of accumulated rainfall; however, it introduces biases to the training data affecting 19% of the drought events. The variability of NSPI bias has also been observed along the country’s climatic gradient with regions in snow climates strongly being affected. The findings propose that drought assessments under changing climatic conditions can be significantly influenced by the potential misuse of both SPI and NSPI, inducing bias in the characterization of drought events in the training data.
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1. Introduction

Droughts have significant environmental and socio-economic impacts comparable to other hazards, including floods, landslides, and earthquakes. In particular, the total economic damage of natural disasters during the 2003–2013 decade was estimated at USD 1.53 trillion [1], whilst the economic losses from droughts in Europe and the United Kingdom are expected to increase due to global warming between EUR 9.7 billion (under a +1.5 °C warming) and EUR 17.3 billion per year (under a +3 °C warming) [2]. Consequently, a variety of drought risk mitigation measures have been employed during the last decades in drought-sensitive sectors, including, for example, drought-resistant crops for agriculture, improved cooling techniques for health and early warning alerting systems for emergency management [2]. In addition, the Copernicus Emergency Management Service launched the European and Global Drought Observatories to improve preparedness by monitoring the occurrence and severity of droughts and forecasting the meteorological drought with a 3-month lead time [3].

The standardized precipitation index (SPI; [4]) has been widely used in early warning and climate services for the estimation of the onset, duration, and intensity of meteorological drought [5,6]. SPI expresses the accumulated precipitation over a specific period as a departure from the precipitation probability distribution and is very popular due to its simplicity; with only precipitation being required as input. It can be computed in different time scales (usually 3 to 24 months, indicated as SPI(3) to SPI(24), respectively) and can capture different aspects of the meteorological drought ranging from short- to long-term
scales [7–10]. SPI(1) to SPI(3) address short accumulated periods and indicate relatively immediate precipitation responses such as reduction in soil moisture and snowpack. SPI(3) to SPI(12) address medium accumulation periods and indicate changes in seasonality of streamflow and reservoir storage [11]. For long accumulation periods, SPI(12) to SPI(48) are used to assess changes in slow responding fluxes, such as groundwater recharge.

SPI requires fitting a probability density function to the accumulated precipitation series (see Section in the Appendix A), with the Gamma distribution being the most popular as it is simple and can very well describe the accumulated precipitation at various scales [12,13]. However, the selection of a distribution may introduce bias to the index values by introducing over-/under-estimated drought events [14]. Alternatively, the Log-Normal, Normal [15], exponentiated Weibull [16], and the generalized extreme values (GEV) [17] distributions have been considered in many cases. In a changing climate where precipitation exhibits non-stationarity, traditional SPI calculation involves fitting the accumulated precipitation to a time-invariant probability density function, resulting to a trending SPI series that reflects the trend of accumulated precipitation [18]. To avoid this limitation, different versions of a non-stationary standardized precipitation index (NSPI) have been proposed using a time-varying probability density function that models precipitation under climate change. Russo et al. [19] modeled precipitation data with a linear trend in the scale parameter of the Gamma distribution, using generalized linear models on climate projections of global climate models. Wang et al. [20] developed a time-dependent SPI by fitting generalized additive models in location, scale, and shape (GAMLSS) to monitor regional droughts during the summer period in the Luanhe River basin in China. Results suggested that under non-stationarity in precipitation, the use of the traditional SPI does not lead to accurate drought classification.

Nevertheless, there are many studies where the stationary SPI has been used thoroughly to forecast meteorological drought at different time scales. Stochastic linear models, such as the autoregressive integrated moving average (ARIMA) and the seasonal autoregressive moving average (SARIMA) [21], have been used for SPI forecasting in different climatic domains [22–25]. Although these models address the non-stationary characteristics of drought, their ability to forecast non-linear components of the time series is limited. Methods such as the support vector regression (SVR) [26] and the artificial neural network (ANN) [27] have shown potential in drought forecasting applications due to their ability to capture non-linearities in the time series. The performance of these models is generally comparable, and hence both SVR and ANN have been recommended for forecasting applications [28,29].

Despite SPI’s popularity in drought forecasting applications, the effect of the estimation of the index during model-validation has not been addressed until now. SPI is very sensitive to the temporal characteristics of precipitation and hence when computed on precipitation records at different accumulation periods, SPI leads to values with numerical differences. This is mainly due to the difference of the underlying probability distribution of precipitation from one period to another which increases in the long-term scales of the index [30]. In most studies that focus on drought forecasting applications, SPI has been computed on the entire dataset, omitting any model-validation for time-series, and further use of the validation and test datasets to estimate the respective distribution parameters [29,31–33]. In this case, the observations of SPI in the training dataset share the same parameter estimates with the validation and test datasets. This approach violates the fundamental principles of model-validation as accessing future information leads to different characterization of drought events in the training set, potentially enabling fitted models to access future information while it is not present.

Here, we investigate and quantify the complications related to incorrect computation of SPI, particularly with respect to climate change and the corresponding rainfall variability. Imprecise estimation of SPI, results to systematic biases leading to changes in the classification of drought events. The biases should not be ignored as they are propagated in the building process of any forecasting model. Most studies treat SPI as a traditional
univariate sequence of observations, omitting the temporal dependence of the index on historical and future records [34,35]. Therefore, we note that drought forecasting is not the goal of this study, and instead, we address the violated fundamental principles of model-validation and pose the following scientific questions: (1) Are there any differences between the densities of accumulated precipitation when SPI is calculated using the entire data, prior to model-validation? (2) Are there deviations in drought events when stationary or non-stationary drought indices are computed? (3) Is the bias sensitive to the SPI scale? and (4) How does the bias vary in space depending on the underlying climate? To address these questions, we: (a) investigate the incorrect computation of SPI, (b) quantify the bias introduced to the index data when the SPI is computed prior to model-validation, and (c) assess the bias along a climatic gradient.

The paper is organized as follows. Section 2 presents a theoretical overview of model-validation for drought forecasting applications. Section 3 presents the proposed methodology. Section 4 presents the results, followed by a discussion in Section 5. Finally, in Section 6 we present the conclusions. The methodologies provided to calculate SPI and NSPI are provided in the Appendix A.

2. Theoretical Overview

2.1. Data Separation in Model-Validation for Time Series Forecasting

Two well-known model validation techniques are presented here; the out-of-sample (OOS) model-validation and the cross-validation (CV). OOS model-validation is the most common technique of data partitioning in traditional time series forecasting applications. The data are split into two different sets; the training set, which is used to train a model using a set of hyper-parameters and features, and the validation set, which is used to validate the model and it usually constitutes the last block of the series [36]. This approach preserves the temporal order of the series and copes with the dependency among observations (see Figure 1, OOS: train (blue), validation (orange)). Various extensions of the standard OOS validation approach have been introduced during the last years [37]; the fixed origin evaluation, within rolling-origin-recalibration evaluation, rolling-origin-update evaluation and rolling-window evaluation are some of the most important validation methods applied on individual series. However, using the last block of the series for model-validation does not always lead to a diverse validation error as the error reflects the characteristics of the series in the validation set, not present in the historical and future data [37].

CV is a statistical method that is used to evaluate the skill of regression and classification algorithms by measuring their performance on “unseen” datasets. It differs to the OOS validation method as the training and validation sets must cross-over in successive rounds, such that each data point has a chance of being validated. The \( k \)-fold cross validation is one of the most widely used approaches to assess the predictive performance of a model [38]. Here, the data are split into \( K \) roughly equal sized parts, while a model is fitted on the \( K - 1 \) parts of the data, and the prediction error is evaluated on the \( K \)th part. The prediction error is a combination of \( K \) individual predictive errors and is used to select the best model across a series of models trained using different hyper-parameters and features (see Figure 1, CV: train (blue), validation (orange)). In traditional time series forecasting, \( k \)-fold CV receives little attention due to the theoretical and practical implications that violate the temporal dependency of the series [37]. To avoid violations on the temporal dependence, the validation set needs to be chronologically placed after the training set [36]. Blocked-CV (B-CV) is a variation of the standard \( k \)-fold CV, where the data are not partitioned randomly but sequentially into \( K \) sets, preserving the temporal order of the series [37] (see Figure 1, train (blue), validation (orange)).
Figure 1. Conceptualization of data separation in model-validation. Training (blue), validation (orange) and test (green) datasets are shown for the OOS, 3-Fold CV and 3-Fold B-CV methods.

In both OOS and CV techniques, the test set should be kept in a vault (see Figure 1, test set is presented in yellow) and should be brought out at the end of the data analysis to perform model evaluation on unseen data (test error) as expected in real world applications [38].

In this study, we focus on the OOS model-validation method, since it is the key model-validation approach in drought forecasting applications [28], both for individual series analysis, regression and classification models. We denote the OOS model-validation function, $\text{MV}_{\text{oos}}$, for time series forecasting tasks as follows:

Let $Y = [y_1, y_2, \ldots, y_M]$ be a vector of time series records with temporal dependence and length equal to $M$. Let also $k: \{1, \ldots, N\} \rightarrow \{1, \ldots, K\}$ be an indexing function that indicates the training set and $l: \{1, \ldots, N\} \rightarrow \{K+1, \ldots, N\}$ an indexing function that indicates the validation set such that $K < N < M$. Denote $\hat{f}^{-k}$ the fitted function with the $k$th part of the data removed, and $\hat{f}^{-k(i)}$ the function evaluated on the $i$th observation of the $k$th part of the data. Then the OOS model-validation estimate of the test error is defined as:

$$\text{MV}_{\text{oos}}(\hat{f}) = \frac{1}{N - (K + 1)} \sum_{i=K+1}^{N} L(y_i, \hat{f}^{-k(i)}(y_i))$$  \hspace{1cm} (1)

Given a set of models $\tilde{f}(y, \beta)$ tuned by a parameter $\beta$, denote $\tilde{f}^{-k}(y, \beta)$ the $\beta$th model evaluated with the $k$th part of the data. Then, for this set of models we define:

$$\text{MV}_{\text{oos}}(\tilde{f}, \beta) = \frac{1}{N - (K + 1)} \sum_{i=K+1}^{N} L(y_i, \tilde{f}^{-k(i)}(y_i, \beta))$$  \hspace{1cm} (2)

The function $\text{MV}_{\text{oos}}(\tilde{f}, \beta)$ provides an estimate of the test error and our goal is to find the tuning parameter $\hat{\beta}$ that minimizes it. Let $m:\{1, \ldots, M\} \rightarrow \{N + 1, \ldots, M\}$ be an index that indicates the observations of the test set. The actual test error of the $\beta$th model is given by:

$$\text{MV}_{\text{oos}}(\tilde{f}, \beta) = \frac{1}{M - (N + 1)} \sum_{i=N+1}^{M} L(y_i, \tilde{f}^{-k(i)}(y_i, \beta))$$  \hspace{1cm} (3)

2.2. Addressing the Effect of Bias during Model-Validation in Drought Forecasting Applications

Even though OOS model-validation and $k$-fold B-CV deal with the temporal characteristics of the time series, there are additional sources of bias that violate the model validation process when predicting SPI. As presented in several studies (among others, [32,39]), SPI
is computed using the entire available dataset; this means that the associated probability distribution parameters are estimated using information from historical and future records. The SPI series is often non-stationary and the probability distribution of monthly precipitation changes over time. When the SPI records of the training set are influenced by the properties of the precipitation distribution in the validation and test sets then the model-validation estimate of the test error is biased as it accesses future information while it should not. In this paper, we address the source and the magnitude of bias introduced during model-validation by demonstrating three different versions of the index calculated on different subsets of the data. To do so, we formulate the model-validation function for each one of these cases.

Let \( X = [x_1, x_2, \ldots, x_M] \) be a time series of monthly precipitation records with length equal to \( M \). Let also \( k: \{1, \ldots, M\} \to \{1, \ldots, K\} \) be an indexing function that indicates the training set, \( l: \{1, \ldots, M\} \to \{K+1, \ldots, N\} \) indicates the validation set and \( m: \{1, \ldots, M\} \to \{N+1, \ldots, M\} \) indicates the test set, respectively, such that \( K < N < M \). We denote by \( Y^{(s)} \) the SPI at scale \( s \) that is computed for three different subsets of the data:

\[
Y^{(s),(k)} = [y^{(s),(k)}_{s-1}, y^{(s),(k)}_{s-1+1}, \ldots, y^{(s),(k)}_K] \quad (4)
\]

\[
Y^{(s),(k,l)} = [y^{(s),(k,l)}_{s-1}, y^{(s),(k,l)}_{s-1+1}, \ldots, y^{(s),(k,l)}_N] \quad (5)
\]

\[
Y^{(s),(k,l,m)} = [y^{(s),(k,l,m)}_{s-1}, y^{(s),(k,l,m)}_{s-1+1}, \ldots, y^{(s),(k,l,m)}_M] \quad (6)
\]

where \( Y^{(s),(k)} \), \( Y^{(s),(k,l)} \), \( Y^{(s),(k,l,m)} \) being the different versions of SPI computed using the train \((k)\), train and validation \((k, l)\) and train, validation and test \((k, l, m)\) sets, respectively (Figure 2). Consequently each version of the index is computed on data of different length. For each subset, a probability distribution function (e.g., Gamma, non-stationary Gamma) is fitted and its parameters are estimated to compute the SPI. Different lengths of data lead to different probability distribution functions [36] and subsequently to different SPI raw data, such that \( \forall i \in \mathbb{R} \to \{Y^{(s),(k)}_{(i)} \neq Y^{(s),(k,l)}_{(i)} \neq Y^{(s),(k,l,m)}_{(i)} : K < N < M\} \}

![Figure 2. Calculation of the SPI using different subsets of the data within time series cross-validation.](image)

The model-validation function for each version of the SPI index is defined as follows:

\[
MV_{oos}(\hat{f}) = \frac{1}{N - (K + 1)} \sum_{i=K+1}^{N} L(y^{(s),(k)}_i, \hat{f}^{-(k)}(y^{(s),(k)}_i)) \quad (7)
\]

where \( \hat{f}^{-(k)} \) is the function evaluated on the validation set with index \( k \) and \( y^{(s),(k)}_i \in Y^{(s),(k)} \) is the \( i \)th observation of the SPI index computed on the training set only (Equation (4)). The model-validation function of the SPI computed using the training and validation sets is given by:

\[
MV_{oos}(\hat{f}) = \frac{1}{N - (K + 1)} \sum_{i=K+1}^{N} L(y^{(s),(k,l)}_i, \hat{f}^{-(k,l)}(y^{(s),(k,l)}_i)) \quad (8)
\]
where \( y_i^{(s)}(k,l) \in Y^{(s)(k,l)} \) is the \( i \)th observation of the SPI. Equivalently, the model-validation function of the index computed on the training, validation, and test sets is as follows:

\[
\text{MV}_{\text{oos}}(\hat{f}) = \frac{1}{N-(K+1)} \sum_{i=k+1}^{N} L(y_i^{(s)}(k,l,m), \hat{f}^{k-i}(y_i^{(s)}(k,l,m)))
\]

where \( y_i^{(s)}(k,l,m) \in Y^{(s)(k,l,m)} \) is the \( i \)th observation of the index.

It is clear from the above definitions that different versions of SPI, with respect to data subsets, lead to different versions of the expected test error. The amount of bias introduced to the model-validation functions of Equations (8) and (9) is due to SPI’s dependency on the parameter estimates of future and historical precipitation records. This leads to information leakage through \( L(y_i^{(s)}(k,l), \hat{f}^{k-i}(y_i^{(s)}(k,l))) \) and \( L(y_i^{(s)}(k,l,m), \hat{f}^{k-i}(y_i^{(s)}(k,l,m))) \).

We call this information leakage of SPI introduced to the model-validation process in drought forecasting applications.

### 2.3. Estimating Bias during Model-Validation

The bias in SPI introduced from the data in the training set during model-validation is estimated by measuring the deviation between our baseline, \( Y^{(s)(k)} \) (Equation (4)) and the SPI computed on the entire dataset, \( Y^{(s)(k,l,m)} \) (Equation (6)). We employ different approaches that cover different aspects of the bias introduced to the distribution parameters in the training set: (1) the comparison between the distributions of accumulated precipitation that influence the estimation of drought in the training set, (2) the drought class transition approach that reflects potential changes in the characteristics of drought events, and (3) a set of statistical measures to quantify the deviation between the two versions of the index and generate insights when different scales are employed.

#### 2.3.1. Comparison between the Distributions of Accumulated Precipitation

One of the main calculation steps of SPI, requires fitting a probability distribution function (e.g., Gamma, non-stationary Gamma) on the accumulated precipitation records for a given time scale. The parameters of the distribution are estimated using maximum likelihood and then the cumulative distribution is converted into a standard z-score (see Section in the Appendix A). When SPI is computed using the training, validation, and test data, then the probability distribution function is fitted on the entire data and this violates the fundamental principles of model-validation, described in Section 2.2. We compare the distribution parameter estimates between the two computational approaches of SPI, \( Y^{(s)(k)} \) and \( Y^{(s)(k,l,m)} \), to conclude whether potential change in the accumulated precipitation introduces bias in the training data. We perform further analysis by comparing the densities of accumulated precipitation for individual months and stations and demonstrate our findings in Section 4.

#### 2.3.2. Drought Class Transition

A drought class transition is defined as the change in the characterization of a drought event when SPI is computed using the entire available dataset \( Y^{(s)(k,l,m)} \), instead of the training set \( Y^{(s)(k)} \). By measuring drought class transitions \( Y^{(s)(k)} \rightarrow Y^{(s)(k,l,m)} \), we aim at quantifying the magnitude of change in SPI classification with respect to the subsets used during model-validation (Figure 3). A transition from Moderately Wet when the \( Y^{(s)(k)} \) is computed to Moderately Dry when the \( Y^{(s)(k,l,m)} \) is instead computed suggests that the version of the SPI computed on the entire dataset incorporates bias to the training data by underestimating a wet event and classifying it as dry event.
Figure 3. Two computational approaches of (N)SPI calculation. (top) (N)SPI calculation using the training set \( Y^{(s)}(k) \), (bottom) (N)SPI calculation using the training, validation and test sets \( Y^{(s)}(k,l,m) \).

2.3.3. Comparison between the Raw SPI Data

The mean absolute deviation (MAD) was used to quantify the amount of error introduced to the training data. MAD is a linear score that measures the average magnitude of the deviations from the mean:

\[
MAD = \frac{\sum_{i=1}^{K} |y_{i}^{(s)}(k) - y_{i}^{(s)}(k,l,s)|}{K}
\]  

(10)

where \( K \) is the total number of records in the training set, \( s \) is the scale of the SPI and \( k, l, s \) are the index vectors for the training, validation and test sets, respectively.

3. Methodology

3.1. Data and Region of Interest

Sweden has a surface area of about 450,000 km\(^2\), with its climate being characterized by a strong spatial gradient and a seasonal pattern. Precipitation is high in the west (mountainous areas) and is gradually reduced eastwards. The climatic patterns over the country can be clustered into three regions according to the Köppen-Geiger climate classification system [40]: snow, polar, and warm temperate (Figure 4). Sweden receives precipitation between 500 and 800 mm/year; however in the southwestern part of the country precipitation ranges between 1000 and 1200 mm, whilst in mountainous areas in the north precipitation can reach up to 2000 mm. An extensive 58-years record of observed daily precipitation (1 January 1961 till 30 September 2018) over Sweden at 36,662 basins has been provided by the Swedish Meteorological and Hydrological Institute (SMHI) (see Figure 4). The precipitation is spatially interpolated from SMHI’s station network and elevation corrected to capture precipitation for hydrological applications at the basin scale [41]. This meteorological dataset is considered as state-of-the-art observation product in Sweden and has been used in various investigations, including seasonal forecasting and climate projections. These daily precipitation records were aggregated into monthly values, which were further used here.
3.2. Experimental Setup

A set of experiments were performed on the 36,662 basins using the available data to quantify the bias introduced to the training set. The analysis period is from January 1961 to September 2018 and each station consists of 693 monthly precipitation observations. At each location, the data were split into training (60%), validation (20%), and test (20%) sets using the OOS model-validation methodology described in Section 2.1. This ensures that the training set consists of at least 30 years of precipitation records to compute each version of SPI [4,42]. Two probability distribution functions were used: (1) the stationary Gamma, using maximum likelihood estimation, that leads to the computation of the traditional SPI (see Appendix A, Equations (A1)–(A7)), and (2) the non-stationary NS-Gamma (with time-varying location and scale parameters) that leads to the non-stationary SPI (NSPI) and is able to capture the increased precipitation trend during the last decades (see Appendix B). Additionally, different SPI scales were calculated (SPI(3), SPI(6), SPI(9), SPI(12), SPI(24)) to exploit potential relationships between the scale of the index and the level of bias introduced to the training set during model-validation. The two computational approaches of the SPI are employed; first, SPI is computed using only the training data, \( Y(s)(k) \), and second, SPI is computed using the entire dataset (training, validation, and test), \( Y(s)(k,l,m) \) (see Figure 3). In our experiments, we treat \( Y(s)(k) \) as the baseline since it does not violate the fundamental assumptions of the OOS model-validation process eliminating information leakage. The analyses are performed in the training set to:

1. Compare the densities of accumulated rainfall (see Section 2.3.1);
2. Count the number of drought class transitions (see Section 2.3.2);
3. Analyze the magnitude of the bias introduced at different SPI scales (see Section 2.3.3);
4. Assess the variation of bias along Sweden’s climatic gradient. The error introduced to the model-validation is quantified based on one statistical metric; the mean absolute deviation (see Section 2.3.3).

Moreover, we showcase a set of experiments using data from a meteorological station the characteristics of which are presented in Table 1. It is clear that there is a change in the mean monthly precipitation between the two subsets.
Table 1. S-3357 meteorological station.

| Station | Longitude | Latitude | Mean Monthly Rainfall (Train) | Mean Monthly Rainfall (Train, Valid, Test) |
|---------|-----------|----------|------------------------------|--------------------------------------------|
| S-3357  | 67.37     | 22.28    | 77.6 mm                      | 84.2 mm                                    |

4. Results

4.1. Comparison between the Distributions of Accumulated Precipitation

In Section 2.2, we provided the theoretical implications that arise during model-validation when SPI is computed using the entire data. Here, we identify the presence of bias by comparing the parameter estimates of Gamma and non-stationary Gamma distributions using two different subsets of the data and different scales of the index (SPI(3), SPI(6), SPI(9), SPI(12), and SPI(24)). Initially, we fitted the Gamma and non-stationary Gamma distributions on the accumulated precipitation records using the training data, and as a subsequent step, we fitted the same distributions using the training, validation, and test data. Figure 5, provides a graphical comparison of SPI(12) between the parameter estimates of $Y_{12}(k)$ ($x$-axis) and $Y_{12}(k, l, m)$ ($y$-axis) across the 36,662 basins.

![Figure 5. Comparison between the distribution parameter estimates of accumulated precipitation between $Y_{12}(k, l, m)$ ($y$-axis) and $Y_{12}(k)$ ($x$-axis) for 36,662 basins in Sweden during 1961–2018: (top) stationary SPI and (bottom) non-stationary SPI.](image)

As presented in Figure 5 (top), results show the deviation of the shape and scale parameter estimates from the diagonal. This is an indication of systematic bias in the training data when $Y_{12}(k, l, m)$ is compared to $Y_{12}(k)$. The increased shape parameter in the training set, using $Y_{12}(k, l, m)$, leads to more symmetric shapes (71.1% of the basins have increased shape parameter in the training data). Additionally, the increased scale parameter in the entire data, using $Y_{12}(k, l, m)$, suggests that the distribution of accumulated precipitation has “heavier” tails and consequently higher variance compared to the Gamma distribution fitted on the training data, $Y_{12}(k)$ (76.2% of the basins have increased scale in the entire data). There are two main reasons behind the deviations observed in the parameter estimates: (1) the stationary SPI is time invariant; it uses a location specific Gamma distribution and results in a trending SPI that reflects the same trend as the increasing rainfall trend in Sweden during the last three decades; and (2) the rainfall trend is increasing even further in the validation and test data and this introduces even larger deviations between the parameter estimates of $Y_{12}(k, l, m)$ and $Y_{12}(k)$. In the small scales...
of the index, the deviations between the parameter estimates present smaller deviations; this is mainly attributed to the short “memory” property of SPI that shares the same parameters with series of shorter length in the validation and test set (Figure 5).

Furthermore, the results from the implementation of NSPI indicate that the location and scale parameter estimates deviate from the diagonal as well (Figure 5, bottom). GAMLSS are able to estimate time-varying location and scale distribution parameters as a function of the increasing trend of accumulated precipitation. However, they are not able to capture the change in distribution of accumulated precipitation in the validation and test sets.

4.2. Drought Class Transitions

Here, we address the question “Are there drought class transitions in the training set?”. Both the Gamma and NSGamma probability densities were used at different SPI scales (i.e., SPI(3), SPI(6), SPI(9), SPI(12), and SPI(24)) to measure the number of drought classes that change state in the training set when the two different versions of SPI are computed ($Y_{12}(k)$ versus $Y_{12}(k,l,m)$). Figure 6 presents the class-transitions in the training set, when either SPI(12) or NSPI(12) is computed using the two aforementioned approaches. The drought class transitions were computed for all 36,662 basins; each basin has available 693 monthly records, leading to 25,406,766 precipitation records in total that were analyzed for this experiment.

Results using both SPI and NSPI are subject to biases in the training data, leading to transitions of drought events when they are calculated using the entire dataset. The computation of a stationary SPI leads to a systematic underestimation of wet events when the index is computed using the entire dataset, i.e., $Y_{12}(k,l,m)$. The most frequent transitions are from Moderately Wet to Near Normal (change at 6.3% of the SPI values, which are 931,968 out of 25,406,766 values) and from Near Normal to Moderately Dry (change at 3.7% of the SPI values). In addition, outliers are observed, where Very Dry events switch to Extremely Dry (change at 0.7% of the SPI values). This systematic change is associated to the increase in the mean monthly precipitation amount in the country during the last three decades, that is not captured through the stationary SPI calculation. This observed increase in precipitation is probably attributed to climate change [43], which is consequently propagated in the SPI estimation and therefore drives the SPI performance. These findings reflect the difference between the monthly precipitation distribution in the training set and the training, vali-
dation, and test set. The mean monthly precipitation across all 36,662 basins is equal to 59 mm in the training set (1961–1995) and 64 mm in the validation (1995–2007) and test sets (2007–2018). The systematic trends in drought class transitions (upper triangular in Figure 6) is caused by the stationary nature of SPI and the incorrect computation of index that uses the entire dataset.

NSPI leads to a systematic overestimation and underestimation of drought events in the training data when the index is computed using the entire dataset, i.e., \( Y^{(12)}(k,j,m) \). The most frequent transitions are from Moderately Dry to Near Normal (change at 2.5\% of the NSPI values) and from Moderately Wet to Normal (change at 2.3\% of the NSPI values) (see Figure 6 NSGamma). Although NSPI involves the calculation of time-varying location and scale distribution parameters in the training set, it is unable to capture the change in the distribution of accumulated precipitation in the validation and test sets, consequently leading to systematic change in the classification of drought events.

4.3. Comparison between the Raw SPI Data

Further analysis on the SPI data provides more in depth diagnostics regarding the effect of the information leakage (bias) in the training set. In Figure 7, SPI and NSPI were calculated using the two computational approaches presented in Section 2.3 for the station S-3357. The stationary SPI, \( Y^{(12)}(k,j,m) \), shows systematically lower values in the training set compared to \( Y^{(12)}(k) \), consequently leading to more dry events than could have been predicted with the latter approach. This finding is associated to the observed change in the mean monthly precipitation in the validation and test sets which is equal to 94.2 mm, as opposed to to the mean monthly precipitation in the training set which is equal to 77.6 mm. NSPI generates biases of lower magnitude when \( Y^{(12)}(k,j,m) \) is compared to \( Y^{(12)}(k) \) (see Figure 7 bottom). This is mainly due to the property of NSPI to capture the increasing precipitation trend and incorporate it in the NSPI calculation, resulting to a trend-free index. The observed deviations between the two NSPI computational approaches are mainly due to the change in the distribution of accumulated precipitation in the validation and test sets that is not captured in the NSPI calculation.

In addition, we investigated whether the observed changes in the raw SPI records for station S-3357 are associated to potential deviations between the distributions of accumulated precipitation in the training and the training, validation, and test sets. In Figure 8, we estimated the density of the 12-month accumulated precipitation for each month. It is clear from the results that the density estimation using the entire data is more skewed to the left compared to the density fitted on the training data, and this is an indication that the variance of accumulated precipitation in the train, validation, and test set is higher than for the entire data.
4.4. Sensitivity Analysis of the Bias at Different SPI Scales

We next address the question “Is the bias introduced to the training set sensitive to the SPI scale?” For this, we analyze the bias introduced to the training set at different SPI and NSPI scales (i.e., 3, 6, 9, 12, 24). Results show a positive correlation between the scale of the index and the information leakage in the training set (see Figure 9). In particular, results show that between 6.7% (for SPI(3)) and 22.1% (for SPI(24)) of the training records change drought class, corresponding to deviations (in terms of MAD) between 0.07 and 0.27. The same behavior is observed when different scales of NSPI are calculated, affecting between 5.7% (for NSPI(3)) and 19.3% (for NSPI(24)) of the training records corresponding to deviations (in terms of MAD) between 0.06 and 0.22. This observed dependency of the error to the (N)SPI scale is mainly attributed to the fact that in large scales, the index has long memory and accesses long sequences of the data in the validation and test sets. This finding is in agreement with the results of Wu et al. [30], where larger deviations between the probability density functions were observed in larger accumulated periods.
4.5. Bias along a Spatial Gradient

Here, we explore the potential relationship between the bias introduced to the training data and the regional climatic conditions. In this section, we computed the percentage of drought events that change class following the methodology described in Section 2.3.2, and generated the spatial distribution of drought class transitions across the country for different time scales of NSPI (see Figure 10). The percentage of drought class transitions increases with increased NSPI scale and affects up to almost 60% of drought events for certain stations in the southern (snow climate) and northwest part of the country. This result is strongly emphasised at scales NSPI(12) and NSPI(24).

![Figure 10. Percentage of drought class transitions for different scales of SPI, using the non-stationary Gamma distribution, across 36,662 basins.](image)

Additionally, the distribution of bias (in terms of MAD) for all 36,662 stations was computed for different time scales and under different climatic conditions. Results in Figure 11 show that the bias increases with increased NSPI scale, while larger deviations are observed in scales NSPI(12) and NSPI(24) and for the snow climatic conditions. This could be attributed to the increase in the mean monthly precipitation during the last decades, however, there might be additional factors, not explicitly addressed in this study, that influence the information leakage issue, such as the physiographic characteristics of the region that could possibly affect the drought spatial variability and its corresponding impacts [44,45].

![Figure 11. Distribution of the mean absolute deviation (MAD) between the NSPI computed on the training set only and the NSPI computed on the training, validation and test sets for different Köppen-Geiger climatic classes and 36,662 basins in Sweden during 1961–2018.](image)
5. Discussion

5.1. Generalization over a Stronger Spatial Gradient

The results here indicate that change in the climate can be a significant source of bias affecting the training data and, consequently, the learning algorithms that generate drought forecasts. The systematic increase in the mean monthly precipitation in Sweden during the last decades, leads the stationary SPI to underestimate wet events and overestimate dry events in the training set and this is mainly due to the difference in the parameter of the Gamma distribution during estimation (see Figure 5). Similarly, the change in the distribution of accumulated precipitation during the last decades, leads the non-stationary SPI to both overestimate and underestimate wet events. In Europe, the meteorological droughts are associated to decrease in precipitation, especially during the summer period. This precipitation reduction tends to be more severe in the Mediterranean countries that present a different drought regime compared to the rest of Europe [46,47]. Over the next decades, it is projected that temperature will increase more in Europe compared to the global average [48]. A large fraction of Europe is expected to face an increase in the mean temperature of more than 1 °C both during winter and summer. With increased warming, winter precipitation is projected to increase with more frequent precipitation in North Eastern Europe, while in South Eastern Europe, precipitation during summer is expected to decrease.

Under these scenarios, there is a clear indication that the precipitation distribution will change over the next decades in Europe. The learning models that will be used to forecast future droughts will be influenced by the potential misuse of the drought indices and will induce bias in the prediction of future drought events. Based on the insights drawn here, it is expected that the bias in the North Eastern part of Europe will lead to overestimation of dry events in the training set, while in the South Eastern Europe it will lead to an underestimation of dry events, when the stationary SPI is employed. Equivalently, changes in the distribution of accumulated precipitation will lead to biases in the training set during NSPI calculation. To prevent this behavior from future drought forecasting applications, we highlight the need to introduce a drought forecasting framework that deals with these limitations and ensures model generalization capability, especially in areas with extreme climatic conditions, i.e., the Mediterranean.

5.2. Applicability Using Different Drought Indices

Although this study focuses on the identification of bias during model-validation using SPI and NSPI, the methodology is valid to other indices whose calculation is performed similarly. For instance, the standardized precipitation-evapotranspiration index (SPEI) [49] and the effective drought index (EDI) [50] have been used thoroughly to also describe the meteorological droughts [51,52]. Additionally, the Palmer severity drought index (PDSI) [53] and the combined drought indicator (CDI) developed by the European Drought Observatory of the Copernicus Emergency Management Service [54] have been used to characterize agricultural droughts [55,56]. Additionally, characterization of hydrological droughts using streamflow information plays a very important role in drought early warning systems, with the most common indices being the variable threshold (VT), the fixed threshold (FT) and the standardized streamflow index (SSI) [57]. The computation of those indices requires attention, particularly since such indices are widely used in climate services and their misuse could lead to incorrect characterization of drought events and incorrect identification of mitigation and adaptation measures.

6. Conclusions

Herein, we highlighted the importance of correct computation of SPI and NSPI in a drought forecasting setting, and demonstrated the theoretical and numerical implications when the index is computed on the entire dataset, which methodologically neglects model-validation. We quantified the bias introduced to the training set by conducting various experiments for different (N)SPI scales from 3 up to 24 months across 36,662 basins in
Sweden. Two different computational approaches were compared. First, the SPI and NSPI were computed using the training data only (baseline) and second the SPI and NSPI were computed using the training validation and test data (entire dataset). The latter approach is the one that introduces bias in the training set, as it violates the fundamental principles of OOS model-validation. The main conclusions from this study are as follows:

- Climate change coupled with the computation of SPI prior to model-validation can be a significant source of bias in drought forecasting applications. In the case study presented, the increased precipitation during the last decades leads to changes in the distribution parameters of accumulated precipitation for different time scales of the stationary SPI. This phenomenon affects the estimation of drought in the training set and violates the fundamental principles of OOS model-validation;
- NSPI calculation using GAMLSS, involves the estimation of time-varying location and scale parameters of a Gamma distribution as a function of the increasing trend of accumulated precipitation over time. Although this property results to a trend-free index, still the misuse of the data, introduces biases to the training set;
- The bias introduced to the training data is larger when the stationary SPI is computed. This is mainly because SPI requires fitting the accumulated precipitation records to a time invariant probability density function that incorporates the increasing rainfall trend during SPI calculation. This property leads to a systematic underestimation of wet events in the training data consequently affecting future use of this data in forecasting applications;
- With increased SPI scale, the number of drought class transitions increases and affects up to 22.1% for SPI(24) and 19.3% for NSPI(24) of the available records. This finding is further supported by the MAD metric that indicates increased information leakage with larger SPI and NSPI scales. This is mainly due to the “memory” of the index to access longer sequences of future records during OOS model-validation, thus, leading to increased information leakage issue in the training data;
- The bias introduced due to the incorrect computation of NSPI has spatial dependence, especially in the large scales of the index. The regions affected most are located in the southern (snow climate) and northwest part of the Sweden that exhibit changes in the distribution of accumulated precipitation in the validation and test sets.

Taking into account the findings presented in this paper, we propose that many existing drought forecasting studies that focus on the prediction of SPI should not be applied to real world forecasting applications if the fundamental principles of OOS model-validation are violated. It is expected that the bias introduced to the training set can have a significant impact on the learning algorithms under the drought forecasting setting, especially in larger scales of the index and varying climatic conditions. Even though, the results presented are related to the climatic conditions of Sweden, they could be directly applied to other climatic regions that stronger changes in precipitation have been recorded, i.e., the Mediterranean. It is expected that the bias identified here would be substantial in such climates, and consequently significantly affect the drought predictions and corresponding decision-making.
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Appendix A. Stationary Standardized Precipitation Index

The standardized precipitation index (SPI), proposed by [4], defines and monitors drought events. Positive SPI values indicate wet conditions with greater than the median precipitation, while negative SPI values indicate dry conditions with lower than the median precipitation. Table A1 provides the classification of different SPI values.

Table A1. SPI ranges for different meteorological conditions.

| SPI Values       | Classification         |
|------------------|------------------------|
| [2, inf)        | Extremely Wet          |
| [1.5, 1.99]     | Very Wet               |
| [1.0, 1.49]     | Moderately Wet         |
| [0.99, −0.99]   | Near Normal            |
| −1.0, −1.49     | Moderately Dry         |
| −1.5, −1.99     | Very Dry               |
| (−inf, −2]      | Extremely Dry          |

The computation of SPI requires fitting a probability distribution on monthly aggregated precipitation series at different time scales (e.g., 3, 6, 9, 12 months). Usually, the Gamma distribution fits best precipitation data and is given by the following expression:

\[
 g(x) = \frac{1}{\beta^\alpha \Gamma(\alpha)} x^{\alpha - 1} e^{-\frac{x}{\beta}} \tag{A1}
\]

for \( x > 0 \) where \( \alpha > 0 \) is the shape parameter, \( \beta > 0 \) is the scale parameter and \( x \) is the precipitation amount. The Gamma function is defined by the integral:

\[
 \Gamma(\alpha) = \int_0^{\infty} y^{\alpha - 1} e^{-y} dy \tag{A2}
\]

Fitting the Gamma distribution to the monthly precipitation records requires the estimation of the \( \alpha \) and \( \beta \) parameters using maximum likelihood estimation [58].

\[
 \hat{\alpha} = \frac{1}{4A} \left(1 + \sqrt{1 + \frac{4A}{3}} \right) \tag{A3}
\]

\[
 \hat{\beta} = \frac{x}{\hat{\alpha}} \tag{A4}
\]

where:

\[
 A = \ln \left( \bar{x} \right) - \frac{\sum_{i=1}^{n} x_i}{n} \tag{A5}
\]

and \( n \) is the number of precipitation records. The resulting parameters are used to compute the cumulative probability of the observed precipitation records for a given period and time scale [58].

\[
 G(x) = \int_0^x g(x) dx = \frac{1}{\hat{\beta}^\hat{\alpha} \Gamma(\hat{\alpha})} \int_0^x x^{\alpha - 1} e^{-\frac{x}{\hat{\beta}}} dx \tag{A6}
\]
The Gamma distribution is undefined for \( x = 0 \) since there may be no precipitation and by letting \( t = \frac{x}{\beta} \) [58] the incomplete Gamma distribution is given by:

\[
G(x) = \frac{1}{\beta \Gamma(\hat{\alpha})} \int_0^x t^{\hat{\alpha} - 1} e^{-t} dt
\]  
(A7)

**Appendix B. Non-Stationary Standardized Precipitation Index (NSPI)**

In this study, we computed the non-stationary version of SPI (NSPI) using the GAMLSS framework introduced by Rigby and Stasinopoulos [59]. GAMLSS has been thoroughly used in the past to model non-stationary versions of drought indices [60,61]. It is a semi-parametric regression model, in which a parametric distribution assumption is required for the response variable, and the selected distribution’s parameters can vary as a function of explanatory variables or random effects. Within the GAMLSS framework, observations \( y_t, for t = 1, 2, \ldots, n \), where \( n \) is the length of the observations, are assumed to be independent and fitted to a probability density function \( f(y_t|\theta_t^\prime) \), conditional on \( \theta_t^\prime = (\theta_{1t}, \theta_{2t}, \ldots, \theta_{pt}) \), where \( p \) is the number of distribution parameters at time \( t \). Various distributions are supported by GAMLSS, including, highly skew or kurtotic continuous and discrete distributions. The distribution parameters \( \theta \), characterized as location, shape, and scale parameters are related to explanatory variables by monotonic link functions \( g_k(\cdot) \), \( k = 1, 2, \ldots, p \), given by:

\[
g_k(\theta_k) = \eta_k = X_k \beta_k + \sum_{j=1}^{J_k} Z_{jk} \gamma_{jk}
\]  
(A8)

where \( \beta_k \) and \( \eta_k \) are vectors of length \( n \), \( \theta_k = (\theta_{1k}, \theta_{2k}, \ldots, \theta_{nk})^T \), \( \beta_k = (\beta_{1k}, 1, \beta_{2k}, \ldots, \beta_{jk}) \) is a parameter vector of length \( J_k \), \( X_k \) is a fixed known design matrix of order \( n \times J_k \), \( Z_{jk} \) is a fixed known \( n \times q_{jk} \) design matrix, and \( \gamma_{jk} \) is a \( q_{jk} \) dimensional random variable. In Equation (A8), for \( k = 1, \ldots, p \), \( \eta_k \) are comprised of a parametric component \( X_k \beta_k \) (functions of explanatory variables) and additive components \( Z_{jk} \gamma_{jk} \) (random effects). If \( J_k = 0 \), the model is reduced to a fully parametric GAMLSS model.

Here, we computed NSPI by fitting a GAMLSS on the accumulated precipitation series using different time scales. The accumulated precipitation series were assumed to follow a two-parameter Gamma distribution with its location and scale parameters, linked to a linear trend that evolves over time, \( t \). The following additive formulation was used in this study:

\[
g_a(\mu) = X_k \alpha_k + \sum_{j=1}^{J_k} h_{jk}(x_{jk})
\]  
(A9)

\[
g_b(\sigma) = X_k \beta_k + \sum_{j=1}^{J_k} h_{jk}(x_{jk})
\]  
(A10)

where \( \mu \) and \( \sigma \) are the location and scale parameters of the Gamma distribution with the link functions \( g_a \) and \( g_b \), respectively. \( X_k \) is a matrix of covariates (in our case a linear trend that evolves over time) of order \( n \times J_k = n \times J \), \( \alpha_k \) is a parameter vector of length \( J_k \), and \( h_{jk}(\cdot) \) represents the dependence function of the distribution parameters on the linear trend \( x_{jk} \). Mathematically, NSPI is similar to SPI, because they have similar calculation steps, however, NSPI is based on a non-stationary Gamma with time-varying location and scale parameters.
Appendix C. Comparison of Distribution Parameters
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Figure A1. **(top)** Comparison between the stationary Gamma distribution parameter estimates (SPI); **(bottom)** Aggregated GAMLSS location and scale parameters of non-stationary Gamma (NSPI) of accumulated precipitation between $Y^{(3),(k,l,m)}$ ($y$-axis) and $Y^{(3),(k)}$ ($x$-axis) for 36,662 basins in Sweden during 1961–2018.
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