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ABSTRACT
Link prediction is an important task that has wide applications in various domains. However, the majority of existing link prediction approaches assume the given graph follows homophily assumption, and designs similarity-based heuristics or representation learning approaches to predict links. However, many real-world graphs are heterophilic graphs, where the homophily assumption does not hold, which challenges existing link prediction methods. Generally, in heterophilic graphs, there are many latent factors causing the link formation, and two linked nodes tend to be similar in one or two factors but might be dissimilar in other factors, leading to low overall similarity. Thus, one way is to learn disentangled representation for each node with each vector capturing the latent representation of a node on one factor, which paves a way to model the link formation in heterophilic graphs, resulting in better node representation learning and link prediction performance. However, the work on this is rather limited. Therefore, in this paper, we study a novel problem of exploring disentangled representation learning for link prediction on heterophilic graphs. We propose a novel framework DisenLink which can learn disentangled representations by modeling the link formation and perform factor-aware message-passing to facilitate link prediction. Extensive experiments on 13 real-world datasets demonstrate the effectiveness of DisenLink for link prediction on both heterophilic and homophilic graphs. Our codes are available at https://github.com/sjz5202/DisenLink.
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1 INTRODUCTION
Graph structured data are pervasive in real-world, such as social networks [39], knowledge graphs [31] and transaction networks [6]. For many domains, the collected graph usually contains many unknown or missing links due to various reasons such as limitation of observation capacity and artificial masking. For example, the constructed knowledge graph has many missing relationships due to the incompleteness of knowledge. Thus, link prediction, which aims to predict missing links in a graph, is an active research area. Various link prediction algorithms have been proposed [4, 19, 42], which have facilitate various applications such as friend suggestion in social networks [39], knowledge graph completion [31] and protein-protein interaction reconstruction [21]. Existing link prediction based approaches can be generally categorized into two categories, i.e., heuristic-based approaches [2, 14, 30] and representation learning based approaches [1, 18]. Heuristic-based approaches measure local or global similarity within a specific graph topology or node features based on the corresponding assumption to give the probability of the edge existence. For example, SimRank [14] gives the score based on the similarity between 1-hop neighbors of two nodes. Representation learning methods learn node representations that can well reconstruct the links. For example, matrix factorization-based link prediction [1] optimize the coefficient matrix as final representations. Recently, graph neural network (GNN) based representation learning approaches [43] for link prediction have achieved state-of-the-art performance. Generally, GNNs adopt the message-passing mechanism, which iterative aggregates neighbor nodes’ representations to update the center node’s representation. Thus, the learned representation captures both node attributes and local graph information, which facilitates link prediction.

However, the aforementioned approaches generally assume that the given graph follows homophily assumption, i.e., two nodes with similar features are more likely to be connected; while many real-world graphs are heterophilic, where a node tends to connect to nodes of dissimilar features or class labels due to various complex latent factors rather than the simple homophily assumption. For example, as shown in Figure 1, in social networks, two users $u_i$ and $u_j$ might be connected as they have common interests in music but have no similarity in other factors; $u_i$ and $u_k$ might be connected simply because they are colleagues but have totally different interests and cultural background. Similarly, in molecular graphs, many latent factors influence the bonds between atoms. Often the case, the reason why two nodes are connected is unknown. Hence, in heterophilic graphs, two connected nodes might be similar in one or two latent factors but have low overall feature similarity, which breaks the homophily assumption and challenges many existing link prediction approaches, especially GNN based approaches [18, 43] as (1) Generally, GNN adopts message-passing to learn node representation, which aggregates neighborhood features to update a node’s representation. Directly performing message-passing on heterophilic graphs could aggregate neighbors of dissimilar features of the center nodes, causing noisy representations, which degrades the performance of downstream tasks [35, 44]; (2) Representation learning based approach simply learn node representation and adopt homophily assumption to make predictions, i.e., a pair of nodes with similar representations are more likely to be linked, which might not be true in heterophilic graphs. Thus, link prediction on heterophilic graphs is a challenging problem. However, the work in this direction is rather limited.

As there are many latent factors that affecting the formation of links in heterophilic graphs and two nodes are connected due to one or two latent factors, one natural way to perform link prediction is to learn $K$ disentangled representations $\{h_{i,k}\}_{k=1}^K$ with $h_{i,k}$ for
each node $i$ with $h_{i,k}$ capturing the characteristics of $v_i$ on factor $K$. With the disentangled representation, we can model the formation of links between each pair of nodes, i.e., which factor is the one that most likely causes the formation of the link. It has several advantages: (i) we can perform message-passing on important factors while ignoring unimportant factors to avoid aggregating noisy information. Hence, we can learn better disentangled representations for link prediction; (ii) we do not rely on homophily assumption as we can perform link prediction with disentangled representations. Even though the overall representation of two nodes is small, if they share a common interest in some factors, we would still be able to give the right prediction. There are several existing disentangled learning methods on graphs. However, they are not directly applicable for link prediction on heterophilic graphs as (i) they aim to learn disentangled representation for node [28] or graph [40] classification; and (ii) they do not model the link formation and are not dedicated to heterophilic graphs. Thus, though it is a promising direction, there are no existing works on exploring disentangled representation for link prediction on heterophilic graphs.

Therefore, in this paper, we study a novel problem of exploring disentangled representation for link prediction on heterophilic graphs, i.e., learning disentangled node representations from GNNs for link prediction in heterophilic graphs. There are several challenges for link prediction on heterophilic graphs: (i) How to learn high-quality disentangled representations that capture the most informative and pertinent latent factor without the supervision of latent factor selection? (ii) How to model link formation of representations from multiple factors? (iii) How can we learn the disentangled representations that capture the neighborhood information beyond the noisy aggregation in real-world heterophilic graphs for better link predictions? To address these challenges, in this work, we propose a link prediction model named DisenLink. DisenLink focuses on edge factor discovery at the beginning to select the most important edge factor for each potential connectivity based on the similarity between local representations for informative factors. DisenLink then takes the relational similarity information and graph locality into consideration and performs factor-wise message passing within the neighborhood of the selected factor to produce better disentangled representations. DisenLink does not naively reconstruct links following VGAE [18] but considers different contributions of each factor for better link prediction. The main contributions of the paper are:

- We propose a novel framework that designs factor-wise message passing with factor-aware neighbor selection to learn high-quality disentangled representation for link prediction;
- We conduct experiments on both heterophilic and homophilic graphs to demonstrate the effectiveness of DisenLink.

2 RELATED WORKS

2.1 Link Prediction

Link prediction, which aims to predict if two nodes in a network are likely to have a link, is an important task. It has wide applications in various domains such as social networks and knowledge graphs. Thus, various approaches have been proposed, which can be generally categorized into two categories [20, 27], i.e., heuristics-based approaches [2, 15] and representation learning based approaches [18, 43]. Heuristics-based approach computes the pairwise similarity score based on a particular structure or node’s properties. For example, common neighbors (CN) [30] is scored by the number of the neighborhood intersection between a pair of nodes. Adamic Adar (AA) [2] is measured based on the assumption that the unpopular common neighbor is more likely to formulate the connection between two nodes. These heuristics-based approach tends to make strong assumptions and fails to generalize to different graph structures. More seriously, they cannot effectively utilize the attribute information, which severely limits the performance of the model. Representation learning based approaches aim to learn good node representations that can well reconstruct the adjacency matrix. They usually apply dot product between two node representations to predict the likelihood of the link between two nodes. For example, matrix factorization-based link prediction [1, 29] adopts matrix factorization to learn node representations for adjacency matrix reconstruction. Due to the great ability in learning node representations that can capture both node and graph structure information, GNNs have become state-of-the-art representation learning based approaches for link prediction [18, 43]. For example, VGAE [18] adopts the GNN as the encoder to learn node representations followed by a simple inner product decoder to get the link prediction result. SEAL extracts an enclosing subgraph centered at two nodes followed by a GNN on the graph to predict if there is a link between the two nodes [43].

Despite their great success, most of them assume homophily assumption, i.e., two nodes with similar neighbors, features, or representations are more likely to form a link. Their capacity on heterophilic graphs is doubtful as the homophily assumption on heterophilic graphs does not hold. In heterophilic graphs, linked nodes tend to have dissimilar features and different labels. For example, in dating networks, most people tend to build a connection with people of the opposite gender [47]; in transaction networks, fraudsters prefer to connect with customers instead of other fraudsters [33]. Thus, link prediction for heterophilic graphs needs further investigation. However, the work in this direction is rather limited.

Therefore, in this work, we study a novel problem of link prediction on heterophilic graphs. We propose a novel framework to learn disentangled representation by modeling the underlying diverse and complex connectivity relation in heterophilic graphs and to use the disentangled representation to predict missing links beyond the homophily assumption.
2.2 Graph Neural Networks

Graph Neural Networks (GNNs) have shown great power in representations on graph-structured data. GNNs can be generally categorized into two categories, spectral-based and spatial-based [12]. Spectral-based GNNs such as GCN [17] and ChebNet [8] utilize the convolutional operator in the spectral domain of the Laplacian matrix. Spatial-based GNNs such as GraphSAGE [11], LGCCN [9] and GAT [38] perform message passing directly on the graph topology. The success of GNNs relies on the message-passing mechanism, i.e., a node will iteratively aggregate the information from its neighbors. Thus, the learned representation captures both node attributes and local graph structure information, which facilitate various downstream tasks such as node classification [35], graph classification [44], and link prediction [43].

Though GNNs have achieved great success in various domains, the message-passing mechanism of GNNs implicitly assumes the homophily assumption of the graph [48], i.e., nodes with similar features or same class labels are connected together; however, not all real-world graphs obey the homophily assumption [46]. Simply applying message passing on heterophilic graphs would learn noisy node representation as a node’s neighbors can have very dissimilar features with the node. Thus, how to extend GNNs for heterophilic graphs has attracted increasing attention and many efforts have been take [7, 24, 34, 48]. For example, Geom-GCN [34] adds structural neighbors in continuous space to capture long-range dependencies for heterogeneous graphs.

To model the intrinsic factors in graph-structured data, there are some works [26, 28, 40] that concentrate on GNNs with a disentangled model. DisenGCN [28] is an early-stage work and its motivation is to utilize a neighborhood routing mechanism to find latent factors that shape the relationship between the nodes. For each factor, the nodes aggregate the information and get different representations. FactorGNN employs different MLP to get edge scores and several factor graphs. They also consider an adversarial training scheme to discriminate different factors. Besides these works, [45] comes up with a new approach that effectively utilizes self-supervision to constrain the disentangled representations to capture distinguishable relations and neighborhood interactions.

Our work is inherently different from the aforementioned GNNs for heterophilic graphs or disentanglement based GNNs: (i) They focus on node or graph classification task, which has labels to guide the learning; while we study a novel problem of link prediction in heterophilic graphs; (ii) Though they also try to learn disentangled representation, we develop novel factor-aware neighbor selection and factor-wise message passing to model the link formation and learn disentangled node representation, and propose the novel disentangled link reconstruction for the final link formation.

3 PROBLEM DEFINITION

We use \( \mathcal{G} = (V, E, X) \) to denote an attributed graph, where \( V = \{v_1, \ldots, v_N\} \) is the set of \( N \) nodes, \( E \) is the set of observed edges, and \( X = \{x_1, \ldots, x_N\} \) node feature matrix with \( x_i \) being the attributes of node \( v_i \). \( A \in \mathbb{R}^{N \times N} \) is the adjacency matrix of \( \mathcal{G} \), where \( A_{ij} = 1 \) if nodes \( v_i \) and \( v_j \) are connected; otherwise \( A_{ij} = 0 \). Many real-world graphs such as social networks and knowledge graphs usually have many missing/unseen links. The task of link prediction is to infer the missing links. Most existing link prediction algorithms [18, 42, 43] assume that the given graph follows homophily assumption, i.e., two nodes of the same class or similar node features are more likely to be connected. However, many real-world graphs are heterophilic graphs, where the homophily assumption does not hold. In a heterophilic graph, a node tends to connect to nodes of dissimilar features or class labels due to various complex latent factors rather than the simple homophily assumption. For example, in social networks, two users \( v_1 \) and \( v_2 \) might be connected as they have common interests in music but have no similarity in other factors; \( v_1 \) and \( v_3 \) might be connected simply because they are colleagues but have totally different interests and cultural background.

Hence, connected nodes in heterophilic graphs might be similar in one or two factors but have low overall feature similarity, which challenges existing link prediction approaches with homophily assumption, especially state-of-the-art GNN based approaches [18, 43] as (1) For heterophilic graphs, the direct performing of message-passing in the general GNN scheme will aggregate neighbors of dissimilar features of the center nodes leading noisy representations, which degrades the performance of downstream tasks [35, 44]; (2) Representation learning based approach simply learn node representation and adopt homophily assumption to make predictions, i.e., two nodes with similar representation are more likely to be connected.

As there are many latent factors that affecting the formation of links and two nodes are connected due to one or two latent factors, for each node \( v_i \), we propose to learn \( K \) disentangled representation \( \{h_{i,k}\}_{k=1}^{K} \) with \( h_{i,k} \) capturing the characteristics of \( v_i \) on factor \( k \). Then for a pair of nodes \( \{v_i, v_j\} \), we can utilize disentangled representation to model which factor is most likely for \( v_i \) and \( v_j \) to be connected, which can simultaneously facilitate message-passing under the most important factor to avoid aggregating noise and help factor-wise link prediction to avoid simple similarity based link prediction. The problem of disentangled representation learning on heterogeneous graphs for link prediction is formally defined as

**Problem 1.** Given a heterogeneous graph \( \mathcal{G} = (V, E, X) \) whose links are formed due to various latent factors. Note that the ground truth of the factor that causes the formation of each link is unknown. Learn disentangled representation of each node for link prediction on \( \mathcal{G} \).

4 METHODOLOGY

In this section, we will give the details of DisenLink to learn disentangled node representations for link prediction on heterophilic graphs. As there are various factors underlying the graph formation and a node is connected to another node due to one or two factors, the basic idea is to learn \( K \) disentangled representation vectors \( \{z_{i,k}\}_{k=1}^{K} \) for each node \( v_i \) with the \( i \)-th vector \( z_{i,k} \) capturing \( v_i \)'s representation on the \( i \)-th factor, and utilize the disentangled representations to model the link formation. However, there are several challenges: (i) How to model link formation and learn high-quality disentangled representations that capture latent factor information of each node given that we do not have the supervision of which latent factor contributes most to the formation of a link? (ii) Since directly applying message-passing mechanism can aggregate noisy information from neighbors, how can we learn disentangled
representations that capture the neighborhood information for better link prediction? To solve these challenges, we propose a novel framework DisenLink as shown in Fig. 2, which is composed of Factor-Aware Neighbor Selection, Factor-Wise Message-Passing, and Link Prediction with Disentangled Representation. For each edge \((v_i, v_j)\), factor-aware neighbor selection considers all factors and designs a mechanism to find which factor is the most likely factor that forms the edge \((v_i, v_j)\). Factor-wise message-passing only performs message-passing on the most likely factor to avoid aggregating noisy information from neighbors. Hence, DisenLink can learn better disentangled representation that captures heterophilic neighborhood information. With disentangled representations, DisenLink finally adopts factor-wise link prediction to predict the missing link. Next, we introduce details of each component.

### 4.1 Factor-Aware Neighbor Selection
Generally, a node’s raw feature \(x\) contains all the information on various factors, but is entangled. To help learn \(K\) disentangled representations, for each node \(v_s\), we first project the raw feature \(x\) to \(K\) feature spaces to get the initial disentangled representations. Specifically, the representation of \(v_s\) on the \(k\)-th factor is given as

\[
z_{s,k} = f_k(x), \quad k = 1, \ldots, K
\]

where \(f_k\) is the \(k\)-th projection function. Various projection functions can be used for \(f_k\). In this paper, we choose a two-layer MLP, i.e.,

\[
z_{s,k} = W^{(2)}_k \cdot ReLU(W^{(1)}_k x)
\]

where \(W^{(1)}_k\) and \(W^{(2)}_k\) are the parameters of the first layer and second layer MLP for factor \(k\), respectively.

The initial disentangled representation \([z_{s,1}, \ldots, z_{s,K}]\) only disentangled the node feature information. It does not take the local graph structure and neighbor features into consideration; while various studies [25] have demonstrated the importance of local graph information for link prediction. Message-passing mechanism of GNNs has shown great ability in learning representations that capture both node features and local graph information. The basic idea of message-passing is to iteratively aggregate the neighbor’s representations to update a node’s representation. However, in heterophilic graphs, node \(v_s\) and node \(v_t \in \mathcal{N}(v_s)\) are linked due to one or two factors and could have totally dissimilar features in other factors, where \(\mathcal{N}(v_s)\) is set of neighbors of node \(v_s\). Directly applying message passing on all the \(K\) disentangled representations would aggregate noisy information for most of the factors, resulting in noisy node representations. To avoid aggregating the noisy information from neighbors, for each neighbor node \(v_t \in \mathcal{N}(v_s)\), we should perform message passing on one or two factors that cause the connection of \(v_s\) and \(v_t\). However, we lack the ground truth of these connections. Essentially, two nodes are connected because they share similarities in one or two factors. Thus, instead of relying on the ground truth, we can measure the similarity of \(z_{s,k}\) and \(z_{t,k}, k = 1, \ldots, K\), select the most similar factor, say \(i\)-th factor, and perform message-passing on \(i\)-th factor. The advantages are: (i) the most similar factor is likely to be the factor that causes \(v_s\) and \(v_t\) to be connected; and (ii) we avoid aggregating neighbor representations on dissimilar factors. Specifically, for \(v_t \in \mathcal{N}(v_s)\), we calculate the factor-wise importance/similarity between \(v_s\) and \(v_t\) on the \(k\)-th factor as:

\[
a_{s,t}^k = \frac{\exp(z_{s,k}^T z_{t,k}/\tau)}{\sum_{i=1}^{K} \exp(z_{s,k}^T z_{t,i}/\tau)}, \quad k = 1, \ldots, K
\]

where \(\tau\) denotes the temperature parameter. \(a_{s,t}^k\) is the the factor-wise importance score between \(v_s\) and \(v_t\) on factor \(k\), which is basically the normalized similarity between \(z_{s,k}\) and \(z_{t,k}\) in the \(k\)-th factor. It can be treated as how well the factor \(k\) can be the explanation of the mutual relation between \(v_s\) and \(v_t\). A larger \(a_{s,t}^k\) means that \(v_s\) and \(v_t\) are more similar in terms of factor \(k\) and it is more likely that factor \(k\) is the desired factor. Since we are interested in having one element among \(\{a_{s,t}^k\}_{k=1}^{K}\) to be large while the others to be small, i.e., modeling that two nodes are connected due to only one factor, a smaller \(\tau\) can be set to intensify the uneven degree of each factor-wise importance distribution.

With \(\rho_{s,t}^k\) denoting the importance of the factor \(k\) for the link between \(v_s\) and \(v_t\), we can find the most important factor \(\rho_{s,t}^k\) between

![Figure 2: An illustration of the proposed framework DisenLink](image)
\(v_s\) and \(v_t\) as follows

\[ p_{s,t} = \arg \max_k \alpha_{s,t}^k \]  

(4)

Let \(\mathcal{N}_k(v_s)\), \(k = 1, \ldots, K\), denote the set of \(v_s\)'s neighbors connected to \(v_s\) due to factor \(k\). Since \(p_{s,t}\) gives the most important factor between \(v_s\) and \(v_t\), we can obtain \(\mathcal{N}_k(v_s)\) as

\[ \mathcal{N}_k(v_s) = \{ v_t : v_t \in \mathcal{N}(v_s) \land p_{s,t} = k \}, \quad k = 1, \ldots, K \]  

(5)

With the above equations, we can model the latent factors that forms the links and disentangle each node \(v_s\)'s neighbor set \(\mathcal{N}(v_s)\) into \(K\) disjoint sets, i.e., \(\mathcal{N} = \bigcup_{k=1}^{K} \mathcal{N}_k(v_s)\) and \(\mathcal{N}_k(v_s) \cap \mathcal{N}_j(v_s) = \emptyset\), which would facilitate the factor-wise message passing to learn better disentangled representations to be introduced next.

### 4.2 Factor-Aware Message Passing

As mentioned previously, we want to perform message passing to learn disentangled representations that capture the neighborhood information for better link prediction. Instead of simply aggregating all the neighbors' information for each factor as other GNNs do, we adopt factor-aware message passing because a node \(v_s\) might be only similar with the central node in one or two factors in heterophilic graphs. Specifically, as \(\mathcal{N}_k(v_s)\) contains neighbors of \(v_s\) who share similarity with \(v_s\) in \(k\)-th factor, \(v_s\) will only aggregate the \(k\)-th representation from nodes in \(\mathcal{N}_k(v_s)\). Since the importance or similarity of nodes in \(\mathcal{N}_k(v_s)\) with \(v_s\) in terms of factor \(k\) could be different, to take this into consideration, we adopt the attention mechanism, i.e., assign different attention weight to different nodes in \(\mathcal{N}_k(v_s)\). The attention score of \(v_t \in \mathcal{N}_k(v_s)\) on \(v_s\) is given as

\[ \tilde{\alpha}_{s,t}^k = \frac{\alpha_{s,t}^k}{\sum_{v_i \in \mathcal{N}_k(v_s)} \alpha_{s,i}^k} \]  

(6)

where \(\tilde{\alpha}_{s,t}^k\) denotes attention score of \(v_t \in \mathcal{N}_k(v_s)\) on \(v_s\). And \(\alpha_{s,t}^k\) is from Eq.(3), which denotes the importance score or similarity between node \(v_s\) and \(v_t\). Eq.(6) normalizes the importance score by the summation of the scores from nodes in \(\mathcal{N}_k(v_s)\). Thus, if \(\alpha_{s,t}^k\) is larger, node \(v_t\) will play a more important role in message-passing to \(v_s\) for factor \(k\). With the attention score, the message-passing on factor \(k\) for node \(v_s\) can be written as

\[ h_{s,k} = \beta \cdot z_{s,k} + (1 - \beta) \sum_{v_i \in \mathcal{N}_k(v_s)} \tilde{\alpha}_{s,i}^k \cdot z_{i,k}, \quad k = 1, \ldots, K \]  

(7)

where \(\beta \in (0, 1)\) is to control the reservation of the information from central nodes. With the factor-aware message passing, for each node \(v_s\), we obtained the new disentangled representation set \{\(h_{s,1}, \ldots, h_{s,K}\)\}. Compared with the raw disentangled representation \{\(z_{s,1}, \ldots, z_{s,K}\)\}, the new disentangled representation also captures the neighborhood information, which would better facilitate link prediction. In practice, we can stack multiple such factor-aware neighbor selection and factor-wise message passing to have deep disentangled representations. We leave the deep disentangled representation as future work.

### 4.3 Link Prediction with Disentangled Representation

Given the node representation, a popular way to predict the link between two nodes \(v_s\) and \(v_t\) is using the dot product between their node representations \(h_s\) and \(h_t\), i.e., \(\hat{A}_{st} = \sigma(h_s^T h_t)\), where \(\sigma\) is an activation function such as ReLU. In our case, \(h_s = [h_{s,1}, \ldots, h_{s,K}]\) and \(h_t = [h_{t,1}, \ldots, h_{t,K}]\). Thus, the link can be predicted as

\[ \hat{A}_{st} = \sigma(h_s^T h_t) = \sigma \left( \sum_{k=1}^{K} h_{s,k}^T h_{t,k} \right) \]  

(8)

However, the above equation treats each factor equally; while in heterophilic graph, two connected nodes could be similar in few factors and be dissimilar in most factors. Those dissimilar factors might each have negative similarity in terms of \(h_{s,k} h_{t,k}\). Simply adding those non-important factors would result in poor link prediction performance. Thus, to model how links are formed, instead of using Eq.(8), we propose the disentangled link prediction. The basic idea is to assign different weights to different factors during link prediction. However, we do not have ground truth of which factors are more important. Fortunately, we have calculated the importance score of factor \(k\) between \(v_s\) and \(v_t\) using the similarity between \(z_{s,k}\) and \(z_{t,k}\) in Eq.(3). In other words, the model is trained to have \(z_{s,k}\) and \(z_{t,k}\) to give good importance similarity on factor \(k\). Thus, we adopt a similar way to calculate the weight for link prediction on factor \(k\) as

\[ y_{s,t}^k = \exp \left( z_{s,k}^T z_{t,k} / \tau \right) \]  

(9)

Note that we used the unnormalized version compared with Eq. (3) because the scale of each element in \(y\) is useful information for link reconstruction as it preserve the contrast between the similarities of different pairs of nodes with different scales. Then the link between \(v_s\) and \(v_t\) is predicted as

\[ \hat{A}_{st} = \sigma \left( \sum_{k=1}^{K} y_{s,t}^k h_{s,k}^T h_{t,k} \right) \]  

(10)

where the contribution of each factor for link prediction is weighted by \(y_{s,t}^k\). Those non-important factors are down-weighted to have negligible effect on the link prediction, which can handle the non-homophily assumption in heterophilic graphs.

### 4.4 Final Objective Function

Following existing work [18], we adopt adjacency matrix reconstruction as the loss to train the model. Since the majority of node pairs are unconnected, most of the elements in \(A\) are 0. To avoid the imbalanced elements dominating the loss function, following [43], we adopt negative sampling to solve this issue. Specifically, we treat each linked pair as a positive sample. For each positive sample, i.e., \(A_{st} = 1\), we randomly sample \(M\) unlinked pairs as negative samples, i.e., \(A_{sm} = 0\). \(M\) is usually set as 5 or 10. With positive and negative samples, the overall loss function for the disentangled link reconstruction in our model can be written as

\[ \min_{\theta} \mathcal{L}_A = \sum_{A_{st} > 0} \left( \hat{A}_{st} - A_{st} \right)^2 + \frac{1}{M} \sum_{A_{sm} \in M_{st}} \left( \hat{A}_{sm} - A_{sm} \right)^2 \]  

(11)

where \(\theta\) is the set of parameters. \(M_{st}\) is the set of negative samples for \(A_{st} > 0\).

The training algorithm of DisenLink is shown in Algorithm 1. The parameter of the DisenLink is randomly initialized following [10] in line 1. Then we perform each component of DisenLink from line 3 to line 7 for the final link reconstruction loss \(\mathcal{L}_A\) in line
Algorithm 1: Training Algorithm of DisenLink

Input: $G = (V, A, X), \beta$, $\tau$ and $M$
Output: $\theta$ of function $\{f_k\}_{k=1}^K$
1. Randomly initialize the parameters of $\{f_k\}_{k=1}^K$.
2. while Not Converged do
3. Get the initial node representations $Z$ according to Eq. (2);
4. Calculating the factor-wise importance score with Eq. (3);
5. Implement the neighbor selection for each factor;
6. Propagate $Z$ via the relational neighbor aggregation Layer for embedding $H$ according to Eq. [7];
7. Perform the disentangled link reconstruction for reconstructed $\hat{A}$ following Eq. [10];
8. Calculate the link reconstruction loss $L_A$ with Eq. [11];
9. Update $\theta$ to minimize $L_A$
10. end while
11. return $\theta$

8. The size of negative edges for $L_A$ is 5 times the positive edges to leverage the imbalanced number of linked and unconnected edges. Adam [16] is used to update $\theta$ until reaching convergence.

5 EXPERIMENTS

In this section, we evaluate the effectiveness of the proposed DisenLink for link prediction on both homophilic and heterophilic graphs. Further analysis is provided to evaluate the influence of components in the proposed module. Specifically, we want to answer the following questions:

- **RQ1** Can the proposed DisenLink with disentangled link reconstruction achieve outperformed accuracy for link prediction?
- **RQ2** How does each component in DisenLink influence the effectiveness of link prediction?
- **RQ3** Does the DisenLink with factor-wise neighborhood selection produce independent and distinguishable factors?

5.1 Experiment Settings

5.1.1 Datasets. We conduct experiments on 13 publicly available benchmark datasets to evaluate the effectiveness of DisenLink for link prediction. Among the datasets, 3 of them are homophily graphs, i.e., Cora, CiteSeer and Photo, and the remaining 10 are heterophilic graphs. These graphs are from various domains such as citation, Wikipedia and Amazon goods. We include both heterophilic and homophilic graphs of various domains to fully understand the effectiveness of DisenLink for link prediction. The key statistics of the datasets are shown in Table 1. The details of the datasets are:

- **Cora** and **CiteSeer** [41]: Both Cora and CiteSeer are homophilic citation networks, where nodes represent documents and edges denote the citation relationships. The attributes of nodes are the bag-of-words representations of the papers.
- **Photo** [36]: The Amazon Photo network is a homophilic goods network. Nodes denote goods and two connected nodes mean that they are frequently bought together. Node features are bag-of-words representations of goods’ reviews.
- **Wisconsin** and **Texas** [34]: Wisconsin and Texas are heterophilic webpage networks collected from CMU, where nodes denote webpages and edges are the hyperlinks connecting them. Node features are the bag-of-words representation of web pages.
- **Chameleon, Squirrel and Crocodile** [34]: Chameleon, Squirrel and Crocodile are heterophily Wikipedia webpage networks with each network on the topic denoted by its dataset name. Nodes are web pages and edges are hyperlinks between them. Each node’s features denote several informative nouns on Wikipedia pages.
- **Facebook100** [24, 37]: Facebook100 is composed of 100 Facebook friendship networks of American universities from 2005, where nodes represent students and edges denote friendship between students. Each node is labeled with gender. The node features are educational information of students. We include two of them: **Johns Hopkins55** and **Amherst41** for our experiments.
- **Twitch-explicit** [24]: Twitch-explicit contains 7 networks where Twitch users are nodes and friendships between them are edges. Node features are games liked, location and streaming habits. We use the two largest networks: **DE** and **ENGB** for our experiments.
- **arXiv-Year** [13]: arXiv-year is the ogbn-arXiv citation network with labels denoted by publication year. The nodes are arXiv papers and directed edges connect a paper to other papers that it cites. It contains a single graph with 169343 nodes and 1166243 links. The feature dimension is 128. We sample a subgraph with around 55K nodes and 153K edges utilizing the Random Walk sampler.

5.1.2 Baselines. We include classical heuristics, GNN-based link prediction method, GNN-based representation learning methods for link prediction, disentangled GNNs and GNNs for heterophilic graphs as our baselines. For baselines without the link prediction module, they are performed as encoders in the VGAE manner. Here is a brief introduction of each baseline:

- **CN** [30]: Common-neighbor index is a classical link prediction method based on connectivity, which assumes that two nodes are more likely to connect if they have many common neighbors.
- **AA** [2]: Adamic–Adar index is a second-order heuristic based on the assumption that a shared neighbor with large degree is less significant to the measure of a link.
- **VGAE** [3]: Variational Graph Autoencoder is a generative model for graph representation. We use a GCN as the encoder where the second layer has two channels for mean and deviations to
We use ADAM optimization algorithm to train the models. For all methods, the learning rate is initialized to 0.001, with weight decay being 5e-4. We train all the models until converging with a maximum training epoch 2000.

### 5.1.5 Implementation Details

Following a standard way to evaluate link prediction performance [22], for each dataset, we randomly split existing edges for the training set, validation set and testing set according to 85%, 5% and 10% as positive samples. Under the same split proportion, we randomly sample nonexistent edges as negative samples with 5 times the number of positive samples. Positive and negative samples are then combined as our training, validation and testing data. For each dataset, we randomly split it 10 times and report the average results. For DisenLink, the temperature parameter $\tau \in [0, 1]$ and the teleport parameter $\beta$ is varied from 0.1 to 0.9. The number of factors is varied from 2 to 10.

#### 5.1.4 Evaluation Metrics

We evaluate our method with standard metrics including AUC [90, 91]. Following a standard way to evaluate link prediction performance, the area under the curve (AUC) is used as the evaluation metric to measure the prediction accuracy.

| Method       | Chameleon | Squirrel | Crocodile | Texas  | Wisconsin | Twitch-DE | Twitch-ENG | Amherst4I | Johns Hopkins55 | Arxiv-Year |
|--------------|-----------|----------|-----------|--------|-----------|-----------|------------|-----------|-----------------|------------|
| AA           | 95.8 ± 0.6 | 97.1 ± 0.4 | 90.6 ± 1.1 | 53.1 ± 0.2 | 61.5 ± 0.8 | 87.3 ± 0.2 | 74.3 ± 0.4 | 945 ± 0.7 | 96.1 ± 0.5 | 72.0 ± 0.9 |
| CN           | 95.3 ± 0.6 | 96.8 ± 0.4 | 89.8 ± 1.2 | 53.0 ± 0.2 | 61.3 ± 0.9 | 86.3 ± 0.1 | 74.3 ± 0.2 | 942 ± 0.6 | 95.8 ± 0.6 | 72.0 ± 0.9 |
| SEAL         | 99.5 ± 0.1 | -         | -         | 73.9 ± 1.6 | 72.3 ± 2.7 | -         | -         | -         | -               | -          |
| VGAE         | 98.2 ± 0.1 | 98.8 ± 0.1 | 68.6 ± 4.2 | 71.3 ± 4.6 | 84.3 ± 0.9 | 93.0 ± 0.3 | 92.7 ± 0.0 | 92.8 ± 0.2 | 92.5 ± 0.5 | -          |
| ARGVA        | 96.3 ± 0.2 | 93.6 ± 0.3 | 94.1 ± 0.5 | 67.4 ± 0.1 | 67.6 ± 0.3 | 80.9 ± 1.1 | 82.2 ± 0.8 | 81.2 ± 0.3 | 810.0 ± 0.7 | 86.8 ± 1.1 |
| GPR-GNN      | 98.7 ± 0.1 | 96.0 ± 0.3 | 96.7 ± 0.1 | 76.3 ± 2.5 | 80.1 ± 4.5 | 88.7 ± 0.1 | 87.3 ± 0.1 | 937 ± 0.0 | 947 ± 0.1 | 930.0 ± 0.4 |
| FAGCN        | 92.3 ± 2.6 | 94.8 ± 0.3 | 95.3 ± 0.2 | 68.7 ± 7.3 | 73.1 ± 4.9 | 85.4 ± 0.4 | 89.6 ± 0.4 | 91.4 ± 0.3 | 92.2 ± 0.3 | 84.8 ± 2.3 |
| LINKX        | 98.8 ± 0.1 | 98.1 ± 0.3 | 99.0 ± 0.1 | 75.8 ± 4.7 | 80.1 ± 3.8 | 88.3 ± 1.9 | 89.3 ± 1.6 | 93.5 ± 0.2 | 93.4 ± 0.3 | 88.4 ± 1.9 |
| GAT          | 97.9 ± 0.1 | 98.0 ± 0.0 | 98.5 ± 0.1 | 68.5 ± 5.4 | 68.1 ± 4.4 | 87.4 ± 0.4 | 86.1 ± 1.9 | 93.9 ± 0.1 | 94.3 ± 0.5 | 92.5 ± 0.5 |
| DisenGCN     | 97.7 ± 0.1 | 94.5 ± 0.2 | 96.4 ± 0.4 | 72.1 ± 4.8 | 75.1 ± 3.4 | 80.6 ± 0.2 | 88.7 ± 0.3 | 87.9 ± 1.2 | 90.7 ± 0.6 | 92.3 ± 0.5 |
| FactorGNN    | 98.3 ± 0.3 | 96.9 ± 0.4 | 97.6 ± 0.4 | 58.7 ± 4.1 | 68.8 ± 9.0 | 87.2 ± 0.7 | 89.8 ± 0.6 | 91.5 ± 0.7 | 92.5 ± 0.4 | 95.0 ± 1.0 |

DisenLink     | 99.4 ± 0.0 | 98.3 ± 0.1 | 99.1 ± 0.1 | 80.7 ± 4.0 | 84.1 ± 1.9 | 93.7 ± 0.1 | 96.2 ± 0.1 | 97.3 ± 0.1 | 97.5 ± 0.1 | 95.0 ± 0.3 |

### Table 3: Link Prediction performance (AUC(%) ± Std.) on homophilic graphs ("-" denotes out of memory.)

| Method       | Cora       | Citeseer   | Photo     |
|--------------|------------|------------|-----------|
| AA           | 75.9 ± 1.5 | 69.8 ± 2.2 | 97.4 ± 0.4 |
| CN           | 75.7 ± 1.3 | 69.7 ± 2.3 | 97.1 ± 0.4 |
| SEAL         | 90.4 ± 1.1 | 97.0 ± 0.5 | -         |
| VGAE         | 96.6 ± 0.2 | 97.3 ± 0.2 | 94.9 ± 0.8 |
| ARGVA        | 92.7 ± 1.3 | 94.8 ± 0.4 | 89.7 ± 2.3 |
| GPR-GNN      | 94.8 ± 0.3 | 96.0 ± 0.3 | 97.0 ± 0.2 |
| FAGCN        | 91.8 ± 3.4 | 89.2 ± 5.6 | 94.0 ± 1.9 |
| LINKX        | 93.4 ± 0.3 | 93.5 ± 0.5 | 97.0 ± 0.2 |
| GAT          | 97.0 ± 0.2 | 98.3 ± 0.2 | 97.3 ± 0.3 |
| DisenGCN     | 96.6 ± 0.3 | 96.8 ± 0.2 | 95.2 ± 1.3 |
| FactorGNN    | 92.3 ± 1.4 | 87.8 ± 3.6 | 97.2 ± 0.1 |

DisenLink     | 97.1 ± 0.4 | 98.3 ± 0.3 | 97.9 ± 0.1 |

### 5.2 Link Prediction Performance

To answer RQ1, we evaluate the link prediction performance of DisenLink with a comparison on 10 heterophilic and 3 homophilic graphs. Each experiment is repeated 5 times to alleviate randomness. The average link prediction performance measured by AUC with standard deviations on heterophilic graphs and homophilic graphs are shown in Table 2 and Table 3, respectively. From the tables, we have the following observations:

- Compared with classical heuristics AA and CN, our method outperforms them in all datasets. For Wikipedia, FB100 and Photo datasets with higher average node degree, the performance gap is relatively small. While AA and CN only rely on the graph structural feature, for the other datasets with smaller average node degrees, DisenLink is much better due to the disentangled learning of both node features and the graph structure.
- DisenLink has comparable performance on the Chameleon and outperforms other datasets compared with SEAL. It needs to be
In this subsection, to answer RQ2, we conduct experiments to evaluate the effect of each component of DisenLink. Each ablation experiment is conducted 5 times to alleviate the randomness. In particular, we investigate 3 variants of DisenLink: DisenLink-α, DisenLink-s and DisenLink-r. DisenLink-α is formulated by removing all the importance/similarity α involved in DisenLink to check the effect of factor-wise importance values. DisenLink-s is the variant without the proposed factor-aware neighbor selection, i.e. the neighbor of node s $N_k(s)$ for each factor in DisenLink-s becomes same as $N(s)$ to verify the role of factor-aware neighbor selection. DisenLink-r is the variant utilizing the vanilla manner of link reconstruction following VGAE [18] as Eq. 8 to analyze the influence of disentangled link reconstruction.

**Importance of the disentangled manner** We first examine the advantage of the disentangled learning manner compared with the normal model with a single factor. As shown in the Fig. 4, DisenLink with multiple factors performs much better than the DisenLink with a single factor, especially in the case of heterophilic graph ENGB. It proves that the disentangled representation can facilitate more effective edge relation discovery compared with normal learning.

**Significance of the factor-wise importance value** Secondly, the importance value $\alpha$ computed from Eq. (6) for message passing is crucial for link prediction on heterophlic graphs. We can first compare the performance of 1-factor DisenLink reflected from the first data point ($K = 1$) in Fig. 4(a) with VGAE on ENGB dataset. In this case, the main difference between these two models is that 1-factor DisenLink takes into the importance value and 1-factor DisenLink improves the performance by around 4.1% compared with VGAE. This is because the $\alpha$ weights node representations in the message-passing process to leverage the negative effect from heterophilic connections. And the performance of DisenLink-α shown in Fig. 3 is much lower compared with DisenLink in 4 reported datasets. It demonstrates the importance of relational weighting in message-passing and link reconstruction for link prediction.

**Influence of the factor-aware neighbor selection** We also conduct ablation studies to explore the influence of the factor-aware neighbor selection on the link prediction on heterophilic graphs. In Fig. 3, DisenLink outperforms DisenLink-s which reflects the selection of the most important factor between two nodes to formulate $K$ disjoint neighborhoods is very helpful for link prediction.

**Influence from link reconstruction manner of DisenLink** In DisenLink, the link reconstruction utilizing the learnt disentangled representation is implemented as Eq. 10. Here, we compare it with model variant DisenLink-r. The performance difference between them shown in the Fig. 3 verifies the effectiveness of our disentangled link reconstruction which assigns different factors with different importance during link prediction.

### 5.4 Hyperparameter Sensitivity Analysis

In this section, we investigate the sensitivity of DisenLink on two important hyper-parameters, i.e., the number of factors $K$ and the $β$ in message passing. To understand the sensitivity on $K$, we fix $β$ as 0.5 and vary $K$ from 1 to 10. The dimension of latent representation is 32 for each factor. We conduct the experiments on one homophilic

| Datasets       | DisenLink | DisenLink-s | DisenLink-r |
|---------------|-----------|-------------|-------------|
| ENGB          | 97.5      | 95.0        | 92.5        |
| DE            | 85.0      | 82.5        | 80.0        |
| Chameleon     | 87.5      | 85.0        | 82.5        |
| Squirrel      | 90.0      | 87.5        | 85.0        |

**Figure 3: Affect of different components in DisenLink**

noticed that SEAL fails to be implemented on graphs with a large number of edges which will lead to the huge memory consumption of the enclosing subgraph extraction before learning, while DisenLink is implemented in an end-to-end fashion.

- Compared with representation learning methods VGAE and ARGVA, DisenLink performs better and is much more robust across datasets as there is a larger performance gap between similar datasets in VGAE (DE and ENGB, Amberst41 and Johns Hopkins55). For ARGVA, the adversarial training does not fit well for the link prediction task. Compared with the GCN encoder in them, the modeling of edge factors in DisenLink disassembles the complex edge relationships in heterophilic graphs for better structural information mining.

- For state-of-the-art GNNs targeted for heterophilic graphs GPR-GNN, FAGCN and LINKX, performing as an encoder in VGAE, perform worse in heterophilic datasets, e.g. crocodile, ENGB, compared with vanilla VGAE. Although these methods can successfully improve the node feature learning with respect to the node classification task for heterophilic graphs, they fail to capture different latent relations underlying graph structure using the same set of learned representations. DisenLink can better preserve different relational information via separated link reconstruction for different factors and thus outperform these heterophilic graph targeted methods.

- DisenLink also performs better than other disentangled GNN methods and GAT in link prediction. For disentangled GNN models DisenGCN and FactorGNN, they perform factor-wise message-passing with the same graph structure. Although node representations are weighted differently in each factor, the unrelated nodes in each factor will still add unnecessary signals when aggregated with the nodes pertinent to that factor. In contrast, DisenLink performs individual message-passing with disjoint adjacency matrices and merges the learned structural information by the proposed disentangled link reconstruction at the end. GAT has good performance and even performs better on Citeseer than DisenLink thanks to its multi-head attention mechanism.

- In general, DisenLink can be adapted well both on small and large graph datasets. For Texas and Wisconsin, DisenLink shows an apparent improvement of around 10% compared with baselines. For large graph dataset Arxiv-Year, besides better accuracy, DisenLink is more stable with smaller standard deviations.
graph Cora and one heterophilic graph ENGB as shown in Fig. 4. According to the Fig. 4(b), when the number of factors is equal to 8 which is slightly bigger than its actual number of class 7, experiments on Cora reach the best performance. For ENGB which has nodes with 2 classes, the performance reaches the peak around $k = 6$ and fluctuates slightly after it is shown in Fig. 4(a). This is because the number of ground truth can not reflect the actual number of latent factors in heterophilic graphs due to the complex intra-class distribution.

To understand the sensitivity of $\beta$, we fix $K$ as 5 and vary $\beta$ from 0 to 1. We run the experiment 5 times and the link prediction performance on Cora, ENGB and ArXiv-year are shown in Fig. 5. The sensitivity on $\beta$ shown in Fig. 5 reflects how the proportion of the central node content in factor-wise message-passing affects the link prediction. The existence of $\beta$ can help the preservation of locality and prevent uninformative node representation in each factor since the disjoint factor graph includes isolated nodes. As a result, when $\beta > 0$, the performance will be much improved. And when $\beta$ is near 1, the performance will drop due to the lack of neighbor feature information.

5.5 Analysis on Disentangled Representation

To further analyze if DisenLink can learn high-quality disentangled representation, in this subsection, we compute the absolute value of the correlations between the elements of the disentangled representation learned. Specifically, we train DisenLink and get the latent representation of the nodes. Let $H = [H_1, \ldots, H_K] \in \mathbb{R}^{N \times K \times d}$ be the learned representation of nodes, with the $s$-th row of $H$ being the disentangled representation of node $s$, i.e., $h_s = [h_s^1, \ldots, h_s^K]$. $d$ is the dimension of each $h_s$. We then calculate the correlation between the column of $H$ to get the correlation. We set $K = 5$ and $d = 32$. We conduct this for both DisenLink and DisenLink-s. The absolute value of the correlation on Chameleon is shown in Fig. 6. Compared with the mixed correlation in the case of DisenLink-s shown in Fig. 6(a), the correlation plot of DisenLink in Fig. 6(b) shows 5 explicit blocks in the diagonal. The difference between DisenLink and DisenLink-s implies the factor-aware neighbor selection can produce independent factors and promote the disentanglement of the output representations, which answers RQ3.

6 CONCLUSION AND FUTURE WORK

Due to the entanglement of latent factors in none-homophily graphs, we investigate how to perform effective link prediction on heterophilic graphs in this paper and propose a disentangled link prediction framework DisenLink, which includes edge factor discovery with selection and factor-wise message passing for better node representations and a disentangled link reconstruction module to benefit the formation of links. Experiments on real-world datasets with different levels of disassortativity demonstrate the effectiveness of DisenLink for link prediction on heterophilic graphs. Further experiments are conducted to understand the influence of each component and the sensitivity of hyperparameters in DisenLink. In the future, several interesting directions are left to be explored. For example, while our work focuses on link prediction, more tasks, such as node clustering, unsupervised node classification, can be extended for our model. Another potential direction is to investigate the learning capacity of DisenLink in heterogeneous graphs since heterogeneous graphs naturally have various kinds of nodes and links.
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