A New Flexible Three-Parameter Model: Properties, Clayton Copula, and Modeling Real Data
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Abstract: In this article, we introduced a new extension of the binomial-exponential 2 distribution. We discussed some of its structural mathematical properties. A simple type Copula-based construction is also presented to construct the bivariate- and multivariate-type distributions. We estimated the model parameters via the maximum likelihood method. Finally, we illustrated the importance of the new model by the study of two real data applications to show the flexibility and potentiality of the new model in modeling skewed and symmetric data sets.

Keywords: Marshall–Olkin; binomial exponential-2; moments; clayton copula; morgenstern family; maximum likelihood estimation

1. Introduction and Motivation

The monotonicity of the hazard (failure) rate function (HRF) of a life model plays an important role in modeling failure time data. Probability distributions with an increasing failure rate (IFR) have various applications in pricing and supply chain contracting studies. The IFR property is a well-known and useful concept in reliability theory, dynamic programming, and other areas of applied probability and statistics (See [1,2]). Recently, [3] introduced a new two-parameter lifetime model with IFR. The model of [3] is named the binomial-exponential2 (BE-2) model, which is constructed as the distribution of the random sum (RSum) of independent exponential random variables (IID RVs) when the sample size (n) has a zero truncated binomial (ZTB) model. The BE-2 distribution can be used as an alternative to the standard Weibull (W), standard gamma (Ga), exponentiated exponential (EE), and weighted exponential (WhE) distributions. The cumulative distribution function (CDF) of BE-2 distribution is given by:

\[ G_\phi(x)\mid_{\phi=(\alpha,\beta)} = 1 - e^{-\alpha x}\left(1 + \frac{\beta \alpha x}{2 - \beta}\right), \quad (x > 0), \]  

where \( \alpha > 0 \) is the scale parameter, and \( \beta \) is the shape parameter, where \( 0 \leq \beta \leq 1 \). The probability density function (PDF) corresponding to (1) can be expressed as:

\[ g_\phi(x) = \alpha \left[1 + \frac{(\alpha x - 1)\beta}{2 - \beta}\right] e^{-\alpha x} = \frac{\alpha}{2 - \beta} e^{-\alpha x}[2(1 - \beta) + \alpha x \beta]. \]  

The PDF in (1) can be written as:

\[ g_\phi(x) = Pae^{-\alpha x} + (1 - P)a^2xe^{-\alpha x}, \]  
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where \( P = \frac{2(1-\beta)}{2-\beta} \). The BE-2 distribution is a mixture of the exponential (E) distribution (with scale parameter \( \alpha \)), and the Ga distribution (with shape parameter 2 and scale parameter \( \alpha \)), with mixing proportion \( P \). We notice that when \( \beta = 0 \) we get the standard exponential distribution, and when \( \beta = 1 \) the BE-2 distribution reduces to the gamma distribution with shape parameter 2 and scale parameter \( \alpha \). The BE-2 distribution has a PDF whose shape is like those of Ga, W, WhE, and EE distributions.

Recently, [4] proposed a general family of distributions called the Marshall–Olkin (MO-G) family of distributions. The MO-G family of distributions is also known as the proportional odds (PO) family. The CDF of the MO-G family is defined by:

\[
F_{\gamma, \phi}(x) = \frac{G_{\phi}(x)}{1 - \gamma G_{\phi}(x)} (x > 0, \gamma > 0),
\]

and the HRF is given by:

\[
h_{\gamma, \phi}(x) = \frac{f_{\gamma, \phi}(x)}{F_{\gamma, \phi}(x)} = \frac{\gamma G_{\phi}(x)}{G_{\phi}(x) [1 - \gamma G_{\phi}(x)]}. \tag{7}\]

The new PDF of the proposed lifetime model distribution can be right-skewed, symmetric, and left-skewed with many different useful shapes (see Figure 1), and this means that the new model will be suitable for modeling different real data sets, and the HRF of the new model exhibits many important HRF shapes such as the “increasing-constant”, “decreasing”, “increasing”, “constant”, and “bathtub” shapes (see Figure 2).

Practically, the proposed lifetime model is much better than many competitive versions of the exponential model, such as the odd Lindley exponential, the Marshall–Olkin exponential, moment exponential, the logarithmic Burr–Hatke exponential, the generalized Marshall–Olkin exponential, beta exponential, the Marshall–Olkin–Kumaraswamy exponential, the Kumaraswamy exponential, and the Kumaraswamy–Marshall–Olkin exponential, so the new lifetime model may be a good alternative to these models in modeling relief times and survival times data sets.

2. Genesis of the New Model

In this section, we introduce the three parameters of the MOBE-2 distribution. Using (1) and (2) in Equations (4)–(6), we obtain the CDF, SF, and PDF of the MOBE-2 distribution, (for \( x > 0 \)) with vector of parameters \( \Psi = (\alpha, \beta, \gamma) \). The CDF and SF can be written as:

\[
F_{\Psi}(x) = \frac{1 - (1 + \frac{\beta x}{2-\beta}) e^{-\alpha x}}{1 - \gamma (1 + \frac{\beta x}{2-\beta}) e^{-\alpha x}}, \tag{8}\]

\[
\overline{F}_{\Psi}(x) = \frac{\gamma (1 + \frac{\beta x}{2-\beta}) e^{-\alpha x}}{1 - \gamma (1 + \frac{\beta x}{2-\beta}) e^{-\alpha x}}. \tag{9}\]
respectively. The corresponding PDF can be derived as:

\[
f_\Psi(x) = \frac{\gamma \alpha \left[ 1 + \frac{(ax-1)b}{2\beta} \right] e^{-ax}}{\left[ 1 - \gamma(1 + \frac{bax}{2\beta})e^{-ax} \right]^2}.
\] (10)

Henceforth, let \( X \sim \text{MOBE-2}(\Psi) \), with PDF (10). For the MOBE-2 distribution, the HRF can be written as:

\[
h_\Psi(x) = \frac{\gamma g(x)}{G(x)[1 - \gamma G(x)]} = \frac{\gamma \alpha \left[ 1 + \frac{(ax-1)b}{2\beta} \right]}{(1 + \frac{bax}{2\beta})[1 - \gamma(1 + \frac{bax}{2\beta})e^{-ax}]}.
\] (11)

The MOBE-2 distribution is a very flexible model that approaches different distributions when its parameters are changed. For \( \beta = 0 \), the MOBE-2 distribution reduces to the Marshall–Olkin extended exponential (MOEE) distribution. For \( \beta = 1 \), we get MOEGa distribution with shape parameter 2 and scale parameter \( \alpha \). For \( \beta = 1 \), we get BE-2 distribution (see Bakouch et al. (2014)). For \( \beta = \gamma = 1 \), we get the exponential (E) distribution. For \( \beta = \gamma = 1 \), the MOBE-2 distribution reduces to the Ga model with shape parameter 2 and scale parameter \( \alpha \). A useful representation for the new PDF is given in Appendix A. Figure 1 below gives some plots of the new PDF based on some selected parameters values. Based on Figure 1, we note that the new MOBE-2 distribution PDF can be right-skewed and left-skewed with many different useful shapes.
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Figure 2 below gives some plots of the new HRF based on some selected parameters values. From Figure 2 we note that the HRF of the new model exhibits many important HRF shapes, such as the increasing-constant ($\alpha = 1, \beta = 1, \gamma = 1$), decreasing ($\alpha = 1, \beta = 0.5, \gamma = 0.1$), increasing ($\alpha = 0.005, \beta = 1, \gamma = 1$), constant ($\alpha = 0.001, \beta = 0.001, \gamma = 1$), and bathtub ($\alpha = 0.05, \beta = 0.05, \gamma = 0.65$) shapes.

The solution of the following relationship is used to find the quantile function (QF) of the MOBE-2 distribution, as follows:

$$
(1 + \frac{\beta \alpha q}{2 - \beta}) e^{-\alpha x q} - \frac{1 - q}{1 - \gamma q} = 0.
$$

(12)

Since the uniform RVs are easily generated numerically in most statistical packages, the above scheme in (12) is very useful to generate MOBE-2 RVs and therefore can be easily implemented. It facilitates ready quantile-based statistical modeling. In particular, the median of $X$ is $Q(\frac{1}{2})$, given by setting $q = \frac{1}{2}$ in (12). Also using (12), we can determine the Bowley’s skewness and the Moors’
kurtosis. The Bowley’s skewness is based on quartiles. Figure 3 indicates that both measures depend very much on the shape parameters $\beta$.

![3-D plot for skewness and kurtosis of the new model when $\gamma = 2.25$.](image)

**Figure 3.** 3-D plot for skewness and kurtosis of the new model when $\gamma = 2.25$.

### 3. Properties

#### 3.1. Moments

**Theorem 1.** If $X \sim \text{MOBE-2} (\Psi)$, the $r^{(th)}$ moment of $X$ is given by:

$$
\mu'_r(x) = \sum_{k=0}^{\infty} \sum_{\tau=0}^{K} C_{r,\kappa} \Gamma(r + \tau),
$$

(13)

where:

$$
C_{r,\kappa} = \frac{w_{r,\kappa}}{[\alpha(1 + \kappa)]^{r+\tau+2}} \left[2\alpha(1 - \beta)(1 + \kappa) + \beta\alpha(1 + \tau + r)\right].
$$

**Proof of Theorem 1.** Let $X$ be a RV following the MOBE-2 distribution. The $r^{(th)}$ ordinary moment can be obtained using the well-known formula:

$$
\mu'_r(x) = \int_0^{\infty} x^r f(x)dx.
$$

(14)

Then:

$$
\mu'_r(x) = \gamma \alpha \sum_{k=0}^{\infty} \sum_{\tau=0}^{K} w_{r,\kappa} \int_0^{\infty} x^{r+\tau}\left[2(1 - \beta) + \beta\alpha\right]e^{-\alpha(1+\kappa)x}dx,
$$

(15)

setting $= \alpha(1 + \kappa)x$, and after some algebra, the $r^{(th)}$ ordinary moment is given by:

$$
\mu'_r(x) = \sum_{k=0}^{\infty} \sum_{\tau=0}^{K} C_{r,\kappa} \Gamma(r + \tau),
$$

(16)

which complete the proof, where $\Gamma(n) = \int_0^{\infty} x^{n-1}e^{-x}dx$ refers to the gamma function. $\square$
3.2. Moment Generating Function (MGF)

**Theorem 2.** If \( X \) has the MOBE-2 \( (\Psi) \), then the MGF of \( X \) is given as follows:

\[
M_X(t) = \sum_{\kappa=0}^{\infty} \sum_{\tau=0}^{\infty} C_{\tau,\kappa} \Gamma(\tau + 1),
\]

where:

\[
C_{\tau,\kappa} = \frac{w_{\tau,\kappa}}{[\alpha(1 + \kappa) - t]^{\tau + 2}} \left[ 2\alpha(1 - \beta)[\alpha(1 + \kappa) - t] + \beta\alpha(\tau + 1) \right].
\]

**Proof of Theorem 2.** The MGF can be derived from:

\[
M_X(t) = \mathbb{E}(e^{tX}) = \int_0^\infty e^{tx} f(x) dx,
\]

then we have:

\[
M_X(t) = \sum_{\kappa=0}^{\infty} \sum_{\tau=0}^{\infty} w_{\tau,\kappa} \int_0^\infty x^\tau [2(1 - \beta) + \beta\alpha] e^{-[\alpha(1 + \kappa - t)]x} dx,
\]

which can be written as:

\[
M_X(t) = \sum_{\kappa=0}^{\infty} \sum_{\tau=0}^{\infty} C_{\tau,\kappa} \Gamma(\tau + 1),
\]

which completes the proof. \( \Box \)

3.3. Conditional Moments

For any lifetime model, the \( s^{(h)} \) lower (\( \delta_s(t) \)) and upper (\( \pi_s(t) \)) IM of \( X \) is defined by:

\[
\delta_s(t) = \mathbb{E}(X^s \mid X < t) = \int_0^t x^s f_X(x) dx,
\]

and

\[
\pi_s(t) = \mathbb{E}(X^s \mid X > t) = \int_t^\infty x^s f_X(x) dx,
\]

respectively, for any real \( s > 0 \). The \( s^{(h)} \) lower incomplete moment of MOBE-2 distribution is:

\[
\delta_s(t) = \int_0^t x^s f(x) dx = \sum_{\kappa=0}^{\infty} \sum_{\tau=0}^{\infty} w_{\tau,\kappa} \int_0^\infty x^{\tau+s} [2(1 - \beta) + \beta\alpha] e^{-[\alpha(1 + \kappa)]x} dx
\]

\[
= \sum_{\kappa=0}^{\infty} \sum_{\tau=0}^{\infty} (2\alpha(1 - \beta)(1 + \kappa)I(s + \tau + 1, \alpha(1 + \kappa)t)) + \beta\alpha[I(s + \tau + 2, \alpha(1 + \kappa)t)],
\]

where:

\[
Y_{\tau,\kappa} = \frac{w_{\tau,\kappa}}{[\alpha(1 + \kappa)]^{\tau+2}},
\]

and:

\[
\Gamma(s, t) = \int_0^t x^{s-1} e^{-x} dx,
\]

is the lower incomplete gamma function, where:

\[
\Gamma(s, q)|_{s=0, -1, -2, \ldots} = \int_0^q t^{s-1} \exp(-t) dt
\]

\[
= \frac{q^s}{s} \left(1 \frac{\Gamma[s, sq + 1, -q]}{\Gamma(s + 1)} \right)
\]

\[
= \sum_{k=0}^{\infty} \frac{(-1)^k}{k^k} q^{s+k},
\]
the function $1F_1[\gamma, \cdot, \cdot]$ is a called the confluent hypergeometric function. The first incomplete moment of $X$, denoted by, $\delta_1(t)$, is computed using Equation (24) by setting $s = 1$ as:

$$
\delta_1(t) = \sum_{k=0}^{\infty} \sum_{r=0}^{K} V_{r,k} \left( \{2\alpha(1-\beta)(1+k)\} \Gamma(\tau + 2, \alpha(1+k)t) \right) + \beta \alpha \left( \Gamma(\tau + 3, \alpha(1+k)t) \right),
$$

(28)

where:

$$
V_{r,k} = \gamma \alpha \frac{(1+k)^{\gamma}(\beta \alpha)^{\tau}}{(2-\beta)^{\tau+1}[\alpha(1+k)]^{\tau+3}}.
$$

(29)

Similarly, the $s^{(th)}$ upper incomplete moment of MOBE-2 distribution is:

$$
\pi_s(t) = \int_0^\infty x^s f(x) dx
= \sum_{k=0}^{\infty} \sum_{r=0}^{K} w_{r,k} \int_0^\infty x^{s+r}[2(1-\beta) + \beta \alpha x] e^{-\alpha(1+k)x} dx
= \sum_{k=0}^{\infty} \sum_{r=0}^{K} Y_{r,k} \left( \{2\alpha(1-\beta)(1+k)\} \Gamma(s + \tau + 1, \alpha(1+k)t) \right)
+ \beta \alpha \left( \Gamma(s + \tau + 2, \alpha(1+k)t) \right),
$$

(30)

where $Y_{r,k} = \frac{w_{r,k}}{\alpha(1+k)^{r+s+2}}$, and $\Gamma(s, t) = \int_0^\infty x^{s-1}e^{-x} dx$, is the upper incomplete gamma function.

The MRL is given by $m_X(t) = E(X|X > t) = \frac{\pi_1(t)}{F(t)} - t$, where $\pi_1(t)$ is the first incomplete moment of $X$ and by setting $s = 1$ in Equation (37), we get:

$$
m_X(t) = \frac{1}{F(t)} \sum_{k=0}^{\infty} \sum_{r=0}^{K} K_{r,k} \left( \{2\alpha(1-\beta)(1+k)\} \Gamma(\tau + 21, \alpha(1+k)t) + \beta \alpha \Gamma(\tau + 3, \alpha(1+k) - t) \right),
$$

(31)

where $K_{r,k} = \frac{w_{r,k}}{\alpha(1+k)^{r+s+2}}$. The mean inactivity time (MIT) of $X$ is defined (for $t > 0$) by:

$$
M_X(t) = E(X|X < t) = t - \frac{\delta_1(t)}{F(t)}.
$$

(32)

Then, we have:

$$
M_X(t) = t - \frac{1}{F(t)} \sum_{k=0}^{\infty} \sum_{r=0}^{K} K_{r,k} \left( \{2\alpha(1-\beta)(1+k)\} \Gamma(\tau + 21, \alpha(1+k)t) + \beta \alpha \Gamma(\tau + 3, \alpha(1+k) - t) \right).
$$

(33)

3.4. Residual Life and Reversed Failure Rate Function

The $n^{th}$ order moment of the residual life of $X$ is given by the general formula (see [5]):

$$
\mu_n(t) = E((X - t)^n |_{X > t}) = \frac{1}{F(t)} \int_t^\infty (x-t)^n f_X(x) dx \bigg|_{x>1}.
$$

(34)

Applying the binomial expansion of $(x-t)^n$ and substituting $f_X(x)$ given by (10) into the above formula gives:

$$
\mu_n(t) = \frac{1}{F(t)} \sum_{h=0}^{n} (-t)^{n-h} \binom{n}{h} \int_t^\infty x^h f_X(x) dx
= \frac{1}{F(t)} \sum_{k=0}^{\infty} \sum_{r=0}^{K} \sum_{h=0}^{n} \zeta_{r,k} \left( \{2\alpha(1-\beta)(1+k)\} \Gamma(1+n+\tau, \alpha(1+k)t) + \beta \alpha \Gamma(2 + n + \tau, \alpha(1+k)t) \right).
$$

(35)
where \( \zeta_{t,k} = \frac{(-t)^{n-k}}{[\alpha(1+\kappa)]^2n+\kappa} \left( \frac{n}{h} \right) \). The MRL of the MOBE-2 distribution is obtained by setting \( n = 1 \) in \( \mu_n(t) \). The variance of the residual life of the MOBE-2 distribution can be obtained easily by using \( \mu_2(t) \) and \( \mu(t) \). The \( r \)-th moment of the reversed residual life (MRRL) can be obtained by the well-known formula:

\[
m_n(t) = E((t-X)^n \mid (X \leq t)) = \frac{1}{F(t)} \int_0^t (t-x)^n f_X(x) dx \mid _{\{n \geq 1\}}.
\]

Applying the binomial expansion of \( (t-x)^n \) and substituting \( f_X(x) \), given before, into the above formula gives:

\[
m_n(t) = \frac{1}{F(t)} \sum_{h=0}^{n} \frac{n!}{h!(n-h)!} (-1)^{n-h} \left( \frac{n}{h} \right) \int_0^t x^h f_X(x) dx
\]

\[
= \frac{1}{F(t)} \sum_{k=0}^{\infty} \sum_{h=0}^{n} \zeta_{t,k} \left[ 2\alpha(1-\beta)(1+\kappa) \int F(1+n+\tau, \alpha(1+\kappa) t) + \beta\alpha \int F(2+n+\tau, \alpha(1+\kappa) t) \right].
\]

The mean waiting time (MWT) of the MOBE-2 distribution can be obtained by setting \( n = 1 \) in \( m_n(t) \). Using \( m(t) \) and \( m_2(t) \), one can obtain the variance and the coefficient of variation of the reversed residual life of the MOBE-2 distribution (for more details see [2]).

4. Simple Type Copula-Based Construction

4.1. The Bivariate MOBE-2 Using the Morgenstern Family

First, we start with CDF for the Morgenstern family of two RVs \((X_1, X_2)\), which has the following form:

\[
F_{\lambda}(x_1, x_2) = F_1(x_1)F_2(x_2)[1 + \lambda[1 - F_1(x_1)][1 - F_2(x_2)]],
\]

setting:

\[
F_{\gamma_1,\alpha_1,\beta_1}(x_1) = \frac{1 - \left( 1 + \frac{\alpha_1 \beta_1 x_1}{\beta_1 + 2} \right)e^{-\alpha_1 x_1}}{1 - \frac{\alpha_1 \beta_1 x_1}{\beta_1 + 2}e^{-\alpha_1 x_1}},
\]

and:

\[
F_{\gamma_2,\alpha_2,\beta_2}(x_2) = \frac{1 - \left( 1 + \frac{\alpha_2 \beta_2 x_2}{\beta_2 + 2} \right)e^{-\alpha_2 x_2}}{1 - \frac{\alpha_2 \beta_2 x_2}{\beta_2 + 2}e^{-\alpha_2 x_2}},
\]

then we have a seven-dimension parameter model.

4.2. Via Clayton Copula

4.2.1. The Bivariate MOBE-2 Model

The bivariate extension via Clayton copula can be considered as a weighted version of the Clayton Copula, which is of the form

\[
C(u,v) = [u^{-(\delta_1+\delta_2)} + v^{-(\delta_1+\delta_2)} - 1]^{-\frac{1}{\delta_1+\delta_2}}.
\]

This is indeed a valid copula. Next, let us assume that \( X \sim MOBE-2 (\gamma_1, \alpha_1, \beta_1) \) and \( Y \sim MOBE-2 (\gamma_2, \alpha_2, \beta_2) \). Then, setting:

\[
u = u(x) = \frac{1 - \left( 1 + \frac{\alpha_1 \beta_1 x}{\beta_1 + 2} \right)e^{-\alpha_1 x}}{1 - \frac{\alpha_1 \beta_1 x}{\beta_1 + 2}e^{-\alpha_1 x}},
\]
and:

\[ v = v(y) = \frac{1 - \left(1 + \frac{\alpha_1 \beta y}{\beta_1 + 2}\right)e^{-\alpha_2 y}}{1 - \gamma (1 + \frac{\alpha_2 \beta y}{\beta_2 + 2})e^{-\alpha_2 y}} \]  

(42)

the associated CDF bivariate MOBE-2 type distribution will be:

\[
H(x, y) = \left\{ \begin{array}{c}
\frac{1 - \left(1 + \frac{\alpha_1 \beta y}{\beta_1 + 2}\right)e^{-\alpha_1 x}}{1 - \gamma (1 + \frac{\alpha_2 \beta y}{\beta_2 + 2})e^{-\alpha_2 y}} - (\delta_1 + \delta_2) \\
\frac{1 - \left(1 + \frac{\alpha_1 \beta x}{\beta_1 + 2}\right)e^{-\alpha_1 x}}{1 - \gamma (1 + \frac{\alpha_2 \beta y}{\beta_2 + 2})e^{-\alpha_2 y}} - (\delta_1 + \delta_2) \\
-1
\end{array} \right\}.  
\]  

(43)

Note: depending on the specific baseline CDF, one may construct various bivariate MOBE-2 type models in which \((\delta_1 + \delta_2) \geq 0\).

4.2.2. The Multivariate Extension

The \(d\)-dimensional version from the above will be:

\[
H(x_1, x_2, \ldots, x_d) = \sum_{i=1}^{d} \frac{1 - \left(1 + \frac{\alpha_i \beta x_i}{\beta_i + 2}\right)e^{-\alpha_i x_i}}{1 - \gamma \left(1 + \frac{\alpha_2 \beta y}{\beta_2 + 2}\right)e^{-\alpha_2 y}} - (\delta_1 + \delta_2) + 1 - d  
\]  

(44)

Further future works could be allocated for studying the bivariate and the multivariate extensions of the MOBE-2 model.

5. Estimation and Inference

Let \(X_1, X_2, \ldots, X_n\) be a random sample of size \(n\) from MOBE-2 \((\Psi)\) where \(\Psi = (\alpha, \beta, \gamma)\). The log-likelihood function \((\log L(\Psi))\) can be written as:

\[
\log L(\Psi) = n \log(\alpha) + n \log(\gamma) - n \log(2 - \beta) + \sum_{i=0}^{n} \log[2 - 2\beta + \beta x_i] - n \sum_{i=0}^{n} x_i - 2 \sum_{i=0}^{n} \log[1 - \gamma \left(1 + \frac{\alpha x_i}{\beta + 2}\right)e^{-\alpha x_i}].  
\]  

(45)

The associated score function is given by \(U_0(\Psi) = \left(\frac{\partial \log L(\Psi)}{\partial \alpha}, \frac{\partial \log L(\Psi)}{\partial \beta}, \frac{\partial \log L(\Psi)}{\partial \gamma}\right)^T\). The log-likelihood can be maximized either directly or by solving the nonlinear likelihood equations obtained by differentiating \(\log L(\Psi)\). The components of the score vector are given by:

\[
\frac{\partial \log L(\Psi)}{\partial \alpha} = \frac{n}{\alpha} + \sum_{i=0}^{n} \frac{\beta x_i}{2 - 2\beta + \beta x_i} - \sum_{i=0}^{n} x_i + 2\gamma \sum_{i=0}^{n} \frac{\beta x_i e^{-\alpha x_i}}{2 - \beta} - x_i e^{-\alpha x_i} \left(1 + \frac{\alpha x_i}{2 - \beta}\right),  
\]  

(46)

\[
\frac{\partial \log L(\Psi)}{\partial \beta} = \frac{n}{2 - \beta} + \sum_{i=0}^{n} \frac{ax_i - 2}{2 - 2\beta + \beta ax_i} + 4 \sum_{i=0}^{n} \frac{\gamma ax_i}{(2 - \beta)^2 \left[1 - \gamma \left(1 + \frac{\alpha x_i}{2 - \beta}\right)e^{-\alpha x_i}\right]},  
\]  

(47)

and:

\[
\frac{\partial \log L(\Psi)}{\partial \gamma} = \frac{n}{\gamma} - 2 \sum_{i=0}^{n} \frac{x_i e^{-\alpha x_i}}{1 - \gamma \left(1 + \frac{\alpha x_i}{2 - \beta}\right)e^{-\alpha x_i}},  
\]  

(48)
6. Modeling

In this Section, two real data applications are presented for illustrating the importance and flexibility of the new model. The first data set (1.1, 1.4, 1.3, 1.7, 1.9, 1.8, 1.6, 2.2, 1.7, 2.7, 4.1, 1.8, 1.5, 1.2, 1.4, 3, 1.7, 2.3, 1.6, 2), called the failure time data, represents the lifetime data relating to relief times (in minutes) of patients receiving an analgesic (for more applications to this data see [6–12]).

The second data set (0.1, 0.33, 0.44, 0.56, 0.59, 0.72, 0.74, 0.77, 0.92, 0.93, 0.96, 1, 1, 1.02, 1.05, 1.07, 07, 1.08, 1.08, 1.09, 1.12, 1.13, 1.15, 1.16, 1.2, 1.21, 1.22, 1.22, 1.24, 1.3, 1.34, 1.36, 1.39, 1.44, 1.46, 1.53, 1.59, 1.6, 1.63, 1.63, 1.68, 1.71, 1.72, 1.76, 1.83, 1.96, 1.97, 2.02, 2.13, 2.15, 2.16, 2.22, 2.3, 2.31, 2.4, 2.45, 2.51, 2.53, 2.54, 2.78, 2.93, 3.27, 3.42, 3.47, 3.61, 4.02, 4.32, 4.58, 5.55) represents the survival times (in days) of 72 guinea pigs infected with virulent tubercle bacilli, observed and reported by Bjerkedal (1960). Many other real data sets related to failure times can be found in [13–20].

Figure 3 gives the total time test (TTT) plots. Figures 4 and 5 gives the estimated PDF (EPDF), estimated survival function (ESF), P-P plots, and estimated CDF (ECDF) for the two data sets, respectively. From Figure 3, we note that the empirical HRF is increasing for the two data sets.

Data I

Data II

Figure 4. The total time test TTT plots.

We compared the fits of the MOBE-2 distribution with some competitive models, namely: exponential (E(β)), odd Lindley exponential (OLiE), MO exponential (MOE(α, β)), moment exponential (MomE(β)), the logarithmic Burr–Hatke exponential (Log BrHE(β)), generalized MO exponential (GMOE(α, α, β)), beta exponential (BE(α, β, β)), MO–Kumaraswamy exponential (MOKwE(α, a, b, β)), Kumaraswamy exponential (KwE(α, β)), and Kumaraswamy MO exponential (KwMOE (α, a, b, β)). See the PDFs of the competitive models in [21–31]. We considered the Cramér-Von Mises (W∗), the Anderson–Darling (A∗), and the Kolmogorov–Smirnov (KS) statistics. The W∗ and A∗ statistics are given by:

\[
W^* = (1 + 1/2n) \left[ \frac{1}{12n} \right] + \sum_{k=1}^{n} a_k,
\]

and:

\[
A^* = a_{(n)} \left( n + n^{-1} \sum_{k=1}^{n} a_k \right).
\]
where:
\[
\omega_{\kappa} = \left[z_i - \left(2\kappa - 1\right)/\left(2n\right)\right]^2,
\]
\[
a_{(n)} = 1 + \frac{9}{4}n^{-2} + \frac{3}{4}n^{-1},
\]
and:
\[
a_{\kappa} = (2\kappa - 1)\log\left[z_i\left(1 - z_{n-1+\kappa}\right)\right],
\]
where \(z_i = F(y_{\kappa})\) and \(y_{\kappa}\)'s values are the ordered observations. Moreover, we considered some other goodness-of-fit measures, including the Akaike Information Criterion (AIC), Consistent Akaike Information Criterion (CAIC), Hannan–Quinn Information Criterion (HQIC), and Bayesian Information Criterion (BIC).

Table 1 gives the maximum likelihood estimations (MLE) and SE values for the relief times data. Table 2 gives the AIC, BIC, CAIC, and HQIC for the relief times data. Table 3 gives \(A^*, W^*, KS,\) and \(p\)-value for the relief times data. Table 4 gives the MLE and SE values for the survival times data. Table 5 gives the AIC, BIC, CAIC, and HQIC for the survival times data. Table 6 gives the \(A^*, W^*, KS,\) and \(p\)-value for the survival times data.

**Table 1.** MLE and SE values for the relief times data.

| Models             | Estimates       |
|--------------------|-----------------|
| \(E(\beta)\)      | 0.526           |
|                    | (0.117)         |
| \(OLiE(\beta)\)   | 0.6044          |
|                    | (0.0535)        |
| \(MomE(\beta)\)   | 0.950           |
|                    | (0.150)         |
| \(Log \ BrHE(\beta)\) | 0.5263       |
|                    | (0.118)         |
| \(MOE (\alpha, \beta)\)| 54.474, 2.316 |
|                    | (35.582), (0.374) |
| \(GMOE (\alpha, \alpha, \beta)\)| 0.519, 89.462, 3.169 |
|                    | (0.256), (66.278), (0.772) |
| \(KwE(a,b,\beta)\) | 83.756, 0.568, 3.330 |
|                    | (42.361), (0.326), (1.188) |
| \(BE(a,b,\beta)\)  | 81.633, 0.542, 3.514 |
|                    | (120.41), (0.327), (1.410) |
| \(MOKwE (\alpha, a,b,\beta)\)| 0.133, 33.232, 0.571, 1.669 |
|                    | (0.332), (57.837), (0.721), (1.814) |
| \(KwMOE (a, a,b,\beta)\)| 8.868, 34.826, 0.299, 4.899 |
|                    | (9.146), (22.312), (0.239), (3.176) |
| \(BrXE (\alpha, \beta)\)| 1.1635, 0.3207 |
|                    | (0.33), (0.03) |
| \(MOBE2 (\gamma, \alpha, \beta)\)| \(1.83 \times 10^3, 6.707 \times 10^{-2}, 6.969 \times 10^{-3}\) |
|                    | \((2.206 \times 10^3), (4.991 \times 10^{-3}), (1.069 \times 10^{-3})\) |

**Table 2.** Akaike Information Criterion (AIC), Consistent Akaike Information Criterion (CAIC), Hannan–Quinn Information Criterion (HQIC), and Bayesian Information Criterion (BIC) for the relief times data.

| Models         | AIC, BIC, CAIC, HQIC |
|----------------|----------------------|
| MOBE2          | 40.1, 40.2, 40.3, 39.1 |
| \(E\)          | 67.67, 68.67, 67.89, 67.87 |
| \(OLiE\)       | 49.1, 50.1, 49.3, 49.3 |
| \(MomE\)       | 54.32, 55.31, 54.54, 54.50 |
| \(Log \ BrHE\) | 67.67, 68.67, 68.89, 67.87 |
| \(MOE\)        | 43.51, 45.51, 44.22, 43.90 |
| \(GMOE\)       | 42.75, 45.74, 44.25, 43.34 |
| \(KwE\)        | 41.78, 44.75, 43.28, 42.32 |
| \(BE\)         | 43.48, 46.45, 44.96, 44.02 |
| \(MOKwE\)      | 41.58, 45.54, 44.25, 42.30 |
| \(KwMOE\)      | 42.8, 46.84, 45.55, 43.60 |
| \(BrXE\)       | 48.1, 50.1, 8.8, 48.5 |
Based on Tables 2, 3, 5 and 6, the proposed lifetime MOBE-2 model is much better than many competitive models, such as the E, MomE, MOE, GMOE, KwE, BE, MOKE, and KMOE models, so the new lifetime model may be a good alternative to these models in modeling relief times and survival times data sets. From Figures 5 and 6, we note that the MOBE-2 model gives an adequate fit with the two real data sets.

**Figure 5.** Estimated PDF (EPDF), estimated survival function (ESF), Probability-Probability (P-P) plot, and estimated cumulative distribution function (ECDF) for the relief times data.
Table 3. Cramér-Von Mises ($W^*$), the Anderson–Darling ($A^*$), and the Kolmogorov–Smirnov (KS) statistics, and $p$-value for the relief times data.

| Models     | $A^*$ | $W^*$ | KS | $p$-Value |
|------------|-------|-------|----|-----------|
| MOBE2      | 0.33  | 0.046 | 0.12 | 0.95      |
| E          | 4.60  | 0.96  | 0.44 | 0.004     |
| OLiE       | 1.3   | 0.22  | 0.85 | 6.23 $\times$ e$^{-13}$ |
| MomE       | 2.76  | 0.53  | 0.32 | 0.07      |
| Log BrHE   | 0.62  | 0.105 | 0.44 | 0.0009    |
| MOE        | 0.8   | 0.14  | 0.1  | 0.55      |
| GMOE       | 0.51  | 0.08  | 0.15 | 0.78      |
| KwE        | 0.45  | 0.07  | 0.14 | 0.86      |
| BE         | 0.70  | 0.12  | 0.16 | 0.80      |
| MOKwE      | 0.60  | 0.11  | 0.14 | 0.87      |
| KwMOExp    | 1.08  | 0.19  | 0.15 | 0.86      |
| BrXE       | 1.39  | 0.24  | 0.248| 0.1705    |

Table 4. MLEs and SEs values for the survival times data.

| Models     | Estimates             |
|------------|-----------------------|
| E($\beta$) | 0.540 (0.063)         |
| OLiE($\beta$) | 0.38145 (0.0209) |
| MomE($\beta$) | 0.925 (0.077)         |
| Log BrHE($\beta$) | 0.54 (0.064) |
| MOE ($\alpha$, $\beta$) | 8.778, 1.379 (3.555), (0.193) |
| GMOE ($\alpha$, $\alpha$, $\beta$) | 0.179, 47.635, 4.465 (0.070), (44.901), (1.327) |
| KwE ($a$, $b$, $\beta$) | 3.304, 1.100, 1.037 (1.106), (0.764), (0.614) |
| BE ($a$, $b$, $\beta$) | 0.807, 3.461, 1.331 (0.696), (1.003), (0.855) |
| MOKwE ($a$, $a$, $b$, $\beta$) | 0.008, 2.716, 1.986, 0.099 (0.002), (1.316), (0.784), (0.048) |
| KwMOE ($a$, $a$, $b$, $\beta$) | 0.373, 3.478, 3.306, 0.299 (0.136), (0.861), (0.779), (1.112) |
| BrXE ($\alpha$, $\beta$) | 0.475, 0.2055 (0.06), (0.012) |
| MOBE2($\gamma$, $\alpha$, $\beta$) | 11.0365, 0.12054, 0.013601 (4.8066), (0.02246), (0.0077) |

Table 5. AIC, BIC, CAIC, and HQIC for the survival times data.

| Models     | AIC, BIC, CAIC, HQIC         |
|------------|-----------------------------|
| MOBE2      | 207.3, 213.15, 206.6, 209.01 |
| E          | 234.63, 236.91, 234.68, 235.54 |
| OLiE       | 229.1, 231.4, 229.2, 230   |
| MomE       | 210.40, 212.68, 210.45, 211.30 |
| Log BrHE   | 234.63, 236.9, 234.7, 235.5 |
| MOE        | 210.36, 214.92, 210.53, 212.16 |
| GMOE       | 210.54, 217.38, 210.89, 213.24 |
| KwE        | 209.42, 216.24, 209.77, 212.12 |
| BE         | 207.38, 214.22, 207.73, 210.08 |
| MOKwE      | 209.44, 218.56, 210.04, 213.04 |
| KwMOE      | 207.82, 216.94, 208.42, 211.42 |
| BrXE       | 235.3, 239.9, 235.5, 237.1  |
Table 6. $A^*$, $W^*$, KS, and $p$-value for the survival times data.

| Models     | $A^*$, $W^*$, KS, $p$-Value |
|------------|-----------------------------|
| MOBE2      | 0.68, 0.09, 0.089(0.64)     |
| E          | 6.53, 1.25, 0.27(0.06)      |
| OLiE       | 1.94, 0.33, 0.49(9.992 $\times e^{-16}$) |
| MomE       | 1.52, 0.25, 0.14(0.13)      |
| Log BrHE   | 0.71, 0.115, 0.28(2.382 $\times e^{-5}$) |
| MOE        | 1.18, 0.17, 0.1(0.43)       |
| GMOE       | 1.02, 0.16, 0.09(0.51)      |
| KwE        | 0.74, 0.11, 0.09(0.50)      |
| BE         | 0.98, 0.15, 0.11(0.34)      |
| MOKwE      | 0.79, 0.12, 0.10(0.44)      |
| KwMOE      | 0.61, 0.11, 0.09(0.53)      |
| BrXE       | 2.9, 0.52, 0.22(0.002)      |

Figure 6. Estimated PDF (EPDF), estimated survival function (ESF), Probability-Probability (P-P) plot, and estimated cumulative distribution function (ECDF) for the survival times data.
7. Concluding Remarks

In this paper, we introduced a new version of the BE-2 model. The new model is called MOBE-2 distribution. Some of its structural properties are also presented. A simple type Copula-based construction was also presented to construct the bivariate and the multivariate type distributions. We illustrated the importance of the new version by the study of two real data applications. The proposed lifetime model was much better than many competitive versions, such as the exponential, the odd Lindley exponential, the Marshall–Olkin exponential, moment exponential, the logarithmic Burr–Hatke exponential, the generalized Marshall–Olkin exponential, beta exponential, the Marshall–Olkin–Kumaraswamy exponential, the Kumaraswamy exponential, and the Kumaraswamy–Marshall–Olkin Exponential, so the new lifetime model may be a good alternative to these models in modeling relief times and survival times data sets.
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Appendix A

In this Appendix, we derive a useful expansion for the MOBE-2 density function as follows. Using the generalized binomial expression

\[ (1 - z)^{-c} = \sum_{\kappa=0}^{\infty} \frac{\Gamma(c + \kappa)}{\Gamma(c) \kappa!} z^\kappa \quad (|z|<1 \text{ and } c > 0 \text{ real non-integer}). \] (A1)

Then using (12), the PDF of the MOBE-2 can be written as

\[ f_\Psi(x) = \gamma \alpha \sum_{\kappa=0}^{\infty} \beta \alpha^{\kappa} (1 + \kappa) \left(1 + \frac{\beta \alpha}{2 - \beta}\right)^{\kappa} \left[1 + \frac{(\alpha x - 1)\beta}{2 - \beta}\right] e^{-\alpha(1+\kappa)x}, \] (A2)

applying the binomial expression for \( \left(1 + \frac{\beta \alpha}{2 - \beta}\right)^{\kappa} \), the new PDF becomes

\[ f_\Psi(x) = \gamma \alpha \sum_{\kappa=0}^{\infty} \beta \alpha^{\kappa} (1 + \kappa) \sum_{\tau=0}^{\kappa} \left(\frac{\beta \alpha}{2 - \beta}\right)^{\tau} x^{\tau} \left[1 + \frac{(\alpha x - 1)\beta}{2 - \beta}\right] e^{-\alpha(1+\kappa)x}, \]

after some simplification, MOBE-2 density function can be expressed as

\[ f_\Psi(x) = \sum_{\kappa=0}^{\infty} \sum_{\tau=0}^{\kappa} w_{\tau,\kappa} x^{\tau} [2(1 - \beta) + \beta \alpha] e^{-\alpha(1+\kappa)x}, \] (A3)

where

\[ w_{\tau,\kappa} = \gamma \alpha \frac{(1 + \kappa)(\beta \alpha)^{\tau}}{(2 - \beta)^{\tau+1}}. \] (A4)
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