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Abstract: We generalize the bridge between analysis and synthesis estimators by Elad, Milanfar and Rubinstein (2007) to rank deficient cases. This is a starting point for the study of the connection between analysis and synthesis for total variation regularized estimators. In particular, the case of first order total variation regularized estimators over general graphs and their synthesis form are studied.
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1. Introduction

1.1. Analysis and synthesis

In the literature we encounter two main approaches to regularized empirical risk minimization, the analysis and the synthesis approach.

Assume a model with Gaussian noise, i.e. $Y = f^0 + \epsilon \sim \mathcal{N}_n(0, \sigma^2 I_n)$, $f^0 \in \mathbb{R}^n$, and let $D \in \mathbb{R}^{m \times n}$ denote a generic analyzing operator. For a vector $v \in \mathbb{R}^n$ we write $\|v\|^2_n = \|v\|_2^2/n$ and $\|v\|_n = \|v\|_2/\sqrt{n}$. The analysis estimator $\hat{f}_A$ of $f^0$ is defined as

$$\hat{f}_A := \arg \min_{f \in \mathbb{R}^n} \left\{ \|Y - f\|^2_n + 2\lambda \|Df\|_1 \right\}, \lambda > 0.$$ 

The rationale behind this kind of estimator is that we know or suspect that the true signal $f^0$ is such that $\|Df^0\|_1$ is small. So, what the analysis estimator does is to make a tradeoff between the fidelity to the observed data in $\ell^2$-norm and the fidelity to the structure we think $f^0$ has (which is encoded in $D$) in $\ell^1$-norm.

It is called analysis estimator since the candidate estimator $f$ of the signal is analyzed, i.e. some aspects of it, the rows of $Df$, are calculated and penalized during the estimation process.

On the other side there is the synthesis estimator $\hat{f}_S$ of $f^0$, which expresses another approach to estimation. Let $\mathcal{X} \in \mathbb{R}^{n \times p}$ be a generic dictionary, whose columns constitute signal atoms. The synthesis estimator $\hat{f}_S$ of $f^0$ is defined as

$$\hat{f}_S = \mathcal{X} \arg \min_{\beta \in \mathbb{R}^p} \left\{ \|Y - \mathcal{X}\beta\|^2_n + 2\lambda \|\beta\|_1 \right\}.$$ 

The rationale behind this kind of estimator is that we know or suspect that the true signal $f^0$ can be written as a sparse linear combination of columns of $\mathcal{X}$, also called dictionary atoms, i.e. as $f^0 = \mathcal{X}\beta^0$, where $\beta^0$ is such that $\|\beta^0\|_0$ (or $\|\beta^0\|_1$, see compressed sensing literature) is small. So what the synthesis estimator does, is to trade off the fidelity in $\ell^2$-norm of a linear combination
of dictionary atoms to the observed data and the $\ell^1$-norm of the coefficients of this linear combination. This estimator is called synthesis estimator since a candidate estimator $f = \mathcal{X}\beta$ is synthesized (i.e. constructed) from a linear combination of (possibly few) dictionary atoms.

In the literature, Elad, Milanfar and Rubinstein (2007) make a connection between these two approaches to estimation by proposing a way to obtain equivalent synthesis estimators from analysis estimators.

In this article we want to deepen the understanding of this connection and explore its implications for the total variation regularized estimators over general graphs, which are instances of analysis estimators. Some questions arise, for instance:

- Can we find a synthesis form for total variation regularized estimators?
- If yes, how does this synthesis form look like?
- How can the synthesis form of total variation regularized estimators favour and ease the visualization, the understanding and the proofs of theoretical properties for such estimators?

In this article we derive a framework to construct dictionaries giving place to synthesis estimators equivalent to the analysis form of different examples of total variation regularized estimators, which, as far as we know, is a new contribution. Moreover we explain how the synthesis approach to total variation regularization can favour the development of more accurate and interpretable theory for total variation regularized estimators. Finally we expose some examples of dictionaries arising from total variation regularization problems.

The aim of this text is thus to convey, by considering a complementary approach, a different perspective on total variation regularization.

### 1.2. Total variation regularized estimators

Let $\vec{G} = (V, E), V = [n], E = \{e_1, \ldots, e_m\}$ be a directed graph, where $V$ is the set of its vertices and $E$ is the set of its edges. The graphs we consider are directed, this means that any edge $e_i = (e_i^-, e_i^+), i \in [m]$ is directed from vertex $e_i^-$ to vertex $e_i^+$.

**Definition 1.1 (Incidence matrix of $\vec{G}$).** The incidence matrix $D \in \{-1, 0, 1\}^{m \times n}$ of the graph $\vec{G}$ is given by

$$
(D_{\vec{G}})_{ij} = \begin{cases} 
-1, & j = e_i^- \\
+1, & j = e_i^+, \ i \in [m], j \in [n] \\
0, & \text{else}
\end{cases}
$$

**Note.** Note that, for a signal $f \in \mathbb{R}^n$, $D_{\vec{G}} f$ computes the first order differences of $f$ across the directed edges of $\vec{G}$. Therefore it is also called first order discrete graph derivative operator and written $D_{\vec{G}} =: D_{\vec{G}}^1$. 


We now want to generalize the concept of discrete graph derivative operator to a general order \( k \in \mathbb{N} \), i.e. we want to find an expression for \( D^k_{\vec{G}} \). To do so we need to introduce the notion of line graph.

**Definition 1.2** (Directed line graph, Levine (2011)). Let \( \vec{G} = (V, E) \) be a directed graph. The directed line graph \( \vec{L} (\vec{G}) \) of \( \vec{G} \) is defined as
\[
\vec{L} (\vec{G}) = (E, E^2),
\]
where \( E^2 = \{(e_i, e_j) \in E \times E | e^+_i = e^-_j \} \).

**Note.** The idea behind using the line graph is the following: when computing differences along the direction of the graph, we obtain a value for each edge of the graph. Since we follow the direction of the edges, these values represent the first discrete derivative of the signal with respect to the graph, and constitute the vertices of the line graph. Two vertices of a directed line graph are then connected by an edge if the corresponding two edges in the underlying directed graph point into the same direction, i.e. they neither diverge nor collide.

**Definition 1.3** (\( k \)th order discrete graph derivative operator). Let \( k \in \mathbb{N} \). For a directed graph \( \vec{G} = (V, E) \), we define the \( k \)th order discrete graph derivative operator as
\[
D^k_{\vec{G}} := \begin{cases} 
D_{\vec{G}} \prod_{i=1}^{k-1} D_{\vec{L}^i (\vec{G})}, & k > 1, \\
D_{\vec{G}}, & k = 1,
\end{cases}
\]
where \( \vec{L}^i (\vec{G}) = \vec{L} (\vec{L}^{i-1} (\vec{G})) \), \( i \geq 2 \) and \( \vec{L}^1 (\vec{G}) = \vec{L} (\vec{G}) \) is the directed line graph of \( \vec{G} \).

**Definition 1.4** (\( k \)th order total variation). Let \( f \in \mathbb{R}^n \) be a vector and \( \vec{G} \) a directed graph. The quantity \( \| D^k_{\vec{G}} f \|_1 \) is called \( k \)th order total variation of \( f \) on the graph \( \vec{G} \).

**Note.** Note that we use \( k \) in the meaning used by Guntuboyina et al. (2017) but not in the meaning used by Wang et al. (2016). Indeed, in the notation used by Wang et al. (2016), \( \| D^{(k+1)}_{\vec{G}} f \|_1 \) would be called the \( (k + 1) \)th order total variation of \( f \) on \( \vec{G} \). Thus the first order total variation would be obtained with \( k = 0 \).

**Definition 1.5** (\( k \)th order total variation regularized estimator over the graph \( \vec{G} \)). Let \( k \in \mathbb{N} \), and let \( \vec{G} = (V, E) \) be a directed graph. The \( k \)th order total variation regularized estimator over the graph \( \vec{G} \) is defined as
\[
\hat{f} = \arg \min_{f \in \mathbb{R}^n} \left\{ \| Y - f \|_n^2 + 2n^{k-1} \lambda \| D^k_{\vec{G}} f \|_1 \right\}, \lambda > 0.
\]

**Remark.** Note that the 1st order total variation regularized estimator does not depend on the orientation of the edges, since only the absolute value of the edge
differences is penalized. However, higher order total variation regularized estimators are dependent on the orientation of the edges of $G$. Indeed, consider the case of the path graph with one branch. There are three second order differences centered around the ramification point. Depending on which of the three leaves of the graph is (chosen as) the root of the graph, then only two of them are going to be penalized.

1.3. Notation

By $I_n$ we denote the $n \times n$ identity matrix. By $1_n$ we denote a vector with $n$ entries, all of them being ones. By $D \in \mathbb{R}^{m \times n}$ and $X \in \mathbb{R}^{n \times p}$ we denote a general analyzing operator, respectively a general dictionary.

Let $D_{i} \in \mathbb{R}^{m \times n}$ denote the $i$th row of an analyzing operator $D \in \mathbb{R}^{m \times n}$ and let $U \subseteq [m]$ be a set of row indices of $D$. Then we define $D_U = \{D_i\}_{i \in U}$ and $D_{-U} = \{D_i\}_{i \in -U}$, where $-U = [m] \setminus U$.

Let $X_{j} \in \mathbb{R}^{n \times p}$ denote the $j$th column of an analyzing operator $X \in \mathbb{R}^{n \times p}$ and let $U \subseteq [p]$ be a set of column indices of $X$. Then we define $X_U = \{X_j\}_{j \in U}$ and $X_{-U} = \{X_j\}_{j \in -U}$, where $-U = [p] \setminus U$.

Let $V \subseteq \mathbb{R}^n$ be a linear space. By $\Pi_V \in \mathbb{R}^{n \times n}$ we denote the orthogonal projection matrix onto $V$ and by $A_V := I_n - \Pi_V$ the respective antiprojection matrix.

In the case where $V = \text{rowspan}(D_U)$, we use the shorthand notations $\Pi_U := \Pi_{\text{rowspan}(D_U)} = D'_U(D_U D'_U)^{-1}D_U$ and $A_U = A_{\text{rowspan}(D_U)}$, where we assume that $D'_U D_U$ is invertible.

In the case where $V = \text{colspan}(X_U)$, we use the shorthand notations $\Pi_U := \Pi_{\text{colspan}(X_U)} = X'_U X_U^{-1}X'_U$ and $A_U = A_{\text{colspan}(X_U)}$, where we assume that $X'_U X_U$ is invertible.

For any matrix $M$, let $\mathcal{N}(M)$ denote its nullspace and $\mathcal{N}^\perp(M)$ the orthogonal complement of its nullspace.

2. Tools

To make the exposition and the development of later insights more fluid, we expose already here some simple tools.

2.1. Lasso with some unpenalized coefficients

For this subsection, we assume the linear model, i.e. that $f^0$ can be written as some linear combination of dictionary atoms. This means that we assume $f^0 = \mathcal{X} \beta^0$, where $\mathcal{X} \in \mathbb{R}^{n \times p}$ and $\beta^0 \in \mathbb{R}^p$.

We are going to consider two problems:

- A Lasso problem with coefficients indexed by $U \subseteq [p]$ not being penalized, i.e.

$$\hat{\beta} := \arg \min_{\beta \in \mathbb{R}^p} \left\{ \| Y - [\mathcal{X}_U \mathcal{X}_{-U}] \beta \|_n^2 + 2\lambda \| \beta_{-U} \|_1 \right\}, \lambda > 0;$$
A variant of the above problem, where the part of the design matrix corresponding to the coefficients being penalized is multiplied by the antiprojection onto the linear span of the columns of the design matrix corresponding to the coefficients not being penalized, i.e.

$$
\hat{\beta}^\Pi := \arg \min_{\beta \in \mathbb{R}^p} \left\{ \|Y - [X_U \quad A_U X_{-U}] \beta\|_2^2 + 2\lambda\|\beta_{-U}\|_1 \right\}, \lambda > 0.
$$

Write

$$
\hat{f} := [X_U \quad X_{-U}] \hat{\beta}
$$
and

$$
\hat{f}^\Pi := [X_U \quad A_U X_{-U}] \hat{\beta}^\Pi.
$$

Lemma 2.1 (cf. also Exercises 6.9 in Bühlmann and van de Geer (2011)). We have that

$$
\hat{f} = \hat{f}^\Pi.
$$

Proof of Lemma 2.1. See Appendix A. \hfill \square

Remark. Note that \(\hat{\beta}_U\) depends on \(\hat{\beta}_{-U}\) and thus on \(\lambda\), while \(\hat{\beta}^\Pi_U\) does not.

Note. Lemma 2.1 means that, when we have a Lasso problem with some coefficients not being penalized, we can add arbitrary quantities in the linear span of the columns of the design matrix corresponding to the unpenalized coefficients to its columns corresponding to the penalized coefficients without changing the prediction properties of the estimator.

2.2. A view on the Moore-Penrose pseudoinverse

Lemma 2.2 (A view on the Moore-Penrose pseudoinverse). Let \(D \in \mathbb{R}^{n \times n}\) be an invertible matrix. We write \(X := D^{-1}\). Let \(U \subseteq [n]\) be a subset of the row indices of \(D\) of cardinality \(|U| = u\). We write

$$
[X_U \quad X_{-U}] = \left[ \begin{array}{c} D_U \\ D_{-U} \end{array} \right]^{-1},
$$

where \(X_U \in \mathbb{R}^{n \times U}\) and \(X_{-U} \in \mathbb{R}^{n \times (n-u)}\). Then the Moore-Penrose pseudoinverse \(D^+_U \in \mathbb{R}^{n \times (n-u)}\) of \(D_{-U} \in \mathbb{R}^{(n-u) \times n}\) is given by

$$
D^+_U = A_U X_{-U},
$$
where \(A_U = I_n - X_U (X'_U X_U)^{-1} X'_U\).

Proof of Lemma 2.2. See Appendix A. \hfill \square

Remark. Lemma 2.2 tells us that the Moore-Penrose pseudoinverse of an underdetermined matrix of full row rank \(D_{-U} \in \mathbb{R}^{(n-u) \times n}\) can be obtained as follows:
1. Add $u$ linearly independent rows to $D_U$, i.e. add $D_U \in \mathbb{R}^{n \times u}$ on top of $D_U$ to obtain the invertible matrix $D$.
2. Invert $D$ to obtain $X$.
3. Do the antiprojection of $X_{-U} \in \mathbb{R}^{n \times (n-u)}$ onto the column span of $X_U \in \mathbb{R}^{n \times u}$.

3. Analysis versus synthesis

In this section we are going to discuss the relation between analysis and synthesis as exposed in Elad, Milanfar and Rubinstein (2007). All this section is adapted from their article and will be the basis for an extension of their theory in Sections 4 and 5.

The main point distinguishing the analysis from the synthesis approach is that the synthesis approach is **constructive**, i.e. it tells us how to construct the estimator by using a sparse linear combination of the dictionary atoms. This means that it allows us to perform model selection (and eventually refitting), i.e. to select which columns of the dictionary are relevant for describing the signal.

Moreover, for the analysis method the dimension of the unknown $f \in \mathbb{R}^n$ is relatively small, while it can be very large for the unknown $\beta \in \mathbb{R}^p$ in the synthesis method.

Note that in the analysis estimator all the rows of $Df$ get the same weight when it comes to computing the penalty $\|Df\|_1$.

**Remark.** The article by Elad, Milanfar and Rubinstein (2007) considers penalties with general $\ell^p$-norm. In this paper only penalties with the $\ell^1$-norm are of interest.

### 3.1. The underdetermined case

**Lemma 3.1** (Underdetermined case: $m < n$. Theorem 2 in Elad, Milanfar and Rubinstein (2007)). Let $D \in \mathbb{R}^{m \times n}, m < n$ be an analyzing operator of rank $m$. Let $\Pi_D := \Pi_{\text{rowspan}(D)}$ denote the projection matrix onto the row space of $D$ and let $A_D := I_n - \Pi_D$ be the projection onto the kernel of $D$. Then

\[ \hat{f}_A = \hat{f}_S + A_D Y, \]

where the synthesis estimator is obtained with the dictionary $X = D^+$ and $D^+ \in \mathbb{R}^{n \times m}$ is the Moore-Penrose pseudoinverse of $D$.

We report the proof by Elad, Milanfar and Rubinstein (2007) of Lemma 3.1 because the intuition behind it is of relevance when finding an equivalent synthesis form for total variation regularized estimators.

**Proof of Lemma 3.1.** See Appendix B
Lemma 3.2. Let $\mathcal{D} \in \mathbb{R}^{m \times n}$, where $m = n - u$, be s.t. $\text{rank}(\mathcal{D}) = n - u$. Let $A \in \mathbb{R}^u$ be a matrix of full rank, s.t. $\tilde{\mathcal{D}} := \begin{bmatrix} A \\ \mathcal{D} \end{bmatrix}$ is invertible. Write $\mathcal{X} = \begin{bmatrix} \mathcal{X}_U & \mathcal{X}_{-U} \end{bmatrix} := \tilde{\mathcal{D}}^{-1}$. Then

\[
\hat{f}_A = \arg \min_{f \in \mathbb{R}^n} \left\{ \|Y - f\|_n^2 + 2\lambda\|Df\|_1 \right\} = \begin{bmatrix} \mathcal{X}_U & \mathcal{X}_{-U} \end{bmatrix} \arg \min_{\beta \in \mathbb{R}^n} \left\{ \|Y - [\mathcal{X}_U \mathcal{X}_{-U}] \beta\|_n^2 + 2\lambda\|\beta_{-U}\|_1 \right\}.
\]

Proof of Lemma 3.2. See Appendix B

3.2. The square invertible case

Lemma 3.3 (Square invertible case: $m = n$ and $\mathcal{D}$ is non singular. Theorem 1 in Elad, Milanfar and Rubinstein (2007)). The analysis estimator $\hat{f}_A$ with invertible $\mathcal{D} \in \mathbb{R}^{n \times n}$ and the synthesis estimator $\hat{f}_S$ with $\mathcal{X} = \mathcal{D}^{-1}$ are equivalent.

Proof of Lemma 3.3. See Appendix B

3.3. The overdetermined case

We are now going to expose the theory by Elad, Milanfar and Rubinstein (2007) on the overdetermined case, i.e. the case where $\mathcal{D} \in \mathbb{R}^{m \times n}$ has $m > n$ and the matrix $\mathcal{D}$ is assumed to be of rank $n$.

The way suggested to find a synthesis estimator equivalent to the analysis estimator is based on a geometric interpretation of the two methods. All this section is adapted from Elad, Milanfar and Rubinstein (2007) and summarizes some aspects of that article which are relevant for our research.

Consider the analysis and the synthesis estimator and assume $\mathcal{D}$ is of full column rank, i.e. $\text{rank}(\mathcal{D}) = n$ and $\mathcal{X}$ is of full row rank, i.e. $\text{rank}(\mathcal{X}) = n$. Then the analysis and synthesis problems can be rewritten as:

- Analysis:
  \[
  \hat{f}_A(a) = \arg \min_{f : \|Y - f\|_n \leq a} \|Df\|_1;
  \]

- Synthesis:
  \[
  \hat{f}_S(a) = \arg \min_{\beta : \|Y - \mathcal{X}\beta\|_n \leq a} \|\beta\|_1.
  \]

Since $\mathcal{X}$ is of full rank, both the analysis and the synthesis estimator are constrained to be in the same set of radius $a$, i.e. in

\[
\{ f : \|Y - f\|_n \leq a \} = \{ f : \exists \beta : f = \mathcal{X}\beta \land \|Y - \mathcal{X}\beta\|_n \leq a \}.
\]
In the following we assume that $0 \notin \{ f : \| Y - f \|_n \leq a \}$, otherwise the origin is the obvious solution to both problems.

The level sets of the target functions of the alternative formulation of the analysis and synthesis problems are collections of concentric, centro-symmetric polytopes around the origin, which can be inflated or deflated by simple scaling.

- **Analysis:**
  \[ \{ f : \| Df \|_1 \leq c \} = c \{ f : \| Df \|_1 \leq 1 \} =: c \Psi_D; \]

- **Synthesis:**
  \[ \{ f : \exists \beta : f = X \beta \land \| \beta \|_1 \leq c \} =: \{ \beta : \| \beta \|_1 \leq c \} = c \Phi_X. \]

The behavior of the analysis and synthesis estimators is determined by the geometry of these two polytopes. Indeed the estimators, when starting with polytopes scaled with a small enough $c$, can be found by inflating these polytopes by increasing $c$ until the inflated polytopes hit the boundary of the region of radius $a$ around $Y$. Specifying the **canonical polytopes** $\Psi_D, \Phi_X$ is equivalent to specifying $D$ and $X$. For this reason $\Psi_D$ is called (canonical) analysis defining polytope and $\Phi_X$ is called (canonical) synthesis defining polytope.

We now introduce some polytope terminology.

For an $n$-dimensional polytope we use the following terms:

- Boundary: $(n - 1)$-dimensional manifold;
- Facet: $(n - 1)$-dimensional surface, i.e. an $(n - 1)$-dimensional face;
- Boundary of facets: $(n - 2)$-dimensional faces;
- Ridge: 2-dimensional face;
- Edge: 1-dimensional face;
- Vertex: 0-dimensional face.

Let us first consider the analysis defining polytope. Consider the subdifferential $\nu(f)$ of $\| Df \|_1$, which is also the normal to the surface of the polytope. By the chain rule of the subdifferential we have that

\[ \nu(f) = D' \text{sgn}(Df), \]

where

\[ \text{sgn}(x) = \begin{cases} 1, & x > 0, \\ \in [-1,1], & x = 0, \\ -1, & x < 0. \end{cases} \]

**Remarks on $\nu(f)$:**
• \( \nu(f) \) has a discontinuity wherever a coordinate of \( Df \) vanishes. This discontinuity is arbitrarily filled in by the sign function. Thus \( \nu(f) \) is piecewise smooth. In particular:
  - at the facets, \( \nu(f) \) is smooth;
  - at other faces (lower dimensional), \( \nu(f) \) is discontinuous.

• If \( f \) is orthogonal to some row in \( D \) then \( \nu(f) \) has discontinuities.

Let \( \delta \Psi_D \) denote the boundary of \( \Psi_D \).

**Lemma 3.4** (Claim 1 in Elad, Milanfar and Rubinstein (2007)). Let \( f \in \delta \Psi_D \), where \( \Psi_D \) is the (canonical) \( n \)-dimensional analysis defining polytope. Let \( k \in [n] \) be the rank of the rows to which \( f \) is orthogonal. Then \( f \) is strictly within a face of dimension \( (n - k - 1) \) of \( \Psi_D \).

Lemma 3.4 gives us a recipe to obtain the vertices of \( \Psi_D \):

1. Choose \( (n - 1) \) linearly independent rows in \( D \);
2. Determine a vector in their 1-dimensional nullspace \( v \in \mathbb{R}^n \);
3. Normalize \( v \) s.t. \( \|Dv\|_1 = 1 \). This normalization yields two antipodal vertices.
4. Select one of these two antipodal vertices.

**Note.** The number of vertices of \( \Psi_D \) is equal to twice the number of possibilities to choose \( (n - 1) \) linearly independent rows in \( D \).

Next we consider the synthesis defining polytope.

**Lemma 3.5** (Claim 2 in Elad, Milanfar and Rubinstein (2007)). The (canonical) synthesis defining polytope is obtained as the convex hull of the columns of \( \pm X \).

**Corollary 3.6** (Corollary 1 in Elad, Milanfar and Rubinstein (2007)). Let \( X_k \) be a column of \( X \) that can be obtained as a convex combination of \( \pm X_{-k} \). Then the synthesis problem with dictionary \( X \) and the synthesis problem with dictionary \( X_{-k} \) are equivalent.

From the considerations on the analysis and synthesis problems in the overdetermined case the following Theorem 3.7 follows.

**Theorem 3.7** (Theorem 4 in Elad, Milanfar and Rubinstein (2007)). For each \( \ell^1 \)-penalized problem with analysis operator \( D \in \mathbb{R}^{m \times n}, m > n \) of full rank \( n \) there exists a dictionary \( X = X(D) \) describing an equivalent synthesis problem. The reverse is not true.

**Remark.** The equivalent synthesis problem can be obtained by taking the vertices of the analysis defining polytope (one for each antipodal pair) and setting them as dictionary atoms.
4. How to go from the analysis to the synthesis form

In this section we expose a recipe to derive a synthesis form of a general analysis estimator. This recipe is developed based on Elad, Milanfar and Rubinstein (2007) and is more general than their, since it can handle also analysis operators not being of full rank.

4.1. Interpretation of the matrix inverse

Let $D \in \mathbb{R}^{n \times n}$ have rank $n$. We want to obtain the matrix inverse of $D$. For $i \in [n]$ we do:

1. Find $v_i \in \mathcal{N}(D_{-\{i\}}) \setminus \{0\} \subset \mathbb{R}^n$. (Note that $d_jv_i = 0, \forall j \neq i$).
2. Normalize $v_i$, s.t. $d_iv_i = 1$, to obtain $v_i^* = \frac{v_i}{\|Dv_i\|_1}$. (This corresponds to setting $v_i^* = \text{sgn}(d_iv_i)v_i\|Dv_i\|_1$).

Let $V^* = (v_1^*, \ldots, v_n^*)$. Then $DV^* = I_n$, i.e. $V^*$ is a right inverse of $D$ and thus $V^* = D^{-1}$.

We thus see that the method proposed by Elad, Milanfar and Rubinstein (2007) for the overdetermined case amounts to taking all the invertible submatrices of $D \in \mathbb{R}^{m \times n}, m > n$, $\text{rank}(D) = n$ and invert them. Let us call $\tilde{X} \in \mathbb{R}^{n \times \tilde{p}}$ the matrix collecting all the inverses. We normalize the columns of $\tilde{X}$, s.t. $\|D\tilde{x}_i\|_1 = 1$. Then we prune $\tilde{X}$ according to Elad, Milanfar and Rubinstein (2007), i.e. we remove a column $\tilde{x}_k$ of $\tilde{X}$ if it is in the convex hull of $\{\pm \tilde{x}_j\}_{j \neq k}$.

4.2. General recipe to pass from the analysis to the synthesis form

**Theorem 4.1.** Let $D \in \mathbb{R}^{m \times n}$ be a matrix with $\text{rank}(D) = r \leq \min\{m, n\}$.

Let $T_i$ denote a set of row indices of $D$, s.t. $|T_i| = r$ and $\text{rank}(D_{T_i}) = r$.

We need to go through the following steps to find the dictionary for an equivalent synthesis problem, corresponding to the analysis problem with analysis operator $D$.

1. Find all possible $T_i$’s.
2. Find $n - r$ rows spanning $\mathcal{N}(D) = \mathcal{N}(D_{T_i}), \forall i$. Write them in the matrix $A \in \mathbb{R}^{(n-r) \times n}$.
3. Invert $B_i = \left(I_{D_{T_i}}^{-1} \right)$ to find $B_i^{-1} = (J \hat{X}^i), \hat{X}^i \in \mathbb{R}^{n \times r}$.
4. Write $\tilde{X} = \{\tilde{X}^i\}_i$.
5. Normalize the columns of $\tilde{X}$ to obtain the normalized dictionary $\mathcal{X}$, s.t. the columns of $D\mathcal{X}$ have $\ell^1$-norm equal to 1.
6. Prune the dictionary $\mathcal{X}$ according to Elad, Milanfar and Rubinstein (2007), i.e. discard a columns with index $k$ if $\mathcal{X}_k$ is in the convex hull of $\pm \mathcal{X}_{-k}$.
7. Obtain the dictionary $\mathcal{X}$.

**Proof.** See Appendix C
Corollary 4.2. Let $X$ and $J$ be obtained according to Theorem 4.1. Then

$$
\hat{f}_A = \arg\min_{f \in \mathbb{R}^n} \{ \|Y - f\|_n^2 + 2\lambda \|Df\|_1 \}
\]

$$

$$
= [J \ A] \arg\min_{\beta \in \mathbb{R}^p} \{ \|Y - [J \ A] \beta\|_n^2 + 2\lambda \|\beta_{-n-r}\|_1 \}
\]

Proof of Corollary 4.2. Corollary 4.2 follows by reversing the calculations made at the beginning of the proof of Theorem 4.1.

Remark. An advantage of Theorem 4.1 with respect to the theory exposed by Elad, Milanfar and Rubinstein (2007) is that it is able to unify the treatment of the underdetermined, the square invertible and the overdetermined cases in one single result.

Note. Lemma 2.1 tells us that in the penalized part of the dictionary, i.e. in $X$, we can actually add to the dictionary atoms arbitrary quantities in the column span of $J$ (i.e. in the nullspace $\mathcal{N}(D)$) without changing the prediction properties of the estimator.

5. Analysis versus synthesis in first order total variation regularization

In this section which implications the insights exposed in Section 3 and further developed in Section 4 have for a class of analysis estimators of great interest in the current statistical literature: the first order total variation regularized estimators over graphs, see for instance Hüttter and Rigollet (2016); Wang et al. (2016); Dalalyan, Hebiri and Lederer (2017); Guntuboyina et al. (2017); van de Geer (2018); Ortelli and van de Geer (2018).

Let $\vec{G} = (V, E), |V| = n, |E| = m$ be a directed graph. Recall that by $D_{\vec{G}} \in \mathbb{R}^{m \times n}$ we denote its incidence matrix. In the following we omit the subscript and just write $D \in \mathbb{R}^{m \times n}$.

Until now we exposed some theory for a general analysing operator $D$. From now on we identify $D$ with the incidence matrix $D_{\vec{G}}$ of a directed graph $\vec{G}$, i.e. we choose $D = D_{\vec{G}} = D$. We want to investigate which consequences this choice of the analysing operator has for the resulting dictionary $X$. We denote the resulting dictionaries with the capital letter $X$.

We focus onto connected graphs. The extension of the considerations to follow to graphs with more than one connected component is straightforward, since the considerations can be applied to each connected component separately.

The first question arising is, when which of the three cases of an analyzing operator (underdetermined, invertible and overdetermined) is relevant.

Note. It is widely known that if $D \in \mathbb{R}^{m \times n}$ is the incidence matrix of a connected graph, then $\text{rank}(D) = n - 1, \forall n \geq 1$. Therefore, the case of an invertible analysing operator does never appear in the context of first order total variation regularized estimators over graphs. Indeed, an incidence matrix only computes edge differences of a signal and is thus oblivious of its mean level.
We are now going to consider two cases:

- Connected tree graphs;
- Connected non-tree graphs.

### 5.1. Tree graphs

**Definition 5.1** (Tree graph). A tree graph is a connected graph having no cycles.

**Remark.** Definition 5.1 is equivalent to saying that a tree graph is a connected graph with \( n \) vertices and \( n - 1 \) edges. This implies that the incidence matrix \( D \) of a tree graph is s.t. \( D \in \mathbb{R}^{(n-1) \times n} \) has rank \( n - 1 \) and \( \ker(D) = \text{span}(1_n) \).

**Corollary 5.2.** We have that

\[
\hat{f}_A = X \arg \min_{\beta \in \mathbb{R}^n} \left\{ \|Y - X\beta\|^2_n + 2\lambda\|\beta_{-1}\|_1 \right\},
\]

where \( X = \begin{bmatrix} A \\ D \end{bmatrix}^{-1} \), with \( A = (1,0,\ldots,0) \in \mathbb{R}^n \), is the path matrix rooted at vertex 1 of the tree graph considered.

**Proof of Corollary 5.2.** Note that \( X_1 = 1_n \) and by Lemma 2.2 \( D^+ = A_1X_{-1} \). Thus, Corollary 5.2 follows by Theorem 4.1 combined with Lemmas 2.1.

**Remark.** In the literature we find two ways in which \( A \in \mathbb{R}^{1 \times n} \) is chosen to build \( \tilde{D} \). Tibshirani and Taylor (2011) propose to choose \( A = 1_n/n \), which is in the kernel of \( D \). The resulting dictionary is then \( X = [1_n \ D^+] \).

Qian and Jia (2016) on the opposite side proposes to choose, as we do, \( A = (1,0,\ldots,0) \), s.t. \( \begin{bmatrix} A \\ D \end{bmatrix} \) is the rooted incidence matrix at vertex 1 of the (path) graph and \( X \) is the path matrix of the (path) graph with reference vertex 1. We prefer this last option, since it is of more intuitive interpretation.

Lemma 2.1 tells us that the two forms of the synthesis estimator resulting from these methods are equivalent in terms of prediction,

**Remark.** It is interesting to look at the notion of sparsity for signals supported on tree graphs. When using an approach in the style of Qian and Jia (2016), the cardinality \( s_0 \) of the true active set \( S_0 \) tells us how many jumps there are in the signal. However the piecewise constant regions in \( f_0 \) are \( s_0 + 1 \), exactly as many as the number of coefficients required to express \( f_0 \) as a linear combination \( f_0 = X\beta_0 \), where \( \|\beta_0\|_0 = s_0 + 1 \). In the sequel indeed we are going to argue that \( \|\beta_0\|_0 \) is an appropriate measure of the sparsity of the signal, rather than \( \|Df_0\|_0 \).

By the interpretation of the matrix inverse exposed in Section 4, we see that finding the \( i \)th column of \( X \) amounts to deleting the \( i \)th row from \( \tilde{D} \) and then finding a vector \( v_i^* \):

\[
\tilde{D}_{-i}v_i^* = 0 \text{ and } \tilde{D}_iv_i^* = 1.
\]
For $i = 1$, we see that $v_1^* = 1_n$ satisfies these equations.

For $i \in [n] \setminus \{1\}$, the deletion of $D_i$ translates to the tree graph as the deletion of the edge $e_{i-1} \in E$. Since the deletion of an edge from a tree graph causes it to become disconnected, we end up with $D_{-\{i-1\}}$ being the incidence matrix of a graph with two connected components, both of them being tree graphs.

Let $V_1, V_2 \subset V, V_1 \cap V_2 = \emptyset, V_1 \cup V_2 = V$ be the partition of the vertices of the tree graph arising from the deletion of the edge $(i - 1)$. In particular, let $V_1$ contain the root of the graph, to which by convention we assign the index $\{1\}$.

To find $v_i^*$ we first look for a vector s.t. $D_{-\{i-1\}}v_i^* = 0$. Such a vector must have two piecewise constant components, i.e. it must be s.t.

$$(v_i^*)_j = \begin{cases} a, & j \in V_1, \\ b, & j \in V_2. \end{cases}$$

The condition $Av_i^* = 0, i \neq 1$ gives $a = 0$, while the condition $D_{i-1}v_i^* = 1$ gives $b = 1$.

Thus the dictionary $X_{-1} \in \mathbb{R}^{(n-1) \times n}$ contains all the ways to partition $V$ into two sets by cutting an edge of the tree graph $\tilde{G}$. The vertices of the element of the partition containing the root will then get value zero and the vertices of the other element of the partition will get value one.

**Note.** For a tree graph, all these possible partitions can also be seen as all the possible ways to select $(n - 2)$ (linearly independent) rows from $D$, i.e. all the ways to discard a row from $D$.

### 5.2. Non tree graphs

We are now going to consider the case of connected graphs not being trees, i.e. containing cycles. We want to find an equivalent synthesis formulation of the total variation regularized estimator on a general connected nontree graph $\tilde{G}$.

**Note.** At first sight, this case could look like a purely overdetermined case. However, it shares features of both the underdetermined and the overdetermined case. Indeed, the incidence matrix $D$ of a graph with $n$ vertices containing some cycles has at least $n$ rows but is of rank $n - 1$. Thus, the incidence matrices of this category of graphs have both the property of neglecting some information about the signal and the property of delivering some redundant information. This means that we have to combine the theory by Elad, Milanfar and Rubinstein (2007) for the overdetermined case and the underdetermined case to find an equivalent analysis estimator, as done in Section 4 in Theorem 4.1.

The intuition developed for tree graphs allows us now to handle the case of connected nontree graphs more easily. Connected nontree graphs are graphs s.t. $m \geq n$ and thus their incidence matrix, which is of rank $n - 1$, is not of full rank.

The first step in the recipe given by 4.1 is to find all sets $T_i \subset [m], |T_i| = n - 1$, s.t. $\text{rank}(D_{T_i}) = n - 1$. This means that we have to find all possible sets of edges
in $D$ forming a connected graph with $n$ vertices. These sets of edges will thus define tree graphs. Let us introduce the notion of spanning tree.

**Definition 5.3** (Spanning tree). Let $\tilde{G} = (V, E)$ be a connected graph. The subgraph $\tilde{T} = (V, E')$ is a spanning tree if $E' \subseteq E$ is the maximal set of edges containing no cycle.

Therefore, thanks to Definition 5.3, $T_i$ acquires the meaning of spanning tree. Thus, $\forall T_i$, we can apply the procedure developed in the previous subsection, arbitrarily assigning to vertex $\{1\}$ the role of the root of the spanning tree.

Note that it is possible that some of the dictionary atoms resulting from different spanning trees are the same. Thus, the step of pruning the dictionary $D$ in forming a connected graph with $n$ vertices, both of them being tree graphs.

More formally, this corresponds to all the different possible ways to choose a set of edge indices $S$, s.t. $\text{rank}(D_{-S}) = n - 2$ and $|\bar{S}| = m - n - 2$. Let $E_S := \{e_i \in E, i \in S\}$. Then $(V, E \setminus E_S)$ is a graph with two connected components, both of them being tree graphs.

We have proven the following corollary.

**Corollary 5.4.** Let $\tilde{G} = (V, E)$ be a graph (may be a tree graph as well as a nontree graph). Let $\{\tilde{S}_j\}_{j \in [p]}$ be the set of all unique sets of edge indices $\tilde{S}_j \subset [m]$, s.t. $|\tilde{S}_j| = m - n + 2$, $\text{rank}(D_{-\tilde{S}_j}) = n - 2$ and $(V, E \setminus E_{\tilde{S}_j}) = ((V_1)_j, (E_1)_j) \cup ((V_2)_j, (E_2)_j)). (V_1)_j \cap (V_2)_j = \emptyset, (V_1)_j \cup (V_2)_j = V$ and $\{1\} \in (V_1)_j$. Let $X_j = v_j/\|Dv_j\|_1$, where

$$(v_j)_i = \begin{cases} 0, & i \in (V_1)_j, \\ 1, & i \in (V_2)_j, \end{cases}$$

and $X = \{X_j\}_{j \in [p]}$.

Then

$$\tilde{f}_A = \arg \min_{f \in \mathbb{R}^n} \left\{ \|Y - f\|_n^2 + 2\lambda \|Df\|_1 \right\}$$

$$= \left[ 1_n \hspace{1cm} X \right] \arg \min_{\beta \in \mathbb{R}^{p+1}} \left\{ \|Y - \left[ 1_n \hspace{1cm} X \right] \beta\|_n^2 + 2\lambda \|\beta_{-1}\|_1 \right\}. $$

**Remark.** Note that $X$ as it is is not uniquely defined, since it is not perpendicular to $N(D)$ (i.e. its columns are not centered) and thus depends on the amount of deviation by its centered version. Let $X$ and $\Xi$ be two dictionaries differing only in the amount of deviation by their centered versions $A_{N(D)}X$ and $A_{N(D)}\Xi$. Then $A_{N(D)}X = A_{N(D)}\Xi$.

**Remark.** Perhaps astonishingly, the dimensionalities of the analysis and of the synthesis problems in the over determined case may be very different. Indeed,
the analysis problem is $n$ dimensional, while the synthesis problem in the worst case is $\binom{m-2}{n-2} + 1$ dimensional, where $m$ is the number of edges of the graph considered.

This is due to the fact that the incidence matrix defines a polytope having at least $\binom{n}{n-2} \approx n^2$ pairs of antipodal vertices in the overdetermined case.

The dictionary of the equivalent synthesis problem then contains an atom for each of these pairs of antipodal vertices making its dimensionality much larger than $n$.

\section{Why synthesis? A small review of the literature.}

To our knowledge, the only attempt to analyze some theoretical properties of the total variation regularized estimator over a wide range of graphs, such as the two-dimensional grid, the star graph and the $k$th power graph of the cycle, has been done by H"utter and Rigollet (2016). The notion of sparsity used in their result coincides with the number of nonzero differences of the signal values across the $m$ edges of the graph $\vec{G}$ considered. This number is also called cut metric and can be written as $\|D_{\vec{G}}f\|_0$, where $D_{\vec{G}}$ is the incidence matrix of the graph $\vec{G}$ considered.

H"utter and Rigollet (2016) obtain a general result for total variation regularized estimators over graphs, that they then narrow down according to different specific classes of graphs. Their result needs the definition of two quantities: the compatibility factor of $D_{\vec{G}}$ and the inverse scaling factor of $D_{\vec{G}}$. Please note that now $\vec{G}$ has a general number of edges $m$, i.e. $D_{\vec{G}} \in \{-1, 0, 1\}^{m \times n}$, $m \geq n - 1$.

Let $S' \subseteq [m]$ and $s' = |S'|$.

\begin{definition}[Compatibility factor of $D_{\vec{G}}$, H"utter and Rigollet (2016)] The compatibility factor $\tilde{\kappa}_{S'}(D_{\vec{G}})$ of $D_{\vec{G}}$ for $S'$ is defined as
\begin{align*}
\tilde{\kappa}_{S'}(D_{\vec{G}}) := \begin{cases} 
\inf_{f \in \mathbb{R}^n} \frac{\sqrt{\|f\|_2}}{\|D_{\vec{G}}f\|_1}, & S' \neq 0, \\
1, & S' = 0.
\end{cases}
\end{align*}
\end{definition}

Let $D_{\vec{G}}^+ \in \mathbb{R}^{n \times m}$ denote the Moore-Penrose pseudoinverse of $D_{\vec{G}}$ and let $d_1^+, \ldots, d_m^+$ denote its columns.

\begin{definition}[Inverse scaling factor of $D_{\vec{G}}$, H"utter and Rigollet (2016)] The inverse scaling factor $\rho(D_{\vec{G}})$ of $D_{\vec{G}}$ is defined as
\[ \rho(D_{\vec{G}}) := \max_{j \in [m]} \|d_j^+\|_2. \]
\end{definition}

H"utter and Rigollet (2016) prove that, if the tuning parameter $\lambda$ of the Edge
Table 1

|                | path              | 2D grid           | star              | cycle             |
|----------------|-------------------|-------------------|-------------------|-------------------|
| $\rho(D_{\vec{G}})$ | $\sqrt{n}$       | $O(\sqrt{\log n})$ | $\leq 1          | $\leq \sqrt{n}$  |
| $\kappa_{S'}(D_{\vec{G}})$ | $\Omega(1)$, $s' \geq 2$ | $\Omega(1)$, $s' \geq 6$ | $\Omega(1)$, $s' \geq 6$ | $\Omega(1)$ |
| $\rho'(D_{\vec{G}})/\kappa_{S'}^2(D_{\vec{G}})$ | $O(n)$ | $O(\log n)$ | $O(s')$ | $O(n)$ |
| $\tilde{m}$ | $n - 1$          | $n - 2\sqrt{n}$   | $n - 1$          | $n$               |
| rate by Hütter and Rigollet (2016) | $\sigma^2 s' \log n$ | $\sigma^2 s' \log n$ | $\sigma^2 s' \log n$ | $\sigma^2 s' \log n$ |
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Lasso is chosen as $\lambda \approx \frac{2}{m} \rho(D_{\vec{G}}) \sqrt{\log m}$, then with high probability

$$\|\hat{f} - f^0\|^2_n \leq \inf_{f \in \mathbb{R}^n} \left\{ \|f^0 - f\|^2_n + 4\lambda \|Df - S'\|_1 \right\}$$

$$+ O\left( \frac{\sigma^2 \rho^2(D_{\vec{G}})}{\tilde{m} \kappa_{S'}^2(D_{\vec{G}})} s' \log m \right).$$

The rates for the specific classes of graphs can be obtained by finding lower bounds on $\tilde{\kappa}_{S'}^2(D_{\vec{G}})$ and upper bounds on $\rho(D_{\vec{G}})$. The results obtained by Hütter and Rigollet (2016) are summarized in Table 6.

We argue that the approach by Hütter and Rigollet (2016), even though it delivers an almost optimal rate for the case of the two dimensional grid, is not very idoneous for an extension to general graphs. There are 3 main reasons:

1. The ratio between the compatibility factor and the inverse scaling factor according to Hütter and Rigollet (2016) is too strong to handle certain graphs, e.g. the path or the cycle graph. Indeed we can look at the ratio $\tilde{\kappa}_{S'}^2(D_{\vec{G}})/\rho^2(D_{\vec{G}})$ as an analogous to the strong compatibility constant $\tilde{\kappa}_{S'}^2(D_{\vec{G}}) := \inf_{f \in \mathbb{R}^n} \|f\|_2 \|S'(D_{\vec{G}}f)\|_1^2 \approx \tilde{\kappa}_{S'}^2(D_{\vec{G}})/\rho^2(D_{\vec{G}})$.

This quantity is apparently too small to ensure convergence of the MSE for the cases of the path and the cycle graphs. Thus, it would make sense to try to find a lower bound for the weak compatibility constant. The weak compatibility constant was introduced and used by Dalalyan, Hebiri and Lederer (2017) and later exploited by Ortelli and van de Geer (2018) to prove an oracle inequality for the total variation regularized estimator on a class of tree graphs. The weak compatibility constant for the case where $\vec{G}$ is the path graph is defined as

$$\kappa_{S'}^2(D_{\vec{G}}) = \inf_{f \in \mathbb{R}^n} \frac{s'\|f\|_2^2}{\|S'(D_{\vec{G}}f)\|_1^2} \approx \tilde{\kappa}_{S'}^2(D_{\vec{G}})/\rho^2(D_{\vec{G}}).$$

and is at least as large as the strong compatibility constant $\tilde{\kappa}_{S'}(D_{\vec{G}})$.

2. The cut metric is not a good measure of the sparsity of the signal, as explained in Padilla et al. (2018). Indeed, consider the two dimensional
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grid. There might be signals having few constant pieces but very large cut metrics. It seems that a good measure of the sparsity of the signal could be the number of piecewise constant regions in the graph, rather than the number of jumps.

3. For general graph structures containing cycles, i.e. not being trees, and in particular for the cycle graph and the two dimensional grid, the candidate set $S' \subseteq [m]$ of edges across which the signal has nonzero differences has to satisfy some conditions to make sense. For instance, for the cycle graph it does not make sense to have $s' = 1$. In addition all the jumps have to sum up to zero.

The last two points speak against the utilization of the approach by Hütter and Rigollet (2016). Therefore, the alternative synthesis approach seems to be idoneous for ensuring that the concerns exposed in the last two points are avoided and that a more coherent notion of the sparsity of the signal on a graph is utilized when proving sparse oracle inequalities or other results involving the sparsity of the signal.

Appendix A: Proofs of Section 2

Proof of Lemma 2.1. We start by analyzing the estimator $\hat{\beta}$. We can write the data fidelity term as follows:

$$\|Y - [\mathcal{X}_U \mathcal{X}' U] \beta\|_n^2$$

$$= \|\Pi_U Y + A_U Y - \mathcal{X}_U \beta_U - \Pi_U \mathcal{X}' U \beta_U - A_U \mathcal{X}_U \beta_U\|_n^2$$

$$= \|\Pi_U (Y - \mathcal{X}_U \beta_U - \mathcal{X}_U \beta_U)\|_n^2 + \|A_U (Y - \mathcal{X}_U \beta_U)\|_n^2$$

It follows that

$$\hat{\beta}_U = (\mathcal{X}_U \mathcal{X}_U)'^{-1} \mathcal{X}_U'(Y - \mathcal{X}_U \beta_U)$$

and

$$\hat{\beta}_U = \arg\min_{\beta_U \in \mathbb{R}^n} \left\{ \|A_U (Y - \mathcal{X}_U \beta_U)\|_n^2 + 2\lambda \|\beta_U\|_1 \right\}.$$ 

Next we consider the estimator $\hat{\beta}'_U$. We can write the data fidelity term as follows:

$$\|Y - [\mathcal{X}_U A_U \mathcal{X}' U] \beta\|_n^2$$

$$= \|\Pi_U Y + A_U Y - \mathcal{X}_U \beta_U - A_U \mathcal{X}_U \beta_U\|_n^2$$

$$= \|\Pi_U (Y - \mathcal{X}_U \beta_U)\|_n^2 + \|A_U (Y - \mathcal{X}_U \beta_U)\|_n^2.$$ 

It follows that

$$\hat{\beta}'_U = (\mathcal{X}_U \mathcal{X}_U)'^{-1} \mathcal{X}_U' Y = \hat{\beta}_U + (\mathcal{X}_U \mathcal{X}_U)'^{-1} \mathcal{X}_U \beta_U \hat{\beta}_U$$

and
\[
\hat{\beta}_{-U}^{\Pi} = \arg \min_{\beta_{-U} \in \mathbb{R}^{p-n}} \left\{ \| A_U (Y - \mathcal{X}_{-U} \beta_{-U}) \|_2^2 + 2\lambda \| \beta_{-U} \|_1 \right\}.
\]

We now compute \( \hat{f} \) and \( \hat{f}_{-U}^{\Pi} \). For \( \hat{f} \) we have that
\[
\hat{f} = \mathcal{X}_U \hat{\beta}_U + \mathcal{X}_{-U} \hat{\beta}_{-U} \\
= \mathcal{X}_U \hat{\beta}_U^{\Pi} - \mathcal{X}_U (\mathcal{X}_U' \mathcal{X}_U)^{-1} \mathcal{X}_U' \mathcal{X}_{-U} \mathcal{X}_U \hat{\beta}_U + \mathcal{X}_{-U} \hat{\beta}_{-U} \\
= \mathcal{X}_U \hat{\beta}_U^{\Pi} + A_U \mathcal{X}_{-U} \hat{\beta}_{-U},
\]

and for \( \hat{f}_{-U}^{\Pi} \) we have that
\[
\hat{f}_{-U}^{\Pi} = \mathcal{X}_U \hat{\beta}_U^{\Pi} + A_U \mathcal{X}_{-U} \hat{\beta}_{-U}.
\]

Hence the lemma follows.

**Proof of Lemma 2.2.** We first note that
\[
\begin{bmatrix}
\mathcal{X}_U & \mathcal{X}_{-U}
\end{bmatrix}
\begin{bmatrix}
D_U \\
D_{-U}
\end{bmatrix}
= \mathcal{X}_U D_U + \mathcal{X}_{-U} D_{-U} = I_n,
\]

which means that \( \mathcal{X}_{-U} D_{-U} = I_n - \mathcal{X}_U D_U \).

Moreover,
\[
\begin{bmatrix}
D_U \\
D_{-U}
\end{bmatrix}
\begin{bmatrix}
\mathcal{X}_U & \mathcal{X}_{-U}
\end{bmatrix}
= \begin{bmatrix}
\mathcal{D}_U \mathcal{X}_U & \mathcal{D}_U \mathcal{X}_{-U} \\
\mathcal{D}_{-U} \mathcal{X}_U & \mathcal{D}_{-U} \mathcal{X}_{-U}
\end{bmatrix}
= \begin{bmatrix}
I_{n-m} & 0 \\
0 & I_m
\end{bmatrix}.
\]

It is known that the Moore-Penrose pseudoinverse of a matrix exists and is unique. Thus, if we can show that \( D_{-U}^+ \), of the form exposed in the formulation of the lemma satisfies the four Moore-Penrose equations, we show that it is the Moore-Penrose pseudoinverse of \( D_{-U} \).

1. The first criterion to satisfy is: \( D_{-U} D_{-U}^+ D_{-U} = D_{-U} \).
   We check it by writing
   \[
   D_{-U} D_{-U}^+ D_{-U} = D_{-U} (I_n - \mathcal{X}_U (\mathcal{X}_U' \mathcal{X}_U)^{-1} \mathcal{X}_U' \mathcal{X}_{-U} \mathcal{X}_U) D_{-U} \\
   = D_{-U} \mathcal{X}_{-U} D_{-U} = D_{-U},
   \]
   which proves that \( D_{-U}^+ \) satisfies it.

2. The second criterion is \( D_{-U}^+ D_{-U} D_{-U}^+ = D_{-U}^+ \).
   We check it by writing
   \[
   D_{-U}^+ D_{-U} D_{-U}^+ = \\
   = (I_n - \mathcal{X}_U (\mathcal{X}_U' \mathcal{X}_U)^{-1} \mathcal{X}_U' \mathcal{X}_{-U} \mathcal{X}_U) D_{-U} (I_n - \mathcal{X}_U (\mathcal{X}_U' \mathcal{X}_U)^{-1} \mathcal{X}_U' \mathcal{X}_{-U} \mathcal{X}_U) \\
   = (I_n - \mathcal{X}_U (\mathcal{X}_U' \mathcal{X}_U)^{-1} \mathcal{X}_U' \mathcal{X}_{-U}) \mathcal{X}_{-U} = D_{-U}^+, 
   \]
   which proves that \( D_{-U}^+ \) satisfies it.
3. The third criterion is \((D^-U^+D^-)^\prime = D^-U^+D^-=D^-U\).
   We show that \(D^-U^+D^-\) is symmetric, which implies the above equation. Indeed,
   \[
   D^-U^+D^- = D^-U(I_n - \mathcal{A}_U(\mathcal{X}_U^t\mathcal{X}_U)^{-1}\mathcal{X}_U^t)\mathcal{X}^-U = D^-U\mathcal{X}^-U = I_m. \]

4. The fourth criterion is \((D^+U^-D^-)^\prime = D^+U^-D^-\).
   We show that \(D^+U^-D^-\) is symmetric, which implies the above equation. Indeed,
   \[
   D^+U^-D^- = (I_n - \mathcal{A}_U(\mathcal{X}_U^t\mathcal{X}_U)^{-1}\mathcal{X}_U^t)(I_n - \mathcal{A}_U\mathcal{D}U) = I_n - \mathcal{A}_U(\mathcal{X}_U^t\mathcal{X}_U)^{-1}\mathcal{X}_U^t + \mathcal{A}_U\mathcal{D}U - \mathcal{A}_U\mathcal{D}U = I_n - \mathcal{A}_U(\mathcal{X}_U^t\mathcal{X}_U)^{-1}\mathcal{X}_U^t,
   \]
   which is symmetric.

\[\square\]

Appendix B: Proofs of Section 3

Proof of Lemma 3.1, Elad, Milanfar and Rubinstein (2007). By assumption we have that \(\mathcal{D}\) is of full column rank, thus \(\mathcal{X} = \mathcal{D}^+ = \mathcal{D}'(\mathcal{D}\mathcal{D}')^{-1}\) and \(\mathcal{D}\mathcal{X} = I_n\).
Let \(\Pi_\mathcal{D}\) denote the orthogonal projection matrix onto the row space of \(\mathcal{D}\) and \(A_\mathcal{D}\) the corresponding antiprojection matrix.

We note that the analysis estimator can be written as
\[
\hat{f}_A = \arg \min_{f \in \mathbb{R}^n} \left\{ \|Y - f\|_n^2 + 2\lambda \|Df\|_1 \right\}
\]
\[
= \arg \min_{\Pi_\mathcal{D}f, A_\mathcal{D}f \in \mathbb{R}^n} \left\{ \|\Pi_\mathcal{D}Y - \Pi_\mathcal{D}f\|_n^2 + \|A_\mathcal{D}Y - A_\mathcal{D}f\|_n^2 + 2\lambda \|D\Pi_\mathcal{D}f\|_1 \right\}.
\]

We thus see that
\[
A_\mathcal{D}\hat{f}_A = A_\mathcal{D}Y
\]
and
\[
\Pi_\mathcal{D}\hat{f}_A = \arg \min_{\Pi_\mathcal{D}f \in \mathbb{R}^n} \left\{ \|\Pi_\mathcal{D}Y - \Pi_\mathcal{D}f\|_n^2 + 2\lambda \|D\Pi_\mathcal{D}f\|_1 \right\}.
\]

Notice that \(\Pi_\mathcal{D}f\) is spanned by the columns of \(\mathcal{X}\) and can be written as
\(\Pi_\mathcal{D}f = \mathcal{X}\beta\), for some \(\beta\).
Thus
\[
\Pi_D \hat{f}_A = \mathcal{X} \arg \min_{\beta \in \mathbb{R}^m} \left\{ \| \Pi_D Y - \mathcal{X} \beta \|_2^2 + 2\lambda \| \mathcal{D} \mathcal{X} \beta \|_1 \right\} \\
= \mathcal{X} \arg \min_{\beta \in \mathbb{R}^m} \left\{ \| \Pi_D Y - \mathcal{X} \beta \|_2^2 + 2\lambda \| \beta \|_1 \right\} \\
= \mathcal{X} \arg \min_{\beta \in \mathbb{R}^m} \left\{ \| \Pi_D Y - \mathcal{X} \beta \|_2^2 + \| A_D Y \|_2^2 + 2\lambda \| \beta \|_1 \right\} \\
= \mathcal{X} \arg \min_{\beta \in \mathbb{R}^m} \left\{ \| Y - A \beta \|_2^2 + 2\lambda \| \beta \|_1 \right\} = \hat{f}_S.
\]

We get that \( \hat{f}_A = \hat{f}_S + A_D Y \).

Proof of Lemma 3.2. We start by noting that \( A_D = A_{\text{rowspan}(D)} = \Pi_{N(D)} \). By Lemma 2.2 with 
\( \tilde{D} = \begin{bmatrix} A \\ D \end{bmatrix} \) and \( \mathcal{X} = \begin{bmatrix} \mathcal{X}_U & \mathcal{X}_{-U} \end{bmatrix} \), we get that 
\( D^+ = A_U \mathcal{X}_{-U} \).

Since \( \tilde{D} \mathcal{X} = I_n \), we have that \( D \mathcal{X}_U = 0 \), i.e. the columns of \( \mathcal{X}_U \) are in the kernel of \( D \) independently of the choice of \( A \). At the same time we also have \( A \mathcal{X}_{-U} = 0 \), i.e. the columns in \( \mathcal{X}_{-U} \) have to be orthogonal to \( A \).

Thus we see that \( A_D = \Pi_{N(D)} = \Pi_{\text{colsparse}(\mathcal{X}_U)} = A_U (X'_U X_U)^{-1} X'_U \).

We have that 
\( \Pi_{N(D)} Y =: \Pi_D Y = \mathcal{X}_U \arg \min_{\beta_U \in \mathbb{R}^n} \| Y - \mathcal{X}_U \beta_U \|_2^2 = \mathcal{X}_U \arg \min_{\beta_U \in \mathbb{R}^n} \| \Pi_U (Y - \mathcal{X}_U \beta_U) \|_2^2. \) 

By Lemma 3.1 combined with the proof of Lemma 2.1 we see that we can write 
\[ \hat{f}_A = [\mathcal{X}_U \ A_U \mathcal{X}_{-U}] \arg \min_{\beta \in \mathbb{R}^n} \left\{ \| Y - [\mathcal{X}_U \ A_U \mathcal{X}_{-U}] \beta \|_2^2 + 2\lambda \| \beta_{-U} \|_1 \right\}, \]

where \( \mathcal{X}_U \) is in the kernel of \( D \).

If we choose \( A \) s.t. \( \text{span}(A) = N(D) \), then we have that \( \mathcal{X}_{-U} \) and \( \mathcal{X}_U \) are orthogonal and thus \( \mathcal{X}_{-U} \) is the Moore-Penrose pseudoinverse of \( D \).

If we do not choose \( A \) to be in the kernel of \( D \), then \( A_U \mathcal{X}_{-U} \neq \mathcal{X}_{-U} \), i.e. \( \mathcal{X}_{-U} \) as it is is not the Moore-Penrose pseudoinverse anymore.

By Lemma 2.1 we know that we can leave out the antiprojection matrix without changing the prediction properties of the estimator. We thus get that 
\[ \hat{f}_A = [\mathcal{X}_U \ \mathcal{X}_{-U}] \arg \min_{\beta \in \mathbb{R}^n} \left\{ \| Y - [\mathcal{X}_U \ \mathcal{X}_{-U}] \beta \|_2^2 + 2\lambda \| \beta_{-U} \|_1 \right\}. \]
Proof of Lemma 3.3, Elad, Milanfar and Rubinstein (2007). In the definition of the synthesis estimator set $\beta = Df$. Then $f = D^{-1}\beta = \chi\beta$. We thus have that

$$\hat{f}_A = \chi \arg \min_{\beta \in \mathbb{R}^n} \left\{ \|Y - \chi\beta\|_n^2 + 2\lambda\|eta\|_1 \right\} = \hat{f}_S.$$ 

The same argument can be used to derive an equivalent analysis formulation from the synthesis problem.

\[\square\]

Appendix C: Proofs of Section 4

Proof of Theorem 4.1. Note that

$$A_{N(D)} = \Pi_{N^\perp(D)} = \Pi_{\text{rowspan}(D)}.$$ 

We have that

$$\|Y - f\|_n^2 + 2\lambda\|Df\|_1 = \|\Pi_{N(D)}(Y - f)\|_n^2 + \|A_{N(D)}(Y - f)\|_n^2 + 2\lambda\|DA_{N(D)}f\|_1.$$ 

It follows that

$$\Pi_{N(D)}\hat{f}_A = \Pi_{N(D)}Y$$ 

and

$$A_{N(D)}\hat{f}_A = \arg \min_{f \in \mathbb{R}^n} \left\{ \|A_{N(D)}(Y - f)\|_n^2 + 2\lambda\|Df\|_1 \right\}.$$ 

Note that $\dim(N^\perp(D)) = r$ and the initial analysis problem hides in itself a pure least square part to estimate $\Pi_{N^\perp(D)}f^0$ and a regularized empirical risk minimization step to estimate $A_{N(D)}f^0$, where the search for the minimizer happens in a $r$-dimensional linear subspace of $\mathbb{R}^n$.

Moreover, note also that $\{f \in \mathbb{R}^n : \|Df\|_1 \leq 1\}$ is an unbounded set if $r \neq n$. In the above empirical risk minimization step however we restrict to a $r$-dimensional hyperplane, i.e. to $\{f \in \mathbb{R}^n : f \in \text{rowspan}(D)\}$. Indeed,

$$\{f \in \mathbb{R}^n : \|Df\|_1 \leq 1\} \cap \{f \in \mathbb{R}^n : f \in \text{rowspan}(D)\} =: \hat{\Psi}_D$$

is a $r$-dimensional polytope in $\{f \in \mathbb{R}^n : f \in \text{rowspan}(D)\}$.

We now want to apply Lemma 3.4. Lemma 3.4 adapted to $\hat{\Psi}_D$ tells us that, for $f \in \partial\hat{\Psi}_D$, if $k$ is the rank of the rows to which $f$ is orthogonal and if $f$ is orthogonal to $A$, then $f \in \mathbb{R}^n$ is strictly within a face of dimension $(n - r - k - 1)$ of the $(n - r)$-dimensional polytope $\hat{\Psi}_D$.

Thus, by the interpretation of the matrix inverse in Subsection 4.1, we see that the vertices of $\hat{\Psi}_D$ can be found by first finding all the sets $T_i \subseteq [m] : |T_i| = r, N(D) = N(D_{T_i})$ and a matrix $A \in \mathbb{R}^{(n-r)\times n}$ spanning $N(D)$ and then inverting the matrices $B_i := \begin{pmatrix} A \\ D_{T_i} \end{pmatrix}$, $\forall i$ to find $(J, \chi)$. Note that $J \in \mathbb{R}^{n \times (n-r)}$
is the same ∀i and spans \( \mathcal{N}(D) \). Write \( \tilde{X} = \{ \tilde{X}^i \}_i \). The columns of \( \tilde{X}^i \) have to be normalized s.t. the resulting normalized columns of \( X^i \) belong to the boundary \( \partial \Psi_D \) of \( \Psi_D \). After pruning we obtain the dictionary \( \mathcal{X} \), which contains the vertices of \( \Psi_D \).

\[ \tilde{X} = \{ \tilde{X}^i \}_i \]

Appendix D: Some examples

In this section we want to expose some examples of the classical analysis formulations of the first, second and third order total variation regularized estimators and of their corresponding analysis form for the path graph, the path graph with one branch and the cycle graph (which is not a tree graph). This allows us to see an application of the theory developed and in particular of Theorem 4.1. Moreover, these examples might be the starting point for the study and the development of some theory analogous to the one by Ortelli and van de Geer (2018) for higher order total variation regularized estimators and for graphs that are not trees, for instance the cycle graph.

What the following examples show, is that the case \( k = 1 \) is special for the cycle graph, in the sense that the dictionary atoms for \( k = 2 \) and \( k = 3 \) obtained for the corresponding synthesis form of the total variation regularized estimator over the cycle graph are quite different from the dictionary atoms that we obtain for the same kind of estimator on the path graph. Thus, for higher order total variation regularized estimators there seem to be less space for handling the case of the cycle graph by recycling the theory eventually developed for the path graph and for tree graphs in general. Indeed, for \( \tilde{G} \) being a tree graph, \( \text{rank}(D^k_{\tilde{G}}) = n - k, k < n \), while for \( \tilde{G} \) being a cycle graph, \( \text{rank}(D^k_{\tilde{G}}) = n - 1, \forall k \).

D.1. Path graph

In this subsection let \( \tilde{G} = (\{1, \ldots, n\}, \{(1,2), \ldots, (n-1,n)\}) \), the path graph with \( n \) vertices.

D.1.1. \( k=1 \)

For \( \tilde{G} \), we have that

\[
D_{ij} = \begin{cases} 
-1, & j = i \\
+1, & j = i + 1, i \in [n-1], \\
0, & \text{else},
\end{cases}
\]

where for notational convenience we omit the subscript \( \tilde{G} \) on the matrix \( D \).

We choose \( A = (1,0,\ldots,0) \in \mathbb{R}^{1 \times n} \) and we write \( B = \begin{pmatrix} A \\ D \end{pmatrix} \).

The matrix \( V = B^{-1} \) is given by

\[
V_{ij} = 1_{(j \leq i)}, i, j \in [n].
\]
We now make an example for $n = 8$.

- **Analysis**
  The 1st order discrete graph derivative operator for $G$ is
  
  $$D_1^G = \begin{pmatrix}
  -1 & 1 & & & & & & \\
  -1 & 1 & & & & & & \\
  -1 & 1 & & & & & & \\
  -1 & 1 & & & & & & \\
  -1 & 1 & & & & & & \\
  -1 & 1 & & & & & & \\
  -1 & 1 & & & & & & \\
  -1 & 1 & & & & & & \\
  \end{pmatrix} \in \mathbb{R}^{7 \times 8}.$$

- **Synthesis**
  We have that
  
  $$V = \begin{pmatrix}
  1 & & & & & & & \\
  1 & 1 & & & & & & \\
  1 & 1 & 1 & & & & & \\
  1 & 1 & 1 & 1 & & & & \\
  1 & 1 & 1 & 1 & 1 & & & \\
  1 & 1 & 1 & 1 & 1 & 1 & & \\
  1 & 1 & 1 & 1 & 1 & 1 & 1 & \\
  \end{pmatrix}.$$ 

**D.1.2. $k=2$**

For $G$, we have that

$$D_2^{G} = \begin{cases}
  +1, & j \in \{i, i+2\} \\
  -2, & j = i + 1, i \in \{n - 2\}, \\
  0, & \text{else},
\end{cases}$$

where for notational convenience we omit the subscript $G$ on the matrix $D$.

We choose

$$A = \begin{pmatrix}
  1 & 0 & 0 & \cdots & 0 \\
  -1 & 1 & 0 & \cdots & 0
\end{pmatrix} \in \mathbb{R}^{2 \times n}$$

and we write $B = \begin{pmatrix} A \\ D^2 \end{pmatrix}$.

The matrix $V = B^{-1}$ is given by $V_1 = 1'_{n}$ and

$$V_{ij} = 1_{\{j \leq i\}}(i - j + 1), i \in [n], j \in [n] \setminus \{1\}.$$ 

We now make an example for $n = 8$.

- **Analysis**
The 2nd order discrete graph derivative operator for $\tilde{G}$ is

$$D^2_{\tilde{G}} = \begin{pmatrix}
1 & -2 & 1 & 0 & 0 & 0 & 0 & 0 \\
1 & -2 & 1 & 1 & -2 & 1 & 0 & 0 \\
1 & -2 & 1 & 1 & -2 & 1 & 1 & -2 \\
1 & -2 & 1 & 1 & -2 & 1 & 1 & -2 \\
\end{pmatrix} \in \mathbb{R}^{6 \times 8}.$$ 

- Synthesis

We have that

$$V = \begin{pmatrix}
1 \\
1 & 1 \\
1 & 2 & 1 \\
1 & 3 & 2 & 1 \\
1 & 4 & 3 & 2 & 1 \\
1 & 5 & 4 & 3 & 2 & 1 \\
1 & 6 & 5 & 4 & 3 & 2 & 1 \\
1 & 7 & 6 & 5 & 4 & 3 & 2 & 1 \\
\end{pmatrix}.$$ 

\textbf{D.1.3.} \textit{k=3}

For $\tilde{G}$, we have that

$$D^3_{ij} = \begin{cases}
-1, & j = i \\
+3, & j = i + 1 \\
-3, & j = i + 2, i \in [n - 3] \\
+1, & j = i + 3 \\
0, & \text{else,}
\end{cases}$$

where for notational convenience we omit the subscript $\tilde{G}$ on the matrix $D$.

We choose

$$A = \begin{pmatrix}
1 & 0 & 0 & 0 & \ldots & 0 \\
-1 & 1 & 0 & 0 & \ldots & 0 \\
1 & -2 & 1 & 0 & \ldots & 0
\end{pmatrix} \in \mathbb{R}^{3 \times n}$$

and we write $B = \left( \begin{array}{c} A \\ D^3 \end{array} \right)$.

The matrix $V = B^{-1}$ is given by $V_1 = 1'_n$, $V_{12} = i - 1$, $i \in [n]$ and

$$V_{ij} = 1_{(j \leq i)} \frac{(i - j + 1)(i - j + 2)}{2}, \quad i \in [n], j \in [n] \setminus \{1, 2\}.$$ 

We now make an example for $n = 8$. 
• Analysis
  The 3rd order discrete graph derivative operator for $\vec{G}$ is
  \[
  D^3_G = \begin{pmatrix}
  -1 & 3 & 3 & 1 \\
  -1 & 3 & 3 & 1 \\
  -1 & 3 & 3 & 1 \\
  -1 & 3 & 3 & 1 \\
  -1 & 3 & 3 & 1 \\
  \end{pmatrix} \in \mathbb{R}^{5 \times 8}.
  \]

• Synthesis
  We have that
  \[
  V = \begin{pmatrix}
  1 & 1 & 1 & 2 & 1 & 3 & 3 & 1 \\
  1 & 4 & 6 & 3 & 1 & 5 & 10 & 6 & 3 & 1 \\
  1 & 6 & 15 & 10 & 6 & 3 & 1 & 7 & 21 & 15 & 10 & 6 & 3 & 1 \\
  \end{pmatrix}.
  \]

D.2. Path graph with one branch

Let now $\vec{G} = (\{1, \ldots, n\}, \{(1, 2), \ldots, (n_1 - 1, n_1), (b, n_1 + 1), \ldots, (n - 1, n)\})$ be the path graph with $n = n_1 + n_2$ vertices with the main branch consisting of $n_1$ vertices and the side branch consisting of $n_2$ vertices and being attached at vertex $1 < b < n_1$.

D.2.1. $k=1$

We have that
  \[
  D_{ij} = \begin{cases}
  -1, & j = i \\
  +1, & j = i + 1, i \in [n - 1] \backslash \{n_1\}, \\
  0, & \text{else},
  \end{cases}
  \]
  and
  \[
  D_{ij} = \begin{cases}
  -1, & j = b \\
  +1, & j = n_1 + 1, i \in [n - 1] \backslash \{n_1\}, i = n_1, \\
  0, & \text{else},
  \end{cases}
  \]
We choose $A = (1, 0 \ldots, 0) \in \mathbb{R}^{1 \times n}$ and we write $B = \begin{pmatrix} A \\ D \end{pmatrix}$.

The matrix $V = B^{-1}$ is given by
  \[
  V_{ij} = 1_{\{j \leq i\}} - 1_{\{n_1 + 1 \leq i \leq n\} \cap \{b + 1 \leq j \leq n_1\}}, i, j \in [n].
  \]
We make an example with $n = 8$, $b = 4$ and $n_1 = 6$. 

• Analysis
The 1st order discrete graph derivative operator for $\tilde{G}$ is

$$D^1_{\tilde{G}} = \begin{pmatrix} -1 & 1 \\ -1 & 1 \\ -1 & 1 \\ -1 & 1 \\ -1 & 1 \\ -1 & 1 \\ -1 & 1 \end{pmatrix} \in \mathbb{R}^{7 \times 8}.$$  

• Synthesis
We have that

$$V = \begin{pmatrix} 1 \\ 1 \\ 1 \\ 1 \\ 1 \\ 1 \\ 1 \\ 1 \\ 1 \\ 1 \end{pmatrix}.$$  

D.2.2. $k=2$

For $\tilde{G} = ([1, \ldots, n], \{(1,2), \ldots, (n-1,n)\})$, the path graph with $n$ vertices, we have that

$$D^2_{ij} = \begin{cases} +1, & j \in \{i, i+2\} \\ -2, & j = i+1, i \in [n-2] \setminus \{n_1, n_1+1\}, \\ 0, & \text{else}, \end{cases}$$

and

$$D^2_{ij} = \begin{cases} +1, & j \in \{b-1, n_1+1\} \\ -2, & j = b, i = n_1, \\ 0, & \text{else}, \end{cases}$$

and

$$D^2_{ij} = \begin{cases} +1, & j \in \{b, n_1+2\} \\ -2, & j = n_1+1, i = n_1+1, \\ 0, & \text{else}, \end{cases}$$

We choose

$$A = \begin{pmatrix} 1 & 0 & 0 & \ldots & 0 \\ -1 & 1 & 0 & \ldots & 0 \end{pmatrix} \in \mathbb{R}^{2 \times n}.$$
and we write \( B = \begin{pmatrix} A \\ D^2 \end{pmatrix} \).

The matrix \( V = B^{-1} \) is given by

\[
V_{ij} = \begin{cases} 1_{j \leq i \leq n_1}(i - j + 1) \\ + (i - n_1 + b - j + 1)1_{i \geq n_1, j \leq b} \\ + (i - j + 1)1_{n_1 + 1 \leq j \leq n}, i \in [n], j \in [n] \setminus \{1\}. \end{cases}
\]

We make an example with \( n = 8, b = 4 \) and \( n_1 = 6 \).

- **Analysis**
  The 2nd order discrete graph derivative operator for \( \vec{G} \) is

\[
D^2_{\vec{G}} = \begin{pmatrix}
1 & -2 & 1 \\
1 & -2 & 1 \\
1 & -2 & 1 \\
1 & -2 & 1 \\
1 & -2 & 1 \\
1 & -2 & 1 \\
1 & -2 & 1 \\
1 & -2 & 1
\end{pmatrix} \in \mathbb{R}^{6 \times 8}.
\]

- **Synthesis**
  We have that

\[
V = \begin{pmatrix}
1 \\
1 \\
1 \\
1 \\
1 \\
1 \\
1 \\
1
\end{pmatrix}.
\]

**D.2.3. k=3**

For \( \vec{G} = (\{1, \ldots, n\}, \{(1, 2), \ldots, (n - 1, n)\}) \), the path graph with \( n \) vertices, we have that

\[
D^3_{\vec{G}} = \begin{cases}
-1, & j = i \\
+3, & j = i + 1 \\
-3, & j = i + 2, i \in [n - 3] \setminus \{n_1, n_1 + 1, n_1 + 2\}, \\
+1, & j = i + 3 \\
0, & \text{else},
\end{cases}
\]
and

\[
D_{ij}^3 = \begin{cases} 
-1, & j = b - 2 \\
+3, & j = b - 1 \\
-3, & j = b, i = n_1, \\
+1, & j = n_1 + 1 \\
0, & \text{else},
\end{cases}
\]

and

\[
D_{ij}^3 = \begin{cases} 
-1, & j = b - 1 \\
+3, & j = b \\
-3, & j = n_1 + 1, i = n_1 + 1, \\
+1, & j = n_1 + 2 \\
0, & \text{else},
\end{cases}
\]

and

\[
D_{ij}^3 = \begin{cases} 
b - 1, & j = b \\
+3, & j = n_1 + 1 \\
-3, & j = n_1 + 2, i = n_1 + 2. \\
+1, & j = n_1 + 3 \\
0, & \text{else},
\end{cases}
\]

We choose

\[
A = \begin{pmatrix}
1 & 0 & 0 & 0 & \ldots & 0 \\
-1 & 1 & 0 & 0 & \ldots & 0 \\
1 & -2 & 1 & 0 & \ldots & 0 \\
\end{pmatrix} \in \mathbb{R}^{3 \times n}
\]

and we write \( B = \begin{pmatrix} A \\ D_3 \end{pmatrix} \).

The matrix \( V = B^{-1} \) is given by \( V_1 = 1_n', V_{i2} = i - 11_{i \leq n_1} + (i - 1 - n_1 + b)1_{i > n_1}, i \in [n] \) and

\[
V_{ij} = \begin{cases}
1_{\{j \leq i \leq n_1\}} & \frac{(i - j + 1)(i - j + 2)}{2} \\
+ 1_{\{i \geq j > n_1\}} & \frac{(i - j + 1)(i - j + 2)}{2} \\
+ 1_{\{i > n_1, j \leq b\}} & \frac{(i - j - n_1 + b + 1)(i - j - n_1 + b + 2)}{2}, i \in [n], j \in [n] \setminus \{1, 2\}.
\end{cases}
\]

We make an example with \( n = 8, b = 4 \) and \( n_1 = 6 \).

- Analysis

The 3rd order discrete graph derivative operator for \( \hat{G} \) is

\[
D_{ij}^3 = \begin{pmatrix}
-1 & 3 & -3 & 1 \\
-1 & 3 & -3 & 1 \\
-1 & 3 & -3 & 1 \\
-1 & 3 & -3 & 1 \\
\end{pmatrix} \in \mathbb{R}^{5 \times 8}.
\]
• Synthesis
We have that
\[ V = \begin{pmatrix}
1 & 1 & 1 & 1 & 1 & 1 & 1 \\
1 & 1 & 2 & 1 & 3 & 3 & 1 \\
1 & 1 & 4 & 6 & 3 & 1 & 4 \\
1 & 1 & 5 & 10 & 6 & 3 & 1 \\
1 & 1 & 4 & 6 & 3 & 1 & 4 \\
1 & 1 & 5 & 10 & 6 & 3 & 1
\end{pmatrix}. \]

D.3. Cycle graph

In this subsection let \( \tilde{G} = (\{1, \ldots, n\}, \{(1, 2), \ldots, (n-1, n), (n, 1)\}) \) be the path graph with \( n \) vertices. Notice that \( \tilde{L}(\tilde{G}) = \tilde{G} \).

We start the considerations about the cycle graph with the following lemma.

**Lemma D.1.** Let \( D \in \mathbb{R}^{n \times n} \), s.t. \( \mathcal{N}(D) = \mathcal{N}(D') \). Then \( \forall k \in \mathbb{N} \) we have that \( \mathcal{N}(D^k) = \mathcal{N}(D) \) and thus \( \text{rank}(D^k) = \text{rank}(D) \).

**Proof of Lemma D.1.** We prove Lemma D.1 by induction.

**Anchor:**

It is known that \( \mathcal{N}(D') \) is the orthogonal complement of the image of \( D \). We thus have that
\[
\mathcal{N}(D^2) = \mathcal{N}(D) \cup (\mathcal{N}(D) \cap \text{Im}(D)) \\
= \mathcal{N}(D) \cup (\mathcal{N}(D') \cap \text{Im}(D)) \\
= \mathcal{N}(D) \cup \{0\} \\
= \mathcal{N}(D).
\]

**Step:**

Assume that \( \mathcal{N}(D^k) = \mathcal{N}(D) \). Then
\[
\mathcal{N}(D^{k+1}) = \mathcal{N}(D^k) \cup (\mathcal{N}(D) \cap \text{Im}(D)) \\
= \mathcal{N}(D') \cup \{0\} \\
= \mathcal{N}(D).
\]

\(\square\)

Let us now define the matrix \( T \in \mathbb{R}^{n \times n} \) as
\[
T = ( (I_n)_n, (I_n)_{-n} ).
\]
We note that $T$ is invertible, $T' = T^{-1}$ and that $(T^k)' = T^{-k}, \forall k \in \mathbb{N}$.

Note that, for an invertible matrix $B \in \mathbb{R}^{n \times n}$ we have that

$$(MT^k)^{-1} = (T^k)^{-1}M^{-1} = T^{-k}M^{-1}.$$ 

Thus note that if $B = \begin{pmatrix} A \\ D \end{pmatrix}$, with $A \in \mathbb{R}^{(n-r) \times n}$, $AT^k = A \forall k \in \mathbb{N}$, then

$$(BT^k)^{-1} = \begin{pmatrix} (B^{-1})_{1:(n-r)} \\ T^{-k}(B^{-1})_{(n-r+1):n} \end{pmatrix}.$$ 

Since for $D$ being the incidence matrix of the cycle graph with $n$ vertices we have that $\mathcal{N}(D) = \mathcal{N}(D') = \text{span}(1_n)$ and all $D_T$ are obtained by rotation of the incidence matrix of the path graph with $n$ vertices rooted at vertex 1, we have that it is enough to calculate the inverse of a $B_i$ and then rotate its last $(n-1)$ columns by left multiplication with $T^k, k \in [n-1]$.

Thus we know that it is enough to invert the matrix $B_i \begin{pmatrix} A \\ D \end{pmatrix}$ for one $i$ to find its inverse $(B_i)^{-1} = \begin{pmatrix} J & \tilde{X}^i \end{pmatrix}$. Then

$$\tilde{X} = \{T^k \tilde{X}^i\}_{k \in [n]}.$$ 

Let us define $T_i = [n] \setminus \{i\}$. In the following we are going to select an $\{i\}$ and to call $B$ the matrix $\begin{pmatrix} A \\ D_T^k \end{pmatrix}$, just omitting the subscript $i$. Moreover we are going to write $V := B^{-1}$. Note that, due to Lemma D.1, $A$ will always be selected to be $1_n'$, i.e. a row vector in the linear span of $1_n'$. In all the cases we are going to have that $v_1 = 1_n/n$.

D.3.1. $k=1$

We select $T_i = n$. Note that the $j^{th}$ columns of $V$, also denoted $V_j =: v_j, j \in \{2, \ldots, n\}$ is a vector in $\mathcal{N}(B_{-j})$. To calculate it we can proceed as follows.

Delete the $j^{th}$ row of $B$. We first find a vector $u_j$ in $\mathcal{N}(B_{-\{1,j\}})$. We see that

$$u_j = \begin{pmatrix} 0, \ldots, 0, 1, \ldots, 1 \end{pmatrix}_{j-1}^{n-j+1}$$

is in $\mathcal{N}(B_{-\{1,j\}})$. Moreover we see that $B_j v_j = 1$, so we do not have to normalize. It remains to subtract from $u_j$ its mean $\bar{u}_j$, to find $v_j = u_j - \bar{u}_j$ in $\mathcal{N}(B_{-j})$. We
note that \( \bar{u}_j = \frac{n+1+j}{n}, j \in \{2, \ldots, n\} \) and thus

\[
v_j = \left( \frac{-n-j+1}{n}, \ldots, \frac{-1}{n}, 1, \frac{1}{n}, \ldots, \frac{n-j+1}{n} \right)'
\]

\[
= \left( \frac{-1+j}{n}, \ldots, \frac{-1+1}{n}, \frac{1}{n}, \ldots, \frac{n-j+1}{n} \right)'
\]

We now want to see how many such vertices it is possible to find.

Note that

\[
\{ T^k v_2 \}_{k=0,1,\ldots,n-1} = \{ T^k v_n \}_{k=0,1,\ldots,n-1}
\]

and that

\[
\{ T^k v_j \}_{k=0,1,\ldots,n-1} = \{ T^k v_{n-j+2} \}_{k=0,1,\ldots,n-1}, j \in \mathbb{N}, j \leq (n + 1)/2.
\]

If \( n \) is even, then we have that for \( j = \frac{n+2}{2} \)

\[
\{ T^k v_{(n+2)/2} \}_{k=0,1,\ldots,n/2-1} = \{ T^k v_{(n+2)/2} \}_{k=n/2,\ldots,n-1}.
\]

Thus, if \( n \) is even we have \( p = (\frac{n}{2}-1)n + \frac{n}{2} = \frac{n(n-1)}{2} = (\binom{n}{2}) \) synthesis dictionary atoms, whose coefficients are penalized, and \( n-r = 1 \) dictionary atom, whose coefficient is not penalized.

If \( n \) is odd we have that

\[
\{ T^k v_j \}_{k=0,1,\ldots,n-1} = \{ T^k v_{n-j+2} \}_{k=0,1,\ldots,n-1}, j \in \mathbb{N}, j \leq (n + 1)/2.
\]

Thus we have \( p = \frac{n-1}{2} n = \binom{n}{2} \) dictionary atoms, whose coefficients are penalized and \( n-r = 1 \) dictionary atom, whose coefficient is not penalized.

It follows that, in general, \( p = \frac{n(n-1)}{2} \) and \( n-r = 1 \).

We now make an example with \( n = 8 \).

• Analysis

The 1st order discrete graph derivative operator for \( \tilde{G} \) is

\[
D^1_{\tilde{G}} = \begin{pmatrix}
  -1 & 1 & -1 & 1 & -1 & 1 & -1 & 1 \\
  1 & -1 & 1 & -1 & 1 & -1 & 1 & -1 \\
  -1 & 1 & -1 & 1 & -1 & 1 & -1 & 1 \\
  1 & -1 & 1 & -1 & 1 & -1 & 1 & -1 \\
  
\end{pmatrix} \in \mathbb{R}^{8 \times 8}.
\]

• Synthesis

The following Figure D.3.1 represents the plot of the last \((n-1)\) columns of the matrix \( V \) obtained as explained above.
D.3.2. k=2

We select \( T_i = T_n \). We want to calculate \( V = B^{-1} \). We see that \( v_1 = \frac{t'}{n} \).

To calculate \( v_j, j \in \{2, \ldots, n\} \) we can proceed as follows.

We delete the \( j^{th} \) row of \( B \). We have to find \( v_j \) in \( N(B_{-j}) \), s.t. \( B_j v_j = 1 \).

We first look for a vector \( u_j \) in \( N(B_{-(1,j)}) \). We see that

\[
u_j = (n-j+2, \{n-j+2-(i-1)\frac{n-j+1}{j-1}\}_{i=2}^{j-1}, 1, 2, \ldots, n-j+1)'
\]
is such a vector. Note that it contains two segments with constant slope. We now want to normalize \( u_j \), s.t. \( B_j u_j^* = 1 \). We have that

\[
B_j u_j = n - j + 2 - (j-2)\frac{n-j+1}{j-1} = \frac{n}{j-1}.
\]

Thus \( B_j u_j^* = 1 \), where

\[
u_j^* = \frac{j-1}{n} u_j.
\]
We now have to subtract from \( u^*_j \) its mean \( \bar{u}^*_j \), s.t. \( u^*_j - \bar{u}^*_j \in \mathcal{N}(B_1) \) as well. Since \( \bar{u}^*_j = \frac{1}{n} \sum_{i=1}^{n} u^*_{ij} \), we calculate \( \bar{u}^*_j = \frac{1}{n} \sum_{i=1}^{n} (u^*_{ij} - \bar{u}^*_{ij}) \), where \( \bar{u}^*_j = \frac{1}{n} \sum_{i=1}^{n} u^*_{ij} \).

We see that
\[
\sum_{i=1}^{n} (u^*_{ij}) = \sum_{i=1}^{n-j+2} i \sum_{i=2}^{n-j+1} \left[ (n-j+2) - (i-1) \frac{n-j+1}{j-1} \right].
\]

and that
\[
\sum_{i=1}^{n-j+2} i = \frac{(n-j+3)(n-j+2)}{2},
\]

Then,
\[
\sum_{i=1}^{n} \frac{n(n-j+3)}{2}.
\]

It follows that
\[
\bar{u}^*_j = \frac{n-j+3}{2}.
\]

Thus we have that
\[
v_j = u^*_j - \bar{u}^*_j = \frac{j-1}{n} \left( u^*_{ij} - \frac{n-j+3}{2} \right),
\]
is the vector we are looking for.

Note that for \( n \) even we have that
\[
\{ T^k v_j \}_{j=2,\ldots,n/2} = -\left\{ T^k v_j \right\}_{j=n/2+2,\ldots,n},
\]

and that
\[
\{ T^k v_{n/2+1} \}_{k=0,1,\ldots,n/2-1} = -\left\{ T^k v_{n/2+1} \right\}_{j=n/2,\ldots,n}.
\]

Thus the part of the pruned dictionary whose coefficients are penalized contains \( \binom{n}{2} \) atoms.

If \( n \) is odd we have that
\[
\{ T^k v_j \}_{j=2,\ldots,(n+1)/2} = -\left\{ T^k v_j \right\}_{j=(n+1)/2+1,\ldots,n},
\]

Thus the part of the pruned dictionary whose coefficients are penalized contains \( \binom{n}{2} \) atoms.
- Analysis
  The 2nd order discrete graph derivative operator for $\tilde{G}$ is

$$D_G^2 = \begin{pmatrix}
1 & -2 & 1 & 1 & -2 & 1 & 1 & -2 & 1 \\
1 & -2 & 1 & 1 & -2 & 1 & 1 & -2 & 1 \\
1 & -2 & 1 & 1 & -2 & 1 & 1 & -2 & 1 \\
1 & -2 & 1 & 1 & -2 & 1 & 1 & -2 & 1 \\
\end{pmatrix} \in \mathbb{R}^{8 \times 8}.
$$

- Synthesis
  The following Figure D.3.2 represents the plot of the last $(n-1)$ columns of the matrix $V$ obtained as explained above.

![Plot of the dictionary atoms whose coefficient are penalized, obtained by the inversion of $B$ for the case when $k = 2$. These dictionary atoms correspond to the last $n - 1$ columns of $V = B^{-1}$.](image_url)
D.3.3. $k=3$

We now consider the set $T_{n-1}$. We consider the map $j^0 \mapsto j, \{2, \ldots, n\} \mapsto \{1, \ldots, n-1\}$ defined as

$$j(j^0) = \begin{cases} j^0, & j^0 \in \{2, \ldots, n-1\} \\ 1, & j^0 = n, \end{cases}$$

and let $j^0(j)$ denote the inverse map. From now on we write for brevity $j$ when we mean $j(j^0)$. We see that the vectors in $\mathcal{N}(B_{\{1, j^0\}})$ consist of a convex and a concave segment. The concave segment starts at vertex 1 and ends at vertex $j(j^0)$, while the convex segment starts at $j(j^0)$ and ends at 1. We thus write

$$u_j = \left(\{(i-1)(j-i)\}_{i=1}^{j}, -a\{(i-1)(n+1-i)\}_{i=j+1}^{n}\right),$$

where $a \in \mathbb{R}$ is a parameter needed to harmonize the two pieces.

We now want to find $a$. Since the convex and concave segment are symmetric, it is enough to check the condition only at one side. We have to have that $D_n u_j = 0 \forall j \neq 1$. We have that

$$D_n u_j = (u_j)_3 - 3(u_j)_2 + 3(u_j)_1 - (u_j)_n.$$

Note that $(u_j)_1 = 0, \forall j$ and $(u_j)_n = -a(n-j), \forall j$, and thus the above expression becomes

$$D_n u_j = (u_j)_3 - 3(u_j)_2 + a(n-j).$$

We distinguish three cases:

- $j = 1$;
- $j = 2$;
- $j \geq 3$.

| $i$ | $j = 1$ | $j = 2$ | $j \geq 3$ |
|-----|---------|---------|-----------|
| 1   | $-2a(n-2)$ | $-a(n-2)$ | $2(j-3)$ |
| 2   | $-a(n-1)$ | 0       | $(j-2)$   |

Values of $(u_j)_2$ and $(u_j)_3$ for the three cases $j = 1$, $j = 2$ and $j \geq 3$.

In Table D.3.3 the values of $(u_j)_2$ and $(u_j)_3$ for the three cases are exposed. For these three cases we thus get the following.

- Case $j = 1$.

$$D_n u_1 = -2a(n-2) + 3a(n-1) + a(n-1) = 2an.$$ 

- Case $j = 2$.

$$D_n v_2 = 0.$$
• Case \( j \geq 3 \).

\[
D_nv_j = 2(j - 3) - 3(j - 2) + a(n - j) = -j + a(n - j).
\]

Thus from the condition \( D_nv_j = 0 \) we get that

\[
a = \frac{j}{n - j}.
\]

Now we have to find a normalized version \( u_j^* \) of \( u_j \), s.t. \( B_j^0 u_j^* = 1 \). We can see that we need to scale with a factor \( \frac{n-j}{2n} \).

We thus have that

\[
u_j^* = \frac{n-j}{2n} \left( \{(i-1)(j-i)\}_{i=1}^j, \frac{j}{n-j} \{(i-j)(n+1-i)\}_{i=j}^{n+1} \right)
\]

is in \( \mathcal{N}(B_{-j^0(j)}) \) and \( B_j^0 u_j = 1 \). It now remains to center the vector \( u_j^* \), s.t. it is in \( \mathcal{N}(B_1) \) as well.

We are going to need the formula

\[
\sum_{i=1}^k i^2 = \frac{(k)(k+1)(2k+1)}{6}.
\]

We thus calculate

\[
\sum_{i=1}^n (u_j)_i = \sum_{i=1}^j (i-1)(j-i) - \frac{j}{n-j} \left( \{(i-j)(n+1-i)\}_{i=j}^{n+1} \right).
\]

We have that

\[
I = \sum_{i=1}^j (i-1)(j-i)
\]

\[
= \sum_{i=1}^j [ij - i^2 - j^2 + i]
\]

\[
= -j^2 + (j+1) \sum_{i=1}^j i - \sum_{i=1}^j i^2
\]

\[
= -j^2 + \frac{(j+1)^2j}{2} - \frac{(2j+1)j(j+1)}{6}
\]

\[
= \frac{(j-2)(j-1)}{6}j.
\]
Moreover, 
\[
\begin{align*}
\II &= \sum_{i=1}^{j} (i - j)(n + 1 - j) \\
&= \sum_{i=1}^{n-j} i(n + 1 - j - i) \\
&= (n + 1 - j) \sum_{i=1}^{n-j} i - \sum_{i=1}^{n-j} i^2 \\
&= \frac{(n + 1 - j)^2(n - j)}{2} - \frac{(n - j)(n - j + 1)(2n - 2j + 1)}{6} \\
&= \frac{(n + 1 - j)(n - j)(n - j + 2)}{6}.
\end{align*}
\]

It follows that 
\[
\sum_{i=1}^{n} (a_j)_i = -\frac{j}{6}n(n - 2j + 3).
\]

Therefore the vectors we are looking for are 
\[
v_j = \left(\frac{n - j}{2n}\{i - 1)(j - i))\right)_{i=1}^{n-j} - \frac{j}{2n}\{i - j)(n + 1 - i))\right)_{i=n-j+1} + \frac{j(n - j)(n - 2j + 3)}{12n}, \quad j \in [n-1],
\]

and 
\[
(B^{-1})^0 = v_j(j^0), \quad j^0 \in \{2, \ldots, n\}.
\]

We now want to find out how large \( p \) is.

By making the changes of variables \( j' = n - j \) and \( i' = n - i + 1 \) we obtain that 
\[
\begin{align*}
&\cdot \frac{n - j}{2n}\{i - 1)(j - i))\right)_{i=1}^{n-j} = \frac{j'}{2n}\{(n - i')(i' - j' - 1)\right)_{i'=n}^{j'+1}, \\
&\cdot -\frac{j}{2n}\{(n - i + 1)(i - j))\right)_{i=n-j+1} = -\frac{n - j'}{2n}\{(i' - j' - 1)\right)_{i'=j'}^{1}, \\
&\cdot \frac{(n - j)(n - 2j + 3)}{12n} = \frac{j'(n - j')(-n + 2j' + 3)}{12n}.
\end{align*}
\]

Note that \( (n - i')(i' - j' - 1) = (i' - j')(n + 1 - j') - (n - j') \) and that \( i'(j' - i' + 1) = (i' - 1)(j' - i') + j'. \) We thus have that 
\[
\begin{align*}
&\cdot \frac{n - j}{2n}\{(i - 1)(j - i))\right)_{i=1}^{j} = \frac{j'}{2n}\{(n - i' + 1)(i' - j')\right)_{i'=n}^{j'+1} - j'(n - j'), \\
&\cdot -\frac{j}{2n}\{(n - i + 1)(i - j))\right)_{i=n-j+1} = -\frac{n - j'}{2n}\{(i' - 1)(j' - i')\right)_{i'=j'}^{1} - \frac{j'(n - j')}{2n}.
\end{align*}
\]

Note that 
\[
\frac{j'(n - j')(-n + 2j' + 3)}{12n} - \frac{j'(n - j')}{2n} = -\frac{j'(n - j')(n - 2j' + 3)}{12n}.
\]

We thus see that 
\[
v_{j'} = v_{n-j} = \left(\frac{j'}{2n}\{(n - i' + 1)(i' - j')\right)_{i'=n}^{j'+1}, -\frac{j'}{2n}\{(i' - 1)(j' - i')\right)_{i'=j'}^{1} \right) - \frac{j'(n - j')(n - 2j' + 3)}{12n}.
\]
By selecting $i^* = n - i' + j' + 1, i' \in \{n, \ldots, j' + 1\}$ and $i^* = j' - i' + 1, i' \in \{j', \ldots, 1\}$ (i.e. by exploiting the symmetry of the convex and the concave segments of $v_{j'}$), we have that

$$v_{j'} = v_{n-j} = \left( -\frac{j'}{2n}(n - i^* + 1)(i^* - j')\right)_{i^*=j+1} + \frac{n-j'}{2n}(i^* - 1)(j' - i^*)\right)_{i^*=1}$$

and thus we can apply the same considerations as we did for $k = 2$. It follows that $p = \frac{n(n-1)}{2}$ and $n - r = 1$ here as well.

- **Analysis**
  The 3rd order discrete graph derivative operator for $\vec{G}$ is

$$D^3_{\vec{G}} = \begin{pmatrix} -1 & 3 & -3 & 1 \\ -1 & 3 & -3 & 1 \\ -1 & 3 & -3 & 1 \\ -1 & 3 & -3 & 1 \\ 1 & -1 & 3 & -3 \\ -3 & 1 & -1 & 3 \\ 3 & -3 & 1 & -1 \end{pmatrix} \in \mathbb{R}^{8 \times 8}.$$ 

- **Synthesis**
  The following Figure D.3.3 represents the plot of the last $(n-1)$ columns of the matrix $V$ obtained as explained above.
Fig 3. Plot of the dictionary atoms whose coefficient are penalized, obtained by the inversion of $B$ for the case when $k = 3$. These dictionary atoms correspond to the last $n - 1$ columns of $V = B^{-1}$.
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