SEPARATING MEASURABLE RECURRENCE FROM STRONG RECURRENCE VIA RIGIDITY SEQUENCES
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Abstract. If $G$ is an abelian group, we say $S \subset G$ is a set of recurrence if for every probability measure preserving $G$-system $(X, \mu, T)$ and every $D \subset X$ having $\mu(D) > 0$, there is a $g \in S$ such that $\mu(D \cap T^gD) > 0$. We say $S$ is a set of strong recurrence if for every set $D$ having $\mu(D) > 0$ there is a $c > 0$ such that $\mu(D \cap T^gD) > c$ for infinitely many $g \in S$. We call $S$ measure expanding if for all $g \in G$, the translate $S + g$ is a set of recurrence. A rigidity sequence for $(X, \mu, T)$ is a sequence of elements $s_n \in G$ satisfying $\lim_{n \to \infty} \mu(D \triangle T^{s_n}D) = 0$ for all measurable $D \subset X$.

For all but countably many countable abelian groups $G$, we prove that if $S$ is measure expanding, there is a sequence of elements $s_n \in S$ such that $\{s_n : n \in \mathbb{N}\}$ is also measure expanding and every translate of $(s_n)$ is a rigidity sequence for some free weak mixing measure preserving $G$-system. The special case where $S = G$ proves Conjecture 1.6 of [1], due to Ackelsberg.

As a consequence, we prove that for every countably infinite abelian group $G$ and every measure expanding set $S \subset G$ there is a subset $S' \subset S$ such that $S'$ is measure expanding and no translate of $S'$ is a set of strong recurrence.
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1. Introduction

1.1. Sets of recurrence, uniform distribution, and rigidity sequences. If $G$ is a countable abelian group, a probability measure preserving $G$-system (or simply, “$G$-system”) is a triple $(X, \mu, T)$ where $(X, \mu)$ is a probability measure space and $T$ is an action of $G$ on $X$ by measure preserving transformations, meaning $\mu(T^gD) = \mu(D)$ for every measurable $D \subset X$ and all $g \in G$.

Definition 1.1. Let $G$ be a countable abelian group and $S \subset G$. We say that $S$ is

- a set of recurrence if for every $G$-system $(X, \mu, T)$ and every $D \subset X$ having $\mu(D) > 0$, there exists $g \in S$ such that $\mu(D \cap T^gD) > 0$.
- measure expanding if every translate of $S$ is a set of recurrence, meaning that for all $h \in G$, the set $S + h$ is a set of recurrence.
- a set of strong recurrence if for every $G$-system $(X, \mu, T)$ and every $D \subset X$ having $\mu(D) > 0$, there exists $c > 0$ and infinitely many $g \in S$ such that $\mu(D \cap T^gD) > c$.
- a set of optimal recurrence if for every $G$-system $(X, \mu, T)$ and every $D \subset X$ having $\mu(D) > 0$ and all $\varepsilon > 0$, there is a $g \in S$ such that $\mu(D \cap T^gD) > \mu(D)^2 - \varepsilon$.
- a set of rigidity if $S$ is infinite and there is a nontrivial $G$-system $(X, \mu, T)$ such that for all $D \subset X$ and all $\varepsilon > 0$, $\{g \in S : \mu(D \Delta T^gD) > \varepsilon\}$ is finite.

We say $(s_n)_{n \in \mathbb{N}}$ with $s_n \in G$ is a rigidity sequence for $(X, \mu, T)$ if $\lim_{n \to \infty} \mu(D \Delta T^{s_n}D) = 0$ for every measurable $D \subset X$. Note that $S$ is a set of rigidity if and only if every enumeration of $S$ as $(s_n)_{n \in \mathbb{N}}$ is a rigidity sequence.

The set $S_2 := \{1, 4, 9, \ldots\}$ of perfect squares is a set of recurrence, as shown independently by Furstenberg [15] and Sárközy [26]. The set of perfect squares is a set of strong recurrence, and this fact can be deduced from the proofs in [15] and [26]. However, it is not measure expanding; for every $n \in \mathbb{N}$, $S_2 + n$ is not a set of recurrence (cf. [16]).

We are motivated to study measure expanding sets partly due to their combinatorial properties, seen in [5] and implicitly in [17] and [4].

One condition that implies $S$ is measure expanding is the property of having a sequence of elements $s_n \in S$ which is Hartman uniformly distributed (Hartman-u.d.),

\[\text{The terminology is inspired by the fact that $S$ being measure expanding is equivalent to the condition that for every ergodic $G$-system $(X, \mu, T)$ and all $D \subset X$ with $\mu(D) > 0$, we have $\mu(\bigcup_{s \in S} T^sD) = 1$. However, we do not need this fact for our constructions.}\]
meaning \( \lim_{N \to \infty} \frac{1}{N} \sum_{n=1}^{N} \chi(s_n) = 0 \) for every non-constant character \( \chi \) of \( G \). For example \( \left( \lfloor n^{5/2} \rfloor \right)_{n \in \mathbb{N}} \) is Hartman-u.d., as is every sequence \( \left( \lfloor n^c \rfloor \right)_{n \in \mathbb{N}} \) where \( c > 0, c \notin \mathbb{N} \).

There is a plethora of examples in the literature ([23],[27],[22],[6]) hence a plethora of measure expanding sets. Until [18], there were no known examples of measure expanding sets other than those provided by Hartman uniform distribution. A sequence \( (s_n)_{n \in \mathbb{N}} \) being Hartman-u.d. is preserved under translations, and implies \( \{ s_n : n \in \mathbb{N} \} \) is a set of strong recurrence (in fact, a set of optimal recurrence, cf. [22, Theorem 1], [8], [27]), so the previously known examples of measure expanding sets have recurrence properties much stronger than the definition indicates. The main result of [18] found measure expanding sets \( S \subset \mathbb{Z} \) with the property that every translate of \( S \) is a set of rigidity for some weak mixing \( \mathbb{Z} \)-system, and [1] generalized this construction from \( \mathbb{Z} \) to arbitrary countable abelian groups. Consequently these measure expanding sets \( S \) are not sets of strong recurrence (Lemma 9.3), in particular they cannot contain Hartman-u.d. sequences. Theorems 1.3 and Corollary 1.4 below extend the results of [18] and [1], by showing that the examples of small measure expanding sets are ubiquitous: if \( S \subset G \) is measure expanding, then there is a subset \( S' \subset S \) which is also measure expanding, and \( S' \) is small in the sense described above. This exhibits some nontrivial structure common to all measure expanding sets.

1.2. Results. The exponent of an abelian group \( G \) (in additive notation) is the least \( n \in \mathbb{N} \) such that \( ng = 0 \) for every \( g \in G \), if such \( n \) exists. Otherwise, we say that \( G \) has infinite exponent. Every group of finite exponent is a direct sum of cyclic groups - see Theorem 5.3 in Chapter 3 of [14] or Theorem 6 in Chapter 8 of [19] for a proof.

The statements of our results are somewhat complicated for an arbitrary countable abelian group, so we exclude a small class of groups from the initial discussion. Theorem 1.6 covers the excluded groups.

Given a sequence of groups \( (G_n)_{n \in \mathbb{N}} \), their direct sum is denoted \( \bigoplus_{n=1}^{\infty} G_n \).

**Definition 1.2.** Given \( q \in \mathbb{N}, q \geq 2 \), let \( \Sigma_q := \bigoplus_{n=1}^{\infty} \mathbb{Z}/q\mathbb{Z} \), meaning \( \Sigma_q \) is the direct sum of countably many copies of \( \mathbb{Z}/q\mathbb{Z} \).

We say a countably infinite abelian group is reasonably homogeneous if \( G \) either has infinite exponent or \( G = \Sigma_{q_1} \oplus \Sigma_{q_2} \oplus \cdots \oplus \Sigma_{q_r} \) for some \( r, q_i \in \mathbb{N} \).

A \( G \)-system \( (X, \mu, T) \) is ergodic if every \( D \subset X \) satisfying \( \mu(D \triangle T^g D) = 0 \) for every \( g \in G \) has \( \mu(D) = 0 \) or \( \mu(D) = 1 \). We say \( (X, \mu, T) \) is weak mixing if the product system \( (X \times X, \mu \times \mu, T \times T) \) is ergodic.
We say that $S$ is a set of strong recurrence for weak mixing systems if for every weak mixing $G$-system $(X, \mu, T)$ and all $D \subset X$ having $\mu(D) > 0$, there is a $c > 0$ such that $\mu(D \cap T^gD) > c$ for infinitely many $g \in S$.

A $G$-system $(X, \mu, T)$ is free if for every $h \neq 0 \in G$, $\mu(\{x \in X : T^hx = x\}) = 0$.

Our main results are the following theorem and corollary. Theorem 1.3 proves Conjecture 1.6 of [1]. The special case of that conjecture where $G$ has finite exponent was resolved by [7].

**Theorem 1.3.** Let $G$ be a reasonably homogeneous countable abelian group. Then for every measure expanding set $S \subseteq G$, there is a measure expanding set $S' \subset S$ such that for all $g \in G$, $S' + g$ is a set of rigidity for some free weak mixing $G$-system.

Theorem 1.3 is proved in §1.4, after introducing several building blocks.

The following corollary requires no restriction on $G$.

**Corollary 1.4.** Let $G$ be a countably infinite abelian group. If $S \subset G$ is measure expanding, then there is a measure expanding set $S' \subset S$ such that no translate of $S'$ is a set of strong recurrence for weak mixing systems. In particular, no translate of $S'$ is a set of strong recurrence.

The special cases of Theorem 1.3 and Corollary 1.4 where $S = G = \mathbb{Z}$ are Theorem 2.1 and Corollary 2.3 of [18].

Corollary 1.4 is proved in §9.2.

**Remark 1.5.** The classification of abelian groups with finite exponent shows that, up to isomorphism, the class of reasonably homogenous groups excludes only countably many countable abelian groups, the exceptional groups having the form $F \oplus \Sigma_{q_1} \oplus \cdots \oplus \Sigma_{q_r}$, where $F$ is a finite abelian group. When $F$ is nontrivial, the statement of Theorem 1.3 no longer holds. For example, in the group $G = (\mathbb{Z}/3\mathbb{Z}) \oplus \Sigma_2$, if a rigidity sequence $(g_n)_{n \in \mathbb{N}}$ is written as $(g_{n,1}, g_{n,2})$ with $g_{n,1} \in \mathbb{Z}/3\mathbb{Z}$, then $g_{n,1} = 0$ for all but finitely many $n$ - see Section 7.1 of [1] for a proof and further discussion. Thus, if $(g_n)_{n \in \mathbb{N}}$ is a rigidity sequence for a free weak mixing $G$-system, then $(g_n + (1,0))_{n \in \mathbb{N}}$ cannot be a rigidity sequence for a free weak mixing $G$-system. Consequently, there is no subset $S \subset G$ having the property that every translate of $S$ is a set of rigidity for some weak mixing $G$-system.

The phenomenon described above is the only obstruction to every translate of a given sequence being a rigidity sequence, so we recover much of Theorem 1.3 in Theorem 1.6, which covers the previously excluded groups.
Theorem 1.6. Let $F$ be a finite abelian group and $r, q_i \in \mathbb{N}$. Let $G = F \oplus (\Sigma_{q_1} \oplus \cdots \oplus \Sigma_{q_r})$, so that $H := \{0\} \oplus \Sigma_{q_1} \oplus \cdots \oplus \Sigma_{q_r}$ is a finite index subgroup of $G$.

If $S \subset G$ is such that for all $h \in H$, $S + h$ is a set of recurrence, then there is a sequence $(s_n)$ of elements of $S$ such that for all $h \in H$, $(s_n + h)$ is a rigidity sequence for some free weak mixing $G$ system, and $\{s_n + h : n \in \mathbb{N}\}$ is a set of recurrence.

We do not provide an exact characterization of those groups satisfying the conclusion of Theorem 1.3, as our main interest is in Corollary 1.4.

The main argument in the proof of Theorem 1.3 combines the ideas behind the construction of Kronecker sets and $K_q$-sets (see [24], Theorem 5.2.2) with the proof of Proposition 5.2 of [18]. While the present article is self contained, the reader may find our arguments more natural after reading the preceding references and/or [1]. The main technical fact underlying our proofs is the seemingly innocuous Lemma 4.2.

1.3. Rigidity and Fourier transforms of measures. Let $G$ be a countable abelian group and $\widehat{G}$ its Pontryagin dual. The Fourier transform $\hat{\sigma}$ of a measure $\sigma$ on $\widehat{G}$ is the function $\hat{\sigma} : G \rightarrow \mathbb{C}$ given by $\hat{\sigma}(g) := \int \chi(g) d\sigma(\chi)$. Rigidity sequences for weak mixing systems can be characterized entirely in terms of Fourier transforms of measures.

Lemma 1.7. Let $(s_n)_{n \in \mathbb{N}}$ be a sequence of elements of $G$. By [1, Lemma 2.7 (2)], the following are equivalent.

(i) There is a weak mixing $G$-system $(X, \mu, T)$ for which $(s_n)_{n \in \mathbb{N}}$ is a rigidity sequence.

(ii) There is a continuous Borel probability measure $\sigma$ on $\widehat{G}$ with $\lim_{n \rightarrow \infty} \hat{\sigma}(s_n) = 1$.

Because we want each $T^g$ with $g \neq 0$ to act nontrivially, we need some more detail relating the support of $\sigma$ to the corresponding $G$-system:

Lemma 1.8. By [1, Lemma 3.3] the following conditions are equivalent:

(i) There is a free weak mixing $G$-system for which $(s_n)_{n \in \mathbb{N}}$ is a rigidity sequence.

(ii) There is a continuous Borel probability measure $\sigma$ on $\widehat{G}$ such that $\lim_{n \rightarrow \infty} \hat{\sigma}(s_n) = 1$ and the subgroup generated by the support of $\sigma$ is dense in $\widehat{G}$.

By Lemma 1.8, one may construct a free weak mixing $G$-system $(X, \mu, T)$ with a rigidity sequence $(s_n)_{n \in \mathbb{N}}$ by finding a continuous probability measure $\sigma$ on $\widehat{G}$ such that $\lim_{n \rightarrow \infty} \hat{\sigma}(s_n) = 1$ and the support of $\sigma$ generates a dense subgroup of $\widehat{G}$.

Proposition 1.9. Let $G$ be reasonably homogeneous countable abelian group. If $S \subset G$ is measure expanding, there is a subset $S' \subset S$ and a continuous probability measure $\sigma$ on $\widehat{G}$ such that
Proposition 1.9 is proved in §3.

1.4. Compactness properties of recurrence, proof of Theorem 1.3.

**Definition 1.10.** A set $S \subset G$ is a set of $\delta$-recurrence if for every $G$-system $(X,\mu,T)$ and every $D \subset X$ such that $\mu(D) > \delta$, there exists $g \in S$ such that $\mu(D \cap T^g D) > 0$.

Note that $S$ is a set of recurrence if and only if $S$ is a set of $\delta$-recurrence for all $\delta > 0$.

**Lemma 1.11** (cf. [13, Lemma 6.4]). Let $\delta \geq 0$. If $S \subset G$ is a set of $\delta$-recurrence then for all $\delta' > \delta$, there is a finite set $S' \subset S$ such that $S'$ is a set of $\delta'$-recurrence. This is an immediate consequence of Lemma 5.5. It can also be proved by following the proof of Lemma 6.4 of [13].

**Lemma 1.12.** Let $(S_n)_{n \in \mathbb{N}}$ be a sequence of measure expanding subsets of $G$. Then there is a sequence of finite sets $S'_n \subset S_n$ such that $S' := \bigcup_{n=1}^{\infty} S'_n$ is measure expanding.

*Proof.* Let $(S_n)_{n \in \mathbb{N}}$ be as in the hypothesis, and enumerate $G$ as $(g_n)_{n \in \mathbb{N}}$. For each $n, j \in \mathbb{N}$ the set $S_n + g_j$ is a set of recurrence, so apply Lemma 1.11 to choose a finite set $S'_n \subset S_n$ so that $S'_n + g_j$ is a set of $\frac{\delta}{n}$-recurrence for each $j \leq n$. Then for each $j \in \mathbb{N}$ and all $\delta > 0$, the set $S' + g_j := \bigcup_{n=1}^{\infty} S'_n + g_j$ is a set of $\delta$-recurrence. Thus every translate of $S'$ is a set of recurrence. \hfill \Box

*Proof of Theorem 1.3.* Let $G$ be a reasonably homogeneous countable abelian group, enumerated as $(g_k)_{k \in \mathbb{N}}$. Let $S \subset G$ be measure expanding. To prove Theorem 1.3, we construct a sequence of sets $S = S_0 \supset S_1 \supset S_2 \supset S_3 \supset \ldots$ such that for each $k$, $S_k$ is measure expanding, and $S_k - g_k$ is a set of rigidity for some free weak mixing $G$-system $(X_k,\mu_k,T_k)$. We then apply Lemma 1.12 to find a sequence of finite sets $S'_k \subset S_k$ such that $S' := \bigcup_{k \in \mathbb{N}} S'_k$ is measure expanding. For each $k$, all but finitely many elements of $S'$ belong to $S_k$, so $S' - g_k$ will be a set of rigidity for $(X_k,\mu_k,T_k)$. Thus every translate of $S'$ is a set of rigidity for some free weak mixing $G$-system.

We construct the sequence $S_k$ inductively. Assume $S_{k-1}$ is defined and is measure expanding. Then the translate $S_{k-1} - g_k$ is measure expanding as well, so we can apply Proposition 1.9 to find a measure expanding set $S_k \subset S_{k-1}$ and a probability measure $\sigma_k$
on \( \hat{G} \) with full support satisfying \( \lim_{n \to \infty} \hat{\sigma}_k(s_n^{(k)} - g_k) = 1 \), where \( (s_n^{(k)})_{n \in \mathbb{N}} \) enumerates \( S_k \). Since \( \sigma_k \) is fully supported, Lemma 1.8 provides a free weak mixing \( G \)-system \((X_k, \mu_k, T_k)\) for which \( (s_n^{(k)} - g_k)_{n \in \mathbb{N}} \) is a rigidity sequence.

\[ \square \]

1.5. **Relation to earlier work.** Forrest [12] proved that there is a set of recurrence which is not a set of strong recurrence, in both \( \mathbb{Z} \) and in \( \bigoplus_{n=1}^{\infty} \mathbb{Z}/2\mathbb{Z} \); see [20] for an alternative approach to Forrest’s construction. In [18, Corollary 2.3] this was improved to show that there is a set \( S \subset \mathbb{Z} \) which is measure expanding but no translate of \( S \) is a set of strong recurrence. Corollary 1.4 shows that such examples are ubiquitous in every countably infinite abelian group: they can be found within any prescribed measure expanding set.

Fayad and Kanigowski [9] and Adams [2] showed that in \( \mathbb{Z} \), there is a rigidity sequence \( (s_n)_{n \in \mathbb{N}} \) for some weak mixing \( \mathbb{Z} \)-system which is not a rigidity sequence for any circle rotation. [18, Theorem 2.1] improves this to find a sequence \( (s_n)_{n \in \mathbb{N}} \) such that for all \( t \in \mathbb{Z}, (s_n + t)_{n \in \mathbb{N}} \) is a rigidity sequence for some weak mixing system, while \( \{s_n + t : n \in \mathbb{N}\} \) is a set of recurrence for all \( t \in \mathbb{N} \). Section 5 of [3] constructs rigidity sequences \( (s_n)_{n \in \mathbb{N}} \) such that \( \{s_n : n \in \mathbb{N}\} \) is dense in the Bohr topology of \( \mathbb{Z} \). Ackelsberg [1, Theorem C] generalizes all these prior results on rigidity sequences from \( \mathbb{Z} \) to all countable abelian groups, with the caveat that in some groups, the weak mixing system for which \( (s_n + t) \) is rigid are not necessarily guaranteed to be free. This leads to [1, Question 7.6] about Kronecker sets and \( K_q \)-sets. While we do not resolve this question, our Theorem 1.6 proves Conjecture 1.6 of [1]. The main result of [7] resolves the issue of freeness for countable abelian groups of finite exponent, which answers the “finite exponent version” of [1, Question 7.6]. In the terminology of [1], our Theorem 1.6 says that if \( G \) is a countable abelian group, there is a finite index subgroup \( H \leq G \) such that if \( S \subset G \) is measure expanding, then there is a sequence \( (r_n) \) of elements of \( S \) such that for all \( h \in H \), \( (r_n - h) \) is a freely rigid-recurrent sequence. Theorem 1.3 covers those groups where we can take \( H = G \).

1.6. **Outline of the article.** Section 2 summarizes some standard harmonic analysis.

Proposition 1.9 is proved in §3.

Section 4 introduces Bohr neighborhoods and states Lemma 4.2, which forms the core of the proof of Proposition 1.9.

We write \( S^1 \) for the group \( \{z \in \mathbb{C} : |z| = 1\} \) with the usual topology and the group operation of multiplication.
Our construction of $\sigma$ is done in §8, beginning with the construction of a special compact subset $K$ of $\hat{G}$. The measure $\sigma$ will arise naturally as a limit of discrete measures associated to $K$. The construction of $K$ will closely resemble the standard construction of a Kronecker set or a $K_q$-set - cf. [24]. When defining $\sigma$, the hypothesis that $S$ is measure expanding will be used to ensure that for a given continuous $f : K \to S^1$ and $\varepsilon > 0$, the set of $g \in S$ such that $\int |f(\chi) - \chi(g)| \, d\sigma(\chi) < \varepsilon$ is measure expanding. To guarantee this approximation property, we examine in §6 a special collection of Bohr neighborhoods in $G$, which are sometimes called “Bohr-Hamming balls,” and show that if $S$ is measure expanding and $BH$ is a Bohr-Hamming ball with appropriate parameters, then $S \cap BH$ is nearly a set of recurrence. This is Lemma 6.3.

Section 7 collects some elementary facts about finite independent subsets of compact groups.

Section 8 constructs the special measures on $\hat{G}$ introduced in §3, proving Proposition 1.9.

Section 9 contains the proofs of Theorem 1.6 and Corollary 1.4.

1.7. Question.

**Question 1.13.** Let $G$ be a countably infinite abelian group. Is the following statement true?

For every set of recurrence $S \subset G$, there is a set $S' \subset S$ such that $S'$ is a set of recurrence but not a set of strong recurrence.

We are unable to resolve this question in any countably infinite abelian group.

2. Harmonic analysis on LCA groups

2.1. Pontryagin duality. Let $\Gamma$ be a locally compact abelian group. A character of $\Gamma$ is a continuous homomorphism $\chi : \Gamma \to S^1$, where $S^1$ denotes the group of complex numbers of modulus 1. The characters of $\Gamma$ form a group under pointwise multiplication, denoted $\hat{\Gamma}$. The group $\hat{\Gamma}$ is called the dual of $\Gamma$ and is endowed with the topology of uniform convergence on compact subsets. This means that when $\Gamma$ is discrete, $\hat{\Gamma}$ has the topology of pointwise convergence, and when $\Gamma$ is compact, $\hat{\Gamma}$ has the topology of uniform convergence.

**Proposition 2.1.** Let $\Gamma$ be a locally compact abelian group.

1. $\hat{\Gamma}$ is a locally compact abelian group - [10, Theorem 4.2].
(2) $\hat{\Gamma}$ is topologically isomorphic to $\Gamma$: the map $\phi: \Gamma \to \hat{\Gamma}$ given by $\phi(g) = e_g$, where $e_g(\chi) = \chi(g)$, is both a homeomorphism of topological spaces and an isomorphism of groups - [10, Theorem 4.31].

(3) $\hat{\Gamma}$ is discrete if and only if $\Gamma$ is compact, and vice versa - [10, Proposition 4.4].

In general, if $G$ is a countably infinite discrete abelian group, then $\hat{G}$ is an uncountable compact metrizable abelian group. See [24], [21], or [10] for further exposition on Pontryagin duality.

2.2. Notation. For $k \in \mathbb{N}$, let $Z_k$ denote the group of $k$th roots of unity, so $Z_k$ is the cyclic subgroup of $S^1$ generated by exp($2\pi i/k$).

We will write $e(t)$ for exp($2\pi it$).

2.3. Direct sums and products of cyclic groups. If $G$ is a finite cyclic group $\mathbb{Z}/k\mathbb{Z}$, then the dual of $G$ is isomorphic to $G$: $\hat{G}$ is generated by the homomorphism $e_1$, where $e_1(n + k\mathbb{Z}) = e(n/k)$.

The following lemma is an immediate consequence of Theorem 2.2.3 of [24].

Lemma 2.2. Let $\{G_j : j \in I\}$ be a collection of discrete groups and let $G := \bigoplus_{j \in I} G_j$ be their direct sum, also endowed with the discrete topology. Then $\hat{G}$ is isomorphic to $\prod_{j \in I} \hat{G}_j$, with the product topology. Furthermore, if $g = (g_j)_{j \in I} \in G$ and $\chi = (\chi_j)_{j \in I} \in \hat{G}$, evaluation is given by $\chi(g) = \prod_{j \in I} \chi_j(g_j)$.

Note: the evaluation is well defined as $g_j = 0$ for all but finitely many $j \in I$.

For $q \in \mathbb{N}$, let $\Sigma_q := \bigoplus_{n=1}^{\infty} \mathbb{Z}/q\mathbb{Z}$, as in Definition 1.2. Let $D_q := \prod_{n=1}^{\infty} \mathbb{Z}/q\mathbb{Z}$, with the product topology. Then Lemma 2.2 says that $\hat{\Sigma}_q = D_q$. Writing an element of $\Sigma_q$ as $a = (a_n)_{n \in \mathbb{N}}$ and an element of $D_q$ as $\chi = (d_n)_{n \in \mathbb{N}}$, evaluation is given by $\chi(a) = e(\sum_{n \in \mathbb{N}} a_n d_n/q)$.

2.4. Kronecker sets and $K_q$-sets. If $\Gamma$ is an LCA group, we say that $K \subset \Gamma$ is a Kronecker set if for every continuous $f: K \to S^1$ and all $\varepsilon > 0$, there is a $\chi \in \hat{\Gamma}$ such that $|f(x) - \chi(x)| < \varepsilon$ for all $x \in K$. For a fixed $q \in \mathbb{N}$, we say that $K$ is a $K_q$-set if this only holds for all continuous functions $f: K \to \mathbb{Z}_q$. See Chapter 5 of [24] for exposition.

3. Kronecker-like sets and measures

After outlining some previous constructions in the direction of Theorem 1.3, we introduce a special class of measures in Definition 3.1. Lemma 3.4 asserts that these measures exist, and will be proved in §8. We prove Proposition 1.9 at the end of this section.
3.1. Prior constructions. [18] and [1] use the following strategy to construct sets which are simultaneously measure expanding and sets of rigidity. Let $K \subset \hat{G}$ be a Kronecker set (if $G$ has infinite exponent) or a $K_q$-set (if $G$ has finite exponent) and let $\sigma$ be a continuous Borel probability measure supported on $K$. Then for every continuous $f : \hat{G} \to S^1$ (or $f : \hat{G} \to \mathbb{Z}_q$, if $G$ has finite exponent) and all $\varepsilon > 0$, the set

$$S_{f,\varepsilon} := \{ g \in G : \int |f(\chi) - \chi(g)| \, d\sigma(\chi) < \varepsilon \}$$

is measure expanding ([18, Proposition 5.2] for $G = \mathbb{Z}$, [1, Corollary 6.3] in general). Together with compactness properties of sets of recurrence, this can be used to construct $(s_n)$ such that $\{s_n : n \in \mathbb{N}\}$ is measure expanding while $\lim_{n \to \infty} \int |1 - \chi(s_n)| \, d\sigma(\chi) = 0$. The latter condition is equivalent to $\lim_{n \to \infty} \sigma(s_n) = 1$, since $\sigma$ is a probability measure.

One would like to repeat this argument to prove Proposition 1.9, by selecting the sequence $(s_n)$ from the ambient measure expanding set $S$ in the hypothesis. This would require that $S_{f,\varepsilon} \cap S$ is measure expanding, and that is often not the case: when $\sigma$ is continuous, the complement $G \setminus S_{f,\varepsilon}$ will have Banach density 1, and then it is easy to verify that $S := G \setminus S_{f,\varepsilon}$ itself is measure expanding, while $S_{f,\varepsilon} \cap S$ is empty. But all we really need is that, given a measure expanding set $S$, there exists at least one continuous measure with the property that for every $f : \hat{G} \to S^1$ and all $\varepsilon > 0$, $S_{f,\varepsilon} \cap S$ is measure expanding. Lemma 3.4 says that such measures exist.

**Definition 3.1.** If $G$ is a countable abelian group and $\mathcal{P}$ is a collection of subsets of $G$, we say that a positive Borel measure $\sigma$ on $\hat{G}$ is a $\mathcal{P}$-Saeki measure if for all $\varepsilon > 0$ and every continuous $f : \hat{G} \to S^1$,

$$\{ g \in G : \int |f(\chi) - \chi(g)| \, d\sigma(\chi) < \varepsilon \} \in \mathcal{P}. $$

If $q \in \mathbb{N}$, we say that $\sigma$ is a $\mathcal{P}_q$-Saeki measure if for all $\varepsilon > 0$ and every measurable $f : \hat{G} \to \mathbb{Z}_q$, the inclusion (3.1) is satisfied.

**Remark 3.2.** In the above terminology, Saeki [25] proved that if $G$ is a countably infinite abelian group, $\mathcal{B}$ is the collection of subsets of $G$ dense in the Bohr topology, and $K \subset \hat{G}$ is a Kronecker set (resp. $K_q$-set), then every continuous measure supported on $K$ is a $\mathcal{B}$-Saeki measure (resp. $\mathcal{B}_q$-Saeki measure). For $G = \mathbb{Z}$, [18, Proposition 5.2] improves the conclusion from "dense in the Bohr topology" to "measure expanding." This is generalized to all countable abelian groups by [1, Corollary 6.3].

**Remark 3.3.** The only function $f$ we use in the proof of Proposition 1.9 is the constant $f \equiv 1$, so we could make a weaker definition of "$\mathcal{P}$-Dirichlet" measure, where we only
insist that (3.1) holds for \( f \equiv 1 \). This doesn’t seem to save any effort in the proof, so we use the stronger definition.

Given a measure expanding set \( S \subset G \), we let \( R^*S \) denote the collection of subsets of \( S \) which are measure expanding.

**Lemma 3.4.** Let \( G \) be a reasonably homogenous countable abelian group. Suppose \( S \subset G \) is measure expanding and \( W \subseteq \hat{G} \) is open and nonempty.

1. If \( G \) has infinite exponent, then there is a continuous \( R^*S \)-Saeki probability measure supported on \( W \).
2. If \( G = \sum_{q_1} \oplus \cdots \oplus \sum_{q_r} \) and \( q \) is the exponent of \( G \), there is a continuous \( R^*S_q \)-Saeki probability measure supported on \( W \).

Lemma 3.4 is proved in §8.4.

**Corollary 3.5.** Let \( G \) be a reasonably homogeneous countable abelian group. Suppose \( S \subset G \) is measure expanding and \( W \subseteq \hat{G} \) is open and nonempty. Then there is a continuous probability measure supported on \( W \) and a sequence \((s_n)\) of elements of \( S \) such that \( \lim_{n \to \infty} \hat{\sigma}(s_n) = 1 \), and \( S' := \{s_n : n \in \mathbb{N}\} \) is measure expanding.

**Proof.** Let \( W \subset \hat{G} \) be open. By Lemma 3.4, let \( \sigma \) be a continuous \( R^*S \)-Saeki or \( R^*S_{q} \)-Saeki probability measure supported on \( W \). Let \( S_n := \{s \in S : \int |1 - \chi(s)| \, d\sigma(\chi) < \frac{1}{n} \} \). So that each \( S_n \) is measure expanding, by setting \( f \) to be the constant 1 in (3.1). Lemma 1.12 provides a sequence of finite sets \( S'_n \subset S_n \) such that \( S' := \bigcup_{n \in \mathbb{N}} S'_n \) is measure expanding. Enumerating \( S' \) as \((s_n)_{n \in \mathbb{N}}\) in any order, we see that \( \lim_{n \to \infty} \int |1 - \chi(s_n)| \, d\sigma(\chi) = 0 \). Since \( \sigma(\hat{G}) = 1 \), this is equivalent to \( \lim_{n \to \infty} \hat{\sigma}(s_n) = 1 \). \(\square\)

**Proof of Proposition 1.9.** Assuming \( G \) is a reasonably homogeneous countable abelian group, the countability of \( G \) implies \( \hat{G} \) is metrizable. Being compact as well, \( \hat{G} \) has a countable base \( \{W_n : n \in \mathbb{N}\} \) for its topology.

We will construct a sequence of sets \( S \supseteq S_1 \supseteq S_2 \supseteq S_3 \supseteq \ldots \) and continuous measures \( \sigma_k \) supported on \( W_k \) such that each \( S_k \) is measure expanding, while enumerating \( S_k \) as \((s_n^{(k)})_{n \in \mathbb{N}} \) we have

\[
(3.2) \quad \lim_{n \to \infty} \hat{\sigma}_k(s_n) = 1.
\]

With these \( \sigma_k \) in hand, we let \( \sigma = \sum_{k \in \mathbb{N}} 2^{-k} \sigma_k \). Then \( \sigma \) will assign positive measure to each nonempty open set, since \( \sigma_k(W_k) > 0 \) for every \( k \), and every nonempty open set
contains at least one of the \( W_k \). Continuity of \( \sigma \) is immediate from continuity of each \( \sigma_k \).

Part (ii) in Proposition 1.9 is satisfied, by (3.2)

To construct \( S_1 \) and \( \sigma_1 \), apply Corollary 3.5 to \( S \). For \( k > 1 \), assume \( S_{k-1} \) and \( \sigma_{k-1} \) are defined, and apply Corollary 3.5 with \( S_{k-1} \) in place of \( S \).

Having defined \( S_k \) and \( \sigma_k \), we define \( S' \) by applying Lemma 1.12 to find a sequence of finite sets \( S'_k \subset S_k \) to get a measure expanding set \( S' := \bigcup_{k \in \mathbb{N}} S'_k \). Enumerating \( S' \) as \( (s_n)_{n \in \mathbb{N}} \) yields \( \lim_{n \to \infty} \hat{\sigma}_k(s_n) \) for every \( k \), as all but finitely many elements of \( S' \) belong to \( S_k \). \( \square \)

4. Bohr topology and properties of \( R_0(T, D) \)

For this section, fix a countable abelian group \( G \). Given a \( G \)-system \( (X, \mu, T) \), a set \( D \subset X \) with \( \mu(D) > 0 \) and a constant \( c \geq 0 \), we consider the set

\[
R_c(T; D) := \{ g \in G : \mu(D \cap T^g D) > c \}.
\]

Note that \( S \subset G \) is a set of recurrence if and only if for every \( G \)-system \( (X, \mu, T) \) and every \( D \) with \( \mu(D) > 0 \), \( S \cap R_0(T; D) \neq \emptyset \).

4.1. Bohr topology and group rotations. Let \( \mathbb{T} \) denote \( \mathbb{R}/\mathbb{Z} \). Representing an element \( t \in \mathbb{T} \) by \( \tilde{t} \in [0, 1) \), let \( \|t\| := \min\{|\tilde{t} - n| : n \in \mathbb{Z}\} \). Then \( d(s, t) := \|s - t\| \) is a translation invariant metric on \( \mathbb{T} \).

Let \( G \) be a countable discrete abelian group. If \( d \in \mathbb{N}, \eta > 0 \), and \( \rho_1, \ldots, \rho_d : G \to \mathbb{T} \) are homomorphisms, the corresponding Bohr-\((d, \eta)\) set is

(4.1) \[ \text{Bohr}(C, \eta) := \{ g \in G : \max_{j \leq d} \|\chi_j(g)\| < \eta \}. \]

For \( h \in G \), the corresponding Bohr neighborhood of \( h \) is \( h + \text{Bohr}(C, \eta) \). We say that \( S \) is a Bohr set if \( S = \text{Bohr}(C, \eta) \) for a finite set \( C \subseteq \hat{G} \) and some \( \eta > 0 \).

Since \( \mathbb{T} \) is isomorphic to \( S^1 \) as a topological group, we can also define Bohr neighborhoods in terms of characters: given \( \chi_1, \ldots, \chi_d \in \hat{G} \) and \( \varepsilon > 0 \),

\[
\{ g \in G : \max_{j \leq d} |\chi_j(g) - 1| < \varepsilon \}
\]

is a Bohr neighborhood of 0 in \( G \).

A group rotation \( G \)-system \( (Z, m, T_\rho) \) is a \( G \)-system where \( Z \) is a compact abelian group, \( m \) is Haar probability measure on \( Z \), and \( \rho : G \to Z \) is a homomorphism. The action \( T_\rho \) is defined by \( T_\rho^g z = z + \rho(g) \).
Observation 4.1. Given a set $C$ of homomorphisms $\rho_1, \ldots, \rho_d : G \to \mathbb{T}$ and $\eta > 0$, $\text{Bohr}(C, \eta)$ contains a set of the form $R_0(T; D)$ for a $G$-system $(X, \mu, T)$. In fact, we can take $(X, \mu, T)$ to be the group rotation $G$-system $(Z, m, T_\rho)$, where $Z = \mathbb{T}^d$, $\rho = (\rho_1, \ldots, \rho_d)$, $m$ is Haar probability measure on $\mathbb{T}^d$, and $D = \{(x_1, \ldots, x_d) \in \mathbb{T}^d : \max_{1 \leq j \leq d} \|x_j\| < \eta/2\}$. Then $m(D) > 0$ and $\text{Bohr}(C, \eta)$ contains $R_0(T_\rho; D)$.

4.2. Properties of $R_0(T; D)$. A key identity for $G$-systems is

\begin{equation}
\mu(D \cap T^g E) = \mu(T^h D \cap T^{g+h} E) \quad \text{for all } g, h \in G \text{ and all } D, E \subset X.
\end{equation}

Equation (4.2) follows from the identity $T^{-h}(D \cap E) = T^{-h}D \cap T^{-h}E$ and the fact that $T$ preserves $\mu$.

The following lemma is essential in the proof of Lemma 6.3, which forms the core of our main argument.

Lemma 4.2. Let $\delta > 0$. If $S \subseteq G$ measure expanding, $E \subseteq G$ is a set of $\delta$-recurrence, and $(X, \mu, T)$ is a $G$-system with $D \subseteq X$ having $\mu(D) > 0$, then $S \cap (E + R_0(T; D))$ is a set of $\delta$-recurrence. In particular, when $B$ is a Bohr neighborhood of $0$, $S \cap (E + B)$ is a set of $\delta$-recurrence.

Proof. Let $E$ and $S$ be as in the hypothesis. Let $(Y, \nu, Q)$ be a $G$-system and $C \subseteq Y$ have $\nu(C) > \delta$. To prove the lemma it suffices find $g \in R_0(T; D)$ such that $e + g \in S$ and $\nu(C \cap Q^{e+g}C) > 0$.

Since $E$ is a set of $\delta$-recurrence, choose $e \in E$ such that $C_e := C \cap Q^e C$ has $\nu(C_e) > 0$.

Consider the product system $(X \times Y, \mu \times \nu, T \times Q)$. Since $S$ is measure expanding, the translate $S - e$ is a set of recurrence, so there is a $g \in S - e$ such that

$$\mu \times \nu((D \times C_e) \cap (T \times Q)^g(D \times C_e)) > 0.$$ 

The above inequality implies $g \in R_0(T, D)$ and that

$$\nu(C \cap Q^g C \cap Q^g C \cap Q^{e+g}C) > 0,$$

which in turn implies that $\nu(C \cap Q^{e+g}C) > 0$, as desired. Since $g \in S - e$ we have $e + g \in S$.

The last assertion of the lemma now follows from Observation 4.1. \qed
5. Upper Banach density and Cayley graphs

The language of Cayley graphs is useful for describing how recurrence properties of special sets can be transferred between groups. The main result in this section is Lemma 5.6, which will be used to prove Lemma 6.7.

5.1. Upper Banach density. Let $G$ be a countable abelian group. A sequence $(\Phi_n)_{n \in \mathbb{N}}$ of finite subsets of $G$ is a Følner sequence if $\lim_{n \to \infty} \frac{|\Phi_n \triangle (\Phi_n + g)|}{|\Phi_n|} = 0$ for every $g \in G$.

Every countable abelian group has a Følner sequence: by [11], the existence of a Følner sequence for a countable group $G$ is equivalent to the amenability of $G$, and every abelian group is amenable.

If $(\Phi_n)_{n \in \mathbb{N}}$ is a Følner sequence for $G$ and $A \subset G$, the upper density of $A$ with respect to $\Phi$ is $\bar{d}_\Phi(A) := \limsup_{n \to \infty} \frac{|A \cap \Phi_n|}{|\Phi_n|}$. The upper Banach density of $A$ is $d^*(A) := \sup \{ \bar{d}_\Phi(A) : \Phi \text{ is a Følner sequence} \}$.

We need the following characterization of upper Banach density. See [4, Lemma 3.3] for a proof.

Lemma 5.1. Let $A \subset G$. For every finite $F \subset G$ there is a $g$ such that $|A \cap (F + g)| \geq d^*(A)|F|$.

Actually [4, Lemma 3.3] proves only that if $\beta < d^*(A)$, then there is a $g$ such that $|A \cap (F + g)| \geq \beta|F|$. But since $|A \cap (F + g)|$ is integer-valued and bounded by $|F|$, the supremum must be attained.

The following version of Furstenberg’s correspondence principle will help demonstrate that being a set of recurrence is approximated by finite subsets.

Lemma 5.2. Let $(\Phi_n)_{n \in \mathbb{N}}$ be a Følner sequence and let $(A_n)_{n \in \mathbb{N}}$ be a sequence of subsets of $G$ such that $\lim_{n \to \infty} \frac{|A_n \cap \Phi_n|}{|\Phi_n|} = \delta$. Then there is a $G$-system $(X, \mu, T)$ and $D \subset X$ with $\mu(D) \geq \delta$ such that for all $h \in G$,

\[
\limsup_{n \to \infty} \frac{|A_n \cap (A_n + h) \cap \Phi_n|}{|\Phi_n|} \geq \mu(D \cap T^h D).
\]

Proof. Let $X = \{0, 1\}^G$ with the product topology, so that $X$ is compact. Write elements of $X$ as functions $x : G \to \{0, 1\}$, and let $T : X \to X$ be the shift: $(T^g x)(h) = x(h + g)$. Let $D = \{x \in X : x(0) = 1\}$, so that $D$ is clopen. Let $y_n = 1_{A_n} \in X$. Define a sequence of Borel probability measures $\mu_n$ on $X$ by $\mu_n(E) = \frac{1}{|\Phi_n|} |\{g \in \Phi_n : T^g y_n \in E\}|$, so that $\mu_n(X) = 1$ for every $n$, and $\mu_n(D) = |\{g \in \Phi_n : 1_{A_n}(g) = 1\}|/|\Phi_n| = |A_n \cap \Phi_n|/|\Phi_n|$. Let
\( \mu \) be any weak* limit of \((\mu_n)_{n \in \mathbb{N}}\), so that \( \mu \) is again a probability measure. It is easy to check that \( \mu_n \) is \( T \)-invariant, as \( |\int f \, d\mu_n - \int f \circ T^h \, d\mu_n| \leq 2 \sup |f| |\Phi_n \Delta (\Phi_n + h)|/|\Phi_n| \) for every \( n \).

To prove (5.1), note that \( T^g y_n \in D \cap T^h D \) if and only if \( y_n(g - h) = 1 \) and \( y_n(g - h) = 1 \), and this is equivalent to \( g \in A_n \) and \( g - h \in A_n \), which means \( g \in A_n \cap (A_n + h) \). Thus

\[
\mu(D \cap T^h D) = \lim_{k \to \infty} \frac{|A_n \cap (A_n + h) \cap \Phi_n|}{|\Phi_n|},
\]

where \( n_k \) is any sequence with \( \mu_{n_k}(D \cap T^h D) \) converging to \( \mu(D \cap T^h D) \). \( \square \)

Recall the term “set of \( \delta \)-recurrence” from Definition 1.10.

**Corollary 5.3.** If \( S \) is a set of \( \delta \)-recurrence, then for all \( \delta' > \delta \) and every \( \Phi \)-Følner sequence \((\Phi_n)_{n \in \mathbb{N}}\), there is an \( n \) such that \( (A - A) \cap S \neq \emptyset \) whenever \( |A \cap \Phi_n| \geq \delta' |\Phi_n| \).

**Proof.** Assume, to get a contradiction, that \( S \) is a set of \( \delta \)-recurrence, \( \delta' > \delta \), \((\Phi_n)\) is a \( \Phi \)-Følner sequence, and for all \( n \in \mathbb{N} \), there is an \( A_n \subset \Phi_n \) with \( |A_n \cap \Phi_n| \geq \delta' |\Phi_n| \) such that \( (A_n - A_n) \cap S = \emptyset \). Then \( A_n \cap (A_n + h) = \emptyset \) for all \( h \in S \), and \( \lim_{n \to \infty} |A_n \cap (A_n + h) \cap \Phi_n| = 0 \). Lemma 5.2 then provides \( (X, \mu, T) \) and \( D \subset X \) with \( \mu(D) \geq \delta' \) such that \( \mu(D \cap T^h D) = 0 \) for all \( h \in S \). This contradicts the assumption that \( S \) is a set of \( \delta \)-recurrence. \( \square \)

**Lemma 5.4.** Let \( G \) be a countable abelian group and \( S \subset G \). Then \( S \subset G \) is a set of \( \delta \)-recurrence if and only if \( S \cap (A - A) \neq \emptyset \) for all \( A \subset G \) having \( d^*(A) > \delta \).

**Proof.** The implication “If \( S \) is a set of \( \delta \)-recurrence then \( S \cap (A - A) \neq \emptyset \) for all \( A \subset G \) having \( d^*(A) > \delta \)” follows from Corollary 5.3. To prove the reverse implication, let \( S \) be such that \( S \cap (A - A) \neq \emptyset \) for all \( A \subset G \) having \( d^*(A) > \delta \). To prove that \( S \) is a set of \( \delta \)-recurrence, let \((X, \mu, T)\) be a measure preserving system, and let \( D \subset X \) have \( \mu(D) > \delta \), and let \((\Phi_n)_{n \in \mathbb{N}}\) be a \( \Phi \)-Følner sequence.

Consider the subset \( E := \bigcup \{ D \cap T^g D : \mu(D \cap T^g D) = 0 \} \) and let \( D' := D \setminus E \). Note that if \( D' \cap T^g D' \neq \emptyset \), then \( \mu(D' \cap T^g D') > 0 \), so we will replace \( D \) with \( D' \).

Let \( f = 1_D \). By Fatou’s lemma,

\[
\limsup_{n \to \infty} \int \frac{1}{|\Phi_n|} \sum_{g \in \Phi_n} 1_D \circ T^g \, d\mu \leq \int \limsup_{n \to \infty} \frac{1}{|\Phi_n|} \sum_{g \in \Phi_n} 1_D \circ T^g \, d\mu.
\]

Since \( T \) preserves \( \mu \), the left-hand side above is just \( \mu(D) \), so for the integral on the right to be this large, there must be some \( x \in X \) such that \( \limsup_{n \to \infty} \frac{1}{|\Phi_n|} \sum_{g \in \Phi_n} 1_D(T^g x) \geq \).
μ(D). Fixing this x and letting A := \{g ∈ G : T^g x ∈ D\}, we get that $\frac{1}{|Φ_n|} \sum_{g ∈ Φ_n} 1_D(T^g x) = \frac{|A ∩ Φ_n|}{|Φ_n|}$. Thus $d_Φ(A) ≥ μ(D)$, so $d^*(A) ≥ μ(D)$. Our assumption on S implies $(A − A) ∩ S ≠ ∅$, so we can write $a_2 − a_1 = s$ for some $a_i ∈ A$, $s ∈ S$. From this we will deduce that $D ∩ T^s D ≠ ∅$. To see this, note that we have $a_2 ∈ A$ and $a_2 − s ∈ A$. This means $T^{a_2} x ∈ D$ and $T^{a_2} x ∈ D$, so $T^{a_2} x ∈ D ∩ T^s D$, meaning $D ∩ T^s D ≠ ∅$. By our replacement of D with D' above, we have $μ(D ∩ T^s D) > 0$. □

5.2. Cayley graphs. If $G = (V, E)$ is a graph with vertex set V and edge set E, we say $A ⊂ V$ is independent in G if no two elements of A are joined by an edge of G. When V is finite, the independence ratio of G is $\frac{1}{|V|} \max \{|A| : A ⊂ V \text{ is independent in } G\}|$. If $V' ⊂ V$, the subgraph of G induced by $V'$ has vertex set $V'$ and edges $\{(v, w) : (v, w) ∈ E, v, w ∈ V'\}$.

Given a group G and $S ⊂ G$, we let Cay(S) denote the Cayley graph of S, which has vertex set G and edges $\{g, g'\}$, where $g' = g ∈ ±S$.

Lemma 5.5. Let G be a countable abelian group and $S \subset G$.

(i) If Cay(S) has a finite subgraph with independence ratio ≤ δ, then S is a set of δ-recurrence.

(ii) If S is a set of δ-recurrence, then for all $δ' > δ$, Cay(S) has a finite subgraph with independence ratio ≤ $δ'$.

Note that Lemma 1.11 follows from Lemma 5.5: a finite subgraph of Cay(S) is a subgraph of Cay(S') for some finite $S' \subset S$. Then if Cay(S') has independence ratio ≤ $δ'$, S' is a set of $δ'$-recurrence.

Proof. (i) Suppose Cay(S) has a finite subgraph with vertex set $V = \{g_1, \ldots, g_k\}$ having independence ratio ≤ δ. We will use Lemma 5.4 to prove S is a set of δ-recurrence. If $A ⊂ G$ has $d^*(A) > δ$, then by Lemma 5.1 there is a translate $V + t$ of V such that $|A ∩ (V + t)| > δ|V|$. Thus $|(A − t) ∩ V| ≥ δ|V|$, so $A − t$ cannot be independent in Cay(S), and there are two elements $a − t, a' − t ∈ A − t$ such that $(a − t) − (a' − t) ∈ S$. This means $a, a' ∈ A$ and $a − a' ∈ S$. Since A was an arbitrary subset of G having $d^*(A) > δ$, Lemma 5.4 implies S is a set of δ-recurrence.

(ii) Now suppose $S ⊂ G$ is a set of δ-recurrence and $δ' > δ$. Let $(Φ_n)_{n ∈ N}$ be a Følner sequence. By Corollary 5.3, there is an $n$ such that for every $A ⊂ Φ_n$ having $|A ∩ Φ_n| > δ|Φ_n|$, we have $(A − A) ∩ S ≠ ∅$. This means the finite subgraph of Cay(S) induced by Φ_n has independence ratio ≤ $δ'$.
Lemma 5.6. Let $G$ be an abelian group, let $K$ be a topological abelian group, let $\rho : G \to K$ be a homomorphism. If $U \subseteq K$ is open, then every finite subgraph of $\text{Cay}(U)$ with vertices in $\rho(G)$ has an isomorphic copy in $\text{Cay}(\rho^{-1}(U))$.

Consequently, if $\text{Cay}(U)$ has a finite subgraph with independence ratio less than $\delta$, then $\text{Cay}(\rho^{-1}(U))$ has a finite subgraph with independence ratio less than $\delta$, and $\rho^{-1}(U)$ is a set of $\delta$-recurrence.

Proof. To prove the first statement of the lemma it suffices to prove that if $V$ is a finite subset of $\rho(G)$, then there exist $\{g_v : v \in V\} \subseteq G$ such that for each $v, v' \in V$, we have

$$v - v' \in U \implies g_v - g_{v'} \in \rho^{-1}(U).$$

So let $V$ be a finite subset of $\rho(G)$. Let $S := (V - V) \cap U$, and let $W$ be a neighborhood of 0 in $K$ so that $S + W \subseteq U$. Choose a neighborhood $W'$ of 0 so that $W' - W' \subseteq W$. Also choose $W'$ sufficiently small that the translates $v + W', v \in V$ are mutually disjoint. For each $v \in V$, choose $g_v \in G$ so that $\rho(g_v) \in v + W'$; this is possible since $v \in \rho(G)$. Disjointness of the $v + W'$ implies the $g_v$ are mutually distinct. To prove (5.2), assume $v - v' \in U$. Then

$$\rho(g_v) - \rho(g_{v'}) \in v + W' - (v' + W') = (v - v') + (W' - W') \subseteq v - v' + W \subseteq U,$$

so $g_v - g_{v'} \in \rho^{-1}(U)$. This proves the first assertion of the lemma. Since independence ratio is invariant under isomorphism of graphs, we get that $\text{Cay}(\rho^{-1}(U))$ has a finite subgraph with independence ratio less than $\delta$. Lemma 5.5 then implies $\rho^{-1}(U)$ is a set of $\delta$-recurrence. \qed

6. Approximate Hamming balls

6.1. Independent sets.

Definition 6.1. If $\Gamma$ is an abelian group, a set $S \subset \Gamma$ is independent if the only solutions to the equation $n_1 s_1 + n_2 s_2 + \cdots + n_k s_k = 0$ with all $s_i \in S$, $n_i \in \mathbb{Z}$ also satisfy $n_1 s_1 = n_2 s_2 = \cdots = n_k s_k = 0$.

Specializing this definition to $\Gamma = \hat{G}$ (with multiplicative notation), a set of characters $\{\chi_1, \ldots, \chi_k\} \subset \hat{G}$ is independent if the only values of $n_1, \ldots, n_k \in \mathbb{Z}$ satisfying $\chi_1(n_1 g) \cdots \chi_k(n_k g) = 1$ for all $g \in G$ also satisfy $\chi_1(n_1 g) = \chi_2(n_2 g) = \cdots = \chi_k(n_k g) = 1$ for all $g \in G$.

As before, we write $S^1$ for the unit circle $\{z \in \mathbb{C} : |z| = 1\}$ with the usual topology, and $Z_q$ denotes the $q^{th}$ roots of unity. We sometimes write $Z_\infty$ for $S^1$, and will write $S^d$
and $Z^d_q$ for $(S^1)^d$ and $(S_q^1)^d$, respectively. As before, Here $\hat{G}_q$ will denote those $\chi \in \hat{G}$ of order $q$.

Lemma 6.2 (Kronecker’s Lemma). Let $G$ be a countable abelian group, $q \in \mathbb{N} \cup \{\infty\}$, $r \in \mathbb{N}$, and let $\{\chi_1, \ldots, \chi_r\} \subset \hat{G}_q$ be an independent collection of characters. Let $\rho : G \to S^r$ be given by $\rho(g) = (\chi_1(g), \ldots, \chi_r(g))$.

(i) If $q = \infty$ then $\rho(G)$ is dense in $S^r$.
(ii) If $q \in \mathbb{N}$, then $\rho(G) = Z^r_q \subset S^r$.

Proof. Parts (i) and (ii) are Theorem 5.1.3 of [24].

The following will help prove Lemma 3.4 by providing finite approximations to the measures it describes.

Lemma 6.3. Let $G$ be a countable abelian group. For all $\varepsilon, \delta > 0$ and $q \in \mathbb{N} \cup \{\infty\}$, there exists $N = N(\varepsilon, \delta, q)$ such that if $r \geq N$, $\{\chi_1, \ldots, \chi_r\}$ is an independent subset of $\hat{G}_q$, $S \subset G$ is measure expanding, $f : \{\chi_1, \ldots, \chi_r\} \to Z_q$, $F \subset G$ is finite, and

$$S_{f, \varepsilon} := \left\{ g \in S : \frac{1}{r} \sum_{j=1}^{r} |f(\chi_j) - \chi_j(g)| < \varepsilon \right\}$$

there is a finite set $S'_{f, \varepsilon} \subset S_{f, \varepsilon}$ such that for every $h \in F$, $S'_{f, \varepsilon} + h$ is a set of $\delta$-recurrence.

The main argument in the proof of Proposition 1.9 will use the following corollary, so we prove it now. The remainder of this section will be dedicated to the proof of Lemma 6.3.

Corollary 6.4. For all $\varepsilon, \delta > 0$, $q \in \mathbb{N} \cup \{\infty\}$, there exists $N = N(\varepsilon, \delta, q)$ such that if $r \geq N$, $\{\chi_1, \ldots, \chi_r\}$ is an independent subset of $\hat{G}_q$, $S \subset G$ is measure expanding, and $F \subset G$ is finite, then there are closed neighborhoods $U_j$ of $\chi_j$ such that for all functions $f : \hat{G} \to Z_q$ which are constant on each $U_j$, with

$$Q_{f, \varepsilon} := \left\{ g \in S : \frac{1}{r} \sum_{j=1}^{r} \sup_{\psi \in U_j} |f(\psi) - \psi(g)| < \varepsilon \right\}$$

we have that for all $h \in F$, $Q_{f, \varepsilon} + h$ is a set of $\delta$-recurrence.

Proof. We first prove the corollary for $q = \infty$. Let $\delta, \varepsilon > 0$ and let $F \subset G$ be finite. Choose a finite collection of functions $\mathcal{F}$ such that every $f : \{\chi_1, \ldots, \chi_r\} \to S^1$ can be $\varepsilon/3$-uniformly approximated by an element of $\mathcal{F}$.
For each $f \in \mathcal{F}$ let $S'_{f,\varepsilon/3}$ be the finite set given by Lemma 6.3, and let $S' = \bigcup_{f \in \mathcal{F}} S'_{f,\varepsilon/3}$, so that $S'$ is finite. Since each function $e_q : \hat{G} \to S^1$ given by $e_q(x) := \chi(g)$ is continuous, there is a closed neighborhood $U_j$ of each $\chi_j$ such that $|\chi_j(g) - \psi(g)| < \varepsilon/3$ for all $\psi \in U_j$ and all $g \in S'$.

Now let $f : \hat{G} \to S^1$ be constant on each $U_j$. We will prove that $S'_{f,\varepsilon/3} \subseteq Q_{f,\varepsilon}$ for some $\tilde{f} \in \mathcal{F}$. To prove this, we first choose $\tilde{f} \in \mathcal{F}$ such that $|\tilde{f}(\chi_j) - f(\psi)| < \varepsilon/3$ for all $\psi \in U_j$, $j \leq r$. For each $j$, $\psi \in U_j$, and $g \in S'$, we then have

$$|f(\psi) - \psi(g)| \leq |f(\psi) - \tilde{f}(\chi_j)| + |\tilde{f}(\chi_j) - \chi_j(g)| + |\chi_j(g) - \psi(g)| < \frac{\varepsilon}{3} + |\tilde{f}(\chi_j) - \chi_j(g)| + \frac{\varepsilon}{3},$$

so $\sup_{\psi \in U_j} |f(\psi) - \psi(g)| < |\tilde{f}(\chi_j) - \chi_j(g)| + \frac{2\varepsilon}{3}$. Thus if $g \in S'_{f,\varepsilon/3}$, we have

$$\frac{1}{r} \sum_{j=1}^{r} \sup_{\psi \in U_j} |f(\psi) - \psi(g)| < \frac{1}{r} \sum_{j=1}^{r} |\tilde{f}(\chi_j) - \chi_j(g)| + \frac{2\varepsilon}{3} < \varepsilon.$$

So $S'_{f,\varepsilon/3} \subseteq Q_{f,\varepsilon}$. By construction, $S'_{f,\varepsilon/3} + h$ is a set of $\delta$-recurrence for every $\tilde{f} \in \mathcal{F}$, so $Q_{f,\varepsilon} + h$ is a set of $\delta$-recurrence, as well.

When $q$ is finite, the same proof can be followed, with the modification that $\mathcal{F}$ is just the collection of functions $f : \{\chi_1, \ldots, \chi_r\} \to S^1$. \hfill \Box

6.2. Hamming balls. For $q, r \in \mathbb{N}$, define $w : Z_q^r \to \mathbb{N} \cup \{0\}$ by

$$w((x_1, \ldots, x_r)) := |\{j \in \{1, \ldots, r\} : x_j \neq 0\}|.$$

For $y \in Z_q^r$, the Hamming ball of radius $k$ around $y$ is defined as

$$H(y; r) := \{x \in Z_q^r : w(y - x) \leq k\}.$$  \hfill (6.1)

In other words, the Hamming ball of radius $k$ around $y$ is the set of $r$-tuples of elements of $Z_q$ which differ from $y$ in at most $k$ coordinates.

**Observation 6.5.** If $x \in H(y; k)$, then $\sum_{j=1}^{r} |y_j - x_j| \leq 2k$, since $x_j, y_j \in S^1$ for each $j$, and all but $k$ terms of the sum are 0.

6.3. Recurrence properties of Hamming balls. Lemma 4.3 of [18] is the following. Informally, it says that Hamming balls of moderate radius are sets of recurrence.

**Lemma 6.6.** For all $\varepsilon, \delta > 0$ and all $q \in \mathbb{N}$, there exists $N = N(\varepsilon, \delta, q)$ such that: if $r \geq N$ and $A \subseteq Z_q^r$ has $|A| > \delta|Z_q^r|$, then for all $y \in Z_q^r$, there are $a_1, a_2 \in A$ such that $a_2^{-1}a_1 \in H(y, \varepsilon r)$. 

In the terminology of §5.2, the conclusion says Cay$(H(y, εr))$ has independence ratio at most $δ$, meaning $H(y, εr)$ is a set of $δ$-recurrence in $Z_q^r$.

Facts similar to Lemma 6.6 have traditionally been used to construct examples like those in Theorem 1.3, cf. [12, 13, 20, 28].

Most of the proof Lemma 6.3 will be done in the next lemma.

**Lemma 6.7.** Let $G$ be a countable abelian group. For all $ε, δ > 0$ and $q ∈ \mathbb{N} \cup \{∞\}$, there exists $N = N(ε, δ, q)$ such that if $r ≥ N$, $\{χ_1, \ldots, χ_r\} ⊂ \hat{G}_q$ is independent, and $f : E → Z_q$, then with

$$P_f := \left\{ g ∈ G : \frac{1}{r} \sum_{j=1}^{r} |f(χ_j) - χ_j(g)| < ε \right\}$$

there is set of $δ$-recurrence $E$ and a Bohr neighborhood $B$ of 0 in $G$ such that $E + B ⊆ P_f$.

**Proof.** We first prove the lemma for $q = ∞$. In this case, choose $q' > 4π/ε$, and make $N ≥ N(ε/8, δ, q')$ in Lemma 6.6. Assume $r ≥ N$, and fix an independent set of characters $\{χ_1, \ldots, χ_r\}$ of infinite order.

Consider the homomorphism $ρ : G → S^r$ given by $ρ(g) = (χ_1(g), \ldots, χ_r(g))$ by Lemma 6.2. Then $\overline{ρ(G)} = S^r$. For each $j$, choose $y_j ∈ Z_q^r$ so that $|f(χ_j) - y_j| < ε/2$, as our choice of $q'$ permits. Let $U$ be the set of $(z_1, \ldots, z_r) ∈ S^r$ satisfying

$$\frac{1}{r} \sum_{j=1}^{r} |y_j - z_j| < ε/4.$$

Then $U$ is an open subset of $S^r$. By Observation 6.5, $U$ contains $H(y, εr/8)$ in $Z_q^r$. Our choice of $r$ makes $H(y, εr/8)$ a set of $δ$-recurrence in $Z_q^r$, so $ρ^{-1}(U)$ is a set of $δ$-recurrence in $G$, by Lemma 5.6.

Let $B$ be the Bohr neighborhood $\{h ∈ G : \max_{j ≤ r} |χ_j(h) - 1| < ε/4\}$. We claim that $ρ^{-1}(U) + B ⊆ P_f$. To see this, note that if $g ∈ ρ^{-1}(U), h ∈ B$, we have $\frac{1}{r} \sum_{j=1}^{r} |y_j - χ_j(g)| < ε/4$, and $|χ_j(g) - χ_j(g + h)| = |1 - χ_j(h)| < ε/4$ for each $j$. Then

$$\frac{1}{r} \sum_{j=1}^{r} |f(χ_j) - χ_j(g + h)| ≤ \frac{1}{r} \sum_{j=1}^{r} \left( |f(χ_j) - y_j| + |y_j - χ_j(g)| + |χ_j(g) - χ_j(g + h)| \right) < \frac{ε}{2} + \frac{ε}{4} + \frac{ε}{4}.$$

So $\frac{1}{r} \sum_{j=1}^{r} |f(χ_j) - χ_j(g + h)| < ε$, meaning $g + h ∈ P_f$. Thus $ρ^{-1}(U) + B ⊆ P_f$. This completes the proof when $q = ∞$. 
When \( q \) is finite the lemma can be proved by repeating the argument above, taking \( q' = q \) instead of \( q' > 4\pi/\varepsilon \), since \( f \) only takes values in \( \mathbb{Z}_q \).

**Proof of Lemma 6.3.** Fix \( \varepsilon, \delta > 0 \) and \( q \in \mathbb{N} \cup \{\infty\} \). Let \( N > N(\varepsilon, \delta/2, q) \) in Lemma 6.7. Fix \( \chi_j \) and \( f \) as in the hypothesis of Lemma 6.3. Note that \( S_{f,\varepsilon} = S \cap P_f \), where \( P_f \) is defined in Lemma 6.7. By Lemma 1.11, it suffices to prove that every translate of \( S \cap P_f \) is a set of \( \delta/2 \)-recurrence. To this end, note that for each \( h \in G \), \( P_f + h = P_f' \), where \( f'(\chi_j) = \chi_j(h)f(\chi_j) \), since \( |f(\chi_j) - \chi_j(g - h)| = |\chi_j(h)f(\chi_j) - \chi_j(g)| \).

Thus, by Lemma 6.7, we get that for each \( h \), \( P_f + h \) contains a set of the form \( E + B \), where \( E \) is a set of \( \delta/2 \)-recurrence and \( B \) is a Bohr neighborhood of 0 in \( G \). Then Lemma 4.2 implies \( (S + h) \cap (P_f + h) \) is a set of \( \delta/2 \)-recurrence for each \( h \in G \). This means every translate of \( S \cap P_f \) is a set of \( \delta/2 \)-recurrence. \( \square \)

## 7. Independent sets in compact groups

Lemma 7.2 below will be used to prove Proposition 1.9.

**Lemma 7.1.** Let \( q_1, \ldots, q_r \in \mathbb{N}, q_i \geq 2 \) for each \( i \). Let \( q = \text{lcm}(q_1, \ldots, q_r) \). Then the set of elements of order \( q \) in \( Z := D_{q_1} \times \cdots \times D_{q_r} \) is dense and open in \( Z \).

**Proof.** Writing an element of \( Z \) as \( z = (z_{i,j})_{i \in \mathbb{N}, j \in [r]} \), it is enough to observe that for each \( n \), the set \( U_n := \{z : z_{i,j} = 1 \text{ if } i \geq n\} \) is open and consists of elements of order \( q \), while \( \bigcup_{n \in \mathbb{N}} U_n \) is dense in \( Z \). \( \square \)

**Lemma 7.2.** Let \( Z \) be an infinite compact abelian group and let \( V_1, \ldots, V_k \) be mutually disjoint nonempty open subsets of \( Z \).

If \( Z \) has infinite exponent, then there exist \( z_j \in V_j \) with infinite order such that \( \{z_1, \ldots, z_k\} \) is independent.

If \( Z = D_{q_1} \times \cdots \times D_{q_r} \) then there exist \( z_j \in V_j \) of order \( q = \text{lcm}(q_1, \ldots, q_k) \), such that \( \{z_1, \ldots, z_k\} \) is independent.

**Proof.** The infinite exponent case is an immediate consequence of Lemma 5.2.3(a) of [24]. To prove the finite exponent case we follow the proof of [24, Lemma 5.2.3(b)]. So assume \( Z = D_{q_1} \times \cdots \times D_{q_r} \). For \( y \in Z \), \( m \in \mathbb{N} \), let \( E_{m,y} := \{z \in Z : mz = y\} \). Note that if \( z, z' \in E_{m,y} \) then \( z - z' \in E_{m,0} \), and that \( E_{m,0} \) is a closed subgroup of \( Z \). Thus each \( E_{m,y} \) is a coset of \( E_{m,0} \). Furthermore, if \( m \) is not divisible by \( q \), then \( E_{m,0} \) has empty interior.
by Lemma 7.1, and for such \( m \) the set \( E_{m,y} \) has empty interior for each \( y \in Z \). Now

\[
W := Z \setminus \bigcup_{m \geq 1, q \mid m} E_{m,0}
\]
dense and open (as there are only finitely many distinct sets \( E_{m,0} \)), and \( V'_j := V_j \cap W, 1 \leq j \leq r \) defines a collection of mutually disjoint open sets.

Choose \( z_1 \in V'_1 \). Note that that \( n z_1 = 0 \) implies \( q \) divides \( n \), since \( V'_1 \subset W \). Thus \( \{z_1\} \) is independent and its one element has order \( q \). Proceeding by induction, suppose \( z_1, \ldots, z_j \), \( z_i \in V'_i, j < k \) are chosen so that \( \{z_1, \ldots, z_j\} \) is an independent set of elements of order \( q \). We will find \( z_{j+1} \in V'_{j+1} \) so that \( \{z_1, \ldots, z_{j+1}\} \) is independent and \( z_{j+1} \) has order \( q \). Note that the group \( H \) generated by \( \{z_1, \ldots, z_j\} \) is finite, as \( Z \) has finite exponent. Then \( U := Z \setminus \bigcup\{E_{m,y} : m \in \mathbb{N}, q \nmid m, y \in H\} \) is dense, so we may choose a nonzero \( z_{j+1} \in U \cap V'_{j+1} \), so that \( z_{j+1} \) has order \( q \). The definition of \( U \) implies that if \( n_{j+1} z_{j+1} = n_1 z_1 + \cdots + n_j z_j \), then \( q \) divides \( n_{j+1} \). For such \( n_i \), it follows that \( n_1 z_1 + \cdots + n_j z_j = 0 \), so the independence of \( \{z_1, \ldots, z_j\} \) implies \( q \) divides each of the \( n_i \). We have shown that if \( n_1 z_1 + \cdots + n_{j+1} z_{j+1} = 0 \), then \( q \) divides \( n_i \) for each \( i \), meaning \( \{z_1, \ldots, z_{j+1}\} \) is independent.

8. Finding independence via continuous measures

8.1. Cantor sets. Suppose \( \Gamma \) is a non-discrete locally compact metrizable group, and let \( L \subset \Gamma \) be a perfect subset of \( \Gamma \) (so that \( L \) is compact and has no isolated points). Furthermore assume \( d_\Gamma \) is a metric on \( \Gamma \) generating its topology. The following general procedure will construct a subset of \( L \) homeomorphic to the Cantor set.

Let \( (b_k)_{k \in \mathbb{N}} \) be a sequence of integers, \( b_k \geq 2 \) for each \( k \). Let \( N_1 = b_1 \), and \( N_{k+1} = b_k N_k \). Let \( \mathcal{U}^{(k)} = \{U_1^{(k)}, \ldots, U_{N_k}^{(k)}\} \) be a collection of \( N_k \) mutually disjoint compact neighborhoods in \( L \), so that

- (C1) for each \( k, j, U_j^{(k+1)} \subseteq U_l^{(k)} \) for some \( l \)
- (C2) each \( U \in \mathcal{U}^{(k)} \) contains exactly \( b_k \) elements of \( \mathcal{U}^{(k+1)} \).
- (C3) \( \lim_{k \to \infty} \sup_{U \in \mathcal{U}^{(k)}} \text{diam}(U) = 0. \)

Then \( K := \bigcap_{k=1}^{\infty} \bigcup \mathcal{U}^{(k)} \) is homeomorphic to the Cantor set, as it is compact, totally disconnected, and has no isolated points.

8.2. Cantor measure. With \( K \) as in §8.1, we construct a probability measure \( \sigma_\mathcal{U} \) on \( K \) associated to the sequence \( \mathcal{U}^{(k)} \): for each \( k \) and each \( U \in \mathcal{U}^{(k)} \), choose a point \( x_U \in U \). Consider the measures \( \sigma_k := \frac{1}{|\mathcal{U}^{(k)}|} \sum_{U \in \mathcal{U}^{(k)}} \delta_{x_U}, \) where \( \delta_{x_U} \) is the unit point mass at \( x_U \).
Then \( \lim_{k \to \infty} \sigma_k \) exists in the weak* topology on \( C(\Gamma) \); let \( \sigma_\mathcal{U} \) be the limit. The notation is appropriate as \( \sigma_\mathcal{U} \) does not depend on the exact choice of \( x_U \in U \). We call \( \sigma_\mathcal{U} \) the \textit{Cantor measure on} \( K \) \textit{induced by} \( \mathcal{U} \). Note that \( \sigma_\mathcal{U} \) is continuous: if \( x \in K \) and \( k \in \mathbb{N} \), we have \( x \in U \) for some \( U \in \mathcal{U}^k \). For each \( n \geq k \), we have \( \sigma_n(U) = \frac{1}{|\mathcal{U}^k|} \), so \( \sigma_\mathcal{U}(\{x\}) \leq \frac{1}{|\mathcal{U}^k|} \) for every \( k \), meaning \( \sigma_\mathcal{U}(\{x\}) = 0 \).

### 8.3. Saeki measures

We recall Definition 3.1: if \( G \) is a countable abelian group, \( S \subseteq G \), and \( \mathcal{P} \) is a collection of subsets of \( G \), we say that a positive Borel measure \( \sigma \) on \( \hat{G} \) is a \textit{\( \mathcal{P} \)-Saeki measure} if for all \( \varepsilon > 0 \), and every continuous \( f : \hat{G} \to \mathbb{S}^1 \),

\[
\{ g \in G : \int |f(\chi) - \chi(g)| \, d\sigma(\chi) < \varepsilon \} \in \mathcal{P}.
\]

If \( q \in \mathbb{N} \), we say that \( \sigma \) is a \textit{\( \mathcal{P}_q \)-Saeki measure} if for all \( \varepsilon > 0 \) and every measurable \( f : \hat{G} \to \mathbb{Z}_q \), the inclusion (8.1) is satisfied. (Recall that \( \mathbb{Z}_q \) denotes the \( q \)-th roots of unity.)

Let \( W \subseteq \hat{G} \) be a nonempty open set. After introducing some notation, Lemma 8.2 presents a procedure for constructing a continuous \( \mathcal{P} \)-Saeki probability measure supported on \( W \).

Let \( \mathcal{P}, \mathcal{P}_1, \mathcal{P}_2, \ldots \), be upward closed collections of subsets of \( G \) satisfying:

(P1) if \( E \in \mathcal{P}_k \) for infinitely many \( k \), then \( E \in \mathcal{P} \).

Fix a sequence of integers \( b_k \) with \( b_k \geq 2 \) for all \( k \), and a sequence \( \mathcal{U}^k \) of collections of compact neighborhoods \( U_1^k, \ldots, U_N_k^k \subseteq W \), satisfying conditions (C1)-(C3) listed in §8.1, together with (S1) (or (S1\( q \))) stated below. To state (S1), we introduce some notation. For \( f : \hat{G} \to \mathbb{C} \), let

\[
M_k(f) := \frac{1}{|\mathcal{U}^k|} \sum_{U \in \mathcal{U}^k} \sup_{\chi \in U} |f(\chi)|.
\]

**Observation 8.1.** Let \( f, g : \hat{G} \to \mathbb{C} \) be continuous and \( \varepsilon > 0 \), and let \( \sigma \) be the Cantor measure associated to \( \mathcal{U} \). Then

(i) \( M_k(f) \) is a decreasing function of \( k \);
(ii) \( \int |f| \, d\sigma \leq \lim_{k \to \infty} M_k(f) \);
(iii) \( M_k(f + g) \leq M_k(f) + M_k(g) \).

To prove part (i), write \( \frac{1}{|\mathcal{U}^{k+1}|} \sum_{U \in \mathcal{U}^{k+1}} \) as \( \frac{1}{|\mathcal{U}^k|} \sum_{U \in \mathcal{U}^k} \frac{1}{b_k} \sum_{V \in \mathcal{U}^{k+1}, V \subseteq U} \sup_{\chi \in V} |f(\chi)| \leq \sup_{\chi \in U} |f(\chi)| \).

Part (ii) follows from the obvious bound \( \int |f| \, d\sigma_k \leq M_k(f) \). Part (iii) is just the pointwise triangle inequality \( |f + g| \leq |f| + |g| \).

For \( g \in G \), define \( e_g : \hat{G} \to \mathbb{S}^1 \) by \( e_g(\chi) := \chi(g) \). Then \( e_g \) is continuous.
For \( \varepsilon > 0 \) and \( f : \hat{G} \to S^1 \), let

\[
Q(k, f, \varepsilon) := \{ g \in G : M_k(f - e_g) < \varepsilon \}.
\]

The following are conditions for constructing a \( \mathcal{P} \)-Saeki (resp. \( \mathcal{P}_q \)-Saeki) measure.

(S1) For all \( \varepsilon > 0 \) and all continuous \( f : \hat{G} \to S^1 \), we have \( Q(k, f, \varepsilon) \in \mathcal{P}_k \) for infinitely many \( k \in \mathbb{N} \).

(S1\(_q\)) For all \( \varepsilon > 0 \) and all continuous \( f : \hat{G} \to \mathbb{Z}^q \), we have \( Q(k, f, \varepsilon) \in \mathcal{P}_k \) for infinitely many \( k \in \mathbb{N} \).

**Lemma 8.2.** Let \( \mathcal{P}, \mathcal{P}_k \) be collections of subsets of \( G \) satisfying (P1). Suppose \( U^{(k)} \) is a sequence of collections of compact neighborhoods in \( \hat{G} \) satisfying (C1)-(C3) and (S1), and let \( K := \bigcap_{k=1}^{\infty} \bigcup U^{(k)} \). Then the Cantor measure \( \sigma := \sigma_U \) on \( K \) is a continuous \( \mathcal{P} \)-Saeki measure.

If (S1\(_q\)) is satisfied instead of (S1), then \( \sigma \) is a continuous \( \mathcal{P}_q \)-Saeki measure.

**Proof.** By definition, \( \sigma \) is the weak* limit of the measures \( \sigma_k := \frac{1}{|U^{(k)}|} \sum_{U \in U^{(k)}} \delta_{x_U} \), where each \( x_U \in U \). Continuity of \( \sigma \) was proved in §8.2.

Assuming (S1) holds, we will prove that \( \sigma \) is a \( \mathcal{P} \)-Saeki measure. It suffices to prove that if \( f : \hat{G} \to S^1 \) is continuous and \( \varepsilon > 0 \), then

\[
S_{f, \varepsilon} := \{ g \in S : \int |f - e_g| \, d\sigma < \varepsilon \} \in \mathcal{P},
\]

so let \( f : \hat{G} \to S^1 \) be continuous and let \( \varepsilon > 0 \). We will prove the inclusion (8.3) by showing that \( S_{f, \varepsilon} \) is in \( \mathcal{P}_k \) for infinitely many \( k \), which by our hypothesis on \( \mathcal{P}_k \), implies \( S_{f, \varepsilon} \in \mathcal{P} \). To do so, we claim that for each \( k \),

\[
Q(k, f, \varepsilon) \subseteq S_{f, \varepsilon}
\]

To see this, note that \( \int |f - e_g| \, d\sigma \leq M_k(f - e_g) \) by observation 8.1 (ii), and \( g \in Q(k, f, \varepsilon) \) if and only if \( M_k(f - e_g) < \varepsilon \). The fact that \( \mathcal{P}_k \) is upward closed and the hypothesis (S1) then imply \( S_{f, \varepsilon} \in \mathcal{P}_k \) for infinitely many \( k \). By definition of \( \mathcal{P}_k \) and \( \mathcal{P} \), we have proved that \( \sigma \) is a \( \mathcal{P} \)-Saeki measure.

The proof that \( \sigma \) is a \( \mathcal{P}_q \)-Saeki measure under assumption (S1\(_q\)) is nearly identical: we assume that \( \varepsilon > 0 \) and \( f : \hat{G} \to \mathbb{Z}_q \) rather than \( f : \hat{G} \to S^1 \), then prove that \( S_{f, \varepsilon} \in \mathcal{P} \) in exactly the same manner as above.  \( \square \)
8.4. Construction of Saeki measures for recurrence.

Proof of Lemma 3.4. We first prove Part 1. Assume $G$ has infinite exponent and enumerate $G$ as $\{g_1, g_2, \ldots\}$. Let $W \subset \hat{G}$ be open. Let $S \subset G$ be measure expanding, and let $\mathcal{R}_kS$ be the collection of sets $E \subseteq S$ such that $E + g_j$ is a set of $1/k$-recurrence for all $j \leq k$. We will apply Lemma 8.2 with $\mathcal{R}^\bullet S$ in place of $\mathcal{P}$, and $\mathcal{R}_kS$ in place of $\mathcal{P}_k$.

Let $N_0 = 1$, $b_0 = 1$, and for each $m \in \mathbb{N}$, let $N_n > N(1/n, 1/n, \infty)$ in Corollary 6.4. For convenience, make $N_n$ have the recursive form $N_{n+1} = b_nN_n$ for some sequence of natural numbers $b_n \geq 2$. Write $[n]$ for the interval of integers $\{1, \ldots, n\}$.

We define a sequence of collections $\mathcal{U}^{(k)}$ of closed neighborhoods in $\hat{G}$. Let $\mathcal{U}^{(0)} := \{U_1^{(0)}\}$, where $U_1^{(0)}$ is an arbitrary closed neighborhood contained in $W$. Suppose $\mathcal{U}^{(k)}$ is defined for $k = 0, \ldots, n - 1$. Apply Lemma 7.2 to find, for each $U \in \mathcal{U}^{(n-1)}$, characters $\chi U_1, \chi U_2, \ldots, \chi U_{b_{n-1}} \in U$ such that $K_n := \{\chi U_j : U \in \mathcal{U}^{(n-1)}, j \in [b_{n-1}]\}$ is independent, and each $\chi \in K_n$ has infinite order. Note that $|K_n| = b_{n-1}N_{n-1} = N_n$.

By Corollary 6.4, choose closed neighborhoods $U_\chi$ of each $\chi \in K_n$, such that for each $f : \hat{G} \rightarrow \mathcal{S}^1$ which is constant on every $U_\chi$, setting
\[
S_{f,n} := \left\{ g \in S : \frac{1}{|K_n|} \sum_{\chi \in K_n} \sup_{\psi \in U_\chi} |f(\psi) - e_g(\psi)| < \frac{1}{n} \right\}
\]
we have that $S_{f,n} + g_j$ is a set of $\frac{1}{n}$-recurrence for every $j \leq n$. Also choose the $U_\chi$ to be mutually disjoint and have diameter at most $1/n$. Then let $\mathcal{U}^{(n)} = \{U_\chi : \chi \in K_n\}$. This completes the inductive definition of $\mathcal{U}^{(n)}$. As in §8.1, we set $K = \bigcap_{k=1}^\infty \bigcup \mathcal{U}^{(k)}$, and let $\sigma$ be the associated Cantor measure. We will prove that $\sigma$ is a $\mathcal{R}^\bullet S$-Saeki measure.

Recall the definition of $M_n$ from (8.2) and $Q(n, f, \frac{1}{n}) := \{g \in S : M_n(f - e_g) < \frac{1}{n}\}$. Note that if $f : \hat{G} \rightarrow \mathcal{S}^1$ is constant on every $U \in \mathcal{U}^{(n)}$, then $S_{f,n} = Q(n, f, \frac{1}{n})$. So our choice of $S_{f,n}$ implies
\begin{equation}
Q(n, f, \frac{1}{n}) \in \mathcal{R}_nS.
\end{equation}

We will show that the collections $\mathcal{R}^\bullet S$, $\mathcal{R}_nS$, and $\mathcal{U}^{(n)}$ satisfy conditions (P1), (C1)-(C3), and (S1) in the hypothesis of Lemma 8.2.

Here condition (P1) simply means that if for every sufficiently large $n$, $E + g_j$ is a set of $\frac{1}{n}$-recurrence for every $j \leq n$, then every translate of $E$ is a set of recurrence; this implication follows immediately from (8.5) and the relevant definitions.

(C1), (C2), and (C3) are easily verified from the definition of $\mathcal{U}^{(n)}$.

We now verify (S1). Let $f : \hat{G} \rightarrow \mathcal{S}^1$ be continuous and $\varepsilon > 0$. By our construction of $K$, there is an $N \in \mathbb{N}$ and a continuous $\tilde{f} : \hat{G} \rightarrow Z_N$ which is constant on each $U \in \mathcal{U}^{(N)}$,
such that \( \sup_{\chi \in \bigcup U^{(N)}} |f(\chi) - \tilde{f}(\chi)| < \varepsilon/2 \). We will prove that

\[
Q(N, \tilde{f}, \varepsilon/2) \subseteq Q(n, f, \varepsilon) \quad \text{for each } n \geq N.
\]

Fixing \( n \geq N, g \in Q(N, \tilde{f}, \varepsilon/2) \), we have

\[
M_n(f - e_g) = M_n(f - \tilde{f} + \tilde{f} - e_g) \\
\leq M_n(f - \tilde{f}) + M_n(\tilde{f} - e_g) \quad \text{by Observation 8.1 (iii)} \\
\leq \frac{\varepsilon}{2} + M_N(\tilde{f} - e_g) \quad \text{by Observation 8.1 (i)} \\
\leq \frac{\varepsilon}{2} + \varepsilon/2 \quad \text{since } g \in Q(N, \tilde{f}, \varepsilon/2).
\]

The containment (8.6) and the inclusion (8.5) now imply that for all \( \varepsilon > 0 \), \( Q(n, f, \varepsilon) \in R_nS \) holds for infinitely many \( n \), so (S1) is satisfied.

Having verified the hypotheses of Lemma 8.2, we conclude that \( K := \bigcap_{n=1}^{\infty} \bigcup U^{(n)} \) is a compact set supporting a continuous \( R^*S \)-Saeki measure. This completes the proof of Part 1.

To prove Part 2, assume \( G = \sum q_1 \oplus \cdots \oplus \sum q_r \), and let \( q \) be the exponent of \( G \). The construction of \( K_n, U^{(n)} \), and \( S_{n,f}^* \) will be the same, except that when applying Lemma 7.2, we choose the \( \chi_{U,j} \) to each have order \( q \). \( \square \)

## 9. The Exceptional Groups

We prove Theorem 1.6 and Corollary 1.4 after some preliminary lemmas.

### 9.1. Rigidity sequences in products.

**Lemma 9.1.** Let \( F \) be a finite abelian group and \( H \) a countably infinite abelian group. Let \( G = F \times H \), let \( (g_n) = (0, h_n) \) be a sequence of elements of \( \{0\} \times H \), and suppose that there is a free weak mixing \( H \)-system \((X, \mu, T)\) for which \((h_n)\) is a rigidity sequence. Then there is a free weak mixing \( G \)-system \((Y, \nu, S)\) for which \((g_n)\) is a rigidity sequence.

**Proof.** Assuming \((h_n)\) is a rigidity sequence for a free weak mixing \( H \)-system, by Lemma 1.8 there is a continuous probability measure \( \sigma \) on \( \hat{H} \) such that \( \lim_{n \to \infty} \hat{\sigma}(h_n) = 1 \) and the support of \( \sigma \) generates a dense subgroup of \( \hat{H} \). We identify \( F \times \hat{H} \) with \( \hat{F} \times \hat{H} \), and define a measure \( \eta := m \times \sigma \) on \( \hat{F} \times \hat{H} \), where \( m \) is normalized counting measure on \( \hat{F} \).

If \((\psi, \chi) \in \hat{F} \times \hat{H}\), we have \((\psi, \chi)(a, h) = \psi(a) \chi(h)\). For \( h \in H \), we then have \( \hat{\eta}(0, h) = \int \psi(0) \chi(h) dm(\psi) d\sigma(\chi) = \hat{\sigma}(h) \). Thus \( \lim_{n \to \infty} \hat{\eta}(0, h_n) = \lim_{n \to \infty} \hat{\sigma}(h_n) = 1 \). It
is easy to check that the support of $\eta$ generates a dense subgroup of $\widehat{F} \times \widehat{H}$. By Lemma 1.8, there is a free weak mixing $G$-system for which $(g_n)$ is a rigidity sequence. \hfill \square

9.2. Measure expanding sets in subgroups.

**Lemma 9.2.** Let $G$ be a countable abelian group, $H \subset G$ a finite index subgroup, and $S \subset G$. Then

1. $S$ is a set of recurrence if and only if $S \cap H$ is a set of recurrence.
2. $S$ is a set of strong recurrence if and only if $S \cap H$ is a set of strong recurrence.
3. $S$ is measure expanding if and only if for all $g \in G$, the set $(S - g) \cap H$ is a set of recurrence.

**Proof.** Let $(X, \mu, T)$ be a $G$-system and let $D \subset X$ have $\mu(D) > 0$. Consider the group rotation $G$-system $(Z, m, T_\rho)$ where $Z := G/H$ is finite, $m$ is normalized counting measure on $Z$, and $\rho : G \to H$. Let $E := \{0_Z\}$ and $C := D \times E$. Consider the product system $(X \times Z, \mu \times m, T \times T_\rho)$, and observe that $\mu \times m(C) > 0$, while $C \cap (T \times T_\rho)^g C = \emptyset$ unless $g \in H$.

To prove Part 1, assume $S$ is a set of recurrence. Since $S$ is a set of recurrence, there is a $g \in (S \cap H)$ such that $\mu \times m(C \cap (T \times T_\rho)^g C) > 0$, and for such $g$, we have $\mu(D \cap T^g D) > 0$. Since $(X, \mu, T)$ is an arbitrary $G$-system and $D$ is an arbitrary set of positive measure, we have shown that $S \cap H$ is a set of recurrence.

The reverse implication in Part 1 is obvious.

Part 2. Assume $S$ is a set of strong recurrence. Since $S$ is a set of strong recurrence, there is a $c > 0$ such that $\mu \times m(C \cap (T \times T_\rho)^g C) > c$ for infinitely many $g \in S \cap H$, and for such $g$ we have $\mu(D \cap T^g D) > c$. Thus $S \cap H$ is a set of strong recurrence.

Again the reverse implication in Part 2 is obvious.

Part 3 follows immediately from Part 1. \hfill \square

**Proof of Theorem 1.6.** Let $r, q_1, \ldots, q_r \in \mathbb{N}$, let $F$ be a finite abelian group. Let $G = F \oplus (\Sigma_{q_1} \oplus \cdots \oplus \Sigma_{q_r})$, so that $H := \{0\} \oplus \Sigma_{q_1} \oplus \cdots \oplus \Sigma_{q_r}$ is a finite index subgroup of $G$.

Assume $S \subset G$ is such that for all $h \in H$, $S + h$ is a set of recurrence. Then $S \cap H$ has this property as well, by Lemma 9.2. Identifying $S \cap H$ with a subset of $\Sigma_{q_1} \oplus \cdots \oplus \Sigma_{q_r}$, we see that $S \cap H$ is measure expanding (for measure preserving $H$-systems). Theorem 1.3 then provides a sequence $(s_n)$ of elements of $S \cap H$ such that $S' := \{s_n : n \in \mathbb{N}\}$ is measure expanding for $H$-systems, and for all $h \in H$, $(s_n + h)$ is a rigidity sequence for a free weak mixing $H$-system. For each $h \in H$, Lemma 9.1 then provides a free weak
mixing $G$-system for which $(0, s_n) + h$ is a rigidity sequence. It is easy to verify that for all $h \in H$, $S' + h$ is a set of recurrence for $G$-systems.  

9.3. Proof of Corollary 1.4. We will need the following lemma.

**Lemma 9.3.** Suppose $S$ is a set of rigidity for the $G$-system $(X, \mu, T)$, $h \in G$, and $T^h$ is a nontrivial measure preserving transformation of $X$. Then $S + h$ is not a set of strong recurrence.

**Proof.** Enumerate $S$ as $(s_n)_{n \in \mathbb{N}}$, a rigidity sequence for $(X, \mu, T)$. Since $T^h$ is nontrivial, there is a set $D \subseteq X$ with $\mu(D) > 0$ such that $T^{-h}D \cap D = \emptyset$. Then

$$\lim_{n \to \infty} \mu(D \cap T^{s_n + h}D) = \lim_{n \to \infty} \mu(T^{-h}D \cap T^{s_n}D) = \mu(T^{-h}D \cap D) = 0.$$ 

This shows that $S + h$ is not a set of strong recurrence.  

**Proof of Corollary 1.4.** When $G$ has infinite exponent or $G = \Sigma_{q_1} \oplus \cdots \oplus \Sigma_{q_r}$, Corollary 1.4 follows immediately from Theorem 1.3 and Lemma 9.3. If $G$ does not have this form, it can be written as $F \times H$, where $F$ is finite and $H = \Sigma_{q_1} \oplus \cdots \oplus \Sigma_{q_r}$. If $S \subset G$ is measure expanding, then Lemma 9.2 implies that $(S - g) \cap H$ is a set of recurrence for every $g \in G$. Let $g_1, \ldots, g_l$ be a collection of coset representatives of $H$, and for each $i$, apply Theorem 1.6 and Lemma 9.3 to choose a set $S'_i \subset S \cap (H + g_i)$ so that $(S'_i - g) \cap H$ is a set of recurrence for every $g \in H + g_i$, while no translate of $(S'_i - g) \cap H$ is a set of strong recurrence. Thus for each $i$, no translate of $S'_i$ is a set of strong recurrence. Setting $S' = \bigcup_{i=1}^l S'_i$, we have that every translate of $S'$ is a set of recurrence, and no translate of $S'$ is a set of strong recurrence.  
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