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ABSTRACT

Estimation of reliability and hazard rate is one of the most important problems raised in many applications especially in engineering studies as well as human lifetime. In this regard, different methods of estimation have been used. Each method exploits various tools and suffers from problems such as complexity of computations, low precision, and so forth. This study is employed the E-Bayesian method, for estimating the parameter and survival functions of the Weibull Generalized Exponential distribution. The estimators are obtained under squared error and LINEX loss functions under progressive type-II censored samples. E-Bayesian estimations are derived based on three priors of hyperparameters to investigate the influence of different priors on estimations. The asymptotic behaviours of E-Bayesian estimations have been investigated as well as relationships among them. Finally, a comparison among the maximum likelihood, Bayes, and E-Bayesian estimations are made, using real data and Monte Carlo simulation. Results show that the new method is more efficient than previous methods.
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1. INTRODUCTION

One of the most important topics in statistical inference is the problem of estimating the parameters (or characteristics) of a distribution. In reliability theory, the survival and failure rate functions of lifetime distributions are usually estimated based on available failure times from the specifically designed engineering tests. On the other hand, some additional information, such as external conditions of operation, prior beliefs of the proficient on the parameters values and viewing of internal parameters, etc., are usually existed that are very useful for more precise estimation. Bayesian methods are often beneficial tools for modeling such additional information as a prior distribution. In practice, the parameters of the prior distribution are depended on the hyperparameters. The E-Bayesian (Expected Bayesian ‘EB’) estimation is a good approach to overcome this problem.
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This topic has been of interest to many authors and has been addressed for some important distributions from various aspects. For instance, in [1], the authors have estimated the reliability of inverse generalized Weibull distribution under a new loss function by different methods and compared them. In [2], a new proportional hazard model (PHM) with its application in aeronautics is proposed and the hazard rate of the flexible Weibull distribution is adjusted. Also, [3] have studied confidence intervals for the reliability of a system based on Weibull distribution and ranked set sampling data.

Many scientists have used a combination of some useful distributions to improve the efficiency of their experiments. For example, [4] have introduced the Marshall-Olkin additive Weibull distribution and have generalized at least eleven lifetime models developing the shape of the hazard rate, including increasing, decreasing, bathtub and unimodal shapes. [5] have developed a new Weibull family of distribution that includes the Weibull-Exponential distribution as a special case which is used in monitoring industrial process. Furthermore, [6] have introduced the Lindley-Poisson distribution and have investigated its properties and applications in lifetime analysis.

Statistical methods dealing with censored data and simulation have a long history in the field of engineering experiments and life testing. For example, in [7], the authors have introduced a class of distributions which generalizes the power hazard rate distribution, by combining the linear and power hazard rate functions. They have estimated the parameters of this class of distributions, which is called the power-linear hazard rate distribution, under progressively type-II censoring. The authors in [8] have estimated the parameters of Kumaraswamy-exponential distribution based on adaptive type-II progressive censored samples. [9] have studied the Bayes analysis of some important lifetime models using Markov chain Monte Carlo (MCMC) when the data are left truncated and right-censored. Estimation of stress–strength reliability for generalized Maxwell failure distribution under progressive first failure censoring has been obtained by [10].

Recently, the E-Bayesian estimation method has been considered by many researchers. For example, the authors in [11], by considering the Exponential distribution as baseline lifetime, have derived E-Bayesian estimation of simple stress–strength model based on type-II censored samples. The E-Bayesian estimation of the parameters of inverse Weibull distribution under a unified hybrid censored data has been obtained in [12]. [13] have derived the E-Bayesian estimations of the cumulative hazard rate and mean residual life of generalized inverted Exponential distribution under type-II censoring. Also, [14] have obtained the E-Bayesian estimations for the reliability and hazard rate functions of Exponential distribution under record data.

One of the noticeable newest distributions is the Weibull Generalized Exponential distribution (WGED). The WGED has been introduced by [15] and has a bathtub-shaped hazard rate which is an appropriate meaningful model for some electrical data as well as human lifetime. In [16], the authors have obtained the Bayes estimators of the parameters of WGED under censored samples. The WGED has a better level of fitting than some older distributions. Motivated by this, in this paper, we consider the WGED and estimate some characteristics of it. Since it is shown that the E-Bayesian method is more efficient than previous methods; and since the progressive type-II censoring is a more cost-effective scheme, to estimate the parameter (or characteristics) of interest of WGED, we use the E-Bayesian estimation method under progressive type-II censored samples.

This paper is mainly focused on the E-Bayesian method to estimate the parameter and hazard rate functions of WGED and to compute the reliability of series and parallel systems where the components of the system have a WGED. These estimates are obtained under asymmetric linear exponential (LINEX) and symmetric squared error loss functions (SELF). Also, we show that the asymptotic behaviours of E-Bayesian estimations under different priors of the hyperparameters are the same. In addition, it is shown that the E-Bayesian estimations have smaller mean squared errors (MSE) than the previous estimations.

Some of our basic motivations for this study are as follows:

1. The WGED has a bathtub-shaped hazard rate, and it is a proper conceptual model for some electrical data as well as human lifetime.
2. It is shown that, in some cases, the WGED provides a better fit than the Exponential, Weibull, generalized Exponential, and inverted Exponential distributions.
3. It has been proved that the E-Bayesian estimation is more efficient than previous estimations such as Bayesian and maximum likelihood (ML) methods at the same time as it is simple.

The rest of the paper is organized as follows. Section 2 is devoted to introducing the WGED and its characteristics. In sections 3 and 4, the ML, Bayes, and E-Bayes estimators for the parameter and characteristics
of interest, respectively, are presented. Section 5 is discussed the properties of E-Bayesian estimation. Computations and comparisons among the E-Bayesian method and corresponding ML and Bayes estimators via real data and Monte Carlo simulation are studied in section 6. Finally, section 7 concludes the paper.

2. WEIBULL GENERALIZED EXPONENTIAL DISTRIBUTION

Consider the three-parameter WGED with probability density function (p.d.f.):

\[ f(x; \alpha, \lambda, \theta) = a\alpha\theta\exp(\lambda x)(\exp(\lambda x) - 1)^{\theta - 1}\exp(-a(\exp(\lambda x) - 1)^\theta), \quad x > 0, \quad a, \lambda, \theta > 0. \]  

(2.1)

Throughout this paper, it is assumed that \( \lambda \) and \( \theta \) are known and \( a \) is unknown.

The cumulative distribution function (c.d.f) is:

\[ F(x; \alpha, \lambda, \theta) = 1 - \exp(-a(\exp(\lambda x) - 1)^\theta), \quad x > 0, \quad a, \lambda, \theta > 0, \]  

(2.2)

and the reliability function is:

\[ R(t) = 1 - F(t) = \exp(-a(\exp(\lambda t) - 1)^\theta), \quad t > 0, \quad a, \lambda, \theta > 0. \]  

(2.3)

The reliability of a series and parallel system with \( k \) independent components, at time \( t \), respectively, are:

\[ R(t; s, k) = \exp(-ka(\exp(\lambda t) - 1)^\theta), \quad t > 0, \quad a, \lambda, \theta > 0, \]  

(2.4)

and

\[ R(t; p, k) = \sum_{i=1}^{k} (-1)^{i-1} \binom{k}{i} \exp(-ia(\exp(\lambda t) - 1)^\theta), \quad t > 0, \quad a, \lambda, \theta > 0. \]  

(2.5)

The hazard rate is:

\[ h(t; \alpha, \lambda, \theta) = f(t)/R(t) = a\lambda\theta\exp(\lambda t)(\exp(\lambda t) - 1)^{\theta - 1}, \quad t > 0, \quad a, \lambda, \theta > 0. \]  

(2.6)

As can be seen from the relations (2.3) and (2.6), the WGED is belonging to the PHM. The authors in [17] have estimated the reliability functions of the PHM.

3. MAXIMUM LIKELIHOOD AND BAYESIAN ESTIMATION

3.1. MAXIMUM LIKELIHOOD ESTIMATION

In this paper, we use the progressive type-II censoring sample which is an important method to obtain data in lifetime studies [18]. For the implementation of this method, suppose that \( n \) independent items are put on a test. The ordered m-failures are observed under the progressive type-II censoring plan \((R_1, ..., R_m)\) where each \( R_i \geq 0 \) and \( \sum_{i=1}^{m} R_i + m = n \). If the ordered m-failures are denoted by \( x_{(1)}, ..., x_{(m)} \), (for convenience notation, are denoted by \( x_1, ..., x_m \)), then the likelihood function based on the observed sample is as follows:

\[ L(\theta|x) = A \prod_{i=1}^{m} [f(x_i; \theta)]^{R_i} [1 - F(x_i; \theta)]^{n - R_i}, \]  

(3.1)

where \( A = n(n - 1 - R_1)(n - 2 - R_1 - R_2) ... (n - m + 1 - R_1 - R_{m-1}) \).

For WGED, it follows from (2.1), (2.2), and (3.1), that:

\[ L(\lambda, \alpha, \theta|x) = A(\lambda, \theta|x)^{A_n} \exp(-aS_m), \]  

(3.2)

where \( x = (x_1, ..., x_m) \) and \( A(\lambda, \theta|x) \) is constant, and:

\[ S_m = \sum_{i=1}^{m} (R_i + 1)(\exp(\lambda x_i) - 1)^\theta. \]  

(3.3)

The log likelihood function of (3.2) is:
\[ \ell(\lambda, \alpha, \theta | x) = \ln \left( A(\lambda, \theta; x) \right) + \ln \alpha - \alpha S_m, \tag{3.4} \]

and then:

\[ MLE(\alpha) = m/S_m. \tag{3.5} \]

According to the invariance property of MLE, the corresponding MLEs of the reliability (series and parallel systems) and hazard rate functions are obtained by (2.4), (2.5), (2.6), and (3.5) respectively, after replacing \( \alpha \) with its MLE.

### 3.2. BAYESIAN ESTIMATION

According to the following gamma conjugate prior density:

\[ g'(\alpha | a, b) = \frac{b^a}{\Gamma(a)} \alpha^{a-1} \exp\{-ab\}, \quad a > 0, \quad b > 0, \tag{3.6} \]

where \( \Gamma(a) \) is the gamma function, the posterior density by (3.2) and (3.6), is:

\[ g(\alpha | x) = \frac{(b + S_m)^{m+a}}{\Gamma(m+a)} (\alpha + S_m)^{-m+a-1} \exp\{-(b + S_m)\alpha\}, \quad \alpha > 0. \tag{3.7} \]

#### 3.2.1. Bayesian Estimations under SELF

As we know, most of the Bayesian inference procedures have been developed under the SELF. According to SELF, the Bayes estimate of \( \alpha \) by (3.7), is:

\[ \hat{\alpha}_{BS}(a, b) = (m + a)/(b + S_m). \tag{3.8} \]

The Bayes estimates of the reliability of series and parallel systems and hazard rate functions by (2.4), (2.5), (2.6), and (3.7) are, respectively:

\[ \hat{R}_{BSS}(t; s, k) = \left( \frac{b + S_m}{b + S_m + k(\exp(\lambda t) - 1)^\theta} \right)^{m+a}, \tag{3.9} \]

\[ \hat{R}_{BPS}(t; p, k) = \sum_{i=1}^{k} (-1)^{i-1} \binom{k}{i} \left( \frac{b + S_m}{b + S_m + i(\exp(\lambda t) - 1)^\theta} \right)^{m+a}, \tag{3.10} \]

and

\[ \hat{R}_{BS}(t) = \lambda \theta \exp(\lambda t)(\exp(\lambda t) - 1)^{\theta-1} \hat{\alpha}_{BS}. \tag{3.11} \]

#### 3.2.2. Bayesian Estimations under LINEX Loss Function

LINEX loss function have introduced by [19] and further properties of its have been investigated by [20]. The corresponding Bayes estimates based on LINEX loss function are, respectively:

\[ \hat{\alpha}_{BL}(a, b) = \frac{-(m + a)/q}{b + S_m + q}, \tag{3.12} \]

\[ \hat{R}_{BSS}(t; s, k) = (-1/q) n \sum_{j=0}^{\infty} \frac{(-q)^j}{j!} \left( \frac{b + S_m}{b + S_m + jk(\exp(\lambda t) - 1)^\theta} \right)^{m+a}, \tag{3.13} \]

\[ \hat{R}_{BPS}(t; p, k) = (-1/q) \ln \frac{b + S_m^{m+a}}{\Gamma(m+a)} \int_0^{\infty} \alpha^{m+a-1} e^{-\alpha(b+S_m)} e^{-\alpha \sum_{i=1}^{k} (-1)^{i-1} (\exp(\lambda t) - 1)^\theta} d\alpha, \tag{3.14} \]
Some of integrals in this paper, such as (3.14), cannot be solved analytically in a simple closed form. To pass this problem, we use numerical computations by the corresponding software.

4. E-BAYESIAN ESTIMATION

Under the assumption that $a$ and $b$ are independent with joint density function

$$
\pi(a, b) = \pi_1(a)\pi_2(b),
$$

with $\hat{a}_b(a, b)$ being continuous,

$$
\hat{a}_{EB} = \int_D \hat{a}_b(a, b)\pi(a, b) \, da \, db,
$$

is called the E-Bayesian estimation of $\alpha$, which is assumed finite, where $D$ is the domain of $a$ and $b$, $\hat{a}_b(a, b)$ is Bayesian estimation of $\alpha$ with hyperparameters $a$ and $b$, and $\pi(a, b)$ is the joint density function of $a$ and $b$ over $D$. For more details, interested readers may refer to [21].

According to [22], $a$ and $b$ should be selected such that $g'(\alpha|a,b)$ is a decreasing function of $\alpha$. The derivative of $g'(\alpha|a,b)$ with respect to $\alpha$, is:

$$
\frac{dg'(\alpha|a,b)}{d\alpha} = \frac{b^a}{\Gamma(a)} a^{a-2} \exp(-ab) [(a - 1) - ab].
$$

Therefore $g'(\alpha|a,b)$ is a decreasing function of $\alpha$, if $0 < a < 1, b > 0$.

E-Bayesian estimations may be derived based on the following three distributions of the hyperparameters. In each of these priors, $a$ has the beta($u, v$) distribution, and the distribution of $b$ is uniform, a decreasing and an increasing function in $b$, respectively. These different functions are used to investigate the influence of different prior distributions on the results of E-Bayesian estimations.

$$
\begin{align*}
\pi_1(a, b) &= \frac{1}{cB(u,v)} a^{u-1}(1-a)^{v-1}, & 0 < a < 1, & 0 < b < c, \\
\pi_2(a, b) &= \frac{2(c-b)}{c^2B(u,v)} a^{u-1}(1-a)^{v-1}, & 0 < a < 1, & 0 < b < c, \\
\pi_3(a, b) &= \frac{2b}{c^2B(u,v)} a^{u-1}(1-a)^{v-1}, & 0 < a < 1, & 0 < b < c,
\end{align*}
$$

where $B(u,v)$ is the beta function.

4.1. E-Bayesian Estimations under SELF

4.1.1. E-Bayesian Estimations of $\alpha$

For $\pi_1(a, b)$, and by (3.8), (4.1) and (4.2), the E-Bayesian estimation of $\alpha$ is:

$$
\hat{a}_{EB1} = \frac{1}{cB(u,v)} \int_0^1 \int_0^c \left( \frac{m+a}{b+S_m} \right) a^{u-1}(1-a)^{v-1} \, db \, da = \frac{1}{c} \left( \frac{m+u}{u+v} \right) \ln \left( \frac{c+S_m}{S_m} \right).
$$

Also, the E-Bayesian estimation of $\alpha$ based on $\pi_2(a, b)$ and $\pi_3(a, b)$ are, respectively:

$$
\hat{a}_{EB2} = \frac{2}{c} \left( \frac{m+u}{u+v} \right) \left[ \frac{c+S_m}{c} \ln \left( \frac{c+S_m}{S_m} \right) - 1 \right].
$$
and

\[ \hat{\alpha}_{EBs3} = \frac{2}{c} \left( m + \frac{u}{u + v} \right) \left[ 1 - \frac{S_m}{c} \ln \left( \frac{c + S_m}{S_m} \right) \right] \quad (4.5) \]

### 4.1.2. E-Bayesian Estimations for the Reliability of Series System

Under \( \pi_1(a, b) \), \( \pi_2(a, b) \) and \( \pi_3(a, b) \), the E-Bayesian estimates of the reliability of series system are derived by (3.9), (4.1) and (4.2), respectively, as:

\[ \hat{R}_{EBs1} = \frac{1}{cB(u, v)} \int_0^1 \int_0^c \left( \frac{b + S_m}{b + S_m + k \exp(\lambda t) - 1} \right)^{m+a} a^{u-1}(1 - a)^{v-1} dbda, \quad (4.6) \]

\[ \hat{R}_{EBs2} = \frac{2}{c^2 B(u, v)} \int_0^1 \int_0^c (c - b) \sum_{i=1}^{k} \left( \frac{b + S_m}{b + S_m + (i \exp(\lambda t) - 1)^\theta} \right)^{m+a} a^{u-1}(1 - a)^{v-1} dbda, \quad (4.7) \]

\[ \hat{R}_{EBs3} = \frac{2}{c^2 B(u, v)} \int_0^1 \int_0^c (c - b) \sum_{i=1}^{k} \left( \frac{b + S_m}{b + S_m + (i \exp(\lambda t) - 1)^\theta} \right)^{m+a} a^{u-1}(1 - a)^{v-1} dbda. \quad (4.8) \]

### 4.1.3. E-Bayesian Estimations for the Reliability of Parallel System

Similarly, the E-Bayesian estimates of the reliability of parallel system under \( \pi_1(a, b) \), \( \pi_2(a, b) \) and \( \pi_3(a, b) \), can be derived by (3.10), (4.1) and (4.2), respectively, as follows:

\[ \hat{R}_{EBps1} = \frac{1}{cB(u, v)} \int_0^1 \int_0^c \left( \frac{b + S_m}{b + S_m + (i \exp(\lambda t) - 1)^\theta} \right)^{m+a} a^{u-1}(1 - a)^{v-1} dbda, \quad (4.9) \]

\[ \hat{R}_{EBps2} = \frac{2}{c^2 B(u, v)} \int_0^1 \int_0^c (c - b) \sum_{i=1}^{k} \left( \frac{b + S_m}{b + S_m + (i \exp(\lambda t) - 1)^\theta} \right)^{m+a} a^{u-1}(1 - a)^{v-1} dbda, \quad (4.10) \]

\[ \hat{R}_{EBps3} = \frac{2}{c^2 B(u, v)} \int_0^1 \int_0^c (c - b) \sum_{i=1}^{k} \left( \frac{b + S_m}{b + S_m + (i \exp(\lambda t) - 1)^\theta} \right)^{m+a} a^{u-1}(1 - a)^{v-1} dbda. \quad (4.11) \]

### 4.1.4. E-Bayesian Estimations for the Hazard Rate

Under \( \pi_1(a, b) \), \( \pi_2(a, b) \) and \( \pi_3(a, b) \), the E-Bayesian estimates of hazard rate by (3.11), (4.1)-(4.5), can be given, respectively, as follows:

\[ \hat{h}_{EBs1}(t) = \lambda \exp(\lambda t)(\exp(\lambda t) - 1)^{\theta-1} \hat{a}_{EBs1}, \quad (4.12) \]

\[ \hat{h}_{EBs2}(t) = \lambda \exp(\lambda t)(\exp(\lambda t) - 1)^{\theta-1} \hat{a}_{EBs2}, \quad (4.13) \]

and

\[ \hat{h}_{EBs3}(t) = \lambda \exp(\lambda t)(\exp(\lambda t) - 1)^{\theta-1} \hat{a}_{EBs3}. \quad (4.14) \]

### 4.2. E-Bayesian Estimations under LINEX Loss Function

The corresponding E-Bayesian estimations under LINEX Loss Function are, respectively:

#### 4.2.1. E-Bayesian Estimations of \( \alpha \)

\[ \hat{a}_{EBL1} = \frac{1}{cq} \left( m + \frac{u}{u + v} \right) \left[ (c + S_m) \ln \left( \frac{c + S_m}{c + S_m + q} \right) - S_m \ln \left( \frac{S_m}{c + S_m + q} \right) + q \ln \left( \frac{S_m + q}{c + S_m + q} \right) \right] \quad (4.15) \]

\[ \hat{a}_{EBL2} = \frac{1}{cq} \left( m + \frac{u}{u + v} \right) \left[ (S_m^2 + (2q + 2c)S_m + q^2 + 2cq) \ln \left( \frac{c + S_m + q}{S_m + q} \right) - (S_m^2 + 2cS_m) \ln \left( \frac{c + S_m}{S_m} \right) - c^2 \ln \left( \frac{c + S_m}{S_m + q} \right) - c \right] \quad (4.16) \]
\[
\hat{\alpha}_{EBSL1} = \frac{-1}{q c} \left( m + \frac{u}{u+v} \right) \left[ (S_m^2 + 2qS_m + q^2) \ln \left( \frac{c + S_m + q}{S_m + q} \right) - S_m^2 \ln \left( \frac{c + S_m}{S_m} \right) + c^2 \ln \left( \frac{c + S_m + q}{S_m + q} \right) - qc \right].
\]

4.2.2. E-Bayesian Estimations for the Reliability of Series System

\[
\hat{R}_{EBSL1} = \frac{-1}{qc B(u,v)} \int_0^1 \int_0^c \int_0^{b+S_m+jk(\exp(\lambda t) - 1)\beta} \left( \frac{b+S_m}{b+S_m+jk(\exp(\lambda t) - 1)\beta} \right)^{m+a} a^{u-1}(1-a)^{v-1} db \, da.
\]

4.2.3. E-Bayesian Estimations for the Reliability of Parallel System

\[
\hat{R}_{EBSL2} = \frac{-2}{qc^2 B(u,v)} \int_0^1 \int_0^c \int_0^{b+S_m+jk(\exp(\lambda t) - 1)\beta} \left( \frac{b+S_m}{b+S_m+jk(\exp(\lambda t) - 1)\beta} \right)^{m+a} a^{u-1}(1-a)^{v-1} db \, da.
\]

4.2.4. E-Bayesian Estimations for the Hazard Rate

\[
\hat{h}_{EBSL1}(t) = \lambda \theta \exp(\lambda t)(\exp(\lambda t) - 1)^{\theta-1} \hat{\alpha}_{EBSL1},
\]

\[
\hat{h}_{EBSL2}(t) = \lambda \theta \exp(\lambda t)(\exp(\lambda t) - 1)^{\theta-1} \hat{\alpha}_{EBSL2},
\]

\[
\hat{h}_{EBSL3}(t) = \lambda \theta \exp(\lambda t)(\exp(\lambda t) - 1)^{\theta-1} \hat{\alpha}_{EBSL3}.
\]

5. ASYMPTOTIC BEHAVIOURS AND RELATIONS AMONG THE E-BAYESIAN ESTIMATIONS

Now, we investigate the relationships among E-Bayesian estimations. To prevent prolongation of the paper, we perform theorems only for SELF. For LINEX loss function, the results will be obtained similarly using the corresponding relations.

5.1. Relations among \( \hat{\alpha}_{EBSl}(i = 1, 2, 3) \):

Theorem 5.1. Let \( 0 < c < S_m \) and \( \hat{\alpha}_{EBSl} (i = 1, 2, 3) \) be given by (4.3)-(4.5), then:

1. \( \hat{\alpha}_{EBS3} < \hat{\alpha}_{EBS1} < \hat{\alpha}_{EBS2} \).
2. \( \lim_{S_m \to \infty} \hat{\alpha}_{EBS1} = \lim_{S_m \to \infty} \hat{\alpha}_{EBS2} = \lim_{S_m \to \infty} \hat{\alpha}_{EBS3} \).
Proof: Please see Appendix A.

Part (1) of Theorem 1 shows that with different priors (4.2), the E-Bayesian estimates \( \hat{\theta}_{EBsi} \) (i=1, 2, 3) are also different and can be ordered. Part (2) shows that \( \hat{\theta}_{EBsi} \) (i=1, 2, 3) are asymptotically equal when \( S_m \) is sufficiently large.

5.2. Relations among \( \hat{R}_{EBsi} \) and \( \hat{R}_{EBpsi} \) (i = 1, 2, 3)

**Theorem 5.2.** Let \( 0 < c < S_m \), \( \hat{R}_{EBsi} \) and \( \hat{R}_{EBpsi} \) (i = 1, 2, 3) are given by (4.6)-(4.11), then:

\[
\begin{align*}
1) \quad & \hat{R}_{EBps2} < \hat{R}_{EBps1} < \hat{R}_{EBps3}, \\
2) \quad & \hat{R}_{EBss2} < \hat{R}_{EBss1} < \hat{R}_{EBss3}, \\
3) \quad & \lim_{S_m \to \infty} \hat{R}_{EBps1} = \lim_{S_m \to \infty} \hat{R}_{EBps2} = \lim_{S_m \to \infty} \hat{R}_{EBps3}, \\
4) \quad & \lim_{S_m \to \infty} \hat{R}_{EBss1} = \lim_{S_m \to \infty} \hat{R}_{EBss2} = \lim_{S_m \to \infty} \hat{R}_{EBss3}.
\end{align*}
\]

Proof: Please see Appendix B.

Part (1) of Theorem 5.2 shows that with different priors (4.2), the E-Bayesian estimates \( \hat{R}_{EBsi} \) and \( \hat{R}_{EBpsi} \) (i=1, 2, 3) are also different and can be ordered. Part (2) shows that \( \hat{R}_{EBsi} \) and \( \hat{R}_{EBpsi} \) (i=1, 2, 3) are asymptotically equal when \( S_m \) is sufficiently large.

5.3. Relations among \( \hat{h}_{EB} \) (i = 1, 2, 3)

**Theorem 5.3.** Let \( 0 < c < S_m \), \( \hat{h}_{EBsi} \) (i = 1, 2, 3) are given by (4.12)-(4.14), then:

\[
\begin{align*}
1) \quad & \hat{h}_{EBS3} \leq \hat{h}_{EBs1} \leq \hat{h}_{EBS2}, \\
2) \quad & \lim_{S_m \to \infty} \hat{h}_{EBs1} = \lim_{S_m \to \infty} \hat{h}_{EBS2} = \lim_{S_m \to \infty} \hat{h}_{EBS3}.
\end{align*}
\]

Proof: Please see Appendix C.

Part (1) of Theorem 5.3 shows that with different priors (4.2), the E-Bayesian estimates \( \hat{h}_{EBsi} \) (i=1, 2, 3) are also different and can be ordered. Part (2) shows that \( \hat{h}_{EBsi} \) (i=1, 2, 3) asymptotically equal when \( S_m \) is sufficiently large.

6. APPLICATIONS

In this section, two examples are presented to assess the performance of the estimates associated with WGED.

6.1. A real Data Analysis

[23] have discussed on the electric data, which are 19 failure times (in minutes) for an insulating fluid between two electrodes subject to a voltage of 34 KV: 0.19, 0.78, 0.96, 1.31, 2.78, 3.16, 4.15, 4.67, 4.85, 6.50, 7.35, 8.01, 8.27, 12.06, 31.75, 32.52, 33.91, 36.71, and 72.89. In [16] the authors have showed that the WGED can be fitted to this electric data set. Using results of equations (3.5), (3.8)-(4.26), different estimates for the unknown parameters are presented in Table 2. The first column is dedicated to censor scheme. For example, \( R=(1*4, 0*11) \) means (1, 1, 1, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0).

The program for estimating is as follows:

- Based on the electric data, we obtain the MLEs, of \( \alpha, R(t; s, k), R(t; p, k), \) and \( h(t) \).
For given values of the prior parameters, we generate samples \( a \) and \( b \) from the beta and uniform priors \((4.2)\), respectively.

Based on the electric data, for given values of \( a \) and \( b \), we obtain the Bayes and E-Bayesian estimates of \( \alpha, R(t; s, k), R(t; p, k), \) and \( h(t) \).

The values of the parameters for real data are given in Table 1.

### Table 1. The values of the parameters for real data.

| \( \lambda \) | \( \theta \) | \( a \) | \( b \) | \( u \) | \( v \) | \( c \) |
|---|---|---|---|---|---|---|
| 0.022 | 1.95 | 0.3 | 0.62 | 0.13 | 2 | 1.12 |

It is clear from Table 2 that, the E-Bayesian estimates are robust and satisfy the Theorems 5.1, 5.2 and 5.3. Also, the E-Bayesian estimates tend to be closer to the Bayesian estimates.

### Table 2. Estimates of the parameters based on real data of WGED.

| \( m \), \( R \) | \( \alpha (q=1) \) | \( m \), \( R \) | \( \alpha (q=1) \) | \( m \), \( R \) | \( \alpha (q=1) \) |
|---|---|---|---|---|---|
| m=10; \( R=(4,4,1,0^7) \) | 0.5046544, 0.492799 | 0.4939043, 0.4821611 | 0.4984300, 0.4912925 | 0.9247657, 0.9247657 |
| m=15; \( R=(1^4,0^4) \) | 0.7551532, 0.7469420 | 0.7292817, 0.7021228 | 0.7265510, 0.7308776 | 0.7136946, 0.7136946 |
| m=19; \( R=(0^19) \) | 0.9562884, 0.9419926 | 0.917259, 0.9111610 | 0.948425, 0.9412925 | 0.903094, 0.903094 |
| \( m=10; \( R=(4,4,1,0^7) \) \) | 0.9035096, 0.8746989 | 0.9070496, 0.8739527 | 0.9050869, 0.8733484 | 0.9067198, 0.8745567 |
| m=15; \( R=(1^4,0^4) \) | 0.8591299, 0.8422885 | 0.8627888, 0.8408178 | 0.8616302, 0.8398686 | 0.8639468, 0.8417681 |
| m=19; \( R=(0^19) \) | 0.8250787, 0.8151976 | 0.8296637, 0.8132397 | 0.8282548, 0.8120185 | 0.8310727, 0.8144606 |

6.2. Monte Carlo simulation

In this section, a Monte Carlo simulation in the following steps is used for computation and comparison of the MLE, Bayes, and E-Bayesian estimations:

- For given values of the prior parameters \((u, v)\), and \((0, c)\), we generate \( a \) and \( b \) from the beta and uniform prior densities \((4.2)\), respectively.
- For given values of \((a,b)\) we generate \( \alpha \) from the gamma prior density \((3.6)\).
- For known values of \( \lambda \), progressive type-II censored samples of different sizes are generated from the WGED with p.d.f \((2.1)\).
- The estimates of \( \alpha, R(t; s, k), R(t; p, k), \) and \( h(t) \) are computed by equations given in the corresponding above sections.
- The above steps are repeated 5000 times and the MSEs of estimates are computed by:

\[
MSE(\hat{Q}) = \frac{1}{5000} \sum E[(\hat{Q} - Q)^2],
\]

where \( \hat{Q} \) is an estimate of \( Q \).
The values of the parameters for Monte Carlo simulation are given in Table 3.

| \(a\)  | \(\lambda\) | \(\theta\) | \(a\)  | \(b\)  | \(u\)  | \(v\)  | \(c\)  |
|-----|-----|-----|-----|-----|-----|-----|-----|
| 0.9570615 | 3   | 2.5 | 0.4919733 | 0.5308612 | 0.13 | 2   | 1.12 |

The results are presented in Table 4-Table 7. Also, the corresponding figures are depicted in Figure 1 - Figure 4. It is clear from Table 4-Table 7 and Figure 1 - Figure 4 that the E-Bayesian estimates, are robust and satisfy the Theorems 5.1, 5.2, and 5.3.

| \(n, m, R\) | MLE | BS | BL | EBL1 | EBL2 | EBS1 | EBL3 |
|-----|-----|-----|-----|-----|-----|-----|-----|
| n=20, m=10; R=(4,4,2,0)*7(7) | 1.0624295 | 1.0487666 | 0.9951230 | 1.0008886 | 0.9525308 | 1.0245622 | 0.9709781 | 0.9832139 | 0.9341235 |
| n=20, m=15; R=(2,2,1,0)*12(12) | 0.15116386 | 0.12511340 | 0.09421697 | 0.10913560 | 0.08496838 | 0.12162578 | 0.09251680 | 0.09799324 | 0.07482439 |
| n=20, m=20; R=(0)*20(20) | 0.08031438 | 0.07251388 | 0.06084244 | 0.06614580 | 0.05696868 | 0.07058401 | 0.05995915 | 0.06213595 | 0.05437732 |
| n=30, m=15; R=(5)*30*12(12) | 1.0148799 | 1.0093206 | 0.97588401 | 0.9797886 | 0.9473193 | 0.9924985 | 0.9591510 | 0.9670787 | 0.9354876 |
| n=30, m=20; R=(4,4,2,0)*17(17) | 0.0044823 | 0.0011412 | 0.0763639 | 0.0790767 | 0.0947037 | 0.0982862 | 0.0635819 | 0.0695526 | 0.0425855 |
| n=30, m=30; R=(0)*30(30) | 0.05515184 | 0.05139057 | 0.04492122 | 0.04766107 | 0.04251779 | 0.0506708 | 0.04422210 | 0.04546904 | 0.04400464 |
| n=40, m=20; R=(5)*40*16(16) | 1.0706466 | 1.0210275 | 0.9868171 | 0.9911423 | 0.9579655 | 1.0041343 | 0.9700525 | 0.9781504 | 0.9458786 |
| n=40, m=30; R=(4,4,2,0)*27(27) | 0.082403 | 0.074293 | 0.061692 | 0.067184 | 0.057190 | 0.071980 | 0.060454 | 0.062833 | 0.053403 |
| n=40, m=40; R=(0)*40(40) | 1.007666 | 1.004154 | 0.979177 | 0.98185 | 0.957451 | 0.991283 | 0.966399 | 0.972416 | 0.948503 |
| n=50, m=25; R=(5)*50*20(20) | 0.058621 | 0.054432 | 0.047402 | 0.050437 | 0.044767 | 0.053068 | 0.046655 | 0.048028 | 0.043075 |
| n=50, m=40; R=(4,4,2,0)*37(37) | 0.991642 | 0.989936 | 0.973699 | 0.97511 | 0.959129 | 0.981213 | 0.965028 | 0.969008 | 0.953231 |
| n=50, m=50; R=(0)*50(50) | 0.363939 | 0.034832 | 0.031809 | 0.033027 | 0.030577 | 0.034115 | 0.031395 | 0.032004 | 0.029798 |

From Table 4, the MSEs of all estimates significantly decrease as \(n\) increases. The MSEs of the ML, Bayesian and E-Bayesian estimates are ordered as follows:

\[
\text{MSE}(\widehat{\alpha}_{\text{EB3}}) < \text{MSE}(\widehat{\alpha}_{\text{EB1}}) < \text{MSE}(\widehat{\alpha}_{\text{EB2}}) < \text{MSE}(\widehat{\alpha}_{\text{BS}}) < \text{MSE}(\widehat{\alpha}_{\text{ML}}).
\]

\[
\text{MSE}(\widehat{\alpha}_{\text{EBL3}}) < \text{MSE}(\widehat{\alpha}_{\text{EBL1}}) < \text{MSE}(\widehat{\alpha}_{\text{EBL2}}) < \text{MSE}(\widehat{\alpha}_{\text{BL}}) < \text{MSE}(\widehat{\alpha}_{\text{ML}}).
\]

The E-Bayesian estimates have smaller MSEs than the Bayesian estimates. By increasing \(n\), the E-Bayesian estimates have the smallest MSEs compared to their corresponding Bayesian and ML estimates and can be seen in Figure 1.
Figure 1: MSEs of estimations of $\alpha$ based on (50, 70 and 100)% of samples.

Table 5. Estimates of $R(t; s, k)$ and their MSE based on WGED and Monte Carlo simulation ($q=2$, $t=0.1$, $k=5$, $R_s=0.7071934$).

| $n$, $m$, $R$ | MLE | BS | EBS1 | EBL1 | EBS2 | EBL2 | EBS3 | EBL3 |
|--------------|-----|----|------|------|------|------|------|------|
| $n=20$, $m=10$; $R=(4,4,2,0^*7)$ | 0.686154 | 0.693364 | 0.682191 | 0.702209 | 0.692533 | 0.697523 | 0.687911 | 0.708895 | 0.697154 |
| $n=20$, $m=15$; $R=(2,2,1,0^*12)$ | 0.694276 | 0.698476 | 0.689613 | 0.705785 | 0.696586 | 0.702733 | 0.693605 | 0.708836 | 0.699566 |
| $n=20$, $m=20$; $R=(0^*20)$ | 0.697766 | 0.700699 | 0.693036 | 0.706215 | 0.698299 | 0.703951 | 0.696100 | 0.708478 | 0.700499 |
| $n=30$, $m=15$; $R=(5,3,0^*12)$ | 0.695518 | 0.699655 | 0.69075 | 0.706940 | 0.697695 | 0.703910 | 0.694737 | 0.709969 | 0.70653 |
| $n=30$, $m=20$; $R=(4,4,2,0^*17)$ | 0.698236 | 0.701145 | 0.693482 | 0.706655 | 0.698739 | 0.704399 | 0.69648 | 0.708910 | 0.700930 |
| $n=30$, $m=30$; $R=(0^*30)$ | 0.701326 | 0.70314 | 0.696687 | 0.706835 | 0.700214 | 0.705344 | 0.698773 | 0.708836 | 0.701654 |
| $n=40$, $m=20$; $R=(5,4,0^*16)$ | 0.696994 | 0.699966 | 0.692323 | 0.705492 | 0.697597 | 0.703216 | 0.695385 | 0.707768 | 0.699009 |
| $n=40$, $m=30$; $R=(4,4,2,0^*27)$ | 0.701648 | 0.703444 | 0.697006 | 0.707137 | 0.700531 | 0.705651 | 0.699096 | 0.708623 | 0.701966 |
| $n=40$, $m=40$; $R=(0^*40)$ | 0.70194 | 0.702536 | 0.696779 | 0.705329 | 0.699447 | 0.704205 | 0.698363 | 0.706453 | 0.705031 |
| $n=50$, $m=25$; $R=(5,5,0^*20)$ | 0.699177 | 0.701451 | 0.694529 | 0.705885 | 0.698762 | 0.704078 | 0.697011 | 0.707692 | 0.705013 |
| $n=50$, $m=40$; $R=(4,4,2,0^*37)$ | 0.70257 | 0.703838 | 0.698079 | 0.706655 | 0.700735 | 0.705551 | 0.699661 | 0.707779 | 0.701808 |
| $n=50$, $m=50$; $R=(0^*50)$ | 0.703195 | 0.704226 | 0.698812 | 0.706457 | 0.700943 | 0.705567 | 0.700807 | 0.707347 | 0.701799 |
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From Table 5 and Table 6, the MSEs of all estimates decrease as \( n \) increases. The MSEs of estimates are ordered as follows:

\[
\text{MSE}(\hat{R}_{EBS3}) < \text{MSE}(\hat{R}_{EBS1}) < \text{MSE}(\hat{R}_{EBS2}) < \text{MSE}(\hat{R}_{BS}) < \text{MSE}(\hat{R}_{ML}).
\]

The E-Bayesian estimates have smaller MSEs than the Bayesian estimates. By increasing \( n \), the E-Bayesian estimates have the smallest MSEs compared to their corresponding Bayesian and ML estimates and can be seen in Figure 2 and Figure 3.

| \( n, m, R \) | MLE | BS | BL | EBS1 | EBS2 | EBS3 | EBL2 | EBL3 |
|-------------|-----|----|----|------|------|------|------|------|
| n=20, m=10; \( R=(4,4,2,0*7) \) | 0.786491 | 0.794755 | 0.781948 | 0.801786 | 0.793802 | 0.801815 | 0.788505 | 0.812557 | 0.779099 |
| n=20, m=15; \( R=(2,2,1,0*12) \) | 0.975800 | 0.806014 | 0.960455 | 0.808992 | 0.798448 | 0.805494 | 0.795031 | 0.812489 | 0.801864 |
| n=20, m=20; \( R=(5*5,0*2) \) | 0.993200 | 0.992795 | 0.991033 | 0.990752 | 0.990368 | 0.990392 | 0.990391 | 0.990398 | 0.990346 |
| n=20, m=25; \( R=(5*20) \) | 0.997980 | 0.803163 | 0.794379 | 0.809485 | 0.800412 | 0.806890 | 0.797891 | 0.812079 | 0.802933 |
| n=20, m=30; \( R=(0*50) \) | 0.993280 | 0.029563 | 0.029575 | 0.028350 | 0.02743 | 0.02932 | 0.02875 | 0.027249 | 0.02623 |

Table 6. Estimates of \( R(t; p, k) \) and their MSE based on WGED and Monte Carlo simulation \((q=2, t=0.25, k=5, Rp=0.8106066)\).
Figure 2: MSEs of estimations of $R(t; s, k)$ based on (50, 70 and 100)% of samples.

Figure 3: MSEs of estimations of $R(t; p, k)$ based on (50, 70 and 100)% of samples.
From Table 7, the MSEs of all estimates decrease as \( n \) increases. The MSEs of estimates are ordered as follows:

\[
\text{MSE}(\hat{h}_{\text{EBS3}}) < \text{MSE}(\hat{h}_{\text{EBS1}}) < \text{MSE}(\hat{h}_{\text{EBS2}}) < \text{MSE}(\hat{h}_{\text{BS}}) < \text{MSE}(\hat{h}_{\text{ML}}). \]

\[
\text{MSE}(\hat{h}_{\text{EBS3}}) < \text{MSE}(\hat{h}_{\text{EBS1}}) < \text{MSE}(\hat{h}_{\text{EBS2}}) < \text{MSE}(\hat{h}_{\text{BL}}) < \text{MSE}(\hat{h}_{\text{ML}}). \]

The E-Bayesian estimates have smaller MSEs than the Bayesian estimates. By increasing \( n \), the E-Bayesian estimates have the smallest MSEs compared to their corresponding Bayesian and ML estimates and can be seen in Figure 4.
7. CONCLUSIONS

In this paper, the MLE, Bayes, and E-Bayesian techniques are used for estimating the parameter, reliability, and hazard functions of the WGED based on progressive type-II censoring. We are used real data and the Monte Carlo simulation to compute and comparison of estimates. Also, we have found that:

- The E-Bayesian estimates of different priors are more nearly as the sample size increases. By different prior distributions of hyperparameters, the E-Bayesian estimations are robust and satisfy the corresponding theorems.
- The MSEs of estimates decreases as the sample size increases.
- The MSEs of the E-Bayesian estimates were less than the MSEs of their corresponding MLE and Bayes estimates.
- Generally, this paper shows that the E-Bayesian estimation is more efficient than the old methods.
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Appendices

Appendix A: Proof of Theorem 5.1.

(1) From (4.3)-(4.5), we have:
\[ \hat{a}_{EBs2} - \hat{a}_{EBs3} = 2(\hat{a}_{EBs1} - \hat{a}_{EBs3}), \]

and

\[ \hat{a}_{EBs1} - \hat{a}_{EBs3} = \hat{a}_{EBs2} - \hat{a}_{EBs1} = \frac{1}{c} \left( m + \frac{u}{u+s} \right) \left[ \frac{c+2Sm}{c} \ln \left( \frac{c+Sm}{Sm} \right) - 2 \right]. \quad (A.1) \]

Now, according to Mac Laurin series, we have:

\[
\ln(1 + x) = x - \frac{x^2}{2} + \frac{x^3}{3} - \frac{x^4}{4} + \cdots = \sum_{k=1}^{\infty} (-1)^{k-1} x^k/k, \quad |x| < 1. \quad (A.2)
\]

Now, it suffices to replace \( x \) by \( c/S_m \) in (A.2). Also, note that when \( 0 < c < S_m \), then we have \( 0 < c/S_m < 1 \), and:

\[
\left[ \frac{c+2Sm}{c} \ln \left( \frac{S_m + c}{S_m} \right) - 2 \right] = \frac{c+2Sm}{c} \left( \frac{c}{S_m} \right) - 1 - \frac{1}{2} \left( \frac{c}{S_m} \right)^2 + \frac{1}{3} \left( \frac{c}{S_m} \right)^3 - \frac{1}{4} \left( \frac{c}{S_m} \right)^4 + \frac{1}{5} \left( \frac{c}{S_m} \right)^5 - \cdots - 2
\]

\[
= \left( \frac{c}{S_m} \right) - \frac{1}{2} \left( \frac{c}{S_m} \right)^2 + \frac{1}{3} \left( \frac{c}{S_m} \right)^3 - \frac{1}{4} \left( \frac{c}{S_m} \right)^4 + \frac{1}{5} \left( \frac{c}{S_m} \right)^5 - \cdots - 2
\]

\[
= \left( 2 - \frac{c}{S_m} \right) + \frac{2}{3} \left( \frac{c}{S_m} \right)^2 - \frac{2}{4} \left( \frac{c}{S_m} \right)^3 + \frac{2}{5} \left( \frac{c}{S_m} \right)^4 - \cdots
\]

\[
= \frac{c^2}{6S_m^2} - \frac{c^3}{6S_m^3} + \left( \frac{3c^4}{6S_m^4} - \frac{2c^5}{15S_m^5} \right) + \cdots
\]

\[
= \frac{c^2}{6S_m^2} (1 - \frac{c}{S_m}) + \frac{c^4}{60S_m^4} (9 - 8c/S_m) + \cdots. \quad (A.3)
\]

Now according to (A.1) and (A.3), we have:

\[ \hat{a}_{EBs1} - \hat{a}_{EBs3} = \hat{a}_{EBs2} - \hat{a}_{EBs1} > 0, \quad \text{or:} \quad \hat{a}_{EBs3} < \hat{a}_{EBs1} < \hat{a}_{EBs2}. \]

(2) From (A.1) and (A.3), we get:

\[
\lim_{S_m \to \infty} (\hat{a}_{EBs1} - \hat{a}_{EBs3}) = \lim_{S_m \to \infty} (\hat{a}_{EBs2} - \hat{a}_{EBs1}) = 0,
\]

or: \( \lim_{S_m \to \infty} \hat{a}_{EBs1} = \lim_{S_m \to \infty} \hat{a}_{EBs2} = \lim_{S_m \to \infty} \hat{a}_{EBs3}. \]

Appendix B: Proof of Theorem 5.2.

(1) From (4.9)-(4.11), we have:

\[
\tilde{R}_{EBps3} - \tilde{R}_{EBps1} = \tilde{R}_{EBps1} - \tilde{R}_{EBps2}
\]

\[
= \frac{2b-c}{c^2 B(u, k)} \int_0^1 \int_0^{c \sqrt{y/k}} \int_0^{\infty} \sum_{i=1}^{k-1} (-1)^{i-1} \left( \frac{b+Sm}{b+Sm+i(\exp(\lambda t)-1)} \right)^m \left( \frac{a^{u-1}(1-a)^{v-1}}{db} \right) \cdot da
\]

The equation (B.1) cannot be computed analytically in a simple closed form. Thus numerical methods by the corresponding software are used for computing it. The numerical results (Table 5 and Table 6) showed that this integral is positive. That is:
Similarly, we have: \( \hat{R}_{EBs2} < \hat{R}_{EBs1} < \hat{R}_{EBs3} \).

(2) From (B.1) we have

\[
\lim_{S_m \to \infty} \left( \hat{R}_{EBps1} - \hat{R}_{EBps3} \right) = \lim_{S_m \to \infty} \left( \hat{R}_{EBps2} - \hat{R}_{EBps1} \right)
\]

\[
= \frac{c - 2b}{c^2 B(u, v)} \lim_{S_m \to \infty} \int_0^1 \int_0^c \sum_{i=1}^k (-1)^{i-1} \binom{k}{i} \left( \frac{b + S_m}{b + S_m + i(\exp(\lambda t) - 1)} \right)^{m+a} a^{u-1}(1-a)^{v-1} db da.
\]

Now using the monotone convergence theorem, we have:

\[
\lim_{S_m \to \infty} \hat{R}_{EBs1} = \lim_{S_m \to \infty} \hat{R}_{EBs2} = \lim_{S_m \to \infty} \hat{R}_{EBps1}.
\]

Similarly, we have:

\[
\lim_{S_m \to \infty} \hat{R}_{EBs1} = \lim_{S_m \to \infty} \hat{R}_{EBs2} = \lim_{S_m \to \infty} \hat{R}_{EBss3}.
\]

Appendix C: Proof of Theorem 5.3.

(1) From (4.12)-(4.14) and (4.3)-(4.5), we get:

\[
\hat{h}_{EBs1} - \hat{h}_{EBs3} = \hat{h}_{EBs2} - \hat{h}_{EBs1} = \frac{1}{c} \lambda \theta \exp(\lambda t)(\exp(\lambda t) - 1)^{\theta-1} \left( m + \frac{u}{u+v} \right) \ln \left( \frac{c^2 S_m}{c + S_m} \right) - 2. \quad (C.1)
\]

Now, according to (C.1), (A.1) and (A.3), we have:

\[
\hat{h}_{EBs1} - \hat{h}_{EBs3} = \hat{h}_{EBs2} - \hat{h}_{EBs1} > 0, \quad \text{or} \quad \hat{h}_{EBs3} < \hat{h}_{EBs1} < \hat{h}_{EBs2}.
\]

(2) According to (C.1), (A.1) and (A.3), we have:

\[
\lim_{S_m \to \infty} \left( \hat{h}_{EBs1} - \hat{h}_{EBs3} \right) = \lim_{S_m \to \infty} \left( \hat{h}_{EBs2} - \hat{h}_{EBs1} \right)
\]

\[
= \frac{1}{c} \theta \exp(\lambda t)(\exp(\lambda t) - 1)^{\theta-1} \left( m + \frac{u}{u+v} \right) \lim_{S_m \to \infty} \left\{ \frac{c^2}{6S_m^2} (1 - c/S_m) + \frac{c^4}{60S_m^3} (9 - 8c/S_m) + \cdots \right\} = 0.
\]

Or, \( \lim_{S_m \to \infty} \hat{h}_{EBs1} = \lim_{S_m \to \infty} \hat{h}_{EBs2} = \lim_{S_m \to \infty} \hat{h}_{EBs3} \).