Exhaustive search for optimal molecular geometries using imaginary-time evolution on a quantum computer
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This study proposes a nonvariational scheme for geometry optimization of molecules for the first-quantized eigensolver, which is a recently proposed framework for quantum chemistry using probabilistic imaginary-time evolution (PITE). In this scheme, the nuclei in a molecule are treated as classical point charges while the electrons are treated as quantum mechanical particles. The electronic states and candidate geometries are encoded as a superposition of many-qubit states, for which a histogram created from repeated measurements gives the global minimum of the energy surface. We demonstrate that the circuit depth per step scales as $O(n^2 e^{\text{poly}(\log n_e)})$ for the electron number $n_e$, which can be reduced to $O(n_e \text{poly}(\log n_e))$ if extra $O(n_e \log n_e)$ qubits are available. Moreover, resource estimation implies that the total computational time of our scheme starting from a good initial guess may exhibit overall quantum advantage in molecule size and candidate number. The proposed scheme is corroborated using numerical simulations. Additionally, a scheme adapted to variational calculations is examined that prioritizes saving circuit depths for noisy intermediate-scale quantum (NISQ) devices. A classical system composed only of charged particles is considered as a special case of the scheme. The new efficient scheme will assist in achieving scalability in practical quantum chemistry on quantum computers.

I. INTRODUCTION

Modern computational designs for materials [1], proteins [2], and drug discovery [3] often include atomistic simulations instead of coarse-grained models for distinguishing microscopic subtleties. Electronic-structure calculations based on the density functional theory [4, 5] or wave function theory [6] must be performed to optimize the geometries of solids and molecules in their ground states to ensure that simulations are as quantitatively reliable as possible. Although target systems with a diverse number of atoms and elements are found in physics, chemistry, and biochemistry, there are two main approaches for determining the optimal geometry of a molecule using a classical computer: energy- and force-based.

The energy-based approach is based on the calculated total energies of all the candidate geometries. The procedure in a naive form typically begins by determining the discretization of the positions for each nucleus and calculating the total energies of all possible geometries. This approach leads to an exhaustive search for the optimal geometry among all candidates and the search can be easily parallelized for many classical computers. However, the required computational resources grow exponentially with respect to the size of the target molecule. This extensive scaling makes the naive energy-based approach impractical for systems of practical interest.

The force-based approach is based on the forces acting on the nuclei within the Born–Oppenheimer (BO) approximation. This optimization procedure for a target molecule is performed by calculating the total energy and forces acting on the constituent nuclei. More precisely, the procedure typically calculates the Hellmann–Feynman forces [7]. If necessary, the Pulay forces are calculated to compensate for the incompleteness of the adopted basis set [8]. These forces can be calculated using only a small amount of additional computational resources for the total-energy calculation. The nuclear positions are iteratively updated until convergence according to the forces. The steepest-descent and conjugate-gradient methods are force-based approaches in the simplest forms. However, the updating process used in these methods is not parallelizable in principle. In addition, the search is prone to becoming stuck in a local minimum on the energy surface. Various elaborate force-based approaches have been proposed to achieve the efficient and robust optimization of molecular geometries. For details, refer to Ref. [9].

While quantum computation has been regarded as a promising alternative for storing many-electron wave functions living in a huge Hilbert space [10] since long before the advent of quantum computers, we find that geometry optimization of electronic systems is still going through the phase of establishing basic techniques, on the contrary to classical computation. Hirai et al. [11] proposed recently a method within the first-quantized formalism [12–14] by finding the lowest-energy geometry based on the imaginary-time evolution (ITE) with
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variational parameters [15–17] for nonadiabatically coupled electrons and nuclei. Their approach, which we refer to as the variational ITE (VITE) in what follows, is a kind of the variational quantum eigensolver (VQE) [18, 19]. The major difference between our approach described later and their approach exists in how the qubits for nuclear degrees of freedom are used: we use them to encode the nuclear positions as classical data instead of their femtometer-scale wave functions, so that we perform exhaustive search for the optimum among candidate positions via quantum parallelism. We point out here that a quantum algorithm for force-based geometry optimization has been proposed [20].

Since the prevalent paradigm of electronic-structure calculations on classical computers has been developed primarily for computing the total energies of systems built up of electrons and nuclei, we might overlook the important fact, that is, there is no need for knowing the values of the total energies of candidate geometries to find the optimal one. We can find it only by knowing which geometry has the unknown lowest energy. Given this fact and the first-quantized eigensolver (FQE) [21], this study presents a quantum algorithm for efficient geometry optimization that outperforms classical algorithms. FQE is a recently proposed framework based on probabilistic ITE (PITE) for nonvariational energy minimization in quantum chemistry [21]. For a brief review of generic PITE, see Appendix A. The second-quantized formalism is useful for calculating the dynamical properties related to the excitation processes of a molecule, where the electron number can increase and decrease [22, 23]. However, the first-quantized formalism for finding the ground state offers better scaling of operation numbers [21]. This characteristic is inherited even when geometry optimization is involved, as will be demonstrated later.

II. RESULTS

A. Exhaustive search for optimal geometries

Let us consider a molecular system consisting of $n_e$ electrons as quantum mechanical particles and $n_{\text{nucl}}$ nuclei as classical point charges fixed at $R_\nu$ ($\nu = 0, \ldots, n_{\text{nucl}} - 1$), as depicted in Fig. 1. These two kinds of particles interact with each other via pairwise interactions $v$ dependent only on the distance between two particles. The Hamiltonian is given by

$$\mathcal{H}(\{R_\nu\}_\nu) = \sum_{\nu=0}^{n_{\text{elec}}-1} \sum_{\nu'=0}^{n_{\text{elec}}-1} v(|\hat{r}_\nu - \hat{r}_{\nu'}|) \equiv E_{\text{H}} + \sum_{\nu=0}^{n_{\text{elec}}-1} Z_\nu v (|\hat{r}_\nu - R_\nu|) \equiv V_{\text{en}} + \frac{1}{2} \sum_{\nu,\nu'=0}^{n_{\text{elec}}-1} Z_\nu Z_{\nu'} v (|R_\nu - R_{\nu'}|) \equiv V_{\text{ext}},$$

where the nuclear positions appear as parameters. $\hat{T}$ is the kinetic-energy operator of electrons having the mass $m_e = 1$. All the quantities in this paper are in atomic units unless otherwise stated. $\hat{r}_\nu$ and $\hat{p}_\nu$ are the position and momentum operators, respectively, of the $\nu$th electron. $Z_\nu$ is the charge of the $\nu$th nucleus, while that of an electron is $-1$. We can introduce a position-dependent external field $v_{\text{ext}}$ felt by each electron. Although we have adopted the common interaction $v$ for $\hat{V}_{\text{en}}, \hat{V}_{\text{ext}}$, and $V_{\text{en}}$ for simplicity, distinct interactions for them could be introduced with only small modifications to the following discussion. Also, the formulations for one- and two-dimensional spaces will be possible similarly to the three-dimensional case.

We encode the $n_e$-electron wave function in real space by using $n_{ge}$ qubits for each direction per electron, as usual in the first-quantized formalism [12–14, 21, 24, 25], or equivalently the grid-based formalism. We refer to the $3n_e n_{ge}$ qubits collectively as the electronic register. We generate uniform grid points in a cubic simulation cell of size $L$ to encode the normalized many-electron spatial wave function $\psi$ by using the register as

$$|\psi\rangle = \Delta V^{n_e/2} \sum_{k_0,\ldots,k_{n_e-1}} \psi(r^{(k_0)},\ldots,r^{(k_{n_e-1})}) |k_{n_e} \rangle^3 \otimes \cdots \otimes |k_0 \rangle^3 n_{ge},$$

where $k_\ell$ is the three integers specifying the position eigenvalue ($k_{\ell x} e_x + k_{\ell y} e_y + k_{\ell z} e_z) \Delta x$ for the $\ell$th electron. $\Delta x \equiv L/N_{ge}$ is the spacing of $N_{ge} = 2^{n_{ge}}$ grid points for each direction. We introduced the volume element $\Delta V \equiv \Delta x^3$ for the normalization of $|\psi\rangle$.

We construct a composite system consisting of the electrons and nuclei and define an appropriate Hamiltonian, for which we perform energy minimization based on PITE to find the optimal combination $\{\Delta R^{(\text{opt})}_{\nu}\}_\nu$ of displacements from the original positions $\{R_\nu^{(0)}\}_\nu$. To this end, we first decide upon the largest possible displacement $\Delta R_{\nu_{\text{max}}} (\mu = x, y, z)$ in each direction $\mu$ for each nucleus $\nu$. We introduce $n_{qm}$ qubits for encoding the displacement in each direction for each nucleus.
Quantum mechanical $n_e$ electrons

Classical $n_{\text{nucl}}$ nuclei

FIG. 1. Setup of a geometry optimization problem considered in this paper. We treat the $n_e$ electrons contained in a target molecule as quantum mechanical particles having the kinetic energies $\hat{T}$, while the $n_{\text{nucl}}$ nuclei as fixed classical point charges. The Hamiltonian of the total system involves the electron-electron interactions $\hat{V}_{ee}$, the electron-nucleus interactions $\hat{V}_{en}$, and the nucleus-nucleus interactions $E_{nn}$. The electrons can feel an external field $\hat{V}_{\text{ext}}$.

Specifically, we define the $x$ position operator $\hat{R}_{vx}$ of the $x$th nucleus such that each of the computational basis $|j_{vx}\rangle_{n_{\text{nucl}}}$ ($j_{vx} = 0, \ldots, 2^{n_{\text{nucl}}}-1$) is the eigenstate as follows:

$$\hat{R}_{vx}|j_{vx}\rangle_{n_{\text{nucl}}} \equiv \left( R_{v0x} + j_{vx} \frac{\Delta R_{vx\text{max}}}{N_{\text{nucl}}} \right) |j_{vx}\rangle_{n_{\text{nucl}}},$$

where $N_{\text{nucl}} \equiv 2^{n_{\text{nucl}}}$. The operators $\hat{R}_{vy}$ and $\hat{R}_{vz}$ for the $y$ and $z$ positions, respectively, are defined similarly. We refer to the $3n_{\text{nucl}}n_{\text{nucl}}$ qubits for the nuclear positions as the nuclear register. There exists one-to-one correspondence between the $N_{\text{nucl}}^{2n_{\text{nucl}}}$ computational basis vectors and the possible molecular geometries. It is noted that $n_{\text{nucl}}$ is a parameter that determines the resolution of the search for the optimal geometry and has no direct relation to the physical properties of the nuclei. Also, we emphasize here that we have introduced the nuclear register and the operators $\{\hat{R}_v\}_v$ for encoding quantum states of nuclei, but for encoding the data for the nuclei as distinguishable classical particles. Having defined the nuclear position operators, we rewrite the Hamiltonian in Eq. (1) by replacing the nuclear positions as $c$-numbers with the corresponding operators: $\hat{H}(\{\hat{R}_v\}_v) \rightarrow \hat{H}(\{\hat{R}_v\}_v)$, leading to the new Hamiltonian for the $(3n_e n_{\text{nucl}} + 3n_{\text{nucl}} n_{\text{nucl}})$qubit system. $E_{nn}$ has become an operator $\hat{V}_{nn}$.

The preparation of an initial state consists of $U_{\text{guess}}$ and $U_{\text{ref}}$ gates. $U_{\text{guess}}$ generates the superposition of $N_{\text{cand}}$ possible geometries having nonzero desired weights, as in Fig. 2(a). $U_{\text{ref}}$ is designed to generate the desired reference electronic state for the indistinguishable electrons [26, 27] in the specified geometry, as in Fig. 2(b). Possible implementation of the initial-state preparation that expedites the convergence of subsequent energy minimization is outlined in Appendix B 1. By using these two gates, we construct the circuit $C_{\text{opt}}$ for the entire optimization procedure within FQE, as shown in Fig. 2(c). For details, see Appendix B 2. The state of the composite system undergoing this circuit is written of the form

$$|\Psi\rangle = \sum_J \sqrt{w_J}|\psi[J]\rangle \otimes |J\rangle^{3n_{\text{nucl}}n_{\text{nucl}}},$$

where $J$ is the collective notation of $3n_{\text{nucl}}n_{\text{nucl}}$ integers specifying one of the candidate geometries. $|\psi[J]\rangle$ is the normalized trial electronic state for the geometry $J$, whose weight is $w_J$. When we perform a measurement on the nuclear register comprising $|\Psi\rangle$ of the form in Eq. (4) immediately after the $s$th step, the probability for observing the molecular geometry corresponding to a specific $J$ is clearly $w_{J_s}$, which is the weight of geometry contained in $|\Psi_s\rangle$. The composite state having undergone sufficiently many PITE steps will thus provide the lowest-energy geometry with the highest probability:

$$J^{(\text{opt})} = \arg \max_J w_{n_{\text{steps}}J},$$

from which the optimal displacements $\{\Delta R^{(\text{opt})}_v\}_v$ are calculated from Eq. (3). In practice, $J^{(\text{opt})}$ can be found by drawing a histogram of observed values of $J$ from repeated measurements. Our scheme is also applicable to a geometry optimization problem for point charges as a classical system (see Appendix B 3).

Let us consider a plausible case of $N_{\text{cand}}$ candidate geometries for which good reference states are available from sophisticated classical calculations. As considered in Appendix B 4, the energy shift technique by Nishi et al. [28] leads to the required number of steps for obtaining the optimal state with a tolerance $\delta$ estimated to be

$$n_{\text{steps}}(\delta) = O\left( \frac{1}{\Delta E_{\text{cand}}} \frac{\log N_{\text{cand}}}{\delta} \right),$$

where $\Delta E_{\text{cand}}$ is the energy difference between the optimal and second optimal geometries. $\Delta \tau$ is the amount of each imaginary-time step. For a practical PITE circuit, an upper bound on $\Delta \tau$ needs to be respected in order for the Taylor expansion of the ITE operator to be justified (see Appendix A).

In the actual optimization procedure for a given molecule, we will be confronted with a dilemma: while a more accurate prediction of the optimal geometry requires finer discretization of nuclear displacements, such discretization inevitably leads to smaller energy differences between “neighboring” candidate geometries, which are more difficult to detect via the finite number of PITE steps. The histogram of observed geometries will thus exhibit a shape formed by multiple maxima, each of which has a finite width around it and corresponds to possibly one of the local minima on the energy surface of the molecule. If we want to predict one of the local-minima geometries more accurately, we should start newly an optimization procedure by restricting the nuclear displacements within the vicinity of the local minimum, only for which the nuclear register is spent.
Kassal et al. [14] demonstrated that nonadiabatic treatment of nuclei as quantum mechanical particles in a molecule as well as the electrons, is computationally much more efficient for a chemical-reaction simulation than the BO approximation, except for the smallest molecules. On the other hand, one finds that the classical treatment of nuclei in our approach for geometry optimization is more efficient than the nonadiabatic treatment of nuclei is practically more favorable than the BO approximation, except for the smallest molecule as well as the electrons, is computationally more efficient than the nonadiabatic treatment. These considerations indicate that the classical treatment of nuclei is practically more favorable than the nonadiabatic one unless the result of optimization is affected qualitatively by the nonadiabatic treatment.

B. Circuit depths

The PITE circuit $C_{\text{PITE}}$ consists mainly of the controlled real-time evolution (RTE) operators. [21] We implement the RTE operator $e^{-i\hat{H}_{\text{ext}}\Delta t}$ for a time step $\Delta t$ by employing the first-order Suzuki–Trotter as usual to decompose it approximately into the kinetic part $e^{-i\hat{V}_{\text{ext}}\Delta t}$ and the position-dependent part exp$[-i(\hat{V}_{ee} + \hat{V}_{en} + \hat{V}_{nn} + \hat{V}_{ext}\Delta t)]$. While the former can be implemented using the quantum Fourier transform (QFT)-based techniques [21, 29, 30] as in the electrons-only cases, the latter is further decomposed exactly into the four parts, as shown in Fig. 3. The evolution $e^{-i\hat{V}_{\text{ext}}\Delta t}$ ($\kappa = ee, en, nn$) is implemented by applying the pairwise phase gate $U_{\kappa}(\Delta t)$ that acts diagonally as

$$U_{\kappa}(\Delta t) (|s\rangle \otimes |s'\rangle) = e^{-iv(s,s')\Delta t} (|s\rangle \otimes |s'\rangle)$$

(7)

to every pair of interacting particles. $|s\rangle$ and $|s'\rangle$ are the position eigenstates of the particles with the interaction energy $v(s,s')$. On the other hand, $e^{-i\hat{V}_{\text{ext}}\Delta t}$ is implemented by applying the phase gate $U_{\text{ext}}(\Delta t)$ that acts diagonally as $U_{\text{ext}}(\Delta t)|k\rangle_{3n_{qe}} = \exp(-iv_{\text{ext}}(r^{(k)})\Delta t)|k\rangle_{3n_{qe}}$ to each electron. The details of their implementation and the scaling of circuit depths with respect to the particle numbers are explained in Appendix C1. It is clear from Fig. 3 that the partial circuits for $e^{-i\hat{V}_{\text{ext}}\Delta t}$ and $e^{-i\hat{V}_{\text{ext}}\Delta t}$ are deeper than those for $e^{-i\hat{V}_{\text{ext}}\Delta t}$ and $e^{-i\hat{V}_{\text{ext}}\Delta t}$ from the viewpoint of scaling with respect to $n_{e}$ and $n_{nucl}$.

While we will be focusing on the first-order Suzuki–Trotter with the fixed $\Delta t$ below, it is possible instead to employ a generic $p$th-order product formula with controlling the error $\varepsilon$ originating from the noncommutativity between the kinetic and position-dependent parts of the Hamiltonian. Specifically, the depth per PITE step takes on a factor of $O(\alpha_{\text{comm}}^{-1/p} 1/p^{1/p})$, where $\alpha_{\text{comm}}$ is a function of $L$ and $\Delta x$ [31].

Although our PITE circuit does not assume specific implementation of the pairwise phase gates comprising $e^{-i\hat{V}_{\text{ext}}\Delta t}$, $e^{-i\hat{V}_{\text{ext}}\Delta t}$, and $e^{-i\hat{V}_{\text{ext}}\Delta t}$, we propose here a plausible alternative by exploiting the fact that the pairwise interaction $v$ is common to these three types of evolution and depends only on the distance between particles. By dividing the task we have to do into the computation of
The pairwise phase gates \( U_{ee}(\Delta t) \) and \( U_{nn}(\Delta t) \) as building blocks of the electronic wave function with a resolution \( \Delta \) for a generic molecule, we find that

\[
\text{depth}(e^{-\Delta t}) = \mathcal{O}\left(n^2_e \text{poly}\left(\log \frac{1}{\Delta X}\right)\right).
\]

For details, see Appendix C.3. Since the single PITE step contains the controlled RTE operations, its depth exhibits the same scaling: depth(\( \mathcal{C}_{\text{PITE}} = \mathcal{O}(\text{depth}(e^{-\Delta t})) \)).

If the number of available extra qubits in the electronic register are available, the scaling of depth for \( e^{-\Delta t} \) can be reduced similarly if the same number of qubits as in the nuclear register are available. With these techniques, the depth of the entire RTE circuit is

\[
\text{depth}(e^{-\Delta t}) = \mathcal{O}\left(n_e \text{poly}\left(\log \frac{1}{\Delta X}\right)\right).
\]

Instead of Eq. (8), it is noted that, if the number of available extra qubits is \( n^2_e \) on the RHS in Eq. (C17) becomes \( n_e \) via the technique described in Appendix C.4. (See also Ref. [24]) The scaling of depth for \( e^{-\Delta t} \) can be reduced similarly if the same number of qubits as in the nuclear register are available. With these techniques, the depth of the entire RTE circuit is

\[
\text{depth}(e^{-\Delta t}) = \mathcal{O}\left(n_e \text{poly}\left(\log \frac{1}{\Delta X}\right)\right).
\]

As discussed in Ref. [21], the number of qubits for the electronic wave function with a resolution \( \Delta x \) typically as scales as \( n_{qe} = \mathcal{O}(\log(n_e^{1/3} / \Delta x)) \). On the other hand, that for the nuclear displacements scales as \( n_{qn} = \mathcal{O}(\log(\Delta R_{\text{max}} / \Delta R)) \) for typical values of a resolution \( \Delta R \) and the maximal displacement \( \Delta R_{\text{max}} \). Recalling the fact that \( n_e \) is much larger than \( n_{\text{meas}} \) despite their common scaling for a generic molecule, we find that \( e^{-\Delta t} \) dominates the scaling of circuit depth of the entire position-dependent evolution when \( \Delta R_{\text{max}} \) and \( \Delta R \) are fixed. In fact, the \( e^{-\Delta t} \) circuit does not contribute to the total depth since it is \( e^{-\Delta t} \), which is much deeper than it, can be performed in parallel, as seen in Fig. 3. The scaling coming from the electron-electron interactions, given by Eq. (C17), is dominant even in the entire RTE circuit:
due to the probabilistic nature, the scaling of computational time apart from $U_{\text{ref}}$ is estimated to be

$$\text{depth}(C_{\text{PITE}}) n_{\text{meas}}(\delta) = \mathcal{O} \left( n_c \log \log n_c N_{\text{cand}} \log \frac{N_{\text{cand}}}{\delta} \right).$$  \quad (11)$$

As for energy-based geometry optimization on a classical computer, $N_{\text{cand}}$ total-energy calculations are needed and each of them involves the construction of Hamiltonian matrix of dimension $N_{qe}^3$. The classical-operation number for finding the optimal geometry is thus at least $\mathcal{O}((N_{qe}^3)^2 N_{\text{cand}})$ whether using the good reference states or not. This should be compared with the quantum scaling in Eq. (11). Specifically, the scaling in $n_c$ for classical computational time is exponential, while that for quantum computational time is at most polynomial. The scaling in $N_{\text{cand}}$ for classical computation is linear, while that for quantum computation is $\mathcal{O}(N_{\text{cand}} \log N_{\text{cand}})$. These observations imply that our optimization scheme with a fixed number of candidates exhibits quantum advantage in molecule size ($n_e$ and $n_{\text{nuc}}$). When the candidate number also varies independently of molecule size, the quantum scaling is still at most polynomial. Since the quantum scaling in $N_{\text{cand}}$ is worse than the classical one only logarithmically, it may not cause serious disadvantage that would cancel the advantage in $n_c$. In this sense, our scheme may offer overall quantum advantage when molecule size and candidate number vary, as long as we have implementation of $U_{\text{guess}}$ and $U_{\text{ref}}$ that do not spoil this quantum scaling. Although the pursuit of efficient preparation of reference states is a crucial and challenging task not only for our optimization scheme but also for all the first-quantized schemes, we do not go into further details than Appendix B1.

Quantum amplitude amplification (QAA) [40, 41], known as a generalization of Grover’s search algorithm, can raise the success probability at each PITE step [42]. This technique is also applicable for multiple steps by delaying the measurements, as demonstrated by Nishi et al.[43] recently. If we introduce the QAA technique to our optimization scheme, the total success probability undergoes quadratic speedup, that is, it changes from $\sim 1/N_{\text{cand}}$ to $\sim 1/\sqrt{N_{\text{cand}}}$. The scaling of computational time in terms of the candidate number is then $\mathcal{O}(\sqrt{N_{\text{cand}} \log N_{\text{cand}}})$ instead of Eq. (11). The optimization scheme for this case offers quantum advantage with respect to $N_{\text{cand}}$ itself, in addition to $n_c$.

It should be noted that, for a case where all the possible displacements of all the nuclei are candidates ($N_{\text{cand}} = N_{qe}^{3n_{\text{nuc}}}$) with uniform initial weights, the quantum scaling of computational time is exponential in $n_{\text{nuc}}$ as well as the classical scaling. This comes from the exponential decrease in the initial weight of the optimal geometry following the increase in the molecule size, lowering the success probability at each step. A situation in which such quantum computation is demanded is, however, actually unlikely. It is because the uniform distribution of weights for the $N_{qe}^{3n_{\text{nuc}}}$ geometries means that we are completely ignorant of the relative stability among them. The modern sophisticated techniques for electronic-structure calculations and molecular dynamics are, as assumed in our resource estimation, able to enumerate a very small number (compared to $N_{qe}^{3n_{\text{nuc}}}$) of promising candidates by spending moderate classical resources. Implementation of $U_{\text{guess}}$ that assigns significant weights to those candidates will be a practical strategy.

**C. PITE simulation for a model LiH molecule**

We consider here an effective model of a lithium hydride molecule in one-dimensional space used in Ref. [44]. This model regards the 1s electrons of the Li atom to be frozen so that the system consists of the two valence electrons, the H ion with $Z_{\text{H}} = 1$, and the Li ion with $Z_{\text{Li}} = 1$. The interactions between the particles are modelled basically by the soft-Coulomb interaction $v_{\text{soft}}(r; \lambda) \equiv 1/\sqrt{\lambda^2 + r^2}$, where $r$ is the distance between two particles and the parameter $\lambda$ measures the softness of the interaction. This family of potentials is often used for avoiding the singular behavior of the bare-Coulomb potential [45]. The adopted values for the interactions are as follows: $v_{ee}(r) = v_{\text{soft}}(r; \lambda_{ee})$ between the electrons with $\lambda_{ee}^2 = 0.6$, $v_{eH}(r) = v_{\text{soft}}(r; \lambda_{eH})$ between each electron and the H ion with $\lambda_{eH}^2 = 0.7$, $v_{\text{LiLi}}(r) = v_{\text{soft}}(r; \lambda_{\text{LiLi}})$ between each Li ion and the Li ion with $\lambda_{\text{LiLi}}^2 = 2.25$, and $v_{\text{LiH}}(r) = v_{\text{soft}}(r; \lambda_{\text{LiH}})$ between the ions with $\lambda_{\text{LiH}}^2 = 2.35$. The potential felt by each electron is thus $v_{\text{en}}(x) = -Z_{\text{H}}v_{\text{eH}}(|x - X_{\text{H}}|) - Z_{\text{Li}}v_{\text{eLi}}(|x - X_{\text{Li}}|)$, where $X_{\text{H}}$ and $X_{\text{Li}}$ are the positions of the H and Li ions, respectively. The details of the following simulations are described in Appendix F1.

Figure 5(a) shows the energy eigenvalues of the molecule as functions of the bond length $d \equiv |X_{\text{Li}} - X_{\text{H}}|$ obtained by numerical diagonalization of the Hamiltonian matrix. By using $n_{qe} = 6$ qubits per electron for a simulation cell with $L = 15$, we obtained the equilib-
found for both bond lengths that the ground state are localized at each ion, indicative of dissociation. We right panel is a similar plot for and the second excited state is at the origin. the figures have been shifted so that the midpoint of the bond and the second excited state for the equilibrium bond length does not need to be constant. For example, we can define it for the \( n \)th PITE step as \( \Delta t_n = (1 - e^{-k/\kappa}) (\Delta \tau_{\text{max}} - \Delta \tau_{\text{min}}) + \Delta \tau_{\text{min}} \), so that it changes gradually from \( \Delta \tau_{\text{min}} \) to \( \Delta \tau_{\text{max}} \). \( \kappa \) determines the rate of change. We adopted \( \Delta \tau_{\text{min}} = 0.2, \Delta \tau_{\text{max}} = 0.3 \), and \( \kappa = 8 \) for the following simulations.

To find the optimal bond length for the ground state, we assigned a uniform weight distribution to the candidate geometries, for which we generated the initial spatial wave functions

\[
\Psi_s(x_0, x_1) \propto \exp \left( -\frac{(x_0 - X_m)^2 + (x_1 - X_m)^2}{w^2} \right)
\]

for the geometries. \( X_m \equiv (X_{\text{H}} + X_{\text{Li}})/2 \) is the midpoint of the bond and \( w = 3 \) is the width of the wave function. Since \( \Psi_s \) is symmetric under exchange of the electrons, it is for obtaining a spin singlet state. Figure 6(a) shows the weight \( w_J \) of each geometry \( J \) during the steps contained in the state \( |\Psi\rangle \) for the composite system of the electrons and nuclei. The weight \( w_{J, n} \) of the ground state \( |\psi_{gs}\rangle \) for each geometry is also shown in the figure. It is seen that the uniform distribution of weights in the initial state undergoes the deformation via the PITE steps. It has the peak around the geometry for \( J = 2 \) already after the 9th step, corresponding to the equilibrium bond length \( d_{\text{eq}} \). This peak structure becomes more prominent after the 19th step. These observations corroborate the validity of our generic scheme.

Using the fact that the ground state and the first excited state \( |\psi_{ex1}\rangle \) of this system have the different symmetry, we can perform geometry optimization for the first excited state. To this end, we adopted the initial spatial wave functions

\[
\Psi_s(x_0, x_1) \propto \frac{x_0 - x_1}{w} \Psi_s(x_0, x_1)
\]

for the geometries. Since \( \Psi_s \) is antisymmetric under exchange of the electrons, it is for obtaining a spin triplet state. The results are shown in Fig. 6(b). In contrast to the case of the ground state, the resultant weight distribution does not have a peak between \( J = 0 \) and 7, which lets the observer recognize that there exists no equilibrium bond length among the candidate geometries.

Although the non-optimal geometries in Fig. 6(a) were found to have the significant weights even after the 19th step, our scheme worked thanks to the detectable peak in the histogram. This means that a severe tolerance \( \delta \) for quashing the near-optimal geometries that would lead to more steps threatening the coherence time [see Eq. (6)] is not necessary for this small system. If it is also the case for a generic large molecule whose energy surface possibly has many local minima, one practical strategy is to continue to pile up data points on a histogram using a moderate tolerance until the optimal and near-optimal geometries become detectable via statistical data processing. How practical compromise between the tolerance for PITE steps and the number of data points for a histogram is met and quantum advantage taking it into account should be examined in the future.
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D. VITE simulation for a model $H_2^+$ molecule 

Since the essence of our approach is the superposition of nuclear-register states where the candidate geometries are encoded, geometry optimization based on VITE instead of PITE is straightforwardly formulated. To demonstrate that, we consider here an effective model of a hydrogen molecular ion in a one-dimensional space used in Ref. [46]. The charge of each ion is $Z_H = 1$. Here, we also use the soft-Coulomb interaction to model the interactions between the particles. We adopt the softness $\lambda_{CH}^2 = 1$ for the interaction $v_{CH}(r)$ between the electron and each ion and $\lambda_{HH}^2 = 1$ for $v_{HH}(r)$ between the ions. The potential felt by the electron is thus $v_{en}(x) = -Z_H v_{eH}(|x - X_{Ho}|) - Z_H v_{eH}(|x - X_{H\beta}|)$, where $X_{Ho}$ and $X_{H\beta}$ are the positions of the H ions.

The VITE approach is explained briefly in Appendix E. Figure 7 shows our ansatz circuit for geometry optimization of the $H_2^+$ model system. We adopted the hardware-efficient connectivity [47] for the circuit simulations [48], which is desirable for noisy intermediate-scale quantum (NISQ) devices due to shallow circuit depths. In addition, the accuracy of the quantum computation systematically improves by incrementing the repetition $d$ of the layer. Here, we use the full coupling model; CZ gates connect every pair of qubits for entangling all qubits. We allocated $n_{nucel} = 3$ qubits for encoding the nuclear positions and $n_{qe} = 6$ qubits for encoding the single-electron wave function in a simulation cell with $L = 15$. As demonstrated below, the VITE-based scheme can, despite the absence of $U_{\text{guess}}$ and $U_{\text{ref}}$, find the optimal geometry going through more than a thousand of steps, while the PITE-based scheme finds the optimal one in much fewer steps (see Appendix F). Such many steps are practically possible since the circuit depth is related not to the number of steps, but to the depth of the ansatz. This feature renders the VITE-based scheme NISQ-friendly, in contrast to the PITE-based one.

The VITE calculation was performed for candidates whose bond lengths were specified by $d_J = 0.5 + (7.5/8)J$ ($J = 0, \ldots, 7$). We simulated the updating process of variational parameters with $d = 12$ for 6000 VITE steps with $\Delta \tau = 0.01$. All the initial values of the variational parameters were set to random values. The expected energy of the trial state $|\Psi\rangle$ at each VITE step measured from the numerically exact ground state energy is shown in Fig. 8(a). We recognize the monotonic but slow decrease in the energy difference. Figure 8(b) shows the weights $w_J$ of candidate geometries contained in the trial wave function at each VITE step. The weight of the most stable geometry labeled by $J = 2$ monotonically increases and reaches close to unity at the final step. The second most stable structure, $J = 3$, is amplified once in the first 1500 steps and then turns to decrease. We draw the electronic wave function component contained in the trial wave function for each geometry $J = 2$ quickly increases, and the excited states decrease to zero within 1000 steps. These
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**FIG. 6.** Simulation results of geometry optimization for the LiH molecule. (a) Those for eight candidates starting from the symmetric spatial wave function in Eq. (12). The boxes show the weight $w_J$ of each geometry $J$ during the PITE steps. The weight $w_{J,gs}$ of the ground state for each geometry is also shown. The red circles represent the total energies of the ground states $|\psi_{gs}\rangle$ for the geometries. (b) The results of simulation starting from the antisymmetric spatial wave function in Eq. (13), indicating the absence of equilibrium bond length for the first excited state $|\psi_{gs}\rangle$.
results support that our ideas of encoding candidate geometries for optimization work also for the variational scheme. The convergence of nuclear states was rather slow compared to that of the electronic states for the individual geometries, as seen in Figs. 8(b) and (c). This observation reflects the generic fact that the continuous energy of classical nuclei leads to a small energy difference between neighboring candidate geometries, as discussed in Sect. II A.

E. PITE simulation for a classical C₆H₆-Ar system

As stated in Appendix B 3, our scheme is also applicable to a geometry optimization problem for point charges as a classical system. It is known that the improved Lennard–Jones (ILJ) [49, 50] potentials describe the experimental data well for hydrocarbon molecules interacting with rare-gas atoms. We adopt here these model potentials to consider a classical system consisting of a benzene molecule interacting weakly with an argon atom [49], as depicted in Fig. 9(a). We perform simulations of geometry optimization for this system by using our PITE scheme.

The C-C and C-H bond lengths are fixed at 1.39 Å and 1.09 Å [51], respectively, throughout the simulations. The explicit expressions for the ILJ potentials are provided in Appendix F 3. Figure 9(b) shows the interaction energy between the C₆H₆ molecule and the Ar atom on the xz plane as a function of the position of the Ar atom. The interaction energy takes a minimum value at $z = 3.57 \text{ Å}$ with $x = y = 0 \text{ Å}$ [49].

We performed simulations of geometry optimization among 64 candidates represented by $n_{qm} = 3$ qubits for each of the $x$ and $z$ coordinates of the Ar atom. Each of the candidates is specified by two integers $\mathbf{J} = (J_x, J_z)$ with $J_x, J_z = 0, \ldots, 7$, which generate the coordinates $x_J = -2.4 + 0.8 J_x \text{ Å}$ and $z_J = 3.2 + 0.4 J_z \text{ Å}$. We used a constant amount $\Delta \tau = 0.004$ meV$^{-1}$ of each PITE step in the following simulations.

In each simulation of the circuit shown in Fig. 12, we assigned a uniform weight distribution to the candidate geometries for an initial state. Figure 9(c) shows the weight $w_J$ of each candidate during the steps contained in the state of nuclear register. It is seen that the uniform distribution of weights in the initial state undergoes the deformation via the steps, as expected. The largest weight is already seen after the 11th step at $\mathbf{J} = (3, 1)$, which is closer to the true optimal geometry than any
other candidate is. This peak structure becomes more prominent after the 19th step, as seen in the figure.

III. DISCUSSION

In summary, this study proposed a nonvariational scheme for geometry optimization of a molecule within the framework of FQE, where the electrons and nuclei are treated as quantum mechanical particles and classical point charges, respectively. The scheme encodes their information as a many-qubit state, for which repeated measurements give the global minimum among all the candidate geometries. We demonstrated that the total computational time may exhibit overall quantum advantage in terms of molecule size and candidate number. The circuit depth of RTE operation, which is the central component of each PITE step, was found to scale as $O(n^2e\text{poly}(\log n))$ for the electron number $n_e$. This can be reduced to $O(n_e\text{poly}(\log n_e))$ if the same number of extra qubits as in the original circuit are available. If $O(n^2e\log n_e)$ extra qubits are available, the depth can be reduced to $O(\text{poly}(\log n_e))$. The validity of the new scheme was verified through numerical simulations. The scheme will assist in achieving scalability in practical quantum chemistry on quantum computers. Additionally, this approach will support the realization of geometry optimization using NISQ devices. There may be room for elaborating the sampling strategy for candidate geometries for this scheme to be more efficient from a practical perspective. That is, adaptively changing the range and resolution of nuclear displacements under the constraint of a fixed total number of measurements may more accurately determine the optimal geometry, which could be examined in the future.
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FIG. 9. Simulation results for the C₆H₆-Ar system. (a) Classical target system for geometry optimization based on PITE approach. The C₆H₆ molecule lies on the xy plane with its center of mass located at the origin. Two of the C-H bonds are along the y axis. We consider an Ar atom on the xz plane. (b) The interaction energy as a function of the position of the Ar atom. (c) The weight of each candidate during the PITE steps contained in the state of nuclear register.

FIG. 10. First-order PITE circuit for a generic system governed by its Hamiltonian \( \mathcal{H} \). It contains the real-time evolution gate \( U_{\text{RTE}} \equiv \exp(-i\mathcal{H}\Delta t) \) for an imaginary-time step \( \Delta \tau \) and \( \Delta t \equiv s_1\Delta \tau \). \( R_z \equiv R_z(-2\theta_0) \) is the single-qubit z-rotation. \( H \) is the Hadamard gate. This circuit can perform the ITE within the first order of \( \Delta \tau \).

If the measurement outcome of the ancilla qubit is \( |0\rangle \), the correctly evolved state (the success state) \( \propto e^{-\mathcal{H}\Delta \tau} |\psi\rangle \) for an arbitrary input state \( |\psi\rangle \) within the first order of \( \Delta \tau \) has been obtained. If the observed ancillary state is \( |1\rangle \), on the other hand, the input state has become the failure state. The PITE step has to be repeated until the initial state becomes satisfactorily close to the ground state. The formalism of PITE can also be understood in the context of block encoding \([52]\). The PITE circuit for obtaining the ground state of a molecular system for a fixed geometry within the first-quantized formalism has been provided in Fig. 2(b) of the original paper \([21]\). Finding the ground state of a molecule under an external uniform magnetic field is also possible \([53]\).

When we have drawn a failure state unfortunately on the way to the ground state, there exist two alternatives basically: one is continuing the steps without worrying about the failure and the other is restarting from a new first step. The former might be better as long as the number of steps required for reaching the ground state is small compared to the coherence time of hardware being used. We adopt the latter in this study. The probability for obtaining the success states throughout \( n_{\text{steps}} \) steps is \( \langle \psi | \hat{m}_0 e^{-\mathcal{H}2n_{\text{steps}}\Delta \tau} |\psi\rangle \), which decreases exponentially as the iterations proceed. For alleviating this inherent drawback of the PITE approach, the quantum amplitude amplification \([40, 41]\), known as a generalization of Grover’s search algorithm, can be employed \([42]\). It is also important to prepare an initial state having a large overlap with the ground state so that the required number of PITE steps is as small as possible.
2. Estimation of required number of steps with known ground-state energy

The required number of steps for reaching the ground state of a single-qubit system within a specified tolerance was derived in our previous study [21]. Here, we consider a case where we know the ground-state energy $\lambda_0$ of a target many-qubit system and want to obtain the ground state. We expand the initial state in terms of the energy eigenstates as $|\psi\rangle = \sum_{j=0}^{N} c_j |\phi_j\rangle$, where $c_j$ is the coefficient for the $j$th eigenstate $|\phi_j\rangle$ belonging to the eigenvalue $\lambda_j$. We can assume that the energy eigenvalues are in ascending order without loss of generality. To get rough estimation, we assume here that the PITE circuit implements the exact ITE operator $m_{0e} e^{-\hat{H} \Delta \tau}$ (no errors with respect to $\Delta \tau$). Mathematically more rigorous resource estimation for the first-order PITE is possible by taking the errors in terms of $\Delta \tau$ into account and has been reported by Nishi et al. [28]. In the present study, we only point out that a rough upper bound $\Delta \tau \ll |\langle \mathcal{H} \rangle|^{-1}$ is imposed on the amount of time step for the first-order PITE to be justified. $\langle \mathcal{H} \rangle$ is the expected energy of a trial state.

If we have an estimation of the ground state energy $\lambda_0$, we can introduce an energy shift $\Delta E \equiv -(\Delta \tau)^{-1} \ln m_0 + \lambda_0$ to the Hamiltonian: $\mathcal{H} \rightarrow \mathcal{H}' \equiv \mathcal{H} - \Delta E$, rendering the success probability at each step higher. This shift is effectively implemented by changing the rotation angle of the $R_z$ gate for the ancilla. The PITE circuit is now for the shifted ITE operator $m_{0e} e^{-\hat{H}' \Delta \tau}$. Although $\Delta \tau$ is assumed to be constant during the steps in the present study, this technique was originally introduced for the first-order PITE with variable time steps [28]. The trial state immediately after $k$ steps for which all the measurement outcomes are success states is $|\psi_k\rangle = N^{-1} \sum_{j=0}^{N} c_j e^{-k \Delta \lambda_j \Delta \tau} |\phi_j\rangle$, where $\Delta \lambda_j \equiv \lambda_j - \lambda_0$ and $N = (\sum_{j=0}^{N} |c_j|^2 e^{-2k \Delta \lambda_j \Delta \tau})^{1/2}$ is the normalization constant. The weight of the ground state $|\phi_0\rangle$ contained in $|\psi_k\rangle$ is thus

$$w_k^{(gs)} = \frac{1}{1 + \sum_{j=1}^{N} |c_j/c_0|^2 e^{-2k \Delta \lambda_j \Delta \tau}}. \quad (A2)$$

Since $\sum_{j=0}^{N} |c_j/c_0|^2 e^{-2k \Delta \lambda_j \Delta \tau} \leq e^{-2k \Delta \lambda_1 \Delta \tau} (1 - w_0)/w_0$ for the initial weight $w_0 \equiv |c_0|^2$ of the ground state, one can understand that, if $k$ exceeds

$$n_{\text{steps}}(\delta) = \frac{1}{2 \Delta \lambda_1 \Delta \tau} \ln \frac{(1 - w_0)(1 - \delta)}{w_0 \delta} \quad (A3)$$

for a tolerance $\delta > 0$, we have $w_k^{(gs)} > 1 - \delta$. The probability for finding the success states throughout the $k$ steps is $P_k = \langle \psi_0 | m_{0e} e^{-\hat{H}' \Delta \tau} 2^k | \psi_0 \rangle = |c_0|^2 + \sum_{j=1}^{N} |c_j|^2 e^{-2k \Delta \lambda_j \Delta \tau}$. Eq. (A3) indicates that increasing simply $\Delta \tau$ allows us to reach the ground state in fewer steps. In a practical situation where the first-order PITE is adopted, however, we have to take the upper bound on $\Delta \tau$ into account, as mentioned above. There will thus be a task for finding a moderate $\Delta \tau$.

The expected number of measurements performed in the exact PITE until we reach the ground state within the tolerance is estimated to be

$$n_{\text{meas}}(\delta) \approx \frac{n_{\text{steps}}(\delta)}{P_{n_{\text{steps}}(\delta)}} \approx \frac{n_{\text{steps}}(\delta)}{|c_0|^2} = \frac{1}{2 \Delta \lambda_1 \Delta \tau w_0} \ln \frac{(1 - w_0)(1 - \delta)}{w_0 \delta}. \quad (A4)$$

We will use this result for geometry optimization as a special case.

Appendix B: Circuits and measurements for optimal geometries

1. Possible implementation of initial-state preparation

a. Outline

As explained in the main text, $U_{\text{guess}}$ in Fig. 2(a) is defined such that it acts on the initialized nuclear register to generate the superposition of $N_{\text{nucl}}^{3n_{\text{nucl}}}$ possible geometries having desired weights:

$$U_{\text{guess}} |0\rangle^{3n_{\text{nucl}} n_{\text{qnu}}} = \sum_{J_{0} \cdots J_{n_{\text{nucl}}-1}} \sqrt{w_0 J_{0}^{3n_{\text{qnu}}} \otimes \cdots \otimes J_{n_{\text{nucl}}-1}^{3n_{\text{qnu}}}} |J_{0}^{3n_{\text{nucl}} n_{\text{qnu}}} \rangle. \quad (B1)$$
where each term in the summation on the RHS represents the displacements of nuclei. \( J \) represents collectively the \( 3n_{\text{nuc}}n_{qe} \) integers \( j_0, \ldots, j_{3n_{\text{nuc}}-1} \). We should adopt the weight \( w_{0,J} \) of each geometry specified by \( J \) based on an initial guess that gives rise to large weights for plausible molecular geometries. The number \( N_{\text{cand}} \) of candidate geometries to which nonzero weights are assigned is arbitrary in principle. If we have no information about which geometries are plausible, the uniform superposition of all the possible geometries generated by the Hadamard gate on each qubit will be suitable: 

\[
U_{\text{guess}} = H^{\otimes 3n_{\text{nuc}}n_{qe}} \text{ for } w_{0,J} = 1/N_{\text{cand}}^{3n_{\text{nuc}}n_{qe}}.
\]

For a physically motivated nonuniform distribution in a specific problem, on the other hand, we should adopt a technique for amplitude encoding suitable for the desired shape of distribution. The implementation and scaling of \( U_{\text{guess}} \) thus depend on various assumptions, e.g., whether the target state is sparse and how the amplitudes are calculated on the fly by referring to the nuclear positions. For example, Klco and Savage \[54\] proposed a linear-depth circuit that encodes a symmetric exponential function, which will be used in Appendix F1. In a case where \( N_{\text{cand}} \) is much smaller than \( N_{\text{cand}}^{3n_{\text{nuc}}n_{qe}} \), efficient techniques for a sparse state \[55, 56\] will help.

Let us move on to \( U_{\text{ref}} \). The first-quantized formalism on a quantum computer itself does not ensure an antisymmetric (fermionic) wave function for multiple electrons, in contrast to the second-quantized case. This fact forces us to include explicit symmetrization for constructing an input state \[26, 27\]. The term ‘symmetrization’ of a spatial wave function means here a transformation that makes the spatial wave function have positive or negative parity under any exchange of electrons so that the many-electron state is legitimately fermionic. As described in the main text, \( U_{\text{ref}} \) in Fig. 2(b) is defined such that it acts on the nuclear register and the initialized electronic register to generate the desired reference electronic state \( |\psi_{\text{ref}}(J)\rangle \) for the geometry specified by \( J \):

\[
U_{\text{ref}} \left( |0\rangle^{3n_{\text{nuc}}n_{qe}} \otimes |J\rangle^{3n_{\text{nuc}}n_{qe}} \right) = |\psi_{\text{ref}}(J)\rangle \otimes |J\rangle^{3n_{\text{nuc}}n_{qe}}.
\]

One typical and tractable choice of the initial state is the Hartree–Fock state for each geometry, i.e., the Slater determinant of orthonormalized one-electron orbitals, as often adopted in correlated calculations on classical computers. Here we provide an outline of possible implementation of \( U_{\text{ref}} \) for the Hartree–Fock state, as depicted in Fig. 11(a). That consists mainly of two parts: \( U_{\text{prod}} \) for generating the product state of one-electron orbitals and the efficient symmetrization procedure proposed by Berry et al.\[27\].

b. Generation of product state

\( U_{\text{prod}} \) is defined to generate the product state \( |\text{Prod}(J)\rangle \) of the same number of predetermined occupied one-electron orbitals \( \{\phi_m(J)\}_{m=0}^{n_e-1} \) as the electrons contained in the molecule by referring to the positions of nuclei:

\[
U_{\text{prod}} \left( |0\rangle^{3n_{\text{nuc}}n_{qe}} \otimes |J\rangle^{3n_{\text{nuc}}n_{qe}} \right) = |\phi_0\rangle \otimes \cdots \otimes |\phi_{n_e-1}\rangle \otimes |J\rangle^{3n_{\text{nuc}}n_{qe}}.
\]

where \( |\phi_m\rangle \) is the \( 3n_{qe} \)-qubit state that encodes \( \phi_m(J) \). The correspondence between the one-electron orbitals and the individual electrons in the register is irrelevant since \( |\text{Prod}(J)\rangle \) will be soon symmetrized. One of the simplest forms of \( U_{\text{prod}} \) is for atomic-like orbitals localized at the nuclei. Generating such a product state is possible by applying the gate \( U_{\nu}^{(\nu)} \) that encodes a one-electron orbital \( \phi_{\nu} \) at the nucleus \( \nu \) to each of the electrons. \( U_{\nu}^{(\nu)} \) acts on any one of the one-electron registers by referring to the one-nucleus register \( |\nu\rangle^{3n_{qe}} \), as exemplified in Fig. 11(b).

A one-electron orbital whose position and/or shape depend on the positions of multiple nuclei, e.g., a bonding orbital between two ions, can also be introduced by constructing a gate that refers to the registers for the multiple nuclei. Whatever the number of nuclei referred to is, the required techniques belong to quantum state preparation (QSP). QSP is a collective name for techniques that generate arbitrary many-qubit states or those under some constraints. Looking into the recent development of QSP (see, e.g., Refs. \[55-57\] and references therein), QSP techniques specialized for first-quantized approaches have to be developed in the future for such approaches to be of practical use.

c. Symmetrization

As for the symmetrization procedure, it consists of two subprocedures \[27\]: generation of the record of sorting and application of the reverse sort \( U_{\text{revsor}} \) to the product state by referring to the record. [See Fig. 11(a).] The former is nonunitary since it involves a measurement on an ancilla in the working register, while the latter is unitary. The application of \( U_{\text{revsor}} \) to the product state gives the symmetric state by assigning the appropriate signs according to
FIG. 11. (a) Outline of possible implementation of $U_{\text{ref}}$ for generating the symmetric state $|\psi_{\text{ref}}[J]\rangle$ from one-electron orbitals for a specified geometry $J$. $U_{\text{prod}}$ gate generates the product state $|\text{Prod}[J]\rangle$ of the constituent orbitals, while the remaining parts of this circuit represent the symmetrization procedure proposed in Ref. [27]. (b) An example of $U_{\text{prod}}$ for atomic-like orbitals. This circuit encodes 1s and 2s orbitals at nucleus 0 by referring to the corresponding nuclear register. The other orbitals are encoded similarly.

the permutation of the orbitals as

$$U_{\text{reversort}} (|\text{Prod}[J]\rangle \otimes \text{(working reg.)}) = |\psi_{\text{ref}}[J]\rangle \otimes \text{(working reg.)}. \quad (B4)$$

Thanks to the superposition principle, the reference states for all the candidate geometries are prepared at once via the circuit in Fig. 11(a). The working register can be discarded after the completion of the symmetrization since it is disentangled from the electronic and nuclear registers. The operation number and the circuit depth for the symmetrization procedure depends on $n_{ne}$ and $n_{qe}$, independently of $n_{nucl}$ and $n_{qn}$. They also depend on the adopted sort algorithm. If the quantum bitonic sort is adopted as well as in the original paper, the depth for the symmetrization scales as $O((\log n_{ne})^2 \log n_{qe})$ [27].

2. Energy minimization for finding optimal geometry

We construct the circuit $C_{\text{opt}}$ for the entire optimization procedure within FQE, as shown in Fig. 2(c). This circuit first generates the input state

$$|\Psi_0\rangle = \sum_J \sqrt{w_{0J}} |\psi_{\text{ref}}[J]\rangle \otimes |J\rangle^{3n_{nucl}n_{qn}}. \quad (B5)$$

for the subsequent PITE steps implemented by the $C_{\text{PITE}}$ circuits. The number $n_{\text{steps}}$ of steps needs to be large enough so that all the excited states of the composite system have satisfactorily diminished. It has also to be, however, small compared with the coherence time of quantum hardware being used.

Since we are working with the first-quantized formalism, the coefficients of computational bases of the electronic and nuclear registers give the state of the composite system as

$$|\Psi\rangle = \sum_{k_0, \ldots, k_{ne} = 1} \sum_J c_{K,J} |K\rangle^{3n_{ne}n_{qe}} \otimes |J\rangle^{3n_{nucl}n_{qn}}. \quad (B6)$$
where $K$ represents collectively the $3n_{e}n_{qe}$ integers $k_{0}, \ldots, k_{n_{e}-1}$. The normalization condition forces the coefficients to satisfy $\sum_{K,J} |c_{K,J}|^2 = 1$. The weight of geometry $J$ contained in $|\Psi\rangle$ is given by $w_{J} = \sum_{K} |c_{K,J}|^2$. By defining the renormalized coefficients $c_{K,J} = c_{K,J}/\sqrt{w_{J}}$, we write the normalized electronic state for a fixed geometry $J$ as

$$|\psi[J]\rangle = \sum_{K} c_{K,J} |K\rangle 3n_{e}n_{qe}. \quad (B7)$$

We can then rewrite the state of composite system in Eq. (B6) to the form in Eq. (4). By comparing this expression and Eq. (B5), we understand that $w_{J}$ and $|\psi[J]\rangle$ in the case of the input state are equal to $w_{0J}$ and $|\psi_{ref}[J]\rangle$, respectively, for each $J$.

3. Optimization for classical point charges

As a special case of our scheme described above, we can perform geometry optimization for a classical system composed of point charges. To be specific, the Hamiltonian for such a system is defined by incorporating only the terms between the nuclei from the original Hamiltonian: $H_{cl}(\{R_{\nu}\}) \equiv \hat{V}_{nn}$. The circuit for the entire procedure in this case is depicted in Fig. 12, as a special case of Fig. 2(c).

We can also perform the scheme by adopting empirical anisotropic potentials of the form $v(R_{\nu} - R_{\nu'})$ depending explicitly on the relative vector between effective nuclei. Although such artificial potentials may lead to more complicated circuits for $e^{-i\hat{V}_{nn}t}$ than the bare-Coulomb potentials, the scaling of circuit depths with respect to $n_{nucl}$ and $n_{qn}$ discussed below will not be affected. It is because how complicated the functional forms of $v$ are has nothing to do with $n_{nucl}$ and $n_{qn}$.

4. Estimation of required number of steps

Here we derive a rough estimation of the required number of PITE steps for the geometry optimization of an electronic system. To this end, we consider a case where the initial weights are nonzero only for $N_{cand}$ candidate geometries and the distribution is uniform among them:

$$w_{0J} = \begin{cases} 1/N_{cand} & \text{Geometry } J \text{ is a candidate} \\ 0 & \text{Otherwise} \end{cases}. \quad (B8)$$

As for the electronic degrees of freedom, we introduce an assumption that we have a good reference state and a good estimation of the total energy for each candidate geometry $J$, that is, the reference state $|\psi_{ref}[J]\rangle$ contains a significant constant weight $w^{(gs)}_{e}$ of the ground state regardless of the molecule size. This assumption is plausible if we perform sophisticated mean-field-like calculations, e.g., those based on the density functional theory, on a classical computer to find the mean-field ground states for the whole or a part of the set of candidate geometries. We extract the one-electron orbitals from such calculations and adopt them for $U_{ref}$ explained above by, if necessary, interpolating their locations and shapes between the candidates. The reference states constructed in this way should have large overlaps with the true ground states, serving as good initial states for the subsequent energy minimization. In addition, the total energies calculated by the classical computer are expected to give us a good estimation of that of the optimal geometry, allowing us to use the energy shift technique described in Appendix A.

We assume that the energy difference $\Delta E_{cand}$ between the optimal and second optimal candidates with the individual electronic ground states is smaller than the excitation energy in the optimal geometry. From Eq. (A3), the required
number of steps for finding the optimal geometry scales as

\[ n_{\text{steps}}(\delta) = O\left( \frac{1}{\Delta E_{\text{cand}} \Delta \tau} \log \frac{N_{\text{cand}}}{w_e^{(gs)} \delta} \right) \]  

(B9)

with respect to \( N_{\text{cand}} \) and a tolerance \( \delta \). The expected number of measurements performed until we reach the optimal state scales as

\[ n_{\text{meas}}(\delta) = O\left( \frac{1}{\Delta E_{\text{cand}} \Delta \tau} N_{\text{cand}} w_e^{(gs)} e^{\log N_{\text{cand}} w_e^{(gs)} e \delta} \right), \]  

(B10)

which is a special case of Eq. (A4).

Appendix C: Implementation of phase gates in PITE circuit

1. Definition of phase gates

   a. Electron-electron phase gates

To implement the evolution generated by \( \hat{V}_{ee} \) for the specific case of Eq. (7), we define the \( e-e \) phase gate \( U_{ee} \) such that it acts on a 6\( n_{qe} \)-qubit state diagonally as

\[ U_{ee}(\Delta t) |k\rangle_{3n_{qe}} \otimes |k'\rangle_{3n_{qe}} \equiv \exp \left( -i v \left( |r(k) - r(k')| \Delta t \right) \right) |k\rangle_{3n_{qe}} \otimes |k'\rangle_{3n_{qe}}. \]  

(C1)

The evolution can thus be implemented by applying this phase gate to each of the possible pairs of \( n_{e} \) electrons:

\[ e^{-i \hat{V}_{ee} \Delta t} = \prod_{\ell \neq \ell'} U_{ee}(\Delta t), \]  

(C2)

which requires the circuit depth on the order of \( O(n_{e}^2) \).

b. Electron-nucleus phase gates

To implement the evolution generated by \( \hat{V}_{en} \) for the specific case of Eq. (7), we define the \( e-n \) phase gate \( U_{en}^{(\nu)} \) for each nucleus \( \nu \) such that it acts on a \( (3n_{qe} + 3n_{qn}) \)-qubit state diagonally as

\[ U_{en}^{(\nu)}(\Delta t) |k\rangle_{3n_{qe}} \otimes |j\rangle_{3n_{qn}} \equiv \exp \left( i Z_{\nu} v \left( |r(k) - R_{\nu}(j)| \right) \Delta t \right) |k\rangle_{3n_{qe}} \otimes |j\rangle_{3n_{qn}}. \]  

(C3)

The evolution can thus be implemented by applying this phase gate to each of the possible pairs of \( n_{e} \) electrons and \( n_{\text{nucl}} \) nuclei:

\[ e^{-i \hat{V}_{en} \Delta t} = \prod_{\ell=0}^{n_{e}-1} \prod_{\nu=0}^{n_{\text{nucl}}-1} U_{en}^{(\nu)}(\Delta t), \]  

(C4)

where we used the generic relation \( n_{e} \geq n_{\text{nucl}} \) for a molecule to get the last equality. This expression allows us to implement the evolution with the circuit depth on the order of \( O(n_{e}^{1.0} n_{\text{nucl}}^{0}) \) since the gate operators for a common \( d \) can be performed simultaneously. Such an implementation for \( n_{e} = 4 \) and \( n_{\text{nucl}} = 3 \) is shown in Fig. 13 as an example.
FIG. 13. Evolution operator $e^{-i\tilde{V}_{nn}\Delta t}$ implemented based on Eq. (C4) for $n_e = 4$ and $n_{nucl} = 3$. $U^{(\nu)}$ in this figure is a simplified notation of the phase gate $U_{nn}^{(\nu)}(\Delta t)$ tailored for the $\nu$th nucleus. It is depicted as connected two boxes.

c. Nucleus-nucleus phase gates

To implement the evolution generated by $\tilde{V}_{nn}$ for the specific case of Eq. (7), we define the n-n phase gate $U_{nn}^{(\nu,\nu')}$ for each pair of nuclei $\nu$ and $\nu'$ such that it acts on a 6$n_{qu}$-qubit state diagonally as

$$U_{nn}^{(\nu,\nu')} (\Delta t) |j_\nu \rangle_{3n_{qu}} \otimes |j_{\nu'} \rangle_{3n_{qu}} \equiv \exp \left( -i Z_\nu Z_{\nu'} (|R_\nu (j_\nu) - R_{\nu'} (j_{\nu'})|) \Delta t \right) |j_\nu \rangle_{3n_{qu}} \otimes |j_{\nu'} \rangle_{3n_{qu}}. \quad (C5)$$

The evolution can thus be implemented by applying this phase gate to each of the possible pairs of $n_{nucl}$ nuclei:

$$e^{-i\tilde{V}_{nn}\Delta t} = \prod_{\nu>\nu'} U_{nn}^{(\nu,\nu')} (\Delta t), \quad (C6)$$

which requires the circuit depth on the order of $O(n_{nucl}^2)$.

d. External-field phase gates

To implement the evolution generated by $\tilde{V}_{ext}$, we define the phase gate $U_{ext}$ such that it acts on a 3$n_{qu}$-qubit state diagonally as

$$U_{ext}(\Delta t) |k\rangle_{3n_{qu}} \equiv \exp \left( -i v_{ext} (r^{(k)}) \Delta t \right) |k\rangle_{3n_{qu}}. \quad (C7)$$

The evolution can thus be implemented by applying this phase gate to each of the $n_e$ electrons:

$$e^{-i\tilde{V}_{ext}\Delta t} = \prod_{\ell=0}^{n_e-1} \underbrace{U_{ext}(\Delta t)}_{\text{On } \ell\text{th electron}}, \quad (C8)$$

which requires the circuit depth on the order of $O(1)$ since all the gate operations can be performed simultaneously.

2. Implementation using distance registers

a. Electron-electron distances

We introduce $n_{ee}^{(d)}$ qubits, which we call the electron-electron distance register, and define the unitary $U_{ee}^{(d)}$ such that it computes the distance between two electrons as

$$U_{ee}^{(d)} \left( |k\rangle_{3n_{qu}} \otimes |k'\rangle_{3n_{qu}} \otimes |0\rangle_{n_{ee}^{(d)}} \right) = |k\rangle_{3n_{qu}} \otimes |k'\rangle_{3n_{qu}} \otimes \left| r^{(k)} - r^{(k')} \right\rangle_{n_{ee}^{(d)}}, \quad (C9)$$
where the rightmost ket on the RHS is the state of the distance register that stores the distance within some accuracy characterized by \( n_{ee}^{(d)} \).

\[ b. \] Electron-nucleus distances

We define similarly the unitary \( U_{en}^{(d,\nu)} \) for each \( \nu \) that computes the distance between an electron and the \( \nu \)th nucleus and store it into \( n_{en}^{(d)} \) qubits as

\[
U_{en}^{(d,\nu)} \left( |k\rangle_{3nqe} \otimes |j\nu\rangle_{3nn} \otimes |0\rangle_{n_{en}^{(d)}} \right) = |k\rangle_{3nqe} \otimes |j\nu\rangle_{3nn} \otimes \left| p(k) - R_\nu(j_\nu) \right\rangle_{n_{en}^{(d)}},
\]  

(C10)

where \( R_\nu(j_\nu) \) is the position of nucleus with the displacement \( j_\nu \).

\[ c. \] Nucleus-nucleus distances

Also, we define the unitary \( U_{nn}^{(d,\nu,\nu')} \) for each pair of \( \nu \) and \( \nu' \) that computes the distance between the pair of nuclei and store it into \( n_{nn}^{(d)} \) qubits as

\[
U_{nn}^{(d,\nu,\nu')} \left( |j\nu\rangle_{3nn} \otimes |j\nu'\rangle_{3nn} \otimes |0\rangle_{n_{nn}^{(d)}} \right) = |j\nu\rangle_{3nn} \otimes |j\nu'\rangle_{3nn} \otimes \left| R_\nu(j_\nu) - R_{\nu'}(j_{\nu'}) \right\rangle_{n_{nn}^{(d)}},
\]  

(C11)

We assume that the electron-electron, electron-nucleus, and nucleus-nucleus distance registers encode approximate distances in a common manner despite the different numbers of constituent qubits.

\[ d. \] Phase gates for interaction as a function of a distance

We define the interaction phase gate \( U_{\text{int},\kappa}(\Delta t) \) (\( \kappa = ee, en, nn \)) for a distance register composed of \( n_{\kappa}^{(d)} \) qubits such that it acts diagonally as

\[
U_{\text{int},\kappa}(\Delta t) |r\rangle_{n_{\kappa}^{(d)}} = e^{-i\kappa(r)\Delta t} |r\rangle_{n_{\kappa}^{(d)}},
\]  

(C12)

where the ket encodes the argument of \( \nu \). When \( \nu \) is given as a piecewisely defined polynomial of \( r \), the circuit for the interaction phase gate can be constructed by using the techniques in Refs. [27, 30], as summarized in Appendix D.

\[ e. \] Circuits for pairwise phase gates

Having introduced the unitaries for the distances between particles and the interaction \( \nu \), we are now able to construct the circuits for the pairwise phase gates appearing in Eqs. (C2), (C4), and (C6). Specifically, the \( ee \) phase gate for an electron pair defined in Eq. (C1) can be expressed as

\[
U_{ee}(\Delta t) = U_{ee}^{(d)} \dagger U_{\text{int},ee}(\Delta t) U_{ee}^{(d)},
\]  

(C13)

leading to the circuit shown in Fig. 4. This circuit acts on the \( 6n_{qe} + n_{ee}^{(d)} \) qubits via the following three steps: computation of the distance, generation of the phase, and uncomputation for disentangling the distance register from the electronic register, that is,

\[
|k\rangle_{3nqe} \otimes |k'\rangle_{3nqe} \otimes |0\rangle_{n_{ee}^{(d)}} \xrightarrow{\text{Distance}} |k\rangle_{3nqe} \otimes |k'\rangle_{3nqe} \otimes \left| p(k) - p(k') \right\rangle_{n_{ee}^{(d)}}
\]

\[ \xrightarrow{\text{Phase}} |k\rangle_{3nqe} \otimes |k'\rangle_{3nqe} \otimes e^{i\nu(r)\Delta t} |r\rangle_{n_{ee}^{(d)}} \]

\[ \xrightarrow{\text{Distance}} e^{i\nu(r(k') - r(k))\Delta t} |k\rangle_{3nqe} \otimes |k'\rangle_{3nqe} \otimes |0\rangle_{n_{ee}^{(d)}},
\]  

(C14)

Since the distance register has been initialized again, it can be recycled for other pairs of electrons.
The e-n phase gate for an electron-nucleus pair defined in Eq. (C3) can be expressed as

$$U^{(ν)}_{en}(Δt) = U^{(d,ν)}_{en} \ U_{int,en}(-Z_νΔt) \ U^{(d,ν)}_{en},$$

while the n-n phase gate for a nucleus pair defined in Eq. (C5) can be expressed as

$$U^{(ν,ν′)}_{nn}(Δt) = U^{(d,ν,ν′)}_{nn} \ U_{int,nn}(Z_νZ_ν′Δt) \ U^{(d,ν,ν′)}_{nn}.$$  

The circuits for these pairwise phase gates can also be constructed similarly to the case of an electron pair.

3. Circuit depths

The circuit depth for the evolution generated by ˆVee is thus found to scale as

$$\text{depth}(e^{-i ˆV_{ee}Δt}) = O\left(n_e^2 \text{poly} \left(\log \frac{n_e^{1/3}}{Δx}\right)\right).$$

[See Fig. 3] That for ˆVnn scales as

$$\text{depth}(e^{-i ˆV_{nn}Δt}) = O\left(n_{nn}^2 \text{poly} \left(\log \frac{ΔR_{max}}{ΔR}\right)\right).$$

That for ˆVen scales as

$$\text{depth}(e^{-i ˆV_{en}Δt}) = O\left(n_e \text{poly} \left(\max \left(\log \frac{n_e^{1/3}}{Δx}, \log \frac{ΔR_{max}}{ΔR}\right)\right)\right).$$

Also, that for ˆVext scales as

$$\text{depth}(e^{-i ˆV_{ext}Δt}) = O\left(\text{poly} \left(\log \frac{n_e^{1/3}}{Δx}\right)\right).$$

The circuit depth of the QFT-based kinetic evolution scales as [21]

$$\text{depth}(e^{-i ˆTΔt}) = O\left(n^0_e n_{qe}^2\right) = O\left(\left(\log \frac{n_e^{1/3}}{Δx}\right)^2\right),$$

for which the well known quadratic-depth implementation [58] of QFT is adopted. We can also implement QFT by using the phase gradient circuits [59], leading to a better depth $O(n^0_e n_{qe} \log n_{qe})$ instead of Eq. (C21).

4. Efficient implementation of electron-electron evolution using a redundant register

If the same number of qubits as in the electronic register are available, we can reduce the scaling of circuit depth for the evolution $e^{-i ˆV_{ee}Δt}$ generated by the electron-electron interactions. Although the technique explained below is essentially the same as that in Ref. [24], we describe it in order for this paper to be self contained.

For the electronic register consisting of $3n_e n_{qe}$ qubits, we construct the circuit shown in Fig. 14(a) by introducing an extra register consisting of $3n_e n_{qe}$ qubits denoted as a redundant register. The $6n_e n_{qe}$-qubit system composed of the electronic register encoding a generic state in Eq. (2) and the initialized redundant register undergoes the operations
as

\[
\psi\left(\mathbf{r}(k_0), \ldots, \mathbf{r}(k_{n_e-1})\right) |\mathbf{K}\rangle_{3n_e n_qe} \otimes |\mathbf{K}\rangle_{3n_e n_qe}
\]

On \(\ell\)th and \(\ell'\)th electrons

\[
\prod_{\ell \in \text{Electron reg.}, \ell' \in \text{Redundant reg.}} \Delta V^{n_e/2} \sum_{\mathbf{K}} \psi\left(\mathbf{r}(k_0), \ldots, \mathbf{r}(k_{n_e-1})\right) |\mathbf{K}\rangle_{3n_e n_qe} \otimes |\mathbf{K}\rangle_{3n_e n_qe}
\]

\[
\prod_{\ell > \ell'} \Delta V^{n_e/2} \sum_{\mathbf{K}} \psi\left(\mathbf{r}(k_0), \ldots, \mathbf{r}(k_{n_e-1})\right) \exp \left(-iV \left(\mathbf{r}(k_\ell) - \mathbf{r}(k_{\ell'})\right) \Delta t\right) |\mathbf{K}\rangle_{3n_e n_qe} \otimes |\mathbf{K}\rangle_{3n_e n_qe}
\]

where the redundant register in the final state can be discarded safely since it is disentangled from the electronic register. The central part of this circuit is composed of the \(n_e(n_e - 1)/2\) electron-electron phase gates \(\hat{U}_{ee}(\Delta t)\). Their sequence can be written as

\[
\prod_{\ell > \ell'} \hat{U}_{ee}(\Delta t) = \prod_{d=1}^{n_e-1} \hat{U}_{ee}(\Delta t),
\]

which means that the \(n_e - 1\) phase gates for a fixed \(d\) can be performed simultaneously. This fact enables us to implement the evolution with the depth \(O(n_e)\) in terms of the electron number. Fig. 14(b) shows the circuit for the case of \(n_e = 4\) as an example. This technique is applicable not only to electronic simulations but also to other kinds of quantum algorithms that impose all-to-all connectivity on qubits.

Appendix D: Circuit construction of phase gate for a piecewisely defined polynomial

As stated in the main text, one of the crucial tasks for implementing the real-time evolution for an electronic system is the construction of phase gates responsible for the interactions as functions of the distance between particles. We assume here that the distance is encoded as a discrete value represented by the computational basis of the distance register. In order for this paper to be self contained, we describe the recipes for implementing the gates, essentially the same as provided in Ref.[30]

1. Phase gate for a simple polynomial

Let us consider here a variable \(x\) restricted within a range \([0, L]\) and a degree-\(M\) real polynomial \(f(x) = a_0 + a_1 x + \cdots + a_M x^M\) defined on the entire range. We use \(n\) qubits for representing \(N = 2^n\) grid points \(x^{(k)} = k \Delta x\) \((k = 0, \ldots, N - 1)\), each corresponding to the computational basis \(|k\rangle_n\). \(\Delta x \equiv L/N\) is the grid spacing. We want to implement the polynomial phase gate \(U_{ph}[f]\) that acts as

\[
|k\rangle_n \xrightarrow{U_{ph}[f]} \exp(i f(x^{(k)})) |k\rangle_n
\]

for a computational basis.
FIG. 14. (a) Efficient implementation of $e^{-iV_{ee} \Delta t}$ for $n_e$ electrons by using a redundant register consisting of the same number of qubits as in the electronic register. Each of the CNOT symbols on the circuit means that the $3n_{qe}$ qubits for each electron in the electronic register are coupled via CNOT operations to the corresponding qubits in the redundant register. The scaling of depths with respect to $n_e$ is also shown. (b) The implementation of evolution for $n_e = 4$. Each pair of connected boxes on the circuit represents the electron-electron phase gate $U_{ee} (\Delta t)$, defined in Eq. \((C1)\).

We define a unitary $U^{(m)}(a)$ specified by a real parameter $a$ as $|k\rangle_n \xrightarrow{U^{(m)}(a)} \exp(i a x(k) m) |k\rangle_n$ for each $m$. Since those for different $m$’s commute with each other, we can write the phase gate to be implemented as $U_{ph}[f] = \prod_{m=0}^{M} U^{(m)}(a_m)$. For a given $k$, let $k_{n-1} \cdots k_1 k_0$ its binary representation. The power of the coordinate is then written as

$$x^{(k)m} = (\Delta x)^m \left( \sum_{\ell=0}^{n-1} 2^\ell k_\ell \right)^m = (\Delta x)^m \sum_{\ell_0=0}^{n-1} \cdots \sum_{\ell_{m-1}=0}^{n-1} 2^{\ell_0 + \cdots + \ell_{m-1}} k_{\ell_0} \cdots k_{\ell_{m-1}}$$

$$= (\Delta x)^m \sum_{\ell_0=0}^{n-1} \cdots \sum_{\ell_{m-1}=0}^{n-1} 2^{\ell_0 + \cdots + \ell_{m-1}} \delta_{k_{\ell_0},1} \cdots \delta_{k_{\ell_{m-1}},1}. \quad \text{(D2)}$$

For each term on the RHS in the equation above, we define a multiply controlled phase gate $CZ_{k_0,\ldots,k_{m-1}}(\theta)$ that acts on an arbitrary single qubit as $Z(\theta) = |0\rangle \langle 0| + e^{i \theta} |1\rangle \langle 1|$ among at most $m$ qubits $|q_{t_0}, \ldots, q_{t_{m-1}}\rangle$ (repeated indices allowed) with the other at most $m - 1$ as the control bits. From these phase gates and Eq. \((D2)\), we can write the
action of the degree-$m$ contribution as

\[ U^{(m)}(a_m)|k\rangle_n = \exp \left( ia_m(\Delta x)^m \sum_{\ell_0=0}^{n-1} \sum_{\ell_{m-1}=0}^{n-1} 2^{\ell_0+\cdots+\ell_{m-1}} \delta_{k\ell_0,1} \cdots \delta_{k\ell_{m-1},1} \right) |k\rangle_n \]

\[ = \prod_{\ell_0=0}^{n-1} \prod_{\ell_{m-1}=0}^{n-1} \exp \left( ia_m(\Delta x)^m 2^{\ell_0+\cdots+\ell_{m-1}} \delta_{k\ell_0,1} \cdots \delta_{k\ell_{m-1},1} \right) |k\rangle_n \]

\[ = \prod_{\ell_0=0}^{n-1} \prod_{\ell_{m-1}=0}^{n-1} CZ_{\ell_0,\ldots,\ell_{m-1}} \left( a_m(\Delta x)^m 2^{\ell_0+\cdots+\ell_{m-1}} \right) |k\rangle_n. \quad (D3) \]

The equation above indicates that $U^{(m)}(a_m)$ can be implemented from the $n^m$ multiply controlled phase gates. Since $U_{\text{ph}}[f]$ can be implemented by concatenating $U^{(m)}(a_m)$ for all the $m$’s, the number of involved controlled phase gates is $\sum_{m=0}^{M} n^m = \mathcal{O}(n^M)$. If we adopt the techniques for a generic multiply controlled single-qubit gate proposed by Silva and Park [60], each $CZ_{\ell_0,\ldots,\ell_{m-1}}(\theta)$ is implemented with a depth linear in $m$ with respect to single-qubit and CNOT gates. The depth for the polynomial phase gate in such a case is thus

\[ \text{depth}(U_{\text{ph}}[f]) = \mathcal{O}(Mn^M) \quad (D4) \]

since $m$ reaches $M$.

Finding all the controlled phase gates in Eq. (D3) commute with each other, we can merge those involving the same combination of qubits. Although this fact does not reduce the scaling of depth in Eq. (D4), it allows one to implement $U_{\text{ph}}[f]$ as a shallower circuit. We show a possible implementation for $n = 4$ and $f(x) = a_3x^3$ in Fig. 15 as an example.

**2. Phase gate for a piecewisely defined polynomial**

We next consider a real continuous function $g$ which is given as a polynomial on each of $n_{\text{pieces}}$ non-overlapping ranges. We assume the $p$th range ($p = 0, \ldots, n_{\text{pieces}} - 1$) to be $[x^{(k_{\text{min},p})}, x^{(k_{\text{max},p})}]$, for which the polynomial $g_p$ is known, so that the small ranges cover the entire range, $[0, L]$.

For implementing the phase gate for $g$, we define a comparator $V_p$ for the $p$th range ($p \geq 1$) as a unitary acting on the computational basis as follows:

\[ |k\rangle_n \otimes |0\rangle \xrightarrow{V_p} |k\rangle_n \otimes |k \geq k_{\text{min},p}\rangle, \quad (D5) \]

where the output ancillary state is $|1\rangle$ if $k \geq k_{\text{min},p}$, otherwise $|0\rangle$. By using the comparator for two two-bit integers as a building block (explicitly provided by Berry et al. [27] using only the Fredkin and CNOT gates), the comparator in Eq. (D5) for an input $n$-bit integer can be constructed by fixing the other $n$-bit integer at $k_{\text{min},p}$. We then define a unitary $W_p$ from $V_p$ and $U_{\text{ph}}[g_p - g_{p-1}]$, as shown in Fig. 16(a). We have to recall here that, even though the expression $g_p - g_{p-1}$ is mathematically invalid due to the different domains of the two polynomials, the gate operation itself is possible since their expressions are known. When $|k\rangle_n$ is input to $W_p$, it acquires a phase factor $\exp(ig_p(x^{(k)}) - ig_{p-1}(x^{(k)}))$ if $x^{(k)} \geq x^{(k_{\text{min},p})}$, otherwise no phase factor is acquired.
The exponential scaling of Eq. (D7) in terms of $M$ suggests introducing more narrow ranges rather than increasing $M$. If the ranges are narrow enough that the target function $g$ is approximated accurately by a low-order polynomial ($M = 1$ or 2 for example) over each range, we can suppress the problematic scaling with maintaining the accuracy.

**Appendix E: Review of VITE approach**

For solving the imaginary-time Schrödinger equation in the VQE manner, we approximate the solution as $|\Psi(\tau)\rangle \approx |\Phi(\theta(\tau))\rangle$ expressed with $n_p$ real parameters $\theta(\tau)$ specified by a single real parameter $\tau$, referred to as an imaginary time. In the language of quantum computation, $\theta$ are the circuit parameters characterizing an adopted ansatz. Here, we use the McLachlan’s variational principle [61] to derive the equation of motion for $\theta$. By using the expected energy $E_\tau \equiv \langle \Phi(\theta(\tau)) | H | \Phi(\theta(\tau)) \rangle$ for a fixed state $|\Phi(\theta(\tau))\rangle$ at a given $\tau$ for the Hamiltonian $H$, the requirement that the distance between derivative $\frac{\partial \langle \Phi(\theta(\tau)) | H | \Phi(\theta(\tau)) \rangle}{\partial \tau}$ and $-\langle H - E_\tau | \Phi(\theta(\tau)) \rangle$ should be a stationary value is expressed as [17]

$$\delta \left\| \left( \frac{\partial}{\partial \tau} + H - E_\tau \right) |\Phi(\theta(\tau))\rangle \right\|^2 = 0.$$  

(E1)

This equation is solved under the constraint $\|\Phi(\theta(\tau))\|^2 = 1$ for normalization. Accordingly, by executing the variation, we obtain the equation governing the evolution of the parameters:

$$M(\tau) \frac{d\theta(\tau)}{d\tau} = \mathcal{V}(\tau)$$  

(E2)

where the matrix

$$M_{jj'}(\tau) = \text{Re} \left\langle \frac{\partial \Phi(\theta)}{\partial \theta_j} | \frac{\partial \Phi(\theta)}{\partial \theta_{j'}} \right\rangle_{\theta=\theta(\tau)}$$  

(E3)

and the vector

$$\mathcal{V}_{j}(\tau) = -\text{Re} \left\langle \frac{\partial \Phi(\theta)}{\partial \theta_j} \left| H \right| \Phi(\theta) \right\rangle_{\theta=\theta(\tau)}$$  

(E4)

for $j, j' = 0, \ldots, n_p - 1$ were introduced. From Eq (E2), the parameters are updated from a finite difference $\Delta \tau$ of the imaginary time as $\theta(\tau + \Delta \tau) = \theta(\tau) + \Delta \tau M^{-1}(\tau) \mathcal{V}(\tau)$ within the first-order accuracy of $\Delta \tau$. 

FIG. 16. (a) Definition of $W_p$ for $p \geq 1$ from the comparator $V_p$ [27] and the phase gate $U_{ph}$ for a simple polynomial. The resultant ancillary state is $|0\rangle$ regardless of $|k\rangle_n$ thanks to the uncomputation. (b) Definition of $U^{\text{pw}}_{ph}[g]$ for the piecewisely defined polynomial.

The phase gate $U^{\text{pw}}_{ph}[g]$ for the piecewisely defined polynomial $g$ is now implementable by putting the phase gate for $g_0$ and concatenating $V_p$ with increasing $p$, as shown in Fig. 16(b). One can easily confirm that the circuit works as expected:

$$U^{\text{pw}}_{ph}[g](|k\rangle_n \otimes |0\rangle) = \exp(i g(x(k)))(|k\rangle_n \otimes |0\rangle).$$  

(D6)

From the circuit depth for the comparator, $\text{depth}(V_p) = O(\log n)$ [27], and that for a simple polynomial in Eq. (D4), we find that the depth for the piecewisely defined polynomial scales as

$$\text{depth}(U^{\text{pw}}_{ph}[g]) = O(n_{\text{pieces}} M n^M).$$  

(D7)
that uses one ancillary qubit. For simplicity, we denote the one-dimensional space. For a fixed molecular geometry, the Hamiltonian matrix in the position representation of Fig. 17. The circuit for calculation of $\text{Im}(0|_{n_q} W_j^c \hat{V} U(0)_{n_q})$. $H$ is the Hadamard gate. $Z_\phi = \text{diag}(1,e^{i\phi})$ is a phase gate.

Next, we have to evaluate $\mathcal{M}(\tau)$ and $\mathcal{V}(\tau)$ for Eq. (E2) by using the quantum computer. We consider here a case where the variational parameters for a trial $n_q$-qubit wave function enter only via single-qubit rotation gates $R_\mu(\theta) = e^{-i\theta \sigma_\mu/2}$ with $\mu = x, y, z$. The analytic gradients of a parametrized unitary are presented in Ref. [62]. Specifically, the derivative of an $n$-parameter unitary of the form $U(\theta) = U'(\theta_1, \ldots, \theta_{k-1}) R_\mu(\theta_k) U''(\theta_{k+1}, \ldots, \theta_{n_q})$ with respect to the $k$th parameter is given obviously as

$$\frac{\partial U(\theta)}{\partial \theta_k} = -\frac{i}{2} U'(\theta_1, \ldots, \theta_{k-1}) \sigma_\mu R_\mu(\theta_k) U''(\theta_{k+1}, \ldots, \theta_{n_q}).$$

(E5)

The inner product of different circuits for obtaining $\mathcal{M}_{j,j'}(\tau)$ can be evaluated using, for example, the Hadamard test [63].

The remaining quantities we have to compute are $E_\tau$ and $\mathbf{V}(\tau)$. We briefly explain the methodology presented by Ollitrault et al. [64], but of course, the method presented in Ref. [21] can be adopted. The Hamiltonian $\mathcal{H}$ in our case is decomposed into the kinetic and potential parts as in Eq. (1). Since the potential term is diagonal for the computational basis, the expectation value for the potential part can be computed from repeated measurements on the trial state using computational bases. On the contrary, the kinetic part is diagonal for the momentum basis. Thus, we can evaluate the expectation value for the kinetic part by applying the QFT to the trial state immediately before performing a measurement. In the following, we discuss the details for evaluating the matrix element for a potential operator $\mathbf{V}$. First, we write the derivative of the parameterized circuit as $|\partial_j U(\theta)\rangle \equiv -(i/2)\mathbf{V}_j(\theta)|0\rangle_{n_q}$. What we have to evaluate is then, from Eq. (E4), $\text{Im}(0|_{n_q} W_j(\theta(\tau)) \hat{V} U(\theta(\tau))|0\rangle_{n_q})$. It can be obtained from the circuit shown in Fig. 17 that uses one ancillary qubit. For simplicity, we denote $U(\theta(\tau))$ and $W_j(\theta(\tau))$ by $U$ and $W_j$, respectively. The $Z_\phi$ is the phase gate. The input state $|0\rangle \otimes |0\rangle_{n_q}$ changes throughout the circuit as

$$\frac{1}{2} \sum_{s=0,1} |s\rangle \otimes (W_j + (-1)^s e^{i\phi} U)|0\rangle_{n_q}.$$  

(E6)

The probability for finding $|s\rangle \otimes |k\rangle_{n_q}$ ($k = 0, \ldots, 2^{n_q} - 1$) when we measure all the qubits is thus calculated as

$$P_{s,k}^{(j)} = \frac{1}{4} |\langle k|_{n_q} W_j|0\rangle_{n_q}|^2 + \frac{1}{4} |\langle k|_{n_q} U|0\rangle_{n_q}|^2 + \frac{(-1)^s}{2} \left( \cos \phi \text{Re} v_k^{(j)} - \sin \phi \text{Im} v_k^{(j)} \right),$$

(E7)

where $v_k^{(j)} \equiv \langle 0|_{n_q} W_j |k\rangle_{n_q} \langle k|_{n_q} U|0\rangle_{n_q}$. Finally, by setting $\phi = \pi/2$, we get the target value from the probabilities $P_{s,k}^{(j)}$ for all the combinations of $s$ and $k$ as follows:

$$\sum_{s,k} (-1)^s \langle k|_{n_q} \hat{V}|k\rangle_{n_q} P_{s,k}^{(j)} = -\text{Im}(0|_{n_q} W_j^c \hat{V} U|0\rangle_{n_q}).$$

(E8)

Appendix F: Details of numerical simulations

1. PITE for a model LiH molecule

   a. Hamiltonian matrix for a fixed geometry

As explained in the main text, we adopted $n_{qe} = 6$ for $N_{qe} = 64$ grid points for each of the $n_e = 2$ electrons in the one-dimensional space. For a fixed molecular geometry, the Hamiltonian matrix in the position representation of the two electrons has dimension of $64^{n_e} = 4096$. Since the kinetic-energy operator for the two electrons is written as $\hat{T} = \hat{T}_{1c} \otimes I_{1e} + I_{1c} \otimes \hat{T}_{1e}$ with the kinetic-energy $\hat{T}_{1c}$ and the identity $I_{1e}$ operators for a single electron, the matrix element is

$$\langle k_0, k_1|_{2n_{qe}} \hat{T}|k_0', k_1'\rangle_{2n_{qe}} = \langle k_0|_{n_{qe}} \hat{T}_{1c}|k_0'\rangle_{n_{qe}} \delta_{k_1 k_1'} + \delta_{k_0 k_0'} \langle k_1|_{n_{qe}} \hat{T}_{1e}|k_1'\rangle_{n_{qe}},$$

(F1)
where the matrix element for a single electron is calculated explicitly as [see Appendix C in Ref. [21]]

\[ \langle k|n_e \hat{T}_1|k' \rangle_{ne} = \frac{e^{-i\pi(k-k')}}{N_{qe}} \sum_{s=0}^{N_{qe}-1} E_s \exp \left( \frac{2\pi i(k-k)s}{N_{qe}} \right). \]  

(F2)

\( E_s = (s - N_{qe}/2)^2(\Delta p)^2/2 \) is the discretized kinetic energy with the momentum step \( \Delta p = 2\pi/L \). The matrix element for the electron-nucleus interactions is

\[ \langle k_0, k_1|2n_{qe} \hat{V}_{en}|k_0', k_1' \rangle_{2n_{qe}} = \left( v_{en}(x^{(k_0)}) + v_{en}(x^{(k_1)}) \right) \delta_{k_0k'_0}\delta_{k_1k'_1}. \]

(F3)

for the potential \( v_{en} \) felt by each electron. That for the electron-electron interaction is

\[ \langle k_0, k_1|2n_{qe} \hat{V}_{ee}|k_0', k_1' \rangle_{2n_{qe}} = v_{ee}(|x^{(k_0)} - x^{(k_1)}|) \delta_{k_0k'_0}\delta_{k_1k'_1}. \]

(F4)

By gathering Eqs. (F1), (F3), and (F4) and the repulsion energy between the Li and H ions, we can construct the Hamiltonian matrix for the fixed geometry. All the energy eigenstates are obtained via numerical diagonalization of it.

### b. Geometry optimization based on PITE

As explained in the main text, we adopted \( n_{qe} = 3 \) for 8 candidate geometries. Although we have to treat the multiple geometries, the Hamiltonian matrix in the position representation for the electrons and nuclei takes the block diagonal form as

\[ H = \begin{pmatrix}
H_0 & & \\
& \ddots & \\
& & H_J
\end{pmatrix}, \]

(F5)

where the submatrix \( H_J \) of dimension 4096 is for the \( J \)th candidate geometry. This form allowed us to treat the nuclear subspaces one by one. We obtained the exact energy eigenstates for the candidate geometries via numerical diagonalization of the submatrices for the comparison with the optimized states via the simulated PITE steps.

Our simulation was performed by tracking the trial states undergoing the PITE steps in Fig. 2(c). We prepared the reference states in Eqs. (12) and (13) simply by setting the state vectors to them because our optimization scheme does not assume specific implementation of QSP. Since the total Hamiltonian is block diagonal, the PITE steps can be simulated via matrix-vector multiplication for the eight 4096-component vectors, each of which represents the trial electronic state for one of the candidates. The kinetic-evolution operator for the two electrons is written as \( e^{-i\hat{T}_1 \Delta t} = (e^{-i\hat{T}_1 \Delta t} \otimes \hat{I}_e)(\hat{I}_e \otimes e^{-i\hat{T}_1 \Delta t}) \). It is thus simulated by multiplying the state vector by the two matrices, each of which is a Kronecker product of two 64-dimensional matrices. The matrix element of \( e^{-i\hat{T}_1 \Delta t} \) is calculated explicitly as [see Appendix C in Ref. [21]]

\[ \langle k|e^{-i\hat{T}_1 \Delta t}|k' \rangle_n = \frac{e^{-i\pi(k-k')}}{N_{qe}} \sum_{s=0}^{N_{qe}-1} \exp \left( -iE_s \Delta t + \frac{2\pi i(k-k)s}{N_{qe}} \right). \]

(F6)

As for the position-dependent evolution operators \( e^{-i\hat{V}_{en} \Delta t} \), \( e^{-i\hat{V}_{ee} \Delta t} \), and \( e^{-i\hat{V}_{en} \Delta t} \), they are simulated straightforwardly since they act diagonally for the position representation.

### c. Optimization starting from a nonuniform weight distribution

In addition to the geometry optimization using the uniform initial weight distribution provided in the main text, we performed that using a nonuniform distribution. The linear-depth circuit proposed by Klco and Savage [54] encodes an exponential function. We adopted it as \( U_{\text{guess}} \) for the three-qubit nuclear register responsible for the bond length between the two nuclei, as shown in Fig. 18(a), where \( \theta_2 = \arctan \exp(2\ell \alpha) \) (\( \ell = 0, 1 \)) are the angle parameters for an exponent \( \alpha \). It is easily confirmed that this circuit transforms the initialized register to \( \sum_{J=0}^{2} w_{0J} |J \rangle_3 \), where

\[ w_{0J} = \frac{1}{2(1 + \lambda + \lambda^2 + \lambda^3)} \begin{cases}
\lambda^J & J < 4 \\
\lambda^{7-J} & J \geq 4
\end{cases} \]

(F7)
with $\lambda \equiv e^{2\alpha}$. This circuit allows us to start the optimization from the nonuniform distribution symmetric around $J = 3.5$ for the weights. We tried the candidate geometries specified by the bond lengths $d_J = 0.05 + 0.5J$ ($J = 0, \ldots, 7$). We used the same imaginary-time steps $\Delta \tau$ as in the main text. Figure 18(b) and (c) show the weight of each geometry during the steps starting from the uniform and nonuniform ($\lambda = 2$) distributions of weights, respectively. The two initial peaks at $J = 3$ and 4 in the exponential distribution had the same value, whose relative heights changed undergoing the steps. When the nine steps were done, the weight of the optimal geometry ($J = 3$) was found to be larger than that for $J = 4$, as seen in the right panel of Fig. 18(c), by an amount larger than that for the uniform initial distribution in the right panel of Fig. 18(b). The overall shapes of weight distributions have become asymmetric after the steps in both cases, reflecting the asymmetric energy curve.

2. VITE and PITE for a model H$_2^+$ molecule

In the VITE-based optimization scheme, the initial weights of candidates have random values to be optimized as a part of the ansatz, as seen in Fig. 7. To see typical histograms of the geometry weights for the H$_2^+$ molecule, we show those during the steps in Fig. 19(a). The initial distribution has only a tiny weight for the ground state in the optimal geometry ($J = 2$). The distribution after the 200th steps already has a significant weight of the optimal state. It is, however, smaller than that of $J = 3$. The distribution after the 800th steps has prominent peaks at $J = 2$ and 3, while the other candidates now look hopeless.

We also performed PITE-based optimization for the same system. We provide its results here. We adopted the same numbers of qubits for the electronic and nuclear registers as in the VITE case. To obtain the ground states for
FIG. 19. (a) Results of VITE-based geometry optimization for the H$_2^+$ molecule starting from a random distribution of the weights of the candidates $J$. (b) Those of PITE-based geometry optimization starting from a uniform weight distribution.

Each candidate geometry, we used the initial spatial function $\Psi(x) \propto \exp(-\frac{(x - X_m)^2}{w^2})$ centered at the midpoint $X_m \equiv (X_{H\alpha} + X_{H\beta})/2$ of the H ions. $w \equiv 3$ is its width. We adopted the same scheduling of steps $\Delta \tau$ as for the LiH molecule (see the main text). Figure 19(b) shows the weight of each geometry during the steps starting from a uniform distribution of weights. The peak indicating the optimal geometry is already detectable after the fourth step. The direct comparison of the numbers of steps for finding the optimal geometry between the PITE- and VITE-based schemes is, however, not fair since the former used $U_{\text{ref}}$ for the plausible ground states, while the latter started from the completely random state.

3. PITE for a classical C$_6$H$_6$-Ar system

a. Potential parameters

The interaction energy between a hydrocarbon molecule and a rare-gas atom $a$ based on the ILJ potentials [49] is calculated from the additive pairwise contributions: $E_{\text{int}} = \sum_b V_{ab}^{(\text{ILJ})}$, where $b$ runs over the bonds forming the
molecule. The expression for each atom-bond pair is given by

\[ V_{ab}^{(ILJ)} = \frac{D_{ab}}{n(s) - m} \left( \frac{m}{s^m} - \frac{n(s)}{s^m} \right). \]  

\( D \equiv D_{ab||} \sin^2 \theta_{ab} + D_{ab\perp} \cos^2 \theta_{ab} \) and \( \lambda_{ab} \equiv \lambda_{ab||} \sin^2 \theta_{ab} + \lambda_{ab\perp} \cos^2 \theta_{ab} \) have been introduced for taking into account the anisotropy of relative position of \( a \) and \( b \) with the Jacobi angle \( \theta_{ab} \) between the bond vector and the vector connecting the bond center \( R_b \) and the atom \( a \) at \( R_a \). \( s = |R_a - R_b|/\lambda_{ab} \) is the dimensionless argument for the radial potential. \( D_{ab||} \) and \( \lambda_{ab||} \) (\( D_{ab\perp} \) and \( \lambda_{ab\perp} \)) are the depth of potential well and its location, respectively, when \( \theta = 0 \) (\( \theta = \pi/2 \)). We adopted \( \beta = 10 \) for \( n(s) \equiv \beta + 4s^2 \) and \( m = 6 \) for the \( \text{C}_6\text{H}_6\text{Ar} \) system as in the original paper. The parameters for bond-atom pairs for this system are as follows [49]: \( \lambda_{\text{Ar,CC}||} = 3.879 \text{ Å}, \lambda_{\text{Ar,CC}\perp} = 4.189 \text{ Å}, D_{\text{Ar,CC}||} = 3.895 \text{ meV}, D_{\text{Ar,CC}\perp} = 4.910 \text{ meV}, \lambda_{\text{Ar,CH}||} = 3.641 \text{ Å}, \lambda_{\text{Ar,CH}\perp} = 3.851 \text{ Å}, D_{\text{Ar,CH}||} = 4.814 \text{ meV}, \) and \( D_{\text{Ar,CH}\perp} = 3.981 \text{ meV}. \)

b. Geometry optimization based on PITE

As explained in the main text, we adopted \( n_{eq} = 3 \) in the \( x \) and \( z \) directions for 64 candidate geometries. The electronic degrees of freedom are absent in this case and our simulation was thus performed by tracking the trial states undergoing the PITE steps in Fig. 12. Specifically, the action of the evolution operator \( e^{-it\mathcal{H}_\text{I18}} = e^{-iE_{\text{I18}}t} \) at each step was simulated by letting the 64 candidate geometries acquire the phase factors, that are constant throughout the iterations.
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