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Abstract: Experimental studies show that the Nash equilibrium and its refinements are poor predictors of behavior in non-cooperative strategic games. Cooperation models, such as ERC and inequality aversion, yield superior predictions compared to the standard game theory predictions. However, those models are short of providing a general theory of behavior in economic interactions. In two previous articles, we proposed a rational theory of behavior in non-cooperative games, termed Economic Harmony theory (EH). In EH, we retained the rationality principle but modified the players’ utilities by defining them as functions of the ratios between their actual and aspired payoffs. We also abandoned the equilibrium concept in favor of the concept of “harmony,” defined as the intersection of strategies at which all players are equally satisfied. We derived and tested the theory predictions of behavior in the ultimatum game, the bargaining game with alternating offers, and the sequential common-pool resource dilemma game. In this article, we summarize the main tenets of EH and its previous predictions and test its predictions for behaviors in the public goods game and the trust game. We demonstrate that the harmony solutions account well for the observed fairness and cooperation in all the tested games. The impressive predictions of the theory, without violating the rationality principle nor adding free parameters, indicate that the role of benevolent sentiments in promoting fairness and cooperation in the discussed games is only marginal. Strikingly, the Golden Ratio, known for its aesthetically pleasing properties, emerged as the point of fair demands in the ultimatum game, the sequential bargaining game with alternating offers, and the sequential CPR dilemma game. The emergence of the golden ratio as the fairness solution in these games suggests that our perception of fairness and beauty are correlated. Because the harmony predictions underwent post-tests, future experiments are needed for conducting ex ante tests of the theory in the discussed games and in other non-cooperative games. Given the good performance of economic harmony where game theory fails, we hope that experimental economists and other behavioral scientists undertake such a task.
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1. Introduction

Standard game theory is one of the foundations of modern economic theory. It also serves as an important tool for analyzing and predicting behavior in many fields, including management sciences, social psychology, sociology, evolutionary sciences, sociobiology, and computer sciences, in which interactions between players could be modeled as strategic games. Underlying game theory is the assumption of neoclassical economics, prescribing that each player’s utility is non-decreasing with his payoff and independent on other players’ payoffs. For non-cooperative games, which comprise the focus of this paper, game theory predicts that players will eventually reach an “equilibrium”. The Nash equilibrium \([1–3]\) is by far the most famous equilibrium. A set of strategies are in a Nash equilibrium if each strategy is the best response to the other strategies, such that if all
players adhere to their equilibrium strategies, then no player could benefit by deviating from his or her equilibrium strategy unilaterally. Another well-known equilibrium concept is the sub-game perfect equilibrium, proposed by Reinhart Selten [4,5].

Despite being self-consistent and mathematically sound, game theory fails in predicting human behavior in many games that model important, real-life, socioeconomic interactions. This includes situations known as “social dilemmas”, such as the public goods (PG) game [6–9], the common pool resource dilemma (CPR) game [10,11], and the trust game [12–14]. It also fails in predicting behavior in two-person bargaining games, such as the ultimatum game (UG) [15] and bargaining games with alternating offers [16,17]. As examples, for the single-trial PG game, the theory predicts that no player should contribute any portion of his or her endowment to public goods. In contrast, experiments show that many group members do contribute, and that under some conditions, they contribute all their endowments. For the trust game, game theory predicts that the first player should not transfer any of his endowment to the second player and that the second player should not transfer back any amount, had he received any transfer from the first player. In contrast, experiments on the trust game demonstrate that first players send significant portions of their endowments to the second player, and many second players “respect” the trust bestowed in them, and return non-negligible amounts to the first player [12–14].

For the standard UG, the sub-game perfect equilibrium predicts that the proposer demand and receive almost all the pie. Once again, this prediction fails when contrasted with experimental data, which show that the modal offer is half of the pie, and the mean offer is about forty percent.

A commonality to all the previously mentioned games is that the interacting individuals behave significantly more cooperatively and fairly than what game theory prescribes. To account for fairness and cooperation in strategic games, several theoretical models were proposed. Common to such models is the incorporation of other-regarding components in the player’s utility function. Prominent examples of such models include the “inequality aversion” theory (IA) [18] and the “equity, reciprocity and competition” (ERC) theory [19]. IA assumes that, along with the motivation to maximize their own payoffs, individuals are motivated to reduce the difference between their payoffs and the payoffs of others, although with a greater distaste for having lower rather than higher earnings. ERC assumes that along with their pecuniary gains, individuals are motivated by the ratio between their own payoff and the payoffs of others. Another model of cooperation and fairness is based on the concept of “cooperative equilibrium” [20]. This model assumes that players have a natural inclination to cooperate. Other models proposed to account for cooperation and fairness by including considerations of envy [21], empathy [22], and reputation effects [23].

All attempts to account for the fairness and cooperation observed in experimental games have undertaken that by modifying the players’ utility functions. However, the concept of equilibrium has remained untouched. In previous articles [24,25] we proposed a rational theory of fairness, termed Economic Harmony (EH), in which we modified the players’ utility functions in a manner that does not violate the rationality principle. We also abandoned the game-theoretic concept of equilibrium and replaced it with a novel concept of “harmony,” defined as the point of intersection of players’ strategies where all players are equally satisfied. In [24], we derived the harmony solutions for the demand in the standard ultimatum game and the requests in the sequential CPR game. Strikingly, the predicted demand in the UG turned out to be equal to the famous Golden Ratio (≈0.618 of the entire pie), and the ratio between the requests of players in subsequent positions in the game \( r_{i+1} / r_i \), \( i = 1, 2, \ldots, n - 1 \) was also equal to the Golden Ratio. Those predictions were shown to be in excellent agreement with previous experimental data. In [25], we applied EH theory to the case of bargaining games with alternating offers and showed that the derived solution is successful in predicting the opening demands reported in several experiments on bargaining games with equal and unequal discount factors and game horizons. Strikingly, the predicted opening demand was also equal to the Golden Ratio.
In this paper, we first describe the main tenets of EH theory, and summarize the main results reported in [24,25]. We then utilize EH theory to generate predictions of behavior in the public goods game and the trust game. For each game, we derive a harmony prediction and pit it against the comparable equilibrium prediction in their success in accounting for experimental results.

2. Theory

Consider an economic interaction involving $n$ players. Let $S^i$ denote the vector of player $i$’s admissible strategies. $S^i = \{s^i_j\}_{j=1}^{J_i}$, where $s^i_j$ is strategy $j$ of player $i$ ($j = 1, 2, \ldots, J_i$, $i = 1, 2, \ldots, n$). We define the subjective utility of each player $i$ as:

$$u_i(\ldots) = u_i \left( \frac{r_i}{a_i} \right),$$

(1)

where $r_i$ is player $i$’s actual payoff, $a_i$ is his or her aspired payoff, and $u(\ldots)$ is a bounded, non-decreasing utility function with its argument. For simplicity, we assume that $u(0) = 0$ and $u(1) = 1$.

Note that, unlike in ERC and Inequality Aversion theories, the individual utility function as defined above retains the rationality assumption. By this, we mean that the focal player is assumed to care only about his or her own self-interest. However, while in the standard economic model, the utility of a player $i$ is a function of his or her own payoff ($r_i$), in EH theory the utility of player $i$ is a function of the ratio between the player’s actual payoff, $r_i$, and his or her aspired payoff, $a_i$. Note that while, in the classical model of utility, a normalization of the utility function is needed, in EH theory, the utility function is normalized by definition, since $u_i \left( \frac{r_i}{a_i} \right)$ is bounded between 0 and 1 for all $r_i$ values.

It is reasonable to think that the aspiration levels, $a_i$ ($i = 1, 2, \ldots, n$), depend on the interaction between the individuals’ distinctive personalities, the game structure, and the players’ positions in the game. Ideally, one would measure the individuals’ aspirations. In the absence of empirical measures, as a first-order estimation, we shall make plausible assumptions regarding the aspiration levels of players in the discussed games.

A point of harmony in an interaction is defined as an intersection point of strategies played by the interacting players, at which the utilities of all players, as defined above, are equal. In formal terms, a point of harmony, in an interaction between $n$ players, is a vector of outcomes $r^* = (r^*_1, r^*_2, r^*_3, \ldots, r^*_n)$ for which the subjective utilities of all $n$ players satisfy:

$$u_i \left( \frac{r^*_i}{a_i} \right) = u_j \left( \frac{r^*_j}{a_j} \right) \text{ for all } i \text{ and } j,$$

(2)

Assuming linear utilities, Equation (2) becomes:

$$\frac{r^*_i}{a_i} = \frac{r^*_j}{a_j} \text{ for all } i \text{ and } j,$$

(3)

One might ask how players could infer about other players’ aspirations, and why they should care about others’ satisfaction levels. The answer is two-fold. First, by using their theory of mind, players can imagine themselves in the positions of others and estimate their levels of aspiration. As an example, a proposer in the ultimatum game would take the perspective of the responder and ask himself, “What would I aspire for, had I been in the proposer’s position”. Second, in repeated games, the estimates of others’ aspirations are expected to evolve through learning. Similar to the Nash equilibrium and its refinements, in repeated interactions, players are not expected to “solve” the game and play their harmonious strategies. Rather, it is conjectured that harmonious strategies can emerge through some processes of learning and adaptation.

3. Predicting Behavior in Strategic Games

In this section, we first summarize the main results reported in [24,25] for the standard ultimatum game, the bargaining game with alternating offers, and the sequential CPR
game. We then utilize EH to derive harmony solutions for the public goods game and the trust game and contrast them with experimental data.

3.1. The Ultimatum Game

In the standard ultimatum game, one player, designated as the proposer, receives an amount of monetary units and must decide how much to keep, and how much to transfer to another player (the responder). The responder replies either by accepting the proposed allocation, in which case both players receive their shares, or by rejecting the proposal, in which case the two players receive nothing. Thus, whereas the proposer has complete entitlement to make an offer, the responder can inflict a harsh, although costly, punishment on an unfair proposer.

Game theory predicts that a rational proposer, who believes that the responder is also rational, should offer the smallest amount possible, since the responder, being rational, will accept any positive offer. Experimental findings of numerous ultimatum studies refute this prediction. The modal offer in most experiments is the equal split, and the mean offer is $\approx 40\%$ of the entire amount $[15,26,27]$. A meta-analysis on ultimatum experiments conducted in twenty-six countries with different cultural backgrounds $[28]$ reported a mean offer of 41.5% (std = 5.7%), and yet another large cross-cultural study conducted in 15 small-scale societies $[29]$ reported a mean offer of 40.5% (std = 8.3). Thus, in stark difference with the prediction of game theory, in the previously cited studies, and in many other uncited studies, divisions of $\approx 60–40\%$ for the proposer and responder, respectively, seem to be robust across countries, cultures, socio-economic levels, monetary stakes, etc.

To derive the EH prediction for the standard ultimatum game, let us assume, without loss of generality, that the proposer must divide one monetary unit (1MU). If he or she offers to keep $x$ MUs (and transfer $1-x$ MUs to the responder), then using Equation (3) we can write:

$$ \frac{x}{a_p} = \frac{1-x}{a_r}, \quad (4)$$

where $a_p$ and $a_r$ are the aspiration levels of the proposer and the responder, respectively. Solving for $x$ yields:

$$ x = \frac{a_p}{a_p + a_r} \quad (5)$$

and the amount offered to the responder is:

$$ x_r = 1-x = 1 - \frac{a_p}{a_p + a_r} = \frac{a_r}{a_p + a_r} \quad (6)$$

Determining $x$, which guarantees equal levels of satisfaction, requires the measurement of the players’ maximal aspirations. In the absence of such measurements, it is reasonable to think that a self-interested proposer would aspire for the entire sum (i.e., $a_p = 1$). Hypothesizing about the responder’s aspired payoff is trickier. We consider two plausible possibilities: (1) the responder might aspire to receive half of the total amount; (2) he or she might aspire to receive an amount that equals the amount the proposer offers to keep to himself or herself. Although at first sight, the two conjectures seem identical, they are not. Under the first assumption, we have $a_p = 1$ and $a_r = \frac{1}{2}$. Substitution in Equations (5) and (6) yields:

$$ x = \frac{a_p}{a_p + a_r} = \frac{1}{1 + \frac{1}{2}} = \frac{2}{3} \text{ MU} \quad (7)$$

and the amount offered to the responder is:

$$ x_r = 1-x = 1 - \frac{2}{3} = \frac{1}{3} \text{ MU} \quad (8)$$

Under the second assumption, $a_p = 1$ and $a_r = x$. Substitution in Equation (5) yields:

$$ x = \frac{1}{1+x} \quad (9)$$

Solving for $x$, we get:

$$ x^2 + x - 1 = 0 \quad (10)$$
which solves for:

$$x = \frac{\sqrt{5} - 1}{2} = \varphi \approx 0.618 \ldots \text{ MU.} \quad (11)$$

where \(\varphi\) is the Golden Ratio \([30,31]\) defined as \(\lim_{n \to \infty} \left(\frac{f_n}{f_{n+1}}\right)\), where \(f_n\) is the \(n\)th term of the Fibonacci Series: 0, 1, 1, 2, 3, 5, 8, 13, 21, 34, 55, 89, 144, \ldots, in which each term is equal to the sum of the two preceding terms, or: \(f_n = f_{n-1} + f_{n-2}\). The corresponding portion for the responder is:

$$x_r = 1 - x = 1 - \varphi \approx 0.38 \text{ MU} \quad (12)$$

In \([24]\), we tested the above prediction using data from the aforementioned meta-analysis study \([28]\), and the small-scale societies study \([29]\). The reported mean proportional offers in the two aforementioned studies were, respectively, 0.395 and 0.405, both quite close to the Golden Ratio prediction of \(1 - \varphi \approx 0.382\). A two one-sided test of equivalence (TOST) (cf. \([32]\)) validated this conjecture. For study \([28]\), the analysis yielded significant results for the upper and lower bounds of the equivalence range (upper bound = 42.016, \(p < 0.0001\); lower bound = 34.377, \(p = 0.0425\); overall significance = 0.0425). For study \([29]\), the results were also significant (upper bound = 42.016, \(p = 0.012\); lower bound = 34.377, \(p = 0.0255\); overall significance = 0.0255).

It is important to stress that the harmony solution is not an equilibrium. For example, if the proposer deviates from the harmony point (Proposer offers \((\varphi, 1 - \varphi)\), \(\varphi \approx 0.618\); responder accepts) by raising their demand to, say, 0.8, then their utility will increase, and consequently, the lower offer will result in decreasing the utility of the responder. Notwithstanding, the empirical results, even in one-period ultimatum games, show unequivocally, that, on average, players opt for the unstable, out-of-equilibrium harmony solution.

The instability of the harmony solution is also characteristic of the harmony solutions of all the games discussed in this article and is not restricted to the case of the ultimatum game. Notwithstanding, there are numerous studies showing that various social mechanisms are effective in achieving and stabilizing high levels of cooperation and fairness in strategic games, in which the unique equilibrium is an overreaching defection. Punishment is a prominent mechanism, which has attracted much research interest. In the standard ultimatum game discussed previously, the respondent can inflict a costly punishment on an unfair proposer. The sanctioning agency can also be a third party, as in a dictator game with third party punishment \([29]\), a group punishment as in public goods games \([33]\), punishment by a group leader \([34]\), or by a central authority \([35]\). Another well-studied mechanism that has been shown to be instrumental in achieving and stabilizing cooperation, is reputation \([36–38]\).

Notably, the prediction of a Golden Ratio division in the ultimatum game was obtained independently by Schuster \([39]\), using the method of infinite continued fractions and the Fibonacci numbers. The emergence of the Golden Ratio as the point of Harmony at which the proposer and responder are equally satisfied, adds to its numerous appearances in all sciences and in the arts, aesthetics, and design. In the concluding section, we shall say more about appearances of the golden ratio in the sciences and arts. The fact that a fairness solution is also aesthetically appealing, suggests that our perceptions of beauty and fairness are correlated.

3.2. Bargaining Games with Alternating Offers

In a typical bargaining game with a fixed discounting factor, one player (P1) proposes a division of a “pie”, which another player (P2) must accept or reject. If P2 accepts, the game ends and the parties receive their shares of the pie. If P2 rejects the proposal, the game continues for another period, and the right to make a counterproposal goes to P2. If P1 accepts the proposal of P2, the game ends with the two receiving their respective shares, but if P1 rejects the proposal of P2, the right to propose a division goes back to P1, and so on. Importantly, the value of the pie shrinks during each period. The shrinkage from one period to another could be equal for the two players, or different for each player. In a game with a finite horizon, if agreement is not reached in a fixed number of periods, both
parties receive zero payoffs. In the infinite horizon game, the alternation of offers continue until an agreement is reached, or alternatively, until the pie shrinks to zero.

The game-theoretic solution for the finite game could be worked out using the backward induction method. For the infinite horizon game, back induction does not apply. For such games, Ariel Rubinstein [16] proved the existence of a unique SPE, which depends on the form of the pie shrinkage. For a game with fixed discount factors \( \delta_1 \) and \( \delta_2 \) \((0 < \delta_1, \delta_2 < 1)\), the only SPE prescribes that the game should end in the first period, with Player1 demanding \( \frac{1 - \delta_1}{1 - \delta_1 - \delta_2} \), and for the special case \( \delta_1 = \delta_2 = \delta \), the aforementioned solution reduces to \( \frac{1}{1+\delta} \) \((0 < \delta < 1)\).

As noted by many researchers, the SPE is a poor predictor of bargainers’ demands and offers [40–43]. It has been repeatedly shown by experiments that human subjects do not engage in backward induction as much as game theory prescribes [43–46], they seldom reach subgame perfect equilibria [43,44,46], they show considerable levels of fairness, and they do not exploit their advantageous strategic positions in the bargaining environment [46–48].

In addition to the failure of the SPE in making quantitative predictions of demands, it also fails to explain some puzzling results in bargaining experiments. One unexplained result, which contradicts SPE reasoning, indicates that second players who reject opening offers from the first players, often give disadvantageous counterproposals, which yields to them less than what they would have received had they accepted the opening offer of the first player [40–43].

In a recent article [25], we derived the harmony solution for the bargaining game. Our reasoning was as follows: Suppose that the size of the pie at round one is one monetary unit (1MU), and that the two players have completed \( n - 1 \) periods without reaching an agreement. For \( n \), an odd number, it is now the turn of P1 to make an offer on dividing a pie, which has now shrunk from 1MU in period 1, to \( \frac{1}{2} MU \) for P1, and to \( \frac{1}{2} MU \) for P2. Assume that P1 demands a portion of \( x_{1,n} \) \((0 \leq x_{1,n} \leq 1)\) and offers \( 1 - x_{1,n} \). Harmony will be achieved if:

\[
\frac{\delta_1^{n-1}x_{1,n}}{a_{1,n}} = \frac{\delta_2^{n-1}(1 - x_{1,n})}{a_{2,n}}
\]

where \( \delta_1 \) and \( \delta_2 \) are the discount factors of P1 and P2, respectively \((\delta_1, \delta_2 < 1)\), \( a_{1,n} \) and \( a_{2,n} \) are the aspiration levels of P1 and P2 at period \( n \), respectively. In [25], we reasoned that while a rational P1 would aspire for the entire pie, i.e., \( a_{1,n} = \delta_1^{n-1} \), P2’s aspiration depends on the ethical norms governing their aspiration. We discuss two prominent norms: first, equality, which implies that P2 should aspire to receive half of the pie, i.e., \( a_{2,n} = \frac{\delta_2^{n-1}}{2} \), and second, equity, which implies that P2 should aspire for proportional equality, i.e., \( a_{2,n} = \frac{\delta_2^{n-1}}{x_{1,n}} \). In other words, P2 would aspire that, in relative terms, P1 treats P2 as if P2 treats himself or herself. Here, we only summarize the prediction for the equity norm (a detailed analysis and predictions for the two-abovementioned norms is detailed in [25]).

Substituting \( a_{1,n} = \delta_1^{n-1} \), and \( a_{2,n} = \delta_2^{n-1}x_{1,n} \) in Equation (13) gives:

\[
\frac{\delta_1^{n-1}x_{1,n}}{\delta_1^{n-1}} = \frac{\delta_2^{n-1}(1 - x_{1,n})}{\delta_1^{n-1}x_{1,n}}
\]

which yields

\[
x_{1,n}^2 + \left(\frac{\delta_2}{\delta_1}\right)^n x_{1,n} - \left(\frac{\delta_2}{\delta_1}\right)^n = 0
\]

denote \( \frac{\delta_2}{\delta_1} = R \). For positive \( x_{1,n} \), Equation (15) solves for:

\[
x_{1,n} = \left(\frac{\sqrt{1 + \frac{4}{R^{n+1}}} - 1}{2}\right)R^{n-1}
\]

Thus, the harmony demand and transfer for P1 and P2 are, respectively:

\[
d_{1,n} = \delta_1^{n-1}x_{1,n} = \delta_1^{n-1}R^{n-1} \left(\frac{\sqrt{1 + \frac{4}{R^{n+1}}} - 1}{2}\right)
\]
and
\[ t_{2,n} = \delta_2^{n-1} (1 - x_{1,n}) = \delta_2^{n-1} \left( 1 - R^{n-1} \left( \frac{\sqrt{1 + \frac{4}{\delta_2^n}} - 1}{2} \right) \right) \] \tag{18}

For the case of equal discount factors: \( \delta_1 = \delta_2 = \delta (R = 1) \), Equations (16)–(18) reduce to:

\[ x_{1,n} = \frac{\sqrt{5} - 1}{2} = \varphi \approx 0.618 \] \tag{19}

\[ d_{1,n} = \varphi \delta^{n-1} \approx 0.618 \delta^{n-1} \] \tag{20}

and

\[ t_{2,n} = (1 - \varphi) \delta^{n-1} \approx 0.382 \delta^{n-1} \] \tag{21}

Since \( 0 < \delta < 1 \), the maximal payoff for P1, and P2, while maintaining harmony, is achieved in period \( n = 1 \). Setting \( n = 1 \) in Equations (20) and (21), the respective demand of P1 and transfer to P2 become:

\[ d_{1,1} = \varphi \delta^0 = \varphi \approx 0.618 \] \tag{22}

and

\[ t_{2,1} = (1 - \varphi) \delta^0 = (1 - \varphi) \approx 0.382 \] \tag{23}

Thus, for the case of equal discount factors, Economic Harmony theory predicts that the game should end in period 1, with P1 making an opening demand of \( d_{1,1} = \varphi \approx 0.618 \) of the pie and P2 accepting a share of \( (1 - \varphi) \approx 0.382 \). Strikingly, this prediction is identical to the one derived by the theory for the one-period ultimatum game discussed in the previous section.

Detailed analysis and predictions for the case in which, for some reason, agreement is not reached in period 1, is detailed in [25].

A similar analysis for the general case of unequal discount factors is detailed in [25].

We found that in games ending in period 1, the predicted harmony demand exhibits a non-monotonicity (or “knee”) effect, which depends only on the discount factor of the second player. For values of \( \delta_2 \leq \varphi \), P1 should demand a portion of the pie equaling the Golden Ratio. For values of \( \delta_2 > \varphi \), the harmony demand of P1 in the first period is predicted to decline linearly with delta, with a slope equaling \( \varphi \). In addition, in [25], we derived and tested the prediction that in games with \( \delta_2 \leq \varphi \approx 0.618 \) that does not end in agreement in the first round, the demand of P2 in the second round will be less than what they had been offered by P1 and was rejected by him or her in the first round. We found that the weighted average of disadvantageous counterproposals from six experiments with unequal discount factors yielded a high percentage of 74.3%, which nicely agrees with EH’s theory prediction (for more details see [25]).

3.2.1. Comparison with Experimental Results

In [25], we tested EH theory predictions using data from five studies, which employed a variety of discount factors and game horizons. The investigated experiments, together with their parameters, are depicted in Table 1. Studies [41,43] provide data for testing the predicted “knee” effect, and studies [42,43] enables to test the theory predictions for the case of unequal discount factors.

In this paper, we describe, in detail, the predictions of EH theory for results reported in [42,43].

3.2.2. Equal Discount Factors

Binmore et al. [41] reported experiments with one-stage and two-stage bargaining games with alternating offers and various discount factors. Their main objective was to examine whether players will respect backward induction. They found that the players’ behavior systematically violated both subgame and truncation consistency. In their study, Game III included two periods played under eight discount factors (see Table 2). The five lower discount factors (\( \delta = 0.2–0.6 \)) are below the “knee” at \( \delta \approx 0.618 \) predicted by EH theory, while the remaining three discount factors (\( \delta = 0.7, 0.8, 0.9 \)) are above the “knee”. For the lower five \( \delta \) conditions, the theory predicts that agreement should end in period
1, with P1 demanding $0.618$ of the pie. For the highest three \( \delta \) conditions, the predicted opening demand by P1 is \( 1 - \phi \delta \approx 1 - 0.618 \delta \). Table 2 and Figure 1 depict the mean demands under each \( \delta \) condition, together with the predictions of EH theory and the SPE solution. A linear regression of the observed demand on the predicted demand by economic harmony yields an \( R^2 \) of \( \approx 0.82 \). The superiority of EH theory over the SPE solution is evident. The prediction error for EH is \( \frac{1}{n} \sum |d_e - d_p| \times 100 = 7.3\% \), and the prediction errors of the SPE is 36.4\%. Strikingly, the demand of P1 exhibits a “knee” effect at \( \delta \approx 0.6 \), which is almost identical to the Golden Ration (see Figure 1).

### Table 1. Experimental conditions of the five investigated studies.

| Study                  | Pie Size          | Discount Factors Equal (\( \delta \)) | Horizon (T) |
|------------------------|-------------------|---------------------------------------|-------------|
| 1. Binmore et al. (1985) | 100 pennies.     | 0.25                                  | 2           |
| 2. Neelin et al. (1988)  | $5$ & $10$        | 0.25, 0.5, 0.34                       | 2, 3, 5     |
| 3. Binmore et al. (2002) | 100 points payoffs determined by a roulette | 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9 | 2           |
| 4. Ochs and Roth (1989)  | $30$              | (0.4, 0.4), (0.6, 0.4), (0.6, 0.6), (0.4, 0.6) | 2, 3        |
| 5. Weg et al. (1992)     | 60 NIS            | (0.9, 0.5), (0.67, 0.67), (0.5, 0.9)   | Infinite    |

### Table 2. Experimental and theoretical opening demands by Player 1 for each \( \delta \) condition.

| Discount Factor (\( \delta \)) | Demand       | Experimental | Harmony Prediction | SPE Prediction |
|---------------------------------|--------------|--------------|--------------------|----------------|
|                                 | 0.2          | 0.693        | 0.618              | 0.80           |
|                                 | 0.3          | 0.655        | 0.618              | 0.70           |
|                                 | 0.4          | 0.686        | 0.618              | 0.60           |
|                                 | 0.5          | 0.639        | 0.618              | 0.50           |
|                                 | 0.6          | 0.610        | 0.618              | 0.40           |
|                                 | 0.7          | 0.628        | 0.567              | 0.30           |
|                                 | 0.8          | 0.534        | 0.506              | 0.20           |
|                                 | 0.9          | 0.509        | 0.444              | 0.10           |

### Figure 1. Experimental and theoretical opening demands by Player 1 for the Binmore et al., 2002 study, as functions of the discount factor \( \delta \).

#### 3.2.3. Unequal Discount Factors

Weg et al. [43] investigated a two-person bargaining game with alternating offers and infinite horizon. They reported two experiments in which the discount factors of the players were manipulated in a between-subjects design, such that the discount factor for P1 was more than, equal to, or less than the discount factor of P2. The authors termed the three conditions, respectively, as Strong (S), Equal (E), and Weak (W). In all conditions, the
pie to be split was 60 NIS (about $16). In the first experiment, the discount factors were $(\delta_1 = 0.9, \delta_2 = 0.5)$, $(\delta_1 = 0.67, \delta_2 = 0.67)$, and $(\delta_1 = 0.5, \delta_2 = 0.9)$, and in the second experiment, the conditions were $(\delta_1 = 0.50, \delta_2 = 0.17)$, $(\delta_1 = 0.17, \delta_2 = 0.17)$, and $(\delta_1 = 0.17, \delta_2 = 0.50)$. Here we present only the results of the first experiment, since the values chosen for $\delta_2$ in this experiment (0.5, 0.67, 0.9) allows us to test the predicted discontinuity effect. This prediction prescribes that, for $\delta_2 = 0.5$, P1 should demand $\phi \approx 0.618$ of the pie, while for the other two conditions ($\delta_2 = 0.67$, and $\delta_2 = 0.9$), the demands of P1 are predicted to be equal to $1 - \phi \delta_2$. For $\delta_2 = 0.67$, the predicted demand is $1 - 0.618 \times 0.67 = 0.586$, and for $\delta_2 = 0.9$, the predicted demand is $1 - 0.618 \times 0.9 = 0.444$. The SPE prediction of P1’s demand, using the Rubinstein solution, is equal to $\frac{1-\delta_2}{1-\phi \delta_2}$. For the three tested conditions ($\delta_1 = 0.9, \delta_2 = 0.5$), $(\delta_1 = 0.67, \delta_2 = 0.67)$, and $(\delta_1 = 0.5, \delta_2 = 0.9)$, the SPE predictions are 0.909, 0.599, and 0.181, respectively. The results of the experiment revealed that, on average, 79.4% of the games ended with agreement in period 1. The mean proportional opening demands were 0.50, 0.48, and 0.393 for the strong, equal, and weak conditions, respectively.

Figure 2, adopted from [25] depicts the experimental results together with the EH and SPE predictions. The mean prediction error for the harmony solution is $\frac{1}{n} \sum_{p=1}^{n} \left| \frac{d_p - d_p^E}{d_p} \right| \times 100 = 19.55\%$, compared with 53.51% for the SPE solution. The differences between the harmony predictions and the experimental results for conditions $\delta_2 = 0.5$ and $\delta_2 = 0.67$ are almost equal (0.118 and 0.106, respectively). Thus, a moderate risk aversion or security level added to the utility function of subjects in the role of P1 could lower the harmony prediction error, without affecting the error of the SPE in a similar manner.

![Figure 2](image-url)

Figure 2. Experimental and theoretical opening demands by Player 1 for the Weg et al. (1990) study, as functions of the discount factor of Player 2.

Strikingly, the discontinuity effect predicted by the model is supported qualitatively by the data, although the observed decline after the knee is less steep in the experimental figure than in the EH prediction (see Figure 2).

3.3. Three Social Dilemmas

Social dilemmas are situations defined by two properties: (a) each individual receives a higher payoff for a socially defecting choice than for a socially cooperative choice, no matter what the other individuals in society do, but (b) all individuals are better off if all cooperate than if all defect [49]. Here, we discuss three prominent dilemma games: The common-pool resource (CPR) game, investigated in [24], the public goods (PG) game, and the trust game. For each game, we derive the harmonious solution, and compare it with experimental data.
3.3.1. The Common-Pool Resource Dilemma Game

The common-pool resource (CPR) dilemma game models situations in which a group of people consumes a limited, shared resource. Consumption of public resources, such as fresh water, poses a dilemma since overconsumption, which is in the interest of each individual, will eventually result in the depletion, or even destruction, of the resource [50].

Experimental studies on CPR dilemmas utilized various protocols of play [51]. Two of the most investigated protocols of play are the simultaneous and the sequential protocols. Under the simultaneous protocol, players make their requests from the CPR simultaneously and anonymously. Under the sequential protocol, which we discuss here, individual requests are made in an exogenously determined order, which is common knowledge, such that each player knows his position in the sequence and the requests of the players who have preceded him or her in the sequence. For a resource with a fixed and commonly known size, the sub-game perfect equilibrium of the sequential CPR game prescribes that the first player in the sequence should demand almost all the amount available in CPR, leaving an infinitesimally small portion to others. This prediction is strongly refuted by experimental results, showing that first players in the sequence do not exploit their position, leaving much of the resource for others’ consumptions [52–55]. In addition, studies reveal a robust position effect: individuals’ requests are inversely related to their positions in the sequence, with the first mover requesting the most, and the last mover requesting the least [52,55–57].

In [24], we derived and tested the harmony solution for a step-level sequential CPR game. In this version of the game, if the sum of all requests exceeds a commonly known threshold, the CPR “collapses”, and all players receive nothing. The derivation of the harmony solution for such a game could be summarized as follows: Denote the requests of players occupying positions $i$ and $i+1$ in the sequence, $i = 1, 2, \ldots, n-1$, by $r_i$ and $r_{i+1}$. The subgame between two successive players, $r_i$ and $r_{i+1}$, has the structure of a two-person ultimatum game, in which harmony is achieved if:

$$\frac{r_{i+1}}{r_i} = \frac{1 - \varphi}{\varphi} = \varphi \quad (i = 1, 2, \ldots, n-1)$$

(24)

where $\varphi \approx 0.618$ is the Golden Ratio.

3.3.2. Comparison with Experimental Results

In [24], we tested the above prediction using data reported in one study using groups of three players and three studies using groups of five players [55,56]. In all studies, the pool size was 500 points. The resulting predictions (using Equation (24) and a pool size of 500), together with the experimental results are depicted Figure 3 (adopted from [24]). As shown in the figure, the match between the theoretical predictions and the experimental results is impressive, although the requests of players appearing later in the sequence are underestimated by the theory. For the three-player game, a Kolmogorov–Smirnov test showed that the differences between the theoretical and the observed requests are non-significant. The maximum difference between the cumulative distributions is 0.091 ($p = 1$). A similar conclusion holds for the five-players game. The maximum difference between the cumulative distributions is 0.20 with a corresponding ($p = 0.975$).

3.4. The Public Goods Game

Public goods are defined by two properties: jointness of supply and impossibility of exclusion [58,59]. Standard game theory and the rationality principle predict that under the voluntary contribution mechanism, public goods will be underprovided relative to demand, or in the extreme case, it will not be provided at all. This is because “rational and selfish individuals will recognize the opportunity to ‘free ride’ on the contributions of others . . . in the knowledge that they can share in the good once it is provided . . . and will withhold or severely curtail their own contributions” ([58], p. 112). In a typical public goods game, each of the $n$ players receives an endowment of $e$ MU’s and must decide how much to invest in a public project. For each 1MU invested in the project, each player receives
a positive payoff that is less than 1MU, regardless of the amount he or she contributed. This payoff is usually referred to as the “marginal per capita return” (MPCR). The reward for player \( j \), who contributed \( x_j \), is given by:

\[
 r_j = e - x_j + \text{MPCR} \sum_{i=1}^{n} x_i = e - (1 - \text{MPCR}) x_j + \sum_{i=1 \atop (i \neq j)}^{n} x_i
\]  

(25)

From Equation (25), it follows that it is in the best interest of each rational player \( j \) to withhold their contribution and free ride on the contributions of others. Hence, the Nash equilibrium of the game is the deficient all-defect unique equilibrium. However, it is well documented in real life situations, and in experimental public goods games, that group members contribute something, and that under some conditions, subjects achieve nearly full cooperation, although the self-interest model predicts complete defection [7–9].

To solve for the harmony points of the game, from Equation (25), the maximal aspiration for each player \( i \) is:

\[
a_i = e + \text{MPCR} (n - 1) e = (1 + \text{MPCR}(n - 1)) e \text{ for all } i
\]  

(26)

Harmony is achieved when:

\[
\frac{r^*_i}{a_i} = \frac{r^*_j}{a_j} \text{ for all } i \text{ and } j
\]  

(27)

or

\[
r^*_i = r^*_j \text{ for all } i \text{ and } j
\]  

(28)

Substituting the values \( r^*_i \) and \( r^*_j \) from Equation (25) and simplifying yields:

\[
x^*_i = x^*_j \text{ (equal contributions)}
\]  

(29)

and the reward for each player \( j \) at harmony is:

\[
r^*_j = e + (\text{MPCR}n - 1) x^*_j = e + n \left( \text{MPCR} - \frac{1}{n} \right) x^*_j
\]  

(30)

Figure 3. Empirical and predicted mean of requests in a sequential CPR Dilemma with resource size = 500 for \( n = 5 \) players (upper panel) and \( n = 3 \) players (lower panel).

From Equation (25), it follows that it is in the best interest of each rational player \( j \) to withhold their contribution and free ride on the contributions of others. Hence, the Nash equilibrium of the game is the deficient all-defect unique equilibrium. However, it is well documented in real life situations, and in experimental public goods games, that group members contribute something, and that under some conditions, subjects achieve nearly full cooperation, although the self-interest model predicts complete defection [7–9].
For $\text{MPCR} < \frac{1}{n}$, the maximum reward is achieved for $x_i^* = 0$ for all $i$, that is, when all players contribute nothing; for $\text{MPCR} > \frac{1}{n}$, maximum reward is achieved for $x_i^* = e$ for all $i$, that is, when all players contribute all their endowments.

Comparison with Experimental Results

The data reported in Isaac et al. [60] included many experiments utilizing group sizes of 4, 10, 40 and 100, and MPCR values of 0.3, 0.75, and 0.03. The data provided strong evidence against the held view that a group’s ability to provide the optimal level of a pure public good is inversely related to its size. For all tested group sizes, the left panel of Figure 4, adopted from [60], depicts the mean allocations for MPCR = 0.3, and the right panel depicts the comparable results for MPCR = 0.75. Isaac et al. found that for MPCR = 0.30, group sizes of 40 and 100 allocated, on average, significantly more tokens to the group account than did group sizes of 4 and 10. For MPCR = 0.75, no significant difference was found in allocations to the group account across group sizes.

As shown above, economic harmony theory predicts that for $\text{MPCR} < \frac{1}{n}$, all players should contribute nothing, while for $\text{MPCR} > \frac{1}{n}$, all players should contribute all their endowments. We define $\Delta_{\text{MPCR, } n}$ as:

$$\Delta_{\text{MPCR, } n} = \text{MPCR} - \frac{1}{n}$$

For MPCR = 0.3, we have:

$$\Delta(100) = 0.29 \approx \Delta(40) = 0.275 > \Delta(10) = 0.2 > \Delta(4) = 0.05$$

which agrees nicely with the result reported in [54] for this condition (see Figure 4).

For MPCR = 0.75, we have:

$$\Delta(100) = 0.74 \approx \Delta(40) = 0.725 > \Delta(10) = 0.65 > \Delta(40) = 0.5$$

which is in partial agreement with the reported results.

Isaac et al. also tested groups with a very low MPCR equaling 0.03, and $n = 40$. Their objective was to further investigate the obtained disappearance of the MPCR effect in large groups. The reported results (see Figure 5, adopted from [60]) revealed a substantial decay in allocations to the group account. They concluded that "the MPCR effect does appear to
exist in 40-person experiments for MPCR values, which are much smaller than those used by IW (Isaac and Walker [61])” ([60], p. 27).

Figure 5. Experiments using a very low MPCR of 0.03 and a group size of 40.

Substituting MPCR = 0.03 and n = 40 in Equation (31), we get:

$$\Delta(MPCR = 0.03, n = 40) = 0.03 - \frac{1}{40} = 0.005 \approx 0$$

(34)

which implies that group members are predicted to be indifferent between allocating something to the group account and withholding their contributions.

3.5. Trust Game

In the trust game [12,13], one player (the investor) is given an endowment of e MUs and is requested to transfer any amount, x, between 0 and e, to a second player (the trustee). The amount transferred to the second player is multiplied by a factor $\alpha$ ($\alpha > 1$), and the second player is requested to transfer back any amount y, between 0 and $\alpha x$. The unique Nash equilibrium for the trust game with perfect information is transfer = 0, and return = 0. In contrast, there is ample experimental evidence suggesting that a considerable proportion of players in two-person trust games deviate from the equilibrium prediction. Investors transfer substantial amounts of money and trustees transfer back significant amounts of the total gain [12,13,62–65]. As implied by the title of their pioneering study, Berg, Dickhaut, and McCabe [12], who invented the trust game, concluded that returning money to the investor is driven by reciprocity. Smith and Wilson [60] disagree. They argue that by sending money, the first mover is offering to cooperate; by returning money, the second mover is accepting the offer in an exchange; they argue that “reciprocity” is simply a word for describing those two actions. How can a description of what transpires be an explanation of why we observe the behavior? The argument is circular” [66]. Another explanation, convincingly dismissed by Smith [67], is the “social preference” explanation proposed by models like “inequality aversion” [18] and ERC [19], which views “other-regarding actions” as direct consequences of other-regarding preference in the players’ utility functions. Smith and Wilson [66] proposed a new theory, inspired by Adam Smith’s “Sentiments” [68], according to which a clear distinction is made between preference and behavior. In their theory, termed Humanomics, Smith and Wilson argue that “cooperation stems from human sociability and is governed by our rule-following conduct; . . . a pattern of proper manners emanating from our judgement of each other. Our actions are other-
regarding as well as own-regarding. Moreover, these actions are not direct consequences of our preferences, which are strictly self-interested, and not in any way conflictual with our actions” ([67], p. 10). In Humanomics, prediction of cooperative behavior is derivative of the “principle of beneficent reciprocity” ([61], p. 16), which postulates, “Kindness is the parent of kindness” ([68], p. 331).

Smith [67] explains the application of the principle of beneficent reciprocity to players’ behavior in the trust game as follows: “The first mover is clearly under no obligation to send any money, nor for the recipient to return money if any is sent. Moreover, the first mover is clearly at risk in getting nothing back. Knowing this, the recipient of any money sent can only infer that money was sent intentionally—an action that obviously and unambiguously benefits the recipient . . . . The recipient feels gratitude and is motivated to reward the action by returning some money. How much? Well, more in positive relation to the benefit and gratitude felt” ([67], p. 13).

To solve for the harmony points, denote the rewards for the investor and the trustee, respectively, by \( r_1 \) and \( r_2 \). We can write:

\[
 r_1 = e - x + y \tag{35}
\]

and,

\[
 r_2 = ax - y \tag{36}
\]

Applying Equation (3), we get:

\[
 \frac{r_1}{a_1} = \frac{r_2}{a_2} \tag{37}
\]

The maximal aspiration of both player is to receive a reward of \( ae \). Substituting the values of \( r_1 \) and \( r_2 \) from Equations (35) and (36), in Equation (37), and setting \( a_1 = a_2 \), we get:

\[
 e - x + y = ax - y \tag{38}
\]

yielding:

\[
 y = \frac{(1 + a)x - e}{2} \tag{39}
\]

Substituting the value of \( y \) in Equations (35) and (36), we get:

\[
 r_1 = e - x + y = e - x \left( \frac{1 + a)x - e}{2} \right) = e + (a - 1) x \tag{40}
\]

and

\[
 r_2 = ax - y = a - \frac{(1 + a)x - e}{2} = e + (a - 1) x \tag{41}
\]

Any pair \((x, y)\) that satisfies Equation (39) qualifies as a harmony point. Using the principle of payoff dominance articulated by Harsanyi and Selten [69], the preferred harmony point is the one that yields the highest rewards for both players. This point is attained if the first player invests \( x^* = e \), yielding

\[
 y^* = \frac{(1 + a)e - e}{2} = \frac{ae}{2} \tag{42}
\]

The respective rewards for both players are:

\[
 r_1^* = e - x^* + y^* = e - e + \frac{ae}{2} = \frac{ae}{2} \tag{43}
\]

and

\[
 r_2^* = ax^* - y^* = ae - \frac{ae}{2} = \frac{ae}{2} \tag{44}
\]

Thus, the harmony solution prescribes that the first player should transfer his or her entire endowment to player 2, and player 2 should send back half of the gain.

Comparison with Experimental Results

We compared the harmony prediction with the experimental results of [12–14]. The first study by Berg, Dickhaut, and McCabe [12] included a no-history and history treatments, where in the latter treatment, the players were paired again with the same partner. In both
treatments, the endowment was $e = 10$, the multiplication factor was $\alpha = 3$, and Player 1 could invest any amount between $0$ and $10$. The results of the no-history showed that only 2 out of 32 participants in the role of Player 1 sent zero. The amounts sent were variable, ranging from $1$ to $10$. For investments of $5$, the average payback was $7.17$, while for investments of $10$, the average payback was $10.20$. On average, the investment was $5.16$, and the payback was $4.66$. In the “social history” treatment, only 3 of 28 invested $0$. Fifty percent sent 5 or 10 dollars. The payback of 6 of the 24 participants in the role of Player 2 was 0 or 1 dollar, while the payback of 13 was higher than the investment. For investments of $5$, the average payback was $7.14$, and for investments of $10$, the average payback was $13.17$. On average, the investment was $5.36$, and the payback was $6.46$.

Economic Harmony predicts that for an investment of $x$, the harmonious payback should equal $\frac{\alpha x^2}{3} = 1.5x$. Thus, for an investment of $x = 5$, the predicted payback is $1.5 \times 5 = 7.5$, while for investment of $x = 10$, the predicted payback is $1.5 \times 10 = 15$. Comparison between these predictions and the experimental results summarized above shows that the predictions are pretty close to the actual behavior.

The second study by Ortmann et al. [13] replicated the Berg et al. [12] experiment but modified the way in which information was presented to the participants and, through a questionnaire, prompted strategic reasoning. To the surprise of the researchers, none of their various treatments led to a reduction in the amount invested. They concluded that the results reported by Berg et al. in [12] are robust to changes in the information presentation and strategic reasoning prompts.

The third study, by McCabe and Smith [14], examined an abstract, extensive form game. It begins by Player 1 having to choose between allocating $10$ for himself, and $10$ for Player 2, and passing the decision to Player 2, who must then choose between allocating $15$ for Player 1 and $25$ for himself, and allocating $0$ for Player 1, and $40$ for himself. This abstract game is equivalent to a trust game in which Player 1 can invest $10$, which becomes $30$, which Player 2 can split equally between himself and Player 1, or take them all. The subgame perfect equilibrium prediction for this game is the unique equilibrium in which Player 1 chooses to invest $0$, and Player 2 chooses to keep the entire amount resulting from any dollars transferred. Figure 6, adopted from [14], depicts the results of the two conducted experiments, one played by undergraduates (left panel), and the other by graduates (right panel). In the graduate experiment, the game was repeated twice with the same partner. The results indicated that the decrease in cooperation by graduate students in the second round was not significant. However, in the single-play condition, $50\% (12/24)$ of the participants in the role of P1 chose not to invest, and $25\% (3/12)$ of the participants in the role of P2 who received P1’s investment, chose not to return money to P1. The corresponding results in the first play by graduate students indicated that $25\% (7/28)$ of the P1 players did not invest, and $23.8\% (5/21)$ of the P2 players who received P1’s investments chose not to return money to P1.

Economic harmony theory predicts that the payoff-dominant harmony point prescribes that P1 should invest their $10$ endowment, and that P2 should return $15$ to P1, which is half of the total gain of $30$. Pooling the data of the undergraduate students’ and the graduate students’ first round reveals that about $63\%$ of the P1 players (33/52) chose to invest their endowment, and that about $76\%$ of the P2 players (25/33) chose to return half of the total gain. The rest of P1 players (37\%) and of P2 players (24\%) chose not to cooperate. While it is most likely that the P2 players who did not cooperate (chose down) played their subgame perfect equilibrium strategies, the equal payoffs of ($10, $10) received when P1s did not cooperate (chose right) makes it difficult to interpret if their actions were an equilibrium strategy or a harmony one.
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Figure 6. Left panel: Trust game. Single play by undergraduates \((n = 24 \text{ pairs})\). Right panel: Trust game. Played twice by advanced graduate students in economics \((n = 28 \text{ pairs})\). Adopted from [14].

4. Discussion

Several experiments on social dilemmas and bargaining games have repeatedly shown that even under complete unanimity, the standard model of utility and the game-theoretical notion of equilibrium fail to account for the experimental data. Moreover, models, such as ERC and inequality aversion, that seek to improve the equilibrium predictions by adding other-regarding components in the individual utility function suffer from several drawbacks that disqualify them as general alternative theories of economic behavior. Primarily, such models violate the principle of individual rationality. They also incorporate free parameters, which are fit ex post based on the tested experiment data. Moreover, their predictions are usually limited to one or very few game structures.

Economic harmony theory has none of the aforementioned problems. First, defining the individual’s utility as \(u(\frac{x}{a})\), where \(x\) is the actual and \(a\) is the aspired payoff, preserved the rationality assumption. Second, the theory’s predictions are independent of the experimental results, thus enabling it to formulate ex ante predictions of experimental results. Third, the theory fairs well, without adding any free parameters, in predicting behaviors in several prominent non-cooperative games.

The success of the theory’s predictions shows that fairness and cooperativeness of interacting players does not require them to be benevolent or altruistic, since it is in the best interest of each player to play their harmony strategy. We do not preclude other-regarding sentiments of being among the motivations behind fairness and cooperation in non-cooperative games. However, the impressive success of our theory in predicting behavior indicates that if other-regarding intentions were also behind the observed fairness and cooperation in the discussed games, their marginal effect was minor. Our conclusion is supported by several experiments on ultimatum bargaining that strongly rejects the hypothesis that considerations of fairness drive bargaining outcomes [27,70–72].

Notably, the only variables in the theory that need to be hypothesized or estimated empirically are the players’ aspiration levels, which could be measured independently from their behavior in the tested game. The experiments discussed in this paper were not designed as direct tests of the theory. Because the players’ aspiration levels were not measured in these experiments, we made plausible assumptions about them, depending on
the game structure and the players' positions in the game. Notwithstanding, the derived predictions for most of the discussed experiments were nicely correlated with their respective results. We expect that the theory's predictions could be improved in future studies in which players' aspiration levels and reservation values could be measured. Another straightforward improvement of the theory is accounting for nonlinearities resulting from individual differences in risk preferences.

A fundamental feature of economic harmony is that it abandons the basic concept of game theory—the equilibrium concept—and replaces it with the concept of harmony. This modification embodies a significant paradigmatic shift in the moral and ideological foundations of economics. Neoclassical economic theory assumes that each rational player seeks to maximize their individual utilities, which are non-decreasing functions of their payoffs. The theory further assumes that in interactive situations for which game theory is a major analytical tool, all players will play their equilibrium strategies, even when the equilibrium point is payoff-deficient for some, or even for all. Clearly, the motivation behind the adherence to an equilibrium strategy is the knowledge of each individual that they will receive a lower payoff by deviating unilaterally from the reached equilibrium. Thus, for some players, and in certain cases for all players, the bonding glue of the equilibrium solution has fear in its ingredients. For example, in the UG, the fear of a rational recipient from receiving nothing is what ought to compel them, according to the theory, to accept insultingly low offers. Thus, the supposed “greed” of a rational proposer, which drives them to demand most of the pie, is supported by the “fear” of a rational recipient. These anticipations, based on the neoclassical utility theory and game theory, are strongly refuted by numerous experiments showing that the mean offer in the UG is around 0.4 of the pie and that offers of 0.2 or less are usually rejected. In contrast, the guiding moral sentiment of economic harmony is that player will adhere to strategies that ensure that the satisfaction levels of all players are equal.

Our theory closely resembles John Nash’s solution of the bargaining problem [1], which determines “the amount of satisfaction each individual should expect to get from the situation” ([1], p. 155). Nash stated clearly that rational expectations “should be realizable by an appropriate agreement between the two” and that “there should be an available anticipation which gives each the amount of satisfaction he should expect to get” ([1], p. 158).

4.1. The Golden Ratio as a Point of Harmony

Strikingly, the famous Golden Ratio (\(\phi \approx 0.618\)), known for its aesthetically pleasing properties, emerged as a point of harmony in the UG, the sequential bargaining game with alternating offers, and the CPR dilemma. As mentioned earlier, a similar solution for the UG was derived independently by Schuster [39]. Also, independently from our theory and of Schuster’s solution, the golden ratio appears in the context of the “justice evaluation function” (JEF), which compares the actual reward and the just reward [73,74].

The emergence of the golden ratio as the point of balance or homeostasis between the players’ satisfaction levels adds to its many appearances in life sciences [75,76]; chemistry [77]; quantum physics [78]; the human brain’s functioning [79,80]; the arts, aesthetics, and design [81]; and much more. In Phyllotaxis (arrangement of leaves on a stem and of seeds in flowers), the numbers of petals are Fibonacci numbers (like 5, 8, 13, \ldots), and the seeds of many flowers display Fibonacci spiraling patterns. It is argued that a maximally uniform spread of leaves, according to a deviation angle equaling the Golden Ratio, is optimal for the plant’s collection of radiation energy [76]. In quantum physics, a study published in Science demonstrated that applying a magnetic field at right angles to an aligned chain of cobalt niobate atoms makes the cobalt enter a quantum critical state, in which the ratio between the frequencies of the first two notes of the resonance equals the Golden Ratio [78]. The same result was predicted theoretically by Information Relativity Theory (IRT) [82–84]. At cosmic scales, IRT predicts that a similar critical phase transition occurs at a recession velocity of the universe equaling the Golden Ratio, \(\phi\) multiplied by the velocity of light, which is equivalent to a redshift, \(z\), equaling 1 + \(\phi \approx 1.618\). The relative matter
energy density at this point is predicted to be equal to \( \varphi^5 \approx 0.09016994 \), which equals (to the eighth decimal digit) Hardy’s maximum probability of obtaining an event that contradicts local realism [85,86].

The fact that the Golden Ratio plays a key role in human’s sense of beauty suggests that our tastes for fairness and beauty might be correlated [87]. Some support for this conjecture is found in the results of a recent fMRI study [88], showing that participants who performed aesthetic judgments on both faces and scenes containing moral acts exhibited common involvement of the orbitofrontal cortex (OFC), inferior temporal gyrus, and medial superior frontal gyrus.

4.2. Concluding Remarks

The demonstrated success of economic harmony theory in generating good predictions for players’ behavior in various strategic games, for which the equilibrium predictions fail, is not enough for abandoning the equilibrium concept. One just needs to think of game theory’s extensions, such as evolutionary game theory (see, e.g., [89,90]), and its many successful and enriching applications in sociobiology and the social sciences at large. Another noteworthy fair success of the equilibrium model is in predicting competitive market behavior (see, e.g., [91]). We argue that the demonstrated success of the harmony concept in predicting behavior in five prominent and extensively studied games is very encouraging and calls for competitively testing economic harmony theory against game theory in other games, including in competitive markets. The need in science for competitive theories against which a mainstream theory should be tested has been recently underscored by Vernon L. Smith [92]. He argued, “In the absence of a competing theory, what does it mean to “test” a theory’s prediction? No matter how close the correspondence between observation and prediction, we have no guideposts in a single-theory world for imputing meaning to “close”. Only when we have at least one competing theory can we decide which theory prediction is nearest to an observation. If there is only one theory, science becomes an increasingly sophisticated ever-improving curve-fitting exercise” ([92], p. xii).

We are aware of the extreme difficulties in undergoing paradigm shifts in science. Notwithstanding, one must always be prepared to put a theory, no matter how it is widely accepted, in competitive tests against new theories. Given the good performance of economic harmony where game theory fails, we hope that experimental economists and other behavioral scientists undertake such a task.
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