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Abstract: Here, we developed a method for detecting cyber security attacks aimed at spoofing the Global Positioning System (GPS) signal of an Unmanned Aerial Vehicle (UAV). Most methods for detecting UAV anomalies indicative of an attack use machine learning or other such methods that compare normal behavior with abnormal behavior. Such approaches require large amounts of data and significant “training” time to prepare and implement the system. Instead, we consider a new approach based on other mathematical methods for detecting UAV anomalies without the need to first collect a large amount of data and describe normal behavior patterns. Doing so can simplify the process of creating an anomaly detection system, which can further facilitate easier implementation of intrusion detection systems in UAVs. This article presents issues related to ensuring the information security of UAVs. Development of the GPS spoofing detection method for UAVs is then described, based on a preliminary study that made it possible to form a mathematical apparatus for solving the problem. We then explain the necessary analysis of parameters and methods of data normalization, and the analysis of the Kullback—Leibler divergence measure needed to detect anomalies in UAV systems.
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1. Introduction

Here, we address the need for a method of detecting cyber security attacks that begins by spoofing the GPS signal of an Unmanned Aerial Vehicle (UAV) [1–3]. A significant number of previous methods for detecting UAV system anomalies are based on machine learning or similar methods that distinguish normal and abnormal behaviors but need large amounts of training data and significant time to prepare and implement the system [4,5].

Methods of signal quality monitoring detect false signals by distorting the correlation peak [1]. However, they can erroneously treat multipath signals as spurious because multipath signals can also distort the correlation peak. Receiver Autonomous Integrity Monitoring (RAIM) can verify measurement consistency; therefore, it can eliminate one or two spoofing signals, but many spoofing signals can still invalidate the method [2]. Spread Spectrum Security Codes (SSSCs) and Navigation Message Authentication (NMA) can recognize false signals by encrypting the signal. However, these methods are impractical as they require modifications to the existing system [3]. Methods with additional sensors such as multiple antennas, power measurement equipment, and inertial navigation systems (INS) are usually reliable, but the cost of precision sensors is prohibitive [6,7]. A few previous studies have been devoted to various ways of improving the noise immunity of equipment, such as in the operating frequency band of a radio receiver relating to the higher harmonic components of the radiation of transmitters of communication systems [8].
Anti-spoofing methods are based on two principles: encryption and non-encryption. Encryption-based methods use unpredictable security codes contained in navigation signals; thus, they are more complex and require changes in the structure of the GPS [9]. In non-encryption methods, such codes are not used; instead, they are based on observable changes or various properties of the received signals. Such methods typically use multi-antenna and multi-frequency receivers, as well as differential stations [10].

The following techniques are commonly used to mitigate spoofing in non-encryption methods:

- Monitoring the average GPS signal level. The average level of the received signal is monitored, and high or low values make it possible to judge the likelihood of spoofing [11–13].
- Monitoring step changes in the GPS signal level. The changes in the signal level are monitored, recorded and compared with the previous recorded value. Large changes in these dimensions may indicate a spoofing attack [14].
- Controlling the rate of change of the pseudo-range. Any significant and unexpected changes in the values of the pseudo-range may indicate the presence of a spoofing attack [15].
- Recording time shifts. GPS receivers have accurate clocks. Time data can be used to understand if the GPS signal is being spoofed. A large time difference between the clock readings of the receiver and the satellite may indicate spoofing. However, this method requires further study [13,16].
- The simultaneous use of two Global Navigation Satellite System (GNSS) signals. The Russian Global Navigation Satellite System (GLONASS) and the American GPS [17–21] contribute to an increase in the noise immunity and accuracy of the users’ GNSS equipment.

One issue that requires special attention when combining GPS and GLONASS is the structural differences between the systems. Some differences relate to coordinate and time systems. For example, GPS uses WGS 1984 (WGS-84), while GLONASS uses Earth Parameters 1990 (PZ-90.02). This is an inevitable and important problem for all integrated systems [12,19].

With the development of anti-interference technology, a new generation of satellite navigation receivers has adopted several interference suppressions measures, including the use of wave packet transform (WPT) [20], neural network suppression [21], and an adaptive notch filter [22,23] to suppress narrowband interference, but these methods are not suitable for broadband interference cancellation.

Many receivers for interference avoidance use an array power inversion (PI) algorithm to eliminate broadband interference [24,25] or an adaptive beamforming algorithm to improve the output signal-to-noise ratio (SNR) of the array by eliminating interference directions in the formation of a directed beam of the useful GNSS signal [26]. However, an antenna’s degrees of freedom are limited by the number of antenna elements, and space-time adaptive processing (STAP) increases the degrees of freedom without increasing the array elements. This method also has the best performance against interference in a highly dynamic environment [27–29].

Some researchers [30–32] have proposed an algorithm for detecting spatial correlation when moving a single antenna receiver to reduce the possibility of spoofing by dynamic receivers and have proposed an algorithm for canceling the spoofing. However, due to the widespread use of adaptive antenna array technology in anti-interference receivers, it is currently difficult to interfere with a receiver using only interference or spoofing.

There are also a few fundamentally different methods that relate to visual odometry. These methods are effective in detecting spoofing attacks. A method that allows detecting an attack in real time has been presented in [33]. It does not require additional training or initial data. In addition, some detection methods using a system based on visual and inertial odometry are presented in [34]. The authors propose a method that allows, due to the correlation between the technical vision system and the navigation system, to increase
the resistance of the UAV to attacks. Nevertheless, for their implementation, a video camera is required. A UAV, of course, usually has a camera on board, but nevertheless, it is not a mandatory component of a UAV, and thus the method has minor limitations in its application. In addition, questions remain about the impact on the performance of the UAV, how such data processing affects the CPU load, and the consumption of other resources.

The main challenge in this research field is that anomaly detection methods for UAVs should be universal and easily scalable, but due to the wide variety of UAV models and the lack of standards for their production, development of a scalable and easily adaptable solution becomes difficult. We therefore contend that there is a need to develop a new approach based on other mathematical methods for detecting UAV anomalies without the need to first collect a large amount of data and describe normal behavior patterns. Such an approach would simplify the process of creating an anomaly detection system and facilitate easier implementation of intrusion detection systems in UAVs.

In this article, we first present several issues related to ensuring the information security of UAVs and self-organizing groups of UAVs necessary to achieve this goal. An analytical review of analogues of the developed anti-spoofing GPS technology for UAVs has been completed:

- The main directions of research in the field of anti-spoofing for satellite navigation systems were analyzed;
- We have considered the existing methods of detecting and preventing spoofing attacks on navigation systems.

Next, we describe how the development of our new GPS spoofing detection method for detecting attacks based on the parameters of the sensor system of an unmanned vehicle was devised, which allows the UAV to detect an attack without the need for prior knowledge about the reference change of sensor sensors, in real time, autonomously.

2. Materials and Methods

2.1. Preliminary Research

The open nature of GPS signals makes them vulnerable to GPS spoofing attacks, which can be performed overtly or covertly. In the first case, a powerful signal produced by the attacker overwhelms the signal coming from the satellites. This attack is easy to perform but requires considerable energy [33]. When implementing a covert attack, the signal power gradually increases until the target system completely switches to the signal broadcast by the attacker. This approach is more complex and requires more components and more detailed preparation but uses less energy and ensures a smooth transition of the target system. If the UAV is fully automated, then the airborne guidance system will lead the UAV to a false target location or ground station. This type of attack will result in mission failure and the possible loss of the UAV. However, if the position of the UAV is not chosen accurately enough by the attacker, then the UAV security system can detect the anomaly, and the UAV can switch to manual control or change the trajectory according to a preset behavior scenario [35]. Inaccurate timing can also lead to the detection of an attack or failure of internal system synchronization.

To obtain experimental data for our research and simulate the behavior of the UAV under normal conditions and during an attack, a method of full-scale simulation was chosen. To implement full-scale modeling, a UAV was developed, which includes the components shown in Figure 1.

A QGroundControl planner was used to control the UAV’s flight. QGroundControl provides full flight control and mission planning for any UAV with MAVLink protocol support. Based on the results of the mission, two types of journals were formed, which were further analyzed. To carry out the attack, a specialized radio frequency module HackRF One was used. During the tests involving an attack, the UAV was not attacked for 3–5 min, and then the attack was carried out for 10 min. During the attack, the attacker set a fake UAV location. Consequently, a change in the height of the UAV was observed, as well as a
smooth displacement of the UAV to the point set by the attacker. In several experiments, when the attack was abruptly interrupted, a fall of the UAV was observed.

Figure 1. The architecture of the experimental stand.

The number of false satellites created depends on the capabilities of the intruder. With a powerful transmitting antenna, an attacker can create many satellite signals. At the same time, the number of satellites on which the UAV is fixed can change, especially in the early stages of an attack. Conversely, the attacker cannot know exactly how many satellites the UAV sees and how many satellites it has fixed. The number of satellites fixed by a UAV is influenced by several factors: weather conditions, flight altitude, and the terrain where the UAV is located.

Below, we analyze several experiments that were performed using the UAV described above. Table 1 presents an estimate of the number of satellites for a UAV and for a mobile phone. The UAV and mobile phone were in equal conditions: they were at the same distance from the earth’s surface, in the same environmental conditions and geographic location, and close to each other. However, they had different GPS receivers. On the day of the experiment, the weather was fine but cloudy.

Table 1. Estimation of the number of satellites recorded by the UAV and a mobile phone.

| Number of Experiments | The Number of GPS Satellites Fixed by the Mobile Phone | The Number of GPS Satellites Fixed by the UAV |
|-----------------------|-------------------------------------------------|---------------------------------------------|
| 1                     | 11                                              | 14                                          |
| 2                     | 10                                              | 15–16                                       |
| 3                     | 9                                               | 16–17                                       |
| 4                     | 9                                               | 17                                          |
| 5                     | –                                               | 19–9                                        |

At the time of data collection, the mobile phone fixed 11 GPS satellites. At the same time, the UAV fixed 14 satellites. It can be seen from the table that the UAV usually fixed about 15 satellites, but sometimes this value changed. In the second case, it increased to 16, and then returned to the original value 15. These data were obtained when the UAV
took off slightly, whereas during the first experiment, where the number of satellites was estimated as 14, the UAV was on the ground. That is, when the UAV’s altitude is a little higher, literally only a meter or two, there were already changes. Next, consider the third experiment. The difference between the experiments was only in the weather conditions.

In the second experiment, partly cloudy weather and strong winds were observed. The number of satellites detected by the UAV was 16, which was more than during the first experiment. During the fourth experiment, the number of satellites fixed became 17. Table 1 shows that the number of satellites determined by a mobile phone is significantly fewer than that recorded by the UAV. Thus, it is quite difficult for an attacker relying on another device to determine how many satellites the UAV sees to fake this value. In the case of the attack carried out during the fifth experiment, the attacker did not have sufficient power to complete the attack; thus, the number of satellites fixed kept changing dramatically. The result of fixing the number of satellites during the third experiment for the UAV is shown in Figure 2.

Table 1. Estimation of the number of satellites recorded by the UAV and a mobile phone.

| Experiment | Number of Satellites Fixed by the UAV | Number of Satellites Fixed by the Mobile Phone |
|------------|--------------------------------------|-----------------------------------------------|
| 1          | 11                                   | 14                                            |
| 2          | 15–16                                | 10                                            |
| 3          | 16–17                                | 9                                             |
| 4          | 17                                   | 9                                             |
| 5          | 19–9                                 | –                                             |

Figure 2. A graph of the change in the strength of the satellites, Num Satellites Used, which were recorded and used by the UAV during the fifth experiment.

It can be seen from Figure 2 that when the attack began, the number of satellites fixed began to change dramatically as shown by the gray line. At the point the attack begins, the graph takes on a completely different look than previously recorded.

The Kullback–Leibler divergence (KLD) measure of the difference between two statistical distributions is ideal for solving the problem of comparing two probability distributions at different time intervals. It is a simple and versatile tool that reduces the task of describing the statistical difference between two datasets to a single number. Any discrete process or dataset can be modeled using the Probability Mass Function (PMF) [16]. Given data samples without anomalies, the empirical PMF characterizing “normal” behavior can be estimated using a histogram. Subsequent PMF estimates of the observed data can then be compared to “normal” behavior using the KLD to establish the presence of an anomaly. Real-time implementation and integration into existing devices are possible due to low computational costs [36].

Xiang et al. [37] proposed two approaches based on generalized entropy and an information distance metric for detecting low-speed Distributed Denial-of-Service (DdoS) attacks. However, the implementation of these approaches requires all routers in the networks to work together to detect low-speed DdoS attacks, which complicates their implementation in practice. Bhatia [38] presented an ensemble-based model with an exponentially weighted moving average (EWMA) scheme for detecting DdoS attacks in network traffic and isolating flash events. This approach takes advantage of traffic characteristics (that is, packets and IP address), server load (CPU and memory), and the relationship between them. Bouyeddou et al. [39] proposed an efficient KLD-based approach for detecting DoS/DdoS ICMP flooding attacks. KLD is a well-known metric...
for quantifying the distance between two probability distributions, widely used in several fields, including information theory, statistical inference, and data mining. It is used in fields such as classification, speech and image recognition, telecommunications, industry, and medicine.

Our approach relies on the Kullback–Leibler divergence measure. A disadvantage of most previous studies into detecting anomalies using this measure is the need for a normal-operation reference state to compare to the current state. If it is necessary to evaluate a certain signal or changes in the indicators of sensors for the presence of an anomaly, then the normal state is extracted from the model or the normal operation of the system or device, and then the subsequent states of the system or device is compared with this normal state. For a system with features as complex as those in a UAV, this may not be possible.

First, there is the problem of multiple vendors using non-standardized equipment. There are several global navigation systems, and each has its own number of available satellites. In addition, there is equipment that allows combinations of several navigation systems. Second, the system behavior depends not only on the equipment but also on what goals and objectives the UAV performs, e.g., whether it is in observation or cargo delivery mode, hovering over an object, or on a full-fledged flight over long distances. If a UAV performs a long-term mission it needs to save resources, but if it is conducting video surveillance then it needs to quickly navigate, etc. Third, much also depends on the architecture of the UAV system. It can be an autonomous device, part of a UAV group, or be a UAV group, but the program for each has been defined earlier. The UAV can also be controlled remotely by the operator. All these factors make it difficult to search for anomalies by comparing the current state with an assumed “normal” one.

Further, to determine the presence of an anomaly or a change in state, it is necessary to determine to what extent the distributions differ from each other. It is the comparison of functions of probability distributions, rather than raw data, that gives a more accurate result. The absolute values can be different, but the changes observed in the analysis of such raw data will not necessarily indicate an anomaly or attack [22]. For example, when the UAV resists the wind, the engine speed and flight altitude can also change abruptly, but these changes will not be the same as during an attack. Some approaches, which are mainly applicable to wireless sensor networks, rely on a node evaluating its own behavior based on the behavior of its neighbors. As a rule, in such approaches, the average or median is calculated for a given parameter for all nodes (or neighboring nodes), and the change in the current parameters of the node is compared with the average for the entire group.

These previous approaches [36–39] also have advantages and characteristics that confirm the validity of the approach used in our current study. First, the concept of a sliding window is used throughout, where the divergence is calculated not only for newly received values but also for those values that were previously present in the sample. Second, Xiang et al. consider detection of low-intensity Denial-of-Service attacks [40]. Consequently, they also assume that even insignificant new changes affecting the parameters of the environment of the system can be fixed in an atypical way. Third, in all approaches, discrete events are considered, and analysis is performed for them. Fourth, even though, by definition, the value of entropy should be positive, this is not always observed in practice [4].

2.2. Analysis of Cyber-Physical Parameters and Data Normalization Methods

To detect an attack, we determined to use the following cyber-physical parameters:

- UAV flight altitude ($h_a$);
- The number of satellites that the UAV sees ($N_s$);
- GPS speed ($G_s$);
- Flight angle ($A$);
- Latitude ($Lat$);
- Longitude ($Lon$);
With the help of appropriate statistics, we can estimate these parameters in the sampled data. Depending on whether the random variable is discrete or continuous, the probability distribution can be either discrete or continuous. In this case, the quantities are discrete.

Assume we are interested in the number of occurrences of certain random events per unit of time. In addition, assume this event occurrence in an experiment does not depend on how many times and at what points in time it happened in the past and does not affect the future, and tests are carried out under stationary conditions. Then Poisson’s law can be used to describe such a quantity. Poisson’s law is also called the law of rare events. In our study, we need to detect the rare occurrence of cyber-physical parameter peak values that do not occur during normal operation of a UAV. Therefore, we also used the Poisson distribution [16,41]. The Poisson model usually describes a scheme of rare events [40,41]. Under certain assumptions about the nature of random events, the number of events that occur over a fixed period or in a fixed region of space can obey the following Poisson distributions,

\[ P(h_a) = \frac{\lambda^{h_a}}{h_a!} e^{-\lambda}, \]  
\[ P(G_s) = \frac{\lambda^{G_s}}{G_s!} e^{-\lambda}, \]  
\[ P(A) = \frac{\lambda^A}{A!} e^{-\lambda}, \]  
\[ P(Lat) = \frac{\lambda^{Lat}}{Lat!} e^{-\lambda}, \]  
\[ P(Lon) = \frac{\lambda^{Lon}}{Lon!} e^{-\lambda}, \]  
\[ P(N_s) = \frac{\lambda^{N_s}}{N_s!} e^{-\lambda}, \]

where \( P \) is the probability function of the distribution of a random variable according to the Poisson distribution law, \( e \) is Euler’s number, and \( \lambda \) is the mathematical expectation, the average number of occurrences of the event of interest in a unit of time.

We estimated the graph of the change in the current value of the cyber-physical parameter for each time interval when the Poisson probability function is calculated. The value of the cyber-physical parameter, that is, the quantitative indicator for each parameter (the number that is obtained for each cyber-physical parameter over the past period), is used as the variable \( x \). In the case of Equations (4) and (5), the longitude and latitude are the values of the cyber-physical parameters received from the global navigation system. The average value for the last \( n \) time intervals is taken for the \( \lambda_n \) variable; the value of 10 was used in the study. The higher the probability value, the closer the current value of the cyber-physical parameter to the average value. This estimate allows building a probability distribution for the different time intervals. If the number of deviations from the mean is higher at different time intervals, the entropy between the distributions is higher. Such a situation would mean that the UAV has changed its behavior to a large extent. That is, in essence, we process information about the value. Equations (1)–(6) are needed to normalize the original raw data and represent them in the form of a probability distribution. We analyzed different types of probability distributions for discrete quantities and decided that the Poisson distribution is the most appropriate. Accordingly, Equations (1)–(6) correspond to the Poisson distribution for each parameter.

Here, we consider some of the results of converting raw data using the distribution function of the Poisson random variable. First, assume a situation where the UAV is not attacked, and it functions under normal conditions. Figure 3 shows the result of calculating the Poisson distribution for the number of satellites that the UAV sees and fixes.
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Figure 3. Distribution of a random variable using the Poisson probability distribution function for the parameter number of GPS satellites: (a) without attack; and (b) during an attack.

Figure 3a shows that the obtained data are close to each other in different trials. The color-coded distributions were obtained from four different UAV experiments. The proximity to each other means that the parameter changed in the same way in different cases. It was either uniform or gradually increased, perhaps with gradual decreases and increases in the parameter.

Now consider the graph presented in Figure 3b where an attack takes place. The first line, marked in blue, is the first trial and corresponds to the graph when the attack had not started yet, and the data changed in normal operating mode. The second line, which is marked in orange, corresponds to the beginning of the attack, when the values began to change, which correlates with the graph where the raw data are presented. The third line, which shows even larger changes, corresponds to the middle of the graph, where the raw data are presented. Line four, marked in yellow, moves closer to the first line. Thus, from the figure, which displays the Poisson distribution for normalizing the attack data, the type of distribution changes significantly when the raw data also change. At the same time, it does not matter to us at all which absolute values the raw data take. The key goal is to understand whether the statistics for a series of data have changed, and the type of distribution accordingly.

### 2.3. Intrusion Detection Method for UAVs

Compared to the prior work cited above, the approach we present below has one fundamental difference. To calculate the divergence, we do not look for the average value of the parameter and do not determine the normal value against which we compare the rest.
Thus, for example, the speed of the engines and the flight altitude may not be related to the
parameters, and the effectiveness of the method was evaluated. This is not possible for a UAV, as stated earlier. The main task that needs to be performed is fast, inexpensive detection of anomalies, but without initial conditions or assumptions.

For an unambiguous definition of an attack, it can occur not only due to an attack but also due to environmental influences. For each value obtained for the current time interval, the divergence value is calculated. Then the total divergence value for the time series needs to be calculated. In this case, it is necessary to use not an integral value, but a sum, since we are talking about discrete quantities:

$$D_{KL_{str}}(P(h_{an})_{t_{nk}}) = \sum_{h_{an} \in h_{a}} P(h_{an})_{t_n} \times \ln \frac{P(h_{an})_{t_{nk}}}{P_{n}(h_{an})_{t_{n(k-1)}}},$$  \hspace{1cm} (7)$$

$$D_{KL_{str}}(P(G_{sn})_{t_{nk}}) = \sum_{G_{sn} \in G_{s}} P(G_{sn})_{t_n} \times \ln \frac{P(G_{sn})_{t_{nk}}}{P_{n}(G_{sn})_{t_{n(k-1)}}},$$  \hspace{1cm} (8)$$

$$D_{KL_{str}}(P(Lon_n)_{t_{nk}}) = \sum_{Lon \in Lon_{n}} P(Lon_n)_{t_n} \times \ln \frac{P(Lon_n)_{t_{nk}}}{P_{n}(Lon_n)_{t_{n(k-1)}}},$$  \hspace{1cm} (9)$$

$$D_{KL_{str}}(P(A_{n})_{t_{nk}}) = \sum_{A_{n} \in A} P(A_{n})_{t_n} \times \ln \frac{P(A_{n})_{t_{nk}}}{P_{n}(A_{n})_{t_{n(k-1)}}},$$  \hspace{1cm} (10)$$

$$D_{KL_{str}}(P(Lat_n)_{t_{nk}}) = \sum_{Lat \in Lat_{n}} P(Lat_n)_{t_n} \times \ln \frac{P(Lat_n)_{t_{nk}}}{P_{n}(Lat_n)_{t_{n(k-1)}}},$$  \hspace{1cm} (11)$$

$$D_{KL_{str}}(P(N_{sn})_{t_{nk}}) = \sum_{N_{sn} \in N_{s}} P(N_{sn})_{t_n} \times \ln \frac{P(N_{sn})_{t_{nk}}}{P_{n}(N_{sn})_{t_{n(k-1)}}},$$  \hspace{1cm} (12)$$

where $P_{n}(h_{an})_{t_{nk}}$ is the Poisson distribution for a given exponent $n$ for the current time period $t$, $k$ is the row of new values, $P_{n}(h_{an})_{t_{n(k-1)}}$ is the Poisson distribution for a given exponent $n$ for the previous time series, and $\ln$ is the natural logarithm. The formulas given above characterize the direct value of the Kullback–Leibler divergence. This value will effectively assess the situation when there is a sharp decrease in indicators. The most effective is just the opposite value of the divergence, when we take fresh values and compare them with the previous ones, and not vice versa. Such a calculation will be especially effective with a sharp increase in values.

$$D_{KL_{back}}(P(h_{an})_{t_{n(k-1)}}) = \sum_{h_{an} \in h_{a}} P(h_{an})_{t_{n(k-1)}} \times \ln \frac{P(h_{an})_{t_{n(k-1)}}}{P_{n}(h_{an})_{t_{n(k-1)}}}.$$  \hspace{1cm} (13)$$

Next, entropy calculations were carried out for the collected values of cyber-physical parameters, and the effectiveness of the method was evaluated.

Thus, it was found that the higher the entropy value, the more likely it is that a change in the cyber-physical parameter indicates the presence of anomalous behavior. Abnormal behavior can occur not only due to an attack but also due to environmental influences. Thus, for example, the speed of the engines and the flight altitude may not be related to the attack but may change due to gusts of wind. For an unambiguous definition of an attack, it is necessary to analyze several cyber-physical parameters at once and determine the degree of their deviation [42].
3. Results and Discussion

3.1. Development of GPS Anti-Spoofing Technology Components for UAVs

In this section, we consider the internal architecture of a software package that implements our GPS anti-spoofing technology. The internal architecture includes two main modules that were mentioned earlier. They are a software module for simulating attacks, and an attack detection module (analyzer).

To begin with, consider the general architecture of the software package, which is shown in Figure 4.

![Architecture of the software package that implements the anti-spoofing GPS technology.](image)

As can be seen from the figure, the full functionality that allows an exchange of data with external modules is provided by the attack simulation software module on the left. It also stores the data received from the navigation system in a database. This is necessary to provide additional redundancy. In the case of problems with communication between the attack simulation software module and the attack detection module (analyzer), the data are not lost. The green square means the interface through which data are transferred between the attack analysis module and the simulation module. The module for updating publications, marked with a gray rectangle, is intended to send information about the attack to the control system. The updated subscriber (marked with an orange rectangle) receives data from the field controller and transmits it to the raw data processing module (yellow rectangle) for normalization. When the raw data are converted, it is sent via the interface (indicated by a green square) to the analyzer module. Here, the data are normalized (the module is marked with a yellow rectangle) and transmitted to the attack detection module (pink rectangle). The attack detection module keeps a logging log, which is needed for debugging. When an attack is detected or if the behavior is normal, the data are transmitted via the interface to the publication module to notify the control system about the current state of the UAV.

Since the attack detection module is external to the attack simulation software module and there is a client/server connection between them, it is necessary to foresee possible risks associated with this connection. Any external interaction between modules, as a rule, is associated with the possibility of a connection breakdown, delays, data loss, blocking of communication, or a break in the channel, even if such interaction is implemented at the software level. ROS2 was chosen as an interlayer between the flight controller and the control board for collecting data and sending control commands. The GPS spoofing attack simulation software module receives updates from the flight controller. The attack simulation module is a subscriber to the control module and receives commands from it for setting or adjusting parameters. The set of parameters obtained from external systems for analysis is presented in Table 2. The attack simulation module sends data to the
analyze sequentially as soon as it receives an update. In this case, the attack simulation module waits for the analyzer to respond to the received data every time. Thus, the attack simulation module not only falsifies data, but also acts as a layer between ROS2, external UAV modules, and the attack analyzer. This solution reduces the load on the attack analyzer and increases the computational speed for detecting an attack.

Table 2. The set of parameters for analysis.

| Number | Description                                      | Range of Values         |
|--------|--------------------------------------------------|-------------------------|
| 1      | The speed after GPS satellite positioning         | 0;40, 0.1 m/s           |
| 2      | GPS track angle                                  | −180,180, degrees       |
| 3      | GPS satellite number                             | 0;34                    |
| 4      | GPS altitude                                     | 0;1000, unit 0.1 meters |
| 5      | Integrated navigation latitude                   | −90;90, 0.0000001 degree|
| 6      | Integrated navigation longitude                  | −180;180, 0.0000001 degree|

Thus, the main information coming from the flight controller will be transferred to a separate topic for subscribers, and information about the flight speed will also form a separate topic. The software module for simulating a GPS spoofing attack subscribes to both topics.

The attack simulation software module allows generating datasets by parameters. At the same time, depending on the degree of attack intensity, there are three modes of operation of the module. The first mode describes a situation when there is no attack. No data are generated in this mode. This mode can be turned on to stop the attack simulation. The second mode is intense attack. This mode describes a situation when the data of all parameters, without exception, are subject to change. The third mode is a light attack. This mode corresponds to a situation when data of only basic parameters are forged: GPS noise level, number of GPS satellites, GPS flight altitude.

3.2. Experimental Research Methodology

The key desirable characteristics of a system for counteracting GPS spoofing attacks by simulating their impact on the UAV are:

- Timely notification of the start of an attack;
- Accuracy of attack detection;
- The plausibility of the forged attack data;
- The time spent on simulating the data.

Timely notification of the start of an attack is determined by the time relative to the start of the attack and the time when the notification was sent to the operator. Moreover, for a given period, there should be no critical consequences for the UAV itself.

The accuracy of attack detection is assessed using errors of the first and second kind, estimates of the confidence interval, and testing hypotheses against confidence intervals.

Type I error is the probability of incorrect rejection of the null hypothesis, that is, rejection of the null hypothesis when it is correct (“false alarm”). In this case, we are talking about signaling an attack, while no changes associated with the attack are observed.

Type II error is the likelihood of remaining within the null hypothesis, when it is not true (“missing a target”). In this case, we are talking about a situation when, an attack is carried out, but the system perceives the state as normal.
To test the null hypothesis, a statistical test is used, which is indicated by the value $K$. The set of $K$ values at which the null hypothesis is rejected is denoted by the critical area $D$. The probability of Type I error is

$$P(K \in D / H_0) = \alpha,$$  \hspace{1cm} (14)

where $H_0$ is the null hypothesis, and $\alpha$ is the significance level. The probability of Type II error is

$$P(K \notin D / H_1) = \beta,$$  \hspace{1cm} (15)

where $\beta$ is the error rate. The conditions for the occurrence of errors of Type I and Type II are presented in Table 3.

### Table 3. The conditions for the occurrence of errors of Type I and Type II.

| Hypothesis $H_0$ | Accepted | Rejected |
|------------------|----------|----------|
| True             | $K \notin D / H_0$, Type I error, $K \in D / H_0$, | |
| False            | $K \notin D / H_1$, Type II error, $K \in D / H_1$, | |

The likelihood of the forged attack data are estimated using the method of maximum likelihood for a discrete random variable.

Since the Poisson distribution is used to normalize the data, the likelihood method is applicable for it. To estimate the parameter $\lambda$, the mathematical expectation of a random variable (the average number of events over a fixed period) is

$$P_m = (X = x_1) = \frac{\lambda^{x_1}e^{-\lambda}}{x_1!},$$  \hspace{1cm} (16)

where $m$ is the number of tests performed, and $x_i$ is the number of occurrences of the event in the $i$th experiment (the experiment consists of $m$ tests).

The likelihood function is:

$$L = p(x_1; \lambda) \cdot p(x_2; \lambda) \cdots p(x_n; \lambda) = \frac{\lambda^{x_1}e^{-\lambda}}{x_1!} \cdot \frac{\lambda^{x_2}e^{-\lambda}}{x_2!} \cdots \frac{\lambda^{x_n}e^{-\lambda}}{x_n!} = \frac{\lambda^{\sum x_i}e^{-\lambda}}{x_1!x_2! \cdots x_n!}.$$  \hspace{1cm} (17)

To assess the likelihood, the standard deviation parameter was also used to estimate the degree of variation in the parameter values.

The time it takes to simulate data are measured both for one data unit and one parameter, and for incrementing parameters one at a time, and ultimately for all parameters.

### 3.3. Experimental Results

In our experiments there were two scenarios for an attack on a UAV. In the first, the attack on a real UAV was carried out in a soft mode and the UAV smoothly shifted towards the attacker’s set point. The UAV, having determined its current position, receives the static coordinates of the target. The UAV moves to a given location and fixes its position in space while maintaining its height.

In the case of external physical impact, e.g., the impact of natural factors, as well as what can be performed by physical or informational impact from another object, the UAV autopilot system increases the engine speed and sets the direction opposite to the direction of impact to maintain a given position.

During the attack, a displacement of the UAV from a given position was observed, while the position preservation system increased the engine speed depending on the distance between the given and the actual location of the UAV. When returning to the
In the second scenario, the attack was in hard mode and the UAV crashed. The UAV receives a completely built route in advance, and when performing a mission, it moves according to this trajectory. In the case of deviation from the specified trajectory, the UAV automatically takes action to return to the route. In addition to using this scenario to perform a given mission or solve problems while moving along a route, this scenario is also typical in the case of detecting attacks on the control channel or loss of the control signal.

By broadcasting a fake geolocation, we can set the direction vector and speed of the attacked device. Using the fact that the UAV is trying to counteract the displacement, and is starting to move towards the initial position, it is possible to set the direction of movement for the UAV necessary for the attacker. By changing the distance from the fake geolocation to the specified one, we can increase or decrease the speed of movement, for a more accurate direction and control of the attacked UAV.

During the experiment, the UAV must change its trajectory and deviate from the one that was assigned to its autopilot. During tests under normal flight conditions, the operator sets a flight task for the UAV, and the UAV performs it for a certain number of minutes. While testing during an attack on a UAV, an attacker sets a fake UAV location.

During the experiments, a change in the height of the UAV should be observed, as well as a smooth displacement of the UAV to the point specified by the attacker. If, during the tests, the location of the UAV is changed, unexpected behavior not established by the planner is observed, there are sharp displacements along the trajectory, or an emergency fall/landing, then the attack can be considered successful.

The attack was also emulated in the software module, also in two modes.

Here, we analyze the indices of the standard deviation and the likelihood function for the flight altitude parameter. The lower the value of the likelihood function, the weaker the change in the value. This function also depends on the number of values that are analyzed.

No Type I errors were found when conducting an experimental study to work with parameters flight altitude, longitude, latitude, flight speed, and device temperature. For the analysis of other parameters, the method must be modified since the changes in the parameters obey a different distribution law, and it is necessary to conduct additional research in relation to them.

To determine when the attack was detected, an analysis of the logs was carried out. The first event was marked as SIMULATE DATA. The simulated data occurred at time 19:01:27, and the timestamp was as follows: 1634024665.093750. The analyzer received an event with such a timestamp at 19:01:48, as can been seen in Figure 5. That is, the delay in the notification was 21 s. Although long, this response time to an attack is considered acceptable in the simulation environment. The delay occurs due to the simulator because the event must first be sent to the database, and then it takes time to read from it.
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No Type I errors were found when conducting an experimental study to work with parameters flight altitude, longitude, latitude, flight speed, and device temperature. For the analysis of other parameters, the method must be modified since the changes in the parameters obey a different distribution law, and it is necessary to conduct additional research in relation to them.

To determine when the attack was detected, an analysis of the logs was carried out. The first event was marked as SIMULATE DATA. The simulated data occurred at time 19:01:27, and the timestamp was as follows: 1634024665.093750. The analyzer received an event with such a timestamp at 19:01:48, as can be seen in Figure 5. That is, the delay in the notification was 21 seconds. Although long, this response time to an attack is considered acceptable in the simulation environment. The delay occurs due to the simulator because the event must first be sent to the database, and then it takes time to read from it.

Figure 5 shows that as soon as an event with a corresponding timestamp arrived at the analyzer, the attack was detected instantly. Before this, the analyzer received events that reflected a real flight, and not fake data. That is, the main time spent was not spent on detection, but on data falsification. Error code 111 indicates an attack was detected. Error code 110 means there was no attack.

The evaluation of the quality of forged data are presented in Table 4.

| Experiment | Likelihood Function | Standard Deviation |
|------------|---------------------|--------------------|
| No attack real UAV | 0 | 0.360014 |
| Soft mode real UAV | 7.567656 | 2.091605 |
| Hard mode real UAV | 0.166778 | 6.596098 |
| Hard mode real UAV crashed | –9.35366 | 11.4978 |
| No attack simulation | 0 | 0.559889 |
| Soft mode simulation | 0.060293 | 4.214443 |
| Hard mode simulation 1 | 0.640072 | 5.51863 |
| Hard mode simulation 2 | –0.06096 | 8.342719 |

It can be seen from the table that the value of the likelihood function for a scenario of a hard attack mode for a real UAV and for a simulation is close. The indicator for the simulation is even lower, that is, the flight altitude parameter changed less with respect to normal data. The likelihood function for a situation where there is no attack is zero, because the normal data served to estimate the degree of change in the parameter value during the attack (that is \( \lambda \)). The standard deviation determines how strong the variation in parameter values was observed. The more effective the attack is, the more it affects the UAV. If the UAV crashed, then the range of the flight altitude parameter was the strongest. This is due to the fact that the flight altitude from the given one has changed to zero. In a real attack, this value reached 11, we managed to achieve a value of 8 when simulating the attack. The likelihood function value also grows with the increasing influence of the attack on the UAV. In this assessment, the main thing is how the attack affects the bier-physical parameter. We should not simulate the attack itself, that is, not the data that the attacker
falsifies, but the effect of the attack on the UAV. Therefore, the implementation of this task is a rather complex problem that requires detailed study.

The result of calculating errors of Type II and the probability of detecting an attack during an attack are shown in Table 5.

| Experiment          | Type II Error | Attack Detection Probability |
|---------------------|---------------|-------------------------------|
| Soft mode simulation| 0.01          | 0.99                          |
| Hard mode simulation 1 | 0.05      | 0.94                          |
| Hard mode simulation 2 | 0.09      | 0.9                           |

Thus, the probability of detecting an attack is 0.9 (or 90%). The probability of a Type II error is 0.09 (or 9%). The detection targets have been met. Errors of Type I were not observed during the experimental study. The average speed of notification is from 5 to 30 s, depending on the type of attack. As a rule, the occurrence of errors of Type II was observed after some time, while the attack was still going on. However, if the response system reacts to an attack in the first seconds of its detection, then the quality of the ability to detect, identify and eliminate the attack will increase.

4. Conclusions

We have presented the basis of a new approach for detecting potential cyber security attacks on UAVs that does not require large amounts of training data. To do so, contributions were made in understanding the problem, defining a mathematical solution, and designing an implementation architecture.

As part of solving the problem of selecting and analyzing analogs of the new GPS anti-spoofing technology, an analytical review was carried out, in which:

- The features of spoofing attacks that facilitate their detection and blocking were described, and the following set of features was highlighted: the relative position of the spoofer, variations in the spoofer distance, hardware features of navigation receivers, and the angle of arrival of the signal.
- The main directions of research in the field of anti-spoofing for satellite navigation systems were analyzed, which allowed classifying approaches to detecting and preventing spoofing attacks and highlighting their common features and differences.
- The existing methods of detecting and preventing spoofing attacks on navigation systems for software and hardware solutions were considered, and their advantages and disadvantages were highlighted [4,5,43,44].
- The existing software and hardware solutions for the GPS anti-spoofing problem were described.

As part of solving the problem of developing a GPS spoofing detection method for UAVs, the following was achieved:

- A preliminary study was carried out, which made it possible to form a mathematical apparatus for solving the problem.
- The analysis of parameters and methods of data normalization was carried out, as a result of which a set of cyber-physical parameters was formed that can be used to detect an attack.
- The analysis of the Kullback–Leibler divergence measure for the search for anomalies was carried out, which makes it possible to improve the quality of anomaly detection.
- A new method for detecting attacks based on the parameters of the sensor system of an unmanned vehicle was described, which allows the UAV to detect an attack without the need for prior knowledge about the reference change of sensor values, in real time, autonomously. This method is based on calculating the value of entropy, that is, the difference between the probability distributions of cyber-physical parameters.
As part of solving the problem of developing the architecture of anti-spoofing technology, the architecture of anti-spoofing technology for OS ROS2 was developed and described, built because of the publisher-subscriber concept, which can be characterized by the following features:

- This technology should provide detection of an attack, notifying the operator and the necessary subsystems of the UAV about the fact of an attack. After notification of an attack, UAV control mechanisms must ensure that measures are taken to counter the attack.

- A feature of this technology is that, to detect an attack, there is no need to establish and record changes in indicators during normal operation, the system must ensure recording of anomalies in real time by analyzing the degree of change in indicators obtained over the past period of time and for the current period of time.

- To implement the technology, the following tasks must be completed: an interface has been developed for collecting data on the state of the navigation system, which is necessary to detect a change in its state, from the flight controller or any other subsystem that can provide the required data set, the format and types of values transmitted parameters, the possibility of implementing a GPS spoofing attack on the simulation model is provided, its effective parameters are determined; the possibility of transmitting a signal about the fact of an attack on the ground control point and on-board computer of the UAV in the established format was provided.

- Our method, in comparison with analogs, gives a higher accuracy of attack detection. In addition, it is easier to implement and does not require a large amount of data to train a neural network or create a decision-making system. For example, Support Vector Machines provide detection accuracy of up to 80%. The deep learning method together with the support vector machine has a detection accuracy of up to 90% [41]. Our attack detection method for a group of UAVs provides up to 96% accuracy of attack detection, but at the same time produces 3.5% false positives. In addition, in our scheme, UAVs do not operate autonomously, and the method works at the level of UAVs and ground stations to detect harmful anomalies.
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