Online accelerator optimization with a machine learning-based stochastic algorithm
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Abstract
Online optimization is critical for realizing the design performance of accelerators. Highly efficient stochastic optimization algorithms are needed for many online accelerator optimization problems in order to find the global optimum in the non-linear, coupled parameter space. In this study, we propose to use the multi-generation Gaussian process optimizer for online accelerator optimization and demonstrate that the algorithm is significantly more efficient than other stochastic algorithms that are commonly used in the accelerator community.

1. Introduction

Automated online optimization of accelerators has become increasingly more important in recent years as new machines continue to push the limit in performance and in turn, the operation challenges. For example, the diffraction limited storage rings built on multi-bend achromat lattices reduce the emittance by a factor of 10–100 from the level of third generation storage rings of the same size. In the mean time, the new rings become very challenging in non-linear beam dynamics as more and stronger sextupole magnets are employed in the lattices to correct the chromatic aberrations. Because of the many error sources in the lattice, the non-linear beam dynamics performance of a storage ring, namely, the dynamic aperture and the local momentum aperture, can be significantly different from that of the design. Online optimization is an effective method to restore the performance of the machine [1–4].

In another example, the photon power of a free electron laser depends strongly on the transverse profile of the electron beam in the undulators. Quadrupole magnets are used to adjust the transverse optics in the transport line before the undulator section to match the beam profile to the ideal setting that maximizes the photon beam power. However, since both the initial distribution of the electron beam and the ideal setting are not precisely known, in practice, the quadrupole set points are found by online optimization [5].

In online optimization, control knobs, such as the set points of magnet power supplies, are varied to optimize an objective function, which is a measure of the machine performance. Online optimization for complex problems with multiple variables requires advanced algorithms that are suitable for online applications. Traditional optimization algorithms, could be sensitive to the inevitable measurement noise in the objective function. The robust conjugate direction search (RCDS) method was developed for online optimization of noisy functions and has been successfully applied to many accelerators [1–4, 6–11]. More recently, a robust simplex (RSimplex) algorithm was also proposed for online optimization [12]. However, the RCDS and RSimplex algorithms are local optimizers, which seek local optimum in the vicinity of the starting point and can be attracted to and trapped by one on its convergence path.

In many applications, there can be potentially multiple local minima in the complex parameter space, while it is critical to find the global optimum. Stochastic optimization algorithms are often used to locate the global optimum in such cases as they employ stochastic operations that search the parameter space more completely and enable them to break out from local minima. There are also many cases where it is desirable to optimize multiple objective functions simultaneously. Two multi-objective stochastic optimization algorithms, non-dominated sorting genetic algorithm II (NSGA-II) [13] and multi-objective particle swarm
optimization [14], are commonly used in the accelerator community for design optimizations [15–17], including optimization of dynamic aperture and local momentum aperture in simulations. They have also found use in online optimization of single objective problems, for example, in reference [16, 18] for NSGA-II and in reference [1, 19] for particle swarm optimization (PSO), respectively.

However, stochastic optimization algorithms are usually inefficient. It takes many evaluations of the objective functions to converge to the global optimum. This is because the trial solutions proposed by the stochastic operations are not making full use of the information in the data sampled from the parameter space. And, in the case of NSGA-II, often many redundant solutions are tried in the vicinity of existing good solutions, leading to a decreased efficiency and potentially causing premature convergence. Measurement noise for the objective function further reduces the efficiency of NSGA-II as solutions biased by noise tend to be selected to spawn new trial solutions, which defeat the working mechanism of the algorithm [20]. In the application of minimization of the vertical emittance of a storage ring, the NSGA-II algorithm took about 20 000 evaluations to reach the optimum [18], while PSO took about 3000 evaluations [19] and RCDS took only about 300 evaluations [20]. Therefore, efficient stochastic optimization algorithm suitable for online applications are needed for the accelerator community.

In this study, we propose to use the multi-generation Gaussian process optimizer (MG-GPO) for online optimization of problems with complex parameter spaces and demonstrate its application in both simulated and real-life experiments. The method is also naturally applicable to multi-objective problems. MG-GPO was originally proposed for design optimization [21]. It uses posterior Gaussian process (GP) regression models to filter for good trial solutions in an iterative process similar to NSGA-II or PSO. It has been demonstrated in storage ring non-linear lattice design optimization [22].

This paper is organized as follows. Section 2 briefly describes the MG-GPO algorithm. Section 3 shows the applications of MG-GPO to analytic and simulated problems. Section 4 presents experimental results when the method is applied to a real accelerator. Section 5 gives the conclusion.

2. The MG-GPO algorithm

The MG-GPO algorithm leverages the observed data points (from the evaluations of the objective function) to guide the evolution direction of the stochastic operations [21]. It utilizes the observed data to build a GP model that approximate the objective function. In each generation, MG-GPO makes use of the stochastic operations such as flocking [14], crossover, and mutation [13] to generate a large number of trial solutions, usually tens of times larger than the original population size. It then uses the GP model to filter out a fixed number of trial solutions with the highest potential, which are to be evaluated on the actual system. MG-GPO is capable of seeking the global optima due to its stochastic nature while achieving a high efficiency as it makes full use of the information contained in the measured data.

The MG-GPO was originally designed for design optimization. Small modifications are made to its implementation in the present study for online applications.

2.1. Algorithm architecture

A schematic of the MG-GPO algorithm is shown in figure 1. The algorithm includes two parts: the initializer and the evolution loop. The initializer generates the initial population by the latin hypercube sampling [23] method or by the simple random sampling. The generated population enter the evolution loop to spawn the trial solutions by performing flocking [14], simulated binary crossover (SBX) [24] and polynomial mutation (PLM) [25] operations. During this process, the population size could be multiplied by 10–40 times.

At the same time, the population of the previous generation are used to build a GP model, which is optimized to give the prediction values and uncertainties of the trial solutions. An acquisition function called lower confidence bound (LCB) is then applied to the trial solutions to assign each one a score per objective. The non-dominated sorting is employed to select the best scored trial solutions. After the selection, the population size is reduced back to the original, and the selected ones will be evaluated by the online system to form the next generation. The loop repeats until meeting the termination condition.

2.2. Evolutionary operations

Several stochastic evolutionary operations are built into the MG-GPO algorithm, which introduce randomness to the behavior of the algorithm and make the algorithm more robust to the noisy and potentially non-convex online optimization problems. The flocking operation is borrowed from the PSO
algorithm. Flocking in PSO has five hyperparameters in total: the three coefficients $\omega, c_1, c_2$ are set to 0.4, 1 and 1 accordingly [17], and the amplitudes $r_1, r_2$ are random values between 0 and 3 in MG-GPO. The SBX and PLM operations that applied in NSGA-II are also imported in MG-GPO. The control parameter $\eta$ in SBX and PLM is set to 20.

The stochastic operations are used to amplify the population as visualized in figure 1. A possible amplifying strategy is as follows: for an original population size of $N_0$ and the amplification factors for flocking, crossover, and mutation set to $\eta_f, \eta_c, \eta_m$, respectively, the new solutions generated with the three types of operations will be $\eta_f N_0, \eta_c N_0, \eta_m N_0$, respectively, which makes the total amplification factor $\eta_f + \eta_c + \eta_m$. The purpose of the amplifying process is to explore the search space more thoroughly. Comparing to the original population, the amplified population is far more diverse, while still inheriting the genes in the parent generation.

2.3. GP regression

GP regression is a probabilistic method that gives a prediction of function values with a confidence level from data samples. We construct the GP regression model with the history data that are collected during the optimization. In MG-GPO, the history data is composed of the evaluated solutions from the last few generations and the collection of the best solutions. For example, for a case with the population size $N_0 = 30$, data from the last five generations can be used. The number of data points used to build the GP model is limited by the GP computation complexity.

The key component of a GP is its kernel, which describes how closely two points in the input space are related. In this study, we choose the most widely used radial basis function (RBF) kernel:

$$k_{\text{RBF}}(\mathbf{x}, \mathbf{x'}) = \sigma_f^2 \exp \left( -\frac{1}{2}(\mathbf{x} - \mathbf{x'})^T \Theta^{-2}(\mathbf{x} - \mathbf{x'}) \right).$$ (1)

The RBF kernel has two sets of hyperparameters: the variance $\sigma_f^2$ and the length scales $\Theta = \text{diag}(\theta_1, \theta_2, \ldots, \theta_D)$, where $D$ is the dimension of the input space. To simplify the hyperparameter tuning, we assume the same length scale for all the input variables per objective, so that the total tunable hyperparameters of the GP model have been reduced to 3 for a single objective problem: the length scale $\theta$, the variance $\sigma_f^2$, and the Gaussian noise variance $\sigma_n^2$ which is included by default for a GP model. We employed the log marginal likelihood metric as the criteria to tune the hyperparameters. A python package called GPy [26] is used to auto-tune the hyperparameters, it applies special treatments for highly singular kernel matrices to make the GP modeling process more stable.
After a thorough hyperparameter optimization, the GP model could produce the prediction and the confidence of the given trial solution as shown below [27]:

\[
\mu = k^T_\ast (K + \sigma_n^2 I)^{-1} y,
\]

\[
\sigma^2 = k(x_\ast, x_\ast) - k^T_\ast (K + \sigma_n^2 I)^{-1} k_\ast,
\]

where \(k_\ast\) is the kernel vector for the trial solution, \(K\) the kernel matrix, \(y\) the objective values for the observed solutions, \(k(x_\ast, x_\ast)\) the kernel value for the trial solution, \(I\) the identity matrix. The \(\mu\) and \(\sigma^2\) in the equations above are the predicted objective value and the corresponding variance, respectively, which are then transformed to a score per objective by the adaptive acquisition strategy.

### 2.4. Adaptive acquisition strategy

The acquisition function we choose is the LCB function [28] given by

\[
\text{LCB}(x) = \mu(x) - \kappa \sigma(x), \tag{4}
\]

where \(\mu\) and \(\sigma\) are as in equations (2) and (3). The \(\kappa\) parameter in LCB is a balance factor, which determines the degree of the search space exploration and exploitation. A larger \(\kappa\) encourages the GP to explore further (try out the points that have larger uncertainty), and a smaller \(\kappa\) leads to a more conservative strategy.

Instead of using a constant \(\kappa\) strategy, in MG-GPO, \(\kappa\) is allowed to decay from generation to generation as shown in equation (5) (with \(\rho < 1\) [21]. With this strategy, it emphasizes exploration at the beginning to avoid being trapped by local optima, and then gradually shifts toward exploitation in order to look for the best solutions in a relatively small area:

\[
\kappa_n = \rho \cdot \kappa_{n-1}. \tag{5}
\]

In this study, the initial balance factor is set to \(\kappa_0 = 2\) and the decay rate \(\rho = 0.9\) for the adaptive acquisition strategy to achieve the averagely best performance. This setup encourages strong exploration at the beginning, and, by attenuating kappa with generation, emphasizes exploitation in the late stage of the optimization.

### 3. Simulation

Simulation studies were conducted to test the performance of the MG-GPO algorithm in online optimizations. An analytic function, the Rosenbrock function with a dimension of 4, and two real-life accelerator problems were used in the tests. The first accelerator problem is to use skew quadrupoles to minimize the vertical emittance of a storage ring by compensating the linear coupling and vertical dispersion errors [20]. The second one is to use sextupole magnets to maximize the dynamic aperture of a storage ring [1]. In both cases, application on the SPEAR3 storage ring is assumed.

Most hyperparameters of MG-GPO are set to the default values as mentioned in section 2.2. There are a few tweaks to better adapt the algorithm to the test problems: we adjust the amplification factors \(\eta_f, \eta_k\) and \(\eta_m\) for each test problem. For the Rosenbrock problem and the vertical emittance problem, \((\eta_f, \eta_k, \eta_m) = (20, 10, 10)\), while for the dynamic aperture problem, \((\eta_f, \eta_k, \eta_m) = (2, 4, 4)\).

#### 3.1. Minimization of Rosenbrock function

The Rosenbrock function with dimension \(N\) is defined as

\[
f(x) = \sum_{i=1}^{N-1} [100(x_{i+1} - x_i^2)^2 + (1 - x_i)^2].
\]

It is a non-convex function frequently used in testing optimization algorithms. We choose the case with \(N = 4\) in this test, with the parameter range of \(x_i\) set to \([-2, 2]\) for \(i = 1–4\). The global minimum is located at \(x_0 = (1, 1, 1, 1)\), with \(f(x_0) = 0\), while a local minimum is at \(x_1 = (-1, 1, 1, 1)\).

In the test, Gaussian noise with \(\sigma = 0.01\) is added to the objective function. The PSO and MG-GPO algorithms were both run for ten times, with 1020 evaluations in each run. The comparison of the median, mean and standard deviation of the best solutions among 10 runs is shown in the left subplot of figure 2.

Clearly, MG-GPO performs better than PSO in terms of the convergence speed and the final objective values. The MG-GPO converges to approximately zero with 600 evaluations, while PSO has not converged within 1020 evaluations.
Tests with a larger Gaussian noise, $\sigma = 0.1$, have also been conducted. The comparison results for two different noise levels on the Rosenbrock test function are shown in figure 2 (right plot). The results indicate that MG-GPO is more noise-resilient than PSO for this test case. There is no clear performance decrease for either algorithms when the noise level is increased from 0.01 to 0.1.

### 3.2. Minimization of vertical emittance

In a storage ring, the vertical emittance is usually dominated by the residual vertical dispersion and linear coupling between the horizontal and vertical planes. Both of those can be compensated by skew quadrupoles magnets, which can be used as tuning knobs. Since the vertical projected emittance varies with location in the ring and the SPEAR3 storage ring has diagnostics to measure the beam size at only one location, in experiments Touschek beam lifetime is used as an indirect, global measure of the vertical emittance. The Touschek lifetime is proportional to the vertical beam size. For a high current beam in a third generation storage ring such as SPEAR3, Touschek scattering is the dominant beam loss mechanism. Therefore, minimizing the vertical emittance can be achieved by maximizing the beam loss rate for a high current beam [20].

In simulation, the vertical emittance can be calculated with the lattice model for the storage ring. It is then used to calculate the beam loss over a period of 6 s for a beam current of 500 mA in SPEAR3, which is converted to beam loss rate. Gaussian random noise are added to the beam currents at the beginning and the end of the 6 s period to simulate measurement errors. It introduces noise to the beam loss rate, i.e. the objective function. For beam current noise sigma of $\sigma_I = 0.003$ mA, the objective function noise sigma is about 0.04 mA min$^{-1}$.

The SPEAR3 has 13 powered skew quadrupoles that are used to correct linear coupling and vertical dispersion. The strengths of these magnets are the decision variables of the optimization problems. In the simulation, the strengths are specified in the normalized gradients of the magnets, each with a range $[-0.1, 0.1]$ m$^{-2}$. Initial coupling errors are introduced to the lattice model by changing other skew quadrupoles to reproduce the level of coupling in the machine when all 13 skew quadrupoles are turned off. The initial coupling ratio (i.e. the ratio of vertical emittance to horizontal emittance) is 1.08%.

MG-GPO and PSO are both applied for the optimization problem. Due to noise in the objective function and the stochastic nature of the algorithms, the convergence path is different every time. Each algorithm is tested ten times, with 1020 evaluations in each run. Figure 3 shows the comparison of the median, mean and standard deviation among the ten best solutions as they evolve during the 1020 evaluations. MG-GPO clearly outperforms PSO in the convergence speed and the best objective value achieved in 1020 evaluations. The performance variation within the 10 runs for MG-GPO is slightly larger than that of PSO in this test. The coupling ratio of the run for which the performance ranked the fifth among all 10 MG-GPO runs is 0.039%, while the corresponding value for PSO is 0.050%.

### 3.3. Optimization of dynamic aperture

A sufficiently large dynamic aperture is needed for injecting beam into a storage ring. A large dynamic aperture is preferred in order to achieve high injection efficiency. For a low emittance storage ring, strong sextupole magnets are used to correct chromaticities. The non-linear beam motion in the magnetic fields of...
the sextupoles limits the dynamic aperture. Magnetic field errors in the real machine can significantly decrease the dynamic aperture from the design performance. Optimizing dynamic aperture with sextupole magnets has been proven to be an effective remedy [1, 3, 4].

SPEAR3 storage ring has a total number of 72 sextupoles, which are powered in groups (i.e. families) according to the symmetry configuration of the ring sextupoles. There are ten sextupole families in total. Because it is necessary to keep the chromaticities fixed during optimization, we construct eight free knobs using the null space of the 2-by-10 chromaticity response matrix, as was done in reference [1]. The eight knobs are obtained with the singular value decomposition method. Each knob is a combination of the ten sextupole families that corresponds to a pattern with a zero singular values. The knobs do not change chromaticity to the linear order.

In simulation, the injection efficiency is evaluated by placing the injected beam represented by 1000 randomly generated particles according to the actual distribution into the horizontal phase space and counting the particles that fall between the dynamic aperture and the septum wall. Illustrations of injection efficiency calculation in the simulation can be found in figure 5. The dynamic aperture is obtained by particle tracking simulation, with particles launched from 19 rays on the upper $x$–$y$ plane that extend from the origin. The average $x$-value of the last surviving particles on the first three rays on the negative side is used to define the phase space ellipse that represents the acceptance. The SPEAR3 upgrade lattice with an emittance of 6 nm is used. The separation between the stored beam and the injected beam is intentionally increased to make injection more challenging and hence create room for improvement for the dynamic aperture.

Figure 4 shows a comparison of the negated injected efficiency for the mean, median and standard deviation values of 10 runs for the MG-GPO and PSO algorithms. The MG-GPO algorithm clearly has faster convergence. The PSO algorithm eventually catches up as the objective function has an upper limit near
(but below, as some particles are lost to the septum wall) 100% and, as the algorithms approach the limit, the convergence slows down. MG-GPO is also slightly more stable compared to PSO. Figure 5 plots show the injected beam in the horizontal phase space with the initial dynamic aperture or the optimized dynamic aperture, respectively. The initial dynamic aperture is for the sextupole setting with all SF and SD sextupoles in the standard cells set to equal values. The dynamic aperture is improved from 11.8 to 16.5 mm.

4. Experimental application of the MG-GPO algorithm

The MG-GPO method has been applied experimentally to the SPEAR3 storage ring to demonstrate its online optimization capability. In the following we show its application to the vertical emittance minimization problem and the dynamic aperture optimization problem. The problems are the same as was discussed in the previous section in simulation.

4.1. Vertical emittance minimization

In the experimental study of vertical emittance minimization, the strengths of the same 13 skew quadrupoles are used as tuning knobs. In this case, the strengths are changed by modifying the power supply set points of the magnets. During the experiment, the beam current is maintained at nearly 500 mA with frequent re-fills at a 5 min interval. Since the loss rate depends on the total current, the decrease of beam current in the 5 min period has an impact, which needs to be accounted for by normalizing the loss rate with the beam current squared $[29]$. The objective function is the beam loss rate normalized to a 500 mA total beam current.

Figure 6 shows the evolution of the negated loss rate in the optimization runs for MG-GPO and PSO under the same conditions. Within about 480 evaluations, the loss rate reached $-1.66$ mA min$^{-1}$ for MG-GPO, nearly the maximum loss rate achieved in the SPEAR3 ring in recent studies. For PSO, the convergence speed is slower, and it only reached a loss rate of $-1.48$ mA min$^{-1}$.

While MG-GPO requires additional computation time for the algorithm itself, such an overhead is usually negligible in online optimization scenarios. For example, in the injection efficiency optimization
experiment, the time to measure one data point is around 17 s. Since the measurements are sequential, it takes about 8.5 min to evaluate for one generation (30 individuals). The MG-GPO calculation in one generation usually costs less than 8 s (with most of the time spent on GPy hyper-parameter tuning).

4.2. Dynamic aperture optimization

The optimization of dynamic aperture is done by optimizing the injection efficiency with sextupole knobs, in a manner similar to what was done in reference [1]. Injection into the 6 nm upgrade lattice for SPEAR3 was used in the experiments. The injection efficiency is measured by the ratio of beam current change in 10 s and the average beam intensity of the injected beam in the same period. A long duration is needed for the injection efficiency measurement to reduce the noise of the objective function. The power supply set points of the same ten sextupole families are varied through eight combined knobs that do not change the chromaticities as done in the simulated case. The range of the knobs are set such that the maximum variation of the sextupole current is within $\pm 20$ A from the initial setting when all SFs and SDs are equal, respectively (this setting is referred to as the flat sextupole solution).

The optimization run starts with the flat sextupole solution. A matched kicker bump with the standard bump size was used initially because the injection efficiency is poor for this solution. The first run took five generations, at which point a substantially improvement of injection efficiency was made. A second run was launched after the kicker bump size was reduced to 80% of the standard kicker bump and was centered around the best solution of the first run. The PSO algorithm was run starting from the same initial condition as the first MG-GPO run.

Figure 7 shows the history of the objective function values for the evaluated solutions and best-to-date solutions during the first run, in comparison to the PSO run. The injection efficiency as shown can be interpreted as the fill rate (in unit of mA min$^{-1}$) normalized to a certain injector beam intensity when the injector beam is delivered at a 2 Hz repetition rate. In the first run, the injection efficiency reached approximately $-2.9$ mA min$^{-1}$ with 151 evaluation numbers for MG-GPO, while PSO only reached $-2.2$ mA min$^{-1}$. Figure 8 shows the results for the second MG-GPO run. The injection efficiency dropped to
a lower value initially because of the kicker bump decrease. It was then increased by the algorithm from $-0.5 \text{ mA min}^{-1}$ to about $-1.4 \text{ mA min}^{-1}$.

Direct dynamic aperture measurement was done to characterize the performance of the optimized solutions. In the measurement a small stored beam current is kicked out with an increasingly larger kick strength. The beam currents (normalized by the initial value) versus kicker voltage are shown in figure 9 for three cases: the flat sextupole solution and the best solutions from the first run and the second run, respectively. The kick strength when the beam current drops to 50% may be used as a measure of the dynamic aperture. The corresponding kick voltage is increased from 0.76 kV (flat sextupole) to 0.9 kV (best solution).

5. Conclusions

In this study, we proposed to use the MG-GPO for online optimization of complex parameter spaces. The application of the method on accelerator tuning is demonstrated with two important problems, storage ring vertical emittance minimization with skew quadrupoles and dynamic aperture with sextupoles. Simulation and experiments both show that the algorithm can effectively improve the performance of the machine.
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