Fractional Buffer Layers: Absorbing Boundary Conditions for Wave Propagation
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Abstract. We develop fractional buffer layers (FBLs) to absorb propagating waves without reflection in bounded domains. Our formulation is based on variable-order spatial fractional derivatives. We select a proper variable-order function so that dissipation is induced to absorb the coming waves in the buffer layers attached to the domain. In particular, we first design proper FBLs for the one-dimensional one-way and two-way wave propagation. Then, we extend our formulation to two-dimensional problems, where we introduce a consistent variable-order fractional wave equation. In each case, we obtain the fully discretized equations by employing a spectral collocation method in space and Crank-Nicolson or Adams-Bashforth method in time. We compare our results with a finely tuned perfectly matched layer (PML) method and show that the proposed FBL is able to suppress reflected waves including corner reflections in a two-dimensional rectangular domain. We also demonstrate that our formulation is more robust and uses less number of equations.
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1 Introduction

Waves are omnipresent in nature in diverse physical and biological phenomena. They are governed by first-order, second-order or higher-order partial differential equations
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(PDEs) that lead to one-way or two-way waves, giving rise to oscillating solutions that propagate through spatio-temporal domains while conserving energy in lossless media. Examples include the scalar wave equations for pressure waves in gases, Maxwell’s equations in electromagnetism, Schrödinger’s equation in quantum mechanics, and elastic vibrations. In solving numerically the governing equations of these examples on a finite domain, it is necessary to truncate the computational domain in a certain way that does not introduce significant artifacts into the computation. Therefore, an efficient model for propagation of waves from the interior of a finite domain and absorption through its boundaries is desirable in numerous physical problems [3]. Several approaches have been studied in the literature. Some works have focused on finding analytical boundary conditions for the differential equations and then discretizing the analytical conditions [39, and references therein]. Some other works are dedicated to constructing absorbing boundary conditions via directly working with approximations to the wave equation [11, 12, and references therein]. A well-known approach in the literature is the perfectly matched layer (PML) method, which in theory absorbs strongly the outgoing waves from the interior of a computational domain without reflecting them back into the interior. This method was first introduced by J.P. Bérenger [4], and thereafter a number of works based on PML and corresponding numerical schemes were developed; see for example [9, 13, and references therein]. A comprehensive introduction to the PML for wave equations can be found in [15]. Other modifications to the PML method and the numerical methods can be found in [5, 10, 14, 22, 25, 30, 34, 37, 38, 40].

We develop a new absorbing layer, namely a fractional buffer layer (FBL), by exploiting the flexibility and expressivity of variable-order fractional differential operators. It is widely recognized that fractional calculus has important applications in various scientific fields. In particular, the fractional derivatives that extend the notion of their integer-order counterparts have been shown to provide a powerful mathematical tool that can be used to describe many physical problems, especially anomalous transport [2, 23, 29, 36, 42]. In a more general setting, variable-order fractional derivatives further extend the fixed fractional order to a spatio-temporal variable function. They can accurately describe the multi-scale behavior of systems with temporally/spatially varying properties [6, 7, 14, 30–32].

One of the interesting applications of the variable-order fractional differential operators is in modeling wave propagation in finite domains. In [46], a variable-order time fractional differential operator is employed to control wave reflections in truncated computational domains by switching from a wave- to a diffusion-dominated equation at the boundaries. In that approach, a priori knowledge of the time that waves reach the boundary is needed to effectively design the variable-order function. In the current paper, we consider the application of variable-order space fractional differential operators, where the variable-order function is solely a function of space variables. We formulate our method by extending the space domain and attaching a FBL to its boundaries. Then, we define a proper variable-order function such that we recover the original equation inside the interior domain of interest and introduce dissipation in the buffer layer to absorb
the wave. A schematic plot of one-dimensional FBLs is shown in Fig. 1. The top panel shows the one-dimensional one-way wave, where the wave propagates to the right inside the interior domain and then penetrates the buffer but it is fully absorbed in the FBL appended to the right boundary. The middle panel shows a similar approach but for one-dimensional two-way waves that propagate in both directions, and thus we append FBLs to the both boundaries.
The left- and right-sided variable-order fractional derivatives that are used in developing FBLs are given in the Riemann-Liouville sense as

\[
RL_{x_L}^{\alpha(x)} u(x) = \frac{1}{\Gamma(n-\alpha(x))} \left[ \frac{\partial^n}{\partial \xi^n} \int_{x_L}^{x} (\xi-s)^{n-1-\alpha(x)} u(s) \, ds \right]_{\xi=x}, \quad (1.1)
\]

and

\[
RL_{x_R}^{\alpha(x)} u(x) = \frac{(-1)^n}{\Gamma(n-\alpha(x))} \left[ \frac{\partial^n}{\partial \xi^n} \int_{x}^{x_R} (s-\xi)^{n-1-\alpha(x)} u(s) \, ds \right]_{\xi=x}, \quad (1.2)
\]

respectively, where \( n-1 < \alpha(x) \leq n \in \mathbb{Z}^+ \) and \( x \in [x_L, x_R] \). We can show for any integer \( n \in \mathbb{Z}^+ \) that

\[
\lim_{\alpha(x) \to n} \left( RL_{x_L}^{\alpha(x)} \right) (\cdot) = \frac{\partial^n}{\partial x^n} (\cdot), \quad \lim_{\alpha(x) \to n} \left( RL_{x_R}^{\alpha(x)} \right) (\cdot) = \left( -\frac{\partial}{\partial x} \right)^n (\cdot). \quad (1.3)
\]

This consistency property of variable-order fractional derivatives provides the flexibility in our formulation to continuously switch between a first-order derivative as \( \alpha(x) \to 1 \) (an advection operator) and a second-order derivative as \( \alpha(x) \to 2 \) (a diffusion operator) over the buffer layer. We discuss in detail the characteriza tion of FBLs and the choices of variable-order function with long and short penetration regions in Section 2.

Our proposed FBL method performs similarly to the finely tuned PML method in absorbing the coming wave and removing the corner reflection in two-dimensional problems, but it is more robust and involves smaller number of equations. It is flexible to absorb anisotropic wave propagation and allows different buffer layers with various characteristics in each propagation direction.

We obtain the fully discrete numerical schemes for the proposed FBLs by employing a spectral collocation method in space and second-order time integration techniques. The detailed derivation of the numerical methods is given in Appendix A. Several other numerical methods have been also developed in the literature to solve equations with variable-order fractional differential operators. Finite difference methods were developed for variable-order time and space fractional wave equations in [26, 33]. High-order spectral collocation and Petrov-Galerkin spectral methods have been also developed in [41, 44, 45] and successfully used and analysed in several fractional differential equations of distributed-order [21] and random order in the context of uncertainty quantification [1, 19]. A comprehensive review of high-order numerical methods for fractional differential equations is given in [16].

The rest of the paper is organized as follows. In Section 2, we develop the FBL for one-way wave equations. We extend the formulation to the two-way wave equations in one- and two-dimensions in Sections 3 and 4, respectively. We end the paper with some concluding remarks in Section 5. The Appendix contains details of the numerical discretization method and the two-dimensional PML used in the current work.
2 FBL: One-dimensional one-way waves

We first consider the one-dimensional one-way wave equation in the bounded domain $\Omega = (x_L, x_R)$. The governing equation is the advection equation given as

$$\frac{\partial}{\partial t} u(x,t) = V \frac{\partial}{\partial x} u(x,t),$$  \hspace{1cm} (2.1)

subject to a given initial condition $u(x,0) = u_0(x)$ and a suitable boundary condition, where $|V|$ is the magnitude of the propagation velocity. The sign of $V$ identifies the direction of wave propagation in a sense that when $V > 0$ and $V < 0$ the wave propagates to the left ($-x$) and to the right ($+x$), respectively.

2.1 Formulation of FBL

We develop the FBL for the one-dimensional one-way wave equation (2.1) in order to absorb the coming waves at the boundary. Our formulation is based on the variable-order space fractional diffusion equation, in which we replace the first-order spatial derivative in (2.1) with a corresponding left- or right-sided variable-order fractional derivative of Riemann-Liouville sense and let the variable-order be $\alpha(x) \in (1,2]$. We see from the consistency relations (1.3) that the variable-order fractional derivative converges to the first-order derivative when $\alpha(x) \rightarrow 1$, and therefore we recover (2.1) in the limiting case. Moreover, when $\alpha(x) \rightarrow 2$ we obtain a diffusion equation. Therefore, the variable-order fractional derivative can be thought of as a transition from an advection to a diffusion process. This provides us the means to adjust the variable-order $\alpha(x)$ in order to design a compliant process that behaves as advection inside the interior domain of interest and then switches to diffusion to damp out the erroneous motion in the buffer layer.

• Characterization of the buffer layer: To construct the FBL, we first define a buffer layer of size $\delta$ next to the boundaries and extend the computational domain to $(x_L-\delta, x_R)$ and $(x_L, x_R+\delta)$ for $V > 0$ and $V < 0$, respectively. We select the variable-order derivative such that we have the advection dominant in $(x_L, x_R)$ and then transition to diffusion dominant in the buffer layers. We divide the buffer layer into two regions, namely penetration (transition) region, and fully diffusion region. In the penetration region, we let the wave go through the buffer layer and start to transition (smoothly or abruptly) into the next fully diffusion region. Thus, we define the variable-order function such that

$$\begin{cases}
  \alpha(x) \rightarrow 1^+, & x \in [x_L, x_R], \quad \text{(advection)} \\
  \alpha(x) \in (1,2], & x \in [x_L-\delta, x_L] \cup (x_R, x_R+\delta], \quad \text{(penetration)} \\
  \alpha(x) = 2, & x \in [x_L-\delta, x_L-\delta) \cup (x_R+\delta, x_R+\delta), \quad \text{(diffusion)}
\end{cases}$$

(2.2)

where $\delta \in (0,\delta)$ is the penetration length.

We mainly consider the variable-order function expressed by the smooth tanh function with the tuning parameter $\omega$ to adjust the characteristics of the buffer layer.
definition for the right-propagating advection equation are given as follows, and can be mirrored for the left-propagating case.

\[
\alpha(x) = \begin{cases} 
1 + \epsilon, & x \in [x_L, x_R], \\
1.5 + (0.5 - \epsilon) \tanh(\omega(x - x_R - \frac{\delta}{2})), & x \in (x_R, x_R + \delta], \\
2, & x \in (x_R + \delta, x_R + \delta]. 
\end{cases}
\]

Here \(\epsilon\) takes a very small positive value (we choose \(\epsilon = 10^{-5}\) in numerical simulations).

\[
\frac{\partial}{\partial t} u(x, t) = |V|_{x_L - \delta}^{RL} D_x^\alpha(x) u(x, t),
\]
subject to the initial condition \(u(x, 0) = u_0(x)\) and the boundary conditions \(u(x_L - \delta, t) = 0\) and \(u(x_R, t) = u_0(x_R)\).

**Left propagation**: In this case \(V > 0\), and the one-way wave moves to the left in the interior domain \([x_L, x_R]\). Our aim is to absorb it (let it decay) in a buffer layer \([x_L - \delta, x_L]\) next to the left boundary. Therefore, we let \((x, t) \in [x_L - \delta, x_R] \times [0, T]\) and construct the FBL by considering the left-sided variable-order space fractional derivative. Hence,

\[
\frac{\partial}{\partial t} u(x, t) = |V|_{x_L}^{RL} D_x^\alpha(x) u(x, t),
\]
subject to the initial condition \(u(x, 0) = u_0(x)\) and the boundary conditions \(u(x_L - \delta, t) = 0\) and \(u(x_R, t) = u_0(x_R)\).

**Right propagation**: In this case \(V < 0\), and the one-way wave moves to the right in the interior domain \([x_L, x_R]\). Our aim is to absorb it (let it decay) in a buffer layer \((x_R, x_R + \delta]\) next to the right boundary. Therefore, we let \((x, t) \in [x_L, x_R + \delta] \times [0, T]\) and construct the FBL by considering the right-sided variable-order space fractional derivative. Hence,

\[
\frac{\partial}{\partial t} u(x, t) = |V|_{x_R + \delta}^{RL} D_x^\alpha(x) u(x, t),
\]
subject to the initial condition \(u(x, 0) = u_0(x)\) and the boundary conditions \(u(x_L, t) = u_0(x_L)\) and \(u(x_R + \delta, t) = 0\).

**Remark 2.1.** In numerical simulations we will demonstrate that the length of FBL, \(\delta\), does not have significant effect on the absorption of the coming wave provided that the variable-order function satisfies condition (2.2), and thus the system in the buffer layer becomes fully diffusion-dominated. It is, however, the penetration length \(\bar{\delta}\) and the slope of variable order function \(\omega\), which become important. For more details, we refer to the discussion in the next subsection.

### 2.2 Numerical simulations

First, we investigate the performance of FBLs in absorbing the coming waves for the one-way wave equation (2.1). We assume that the wave is propagating to the right and therefore we consider (2.5) to formulate the FBL. We employ a spectral collocation method
with \( P \) collocation points in space and use a second-order time integration technique with the time step \( \tau \). The details of the fully discrete scheme are provided in Appendix A. We note that the analytical solution to (2.1) with \( V = -1 \) is \( u^{\text{exact}}(x,t) = u_0(x-t) \), which is considered as the reference solution to compare our results in the interior domain. We define the pointwise error at any fixed time \( t \) as \( |u(x,t) - u^{\text{exact}}(x,t)| \).

Example 2.1. We consider the FBL for right-propagation advection equation given in (2.5) with the propagation velocity \( V = -1 \). The interior domain is \((x_L, x_R) = (-5, 5)\) with a buffer layer of length \( \delta > 0 \) next to the right boundary; thus, \( x \in [x_L, x_R + \delta] \). We assume a smooth initial condition of the form \( u_0(x) = e^{-x^2} \) and consider different characterizations of the smooth tanh variable-order function in (2.3) with fixed parameter \( \epsilon = 10^{-5} \). In particular, we consider long and short penetration regions with moderate and steep variable-order functions.

Fig. 2 shows a successful implementation of FBL for Example 2.1 with parameters \((\delta, \bar{\delta}, \omega) = (1, 0.5, 20)\). We recall that the parameters \( \delta, \bar{\delta}, \) and \( \omega \) are the length of buffer layer, length of penetration region, and slope of variable function, respectively. Here the number of collocation points and time step are chosen as \((P, \tau) = (500, 10^{-3})\). In Fig. 2, the left column shows different snapshots of the wave reaching the right boundary, penetrating into the buffer layer, and being fully absorbed. The right column shows the point-wise error in the interior domain.

2.3 Different sources of error in FBLs

The total FBL error in the interior domain is comprised of three components: discretization, reflection, and model error, given as

\[
E = E_N(M, \tau) + E_R(\delta, \bar{\delta}, \omega) + E_M(\epsilon).
\]

The discretization error \( E_N \) is due to the numerical scheme and can be bounded by choosing a sufficient number of collocation points \( P \) and a proper time step \( \tau \). We demonstrate a \( p \)-refinement strategy for different formulations of FBLs in Subsection 2.5. The reflection error \( E_R \) is present because of wave reflections from the buffer layer into the interior domain when the wave reaches the boundary and depends on the FBL parameters \( \{\delta, \bar{\delta}, \omega\} \).

Different characterizations of FBL have different reflection errors. In Subsection 2.4, we show the mitigation of \( E_R \) by tuning the buffer layer parameters. The model error \( E_M \) emerges because the FBL formulation is based on a variable-order fractional diffusion equation with the order being \( 1 + \epsilon \) in the interior domain. Although \( \alpha(x) \) is very close to 1 in the interior domain, the equation is still a diffusion equation and thus we can observe a slight diffusive behaviour. The model error can be bounded by tuning the parameter \( \epsilon \) in the definition of \( \alpha(x) \). Yet, it becomes negligible when the propagation velocity is high and/or the interior domain is relatively small. Fig. 3 shows the model error for Example 2.1 by depicting the decrease of the peak of the numerical solution compared to the reference solution at \( t = 1, 3, 5 \). We observe that the peak of the FBL solution is slightly below
Figure 2: One-dimensional one-way wave: The wave propagates to the right and then is absorbed in the FBL. Left column: FBL and reference solution. Right column: pointwise error at $t=0, 3, 6, 9$. The vertical black solid lines indicate the boundaries of the interior domain. The FBL is characterized as $(\delta, \delta, \omega) = (1, \frac{\delta}{2}, 20)$. Other details are given in Example 2.1.
the reference solution and as time progresses this error becomes larger up to $O(10^{-4})$; see the bottom panel in Fig. 3.

2.4 Different characterizations of FBL

We study the performance of FBL by considering different characterizations of FBL. In each case, the variable-order function $\alpha(x)$ and the corresponding model parameters should be chosen such that: 

i) $\alpha(x)$ is sufficiently smooth and satisfies the condition (2.2),

ii) the penetration region is large enough. The key model parameter in FBL is the length of penetration region $\delta$, which determines the slope of the variable-order function and thus the reflection error $E_R$ as discussed earlier in Section 2.3. We show numerically in the following examples that when $\alpha(x)$ has a moderate slope in the penetration region, the reflection error becomes less dominant. The length of the buffer layer $\delta$, however, is less significant and should be chosen just to make sure that (2.2) is satisfied.

To investigate the effect of variable-order function $\alpha(x)$ and discuss the selection strategies of model parameters, we consider two different variable-order functions with different characterizations of FBL in Example 2.1. The first one is the smooth tanh func-
Figure 4: Different characterizations of FBL. Left: long penetration region $\bar{\delta} = 0.5$ with moderate variable-order $\omega = 20$. Right: short penetration region $\bar{\delta} = 0.1$ with steep variable-order $\omega = 200$. The gray and red shaded areas are the advection and diffusion regions, respectively. The variable-order functions $\alpha_1(x)$ and $\alpha_2(x)$ are given in (2.3) with buffer layer of size $\delta = 1$.

The first one is a nonnegative constant $\alpha_1(x)$ given in (2.3) and the second one is a piecewise linear function defined by

$$
\alpha(x) = \begin{cases} 
1 + \epsilon, & x \in [x_L, x_R], \\
1 + \epsilon + \frac{1 - \epsilon}{\bar{\delta}} (x - x_R), & x \in (x_R, x_R + \bar{\delta}], \\
2, & x \in (x_R + \bar{\delta}, x_R + \delta].
\end{cases}
$$

(2.6)

Fig. 4 shows two characterizations based on the tanh function. The left panel shows the long penetration region $\bar{\delta} = 0.5$ with moderate variable-order $\alpha_1(x)$ in which $\omega = 20$. The right panel shows the short penetration region $\bar{\delta} = 0.1$ with steep variable-order $\alpha_2(x)$ in which $\omega = 200$. We can see that in the case of shorter penetration region, $\alpha_2(x)$ has a steeper slope such that (2.2) always holds. This steep slope leads to a stronger reflection and thus a larger $E_R$ in the interior domain. This is shown in Fig. 5, where we clearly observe the oscillatory behavior in the error and a much larger error forming at the left boundary.

In the case of piecewise linear function given in (2.6), we fix $\delta = 1$ and let $\bar{\delta} = \frac{\delta}{4}, \frac{\delta}{2}, \frac{3\delta}{4}$. The larger $\bar{\delta}$ leads to a more moderate slope for the variable-order function in the penetration region. The proper choice of $\bar{\delta}$ is based on the total error in the interior domain. Fig. 6 shows the corresponding pointwise error at $t = 6$. It is clear that increasing $\bar{\delta}$ from $\frac{\delta}{4}$ to $\frac{3\delta}{4}$ (and thus decreasing the slope of $\alpha(x)$) reduces the reflection error and brings down the total error almost one order of magnitude in the interior domain. Thus, $\bar{\delta}$ should be chosen at least equal to $\frac{3\delta}{4}$ to reach the error level of $O(10^{-5})$.

2.5 Comparison with other formulations

In order to gain a deeper insight into the performance of FBL and better characterize the corresponding errors, we compare different formulations of absorbing layer for integer- and fractional order one-dimensional one-way wave equation. The integer-order equation is given by (2.1), and has two different fractional counterparts with orders greater
than one \((1 + \epsilon)\) and less than one \((1 - \epsilon)\). Both cases converge to the integer-order equation in the limiting case \(\epsilon \to 0\) but describe different phenomena. If the order is greater than one, we have the fractional diffusion equation (FracDiff) with two boundary con-
Table 1: Different formulations of absorbing layer for one-way wave of the form $\frac{\partial}{\partial t} u = V L_x(u)$.

| Integer-order Advection | Fractional Advection | Fractional Diffusion |
|-------------------------|----------------------|----------------------|
| $L_x = V \frac{\partial}{\partial x}, \alpha = 1$ | $L_x = V \frac{\partial}{\partial x} D^{\alpha}_{x, \delta}, \alpha = 1 - \epsilon$ | $L_x = |V| \frac{\partial}{\partial x} D^{1+\epsilon}_{x, \delta}, \alpha = 1 + \epsilon$ |
| FBL                     | $a \rightarrow a(x) \in (1,2]$ | $a \rightarrow a(x) \in (1,2]$ |
| B.C.                    | $u(x_L) = u(x_R + \delta) = 0$ | $u(x_L) = u(x_R + \delta) = 0$ |
| error                   | $E_N + E_R + E_M$       | $E_N + E_R$           |
| PML                     | $L_x(u) - \sigma_x u$   | $L_x(u) - \sigma_x u$ |
| B.C.                    | $u(x_L) = 0$            | $u(x_L) = 0$          |
| error                   | $E_N + E_R$            | $E_N + E_R$           |

For the fractional advection equation with only one boundary condition, we have

\[
\text{FracDiff: } \frac{\partial u}{\partial t} = |V| \frac{\partial}{\partial x} D^{1+\epsilon}_{x, \delta} u(x,t), \quad (2.7)
\]

\[
\text{FracAdv: } \frac{\partial u}{\partial t} = V \frac{\partial}{\partial x} D^{1-\epsilon}_{x, \delta} u(x,t), \quad (2.8)
\]

Following the classical PML setting [15], we add a damping term into the equations in the form of $-\sigma_x u$, where $\sigma_x$ is the damping function. The FBL, in contrast, transitions the advection to the diffusion via variable-order fractional differential operators. The FBL is only applicable to the integer-order (2.1) and FracDiff (2.7), but not to the FracAdv (2.8). Table 1 shows the different cases of equations describing advection dominating phenomena and different approaches in absorbing the wave. The contributing source of error is also mentioned in each case.

We compare these different formulations by obtaining the $L_\infty$ error in the interior domain. Similar to Example 2.1, we only consider the right propagation advection with the velocity $V = -1$ and a smooth initial condition of the form $u_0(x) = e^{-x^2}$. We note that similar results can also be obtained for the case of left propagation advection. The interior domain is $(x_L, x_R) = (-5,5)$ and we append a buffer layer of length $\delta = 1$ next to the right boundary. Thus, $x \in [-5,6]$. The adopted numerical scheme for all of these formulations is based on the spectral collocation method with $P$ collocation points and the Crank-Nicolson formula with time step $\tau = 10^{-3}$. The error is obtained against the reference solution $u(x,t) = e^{-(x-t)^2}$. In the FBL formulations, we consider the smooth variable-order function $\alpha(x)$ given by (2.3) with parameters $(\epsilon, \delta, \omega) = (10^{-5},0.5,20)$. In the PML formulations, the damping function $\sigma_x$ is defined similarly as $\alpha(x)$ such that $\sigma_x = \alpha(x) - 1$ with parameters $(\epsilon, \delta, \omega) = (0,0.5,20)$.

Fig. 7 shows the $p$-refinement results. For the integer-order case, the FBL (solid blue line) and PML (IntAdv-PML, solid red line) have almost similar rate of convergence.
However, FBL has slightly larger error that is eventually bounded by the model error $E_M = O(10^{-4})$, which is in agreement with Fig. 3. Therefore, for integer-order advection equation, the PML formulation outperforms the FBL formulation. This is not true for the case of the fractional diffusion equation, where PML totally fails (FracDiff-PML, dashed red line). This failure is due to the additional homogeneous Dirichlet boundary condition at the right boundary for the fractional diffusion equation. The FBL formulation, however, is effective in this case (solid blue line). Thus, FBL will be a better choice if we consider an advection dominating fractional diffusion equation.

### 3 FBL: One-dimensional two-way waves

We now consider the one-dimensional two-way wave on the bounded domain $\Omega = (x_L, x_R)$. The governing equation is given as

$$ \frac{\partial^2}{\partial t^2} u(x,t) = c^2 \frac{\partial^2}{\partial x^2} u(x,t), \tag{3.1} $$

with known initial conditions $u(x,0) = u_0(x)$ and $\frac{\partial}{\partial t} u(x,0) = \varphi(x)$, where the non-negative real coefficient $c$ is the wave propagation speed.

#### 3.1 An existing fractional approach

The first fractional approach in setting absorbing boundary layers for the one-dimensional two-way wave equation was introduced in [46, Sec. 3.2]. It proposes the variable-order...
time fractional wave equation over the extended domain $[x_L - \delta, x_R + \delta]$ as

$$C_0D_t^{\gamma(x,t)} u(x,t) = c^2 \frac{\partial^2 u(x,t)}{\partial x^2},$$

subject to initial conditions $u(x,0) = u_0(x)$ and $\frac{\partial}{\partial t} u(x,0) = \varphi(x)$, and homogeneous Dirichlet boundary conditions. The time fractional derivative is in the Caputo sense and the variable-order is $\gamma(x,t) \in (1,2]$. When $\gamma(x,t) = 2$, (3.2) coincides with the wave equation and when $\gamma(x,t) \to 1^+$, it converges to the diffusion equation. The variable-order function is chosen such that it decreases from 2 to $1 + \epsilon$ ($\epsilon > 0$ is sufficiently small) when the wave reaches the boundary, and thus it is necessary for the variable-order function to be time-dependent. We shall demonstrate this approach via the following example.

**Example 3.1.** To verify the time-dependence of the variable-order functions in (3.2), we consider the absorbing boundary layer based on (3.2) with the propagation speed $c = 1$ and the smooth initial conditions $u_0(x) = 2e^{-(x-10)^2}$, $\varphi(x) = 0$. We let $(x_L, x_R) = (5,15)$ be the interior domain with buffer layers of the length $\delta = 5$ next to the boundaries.

In Example 3.1, in addition to adopting the time-dependent variable-order function given by [46], we consider a time-independent variable-order function, which ensures the presence of diffusion in the buffer layers. Here, we apply the central difference method and the second-order formula proposed by [46] to numerically solve (3.2). Note that the exact solution to the two-way wave equation (3.1) in this case is $u^\text{exact}(x,t) = \frac{u_0(x+t) + u_0(x-t)}{2}$. We regard it as the reference solution to compare the results in the interior domain.

We first consider the case of time-independent variable-order function, given by the following equation,

$$\gamma_1(x) = \begin{cases} 
1, & x \in [x_L - \delta, x_L - \frac{\delta}{2}], \\
1.5 + (0.5 - \epsilon) \tanh(\omega(x - x_L + \frac{\delta}{2})), & x \in [x_L - \frac{\delta}{2}, x_L), \\
2, & x \in [x_L, x_R], \\
1.5 + (0.5 - \epsilon) \tanh(\omega(x_R + \frac{\delta}{2} - x)), & x \in (x_R, x_R + \frac{\delta}{2}], \\
1, & x \in (x_R + \frac{\delta}{2}, x_R + \delta],
\end{cases}$$

with the parameters $(\delta, \omega) = (5,20)$; The plot of $\gamma_1(x)$ is shown in Fig. 8. It is evident that in this setting, we recover the wave equation (3.2) in the interior domain and then gradually switch to the diffusion equation in the buffer layers. The numerical results, however, show obvious reflections of the wave to the interior domain when the wave hits the boundary; see Fig. 9. This is because (3.2) is local in space and remains as a wave equation in the interior domain. Therefore, even a small reflection from the boundary would propagate in the interior domain. A remedy to this issue is to consider a suitable time-dependent variable-order function [46], such that when the wave passes through the boundaries, the equation switches from wave to diffusion equation in the interior
domain to absorb the reflections. The following time-dependent variable function was proposed in [46] as

\[
\gamma_2(x,t) = \frac{1}{2} \left\{ \tanh \left[ 2\pi \left( x - \frac{t}{4} \tanh(\pi t - 31) - \frac{t}{4} \right) \right] \\
+ \tanh \left[ 2\pi \left( 20 - \frac{t}{4} \tanh(\pi t - 31) - \frac{t}{4} - x \right) \right] \right\} + 1. \tag{3.4}
\]

We see from the numerical results shown in Fig. 10 (right column) how \( \gamma_2(x,t) \) is being adjusted in the interior domain to absorb the reflections from the boundary. At \( t=9 \), even when the wave has completely left the interior domain, the interior sub-domains next to the boundaries are still diffusion-dominated (\( \gamma_2 = 1 \)) to damp out any reflections. Although effective, this approach requires precise knowledge of the time that the wave reaches the boundaries to design the time-dependent variable-order function \( \gamma_2(x,t) \). This may not be feasible in practical problems as such information may not be available a priori. What is often known in most of problems, however, are the boundaries of the domain of interest. This motivates us to redirect our focus on constructing an absorbing boundary layer based on time-independent but space-fractional derivatives.

### 3.2 Formulation of FBL

In order to construct FBLs for the one-dimensional two-way wave, we first split the two-way wave into a system of one-way waves and then apply FBLs as was discussed in Section 2.

The two-way wave equation (3.1) can be split into a system of one-way wave equations by the mappings \( v(x,t) = \frac{\partial}{\partial t} u(x,t) \) and \( w(x,t) = c \frac{\partial}{\partial x} u(x,t) \). Thus, (3.1) is equivalent
Figure 9: Time fractional one-dimensional two-way wave (Example 3.1): time-independent variable-order function $\gamma_1(x)$, given by (3.3). The vertical black solid lines indicate the boundaries of interior domain. Reflections can be observed at $t = 9$. 
Figure 10: Time fractional one-dimensional two-way wave (Example 3.1): time-dependent variable-order function $\gamma_2(x,t)$, given by (3.4). Left column: FBL and reference solution at $t = 0, 5, 10, 15$. Right column: variable-order at the corresponding times. The vertical black solid lines indicate the boundaries of interior domain. The wave propagates to both sides and then is absorbed in the buffer layers next to the boundaries.
to the following coupled system

\[
\begin{align*}
\frac{\partial}{\partial t} v(x,t) &= c \frac{\partial}{\partial x} w(x,t), \\
\frac{\partial}{\partial t} w(x,t) &= c \frac{\partial}{\partial x} v(x,t),
\end{align*}
\]

(3.5)

with the initial conditions \( v(x,0) = \phi(x) \) and \( w(x,0) = c \frac{\partial}{\partial x} u_0(x) \). In the matrix form, we can rewrite the equations as

\[
\begin{align*}
\frac{\partial}{\partial t} \begin{bmatrix} v \\ w \end{bmatrix} &= c \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix} \frac{\partial}{\partial x} \begin{bmatrix} v \\ w \end{bmatrix},
\end{align*}
\]

(3.6)

which can be decoupled using the eigenvectors of the coefficient matrix and via the mappings \( V = \frac{\sqrt{2}}{2} (w - v) \) and \( W = \frac{\sqrt{2}}{2} (v + w) \). Therefore, we have

\[
\begin{align*}
\frac{\partial}{\partial t} \begin{bmatrix} V \\ W \end{bmatrix} &= c \begin{bmatrix} -1 & 0 \\ 0 & 1 \end{bmatrix} \frac{\partial}{\partial x} \begin{bmatrix} V \\ W \end{bmatrix},
\end{align*}
\]

(3.7)

which yields the following decoupled system

\[
\begin{align*}
\frac{\partial V}{\partial t} &= -c \frac{\partial V}{\partial x}, \\
\frac{\partial W}{\partial t} &= c \frac{\partial W}{\partial x},
\end{align*}
\]

(3.8)

subject to initial conditions \( V(x,0) = \frac{\sqrt{2}}{2} (c \frac{\partial}{\partial x} u_0(x) - \phi(x)) \), \( W(x,0) = \frac{\sqrt{2}}{2} (\phi(x) + c \frac{\partial}{\partial x} u_0(x)) \).

Instead of directly working with two-way wave equations (3.1), we develop the FBL for the decoupled split equation (3.8). This system is comprised of two uncoupled one-way wave equations with different propagation directions. Therefore, we can readily apply our method in Section 2 to construct the FBL for each one-way wave equation and then reconstruct the solution for the two-way wave equation. We first extend the domain to \([x_L - \delta, x_R + \delta]\) and let \((x,t) \in (x_L - \delta, x_R + \delta) \times (0,T)\). Then, similar to Eqs. (2.4) and (2.5), we transform (3.8) into its variable-order fractional counterpart as

\[
\begin{align*}
\frac{\partial}{\partial t} V(x,t) &= c^{RL} D_{x}^{\alpha(x)} V(x,t), \\
\frac{\partial}{\partial t} W(x,t) &= c^{RL} D_{x}^{\beta(x)} W(x,t),
\end{align*}
\]

(3.9)

The initial conditions are \( V(x,0) = \frac{\sqrt{2}}{2} (c \frac{\partial}{\partial x} u_0(x) - \phi(x)) \), \( W(x,0) = \frac{\sqrt{2}}{2} (\phi(x) + c \frac{\partial}{\partial x} u_0(x)) \).

We also impose the homogeneous Dirichlet boundary conditions to (3.9). The variable-order functions \( \alpha(x) \) and \( \beta(x) \) should satisfy the condition

\[
\begin{align*}
1+\epsilon, & \quad x \in [x_L, x_R], \quad \text{(advection)} \\
(1,2], & \quad x \in [x_L - \delta, x_L) \cup (x_R, x_R + \delta], \quad \text{(penetration)} \\
2, & \quad x \in [x_L - \delta, x_L - \delta) \cup (x_R + \delta, x_R + \delta], \quad \text{(diffusion)}
\end{align*}
\]

(3.10)
with the positive small parameter $\epsilon$ and $\delta \in (0,\delta)$ being the length of the penetration region. When $\epsilon \to 0^+$, the FBL in (3.9) reduces to (3.8) in the interior domain $[x_L,x_R]$ and it becomes diffusion dominating in the buffer layers. The formulation of FBL for one-dimensional two-way wave equation (3.1) in a bounded domain follows these steps:

1. Consider a buffer layer of length $\delta$ and extend the domain to $[x_L-\delta,x_R+\delta]$.
2. Consider proper variable-order functions $\alpha(x)$ and $\beta(x)$ and solve the uncoupled equation (3.9).
3. Transform back the solution of (3.9) into the coupled coordinate system by using the eigenvectors of coefficient matrix in (3.6).
4. Reconstruct the solution by $u(x,t) = \int_0^1 v(x,s)ds + u_0(x)$, or $u(x,t) = \frac{1}{\epsilon} \int_{x_L-\delta}^x w(s,t)ds$.

### 3.3 Numerical simulations

We investigate the performance of the FBL (3.9) in absorbing the one-dimensional two-way wave given by (3.1). Without loss of generality, we consider $c=1$ and $\varphi(x,0)=0$.

**Example 3.2.** Let $(x_L,x_R) = [-5,5]$ be the interior domain. We attach two buffer layers of length $\delta=1$ next to the boundaries and extend the domain to $[-6,6]$. We assume smooth initial conditions $u_0(x) = e^{-x^2}$ and $\varphi(x)=0$. We consider the variable-order functions $\alpha(x)$ and $\beta(x)$ both given by

$$
\begin{align*}
2, & \quad x \in [x_L-\delta,x_L-\delta), \\
1.5+(0.5-\epsilon)\tanh\left(20(-x+x_L-\frac{\delta}{2})\right), & \quad x \in [x_L-\delta,x_L), \\
1+\epsilon, & \quad x \in [x_L,x_R], \\
1.5+(0.5-\epsilon)\tanh\left(20(x-x_R-\frac{\delta}{2})\right), & \quad x \in (x_R,x_R+\delta], \\
2, & \quad x \in (x_R+\delta,x_R+\delta],
\end{align*}
$$

(3.11)

with $\epsilon = 10^{-5}$ and $\delta = \frac{\delta}{2}$. The plots of $\alpha(x)$ and $\beta(x)$ in this case are given by Fig. 11. It is clear that $\alpha(x)$ and $\beta(x)$ satisfy condition (3.10) with the penetration regions of length $\delta=0.5$.

In Example 3.2, the numerical results are obtained from the fully discrete scheme (A.35), which is based on the spectral collocation method with $P=500$ collocation points in space and Crank-Nicolson method with the time step $\tau = 10^{-3}$ for time integration. Note that the exact solution to the two-way wave equation (3.1) in this case is $u^{\text{exact}}(x,t) = \frac{a_0(x+t) + u_0(x-t)}{2}$. We regard it as the reference solution to compare our results in the interior domain. Fig. 12 shows a successful performance of the FBL (3.9). The left column shows different snapshots of the wave reaching to the left and right boundaries, penetrating into the buffer layers, and then being completely absorbed. The right column shows the...
pointwise error in the interior domain. Similar to the discussion on the one-way waves, here the pointwise error \( |u^{\text{exact}}(x,t) - u(x,t)| \) consists of slight diffusion and numerical errors.

4 FBL: Two-dimensional two-way waves

We consider the two-dimensional two-way wave equation

\[
\frac{\partial^2 u}{\partial t^2}(x,y,t) = c^2 \Delta u(x,y,t),
\]

with the initial conditions \( u(x,y,0) = u_0(x,y) \) and \( \frac{\partial u}{\partial t}(x,y,0) = \varphi(x,y) \). Here the Laplacian operator is \( \Delta = \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} \) and the coefficient \( c \geq 0 \) is the propagation velocity. We split the two-way wave equation (4.1) into a coupled system of one-way equations via \( v = \frac{\partial}{\partial t}u \), \( w_1 = c \frac{\partial}{\partial x}u \), and \( w_2 = c \frac{\partial}{\partial y}u \). Thus,

\[
\begin{align*}
\frac{\partial}{\partial t} v(x,y,t) &= c \frac{\partial}{\partial x} w_1(x,y,t) + c \frac{\partial}{\partial y} w_2(x,y,t), \\
\frac{\partial}{\partial t} w_1(x,y,t) &= c \frac{\partial}{\partial x} v(x,y,t), \\
\frac{\partial}{\partial t} w_2(x,y,t) &= c \frac{\partial}{\partial y} v(x,y,t),
\end{align*}
\]

along with the initial conditions \( v(x,y,0) = \varphi(x,y) \), \( w_1(x,y,0) = c \frac{\partial}{\partial x} u_0(x,y) \), and \( w_2(x,y,0) = c \frac{\partial}{\partial y} u_0(x,y) \).

4.1 Formulation of FBL

We construct the FBLs that let the two-dimensional wave penetrate through the boundaries of the interior bounded domain \( \Omega = [x_L,x_R] \times [y_L,y_R] \) and then get fully absorbed in the buffer layer of length \( \delta > 0 \) attached to the boundaries. Therefore, we extend the
Figure 12: One-dimensional two-way wave (Example 3.2). Left column: FBL and reference solution at $t=0,3,6,9$. Right column: pointwise error at the corresponding times. The vertical black solid lines indicate the boundaries of interior domain. The wave propagates to both sides and then is absorbed in the buffer layers next to the boundaries.
domain to \( \Omega = [x_L - \delta, x_R + \delta] \times [y_L - \delta, y_R + \delta] \). Similar to the one-dimensional case, we develop the FBL by considering the split equation (4.2) and then reconstruct the solution for the wave equation. Since we cannot readily decouple (4.2), the approach introduced in Sec. 2 is not directly applicable here. Nevertheless, we introduce the fractional counterpart of the coupled system (4.2) by adding extra diffusion terms in the buffer layers.

Let \( (x,y,t) \in \Omega \times [0,T] \) and denote

\[
\begin{align*}
\frac{\partial}{\partial t} D_x^{a(x)} & = \frac{1}{2} \left[ \frac{\partial}{\partial x} D_x^{a(x)} - \frac{\partial}{\partial x} D_x^{a(x)} \right], \\
\frac{\partial}{\partial t} D_y^{a(y)} & = \frac{1}{2} \left[ \frac{\partial}{\partial y} D_y^{a(y)} - \frac{\partial}{\partial y} D_y^{a(y)} \right], \\
\frac{\partial}{\partial t} D_x^{b(x)} & = \frac{1}{2} \left[ \frac{\partial}{\partial x} D_x^{b(x)} + \frac{\partial}{\partial x} D_x^{b(x)} \right], \\
\frac{\partial}{\partial t} D_y^{b(y)} & = \frac{1}{2} \left[ \frac{\partial}{\partial y} D_y^{b(y)} + \frac{\partial}{\partial y} D_y^{b(y)} \right].
\end{align*}
\]

Then, the FBL formulation for the coupled system (4.2) will take the form

\[
\begin{align*}
\frac{\partial}{\partial t} w_1(x,y,t) & = c_1^{R} D_x^{a(x)} w_1(x,y,t) + c_1^{L} D_x^{a(x)} v(x,y,t), \\
\frac{\partial}{\partial t} w_2(x,y,t) & = c_2^{R} D_y^{b(y)} w_2(x,y,t) + c_2^{L} D_y^{b(y)} v(x,y,t),
\end{align*}
\]

(4.3)

with the same initial conditions as in (4.2) and homogeneous Dirichlet boundary conditions. Here, the variable-order functions satisfy

\[
\begin{align*}
\alpha(x) & \rightarrow 1^+, \quad x \in [x_L, x_R], \quad \text{(advection)} \\
\alpha(x) & \in (1,2], \quad x \in [x_L - \delta, x_L] \cup (x_R, x_R + \delta], \quad \text{(penetration)} \\
\alpha(x) & = 2, \quad x \in [x_L - \delta, x_L - \delta) \cup (x_R + \delta, x_R + \delta], \quad \text{(diffusion)}
\end{align*}
\]

(4.4)

and

\[
\begin{align*}
\beta(y) & \rightarrow 1^+, \quad y \in [y_L, y_R], \quad \text{(advection)} \\
\beta(y) & \in (1,2], \quad y \in [y_L - \delta, y_L] \cup (y_R, y_R + \delta], \quad \text{(penetration)} \\
\beta(y) & = 2, \quad y \in [y_L - \delta, y_L - \delta) \cup (y_R + \delta, y_R + \delta], \quad \text{(diffusion)}
\end{align*}
\]

(4.5)

with \( \delta \in (0,\delta) \) being the length of the penetration region.

**Remark 4.1 (Anisotropic Propagation).** Different definitions of variable-order functions \( \alpha(x) \) and \( \beta(y) \) provide the flexibility to formulate FBLs for anisotropic wave propagation. In each direction \( x \) and \( y \), we can consider different characteristics of FBLs with different sizes \( \delta \) and penetration regions \( \delta \) as shown for example in Fig. 4.

It follows from the consistency relation (1.3) that (4.3) recovers the split equation (4.2) in the interior domain when \( \alpha(x), \beta(y) \rightarrow 1^+ \) and becomes diffusion dominant in the buffer layers when \( \alpha(x), \beta(y) = 2 \). By comparing the integer-order equation (4.2) with the
fractional one in (4.3), we can consider the four additional terms $c^{RL \Delta_1^\alpha(x)}u$, $c^{RL \Delta_2^\beta(y)}v$, $c^{RL \Delta_1^\gamma(x)}w_1$, and $c^{RL \Delta_2^\delta(y)}w_2$ as damping terms in the buffer layers. In summary, the formulation of FBL for two-dimensional two-way wave equation (4.1) in a bounded domain follows these steps:

1. Consider a buffer layer of length $\delta_x$ in $x$ direction and $\delta_y$ in $y$ direction and extend the computational domain to $[x_L - \delta_x, x_R + \delta_x] \times [y_L - \delta_y, y_R + \delta_y]$.

2. Consider proper variable-order functions $\alpha(x)$ and $\beta(y)$ and solve the coupled equation (4.3).

3. Reconstruct the solution by the integration $u(x,y,t) = \frac{1}{2} \int_0^1 v(x,y,s)ds + u_0(x,y)$, or
   $u(x,y,t) = \frac{1}{2} \int_{y_L - \delta}^{y} w_1(s,y,t)ds$, or $u(x,y,t) = \frac{1}{2} \int_{y_L - \delta}^{y} w_2(x,s,t)ds$.

**Remark 4.2.** Although the discretization of FBL requires discretizing non-local spatial derivatives, the corresponding differential matrices for left- and right-sided Riemann-Liouville derivatives can be sparse. See section 3.2 in [45]. And they can be calculated effectively as a pre-process by $O(N^2)$ arithmetic operations [24]. The FBL formulation (4.3) consists of three equations, which is less than the PML formulation given by (B.1). Therefore, with the same time integration technique, the two-dimensional FBL method is computationally less expensive compared to the two-dimensional PML method, especially for long-time simulations.

### 4.2 Other possible fractional approaches

One alternative fractional approach to construct the absorbing boundary layer for the two-dimensional wave equation (4.1) is to consider the variable-order time fractional wave equation as in Example 3.1. In this case, we let the extended domain be $\Omega = [x_L - \delta, x_R + \delta] \times [y_L - \delta, y_R + \delta]$ and consider

$$cD_0^{\gamma(x,y,t)}u(x,y,t) = \Delta u(x,y,t),$$

subject to the initial conditions $u(x,y,0) = u_0(x,y)$ and $\frac{\partial}{\partial t} u(x,y,0) = \varphi(x,y)$, and homogeneous Dirichlet boundary conditions. As discussed before, this formulation requires a prior knowledge of the time that the wave reaches the boundaries to precisely define the time-dependent variable-order function. Therefore, it may not be available in practice.

Another instinctive approach to design the absorbing boundary layer for the two-dimensional wave propagation is by following the one-dimensional case and replacing the Laplacian operator $(-\Delta)$ by its fractional counterpart $(-\Delta)^{\gamma/\zeta}$. We refer to [27] for an extensive review of the fractional Laplacian and recall the following useful properties of these operators.

$$\begin{cases} 
\lim_{\gamma \rightarrow 2} (-\Delta)^{\gamma/\zeta} = -\Delta, \\
(-\Delta)^{\gamma_1}(-\Delta)^{\gamma_2} = (-\Delta)^{\gamma_1 + \gamma_2}, \quad \gamma_1, \gamma_2 \geq 0.
\end{cases}$$
Here, we adopt the following spectral definition of fractional Laplacian, given as

\[
(\Delta)^{\gamma(x,y,t)} f(x,y) = \sum_{j=1}^{\infty} \sum_{k=1}^{\infty} c_{j,k}(\lambda_{j,k})^{\gamma(x,y,t)} \phi_{j,k}(x,y),
\]

where \( \lambda_{j,k} = \frac{\beta x^2}{(x^2-x_1^2)^2} + \frac{k^2 y^2}{(y^2-y_1^2)^2} \) and \( \phi_{j,k} = \frac{2}{\sqrt{(x^2-x_1^2)(y^2-y_1^2)}} \sin \frac{j \pi x}{x^2-x_1^2} \sin \frac{k \pi y}{y^2-y_1^2} \) are eigenvalues and eigenfunctions of the Laplacian operator \((-\Delta)\) on the rectangular domain \( \Omega = [x_L, x_R] \times [y_L, y_R] \). The coefficients are given by the inner product \( c_{j,k} = (f, \phi_{j,k}) \).

We first split the wave equation (4.1) into a decoupled system by denoting

\[
\begin{align*}
\frac{\partial V}{\partial t} &= -ic(-\Delta)^{\frac{\gamma}{2}} V, \\
\frac{\partial W}{\partial t} &= ic(-\Delta)^{\frac{\gamma}{2}} W,
\end{align*}
\]

subject to the initial conditions \( V(x,y,0) = \frac{\sqrt{\pi}}{2} (ic(-\Delta)^{\frac{\gamma}{2}} u_0(x,y) - \varphi(x,y)) \) and \( W(x,y,0) = \frac{\sqrt{\pi}}{2} (ic(-\Delta)^{\frac{\gamma}{2}} u_0(x,y) + \varphi(x,y)) \). The instinctive approach here is to follow the formulation in (3.9) by extending the computational domain to \( \Omega = [x_L-\delta, x_R+\delta] \times [y_L-\delta, y_R+\delta] \) and considering the variable-order fractional differential equation of the form

\[
\begin{align*}
\frac{\partial}{\partial t} V(x,y,t) &= -ic(-\Delta)^{\frac{\gamma(x,y,t)}{2}} V(x,y,t), \\
\frac{\partial}{\partial t} W(x,y,t) &= ic(-\Delta)^{\frac{\gamma(x,y,t)}{2}} W(x,y,t).
\end{align*}
\]

subject to the same initial conditions as (4.9) and homogeneous Dirichlet boundary conditions. However, the decoupled system (4.9) in fact consists of two fractional Shrödinger’s equations with order \( \frac{\gamma}{2} \), rather than the advection equations as in (3.8). Therefore, the solution to the decoupled system (4.10) becomes oscillatory and does not decay for any arbitrary positive-valued \( \gamma_1(x,y,t) \) and \( \gamma_2(x,y,t) \) because all the eigenvalues of \(-ic(-\Delta)^{\frac{\gamma(x,y,t)}{2}}\) and \( ic(-\Delta)^{\frac{\gamma(x,y,t)}{2}} \) are imaginary numbers. In this scenario, we need to modify the coefficients of (4.10) in the following form of

\[
\begin{align*}
\frac{\partial}{\partial t} V(x,y,t) &= -cp(x,y,t)(-\Delta)^{\frac{\gamma(x,y,t)}{2}} V(x,y,t), \\
\frac{\partial}{\partial t} W(x,y,t) &= cq(x,y,t)(-\Delta)^{\frac{\gamma(x,y,t)}{2}} W(x,y,t).
\end{align*}
\]

When the variable coefficients \( p(x,y,t) = q(x,y,t) = 1 \) and the variable orders \( \gamma_1(x,y,t) = \gamma_2(x,y,t) = 1 \), this coupled system recovers (4.9). However, when \( p(x,y,t) = 1, q(x,y,t) = \)
smooth initial conditions $u_\delta$ of length the FBL (upper two rows) and PML (bottom two rows) solutions at different snapshots boundaries is required for accurate definition of $p$, passing through the boundaries, a prior knowledge of the time that the wave reaches the boundaries is required for accurate definition of $p$, $q$, $\gamma_1$, and $\gamma_2$. As discussed before, this may not be applicable in practical problems. Therefore, we only focus on the formulation of FBL based on (4.3) rather than the one given by (4.11).

4.3 Numerical simulations

We investigate the performance of the proposed FBL (4.3) for the two-dimensional wave equation (4.1). We show that the FBL performs similarly to the finely tuned PML in removing reflections in two-dimensional problems with less CPU time. To numerically solve the FBL and PML formulations, we employ a spectral collocation method in space and apply the second-order Adams-Bashforth method for the time integration. Here the numbers of the collocation points in $x$ and $y$ directions are $(P_x,P_y)=(50,50)$, and the time step is $\tau=10^{-3}$.

Example 4.1. We consider the two-dimensional two-way wave in (4.3) with the propagation speed $c=1$. We let $\Omega=[-2,2] \times [-2,2]$ be the interior domain with a buffer layer of length $\delta=0.5$ next to its boundaries. Thus, $(x,y) \in [-2.5,2.5] \times [-2.5,2.5]$. We assume smooth initial conditions $u_0(x,y)=e^{-5(x^2+y^2)}$ and $\varphi(x,y)=0$. We choose the variable-order functions

$$\alpha(x) = \begin{cases} 2, & x \in [x_L-\delta,x_L-\delta), \\ 1+(0.5-\epsilon) \tanh(\omega(x-x_L+\delta)), & x \in [x_L-\delta,x_L), \\ 1+\epsilon, & x \in [x_L,x_R], \\ 1+(0.5-\epsilon) \tanh(\omega(x_R+\delta-x)), & x \in (x_R,x_R+\delta], \\ 2, & x \in (x_R+\delta,x_R+\delta], \end{cases} \tag{4.12}$$

and

$$\beta(y) = \begin{cases} 2, & y \in [y_L-\delta,y_L-\delta) \\ 1+(0.5-\epsilon) \tanh(\omega(y-y_L+\delta)), & y \in [y_L-\delta,y_L), \\ 1+\epsilon, & y \in [y_L,y_R], \\ 1+(0.5-\epsilon) \tanh(\omega(y_R+\delta-y)), & y \in (y_R,y_R+\delta], \\ 2, & y \in (y_R+\delta,y_R+\delta], \end{cases} \tag{4.13}$$

with $\epsilon=10^{-5}$, $\omega=20$, and $\delta=\frac{\epsilon}{2}$. The FBL in this setting is shown in Fig. 13.

We apply the FBL formulation and the PML formulation given by (B.1) with the finely tuned parameter $\eta=8$ in Appendix B to absorb the two-dimensional wave. Fig. 14 shows the FBL (upper two rows) and PML (bottom two rows) solutions at different snapshots
Figure 13: FBL for two-dimensional two-way wave in Example 4.1. The variable-order functions are given by (4.12) and (4.13) with \( \delta = 0.5 \). The gray and red shaded areas are the advection and diffusion regions, respectively.

at \( t = 0,1,2,3,4,5 \). We also plot the \( x \)- and \( y \)-slices of the FBL, PML, and the reference solutions in Fig. 15. The left and right columns give the \( x \)-slices for fixed \( x = 0 \) and \( y \)-slices for fixed \( y = 0 \), respectively, at \( t = 1, t = 3, \) and \( t = 5 \). Both approaches are able to absorb the coming waves. Here the reference solution is obtained by numerically solving (4.1) on a bigger domain \([-5,5] \times [-5,5]\) by spectral collocation method in space with \( P_x = P_y = 50 \) and the central finite difference formula for time integration with \( \tau = 10^{-3} \). We can observe that both methods are able to absorb the coming waves without reflection. However, the proposed FBL formulation (4.3) is computationally more efficient. The FBL formulation has three equations in the coupled system (4.3) and thus requires less CPU time compared to the PML formulation which has more equations. We report that the CPU time for the FBL formulation (4.3) and the PML formulation in (B.1) are 1.69 and 2.87 seconds, respectively. The numerical simulations are performed by Matlab R2019b on an Intel core i3 1.70 GHz CPU.

We report in Appendix B that the PML formulation (B.1) requires a precise fine tuning of the parameters \( \delta \) and \( \eta \) in order to achieve a good performance. However, our
Figure 14: Two-dimensional two-way wave (Example 4.1): comparison of FBL (upper two rows) and PML (bottom two rows) at $t=0,1,2,3,4,5$. The red solid rectangles indicate the boundaries of interior domain.
Figure 15: Two-dimensional two-way wave (Example 4.1): comparison of FBL, PML, and reference solution. Left column: $x$-slices for fixed $x=0$. Right column: $y$-slices for fixed $y=0$. The black solid lines indicate the boundaries of interior domain.

The proposed formulation does not require such a fine tuning while it can accurately absorb the coming waves when conditions (4.4) and (4.5) are satisfied. To show this, we consider the FBL formulation with the variable-order function given by (4.12) and (4.13) with $\omega = 10$ and $\omega = 30$, and compare with the results of PML formulation (B.1) with $\eta = 1$ and $\eta = 15$. Fig. 16 shows the corresponding results at $t = 1, 3, 5$. In this case, the FBL absorbs
Figure 16: Two-dimensional two-way wave (Example 4.1): comparison of FBL and PML with different characterizations at $t = 1, 3, 5$. First row: FBL solution with $\omega = 10$; Second row: FBL solution with $\omega = 30$; Third row: PML solution with $\eta = 1$; Fourth row: PML solution with $\eta = 15$. The red solid rectangles indicate the boundaries of interior domain.
the waves without reflection while the PML with \((\delta, \eta) = (0.5, 1)\) and \((\delta, \eta) = (0.5, 15)\) has reflections. This shows that the proposed FBL formulation is more robust than the PML formulation (B.1).

5 Summary

In this paper, we consider the application of variable-order space fractional differential operators in constructing absorbing boundary layers for wave propagation in finite domains. The variable-order functions are solely functions of space. We formulate our method by extending the space domain by attaching fractional buffer layers (FBLs) to its boundaries. Then, we define the corresponding variable-order functions such that we recover the original equation (or its corresponding split equation) inside the interior domain of interest and introduce dissipation in the buffer layer. This approach is effective in eliminating reflections with no corner artifacts in two-dimensional problems. It has less number of equations in its formulation and is therefore more computationally efficient for long-time simulation. As an extension of this formulation in the future, we will consider developing FBLs to absorb waves in arbitrary bounded domains for higher dimensional and multiphysics problems. In addition, mathematical analysis for the proposed formulation will be studied in future work.
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A Fully discrete schemes for FBLs

We derive fully discrete schemes for the proposed FBLs. Here, we employ a spectral collocation method for spatial discretization. The time integration is based on Crank-Nicolson formula or the second-order Adams-Bashforth method on the uniformed temporal grids \(\{t_n = n\tau\}_{n=0}^{N}\) with \(\tau = \frac{T}{N}\) being the time step.

A.1 Spatial discretization in the one-dimensional case

Assume that \(\{x_j\}_{j=0}^{P}\) satisfying \(x_0 = x_L - \delta\) and \(x_P = x_R + \delta\) are collocation points in the computational domain \([x_L - \delta, x_R + \delta]\). For \(j = 0, 1, 2, \cdots, P\), we denote by \(L_j(x)\) the \(j\)-th
order Lagrange interpolation polynomial satisfying $L_j(x_i) = \delta_{ij}$. Let \( \{L_j(x)\}_{j=0}^P \) be the set of basis functions and define the space
\[
\mathbb{V}_P = \text{span}\{L_j(x), \ 0 \leq j \leq P\}. \tag{A.1}
\]

For any $f_P(x) \in \mathbb{V}_P$, there holds the expansion
\[
f_P(x) = \sum_{j=0}^P f_P(x_j)L_j(x). \tag{A.2}
\]

Assume that $f(x)$ satisfies homogeneous boundary conditions such that $f(x_0) = f(x_P) = 0$. Taking the left- and right-sided Riemann-Liouville derivatives of the interpolation $f_P(x)$ at the collocation points \( \{x_j\}_{j=1}^{P-1} \) gives
\[
RL_x^{a(x)} f_P = D^a_L f_P \tag{A.3}
\]
and
\[
RL_x^{b(x)} f_P = D^b_R f_P. \tag{A.4}
\]

Here $x = [x_1, \cdots, x_{P-1}]^T$, $f_P = f_P(x)$, $(D^a_L)_{ij} = RL_{x_i}^{a(x)} L_j(x_i)$, and $(D^b_R)_{ij} = RL_{x_i}^{b(x)} L_j(x_i)$.

In order to compute the entries of the differentiation matrices, we introduce the affine transformation $\hat{x} = \frac{2(x-x_L+\delta)}{(x_R-x_L+2\delta)} - 1 \in [-1,1]$ and recall that the Lagrange polynomials can be expanded as
\[
L_j(\hat{x}) = \sum_{k=0}^{M'} \ell^a_k p_k^{a,b}(\hat{x}), \quad a,b > -1, \tag{A.5}
\]
with $p_k^{a,b}(\hat{x})$ being the Jacobi polynomial and the coefficients given by
\[
\ell^a_k = \begin{cases} 
p_k^{a,b}(\hat{x})/\omega_k, & k = 0, 1, \cdots, M'-1, \\
\gamma_k^{a,b}/(2+\frac{k+1}{M'+1})^{\gamma_k^{a,b}}, & k = M'. \end{cases} \tag{A.6}
\]

Here \( \{\hat{x}_j\}_{j=0}^{M'} \) and \( \{\omega_j\}_{j=0}^{M'} \) are the nodes and weights of the Jacobi-Gauss-Lobatto quadrature and $\gamma_k^{a,b} = \frac{2^{k+1} \Gamma(k+a+1) \Gamma(k+b+1)}{(2k+a+b+1)(k+1)(k+a+b+1)}$. Consequently, $RL_{x_i}^{a(x)} L_j(x)$ and $RL_{x_i,x_R+\delta}^{a(x)} L_j(x)$ can be evaluated by
\[
RL_{x_i}^{a(x)} L_j(x_i) = \left(\frac{x_R-x_L+2\delta}{2}\right)^{-a(x_i)} \sum_{k=0}^{M'} \ell^a_k RL_{\hat{x}_i}^{a(x_i)} p_k^{a,b}(\hat{x}_i), \tag{A.7}
\]
and
\[
RL_{x_i,x_R+\delta}^{a(x)} L_j(x_i) = \left(\frac{x_R-x_L+2\delta}{2}\right)^{-a(x_i)} \sum_{k=0}^{M'} \ell^a_k RL_{\hat{x}_i}^{a(x_i)} p_k^{a,b}(\hat{x}_i). \tag{A.8}
\]
Let $M' = P$. We have

$$\begin{cases} (D_L^b)_{ij} = P_L^{a,b,i} \ell_j, \\ (D_R^b)_{ij} = P_R^{a,b,i} \ell_j, \end{cases} (A.9)$$

where $\ell^j = [\ell^j_0, \ldots, \ell^j_P]$, $P_L^{a,b,i} = [P_{L,0}^{a,b,i}, \ldots, P_{L,P}^{a,b,i}]$, $P_R^{a,b,i} = [\hat{P}_{R,0}^{a,b,i}, \ldots, \hat{P}_{R,P}^{a,b,i}]$ with

$$\hat{P}_{L,i}^{a,b} = \left( \frac{x_R - x_L + 2\delta}{2} \right)^{-\alpha(x_i)} -1 \hat{\mathcal{D}}^a_i(\hat{x}_i),$$

and

$$\hat{P}_{R,i}^{a,b} = \left( \frac{x_R - x_L + 2\delta}{2} \right)^{-\alpha(x_i)} \hat{\mathcal{D}}^a_i(\hat{x}_i).$$

It remains to evaluate Riemann-Liouville derivatives of Jacobi polynomials. Utilizing recursive relations of Jacobi polynomials, the recursive formulæ for the left-sided Riemann-Liouville derivative of Jacobi polynomials are given as [24, 43],

$$-1 \mathcal{D}_\hat{x}^a(x) \ p^a_0(\hat{x}) = \frac{\hat{x} + 1 - a(x)}{\Gamma(1 - a(x))},$$

$$-1 \mathcal{D}_\hat{x}^a(x) \ p^a_1(\hat{x}) = \frac{a + b + 2(\hat{x} + 1) - a(x)}{2 \Gamma(2 - a(x))} - (b + 1) \frac{(\hat{x} + 1) - a(x)}{\Gamma(1 - a(x))},$$

and

$$-1 \mathcal{D}_\hat{x}^a(x) \ p^a_{j+1}(\hat{x}) = A_{j+1}^{a,b} \hat{D}_{\hat{x}}^{a} \ p^a_j(\hat{x}) + \frac{A_{j+1}^{a,b}}{1 + (n - a(x)) A_{j+1}^{a,b} C_{j+1}^{a,b}} \left[ \hat{x} \mathcal{D}_\hat{x}^{n-a(x)} q^{a,b}_j(\hat{x}) \right] - \frac{B_j^{a,b}}{1 + (n - a(x)) A_{j}^{a,b} C_{j}^{a,b}} \left[ \hat{x} \mathcal{D}_\hat{x}^{n-a(x)} q^{a,b}_j(\hat{x}) \right] + \frac{C_j^{a,b}}{1 + (n - a(x)) A_{j}^{a,b} C_{j}^{a,b}} \left[ \hat{x} \mathcal{D}_\hat{x}^{n-a(x)} q^{a,b}_j(\hat{x}) \right] + A_{j+1}^{a,b} \left[ \hat{A}_{j+1}^{a,b} p^{a,b}_{j+1}(-1) + \hat{B}_{j+1}^{a,b} p^{a,b}_{j+1}(-1) + \hat{C}_{j+1}^{a,b} p^{a,b}_{j+1}(-1) \right] \frac{(\hat{x} + 1) - a(x)}{\Gamma(1 - a(x))}.$$ (A.14)

Here the coefficients are given by

$$\begin{cases} A_{j}^{a,b} = \frac{(2j + a + b + 1)(2j + a + b + 2)}{2(j+1)(j+a+b+1)}, \\ B_j^{a,b} = \frac{(b^2 - a^2)(2j + a + b + 1)}{2(j+1)(j+a+b+1)(2j+a+b)}, \\ C_j^{a,b} = \frac{(j+a)(j+b)(2j+a+b+2)}{(j+1)(j+a+b+1)(2j+a+b)}. \end{cases} (A.15)$$
and
\[
\begin{align*}
\hat{A}_{j}^{a,b} &= \frac{-2(j+a)(j+b)}{(j+a+b)(2j+a+b)(2j+a+b+1)}, \\
\hat{B}_{j}^{a,b} &= \frac{2(a-b)}{(2j+a+b)(2j+a+b+2)}, \\
\hat{C}_{j}^{a,b} &= \frac{2(j+a+b+1)}{(2j+a+b+1)(2j+a+b+2)}.
\end{align*}
\] (A.16)

We can similarly derive the right-sided Riemann-Liouville derivative for Jacobi polynomials as follows,
\[
\begin{align*}
\mathcal{R}_{x}^{a(x)} D_{1}^{a}\ p_{0}^{a,b}(\hat{x}) &= \frac{(1-\hat{x})^{-a(x)}}{\Gamma(1-a(x))}, \\
\mathcal{R}_{x}^{a(x)} D_{1}^{a}\ p_{1}^{a,b}(\hat{x}) &= -\frac{a+b+2}{2} \frac{(1-\hat{x})^{1-a(x)}}{\Gamma(2-a(x))} + \frac{a+1}{\Gamma(1-a(x))},
\end{align*}
\] (A.17) and
\[
\begin{align*}
\mathcal{R}_{x}^{a(x)} D_{1}^{a}\ p_{j+1}^{a,b}(\hat{x}) &= \frac{(-1)^{n} A_{j}^{a,b} }{1+(n-a(x)) A_{j}^{a,b} C_{j}^{a,b}} \frac{\mathrm{d}^{n}}{\mathrm{d}\hat{x}^{n}} \mathcal{R}_{x}^{a(x)} D_{1}^{a}\ p_{j}^{a,b}(\hat{x}) \\
&- \frac{B_{j}^{a,b} + (n-a(x)) A_{j}^{a,b} B_{j}^{a,b} }{1+(n-a(x)) A_{j}^{a,b} C_{j}^{a,b}} \mathcal{R}_{x}^{a(x)} D_{1}^{a}\ p_{j}^{a,b}(\hat{x}) \\
&- \frac{C_{j}^{a,b} + (n-a(x)) A_{j}^{a,b} A_{j}^{a,b} }{1+(n-a(x)) A_{j}^{a,b} C_{j}^{a,b}} \mathcal{R}_{x}^{a(x)} D_{1}^{a}\ p_{j+1}^{a,b}(\hat{x}) \\
&+ \frac{(n-a(x)) A_{j}^{a,b} (A_{j}^{a,b} p_{j}^{a,b}(1) + B_{j}^{a,b} p_{j}^{a,b}(1) + C_{j}^{a,b} p_{j+1}^{a,b}(1))}{\Gamma(1-a(x)) \left[1+(n-a(x)) A_{j}^{a,b} C_{j}^{a,b}\right]} (1-\hat{x})^{-a(x)}.
\end{align*}
\] (A.19)

A.2 Spatial discretization in the two-dimensional case

Let \(f(x,y)\) be suitably smooth with \((x,y) \in [x_L - \delta, x_R + \delta] \times [y_L - \delta, y_R + \delta]\). Assume that \(f(x,y)\) can be approximated by the series
\[
f_{P_x,P_y}(x,y) = \sum_{i=0}^{P_x} \sum_{j=0}^{P_y} f_{i,j} L_{i}(x) L_{j}(y).
\] (A.20)

Here \(\{L_{i}(x)\}_{i=0}^{P_x}\) and \(\{L_{j}(y)\}_{j=0}^{P_y}\) are Lagrange interpolation basis corresponding to the collocation points \((x_i,y_j)\) with \(\{x_L - \delta = x_0 < x_1 < \cdots < x_{P_x-1} < x_{P_x} = x_R + \delta\} \) and \(\{y_L - \delta = \)
Furthermore, if \( f(x,y) \) satisfies homogeneous Dirichlet boundary conditions, its Riemann-Liouville derivatives at the interior collocation points \((x_i, y_j)\) have the following matrix forms,

\[
\begin{bmatrix}
RL_{x_{1-\delta}}D_{x_1}^{\delta(x_1)} f(x_1, y_1) & \cdots & RL_{x_{1-\delta}}D_{x_1}^{\delta(x_1)} f(x_1, y_{P_y-1}) \\
\vdots & \ddots & \vdots \\
RL_{x_{P_x-1-\delta}}D_{x_{P_x-1}}^{\delta(x_{P_x-1})} f(x_{P_x-1}, y_1) & \cdots & RL_{x_{P_x-1-\delta}}D_{x_{P_x-1}}^{\delta(x_{P_x-1})} f(x_{P_x-1}, y_{P_y-1}) \\
\end{bmatrix} \approx \tilde{D}_l^{x} f, \quad (A.23)
\]

\[
\begin{bmatrix}
RL_{y_{1-\delta}}D_{y_1}^{\delta(y_1)} f(x_1, y_1) & \cdots & RL_{y_{1-\delta}}D_{y_1}^{\delta(y_1)} f(x_{P_x-1}, y_1) \\
\vdots & \ddots & \vdots \\
RL_{y_{P_y-1-\delta}}D_{y_{P_y-1}}^{\delta(y_{P_y-1})} f(x_{P_x-1}, y_1) & \cdots & RL_{y_{P_y-1-\delta}}D_{y_{P_y-1}}^{\delta(y_{P_y-1})} f(x_{P_x-1}, y_{P_y-1}) \\
\end{bmatrix} \approx \tilde{D}_l^{y} f, \quad (A.24)
\]

and

\[
\begin{bmatrix}
RL_{y_{R+\delta}}D_{y_R}^{\delta(y_R)} f(x_1, y_1) & \cdots & RL_{y_{R+\delta}}D_{y_R}^{\delta(y_R)} f(x_{P_x-1}, y_1) \\
\vdots & \ddots & \vdots \\
RL_{y_{P_y-1+\delta}}D_{y_{P_y-1}}^{\delta(y_{P_y-1})} f(x_{P_x-1}, y_1) & \cdots & RL_{y_{P_y-1+\delta}}D_{y_{P_y-1}}^{\delta(y_{P_y-1})} f(x_{P_x-1}, y_{P_y-1}) \\
\end{bmatrix} \approx f(\tilde{D}_R^\delta)^\top, \quad (A.25)
\]

and

\[
\begin{bmatrix}
RL_{x_{R+\delta}}D_{x_R}^{\delta(x_R)} f(x_1, y_1) & \cdots & RL_{x_{R+\delta}}D_{x_R}^{\delta(x_R)} f(x_{P_x-1}, y_1) \\
\vdots & \ddots & \vdots \\
RL_{y_{R+\delta}}D_{y_R}^{\delta(y_R)} f(x_1, y_1) & \cdots & RL_{y_{R+\delta}}D_{y_R}^{\delta(y_R)} f(x_{P_x-1}, y_1) \\
\end{bmatrix} \approx f(\tilde{D}_R^\delta)^\top. \quad (A.26)
\]
Here $\tilde{D}^\alpha_L, \tilde{D}^\alpha_R, \bar{D}^\beta_L,$ and $\bar{D}^\beta_R$ are fractional differential matrices with respect to $x$ and $y$ that introduced in Section A.1. Also, $f$ is defined by

$$f = \begin{bmatrix} f_{1,1} & f_{1,2} & \cdots & f_{1,p_y-2} & f_{1,p_y-1} \\ f_{2,1} & f_{2,2} & \cdots & f_{2,p_y-2} & f_{2,p_y-1} \\ \vdots & \vdots & \ddots & \vdots & \vdots \\ f_{p_x-2,1} & f_{p_x-2,2} & \cdots & f_{p_x-2,p_y-2} & f_{p_x-2,p_y-1} \\ f_{p_x-1,1} & f_{p_x-1,2} & \cdots & f_{p_x-1,p_y-2} & f_{p_x-1,p_y-1} \end{bmatrix}. \quad \text{(A.27)}$$

### A.3 Fully discrete schemes

In order to discretize Eqs. (2.4) and (2.5) with $|V| = 1$, we assume that the solution $u(x,t)$ at $t = t_n$ has the following Lagrange interpolation,

$$u(x,t_n) \approx u_P(x,t_n) = \sum_{j=0}^{p} u_P(x_j,t_n) L_j(x). \quad \text{(A.28)}$$

When the spatial discretization is based on the spectral collocation method and the time discretization is based on the Crank-Nicolson formula, the fully discrete schemes for Eqs. (2.4) and (2.5) with $|V| = 1$ are given by

$$\frac{u^{n+1} - u^n}{\tau} = \frac{1}{2} D^\alpha_R \left( u^{n+1} + u^n \right), \quad \text{(A.29)}$$

$$\frac{u^{n+1} - u^n}{\tau} = \frac{1}{2} D^\alpha_L \left( u^{n+1} + u^n \right). \quad \text{(A.30)}$$

The corresponding matrices forms are

$$u^{n+1} = \left[ I - \frac{\tau}{2} D^\alpha_R \right]^{-1} \left[ \left( I + \frac{\tau}{2} D^\alpha_R \right) u^n \right], \quad \text{(A.31)}$$

$$u^{n+1} = \left[ I - \frac{\tau}{2} D^\alpha_L \right]^{-1} \left[ \left( I + \frac{\tau}{2} D^\alpha_L \right) u^n \right], \quad \text{(A.32)}$$

respectively. Here $u^n = [u^n_{1\tau}, \ldots, u^n_{p\tau-1}]^T$ with $u^n_P = u_P(x_j,t_n)$.

In order to discretize Eq. (3.9) with $c = 1$, we assume that

$$V(x,t_n) \approx V_P(x,t_n) = \sum_{j=0}^{p} V_P(x_j,t_n) L_j(x), \quad \text{(A.33)}$$

and

$$W(x,t_n) \approx W_P(x,t_n) = \sum_{j=0}^{p} W_P(x_j,t_n) L_j(x). \quad \text{(A.34)}$$
If the time derivative is discretized by the Crank-Nicolson formula and the space fractional derivatives are evaluated by the spectral collocation method, the corresponding fully discrete scheme for Eq. (3.9) with \( c = 1 \) is given by

\[
\begin{align*}
\frac{V^{n+1} - V^n}{\tau} &= \frac{1}{2} D^\theta_L \left( V^{n+1} + V^n \right), \\
\frac{W^{n+1} - W^n}{\tau} &= \frac{1}{2} D^\theta_R \left( W^{n+1} + W^n \right).
\end{align*}
\]

(A.35)

Equivalently, the fully discrete scheme (A.35) can be written as

\[
\begin{align*}
V^{n+1} &= \left[ I - \frac{\tau}{2} D^\theta_L \right]^{-1} \left( I + \frac{\tau}{2} D^\theta_L \right) V^n, \\
W^{n+1} &= \left[ I - \frac{\tau}{2} D^\theta_R \right]^{-1} \left( I + \frac{\tau}{2} D^\theta_R \right) W^n.
\end{align*}
\]

(A.36)

Here \( V^n = [V^n_1, \cdots, V^n_{n-1}]^T \) and \( W^n = [W^n_1, \cdots, W^n_{n-1}]^T \) with \( V^n_j = V_P(x_j, t^n) \) and \( W^n_j = W_P(x_j, t^n) \).

Let the time derivative be discretized by the two-step Adams–Bashforth and the space derivatives be approximated by the spectral collocation method. The fully discrete scheme for Eq. (4.3) with \( c = 1 \) reads,

\[
\begin{align*}
v^1 &= v^0 + \frac{\tau}{2} \left[ \tilde{D}_L^\theta + \tilde{D}_R^\theta \right] v^0 + \frac{\tau}{2} \left[ \tilde{D}_L^\theta + \tilde{D}_R^\theta \right]^T, \\
&+ \frac{\tau}{2} \left[ \tilde{D}_L^\theta - \tilde{D}_R^\theta \right] w^0_1 + \frac{\tau}{2} \left[ \tilde{D}_L^\theta - \tilde{D}_R^\theta \right]^T, \\
w_1^1 &= w_1^0 + \frac{\tau}{2} \left[ \tilde{D}_L^\theta - \tilde{D}_R^\theta \right] v^0_1 + \frac{\tau}{2} \left[ \tilde{D}_L^\theta + \tilde{D}_R^\theta \right] w^0_1, \\
w_2^1 &= w_2^0 + \frac{\tau}{2} \left[ \tilde{D}_L^\theta - \tilde{D}_R^\theta \right]^T + \frac{\tau}{2} \left[ \tilde{D}_L^\theta + \tilde{D}_R^\theta \right]^T,
\end{align*}
\]

(A.37)

and for \( n \geq 1 \),

\[
\begin{align*}
v^{n+1} &= v^n + \frac{\tau}{2} \left[ \tilde{D}_L^\theta + \tilde{D}_R^\theta \right] \left( \frac{3}{2} v^n - \frac{1}{2} v^{n-1} \right) + \frac{\tau}{2} \left( \frac{3}{2} v^n - \frac{1}{2} v^{n-1} \right) \left[ \tilde{D}_L^\theta + \tilde{D}_R^\theta \right]^T, \\
&+ \frac{\tau}{2} \left[ \tilde{D}_L^\theta - \tilde{D}_R^\theta \right] \left( \frac{3}{2} w^n_1 - \frac{1}{2} w^{n-1}_1 \right) + \frac{\tau}{2} \left( \frac{3}{2} w^n_1 - \frac{1}{2} w^{n-1}_1 \right) \left[ \tilde{D}_L^\theta - \tilde{D}_R^\theta \right]^T, \\
w_1^{n+1} &= w_1^n + \frac{\tau}{2} \left[ \tilde{D}_L^\theta - \tilde{D}_R^\theta \right] \left( \frac{3}{2} v^n - \frac{1}{2} v^{n-1} \right) + \frac{\tau}{2} \left[ \tilde{D}_L^\theta + \tilde{D}_R^\theta \right] \left( \frac{3}{2} w^n_1 - \frac{1}{2} w^{n-1}_1 \right), \\
w_2^{n+1} &= w_2^n + \frac{\tau}{2} \left( \frac{3}{2} v^n - \frac{1}{2} v^{n-1} \right) \left[ \tilde{D}_L^\theta - \tilde{D}_R^\theta \right]^T + \frac{\tau}{2} \left( \frac{3}{2} w^n_1 - \frac{1}{2} w^{n-1}_1 \right) \left[ \tilde{D}_L^\theta + \tilde{D}_R^\theta \right]^T.
\end{align*}
\]

(A.38)
B Perfectly matched layers (PMLs) in two dimensions

Following [35], the PML for coupled two-dimensional scalar wave equation (4.2) is given as

\[
\begin{align*}
\frac{\partial v}{\partial t} &= c \frac{\partial}{\partial x} w_1 + c \frac{\partial}{\partial y} w_2 - (\sigma_x + \sigma_y)v + c \sigma_x \frac{\partial}{\partial y} Q + c \sigma_y \frac{\partial}{\partial x} R, \\
\frac{\partial w_1}{\partial t} &= c \frac{\partial}{\partial x} v - \sigma_x w_1, \\
\frac{\partial w_2}{\partial t} &= c \frac{\partial}{\partial y} v - \sigma_y w_2, \\
\frac{\partial Q}{\partial t} &= w_2, \\
\frac{\partial R}{\partial t} &= w_1,
\end{align*}
\]

(B.1)

where \( v = \frac{\partial}{\partial t} u \), \( w_1 = \frac{\partial}{\partial x} u \), \( w_2 = \frac{\partial}{\partial y} u \), and \( Q(x,y,0) = R(x,y,0) = 0 \). Here, the homogeneous Dirichlet boundary conditions are imposed. The damping functions \( \sigma_x(x) \) and \( \sigma_y(y) \) are defined as

\[
\sigma_x(x) = \begin{cases} 
\frac{x - x_L}{\delta} \eta, & x \in [x_L - \delta, x_L), \\
0, & x \in [x_L, x_R], \\
\frac{x - x_R}{\delta} \eta, & x \in (x_R, x_R + \delta],
\end{cases}
\]

(B.2)

and

\[
\sigma_y(y) = \begin{cases} 
\frac{y - y_L}{\delta} \eta, & y \in [y_L - \delta, y_L), \\
0, & y \in [y_L, y_R], \\
\frac{y - y_R}{\delta} \eta, & y \in (y_R, y_R + \delta],
\end{cases}
\]

(B.3)

with \( \eta \geq 0 \) being the attenuation constant.

There is a trade-off between the thickness of the PML and the coefficient \( \eta \). Larger \( \eta \) is needed for thinner \( \delta \) to achieve better attenuation, while it will result in more numerical reflection. In the numerical simulation, we try to balance the thin PML \( \delta = 0.5 \) and the coefficient \( \eta \). We choose \( \eta = 8 \) after finely tuning the parameter.
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