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Abstract. The large time decay rates of a transmission problem coupling heat and wave equations on a planar network is discussed.

When all edges evolve according to the heat equation, the uniform exponential decay holds. By the contrary, we show the lack of uniform stability, based on a Geometric Optics high frequency asymptotic expansion, whenever the network involves at least one wave equation.

The (slow) decay rate of this system is further discussed for star-shaped networks. When only one wave equation is present in the network, by the frequency domain approach together with multipliers, we derive a sharp polynomial decay rate. When the network involves more than one wave equation, a weakened observability estimate is obtained, based on which, polynomial and logarithmic decay rates are deduced for smooth initial conditions under certain irrationality conditions on the lengths of the strings entering in the network. These decay rates are intrinsically determined by the wave equations entering in the system and are independent on the heat equations.

1. Introduction. In recent years, hyperbolic-parabolic coupled models have been studied extensively due to their applications in analyzing fluid-structure interactions, which are crucial in many scientific and engineering areas, such as airflow along the aircraft, deformation of heart valves, the process of mixing and so on (see
The simplest model in this context is constituted by a \(1-d\) wave equation coupled with a \(1-d\) heat equation at a point interface (see Fig. 1):

\[
\begin{align*}
\theta_t(x, t) - \theta_{xx}(x, t) &= 0, \quad x \in (-1, 0), \quad t > 0, \\
u_{tt}(x, t) - u_{xx}(x, t) &= 0, \quad x \in (0, 1), \quad t > 0, \\
\theta(-1, t) &= u(1, t) = 0, \quad t > 0, \\
\theta(0, t) &= u(0, t), \quad \theta_x(0, t) = u_x(0, t), \quad t > 0.
\end{align*}
\]

In system above, the heat and wave components are coupled at \(x = 0\) through transmission conditions ensuring continuity. Two different types of PDEs are coupled only at one point, making the analysis of the qualitative properties of the system like decay rates or controllability delicate to analyze. Zuazua in [32] proved the null controllability of this system with boundary control acting through the wave equation at \(x = 1\) by the sidewise method for wave part and Carleman estimate for heat part. Zhang and Zuazua in [29] got the sharp polynomial decay rate for system (1), and further obtained the null controllability with control acting through the heat part at \(x = -1\) by the spectral properties. We also refer to [30] for heat-wave system with another transmission condition and [25], [31] for multi-dimensional ones.

The results above on system (1) explain the heat-wave interaction through one single transmission point. The same issues then arise along networks in which various wave and heat equations interact through some joint nodes along a planar network (see Fig. 2 for example). It can be considered as a simplified dynamical model for the interaction of 1-d multi-connected fluids and elastic structures via the interfaces (common nodes).

The main purpose of this paper is to analyze the long time behavior of this kind of networks to explain to which extent the heat components induce decay properties of the energy of the system and how it depends on the topology of the network, the number theoretical conditions of the lengths of the segments, and the location of the heat components. We shall especially focus on the star-shaped heat-wave networks as in Fig. 2. But more general networks will also be discussed.

Firstly, let us describe the transmission problem on star-shaped network in detail. Denote by \(e_j, \ j = 1, 2, \ldots, N\) the curves with the interval \((0, \ell_j), \ \ell_j > 0\). Assume that the heat equations arise on the intervals \((0, \ell_k), \ k = 1, 2, \ldots, N_1, \ 1 \leq N_1 < N\) in the network with state \(\theta_k\), respectively; the wave equations hold on the intervals \((0, \ell_j), \ j = N_1 + 1, N_1 + 2, \ldots, N\) with state \((u_j, u_{j,t})\). Assume that the Dirichlet conditions are fulfilled at the exterior nodes and the geometrical continuity is satisfied at the common node of the network. Then we get the following heat-wave
system on star-shaped network:

$$\begin{cases}
\theta_{k,t}(x,t) - \theta_{k,xx}(x,t) = 0, \ x \in (0, \ell_k), \ k = 1, 2, \ldots, N_1, \ t > 0, \\
u_{j,t}(x,t) - u_{j,xx}(x,t) = 0, \ x \in (0, \ell_j), \ j = N_1 + 1, N_1 + 2, \ldots N, \ t > 0, \\
\theta_k(\ell_k, t) = u_j(0, t), \ \forall k = 1, 2, \ldots, N_1, \ j = N_1 + 1, N_1 + 2, \ldots, N, \ t > 0, \\
\theta_k(0, t) = u_j(0, t), \ \forall k = 1, 2, \ldots, N_1, \ j = N_1 + 1, N_1 + 2, \ldots, N,
\end{cases}$$

where $((\theta^0_k)_{k=1}^{N_1}, (u^0_j)_{j=N_1+1}^{N_1}, (u^1_j)_{j=N_1+1}^{N_1})$ is the given initial state.

**Remark 1.** We can see that system (1) mentioned above can be considered as a special case of this network (2), that is, if $N_1 = 1, N = 2$, then the network becomes (1).

System (2) can be rewritten as an abstract Cauchy problem in some appropriate Hilbert space $\mathcal{H}$ as we will see later:

$$\begin{cases}
\frac{dU(t)}{dt} = AU(t), \ t > 0, \\
U(0) = U_0,
\end{cases}$$

where $U(t) = (\theta, u, u_t)^T$ and $U(0) = (\theta^0, u^0, u^{(1)})^T \in \mathcal{H}$ is given. It can be proved easily that $A$ generates a $C_0$ semigroup by the classic semigroup theory.

The energy of system (2) is defined as follows:

$$E(t) = \frac{1}{2} \sum_{k=1}^{N_1} \int_0^{\ell_k} |\theta_{k,x}|^2 dx + \frac{1}{2} \sum_{j=N_1+1}^{N} \int_0^{\ell_j} (|u_{j,x}|^2 + |u_{j,t}|^2) dx.$$

It satisfies

$$\frac{dE(t)}{dt} = - \sum_{k=1}^{N_1} \int_0^{\ell_k} |\theta_{k,t}|^2 dx \leq 0,$$

and therefore the energy is decreasing.
Based on the dissipation law (5), a sufficient and necessary condition for the
strong asymptotic stability of system (2) is given in this work. Moreover, from (5),
we also find that the dissipative mechanism only acts on the heat components of
the network, and affects the wave parts through the common node. This inspires
us to further analyze that whether or not the more heat equations are present the
networks can lead to the better decay rate of system (2), especially the exponential
decay rate, i.e., whether there exist constants $C > 0$ and $\beta > 0$ satisfying

$$E(t) \leq C E(0) e^{-\beta t}, \forall t > 0,$$

for all solution to (2).

Note however that, due to the fact that the exponential decay rate fails to hold
even in the simplest case of system (1), it is not expected to occur for more general
networks either. In fact, the main results of the paper show that this exponential
decay rate never occurs. Accordingly, our analysis will be devoted to prove slow
decay properties for smooth solutions.

In recent years, there has been an extensive literature on the controllability and
decay rate for PDEs’ networks with boundary controls, such as wave networks, para-
bolic networks and so on. We refer, for instance, [9] for the boundary controllability
of many kinds of general wave networks by the HUM method; [1], [2], [15] for the
explicit decay rates with star and tree shape structures based on the observability
estimates; [6], [11], [12], [20] and [28] for the spectral properties of wave and beam
networks; [7] for solvability of parabolic networks; and [23], [13] where the stabil-
ity is discussed for the networks with boundary time delay inputs. Nevertheless,
heat-wave networks are different from the pure hyperbolic or parabolic ones because
of the heat-wave coupling at joint nodes. Especially, the techniques developed to
analyze the observability of pure wave or heat networks, usually can not deal with
both of them in a unified way. As far as the authors know, at present, there is no
result considering the long time behavior of the heat-wave system on networks.

The first topic we address in this work is to show the non-uniform decay of heat-
wave networks, no matter what shapes the networks are, as long as at least one
wave equations is involved in the networks. We mainly prove it by building a local
approximate ray-like solutions, by means of a careful analysis on the interaction of
the wave and heat-like solutions at the joint nodes. Our method is based on the
high frequency asymptotic expansion in Geometric Optics (see [25]). We get that
the energy of such ray-like solutions is mainly concentrated in the wave parts of
the networks and almost completely reflected back to wave parts at the joint nodes,
which implies that the norm of the semigroup $S(t)$ corresponding to the heat-wave
networks always equal to 1 for any given $t > 0; and hence uniform decay rate fails.
Moreover, this kind of ray-like solutions can be built independent of the topology of
the graph, which is in agreement with what is known for the coupling of one single
wave equation with one single heat equation.

In view of the negative result on exponential decay, it is natural to further address
whether or not the dissipative mechanism in heat-wave networks can produce some
slow decay rates, such as polynomial and logarithmical decay under smooth initial
conditions. The spectrum of PDEs in networks is hard to be calculated, especially
when the mutual ratios of the lengths of each edge in the network are irrational
numbers, since the asymptotic spectra contain different branches, very close to
each other. Hence, the approach based on spectral analysis, which works well to
achieve the polynomial decay rate for heat-wave system with the simple structure in
Fig. 1 (see [5], [6]), cannot be applied to analyze the decay rate of general heat-wave networks. Thus, other methods have to be developed.

We mainly consider the decay rate of star-shaped network (2) and divide the problem into two cases:

Case 1) \( N - N_1 = 1 \), Case 2) \( N - N_1 \geq 2 \).

For Case 1), we analyze its decay rate by estimating carefully the norm of the resolvent operator along the imaginary axis. Some multipliers are constructed to help us derive a sharp polynomial decay rate. Especially, the sharpness of the obtained decay rate does not change no matter how many heat equations involved, as long as only one wave equation is present in the network.

For Case 2), the polynomial and logarithmic decay rates are derived under smooth initial conditions, based on different properties of the wave equations entering in the network, respectively. To do this, we deduce a weakened observability inequality for system (2), by means of the energy estimate and some known observability results for pure wave networks (see [9]). In this case we do not use resolvent estimates as in Case 1. Contrarily to Case 1, when more than one wave equation is involved in the network, it is difficult to transfer the dissipative effect from the heat components to the wave ones by the transmission conditions at the common node, so as to obtain estimates on the resolvent operator along the imaginary axis. In fact, the relationship between the decay rate and the lengths of the wave edges in the network is delicate and difficult to identify by means of a frequency domain analysis. This can be done using the observability inequality. As we will see later, the decay rate of the network depends on the Diophantine properties of the mutual ratios of the lengths of the wave edges.

It should be noted that although we focus on discussing the decay rate of heat-wave network with star-shaped structure, the methods also can be adapted to the transmission problem between heat and wave equations on tree-shaped or more complex networks. Hence, we also present some results on decay rate for more general planar networks, which can be derived easily out of the techniques proposed in this paper.

The results on this paper yield further light on the decay properties of damped systems of vibrating networks. Further analysis is still required to handle other models such as those in which the heat equations entering in the network are replaced by the system of thermoelasticity.

The rest of the paper is organized as follows. In Section 2, we consider system (2) in an appropriate functional setting. The well-posedness and strong stability are derived. Section 3 is devoted to show that the energy of heat-wave networks can not achieve exponential decay rate. In Section 4, we show the sharp polynomial decay rate of star-shaped network (2) which contains only one wave equation \( (N - N_1 = 1) \). Section 5 is devoted to analyze the decay rate of system (2) for the case involved more than one wave equation \( (N - N_1 \geq 2) \). In Section 6, more general planar networks are considered.

2. Well-posedness and strong stability. In this section, we shall consider system (2) in an appropriate well-posedness space and discuss the strong asymptotic stability of it. Define

\[
L^2(\Omega_h) = \{ f = (f_j)_{j=1}^{N_1}, f_j \in L^2(0, \ell_j), \forall j = 1, 2, \ldots, N_1 \},
\]

\[
L^2(\Omega_w) = \{ f = (f_j)_{j=N_1+1}^{N}, f_j \in L^2(0, \ell_j), \forall j = N_1 + 1, N_1 + 2, \ldots, N \},
\]
Theorem 2.1. Let \( A \) be defined as before. Then \( A \) generates a \( C_0 \) semigroup of contractions on \( \mathcal{H} \). Moreover, the energy of the system decays to zero as \( t \to \infty \), if and only if one of the following two conditions is fulfilled,

1. \( N - N_1 = 1 \);
2. \( N - N_1 \geq 2 \) and \( \ell_i / \ell_j \notin Q \), \( i, j = N_1 + 1, N_1 + 2, \cdots, N \), \( i \neq j \).

Proof. Since the well-posedness of system (2) can be proved by the standard semigroup methods (see [11], [12], [24]), we omit it. Hence, we focus on proving the rest part of this theorem. The Proof by contradiction is mainly used here.

"\( \Rightarrow \" If the energy of the system does not decay, then due to the Lyubich-Phong strong stability theorem (see [19]), we have that there exists at least one \( \lambda_0 = i \sigma \in \sigma(A) \), \( \sigma \in \mathbb{R} \), \( \sigma \neq 0 \) on the imaginary axis. Assume that \( W \in \mathcal{D}(A) \) is an eigenvector of \( \mathcal{A} \) corresponding to \( \lambda_0 \), where

\[
W = \left( \begin{array}{c}
(\theta_k)_{k=1}^{N_1}, (u_j)_{j=N_1+1}^{N} \\
\lambda_0 (u_j)_{j=N_1+1}^{N}
\end{array} \right)^T.
\]
We get
\[ 0 = \Re \lambda_0 \| W \|^2_H = \Re (AW,W)_H = -\lambda_0^2 \sum_{k=1}^{N_1} \int_0^\ell_k \theta_k^2 dx = -\sum_{k=1}^{N_1} \int_0^\ell_k (\theta_{k,xx})^2 dx, \]
which yields \( \theta_k = \theta_{k,xx} = 0, \ k = 1, 2, \cdots, N_1 \). Then by the boundary conditions and transmission conditions in (2), \( \theta_k(x) \) and \( u_j(x) \) satisfy the following equations:
\[
\begin{cases}
\theta_k(x) = 0, & k = 1, 2, \cdots, N_1, \\
\lambda_0^2 u_j - u_{j,xx} = 0, & j = N_1 + 1, N_1 + 2, \cdots, N, \\
u_j(\ell_j) = u_j(0) = 0, & j = N_1 + 1, N_1 + 2, \cdots, N,
\end{cases}
\]
(6)

If \( N-N_1 = 1 \), then by the last equation in (6), we get \( u_{N,x}(0) = 0 \), which together with \( u_N(0) = 0 \) implies \( u_N(x) = 0 \). Thus \( (\theta, u, \lambda_0 u) = 0 \). It is a contradiction, since \( (\theta, u, \lambda_0 u) = 0 \) is an eigenvector corresponding to \( \lambda_0 \).

If \( N-N_1 \geq 2 \), then by a direct calculation, we get \( u_j = c_j \sinh \lambda_0 x, \ j = N_1 + 1, N_1 + 2, \cdots, N \), which satisfy
\[
c_j \sinh \lambda_0 \ell_j = 0, \ j = N_1 + 1, N_1 + 2, \cdots, N, \quad \text{and} \quad \sum_{j=N_1+1}^{N} c_j = 0.
\]
Note that there are at least \( c_{j_1}, c_{j_2} \neq 0 \) for some \( j_1, j_2 \geq N_1 + 1 \), since \( (\theta, u, \lambda_0 u) \) is the eigenvector corresponding to \( \lambda_0 \). Hence, \( \sinh \lambda_0 \ell_{j_1} = \sinh \lambda_0 \ell_{j_2} = 0 \), which deduces that \( \ell_{j_2} / \ell_{j_1} \in Q \). It contradicts to the condition 2) in Theorem 2.1.

If there exist \( i_0, j_0 \) satisfying \( N_1 + 1 \leq i_0, j_0 \leq N, \ \ell_{i_0} / \ell_{j_0} = \frac{p}{q}, \ p, q \) are nonzero integers, then it is easy to check that \( \left( (0)_{i_0}^{N_1}, (\tilde{u}_j(x))_{j=N_1+1}^N, \lambda_0 (\tilde{u}_j(x))_{j=N_1+1}^N \right) \) is an eigenvector corresponding to eigenvalue \( \lambda_0 = \frac{p\pi}{\ell_{i_0}} = \frac{q\pi}{\ell_{j_0}} \), in which
\[
\tilde{u}_{i_0}(x) = \sin \left( \frac{p\pi x}{\ell_{i_0}} \right), \quad \tilde{u}_{j_0}(x) = -\sin \left( \frac{q\pi x}{\ell_{j_0}} \right) \quad \text{and} \quad u_j(x) = 0, \ \forall N_1+1 \leq j \leq N, j \neq i_0, j_0.
\]
Note that the above eigenvector is sinusoidal wave concentrated in the wave equations, without any support in the heat ones. Thus we can build the solution \( (\theta_k(x,t))_{k=1}^{N_1}, (u_j(x,t))_{j=N_1+1}^N \) to system (2), such that
\[
\theta_k(x,t) = 0, \ k = 1, 2, \cdots, N_1, \ u_{i_0}(x,t) = \tilde{u}_{i_0}(x) \cos \left( \frac{p\pi t}{\ell_{i_0}} \right), \ u_{j_0}(x,t) = \tilde{u}_{j_0}(x) \cos \left( \frac{q\pi t}{\ell_{j_0}} \right)
\]
and \( u_j(x,t) = 0, \ N_1 + 1 \leq j \leq N, j \neq i_0, j_0 \). Based on the construction of the above solution, we get \( E(t) = E(0), \ t \geq 0 \), which is a contradiction to that the energy of system decays to zero as \( t \to \infty \). Hence, \( \ell_i / \ell_j \notin Q, \ i, j = N_1 + 1, N_1 + 2, \cdots, N, \ i \neq j \).

\textbf{Remark 2.} Note that Theorem 2.1 give a sufficient and necessary condition for the strong stability of this system. Thus, we always assume that the conditions in Theorem 2.1 are fulfilled, when discussing the decay rate of system (2).

3. Lack of exponential decay rate. This section is devoted to show the lack of exponential decay of heat-wave networks. We have the following result.

\textbf{Theorem 3.1.} The energy of system (2) does not decay exponentially as \( t \to \infty \), as soon as the network involves at least one wave equation.
Proof. By means of WKB asymptotic analysis (see [25], [5]), we construct a kind of local ray-like approximate solutions for heat-wave networks, based on which, we will show that this kind of solutions does not decay exponentially. Thus, the heat-wave local ray-like approximate solutions for heat-wave networks, based on which, we will show the following transmission problem on one joint node in the networks:

\[
\begin{align*}
\theta_{k,x}(x, t) - \theta_{k,xx}(x, t) &= 0, \quad x \in (0, \ell_k), \quad k = 1, 2, \cdots, N_1, \quad t > 0, \\
u_{j,tt}(x, t) - u_{j,xx}(x, t) &= 0, \quad x \in (0, \ell_j), \quad j = N_1 + 1, N_1 + 2, \cdots, N, \quad t > 0, \\
\theta_k(0, t) &= u_j(0, t), \quad \forall k = 1, 2, \cdots, N_1, \quad j = N_1 + 1, N_1 + 2, \cdots, N, \\
\sum_{j=N_1+1}^{N} u_{j,xx}(0, t) + \sum_{k=1}^{N_1} \theta_{k,xx}(0, t) &= 0, \quad t > 0.
\end{align*}
\]

(7)

Since there exists at least one wave equation in the networks, let us consider the following transmission conditions at the joint node, all the functions \( u_{j,xx}(x, t) \), \( \theta_k(x, t) \) can be uniquely gotten from the initial conditions imposed at \( x = 0 \): \( u^n_j(0, t) = a^n_{j,0}(t) \) and \( b^n_j(0, t) = b^n_{j,0}(t) \), \( j = N_1 + 1, N_1 + 2, \cdots, N \).

**Step 1.** Assume that \( \tilde{u}_j(x, t) := e^{i(\tau t - \xi x)}/\varepsilon \sum_{n=0}^{\infty} \varepsilon^n b^n_j(x, t), \ j = N_1 + 1, N_1 + 2, \cdots, N \)

is the same as in (8) and \( \hat{u}_j(x, t) := e^{i(\tau t - \xi x)}/\varepsilon \sum_{n=0}^{\infty} \varepsilon^n b^n_j(x, t), \ j = N_1 + 1, N_1 + 2, \cdots, N \).

**Step 2.** Build the approximate solutions for wave equations in (7) of the following WKB type with linear phase

\[
\begin{align*}
u^e_j(x, t) &\sim \tilde{u}_j(x, t) + \tilde{u}_j(x, t), \\
u^e_j(x, t) &\sim \hat{u}_j(x, t), \ j = N_1 + 1, N_1 + 2, \cdots, N, \ j \neq \hat{j},
\end{align*}
\]

(8)

in which

\[
\tilde{u}_j(x, t) := e^{i(\tau t - \xi x)}/\varepsilon \sum_{n=0}^{\infty} \varepsilon^n b^n_j(x, t), \ j = N_1 + 1, N_1 + 2, \cdots, N
\]

where \( \tau \neq 0, \xi \neq 0 \) are real numbers satisfying \( \tau^2 = \xi^2 \) and \( \varepsilon \in (0, 1) \); the functions \( a^n_j(x, t), b^n_j(x, t), n = 0, 1, 2, \cdots, \) can be uniquely gotten from the initial conditions imposed at \( x = 0 \): \( a^n_j(0, t) = a^n_{j,0}(t) \) and \( b^n_j(0, t) = b^n_{j,0}(t) \), \( j = N_1 + 1, N_1 + 2, \cdots, N \).

**Step 3.** Glue \( u^e_j(x, t) \) and \( \theta^e_k(x, t) \) by means of the transmission conditions in (7). Based on the transmission conditions at the joint node, all the functions \( b^n_j(x, t) \), \( N_1 + 1 \leq j \leq N \) and \( B^n_k(x, t) \), \( 1 \leq k \leq N_1 \), \( n = 0, 1, 2, 3, \cdots \) in (8) and (9) can be identified uniquely from \( a^n_{j,0}(t) \), \( n = 0, 1, 2, \cdots, \) that is, the reflected
waves in (8) and the solutions (9) to heat equations are determined uniquely by the incoming wave \( \mathcal{P}_j(x, t) \).

Now, based on the above construction, let us consider the energy absorbed upon reflection. From (9), we deduce that for \( j = 1, 2, \ldots, N_1 \), the solutions \( \theta^\epsilon_k(x, t) \) are all localized in \( (0, O(\sqrt{\epsilon})) \). Indeed, out of \( (0, O(\sqrt{\epsilon})) \), we get from (10) that \( e^{i(\tau_1 + \ell \epsilon + \sqrt{\epsilon})} \to 0 \) exponentially as \( \epsilon \to 0 \), which means that the solutions \( \theta^\epsilon_k(x, t) \) vanish out of the domain \( (0, O(\sqrt{\epsilon})) \) when \( \epsilon \to 0 \). Thus, for the constructed approximate solutions \( \theta^\epsilon_k, (u^\epsilon_j)_{j=1}^{N_1}, (u^\epsilon_j)_{j=N_1+1}^N \), we calculate directly that the energy dissipation between \( t = 0 \) and \( t = T \) is

\[
\sum_{k=1}^{N_1} \int_0^T \int_0^{\ell_k} |\theta^\epsilon_{k,t}|^2 dx dt \approx \sum_{k=1}^{N_1} \int_0^T \int_0^{M \sqrt{\epsilon}} |O(\frac{1}{\epsilon})|^2 dx dt = O(\frac{1}{\epsilon^2}).
\]

It is easy to get the total energy is \( O(\frac{1}{\epsilon^2}) \). Hence, compared to the total energy, the dissipated energy is negligible. Moreover, the negligible energy loss can be quantified as \( \sqrt{\epsilon}/\epsilon \) of the total energy.

Based on the above constructed approximate solutions, let us show the non-uniform decay of heat-wave networks. Let \( S(t), ||S(t)|| \leq 1 \) be the semigroup of contractions corresponding to heat-wave networks. In order to get the non-uniform decay of this system, it is sufficient to show \( ||S(T)|| = 1 \) for any given \( T > 0 \). We consider a ray \( \ell \) of length \( T \), which locates in wave domains in (7). It is reflected at the boundary nodes and the joint nodes according to the law of Geometric Optics. Then a family of solutions is built, which is concentrated along the ray considered above. When the ray hits the boundary nodes, the reflection follows the simple reflection rule at the Dirichlet boundary; while when the ray intersects the joint nodes like in (7), then the reflection occurs according to the above construction.

Note that when the ray intersects the joint nodes as in (7), there are \( N - N_1 \) reflected waves, each of which is in the wave domain \( (0, \ell_j) \), \( j = N_1 + 1, N_1 + 2, \ldots, N \), respectively.

Firstly, assume that \( T \) is small enough that the ray only intersects the joint node one time. By the constructions of the ray-like solutions above, it is easy to see that \( ||S(T)|| = 1 \). Indeed, from the discussion above, we can get that for the constructed ray-like solutions,

\[
\| (\theta^\epsilon(T, u^\epsilon(T), u^\epsilon_T(T)) \|_{\mathcal{H}} \approx \frac{1}{\epsilon^2} - \frac{1}{\epsilon^2} \to 1, \quad \epsilon \to 0.
\]

Secondly, assume \( T \) is large. We have known that when the ray intersects the joint node like in (7), there are \( N - N_1 \) reflected waves (or outgoing waves) which is in each of the \( N - N_1 \) wave domains, respectively. Then these reflected waves continue to hit other joint nodes or Dirichlet boundaries. Let us consider one of these \( N - N_1 \) reflected waves:

If this reflected wave hits a joint node in which all wave equations involved, new reflected waves are generated for each wave domain around this node. It is well-known that there is no dissipation and the energy is conservative.

If this reflected wave hits the Dirichlet boundary, then all of the wave will reflect back according to the simple reflection rule at the Dirichlet boundary, which also implies there is no dissipation during the process.
If this reflected wave hits the joint node as in (7), then new reflected waves are generated again in each wave domain, respectively. The dissipated energy is negligible, which has been derived above.

As time goes, more and more reflected waves exist in the wave domains in the networks. However, as $T$ is fixed, there are only finite reflections occurring at the joint nodes or boundaries during the time interval $[0, T]$. Note that by the above analysis, we have known that the dissipated energy is negligible during each reflection at the joint nodes as in (7). Hence, the total loss is also negligible and can be quantified as $M_T \sqrt{\epsilon}$ of the total energy, where $M_T$ is a positive constant related to $T$. Hence, we get

$$\|S(T)\| = 1$$

Thus, $\|S(T)\| = 1$ holds for all $T > 0$. Therefore, the heat-wave networks cannot achieve exponential decay rate. The proof is complete.

4. Decay rate estimate. Case: $N - N_1 = 1$. In this section, let us consider the case: a star-shaped network with $N - 1$ heat equations and only one wave equation (see Fig. 3). From the last section, we know that the energy of this kind of system always does not decay exponentially. So we shall further discuss the polynomial decay rate of this case. In fact, a sharp polynomial decay rate is derived.

4.1. Statement of the main result. Similar to the denotation in system (2), we get the following equations to describe this case:

\[
\begin{align*}
\ell_{N-1} & \quad e_{N-1} \\
\ell_N & \quad e_N \\
\ell_1 & \quad e_1 \\
\ell_2 & \quad e_2 \\
\ell_3 & \quad e_3 \\
\ell_4 & \quad e_4 \\
\ell_5 & \quad e_5
\end{align*}
\]

**Figure 3.** network with $N - 1$ heat equations (grey) and 1 wave equation (black)

\[
\begin{align*}
u_{tt}(x,t) - u_{xx}(x,t) &= 0, \quad x \in (0, \ell_N), \ t > 0, \\
\theta_{k,t}(x,t) - \theta_{k,xx}(x,t) &= 0, \quad x \in (0, \ell_k), \ k = 1, 2, \ldots, N - 1, \ t > 0, \\
u(t_N, t) &= \theta_k(\ell_k, t) = 0, \quad t > 0, \ k = 1, 2 \ldots, N - 1, \\
\theta_k(0, t) &= u(0, t), \ \forall k = 1, 2, 3, \ldots, N - 1, \\
\sum_{k=1}^{N-1} \theta_k(0, t) + u(x, 0) &= 0, \ t > 0, \\
u(t = 0) &= u^0, \quad u_t(t = 0) = u^1, \\
\theta_k(t = 0) &= \theta_k^0, \ k = 1, 2, \ldots, N - 1.
\end{align*}
\]
Here and in this section below, for convenience, the displacement of the wave equation is always denoted by \( u(x,t) \) without any subscript, since there is only one wave equation in this case.

Based on the frequency domain method, we obtain the following result on the stability of system (11).

**Theorem 4.1.** The \( (S(t))_{t \geq 0} \) associated with system (11) decays polynomially as
\[
\|S(t)W_0\| \leq \frac{C}{t^2}\|W_0\|_\mathcal{D}(A),
\]
Moreover, it is the sharp polynomial decay rate for this system.

**Remark 3.** From Theorem 4.1, we find that the polynomial decay rate of the energy of system (11) is \( t^{-2} \), no matter how many edges described by heat equations in this network. It means that the polynomial decay rate is not changed by adding or reducing the heat equations in the star-shaped networks, as long as the networks contain only one wave equation.

### 4.2. Polynomial decay rate (Proof of Theorem 4.1).

In this subsection, we shall deduce the polynomial decay rate of system (11) based on the frequency description. Let us introduce the following lemma from [8] (see also [16]).

**Lemma 4.2.** A \( C_0 \) semigroup \( e^{tA} \) of contractions on a Hilbert space satisfies
\[
\|e^{tA}U_0\| \leq Ct^{-\frac{1}{2}}\|U_0\|_\mathcal{D}(A), \quad \forall U_0 \in \mathcal{D}(A), \ t \to \infty
\]
for some constant \( C > 0 \), if and only if the following conditions hold:

1. \( \{i\beta; \beta \in \mathbb{R}\} \subset \rho(A) \);

2. \( \limsup_{|\beta| \to \infty} \frac{1}{|\beta|}\|(i\beta - A)^{-1}\| < \infty \).

**Proof of Theorem 4.1.** We mainly prove this theorem by checking the two conditions in Lemma 4.2. Note that the condition 1) has been proved in Theorem 2.1. Thus it is sufficient to show that
\[
\lim_{\sigma \to \infty} \sup_{\sigma > 0} \frac{1}{\sigma^2}\|(i\sigma I - A)^{-1}\| < \infty.
\]

The trick proposed by Liu et al. [14] and [16] is employed to show the above estimation. If (13) is false, then there exists \( T_n = \frac{1}{\sigma^n}(i\sigma_n I - A)^{-1} \), such that
\[
\|T_n\|_\mathcal{H} \to \infty, \quad n \to \infty.
\]

By Banach-Steinhaus theorem, there exists \( F \in \mathcal{H} \) such that
\[
T_nF = \frac{1}{\sigma^n}(i\sigma_n I - A)^{-1}F = \tilde{W}_n \to \infty, \text{ in the sense of norm, } n \to \infty.
\]

Thus,
\[
\frac{1}{\sigma_n^\frac{1}{2}}(i\sigma_n I - A)\tilde{W}_n = \frac{F}{\|W_n\|} \to 0, \text{ in the sense of norm, } n \to \infty.
\]

Hence, there exists a sequence \( W_n = ((\theta_j^n)_{j=1}^{N-1}, u^n, z^n) \in \mathcal{D}(A) \) with \( \|W^n\|_\mathcal{H} = 1 \), and a sequence \( \sigma_n \in \mathbb{R} \) with \( \sigma_n \to \infty \) such that
\[
\begin{align*}
\frac{1}{\sigma_n^\frac{1}{2}}[i\sigma_n u^n - z^n] &\to 0, \quad \text{in } H^1(0, \ell_N), \\
\frac{1}{\sigma_n^\frac{1}{2}}[i\sigma_n z^n - u^n_{xx}] &\to 0, \quad \text{in } L^2(0, \ell_N), \\
\frac{1}{\sigma_n^\frac{1}{2}}[i\sigma_n \theta^n_k - \theta^n_{k,xx}] &\to 0, \quad \text{in } H^1(0, \ell_k), \ k = 1, 2, \ldots, N - 1.
\end{align*}
\]
Note that $$\sigma_k^2 \sum_{k=1}^{N-1} \int_0^{\ell_k} |\theta^n_{k,x}|^2 \, dx = \Re(\sigma_k^2 (i\sigma_n - A)W^n, W^n)_{\mathcal{H}} \to 0.$$ Hence,

$$\sigma_k^2 \theta^n_{k,xx} \to 0, \quad \text{in } L^2(0, \ell_k), \ k = 1, 2, \ldots, N - 1. \quad (17)$$

Then from (16), it is easy to get that

$$\sigma_n^2 \theta^n_k \to 0, \quad \text{in } L^2(0, \ell_k), \ k = 1, 2, \ldots, N - 1. \quad (18)$$

Using Gagliardo-Nirenberg inequality (see [17]),

$$\|\sigma_n \theta^n_k\|_{L^\infty} \leq C_1 \|\sigma_n \theta^n_k\|_{L^2} \|\sigma_n \theta^n_k\|_{L^\frac{4}{3}} + C_2 \|\sigma_n \theta^n_k\|_{L^2} \to 0, \quad n \to \infty,$$

where $$C_j, j = 1, 2$$ are positive constants. Thus,

$$\sigma_n \theta^n_k(0) \to 0, \quad n \to \infty, \ k = 1, 2, \ldots, N - 1. \quad (19)$$

Similarly, using Gagliardo-Nirenberg inequality again on $$\theta^n_{k,x}$$, we get

$$\|\theta^n_{k,x}\|_{L^\infty} \leq C_1 \|\theta^n_{k,x}\|_{L^2} \|\theta^n_{k,x}\|_{L^\frac{4}{3}} + C_2 \|\theta^n_{k,x}\|_{L^2}, \quad k = 1, 2, \ldots, N - 1, \quad (20)$$

which implies that $$\|\theta^n_{k,x}\|_{L^\infty}, \ k = 1, 2, \ldots, N - 1$$ are bounded and hence

$$\|\theta^n_{k,x}(0)|, |\theta^n_{k,x}(\ell_k)|, \quad k = 1, 2 \ldots, N - 1$$

are bounded. Then, taking the inner product of (16) with $$\sigma_n \theta_k(x)$$, we have

$$(i\sigma_n \theta^n_k, \sigma_n \theta^n_k) - (\theta^n_{k,xx}, \sigma_n \theta^n_k) \to 0, \quad k = 1, 2, \ldots, N - 1. \quad (21)$$

Thus, by integration by parts,

$$(i\sigma_n \theta^n_k, \sigma_n \theta^n_k) - \theta^n_{k,x} \sigma_n \theta^n_{k,0} + (\theta^n_{k,x}, \sigma_n \theta^n_k) \to 0, \quad k = 1, 2, \ldots, N - 1. \quad (22)$$

Note that $$(i\sigma_n \theta^n_k, \sigma_n \theta^n_k)$$ is convergent to 0 due to (18). Then, by the boundedness of $$|\theta^n_{k,x}(0)|$$ and (19),

$$\sigma_n^2 \theta^n_{k,xx} \to 0, \quad n \to \infty, \quad \text{in } L^2(0, \ell_k), \ k = 1, 2, \ldots, N - 1. \quad (23)$$

Then using Gagliardo-Nirenberg inequality again, we have

$$\|\sigma_n^2 \theta^n_{k,x}\|_{L^\infty} \leq C_1 \|\theta^n_{k,x}\|_{L^2} \|\sigma_n^2 \theta^n_{k,x}\|_{L^\frac{4}{3}} + C_2 \|\sigma_n^2 \theta^n_{k,x}\|_{L^2} \to 0, \quad k = 1, 2, \ldots, N - 1, \quad (24)$$

which implies that

$$|\sigma_n^2 \theta^n_{k,x}(0)| \to 0, \quad n \to \infty, \quad k = 1, 2, \ldots, N - 1. \quad (25)$$

Thus, using the transmission conditions in system (11), that is, $$\theta^n_k(0) = u^n(0)$$ and

$$\sum_{k=1}^{N-1} \theta^n_{k,x}(0) + u^n_x(0) = 0,$$

together with (19) and (24), we deduce that

$$\sigma_n u^n(0), u^n_x(0) \to 0, \quad n \to \infty. \quad (26)$$

Replacing $$z^n$$ in (14) by $$i\sigma_n u^n$$ in view of (15) yields

$$-\sigma_n^2 u^n - u^n_{xx} \to 0, \quad \text{in } L^2(0, \ell_N).$$

Taking the inner product of the above with $$(\ell_N - x)u^n_x$$, we have

$$((\ell_N - x)u^n_x, -\sigma_n^2 u^n) - ((\ell_N - x)u^n_x, u^n_x) \to 0, \quad n \to \infty. \quad (27)$$
Note that
\[(\ell_N - x)u^n_x, -\sigma^n_u u^n) = -\sigma^n_\ell (\ell_N - x)u^n u^n(\ell_N) + \int_0^{\ell_N} \sigma^n_\ell u^n [-u^n + (\ell_N - x)u^n_x] dx.\]

Thus, by (25),
\[\Re((\ell_N - x)u^n_x, -\sigma^n_u u^n) \to -\frac{1}{2} \int_0^{\ell_N} \sigma^n_\ell |u^n|^2 dx.\] (27)

On the other hand, integrating the second term in (26) by parts yields
\[(\ell_N - x)u^n_x, u^n u_x) = (\ell_N - x)u^n u^n_x\ell_N - \int_0^{\ell_N} [-u^n + (\ell_N - x)u^n_x] u^n dx.\] (28)

By (28),
\[\Re((\ell_N - x)u^n_x, u^n u_x) = \frac{1}{2} \int_0^{\ell_N} |u^n_x|^2 dx.\] (29)

Hence, by (26)–(29),
\[2\Re((\ell_N - x)u^n_x, -\sigma^n_x u^n) - (\ell_N - x)u^n_x u^n_x) = -\int_0^{\ell_N} \sigma^n_\ell |u^n|^2 dx - \int_0^{\ell_N} |u^n_x|^2 dx \to 0.\] (30)

Therefore,
\[\sigma^n u^n_x, u^n_x \to 0, \quad in \; L^2(0, \ell_N), \quad n \to \infty.\] (31)

So by (14), we get
\[z^n \to 0, \quad in \; L^2(0, \ell_N), \quad n \to \infty.\] (32)

Hence, by (24), (31), (32), we have
\[W^n = ((\theta^n_k)_{k=1}^{N-1}, u^n, z^n) \to 0, \quad in \; \mathcal{H}, \quad n \to \infty,\]

which contradicts \(\|W^n\|_{\mathcal{H}} = 1.\) Hence, (13) holds. Thus by Lemma 4.2, we get (12).

Now, let us further show the sharpness of the polynomial decay rate \(t^{-2},\) i.e., the decay rate cannot be faster than \(t^{-2}\) for system (11). For this aim, we first get the following result.

**Lemma 4.3.** There exists at least one sequence \((\sigma^n, F^n)\) satisfying \(\sigma^n \to +\infty, \; n \to \infty\) and
\[\|((i\sigma^n I - A)^{-1} F^n\|^2 \geq C_1 \sigma^n + C_2.\] (33)

where \(F^n \in \mathcal{H}\) and \(\|F^n\|_{\mathcal{H}}\) is bounded; \(C_j, \; j = 1, 2\) are some positive constants.

**Proof.** See Appendix 7.2.

Based on this lemma, let us prove the sharpness by deducing contradiction if the decay rate can be improved. If \(t^{-2}\) is not the sharp polynomial decay rate, then there exists a small constant \(\epsilon > 0\) such that \(\|S(t) W_0\| \leq C t^{-2-\epsilon} \|W_0\|_{D(A)}.\) By Lemma 4.2, we have that
\[\lim_{|\rho| \to \infty} \sup_{|\sigma| \to \infty} \frac{1}{\sigma^{2+\epsilon}} \|((i\sigma - A)^{-1}\| < \infty,\]

which implies that when \(\sigma\) is sufficiently large,
\[\|(i\sigma - A)^{-1}\|^2 \leq C \sigma^{2+\epsilon}.\] (34)
On the other hand, by (33), we have that there at least exists one \((\sigma_n, F_n)\) such that 
\[ \| (i\sigma_n I - A)^{-1} F_n \|^2 \geq C_1 \sigma_n + C_2, \quad \sigma_n \to +\infty, \]
which contradicts to (34). Therefore, \(t^{-2}\) is the sharp decay rate for the solution of system (11). The proof of Theorem 4.1 is complete. 

5. Decay rate estimate. Case: \(N - N_1 \geq 2\). In the previous section, we have discussed the decay rate of system (2), which contains only one wave equation in the network. This section is devoted to discuss the long time behavior of the system (2) for the rest case, in which more than one wave equation involved.

5.1. Statement of the main result. In order to further discuss the decay rate of the energy of system (2), we introduce the definitions of some sets for the irrational number from [9].

**Definition 5.1.** ([9]) 1. Set \(B_\epsilon\): for all \(\epsilon > 0\) there exists a set \(B_\epsilon \subset \mathbb{R}\), such that the Lebesgue measure of \(\mathbb{R} \setminus B_\epsilon\) is equal to zero, and a constant \(C_\epsilon > 0\) for which, if \(\xi \in B_\epsilon\), then \(|||\xi m||| \geq \frac{C_\epsilon}{m^{1+\epsilon}}\), where \(|||\eta|||\) is the distance from \(\eta\) to the set \(\mathbb{Z}\): \(|||\eta||| := \min_{\eta-x \in \mathbb{Z}} |x|\).

2. Set \(S\): the set of all real numbers \(\rho\) such that \(\rho \notin Q\) and so that its expansion as a continued fraction \([0, a_1, a_2, \cdots, a_n, \cdots]\) is such that \((a_n)\) is bounded. In particular \(S\) is contained in the sets \(B_\epsilon\) for every \(\epsilon > 0\).

**Definition 5.2.** ([9]) We call that real numbers \(\ell_1, \ell_2, \cdots, \ell_m\) verify the conditions \((S)\), if \(\ell_1, \ell_2, \cdots, \ell_m\) are linearly independent over the field \(Q\) of rational numbers; and the ratios \(\ell_i/\ell_j\) are algebraic numbers for \(i, j = 1, 2, \cdots, m\).

Then we have the following weakened observability estimate for system (2).

**Theorem 5.3.** There exists positive constants \(T\) and \(C\), such that
\[
C \sum_{k=1}^{N_1} \int_0^T \int_0^{t_k} \left[ (\partial^s \theta_k(x,t))^2 + (\partial^{1+s} \theta_k(x,t))^2 + (\partial^{2+s} \theta_k(x,t))^2 \right] dx dt \\
\geq \| ((\theta^0, u^0, u^1)) \|_{\mathcal{H}}^2, \tag{35}
\]
where \(\tilde{s}\) is given as follows:

- if \(\frac{\ell_i}{\ell_j} \in B_\epsilon, i, j = N_1 + 1, N_1 + 2, \cdots, N, i \neq j\), then \(\tilde{s} = 1 + [N - N_1 - 1 + \epsilon]\);
- if \(\frac{\ell_i}{\ell_j} \in S, i, j = N_1 + 1, N_1 + 2, \cdots, N, i \neq j\), then \(\tilde{s} = N - N_1\);
- if \(\ell_j (j = N_1 + 1, N_1 + 2, \cdots, N)\) satisfy the condition \((S)\), then \(\tilde{s} = 1 + [1 + \epsilon]\).

Here \([\cdot]\) is denoted by the integer part of its inside.

Based on the observability estimate, we show that system (2) can achieve polynomial decay rate.

**Theorem 5.4.** For any \(((\theta^0, u^0, u^1)) \in \mathcal{D}(A)\), there always exists a constant \(C > 0\) such that the energy of system (2) satisfies
\[
E(t) \leq C \frac{1}{t^{\tilde{s}}} \| ((\theta^0, u^0, u^1)) \|_{\mathcal{D}(A)}^2, \quad \forall t \geq 0, \tag{36}
\]
where \(\tilde{s}\) is the same as in Theorem 5.3.
In the above theorem, we have derived that when the lengths of strings in the network satisfy the conditions in Theorem 5.3, the polynomial decay rate holds for the system. However, if all of these conditions are not satisfied, that is, some of $\ell_j$, $i, j = N_1 + 1, N_1 + 2, \cdots, N$ do not belong to $B_\epsilon$, $S$ and $\ell_j(j = N_1 + 1, N_1 + 2, \cdots, N)$ do not satisfy the condition $(S)$, the decay rate of system (2) becomes complicated and interesting. Note that under this assumption, the result in Theorem 5.4 no longer holds, since one cannot find a suitable constant $s > 0$ for (35). It means that the energy of the system does not decay polynomially for any smooth initial conditions under this assumption. However, we prove that system (2) can achieve logarithmic decay rate for a special case. The result on logarithmic decay rate of system (2) will be given in subsection 5.4.

Remark 4. While the resolvent method yields optimal decay rates in last section, the method based on replacing the heat-wave networks by the pure wave ones and using observability inequalities, does not lead to sharp decay rates. Please see Appendix 7.4.

5.2. Observability estimate (Proof of Theorem 5.3). In order to deduce the observability inequality in Theorem 5.3, we divide the system (2) into two systems. Set

\[ \begin{align*}
(\theta, u, z) &= (p, w, v) + (\tilde{p}, \tilde{w}, \tilde{v}), \\
\text{where} \quad (p, u, v) &\text{satisfies} \\
\{ \\
& p_{k,t}(x,t) - p_{k,x}(x,t) = 0, \ x \in (0, \ell_k), \ k = 1, 2, \cdots, N_1, \ t > 0, \\
& w_{j,t}(x,t) - w_{j,x}(x,t) = 0, \ x \in (0, \ell_j), \ j = N_1 + 1, N_1 + 2, \cdots, N, \ t > 0, \\
& p_k(\ell_k, t) = w_j(\ell_j, t) = 0, \ k = 1, 2, \cdots, N_1, \ j = N_1 + 1, N_1 + 2, \cdots, N, \ t > 0, \\
& p_k(0, t) = w_j(0, t), \ \forall k = 1, 2, \cdots, N_1, \ j = N_1 + 1, N_1 + 2, \cdots, N, \ t > 0, \\
& \sum_{j=N_1+1}^N w_{j,x}(0,t) + \sum_{k=1}^{N_1} p_{k,x}(0,t) = 0, \ t > 0, \\
& p_k(0) = \theta_k^0, \ \ p_j(t = 0) = \theta_{k,xx}^0, \ \ k = 1, 2, \cdots, N_1, \\
& w_j(0) = u_j^0, \ \ w_j(t = 0) = u_j^0, \ j = N_1 + 1, N_1 + 2, \cdots, N, \\
\end{align*} \]

(37)

and $(\tilde{p}, \tilde{w}, \tilde{v})$ satisfies

\[ \begin{align*}
\{ \\
& \tilde{p}_{k,t}(x,t) - \tilde{p}_{k,x}(x,t) = \theta_{k,t}(x,t) - \theta_{k,x}(x,t), \ x \in (0, \ell_k), \ k = 1, 2, \cdots, N_1, \ t > 0, \\
& \tilde{w}_{j,t}(x,t) - \tilde{w}_{j,x}(x,t) = 0, \ x \in (0, \ell_j), \ j = N_1 + 1, N_1 + 2, \cdots, N, \ t > 0, \\
& \tilde{p}_k(\ell_k, t) = \tilde{w}_j(\ell_j, t) = 0, \ \forall k = 1, 2, \cdots, N_1, \ j = N_1 + 1, N_1 + 2, \cdots, N, \ t > 0, \\
& \tilde{p}_k(0) = \tilde{w}_j(0), \ \forall k = 1, 2, \cdots, N_1, \ j = N_1 + 1, N_1 + 2, \cdots, N, \ t > 0, \\
& \sum_{j=N_1+1}^N \tilde{w}_{j,x}(0,t) + \sum_{k=1}^{N_1} \tilde{p}_{k,x}(0,t) = 0, \ t > 0, \\
& \tilde{p}_k(0) = 0, \ \ \tilde{p}_j(t = 0) = 0, \ k = 1, 2, \cdots, N_1, \\
& \tilde{w}_j(0) = 0, \ \ \tilde{w}_j(t = 0) = 0, \ j = N_1 + 1, N_1 + 2, \cdots, N. \\
\end{align*} \]

(38)

Firstly, we consider system (38). Assume that $\lambda_n$ are the eigenvalues of the corresponding operator $A$ for system (38) and $\phi_n = (\phi^0_n)_{j=1}^{N}$ is its corresponding eigenvector. Note that system (38) is a conservative wave system. Thus, the initial state of system (38) can be expanded as follows

\[ \begin{align*}
(\theta^0, u^0)^T &= \sum_{n \geq 1} a_n \phi_n(x), \quad (\theta^0_{xx}, u^l) = \sum_{n \geq 1} b_n \phi_n(x). \\
\end{align*} \]

(40)
Proposition 1. There exists a positive constant $T > 0$ such that
\begin{equation}
\sum_{k=1}^{N} \int_{0}^{T} \int_{0}^{\ell_k} |p_{k,t}^2 + p_{k}^2| dt dx \geq \sum_{n \geq 1} \gamma_n^2 \lambda_n^2 a_n^2 + b_n^2, \tag{41}
\end{equation}
where $\gamma_n^2 > 0$ is the weights, which are determined by the lengths of the strings involved in the network.

Proof. See Appendix 7.3. \hfill \square

Remark 5. Note that by the proof of Proposition 1, together with [9], we can see that the weights $\gamma_n$ in (41) satisfy
\begin{equation}
\gamma_n = \max_{i=N_1+1, N_1+2, \ldots, N} \prod_{j=N_1+1, j \neq i}^{N} \sin(\lambda_n \epsilon_j), \quad \forall n \geq 1,
\end{equation}
and the condition $\inf_{n>0} \gamma_n^2 = c > 0$ does not hold for the star-shaped network (2) and other general networks. In fact, it always holds that $\liminf_{n \to \infty} \gamma_n^2 = 0$. The weights $\gamma_n^2$ can be determined by the ratios $\ell_i / \ell_j$, where $\ell_i, \ell_j, i, j = N_1 + 1, N_1 + 2, \ldots, N, i \neq j$.

When the irrational numbers $\ell_i / \ell_j$ belong to different sets, we obtain different estimates for $\gamma_n$, respectively (see [9], [27]).

Lemma 5.5. Let $\lambda_n$ be the eigenvalues of the corresponding operator $A$ for system (38) and $\gamma_n$ is the same as in (41). Then
1. if $\frac{\ell_i}{\ell_j} \in B$, $i, j = N_1 + 1, N_1 + 2, \ldots, N$, $i \neq j$, then $\gamma_n \geq \frac{c_i}{\lambda_n^{\ell_i - \ell_j}}, n \geq 1, \epsilon > 0$;
2. if $\frac{\ell_i}{\ell_j} \in S$, $i, j = N_1 + 1, N_1 + 2, \ldots, N$, $i \neq j$, then $\gamma_n \geq \frac{c_i}{\lambda_n^{\ell_i - \ell_j}}, n \geq 1$;
3. if $\ell_j \in (N_1 + 1, N_1 + 2, \ldots, N)$ satisfy the condition (S), then $\gamma_n \geq \frac{c_i}{\lambda_n^{\ell_i - \ell_j}}, n \geq 1, \epsilon > 0$.

From Lemma 5.5, we know that under the above three conditions on the lengths of the strings in the network, there always exists $s > 0$ such that
\begin{equation}
\gamma_n \geq \lambda_n^{-s}, n \geq 1. \tag{42}
\end{equation}
Set
\begin{equation}
\tilde{s} := [s] + 1, \tag{43}
\end{equation}
where $[s]$ is the integer part of $s$ given as in (42).

Corollary 1. There exists a positive constant $T$ such that
\begin{equation}
\sum_{k=1}^{N} \int_{0}^{T} \int_{0}^{\ell_k} \left( \left( \frac{\partial p_k(x,t)}{\partial t^{1+s}} \right)^2 + \left( \frac{\partial p_k(x,t)}{\partial x} \right)^2 \right) dt dx \geq \|((\theta^0, u^0, u^1))\|_{K}^2. \tag{44}
\end{equation}

Proof. Let $\tilde{s}$ be defined as (43). By Proposition 1, it is easy to check that
\begin{equation}
\sum_{k=1}^{N} \int_{0}^{T} \int_{0}^{\ell_k} |p_{k,t}^2 + p_{k}^2| dt dx \geq \sum_{n \geq 1} \lambda_n^{-2\tilde{s}} [\lambda_n^2 a_n^2 + b_n^2]. \tag{45}
\end{equation}
Set
\begin{equation}
\begin{pmatrix}
\tilde{\theta}^0 \\
\tilde{u}^0 
\end{pmatrix} = A^{\tilde{s}} \begin{pmatrix}
\theta^0 \\
u^0 
\end{pmatrix} = A^{\tilde{s}} \sum_{n \geq 1} a_n \phi_n = \sum_{n \geq 1} \lambda_n^{\tilde{s}} a_n \phi_n.
\end{equation}
Similarly, we have
\[
\left( \frac{\partial^2}{\partial t^2} \right) \left( \frac{\partial^0}{\partial x^4} \right) = A^2 \left( \frac{\partial^0}{\partial x^4} \right) = A^2 \sum_{n \geq 1} b_n \phi_n = \sum_{n \geq 1} \lambda_n^2 b_n \phi_n,
\]
where \((\theta^0, u^0)\) and \((\theta^0_{xx}, u^1)\) are the same as (40). It is easy to check that \((\frac{\partial^0}{\partial t^2}, \frac{\partial^0}{\partial t^4}, \frac{\partial^0}{\partial t^6})\) is a solution to system (38) with initial condition \((\theta^0, u^0, u^1)\). Therefore, by (45), we get that
\[
\sum_{k=1}^{N_1} \int_0^T \int_0^{\ell_k} \left[ \left( \frac{\partial^0}{\partial t^2} \right) \left( \frac{\partial^0}{\partial x^4} \right) \right]^2 dx dt \geq \sum_{n \geq 1} \lambda_n^2 \sum_{j=1}^k \lambda_n^2 a_n^2 + b_n^2 = \sum_{n \geq 1} \lambda_n^2 a_n^2 + b_n^2.
\]
Note that \(\sum_{n \geq 1} [\lambda_n^2 a_n^2 + b_n^2] \geq \| (\theta^0, u^0, u^1) \|_H\). Hence (44) follows. The proof is complete.

Secondly, let us consider system (39). We get the following result.

**Proposition 2.** There exists positive constants \(T\) and \(C\) such that
\[
C \sum_{k=1}^{N_1} \int_0^T \int_0^{\ell_k} \left[ \left( \frac{\partial^0}{\partial t^2} \right) \left( \frac{\partial^0}{\partial x^4} \right) \right]^2 dx dt \geq \sum_{n \geq 1} \lambda_n^2 \sum_{j=1}^k \lambda_n^2 a_n^2 + b_n^2 = \sum_{n \geq 1} \lambda_n^2 a_n^2 + b_n^2.
\]

**Proof.** Set
\[
\begin{align*}
\bar{p}_k &= \frac{\partial^2 \tilde{p}_k}{\partial t^2}, \quad k = 1, 2, \ldots, N_1, \\
\bar{w}_j &= \frac{\partial^2 \tilde{w}_j}{\partial t^2}, \quad j = N_1 + 1, N_1 + 2, \ldots, N.
\end{align*}
\]
It is easy to see that \(\bar{p}_k, \bar{w}_j\) satisfy the following equations:
\[
\begin{align*}
\bar{p}_k(t, x) &= \tilde{p}_k(t, x) + \frac{\partial^2}{\partial t^2} \tilde{p}_k(t, x), \quad k = 1, 2, \ldots, N_1, \\
\bar{w}_j(t, x) &= \tilde{w}_j(t, x) + \frac{\partial^2}{\partial t^2} \tilde{w}_j(t, x), \quad j = N_1 + 1, N_1 + 2, \ldots, N,
\end{align*}
\]
Let
\[
E_{(\bar{p}, \bar{w})} (t) = \int_0^T \left( \sum_{k=1}^{N_1} \int_0^{\ell_k} \frac{\partial^2}{\partial t^2} \tilde{p}_k \tilde{p}_k \right) dx + \int_0^T \left( \sum_{j=1}^{N} \int_0^{\ell_j} \frac{\partial^2}{\partial t^2} \tilde{w}_j \tilde{w}_j \right) dx
\]
be the energy of system (48). It is easy to check that
\[
\frac{dE_{(\bar{p}, \bar{w})}}{dt} = \sum_{k=1}^{N_1} \int_0^{\ell_k} \left( \frac{\partial^2}{\partial t^2} \tilde{p}_k \tilde{p}_k \right) - \frac{\partial^2}{\partial t^2} \tilde{p}_k \tilde{p}_k \right) dx.
\]
Hence,

\[ E(\tilde{p}, \tilde{w}, \tilde{w}_j)(t) - E(\tilde{p}, \tilde{w}, \tilde{w}_j)(0) = E(\tilde{p}, \tilde{w}, \tilde{w}_j)(t) \]

\[ \leq \frac{1}{2} \sum_{k=1}^{N_1} \int_0^T \int_0^{t_k} \left( \tilde{p}(x,t) \right)^2 dx dt \]

\[ + \int_0^T \int_0^{t_k} \left( \frac{\partial^2 \tilde{\theta}_k(x,t)}{\partial t^2 + s} - \frac{\partial^2 \tilde{\theta}_k(x,t)}{\partial t^2 + s} \right)^2 dx dt \]

\[ \leq \frac{1}{2} \sum_{k=1}^{N_1} \int_0^T \int_0^{t_k} \left( \frac{\partial^2 \tilde{\theta}_k(x,t)}{\partial t^2 + s} - \frac{\partial^2 \tilde{\theta}_k(x,t)}{\partial t^2 + s} \right)^2 dx dt \]

By Grönwall’s inequality, we get

\[ E(\tilde{p}, \tilde{w}, \tilde{w}_j)(t) \leq C \sum_{k=1}^{N_1} \int_0^T \int_0^{t_k} \left( \frac{\partial^2 \tilde{\theta}_k(x,t)}{\partial t^2 + s} - \frac{\partial^2 \tilde{\theta}_k(x,t)}{\partial t^2 + s} \right)^2 dx dt, \quad \forall t \in [0, T]. \]

Thus,

\[ \sum_{k=1}^{N_1} \int_0^T \int_0^{t_k} \left( \tilde{p}(x,t) \right)^2 dx dt \]

\[ \leq \int_0^T E(\tilde{p}, \tilde{w}, \tilde{w}_j)(t) dx dt \]

\[ \leq T \bar{C} \sum_{k=1}^{N_1} \int_0^T \int_0^{t_k} \left( \frac{\partial^2 \tilde{\theta}_k(x,t)}{\partial t^2 + s} - \frac{\partial^2 \tilde{\theta}_k(x,t)}{\partial t^2 + s} \right)^2 dx dt \]

\[ \leq C \sum_{k=1}^{N_1} \int_0^T \int_0^{t_k} \left( \frac{\partial^2 \tilde{\theta}_k(x,t)}{\partial t^2 + s} \right)^2 + \left( \frac{\partial^2 \tilde{\theta}_k(x,t)}{\partial t^2 + s} \right)^2 dx dt. \]

(51)

It is easy to see that \( \int_0^T \tilde{p}(t) dt, \int_0^T \tilde{w}_j dt, k = 1, 2, \cdots, N_1, j = N_1 + 1, N_1 + 2, \cdots, N \) also satisfy equation (48) with \( \frac{\partial^2 \tilde{\theta}_k(x,t)}{\partial t^2 + s} - \frac{\partial^2 \tilde{\theta}_k(x,t)}{\partial t^2 + s} \) replaced by \( \frac{\partial^2 \tilde{\theta}_k(x,t)}{\partial t^2 + s} - \frac{\partial^2 \tilde{\theta}_k(x,t)}{\partial t^2 + s} \). Using the similar discussion, we get that

\[ \sum_{k=1}^{N_1} \int_0^T \int_0^{t_k} \left( \tilde{p}(x,t) \right)^2 dx dt \leq C \sum_{k=1}^{N_1} \int_0^T \int_0^{t_k} \left( \frac{\partial^2 \tilde{\theta}_k(x,t)}{\partial t^2 + s} \right)^2 + \left( \frac{\partial^2 \tilde{\theta}_k(x,t)}{\partial t^2 + s} \right)^2 dx dt. \]

(52)

Therefore, by (47), (51) and (52), there exist positive constants \( T \) and \( C \), such that

\[ C \sum_{k=1}^{N_1} \int_0^T \int_0^{t_k} \left( \frac{\partial^2 \tilde{\theta}_k}{\partial t^2 + s} \right)^2 + \left( \frac{\partial^2 \tilde{\theta}_k}{\partial t^2 + s} \right)^2 dx dt \]

\[ \geq \sum_{k=1}^{N_1} \int_0^T \int_0^{t_k} \left( \frac{\partial^2 \tilde{\theta}_k}{\partial t^2 + s} \right)^2 + \left( \frac{\partial^2 \tilde{\theta}_k}{\partial t^2 + s} \right)^2 dx dt. \]

The proof of Proposition 2 is complete. \( \square \)
Now, based on Proposition 1 and 2, let us show Theorem 5.3.

**Proof of Theorem 5.3.** By (37), we get
\[
\begin{cases}
\frac{\partial^2 p_k}{\partial t^2} = \frac{\partial^2 \theta_k}{\partial t^2} - \frac{\partial^2 p_k}{\partial t^s}, \ k = 1, 2, \cdots, N_1, \\
\frac{\partial^{1+s} p_k}{\partial t^{1+s}} = \frac{\partial^{1+s} \theta_k}{\partial t^{1+s}}, \ k = 1, 2, \cdots, N_1.
\end{cases}
\]
Hence,
\[
\sum_{k=1}^{N_1} \int_0^T \int_0^{t_k} \left[ \left( \frac{\partial^{1+s} p_k(x,t)}{\partial t^{1+s}} \right)^2 + \left( \frac{\partial^2 p_k(x,t)}{\partial t^s} \right)^2 \right] dx dt = \sum_{k=1}^{N_1} \int_0^T \int_0^{t_k} \left[ \left( \frac{\partial^{1+s} \theta_k(x,t)}{\partial t^{1+s}} \right)^2 + \left( \frac{\partial^2 \theta_k(x,t)}{\partial t^s} \right)^2 \right] dx dt
\]
\[
\leq 2 \sum_{k=1}^{N_1} \int_0^T \int_0^{t_k} \left[ \left( \frac{\partial^{1+s} \theta_k(x,t)}{\partial t^{1+s}} \right)^2 + \left( \frac{\partial^2 \theta_k(x,t)}{\partial t^s} \right)^2 \right] dx dt.
\]
Then by (46), there exist positive constants $C$ and $T$ such that
\[
\sum_{k=1}^{N_1} \int_0^T \int_0^{t_k} \left[ \left( \frac{\partial^{1+s} p_k(x,t)}{\partial t^{1+s}} \right)^2 + \left( \frac{\partial^2 p_k(x,t)}{\partial t^s} \right)^2 \right] dx dt \leq C \sum_{k=1}^{N_1} \int_0^T \int_0^{t_k} \left[ \left( \frac{\partial^{2+s} \theta_k(x,t)}{\partial t^{2+s}} \right)^2 + \left( \frac{\partial^{1+s} \theta_k(x,t)}{\partial t^{1+s}} \right)^2 \right] dx dt.
\]
Therefore, by Corollary 1, we get
\[
\sum_{k=1}^{N_1} \int_0^T \int_0^{t_k} \left[ \left( \frac{\partial^{2+s} \theta_k(x,t)}{\partial t^{2+s}} \right)^2 + \left( \frac{\partial^{1+s} \theta_k(x,t)}{\partial t^{1+s}} \right)^2 \right] dx dt \geq \| (\theta^0, u^0, u^1) \|_{\mathcal{H}}^2.
\]
Thus, the proof of Theorem 5.3 is complete.

### 5.3. Polynomial decay rate (Proof of Theorem 5.4)

This subsection is devoted to deduce the polynomial decay rate for system (2) based on the derived observability inequality in Theorem 5.3. We need the following result from [31] (see also [26]).

**Lemma 5.6.** Let $\mathcal{A}$ generate a bounded $C_0-$semigroup on a Banach space $V$. Then there is a constant $\tilde{C} > 0$ such that for any $v \in \mathcal{D}(\mathcal{A}^2)$, one has
\[
\| \mathcal{A} v \|_V^2 \leq \tilde{C} \| v \|_V \| \mathcal{A}^2 v \|_V.
\]

Based on this lemma, we can deduce the following result.

**Corollary 2.** Let $\mathcal{A}$ and $\mathcal{H}$ be defined as before. Then for $W \in \mathcal{D}(\mathcal{A})$,
\[
\| W \|_H \leq \tilde{C} \| \mathcal{A}^{-1-s} W \|_{\mathcal{H}}^{\frac{1}{1+s}} \| \mathcal{A} W \|_{\mathcal{H}}^{\frac{s}{1+s}}.
\]

**Proof.** The inductive method is used to show this result by the following two steps:

**Step 1.** When $\tilde{s} = 1$, that is,
\[
\| W \|_H \leq \tilde{C} \| \mathcal{A}^{-2} W \|_{\mathcal{H}}^\frac{1}{2} \| \mathcal{A} W \|_{\mathcal{H}}^\frac{1}{2}.
\]
In fact, from (54) we have
\[\|W\|_{\mathcal{H}}^2 \leq \tilde{C}\|A^{-1}W\|_{\mathcal{H}}\|AW\|_{\mathcal{H}}, \quad \|A^{-1}W\|_{\mathcal{H}}^2 \leq \tilde{C}\|A^{-2}W\|_{\mathcal{H}}\|AW\|_{\mathcal{H}}. \quad (57)\]

Hence, \(\|W\|_{\mathcal{H}}^2 \leq \tilde{C}\|A^{-s_0}W\|_{\mathcal{H}}^{1/2}\|AW\|_{\mathcal{H}},\) which leads to (56).

**Step 2.** Assume that when \(\bar{s} = s_0, (55)\) holds, that is,
\[\|W\|_{\mathcal{H}} \leq \tilde{C}\|A^{-s_0}W\|_{\mathcal{H}}^{1/2}\|AW\|_{\mathcal{H}}.\]

We will finish the proof by showing that when \(\bar{s} = s_0 + 1, (55)\) also holds, that is,
\[\|W\|_{\mathcal{H}} \leq \tilde{C}\|A^{-s_0}W\|_{\mathcal{H}}^{1/2}\|AW\|_{\mathcal{H}}^{1/2}.\]

Indeed, since \(A^{-1}W \in \mathcal{D}(A),\) from (58), we have
\[\|A^{-1}W\|_{\mathcal{H}} \leq \tilde{C}\|A^{-s_0}W\|_{\mathcal{H}}^{1/2}\|AW\|_{\mathcal{H}}^{1/2}.\]

Then by (57), we have
\[\|W\|_{\mathcal{H}}^2 \leq \tilde{C}\|A^{-1}W\|_{\mathcal{H}}\|AW\|_{\mathcal{H}} \leq \tilde{C}\|A^{-s_0}W\|_{\mathcal{H}}^{1/2}\|AW\|_{\mathcal{H}}^{1/2}.\]

Hence,
\[\|W\|_{\mathcal{H}}^2 \leq \tilde{C}\|A^{-s_0}W\|_{\mathcal{H}}^{1/2}\|AW\|_{\mathcal{H}}^{1/2},\]

which implies (59) holds. The proof is complete. \(\square\)

Let \(E(\theta, u, u_t)\) be the natural energy of system (2), which is defined as (4). Define
\[E_r(t) := E(\Theta^r, U^r, U_t^r), \quad (60)\]

where
\[(\Theta^r, U^r, U_t^r) = \mathcal{A}^r(\theta, u, u_t), \quad r = -\bar{s} - 2, -\bar{s} - 1, -\bar{s}, \ldots, -1, 1. \quad (61)\]

Note that \((\Theta^r, U^r, U_t^r), \quad r = -\bar{s} - 2, -\bar{s} - 1, -\bar{s}, \ldots, -1, 1\) are also the solution to system (2) with initial state \(\mathcal{A}^r(\theta^0, u^0, u^1).\) Set \(\varepsilon(t) = \sum_{r=-\bar{s}-2}^{-1} E_r(t) + E(t).\) It is easy to check that
\[E_r(T) - E_r(S) = -\sum_{k=1}^{N_1} \int_S^T \int_0^{\ell_k} (\Theta_{k,t}^r(x,t))^2 dxdt, \quad r = -\bar{s} - 2, -\bar{s} - 1, -\bar{s}, \ldots, -1. \quad (62)\]

Hence,
\[\varepsilon(S) - \varepsilon(T) = \sum_{k=1}^{N_1} \int_S^T \int_0^{\ell_k} \left[ \sum_{r=-\bar{s}-2}^{-1} (\Theta_{k,t}^r(x,t))^2 + (\Theta_{k,t}^r(x,t))^2 \right] dxdt. \quad (63)\]

Applying Theorem 5.3 to \((\Theta^{-\bar{s}-1}, U^{-\bar{s}-1}, U_t^{-\bar{s}-1}),\) we have
\[C \sum_{k=1}^{N_1} \int_S^T \int_0^{\ell_k} \left[ \left( \frac{\partial^{2+s}[\Theta_k^{\bar{s}-1}(x,t)]}{\partial t^{2+s}} \right)^2 + \left( \frac{\partial^{1+s}[\Theta_k^{\bar{s}-1}(x,t)]}{\partial t^{1+s}} \right)^2 \right] dxdt \geq E_{-\bar{s}-1}(0). \quad (64)\]
Note that \( \frac{\partial^2 \bar{z}^2(z^{-1})}{\partial z^2} = \theta_{k,t}, \ k = 1, 2, \cdots, N_1 \). Thus, we have \( C[\varepsilon(0) - \varepsilon(T)] \geq E_{-\bar{z}^{-1}}(0) \). By (55) in Corollary 2, we have

\[
\varepsilon(t) \leq CE(t) \leq C \bar{C}^2(E_{-\bar{z}^{-1}}(t))^{1 \over \bar{z} + 1} (E_1(t))^{2 + 1 \over \bar{z} + 1}.
\]

Thus, there exists a positive constant \( C \) such that \( (\varepsilon(0))^{2+2} \bar{C} = C[\varepsilon(0) - \varepsilon(T)] \). Fixing \( T > 0 \), we get

\[
C[\varepsilon(mT) - \varepsilon((m + 1)T)] \geq \frac{(\varepsilon((m + 1)T))^{2+2} \bar{C}}{(E_1(0))^{2+1}}.
\]

Here we have used \( \varepsilon((m + 1)T) \leq \varepsilon(0) \) due to the dissipativity of operator \( \mathcal{A} \). Then we get \( C(\varepsilon(mT) - \varepsilon((m + 1)T)) \geq \frac{(\varepsilon((m + 1)T))^{2+2} \bar{C}}{E_1(0)} \) and hence

\[
\varepsilon((m + 1)T) \leq \varepsilon(mT) - \frac{1}{C} \frac{\varepsilon((m + 1)T)}{E_1(0)} < 2.
\]

In order to proceed to deduce the decay rate of the energy of system (2), we need the following lemma from [3].

**Lemma 5.7.** Let \( \{a_m\}_{m=1}^{\infty} \) be a sequence of positive number satisfying

\[
a_{m+1} \leq a_m - C(a_{m+1})^{2+\alpha}, \quad \forall m \geq 1,
\]

for some constants \( C > 0 \) and \( \alpha > -1 \). Then there exists a positive constant \( M_{C,\alpha} \) such that

\[
a_m \leq \frac{M_{C,\alpha}}{(m + 1)^{1+\alpha}}.
\]

By the above Lemma, together with (66), it is easy to get that \( \varepsilon(mT) \leq \frac{M_{C,\bar{z}}}{(m + 1)^{1+\bar{z}}} E_1(0) \). Therefore, there exists a positive constant \( C \) such that \( E(t) \leq \varepsilon(t) \leq \frac{C}{t^{1+\bar{z}}} E_1(0) \). The proof of Theorem 5.4 is complete.

**5.4. Logarithmic decay rate.** In the previous subsection, we have proved that if \( \ell_j, \ j = N_1 + 1, N_1 + 2, \cdots, N \) satisfy the conditions in Lemma 5.5 (see also Theorem 5.3), then we always can find some \( s > 0 \) such that the weights in inequality (41) satisfy (42) and based on which, the polynomial decay rate of system (2) is derived. However, if all of these conditions are not fulfilled, there is no \( s \) satisfying \( \gamma_n \leq \lambda_n^{-s} \), \( n \geq 1 \). Thus system (2) can not achieve polynomial decay and some weaker decay rate may hold. In fact, the logarithmic decay rate can be derived when the weights \( \gamma_n \) decay exponentially, that is,

\[
\gamma_n^2 \sim ce^{-an}, \quad n = 1, 2, \cdots, (68)
\]

where \( c, a \) are positive constants. Note that this kind of weights \( \gamma_n, n \geq 1 \) in (68) can not be deduced by the conditions in Lemma 5.5.

By Proposition 1, there exists a positive constant \( T \) such that

\[
\sum_{k=1}^{N_1} \int_0^T \int_0^T [p_{k,t}^2 + p_k^2] dt dx \geq \sum_{n \geq 1} ce^{-an} [\lambda_n^2 a_n^2 + b_n^2].
\]

From the above inequality, we have the following observability estimate.
Theorem 5.8. For $b \in (0, \frac{1}{2})$, there exist positive constants $T$ and $C$, such that for $(\theta^0, u^0, u^1) \in D(\mathcal{A})$,

$$C \left[ a^{-1} \ln \left( \frac{c(\theta^0, u^0, u^1)^{(2)}}{\sum_{k=1}^{N_1} \|\theta_k\|_{H^2(0,T;L^2(0,T^0_k))}^2} \right) \right]^{-2b} \geq \|\mathcal{A}(\theta^0, u^0, u^1)\|_{H}^2 \geq \|((\theta^0, u^0, u^1)\|_{H}^2,$$

(70)

where $a, c$ are positive constants given as in (68).

The proof of Theorem 5.8 will be given at the end of this subsection. Let us proceed to show the following logarithmic decay rate of system (2) based on the weakened observability inequality (70). We mainly employ some techniques from [31] to deduce the logarithmic decay.

Theorem 5.9. Assume that the weights in (41) satisfy condition (68). Then for any $(\theta^0, u^0, u^1) \in D(\mathcal{A})$ and $b \in (0, \frac{1}{2})$, there always exist positive constants $a', c'$ such that the energy of system (2) satisfies

$$E(t) \leq \frac{a'}{(\ln[c'(t+1)])^2 \|((\theta^0, u^0, u^1)\|_{H^2(\mathcal{A})}^2, \forall t \geq 0. \quad \text{(71)}$$

Proof. Set $\varepsilon_1(t) = E_{-1}(t) + E(t) + E_1(t)$, where $E_j(t)$ is defined the same as in (60). It is easy to get that

$$\frac{dE(t)}{dt} = - \sum_{k=1}^{N_1} \int_0^{t_k} \theta_{k,t}^2 dx, \quad \frac{dE_1(t)}{dt} = - \sum_{k=1}^{N_1} \int_0^{t_k} \theta_{k,t}^2 dx,$$

and hence $\varepsilon_1(0) - \varepsilon_1(T) = \sum_{k=1}^{N_1} \int_0^{t_k} (\theta_{k,t}^2 + \theta_{k,t}^2 + \theta_{k,t}^2) dx dt$. From (70), we get

$$C \left[ a^{-1} \ln \left( \frac{cE(0)}{\sum_{k=1}^{N_1} \|\theta_k\|_{H^2(0,T;L^2(0,T^0_k))}^2} \right) \right]^{-2b} \geq \frac{E(0)}{E_1(0)}. \quad \text{(72)}$$

A direct calculation yields

$$\sum_{k=1}^{N_1} \|\theta_k\|_{H^2(0,T;L^2(0,T^0_k))}^2 \geq cE(0)e^{-a\left(\frac{CE(0)}{k}\right)^{\frac{1}{2}}}, \quad b \in (0, \frac{1}{2}).$$

Hence,

$$\varepsilon_1(0) - \varepsilon_1(T) \geq cE(0)e^{-a\left(\frac{CE(0)}{k}\right)^{\frac{1}{2}}}, \quad \forall b \in (0, \frac{1}{2}). \quad \text{(73)}$$

Then replacing the initial date $(\theta^0, u^0, u^1)$ by $\mathcal{A}^{-1}((\theta^0, u^0, u^1)$, we get that (73) becomes

$$\varepsilon(0) - \varepsilon(T) \geq cE_{-1}(0)e^{-a\left(\frac{CE(0)}{k}\right)^{\frac{1}{2}}}, \quad \forall b \in (0, \frac{1}{2}). \quad \text{(74)}$$
Note that \( E(t) \leq \varepsilon(t) \leq \tilde{C}E(t) \). By Corollary 2, we have \( E_{-1}(0) \geq \frac{(E(0))^2}{\tilde{C}E_1(0)} \), and hence \( \tilde{C}E_1(0) \geq \frac{E(0)}{E_{-1}(0)} \). Thus, there exist constants \( C_1, \tilde{C}_1 \) such that

\[
\varepsilon(0) - \varepsilon(T) \geq c \left( \frac{E(0)}{C_1 E_1(0)} \right)^2 e^{-a \left( \frac{\tilde{C}_1 E_1(0)}{C_1} \right)^{\frac{1}{m}}} \quad \forall b \in (0, \frac{1}{2}).
\]  

(75)

Set \( \alpha_m = \frac{e^{(mT)}}{E_1(0)} \). We have that

\[
\alpha_m - \alpha_{m+1} \geq \frac{c}{C_1} \alpha_m^{2} e^{-a \left( \frac{\tilde{C}_1}{m} \right)^{\frac{1}{m}}}.
\]  

(76)

Here we have used that \( E_1(t) \) is non-increasing. From (76), for any \( n \in \mathbb{N} \), we get

\[
n \alpha_n^{2} e^{-a \left( \frac{\tilde{C}_1}{m} \right)^{\frac{1}{m}}} \leq \sum_{m=1}^{n} \tilde{C}_1 \left( \alpha_m - \alpha_{m+1} \right) \leq \tilde{C}_1 \alpha_1,
\]

since \( \alpha_m \) is non-increasing respective to \( m \). Note that it is easy to check

\[
\min_{\rho \epsilon (0, \alpha_1)} \rho^2 e^{-a \left( \frac{\tilde{C}_1}{m} \right)^{\frac{1}{m}}} > 0.
\]

Thus, there exists a constant \( C_b \) such that

\[
\alpha_n^{2} \geq C_b e^{-a \left( \frac{\tilde{C}_1}{m} \right)^{\frac{1}{m}}} \quad \forall b \in (0, \frac{1}{2}).
\]

Hence, \( n \alpha_n^{2} e^{-a \left( \frac{\tilde{C}_1}{m} \right)^{\frac{1}{m}}} \leq \tilde{C}_1 \alpha_1 \). Then we calculate directly that

\[
\alpha_n \leq C_1 \left[ \frac{1}{2a} \ln \left( \frac{C_b n}{{\tilde{C}_1} \alpha_1} \right) \right]^{-2b} \quad \forall b \in (0, \frac{1}{2}).
\]

Therefore, by the definition of \( \alpha_n \), for sufficient large \( n \),

\[
\varepsilon(nT) \leq C_1 \left[ \frac{1}{2a} \ln \left( \frac{C_b n}{{\tilde{C}_1} \alpha_1} \right) \right]^{-2b} E_1(0), \quad \forall b \in (0, \frac{1}{2}).
\]  

(77)

which implies the logarithmic decay rate in Theorem 5.9. The proof is complete. \( \square \)

**Proof of Theorem 5.8.** Similarly to [27], for \( b \in (0, \frac{1}{2}) \), we construct a concave and increasing function in \( t \in (0, 1) \),

\[
\Phi_b(t) = \left[ \frac{a}{\ln \left( \frac{c}{t} \right)} \right]^{2b}.
\]  

(78)

It is easy to check that \( \Phi_b(c e^{at})^{2b} = 1 \). By the inverse Jensen’s inequality (see [27]), we get

\[
1 \leq \Phi_b \left( \frac{\sum_{n=1}^{\infty} c e^{-an} (\lambda_n^2 a_n^2 + b_n^2)}{\sum_{n=1}^{\infty} (\lambda_n^2 a_n^2 + b_n^2)} \right) \sum_{n=1}^{\infty} n^{2b} (\lambda_n^2 a_n^2 + b_n^2)
\]

\[
\sum_{n=1}^{\infty} \left( \lambda_n^2 a_n^2 + b_n^2 \right),
\]

(79)

where \( \lambda_n \) are the eigenvalues of the corresponding operator \( A \) for system (38) and \( a_n, b_n \) are the Fourier coefficients given as (40). Hence,

\[
\Phi_b^{-1} \left( \frac{\sum_{n=1}^{\infty} (\lambda_n^2 a_n^2 + b_n^2)}{\sum_{n=1}^{\infty} n^{2b} (\lambda_n^2 a_n^2 + b_n^2)} \right) \sum_{n=1}^{\infty} (\lambda_n^2 a_n^2 + b_n^2) \leq \sum_{n=1}^{\infty} c e^{-an} (\lambda_n^2 a_n^2 + b_n^2).
\]  

(80)
Then by (41) in Proposition 1,
\[
\sum_{k=1}^{N_1} \int_0^T \int_0^{\ell_k} [p_{k,t}^2 + p_{k}^2] dx dt \geq \Phi_b^{-1} \left( \sum_{n \geq 1} \left( \frac{\sum (\lambda_n^2 a_n^2 + b_n^2)}{\sum n^{2b} (\lambda_n^2 a_n^2 + b_n^2)} \right) \right) \sum_{n \geq 1} (\lambda_n^2 a_n^2 + b_n^2),
\]
which implies
\[
\Phi_b \left( \sum_{k=1}^{N_1} \int_0^T \int_0^{\ell_k} \frac{(\lambda_n^2 a_n^2 + b_n^2)}{n^{2b} (\lambda_n^2 a_n^2 + b_n^2)} \right) \sum_{n \geq 1} n^{2b} (\lambda_n^2 a_n^2 + b_n^2) \geq \sum_{n \geq 1} (\lambda_n^2 a_n^2 + b_n^2).
\]
Substituting (78) into the above inequality, we get
\[
\left( a^{-1} \ln \left( \frac{c \sum_{n \geq 1} (\lambda_n^2 a_n^2 + b_n^2)}{\sum_{k=1}^{N_1} \int_0^T \int_0^{\ell_k} [p_{k,t}^2 + p_{k}^2] dx dt} \right) \right)^{-2b} \sum_{n \geq 1} n^{2b} (\lambda_n^2 a_n^2 + b_n^2) \geq \sum_{n \geq 1} (\lambda_n^2 a_n^2 + b_n^2).
\]
By proposition 2, there exist positive constants $C$ and $T$ such that
\[
\sum_{k=1}^{N_1} \int_0^T \int_0^{\ell_k} \left[ (\tilde{p}_{k,t}(x,t))^2 + (\tilde{p}_k(x,t))^2 \right] dx dt \leq C \sum_{k=1}^{N_1} \int_0^T \int_0^{\ell_k} \left[ (\theta_{k,t}(x,t))^2 + (\theta_{k,t}(x,t))^2 \right] dx dt,
\]
where $(\tilde{p}, \tilde{w})$ is the solution to (39). Note that $\theta_k = p_k + \tilde{p}_k$, $k = 1, 2, \cdots, N_1$.
Thus, there exist constants $C > 0$ and $T > 0$, such that
\[
\sum_{k=1}^{N_1} \int_0^T \int_0^{\ell_k} [p_{k,t}^2 + p_{k}^2] dx dt \leq 2 \sum_{k=1}^{N_1} \int_0^T \int_0^{\ell_k} [\theta_{k,t}^2 + \tilde{p}_{k,t}^2 + \theta_{k}^2 + \tilde{p}_{k}^2] dx dt \leq C \sum_{k=1}^{N_1} \int_0^T \int_0^{\ell_k} [\theta_{k,t}^2 + \theta_{k}^2 + \tilde{p}_{k,t}^2 + \tilde{p}_{k}^2] dx dt.
\]
Note that by Weyl’s formula (see [21]), when $n$ is sufficiently large,
\[
\lambda_n \sim \frac{n \pi}{\sum_{j=1}^{N} \ell_j}.
\]
Then we get the following estimate: there exists a constant $\widetilde{C} > 0$ such that
\[
\widetilde{C} \left( a^{-1} \ln \left( \frac{c \sum_{n \geq 1} (\lambda_n^2 a_n^2 + b_n^2)}{\sum_{k=1}^{N_1} \|\theta_k\|_{L^2(0,T;L^2(0,\ell_k))}} \right) \right)^{-2b} \sum_{n \geq 1} \lambda_n^{2b} (\lambda_n^2 a_n^2 + b_n^2) \geq \sum_{n \geq 1} (\lambda_n^2 a_n^2 + b_n^2).
\]
Note that for any $(\theta^0, u^0, u^1) \in \mathcal{D}(A)$ and $b \in (0, \frac{1}{2})$, there exists a positive constant $C$ such that
\[
\|A(\theta^0, u^0, u^1)\|_{\mathcal{H}}^2 = \sum_{k=1}^{N_1} \int_0^{\ell_k} [\theta_{k,xxx}(x,t)]^2 + \sum_{j=1}^{N} [(u_{j,xxx}(x,t)]^2 dx
\]
\[
\geq C \| (\theta^0, u^0), (\theta_0^0, u_1^1) \|^2 \prod_{j=1}^N H_{ij}^{\theta + b} \times \prod_{j=1}^N H_0^i.
\]

Since \( \| (\theta^0, u^0), (\theta_0^0, u_1^1) \|^2 \prod_{j=1}^N H_{ij}^{\theta + b} \times \prod_{j=1}^N H_0^i \sim \sum_{n \geq 1} \lambda_n^2 (\lambda_n^2 a_n^2 + b_n^2) \) and \( \| (\theta^0, u^0, u_1^1) \|^2 \leq \sum_{n \geq 1} (\lambda_n^2 a_n^2 + b_n^2) \), then we deduce from (82) that for \( b \in (0, \frac{1}{2}) \), there exists a constant \( C > 0 \) such that

\[
C \left( a^{-1} \ln \left[ \frac{c \| (\theta^0, u^0, u_1^1) \|^2 \| A \|^2}{\sum_{k=1}^{N_1} \| \theta_k \|^2 \| H^2(0,T;L^2(0,t_k)) \|} \right] \right)^{-2b} \| A(\theta^0, u^0, u_1^1) \|^2 \geq \| (\theta^0, u^0, u_1^1) \|^2.
\]

The proof of Theorem 5.8 is complete. \( \square \)

6. Decay rate for more general networks. In this section, we present some results for general networks, which can be deduced similarly by the techniques proposed in this paper.

- Assume that the Dirichlet condition is satisfied at least at one exterior node of the network. Then:
  a). If the heat equation is fulfilled in all the edges (see Fig. 4 (left) for example), then the energy of the network decays exponentially. This can be easily seen by the energy identity and the Poincaré inequality along the network.
  b). If the wave equation is satisfied in all edges (see Fig. 4 (right) for example), then the energy is conserved.

- Assume that \( \mathcal{M} \) is a tree-shaped wave network with Dirichlet condition at its root. Consider a network composed by \( \mathcal{M} \) extended by heat equations, such that all the leaves in the resulting network are heat-like (see Fig. 5 for example). Then the total energy of the network decays polynomially with the following sharp decay rate:

\[
E(t) \leq t^{-4} \| (\theta^0, u^0, u_1^1) \|^2_{D(A)},
\]

where \((\theta^0, u^0, u_1^1)\) is the initial condition.

Remark 6. This polynomial decay rate can be proved by combining the frequency domain method together with the multipliers, as in the analysis of star-shaped networks in Section 4 above.
Especially, if the network $\mathcal{M}$ in the above result is a star-shaped one, the following extended result holds.

- If only part of the leaves in the resulting network are heat-like (see Fig. 6 for example), then we have the following polynomial decay rate:

$$E(t) \leq C \frac{1}{t^{\frac{1}{\tilde{s}}}} \|((\theta^0, u^0, u^1))\|_2^2(D(A)) \text{, } \forall t \geq 0,$$

in which $\tilde{s}$ is given as follows:

1) $\tilde{s} = 1 + \lfloor N - \tilde{N} - 1 + \epsilon \rfloor$, if $\frac{\ell_i}{\ell_j} \in B_{\epsilon}$, $i, j \in \sharp M_w$, $i \neq j$,
2) $\tilde{s} = N - \tilde{N}$, if $\frac{\ell_i}{\ell_j} \in S$, $i, j \in \sharp M_w$, $i \neq j$,
3) $\tilde{s} = 1 + \lfloor 1 + \epsilon \rfloor$, if $\ell_j$, $j \in \sharp M_w$ satisfy the condition (S),

where $\sharp M_w$ stands for the set of edges described by the wave equations which do not connect heat-like edges directly. The sets $B_{\epsilon}$, $S$ and the condition (S) are given as in Definition 5.1 and 5.2.

**Remark 7.** The above decay rate can be shown by the observability estimate method similarly as the discussion in Section 5, in which the heat-wave network is replaced by pure wave network when deducing the observability inequality.

- Based on the observability estimate method (see Section 5), we can get the decay rates for general heat-wave network $G$, as long as the weakened observability estimate can be obtained for the corresponding wave network, in which all heat equations are replaced by the wave ones. More precisely, assume that the following weakened observability inequality holds:

$$\sum_{k \in \sharp G_n} \int_0^T \int_{\ell_k} [p_{k,t}^2 + p_k^2]dxdt \geq \sum_{n \geq 1} \gamma_n^2 [\lambda_n^2 a_n^2 + b_n^2],$$

(84)
where \((p_k, p_k)\), \(k \in \mathcal{G}_h\), are the states of the wave equations which replace the heat equations in the heat-wave network \(G\); \(\lambda_n\) denote the corresponding eigenvalues and \(a_n, b_n\) the Fourier coefficients of the initial state, similar as in (40). In here \(\mathcal{G}_h\) stands for the set of edges evolving according to the heat equation.

Then the heat-wave network \(G\) decays as follows:

1. If the weights in (84) satisfy \(\gamma_n \geq \lambda^{-s}_n\), \(n \geq 1\), then network \(G\) decays polynomially, that is,
\[
E(t) \leq C \frac{1}{t^{s+1}} \|(\theta^0, u^0, u^1)\|_{\mathcal{D}(A)}^2, \quad \forall t \geq 0,
\]
where \(\bar{s} := [s] + 1\).

2. If \(\gamma_n^2 \sim ce^{-a_n}, \ n \geq 1\), where \(c, a\) are positive constants, then network \(G\) can achieve logarithmic decay rate, that is, for any \(b \in (0, \frac{1}{2})\), there always exists positive constants \(a', c\) such that
\[
E(t) \leq \frac{a'}{(\ln[c'(t+1)])^{2b}} \|(\theta^0, u^0, u^1)\|_{\mathcal{D}(A)}^2, \quad \forall t \geq 0.
\]

Remark 8. Following the proof in Section 5, the decay rate of star-shaped heat-wave networks is deduced from the corresponding star-shaped wave networks. Hence, employing a similar analysis, we can extend these results to more general heat-wave networks. This approach is useful since there have been several methods and results on the observability for wave networks (see [9], [15]). Note however that, in general, this approach does not lead to optimal decay rates.

Remark 9. Despite the contributions of the present paper, the obtention of sharp decay rates for all possible planar heat-wave networks is still a widely open subject of research.

7. Appendix.

7.1. Appendix: Construction of ray-like approximate solutions of heat-wave networks. This appendix is devoted to build ray-like approximate solutions of (7) by the WKB approach of asymptotic expansion (see [25], [5]).

Step 1). The approximate solutions for the wave equations

We rewrite (8) as follows
\[
\begin{align*}
\bar{u}_j^\epsilon(x,t) &= e^{i\epsilon t/k} \sum_{k=0}^{\infty} e^{i\xi/k} a_j^k(x,t) + e^{-i\xi/k} b_j^k(x,t) + e^{2i\epsilon t/k} e^{-i\xi/k} 2^{2n+1} b_j^{2n+1}(x,t), \quad (85) \\
\tilde{u}_j^\epsilon(x,t) &= e^{i\epsilon t/\tau} \left[ \sum_{k=0}^{\infty} e^{-i\xi/k} b_j^k(x,t) + \sum_{n=0}^{\infty} e^{n+\frac{1}{2}} \epsilon^{-i\xi/k} 2^{2n+1} b_j^{2n+1}(x,t) \right], \quad (86)
\end{align*}
\]

A direct calculation yields that
\[
\begin{align*}
\partial_t \bar{u}_j^\epsilon(x,t) &= -\frac{\epsilon^2}{\bar{e}} e^{i\epsilon t/k} \left[ \sum_{k=0}^{\infty} e^{i\xi/k} a_j^k(x,t) + e^{-i\xi/k} b_j^k(x,t) + e^{2i\epsilon t/k} 2^{2n+1} b_j^{2n+1}(x,t) \right] \\
&+2ic\epsilon e^{i\epsilon t/\tau} e^{-i\xi/k} \partial_k b_j^k(x,t) + e^{-i\xi/k} \partial_k b_j^k(x,t) + \sum_{n=0}^{\infty} e^{n+\frac{1}{2}} \epsilon^{-i\xi/k} 2^{2n+1} b_j^{2n+1}(x,t)
\end{align*}
\]
and
\[
\partial_{xx} u_j^0(x, t) = -\frac{\xi^2}{\epsilon^2} e^{i rt/\epsilon} \sum_{k=0}^{\infty} e^{-i \xi x/\epsilon} a_j^k(x, t) + \sum_{n=0}^{\infty} e^{i \frac{\xi \theta}{\epsilon}} e^{i n \frac{\theta}{\epsilon}} b_j^{2n+1}(x, t) \]
\[
+ 2\frac{i \xi}{\epsilon} e^{i rt/\epsilon} \sum_{k=0}^{\infty} e^{-i \xi x/\epsilon} \partial_x a_j^k(x, t) - e^{-i \xi x/\epsilon} \partial_x b_j^{2k}(x, t) \]
\[
+ e^{i rt/\epsilon} \sum_{k=0}^{\infty} e^{-i \xi x/\epsilon} \partial_x a_j^k(x, t) + e^{-i \xi x/\epsilon} \partial_x b_j^{2k}(x, t) \].
\]

Let \( u_j^0(x, t) \) satisfy \( u_j^0(x, t) - u_j^{\infty}(x, t) = O(\epsilon^\infty) \). According to the term of \( O(\epsilon^1) \), we get that
\[
2\frac{i \xi}{\epsilon} e^{i rt/\epsilon} [e^{i \xi x/\epsilon} \partial_x a_j^0(x, t) + e^{-i \xi x/\epsilon} \partial_x b_j^0(x, t)] - 2\frac{i \xi}{\epsilon} e^{i rt/\epsilon} [e^{i \xi x/\epsilon} \partial_x a_j^0(x, t) - e^{-i \xi x/\epsilon} \partial_x b_j^0(x, t)] = 0.
\]

Thus, we have \( \tau \partial_t a_j^0 - \xi \partial_x a_j^0 = 0, \quad \tau \partial_t b_j^0 + \xi \partial_x b_j^0 = 0 \). Using the similar argument on other terms of \( O((\sqrt{\epsilon})^n) \), \( n = -1, 0, 1, 2, \ldots \), we deduce that \( (87) \)

Let us consider the equations \( (87) \) with initial conditions imposed at the joint node \( x = 0 \), that is,
\[
a_j^0(0, t) = a_j^{n, 0}(t), \quad b_j^0(0, t) = b_j^{n, 0}(t), \quad j = N_1 + 1, N_1 + 2, \ldots, N, \quad n = 0, 1, 2, \ldots.
\]

(88)

Note that they are all transport equations in \( (88) \). We get the unique ray-like solutions to the above problem as follows:
\[
\begin{align*}
\frac{d a_j^0(x, t)}{dt} &= a_j^{0, 0}(t + \frac{\tau}{\xi} x), \\
\frac{d a_j^0(x, t)}{dt} &= a_j^{0, 0}(t + \frac{\tau}{\xi} x) - i(2\xi)^{-1} \int_0^\tau (\partial_{xx} a_j^{n, -1}(\theta, t - \frac{\tau}{\xi}(\theta - x)) d\theta, \\
\frac{d b_j^0(x, t)}{dt} &= b_j^{1, 0}(t - \frac{\tau}{\xi} x), \\
\frac{d b_j^0(x, t)}{dt} &= b_j^{1, 0}(t - \frac{\tau}{\xi} x) = i(2\xi)^{-1} \int_0^\tau (\partial_{xx} b_j^{2n, -1}(\theta, t + \frac{\tau}{\xi}(\theta - x)) d\theta, \\
\frac{d b_j^{2n}(x, t)}{dt} &= b_j^{2n, 0}(t - \frac{\tau}{\xi} x) + i(2\xi)^{-1} \int_0^\tau (\partial_{xx} b_j^{2n, -1}(\theta, t + \frac{\tau}{\xi}(\theta - x)) d\theta, \\
\frac{d b_j^{2n+1}(x, t)}{dt} &= b_j^{2n+1, 0}(t - \frac{\tau}{\xi} x) + i(2\xi)^{-1} \int_0^\tau (\partial_{xx} b_j^{2n+1, -1}(\theta, t + \frac{\tau}{\xi}(\theta - x)) d\theta, \\
\end{align*}
\]
(89)

Thus, the ray-like solutions \( (8) \) have been uniquely gotten from the initial conditions \( a_j^{n, 0}(t), b_j^{n, 0}(t), \quad j = N_1 + 1, N_1 + 2, \ldots, N, \quad n = 0, 1, 2, \ldots \).

\textbf{Step 2). The approximate solutions for the heat equations}

Let us build the solutions of the form \( (9) \) for the heat equations in \( (7) \). It can be calculated directly that: for \( k = 1, 2, \ldots, N_1, \)
\[
\partial_{\theta} \theta'_k(x, t) \sim \frac{i \tau}{\epsilon} e^{i(\theta + \xi x)/\sqrt{\epsilon}} \sum_{n=0}^{\infty} (\sqrt{\epsilon})^n B_k^n(x, t) + e^{i(\theta + \xi x)/\sqrt{\epsilon}} \sum_{n=0}^{\infty} (\sqrt{\epsilon})^n \partial_{\theta} B_k^n(x, t),
\]
\[ \partial_x \theta_k^n(x, t) \sim \frac{-k^2}{\varepsilon} e^{i(\tau t + i\frac{\theta}{\sqrt{\varepsilon}})} \sum_{n=0}^{\infty} (\sqrt{\varepsilon})^n B_k^n(x, t) + 2i \frac{\hat{\xi}}{\varepsilon} e^{i(\tau t + i\frac{\theta}{\sqrt{\varepsilon}})} \sum_{n=0}^{\infty} (\sqrt{\varepsilon})^n \partial_x B_k^n(x, t) \]

Since \( \theta_k^n, k = 1, 2, \cdots, N_1 \) satisfy \( \theta_k^n(x, t) - \theta_k^n(x, t) = O(\varepsilon) \), similar to the discussion for the wave equations, according to the term of \( O((\sqrt{\varepsilon})^n) \), we get

\[ \begin{align*}
\partial_x B_k^0(x, t) &= 0, \\
-2i \xi \partial_x B_k^n(x, t) + (\partial_t - \partial_{xx}) B_k^{n-1}(x, t) &= 0, \quad n = 1, 2, 3, \cdots
\end{align*} \tag{90} \]

From (9), we have

\[ B_k^n(x, t)|_{x=0} = f^n(t), \quad n = 0, 1, 2, \cdots, k = 1, 2, \cdots, N_1. \tag{91} \]

Then by (90) and (91), it is easy to get the unique functions \( B_k^n(x, t), n = 0, 1, 2, \cdots \) from \( f^n(t) \) as follows:

\[ \begin{align*}
B_k^0(x, t) &= f^0(t), \\
B_k^1(x, t) &= f^1(t) - \frac{i \phi(0)}{2k} x, \\
B_k^n(x, t) &= f^n(t) - \frac{i}{2k} \int_0^t (\partial_t - \partial_{xx}) B_k^{n-1}(x, t) dx, \quad n = 2, 3, \cdots, k = 1, 2, \cdots, N_1.
\end{align*} \tag{92} \]

Thus, we have identified \( \theta_k^n(x, t), k = 1, 2, \cdots, N_1 \) uniquely from \( f^n, n = 0, 1, 2, \cdots \).

**Step 3.** Gluing \( u_j^n(x, t) \) and \( \theta_k^n(x, t) \) by the transmission conditions

By (9) and (91), we obtain

\[ \begin{align*}
\theta_k^n(0, t) &\sim e^{i\tau t/\varepsilon} \left[ \sum_{n=0}^{\infty} e^{n} f^{2n}(t) + \sum_{n=0}^{\infty} e^{n+\frac{1}{2}} f^{2n+1}(t) \right], \quad k = 1, 2, \cdots, N_1, \\
\partial_x \theta_k^n(0, t) &\sim \frac{1}{\sqrt{\varepsilon}} e^{i\tau t/\varepsilon} \left[ i \hat{\xi} f^0(t) + \sum_{n=1}^{\infty} e^n (i \hat{\xi} f^{2n}(t) + \partial_x B_k^{2n-1}(0, t)) \right] \\
&\quad + \sum_{n=1}^{\infty} e^{-\frac{1}{2} n} (i \hat{\xi} f^{2n-1}(t) + \partial_x B_k^{2n-2}(0, t)).
\end{align*} \]

On the other hand, from (8), we get that

\[ \begin{align*}
u_j^n(0, t) &\sim e^{i\tau t/\varepsilon} \left[ \sum_{n=0}^{\infty} e^n a_{j, 0}^{n, 0}(t) + b_j^{0n, 0}(t) \right] + \sum_{n=0}^{\infty} e^{n+\frac{1}{2}} b_j^{2n+1, 0}(t), \\
u_j^n(0, t) &\sim e^{i\tau t/\varepsilon} \left[ \sum_{n=0}^{\infty} e^n b_j^{2n, 0}(t) + \sum_{n=0}^{\infty} e^{n+\frac{1}{2}} b_j^{2n+1, 0}(t) \right],
\end{align*} \]

\[ j = N_1 + 1, N_1 + 2, \cdots, N, j \neq \hat{j}, \]

where \( a_{j, 0}^{n, 0}(t) \) and \( b_j^{0n, 0}(t) \) are the same as in (88). Note that from the transmission conditions in (7), we have \( \theta_k^n(0, t) = u_j^n(0, t), k = 1, 2, \cdots, N_1, j = N_1 + 1, N_1 + 2, \cdots, N \). Hence,

\[ \begin{align*}
f^0(t) &= a_{j, 0}^{0, 0}(t) + b_j^{0, 0}(t), \quad j = N_1 + 1, N_1 + 2, \cdots, N, j \neq \hat{j}, \\
f^{2n}(t) &= a_{j, 0}^{n, 0}(t) + b_j^{2n, 0}(t), \quad j = N_1 + 1, N_1 + 2, \cdots, N, j \neq \hat{j}, \\
f^{2n+1}(t) &= b_j^{2n+1, 0}(t), \quad j = N_1 + 1, N_1 + 2, \cdots, N, n = 0, 1, 2, \cdots.
\end{align*} \tag{93} \]
We further calculate that
\[
\partial_x u_j^e(t, 0) \sim \frac{1}{\sqrt{\varepsilon}} e^{i rt/\varepsilon} \left[ \frac{i \xi}{\sqrt{\varepsilon}} (a_j^{0,0}(t) - b_j^{0,0}(t)) - i \xi b_j^{1,0}(t) \right]
\]
\[
+ \sum_{n=1}^{\infty} e^{-\frac{\varepsilon}{4} \left| i \xi (a_j^{0,0}(t) - b_j^{0,0}(t)) \right| + \partial_x b_j^{2n-1}(0, t)}
\]
\[
+ \sum_{n=1}^{\infty} e^{-\frac{\varepsilon}{4} \left| i \xi (a_j^{0,0}(t) - b_j^{0,0}(t)) \right| + \partial_x b_j^{2n-1}(0, t)} \right];
\]
\[
\partial_x u_j^e(t, 0) \sim \frac{1}{\sqrt{\varepsilon}} e^{i rt/\varepsilon} \left[ - \frac{i \xi}{\sqrt{\varepsilon}} b_j^{0,0}(t) - \xi b_j^{1,0}(t) + \sum_{n=1}^{\infty} e^{-\frac{\varepsilon}{4} \left| i \xi (b_j^{0,0}(t) + \partial_x b_j^{2n-1}(0, t)) \right|}
\]
\[
+ \sum_{n=1}^{\infty} e^{-\frac{\varepsilon}{4} \left| i \xi (b_j^{0,0}(t) + \partial_x b_j^{2n-1}(0, t)) \right|}
\]
\[
, j = N_1 + 1, N_1 + 2, \ldots , N, j \neq \hat{j}.
\]

Thus, from \( \sum_{j=N_1+1}^{N} u_j^e(x, 0, t) + \sum_{k=1}^{N_1} \theta_k^{e,x}(0, t) = 0, \)
\[
0 \sim \frac{1}{\sqrt{\varepsilon}} e^{i rt/\varepsilon} \left[ \frac{i \xi}{\sqrt{\varepsilon}} a_j^{0,0}(t) + \sum_{n=1}^{\infty} e^{-\frac{\varepsilon}{4} \left| i \xi a_j^{n,0}(t) + \partial_x a_j^{n-1}(0, t) \right|}
\]
\[
+ \sum_{N_{N_1+1}}^{N} \left\{ \frac{1}{\sqrt{\varepsilon}} e^{i rt/\varepsilon} \left[ - \frac{i \xi}{\sqrt{\varepsilon}} b_j^{0,0}(t) - \xi b_j^{1,0}(t) + \sum_{n=1}^{\infty} e^{-\frac{\varepsilon}{4} \left| i \xi (b_j^{0,0}(t) + \partial_x b_j^{2n-1}(0, t)) \right|}
\]
\[
+ \sum_{n=1}^{\infty} e^{-\frac{\varepsilon}{4} \left| i \xi (b_j^{0,0}(t) + \partial_x b_j^{2n-1}(0, t)) \right|}
\]
\[
+ \sum_{k=1}^{N_1} \left\{ \frac{1}{\sqrt{\varepsilon}} e^{i rt/\varepsilon} \left[ i \xi f_0(t) + \sum_{n=1}^{\infty} e^{i (i \xi f_0(t) + \partial_x B_k^{2n-1}(0, t))}
\]
\[
+ \sum_{n=1}^{\infty} e^{-\frac{\varepsilon}{4} \left| i \xi (f_0(t) + \partial_x B_k^{2n-1}(0, t)) \right|}
\]
\]
Based on the above equation, in order to identify \( u_j^e(x, t) \) and \( \theta_j^e(x, t) \), we will get \( f^n \) and \( b_j^{n,0}(t), j = N_1 + 1, N_1 + 2, \ldots , N \) from \( a_j^{n,0}(t) \). From the term of \( O(\varepsilon^{-1}) \), we have
\[
a_j^{0,0}(t) = \sum_{j=N_1+1}^{N} b_j^{0,0}(t).
\]

From the term of \( O(\varepsilon^{-\frac{1}{2}}) \), we get
\[
- \sum_{j=N_1+1}^{N} i \xi b_j^{1,0}(t) + N_1 i \xi f_0(t) = 0.
\]

Note that from (93),
\[
b_j^{0,0}(t) = f_0(t) - a_j^{0,0}(t), \quad b_j^{0,0}(t) = f_0(t), \quad j = N_1 + 1, N_1 + 2, \ldots , N, j \neq \hat{j},
\]
which together with (94) implies that \( 2a_j^{0,0}(t) = (N - N_1) f_0(t) \). Hence,
\[
f_0 = \frac{2a_j^{0,0}(t)}{N - N_1}.
\]
Then, from the third equation in (93) and (95), we have

\[- \sum_{j=N_1+1}^{N} i\xi f^1(t) + \frac{2tN_1\xi a_j^{0,0}(t)}{N-N_1} = 0.\]

Thus,

\[b_j^{1,0}(t) = f^1(t) = \frac{2N_1\xi a_j^{0,0}(t)}{(N-N_1)^2}\xi, \quad j = N_1 + 1, N_1 + 2, \ldots, N.\]  

(98)

From the term of $O(\epsilon^{n-\frac{1}{2}})$ ($n \geq 1$),

\[\sum_{k=1}^{N_1} (i\xi f^{2n}(t) + \partial_x B_k^{2n-1}(0, t)) + \sum_{j=N_1+1}^{N} (-i\xi \dot{b}_j^{2n+1,0}(t) + \partial_x b_j^{2n-1}(0, t)) = 0.\]  

(99)

Similarly, from the term of $O(\epsilon^{n-1})$, $n = 1, 2, \ldots$,

\[i\xi \dot{a}_j^{0,0}(t) + \partial_x a_j^{0,0}(0, t) + \sum_{j=1}^{N_1} (i\xi f^{2n-1}(t) + \partial_x B_j^{2n-2}(0, t)) + \sum_{j=N_1+1}^{N} \left[-i\xi \dot{b}_j^{2n,0}(t) + \partial_x b_j^{2n-2}(0, t)\right] = 0.\]  

(100)

When $n = 1$, from (100), we get

\[i\xi \dot{a}_j^{1,0}(t) + \partial_x a_j^{0,0}(0, t) + \sum_{j=1}^{N_1} (i\xi f^1(t) + \partial_x B_j^0(0, t)) + \sum_{j=N_1+1}^{N} \left[-i\xi \dot{b}_j^{2,0}(t) + \partial_x b_j^0(0, t)\right] = 0.\]

Then by (93),

\[i2\xi \dot{a}_j^{1,0}(t) + \partial_x a_j^{0,0}(0, t) + \sum_{j=1}^{N_1} (i\xi f^1(t) + \partial_x B_j^0(0, t)) + \sum_{j=N_1+1}^{N} \left[-i\xi f^2(t) + \partial_x b_j^0(0, t)\right] = 0.\]

Thus, a direct calculation yields

\[f^2(t) = \frac{1}{(N-N_1)^2\xi} \left[ i2\xi a_j^{1,0}(t) + \partial_x a_j^{0,0}(0, t) + \sum_{j=1}^{N_1} i\xi f^1(t) + \partial_x B_j^0(0, t) + \sum_{j=N_1+1}^{N} \partial_x b_j^0(0, t) \right],\]

in which $b_j^{0,0}$, $f^0$ are given as (96), (97); $a_j^0(x, t)$, $b_j^0(x, t)$ and $B_j^0(x, t)$, can be uniquely determined by (89) and (92), respectively. Thus, by (93), we get all $b_j^{n,0}(t)$, $j = N_1 + 1, N_1 + 2, \ldots, N$.

Continuing the similar argument by induction, we can obtain all the $b_j^{n,0}(t)$, $f^n(t)$ uniquely from $a_j^{n,0}(t)$ and hence $a_j^n(x, t)$, $b_j^n(x, t)$ and $B_j^n(x, t)$ can also be identified from $a_j^{n,0}(t)$. It means that by the transmission conditions in (7), the reflected waves in (8) and the heat-like solutions (9) can be determined uniquely from the constructed incoming wave in the wave domain.

### 7.2. Appendix: Proof of Lemma 4.3.

This appendix is devoted to prove Lemma 4.3. We mainly construct a counterexample by the trick from [4] to show this Lemma.

Let us consider the resolvent system for $\mathcal{A}$ as follows

\[i\sigma W - \mathcal{A} W = F,\]  

(101)
where \( W = ((\theta_k)_{k=1}^{N-1}, u, z) \), \( F = ((f^0_k)_{k=1}^{N-1}, f^1, f^2) \). Thus system (101) can be rewritten as follows:

\[
\begin{align*}
\text{(102)} & \quad i \sigma \theta_k - \theta_{k,x} = f^0_k, \quad k = 1, 2, \cdots, N - 1, \\
\text{(103)} & \quad i \sigma u - z = f^1, \\
\text{(104)} & \quad i \sigma z - u_{xx} = f^2,
\end{align*}
\]

with boundary and transmission conditions

\[
\begin{align*}
\text{(105)} & \quad u(\ell_N) = \theta_k(\ell_k) = 0, \quad k = 1, 2, \cdots, N - 1, \\
\theta_k(0) = u(0), \quad \forall k = 1, 2, 3, \cdots, N - 1, \\
\sum_{k=1}^{N-1} \theta_{k,x}(0) + u_x(0) = 0.
\end{align*}
\]

Set \( f^1_k = f^1 = 0, \quad k = 1, 2, \cdots, N - 1 \), and \( f^2 = g \). Thus, (102) can be rewritten as follows:

\[
\begin{align*}
\text{(106)} & \quad i \sigma \theta_k - \theta_{k,x} = 0, \quad k = 1, 2, \cdots, N - 1, \\
\text{(107)} & \quad -\sigma^2 u - u_{xx} = g.
\end{align*}
\]

We calculate directly that

\[
\begin{align*}
\text{(108)} & \quad \left\{ \begin{array}{l}
\theta_k(x) = \frac{\theta_k(0)}{\sinh \sqrt{i \sigma \ell_k}} \sinh \sqrt{i \sigma (\ell_k - x)}, \quad k = 1, 2, \cdots, N - 1, \\
u(x) = \frac{u(0)}{\sin \sigma \ell_k} \sin \sigma (\ell_N - x) + \frac{\sin \sigma (\ell_N - x)}{\sigma \sin \sigma \ell_k} \int_0^{\ell_N} g(\ell_N - s) \sin \sigma (\ell_N - s) ds \\
- \frac{1}{\sigma} \int_0^{\ell_N} g(\ell_N - s) \sin \sigma (\ell_N - x - s) ds.
\end{array} \right.
\end{align*}
\]

Note that \( \sum_{k=1}^{N-1} \theta_{k,x}(0) + u_x(0) = 0 \) and \( \theta_k(0) = u(0), \quad k = 1, 2, \cdots, N - 1 \). Hence, we get

\[
\sigma u(0) = \frac{\cos \sigma \ell_N}{\sin \sigma \ell_N} \int_0^{\ell_N} g(\ell_N - s) \sin \sigma (\ell_N - s) ds - \int_0^{\ell_N} g(\ell_N - s) \cos \sigma (\ell_N - s) ds - \sum_{k=1}^{N-1} \frac{\sqrt{i} \cosh \sqrt{i \sigma \ell_k}}{\sqrt{\sigma} \sinh \sqrt{i \sigma \ell_k}} - \frac{\cos \sigma \ell_N}{\sin \sigma \ell_N}.
\]

which implies that

\[
\sigma u(0) = \frac{\cos \sigma \ell_N}{\sin \sigma \ell_N} \int_0^{\ell_N} g(\ell_N - s) \sin \sigma (\ell_N - s) ds - \int_0^{\ell_N} g(\ell_N - s) \cos \sigma (\ell_N - s) ds.
\]

Note that \( \sum_{k=1}^{N-1} \frac{\sqrt{i} \cosh \sqrt{i \sigma \ell_k}}{\sqrt{\sigma} \sinh \sqrt{i \sigma \ell_k}} \sim - \sum_{k=1}^{N-1} \frac{\sqrt{i}}{\sqrt{\sigma}}, \quad \sigma \to +\infty \). Now, set \( g(s) = \sin(\sigma (\ell_N - s)) \), \( \sigma \ell_N = 2n\pi + \frac{\pi}{2} + n^{-\frac{1}{2}} \). Then we have

\[
\cos(\sigma \ell_N) \sim n^{-\frac{1}{2}}, \quad \sin(\sigma \ell_N) \sim 1, \quad \sigma \to +\infty.
\]

Note that

\[
\int_0^x \sin(\sigma s) \sin(\sigma (x - s)) ds = - \frac{x \cos(\sigma x)}{2} - \frac{\sin^2(\sigma x)}{2\sigma^2} + \frac{\cos(\sigma x) \sin(2\sigma x)}{2\sigma}. \quad \text{A direct calculation yields}
\]

\[
\int_0^{\ell_N} \sin(\sigma s) \sin(\ell_N - s) ds \to 0, \quad \sigma \to +\infty.
\]
Similarly, we get
\[ \int_0^{\ell_N} \sin(\sigma s) \cos(\ell_N - s) ds \to \frac{\ell_N}{2}, \quad \sigma \to +\infty. \]  
(112)

Thus, when \( \sigma \to +\infty \),
\[ \sigma u(0) \sim \frac{\cos \sigma \ell_N}{\sin \sigma \ell_N} \int_0^{\ell_N} \sin(\sigma s) \sin(\ell_N - s) ds - \int_0^{\ell_N} \sin(\sigma s) \cos(\ell_N - s) ds \]
\[ \sim \frac{-\ell_N}{-(N-1)\frac{\sqrt{N}}{\sqrt{\sigma}} - 1} = \frac{\ell_N}{2(N-1)\sqrt{\ell} + 2}. \]  
(113)

Hence, when \( \sigma \to +\infty \),
\[ \sigma u(x) = \frac{\sigma u(0)}{\sin \sigma \ell_N} \sin(\ell_N - x) + \frac{\sin(\ell_N - x)}{\sin \sigma \ell_N} \int_0^{\ell_N} \sin(\sigma s) \sin(\ell_N - s) ds \]
\[ \sim \frac{\ell_N}{2(N-1)\sqrt{N} + 2} \sin(\ell_N - x) - \int_0^{\ell_N-x} \sin(\sigma s) \sin(\ell_N - x - s) ds. \]  
(114)

Here we have used (110) and (111) and the boundedness of \( \sin(\ell_N - x) \). Therefore,
\[ \|\sigma u(x)\|^2 \sim \int_0^{\ell_N} \left| \sqrt{\frac{\ell_N}{2(N-1)\sqrt{N} + 2}} \sin(\ell_N - x) \right|^2 dx. \]
(115)

Note that \( \int_0^{\ell_N-x} \sin(\sigma s) \sin(\ell_N - x - s) ds \) is bounded. Thus we have
\[ \|\sigma u(x)\|^2 \geq C_1 \int_0^{\ell_N} \left| \sqrt{\frac{\ell_N}{2(N-1)\sqrt{N} + 2}} \sin(\ell_N - x) \right|^2 dx + C_2 \]
\[ \sim \tilde{C_1} \sigma + \tilde{C_2}. \]  
(116)

Therefore, \( \|W\|_{\gamma}^2 \geq \|\sigma u(x)\|^2 \geq \tilde{C}_1 \sigma + \tilde{C}_2. \) Hence, there at least exists a sequence \( (\sigma_n, F_n) \) satisfying \( \|(\sigma_n I - A)^{-1} F_n\|_{\gamma}^2 \geq \tilde{C}_1 \sigma_n + \tilde{C}_2, \sigma_n \to +\infty \) as \( n \to \infty \).

7.3. Appendix: Proof of Proposition 1. This appendix is devoted to show Proposition 1. We mainly prove this proposition by estimating some inequalities together with the known observability results in [9].

Lemma 7.1. Let \( t_1, t_2 > 0 \). Then for each \( (\omega_1, \omega_2) \subset (0, \ell_k) \),
\[ \int_{t_1}^{t_2} \int_{\omega_1}^{\omega_2} \left( p_{k,x}(x,t) + p_{k,t}(x,t) \right) dx \, dt \geq \frac{\omega_2 - \omega_1}{\ell_k} \int_{t_1}^{t_2} \int_{\omega_1}^{\omega_2} \left( p_{k,x}(x,t) + p_{k,t}(x,t) \right) dx \, dt, \]

where \( k = 1, 2, \ldots , N_1 \) and
\[ t_2 - t_1 > 2 \max_k \{ \ell_k - \omega_2, \omega_1 \}, \hat{t}_1 = t_1 + \max_k \{ \ell_k - \omega_2, \omega_1 \}, \hat{t}_2 = t_2 - \max_k \{ \ell_k - \omega_2, \omega_1 \}. \]
(117)
Proof. By D’Alembert formula, we have that for \( x_0 \in (0, \ell_k) \), \( k = 1, 2, \cdots, N_1 \),
\[
\int_{t_1}^{t_2} (p_{k,x}^2(x_0, t) + p_{k,t}^2(x_0, t)) dt \geq \int_{t_1 + x_0 - x}^{t_2 + x - x_0} (p_{k,x}^2(x, t) + p_{k,t}^2(x, t)) dt, \quad 0 \leq x < x_0
\]
and
\[
\int_{t_1}^{t_2} (p_{k,x}^2(x_0, t) + p_{k,t}^2(x_0, t)) dt \geq \int_{t_1 - x + x_0}^{t_2 - x + x_0} (p_{k,x}^2(x, t) + p_{k,t}^2(x, t)) dt, \quad \ell_k \geq x > x_0.
\]
So,
\[
\int_{t_1}^{t_2} (p_{k,x}^2(x_0, t) + p_{k,t}^2(x_0, t)) dt \geq \int_{t_1}^{t_2} (p_{k,x}^2(x, t) + p_{k,t}^2(x, t)) dt, \quad k = 1, 2, \cdots, N_1,
\]
where \( \tilde{t}_1, \tilde{t}_2 \) are given as (118). Thus, integrating respect to \( x \) from 0 to \( \ell_k \), we have
\[
\ell_k \int_{t_1}^{t_2} (p_{k,x}^2(x_0, t) + p_{k,t}^2(x_0, t)) dt \geq \int_{t_1}^{t_2} \int_0^{\ell_k} (p_{k,x}^2(x, t) + p_{k,t}^2(x, t)) dx dt.
\]
Finally, integrating respect to \( x_0 \) from \( \omega_1 \) to \( \omega_2 \), we obtain
\[
\ell_k \int_{t_1}^{t_2} \int_{\omega_1}^{\omega_2} (p_{k,x}^2(x_0, t) + p_{k,t}^2(x_0, t)) dx_0 dt \geq (\omega_2 - \omega_1) \int_{t_1}^{t_2} \int_0^{\ell_k} (p_{k,x}^2(x, t) + p_{k,t}^2(x, t)) dx dt.
\]
Therefore, (117) holds. \( \square \)

Lemma 7.2. Let \( t_1, t_2, \varrho, \tau > 0 \). Then there exists a constant \( C_3 \) such that for \( k = 1, 2, \cdots, N_1 \),
\[
C_3 \int_{t_1}^{t_2} \int_0^{\ell_k} (p_{k,x}^2 + p_{k,t}^2) dx dt \geq \int_{t_1 + \varrho + \tau}^{t_2 - \varrho - \tau} \int_0^{\ell_k} (p_{k,x}^2 + p_{k,t}^2) dx dt, \quad (119)
\]
where \( \varrho, \tau \) are some positive constants and
\[
t_2 - t_1 > 2\varrho + 2\tau. \quad (120)
\]

Proof. Multiplying the first equation in (38) by \( x^2 h(t)p_k \), where \( h = h(t) \) is a non-negative smooth function such that
\[
h = 1 \text{ in } [t_1 + \varrho, t_2 - \varrho], \quad h(t_1) = h(t_2) = 0,
\]
and integrating in \( (t_1, t_2) \times (0, \ell_k) \) we obtain
\[
\int_{t_1}^{t_2} \int_0^{\ell_k} x^2 h(t)p_k p_{k,tt} dx dt - \int_{t_1}^{t_2} \int_0^{\ell_k} x^2 h(t)p_k p_{k,xx} dx dt = 0, \quad k = 1, 2, \cdots, N_1. \quad (121)
\]
Integrating by parts, we get
\[
0 = \int_0^{\ell_k} x^2 h(t)p_k p_{k,tt} dx |_{t_1}^{t_2} - \int_{t_1}^{t_2} \int_0^{\ell_k} x^2 h'(t)p_k + h(t)p_{k,t} p_{k,tt} dx dt
\]
\[
- \int_{t_1}^{t_2} \int_0^{\ell_k} x^2 h(t)p_k p_{k,tt} dx |_{t_0}^{t_2} + \int_{t_1}^{t_2} \int_0^{\ell_k} h(t)(2xp_k + x^2 p_{k,x})p_{k,xt} dx dt,
\]
Hence,
\[
\int_{t_1}^{t_2} \int_0^{\ell_k} x^2 h(t)p_k^2 dx dt + \int_{t_1}^{t_2} \int_0^{\ell_k} x^2 h'(t)p_k p_{k,t} dx dt
\]
Note that
\[
\int_{t_1}^{t_2} \int_0^\ell_k x(t)p_k p_{k,x} dx \, dt = \int_{t_1}^{t_2} h(t) x p_k^2 dt|_0^\ell_k - \int_{t_1}^{t_2} \int_0^\ell_k h(t)(p_k + x p_{k,x}) p_k dx \, dt
\]
\[
= - \int_{t_1}^{t_2} \int_0^\ell_k h(t)(p_k + x p_{k,x}) p_k dx \, dt.
\]
Hence, \( \int_{t_1}^{t_2} \int_0^\ell_k x(t)p_k p_{k,x} dx \, dt = -\frac{1}{2} \int_{t_1}^{t_2} \int_0^\ell_k h(t) p_k^2 dx \, dt \), \( k = 1, 2, \cdots, N_1 \). So,
\[
\int_{t_1}^{t_2} \int_0^\ell_k x^2 h(t)p_k^2 dx \, dt = \int_{t_1}^{t_2} \int_0^\ell_k x^2 h'(t)p_k dx \, dt
\]
\[
= - \int_{t_1}^{t_2} \int_0^\ell_k h(t)p_k^2 dx \, dt + \int_{t_1}^{t_2} \int_0^\ell_k x^2 h(t)p_k^2 dx \, dt.
\]
Thus, using Cauchy-Schwarz inequality, we have that there exist \( \tau > 0 \) and \( \tilde{C}_3 \) such that
\[
\tilde{C}_3 \int_{t_1}^{t_2} \int_0^\ell_k (p_k^2 + p_{k,t}^2) dx \, dt \geq \int_{t_1}^{t_2} \int_0^\ell_k h(t)p_k^2 dx \, dt, \ k = 1, 2, \cdots, N_1.
\]
By the definition of \( h(t) \), we obtain
\[
\tilde{C}_3 \int_{t_1}^{t_2} \int_0^\ell_k (p_k^2 + p_{k,t}^2) dx \, dt \geq \int_{t_1}^{t_2 - \tau} \int_0^\ell_k p_k^2 dx \, dt, \ k = 1, 2, \cdots, N_1.
\]
On the other hand, from Lemma 7.1,
\[
\int_{t_1 + \tau}^{t_2} \int_0^\ell_k (p_k^2 + p_{k,t}^2) dx \, dt \geq \frac{\ell_k - \tau}{\ell_k} \int_{t_1 + \tau}^{t_2 - \ell_k} \int_0^\ell_k p_k^2 dx \, dt, \ k = 1, 2, \cdots, N_1.
\]
Therefore, there exists constant \( C_3 > 0 \) such that
\[
C_3 \int_{t_1}^{t_2} \int_0^\ell_k (p_k^2 + p_{k,t}^2) dx \, dt \geq \int_{t_1 + \tau}^{t_2 - \ell_k} \int_0^\ell_k (p_k^2 + p_{k,t}^2) dx \, dt, \ k = 1, 2, \cdots, N_1.
\]
The proof is complete. \( \Box \)

Note that using sidewise estimate, we can get
\[
\int_{t_1}^{t_2} \int_0^\ell_k (p_k^2 + p_{k,t}^2) dx \, dt \geq \ell_k \int_{t_1 + \ell_k}^{t_2 - \ell_k} [p_k^2(x,0,t) + p_{k,t}^2(0,t)] \, dt, \ k = 1, 2, \cdots, N_1.
\]
Thus, we have the following estimate.
\[
C_4 \sum_{k=1}^{N_1} \int_{t_1}^{t_2} \int_0^\ell_k [p_k^2 + p_{k,t}^2] dx \, dt \geq \sum_{k=1}^{N_1} \int_{t_1 + \tau + \ell_k}^{t_2 - \ell_k} [p_k^2(x,0,t) + p_{k,t}^2(0,t)] \, dt.
\]
Then by the above inequality and the transmission conditions in (38), together with the observability results on the exterior node controls for star-sharped network system (see [9]), we get that there exists positive constant \( T \) such that
\[
\sum_{k=1}^{N_1} \int_0^T \int_0^\ell_k [p_k^2 + p_{k,t}^2] dx \, dt \geq \sum_{n \geq 1} \gamma_n^2 [\lambda_n^2 a_n^2 + b_n^2],
\]
where $\gamma_0^2 > 0$ given as in Remark 5, which is dependent on the lengths of the strings involved in the network; $\lambda_n$ are the eigenvalues of the operator $A$ corresponding to system (38); $a_n, b_n$ are the Fourier coefficients of the initial condition given as (40). The proof of Proposition 1 is complete.

7.4. Appendix: Polynomial decay rate of system (11) (based on observability estimate). In this appendix, the observability estimate method in Section 5 is used to discuss the decay rate of system (11) in which only one wave equation enters in the network. Similar to the discussion in subsection 5.2, we get the following observability estimate.

$$C \sum_{k=1}^{N-1} \int_0^T \int_0^{\ell_k} [\theta_{k,t,t}^2 + \theta_{k,t}^2 + \theta_k^2] dx dt \geq \| (\theta^0, u^0, u^1) \|_H^2, \quad (123)$$

where $(\theta^0, u^0, u^1)$ is the initial condition in system (11). Based on (123) and Lemma 5.7, we deduce that the $(S(t))_{t \geq 0}$ associated with the system (2) decays polynomially as

$$\| S(t)W_0 \|_H \leq \frac{C}{t^2} \| W_0 \|_{D(A)}. \quad (124)$$

Indeed, let $(\Theta^r, U^r, U^r_0), \ E_r(t), \ r = -2, -1, 1$ be defined as (60) and (61), respectively. Then

$$E(T) - E(S) = - \sum_{k=1}^{N-1} \int_S \int_0^{\ell_k} \theta_{k,t,t}^2 dx dt,$$

$$E_{-1}(T) - E_{-1}(S) = - \sum_{k=1}^{N-1} \int_S \int_0^{\ell_k} (\Theta_{k,t})^{-1} \theta_{k,t}^2 dx dt,$$

and

$$E_{-2}(T) - E_{-2}(S) = - \sum_{k=1}^{N-1} \int_S \int_0^{\ell_k} (\Theta_{k,t})^{-2} \theta_k^2 dx dt.$$

Set $\varepsilon(t) = E(t) + E_{-1}(t) + E_{-2}(t)$. We get that for $0 \leq S \leq T < \infty$,

$$\varepsilon(T) - \varepsilon(S) = - \sum_{k=1}^{N-1} \int_S \int_0^{\ell_k} [\theta_{k,t,t}^2 + (\Theta_{k,t})^{-1}(\Theta_{k,t})^2] dx dt$$

$$= - \sum_{k=1}^{N-1} \int_S \int_0^{\ell_k} [(\Theta_{k,t})^{-1}]^2 + (\Theta_{k,t})^2 dx dt. \quad (125)$$

By (123), we deduce that

$$C \sum_{k=1}^{N-1} \int_S \int_0^{\ell_k} [(\Theta_{k,t})^{-1}]^2 + (\Theta_{k,t})^2 dx dt \geq E_{-1}(S).$$

Note that $\varepsilon(t) \sim E(t)$. Hence,

$$C(E(S) - E(T)) \geq E_{-1}(S). \quad (126)$$

From Corollary 2, we get $E(t) \leq \hat{C}^2 \sqrt{E_{-1}(t)E_1(t)}$. Hence, $E_{-1}(t) \geq \frac{(E_1(t))^2}{E_{-1}(t)}$, which together with (126), implies that there exists a constant $C > 0$ such that $C(E(mT) - E((m+1)T)) \geq \frac{(E_{-1}(mT))^2}{E_{-1}(0)}$. Here we have used $E_1(t) \leq E_1(0), \ t \geq 0$, because of the dissipativity of system (11). Thus, $C \left( \frac{E_1(mT)}{E_1(0)} - \frac{E_1((m+1)T)}{E_1(0)} \right) \leq \left( \frac{E_{-1}(mT)}{E_{-1}(0)} \right)^2$. Finally, according to Lemma 5.7, set $\alpha = 0$, we get (124).
Remark 10. Compared to the decay rate obtained in Section 4, it is easy to find that the decay rate obtained from the observability estimate method is not the sharp one, which also implies that the weakened observability inequality (123) is not sharp.
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