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ABSTRACT
Semantics is a growing area of research in Genetic programming (GP) and refers to the behavioural output of a Genetic Programming individual when executed. This research expands upon the current understanding of semantics by proposing a new approach: Semantic-based Distance as an additional criterion (SDO), in the thus far, somewhat limited researched area of semantics in Multi-objective GP (MOGP). Our work included an expansive analysis of the GP in terms of performance and diversity metrics, using two additional semantic-based approaches, namely Semantic Similarity-based Crossover (SCC) and Semantic-based Crowding Distance (SCD). Each approach is integrated into two evolutionary multi-objective (EMO) frameworks: Non-dominated Sorting Genetic Algorithm II (NSGA-II) and the Strength Pareto Evolutionary Algorithm 2 (SPEA2), and along with the three semantic approaches, the canonical form of NSGA-II and SPEA2 are rigorously compared. Using highly-unbalanced binary classification datasets, we demonstrated that the newly proposed approach of SDO consistently generated more non-dominated solutions, with better diversity and improved hypervolume results.

This Hot-off-the-Press paper summarises "Semantics in Multi-objective Genetic Programming" by Edgar Galván, Leonardo Trujillo and Fergal Stapleton, published in the journal of Applied Soft Computing 2022 [9], https://doi.org/10.1016/j.asoc.2021.108143.
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1 APPROACHES, CONTRIBUTIONS & RESULTS
Genetic Programming (GP) is a long established paradigm of Evolutionary Algorithms that first came into prominence in the early 1990’s [10]. Since then, researchers have sought to improve the search capabilities and robustness of GP, for example the use of dynamic fitness cases can make search more amenable in GP [6, 7]. Another emergent approach is the area of semantics. Broadly speaking semantics can be understood as the behaviour of a GP program once it has been executed on a set of fitness cases. To date, the majority of works in semantics have focused on single objective GP (SOGP). This work greatly expands upon previous research into semantics in MOGP [3–5, 8, 11]. Specifically, we investigate three semantic based approaches using two long established and popular evolutionary multi-objective (EMO) based algorithms: the Non-dominated Sorting Genetic Algorithm II (NSGA-II) [2] and the Strength Pareto Evolutionary Algorithm (SPEA2) [1]. Additionally, we do a comparison with a decompositional EMO approach, namely the Multi-objective Evolutionary Algorithm with Decomposition (MOEA/D), to highlight some limitations of our proposed semantic-based approach.

Semantic Similarity-based Crossover (SSC) is motivated by the seminal work of Uy et. al. [12] and was notable as an early example of semantics being applied to continuous search spaces in a SOGP context. The semantic distance metric for SSC is calculated as follows: for every input \( i \in I \), where \( I \) is the partial set of inputs, the absolute difference of values between parents are calculated. The semantic distance is then computed as the average of the differences. Using an Upper-Bound Semantic Similarity (UBSS) and Lower-Bound Semantic Similarity (LBSS) metric, if the distance value falls within this range, then the crossover operation is promoted.

Semantic-based Crowding Distance (SCD) is in part inspired by the crowding distance metric found in EMOs such as NSGA-II and SPEA2, and is incorporated in its place. As is the case with canonical NSGA-II and SPEA2, the solutions are first sorted based upon the strengths of each solution. These strengths are determined using either dominance rank (NSGA-II) or both dominance rank and dominance count (SPEA2). The solutions are then stored in population \( R_1 \). After we find the non-dominated solutions of the first front (best front), and from this front we can then select an individual (pivot) from the sparsest region using the crowding distance (represented by the red dotted rectangle, see Fig. 1). The semantic distance is then calculated between the pivot and every individual stored in \( R_1 \). Eqs. 1 and 2 demonstrate how the semantic distance is calculated:
Figure 1: The pivot is selected using crowding distance (represented by red dotted rectangle). The semantic distance is calculated between all solutions in $R_1$ and the pivot.

\[
d(p_j, v) = \sum_{i=1}^{l} 1 \text{ if } \left| p(i_1) - v(i_1) \right| > UBSS
\]

\[
d(p_j, v) = \sum_{i=1}^{l} 1 \text{ if } LBSS \leq \left| p(i_1) - v(i_1) \right| \leq UBSS
\]

where $p_j$ is an individual in $R_1$, $v$ is the pivot and $l$ is the number of fitness cases. Again, a LBSS and UBSS are used in this approach, albeit in a different manner to SSC.

**Semantic-based Distance as an additional criterion** (SDO) expands upon the SCD approach by using the semantic distance as an additional criterion to optimize along with the objectives $O_1$ and $O_2$, which represent the conflicting TPR and TNR of the unbalanced binary classification problem [9]. The motivation for using the semantic distance in this manner, is that the individual from the sparsest region of the non-dominated front, represents the most diverse individual from that front. Therefore, we seek to further promote individuals that are behaviourally similar to that individual. In essence, we wish to attract individuals to the regions of sparsity, offering a better spread for our approximated front.

**Analysis and Contributions**

- This work analyzed the phenotypic diversity of solutions, based upon the number of unique solutions. The SDO approach had on average, unique solution ratios ranging from $\approx 2.4$ to $5.6$ compared to NSGA-II and $\approx 2.7$ to $6.7$ compared to SPEA2 depending on the data set under consideration.
- Neither the SSC or SCD approach produced an advantage in terms of unique solutions when compared to NSGA-II.
- A rigorous statistical analysis compared hypervolumes for the three semantic approaches for NSGA-II and SPEA-II, each with 16 separate configurations of LBSS and UBSS values, showing that overall the SDO approach performed significantly better than the other approaches.
- The number of nodes demonstrated that the SDO approach actually produced more nodes than the canonical approach and the other two semantic approaches. This suggests the additional growth actually leads to an improvement in performance, which is not normally seen with bloat.
- This work described in detail how the SDO approach improves evolutionary search. Moreover, we provide a limitation discussion that describes how and why SDO fails when incorporated into a decomposition-based approach rather than the Pareto-based approaches predominantly used in our analysis.
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