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Abstract. Exponential-constructible functions are an extension of the class of constructible functions. This extension was formulated by Cluckers-Loeser in the context of semi-algebraic and sub-analytic structures, when they studied stability under integration.

In this paper we will present a natural refinement of their definition that allows for stability results to hold within the wider class of P-minimal structures. One of the main technical improvements is that we remove the requirement of definable Skolem functions from the proofs. As a result, we obtain stability in particular for all intermediate structures between the semi-algebraic and the sub-analytic languages.
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1. Introduction

Stability under integration is a problem that has been studied in many different contexts. In this paper we will revisit some existing results, and generalize them to the wider context of P-minimality. Part of the difficulty lies in considering P-minimal expansions which do not have Skolem functions. As we shall explain later, in situations where such functions do not exist, many of the classical strategies fail. New ideas are used in order to avoid this assumption.

In the first part of this introduction we will briefly recall the existing stability results for constructible and exponential-constructible functions. In the second part we will introduce and motivate our refinement of the class of exponential-constructible functions and in the third part we will state our main results.

1.1. The algebra $\mathcal{L}_{\exp}$ of exponential-constructible functions. Let $K$ be a $p$-adically closed field, i.e. a field elementarily equivalent to a finite extension of $\mathbb{Q}_p$. We use the notation $\text{ord} : K \to \Gamma_K \cup \{\infty\}$ for the valuation map, $\Gamma_K$ for the value group, $\mathcal{O}_K$ for the valuation ring of $K$, $\mathcal{M}_K$ for the maximal ideal, $q_K$ for the number of elements of the residue field $k_K$ and $\pi_K$ for a uniformizing element. Let us first recall the definition of P-minimality.

Definition 1.1 (Haskell, Macpherson [10]). A structure $(K, \mathcal{L})$ is called P-minimal if $K$ is a $p$-adically closed field, $\mathcal{L} \supseteq \mathcal{L}_{\text{ring}}$, and for every structure $(K', \mathcal{L})$ elementarily equivalent to $(K, \mathcal{L})$, one has that the $\mathcal{L}$-definable subsets of $K'$ coincide with the $\mathcal{L}_{\text{ring}}$-definable subsets of $K'$.

It is natural to extend this notion to two-sorted structures $(K, \Gamma_K; \mathcal{L}_2)$, by extending the language $\mathcal{L}$ to a two-sorted language $\mathcal{L}_2$. For the value group sort $\Gamma_K$, the language $\mathcal{L}_2$ is the Presburger language for ordered abelian groups. We also add the valuation map $\text{ord}$ as a connective between both sorts. The minimality notion remains the same, as no further minimality requirements are put on the value group sort. For a more in-depth discussion of
2-sorted $P$-minimality, we refer to [6, Section 2]. We will write definable rather than $L_2$-definable when the language used is clear from the context.

In this paper we will be considering integrals of certain classes of functions. As integration is not necessarily well-defined for $p$-adically closed fields in general, our theorems concerning integration will only be phrased for $p$-adic fields, i.e., finite extensions of $\mathbb{Q}_p$, where $\Gamma_K = \mathbb{Z}$. Integration will be with respect to the Haar measure on $K$ (normalised such that $\mathcal{O}_K$ has measure 1), and the counting measure on $\mathbb{Z}$. Given definable sets $S$ and $Y$ (which may contain both $K$-sorted and $\mathbb{Z}$-sorted variables), let $X \subseteq S \times Y$ be definable. We will use the notation $\pi_S(X)$ for the projection of $X$ onto $S$. For functions $f : X \to \mathbb{C}$, the locus of integrability of $f$ with respect to $Y$ is defined as

$$\text{Int}(f,Y) = \{ s \in S : f(s, \cdot) \text{ is measurable and integrable over } X_s \}.$$ 

Let us now introduce the classes of functions we are interested in. Consider an additive character $\psi : K \to \mathbb{C}^\times$, such that $\psi|_{\mathcal{M}_K} = 1$ and $\psi|_{\mathcal{O}_K} \neq 1$. An example of such a function on $\mathbb{Q}_p$ is

$$\psi(x) = \exp \left( \frac{2\pi ix'}{p} \right),$$

where $x' \in \mathbb{Z}[\frac{1}{p}] \cap (x + \mathcal{M}_K)$.

The algebras of “constructible” and “exponential-constructible” functions were originally introduced by Denef [8] and Cluckers-Loeser [5] respectively. The following definition is a rephrasing using the terminology of two-sorted structures.

**Definition 1.2.** Let $(K, \mathbb{Z}; L_2)$ be a $P$-minimal structure and $X$ a definable set.

(i) The algebra $C(X)$ of $L_2$-constructible functions on $X$ is the $\mathbb{Q}$-algebra generated by constant functions and functions of the forms

$$\alpha : X \to \mathbb{Z} \quad \text{and} \quad X \to \mathbb{Q} : x \mapsto q_K^{\beta(x)},$$

where $\alpha$ and $\beta$ are definable and $\mathbb{Z}$-valued.

(ii) The algebra $C_{\exp,\psi}(X)$ of $L_2$-exponential-constructible functions on $X$ is the $\mathbb{Q}$-algebra generated by functions in $C(X)$ and functions of the form $\psi \circ f$ where $f : X \to K$ is definable.

We will write $C_{\exp}(X)$ rather than $C_{\exp,\psi}(X)$ whenever $\psi$ is clear from the context.

Stability for constructible functions was first studied Denef [8] for semi-algebraic structures (i.e. structures over $L_{\text{ring}}$). Later his results were generalized by Cluckers [3] to sub-analytic structures (i.e. structures over $L_{\text{an}}$ - see e.g. [3] for a definition). These results, along with similar results by Cluckers-Loeser [5] for exponential-constructible functions, give a type of stability that can be defined as follows:

**Definition 1.3.** Let $(K, \mathbb{Z}; L_2)$ be a two-sorted structure. We say that a class $\mathcal{H}$ of $\mathbb{C}$-valued functions on this structure is base-stable under integration if, for every definable set $X \subseteq S \times Y$ and $f : X \to \mathbb{C}$ with $f \in \mathcal{H}$ and $\text{Int}(f,Y) = S$, there exists $g : S \to \mathbb{C}$ such that $g \in \mathcal{H}$ and for all $s \in S$,

$$g(s) = \int_{X_s} f(s,x)|dx|.$$
We say that $\mathcal{H}$ is \textit{base-stable under integration over $K$-variables} if the previous condition holds for all definable sets $X \subseteq S \times Y$ where $Y \subseteq K^m$ for some $m \geq 1$.

Denef and Cluckers first proved the following.

\textbf{Theorem 1.4} (Denef, Cluckers). If $\mathcal{L}$ is either $\mathcal{L}_{\text{ring}}$ or $\mathcal{L}_{\text{an}}$, then the algebras of constructible functions are base-stable under integration over $K$-variables.

Cell decomposition theorems in the style of Denef \cite{9} are the main tool used in the proofs of Theorem 1.4. Note however that, by results of Mourgues \cite{12} and Darnière-Halupczok \cite{7}, a $P$-minimal field satisfies such a classical cell decomposition theorem if and only if it admits definable Skolem functions as well. This means that to generalize such stability results to the full class of $P$-minimal structures, a somewhat alternative approach is needed. Moreover, the second author and Nguyen recently provided an example showing that $P$-minimal structures that do not admit definable Skolem functions do indeed exist. In order to obtain the generalization stated in Theorem 1.5 below, the second and third author \cite{6} used a weaker cell decomposition theorem valid in all $P$-minimal structures.

\textbf{Theorem 1.5.} Let $(K, \mathbb{Z}; \mathcal{L}_2)$ be $P$-minimal. Then the algebras of constructible functions are base-stable under integration.

The aim of this paper is to make similar generalizations for the case of exponential-constructible functions, valid for all $P$-minimal expansions of $p$-adic fields. The clustered cell decomposition proven by the authors in \cite{1}--an enhancement of the weak cell decomposition theorem proven in \cite{6}--will play a crucial role in our proofs.

From now on, we will refer to the \textit{Skolem setting} when working over $P$-minimal fields that admit definable Skolem functions (and hence satisfy a classical cell decomposition theorem by \cite{12}, \cite{7}). The term \textit{non-Skolem setting} refers to situations where we explicitly assume we are working over $P$-minimal fields that do not admit such definable Skolem functions. When we make no assumptions either way, we will refer to the \textit{P-minimal setting}. Also, when referring to \textit{general P-minimal structures}, this means that we are considering not only $P$-minimal expansions of $p$-adic fields but rather $P$-minimal expansions of arbitrary $p$-adically closed fields.

Before we state our own results, let us first take a moment to look at prior results. The original result by Cluckers-Loeser required a further assumption on the form of definable functions:

\textbf{Theorem 1.6} (Cluckers-Loeser). Let $\mathcal{L}$ be either $\mathcal{L}_{\text{ring}}$ or $\mathcal{L}_{\text{an}}$, $X \subseteq S \times K^n$ a definable set and $f \in \mathcal{C}_{\text{exp}}(X)$ with

\begin{equation}
f(s, x) = \sum_{i=1}^{m} h_i(s, x)\psi(f_i(s, x)),
\end{equation}

where $h_i \in \mathcal{C}(X)$ with $\text{Int}(h_i, K^n) = S$ and $f_i$ is a definable function. Then there exists $g \in \mathcal{C}_{\text{exp}}(X)$ such that for all $s \in S$,

\[ g(s) = \int_{X_s} f(s, x)\,dx. \]

In a subsequent paper, Cluckers, Gordon and Halupczok \cite{3} managed to remove the condition (11) on the form of $f$, thereby showing that for $\mathcal{L}_{\text{ring}}$ and $\mathcal{L}_{\text{an}}$, algebras of exponential-constructible functions are always base-stable under integration over $K$-variables. (Or to be
more precise, their result was even stronger as they also managed to remove the condition on
the locus of integrability.)

In order to obtain results valid in the non-Skolem setting, we will need to slightly adapt
the definition of exponential-constructible functions.

1.2. The algebra \( \mathcal{C}_{\exp}^* \) of exponential*-constructible functions. Before providing
the definition of \( \mathcal{C}_{\exp}^* \), let us informally explain why the algebra \( \mathcal{C}_{\exp} \) will need to be adapted
suited our purposes. We will need the following notation and definitions.

The ball with (valuative) radius \( \gamma \) and center \( a \) will be denoted as
\[
B_\gamma(a) := \{ x \in K \mid \text{ord}(x-a) \geq \gamma \}.
\]
The set consisting of all balls with a given radius \( \gamma \) will be denoted as
\[
\mathcal{B}_\gamma := \{ B_\gamma(a) \mid a \in K \}.
\]

**Definition 1.7.** Let \( X \subseteq K \). Let \( B \subseteq X \) be a ball such that for all balls \( B' \subseteq X \), one has
that \( B \subseteq B' \Rightarrow B = B' \). Then we call \( B \) a maximal ball of \( X \). This property will be denoted
as \( B \subseteq X \).

**Definition 1.8.** Let \( k \in \mathbb{N} \setminus \{0\} \). A set \( A \subseteq S \times K \) is called a multi-ball of order \( k \) if every
fiber \( A_s \) is a union of \( k \) disjoint balls of the same radius.
A multi-ball of order \( k \) is said to be on \( \mathcal{B}_\gamma \) if, for each fiber \( A_s \), the \( k \) balls \( B \) contained in \( A_s \)
all satisfy \( B \subseteq A_s \) and \( B \in \mathcal{B}_\gamma \).

We may not always explicitly mention the order of a multi-ball, but even in such cases, the
order will always be assumed finite.

In the next example we will compute the integral of a very simple exponential-constructible
function to illustrate the type of difficulties one may encounter when definable Skolem func-
tions are not available.

**Example 1.9.** Let \( k \in \mathbb{N} \setminus \{0\} \) and let \( A \subseteq S \times K \) be a definable multi-ball of order \( k \) on \( \mathcal{B}_1 \).
Consider the exponential-constructible function \( f : A \rightarrow \mathbb{C} : (s,x) \mapsto \psi(x) \). Using the fact
that \( \psi \) is constant on balls in \( \mathcal{B}_1 \), we get that
\[
\int_{A_s} f(s,x) \, dx = \int_{A_s} \psi(x) \, dx = \sum_{B \subseteq A_s} \psi(B) \cdot \text{Vol}(B) = q_1^{-1} \cdot \sum_{B \subseteq A_s} \psi(B).
\]
If a structure admits definable Skolem functions, there exist definable sections of \( A \), say
\( f_1, \ldots, f_k : S \rightarrow K \), such that
\[
\sum_{B \subseteq A_s} \psi(B) = \sum_{j=1}^k \psi(f_j(s)).
\]
Hence, the function \( s \mapsto \int_{A_s} f(s,x) \, dx \) will be an element of \( \mathcal{C}_{\exp}(S) \). Note that if a structure
does not admit Skolem functions, one cannot always make this type of substitution.

The next example shows that the character of a definable function can always be written
as a character sum over a multi-ball:
Remark 1.12. Note that in the Skolem setting, the identity (2) holds, hence any exponential-constructible function is also exponential-constructible for such structures.

Overview of main results. We are now ready to state the main theorems of this paper.

1.3. Overview of main results. We are now ready to state the main theorems of this paper. We will always work in a $P$-minimal structure $(K, \mathbb{Z}, \mathcal{L}_2)$ unless explicitly stated otherwise.

Theorem A. Let $X \subseteq S \times \mathbb{Z}^n$ be a definable set. Let $f \in \mathcal{C}^*_\text{exp}(X)$ be such that $\text{Int}(f, \mathbb{Z}^n) = S$. Then there exists $g \in \mathcal{C}^*_\text{exp}(S)$ such that for all $s \in S$,

$$g(s) = \int_{X_s} f(s, \gamma) |d\gamma|.$$

Let $X \subseteq S \times K^n$ be a definable set and $f \in \mathcal{C}^*_\text{exp}(X)$ be such that $\text{Int}(f, Y) = S$. The main obstruction to deriving the stability under integration for $f$ is related to integrability conditions on some of the functions used to define $f$. To formalize this let us introduce some terminology.

Definition 1.13. For $n \geq 1$, let $X \subseteq S \times K^n$ be a definable set. We say that a function $f \in \mathcal{C}^*_\text{exp}(X)$ can be written in $n$-normal form, if there exists a definable partition $X = \bigcup_{w \in W} X_w$ (where $W$ is a finite index set), such that on each $X_w$ the following holds:

1. There exist $m \geq 1$ and functions $f_1, \ldots, f_m \in \mathcal{C}^*_\text{exp}(X_w)$ such that $f|_{X_w} = \sum_{i=1}^m f_i$.
2. Each function $f_i$ can be further expanded as

$$f_i(s, x) = h_i(s, x) \sum_{B \subseteq A_i} \psi(B),$$

where

(a) $h_i \in \mathcal{C}(X_w)$ and $\text{Int}(h_i, K^n) = \pi_S(X_w)$,
(b) $A_i$ is a definable multi-ball over $X_w$ of order $k_i$ on $\mathbb{B}_1$,
(c) for each $s \in \pi_S(X_w)$, $x \mapsto \sum_{B \subseteq A_i} \psi(B)$ is a measurable function in $x$.

Theorem B. Let $X \subseteq S \times K^n$ be a definable set and $f \in \mathcal{C}^*_\text{exp}(X)$. If $f$ can be written in $n$-normal form, then there exists $g \in \mathcal{C}^*_\text{exp}(S)$ such that, for all $s \in S$,

$$g(s) = \int_{X_s} f(s, x) |dx|.$$
Note that our notion of $n$-normal form is similar in nature to the assumptions on the form of $f$ made in Theorem 1.14. Now consider the following conjecture.

**Conjecture 1.14.** Let $X \subseteq S \times K$ be a definable set and $f \in C^*_\text{exp}(X)$ such that $\text{Int}(f, K) = S$. Then $f$ can be written in 1-normal form.

Under the above conjecture, Theorems A and B imply that the algebras of exponential*-constructible functions are base-stable under integration. As the proof is rather short, we will include it here in the introduction for the reader’s convenience.

**Theorem C.** Suppose the conjecture holds. Then the algebras of exponential*-constructible functions are base-stable under integration.

*Proof.* Let $X \subseteq S \times Y$ be a definable set and $f \in C^*_\text{exp}(X)$ be such that $\text{Int}(f, Y) = S$. By Fubini, it suffices to consider the cases where $Y = K$ or $Y = Z$. The case $Y = Z$ follows from Theorem A. For the case $Y = K$, the conjecture implies that there exists a finite partition $X = \bigcup_{w \in W} X_w$ such that for each $X_w$, we can write $f_{|X_w}(s, x) = \sum_{i=1}^m f_i(s, x)$, where the functions $f_i$ satisfy condition (2) of Definition 1.13. This implies that for all $s \in S_w := \pi_S(X_w)$, each $f_i(s, \cdot)$ is integrable over $X_s$, hence

$$\int_{(X_w)_s} f(s, x) dx = \int_{(X_w)_s} \sum_{i=1}^m f_i(s, x) dx = \sum_{i=1}^m \int_{(X_w)_s} f_i(s, x) dx.$$ 

By Theorem B, there exists, for each $i \in \{1, \ldots, m\}$, a function $g_i \in C^*_\text{exp}(S_w)$ such that $g_i(s) = \int_{(X_w)_s} f_i(s, x) dx$. Remark 1.15 below allows us to extend the $g_i$ to functions in $C^*_\text{exp}(S)$. Putting $g_w(s) := \sum_{i=1}^m g_i(s)$ and summing over all $w \in W$ completes the proof. □

**Remark 1.15.** If $U \subseteq X$ are definable sets, then for any $f \in C^*_\text{exp}(U)$, there exists $f_X \in C^*_\text{exp}(X)$, such that

$$f_X(x) = \begin{cases} f(x) & \text{if } x \in U; \\ 0 & \text{if not.} \end{cases}$$

We will often abuse notation and simply write $f$ rather than $f_X$. This trick will be used when partitioning the domain $X$ of an exponential*-constructible function, as it allows us to extend functions on one of the sets in the partition to functions on $X$. We may not always explicitly mentioned this.

It is worth noting that in [4], removing the assumption (1) on the form of $f$ in the case of $L_{\text{ring}}$ or $L_{\text{an}}$ (by proving a variation on the above conjecture) required a proof that made use of the Jacobian Property (see [4 Proposition 3.3.5]). At the time of writing, it is still an open question as to whether (a version of) that property holds in the $P$-minimal setting or even in the Skolem setting. Currently only a local version is known (see [11]). Note that Conjecture 1.14 is open in the Skolem setting as well.

The remainder of the paper is organized as follows. Since cell decomposition is an important ingredient of the proofs throughout this paper, we present the necessary background on cell decomposition in Section 2. Sections 3 and 4 contain several auxiliary results that will be needed in the later sections. Finally, Theorems A and B will be proven in Sections 5 and 6.

2. **Preliminaries on cells and cell decomposition**

In this section we will restate the Clustered Cell Decomposition Theorem from [1], followed by a more informal discussion where we will also introduce some further definitions. The results in this section are valid for any $P$-minimal structure $(K^p; L_2)$.
We will need the following notation. For any \( n, m \in \mathbb{N}\setminus\{0\} \), define \( Q_{n,m} \) to be the set
\[
Q_{n,m} = \{ x \in K^\times \mid \text{ord}(x) \equiv 0 \mod n \land \ac_m(x) = 1 \}.
\]
where \( \ac_m \) is the standard angular component map \( K \to (\mathcal{O}_K)^\times / (\mathcal{M}_K)^m \cup \{0\} \).

**Theorem 2.1** (Clustered Cell Decomposition). Let \( X \subseteq S \times K \) be a set definable in a \( P \)-minimal structure \( (K, \Gamma_K; \mathcal{L}_2) \). Then there exist \( n, m \in \mathbb{N}\setminus\{0\} \) and a finite partition of \( X \) into definable sets \( X_i \subseteq S_i \times K \) of one of the following forms

(i) **Classical cells**

\[
X_i = \{(s,t) \in S_i \times K \mid \alpha_i(s) \square_1 \text{ord}(t - c_i(s)) \square_2 \beta_i(s) \land t - c_i(s) \in \lambda_iQ_{n,m}\},
\]

where \( \alpha_i, \beta_i \) are definable functions \( S_i \to \Gamma_K \), the squares \( \square_1, \square_2 \) may denote either \(< \) or \( \emptyset \) (i.e. 'no condition'), \( \lambda_i \in K \). The center \( c_i : S_i \to K \) is a definable function (which may not be unique).

(ii) **Regular clustered cells** \( X_i = C_i^{\Sigma_i} \) of order \( k_i \).

Let \( \sigma_1, \ldots, \sigma_{k_i} \) be (non-definable) sections of the definable multi-ball \( \Sigma_i \subseteq S_i \times K \), such that for each \( s \in S_i \), the set \( \{\sigma_1(s), \ldots, \sigma_{k_i}(s)\} \) contains representatives of all \( k_i \) disjoint balls covering \( (\Sigma_i)_s \). Then \( X_i \) partitions as

\[
X_i = C_i^{\sigma_1} \cup \ldots \cup C_i^{\sigma_{k_i}},
\]

where each set \( C_i^{\sigma_i} \) is of the form

\[
C_i^{\sigma_i} = \{(s,t) \in S_i \times K \mid \alpha_i(s) < \text{ord}(t - \sigma_i(s)) < \beta_i(s) \land t - \sigma_i(s) \in \lambda_iQ_{n,m}\}.
\]

Here \( \alpha_i, \beta_i \) are definable functions \( S_i \to \Gamma_K \), \( \lambda_i \in K\setminus\{0\} \), and \( \text{ord} \alpha_i(s) \geq \text{ord} \sigma_i(s) \) for all \( s \in S_i \). Finally, we may suppose no section of \( \Sigma_i \) is definable.

Readers will probably be most familiar with the classical cell decomposition theorem for \( p \)-adic semi-algebraic sets as it was originally proven by Denef [9] (and then extended to the sub-analytic setting by Cluckers [3]). This type of cell is what we will refer to as classical cells (see part (i) of Theorem 2.1). However, as stated before, in structures that do not admit definable Skolem functions, there are definable sets that cannot fully be partitioned into definable sets of this form by a result of Mourgues [12].

Note that the issue here is definability, rather than geometry: we extend the notion of cells to include clustered cells, but geometrically these sets have a structure that is identical to that of (finite unions of) classical cells. Let us take a moment to explain some terms. We will keep this discussion informal, for technical details we refer to [1]. We use the tree representation of valued fields to visualize the structure of cells. Using this representation, we can visualize the fibers (for fixed values of \( s \in S \)) of a classical cell. The different tree structures that can occur depend mainly on whether \( \lambda_i = 0 \) (0-cell), \( \lambda_i \neq 0 \) (1-cell), and on the value of \( \square_2 \).
A classical cell (as in (i)) is often denoted as $C^{c_i}$. Here $c_i$ refers to the center, and $C$ refers to the rest of the description of the cell (which we sometimes refer to as a cell condition.) For each value $s$ of the parameter set $S$, we denote the corresponding fiber as $C^{c_i(s)} := (C^{c_i})_s$. It is one such fiber that is depicted on the right (for three different cases).

In these pictures, the grey triangles represent balls $C^{c_i(s),\gamma} := \{t \in C^{c_i(s)} \mid \text{ord}(t - c_i(s)) = \gamma\}$. Such balls are what we will refer to as leaves, and cells can be seen as a union of such leaves, for values of $\gamma$ as restricted by the description of the cell. We call $\gamma$ the height of the leaf.

The function $c_i(s)$ is what we call the center of a cell. When $\square_2 = <$, such a center is not unique, and hence we can define (for every $s$) the equivalence class of all elements $a \in K$ such that $C^{c_i(s)} = C^a$. Such an equivalence class is a ball with center $c_i(s)$ which we denote by $B_\rho(c_i(s))$.

In clustered cells, we keep the same geometric notion of cells, but we will now make use of these equivalence classes to define centers, rather than using definable functions (which may not always exist).

The multi-ball $\Sigma_i$ from part (ii) of the above definition is a set whose fibers consist of $k_i$ balls, each corresponding to an equivalence class of centers. Hence, when we replace the center of a cell by such a set $\Sigma_i$, we obtain a set (denoted as $C^{\Sigma_i}$) that geometrically has the structure of a union of $k_i$ (disjoint) classical cells that only differ in their description by the use of different centers, as shown on the left.

Note that the sections $\sigma_j$ are picking representatives $\sigma_j(s)$ from each equivalence class, yet are not necessarily definable (as it may be that no definable section exists.) We will still continue using the notation introduced above, but write $\sigma_i$ rather than $c_i$ to stress the fact that representatives $\sigma_i$ need not be definable.

In order to work with such clustered cells, one sometimes needs to take the structure of the set $\Sigma_i$ into consideration. For example, for every fiber $(\Sigma_i)_s$, the branching heights are the values $\gamma \in \Gamma_K$ for which there exist representatives $\sigma_1(s), \sigma_2(s)$ of different equivalence classes, such that $\text{ord}(\sigma_1(s) - \sigma_2(s)) = \gamma$, as shown on the picture above. If a cell is large (i.e., each cell fiber has leaves at more than one height), then all branching heights are smaller than $\alpha(s)$, for every $s \in S$. 

Visual representations like the pictures shown above are a representation of one of the fibers of a cell, for a fixed value of $s$. However, these pictures allow us to deduce the general structure of the cell as well, because of the condition of regularity. We will informally explain what consequence this condition has for the general structure of the fibers of $\Sigma_i$.

Suppose that $\Sigma_i$ is a multi-ball of order $k$. Given representatives $\sigma_1(s), \ldots, \sigma_k(s)$ of each equivalence class in $(\Sigma_i)_s$, one can look at the finite tree $T_s$ they induce, which will result in a picture like in the figure below. The regularity of the cell establishes that for all $s \in S$, such finite trees are all “isomorphic”, meaning that there exists an order-preserving bijection between each two trees $T_s$ and $T_{s'}$.

The following notion is important for studying the structure of the fibers of $\Sigma_i$. If $\gamma_1 > \gamma_2 > \ldots > \gamma_d$ are the $d$ highest branching heights, then we can assign a $d$-signature $(k_1, \ldots, k_d)$ to each point of $(\Sigma_i)_s$, as illustrated by the picture on the right. In the tree shown here, $\sigma_1$ has $3$-signature $(3, 1, 2)$ and $\sigma_2$ has $3$-signature $(2, 3, 2)$.

For more details we refer to [1]. In particular, the following definitions may be of relevance to the contents of this paper: Definitions 1.4 (leaf), 4.1 (equivalence class), 4.3 (branching height), 4.4 (signature), 5.3 (large/small cells), 6.2 (regular clustered cell).

For the current paper, we will need to slightly strengthen this cell decomposition result, adding an extra condition on the structure of the set of centers $\Sigma$. The exact result is formulated in the following theorem, that can also be found in [2, Lemma 3.2]

**Theorem 2.2.** Let $X \subseteq S \times K$ be a definable set in a $P$-minimal structure $(K, \Gamma_K; L_2)$. Then $X$ can be partitioned as a finite union of classical cells and regular clustered cells. Each regular clustered cell $C^\Sigma$ of order $k$ satisfies the following two properties.

(i) The set $\Sigma$ does not admit any definable sections.

(ii) There exists $d \in \mathbb{N}$ such that for every $s \in S$, $\Sigma_s$ has exactly $d$ branching heights and when $d \geq 1$, there exists $k_1, \ldots, k_d \in \mathbb{N}$, such that all elements of each $\Sigma_s$ have $d$-signature $(k_1, \ldots, k_d)$.

**Proof.** Because of Theorem 2.1 we can assume that $X$ partitions into classical cells and regular clustered cells $C^\Sigma$ of order $k$, that already satisfy condition (i). For condition (ii) we can assume that $X = C^\Sigma$. Since the tree structures of all the fibers of $\Sigma$ are isomorphic, we can, after a finite partitioning of $S$, assume that for each $s, s' \in S$, $\Sigma_s$ and $\Sigma_{s'}$ essentially look the same. What we mean by this is that the number of branching heights is the same and if we were to pick representatives for equivalence classes of $(\Sigma_i)_s$ and $(\Sigma_i)_{s'}$, then there would exist a bijection between these sets of representatives that preserves all $d$-signatures. This already establishes the existence of $d$ from condition (ii).

Now if $k = 1$, then condition (ii) is automatically satisfied, so we may assume that $k > 1$, which in turn implies that $d \geq 1$. For each $l \in \mathbb{N}$, write $(k_1(c), \ldots, k_l(c))$ for the $l$-signature of $c \in \Sigma_s$. If $C^\Sigma$ does not yet satisfy condition (ii), then there exists some $s \in S$ for which the $d$-signature is not fixed on $\Sigma_s$, hence for every $s \in S$, $\Sigma_s$ will contain elements with at
least two different signatures. In this case we will give an explicit decomposition of \( C^\Sigma \) into regular clustered cells that satisfy both conditions.

First, partition \( \Sigma \) in sets \( \Sigma_{(l_1)} \), for \( l_1 \in \{1, \ldots, q_K\} \), which are defined as
\[
\Sigma_{(l_1)} := \{(s, c) \in \Sigma \mid k_1(c) = l_1\}.
\]

Note that some of these sets may be empty. This induces a partition of \( C^\Sigma \) into the union of the regular clustered cells \( C^{\Sigma_{(l_1)}} \). (It should be clear that the uniformity of the tree structure is preserved. Further, since the tree of \( (\Sigma_{(l_1)})_s \) is a pruning of the original tree of \( \Sigma \), and no new branching heights are introduced, we still have that all branching happens below \( \alpha(s) \).)

This process can now be repeated inductively. If we fix a clustered cell \( C^{\Sigma_{(l_1)}} \), the 1-signature is fixed. This clustered cell can now be partitioned into cells \( C^{\Sigma_{(l_1,l_2)}} \), where \( C^{\Sigma_{(l_1,l_2)}} \) is defined as
\[
\Sigma_{(l_1,l_2)} := \{(s, c) \in \Sigma_{(l_1)} \mid k_2(c) = l_2\},
\]
again for \( l_2 \in \{1, \ldots, q_K\} \). We can repeat the process until we have a partition of \( C^\Sigma \) into regular clustered cells \( C^{\Sigma_{(l_1,\ldots,l_d)}} \) that satisfy conditions (i) and (ii).

For a regular clustered cell \( C^\Sigma \) satisfying the two conditions from the previous theorem, the tuple \((k_1, \ldots, k_d)\) will be called the tree type of \( C^\Sigma \).

The results mentioned so far in this section are about cells in \( S \times K \), where the last variable is of the \( K \)-sort. As we are working in two-sorted structures, we will also occasionally need to work with cells where the last variable is of the value-group sort. Such cells will be called \( \Gamma \)-cells. We recall the following result from [6]:

**Theorem 2.3** ([6], Proposition 2.4). Let \( f : X \subseteq S \times \Gamma_K \to \Gamma_K \) be definable in a \( P \)-minimal structure \((K, \Gamma_K; L_2)\). There exists a finite partition of \( X \) in \( \Gamma \)-cells \( C \) of the form
\[
C = \left\{(s, \gamma) \in D \times \Gamma_K \mid \alpha(s) \quad \square_1 \quad \gamma \quad \square_2 \quad \beta(s), \quad \gamma \equiv k \mod n\right\},
\]
where \( D \) is a definable subset of \( S \), \( \alpha, \beta \) are definable functions \( D \to \Gamma_K \), \( k, n, \in \mathbb{N} \) and the squares \( \square_i \) may denote < or no condition. On each such cell, the function \( f\mid_C \) has the form
\[
f\mid_C (s, \gamma) = a \left( \frac{\gamma - k}{n} \right) + \delta(s),
\]
where \( a \in \mathbb{Z} \) and \( \delta \) is a definable function \( D \to \Gamma_K \).

3. Auxiliary results on multi-balls over the value group

In this section \((K, \Gamma_K; L_2)\) will be a (general) \( P \)-minimal structure. The main result of this section is Proposition 3.11 which holds under the assumption of relative \( P \)-minimality.

**Definition 3.1.** A structure \((K, \Gamma_K; L_2)\) is called relative \( P \)-minimal if for all \( n \geq 0 \), every \( L_2 \)-definable subset of \( K \times \Gamma_K^n \) is definable in \( L_{\text{ring},2} \).

**Definition 3.2.** A structure \((K, \Gamma_K; L_2)\) has the extreme value property if for every closed and bounded subset \( U \subseteq K \) and every definable continuous function \( f : U \to \Gamma_K \), \( f(U) \) admits a maximal value.

The following is a reformulation of Theorem 4.1 in [7].

**Theorem 3.3** (Darnièere-Halupczok). Assume that \((K, \Gamma_K; L_2)\) is \( P \)-minimal and satisfies the extreme value property. Then \((K, \Gamma_K; L_2)\) is relative \( P \)-minimal.
Remark 3.4. Note that every $P$-minimal expansion of a $p$-adic field satisfies the extreme value property. Indeed, this holds more generally for any $P$-minimal field having value group $\mathbb{Z}$. Therefore, all the results proven in this section for relative $P$-minimal structures, will hold in particular for $P$-minimal expansions of $p$-adic fields.

3.1. A finiteness result. The purpose of this subsection is to show the following theorem:

Theorem 3.5. Let $(K, \Gamma_K; \mathcal{L}_2)$ be a relative $P$-minimal structure and let $A \subseteq S \times \Gamma_K \times K$ be a definable multi-ball of order $k$ with fibers of the form

$$\Lambda_{s, \gamma} = \text{union of } k \text{ disjoint balls in } \mathbb{B}_1.$$  

Then there exists a uniform bound $N \in \mathbb{N}$, such that for every $s \in S$,

$$\#\{ B \in \mathbb{B}_1 \mid \exists \gamma \in \Gamma_K : B \subseteq \Lambda_{s, \gamma} \} < N.$$  

Remark 3.6. This theorem holds also for multi-balls for which the $k$ balls in each fiber are in $\mathbb{B}_\eta$ for some $\eta \in \Gamma_K$.

Before we can give the proof of Theorem 3.5, we will need some preliminary results. The following lemma is due to Haskell and Macpherson [10, Remark 3.4].

Lemma 3.7. Let $(K, \Gamma_K; \mathcal{L}_2)$ be a $P$-minimal structure and let $g : D \subseteq K \to \Gamma_K$ be a definable function. Then there exists a finite set $D'$ such that $g$ is locally constant on $D \setminus D'$.

Lemma 3.8. Let $(K, \Gamma_K; \mathcal{L}_2)$ be a $P$-minimal structure and let $f : \Gamma_K \to K$ be a definable function. Then $f$ has finite image.

Proof. We apply $\Gamma$-cell decomposition (Theorem 2.3) to the inverted graph of $f$, that is, to the set

$$A := \{(x, \gamma) \in K \times \Gamma_K : f(\gamma) = x\}.$$  

It is sufficient to show that on each $\Gamma$-cell $C$ of such a decomposition, the projection onto the first coordinate is finite. Let $C$ be a given $\Gamma$-cell of the decomposition,

$$C := \{(x, \gamma) \in D \times \Gamma_K \mid c(x) \sqcup_1 \gamma \sqcup_2 \beta(s), \gamma \equiv k \mod n', \},$$  

where $D$ is a definable subset of $K$, $\alpha, \beta$ are definable functions $D \to \Gamma_K$ and $k, n' \in \mathbb{N}$. We may furthermore assume that $D$ is a $K$-cell over $\emptyset$, that is, $D$ is of the form

$$D = \{ x \in K \mid \gamma_1 \sqcup_1 \text{ord}(x - c) \sqcup_2 \gamma_2 \wedge x - c \in \lambda Q_{m,n} \},$$  

where $\gamma, \gamma_2 \in \Gamma_K$, $c, \lambda \in K$, and $m, n \in \mathbb{N}$. We will show that $\lambda = 0$, by deriving a contradiction from $\lambda \neq 0$. This result will imply directly that the projection onto the first coordinate is finite. So let us assume that $\lambda \neq 0$. Consider the following two cases.

Case 1: Suppose that $\sqcup_1$ (resp. $\sqcup_2$) equals “no condition”. Pick distinct $x, y \in D$ and $\gamma \in \Gamma_K$ such that $\gamma \equiv k \mod n'$ and $\gamma \in D_x \cup D_y$. Because of the assumption, we can do this by taking $\gamma$ small enough (resp. big enough), i.e., $\gamma < \text{min}(\beta(x), \beta(y))$ (resp. $\gamma > \text{max}(\alpha(x), \alpha(y))$). This contradicts the assumption that $f$ is a function, since $\gamma$ will have two images $x$ and $y$.

Case 2: Suppose that both $\sqcup_1$ and $\sqcup_2$ are ‘$<$’. By Lemma 3.7 there exist distinct $x, y \in D$ such that $\alpha(x) = \alpha(y)$ and $\beta(x) = \beta(y)$. As before, this contradicts the assumption that $f$ is a function, since any $\gamma$ such that $\alpha(x) < \gamma < \beta(x)$ will have both $x$ and $y$ as images. □
Lemma 3.9. Let \((K, \Gamma_K; \mathcal{L}_2)\) be a relative P-minimal structure and let \(\alpha: D \subseteq K \to \Gamma_K\) be a definable function. Then there exists a finite set \(D'\) and constants \(c_1, \ldots, c_l \in K\), and a partition of \(D \setminus D'\) into 1-cells \(C^e_i\), such that the function \(\alpha\) is constant on each of the leaves \(C^e_i\).

Proof. By relative P-minimality, the inverted graph of \(\alpha\) is an \(\mathcal{L}_{\text{ring},2}\)-definable set, which can be partitioned as a finite union of classical cells of the form

\[
C := \left\{ (\gamma, x) \in \Gamma_K \times K \mid a(\gamma) \, \square_{11} \, \text{ord}(x - c(\gamma)) \, \square_{21} \, c_1 \quad b(\gamma) \, \square_{12} \, \text{ord}(x - c(\gamma)) \, \square_{22} \, c_2 \quad \gamma \equiv k \mod n' \right\},
\]

where \(c: \Gamma_K \to K\) is a definable function. Moreover, by Lemma 3.8, we know that \(c\) has finite image, hence we may as well assume that \(c(\gamma)\) is in fact constant on each cell. Note that, if \(\lambda = 0\) for some cell \(C\), then \(C\) only contains a single point \((\alpha(c), c)\). We take \(D'\) to be the union of these values \(c \in K\).

Let us show that the projection of a cell \(C\) with constant center \(c(\gamma) = c\) and \(\lambda \neq 0\), onto the second variable, can be written as a finite union of cells \(C^e_i \subseteq D \setminus D'\) (that is, all cells are centered at \(c\)). Let \(Z\) denote the projection of \(C\) onto the second variable, and consider the set \(Y := \{\text{ord}(x - c) \mid x \in Z\}\). The set \(Y\) can be partitioned into finitely many \(\Gamma\)-cells \(Y_1, \ldots, Y_r\). The reader can check that for \(i \in \{1, \ldots, r\}\), the sets

\[
C^e_i := \{ x \in K \mid \text{ord}(x - c) \in Y_i \land x - c \in \lambda Q_{n,m}\}
\]

form a cell decomposition of \(Z\) with cells centered at \(c\).

Doing this for all cells for which \(\lambda \neq 0\), gives a partition of \(D \setminus D'\). If \(x \in C^e_i\), then the value of \(\alpha(x)\) equals the unique \(\gamma\) for which \(a(\gamma) \, \square_{11} \, \text{ord}(x - c(\gamma)) \, \square_{12} b(\gamma)\). Hence, \(\alpha(x)\) is constant on leaves of \(C^e_i\).

Lemma 3.10. Let \((K, \Gamma_K; \mathcal{L}_2)\) be a relative P-minimal structure and let \(\alpha_1, \alpha_2: D \subseteq K \to \Gamma_K\) be two definable functions. Then there exists a finite set \(D'\), finitely many constants \(c_1, \ldots, c_l \in K\) and a partition of \(D \setminus D'\) into cells \(C^j\), such that on each cell, both \(\alpha_1\) and \(\alpha_2\) have constant value on each leaf \(C^j\).

Proof. Applying Lemma 3.9 yields two partitions of \(D\):

\[
D = D'_1 \cup \bigcup_{i=1}^l D^d_i = D'_2 \cup \bigcup_{i=1}^{l'} E^e_i,
\]

such that the \(D'_i\) are finite sets, and \(D^d_i\), resp. \(E^e_i\) are 1-cells such that \(\alpha_1\), resp. \(\alpha_2\) have constant value on leaves of \(D^d_i\), resp. \(E^e_i\).

A refinement of both partitions can be found by considering intersections \(D^d_i \cap E^e_i\), \(D'_i \cap E^e_i\) and \(D'_2 \cap D^d_i\). The intersection of a point and a cell can either be empty or a point. The intersection of two cells \(D^d_i \cap E^e_i\) is either empty, or a definable set that can once again be partitioned as a finite union of points and 1-cells \(C^j\). In order to finish the proof, we need to check that, for any \(\gamma_0 \in \Gamma_K\), there exist \(\gamma, \gamma' \in \Gamma_K\) such that

\[
(3) \quad C^{j,\gamma_0} \subseteq D^{d_i,\gamma} \cap E^e_i,\gamma'.
\]

Indeed, if this holds then \(\alpha_1\) and \(\alpha_2\) will have constant value on the leaves of \(C^j\) as required.

We will show that there exists \(\gamma \in \Gamma_K\), such that \(C^{j,\gamma_0} \subseteq D^{d_i,\gamma}\). The same argument will allow us to find \(\gamma' \in \Gamma_K\) such that \(C^{j,\gamma_0} \subseteq E^e_i,\gamma'\). These two statements together imply (3).
Since \( C_j^{c_j, \gamma_0} \subseteq D_i^{d_i} \), we know that there must exist at least one leaf of \( D_i^{d_i} \) that has nonempty intersection with \( C_j^{c_j, \gamma_0} \). Let \( L := \{ \rho \in \Gamma_K \mid D_i^{d_i, \rho} \cap C_j^{c_j, \gamma_0} \neq \emptyset \} \) be the set listing the heights of such leaves. We need to check that \( L \) cannot contain more than one element. Note that, if \( L \) has more than one element, then \( C_j^{c_j, \gamma_0} \) contains elements from at least two different leaves of \( D_i^{d_i} \), hence \( C_j^{c_j, \gamma_0} \) also contains the smallest ball that contains these elements. Such a ball will always contain the center \( d_i \), hence \( d_i \in C_j^{c_j, \gamma_0} \), but \( d_i \notin D_i^{d_i} \). This contradicts \( C_j^{c_j, \gamma_0} \subseteq D_i^{d_i} \), and therefore we can conclude that \( L \) can only have a single element \( \gamma \), which implies that \( C_j^{c_j, \gamma_0} \subseteq D_i^{d_i, \gamma} \). 

\[ \square \]

**Proof of Theorem 3.5**: By compactness, it suffices to show that for every \( s \in S \), there exists \( N_s \in \mathbb{N} \), and balls \( B_1, \ldots, B_{N_s} \) from \( \mathbb{B}_1 \), such that

\[ \bigcup_{\gamma} A_{s, \gamma} = B_1 \cup \ldots \cup B_{N_s}. \]

Fix \( s \in S \), and consider the fiber \( A_s \subseteq \Gamma_K \times K \). Reversing the order of the variables and applying \( \Gamma \)-cell decomposition, this set can be partitioned as a finite union of cells of the form

\[ C := \{ (x, \gamma) \in D \times \Gamma_K \mid \alpha_1(x) \square_{11} \gamma \square_{12} \alpha_2(x) \land \gamma \equiv \kappa \mod n' \}, \]

where \( D \) is a semi-algebraic cell of the form

\[ D := \{ x \in K \mid \gamma_1 \square_{21} \text{ord}(x - c) \square_{22} \gamma_2 \land x - c \in \lambda Q_{n,m} \}, \]

and \( \gamma_i, \kappa \in \Gamma_K \); \( \lambda, c \in K \); \( m, n, n' \in \mathbb{N} \) and the \( \alpha_i : D \to \Gamma_K \) are definable functions. By Lemma 3.10, there is a finite set \( D' \), finitely many constants \( c_1, \ldots, c_l \in K \) and a partition of \( D \setminus D' \) into \( l \) cells \( C_j^{c_j} \), such that on each cell, both \( \alpha_1 \) and \( \alpha_2 \) have constant value on each leaf \( C_j^{c_j, \gamma} \).

Choose \( r \) such that \( k < q_r^{c_j} \). Fix one of the cells \( C_j^{c_j} \), and consider a leaf \( C_j^{c_j, \gamma_0} \) for some \( \gamma_0 < 1 - m_j - r \), where \( m_j \) is as in the set \( Q_{n_j, m_j} \), appearing in the cell condition \( C_j \). Note that this leaf is the union of at least \( q_r^{c_j} \) disjoint balls from \( \mathbb{B}_1 \). Take some \( x \in C_j^{c_j, \gamma_0} \), and choose \( \gamma \) such that

\[ \alpha_1(x) \square_{11} \gamma \square_{12} \alpha_2(x) \land \gamma \equiv \kappa \mod n'. \]

Then \( x \in A_{s, \gamma} \). Lemma 3.10 implies that \( \alpha_i(x) = \alpha_i(x') \) for any other \( x' \in C_j^{c_j, \gamma_0} \), and hence \( C_j^{c_j, \gamma_0} \subseteq A_{s, \gamma} \). This means that \( A_{s, \gamma} \) must contain at least \( q_r^{c_j} > k \) balls from \( \mathbb{B}_1 \), which contradicts our assumption that \( A_{s, \gamma} \) consists of \( k \) balls.

The only way this contradiction can be avoided is if the cells \( C_j^{c_j} \) have no leaves \( C_j^{c_j, \gamma_0} \) for which \( \gamma_0 < 1 - m_j - r \). This in turn implies that \( D \) can only intersect a finite number of disjoint balls from \( \mathbb{B}_1 \), since for \( \gamma \geq 1 \), all leaves \( C_j^{c_j, \gamma} \) of the cell \( C_j^{c_j} \) are contained within a single ball of \( \mathbb{B}_1 \). Hence, the theorem follows.

\[ \square \]

3.2. Multiballs over the value group. In this section, we show that in relative \( P \)-minimal structures, definable multi-balls on \( \mathbb{B}_1 \) over definable sets of the form \( S \times \Gamma_K \) can be partitioned into finitely many definable sets which are multi-balls over \( S \).

**Proposition 3.11.** Let \((K, \Gamma_K; L_2)\) be a relative \( P \)-minimal structure and let \( X \subseteq S \times \Gamma_K \) be a definable set and \( A \subseteq X \times K \) be a multi-ball of order \( k \) on \( \mathbb{B}_1 \). There is a finite set \( W \) and a definable partition \( X = \bigcup_{w \in W} X_w \) with \( S_w := \pi_S(X_w) \), such that for every \( s \in S_w \), \( A_s \) has constant fibers over \((X_w)_s\) (i.e., \( A_{s, \gamma_1} = A_{s, \gamma_2} \) for all \( \gamma_1, \gamma_2 \in (X_w)_s \)).
Proof. By Theorem 3.5, there is an integer $N_A$ such that for every $s$, there exists $N_s < N_A$, and balls $\{B_{1,s}, \ldots, B_{N_s,s}\} =: \mathcal{B}_s$ from $\mathbb{B}_1$ (depending on $s$!), such that

$$\bigcup_{\gamma \in X_s} A_{s,\gamma} = B_{1,s} \cup \ldots \cup B_{N_s,s}.$$ 

By partitioning $S$ into finitely many definable pieces, without loss of generality we may assume that the cardinality of $\mathcal{B}_s$ is constant and equal to $N$ for all $s \in S$.

For every $s \in S$, there are $\binom{N}{k}$ possible values for the fiber $A_{s,\gamma}$. Recall that a definably well-ordering $\triangleleft$ on $\Gamma_K$ is a linear ordering satisfying that every definable subset $Y \subseteq \Gamma_K$ has a $\triangleleft$-minimal element. Let $\triangleleft$ be the definably well-ordering on $\Gamma_K$ defined by

$$x \triangleleft y \iff |x| < |y| \lor x = y \lor (-x = y \land y \geq 0).$$

To see that $\triangleleft$ is a definably well-ordering on $\Gamma_K$, note first that on $\mathbb{Z}$, $\triangleleft$ defines the well-ordering

$$0 \triangleleft -1 \triangleleft -2 \triangleleft 2 \triangleleft \cdots,$$

so, in particular, every $L_{\text{Pres}}$-definable subset of $\mathbb{Z}$ has a $\triangleleft$-minimal element. Since $(\Gamma_K, L_{\text{Pres}}) \equiv (\mathbb{Z}, L_{\text{Pres}})$ (where $L_{\text{Pres}}$ denotes the Presburger language), the fact that every definable subset of $\Gamma_K$ is $L_{\text{Pres}}$-definable implies the desired property.

Let $\delta_1 : S \to \Gamma_K$ be the definable function sending $s$ to $\min_{\triangleleft}(X_s)$, the minimal element with respect to the ordering $\triangleleft$. Setting $Z_1 := X$, we inductively define sets $Z_{i+1} \subseteq Z_i$ and functions $\delta_{i+1} : S \to \Gamma_K \cup \{\infty\}$ for $i \geq 1$ as follows:

$$Z_{i+1} := \{(s, \gamma) \in Z_i \mid A_{s,\gamma} \neq A_{s,\delta_i(s)}\}$$

$$\delta_{i+1}(s) := \begin{cases} 
\min_{\triangleleft}(Z_{i+1})_s & \text{if } (Z_{i+1})_s \neq \emptyset \\
\infty & \text{otherwise.}
\end{cases}$$

The idea is to order the different configurations of $\mathcal{B}_s$ appearing as fibers of $A_{s,\gamma}$ with respect to their minimal representatives in $X_s$. Doing this uniformly in $S$ and grouping the elements defining the same fiber is the idea behind the sets $Z_i$. Note that

$$X := Z_1 \supseteq Z_2 \supseteq \cdots \supseteq Z_{\binom{N}{k}} \supseteq Z_{\binom{N}{k}+1} = \emptyset.$$

Moreover, for $s \in S$, if $\delta_i(s) \neq \infty$, the same holds for all $i' < i$. Therefore, the sets $S_1, \ldots, S_{\binom{N}{k}}$ with

$$S_i := \{s \in S : \delta_i(s) \neq \infty \land \delta_{i+1}(s) = \infty\},$$

form a definable partition of $S$, which induces a partition of $X$ as well (some of the $S_i$ might be empty). By restricting to $S = S_m$ for some $m \in \{1, \ldots, \binom{N}{k}\}$, we find that $A_{s,\delta_1(s)}, \ldots, A_{s,\delta_m(s)}$ are all the multi-balls that appear as fibers of $A_s$ over $X_s$. To conclude the proof we use the functions $\delta_1, \ldots, \delta_m$ to partition $X$ as follows. For $1 \leq i \leq m$ let

$$X_i := \{(s, \gamma) \in X : A_{s,\gamma} = A_{s,\delta_i(s)}\}.$$ 

We clearly have that the sets $\{X_1, \ldots, X_m\}$ form a partition of $X$. Moreover, by construction, for every $s \in S$ the fibers of $A_s$ over $(X_i)_s$ are constant and equal to $A_{s,\delta_i(s)}$. \qed
4. Auxiliary results on the form of the elements of $C_{\exp}^*(X)$

In the following lemma we state an elementary yet important result on integration of the character $\psi$ over balls of valuation radius at most 0.

**Lemma 4.1.** Let $a \in K$ and $\gamma \in \mathbb{Z}$ with $\gamma \leq 0$, then

$$\int_{B_\gamma(a)} \psi(x)|dx| = 0.$$

**Proof.** Since $\psi|_{\mathcal{O}_K} \neq 1$, there exists $g \in \mathcal{O}_K$ such that $\psi(g) \neq 1$. The ball $B_\gamma(a)$ is a disjoint union of $q_K^{-\gamma+1}$ balls from $\mathbb{B}_1$ and it is easy to see that the map $x \mapsto x + g$ permutes these balls. So if we take $R$ to be a set of representatives from each of those balls, then

$$B_\gamma(a) = \bigcup_{b \in R} B_1(b) = \bigcup_{b \in R} B_1(b + g).$$

The character $\psi$ is constant on each of the balls $B_1(b)$, which have volume $q_K^{-1}$, so

$$\int_{B_\gamma(a)} \psi(x)|dx| = q_K^{-1} \sum_{b \in R} \psi(b) = q_K^{-1} \sum_{b \in R} \psi(b + g) = q_K^{-1} \psi(g) \sum_{b \in R} \psi(b).$$

Since $\psi(g) \neq 1$, (4) can only hold if $\sum_{b \in R} \psi(b) = 0$, which implies that $\int_{B_\gamma(a)} \psi(x)|dx| = 0$. $\square$

Recall that in the Definition 1.11, the character $\psi$ is summed over multi-balls that consist purely of maximal balls from $\mathbb{B}_1$. The above lemma explains why it makes sense to impose that restriction.

The following lemma gives a useful description of the form of exponential*-constructible functions.

**Lemma 4.2.** Let $X$ be a definable set. Then $C_{\exp}^*(X) = W(X)$, where

$$W(X) := \left\{ \sum_{i \in I} h_i(x) \sum_{B \subseteq A_i^x} \psi(B) \bigg| I \text{ finite set, } h_i \in \mathcal{C}(X), A_i^x \subseteq X \times K \text{ definable multi-ball of order } k_i \text{ on } \mathbb{B}_1 \right\}.$$ 

**Proof.** The inclusion $W(X) \subseteq C_{\exp}^*(X)$ is clear from the definition of $C_{\exp}^*(X)$. Furthermore, $W(X)$ contains the generators of $C_{\exp}^*(X)$ and is closed under addition and scalar multiplication by elements of $\mathbb{Q}$. Hence, it remains to show that $W(X)$ is closed under multiplication. Now consider

$$\left( \sum_{i \in I} h_i(x) \sum_{B \subseteq A_i^x} \psi(B) \right) \cdot \left( \sum_{j \in J} \tilde{h}_j(x) \sum_{B \subseteq \tilde{A}_j^x} \psi(\tilde{B}) \right) = \sum_{(i, j) \in I \times J} h_i(x)\tilde{h}_j(x)\left( \sum_{B \subseteq A_i^x, \tilde{B} \subseteq \tilde{A}_j^x} \psi(B + \tilde{B}) \right).$$

The reader can check that $B + \tilde{B}$ is again a ball in $\mathbb{B}_1$. For each $i \in I$, $j \in J$ and $r \geq 1$, there exist definable sets

$$D^{(i, j, r)} := \left\{ (x, b) \in X \times K \big| \exists b_1, \ldots, b_r \in A_i^x \exists \tilde{b}_1, \ldots, \tilde{b}_r \in \tilde{A}_j^x : \bigwedge_{k=1}^r (b = b_k + \tilde{b}_k) \land \bigwedge_{k,l=1}^r (\text{ord}_p(b_k - b_l) \leq 0 \land \text{ord}_p(b_k - b_l) \leq 0) \right\};$$

$$D^{(i, j, r)} := D^{(i, j, r)} \setminus D^{(i, j, r+1)};$$

$$E^{(i, j, r)} := \left\{ (x, b) \in D^{(i, j, r)} \mid \exists b' \in K : \text{ord}_p(b - b') \geq 0 \land b' \not\in D_x^{(i, j, r)} \right\}.$$
Each fiber $D_{x}^{(i,j,r)}$ consists of the balls from $B_1$ that can be written in exactly $r$ ways as the sum of a ball $B \subseteq A_i^j$ and a ball $\tilde{B} \subseteq \tilde{A}_i^j$. Now $E_{x}^{(i,j,r)}$ contains only those balls in $D_{x}^{(i,j,r)}$, that are maximal in $D_{x}^{(i,j,r)}$. Remark that for $r > k_{(i,j)} := \min\{k_i, \tilde{k}_j\}$ (where $k_i$ is the order of $A_i$ and $\tilde{k}_j$ is the order of $\tilde{A}_j$), $D_{x}^{(i,j,r)}$ and $E_{x}^{(i,j,r)}$ are empty, so we can write

$$\sum_{(i,j) \in I \times J} h_i(x)\tilde{h}_j(x) \left( \sum_{B \subseteq \tilde{A}_i^j, \tilde{B} \subseteq \tilde{A}_i^j} \psi(B + \tilde{B}) \right) = \sum_{(i,j) \in I \times J} \sum_{r=1}^{k_{(i,j)}} r h_i(x)\tilde{h}_j(x) \left( \sum_{B \subseteq D_{x}^{(i,j,r)}} \psi(B) \right)$$

$$= \sum_{(i,j) \in I \times J} \sum_{r=1}^{k_{(i,j)}} r h_i(x)\tilde{h}_j(x) \left( \sum_{B \subseteq E_{x}^{(i,j,r)}} \psi(B) \right).$$

Here we have used the fact that $\int_{D_{x}^{(i,j,r)} \setminus E_{x}^{(i,j,r)}} \psi(b) \, db = 0$ which is a consequence of Lemma 4.1.

Unfortunately, the set $E_{x}^{(i,j,r)}$ is not necessarily a multi-ball, because different fibers might contain a different number of maximal balls. However, we do know that for $1 \leq r \leq k_{(i,j)}$, each fiber $E_{x}^{(i,j,r)}$ contains at most $k_i\tilde{k}_j$ maximal balls from $B_1$. Hence we can partition the set $X$ into definable sets $X_t^{(i,j,r)}$, for $1 \leq t \leq k_i\tilde{k}_j$, such that $E_{x}^{(i,j,r)}$ contains exactly $t$ maximal balls, for each $x \in X_t^{(i,j,r)}$. Remark that for each $E_{x}^{(i,j,r)}$ we might have to consider a different partition of $X$.

Now, for each $1 \leq t \leq k_i\tilde{k}_j$, we fix a set $H_t \subseteq K$ of $t$ maximal balls from $B_1$. Then we define (with parameters) a subset of $X \times K$, of which each fiber consists of $t$ maximal balls from $B_1$:

$$E_{x}^{(i,j,r,t)} := \{(x, b) \in E_{x}^{(i,j,r)} \mid x \in X_t^{(i,j,r)}\} \cup (X \setminus X_t^{(i,j,r)}) \times H_t.$$ 

Then we find

$$\left( \sum_{i \in I} h_i(x) \sum_{B \subseteq A_i^j} \psi(B) \right) \cdot \left( \sum_{j \in J} \tilde{h}_j(x) \sum_{\tilde{B} \subseteq \tilde{A}_i^j} \psi(\tilde{B}) \right) = \sum_{(i,j) \in I \times J} \sum_{r=1}^{k_{(i,j)}} r h_i(x)\tilde{h}_j(x) \left( \sum_{B \subseteq E_{x}^{(i,j,r)}} \psi(B) \right),$$

where $1_{X_t^{(i,j,r)}} : X \rightarrow \mathbb{Z}$ denotes the characteristic function of the set $X_t^{(i,j,r)}$. The last expression is clearly an element of $W(X)$, since $r h_i\tilde{h}_j \mathbb{1}_{X_t^{(i,j,r)}} \in \mathcal{C}(X)$ and $E_{x}^{(i,j,r,t)}$ is a definable multi-ball of order $t$ on $B_1$. \hfill \Box

**Remark 4.3.** There are of course several ways of writing an $f \in C_{\exp}^*(X)$ as an element of $W(X)$. The main difficulty in proving Conjecture 4.4 lies in showing that for an integrable function $f$, at least one of those ways uses only constructible functions $h_i$ that are integrable themselves.

5. **Closedness under integration of $Z$-variables**

Let us now prove Theorem \ref{thm:closedness} which we restate here for the reader’s convenience.
Theorem A. Let $X \subseteq S \times \mathbb{Z}^n$ be a definable set. Let $f \in C^*_\text{exp}(X)$ be such that $\text{Int}(f; \mathbb{Z}^n) = S$. Then there exists $g \in C^*_\text{exp}(S)$ such that for all $s \in S$,

$$g(s) = \int_{X_s} f(s, \gamma) \, |d\gamma|.$$  

Proof. First of all, notice that by Fubini it suffices to show the result for $n = 1$. By Lemma 4.2 we may suppose that $f$ has the following form

$$f(s, \gamma) = \sum_{i=1}^{m} c_i q_K^{\alpha_i(s, \gamma)} \prod_{k=1}^{r_i} \beta_{ik}(s, \gamma) \sum_{B \subseteq A^i_{s, \gamma}} \psi(B),$$

where the $c_i$ are non-zero rational constants, $\alpha_i, \beta_{ik}$ are definable functions from $X$ to $\mathbb{Z}$ and $A^i$ are definable multi-balls on $\mathbb{B}_1$ over $X$. Let $I$ denote the set $I := \{1, \ldots, m\}$.

By iterating Proposition 3.11 there is a finite definable partition of $X$ into sets $\{X_w\}_{w \in W}$ such that for each $s \in S_w := \pi_S(X_w)$, and for each $i \in I$, the multi-ball $A^i_s$ has constant fibers over $(X_w)_s$. Without loss of generality, suppose from now on that $X$ is one such piece $X_w$. Therefore, for all $s \in S$ the function

$$e_i : (s, \gamma) \mapsto \sum_{B \subseteq A^i_{s, \gamma}} \psi(B)$$

does not depend on $\gamma$. Notice that this function is an element of $C^*_\text{exp}(S)$. Indeed, the set $E^i \subseteq S \times K$ defined by having fibers $E^i_s := \bigcup_{\gamma \in X_s} A^i_{s, \gamma}$, is a multi-ball on $\mathbb{B}_1$ over $S$, which shows that the function $e_i : s \mapsto \sum_{B \subseteq E^i} \psi(B)$ is in $C^*_\text{exp}(S)$. By multiplying $e_i$ by the constant $c_i$, we may omit such constants and rewrite equation (5) as

$$f(s, \gamma) = \sum_{i \in I} e_i(s) q_K^{\alpha_i(s, \gamma)} \prod_{k=1}^{r_i} \beta_{ik}(s, \gamma).$$

By Theorem 2.3 we may further suppose that $X$ is a $\Gamma$-cell of the form

$$X = \left\{ (s, \gamma) \in S \times \mathbb{Z} \mid \theta_1(s) \mathcal{D}_1 \gamma \mathcal{D}_2 \theta_2(s), \quad \gamma \equiv l \mod M \right\},$$

for $\theta_1, \theta_2$ definable functions from $S$ to $\mathbb{Z}$ and $l, M \in \mathbb{N}$ with $M > 0$, and that for all $s \in S$, the functions $\alpha_i(s, \cdot)$ and $\beta_{ik}(s, \cdot)$ are linear in $\frac{\gamma - l}{M}$. From now on, we will denote $\frac{\gamma - l}{M}$ by $\zeta$.

Writing products of linear terms as polynomials in $\zeta$, we have that, for each $i \in I$,

$$q_K^{\alpha_i(s, \gamma)} \prod_{k=1}^{r_i} \beta_{ik}(s, \gamma) = q_K^{\alpha_i(s, \gamma)} \prod_{k=1}^{r_i} \beta_{ik}(s, \gamma) \sum_{k=0}^{r_i} d_{ik}(s) \zeta^k,$$

where $a_i \in \mathbb{Z}$, $\delta_i$ is a definable function from $S$ to $\mathbb{Z}$ and $d_{ik} \in C(S)$. Since $q_K^{\delta_i} \in C^*_\text{exp}(S)$, we may assume that $\delta_i(s) = 0$ by merging this factor into the functions $e_i(s)$. Therefore we have that

$$f(s, \gamma) = \sum_{i \in I} e_i(s) q_K^{\alpha_i(s, \gamma)} \prod_{k=0}^{r_i} d_{ik}(s) \zeta^k.$$
After merging terms with the same factor $q_K^{a_i\zeta}$, we may suppose that $a_i \neq a_j$ for all $i, j \in I$ such that $i \neq j$. Set
\[ h_i(s, \gamma) := q_K^{a_i\zeta} \left( \sum_{k=0}^{r_i} d_{ik}(s)\zeta^k \right). \]

**Claim 5.1.** If for each $s \in S$ and $i \in I$ the functions $h_i(s, \cdot)$ are integrable over $X_s$, then there is $g \in \mathcal{C}_{\exp}^*(S)$ such that $g(s) = \int_{X_s} f(s, \gamma)|d\gamma|$.

Notice that for each $i \in I$, $h_i$ is $\mathcal{L}_2$-constructible. Therefore, by Theorem 1.5, letting $g_i(s) = \int_{X_s} h_i(s, \gamma)|d\gamma|$ we have that
\[ \int_{X_s} f(s, \gamma)|d\gamma| = \int_{X_s} \left( \sum_{i \in I} e_i(s)h_i(s, \gamma) \right)|d\gamma| = \sum_{i \in I} e_i(s) \int_{X_s} h_i(s, \gamma)|d\gamma| = \sum_{i \in I} e_i(s)g_i(s), \]
which is a function in $\mathcal{C}_{\exp}^*(S)$. This completes the proof of the claim.

We will finish the argument by splitting in cases depending on the possible values of $\Box_1$ and $\Box_2$.

**Case 1:** Suppose that $\Box_1 = \Box_2 = \langle \rangle$. In this case the set $X_s$ is finite for each $s \in S$, hence the functions $h_i(s, \cdot)$ are integrable over $X_s$. The result follows now by Claim 5.1.

**Case 2:** Suppose that $\Box_1 = \langle \rangle$ and $\Box_2 = \emptyset$. Let $j \in I$ be such that $a_j = \max_{i \in I} a_i$. In this case, if $a_j \geq 0$, then $e_j(s)\sum_{k=1}^{r_j} d_{jk}(s)\zeta^k = 0$ for all $(s, \gamma) \in X$, since $f(s, \cdot)$ must be integrable over $X_s$ for each $s \in S$. If this holds, then
\[ f(s, \gamma) = \sum_{i \neq j, i \in I} e_i(s)q_K^{a_i\zeta} \left( \sum_{k=0}^{r_i} d_{ik}(s)\zeta^k \right). \]

By induction on $|I|$, either $f$ is identically 0 or we may suppose that $a_j < 0$. In the first case, the theorem clearly holds. In the second case, we have that each function $h_i(s, \cdot)$ is integrable over $X_s$ and we conclude again by Claim 5.1. A similar argument handles the case $\Box_2 = \langle \rangle$ and $\Box_1 = \emptyset$. Finally, the case $\Box_1 = \Box_2 = \emptyset$ also reduces to this case by partitioning $X$ into $X_1$ and $X_2$ where
\[ X_1 := \{(s, \gamma) \in X : 0 \leq \gamma \} \text{ and } X_2 := \{(s, \gamma) \in X : \gamma < 0\}. \]

6. **Closedness under integration of $K$-variables**

This section is dedicated to the proof of Theorem 1.3. In the first subsection we deal with a special instance of the theorem.

6.1. **Integrating characters over a definable subset of $K$**. The goal of this section is to show that functions of the form $s \mapsto \int_{X_s} \psi(x)|dx|$, where $X$ is a definable set, are always exponential*-constructible. Note that this constitutes a generalization of our observations in Example 1.9.
Proposition 6.1. Let $X \subseteq S \times K$ be a definable set with bounded fibers $X_s$, i.e., for each $s \in S$, there exists $M \in \mathbb{Z}$ such that $\text{ord}(x) \geq M$ for all $x \in X_s$. Then the function
\begin{equation}
 s \mapsto \int_{X_s} \psi(x)|dx|
\end{equation}
is an element of $C^s_{\text{exp}}(S)$.

For the proof of this proposition we will use the clustered cell decomposition from Theorem 2.2. This theorem states that one can partition the set $X$ into a finite union of classical cells and regular clustered cells. Recall that a regular clustered cell $C^\Sigma$ of order $k$ can be written as a disjoint union $C^{\sigma_1} \cup \ldots \cup C^{\sigma_k}$ of $k$ sets $C^{\sigma_i}$ that can (non-definably) be described as
\[
 C^{\sigma_i} = \{(s, t) \in S \times K \mid \alpha(s) < \text{ord}(t - \sigma_i(s)) < \beta(s) \land t - \sigma_i(s) \in \lambda Q_{n, m}\}.
\]

Let us take a moment to explore the case where $X = C^\Sigma$. By Lemma 4.1, we may assume that the leaves of any fiber $X_s$ are balls of valuation radius at least 1, since leaves with smaller valuation radius will contribute nothing to the integral $\int_{X_s} \psi(x)|dx|$. Hence, we may assume that $\alpha(s) \geq -m$ for all $s \in S$. Note that this assumption will not affect the tree type of $C^\Sigma$.

Furthermore, it implies that there exists a uniform bound on the number of balls in $B_1$ that have non-empty intersection with $X_s$. For fixed $s$, the union of all these balls is equal to the corresponding fiber of the definable set
\[
 B := \{(s, x) \in S \times K \mid \exists y \in X_s : \text{ord}(x - y) \geq 1\}.
\]

In the proof of Proposition 6.1, we will partition this set into a finite number of definable multi-balls $B^1, \ldots, B^{i_0}$ of orders $k_1, \ldots, k_{i_0}$ on $B_1$, such that
\begin{equation}
 \int_{X_s} \psi(x)|dx| = \sum_{j=1}^{i_0} g_j(s) \sum_{B \subseteq B_j} \psi(B),
\end{equation}
for some $g_1, \ldots, g_{i_0} \in C(S)$. These constructible functions $g_i$ denote the volumes of the fibers of certain definable subsets of $S \times K$.

Proof of Proposition 6.1: We will first consider the case where $X$ is a large, regular clustered cell $C^\Sigma$ of order $k$, using the notation from the previous discussion. Recall that for such cells, all of the branching heights of $\Sigma_s$ occur below $\alpha(s)$, as discussed in Section 2. As mentioned before, we may also assume that $\alpha(s) \geq -m$.

For each ball $B \subseteq B_s$ from $B_1$ we want to analyze the set $B \cap X_s$ and its volume. In most cases this set will consist of exactly one leaf from one of the sets $C^{\sigma_i(s)}$, but in some cases several leaves (possibly from different sets $C^{\sigma_i(s)}$) could be contained within the ball $B$. We will have to distinguish between these two cases. Let $\sigma_i$ be a (non-definable) section of $\Sigma$ and $C^{\sigma_i(s), \gamma}$ the leaf of $C^{\sigma_i(s)}$ at height $\gamma$. This leaf has volume $q^{-\gamma}(\gamma + m)$, which is at most $q^{-1}$, since $-(\gamma + m) \leq -\gamma + \alpha(s) \leq -1$. Depending on the height $\gamma$, two cases may occur.

1. If $\alpha(s) < \gamma \leq 0$, then the unique ball $B \subseteq B_s$ from $B_1$ which contains $C^{\sigma_i(s), \gamma}$, contains no other leaves of $C^{\sigma_i(s)}$. Since all the branching heights of $\Sigma_s$ occur below $\alpha(s)$, hence below 0, $B$ does not intersect any of the other $k - 1$ sets $C^{\sigma_j(s)}$. This is the situation depicted in Figure 1.

2. If $\gamma > 0$, then $C^{\sigma_i(s), \gamma}$ is contained in the ball $B_1(\sigma_i(s)) \subseteq B_s$ from $B_1$. For any other (non-definable) section $\zeta$ for which $\sigma_i(s)$ and $\zeta(s)$ are equivalent, we know that
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ord(\(\sigma_1(s) - \zeta(s)\)) > \(\alpha(s) + m \geq 0\), hence \(B_1(\sigma_1(s)) = B_1(\zeta(s))\). Thus \(B_s\) contains at most \(k\) of these balls. This is the situation depicted in Figure 2.

As we have already mentioned, we want to partition the set \(B\) in a definable way. For each \(\gamma\) of type (1), we will define a set consisting of all the balls that contain a leaf at height \(\gamma\). The balls that contain a leaf of type (2) will be collected in an additional definable set. We will now explain how to define these sets uniformly in \(s\). For this, note that the leaves of \(X_s\) are also the maximal balls of \(X_s\), since all the branching heights of \(\Sigma_s\) occur below \(\alpha(s)\).

We inductively define, for each \(j \geq 1\), a definable set \(X_s^{(j)}\) and a definable function \(d_j : S \to \mathbb{Z} \cup \{\infty\}\) as follows. For each \(s \in S\), the set \(X_s^{(j)}\) is the set containing the largest leaves in \(X_s \setminus \left( \bigcup_{l=1}^{j-1} X_s^{(l)} \right)\). The function \(d_j\) is such that for each \(s \in S\), the volume of the leaves in \(X_s^{(j)}\) equals \(q_K^{-d_j(s)}\) when the set \(X_s^{(j)}\) is not empty, and \(d_j(s) = \infty\) otherwise. Note that one always has \(d_j(s) \geq 1\). Furthermore, \(d_j(s) \leq m\) if and only if the leaves in \(X_s^{(j)}\) are leaves of type (1).

Now let \(i_0(s)\) be the smallest positive integer for which \(d_{i_0(s)}(s) > m\). This integer could depend on \(S\), but in any case, \(i_0(s)\) is uniformly bounded on \(S\), by \(m + 1\). Thus there exists a finite definable partition of \(S\), such that \(i_0(s)\) is constant on each of the sets in the partition.

By restricting our clustered cell to any set in this partition, we may assume that \(i_0\) is constant on \(S\). This means that for all \(s \in S\) there are \(i_0 - 1\) definable sets of leaves of type (1), \(X_s^{(1)}, \ldots, X_s^{(i_0-1)}\). Note that each of these sets contains exactly \(k\) leaves, one for each equivalence class of centers in \(\Sigma_s\).

For each \(1 \leq j \leq i_0 - 1\), define

\[ B^j := \{ (s, x) \in S \times K \mid \exists y \in X_s^{(j)} : \text{ord}(x - y) \geq 1 \} \]

to be the definable set whose fibers \(B^j_x\) contain all balls in \(\mathbb{B}_1\) that have a nonempty intersection with \(X_s^{(j)}\). With this definition, the sets \(B^j\) are disjoint subsets of \(B\) and each of them is a multi-ball of order \(k\) on \(\mathbb{B}_1\), since all the branching heights of \(\Sigma_s\) occur below \(\alpha(s)\).
For each $1 \leq j \leq i_0 - 1$, we now have that

$$
\int_{X_s^{(j)}} \psi(x) \, dx = \sum_{B \subseteq B_s^j} \psi(B) \cdot \text{Vol}(B \cap X_s) = q_{K,s}^{-d_j(s)} \cdot \sum_{B \subseteq B_s^j} \psi(B) \in C^*_\exp(S),
$$

where we use the fact that $B \cap X_s$ is one leaf of $X_s$ with volume $q_{K,s}^{-d_j(s)}$.

For all $j \geq i_0$ the leaves in $X_s^{(j)}$ are leaves of type (2). The union of these leaves is the definable set

$$
X'_s := X_s \setminus \left( \bigcup_{i=1}^{i_0-1} X_s^{(i)} \right).
$$

The balls from $B_1$ in $B_s$ that have nonempty intersection with $X'_s$ make up the fibers of the definable set

$$
B^{i_0} := \{ (s, x) \in S \times K \mid \exists y \in X'_s : \text{ord}(x - y) \geq 1 \}
= B \setminus \left( \bigcup_{i=1}^{i_0-1} B_i^j \right).
$$

Note that if $\Sigma_s$ has branching heights above 1, then even for certain $\sigma_s, \sigma_s'$ not equivalent at $s$, we will have $B_s^i(\sigma_s(s)) = B_s^i(\sigma_s'(s))$. Therefore it could happen that $B_s^i$ contains strictly less than $k$ of these balls. Let us denote the number of balls in $B_s^{i_0}$ by $k_0(s)$. Since this number may change with $s$, the set $B^{i_0}$ is not necessarily a multi-ball. To make it into one, we will have to partition $S$, using the procedure described below.

It could happen that the balls from $B_1$ in $B_s^{i_0}$ are not maximal balls. This happens exactly if $\Sigma_s$ has a branching height at 0 with $q_K$ branches. Let $S' \subseteq S$ be the definable set of $s$ for which this happens, then for each $s \in S'$,

$$
\int_{X'_s} \psi(x) \, dx = \sum_{B \subseteq B_s^{i_0}, B \in B_1} \text{Vol}(X'_s \cap B) \psi(B) = 0,
$$

where we have used Lemma 4.11 and the fact that the volume of $X'_s \cap B$ is the same for each $B \subseteq B_s^{i_0}$ with $B \in B_1$, by condition (ii) of Theorem 2.2. The constant function 0 is clearly an exponential*-constructible function on $S'$.

From now on we may assume without loss of generality that $S' = \emptyset$. Since we have $k_0(s) \leq k$ for all $s \in S$, we can (definably) partition $S$ further and reduce to the case where for all $s \in S$, $B_s^{i_0}$ contains exactly $k_0$ maximal balls from $B_1$.

By condition (ii) of Theorem 2.2 the tree associated to $\Sigma_s$ is highly symmetric, and hence the sets $X'_s \cap (B_1(c))$ all have the same volume, for each $c \in \Sigma_s$. There are $k_0$ of these sets, hence each of them has volume $\frac{1}{k_0} \cdot \text{Vol}(X'_s)$, which is a constructible function on $S$. We can conclude that

$$
\int_{X'_s} \psi(x) \, dx = \frac{1}{k_0} \cdot \text{Vol}(X'_s) \sum_{B \subseteq B_s^{i_0}} \psi(B) \in C^*_\exp(S).
$$

The equations (12) and (13) give us the form of (11).

Now consider the case where $X$ is a small clustered cell. For such a cell, each fiber only has leaves at a single height, but we can no longer assure that the branching heights will necessarily occur below $\alpha(s)$. Still, the reader can check that this case can be proven similarly as the case of large cells, by partitioning $S$ in the same way as for case (2) above. The proof
for classical cells follows the same structure as the proof for large cells and will be left to the reader. This concludes the proof of this theorem. □

6.2. The proof of Theorem [B]. We are ready to prove Theorem [B] which we restate for the reader’s convenience.

Theorem B. Let \( X \subseteq S \times K^n \) be a definable set and \( f \in \mathcal{C}^*_\exp(X) \). If \( f \) can be written in \( n \)-normal form, then there exists \( g \in \mathcal{C}^*_\exp(S) \) such that, for all \( s \in S \),

\[
g(s) = \int_{X_s} f(s, x)|dx|.
\]

Proof. Since \( f \) can be written in \( n \)-normal form, by additivity of integration we are reduced to prove the case where \( f \) is of the form

\[
f(s, x) := h(s, x) \sum_{B \subseteq A_s,x} \psi(B),
\]

with \( A \subseteq X \times K \) a definable multi-ball on \( \mathbb{B}_1 \), \( \text{Int}(h, K^n) = S \) and \( \text{Int}(f, K^n) = S \).

Put \( Y := \{(s,b,x) \in S \times K^{n+1} \mid b \in A_{s,x}\} \), which can have empty fibers \( Y_{s,b} \) for some \( (s,b) \in S \times K \). Since \( h(s, \cdot) \) is integrable over \( X_s \) for each \( s \in S \), we can apply Fubini to change the order of integration. Hence

\[
\int_{X_s} h(s, x) \cdot \sum_{B \subseteq A_s,x} \psi(B)|dx| = q_K \int_{X_s} \int_{A_{s,x}} h(s, x) \psi(b)|db||dx|
\]

\[
= q_K \int_K \int_{Y_{s,b}} h(s, x) \psi(b)|dx||db|
\]

\[
= q_K \int_K \psi(b) \left( \int_{Y_{s,b}} h(s, x)|dx| \right)|db|.
\]

The set \( Y_{s,b} \) is a definable subset of \( K^n \), so by Theorem [1.5] the function

\[
S \times K \to \mathbb{Q} : (s, b) \mapsto \int_{Y_{s,b}} h(s, x)|dx|
\]

is a constructible function. This means that there exist definable functions \( \alpha_i : S \times K \to \mathbb{Z} \), \( \beta_{ij} : S \times K \to \mathbb{Z} \) and constants \( c_i \in \mathbb{Q} \) such that, for all \( s \in S \), \( b \in K \),

\[
\int_{Y_{s,b}} h(s, x)|dx| = \sum_{i=1}^m c_i q_K^{\alpha_i(s,b)} \prod_{j=1}^r \beta_{ij}(s,b).
\]

For each \( \gamma = (\gamma_i)_i \in \mathbb{Z}^{m(r+1)} \) we denote the rational number \( \sum_{i=1}^m c_i q_K^{\gamma_i} \prod_{j=1}^r \gamma_{jm+i} \) by \( C_\gamma \) and we consider the definable set

\[
D := \{(s, \gamma, b) \in S \times \mathbb{Z}^{m(r+1)} \times K \mid (\alpha_1(s,b), \ldots, \alpha_m(s,b), \beta_{11}(s,b), \ldots, \beta_{mr}(s,b)) = \gamma\},
\]

Notice that for a fixed \( s \in S \), the fibers \( D_{s,\gamma} \) partition \( K \). We can definably distinguish between the fibers \( D_{s,\gamma} \) that are bounded and the ones that are not:

\[
G := \{(s, \gamma) \in S \times \mathbb{Z}^{m(r+1)} \mid \exists \delta \in \mathbb{Z} : D_{s,\gamma} \subseteq B_\delta(0)\}.\]
This gives us, for each $s \in S$,
\[
g(s) = \int_{X_s} h(s, x) \cdot \sum_{B \subseteq A_{s, x}} \psi(B)|dx|
\]
\[= q_K \cdot \int_K \psi(b) \sum_{i=1}^m c_i q_K^{\alpha_i(s, b)} \prod_{j=1}^r \beta_{ij}(s, b)|db|
\]
\[= q_K \sum_{\gamma \in \mathbb{Z}^{m(r+1)}} \int_{D_{s, \gamma}} C_{\gamma} \psi(b)|db|
\]
\[= q_K \sum_{\gamma \in G_s} \int_{D_{s, \gamma}} C_{\gamma} \psi(b)|db| + q_K \sum_{\gamma \in \mathbb{Z}^{m(r+1)} \setminus G_s} \int_{D_{s, \gamma}} C_{\gamma} \psi(b)|db|
\]
\[= q_K \int_{G_s} \left( C_{\gamma} \int_{D_{s, \gamma}} \psi(b)|db| \right)|d\gamma|,
\]
where the last equality follows from the fact that each of the integrals $\int_{D_{s, \gamma}} C_{\gamma} \psi(b)|db|$ exists, which means that if $\gamma \notin G_s$, then $C_{\gamma} = 0$. Using Proposition 6.1 we see that the function
\[l: (s, \gamma) \mapsto C_{\gamma} \int_{D_{s, \gamma}} \psi(b)|db|\]
is an exponential*-constructible function on $G \subseteq S \times \mathbb{Z}^{m(r+1)}$. By applying Theorem A to $l$ we can conclude that $g: s \mapsto q_K \int_{G_s} l(s, \gamma)|d\gamma|$ is an exponential*-constructible function on $S$.
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