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Abstract: A key issue in the design of side weirs is the experimental assessment of the discharge coefficient. This can be determined by laboratory measurements of discharge and water depths at the up- and downstream ends of the weir by using De Marchi’s approach, consisting in the solution of the 1D dynamic equation of spatially varied steady flow with non-uniform discharge, under the assumption of energy conservation. This study originates from a recent alarming proliferation of works that evaluate the discharge coefficient for side weirs without clearly explaining the experimental methodology and/or even incorrectly applying modelling approaches, thus generating possible misinterpretations of the results. In this context, the present paper aims to highlight the effects of using oversimplified and/or heterogenous models (relying on different assumptions) for the experimental determination of the discharge coefficient for side weirs. Furthermore, a sensitivity analysis is performed to detect the most influencing hydraulic and geometric parameters on each considered model. The overall results clearly indicate the wrongness of using or building not homogeneous discharge coefficient datasets to obtain and/or compare predictive experimental discharge coefficient formulas. We finally show how neural networks could provide a possible solution to these heterogeneity issues.
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1. Introduction: Theoretical Background and Aims of the Research

Side weirs (Figure 1) are particular hydraulic structures used in many engineering applications, ranging from irrigation and drainage networks to flood hazard mitigation in river systems. A fundamental issue in the design of side weirs is the empirical determination of the discharge coefficient C. Since the first decades of the past century, the investigation of the flow features over side weirs has been the objective of many analytical and experimental studies, especially aimed at the empirical assessment of the discharge coefficient, as a function of different geometric and hydraulic parameters [1–10]. The fundamental phenomenon that needs to be taken into account when describing the outflow from a side weir is the non-constant, decreasing discharge along the structure. Under the accepted assumption of Poleni’s formula, which describes the outflow from frontal weirs (with the exception of neglecting the kinetic component of the total head in the case of side weirs), the flow rate derived per unit length of the side weir $q_d$ can be expressed as follows:

$$q_d = -\frac{dQ}{dx} = \frac{dQ_d}{dx} = \frac{2}{3} C \sqrt{gh} (y - p)^{3/2}$$

(1)

where $y$ is water depth in the channel, $p$ the weir height (i.e., $y - p = h$ is the pressure head over the weir) and $C$ is the discharge coefficient, assumed to be constant over the weir length [1,6,10], but theoretically depending on crest shape and relative water height $(y - p)/y$ [6]. In Equation (1), under
Poleni’s assumption, the discharge coefficient C has the same meaning for frontal weirs (C = Cd) and gives information on the efficiency of the outflow process.

In Equation (3), as shown in Equation (4), and then the diverted flow can be estimated as the difference between the inflow and outflow (Equation (5)):

\[ Q = By \sqrt{2g(E - y)} \]  \hspace{1cm} (4)

\[ Q_d = By_1 \sqrt{2g(E - y_1)} - By_2 \sqrt{2g(E - y_2)} \]  \hspace{1cm} (5)

where \( E \) is the energy head along the weir, assumed constant under De Marchi’s theory, and \( y_1,2 \) are water depths at the up- and downstream ends of the structure. By combining Equations (1), (3) and (4), we obtain:

\[ \frac{dy}{dx} = \frac{4C}{3B} \frac{(E - y)(y - p)^3}{3y - 2E} \]  \hspace{1cm} (6)

Therefore, the length of the side weir \( L \) necessary to reduce the inflow \( Q_1 \) to an assigned value \( Q_2 \) is given by the integration of Equation (6):

\[ L = \frac{3B}{2C}(\Phi(y_2) - \Phi(y_1)) \]  \hspace{1cm} (7)
in which \( \Phi(y_{1,2}) \) are calculated immediately up- and downstream from the side weir, as follows:

\[
\Phi(y) = \frac{2E - 3p}{E - p} \sqrt{\frac{E - y}{y - p}} - 3\arcsin \frac{E - y}{E - p}
\]  \( (8) \)

The discharge coefficient \( C \) (denoted here as \( C_M \) to indicate that it refers to the use of the De Marchi’s approach), obtained by inverting Equation (7), can be then derived experimentally by means of water depth and flow measurements at the up- and downstream ends of the weir:

\[
C_M = \frac{3B}{2L} (\Phi(y_2) - \Phi(y_1))
\]  \( (9) \)

Later, Dominguez [11] and Schmidt [12] introduced simplified approaches for the assessment of the flow diverted from a side weir based on schematic assumptions on the shape of the water surface profile. Dominguez [11] assumed a linear water surface profile along the structure; under this hypothesis, the pressure head can be expressed as [13,14]:

\[
h(x) = y(x) - p = h_1 + (h_2 - h_1) \frac{x}{L}
\]  \( (10) \)

and, consequently, the diverted flow can be determined by substituting Equation (10) into (1) and integrating it:

\[
Q_d = \frac{4}{15} C_D L \sqrt{2g} \frac{(h_2^{5/2} - h_1^{5/2})}{h_2 - h_1}
\]  \( (11) \)

This equation can be inverted to compute the discharge coefficient (here denoted as \( C_D \), as a reminder to Dominguez’s approach):

\[
C_D = \frac{15}{4} \frac{Q_d}{L \sqrt{2g}} \frac{h_2 - h_1}{(h_2^{5/2} - h_1^{5/2})}
\]  \( (12) \)

Schmidt [12] proposed a similar approach, based on the hypothesis of energy conservation between the extreme up- and downstream sections of the side weir. In this method, the outflow \( Q_d \) can be determined by means of Poleni’s formula, under the assumption of a pressure head equal to the mean water depth \( h_a \) calculated between the up- and downstream ends of the structure:

\[
Q_d = \frac{2}{3} C_S L \sqrt{2g} h_a^{3/2}
\]  \( (13) \)

Consequently, an explicit expression for the discharge coefficient under Schmidt’s approach, \( C_S \), can be easily obtained:

\[
C_S = \frac{3Q_d}{2L \sqrt{2g} h_a^{3/2}}
\]  \( (14) \)

Equations (15) and (16) are other expressions used in some studies under the misleading definition of “De Marchi’s formula” (e.g., [13,15–18]), for calculating the diverted flow and, consequently, the discharge coefficient in side weirs:

\[
Q_d = \frac{2}{3} C_1 L \sqrt{2g} (y - p)^{3/2}
\]  \( (15) \)

\[
C_1 = \frac{3Q_d}{2L \sqrt{2g} (y_1 - p)^{3/2}}
\]  \( (16) \)
In this last approach, a key role is played by the method chosen to evaluate the water depth, \( y \), indicated in Equation (15). Still, in many studies this is not often explicitly stated: the most common solution, where indicated, is to consider it equal to the water depth in the upstream section of the weir, \( y_1 \) [13,17,18].

With the four presented approaches, relying on different assumptions on the shape of the water surface profile over the side weir, the discharge coefficient \( C_i \) (where \( C_i = C_M, C_D, C_S \) or \( C_1 \)) can always be seen as the product between Poleni’s coefficient \( C_d \) and a model coefficient \( C_{m_i} \), accounting for the differences between the real water surface profile \( y(x) \) and the one approximated by each of the different models:

\[
C_i = C_{m_i} C_d
\]  

(17)

Therefore, the discharge coefficients \( C_i \) can give reliable indications on the overflow efficiency of the weir only if the model coefficients \( C_{m_i} \) are close to 1.

This preliminary excursus on the theoretical background has been motivated by a thorough review of the literature on side weirs. Indeed, the analysis highlighted that, while in the past century attention was precisely addressed to the definition of the discharge coefficient under De Marchi’s theory, \( C_M \) (e.g., [2,3,5,6]), recent years have experienced an increase in the number of works that have aimed to evaluate the discharge coefficient without clearly defining measured input variables, not reporting used equations for the determination of the coefficient or even incorrectly applying the different approaches (e.g., [13,15–18]), as also noted by Vatankhah et al. [19]. This confusion may generate misinterpretation of the results or incorrect use of existing experimental data in the literature, given that discharge coefficients evaluated using different discharge equations, with a different physical basis, are not comparable [19]. Nevertheless, especially in more recent years, it is not rare to find studies that propose predictive formulas based on machine learning algorithms using non homogeneous (i.e., \( C_M, C_D, C_S \) or \( C_1 \)) or incorrectly defined discharge coefficient databases (e.g., [14,20,21]).

In this context, this paper has the following objectives: (i) to analyze the effects of using oversimplified formulas for the experimental determination of the discharge coefficient for side weirs; (ii) to assess model coefficients \( C_{m_i} \) to highlight the error associated with the use of heterogeneous discharge coefficient datasets; and (iii) to identify the most influencing parameters on each considered model coefficient, \( C_{m_i} \), which is the responsible for possible misinterpretations of the efficiency of side weirs.

2. Materials and Methods

In the following sections of the paper, model coefficients \( C_{m_i} \) were first quantified using a 1D numerical model for a range of tested hydraulic conditions and geometric configurations of the side weir. Then, as a second step, a multilayer perceptron neural network was implemented to analyze the sensitivity of \( C_{m_i} \) to the hydraulic and geometric input parameters.

2.1. Numerical Solution of the 1D Equation for Side Weirs

As stated in the previous section, the effect of the assumption on the shape of the water surface profile on the overall discharge coefficient \( C_i \) is taken into account by the model coefficients \( C_{m_i} \). To quantify these \( C_{m_i} \), we first solved the 1D energy equation combined with Poleni’s formula (i.e., the original De Marchi’s model) for assigned values of the discharge coefficient, \( C^* = C_d \), and different sets of hydraulic boundary conditions and geometric configurations of the side weir:

\[
Q_{k+1} = Q_k - C^* dx \sqrt{\frac{y_k + y_{k+1}}{2} - \frac{p_k + p_{k+1}}{2}}^{3/2}
\]  

(18)

\[
Q_{k+1} = B y_{k+1} \sqrt{2g (E - y_{k+1})}
\]  

(19)
The system of Equations (18) and (19), which is valid for both horizontal and inclined side weir configurations (Figure 1) [22], was solved using a predictor-corrector method for the unknown parameters $Q$, $y$ and $E$, for an horizontal test channel ($B = 0.20$ m) under different combinations of the following input variables:

- Thirteen values of the side weir crest angle $\theta$, including the horizontal case ($\theta = 0^\circ$) and upward ($\theta > 0^\circ$) or downward ($\theta < 0^\circ$) inclined configurations ($\theta = \pm 1^\circ, 2^\circ, 3^\circ, 4^\circ, 6^\circ, 9^\circ$) (Figure 1);
- Discharge coefficient $C^*$, randomly selected in the range $0.3 \div 0.45$ or $0.45 \div 0.6$;
- Upstream Froude number $Fr$, randomly selected in the range $0.4 \div 0.6$ or $0.6 \div 0.8$;
- Nine values of the upstream $y/p$ ratio, in the range $1.125 \div 3.25$.

Furthermore, in a second step, possible changes in the energy head $E$ were also taken into account, by adding to the previous system (18,19) the following equation:

$$E_{k+1} = E_k + (i - j)dx$$

where $i$ and $j$ are channel and friction slopes, respectively; $j$ was expressed by means of the Chezy formula, as commonly used in the literature [3,23,24] and also suggested by De Marchi [1]. For these simulations considering energy variations, the following parameters were included in the analysis:

- Three values of the channel slope, $i$: 0.0001, 0.001 and 0.01;
- Two values of the Chezy constant $\chi$, randomly selected in the range $20 \div 40$ m$^{1/2}$/s or $40 \div 60$ m$^{1/2}$/s.

For each combination of the selected variables, the equations were integrated until at least one of the following conditions was satisfied:

- $y_k = p_k$, i.e., the water surface profile reaches the weir crest (possible for $\theta > 0^\circ$);
- $p_k = 0$ (possible for $\theta < 0^\circ$);
- $Q_d/Q_1 > 0.9$.

The flowchart represented in Figure 2a summarizes the implemented procedure [22]. For each integration step ($dx = 2.5$ mm), the first predictor $y_p$ is used for determining the diverted flow $dQ_p$ with Poleni’s equation. For comparison, an additional value of the diverted flow $dQ_c$ is computed as the difference between the one determined in the previous step and the one estimated with Equation (19). Then, the corrector $y_c$ is calculated as a function of $Q_c$ by inverting Poleni’s equation.

The procedure is iterated until the error in the reconstruction of each single step satisfies a prescribed tolerance of $\pm 4\%_{oa}$, equal to an error in the estimation of the water surface elevation of $10^{-2}$ mm over a reference integration step of 2.5 mm. $y_c$ values for the following iterations are calculated in order to ensure the convergence of the algorithm, which is obtained using the weighted average:

$$y_p = (1 - w) \cdot y_c + w \cdot y_p$$

where the weight $w$ is calculated as a function of the integration step $dx$, i.e., $w = 1 + dx/20$. For all of the different tested conditions, the discharge coefficient was evaluated over the progress of integration of the water surface profile on the side weir for each incremental step (Figure 2b), according to Equations (9), (12), (14) and (16), provided that the $L/B$ ratio was between 0.1 and 5 (i.e., the length of the structure is physically acceptable), obtaining a total of 150,000 samples of $C_i = f(C^*, Fr, y/p, \theta, L/B, i, \chi)$ and, consequently of $C_{mi}$, based on Equation (17).
The flowchart represented in Figure 2a summarizes the implemented procedure [22]. For each integration step \( \Delta x = 2.5 \text{ mm} \), the first predictor \( y_p \) is used for determining the diverted flow \( dQ_p \) with Poleni’s equation. For comparison, an additional value of the diverted flow \( dQ_c \) is computed as the difference between the one determined in the previous step and the one estimated with Equation (19).

Then, the corrector \( y_c \) is calculated as a function of \( Q_c \) by inverting Poleni’s equation.

Figure 2. Schematization of the implemented procedure: (a) flowchart of the predictor–corrector method; (b) integration of the water surface profile: input and output variables.

2.2. Sensitivity Analysis of Model Coefficients \( C_m \)

Using the synthetic datasets resulting from the numerical simulations with variable energy described in the previous section, this phase was aimed at identifying the most influencing hydraulic...
and geometric parameters for each model coefficient $C_{m_l}$. For this purpose, in this study we implemented a multilayer perceptron, or multilayer feedforward neural network, with two hidden layers (Figure 3) and a sigmoid as an activation function, while the Levenberg–Marquardt algorithm [25] was used to train the network. The use of such networks, allowing the assessment of the functions $C^* = Cd = f(C_i, Fr, y/p, \delta, L/B, i, \chi)$, eliminates the effect of the model coefficients $C_{m_l}$. Obviously, with the same approach, it is also possible to derive the functions $C_i = f(C^*, Fr, y/p, \delta, L/B, i, \chi)$, which can be combined with the previous one to “translate” discharge coefficient values originating from different modelling assumptions.

![Figure 3. Architecture of implemented neural networks: considered minimum (left) and maximum (right) number of neurons per hidden layer (in each network, the input layer is represented on the left, the output layer on the right; $b$ indicates the bias in the hidden layers).](image)

The various datasets were divided between training, testing and validation in the proportion 70-15-15, with a maximum of six validation checks. Different network sizes were tested, ranging from a minimum of two hidden layers with two neurons each (Figure 3, left) to a maximum of two layers with seven neurons on the first layer and five on the second (Figure 3, right).

All considered input parameters were reported in the representation of the architectures shown in Figure 3. However, several additional tests were performed by decreasing the number of inputs in order to analyze the sensitivity of the performances of the neural networks to the quantity and quality (i.e., type) of the input variables.

The considered minimum dataset was constituted by 38,693 elements, which excluded the risk of overfitting, given the size of implemented networks. In addition, due to the complexity of the problem, training was repeated several times for the different datasets in order to avoid the identified solution being characterized by a local minimum.
3. Results and Discussion

3.1. Effects of the Use of Oversimplified Formulas for the Experimental Assessment of the Discharge Coefficient

Figure 4 shows the obtained model coefficients $C_{mi}$ as a function of the $L/B$ ratio for the variable (left) and constant energy (right) simulations for the classical horizontal weir configurations ($\theta = 0^\circ$). The choice of visualizing the results in $(L/B, C_{mi})$ plots makes it possible to follow the trend of the calculated discharge coefficients (supposed to be constant along the side weir) over the spatial progress of each single run, for a given set of upstream boundary conditions.

![Figure 4. Analysis of obtained model coefficients $C_{mi}$ for horizontal side weirs: variable energy (left) and constant energy (right) simulations.](image_url)

As expected, the constant energy simulations provided $C_{M}$ values equal to 1 (except for an essentially numerical error smaller than 0.1%), given that the solved system of Equations (18) and (19) is exactly the one at the base of De Marchi’s model. Conversely, for the $C_1$ formula, although usually applied in the literature for assessing the discharge coefficient of horizontal weirs under the misleading definition of De Marchi’s coefficient [13,17], high values of the corresponding model coefficient $C_{m_1}$ were observed. In addition, $C_{m_1}$ denoted an almost linear dependence on the $L/B$ parameter, caused by the increasing water surface elevation in the flow direction, which could partly explain the results...
reported by Emiroglu et al. [17], who instead attributed this behavior to the enhancement of the weir’s efficiency with its length. Instead, the values of $C_{m_D}$ and $C_{m_S}$ model coefficients, ranging from 0.89 to 1.15, suggest that the linear water surface profile assumption induces a relatively small error on the overall determination of the discharge coefficient. Once more, it can be noted that, for a given set of upstream conditions (i.e., following the evolution of the single run), the coefficients increase with $L/B$, thus indicating again a spurious dependence on this parameter, which could physically explain the results found in Emiroglu et al. [18].

When analyzing the variable energy simulations (i.e., the ones considering the effect of friction and channel slopes), no substantial differences were noted for $C_{m_D}$ and $C_{m_S}$, differently from the $C_{m_M}$, which showed larger values up to 2. It can be observed that a reduction in the energy level can also lead to (non-physical) negative $C_{m_M}$ values, if the energy reduction is considerable. Therefore, these results indicate that, for horizontal side weirs, $C_{m_M}$ is more sensitive to energy variations along the structure than $C_{m_D}$ and $C_{m_S}$, while it is an accurate estimator of the discharge coefficient when these changes are negligible, as is also well known in the literature [1].

For the sake of completeness, we report in the Supplement the results obtained for inclined crested geometries of the side weirs. Figure S1 clearly indicates, even more markedly than the horizontal case, high values of the $C_{m_M}$, up to 15 for downward configurations ($\theta < 0^\circ$). This can be explained by considering that the $C_1$ formula is not able to capture the increase in the pressure head in the flow direction resulting from the concurrent reduction of crest height and increase of water surface elevation when moving from upstream to downstream. Also Wang et al. [26], who analyzed the discharge coefficients for downward inclined side weirs with a physical and a numerical model, using the total head in the upstream section instead of the pressure head, observed an increase in $C_1$ values with the crest angle. This increase was justified by them by only hydrodynamic considerations; still, we demonstrated here that the nature of this relationship is essentially geometric, as the used expression of the discharge coefficient is not influenced by the characteristics of the water surface profile. In addition, the relationship of $C_1$ with $y/p$ reported in [26] also seems likely to be spurious, because, for a given $Fr$ value, a greater $y/p$ implies a higher $C_1$, due to the larger wetted area at an elevation higher than that of the crest in the upstream section (i.e., $p_1$).

For upward configurations ($\theta > 0^\circ$), the $C_{m_1}$ were much smaller (up to 1.6) and not always greater than 1 (Figure S2), given that while water elevation necessarily increases in the flow direction, the same cannot be said for the pressure head on the weir crest.

In contrast, with Dominguez’s and Schmidt’s approaches, we observed, in analogy with the horizontal case, smaller and more correlated model coefficients $C_{m_D}$ and $C_{m_S}$, with maximum values up to 1.15 for downward geometries, $\theta < 0^\circ$ (Figure S1). This result can be attributed to the concavity of the water surface profile, which was usually concave down. However, when considering the effect of friction and channel slope, it was possible to find $C_{m_D}$ and $C_{m_S}$ values much smaller than 1 (up to ~0.85), which can be explained by observing that, for subcritical flows and for a given value of the discharge, a reduction in the energy level is associated with a shallower water depth. This is also the reason that justifies the change in the concavity of some profiles for small $L/B$ values, given that a large part of the energy losses generally occurs in the first part of the lateral weir. Such an effect is amplified by the increase in the diverted flow rate occurring along the structure, as a consequence of the reduction of crest height (more evident for those cases characterized by smaller $y/p$ values in the extreme downstream section of the weir). For upward configurations ($\theta > 0^\circ$), $C_{m_D}$ and $C_{m_S}$ were instead characterized by larger values (in the range $0.9 \div 1.8$ for the first and $0.9 \div 1.6$ for the latter), more markedly for longer weirs (Figure S2), as a consequence of the more pronounced concavity of the water surface profile in the final part of the structure, due to a reduction of the derived flow rate. Therefore, even for inclined crested configurations of the side weir, the use of $C_D$ and $C_S$ expressions were found to provide reliable and correlated estimations of the discharge coefficient, even though they introduce a spurious relationship with the parameter $L/B$, especially for $\theta > 0^\circ$. 
3.2. Sensitivity Analysis of Model Coefficients $C_m$

Tables 1 and 2 summarize the results of the analyses carried out with the use of the multilayer perceptron neural networks to identify the most influencing variables on the different model coefficients $C_m$. In detail, for the selected equations for the discharge coefficient ($C_i$), each table reports the size of the network (first column), the number of considered parameters (the symbol X indicates whether a certain parameter has been included in the derivation of the transfer function), the average coefficient of determination ($R^2$) between $C_i$ and $C^*$ and the variance of $R^2$ ($\sigma(R^2)$), calculated over a minimum of four different trainings of the network, in order to avoid the problem of finding a solution characterized by a local minimum.

Table 1. Results of the analysis of the transfer functions from $C_D$ and $C_S$: sensitivity to network size and input parameters.

| Neurons (I, II Layer) | Parameters | $C_D$ | $C_S$ |
|-----------------------|------------|-------|-------|
|                       | $F_r$ | $y/p$ | $I/B$ | $\theta$ | $i$ | $\chi$ | $R^2$ | $\sigma(R^2)$ | $R^2$ | $\sigma(R^2)$ |
| 2, 2                  | x     | x     | x     | x     | x | 0.973 | 0.003 | 0.978 | 0.010 |
|                       | x     | x     | x | x | 0.975 | 0.003 | 0.975 | 0.009 |
|                       | x     | x     | x | x | x | 0.976 | 0.003 | 0.977 | 0.009 |
|                       | x     | x     | x | x | 0.976 | 0.002 | 0.978 | 0.010 |
|                       | x     | x | x | x | 0.972 | 0.005 | 0.972 | 0.010 |
|                       | x     | x | x | x | 0.971 | 0.004 | 0.973 | 0.010 |
|                       | x     | x | x | x | x | 0.972 | 0.005 | 0.972 | 0.009 |
| 7, 5                  | x     | x | x | x | x | 0.998 | 0.000 | 0.994 | 0.000 |
|                       | x     | x | x | x | 0.997 | 0.000 | 0.993 | 0.000 |
|                       | x | x | x | x | x | 0.999 | 0.000 | 0.995 | 0.000 |
|                       | x | x | x | x | x | 0.997 | 0.000 | 0.994 | 0.000 |
|                       | x | x | x | x | 0.993 | 0.000 | 0.990 | 0.000 |
|                       | x | x | x | x | 0.993 | 0.000 | 0.991 | 0.000 |
|                       | x | x | x | x | x | 0.993 | 0.000 | 0.992 | 0.000 |

Table 2. Results of the analysis of the transfer functions from $C_1$ and $C_M$: sensitivity to network size and input parameters.

| Neurons (I, II Layer) | Parameters | $C_1$ | $C_M$ |
|-----------------------|------------|-------|-------|
|                       | $F_r$ | $y/p$ | $I/B$ | $\theta$ | $i$ | $\chi$ | $R^2$ | $\sigma(R^2)$ | $R^2$ | $\sigma(R^2)$ |
| 2, 2                  | x     | x     | x | x | x | 0.597 | 0.013 | 0.639 | 0.019 |
|                       | x     | x     | x | x | 0.597 | 0.014 | 0.541 | 0.029 |
|                       | x | x | x | x | x | 0.608 | 0.009 | 0.822 | 0.029 |
|                       | x | x | x | x | 0.606 | 0.010 | 0.716 | 0.015 |
|                       | x | x | x | x | 0.569 | 0.010 | 0.649 | 0.040 |
|                       | x | x | x | 0.580 | 0.001 | 0.715 | 0.023 |
|                       | x | x | x | x | 0.572 | 0.013 | 0.791 | 0.027 |
| 7, 5                  | x | x | x | x | x | 0.931 | 0.006 | 0.878 | 0.012 |
|                       | x | x | x | x | 0.915 | 0.005 | 0.731 | 0.116 |
|                       | x | x | x | x | x | 0.962 | 0.007 | 0.987 | 0.008 |
|                       | x | x | x | x | x | 0.942 | 0.006 | 0.919 | 0.006 |
|                       | x | x | x | x | 0.856 | 0.003 | 0.826 | 0.055 |
|                       | x | x | x | x | 0.876 | 0.003 | 0.874 | 0.020 |
|                       | x | x | x | x | 0.884 | 0.008 | 0.967 | 0.008 |

Table 1 indicates that with the use of $C_D$ and $C_S$ expressions it is possible to obtain satisfactory results ($R^2 > 0.97$) even with a small network (2-2, two hidden layers with two neurons), while for $C_1$ and $C_M$ (Table 2) it is necessary to increase the size (7-5, seven and five neurons in the first and second layer, respectively) in order to obtain acceptable $R^2$ values. In the first case, when the number
of neurons is increased, $R^2$ approaches 1 in almost any tested condition. In addition, the results for the networks trained with $C_D$ and $C_S$ are also characterized by a small or null variance, which is indicative of the existence of a simple functional relationship. Interestingly, for $C_D$ and $C_S$ the $R^2$ values are constantly high even when the number of the input parameters is decreased (i.e., excluding $Fr$, $i$ and $\chi$ or a combination of them), while with the $C_1$ coefficient, it is essential to include in the analysis all the selected parameters (and to use more neurons) in order to get a comparable accuracy.

The performances of the networks trained with $C_M$ (Table 2) demonstrate instead that channel slope and the Chezy roughness constant have a significant influence, even more than the Froude number, on the model coefficient values. Indeed, for the 7-5 networks, $R^2$ values range from 0.987, calculated for those trained with all the parameters, to 0.967, when excluding only $Fr$, and up to 0.919 and 0.878, when excluding $\chi$ or $i$, respectively. In particular, Table 2 ($C_M$, 7-5 networks) also shows an increase in the variability of the results, highlighted by larger values of the standard deviation of $R^2$, when channel slope is not included among the input parameters. Despite this result, it is interesting to note that almost all experimental studies in the literature on the assessment of the discharge coefficient have been found to be characterized by wide ranges, especially for

With a focus on classical horizontal side weirs, as depicted in Figure 4, the model coefficients $Cm_i$ have been found to be characterized by wide ranges, especially for $Cm_1$ (1÷5) and $Cm_2$ (0.1÷2.5), with the last one obviously only in the variable energy case. In addition, the correlation plot represented in Figure 5 shows very low correlation between the two coefficients and then suggests that $C_1$ is not a good feasible alternative to the original De Marchi’s coefficient formula. Furthermore, except for $Cm_D$ and $Cm_S$, the correlation coefficients reported in Figure 5 clearly indicate that the different $Ci$ cannot be used interchangeably in the same dataset, which otherwise would not be homogeneous. This highlights the wrongness of building datasets for deriving predictive formulas or for verifying their goodness with experimental discharge coefficient data coming from different modelling approaches. As shown in the Supplement, this result was also found to be valid (even more markedly) for inclined configurations of the side weir.

### 3.3. Effects of the Use of Heterogeneous Discharge Coefficient Datasets

However, this check does not necessarily mean local energy constancy, given that a large part of the energy losses are concentrated in the initial upstream reach of the side weir, especially if the channel bed slope is not negligible.

![Figure 5](image.png)

*Figure 5.* Correlation plot of model coefficients for horizontal side weir configuration.
This may appear obvious, but, as mentioned in the Introduction, examples of these cases still exist in the literature: for example, Shariq et al. [14] obtained an empirical formula for $C_D$, but they evaluated its performance by comparing its predicting ability to that of other equations that are not based on Dominguez’s approach; Parsaie and Haghiaibi [20] used machine learning algorithms to predict the discharge coefficient based on an ensemble experimental dataset comprising $C_D$, $C_D$ and $C_M$ values and compared the results with those obtained by applying other empirical formulas from the literature; similarly, Ebtehaj et al. [21] developed a predictive model based on data coming from Emiroglu et al. [17] and Bagheri et al. [13], who expressed the discharge coefficient in terms of $C_1$ and $C_D$, respectively.

A possible solution to this heterogeneity issue could be achieved by using the neural networks introduced in Section 2.2. Indeed, by eliminating the effect of the assumption on the shape of the water surface profile (i.e., the effect of $C_{m1}$), they can act as “homogenization functions” in two possible ways: (i) to obtain an homogeneous $C* = C_d$ dataset starting from differently computed $C_i$, or (ii) to transform a dataset of different $C_i$ into an homogeneous $C_i$ dataset (e.g., a mixed $C_D$ and $C_1$ dataset to a single $C_S$ dataset). The first solution allows to deduce more reliable information about the overflow efficiency, while the second makes it possible to compare discharge coefficient equations which are experimentally derived using different modelling approaches.

4. Conclusions

The idea of this study originated from the necessity of critically discussing the following aspects regarding the assessment of the discharge coefficient of side weirs: (i) the effects of the use of oversimplified formulas for the experimental determination of the discharge coefficients; (ii) the error associated with the use of heterogeneous discharge coefficient datasets, i.e., obtained with models based on different assumptions on the shape of the water surface profile over the side weir; (iii) the influence of the different input parameters on each considered model coefficient $C_m$, which is the responsible for possible misinterpretations of the efficiency of side weirs.

The results revealed a first interesting insight: despite being used interchangeably in the literature under the common definition of “De Marchi’s formula”, $C_1$ and $C_M$ were found to have extremely different values of the corresponding model coefficients $C_{m1}$ and $C_{mM}$, with very low correlation. $C_{m1}$ and $C_{mS}$ were instead highly correlated among them, given that they rely on similar hypotheses on the shape of the water surface profile, and then they could be used interchangeably, as also experimentally shown by [18].

The identified large ranges of the model coefficient values should also warn on possible misleading information provided by the $C_i$ coefficients on the overflow efficiency of side weirs. Indeed, the identified variability of $C_{m1}$ is comparable to one of the corresponding $C_i$ values usually described in the literature [13,16–18]. Moreover, the model coefficients showed different sensitivity to the input hydraulic and geometric parameters. In particular, we observed that $L/B$ strongly affects the $C_{m1}$ values, meaning that the correlation identified in the literature [17,18], between $C_1$ and $L/B$, should not necessarily be intended as an overflow efficiency improvement, but merely as a spurious dependence. Interesting results were also provided by the sensitivity analysis of the De Marchi’s model coefficient $C_{mM}$, demonstrating an important role of channel slope and Chezy’s roughness, despite usually being neglected in experimental equations for the assessment of the discharge coefficient. However, it is important to stress that the results of this last point on $C_M$ refer only to the influence of the constant-energy hypothesis, while a further experimental analysis would be required for a global assessment of the De Marchi’s model for the side weirs.

Overall, the results clearly demonstrated the wrongness of using or building non homogeneous datasets of $C_i$ (i.e., coming from different modelling approaches) to obtain and/or compare predictive experimental discharge coefficient formulas. Nonetheless, it was shown that no reliable considerations on the overflow efficiency can be inferred from the analysis of $C_i$ values, unless the effect of $C_{m1}$ is properly accounted for.
In this study, we then proposed the use of neural networks as a solution to the two highlighted issues. Indeed, the functions \( C = f(C_i, Fr, \psi, \vartheta, L/B, i, \chi) \) eliminate the effect of the model coefficients \( C_{mi} \), then allowing a more reliable evaluation of the overflow efficiency. In a second step, combining the previous functions with \( C_i = f(C_i^*, Fr, \psi, \vartheta, L/B, i, \chi) \), it would be possible to “translate” discharge coefficient values originating from different models to create homogenous datasets.

**Supplementary Materials:** The following are available online at http://www.mdpi.com/2073-4441/11/12/2585/s1, Figure S1: Analysis of obtained model coefficients \( C_{mi} \) for downward inclined side weirs: variable energy (left) and constant energy (right) simulations; Figure S2: Analysis of obtained model coefficients \( C_{mi} \) for upward inclined side weirs: variable energy (left) and constant energy (right) simulations.
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