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Abstract

We extend the previous analysis of (locally) asymptotically flat solutions of Kaluza-Klein (KK) theory by assuming that the dilaton charge is an independent parameter. This corresponds to a general nondegenerate matrix of charges within the geodesic sigma model approach and comes into contact with singular solutions of the four-dimensional Einstein-scalar theory. New features of the degenerate class of solutions, which includes regular KK black holes, are also revealed. Solving the constraint equation, we find three distinct branches of the dilaton charge as a function of the other asymptotic charges, one of which contains the previously known solutions, and the other two, related by electric/magnetic duality, are new and singular. We also investigate whether a super-extreme non-rotating solution in the presence of a Newman-Unti-Tamburino (NUT) charge can become a wormhole, as is the case in Einstein-Maxwell theory. It is shown that the dilaton prevents this possibility, while non-traversable five-dimensional vacuum gravitational wormholes can exist. Finally, we analyze the geodesic structure within the chronosphere around the Misner string of Nutty KK dyons, showing that there are no closed timelike geodesics.
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I. INTRODUCTION

Classical solutions to vacuum five-dimensional gravity independent of the fifth coordinate confined to a circle (Kaluza-Klein theory) were extensively studied in the past, most notably in Refs. [1–9]. Other important work developing mathematical tools and studying the exact solutions includes Refs. [10–17] and references therein. Previous interest in this subject was concentrated on regular black hole solutions of this theory and their relevance to supergravity/string theory [18–24]. For regular black holes the dilaton charge is not an independent parameter in accordance with the famous no-scalar hair theorems. Later, new generalizations and extensions attracted attention, such as solutions depending on the fifth coordinate with asymptotics of five-dimensional vacuum [25–28], hairy black holes in Einstein-Maxwell-scalar theories with more general coupling functions [29–32], solutions relevant to holography [33, 34] and astrophysical applications [35–37]. Another aspect concerns solutions containing naked singularities: if earlier these were rejected completely as nonphysical, they have recently attracted interest for modeling the metrics of ultracompact astrophysical objects outside the Kerr paradigm [38], or as sources for generating regular solutions of modified gravity [39–41]. One particular type of singularity is the Misner string in solutions endowed with a NUT charge. It was suggested [42] that in the Bonnor interpretation (as generated by some singular matter source) such solutions can be rehabilitated in a sense, and within the Einstein-Maxwell theory may give rise to new type of wormholes [43].

Keeping in mind the possible physical relevance of singular solutions and solutions with NUT, we undertook a revision of more general classes of solutions of the original KK theory, in which the dilaton charge is considered as an independent parameter. Our study is based on the sigma-model representaion of the KK theory along the line of the Refs. [3, 7, 9, 13]. In four dimensions the KK theory is equivalent to the four-dimensional Einstein-Maxwell-dilaton (EMD) theory [44] with the dilaton coupling constant \( \alpha = \sqrt{3} \). The main generating method to construct stationary solutions for \( \alpha = \sqrt{3} \) is further dimensional reduction to a three-dimensional sigma model [10, 13] on the coset space \( G = SL(3,R)/SO(2,1) \). It turns out that the Einstein-Maxwell and KK theories are the only ones from the family of EMD theories with general dilaton coupling which admit a coset representation [44] (solutions for arbitrary \( \alpha \) were studied numerically, in particular, in [16, 45]). To solve the sigma-model equations one can apply the geodesic approach first introduced by Kramer and Neugebauer [46], in which the potentials are parameterized by the so-called charge matrix \( A \in SL(3,R) \). Using this approach, Rasheed [9] found a general rotating NUT-less dyon solution. A more detailed study
of thermodynamics, dual symmetries and the study of geometry near the horizon was given in [47].

Meanwhile, some questions related to KK solution space still remain underexplored which motivates the present paper. These include the following. First, in most of the cited papers, only NUT-less dyonic solutions were explored. Second, most of the metrics constructed by the sigma-model approach corresponded to degenerate $A$, the $\det A = 0$ constraint being considered as the cosmic censorship condition [21]. But, as we will see here, the relation between the regularity of the horizon and the degeneracy of the charge matrix is not so direct, the condition $\det A = 0$ being only a necessary one. The charges of the static locally asymptotically flat solutions in EMD theory to which we restrict here, include the mass $M$, the NUT parameter $N$, the electric and magnetic charges $Q, P$ and the dilaton charge $D$. For this degenerate class the dilaton charge is not an independent parameter, in consistency with the no-hair theorems of Einstein-scalar theory [48–50]. But the EMD theory also admits solutions without electric and magnetic charges and with non-zero dilaton charge, known as Fisher-Janis-Newman-Winicour (FJNW) solutions [51–55]. These have a singular horizon and they attracted wide interest recently as a simple model of naked singularities [56], which could be used to describe observable properties of compact objects beyond the Kerr paradigm [57]. The FJNW solution corresponds to a particular non-degenerate charge matrix of the static sector of EMD [9]. But the full KK generalization of the FJNW solution was not explored so far. Here we construct the generic KK locally asymptotically flat static solution with an independent dilaton charge and explore various particular cases.

At the same time, as we show here in detail, the $\det A = 0$ subclass also contains singular solutions. The charge matrix degeneracy condition is a cubic equation with respect to the dilaton charge $D$ which generically has three solutions defining three branches of KK dyons. Between them, one branch contains the previously known black holes, while the two other branches (related by electric-magnetic duality) are new and generically describe naked singularities. Another new interesting feature that we reveal here consists in periodicity of the solution family in the space of parameters. Namely, by introducing two mixing angles for the electric/magnetic charges and mass/NUT charges, we find that the cubic constraint equation exhibits periodicity in terms of a certain linear combination of these angles, which entails periodicity of the solution properties in the parameter space.

Let us recall that electric and magnetic KK configurations are related by a discrete duality inverting the sign of dilaton. The corresponding four dimensional spacetime metrics are similar. But from the five-dimensional point of view, they are essentially different: the electric
solution is singular, while the magnetic monopole is regular and corresponds to the product of the Euclidean Taub-NUT metric with time. Chodos and Detweiler have found another 5D-regular solution, which is purely electric in the four-dimensional interpretation and represents a five-dimensional wormhole. But it was unknown whether it admits dyonic and Nutty generalizations, and if yes, what would be their four-dimensional interpretation. On the other hand, as was recently shown in 43, the four-dimensional Brill solution, which is essentially the Reissner-Nordstrom solution of the Einstein-Maxwell theory endowed with a NUT parameter, becomes a four-dimensional wormhole in the overcharged case, in other words, the RN naked singularity is converted to a wormhole once the NUT charge is added. The question arises whether the superextremal non-rotating KK ($\alpha = \sqrt{3} \text{EMD}$) black hole can similarly be converted into a wormhole. We show that the answer is negative: contrary to the Einstein-Maxwell case, in the KK theory the NUT charge does not convert the superextreme naked singularities into four-dimensional wormholes. But the five-dimensional wormholes in the KK theory are shown to exist; they generalize the Chodos-Detweiler electric solution to a more general solution with four independent parameters constrained by two inequalities.

We also investigate geodesics in the new metrics, aiming to clarify the potential troubles associated with the Misner string. Although Nutty solutions run into interpretational problems due to the presence of a chronology-violating region around the Misner string, it was shown in Ref. 43 within the Einstein-Maxwell theory that there are no closed timelike geodesics. We address here the same question within the KK theory.

The plan of the paper is as follows. In Section II we briefly describe the derivation of the three-dimensional $\sigma$-model and recall the associated matrix representation. In Section III we derive the asymptotically locally flat solution with free scalar charge, corresponding to the KK generalization of the Fisher solution. In Section IV we construct the solutions corresponding to a degenerate charge matrix, splitting them into three dilaton classes in Section V. Extremal solutions are classified in Section VI. Then we discuss the five-dimensional interpretation with an emphasis on wormholes (Section VII). Finally, in Section VIII we discuss the geodesic structure, in particular, inside the chronosphere around the Misner string. In Appendix A we analytically prove the absence of four-dimensional wormholes, while Appendix B is devoted to the relationship between five and four-dimensional geodesics.
II. GENERATING TECHNIQUE

We start with five-dimensional vacuum Einstein gravity

\[ S = \int d^5x \sqrt{|g_5|} R_5, \]  

(2.1)

assuming the existence of a spacelike Killing vector \( \partial/\partial x^5 \). The standard Kaluza-Klein ansatz reads:

\[ ds_5^2 = e^{-2\phi/\sqrt{3}} ds_4^2 - e^{4\phi/\sqrt{3}} (dx^5 + 2A_\mu dx^\mu)^2, \]  

(2.2)

where the dilaton \( \phi \), the KK vector \( A_\mu \) and the four-dimensional spacetime metric depend only on \( x^\mu = t, x^i \). Integrating the action (2.1) over the cyclic coordinate \( x^5 \), adjusting gravitational constants and the compactification radius, and omitting some total derivative, one obtains the four-dimensional Einstein-Maxwell-dilaton (EMD) action:

\[ S = \frac{1}{16\pi} \int d^4x \sqrt{-g} \left( -R + 2(\partial \phi)^2 - e^{-2\alpha \phi} F^2 \right), \]  

(2.3)

with the dilaton coupling constant \( \alpha = \sqrt{3} \), where \( F = dA \) is the Maxwell 2-form.

A. 3D \( \sigma \)-model

With the assumption of a time-like Killing vector \( \partial_t \), this four-dimensional theory in turn can be reduced to a three-dimensional \( \sigma \) model (see details in [44]). One parameterizes the four-dimensional interval as

\[ ds_4^2 = f(dt - \omega)^2 - f^{-1} h_{ij} dx^i dx^j, \]  

(2.4)

where \( f \) is a real function, \( \omega = \omega_i dx^i \) is a three-dimensional 1-form, and \( h_{ij} \) is the 3-metric, \( i = 1, 2, 3 \), depending only on \( x^i \). Resolving part of the Maxwell equations and Bianchi identities, one introduces electric \( v \) and magnetic \( u \) potentials

\[ F^{ij} = \frac{f}{\sqrt{2}} e^{2\alpha \phi} \epsilon^{ijk} \partial_k u, \quad F_{i0} = \frac{1}{\sqrt{2}} \partial_i v, \]  

(2.5)

where \( \epsilon^{ijk} = \pm(\det h_{ij})^{-1/2} \) is the three-dimensional anti-symmetric tensor. Further, one assumes that three-dimensional indices are raised and lowered with \( h_{ij} \) and \( h^{ij} \). Following [44, 58], one can solve the \( i_0 \)-components of the Einstein equations by introducing a twist-potential \( \chi \)

\[ -f^2 \epsilon^{ijk} \partial_j \omega_k = v \nabla^i u - u \nabla^i v + \nabla^i \chi. \]  

(2.6)
The remaining equations coincide with those of a three-dimensional gravity-coupled $\sigma$ model [44]:

$$S_\sigma = \int d^3x \sqrt{h} h^{ij} (R_{ij} - g_{AB}(\phi) \partial_i \phi^A \partial_j \phi^B), \quad (2.7)$$

where $R_{ij}$ is the three-dimensional Ricci tensor calculated with the metric $h_{ij}$; the target space coordinates (potentials) are $\phi^A = (f, \chi, u, v, \phi)$ and the target space metric $g_{AB}$ reads

$$g_{AB} d\phi^A d\phi^B = \frac{1}{2f^2} (df^2 + (d\chi + vdu - udv)^2) - \frac{1}{f} (e^{-2\alpha \phi} dv^2 + e^{2\alpha \phi} du^2) + 2d\phi^2. \quad (2.8)$$

The target space $g_{AB}$ with $\alpha = \sqrt{3}$ possesses 8 Killing vectors [44], forming the $sl(3, R)$ algebra and revealing that it is a coset space $SL(3, R)/SO(2, 1)$.

Computing the covariant derivative of the Riemann tensor of the target space metric, one finds that there are only two values of the dilaton coupling constant $\alpha = \sqrt{3}, 0$ for which the Riemann tensor is covariantly constant [44]. The second case corresponds to the Einstein-Maxwell theory, minimally coupled to the scalar field.

**B. Matrix representation**

For generation purposes it is convenient to present the target space metric in the matrix form

$$g_{AB} d\phi^A d\phi^B = \frac{1}{4} \text{Tr} \left( \mathcal{M}^{-1} d\mathcal{M} \mathcal{M}^{-1} d\mathcal{M} \right). \quad (2.9)$$

$\mathcal{M}$ is a symmetric matrix belonging to the coset $SL(3, R)/SO(2, 1)$. The matrix $\mathcal{M}$ transforms under the target space isometry as

$$\mathcal{M} \rightarrow \mathcal{M}' = P^T \mathcal{M} P \quad (2.10)$$

with some matrix $P \in SL(3, R)$. In terms of $\mathcal{M}$, the sigma-model equations read

$$\nabla_i (\mathcal{M}^{-1} \nabla^i \mathcal{M}) = 0, \quad (2.11)$$

where $\nabla_i$ is a covariant derivative in the three-space, and the three-dimensional Einstein equations are

$$R_{ij} = -\frac{1}{4} \text{Tr} \left( \nabla_i \mathcal{M} \nabla_j \mathcal{M}^{-1} \right). \quad (2.12)$$

In terms of the above variables, the matrix representation of the coset was found in [44]. We give it here in a slightly different form related by a similarity transformation:

$$\mathcal{M} = e^{2\alpha \phi/3} f^{-1} \begin{pmatrix} 
-f^2 + 2v^2 f e^{-2\alpha \phi} - (\chi - uv)^2 & \sqrt{2} v f e^{-2\alpha \phi} + \sqrt{2} u (\chi - uv) & \chi - uv \\
\sqrt{2} v f e^{-2\alpha \phi} + \sqrt{2} u (\chi - uv) & f e^{-2\alpha \phi} - 2u^2 & -\sqrt{2} u \\
\chi - uv & -\sqrt{2} u & -1 
\end{pmatrix}. \quad (2.13)$$
An alternative (and more familiar) derivation of the sigma-model has the advantage to directly use the $SL(2,R)$ structure of the compactification space $[11]$. One starts with the parametrization of the five-dimensional metric as

$$ds^2_{(5)} = \lambda_{ab}(dx^a + a_i^i dx^i)(dx^b + a_j^j dx^j) + \tau^{-1}h_{ij}dx^i dx^j,$$  \hspace{1cm} (2.14)

$$h_{ij}dx^i dx^j = dr^2 + Fr^2 \left( d\theta^2 + \sin^2 \theta d\varphi^2 \right)$$  \hspace{1cm} (2.15)

with $\tau = -\det \lambda_{ab}$, $a, b = 0, 5$ and $i, j = 1, 2, 3$. Comparing with our previous ansatz we get

$$e^{-4\alpha/3} = \lambda_{55}, \quad A_t = \lambda_{05}/2\lambda_{55}, \quad f = \tau/\sqrt{\lambda_{55}},$$  \hspace{1cm} (2.16)

$$a^0 = -\omega d\varphi = 2N \cos \theta d\varphi, \quad a^5 = 2(\omega A_t + A_\varphi) d\varphi = 2P \cos \theta d\varphi.$$  \hspace{1cm} (2.17)

Now we will define the dualized two-vector $V_a$:

$$V_{a,i} = \tau\lambda_{ab}h_{il}\varepsilon^{ljk}a_{l,k}^b = (\lambda_{a0}N + \lambda_{a5}P) \sin \theta,$$  \hspace{1cm} (2.18)

then the matrix $\mathcal{M}$ will read

$$\mathcal{M} = \frac{1}{\tau} \begin{pmatrix} \tau\lambda_{ab} - V_aV_b & V_a \\ V_b & -1 \end{pmatrix}.$$  \hspace{1cm} (2.19)

To solve the equations (2.11,2.12) for non-rotating configurations, we assume, following Kramer and Neugebauer [46], that the target space variables $\varphi^A$ depend on the coordinates through a single scalar function $g(x^i)$, i.e., $\varphi^A(x^i) = \varphi^A[g(x^i)]$ which is a harmonic function in the three-space:

$$\nabla^i \nabla_i g(x^i) = 0.$$  \hspace{1cm} (2.20)

Then $\varphi^A(g)$ will be a geodesic in the target space, parameterized by $g$ as an affine parameter. In the matrix form, the geodesic equation reads

$$\frac{d}{dg} \left( \mathcal{M}^{-1} \frac{d\mathcal{M}}{dg} \right) = 0.$$  \hspace{1cm} (2.21)

Assuming that $g \to 0$ at spatial infinity, and denoting the value of the matrix $\mathcal{M}$ at $g = 0$ as $\eta = \text{diag}(-1, 1, -1)$, one can present the solution of the Eq. (2.21) as

$$\mathcal{M} = \eta e^{gA},$$  \hspace{1cm} (2.22)

where $A$ is some constant matrix belonging to the Lie algebra $sl(3, R)$ satisfying the conditions

$$A^T = \eta A \eta, \quad \text{Tr} A = 0.$$  \hspace{1cm} (2.23)
To find $A$ explicitly, we normalize the harmonic function $g$ so that at spatial infinity
\[ g \sim \frac{2}{r}, \tag{2.24} \]
and assume an asymptotic behavior of the target space potentials
\[ f \to 1 - \frac{2M}{r}, \quad \chi \to \frac{2N}{r}, \quad u \to \frac{\sqrt{2P}}{r}, \quad v \to \frac{\sqrt{2Q}}{r}, \quad \phi \to \frac{\alpha D}{r}. \tag{2.25} \]
We then find that the asymptotic value of $M$ is the constant matrix $\eta = \text{diag}(-1, 1, -1)$, while the charge matrix $A$ will be parameterized by six independent charges as follows:
\[
A = \begin{pmatrix}
-M + D & -Q & N \\
Q & -2D & P \\
N & -P & M + D
\end{pmatrix} \tag{2.26}
\]

The isometries of the target space preserving the asymptotic conditions (2.25) induce a transformation of the charge matrix $A$ of the form:
\[ A \to A' = P^{-1} A P, \quad P^T \eta P = \eta. \tag{2.27} \]

The new coset matrix $M' = \eta e^{gA'}$ will lead to a new solution with the same asymptotics. Clearly, for this to be true, the transformation matrix $P$ must belong to the isotropy subgroup $H = SO(2,1)$ of the isometry group. This is a convenient way to present transformations of the solution preserving its asymptotic form.

III. SOLUTIONS WITH INDEPENDENT DILATON CHARGE

Following the approach of [6], we classify solutions according to the rank of the charge matrix $A$. Solutions with an independent dilaton charge correspond to the rank three, i.e., non-degenerate matrix, $\det A \neq 0$. The matrix exponential can then be found using the Lagrange interpolation formula
\[ e^{gA} = \sum_{i=-1}^{+1} e^{\rho \lambda_i} \prod_{i \neq j} \frac{A - \lambda_i}{\lambda_i - \lambda_j}, \tag{3.1} \]
where $\lambda_k$ are eigenvalues of $A$ satisfying the equation
\[ \lambda_k^3 - \delta^2 \lambda_k - c = 0, \tag{3.2} \]
where we denoted
\[ \delta^2 = \frac{1}{2} \text{tr} A^2 = M^2 + N^2 + 3D^2 - P^2 - Q^2, \tag{3.3} \]
\[ c = \det A = 2D(M^2 + N^2 - D^2) + P^2(D - M) + Q^2(D + M) - 2NPQ. \] (3.4)

In the generic case, the eigenvalues labeled by \( k = \pm 1, 0 \) read:

\[ \lambda_k = \frac{2\delta}{\sqrt{3}} \cos \phi_k, \quad \phi_k = \frac{1}{3} \arccos (z) + \frac{2\pi}{3} k, \quad z = \frac{3\sqrt{3}}{2} c. \] (3.5)

Since the matrix \( A \) is traceless, one may simplify the product

\[ \prod_{i \neq j} \frac{A - \lambda_j}{\lambda_i - \lambda_j} = \frac{A - \lambda_j A - \lambda_j}{\lambda_i - \lambda_j \lambda_i - \lambda_j} = \frac{A^2 - (\lambda_j + \lambda_j)A + \lambda_j \lambda_j}{\lambda_i - (\lambda_j + \lambda_j)\lambda_i + \lambda_j \lambda_j}. \] (3.6)

Then using the relations between the eigenvalues

\[ \lambda_{-1} + \lambda_0 + \lambda_{+1} = 0, \quad \lambda_{-1}^2 + \lambda_0^2 + \lambda_{+1}^2 = 2\delta^2, \quad \lambda_{-1} \lambda_0 \lambda_{+1} = c \] (3.7)

we obtain

\[ \prod_{i \neq j} \frac{A - \lambda_j}{\lambda_i - \lambda_j} = \frac{A^2 + \lambda_j A + c/\lambda_i}{2\lambda_i^2 + c/\lambda_i} = 1 + \frac{\lambda_i}{2\lambda_i^2 + c} (A^2 + \lambda_i A - 2\lambda_i^2). \] (3.8)

One can notice that

\[ \frac{\lambda_i}{2\lambda_i^2 + c} = \frac{1}{3\lambda_i^2 - \delta^2} = \frac{\lambda_i^3 - \delta^2 \lambda_i - c}{(2\lambda_i^2 + c)(3\lambda_i^2 - \delta^2)}, \] (3.9)

where the numerator is zero by virtue of the eigenvalue equation for \( \lambda_i \). The denominator can be zero only if the spectrum of \( \lambda_k \) is degenerate (and the second bracket \( 3\lambda_k^2 - \delta^2 \) is zero), or \( c = 0 \) (this condition is necessary to make the first bracket \( 2\lambda_i^2 + c \) equal to zero). These cases will be discussed later. So one has:

\[ \prod_{i \neq j} \frac{A - \lambda_j}{\lambda_i - \lambda_j} = 1 + \frac{A^2 + \lambda_i A - 2\lambda_i^2}{3\lambda_i^2 - \delta^2} = \frac{A^2 + \lambda_i A + \lambda_i^2 - \delta^2}{3\lambda_i^2 - \delta^2}. \] (3.10)

The matrix \( \mathcal{M} \) can then be rewritten as

\[ \mathcal{M} = \eta e^{Ag} = \eta g_2 + \eta A g_1 + \eta (A^2 - \delta^2) g_0. \] (3.11)

where we denoted

\[ g_n = \sum_{i = -1}^{+1} \frac{\lambda_i^n e^{\theta \lambda_i}}{3\lambda_i^2 - \delta^2}. \] (3.12)

and the two matrix terms in the expansion read

\[ \eta A = \begin{pmatrix} M - D & Q & -N \\ Q & -2D & P \\ -N & P & -D - M \end{pmatrix}, \] (3.13)

\[ \eta (A^2 - \delta^2) = \begin{pmatrix} 2D^2 + 2MD - P^2 & NP - (D + M)Q & PQ - 2DN \\ NP - (D + M)Q & D^2 - M^2 - N^2 & -DP + MP + NQ \\ PQ - 2DN & -DP + MP + NQ & 2D^2 - 2MD - Q^2 \end{pmatrix}. \] (3.14)
This solution provides the NUTty EMD dyonic generalization of the FJNW solution if we chose

$$ds_{(3)}^2 = dr^2 + r(r - 2\delta)(d\theta^2 + \sin^2 \theta d\varphi^2),$$  \hspace{1cm} (3.15)

with the harmonic function

$$g = -\frac{1}{\delta} \ln F, \quad F = 1 - \frac{2\delta}{r}.$$  \hspace{1cm} (3.16)

The $2 \times 2$ matrix $\lambda_{ab} = M_{ab} + V_a V_b / \tau = M_{ab} - M_{ab} M_{b3} / M_{33}$ and $\tau = -\det \lambda_{ab}$ read explicitly:

$$\lambda_{00} = -g_2 + (M - D)g_1 + (2D(D + M) - P^2)g_0 + \tau(-Ng_1 + (-2DN + PQ)g_0)^2,$$

$$\lambda_{05} = Qg_1 + ((M + D)Q + NP)g_0 +$$

$$+ \tau(-Ng_1 + (-2DN + PQ)g_0)(Pg_1 + ((M - D)P + NQ)g_0),$$

$$\lambda_{55} = g_2 - 2Dg_1 + (D^2 - M^2 - N^2)g_0 + \tau(Pg_1 + ((M - D)P + NQ)g_0)^2,$$

$$\tau^{-1} = g_2 + (M + D)g_1 - (2D(D - M) - Q^2)g_0.$$  \hspace{1cm} (3.17)

This can be simplified using the form

$$\lambda_{ab} = \tau \sum_{i,j=-1}^{+1} e^{g(\lambda_i + \lambda_j)} P^{ij}_{ab} (3\lambda_i^2 - \delta^2) (3\lambda_j^2 - \delta^2),$$  \hspace{1cm} (3.18)

where $P^{ij}_{ab}$ are some polynomials of $\lambda_i$, $\lambda_j$ and charges. Then, the diagonal part $i = j$ turns out to be proportional to the eigenvalue equation

$$P^{ii}_{00} = (2D + \lambda_i)(c + \delta^2 \lambda_i - \lambda_i^3),$$  \hspace{1cm} (3.19a)

$$P^{ii}_{05} = -Q(c + \delta^2 \lambda_i - \lambda_i^3),$$  \hspace{1cm} (3.19b)

$$P^{ii}_{55} = (D - M - \lambda_i)(c + \delta^2 \lambda_i - \lambda_i^3),$$  \hspace{1cm} (3.19c)

and thus zero, while the non-diagonal part is non-zero. The non-diagonal term $i \neq j$ cannot be simplified further, but we can notice that $e^{g(\lambda_i + \lambda_j)} = e^{-g\lambda_k}$, where $k \neq i, j$. Thus, functions $\tau^{-1} \lambda_{ab}$ are linear with respect to $e^{-g\lambda_k}$.

When both topological charges are zero, $N = P = 0$, we have $\lambda_{ab} = M_{ab}$. The quantity $c$ can then be written as

$$c = (D + M)(D + M + \delta)(D + M - \delta),$$  \hspace{1cm} (3.20)

and the equation on $\lambda$ can be resolved in terms of charges

$$\lambda_0 = D + M, \quad \lambda_{\pm 1} = \frac{-D - M \pm \sqrt{(M - 3D)^2 - 4Q^2}}{2}.$$  \hspace{1cm} (3.21)
A. Degenerate cubic $z = \pm 1$

In this case the cubic equation has a degenerate spectrum $\lambda_i$, so we have to rearrange the Lagrange formula. Expanding the eigenvalues near $z = s$, with $s = \pm 1$ in terms of a small deviation $\epsilon$, we find (changing the numeration for convenience):

$$\lambda_0 = \frac{2s\delta}{\sqrt{3}} (1 - 2\epsilon^2/3 + \ldots), \quad \lambda_{\pm} = \frac{2s\delta}{\sqrt{3}} (-1/2 \pm \epsilon^2/3 + \ldots). \quad (3.22)$$

The limiting form of the Lagrange formula will read:

$$e^{Ag} = \frac{(A - \lambda)^2}{3\delta^2} e^{-2g\lambda} - \frac{(A + 2\lambda)(A - 4\lambda)}{3\delta^2} e^{g\lambda} + \frac{(A + 2\lambda)(A - \lambda)}{3\lambda} e^{g\lambda} g, \quad \lambda = -\frac{s\delta}{\sqrt{3}} \quad (3.23)$$

B. The case $\text{tr}A^2 = 0$

When $\delta = 0$, one eigenvalue is real and the two others are complex conjugate:

$$\lambda_k = c^{1/3} e^{i2\pi k/3}, \quad (3.24)$$

while the relevant combinations (3.12) remain real:

$$g_n = \frac{1}{3} \sum_{i=-1}^{+1} \lambda_i^{n-2} e^{g\lambda_i} = \frac{c^{(n-2)/3}}{3} \left( e^{gc^{1/3}/3} + 2e^{-gc^{1/3}/2} \cos \left( \sqrt{3}gc^{1/3}/2 + 2\pi(n - 2)/3 \right) \right), \quad (3.25)$$

where the harmonic function is

$$g = \frac{2}{r}. \quad (3.26)$$

C. Complex eigenvalues

If $|z| > 1$, the arc-cosine function has an imaginary value and $\lambda_0$ is purely real (with the hyperbolic functions), while $\lambda_{\pm}$ are mutually complex conjugate. The sum of the same expressions in the Lagrange formula gives a real value, so the solution is physical.

The super-extremal solutions with imaginary $\delta$ also correspond to one real and two complex eigenvalues conjugate to each other. All expressions in the Lagrange formula contain the square $\delta^2$, which is real. Again, the terms with conjugate eigenvalues result in a real value. To make the function $g$ real, one can perform the shift $r \rightarrow r + \delta$:

$$g \rightarrow \frac{-1}{\delta} \ln \left( \frac{r - \delta}{r + \delta} \right) = \frac{2}{|\delta|} \left( \arccot \frac{r}{|\delta|} + \pi \theta(-r/|\delta|) \right). \quad (3.27)$$

Thus, as expected, the super-extremal solutions are physical too. The inverse cotangent functions has a discontinuity at $r = 0$ which can be eliminated by choosing the correct sheet using the step function $\theta$. 
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D. Singularities

The four-metric would represent a regular black hole if the surface \( f = 0 \) was a regular Killing horizon. Let us first show that the function \( f \) can vanish only if \( F \) vanishes, i.e. at \( r = 2\delta \) in the non-superextremal case. We will then show that the corresponding Killing horizon is 4-singular.

The function \( f \) is of the form

\[
 f = \left( \tau^{-1} \Lambda_{55} \right)^{-1/2}
\]

where, from the last equation (3.17) and (3.18), \( \tau^{-1} \) is a linear combination of the functions \( e^{g\lambda_k} \), and \( \Lambda_{55} = \tau^{-1} \lambda_{55} \) is a linear combination of the functions \( e^{-g\lambda_k} \). Thus \( f \) can be zero if and only if \( \tau^{-1} \) or \( \Lambda_{55} \) diverges. These functions can diverge only if \( g \) tends to \( \pm\infty \). For the subextremal case \( g = -\delta^{-1} \ln F \), and the outermost divergence of the function \( g \) occurs for \( F = 0 \) (\( r = 2\delta \)). For the extremal case \( g = 2/r \), it diverges for \( r = 0 \). For the super-extremal case it doesn’t diverge. So, \( f = 0 \) can be satisfied only if \( F = 0 \).

While the 5-metric is singular if \( \tau^{-1} = 0 \), the 4-metric is singular if the four-dimensional Ricci scalar

\[
 R = 2f(\partial_r \phi)^2 = \frac{3}{8} \frac{\tau}{\lambda_{55}^{5/2}} = \frac{3}{8} \left( \frac{\lambda_{55}'}{\lambda_{55}} \right)^2
\]

diverges.

\( \delta^2 > 0, |z| < 1 \). In this case all the \( \lambda_k \) are real and the spectrum contains both positive and negative \( \lambda_k \). The functions \( e^{g\lambda_k} \) behave for \( x \to 0 \) (\( x = r - 2\delta \)) as \( x^{S_k} \), where

\[
 S_k = -\lambda_k/\delta.
\]

Assuming that the \( S_k \) are ordered so that \( S_{-1} < S_0 < S_+ \), the leading asymptotic behaviours are \( \tau^{-1} \sim x^{S_{-1}}, \Lambda_{55} \sim x^{-S_1}, \lambda_{55} \sim x^{S_0} \), resulting in

\[
 R \sim S_0^2 x^{ \frac{S_{k+1} - S_{-1}}{2} - 2 }.
\]

As \( |S_k| \leq 2/\sqrt{3} \) from (3.5), the power of \( x \) is always negative. And the coefficient \( S_0 \) is different from zero in the non-degenerate case, so that the Ricci scalar diverges on the horizon.

The case of the saturated boundary \( |z| = 1 \) is similar to the one just analyzed, with the difference that in the expressions for \( \tau^{-1} \) and \( \lambda_{ab} \) terms logarithmic in \( F \) appear.

\( \delta^2 > 0, |z| > 1 \). Let us denote

\[
 y = \frac{1}{6} \ln \left( 2z \left( \sqrt{z^2 - 1} + z \right) - 1 \right), \quad s_z = \text{sign}(z),
\]
and rewrite \( S_k \) as
\[
S_k = -\frac{s_z}{2} \left( \cosh y \pm i\sqrt{3} \sinh y \right), \quad s_z \cosh y.
\] (3.33)

If \( s_z = -1 \) we can perform calculations similar to those of the previous case. Keeping only the real parts, one can show that \( R \sim x^{-\frac{5}{2}} \cosh y^{2} \) diverges for any \( y \). For the case \( s_z = +1 \) we look at \( \tau^{-1} \), for small \( x \) this behaves as
\[
\tau^{-1} \sim F^{-\frac{1}{2}} \cosh y \cos \left( \frac{\sqrt{3}}{2} \sinh y \ln F + \text{const} \right).
\] (3.34)

This function oscillates infinitely fast when \( F \) approaches zero, introducing infinitely many zeroes (singularities of the 5-metric). Near one such zero, \( \tau^{-1} \sim u \quad (u \to 0) \), \( f \sim u^{-1/2} \) and \( R \sim u^{-5/2} \), so that there are infinitely many singularities outside the event horizon.

The extremal case \( \delta = 0 \) with \( c \neq 0 \) can be considered as the limit \( |z| \to \infty \). In [6] some 5-regular solutions belonging to this case were given; they cannot be 4-regular because of the oscillations of \( \lambda_{55} \). Also, these 5-regular solutions are presumably exceptional among the class of extremal solutions, the generic case being 5-singular because of oscillations of \( \tau^{-1} \).

The super-extremal solutions \( \delta^2 < 0 \) can be regular if they represent wormholes. Though it is natural to expect that all non-degenerate \( \det A \neq 0 \) cases are 4-singular, it is a hard problem to prove the absence of regular wormholes in the general case. In the following paragraph we will give some singular super-extremal examples. Examples of regular wormholes are not found. In Appendix A we prove the non-existence of four-dimensional wormholes among the degenerate solutions \( \det A = 0 \). Our conjecture is that there are no four-dimensional wormholes for all values of \( \det A \).

E. Examples

We will analyze the Ricci scalar for several nondegenerate examples given in the Table [II]. For the subextremal solutions one can consider the quantity \( r^4 R \) as a function of \( F \in [0, 1) \). The multiplier \( r^4 \) cannot remove singularities because the function \( F \) vanishes for a positive value of \( r \). Analogically, for superextremal solutions one can consider \( (r^2 + |\delta|^2)^2 R \) as a function of \( g \in (0, \pi) \), where 0 corresponds to \( r \to +\infty \) and \( \pi \) to \( r \to -\infty \).

Expectedly, all of these examples are singular solutions (fig. [I]). Subextremal solutions with A.I and A.II have a singularity at \( F = 0 \) (fig. [1a]). Solutions A.III (fig. [1a]) and E.I (fig. [1b]) have an infinite set of singularities in the vicinity of \( F = 0 \) and \( r = 0 \) correspondingly. The abscissa axis has a logarithmic scale, so only few singularities are drawn. Each tuning-fork-like curve corresponds to a compact space between two singularities. Solutions with an infinite
| Case | $M$ | $N$ | $D$ | $Q$ | $P$ | $c$ | $\delta^2$ | $z^2$ |
|------|-----|-----|-----|-----|-----|-----|--------|-----|
| **Subextremal** |     |     |     |     |     |     |        |     |
| A.I  | 1   | 0   | 2   | 0   | 1   | -11 | 12     | 121/256 |
| A.II | 1   | 2   | 1/2 | 0   | 1   | 17/4 | 19/4   | 7803/6859 |
| A.III| 1   | 0   | 1/2 | 1   | 0   | 9/4  | 3/4    | 81     |
| **Extremal**    |     |     |     |     |     |      |        |       |
| E.I  | 1   | 1   | $-\sqrt{2}$ | 2 | 2 | $-8(1+\sqrt{3})$ | 0 | $\infty$ |
| **Superextremal** |     |     |     |     |     |     |        |     |
| B.I  | 1   | 1   | 1/2 | 2   | 2   | $-9/4$ | $-21/4$ | $-81/343$ |
| B.II | 1   | 0   | -1  | 0   | 3   | $-18$ | -5     | $-2187/125$ |

**TABLE I:** Examples of nondegenerate subextremal, extremal and superextremal solutions.

The number of singular points have $|z| > 1$. Superextremal solutions are represented by B.I and B.II and contain a finite set of singular points.

**FIG. 1:** Ricci curvature $R$ for solutions from the Table II. (1a) $r^4 R$ as a function of $F$ for subextremal solutions A.I, A.II and A.III; (1b) $R$ as a function of $r$ for extremal solutions E.I; (1c) $(r^2 + |\delta|^2) R$ as a function of $g$ for superextremal solutions B.I and B.II. The scale is logarithmic (except the abscissa of the fig. (1c)). The spike in the lower direction corresponds to $R = 0$ and is not a singularity.
IV. DEGENERATE CHARGE MATRIX

It is known that the regular black holes correspond to a degenerate charge matrix satisfying

\[ \det A = 0, \]  

which means

\[ P^2(M - D) - Q^2(M + D) + 2NPQ = 2D(M^2 + N^2 - D^2). \]  

(4.1)

In this case the general expressions (3.17) remain valid, while the eigenvalues are \( \lambda = -\delta, 0, +\delta \), so that

\[ g_0 = \frac{-2 + e^{g\delta} + e^{-g\delta}}{2\delta^2} = \frac{(F - 1)^2}{2\delta^2F}, \]
\[ g_1 = \frac{e^{g\delta} - e^{-g\delta}}{2\delta} = \frac{1 - F^2}{2\delta F}, \]
\[ g_2 = \frac{e^{g\delta} + e^{-g\delta}}{2} = \frac{1 + F^2}{2F}. \]  

(4.2)

Substituting \( \lambda_{ab}, \tau^{-1}, g_n, \) and \( \delta \) into \( f, A_t, \) and \( e^{-4\alpha\phi/3} \) and performing the shift \( r \to r + \delta - M \) one finds:

\[ f = \frac{\Delta}{\sqrt{AB}}, \quad A_t = \frac{C}{B}, \quad e^{-4\alpha\phi/3} = \frac{B}{A}, \]  

(4.3)

where

\[ \Delta = r(r - 2M) - 3D^2 - N^2 + P^2 + Q^2, \]
\[ A = (r + D)^2 - 2D(D - M) + N^2 - P^2 + Q^2, \]
\[ B = (r - D)^2 - 2D(D + M) + N^2 + P^2 - Q^2, \]
\[ C = Qr + DQ - NP \]  

(4.4)

(4.5a)

(4.5b)

(4.5c)

(4.5d)

together with the constraint (4.2). In terms of these functions the solution will read:

\[ ds^2 = f(dt - \omega d\varphi)^2 - f^{-1} (dr^2 + \Delta \, (d\theta^2 + \sin^2 \theta d\varphi^2)) \],
\[ A = \frac{C}{B} (dt - \omega d\varphi) + \omega_5 d\varphi, \quad e^{2\alpha\phi/3} = \sqrt{\frac{A}{B}}, \]
\[ f = \frac{\Delta}{\Sigma}, \quad \Sigma = \sqrt{AB}, \quad \omega = -2N \cos \theta, \quad \omega_5 = P \cos \theta. \]  

(4.6)

This generalizes the solution given in [8] to include a NUT charge. The solution has outer and inner event horizons which can be found from the equation \( \Delta = 0 \), defining two spheres with radii \( r^+_H \)

\[ r^+_H = M \pm \sqrt{M^2 + N^2 + 3D^2 - P^2 - Q^2} \equiv M \pm \delta_H. \]  

(4.7)
The extremal solutions (with $\delta_H = 0$) will be discussed in details in section VI.

The Eqs. $A = 0$ and $B = 0$ define up to four surfaces where the dilaton field tends to $-\infty$ and $+\infty$ respectively. These singular surfaces are spheres with radii

$$r_{A}^{\pm} = -D \pm \sqrt{2D(D - M) - N^2 + P^2 - Q^2} \equiv -D \pm \delta_A,$$  \hspace{1cm} (4.8a)

$$r_{B}^{\pm} = D \pm \sqrt{2D(D + M) - N^2 - P^2 + Q^2} \equiv D \pm \delta_B.$$  \hspace{1cm} (4.8b)

This is confirmed by the evaluation of the scalar curvature

$$R = \frac{-8\Delta (4N^2 - 2\Sigma\Sigma'' + \Sigma^2)}{\Sigma^3},$$  \hspace{1cm} (4.9)

where primes denote derivatives with respect to $r$. The Ricci scalar (4.9) diverges at $\Sigma = 0$ for any set of parameters, including the case of coincident roots for both $\Delta$ and $\Sigma$. The straightforward calculation of other curvature scalars shows that $r_{A,B}^{\pm}$ are the only singularities.

The novel feature due to NUT is the chronology boundary given by the equation $g_{\varphi\varphi} = 0$, behind which the coordinate lines of $\varphi$ become closed timelike curves. This equation can be solved with respect to $\theta$:

$$\tan^2 \theta = 4N^2 \frac{\Delta}{AB}.$$  \hspace{1cm} (4.10)

Some examples of the relative location of the above surfaces are shown$^1$ in the fig. 2. Depending on the asymptotics of the expression $\Delta/AB$, the chronology boundary can touch the corresponding surface either at the polar axis (fig. 2c) or at the equator (fig. 2a), or intersect (fig. 2b).

$^1$ The figures were constructed with transformations $r = \sqrt{x^2 + y^2}, \ \theta = \arccos(y/r)$ after a shift $r \rightarrow r - \Delta r$, where $\Delta r$ is indicated for each figure. The shift $\Delta r$ was executed to reflect the whole structure of the surfaces. Black dots indicate the center of figures. Black circles are horizons. If a black circle is dashed, then it coincides with another surface. Red and blue curves are surfaces of $\phi = +\infty$ and $\phi = -\infty$ respectively. Purple curves stand for points where both $A$ and $B$ are zero, so the dilaton field is bounded. Orange curves are chronology boundaries.
Before going to the general classification of the degenerate class of solutions, we briefly mention two well known particular cases.

a. **FNJW**

The solution \( (4.6) \) without NUT and with trivial Maxwell field \( (N = P = Q = 0) \), like its counterpart in the family \( \det A \neq 0 \) considered in the previous section, belongs to the particular case of FNJW \([51, 55]\)

\[
ds^2 = F^S dt^2 - F^{-S} dr^2 - r^2 F^{1-S} d\Omega^2_{(2)}, \quad \phi = \frac{\sqrt{3} D S}{2M} \ln |F|, \tag{4.11}
\]

\[
F = 1 - \frac{2M}{Sr}, \quad S = \frac{M}{(M^2 + 3D^2)^{1/2}},
\]

with \( |S| = 1/2, 1 \), corresponding to the dilaton charge \( D = \pm M \) or 0 respectively. Note that the metric functions in the case \( |S| = 1/2 \) have only square root singularities.

b. **Singly charged solutions**

Singly charged solutions without NUT always have horizons \([8, 59]\) because \( \delta_H = M \pm D \) is always real. Nevertheless, such solutions can be either black holes, or naked singularities, depending on whether the outermost root is that of \( \Delta \) or of one of the metric functions \( A, B \). Here we consider the purely electric case with NUT charge \( (Q \neq 0, P = 0) \). From the

\[
\text{TABLE II: Parameters for the solutions depicted in fig. 2}
\]

| Figure | \( M \) | \( N \) | \( Q \) | \( P \) | \( D \) | \( \Delta r \) |
|--------|--------|--------|--------|--------|--------|----------|
| 2a     | 0.665  | -0.6   | 1.1    | 0.7    | -0.5   | 1.5      |
| 2b     | 0      | 1      | 0      | 0      | 1      | 3        |
| 2c     | \( \sqrt{3} \) | 1      | 1.96   | -1     | -0.76  | 3        |
constraint (4.2) the electric charge is

\[ Q^2 = -2 \frac{M^2 + N^2 - D^2}{M/D + 1}. \]  

(4.12)

Considering (4.12), the outer roots of the functions \( \Delta, A, B \) for purely electric solutions have the form (4.7), (4.8) with

\[ \delta_H^2 = (M + D)^2 + N^2 \frac{M + 3D}{M + D}, \]  

(4.13a)

\[ \delta_A^2 = \frac{N^2 D - M}{D + M}, \]  

(4.13b)

\[ \delta_B^2 = 4D^2 - N^2 \frac{3D + M}{D + M}. \]  

(4.13c)

The solution is physical and the function \( \Delta(r) \) has no roots if the following two conditions hold: (i) \( Q^2 > 0 \) and (ii) \( \delta_H^2 < 0 \). From (4.13a) the condition (ii) is satisfied for \( N^2 > -(M + D)^3/(M + 3D) > 0 \), requiring a non-zero NUT charge. The fraction is negative if

\[ 1 < -M/D < 3, \]  

(4.14)

hence the denominator in (4.12) is negative and we require \( M^2 + N^2 - D^2 > 0 \) to satisfy the condition (i). Substituting the lower bound of \( N^2 \) in the expression (4.12) for \( Q^2 \), one can get its lower bound \( (Q^2)_{\text{min}} = 8D^3(M + 3D) \), which is always positive under the condition (4.14). Thus, for the interval (4.14) and large enough \( N^2 \), the purely electric solution has a positive-definite \( \Delta(r) \). This could give wormholes, but as we will show further, there is no static wormholes among the 4D solutions (4.6), which become naked singularities (contrary to the case of the Brill solution [43]).

With the discrete symmetry \( N \rightarrow -N, D \rightarrow -D \) and \( Q \rightarrow P \), the similar conclusions are also valid for purely magnetic solutions.

V. THREE DILATON BRANCHES

Now we discuss a feature which apparently has not been sufficiently studied before, due to cubic nature to the constraint equation (4.2). First note that electromagnetic and gravitational duality properties suggest the following reparametrization of the charges:

\[ P = e \cos \alpha, \quad Q = e \sin \alpha, \quad N = \mu \cos \beta, \quad M = \mu \sin \beta, \]  

(5.1)

where \( \alpha, \beta \in [0, 2\pi) \) and \( e, \mu \geq 0 \). The cubic constraint (4.2) with new parameters reads

\[ D^3 - \frac{e^2 + 2\mu^2}{2}D + \frac{1}{2}e^2 \mu \sin(2\alpha + \beta) = 0. \]  

(5.2)
The constraint equation (5.2) can be solved with respect to the charge $D$. All roots of the cubic equation $x^3 + px + q = 0$ are real if and only if its discriminant $\Delta_x(p, q) = -4p^3 - 27q^2$ is non-negative. Actually, the discriminant of the constraint equation (5.2) is

$$\Delta_D = \frac{1}{4} (e^2 - 4\mu^2)^2 (2e^2 + \mu^2) + \frac{27}{4} e^4 \mu^2 \cos^2(2\alpha + \beta),$$

which is a non-negative polynomial. Therefore, $D$ has three real roots (two of them can coincide when $\Delta_D = 0$). Introducing new parameters

$$h^2 = e^2 + 2\mu^2, \quad f^3 = e^2 \mu \sin(2\alpha + \beta), \quad \gamma = \arccos \frac{3^{3/2} f^3}{2^{1/2} h^3},$$

the solution can be represented as

$$D_k = \sqrt{\frac{2}{3} h \cos \frac{\gamma - (2k - 1)\pi}{3}},$$

where $k = -1, 0, +1$. Electromagnetic duality ($\alpha \rightarrow \pi/2 - \alpha, \beta \rightarrow \pi - \beta, D \rightarrow -D$) transforms $D_{-1} \leftrightarrow D_{+1}$ into each other and $D_0$ into itself. As the constraint equation (5.2) does not contain the square term, thus the sum of all roots is zero $D_{-1} + D_0 + D_{+1} = 0$.

To classify the solutions as regular black holes, singular black holes and naked timelike singularities, one should find solutions to the equations $\delta_H = 0$, and $\delta_{A,B} = 0$, and reveal the outermost real root among $r^\pm_{H,A,B}$.

**A. Domains of dilaton charge branches $D_k$**

The solutions $D_k$ for the constraint equation (5.2) entirely belong to the regions with boundaries $\mu^2 = D^2$ (fig. 3). The branch $D_0$ satisfies the condition $D_0^2 \leq \mu^2$, while the other two branches satisfy the inequality $\pm D_{\pm 1} \geq \mu$. These branches will be shown to have different behaviour in our classification.

The branch $D_0$ touches the other branches $D_{\pm 1}$ at the points $2\alpha + \beta = (2 \mp 1)\pi/2$ with $e = 2\mu$, which allows for finding a continuous path in the charge space to connect solutions from different branches. For $e = 2\mu$ the branches $D_k$ are not smooth, but they can be piece-wisely glued into smooth functions:

$$\tilde{D}_k = 2\mu \sin \left( \frac{2\alpha + \beta + 2\pi k}{3} \right), \quad k \in \mathbb{Z},$$

which follows straightforward from the constraint (5.2).

According to these boundaries for each branch, one can suggest further developments of charge parametrization to simplify calculations. For example, the branch $D_0$ permits the following parametrization

$$\mu = \sigma \cosh \gamma, \quad D = \sigma \sinh \gamma, \quad \sigma \geq 0, \quad \gamma \in \mathbb{R}.$$
FIG. 3: Values of $D_0/\mu$ (blue), $D_+1/\mu$ (brown), $D_{-1}/\mu$ (green) for different values of $e/\mu = 0, 1, 1.5, 2, 3$ as a function of $2\alpha + \beta$. Arrows demonstrate the direction of $e/\mu$ growth.

Then the constraint (5.2) reads

$$\sigma \left( e^2 \cosh \gamma \sin(2\alpha + \beta) - \sinh \gamma (e^2 + 2\sigma^2) \right) = 0. \quad (5.8)$$

Similar parametrizations can be introduced for the branches $D_{\pm 1}$. The constraint (5.8) can be easily resolved with respect to the parameter $\gamma$ in terms of inverse hyperbolic functions, which allows to write the metric functions in a simple, but lengthy way with independent parameters.

**B. Degenerate singularity**

If the solution is a naked singularity, the singularity can originate from the function $A$, $B$ or both of them. When the functions $A$ and $B$ have the same outer roots $r_A^+ = r_B^+$, which do not coincide with their inner roots $r_{A,B}^-$, then the dilaton value at the corresponding surface is finite and only vector potential $A_\mu$ has a singularity. We will call this case a “degenerate” naked singularity. The equation $r_A^+ = r_B^+$ for such degenerate singularity reads

$$2D = \delta_A - \delta_B. \quad (5.9)$$

Squaring the equation (5.9) and using the definitions (4.8) gives

$$N^2 + \delta_A \delta_B = 0, \quad (5.10)$$

which holds if $N = 0$ and $\delta_A \delta_B = 0$. Substituting it back into (5.9) results in $\delta_A = 2D$, $\delta_B = 0$ for positive $D$ and $\delta_B = 2D$, $\delta_A = 0$ for negative $D$. Each of this pair of equations can be rewritten in a simple form

$$-2DM + P^2 - Q^2 = 2D|D|, \quad (5.11)$$
Considering the constraint (4.2) one can find 3 different cases with \( N = 0 \): \( D > 0, Q = 0; D = 0, Q^2 = P^2; D < 0, P = 0 \).

In the case of a non-zero dilaton charge \( D \neq 0 \), the outer singularity \( r^+_A = r^+_B \) necessarily coincides with one of the inner singularity \( r^-_A \) or \( r^-_B \), so the dilaton field is not regular at this point. These degenerate singularities are not permitted. On the other hand, the case \( D = 0 \) is a regular black hole, corresponding to the extremal dyonic Reissner-Nordstr"{o}m solution.

C. \( D_0 \)-branch \( \mu^2 \geq D^2 \)

**Event horizon existence.** The necessary condition for horizon existence is \( \delta^2_H \geq 0 \). The Killing horizon becomes extremal for

\[
2\alpha + \beta = n\pi \pm l, \quad l = \arcsin \left( \frac{\sqrt{e^2 - \mu^2(e^2 + 8\mu^2)}}{3\sqrt{3}e^2\mu^3} \right), \quad n \in \mathbb{Z}.
\]

The quantity \( l \) is not real for \( e/\mu < 1 \) and \( e/\mu > 2 \). One can make sure that the quantity \( \delta^2_H \) is strictly positive for \( e/\mu < 1 \) and strictly negative for \( e/\mu > 2 \). The Killing horizon does not exist in the intervals \( 2\alpha + \beta \in (n\pi - l, n\pi + l) \) with any integer \( n \) when \( 1 \leq e/\mu \leq 2 \).

**Singularities.** The transformations \( \alpha \to \pi/2 - \alpha \) \((P \leftrightarrow Q)\) and \( \beta \to \pi - \beta \) \((N \to -N)\) lead to the change of the dilaton charge sign \( D_0 \to -D_0 \) and translate the function \( A \) to the function \( B \) and vice versa. Therefore, results for \( \delta^2_B \) can be obtained from results for \( \delta^2_A \) after such transformations. The functions \( \delta^2_{A,B} \) in terms of the parameters (5.1) are

\[
\delta^2_A = -\mu^2\cos^2\beta + 2D_0(D_0 - \mu\sin\beta) + e^2\cos(2\alpha), \quad (5.13a)
\]

\[
\delta^2_B = -\mu^2\cos^2\beta + 2D_0(D_0 + \mu\sin\beta) - e^2\cos(2\alpha). \quad (5.13b)
\]

For the branch \( D = D_0 \), the functions \( \delta^2_{A,B} \) are invariant under the transformation \( \alpha \to \alpha + \pi \) or another transformation \( \beta \to \beta + \pi \), which can be observed as a symmetry in the fig. 4. For the case \( e/\mu = 0 \) the dilaton charge is \( D_0 = 0 \), and the singularities exist (\( \delta^2_A \geq 0 \) or \( \delta^2_B \geq 0 \)) only if \( \beta = \pi/2, 3\pi/2 \), which corresponds to the NUTless case \( N = 0 \). Increasing the ratio \( e/\mu \), these lines distend (fig. 4 a and b). At the point \( e/\mu = 1 \), the regions distended from the two lines touch each other and merge (fig. 4 c and d). The regions for the values \( 1 < e/\mu \leq 2 \), where the \( A \)- or \( B \)-singularity is absent, can be distinguished as ellipse-like, with ellipses touching each other at \( \beta = \pi/2, 3\pi/2 \) (fig. 4 d, e, f). For the value \( e/\mu = \sqrt{1 + \sqrt{2}} \) the whole plane \((\alpha, \beta)\) is covered by regions where at least one singularity exists. This value can be found from the equation \( \delta_A = \delta_B = 0 \) for \( \beta = 0 \), where the \( A \)-singularity touches the \( B \)-singularity (fig. 4 e). For the values \( e/\mu > 2 \) ellipse-like regions merge into vertical strips.
(fig. 4 g, h). The boundaries of the strips tend to the solutions for $\mu = 0$, which for $\delta_{A,B}^2 = 0$ is solved by $\alpha = (2n + 1)\pi/4$ with $n \in \mathbb{Z}$.

$$e^0 \pi^2 \pi^0 \pi^0 \pi^0 f^0 \pi^2 \pi^2 \pi^0 a^0 \pi^2 \pi^2 \pi^0 c^0 \pi^2 \pi^2 \pi^0 d^0$$

FIG. 4: Regions of singularity existence (red for $\delta_B^2 > 0$ and blue for $\delta_A^2 > 0$, purple for existence of both of them) for different values $e/\mu$: (a) 0.5, (b) 0.95, (c) 1.0, (d) 1.05, (e) $\sqrt{1 + \sqrt{2}}$, (f) 2.0, (g) 2.1, (h) 3.0. The x- and y- coordinates stand for $\alpha$ and $\beta$ respectively.

**Singular horizon.** A singular horizon can appear if the equation $r^+_A = r^+_H$ or $r^+_B = r^+_H$ holds, where the quantities at both sides should be real. Actually, such solutions may not be singular black holes due to covering of the event horizon by another singularity. As these equations are complex enough to find their solutions analytically, they can be found numerically. The simplest case is $e = 0$, $\beta = 3\pi/2$ which is the Schwarzschild solution with negative mass $M$.

All the other singular black holes are extremal with $r^+_H = r^+_A$, $\delta_A = 0$ or $r^+_H = r^+_B$, $\delta_B = 0$, i.e.

$$M = -D, \quad Q = \pm 2M, \quad P = \mp N \tag{5.14}$$

or

$$M = D, \quad P = \pm 2M, \quad Q = \pm N. \tag{5.15}$$

Nevertheless, not all extremal solutions are singular (fig. 5). There are twice more singular black holes for $1 < e/\mu < \sqrt{2}$ than for $\sqrt{2} < e/\mu < 2$. A half of the singular black hole solutions disappear at $e/\mu = \sqrt{2}$ because a new singularity appears and covers a singular horizon.

**Classification.** The full classification can be found in fig. 5. For $e/\mu = 0$ all the plane $(\alpha, \beta)$ represents a regular black hole, except the case $\beta = 3\pi/2$, where it becomes a singular black hole. Increasing $e/\mu$, naked singularities appear in the vicinity of the line $\beta = 3\pi/2$.  
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FIG. 5: Classification of solutions (red for naked singularities coming from $r_B$, blue for naked singularities coming from $r_A$, green for black holes, black lines for extremal black holes, red dots for singular black holes) for different values $e/\mu$: (a) 0.5, (b) 0.95, (c) 1.0, (d) 1.05, (e) $\sqrt{1 + \sqrt{2}}$, (f) 2.0, (g) 2.1, (h) 3.0. The abscissa and ordinate stand for $\alpha$ and $\beta$ respectively.

FIG. 6: left: $r_H/\mu$ (black), $r_A/\mu$ (blue), $r_B/\mu$ (red) for $e = 1.75, \beta = 5\pi/4$ as a function of $\alpha$; right: $r_B = r_H$ for $e = 0.5$ (black), 2 (blue), 4 (purple), 32 (red).

There are only regular black holes for $0 \leq e/\mu \leq 1$ and positive $M$. For $1 \leq e/\mu \leq 2$, naked singularities appear in the region $M > 0$ ($0 < \beta < \pi$) as well. For $e/\mu \geq 2$ (including $\mu = 0$) there are naked singularities only. Singular black holes appearing in $1 \leq e/\mu \leq 2$ are extreme.
D. $D_{\pm 1}$-branch $\mu^2 \leq D^2$

In this section we will consider only the positive branch $D_{+1}$. To obtain results for $D_{-1}$ one should perform EM-duality and swap functions $A$ and $B$ in conclusions. As can be found numerically, the functions $\delta_{H,A,B}^2$ are always non-negative for these branches and the inequality $r_A^+ \leq r_H^+ \leq r_B^+$ always holds (fig[6] left). Generally, these solutions are naked singularities, except particular cases of singular black holes in the vicinity of $\alpha = n\pi, n \in \mathbb{Z}$ (fig[6] right). This conclusion is consistent with the uniqueness theorem. In [49] Yazadjiev proved the uniqueness of asymptotically flat regular black holes (without NUT) with respect to charges $M, Q, P$ and rotation $J$. We can expect that static black hole solutions with NUT charge should be uniquely defined by the four charges $M, N, P, Q$. Despite the existence of three distinct roots $D_k$ of the charge constraint (4.2), only one of them $D_0$ can be the regular black hole solution, while the two others $D_{\pm 1}$ represent either a singular black hole or a naked singularity.

VI. EXTREMAL SOLUTIONS

The condition of extremal horizon $\delta_H = 0$ reads

\[ 3D^2 = P^2 + Q^2 - M^2 - N^2. \tag{6.1} \]

Substituting $D$ from (6.1) into the charge constraint (4.2) we get

\[ 27 [M (P^2 - Q^2) + 2NPQ]^2 = (-M^2 - N^2 + P^2 + Q^2) (8M^2 + 8N^2 + P^2 + Q^2)^2 \tag{6.2} \]

The equation (6.2) is more compact in terms of the parameters (5.1)

\[ (e^2 - 4\mu^2)^3 + 27e^4\mu^2 \cos^2 (2\alpha + \beta) = 0. \tag{6.3} \]

Additionally, there is the condition of a real dilaton field $D^2 \geq 0$. From the condition of extreme horizon (6.1), this corresponds to $3D^2 = P^2 + Q^2 - M^2 - N^2 \geq 0$, i.e. $e \geq \mu$. At the same time, the equation (6.3) has no real solutions for $e < \mu$ and $e > 2\mu$. Thus, any solution of the equation (6.3) leads to a real dilaton charge $D$.

It can be checked that the solution of this equation is

\[ \left( \frac{2\mu}{e} \right)^{2/3} = \sin^{2/3} \left( \alpha + \beta \frac{3\pi}{4} - \frac{\beta}{2} \frac{3\pi}{4} \right) + \cos^{2/3} \left( \alpha + \beta \frac{3\pi}{4} - \frac{\beta}{2} \frac{3\pi}{4} \right) \tag{6.4} \]

Multiplying by $(2\mu e^2)^{1/3}$ and rewriting the trigonometric functions in terms of the initial
FIG. 7: Extreme static solutions in the charge space (7a) and extreme NUTless static solutions (7b).

charges, one can find

\[ 2\sqrt{M^2 + N^2} = \]

\[ = \left[ (P^2 + Q^2)\sqrt{M^2 + N^2} + (P^2 - Q^2)M + 2PQN \right]^{1/3} + \]

\[ + \left[ (P^2 + Q^2)\sqrt{M^2 + N^2} + (Q^2 - P^2)M - 2PQN \right]^{1/3} \]

This solution is represented in the fig. 7. Note that these extreme solutions are not necessary extreme black holes, as the extreme horizon may be covered by a naked singularity or coincide with a singularity.

For \( N = 0 \) (fig. 7b) the equation \( 6.5 \) takes the form \( (2M)^{2/3} = P^{2/3} + Q^{2/3} \) which agrees with Rasheed’s result [9].

VII. OXIDATION TO FIVE DIMENSIONS

As already mentioned, solutions of EMD theory with \( \alpha^2 = 3 \) can be oxidized through (2.2) to solutions of five-dimensional vacuum Einstein gravity periodic in the fifth dimension, i.e. Kaluza-Klein theory. We will only discuss here the degenerate case \( \det A = 0 \). The non-rotating stationary five-dimensional metric is such that \( \det g = A^2 \sin^2 \theta \), with metric elements
\[(x^0 = t)\]
\[
g_{55} = -\frac{B}{A}, \quad g_{05} = -\frac{2C}{A}, \quad g_{00} = \frac{F}{A},
\]
\[
g_{5\varphi} = -\frac{2B}{A}\omega_5 + \frac{2C}{A}\omega_t, \quad g_{0\varphi} = -\frac{4C}{A}\omega_5 - \frac{F}{A}\omega_t,
\]
\[
g_{\varphi\varphi} = -\frac{4B}{A}\omega_5^2 + \frac{8C}{A}\omega_5\omega_t + \frac{F}{A}\omega_t^2 - A\sin^2 \theta,
\]
where
\[
F = \frac{A\Delta - 4C^2}{B},
\]
with an apparent singularity for \(B = 0\). However, after taking (4.2) into account, one obtains

\[F = (r + 2D - M)^2 - M^2 - N^2 + D^2 - Q^2 - P^2,\]

so that (as conjectured by Chen [60]), the 5D metric is singularity-free provided \(A > 0\) for all real \(r\).

**A. Wormholes**

If furthermore \(\Delta > 0\) for all real \(r\), the five-dimensional metric does not correspond to a black hole, but to a five-dimensional wormhole. So the two conditions for the existence of non-rotating five-dimensional wormholes are

\[-\delta_A^2 = Q^2 - P^2 + N^2 + 2MD - 2D^2 > 0,\]
\[-\delta_H^2 = Q^2 + P^2 - N^2 - M^2 - 3D^2 > 0.\]

Adding the two together one obtains \(2Q^2 > (M - D)^2 + 4D^2\), so that \(Q \neq 0\) is a necessary condition for the existence of five-dimensional wormholes. The Chodos-Detweiler wormhole [2] has only electric charge \(Q\), however it is not traversable [61]. This was generalized by Chen [60] to a dyonic wormhole \((M = N = D = 0)\) with \(Q^2 > P^2\) on account of (7.4).

Using the parametrization (5.1) the constraint (5.2) may be used to eliminate \(\sin(2\alpha + \beta)\) in terms of the three charges \(e, \mu, D\), while the two wormhole conditions (7.4) and (7.5) read

\[-e^2 \cos 2\alpha + \mu^2 \cos^2 \beta + 2D\mu \sin \beta - 2D^2 > 0,\]
\[e^2 - \mu^2 - 3D^2 > 0.\]

Then, the condition \(\sin^2(2\alpha + \beta) \leq 1\) is equivalent to

\[(\mu^2 - D^2)[(e^2 - 2D^2)^2 - 4\mu^2 D^2] \geq 0.\]
FIG. 8: Classification of solutions in 5D for different values $e/\mu$: (a) 0.5, (b) 0.95, (c) 1.0, (d) 1.05, (e) $\sqrt{1+\sqrt{2}}$, (f) 2.0, (g) 2.1, (h) 3.0. Green for black holes, red for naked singularities and yellow for wormholes. Blue lines satisfy $\delta_A^2 = 0$ and black lines satisfy $\delta_H^2 = 0$. The $x$ and $y$ axis stand for $\alpha$ and $\beta$ respectively.

The term in square brackets is strictly positive because

$$2D(D \pm \mu) \leq \mu^2 + 3D^2 < e^2 \quad (7.9)$$

on account of (7.7). Therefore the secondary condition (7.8) is equivalent to

$$\mu^2 \geq D^2. \quad (7.10)$$

This condition is satisfied by the branch $D_0$.

The general analysis of the system (5.2), (7.6), (7.7) is complicated by the cubic character of the constraint (4.2). However the numerical investigation of the $D_0$-branch of the solution leads to the classification of five-dimensional solutions summarized in Fig. 8. For $e < \mu$, solutions with positive mass $M > 0$ ($0 < \beta < \pi$) are black holes, while those with negative mass can be either black holes or naked singularities. For $\mu \leq e \leq 2\mu$ the solution can be a wormhole, a black hole (either with regular or singular horizon) or a naked singularity. Solutions with $e > 2\mu$ can represent naked singularities or wormholes, depending on both angles, but purely electric solutions are wormholes and purely magnetic ones are naked singularities.

From the analysis of the 4D case, the inequality $r_B \geq r_\Delta \geq r_A$ always holds for the branch $D_{+1}$ and $r_A \geq r_\Delta \geq r_B$ for $D_{-1}$. Therefore, $D_{+1}$ and $D_{-1}$ are black holes and naked singularities in 5D respectively, consistent with (7.10).
B. Special cases

Two special cases are particularly simple:

1) $D = 0$. Then, if $\mu \neq 0$ the constraint (5.2) is solved by $\beta = -2\alpha \pmod{\pi}$, with $\cos 2\alpha < 0$ from (7.6) (using $\mu^2 < \epsilon^2$ from (7.7)). In terms of the five charges $M, N, D, Q, P$, this solution, such that

$$Q^2 > P^2, \quad M = 2\lambda Q P, \quad N = \lambda (Q^2 - P^2), \quad D = 0,$$

(7.11)

with $\lambda$ real bounded by

$$\lambda^2 (Q^2 + P^2) < 1,$$

(7.12)

is a generalisation of Chen’s dyonic wormhole.

2) $D^2 = \mu^2$ ($D = \pm \mu$), which saturates the bound (7.10). Then (5.2) is solved by $\beta = -2\alpha \pm \pi/2$. In terms of the original charges,

$$M = \lambda (Q^2 - P^2), \quad N = -2\lambda Q P, \quad D = -\lambda (Q^2 + P^2).$$

(7.13)

The bounds (7.4) and (7.5) lead to simple equations when expressed in terms of $M$ and $D$, or

$$x = \lambda M = -\frac{MD}{Q^2 + P^2}, \quad y = -\lambda D = \frac{D^2}{Q^2 + P^2}.$$ 

(7.14)

These are respectively

$$x - (x + y)^2 > 0,$$

(7.15)

$$y - 4y^2 > 0,$$

(7.16)

and are solved by

$$0 < \frac{1 - 2y - \sqrt{1 - 4y}}{2} < x < \frac{1 - 2y + \sqrt{1 - 4y}}{2}, \quad 0 < y < \frac{1}{4}.$$ 

(7.17)

Note that $x > 0$ implies $Q^2 > P^2$. A simple subcase is $x = y$, leading to

$$P = 0, \quad N = 0, \quad M = -D, \quad Q^2 > 4M^2.$$ 

(7.18)

One can directly check that this is the only solution of the system (5.2), (7.4), (7.5) with $P = N = 0$. This massive generalization of the Chodos-Detweiler wormhole (which is recovered for $M = 0$) was previously discussed in [61], where it was shown to be non traversable. The CD wormhole was shown in [62] to be unstable under small radial perturbations, the stability status of its massive generalizations is undecided.
C. Chronology boundary and ergo-region

The chronology boundary $g_{\varphi\varphi} = 0$ is the solution of

$$\tan^2 \theta = -4 \frac{P^2 B + 4 PNC - N^2 F}{A^2}. \quad (7.19)$$

Asymptotically for $r \to \infty$ one can find

$$\tan^2 \theta \approx \frac{4(N^2 - P^2)}{r^2} - \frac{8(2NQ - 3DP + MN^2)}{r^3} + \mathcal{O}(r^{-4}). \quad (7.20)$$

If $N^2 > P^2$ the chronology boundary envelops the polar axis at the infinity with radius $\rho_s = r \sin \theta \approx 2\sqrt{N^2 - P^2}$. For the case $N^2 < P^2$ the equation (7.20) does not have real roots for large $r$, so the chronology boundary is compact. One can discover an interesting case $N^2 = P^2$, where the radius of the chronology boundary tends to zero at infinity. Furthermore, we can impose the condition of extremal horizon (6.1), and specialize to $P = \pm N$, $Q = \mp 2M$, $D = -M$. After transformations $r \to r + M$ and $t \to t \pm x^5$ this solution has the form

$$ds^2 = \left(1 - \frac{4M}{r} - \frac{2N^2}{r^2}\right) dt^2 \pm 2dt(dx^5 \pm 2N \cos \theta d\varphi) - dr^2 - r^2(d\theta^2 + \sin^2 \theta d\varphi^2). \quad (7.21)$$

We recognize in this extremal metric the one-center case of a multi-center five-dimensional metric constructed in [6] (Eq. (49)). It represents an electric monopole endowed with NUT charge. Remarkably, although two Dirac-Misner strings extend along the symmetry axis from the source $r = 0$ to $\pm \infty$, it is free from closed timelike curves.

Another chronology boundary appears for $g_{55} = 0$, that is $B = 0$. An ergo-region appears at $F = 0$ due to the rotation in the plane $(t, x_5)$ with radius

$$r^\pm_F = M - 2D \pm \sqrt{M^2 + N^2 + P^2 + Q^2 - D^2}. \quad (7.22)$$

The branch $D_0$ always possesses real roots of (7.22) as $D_0^2 \leq M^2 + N^2$.

VIII. GEODESICS

A. Constants of motion

The solution (4.6) possesses the same Killing vectors as the Schwarzschild-NUT solution

$$K(t) = \partial_t, \quad (8.1a)$$

$$K(\varphi) = \partial_\varphi. \quad (8.1b)$$
\[ K_{(x)} = 2N \frac{\cos \varphi}{\sin \theta} \partial_t - \sin \varphi \partial_\theta - \cos \varphi \cot \theta \partial_\varphi, \quad \text{(8.1c)} \]
\[ K_{(y)} = 2N \frac{\sin \varphi}{\sin \theta} \partial_t + \cos \varphi \partial_\theta - \sin \varphi \cot \theta \partial_\varphi. \quad \text{(8.1d)} \]

The analysis of geodesic motion in the static case is similar to that for the Reissner-Nordström-NUT metric (RN-NUT), which possesses spherical symmetry at the level of algebra. The geodesic motion for the RN-NUT metric was analyzed in [43, 63]. The Killing vectors \( K_{(t)} \) and \( K_{(\varphi)} \) lead to the conservation laws of energy \( E \) and angular momentum projection \( J_z \)

\[ E = f \left( \dot{t} + 2N \cos \theta \dot{\varphi} \right), \quad \text{(8.2a)} \]
\[ J_z = \Sigma \sin^2 \theta \dot{\varphi} - 2NE \cos \theta, \quad \text{(8.2b)} \]

where the dot \( \dot{\cdot} \) means the derivative with respect to the affine parameter \( \tau \). In addition, the metric admits three Killing vectors \( K_{(x,y,\varphi)} \) corresponding to the generators of the rotation group \( SO(3) \). The spatial Killing vectors allow to introduce a conserved total angular momentum vector \( \vec{J} \), which can be divided into two parts – the orbital angular momentum \( \vec{L} \) and the spin angular momentum \( \vec{S} \)

\[ \vec{J} = \vec{L} + \vec{S}, \quad \text{(8.3)} \]

with

\[ J_i = -K_{(i)}^{\mu} \dot{x}_\mu, \quad \vec{L} = \Sigma \left[ \dot{\mathbf{r}} \times \dot{\mathbf{r}} \right], \quad \vec{S} = \hat{S} \dot{\mathbf{r}}, \quad \text{(8.4)} \]

where \( S = -2NE \) and \( \dot{\mathbf{r}} \) is a unit vector normal to the 2-sphere

\[ \dot{\mathbf{r}} = (\sin \theta \cos \varphi, \sin \theta \sin \varphi, \cos \theta). \]

The statement (8.3) can be verified with the definitions (8.4) and the substitution \( \dot{t} \) from (8.2). From the orthogonality of \( \vec{L} \) and \( \vec{S} \), it follows

\[ J^2 = L^2 + S^2. \quad \text{(8.5)} \]

As \( J^2 \) and \( S^2 \) are constants, \( L^2 \) is a constant as well. Squaring \( \vec{L} \) from the definition (8.4) gives the following relation

\[ L^2 = \Sigma^2 \left( \dot{\theta}^2 + \sin^2 \theta \dot{\varphi}^2 \right). \quad \text{(8.6)} \]

### B. Angular and temporal motion

Following [64] and [43] let us introduce a new parameter, "Mino" time \( \lambda \), instead of the affine parameter \( \tau \), a new variable \( \xi \), and divide the coordinate time \( t \) into two components:

\[ d\tau = \Sigma d\lambda, \quad \xi = \cos \theta, \quad t(\lambda) = t_r(\lambda) + t_\theta(\lambda), \quad \text{(8.7)} \]
such that

\[ t'_r = E \sum \frac{\dot{\mathbf{f}}}{f} , \tag{8.8} \]

where \( \dot{\ } \) denotes derivative with respect to \( \lambda \). Then, equations (8.6) and (8.2) can be resolved with respect to \( t, \xi, \varphi \)

\[ \xi'^2 = -J^2 \xi^2 + 2SJ_z \xi + L^2 - J_z^2, \tag{8.9a} \]

\[ \varphi' = \frac{1}{2} \left( \frac{J_z + S}{1 + \cos \vartheta} + \frac{J_z - S}{1 - \cos \vartheta} \right), \tag{8.9b} \]

\[ t'_\theta = N \left( -2S + \frac{S + J_z}{1 + \cos \vartheta} + \frac{S - J_z}{1 - \cos \vartheta} \right), \tag{8.9c} \]

Equations for (8.9a), (8.9b) and (8.9c) coincide with the equations for the RN-NUT solution in Einstein-Maxwell theory, which were solved in [43]:

\[ \cos \vartheta = \cos \psi \cos \eta + \sin \psi \sin \eta \cos (J\lambda), \tag{8.10a} \]

\[ \phi = \phi_0 + \arctan \left[ \frac{\cos \psi - \cos \eta}{1 - \cos (\psi - \eta)} \tan \frac{J\lambda}{2} \right] + \arctan \left[ \frac{\cos \psi + \cos \eta}{1 + \cos (\psi - \eta)} \tan \frac{J\lambda}{2} \right], \tag{8.10b} \]

\[ \frac{t_\theta}{2N} = -S\lambda - \pi \left( \text{sgn}(J_z - S) - \text{sgn}(J_z + S) \right) \left[ \frac{J\lambda}{2\pi} + \frac{1}{2} \right] - \arctan \left[ \frac{\cos \psi - \cos \eta}{1 - \cos (\psi - \eta)} \tan \frac{J\lambda}{2} \right] + \arctan \left[ \frac{\cos \psi + \cos \eta}{1 + \cos (\psi - \eta)} \tan \frac{J\lambda}{2} \right], \tag{8.10c} \]

where

\[ J \cos \eta = S, \quad J \sin \eta = L, \]

\[ J \cos \psi = J_z, \quad J \sin \psi = J_\perp, \]

with

\[ J^2_\perp = J^2 - J_z^2. \]

As discussed in [43], it follows from \( \mathbf{J} \cdot \dot{\mathbf{r}} = S \) that all the orbits with \( r' = 0 \) are circular, whatever the plane in which they lie.

C. Radial motion

The radial equation can be obtained from the constraint \( \dot{x}_\mu \dot{x}^\mu = \varepsilon \) with \( \varepsilon = 1, 0, -1 \) for time-like, null and space-like geodesics. Substituting \( E, J_z \) and \( L \) instead of \( \dot{t}, \varphi, \dot{\theta} \), and rewriting the equation for Mino time, one can get the radial equation

\[ r'^2 = E^2 \Sigma^2 - \Delta \left( \varepsilon \Sigma + L^2 \right) . \tag{8.11} \]
Scattering on the string inside the chronology boundary. We will show that null and time-like geodesics can scatter near the Misner string inside the chronology boundary. For large \( r \), the radial equation is \( \dot{r}^2 = E^2 - \varepsilon \), imposing the only condition \( E^2 \geq \varepsilon \). Now, consider the equation (8.9a) for \( \xi' \) with \( \xi = \pm(1 - \epsilon) \) and \( J_z = \pm(2NE + O(\epsilon)) \) with infinitesimal \( \epsilon > 0 \). Then, the equation takes the form

\[
\xi'^2 = 2L^2\epsilon + O(\epsilon^2),
\]

(8.12)

which gives real \( \xi \) for any \( L \). Therefore, the geodesic curve, moving from spatial infinity, can cross the string vicinity at least when \( r \) is large enough.

Null geodesics. Rewriting the radial equation (8.11) in terms of the affine parameter \( \tau \) in the form

\[
\dot{r}^2 + U_{\text{eff}}(r) = E^2,
\]

(8.13)

the effective potential for null geodesics is

\[
U_{\text{eff}} = L^2 \frac{\Delta}{AB}.
\]

(8.14)

It diverges at the surface of naked singularities and becomes zero at the surface of regular black holes. If the solution is a singular black hole, the behaviour of \( U_{\text{eff}} \) can be either bounded or diverging, depending on the root multiplicity of the numerator and denominator. Another interesting question is the existence of stable or unstable photon circular orbits. The equation of circular orbits \( dU_{\text{eff}}/dr = 0 \) is difficult to solve analytically. Picking up a large number of different solutions with random parameters, one can find that usually regular black holes have one unstable circular orbit, while naked singularities have neither stable nor unstable circular orbits. For the case of singular black holes with \( D_{\pm1} \) or \( D_0 \) with \( e = 2\mu \), there are no circular orbits. At the same time singular black holes with \( D_0 \) and \( e = \mu \) have a maximum of the effective potential at the surface of the horizon.

Though one can conjecture these rules are general, there is a set of fine tuned counterexamples representing naked singularities, for example \( e/\mu = 1.5, \beta = \pi/2, \alpha = 3\pi/2 + \epsilon \), where \( 0.099665 \lesssim \epsilon \lesssim 0.123340 \). Such solutions possesses both stable and unstable circular null orbits (fig. 9a). At the lower bound \( \epsilon \approx 0.099665 \), the solution becomes an extremal black hole, so the stable orbit lies on the horizon. At the upper bound \( \epsilon \approx 0.123340 \) the minimum and maximum of the effective potential disappear. Generally, such solutions are small deviations (in the charge space) from extremal black holes with a singularity situated close enough to the horizon from the inner side. The existence of stable circular photon orbits indicates at the possibility to accumulate the energy of the electromagnetic field, leading to the solution instability.
The effective potential (8.14) represents a 4th degree polynomial. Integration of this equation leads to the following solution

\[ \int_{r_0}^{r} \frac{dr}{\sqrt{P_4(r)}} = \kappa(\lambda - \lambda_0), \quad (8.15) \]

where \( \kappa \equiv \pm |E| \), \( P_4(r) = \Sigma^2 - L^2 \Delta/E^2 = (r - r_1)(r - r_2)(r - r_3)(r - r_4) \) is a fourth degree polynomial, factored into its roots. The integral can be evaluated

\[ \int_{r_0}^{r} \frac{dr}{\sqrt{P_4(r)}} \equiv I(r) - I(r_0) = \frac{2}{\sqrt{(r_1 - r_3)(r_2 - r_4)}} F\left( \arcsin \left( m(r)^{-1/2} \right) \middle| m(r_3) \right) \bigg|_{r_0}^{r}, \quad (8.16) \]

\[ m(r) = \frac{(r_2 - r)(r_1 - r_4)}{(r_1 - r)(r_2 - r_4)}, \]

where \( F(\varphi|m) \) is the elliptic integral of the first kind, and the roots \( r_i \) can be permuted with any order. If the chosen constant \( r_0 \) is placed between two real roots \( r_i \) and \( r_j \) (or infinity), the solution will describe the motion inside the region \( r \in [r_i, r_j] \). For simplicity we will choose \( r_0 = r_1 \), so \( I(r_0) = 0 \). The function \( r(\lambda) \) can be expressed from (8.15) and (8.16)

\[ r(\lambda) = \frac{r_1(r_4 - r_2) + r_2(r_1 - r_4)R(\lambda)}{r_4 - r_2 + (r_1 - r_4)R(\lambda)}, \quad (8.17) \]

\[ R(\lambda) = \text{sn} \left( \frac{\kappa}{2}(\lambda - \lambda_0) \sqrt{(r_1 - r_3)(r_2 - r_4)} \middle| m(r_3) \right)^2, \]

where \( \text{sn}(u|m) \) is the Jacobi elliptic function. Two examples of null geodesics, scattered on the black hole are shown in fig. 10. The first example (figs. 10a, 10b) demonstrates the family of geodesic curves crossing the chronology boundary, providing a proof of their existence. When
FIG. 10: Null geodesics in the space-time with parameters $P = -0.7, Q = 1.1, D = 0.1, N = -5, M = 2.187$. The spheres are horizons and red surfaces are chronology boundaries. Fig. 10a, 10b: a family of geodesics, scattering on the Misner string ($E = 0.2, J = 5.5, J_z = 0.5$). Fig. 10c, 10d: geodesic curve with a turning point which is close to the minimum of $U_{\text{eff}}$, $E = 0.24148, J = 5.5, J_z = 0.5$.

If the turning point is close enough to the potential minimum, the geodesic curve has enough time to make any number of revolutions around the horizon (fig. 10c, 10d).

**Time-like geodesics.** The effective potential for time-like geodesics is

$$U_{\text{eff}} = \frac{\Delta}{\Sigma} + L^2 \frac{\Delta}{\Sigma^2}. \quad (8.18)$$

Solutions with $M \neq 0$ have one stable circular timelike orbit with $r \approx L^2 \sqrt{M^2 + N^2}/M$ for large $L$. Regular solutions additionally possess an unstable circular timelike orbit near the horizon if $L$ is large enough. Usually, there are no other circular orbits, but this is not a general rule. For the same special class of naked singularities we have considered for null geodesics, there is a stable circular timelike orbit near the singularity for any $L$ (fig. 9b).

**D. Closed null and timelike geodesics**

For a geodesic curve to be a closed curve, all the coordinates should again take the same values after a finite lapse of $\tau$ or $\lambda$. The Mino period of the angular functions $\theta$ and $\varphi$ is $\Delta \lambda = 2\pi/J$. Considering $J, E > 0$, one can find the inequality on the corresponding $\Delta t_\theta$ from (8.10c)

$$\Delta t_\theta \geq \frac{2\pi |S|}{JE} (J - |S|) \quad (8.19)$$

Also, using (8.8) with $f = \Delta/\Sigma$, and the condition $r'^2 \geq 0$ in (8.11), with $\varepsilon$ non-negative for non-tachyonic matter,

$$\frac{dt_r}{d\lambda} = \frac{E}{f} \frac{\Sigma}{f} \geq \frac{1}{E} (\Sigma \varepsilon + L^2) \geq \frac{L^2}{E}. \quad (8.20)$$
Combining all together we get

$$\Delta t_\theta + \Delta t_r \geq \frac{2\pi}{E} (J - |S|) \quad (8.21)$$

As $J \geq |S|$ from the definition (8.5), this inequality ensures that $\Delta t \geq 0$ and can be saturated only for null geodesics with $J = |S|$ (i.e. $L = 0$). But in this special case $\Delta t_\theta = 0$ and $\Delta t_r > 0$, so that these null geodesics cannot be closed.

E. Geodesics in 5D

In this subsection, we will denote the fifth coordinate as $x_5 \equiv \chi$. Because of the existence of a non-vanishing dilaton field, leading to a non-constant $g_{\chi\chi}$, and the possibility of a non-vanishing constant momentum $p_\chi$ conjugate to the cyclic coordinate $\chi$ (which would be associated in four dimensions with the electric charge of a test particle), five-dimensional geodesic motion cannot be simply uplifted from that in four dimensions (see Appendix B), but must be analyzed separately. The Killing vectors of the five-dimensional metric are

$$K_{(\chi)} = \partial_\chi, \quad (8.22a)$$
$$K_{(t)} = \partial_t, \quad (8.22b)$$
$$K_{(\varphi)} = \partial_\varphi, \quad (8.22c)$$
$$K_{(x)} = \frac{\cos \varphi}{\sin \theta} (2P\partial_\chi + 2N\partial_t) - \sin \varphi \partial_\theta - \cos \varphi \cot \theta \partial_\varphi, \quad (8.22d)$$
$$K_{(y)} = \frac{\sin \varphi}{\sin \theta} (2P\partial_\chi + 2N\partial_t) + \cos \varphi \partial_\theta - \sin \varphi \cot \theta \partial_\varphi. \quad (8.22e)$$

Proceeding in the same way as we have done for the four-dimensional case with another affine parameter $\tau$ and another Mino time $\lambda$ such that $d\tau = Ad\lambda$, one can get an analogous equation $\vec{J} = \vec{L} + \vec{S}$ with

$$\vec{L} = A \begin{bmatrix} \hat{r} \times \dot{\hat{r}} \end{bmatrix}, \quad \vec{S} = S\hat{r}, \quad S = 2(Pp_\chi - NE), \quad (8.23)$$

where $E$ is the constant momentum canonically conjugate to the cyclic coordinate $t$, and the same equations (8.9a), (8.9b), (8.9c) up to the redefinition of $S$ and equations

$$t'_r = A \frac{B \chi' + 2C p_\chi}{\Delta}, \quad (8.24a)$$
$$\chi'_r = A \frac{F p_\chi - 2CE}{\Delta}, \quad (8.24b)$$
$$\chi'_\theta = \frac{P}{N} t'_\theta, \quad (8.24c)$$
where the coordinate $\chi$ has been split into two parts, $\chi = \chi_r + \chi_\theta$. The solutions for the functions $\varphi$, $\theta$ and $t_\theta$ are again given by (8.10a), (8.10b), (8.10c), up to the redefinition of the constant $S$, and $\chi_\theta = Pt_\theta/N + \text{const}$. The radial equation is

$$r'^2 = A (BE^2 + 4CEp_\chi - \Delta \varepsilon - Fp_\chi^2) - \Delta L^2,$$

(8.25)

which from $r'^2 \geq 0$ implies

$$\frac{A}{B} (BE + 2Cp_\chi)^2 \geq \Delta(A \varepsilon + L^2 + \frac{A^2}{B}p_\chi^2).$$

(8.26)

In five dimensions the function $B$ may be non-positive in the physical domain (outside the horizon). At the same time, in the region $B < 0$ the timelike coordinate is $\chi$, in which case the compactification of $\chi$ leads to a compact time-like direction. The radial equation can be solved similarly to (8.15) for any $\varepsilon$. In the outer region with $A, B, \Delta > 0$ the right-hand side of (8.26) is positive for all geodesics except purely radial null geodesics ($\varepsilon = L = p_\chi = 0$), therefore the left-hand side cannot be negative, which makes the surface $BE + 2Cp_\chi = 0$ unreachable. Particularly, if $p_\chi = 0$, the geodesic cannot cross the surface $B = 0$. Generally, the radial equation may be rewritten as

$$r'^2 = AB (E - V_+) (E - V_-), \quad V_\pm = 2p_\chi C \pm \sqrt{\Delta \left( \frac{\varepsilon}{B} + \frac{A}{B^2}p_\chi^2 + \frac{L^2}{AB} \right)}$$

(8.27)

When a geodesic curve approaches the surface $B = 0$, every branch of the effective potential has form

$$V_\pm \approx \frac{2p_\chi C \pm |p_\chi| \sqrt{\Delta A}}{B}.$$

(8.28)

As the fraction $(\Delta A - 4C^2)/B$ is a polynomial (7.3), then at $B = 0$ we have the identity $\sqrt{\Delta A} = 2|C|$, and one of the branches $V_\pm$ is finite, but another one is diverging, depending on the sign of $Cp_\chi$ (fig. 11a).

Let us consider the upper potential branch $V_+$ in the region $A, B, \Delta > 0$. If the sign of $Cp_\chi$ is negative and at some point $V_+ = 0$, then we can observe the Penrose process (fig. 11b), extracting energy from the rotation in the plane $(t, \chi)$. From the point of view of a four-dimensional observer, the momentum $p_\chi$ corresponds to the electric charge of a test particle. Therefore, the Penrose process increases both the “electric charge” and the energy of the particle.

**Traversability.** 5D wormholes are traversable if at least some timelike or null geodesics extend from one end ($r \to \infty$) to the other end ($r \to -\infty$). The condition for this is obviously that the right-hand side of the radial equation (8.25) is positive for all real $r$. If such geodesics
exist, then there are radial geodesics among them $L = 0$. As $A$ and $\Delta$ are positive for wormholes and $\varepsilon$ is non-negative, a necessary condition is therefore

$$y(r) \equiv E^2 B(r) + 4Ep\chi C(r) - p^2 F(r) > 0. \quad (8.29)$$

Assuming $p\chi \neq 0$ (it is clear that geodesics with $p\chi = 0$ will turn back at a zero of $B(r)$, which always exists due to the absence of wormholes in 4D), the condition (8.29) can be rewritten

$$y(r) = p^2 B(r)(x - x_+(r))(x - x_-(r)), \quad (8.30)$$

with $x = E/p\chi$, and

$$x_\pm = \frac{-2C \pm \sqrt{A\Delta}}{B}. \quad (8.31)$$

The allowed range ($y > 0$) is thus:

For $B(r) > 0$ ($x_+ > x_-$): $x > x_+(r)$ or $x < x_-(r), \quad (8.32)$

For $B(r) < 0$ ($x_+ < x_-$): $x_+(r) < x < x_-(r). \quad (8.33)$

At infinity, $B(r) > 0$, and $x_+(r) \rightarrow \pm 1$, so that geodesics coming from or extending to infinity (either wormhole end) must have $x > 1$ or $x < -1$.

The function $B(r)$ has two zeroes, $r_{B-} < r_{B+}$. Assume without loss of generality $C(r_{B+}) > 0$. Then,

$$x_+(r_{B+}) = \frac{F(r_{B+})}{4C(r_{B+})}, \quad x_-(r) \simeq -\frac{4C(r_{B+})}{B(r)} (r \simeq r_{B+}). \quad (8.34)$$

Geodesics coming from $r \rightarrow +\infty$ with $x < -1$ must be such that $x < x_-(r)$, and thus will necessarily turn back at some $r_{\text{min}}$ before reaching $r_{B+}$. Only geodesics with $x > 1$ can possibly extend further.

The function $C(r)$ has a single zero $r_C$, and the outcome depends on whether $B(r_C)$ is positive or negative.

1) $B(r_C) > 0$. Then $C(r_{B-}) > 0$, and

$$x_+(r_{B-}) = \frac{F(r_{B-})}{4C(r_{B-})}, \quad x_-(r) \simeq -\frac{4C(r_{B-})}{B(r)} (r \simeq r_{B-}). \quad (8.35)$$

So, in the range $r_{B-} < r < r_{B+}$, the curve $x_-(r)$ goes to $+\infty$ at both ends $r = r_{B\pm}$, and lies above the curve $x_+(r)$. Geodesics coming from infinity can therefore go through provided $x_{\text{min}}$ (the relative minimum of $x_-(r)$) is larger than 1, and can proceed to the other wormhole end if $x_{\text{min}} > x_{\text{max}}$ (the absolute maximum of $x_+(r)$).

2) $B(r_C) < 0$. Then $C(r_{B-}) < 0$, and

$$x_+(r) \simeq \frac{4|C(r_{B-})|}{B(r)} (r \simeq r_{B-}), \quad x_-(r_{B-}) = -\frac{F(r_{B-})}{4|C(r_{B-})|}, \quad (8.36)$$
FIG. 11: Left: effective potential $V_\pm$ of a wormhole $\mu = 1, e = 1.5, \beta = 3\pi/4, \alpha = 3\pi/4$ for $L = 0.1$ and different $p_\chi$ from 0 to $-0.75$ with a step 0.25. Right: effective potential $V_\pm$ of a black hole $\mu = 1, e = 1.5, \beta = \pi/2, \alpha = 3\pi/2$ for $L = 0.1$ and different $p_\chi$ from 0 to $-1$ with a step 0.1. The red line is $B = 0$ and the black vertical line is a horizon. The darker curve stands for larger $|p_\chi|$.

- In the range $r < r_{B+}$, the curve $x_-(r)$ goes continuously from $+\infty$ at $r = r_{B+}$ to $-1$ for $r \to -\infty$, and so must cross the line $x = +1$ for some finite value of $r$. All geodesics with $x > 1$ will necessarily turn back at a value $r_{\min} < r_{B+}$ such that $x_-(r_{\min}) = x$.

IX. CONCLUSIONS

Building on the pioneering work of [3], we have constructed and analyzed the general non-rotating locally asymptotically flat solution of five-dimensional vacuum gravity with two Killing vectors (one of which is timelike), and its reduction to four dimensions as a solution of $\alpha = \sqrt{3}$ EMD. The constructive charge-matrix approach we have followed is complementary to the solution-generating approach followed e.g. in [9] – applying special $SL(3, R)$ group transformations to the Schwarzschild solution embedded in 5D. This leads to a wider class of dyonic solutions, possessing also a NUT charge and a dilaton charge which is not related to the other charges by the usual cubic regularity constraint. These solutions include as special cases both the FJNW solutions with singular horizon and the regular locally asymptotically flat KK black holes.

We found that the cubic constraint, which states that the $sl(3, R)$ charge matrix is degenerate, is only a necessary condition for regularity of the horizon. A second condition is the proper choice of a particular solution of the cubic constraint from three possibilities. The two other solutions of the cubic equation lead to generically singular solutions belonging to the degenerate type. Also, the condition of extremal solutions was generalized for arbitrary NUT charge.
In all cases we included an independent NUT charge, with the hope that it could perhaps convert superextremal solutions into wormholes, as in the case of the Brill solution of Einstein-Maxwell theory. But in the KK theory this turned out not to be possible: no combination of five charges can give rise to a four-dimensional non-rotating wormhole. Still, there exist five-dimensional solutions of the KK theory with the wormhole topology, but these wormholes are not geodesically traversable.

From the analysis of geodesics in the background of the obtained NUTty solutions, we found that time-like and null geodesics cannot be closed in the vicinity of the polar axes inside the chronology violating region surrounding the Misner string, and showed that time-like geodesics include a class of geodesics with circular orbits lying in arbitrary (generically non-equatorial) planes.

Appendix A: Four-dimensional wormholes

Einstein-Maxwell theory admits traversable wormhole solutions with NUT. So one could expect that at least some of the five-dimensional wormholes of Kaluza-Klein theory reduce to four-dimensional wormholes of EMD with \( \alpha^2 = 3 \). However, these were not observed in the numerical investigations of Sect. IV. Here we give a rigorous proof of their non-existence.

A four-dimensional wormhole must satisfy, in addition to the constraint (4.2), the conditions that the quadratic functions \( A, B \) and \( \Delta \) be positive for all real \( r \), i.e.

\[
N^2 - 2D^2 > |Q^2 - P^2 + 2MD| \geq 0 \quad (A.1)
\]

and \( \delta_H^2 < 0 \). Putting

\[
e_{\pm} \equiv Q^2 \pm P^2, \quad (A.2)
\]

those conditions read

\[
|e_- + 2MD| < N^2 - 2D^2, \quad (A.3)
\]

\[
e_+ > M^2 + N^2 + 3D^2. \quad (A.4)
\]

So a strategy is to eliminate e.g. \( e_+ \) in terms of \( e_- \) using the constraint (4.2), enforce the bound (A.4), and see whether this is consistent with the bound (A.3).

The constraint (4.2) may be written as the quadratic equation for \( e_+ \):

\[
(N^2 - D^2)e_+^2 - 2D(Me_+ + 2z^2D)e_+ - [(M^2 + N^2)e_-^2 + 4z^2MDe_- + 4z^2D^2] = 0, \quad (A.5)
\]

where we have put

\[
z^2 \equiv M^2 + N^2 - D^2 \quad (A.6)
\]
The discriminant
\[ \Delta_1 = z^2 N^2 [(e_+ + 2MD)^2 + 4D^2(N^2 - D^2)] \quad (A.7) \]
is positive definite. Solving \( (A.5) \) for \( e_+ \), we obtain
\[ e_+ = \frac{MD(e_- + 2MD) + 2(N^2 - D^2)D^2 \pm \sqrt{\Delta_1}}{N^2 - D^2} > z^2 + 4D^2 \quad (A.8) \]
by virtue of \( (A.4) \). Putting
\[ x \equiv e_- + 2MD, \quad (A.9) \]
this reads
\[ MDx \pm \sqrt{\Delta_1} > (z^2 + 2D^2)(N^2 - D^2). \quad (A.10) \]
Because
\[ \Delta_1 - M^2 D^2 x^2 = (N^2 - D^2)[(M^2 + N^2)x^2 + 4z^2 D^2 N^2] > 0, \quad (A.11) \]
Eq. \( (A.10) \) can only be satisfied for the up sign. This can be rewritten as
\[ \sqrt{\Delta_1} > (M^2 + N^2 + D^2)(N^2 - D^2) - MDx. \quad (A.12) \]
The right-hand side is positive, whatever the sign of \( x \), because
\[ |MDx| < |MD|(N^2 - 2D^2) < |2MD|(N^2 - D^2) < (M^2 + N^2 + D^2)(N^2 - D^2). \quad (A.13) \]
Therefore, squaring \( (A.12) \) leads to the bound
\[ (M^2 + N^2)x^2 + 2MD(z^2 + 2D^2)x + [4N^2D^2 z^2 - (N^2 - D^2)(z^2 + 2D^2)^2] > 0. \quad (A.14) \]
The corresponding discriminant is simply
\[ \Delta_2 = N^2 z^6. \quad (A.15) \]
So \( (A.14) \) is solved by
\[ x > x_+ > 0 \text{ or } x < x_- < 0, \quad x_{\pm} = \frac{-MD(z^2 + 2D^2) \pm Nz^3}{M^2 + N^2}, \quad (A.16) \]
where we have used the fact that \( x_+ x_- < 0 \), because the discriminant of the last term in \( (A.14) \), considered as a quadratic function of \( z^2 \) is (proportional to)
\[ \Delta_3 = -4N^2(N^2 - 2D^2) < 0. \quad (A.17) \]
Conversely, \( (A.14) \) cannot be satisfied if
\[ x_- \leq x \leq x_+. \quad (A.18) \]
As $|x| < N^2 - 2D^2$ from (A.3), a sufficient condition for (A.18) is
\[ \pm x_\pm \geq N^2 - 2D^2, \] (A.19)
which can be rewritten as
\[ -x_+x_- \geq (N^2 - 2D^2)^2, \] (A.20)
or in full,
\[ (N^2 - D^2)(M^2 + N^2 + D^2)^2 - 4N^2D^2(M^2 + N^2 - D^2) - (M^2 + N^2)(N^2 - 2D^2)^2 \geq 0. \] (A.21)
This can be expressed as a bound for the quadratic polynomial in $M^2$:
\[ (N^2 - D^2)M^4 + (N^4 - 6D^4)M^2 + D^2(N^4 - N^2D^2 - D^4) \geq 0. \] (A.22)
The left-hand side of (A.22) is positive, unless the corresponding discriminant
\[ \Delta_4 = 16(y - 1)(y^3 - y^2 - 2y - 2) \quad (y \equiv N^2/2D^2 \geq 1) \] (A.23)
is positive, and $M^2$ lies between the resulting two real roots $M^2_\pm(y)$, provided these are positive. The product of the two roots is proportional to $(4y^2 - 2y - 1)/(2y - 1)$, which is positive for $y > 1$, so the two roots could be positive if their sum, proportional to $-(2y^2 - 3)/(2y - 1)$, was positive, i.e. for $1 < y < \sqrt{3}/2$. However $\Delta_4$ is negative in that range (complex roots), so that (A.22) is identically satisfied. It follows that there are no non-rotating stationary wormhole solutions to the reduced four-dimensional theory (EMD with $\alpha^2 = 3$).

**Appendix B: Reduction of the geodesic equation**

The reduction of geodesics in 5D to 4D was considered in [65]. Here we will perform analogous calculations using the general metric ansatz from the Kaluza-Klein theory. Consider equation of geodesics in 5D with metric $G_{MN}$ in the form
\[ ds^2 = G_{MN}dx^Mdx^N = -e^{4\alpha\phi/3}(d\chi + 2A_\mu dx^\mu)^2 + e^{-2\alpha\phi/3}g_{\mu\nu}dx^\mu dx^\nu, \] (B.1)

\[ \frac{d}{d\lambda} \left( h^{-1}G_{MA}u^M \right) - \frac{1}{2}h^{-1}G_{MN,A}u^M u^N = 0, \] (B.2a)
\[ h^2m^2 = G_{MN}u^Mu^N, \] (B.2b)
where $g_{\mu\nu}, A_\mu$ and $\phi$ depends on $x^\mu$ only, $m$ is the mass of the particle, $\lambda$ is a parameter (not necessarily affine), $u^M$ is the 5-velocity, uppercase Latin indices belong to 5D and Greek indices belong to 4D. From the equation (B.2a) with $A = \chi$ one can find
\[ u^\chi = e^{-4\alpha\phi/3}hp_\chi - 2A_\mu u^\mu, \] (B.3)
where \( p_\chi \) is the conjugate momentum along the coordinate \( \chi \). Rewriting (B.2) in terms of 4D quantities, substituting (B.3) and choosing a parameterization such that \( h = e^{-2\alpha \phi/3} \), one can get

\[
\frac{d}{d\lambda} (g_{\mu\rho} u^\mu) - \frac{1}{2} g_{\mu\nu,\rho} u^\mu u^\nu = 2p_\chi F_{\rho\mu} u^\mu - \frac{\alpha}{3} \left( g_{\mu\nu} u^\mu u^\nu + 2p_\chi^2 e^{-2\alpha \phi} \right) \partial_\rho \phi, \tag{B.4a}
\]

\[
g_{\mu\nu} u^\mu u^\nu = m_{\text{eff}}^2(\phi), \tag{B.4b}
\]

where we introduced the local effective mass \( m_{\text{eff}}^2(\phi) = m^2 e^{-2\alpha \phi/3} + p_\chi^2 e^{-2\alpha \phi} \), and \( p_\chi \) plays the role of the effective electric charge. Substituting (B.4b) in (B.4a), we get the final expression

\[
\frac{d}{d\lambda} (g_{\mu\rho} u^\mu) - \frac{1}{2} g_{\mu\nu,\rho} u^\mu u^\nu = 2p_\chi F_{\rho\mu} u^\mu - \frac{1}{2} \partial_\rho m_{\text{eff}}^2. \tag{B.5}
\]

Equation (B.5) represents the usual 4D geodesic equation of a particle with mass \( m_{\text{eff}} \), electric charge \( p_\chi \) (the coefficient 2 in the equation appears due to our definition of metric) and some additional force from the gradient of the scalar field. The particle is 4-null, and does not see the existence of the fifth dimension, if and only if \( m = p_\chi = 0 \).
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