What does the Marked Power Spectrum Measure? Insights from Perturbation Theory
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The marked power spectrum is capable of placing far tighter constraints on cosmological parameters (particularly the neutrino mass) than the conventional power spectrum. What new information does it contain beyond conventional statistics? Through the development of a perturbative model, we find that the mark induces a significant coupling between small-scale non-Gaussianities and large scales, leading to the additional information content. The model is derived in the context of one-loop perturbation theory and validated by comparison to $N$-body simulations across a variety of mark parameters. At moderate redshifts, including for massive neutrino cosmologies, the theory is in good agreement with the simulations. The mixing of large and small scales complicates the modeling as there is no well-defined convergence radius of the theory at low $z$. Extension to higher perturbative order and biased tracers is possible via a similar approach, and a simple model of the latter is shown to yield promising results. The theory becomes non-perturbative at redshift zero for small smoothing scales. This suggests that marked spectrum may have important contributions from baryonic effects even at low $k$: these will need to be studied before the full power of this tool can be realized.

I. INTRODUCTION

How can we best extract information from large scale structure? At early times, deviations from Gaussianity in the Universe are slight, thus all relevant statistical information is encoded in the two-point correlators of the matter density field, in configuration or Fourier space. At late times, this is not the case. Non-linear effects become significant, and deviations from Gaussianity shift information into higher-point statistics, most notably the bispectrum [1, 2]. Whilst a number of recent surveys have included these correlators [e.g., 3, 4], their measurement requires sophisticated techniques [e.g., 5–10] and complex modeling [e.g., 2, 11–13]. Further, the expansion in $n$-point functions is not closed; there is additional information lying in the higher correlators, computation of which is currently infeasible.

Is there a more powerful and robust statistical tool for studying large-scale structure? A vast swathe of literature exists attempting to answer this question, with candidate statistics including reconstructed density fields [14], Gaussianized density fields [15–17], and log-normal transforms [18, 19]. Furthermore, statistics not based on $n$-point correlators have been proposed, for example counts-in-cells [e.g., 20] and void statistics [21]. Of particular interest is the ‘marked’ density field, formalized in Stoyan [22]. At heart, this is simply a weighted density field [23], where the weights can represent galaxy properties [24–26], halo merger history [27], or environmental density [28]. The latter of significant cosmological relevance, since it can be used to up-weight low-density regions (i.e. voids) that contribute little to conventional power spectra. Since these are unvialized, they are not subject to the degradation of information caused by shell-crossing and are thus expected to be an important probe of cosmology [21]. Recent works have found statistics based on the marked density field to be of great use when probing modified gravity [28–32] and searching for massive neutrinos [33].

This work follows the treatment of Massara et al. [33], which, via a simulation-based approach, demonstrated the efficacy of the marked power spectrum in constraining late-time cosmological parameters. Previous works have adopted statistics based on the ratio of the marked field correlators to those of the density field; instead the authors forewent this normalization to ensure that the information contained within the matter correlators is not lost. This was shown to give a Fourier-space statistic capable of improving constraints on all standard cosmological parameters by a factor of at least 2, using modes up to $k = 0.5h$ Mpc$^{-1}$ at redshift zero. Perhaps the most striking conclusions are those pertaining to the neutrino mass sum; from a $1h^{-3}$Gpc$^3$ box, constraints of $\sigma(M_\nu) = 0.017$ eV were possible.
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from the marked statistics alone. This is a factor of 80 tighter than that obtained from the matter power spectrum, with further improvements seen from combining statistics. 

Here, we consider the marked power spectrum, $M(k)$, from a theoretical standpoint, developing a perturbative framework that (a) provides an accurate model for the spectrum in certain regimes, and (b) gives insight into the sources of cosmological information in $M(k)$, and hence sheds light on its astonishing constraining power. This is done in the context of the Effective Field Theory of Large Scale Structure (hereafter EFT) [34, 35]; a perturbative theory developed from the underlying cosmological fluid equations that has been shown to provide accurate models of matter and biased tracer statistics on quasi-linear scales. Our EFT model is validated with a suite of $N$-body simulations, and shown to have substantially different properties to the matter EFT, particularly due to scale-mixing, with large non-Gaussian contributions appearing on scales which are linear-theory dominated in $P(k)$. Here, we consider only the marked statistic in real-space; the theory model presented herein may be extended to biased tracers and redshift-space, analogous to the conventional EFT [36–39], paralleling work done in configuration-space studies [28, 32].

The structure of this work is as follows. In Sec. II we introduce the marked density field, discussing its physical form, perturbative expansion and theoretical power spectra. Theory models are compared to data in Sec. III, and Sec. IV is devoted to an exploration into the information content of the mark and a discussion of the theory applicability, including its extension to biased tracers. We conclude in Sec. V, with Appendices A, B & C containing material pertaining to model simplifications, practical power spectrum evaluation and convergence properties.

II. THEORY MODEL

A. Definition of the Marked Overdensity

The key statistic of this work is the marked density field, defined as a weighted sum over particle positions;

$$\rho_M(x) = \sum_{i} \delta_D(x - x_i)m(x_i) = \int dx' \left[ \sum_{i} \delta_D(x' - x_i)m(x') \right] \delta_D(x - x'),$$

where $\delta_D$ is a Dirac delta and $i$ runs over all matter particles. In the above expression, $m(x)$ is the mark, defined as a local overdensity as in Refs. [28, 32, 33];

$$m(x) = \left( \frac{1 + \delta_s}{1 + \delta_s + \delta_R(x)} \right)^p \equiv \left( 1 + \frac{\delta_R(x)}{1 + \delta_s} \right)^{-p},$$

where $\delta_R(x)$ is the matter overdensity filtered on scale $R$, with $R$, the bias $\delta_s$ and the exponent $p$ user-defined parameters. In particular, the mark up-weights underdense regions if $p > 0$. Defining the sample density field $n(x') = \sum_i \delta_D(x' - x_i)$, Eq. 1 can be rewritten

$$\rho_M(x) = m(x)n(x) = m(x)\bar{n} [1 + \delta(x)],$$

where $\bar{n} = \langle n(x) \rangle$ is the average density. In order to convert Eq. 3 into an overdensity field, we require the mean density;

$$\langle \rho_M(x) \rangle = \langle n(x)m(x) \rangle = \bar{n}\bar{m},$$

where we have defined $\bar{m}$ as $\langle n(x)m(x) \rangle/\langle n(x) \rangle$, i.e. the average of $m(x)$ weighted by the number density field. The marked overdensity field is thus

$$\delta_M(x) \equiv \frac{\rho_M(x) - \langle \rho_M \rangle}{\langle \rho_M \rangle} = \frac{1}{\bar{m}} m(x) [1 + \delta(x)] - 1.$$  

B. Perturbative Expansion

We proceed to expand the marked overdensity in powers of the linear density field $\delta^{(1)}(x)$, which will allow power spectra to be computed perturbatively. To obtain a consistent theory at one-loop accuracy, we must expand to third-order in $\delta^{(1)}$. First, we approximate the mark $m(x)$ (Eq. 2) by its Taylor series in $\delta_R(x)$, noting that $\delta_R(x)$ is simply

$$m(x) \approx \left( \frac{1}{1 + \delta_s} \right)^p$$

...
a convolution of $\delta(x)$ with a window function $W_R(x)$ on scale $R$;

$$m(x) = 1 - \frac{p}{1 + \delta^s} \delta_R(x) + \frac{p(p + 1)}{2(1 + \delta^s)^2} \delta_R^2(x) - \frac{p(p + 1)(p + 2)}{6(1 + \delta^s)^3} \delta_R^3(x) + \mathcal{O}(\delta_R^4) \quad (6)$$

$$\equiv 1 - C_1 \delta_R(x) + C_2 \delta_R^2(x) - C_3 \delta_R^3(x) + \mathcal{O}(\delta_R^4),$$

defining the coefficients $C_j$, which have the general form

$$C_j = \frac{p(p + 1)\ldots(p + j - 1)}{j! (1 + \delta^s)^j}. \quad (7)$$

Changing the form of the mark will simply lead to a different set of expansion coefficients.\(^1\)

Before proceeding, it is important to ask ourselves the question: is the above expansion actually valid? The condition for a convergent Taylor series is simply

$$\left| \frac{\delta_R(x)}{1 + \delta^s} \right| < 1. \quad (8)$$

Noting that the fluctuation scale of $\delta_R$ is just the usual variance $\sigma^2_{RR}(z) = \langle \delta_R^2(x) \rangle$. We thus expect convergence if

$$\sigma_{RR}(z) \lesssim (1 + \delta^s). \quad (9)$$

At high redshifts, $\sigma_{RR}(z)$ is small, thus convergence is expected for $\delta^s \geq 0$, though this is not guaranteed at late times, and will depend on the choice of $R$ and $\delta^s$.

Assuming the expansion to be valid, we can write

$$\delta_M(x) = \frac{1}{m} \left[ 1 + \delta(x) \right] \left[ 1 - C_1 \delta_R(x) + C_2 \delta_R^2(x) - C_3 \delta_R^3(x) \right] - 1 + \mathcal{O}(\delta^4). \quad (10)$$

It remains to express this in terms of the linear density field $\delta^{(1)}(x)$. This is achieved by expanding $\delta(x)$ and $\delta_R(x)$ perturbatively, and separating out each order;

$$\delta(x) = \delta^{(1)}(x) + \delta^{(2)}(x) + \delta^{(3)}(x) + \delta^{(ct)}(x) + \mathcal{O}\left(\left[\delta^{(1)}(x)\right]^4\right) \quad (11)$$

$$\delta_R(x) = \delta_R^{(1)}(x) + \delta_R^{(2)}(x) + \delta_R^{(3)}(x) + \delta_R^{(ct)}(x) + \mathcal{O}\left(\left[\delta_R^{(1)}(x)\right]^4\right).$$

Here $\delta^{(n)}$ and $\delta_R^{(n)}$ are $n$-th order contributions that include $n$ copies of $\delta^{(1)}$ or $\delta_R^{(1)}$.\(^2\) Furthermore, by distributivity, each $\delta_R^{(n)}$ is just the convolution of $\delta_R^{(1)}$ with $W_R(x)$. We have additionally introduced the third-order counterterm of effective field theory (EFT) in Eq. 11; this accounts for the effect of short-scale physics on large-scale modes \([34, 35]\) and will be discussed below.

Inserting these expansions into Eq. 10 and collecting terms of equal perturbative order, we obtain:

$$\delta_M(x) \equiv \left(\frac{1}{m} - 1\right) + \frac{1}{m} \left(\delta^{(1)}_M(x) + \delta^{(2)}_M(x) + \delta^{(3)}_M(x) + \delta^{(ct)}_M(x)\right) \quad (12)$$

$$\delta^{(1)}_M(x) = \left[\delta^{(1)} - C_1 \delta^{(1)}_R\right](x)$$

$$\delta^{(2)}_M(x) = \left[\delta^{(2)} - C_1 \delta^{(2)}_R - C_1 \delta^{(1)} \delta^{(1)}_R + C_2 \delta^{(1)}_R \delta^{(1)}_R\right](x)$$

$$\delta^{(3)}_M(x) = \left[\delta^{(3)} - C_1 \delta^{(3)}_R - C_1 \delta^{(1)} \delta^{(2)}_R - C_1 \delta^{(2)} \delta^{(1)}_R + C_2 \delta^{(1)}_R \delta^{(1)}_R \delta^{(1)}_R + C_3 \delta^{(1)}_R \delta^{(1)}_R \delta^{(1)}_R\right] (x)$$

$$\delta^{(ct)}_M(x) = \left[\delta^{(ct)} - C_1 \delta^{(ct)}_R\right](x).$$

---

\(^1\) This expansion is similar to the perturbative treatment of Ref. [32], though we adopt EFT rather than Lagrangian Perturbation Theory (since we base our analysis in Fourier space) and do not normalize by the unmarked two-point correlator.

\(^2\) Note that we do not include the non-perturbative effects of long wavelength modes in this work, i.e. we do not perform IR resummation.
In Fourier space, these products may be written as convolutions using the convolution operator $\ast$, here defined by

$$ [X \ast Y](k) = \int P \ast Y(p) \ast Y(k - p) $$

(13)

$$ [X \ast Y \ast Z](k) = \int P \ast Y(p_1) \ast Y(p_2) \ast Z(k - p_1 - p_2) $$

where we denote $\int P \equiv (2\pi)^{-3} \int dp$. Noting that $\delta_p(k) = W(kR)\delta(k)$ for Fourier-space window $W(kR)$, this yields

$$ \delta_M(k) \equiv \delta_D(k) \left( \frac{1}{m} - 1 \right) (2\pi)^3 \frac{1}{m} \left( \delta_M^{(1)}(k) + \delta_M^{(2)}(k) + \delta_M^{(3)}(k) + \delta_M^{(c)}(k) \right) $$

(14)

$$ \delta_M^{(1)}(k) = [1 - C_1 W(kR)] \delta^{(1)}(k) $$

$$ \delta_M^{(2)}(k) = [1 - C_1 W(kR)] \delta^{(1)}(k) - C_1 \left[ \delta^{(2)}(k) + 2C_2 \left[ \delta_R^{(1)} \ast \delta_R^{(1)} \right](k) \right] $$

$$ \delta_M^{(3)}(k) = [1 - C_1 W(kR)] \delta^{(1)}(k) + 2C_2 \left[ \delta_R^{(1)} \ast \delta_R^{(2)} \right](k) $$

$$ \delta_M^{(c)}(k) = [1 - C_1 W(kR)] \delta^{(c)}(k) $$

In standard perturbation theory (hereafter SPT), the $n$-th order density field $\delta^{(n)}$ is written in terms of $\delta^{(1)}$ and the Fourier space kernels $F_n$ (tabulated in Bernardeau et al. [40]);

$$ \delta^{(n)}_M(k) = \int_{p_1 \ldots p_n} F_n(p_1, \ldots, p_n) \delta^{(1)}(p_1) \ldots \delta^{(1)}(p_n) \delta_D(p_1 + \ldots + p_n - k) $$

(15)

with the counterterm being given by $\delta^{(c)}(k) = -c^2 g^2 \delta^{(1)}(k)$ for effective sound-speed $c_g^2$ [34, 35]. By analogy with Eq. 15, it is convenient to defined the marked kernels $H_n$ such that

$$ \delta^{(n)}_M(k) = \int_{p_1 \ldots p_n} H_n(p_1, \ldots, p_n) \delta^{(1)}(p_1) \ldots \delta^{(1)}(p_n) \delta_D(p_1 + \ldots + p_n - k) $$

(16)

the resulting forms are given by

$$ H_1(p_1) = 1 - C_1 W(p_1 R) $$

$$ H_2(p_1, p_2) = [1 - C_1 W(p_{12} R)] F_2(p_1, p_2) + C_2 W(p_{1 R}) W(p_{2 R}) - \frac{C_1}{2} [W(p_1 R) + W(p_2 R)] $$

$$ H_3(p_1, p_2, p_3) = [1 - C_1 W(p_{123} R)] F_3(p_1, p_2, p_3) - C_3 W(p_{1 R}) W(p_{2 R}) W(p_{3 R}) $$

$$ + \frac{1}{3} \left[ C_2 W(p_1 R) W(p_3 R) - C_1 [W(p_{1 R}) + W(p_{23 R})] F_2(p_2, p_3) + 2C_2 W(p_1 R) W(p_{23 R}) F_2(p_2, p_3) + 2 \text{cyc.} \right] $$

where $p_{i \ldots k} \equiv p_i + \ldots + p_k$, $p_i \equiv |p_i|$ and ‘cyc.’ denotes cyclic permutations over $\{p_1, p_2, p_3\}$. Note also that the counterterm becomes $\delta^{(c)}_M(k) = -c^2 g^2 H_1(k) \delta^{(1)}(k)$.

Before continuing, it is important to discuss whether the above results remain valid for cosmologies incorporating massive neutrinos, given that searching for neutrinos is one of the prime applications of the marked spectrum. Massive neutrinos alter the perturbation theory in a number of ways, most notably by giving scale dependence to the linear growth factor $D(z)$, as a consequence of the scale of neutrino damping being set by the redshift at which neutrinos become non-relativistic. This complicates the formalism as the temporal- and spatial-parts are no longer separable, properly requiring computation of scale-dependent Green’s functions [41–43]. However, a simpler approach has been adopted by a number of works [41, 44, 45], evaluating the perturbation theory with the usual (massless neutrino) perturbative kernels but using the full linear power spectrum computed in the presence of massive neutrinos present. The leading-order differences between this and the full approach can absorbed into the $c_g^2$ counterterm, as shown in the full EFT calculation of Ref. [43]. This approach will be adopted herein.

---

3 In this paper, we define the Fourier and inverse Fourier transforms as

$$ X(k) = \int \mathcal{d}x e^{-ik\cdot x} X(x) \quad X(x) = \int \frac{dk}{(2\pi)^3} e^{ik\cdot x} X(k) $$

and the Dirac function $\delta_D$ via

$$ \int dX e^{ik_1 \cdot x} \delta_D(k_1 - k_2) = (2\pi)^3 \delta_D(k_1 - k_2). $$

The correlation function and power spectrum of the density field are defined as

$$ \xi(r) = \langle \delta(x) \delta(x + r) \rangle, \quad (2\pi)^3 \delta_D(k + k') P(k) = \langle \delta(k) \delta(k') \rangle $$

with the power spectrum as the Fourier transform of the correlation function and higher order correlators being defined similarly.
C. Power Spectrum of $\delta_M(x)$

Given the above Fourier-space decomposition, the marked power spectrum can be computed as

$$M(k) = |\delta_M(k)|^2 = \frac{1}{m^2} \left[ \delta_M^{(1)}(k) + \delta_M^{(2)}(k) + \delta_M^{(3)}(k) + \delta^{(ct)}(k) \right]^2 + M_{\text{shot}},$$

(18)

ignoring the zero-lag terms contributing only to $k = 0$, and including a shot-noise term that will be discussed below. As for the matter power spectrum, this may be written as a sum of linear contributions, one-loop contributions and counterterms. To see this, first note that $\delta_M^{(n)}$ contains $n$ copies of the Gaussian field $\delta^{(1)}$ and the expectation of any odd number of fields is zero, via Wick’s theorem. The general expansion leads to the following form:

$$M(k) = \frac{1}{m^2} \left[ M_{11}(k) + M_{22}(k) + 2M_{13}(k) + 2M_{ct}(k) \right] + M_{\text{shot}},$$

(19)

subject to the definitions

$$M_{11}(k) = H_1^2(k) P_L(k),$$

$$M_{22}(k) = 2 \int \frac{dp}{p} |H_2(p, k - p)|^2 P_L(p) P_L(k - p),$$

$$M_{13}(k) = 3H_1(k) P_L(k) \int \frac{dp}{p} P_L(p),$$

$$M_{ct}(k) = -c_s^2 k^2 H_1^2(k) P_L(k).$$

This makes further use of Wick’s theorem, and uses the definition of the linear power spectrum; $P_L(k) = |\delta^{(1)}(k)|^2$.

It is instructive to consider the linear piece, which, in full is given by

$$M_L(k) = \frac{1}{m^2} \left[ 1 - C_W(kR) \right]^2 P_L(k).$$

(21)

Given that this is a simple prefactor multiplying the linear matter power spectrum, this may be simply estimated using a Boltzmann solver code (e.g., CAMB or CLASS [46, 47]). A curious feature of this piece is that it vanishes exactly at a specific value of $k$, satisfying $C_1 W(kR) = 1$. Since $0 \leq W(kR) \leq 1$ for all $k$, this occurs if $C_1 \geq 1$. Providing $\delta_s > -1$ (as would be physically reasonable) this will not occur for negative $p$, but is a notable feature for marked spectra with positive indices and small $\delta_s$, such that $p \geq (1 + \delta_s)$ (from Eq. 7). In practice, $M(k)$ will not be exactly zero, since some higher-loop terms (and shot-noise) will be non-zero.

It remains to consider the shot-noise term, here idealized as Poissonian (but see the discussion in Sec. III). This is most easily derived in configuration space, noting that $\delta_M^{(n)}$ contains $n$ copies of the Gaussian field $\delta^{(1)}$ and the expectation of any odd number of fields is zero, via Wick’s theorem. The general expansion leads to the following form:

$$M(k) = \frac{1}{m^2} \left[ M_{11}(k) + M_{22}(k) + 2M_{13}(k) + 2M_{ct}(k) \right] + M_{\text{shot}},$$

subject to the definitions

$$M_{11}(k) = H_1^2(k) P_L(k),$$

$$M_{22}(k) = 2 \int \frac{dp}{p} |H_2(p, k - p)|^2 P_L(p) P_L(k - p),$$

$$M_{13}(k) = 3H_1(k) P_L(k) \int \frac{dp}{p} P_L(p),$$

$$M_{ct}(k) = -c_s^2 k^2 H_1^2(k) P_L(k).$$

This makes further use of Wick’s theorem, and uses the definition of the linear power spectrum; $P_L(k) = |\delta^{(1)}(k)|^2$.

It is instructive to consider the linear piece, which, in full is given by

$$M_L(k) = \frac{1}{m^2} \left[ 1 - C_1 W(kR) \right]^2 P_L(k).$$

(21)

Given that this is a simple prefactor multiplying the linear matter power spectrum, this may be simply estimated using a Boltzmann solver code (e.g., CAMB or CLASS [46, 47]). A curious feature of this piece is that it vanishes exactly at a specific value of $k$, satisfying $C_1 W(kR) = 1$. Since $0 \leq W(kR) \leq 1$ for all $k$, this occurs if $C_1 \geq 1$. Providing $\delta_s > -1$ (as would be physically reasonable) this will not occur for negative $p$, but is a notable feature for marked spectra with positive indices and small $\delta_s$, such that $p \geq (1 + \delta_s)$ (from Eq. 7). In practice, $M(k)$ will not be exactly zero, since some higher-loop terms (and shot-noise) will be non-zero.

It remains to consider the shot-noise term, here idealized as Poissonian (but see the discussion in Sec. III). This is most easily derived in configuration space, noting that $M(k)$ is the Fourier-transform of the correlation function $V^{-1} \int dx \langle \delta_M(x)\delta_M(x + r) \rangle$. Focusing on the piece containing $\rho_M(x)\rho_M(x + r)$ this may be written

$$\rho_M(x)\rho_M(x + r) = \sum_i \delta_D(x - x_i) m(x_i) \left( \sum_j \delta_D(x + r - x_j) m(x_j) \right),$$

(22)

in the discrete form of Eq. 1. We now isolate the $i = j$ term of the summation, yielding

$$\rho_M(x)\rho_M(x + r) = \sum_{i \neq j} \delta_D(x - x_i) \delta_D(x + r - x_j) m(x_i) m(x_j) + \sum_i \delta_D(r) m^2(x_i).$$

(23)

Returning to continuous form and averaging over $x$, we obtain

$$\int \frac{dx}{V} (\rho_M(x)\rho_M(x + r)) = \int \frac{dx}{V} \langle n(x)m(x + r)m(x)m(x + r) \rangle + \int \frac{dx}{V} \langle n(x)m^2(x) \rangle \delta_D(r).$$

(24)

The second term, equal to $\langle m^2 n \rangle \delta_D(r) = \bar{m}^2 \bar{n} \delta_D(r)$, is the previously ignored shot-noise term. Returning to Fourier-space, and inserting the correct normalizing factors, it has the simple $k$-independent form $M_{\text{shot}} = \bar{m}^2 / [\bar{m}^2 \bar{n}]$, which can be simply computed from the data. For the matter power spectrum, $k$-independent Poisson shot-noise is often found to be a poor model; we discuss this in Sec. III.

---

4 Here, the “linear” spectrum refers to that computed from the first-order pieces of $\delta_M$, i.e. $\delta_M(x) = \delta_M^{(1)}(x)$. Due to the presence of higher-order terms in the expansion of the mark, this is not equal to the spectrum obtained by assuming the underlying density fields $\delta(x)$ and $\delta_R(x)$ to be linear (except at $O(\langle [\delta^{(1)}(x)]^2 \rangle)$).
D. Cross-Spectrum with the Matter Field

An additional statistic of interest is the cross-spectrum of \( \delta_M(k) \) and \( \delta(k) \). This is given by

\[
C(k) = \delta_M(k)\delta^*(k) = \frac{1}{m} [C_{11}(k) + C_{22}(k) + C_{13}(k) + C_{31} + 2C_{ct}(k)] + C_{\text{shot}},
\]

defining

\[
\begin{align*}
C_{11}(k) &= H_1(k)P_L(k) \\
C_{22}(k) &= 2\int P_2(p, k-p)F_2(p, k-p)P_L(p)P_L(k-p) \\
C_{13}(k) &= 3H_1(k)P_L(k)\int P_3(k, p, -p)P_L(p) \\
C_{31}(k) &= 3P_L(k)\int H_3(k, p, -p)P_L(p) \\
C_{ct}(k) &= -c^2H_1(k)P_L(k),
\end{align*}
\]

in an analogous manner to before, though with a broken \( C_{13} \) and \( C_{31} \) symmetry. The Poissonian shot-noise term can be estimated in a similar fashion to the above, here arising from the term \( \langle \rho_M(x)n(x+r) \rangle \), which gives

\[
\rho_M(x)n(x+r) = \sum_{i \neq j} \delta_D(x-x_i)\delta_D(x+r-x_j)m(x_i) + \sum_i \delta_D(r)m(x_i)
\]

\[
\int \frac{dx}{V} \langle \rho_M(x)n(x+r) \rangle = \int \frac{dx}{V} (n(x)n(x+r)m(x+r)) + \int \frac{dx}{V} (n(x)m(x))\delta_D(r).
\]

The second term, equal to \( \bar{n}\bar{m}\delta_D(r) \), leads to the Poisson shot-noise contribution \( C_{\text{shot}} = 1/\bar{n} \).

E. Practical Evaluation

Some simplification of the above results is needed before they can be robustly compared to data. As shown in Appendix A, the marked spectra may be written in terms of a set of convolution integrals that can be efficiently evaluated using FFTLog methods [48–50], discussion of which is found in Appendix B. Furthermore, as with any calculation in EFT, it is important to ensure that the loop integrals appearing in the one-loop terms are well defined; i.e. that they are independent of the momentum cut-off applied. If this is not the case, counterterms are required. As shown in Appendix C, the limiting behavior of the marked power spectrum with ‘hard’ internal momenta, \( p \gg k \), is given by

\[
\begin{align*}
\left( \frac{M_{22}(k)}{(1 - C_1 W(kR))^2} \right)_{\text{UV}} &= \frac{9k^4}{98} \int \frac{dp}{2\pi^2} \frac{P_L^2(p)}{p^2} + \text{(Gaussian suppressed)} \\
\left( \frac{M_{13}(k)}{(1 - C_1 W(kR))^2 P_L(k)} \right)_{\text{UV}} &= -\frac{61}{210}k^2\sigma_8^2 + \text{(Gaussian suppressed)},
\end{align*}
\]

assuming a Gaussian window function. For a power-law cosmology with \( P_L(p) \propto p^n \) these expressions are convergent for \( n < -1 \), which holds in our universe, with \( n \approx -2.1 \) beyond the non-linear scale. Notably, due to the smoothing window, the marked power spectrum does not contain any additional UV divergences relative to \( P(k) \), and thus requires no additional counterterms or renormalization.

III. RESULTS

We may now compare the predictions of the above model to data, and test our assumptions. For this, we make use of simulations from the Quijote project [51], a suite of over 40,000 N-body simulations spanning a wide variety of cosmologies. Here, we use 50 \( 1h^{-3}\text{Gpc}^3 \) boxes of the fiducial cosmology \( \{\Omega_m = 0.3175, \Omega_b = 0.049, h = 0.6711, n_s = 0.9624, \sigma_8 = 0.834, M_\nu = 0 \text{eV}, w = -1\} \), each of which contains \( 512^3 \) cold dark matter (CDM) particles evolved from
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with three degenerate neutrinos of total mass $M_\nu = 0.1$ eV. These boxes contain $512^3$ each of CDM and neutrino particles, with initial conditions generated at $z = 127$ using Zel’’dovich perturbation theory. Only the power spectrum of CDM is used here, again considering the eventual application to large scale structure data-sets.

For each realization, marked power spectra are computed as in Massara et al. [33], additionally recording the value of the density-weighted $\bar{m}$ parameter (needed for normalization) which is simply the mean mark across all simulation particles. On large scales (and at moderate-to-large redshifts) shot-noise in $N$ body simulations is known to exhibit strong scale dependence, and is far from Poissonian on all but the smallest scales, due to memory of the original particle grid [52]. For this reason, we set the shot-noise terms of Sec. II to zero henceforth; a valid assumption for the $k$-range probed in this work. Note that shot noise could affect the marked spectrum on large scales, unlike for the full power spectrum, since the low-$k$ amplitude is suppressed.

A. Choice of Mark Parameters

The mark adopted in this work (Eq. 2) has three free parameters: the smoothing scale $R$, the exponent $p$ and the

$\delta_s$. As noted in Massara et al. [33], using $p > 0$ up-weights low density regions, leading to greater cosmological

constraining power, thus this will be assumed herein. For simplicity, we consider only three sets of parameters in this

work; $\{p = 1, R = 15 h^{-1}$ Mpc, $\delta_s = 0.25\}$, $\{p = 2, R = 15 h^{-1}$ Mpc, $\delta_s = 0.25\}$ and $\{p = 1, R = 30 h^{-1}$ Mpc, $\delta_s = 0.25\}$. The second of these is similar to the optimal configuration found in Ref. [33], with others used to highlight important parameter dependencies. As noted in Sec. II B, our theoretical model relies on the Taylor expansion of the mark being convergent, requiring $\sigma_{RR}(z) \leq (1 + \delta_s)$. For the above parameters (using a Gaussian window function and assuming linear physics), we obtain $\sigma_{RR}(z) = 0.261 \times D(z) (0.015 \times D(z))$ for $R = 15 h^{-1}$ Mpc $(30 h^{-1}$ Mpc) where $D(z)$ is the usual scale-independent growth function. In practice, we also need the function $\sigma_R(z) = \langle \delta(x) \delta_R(x) \rangle$ to be small; this is equal to $\sigma_R(z) = 0.365 \times D(z) (0.034 \times D(z))$ for $R = 15 h^{-1}$ Mpc $(30 h^{-1}$ Mpc). Whilst all parameter sets satisfy the convergence inequality, we expect greater contribution from higher loop terms at low-$z$, and percent-level agreement between data and observations is not expected for the smaller value of $R$.

A second issue is clear becomes clear when considering the models for $M(k)$ and $C(k)$ at linear order. As previously noted, these vanish exactly at the wavenumber satisfying $(1 - C_1 W(kR)) = 0$, which has non-trivial solutions for $p \geq (1 + \delta_s)$. This also gives zero contributions from the all the 13-type components of $M(k)$ and $C(k)$, as well as the $P_{12}$ component. Physically, this occurs due to a cancellation between the non-linear density field $\delta$ and one power of the non-linear smoothed field $\delta_R$, which occurs at all orders in perturbation theory. At these locations, the power spectrum is set by contributions from terms including higher powers of $\delta_R$, thus its accuracy is less clear. For the parameter sets given above, only the second satisfies this inequality, thus it will be expected to show a zero point at finite $k$.

B. Marked Spectrum Components

Given the above parameters, the theory model of Sec. B can be computed. Before comparing the results with simulations, it is instructive to consider the magnitudes of the various $M(k)$ and $P(k)$ terms, which are shown in Fig. 1 for the three parameter sets at $z = 0.5$. We note good agreement between the linear (11-type) pieces of the marked and full power spectrum at large-$k$; this is expected as the $(1 - C_1 W(kR))^2$ prefactor in Eq. 21 asymptotes to unity, or, more physically, because the marked density field is dominated by the unsmoothed component, which sources $P(k)$. At lower $k$, there is a significant reduction in power, with a fractional reduction by $(1 - C_1)^2$ as $k \to 0$ due to the density field smoothing. Comparison between Figs. 1a & 1c show the impact of increasing the smoothing window; the linear theory is less suppressed on large scales, though has the same asymptotic limit. Furthermore, as noted in Sec. IIIA, the linear component of $M(k)$ in the second parameter set shows a clear zero at $k \sim 0.07 h$ Mpc$^{-1}$, due to $(1 - C_1 W(kR))$ crossing zero.

Similar considerations apply for the one-loop components $M_{13}(k)$ and $M_{22}(k)$. In all cases, the small-scale behavior matches that of $P(k)$, whilst there are significant differences in the lower $k$ regime. In particular, the presence of

$5$ The effective smoothing scale used here is greater than that of Ref. [33] due to the use of a different window function. Expanding the Fourier-space Gaussian and top-hat window functions to quadratic order shows that the characteristic width of a Gaussian filter is $\sqrt{5}$ times that of a top-hat filter with the same value of $R$. The density field variances $\sigma_R^2$ and $\sigma_{RR}^2$ are thus larger with the top-hat window function. Using $R_{TH} = \sqrt{5} R_{Gaussian}$ largely accounts for this difference.
additional non-linear contributions changes the locations where the spectra cross zero, and we see $M_{13}$ crosses zero at $k \sim 0.07h \text{Mpc}^{-1}$ with the second set of mark parameters. Of note is the low-$k$ behavior; the full spectrum is not dominated by linear theory at low-$k$, as the $M_{22}$ term become large. As discussed in Sec. IV A, this is due to non-Gaussian contributions to Eq. A2 which, using the results of Appendix C, can be shown to asymptote to constant factors in the limit of $k \to 0$. On the largest scales, accurate predictions can only be made if we have an understanding of higher-order terms. This is very different to standard perturbative analyses, and complicates the analysis, though the effect is reduced by using larger $R$.

C. Comparison to Simulations

Figs. 2 & 3 show the marked spectrum measurements from Quijote at a range of redshifts using the first set of parameters: \{$p = 1, R = 15h^{-1}\text{Mpc}, \delta_s = 0.25$\} (Sec. III A). This is plotted alongside perturbative models from linear theory, SPT and EFT. For the latter, we fit the counterterm parameter, $c_2^s$, using all modes up to $k_{\text{fit}}$, where $k_{\text{fit}}$ is fixed to 0.3, 0.4, and $0.5h \text{Mpc}^{-1}$ for $z = 0.5, 1, 2$ respectively, and note that the SPT prediction is simply given by setting $c_2^s = 0$. From the figure, it is clear that linear theory does not provide an accurate model for $M(k)$ for any of the scales or redshifts tested. Whilst it becomes more accurate at high $z$, there still a $\sim 5\%$ error for $z = 2$, even at $k = 10^{-2}h \text{Mpc}^{-1}$, showing the importance of the higher order terms at low-$k$.

For the one-loop models, we report much better consistency between simulation and theory, with visual inspection showing that the model captures the overall shape and amplitude of the auto- and cross-spectra well across down to small $k$. EFT modeling shows sub-percent agreement at $z = 2$ up to $k \approx 0.5h \text{Mpc}^{-1}$. As for linear theory, the accuracy of the $M(k)$ (and to a lesser extent $C(k)$) model reduces as we move to lower $z$. Whilst on quasi-linear scales, the free counterterm $c_2^s$ substantially improves the fit, this is not true for low-$k$, where the counterterm (which scales as $k^2 P(k)$) is necessarily small. As seen in Fig. 1a, the $k \to 0$ behavior is strongly affected by loop contributions, and this error could be reduced either by the addition of two-loop perturbative terms or by increasing the smoothing scale $R$ (which damps the higher order contributions).

Fig. 4 shows the corresponding results for the marked spectrum using the second parameter set, i.e. $p = 2$. Our conclusions are qualitatively similar to those for the first set; the EFT model is accurate at high-$z$ with an important contribution from the $c_2^s$ counterterm at moderate $k$, whilst the accuracy declines at lower redshifts. The first clear distinction between the parameter sets is in the behavior around $k = 0.07h \text{Mpc}^{-1}$; as expected, there is a large suppression of power due to the $(1 - C_1 W(kR))$ prefactor crossing zero. It can also be shown that this causes $C(k)$ to change sign, indicating that the marked and full density fields are anticorrelated on the largest scales. The model error significantly increases across this transition, in part due to our lack of inclusion of $k$-space binning in the theory model, but predominantly due to influence of higher order terms that would be expected to dominate in this regime. We caution that the plotted $M_{\text{obs}}(k)/M_{\text{model}}(k)$ function is poorly defined near this point, since it is a ratio of small quantities.

A second observation of note is that, unlike for $p = 1$, linear theory provides an accurate model for the spectra as $k \to 0$. From Fig. 1b, we see that the large scale ratio of one-loop to linear terms (set by the factor $(1 - C_1)^2$)
is far smaller for this parameter set than the previous, causing this effect. Whilst this work focuses on a Gaussian kernel for density field smoothing, a top-hat kernel with the same truncation scale $R$ leads to a significantly narrower dip in $M(k)$, which would make the spectra easier to model; this is however driven by the narrower width of a Fourier-space top-hat window, and thus will give larger one-loop contributions. As previously mentioned, setting $R_{\text{TH}} = \sqrt{5}R_{\text{Gaussian}}$ largely accounts for this, giving similar theoretical predictions for the two choices of smoothing.

Results for $M(k)$ using the third set of parameters are plotted in Fig. 5; these show the effects of doubling the smoothing radius $R$. Notably, we observe percent-level agreement up to $k_{\text{fit}}$ for all redshifts tested for the EFT theory. As before, the utility of the counterterm is clear, with SPT seen to overpredict the spectrum on quasi-linear scales, as is conventionally found for the unmarked power spectrum. At linear order, the marked power spectrum is closer to the simulated results at low-$k$ than for $R = 15h^{-1}\text{Mpc}$, though it is still inaccurate for low redshifts. This can be rationalized by noting that the amplitude of the higher loop terms is significantly reduced by the smoothing, as in Fig. 1c. In general, it is clear that using a larger smoothing radius suppresses the higher-order terms, giving better agreement between theory and observations, and extending the model applicability to lower redshifts. One additional feature is of note; the appearance of wiggles in the ratio of simulated to EFT mark and cross spectra on quasi-linear scales at low $z$. This is attributed to the overprediction of BAO wiggles in Eulerian perturbation theories at low redshift, due to large long-wavelength modes being treated perturbatively. Including IR resummation in our mode would alleviate this [e.g., 12, 53], though this is beyond the scope of this work.

We finally consider application to massive neutrino cosmologies, using the $M_{\nu} = 0.1\text{eV}$ simulations discussed above. These are plotted in Fig. 6 for the first set of mark parameters, and can be compared to Fig. 2 for the massless case. Similar conclusions can be again drawn, with linear theory giving inaccurate predictions on all scales tested and one-loop EFT performing significantly better up to the fitting wavenumber. The introduction of massive neutrinos is seen to slightly degrade the low-$k$ agreement of simulations and model, which, whilst small, may indicate failings of our approximate neutrino treatment (discussed in Sec. II B). This is unsurprising since the low-$k$ regions of the spectra receive non-negligible contributions from higher-order perturbative terms (as in Fig. 1) but are not affected by the $c^2_s$ counterterm, due to its $k^2$ dependence. For low redshifts and small smoothing scales, more work is needed to understand the neutrino contributions.

FIG. 2. Comparison of simulated (points) and model (lines) marked power spectra across a variety of redshifts, assuming the parameter set $\{p = 1, R = 15h^{-1}\text{Mpc}, \delta = 0.25\}$. Predictions using linear theory, one-loop SPT and one-loop EFT are shown in dashed red, dotted blue and solid green respectively, and the simulation results are taken from 50 Quijote simulations. The top plots show the complete spectra, with the ratio of simulation to model shown in the bottom panel, with dashed lines indicating 5% agreement. For the EFT models, we fit the counterterm $c^2_s$ using all modes left of the vertical dashed line in the lower plots.
FIG. 3. As Fig. 2, but for the cross spectrum between the marked and standard density fields, $C(k)$. With this choice of parameters, the cross spectrum is everywhere positive.

FIG. 4. As Fig. 2, but for the second parameter set, $p = 2$, $R = 15h^{-1}\text{Mpc}$, $\delta_s = 0.25$. Note the strong suppression of power at $k \sim 0.07h\text{Mpc}^{-1}$ due to the density field cancellation, as discussed in the text.

IV. DISCUSSION

A. How is Cosmological InformationEncoded in $M(k)$?

Having developed a theoretical model for the marked spectrum, we may now ask the question; ‘why is this statistic a powerful probe of cosmology?’ Via simulation-based Fisher analyses, Ref. [33] clearly demonstrated the utility of $M(k)$ in constraining fundamental parameters, showing it to be far superior to the usual power spectrum at $z = 0$. At linear order, however, the information content of $M(k)$ and $P(k)$ is identical. This occurs since $M_L(k)$ is simply
\( P_L(k) \) multiplied by a cosmology-independent prefactor \( H_1(k) = [1 - C_1 W(kR)] \), thus the two spectra share a Fisher matrix.\(^6\) To understand the utility of the marked statistic we must go beyond second order in the linear density field. The breakdown of Fig. 1 shows that the contributions of the ‘22’ and ‘13’ terms in \( \mathcal{P}(k) \) are important on both large and small scales. In the latter, however, they asymptote to the one-loop contributions of \( P(k) \), which leads us to posit

\(^6\) Neglecting shot-noise, the linear order covariance of \( M_L(k) \) is diagonal and proportional to \( M_L^2(k) \), and thus contains two factors of \( H_1(k) \). Since \( H_1(k) \) is cosmology independent, the factors cancel between the parameter derivatives and the precision matrix, giving the same Fisher matrix for \( M_L(k) \) and \( P_L(k) \).
that the additional information in $M(k)$ is found on large scales. This is aided by two factors: (a) the higher-order contributions in $M(k)$ at low-$k$ are larger than those for $P(k)$; (b) the linear term of $M(k)$ is suppressed at low-$k$, giving a larger signal-to-noise for the other components. This is assisted by the positive mark exponent $p$, which up-weights low-density regions and gives the linear-theory suppression. Using a negative mark would instead up-weight the high-density regions, which naturally have greater contributions to two-point correlators, since the density contrast is higher in peaks than in voids. In this case, the linear theory is enhanced by a factor $(1 - C_1 W(kR))$ for $C_1 < 0$ and the effect of higher-order terms is instead a small suppression of power.

Whilst the above argument is appealing, it does not tell us the source of the low-$k$ plateau. Since this is a one-loop effect, it must occur at $O([\delta_1^{(1)}]^4)$, giving three possible contributions (all of which are included in the model of Sec. II):

1. **Higher order terms in the mark.** For a Universe which is Gaussian and linear, both the density field $\delta(x)$ and its smoothed counterpart $\delta_R(x)$ are equal to their first-order parts, i.e. $\delta(x) = \delta^{(1)}(x)$, $\delta_R(x) = \delta_R^{(1)}(x)$, in the language of Sec. II. Since we Taylor expand the mark in powers of $\delta_R(x)$, the quadratic and cubic terms source one-loop contributions to $M(k)$:

2. **Non-linearities in $\delta(x)$**. These terms $\delta^{(2)}(x)$, $\delta^{(3)}(x)$, $\delta^{(c)}(x)$ arise from non-linear structure formation and generate non-Gaussian terms in the one-loop spectrum, both from self-couplings and couplings to powers of the linear field $\delta_R(x)$;

3. **Non-linearities in $\delta_R(x)$**. For a finite smoothing radius $R$, the smoothed field can also be non-linear, giving an additional set of contributions to the marked spectrum.

Fig. 7 shows the marked power spectra for a variety of theoretical predictions at $z = 0.5$ with each evaluated at $O([\delta_1^{(1)}]^4)$. We use three models: (a) linear $\delta$ and $\delta_R$, i.e.

\[
\delta_M(x) = \frac{1}{m} \left[ 1 + \delta^{(1)}(x) \right] \left[ 1 - C_1 \delta_R^{(1)}(x) + C_2 \left( \delta_R^{(1)}(x) \right)^2 - C_3 \left( \delta_R^{(1)}(x) \right)^3 \right] - 1; \tag{29}
\]

(b) non-linear $\delta$ and linear $\delta_R$, i.e.

\[
\delta_M(x) = \frac{1}{m} \left[ 1 + \delta^{(1)}(x) + \delta^{(2)}(x) + \delta^{(3)}(x) \right] \left[ 1 - C_1 \delta_R^{(1)}(x) + C_2 \left( \delta_R^{(1)}(x) \right)^2 - C_3 \left( \delta_R^{(1)}(x) \right)^3 \right] - 1; \tag{30}
\]

(c) non-linear $\delta$ and $\delta_R$, as in Eq. 12. These correspond to adding each of the three above contributions in turn.\(^7\) To

\(^7\) Each of model uses some subset of the perturbative terms in Eqs. A2 & A5 and may be derived by repeating the derivation starting from Eqs. 29 & 30.
begin, note that all models for $P(k)$ are co-incident until $k \sim 0.1h\text{Mpc}^{-1}$, since non-linear effects are restricted to small scales. Clearly, this is not true for $M(k)$, shown by the significant overprediction by the model which uses linear theory to evaluate $\delta$ and $\delta_R$. Note that this is not the same model as the ‘linear’ predictions in Sec. III, since the former worked only to second-order in the density fields. This contributes a difference of only $\sim 10\%$ on these scales.

The model including non-linearities in the unsmoothed field is certainly an improvement, but still an overprediction, indicating that $M(k)$ is receiving significant contributions from non-linearities both in $\delta$ and $\delta_R$. Naïvely one might expect the level of non-linearity in $\delta_R$ to be small (given that it is smoothed), however this is found to be an important contributor to large-scale modes. This provides an explanation for the fall-off of cosmological information contained within the mark for large $R$ [33].

Given that non-linearities are important for the large-scale marked spectrum, it is interesting to ask whether these are sourced solely from non-linear two-point correlators (i.e. the matter power spectrum) or have contributions from higher statistics (such as bispectra) created by these non-linearities. To test this, we can compute a model for $M(k)$ where any two-point statistic, for example $\langle \delta_R(k_1)\delta_R(k_2) \rangle$ is evaluated using the (suitably smoothed) non-linear power spectrum $P_{NL}$, but with other connected correlators, e.g., $\langle \delta(k_1)\delta(k_2)\delta_R(k_3) \rangle$ set to zero. In practice, this corresponds to taking the above ‘linear $\delta$, linear $\delta_R$’ model but using $P_{NL}(k)$ in place of of the linear power spectrum. To evaluate this, we require an accurate model for $P_{NL}$ up to large $k$ (in order to compute convolutions), thus we here use the fitted ‘Effective Halo Model’ of Ref. [54]. The resulting predictions are shown in Fig. 7, and provide inaccurate predictions on all scales, matching the ‘linear $\delta$, linear $\delta_R$’ model at low-$k$. Even though this model encapsulates all non-linearity in the two-point correlator (including halo formation effects), it is unable to fit large-scale data, implying that the assumption of Gaussianity is invalid. Note that this is not guaranteed by the limit of $P_{NL}(k) \rightarrow P_L(k)$ at low $k$; the marked spectrum contains convolutions between power spectra that also contribute at low-$k$ and will have contributions from non-linearities.

Collecting results, it is clear that any model without consideration of non-linear and non-Gaussian effects cannot provide accurate predictions of the marked power spectrum on large scales. It is these low-$k$ contributions from non-Gaussian terms that lead to the additional constraining power in $M(k)$, relative to that of $P(k)$. Whilst the signal-to-noise of the large-scale modes is slight, the transfer of non-linear and non-Gaussian information across the hierarchy of scales allows subtle effects (such as those provided by neutrinos) to be probed within $M(k)$ on relatively large scales.

B. Validity of the Perturbation Theory

As noted in Sec. II, a necessary condition for any perturbative theory of $M(k)$ to be valid is that the variance $\sigma_{RR}(z)$ must be less than $(1 + \delta)$. This ensures convergence of the Taylor expansion of the mark, though does not control the validity of the EFT expansion of the unsmoothed density field $\delta$. For the matter power spectrum, EFT is valid down to $z = 0$ on quasi-linear scales, with a larger radius of convergence obtained by introducing higher loop terms.

As shown above, the EFT of the marked density field does not have a well-defined radius of convergence due to the non-linear terms at low $k$ inducing scale mixing. However, the results of Sec. III indicate that the one-loop theory is convergent and accurate in certain regimes, and, given that the one-loop predictions are closer to the truth than those of linear theory (i.e. zero-loop), it is expected that the inclusion of two-loop terms will further increase the accuracy. This should be verified with simulations, since $M(k)$ can also have low-$k$ contributions from non-perturbative scales that are less well understood.

The aforementioned mixing makes the perturbation theory more difficult to apply in practice; we cannot simply use our model for $M(k)$ up to some maximum wavenumber $k_{\text{fit}}$, since when one-loop theory becomes inaccurate, it does so on all scales. If we restrict ourselves to relatively large smoothing radii $R$ and/or high redshifts, one-loop EFT is a good predictor of $M(k)$, though it remains to see whether this has cosmological use. As demonstrated in Sec. IV A, the low-$k$ behavior of $M(k)$ is strongly affected by non-linearities and non-Gaussianities in $\delta_R$ that are expected to source the additional information content of the marked field. At large $R$ and high-$z$, these effects are suppressed, thus it stands to reason that the constraining power of $M(k)$ relative to $P(k)$ is reduced. To utilize the mark to its fullest extent, higher-order, or non-perturbative approaches may be required.

In Ref. [33] it was shown that the information content of $M(k)$ was maximized using a top-hat smoothing of $R_{\text{TH}} = 10h^{-1}\text{Mpc}$ at $z = 0$, corresponding to a Gaussian smoothing of $R_{\text{TH}}/\sqrt{5} \approx 4.5h^{-1}\text{Mpc}$. Whilst this also uses a different exponent ($p = 2$) to that considered principally in this work and works at a lower redshift than those used by upcoming cosmological surveys, we expect that for a survey-specific optimal mark, the non-linear contributions

---

8 Note this contains an implicit contradiction; non-linearities necessarily generate non-Gaussianities, but we find it useful to separate the two here in order to assess the importance of higher order correlators.

9 There is some evidence that the radius of convergence of the matter EFT saturates at three-loop order, e.g., Ref. [55].
FIG. 8. Comparison of the marked power spectrum of halos and matter at $z = 0.5$. This uses the mark parameters $\{p = 1, R = 15h^{-1}\text{Mpc}, \delta_s = 0.25\}$. The halo spectrum uses a total of $\sim 3 \times 10^6$ halos with mass above $1.6 \times 10^{12}h^{-1}\text{M}_\odot$ drawn from 50 high-resolution Quijote simulations, and, to generate the marked power spectrum models, we fit for linear bias, shot-noise, and $c_s^2$ (for the EFT model only), using all modes up to $k = 0.3h\text{Mpc}^{-1}$. The matter spectrum is identical to that of Fig. 2.

will be large at low-$k$. Whilst this work has shown there to be significant contributions from perturbative regimes, it is reasonable to assume there will also be notable effects from higher-$k$, including modes strongly affected by baryonic feedback. Such processes are poorly understood, thus it is important to quantify their impact using hydrodynamic simulations.

C. Biased Tracers and the Mark

Given that the perturbation theory for $M(k)$ is essentially just a Taylor series in the (smoothed) matter density field, certain parallels can be drawn with the the EFT of biased tracers. In the latter case, the tracer field, $\delta_h$, contains a similar expansion in powers of the density field, with the important distinction being that the bias parameters are now free. Further, the biased tracer EFT can contain a number of UV divergences from integrating powers of $\delta$ across non-linear regimes, which disappear for the marked EFT (aside from the $c_s^2$ counterterm divergence), due to the density field smoothing. One useful property of biased tracer EFT lies in its renormalizability; the expansion of $\delta_h$ can be cast in terms of renormalized operators [56, 57] that simplify the expansions. This is not possible with our approach as it requires modifying the bias coefficients, which are here set by the Taylor expansion. The expressions arising in the EFT of marked matter can be thought of as a subset of those in the biased tracer EFT, except without the UV counterterms or free bias parameters, nor the simplification afforded by operator renormalization. Furthermore, the suppression of linear power afforded by the density field smoothing terms ensures that the non-linear terms dominate at low-$k$, unlike for the biased tracer EFT.

A related question is whether one can formulate a marked spectrum of biased tracers, for example galaxies. In principle, this is straightforward; the density fields $\delta$ and $\delta_R$ would simply be replaced by the galaxy density fields, $\delta_g$ and $\delta_{g,R}$ (as in Ref. [32] for the configuration-space correlator). Given that $\delta_g$ can be written as an expansion in terms of the matter field $\delta$ (and, at higher order, the gradient and tidal fields), we obtain a similar perturbative expansion:

$$\delta_{M,g}(x) = \frac{1}{m} [1 + \delta_g(x)][1 - C_1\delta_{g,R}(x) + ...]$$

$$\delta_g(x) = b_1\delta(x) + ...$$

$$\delta_{g,R}(x) = \ast[\delta_g, W_R](x),$$

truncating at first order for brevity. This may be treated similarly to the marked overdensity of matter, with the caveat that we must include additional second- and third-order operators in $\delta_g$ such as the stochastic and tidal fields. However, the end-point will be an expansion in powers of $\delta^{(1)}(x)$, (cf. Eq. 12) which can be modeled using EFT. The
full spectrum of biased tracers is substantially more complex than that of matter, due to the higher-order operators and increased number of terms.

A simple model, however, may be obtained by assuming linear bias for the galaxy field, such that \( \delta_g(x) = b \delta(x) \), \( \delta_{g,R}(x) = b \delta_R(x) \), where the redshift-dependent bias \( b \) depends on the halo or galaxy sample in question. In this limit, the theory model is straightforward;

\[
\delta_{M,g}(x) \rightarrow b \delta_M(x), \quad C_k \rightarrow b^{k-1} C_k,
\]

where \( C_k \) is the \( k \)-th order Taylor expansion coefficient of the mark (Eq. 7). This leads to a simple power spectrum; \( M_g(k) \rightarrow b^2 M(k) \) additionally using the bias-rescaled mark coefficients (and noting that the mean mark, \( \bar{m} \), is also expected to change). Since the number density of galaxies is low compared to that of simulation matter particles, we expect a significantly increased contribution from shot-noise. Whilst Sec. II presented simple Poissonian predictions for the shot-noise, the largest (smallest) halos are known to be somewhat sub- (super-) Poissonian due to exclusion effects, making it necessary to fit the shot noise as a free parameter, alongside the linear bias \( b \), and the effective sound-speed \( c_s^2 \) (for models including the EFT counterterm).

Fig. 8 compares the marked spectra of matter and halos at \( z = 0.5 \), using the first set of mark parameters. For each simulation, we use a total of \( \sim 3 \times 10^6 \) halos, selected as described in Ref. [51], with a linear bias \( b \sim 1.3 \). It is immediately clear that the amplitude of the halo spectrum exceeds that of matter on all scales; this is a consequence of the significant shot-noise contributions to the latter. We also display comparison to theory models computed using linear and one-loop EFT, computed using the simple linear bias prescription above. In this instance, both models perform remarkably well (and outperform those applied to the matter spectrum), though this is likely principally due to the free shot-noise parameter. Whilst a full model of the biased tracer spectrum should necessarily include higher order biases, it is gratifying to see that a good approximation can be wrought with only the simplest term. Given that the difference between linear and non-linear models is reduced for biased tracers, it is unclear to what extent the mark still provides additional cosmological information, and this should be probed in future work.

V. SUMMARY

In this paper, we have developed a perturbation theory for the power spectrum of the marked density field; a local-overdensity-weighted field recently shown to produce strong constraints on cosmological parameters, especially the neutrino mass sum. The theory has been rigorously developed for the matter density field in the context of the Effective Field Theory of Large Scale Structure (EFT) and compared to simulations across a range of redshifts and mark parameters. At higher redshifts, or on large smoothing scales, the one-loop marked spectrum (and the cross-spectrum with the usual density field) is seen to be in excellent agreement with the data on all scales where the matter EFT is valid, whilst linear theory is systematically biased. For small smoothing scales and at low redshift, the theory becomes less accurate, but, in contrast to the matter power spectrum, the theory is inaccurate for all \( k \), rather than just those above some limiting scale.

Using our model for the marked spectrum, \( M(k) \), we are able to understand the reason for the increased cosmological information in this statistic compared to that of the usual power spectrum, \( P(k) \). On small scales, the perturbative contributions of the two are similar, thus any additional information must be coming from the large scale behavior. This is the case in practice, since the linear component of \( M(k) \) is suppressed on large scales, and the one-loop terms become large. Furthermore, at low \( k \), we have shown there to be important contributions from non-linearities, which arise from the mark coupling small scale non-Gaussianities to large scales. In essence, the up-weighting of low-density regions shifts information from higher-point statistics into the two-point correlator, sourcing the additional constraining power of \( M(k) \). This mixing between scales complicates the perturbative modeling, as there is no well-defined convergence radius of the theory. Further, it is likely that the easiest to model parameter regimes are not those with the greatest information content, since the information content will be maximized with significant signal from non-linearities on small-scales. Some caution is therefore required regarding baryonic effects, which may be an important contributor to the low-\( k \) spectra, and must be carefully examined with hydrodynamic simulations.

A number of extensions are possible. Firstly, this work has focused on the statistics of matter in real space; for application to survey data, one must rigorously consider biased tracers and redshift shift, both in terms of a perturbative model and with simulations. The simple biased tracer results of Sec. IV C indicate that such models are within reach. Furthermore, whilst our model performed well across a range of redshifts, a more sophisticated treatment of massive neutrinos would be useful, as well as inclusion of infra-red resummation, to fully account for the suppression of BAO wiggles by long-wavelength modes.

In summary, the development of a model for the marked density field is of significant use, both for understanding the statistic itself, and for performing cosmological inference. Expansion of the theory to higher orders as well as
application to more realistic cosmological scenarios may allow us to increase the information yield from large scale structure surveys, though much remains to be learnt.
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Appendix A: Simplifications of $M(k)$ and $C(k)$

Below, we simplify the expressions derived in Sec. II for the marked power spectrum $M(k)$ and cross-spectrum $C(k)$ (Eqs. 20 & 26). These may be written in terms of convolution integrals, using the definitions of the $F$ and $H$ coupling kernels (Eq. 17). Firstly, inserting $H_2$ into $M_{22}$ gives

$$
M_{22}(k) = 2 \int_p \left[ (1 - C_1 W(kR)) F_2(p, k - p) - \frac{C_1}{2} (W(pR) + W(|k - p|R)) \right. \\
+ \left. C_2 W(pR) W(|k - p|R) \right] P_L(p) P_L(k - p).
$$

(A1)

After significant rearrangement, this may be written as a set of convolutions;

$$
\frac{1}{2} M_{22}(k) = (1 - C_1 W(kR))^2 * F_2^2 [P_L, P_L](k) - 2C_1 (1 - C_1 W(kR)) * F_2 [W_R P_L, P_L](k) \\
+ 2C_2 (1 - C_1 W(kR)) * F_2 [W_R P_L, W_R P_L](k) + \frac{C_2^2}{2} * [W_R P_L, W_R P_L](k) \\
+ C_2^2 * [W_R^2 P_L, P_L](k) \\
+ \frac{C_2^2}{2} * [W_R^2 P_L, W_R P_L](k) - 2C_1 C_2 * [W_R^2 P_L, W_R P_L](k),
$$

(A2)

where $(W_R P_L)(k) \equiv W(kR) P_L(k)$ and we have defined the general operator

$$
*_{X} [A, B](k) = \int_p X(p, k - p) A(p) B(k - p),
$$

(A3)

which is the convolution of $A$ and $B$ with kernel $X$. This is symmetric under $A \leftrightarrow B$ if $X$ is symmetric in its arguments. Furthermore, $* F_2^2 [P_L, P_L](k)$ is equal to half the $P_{22}(k)$ term of the perturbative matter power spectrum. The remaining terms are simply convolutions of the windowed and unwindowed power spectra, as well as convolutions with a kernel $F_2$ that are familiar from the one-loop perturbation theory of biased tracers in real space.

In a similar vein, the $M_{13}(k)$ term may be written

$$
M_{13}(k) = 3 (1 - C_1 W(kR)) P_L(k) \int_p P_L(p) \\
\times \left\{ (1 - C_1 W(kR)) F_3(p, -p, k) + \frac{1}{3} C_2 (W^2(pR) + 2W(kR)W(pR)) \\
- \frac{C_1}{3} [W(pR) + W(|k - p|R)] F_2(k, -p) + (W(pR) + W(|k + p|R)) F_2(k, p)] \\
+ \frac{2C_2}{3} [W(pR)W(|k - p|R)F_2(k, -p) + W(pR)W(|k + p|R)F_2(k, p)] - C_3 W^2(pR)W(kR) \right\},
$$

(A4)

using $F_2(p, -p) = 0$. By comparison to the perturbation theory of $P(k)$, we note that the first term is simply $(1 - C_1 W(kR)) P_{13}(k)$. After some rearrangement, this can be written

$$
M_{13}(k) = (1 - C_1 W(kR))^2 P_{13}(k) + (1 - C_1 W(kR)) P_L(k) [C_2 \sigma_{RR}^2 + 2C_2 W(kR)\sigma_R^2 - 3C_3 \sigma_{RR} W(kR)] \\
+ 2 (1 - C_1 W(kR)) P_L(k) \int_p [2C_2 W(pR)W(|k - p|R) - C_1 W(pR) - C_1 W(|k - p|R)] F_2(k, -p) P_L(p),
$$

(A5)

10 Note that the unkerneled convolution $* [A, B](k)$ is equal to $[A \ast B](k)$ in the notation of Sec. II.
where we have combined the $F_2(k, -p)$ and $F_2(k, p)$ terms by symmetry. This uses the density field variances

$$\sigma^2_{kR} = \int_p P_L(p)W(pR) \quad \text{and} \quad \sigma^2_{kR} = \int_p P_L(p)W^2(pR).$$ \hspace{1cm} (A6)

Whilst the first two lines of Eq. A5 can be simply computed from usual routines for the matter power spectrum, the terms in the final line are more complex since each depends on a two dimensional integral (comprising the modulus of $p$ and its separation from $k$) of Fourier-space window function. As in Appendix B, these can be reduced to one-dimensional integrals when we insert the definitions of $F_2(k, -p)$ and the (Gaussian or top-hat) window function.

For $C_{22}(k)$, we instead obtain;

$$\frac{1}{2}C_{22}(k) = (1 - C_1W(kR))\ast_{F_2} [P_L, P_L](k) - C_1 \ast_{F_2} [W_RP_L, P_L](k) \quad \text{A7}$$

whilst for $C_{13}(k)$ and $C_{31}(k)$;

$$C_{13}(k) = (1 - C_1W(kR))P_{13}(k) \quad \text{A8}$$

$$C_{31}(k) = \frac{M_{13}(k)}{1 - C_1W(kR)}.$$

### Appendix B: Evaluating 22- and 13-type Terms

We briefly comment on the practicalities of evaluating the convolution integrals appearing in the one-loop formulae of Appendix A. Note that the linear power spectrum can be efficiently computed using CLASS [47]. Furthermore, whilst the normalization and shot-noise terms $\langle m(x)n(x) \rangle$ and $\langle m^2(x)n(x) \rangle$ can be computed perturbatively (e.g., $\bar{n} \equiv \langle m(x)n(x) \rangle/\bar{n} = 1 - C_1\sigma_{kR}^2 + C_2\sigma_{kR}^2$ at linear order), it is far easier to measure these directly from the data, and this does not affect our numerical results.

#### 1. 22-type Terms

The expression for $M_{22}$ (Eq. A2) may be computed remarkably easily via Fourier methods, [49, 50] in particular the FFTLog procedure [48]. Firstly, note that unkerneled convolutions can be easily computed via Fourier transforms, \textit{i.e.}

$$\ast [A, B](k) = \mathcal{F}[\mathcal{F}^{-1} [A](r)\mathcal{F}^{-1} [B](r)](k)$$ \hspace{1cm} (B1)

where $\mathcal{F}$ and $\mathcal{F}^{-1}$ represent forward and inverse Fourier transforms. Since $A$ and $B$ are here isotropic functions (as $P_L(k) = P_L(k)$ in real-space), the transforms have a simple form $Y(r) = (2\pi^2)^{-1} \int p^2dp Y(p)j_0(p\tau)$ (for $Y$ equal to $A$ or $B$), where $j_0$ is the zeroth order spherical Bessel function. This gives

$$\ast [A, B](k) = 4\pi \int r^2dr j_0(kr)A(r)B(r),$$ \hspace{1cm} (B2)

which is simply evaluated with FFTLog-based packages such as mcfit.\textsuperscript{11}

For evaluating the $\ast_{F_2}$ and $\ast_{F_2}^*$ terms, we make use of the method of Simonović \textit{et al.} [58], developed for computing loop integrals for the EFT of matter and biased tracers. Considering a general convolution $\ast_X [A, B](k)$, we first expand $A$ and $B$ as discrete Fourier transforms in log $k$;

$$\tilde{A}(k) = \sum_{m=-N/2}^{m=N/2} c_m A_m k^{\nu+i\eta},$$ \hspace{1cm} (B3)

\textsuperscript{11} github.com/eelregit/mcfit
using $N$ points spanning $\log k_{\min}$ to $\log k_{\max}$. $\nu$ is known as the ‘bias’ and the coefficients $c_m^A$ and frequencies $\eta_m$ are given by

$$c_m^A = \frac{1}{N} \sum_{l=0}^{N-1} A(k_l) k_l^{-\nu} k_l^{-i\eta_m} e^{-2\pi i m l / N}, \quad \eta_m = \frac{2\pi m}{\log (k_{\max} / k_{\min})}. \tag{B4}$$

With this approximation, the $A$ and $B$ functions are simply (complex) power laws, thus the kerneled convolution integral may be written

$$*_X [A, B](k) \approx \sum_{m_1, m_2} c_{m_1}^A c_{m_2}^B \int_\mathbb{R} X(p, k-p) p^{-2\nu_1} |k-p|^{-2\nu_2} \tag{B5}$$

where $\nu_j = -\frac{1}{2} (\nu + i\eta_{m_j})$. In Ref. [58] the following result is proved;

$$\int_\mathbb{R} \frac{1}{p^{2\nu_1} |k-p|^{2\nu_2}} = k^{3-2\nu_1} I(\nu_1, \nu_2) \quad I(\nu_1, \nu_2) = \frac{1}{8\pi^{3/2}} \frac{\Gamma \left( \frac{3}{2} - \nu_1 \right) \Gamma \left( \frac{3}{2} - \nu_2 \right) \Gamma \left( \nu_1 - \frac{3}{2} \right)}{\Gamma(\nu_1) \Gamma(\nu_2) \Gamma(3 - \nu_1 - \nu_2)}, \tag{B6}$$

where $\nu_1 = \nu_1 + \nu_2$ and $\Gamma$ is the Gamma function.

In this work, we consider two choices of the kernel; $X = F_2$ and $X = F_2^2$. Using the definition

$$F_2(p, k - p) = \frac{5}{14} + \frac{3k^2}{28p^2} + \frac{3k^2}{28|k-p|^2} - \frac{5p^2}{28|k-p|^2} - \frac{5|k-p|^2}{28p^2} + \frac{k^4}{14|k-p|^2p^2} \tag{B7}$$

[40], both can be written as a sum over powers of $p^2$ and $|k-p|^2$, i.e.

$$X(p, k - p) = \sum_{n_1, n_2} f_X(n_1, n_2) p^{2n_1} |k-p|^{2n_2} k^{-2(n_1+n_2)} \tag{B8}$$

where $f_X(n_1, n_2)$ is the (constant) coefficient of the term containing $n_1$ powers of $p^2$ and $n_2$ powers of $|k-p|^2$. This allows the convolution integral to be written

$$*_X [A, B](k) \approx \sum_{m_1, m_2} c_{m_1}^A c_{m_2}^B \sum_{n_1, n_2} f_X(n_1, n_2) k^{-2(n_1+n_2)} \int_\mathbb{R} \frac{1}{p^{2\nu_1 - 2n_1} |k-p|^{2\nu_2 - 2n_2}} \tag{B9}$$

which is a matrix product with coupling

$$M_X(\nu_1, \nu_2) = \sum_{n_1, n_2} f_X(n_1, n_2) I(\nu_1 - n_1, \nu_2, n_2). \tag{B10}$$

in terms of the $l$ matrix of Eq. B6. For the $F_2$ and $F_2^2$ kernels, the couplings can be shown to equal

$$M_{F_2}(\nu_1, \nu_2) = \frac{(3 - 2\nu_1)(4 - 7\nu_1)}{34\nu_1 \nu_2} I(\nu_1, \nu_2) \tag{B11}$$

$$M_{F_2^2}(\nu_1, \nu_2) = \frac{(3 - 2\nu_1)(3 - 2\nu_2)}{392\nu_1(1 + \nu_1)(1 - \nu_1) \nu_2(1 + \nu_2)(1 - \nu_2)} I(\nu_1, \nu_2)$$

[58, Eqs. 2.38 & 2.24],\textsuperscript{12} which depends only on a single $l$ matrix and a $\nu$-dependent prefactor (from application of the recursion relations of $I(\nu_1, \nu_2)$). Computation of the $M_{F_2^2}$ convolution terms thus reduces to a weighted sum over the discrete FFT components of the functions $A$ and $B$. This is a slight generalization of Ref. [58], in which we allow $A$ and $B$ to be distinct.

Some care is needed to ensure that these integrals are convergent. From the discussions in Appendix C, we find that the $P_{22}$ part of $M_{22}$ is convergent for power law cosmologies $P_L(k) \sim k^n$ for $-1 < n < \frac{1}{2}$ with all other pieces fully convergent (assuming a Gaussian window function). As discussed in Ref. [58], if the bias $\nu$ is chosen to be in this range, the integral is finite for every term in the FFT decomposition of Eq. B3, and hence the FFTLog expansion is well-defined. For practical evaluation, it is often useful to use a bias outside this range. This can be simply achieved by adding on the true UV or IR limit from the divergent piece manually. As an example, if we wished to compute the $P_{22}$ piece using $\nu = -2$ (giving an IR-divergent integral), we would use Eq. B9 as normal, then add the IR limit to this result.

\textsuperscript{12} Note that our normalization differs from that of Ref. [58] by a factor of two.
2. Evaluation of $M_{13}$

Similar treatment is possible for the 13-type integrals. First, the $P_{13}(k)$ term can be written in the FFTLog formalism:

$$P_{13}(k) \approx k^3 P_L(k) \sum_{m_1} c_{m_1} k^{-2\nu_1} M_{13}(\nu_1)$$

(B12)

$$M_{13}(\nu_1) = \frac{1 + 9\nu_1}{8} \frac{\tan(\nu_1\pi)}{28\pi(\nu_1 + 1)\nu_1(\nu_1 - 1)(\nu_1 - 2)(\nu_1 - 3)},$$

where $\{c_{m_1}\}$ are the discrete FFT coefficients of $P_L(k)$. The remaining non-trivial integrals are of the form

$$\int P_L(p)W(pR)F_2(k,-p) \quad \text{and} \quad \int A(p)W(|k-p|R)F_2(k,-p)$$

(B13)

for isotropic $A(p)$. Whilst these can be computed via FFTLog methods, it is simpler to perform the angular integration analytically, making use of the simple form of the window function. Parametrizing by the angle $\mu = \hat{k} \cdot \hat{p}$, such that $|k-p|^2 = k^2 + p^2 - 2kp\mu$, the kernel is given by

$$F_2(k,-p) = \frac{5}{14} + \frac{3|k-p|^2}{28p^2} + \frac{3|k-p|^2}{28k^2} - \frac{5k^2}{28p^2} - \frac{5p^2}{28k^2} + \frac{|k-p|^4}{14k^2p^2}$$

(B14)

For a Gaussian window function, this yields

$$\int P_L(p)W(pR)F_2(k,-p) = \frac{1}{14} \int \frac{p^2 dp}{2\pi^2} P_L(p)W(pR) \int_1^1 \frac{d\mu}{2} \left[ 10 + 4\mu^2 - 7\mu \left( \frac{k}{p} + \frac{p}{k} \right) \right]$$

$$= \frac{17}{21} \int \frac{p^2 dp}{2\pi^2} P_L(p)W(pR) \equiv \frac{17}{21} \sigma_R^2$$

(B15)

$$\int A(p)W(|k-p|R)F_2(k,-p) = \frac{1}{14} \int \frac{p^2 dp}{2\pi^2} A(p)e^{-R^2(k^2+p^2)/2} \int_1^1 \frac{d\mu}{2} e^{R^2 k\mu p} \left[ 10 + 4\mu^2 - 7\mu \left( \frac{k}{p} + \frac{p}{k} \right) \right]$$

$$= \int \frac{p^2 dp}{2\pi^2} A(p)g(pR,kR),$$

where we define

$$g(P, K) = \frac{1}{28K^3P^3} \left\{ e^{-\frac{1}{2}(K-P)^2} \left( -7K^3P + 7K^2(2P^2 + 1) - KP \left( 7P^2 + 8 \right) + 7P^2 + 8 \right) \right. \right.$$  

$$- e^{-\frac{1}{2}(K+P)^2} \left( 7K^3P + 7K^2(2P^2 + 1) + KP \left( 7P^2 + 8 \right) + 7P^2 + 8 \right) \}$$

(B16)

The convolution integrals thus become one-dimensional, allowing for simple computation.\(^{13}\)

Once again, we must consider convergence. As shown in Appendix C, most $M_{13}(k)$ terms are convergent for any power law cosmology $P(k) \sim k^n$, though this is not true for the FFTLog term involving $P_{13}(k)$. This is UV divergent for $n > -1$ and IR divergent for $n < -1$, thus the correct (IR or UV) limit must be added to the FFTLog expansion depending on the value of the bias $\nu$. Note however that this divergence will necessarily cancel when combined with $M_{22}(k)$. Using a bias in the range $-3 < \nu < \frac{1}{2}$, the FFTLog procedure is thus guaranteed to give the correct spectrum when the two one-loop terms are combined, though for $\nu < -1$, the individual $M_{22}$ and $M_{13}$ terms will require the addition of their IR limits.

Appendix C: Limiting Behavior of the One-Loop Integrands

Here, we give the limiting behavior of the power spectrum integrands for large and small internal momenta which is important for ensuring that (a) the perturbation theory is well-posed and does not require additional counterterms, and (b) the FFTLog expansion is convergent.

\(^{13}\) As shown in Wang et al. [10], a similar computation is possible when using a top-hat window function with $W(K) = 3j_1(K)/K$; in this case we obtain

$$g(P, K) = \frac{8}{21} W(K)W(P) - \frac{1}{21} \left[ PW'(P)W(K) + KW'(K)W(P) \right].$$

(B17)
1. UV Limit: \( p \gg k \)

Ensuring that the integrand is UV-safe \((\text{i.e.,} \text{ convergent for ‘hard’ internal momenta } p \gg k)\) is important for evaluation of the loop integrals; since we only integrate up to some large cut-off \( \Lambda \) in \([p]\), we require the result to be independent of \( \Lambda \). In general, any divergences present will be captured by counterterms in the theory. For this purpose, consider a power-law cosmology with \( P_L(p) \propto p^{-\gamma} \), noting that \( n \approx -2.1 \) at \( k \approx 0.6\gamma \text{Mpc}^{-1} \) (beyond the non-linear scale). Our expressions are significantly simplified by the use of a Gaussian window function in the mark, since any expression containing \( W((k-p)R) \) or \( W((k-p)R) \) will asymptote to zero for all choices of the power-law index \( n \). Importantly, this ensures that all loop integrals containing an internal \( \delta_R \) field are convergent. This is not true for a generic window function; in the case of a top-hat window function, \( W(kR) \) contains spherical Bessel functions, and the UV limits should be carefully considered.

For the Gaussian window, the only integrand terms which can contain UV divergences are thus \( P_{<3}(k) \) and \( P_{<2}(k) \), as in the matter EFT. These can be shown to have the following contributions;

\[
[P_{<3}]_{UV} (k) = -\frac{61}{210} k^2 P_L (k) \sigma_v^2, \quad (n \geq -1) \tag{C1}
\]

\[
*F^2 [P_L, P_L]_{UV} (k) = \frac{9}{196} k^4 \int \frac{p^2 dp \; P_L^2 (k^2)}{2 \pi^2 p^4}, \quad (n \geq \frac{1}{2})
\]

where the parentheses show the values of the power law index \( n \) for which the integrals are UV divergent and we define \( \sigma_v^2 \equiv (6\pi^2)^{-1} \int dp \; P_L (p) \). This uses the kernel relations

\[
\lim_{p \to \infty} F_3 (k, -p, p) \propto \lim_{p \to \infty} F_2 (p, k - p) \propto \frac{k^2}{p^2} \tag{C2}
\]

Assuming Gaussian smoothing, the spectrum is thus UV convergent for all \( n \leq -1 \).\(^{14}\) By design, all divergences in the \( P_{<2} \) and \( P_{<3} \) parts (for any power-law index \( n \)) are exactly cancelled by the EFT counterterms arising from smoothing the theory on scales smaller than \( \Lambda \). For a linear power spectrum which is at steeper than \( P_L (p) \sim p^{-1} \) at large \( p \) (as in our Universe), the integrals are convergent and thus the theory is well defined.

In full, the limiting behavior of the marked power spectrum with UV internal momentum is given by

\[
\frac{1}{2} \left( M_{<2} \right)_{UV} (k) = \frac{9k^4}{196} (1 - C_1 W(kR))^2 \Pi^0_{11} + \frac{k^2}{21} C_1 (1 - C_1 W(kR)) \Pi^0_{10} + \frac{k^2}{2R^2 C_2 (1 - C_1 W(kR)) \Pi^1_{11} (k) + \frac{1}{8R^2 k} C^2_2 \Pi^1_{11} (k) + \frac{1}{4R^2 k} C^2_2 \Pi^2_{22} (k)} + \frac{1}{2} C^2_1 \Pi^0_{00} - \frac{1}{R^2 k} C_1 C_2 \Pi^1_{11} (k) \\
\left(\frac{M_{<3}}{1 - C_1 W(kR)}\right)_{UV} (k) = -\frac{61k^2}{210} (1 - C_1 W(kR)) \sigma_v^2 P_L (k) + P_L (k) \left[ C_2 \sigma^2_{RR} + 2C_2 W(kR) \sigma^2_R - 3C_3 \sigma^2_{RR} W(kR) \right] + P_L (k) \left[ -\frac{1}{k^2 R^2} C_2 \Sigma^{11} (k) - \frac{34}{21} C_1 \sigma^2_R + \frac{1}{2k^2 R^2} C_1 \Sigma^{01} (k) \right]
\]

with all terms except the first receiving Gaussian suppression in the UV. These use the definitions

\[
\Pi^\alpha_{\gamma} (k) \equiv \int \frac{p^2 dp \; P_L^2 (p)}{2 \pi^2 p^4} W^\alpha (pR) \left[ W^\beta ((p - k)R) - W^\beta ((p + k)R) \right] \tag{C4}
\]

\[
\Sigma^\alpha_{\beta} (k) \equiv \int \frac{p^2 dp \; P_L (p) W^\alpha (pR) \left[ W^\beta ((p - k)R) + W^\beta ((p + k)R) \right]}
\]

for integer \( \alpha, \beta \) (with UV sensitivity only for \( \alpha = \beta = 0 \)). Note that \( \Sigma^{10} \equiv \sigma^2_R, \Sigma^{20} \equiv \sigma^2_{RR} \) and \( \Pi^\alpha_{\gamma} \) is a function of \( k \).

\(^{14}\) In the corresponding calculation for the unmarked power spectrum of biased tracers in real space, we obtain a UV divergence in \( P_{<2} \) since there is no regularizing \( W_R \) function. This can be dealt with by renormalizing the bias parameters to remove the cut-off dependence.
only for $\beta > 0$. The cross-spectra have similar forms;

$$\frac{1}{2} (C_{22})_{\text{UV}} (k) = \frac{9k^4}{196} (1 - C_1 W(kR)) \Pi_4^{00} + \frac{k^2}{42} C_1 \Pi_2^{10} - \frac{k}{4R^2} C_2 \Pi_3^{11} (k)$$  \hspace{1cm} (C5)

$$\left( \frac{C_{13}}{(1 - C_1 W(kR))} \right)_{\text{UV}} (k) = -\frac{61k^2}{210} \sigma^2 P_L(k)$$

$$\langle C_{31} \rangle_{\text{UV}} (k) = \left( \frac{M_{13}}{(1 - C_1 W(kR))} \right)_{\text{UV}} (k),$$

again with only the terms proportional to $P_{22}(k)$ and $P_{13}(k)$ containing UV divergences, which are regularized by the $c_s^2$ counterterm.

2. IR Limit: $p \ll k, |p - k| \ll k$

The behavior of one-loop terms with internal momenta in the infrared (IR) regime (i.e. ‘soft’) is important for practical evaluation of the integrals. For $M_{22}$ there are two cases to consider: $|k - p| \ll k$ and $p \ll k$, though, if the convolution has symmetric arguments, these are identical due to the relabelling symmetry of the integrand under $p \rightarrow k - p$. It can be shown that all $p$ dependence in the IR limit is encapsulated by the terms

$$\sigma^2, \sigma_R^2, \sigma_{RR}^2, \sigma_v^2$$  \hspace{1cm} (C6)

where $\sigma^2 \equiv (2\pi)^{-1} \int p^2 dp P_L(p)$. For a power-law cosmology with $P_L(p) \sim p^n$, the first three terms all scale as $\sigma^2$ and are IR-divergent only for $n \leq -3$. For $\sigma_v^2 \sim \int dp P_L(p)$, divergences occur instead for $n \leq -1$. However, these terms appear both in $M_{22}$ and $M_{13}$ and, due to the Galilean invariance and the equivalence principle $[59–63]$, cancel identically when $M_{22}$ and $M_{13}$ are combined (and similarly for the cross-spectrum). In our Universe, $n \approx 0.96$, thus the individual terms are also convergent, though this has consequences for the choice of FFTLog bias (Appendix B).

In full, the IR limits are given by

$$\frac{1}{2} [M_{22}]_{\text{IR}} (k) = \frac{k^2}{2} (1 - C_1 W(kR))^2 P_L(k) \sigma_v^2$$  \hspace{1cm} (C7)

$$\left( \frac{M_{13}}{(1 - C_1 W(kR))} \right)_{\text{IR}} (k) = -\frac{k^2}{2} (1 - C_1 W(kR))^2 P_L(k)$$

$$\left( \frac{C_{13}}{(1 - C_1 W(kR))} \right)_{\text{IR}} (k) = -\frac{k^2}{2} \sigma_v^2 P_L(k)$$

$$\langle C_{31} \rangle_{\text{IR}} (k) = \left( \frac{M_{13}}{(1 - C_1 W(kR))} \right)_{\text{IR}} (k)$$

for $M(k)$ and

$$\frac{1}{2} [C_{22}]_{\text{IR}} (k) = \frac{k^2}{2} (1 - C_1 W(kR)) P_L(k) \sigma_v^2 - \frac{1}{42} C_1 \left( 13P_L(k) - 7kP'_L(k) \right) \sigma_R^2 + \frac{7k^2 R^2 \sigma^2}{4}$$  \hspace{1cm} (C8)
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