In colloidal semiconductor nanocrystal synthesis, many activities have been focused on the control over the mean particle size of the product. However, for device applications additional requirements apply, e.g. the necessity for a narrow particle size distribution (PSD). In the present work, we investigate the impact of reactor characteristics on the synthesis of CuInS$_2$ quantum dots (QDs). Therefore, the synthesis is carried out in three different reactors, namely in a fully scalable and continuous tubular reactor, in a commercial microreactor and in a batch three-neck round-bottom flask. All reaction products from the three reactor types have the same crystal structure and inorganic composition. Slight differences in optical properties are mainly ascribed to differences in the PSD, which is confirmed by sedimentation velocity experiments. Furthermore, the necessity for using different post-processing routines coupled with our findings by analytical ultracentrifugation (AUC) hint at changes in the organic matrix surrounding the CuInS$_2$ QDs. Our study demonstrates the massive impact of heat transfer on the synthesis and the final PSD of CuInS$_2$ QDs synthesized via heating-up and allows us to draw conclusions on their formation.

Continuous processes offer advantages such as high reproducibility, large production rate, in situ monitoring and simple automation coupled with a more effective heat transfer. Furthermore, micromixing devices are well-characterized in terms of critical steps of particle formation. Several groups have utilized microfluidic systems for continuous syntheses of nanoparticles of various types and shapes and core–shell systems. Various actions have resulted in narrow PSDs, such as the use of segmented flow, multistage and high-temperature high-pressure reactors, the latter enabling syntheses under supercritical conditions. While the use of multistage reactors allows for separation of nucleation and growth, the other two systems aim at minimization of the effects of solvent viscosity and axial dispersion. A recent study by Jiao et al. has evaluated the impact of residence time, fluid velocity and reactor dimensions on PSD of thermally decomposed Fe$_3$O$_4$ nanoparticles. The aforementioned studies are focused on mass transfer as a key to improve PSDs of binary systems, to the best of our knowledge detailed studies on the impact of heat transfer on syntheses outcome have not been reported so far.

Recently, continuous synthesis of CuInS$_2$ QDs has been published and optimizations have been carried out focusing on the synthesis parameters and on the photoluminescence quantum yield (PL QY). Detailed studies, e.g. on their formation mechanism or on the impact of heat and mass transfer on the synthesis outcome are still missing. Especially the PSD of CuInS$_2$ QDs which has been shown to be broad in the batch synthesis is a critical parameter which is worth further

---

1 Introduction

CuInS$_2$ QDs are attractive candidates for biomedical and electronic applications and a non-toxic alternative to Cd- and Pb-based QDs. Various batch methods exist for the synthesis of CuInS$_2$ QDs, suitable for the synthesis and optimization of small amounts of material. Practical applications require the production of larger amounts of high-quality QDs. For CdSe QDs, as the most widely studied system, optimization and scaling-up of the batch process have been reported. While these studies yielded well-defined samples with relatively narrow particle size distributions (PSD), the transfer of these empirical findings to other material systems remains a challenge. The factors determining the PSD of a QD sample are not yet fully understood. Actually, very little information on mixing, heat and mass transfer and the related build-up of the thermodynamic driving force of particle formation, i.e. the supersaturation, is available for most QD batch synthesis protocols.

Continuous processes offer advantages such as high reproducibility, large production rate, in situ monitoring and simple automation coupled with a more effective heat transfer. Furthermore, micromixing devices are well-characterized in terms of critical steps of particle formation. Several groups have utilized microfluidic systems for continuous syntheses of nanoparticles of various types and shapes and core–shell systems. Various actions have resulted in narrow PSDs, such as the use of segmented flow, multistage and high-temperature high-pressure reactors, the latter enabling syntheses under supercritical conditions. While the use of multistage reactors allows for separation of nucleation and growth, the other two systems aim at minimization of the effects of solvent viscosity and axial dispersion. A recent study by Jiao et al. has evaluated the impact of residence time, fluid velocity and reactor dimensions on PSD of thermally decomposed Fe$_3$O$_4$ nanoparticles. The aforementioned studies are focused on mass transfer as a key to improve PSDs of binary systems, to the best of our knowledge detailed studies on the impact of heat transfer on syntheses outcome have not been reported so far.

Recently, continuous synthesis of CuInS$_2$ QDs has been published and optimizations have been carried out focusing on the synthesis parameters and on the photoluminescence quantum yield (PL QY). Detailed studies, e.g. on their formation mechanism or on the impact of heat and mass transfer on the synthesis outcome are still missing. Especially the PSD of CuInS$_2$ QDs which has been shown to be broad in the batch synthesis is a critical parameter which is worth further
attention. In the present contribution, we describe a continuous route to produce CuInS₂ QDs based on flow chemistry and compare this route to the batch synthesis of CuInS₂ QDs. In-depth characterization of the products with regard to crystal structure, composition, optical properties and PSD hints on differences in particle formation in the two flow reactors (tubular reactor TR and microreactor MR) compared to synthesis in the batch reactor (three-necked round bottom flask). The findings are compared to state-of-the-art nucleation and growth models and the dependency of particle formation on temperature evolution is discussed for the batch and the continuous flow syntheses. Our experiments reveal the importance of technical aspects in the heat-up synthesis of QDs and show that the challenging transfer from batch to continuous process not only opens promising options for economical production of larger quantities of multicomponent QDs, but also promises to yield products with narrower PSD and simplified post-processing.

2 Results and discussion

2.1 Transfer of batch synthesis to continuous flow reactors

In the batch synthesis of CuInS₂ QDs according to Zhong et al., the reactants copper acetate (CuAc), indium acetate (InAc₃), 1-dodecanethiol (1-DDT) and 1-octadecene (1-ODE) are simply mixed and heated up to 240 °C under inert atmosphere. Prerequisite to transfer this synthesis to a flow reactor is a clear and homogeneous reaction solution which can be pumped through the reactor channels without clogging them. As the reactants do not dissolve in 1-ODE at room temperature, a suitable routine for the preparation of a homogeneous solution which can then be introduced into the flow reactors in the second step was evaluated. Similar to Tian et al. we found that a clear yellow precursor solution is obtained at 170 °C.

In Scheme 1, a possible reaction path for CuInS₂ QD synthesis is given which is based on the two-step nucleation and growth model established for CdSe QDs. First, the reagents dissolve and form a precursor solution upon heating to 170 °C. Further temperature increase leads to the decomposition of the precursors in the second step. This presumably results in “activated” monomers which eventually nucleate if their concentration is high enough and grow yielding CuInS₂ QDs in the third step. Considering the synthesis of CuInS₂ from single-source molecular precursors and the large variety of possible thiolate complexes, the \textit{in situ} formation of a tetragonal precursor complex is very probable. We propose precursor decomposition at temperatures below 240 °C as our experiments revealed that particle formation is readily possible at ~220 °C (see Fig. S3 in ESIF†). Our previous investigations revealed that side-products such as dodecyloctadecylsulfide are formed during reaction.

2.2 Flow synthesis of CuInS₂ QDs

All reactions discussed in the following were carried out by preparing a precursor solution under inert conditions at 170 °C first, then pumping that solution into the reactors preheated to 240 °C. First, the results obtained in the self-build TR will be discussed, followed by a comparison of the as-obtained products with the products of synthesis in MR and in batch.

Synthesis in TR was performed with mean residence times ranging from \( \tau = 5 \) min to \( \tau = 20 \) min. Structural characterization of the products revealed CuInS₂ QDs with tetragonal crystal structure (see Fig. S3 and S6 in ESIF) and a composition of Cu : In : S = 1 : 0.9 (±0.08) : 1.8 (±0.16). TEM imaging provided additional information on the crystallinity and particle size of the CuInS₂ QDs. BF-TEM and STEM images of the product with \( \tau = 5 \) min are shown in Fig. 1. The QDs are crystalline with a size of about 2 nm and show a narrow PSD. The investigation of single particles reveals that the crystal lattice planes \{112\} can be observed with highest probability (lattice plane distance \( d_{112} = 0.31973 \) nm [ICSD no. 186714]).

Optical characterization of products is shown in Fig. 2a and 2b. The QDs synthesized with \( \tau = 5 \) min reveal an absorption spectrum with one single feature at ~520 nm and an absorption onset at ~650 nm. With increasing \( \tau \), both the feature and the absorption onset shift to longer wavelengths (~560 nm and ~700 nm), indicating growth of the QDs with increasing \( \tau \) and thus, increasing reaction times. A similar tendency is observed in the emission spectra (Fig. 2b) which show a slight shift of the maxima from ~660 nm to ~680 nm from \( \tau = 5 \) min to \( \tau = 20 \) min. Furthermore, the emission intensity increases and the relatively broad signals seem to consist of only one feature, although not being perfectly symmetrical. Interestingly, the differences between the optical properties of the two samples \( \tau = 10 \) min and \( \tau = 20 \) min are relatively small in terms of exact agreement.

---

![Fig. 1](image-url)  
(a) BF-TEM image of the 5 min sample showing CuInS₂ QDs with a size of around 1.5 nm to 2 nm — the insets show HRTEM images of two exemplary QDs with indicated (112) lattice planes (yellow lines) with a distance of \( d_{112} = 0.31973 \) nm. (b) STEM image of the 5 min sample showing the CuInS₂ QDs exhibiting a bright contrast.
position and shape of the absorption spectrum, however, a clear intensity increase accompanied by just a small shift is discernible in the emission spectrum. Recent reports have shown that the PL QYs can be raised up to 57% (ref. 50 and 54) by coating the core particles with a ZnS shell. The focus of this work however was not to optimize the PL QY, but to gain understanding on the impact of various technical aspects on the CuInS₂ core product. Various factors can explain an increase of the radiative recombination pathways relative to non-radiative ones, such as changes in (i) the PSD, (ii) the surface structure and/or (iii) crystal structure due to potential reorganization of the atoms and, finally, (iv) the nature and bonding of stabilizing ligands on the surface. Most probably, a combination of factors leads to the observed changes. In the following, solely the effect of the PSD will be investigated.

To precisely determine the changes in the PSD during growth, sedimentation velocity experiments were carried out via AUC. The AUC experiments reveal a very narrow PSD (t = 5 min) which then shifts to larger sedimentation coefficients with increasing t as shown in Fig. 3. A very slight broadening is recognized (the normalized results are compared in Fig. S7 in ESI†). Calculations of the mean core diameter \( c \) using a core-shell model and the multidimensional approach resulted in mean \( c \) of 2.41 nm (t = 5 min), 2.61 nm (t = 10 min) and 2.68 nm (t = 20 min), respectively. The growth rate based on mean diameters can be estimated to initially 2.4 nm h⁻¹ (between t = 5 min and 10 min) slowing down to only 0.42 nm h⁻¹ (between 10 and 20 min). More information on AUC results can be found in Table S2.† The AUC results corroborate the growth of the particles as suggested by the redshift of absorption and emission spectra and, thus, demonstrate the connection of the particle size with the optical properties.

2.3 Comparison of batch and flow product

In the following, the products from synthesis in different reactors will be investigated and compared in terms of crystal structure, composition, optical properties and PSD.

XRD analyses revealed tetragonal crystal structures with three main diffractions at exactly the same diffraction angles in all three cases (see Fig. S6a in ESI†). Additional TEM investigations of the TR (Fig. 1) corroborated these results. The inorganic composition of the samples was found to be almost identical, i.e., \( \text{CuIn}_0.8\text{S}_{1.8} \) for the TR product, \( \text{CuIn}_0.9\text{S}_{1.9} \) for the MR product and \( \text{CuIn}_{0.8}\text{S}_{2.0} \) for the batch product (slight deviations are within the experimental error, i.e. ±10% for both indium and sulfur). However, the organic content of the samples differed, making an adjustment of the post-processing procedure necessary. While many centrifugation cycles were necessary for purification of the batch product, just 2–3 cycles of centrifugation using a combination of methanol with acetone or only acetone as poor solvent were sufficient for purification of the continuously synthesized products. The TGA curves given in Fig. S6b (in ESI†) reveal that in all cases a final organic content of ~45 wt% was reached. The large number of centrifugation cycles necessary to purify the batch product indicates once more that these nanocrystals are surrounded by a huge and rigid organic matrix which seems not to be the case for the products from flow synthesis (see discussion at the end of this section).

From an economical point of view, continuous flow synthesis results in products which allow for an easier post-processing saving time and money.

Turning to optical properties, it should be mentioned first that the time-dependent growth of the QDs and the corresponding shifts in the absorption spectra were observed for
products synthesized in all three reactors. Comparing the results in more detail, it becomes obvious that samples synthesized with $\tau = 5$ min in TR and $\tau = 3$ min in MR demonstrate almost identical absorption (Fig. 4) and emission features [Fig. S6c (ESI†)]. The closest respective batch sample showing an absorption onset at the same wavelength range was synthesized after 45 min and reveals a broader absorption spectrum with one or two less distinct absorption features. The reason for the significant differences in reaction times will be discussed in Section 3.5.

To examine the PSD of the samples, PSDs derived by sedimentation coefficient distributions were compared. Comparing the QDs synthesized in TR and in batch (see Fig. 5 and additionally Fig. S7 (ESI†)), it becomes obvious that the PSD of the samples synthesized in the TR is much narrower than the PSD of the ones synthesized in the batch reactor. The particle sizes range from 1.9 nm to 3.3 nm for synthesis in the TR, while sizes ranging from 1.6 nm to 3.7 nm are obtained in batch. Thus, the overall width of the PSD could be reduced from 2.1 nm in batch to 1.4 nm in TR (reduction by $\sim$30%).

On closer inspection, similarities but also a deviation between the AUC results and the absorption spectra become apparent. First, smaller particles are present in the batch product, which are detected by AUC and are also found in the absorption spectra (less distinct second feature at $\sim$480 nm, Fig. 4). Second, the AUC identifies larger particles in the batch product as the upper ends of the PSD deviate for the two products. This finding, however, is not supported by the absorption spectra as the absorption onsets of the TR and the batch samples are located at nearly equal wavelengths. Since we can exclude the existence of products with different crystal structure and varying inorganic composition from our TEM, XRD and ICP-OES studies, it is very likely that aggregation occurred during the batch synthesis - a finding that was also proposed in our previous study. The organic molecules seem to form ligand-mediated bridges between the nanocrystals and thereby link them to each other, resulting in the detection of larger particle sizes in AUC. As the aggregates are not visible in the absorption spectrum, it is likely to conclude that electronic communication between single nanocrystals does not exist. Presumably, the aggregation of the nanocrystals in the batch synthesis and their strong encapsulation in an organic matrix resulting in tedious purification procedures are linked to each other. Furthermore, these findings might serve to explain the moderate separation efficiencies in case of size-selective precipitation.

Summarizing, a relatively narrow PSD for the TR product ($\tau = 5$ min) is confirmed by AUC, absorption spectroscopy and TEM. For the batch product, in turn, the existence of smaller species was proven by AUC, absorption and TEM confirming it's broader PSD. Additionally, aggregation was determined in the batch product by AUC.

### 2.4 Influence of reactor characteristics on CuInS$_2$ synthesis

Our results demonstrate the successful synthesis of CuInS$_2$ QDs with tetragonal crystal structure in batch and continuous operation mode. As shown above, the main difference between batch and flow products is the width of their PSD which is narrower for products synthesized in flow reactors. As the reagents and the preparation procedures were identical in all three reactors, it is very likely that the main reasons for product variations originate from the impact of different reactor characteristics on the reaction kinetics.

To investigate the impact of the reactors, all three of them were characterized with regard to their flow profile and heat transfer (see Section 1 in ESI†). While turbulent mixing was assured in the flask by stirring the reaction solution vigorously, the flow was laminar in both flow reactors. Comparing the products obtained in the three reactors, the impact of mixing on the synthesis product seems to be marginal in terms of impact on crystal structure and inorganic composition. Therefore, we conclude that intense mixing is not necessary to ensure a successful synthesis of CuInS$_2$ QDs, provided that a stable precursor solution has been previously prepared in a separate process step.

When turning to heat transfer, temperature evolution to the reaction temperature ($240^\circ$C) is most efficient in the MR and
least efficient in the flask, see Fig. S2 and corresponding calculations and discussions in ESI. The more efficient heat transfer in flow reactors has serious consequences for both, the duration of the heating period (few seconds in MR and ~3 min in TR, opposed to ~13 min in flask) and the duration of the reaction itself which is shortened down to a few minutes in the flow reactors. The improved heat transfer has a huge impact on reaction kinetics of QD formation and side-reactions, the latter resulting in changes in the organic matrix around the nanocrystals (as proven by TGA and AUC results). In the following, the impact of heat transfer will be discussed in detail for both, the continuous and the batch syntheses.

Based on LaMer-type nucleation and growth and the strong dependency of reaction kinetics on temperature, two scenarios are depicted in Scheme 2 illustrating the formation of CuInS$_2$ QDs in different reactors. In the flow reactors used in this study, the heating period is relatively short and 240 °C is reached quickly. This results in quasi simultaneous decomposition of the precursors followed by a sudden nucleation event, similar to the theoretical ‘burst’ nucleation known from the hot injection method (illustrated by the fast heating curve, blue line, in Scheme 2). As the wall temperature in flow reactors is constant, (i.e. no temperature fluctuations occur), and as there is ideally no mixing between earlier and later entering fluid (i.e. no backmixing), a defined stream of reaction solution is flowing along the tube. The nuclei formed in the beginning grow and have all a similar growth history, resulting in a relatively narrow PSD of the product, as confirmed by AUC analysis. The fact that the reaction proceeds relatively fast in the flow reactors (a few minutes opposed to 45 min in batch) might originate from two effects. First, the effective and homogeneous heat transfer in the tube enhances the decomposition of the precursor and, thus, the formation of monomer units. This does not only influence the formation of nuclei but also their growth. Second, also the kinetics of the side-reactions are varied, affecting the organic matrix and, eventually, colloidal stability of the particles. As the organic matrix in the TR product seems to be less rigid, growth of the particles might be accelerated.

In the batch reactor used here, the heating period is comparably long, resulting in a slow reaction during heat-up as depicted in Scheme 2 (black dashed line). Considering that the precursor decomposes at temperatures ~220 °C or even below (see Section 2.1), activated monomers can already form and accumulate in the solution over a long period of time before the desired reaction temperature is reached. Thus, a longer heating period as in the case of batch reaction increases the probability for nucleation to start prior reaching final reaction temperature. This results in a wide overlap of (i) formation of activated monomers, (ii) nucleation and (iii) growth and, thus, yields a wider PSD. The broad PSD becomes even more evident when considering the temperature fluctuations during the batch synthesis in the flask (electrical heating: 239 °C ± 5 °C). These fluctuations will definitely influence the monomer supply kinetics and might even result in spontaneous nucleation events during synthesis. Additionally, there is enough time for side-reactions to occur, leading to the consequences discussed in Section 2.3. This serves to explain broad and potentially even bimodal PSDs obtained from batch synthesis.

3 Conclusions

The potential of flow synthesis to narrow the PSD of nanoscale products had been proposed more than a decade ago, however, evidence was missing so far as most studies were performed on CdSe QDs which already have a narrow PSD in batch. The PSD of multicomponent QDs from batch synthesis, in contrast, is usually quite broad. In the present work, we successfully transferred the one-pot synthesis of CuInS$_2$ QDs to two different flow reactors and investigated the impact of reactor characteristics on QD synthesis and products’ PSD. Remarkably, continuous synthesis in flow reactors offered several advantages:

First, the reaction time was dramatically reduced down to a few minutes in the flow reactors. Second, the PSD is significantly narrower in the flow syntheses compared to batch synthesis. Third, purification of the continuously synthesized product was faster and economically more feasible as the number of centrifugation cycles was reduced.

These improvements were mainly ascribed to a very efficient heat transfer in flow reactors impacting the reaction kinetics of both particle formation and side-reactions. Based on the LaMer model, a possible reaction scheme was developed for both continuous flow and batch syntheses. We are confident that an improved heat transfer in general has a positive impact on products’ PSD for various material systems, especially when the synthesis procedure involves thermal decomposition of precursors. Minimization of solvent viscosity and dispersion effects is considered to further narrow the PSD for such
multicomponent material systems. For future research, purification techniques compatible with continuous processing need to be evaluated with regard to both applicability and final product properties. A recent review by Shen et al. highlights both established and emerging (continuous) purification approaches and discusses them in the framework of surface chemistry and optical properties. Our finding of a less rigid organic surrounding for the flow product holds promise to facilitate the continuous purification. Furthermore, negligible differences between the products synthesized in MR and TR indicate that these processes were conducted in a regime where heating is not a limiting factor. Therefore, the applied TR is well-suited for upscaling.
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