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2.1 Introduction

Edge computing is rapidly evolving to alleviate latency, bandwidth and Quality-of-Service concerns of Cloud-based applications as billions of ‘things’ are integrated to the Internet [1]. Current research has primarily focused on decentralizing resources away from centralized Cloud data centers to the Edge of the network and making use of them for improving application performance. Typically, Edge resources are configured in an ad hoc manner and an application or a collection of applications may privately make use of them. These resources are not publicly available, for example like Cloud resources. Additionally, Edge resources are not evenly distributed, but are sporadic in their geographic distribution.

However, ad hoc, private and sporadic Edge deployments are less useful in transforming the global Internet. The benefits of using the Edge should be equally accessible to both the developing and developed world for ensuring computational fairness and for connecting billions of devices to the Internet. However, there is minimal discourse on how Edge deployments can be brought to bear in a global context - federating them across multiple geographic regions to create a global Edge-based fabric that decentralizes data center computation. This of course is currently impractical, not only because of technical challenges, but is also shrouded by social, legal and geopolitical issues. In this chapter, we discuss two key challenges - networking and management in federating Edge deployments as shown in Figure 2.1. Additionally, we consider resource and modeling challenges that will need to be addressed for a federated Edge.

The key question we will be asking for addressing the networking challenge is “How can we create a dynamic enough networking environment that is compatible with the foreseen Edge computing scenarios in a federated setting” [2]. This is already a difficult issue for standalone and/or small-scale Edge deployments and requires further consideration in a federated setting. The dynamicity required is provided by the programmability of networking resources available through Software Defined Networking (SDN) in the today’s context [3][4]. SDN with its northbound programming interface is an ideal candidate for the orchestration of Edge computing resources [5]. In the federated Edge context, however, a global coordination within SDN administrative domains would be needed. A harmony between local Edge deployments and the federated infrastructure is critical since both views of the system will be based on the same networking resources, possibly from competing perspectives. This will likely require a complete rethinking of the networking model for the Edge and further effort on the East-West interface of SDN. This chapter will discuss the networking challenges and will provide directions to resolve them.
As in any large-scale computing infrastructure, addressing management challenges becomes pivotal in offering seamless services. Currently, Edge-based deployments assume that services running on an Edge node either can be cloned or will be available on an alternate Edge node [6]. While this is a reasonable assumption for developing research in its infancy, it becomes a key challenge when federating Edge resources. In this context, future Internet architectures will need to consider how services can be rapidly migrated from one node to another based on demand [7]. Current technologies have limited scope in realizing this because of the large overheads and the lack of suitability for resource-constrained environments, such as the Edge. We will provide a discussion on management issues - benchmarking, provisioning, discovery, scaling and migration and provide research directions to address these [8][9].

Additionally, we present the resource and modeling challenges in this area. The resource challenge is related to both the hardware and software levels of resources that are employed at the Edge [10][11][12][13]. Although there are a number of reference architectures available for Edge based systems, we are yet to see a practical implementation of these systems. Often the hardware solutions are bespoke to specific applications and bring about heterogeneity at a significant scale that is hard to bridge. On the other hand, the software solutions that offer abstraction for making Edge resources publicly available have large overheads since they were designed for Cloud data centers.

The final consideration is the Modeling challenge. Integrating the Edge into the Cloud computing ecosystem brings about a radical change in the Internet architecture. It would be practically impossible to investigate and know the implications of large-scale Edge deployments, both from a technological and socio-economic perspective. A number of these can be modeled in simulators that offer the advantage of repeatability of experiments, minimizing hardware costs on experimental testbeds and testing in controlled environments.
However, our current understanding of interactions among users, Edge nodes and the Cloud is limited.

Throughout this chapter, we use the general term “Edge” to refer to a collection of technologies that aim towards decentralizing data center resources for bringing computational resources closer to the end user. Mobile Cloud Computing (MCC), Cloudlets, Fog computing, Multi-access Edge Computing (MEC) can all be considered as instances of Edge computing [9]. Therefore, generally speaking, the principles discussed in this chapter can be broadly applied to the aforementioned technologies.

The remainder of this chapter is organized in line with the above discussion and is as follows. Section 2.2 considers the networking challenge. Section 2.3 considers the management challenge. Section 2.4 presents the resource and modeling challenges. Section 2.5 concludes this chapter.

### 2.2 The Network Challenge

The network environment in which Edge servers will facilitate distributed computing is likely to be dynamic. This is because of the constantly varying demands at the end user level. The network infrastructure will need to ensure that the Quality-of-Service (QoS) of applications and services that will be deployed are not affected [15]. For this the quality of user experience cannot be compromised and the coordination of activities to facilitate Edge computing must be seamless and hidden from the end-user [16].

Table 2.1 summarizes the network challenges we consider in this chapter. The general networking challenge is in coping with the highly dynamic environment that the Edge is anticipated to be. This directly affects for example user mobility. As computational resources are placed closer to the source of the traffic, services become contextual. This results in the need for handling application layer handovers from one Edge node to another [17]. Depending on where the users are located and how request patterns are formed, the location of a service may change at any time. Another challenge is related to maintaining QoS in a dynamically changing environment.

| Networking Challenge | Why does it occur? | What is required? |
|-----------------------|--------------------|------------------|
| User mobility         | Keeping track of different mobility patterns | Mechanisms for application layer handover |
| QoS in a dynamic environment | Latency-intolerant services, dynamic state of the network | Reactive behavior of the network |
| Achieving a service-centric model | Enormous number of services with replications | Network mechanisms focusing on “what” instead of “where” |
| Ensuring reliability and service mobility | Devices and nodes joining the network (or leaving) | Frequent topology update, monitoring the servers and services |
Managing multiple administrative domains | Heterogeneity, separate internal operations and characteristics, different service providers | Logically centralized, physically distributed control plane, vendor independency, global synchronization

Table 2.1: Network challenges, their causes and potential solutions in federating Edge resources

2.2.1 Network Challenges in a Federated Edge Environment

Federating Edge resources brings about a larger number of networking challenges related to scalability. For example, global synchronization between different administrative domains will need to be maintained in a federated Edge. Individual Edge deployments will have different characteristics, such as the number of services hosted and end-users in its coverage. In a federated context, different service offloads from multiple domains will need to be possible and will require synchronization across the federated deployments. In this section, we consider three challenges that will need to be addressed. We assume that Edge computing applications will be shaped by novel traffic characteristics that will leverage Edge resources possibly from different service providers.

The first challenge is in achieving a service-centric model on the Edge. The traditional host-centric model follows the ‘server in a given geographic location’ model, which is restrictive in a number of ways. For example, simply transferring a Virtual Machine (VM) image from one location to another can be difficult. However, in global Edge deployments, the focus needs to be on ‘what’ rather than ‘where’ so that services can be requested without prior knowledge of its geographic location [18]. In this model, services may have a unique identifier, may be replicated in multiple regions, and may be coordinated. However, this is not a trivial task given the current design of the Internet and protocol stacks, which do not facilitate global coordination of services.

The second challenge is in ensuring reliability and service mobility. User devices and Edge nodes may connect and disconnect from the Internet instantly. This could potentially result in an unreliable environment. A casual end-user device will be expecting seamless service perhaps via a plug and play functionality to obtain services from the Edge, but an unreliable network could result in latencies. The challenge here will be to mitigate this and create a reliable environment that supports the Edge. One mechanism to implement reliability is by either replicating services or by facilitating migration (considered in the management challenge) of services from one node to another. The key challenge here is to keep the overheads to a minimum so that the QoS of an application is not affected in any way.

The third challenge is in managing multiple administrative domains. The network infrastructure will need to be able to keep track of recent status of the network, Edge servers and services deployed over them. When a collection of end-user devices requires a service at the Edge, firstly the potential Edge host will need to be determined. The most feasible Edge node will then be chosen as the resource for the execution. There are two alternate scenarios that need to be considered for this operation: (i) the server is nearest to the end-users, or (ii) the potential server resides in another geographic region. Independent of the scenario, the network should forward the request to the server, and return the response to the end-user. During this progress, the data packets may travel across several distinct domains with multiple transport technologies. The challenge here is given this heterogeneity, user experience must not be compromised and the technical details may need to be concealed from the user device.
Addressing the above challenges require a solution that inherits the characteristics of both a centralized and distributed system. In order to achieve a global view of the network and maintain synchronization across separate administrative domains, the network orchestrator will need to follow a centralized structure. However, the control operations for coordinating the internal operations of a private domain will need to be distributed. In other words, the control of the network should be distributed over the network but should be placed within a logically centralized context.

### 2.2.2 Addressing the Network Challenge

We propose Software Defined Networking (SDN) as a solution for addressing the networking challenges as it naturally lends itself to handling them [5]. The key concept of SDN is to separate the control plane from the data plane and concentrate the core logic on a software-based controller [19]. The controller maintains the general view of the underlying network resources through its logically centralized structure [20]. This simplifies the management of the network, enhances the capabilities of the resources, and lowers the complexity barriers by utilizing resources more efficiently [21][22]. Most importantly, SDN facilitates instantaneous decision making in a dynamic environment by monitoring the status of the network at any time.
The control plane communicates with the underlying network nodes through the OpenFlow protocol [23], which is considered as de-facto standard for the southbound interface of the SDN. On the other hand, the applications that define the behavior of the network communicate with the controller through the northbound interface, although it still remains to be standardized [24][25].

The programmable control plane can be either centralized or distributed physically. The initial proposal of SDN and OpenFlow considers a campus environment, and the design criteria were based on a single controller assuming that the control channel can handle the typical area of coverage. However, the novel Edge computing scenarios demand more than this. In order to make Edge deployments publicly accessible and to construct a global pool of computing resources at the Edge, the control plane should be distributed to enable the orchestration with multiple control instances. A typical SDN-orchestrated Edge computing environment is depicted in Figure 2.2 where the network devices are aligned with the SDN controller and related northbound applications.

The logically centralized scheme of the control plane is a key feature to manage user mobility by simplifying the management of the connected devices and resources [26]. When a new device is connected to the network or authenticated to another network due to mobility, the network should react as soon as possible and provides the plug and play functionality. This capability is granted to the SDN controller with a functionality of topology discovery through the OpenFlow Discovery (OFDP) protocol [27]. As soon as the state of an end-user changes, the corresponding flow rules are immediately updated by the controller. Through a module implemented as a northbound application, the topology is checked frequently and any newly added, disconnected or modified node can be updated on the topology view. The opportunity here is that the node can be either an end-user device, a computational resource or a switch. The controller can handle the integration of each type of component while updating the topology view. This approach also enables to handle the application layer handover, which is triggered by the mobility during service offloading.

The utilization of OpenFlow-based switches, such as OpenvSwitch [28], and SDN controller as the umbrella of the whole system enhances the effectiveness of the control through a better resolution of management [29]. Considering the northbound applications that define the behavior of the network through user-defined policies, the network could be reactive or proactive. For instance, in a university campus environment, students and university staff are always in motion. The traffic flow increases during daytime and decreases after working hours. In this single administrative domain, where mobility is high, the reactive operations come into prominence. Through the ability of gathering statistical information, such as the traffic load forwarded by a certain node or link, from the data plane elements by exchanging OpenFlow messages, the SDN controller may dictate flow rules that lead to near optimal solutions within the network. In the case of Edge computing, where multi-tenants share resources and application instances enforce strict QoS criteria in terms of latency, the SDN controller can modify the flow rules at the Edge of the network if an Edge server becomes highly loaded or a probability of congestion emerges. The SDN controller not only monitors the status of the networking nodes and links, it can also be integrated with a server monitor functionality through a northbound application. Therefore, one can define a customized policy that is able to provide a load-balancing algorithm considering both computing and networking resources.
Federating Edge resources creates a globally accessible infrastructure, but makes the environment more dynamic. Managing mobility within a single domain, handling the application layer handover among the servers in the same vicinity and reacting to the changes due to a set of users can be leveraged by a single control plane component. However, the realistic and practical approaches of Edge computing deployments necessitate a network behavior to support flexibly the operations of a federated setting in a global context. As might be expected, a single control plane cannot satisfy the global management of various types of devices and administrative domains. The evolution of SDN and OpenFlow allows for a logically centralized but physically distributed control plane. The data traffic may be forwarded through at least two different domains that belong to separate service providers. Therefore, there is a need for abstraction and control over the disjoint domains with multiple controllers.

A controller can be deployed for handling the operations within a single domain. However, there will be the need for inter-domain or inter-controller communication to maintain reliability in forwarding traffic to the gateways. This communication is provided by the east-west interface. The control plane can be organized as either hierarchical or flat. In the hierarchical structure, a master plane provides the synchronization among the domains. The lower-level controllers are responsible for their own domains. If an event occurs within a domain, the corresponding controller can update the other controllers by informing the master controller. When a flat structure is utilized, the controllers communicate directly with each other to achieve synchronization through their east-west interfaces.

In a federated Edge setting, the distributed control plane will play an important role for addressing scalability and consistency issues. Considering a service-centric environment, multiple controllers should simultaneously handle coordinating the service replications and tracking their locations. Without the flexibility provided by SDN and programmable networks [30], it requires extra effort to implement the service-centric design. Since SDN can intrinsically retrieve a recent view of the underlying network, controllers can keep track of the locations of the services. A northbound application that maps the service identifiers to the list of locations paves the road for embedding the service-centric model into the global Edge setting. Whenever a user offloads a service by specifying its identifier, the controller responsible for that domain can inspect this information and retrieve the list of possible destinations. The list of possible destinations is frequently updated by communicating with the remaining controllers that are coordinating other administrative domains. With the help of an adjacent load balancing northbound application, the network can determine the most feasible server and forward the request by modifying the header fields of the packet. If the destination is deployed in another region, the forwarding operation requires the packets to be routed over multiple domains and it is handled by the cooperative work of the distributed control plane. If a new service is deployed within a region or a replication of a service is created, the responsible controller initially updates its database and creates an event to inform the other controllers to keep them synchronized. The OpenFlow messages exchanged through the east-west interfaces provide the global synchronization in case of an event.

Service mobility needs to be addressed in the context of a federated Edge. Creating, migrating and replicating services need to be accomplished at the Edge to deal with varying traffic patterns and load balancing [31]. SDN again is a candidate solution since it determines possible destination nodes and the path that can be taken for migrating a service such that the performance is least affected (congestion is prevented) [32]. The operation in SDN can be carried out using flow rules.
In research and experiments, SDN is known for managing and handling heterogeneity well [33][34]. From a network perspective, federated Edge environments will typically be heterogeneous in that they will comprise different network types in addition to the varying traffic flow patterns. In this case, the control plane could provide an interoperable-networked environment comprising multiple domains that belong to different providers for both Edge servers and end-user devices. Additionally, vendor dependency and compatibility issues between different networking devices are eliminated [35].

2.2.3 Future Research Directions

The integration of Fog computing and SDN has immense potential for accelerating practical deployments and federating resources at the Edge. However, there are avenues that still need to be explored for bridging the gap between Fog computing and SDN. In this section, we consider four such avenues as directions for future research:

1. **The implementation of wireless networking and SDN.** Existing research and practical implementations achieve network virtualization via SDN. However, the focus is usually on the virtualization and management of SDN controllers in a wired network [36]. We believe to exploit the benefits of SDN and current standards, such as OpenFlow, fully also for wireless networks for federating Edge nodes which will be serving mostly a mobile community in the future.

2. **Standardization of interfaces for interoperability.** OpenFlow is currently the de facto standard for the southbound interface; however, there are no recognized standards for northbound communication (although the Open Networking Foundation (ONF) for northbound standards [37] organizes a working group). Lack of standardization prevents interoperability among northbound applications that run on top of the same controller. We believe that developing standards for the northbound applications is another important avenue for future research. Additionally, existing SDN-based scenarios do not depend on the east-west interface and there is very little research in this area. Communication between the adjacent controllers needs to become more reliable and efficient in order not to burden the control channels. We believe that focusing efforts towards this area will provide opportunities for federating a pool of computational resources at the Edge.

3. **Enhancing programmability of existing standards and interfaces.** Our experience in programming using OpenFlow leads us to recommend the implementation of additional functionalities. The recent version of OpenFlow (v1.5.1) provides only partial programmability within the network. In order to enable federation of Edge resources for generic Fog deployments, we believe additional research is required for enhancing the programmability of standards and interfaces.

4. **Scalability of SDN planes for reaching wider geographic areas.** It is anticipated that Edge nodes will be distributed over a wide geographic area and there will be distinct administrative domains in Fog computing systems. Here, a distributed form of the SDN control plane is required to communicate with the adjacent controllers. Therefore, we recommend further investigation of the scalability of SDN planes [38]. This is challenging because there are no standards in place for east-west interfaces, which will need to be utilized for the inter-controller communication.


2.3 The Management Challenge

Adding a single layer of Edge nodes in between the Cloud and user devices introduces significant management overheads. This becomes even more challenging when clusters of Edge nodes need to be federated from different geographic locations to create a global architecture. In this section, we consider four management challenges that will need to be addressed and are presented in Table 2.2.

The first management challenge is related to **discovering Edge resources** both at individual and collective levels. At the individual level, potential Edge nodes that can provide computing will need to be visible in the network, both to applications running on user devices and their respective cloud servers. At the collective levels, a collection of Edge nodes in a given geographical location (or at any other granularity) will need to be visible to another collection of Edge nodes. In addition to the system challenges, assuming that an Edge node has near similar capabilities of a network device and general purpose computational device, the challenge here is to determine the best practice for discovery - whether discovery of Edge nodes is (i) self-initiated and results in a loosely coupled collection, (ii) initiated by an external monitor that results in a tightly coupled collection, or (iii) a combination of the former.

| Management challenge          | Why should it be addressed?                                                                 | What is required?                                      |
|------------------------------|---------------------------------------------------------------------------------------------|-------------------------------------------------------|
| Discovery of Edge nodes      | To select resources when they are geographically spread and loosely coupled                  | Light-weight protocols and handshaking                |
| Deployment of service and applications | Provide isolation for multiple services and applications                                      | Monitoring and benchmarking mechanisms in real-time    |
| Migrating services           | User mobility, workload balancing                                                            | Low overhead virtualization                           |
| Load balancing               | To avoid heavy subscription on individual nodes                                              | Auto-scaling mechanisms                               |

Table 2.2: Management challenges, the need for addressing them and potential solutions in federating Edge resources

The second management challenge is related to **deploying services and applications on the Edge**. Typically, a service that can furnish requests from user devices will need to be offloaded onto one or a collection of Edge nodes. However, this will not be possible without knowing the capabilities of the target Edge and matching them against the requirements of services or applications (such as the expected load and amount of resources required), given that there may be multiple clusters of Edge nodes available in the same geographic location. Benchmarking multiple Edge nodes (or multiple collections) simultaneously will be essential here to meet the service objectives. This is challenging and will need to be performed in real-time.

The third management challenge is related to **migrating services across the Edge**. Existing technology allows for deploying applications and services using Virtual Machines (VMs), containers and unikernel technologies. These technologies have proven to be useful in the Cloud context to deploy an application and migrate them across data centers. Given the availability of significant resources in a Cloud data center it is not challenging to maintain a large repository of images that can be used to start up or replicate services in the event of failures or load balancing. This however is challenging on the Edge given the real-time and
resource constraints. Additionally, the shortest path in the network for migrating services from an Edge node to another will need to be considered.

The fourth management challenge is related to the load balancing at the Edge. If there is significant subscription of services at the Edge, then the resource allocation for individual services on a single Edge node or in the collection will need to be managed. For example, if there is one service that is heavily subscribed when compared to other services that are dormant on the Edge, then the resources allocated to the heavily subscribed service will need to be scaled. While this is just one scenario, it becomes more complex when more services require resources from the same collection of Edge nodes. This will require significant monitoring of resources at the Edge, but traditional methods cannot be employed given the resource constraints on Edge nodes. Similarly, mechanisms will need to be put in place for scaling the resources for one service (which may be heavily subscribed) while de-allocating resources from dormant services. Both the monitoring and scaling mechanisms will need to ensure integrity so that the workload is fairly balanced.

2.3.1 Current Research

Existing techniques for discovery of Edge nodes can be classified based on whether they operate in a multi-tenant (i.e. more than one service can be hosted on the Edge node) environment or not. For example, FocusStack discovers Edge nodes in a single tenant environment [39], whereas ParaDrop [40] and Edge-as-a-Service (EaaS) [41] operate in multi-tenant Edge environments. However, there are additional challenges that will need to be addressed to enable discovery when multiple collections of Edge nodes are federated.

Current research on deploying services focus on pre-deployment resource provisioning (matching requirements of an application against available resources before the application is deployed) [42]. Post-deployment becomes even more important both in the context of individual Edge nodes and federated Edge resources due to variability (more applications need to be hosted on a collection of Edge nodes) of workloads that are anticipated on the Edge. Additionally, workload deployment services that operate on distributed clusters focus on large jobs, such as Hadoop or MapReduce [43][44]. However, post-deployment techniques suitable for more fine-grained workloads will be required for federated Edge resources.

Migration of services via Virtual Machines (VMs) across clusters is possible, but in reality has a significant time overhead [45][46]. Additionally, live migration across geographically distributed Cloud data centers is more challenging and time consuming. Similar strategies have been adopted in the context of Edge resources for live migration of VMs [47][48]. While this is possible although migration takes a few minutes it is still challenging to use existing strategies for real-time use. Additionally, VMs may not be the de facto standard for hosting services on the Edge [11][49]. Alternate lightweight technologies, such as containers, and how they may be used to migrate workloads at the Edge will need to be investigated and the strategies underpinning these will need to be incorporated within container technologies.

Monitoring of Edge resources will be a key requirement for achieving load balancing. For example, performance metrics will need to be monitored for implementing auto-scaling methods to balance workloads on the Edge. Existing monitoring systems for distributed systems either do not scale or are resource consuming. These are not suitable for large-scale resource constrained Edge deployments. Current mechanisms for auto scaling resources are
limited to single Edge nodes and employ lightweight monitoring [11]. However, scaling these mechanisms are challenging.

2.3.2 Addressing the Management Challenges

Three of the above four research challenges, namely discovery, deployment and load balancing were addressed in the context of individual Edge nodes at Belfast on the Edge-as-a-Service platform and the ENORM framework.

Edge-as-a-Service (EaaS) Platform

The Edge-as-a-Service (EaaS) [41] platform targets the discovery challenge and implements a lightweight discovery protocol for a collection of homogeneous Edge resources (Raspberry Pis). The EaaS platform operates in a three-tier environment - top tier is the Cloud, bottom tier comprises user devices and middle tier contains Edge nodes. The platform requires a master node, which may either be a compute available network device or a dedicated node and executes a manager process that communicates with the Edge nodes. The master node manager communicates with potential Edge nodes and installs a manager on the Edge node to execute commands. Administrative control panels are available on the master node to monitor individual Edge nodes. Once the EaaS platform discovers an Edge node, then Docker or LXD containers can be deployed. The platform was tested in the context of an online game, similar to the popular PokeMon Go, to improve the overall performance of the application.

The benefit of this platform is that the discovery protocol that is implemented is lightweight and the overhead is a few seconds for launching, starting, stopping or terminating containers. Up to 50 containers with the online game workload were launched on an individual Edge node. However, this has been carried out in the context of a single collection of Edge nodes. Further research will be required to employ such a model in a federated Edge environment.

The major drawback of the EaaS platform is that it assumes a centralized master node that can communicate with all potential Edge nodes. The research also assumes that the Edge nodes can be queried and can via owners be made available in a common marketplace. Additionally, the security related implications of the master node installing a manager on the Edge node and executing commands on the Edge node is not considered.

Edge NOde Resource Management (ENORM) Framework

The ENORM framework [11] primarily addresses the deployment and load balancing challenges on individual Edge nodes. Similar to the EaaS platform ENORM operates in a three-tier environment, but a master controller does not control the Edge nodes, instead it is assumed that they are visible to Cloud servers that may want to make use of the Edge. The framework allows for partitioning a Cloud server and offloading it to Edge nodes for improving the overall Quality-of-Service (QoS) of the application.

The framework is underpinned by a provisioning mechanism for deploying workloads from a Cloud server onto an Edge server. The Cloud and an Edge server establish a connection via handshaking to ensure that there are sufficient resources available to fulfil the request of the server that will be offloaded onto the Edge. The provisioning mechanism caters for the entire
lifecycle of an application server from offloading it onto the Edge via a container until it is terminated and the Cloud server is notified.

Load balancing on a single Edge node is accomplished by implementing an auto-scaling algorithm. It is assumed that an Edge node could be a traffic routing node, such as a router or mobile base station and therefore an offloaded service should not compromise the QoS of the basic service (traffic routing) that is executed on the node. Each application server executing on the Edge node has a priority. Each Edge server is monitored (in terms of both network and system performance) and it is estimated whether the QoS can be met. If an Edge server with a higher priority cannot meet its QoS, then the resources for the application is scaled. If the resource requirements of an application cannot be met on the Edge then it is moved back to the Cloud server that offloaded it. This occurs iteratively in periodic intervals to ensure that the QoS is achieved and the node is stable.

The ENORM framework is also validated on the online game use-case as for the EaaS platform. It is noted that the application latency can be reduced between 20% - 80% and the overall data transferred to the Cloud for this use-case is reduced by up to 95%.

### 2.3.3 Future Research Directions

Both the EaaS platform and the ENORM framework have limitations in that they do not assume federated Edge resources. In this section, the following four research directions for addressing management challenges when federating Edge resources are considered:

1. **Coordinating management tasks between heterogeneous nodes of multiple Edge collections.** Federating Edge resources inevitably requires the bringing together heterogeneous Edge nodes (routers, base stations, switches and dedicated low power compute devices). While managing homogeneous resources in itself can be challenging, it will be more complex to coordinate multiple collections of heterogeneous resources. The challenge here is enabling the required coordination via a standard protocol to facilitate management between devices that are geographically apart, that have varying CPU architectures, and may inherently be used for network traffic routing.

2. **Developing real-time benchmarking services for federated Edge resources.** Given the varying computational capabilities and workloads on (traffic through) Edge nodes, cloud servers will need to benchmark reliably a portfolio of Edge nodes. Either this portfolio may be from different or the same geographic location, so that via benchmarking the application server can identify Edge nodes that may meet Service Level Objectives (SLOs) if a partitioned workload needs to be deployed on the Edge. Mechanisms facilitating this in real-time will need to be developed.

3. **Facilitating rapid migration between federated Edge resources.** Current migration techniques typically have overheads in the order of a few minutes in the best cases when attempting to migrate from one node to another. This overhead will obviously increase with geographic distance. Current mechanisms for migration take a snapshot of the VM or the container on an Edge node and then transport this across to another node. To facilitate fast migration perhaps alternate virtualization technologies may need to be developed that allow for migration of more abstract entities (such as functions or programs). This technology may also be employed in upcoming serverless computing platforms for developing interoperable platforms across federated Edge resources.
4. **Investigating fine-grain resource allocation/deallocation for load balancing using auto-scaling.** Current auto-scaling methods add or remove discrete predefined units of resources on the Edge for auto-scaling. However, this is limiting in resource-constrained environments in that resources may be over-provisioned. Alternate mechanisms will need to be investigated that can derive the amount of resources that need to be allocated/deallocated based on specific application requirements to meet SLOs without compromising the stability of the edge environment.

### 2.4 Miscellaneous Challenges

The previous two sections have considered the networking and management challenges in federating Edge resources that are geographically distributed. However, there are additional challenges that need to be considered. For example, the challenge of developing pricing models to make use of Edge resources. This will rely on a solution space that cannot be fully foreseen today given that the technology for supporting public Edge computing is still in its infancy. In this section, we consider two further challenges, namely the resource and modeling challenges as shown in Figure 2.3, which are dependent on both networking and management.

![Figure 2.3. Resource and Modeling Challenges in federating Edge resources](image)

#### 2.4.1 The Research Challenge

The prospect of including an Edge layer between Cloud data centers and user devices for emerging applications is appealing because latency and transmission of data to the core of the network can be minimized to improve the overall Quality-of-Service of an application. Although there are reference Edge architectures and test beds that validate these architectures, Edge computing is not yet publicly adopted and we are yet to see large-scale practical implementations of these systems. We present five resource challenges that will need to be addressed before an Edge layer can become a practical reality.
The first resource challenge is related to deploying Edge nodes. It is still not clear whether Edge nodes are likely to be (i) traffic routing nodes, such as routers, switches, gateways and mobile base stations that integrate general purpose computing via CPUs on them, (ii) dedicated computing nodes with low power compute devices on which general purpose computing can be achieved, such as micro Clouds, or (iii) a hybrid of the former. In the retail market, products that enable general purpose computing on traffic routing nodes are available. For example, Internet gateways that are Edge enabled are currently available in the market\(^1\). Additionally, there is ongoing research that aims to use micro Cloud data centers at the Edge of the network\(^2\). It seems that there is a business use case for either option, but how the latter will coexist with traffic routing nodes is yet to be determined. Furthermore, the migration to the former may take a long time since existing traffic routing nodes will need to be upgraded.

The second resource challenge is related to developing unified architectures to account for heterogeneity. Bringing different types of Edge-based nodes with varying performance and compute resources as a coherent single layer or multiple layers can be challenging from a software, middleware and hardware perspective. Given the wide variety of Edge computing options proposed ranging from small home routers to micro Cloud installations, federating them will require the development of unified interoperable standards across all these nodes. This is unprecedented and will be unlike the standards that have been used on the Cloud where large collections of compute resources have the same underlying architecture. If this were the case, then applications and services will need to be executed in a manner oblivious to the underlying hardware. However, current research that enables this via virtualization or containerization is not suitable and is not available for all hardware architectures.

The third resource challenge is related to public usability of Edge nodes. Regardless of how the Edge layer is enabled, it is anticipated to be accessible both for bringing computation from Clouds closer to the user devices and for servicing requests from user devices or processing data generated from a large collection of sensors before it is sent to the Cloud. This raises several concerns - (i) How will Edge nodes be audited? (ii) Which interface will be used to make them publicly accessible? (iii) Which billing model will be required? (iv) Which security and privacy measures will need to be adopted on the Edge? These concerns are beyond the scope of this chapter. However, they will need to be addressed for obtaining publicly usable Edge nodes.

The fourth resource challenge is related to interoperability with future communication networks. In the context of Edge computing systems, the network itself is a critical resource that defines the overall performance of an Edge solution. Resource management strategies should consider the network resources as well as the computational resources for the efficient operation of the Edge systems [14]. Initial Edge computing proposals almost exhaustively employ WLAN technologies for accessing computational resources. However, this is likely to change given the emergence of 5G. QoS provided at the level of tactile Internet makes 5G systems a strong alternative for Edge access [52]. Considering the potential of Edge systems, European Telecommunications Standards Institute (ETSI) started the Multi-Access Edge Computing (MEC) standardization with many contributors from the telecom industry [53]. MEC, in principle, is an Edge computing architecture that is envisioned as an intrinsic

\(^1\) http://www.dell.com/uk/business/p/edge-gateway
\(^2\) http://www.dell.com/en-us/work/learn/rack-scale-infrastructure
component of 5G systems. With 5G practical deployments whether Edge computing services will rely on the MEC functionality or whether they will make use of high bandwidth 5G network capabilities and position themselves as an Over-The-Top (OTT) is not yet clear and will depend on parameters including cost and openness. The two options will dictate radically different positions for the federation of Edge computing systems. ETSI-MEC with its inherent position within the 5G architecture will closely couple Edge systems in general and their federation with the telecom operators’ operation of the whole network.

The fifth resource challenge is related to adjusting network slices for Edge systems. Another important opportunity that is anticipated to be provided by future networks is slicing. Network slices are defined as logical networks overlaid on a physical or virtual network that can be created on demand with a set of parameters [52]. Slicing will allow network operators to cater for QoS specific to a service or a group of services. Although, slicing is not an approach that is particular to Edge computing, it will significantly affect the operation and the performance of Edge systems. An end-to-end slice dedicated to each service on an Edge server would be beneficial. However, this becomes challenging as the slices become fine grained due to scalability and management challenges. In addition, slicing related to Edge computing needs to consider the volume of interaction between Edge and Cloud servers. A simple approach would be to assign slices for every Edge deployment and expect the Edge orchestration system to assign additional resources within the Edge system. In a federated setting, a finite capacity of resources may be assigned to a set of standalone Edge systems and the overall slice of the individual Edge system may be adjusted globally considering resource usage patterns.

2.4.2 The Modeling Challenge

Edge Computing has paved way for a variety of technologies, such as Mobile Cloud Computing (MCC), Cloudlets, Fog computing and Multi-access Edge Computing (MEC) [5]. These indicate that Edge solutions can be obtained in multiple domains using different techniques. Given that there are no de facto standards and that there is an abundance of Edge architectures emerging in the literature, tools for modeling and analyzing Edge systems are required.

One option to model Edge systems is to implement test beds that are specific to the requirements of a use case. Given the availability of open source tools to virtualize resources (computational and network), it would be feasible to develop test beds for a research environment. For example, the Living Edge Lab³ is an experimental testbed. However, setting up testbeds can be quite expensive. Additionally, for a complete performance analysis, testbeds and sometimes even real world deployments may not lend themselves to repeatable and scalable experiments as could be obtained using simulators [50]. Therefore, simulators are employed to complement experimental testbeds for a thorough evaluation.

At the heart of a simulator is a complex mathematical model that captures the environment. Although simulators are advantageous, numerous modeling challenges will need to be addressed in designing an ideal (or even a reasonable) simulator [51]. An ideal simulation environment should incorporate programming APIs, management of configuration files and UI dashboards for easy modeling with minimum manual effort. We anticipate that the same

---

³ http://opendeggecomputing.org/lel.html
principles would apply to an Edge simulator. In this section, we consider five specific modeling challenges that will need to be addressed for an ideal Edge simulator.

The first challenge is related to computational resource modeling. Like a Cloud data center, an Edge server will provide computational power to its users via virtualization techniques, such as Virtual Machines and containers [12]. A simulation environment in this context should support the creation, resizing, migration of virtual resources and model CPU, memory and network resource consumption at different levels of granularity (process, application and entire node). The model will need to capture the possibilities of using existing traffic routing nodes, dedicated nodes or a combination of these.

The second challenge is related to demand modeling. To be able to model the load on an Edge computing system, the demand on the Edge resource due to an individual user (or a collection of users) will need to be modeled. Accounting for the heterogeneity of mobile devices and the traffic generated by a variety of applications is complex. End user devices or a Cloud server may offload compute on to Edge servers and this will need to be accounted for in a demand model. The distribution of demand and the inter-arrival times of traffic on the Edge will need to be considered. Profiles of the users and/or family of applications with predefined distributions would also be beneficial.

The third challenge is related to mobility modeling. Mobility is a key component that will need to be considered for accurately modeling the time-varying demands on the Edge. The need for mobility arises in multiple use-cases. For example, a human with a wearable gadget moving from the coverage area of one Edge server to another could result in the migration of the service from one Edge server onto another or the replication of the service with the user data on another Edge server. In such a use case, the simulation environment should allow for designing experiments that realistically captures mobility in a variety of forms.

The fourth challenge is related to network modeling. Performance and behavior patterns of the network are critical for the overall operation of an Edge system. Accurate network delay modeling will not be easy due to dynamic workloads that operate using different network access technologies, such as Wi-Fi, Bluetooth and cellular networks. In contrast to legacy network simulators, an Edge simulation tool should be able to scale rapidly network resources. This requirement arises due to the slicing approach described previously in which multiple network slices will need to be modeled in the network [52].

The final challenge considered is the simulator efficiency. Simulators will need to be scalable, extensible to changing infrastructure requirements and easy to use. Taking into account the upcoming Internet-of-Things and Machine-to-Machine communications, the time complexity of simulators accounting for federated Edge resources should model the connections of a large number of devices and users.

2.5 Conclusion

Computational resources that are typically concentrated in Cloud data centers are now proposed to become available at the edge of the network via Edge computing architectures. Edge resources will be geographically distributed and they will need to be federated for a globally accessible Edge layer that can service both data center and user device requests. The aim of this chapter is to highlight some of the challenges that will need to be addressed for federating geographically distributed Edge resources. The chapter firstly presented the
network and management related issues. Then the chapter considered how existing research reported in the literature addresses these challenges and provided a roadmap of future directions. Subsequently, we presented additional challenges related to resources and modeling for a federated Edge. The key message of this chapter is that federating Edge resources is not an easy task. Let alone the social and legal aspects in federating, underlying technologies that will facilitate public Edge computing is still in its infancy and rapidly changing. There are a number of networking, management, resource and modeling related technological challenges that will need to be addressed for developing novel solutions to make the federated Edge computing a reality.
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