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Abstract

A fundamental aspect of limitations in learning any computation in neural architectures is characterizing their optimal capacities. An important, widely-used neural architecture is known as autoencoders where the network reconstructs the input at the output layer via a representation at a hidden layer. Even though capacities of several neural architectures have been addressed using statistical physics methods, the capacity of autoencoder neural networks is not well-explored. Here, we analytically show that an autoencoder network of binary neurons with a hidden layer can achieve a capacity that grows exponentially with network size. The network has fixed random weights encoding a set of dense input patterns into a dense, expanded (or overcomplete) hidden layer representation. A set of learnable weights decodes the input patterns at the output layer. We perform a mean-field approximation of the model to reduce the model to a perceptron problem with an input-output dependency. Carrying out Gardner’s replica calculation, we show that as the expansion ratio, defined as the number of hidden units over the number of input units, increases, the autoencoding capacity grows exponentially even when the sparseness or the coding level of the hidden layer representation is changed. The replica-symmetry solution is locally stable and is in good agreement with simulation results obtained using a local learning rule. In addition, the degree of symmetry between the encoding and decoding weights monotonically increases with the expansion ratio.
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Characterizing the power and limitations of neural network architectures for performing different computations is an important step toward understanding any neural systems. Network architectures with hidden layers provide very powerful computational power both in artificial [1, 2] and biological neural systems [3]. An important class of neural networks with hidden layers, known as autoencoders, reconstructs back the input patterns at the output layer via a code at a hidden layer that represents the input. By applying constraints such as sparseness on the hidden layer, they provide useful representation of the input for a variety of tasks. The autoencoding capacity is determined by the number of hidden units; however, a general theory for this capacity has not been put forward. Furthermore, a theory on the capacity of this architecture can open a door for better understanding deep neural networks with several hidden layers which have dramatically improved the performance of machine learning systems in a variety of tasks such as visual object recognition and speech recognition tasks [1].

Traditionally, statistical physics methods have been extensively used to characterize capacities of neural networks for classification and generalization problems, and similar related problems [2, 3, 6]. The maximal storage capacity per synapse in a simple model neuron, known as the simple perceptron, has been calculated by Elizabeth Gardner using her replica theory showing the capacity is \( \alpha_c = 2 \) [3]. The method has been widely applied to a variety of cases in perceptrons such as binary weights [7], generalization problem [2], and spatially-correlated patterns [8, 9]. Furthermore, the study of optimal storage properties of the perceptron and recurrent networks based on Gardner’s method has provided parsimonious theories for statistics of synaptic weights in neural circuits [10–13]. In comparison with the simple perceptron, the Gardner analysis is more complicated for network architectures with hidden layers because of complexities arising from additional internal degrees of freedom in the hidden layers. Consequently, researchers turned to studying tailored architectures such as the committee machine or the parity machine, which are amenable to Gardner analysis. For example, for the fully-connected committee machine, with \( N \to \infty \) input neurons, \( K(<< N) \) hidden neurons and \( p \) input patterns, the critical capacity \( \alpha_c = p_c/N \) scales as \( K \sqrt{\log K} \) [14, 15]. In spite of such progress, the maximal capacity of networks with hidden layers in the general case has not been tackled yet. In particular, the Gardner replica method has not been applied to autoencoders which solve a different problem than
multilayer perceptrons (MLP) in spite of having hidden layer representations.

In this Letter, we attempt at exploring the capacity of a simple autoencoder that is analytically tractable: the network has random encoding weights and an expansive (or *overcomplete*) architecture which provides an unexpected capacity. Thanks to the random projection and a mean-field approximation (MFA), we reduce the problem to computing the capacity of a perceptron using Gardner's replica method. The inputs and the output of the perceptron have very small correlations resulting in an unexpected result: we find that the capacity grows exponentially with the ratio of the number of hidden units to the number of input units.

Our autoencoder model is made of three layers: an input layer ($N_v$ neurons), a hidden layer ($N_h$ neurons), and an output layer ($N_v$ neurons), as seen in Fig. 1. We consider the McCulloch-Pitts neuron model with the sign transfer function — defined as $\text{sgn}(x) = +1$ if $x > 0$ and $\text{sgn}(x) = -1$ otherwise — and the synaptic input is summed linearly. The input and output layers have the same number of neurons. The input patterns are encoded into the hidden layer representation. The patterns need to be decoded from this representation at the output layer. The network is fully-connected between layers with no lateral connectivity within layers. The binary ($\pm 1$) input patterns $\{\xi^\mu\}$, where $\mu = 1, 2, ..., p$, are presented to
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**FIG. 1.** Autoencoder neural network structure. The network has three layers: the input with $N_v$ neurons, the hidden with $N_h$ neurons, and the output layers with the same number of neurons as the input layer. The output, after learning, reconstructs back the input patterns $y^\mu = \xi^\mu$ via the hidden layer representation $\sigma^\mu$. The input patterns are projected to the hidden layer by a set of fixed random encoding connections $v_{ij}$. The decoding connections are learned to reproduce the input patterns at the output layer.
the input layer. For a given pattern $\xi^\mu$, each input layer neuron $\xi^\mu_j$, where $j = 1, 2, ..., N_v$, projects with fixed random connections $v_{ij}$ to the hidden layer neurons denoted by $\sigma^\mu_i$ where $i = 1, 2, ..., N_h$. The encoding weights $v_{ij}$ are sampled from a normal distribution $\mathcal{N}(0, 1)$ and remain unchanged during learning process. The decoding weights $w_{ji}$ are initialized randomly but learned during the training phase. The goal of learning is that for each pattern $\mu$ the output layer neurons $y^\mu_j$ reproduce $\xi^\mu_j$ after learning is done i.e. $y^\mu_j = \xi^\mu_j$. We used an online learning rule, the perceptron learning rule (PLR), in the simulations [16]. The entries of the pattern matrix $\xi^\mu_j$ are independent and identically distributed random variables with probability distribution $P(\xi^\mu_j = \pm 1) = 0.5$ yielding dense regime patterns (0.5 coding level).

We define the expansion ratio $\Lambda = N_h/N_v$, and we are mainly interested in expansive autoencoders with $\Lambda \geq 1$, where the exponential capacity occurs. The maximal capacity ratio (or simply the maximal capacity) is defined as the maximal number of patterns that can be decoded at the output layer divided by the number of hidden layer units, i.e. $\alpha_c = p_{\text{max}}/N_h$. We are interested in calculating the maximal capacity in the thermodynamic limit $N_v, N_h \to \infty$ but with finite $\Lambda$.

Once a pattern $\xi^\mu$ is presented at the input layer, the network will update the corresponding hidden layer $\sigma^\mu$ and the output layer $y^\mu$ using the following dynamics for each $i$ and $j$: $\sigma^\mu_i = \text{sgn} \left( \sum_{j=1}^{N_v} v_{ij} \xi^\mu_j \right)$ and $y^\mu_j = \text{sgn} \left( \sum_{i=1}^{N_h} w_{ji} \sigma^\mu_i \right)$. Since the patterns are unbiased the neuronal threshold is considered to be zero in the dynamics equations. The hidden units operate at 0.5 coding level due to the encoding weights being random with zero mean. Without loss of generality (w.l.o.g), we consider the spherical constraint $\sum_{i=1}^{N_h} w_{ji}^2 = N_h$ for each $j$ as it has no effect on learning the decoding weights. It is desired in an autoencoder model that $y^\mu_j = \xi^\mu_j$ for each $j$ and $\mu$. This requires that, in order to perfectly reconstruct the patterns, the following conditions must hold for each $\mu$ and $j$:

$$\xi^\mu_j = \text{sgn} \left( \sum_i w_{ji} \text{sgn} \left( \sum_l v_{il} \xi^\mu_l \right) \right).$$  \hspace{1cm} (1)

In order to make the Eq. (1) amenable to Gardner’s replica calculations, we propose the following mean-field approximation (MFA) where we separate the contribution of $\xi^\mu_j$, w.l.o.g. for an arbitrary chosen $j$, in the local field of the hidden units and treat the rest of the
summation as quenched Gaussian noise \( z^\mu_i \). The hidden unit dynamic then becomes

\[
\sigma_i^\mu = \text{sgn} \left( \sum_{l=1}^{N_v} v_{il} \xi_l^\mu + v_{ij} \xi_j^\mu \right) \approx \text{sgn} \left( z^\mu_i + v_{ij} \xi_j^\mu \right)
\]  

(2)

where the random variable \( z^\mu_i \sim \mathcal{N}(0, N_v) \) in the limit of large \( N_v \to \infty \). This approximation can be viewed as following: in finding the decoding weights for an arbitrary element \( \xi_j^\mu \), all higher-order correlations \( \langle \sigma_i^\mu \ldots \sigma_l^\mu \xi_j^\mu \rangle \) can be expressed as a function of the pairwise correlations \( \langle \sigma_i^\mu \xi_j^\mu \rangle \) where \( \langle \cdot \rangle \) denotes average over the ensemble of all pattern matrices [16]. Therefore, we have discarded some of the complexities of the correlation structure in the full model by introducing the MFA. It must be noted that due to replacing the higher order correlation with the Gaussian noise in the decoding process, the hidden units \( \sigma^\mu \) carry less decodable information about \( \xi_j^\mu \) in the MFA than in the full network causing a decrease of capacity in the MFA with respect to the full-network capacity. But as we will see, the exponential capacity can still be captured in the MFA model. We should note that, unlike the classical mean-field theories where increasing the system size makes the calculation more exact, here increasing the system size cannot recover the loss in the capacity.

The MFA model can now be reformulated as a perceptron problem with \( \sigma^\mu \) as its input and \( \xi_j^\mu \) as its output label. This allows us to compute the conditional probabilities [16]

\[
P(\sigma_i^\mu | \xi_j^\mu) \approx \frac{1}{2} + \sigma_i^\mu \xi_j^\mu \frac{v_{ij}}{\sqrt{2 \pi N_v}}.
\]  

(3)

We can implement sparseness by changing the fraction of active neurons, \( f \), in the hidden layer, ensuring that \( P(\sigma_i^\mu = +1) = f \) and \( P(\sigma_i^\mu = -1) = 1 - f \). This is done by adding a threshold \( \theta \) in the transfer function of the hidden units which becomes \( \sigma^\mu_{i, \text{sparsity}} = \text{sgn} \left( \sum_{j=1}^{N_v} v_{ij} \xi_j^\mu - \theta \right) \), where \( \theta = \sqrt{N_v} H^{-1}(f) \), \( H(x) \equiv \int_x^\infty \frac{dt}{\sqrt{2 \pi}} e^{-t^2/2} \), and \( H^{-1}(x) \) is the inverse function of \( H(x) \). The MFA can be applied to the sparse case [16], yielding conditional probabilities:

\[
P(\sigma_i^\mu | \xi_j^\mu) \approx \frac{1}{2} + \sigma_i^\mu \xi_j^\mu \frac{v_{ij}}{\sqrt{2 \pi N_v}} \exp \left( -\frac{[H^{-1}(f)]^2}{2} \right).
\]  

(4)

Following standard Gardner’s replica calculation [3], we need to calculate the typical volume of solutions of our perceptron in the weight space in the thermodynamic limit where the dimensionality of layers \( N_v, N_h \to \infty \) and the number of patterns \( p \to \infty \) with finite \( \alpha = p/N_h \) and \( \Lambda = N_h/N_v \). At maximal capacity, the typical volume shrinks to a unique solution. In order for a pattern indexed \( \mu \) to be a solution of the perceptron and be robust
with a margin, we enforce the following requirement

$$\xi_j^\mu \left( \frac{1}{\sqrt{N_h}} \sum_{i=1}^{N_h} w_{ji} \sigma_i^\mu \right) > \kappa$$  \hspace{1cm} (5)$$

where $\kappa$ is a robustness parameter providing a margin for the solution — the larger the $\kappa$, the larger the margin. The Gardner volume, for a given realization of $\xi_j^\mu$, $\sigma^\mu$, $v_{ij}$ and for a fixed $j$, is

$$\Omega = \int_{\|w\|^2 = N_h} d^{N_h} w \prod_{\mu=1}^p \Theta(\xi_j^\mu \left( \frac{1}{\sqrt{N_h}} \sum_{i=1}^{N_h} w_{ji} \sigma_i^\mu \right) - \kappa),$$  \hspace{1cm} (6)$$

where $\Theta(.)$ is the Heaviside step function, $\kappa$ is a robustness parameter. Assuming the volume is self-averaging (as in [3]), we only need to calculate the quenched average $\langle \log(\Omega) \rangle_{\xi_j^\mu, \sigma^\mu, v_{ij}}$ where $v_j \equiv v_{ij}$ with the spherical constraint has the distribution $P(v_j) = (2\pi e)^{-N_h/2} \delta(\|v_j\|^2 - N_h)$. Note that the difference between our calculation and standard Gardner calculation is that we have a dependency between the input $\sigma^\mu$ and the output $\xi_j^\mu$ of the reduced perceptron, which is given by the conditional probability distribution Eq. (S6) in the general case, and Eq. (4) in the sparse case. Using the replica method, the problem is transformed into calculating the quenched average of $\langle \Omega^\mu \rangle_{\xi_j^\mu, \sigma^\mu, v_{ij}}$ related to $n$ replicas of the system and taking the limit of $n \to 0$. We use the replica-symmetric (RS) ansatz which is known to give the correct result for the capacity of simple perceptrons with continuous weights where the space of solutions is connected therefore the replica method is known to yield correct results. We show that RS solution is locally stable [16].

We find [16] that the following two integral equations determine the critical capacity in the general case:

$$\alpha_{c}^{\text{MFA}} \int_{M^2/\sqrt{2\pi} - \kappa}^{\infty} D t \left( \kappa + t - \sqrt{2\lambda/\pi} \right)^2 = 1 - M^2$$  \hspace{1cm} (7)$$

$$\alpha_{c}^{\text{MFA}} \int_{M^2/\sqrt{2\pi} - \kappa}^{\infty} D t \left( \kappa + t - \sqrt{2\lambda/\pi} \right) \sqrt{2\lambda/\pi} = M$$  \hspace{1cm} (8)$$

where $\alpha_{c}^{\text{MFA}}$ is the critical capacity of the MFA, $M \equiv M_j = \sum_i \frac{w_{ij} w_{ji}}{N_h}$ is the degree of symmetry between the encoding and decoding connections, and $D t \equiv \frac{d t}{\sqrt{2\pi} e^{t^2}}$. These equations can be solved numerically, showing, at $\kappa = 0$, the critical capacity grows as a function of $\Lambda$ that can be approximated by an exponential $a \exp(b \Lambda)$ with $a = 15.66$, with confidence interval $(15.64, 15.69)$, and $b = 0.9239$ with confidence interval $(0.9226, 0.9252)$ and the fitting error $\text{RMSE} = 0.1413$ (see Fig. 2(a)). In the limit $\Lambda \to \infty$, this capacity scales as $\alpha_{c}^{\text{MFA}} \sim \sqrt{\lambda} e^{\Lambda/\pi}$. 


The result of the simulations of the MFA with $N_v = 100$ [16] is in good agreement with the analytical result suggesting an exponential growth of capacity with the expansion ratio $\Lambda$ on a semi-log scale plot as shown in Fig. 2(b).

This surprising exponential capacity of the MFA model is due to $N_h$ number ($\to \infty$) of vanishing small, pairwise correlations between the input and the output units, which are denoted by $m_i = \langle \sigma_i \epsilon_{j}^{\mu} \rangle = \frac{2 \sqrt{\Lambda}}{\sqrt{2 \pi N_h}}$ in our reduced perceptron. Infinite number of very small pairwise correlations provides strong evidence for the perceptron to perform the input-output association task.
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**FIG. 2.** Comparison between analytical and simulation results. (a) An exponential fit to the analytical mean-field result at $\kappa = 0$ for $\Lambda \in [1, 10]$ shows that the growth can be approximated with a small error with the exponential expression $15.66 e^{0.9239 \Lambda}$ with the fitting error RMSE $= 0.1413$. (b) The capacity is plotted as a function of the expansion ratio on a semi-log scale for simulation and analytical mean-field model at $\kappa = 0$. (c) Due to the simplification of higher order correlations after introducing the mean-field model, the capacity of the mean-field is lower than the full-model. This is illustrated by running simulations for $N_v = 100$ number of neurons. (d) The plot compares the simulation and analytical results for the symmetry between the encoding and decoding weights. As the the expansion ratio increases, this symmetry monotonically increases.
FIG. 3. The effect of robustness to noise and sparseness in the hidden units on the critical capacity of the MFA. (a) The capacity as a function of expansion ratio is plotted for a range of values of robustness $\kappa$ in a semi-log scale. The growth of capacity is exponential for all the shown values of $\kappa$. (b) Analytical results showing the capacity grows exponentially with $\Lambda$ for different levels of sparseness in the hidden units.

The capacity in the MFA does not grow as fast as the capacity in the full model with the same network size $N_v = 100$ as compared by simulations in Fig 2(c). The reason that the full model has a higher capacity (higher exponent in the exponential growth) than that of the MFA is due to the full model having more complex higher-order correlations than in the MFA.

Our theory also shows that there is a relation between the weights $v_{ij}$ encoding $\xi_j^\mu$ into the hidden layer representation and the weights $w_{ji}$ which are trying to decode $\xi_j^\mu$ from that representation. This is quantified as the degree of symmetry between the $v_{ij}$’s and the $w_{ji}$’s for a network that operates at the critical capacity and is shown in Fig. 2(d), for the simulation and analytical results. We observe that, at critical capacity, the network becomes more symmetric as the expansion ratio increases and in the limit of $\Lambda \to \infty$ the network becomes fully-symmetric.

Until now, we have focused on the results at zero robustness but the growth of capacity is still exponential when we consider a margin for the solution so that the solutions are robust to bit flips of the hidden units or white noise added to the decoding weights. We make our solutions robust to these noises by increasing $\kappa$. Fig. 3(a) compares the analytical MFA capacity for $\kappa = 0$ and non-zero robustness $\kappa$. Though the slope of the line in a semi-log scale gets smaller as we increase $\kappa$, the growth is still very close to exponential for non-zero $\kappa$. The robustness to a bit flip in the input layer might be harder to obtain while achieving
an exponential capacity. Preliminary arguments [16] for the MFA show that by setting $\kappa$ large enough to be robust to a bit flip in the input, the capacity decreases with $\Lambda$.

In the sparse hidden units regime, Eqs. (S74) and (S75) remain the same except for $M$ which is replaced by $\tilde{M} = \exp(-\frac{H^{-1}(f)^2}{2})M$. For fixed values of sparseness $f$, the capacity still grows exponentially as $\Lambda$ grows. The capacity at fixed $\Lambda$ decreases as sparseness increases, as shown in Fig. 3(b).

In summary, using Gardner’s replica method and a mean-field approximation, we derived the capacity of an expansive autoencoder neural network in the MFA. This capacity appears to be, according to simulations, a lower bound for the capacity of the full autoencoder. The small correlation between the hidden units and the output shows that the coding that happens in the hidden units is essential in achieving the exponential capacity. This gives a deeper understanding of the role of expansive hidden layers in neural network architectures.

The spatial correlation between $\xi_j^\mu$ and $\xi_k^\mu$ across the $\mu$’s is shown to have no effect on the storage capacity of a perceptron [8]. However, this correlation does increase the storage capacity of a recurrent neural network working as an autoassociative memory though not in an exponential fashion [9]. By structuring patterns, one may store exponential patterns in recurrent neural networks [17, 18]. The autoencoder considered in our study is non-recurrent, but the calculations hold also for the recurrent autoencoder version.

It would be interesting to see how optimizing the encoding weights, diluted connectivity, or adding more hidden layers can affect the trade-off between the capacity and the robustness to noise in the input layer. We used the perceptron learning rule (PLR) for learning in the simulation, but an approximate of PLR, known as the 3TLR [19] can yield similar results without relying on an explicit ‘error signal’ to learn the decoding weights.

There are theories that study various aspects of networks with hidden layers in special conditions and mainly in low capacity regimes using random connectivity or given specific learning rules [20–24]. Our case is different, as it studies the capacity of an autoencoder architecture in the optimal scenario which does not depend on the choice of the learning rule. Extension of our framework to deep autoencoders and feed forward networks used for classification is also of great interest and needs to be investigated in future.
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Supplementary Materials (Exponential Capacity in an Autoencoder Neural Network with a Hidden Layer)
Alireza Alemi, Alia Abbara

I. NETWORK SIMULATION

The goal of the model is to store a set of \( p \) uncorrelated, binary \((\pm 1)\) patterns \( \{\xi_\mu\} \) (where \( \mu \in \{1, 2, ..., p\} \)) as fixed-points of \( \xi_j^\mu = \text{sgn} \left( \sum_{i=1}^{N_h} w_{ji} \text{sgn} \left( \sum_{l=1}^{N_v} v_{il} \xi_l^\mu \right) \right) \) for each \( \mu \) and \( j \). The binary variables \( \xi_j^\mu \) are independent from each other and are in the dense regime, i.e. with probability \( P(\xi_i^\mu = \pm 1) = 0.5 \). The fixed encoding weights \( v_{ij} \) are sampled from a Gaussian distribution with mean zero and standard deviation one, ensuring the hidden units work in the dense regime as well. On the other hand, the plastic weights \( w_{ji} \) are modified during the learning process. We simulated a synchronous update of the dynamics with discrete time.

The learning rule for updating the encoding weights \( w_{ji} \) (the weights are continuous with real value) is the online version of the perceptron learning rule (PLR). The simulation of the 3TLR yielded very similar results. The learning procedure is as follows. Once a pattern \( \mu \) is presented to the input layer, the hidden layer, and the output layer are updated according to the network dynamics. Then the weights are updated using

\[
\Delta w_{ji} = \eta (\xi_j^\mu - y_j^\mu) \sigma_i^\mu 
\]

where \( \eta = 0.001 \) is the learning rate, \( y_j^\mu \) is state of the output neuron \( j \) without being clamped to the desired state \( \xi_j^\mu \). After all of the weights \( w_{ji} \) are updated, the pattern \( \mu \) is removed, another pattern is presented, and the above procedure continues. The set of patterns are presented to the network for a number of times (epochs) and they are presented in random order in each epoch. After some number of presentations, it was checked whether the patterns are learned i.e. whether the patterns \( \{\xi^\mu\} \) are the fixed points of the network dynamics. A hard limit was imposed on the number of pattern presentations (5000 iterations). If after this maximum number of presentations, the patterns were not learned, the simulation was stopped, and learning the pattern set was considered unsuccessful.

The simulation of the mean-field approximation case is done as follows: for an arbitrary
input unit $j$, we sample a Gaussian noise $z_{ij}^\mu$ for each pattern $\mu$ and each hidden unit $i$, and keep it fixed during learning. Each time the pattern $\mu$ is presented during learning, the hidden unit $i$ has the same value for the quenched noise $z_{ij}^\mu$. In the main text we chose an arbitrary $j$ then use notation $z_i^\mu \equiv z_{ij}^\mu$.

II. COMPUTING THE PROBABILITY DISTRIBUTIONS AND CORRELATIONS IN THE MEAN-FIELD APPROXIMATION MODEL

A. General case

As explained in the main text, after taking the MFA we can compute the probability distribution of the quantity $\sigma_i^\mu = \text{sgn}(z_i^\mu + v_{ij}\xi_j^\mu)$ i.e. the probability distribution of the hidden units.

The conditional probability distributions of the hidden units given $\xi_j^\mu$ is

$$P(\sigma_i^\mu = 1|\xi_j^\mu = 1) = P(z_i^\mu > -v_{ij})$$

$$= \frac{1}{\sqrt{2\pi N_v}} \int_{-v_{ij}}^{\infty} dx \, e^{-\frac{x^2}{2N_v}}$$

$$= \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{v_{ij}} d\hat{x} \, e^{-\frac{\hat{x}^2}{2}}$$

$$= H(-\frac{v_{ij}}{\sqrt{N_v}})$$

$$\approx \frac{1}{2} + \frac{v_{ij}}{\sqrt{2\pi N_v}}, \quad (S2)$$

where change of variable $\hat{x} = \frac{x}{\sqrt{N_v}}$ is used and the notation $H(.)$ means the tail probability of the standard normal distribution. The last line is due to the asymptotic approximation of $H(.)$ to first order when $N_v \to \infty$. Similarly,

$$P(\sigma_i^\mu = -1|\xi_j^\mu = 1) = P(z_i^\mu > v_{ij})$$

$$= \frac{1}{\sqrt{2\pi N_v}} \int_{v_{ij}}^{\infty} dx \, e^{-\frac{x^2}{2N_v}}$$

$$= \frac{1}{\sqrt{2\pi}} \int_{\infty}^{-v_{ij}} d\hat{x} \, e^{-\frac{\hat{x}^2}{2}}$$

$$= 1 - H(-\frac{v_{ij}}{\sqrt{N_v}})$$

$$\approx \frac{1}{2} - \frac{v_{ij}}{\sqrt{2\pi N_v}}, \quad (S3)$$

$$P(\sigma_i^\mu = 1|\xi_j^\mu = -1) = 1 - P(\sigma_i^\mu = 1|\xi_j^\mu = 1)$$

$$\approx \frac{1}{2} - \frac{v_{ij}}{\sqrt{2\pi N_v}}, \quad (S4)$$

$$P(\sigma_i^\mu = -1|\xi_j^\mu = -1) = 1 - P(\sigma_i^\mu = 1|\xi_j^\mu = -1)$$

$$\approx \frac{1}{2} + \frac{v_{ij}}{\sqrt{2\pi N_v}}, \quad (S5)$$
which can be written as
\[ P(\sigma_i^\mu | \xi_j^\mu) \approx \frac{1}{2} + \sigma_i^\mu \xi_j^\mu \frac{v_{ij}}{\sqrt{2\pi N_v}}. \]  
(S6)

It should be noted that the MFA makes the hidden neurons conditionally independent:
\[ P(\sigma_i^\mu | \xi_j^\mu) \perp P(\sigma_k^\mu | \xi_j^\mu). \]  
(S7)

Given this conditional distribution, it will be useful to compute the probability distribution of the quantity \( \hat{\sigma}_i^\mu = \sigma_i^\mu \xi_j^\mu \) for a fixed \( j \) in the MFA as it will appear in the Gardner volume of solutions:
\[
P(\hat{\sigma}_i^\mu = 1) = P(\sigma_i^\mu \xi_j^\mu = 1) \\
= P(\sigma_i^\mu = 1 | \xi_j^\mu = 1)P(\xi_j^\mu = 1) + P(\sigma_i^\mu = -1 | \xi_j^\mu = -1)P(\xi_j^\mu = -1) \\
\approx \left( \frac{1}{2} + \frac{v_{ij}}{\sqrt{2\pi N_v}} \right) \times \frac{1}{2} + \left( \frac{1}{2} + \frac{v_{ij}}{\sqrt{2\pi N_v}} \right) \times \frac{1}{2} \\
= \frac{1}{2} + \frac{v_{ij}}{\sqrt{2\pi N_v}}, \]
(S8)

and similarly
\[
P(\hat{\sigma}_i^\mu = -1) = P(\sigma_i^\mu \xi_j^\mu = -1) \approx \frac{1}{2} - \frac{v_{ij}}{\sqrt{2\pi N_v}}. \]  
(S9)

Taking the definition
\[ m_i \equiv \frac{2v_{ij}}{\sqrt{2\pi N_v}} \]  
(S10)

we can now write the probability distribution of \( \hat{\sigma}_i^\mu \) as
\[
P(\hat{\sigma}_i^\mu) = \frac{1}{2}(1 + m_i) \delta(\hat{\sigma}_i^\mu - 1) + \frac{1}{2}(1 - m_i) \delta(\hat{\sigma}_i^\mu + 1), \]  
(S11)

where \( \delta(.) \) is the Dirac delta function, so that \( \langle \hat{\sigma}_i^\mu \rangle = m_i \) and the \( \hat{\sigma}_i^\mu \)’s are independent random variables:
\[ P(\hat{\sigma}_i^\mu) \perp P(\hat{\sigma}_k^\mu). \]  
(S12)

**B. Sparse case**

We can also add sparseness in the hidden units representation (but patterns are dense), such that
\[
P(\sigma_i^\mu = +1) = f \quad \text{and} \quad P(\sigma_i^\mu = -1) = 1 - f. \]  
(S13)
The output layer representation is not modified and kept at the dense regime, i.e., $P(\xi^\mu_j = \pm 1) = \frac{1}{2}$.

The local field $\sum_{j=1}^{N_v} v_{ij} \xi^\mu_j$ at a hidden unit $\sigma^\mu_j$ is sampled from a Gaussian distribution of mean zero and deviation $\sqrt{N_v}$. We want to define a threshold $\theta$ such that

$$
\int_\theta^\infty \frac{dt}{\sqrt{2\pi N_v}} e^{-\frac{t^2}{2N_v}} = f \int_{-\infty}^\theta \frac{dt}{\sqrt{2\pi N_v}} e^{-\frac{t^2}{2N_v}}, \text{ therefore } \theta \equiv \sqrt{N_v H^{-1}(f)}. \tag{S14}
$$

Taking the MFA, the hidden units become

$$
\sigma^\mu_i, \text{ sparse } = \text{sgn}(z^\mu_i - \theta + v_{ij} \xi^\mu_j). \tag{S15}
$$

The conditional probabilities of a hidden unit given $\xi^\mu_j$ can be computed again as

$$
P(\sigma^\mu_i, \text{ sparse } = +1|\xi^\mu_j) \approx f + \frac{v_{ij}}{\sqrt{2\pi N_v}} \exp\left(-\frac{[H^{-1}(f)]^2}{2}\right) \tag{S16}
$$

$$
P(\sigma^\mu_i, \text{ sparse } = -1|\xi^\mu_j) \approx 1 - f - \frac{v_{ij}}{\sqrt{2\pi N_v}} \exp\left(-\frac{[H^{-1}(f)]^2}{2}\right). \tag{S17}
$$

Equations (S8) and (S9) become in the sparse case the probability distribution of $\hat{\sigma}^\mu_i, \text{ sparse } \equiv \xi^\mu_j \sigma^\mu_i, \text{ sparse }$

$$
P(\hat{\sigma}^\mu_i, \text{ sparse } = +1) \approx \frac{1}{2} \frac{v_{ij}}{\sqrt{2\pi N_v}} \exp\left(-\frac{[H^{-1}(f)]^2}{2}\right) \tag{S18}
$$

$$
P(\hat{\sigma}^\mu_i, \text{ sparse } = -1) \approx \frac{1}{2} \frac{v_{ij}}{\sqrt{2\pi N_v}} \exp\left(-\frac{[H^{-1}(f)]^2}{2}\right). \tag{S19}
$$

This time we define

$$
\tilde{m}_i = \frac{2v_{ij}}{\sqrt{2\pi N_v}} \exp\left(-\frac{[H^{-1}(f)]^2}{2}\right). \tag{S20}
$$

The probability distribution in Eq. (S11) becomes for $\hat{\sigma}^\mu_i, \text{ sparse }$

$$
P(\hat{\sigma}^\mu_i, \text{ sparse }) = \frac{1}{2} (1 + \tilde{m}_i) \delta(\hat{\sigma}^\mu_i, \text{ sparse } - 1) + \frac{1}{2} (1 - \tilde{m}_i) \delta(\hat{\sigma}^\mu_i, \text{ sparse } + 1). \tag{S21}
$$

C. **Input-output correlations in the MFA for the reduced perceptron problem**

The MFA reduces the problem to a capacity problem in a perceptron (for an arbitrary $j$) with input patterns and output labels $(\sigma^\mu_i, \xi^\mu_j)$. The dependency between input and output is given by the conditional probability distribution Eq. (S6) in the general case. The simple pairwise correlation between input and output is $\langle \sigma^\mu_i \xi^\mu_j \rangle = m_i$. We consider higher order input-output correlation of the form $\langle \sigma^\mu_i \sigma^\mu_2 \ldots \sigma^\mu_L \xi^\mu_j \rangle$.

- If $L$ is odd, using the independence of variables $\hat{\sigma}^\mu_i$’s stated in Eq. (S12):
\[
\langle \prod_{k=1}^{L} \sigma_{ik}^{\mu} \rangle \xi_j^{\mu} = \langle \prod_{k=1}^{L} \hat{\sigma}_{ik}^{\mu} \rangle = \prod_{k=1}^{L} \langle \hat{\sigma}_{ik}^{\mu} \rangle = \prod_{k=1}^{L} m_{ik}. \tag{S22}
\]

- If \( L \) is even, using the independence of the hidden units conditioned on \( \xi_j^{\mu} \) stated in Eq. (S7):

\[
\langle \prod_{k=1}^{L} \sigma_{ik}^{\mu} \rangle \xi_j^{\mu} = \langle \prod_{k=1}^{L} \sigma_{ik}^{\mu} \rangle | \xi_j^{\mu} = +1 \rangle - \langle \prod_{k=1}^{L} \sigma_{ik}^{\mu} \rangle | \xi_j^{\mu} = -1 \rangle \tag{S23}
\]

\[
= \prod_{k=1}^{L} \langle \sigma_{ik}^{\mu} | \xi_j^{\mu} = +1 \rangle - \prod_{k=1}^{L} \langle \sigma_{ik}^{\mu} | \xi_j^{\mu} = -1 \rangle \tag{S24}
\]

\[
= \prod_{k=1}^{L} m_{ik} - \prod_{k=1}^{L} (-m_{ik}) \tag{S25}
\]

\[
= \prod_{k=1}^{L} m_{ik} - (-1)^{L} \prod_{k=1}^{L} m_{ik} \tag{S26}
\]

\[
= 0. \tag{S27}
\]

After taking the MFA, all higher-order input-output correlations are either null, or expressed as a product of pairwise correlations. In the full model, the correlation structure is more complex and richer, which explains why the capacity is higher in the full model than in the MFA.

In the case of sparseness in the hidden units and after taking the MFA, \( m_i \) needs to be replaced by \( \tilde{m}_i < m_i \), where \( \tilde{m}_i \) decreases with sparseness. The input-output correlations have the same structure, but smaller values, which accounts for the decrease of capacity as the hidden units become more sparse (i.e. lowering coding level \( f \)).

### III. Gardner Analysis for the Mean-Field Approximation (MFA) Model

We start out by enforcing the following spherical constraint for the weights \( w_{ji} \) for fixed \( j \)

\[
\sum_{i=1}^{N} w_{ji}^2 = N \tag{S28}
\]
where we defined $N \equiv N_h$ for simplicity. As stated in the main text, we can enforce the spherical constraint on the encoding weights $v_j \equiv v_j$

$$\sum_{i=1}^N v_{ij}^2 = N,$$

(S29)

making the probability distribution of the encoding weights

$$P(v_j) = (2\pi e)^{-N/2} \delta(\|v_j\|^2 - N).$$

(S30)

In order for a pattern indexed $\mu$ to be a fixed point and be robust with a margin, we enforce the following requirement

$$\xi_{\mu j} \left( \frac{1}{\sqrt{N}} \sum_{i=1}^N w_{ji} \sigma_{\mu i} \right) > \kappa$$

(S31)

where $\kappa$ is a robustness parameter providing a margin for the solution.

We are interested to compute, for our perceptron, the typical value of the Gardner volume that measures the subspace of solutions satisfying Condition (S31) in the weight space for a given realization of input-output pair $\{\sigma^\mu\}$ and $\{\xi_{\mu j}\}$:

$$\Omega_{\text{tot}}(\sigma^\mu, \xi_{\mu j}) = \frac{\int d^N w \prod_{j=1}^{N_p} \delta \left( \sum_{i=1}^N w_{ji}^2 - N \right) \prod_{j=1}^{N_p} \prod_{\mu=1}^p \Theta \left( \xi_{\mu j} \left( \frac{1}{\sqrt{N}} \sum_{i=1}^N w_{ji} \sigma_{\mu i} \right) - \kappa \right)}{\int d^N w \prod_{j=1}^{N_p} \delta \left( \sum_{i=1}^N w_{ji}^2 - N \right)}$$

(S32)

where $\Theta(.)$ denotes the Heaviside step function. We observe that Eq. (S32) factors into a product of identical terms for each $j$ so that $\Omega_{\text{tot}} = \prod_{j=1}^{N_p} \Omega_j$. Therefore, we study the following quantity

$$\lim_{N \to \infty} \frac{1}{N} \log \Omega_{\text{tot}} = \frac{1}{N} \sum_j \log \Omega_j$$

(S33)

and we assume that it is self-averaging. So we only need to calculate $\langle \log \Omega \rangle$, the average of $\log \Omega_j$ over the quenched distributions of the patterns. To do that, we use the replica method

$$\langle \log \Omega \rangle = \lim_{n \to 0} \frac{\langle \Omega^n \rangle - 1}{n}$$

(S34)

which assumes the validity of the analytical continuation from positive integer to real-values close to zero.
Now for simplicity we can drop the index $j$ all together and use the auxiliary variable $\hat{\sigma}_i^\mu \equiv \sigma_i^\mu \xi_\mu$, writing $\langle \Omega^n \rangle$ as

$$
\langle \Omega^n \rangle_{\hat{\sigma}_i^\mu} = \frac{\left\langle \prod_{\alpha=1}^n \int d^N w_\alpha \delta \left( \sum_{i=1}^N (w_\alpha^i)^2 - N \right) \prod_{\mu=1}^p \Theta \left( \frac{1}{N} \sum_{i=1}^N w_\alpha^i \hat{\sigma}_i^\mu - \kappa \right) \right\rangle}{\prod_{\alpha=1}^n \int d^N w_\alpha \delta \left( \sum_{i=1}^N (w_\alpha^i)^2 - N \right)}, \tag{S35}
$$

where the replicas are introduced with superscript notation $\alpha$.

Now let’s denote the local field as

$$z_\alpha^\mu = N^{-1/2} \sum_i w_\alpha^i \hat{\sigma}_i^\mu \tag{S36}$$

and expand the step functions in Eq. (S35) for each $\mu$ and $\alpha$ with their integral representation

$$\Theta (z_\alpha^\mu - \kappa) = \int_\kappa^\infty \frac{dx_\alpha^\mu}{2\pi} \int d\tilde{z}_\alpha^\mu e^{i\tilde{z}_\alpha^\mu x_\alpha^\mu} e^{-i\tilde{z}_\alpha^\mu z_\alpha^\mu}, \tag{S37}$$

where we introduced auxiliary variables $\tilde{\lambda}_\alpha^\mu$ and $\tilde{z}_\alpha^\mu$.

Let’s take the average of the last factor of Eq. (S37) over $\hat{\sigma}_i^\mu$

$$\left\langle \prod_{\mu\alpha} e^{-i\tilde{z}_\alpha^\mu \tilde{z}_\alpha^\mu} \right\rangle_{\hat{\sigma}_i^\mu} = \prod_{\mu\alpha} \left\langle \exp \left( - i \hat{\sigma}_i^\mu N^{-1/2} \sum_\alpha \tilde{z}_\alpha^\mu w_\alpha^i \right) \right\rangle_{\hat{\sigma}_i^\mu} \tag{S38}
$$

$$= \exp \left\{ \sum_{\mu\alpha} \log \left[ \frac{1 + m_\mu}{2} \exp \left( - i \sum_\alpha \frac{w_\alpha^i}{\sqrt{N}} \tilde{z}_\alpha^\mu \right) + \frac{1 - m_\mu}{2} \exp \left( i \sum_\alpha \frac{w_\alpha^i}{\sqrt{N}} \tilde{z}_\alpha^\mu \right) \right] \right\}. \tag{S39}$$

Expanding the exponentials and the logarithm to second order in $\sum_\alpha \frac{w_\alpha^i \tilde{z}_\alpha^\mu}{\sqrt{N}}$, considering the fact that other terms vanish in the thermodynamic limit, and using $m_\mu = \frac{2\mu_{\mu_{\text{uni}}} \sqrt{\pi}}{\sqrt{2\pi N}}$ give

$$\left\langle \prod_{\mu\alpha} e^{-i\tilde{z}_\alpha^\mu \tilde{z}_\alpha^\mu} \right\rangle_{\hat{\sigma}_i^\mu} = \prod_{\mu} \exp \left( -i \frac{\sqrt{2\Lambda}}{\sqrt{\pi}} \sum_{\mu\alpha} M_\alpha \tilde{z}_\alpha^\mu - \frac{1}{2} \left( \sum_\alpha (\tilde{z}_\alpha^\mu)^2 + 2 \sum_{\alpha<\beta} q_{\alpha\beta} \tilde{z}_\alpha^\mu \tilde{z}_\beta^\mu \right) \right), \tag{S40}$$

where

$$M_\alpha = \sum_i \frac{w_i^\alpha w_i^\alpha}{N}, \tag{S41}$$

$$q_{\alpha\beta} = \sum_i \frac{w_i^\alpha w_i^\beta}{N}, \tag{S42}$$

and the spherical constraint Eq. (S28) is used so that $q_{\alpha\alpha} = \frac{1}{N} (w_i^\alpha)^2 = 1$. 


If we insert Eq. (S40) into back into the integrals in the expansion of step functions, we see that we get an identical integral for each \( \mu \), so we can drop the \( \mu \)'s obtaining

\[
\langle \Theta(z_\alpha - \kappa) \rangle^\mu = \left[ \int_\kappa^\infty \left( \prod_\alpha \frac{d\hat{\lambda}_\alpha}{2\pi} \right) \left( \prod_\alpha d\hat{\varepsilon}_\alpha \right) e^{K\{\lambda, \varepsilon, q, M\}} \right]^\mu,
\]

where

\[
K\{\lambda, \varepsilon, q, M\} = i \sum_\alpha \hat{\varepsilon}_\alpha \hat{\lambda}_\alpha - i\sqrt{2\Lambda/i} \sum_\alpha M_\alpha \hat{\varepsilon}_\alpha - \frac{1}{2} \sum_\alpha \hat{\varepsilon}_\alpha^2 - \sum_{\alpha < \beta} q_{\alpha\beta} \hat{\varepsilon}_\alpha \hat{\varepsilon}_\beta.
\]

Similarly, we use the integral representation of the \( \delta \)-function to expand them in Eq. (S35)

\[
\delta\left( \sum_i \langle w_i^\alpha \rangle^2 - N \right) = \int \frac{dE_\alpha}{4\pi} e^N e^{\frac{E_\alpha}{2} - E_\alpha \sum_i \langle w_i^\alpha \rangle^2 / 2}.
\]

Also, we impose the condition in Eq. (S42) for each pair of \( \alpha, \beta \) (with \( \alpha < \beta \))

\[
\delta\left( q_{\alpha\beta} - \frac{1}{N} \sum_i \langle w_i^\alpha \rangle \langle w_i^\beta \rangle \right) = N \int \frac{dF_{\alpha\beta}}{2\pi} e^{-N F_{\alpha\beta} q_{\alpha\beta} + F_{\alpha\beta} \sum_i \langle w_i^\alpha \rangle \langle w_i^\beta \rangle}.
\]

so that by integrating over each of the \( q_{\alpha\beta} \)'s, the delta function can pick out the desired value. Similarly, the constraint of Eq. (S41) can be imposed by

\[
\delta\left( M_\alpha - \frac{1}{N} \sum_i \langle v_i \rangle \langle w_i^\alpha \rangle \right) = N \int \frac{dM_\alpha}{2\pi} e^{-N M_\alpha M_\alpha + M_\alpha \sum_i \langle v_i \rangle \langle w_i^\alpha \rangle}.
\]

We can now factorize the integrals over \( w \) in Eq. (S35). Considering factors involving \( w_i^\alpha \), the numerator of Eq. (S35) includes the following integral

\[
\int \left( \prod_\alpha \frac{d w_i^\alpha}{2\pi} \right) e^{-\sum_\alpha E_\alpha \langle w_i^\alpha \rangle^2 / 2 + \sum_{\alpha < \beta} F_{\alpha\beta} \langle w_i^\alpha \rangle \langle w_i^\beta \rangle + \sum_\alpha \hat{M}_\alpha \langle v_i \rangle \langle w_i^\alpha \rangle}.
\]

This is the only place that the index \( i \) appears in the numerator. Thus, we drop the index \( i \) in \( w_i \) and rewrite the above integral as multiplication of \( N \) integrals

\[
\prod_{i=1}^N \int \left( \prod_\alpha \frac{d w^\alpha}{2\pi} \right) e^{-\sum_\alpha E_\alpha \langle w^\alpha \rangle^2 / 2 + \sum_{\alpha < \beta} F_{\alpha\beta} \langle w^\alpha \rangle \langle w^\beta \rangle + \sum_\alpha \hat{M}_\alpha \langle v_i \rangle \langle w^\alpha \rangle}.
\]

Following a similar calculation in the denominator, one obtains

\[
\left[ \int \left( \prod_\alpha \frac{d w^\alpha}{2\pi} \right) e^{-\sum_\alpha E_\alpha \langle w^\alpha \rangle^2 / 2} \right]^N.
\]

Now, we can collect all the terms together writing the volume in Eq. (S35) as

\[
\langle \Omega^n \rangle^{\mu, \nu} = \left\langle \int \left( \prod_\alpha \frac{d E_\alpha}{2\pi} \right) \left( \prod_\alpha \frac{d M_\alpha}{2\pi} \right) \left( \prod_{\alpha < \beta} \frac{d q_{\alpha\beta}}{2\pi} \right) \frac{d F_{\alpha\beta}}{2\pi} e^{N G\{q_{\alpha\beta}, M_\alpha, E_\alpha, F_{\alpha\beta}\}} \right\rangle^{\mu, \nu} \int \left( \prod_\alpha \frac{d E_\alpha}{2\pi} \right) e^{N G\{E_\alpha\}}.
\]
where the ‘free energy’ $G$ and the $\tilde{G}$ are

$$G\{q_{\alpha\beta}, M_\alpha, \hat{M}_\alpha, E_\alpha, F_{\alpha\beta}\} = \alpha G_1\{q_{\alpha\beta}, M_\alpha\} + G_2\{E_\alpha, F_{\alpha\beta}, \hat{M}_\alpha\} - \sum_{\alpha<\beta} F_{\alpha\beta} q_{\alpha\beta} + \frac{1}{2} \sum_\alpha E_\alpha - \sum_{\alpha} \hat{M}_\alpha M_\alpha$$

(S52)

$$G_1\{q_{\alpha\beta}, M_\alpha\} = \log \left[ \int_\kappa^\infty \left( \prod_\alpha \frac{d\hat{\lambda}_\alpha}{2\pi} \right) \int \left( \prod_\alpha d\hat{z}_\alpha \right) e^{\frac{1}{2} \sum_{\alpha} \hat{z}_\alpha \hat{\lambda}_\alpha - \frac{1}{2N} \sum_{\alpha} M_\alpha \hat{z}_\alpha - \frac{1}{2} \sum_{\alpha<\beta} q_{\alpha\beta} \hat{z}_\alpha \hat{z}_\beta} \right]$$

(S53)

$$G_2\{E_\alpha, F_{\alpha\beta}, \hat{M}_\alpha\} = \frac{1}{N} \log \left[ \prod_{i=1}^N \int \left( \prod_\alpha dw_\alpha \right) e^{-\frac{1}{2} \sum_{\alpha} E_\alpha w_\alpha^2 + \sum_{\alpha<\beta} F_{\alpha\beta} w_\alpha w_\beta + \sum_{\alpha} M_\alpha v_\alpha w_\alpha} \right]$$

(S54)

$$\tilde{G}\{E_\alpha\} = \log \left[ \int \left( \prod_\alpha dw_\alpha \right) e^{-\frac{1}{2} \sum_{\alpha} E_\alpha w_\alpha^2} \right] + \frac{1}{2} \sum_\alpha E_\alpha, \quad \text{(S55)}$$

where $\alpha = p/N$ is the capacity variable.

We note that the exponents inside the integrals in Eq. (S51) are proportional to $N$, therefore we will be able to evaluate them in the large-$N$ limit using the saddle-point method over $F_{\alpha\beta}$, $q_\alpha$, $M_\alpha$, $\hat{M}_\alpha$, and $E_\alpha$. In order to find this saddle point, we make the replica-symmetric (RS) ansatz

$$q_{\alpha\beta} = q \quad \alpha < \beta$$

$$F_{\alpha\beta} = F \quad \alpha < \beta$$

$$M_\alpha = M \quad \text{for all } \alpha$$

$$\hat{M}_\alpha = \hat{M} \quad \text{for all } \alpha$$

$$E_\alpha = E \quad \text{for all } \alpha.$$  (S56)

Since the space of solutions is connected, the RS assumption is reasonable. We will show at the end of this supplementary text that the RS solutions are indeed locally stable.

The RS ansatz allows us to calculate each term in $G$. The integral over $\hat{z}_\alpha$ in $G_1$ can be done using the Gaussian integral trick and the replica trick in the limit of $n \to 0$ yielding

$$G_1 = n \int \frac{dt}{\sqrt{2\pi}} \frac{e^{-t^2}}{\sqrt{2\pi}} \log \int_\kappa^\infty \frac{d\hat{\lambda}}{\sqrt{2\pi(1-q)}} e^{\frac{1}{2} \frac{(\sqrt{q} \hat{\lambda} - \sqrt{2N} \zeta M)^2}{2(1-q)}}$$

(S57)

where $Dt = \frac{dt}{\sqrt{2\pi}} e^{-t^2}$. Similarly, $G_2$ can be calculated in the limit of $n \to 0$ yielding

$$G_2 = \frac{n}{2} \left( \log 2\pi - \log(E + F) + \frac{F + \hat{M}^2 (\frac{1}{N} \sum_{i=1}^N v_i^2)}{E + F} \right).$$  (S58)
Averaging out $v$ which makes $\frac{1}{N} \sum_{i=1}^{N} v_i^2 = 1$ yields

$$G_2 = \frac{n}{2} \left( \log 2\pi - \log (E + F) + \frac{F + \dot{M}^2}{E + F} \right) \quad (S59)$$

Now, inserting $G_1$ and $G_2$ into Eq. (S52) yields

$$G(q, M, E, F) = \alpha n \int \frac{dt}{\sqrt{2\pi}} e^{-\frac{t^2}{2}} \log \left[ \int_{\kappa}^{\infty} \frac{d\lambda}{\sqrt{2\pi(1-q)}} e^{-\frac{(t + \sqrt{q - M\sqrt{2N/\pi}}\lambda)^2}{2(1-q)}} \right]$$

$$+ \frac{n}{2} \left( \log 2\pi - \log (E + F) + \frac{F + \dot{M}^2}{E + F} \right)$$

$$+ \frac{n}{2} (E + qF - 2\hat{M}M) \quad (S61)$$

Solving the saddle point equations $\partial G/\partial \hat{M} = 0$, $\partial G/\partial F = 0$ and $\partial G/\partial E = 0$ yield

$$\hat{M} = \frac{M}{1 - q} \quad (S63)$$

$$F = \frac{q - M^2}{(1 - q)^2} \quad (S64)$$

$$E = \frac{1 - 2q + M^2}{(1 - q)^2} \quad (S65)$$

Inserting these into $G$ gives

$$G(q, M) = n \alpha \int \frac{dt}{\sqrt{2\pi}} e^{-\frac{t^2}{2}} \log H\left( \frac{\kappa + t\sqrt{q - M\sqrt{2N/\pi}}}{\sqrt{1-q}} \right) + \frac{n}{2} \left( \log 2\pi + \log(1 - q) + \frac{q}{1 - q} + 1 - \frac{M^2}{1 - q} \right),$$

where $H(x) \equiv \frac{1}{\sqrt{2\pi}} \int_{x}^{\infty} d\tau e^{-\frac{\tau^2}{2}}$. Setting $\partial G/\partial q = 0$ yields

$$\alpha \int \frac{dt}{\sqrt{2\pi}} e^{-\frac{t^2}{2}} \left[ H(u) \right]^{-1} \frac{1}{\sqrt{2\pi}} e^{-\frac{u^2}{2}} \left( \frac{t + \kappa \sqrt{q - M\sqrt{2N/\pi}}}{\sqrt{2\sqrt{q}(1 - q)^{3/2}}} \right) = \frac{q - M^2}{2(1 - q)^2}, \quad (S67)$$

where $u = \frac{\kappa + t\sqrt{q - M\sqrt{2N/\pi}}}{\sqrt{1-q}}$. The equation $\partial G/\partial M = 0$ gives

$$\alpha \int \frac{dt}{\sqrt{2\pi}} e^{-\frac{t^2}{2}} \left[ H(u) \right]^{-1} \frac{1}{\sqrt{2\pi}} e^{-\frac{u^2}{2}} \left( \frac{\sqrt{2N/\pi}}{\sqrt{1-q}} \right) = \frac{M}{1 - q}. \quad (S68)$$

Taking the limit of $q \to 1$ in Eq. (S67) and (S68) yields the following two integral equations for critical capacity $\alpha_c$ and $M$ as a function of $\Lambda$ for the MFA model:

$$\alpha_c \int_{M\sqrt{2N/\pi} - \kappa}^{\infty} Dt \left( \kappa + t - \sqrt{2N/\pi} \right)^2 = 1 - M^2 \quad (S69)$$

$$\alpha_c \int_{M\sqrt{2N/\pi} - \kappa}^{\infty} Dt \left( \kappa + t - \sqrt{2N/\pi} \right)^2 = M \quad (S70)$$
which can be solved numerically and is plotted in the paper.

In the sparse case, averaging in Eq. (S38) yields the same result as Eq. (S39), but after replacing $m_i$ by $\tilde{m}_i$ defined in Eq. (S20):

$$
\left\langle \prod_{\mu} e^{-i \omega_i^\mu} \right\rangle \sim_{\text{sparse}} = \prod_{\mu} \left\langle \exp\left( -i \tilde{\omega}_i^{\mu, \text{sparse}} N^{-1/2} \sum_{\alpha} \tilde{z}_\alpha^{\mu} w_i^\alpha \right) \right\rangle \tilde{\omega}_i^{\mu, \text{sparse}}
$$

$$
= \exp \left( \sum_{\mu} \log \left[ \frac{1 + \tilde{m}_i}{2} \exp\left( -i \sum_{\alpha} \frac{w_i^\alpha}{\sqrt{N}} \tilde{z}_\alpha^{\mu} \right) + \frac{1 - \tilde{m}_i}{2} \exp\left( i \sum_{\alpha} \frac{w_i^\alpha}{\sqrt{N}} \tilde{z}_\alpha^{\mu} \right) \right] \right).
$$

(S72)

This leads us to defining

$$
\tilde{M}_\alpha = \sum_i \frac{v_i w_i^\alpha}{N} \exp\left( -\frac{[H^{-1}(f)]^2}{2} \right) = \exp\left( -\frac{[H^{-1}(f)]^2}{2} \right) M_\alpha,
$$

which replaces $M_\alpha$ in the averaged volume in Eq. (S43). All previously derived equations remain the same in the sparse case, after replacing $M_\alpha$ by $\tilde{M}_\alpha$. The result in the MFA with sparseness in the hidden units representations finally read

$$
\alpha_c \int_{\tilde{M}^2/2\Lambda/\pi - \kappa}^{\infty} Dt \left( \kappa + t - \sqrt{2\Lambda/\pi} \right)^2 = 1 - \tilde{M}^2
$$

(S74)

$$
\alpha_c \int_{\tilde{M}^2/2\Lambda/\pi - \kappa}^{\infty} Dt \left( \kappa + t - \sqrt{2\Lambda/\pi} \right) \sqrt{2\Lambda/\pi} = \tilde{M}.
$$

(S75)

IV. STABILITY OF THE REPLICA‐SYMMETRIC SOLUTION

We also performed stability analysis showing the replica‐symmetric solution is locally stable, following Gardner’s analysis [S3]. The local stability is determined by the eigenvalues of the matrix $M$ of quadratic fluctuations of $G\{q_{\alpha\beta}, M_\alpha, \tilde{M}_\alpha, E_\alpha, F_{\alpha\beta}\}$ given in Eq. (S52) in the variables $q_{\alpha\beta}, M_\alpha, \tilde{M}_\alpha, E_\alpha, F_{\alpha\beta}$ at the saddle-point. In an appropriate basis, we write:

$$
\mathcal{M} = \begin{pmatrix}
A & -I_{n(n-1)/2} \\
-I_{n(n-1)/2} & B \\
& \ddots \\
& & C & -I_n \\
& & -I_n & D \\
& & & \ddots & E
\end{pmatrix}
$$
\[ A = \left( \frac{\partial^2 G_1}{\partial q_{\alpha \beta} \partial q_{\gamma \delta}} \right)_{\alpha < \beta, \gamma < \delta}, \quad B = \left( \frac{\partial^2 G_2}{\partial F_{\alpha \beta} \partial F_{\gamma \delta}} \right)_{\alpha < \beta, \gamma < \delta}, \quad C = \left( \frac{\partial^2 G_1}{\partial M_{\alpha} \partial M_{\beta}} \right)_{\alpha, \beta}, \quad D = \left( \frac{\partial^2 G_2}{\partial M_{\alpha} \partial M_{\beta}} \right)_{\alpha, \beta}, \]
\[ E = \left( \frac{\partial^2 G_2}{\partial E_{\alpha} \partial E_{\beta}} \right)_{\alpha, \beta}. \]

\( M \) can be split into two blocks \( M_1 = \begin{pmatrix} A & -I_{n(n-1)/2} \\ -I_{n(n-1)/2} & B \end{pmatrix} \) and \( M_2 = \begin{pmatrix} C & -I_n \\ -I_n & D \end{pmatrix}. \)

\( M \)’s spectrum is made by \( M_1 \) and \( M_2 \)’s eigenvalues. We first focus on \( M_1 \). To determine \( M_1 \)’s eigenvalues, we will rely on the replica-symmetric properties of the matrix and follow three steps: computing the elements of \( A \) and \( B \), finding their eigenvalues, and finally deducing the eigenvalues of \( M_1 \). We reproduce the detailed explanation of Appendix 4 in [S2].

- **Elements of \( A \) and \( B \)**

Given the structure of \( A \) and \( B \), each one of those matrices has only three elements. For instance \( A_{\alpha \beta, \gamma \delta} = \begin{cases} P & \text{if } \alpha = \gamma, \beta = \delta \\ Q & \text{if two indices coincide} \\ R & \text{if all indices are different from each other}. \end{cases} \)

- **Eigenvalues of \( A \) and \( B \)**

The eigenvalues of \( A \) and \( B \) are almost entirely determined by the replica-symmetric properties of these matrices. Taking \( A \), we can show that it has three eigenvalues, and only one of them can change sign and reflect local instability of the replica symmetry. The significant eigenvalue can be expressed as a function of \( A \)’s elements, and at the saddle-point in the limit \( q \to 1 \) it becomes

\[
\lambda_A = P - 2Q + R = \frac{\alpha_c}{(1 - q)^2} \int_{M_{2\Lambda / \pi - \kappa}}^\infty Dt. \tag{S76}
\]

Similarly, the only significant eigenvalue of \( B \) when \( q \to 1 \) is

\[
\lambda_B = (1 - q)^2. \tag{S77}
\]

- **Eigenvalues of \( M_1 \)**

One can show that \( M_1 \)’s eigenvalues satisfy the equation \( X^2 - (\lambda_A + \lambda_B)X + \lambda_A \lambda_B - 1 = 0 \).

To determine the local stability of the saddle-point, we consider \( M_1 \)’s two eigenvalues \( X_1 \)
and $X_2$, which should have the same sign. Their product is given by

$$X_1 X_2 = \lambda_A \lambda_B - 1. \quad (S78)$$

When $\alpha = 0$ the product in Eq. (S78) of the eigenvalues is $-1$, and the solution is stable in this limit as the Gardner volume is simply an integral over the phase space of weights. This apparently "wrong" negative sign of $X_1 X_2$ is due to the change of variable $F \rightarrow iF$ when introducing $F$ as the conjugate variable of $q$. To guarantee stability, the sign of the eigenvalues should not change, hence the quantity in Eq. (S78) should remain negative. In the limit $q \rightarrow 1$, using the saddle-point Eq. (S74) and (S75), we find

$$X_1 X_2 = \alpha_c \int_{M}^{2N} \frac{Dt - 1}{\sqrt{\kappa}} = -\kappa M \frac{2\pi}{\Lambda} < 0. \quad (S79)$$

We have therefore shown stability of $\mathcal{M}_1$ at critical capacity. We can also compute $\mathcal{M}_2$'s eigenvalues, which are of order 1 and go to zero when $q \rightarrow 1$, and are thus negligible with respect to $\mathcal{M}_1$'s eigenvalues. Stability is entirely determined by $\mathcal{M}_1$, and we find that the replica-symmetric solution is locally stable.

V. TOWARDS ROBUSTNESS TO NOISE IN THE INPUT LAYER

In this part, we make a preliminary attempt to characterize the robustness to one bit flip in the input layer. We flip an arbitrary input unit $j$, and adapt the result from Eq. (12) in [S1] in the limit $\Delta S = \frac{2}{N_v} \ll 1$ and $f = \frac{1}{2}$ finding the average absolute change in the hidden units is $|\Delta \sigma_\mu| = \frac{2}{\pi \sqrt{N_v}}$. We know the change in one hidden unit $\sigma_\mu^I$ is discrete, and takes its value from $\{-2, 0, 2\}$. Besides, after taking the MFA, the conditional probabilities of the $\sigma_\mu^I$'s given $\xi_\mu^J$ are independent. It can be shown that the contribution of the $|\Delta \sigma_\mu^I|$'s to $|\Delta \sigma_\mu|$ are independent, and each $|\Delta \sigma_\mu^I|$ is linear with $v_{ij}$. We can deduce that the change of one hidden unit $\sigma_\mu^I$ has the following probability distribution:

$$P(\Delta \sigma_\mu^I) = \frac{|v_{ij}|}{\pi \sqrt{N_v}} \delta(|\Delta \sigma_\mu^I - 2|) + \frac{|v_{ij}|}{\pi \sqrt{N_v}} \delta(|\Delta \sigma_\mu^I + 2|) + \left(1 - \frac{2}{\pi \sqrt{N_v}} \right) \delta(|\Delta \sigma_\mu^I|). \quad (S80)$$

We now consider the local field $h_j$ at the output unit $j$, and we are interested in its change $\Delta h_j = \frac{1}{\sqrt{N_h}} \sum_{i=1}^{N_h} w_{ji} \Delta \sigma_i^\mu$ due to one bit flip in the input layer. We evaluate this change in the case where $v_{ij} > 0$ for all $i$, and $\xi_j^\mu$ is flipped from $-1$ to $+1$, i.e. $\Delta \sigma_i^\mu$ can only take its value
from \{0, 2\}. The average change in the local field at unit \(j\) is then

\[
\langle \Delta h_j \rangle_{(\Delta \sigma^a_i | v_{ij} > 0, \xi_j^{a, -1} \rightarrow +1)} = \frac{1}{\sqrt{N_h}} \sum_{i=1}^{N_h} w_{ji} \frac{2v_{ij}}{\pi \sqrt{N_v}} = \frac{2 \sqrt{\Lambda M}}{\pi}.
\]  

(S81)

To be robust to one bit flip in the input layer, we should set the robustness parameter to \(\kappa = \frac{2 \sqrt{\Lambda M}}{\pi}\). Plugging this value of \(\kappa\) in Eqs. (S74) and (S75) and solving them numerically, we find that the capacity now decreases slightly with the expansion ratio. Robustness to noise in the input layer needs further investigation. It remains to be seen whether the full-network has the same properties as the MFA model, and if learning the encoding weights or sparse connectivity could improve the trade-off between this robustness and the capacity of the network.

---
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