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ABSTRACT

Objectives: The objective of this study is to compare the various nonlinear and time series models in describing the course of the coronavirus disease 2019 (COVID-19) outbreak in China. To this aim, we focus on 2 indicators: the number of total cases diagnosed with the disease, and the death toll.

Methods: The data used for this study are based on the reports of China between January 22 and June 18, 2020. We used nonlinear growth curves and some time series models for prediction of the number of total cases and total deaths. The determination coefficient ($R^2$), mean square error (MSE), and Bayesian Information Criterion (BIC) were used to select the best model.

Results: Our results show that while the Sloboda and ARIMA (0,2,1) models are the most convenient models that elucidate the cumulative number of cases; the Lundqvist-Korf model and Holt linear trend exponential smoothing model are the most suitable models for analyzing the cumulative number of deaths. Our time series models forecast that on 19 July, the number of total cases and total deaths will be 85,589 and 4639, respectively.

Conclusion: The results of this study will be of great importance when it comes to modeling outbreak indicators for other countries. This information will enable governments to implement suitable measures for subsequent similar situations.
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TABLE 1

| Model                        | Equation               |
|------------------------------|------------------------|
| Weibull model                | \( Y_t = A - be^{-ct}, t \geq 0 \) |
| Negative exponential model   | \( Y_t = A(1 - e^{-kt}), t \geq 0 \) |
| Von Bertalanffy model        | \( Y_t = A(1 - be^{-ct}), t \geq 0 \) |
| Janoscheck model             | \( Y_t = A(1 - be^{-ct}), c > 1 \) |
| Lundqvist-Korf model         | \( Y_t = Ae^{-bt}, t \geq 0 \) |
| Sloboda model                | \( Y_t = Ae^{-bt}, t \geq 0 \) |

TABLE 2

| Box-Jenkins Models          | Equation                                                                 |
|------------------------------|---------------------------------------------------------------------------|
| Autoregressive model (AR(p))| \( X_t = \phi_1 X_{t-1} + \phi_2 X_{t-2} + \ldots + \phi_p X_{t-p} + \epsilon_t \) |
| Moving averages model (MA(q))| \( X_t = \mu + \epsilon_t - \theta_1 \epsilon_{t-1} - \theta_2 \epsilon_{t-2} - \ldots - \theta_q \epsilon_{t-q} \) |
| Autoregressive moving averages model (ARMA(p,q))| \( X_t = \phi_1 X_{t-1} + \phi_2 X_{t-2} + \ldots + \phi_p X_{t-p} + \epsilon_t - \theta_1 \epsilon_{t-1} - \theta_2 \epsilon_{t-2} - \ldots - \theta_q \epsilon_{t-q} \) |

TABLE 3

| Exponential Smoothing Models                  | Equation                                                                 |
|-----------------------------------------------|---------------------------------------------------------------------------|
| Holt double exponential smoothing model       | \( L_t = \alpha Y_t + (1 - \alpha)(L_{t-1} + T_{t-1}) \)                     |
|                                               | \( T_t = \beta (L_t - L_{t-1}) + (1 - \beta)T_{t-1} \)                     |
|                                               | \( Y_{t+1} = L_t + \rho T_t \)                                            |
| Damped trend model                            | \( S_t = \alpha Y_t + (1 - \alpha)(S_{t-1} + \phi T_{t-1}) \)              |
|                                               | \( T_t = \gamma (S_t - S_{t-1}) + (1 - \gamma)\phi T_{t-1} \)             |
|                                               | \( Y_t(m) = S_t + \sum_{i=1}^{m} \phi^i T_t \)                            |
| Brown’s single parameter linear exponential smoothing model | \( y_t^1 = a_t + b_t \cdot m \)                                      |

In exponential smoothing methods, the estimations are constantly updated, taking into account recent changes in data. In these methods, the weighted average of past period values is calculated and taken as the estimated value of future periods.

Estimation accuracy of the applied methods were evaluated with BIC, \( R^2 \) and MSE. BIC was developed by Gideon E. Schwarz (1978), who gave a Bayesian argument for adopting it.\(^{22}\)

\[ BIC = \ln(\hat{\sigma}_e^2) + \ln(n)/n \]

Where \( \hat{\sigma}_e^2 \) is the error variance.

RESULTS

Results of Nonlinear Growth Models for the Number of Total Cases

The parameters estimated and goodness of fit measures of the nonlinear models between January 22 and June 18, 2020, in China were presented in Table 4. \( R^2 \) and MSE statistics were used to compare models. The \( R^2 \) and MSE values of the Weibull and Janoscheck models were equal. The MSE of the Sloboda model was slightly smaller than the Weibull and Janoscheck models, but \( R^2 \) was equal. The Sloboda model can be considered the most suitable model, as it has a smaller MSE value and a larger pseudo \( R^2 \) value. The Weibull and Janoscheck models could also be chosen as alternative models.
The curve for prediction of nonlinear growth models are given in Figure 1.

Results of Time Series Models for the Number of Total Cases

Box-Jenkins and exponential smoothing methods were chosen from the various time series models available for the total number of cases. Autocorrelation (ACF) and partial autocorrelation (PACF) graphs of the series were examined. When the ACF and PACF graphs in Figure 2 were examined, the first degree difference was taken because the series was not stationary at that level. But the stationary assumption had not been provided yet. The difference from the second degree was taken and the series became stationary. According to the ACF and PACF charts, the series quickly approached zero after the first delay in the ACF graph. In this case, because $p = 0$, $d = 2$, and $q = 1$, it was modeled by the integrated first degree moving averages method. In other words, the most suitable time series method was the ARIMA(0,2,1) model. In addition, exponential smoothing methods were used and the model performances were given in Table 5.

The performance of the ARIMA(0,2,1) model is given in Table 6, and it is observed that this model’s fits are successful as nonlinear models.

The parameters estimated of the ARIMA(0,2,1) model are given in Table 7.

The ARIMA(0,2,1) model was found to be the most appropriate among different time series models. This model can be written as follows:

\[ X_t = 2X_{t-1} - X_{t-2} - \theta e_{t-1} + e_t \]

\[ X_t = 2X_{t-1} - X_{t-2} - 0.707e_{t-1} + e_t \]

Forecasting data for future 30 d are given in Table 8.

The number of total cases continues increasingly, albeit at a low speed. The number of total cases is predicted to be 85,589 on July 18, 2020 (Table 8). Observed and predicted values of the total cases are given in Figure 3.
Results of Nonlinear Growth Models for the Number of Total Deaths

The parameters estimated and goodness of fit measures of the nonlinear models for the number of total deaths are presented in Table 9. The most suitable models for predicting the number of total deaths are the Lundqvist-Korf and Sloboda models, respectively (Table 9). The $R^2$ values of these models were found to be the highest at 0.963 and also the MSE values of these were lower than the others. The Lundqvist-Korf model...
can be considered the most suitable one, because mean square error (MSE) is smaller than other models. The curve for prediction of nonlinear models are given in Figure 4.

**Results of Time Series Models for the Number of Total Deaths**

The most suitable time series model was found to be the Brown linear trend exponential smoothing model among time series models for the number of deaths. The goodness of fit of the various models are given in Table 10, and it was observed that the predictions are as successful as nonlinear models.

The parameters estimated of the Brown linear trend exponential smoothing model are presented in Table 11. The observed and predicted values are given in Figure 5.

The forecasts of the number of total deaths using Holt’s linear trend exponential smoothing model for 30 d are given in Table 12. The rate of increase in the number of deaths in China was decreasing, and it was predicted that the number will be between 3343 and 3355 in the period between June 19 and July 18, with a slight increase (Table 12). The Holt linear trend exponential smoothing curve for the exponential smoothing model is given in Figure 5.

**DISCUSSION**

In this study, we found that the Sloboda model for the number of total cases and the Lundqvist-Korf model for the number of total deaths were the best explanatory models among the nonlinear models used in the study. Also, the ARIMA(0,2,1) model for the number of cases and the Brown linear trend exponential smoothing model for the number of deaths were the most suitable models among the time series models used in the study.

In a different study, the ARIMA model was used on the daily prevalence data of COVID-2019 from January 20, 2020, to February 10, 2020, and the ARIMA(1,2,0) and ARIMA(1,0,4) models were obtained. The logistics, Bertalanffy, and Gompertz models were previously used to estimate the number of cases and deaths from COVID-19 in different regions in China by Jia et al. (2020). In their study, the

---

**TABLE 6**

| Goodness of Fit Measures of the ARIMA(0,2,1) |
|--------------------------------------------|
| Stationary R-squared | Model Fit statistics | Ljung-Box Q |
|----------------------|----------------------|-------------|
| 0.321                | R-squared 0.997      | 1181.472    |
|                      | RMSE 14.183          | 3.685       |
|                      | Normalized BIC       | DF 17       |
|                      | Statistics 3.685     | p 0.999     |

**TABLE 7**

| Parameters Estimated of the ARIMA(0,2,1) |
|----------------------------------------|
| Difference MA(1) | Estimate | SE | t | P-Value |
|-----------------|----------|----|---|---------|
| 2               | 0.707    | 0.059 | 12.002 | 0.001 |

**TABLE 8**

| Forecasting Data for Future 30 Days According to ARIMA(0,2,1) |
|---------------------------------------------------------------|
| Date (June 19- July 18) | Days | Case Forecasting | Case Actual |
|-------------------------|------|-----------------|--------------|
| June 19                 | 151  | 84530           | 84524        |
| June 20                 | 152  | 84567           | 84553        |
| June 21                 | 153  | 84603           | 84572        |
| June 22                 | 154  | 84640           | 84624        |
| June 23                 | 155  | 84676           | 84653        |
| June 24                 | 156  | 84713           | 84673        |
| June 25                 | 157  | 84749           | 84701        |
| June 26                 | 158  | 84786           | 84725        |
| June 27                 | 159  | 84822           | 84743        |
| June 28                 | 160  | 84889           | 84757        |
| June 29                 | 161  | 84895           | 84780        |
| June 30                 | 162  | 84932           |              |
| July 1                  | 163  | 84968           |              |
| July 2                  | 164  | 85005           |              |
| July 3                  | 165  | 85041           |              |
| July 4                  | 166  | 85078           |              |
| July 5                  | 167  | 85114           |              |
| July 6                  | 168  | 85151           |              |
| July 7                  | 169  | 85187           |              |
| July 8                  | 170  | 85224           |              |
| July 9                  | 171  | 85260           |              |
| July 10                 | 172  | 85297           |              |
| July 11                 | 173  | 85333           |              |
| July 12                 | 174  | 85370           |              |
| July 13                 | 175  | 85406           |              |
| July 14                 | 176  | 85443           |              |
| July 15                 | 177  | 85479           |              |
| July 16                 | 178  | 85516           |              |
| July 17                 | 179  | 85552           |              |
| July 18                 | 180  | 85589           |              |
TABLE 9

| Model          | A      | b      | k      | MSE               | R²    |
|----------------|--------|--------|--------|-------------------|-------|
| Weibull        | 4957.440 | 5313.784 | 0.014  | γ = 1.099         | 0.959 |
| Negative exponential | 5486.157 | 0.015  | 116911.341 | 0.948 |
| Von Bertalanffy | 4747.165 | 0.715  | 0.033  | 105015.273       | 0.953 |
| Janoscheck     | 4957.440 | 1.072  | 0.014  | c = 1.099         | 0.959 |
| Lundqvist-Korf | 6125.155 | 30.841 | 0.033  | d = −0.969        | 0.963 |
| Sloboda        | 5929.037 | 158799.877 | 9.047  | γ = 0.081         | 0.963 |

FIGURE 3

Observed and Predicted Values for the Number of Total Cases by ARIMA(0,2,1).

FIGURE 4

Curve for Prediction of Nonlinear Models for the Number of Total Deaths.
Logistics model was reported to be better than the others. They conducted an extensive research with quasi-experimental analysis methods in various provinces in China and investigated the relationship between population and the number of outbreak cases. Accordingly, they found that the correlation coefficients of the relationship between the population and the number of cases differed by regions. They observed that the number of cases was higher in regions with high populations and that there was a high correlation between them. They concluded factors such as immigration, tourism, and mobility play an important role in this situation. The authors also determined the number of cases using the epidemic growth model.  

On the other hand, Roosa et al. (2020) analyzed the number of cases in some regions of China using the generalized logistic growth model (GLM), the Richards Model and the sub-epidemic model for a short time period (10 d). They found that the number of confirmed cases will continue to increase. They estimated that the predicted case increase (GLM) in the Guangdong and Zhejiang regions would be lower by using the Richards models and that it would be higher using the sub-epidemic model.  

In a study on the risk of infection when COVID-19 was detected in a cruise ship in China in February 2020, it was noted that the risk of infection among people who have close contact was higher than those who maintained a social distance from others. The estimated number of cases was obtained by the back-calculation method. Al-qaness et al. (2020) used the Adaptive Neuro-Fuzzy Inference System (ANFIS), the Flower Pollination Algorithm (FPA), the Salp Swarm Algorithm (SSA), and the FPASSA-ANFIS method to estimate the number of cases of COVID-19 in China and the United States. They calculated model performance using root mean square error (RMSE), mean absolute error (MAE), mean absolute percentage error (MAPE), root mean squared relative error (RMSRE), and R2. They found that the best method for modeling and estimating the number of total cases was the FPASSA-ANFIS method.  

Kuniya (2020) estimated the outbreak peak of coronavirus disease in Japan using the susceptible-exposed-infected-removed (SEIR) compartmental model. In another study, the reproduction number of the Wuhan novel coronavirus 2019-nCoV was estimated using the SEIR compartment model. There are many studies on coronavirus disease by various researchers using different statistical methods. Among these studies, the following are highlighted: Yuan et al. (2020) used the median (interquartile range, IQR) and Mann Whitney U test or Wilcoxon test. Twu et al. (2020), Prem et al. (2020), and Neher et al. (2020) used the SEIR model.

In our study, we compared the time series analysis using the Weibull, negative exponential, Von Bertalanffy, Janoscheck, Lundqvist-Korf, and Sloboda models, which are different from...
the methods used in previous studies. Based on our extensive literature review, this study has been the first and most comprehensive study based on the nonlinear models as we discussed in detail.

CONCLUSIONS
While some models are simple and give general results, some are complex and provide detailed information, but their results cannot be generalized.\(^4\) Models that were used in the initial phase of the outbreak can be misleading because of a lack of sufficient data. Therefore, short-term predictions should be made for the early stages of the epidemic, and the effects of any measures taken in this process must be taken into consideration by virtue of their results. As for the further stages of pandemics, different models can be used to understand biological systems and to develop models which can be used for the simulation for future similar situations. However, although model assumptions are mostly incompatible with real-world problems, they can capture general behavior and predict the rate of the spread of the outbreak. If large-scale behaviors of a system are correctly identified, certain details can be understood in terms of their impact on these behaviors. Statistical or data-based models that fit curves of the past temporal prevalence of a disease, do not make any assumptions about the internal mechanisms that a mathematical model provides and, hence, have become more popular in infectious diseases. Because the major use of these models is to fit past data and estimate the future, it can also be used for different patterns of the epidemic.

As a result of the literature review, it was observed that the Sloboda model and Lundqvist-Korf model, which gave the best results among the nonlinear models used in this study, have never been used for modeling COVID-19 outbreak indicators before. Our most recent forecasts remained relatively stable. This reflects the impact of the measures implemented by the China government, which likely helped to stabilize the pandemic. The forecasts presented here are based on the assumption that current mitigation efforts will continue. In addition, comparing with other modeling studies on COVID-19, results were obtained for longer periods. Therefore, the results in this study are more favorable in terms of comprehending the biological structure of the outbreak and producing preliminary information for possible similar conditions in the future.
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