Holographic MIMO Communications Under Spatially-Stationary Scattering
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Abstract—Holographic MIMO is a spatially-constrained MIMO system with a massive number of antennas, possibly thought of, in its ultimate form, as a spatially-continuous electromagnetic aperture. Accurate and tractable channel modeling is critical to understanding the full potential of this technology. This paper considers arbitrary spatially-stationary scattering and provides a 4D plane-wave representation in Cartesian coordinates, which captures the essence of electromagnetic propagation and allows to evaluate the capacity of Holographic MIMO systems with rectangular volumetric arrays. The developed framework generalizes the virtual channel representation, which was originally developed for uniform linear arrays.

I. INTRODUCTION

Holographic MIMO refers to arrays with a massive number of antennas in a compact space [1]. In its asymptotic form, it can be thought of as a spatially-continuous electromagnetic aperture that actively generates beamformed radio signals. Maximal exploitation of this technology necessitates accurate yet tractable modeling of the MIMO channel matrix [2], MIMO channel models are either deterministic or stochastic. Deterministic models are accurate, but valid only for the considered propagation conditions. Unlike deterministic models, stochastic approaches are independent of a particular propagation environment. A widely used model is the i.i.d. Rayleigh fading channel model, which assumes that the channel realizations observed at the antennas are statistically independent. This model is widely used because of its analytical tractability. However, it is physically meaningful only if a half-wavelength spaced one-dimensional (1D) array is deployed in isotropic scattering [3]. With two-dimensional (2D) and three-dimensional (3D) arrays, the closest physically-tenable model for i.i.d. Rayleigh fading is the Clarke’s model [2], [3], which correctly exhibits spatial correlation even with isotropic scattering. Alternatively, there are the parametric physical models inspired by array signal processing, which tend to leave out underlying characteristics of electromagnetic propagation.

In this paper, we consider arbitrary spatially-stationary scattering and provide a Fourier plane-wave representation in Cartesian coordinates [4], which captures the essence of electromagnetic propagation and allows to evaluate the capacity of Holographic MIMO systems with rectangular volumetric arrays. The developed model generalizes the virtual channel representation pioneered in [5] for 1D arrays. When sampled in space, our model constitutes a physics-based low-rank approximation of the channel, which belongs to the unitary-independent-unitary (UIU) models [6].
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II. CONTINUOUS-SPACE ELECTROMAGNETIC CHANNEL FOR LoS PROPAGATION

Consider a wireless communication between two continuous-space rectangular volumes and assume that it takes place through scalar waves (i.e., no polarization) propagating into a 3D homogeneous, isotropic, and infinite medium characterized by a permeability $\mu$ and permittivity $\varepsilon$.

In any frequency-flat channel, the electric field $e(r)$ measured at the receiver is related to the electric-current volume density $j(s)$ at the source as

$$e(r) = \int_{V_s} e(r,s) ds = \int_{V_s} h(r,s) j(s) ds, \quad r \in V_r \tag{1}$$

where the field $h(r,s)$ represents the spatial impulse response of the channel at $r$ to an impulse (point-source) of electric current applied at $s$. Here, $e(r,s)$ is the electric field generated by a point source of electric-current at point $s$ and measured at an arbitrary point $r$. Hence, the wireless channel can generally be viewed as a linear and space-variant system with constitutive relation given by (1). Next, we start considering a line-of-sight (LoS) scenario, i.e., free-space propagation.

A. Green function

In LoS scenario, the electric-field $e(r,s)$ is given by [7]

$$e(r,s) = -jk\eta g(r,s) j(s) \tag{2}$$

where $\eta = \sqrt{\mu/\varepsilon}$ is the intrinsic impedance and

$$g(r,s) = \frac{e^{jk||r-s||}}{4\pi||r-s||} \tag{3}$$

is the scalar Green function that represents the solution to the inhomogeneous scalar Helmholtz equation $(\nabla^2 + k^2)g(r,s) = 0$ [7] Eq. 1.3.34]. Notice that $k = \omega/c$ is the wavenumber with $\omega$ being the radiation frequency and $c = 1/\sqrt{\mu\varepsilon}$ the speed of light. From (1), the channel impulse response under LoS propagation conditions is $h(r,s) = -jk\eta g(r,s)$.

The Green function in (3) describes a scalar spherical wave that propagates radially from point $s$ in every directions. Next, we show that a spherical wave can be decomposed as a superposition of plane-waves. This is instrumental to derive an exact plane-wave representation of $h(r,s)$ in LoS conditions. This representation will be extended in Section [III] to model $h(r,s)$ under spatially-stationary scattering conditions.
\[
h(r, s) = \frac{1}{(2\pi)^2} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} a_r(k, r) H_a(k_x, k_y, \kappa_x, \kappa_y)a_s(\kappa, s) \, dk_x dk_y d\kappa_x d\kappa_y
\]  

(11)

**B. Fourier plane-wave representation**

By using the Weyl’s identity [7, Eq. 2.2.27], we have that

\[
e^{jkr} = \frac{j}{2\pi} \int_{-\infty}^{\infty} e^{j(k_x x + k_y y + \kappa_x x + \kappa_y y) z} d\kappa_x d\kappa_y, \quad z > 0
\]

(4)

where \( R = \sqrt{x^2 + y^2 + z^2} \) and

\[
\kappa_z(\kappa_x, \kappa_y) = \left\{ \begin{array}{ll}
\gamma(\kappa_x, \kappa_y), & (\kappa_x, \kappa_y) \in \mathcal{D} \\
j\gamma(\kappa_x, \kappa_y), & (\kappa_x, \kappa_y) \in \mathcal{D}^c
\end{array} \right.
\]

(5)

where \( \gamma(\kappa_x, \kappa_y) \) is defined as

\[
\gamma(\kappa_x, \kappa_y) = \sqrt{\kappa_x^2 - \kappa_y^2}
\]

(6)

and is real-valued within the support

\[
\mathcal{D} = \{(\kappa_x, \kappa_y) \in \mathbb{R}^2 : \kappa_x^2 + \kappa_y^2 \leq \kappa^2 \}
\]

(7)

and imaginary-valued on the complementary set \( \mathcal{D}^c \) of \( \mathcal{D} \). In \([5], \Re\{\kappa_x\} > 0 \) and \( \Im\{\kappa_y\} > 0 \) for \( (\kappa_x, \kappa_y) \in \mathbb{R}^2 \) in order to ensure the radiation condition at infinity [7, Ch. 2]. By using the identity \( 4 \) into \( 3 \), the electric field \( e(r, s) \) is given by \( 3 \) with channel impulse response in the form of

\[
h(r, s) = \frac{\kappa \eta}{2(2\pi)^2} \int_{-\infty}^{\infty} e^{j\kappa(r-s)} \, d\kappa_x d\kappa_y, \quad r_z > s_z
\]

(8)

where

\[
\kappa = [\kappa_x, \kappa_y, \kappa_z(\kappa_x, \kappa_y)]^T
\]

(9)

is the wave vector which corresponds to the source propagation direction \( \hat{\kappa} = \kappa/|\kappa| \) of the radiated field. From \( 3 \), it thus follows that the channel response can be represented exactly as a superposition of plane-waves \( e^{j\kappa(r-s)} \) that are parameterized by the horizontal wavenumbers \( (\kappa_x, \kappa_y) \). This result is valid irrespective of the distance between the arbitrary points \( r \) and \( s \). Therefore, it is true also in the near-field \( 1 \).

An inspection of \( 8 \) reveals that an infinite number of plane-waves are radiated by the point source at \( s \). Since no material objects are present in LoS conditions, there will be an infinite number of plane-waves at the receiver whose propagation directions \( \hat{k} = k/|k| \) with

\[
k = [k_x, k_y, k_z(k_x, k_y)]^T
\]

(10)

are in one-to-one correspondence to the ones at the source, i.e., \( \hat{k} = \hat{\kappa} \). Under LoS propagation conditions, \( 8 \) can thus be written as the 4D plane-wave representation in \( 11 \) where

\[
H_a(k_x, k_y, \kappa_x, \kappa_y) = \frac{\kappa \eta}{2} \frac{\delta(k_y - \kappa_y) \delta(k_x - \kappa_x)}{\kappa_z(\kappa_x, \kappa_y)}
\]

(12)

\[1\] Elementary treatments of electromagnetic wave propagation teach that the electric field can be represented with a plane-wave in the far-field, i.e., when \( r \) is at a sufficient number of wavelengths from \( s \). It is less obvious that a plane-wave representation is also possible in the near-field \( 4 \).

and

\[
a_r(k, r) = e^{-j\kappa r} = e^{-j(\kappa_x x + \kappa_y y + \kappa_z(\kappa_x, \kappa_y) z)}
\]

(13)

\[
a_r(k, r) = e^{j\kappa r} = e^{j(\kappa_x x + \kappa_y y + \kappa_z(\kappa_x, \kappa_y) z)}
\]

(14)

are the source and receive plane-waves, respectively. Notice that delta functions in \( 12 \) ensure the LoS condition \( \hat{k} = \hat{\kappa} \).

The plane-wave representation in \( 11 \) suggests that \( h(r, s) \) can be decomposed in three terms. In particular, \( a_s(\kappa, s) \) is the source response that maps the excitation current at any point \( s \) to the source propagation direction \( \kappa \) of the radiated field. Similarly, \( a_r(k, r) \) is the receive response that maps the receive propagation direction \( k \) of the receive field to the induced current at \( r \). The complex coefficient \( H_a(k_x, k_y, \kappa_x, \kappa_y) \) is the angular response that maps the source direction \( \kappa \) into the receive direction \( k \). Notice that \( H_a(k_x, k_y, \kappa_x, \kappa_y) \) acts only on the horizontal coordinates since the longitudinal coordinates \( (\kappa_z, \kappa_x) \) follow directly.

Notice from \( 13 \) and \( 14 \) that the plane-waves coincide with phase-shifted versions of 2D spatial-frequency Fourier harmonics \( e^{-j(\kappa_x x + \kappa_y y)} \) and \( e^{j(\kappa_x x + \kappa_y y)} \), respectively. In light of this, we call \( 11 \) the 4D Fourier plane-wave representation of \( h(r, s) \).

**III. CONTINUOUS-SPACE ELECTROMAGNETIC CHANNEL FOR SPATIALLY-STATIONARY SCATTERING**

The above analysis focuses on LoS scenarios. We now account for the presence of a scatterer with arbitrary shape between the two rectangular volumes \( V_s \) and \( V_r \). Particularly, we assume that it can be modelled as a circularly-symmetric, complex-Gaussian, stationary spatial random field. Under these conditions, we derive an integral plane-wave representation of \( h(r, s) \), which is valid for infinite rectangular volumes \( V_r \) and \( V_s \) of finite thickness, i.e., \( (r_x, r_y) \in \mathbb{R}^2 \) and \( (s_x, s_y) \in \mathbb{R}^2 \), respectively.

**A. Fourier plane-wave spectral representation**

Similar to stationary time-domain random processes [9], Theorem 1 below provides the Fourier spectral representation of a stationary spatial random field \( h(r, s) \) of electromagnetic nature. Details can be found in the extended version.

**Theorem 1.** The spatial impulse response \( h(r, s) \) of a stationary channel over volumetric arrays with \( (r_x, r_y) \in \mathbb{R}^2 \) and \( (s_x, s_y) \in \mathbb{R}^2 \) is exactly given by the 4D Fourier plane-wave representation in \( 11 \) with angular response

\[
H_a(k_x, k_y, \kappa_x, \kappa_y) = \sqrt{S(k_x, k_y, \kappa_x, \kappa_y)}W(k_x, k_y, \kappa_x, \kappa_y)
\]

(15)

where

\[
S(k_x, k_y, \kappa_x, \kappa_y) = \frac{(\kappa \eta)^2}{2} A^2(k_x, k_y, \kappa_x, \kappa_y) \gamma(k_x, k_y) \gamma(\kappa_x, \kappa_y)
\]

(16)

with \( (k_x, k_y, \kappa_x, \kappa_y) \in \mathcal{D} \times \mathcal{D} \) is the angular power spectral density of \( h(r, s) \) with \( A(\cdot) \) being a non-negative function
and $W(\cdot)$ is a complex white-noise field with unit variance. Also, we have that $\gamma \kappa (\kappa_x, \kappa_y) = \gamma (\kappa_x, \kappa_y)$ and $k_z (k_x, k_y) = \gamma (k_x, k_y)$ in (11).

We notice that $h(r, s)$ in Theorem 1 is fully described by the angular power spectral density $S(k_x, k_y, \kappa_x, \kappa_y)$. Building on [2, 3], it can be shown that, for spatially-stationary electromagnetic channels, $S(k_x, k_y, \kappa_x, \kappa_y)$ must be circularly band-limited with $(k_x, k_y, \kappa_x, \kappa_y) \in D \times D$. As seen in (5), plane-waves associated with propagation directions outside the support $D \times D$ have an imaginary-valued wavenumber along the longitudinal coordinates $\kappa_z$ and $k_z$. Hence, their power decays exponentially fast in space. These plane-waves are called evanescent and lead to a non-stationary $h(r, s)$.

We finally notice that $S(k_x, k_y, \kappa_x, \kappa_y)$ in (10) is uniquely described by the so-called spectral factor $A(k_x, k_y, \kappa_x, \kappa_y)$ that physically accounts for the angular selectivity of the scattering, i.e., the power transfer between source and receive propagation directions. The factors $\gamma (\cdot)$ at the denominator of (10) are the Jacobians of the plane-waves parametrizations with respect to the horizontal wavenumber coordinates $(\kappa_x, \kappa_y)$ and $(k_x, k_y)$ [3]. An isotropic scattering is characterized by a radially-symmetric spectral factor, which is given by $A(k_x, k_y, \kappa_x, \kappa_y) = \frac{\pi}{\kappa r} \frac{(\kappa r)^2}{2\pi}$ when the overall power of $h(r, s)$ is normalized to 1 [3].

B. Fourier plane-wave series expansion

Theorem 1 provides us with an exact closed-form representation of a spatially-stationary channel over infinite $z-$planes, i.e., $(r_x, r_y) \in \mathbb{R}^2$ and $(s_x, s_y) \in \mathbb{R}^2$. Theorem 2 below provides a series expansion that is a good approximation of the Fourier plane-wave spectral representation over volumes of practical dimensions (compared to the wavelength). Details will be provided in the extended version. We limit to observe that Theorem 2 extends [3, Sec. V].

To state the main result of Theorem 2 below, we assume that the two rectangular volumes $\mathcal{V}_r$ and $\mathcal{V}_s$ have finite side lengths $L_{r,x}, L_{r,y}, L_{s,x}$ and $L_{s,x}, L_{s,y}, L_{s,z}$, respectively. With a slight abuse of notation, we call

$$a_s(m_x, m_y, s) = e^{-i (\frac{2\pi}{\lambda} m_x s_x + \frac{2\pi}{\lambda} m_y s_y + \gamma_s(m_x, m_y) s_z)}$$

with

$$\gamma_s(m_x, m_y) = \sqrt{\kappa^2 - (2\pi m_x/L_{s,x})^2} - (2\pi m_y/L_{s,y})^2$$

the discretized plane-wave harmonics as obtained from $a_s(\kappa)$ in (13) by evaluating $(\kappa_x, \kappa_y)$ at $(2\pi m_x/L_{s,x}, 2\pi m_y/L_{s,y})$. Consequently, we have that $\kappa_z = \gamma_s(m_x, m_y)$. Similarly, we call

$$a_r(\ell_x, \ell_y, r) = e^{i (\frac{2\pi}{\lambda} \ell_x r_x + \frac{2\pi}{\lambda} \ell_y r_y + \gamma_r(r_x, r_y) r_z)}$$

the discretization of $a_r(\kappa, r)$ in (14) with $\gamma_r(\ell_x, \ell_y)$ obtained accordingly. Since $h(r, s)$ is circularly-bandlimited with $(k_x, k_y, \kappa_x, \kappa_y) \in D \times D$, from (1) the plane-wave harmonics are non-zero only within the lattice ellipse (e.g. [9, Fig. 1])

$$\mathcal{E}_s = \{ (m_x, m_y) \in \mathbb{Z}^2 : (m_x \lambda / L_{s,x})^2 + (m_y \lambda / L_{s,y})^2 \leq 1 \}$$

$$\mathcal{E}_r = \{ (\ell_x, \ell_y) \in \mathbb{Z}^2 : (\ell_x \lambda / L_{r,x})^2 + (\ell_y \lambda / L_{r,y})^2 \leq 1 \}$$

at the source and receiver, respectively. We call $n_s = |\mathcal{E}_s|$ and $n_r = |\mathcal{E}_r|$ the cardinalities of the sets $\mathcal{E}_s$ and $\mathcal{E}_r$, respectively, and notice that they can be computed by counting the number of lattice points falling into the 2D lattice ellipses in (20) and (21). For $min(L_{s,x}, L_{s,y})/\lambda \gg 1$ and $min(L_{r,x}, L_{r,y})/\lambda \gg 1$, we have that (9)

$$n_s = \left\lfloor \frac{\pi}{\lambda^2} L_{s,x} L_{s,y} \right\rfloor \quad n_r = \left\lfloor \frac{\pi}{\lambda^2} L_{r,x} L_{r,y} \right\rfloor$$

With the above definitions at hand, Theorem 2 is given.

**Theorem 2.** The spatial impulse response $h(r, s)$ over rectangular volumetric arrays with finite side lengths $L_{r,x}, L_{r,y}, L_{r,z}$ and $L_{s,x}, L_{s,y}, L_{s,z}$ can be approximated as $min(L_{s,x}, L_{s,y})/\lambda$ and $min(L_{r,x}, L_{r,y})/\lambda$ become large by the 4D Fourier plane-wave series in (24) where

$$H_a(\ell_x, \ell_y, m_x, m_y) \sim NC \left( 0, \sigma^2(\ell_x, \ell_y, m_x, m_y) \right)$$

are independent, circularly-symmetric, complex-Gaussian random variables with variance given by

$$\frac{1}{(2\pi)^4} \iiint S(k_x, k_y, \kappa_x, \kappa_y) dk_x dk_y dk_x dk_y$$

where the sets $\mathcal{S}_s(m_x, m_y)$ and $\mathcal{S}_r(\ell_x, \ell_y)$ are defined as

$$\left\{ \frac{2\pi m_x}{L_{s,x}}, \frac{2\pi m_x}{L_{s,x}} + 1 \right\} \times \left\{ \frac{2\pi m_y}{L_{s,y}}, \frac{2\pi m_y}{L_{s,y}} + 1 \right\}$$

$$\left\{ \frac{2\pi \ell_x}{L_{r,x}}, \frac{2\pi (\ell_x + 1)}{L_{r,x}} \right\} \times \left\{ \frac{2\pi \ell_y}{L_{r,y}}, \frac{2\pi (\ell_y + 1)}{L_{r,y}} \right\}$$

which are determined by the $xy-$spatial resolution of the volumes.

Theorem 2 shows that $h(r, s)$ can be approximately represented with an orthogonal discrete basis set of functions $\{ \phi(\ell_x, \ell_y, m_x, m_y, r, s) \}$, which can be factorized as $\phi(\ell_x, \ell_y, m_x, m_y, r, s) = a_r(\ell_x, \ell_y, r) a_s(m_x, m_y, s)$. These functions decompose the channel over the fixed angular sets $\mathcal{S}_s(m_x, m_y) \times \mathcal{S}_r(\ell_x, \ell_y)$ in the angular domain. Each variance $\sigma^2(\ell_x, \ell_y, m_x, m_y)$ in (25) depends directly on the scattering as it represents the fraction of channel power transferred within every pair of angular sets.

We observe that the approximation error in (24) reduces as $min(L_{s,x}, L_{s,y})/\lambda$ and $min(L_{r,x}, L_{r,y})/\lambda$ become large [3], and vanishes as $min(L_{s,x}, L_{s,y})/\lambda \to \infty$ and $min(L_{r,x}, L_{r,y})/\lambda \to \infty$ jointly. It thus follows that (34) does not require the volumes’ size to be “physically large”, but rather their normalized size (with respect to $\lambda$). Remarkably, the approximation is accurate already for normalized sizes larger than a few wavelengths [3].
\[ h(r, s) \approx \sum_{(\ell_x, \ell_y) \in E_r} \sum_{(m_x, m_y) \in E_s} H_a(\ell_x, \ell_y, m_x, m_y) a_r(\ell_x, \ell_y, r) a_s(m_x, m_y, s) \phi(\ell_x, \ell_y, m_x, m_y, r, s) \] (24)

IV. HOLOGRAPHIC MIMO COMMUNICATIONS

We now use the developed channel model in (24) to evaluate the capacity of a Holographic MIMO system with rectangular volume arrays of sub-wavelength spacing antenna elements. We denote by \( N_x \geq n_x \) and \( N_y \geq n_y \) the number of antennas at the transmitter and receiver, respectively. The \( j \)th transmit antenna is located at \( s_j \), whereas the \( j \)th receive antenna is located at \( r_j \). We call \( u_s(m_x, m_y) \in \mathbb{C}^{N_x} \) the transmit vector with entries \( u_s(m_x, m_y) \) for \( i = 1, \ldots, N_x \), and denote \( U_s \in \mathbb{C}^{N_x \times n_x} \) the matrix collecting the \( n_x \) column vectors \( \{u_s(m_x, m_y)\} \). Similarly, \( u_r(\ell_x, \ell_y) \in \mathbb{C}^{N_r} \) is the receive vector with entries \( u_r(\ell_x, \ell_y) \) for \( i = 1, \ldots, N_r \) and \( U_r \in \mathbb{C}^{N_r \times n_r} \) is the matrix collecting the \( n_r \) column vectors \( \{u_r(\ell_x, \ell_y)\} \). Since \( \{a_r(\ell_x, \ell_y, r_j)\} \) and \( \{a_s(m_x, m_y, s_j)\} \) constitute a set of orthonormal discrete basis functions on \( V_r \) and \( V_s \), respectively, we have that \( U_s \) and \( U_r \) are semi-unitary matrices for which \( U_s^T U_s = I_{n_x} \) and \( U_r^T U_r = I_{n_r} \). Their columns describe discretized transmit and receive plane-wave harmonics that span fixed angular sets.

From (24), we can approximate the channel matrix \( \mathbf{H} \in \mathbb{C}^{N_y \times N_x} \) obtained by spatial sampling \( V_r \) and \( V_s \) at points \( r_i \) and \( s_j \) for \( i = 1, \ldots, N_r \) and \( j = 1, \ldots, N_s \) as

\[ \mathbf{H} = \mathbf{U}_r \mathbf{H}_a \mathbf{U}_s^H \] (29)

where \( \mathbf{H}_a = \mathbf{S} \otimes \mathbf{W} \in \mathbb{C}^{n_x \times n_r} \) collects the zero-mean and independent random entries \( \{\sqrt{N_r N_s} h_a(\ell_x, \ell_y, m_x, m_y)\} \).

Notice that (a) follows by denoting \( \mathbf{W} \) the matrix with i.i.d. circularly-symmetric Gaussian entries and \( \mathbf{S} \) the matrix with entries \( \{N_r N_s \sigma^2(\ell_x, \ell_y, m_x, m_y)\} \). Because of its structure, (29) constitutes a physics-based low-rank approximation in UIU form [6], see also the model proposed by Weichsberger et al. in [10]. In particular, due to the analogy between \( \mathbf{U}_r \) and \( \mathbf{U}_s \) and the discrete-Fourier transform matrix, the developed Fourier plane-wave framework can be considered as the extension to planar and volume arrays of the virtual channel model, pioneered in [4] for uniform linear arrays only.

The channel matrix (29) gives rise to correlated Rayleigh fading where the correlation matrix \( \mathbf{R}_{\text{vec}(\mathbf{H})} = \mathbb{E}\{\text{vec}(\mathbf{H}) \text{vec}(\mathbf{H})^H\} \) of \( \mathbf{H} \) takes the form

\[ \mathbf{R}_{\text{vec}(\mathbf{H})} = (\mathbf{U}_s^T \otimes \mathbf{U}_r) \mathbb{E}\{\text{vec}(\mathbf{H}_a) \text{vec}(\mathbf{H}_a)^H\} (\mathbf{U}_s^T \otimes \mathbf{U}_r^H) \] (30)

where \( \mathbb{E}\{\text{vec}(\mathbf{H}_a) \text{vec}(\mathbf{H}_a)^H\} \) is a diagonal matrix whose entries are \( \{N_r N_s \sigma^2(\ell_x, \ell_y, m_x, m_y)\} \). These scaled variances are the eigenvalues of \( \mathbf{R}_{\text{vec}(\mathbf{H})} \) and determine the correlations of \( \mathbf{H} \). The more uneven these variances, the stronger the correlation. Ideally, if \( \mathbf{S} = \mathbf{N}_s \mathbf{N}_r \mathbf{I}_{n_x n_r} \), the channel samples would be mutually independent, thus leading to the i.i.d. Rayleigh fading model. However, this is never the case, except for half-wavelength spaced 1D arrays in isotropic scattering. In fact, the variances \( \{\sigma^2(\ell_x, \ell_y, m_x, m_y)\} \) are not all equal even in an isotropic scenario [3], as it follows from using (16) into (26) by setting \( A(k_x, k_y, \kappa_x, \kappa_y) = A = \frac{\alpha}{\kappa_y \sqrt{2 \kappa_x}} \). This proves that a stochastic channel model necessarily exhibits correlation [3], and makes it evident that the i.i.d. Rayleigh fading model shall never be used to model \( \mathbf{H} \).
where $\mu_\theta, \mu_\phi$ represent the mean directions and $\alpha$ is the so-called concentration parameter. We fix $\mu_\theta = \mu_\phi = 30^\circ$ and set $\alpha$ such that the circular variance is $\nu = 30^\circ$ in azimuth and elevation.

Fig. 1 shows the normalized variances $\sigma_r^2(\ell_x, \ell_y)$ for the $n_r = 314$ angular sets under isotropic and non-isotropic propagation conditions. In the latter case, they are computed by plugging (35) into (34). In both scenarios, the variances are non-zero only within the lattice ellipse $\xi_r$ in (21). Fig. 1a confirms that $\{\sigma_r^2(\ell_x, \ell_y)\}$ are not all exactly equal under isotropic conditions (i.e., the channel exhibits spatial correlation). Particularly, they have a bowl-shaped behavior, notice that they are always bounded since the integrand in (34) is singularly-integrable. For the propagation scenario in Fig. 1b, the variances achieve higher values around the angular directions specified by (35).

Fig. 2 plots the ergodic capacity as a function of antenna separation $\Delta \in [\lambda/2, \lambda/8]$ under both conditions of Fig. 1. The ergodic capacity is evaluated by using the large-dimensional approximation in [6]. Comparisons are made with the 3D Clarke’s isotropic model. The i.i.d. Rayleigh fading model is used as reference. Fig. 2 shows that the capacity of the plane-wave model in (24) is very close to that of the Clarke’s model for the setting of Fig. 1a. This validates our physical low-rank approximation in (29) under isotropic propagation conditions. Compared to i.i.d. fading, a large gap is observed for $\Delta \leq \lambda/2$. This is due to the correlation that naturally arises among antennas when $\Delta$ decreases. The larger the correlation, the larger the gap. This is made evident by the capacity achieved under the non-isotropic conditions of Fig. 1b.

V. SUMMARY

We derived a 4D plane-wave series representation in Cartesian coordinates of a spatially-stationary scattering channel. This representation captures the essence of electromagnetic propagation and provides an angular-domain decomposition of the channel, which is valid for rectangular volumetric arrays. The developed model was used to evaluate the capacity of Holographic MIMO systems and to show that the i.i.d. Rayleigh fading model shall never be used for such systems.
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