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Abstract—Driver drowsiness has caused a large number of serious injuries and deaths on public roads and incurred billions of taxpayer dollars in costs. Hence, monitoring of drowsiness is critical to reduce this burden on society. This paper surveys the broad range of solutions proposed to address the challenges of driver drowsiness, and identifies the key steps required for successful implementation. Although some commercial products already exist, with vehicle-based methods most commonly implemented by automotive manufacturers, these systems may not have the level of accuracy required to properly predict and monitor drowsiness. State-of-the-art models use physiological, behavioural and vehicle-based methods to detect drowsiness, with hybrid methods emerging as a superior approach. Current setbacks to implementing these methods include late detection, intrusiveness and subject diversity. In particular, physiological monitoring methods such as Electroencephalography (EEG) are intrusive to drivers; while behavioural monitoring is least robust, affected by external factors such as lighting, as well as being subject to privacy concerns. Drowsiness detection models are often developed and validated based on subjective measures, with the Karolinska Sleepiness Scale being the most popular. Subjective and incoherent labelling of drowsiness, lack of on-road data and inconsistent protocols for data collection are among other challenges to be addressed to progress drowsiness detection for reliable on-road use.

Index Terms—Behavioural monitoring, driver physiological monitoring, driver safety, drowsiness detection, fatigue, hybrid models, sensor applications, vehicle-based monitoring.

I. INTRODUCTION

Globally, it is estimated that 1.3 million people die per year as a result of car crashes worldwide, and crashes cost countries approximately 3% of their GDP [1]. Although it has been suggested that in the future Autonomous Driving Systems (ADS) will overcome this problem, it remains the case that the driver is still legally responsible for the vehicle [2]. Furthermore, this extends to take over requests, where the user will need to be fully alert.

Fatigue has been labelled as part of the “fatal five” for driving safety risks, alongside speeding, drugs/alcohol, failure to wear a seat belt and driver distraction. Research has shown and vigorously advertised that the effects of drowsiness when driving is similar to that of driving above the legal alcohol limit [3], [4]. Hence, the monitoring of fatigued driving is required to make driving safer and has emerged as a key priority to reduce road related fatalities and serious injuries.

In Australia, driving whilst fatigued has contributed to 20-30% of road related severe injuries and fatalities, similar to that of drink driving and speeding [5], [6]. Australia has seen an average of 1,209 fatalities on-road within the last 5 years (2016-2020) [7], where road related accidents are estimated to cost $3-4 billion AUD to the economy per year in Victoria alone [8]. In 2015, it was reported that USA had an estimated 5000 people die in crashes influenced by drowsiness, although this is difficult to measure accurately [9]. This was estimated to cost the economy $109 billion USD [9]. Based on reports from the United Kingdom and many European countries, approximately 10 to 30% of crashes are caused by drowsiness [10].

It is clear that driver fatigue remains a pressing concern for road safety. However, despite over a decade of research into detection and prediction measures, this problem is yet to be adequately addressed. Our paper seeks to review the progress made to date, and identify key challenges holding back the implementation of driver drowsiness prediction technologies.

In preparing this paper, 130 studies were surveyed, including 44 Physiological-based studies, 43 Behavioural-based studies, 15 Vehicle-based studies, and 28 Hybrid studies. Of these studies, 69 were published after 2018 and considered to be recent. These studies were found by first searching for keywords listed in Table I. The selection was then expanded to include a greater number of recent studies, with the search restricted to 2018 and later. The search was conducted across Google Scholar, IEEE Xplore, and ScienceDirect.

TABLE I

| Method   | Keywords                           |
|----------|------------------------------------|
| All Studies | Driver, Fatigue, Drowsiness, Drowsy |
| Physiological | Physiological, PPG, ECG, BOG, EEG, EMG, Temperature, Respiration |
| Behavioural | Behavioural, Camera, Yawning       |
| Vehicle-Based | Vehicle, Lane departure, Steering Wheel |
| Hybrid    | Hybrid, Physiological + Behavioural, Behavioural + Vehicle, Physiological + Vehicle |
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Existing review papers have thoroughly covered technical aspects such as signal acquisition, feature extraction and detection of driver drowsiness, in three primary categories: physiological, behavioural and vehicle-based monitoring. Sahayadhass et al. [11] outline existing simulator types, causes of crashes, inducement of drowsiness, simulator versus on-road data collection and physiological intrusiveness. Challenges regarding protocols are mentioned, where the environment for acquisition and drowsiness inducement are discussed; however, other issues including drowsiness labelling, early detection and subject diversity are not addressed in this review.

Kaplan et al. [12] highlight ways to detect drowsiness, commercial products available and simulation data collection. Kaplan et al. also expand the review to driver distraction; another cause of deaths on our roads. Within the review, the discussion of physiological methods mention Electrooculography (EOG) and Electrocardiography (ECG); however, only EEG is discussed in depth as this is labelled as the most “promising and feasible method”. Furthermore, limitations of described studies are mentioned, but protocols are not covered, including diversity of subjects and the participant numbers.

DouDou et al. [13] thoroughly examine acquisition systems, fatigue inducement and commercial products; however this differs from the focus of our work, as shown in Table II. Moreover, our paper includes a number of more recent works in the literature. DouDou et al. also look at issues in the literature, including intrusiveness of acquisition, noise in data collection, ease of use and accuracy of different methods. They discuss the variations in fatigue measuring, circadian rhythm and the effect on models as well as the ability to track drowsiness in real-time. However, they do not discuss simulations versus on-road data, predicting drowsiness rather than detecting, and the issues with collected data including subject diversity, number of subjects and accuracy reporting differences; whereas our review addresses further challenges, with a focus on more recent studies.

Ramzan et al. [14] provide a very methodological, systematic review of the literature and accompanies fatigue features with examples from the literature. Classification methods are also expanded upon; however, challenges are not a focus of this review, but rather identifying current studies on drowsiness and what methods are being used.

Hu and Lodewijks [15] provide an in-depth understanding of fatigue versus sleepiness, and how measures can effectively distinguish the two. They also cover the issue of intrusive acquisition, the differences in results between simulator and on-road studies, and inconsistency of protocols. However, less intrusive acquisition systems (such as Photoplethysmography (PPG)) and hybrid studies are not discussed.

Finally, Němcová et al. [16] cover specific features and their link to drowsiness, mass produced drowsiness systems, privacy concerns, cost implications, and the annotation variances in drowsiness labels. Their work also include a number of current challenges in driver drowsiness detection. However, several important issues are not discussed, such as early detection, experimental protocols, number and diversity of participants, and sleep disorders.

In contrast to existing reviews, this paper focuses on feature selection methods and barriers to the implementation of hybrid models, alongside existing challenges. In particular, we focus on prediction vs detection, subject diversity, the number of subjects, accuracy reporting and future possibilities for driver drowsiness, which have not been adequately addressed. The current challenges in drowsiness detection covered by review papers is summarised in Table II. A key challenge identified in this work lies in the distinction between driver drowsiness prediction (prediction of impending drowsiness) and detection (recognising drowsiness at it occurs). The latter is most commonly addressed by current technologies, while the former is often neglected, although of significantly more value from a road safety perspective.

This paper is structured as follows. Initially, we provide a background of the effects of drowsiness and how it is monitored. Second, we define our evaluation metrics to review different drowsiness systems. We then describe existing commercial products for driver drowsiness detection, followed by methods under active research and development to provide an overview of recent literature. Existing challenges are then outlined, with explanations of how these challenges affect models and restrict these from becoming implementable. Future work is also outlined, providing a road-map to more accurate and effective drowsiness technologies and enhanced road safety.

II. BACKGROUND

Drowsiness is the transitional phase between wake and sleep, where a person can be mentally and physically affected [17]. Drowsiness has been shown to depend on the time of day (circadian rhythm) and lack or interruption of sleep [17],

### Table II

| Existing reviews | Features /Modalities | Classification Methods | Simulation vs on-road | Labelling of drowsiness | Prediction vs detection | Subject diversity | Performance discrepancies |
|------------------|----------------------|------------------------|-----------------------|-------------------------|------------------------|-------------------|--------------------------|
| Sahayadhass et al. 2012 [11] | ✓ | ✓ | ✓ | X | X | X | X |
| Kaplan et al. 2015 [12] | ✓ | ✓ | ✓ | X | X | X | X |
| DouDou et al. 2019 [13] | ✓ | ✓ | ✓ | ✓ | ✓ | X | X |
| Ramzan et al. 2019 [14] | ✓ | ✓ | ✓ | X | X | X | X |
| Hu and Lodewijks 2020 [15] | ✓ | ✓ | ✓ | X | X | X | X |
| Němcová et al. 2021 [16] | ✓ | ✓ | ✓ | ✓ | ✓ | X | X |
| Ours | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
Furthermore, increased driving times, warm rooms and monotonous activities have been found to unmask sleepiness rather than cause it [19]. Causes of drowsiness can include work shift schedules (where a decrease in performance has been seen in night shift workers [18]), lifestyle choices, mental health problems, stress and medication or illness [20], [21].

Drowsiness can decrease cognitive performance including vigilance, information processing and decision making [22]. Reaction time is also decreased under the influence of drowsiness, making it unsafe to drive. Visible symptoms can include frequent yawning, eye closure, head tilt, itchy or red eyes, lack of attention, line crossing, a tendency to accelerate, and reduced stopping distances [20].

Reducing the effects of drowsiness can be achieved by taking a nap, while avoiding drowsiness in general can be achieved through regular sleep patterns (more than 7 hours a night) and avoidance of regular daytime napping [23]. Research has shown that caffeine consumption is not beneficial in the long term and can induce sleep in the short term (1–2 hours) [20]. However, slow-release caffeine can improve performance for over 5 hours [24]. Moreover, regular caffeine intake can provide minimal effect on a user, hence, this should not be used as a drowsiness countermeasure.

As drowsiness is difficult to define, subjective measures have been used as a label in most cases for data gathered in studies of fatigue, where subjects have given a number associated with their level of drowsiness. Alternatively, a professional may label data based on visual drowsiness indicators. Numerical drowsiness scores are used for the majority of studies, with most studies using the Karolinska Sleepiness Scale (KSS) [15]. Professional labelling has also been performed on video recordings of subjects, where an Observer Rating of Drowsiness (ORD) is often used. Less common methods are also discussed in this paper.

The main methods explored to monitor drowsiness include physiological, behavioural, and vehicle-based technologies [25]. Physiological-based technologies are mainly based on human physiology-related measurements such as measurements of brain waves, cardiovascular measurements, muscle fatigue, eye movement, and eye closure. The benefit of such technologies is that they are reported to be more accurate than other methods, they can detect drowsiness at earlier stages and have less interference from lighting, environment and road conditions [11], [14]. However, they are limited by their intrusiveness [26], susceptibility to noise [12] and cost of implementation [13]. One common method in the literature includes Electroencephalography (EEG), which provides high accuracy for drowsiness monitoring [13], by monitoring spectral power various bands including the beta (13–30 Hz), alpha (8–13 Hz), theta (4–8 Hz) and delta (0.1–4 Hz) bands [27]. Electrocardiography (ECG) is also common in the literature, where Heart Rate (HR) and Heart Rate Variability (HRV) parameters are often used for drowsiness indication [13]. Electrooculography (EOG) monitors eye features related to drowsiness, but the electrodes used here are often intrusive and can be replaced by behavioural monitoring to reduce intrusiveness [28], [29]. Various classification methods are used in physiological studies including thresholding [29], support vector machine (SVM) [30], k-nearest neighbours (kNN) [31] and more recently, deep learning approaches [32].

Behavioural-based technologies are based on human behaviours that are captured using a camera, where facial features, head inclination, yawning, and eye features are used to measure drowsiness [11]. Such technologies are the second-most accurate and less intrusive than other methods [33]; however, they may be subject to privacy concerns [34]. These systems can fail for people with glasses, moustaches or those with different skin tone [35], [36], [37], where the users face is not adequately detected. Furthermore, lighting (such as at night) and environments also limit behavioural systems, making it harder to detect the face [33], [38], where many systems still do not consider infra-red (IR) cameras which can mitigate the affects. Classification in behavioural studies has evolved from simpler methods where pre-processing, feature extraction and feature selection were used [39], to more advanced techniques largely reliant on deep learning models that learn to identify appropriate features for classification [40]. Before this, other methods including thresholding [37] and SVM [39] models were implemented.

Finally, vehicle-based technologies are mainly based on vehicle status and parameters such as lane departure and steering wheel measurements [41], [42]. These are also dependent on weather and road condition, in particular for lane keeping measurements [11], [20]. Moreover, features from vehicle-based studies can vary due to external factors, such as alcohol consumption [11], [43], [44], [45]. Although vehicle-based methods are not as widely researched, similar classification used above methods have been applied, including SVM [46], thresholding [47] and deep learning methods [48].

Studies have suggested that multi-modal (physiological) and hybrid approaches produce greater accuracy compared to a mono-signal or singular method [28], [30], [49], [50], [51], [52], [53]. Despite this, fewer studies have focused on hybrid models. Furthermore, commercial products mainly focus on behavioural and vehicle-based measures, with the latter being most commonly used in vehicle, as they are most easily implemented by automotive manufacturers. Physiological methods are not widely used commercially, perhaps due to their intrusiveness.

III. EVALUATION METRICS

Throughout this paper we discuss various metrics used to help categorise and summarise the papers surveyed. To clarify our evaluation criteria, we define the following aspects to determine the benefits and downfalls of a system, which were areas of importance and concern in various papers:

- **Performance**: the reported accuracy of correct drowsy and non-drowsy classification. Furthermore, precision, sensitivity and specificity are important factors when reporting performance of a drowsiness system [49], including true/false positive and true/false negative rates, which can also be presented in a confusion matrix.
- **Intrusiveness**: both physical and psychological intrusiveness, which will be defined subsequently.
- Privacy: the ability to identify people or sensitive information using collected data
- Data size: how much data will need to be stored
- System cost: how much the acquisition system will cost to implement in a vehicle
- Computational cost: how much computation is required to detect drowsiness
- Susceptibility to noise: how much noise will be present in the raw data
- Vulnerability to subject diversity: how the model will be affected by differences in ethnicity, age and gender.
- Adaptability: how the system can cope with data loss

Our analysis of the literature showed that definitions of intrusiveness within papers could vary and that the levels of intrusiveness were not clear. Hence, we first introduce a new intrusiveness scale, in order to evaluate systems consistently. Then, based on the frequency of concern in papers of the identified areas, we rank the existing non-hybrid methods according to the dimensions above.

A. Defining Intrusiveness

In many of the papers surveyed the word intrusive was not directly defined, although in some instances, methods were described using phrasing such as less intrusive. In order to clarify types and levels of intrusiveness, we propose a new scaling system as per the following:

- Low: No intrusion and not noticeable by the user. For example, a sensor could be completely immersed within a car seat.
- Medium:
  - Type I: Psychological intrusiveness where a subject is personally monitored by video or images and can be easily identified.
  - Type II: Physical intrusiveness where minimal contact required, for example sensors that are noticeable and in contact but minimalist and lightweight.
- High: Physically intruding on a person, sensors can be felt when movement occurs

Henceforth, our paper uses this proposed intrusiveness scale when referring to levels of intrusiveness.

B. Ranking of Current Methods

Table III provides a ranking of the various methods in the literature and how they perform for each category of interest discussed above, based on the frequency with which a given dimension was mentioned in the literature surveyed. Through reviewing the literature, we have ranked how each method performs in each given category. In Table III, a 1 is used to denote the best performing method, while 3 denotes the worst performing method for a given category. The best performing method was determined by comparing a particular category. For example in terms of privacy concern, physiological data does not provide information on the age, gender or identity. However, behavioural data has large privacy issues as the identity of the user can be determined in videos. Lastly, vehicle data is in between, as it is possible to estimate where a subject lives by tracking the roads the user drives on; however, this is much more difficult to determine. Hence, for privacy concern, physiological data is ranked as 1, vehicle-based as 2 and behavioural as 3. In the case of physical intrusiveness, we ranked both vehicle and behavioural methods as 1, as neither require sensors or data is acquired whilst physically interacting with the body.

C. Computational Requirements

The computing source requirements of driver drowsiness detection depend on the amount of data received, the amount of processing required and the prediction model built. It is noted that the computation time required for training is far greater than estimating and predicting as shown by Wang et al. [54]. Inherently, behavioural models have a large data input as the data is received via video and requires a high rate of acquisition in order to detect subtle changes in the face (such as blinking). Secondly, behavioural models are often built using deep learning approaches, requiring higher computational sources than traditional machine learning methods. Physiological data also requires a high rate of acquisition to detect minor changes and often requires more complex pre-processing. One study explored reducing computational cost across five algorithms using EEG data [55]. Lastly, vehicle-based methods have a lower computational resource requirement due to less data requiring processing (for example line crossing metrics can be denoted by a singular binary occurrence, and velocity as single number). However, vehicle-based methods may also involve some video input that increases computational cost, although not at the same rate as behavioural models. For example, vehicle metrics such as lane deviation, occur over a slower period of time compared to blinking. Moreover, in commercially available systems, the device computes internally, offloading the need for computational power to be provided by the user.

| Metric                      | Physiological |Behavioural |Vehicle-Based |
|-----------------------------|---------------|------------|--------------|
| Performance                 | 1             | 2          | 3            |
| Physical Intrusiveness      | **3**         | 1          | 1            |
| Psychological Intrusiveness | 1             | **3**      | 2            |
| Privacy Concern             | 1             | 3          | 2            |
| Data Size                   | 2             | 3          | 1            |
| System cost                 | 3             | 2          | 1            |
| Computational cost          | 2             | 3          | 1            |
| Susceptibility to noise     | 3             | 1          | **2**        |
| Vulnerability to subject diversity | 2          | 3          | 1            |
| Adaptability                | 1             | **3**      | **2**        |

* This can vary depending on the acquisition system
A number of commercial products have been implemented to counter drowsy driving, many of which use vehicle-based detection methods and are installed by car manufacturers. Other commercial devices include behavioural and physiological components, where the detection systems are optional external purchases (often targeted at truck, mining and logistic companies).

### IV. COMMERCIAL AVAILABLE SYSTEMS

A number of commercial products have been implemented to counter drowsy driving, many of which use vehicle-based detection methods and are installed by car manufacturers. Other commercial devices include behavioural and physiological components, where the detection systems are optional external purchases (often targeted at truck, mining and logistic companies).

#### A. Physiological Commercial Products

Existing physiological products (5) can be relatively expensive, with 3 products identified built around Galvanic Skin Response (GSR), one of which includes heart rate (HR) monitoring. Once product included EEG monitoring with a device named SmartCap, which is targeted at mining settings. Finally, a device that utilises reflectance oculography (with similar features to EOG measures including relative velocity of blinks and relative duration of blinks [56]) is available, in the form of glasses. This product outputs a drowsiness scale, known as the John’s Drowsiness Scale (JDS). These products are listed in Table IV.

1) Behavioural Commercial Products: Commercial products relying on behavioural sensing are the most commonly available product that can be purchased for detecting drowsiness [13]. These make use of cameras focused on the driver and are generally based on eye tracking. The products identified are shown in Table V.

2) Vehicle-Based Commercial Products: Table VI includes current companies, their vehicle-based drowsiness detection products and the methods they use to detect drowsiness.

3) Hybrid Products: We identified two implementations of hybrid methods in cars, including Toyota drowsiness tracking [84], and the Bosch mobility solutions Interior Monitoring System [85]. Both hybrid systems combine vehicle and behavioural approaches.

Current commercial products are largely reliant on vehicle-based methods, which have been shown to be the least accurate for detecting drowsiness, despite being the easiest data to gather and process. These systems are not always defined as drowsiness devices, but are also targeted at distraction detection. They are often labelled in vehicles as lane departure and lane assist products. More reliable and specific devices are required for better accuracy, including the implementation of more complex systems. Moreover, it remains the case that commercial products are focused on detection rather than prediction, which is a major disadvantage of current devices. High false positive rates are also a potential area of concern. Hence, further research and development is required.

### V. METHODS UNDER ACTIVE RESEARCH AND DEVELOPMENT

For the most part the development of drowsiness detection and prediction technologies has followed a standard paradigm. First, labelling of drowsiness has been undertaken using subjective measures, which is then used to develop models in one of the four primary categories: physiological, behavioural, vehicle-based, and hybrid. The development of these models follow the main stages presented in Fig. 1. The output of these models can vary depending on the labelling of drowsiness in the study, where most studies address a binary drowsy/non-drowsy label. A smaller selection of studies include between 3 and 5 drowsiness labels.

Feature selection methods used in the studies include t-tests [29], [30], [51], [52], [86], (multivariate and univariate)
analysis of variance [42], [53], [87], [88], [89], [90], correlation coefficients [28], [31], [90], [91], [92]. In the case of end-to-end approaches, deep learning methods offset this by including feature extraction layers within the architecture [93]. This is particularly true of models relying on fine-tuning [93], where additional layers are appended to a more general pre-trained network to allow training with relatively smaller datasets. Feature selection methods are frequently applied to reduce the number of features, in order to reduce computational and system costs, and increase accuracy.

A summary of the main classification methods in driver drowsiness has been provided in Fig. 2, where the number of studies using the various methods are shown for both before and after 2018. Classification methods in driver drowsiness studies have evolved in the past few years, from centering around SVM, thresholding and various other approaches (including Random Forests (RF)) to more advanced methods including deep learning. Deep learning approaches include artificial neural networks (ANN), convolutional neural networks (CNN) and recurrent neural networks (RNN). Drawing on the representations learned by intermediate layers, deep learning approaches have shown great promise in several areas, including drowsiness detection. In particular, these are most commonly used in behavioural-based technologies, as these are particularly useful for two-dimensional (2D) inputs including image classification tasks [32]. In addition, these approaches are now also emerging in studies including lower dimensional time series inputs typically used in physiological and vehicle-based techniques [48], [94].

Traditional machine learning-based methods such as kNN and SVM are more commonly seen in physiological studies [30], [31] and are considered to have an advantage when it comes to interpretability. Despite this, deep learning methods are emerging as more desirable methods due to the increased accuracy they can provide and ability to work end-to-end with pre-processing, feature extraction, feature selection and classification jointly undertaken by the network [94]. However, deep learning comes at the cost of a 'black box' solution and is often considered less interpretable. To counter this, recent papers have recommended the use of an explainable AI (XAI) system to develop models, in order to better understand how drowsiness is classified with a deep learning model [93], [95], [96]. Qian et al. [95] design a multimodal representation, leveraging environmental data and daily life data, and train a deep learning model for the drowsiness detection. This approach provides a performance of 64.6% unweighted average recall measure. Furthermore, Rajkar et al. [97] employ a CNN for the drowsiness detection using eye closure and yawn data. This provides an average accuracy of 96%. More recently, Cui et al. [98] utilise electroencephalogram signals and design a CNN for drowsiness detection, which results in an average accuracy of 78.35%. Following a similar approach, Nandini et al. [99] employ yawning and blinking features (facial features) to detect drowsiness using a stacked deep CNN model. This work achieves a precision of >95% for the detection. Magan et al. [100] use 2D cropped face images and fine-tune a pre-trained deep learning model, EfficientNetB0, using a transfer learning approach. Their work yields the highest accuracy of 63% on the test data.

A. Drowsiness Labelling

Subjective measures are often used to describe a subject’s state of drowsiness. The most common subjective method used in the literature is the Karolinska Sleepiness Scale (KSS), followed by the Stanford Sleep Scale (SSS) [15]. Other sleep scales seen in the literature include the HFC drowsiness scale, Epworth Sleepiness Scale (ESS), Johns Drowsiness Scale (JDS), Observer rating of drowsiness (ORD), and Subjective Drowsiness...
Rating (SDR). The HFC drowsiness scale, ORD rating and SDR are externally labelled, while the JDS rating is a physiological indication and the remainder of labelling methods are self estimations.

1) Karolinska Sleepiness Scale (KSS): The KSS is the most used subjective scale in the literature, following a 9-point system [101]. Some studies used the KSS to categorise fatigue into two stages (awake and drowsy), others three stages (awake, slight and drowsy), and sometimes 4 stages. Of those studies simplifying to two stages, many left out KSS points to enable a clear difference between awake and drowsy states. The use of KSS in evaluating fatigue is shown in Fig. 3. The decisions behind these splits is not always clear, although for some studies it was based on collected features and how they changes across the reported KSS values [86], [102], [103], [104].

2) Stanford Sleep Scale (SSS): The Stanford Sleep Scale (SSS) [108] has been used similarly to the KSS scale, with one study in particular grouping the ratings to reduce the number of output labels [109]. The SSS is a 7-point scale, where one proposed combination of stages for fatigue labelling is shown in Fig. 4 [109].

3) Epworth Sleepiness Scale (ESS): The ESS [110] is used to measure daytime sleepiness with a questionnaire on the likelihood of dozing during eight common situations [110]. These situations include dozing when watching TV, as a passenger in a car, talking to someone, sitting in traffic etc. This method is useful for an overall view of tendency to sleep in subjects, but cannot be used for detection [103].

4) The Groningen Sleep Quality Scale (GSQS): Similarly to the ESS, the GSQS comprises a pre-study questionnaire that is used to measure the quality of sleep the night before. The GSQS was used in one study to determine the continuation of the experiment with a particular subject, where exceeding the sleep quality threshold of 3 meant the subject could not participate, as that indicated they had intermediate sleep disturbances [111]. The GSQS asks 15 true or false questions, with a maximum score of 14 available.

5) The Chalder Fatigue Scale (CFS/CFQ): The CFQ (adapted from the CFS) is an 11-question survey aiming to measure fatigue levels, with reference to a “usual” state [112]. The former CFS scale comprises 14 questions, where a yes or no answer is required for each [113]. A study finds that the CFS shows fatigue levels similar to that of the more commonly used SSS [111].

6) HFC Drowsiness Scale: The HFC Drowsiness Scale is used to annotate video-based recordings, where trained annotators label video recordings every minute [92].

7) Observer Rating of Drowsiness (ORD): Two different levels of ORD have been used, both for the analysis of video recordings, based on the face and body language of a driver [114]. The first ORD is 100-point rating scale where two studies have grouped the ratings into drowsiness labels. The second ORD is a 5-point scale, with the same classifications as the first ORD but labelled under the numbers 1 to 5. A summary can be found in Fig. 5, where one study grouped moderately, very and extremely drowsy into a single “drowsy” label for classification [115].
8) Subjective Drowsiness Rating (SDR): The SDR was developed for a study that uses a 5-point system, very similar to the 5-point ORD [117]. The fatigue stages used in the study are based on behavioural signs observed in a video recording, where a non-drowsy to extremely drowsy rating is indicated using the labels 0 to 4.

B. Physiological Methods

Approaches to driver drowsiness detection and prediction have been undertaken using both uni- and multi-modal methods, with multi-modal approaches proving more reliable [49]. Acquiring these signals can require a high level of intrusiveness, negatively impacting their potential use in detecting driver drowsiness [26]. Alternatively, some of these signals can be collected using medium to low levels of intrusiveness, with sensors placed in the steering wheel of the vehicle [118], [119], drivers seat [14], [120] or by using wrist worn sensors [26]. Physiological signals have shown to be more accurate when compared to vehicle-based and behavioural methods as they are less prone to interference from lighting, environmental and road conditions [11], [14]. Furthermore, physiological signals can detect drowsiness at earlier stages when compared to behavioural and vehicle methods [11].

Primary physiological measurement methods include Electroencephalography (EEG) [32], [94], [121], Electrocardiography (ECG) [88], [122], [123], Electromyography (EMG) [31], [124] and Electrooculography (EOG) [28], [125], [126]; moreover, some studies have also explored Galvanic Skin Response (GSR) [52], [124], Ballistocardiography (BCG) [127], Seismocardiography (SCG) [127] and Skin Temperature (ST) [53]. Photoplethysmograms (PPG) have also been applied with similar drowsiness correlations to ECG [51], [128], [129]. These signals are typically processed and analysed for use in predicting drowsiness using the process shown in Fig. 1.

A list of features commonly used in physiological drowsiness detection and their relationship to drowsiness can be found in Table VII.

The limitations of physiological systems are as follows:

- Intrusiveness signal collection, where sensors can be placed on the head, face or chest [26], [103], [152]. Nonetheless, alternative methods have been used in some instances. EOG and EEG cannot avoid intrusiveness as the data is collected from the face/head; despite some studies attempting to reduce it [52], [153], [154]. Despite this, EEG-based measures are still the most popular method for detecting drowsiness [15]. Further data capture mechanisms and corresponding levels of intrusiveness are described in more detail below.
- Many studies have not considered various sleep disorders in their studies, with some finding differences in the signals for those that do [136]. This has included differing RRI intervals and respiration in ECG data for people with sleep disorders versus those without [136].
- A limitation exists where almost all studies focus on simulated data, with very few on actual road data, where almost all of the on-road experiments found do not have sleep
The time frame for analysis is shown to exceed multiple EOG recordings require electrodes to be placed. EMG recordings are often captured using surface EMG (sEMG) as this is a non-invasive method of collecting. The steering wheel sensor is not viable when the subject is using deprived subjects [103]. It has also been noted that on-road data needs to be collected to test systems [30].

- The time frame for analysis is shown to exceed multiple minutes in some studies [87], which is not feasible in early detection, where an adverse event will have likely to have already occurred by the time of detection.
- Gender can influence signals, where one study demonstrated this using EEG signals [12].

1) EEG: Studies using EEG signals do not often report the specific electrodes and relevant features but rather the number of electrodes used in acquisition. This includes between 1 and 43 measurement electrodes [30], [87], [132], where the most relevant electrodes have found to be around the parietal [30] and occipital lobes [25], [30], [132]. Traditional EEG has a high level of intrusion, but alternative methods specific to driver drowsiness detection including the use of a headband [153], [154] and in-ear EEG have been used [52]. Nonetheless, EEG signal acquisition faces a trade-off between intrusiveness and accuracy, where systems offering lower levels of intrusion, such as headband EEG recording, provide a lower detection accuracy when compared to conventional methods [154]. This further extends to system cost and computational cost where fewer electrodes results in cheaper acquisition and computation.

2) Heart Rate Monitoring Methods: ECG also has a high level of intrusiveness, but can be collected less intrusively by using electrodes in a steering wheel rather than the chest [119]. However, this requires direct contact with the steering wheel using both hands. A few ECG studies have mentioned using 1-lead [30] and 2-lead ECG [139], but most do not specify this. PPG can be used as an alternative to ECG with medium level intrusiveness and is an easy to collect signal [51], [52]. Furthermore, BCG and SCG do not require skin contact and offer a low level of intrusiveness [127]. These methods can use sensors positioned in inconspicuous locations including the head rest of a driver’s seat [120], [127], [155], the car’s steering wheel [3], [127], [140], the seat belt [127] or on the finger [51]. Furthermore, video monitoring can also be used to detect heart rate and heart rate variability in both day and night conditions, eliminating the need for sensors [156], [157]. However, the alternative methods are more susceptible to noise and data loss. The steering wheel sensor is not viable when the subject is using gloves or in the case of ADS where the user is not required to have their hands on the steering wheel. Furthermore, these methods are more susceptible to movement noise than alternative capture methods.

3) EOG: EOG recordings require electrodes to be placed close to the eyes for a stronger signal [103], [144]. Studies reported using two electrodes for each horizontal and vertical placements [103], [126], whereas others used just two vertical electrodes [125]. This associates EOG recordings with a high level of intrusion; however, studies have suggested this can be replaced with a camera for many of the blink features typically identified using EOG [28], [29]. This shifts the intrusiveness of acquisition to psychological intrusiveness, corresponding to a medium level of type I intrusiveness.

4) EMG: EMG recordings are often captured using surface EMG (sEMG) as this is a non-invasive method of collecting EMG signals. Electrodes have been placed on the legs (anterior tibialis) [136], chin [136], upper arm (on the deltoids) [149], [158], back (on the trapezius) [149], [158], neck (splenius capitis) [158] as well as lower arm [124]. EMG acquisition is associated with high-level of intrusion.

5) GSR: The GSR signal acquisition can be categorised as a medium or a low level intrusiveness as it can be placed in a steering wheel, but contact is still required if used in wearable devices [52], [124], [152]. Studies have also reported collecting GSR from the finger [52], [124].

6) Temperature: Temperature that has been taken externally at the forehead was shown to have the greatest relationship to drowsiness, when compared to body temperature captured at other locations [150]. Other points for detecting skin temperature have been proposed through the steering wheel alongside various other methods, both with medium and low levels of intrusion [119].

7) Breathing: Respiration sensors offer a medium level of intrusion, for example those using a band around the chest [51]. Respiration can also be measured from videos, making the process non-contact and of a low level of intrusion [156], [157]. However, this method can be challenging due to noise and may be difficult to apply on-road. A hybrid method can be used in this case, where the collection methods can be cross-validated between a seat belt, camera, heart-rate derived breathing and seat pressure to determine the true breathing rate of a subject and help counter the effects of noise.

8) Thermal Imaging: Thermal imaging has been proposed to remove all physical intrusiveness, and is categorised as a method with a low level of intrusiveness, where it is a viable method in detecting drowsiness [116].

9) Grip Strength: Grip strength is another feature that can be integrated into the steering wheel, which has been correlated with EMG in predicting muscle fatigue [151]. Grip strength data collection can also offer low level intrusiveness as this can be integrated in the steering wheel.

Many of the features described above can be combined or extracted using other acquisition systems to reduce the number of sensors required to collect relevant drowsiness features. For example, respiration (thermal imaging and respiration sensors) can be derived from ECG or video, reducing the need for a breathing belt. Low and medium intrusive alternatives could also be used instead of traditional methods. PPG and BCG have a medium intrusive level, whereas ECG has a high level of intrusiveness, but can extract some of the same features. These methods can be useful in reducing the cost and intrusiveness of signal acquisition.

C. Behavioural Methods

Behavioural monitoring is becoming more popular as it is not physically intrusive [38]; hence proving more desirable than physiological monitoring. However, behavioural methods are psychologically intrusiveness, due to their association with surveillance, falling under medium type II for intrusiveness. This method has been shown to be more accurate than vehicle monitoring [33] and uses cameras to detect drowsiness...
indicators such as yawning, eye features, facial features and head orientation [11]. Eye feature detection can be used as a non-intrusive alternative to EOG for measuring blink duration, blink frequency and percentage of eyelid closure (PERCLOS). Of the behavioural indicators, two studies reported that head movement/pose features provide the highest correlation with drowsiness [38], [159]; however, eye movement-based measures are the most widely used measures [15].

Behavioural detection processes have also followed the stages in Fig. 1 where the signal is acquired using camera and pre-processing can often involve face and landmark detection. Behavioural feature extraction often relies on features including head, mouth and eyes. The related eye features are similar to those presented under EOG in Table VII, and behavioural features used in studies are presented in Table VIII. Finally, this method is commonly classified as described previously, by both SVM or thresholding methods. However, in more recent works behavioural monitoring tends to involve deep learning approaches, where the image is fed in to a network and trained for the corresponding drowsiness label. This approach is known as an end-to-end method, where the neural network is able to extract and select features before classifying them.

The limitations of behavioural studies include a variety of areas:

- Monitoring can be affected by lighting, especially at night [33], [38]. Infra-red (IR) LED can be used as an alternative; however, this makes the day time monitoring worse [35]. IR illumination has also shown incorrect detection on older people as they have conflicting features such as deeper wrinkles [20].
- Some systems only work at day or night, not both [35].
- Some systems do not work for people with glasses, moustaches or those with different skin tone [35], [36], [37]. Some studies have tackled this problem, including expanding the system to include facial expressions in contrast to the more common method using eye states alone [160].
- Camera movement can occur for a variety of reasons especially outside of simulation settings [33].
- Frame rate can affect the accuracy of the recording [33].
- On-road testing needs to be undertaken as factors such as lighting, vehicle vibration and traffic density may effect models [92]. Accuracy was shown to decrease for models after on-road testing [161].
- Behavioural features such as PERCLOS are said to detect drowsiness too late [144].
- Privacy concerns, where uses may feel uncomfortable having their face monitored [34].

### D. Vehicle-Based Methods

Vehicle based methods are the least common and least accurate method for detecting driver drowsiness, and most suited to roads with clean line makings and good weather conditions [33]. However, these methods are the simplest to implement, and most convenient when it comes to data collection. They use lane position, steering wheel, acceleration pedal, and yaw features to evaluate driver drowsiness [41], [42]. Steering wheel parameters were found to be the most commonly investigated in recent literature despite one study suggesting lane keeping parameters were the most widely used approach [15]. One study showed that steering wheel parameters were more accurate than lane parameters [91]; however, another study suggested that lane variability was better [42]. A summary of the features used in vehicle-based studies can be found in Table IX.

The recording and modelling of vehicle-based studies is simpler than behavioural and physiological methods. The vast majority of studies described little pre-processing other than normalization or standardization and windowing of the data. The
studies are most often classified using SVM and deep learning approaches and also follow the process in Fig. 1.

The limitations of vehicle-based methods, as well as lower accuracy, include the following:

- Vehicle-based methods are weather dependent and road condition dependent, particularly for lane keeping measurements [11], [20].
- It was found that there are some differences between on-road and simulated driving, despite almost all studies undertaken in a simulation. It was found that drowsiness is induced earlier in a simulation than in on-road settings and more research needs to be done on simulations versus on-road, as well as on-road testing to validate models [42].
- Other factors can influence steering variability and lane position, not only fatigue [11], [43], [44], [45].
- Mental fatigue can influence vehicle-based parameters, as well as sleepiness [15].

E. Hybrid Methods

Hybrid methods are relatively new in the literature as the individual methods had to be established before the combined approaches [167]. Thus, most studies of hybrid technologies have reported better results [28], [30], [50], [51], [52], [53], indicating that hybrid approaches are the best method for detecting drowsiness in terms of lowering intrusiveness levels, accuracy, and ability to function with data loss. This is due to a combination of different techniques being able to help overcome the negative components of specific techniques [14].

Hybrid models use the same features as the physiological, behavioural, and vehicle-based methods, with individual models often being developed for each method and combined to develop the hybrid model. Hence, the data is often classified using the individual method, then again with other parameters considered. Additional methods are also sometimes present in hybrid models, such as movement [168] or seat pressure detection [169], [170], [171], driving duration [104], [172] and voice input [173]. Furthermore, other features appeared in hybrid methods that weren’t common across individual method studies including gaze direction and pupil diameter in behavioural methods, vehicle speed, acceleration, and pedal input in vehicle methods. It was found that hybrid studies are able to minimise limitations seen in the other methods, however, some still exist and will be discussed in-depth in the following sections as these are the current limitations in progressing driver drowsiness technology.

VI. EXISTING CHALLENGES

A. Detection Versus Prediction

Behavioural and vehicle-based methods focus on the detection of drowsiness rather than prediction, despite the label “prediction” being used [172]. For behavioural methods, often prolonged eye closure is an indicator of drowsiness, where a microsleep may have already occurred. Furthermore, the commonly used measure, PERCLOS, has been found to detect drowsiness too late [144]. In vehicle-based studies, often lane departure is an indication of drowsiness; however, once a car has departed the lane, it has the potential to crash into oncoming traffic, indicating that this method is also too late to assist in driver safety. Advances in physiological monitoring has allowed for earlier prediction of drowsiness, where some features including changes in the VLF component of ECG can predict drowsiness up to 5 minutes before sleep [136], [137]. We recommend a time to event-based approach for vehicle-based and behavioural methods, where models are built to predict how long until the prolonged eye closure occurs, and focus on early prediction based on other features, rather than the detection of eye closure itself and the same for lane departure monitoring.

In terms of applying prediction in machine learning, various models can be developed with survival analysis [174]. Survival analysis can be used to determine the time until an event will occur, such as severe lane departure or falling asleep on the road. Implementing this technique will allow prediction to be properly implemented in drowsiness monitoring.

B. Feature Trend Discrepancies

Hundreds of features have been explored across physiological, behavioural, and vehicle-based studies. Some studies have differing reports regarding particular features and their correlation with drowsiness. We caution the use of these, as these features could vary depending on acquisition, environment or processing. Certain features may also be inherently different between subjects in different trials. Some of these features, in relation to increased drowsiness, include:

- Breathing rate, where one study noted that breathing rate was assumed to decrease [141] with drowsiness and another used thermal imaging to show this [116]; however, no change was observed in another study [136]. In contrast, one study reported there was an increase in breathing rate, where a breathing belt was used [51].
- The power of the low frequency (LF) component (ECG) was said to increase with drowsiness in [137]; however, other studies found that it decreases [130], [136].
- Blink frequency was said to decrease slightly in both [142], [146]; however, other studies suggested that blink frequency increases [86], [143]. Caffier et al. [142] expand upon other studies and how blink frequency was found to be conflicting for different studies, where the variations could be due to differing circumstances and/or environments for the subjects.

C. Physiological Intrusiveness

Physiological signals are considered be more intrusive, in particular when EEG and EOG signals are involved. The application of hybrid methods can address this, where a camera can be used to detect blinking parameters rather than EOG electrodes. Despite this, some studies still use glasses to monitor eye features [104] and EEG/EOG recordings [105], [168], [169], [171], [175], [176]. This includes the Muse headband, which is less intrusive than traditional EEG, but still more intrusive than other methods [154]. Accuracy reports have still been high however, when all medium level intrusive methods have been used.
D. Subject Diversity

Subject diversity has been lacking between subjects in areas including ethnicity, age, gender and glasses vs non-glasses users. Ethnicity variations can affect the accuracy of behavioural-based models, with most studies using just one ethnicity; however, a further problem exists where ethnicity is often not reported in studies. Research has shown that classifiers often reduce accuracy in darker skin tones, in particular for women, as models are often not diversely trained [177]. Of the available popular datasets (refer to Table X), the NTHU dataset is the most diverse, and well balanced [178]; but, has still been flagged as a potentially problematic when it comes to generalisation for end-to-end models, which require large amounts of training data [93]. This is a particular challenge in machine learning, as highlighted by the seminal gender shades paper [177], that is yet to be adequately addressed in drowsiness literature.

Gender bias was largely present in studies with one study recognising this as biased [169]. Fig. 6 demonstrates the percentages of male subjects in the studies, where 52 out of 126 studies reported the split of female and male subjects. Gender split is particularly important in behavioural and hybrid studies, as facial features can be different across gender.

Variance in ages of subjects is important when developing methods, as models can behave differently between younger and older participants. One hybrid study explored this, where age groups were split to compare those above and below 40 and a difference between age groups was found, where the model worked better for older subjects [138]. In contrast, another behavioural study reported their model to be worse for older subjects [36], demonstrating that a more diverse range of age groups needs to be considered to allow and test for these discrepancies. However, as demonstrated in Fig. 7, the median average age of participants is around 28–29, biasing models towards younger participants.

### TABLE X

| Dataset | Sample size | Modality | Weblink |
|---------|-------------|----------|---------|
| A sustained-attention driving task database [179] | 27 | Physiological | [link](https://figsharc.com/articles/dataset/Multi-channel_EEG_recordings_during_a_sustained-attention_driving_task/64273342) |
| A multimodality drowsiness database (called DROZY) [180] | 14 | Physiological+Behavioural | [link](http://www.drozy.ulg.ac.be/), accessed: 13/10/2022 |
| The National Tsing Hua University (NTHU) database [178] | 18 | Behavioural | [link](http://cv.cs.nthu.edu.tw/php/callforpaper/datasets/DDD/accessed: 13/10/2022) |
| Yawning detection dataset (YawDD) [181] | 29 | Behavioural | [link](https://ieeexplore.ieee.org/open-access/yawdd-yawning-detection-dataset/accessed: 13/10/2022) |
| UTA Real-Life Drowsiness Dataset (UTA-RLDD) [182] | 60 | Behavioural | [link](https://paperswithcode.com/dataset/uta-rldd/accessed: 13/10/2022) |
| Closed Eyes In The Wild (CEW) [183] | 2423 | Behavioural (images) | [link](http://parnec.nuaa.edu.cn/_upload/tpl/02/db/731/template731/pages/xian/CEW_Databases.html/accessed: 13/10/2022) |
| Eye-Chimera [184] | 40 | Behavioural (images) | [link](http://imag.pub.ro/common/staff/cfloreac/cf_research.html/accessed: 13/10/2022) |
| Zhejiang University Eyeblink Database (ZU) [185] | 20 | Behavioural | [link](http://www.cs.zju.edu.cn/gpan/accessed: 13/10/2022) |
| The Second Strategic Highway Research Program (SHRP2) [186] | 3400– | Vehicle+Behavioural | [link](https://insight.shrp2nds.us/accessed: 13/10/2022) |

Fig. 6. Percentage of Male Subjects used in studies.
Fig. 7. Reported average and maximum ages of participants used in studies. (average age reported in 24 studies). The maximum ages used in studies was more often reported (46 studies), where ages up to 80 were used; however, a concerning number of studies had the oldest participants of 40 or less (22 studies), as shown in Fig. 7.

Prescription glasses are worn full-time by 37% of Australians, with 66% of Australians reported wearing prescription glasses in general [187]. Hence, glasses and sunglasses are regularly worn driving and studies have reported reduced accuracy levels in behavioural monitoring for glasses users [35], [36], [37], [40], [188], [189], [190]. Despite this, behavioural and hybrid studies that include behavioural monitoring have specifically been reported to include glasses in only 47% of studies.

E. Number of Subjects

A limited number of subjects was repeatedly seen within the literature, where often below 20 subjects were reported, and a median of less than 15 seen in physiological, vehicle, and hybrid studies (Fig. 8). This relates to the lack of diversity, and models developed with such low numbers of participants cannot be appropriately generalised to the broader public.

F. Labelling of Drowsiness

A variety of drowsiness labels have been used including the previously described subjective measures, EEG recordings, eye closure features, professional labelling, and lane departure occurrences. The different labels can affect what is considered drowsiness and hence produce different results between models. The most common measure for labelling drowsiness was the subjective measure using KSS [15]; however, it has been noted that asking the driver can influence their drowsiness as the measure involves a verbal cue, where the driver is required to think [107]. One study carried out experiments on collecting KSS ratings at times of 5, 10 and 15 minutes, where 10 minutes was found to be optimum [107]. Furthermore, as stated previously, it was found that some studies use feature-based methods to decide where the drowsiness label will split [86], [102], [103], [104], whereas others did not always provide reasoning.

Other methods such as professional labelling (ORD or similar) can vary depending on the professional’s training; however, this measure can reduce the limitations of KSS measures. Lane departure, eye closure, and EEG measures have been used as both predictors and labels, where they do not have 100% accuracy and could be an untrustworthy label. Lane departure and eye closure have also been shown to predict drowsiness too late, meaning these cannot be used as features to create a prediction model. EEG could be a suitable measure and provide consistency if a protocol was developed, as this is a more accurate measure and properly shows the subjects physiological state. However, this could also be influenced by equipment and artefacts, especially on the road. Hence, the labelling of drowsiness is not consistent across studies and remains a barrier to the implementation of driver drowsiness detection and prediction schemes.

G. Performance Reporting

Model performance has been inconsistently reported across studies, making studies difficult to compare. There are a variety of factors that need to be considered when comparing studies, hence it is not possible to compare studies without looking at the full set of parameters. Factors contributing to the accuracy of studies can include:

- The variations in training, testing and validation splits for classification. Of the 80 studies that mention some form of splitting, there was found to be 36 studies that used a singular split and 38 that used some form of cross-validation. 6 studies reported the percentage splits, but not whether cross-validation or the singular split was used. One study demonstrated the issues of inconsistent splitting percentages, where a higher accuracy was presented for a lower amount of testing subjects (80% training, 20% testing) [125]. The most common reported and recommended split was 70% training and 30% testing.
- The level of drowsiness used – detecting slight drowsiness often provided a lower accuracy than severe drowsiness [102], [105], [171].
- The number of drowsiness levels considered. Studies with more than 2 levels of drowsiness often produced lower reported accuracies [102], [105].
- It was observed that studies sometimes made models and collected baselines per subject which reported better accuracies than across subjects [162], [168]. Furthermore,
studies that used cross-subject models should ideally have separate subjects in testing and training; however, they often used portions of each subject’s data in both test and training sets, which does not validate the model for external subjects. This has demonstrated to effect the accuracy in [154]. Furthermore, of the studies, it was found that just 7 of studies used leave-one-subject-out cross-validation; however, 17 studies still reported to separate subjects between testing and training. Leave-one-subject-out cross-validation is particularly valuable in drowsiness detection studies, where the number of subjects is often limited.

- The number of subjects and diversity of subjects as previously discussed can also affect the reported accuracy of a study.
- Almost all studies use different datasets where the data they use or collect is not publicly available [32], [48], [92], [123]
- On-road and simulation studies will produce different results due to the different artefacts present in the car on-road [30].
- The labelling of drowsiness, where different drowsiness labels may produce different results.

The numerical percentage for accuracy is often also expressed differently between studies, where some present the one value under “accuracy”, whereas others include specificity, sensitivity, precision, recall, root mean square error (RMSE) etc. Hence, it is difficult to compare accuracies across subjects, which is a particular concern when many researchers suggest that there are many other factors contributing to the outcome, including acquisition configuration, lighting and environment. We recommend studies clearly outline their protocol, as well as a number of performance metrics including accuracy, sensitivity, specificity and precision.

\section*{H. Time Window}

The time window of feature extraction, batch processing, and duration of the experiment are all important factors when monitoring drowsiness. In some studies, the length of time used for extracting features was shown to exceed multiple minutes, which is not feasible for early detection. Longer window frames can run the risk that an adverse event has already occurred by the time of detection, and possibly differ per user. Furthermore, some studies have collected chunks of data and labelled the entire segment as drowsy or non-drowsy; however, drowsiness can vary over smaller time intervals. Therefore, the collected data may not be a true representation of the instantaneous drowsiness of a subject and can alter models’ perception of drowsiness. Experiment duration should also be considered as some studies have reported links between duration of drive and drowsiness [172].

\section*{I. Data Collection Protocol}

Within the literature, it was found that experiment protocols need improvement and consistency [15]. On top of the previously discussed issues, protocols need to include both day and night studies, in particular when behavioural and vehicle-based data is involved. Drowsiness is largely prominent at night [191], yet only 47% of behavioural, vehicle, and hybrid papers included night scenarios. However, some studies with night monitoring did not work in the daytime [35]. Drowsiness can occur at any time and has often been shown to be present between 14:00 and 16:00 due to the circadian effect, as well as at night [11]. Furthermore, subjects may not maintain protocols which could hinder results.

\section*{J. Simulation Versus on Road}

Within the literature, an absence of on-road studies was markedly present. Of the studies included in this survey, 15 out of 126 had on-road data, often lacking drowsy participants. Earlier studies had more on-road data (11 out of the 15 prior to 2018), perhaps due to the lack of technology available for simulations. The on-road studies often had few participants and minimal drowsy participants (if any), where behavioural studies often asked subjects to “act” drowsy [39], [192]. Differences were reported between simulated and on-road studies, such as the effect of duration and perception of risk, furthering the need for on-road studies to be conducted [11], [161], [193]. However, one study stated that comparable results can be seen in EOG related metrics when the same drive abortion criteria is used for both simulation and on-road drives [103].

\section*{K. Loss of Data}

The loss of data can occur as sensors can detach, weather interfering with vehicle-based recordings or lighting variances hindering behavioural recordings. When using an adaptable hybrid model or a model with multiple sources, data loss does not have to mean ceased drowsiness monitoring. One study explored this, with a system that continued to work when a signal was lost and drowsiness monitoring could continue [194]. Data loss can occur at any time during monitoring, hence the system should continue to work if this is to occur.

\section*{L. Sleep Disorders}

Sleep disorders have been reported to increase the chance of a driver being drowsy as they often affect the quality of sleep [116]. Sleep disorders can also affect the results of drowsiness studies and hence most studies do not allow participants with sleep disorders to take part. However, this area still needs to be explored. For example, 33% of all accidents in Australia have been related to sleep problems [195], and excluding these participants from studies is thus extremely problematic.

One study explored the effects of obstructive sleep apnoea (OSAS), various sleep disorders (VSD) and “normals” in relation to the sleep-wake transition [136]. The study collected EEG data, respiration, EMG and HR data, where the identified differences between subject types are summarised as follows:

- Respiration frequency was different for VSD’s; however, the variability did not change across the three.
- EMG results appeared to be the same across the groups.
- ECG R-R Intervals (RRI) had correlation with drowsiness for the normals and VSD’s but not for OSAS.
• The very low frequency power component of RRI was consistent across all three groups.
• The low frequency power had correlation with drowsiness for normal and VSD groups but not OSAS.

This study demonstrated that differences are seen between subject types and this should be explored when developing devices for on-road use. Almost all other drowsiness studies omit these subjects from trials; however, driver drowsiness products cannot be considered effective until sleep disorder integration and monitoring is included.

M. Public Acceptance

For behavioural monitoring in particular, public acceptance is a challenge for driver drowsiness technologies due to concerns regarding data storage and privacy protection. As camera monitoring is required, concerns of what else the data may be used for may hinder public acceptance of the product. Ways to counter this can include driver deidentification as described in [34]. This can include extracting only relevant components required to determine if the driver is drowsy, such as eye and mouth segments. The rest of the image data can then be blurred, blackened or the components completely extracted from the image to make it harder to identify drivers.

VII. CONCLUSION AND FUTURE DIRECTIONS

Progressing driver drowsiness research requires current challenges to be addressed in order to develop reliable models for commercial use. We discussed how each of these modalities may be affected by noise and data loss/contact loss, ambient conditions, subject diversity etc. It is hoped that multi-modal data may alleviate this, however, this provides further implications such as an increase in the number of sensors. The use of deep learning-based methods (e.g., CNN or RNN) could be useful for the multi-modal data as they have a higher-order feature extraction and fusion strategies in an end-to-end fashion. Light-weight deep learning models could be useful to deploy as a low-cost and real-time option in a vehicle for the drowsiness detection. However, this does not negate the need for data quality issues raised above to be addressed.

Current research is promising in terms of accuracy and foundations; however, further research should be conducted to validate approaches for on-road use. Adoption of models should also be considered, with the objective of prediction rather than detection, before the driver is put at risk.

A large number of challenges were presented in the literature, many of which relate to the data collection for driver drowsiness detection. Hence, for studies that are able to collect their own data, we emphasise that authors should be consistent and address the issues raised insofar as possible, with particular focus on the following:
• Collecting on-road data where possible, with appropriate ethical considerations.
• Recruiting a diverse range and larger number of participants, with generalisability in mind.

• Labelling of drowsiness should be reasoned and if KSS is used, an adequate time frame between KSS samples should be maintained.
• Protocols for data collection needs to be thorough, with both day and night studies conducted for vehicle-based and behavioural-based studies in particular.

Furthermore, analysis of collected data needs to be addressed, with appropriate model validation. Proper window sizes for feature collection should be used in order to detect drowsiness in a timely manner. Prediction rather than detection should be used, in order to notify the driver in time, before an accident or adverse event occurs. Further research can include how far in advance drowsiness can be predicted and what methods are best suited for this task.

Hybrid models have shown to be more accurate, flexible and use the benefits of each individual method. They can allow for data loss and overcome the downfalls of intrusiveness, as a variety of sources can be used to collect data. However, they come at an increased complexity of development and cost. Further research should be undertaken for these approaches, bearing in mind the complexity they carry.

Going forward, it is important for studies of drowsiness detection to also require subjects with sleep disorders to be included in studies, so they too can be monitored effectively on-road. Future work could include further exploring the effects of gender, age and driver experience on drowsiness models also. Once these challenges are addressed, accurate monitoring of drowsiness and hopefully more commercial implementation can be achieved.
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