An Event-Triggered Model Predictive Control for Energy Efficiency and Thermal Comfort Optimization in Buildings
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Abstract. Model predictive control (MPC) is a promising optimal control technique for building automation. However, the high computation load to solve the optimization problem of MPC is challenging its implementation for real-time building control. Typical MPC systems employ the time-triggered mechanism (TTM), which conducts the optimization periodically at each control interval regardless of the necessity. This study proposes an event-triggered mechanism (ETM) for MPC, which conducts the optimization only when there is a triggering event that necessitates it. Contrasting to the conventional ETM that bases only on the current information, the proposed ETM bases on the cost function considering the past, current and future information. An event-triggered model predictive control (ETMPC) system is developed using the proposed ETM. In a simulation environment, the ETMPC system is implemented to control an air-conditioning system. The ETMPC is compared to a MPC employing TTM and a conventional thermostat. The ETMPC improved the computation efficiency by 77.6% as compared to the MPC while achieving similar energy performance as the MPC does (both achieved more than 9% energy savings over the thermostat). The ETMPC only degraded the thermal comfort performance slightly as compared to the MPC but is still much better than the thermostat.
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1. Introduction

Improving energy efficiency is one of the most cost-effective approaches for meeting the growing energy demand and mitigating the increasing carbon emissions worldwide [1]. Studies suggest that the building sector has large potential for cost-effective improvement in energy efficiency and reduction of carbon emissions [2]. Buildings consume up to 40% of global final energy [3] and most energy use in buildings is attributed to building service systems (e.g., heating, ventilation, and air conditioning (HVAC) systems or air-conditioning and mechanical ventilation (ACMV) systems, lighting, etc.) [4]. Hence, much research efforts have focused on optimizing the operation of HVAC/ACMV systems through advanced control techniques for improving building energy efficiency. One of the most successful advanced control techniques is model predictive control (MPC), which has been demonstrated capable of achieving substantial energy savings and improved occupant’s well-being for buildings in many previous studies.

MPC foresees the future building responses (e.g., indoor thermal comfort) by exploiting a mathematical model of the building as well as forecasted/measured disturbances (e.g., weather conditions and internal heat loads) and, subsequently, searches for optimal control strategies by taking the future building responses into consideration. However, a major technological barrier prohibiting the wide application of MPC for real buildings is the high computational power required to solve its optimization problem. One of the key factors leading to the high computation load of MPC is the complexity of building models. This has been addressed in many previous studies by simplifying building models through linear building modelling [5][6] or online building model linearization [7]. Another key factor is the receding horizon principle of MPC, which conducts the optimization...
periodically to update the control strategies at each time step (control interval of MPC) regardless of the necessity of optimization in each of the time steps. This time-triggered mechanism (TTM) of optimization in MPC could lead to redundant optimizations, wasting computational power unnecessarily. A possible solution to this issue is to replace the TTM with an event-triggered mechanism (ETM) to form an event-triggered MPC (ETMPC), which only conducts the optimization when it is needed, i.e., a triggering event is detected.

A few previous studies employed the ETM control approaches for buildings. Most of these previous studies incorporated ETM into the Markov Decision Process (MDP) framework to establish the 'event-policy-action' structure, i.e., mapping from the event space (a set of events) to the action space (a set of control actions), for building control [8] - [11]. ETM is also incorporated into mixed-integer programming (MIP)-based optimization for building control [12]. These previous studies demonstrated that the ETM control approach can significantly reduce computation loads as compared to the TTM control approach. However, there are still some research gaps in these previous studies that need to be further investigated. The events in these previous studies were based on the transitions (changes over time) of the current measured building states (e.g., room air temperature and PMV) without considering the past and future building states. As building states are dynamic, events based on only the current measured building states may cause delays in triggering or redundant control/optimization actions, leading to undesirable future building states (e.g., too cool/warm room conditions). Besides, despite the fact that MPC needs to improve its computation efficiency for achieving wide practical applications in buildings, incorporating ETM into MPC to reduce its computation load is still lacking in the literature.

This study proposes an ETMPC, which considers the past, current and future building states in the event space, for optimizing building energy efficiency and thermal comfort. The ETMPC features a novel ETM such that the ETMPC only solves the computation-expensive optimization problem when necessary. The proposed ETM is based on the transition (change over time) of the MPC cost function and captures not only the current but also the past and future building states, which forms the main novelty of this study. A set of simulations based on a test building is conducted to evaluate the control performance of the proposed ETMPC as compared to standard MPC and a conventional thermostat.

2. Methodology

2.1. Event-triggered model predictive control

Figure 1 shows the architecture of the proposed ETMPC, which consists of a MPC controller, and an ETM. Initially, the MPC controller solves the dynamic optimization problem to generate a sequence of optimal manipulated variables (MV) for the prediction horizon with the inputs of measured disturbances (MD) and feedback of measured outputs (MO) of the building. The MPC controller sends the optimal MV and the corresponding cost (value of the cost function) of the prediction horizon to the ETM. The cost estimation module of the ETM evaluates the transition of the cost based on real-time feedback of MD and MO. The event detector module of the ETM detects the occurring of events based on the cost transition. If no event is detected, the ETM sends MV of the current control interval to the building for real-time control. The ETM repeats the process until an event is detected or reaching
the end of the prediction horizon. If an event is detected or the current prediction horizon is finished, the ETM triggers the optimization of the MPC controller and starts a new prediction horizon.

2.2. MPC controller

The objectives of the MPC controller, as described by Equation (1), are to minimize cooling energy consumption, the deviation of indoor PMV from the reference value and the violation of constraints.

\[
J = \text{Minimize} \left( \sum_{k=1}^{N} Q_{\text{clg},t+k}/Q_{\text{cc}} + \sum_{k=1}^{N} \left[ W_{\text{PMV}}(PMV_{t+k} - PMV_{\text{ref}}) \right]^2 + W_{\epsilon} \epsilon_{t+k}^2 \right),
\]

(1)

which yields the constraints,

\[
0 \leq Q_{\text{clg}} \leq Q_{\text{cc}} - 0.5 - \epsilon \leq PMV \leq 0.5 + \epsilon.
\]

(2)

In Equations (1) and (2), symbols \( J \), \( Q \), \( W \), \( PMV \), \( \epsilon \), and \( N \) refer to objective, heat flow rate (W/m²), weighting factor, PMV, stack variable and prediction horizon, respectively. Subscripts \( t \), \( k \), \( \text{clg} \) and \( \text{cc} \) refer to time, index of control intervals in a prediction horizon, cooling and cooling capacity, respectively. Particularly, the three terms on the right side of Equation (1) refer to the costs of cooling energy consumption, thermal discomfort and violation of constraints, respectively. The reference indoor PMV value \((PMV_{\text{ref}})\) is set to be 0, which represents thermal neutrality. The stack variable \( \epsilon \) softens the constraint of indoor PMV [13][14]. The weighting factor for indoor PMV \((W_{\text{PMV}})\) is set at 5, which gives a high weightage to the thermal comfort term over other terms in Equation (1), making the MPC controller biased towards tracking the reference PMV rather than minimizing the cooling energy consumption. The control interval and the prediction horizon are set at 5 minutes and 12 control intervals, respectively. The control interval of 5 minutes is fine enough to capture the dynamics of indoor thermal conditions and the prediction horizon of 60 minutes (12 control intervals) is long enough to cover the response time of the indoor thermal conditions.

2.3. Event-triggered mechanism (ETM)

An optimization of the MPC controller generates the optimal MVs for all the control intervals of the prediction horizon. However, in a standard MPC controller, only the MV of the first control interval is applied to real-time building control. To make use of the MVs of remaining control intervals without significantly degrading control performance, an ETM is proposed as described in Figure 2. At time \( t \), the MPC controller conducts an optimization and sends the optimal MVs as well as the corresponding cost \((c_{\text{clg}})\) of the objective function (Equation (1)) within the prediction horizon to the ETM. The ETM applies the MV of the first control interval to the building for control. For the subsequent control intervals, the ETM determines whether to apply the MV to the building or to trigger another optimization of the MPC controller based on the transition of the cost. At time \( t+k \), the ETM re-evaluates the cost \((c_{\text{clg}})\) using the feedback of MOs and MDs within the period of \((t, t+k)\). The ETM then compares the re-evaluated cost \((c_{\text{clg}})\) and the previous cost \((c_{\text{o}})\) to calculate the error \((e)\) between the two costs according to Equation (3). The ETM evaluates the true/false of an event according to the logic described by Equation (4). If the event is false, the ETM applies the MV of the current control interval \((t+k)\) to the building for real-time control. If the event is true, the ETM triggers an optimization of the MPC controller to start a new prediction horizon. The process is repeated at each control interval till the end of the prediction horizon when the ETM triggers the optimization action of the MPC controller.

\[
e = |c_{\text{k}} - c_{\text{o}}|/c_{\text{o}}.
\]

(3)

\[
event = \begin{cases} 
\text{true}, & e < \delta \\
\text{false}, & e \geq \delta 
\end{cases}
\]

(4)

where symbols \( e \), \( c \) and \( \delta \) refer to error, cost and threshold, respectively.
3. Case study

3.1. Test building

The control performance of the proposed ETMPC is evaluated based on Building and Construction Authority (BCA) SkyLab located in Singapore through simulations. A physics-based virtual model of SkyLab developed in the previous study [5] is employed to represent the real building for the simulations. SkyLab has two identical side-by-side cells, Test Cell and Reference Cell. The RNN modelling and simulations in this study are based on Test Cell. Each cell is equipped with eight T5 fluorescent lamp fixtures that provide a lighting load of 8.2 W/m² of floor area. Internal sensible load of 16 W/m² of floor area and latent load of four persons (55 W per person) are generated by physical load simulators to mimic typical office environments. Test Cell is installed with a fan coil unit (FCU). The chilled water flowrate supplied into the cooling coil of the FCU is regulated by a water valve, which is controlled by a thermostat according to a room air temperature setpoint of 24°C. SkyLab is equipped with an array of sensors in the room space, ACMV system and outdoor space as well as a data acquisition system to monitor real-time room air conditions, ACMV variables and weather conditions. SkyLab and its systems operate from 9 am – 6 pm on weekdays. More details of the test building are described in the previous studies [5].

3.2. Building model

An RNN model, as shown in Figure 3, is developed based on the building operation data of SkyLab Test Cell generated by a simulation with the virtual building model described in Section 3.1. The input data include cooling power provided by the ACMV system ($Q_{clg}$), outdoor air temperature ($T_o$), global horizontal irradiance ($GHI$) and the operation status ($os$) (1 – operating, 0 – not operating) of the test
building. \( \text{GHI} \) and \( T_r \) represent the disturbances of weather conditions. \( os \) represents the disturbances of internal heat gains from lighting and load simulators as their operation follows the operation schedule of the test building as described in Section 3.1. The output data include indoor PMV. The clothing insulation and metabolic rate of occupants in the test building are assumed constant at 0.5 clo and 1.2 met per occupant, respectively, for typical office activities and summer season. Singapore typical meteorological year (TMY) data [16] is employed as the weather inputs for the simulation that generates the input/output data for developing the RNN model. The simulation is based on the weather data in April. The heat loads from the lighting system and load simulators are on during operating time and are off during the non-operating time of the test building. The cooling power of the ACMV system is randomly generated between 0% and 100% during the operating time and is 0% during the non-operating time of the test building. The simulated input/output data were divided into three subsets randomly picked across the simulation time; 70% for model training, 15% for model validation and the remaining 15% for model testing. 1:2 of time delays for the inputs and the feedback of outputs as well as 10 neurons in the hidden layer are selected based on the ‘trial-and-error’ method [14]. The R-values of training, validation and testing phases are 0.986, 0.985 and 0.986.

3.3 Simulation setup

To evaluate the control performance of the proposed ETMPC, a set of simulations are conducted including: (1) MPC: the formulation is described in Section 2.2 and its optimization action is triggered by TTM. (2) ETMPC: the system architecture is described in Section 2.1. The formulations of its MPC controller and ETM are described in Sections 2.2 and 2.3. Various settings of \( \delta \) including (0.5%, 1%, 1.5%, 3%, 4.5%, 6%, 7.5%, 9%, 10.5%, 12%, 13.5%, 15%, 16.5%, 18%, 19.5%, 21%, 22.5%, 24%) are tested; (3) Thermostat: on/off control based on the feedback of room air temperature to represent conventional reactive control. The lower and upper bounds of temperature for the on (i.e. cooling power is 100%) and off (i.e. cooling power is 0%) actions are 23°C and 25°C, respectively. This kind of thermostat is a common practice in current buildings. The comparison of MPC and proportional-integral (PI) control can be found in the previous study [13]. Singapore TMY data [16] is employed as the weather inputs for the simulations. The simulations are conducted based on the weather data in May. The thermal comfort performance is evaluated using a thermal discomfort index (TDI) defined by Equation (6). Energy consumption performance is evaluated using the electricity consumption due to cooling based on the coefficient of performance (COP) of 5.87 of the chiller serving the test building.

\[
TDI = \left[ \frac{\int_{t=0}^{t_{\text{sim}}} os \ast \left( |PMV(t) - PMV_{\text{ref}}(t)| \right)}{\int_{t=0}^{t_{\text{sim}}} os} \right],
\]

where subscript \( \text{sim} \) refers to simulation. Particularly, variable \( t_{\text{sim}} \) refers to the total time of the simulation period.

3.4 Results and discussion

3.4.1 Results on a typical day: Figure 4 shows the optimization actions (0 – false, 1 – true) of MPC and ETMPC (\( \delta = 1.5\% \)) plotted in stair-step graph on a typical day during 9 am – 6 pm. The optimization of the MPC was triggered at each control interval along the day due to its TTM. However, the number of optimization actions was largely reduced by the ETMPC due to its ETM as described in Section 2.3. Compared to MPC that only applies the MV at the first control interval of the prediction horizon due to real-time building control, the ETMPC also makes use of the MVs of the remaining control intervals as long

![Figure 3. Schematic of the recurrent neural network model of SkyLab Test Cell.](image-url)
as the error of cost (Equation (3)) is below the threshold ($\delta = 1.5\%$). The results in Figure 4 suggest that the ETMPC can significantly improve the computation efficiency as compared to MPC by largely reducing the number of optimization actions.

**Figure 4.** Stair-step plot of the optimization actions (0 – false, 1 – true) of MPC and ETMPC ($\delta = 1.5\%$) on a typical day.

Figure 5 shows the time series plots of indoor PMV and normalized cooling power ($Q_{clg}/Q_{cc}$) of the thermostat, MPC and ETMPC on the same day as Figure 4. Figure 5 (a) shows that the thermostat kept indoor PMV in a fluctuating manner due to its reactive control nature. The thermostat also kept indoor PMV below the comfortable range (-0.5, 0.5) sometimes. In contrast, the MPC achieved much better indoor PMV as compared to the thermostat by keeping indoor PMV close to the thermal neutrality (PMV = 0) throughout the day except for the start-up time period in the morning. The ETMPC also maintained indoor PMV close to thermal neutrality (PMV = 0) similar to the MPC does except for the time around 9:50 am when indoor PMV of ETMPC was differing a bit (around 0.03) from that of MPC. Figure 5 (b) shows the normalized cooling power results of the three controllers. The thermostat regulates cooling power between 0% and 100%, echoing the indoor PMV results in Figure 5 (a).

**Figure 5.** Time series plots of (a) indoor PMV and (b) normalized cooling power of thermostat, MPC and ETMPC ($\delta = 1.5\%$) on a typical day.

3.4.2. Results in the whole simulation period. Figure 6 shows the overall numbers of optimization actions of MPC and ETMPCs with various values of $\delta$. The MPC case is represented by ETMPC with $\delta = 0$, as they are essentially the same. Figure 6 shows that ETMPC ($\delta > 0$ in Figure 6, same for the remaining content of the paper) significantly reduced the number of optimization actions of MPC ($\delta = 0$ in Figure 6, same for the remaining content of the paper) from 2484 times to 557 – 293 times, i.e. percentage reduction of 77.6% – 88.2%. The reduction of optimization actions is slightly higher when $\delta$ increases. When $\delta$ is larger than 19.5%, the number of optimization actions does not reduce further. The large reduction of optimization actions by ETMPC compared to MPC can cut the computing power demand (i.e., expensive hardware) of MPC, which is a major limitation of MPC. Hence, ETMPC can largely improve the potential of practical building applications of MPC.

Figure 7 shows the energy performance of the MPC and ETMPC. Figure 7 (a) shows the electricity consumption due to the cooling of the MPC and ETMPCs with various $\delta$ values. The MPC consumed 168.7 kWh in the simulation period. It was slightly reduced by ETMPC to 168.0 – 168.1 kWh. The change of $\delta$ value doesn’t affect the energy consumption of ETMPC obviously. Figure 7 (b) shows the percentage energy savings of MPC and ETMPCs with various $\delta$ values as compared to the thermostat. The thermostat consumed 185.3 kWh of electricity in the simulation period. It shows that the MPC reduced 9% energy saving and the ETMPC achieved 9.3% - 9.4% energy savings as compared to the thermostat. The results in Figure 7 suggest that the ETM doesn’t degrade the energy performance of MPC, instead, improves it a bit.
Figure 6. Optimization actions of MPC and ETMPCs with various values of δ. (a) number of optimization actions, (b) reduction of optimization actions as compared to MPC.

Figure 7. Energy performance of MPC and ETMPCs with various values of δ. (a) electricity consumption, (b) energy savings compared to the thermostat.

Figure 8 shows the thermal comfort results of MPC and ETMPC. Figure 8 (a) shows the TDI of the MPC and ETMPCs with various δ values. It shows that the TDI increases slightly, i.e. thermal comfort performance decreases, with the increase of δ. However, when δ is larger than 3%, the TDI of the ETMPC does not increase much further. Figure 8 (b) shows the percentage improvement of TDI of the MPC and ETMPCs as compared to the thermostat. The TDI of the thermostat is 0.325 during the simulation period. The MPC reduced the TDI by 85.8% and the ETMPC reduced the TDI by 79.4% - 82.9% as compared to the thermostat. The results in Figure 8 suggest that the thermal comfort performance of ETMPC is reduced as compared to the MPC but is still much better than the thermostat and reduction is minor and imperceptible. Hence this setback of ETMPC is trivial considering the large computational efficiency improvement (77.6% - 88.2%) by ETMPC as compared to MPC, which can largely cut down the computing power demand for MPC.

Figure 8. Thermal comfort performance of MPC and ETMPC with various values of δ. (a) TDI, (b) reduction of TDI compared to the thermostat.

4. Conclusion
This study proposed an ETMPC for optimizing building energy efficiency and thermal comfort. The ETMPC features an ETM, which conducts the optimization only when it is needed. The control performance of the ETMPC is evaluated and compared to a thermostat and a MPC through a set of simulations. Based on the simulation results, it can be concluded that (1) the ETMPC can significantly improve the computation efficiency by 77.6% - 88.2% as compared to the MPC; (2) with the
improvement of computation efficiency, the ETMPC does not degrade the energy performance (3) with the significant improvement of computation efficiency, the ETMPC only degrades the thermal comfort performance slightly as compared to the MPC; (4) the thermal comfort and computation efficiency performance of the ETMP is slightly degraded with the increase of the threshold to determine the event but keeps constant when the threshold is larger than a certain value.
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