An Application of Dynamic Factor Analysis: An Examination of Smoking Habit Strength Measures

Brett A. Plummer

University of Rhode Island

Follow this and additional works at: https://digitalcommons.uri.edu/theses

Recommended Citation
Plummer, Brett A., "An Application of Dynamic Factor Analysis: An Examination of Smoking Habit Strength Measures" (1998). Open Access Master's Theses. Paper 1753.
https://digitalcommons.uri.edu/theses/1753

This Thesis is brought to you for free and open access by DigitalCommons@URI. It has been accepted for inclusion in Open Access Master's Theses by an authorized administrator of DigitalCommons@URI. For more information, please contact digitalcommons@etal.uri.edu.
AN APPLICATION OF DYNAMIC FACTOR ANALYSIS:
AN EXAMINATION OF SMOKING HABIT STRENGTH MEASURES

BY

BRETT A. PLUMMER

A THESIS SUBMITTED IN PARTIAL FULFILLMENT OF THE
REQUIREMENTS FOR THE DEGREE OF
MASTER OF ARTS
IN
PSYCHOLOGY

THE UNIVERSITY OF RHODE ISLAND
1998
ABSTRACT

Across smoking cessation studies, a variety of self-report and physiological measures have been used as outcome measures attempting to operationalize the degree of "habit strength" people experience. However, the performance of these different measures has not been adequately assessed longitudinally (Velicer, Rossi, Prochaska, & DiClemente, 1996). Employing time-series data to understand underlying physiological and/or psychological processes is a useful way to study constructs which may fluctuate daily. Although it has been applied in an extremely limited number of settings, dynamic factor analysis is one statistical method which may help to evaluate habit strength measures over time. This study has four main goals: 1) to examine three measures of smoking habit strength longitudinally in order to assess the comparative reliability and stability of the measures; 2) to test the hypothesis that across time, smoking habit strength can best be described as a multiple regulation model as was shown with this same data set using traditional time-series analyses (Velicer, Redding, Richmond, Greeley, and Swift, 1992); 3) to employ an innovative statistical procedure, dynamic factor analysis, and critically evaluate the difficulty in employing the procedure; and 4) to compare the results of two alternative dynamic factor solutions, one provided by LISREL and one provided by SAS macros (Wood & Brown, 1994). The three primary habit strength measures investigated are two biochemical measures, salivary cotinine and carbon monoxide level, and one self-report measure, number of cigarettes smoked. Two additional measures were included to provide divergent validity.

Dynamic factor analysis was not deemed especially difficult to employ, especially with the aid of the Wood & Brown SAS macros. Both LISREL and the SAS macros had
advantages which the other did not possess. The relationships between the variables across time were such that dynamic factor analysis solutions were extremely inconsistent across subjects and lags. Interpreting the solutions which did converge upon proper solutions was extremely difficult. Only five of the ten subjects had consistent factor structures when additional lags were added to the models. Dynamic factor analysis was not able to show the presence of a multiple regulation model of smoking habit strength. Reasons for the difficulties leading to the inconsistent solutions are discussed.
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PREFACE

This thesis is part of a line of research partially supported by the Cancer Prevention Research Center, whose goal is to further the understanding of all social and biological aspects of any cancer-causing behavior, with the ultimate goal of prevention of these behaviors.
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INTRODUCTION

Traditional research in the behavioral sciences has focused on between-subjects designs, in which groups of subjects within a sample are examined for group differences. Although between-subjects designs are more familiar, making them simpler to understand, easier to design, and easier to analyze for most researchers, they may not be able to directly address important research questions that a within-subject design could. Criticism of within-subject designs usually begins with the issue of generalizability. Generalization from one subject to an entire population is not possible. However, if models of behavior established within one subject are then replicated across other subjects, the implications of the research will be meaningful.

In a within-subject design, the observations have a temporal order. Repeated observation across many occasions may reveal important patterns that were previously hidden. Data analysis techniques such as time-series analysis may be able to determine these patterns. The ultimate goal of time series analysis is to explain or predict patterns of change by studying a variable's history within a subject. Multivariate time series models can take into account multiple variables, examining the interrelationships among them. Recently developed multivariate time series procedures allow researchers to examine relationships between multiple variables. An alternative approach involves identifying underlying latent factors which multiple variables may be measuring. Dynamic factor analysis is one method that employs the latent variable approach.

The concept of a factor, construct, or latent variable is one of the most important concepts that psychology has provided to scientific investigation. It permits the organization of a vast array of data needed for statistical control and promotes using a
conceptual model to guide the analysis and interpretation of research. The concept of *temporal ordering, patterns of change over time, and causality determined by temporal ordering* is likewise a major concept for science. Multivariate time series analysis combines these two powerful concepts much as structural equation modeling combined latent variables and statistical control. It is likely to emerge as a major procedure when technology is able to provide appropriate data.

**Manifest and Latent Variables**

The concept of a latent variable to organize a set of observed or manifest variables is critical to many statistical methods including factor analysis and structural equation modeling. A manifest variable is directly measured on a quantitative scale. In this study, the five variables of interest were directly measured through calibrated instruments, and therefore are manifest variables. Any subset of manifest variables can be thought of as manifestations of an abstract underlying dimension - a latent factor. Instead of understanding the manifest variables separately, a latent factor simplifies matters in that it is hoped to contain virtually all of the information inherent in the original manifest variables.

**Understanding Dynamic Factor Analysis**

Although it is a new technique with few applications, the origins of dynamic factor analysis began decades ago. P-technique factor analysis, introduced by Catell (1952) showed that multiple measures collected across multiple occasions might reveal the latent structure of the data across time. However, P-technique was criticized, in part for its failure to examine the lagged covariance structure (Anderson, 1963). A generalization of the P-technique factor model which incorporated this lagged covariance structure was
coined dynamic factor analysis (Brillinger, 1975; Molenaar, 1985; Priestly, Subba Rao, & Tong, 1973). This method examines the covariance of a single variable at time t with the covariance of any other variable of higher-order lags (time \(t-1, t-2, \ldots, t-a\)). The covariances of the variables are decomposed into the latent factors. This is performed for each individual, so generalization of specific patterns of behavior and/or cognitive processes may be possible. Dynamic factor analysis is simply a factor analysis employing time series data in which the unit of analysis is the individual.

To better understand dynamic factor analysis, it may be helpful to think of the analysis as an extension of an exploratory factor analysis. In a factor analysis, loadings are obtained for \(p\) variables on each of \(m\) latent constructs. The relationships between manifest and latent variables are assumed to be simultaneous; that is, there is assumed to be no time difference between the measurement of the manifest variables and the associated latent variables. A dynamic factor analysis solution of lag 1 will yield these "simultaneous" loadings (at time t) in addition to loadings for the same set of \(p\) variables at a previous time (t-1). A lag \(a\) dynamic factor solution will include loadings for \(p\) variables at time \(t, t-1, \ldots, t-a\). The total number of loadings in the solution with \(p\) variables, \(m\) latent constructs, and \(a\) lags will be equal to \(pm(a+1)\). Figure 1 shows a traditional cross-sectional factor analysis with six variables and two factors. In this figure, the two latent factors are enclosed in circles, manifest (measured) variables, labeled \(V_k\) are enclosed in squares and error terms, labeled \(e_k\) are not enclosed.

Figure 2 displays a one-factor dynamic factor model with three variables and two lags. As in Figure 1, \(V_k\) represents manifest variables, and \(e_k\) represents error terms.
Notice that in the dynamic factor analysis solution, error terms are allowed to be correlated.

Figure 3 displays a two-factor dynamic factor model with five variables and one lag. There are three manifest variables measuring the first factor at each time point and two manifest variables measuring the second factor at each time point. The same notation is used as with figures 1 and 2.

The analysis of time series data can be conceptualized in terms of three different levels. At the first level is the analysis of one variable. Included at this level are tests for normality, stationarity, changes in level and slope, and model specification. At the second level are multivariate tests similar to those of the first level: tests for joint stationarity, multivariate normality, independence, causality, and multivariate linear model specification. These techniques usually involve the examination of cross-lagged correlations of multiple variables. The third level incorporates latent constructs to the multivariate approach. Included at this level is P-technique factor analysis and the object of this study, dynamic factor analysis. Employing latent constructs is often preferred for reasons outlined below.

**The Uses of Factor Analysis**

Factor analysis has many uses, all of which apply to dynamic factor analysis. The first use is simply to identify underlying latent factors. In a factor analysis, the covariances of a set of variables are examined to search for underlying factors that accurately represent subsets of those variables. These underlying factors, often called latent factors, may provide insight into the subject being studied. As mentioned previously, the set of latent factors should represent a large proportion of the information
contained in the manifest variables which make up those latent factors. In this way, latent factors are a more parsimonious representation of data than manifest variables.

Factor analysis can also be used to screen variables for the inclusion in subsequent statistical investigations, such as regression or discriminant analyses. Since factor analysis identifies groups of variables that are highly correlated with one another, a single variable can be chosen from each factor for inclusion among a set of predictor variables, thereby avoiding collinearity. In addition, factor scores can be used in subsequent data analysis techniques such as multiple regression or discriminant function analysis. A factor score is simply a weighted combination of the manifest variables.

A third use of factor analysis is simply as a data summary technique. As an exploratory procedure, a researcher can extract as few or as many factors as desired, examining the fit of each model. A small number of factors, perhaps only one or two, may account for a large bulk of the variance contained in the entire set of variables. This procedure can be an important precursor to future analyses.

Overall, factor analysis is an extremely powerful and versatile technique. It can both summarize data and identify relationships among variables, two of the basic functions of statistical analyses. It can also serve an inferential role in generalizing to larger populations of subjects. Dynamic factor analysis has all of these same characteristics as traditional factor analysis.

**Additional Uses of Dynamic Factor Analysis**

Because dynamic factor analysis is concerned with the temporal ordering of the data, it has benefits in addition to those previously outlined for traditional factor analysis. Dynamic factor models can also add information to traditional time-series methods. One
obvious use of dynamic factor modeling is examining the latent structure of variables across time. As with cross-sectional factor analysis, one parameter which may be of interest is the factor loadings of each variable at each lag. Factor loadings represent the degree to which each of the variables correlate with each of the factors at a particular lag. Inspection of the factor loadings can reveal the extent to which each of the variables contribute to the meaning of the factors. Those variables with high loadings will be the ones that provide the meaning and interpretation for the factor.

Although most dynamic factor models in the literature thus far have employed stationary models displaying no trend across time, nonstationary models can also be evaluated (Molenaar, De Gooijer, & Schmitz, 1992). Potentially, this could be a valuable method in the social sciences as well as in the areas of economics and business management, where accurate prediction is of extreme importance.

**Availability of Time-Series Data**

Despite its usefulness, dynamic factor analysis models have been used infrequently since being introduced (Hershberger, Corneal, & Molenaar, 1994). One reason for this is the relative unavailability of time-series data. While economists and business researchers utilize time-series data for prediction frequently, social scientists rarely obtain single-subject multivariate repeated measures (SSMRM) data, with the exception being in the area of psychophysiology (Wood & Brown, 1994). However, with new technologies, collecting SSMRM data in the future may not be as difficult for social scientists. Rapid advances in telecommunications and network technologies are creating opportunities to collect SSMRM data with little effort by individuals. Computer technologies are allowing for the Experience Sampling Method (Stone and Shiffman,
1994), in which computerized devices record data in subjects' natural settings while avoiding retrospective recall bias. Stone and Shiffman (1994) have shown that behavioral and cognitive processes can be measured through Ecological Momentary Assessment (EMA), using a small hand-held computer. The ecological validity afforded by EMA cannot be matched by data collection techniques in artificial environments. In light of the current pace of technological advances being made, EMA could have great potential within the social sciences. Other advances in technologies such as the development of computerized expert systems (Velicer, Prochaska, & Bellis et al., 1993) can also facilitate the collection of SSMRM data. Using expert system technology, collecting SSMRM data can be cost-effective and appropriate for school, home, business, and internet settings. The World Wide Web (WWW) is another arena in which SSMRM data collection could be made simple and extremely cost-effective. "Push technology" and the WWW already allow computer users to automatically be fed with news and conferencing updates as they occur. Integrating data collection into this technology is probably not too far in the future. Two-way paging systems is another example of how data collection could be made simple, inexpensive, and reliable. With additional technological advances, it is not unreasonable to think that SSMRM data could become common in many research fields.

Using SSMRM data to study multiple measured variables and single or multiple latent factors can greatly contribute to developing a theory about the behavior of those variables and constructs over time. Studying variables and constructs longitudinally for a single person can be both an appropriate and cost-effective preliminary step before testing
a hypothesis on data gathered across many individuals (Wood & Brown, 1994). Dynamic factor modeling provides a framework for examining SSMRM data in this way.

**Difficulty In Utilizing Dynamic Factor Analysis**

Aside from the lack of SSMRM data, there are several reasons why dynamic factor analysis has not been embraced along with other social science methodologies. It is a relatively new technique (1985) and its effectiveness and appropriateness across different designs is still being explored. Since its introduction, few published papers have employed dynamic factor analysis even as an exploratory technique. Relatively few published Monte Carlo studies have examined the magnitude of cross-correlations or the effect sample size has on making stable parameter estimates. Also, little has been written about the statistical assumptions of this method, or about the consequences of violating these assumptions. At this point, it is still uncertain which goodness-of-fit measures are appropriate for dynamic factor analysis. The chi-square difference test is inappropriate because models with few lags or factors are not "nested" within more complex models. It is also still uncertain which model should be used as a null or baseline model. As with factor analysis, a dynamic factor analysis solution can be rotated for better interpretability. For most researchers, the unsolved problems with dynamic factor analysis represent serious barriers to using the method.

**Evaluating Dynamic Factor Models**

Despite the limitations and uncertainty surrounding dynamic factor analysis, utilizing this method is possible. In traditional factor analysis, a correlation or covariance matrix is sufficient to perform the analysis. However, in order to proceed with dynamic factor analysis, the co-variation or correlation matrix must be transformed into a block toeplitz
matrix. A toeplitz matrix has the property that all matrices on the diagonal are the same.

A data set with $n$ lags and $p$ variables would produce a covariance or correlation matrix of size $(n*p) \times p$ or $p \times (n*p)$. The resulting toeplitz-transformed matrix will be of the form $(n*p) \times (n*p)$. In this study, $n$ is the number of lags being examined (including the zero-lag) while $p$ is the number of variables. For a five variable, two lag model, $p = 5$ and $n = (2+1)$. In this example, the resultant toeplitz-transformed covariance matrix will be $(3*5) \times (3*5) = 15 \times 15$. This transformed matrix can then be used by the LISREL program or the SAS macros to execute the dynamic factor analyses.

Figure 4 displays how correlation matrices are reconfigured to form the toeplitz-transformed matrix. The diagram shows that three $3 \times 3$ correlation matrices are originally computed, one for each lag. After the transformation there is just one matrix, a $9 \times 9$ matrix. Notice that this $9 \times 9$ matrix essentially has blocks of correlations which are repeated. This transformation, or reconfiguring, can be done through the SAS function TOEPLITZ, or through a SAS macro provided by Wood & Brown (1994).

Evaluating different dynamic factor models can be accomplished through additional SAS macros provided by Wood & Brown. These macros provide at least 15 different fit indices including an incremental fit index comparing a zero-lag, one factor model to more complex models. The output also contains standardized and unstandardized factor loadings presented in much the same way that LISREL presents these parameters. However, documentation for these macros is lacking. As a result, using them may be difficult. Also, no evidence exists that parameter estimates produced by these macros are accurate.
Dynamic factor models can also be evaluated with structural equation modeling programs such as LISREL (Joreskog & Sorbom, 1989) or EQS (Bentler, 1995). Again, it is important to first obtain a block Toeplitz matrix which represents the simultaneous structural equation system. Hershberger et al. (1994) provides a detailed example of dynamic factor models tested through the use of LISREL.

In the LISREL or other structural equation modeling programs like EQS, the lambda matrix must be given special consideration. If one wishes to specify two factors with one lag, a total of four factors should be specified in the lambda matrix. Two factors are associated with the zero-lag and two factors are associated with the first lag. For a model with three factors and four lags, 15 factors should be specified in the lambda matrix. In addition, a certain number of factor loadings within lambda must be fixed to zero. This is an issue that must be dealt with when evaluating any structural model.

The specifications of the Theta (\( \Theta \)) matrix also need to be considered. For a five variable model with one lag, the Theta matrix will be of size 10 x 10. The error variances of the zero-lag variables are located on the main diagonal of Theta. The first five diagonal elements of Theta should be equated to the second five main diagonal elements. For this model, \( \Theta(1,1) = \Theta(6,6); \Theta(2,2) = \Theta(7,7); \Theta(3,3) = \Theta(8,8); \Theta(4,4) = \Theta(9,9); \) and \( \Theta(5,5) = \Theta(10,10) \). The sub-diagonal elements of the Theta matrix should be freed and equated to corresponding sub-diagonal elements in a pattern identical to the pattern of the main diagonal.

**Interpreting Dynamic Factor Models**
Dynamic factor analysis is a very powerful technique that is in its developmental infancy. The interpretation of dynamic factor models is one difficulty that researchers face when utilizing this method. Interpreting factor structures and best-fitting models can be a subjective process, especially with very complex models. Parsimony is also an important consideration that is often lost when extremely complex models are tested. In addition, the generalizability of the results should also be considered.

Interpreting the results of a dynamic factor analysis can be challenging, especially with models involving many variables, more than two factors, and multiple lags. In one study which involved 28 variables and five factors across lags zero and one (Hershberger et al., 1994), the authors offered an explanation for the differing factor structure across the two time points. Their interpretation, although believable, is only one of several possible explanations. From 28 variables they extracted four factors across one lag, with slightly differing factor structures between the zero and one-lag. Many variables had very small loadings or in some cases, loaded onto multiple factors. Using a cutoff loading of .30, the interpretation of the factors was very different than it would have been had the cutoff score been .50. A good case could have also been made for only retaining five factors, based on the reported chi-squared and Tucker-Lewis fit indices. The Hershberger et al. study is a good example of the subjectivity that is involved in interpreting dynamic factor analysis solutions.

Parsimony is also an important issue when deciding upon different dynamic factor models. In most cases, adding additional lags to a model will increase the standard and relative goodness of fit indices. To the inexperienced user this may be of no practical or
theoretical importance. Adding additional lags to a model will also affect the parameter estimates at lower-order lags.

When stating conclusions based on dynamic factor analysis results, the generalizability of the conclusions should be considered. As previously stated, separate dynamic factor analyses are performed on each individual. In a study in which the same analysis is performed on more than one individual, explaining contrasting results can be extremely difficult. Contrasting results across subjects can sometimes be explained by characteristics of the individual, such as gender or medical conditions. However, if similar results are not found in an overwhelming number of subjects, and no explanation can be derived from individual characteristics, the results of the study are probably inconclusive. On the other hand, if similar results are found in multiple subjects, generalizability can only be strengthened.

**Measures of Habit Strength**

As with any factor analysis model, the choice of variables is critical to reaching an interpretable solution. Since the application in this study is smoking habit strength, the most important habit strength variables should be quantified and available for analysis. In this study, three primary measures are employed as indices of smoking habit strength. Although there are alternative measures, the three employed here are the most widely used outcome measures in smoking studies.

These three measures include two biochemical and one self-report measure. Biochemical measures are defined as those measures that are arrived at from a physiological assessment of the subject based on an objective biochemical or mechanical
technique. Self-report measures are those which rely upon subjects' personal assessments and reports of their own perceptions or behaviors. The most common behavioral measure, the number of cigarettes smoked per day, was employed. The most common biochemical measure, salivary cotinine, was also measured along with carbon monoxide level. Two additional measures, body temperature and skin temperature, were also measured. It was hoped that these two "marker" variables would provide divergent validity in the factor structure.

In many studies, self-report is used to measure habit strength followed by a biochemical validation. However, using biochemical measures as a method of validation has been a controversial issue (Velicer, Prochaska, Rossi, & Snow, 1992). There can be great difficulty in obtaining the appropriate sample of exhaled air or bodily fluids from subjects. Also, the monetary cost in assessing these biochemical samples is an important consideration. Because of these cons, disagreement exists in the necessity of obtaining biochemical validation and in using biochemical measures to gauge habit strength. In their brief review of measures of smoking habit strength, Velicer et al. (1996) concluded that no single measure is a satisfactory measure of habit strength. The results of this study may help to clear up the confusion surrounding these measures.

**Cotinine.** When nicotine is ingested, some of it is excreted unchanged in urine, while the rest is metabolized into other compounds such as cotinine. It is distributed through the kidneys and salivary glands, but is primarily eliminated from the body by metabolism rather than by direct excretion (Benowitz, 1983b). A metabolic by-product of nicotine, cotinine measures can be used to validate self-reported smoking abstinence in the past 24 hours (Benowitz, 1983a). Variable estimates of the half-life of cotinine have been
measured, ranging from 15 to 40 hours (Carey & Abrams, 1988; Greenburg, Haley, Etzel, & Loda, 1984; Haley & Hoffman, 1985; Haley, Sepkovic, & Hoffman, 1989; Knight, Wylie, Haloman, & Haddow, 1985; Sepkovic, Haley, & Hoffman, 1986). Cotinine can be measured in saliva, urine, and blood (Etzel, 1990; Letzel, Fischer-Brandies, Johnson, Uberla, & Biber, 1987). Saliva sampling, employed in this study, has been recommended as a useful, noninvasive method that can be applied to large-scale intervention trials (Abrams, Follick, Biener, Carey, & Hitti, 1987). Cotinine is highly specific to tobacco use, because nicotine is relatively unique to tobacco. (Haley, Axelrod, & Tilton, 1983; Russell, Jarvis, Devitt, & Feyerabend, 1981; Wald, Boreham, Bailey, Richie, Haddow, & Knight, 1984). Measuring cotinine rather than nicotine is generally preferred because it has a more enduring and stable blood level (Langone, Gjika, & Van Vunakis, 1973).

**Carbon Monoxide.** Carbon monoxide (CO) can be measured in expired air or in the form of carboxyhemoglobin in blood. Both sources are highly correlated (Velicer et al., 1992). During smoke inhalation, CO is absorbed rapidly into the bloodstream and produces a sharp increase in CO level. It has a relatively short half-life of four to five hours in sedentary adults (Stewart, 1975). Given this short half-life, levels can be influenced by time of day and time elapsed since the last cigarette. Assessments late in the day have been found to be more valid (Benowitz, 1983b), and self-report of recency of smoking can increase sensitivity (Bauman, Koch, & Bryan, 1982). For light smokers, sensitivity of CO is not as good as with heavier smokers (Vogt, 1982). Specificity is between 84 to 98% but can be reduced by exposure to CO present in the environment as a result of pollution and combustion sources.
Number of Cigarettes Smoked. In measuring the number of cigarettes smoked, subjects simply monitor their own smoking behavior. This self-report has been criticized by some researchers for underestimating the amount of cigarettes smoked (Haley & Hoffman, 1985; Warner, 1978). Many suggest that subjects often will under-report levels of cigarette use (Luepker, Pallonen, Murray, & Pirie, 1989; Murray & Perry, 1987; Russell, 1982; Stookey, Katz, Olson, Drook, & Cohen, 1987). Under-reporting may also occur as a result of the tendency of subjects to report cigarettes smoked in multiples of five or ten (Pechacek, Fox, Murray, & Luepker, 1984; U.S. Department of Health and Human Services, 1989). Despite concerns with underreporting, some researchers still favor the use of self-report over biochemical measures of habit strength (Assaf, McKenney, Banspach, & Carleton, 1989; Crossen, Dougher, & Belew, 1984; Hansen, Malotte, & Fielding, 1985; Hatziandreu, Pierce, Fiore, Grise, Novotny, & Davis, 1989; Petitti, Friedman, & Kahn, 1981). Overall, obtaining self-report information such as number of cigarettes smoked, is more feasible and less expensive than obtaining biochemical measures.

Body and Skin Temperature. These two measures have received little support in the literature as being valid or reliable measures of smoking habit strength. As will be discussed later, these two measures are used primarily as marker variables to allow for divergent validity.

Comparison of Biochemical Measures. In comparative studies of different biochemical measures of smoking, cotinine has emerged as the measure of choice (Abrams et al., 1987; Haley et al., 1983; Jarvis, Tunstall-Pedoe, Feyerabend, Vesey, & Salloomjee, 1984, 1987; Knight et al., 1985; Pojer, Whitfield, Poulos, Echard, Richmond, 15
& Hensley, 1984) because of its superior sensitivity and specificity. It is generally more expensive than other biochemical measures and more analytically complex (Velicer, Prochaska, Rossi, & Snow, 1992). Carbon monoxide on the other hand, is easily assessed and does not require the storage of bodily fluids. Because of its shorter half-life, CO would be more sensitive to recent changes in smoking.

**Nicotine Regulation Models**

Three different models have been examined in the literature to account for nicotine’s effectiveness in maintaining smoking: a) the fixed-effect model, b) the nicotine regulation model, and c) the multiple regulation model. A more detailed review and description of these three models is provided by Leventhal and Cleary (1980). One of the purposes of this study is to test the hypothesis that smoking habit strength can be best described as a multiple regulation model as shown by another study using this same data (Velicer, Redding, Richmond, Greeley, & Swift, 1992). This can be done by examining the autocorrelations, cross-correlations, and the direction of the factor loadings for the habit strength measures. Verification of the results found by Velicer et al. (1992) would be an important contribution.

**Nicotine Regulation Model.** This model posits that smoking serves to regulate or titrate the smoker's level of nicotine. It assumes that smokers have a personal "set point" of smoking, which their body is accustomed to. The model suggests that any increase or decrease in smoking caused by events in a person's environment should be temporary. When the environment returns to normal, a person should immediately return to their personal set point. In terms of dynamic factor modeling, this model would result in cross
and auto-correlations of approximately zero at all lags greater than zero. Hence, a
dynamic factor analysis solution would probably not show distinct factors at higher-order
lags. Table 1 demonstrates how this factor structure might appear.

**The Multiple Regulation Model.** This model is a complex model designed to
overcome some of the problems of the nicotine regulation model. Specifically, it focuses
on how the nicotine set point develops and how deviations from the set point generate a
craving for cigarettes. The theory would predict that an increase (or decrease) in smoking
rate caused by events in a person's environment should be followed by an opposite
decrease (or increase) in smoking rate. To support this model, the dynamic factor
analysis solution would show that the loadings for the habit strength variables would be
positive at lag zero, negative at lag one, positive at lag two, negative at lag three, etc.,
with a gradual reduction of the absolute value of the loadings. Table 2 demonstrates how
this factor structure might appear.

**Nicotine Fixed-Effect Model.** This model assumes that smoking is reinforced
because nicotine stimulates specific reward-inducing centers of the nervous system.
These have been identified as either autonomic arousal or feelings of mental alertness and
relaxation or both. Since these are relatively short-term effects, an increase on one
occasion should be followed by an increase on the next occasion. Similarly, a decrease
on one occasion should be followed by a decrease on the next occasion if the same level
of arousal is to be maintained. This model would result in positive auto and cross-
correlations at low lags, with a gradual reduction in the size of the loadings at higher lags.
Subsequently, the dynamic factor solutions would show a distinct habit strength factor
with positive loadings, but only at low lags. Table 3 demonstrates how this factor structure might appear.

Hypotheses And Goals

The main hypothesis of this study is that across time, smoking habit strength can best be described as a multiple regulation model. This was previously shown with this same data set using traditional time-series procedures (Velicer, Redding, Richmond, Greeley, and Swift, 1992). This will be evaluated by examining the factor structure produced by the dynamic factor models across all subjects and lags. This will be a qualitative examination of the loadings. No significance tests will be performed. Table 2 provides an illustration of how the factor structure might appear in a multiple regulation model.

There are also several secondary goals for this study. First, the factor loadings of the five variables were investigated to see which variables form a clear habit strength factor, if any. This involves a qualitative examination rather than significance testing. There are many possible combinations of factor loadings. One model would involve the three measures of smoking habit strength all measuring a single factor. This single factor can be interpreted as habit strength. If two of the habit strength variables form a distinct factor, it suggests that the third variable may not be measuring the same phenomenon. If only one of the variables has a distinctively higher loading than the rest, that single item could be interpreted as the best single measure of habit strength. Alternatively, if only two of the variables have only medium loadings on a factor, naming the factor “habit strength” may not be the best interpretation.
A second focus will be determining how many lags the habit strength factor can be identified in. As the number of lags (which relates to the amount of time) increases, it is expected that the habit strength factor will decrease. The half-lives of the three habit strength variables should play an important role in higher-lagged models. Measures with a greater half-life should be identifiable at higher lags. However, the greatest half-life for the variables used is 40 hours, so it is expected that no habit strength factor will be identified at lags greater than three.

The third research goal is dependent on the previous goals. If a clear habit strength factor is found, it is important to know which of the variables contributed the most to this factor. Again, the size of the factor loadings would provide this information. It may be true that number of cigarettes smoked consistently has the highest loading across lags and subjects. This result would suggest that this measure may be the best measure of smoking habit strength among the three being examined.

A fourth research goal is to critically evaluate the utilization of dynamic factor analysis. As stated previously, little documentation and published research on dynamic factor analysis is available. Without prior knowledge one might believe that the method is simply too difficult or requires too much time to learn and use. This study hopes to show how true or false this belief may be. The current status of the method as a generally disseminable research tool will be evaluated.

A fifth research goal is to compare the output of the dynamic factor models provided by LISREL with output from the Wood & Brown SAS macros. No published study has demonstrated that the two programs produce the same results using the same data and models. It is expected that the results will be the same, but verification is still important.
METHOD

Subjects

Data was collected twice per day for a maximum of 62 days. Each subject could therefore have up to 124 data points. However, data was not collected in exact 12 hour intervals because of scheduling difficulties. For most subjects, the data was collected once in the morning and once again in the afternoon. The researchers attempted to keep the time subjects could possibly smoke (disregarding eating and sleeping) between intervals as equal as possible. One subject had only 97 data points, while all other subjects had at least 115 of the possible 124 data points.

Using single subject multivariate repeated measures (SSMRM) data, time series analysis typically requires a minimum of 100 data points (Box & Jenkins, 1976; Glass et al., 1975) in order to achieve stable autocorrelations. However, results of simulation studies have not provided strong recommendations regarding a minimum number of data points needed to obtain stable correlations for dynamic factor modeling. One study showed that when using LISREL to examine zero-lag factor analysis models with a sample size of 50, nonconvergence and improper solutions often resulted (Boomsma, 1982). Improper solutions have standardized factor loadings or error terms outside the bounds of acceptable values. In a nonconverging model, the analysis program is simply not able to identify a solution. Ding, Velicer, & Harlow (1995) provide strong opposition to the use of improper solutions. Their simulation study showed that when sample size is 50, the effect of improper solutions on fit indices "becomes very serious". They also advise that using structural equation modeling procedures with a sample size of 50 is "very questionable". However, in dynamic factor analysis, sample sizes of 50 have been
shown to yield parameter estimates close to their true values. Wood & Brown (1994) conducted Monte Carlo simulations with differential factor loadings and sample sizes using dynamic factor analysis. Using randomly generated data, nearly identical rates of improper solutions were found compared to traditional P-technique factor analysis. Improper solutions are those in which loadings, regression paths, or error terms are not found to be within the proper standardized range (between -1.0 and 1.0). There is still information to be gained from improper solutions, but the resulting fit indices and factor loadings should not be accepted as being perfectly precise.

The Wood & Brown (1994) simulation study mentioned above also found that rates of nonconvergence in dynamic factor models were higher than those found with traditional P-technique factor analysis. A model is said to be nonconvergent when the statistical program examining it is unable to converge to a single solution. With ten subjects in this study, it is of interest to track when nonconvergence and improper solutions occur.

**Procedure**

During the first session, subjects completed a detailed demographic and smoking history questionnaire. Level of dependence was assessed by Fagerstrom's (1978) Tolerance Questionnaire and the Addiction Research Unit Smoking Motivation Questionnaire (West & Russell, 1985).

After this first visit, subjects attended sessions at the hospital twice daily for a period of two months. Morning and afternoon times were organized according to the usual routine of the subject, although given the intensive nature of the project, flexibility in
scheduling sessions was maintained. The average interval between morning and afternoon sessions was approximately 7.5 hours, with a range of 5 to 9 hours. The intervals were selected so that there was approximately an equal number of hours of available smoking time, i.e., not sleeping or eating, in each interval. The time of day was chosen to avoid critical occasions such as when first awakening in the morning.

For a two week period within the two months, subjects were asked to keep a more extensive day diary. The diary, similar to that used in the Smokescreen Smoking Cessation Programme (Richmond, Austin, & Webster, 1986; Richmond & Webster, 1985), provided a brief description of the environments in which each person smoked. A list of questions - quickly and easily answered each time a cigarette was lit - assessed time of day, whether the subject was alone or with others, the amount of smoke in the environment, the activity in which the subject was engaged (such as working or relaxing), the subject's mood, and their desire for a cigarette.

A payment of $100 was made on completion of the study, with a bonus of $20 provided for each week the diary was kept. Thus, the total amount payable was $140.

**Measures**

At each session, self-report and physiological measurements were taken. Self-report was collected on the number of cigarettes smoked. Carbon monoxide levels in exhaled breath and cotinine in saliva were also measured. The entire measurement procedure took between 5 and 10 minutes on each occasion. Physiological measures were generally taken in a fixed order, except when more than one person arrived simultaneously, in which case equipment was utilized as it became available.
An EC 50 Carboximeter was used to measure CO concentrations in end-expired breath. Subjects were instructed to take a deep breath, expire all air from the lungs, take a second deep breath, hold it for 20 seconds, and then blow into the instrument’s mouthpiece.

Cotinine was measured from two mL samples of saliva provided by the subjects in sterile plastic sampling tubes. Subjects were requested to produce enough saliva from their mouths for this purpose and to deposit this in the tubes, being careful not to contaminate the sample with phlegm. All assays were conducted at Royal Prince Alfred Hospital, where salivary cotinine was measured by gas chromatography with an ionic diffusion of 12.5m X 0.2mm (Thompson, Ho, & Peterson, 1982).

The number of cigarettes smoked from one measurement period to the next was assessed by having subjects self-monitor their smoking behavior. This was achieved by having the subject use tally cards which they kept in their cigarette packets. Each time they smoked a cigarette, they ticked off a number on the card. These cards were collected each morning, at which time a new one was issued. A small number of subjects preferred to self-monitor by counting the number of cigarettes left in their packet at the end of each day.
RESULTS

The first step in analyzing any data set should include an examination of the descriptive statistics. Problems of non-normality or collinearity should be addressed before attempting a complex technique such as dynamic factor analysis. The second phase of analyses involved examining rates of improper and nonconvergent solutions for all dynamic factor models. Verification of findings of previous simulation studies using real world data would be a significant result. Next, the factor loadings were examined separately for each subject in the hopes of answering multiple questions: 1) is there a habit strength factor; 2) which variables make up the habit strength factor, if it exists; 3) up to how many lags is this factor present in the data; and 4) which Nicotine Regulation Model is best represented by this data? Finally, the implementation of dynamic factor analysis was evaluated.

Descriptive Statistics

Skewness and kurtosis are two important factors that may affect the robustness of the parameter estimates in the dynamic factor analyses. Normality of data is a key assumption of almost every statistical technique in the behavioral sciences, and dynamic factor analysis is no exception. Skewness and kurtosis are indicators of the normalcy of the distribution of each variable. Skewness and kurtosis absolute values greater than 3.0 are considered severe violations. For each subject, skewness and kurtosis were obtained for all five variables. There were violations, especially with kurtosis, with all subjects except JBW and BER. Especially in violation were subjects EBE, KTN, RTS, RWF, and JWN, all displaying either skewness or kurtosis values greater than 5.00. For seven of the ten subjects, normalcy assumptions were violated for the cotinine variable. Normalcy
assumptions for skin temperature were violated in four subjects. In the other three variables, normalcy assumptions were violated in two subjects each. The skewness and kurtosis values, as well as other descriptive statistics of the un-transformed data, can be found in Table 4.

Because of these extreme violations of skewness and kurtosis assumptions, the data was transformed by a square root transformation and a natural log transformation. Comparing the resulting skewness and kurtosis values after the two transformations clearly showed that the natural log transformation was better at correcting the extreme skewness and kurtosis violations. It was decided at this point that all subsequent analyses would use the log-transformed data. For the log-transformed data, normalcy assumptions were still severely violated in six subjects for the cotinine variable. Normalcy for skin temperature was violated in three subjects. Normalcy for number of cigarettes smoked and CO were violated in one subject. Body temperature was the only variable in which normalcy assumptions were not severely violated in the log-transformed data. The skewness and kurtosis values, as well as other descriptive statistics of the log-transformed data, can be found in Table 5.

The auto and cross-correlations for all five variables were calculated. These correlations should provide some insight of what to expect in the dynamic factor analyses. The magnitude of the correlations are an indication of what factors, if any, might be manifested in the dynamic factor analysis solutions. For example, if all correlations are extremely small (<.25), the habit strength factor might not be found in the solution. This may be due to the fact that there is a lack of statistical power to detect it, or alternatively, this factor does not exist for that individual.
The auto and cross-correlations were examined up to five lags, or six time points. For the three smoking habit strength variables, significant autocorrelations were found that confirm the previous study employing this data (Velicer, Redding, Richmond, Greeley, & Swift, 1992). Careful examination of the cross-correlations showed that there was one consistent relationship within the five variables. This was an oscillating correlation between cigarettes and CO that occurred in nine of the ten subjects. In these 9 subjects the 0-lag correlation was consistently positive, the first-lag correlation negative, the second-lag positive, the third-lag negative, etc. In the tenth subject (JGW), the opposite effect was found. The correlations for each variable across 5 lags are presented in table 6. The cross-lag correlations for these nine subjects were averaged. Examination of these averages showed that the relationship between cigarettes and CO was the only clear relationship that existed. These averaged correlations can be found in Table 7.

A consistent pattern for the cross-correlation between body temperature and skin temperature was observed. For all ten subjects, the 0-lag correlation was moderately positive in comparison to the correlations between other variables (range = .13 to .38, mean r = .22). This correlation was significant at the .05 level in six subjects. Higher-order lagged correlations between these two variables were almost all positive but few were significant. For all other pairs of variables, correlation patterns were not consistent across subjects and the correlations were, in most cases, not significant.

At this point in the analysis, there is evidence for a factor structure being shown by the dynamic factor analysis, considering the relationships between cigarettes and CO and between body and skin temperature. However, the cross-lagged correlations are low,
which may lead to a factor structure that is not stable when multiple lags are added to the
basic model.

**Dynamic Factor Analyses**

In the second stage of the analysis, dynamic factor models were run using LISREL. The LISREL procedures for utilizing dynamic factor analysis models are outlined in Hershberger, Corneal, & Molenaar (1994). In order to run dynamic factor analyses in a structural equation modeling program, a toeplitz-transformed covariance matrix was calculated through a SAS macro provided by Wood & Brown (1994). One and two factor models with lags from zero to five were examined. Thus, 12 models were examined for each subject, or 120 models total. LISREL was able to provide fit indices for 102 models (85%) but was only able to produce standardized factor loadings for 66 of the 120 models (55%). For most models, the Theta EPS matrix was not positive definite or the admissibility test failed. A non-positive definite Theta matrix is a result of negative eigenvalues or negative determinants of submatrices. Most models had to be repeated at least once with better starting values in order to obtain a proper standardized solution. For the one-factor models, 43 out of a possible 60 models (72%) produced proper standardized solutions. For the two-factor models, proper standardized solutions were found for only 23 out of 60 models (38%). In both the one and two-factor models, there was a slight trend for higher-ordered lagged models to have greater difficulty producing proper standardized loadings, compared with lower-lagged models. When more factors and lags were added to the models, there was clearly a greater chance of the model not converging at all. Table 8 shows the frequencies of proper, improper, and non-converging solutions for each model in the LISREL analysis.
These same 120 dynamic factor models were then analyzed with SAS macros provided by Wood & Brown (1994). The results from these analyses were slightly more encouraging. For the one-factor models, 46 out of a possible 60 models (77%) produced proper standardized solutions. For the two-factor models, proper standardized solutions were found for 30 out of 60 models (60%). Overall, 76 out of 120 models produced proper standardized solutions (63%). For the analyses in which proper solutions were not found, the solutions either did not converge (41 cases, 34%) or were improper (four cases, 3%). Table 7 also shows the frequencies of proper, improper, and non-converging solutions for each model in the SAS analysis.

Of the 14 one-factor models that were found to have improper or nonconverging solutions with the SAS macros, eight (57%) of these models also had improper or nonconverging solutions in the LISREL analyses. For the two-factor models, this was the case with 24 of the 31 (77%) improper or nonconverging solutions in the SAS macro analyses. This is an indication that the two methods of executing dynamic factor analysis are generally not converging upon proper solutions in the same models. However, the overlap in improper or nonconverging solutions was not completely consistent. Utilizing both programs will produce higher rates of proper solutions.

Each subject will be examined separately to determine what factor structure, if any, best describes the data. Dynamic factor models for zero, one, and two-lag solutions are presented for each subject in figures 5-14. In addition, factor loadings are presented in tabular format for subject JBW in Table 11.

**Subject ABN**
Subject ABN had the fewest number of data points (97). In the one-factor solutions, a habit strength factor was identified by the Cotinine and CO variables, but only at the zero lag. There was no clear interpretable factor at lags one and two. For the three, four, and five-lag solutions, the factor structure identified in the zero, one, and two-lag solutions was less evident. The loadings at each successive lag alternated in direction, suggesting the effect of the nicotine regulation model.

For the two-factor models, only the one, three, and four-lag models had proper solutions. For the one-lag solution at the zero-lag, a habit strength factor emerged (all three habit strength variable loadings > .37) as well as a temperature factor (both temperature variables > .40). At the 1-lag, only the temperature factor was present (BODY, SKIN > .40). For the three and four-lag solutions, the factor structure was not interpretable, with fewer than two variables having significant loadings. As with the one-factor solutions, the higher-order lagged models were characterized by inconsistent loadings, leaving the models uninterpretable.

**Subject JBW**

Subject JBW had 113 complete data points, with 11 data points missing on at least one of the five variables. Nevertheless, this subject represented the clearest and most consistent factor structure of any of the subjects. For the zero and one-lag solutions, there existed a clear habit strength factor at lag zero, as all three habit strength variables had loadings greater than .50. At lag one, the factor was still present, although the loadings were somewhat weaker (all three > .20). This same structure was consistent across all solutions even including the four and five-lag solutions. No factor was evident in any lags greater than lag one.
All two-factor solutions also supported the presence of a habit strength factor at lag zero. For the zero-lag solution, all three habit strength variables had loadings greater than .40. For all two-factor solutions, no factor was evident at higher-ordered lags. There was no evidence at all for the existence of a temperature factor.

**Subject EBE**

As was true with subject JBW, subject EBE also had a very consistent solution across all lags. For the one-factor solutions, a habit strength factor existed at only the zero-lag. For the zero-lag solution, all habit strength loadings were greater than .30. At higher-ordered lags, the solutions were very similar.

The two-factor solutions were similar to the one-factor solutions. For the two-factor, zero-lag solution, all habit strength loadings were greater than .31. For higher-lagged solutions, the same factor was found at the zero-lag, but no evidence existed for factors at any higher-ordered lags, or for the existence of multiple factors.

**Subject KTN**

Subject KTN is one of two subjects whose solutions support the existence of a temperature factor. Consistent with all proper solutions, a temperature factor existed at the zero-lag. For the one-factor and zero-lag solution, the variables BODY and SKIN had loadings greater than .54. Higher-lagged one-factor solutions were not quite as clear.

The two-factor solutions also showed that a temperature factor existed. At the zero-lag, BODY and SKIN had loadings of at least .55. Of the higher-ordered two-factor solutions, only the two-lag solution supported this. All other two-factor solutions were either improper or simply uninterpretable. There was no evidence for the existence of multiple factors.
Subject LRD

Unfortunately, the data for subject LRD was plagued by improper solutions. For the one-factor solutions, only the two-lagged solution was proper. For the two-factor solutions, only the two, three, and five-lagged solutions were proper.

The existence of a temperature factor (including both BODY and SKIN) is supported by the one-factor two-lag model as well as the two-factor five-lag model. Because of the frequency of improper solutions and the lack of support from the other proper solutions, this finding should hardly be considered a stable solution for this subject. Again, no evidence existed for the presence of multiple factors.

Subject WSS

Subject WSS did not seem to have any consistency within the one and two-factor solutions. Only the one-factor, one-lag solution had an interpretable factor structure: a complex factor with the loadings of CIGS = .40, and SKIN = -.31. Considering that all other solutions were either improper or uninterpretable, the results for subject WSS should be considered inconclusive.

Subject RTS

Similar to subject WSS, subject RTS had solutions with low loadings which were inconsistent when lags were added to the model. For every one-factor solution, the variable CO had a high loading at the zero-lag, but all other variables had extremely low loadings.

For this subject, within the two-factor models only the one-lag and three-lag models were able to produce proper solutions.
Subject BER

With subject BER, only the zero-lag model was able to produce a proper solution within the six one-factor models. Of the two-factor models, again only the zero-lag solution was proper. Although these solutions could possibly be interpreted as having a habit strength factor at lag zero, it is probably best to not consider these solutions because they cannot be supported by other solutions. It should be noted that the five-lag models failed to converge with both one and two-factor models.

Subject RWF

For subject RWF, within all one-factor models, body temperature seemed to carry the weight of the zero-lag factor. Loadings at higher order lags were extremely low.

Only two two-factor models had proper solutions (zero and three-lag), both of which were inconsistent and difficult to interpret.

Subject JWN

One-factor models were not at all consistent when additional lags were added. Loadings were generally very low. The two-factor models were also very difficult to interpret. Examining each dynamic factor solution on its own, one might conclude that a habit strength or temperature variable existed. But upon looking at all proper solutions, there was clearly not a consistent factor pattern.

Table 10 includes summary statistics which mark all subjects by their sample size, assumption violations, associated ARIMA models, and presence of a consistent interpretable dynamic factor analysis solution.

Evaluation of the Two Dynamic Factor Analysis Programs Utilized
Another research goal was to critically evaluate the implementation of dynamic factor analysis. Using the SAS macros required only basic knowledge of setting up data and data analysis files in SAS. Utilizing the macros was relatively simple, as the instructions provided by Wood & Brown (1994) were helpful. The output of the macros was difficult to understand, as little explanation is documented in the output itself. They are organized well, but information is often repetitive and/or unnecessary. The macros are inflexible in the sense that without programming knowledge of SAS macros and in-depth knowledge of the mathematics behind dynamic factor analysis, evaluating alternative models is not possible. Unfortunately this does not allow most researchers to evaluate correlated factor models or models with additional correlated error terms. It is also not clear exactly which error terms and factors are being correlated. Because of lack of documentation, it is up to the researcher to figure this out. The amount of time required to evaluate models with multiple factors and lags is also a disadvantage of the macros. It often required hours of computer time to evaluate models with three to five lags, requiring late night runs on a mainframe computer.

All dynamic factor models were also evaluated through LISREL version 7. The LISREL programming for dynamic factor analysis is outlined in Hershberger et al. (1994). For researchers who are already familiar with LISREL, the programming is not difficult but can be time-consuming for models with multiple factors and lags. Although it was not performed in this study, evaluating a model with five-six factors and four-five lags could require up to 500 lines of programming code. However, compared to the Wood & Brown SAS macros, the LISREL output is easier to understand. LISREL is also flexible in that different starting values can be used. The percentage of proper and
converging solutions was lower than that of the Wood & Brown SAS macros. Documentation exists for LISREL 7, allowing researchers to specify many parameters of the program within any model. Multiple models can be evaluated in a much shorter time span compared with the SAS macros. The ratio of computational time for the two programs was approximately 10 to 1. Programmed models with four-five lags and two factors took only 10-20 minutes to run, rather than two or more hours with the SAS macros.

The methods in which the SAS macros and LISREL obtain solutions differ slightly. As a result, differing rates of proper solutions were obtained. The SAS macros outperformed LISREL in this respect, obtaining a greater percentage of proper solutions in one-factor models (77% vs. 72%), two-factor models (50% vs. 38%), and overall (63% vs. 55%).

When a proper solution was found, the SAS macros and LISREL were generally in agreement. This often required multiple attempts using LISREL with different starting values, particularly with models of higher-ordered lags. LISREL was unable to converge upon a proper solution in 51 of the 120 models. Out of these 51 models, the SAS macros obtained a proper solution in 19 (37%). Conversely, the SAS macros were unable to converge upon a proper solution in 44 models. Out of these 44 models, LISREL obtained a proper solution in 12 (27%). This suggests that knowledge of both programs would be beneficial toward obtaining the greatest number of proper solutions. These results are presented in Table 9.

Overall, the LISREL program is preferred for evaluating dynamic factor models. Flexibility and time are the key advantages of LISREL compared to the SAS macros.
The same approximate solutions were found for each of the two programs, although different starting values affected the results a great deal in some models.


DISCUSSION

Interpretations

Before the analyses were carried out, it was assumed that there would be a clear habit strength factor emerging from each lag. Evaluating the results, it was assumed, would depend on the magnitude and direction of each of the loadings. However, in all but three subjects the habit strength factor did not emerge, and consequently the magnitude and direction of the variable loadings were of no interest. It was believed that with the two-factor models, the second factor would be a temperature factor if the two temperature variables were correlated. This hypothesis was not supported either, as only one subject (ABN) had a clear interpretable two-factor solution. It was assumed that the post-analysis interpretation would consist of determining which of the three nicotine regulation models the data represented. However, because of the many inconsistencies within and across subjects, the bulk of the interpretation instead became figuring out why these inconsistencies exist.

Only four of the subjects had multiple solutions which were interpretable (ABN, JBW, EBE, KTN). Unexpectedly, these four subjects had the fewest number of data points. Three of these subjects had at least one variable which severely violated the kurtosis assumption. However, these four subjects did have clearly identifiable ARIMA models associated with each of the smoking habit strength variables. These results are summarized in table 8. It should be noted again that the solutions for these four subjects were not extremely consistent with the addition of lags to the models. The solutions found for these subjects were not as robust and clear as hypothesized, but they are the only subjects whose solutions did not appear to have random loadings of varying
magnitude and direction across lags. The factor loadings for subject JBW are presented in table 9. It was concluded that subject JBW had a habit strength factor, represented by the three hypothesized habit strength variables, which had a negative autocorrelation. No conclusions could be drawn from the solutions of the remaining six subjects. The solutions presented in figures 9-14 do not support the existence of a habit strength factor indicated by two or more variables. Table 12 presents a summary of all subjects' dynamic factor analysis results for one-factor models, with the associated nicotine regulation model which was interpreted from the entire set of solutions for each subject.

One goal of the study was to search for evidence which may suggest which of the three smoking habit strength measures are most reliable and stable across time. This could not be adequately assessed because there was not a clear habit strength factor in most of the solutions. As defined previously, a clear factor should be indicated by at least 2 variables with at least medium loadings (> .50). Across all solutions, it did not occur often that two of the three habit strength measures had loadings greater than .50. Of the 46 proper solutions obtained in the analyses of one-factor models, only 68 (out of a possible 1050) loadings were greater than .50. Fifteen of these were cigarettes smoked, 19 were cotinine, 14 were CO, 13 were body temperature and 7 were skin temperature.

Examining the correlations among the habit strength variables clearly shows that the variables do not have the strong relationship that is generally accepted in the literature. Because of the half-lives of cotinine and CO, correlations might be expected to be low at lags 1 and above. However, even at the 0 lag the average correlations between these 3 variables were much lower than expected. Number of cigarettes smoked and cotinine had virtually no relationship (average r=.01). Number of cigarettes and CO had a non-
significant relationship as well (-.12). Even the 2 biochemical measures had an non-significant average correlation (.17). Considering the number of data points studies across 10 subject, these correlations should raise serious doubt about the validity of using biochemical measures in place of self-report measures, and vice versa. These correlations may differ depending on the interval length used, but even with the data collection interval used in this study, the obtained correlations are alarmingly low.

Conclusions

From the solutions presented from the dynamic factor models, one of two conclusions could be drawn from this data: 1) The relationships between the variables across time are such that dynamic factor modeling could not show support for a clear, consistent factor structure; or 2) The relationships between the variables are unstable as a result of data collection techniques used and the interval length between data collections.

Considering that the data collection outlined earlier seemed to be extremely standardized and done in a professional manner, and that Velicer et al. (1992) were able to find clear ARIMA models to represent most variables' performance over time, the second conclusion from above is probably not valid. Dynamic factor analysis is a descriptive technique. It is the conclusion of this researcher that this technique was simply not able to describe the data in a way that was hypothesized.

There are many characteristics of the data that contribute to this. The most significant characteristic was encountered when examining each individual's correlation matrix. The correlations between variables were extremely low, especially across lags. When this occurs, it is difficult to obtain stable estimates across similar models. Utilizing
uncorrelated variables in a factor analysis has been coined the GIGO principle, or garbage in, garbage out (Kachigan, 1986). Although many naive investigators believe otherwise, factor analysis (and dynamic factor analysis) does not create new information. The technique merely organizes and summarizes existing information. Consequently, if the input information is inadequate, the final analysis will be inadequate. As stated previously, the average correlations between the three habit strength variables were non-significant, even at the 0-lag.

The low cross-lagged correlations not only contributed to the failure to produce interpretable solutions, but also to the high rates of improper and non-converging solutions. The results of the Wood & Brown simulation study of improper and non-converging dynamic factor models found that adding lags to a two-factor model will decrease the percentage of non-converging solutions, while the percentage of improper solutions will remain stable. This was not found to be the case in this study, as only 2 of 60 (3%) two-factor models did not converge. Of those solutions that did converge, rates of improper solutions seemed to be unrelated to the number of lags in the model. This result is consistent with the Wood & Brown simulation study. It is important to note that their simulation study employed 100 replications per condition and used simulation data, while this study had only 10 replications and used actual data. The unstable correlation matrices produced by this data led to many problems in the LISREL analyses. For many models, LISREL output suggested that the Theta EPS matrix was not positive definite and that admissibility tests failed.

Despite a great deal of effort to employ differential starting values in the LISREL analysis, it is somewhat of a mystery why LISREL was not able to provide a higher rate
of proper standardized solutions compared to the Wood & Brown SAS macros. However, it is significant to document that the two procedures produce the same results, with some variation due to rounding error and the instability of higher-lagged and multiple factor models.

It is not coincidence that the same subjects who had clear identifiable ARIMA models also had clear identifiable dynamic factor models. This is more evidence for the importance of the input correlation matrix. With extremely low-magnitude correlations, identifying longitudinal relationships is difficult no matter what procedure is being employed.

It is also worth noting that the LISREL programming for dynamic factor analysis was extensive. It is recommended that only seasoned users of structural modeling employ LISREL to evaluate dynamic factor models. To those not fully comfortable with structural modeling and dynamic factor analysis, the SAS macros are invaluable. To utilize the macros, only the variables of interest need to be specified along with the maximum number of factors and lags. The output from the macros is extensive and large models can take hours to run on a mainframe computer. The ease of use easily makes up for these pitfalls. The user-friendliness of these macros could not be made simpler, but the computation time and output has room for improvement.

Study Shortcomings and Recommendations for Further Research

LISREL was chosen over EQS because of the author's familiarity with it. Evaluating dynamic factor models with EQS could prove to be more rewarding.
This study examined only general dynamic factor analysis models, in which each variable loaded onto each factor. More specific confirmatory dynamic factor models could be examined as well. Such models may have specified factor loading paths restricted to be zero. Other models could have correlated factors or even be hierarchical models. Of course, programming and interpreting becomes increasingly difficult as models become more complex.

It was a possible shortcoming of the study that the data was collected twice per day. The data was collected so that the available smoking time was similar between data collections. However, for many cigarette smokers smoking is a daily physiological routine. The exact time of day this kind of data is collected could have an impact on the lagged correlations. Different lagged correlations may lead to different ARIMA model interpretations as well as different dynamic factor model solutions. An alternative method of examining this data would be to examine only one time point per day. This would involve either discarding one of the two time points each day, or simply averaging the two. In the original proposal of this study, reducing the data set was considered. Because of the nature of the data (time series) and the type of analysis, it was determined that a maximum of 64 data points per subject were too few to produce stable lagged correlations. The half-lives of the biochemical measures also affected the decision to use all available data points. Using only a single data point per day would certainly eliminate all factor loadings greater at any lag greater than one.

However, even with this method of data collection it was surprising that the correlations between variables were so low, especially at higher-ordered lags. This suggests that these three variables may be measuring entirely different aspects of the
same phenomenon. This has far-reaching implications, especially for those who insist that biochemical validation is necessary to confirm self-report measures of smoking. If there is no relationship between the two, or inconsistent relationships across subjects, then using biochemical measures can not be validating self-report measures at all. Further research quantifying the relationships between these variables appears to be necessary.

Most subjects had complete data for at least 120 out of a possible 128 time points. However, this may have not been enough to obtain consistent dynamic factor model solutions for higher-lagged models. As additional lags are added to dynamic factor models, having a complete data set with no missing values becomes more important. It is also questionable if 128 complete time points is enough for higher-lagged models. It is difficult to know how many time points are necessary, because studies employing models with greater than 2 lags are virtually non-existent. In their simulation study, Wood & Brown obtained decent rates of convergence for higher-lagged models, but the stability of the solutions was not in question. This is an important topic which should be addressed in future research.

This research might have been an example of a data set being applied to a data analysis technique rather than a technique being applied to the data. The latter is theoretically sound and will usually provide the most information. As with regular factor analysis, dynamic factor analysis should be the technique when there are many time points and many variables. The stability of a factor analysis solution is dependent on the saturation of variables (correlations) (Guadagnoli & Velicer, 1991) as well as the number of variables per factor (Velicer & Fava, 1997). With only a few variables per factor and
low saturation, a factor analysis solution should be examined with extreme caution. This was the case with the data employed in this study. In retrospect, extremely low factor loadings and uninterpretable factors should not have been a surprise. If the same study were to be conducted again, at least eight or ten measures of habit strength would be recommended.

This study did provide an extensive review of dynamic factor analysis. It is clear that this methodology is still evolving. Many areas are still unclear and would greatly benefit from simulation studies. Sample size requirements have been analyzed in terms of obtaining proper solutions. However, it is still unclear what sample sizes are necessary to obtain stable estimates. Simulation studies have also failed to address goodness of fit indices. It is unknown what fit indices are best and what constitutes a “good fit”. Little has been said regarding confirmatory dynamic factor models. In the extensive literature review for this study, there were no studies found in which a dynamic factor model was found through exploratory analyses and then validated by through confirmatory models. Until these issues are explored in great detail, dynamic factor analysis will remain a great analysis tool with unfulfilled potential.
Table 1: Possible factor structure representing a multiple regulation model

One-Factor, 5-Lag Solution

| Variable             | Lag 0 | Lag 1 | Lag 2 | Lag 3 | Lag 4 | Lag 5 |
|----------------------|-------|-------|-------|-------|-------|-------|
| Cigarettes Smoked   | .80   | -.70  | .60   | -.40  | .20   | -.10  |
| Cotinine            | .80   | -.70  | .60   | -.40  | .20   | -.10  |
| CO                  | .80   | -.70  | .60   | -.40  | .20   | -.10  |
| Body Temperature    | .00   | .00   | .00   | .00   | .00   | .00   |
| Skin Temperature    | .00   | .00   | .00   | .00   | .00   | .00   |
Table 2: Possible factor structure representing a nicotine regulation model

One-Factor, 5-Lag Solution

| Variable            | Lag 0 | Lag 1 | Lag 2 | Lag 3 | Lag 4 | Lag 5 |
|---------------------|-------|-------|-------|-------|-------|-------|
| Cigarettes Smoked   | .80   | .00   | .00   | .00   | .00   | .00   |
| Cotinine            | .80   | .00   | .00   | .00   | .00   | .00   |
| CO                  | .80   | .00   | .00   | .00   | .00   | .00   |
| Body Temperature    | .00   | .00   | .00   | .00   | .00   | .00   |
| Skin Temperature    | .00   | .00   | .00   | .00   | .00   | .00   |
Table 3: Possible factor structure representing a nicotine fixed effect model

One-Factor, 5-Lag Solution

| Variable       | Lag 0 | Lag 1 | Lag 2 | Lag 3 | Lag 4 | Lag 5 |
|----------------|-------|-------|-------|-------|-------|-------|
| Cigarettes Smoked | .80   | .70   | .60   | .40   | .20   | .10   |
| Cotinine       | .80   | .70   | .60   | .40   | .20   | .10   |
| CO             | .80   | .70   | .60   | .40   | .20   | .10   |
| Body Temperature | .00   | .00   | .00   | .00   | .00   | .00   |
| Skin Temperature | .00   | .00   | .00   | .00   | .00   | .00   |
Table 4: Descriptive statistics for 5 variables on 10 subjects for raw data

| Subject | Variable     | Mean  | Std Dev | Skewness | Kurtosis | Min  | Max  |
|---------|--------------|-------|---------|----------|----------|------|------|
| ABN     | Cigarettes   | 8.4   | 2.42    | 1.77     | 4.30     | 5    | 19   |
| (N=97)  | Cotinine     | 3234.9| 937.58  | .59      | 1.15     | 1046 | 6636 |
|         | CO           | 18.9  | 5.68    | 1.91     | 4.34     | 11   | 42   |
|         | Body         | 370.6 | 2.61    | -.44     | .25      | 363  | 375  |
|         | Skin Temp    | 300.7 | 15.87   | -.48     | 1.05     | 244  | 337  |
| JBW     | Cigarettes   | 11.4  | 6.71    | -.03     | -.98     | 0    | 26   |
| (N=113) | Cotinine     | 1904.9| 655.74  | .14      | -1.10    | 6    | 26   |
|         | CO           | 15.4  | 5.36    | .00      | -.39     | 360  | 373  |
|         | Body         | 365.6 | 3.00    | -.04     | .55      | 273  | 334  |
|         | Skin Temp    | 305.7 | 11.06   | .07      | 2.00     | 275  | 361  |
| EBE     | Cigarettes   | 10.5  | 3.72    | .96      | 1.47     | 5    | 22   |
| (N=120) | Cotinine     | 1666.9| 905.35  | 7.59     | 7.73     | 736  | 10288|
|         | CO           | 16.1  | 3.98    | .96      | 1.47     | 9    | 32   |
|         | Body         | 368.5 | 3.30    | -.80     | .53      | 359  | 376  |
|         | Skin Temp    | 319.2 | 15.79   | -.03     | .20      | 275  | 361  |
| KTN     | Cigarettes   | 9.4   | 3.79    | 1.84     | 7.66     | 3    | 30   |
| (N=121) | Cotinine     | 2925.5| 1366.60 | 1.67     | 3.76     | 1134 | 8145 |
|         | CO           | 18.6  | 4.20    | .19      | -.74     | 10   | 28   |
|         | Body         | 369.9 | 2.90    | -1.00    | 2.55     | 359  | 375  |
|         | Skin Temp    | 333.0 | 10.68   | -.29     | .85      | 301  | 364  |
| LRD     | Cigarettes   | 12.8  | 5.03    | 1.99     | 5.15     | 4    | 34   |
| (N=121) | Cotinine     | 2601.2| 599.20  | .44      | -.05     | 1424 | 4462 |
|         | CO           | 19.9  | 4.97    | .97      | 2.69     | 11   | 42   |
|         | Body         | 371.9 | 3.45    | -.39     | -.66     | 364  | 378  |
|         | Skin Temp    | 327.1 | 13.92   | -1.09    | 4.31     | 263  | 368  |
| WSS     | Cigarettes   | 7.1   | 1.04    | 1.12     | 3.53     | 5    | 12   |
| (N=122) | Cotinine     | 2645.9| 667.62  | .97      | 2.67     | 1110 | 5382 |
|         | CO           | 11.6  | 2.49    | .34      | -.79     | 7    | 18   |
|         | Body         | 360.6 | 4.49    | -.40     | -.29     | 350  | 369  |
|         | Skin Temp    | 301.5 | 15.39   | .01      | .26      | 255  | 341  |
| RTS     | Cigarettes   | 11.4  | 6.96    | .41      | -1.32    | 2    | 26   |
| (N=124) | Cotinine     | 3881.1| 1593.41 | 3.45     | 21.14    | 552  | 15138|
|         | CO           | 16.9  | 2.83    | .29      | .07      | 10   | 25   |
|         | Body         | 363.9 | 3.08    | -.42     | .24      | 354  | 370  |
|         | Skin Temp    | 324.1 | 16.36   | -1.20    | 1.73     | 268  | 351  |
| BER     | Cigarettes   | 15.7  | 3.88    | .06      | -.90     | 7    | 24   |
| (N=124) | Cotinine     | 3286.5| 951.11  | .72      | 1.47     | 603  | 6478 |
|         | CO           | 20.3  | 6.71    | .33      | -.55     | 6    | 36   |
|         | Body         | 369.2 | 1.99    | -.25     | .61      | 363  | 374  |
|         | Skin Temp    | 335.0 | 13.32   | -.38     | .22      | 297  | 366  |
Table 4 (continued): Descriptive statistics for 5 variables on 10 subjects for raw data

| Subject | Variable  | Mean   | Std Dev | Skewness | Kurtosis | Min  | Max  |
|---------|-----------|--------|---------|----------|----------|------|------|
| RWF     | Cigarettes| 7.3    | 3.99    | .50      | -1.25    | 2    | 16   |
|         | Cotinine  | 1550.2 | 937.58  | 3.41     | 13.29    | 593  | 6304 |
|         | CO        | 10.6   | 2.23    | .30      | -.30     | 6    | 17   |
|         | Body      | 365.6  | 3.47    | -.26     | 1.38     | 353  | 378  |
|         | Skin Temp | 329.0  | 11.49   | -1.58    | 4.52     | 274  | 348  |
| JWN     | Cigarettes| 8.7    | 1.68    | 2.15     | 11.47    | 5    | 19   |
|         | Cotinine  | 4469.3 | 1523.96 | .28      | .39      | 856  | 8959 |
|         | CO        | 23.6   | 4.83    | .05      | -.44     | 13   | 35   |
|         | Body      | 363.1  | 3.32    | -.10     | -.28     | 354  | 370  |
|         | Skin Temp | 341.3  | 11.76   | -1.31    | 5.22     | 284  | 366  |
| Average | Cigarettes| 10.3   | 3.92    | 1.08     | 2.91     | 4    | 23   |
| subjects| Cotinine  | 2816.6 | 1013.82 | 1.95     | 12.73    | 825  | 7583 |
|         | CO        | 17.2   | 4.33    | .55      | .47      | 9    | 30   |
|         | Body      | 366.9  | 3.16    | -.41     | .32      | 358  | 374  |
|         | Skin Temp | 321.7  | 13.56   | -.63     | 1.89     | 273  | 354  |

Italicized values indicate severe violations of normalcy assumptions
Table 5: Descriptive statistics for 5 variables on 10 subjects for log-transformed data

| Subject | Variable | Mean | Std Dev | Skewness | Kurtosis | Min | Max |
|---------|---------|------|---------|----------|----------|-----|-----|
| ABN (N=97) | Cigarettes | 8.4 | 2.42 | .90 | .90 | 5 | 19 |
| | Cotinine | 3234.9 | 937.58 | -.61 | 1.42 | 1046 | 6636 |
| | CO | 18.9 | 5.68 | 1.10 | 1.38 | 11 | 42 |
| | Body | 370.6 | 2.61 | -.46 | .30 | 363 | 375 |
| | Skin Temp | 300.7 | 15.87 | -.71 | 1.66 | 244 | 337 |
| JBW (N=113) | Cigarettes | 11.4 | 6.71 | -1.28 | .80 | 0 | 26 |
| | Cotinine | 1904.9 | 655.74 | -1.80 | 192 | 7.09 | 4034 |
| | CO | 15.4 | 5.36 | -37 | -85 | 6 | 26 |
| | Body | 365.6 | 3.00 | -.06 | -.40 | 360 | 373 |
| | Skin Temp | 305.7 | 11.06 | -.07 | .63 | 273 | 334 |
| EBE (N=120) | Cigarettes | 10.5 | 3.72 | -.16 | -.16 | 5 | 22 |
| | Cotinine | 1666.9 | 905.35 | 1.79 | 10.39 | 736 | 10288 |
| | CO | 16.1 | 3.98 | .25 | -1.3 | 9 | 32 |
| | Body | 368.5 | 3.30 | -.83 | .57 | 359 | 376 |
| | Skin Temp | 319.2 | 15.79 | -.20 | .25 | 275 | 361 |
| KTN (N=121) | Cigarettes | 9.4 | 3.79 | -.19 | .73 | 3 | 30 |
| | Cotinine | 2925.5 | 1366.60 | .34 | -0.2 | 1134 | 8145 |
| | CO | 18.6 | 4.20 | -.24 | -.63 | 10 | 28 |
| | Body | 369.9 | 2.90 | -1.04 | 2.69 | 359 | 375 |
| | Skin Temp | 333.0 | 10.68 | -.42 | .86 | 301 | 364 |
| LRD (N=121) | Cigarettes | 12.8 | 5.03 | .48 | 1.59 | 4 | 34 |
| | Cotinine | 2601.2 | 599.20 | -.12 | -.38 | 1424 | 4462 |
| | CO | 19.9 | 4.97 | -.02 | -.36 | 11 | 42 |
| | Body | 371.9 | 3.45 | -.41 | -.64 | 364 | 378 |
| | Skin Temp | 327.1 | 13.92 | -1.44 | 5.74 | 263 | 368 |
| WSS (N=122) | Cigarettes | 7.1 | 1.04 | .40 | 1.26 | 5 | 12 |
| | Cotinine | 2645.9 | 667.62 | -.37 | 2.05 | 1110 | 5382 |
| | CO | 11.6 | 2.49 | .01 | -.98 | 7 | 18 |
| | Body | 360.6 | 4.49 | -.43 | -.27 | 350 | 369 |
| | Skin Temp | 301.5 | 15.39 | -.17 | .41 | 255 | 341 |
| RTS (N=124) | Cigarettes | 11.4 | 6.96 | .08 | -1.38 | 2 | 26 |
| | Cotinine | 3881.1 | 1593.41 | -.59 | 7.40 | 552 | 15138 |
| | CO | 16.9 | 2.83 | -.22 | .21 | 10 | 25 |
| | Body | 363.9 | 3.08 | -.44 | .28 | 354 | 370 |
| | Skin Temp | 324.1 | 16.36 | -1.38 | 2.38 | 268 | 351 |
| BER (N=124) | Cigarettes | 15.7 | 3.88 | -.42 | -.38 | 7 | 24 |
| | Cotinine | 3286.5 | 951.11 | -1.20 | 6.33 | 603 | 16478 |
| | CO | 20.3 | 6.71 | -.61 | .84 | 6 | 36 |
| | Body | 369.2 | 1.99 | -.27 | .64 | 363 | 374 |
| | Skin Temp | 335.0 | 13.32 | -.50 | .39 | 297 | 366 |
Table 5 (continued): Descriptive statistics for 5 variables on 10 subjects for log-transformed data

| Subject | Variable   | Mean | Std Dev | Skewness | Kurtosis | Min | Max |
|---------|------------|------|---------|----------|----------|-----|-----|
| RWF (N=124) | Cigarettes | 7.3  | 3.99    | .10      | -1.47    | 2   | 16  |
|          | Cotinine   | 1550.2 | 937.58 | 1.55     | 3.54     | 593 | 6304|
|          | CO         | 10.6  | 2.23    | -.19     | -.37     | 6   | 17  |
|          | Body       | 365.6 | 3.47    | -.30     | 1.38     | 353 | 378 |
|          | Skin Temp  | 329.0 | 11.49   | -1.80    | 5.78     | 274 | 348 |
| JWN (N=124) | Cigarettes | 8.7  | 1.68    | .58      | 3.26     | 5   | 19  |
|          | Cotinine   | 4469.3 | 1523.96 | -1.23    | 2.78     | 856 | 8959|
|          | CO         | 23.6  | 4.83    | -.46     | -.11     | 13  | 35  |
|          | Body       | 363.1 | 3.32    | -.13     | -.26     | 354 | 370 |
|          | Skin Temp  | 341.3 | 11.76   | -1.61    | 6.71     | 284 | 366 |
| Average (N=10 subjects) | Cigarettes | 10.3  | 3.92    | .69      | 1.19     | 4   | 23  |
|          | Cotinine   | 2816.6 | 1013.82 | .96      | 4.14     | 825 | 7583|
|          | CO         | 17.2  | 4.33    | .35      | .59      | 9   | 30  |
|          | Body       | 366.9 | 3.16    | .44      | .74      | 358 | 374 |
|          | Skin Temp  | 321.7 | 13.56   | .83      | 2.48     | 273 | 354 |

Italicized values indicate severe violations of normalcy assumptions
### Table 6: Correlations for subject RTS across 5 variables and 5 lags

Correlations with Cigarettes

| Lag | Cigarettes | Cototine | CO   | Body Temp. | Skin Temp. |
|-----|------------|----------|------|------------|------------|
| 0   | 1.00       | .17      | -.08 | .19        | -.08       |
| 1   | -.77       | -.16     | .24  | -.06       | .16        |
| 2   | .79        | .15      | -.22 | .14        | .12        |
| 3   | -.75       | -.15     | .21  | -.21       | .08        |
| 4   | .80        | .23      | -.26 | .13        | -.17       |
| 5   | -.74       | -.16     | .29  | -.17       | .03        |

Correlations with Cototine

| Lag | Cototine | CO   | Body Temp. | Skin Temp. |
|-----|----------|------|------------|------------|
| 0   | 1.00     |      | .15        | .12        |
| 1   | .38      | .15  | .06        | .08        |
| 2   | .25      | .05  | .20        | .12        |
| 3   | .27      | .13  | .04        | .02        |
| 4   | .34      | -.04 | .14        | -.03       |
| 5   | .09      | -.03 | .06        | .06        |

Correlations with CO

| Lag | CO   | Body Temp. | Skin Temp. |
|-----|------|------------|------------|
| 0   | 1.00 |            | .23        |
| 1   | .17  | .03        | .14        |
| 2   | .11  | -.18       | .03        |
| 3   | .02  | -.03       | -.05       |
| 4   | .13  | -.05       | -.02       |
| 5   | .04  | .03        | .08        |

Correlations with Body Temperature

| Lag | Body Temp. | Skin Temperature |
|-----|------------|------------------|
| 0   | 1.00       | .15              |
| 1   | .24        | .17              |
| 2   | .19        | .12              |
| 3   | .11        | .13              |
| 4   | .17        | .00              |
| 5   | .11        | .04              |

Correlations with Skin Temperature

| Lag | Skin Temperature |
|-----|------------------|
| 0   | 1.00             |
| 1   | .44              |
| 2   | .26              |
| 3   | .16              |
| 4   | .19              |
| 5   | .29              |
Table 7: Averaged correlations across 5 variables and 5 lags

| Lag | Cigarettes | Cototine | CO | Body Temp. | Skin Temp. |
|-----|------------|----------|----|------------|------------|
| 0   | 1.00       | .01      | -.12 | .00        | -.01       |
| 1   | -.39       | .04      | .31  | .12        | .07        |
| 2   | .48        | .00      | -.26 | -.09       | -.10       |
| 3   | -.36       | .03      | .28  | .13        | .07        |
| 4   | .44        | .00      | -.23 | -.09       | -.04       |
| 5   | -.36       | -.01     | .28  | .11        | .08        |

Correlations with Cototine

| Lag | Cototine | CO | Body Temp. | Skin Temp. |
|-----|----------|----|------------|------------|
| 0   | 1.00     | .17 | .09        | .07        |
| 1   | .31      | -.06 | .02        | .04        |
| 2   | .26      | .03  | .10        | .08        |
| 3   | .17      | -.07 | .05        | .06        |
| 4   | .19      | .03  | .06        | .07        |
| 5   | .07      | -.07 | .01        | .00        |

Correlations with CO

| Lag | CO | Body Temp. | Skin Temp. |
|-----|----|------------|------------|
| 0   | 1.00 | .16        | .14        |
| 1   | -.16 | -.09       | -.03       |
| 2   | .37  | .06        | .05        |
| 3   | -.22 | -.12       | -.07       |
| 4   | .31  | .08        | .04        |
| 5   | -.18 | -.08       | -.10       |

Correlations with Body Temperature

| Lag | Body Temp. | Skin Temperature |
|-----|------------|-----------------|
| 0   | 1.00       |                 |
| 1   | .21        | .15             |
| 2   | .36        | .18             |
| 3   | .13        | .07             |
| 4   | .24        | .08             |
| 5   | .00        | .06             |

Correlations with Skin Temperature

| Lag | Skin Temperature |
|-----|-----------------|
| 0   | 1.00            |
| 1   | .15             |
| 2   | .19             |
| 3   | .06             |
| 4   | .11             |
| 5   | .08             |
Table 8: Frequencies of proper, improper, and non-converging solutions

**SAS Analysis (Wood & Brown Macros)**

| Model   | Solution Obtained | Proper | Improper | Non-converging |
|---------|-------------------|--------|----------|----------------|
|         |                   |        |          |                |
| 1 Factor|                   |        |          |                |
| 0 Lag   |                   | 7      | 3        | 0              |
| 1 Lag   |                   | 8      | 2        | 0              |
| 2 Lag   |                   | 9      | 1        | 0              |
| 3 Lag   |                   | 7      | 3        | 0              |
| 4 Lag   |                   | 8      | 2        | 0              |
| 5 Lag   |                   | 7      | 1        | 2              |
| total:  |                   | 46 (77%)| 12 (20%)| 2 (3%)         |
| 2 Factor|                   |        |          |                |
| 0 Lag   |                   | 6      | 4        | 0              |
| 1 Lag   |                   | 4      | 6        | 0              |
| 2 Lag   |                   | 3      | 7        | 0              |
| 3 Lag   |                   | 8      | 2        | 0              |
| 4 Lag   |                   | 5      | 5        | 1              |
| 5 Lag   |                   | 4      | 5        | 1              |
| total:  |                   | 30 (50%)| 29 (48%)| 2 (3%)         |
| Total 1-Factor & 2-Factor Solutions | | 76 (63%) | 41 (34%) | 4 (3%) |

---

**LISREL Analysis**

| Model   | Solution Obtained | Proper | Improper | Non-converging |
|---------|-------------------|--------|----------|----------------|
|         |                   |        |          |                |
| 1 Factor|                   |        |          |                |
| 0 Lag   |                   | 10     | 0        | 0              |
| 1 Lag   |                   | 8      | 2        | 0              |
| 2 Lag   |                   | 10     | 0        | 0              |
| 3 Lag   |                   | 6      | 3        | 1              |
| 4 Lag   |                   | 4      | 2        | 4              |
| 5 Lag   |                   | 5      | 0        | 5              |
| total:  |                   | 43 (72%)| 7 (12%) | 10 (17%)       |
| 2 Factor|                   |        |          |                |
| 0 Lag   |                   | 5      | 5        | 0              |
| 1 Lag   |                   | 2      | 8        | 0              |
| 2 Lag   |                   | 6      | 4        | 0              |
| 3 Lag   |                   | 3      | 7        | 0              |
| 4 Lag   |                   | 6      | 3        | 1              |
| 5 Lag   |                   | 1      | 2        | 7              |
| total:  |                   | 23 (38%)| 29 (48%)| 8 (13%)        |
| Total 1-Factor & 2-Factor Solutions | | 66 (55%) | 36 (30%) | 18 (15%) |
Table 9: Comparison of SAS and LISREL dynamic factor model proper solutions

| Model | Both Solutions | Neither Solution | SAS only | LISREL only |
|-------|----------------|-----------------|----------|-------------|
| 1 Factor | | | | |
| 0-Lag | 7 | 0 | 0 | 3 |
| 1-Lag | 8 | 2 | 0 | 0 |
| 2-Lag | 9 | 0 | 0 | 1 |
| 3-Lag | 4 | 1 | 3 | 2 |
| 4-Lag | 4 | 2 | 4 | 0 |
| 5-Lag | 5 | 3 | 2 | 0 |
| 2 Factor | | | | |
| 0-Lag | 5 | 4 | 1 | 0 |
| 1-Lag | 2 | 6 | 2 | 0 |
| 2-Lag | 3 | 4 | 0 | 3 |
| 3-Lag | 6 | 2 | 2 | 0 |
| 4-Lag | 3 | 2 | 2 | 3 |
| 5-Lag | 1 | 6 | 3 | 0 |
| Subject | Factors Present | Assumption Violations** | ARIMA Model*** |
|---------|----------------|------------------------|---------------|
|         | One | Two | N | Skewness | Kurtosis | Cigarettes | Cototine | CO |
| ABN     | ✓   | ✓   | 97 | ✓         | ✓        | (2,0,0)   | (1,0,0)  | (2,0,0) |
| JBW     | ✓   | ✓   | 113 | ✓         |          | (1,0,0)   | (2,0,0)  | (1,0,0) |
| EBE     | ✓   | ✓   | 120 | ✓         |          | (1,0,0)   | (1,0,0)  | (2,0,0) |
| KTN     | ✓   | ✓   | 121 | ✓         |          | (1,0,0)   | (1,0,0)  | (2,0,0) |
| LRD     | ✓   | ✓   | 121 | ✓         |          | (1,0,0)   |          | -        |
| WSS     | ✓   | ✓   | 122 | ✓         |          | (2,0,0)   |          | (1,0,0) |
| RTS     | ✓   | ✓   | 124 | ✓         |          | (1,0,0)   | (1,0,0)  | -        |
| BER     | ✓   | ✓   | 124 | ✓         |          | (1,0,0)   | (1,0,0)  | (2,0,0) |
| RWF     | ✓   | ✓   | 124 | ✓         |          | (1,0,0)   | (1,0,0)  | (2,0,0) |
| JWN     | ✓   | ✓   | 124 | ✓         |          | -         |          | (1,0,0) (2,0,0) |

* Describes whether or not the presence of one or two factors was supported by the solutions.

** Skewness assumptions violated if skewness > 3.0 for at least one variable (for log-transformed data)

** Kurtosis assumptions violated if kurtosis > 4.0 for at least one variable (for log-transformed data)

*** ARIMA models concluded upon by Velicer et al. (1992)
Table 11: Dynamic factor analysis factor loadings for subject JBW

One-Factor, 0-3 Lag Solutions

| Model       | Variable      | Lag 0 | Lag 1 | Lag 2 | Lag 3 |
|-------------|---------------|-------|-------|-------|-------|
| 0-Lag Model | Cigarettes    | .459  |       |       |       |
|             | Cototine      | .588  |       |       |       |
|             | CO            | .922  |       |       |       |
|             | Body Temperature | .285 |       |       |       |
|             | Skin Temperature | .190 |       |       |       |
|             |               |       |       |       |       |
| 1-Lag Model | Cigarettes    | .477  | -.127 |       |       |
|             | Cototine      | .486  | -.274 |       |       |
|             | CO            | .866  | -.402 |       |       |
|             | Body Temperature | .364 | .094  |       |       |
|             | Skin Temperature | .222 | .019  |       |       |
|             |               |       |       |       |       |
| 2-Lag Model | Cigarettes    | .509  | -.132 | .033  |       |
|             | Cototine      | .432  | -.237 | .212  |       |
|             | CO            | .775  | -.428 | .362  |       |
|             | Body Temperature | .388 | .102  | .113  |       |
|             | Skin Temperature | .191 | -.008 | .117  |       |
|             |               |       |       |       |       |
| 3-Lag Model | Cigarettes    | .367  | -.289 | .177  | .089  |
|             | Cototine      | .418  | -.177 | .289  | -.043 |
|             | CO            | .747  | -.491 | .389  | -.202 |
|             | Body Temperature | .221 | -.131 | .318  | .206  |
|             | Skin Temperature | .240 | .021  | .107  | .089  |
Table 12: Summary of one-factor dynamic factor analyses results across 10 subjects

| Subject | Result |
|---------|--------|
| ABN     | 0, 3, 4, and 5-Lag solutions suggested nicotine regulation model. Other solutions not proper. |
| JBW     | 3 habit strength variables form factor at 0 and 1-lag, negatively autocorrelated. All solutions suggest multiple regulation model. |
| EBE     | 3 habit strength variables form factor at 0-lag only. No model suggested. |
| KTN     | Temperature variables formed factor, were slightly negatively autocorrelated. No model suggested. |
| LRD     | Only one proper solution obtained. No model suggested. |
| WSS     | Extremely low loadings, not consistent across models. No model suggested. |
| RTS     | Extremely low loadings, not consistent across models. No model suggested. |
| BER     | Only 0-lag model had produced a proper solution. No model suggested. |
| RWF     | No factor at any lag. No model suggested. |
| JWN     | Low, inconsistent loadings. No model suggested. |
Figure 1: Diagram of traditional factor analysis
Figure 2: Diagram of dynamic factor analysis model, one-factor 2-lag
Figure 3: Diagram of dynamic factor analysis model, two-factor 1-lag
Figure 4: Diagram of Toeplitz-transform operation
Figure 5: Dynamic Factor Models for subject ABN
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Figure 6: Dynamic Factor Models for subject JBW
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Figure 7: Dynamic Factor Models for subject EBE
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Figure 8: Dynamic Factor Models for subject KTN
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Figure 9: Dynamic Factor Models for subject LRD
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Figure 10: Dynamic Factor Models for subject WSS

One-Factor, Zero Lag Model

Improper Solution

One-Factor, One Lag Model

One-Factor, Two Lag Model
Figure 11: Dynamic Factor Models for subject RTS
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Figure 12: Dynamic Factor Models for subject BER
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Figure 13: Dynamic Factor Models for subject RWF
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Figure 14: Dynamic Factor Models for subject JWN
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