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1. INTRODUCTION

This paper discusses econometric tools to achieve dynamic model specification for vector error correction models (VECMs) automatically. Our main idea is to start with a suitably flexible and sophisticated specification amongst this model class, and to impose data-driven shrinkage on the parameter space to obtain the simplest adequate nested version. This approach is motivated by our applications, where no clear theoretical guidance is available about how to choose crucial modeling aspects deterministically. Using a very general model guards against underfitting and misspecification, while pushing its parameters towards a simpler sparsified solution avoids overfitting and poor out-of-sample (OOS) predictive performance.

Specifically, we propose a time-varying parameter (TVP) VECM with heteroskedastic errors and apply it to model and forecast European electricity prices. Deregulation and increasingly competitive markets in the power sector have led to a surge of interest in statistical methods for modeling and forecasting electricity demand and price dynamics. Competing approaches include both univariate and multivariate time series models in linear and nonlinear settings (e.g., structural breaks in the conditional means and variances). For an overview of the related literature, see Weron (2014). Most directly related to our approach, De Vany and Walls (1999) show that electricity prices in US states are cointegrated, with long-run relationships driven by no-arbitrage conditions. The more recent literature also finds evidence in favor of common dynamics and cointegration between electricity and gas prices for major power exchanges in the European Union (see, among others, Bosco et al., 2010; Houllier and De Menezes, 2012; Bello and Reneses, 2013; de Marcos et al., 2016; Gianfreda et al., 2019).

We aim at capturing these empirical features and regularities in energy markets and model them explicitly. This motivates our proposed TVP-VECM. However, estimating VECMs, particularly with TVPs, poses several econometric challenges (see, e.g., Koop et al., 2011). First, even when it is agreed upon that cointegration should be taken into account, there is often no compelling argument about how a set of (economic) variables are cointegrated (especially in higher dimensions). This complicates introducing reasonable restrictions to identify the long-run behavior of such time series. For electricity prices, this aspect is even more apparent, since there is no clear intuition from economic theory about how to a priori restrict the cointegration space. Second, and relatedly, the cointegration rank is unknown and may be subject to change over time depending on the application. The previous literature often conditions on the rank
and then compares measures of model fit \textit{ex post} (see Geweke, 1996). This may be impractical, either due to computational limits, or due to varying the rank requiring additional (possibly \textit{ad hoc}) identifying restrictions.\footnote{Notable exceptions are Jochmann and Koop (2015) and Chua and Tsiaplias (2018), who use regime-switching models to estimate a time-varying cointegration rank.} Third, due to their flexibility, large TVP models are prone to overfitting. Many papers thus propose to restrict the parameter space relying on hierarchical prior distributions or approximations.\footnote{These three aspects are discussed to a varying extent in, e.g., Bunea \textit{et al.} (2012), Jochmann \textit{et al.} (2013), Eisenstat \textit{et al.} (2016), Huber and Zörner (2019), Chakraborty \textit{et al.} (2020), Huber \textit{et al.} (2020), Hauzenberger \textit{et al.} (2020, 2021b).}

Our approach to solving these interrelated issues combines several recent econometric techniques used for large-scale TVP models and reduced rank regressions. We employ continuous global-local priors for pushing the parameter space towards sparsity. Prüser (2023) is a related paper with a similar approach to deal with shrinkage in (constant parameter) VECMs. However, as noted by Chakraborty \textit{et al.} (2020), such priors solely achieve approximate zeroes; the probability of observing exact zeroes is zero. In simple terms, this implies that shrinkage may guide a general model specification towards a simpler one, but it cannot achieve the nested version exactly (in terms of model selection).

As a remedy, we postprocess our posterior via minimizing distinct least absolute shrinkage and selection operator (Lasso)-type loss functions to obtain truly sparse estimates that may feature exact zeroes. The choices of loss functions are due to different implications of varying sparsity patterns across partitions of the parameter space. In particular, we propose to use distinct loss functions for the cointegration matrix (grouped Lasso), the autoregressive parameters (element-wise Lasso), and the covariances (graphical Lasso). A key feature of our framework is that it selects the number of cointegration relationships for each period, limiting the need for imposing \textit{ad hoc} restrictions \textit{a priori}. Moreover, sparsifying the coefficients \textit{ex post} alleviates overfitting concerns and reduces parameter estimation uncertainty (see also Huber \textit{et al.}, 2021).

We apply our model framework in two different energy-related contexts. The first uses daily data from several European markets jointly. Our approach detects distinct patterns in both dynamic and static interdependencies across markets (i.e., the procedure selects relevant relationships in a multicountry context, see, e.g., Feldkircher \textit{et al.}, 2022), and the results corroborate previous empirical evidence about the importance of addressing cointegration, nonlinearities and heteroskedasticity. In our second application, we conduct an extensive OOS forecast ex-
exercise for hourly electricity prices for Germany. In this case, our approach uncovers and/or excludes intra-day relationships between energy prices within a single country. We consider forecasts for each hour of the following day, and find that multivariate cointegration models with TVPs and heteroskedastic errors provide improvements relative to various simpler benchmarks. In particular, the forecast exercise indicates that our proposed sparsified TVP-VECM yields competitive and in many cases superior forecasts for German hourly electricity prices.

Summarizing, the VECM allows for discriminating between long-run equilibria and short-run adjustment dynamics, which we find to be important for modeling electricity prices. TVPs capture structural breaks in the dynamic relationships of the underlying data. This is particularly useful when addressing complex latent pricing mechanisms and varying importance of variables such as fuel prices that may be subject to change over time. Moreover, our shrink-then-sparsify approach allows for specification search and variable selection in high-dimensional data by imposing exact zeroes in the coefficient matrices. Heteroskedastic errors capture large unanticipated shocks in prices, a crucial feature when interest centers on producing accurate density forecasts (see, e.g., Gianfreda et al., in-press).

The paper proceeds as follows. Section 2 presents a flexible TVP-VECM model equipped with global-local shrinkage priors and heteroskedastic errors, while Section 3 discusses our proposed dynamic sparsification techniques. Section 4 applies the TVP-VECM to modeling European electricity prices. Section 5 summarizes and concludes the paper.

2. TIME-VARYING PARAMETER VECTOR ERROR CORRECTION MODELS

We begin by introducing our baseline econometric framework using rather general notation. This reflects the notion that while these methods are developed in light of our applications, they are also applicable in other contexts. Let \( y_t \) be an \( M \times 1 \) vector of endogenous variables for \( t = 1, \ldots, T \), and denote the first difference operator by \( \Delta \) such that \( \Delta x_t = x_t - x_{t-1} \). A general specification of the TVP-VECM is:

\[
\Delta y_t = \Pi_t w_t + \sum_{p=1}^{P} A_{pt} \Delta y_{t-p} + \gamma_t \epsilon_t + \epsilon_t, \quad \epsilon_t \sim N(0, \Sigma_t).
\]

(1)

Here, \( w_t = (y_{t-1}', f_{t-1}')' \), where \( y_{t-1} \) is the first lag of the endogenous variables and \( f_{t-1} \) are a set of \( q_f \) exogenous factors such that \( w_t \) is of size \( q \times 1 \) with \( q = M + q_f \).
The left-hand side of Eq. (1) is stationary, i.e., integrated of order zero or \( I(0) \); this in turn requires the product \( \Pi_t \omega_t \) to be \( I(0) \). Assuming unit roots of the endogenous variables in levels, this implies that \( \Pi_t \) is an \( M \times q \) matrix of reduced rank. The rank \( r_t \) reflects the number of linearly independent cointegrating relationships, with \( r_t < M \). \( A_p \) refers to an \( M \times M \) time-varying coefficient matrix related to the \( p \)th lag \( \Delta y_{t-p} \), and \( \gamma_t \) of size \( M \times N \) relates an \( N \times 1 \) vector \( c_t \) of deterministic terms (such as seasonal dummies, trends, or intercepts) to \( \Delta y_t \). In our baseline version of the model, we assume a zero mean Gaussian error term \( \epsilon_t \) with an \( M \times M \) time-varying covariance matrix \( \Sigma_t \).

2.1. The cointegration matrix

A more thorough discussion of the matrix \( \Pi_t \) of reduced rank \( r_t \), governing the cointegration relationships, is in order. In most applications using VECMs, \( r_t = \bar{r} \) is some fixed (time-invariant) integer with \( 1 \leq \bar{r} \leq (M - 1) \). The rank order is commonly motivated either based on economic theory (see, e.g., Giannone et al., 2019), determined by calculating marginal likelihoods for a set of possible choices (see, e.g., Geweke, 1996). For large-scale models, these approaches are often computationally prohibitive and rather restrictive.\(^3\) As a solution, we adapt the approach of Chakraborty et al. (2020) for the TVP-VECM and estimate \( r_t \) for each period.

It is convenient to consider a reparameterized version of Eq. (1), where \( \Pi_t = \alpha_t \beta' \), see also Liu and Wu (1999). Here, the short-run adjustment coefficients are collected in \( \alpha_t \) of dimension \( M \times q \), and the long-run relationships are captured by \( \beta \) which is \( q \times q \). Note that we follow Yang and Bauwens (2018) and assume the long-run relations to be constant over time.\(^4\) This amounts to the assumption that long-run fundamental relations do not change over time, since our interest centers on the combined matrix \( \Pi_t \), where nonlinearities appear through \( \alpha_t \), which is sometimes also referred to as a loadings matrix.

We refrain from restricting the cointegration space by imposing a deterministic structure on \( \beta \) (see also Strachan, 2003; Strachan and Inder, 2004; Villani, 2006). Instead, we follow Koop et al. (2009) and Koop et al. (2011) and use the transformations \( \tilde{\alpha}_t = \alpha_t \xi^{-1} \), \( \tilde{\beta} = \beta \xi \), with

\(^3\) Notable exceptions are Huber and Zörner (2019) and Prüser (2023), who use global-local shrinkage priors to estimate cointegration relations in a data-driven manner.

\(^4\) Assuming both \( \alpha_t \) and \( \beta_t \) to vary over time further complicates achieving identification. First, note that \( \Pi_t = \alpha_t \beta_t'' = \alpha_t Q Q^{-1} \beta_t' \) for any non-singular matrix \( Q \) which results in the so-called global identification problem. It is common in the literature to use linear normalization schemes such as \( \beta_t = (I_t, \beta_t)' \), see also Villani (2001) or Strachan (2003). Second, the local identification problem appears for \( \alpha_t = 0 \) which implies that \( \text{rank}(\Pi_t) = 0 \) (see Kleibergen and Van Dijk, 1994; 1998; Paap and Van Dijk, 2003).
\[ \zeta = (\tilde{\beta}' \tilde{\beta})^{-0.5}. \] This allows for employing a linear state-space modeling approach assuming conditional Gaussianity with a cointegration space prior.

### 2.2. Time-varying parameters and shrinkage

Using \( \tilde{w}_t = \tilde{\beta}' w_t \) and \( z_t = (\tilde{w}_t', x_t')' \), a more compact version of Eq. (1), providing notational simplicity, is given by:

\[ \Delta y_t = B_t z_t + L_t \eta_t, \quad \eta_t \sim N(0, H_t), \quad (2) \]

with \( A_t = (A_{1t}, \ldots, A_{Pt}, \gamma_t) \), \( B_t = (\tilde{\alpha}_t, A_t) \) and \( x_t = (\Delta y_{t-1}', \ldots, \Delta y_{t-P}', \epsilon_t')' \), where \( A_t \) is of size \( M \times J \) and \( x_t \) of size \( J \times 1 \) with \( J = (MP + N) \). Furthermore, it is convenient to factor \( \Sigma_t = L_t H_t L_t' \), with a diagonal matrix \( H_t = \text{diag}(\exp(h_{1t}), \ldots, \exp(h_{Mt})) \) and \( L_t \) denoting the normalized lower Cholesky factor (i.e., a lower triangular matrix with ones on its diagonal).

Note that \( \text{Var}(L_t \eta_t) = \text{Var}(\epsilon_t) \); and this triangularization of the multivariate system allows for equation-by-equation estimation (see, e.g., Primiceri, 2005; Carriero et al., 2019; 2022).

We select the \( i \)th row of \( B_t \), and define \( b_{it} = B_{i *}^\prime t \), which refers to the parameters of the \( i \)th equation of the VECM. In addition, we stack all free elements of the matrix \( L_t \) in a vector \( l_t \).

We then assume a random walk law of motion for these TVPs:

\[ b_{it} = b_{i t-1} + \vartheta_{it}, \quad \vartheta_{it} \sim N(0, \Theta_{(b)ij}), \quad (3) \]

\[ l_t = l_{t-1} + \vartheta_t, \quad \vartheta_t \sim N(0, \Theta_{(l)}). \]

The state innovation variances, which govern the amount of time variation, are collected in diagonal covariance matrices \( \Theta_{(b)ij} \) and \( \Theta_{(l)} \). To impose shrinkage, we use the non-centered parameterization of the TVP model (see Frühwirth-Schnatter and Wagner, 2010, for details), which splits the parameters into a constant and time-varying part:

\[ b_{it} = b_{i0} + \sqrt{\Theta_{(b)ij}} \tilde{b}_{it}, \quad \tilde{b}_{it} = b_{i t-1} + \tilde{\vartheta}_{it}, \quad \tilde{\vartheta}_{it} \sim N(0, I), \quad \tilde{b}_{i0} = 0, \]

for \( i = 1, \ldots, M \), with an analogously transformed state equation for the parameters \( l_t \). This allows to impose shrinkage on the constant part of the coefficients \( b_{i0} \), with \( j \)th element \( b_{ij,0} \) and the amount of time variation determined by \( \sqrt{\theta_{(b)ij}} \), the \( j \)th diagonal element of \( \sqrt{\Theta_{(b)}} \).
The sparsification methods proposed in this paper (see Section 3) may be combined with any desired setup from the class of global-local shrinkage priors, see Cadonna et al. (2020) for a review. The respective parameters, in our case, the constant part of the coefficients and the square root of the state innovation variances, are assumed to follow a Gaussian distribution with zero mean, and a global variance parameter pushes all coefficients strongly towards zero. These global parameters are multiplied with local scalings, which allow to pull prior mass away from zero for specific parameters even in cases where the underlying parameter vector is very sparse. Both of these shrinkage factors are equipped with another prior hierarchy, and shrinkage properties arise from choices about these mixing distributions. From this class of priors, we choose the horseshoe of Carvalho et al. (2010) for its lack of prior tuning parameters and excellent shrinkage properties.

2.3. Heteroskedastic errors

To address possible heteroskedasticity, we use stochastic volatility (SV) models for the structural errors. The logarithms of the diagonal elements of \( H_t \) follow independent AR(1) processes,

\[
h_{it} = \mu_i + \phi_i(h_{it-1} - \mu_i) + \varsigma_i \xi_{it}, \quad \xi_{it} \sim \mathcal{N}(0, 1),
\]

where \( \mu_i \) is the unconditional mean, \( \phi_i \) is the persistence parameter and \( \varsigma_i \) is the error variance of the log-volatility process. Note that \( \eta_t = (\eta_{1t}, \ldots, \eta_{Mt})' \) in Eq. (2) features Gaussian errors. We also consider specifications where we replace this Gaussian with a t-distribution,

\[
\eta_{it} \sim t_{\nu_i}(0, \exp(h_{it})),
\]

which renders the model even more flexible. Note that as the degrees of freedom \( \nu_i \to \infty \), we obtain a Gaussian as the limiting case. In our applied work, we place a prior on the degrees of freedom and estimate them alongside all other parameters.

This completes our baseline model specification. Additional details about priors and the sampling algorithm are provided in Appendix A. It is worth noting that our prior choices are mostly standard and result in a fairly straightforward Markov chain Monte Carlo (MCMC) sampling algorithm which provides draws from the joint posterior of all model parameters.
3. DYNAMIC SPARSIFICATION

The model proposed above combined with continuous global-local priors yields posterior draws that are pushed towards approximate sparsity.\footnote{As highlighted by Hahn and Carvalho (2015), the success of the two-step shrink-then-sparsify approach depends on the shrinkage properties of the prior. They note that the horseshoe prior is well suited for such procedures, which is another reason why we illustrate our proposed framework with this specific choice.} We rely on ex post sparsification of these draws for each point in time to obtain exact sparsity. In cointegration models, particularly with TVPs, it is beneficial to adjust loss functions for specific parts of the parameter space. This is due to subtle implications of these blocks of parameters for the overall model structure.

3.1. Designing suitable loss functions

To perform variable selection and obtain sparse coefficient matrices we postprocess $\Pi_t$, $A_t$ and $\Sigma_t$ by minimizing three coefficient-type specific Lasso loss functions. In particular, we rely on methods proposed in Friedman et al. (2008), Hahn and Carvalho (2015), Chakraborty et al. (2020), Ray and Bhattacharya (2018), and Bashir et al. (2019), which have been successfully used in a range of multivariate and univariate macroeconomic and finance applications (see Puelz et al., 2017; 2020; Huber et al., 2021; Hauzenberger et al., 2021a). Given the properties of the reduced rank matrix $\Pi_t$, we propose modifications when compared to sparsification of the autoregressive coefficients, $A_t$, and the covariance matrix $\Sigma_t$.

As a general remark on notation, draws from the non-sparsified posteriors are indicated by a hat (e.g., $\hat{\Pi}_t$) and sparse estimates are marked with an asterisk (e.g., $\Pi_t^*$). The key difference between the two is that the non-sparsified posterior draws may have many entries close to but not exactly zero, while the sparsified estimate has exact zeros which are imposed using auxiliary loss functions. The general idea is that these loss functions are designed to reward model fit by minimizing a distance measure between the non-sparse and sparse solutions, while an additional tuning parameter penalizes non-zero parameters. Choosing this tuning parameter — which, loosely speaking, governs the number of zeroes — is generally not a trivial task. To avoid extensive pre-estimation tuning procedures, we use the signal adaptive variable selection (SAVS) estimator proposed in Ray and Bhattacharya (2018), which selects an appropriate amount of sparsity automatically.

In a TVP context, dynamic sparsification poses some additional challenges with respect to how sparsity is imposed with respect to $t$: 

As highlighted by Hahn and Carvalho (2015), the success of the two-step shrink-then-sparsify approach depends on the shrinkage properties of the prior. They note that the horseshoe prior is well suited for such procedures, which is another reason why we illustrate our proposed framework with this specific choice.
1. *Ex post* sparsification is commonly applied to point estimators, such as the posterior median or mean. We will deviate from this procedure and solve the respective optimization problem for each draw from the posterior distribution. The procedure of Woody *et al.* (2021) is closely related to this approach. They provide a theoretical motivation of conducting uncertainty quantification of sparse posterior estimates.

2. Our loss functions will be defined in terms of full-data matrices instead of $t$-specific covariates. The latter might be considered as the natural candidate when transforming a TVP model to its static representation (for details, see Chan and Jeliazkov, 2009; Hauzenberger *et al.*, 2022). Commonly, sparsification is applied in standard regression frameworks with constant coefficients, implying that all information over time is considered. Using $t$-by-$t$ draws would result in dependence on a single observation in time $t$.

We illustrate these issues and our solutions in more detail below in the context of sparsifying the cointegration matrix. It is worth noting that these concerns apply to all three blocks of the parameters that we intend to dynamically sparsify.

3.2. Sparsifying the cointegration matrix

Our basic approach to sparsifying the cointegration relationships follows Chakraborty *et al.* (2020). *Ex post* sparsifying $\Pi_t$ is of crucial importance to obtain an estimate for the rank. Using solely a global-local prior, some estimates in $\Pi_t$ are pushed towards zero, but they are never exactly zero. In the case of the cointegration matrix, this implies that $\Pi_t$ would always be of full rank (i.e., $r = M$ for all $t$). The main goal is thus to minimize the predictive loss between a non-sparsified draw $\hat{\Pi}_t$ and a column-sparse solution $\Pi^*_t$.

Our interest centers on dynamic sparsification to obtain a sparse cointegration matrix at each point in time. The loss function is specified in terms of the full-data matrix $W$, a $T \times q$ matrix with $w_t'$ in the $t$th row:

$$
\Pi^*_t = \min_{\Pi_t} \left( \| W \hat{\Pi}_t' - W \Pi^*_t' \|_F^2 + \sum_{j=1}^q \kappa_{jt} \| \Pi_{\bullet,j,t} \|_2^2 \right),
$$

with $\| C \|_F$ denoting the Frobenius norm of a matrix $C$, $\| c \|_2$ the Euclidean norm of a vector $c$ and $\Pi_{\bullet,j,t}$ referring to the $j$th column of $\Pi_t$ (i.e., the $j$th row of its transpose). Equation (5)
denotes a grouped Lasso problem with a row (column)-specific penalty $\kappa_{jt}$ and aims at finding a row (column)-sparse solution of $\Pi_t'$ ($\Pi_t$).\footnote{The Frobenius norm is a common distance measure between subspaces and is given by $\|C\|_F = \sqrt{\text{tr}(C^TC)}$ with $\text{tr}(C)$ denoting the trace of a matrix $C$. For a detailed discussion on properties of the grouped Lasso, see Yuan and Lin (2006) and Wang and Leng (2008).}

The first part controls the distance between an estimate and its sparse solution (measured by the Frobenius norm), while the second part penalizes non-zero elements in $\Pi_t$ (in terms of column-specific Euclidean norms). We use the grouped Lasso as opposed to an element-wise Lasso to establish a loss function that penalizes the cointegration matrix towards a lower rank structure. It is worth noting that using an element-wise Lasso could yield situations where the penalty introduces spurious cointegration relationships. Summarizing in simple terms, this loss function is designed to obtain an adequate reduced rank estimate of $\Pi_t$ that avoids sacrificing model fit relative to the full rank case.

Notice that we rely on the full data matrix $W$ instead of the $t$-specific covariates $w_t'$. This is in line with our state equations for the TVPs, where all information over time is used for filtering and smoothing. In constant parameter regressions, losses would be based on variation explained by $W\Pi'$. Using the static regression framework to perform dynamic sparsification and solely relying the $t$th observation $w_t'$, instead of the full data matrix $W$, would make the penalty highly sensitive to individual observations over time. To illustrate this, we focus on the $j$th columns in both $W_{\bullet,j}$ and $\Pi_{\bullet,j}$. The norm of $W_{\bullet,j}$ is defined by $\|W_{\bullet,j}\|_2 = \sqrt{\sum_{t=1}^{T} w_{tj}^2}$. When using $t$-by-$t$ estimates independently, the norm of the $t$th observation is given by $\|w_{tj}\|_2 = \sqrt{w_{tj}^2}$. A simple solution for this issue would be to down-weight the penalty in Eq. (6) by a factor $T$. However, although theoretically in line with the sparsification techniques proposed in Hahn and Carvalho (2015), this has the disadvantage of being exposed to idiosyncrasies of the $t$th observation.\footnote{This poses the risk of unstable penalties in Eq. (5), which may be particularly problematic with seasonal patterns in the data such as is the case for electricity prices.} Therefore, using $W$ is arguably the most practicable solution, where each $t$-specific estimate is used for the entire sample.

Note that Eq. (5) can be interpreted as minimizing the expected loss (see Hahn and Carvalho, 2015). Setting $\hat{\Pi}_t = \Pi_t^{(s)}$ with $(s)$ indicating the $s$th MCMC draw (rather than a posterior point estimate), has the attractive feature of allowing for uncertainty quantification about the rank of $\Pi_t$ (see also Huber et al., 2021; Hauzenberger et al., 2021a).
In fact, the resulting reduced rank cointegration matrix can be used to extract a model-based estimate of the number of cointegration relationships. An estimate of this time-varying rank $r_t$ is obtained using:

$$r_t = \sum_{i=1}^{M} I(s_{it} > \varphi),$$

with $I(\bullet)$ denoting the usual indicator function and $s_{it}$ for $i = 1, \ldots, M$, are the singular values of $W\Pi^{*\prime}$. We follow Chakraborty et al. (2020) and define the rank as the number of non-thresholded singular values, with $\varphi$ defined as the largest singular value of the residuals of the full data specification of Eq. (1), which corresponds to the maximum noise level.

To avoid cross-validation for the penalty term (as in Hahn and Carvalho, 2015), we rely on the SAVS estimator proposed in Ray and Bhattacharya (2018) and set the penalty term to $\kappa_{jt} = 1/\|\hat{\Pi}_{*,j,t}\|_2^2$. This yields the following soft threshold estimate:\(^8\)

$$\Pi_{*,j,t} = \begin{cases} 0_{M \times 1}, & \text{if } \frac{\kappa_{jt}}{2\|\hat{\Pi}_{*,j,t}\|_2} \geq \frac{\|W_{*,j}\|_2}{2}, \\ \left(1 - \frac{\kappa_{jt}}{2\|W_{*,j}\|_2\|\hat{\Pi}_{*,j,t}\|_2}\right)\hat{\Pi}_{*,j,t}, & \text{otherwise.} \end{cases} \quad (6)$$

As shown by Ray and Bhattacharya (2018) this choice of $\kappa_{jt}$ has properties similar to the adaptive Lasso proposed by Zou (2006). To extend our discussion about specifying the penalty in terms of full data matrices with respect to SAVS, it is worth noting that the only part that changes is how the norm of the data is calculated ($\|W_{*,j}\|_2^2$ instead of $w_{jt}^2$). In this case, the penalty specified in Chakraborty et al. (2020), $\kappa_{jt} = 1/(\|\hat{\Pi}_{*,j,t}\|_2^2)$, can be used (without correcting for $T$). Note that this is a practicable solution from an applied perspective, since the norm over the full data matrix is more robust than considering a single observation in period $t$.

3.3. Sparsifying the autoregressive coefficients

For sparsifying the time-varying autoregressive coefficients, we define a full-data matrix $X$ of dimension $T \times J$ with $x_t'$ in the $t$th row, an $MJ \times 1$ vector $\alpha_t = \text{vec}(A_t')$ and the corresponding $TM \times MJ$ regressor matrix $\tilde{X} = (x_1', \ldots, x_T')'$ with $\tilde{x}_t = (I_M \otimes x_t')$.

\(^8\) To solve the optimization problem in Eq. (5), the SAVS estimator can be interpreted as special case of the coordinate descent algorithm (Friedman et al., 2007) by relying on a single iteration to obtain a closed-form solution. Ray and Bhattacharya (2018) and Hauzenberger et al. (2021a) both provide evidence that the coordinate descent algorithm already converges after the first pass through.
We assume a loss function of the form:

$$a^*_t = \min_{a_t} \left( \frac{1}{2} \| \tilde{X} a_t - \tilde{X} \hat{a}_t \|_2^2 + \sum_{j=1}^J \delta_{jt} |a_{jt}| \right),$$

(7)

with $a_{jt}$ denoting the $j$th element of $a_t$ and $\delta_{jt}$ a covariate-specific penalty. It is worth noting that we minimize a standard Lasso-type predictive loss where the first part controls the distance between an estimate and a sparse solution and the second part penalizes non-zero elements in $a_t$, different to the sparsification of the cointegration relationships.

An optimal choice for the penalty is $\delta_{jt} = 1 / (|\hat{a}_{jt}|^2)$. We again rely on the soft threshold estimate implied by SAVS to obtain a sparse draw of $a_t$:

$$a^*_{jt} = \begin{cases} 0, & \text{if } \frac{\delta_{jt}}{|\hat{a}_{jt}|} \geq \|\tilde{X}_j\|_2^2, \\ \left(1 - \frac{\delta_{jt}}{|\tilde{X}_j|_2^2|\hat{a}_{jt}|} \right) \hat{a}_{jt}, & \text{otherwise}. \end{cases}$$

(8)

As shown by Ray and Bhattacharya (2018) this choice of $\delta_{jt}$ again has properties similar to the adaptive Lasso proposed by Zou (2006).

### 3.4. Sparsifying the covariance matrix

A sparse draw of the covariance matrix can be obtained by relying on methods proposed in Friedman et al. (2007) and Bashir et al. (2019). This involves using the precision rather than the covariance matrix, as the precision defines the conditional independence structure of the variables. It is worth noting that directly postprocessing estimates of the covariance matrix can result in a rather dense precision matrix and, hence, induce spurious contemporaneous relationships. Sparse estimates of the precision matrix $\Sigma^{-1}_t$ are based on the graphical Lasso penalty:

$$\Sigma^{-1*}_t = \min_{\Sigma^{-1}_t} \left( \text{tr} \left( \Sigma^{-1}_t \hat{\Sigma}_t \right) - \log \det \left( \Sigma^{-1}_t \right) + \sum_{i \neq j} \lambda_{ij,t} |\sigma^{-1}_{ij,t}| \right),$$

(9)

with $\text{tr}(C)$ and $\log \det(C)$ denoting the trace and the log-determinant of a square matrix $C$, $\lambda_{ij,t}$ an element-specific Lasso penalty and $\sigma^{-1}_{ij,t}$ the $j$th element in the $i$th row of $\Sigma^{-1}_t$. Similar to Eq. (5) and Eq. (7) the parts $\text{tr} \left( \Sigma^{-1}_t \hat{\Sigma}_t \right) - \log \det \left( \Sigma^{-1}_t \right)$ are measures of fit, while the third
term penalizes non-zero elements in the precision matrix. Here, it is worth noting that if \( \sigma^{-1}_{ij,t} \) is set to zero, the \( i \)th and the \( j \)th endogenous variable in the system do not feature a contemporaneous relationship. Thus, postprocessing estimates of the precision matrix capture the notion of obtaining a truly sparse set of relationships between elements in \( \Delta y_t \).

Following Bashir et al. (2019), the penalty in Eq. (9) is chosen as \( \lambda_{ij,t} = 1/|\sigma^{-1}_{ij,t}|^{0.5} \), which constitutes a semi-automatic procedure to circumvent cross-validation. Here, we refrain from showing the exact form of the soft threshold estimates for each element in \( \Sigma_t^{-1} \) and refer to Friedman et al. (2008) instead, who define a set of soft threshold problems, similar to Eq. (8), to solve for an optimal solution for each element in \( \Sigma_t^{-1} \) (and thus \( \Sigma_t \)). We use the coordinate descent algorithm provided by Friedman et al. (2019) and only iterate once in line with the SAVS estimator.\(^9\)

Estimating the model proposed in Section 2 yields MCMC draws from the posterior distributions of all relevant parameters. These are subsequently postprocessed using the procedures described above in Section 3. The baseline framework may be applied to any dataset where one suspects the presence cointegration relationships. In the next section, we discuss further specification details in the context of applying this framework to a study of electricity prices.

4. MODELING EUROPEAN ELECTRICITY PRICES

We use our proposed model in two different applications related to European electricity prices. First, we use daily data from several European electricity markets jointly. This serves to illustrate our approach in terms of detecting suitable cointegration relationships and nonlinearities in these relationships between interconnected energy markets in different European countries. Second, we produce forecasts of hourly electricity prices one-day-ahead. Here, we perform an extensive OOS forecast exercise, selecting German hourly electricity prices as the market of interest. We then evaluate our approach against a large set of competing models. This exercise serves to demonstrate that flexibly controlling for cointegration patterns in data (in this case, between hours during the day), in the absence of prior knowledge of such relationships, is beneficial for forecast accuracy.

\(^9\) Alternatively, one could also regularize the precision matrix by writing \( \Sigma_t^{-1} \) as \( M \)-dimensional set of nodewise regressions by using the triangularization decomposition outlined by Meinshausen and Bühlmann (2006). Friedman et al. (2008) and Banerjee et al. (2008) show that this approach constitutes a special case of Eq. (9) with \( M \) independent Lasso problems.
4.1. Dataset

For the first application, we use daily prices (in levels, averaged over the hours of the day) to estimate our model jointly for nine different regional markets: Baltics (BALT), Denmark (DK), Finland (FI), France (FR), Germany (DE), Italy (IT), Norway (NO), Sweden (SE) and Switzerland (CH); i.e., \( M = 9 \). The data are available for the period from January 1st, 2017 to December 31st, 2019 in EUR per megawatt-hour (MWh). We follow the literature and choose day-ahead prices determined on a specific day for delivery in a certain hour on the following day.

Prices for BALT and the Nordic countries (DK, FI, NO, and SE) are obtained from Nord Pool; the German, Swiss and French hourly auction prices are from the power spot market of the European Energy Exchange (EEX); for the Italian prices, we use the single national prices (PUN) from the Italian system operator Gestore dei Mercati Energetici (GEM). We preprocess the data for daylight saving time changes to exclude the 25th hour in October and to interpolate the 24th hour in March. As additional exogenous factors, we consider daily prices for coal and fuel and interpolate missing values for weekends and holidays. In particular, we use the closing settlement prices for coal (LMCYSPT) and one month forward ICE UK natural gas prices (NATBGAS) due to their importance for the dynamic evolution of electricity prices and potential cointegration relationships (i.e., \( q = M + 2 = 11 \)). The model also features deterministic seasonal terms (encoded in \( c_t \)) based on the respective day of the week.

In our second application, the forecast comparison, we choose hourly day ahead prices (in levels) for Germany as our main country of interest, and focus on daylight hours (8 a.m. until 6 p.m.) and an average of the night hours (see also Raviv et al., 2015). We use a hold-out period of approximately a year and a half ranging from July 3rd, 2018 to December 31st, 2019 (in total 550 observations). We estimate TVP-VECMs with the individual hours per day being treated as dependent variables such that \( M = 12 \). Our exercise is based on a pseudo OOS simulation using a rolling window of \( T = 400 \) observations at a time.\(^{10}\) We consider one-step ahead predictions, which implies that we forecast each individual hour for the following day. All models (both daily and hourly) feature \( P = 2 \) lags.

---

\(^{10}\)The main reason for the use of a rolling rather than expanding window is to limit the computational burden. A rolling window implies quicker parameter change over the holdout than an expanding one. However, the daily frequency provides enough observations for making more abrupt parameter change — to possibly be captured by the TVPs — likely also for the rolling window.
4.2. Nonlinearities and cointegration in European electricity prices

One major feature of the proposed approach is that it remains relatively agnostic on the precise form of the cointegration and parameter space spanned by short-run coefficients. We do not rule out complex patterns \textit{a priori}, but our flexible modeling approach is also capable of supporting a fairly parsimonious specification when the data suggests so.

In this sub-section, we examine the sparsification patterns and nonlinearities when daily electricity price data from multiple electricity markets are modeled jointly with a sparse TVP-VECM. We first assess whether these electricity prices are indeed cointegrated and whether these cointegration relationships change over time. We roughly gauge the nonlinear features of the cointegration space by assessing estimates for a time-varying cointegration rank. Second, we assess the sparsification patterns and nonlinearities of static and dynamic interdependencies across the European electricity market. To this end, we examine the sparsified estimates of both the short-run adjustment coefficients (dynamic interdependencies) and the contemporaneous relationships (static interdependencies). Third and finally, we investigate heteroskedastic data features and the role of large variance shocks.

Figure 1 shows the posterior probability of the rank (PPR) over time based on our MCMC output. The probabilities are indicated in various shades of red. Several findings are worth noting. A rank larger than six is hardly ever supported, and while most posterior mass is concentrated on \( r_t = 4 \) for all \( t \), we detect subtle differences over time. At the beginning of the sample in 2017, our estimates are more dispersed, with non-negligible probabilities for no cointegration. The precision of our rank estimate increases over time, with a much narrower corridor of probabilities starting around 2018. After a brief period in late 2018 and early 2019 with probabilities shifting towards lower ranks, we find increases in cointegration relationships towards the end of the sample. We conjecture that this pattern of the cointegration rank results from the fact that some of the countries (or regions) experience a large (idiosyncratic) positive shock in electricity prices in early 2018, while others do not. For example, electricity prices in the Baltics and in two Nordic countries (Finland and Sweden) increase from around 30 euros to 90 euros. In all other countries, these jumps are either less pronounced (e.g., Denmark and Norway) or almost nonexistent (e.g., Italy) during this episode.

Next, we turn to sparsified estimates of the autoregressive coefficients and the error covariance matrix in panels (a) and (b) of Figure 2. Rather than showing magnitudes of the
estimated coefficients, we use this exercise to illustrate the sparsification approach. As noted earlier, conventional shrinkage approaches push coefficients towards zero, but they are never exactly zero. The sparsification approach, on the other hand, introduces exact zeros in these matrices. We use this fact to compute the posterior inclusion probabilities (PIPs) of all coefficients by calculating the relative share of zeroes over the iterations of the algorithm. In other words, these figures showcase the sparsification approach as a variable selection tool (see Hahn and Carvalho, 2015).

We start with the coefficients linked to $\Delta y_{t-p}$, that is, the dynamic interdependencies of the multivariate system in panel (a). A few findings are worth noting. First, we detect different degrees of sparsity across countries. While the Nordic and Baltic countries look rather similar (with comparatively dense coefficient matrices), this is not the case for Switzerland, Germany, Italy and France (CH, DE, FR, and IT). For these countries, the model estimates rather sparse coefficient matrices. Second, the variables with the highest PIPs are typically the countries’ own lagged series. Particularly France shows extremely sparse estimates, with non-zero inclusion probabilities only for its own lags. Third, we observe several interesting changes in PIPs over time. This implies changes in the importance of predictors over time, a feature which our model detects in a data-based fashion. Fourth, we observe some noteworthy patterns of dynamic interdependencies, namely between Nordic and Baltic countries on one side, and to a lesser degree between continental European economies.

A similar exercise of PIPs in the context of the sparse covariance matrix is displayed in panel (b). Here, we show the lower triangular part of the contemporaneous relationships over time. As in the case of the regression coefficients, we detect differences in the degree of sparsity over the cross-section and across time. Strong contemporaneous relationships are detected especially between the Nordic countries. The PIPs in this case are often exactly one, indicating
that the respective coefficients feature non-zero draws across all iterations of the sampler. Similarly, albeit with lower inclusion probabilities, we find that covariances appear to be important between continental European electricity prices.

Interestingly, we observe a substantial degree of time-variation in the inclusion probabilities. Investigating these patterns in more detail, we find that the overall sparsity of the covariance matrix changes strongly over time, but does so in a specific way. In particular, there are periods
where most covariance terms (apart from the always featured ones across Nordic countries) are sparsified strongly. Examples for such periods are in late 2017 and early 2018, or around the beginning of 2019. Again, it is noteworthy that our model discovers these features in an automatic fashion.

We complete our discussion of the multi-country application by assessing whether heavy tailed errors are required to capture energy price fluctuations across the countries. For this purpose, we compare our estimates from our TVP-VECM benchmark model with SV to the same specification with t-distributed errors (see Appendix A). We therefore assess the log-volatilities over time and across countries.

Figure 3 shows our estimates for t-distributed errors in panel (a), while panel (b) indicates the standard SV specification. A few things are worth noting here. First, while the level of the volatilities varies substantially over the cross-section, the volatilities exhibit a substantial degree of co-movement. Second, even though we detect several differences between heavy tailed errors and conventional SVs, the first principal component of all volatility processes (marked by the red line) is almost identical for both error specifications. Third, t-distributed errors result in numerous high-frequency spikes for Denmark, Finland, and Sweden (i.e., the Nordic countries, apart from Norway). Table B.1 in the Appendix displays the parameters of the state equation for the SVs and gives a more rigorous assessment of the dynamics in volatility processes. A crucial parameter in the context of heavy tailed errors is $\nu_i$, the degrees of freedom in the t-distribution.

Overall, our results across countries are thus mixed. There is overwhelming empirical evidence for time-varying variances. On the other hand, we find that that t-distributed errors are not crucial for Baltic countries, Switzerland, Germany, France, Italy, and Norway, while the data supports heavier-than-normal tails for the remaining Nordic countries. Our model detects these features automatically, without the need of taking specific a priori decisions about model specification. Next, we discuss whether these features in fact pay off in terms of predictive performance.

4.3. Forecast results

In our forecasting comparison, we zoom in on a single country to conduct a thorough analysis featuring many competing models that have been shown to work well in the previous literature.
In particular, we select hourly day ahead prices for Germany, and evaluate point and density forecasts for a set of models that are described in detail below.

**Competing models**

The competing specifications include a large set of univariate and multivariate models with constant parameters and TVPs. Moreover, we consider two variants for capturing heteroskedasticity. Our main interest centers on VECMs that are either sparsified or non-sparsified. For all
these VECM specifications, we remain agnostic on the cointegration relations and estimate them from the data. As additional (non-sparsified) multivariate competitors, we consider VARs in levels and differences, while, as simple (non-sparsified) univariate competitors, we use AR($P$) models in levels and differences (with the latter model with constant coefficients serving as an overall benchmark). All these model variants are estimated with constant/time-invariant (TIV) and time-varying (TVP) parameters. With respect to the stochastic disturbances, we account for heteroskedasticity by relying either on a conventional SV specification with Gaussian errors (labeled $n$ in the tables) as in Eq. (4), or on an extension with $t$-distributed errors (labeled $t$ in the tables) described in Appendix A. Recall that all models feature two lags, i.e., two full days worth of hourly lags ($P = 2$) and are equipped with a horseshoe prior (Carvalho et al., 2010). To economize on space, we refrain from showing results for homoskedastic specifications, since these models are typically found to be inferior for forecasting (see, for instance, Gianfreda et al., in-press).

**Point and density forecasts**

Root mean squared errors (RMSEs) serve to evaluate the point predictions across our models. As a density forecast measure we rely on the continuous ranked probability score (CRPS, Gneiting and Raftery, 2007). This measure captures not only the first moment but also higher-order moments of the predictive distribution. Table 1 displays RMSEs and CRPSs across all model types (rows) and over the respective hours of the day (columns). Forecasts are produced hourly for a full day ahead (8 a.m. until 6 p.m., and aggregate “Night” hours). Besides individual hours, we produce a summary figure for overall forecast performance across a full day (labeled “Total”). Model abbreviations and variants of features such as TVPs or the error variances specification are indicated in the previous sub-section. Values in the first row per model indicate RMSEs, those in parentheses in the second row are CRPSs. They are benchmarked relative (as ratios) to the AR($P$) model in differences with constant parameters and a standard SV specification (red shaded row, indicating raw values of RMSEs and CRPSs). In both cases, relative numbers below one mark superior forecast performance, with the best performing specification in bold.

The upper panel contains results for our main model variant (i.e., a VECM equipped with shrinkage priors) with both sparsified and non-sparsified estimates. The lower panel shows
several non-sparsified benchmarks. It is worth mentioning that many of these benchmark specifications are nested in our proposed model. For example, in the case where our approach selects the cointegration matrix to be of full rank, we obtain a VAR in levels. Such specifications in essence differ in terms of the implied shrinkage prior on the reduced form coefficients (see, for instance, Villani, 2009; Eisenstat et al., 2016; Giannone et al., 2019).

Although our results indicate the lack of a single best performing specification, overall some interesting patterns emerge across the different model variants. While almost all multivariate models are superior compared to the univariate benchmarks, we obtain mixed evidence on whether one should choose VAR or VECM specifications to forecast electricity prices. Our results also indicate that taking into account cointegration relationships or directly modeling the data in levels is key to obtain accurate forecasts. Even a potentially too high number of cointegration relationships (by considering a VAR in levels) thus does not necessarily adversely affect predictive accuracy, whereas artificially removing all cointegration relationships (i.e., by considering a VAR in differences) results in a deteriorating forecast performance. By computing differences a priori, i.e., naively transforming towards stationarity, rich information useful to improve forecasts may be lost.

Moreover, a flexible modeling approach for the conditional mean (i.e., by considering TVPs) often yields forecast gains. It is worth mentioning that this is also the case for comparatively worse performing model specifications, at least relative to the corresponding model with constant parameters. No clear picture emerges about the necessity of heavy tailed error distributions. This finding is in line with our discussion of insample findings for Germany in Section 4.2. Here, we found that when estimating a model with t-distributed errors, the large estimates for the degrees of freedom parameter suggests that a Gaussian error distribution is sufficient. It is worth mentioning, however, that t-distributed errors never substantially hurt predictive performance.

While sparsification techniques do not necessarily improve point forecast accuracy, there is compelling evidence that these techniques are particularly beneficial for density forecast performance. This could be mainly explained by an underlying bias-variance trade-off, as the multiple loss functions involved in our shrink-then-sparsify procedure strongly push coefficients of irrelevant predictors towards exact zeroes. Although this approach significantly reduces estimation uncertainty of the coefficients with the tighter predictive densities yielding improved
density forecast performance, it may in turn introduce small biases resulting in a deterioration of point forecast performance.

Following this rather general discussion of our findings, we zoom into point and density forecast performance in more detail. Starting with point forecasts, Table 1 indicates the non-sparsified TVP-VECM with Gaussian errors as the best performing specification. As suggested earlier, several other specifications, including our proposed model, display similar performance. These models show improvements upon the univariate benchmark model of about 15 to 20 percent lower RMSEs. This superior forecast performance is mainly driven by the excellent performance throughout the morning hours of the day. For night hours, on the contrary, improvements for point forecasts relative to the simple univariate benchmark are muted. We conjecture that electricity prices are more synchronized in the morning hours and late afternoon hours, where the demand for electricity (and thus prices) are typically high and thus more volatile, than during other hours of the day or at night. These considerations may provide an explanation why we observe the most pronounced gains in predictive accuracy with our proposed cointegrated approaches (or VAR models in levels) for (synchronised) peak hours, while the accuracy gains for (idiosyncratic) off-peak hours are rather muted.

Turning to density forecasts in terms of CRPSs, we observe several differences compared to point forecast performance orderings. While most models show substantial improvements around 20 percent lower CRPSs compared to the constant parameter AR$(P)$ model with conventional SVs, this metric selects our proposed model with Gaussian errors as the best performing specification for the full day (see column “Total”). In particular, flexibly modeling the conditional mean and explicitly taking into account nonlinearities in the data pays off for density forecast performance. While allowing for nonlinear relationships in the conditional mean is beneficial, we observe that additional flexibility for the error variances (by considering t-distributed errors) is not necessarily needed.
Table 1: Forecast performance for point and density forecasts in parentheses relative to the benchmark.

| Coefficients | SV | 1-day ahead |
|--------------|----|-------------|
|               | Total | 8 a.m. | 9 a.m. | 10 a.m. | 11 a.m. | 12 noon | 1 p.m. | 2 p.m. | 3 p.m. | 4 p.m. | 5 p.m. | 6 p.m. | Night |
| Sparsified VECMs | | | | | | | | | | | | | |
| TVP | t | 0.83 | 0.80 | 0.79 | 0.79 | 0.79 | 0.82 | 0.83 | 0.82 | 0.82 | 0.84 | 0.86 | 0.91 | 0.91 |
| | n | 0.82 | 0.80 | 0.78 | 0.78 | 0.78 | 0.81 | 0.83 | 0.83 | 0.82 | 0.84 | 0.86 | 0.91 | 0.91 |
| TIV | t | 0.82 | 0.81 | 0.79 | 0.79 | 0.79 | 0.82 | 0.84 | 0.84 | 0.82 | 0.85 | 0.87 | 0.91 | 0.91 |
| | n | 0.81 | 0.79 | 0.77 | 0.76 | 0.76 | 0.79 | 0.82 | 0.84 | 0.82 | 0.84 | 0.85 | 0.91 | 0.89 |
| Non-sparsified VECMs | | | | | | | | | | | | | |
| TVP | t | 0.80 | 0.76 | 0.75 | 0.75 | 0.76 | 0.79 | 0.82 | 0.80 | 0.79 | 0.82 | 0.84 | 0.90 | 0.90 |
| | n | 0.80 | 0.76 | 0.75 | 0.75 | 0.76 | 0.79 | 0.82 | 0.81 | 0.80 | 0.83 | 0.85 | 0.90 | 0.90 |
| TIV | t | 0.80 | 0.75 | 0.75 | 0.75 | 0.76 | 0.79 | 0.82 | 0.80 | 0.79 | 0.83 | 0.85 | 0.91 | 0.91 |
| | n | 0.79 | 0.75 | 0.74 | 0.75 | 0.78 | 0.82 | 0.82 | 0.80 | 0.82 | 0.85 | 0.88 | 0.90 | 0.88 |
| Non-sparsified VARs, estimated in levels | | | | | | | | | | | | | |
| TVP | t | 0.81 | 0.76 | 0.76 | 0.77 | 0.77 | 0.82 | 0.83 | 0.82 | 0.81 | 0.84 | 0.87 | 0.87 | 0.90 |
| | n | 0.82 | 0.75 | 0.76 | 0.77 | 0.78 | 0.82 | 0.84 | 0.83 | 0.82 | 0.85 | 0.88 | 0.90 | 0.90 |
| TIV | t | 0.80 | 0.77 | 0.77 | 0.78 | 0.80 | 0.83 | 0.84 | 0.83 | 0.82 | 0.85 | 0.88 | 0.88 | 0.90 |
| | n | 0.80 | 0.75 | 0.75 | 0.76 | 0.77 | 0.81 | 0.83 | 0.82 | 0.81 | 0.83 | 0.85 | 0.89 | 0.92 |
| Non-sparsified VARs, estimated in first differences | | | | | | | | | | | | | |
| TVP | t | 0.86 | 0.94 | 0.94 | 0.94 | 0.95 | 0.96 | 0.96 | 0.97 | 0.96 | 0.99 | 1.00 | 0.98 | 0.99 |
| | n | 0.86 | 0.94 | 0.94 | 0.94 | 0.95 | 0.96 | 0.97 | 0.97 | 0.96 | 0.99 | 1.00 | 0.98 | 0.99 |
| TIV | n | 0.96 | 0.94 | 0.94 | 0.94 | 0.95 | 0.96 | 0.97 | 0.97 | 0.96 | 0.99 | 1.00 | 0.98 | 0.99 |
| Non-sparsified AR(p) models, estimated in levels | | | | | | | | | | | | | |
| TVP | n | 0.96 | 0.94 | 0.94 | 0.94 | 0.95 | 0.96 | 0.96 | 0.97 | 0.96 | 0.99 | 1.00 | 0.98 | 0.99 |
| | n | 0.96 | 0.94 | 0.94 | 0.94 | 0.95 | 0.96 | 0.97 | 0.97 | 0.96 | 0.99 | 1.00 | 0.98 | 0.99 |
| TIV | n | 0.96 | 0.94 | 0.94 | 0.94 | 0.95 | 0.96 | 0.97 | 0.97 | 0.96 | 0.99 | 1.00 | 0.98 | 0.99 |
| Non-sparsified AR(p) models, estimated in differences | | | | | | | | | | | | | |
| TVP | n | 0.86 | 0.94 | 0.94 | 0.94 | 0.95 | 0.96 | 0.96 | 0.97 | 0.96 | 0.99 | 1.00 | 0.98 | 0.99 |
| | n | 0.91 | 0.91 | 0.90 | 0.90 | 0.89 | 0.90 | 0.90 | 0.90 | 0.89 | 0.92 | 0.94 | 0.92 | 0.97 |
| TIV | n | 0.94 | 1.00 | 1.03 | 0.99 | 0.98 | 0.94 | 0.95 | 0.96 | 0.96 | 0.99 | 0.88 | 0.85 | 0.89 |

Notes: Point forecasts are evaluated using root mean squared errors (RMSEs), density forecasts are continuous ranked probability scores (CRPSs). The red shaded rows denote the benchmark and displays actual values for RMSEs and CRPSs. All other models are shown as ratios to the benchmark. Relative numbers below one mark superior forecast performance, with the best performing specification in bold.
As is the case for point forecasts, we observe differences over the hours of the day. Our proposed sparsified TVP-VECMs show superior performance especially early in the morning and late in the afternoon. We conjecture that it is precisely at these hours that a single or a few cointegration relationships are the main driver of the synchronized price series. Since our sparsified TVP-VECM variant sufficiently accounts for nonlinear features and structural breaks in prices and, in addition, results in a relatively parsimonious and regularized cointegration space compared to a TVP-VAR in levels (i.e., the richest specification in terms of cointegration relationships) or non-sparsified TVP-VECMs, we suspect that this feature is the main reason for the excellent forecast performance.

Finally, to gauge the statistical significance of our results, we conduct a more thorough analysis of the robustness of our density forecast metrics over the holdout. Here, we employ the model confidence set (MCS) procedure of Hansen et al. (2011), with a loss function specified in terms of CRPSs (taking into account all the characteristics of predictive densities). Empty cells indicate that the corresponding model is eliminated from the MCS for the respective variable and loss function. The resulting MCS is displayed in Table 2.

The MCS procedure yields a set of specifications which is a collection of models that contains the best ones with our pre-defined level of 75 percent confidence. Given the informativeness of the data, this procedure may either select a single best performing specification, or a ranking of several comparable models on our chosen level of 25 percent significance (see Hansen et al., 2011). Considering the results of this exercise in Table 2, we find that our proposed model performs well overall. The TVP-VECMs are always included in the MCS (i.e., among the statistically significant superior model set), and a single TVP-VECM variant appears among the top three ranked models for density forecasts in most hours. It is also worth mentioning that VECMs generally appear to yield superior forecasts to VARs. However, compared to our previous discussion of CRPSs, we observe some differences. The MCS procedure yields a different performance ranking in terms of significance when compared to evaluating solely CRPSs and producing a ranking in absolute terms. We conjecture that this is due to several periods in our holdout sample that affect the end-of-sample metrics shown in parentheses in Table 1, whereas the MCS procedure is more robust to such idiosyncrasies. In particular, for the sparsified TVP-VECMs we observe high ranks particularly during the afternoon in terms of density forecasts.
Table 2: Model confidence set (MCS) for density forecasts.

| Coefficients | SV | Total | 8 a.m. | 9 a.m. | 10 a.m. | 11 a.m. | 12 noon | 1 p.m. | 2 p.m. | 3 p.m. | 4 p.m. | 5 p.m. | 6 p.m. | Night |
|---------------|----|-------|--------|--------|---------|---------|---------|--------|--------|--------|--------|--------|--------|-------|
| Sparsified VECMs | | | | | | | | | | | | | | |
| TVP t | 6 | 12 | 11 | 7 | 6 | 6 | 4 | 6 | 4 | 4 | 7 | 8 | 8 | |
| TVP n | 4 | 11 | 12 | 4 | 2 | 3 | 2 | 4 | 5 | 5 | 8 | 6 | 6 | |
| TIV t | 7 | 10 | 9 | 5 | 5 | 5 | 3 | 5 | 6 | 6 | 7 | 9 | | |
| TIV n | 2 | 9 | 10 | 1 | 1 | 1 | 1 | 1 | 2 | 2 | 2 | 5 | 2 | |
| Non-sparsified VECMs | | | | | | | | | | | | | | |
| TVP t | 5 | 3 | 3 | 6 | 8 | 7 | 7 | 7 | 7 | 7 | 4 | 11 | 10 | |
| TVP n | 3 | 2 | 2 | 3 | 3 | 4 | 5 | 3 | 3 | 3 | 3 | 10 | 5 | |
| TIV t | 8 | 4 | 4 | 8 | 7 | 8 | 11 | 8 | 8 | 8 | 8 | 5 | 13 | 13 | |
| TIV n | 1 | 1 | 1 | 2 | 4 | 2 | 6 | 2 | 1 | 1 | 1 | 14 | 4 | |
| Non-sparsified VARs, estimated in levels | | | | | | | | | | | | | | |
| TVP t | 10 | 5 | 6 | 10 | 11 | 12 | 12 | 12 | 12 | 12 | 12 | 4 | 11 | |
| TVP n | 9 | 6 | 5 | 9 | 9 | 11 | 10 | 11 | 10 | 11 | 11 | 3 | 12 | |
| TIV t | 14 | 7 | 7 | 13 | 14 | 14 | 14 | 14 | 14 | 14 | 12 | 3 | 1 | |
| TIV n | 13 | 8 | 8 | 12 | 13 | 13 | 13 | 13 | 13 | 13 | 13 | 2 | 1 | |
| Non-sparsified VARs, estimated in first differences | | | | | | | | | | | | | | |
| TVP t | | | | | | | | | | | | | | |
| TIV t | | | | | | | | | | | | | | |
| Non-sparsified AR($P$) models, estimated in levels | | | | | | | | | | | | | | |
| TVP n | 12 | | 11 | | 9 | | 9 | | 9 | | 9 | | 1 | |
| TIV n | 11 | | 10 | | 9 | | 9 | | 10 | | 10 | | 9 | |
| Non-sparsified AR($P$) models, estimated in differences | | | | | | | | | | | | | | |
| TVP n | | | | | | | | | | | | | | |
| TIV n | | | | | | | | | | | | | | |

Notes: Results for the model confidence set (MCS) procedure of Hansen et al. (2011) at a 25 percent significance level. The loss function is specified in terms of continuous ranked probability scores (CRPSs) as a density forecast measure. Empty cells indicate that the model is not part of the MCS. The top three ranked models are marked in bold.
5. CONCLUDING REMARKS

In this paper, we propose a TVP-VECM equipped with shrinkage priors and heteroskedastic errors. We then discuss methods for inducing sparsity. This framework is capable of introducing exact zeroes in cointegration relationships, autoregressive coefficients and the covariance matrix. The main idea is to start with a suitably flexible and sophisticated specification, and to impose data-driven sparsity on the parameter space to obtain the simplest adequate nested version. Moreover, our procedure yields estimates for a time-varying cointegration rank, without the need for introducing prior information on the cointegration relationships.

We estimate our model using daily and hourly day-ahead prices for different European electricity markets. In the empirical section, we illustrate some features of our approach in-sample using a multicountry dataset, and conduct an extensive OOS forecast comparison for Germany. Regarding the insample analysis, we detect several interesting time-varying patterns of sparsity in the autoregressive coefficients and the covariance matrix. Our proposed detects such features of the data automatically. In addition, we find that our approach is competitive when forecasting hourly one-day ahead electricity prices compared to a large set of univariate and multivariate benchmarks.
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Online Appendix

Sparse time-varying parameter VECMs with an application to modeling electricity prices

A. ECONOMETRIC APPENDIX

A.1. Prior distributions

1. The state innovation variances, which govern the amount of time variation, are collected in diagonal covariance matrix $\Theta_{(b)i}$ with $j$th element $\theta_{(b)ij}$. On the constant part of the TVPs and these state innovation variances, we impose:

$$
\begin{align*}
  b_{ij,0} &\sim N(0, \psi^2_{(b)ij} \varrho_{(b)i}), & \psi_{(b)ij} &\sim C^+(0, 1), & \varrho_{(b)i} &\sim C^+(0, 1), \\
  \sqrt{\varphi}_{(b)ij} &\sim N(0, \psi^2_{(\varphi)ij} \varrho^2_{(\varphi)i}), & \psi_{(\varphi)ij} &\sim C^+(0, 1), & \varrho_{(\varphi)i} &\sim C^+(0, 1),
\end{align*}
$$

with equation-specific global shrinkage parameters $\varrho_{(s)i}$ and local scalings $\psi_{(s)ij}$ with $s \in \{b, \varphi\}$. The difference to otherwise identical horseshoe priors on the $l_t$’s is that the global shrinkage parameters pool information about sparsity across all equations, i.e., there is no $i$ index in this case.

2. Following, Koop et al. (2009), the prior on the transformed time-invariant cointegration vectors $\tilde{\beta}$ is

$$
\tilde{\beta}_v = \text{vec}(\tilde{\beta}) \sim N(0, s_0 I_{Mq}),
$$

with $s_0 = 0.1$ being a weakly informative choice. Here it is worth noting, that similar to Chakraborty et al. (2020) we refrain of using another shrinkage prior on elements in $\tilde{\beta}$, due to the multiplicative and non-identified structure of $\Pi_t = \tilde{\alpha}_i \tilde{\beta}'$.

3. For the SV component we follow Kastner and Frühwirth-Schnatter (2014) and specify:

$$
\mu_i \sim N(0, 100), (\phi_i + 1)/2 \sim B(5, 1.5) \text{ and } \varsigma_i \sim N(0, 1), \text{ where } B \text{ denotes the Beta distribution. The prior on the initial states is } h_{i0} \sim N\left(\mu_i, \varsigma_i^2/(1 - \phi_i)\right).
$$
A.2. Sketch of the sampling algorithm

1. Writing the multivariate system in triangular form allows for updates of the covariances and conditional mean parameters equation-by-equation. Conditional on all other parameters and the TVPs, the constant part of the coefficients and the state innovation variances can be drawn from their conditionally conjugate Gaussian posterior distribution with well-known moments.

2. The TVPs can subsequently be obtained by using a straightforward forward-filter backward-sampling (FFBS) algorithm conditional on all other parameters (see Carter and Kohn, 1994; Frühwirth-Schnatter, 1994).

3. These draws are used to update the global and local shrinkage factors for the horseshoe prior using the auxiliary representation of Makalic and Schmidt (2015).

4. Transformed cointegration vectors conditional on all other parameters follow a multivariate Gaussian posterior distribution.

5. The SVs and the parameters of their state equations are sampled using the R package stochvol (Kastner, 2016) based on the structural errors. This step involves drawing the degrees of freedom parameter for the t-distribution in the case of heavy tailed errors.

6. Sparsification is performed for each draw as outlined in detail in Section 3.

B. ADDITIONAL EMPIRICAL RESULTS

Results for the parameters in the state equation of the time-varying error variances are displayed in Table B.1.

A crucial parameter in the context of heavy tailed errors is \( \nu_i \), the degrees of freedom in the t-distribution. Note that as \( \nu_i \to \infty \), this distribution approaches a Gaussian. Consequently, large estimates imply that Gaussian errors are sufficient for capturing large swings in energy prices. For most countries, estimates center around 15, resulting in an error distribution that looks almost like a Gaussian distribution, albeit with a bit heavier tails. This implies that information in our dataset suggests that t-distributed errors are no crucial feature for Baltic countries (\( \nu = 13 \)), Switzerland (\( \nu = 14 \)), Germany (\( \nu = 16 \)), France (\( \nu = 16 \)), Italy (\( \nu = 17 \)) and Norway (\( \nu = 15 \)). Differences appear for Denmark (\( \nu = 7 \)), Finland (\( \nu = 2 \)) and Sweden.
that is, the Nordic countries, apart from the case of Norway. Here, we observe degrees of freedom between 2 and 7, with a substantial number of observations in the tails of the error distribution.

Turning to estimates of the unconditional mean, persistence and errors of the state equation, we find that for the countries exhibiting less need for heavy tails indicated by high estimates of $\nu$, the posterior moments in Table B.1, are almost identical. This is due to the more flexible error distribution approaching Gaussianity. For the Nordic countries apart from Norway, we detect a pattern in terms of differences between parameter estimates. We observe substantially more persistent SV processes for the heavy tailed specification, with lower variances for Denmark, Finland and Sweden. This implies that the amount of clustering in volatilities is heterogeneous across markets. Differences in the unconditional mean are muted, implying that these findings apply mainly to the dynamic properties of the underlying volatilities rather than heterogeneity in overall levels.
Table B.1: Posterior estimates for the state equations of the error variances.

|                      | BALT | CH   | DE   | DK   | FI   | FR   | IT   | NO   | SE   |
|----------------------|------|------|------|------|------|------|------|------|------|
| **t-distributed errors** |      |      |      |      |      |      |      |      |      |
| $\mu_i$              | -0.584 | -3.971 | -1.782 | -1.581 | -3.688 | -3.496 | -2.139 | -1.687 | -3.635 |
|                      | (-0.835,-0.342) | (-4.264,-3.7) | (-2.066,-1.52) | (-2.052,-1.19) | (-4.068,-3.298) | (-3.802,-3.218) | (-2.327,-1.974) | (-1.937,-1.435) | (-4.194,-3.263) |
| $\phi_i$             | 0.963 | 0.908 | 0.827 | 0.654 | 0.92 | 0.919 | 0.862 | 0.972 | 0.629 |
|                      | (0.930,0.987) | (0.866,0.942) | (0.766,0.883) | (0.362,0.873) | (0.759,0.977) | (0.885,0.947) | (0.809,0.91) | (0.937,0.992) | (0.401,0.783) |
| $\varsigma^2_i$      | 0.125 | 0.459 | 0.742 | 0.364 | 0.17 | 0.431 | 0.398 | 0.103 | 0.595 |
|                      | (0.068,0.189) | (0.364,0.574) | (0.609,0.875) | (0.042,0.718) | (0.1,0.309) | (0.346,0.535) | (0.313,0.474) | (0.05,0.183) | (0.322,0.806) |
| $\nu_i$              | 13.022 | 13.691 | 15.745 | 6.872 | 2.211 | 16.218 | 17.008 | 14.497 | 4.417 |
|                      | (8.316,18.307) | (7.015,19.346) | (9.796,19.612) | (2.822,15.421) | (2.012,2.574) | (11.11,19.69) | (12.837,19.849) | (8.966,19.589) | (2.276,7.675) |
| **Gaussian errors**  |      |      |      |      |      |      |      |      |      |
| $\mu_i$              | -0.522 | -3.903 | -1.786 | -1.655 | -3.130 | -3.572 | -2.123 | -1.650 | -3.684 |
|                      | (-0.700,-0.330) | (-4.165,-3.627) | (-2.039,-1.534) | (-1.787,-1.525) | (-3.506,-2.771) | (-3.839,-3.291) | (-2.279,-1.952) | (-1.864,-1.416) | (-3.875,-3.407) |
| $\phi_i$             | 0.924 | 0.876 | 0.807 | 0.238 | 0.346 | 0.893 | 0.826 | 0.938 | 0.309 |
|                      | (0.825,0.981) | (0.816,0.924) | (0.749,0.864) | (0.073,0.382) | (0.211,0.466) | (0.843,0.932) | (0.765,0.882) | (0.796,0.988) | (0.184,0.428) |
| $\varsigma^2_i$      | 0.202 | 0.560 | 0.817 | 1.016 | 1.220 | 0.508 | 0.473 | 0.172 | 1.227 |
|                      | (0.092,0.351) | (0.436,0.720) | (0.682,0.961) | (0.905,1.143) | (1.006,1.489) | (0.404,0.633) | (0.381,0.578) | (0.07,0.391) | (1.047,1.386) |

Notes: The parameter $\nu_i$ are the degrees of freedom for the t-distribution. If $\nu_i \to \infty$, the errors approach a Gaussian distribution. $\mu_i$ denotes the unconditional mean, $\phi_i$ the autoregressive parameter, and $\varsigma^2_i$ the state variances of the $M$ independent latent log-volatility processes $h_{it}$. Posterior median alongside 90% credible sets in parentheses.