De-Noising of Photoacoustic Microscopy Images by Deep Learning
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Abstract

As a hybrid imaging technology, photoacoustic microscopy (PAM) imaging suffers from noise due to the maximum permissible exposure of laser intensity, attenuation of ultrasound in the tissue, and the inherent noise of the transducer. De-noising is a post-processing method to reduce noise, and PAM image quality can be recovered. However, previous de-noising techniques usually heavily rely on mathematical priors as well as manually selected parameters, resulting in unsatisfactory and slow de-noising performance for different noisy images, which greatly hinders practical and clinical applications. In this work, we propose a deep learning-based method to remove complex noise from PAM images without mathematical priors and manual selection of settings for different input images. An attention enhanced generative adversarial network is used to extract image features and remove various noises. The proposed method is demonstrated on both synthetic and real datasets, including phantom (leaf veins) and in vivo (mouse ear blood vessels and zebrafish pigment) experiments. The results show that compared with previous PAM de-noising methods, our method exhibits good performance in recovering images qualitatively and quantitatively. In addition, the de-noising speed of 0.016 s is achieved for an image with 256 × 256 pixels. Our approach is effective and practical for the de-noising of PAM images.
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1. Introduction

Photoacoustic (PA) imaging (PAI), based on the PA effect, is a new non-invasive imaging technology, which images the object according to the PA signal generated upon laser illumination of the object [1, 2]. The advantage of PAI is that it combines the highlights of optical and ultrasonic imaging with good performance in terms of contrast and penetration. PAI can be implemented as PA computed tomography (PACT) and PA microscopy (PAM). The former forms images by image reconstruction algorithms, while the latter performs raster scanning without complicated image reconstruction [2]. PAI has potential applications in vascular biology, ophthalmology, dermatology, neurology, etc. [1].

High signal-to-noise ratio (SNR) is the key to high-quality PA images, which are essential for in vivo animal studies and clinical applications. A pulsed laser with pulse duration of a few nanoseconds is typically used for efficient PA conversion. The maximum PA signal amplitude is in part limited by allowable laser fluence on the tissue surface and is capped by the ANSI safety limit. PA contrast agents, as exogenous absorbers, are a common solution to enhance the PA signal amplitude [3]. Development of PA contrast agents for in vivo and clinical applications usually requires cumbersome effort. On the other hand, in PA signal and image acquisition, noise is generated from laser illumination to signal detection [4, 5, 6]. The PA noise in PA signals and images arises from several different factors, and building an accurate PA noise model can be complicated. Overall, the PA noise can be categorized into source-related noise (e.g., fluctuations in laser illumination) and system-related noise (e.g., randomly distributed thermal and electronic noise) [5]. Among the different types of thermal noise, white Gaussian noise is the most common one [5]. Besides boosting the PA signal amplitude with contrast agents, de-noising is an alternative and promising approach to enhance SNR.

Several PA de-noising methods have been demonstrated to enhance the SNR of the PA signals and/or images [7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17]. The de-noising has been studied for PACT [7, 8, 9, 10, 12, 16, 17] and PAM [11, 14, 15]. For most PACT de-noising, PA raw data (A-line signals) are usually de-noised first prior to im-
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For PAM, de-noising may be conducted for PA A-line signals [14, 15] or for PA images directly [11, 13]. De-noising of \( \text{in vivo} \) images was also tested in some of these works [8, 9, 10, 11, 13, 14, 15, 17]. Among these PA de-noising techniques, signal averaging is the most commonly used one [9], yet acquisition of multiple signals is needed, which is time-consuming and results in low temporal resolution. Further, researchers have made effort to enhance SNR using various methods to handle the PA raw A-line signals, such as wavelet-based algorithms [7, 12], empirical mode decomposition (EMD) [14, 15], and sparsity-based methods [8, 16]. Alternatively, methods applied in the image domain, such as K-means singular value decomposition (KSVD) and non-local means (NLM) [11, 13], can be used to de-noise PA images directly. However, these methods suffer one or some of the issues: (i) Prior information about the noise property is needed, which is a significant challenge [17]; (ii) time-consuming computation is required, especially for those based on iterative optimization; (iii) some parameters such as the noise level are needed to be manually specified for different input signals and images.

In recent years, deep learning based on convolutional neural networks (CNNs) has been extensively used for medical imaging [18]. There are many applications to medical imaging such as classification between lesions and non-lesions, classification of lesion types, detection of lesions, etc. [18]. Deep learning has also been used in PAI, such as reflection artifact removal in PACT images, PACT image reconstruction with sparse data, and PAM imaging with sparse data [19, 20, 21]. Besides, deep learning has shown promise in de-noising natural images [22, 23] as well as medical images including computed tomography (CT) [24], ultrasound imaging (de-speckling) [25], and optical coherence tomography [26]. Especially, generative adversarial network (GAN), which utilizes a discriminator network to guide the distribution of generated samples of a generator network [31], was used and showed great performance in de-noising [22, 23, 24, 25, 26]. Recently, PA de-noising based on deep learning has been investigated [17, 27]. Although Hariri et al. applied CNN to PA de-noising [17], PACT images with relatively low resolution and sparse patterns (in contrast to PA images) were studied. Sharma et al. studied resolution enhancement in AR-PAM images using CNN [27]. In that work, a CNN architecture was developed mainly to improve out-of-focus lateral resolution of AR-PAM images, while background noise reduction was also observed. Zhao et al. demonstrated good de-noising performance for OR-PAM images [28], yet the use of two wavelengths for PA excitation was required, which results in higher cost and more complexity of the imaging system (e.g., an optical parametric oscillator laser was used.).

In this work, we aim to de-noise PAM images based on the deep learning method. As mentioned above, GAN has been demonstrated to be powerful in de-noising natural and medical images [22, 23, 24, 25, 26], while GAN-based PA de-noising work is still limited. Inspired by these works, we propose a GAN-based CNN to de-noise PAM images with the following key contributions. First, we develop a CNN network with key features including: (i) Attention modules in the generator, which effectively captures the pattern relationships in 2D images and thus can distinguish signal pixels from background noise; (ii) a novel composite loss function, which excels in restoring fine features and thus enables faithful recovery from noisy images. By contrast, a pixel-based loss function tends to ignore high-frequency details. Secondly, we demonstrate that effective de-noising of PAM images using the developed CNN network outperforms the existing methods using block-matching and 3D filtering (BM3D) [29], KSVD [11], and weighted nuclear norm minimization (WNMM) [30]. This is evidenced by quantitative and qualitative comparisons. Finally, we explore how well our CNN network (trained with only the synthetic dataset) de-noises real experimental datasets of mouse ear vasculature and zebrafish pigment. The results show that our CNN network is promising for \( \text{in vivo} \) PAM de-noising applications.

2. Method

The proposed GAN-based CNN model consists of three main components: a generator network, a discriminator network, and a perceptual loss calculator (VGG network). Let \( I_N, I_C, and \hat{I}_C \in \mathbb{R}^{M \times N} \) be the noisy PA image, the corresponding real clean image (if any), and the de-noised image, respectively, where \( M \) and \( N \) denote the height and width of the image, respectively. Then, our objective is to train a generator \( G \) that maps \( I_N \) to \( \hat{I}_C \). Meanwhile, the discriminator \( D \) tries to distinguish the real clean PA image \( I_C \) from the de-noised PA image \( \hat{I}_C \). The training of the generator network against the discriminator forms the adversarial min-max problem [31].

For the generator network, we incorporate a global context (GC) attention module into a modified U-Net style structure to generate the de-noised image as output. In order to optimize the generator network, we elaborate a combined loss function comprising the adversarial loss, the perceptual loss, and the pixel-level loss.

In the following subsections, first, the noise model used to produce synthetic noisy PA images is discussed. Secondly, the architecture of our CNN model is detailed, including the attention module and the combined loss function. Thirdly, the dataset, network implementation, and evaluation metrics in this study are presented. Finally, other de-noising methods for comparison with our proposed
2.1. PA Image Noise Model

Typically, noise in the PAI process can be simply modeled as the combination of Gaussian noise, Poisson noise, and Rayleigh noise. Gaussian noise is a basic noise model to account for a few types of noise including thermal, amplifier, and read noise. Gaussian noise is fully independent of signals for a particular experimental system and thus can be added (i.e., additive noise) to any other noise that might be intrinsic to the system. In PA de-noising works, Gaussian noise is commonly assumed and modeled [8, 11, 16]. On the other hand, the signal-dependent part of the noise can be modeled as Poisson noise, which can be introduced in the process of signal conversion and transmission relating to the fluctuation and digitalization of particles in electronic devices [32]. Rayleigh noise may be introduced by reflection and scattering of PA waves in tissue transmission [33].

In real experimental PA images, the noise is usually complicated and non-uniformly distributed over the entire image. Therefore, there is no clear clue how the noisy PA images and their latent clean PA images are interrelated, which makes it difficult to de-noise PA images using traditional methods. Alternatively, one can use a CNN model trained on a noisy PA image dataset, e.g., using a synthetic dataset through introducing the noise into clean PA images, to de-noise real noisy PA images.

2.2. Network Architecture

2.2.1 Generator Network

The generator framework (Fig. 1) applies the U-Net shape architecture and contains layers of pooling and transposed convolution, standard unit blocks, and GC blocks [34]. U-Net shape networks have shown high performance in medical image processing due to multi-scale feature fusion and lightweight parameters. The proposed standard unit block consists of two $3 \times 3$ convolutional layers, each followed by an instance normalization layer [35] and a leaky ReLU (LReLU) function. All nine standard unit blocks in the generator have 32, 64, 128, 256, 512, 256, 128, 64, and 32 filters, respectively.

To efficiently capture features and distinguish information with varying importance, an attention mechanism is applied in our network. Unlike regular CNNs that may treat all information equally, attention blocks additionally introduce attention weights for different feature channels or spatial positions. Specifically, the proposed method utilizes the attention block, i.e., the GC block, to enhance the attention to long-range dependencies and thus better handle unexpected noise instead of focusing on signal pixels. The detailed structure of the GC attention block includes $1 \times 1$ convolutions and layer normalizations as described in Fig. 1. In the generator, GC blocks are placed after each standard unit block of the encoder. Then, in the decoding process, the generator performs direct up-sampling of the previously ex-
tracted high-level feature maps, combining global and local features, until the size (in pixels) of the original image is restored. The max-pooling layers and the transposed convolutional layers are used for down-sampling and up-sampling in the encoder and decoder parts, respectively. The generator takes the noisy image as input and outputs its de-noised version.

### 2.2.2 Discriminator Network

The discriminator illustrated in Fig. 2 is an 8-layer CNN with the number of filters as 64, 64, 128, 128, 256, 256, 512, and 512, respectively. Each of the convolutional layers has a kernel size of $3 \times 3$ and is subsequently equipped with a LReLU and a batch normalization (BN). In the end, there are two fully-connected (FC) layers with 1024 outputs and a single output, respectively. The input of the discriminator is the de-noised image or its corresponding clean image (ground truth), and the output is the probability that the de-noised image is true.

### 2.3. Combined Loss Function

The loss function for our model consists of three parts: (i) perceptual loss $L_{\text{perceptual}}$, (ii) smooth L1 loss $L_{\text{smooth L1}}$, and (iii) adversarial loss $L_{\text{GAN}}$. It is expressed as:

$$L = k_1 L_{\text{perceptual}} + k_2 L_{\text{smooth L1}} + k_3 L_{\text{GAN}},$$

where $k_1$, $k_2$, and $k_3$ are hyperparameters to control the trade-off among all components.

#### 2.3.1 Perceptual Loss

Most de-noising algorithms, including deep learning-based methods, aim to minimize the mean square error (MSE) between the de-noised image ($\hat{I}_C$) and the ground truth ($I_C$). However, using only MSE loss may produce blurred images with loss of details and faithfulness [21]. To better restore images, we adopt the perceptual loss, which focuses on the high-level features to make the restoration performance more consistent with the perception of the human visual system. Specifically, the high-level features are extracted from the pre-trained VGG-19 model [38]. The perceptual loss can be formulated as follows:

$$L_{\text{perceptual}}(\hat{I}_C, I_C) = \frac{1}{HWC} \sum_{i,j,k} (VGG_{i,j,k}(\hat{I}_C) - VGG_{i,j,k}(I_C))^2,$$

where $H$, $W$, and $C$ are the height, width, and channel size of the input tensor.

#### 2.3.2 Smooth L1 Loss

Smooth L1 loss can avoid the defects of the regular L1 loss and L2 loss, alleviating the gradient explosion of L2 loss for large errors and also improving the stability of L1 loss for small errors. Therefore, the applied smooth L1 loss is expressed as follows:

$$L_{\text{smooth L1}}(\hat{I}_C, I_C) = \frac{1}{HWC} \sum_{i,j,k} L(|\hat{I}_{C_{i,j,k}} - I_{C_{i,j,k}}|),$$

where $|\hat{x} - x|$ is the pixel difference between the restored image patch and the clean one.

#### 2.3.3 GAN Loss

A generative component is added to our GAN to force the restored image to be as realistic as the clean image, so that the restored image can deceive the discriminator. The adversarial loss over $BS$ training samples is expressed as follows:

$$L_{\text{GAN}}(G) = \sum_{i=1}^{BS} [-\log D(G(I_N))],$$

where $D(G(I_N))$ is the estimated probability that the de-noised image $G(I_N)$ (i.e., $\hat{I}_C$) is a real clean PA image.

### 2.4. Dataset

Supervised de-noising training is expected to receive numerous image pairs with corresponding noisy and clean images; however, obtaining paired biomedical PAM images in experiments is difficult and time-consuming. To handle the limitation, a synthesis operation is applied to construct the training dataset. Since the training dataset employs an inclusive noise model that considers three types of noise, the CNN model trained from the dataset is expected to perform well on synthetic datasets as well as real testing datasets.

We first introduce the preparation of clean PAM images of leaf veins and mouse ear blood vessels as the clean images used in this work. Then, we describe the dataset of synthetic noisy images used for training. Finally, we present

**Figure 2. Architecture of the discriminator.**
the acquisition of the dataset of real noisy images. The details about the PAM experimental setup and image acquisition can be found in our recent paper [21]. Note that in PAM images, 2D maximum amplitude projection (MAP) images (projection along the axial direction) are typically used. Therefore, in this work, we aim to restore PAM MAP images with good de-noising effect. The animal experiment was conducted in conformity with the laboratory animal protocol approved by Laboratory Animal Care Committee of Shanghai Jiao Tong University.

2.4.1 Clean Leaf Vein Dataset

We adopted the dataset of PAM images of bodhi and magnolia leaf veins acquired in our previous work [21]. The size of the raw images is $256 \times 256 \times 180$, where 180 is the number of pixels along the axial direction. Thus, the size of the 2D MAP images is $256 \times 256$. In total, there are 260 leaf vein PAM images as the clean leaf vein dataset used in this work.

2.4.2 Clean Blood Vessel Dataset

We experimentally acquired many PAM images of mouse ear blood vessels in vivo. In total, 165 image patches with size of $250 \times 250 \times 180$ were prepared as the clean blood vessel dataset. Compared with PAM images of leaf veins, those of blood vessels have relatively rich details and complex structure. Thus, the de-noising of PAM images of blood vessels is expected to be more challenging.

2.4.3 Synthetic Noisy Image Dataset

The noise model described in subsection 2.1 can be used to synthesize noisy images. To better mimic the noise generation during PAM image acquisition, instead of adding noise directly to the 2D MAP images, noise was added to PA A-line signals, and then MAP was applied to obtain noisy 2D images. All three types of noise (i.e., Gaussian, Poisson, and Rayleigh noise) were randomly generated by Python functions, with noise levels ranging from mild to severe. For the clean leaf vein dataset, 236 images were used to construct clean-noisy image pairs for training, and 24 images were used for testing. As for the clean blood vessel dataset, similarly, 149 images were used for training and 16 images for testing.

2.4.4 Real Noisy Image Dataset

In PAM imaging, the higher the excitation light energy used, the better the SNR obtained. Therefore, a real noisy PAM image dataset with low SNR was obtained by using relatively low excitation light energy. In total, we acquired 16 real noisy images of leaf veins with size of $256 \times 256$ and 21 real noisy images of blood vessels with size of $250 \times 250$ to test the performance of our CNN model. Further, to test the generalization ability of our CNN model, we also used real noisy images of zebrafish pigment acquired in our previous work [39].

2.5. Network Implementation

To evaluate the performance of our CNN model, we trained two models using different synthetic noisy image datasets (including leaf veins and mouse ear blood vessels, as mentioned in III.D). We adopted Adam optimizer with parameters $\beta_1 = 0.9, \beta_2 = 0.999$, and $\epsilon = 10^{-8}$ [40]. We set the learning rate as 0.0001, the batch size as 8, and the epoch number as 60,000. During training, the $k_2$ in the combined loss was initially 1.0 and finally decreased to 0, while $k_1$ and $k_3$ increased from 0 to 1.0 and $10^{-3}$, respectively. All the models were implemented using TensorFlow (v. 1.13.1) based on Python (v. 3.5.2). The training of each model took about 8 hours on an NVIDIA TITAN RTX GPU with 24 GB memory.

2.6. Evaluation Metrics

2.6.1 Full-reference Metrics

For the synthetic noisy image dataset with ground truth, to quantitatively evaluate de-noising performance, we used the metrics of peak SNR (PSNR) and structural similarity (SSIM).

2.7. No-reference Metrics

By contrast, for the real noisy image dataset without ground truth, the de-noising performance was evaluated by the no-reference metrics of SNR and contrast-to-noise ratio (CNR). To calculate these metrics, representative signal regions and background regions from each sample should be selected as the regions of interest (ROIs). SNR and CNR
Table 1. Quantitative Comparison Results Using the Synthetic Leaf Vein Dataset (Mean±Standard Deviation)

| Method     | Noisy input | BM3D   | KSVD   | WNNM   | Ours    |
|------------|-------------|--------|--------|--------|---------|
| PSNR (dB)  | 21.79±4.08  | 21.97±3.91 | 21.88±3.93 | 22.15±4.04 | 26.81±1.93 |
| SSIM       | 0.34±0.14   | 0.34±0.14 | 0.34±0.14 | 0.35±0.14 | 0.84±0.08 |

Figure 4. Representative results from the testing set of the synthetic leaf vein dataset. The top row is from a bodhi leaf and the bottom row comes from a magnolia leaf. Scale bar: 500 μm. All images, excluding zoom images, share the same scale bar. The values in the colorbar indicate relative PA intensity.

\begin{align*}
\text{SNR} & = 20 \log \left( \frac{1}{n} \sum_{i=1}^{n} \frac{\mu_i}{\sigma_b} \right), \\
\text{CNR} & = 20 \log \left( \frac{1}{n} \sum_{i=1}^{n} \frac{|\mu_i - \mu_b|}{\sqrt{\sigma_i^2 + \sigma_b^2}} \right),
\end{align*}

where $\mu_i$ and $\sigma_i$ denote the mean and standard deviation of the $i$th signal ROI, respectively; $\mu_b$ and $\sigma_b$ are the mean and standard deviation of the background ROI; $n$ is the number of signal ROIs, which was set as 4 in our evaluation. The signal and background ROIs are illustrated as blue and green boxes, respectively, as shown in Fig. 3.

2.8. Comparison with Other Methods

In this work, we compared our proposed method with three common de-noising algorithms, which are based on an image non-local self-similarity (NSS) model named BM3D [29], a sparse model named KSVD [41], and a low-rank model named WNNM [30].

3. Results

3.1. Synthetic Leaf Vein Dataset

As described previously, 260 leaf vein PAM images were used to implement the de-noising experiment. These clean PAM images were regarded as the ground truth while their corresponding synthetic noisy images were used as input, forming a supervised learning manner to train the proposed de-noising network. Specifically, after randomly adding three kinds of noise, there are 808 image pairs for training and 83 image pairs for testing. After training, the de-noising model was evaluated using the testing set. For fair comparison, all the following quantitative and qualitative results were generated based on the testing set only.

Because the synthetic experiment includes both the noisy input and the ground truth of PAM images, full-reference metrics of PSNR and SSIM can be used to provide a good measure of the de-noising performance (i.e., the similarity between the de-noised result and the ground truth). Table 1 shows the statistical results on the testing set.

According to Table 1, our method outperforms other methods with the obvious margin in terms of both PSNR and SSIM. After adding various types and levels of noise, the noisy images in the testing set have the average PSNR and SSIM of 21.79 dB and 0.34, respectively, which indicate that the image quality is quite low. Compared to the noisy input, our method achieves around $\sim5$ dB and 147% improvement in these two metrics, respectively. A high SSIM of 0.84 indicates that the restored image is almost the same as the ground truth. By contrast, the other three methods (i.e., BM3D, KSVD, and WNNM) show very limited performance in the quantitative comparison. Especially for the SSIM, all the three methods show almost no improve-
Table 2. Quantitative Comparison Results Using the Real Noisy Leaf Vein Dataset (Mean±Standard Deviation)

| Method          | Noisy input | BM3D        | KSVD        | WNNM        | Ours        |
|-----------------|-------------|-------------|-------------|-------------|-------------|
| SNR (dB)        | 29.08±7.96  | 36.23±5.36  | 29.20±6.58  | 55.53±15.65 | 90.73±15.86 |
| CNR (dB)        | 4.80±2.59   | 5.37±2.09   | 5.53±2.46   | 5.72±2.25   | 7.63±1.77   |

Figure 5. Representative results from the experimentally-acquired noisy leaf vein dataset. Both rows are from bodhi leaves. Scale bar: 500 μm. All images, excluding zoom images, share the same scale bar. The values in the colorbar indicate relative PA intensity.

The PAM images would provide a visual and qualitative comparison. Fig. 4 shows two representative results from the testing set, where the drawbacks of the three traditional methods (BM3D, KSVD, and WNNM) can be identified. First, in some PAM images, including those recovered by BM3D (in the bottom row) and KSVD (in both rows), the noise cannot be effectively removed. The traditional methods rely on strict mathematical priors, which are associated with an accurate noise model and certain proper parameters. When the noise model is complex and/or certain parameters are not chosen properly, the de-noising performance would be highly degraded. In addition, the background regions of the PAM images recovered by the three traditional methods are found to be noisier (e.g., scattered noise observed in the cases of BM3D and KSVD) or not dark enough (e.g., a uniform red background observed in the case of WNNM (the full image in the bottom row), leading to low signal-to-background contrast) compared to those recovered by our CNN method. By contrast, our method is free from these drawbacks and thus produces the best de-noising results.

3.2. Real Noisy Leaf Vein Dataset for Validation

As mentioned in subsection 2.1, the three types of noise added in PA A-line signals can well simulate the noise generated during PAM imaging. Therefore, we expect that the model trained on the synthetic dataset (subsection 3.1) would also perform well for real noisy images.

As described earlier, 16 noisy leaf vein PAM images were experimentally acquired (subsection 2.4.4) using relatively low excitation light energy. The model trained on the synthetic dataset (subsection 3.1) was used without further fine-tuning. Table 2 shows the quantitative results, and the no-reference metrics of SNR and CNR are used to compare the various de-noising methods. Similarly, two representative results of PAM images (out of 16) are shown in Fig. 5.

According to Table 2, the proposed method also achieves the best quantitative results in terms of both SNR and CNR metrics. For SNR, compared to the noisy input, BM3D and KSVD produce little improvement (<8 dB), and WNNM enables appreciable improvement (∼26 dB). As a comparison, our method results in the highest SNR improvement (∼62 dB) when compared with the noisy input. As for CNR, compared to the noisy input, our method also brings about the highest improvement of ∼2.8 dB, while the other three methods have only slight improvements (<1 dB).

Similar to Fig. 4, for qualitative comparison, Fig. 5 shows the de-noising results of the different methods. Overall, the images in Fig. 5 are consistent with Table 2. For example, our method enables the highest CNR (Table 2).
Table 3. Quantitative Comparison Results Using the Synthetic Blood Vessel Dataset (Mean±Standard Deviation)

| Method          | Noisy input | BM3D         | KSVD         | WNNM         | Ours          |
|-----------------|-------------|--------------|--------------|--------------|---------------|
| PSNR (dB)       | 23.14±5.88  | 24.75±5.82   | 23.44±5.54   | 25.17±6.03   | 29.67±4.48    |
| SSIM            | 0.37±0.23   | 0.47±0.21    | 0.36±0.18    | 0.50±0.22    | 0.63±0.12     |

Table 4. Quantitative Comparison Results Using the Real Noisy Blood Vessel Dataset (Mean±Standard Deviation)

| Method          | Noisy input | BM3D         | KSVD         | WNNM         | Ours          |
|-----------------|-------------|--------------|--------------|--------------|---------------|
| SNR (dB)        | 26.64±5.03  | 36.54±2.50   | 27.53±4.37   | 42.33±6.03   | 47.24±6.60    |
| CNR (dB)        | 9.93±1.82   | 11.17±2.62   | 9.98±1.70    | 11.07±2.60   | 12.37±2.66    |

Figure 6. Representative results of the mouse ear blood vessel dataset acquired by in vivo experiment. Top raw: a representative sample from the synthetic noisy testing set; bottom row: a representative sample from the real noisy testing set. Scale bar: 250 µm. All images, excluding zoom images, share the same scale bar. The values in the colorbar indicate relative PA intensity.

3.3. Blood Vessel Dataset: In Vivo Experiment

To further demonstrate that our method can be used for in vivo imaging applications, de-noising of PAM images of mouse ear blood vessels was studied. Compared with leaf veins, blood vessels usually have relatively complex structure and low image quality, including (i) tortuous pattern, (ii) low SNR due to the laser safety limit in tissue, and (iii) artifacts (e.g., serrated boundaries) due to animal breathing and undesired absorbers in tissue. Therefore, it is expected to be more challenging to de-noise PAM images of blood vessels.

As mentioned in subsection 2.4, our in vivo model was trained on the synthetic dataset (the clean blood vessel dataset (subsection 2.4.2) and the corresponding synthetic noisy blood vessel dataset). Specifically, there are 1603 image pairs for training and 128 image pairs for testing. Similar to the synthetic leaf vein experiment, the model was first evaluated using the synthetic testing set (i.e., the 128 image pairs), and the results are shown in Table 3. From Table 3, the proposed method still outperforms other methods with noteworthy improvement for the in vivo dataset.

As mentioned in subsection 2.4.4, 21 real noisy blood vessel images were experimentally acquired. Table 4 shows the quantitative results to compare the de-noising performance by different methods. Without ground truth, the no-reference metrics of SNR and CNR are used. The model trained on the synthetic blood vessel dataset was used here without additional transfer learning. According to Table 4, our method still achieves the best de-noising performance in terms of quantitative metrics of SNR and CNR.

The de-noising performance can also be qualitatively observed in Fig. 6. The first row of Fig. 6 shows the de-noising results of a representative sample from the synthetic noisy testing set, while the second row shows the de-noising results of a representative sample from the real noisy testing set. In general, the results in Fig. 6 are consistent with the baseline.
Tables 3 and 4. Our method produces clear blood vessels, while the other methods suffer from discontinuities (e.g., in the case of WNNM (the zoom image in the bottom row)) and severe interference by the background (e.g., in the cases of BM3D and KSVD). Although the model was only trained on the synthetic dataset, the noise in real in vivo PAM images can still be effectively removed, which may be attributed to (i) the powerful image feature extraction and processing in the GAN-based model, and (ii) the inclusive noise model (i.e., three types of noise considered) for the training dataset.

3.4. Self-Adaptability Demonstration

To illustrate the advantage of the self-adaptability of our method, a further comparison was demonstrated using the testing set of the synthetic in vivo blood vessel dataset. Specifically, the testing set was split into three groups (low noise level, middle noise level, and high noise level) based on the noise level of the synthetic noisy images. Each group had a similar number of images. Different de-noising methods were applied to each group, respectively, for comparison. The results are shown in Fig. 7, where average PSNR and average SSIM are compared. Note that the three conventional methods adopt the manually set parameter to produce optimized results, while our method does not. It can be seen that our method achieves the highest PSNR and SSIM in all three groups. The margin of PSNR and SSIM between our method and the conventional methods becomes larger as the noise level of the noisy input image increases, which indicates that our method is more advantageous for de-noising images with high noise level. Therefore, the proposed deep learning-based method is promising for automatic processing, rather than manual or semi-manual processing, and would facilitate practical de-noising applications for PAM.

In addition, we tested our method for real noisy images with much larger size and with much different patterns (zebrafish pigment vs. blood vessels). The results show that our method is robust. As shown in Fig. 8, without any transfer learning, our model trained on the synthetic blood vessel dataset can be used to de-noise wide-field PAM images. The two real noisy input images in Fig. 8 are of 1500 × 600 pixels (corresponding physical size: 7.5 mm × 3.0 mm) for mouse ear blood vessels in the top row and 1448 × 280 pixels (corresponding physical size: 6.2 mm × 1.2 mm) for zebrafish pigment in the bottom row. The pixel size in Fig. 8 is much larger than that in the training set (250 × 250 pixels). Furthermore, although the pattern of zebrafish pigment differs a lot from the pattern of blood vessels used for training (e.g., circle-like patterns in the zoom image around the zebrafish brain region), our model achieves excellent denoising performance for zebrafish pigment, demonstrating the effectiveness of our comprehensive synthesis of three types of noise and the robust adaptability of our model to some extent.

4. Discussion

In this study, we proposed a PAM de-noising network with attention mechanism (GC block) and the combined loss. The proposed deep learning-based method demonstrated excellent de-noising performance compared to existing methods (BM3D, KSVD, and WNNM) on both phantom and in vivo datasets. Specifically, quantitative metrics and qualitative observation of PAM images recovered by different methods were compared, and our method achieved the best results. As a self-comparison using the synthetic in vivo blood vessel dataset, the model without GC blocks (while with other parts the same) led to the decreases of PSNR and SSIM by 0.59 dB and 0.04. The original U-Net without the modules (the GC blocks and the combined loss) resulted in the decreases of PSNR and SSIM by 2.85 and 0.04, showing the effectiveness of the modules in our proposed network. Besides, our network has other advantages, as elaborated in the following.

Conventional de-noising methods (e.g., BM3D, KSVD, and WNNM in this work) always require manually-set pa-
parameters to ensure the de-noising performance. For example, if the parameters of the assumed noise level are not carefully chosen, the de-noising performance could be greatly degraded. To ensure the optimal results using the conventional de-noising methods, it is often necessary to test different parameters of noise levels, and the best visual results need to be evaluated by humans. Note that in section 3, for a fair comparison, when applying the three conventional methods, the above de-noising approach was used for each image, and the optimized de-noising results were used. As expected, the procedure to find the best parameter of noise level is time-consuming due to the need for more computation time and manual evaluation. Further, for noisy images with different noise levels (e.g., due to different samples and different imaging system settings), the procedure to find the optimal parameters of noise level should be conducted for each image, which makes the whole process by using conventional algorithms prohibitively long. What is worse, the human evaluation makes the conventional algorithms inconvenient and impractical to use.

By contrast, our method has strength in self-adaptability. Once the training dataset is well prepared without serious data distribution errors and the training is effectively achieved, the trained model can be applied to images with a wide range of noise levels without the need for manual parameter setting. Therefore, in our demonstrations (the testing set of the synthetic noisy dataset (subsections 3.1 and 3.3) and the real noisy dataset (subsections 3.2 and 3.3)), our method does not require prior information of the noise level of the noisy input images and can still produce reasonable de-noised images without strange artifacts. This shows that our method can adapt to various noise levels.

Furthermore, the proposed method has another great advantage in much fast de-noising processing compared with the other methods. In our experiment, the three conventional methods (BM3D, KSVD, and WNNM) take from a few seconds to a few minutes to de-noise an input image with $256 \times 256$ pixels using a 3.20 GHz Intel Core i7-8700 CPU. By contrast, our method takes only 0.58 s to de-noise an input image of the same size using the same CPU. As CNNs are more suitable for GPU computing, our speed can be improved to 0.016 s/image using an Nvidia Titan RTX GPU. Hence, the proposed method is capable of real-time processing, which is essential for clinical PAM applications.

5. Conclusion

A deep learning-based de-noising method for PAM images was proposed and developed. The CNN effectively extracted multi-level image features and utilized attention mechanisms to improve the de-noising performance. The training schedule using GAN with the combined loss resulted in clean output. Three types of noise in PAM systems were considered when generating the synthetic noisy images for training and testing the model. Besides, real noisy images from both phantom and in vivo datasets were used to validate the models trained on synthetic datasets. The results show that our proposed method performs well in de-noising PAM images by quantitative and qualitative comparison with other methods (BM3D, KSVD, and WNNM).
By comparing PAM images recovered by different methods, our method has advantages in effective noise removal, well-suppressed background, and few artifacts. With the self-adaptability to various noise levels and the much fast speed for de-noising processing, the proposed method for PAM de-noising is promising for clinical applications.
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