Research on High Sparse Sampling CT Image Reconstruction Algorithm Based on Convolutional Neural Networks
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Abstract. CT plays an important role in medical diagnosis and industrial nondestructive testing. How to reduce the radiation to patients in the process of CT scanning has become a hot spot. An effective way is to use sparse sampling projection data to reconstruct the CT image. However, the image obtained by using the traditional CT reconstruction algorithm to deal with the sparse projection data has serious image distortion and artifact. This paper presents a CT reconstruction method based on CNN. This method learns the mapping relationship between the sparse projection data and the complete projection data in the training database, and uses the learned result to process the sparse sampling projection data. FBP algorithm is used to get the high resolution CT image. This paper uses CNN to carry out an end-to-end learning to repair the projection sinusoidal image with missing angle and improve the quality of CT image reconstruction.
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1. Introduction

Computed tomography technology [1] obtains the internal information of the detected object or human body through ray projection measurement of the detected object or human body from different angles. In the field of medical diagnosis, CT technology provides a non-invasive detection method for the clinical diagnosis of difficult diseases. It has become a significant technical mean to obtain the information of the internal organs of the human body, and effectively enhances the ability to observe small lesions in any part of the body. However, patients are inevitably harmed by ray radiation in the process of CT scanning, so low-dose ray and sparse sampling can be adopted to reduce CT radiation. This paper studied the reconstruction of sparse projection data to obtain the high-resolution CT image under the condition of sparse sampling (i.e., to obtain the projection data of limited angle) in order to reduce radiation.

The CT image directly reconstructed from sparse sampling projection data has some problems such as image distortion and artifact. The most widely used method to solve these problems is the reconstruction of sparse sampling projection data based on dictionary learning algorithm [2-3], which has more advantages than the sparse coding of the fixed dictionary. Under the adaptive double dictionary [4], signal can be expressed more sparsely and the high-definition sinusoidal projection data...
can also be obtained for reconstruction. However, the reconstructed image obtained by the dictionary learning algorithm still has the problem of artifact, and the computation of iteration is large.

In recent years, the deep learning algorithm based on convolutional neural networks (CNN) [5-6] has been widely applied in many fields. There are several popular directions, such as image denoising [7], image super-resolution reconstruction [8], and image deconvolution [9], but only a few research directions are applied to image restoration. Therefore, this paper proposes to use the convolutional neural networks algorithm to repair the projection data of missing angles, use the three-layer CNN to learn the end-to-end CT images from the database, and combine with the FBP reconstruction algorithm to obtain the high-resolution CT images for medical diagnosis. In order to compare with the results of CT images reconstruction by using CNN, this paper also adopts the dictionary learning algorithm which is widely used at present to process CT images.

2. CT Reconstruction Process

2.1. Training of CNN

The basic structure of CNN is composed of two layers: one layer is used for feature extraction, and the input end of each neuron is connected to the output feature map of the upper layer, and local features are extracted. The second layer is the feature mapping layer, which is the pooling layer. In order to improve the training speed and obtain further abstract feature images in image recognition, the pooling layer generally reduces the number of features and parameters to a certain extent. Therefore, this paper does not use the feature mapping layer, but only uses the feature extraction layer to extract the training image. In this paper, the convolutional network is mainly used to process images, and each pixel is given a weight, which is obviously linear. However, for image samples, they are not always linearly separable, so the expression of linear function is not enough, and it is necessary to introduce nonlinear activation function. The purpose of using CNN is to reconstruct high-resolution CT images. For a CT projection image with missing angles, we firstly use bicubic interpolation to repair the data missing angles and obtain a low-resolution projection sinusoidal image, which is the only pre-processing in the process of using CNN. The process of processing low-resolution projected sinusogram using CNN consists of the following three steps: extraction and representation of image blocks, nonlinear mapping, and reconstruction. The CNN used in this paper is inspired by the structure of super-resolution reconstruction [10].

2.2. Parameter Analysis of CNN

Since the first layer is the extraction and representation of image blocks, the size of the convolutional kernel and the number of filters can be set larger to facilitate the extraction of features. From the first layer, it can be seen that CNN is mostly an operation between multi-channel feature map and multi-channel convolution kernel. In order to realize cross-channel information integration, a 1×1 convolution kernel is added to the upper convolution layer to realize the NIN structure [11]. In order to extract only the center pixel of the image block, the convolution kernel is set to be small.

![Figure 1. The process of reconstructing CT image by CNN.](image-url)
Finally, the FBP algorithm was combined to get the final CT image. In this paper, we discuss the reconstruction effect in the case of missing 145 angles (the channel number is 180). Figure 2 shows the projection sinusogram missing 145 angles and the original projection sinusogram respectively. We implemented our model using the Caffe framework [12] on Ubuntu14.04.

The projection sinusogram missing 145 angles were interpolated to get the low-resolution projection sinusogram. The dictionary learning algorithm and three CNN structures were used to reconstruct the low-resolution projection sinusogram to get the high-resolution projection sinusogram. Finally, the FBP algorithm was combined to get the final CT images.

3. Experiment and results
In this paper, a simulation image (180 projection angles of the sinusoidal image of the Shepp-Logan head) was used for reconstruction. In addition, in order to compare with the deep learning algorithm, the dictionary learning algorithm is used to process the projection sinusogram with missing angles. Finally, the FBP algorithm is combined to reconstruct the final CT image. In this paper, we discuss the reconstruction effect in the case of missing 145 angles (the channel number is 180). Figure 2 shows the projection sinusogram missing 145 angles and the original projection sinusogram respectively. We implemented our model using the Caffe framework [12] on Ubuntu14.04.

The projection sinusogram missing 145 angles were interpolated to get the low-resolution projection sinusogram. The dictionary learning algorithm and three CNN structures were used to reconstruct the low-resolution projection sinusogram to get the high-resolution projection sinusogram. Finally, the FBP algorithm was combined to get the final CT images.

![Figure 2. Full projection sinogram (Left) and projection sinogram missing 145 angle (right).](image)

![Figure 3. Comparison of CT reconstruction of different methods (a. The projection sinusogram missing 145 angles +FBP, b. Dictionary learning algorithm + FBP, c. 11-1-7 CNN+FBP, d. 9-1-5 CNN+FBP, e. 7-1-3 CNN+FBP).](image)
Figure 3(a) refers to the CT image reconstructed directly by FBP algorithm without any processing. If no repaired, there will be a large number of artifacts, blurred and unclear details of internal structure. Figure 3(b) is the CT image processed by the dictionary learning algorithm. Compared with Figure 3(a), the artifacts have been significantly improved, but there are still slight artifacts inside. Figures 3(c), (d) and (e) are the final results obtained by using the three structures of the CNN respectively. It can be seen that the visual difference between the three results is small, but the result is better than that of the dictionary learning algorithm, especially the edge structure of the middle part is obviously clearer than that of the dictionary learning algorithm. Next, we also calculated the PSNR value and SSIM value of the final CT image. The PSNR value is the most commonly used quality assessment standard [13], and its range is generally between 20 and 40, the larger the value, the better the image quality. PSNR cannot well reflect the subjective feelings of human beings. The SSIM value can better reflect the subjective feelings of human eyes, with a range of 0-1.

|               | Dictionary learning +FBP | CNN+F BP (7-1-3) | CNN+ F BP (9-1-5) | CNN+ F BP (11-1-7) |
|---------------|--------------------------|-----------------|------------------|--------------------|
| PSNR          | 30.7348                  | 33.9421         | 35.2165          | 35.9807            |
| SSIM          | 0.8500                   | 0.9600          | 0.9595           | 0.9635             |

It can be concluded from Table 1 that the CT image obtained by the CNN algorithm has the highest resolution, that is, the edge details are clearer. The above three structures all have good processing effect, and the reconstruction image obtained by the 11-1-7 structure is the best. Therefore, the larger the convolution kernel is, the more complete the feature extraction and detail retention of the image are, and the result obtained by the reconstruction is also better. The difference between PSNR value and SSIM value in these three cases is small, indicating that although the size of the convolution kernel can have an impact on the reconstruction effect, there is not much difference. In the three cases of using CNN algorithm, the worst result is obviously better than the dictionary learning algorithm, and there is a big difference in evaluation values, which shows the advantages of CNN algorithm.

4. Conclusions
We proposed a CNN method for CT image reconstruction with highly sparse sampling. This approach has little pre/post processing other than related optimization and FBP reconstruction. It can be seen from the research results that, compared with the dictionary learning algorithm, the CNN algorithm (the convolutional kernel size is 11-1-7) has better reconstruction image, clearer edge and more advantageous CT image when dealing with the sparse CT reconstruction problems.

Acknowledgments
This work was supported by National Training Program of Innovation and Entrepreneurship for Undergraduates (Project S202010145182).

References
[1] Prince J L, Links J M. Medical imaging signals and systems [J]. Signal, 2006, 48: 69-76.
[2] Li S, Cao Q, Chen Y, et al. Dictionary learning based sinogram inpainting for CT sparse reconstruction [J]. Optik - International Journal for Light and Electron Optics, 2014, 125 (12): 2862-2867.
[3] Cui X, Zhang Q, Shangguan H, et al. The adaptive sinogram restoration algorithm based on anisotropic diffusion by energy minimization for low-dose X-ray CT [J]. Optik - International Journal for Light and Electron Optics, 2014, 125 (5): 1694-1697.
[4] Cao M, Xing Y. Limited angle reconstruction with two dictionaries [C]. IEEE Nuclear Science Symposium and Medical Imaging Conference. IEEE, 2013: 1-4.
[5] Deng L, Yu D. Deep Learning: Methods and Applications [J]. Foundations & Trends® in
Signal Processing, 2013, 7 (3): 197-387.

[6] Li Yandong, Hao Zongbo, Lei Hang. A Review of Convolutional Neural Networks [J]. Computer Application, 2016, 36 (09): 2508-2515.

[7] Chen Y, Chen Y, Wang X, et al. Deep learning face representation by joint identification-verification [J]. 2014, 27: 1988-1996.

[8] Krizhevsky A, Sutskever I, Hinton G E. ImageNet classification with deep convolutional neural networks [C]. International Conference on Neural Information Processing Systems. Curran Associates Inc. 2012: 1097-1105.

[9] Cui Z, Chang H, Shan S, et al. Deep Network Cascade for Image Super-resolution [M]. Computer Vision – ECCV 2014. Springer International Publishing, 2014: 49-64.

[10] Dong C, Loy C C, He K, et al. Image Super-Resolution Using Deep Convolutional Networks. [J]. IEEE Transactions on Pattern Analysis & Machine Intelligence, 2016, 38 (2): 295-307.

[11] Lin M, Chen Q, Yan S. Network In Network [J]. Computer Science, 2013.

[12] Jia Y Q, et al. Caffe: Convolutional Architecture for Fast Feature Embedding [J]. 2014: 675-678.

[13] Hore A, Ziou D. Image Quality Metrics: PSNR vs. SSIM [C]. International Conference on Pattern Recognition. IEEE, 2010: 2366-2369.