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ABSTRACT

Learning effective feature crosses is the key behind building recommender systems. However, the sparse and large feature space requires exhaustive search to identify effective crosses. Deep & Cross Network (DCN) was proposed to automatically and efficiently learn bounded-degree predictive feature interactions. Unfortunately, in models that serve web-scale traffic with billions of training examples, DCN showed limited expressiveness in its cross network at learning more predictive feature interactions. Despite significant research progress made, many deep learning models in production still rely on traditional feed-forward neural networks to learn feature crosses inefficiently.

In light of the pros/cons of DCN and existing feature interaction learning approaches, we propose an improved framework DCN-V2 to make DCN more practical in large-scale industrial settings. In a comprehensive experimental study with extensive hyper-parameter search and model tuning, we observed that DCN-V2 approaches outperform all the state-of-the-art algorithms on popular benchmark datasets. The improved DCN-V2 is more expressive yet remains cost efficient at feature interaction learning, especially when coupled with a mixture of low-rank architecture. DCN-V2 is simple, can be easily adopted as building blocks, and has delivered significant offline accuracy and online business metrics gains across many web-scale learning to rank systems at Google.

1 INTRODUCTION

Learning to rank (LTR) [4, 27] has remained to be one of the most important problems in modern-day machine learning and deep learning. It has a wide range of applications in search, recommendation systems [17, 39, 41], and computational advertising [2, 3]. Among the crucial components of LTR models, learning effective feature crosses continues to attract lots of attention from both academia [26, 35, 46] and industry [1, 6, 13, 34, 50].

Effective feature crosses are crucial to the success of many models. They provide additional interaction information beyond individual features. For example, the combination of “country” and “language” is more informative than either one of them. In the era of linear models, ML practitioners rely on manually identifying such feature crosses [43] to increase model’s expressiveness. Unfortunately, this involves a combinatorial search space, which is large and sparse in web-scale applications where the data is mostly categorical. Searching in such setting is exhaustive, often requires domain expertise, and makes the model harder to generalize.

Later on, embedding techniques have been widely adopted to project features from high-dimensional sparse vectors to much lower-dimensional dense vectors. Factorization Machines (FMs) [36, 37] leverage the embedding techniques and construct pairwise feature interactions via the inner-product of two latent vectors. Compared to those traditional feature crosses in linear models, FM brings more generalization capabilities.

In the last decade, with more computing firepower and huge scale of data, LTR models in industry have gradually migrated from linear models and FM-based models to deep neural networks (DNN). This has significantly improved model performance for search and recommendation systems across the board [6, 13, 50]. People generally consider DNNs as universal function approximators, that could potentially learn all kinds of feature interactions [31, 47, 49]. However, recent studies [1, 50] found that DNNs are inefficient to even approximately model 2nd or 3rd-order feature crosses.

To capture effective feature crosses more accurately, a common remedy is to further increase model capacity through wider or deeper networks. This naturally crafts a double edged sword that we are improving model performance while making models much slower to serve. In many production settings, these models are handling extremely high QPS, thus have very strict latency requirements for real-time inference. Possibly, the serving systems are already pushed to a stretch that cannot afford even larger models. Furthermore, deeper models often introduce trainability issues, making models harder to train.

This has shed light on critical needs to design a model that can efficiently and effectively learn predictive feature interactions, especially in a resource-constraint environment that handles real-time traffic from billions of users. Many recent works [1, 6, 13, 26, 34, 35, 46, 50] tried to tackle this challenge. The common theme is to leverage those implicit high-order crosses learned from DNNs, with explicit and bounded-degree feature crosses which have been found to be effective in linear models. Implicit cross means the interaction is learned through an end-to-end function without any explicit formula modeling such cross. Explicit cross, on the other hand, is modeled by an explicit formula with controllable interaction order. We defer a detailed discussion of these models in Section 2.

Among these, Deep & Cross Network (DCN) [50] is effective and elegant, however, productionizing DCN in large-scale industry systems faces many challenges. The expressiveness of its cross network is limited. The polynomial class reproduced by the cross network is only characterized by \(O(\text{input size})\) parameters, largely limiting its flexibility in modeling random cross patterns. Moreover, the allocated capacity between the cross network and DNN is unbalanced. This gap significantly increases when applying DCN to large-scale production data. An overwhelming portion of the parameters will be used to learn implicit crosses in the DNN.

In this paper, we propose a new model DCN-V2 that improves the original DCN model. We have already successfully deployed DCN-V2 in quite a few learning to rank systems across Google with significant gains in both offline model accuracy and online business
metrics. DCN-V2 first learns explicit feature interactions of the inputs (typically the embedding layer) through cross layers, and then combines with a deep network to learn complementary implicit interactions. The core of DCN-V2 is the cross layers, which inherit the simple structure of the cross network from DCN, however significantly more expressive at learning explicit and bounded-degree cross features. The paper studies datasets with clicks as positive labels, however DCN-V2 is label agnostic and can be applied to any learning to rank systems. The main contributions of the paper are five-fold:

- We propose a novel model—DCN-V2—to learn effective explicit and implicit feature crosses. Compared to existing methods, our model is more expressive yet remains efficient and simple.
- Observing the low-rank nature of the learned matrix in DCN-V2, we propose to leverage low-rank techniques to approximate SOTA algorithms on Criteo and MovieLen-1M benchmark datasets.
- We provide a case study and share lessons in productionizing DCN-V2 in a large-scale industrial ranking system, which delivered significant offline and online gains.
- Through comprehensive experimental analysis, we demonstrate that our proposed DCN-V2 models significantly outperform SOTA algorithms on Criteo and MovieLen-1M benchmark datasets.
- We conduct and provide an extensive study using synthetic datasets, which demonstrates the inefficiency of traditional ReLU-based neural nets to learn high-order feature crosses.

The paper is organized as follows. Section 2 summarizes related work. Section 3 describes our proposed model architecture DCN-V2 along with its memory efficient version. Section 4 analyzes DCN-V2. Section 5 raises a few research questions, which are answered through comprehensive experiments on both synthetic datasets in Section 6 and public datasets in Section 7. Section 8 describes the process of productionizing DCN-V2 in a web-scale recommender.

2 RELATED WORK

The core idea of recent feature interaction learning work is to leverage both explicit and implicit (from DNNs) feature crosses. To model explicit crosses, most recent work introduces multiplicative operations \((x_1 \times x_2)\) which is inefficient in DNN, and designs a function \(f(x_1, x_2)\) to efficiently and explicitly model the pairwise interactions between features \(x_1\) and \(x_2\). We organize the work in terms of how they combine the explicit and implicit components.

**Parallel Structure.** One line of work jointly trains two parallel networks inspired from the wide and deep model [6], where the wide component takes inputs as crosses of raw features; and the deep component is a DNN model. However, selecting cross features for the wide component falls back to the feature engineering problem for linear models. Nonetheless, the wide and deep model has inspired many works to adopt this parallel architecture and improve upon the wide component.

DeepFM [13] automates the feature interaction learning in the wide component by adopting a FM model. DCN [50] introduces a cross network, which learns explicit and bounded-degree feature interactions automatically and efficiently. xDeepFM [26] increases the expressiveness of DCN by generating multiple feature maps, each encoding all the pairwise interactions between features at current level and the input level. Besides, it also considers each feature embedding \(x_i\) as a unit instead of each element \(x_{ij}\) as a unit. Unfortunately, its computational cost is significantly high (10x of #params), making it impractical for industrial-scale applications. Moreover, both DeepFM and xDeepFM require all the feature embeddings to be of equal size, yet another limitation when applying to industrial data where the vocab sizes (sizes of categorical features) vary from \(O(10)\) to millions. AutoInt [46] leverages the multi-head self-attention mechanism with residual connections. InterHAt [25] further employs Hierarchical Attentions.

**Stacked Structure.** Another line of work introduces an interaction layer—which creates explicit feature crosses—in between the embedding layer and a DNN model. This interaction layer captures feature interaction at an early stage, and facilitates the learning of subsequent hidden layers. Product-based neural network (PNN) [35] introduces inner (IPNN) and outer (OPNN) product layer as the pairwise interaction layers. One downside of OPNN lies in its high computational cost. Neural FM (NFM) [16] extends FM by replacing the inner-product with a Hadamard product; DLRM [34] follows FM to compute the feature crosses through inner products; These models can only create up to 2nd-order explicit crosses. AFN [7] transforms features into a log space and adaptively learns arbitrary-order feature interactions. Similar to DeepFM and xDeepFM, they only accept embeddings of equal sizes.

Despite many advances made, our comprehensive experiments (Section 7) demonstrate that DCN still remains to be a strong baseline. We attribute this to its simple structure that has facilitated the optimization. However, as discussed, its limited expressiveness has prevented it from learning more effective feature crosses in web-scale systems. In the following, we present a new architecture that inherits DCN’s simple structure while increasing its expressiveness.

3 PROPOSED ARCHITECTURE: DCN-V2

This section describes a novel model architecture — DCN-V2 — to learn both explicit and implicit feature interactions. DCN-V2 starts with an embedding layer, followed by a cross network containing multiple cross layers that models explicit feature interactions, and then combines with a deep network that models implicit feature interactions. The improvements made in DCN-V2 are critical for putting DCN into practice for highly-optimized production systems. DCN-V2 significantly improves the expressiveness of DCN [50] in modeling complex explicit cross terms in web-scale production data, while maintaining its elegant formula for easy deployment. The function class modeled by DCN-V2 is a strict superset of that modeled by DCN. The overall model architecture is depicted in Fig. 1, with two ways to combine the cross network with the deep network: (1) stacked and (2) parallel. In addition, observing the low-rank nature of the cross layers, we propose to leverage a mixture of low-rank cross layers to achieve healthier trade-off between model performance and efficiency.
Embedding Layer

The embedding layer takes input as a combination of categorical (sparse) and dense features, and outputs $x_0 \in \mathbb{R}^d$. For the $i$-th categorical feature, we project it from a high-dimensional sparse space to a lower-dimensional dense space via $x_{\text{embed},i} = W_{\text{embed},i} e_i$, where $e_i \in \{0,1\}^{c_i}$; $W \in \mathbb{R}^{c_i \times d}$ is a learned projection matrix; $x_{\text{embed},i}$ is the dense embedded vector; $c_i$ and $e_i$ represents vocab and embedding sizes respectively. For multivalent features, we use the mean of the embedded vectors as the final vector.

The output is the concatenation of all the embedded vectors and the normalized dense features: $x_0 = [x_{\text{embed},1}; \ldots; x_{\text{embed},n}; x_{\text{dense}}]$. Unlike many related works [13, 16, 26, 34, 35, 46] which requires $e_i = e_j \forall i, j$, our model accepts arbitrary embedding sizes. This is particularly important for industrial recommenders where the vocab size varies from $O(10)$ to $O(10^5)$. Moreover, our model isn’t limited to the above described embedding method; any other embedding techniques such as hashing could be adopted.

Cross Network

The core of DCN-V2 lies in the cross layers that create explicit feature crosses. Eq. (1) shows the $(l+1)^{\text{th}}$ cross layer.

$$x_{l+1} = x_0 \odot (W_l x_l + b_l) + x_l$$

where $x_0 \in \mathbb{R}^d$ is the base layer that contains the original features of order 1, and is normally set as the embedding (input) layer. $x_l, x_{l+1} \in \mathbb{R}^d$, respectively, represents the input and output of the $(l+1)^{\text{th}}$ cross layer. $W_l \in \mathbb{R}^{d \times d}$ and $b_l \in \mathbb{R}^d$ are the learned weight matrix and bias vector. Figure 2 shows how an individual cross layer functions.

For an $l$-layered cross network, the highest polynomial order is $l + 1$ and the network contains all the feature crosses up to the highest order. Please see Section 4.1 for a detailed analysis, both from bitwise and feature-wise point of view. When $W = 1 \times w^T$, where 1 represents a vector of ones, DCN-V2 falls back to DCN.

The cross layers could only reproduce polynomial function classes of bounded degree; any other complex function space could only be approximated. Hence, we introduce a deep network next to complement the modeling of the inherent distribution in the data.

Deep Network

The $l^{\text{th}}$ deep layer’s formula is given by $h_{l+1} = f(W_l h_l + b_l)$, where $h_l \in \mathbb{R}^{d_l}, \ h_{l+1} \in \mathbb{R}^{d_{l+1}}$, respectively, are the input and output of the $l^{\text{th}}$ deep layer; $W_l \in \mathbb{R}^{d_l \times d_{l+1}}$ is the weight matrix and $b_l \in \mathbb{R}^{d_{l+1}}$ is the bias vector; $f(\cdot)$ is an elementwise activation function and we set it to be ReLU; any other activation functions are also suitable.

Deep and Cross Combination

We seek structures to combine the cross network and deep network. Recent literature adopted two structures: stacked and parallel. In practice, we have found that which architecture works better is data dependent. Hence, we present both structures:

Stacked Structure (Figure 1a): The input $x_0$ is fed to the cross network followed by the deep network, and the final layer is given by $x_{\text{final}} = h_{L_d}, h_0 = x_{L_c}$, which models the data as $f_{\text{deep}} \circ f_{\text{cross}}$.

Parallel Structure (Figure 1b): The input $x_0$ is fed in parallel to both the cross and deep networks; then, the outputs $x_{L_c}$ and $h_{L_d}$ are concatenated to create the final output layer $x_{\text{final}} = [x_{L_c}; h_{L_d}]$. This structure models the data as $f_{\text{cross}} + f_{\text{deep}}$.

In the end, the prediction $\hat{y}_i$ is computed as: $\hat{y}_i = \sigma(w_{\text{logit}}^T x_{\text{final}})$, where $w_{\text{logit}}$ is the weight vector for the logit, and $\sigma(x) = 1/(1 + \exp(-x))$. For the final loss, we use the Log Loss that is commonly used for learning to rank systems especially with a binary label (e.g., click). Note that DCN-V2 itself is both prediction-task and loss-function agnostic.

$$\text{loss} = -\frac{1}{N} \sum_{i=1}^{N} y_i \log(\hat{y}_i) + (1 - y_i) \log(1 - \hat{y}_i) + \lambda \sum_{i} \|W_l\|^2,$$

where $\hat{y}_i$’s are predictions; $y_i$’s are the true labels; $N$ is the total number of inputs; and $\lambda$ is the $L_2$ regularization parameter.

Cost-Effective Mixture of Low-Rank DCN

In real production models, the model capacity is often constrained by limited serving resources and strict latency requirements. It is often the case that we have to seek methods to reduce cost while maintaining the accuracy. Low-rank techniques [12] are widely used [5, 9, 14, 20, 51, 52] to reduce the computational cost. It approximates a dense matrix $M \in \mathbb{R}^{d \times d}$ by two tall and skinny matrices $U, V \in \mathbb{R}^{d \times r}$. When $r \leq d/2$, the cost will be reduced. However,
they are most effective when the matrix shows a large gap in singular values or a fast spectrum decay. In many settings, we indeed observe that the learned matrix is numerically low-rank in practice.

Fig. 3a shows the singular decay pattern of the learned matrix $W$ in DCN-V2 (see Eq. (1)) from a production model. Compared to the initial matrix, the learned matrix shows a much faster spectrum decay pattern. Let’s define the numerical rank $R_f$ with tolerance $T$ to be $\text{arginv}_k(\sigma_k < T \cdot \sigma_1)$, where $\sigma_1 \geq \sigma_2 \geq \ldots \geq \sigma_n$ are the singular values. Then, $R_f$ means majority of the mass up to tolerance $T$, is preserved in the top $k$ singular values. In the field of machine learning and deep learning, a model could still work surprisingly well with a reasonably high tolerance $T$.²

Fig. 3: Left: Singular value decay of the learned DCN-V2 weight matrix. The singular values are normalized and $1 = \sigma_1 \geq \sigma_2 \geq \ldots \geq \sigma_n$ represents the randomly initialized truncated normal matrix; $\times$ represents the final learned matrix. Right: Visualization of mixture of low-rank cross layer.

Hence, it is well-motivated to impose a low-rank structure on $W$. Eq (2) shows the resulting $(l+1)$-th low-rank cross layer

$$x_{l+1} = x_0 \odot \left( U_l V_l^T x_l + b_l \right) + x_l$$

where $U_l, V_l \in \mathbb{R}^{d \times c_l}$ and $r = d$. Eq (2) has two interpretations: 1) we learn feature crosses in a subspace; 2) we project the input $x$ to lower-dimensional $R^r$, and then project it back to $\mathbb{R}^d$. The two interpretations have inspired the following two model improvements.

Interpretation 1 inspires us to adopt the idea from Mixture-of-Experts (MoE) [10, 19, 30, 45]. MoE-based models consist of two components: experts (typically a small network) and gating (a function of inputs). In our case, instead of relying on one single expert (Eq (2)) to learn feature crosses, we leverage multiple such experts, each learning feature interactions in a different subspace, and adaptively combine the learned crosses using a gating mechanism that depends on input $x$. The resulting mixture of low-rank cross layer formulation is shown in Eq. (3) and depicted in Fig 3b.

$$x_{l+1} = \sum_{i=1}^K G_i(x_l) E_i(x_l) + x_l$$

where $K$ is the number of experts; $G_i(\cdot) : \mathbb{R}^d \mapsto \mathbb{R}$ is the gating function, common sigmoid or softmax; $E_i(\cdot) : \mathbb{R}^d \mapsto \mathbb{R}^d$ is the $i$th expert in learning feature crosses. $G(\cdot)$ dynamically weights each expert for input $x$, and when $G(\cdot) \equiv 1$, Eq (3) falls back to Eq (2).

Interpretation 2 inspires us to leverage the low-dimensional nature of the projected space. Instead of immediately projecting back from dimension $d^2$ to $d$ ($d^2 \ll d$), we further apply nonlinear transformations in the projected space to refine the representation [11].

$$E_i(x_l) = x_0 \odot \left( U_l^i V_l^T x_l + b_l \right)$$

where $g(\cdot)$ represents any nonlinear activation function.

Discussions. This section aims to make effective use of the fixed memory/time budget to learn meaningful feature crosses. From Eqs (1)–(4), each formula represents a strictly larger function class assuming a fixed $\#$params.

Different from many model compression techniques where the compression is conducted post-training, our model imposes the structure prior to training and jointly learn the associated parameters with the rest of the parameters. Due to that, the cross layer is an integral part of the nonlinear system $f(x) = \{ f_{1}(W_1) \circ \cdots \circ f_{K}(W_K)(x) \}$, where $(f_{i} \circ f_{j})(\cdot) := f_{j}(f_{i}(\cdot))$. Hence, the training dynamics of the overall system might be affected, and it would be interesting to see how the global statistics, such as Jacobian and Hessian matrices of $f(x)$, are affected. We leave such investigations to future work.

3.6 Complexity Analysis

Let $d$ denote the embedding size, $L_e$ denote the number of cross layers, $K$ denote the number of low-rank DCN experts. Further, for simplicity, we assume each expert has the same smaller dimension $r$ (upper bound on the rank). The time and space complexity for the cross network is $O(d^2L_e)$, and for mixture of low-rank DCN (DCN-Mix) it’s efficient when $r \ll d$ with $O(2drKL_e)$.

4 Model Analysis

This section analyzes DCN-V2 from polynomial approximation point of view, and makes connections to related work. We adopt the notations from [50].

Notations. Let the embedding vector $x = [x_1; x_2; \ldots; x_k] = [x_1, x_2, \ldots, x_k] \in \mathbb{R}^d$ be a column vector, where $x_i \in \mathbb{R}^{c_i}$ represents the $i$-th feature embedding, and $x_i$ represents the $i$-th element in $x$. Let multi-index $\alpha = [\alpha_1, \ldots, \alpha_d] \in \mathbb{N}^d$ and $|\alpha| = \sum_{i=1}^d \alpha_i$. $C_{\alpha} := \{y \in \{1, \ldots, a\}^k \mid \forall i < j, y_i > y_j\}$. Let 1 be a vector of all 1’s, and $I$ be an identity matrix. We use capital letters for matrices, bold lower-case letters for vectors, and normal lower-case letters for scalars.

4.1 Polynomial Approximation

We analyze DCN-V2 from two perspectives of polynomial approximation — 1) Considering each element (bit) $x_i$ as a unit, and analyzes interactions among the elements (Theorem 4.1); and 2) Considering each feature embedding $x_i$ as a unit, and only analyzes the feature-wise interactions (Theorem 4.2) (proofs in Appendix).

Theorem 4.1 (Bitwise). Assume the input to an $l$-layer cross network be $x \in \mathbb{R}^d$, the output be $f_l(x) = 1^T x^l$, and the $i$th layer
is defined as $x^i = x \odot W^{(i-1)}x^{i-1} + x^{i-1}$. Then, the multivariate polynomial $f(x)$ reproduces polynomials in the following class:

$$
\left\{ \sum_{\alpha} c_\alpha \left(W^{(1)}, \ldots, W^{(l)}\right) x_1^{\alpha_1} x_2^{\alpha_2} \cdots x_d^{\alpha_d} \mid 0 \leq |\alpha| \leq l+1, \alpha \in \mathbb{N}^d \right\},
$$

where $c_\alpha = \sum_{i \in \mathbb{N}^{l+1}} \sum_{i \in \mathbb{P}^l} \prod_{1 \leq k \leq l} w_{i(k)}$, $w_{i(k)}$ is the $(i, k)\text{th}$ element of matrix $W^{(k)}$, and $P_\alpha = \text{Permutations(} \cup_1^l \{i, \ldots, l \mid \alpha_i \neq 0 \}).$

**Theorem 4.2 (Feature-wise).** With the same setting as in Theorem 4.1, we further assume input $x = [x_1; \ldots; x_k]$ contains $k$ feature embeddings and consider each $x_i$ as a unit. Then, the output $x^q$ of an $l$-layer cross network creates all the feature interactions up to order $l + 1$. Specifically, for features with their (repeated) indices in $l$, let $P_l = \text{Permutations(l)}$, then their order-$p$ interaction is given by:

$$
\sum_{i \in P_l} \sum_{j \in P_l} x_i \odot \left( W_{ij} x_j \odot \cdots \odot \left( W_{ijkl} x_{kl} \right) \right).
$$

From both bitwise and feature-wise perspectives, the cross network is able to create all the feature interactions up to order $l + 1$ for an $l$-layered cross network. Compared to DCN-V, DCN-V2 characterizes the same polynomial class with more parameters and is more expressive. Moreover, the feature interactions in DCN-V2 is more expressive and can be viewed both bitwise and feature-wise, whereas in DCN it is only bitwise [26, 46, 50].

### 4.2 Connections to Related Work

We study the connections between DCN-V2 and other SOTA feature interaction learning methods; we only focus on the feature interaction component of each model and ignore the DNN component. For comparison purposes, we assume the feature embeddings are of equal size $e$.

**DCN.** Our proposed model was largely inspired from DCN [50]. Let’s take the efficient projection view of DCN [50], i.e., it implicitly generates all the pairwise crosses and then projects them to a lower-dimensional space; DCN-V2 is similar with a different projection structure:

$$
x_{DCN}^T = x_{pairs} \begin{bmatrix} w_0 & 0 & \cdots & 0 \\ 0 & w_0 & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & w_d \end{bmatrix} x_{DCN}^T = x_{pairs} \begin{bmatrix} w_0 & 0 & \cdots & 0 \\ 0 & w_2 & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & w_d \end{bmatrix}
$$

where $x_{pairs} = [x_i x_j]_{i \neq j}$ contains all the $d^2$ pairwise interactions between $x_i$, $w \in \mathbb{R}^d$ is the weight vector in DCN-V; $w_i \in \mathbb{R}^d$ is the $i$th column of the weight matrix in DCN-V2 (Eq. 1).

**DLRM and DeepFM.** Both are essentially 2nd-order FM without the DNN component (ignoring small differences). Hence, we simplify our analysis and compare with FM which has formula $x^T \beta + \sum_{i<j} w_{ij} x_i x_j$. This is equivalent to 1-layer DCN-V2 (Eq. 1) without residual term) with a structured weight matrix.

$$
\begin{pmatrix} x_1 x_2 \\ \vdots \\ x_k \end{pmatrix} \odot \begin{bmatrix} 0 & w_{21} & \cdots & w_{k1} \\ 0 & 0 & \cdots & w_{k2} \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & 0 \end{bmatrix} \begin{pmatrix} x_1 x_2 \\ \vdots \\ x_k \end{pmatrix} \odot \begin{pmatrix} \beta_1 \\ \vdots \\ \beta_k \end{pmatrix}
$$

**xDeepFM.** The $h$-th feature map at the $k$-th layer is given by:

$$
x_{h,s}^k = \sum_{i=1}^{k-1} \sum_{j=1}^{m} w_{ij}^k (x_{i} \odot x_{j})
$$

The $h$-th feature map at the 1st layer is equivalent to 1-layer DCN-V2 (Eq. 1) without residual term).

$$
x_{1,s}^1 = [I, I, \ldots, I] (\otimes (W_{x})) \sum_{i=1}^{k} x_i \otimes (W_i x)
$$

where $(i, j)$-th block $W_{ij} = w_{ij} \cdot I$, and $W_{i,;} := [W_{i,1}, \ldots, W_{i,k}]$.

**AutoInt.** The interaction layer of AutoInt adopted the multi-head self-attention mechanism. For simplicity, we assume a single head is used in AutoInt; multi-head case could be compared summarily using concatenated cross layers.

From a high-level view, the 1st layer of AutoInt outputs $\tilde{x} = \tilde{x}_1; \tilde{x}_2; \ldots; \tilde{x}_k$, where $\tilde{x}_i$ encodes all the 2nd-order feature interactions with the $i$-th feature. Then, $\tilde{x}$ is fed to the 2nd layer to learn higher-order interactions. This is the same as DCN-V2.

From a low-level view (ignoring the residual terms),

$$
\tilde{x}_i = \text{ReLU}\left( \sum_{j=1}^{k} \exp \left( W_q x_i, W_q x_j \right) \right) = \text{ReLU}(\sum_{j=1}^{k} \text{softmax}(x^T \tilde{W} x_j))
$$

where $(\cdot, \cdot)$ represents inner (dot) product, and $\tilde{W} = W_q W_k$. While in DCN-V2,

$$
\tilde{x}_i = \sum_{j=1}^{k} x_i \otimes (W_{ij} x_j) = x_i \otimes (W_{i,;} x)
$$

where $W_{ij}$ represents the $(i, j)$-th block of $W$. It is clear that the difference lies in how we model the feature interactions. AutoInt claims the non-linearity was from ReLU($\cdot$); we consider each summation term to also contribute. Differently, DCN-V2 used $x_i \otimes W_{ij} x_j$.

**PNN.** The inner-product version (IPNN) is similar to FM. For the outer-product version (OPNN), it first explicitly creates all the $d^2$ pairwise interactions, and then projects them to a lower dimensional space $d'$ using a $d' \times d'$ dense matrix. Differently, DCN-V2 implicitly creates the interactions using a structured matrix.

### 5 Research Questions

We are interested to seek answers for these following research questions:

**RQ1** When would feature interaction learning methods become more efficient than ReLU-based DNNs?

**RQ2** How does the feature-interaction component of each baseline perform without integrating with DNN?

**RQ3** How does the proposed mDCN affect model quality?

**RQ4** How does the settings in mDCN affect model quality?

**RQ5** Is mDCN capturing important feature crosses? Does the model provide good understandability?
6 EMPIRICAL UNDERSTANDING OF FEATURE CROSSING TECHNIQUES (RQ1)

Many recent works [1, 6, 13, 26, 34, 35, 50] proposed to model explicit feature crosses that couldn’t be learned efficiently from traditional neural networks. However, most works only studied public datasets with unknown cross patterns and noisy data; few work has studied in a clean setting with known ground-truth models. Hence, it’s important to understand: 1) in which cases would traditional neural nets become inefficient; 2) the role of each component in the cross network of DCN-V2.

We use the cross network in DCN models to represent those feature cross methods and compare with ReLUs, which are commonly used in industrial recommenders systems. To simplify experiments and ease understanding, we assume each feature $x_i$ is of dimension one, and monomial $x_1^{\alpha_1}x_2^{\alpha_2} \cdots x_d^{\alpha_d}$ represents a $|\alpha|$-order interaction between features.

**Performance with increasing difficulty.** Consider only 2nd-order feature crosses and let the ground-truth model be $f(x) = \sum_{|\alpha|=2} w_\alpha x_1^{\alpha_1}x_2^{\alpha_2} \cdots x_d^{\alpha_d}$. Then, the difficulty of learning $f(x)$ depends on: 1) sparsity ($w_\alpha = 0$), the number of crosses, and 2) similarity of the cross patterns (characterized by $\text{Var}(w_\alpha)$), meaning a change in one feature would simultaneously affect most feature crosses by similar amount. We create synthetic datasets with increasing difficulty in Eq. (6).

$$
\begin{align*}
 f_1(x) &= x_1^2 + x_1x_2 + x_2x_3 + x_4x_1 \\
 f_2(x) &= x_1^2 + 0.1x_1x_2 + x_2x_3 + 0.1x_3^2 \\
 f_3(x) &= \sum_{(i,j) \in S} w_{ij}x_ix_j, \quad x \in \mathbb{R}^{100}, |S| = 100
\end{align*}
$$

where set $S$ and weights $w_{ij}$ are randomly assigned, and $x_i$’s are uniformly sampled from interval $[-1, 1]$.

Table 1 reports mean RMSE out of 5 runs and the model size. When the cross patterns are simple ($f_1$), both DCN-V2 and DCN are efficient. When the patterns become more complicated ($f_3$), DCN-V2 remains accurate while DCN degrades. DNN’s performance remains poor even with a wider and deeper structure (layer sizes [200, 200] for $f_1$ and $f_2$, [1024, 512, 256] for $f_3$). This suggests the inefficiency of DNN in modeling monomial patterns.

**Role of each component.** We also conducted ablation studies on homogeneous polynomials of order 3 and 4, respectively. For each order, we randomly selected 20 cross terms from $x \in \mathbb{R}^{50}$.

Figure 4 shows the change in mean RMSE with layer depth. Clearly, $X_0 \odot (W \times X_0)$ models order-$d$ crosses at layer $d$-1, which is verified by that the best performance for order-3 polynomial is achieved at layer 2 (similar for order-4). At other layers, however, the performance significantly degrades. This is where the bias and residual terms are helpful — they create and maintain all the crosses up to the highest order. This reduces the performance gap between layers, and stabilizes the model when redundant crosses are introduced. This is particularly important for real-world applications with unknown cross patterns.

Fig. 4 also reveals the limited expressiveness of DCN in modeling complicated cross patterns.

**Performance with increasing layer depth.** We now study scenarios closer to real-world settings, where the cross terms are of a combined order:

$$
\begin{align*}
 f(x) &= x^T w + \sum_{\alpha \in S} w_\alpha x_1^{\alpha_1}x_2^{\alpha_2} \cdots x_d^{\alpha_d} + 0.1 \sin(2\pi x_1 + 0.1) + 0.01 \epsilon
\end{align*}
$$

where the randomly chosen set $S = S_1 \cup S_2 \cup S_3$, $|S_1| = 20$, $|S_2| = 10$, $|S_3| = 5$, and $V \alpha \in S_1, |\alpha| = 1$; sine introduces perturbations and $\epsilon$ represents Gaussian noises.

Table 2 reports the mean RMSE out of 5 runs. With the increase of layer depth, CN-M was able to capture higher-order feature crosses in the data, resulting in improved performance. Thanks to the bias and residual terms, the performance didn’t degrade beyond layer 3, where redundant feature interactions were introduced.

To summarize, ReLUs are inefficient in capturing explicit feature crosses (multiplicative relations) even with a deeper and larger network. This is well aligned with previous studies [1]. The accuracy considerably degrades when the cross patterns become more complicated. DCN accurately captures simple cross patterns but fails at more complicated ones. DCN-V2, on the other hand, remains accurate and efficient for complicated cross patterns.

7 EXPERIMENTAL RESULTS (RQ2 - RQ5)

This section empirically verifies the effectiveness of DCN-V2 in feature interaction learning across 3 datasets and 2 platforms, compared with SOTA. In light of recent concerns about poor reproducibility of published results [8, 33, 38], we conducted a fair and comprehensive experimental study with extensive hyper-parameter search to properly tune all the baselines and proposed approaches. In addition, for each optimal setup, we train 5 models with different random initialization, and report the mean and standard deviation.
Section 7.2 studies the performance of the feature-cross learning components (RQ2) between baselines without integrating with DNN ReLU layers (similar to [26, 46]); only sparse features are considered for a clean comparison. Section 7.3 compares DCN-V2 with all the baselines comprehensively (RQ3). Section 7.5 evaluates the influence of hyper-parameters on the performance of DCN-V2 (RQ4). Section 7.6 focuses on model understanding (RQ5) of whether we are indeed discovering meaningful feature crosses with DCN-V2.

7.1 Experiment Setup
This section describes the experiment setup, including training datasets, baseline approaches, and details of the hyper-parameter search and training process.

7.1.1 Datasets. Table 3 lists the statistics of each dataset:

| Data            | # Examples | # Features | Vocab Size |
|-----------------|------------|------------|------------|
| Criteo          | 45M        | 39         | 2.3M       |
| MovieLen-1M     | 740k       | 7          | 3.5k       |
| Production      | > 100B     | NA         | NA         |

Criteo3. The most popular click-through-rate (CTR) prediction benchmark dataset contains user logs over a period of 7 days. We follow [46, 50] and use first 6 days for training, and randomly split the last day’s data into validation and test set equally. We log-normalize (log(x + 4) for feature-2 and log(x + 1) for others) the 13 continuous features and embed the remaining 26 categorical features.

MovieLen-1M4. The most popular dataset for recommendation systems research. Each training example includes a (user-features, movie-features, rating) triplet. Similar to AutoInt [46], we formalize the task as a regression problem. All the ratings for 1s and 2s are normalized to be 0s; 4s and 5s to be 1s; and rating 3s are removed. 6 non-multivalent categorical features are used and embedded. The data is randomly split into 80% for training, 10% for validation and 10% for testing.

7.1.2 Baselines. We compare our proposed approaches with 6 SOTA feature interaction learning algorithms. A brief comparison between the approaches is highlighted in Table 4.

7.1.3 Implementation Details. All the baselines and our approaches are implemented in Tensorflow v1. For a fair comparison, all the implementations were identical across all the models except for the feature interaction component 5.

Embeddings. All the baselines require each feature’s embedding size to be the same except for DNN and DCN. Hence, we fixed it to be Avg\(\frac{\text{Vocab Size} \times 6}{\text{Cardinality}^\dagger}\) (39 for Criteo and 30 for MovieLen-1M) for all the models6.

Table 3: Datasets.

| Model       | Explicit Interactions \(f_e\) | Final Objective |
|-------------|-------------------------------|-----------------|
| Order       | (Simplified) Key Formula      |                 |
| PNN [35]    | \(x_0 = [v_i \odot v_j | v_i, j]\) (IPNN) | \(f_i \circ f_e\) |
| DeepFM [13] | \(x_0 = [\text{vec}(v_i) \otimes v_j | v_i, j]\) (OPNN) | \(f_i + f_e\) |
| DLRM [34]   | \(x_0 = [v_i \odot v_j | v_i, j]\) | \(f_i \circ f_e\) |
| DCN [50]    | \(x_{i+1} = x_0 \otimes W_i \odot W_i\) | \(f_i + f_e\) |
| xDeepFM [26]| \(v_i \delta = \sum_j W_{ij} v_j^k (v_j^{k+1} \odot v_j)\) | \(f_i + f_e\) |
| Autoint [46]| NA                           | \(f_i \circ f_e\) |
| DCN-V2 (ours) | \(x_i = x_0 \odot (W_i x_i)\) | \(f_i + f_e\) |

Optimization. We used Adam [22] with a batch size of 512 (128 for MovieLen). The kernels were initialized with He Normal [15], and biases to 0; the gradient clipping norm was 10; an exponential moving average with decay 0.9999 to trained parameters was applied.

Reproducibility and fair comparisons: hyper-parameters tuning and results reporting. For all the baselines, we conducted a coarse-level (larger-range) grid search over the hyper-parameters, followed by a finer-level (smaller-range) search. To ensure reproducibility and mitigate model variance, for each approach and dataset, we report the mean and stddev out of 5 independent runs for the best configuration. We describe detailed settings below for Criteo; and follow a similar process for MovieLen with different ranges.

We first describe the hyper-parameters shared across the baselines. The learning rate was tuned from \(10^{-4}\) to \(10^{-1}\) on a log scale and then narrowed down to \(10^{-4}\) to \(5 \times 10^{-4}\) on a linear scale. The training steps were searched over \([150k, 160k, 200k, 250k, 300k]\). The number of hidden layers ranged in \([1, 2, 3, 4]\) with their layer sizes. The most popular dataset for recommendation systems research. Each training example includes a (user-features, movie-features, rating) triplet. Similar to AutoInt [46], we formalize the task as a regression problem. All the ratings for 1s and 2s are normalized to be 0s; 4s and 5s to be 1s; and rating 3s are removed. 6 non-multivalent categorical features are used and embedded. The data is randomly split into 80% for training, 10% for validation and 10% for testing.
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7.1.3 Implementation Details. All the baselines and our approaches are implemented in Tensorflow v1. For a fair comparison, all the implementations were identical across all the models except for the feature interaction component 5.

Embeddings. All the baselines require each feature’s embedding size to be the same except for DNN and DCN. Hence, we fixed it to be Avg\(\frac{\text{Vocab Size} \times 6}{\text{Cardinality}^\dagger}\) (39 for Criteo and 30 for MovieLen-1M) for all the models6.

1http://labs.criteo.com/2014/02/kaggle-display-advertising-challenge-dataset
2https://grouplens.org/datasets/movielens
3We adopted implementation from https://github.com/Leavingseason/xDeepFM, https://github.com/facebookresearch/dlrm and https://github.com/shenweichen/DeepCTR
4This formula is a rule-of-thumb number that is widely used [50], also see https://developers.googleblog.com/2017/11/introducing-tensorflow-feature-columns.html
5We adopted implementation from https://github.com/Leavingseason/xDeepFM, https://github.com/facebookresearch/dlrm and https://github.com/shenweichen/DeepCTR
6This formula is a rule-of-thumb number that is widely used [50], also see https://developers.googleblog.com/2017/11/introducing-tensorflow-feature-columns.html
7.2 Performance of Feature Interaction Component Alone (RQ2)

We consider the feature interaction component alone of each model without their DNN component. Moreover, we only consider the categorical features, as the dense features were processed differently among baselines. Table 5 shows the results on Criteo dataset. Each baseline was tuned similarly as in Section 7.1.3. There are two major observations. 1). Higher-order methods demonstrate a superior performance over 2nd-order methods. This suggests high-order crosses are meaningful in this dataset. 2). Among the high-order methods, cross network achieved the best performance and was on-par or slightly better compared to DNN.

Table 5: LogLoss (test) of feature interaction component of each model (no DNN). Only categorical features were used. In the ‘Setting’ column, l stands for number of layers.

| Model         | LogLoss | Best Setting                  |
|---------------|---------|--------------------------------|
| 2nd           |         |                                |
| PNN [35]      | 0.4715 ± 4.430e-04 | OPNN, kernel=matrix           |
| FM            | 0.4736 ± 3.04E-04  | –                              |
| >2            |         |                                |
| CIN [26]      | 0.4719 ± 9.41E-04 | l=3, cinLayerSize=100         |
| AutoInt [46]  | 0.4711 ± 1.62E-04 | l=2, head=3, attEmbed=40      |
| DNN           | 0.4704 ± 1.57E-04 | l=2, size=1024                |
| CrossNet      | 0.4702 ± 3.80E-04 | l=2                           |
| CrossNet-Mix  | 0.4694 ± 4.35E-04 | l=5, expert=4, gate= \frac{1}{\text{exp}}  |

7.3 Performance of Baselines (RQ3)

This section compares the performance between DCN-V2 approaches and the baselines in an end-to-end fashion. Note that the best setting reported for each model was searched over a wide-ranged model capacity and hyper-parameter space including the baselines. And if two settings performed on-par, we report the lower-cost one. Table 6 shows the best LogLoss and AUC (Area Under the ROC Curve) on testset for Criteo and MovieLen. For Criteo, a 0.001-level improvement is considered significant (see [13, 46, 50]). We see that DCN-V2 consistently outperformed the baselines (including DNN) and achieved a healthy quality/cost trade-off. It’s also worth mentioning that the baselines’ performances reported in Table 6 were improved over the numbers reported by previous papers (see Table 9 in Appendix); however, when integrated with DNN, their performance gaps are closing up (compared to Table 5) with their performances on-par and sometimes worse than the ReLU-based DNN with fine-granular model tuning.

**Best Settings.** The optimal hyper-parameters are in Table 6. For DCN-V2 models, both the ‘stacked’ and ‘parallel’ structures outperformed all the baselines, while ‘stacked’ worked better on Criteo and ‘parallel’ worked better on Movielens-1M. On Criteo, the setting was gate as constant, hard_tanh activation for DCN-Mix; gate as softmax and identity activation for CrossNet. The best training steps was 150k for all the baselines; learning rate varies for all the models.

**Model Quality — Comparisons among baselines.** When integrating the feature cross learning component with a DNN, the advantage of higher-order methods is less pronounced, and the performance gap among all the models are closing up on Criteo (compared to Table 5). This suggests the importance of implicit feature interactions and the power of a well-tuned DNN model.

For 2nd-order methods, DLRM performed inferiorly to DeepFM although they are both derived from FM. This might be due to DLRM’s omission of the 1st-order sparse features after the dot-product layer. PNN models 2nd-order crosses more expressively and delivered better performance on MovieLen-1M; however on Criteo, its mean LogLoss was driven up by its high standard deviation. For higher-order methods, xDeepFM, AutoInt and DCN behaved similarly on Criteo, while on MovieLens xDeepFm showed a high variance.

DCN-V2 achieved the best performance (0.001 considered to be significant on Criteo [26, 46, 50]) by explicitly modeling up to 3rd-order crosses beyond those implicit ones from DNN. DCN-Mix, the mixture of low-rank DCN, efficiently utilized the memory and reduced the cost by 30% while maintaining the accuracy. Interestingly, CrossNet alone outperformed DNN on both datasets; we defer more discussions to Section 7.4.

**Model Quality — Comparisons with DNN.** DNNs are universal approximators and are tough-to-beat baselines when highly-optimized. Hence, we finely tuned DNN along with all the baselines, and used a larger layer size than those used in literature (e.g., 200 - 400 in [26, 46]). To our surprise, DNN performed neck to neck with most baselines and even outperformed certain models.

Our hypothesis is that those explicit feature crosses from baselines were not modeled in an expressive and easy-to-optimize manner. The former makes its performance easy to be matched by a DNN with large capacity. The latter would easily lead to trainability issues, making the model unstable, hard to identify a good local optima or to generalize. Hence, when integrated with DNN, the overall performance is dominated by the DNN component. This becomes especially true with a large-capacity DNN, which could already approximate some simple cross patterns.

In terms of expressiveness, consider the 2nd-order methods. PNN models crosses more expressively than DeepFM and DLRM, which resulted in its superior performance on MovieLen-1M. This also explains the inferior performance of DCN compared to DCN-V2.

In terms of trainability, certain models might be inherently more difficult to train and resulted in unsatisfying performance. Consider PNN. On MovieLen-1M, it outperformed DNN, suggesting the effectiveness of those 2nd-order crosses. On Criteo, however, PNN’s advantage has diminished and the averaged performance was on-par with DNN. This was caused by the instability of PNN. Although its best run was better than DNN, its high stddev from multiple trials has driven up the mean loss. xDeepFM also suffers from trainability issue (see its high stddev on MovieLens). In xDeepFm, each feature map encodes all the pair-wise crosses while only relies on a single variable to learn the importance of each cross. In practice, a single variable is difficult to be learned when jointly trained with magnitudes more parameters. Then, an improperly learned variable would lead to noises.

DCN-V2, on the other hand, consistently outperforms DNN. It successfully leveraged both the explicit and implicit feature interactions. We attribute this to the balanced number of parameters between the cross network and the deep network (expressive), as well as the simple structure of cross net which eased the optimization (easy-to-optimize). It’s worth noting that the high-level
structure of DCN-V2 shares a similar spirit of the self-attention mechanism adopted in AutoInt, where each feature embedding attends to a weighted combination of other features. The difference is that during the attention, higher-order interactions were modeled explicitly in DCN-V2 but implicitly in AutoInt.

**Model Efficiency.** Table 6 also provides details for model size and FLOPS. The reported setting was properly tuned over the hyper-parameters of each model and the DNN component. For most models, the FLOPS is roughly 2x of the #params; for xDeepFM, however, the FLOPS is one magnitude higher, making it impractical in industrial-scale applications (also observed in [46]). Note that for DeepFM and DLRM, we’ve also searched over larger-capacity models; however, they didn’t deliver better quality. Among all the methods, DCN-V2 delivers the best performance while remaining relatively efficient; DCN-Mix further reduced the cost, achieving a better trade-off between model efficiency and quality.

### 7.4 Can Cross Layers Replace ReLU layers?

The solid performance of DCN-V2 approaches has inspired us to further study the efficiency of their cross layers (CrossNet) in learning explicit high-order feature crosses.

In a realistic setting with resource constraints, we often have to limit model capacity. Hence, we fixed the model capacity (memory / # of parameters) at different levels, and compared the performance between a model with only cross layers (Cross Net), and a ReLU based DNN. Table 7 reports the best test LogLoss for different memory constraints. The memory was controlled by varying the number of cross layers and its rank (\((128, 256)\), the number of hidden layers and their sizes. The best performance was achieved by the cross network (5-layer), suggesting the ground-truth model could be well-approximated by polynomials. Moreover, the best performance per memory limit was also achieved by the cross network, indicating both solid effectiveness and efficiency.

It is well known that ReLU layers are the backbone for various Neural Nets models including DNN, Recurrent Neural Net (RNN) [18, 32, 40] and Convolutional Neural Net (CNN) [23, 24, 42]. It is quite surprising and encouraging to us that we may potentially replace ReLU layers by Cross Layers entirely for certain applications. Obviously we need significant more analysis and experiments to verify the hypothesis. Nonetheless, this is a very interesting preliminary study and sheds light for our future explorations on cross layers.

### 7.5 How the Choice of Hyper-parameters Affect DCN-V2 Model Performance (RQ4)

This section examines the model performance as a function of hyper-parameters that include 1) depth of cross layers; 2) matrix rank of DCN-Mix; 3) number of experts in DCN-Mix.

**Depth of Cross Layers.** By design, the highest feature cross order captured by the cross net increases with layer depth. Hence, we constrain ourselves to the full-rank cross layers, and evaluate the performance change with layer depth.

Figure 6a shows the test LogLoss and AUC while increasing layer depth on the Criteo dataset. We see a steady quality improvement with a deeper cross network, indicating that it’s able to capture more meaningful crosses. The rate of improvement, however, slowed down when more layers were used. This suggests the contribution from that of higher-order crosses is less significant than those from lower-order crosses. We also used a same-sized DNN as a reference. When there were \(\leq 2\) layers, DNN outperformed the cross network; when more layers became available, the cross network started to close the performance gap and even outperformed DNN. In the small-layer regime, the cross network could only approximate very low-order crosses (e.g., \(1 \sim 2\)); in the large-layer regime, those low-order crosses were characterized with more parameters, and those high-order interactions were started to be captured.

**Number of Experts.** We study how the number of low-rank experts affects the quality. We’ve observed that 1) best-performed setting (#expert, gate, matrix activation type) was subjective to datasets and model architectures; 2) the best-performed model of

---

1 FLOPS is a close estimation of run time, which is subjective to implementation details.
Table 6: LogLoss and AUC (test) on Criteo and Movielens-1M. The metrics were averaged over 5 independent runs with their stdev in the parenthesis. In the ‘Best Setting’ column, the left reports DNN setting and the right reports model-specific setting. $l$ denotes layer depth; $n$ denotes CIN layer size; $h$ and $e$, respectively, denotes #heads and att-embed-size; $K$ denotes #experts and $r$ denotes total rank.

| Baseline  | Logloss | AUC  | Criteo | MovieLens-1M |
|-----------|---------|------|--------|--------------|
| PNN       | 0.4421  | 0.8099 | 3.1M   | 0.3182       |
| DeepFm    | 0.4420  | 0.8099 | 1.4M   | 0.3202       |
| DLRM      | 0.4427  | 0.8092 | 1.1M   | 0.3245       |
| xDeepFm   | 0.4421  | 0.8099 | 3.7M   | 0.3251       |
| AutoInt+  | 0.4420  | 0.8099 | 4.2M   | 0.3204       |
| DCN       | 0.4420  | 0.8099 | 2.1M   | 0.3197       |
| DNN       | 0.4421  | 0.8099 | 6.3M   | 0.3201       |

Table 7: LogLoss and AUC (test) with a fixed memory budget.

| #Params | LogLoss | AUC  |
|---------|---------|------|
| CrossNet | 0.4424 | 0.8096 |
| DNN     | 0.4427 | 0.8091 |

7.6 Model Understanding (RQ5)

One key research question is whether the proposed approaches are indeed learning meaningful feature crosses. A good understanding about the learned feature crosses helps improve model understandability, and is especially crucial to fields like ML fairness and ML for health. Fortunately, the weight matrix $W$ in DCN-V2 exactly reveals what feature crosses the model has learned to be important. Specifically, we assume that each input $x = [x_1; x_2; \ldots; x_k]$ contains $k$ features with each represented by an embedding $x_i$. Then, the block-wise view of the feature crossing component (ignoring the bias) in Eq. (7) shows that the importance of feature interaction between $i$-th and $j$-th feature is characterized by the $(i, j)$-th block $W_{ij}$.

$$x \odot Wx = \begin{bmatrix} x_1 \\ x_2 \\ \vdots \\ x_k \end{bmatrix} \odot \begin{bmatrix} W_{1,1} & W_{1,2} & \cdots & W_{1,k} \\ W_{2,1} & W_{2,2} & \cdots & W_{2,k} \\ \vdots & \vdots & \ddots & \vdots \\ W_{k,1} & W_{k,2} & \cdots & W_{k,k} \end{bmatrix} \begin{bmatrix} x_1 \\ x_2 \\ \vdots \\ x_k \end{bmatrix}$$  \hspace{1cm} (7)

8 PRODUCTIONIZING DCN-V2 AT GOOGLE

This section provides a case study to share our experience productionizing DCN-V2 in a large-scale recommender system in Google. We’ve achieved significant gains through DCN-V2 in both offline model accuracy, and online key business metrics.

The Ranking Problem: Given a user and a large set of candidates, our problem is to return the top-$k$ items the user is most likely to engage with. Let’s denote the training data to be $\{(x_i, y_i)\}_{i=1}^N$, where $x_i$’s represents features of multiple modalities, such as user’s interests, an item’s metadata and contextual features; $y_i$’s are labels representing a user’s action (e.g., a click). The goal is to learn...
a function $f : \mathbb{R}^d \rightarrow \mathbb{R}$ that predicts the probability $P(y|x)$, the user’s action $y$ given features $x$.

**Production Data and Model:** The production data are sampled user logs consisting of hundreds of billions of training examples. The vocabulary sizes of sparse features vary from 2 to millions. The baseline model is a fully-connected multi-layer perceptron (MLP) with ReLU activations.

**Comparisons with Production Models:** When compared with production model, DCN-V2 yielded 0.6% AUCLoss (1 - AUC) improvement. For this particular model, a gain of 0.1% on AUCLoss is considered a significant improvement. We also observed significant online performance gains on key metrics. Table 8 further verifies the amount of gain from DCN-V2 by replacing cross layers with same-sized ReLU layers.

**Practical Learnings.** We share some practical lessons we have learned through productionizing DCN-V2.

- It’s better to insert the cross layers in between the input and the hidden layers of DNN (also observed in [44]).
- Our hypothesis is that the physical meaning of feature representations and their interactions becomes weaker as it goes farther away from the input layer.
- We saw consistent accuracy gains by stacking or concatenating 1 - 2 cross layers. Beyond 2 cross layers, the gains start to plateau.
- We observed that both stacking cross layers and concatenating cross layers work well. Stacking layers learns higher-order feature interactions, while concatenating layers (similar to multi-head mechanism [48]) captures complimentary interactions.
- We observed that using low-rank DCN with rank (input size)/4 consistently preserved the accuracy of a full-rank DCN-V2.

### Table 8: Relative AUCLoss of DCN-V2 v.s. same-sized ReLUs

| 1layer ReLU | 2layer ReLU | 1layer DCN-V2 | 2layer DCN-V2 |
|-------------|-------------|---------------|---------------|
| 0%          | -0.15%      | -0.19%        | -0.45%        |

### 9 CONCLUSIONS AND FUTURE WORK

In this paper, we propose a new model—DCN-V2—to model explicit crosses in an expressive yet simple manner. Observing the low-rank nature of the weight matrix in the cross network, we also propose a mixture of low-rank DCN (DCN-Mix) to achieve a healthier trade-off between model performance and latency. DCN-V2 has been successfully deployed in multiple web-scale learning to rank systems with significant offline model accuracy and online business metric gains. Our experimental results also have demonstrated DCN-V2’s effectiveness over SOTA methods.

For future work, we are interested in advancing our understanding of 1). the interactions between DCN-V2 and optimization algorithms such as second-order methods; 2). the relation between embedding, DCN-V2 and its rank of matrix. Further, we would like to improve the gating mechanism in DCN-Mix. Moreover, observing that cross layers in DCN-V2 may serve as potential alternatives to ReLU layers in DNNs, we are very interested to verify this observation across more complex model architectures (e.g., RNN, CNN).
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10 BASELINE PERFORMANCE REPORTED IN PAPERS

Tab. 9 lists the quoted Logloss and AUC metrics reported in papers for each baseline.

11 THEOREM PROOFS

11.1 Proofs for Theorem 4.2

Proof. We start with notations; then prove by induction.

Notations. Let $[k] := \{1, \ldots, k\}$. Let's denote the embedding as $x = [x_1; x_2; \ldots; x_l]$, the output from the $i$-th cross layer to be $x_i^j = [x_{i,1}^j; x_{i,2}^j; \ldots; x_{i,l}^j]$ where $x_i^j \in \mathbb{R}^{c_i}$ and $e_i$ is the embedding size for the $i$-th feature. To simplify the notations, let's also define the feature interaction between features in an ordered set $I$ (e.g., $(i_1, i_2, i_3)$) with weights characterized by an ordered set $J$ as

$$g(I, J; x, W) = x_i \odot \left(W_{ij}^{k} \odot x_j \odot \ldots \odot \left(W_{ik}^{k} \odot x_k \right)\right)$$

(8)

where weights $W_{ij}^{k}$ represent the $(i_a, i_b)$-th block in weight $W^k$ at the $j$-th cross layer, and it serves as two purposes: align the dimensions between features and increase the impressiveness of the feature cross representations. Note that given the order of $x_i$'s, the subscripts of matrix $W$'s are uniquely determined.

Proposition. We first proof by induction that $x_i^j$ has the following formula:

$$x_i^j = \sum_{p=1}^{l+1} \sum_{I \in S_p^I} \sum_{j \in C_p^I} g(I, J; x, W) + x_i$$

(9)

where $S_p^I$ is a set which represents all the combinations of choosing $p$ elements from $[c]$ with replacement, and with first element fixed to be $I_1: S_p^I = \{ y \in [c]^p \mid y_1 = i \}, \forall i \in S_p, I = (i_1, \ldots, i_p)$; and $C_p^I$ is a set that represents choosing a combination of $p - 1$ indices out of integers $[l]$ at a time: $C_p^I := \{ y \in [l]^{p-1} \mid \forall i < j, y_i > y_j \}$.

Base case. When $l = 1$, $x_i^1 = \sum_{j} W_{ij}^{k} x_j + x_i$.

Induction step. Let's assume that when $l = k$,

$$x_i^k = \sum_{p=2}^{k+1} \sum_{I \in S_p^I} \sum_{j \in C_p^I} g(I, J; x, W) + x_i$$

Then, for $l = k + 1$ we have

$$x_i^{k+1} = x_i \odot \sum_{q=1}^{c} W_{iq}^{k+1} x_q + x_i^{k}$$

$$= x_i \odot \sum_{q=1}^{c} \sum_{p=2}^{k+1} \sum_{I \in S_p^I} \sum_{j \in C_p^I} g(I, J; x, W) + x_q$$

$$+ \sum_{p=2}^{k+1} \sum_{I \in S_p^I} \sum_{j \in C_p^I} g(I, J; x, W) + x_i$$

$$= \sum_{q=1}^{c} \sum_{p=2}^{k+1} \sum_{I \in S_p^I} \sum_{j \in C_p^I} x_i \odot \left(W_{iq}^{k+1} g(I, J; x, W) + x_q\right)$$

$$+ \sum_{p=2}^{k+1} \sum_{I \in S_p^I} \sum_{j \in C_p^I} g(I, J; x, W) + x_i$$

$$= \sum_{q=1}^{c} \sum_{p=2}^{k+1} \sum_{I \in S_p^I} \sum_{j \in C_p^I} \left(x_i \odot \left(W_{iq}^{k+1} g(I, J; x, W) + x_q\right)\right)$$

$$+ \sum_{p=2}^{k+1} \sum_{I \in S_p^I} \sum_{j \in C_p^I} g(I, J; x, W) + x_i$$

$$= \sum_{q=1}^{c} \sum_{p=2}^{k+1} \sum_{I \in S_p^I} \sum_{j \in C_p^I} g(I, J; x, W) + x_i$$

**Conclusion.** Since both the base case and the induction step hold, we conclude that $\forall l \geq 1$, Eq (9) holds. This completes the proof.

In such case, the $l$-th cross layer contains all the feature interactions (feature-wise) of order up to $l+1$. The interactions between different feature set is parameterized differently, specifically, the interactions between features in set $I$ (feature's can be repeated) of order $p$ is

$$\sum_{i \in I} \sum_{j \in C_p^I} \left\{g(i,j; x, W) = x_i \odot \left(W_{ij}^{k} x_j \odot \ldots \odot \left(W_{ik}^{k} x_k \right)\right)\right\}$$

where $I'$ contains all the permutations of elements in $I$.

11.2 Proofs for Theorem 4.1

Proof. Instead of treating each feature embedding as a unit, we treat each element $x_i$ in input embedding $x = [x_1; x_2; \ldots; x_l]$ as a unit. This is a special case of Theorem 4.2 where all the feature
Table 9: Baseline performance reported in papers. The metrics (Logloss, AUC) are quoted from papers. Each row represents a baseline, each column represents the paper where the metrics are being reported. The best metric for each baseline is marked in bold.

| Model       | DeepFM[13] (2017) | DCN[50] (2017) | xDeepFM[26] (2018) | DLRM[34] (2019) | AutoInt[46] (2019) | DCN-V2 (ours) |
|-------------|------------------|----------------|-------------------|-----------------|-------------------|----------------|
| DeepFM      | (0.45083, 0.8007)| -              | (0.4468, 0.8025)  | -               | (0.4449, 0.8066)  | (0.4420, 0.8099) |
| DCN         | -                | (0.4419, -)    | (0.4467, 0.8026)  | (, ~ 0.789)     | (0.4447, 0.8067)  | (0.4420, 0.8099) |
| xDeepFM     | -                | -              | (0.4418, 0.8052)  | -               | (0.4447, 0.8070)  | (0.4421, 0.8099) |
| DLRM        | -                | -              | -                 | (, ~ 0.790)     | -                 | (0.4427, 0.8092) |
| AutoInt     | -                | -              | -                 | -               | -                 | (0.4434, 0.8083) |
| DCN-V2      | -                | (0.4428, -)    | (0.4491, 0.7993)  | -               | -                 | (0.4406, 0.8115) |
| DNN         | -                | (0.4442, -)    | -                 | -               | -                 | (0.4421, 0.8098) |

embedding sizes are 1. In such case, all the computations are interchangeable. Hence, we adopt the notations and also the result of Equation 9, that is, the \( x^l \)-th element in the \( l \)-th layer of cross network \( x^l \) has the following formula:

\[
x^l_i = \sum_{p=1}^{l+1} \sum_{j \in S^p} \sum_{J \in \mathcal{C}^l_p} g(I,j; x, W) + x_i
\]

To ease the proof and simplify the final formula, we assume the final logit for a \( l \)-layer cross network is \( 1^T x^l \), then

\[
1^T x^l = \sum_{i=1}^{l+1} \sum_{p=2}^l \sum_{J \in \mathcal{C}^l_p} \sum_{x_1, x_2, \ldots, x_{i+1}} g(I,j; x, W) + x_i
\]

\[
= \sum_{p=2}^l \sum_{J \in \mathcal{C}^l_p} \sum_{x_1, x_2, \ldots, x_{i+1}} \prod_{k=1}^{\alpha_{i+1}} w^{(j_k)}_{i_k, x_{k+1}} x_1^a_1 x_2^a_2 \ldots x_d^a_d + \sum_{i=1}^d x_i
\]

\[
= \sum_{\alpha \in P} \sum_{J \in \mathcal{C}^l_p} \sum_{x_1, x_2, \ldots, x_{i+1}} \prod_{k=1}^{\alpha_{i+1}} w^{(j_k)}_{i_k, x_{k+1}} x_1^a_1 x_2^a_2 \ldots x_d^a_d + \sum_{i=1}^d x_i
\]

where \( P_\alpha \) is the set of all the permutations of \( (1 \cdots 1 \cdots d \cdots d) \), \( \alpha_1 \) times \( \alpha_d \) times

\( C_l^{(|\alpha|-1)} \) is a set that represents choosing a combination of \( |\alpha| - 1 \) indices out of integers \( \{1, \ldots, l\} \) at a time, specifically,

\( C_l^{(|\alpha|-1)} = \{ y \in [l]^{(|\alpha|-1)} \mid (y_i \neq y_j) \land (y_i > y_j \lor y_i < y_j) \land \} \).

The second equality combined the first and the third summations into a single one summing over a new set \( S^l_p := [c]^p \). The third equality re-represented the cross terms (monomials) using multi-index \( \alpha \), and modified the index for weights \( w \)'s accordingly. The last equality combined the first two summations. Thus the proof.

\( \square \)