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Abstract

We define the problem of learning a transducer \( \mathcal{S} \) from a target language \( U \) containing possibly conflicting transducers, using membership queries and conjecture queries. The requirement is that the language of \( \mathcal{S} \) be a subset of \( U \). We argue that this is a natural question in many situations in hardware and software verification. We devise a learning algorithm for this problem and show that its time and query complexity is polynomial with respect to the rank of the target language, its incompatibility measure, and the maximal length of a given counterexample. We report on experiments conducted with a prototype implementation.

1 Introduction

Constructing reliable systems is a main requirement and a major challenge in safety critical systems such as autonomous vehicles, medical devices and banking systems. Formal verification methods can be used to find bugs or increase assurance that the system satisfies its requirements. A leading alternative approach is to automatically synthesize a correct-by-construction system from a given formal specification of its requirements. This line of research, termed system/program synthesis [18, 24], assumes the existence of a perfect specification that fully characterizes the set of correct behaviors. Such a specification is often as hard to write as the system itself [13, 19]. Other criticisms over the setting assumed by system synthesis are that it considers the case where the system is designed from scratch rather than from a previous version, or by using library components [14].

For this reason, the synthesis problem, is now taking relaxed forms, which assume a specification scale which on one end has complete rigorous specifications such as temporal logics, somewhere in the middle it has partial implementations and/or partial specifications, and on the other far end it has merely examples [12, 20, 8, 2, 21]. The line of research in this end is often termed example-driven programming.

There are various ways to define the problem of synthesizing systems from examples. Many such examples can be found in the surveys by [27, 11]. Most extend the \( L^* \) algorithm of [3] that learns regular languages using membership queries and equivalence queries to learning different types of automata, e.g. multiplicity automata [7], Mealy machines [22, 26], I/O-Automata [1], weighted automata [6], symbolic automata [15, 9] and more.

We are interested in reactive systems, systems that interacts with their environment on an ongoing basis. In formal verification such systems are modeled using languages of infinite words that represent the ongoing nature of the system. Learning of languages of infinite words, is also a well studied subject [10, 16, 5, 4].

In formal synthesis reactive systems are implemented by transducers. A transducer is a finite state machines where each transition is labeled by an input symbols (from a set \( \Sigma \)), and each state is labeled by an output (from a set \( \Gamma \)). If on reading input word \( \sigma_1 \sigma_2 \sigma_3 \ldots \) the transducer \( \mathcal{S} \) visits state \( q_1, q_2, q_3 \ldots \) and state \( q_i \) is labeled by \( \gamma_i \), then the prefixes of \( [\sigma_1] [\sigma_2] [\sigma_3] \ldots \) are in the language of \( \mathcal{S} \), denoted \([\mathcal{S}]_\ast\). The language of \( \mathcal{S} \) thus consists of words over \( \Sigma \times \Gamma \), but not any subset of \((\Sigma \times \Gamma)^\ast\) corresponds to a transducer. The language of a transducer is regular; exhaustive, meaning when projected on \( \Sigma \) it consists of all words in \( \Sigma^\ast \); and satisfies the property that every input word is matched with a single output word. The literature on learning transducers (or Mealy machines) assumed the target language adheres to these requirements.

The last requirement entails that the assumption is that the target language conforms to a single implementation. We challenge this assumption. Formally, we are interested in the following problem: devise a learning algorithm using membership queries and conjecture queries, that learns an unknown regular exhaustive language \( U \) over \( \Sigma \times \Gamma \), even if the examples may correspond to different implementations. The requirement is to output a transducer \( \mathcal{S} \) such that \([\mathcal{S} ]_\ast \subseteq \text{prefixes}(U)\).

We argue that this is a natural question in various settings. Verification of software and hardware systems usually assumes a model of the environment the system under verification interacts with. In cases where the environment can be any of a number of third-party black box systems, modeling the environment is a challenging task. For instance, this is the case with the Amazon Prime Video app, which should work on all mobile phones, televisions, laptops, and tablet devices. The verification team of Prime Video might collect executions from different platforms with only little ability to traceback the platform, version etc. and then attempt to build models of these platforms, in order to verify the app. Another scenario is a heterogeneous framework, consisting of software interacting with humans and with third-party robots [29]. In such cases we would like to obtain a transducer that encompasses as many
behaviors as possible of the black-box components of the environment.

The main challenge we face, compared to other literature on learning automata, is the fact that the target language is only assumed to contain the language of a desired transducer, but it may in fact consist of many other words, in particular words corresponding to different implementations.

To understand what we mean by conflicting implementations, consider for instance the specification “always if \( o \) holds, then \( o \) does not hold in the next cycle” (where \( o \) is an output signal). In this case the learner can get answers that correspond to outputting \( o \) on every even tick, as well as answers that correspond to outputting \( o \) at every odd tick, and trying to build a transducer that adheres to both would lead her astray.

In learning Mealy or Moore machines, the natural generalization of \( L^* \)'s membership query is a query that takes an input sequence \( v = \sigma_1\sigma_2\ldots\sigma_k \) and returns the output \( \gamma_k \) the transducer emits on reading \( v \). Incorporating this style of membership queries to our setting is problematic. Consider for instance, the case where \( \Sigma = \{ i \} \), \( \Gamma = \{ o, \overline{\sigma} \} \) and the specification says all sequences are allowed. On membership queries for input sequences in \( \iota^* \), the oracle could provide answers that are consistent with the following input-output trace

\[
\begin{align*}
\{ i \} \cdot \{ \overline{\sigma} \}^1 \cdot \{ i \} \cdot \{ \overline{\sigma} \}^2 \cdot \{ i \} \cdot \{ \overline{\sigma} \}^3 \cdot \{ i \} \cdot \{ \overline{\sigma} \}^4 \cdot \{ i \} \cdots
\end{align*}
\]

that satisfies the specification, but has no finite state machine realizing it.

Another obstacle can be illustrated by considering a specification such as “every request should eventually be granted”. On any sequence with a request followed by \( n \) cycles with no grant, the answer to the membership query should be “yes”. In other words, every finite sequence is allowed, though clearly not every infinite sequence is allowed. For this reason we focus on safety languages, that is, those for which every counterexample has a finite witnessing prefix. Working with safety languages also solves the issue, that in the scenarios where examples come from black-box implementations, there is no way to obtain an infinite behavior.

To cope with the fact that we may get answers for different implementations, we work with symbolic transducers (and in accordance symbolic conjecture queries and symbolic membership queries). A symbolic transducer is a state machine in which the transition between states corresponds to the input read, and each state is labeled by a set of outputs (that may be emitted on words leading to that state). As in other Angluin-style algorithms, we use a data structure termed an observation table, where we keep answers to the membership queries, and we try to distinguish states of the desired transducer. Since we may be dealing with several conflicting implementations, it may not be possible to keep the information in one table from which a transducer can be extracted. In such cases our algorithm splits into several tables, keeping track of different implementations (where one table can track several implementations, as long as they are compatible as we formally explain later). We analyze the complexity of the algorithm with respect to two measures we define on exhaustive languages, the rank and incompatibility measure. We show that the algorithm is polynomial in these measures (as well as the maximal length of a received counterexample).

**An illustrative example**  Consider the unknown language \( U \) consisting of behaviors that grant requests either in the step where the request was received or in the next step. The input variable is \( r \) (request), and the single output variable is \( g \) (grant). There exist an infinite number of concrete transducers realizing \( U \), as, for example, for any given \( k \), we can construct a transducer that grants in the same step for the first \( k \) steps and from the step \( k + 1 \) onwards it grants in the step after the request. However, the concrete transducers are not conflicting, that is, they can be represented by a single symbolic transducer, e.g. the transducer \( S_1 \) depicted in Fig. 1.

Consider now the language that, in addition to the previous description, disallows two subsequent grants. In this case, there exist two conflicting implementations realizing the language: one that grants in the current step, and another that grants in the next step (see Fig. 2). Because of the additional constraint, these implementations cannot coexist, i.e. cannot be modeled by the same symbolic transducer. In such cases, our algorithm outputs a symbolic transducer that represents some non-conflicting implementations.

**Outline**  We provide definitions and notations in Sec. 2, the learning algorithm in Sec. 3 and its correctness proof and complexity analysis in Sec. 4. Experimental results are given in Sec. 5, and we conclude with a discussion in Sec. 6. The reader is referred to the supplementary material for the full details of the illustrative examples, as well as a number of more complex examples. Due to the lack of space, some proofs are also moved to the supplementary material.

## 2 Definitions and Notations

We make use of the following notations and definitions. An alphabet \( \Sigma \) is a non-empty finite set of symbols. The set of all finite words over \( \Sigma \) is denoted \( \Sigma^* \), the set of all \( \omega \)-words (infinite words) over \( \Sigma \) is denoted \( \Sigma^\omega \), and the set of finite and infinite words is denoted \( \Sigma^\infty \). Words are indexed starting 1. That is,
The length of a finite word \( w = x_1 x_2 \ldots x_m \), denoted \(|w|\), is \( m \). Given \( w = x_1 x_2 \ldots \), the \( i \)-th letter of \( w \) is denoted \( w[i] \). The prefix of \( w \) ending at \( w[i] \) is denoted \( w[i..] \), the suffix of \( w \) starting at \( w[i] \) is denoted \( w[..i] \), and the infix of \( w \) starting at \( w[i] \) and ending in \( w[j] \) is denoted \( w[i..j] \). A finite word \( w \) is said to be a prefix of a finite/infinite word \( w' \), denoted \( w \preceq w' \), if there exists \( j < |w'| \) such that \( w = w'|..j| \). We use \( \text{prefixes}(L) \) for the set of prefixes of words in \( L \). Similarly, we use \( \text{suffixes}(L) \) for the set of suffixes of words in \( L \).

**Regular Trees**

A \( \Sigma \)-tree \( T \) is a non-empty prefix closed subset of \( \Sigma^* \). We think of \( \Sigma \) as the directions of the tree. We view \( \epsilon \) as the root of the tree, and for every \( \sigma \in \Sigma \) we view the word \( \sigma \epsilon \) as the child of \( \epsilon \) in direction \( \sigma \). A \( \Gamma \)-labeled \( \Sigma \)-tree \( T \) is a pair \( (T, \tau) \) such that \( T \) is a \( \Sigma \)-tree and \( \tau : T \to \Gamma \) maps every node of the tree \( T \) to a label in \( \Gamma \). A \( \Gamma \)-labeled \( \Sigma \)-tree \( (T, \tau) \) is said to be exhaustive if \( T \) is \( \Sigma \)-tree. Let \( \mathcal{T} = (\Sigma^*, \tau) \) be an exhaustive \( \Gamma \)-labeled \( \Sigma \)-tree. A word \( w \in \Sigma^* \) induces a sub-tree \( \mathcal{T}_w = (\Sigma^*, \tau_w) \), also an exhaustive \( \Gamma \)-labeled \( \Sigma \)-tree, where \( \tau_w(v) = \tau(wv) \) for every \( v \in \Sigma^* \). An exhaustive labeled tree \( T \) is said to be regular if it contains a finite number of non-isomorphic sub-trees.

**Realizable Bi-Languages, Contained Trees**

Let \( \Sigma \) and \( \Gamma \) be two alphabets. A word over \( \Sigma \times \Gamma \) is referred to as a bi-word. A language over \( \Sigma \times \Gamma \) is referred to as a bi-language. Let \( v = \sigma_1 \sigma_2 \sigma_3 \ldots \in \Sigma^\infty \), \( w = \gamma_1 \gamma_2 \gamma_3 \ldots \in \Gamma^\infty \) be two words of equal length. We use \( v \oplus w \) for the bi-word \( [\sigma_1 \gamma_1] [\sigma_2 \gamma_2] [\sigma_3 \gamma_3] \ldots \) over \( \Sigma \times \Gamma \). Given a bi-language \( L \), we use \( L(\Sigma) \) to denote the projection of \( L \) on \( \Sigma \), namely the set of words \( \{v \in \Sigma^\infty \mid \exists w \in \Gamma^\infty \text{ s.t. } v \oplus w \in L\} \). A bi-language \( L \subseteq (\Sigma \times \Gamma)^\infty \) is said to be \( \Sigma \)-exhaustive if \( L(\Sigma) = \Sigma^\infty \). Given \( v \in \Sigma^\infty \) we use \( L(v) \) for the set of words \( \{w \in \Gamma^\infty \mid v \oplus w \in L\} \).

Henceforth, when we discuss bi-languages we assume they are over \( \Sigma \times \Gamma \). Furthermore, we consider only exhaustive bi-languages. This is since we are interested in machines that provide answers to every possible sequence of inputs. Indeed, the language of a transducer (as formally defined in the sequel) is always exhaustive. We refer to exhaustive \( \Gamma \)-labeled \( \Sigma \)-trees as concrete trees, and to exhaustive \( \Sigma^2 \)-labeled \( \Sigma \)-trees as symbolic trees. Since the structure of an exhaustive tree is \( \Sigma \)-by definition, we omit it from the description \( T = (\Sigma^*, \tau) \), and identify \( T \) with \( \tau \).

Let \( L \) be a bi-language as above. We say that \( L \) contains a concrete tree \( \mathcal{T}_C \) if for every \( v \in \Sigma^\omega \), there exists \( w \in L(v) \) such that \( \mathcal{T}_C(v) = \omega[w][v] \) for every \( w \preceq v \). We use \( \text{concreteTrees}(L) \) to denote the set of concrete trees contained in \( L \). We say that \( L \) contains a symbolic tree \( \mathcal{T}_S \) if for every \( v \in \Sigma^\omega \) there exists \( \alpha \in (\Sigma^2)^\omega \) such that \( \mathcal{T}_S(v) = \omega[\alpha][v] \) for every \( w \preceq v \) and \( L(v) \supseteq \{w \in \Gamma^\omega \mid \forall i \in \mathbb{N}, w[i] \in \alpha[i]\} \). We use \( \text{symbTrees}(L) \)

\[1\]We may represent a symbolic tree as a \( B(\Gamma) \)-labeled \( \Sigma \)-trees, where \( B(\Gamma) \) is the set of Boolean expressions over \( \Gamma \), and a label \( b \) is interpreted as the subset of letters in \( 2^\Gamma \) satisfying \( b \).

\[2\]We use a special symbol \( * \) for the output of the initial state, since we view an input-output sequence as starting with an input.
3 The Learning Algorithm

Before we provide the learning algorithm, we present its setting and the data structures it uses.

3.1 Setting and Data Structures

Queries

We consider two types of queries: symbolic membership queries, denoted SMQ, and symbolic conjecture queries, denoted SCQ. We may also use standard membership queries, denoted MQ, which are derived from SMQs, as we explain in the following.

Let \( U \subseteq (\Sigma \times \Gamma)^* \) be an unknown realizable bi-language. The queries defined below are with respect to \( U \).

- A symbolic membership query SMQ(\( w \)) takes as input a finite non-empty word \( \sigma_1 \sigma_2 \ldots \sigma_m \) where \( \sigma_i \in \Sigma \) for every \( 1 \leq i \leq m \) and returns “yes” if \( w \in U \) and “no” otherwise. A symbolic membership query \( \text{SMQ}(w) \) can be implemented using an SMQ by checking whether \( \gamma \in \text{SMQ}(\gamma_1 \gamma_2 \ldots \gamma_m) \).

- A concrete membership query MQ takes a concrete finite bi-word \( w \) over \( \Sigma \times \Gamma \) and returns “yes” if \( w \in U \) and “no” otherwise. The query \( \text{MQ}(w) \) can be implemented using an SMQ by checking whether \( \gamma \in \text{SMQ}(w) \).

- A symbolic conjecture query SCQ(\( w \)) takes as input a symbolic transducer \( A \) and returns true if \( [A]_w \subseteq \text{prefixes}(U) \) and a word \( u \in (\text{prefixes}(U)) \) otherwise. Note that it returns only negative counterexamples. This is because we are looking for a transducer \( S \) such that \( [S] \subseteq \text{prefixes}(U) \). In particular, there may be many words in \( \text{prefixes}(U) \) that cannot be generated by \( S \).

Symbolic Observation Table

Like \( L^* \), the algorithm makes use of a data structure called an observation table. Unlike \( L^* \), the algorithm uses a symbolic table, as defined next. A symbolic table over \( \Sigma, \Gamma \) is a tuple \( H = (R, C, M) \) where \( R, C \subseteq \Sigma^* \), \( R \) and \( C \) are prefix closed, and \( M \) is an \( |R| \times |C| \) matrix, where \( M(r, c) \) is a subset of \( \Gamma \) or \( \text{ind} \) (meaning that the entry has not yet been filled in). In addition, \( M \) should satisfy that for every \( r, r' \in R, c, c' \in C \) if \( rc = r'c' \) then \( M(r, c) = M(r', c') \). The table is called filled if it does not contain \( \text{ind} \). We use \( M(r) \) to denote the sequence \( M(r, c_1), \ldots, M(r, c_n) \), where \( C = \{c_1, \ldots, c_n\} \). For two rows \( r, r' \) we say that \( M(r) \) implies (or covers) \( M(r') \) if \( M(r, c_i) \subseteq M(r', c_i) \) for every \( c_i \in C \).

A filled symbolic observation table \( H \) defines a set of bi-words, denoted \( \text{prefixes}(H) \), defined as follows: \( \text{prefixes}(H) = \{ v \in U \mid v \in R, c \in C, \text{ s.t. } r \cdot c \leq v \text{ we have that } w[|rc|] \in M(r, c) \} \). We use \( H(v) \) for the set of words \( \{ v \in U \mid v \in \text{prefixes}(H) \} \). The symbolic table \( H \) is said to agree with a bi-language \( L \) iff \( \text{prefixes}(L) \subseteq \text{prefixes}(H) \). A symbolic transducer \( A \) is said to agree with a symbolic table \( H = (R, C, M) \) iff for every \( r \in R \) and \( c \in C \) we have that \( [A](rc) \subseteq M(r, c) \) and \( [A](rc) \subseteq M(r, c) \) and \( [A](rc) \subseteq M(r, c) \) if \( \gamma \in [A]_x \) where \( \gamma \in [A]_x \).

A filled symbolic observation table \( (R, C, M) \) is said to be closed with respect to a subset \( B \subseteq \Gamma \) if \( (i) \) \( R \) and \( C \) are prefix closed, \( (ii) \) for every \( b \in B \) and \( r, c \in C \) we have that \( \delta(b, \sigma) = \emptyset \) and \( (iii) \) for every \( b \in B \) and \( r, c \in C \) we have that \( \delta(b, \sigma) = \emptyset \) and \( \sigma \in \Sigma \) there exists a row \( b' \) in \( B \) such that \( M(b') \) implies \( M(b) \). We use \( (R, C, M, B) \) for a symbolic table which is closed with respect to basis \( B \). A closed table \( (R, C, M, B) \) is said to be minimal if \( M(b) \) does not cover \( M(b') \) for every \( b, b' \in B \) s.t. \( b \neq b' \). Note that given a closed table \( (R, C, M) \), the set of minimal elements in the partial order induced by implication of rows forms a minimal basis \( B \).

Extracting a Transducer

From a closed symbolic table \( H = (R, C, M, B) \) we can extract a symbolic transducer \( A_H = (\Sigma, \Gamma, B, \epsilon, \delta, \eta) \) where for every \( \sigma \in \Sigma \) and \( b \in B \) we have that \( \delta(b, \sigma) = \emptyset \) and \( \eta(b) = M(b, \epsilon) \). Note that the resulting transducer is non-deterministic in general (since there may be a row \( b \) in \( B \) for which \( r \) is implied by a set of basis rows \( C = \{b_1, \ldots, b_k\} \), in which case there will be transitions from \( b \) on \( \sigma \) to the set \( C \).

Claim 3.1. Let \( H \) be a closed and minimal symbolic table, and \( A_H \) the transducer extracted from it. Then \( A_H \) is a minimal transducer that agrees with \( H \) and for any other minimal transducer \( A \) that agrees with \( H \) it holds that \( [A] \subseteq [A_H] \).

3.2 The Learning Algorithm

The learning algorithm \( S^4 \) described in Alg. 1 has access to oracles SMQ and SCQ (and SMQ which can be derived from SMQ) that provide answers with respect to an unknown prefix-closed exhaustive bi-language \( U \). It maintains a list of table \( H \) starting with a single table \( H_0 = (R, C, M, B) \) initialized with \( R = \{\epsilon\}, C = \{\epsilon\}, B = \{\epsilon\} \), and \( M(\epsilon, \epsilon) = \ast \) (where \( \ast \) is the mentioned special symbol).

It then processes all tables in the list simultaneously (in BFS), making a small step (e.g. a procedure call) in one, and moving to the next one. It proceeds so until an SCQ query is answered “true”. If the table \( H \) is closed, \( S^4 \) extracts a symbolic transducer \( A \) from it and calls SCQ(\( A \)). If the result is true, \( S^4 \) returns \( A \). (Note that \( A \) is symbolic. If one is interested in a concrete transducer, any concretization of \( A \) can be taken instead, since by Claim 3.1 any concretization of \( A \) is subsumed by \( A \) and thus is subsumed by \( U \) as well.) Otherwise, it receives a counterexample \( v \in (\Sigma \times \Gamma)^* \) which is a word in \( [A]_x \), but not in \( \text{prefixes}(U) \). It then finds a shortest prefix \( u \) of the given
Algorithm 1 \( S^4 \).

```plaintext
function \( S^4(\text{SMQ}_U, \text{SCQ}_U) \)
\[
\begin{align*}
\mathcal{H} &\leftarrow (R \leftarrow \{c\}, C \leftarrow \{e\}, B \leftarrow \{e\}, M(e, e) \leftarrow \star) \\
\mathbb{H} &\leftarrow \{\mathcal{H}\}
\end{align*}
\]
while \( \mathbb{H} \neq \{\} \) do
for all \( \mathcal{H} \in \mathbb{H} \) do
if isClosed(\( \mathcal{H} \)) then
\[ \mathcal{A} \leftarrow \text{extractTransducer}(\mathcal{H}) \]
\[ v \leftarrow \text{SCQ}(\mathcal{A}) \]
if \( v = e \) then
return \( \mathcal{A} \)
else
\[ u \leftarrow \text{findShortestCE}(v) \]
\[ C \leftarrow C \cup \text{suffixes}(u) \cup \text{prefixes}(u) \]
else
fill(\( \mathbb{H}, \mathcal{H} \))
rebase(\( \mathcal{H} \))
return unrealizable
```

Algorithm 2 fill.

```plaintext
procedure fill(\( \mathbb{H}, \mathcal{H} = (R, C, M, B) \))
\[ E_1 \leftarrow \{rc \mid r \in R, c \in C, M(r, c) = \_\} \]
\[ E_2 \leftarrow \\{bc \mid c \in C, \sigma \in \Sigma, b \in B, bc \notin R\} \]
\[ R \leftarrow R \cup \{bc \mid b \in B, bc \notin R\} \]
\[ E \leftarrow E_1 \cup E_2 \]
while \( E \neq \emptyset \) do
\[ \sigma \leftarrow \text{a shortest prefix in } E \]
\[ E \leftarrow E \setminus \{e\} \]
\[ (\theta, w) \leftarrow \text{SMQ}(M(\varepsilon)[\varepsilon]) \]
if \( \theta \neq \emptyset \) then
for all \( r \in R, c \in C \) s.t. \( rc = e\sigma \) do
\[ M(r, c) \leftarrow \theta \]
else
\[ \text{split}(\mathbb{H}, \mathcal{H}, w) \]
bREAK
return
```

Algorithm 3 split.

```plaintext
procedure split(\( \mathbb{H}, i_1i_2 \ldots i_{m+1} \oplus o_{1}o_{2} \ldots o_{m+1} \))
\[ \ell \leftarrow \text{findShortestCE}(w) \]
\[ \mathbb{H} \leftarrow \mathbb{H} \setminus \{\mathcal{H}\} \]
for \( 1 \leq k \leq \ell \) do
\[ \mathcal{H}_k \leftarrow \mathcal{H} \]
Assume \( \mathcal{H}_k = (C_k, R_k, M_k, B_k) \)
if \( k \neq m + 1 \) then
\[ \theta_k \leftarrow M_k(r, c) \setminus o_k \]
else
\[ \theta_k \leftarrow \Gamma \setminus o_k \]
if \( \theta_k \neq \emptyset \) then
for all \( r \in R, c \in C \) s.t. \( rc = i_1 \ldots i_k \) do
\[ M_k(r, c) \leftarrow \theta_k \setminus o_k \]
for all \( r' \in R, c' \in C \) s.t. \( r'c' \prec r' \) do
\[ M_k(r, c) \leftarrow \_ \]
\[ \mathbb{H}_k \leftarrow \mathbb{H}_k \cup \{\mathcal{H}_k\} \]
```

The procedure split, on input \( w = i_1i_2 \ldots i_{m+1} \oplus o_1o_2 \ldots o_{m+1} \) works as follows (see Alg. 3). It first finds the shortest prefix \( w' \) of \( w \) that is also a counterexample. Let \( \ell \) be the length of \( w' \). The algorithm removes \( \mathcal{H} \) from \( \mathbb{H} \), creates \( \ell \) copies of \( \mathcal{H}_1, \ldots, \mathcal{H}_\ell \) of the current table \( \mathcal{H} \) and makes the following changes in them. In a table \( \mathcal{H}_k \), for \( 1 \leq k \leq \ell \), given \( M_k(i_1i_2 \ldots i_k) = \theta_k \), it checks whether \( \theta_k \setminus o_k \) is non-empty. If so, it updates all entries corresponding to \( v = i_1i_2 \ldots i_k \) to \( \theta_k \setminus o_k \). In addition, for every entry which is a suffix of \( v \), it deletes the content of the entry, i.e., sets it to \( \_ \) (Thus, the entry will be refilled using an SMQ that takes into account the revised value for the prefix \( i_1i_2 \ldots i_k \)). Finally, it adds \( \mathcal{H}_k \) to \( \mathbb{H} \). If however, \( \theta_k \setminus o_k \) is empty, then \( \mathcal{H}_k \) is considered infeasible and is not added to \( \mathbb{H} \). The case where \( k = m + 1 \) (which occurs if \( w = w' \) and hence \( \ell = m + 1 \)) is somewhat different, since the entry \( M(i_1i_2 \ldots i_k) \) has not been filled yet. Thus \( \theta_k \) is taken to be the most general, namely \( \Gamma \), the entire set of outputs. Note that if an entry’s value in \( \mathcal{H} \) was \( \theta \) and its new value in \( \mathcal{H}_k \) is \( \theta' \), then \( \theta' \subseteq \theta \).

The procedure rebase finds a minimal set of rows \( B \) that covers all rows \( R \) and for each \( r \in R \) keeps the information of which base rows cover it (see Alg. 4 in the supplementary material). It does so by going over all pairs of rows, checking if one covers the others and recording the information. The basis set is the subset of rows which are not covered by any row. The cover set is restricted to the rows in the basis.

Finding the shortest counterexample

We can replace a counterexample \( v \oplus w \) by the shortest prefix \( v' \oplus w' \prec v \oplus w \) for which \( \text{MQ}(v' \oplus w') = \text{"no"} \).

Counterexample processing optimization

For a shortest counterexample \( v \oplus w \), the algorithm adds all suffixes and all prefixes of \( v \) to the columns of the table.
Below we argue that this process will eventually lead to termination. More precisely, we can point to one of the suffixes that will either reveal a new state in the table, or remove a transition or make the table infeasible. Thus, it suffices to add this suffix alone to the table\(^4\). Recall that \(v[1..k] = \sigma_1 \sigma_2 \ldots \sigma_k\) and \(w[1..k] = \gamma_1 \gamma_2 \ldots \gamma_k\). Then there exists a sequence of states \(s_0, s_1, s_2, \ldots, s_{k+1}\) of the extracted transducer for which \(s_0 = \epsilon, s_{i+1} \in \delta(s_i, \sigma_{i+1})\) and \(\gamma_i \in \eta(s_i)\).

Consider then the following sequence of SMQ queries and their answers\(^3\):

\[
\begin{align*}
\text{SMQ}(\epsilon) & : [\sigma_1] \quad [\sigma_2] \quad [\sigma_3] \quad \ldots \quad [\sigma_k] \quad [\gamma_k] = \theta_0 \\
\text{SMQ}(H(s_1)) & : [\sigma_2] \quad [\sigma_3] \quad \ldots \quad [\sigma_k] \quad [\gamma_k] = \theta_1 \\
\text{SMQ}(H(s_2)) & : [\sigma_3] \quad \ldots \quad [\sigma_k] \quad [\gamma_k] = \theta_2 \\
\ldots & \\
\text{SMQ}(H(s_{k-1})) & : [\sigma_k] = \theta_{k-1}
\end{align*}
\]

That is, \(\theta_i\) is the result of the query regarding the state we reach upon reading the inputs on the prefix of length \(i\) and the respective answers of our transducer, concatenated to the suffix starting at \(i+1\), where the last output is omitted and queried about. Let \(\gamma_k \in [\gamma_k]\).

Then \(\gamma_k \notin \theta_0\), as otherwise \([\sigma_1] \quad [\sigma_2] \quad \ldots \quad [\sigma_k] \quad [\gamma_k] \) would not be a counterexample. On the other hand, clearly \(\gamma_k \in \theta_k\). Hence, for the first index we have \(\gamma_k \notin \theta_0\) and for the last index we have that \(\gamma_k \in \theta_k\). Let \(1 \leq i \leq k\) be the first index for which \(\gamma_k \notin \theta_i\) and \(\gamma_k \in \theta_{i+1}\). We then add the column \(c = \sigma_{i+1} \ldots \sigma_k\) to the current table. Consider the entries \(M(s_{i-1}, \sigma_c) = \theta\) and \(M(s_i, c) = \theta'\). Then we have \(\theta_i \subseteq \theta\) and \(\theta_{i+1} \subseteq \theta'\). From \(\gamma_k \notin \theta_i\) it follows that \(\gamma_k \notin \theta\). From \(\gamma_k \in \theta_{i+1}\) it follows that \(\gamma_k \in \theta'\). Therefore \(\theta' \nsubseteq \theta\). Before adding column \(c\) to the table we had that \(M(s_i)\) implies \(M(s_i, \sigma_c)\) (as otherwise \(s_0, s_1, \ldots, s_k\) won’t be a valid run on \(\sigma_1 \ldots \sigma_k\)). Now row \(c\) breaks this implication (since \(M(s_i) \nsubseteq M(s_i, \sigma_c)\)).

**Claim 3.2.** We claim that after the counterexample processing (in line\(^7\) of Alg.\(^3\)) one of the following happens to the current table:

1. At least one row \(r \in R \setminus B\) is no longer covered by \(B\).
2. For at least one row \(b \in B\) and one letter \(\sigma \in \Sigma\), the set of rows covering \(\sigma b\) is smaller.
3. The table becomes infeasible and is removed from the set of tables \(\mathbb{H}\).

## 4 Correctness and complexity

Before we provide the correctness and complexity results we introduce the measures we use to state them.

### The Rank Measure

The complexity of the \(L^*\) algorithm is defined with respect to the rank of the target language, which is the number of states of the minimal DFA for the language, or equivalently the number of states in the right congruence relation \(\sim_L\)\(^6\).

We define a similar right congruence relation for exhaustive prefix-closed bi-languages. Let \(U\) be an exhaustive bi-language over \(\Sigma \times \Gamma\). For \(v_1, v_2 \in \Sigma^*\) we say that \(v_1 \sim_U v_2\) if for every \(w \in (\Sigma \times \Gamma)^*\), \(u_1 \in U(v_1), u_2 \in U(v_2)\), we have that \((v_1 \oplus u_1) \cdot w \in U\) iff \((v_2 \oplus u_2) \cdot w \in U\). We use \(\text{rank}(U)\) for the rank of \(U\).

There is an additional complexity measure that we need to define on our target language in order to analyze termination and complexity of our algorithm. This is the incompatibility measure defined as follows.

### The Incompatibility Measure

Let \(U\) be a target language and \(S_1, S_2\) be symbolic transducers embedded in \(U\). A word \(v = \sigma_1 \sigma_2 \ldots \sigma_m \sigma_{m+1}\) is said to witness the incompatibility of \(S_1, S_2\) wrt. \(U\) if it induces \([S_1]_v = \theta_1 \theta_2 \ldots \theta_m\) for \(i \in \{1, 2\}\) and letting \(\theta_j = \gamma_j \cup \gamma_j^\top\) for \(1 \leq j \leq m\), the result of \(\text{SMQ}(\sigma_1 \sigma_2 \ldots \sigma_m \sigma_{m+1} + \theta_j(\theta_j \ldots \theta_m)) = \emptyset\), and the result for any respective prefix is not \(\emptyset\). The transducers \(S_1, S_2\) are said to be incompatible (or conflicting) wrt. \(U\) if there exists a word witnessing their incompatibility, otherwise they are said to be compatible.

**Claim 4.1.** If \(\{C_1, \ldots, C_n\}\) are pairwise incompatible then there exists a word \(v\) witnessing their incompatibility of size at most \(|Q_1| \times |Q_2| \ldots \times |Q_n|\), where \(Q_i\) is the set of states of \(C_i\).

Let \(U\) be a target language. We use \(\text{incompatibility}(U)\) for the maximal number of transducers that are embedded in \(U\) and are pairwise incompatible wrt. \(U\).

We note that while a deterministic symbolic transducer may output one of a set of outputs in a given state, it cannot model two conflicting transducers simultaneously, while a non-deterministic transducer (which may move to different states on the same input) can. The following claim states that the non-deterministic transducers that the algorithm returns are consistent and conform only to compatible transducers.

**Claim 4.2.** The procedure \(\text{extractTransducer}(\mathcal{H})\) returns a consistent transducer.

**Proof Sketch.** Let \(\mathcal{A}_\mathcal{H} = (\Sigma, \Gamma, Q, q_0, \delta, \eta)\) be the extracted transducer. We show that there exists a \(2^{|Q|}\)-labeled \(\Sigma\)-tree \(T\) that agrees with \(\mathcal{A}_\mathcal{H}\) on every word by induction on the depth of the tree. For the root, we label the node \(\ast\). Assume the labels of tree agree with the output of the transducer for every word \(v \in \Sigma^\ast\) of length \(\ell\). Consider such a word \(v\) and its one letter extension \(\nu v\). Assume \(\delta(q, \nu v) = Q\). Recall that states in \(\mathcal{A}_\mathcal{H}\) are words in \(\Sigma^\ast\) that correspond to rows in \(\mathcal{H}\). We set \(T\) to label the node \(\nu v\) by the union \(\cup_{r \in Q(\nu v)} M(r, \epsilon)\). Again, by induction on the length of a word, the tree agrees with the transducer on every input word. \(\square\)

\(^3\)This generalizes \(^{25}\)'s optimization of \(L^*\).

\(^4\)Recall that states are elements of \(\Sigma^\ast\).

\(^6\)For two finite words \(u, v\) the relation \(u \sim_L v\) holds iff \(uv \in L \iff vu \in L\) for every \(w \in \Sigma^\ast\).
Termination and Complexity Results

We prove the termination and complexity results gradually.

First, we observe that if \( U \) exactly corresponds to a language of a concrete transducer, then the algorithm performs exactly as \( L^* \) for Moore machines.

Lemma 4.3. If the unknown bi-language \( U \) contains words corresponding to a single concrete transducer then the algorithm never maintains more than one table, and it terminates in time polynomial in the number of states of the transducer.

Next, we discuss the case where \( U \) does not contain conflicting implementations, namely incompatibility\( (U) = 1 \), but there might be several (compatible) transducers. The size of the basis is bounded ways produce non-empty set of output expression, therefore no splitting of tables will occur. The size of the basis is bounded in time polynomial in the number of states of the transducer.

Proof sketch. In this case the symbolic membership queries always produce non-empty output expression, therefore no splitting of tables will occur. The size of the basis is bounded by the rank \( n \). Therefore the number of rows is bounded by \( n + n|\Sigma| \). The number of columns is determined by the number of counterexamples received for an SCQ. Since a counterexample leads to adding a new state to the basis or eliminating at least one implication (see Claim 3.2), and the number of implications is bounded by a square of the number of rows, the number of SCQs is at most \((n + n|\Sigma|)^2 \). Given that the maximal length of a counterexample is \( \ell \), and for each counterexample we add all prefixes and suffixes, the number of columns is bounded by \( 2\ell(n + n|\Sigma|)^2 \).

We are now ready to discuss the most general case, where incompatibility\( (U) = m \) and rank\( (U) = n \).

Theorem 4.5. If incompatibility\( (U) = m \) and rank\( (U) = n \), and \( \ell \) is the size of the maximal counterexample received by the algorithm, then the algorithm (Alg. 1) terminates in time polynomial in \( m, n \) and \( \ell \). The number of SCQs asked is bounded by \( O(mn|\Sigma|) \) and the number of SMQs is bounded by \( O(ml(n|\Sigma|)^3) \).

Proof. In this case since there are \( m \) incompatibilities, there will be at most \( m \) splits of tables. Note that the algorithm essentially performs a BFS on these tables. The number of leaves in the spanned tree is bounded by \( m \), therefore its size is \( O(m) \). For each leaf, the processing time is bounded by a polynomial in \( n \) and \( \ell \) as per Lemma 4.4. Therefore the overall number of steps is bounded by a polynomial in \( n, m, \ell \), and the number of queries is at most \( m \) times the number of queries as per Lemma 4.4.

As in \( L^* \), the algorithm may not converge if the target is non-regular, namely, if its rank is infinite. We show that given rank\( (U) \) is finite, our algorithm will converge. First we state that if rank\( (U) \) is finite, so is incompatibility\( (U) \).

Lemma 4.6. If rank\( (U) \) is finite, then incompatibility\( (U) \) is finite as well.

It follows from Theorem 4.5 and Lemma 4.6 that the fact that rank\( (U) \) is finite suffices to guarantee termination.

Corollary 4.7. If rank\( (U) \) is finite then the algorithm terminates and returns a contained transducer.

While Corollary 4.7 proves that Alg. 1 terminates conditioned \( U \) has a finite rank, namely it is a regular language, our algorithm may terminate also for some target languages \( U \) that contain a non-regular language. In particular, it terminates and returns a valid transducer for the target language \( U = L' \cup L'' \cup L''' \) over \( \Sigma = \{a,b\} \), \( \Gamma = \{0,1,2\} \), defined as follows:

\[
L_n = \{a^n b^n w \mid w \in \Sigma^n\} \quad \text{for } n \in \mathbb{N},
\]

\[
L' = \{w_n \oplus 0^{2^n} \mid n > 0, w_n \in L_n\},
\]

\[
L'' = \{w \oplus 2^w \mid \forall n > 0, w \notin L_n\},
\]

\[
L''' = \Sigma^\omega \oplus 2^\omega.
\]

The learned symbolic transducer generates the \( \omega \)-regular language \( L''' \). This is because Alg. 1 traverses the tree of possible implementation using BFS, and terminates once one of the branches converged.

5 Experimental Results

Table 1 presents the results on non-trivial arbiters (systems granting requests), showing \( |\Sigma|, |\Gamma| \), the number of performed queries (MQ, SMQ, SCQ), the total number of generated tables, the number of tables analyzed in \( S \), the number of queries \( (|\Sigma|, |\Gamma|) \) and the oracle time in seconds. More details on the implementation and experiments can be found in App. D.

The set of examples 9-1, . . . , 9-7 demonstrates that our algorithm can generate transducers with hundreds of states. The set of examples 10-1, . . . , 10-4 demonstrates that the number of splits can be high even if the resulting transducer is relatively small.

6Discussion

We introduced a new problem, of constructing an implementation of a reactive system without being given a formal specification as in reactive synthesis. Instead we assume that we have knowledge about good and bad behaviors, specifically we

\[6\] We implemented Alg. 1 in C++17 and used Spot 2.8.4 [https://spot.lrde.epita.fr] for representing LTL formulas and \( \omega \)-automata. More details on the experiments are provided in appendix D. The implementation is available on GitHub and will be made public after notification. The experiments were executed on an Intel® Core™ i7-7567U CPU @ 3.50GHz CPU with 16GB RAM compiled with Clang 11 on MacOS Catalina 10.15.6.
use symbolic membership queries and symbolic conjectures queries. The problem is motivated by real scenarios of inferring environment for systems that need to work in heterogeneous third-party environments.

We have shown that given the target language has a finite rank, our algorithm terminates, and its time and query complexity is polynomial with respect to the target language’s rank, its incompatibility measures and the size of the longest counterexample. We note that in cases where the target language’s incompatibility measure is high, the outputted transducer may not be small (that is, its number of states may be much smaller than the target language’s rank). For future research we would like to investigate the problem of finding the incompatibility measure is high, the outputted transducer may not be small (that is, its number of states may be much smaller than the target language’s rank). For future research we would like to investigate the problem of finding the incompatibility measure.
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A Omitted Algorithms

Algorithm 4 rebase.

1 function rebase(T)
2 \( B' \leftarrow \emptyset \)
3 for all \( r \in R \) do
4 \( \nabla'(r) \leftarrow \emptyset \)
5 for all \( b \in R \) do
6 \[ \text{if covers}(M(b), M(r)) \text{ then} \]
7 \( \nabla'(r) \leftarrow \nabla'(r) \cup \{b\} \)
8 \[ \text{if } \nabla'(r) = \{r\} \text{ then} \]
9 \( B' \leftarrow B' \cup \{r\} \)
10 for all \( r \in R \) do
11 \( \nabla'(r) \leftarrow \nabla'(r) \cap B' \)
12 return \((R, C, M, B', \nabla')\)

B Omitted Proofs

B.1 Omitted proofs of Section 2

Claim 2.1 states the following

It may be that \( L \) is -exhaustive yet \( \text{concTrees}(L) = \emptyset \).

Proof. Take \( \{0, 1\} \) and \( \{a, b\} \) and consider \( L = \{0^\omega \oplus a^\omega\} \cup \{v \oplus b^\omega \mid v \in \omega \setminus 0^\omega\} \). It is easy to see that for every \( v \in \omega \) there exists \( w \in L \) such that \( v \oplus w \in L \) thus \( L \) is -exhaustive. To see why \( \text{concTrees}(L) = \emptyset \) note that the only possible label for the path \( 0^\omega \) is \( b^\omega \), whereas the only possible label for the path \( 01^\omega \) is \( b^\omega \), thus no matter how the node \( 0 \) is labeled, we won’t be able to satisfy the requirement for tree containment in \( L \).

Claim 2.2 states the following

If \( \text{concTrees}(L) \neq \emptyset \) then \( \text{symbTrees}(L) \neq \emptyset \).

Proof. A concrete-tree is a special type of a symbolic-tree.

Claim 2.3 states the following

Let \( T_L \) be a concrete-tree in \( \text{symbolicTrees}(L) \). Let \( T_C \) be a concrete-tree such that \( T_C(v) \in T_L(v) \) for every \( v \in \omega \).

Then \( T_C \in \text{concTrees}(L) \).

Proof. Suppose not. Then there exists a word \( v \in \omega \) such that for the word \( w = T_C(v[0]) \cdot T_C(v[1]) \cdot T_C(v[2]) \cdot \ldots \) we have that \( v \oplus w \notin L \). Let \( \alpha = T_S(v[0]) \cdot T_S(v[1]) \cdot T_S(v[2]) \cdot \ldots \) Then by the claim’s premise \( w[i] \in \alpha[i] \) for every \( i \in \mathbb{N} \). Contradicting that \( L[w] \supseteq \{w \in \omega \mid \forall i \in \mathbb{N} \cdot w[i] \in \alpha[i]\} \).

Claim 2.4 states the following

prefixes([A])** = [A]** and [A]** is a safety language.

Proof. The first statement holds since if an \( \omega \)-word is generated by \( A \) then so are all its prefixes. It follows that [A]** is the set of all \( \omega \)-words all of whose prefixes are in [A]**. By [17], a language \( L \subseteq \omega \) is safety iff there exists \( S \subseteq \omega \) such that \( L = \{w \in \omega \mid \forall i \cdot w[i] \in S\} \). Take \( S = [A]** \). Thus, [A]** is a safety language.

Claim 2.5 states the following

Let \( S = (\ldots, Q, q_\delta, \delta, \eta) \) and \( S' = (\ldots, Q, q_\delta', \delta', \eta') \) be symbolic transducers s.t. \( \delta'(q, \sigma) \subseteq \delta(q, \sigma) \) and \( \eta'(q) \subseteq \eta(q) \) for every \( q \in Q \). Then \( [S] \subseteq [S'] \).

Proof. Let \( v \oplus w \in [S] \) where \( v = \sigma_1 \sigma_2 \ldots \sigma_m \) and \( w = \gamma_1 \gamma_2 \ldots \gamma_m \). Then there exists a sequence of states \( q_1, q_2, \ldots, q_m \) that is a run of \( S \) on \( v \) such that \( \gamma_i \in \eta(q_i) \) for \( 1 \leq i \leq m \). Since \( \delta'(q, \sigma) \subseteq \delta(q, \sigma) \) for every \( \sigma \) and \( q \in Q \) it follows that \( q_1, q_2, \ldots, q_m \) is a run of \( S' \) on \( v \). Since \( \eta'(q) \subseteq \eta(q) \) for every \( q \in Q \) it follows that \( \gamma_i \in \eta'(q_i) \) for every \( 1 \leq i \leq k \). Therefore \( v \oplus w \in [S'] \) as well.

B.2 Omitted proofs of Section 3

Claim B.1. Procedure rebase (Alg. 4) returns a minimum basis.

Proof. The procedure computes the implication relation for the set of rows. Specifically, for every row \( r \) it computes the set of rows \( S_r \) that imply it. If \( S_r \) is a singleton, it must be the singleton \( \{r\} \) (because of reflexivity of implication). This means that \( r \) is a minimal element in the partial order of implications. Therefore \( r \) must be in the basis. All other rows are not in the basis.

Claim B.2. Let \( S \) be a consistent transducer, and let \( U = [S] \). If \( \text{rank}(U) = n \) then \( S \) has at least \( n \) states.

Proof. Assume this is not the case. Then there exists two words \( v_1, v_2 \in \omega \) s.t. \( v_1 \not\prec_U v_2 \), yet \( v_1 \) and \( v_2 \) reach the same state \( q \) of \( S \). From \( v_1 \not\prec_U v_2 \) it follows that \( \exists u \in (\times)^* \), \( u_1 \in U[v_1] \), and \( u_2 \in U[v_2] \) s.t. wlog. \( (v_1 \oplus u_1) \cdot w \in U \) and \( (v_2 \oplus u_2) \cdot w \notin U \). Therefore if \( w_1 \) can be emitted from \( q \) on reading \( w_1 \), then \( S \) wrongly accepts \( (v_2 \oplus u_2) \cdot w \), and otherwise \( S \) wrongly rejects \( (v_1 \oplus u_1) \cdot w \).

Claim 3.1 states the following

Let \( H \) be a closed and minimal symbolic table, and \( A_H \) the transducer extracted from it. Then \( A_H \) is one of the minimal transducers that agrees with \( H \) and for any other minimal transducer \( A \) that agrees with \( H \) it holds that \( \[A] \subseteq [A_H] \).

Proof. Assume towards contradiction that \( A_H \) does not agree with the table on some entries. Let row \( r \) and column \( c \) be such that \( rc \) is a shortest prefix on which they disagree. That is, \( M(r, c) = \emptyset \), yet the transducer \( A_H \), on reading \( rc \) reaches
a set of states $S = \{s_1, \ldots, s_m\}$ with respective outputs $\theta_i$ and $\bigcup_{1 \leq i \leq m} \theta_i \neq \emptyset$. Therefore, there exist a state $s_j$ for which $\theta_j \not\subseteq \emptyset$. Let $rc = \sigma_1 \ldots \sigma_\ell$. Let $s$ be the row corresponding to $\sigma_1 \ldots \sigma_{\ell-1}$. Then the row $s_j$ implies the row $s \sigma_\ell$. It follows from the fact that $rc$ is a shortest prefix where they disagree, that the output on $s$ agrees with the table. When we fill in the entry for $s \sigma_\ell$ the SMQ took in account the output of $s$ and all states reaching it. Specifically the query was $\text{SMQ}(\mathcal{H}(s) \cdot [\sigma_j])$ and the output was $\emptyset$. Recall that $\mathcal{H}(s)$ consists of all words $s \otimes w$ that agree with the table. If $\theta_j \not\subseteq \emptyset$ then the row $s_j$ does not imply the row $s$, contradicting our assumption on $s_j$.

This shows $S$ agrees with the table. The fact that $S$ is minimal follows from the fact that the basis is minimal (as per Claim 3.2) and $S$ consists one state per row in the basis, and by Claim 3.2 no transducer with less states accepts this language.

Clearly among all transducers with the same structure as $A_H$ the transducer $A_H$ has the maximal number of transitions that conform to $\mathcal{H}$ and the maximal number of outputs on states that conform to $\mathcal{H}$. Thus $[A] \subseteq [A_H]$. □

**Claim 3.2**

We claim that after the counterexample processing (in line 16 of Alg. 1) one of the following happens to the current table:

1. At least one row $r \in R \setminus B$ is no longer covered by $B$.
2. For at least one row $b \in B$ and one letter $\sigma \in \Sigma$, the set of rows covering $\sigma b$ is smaller.
3. The table becomes infeasible and is removed from the set of tables $\mathcal{H}$.

**Proof.** Recall that the counterexample $w$ processing procedure first finds a shortest prefix $v$ of the given counterexample that is still a counterexample, then adds all its suffixes and prefixes to the columns, and fills in the missing entries using SMQs. As always, it could be the case that the SMQ returns $\emptyset$, in which case the third item holds.

Otherwise, by the discussion at the end of subsection 3.2 (paragraph titled Counterexample processing optimization), the number of implications is reduced. Hence, either there is at least one less transitions, or a row that was implied by another row is no longer implied by any row, and therefore is added to the basis. □

**B.3 Omitted proofs of Section 4**

**Claim B.3.** If $\text{SCQ}(A)$ returns true, then any concretization $C$ of $A$ realizes $U$.

**Proof sketch.** If $C$ is a concretization of $A$ then $[C] \subseteq [A]$. And by the result of the SCQ we know that $[A] \subseteq \text{prefixes}(L)$. From Claim 2.4 we know that $\text{prefixes}([A]_\omega) = [A]_\omega$. Thus $\text{prefixes}([A]_\omega) = [A]_\omega \subseteq \text{prefixes}(U)$. We know that $U$ is prefix-closed since $U$ is safety, and that $[A]_\omega$ is prefix closed from Claim 2.4. It follows that $[A]_\omega \subseteq L$ and $C$ realizes $U$. □

**Claim 4.1** states the following

If $\{C_1, \ldots, C_m\}$ are pairwise incompatible then there exists a word $v$ witnessing their incompatibility of size at most $|Q_1| \times |Q_2| \ldots \times |Q_m|$.

**Proof sketch.** Consider the product construction of all transducers. If we can label each state in a manner consistent with each of the given transducers then they are compatible. Otherwise, there exists a reachable state in the product construction which cannot be labeled in consistency with all. The access word to this state is witnessing their incomparability and its size is at most $|Q_1| \times |Q_2| \ldots \times |Q_m|$. □

**Claim 4.3** states the following

If the unknown bi-language $U$ contains words corresponding to a single concrete transducer then the algorithm never maintains more than one table, and it terminates in time polynomial in the number of states of the transducer.

**Proof sketch.** In this case every symbolic membership query will be answered by a set of output expressions which is a singleton, and the algorithm will work exactly as the algorithm for learning Moore machines using MQ and EQ, which is a trivial extension of L* [11]. □

**Claim 4.6** states the following

If rank($U$) is finite, then incompatibility($U$) is finite as well.

**Proof sketch.** If rank($U$) is finite then there exists a non-deterministic symbolic transducer $S$ such that $[S] = U$. Let $S_1$ and $S_2$ be two incompatible transducers wrt. $U$ and let $v = \sigma_1 \sigma_2 \ldots \sigma_m \sigma_{m+1}$ be the word witnessing their incomparability. Let $S$ be the set of states in $S$ that is reached upon reading $v$. For $v$ to be a distinguishing word it must be that there are two distinct states $s_1, s_2 \in S$ such that $[S_1](v) \in \eta(s_1) \setminus \eta(s_2)$ and $[S_2](v) \in \eta(s_2) \setminus \eta(s_1)$. Since the number of pairs of states accessible in $S$ by the same word is bounded, as is the number of sunsets of (the possible output for $\eta(\cdot)$), so is incompatibility($U$). □

The following claim asserts that the algorithm does not lose information when preforming a table split.

**Claim B.4.** If a concrete tree $T$ is covered by $\mathcal{H}$ in line 16 of Alg. 1 then when the algo. reaches line 16, $T$ is covered by $\mathcal{H}_i$ for some $1 \leq i \leq \ell$.

**Proof Sketch.** Let $W$ be the set of words obtained by concatenating a row $r \in R$ and a column $c \in C$ such that $M(r,c)$ is filled. Clearly a concrete tree $T = (W, \tau)$ that was covered by $\mathcal{H}$ agrees in every node of all branches but the branch $i_1i_2 \ldots i_m$ with the respective entries in all $\mathcal{H}_i$s. Suppose the concrete counterexample is $w = [c_{i_1}] [c_{i_2}] [c_{i_3}] \ldots [c_{i_m}]$. Then the concrete tree $T$ must disagree with $w$ at some position, call the first one it disagrees with $i$. Then $T$ is covered by $\mathcal{H}_i$. □
In the body of the paper we defined the incompatibility measure with respect to a pair of transducers. We provide here a definition that generalizes it for a set of transducers. Then we show that if a set of transducers are incompatible with respect to \( U \), then there exists two transducers contained in \( U \) that are incompatible.

Let \( U \) be a target language and \( S_1, \ldots, S_k \) symbolic transducers embedded in \( U \). A word \( v = \sigma_1\sigma_2\ldots\sigma_m\sigma_{m+1} \) is said to witness the incompatibility of \( S_1, \ldots, S_k \) wrt \( U \) if given \( [S_i]_v = \theta_1^i\theta_2^i\ldots\theta_m^i \) and letting \( \theta_j = \cup_{1 \leq i \leq m} \theta_j^i \) for \( 1 \leq j \leq m \), the result of \( \text{SMQ}(\sigma_1\sigma_2\ldots\sigma_m\sigma_{m+1} \oplus \theta_1\theta_2\ldots\theta_m) \) is \( \emptyset \), and the result for any respective prefix is not \( \emptyset \). The transducers \( S_1, \ldots, S_k \) are said to be incompatible (or conflicting) wrt. \( U \) if there exists a word witnessing their incompatibility, otherwise they are said to be compatible.

**Lemma B.5.** If \( S_1, \ldots, S_k \) are incompatible wrt \( U \) as witnessed by \( v \), then there exists \( 1 \leq i \neq j \leq k \) s.t. \( S_i \) and \( S_j \) contained in \( U \) that are incompatible wrt \( U \) as witnessed by \( v \).

**Proof sketch.** Assume this is not the case. Then \( S_1 \) and \( S_2 \) are compatible. Therefore we can represent them by one symbolic transducer \( S_{12} \) (i.e. \([S_{12}] = [S_1] \cup [S_2] \)), and \( S_{12}, S_3, \ldots, S_k \) should still be incompatible wrt \( U \) with the same witness \( v \). It follows that we can continue in the same fashion and represent pairs of transducers by one transducer until we can represent the original set of transducers by a pair of transducers that are still be incompatible wrt \( U \) with the same witness \( v \). If we could have unite these two as well, then the original set would be compatible as well.

The following claim asserts that a split occurs only if incompatibility was discovered.

**Proposition B.6.** If the call \( \text{SMQ}(H(v) \cdot [\sigma]) \) returns false, then there exists a pair of transducers \( S \) and \( S' \) contained in \( U \) that are incompatible wrt \( U \) and the word \( v\sigma \) witnesses their incompatibility.

**Proof sketch.** Let \( v = \sigma_1\ldots\sigma_m \), and let \( \theta_i = H(\sigma_1\ldots\sigma_i) \). It follows from the fact that \( \text{SMQ}(H(v) \cdot [\sigma]) \) returns false and the definition of \( H(v) \) that there exists no \( \theta \subseteq \emptyset \) for which \([\theta_1]^i \ldots [\theta_m^i] \subseteq U \). Thus there must exits a set of finite/infinite states transducers embedded in \( U \) that their incompatibility is witnessed by \( v\sigma \). It follows from Lemma B.5 that there exists \( S \) and \( S' \) contained in \( U \) that are incompatible wrt to \( U \) as witnessed by \( v \).

## C Running Examples

Below we provide the details of run of the algorithm on the examples provided in the body of the paper. In particular, we provide the intermediate tables, the conjectured symbolic automata, and the received counterexamples.

### C.1 Example

Our first example is provided in the introduction under An illustrative example. Recall that it considers the unknown language \( U \) consisting of behaviors that grant requests either in the step where the request was received or in the next step. The input variable is \( r \) (request), and the single output variable is \( g \) (grant). Recall also that as explained there, there exist an infinite number of concrete transducers realizing \( U \).

![Figure 3: The initial table, where R and C are \{\epsilon, r, \overline{r}\}, and B = \{\epsilon\}. For further readability we shaded rows not in B.](image)

![Figure 4: Subsequent filled table.](image)

![Figure 5: The subsequent table after closing. Since no row in B covers rows rr and r\overline{r}, this table is not yet closed.](image)
Figure 6: Subsequent closed table. All rows in $R$ are now covered by a row in $B$.

Figure 7: Subsequent rebased table. From this table we can extract the symbolic transducer demonstrated in Fig. 1.

C.2 Example 2

Our second example is also provided in the introduction under *An illustrative example*. In this example, in addition to the previous description, the language disallows two subsequent grants. In this case, there exist two conflicting implementations realizing the language (as explained there) therefore we will see a call to *Split* in the course of running the example.

Figure 8: The initial table $T_0$, where $R$ and $C$ are $\{\epsilon, r, \tau\}$, and $B = \{\epsilon\}$. We again shade rows that are not in $B$.

Figure 9: By allowing both $g$, and $\overline{g}$ in $M(\epsilon, r)$, entry $M(r, r)$ becomes empty. Thus, splitting $T_0$ is necessary.

C.3 Example 3

Last we consider the example given bellow Corollary 4.7. This is an example showing the algorithm converges in spite of the fact that the language contains a non-regular language, in the sense that its rank is not finite.
Figure 14: Final $T_1$, and $T_2$ after computing the cover-set $\nabla$ and minimizing $B$. From these tables we can extract the symbolic transducers depicted in Fig. 2.

Figure 15: The initial table is on left, and on right it is filled.

Figure 16: Table after closing, since rows $aa$ and $ab$ are not covered, the table is not closed yet.

Figure 17: Subsequent closed table.

D Omitted Implementation Details

We implemented Algorithm 1 and executed it on a number of examples, described in Section D.2 Table 1 presents the results in terms of the number of queries, the number of tables, the number of splits, the size of the resulting transducer, and the running time. In these experiments, the target bi-languages were generated from specifications of arbiters. For most experiments, we implemented membership oracles through a logic-based method. We first transforms an expanded temporal formula into a disjunctive normal form (DNF), and then evaluated membership of a bi-word using Boolean falsifiability.

As Table 1 shows, the oracles consumes a significant amount of time, often much more than the learning algorithm itself. This is since Boolean falsifiability on DNF is NP-Hard.

D.1 Possible Improvements

We suggest several improvements of the implementation of the algorithm.

First, it is easy to see that the proposed method allows parallel exploration of symbolic tables. Parallel calls to multiple oracle instances while filling table entries that are not related would also lead to a performance improvement.

A further improvement can be achieved by adding more sophisticated heuristics for the traversal of the tree of symbolic tables.

D.2 Experiments Description

We provide the experiments in terms of Linear Temporal Logic (LTL) formulas [23]. For the reader unfamiliar with LTL, we mention that the formula $G\varphi$ (read globally $\varphi$) states that the formula $\varphi$ should hold on every cycle starting the current cycle, the formula $X\varphi$ (read next $\varphi$) states that $\varphi$ should hold on the next cycle, and the formula $X^n\varphi$ abbreviates $XX\ldots X\varphi$, $n$ times.

8To use presented method for synthesizing reactive systems from temporal specifications, we suggest to implement a membership oracles incorporating all known optimizations introduced in translating temporal formulas to $\omega$-automata.
Experiment 1

Each request is granted either in the current step or the subsequent step. Please note that this is the initial illustrative example.

\[ G(r \to (g \lor Xg)) . \]

Experiment 2

Each request is granted either in the current step or the subsequent step; meanwhile, grant is always lowered subsequently. Please note that this is the secondary illustrative example.

\[ G(r \to (g \lor Xg)) \land G(g \to X\overline{g}) . \]

Experiment 3

Every request from the fourth step onward is granted in the subsequent step; that is,

\[ X^4 G(r \to Xg) . \]

Experiment 4

This experiments shows it is possible to have alphabets other than Boolean literals. We fix the system’s interface to = \{a\}, \{1, 2\}. The target hidden specification is the first three inputs are immediately responded with 1; thereupon, with 2.

\[ \bigwedge_{0<i<n} X^i(r \leftrightarrow g) , \]

Experiment 5

Each request is granted in the current step; meanwhile, the output sequence \(gg\overline{g}\) is forbidden.

\[ G(r \to g) \land G(\neg(g \land Xg \land X^2 \overline{g})) \]

Experiment 6

The target hidden language is the irregular one we described bellow Corollary 4.7

\[ \bigwedge_{0<i<n} X^i(r_i \leftrightarrow g_i) , \]

and grants are always mutually exclusive:

\[ \bigwedge_{i\leq n} \bigwedge_{i<j\leq n} G(\overline{g}_i \lor \overline{g}_j) . \]

Experiment 8

The target specification is an arbiter of \(n\) clients. If a client’s request goes down then, grant follows in the next step:

\[ \bigwedge_{i\leq n} G(r_i \land g_i \to X\overline{g}_i) , \]

also if exists an open request then, any open request should be granted in the next step:

\[ G(\bigvee_{i\leq n} r_i \to \bigvee_{i\leq n} (r_i \land Xg_i)) , \]

and finally, grants are always mutually exclusive:

\[ \bigwedge_{i\leq n} \bigwedge_{i<j\leq n} G(\overline{g}_i \lor \overline{g}_j) . \]

Experiment 9

The target language of an arbiter whose 1st and \(n\)th outputs are indirectly related as follows:

\[ (g \to X^n g) ; \]

meanwhile, as of the 1st step up to \(n\)th step (excluding them) grant immediately agrees with request, that is:

\[ \bigwedge_{0<i<n} X^i(r \leftrightarrow g) , \]

also, the \(n\)th output is determined by the value of arbiter’s previous output; that is,

\[ X^{n-1} g \leftrightarrow X^n g . \]

Finally, as of \(n\)th step (excluding that step), grants agree with requests with a delay of \(n\) steps; that is,

\[ X^{n+1} G(r \leftrightarrow X^n g) . \]

Experiment 10

The target language of a parameterized arbiter that implements a combination lock using Fibonacci series. That is, given a parameter \(n\), following is the initialization sequence of the arbiter:

\[ \bigwedge_{0<i<n} X^{fib(i+2)} r \]

if initialized correctly, grant immediately agrees with the request, that is

\[ \bigwedge_{0<i<n} X^{fib(i+2)} r \to X^{fib(n+1)} G(r \leftrightarrow g) \]

otherwise, grant is never raised, that is

\[ \bigwedge_{0<i<n} X^{fib(i+2)} r \to G(\overline{g}) . \]