Neural Methods Comparison for Prediction of Heating Energy Based on Few Hundreds Enhanced Buildings in Four Season’s Climate
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Abstract: Sustainable development and the increasing demand for equitable energy use as well as the reduction of waste of energy are the author’s social and scientific motivations. This new paradigm is the selection of a pertinent methodology to evaluate the efficiency of habitat thermomodernization, which is one of the scientific tasks of the presented study. In order to meet the social and scientific requirements, 380 buildings from the end of the last century (made of large plate technology), which were thermally improved at the beginning of the XXI century, were designed for a comparative analysis of the predictive modelling of heating energy consumption. A specific set of important variables characterizing the examined buildings has been identified. Groups of variables were used to estimate the energy consumption in such a way as to achieve a compromise between the difficulty of obtaining them and the quality of forecast. To predict energy consumption, the six most appropriate neural methods were used: artificial neural networks (ANN), general regression trees (CART), exhaustive regression trees (CHAID), support regression trees (SRT), support vectors (SV), and method multivariant adaptive regression splines (MARS). The quality assessment of the developed models used the mean absolute percentage error (MAPE) also known as mean absolute percentage deviation (MAPD), as well as mean bias error (MBE), coefficient of variance of the root mean square error (CV RMSE) and coefficient of determination ($R^2$), which are accepted as statistical calibration standards by (American Society of Heating, Refrigerating and Air-Conditioning Engineers) ASHRAE. On this basis, the most effective method has been chosen, which gives the best results and therefore allows to forecast with great precision the energy consumption (after thermal improvement) for this type of residential building.
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1. Introduction

1.1. Scientific Context and Recent Trends in through Data-Driven Modeling

Tomorrow, and in some cases today, our everyday life will operate within more and more structured smart cyber-physical systems monitoring the physical processes of (personal interests and mobility, commercial and financial activity, electrical energy and water consumption, transport traffic, telecommunication, connected objects, etc.) in our environment, highly contributing to centralized decisions [1]. Deliberately, this study is devoted to only one aspect of energy consumption, limited to the selection of the most efficient methodology to predict the energy consumption of a human...
habitat in a four-season climate according to Köppen–Geiger climate classification. Dfb is designing warm-summer humid continental climate covering the largest part of Europe and part of the USA and Canada. In contrast to the modern perception of energy, "ἐνέργεια—energeía" was in ancient Greece a qualitative philosophical concept, broad enough to include ideas such as happiness, comfort, and pleasure. Today, energy has become a central problem for each of us, particularly in terms of personal serenity, mainly if financial and/or authorities restrictions play a main role. From one side, quasi monopolistic positioning of energy generation and/or distribution becomes problematic from a social point of view for humans, and on another side, its equitable selection and distribution, as well as general saving become vital [1].

Therefore, the influence and manipulation of decision-makers offer new fields for artificial intelligence (AI) expansion. The development, proliferation, and use of different algorithms for predictive model selection and their validation is one of its important aspects. Big data collection and their treatment are consequently fundamental terms of in system influences [2].

There is no place here to polemicize on the data rich and information poor (DRIP) dilemma. That concept (DRIP) was first used in the 1983 to describe organizations rich in data, but lacking the processes to produce meaningful information and create a competitive advantage. DRIP was since defeated in the private sector with the wise implementation of information technology. That is a part of the Industry 4.0 (shortened to simply I4.) scheme referred to as the fourth industrial revolution. That name is given to the current trend of cognitive computation comprising AI. Many tools are used in AI, including different versions of mathematical optimization based on statistics, rough set methods, artificial neural networks, and economics [3,4]. The AI cognitive aspects draw upon information engineering, including monitoring and computer sciences, as well as philosophy, linguistics, and psychology and many other fields of cognition sciences. Growing digitization contributes to a rising social gap of knowledge also in developed countries due to the positioning of “decision-makers” in “complex situations”. Increasing demands for equitable energy use and the reduction of waste of energy is one of author’s scientific motivations.

1.2. Habitat Thermal Comfort Versus Cognitive and Emotional Dissonance

Human comfort is a feeling of well-being that has a triple origin (physical, functional, and psychic). One of the fundamental characteristics of the human habitat besides location and architecture, is the comfort and particularly in four-season countries, particularly thermal aspects of it.

The most commonly used definition for thermal comfort according to the American Society of Heating, Refrigerating, and Air-Conditioning Engineers (ASHRAE) [5] is “that condition of mind which expresses satisfaction with the thermal environment and is assessed by subjective evaluation”. Immediately the cost of it comes to our mind event if that aspect is omitted. Although thermal sensitivity varies from one person to another, according style of life, to age (the very young and very old being particularly sensitive), gender, dress, education, activity, cultural habits, etc., the basic principles behind thermal comfort are largely universal.

The recent trends in prediction due to credulous and naïve thermomodernization audit should be very carefully analyzed. Such forecasts often do not take into account information about the use of buildings, which leads to discrepancies between theoretical and actual energy consumption.

Moreover, material scientists, architects, and civil engineers are very preoccupied by the methodology of energy consumption evaluation of buildings to be fashioned as well as the improvement of heritage constructions.

Thermal comfort is linked on the one hand to the quality of the thermal insulation and the thermal inertia of the housing, and on the other hand, to the ambient humidity level (hygro-thermal comfort) depending on climate conditions. There is no direct link between thermal comfort and energy bill that varies according to the climatic context and according to the quality of the building.

From the 1960s to the 1980s, the technology of large panels (prefabricated) was very popular in Polish housing construction. The period of the greatest development of housing construction, based on
large plate technology, falls in the 1970s. It was a period of planning and the construction of new, large housing estates. It was on them that prefabricated blocks of flats were erected. The assembly of prefabricated buildings on construction sites took place at a fairly fast pace. A characteristic problem for the construction of this period, which was particularly noticeable in the production of prefabricated elements, was the low quality of workmanship. A large percentage of sub-standard, defective elements often hindered and disorganized work on building assembly. Despite many improvements made at the place where the panels were joined, their joints were still difficult to seal. After a short period of use of residential buildings, physical defects could be observed, such as freezing and ventilation of vertical and horizontal joints of prefabricated large panels. This resulted in the formation of moisture and fungus. Sealing with impregnated hemp ropes did not meet the thermal requirements. In addition, the wall thermal insulation standards in force at that time were more than three times lower than those required today. These buildings were characterized by very high energy consumption.

The authors’ interest in this type of building results from the fact that there are about 3.5 million of them in Poland accommodating about 12 million people.

Poland is currently experiencing a big turnaround in regard to national housing policy, with the introduction of specific programs (e.g., Home Plus & Habitat for Humanity) as well as the revision of the thermomodernization policy being an important part of the process. The framework of thermo-modernization in Poland covers the thermal refurbishment of all types of residential and municipal buildings (including schools and hospitals); the local district heating network and local sources of heating; and the installation of renewable energy sources or high efficiency energy equipment. That is the fundament reason for fantastic space selection for scientific studies of different methods.

The new paradigm is the selection of pertinent methodology to evaluate the efficiency of habitat thermomodernization what is one of the tasks of presented study (Figure 1). To satisfy social as well as scientific requirements, the 380 buildings (buildings made of prefabricates) from the end of the last century thermally improved at the beginning of 21st century were selected.

![Figure 1. Methodological Flow Chart of different tasks and relative intellectual investment and time-consuming visualization.](image)
2. Critical Bibliographical Analysis of Estimation Methods for Building’s Energy Demand

The aim here is comparing the estimation methods of energy demand, their capabilities, strengths, and weakness in analyzed examples.

There are numerous methods for forecasting current and future energy needs of buildings which may be divided into engineering, statistical methods, and those based on the artificial intelligence (and also hybrid methods which combine the specified models) [3,4,6,7]. Engineering methods allow to make accurate forecasts of energy demand in a building, but they require a lot of work to carry out the thermal balance of the building. This analysis takes into account the actual operating parameters of individual systems: heating, cooling, and hot water preparation. Such a set of data characterizing the energy needs of buildings allows to determine the energy characteristics of individual buildings and to develop energy demand forecasts for them to ensure thermal comfort (user comfort). Due to the period of time that the balance sheet concerns, these methods can be divided into dynamic and static. Dynamic methods are mainly based on the measurement methodology presented in EN 16798 [8]. This refers to the values characterizing the thermal comfort of a building in particular seasons of the year. The methods from this group are mainly used for thermal calculations in new energy-saving and passive buildings [9–11]. They allow to perform a thermal balance of the building in short intervals of time, e.g., hours. They also provide the possibility of very accurate analyses of the building’s thermal balance, taking into account thermal phenomena connected with energy accumulation of building’s structural elements.

The second group of methods, i.e., static models, are based on the EN 13790 [12] standard supplemented by the EN 12831 [13] standard. Contrary to dynamic methods, analyzes of the heat balance are performed over long computational periods, most often covering the entire heating season. Examples of such analyzes are presented, among others in studies [14–16].

Statistical methods are usually regression models that are built on the basis of historical results. Regression models are used to forecast energy consumption based on such data as, for example: geometric dimensions, shape coefficient, area of partitions through which heat losses occur, thermal resistance of partitions, air temperature inside and outside the building and the period in which the building was built. Model calculations are performed both at the level of a single building as well as for entire building systems—groups of buildings and even entire cities. In some simplified models, regression is used to find the relationship between the final energy demand and climatic data, e.g., degrees-day of heating season in order to obtain the energy performance index [3,17–28]. Artificial neural networks are most often used in artificial intelligence-based forecasting models. These types of model are based on solving non-linear problems, where they are reliably suitable for estimating energy efficiency in various types of buildings. With the use of artificial neural networks, energy consumption was estimated for such processes as, for example: heating and cooling, thermal resistance of partitions, optimization of energy consumption and evaluation of operational parameters, as well as electricity consumption. The use of artificial neural networks for forecasting energy consumption can be found in the works of many authors [3,29–34]. These models are built for various types of buildings, where they estimate energy consumption with high precision [3,34].

Most of the presented calculation methods are effective in determining the energy efficiency of buildings. However, there is a need for further research to check the suitability of forecasting methods that could be applied to real buildings with different availability and accuracy of data describing the object from the thermal and operational point of view. Forecasting models focus mainly on estimating energy consumption in existing or simulated facilities, those newly built, and energy-saving (passive) buildings [9,28], where it is possible to obtain reliable data on the insulation of building partitions, ventilation air streams, and the number of their inhabitants [7,9].

However, few works concern residential buildings, in particular, there are no studies on actual residential buildings made of large plate technology (prefabricated), for which it is difficult to obtain detailed and reliable data. In buildings of this type, a frequent problem in thermal calculations is the lack of complete architectural and construction documentation. Moreover, there are other
factors that affect the accuracy of calculations, which are caused by, e.g., moisture, aging of the material, the size of ventilation air flow, etc. Therefore, the aim of the research was to determine the usefulness of models based on artificial neural networks for estimating thermal energy consumption in multi-family residential buildings made of prefabricated (made of large panels), which have been thermally improved. Due to different availability and accuracy of data describing the building, different configurations of input variables will be applied and tested during model construction in order to achieve a compromise between the auditor’s efforts to obtain them and the quality of the forecast.

3. Proposed Methodology of Investigations—Experimental Sites and Structure Model

Modelling of the impact of thermal efficiency improvement that works on the heat demand in residential buildings is a very difficult problem mainly due to the fact that it is influenced by a great number of factors. Very generally, they can be divided into factors non-epistemologically “named” and related to:

- the “construction technology”,
- the “geometry” of the building”,
- the “meteorological” environmental conditions, and
- the “preferences” of their inhabitants.

At each stage of conducting audit calculations, there is a probability of inaccurate estimation of some of the volumes, most often it concerns the physical parameters of buildings and the method of use of the object, which results from the difficulty of collecting all numerical values of the object and its surroundings at a sufficiently high level of precision. This applies in particular to the value of the heat transfer coefficient $U$ of the building shell. The heat transfer coefficient is seemingly an example of a well-defined parameter. The measurement and computational methods for estimating these values are known and quite accurately described. Unfortunately, however, in addition to a few simple cases, proper determination of this value requires a considerable amount of time, in the case of measurement methods, or the use of computer programs, if you want to use computational methods. A frequent problem in auditing activities is the lack of complete architectural and construction documentation of the analyzed objects. In this case, the auditor carries out partitions tests and then calculates the $U$ heat transfer coefficient. Even a correct calculation of the $U$ coefficient may be burdened with an error, because it is necessary to accurately determine the thermal conductivity and thickness of individual layers, which is not always possible, especially in real buildings. Therefore, auditors often use information contained in industry regulations. This approach is the most correct, but in the case of existing buildings it can sometimes lead to a significant error, with the poor condition of the partition, e.g., due to its moisture, aging of the material, etc., results in a higher than normative penetration rate. In many cases, the partition structure is incompatible with the standard requirements, which usually reveals a higher than estimated value of the $U$-factor. On account of the complexity of this problem, attempts were made to verify the usefulness of the alternative regression method for modelling of the percentage reduction of the annual energy demand in apartment buildings subjected to the improvement of thermal efficiency. From among many available methods of work, this paper investigates effectiveness of the following models: artificial neural networks (ANN), general regression trees (CART), exhaustive regression trees (CHAID), support regression trees (SRT), support vectors (SV), and method multivariant adaptive regression splines (MARS).

The first of the investigated methods were artificial neural network models which originate in the research carried out in the field of artificial intelligence. Research studies on the structure of the models of basic structures occurring in a brain had significant meaning for their development. These papers aimed mainly at the following characteristic features for biological nervous systems which will enable their practical use in technical issues.

The ANN module available in Statistica 13 program was used for construction of the model. When searching for an optimal structure of the network, the number of neurons in the hidden layer was
changed from 3 to 15. In the structure of the network, linear, logistic, tangential, exponential, and sinusoidal functions were used as a function activating the transitional and output layer. Calculations were repeated for three teaching network algorithms, i.e., the fastest decrease method, the Broyden–Fletcher–Goldfarb–Shanno (BFGS) algorithm, and the conjugate gradient algorithm.

The second group covered the regression trees models (CART, CHAID), boosted regression trees (SRT) and support vectors (SV). They generate trees where each node (except for leaves) includes a potential list of explanatory variables. During the research, a very extensive database was created, covering 380 buildings made of prefabricated panels for which energy audits were carried out. Calculations were repeated for three teaching network algorithms, i.e., the fastest decrease method, and sinusoidal functions were used as a function activating the transitional and output layer.

Fletchera

4. Description of Research Methodology and Application

Before the implementation of the main goal of the work, analyzes were carried out to establish a potential list of explanatory variables. During the research, a very extensive database was created, covering 380 buildings made of prefabricated panels for which energy audits were carried out. In particular, the energy consumption in the existing state before thermal modernization was calculated (Figure 2).

![Figure 2](image1.png)

Figure 2. Representative image of one of few hundreds explored buildings (a) before thermomodernization and (b) its thermogram indicating heat flows.

For individual buildings the optimum thickness of the insulation layer of individual partitions has been assumed due to the shortest time of return on investment (Figure 3).

![Figure 3](image2.png)

Figure 3. Representative image of (a) one of few hundreds explored buildings and (b) its thermogram indicating residual heat flows after thermomodernization.
The analyzed buildings are heated from the municipal heating network. Therefore, information was collected (based on thermal energy bills) on the actual consumption of heat for heating during the heating season (before and after thermal improvement). To exclude seasonal fluctuations, the actual energy consumption values have been converted (adjusted) to standard season conditions.

The analyzed buildings were described with many parameters. For experimental reasons, most relevant characteristics have been selected. In the first step these sizes were eliminated which were not statistically significantly correlated with the explained size or had a variability coefficient with the value below 10% or were very strongly correlated with each other. The strength of the correlation between the variables was assessed in the Statistica programme. The r-Pearson correlation coefficient would be statistically significant for the significance level $p = 0.05$. These requirements were met by 31 variables. These variables will be further divided into sets, which were used to check the usefulness of selected models for forecasting.

For the purpose of the work, analyzes were carried out to select the variables that affect the heat demand in the buildings. These buildings had energy audits prepared, on the basis of which the optimum variants of thermal modernization were selected, the partitions that should be modernized were indicated, and the appropriate thicknesses of layers of thermal insulation materials were selected. Some of them are measured and others calculated, as pointed out in Table 1. The table does not show the characteristics of 7 independent variables informing which of the partitions was thermally upgraded. The information concerning heat transfer coefficients contained below refers to the condition before thermo modernization.

**Table 1.** Characteristics of potential variables influencing the energy needs of buildings undergoing thermal efficiency improvement.

| No. | Parameter | Abbreviation | Average | Median |
|-----|-----------|--------------|---------|--------|
| 1   | construction year of a building, [year] | $C_A$ | 1970 | 1971 |
| 2   | calculated from exterior measurements the heated volume of building, [m$^3$] | $V_e$ | 6393.1 | 5409.4 |
| 3   | calculated from interior measurements total (net internal area), [m$^2$] | $A_{in}$ | 1764.0 | 1565.8 |
| 4   | calculated surface of heated floors from interior measurements, [m$^2$] | $A_f$ | 1568.5 | 1523.8 |
| 5   | calculated from exterior measurements surface of roof projection area (net), [m$^2$] | $A_r$ | 467.0 | 382.2 |
| 6   | calculated from exterior measurements total walls' surface (net) area, [m$^2$] | $A_w$ | 1096.8 | 979.4 |
| 7   | calculated surface of floor from interior measurements (floor over basement or floor on the ground), [m$^2$] | $A_{fl}$ | 395.4 | 360 |
| 8   | calculated from exterior measurements total windows area, [m$^2$] | $A_{tw}$ | 290.7 | 254.9 |
| 9   | number of stores, [pc.] | $N_{Os}$ | 4.3 | 4 |
| 10  | number of residential flats, premises [pc.] | $N_{Op}$ | 32.4 | 29 |
| 11  | number of living persons per building [N$_b$] | $N_{Opb}$ | 73.9 | 64 |
| 12  | shape coefficient of buildings (the ratio surface to volume), [m$^2$·m$^{-3}$], [m$^{-1}$] | $S/V_e$ | 0.46 | 0.42 |
### Table 1. Cont.

| No. | Parameter                                                                 | Abbreviation | Average | Median |
|-----|----------------------------------------------------------------------------|--------------|---------|--------|
| 13  | calculated thermal transmittance of walls components, [W·m⁻²·K⁻¹]         | \(U_w\)     | 1.1     | 1.16   |
| 14  | calculated thermal transmittance of peak walls components, [W·m⁻²·K⁻¹]     | \(U_{pw}\)  | 1.0     | 0.94   |
| 15  | calculated thermal transmittance of roof projections components, [W·m⁻²·K⁻¹]| \(U_r\)     | 1.25    | 0.72   |
| 16  | calculated thermal transmittance of floor components on the ground, [W·m⁻²·K⁻¹]| \(U_g\)     | 1.61    | 1.41   |
| 17  | calculated thermal transmittance of floors components (floor over basement), [W·m⁻²·K⁻¹]| \(U_f\)     | 1.17    | 1.1    |
| 18  | thermal transmittance of windows (commercial data), [W·m⁻²·K⁻¹]             | \(U_{win}\) | 1.88    | 1.6    |
| 19  | calculated heating consumed power, [kW]                                    | \(\Phi_h\)  | 189.9   | 168.8  |
| 20  | measured, annual energy consumption for heating, [GJ·year⁻¹]               | \(Q_h\)     | 1524.4  | 1316.9 |
| 21  | measured, annual energy consumption for hot water provision, [GJ·year⁻¹]   | \(Q_{hw}\)  | 364.1   | 276.47 |
| 22  | measured, the annual heat consumption for building heating converted to the conditions of the standard heating season + energy for hot water provision, [GJ·year⁻¹] | \(Q_{r,h,w}\) | 1824.1  | 1710.5 |
| 23  | index of final energy demand for heating and domestic hot water preparation before modernization, [kWh·m⁻²·year⁻¹] | \(FE_0\) | 253.54  | 222.41 |
| 24  | index of final energy demand for heating and domestic hot water preparation after modernization, [kWh·m⁻²·year⁻¹] | \(FE_1\) | 143.6   | 121.6  |

The variables designated after the initial selection were used to create sets of input variables based on the suitability of alternative regression methods to estimate the energy consumption of the building after performing the thermomodernization procedures. These variables were used to develop 5 sets of input data characterized by varying degrees of impact on energy consumption and the difficulty of acquiring them. Individual sets of variables were created by the authors on the basis of statistical analyses performed so far. Independent variables were required to be statistically significantly correlated with the independent variable. Independent variables could not be correlated with each other more than 0.3. The authors separated 5 sets of variables meeting these requirements. During the creation of the author’s sets of variables, they also took into account the required effort to collect all necessary information. Some of the buildings in use have complete documentation describing their technical condition and equipment enabling monitoring of energy needs. Unfortunately, but especially in older buildings, we have a problem with obtaining reliable and up-to-date data about their energy needs. In the study, therefore, an attempt was made to assess changes in the energy needs of buildings undergoing thermomodernisation on the basis of different sets of diagnostic variables. These sets differ not only in the number of variables but also in the type of information provided. Some of the variables have a typical energy character (\(Q_h, Q_{hw}, \Phi_h, Q_{r,h,w}\)) and others describe, e.g., structural \((A_f, A_{win})\) or utility parameters of the building \((N_{opb})\). Detailed characteristics of individual sets of variables are presented below and in Table 2.
A very limited set of indicators was selected for the first set (set I) of variables explaining the changes in energy consumption to the heating of the building after its thermal renovation. It contained only information on the measures taken (i.e., which will be isolated from the bulkheads) and the results of calculations for the measured (standard) energy consumption of the building.

In the second set of variables (set II), the results of the calculation of the heat output of the heating system prior to the modernization and information on the scope of the activities are supplemented by measurements of energy consumption for heating. The practical use of this kit will therefore only be possible in the facilities where the energy consumption of heating is carried out (measured) and archived. The first two sets use the variables most closely correlated with energy consumption. They could not be used together because they are strongly correlated with each other.

The next set of variables (set III) therefore eliminates the energy consumption of the building for heating and replaces it with information on the characteristic dimensions of the building components, i.e., the area of the individual compartments, the area and the volume of the building and the indicators characterizing the building (number of persons using the building, number of habitations).

The previous set of variables contained information that could be reasonably easily obtained for any residential building, but it did not contain a very important parameter that would characterize the

### Table 2. Selected sets of input variables for modelling heating energy needs for improved buildings in a four-season climate.

| Set | Parameter: | Standard |
|-----|-------------|----------|
| I   | Q<sub>h</sub>—measured, consumed annual energy for heating [GJ · year<sup>-1</sup>], Q<sub>h,s</sub>—measured, consumed annual energy for hot water provision [GJ · year<sup>-1</sup>] | ISO 12831-1:2017-08 |
| II  | $\Phi_h$—calculated heating consumed power [kW], Q<sub>h,s</sub>—measured, the annual heat consumption for building heating converted to the conditions of the standard heating season + energy for hot water provision [GJ · year<sup>-1</sup>] | ISO 12831-1:2017-08 |
| III | $V_r$—calculated from exterior measurements the heated volume of building [m<sup>3</sup>], $A_p$—calculated surface of heated floors from interior measurements [m<sup>2</sup>], $A_{s,i}$—calculated from exterior measurements total walls’ surface (net) area [m<sup>2</sup>], $A_{r,i}$—calculated from exterior measurements surface of roof projection area (net) [m<sup>2</sup>], $A_{w,i}$—calculated from exterior measurements total windows area [m<sup>2</sup>], $A_{f,i}$—calculated from interior measurements total (net internal area) [m<sup>2</sup>], $N_{h,p}$—number of living persons per building [Nb], $N_{r,p}$—number of residential flats, premises [pcs.] | ISO 12831-1:2017-08 |
| IV  | $U_w$—calculated thermal transmittance of walls components [W · m<sup>-2</sup> · K<sup>-1</sup>], $U_{w,o}$—calculated thermal transmittance of peak walls components [W · m<sup>-2</sup> · K<sup>-1</sup>], $U_{r,o}$—calculated thermal transmittance of roof projections components [W · m<sup>-2</sup> · K<sup>-1</sup>], $U_{f,i}$—calculated thermal transmittance of floors components (floor over basement) [W · m<sup>-2</sup> · K<sup>-1</sup>], $U_{w,o}$—thermal transmittance of windows (commercial data) [W · m<sup>-2</sup> · K<sup>-1</sup>], $U_{w}$—calculated thermal transmittance of floor components on the ground [W · m<sup>-2</sup> · K<sup>-1</sup>] | ISO 12831-1:2017-08, ISO 9836:1997 |
| V   | $A_{r,s}$—calculated from exterior measurements total walls’ surface (net) area [m<sup>2</sup>], $A_{r}$—calculated from exterior measurements surface of roof projection area (net) [m<sup>2</sup>], $A_{w,s}$—calculated from exterior measurements total windows area [m<sup>2</sup>], $A_{f,i}$—calculated from interior measurements total (net internal area) [m<sup>2</sup>], $N_{h,p}$—number of living persons per building [Nb], $N_{r,p}$—number of residential flats, premises [pcs.] | ISO 12831-1:2017-08, ISO 9836:1997 |

Sets of variables (before thermomodernization) (Recorded in the form of 0–1 information whether the peak wall, external wall, floors, ground floors, windows and flat roof to be thermomodernized).
thermal insulation of the individual compartments in the existing state. The next set of variables (set IV) is therefore supplemented by heat transfer coefficients for individual compartments. Gathering such an extensive range of information allows for the exact characteristics of the object, but requires a lot of effort to prepare it reliably.

Since the above set of variables has been very extensive and the gathering of such a large range of data is time consuming, from the last set (set V) of inputs, we removed variables based on the analysis of the correlations, variability, and materiality of their effect on the final result of the calculation.

A similar group of input variables (4 sets) was used to check the suitability of a method using rough set theory (RST) to forecast energy consumption on a group of 109 buildings undergoing thermomodernization [7].

After a possible list of independent variables was selected the developed data base was divided into the teaching set to which 75% of the investigated buildings and the test set formed from the remaining objects were randomly selected. For the construction of models which enable determination of the annual heat demand and modernization costs for residential apartment buildings, a working space Data Miner available in Statistica (StatSoft®) program was applied. A schematic view of the working space with particular blocks were presented in Figure 4.

![Figure 4. View of working space Data Miner visualizing global strategy of adopted methodology.](image)

Four areas may be distinguished in the working space presented in Figure 4. In the first one there is a data source used for construction of prognostic models. It includes 380 observations described by the selected 31 parameters.

In present paper the artificial neural networks (ANN), general regression trees (CART), exhaustive regression trees (CHAID), support regression trees (SRT), support vectors (SV), and method MARS were selected. Following investigations on the effectiveness of artificial neural networks, it was decided to select an automatic network designer, which during the network construction according to its own algorithm selected the number of neurons in the hidden layer from the range 3 to 15. Except for the...
number of neurons, the impact of the functional type of neurons activation in the hidden layer and the output one on the quality of the model were also examined.

For assessment of past due forecasts use the mean absolute percentage error (MAPE) also known as mean absolute percentage deviation (MAPD), as well as mean bias error (MBE), coefficient of variance of the root mean square error (CV RMSE) and coefficient of determination ($R^2$) which are accepted as statistical calibration standards by ASHRAE Guideline 14-2014 [41,42]:

\[
MAPE = \frac{1}{n_g} \sum_{m=1}^{n_g} \left| \frac{y_i - y_i^p}{y_i} \right| \times 100\% \quad m = 1, 2, 3 \ldots , n_g
\]  

(1)

\[
MBE = \frac{\sum_{m=1}^{n_g} (y_i - y_i^p)}{\sum_{m=1}^{n_g} y_i} \times 100\% \quad m = 1, 2, 3 \ldots , n_g
\]  

(2)

\[
CV \ RMSE = \frac{\sqrt{\sum_{m=1}^{n_g} \left( \frac{y_i - y_i^p}{y_i} \right)^2}}{\frac{1}{n_g} \sum_{m=1}^{n_g} y_i} \times 100\% \quad m = 1, 2, 3 \ldots , n_g
\]  

(3)

\[
R^2 = \left( \frac{n_g \sum_{m=1}^{n_g} y_i y_i^p - \sum_{m=1}^{n_g} y_i \cdot \sum_{m=1}^{n_g} y_i^p}{\sqrt{\left( n_g \sum_{m=1}^{n_g} y_i^2 - \left( \sum_{m=1}^{n_g} y_i \right)^2 \right) \left( n_g \sum_{m=1}^{n_g} y_i^p^2 - \left( \sum_{m=1}^{n_g} y_i^p \right)^2 \right)}} \right)^2
\]  

(4)

where $y_i$ is the actual value (quantity) in the facility $i$, and $y_i^p$ is the forecast value (quantity) in the facility $i$. The difference between $y_i$ and $y_i^p$ is divided by the actual value $y_i$ and $m$ the number of the test object ($m = 1, 2, 3 \ldots , n_g$).

5. Results and Discussion

The results obtained for particular models (for the learning and test set) depending on the selected set of input variables are presented in Figures 5 and 6.

**Figure 5.** Comparison of the average quality indicators (MAPE), of selected methods estimating the reduction energy requirements for all accessible taking into account all accessible input variables (sets I–V).
Figure 6. Comparison of the average quality indicators (MAPE), of selected methods estimating the reduction energy requirement taking into account all accessible input variables versus different set’s selection for: (a) learner, (b) test.

The analysis carried out for artificial neural network methods shows that the lowest error MAPE when estimating the reduction of the energy requirement in a building after the completion of the thermomodernization designated for the learners irrespective of the selected set of input variables is expected. However, this method characterized a relatively high error of forecast (26%) set on test data not participating in network learning. A very promising result was obtained for the support regression trees (SRT) method. For the collection of learners, the error for this method was more than 5% higher than the ANN, but on the data that is a test collection allowed to most relevant predictions risky a map error of less than 22%. Based on the analysis of the quality assessment indicators, further analysis will also include the MARS method but only for selected sets of independent variables. The worst methods in the comparative analysis were: general regression trees (CART), exhaustive regression trees (CHAID) and support vectors (SV), and the error values of the MAPE oscillated between 23% and 27% (Figure 5).
In the next part of the work, studies were performed to see how the selection of the input variable set affects the quality of the forecasts analyzed by methods. Figure 6 shows error values for all methods depending on the set of input variables.

The analysis performed shows that the best quality forecasts regardless of the method selection can be obtained for the fourth and fifth sets of variables. The only exception for the ANN, SRT and SV method was the third set that the data in the learner collection generated the best quality forecasts, but the error was higher than for the other sets of variables on the test collection (Figure 6). For this reason, in the remainder of the work, this kit was not analyzed.

In order to get the lowest possible errors, the energy consumption forecasts in multi-family buildings after thermomodernization can be obtained using the support regression trees (SRT) method and the MARS method, for which as variables input uses variables selected for the IV and V set of independent variables.

The quality assessment of the developed models was not only based on the MAPE error analysis, but was extended by the price of MBE, CV RMSE, and $R^2$. The indicators were selected based on ASHRAE Guideline 14 [41,42] and the Federal Energy Management Program FEMP criteria [43]. Table 3 presents the MBE, CV RMSE and $R^2$ evaluation indicators for selected methods of estimating energy demand reduction taking into account all available input variables.

Table 3. Comparison of the Mean Bias Error (MBE), Coefficient of Variation of the Root Mean Square Error (CV RMSE), coefficient of determination ($R^2$), of selected methods estimating the reduction energy requirement taking into account all accessibles input variables for test.

| Index | Set | Method Estimating |
|-------|-----|-------------------|
|       |     | ANN  | CART | CHAID | MARS | SRT  | SV   |
| MBE [%] | I   | 12.9 | 8.7  | 8.7   | 14.3 | 9.9  | 8.6  |
|        | II  | 9.5  | 8.7  | 8.7   | 8.7  | 5.6  | 7.9  |
|        | III | 8.8  | 8.7  | 8.7   | 18.4 | 12.2 | 14.0 |
|        | IV  | 4.0  | 9.5  | 4.0   | 4.0  | 4.7  | 2.8  |
|        | V   | 4.0  | 9.5  | 4.0   | 6.0  | 6.0  | 1.7  |
| CV RMSE [%] | I   | 23.8 | 28.1 | 28.1  | 29.7 | 27.5 | 26.1 |
|          | II  | 23.8 | 28.1 | 28.1  | 33.9 | 25.7 | 26.8 |
|          | III | 20.5 | 28.1 | 28.1  | 37.4 | 27.0 | 39.4 |
|          | IV  | 13.7 | 20.7 | 24.6  | 14.8 | 13.9 | 28.4 |
|          | V   | 13.7 | 20.7 | 24.6  | 17.8 | 16.4 | 20.7 |
| $R^2$   | I   | 0.6  | 0.3  | 0.3   | 0.4  | 0.4  | 0.4  |
|         | II  | 0.6  | 0.3  | 0.3   | 0.3  | 0.4  | 0.3  |
|         | III | 0.7  | 0.3  | 0.3   | 0.3  | 0.4  | 0.1  |
|         | IV  | 0.8  | 0.7  | 0.4   | 0.8  | 0.8  | 0.3  |
|         | V   | 0.8  | 0.7  | 0.4   | 0.7  | 0.8  | 0.6  |

The MBE value assesses the absolute differences between the value obtained from the developed model and the actual value. It can take both positive and negative values. According to the evaluation criteria [41–43], the value of this indicator should amount to $\pm 5$. The results of the study (Table 3) show that on the test set the MBE value for all evaluated models and analyzed sets of variables was positive. Thus, the models developed underestimate the estimated reduction of energy demand in buildings undergoing thermal upgrading. For most models, for which the input variables constituted the fourth and fifth set of variables, the index values were very low and oscillated around 2–4%. This indicator is commonly used to assess the quality of the model, but it has a certain disadvantage, because in case of positive and negative values, the total value decreases significantly.

To assess the quality of the models built, CV RMSE index was therefore used, where there is no error cancellation problem caused by changing the index sign (positive with negative). According to the criteria the Federal Energy Management Program (FEMP) and ASHRAE Guideline 14 the index value should not exceed 20–30% for hourly data and 15% for monthly data [41–43]. The paper assumes
that correctly calibrated models are to have a coefficient of variation of the square root mean error at a level not higher than 15%. The analysis shows that this assumption is fulfilled by the ANN model for the IV and IV set of variables and the MARS and SRT models for the IV set of variables.

ASHRAE Guideline 14 also recommends assessing the quality of the model based on the analysis of the coefficient of determination $R^2$ and to take 0.75 as a minimum value for well calibrated models. This requirement has been met by ANN, MARS and SRT models for 4 and 5 sets of variables, just as for the previously analysed indicators (Table 3).

6. Conclusions and Perspectives

Based on analyses carried out on a group of several hundred residential buildings in a four-season climate, for which the authors of the study developed energy audits, specific sets of deliberately selected variables characterizing the buildings were distinguished. The variables are grouped into five sets depending on the strength of impact on energy consumption after thermal renovation and difficulties in obtaining them. The first two collections use the indicators most closely correlated with the energy consumption of the building. These variables were divided into two sets because the independent variables were strongly correlated with each other. In the next sets it was analyzed how extending the variables with information related to the structural and thermal parameters of the building will affect the quality of the models. The models developed in the future will allow for a quick determination of the energy saving potential after the completion of the thermal modernization for buildings made using large plate technology (prefabricated).

- When assessing the quality of individual methods solely on the basis of the MAPE index (the index most frequently used for assessment) determined for the test set, it can be said that the best quality energy consumption forecasts after thermal rehabilitation were obtained by SRT and ANN methods, for which it was necessary to use the data from the V set as input variables. The error value was 12.1% and 12.5% respectively. Slightly worse quality forecasts, because they were burdened with a MAPE error of 14%, were obtained for the IV set of input variables and methods ANN, MARS, and SRT.

- When evaluating the methods according to the indicators proposed by ASHARE, the SV model together with IV and V sets of input variables should be considered the best in terms of MBE error. Slightly worse results, at the error level of about 4%, were obtained for the two best methods in terms of MAPE error, i.e., ANN and SRT and CHID and MARS methods. Unfortunately, CHID and SV methods were characterized by twice as high RMSE CV error as the other indicated methods. Also, the correlation coefficient for them did not meet the assumed assumptions, as it was only 0.3–0.6.

- Taking into account all quality assessment indicators, the ANN models should be indicated as preferred, together with an IV or V set of independent variables. For these sets of variables, the use of SRT models, followed by MARS, can also be considered. These models were in most cases burdened with only slightly larger errors.

In the future, the studied group of objects will be used to test other forecasting methods, e.g., hybrid methods (combining artificial neural networks and fuzzy logic), so that research results can be compared with each other. In further research, the authors also plan to test the usefulness of these methods for forecasting energy consumption in other types of buildings, such as schools, kindergartens, and others.
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## Nomenclature

| Abbreviation | Description |
|--------------|-------------|
| ANN          | Artificial Neural Network |
| CART         | Classification and Regression Tree |
| CHAID        | Chi-square Automatic Interaction Detector |
| CV RSME      | Coefficient of Variance of the Root Mean Square Error, [%] |
| MAPE         | Mean Absolute Percentage Error, [%] |
| MARS         | Multivariate Adaptive Regression Splines |
| MBE          | Mean Bias Error, [%] |
| $R^2$        | Coefficient of determination |
| SRT          | Support Regression Trees |
| SV           | Support Vectors |
| $A_f$        | calculated surface of heated floors from interior measurements, [m$^2$] |
| $A_{f1}$     | calculated surface of floor from interior measurements (floor over basement or floor on the ground), [m$^2$] |
| $A_{in}$     | calculated from interior measurements total (net internal area), [m$^2$] |
| $A_r$        | calculated from exterior measurements surface of roof projection area (net), [m$^2$] |
| $A_{w}$      | calculated from exterior measurements total windows area, [m$^2$] |
| $A_{w}$      | calculated from exterior measurements total walls' surface (net) area, [m$^2$] |
| $C_A$        | construction year of a building, [year] |
| $FE_0$       | final energy demand for heating and domestic hot water before modernization, [kWh·m$^{-2}$·year$^{-1}$] |
| $FE_1$       | final energy demand for heating and domestic hot water after modernization, [kWh·m$^{-2}$·year$^{-1}$] |
| $m$          | number of objects |
| $N_{of}$     | number of residential flats, premises, [pc.] |
| $N_{op}$     | number of living persons per building, [Nb] |
| $N_{os}$     | number of stores, [pc.] |
| $Q_h$        | measured, consumed annual energy for heating, [GJ·year$^{-1}$] |
| $Q_{h+ww}$   | measured, annual heat consumption for building heating converted to the conditions of the standard heating season + energy for hot water provision, [GJ·year$^{-1}$] |
| $Q_{ww}$     | measured, consumed annual energy for hot water provision, [GJ·year$^{-1}$] |
| $S/V_e$      | shape coefficient of buildings (the ratio surface to volume), [m$^2$·m$^{-3}$], [m$^{-1}$] |
| $U_f$        | calculated thermal transmittance of floors components (floor over basement), [W·m$^{-2}$·K$^{-1}$] |
| $U_{f1}$     | calculated thermal transmittance of floor components on the ground, [W·m$^{-2}$·K$^{-1}$] |
| $U_{pw}$     | calculated thermal transmittance of peak walls components, [W·m$^{-2}$·K$^{-1}$] |
| $U_{pr}$     | calculated thermal transmittance of roof projections components, [W·m$^{-2}$·K$^{-1}$] |
| $U_{w}$      | calculated thermal transmittance of walls components, [W·m$^{-2}$·K$^{-1}$] |
| $U_{win}$    | transmittance of windows (commercial data), [W·m$^{-2}$·K$^{-1}$] |
| $V_e$        | calculated from exterior measurements the heated volume of building, [m$^3$] |
| $y_i$        | the actual quantity in the facility $i$ |
| $y_{pi}$     | the forecast quantity in the facility $i$ |
| $\Phi_h$     | calculated heating consumed power, [kW] |
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