Dental Age Estimation Based on X-ray Images

Noor Mualla¹, Essam H Houssein²*, and M. R. Hassan¹

Abstract: Chronological age estimation using panoramic dental X-ray images is an essential task in forensic sciences. Various statistical approaches have proposed by considering the teeth and mandible. However, building automated dental age estimation based on machine learning techniques needs more research efforts. In this paper, an automated dental age estimation is proposed using transfer learning. In the proposed approach, features are extracted using two deep neural networks namely, AlexNet and ResNet. Several classifiers are proposed to perform the classification task including decision tree, k-nearest neighbor, linear discriminant, and support vector machine. The proposed approach is evaluated using a number of suitable performance metrics using a dataset that contains 1429 dental X-ray images. The obtained results show that the proposed approach has a promising performance.
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1 Introduction
Age estimation is an important research topic that has gained an increasing attention in forensic science and low enforcement [Sironi, Taroni, Baldinotti et al. (2018)]. It can play a crucial role in legal issues, particularly in cases of specific civil proceedings [Cunha, Baccino, Martrille et al. (2009); Schmeling and Black (2010); Schmidt, Schiborr, Pfeiffer et al. (2013)]. Moreover, age estimation can help in determining identities of dead people who died due to abnormal conditions such as explosions and bomb blasts. In general, noninvasive approaches for age estimation are more preferred due to its applicability. Therefore, age estimation based on face characteristics is considered the most popular approach [Lu, Liong and Zhou (2015)]. It currently adopted in many real-life applications such as security, human computer interaction, multimedia communication, entertainment, etc. However, the accuracy of facial age estimation can be affected because of some reasons. Facial age progression is subject-dependent where people of different races can have different aging rates. Additionally, many factors, other than the race and genes, can affect the aging rates such as working environment, lifestyle, smoking, health condition [Gurpinar, Kaya, Dibeklioglu et al. (2016)]. Finally, facial age estimation cannot help in case of disasters such as explosion and bomb blasts where the face characteristics are not clear.
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To avoid the problems of facial age estimation, forensic scientists usually attempt to estimate the age of individual through estimating the development stages of a tooth and linking the estimated stage to the most probable age. Like every part of human body, teeth have different development stages. Dental X-ray images are the main and commonly used technique in dental age estimation performed by forensic scientists [Čular, Tomaić, Subašić et al. (2017)]. Dental X-ray images contains all the information needed to assess the dental development [Ozaki and Motokawa (2000)]. One method is presented by Haavikko K. Where sketches of teeth at different development stages and a table that associate each stage to an age are employed. Because of inter-sex variation, age estimates are provided for males as well as females. However, this manual age estimation is a tedious, time-consuming, and subjective task. Hence, an automated dental age estimation is needed to improve the age estimation accuracy and repeatability [Čular, Tomaić, Subašić et al. (2017)].

Traditional dental age estimation methods may involve several steps including image preprocessing, segmentation, feature extraction, classification or regression. This objective of these methods is to determine the age group of persons in case of classification or to determine the exact age of persons in case of regression. The success of each step in these methods is highly dependent of the success of the preceding steps. In other words, the success of feature extraction step depends on the success of the segmentation step. Similarly, the success of the classification or regression step depends on the success of both segmentation and feature extraction steps. In addition, segmentation and feature extraction are non-trivial problem-dependent tasks [Razzak and Naz (2017)].

On the other side, deep learning approaches have been effectively employed to solve many problems in several research areas including computer vision, natural language process, and object recognition. Deep learning-based methods are called end-to-end learning-based method in which deep neural networks such convolutional neural networks can work directly on the input images and produces the required output without the need to perform intermediate steps such as segmentation and feature extraction. However, designing and training deep neural networks is a difficult and time-consuming process. So, rather than designing and training deep neural networks from scratch, it is possible to use pre-trained deep networks to perform the required tasks. This is known as transfer learning. According to Castellucio et al. [Castelluccio, Poggi, Sansone et al. (2015)], there are two ways to apply the concept of transfer learning. The first includes obtaining the features extracted from the input images by getting the values of the last fully connected layer of the net [Aithiwaratun and Kang (2015)]. Then, it employs another classifier to perform the classification process. The second way involves modifying the structure of the network by dropping out high-level layers. This process is called the network fine-tuning. In the proposed work, the first way is used to build the proposed automated dental age estimation approach.

In this paper, a novel automated dental age estimation approach is proposed based on dental X-ray images. The objective of the proposed approach is to determine the age group of a person using its dental X-ray images among different seven age groups. The proposed approach embraces three main steps: image preprocessing, feature extraction and classification. The feature extraction step is performed using two convolutional deep
neural networks namely AlexNet and ResNet-101 while the classification step is performed using a number of well-known classifiers including decision tree, k-nearest neighbor, linear discriminant, and support vector machine.

The remaining sections of this paper are organized as follow: Section 2 covers different age estimation methods. Section 3 describes the proposed automated dental age estimation in detail. Section 4 includes the implementation details and results analysis. Finally, Section 5 contains the conclusion and future work.

2 Related works

Several approaches have been proposed in order to achieve accurate dental age estimation. This section is dedicated to cover some of the recent works in the field.

Hemalatha et al. [Hemalatha and Rajkumar (2018)] have presented a classification model for dental age estimation for Indian kids based on Demirjian’s approach. Given the RMI tooth image, the proposed approach starts with preprocessing the images for noise removal and more smoothing. Then, the teeth are segmented using Active Contour Model (ACM) and various features are extracted from the segmented teeth. The extracted features include GLCM features, Haufs droof distance, geometric features, etc. Finally, a fuzzy neural network is used to perform the classification process. A dataset that consists of images that belongs to 100 healthy persons with ages between 4 and 18 years is used to evaluate the proposed approach. The obtained results show that the proposed approach has 89% accuracy.

Štepanovský et al. [Štepanovský, Ibrová and Buk (2017)] have compared the performances twenty-two age estimation approaches in dental age estimation in terms of accuracy and complexity. The used dataset contains the dental X-ray images of 976 persons (662 boys and 314 girls). The experimental results show that the best methods are a tabular multiple linear regression model, an M5P tree model and support vector machine (SVM) model with polynomial kernel function.

Čular et al. [Čular, Tomaić, Subašić et al. (2017)] have introduced a dental age estimation method based on panoramic X-ray images. The proposed method employs both active shape model (ASM) and active appearance model (AAM) to detect the outer contour of teeth. Then, statistical models are used for feature extraction and a neural network for age estimation. A dataset that include X-ray images of 203 persons is used to validate the performance of the proposed method. The obtained results show that the ASM model and AMM model have mean absolute error (MAE) of 2.481 and 2.483, respectively.

Sironi et al. [Sironi, Taroni, Baldinotti et al. (2018)] have proposed an age estimation method based on assessing the volume of the pulp chamber. The measurement of pulp chamber volume is done with the help of 3-D cone beam computed tomography (CBCT) images. In the proposed work, a Bayesian network is used for dental age estimation. The proposed method is evaluated using a dataset that includes information of 286 healthy persons. The obtained results show that the proposed method has a promising performance in terms of accuracy, bias, and sensitivity.

Tao et al. [Tao, Wang, Wang et al. (2019)] have proposed a dental age estimation approach in which the age is predicted using Multi-layer Perceptron algorithm. Leave-
one-out cross-validation is employed during the training process in order to address the overfitting problem. The experiments are conducted on the dataset that contains images that belong to 1636 persons (787 males and 849 females). The obtained results show the superiority of the proposed method compared to other traditional methods including Demirjian’s method and Willem’s method in terms of RMSE, MSE, and MAE.

de Back et al. [de Back, Seurig, Wagner et al. (2019)] have presented a dental age estimation approach based on dental X-ray images. The proposed approach employs a Bayesian convolutional neural network for both age prediction and uncertainty estimation. It has been evaluated by conducting experiments on a dataset that contains 12000 dental X-ray images. The obtained results show that the proposed approach has a concordance correlation coefficient of 0.91.

Kim et al. [Kim, Bae, Jung et al. (2019)] have introduced another automated dental age estimation approach that depends on deep learning. In the proposed approach, a convolutional neural network (CNN) is employed for age estimation. The used dataset contains dental X-ray images for 9435 individuals (4963 male, 4472 female) that have been organized in three age groups. The obtained results show that the proposed approach has a good performance.

Asif et al. [Asif, Nambiar, Mani et al. (2019)] have proposed a statistical dental age estimation approach that depends on volumetric analysis of the pulp/tooth ratio. The authors have employed simple linear regression and Pearson correlation analysis in order to perform the intended task. The used dataset contains 300 CBCT scans for 153 male and 147 female that are classified into five age groups. The obtained results show that the proposed approach has 6.48 MAE.

Farhadian et al. [Farhadian, Salemi, Saati et al. (2019)] have introduced another dental age estimation approach by means of pulp-to-tooth ratio. The proposed approach has employed a neural network to perform the age estimation task. The experiments that have been conducted on a dataset that consists of 300 CBCT scan have shown the superiority of the neural network compared to another regression model. The proposed approach has 4.4 RMSE and 4.12 MAE.

3 Proposed work

In this section, an automated dental age estimation approach is proposed based on dental X-ray images. The proposed approach aims to determine the age group of persons using their dental X-ray images. As shown in Fig. 1, the proposed approach consists of three main steps: image preprocessing, feature extraction, and classification. In the image preprocessing step, the dental X-ray images are converted in the RGB color model and resized to a certain size. Additionally, a data augmentation process is applied to enlarge the size of dataset. In the feature extraction step, the concept of transfer learning is adopted to perform this task. Two pre-trained deep neural networks, namely AlexNet and ResNet, are employed to extract the discriminant features. Finally, a number of classification models are used to perform the classification task including Decision Tree (DT), K-Nearest Neighbor (K-NN), Linear Discriminant (LD), and Support Vector Machine (SVM). The detailed descriptions of the different steps are given in the following subsection.
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3.1 Image preprocessing

In this step, three main operations are performed to make the dental X-ray images ready for subsequent steps. First, dental X-ray images are converted into RGB color model. Then, dental X-ray images are resized to fit the requirements of the used deep neural networks. The size of dental X-ray images is set to 277*277 with AlexNet while the images’ size is set 224*224 with ResNet. Finally, a data augmentation step is performed to build a large dataset that is suitable for deep neural networks. In this step, two operations are performed namely, translation and reflection. In the translation operation, the dental X-ray images are randomly shifted along the X-axis and Y-axis with a shift value bounded by the interval [-30,30]. In the reflection operation, the dental X-ray images are mirrored along the vertical access. An example for the data augmentation process is shown in Fig. 2. The left column contains the original dental X-ray images. The middle column contains the translated versions. The last column contains the mirrored versions. The first row contains a dental X-ray image for a female while the second row contains a dental x-ray image for a male.

Figure 1: The block diagram of the proposed dental age estimation approach

Figure 2: Data augmentation process for dental X-ray images
3.2 Feature extraction

Convolutional Neural Networks (CNN) is a popular architecture for deep neural networks that achieved many breakthroughs in many fields including machine learning and computer vision. CNNs can successfully accomplish their work without being affected by tilting, translation, and scaling \cite{Yu, Chang, Yang et al. (2017)}. CNNs usually include three layer types: convolutional layer, pooling layer, and fully connected layer (See Fig. 3).

![Figure 3: The general architecture of convolutional neural networks](image)

The role of convolutional layer is to compute the weighted sum, to add the bias value to the weighted sum, and to apply an activation function called the rectifier linear unit (ReLU), which is defined using Eq. (1), on the addition result. On the other side, the objective of pooling layers is to manage the overfitting by decreasing the number of features obtained from the convolutional layer. Finally, the fully connected layers aim to gathering all the feature of descriptor to be classified using the last layer \cite{Thanh, Vununu, Atoev et al. (2018)}.

\[
\text{ReLU}(x) = \max(0, x)
\]

In the proposed work, two well-known pre-trained convolutional neural networks called AlexNet \cite{Krizhevsky, Sutskever and Hinton (2012)} and ResNet-101 \cite{He, Zhang, Ren et al. (2016)} are used to perform the feature extraction step using the concept of transfer learning. Generally, transfer learning is used for a number of reasons. First, training a CNN from scratch using random initial values is difficult due to the absence of large datasets. Hence, using the weights of a pre-trained net as initial values can be useful in addressing many of the problems in hand. Second, training a very deep network from scratch is a time-consuming process that needs sophisticated machines with expensive GPUs. Finally, there is no clear theoretical guidance that can help in selecting the appropriate topology, training method, parameter values, etc.

3.2.1 Feature extraction using AlexNet

AlexNet is a popular CNN that was proposed by Krizhevsky et al. \cite{Krizhevsky, Sutskever and Hinton (2012)} to compete in the ILSVRC-2010 challenge for classifying
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the ImageNet database. It contains five convolutional layers, three fully connected layers, as well as max-pooling layers. All of the eight layers need to be trained. In AlexNet, the overfitting problem is addressed using a number of ways including normalizing the local response, data augmentation, and the dropout approach in which the output of hidden neurons is set to zero with a probability 0.5. The dropout process is performed on the first two full-connected layers. In the feature extraction step, the last three layers of the original AlexNet are frozen and replaced with other three layers that suit the classification problem in hand. The eliminated layers are the last fully connected layer, the softmax layer, and the output layer. The features are obtained from the last fully connected layers after completing the training process using our dataset. The length of each feature vector is 4096.

3.2.2 Feature extraction using ResNet-101

Deep residual networks are extremely deep architectures that have achieved high accuracy and good convergence behavior in many recognition and classification problems [He, Zhang, Ren et al. (2016)]. Deep residual networks have been proposed to address the problem of accuracy degradation that occurs when deep networks start to converge. The idea behind the residual learning is shown in Fig. 4. Simply, each few stacked layers fit a residual mapping rather than directly fitting the required underlying mapping. In other words, if the required underlying mapping is denoted by \( H(x) \), the stacked nonlinear layers fit another mapping which is defined as \( F(x) = H(x) - x \). Hence, the original mapping is reformulated as \( f(x) + x \) which can be achieved using feed forward neural networks and shortcut connections [He, Zhang, Ren et al. (2016)].

![Figure 4: The idea of residual learning](image)

ResNet is a very deep network which is designed and built based on the principle of residual learning [He, Zhang, Ren et al. (2016)]. It is the winner of ILSVRC 2015 in image classification challenge. Several variants have been designed that belongs to the ResNet family including ResNet-18, ResNet-34, ResNet-50, ResNet-101, and ResNet-152. The number in the network name denoted the number of layers included in the network. In the proposed work, the pre-trained residual network ResNet-101 is used to perform the feature extraction step. The length of the resulting feature vector is 2048.

3.3 Classification

In the proposed dental age estimation approach, the classification step is performed used
a number of well-known classification models. The goal of the used classification models is to determine the age group of a person based on the feature vector extracted from his dental X-ray image. The used classifiers include decision tree (DT) [Quinlan (1986)], K-nearest neighbor (K-NN) [Cover and Hart (1967)] using Euclidean distance and K is set to 1, linear discriminant (LD) [Zhao, Chellappa and Nandhakumar (1998)], and support vector machine (SVM) [Vapnik (1998)] using different kernel functions.

4 Implementation and experiments

This section includes the implementation details of the proposed dental age estimation approach. Additionally, it describes the used dataset. Moreover, several experiments are conducted to evaluate the proposed approach in terms of a number of performance measures.

4.1 Dataset description

The used dataset is obtained from Ebtisama clinic in Kuwait. It consists of 1429 dental X-ray images that belong to persons of different genders and different age groups. A sample of the dental X-ray images form the used dataset is shown in Fig. 5.

![Figure 5: A sample from the used dataset](image)

In the proposed dental age estimation approach, eight age groups are considered. The details of the different age groups and the number of images contained in each group are shown in Tab. 1.

| Class | Age Range | Num. of Images |
|-------|-----------|----------------|
| A     | [0-9]     | 97             |
| B     | [10-19]   | 212            |
| C     | [20-29]   | 312            |
| D     | [30-39]   | 303            |
| E     | [40-49]   | 235            |
| F     | [50-59]   | 205            |
| G     | [60-69]   | 56             |
| H     | [70 - …]  | 9              |

Table 1: The details of the used dataset
4.2 Implementation and experimental results

The proposed automated dental age estimation is implemented using Matlab 2018a. The performance of the proposed approach is assessed using the following performance measures:

\[
\text{Accuracy} = \frac{TP + TN}{TP + TN + FP + FN} \\
\text{Specificity} = \frac{TN}{TN + FP} \\
\text{Precision} = \frac{TP}{TP + FP} \\
\text{Recall} = \frac{TP}{TP + FN} \\
F - \text{measure} = \frac{2TP}{2TP + FP + FN}
\]

(2) \hspace{2cm} (3) \hspace{2cm} (4) \hspace{2cm} (5) \hspace{2cm} (6)

The used classifiers are evaluated using the 10-fold cross validation approach. The DT classifier is implemented using max split is equal to 20. The K-NN classifier is implemented using K=1. The standard SVM works on two classes only while the proposed work needs multi-class classifier. So, a modified version of the standard SVM called Multi-Class Support Vector Machine [Weston and Chris (1998)] is employed for building a classifier that is capable of differentiating among several classes. Moreover, several kernel functions are used with the SVM classifier including Gaussian kernel function, cubic kernel function, and quadratic kernel function. AlexNet is trained with the following settings: the patch size is equal to 5, the number of epochs is equal to 6, and the learning rate is equal to 1*e-4. Similarly, The ResNet is trained using the following settings: the patch size is equal to 10, the number of epochs is equal to 6, and the learning rate is equal to 1*e-4. All the experiments are executed using GPU NVIDIA GE FORCE 920M 4 GDDRAM. The obtained results are shown Tabs. 2-13.

Table 2: The performance of the proposed approach using AlexNet based features and LD classifier

| Performance Metrics (%) | A    | B    | C    | D    | E    | F    | G    | H    |
|-------------------------|------|------|------|------|------|------|------|------|
| Accuracy                | 100  | 96.226 | 94.444 | 95.328 | 96.028 | 96.26 | 98.809 | 100  |
| Specificity             | 99.924 | 99.37 | 98.747 | 98.905 | 99.218 | 99.346 | 99.417 | 100  |
| Precision               | 98.979 | 96.378 | 95.464 | 95.861 | 96.028 | 96.104 | 87.368 | 100  |
| Recall                  | 100  | 96.226 | 94.444 | 94.279 | 96.028 | 96.26 | 98.809 | 100  |
| F-Measure               | 99.487 | 96.302 | 94.951 | 95.063 | 96.028 | 96.18 | 92.736 | 100  |
Table 3: The performance of the proposed approach using AlexNet based features and DT classifier

| Performance Metrics (%) | Age Group A | Age Group B | Age Group C | Age Group D | Age Group E | Age Group F | Age Group G | Age Group H |
|--------------------------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|
| Accuracy                 | 100         | 99.214      | 99.145      | 98.899      | 98.298      | 98.048      | 98.214      | 100         |
| Specificity              | 99.925      | 99.945      | 99.433      | 99.645      | 99.805      | 99.809      | 100         | 100         |
| Precision                | 98.979      | 99.684      | 97.993      | 98.683      | 99           | 98.852      | 100         | 100         |
| Recall                   | 100         | 99.214      | 99.145      | 98.899      | 98.899      | 98.049      | 98.214      | 100         |
| F-Measure                | 99.487      | 99.448      | 98.566      | 98.791      | 98.449      | 99.099      | 100         | 100         |

Table 4: The performance of the proposed approach using AlexNet based features and K-NN classifier

| Performance Metrics (%) | Age Group A | Age Group B | Age Group C | Age Group D | Age Group E | Age Group F | Age Group G | Age Group H |
|--------------------------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|
| Accuracy                 | 100         | 99.686      | 99.573      | 98.349      | 98.156      | 97.886      | 98.214      | 100         |
| Specificity              | 100         | 99.863      | 99.672      | 99.645      | 99.693      | 99.755      | 99.927      | 100         |
| Precision                | 100         | 99.218      | 98.834      | 98.675      | 98.575      | 98.527      | 98.214      | 100         |
| Recall                   | 100         | 99.686      | 99.573      | 98.349      | 98.156      | 97.886      | 98.214      | 100         |
| F-Measure                | 100         | 99.451      | 99.202      | 98.512      | 98.365      | 98.205      | 98.214      | 100         |

Table 5: The performance of the proposed approach using AlexNet based features and SVM classifier and quadratic kernel function

| Performance Metrics (%) | Age Group A | Age Group B | Age Group C | Age Group D | Age Group E | Age Group F | Age Group G | Age Group H |
|--------------------------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|
| Accuracy                 | 97.595      | 94.339      | 92.415      | 91.199      | 89.929      | 91.707      | 88.095      | 88.888      |
| Specificity              | 99.875      | 98.822      | 96.896      | 97.01       | 98.855      | 98.911      | 99.879      | 100         |
| Precision                | 98.269      | 93.313      | 89.267      | 89.139      | 93.377      | 93.777      | 96.732      | 100         |
| Recall                   | 97.595      | 94.339      | 92.415      | 91.199      | 89.929      | 91.707      | 88.095      | 88.888      |
| F-Measure                | 97.931      | 93.823      | 90.814      | 90.542      | 91.884      | 92.534      | 92.212      | 94.117      |

Table 6: The performance of the proposed approach using AlexNet based features and SVM classifier and cubic kernel function

| Performance Metrics (%) | Age Group A | Age Group B | Age Group C | Age Group D | Age Group E | Age Group F | Age Group G | Age Group H |
|--------------------------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|
| Accuracy                 | 100         | 95.597      | 94.017      | 93.399      | 95.035      | 95.775      | 94.048      | 100         |
| Specificity              | 99.924      | 99.397      | 98.09       | 98.283      | 99.023      | 99.319      | 99.806      | 100         |
| Precision                | 98.979      | 96.508      | 93.22       | 93.605      | 95.035      | 95.928      | 95.181      | 100         |
| Recall                   | 100         | 95.597      | 94.017      | 93.399      | 95.035      | 95.772      | 94.048      | 100         |
| F-Measure                | 99.487      | 96.05       | 93.617      | 93.502      | 95.035      | 95.849      | 94.611      | 100         |
Table 7: The performance of the proposed approach using AlexNet based features and SVM classifier and Gaussian kernel function

| Performance Metrics (%) | A    | B    | C    | D    | E    | F    | G    | H    |
|-------------------------|------|------|------|------|------|------|------|------|
| Accuracy                | 100  | 94.497 | 94.444 | 93.069 | 94.468 | 95.285 | 93.452 | 85.185 |
| Specificity             | 100  | 99.534 | 96.896 | 98.401 | 99.218 | 99.374 | 99.83 | 100  |
| Precision               | 100  | 97.249 | 89.474 | 94    | 95.965 | 96.223 | 95.732 | 100  |
| Recall                  | 100  | 94.497 | 94.444 | 93.069 | 94.468 | 95.285 | 93.452 | 85.185 |
| F-Measure               | 100  | 95.853 | 91.892 | 93.532 | 95.211 | 95.752 | 94.578 | 91.999 |

Table 8: The performance of the proposed approach using ResNet based features and LD classifier

| Performance Metrics (%) | A    | B    | C    | D    | E    | F    | G    | H    |
|-------------------------|------|------|------|------|------|------|------|------|
| Accuracy                | 100  | 96.226 | 94.444 | 94.487 | 96.028 | 96.26 | 98.809 | 100  |
| Specificity             | 99.925 | 99.37 | 98.746 | 98.905 | 99.218 | 99.346 | 99.417 | 100  |
| Precision               | 98.979 | 96.378 | 95.546 | 95.861 | 96.028 | 96.104 | 87.368 | 100  |
| Recall                  | 100  | 96.226 | 94.444 | 94.487 | 96.028 | 96.26 | 98.809 | 100  |
| F-Measure               | 99.487 | 96.302 | 94.992 | 95.169 | 96.028 | 96.182 | 92.737 | 100  |

Table 9: The performance of the proposed approach using ResNet based features and DT classifier

| Performance Metrics (%) | A    | B    | C    | D    | E    | F    | G    | H    |
|-------------------------|------|------|------|------|------|------|------|------|
| Accuracy                | 100  | 99.214 | 99.145 | 98.899 | 98.298 | 98.049 | 98.214 | 100  |
| Specificity             | 99.925 | 99.945 | 99.433 | 99.645 | 99.805 | 99.809 | 100  | 100  |
| Precision               | 98.979 | 99.684 | 97.994 | 98.683 | 99    | 98.85 | 100  | 100  |
| Recall                  | 100  | 99.214 | 99.145 | 98.899 | 98.298 | 98.049 | 98.214 | 100  |
| F-Measure               | 99.487 | 99.448 | 98.566 | 98.791 | 98.648 | 98.448 | 99.098 | 100  |

Table 10: The performance of the proposed approach using ResNet based features and K-NN classifier

| Performance Metrics (%) | A    | B    | C    | D    | E    | F    | G    | H    |
|-------------------------|------|------|------|------|------|------|------|------|
| Accuracy                | 100  | 99.686 | 99.573 | 98.349 | 98.156 | 97.886 | 98.214 | 100  |
| Specificity             | 100  | 99.863 | 99.672 | 99.645 | 99.721 | 99.646 | 100  | 100  |
| Precision               | 100  | 99.218 | 98.834 | 98.675 | 98.575 | 97.886 | 100  | 100  |
| Recall                  | 100  | 99.686 | 99.573 | 98.349 | 98.156 | 98.527 | 98.211 | 100  |
| F-Measure               | 100  | 99.451 | 99.202 | 98.512 | 98.365 | 98.205 | 99.097 | 100  |
Table 11: The performance of the proposed approach using ResNet based features and SVM classifier and quadratic kernel function

| Performance Metrics (%) | Age Group | A     | B     | C     | D     | E     | F     | G     | H     |
|-------------------------|-----------|-------|-------|-------|-------|-------|-------|-------|-------|
| Accuracy                |           | 97.595 | 94.339 | 92.415 | 91.199 | 89.929 | 91.707 | 88.095 | 88.888 |
| Specificity             |           | 99.875 | 98.822 | 96.896 | 97.01  | 98.588 | 98.911 | 99.879 | 100   |
| Precision               |           | 98.269 | 93.313 | 89.267 | 89.139 | 92.555 | 93.377 | 96.732 | 100   |
| Recall                  |           | 97.595 | 94.339 | 92.415 | 91.199 | 93.926 | 91.707 | 88.095 | 88.888 |
| F-Measure               |           | 97.931 | 93.823 | 90.813 | 90.157 | 93.235 | 92.534 | 92.212 | 94.117 |

Table 12: The performance of the proposed approach using ResNet based features and SVM classifier and cubic kernel function

| Performance Metrics (%) | Age Group | A     | B     | C     | D     | E     | F     | G     | H     |
|-------------------------|-----------|-------|-------|-------|-------|-------|-------|-------|-------|
| Accuracy                |           | 100   | 95.597 | 94.017 | 93.399 | 95.035 | 95.772 | 94.048 | 100   |
| Specificity             |           | 99.925 | 99.397 | 98.389 | 98.283 | 99.023 | 99.319 | 99.806 | 100   |
| Precision               |           | 98.979 | 96.508 | 94.218 | 94.444 | 94.017 | 94.468 | 95.285 | 100   |
| Recall                  |           | 100   | 95.597 | 94.017 | 93.399 | 95.035 | 95.772 | 94.048 | 100   |
| F-Measure               |           | 99.487 | 96.05  | 94.117 | 93.502 | 95.035 | 95.849 | 94.611 | 100   |

Table 13: The performance of the proposed approach using ResNet based features and SVM classifier and Gaussian kernel function

| Performance Metrics (%) | Age Group | A     | B     | C     | D     | E     | F     | G     | H     |
|-------------------------|-----------|-------|-------|-------|-------|-------|-------|-------|-------|
| Accuracy                |           | 100   | 94.497 | 94.444 | 93.069 | 94.468 | 95.285 | 93.452 | 85.185 |
| Specificity             |           | 100   | 99.534 | 96.896 | 98.401 | 99.218 | 99.374 | 99.83  | 100   |
| Precision               |           | 100   | 97.249 | 89.474 | 94     | 95.965 | 96.223 | 95.732 | 100   |
| Recall                  |           | 100   | 94.497 | 89.474 | 93.069 | 94.468 | 95.285 | 93.452 | 85.185 |
| F-Measure               |           | 100   | 95.853 | 89.474 | 93.532 | 95.211 | 95.751 | 94.578 | 91.999 |

In addition, a summary for the obtained results for the compared methods are shown in Tab. 14.

Table 14: A summary of the obtained results for the proposed approach

| Method | Performance Measures |
|--------|-----------------------|
|        | Accuracy | Specificity | Precision | Recall | F-measure |
| LD     | 95.8     | 99.366     | 95.773    | 97.006  | 96.343    |
| DT     | 98.8     | 99.82      | 99.149    | 98.977  | 99.061    |
| K-NN   | 98.8     | 99.918     | 99.005    | 99.983  | 98.994    |
| SVM-Quadratic | 92.1 | 98.781     | 94.253    | 91.771  | 92.982    |
| SVM-Cubic | 95      | 99.23      | 96.057    | 95.984  | 96.019    |
| SVM-Gaussian | 94.6  | 99.157      | 96.08     | 93.8    | 94.852    |
| LD     | 92.6     | 99.366     | 95.783    | 97.032  | 96.362    |
| DT     | 98.8     | 99.82      | 99.149    | 98.977  | 99.061    |
Dental Age Estimation Based on X-ray Images

| Method         | Accuracy | Specificity | Precision | Recall | F-Measure |
|----------------|----------|-------------|-----------|--------|-----------|
| K-NN           | 98.8     | 99.818      | 99.149    | 99.062 | 99.104    |
| SVM-Quadratic  | 94.6     | 98.748      | 94.082    | 92.271 | 93.103    |
| SVM-Cubic      | 95.1     | 99.268      | 96.182    | 95.984 | 94.461    |
| SVM-Gaussian   | 94.7     | 99.157      | 96.08     | 93.179 | 94.549    |

Based on Tab. 14, it is observed that the K-NN and DT classifiers have the best accuracy values whether the extracted features are Alex-Net based features or ResNet based features while the SVM with quadratic kernel function have the worst performance in terms of classification accuracy. Also, it is noticed that the K-NN classifier with AlexNet based features provides the best performance in terms of specificity followed by the DT classifier. Regarding the precision, the best performance is achieved using DT classifier whether the extracted features are Alex-Net based features or ResNet based features or K-NN classifier with ResNet based features. Finally, the best values of recall and F-measure are achieved using K-NN classifier with AlexNet based features and K-NN with ResNet based features, respectively. Hence, the K-NN classifier is the best classifier followed by the DT classifier while the SVM with quadratic kernel function is the worst. Also, based on the obtained results, the AlexNet based features is better than the ResNet based Features. The obtained results are visualized in Fig. 6.

![Figure 6: A visualization for the obtained results of the proposed approach](image)

5 Conclusion and future work

Transfer learning has proved its effectiveness in many machine learning and object recognition problem. In this paper, a transfer learning based dental age estimation has been proposed using dental X-ray images. The proposed dental age estimation approach can classify the dental X-ray images into eight age groups. In the proposed approach, the dental X-ray images are preprocessed and the features are extracted using two well-known deep neural networks namely, AlexNet and ResNet. Finally, several classification models have been employed to perform the classification task including decision tree (DT), linear discriminant (LD), k-nearest neighbor (K-NN), and support vector machine (SVM). Based on the experimental results, the AlexNet based features is better than the ResNet based features. Also, the k-NN classifier is the best in terms of the different performance metrics compared to other classifiers. In the future, we intend to evaluate the
proposed approach using larger dataset and other classification models.
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