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Abstract

Quasi-normal-eigenvalue optimization is studied under constraints \( b_1(x) \leq B(x) \leq b_2(x) \) on structure functions \( B \) of 2-side open optical or mechanical resonators. We prove existence of various optimizers and provide an example when different structures generate the same optimal quasi-(normal-)eigenvalue. To show that quasi-eigenvalues locally optimal in various senses are in the spectrum \( \Sigma_{nl} \) of the bang-bang eigenproblem \( y'' = -\omega^2 y [b_1 + (b_2 - b_1) \chi_{C^+}(y^2)] \), where \( \chi_{C^+}(\cdot) \) is the indicator function of \( C^+ \), we obtain a variational characterization of \( \Sigma_{nl} \) in terms of quasi-eigenvalue perturbations. To address the minimization of the decay rate \( |\text{Im}\omega| \), we study the bang-bang equation and explain how it excludes an unknown optimal \( B \) from the optimization process. Computing one of minimal decay structures for 1-side open settings, we show that it resembles gradually size-modulated 1-D stack cavities introduced recently in Optical Engineering. In 2-side open symmetric settings, our example has an additional centered defect. Nonexistence of global decay rate minimizers is discussed.

MSC-classes: 49R05, 47J10, 35B34, 49M05, 46N10, 90C29, 47A55, 78M50, 70J10, 34L15

Keywords: high-Q, photonic crystal, quality-factor, Pareto optimal structural design, resonance perturbation
# Contents

1 Introduction ......................................................... 3

2 Basic settings, quasi-eigenvalues and admissible sets ........... 6

3 Properties of resonances and related maps ..................... 7
   3.1 Characteristic determinant $F$ and definition of multiplicity ... 7
   3.2 Non-simple resonances, the case of nonnegative $B$, and examples .. 9

4 Perturbations and weak continuity of resonances ............. 10
   4.1 Local weak continuity ..................................... 10
   4.2 Resonances’ perturbations and directional derivatives of $F$ ........ 11

5 Variational characterization of the nonlinear spectrum ....... 12
   5.1 The turning interval $[x_*, x^*]$ and rotational properties of modes . 13
   5.2 Proof of Theorem 5.1 ...................................... 15

6 Local extremizers and optimization for a fixed frequency .... 17
   6.1 Definitions of various optimizers ................................ 17
   6.2 Admissible frequencies and examples of admissible families .......... 19
   6.3 Existence of optimizers and properties of $\Sigma[A]$ ............... 20

7 Non-uniqueness and local minima for small $\alpha$ ............... 21

8 Local minima in the case of small contrast .................... 23

9 Locally extremal $\omega$ are nonlinear eigenvalues ............... 25
   9.1 Local boundary of $\Sigma[A]$ and the proof of Theorem 9.1 ........... 25

10 5-D reduction with the use of bang-bang equations .......... 26
   10.1 Finding of optimizers from the nonlinear spectrum ............... 26
   10.2 Nonlinear eigenvalues that are not of minimal decay .............. 27
   10.3 Nonlinear eigenvalues as zeros of a function of three variables ... 27

11 A numerical experiment for constant side constraints ...... 28

12 Discussion .......................................................... 30
   12.1 Alternating almost periodic structures with a centered defect ....... 30
   12.2 Global minimization of decay rate ................................ 31

A Appendix .................................................................. 32
   A.1 Analyticity, the proof of Lemma 3.2 ............................. 32
   A.2 Directional derivatives, the proof of Lemma 4.3 .................... 32
   A.3 Admissible high frequencies, the proof of Proposition 6.5 (iii) ...... 33
   A.4 Solvability of bang-bang equations, the proof of Theorem 10.4 ....... 34
1 Introduction

The paper is devoted to the analytical and numerical study of two connected questions: nonlinear eigenproblems with a bang-bang term and optimization of quasi-(normal-)eigenvalues in optical and mechanical resonators.

A leaky cavity (or resonator) is a region of space within which the electromagnetic (or acoustic) field is well confined, but not completely confined. Cavities supporting eigenmodes with high quality factor (high-Q) are needed for a number of applications including Cavity Quantum Electrodynamics, Optical Engineering, and Microscopy (see e.g. [45, 34, 35, 40]). The recent progress in fabrication of small size optical resonators [1, 26, 29] attracted considerable interest to numerical [19, 15, 3, 11, 29, 31] and analytical [21, 20, 23] aspects of resonance optimization.

Optical quasi-eigenvalues (or resonances) can be mathematically defined as eigenvalues $\omega$ corresponding to outgoing solutions of the time-harmonic Maxwell equation [41, 29]. Because of the leakage, resonant eigenoscillations are expected to decay exponentially in time. The modulus of the imaginary part $|\text{Im}\omega|$ of a quasi-eigenvalue corresponds to the decay rate of the standing wave, the real part $\text{Re}\omega$ to the frequency of oscillations. In Engineering studies, the confinement of energy for a particular resonant eigenmode is measured by the quality factor $Q(\omega) = \frac{\text{Re}\omega}{2|\text{Im}\omega|}$.

Since light is essentially difficult to localize it is hard to realize small-sized optical cavities with strong light confinement. One of the reasons of active involvement of Numerics in this field is that the initial progress with fabrication of high-Q cavities based on 2-D photonic crystals was achieved with the help of computer simulations of eigenmodes for perspective versions of design [1]. The interest to multilayer structures with 1-D geometry has soon returned [33, 32, 26, 3, 31], partially because of cheaper fabrication process, partially because computations in this case are simpler. For idealized 1-D cavities with infinite layers and under the assumption of normally passing electromagnetic (EM) waves, the Maxwell system can be reduced to a 1+1 wave equation of nonhomogeneous string $B(x)\partial_t^2 u(x,t) = \partial_x^2 u(x,t)$ (see e.g. [43, 40]). The analogy with a string is widely used in Optical Engineering [27, 30] (and possibly goes back to Lord Rayleigh [17, Chapter 4]).

Quasi-eigenvalues associated with $B(x)\partial_t^2 u(x,t) = \partial_x^2 u(x,t)$ can be defined via the eigenproblem consisting of the time-harmonic equation

$$y''(x) = -\omega^2 B(x)y(x) \quad \text{a.e. on } a_1 < x < a_2,$$

(1.1)
equipped with radiation boundary conditions. In this 1-D case, the radiation conditions take the $\omega$-dependent form of local conditions at the endpoints

$$\frac{y'(a_1)}{-i\omega} = \nu_1 y(a_1),$$

(1.2)

$$\frac{y'(a_2)}{i\omega\nu_2} = y(a_2) \quad \text{(see Section 2 for details)}.$$  

(1.3)

The following properties of the set $\Sigma(B)$ of quasi-eigenvalues associated with the coefficient $B(\cdot)$ are important for the present paper: $\Sigma(B)$ is a subset of the lower complex half-plane $\mathbb{C}_- = \{z \in \mathbb{C} : \text{Im} z < 0\}$ and is symmetric with respect to (w.r.t.) the imaginary axis $i\mathbb{R}$, quasi-eigenvalues are isolated and of finite algebraic multiplicity, $\infty$ is their only possible accumulation point (see Section 3 and, for one-side open cases, [24, 25, 7, 12, 36]).

From mathematical point of view, estimates on resonances associated with various wave equations have being studied in Mathematical Physics at least since 1970s [28] and is still an active area of research (see e.g. [2] and references therein). Optimization of resonances may be seen as an attempt to obtain sharp estimates of this kind. This point of view and the study of resonances associated with random Schrödinger operators were initial sources of the interest to the problem [13, 14].
seems that, up to now, sharp estimates have been obtained only in low frequency regions for a few 1-D models involving total mass type constraints \([20, 23]\) (on a somewhat different problem involving damping, see \([6]\) and the discussion in \([3]\)). Among other variational problems for eigenvalues, the optimization of resonances can be classified as the nonselfadjoint spectral optimization. It contains essentially new effects and difficulties in comparison with selfadjoint cases (see \([7, 5, 4, 21, 23]\)).

Since quasi-eigenvalues \(\omega\) are complex numbers, one of the ways to formulate related variational problems is to interpret \(\omega\) as an \(\mathbb{R}^2\)-vector and to take the point of view of the optimization theory for vector-valued cost functions (Pareto optimization) \([23]\). The approach of \([23]\) is a development of that of \([21]\), where the engineering problem of the high-Q design for one-side open multilayer cavities was considered analytically. To provide a simple and simultaneously rigorous formulation, the papers \([20, 21]\) restate the problem of high-Q design in terms of the minimization of the decay rate \(|\text{Im}\omega|\) for quasi-eigenvalues with a fixed frequency \(\text{Re}\omega = \alpha\). Then the set of all \textit{quasi-eigenvalues with minimal possible decay for their particular frequencies} forms a Pareto optimal frontier (see Fig. 1 in Section 6 and \([23, \text{Fig. 1}]\)).

The quasi-eigenvalues are supposed to be generated by cavities with structures belonging to a certain admissible family. In the present paper, the resonator’s \textit{structure} is described by an \(L^1\)-function \(B(x)\) on \([a_1, a_2]\) \((-\infty < a_1 < a_2 < +\infty\)), which represents spatially varying dielectric permittivities in the case of optical cavity, or the linear density in Mechanics settings. Boundary conditions at the endpoints \(a_1, a_2\), which describe the leakage of energy due to radiation or damping, include two parameters \(\nu_1, \nu_2 \in [0, +\infty]\). These parameters are assumed to be fixed, and so, they do not participate in the optimization process. The admissible family of the structures \(\mathcal{A}\) (over which the optimization is performed) is defined by the functional side constraints \(b_1(x) \leq B(x) \leq b_2(x)\) a.e. on \((a_1, a_2)\). This allows us to consider an important for applications situation when the resonator itself is only a part of a more complex device \([32, 29]\). That is, sometimes only some parts of the system are suitable for modifications to achieve better resonant properties. The part of the device that is not subjected to optimization corresponds to the intervals where \(b_1(x) = b_2(x)\).

The connection between quasi-eigenvalues of minimal decay and nonlinear eigenproblems was established recently in \([21, 22]\) for the case of 1-D models of one-side open resonators and constant side constraints \(b_1\) and \(b_2\). It was proved that the set of Pareto optimal quasi-eigenvalues of minimal decay belongs to the spectrum associated with the equation \(y''(x) = -\omega^2 y(x) \left[b_1 + [b_2 - b_1] \chi_{C_+}(y^2(x))\right]\).

The nonlinearity contains the function of bang-bang type \(B(y)(x) = \left[b_1 + (b_2 - b_1) \chi_{C_+}(y^2)\right]\) taken of the square of complex-valued solution \(y\). Here and below \(\chi_{C_+}(-)\) is the indicator (characteristic) function of the open upper complex half-plane \(C_+ = \{z : \text{Im}\, z > 0\}\), i.e.,

\[
\chi_{C_+}(z) = 1 \text{ if } z \in C_+, \text{ and } \chi_{C_+}(z) = 0 \text{ if } z \in C_- = \{z : \text{Im}\, z \leq 0\}.
\]

So \(B(y)(\cdot)\) equals \(b_1(\cdot)\) on the \(x\)-intervals where \(\text{Im}\, y^2(x) \leq 0\), and \(B(y)(\cdot) = b_2(\cdot)\) for \(x\)-intervals where \(\text{Im}\, y^2(x) > 0\). This resembles to some extend bang-bang equations arising in the optimal control theory when the control is restricted by a lower and an upper bound. However, the interpretation of the above equation from the point of view of control is not found yet.

Since the nonlinear equation derived in \([21]\) excludes infinite-dimensional unknown structure \(B\), it may essentially simplify computation of optimal resonances in comparison with step-by-step adjustment procedures for \(B\) based on computation of electromagnetic field on each step.

Development and analytic justification of a numerical procedure based on the bang-bang eigenproblem is one of the goals of our research. However, the implementation of this new computational approach requires better understanding of the shapes of the nonlinear spectrum and of the Pareto optimal set, as well as their projections to the real line (see Section 6.2). Our method also requires the study of properties of solutions of the bang-bang equation \((1.4)\), which are considered in Section 10.3 and Appendix A.4.
We show that not only quasi-eigenvalues of minimal decay, but also quasi-eigenvalues locally extremal in a much wider sense belong to the set $\Sigma_{nl}$ of eigenvalues associated with the nonlinear equation

$$y''(x) = -\omega^2 y \left[ b_1(x) + [b_2(x) - b_1(x)] \chi_{C_1}(y^2(x)) \right], \quad a_1 < x < a_2$$

(1.4)

(which includes the functional side constraints $b_{1,2}(\cdot)$ and is supposed to be equipped with the radiation boundary conditions). In particular, we show that nonlinear spectrum $\Sigma_{nl}$ contains the nonimaginary part $\text{bd } \Sigma[A] \setminus i\mathbb{R}$ of the boundary $\text{bd } \Sigma[A]$ of the set of admissible quasi-eigenvalues $\Sigma[A] := \bigcup_{B \in A} \Sigma(B)$ (see Sections 2 and 9).

To achieve this, we provide a variational characterization of the part of $\Sigma_{nl}$ lying in $\mathbb{C} \setminus i\mathbb{R}$ (Theorem 5.1). We also show that $\text{bd } \Sigma[A]$ and so $\Sigma_{nl}$ are, at least in some cases, essentially ‘greater’ than the set of quasi-eigenvalues of minimal decay (see Sections 8 and 11 and Example 10.3).

The quasi-eigenvalue of minimal decay for a particular frequency $\alpha$ can be found as the closest to $\mathbb{R}$ point of the intersection of the nonlinear spectrum with the line $\alpha + i\mathbb{R}$ (see Section 10). Then, corresponding optimal structures $B$ can also be found from the bang-bang eigenproblem. In the end of the paper, we support our study by a numerical experiment (see Fig. 2 (a) and Tables 1-2 in Section 11).

To prove rigorously that points of the nonlinear spectrum are not necessarily quasi-eigenvalues of minimal decay, the case of small dielectric contrast is considered in Section 8. In Optics literature the study of small contrast is often serves as a base of intuitive understanding of qualitative effects (see e.g. [17, Chapter 4]). In the optimization settings, small contrast means that the constraints $b_1$ and $b_2$ are close to each other. To measure the corresponding distance we use the $L^1$-norm $\|b_2 - b_1\|_1$ since this choice is flexible enough to cover both the small changes in permittivity function (when $\|b_2 - b_1\|_\infty$ is small) and fluctuations in the widths and positions of layers. This gives a connection with models involving uncertainties or random deviations in the resonator’s structure $B(x)$. Indeed, for stochastic models, all possible positions of random resonances (the supports of probabilistic distributions) can be localized by the set of admissible resonances $\Sigma[A]$ of a properly posed optimization problem. In practical situations uncertainties or fluctuations in the cavity’s structure may model unintended deviations in fabrication process [46], incorporation of biomolecular thin films in X-ray multi-layer cavities [35], and various Physics effects affecting EM properties of materials [10].

Pure imaginary quasi-eigenvalues (i.e., the case $\omega \in i\mathbb{R}$) correspond to the over-damping and critical damping effects (in Mechanics settings). For them, optimization partially resembles that for selfadjoint problems [6, 7, 5, 21]. The pure imaginary case is considered separately in Section 7. It provides, as a by-product, an example of two different optimal structures associated with one quasi-eigenvalue of minimal decay. This partially answers the uniqueness of optimizer question discussed in [14, 20, 23].

The application of steepest ascent numerical procedures to the search of quasi-eigenvalues with locally minimal decay rate (or locally maximal quality factor) attracted a considerable attention [15, 19, 10]. It seems that Corollary 7.3 (i) and Theorem 8.1 provide first rigorous proofs of existence of such local minimizers. (The proof of Theorem 8.1 can be easily transformed to consider local maximizers for the Q-factor). The existence of global minimizer for decay rate (over all $B \in A$ and $\omega \in \mathbb{C}$ such that $\omega \in \Sigma(B)$) is questionable. Our opinion is that it is difficult to expect such existence in most of practical situations, see the discussion in Section 12.2.

The discussion section (Section 12) also compares the results of the numerical experiment of Section 11 with optimal design suggestions of engineering and numerical optimization papers. Our conclusion is that the gradually size-modulated 1-D stack designs of [33, 26, 3] are reasonable, but
for symmetric resonators, it is possible that an additional defect in the center may improve the confinement of energy.

The results of the paper were partially reported at the International Congress of Mathematicians (Seoul ICM 2014) and in several seminar and workshop talks at the University of Lübeck, the Institute of Mathematics (at Kiev), B. Verkin Institute for Low Temperature Physics and Engineering, andPidstryhach Institute for Applied Problems of Mechanics and Mathematics.

**Notation.** By \([x]\) and \([x]\) the ceiling and floor functions are denoted, i.e., the smallest integer not less than \(x\) and the greatest integer not greater than \(x\), respectively.

The following sets of real and complex numbers are used: open half-lines \(\mathbb{R}_\pm = \{x \in \mathbb{R} : \pm x > 0\}\), and open discs \(D_\varepsilon(\zeta) := \{z \in \mathbb{C} : |z - \zeta| < \varepsilon\}\) with the center at \(\zeta\) and radius \(\varepsilon\). The Lebesgue measure of a set \(S \subset \mathbb{R}\) is denoted \(\text{meas}\ S\).

\(L^p_{C(R)}(a_1, a_2)\) are the Lebesgue spaces of complex- (resp., real-) valued functions and

\[ W^{k,p}[a_1, a_2] := \{y \in L^p_C(a_1, a_2) : \partial^j_y \in L^p_C(a_1, a_2), \ 1 \leq j \leq k\} \]

are Sobolev spaces. The corresponding standard norms are denoted by \(\|\cdot\|_p\) and \(\|\cdot\|_{W^{k,p}}\). The space of continuous complex valued functions with the uniform norm is denoted by \(C[a_1, a_2]\).

Under the support \(\text{supp} B \subset L^1(a_1, a_2)\) we understood the topological support of the absolutely continuous measure \(|B(x)|dx\) on \([a_1, a_2]\), i.e., \(\text{supp} B\) is the smallest closed set \(S\) such that \(B(x) = 0\) a.e. on \([a_1, a_2] \setminus S\).

For basic definitions of convex analysis we refer to [39]. Let \(S\) be a subset of a linear space \(U\) over \(\mathbb{C}\) (including the case \(U = \mathbb{C}\)). For \(u_0 \in U\) and \(z \in \mathbb{C}\), \(zS + u_0 := \{zu + u_0 : u \in S\}\). The convex cone generated by \(S\) (the set of all nonnegative linear combinations of elements of \(S\)) is denoted by \(\text{cone} S\). Open balls in a normed space \(U\) are denoted by

\[ \mathbb{B}_\varepsilon(u_0) = \mathbb{B}_\varepsilon(u_0; U) := \{u \in U : \|u - u_0\|_U < \varepsilon\}. \]

The closure of a set \(S\) (in the norm topology) is denoted by \(\overline{S}\), the boundary of \(S\) by \(\partial S\). For a function \(f\) defined on \(S\), \(f[S]\) is the image of \(S\). By \(\partial_x f, \partial_z f\), etc., we denote (ordinary or partial) derivatives w.r.t. \(x, z\), etc. The function \(f_+\) is the ‘positive part’ of \(f\), i.e.,

\[ f_+(x) := \begin{cases} f(x) & \text{if } f(x) \geq 0 \\ 0 & \text{if } f(x) < 0 \end{cases}; \quad \chi_S \text{ is an indicator function of a set } S, \text{ i.e., } \chi_S(x) = 1 \text{ when } x \in S, \text{ and } \chi_S(x) = 0 \text{ when } x \notin S. \]

2 Basic settings, quasi-eigenvalues and admissible sets

The boundary conditions \([1.2]\) and \([1.3]\) at \(a_1, a_2 \in \mathbb{R}\) involve the (extended) constants \(\nu_{1,2}\), which throughout the paper are assumed to satisfy

\[ \nu_1 \in [0, +\infty), \quad \nu_2 \in (0, +\infty], \quad |\nu_1| + |1/\nu_2| \neq 0, \quad \text{and } \nu_1 \leq \nu_2. \tag{2.1} \]

When damping coefficients \(\nu_{1,2}\) are fixed, we can define the set of quasi-eigenvalues \(\Sigma(B)\) associated with the structure \(B\) as the set of \(\omega \in \mathbb{C} \setminus \{0\}\) such that eigenproblem \([1.1], [1.2], [1.3]\) has a nontrivial solution \(y \in W^{2,1}[a_1, a_2]\) (i.e., a solution that is not identically zero). This solution \(y\) is called a (quasi-normal) mode. Several other names for \(\omega\) are used, sometimes in slightly different settings: scattering poles \([28]\), dissipation frequencies \([24, 25]\), resonances \([10, 19]\), quasi-normal levels (in the Quantum Physics literature).

The function \(B \in L^1_{\mathbb{R}}(a_1, a_2)\) in \([1.1]\) describes the structure of a non-homogeneous medium varying in \(x\)-direction. In the case of optical cavity, \(B(x_0)\) corresponds to permittivity of the transparent dielectric material of the layer with the \(x\)-coordinate equal to \(x_0\) (if the light speed in vacuum is
normalized to be 1 or if one works with the complex wave number instead of the complex angular frequency $\omega$). In Mechanics models involving the equation of nonhomogeneous string, the function $B$ is the varying linear density of the string (if the tension equals 1). So, in these models, $B$ is supposed to be a.e. nonnegative, and we will keep this assumption in the context of optimization problems. However, in Section 3, the definition of quasi-eigenvalues will be extended to complex-valued coefficient $B$ for the needs of perturbation theory of Section 4.

When $\nu_j$ is in $(0, +\infty)$, the corresponding boundary condition is dissipative and describes either linear damping at $a_j$ or the radiation of waves into outer regions (see the examples in Section 6.2 for details). Our settings for a 1-D resonator is a slightly generalized version of [32, 42]. We allow $B$ to be equal to 0 on certain sets (the massless string approximation). We also include the cases when one of the boundary conditions is conservative (and so the resonator is only one-side open). In particular, when $\nu_2 = +\infty$, we suppose that $1/\nu_2 = 0$, and then (1.3) turns into the Dirichlet condition $y(a_2) = 0$. Note that the assumption $\nu_1 \leq \nu_2$ does not restrict the generality since, in the case $\nu_1 > \nu_2$, one can use the change of variable $\tilde{x} = -x$.

While most of mathematical studies were devoted to one-side open or symmetric resonators (mathematically, these two cases are almost equivalent, see Example 6.4), contemporary Optics applications often involve the two-side open case [33, 32, 26, 3, 31]. In the present paper, we consider one- and two-side open resonators in a unified way. Besides the importance for engineering applications, the study of two-side open resonators brings new mathematical effects. In particular, the spatial phase $\arg y(x)$ of the complex-valued mode $y$ is not monotone in contrast to one-side open case. This effect, and the fact that the notion of switch points (see [21]) losse its natural sense when the constraint functions $b_{1,2}$ are allowed to be equal on a set of positive measure, lead in Section 5 to more detailed study of rotational properties of resonant modes and to more essential use of Convex Analysis in comparison with the technique of [21].

We consider optimization over the following family of admissible structures

$$\mathbb{A} := \{B(x) \in L^1_{\mathbb{R}}(a_1, a_2) : b_1(x) \leq B(x) \leq b_2(x) \text{ a.e. on } (a_1, a_2)\},$$

(2.2)

where $b_{1,2}$ are certain Lebesgue integrable functions defined on $(a_1, a_2)$ such that

$$0 \leq b_1(x) \leq b_2(x) \text{ on } (a_1, a_2) \quad \text{and}$$

$$\text{meas } E > 0, \text{ where } E = \{x \in (a_1, a_2) : b_1(x) < b_2(x)\}.$$

(2.3)

A complex number $\omega$ is called an admissible quasi-eigenvalue if it belongs to the set $\Sigma[\mathbb{A}] := \bigcup_{B \in \mathbb{A}} \Sigma(B)$. Keeping in mind applications, we will pay main attention to the problem of minimization of decay rate of an individual resonance $\omega$ generated by a certain $B \in \mathbb{A}$. However, from mathematical point of view it is more convenient to consider $\omega$ itself as a cost function with the values in $\mathbb{R}^2$ and to study extremal in various senses quasi-eigenvalues. One of such sets is the boundary $\partial \Sigma[\mathbb{A}]$ of the set of admissible quasi-eigenvalues $\Sigma[\mathbb{A}]$.

Actually, $\omega$ can not be considered directly as a functional of $B$ even locally due to multiplicity and splitting issues (see Sections 3.2, Proposition 1.4 and the discussion in [23]). However, a rigorous approach to $\omega(B)$ can be given via the set-valued map $B \mapsto \Sigma(B)$. Local extrema of such set-valued maps were introduced in [23] and will be the key tool in Section 6. In such generalized settings, $\partial \Sigma[\mathbb{A}]$ plays a role of a set of generalized Pareto extremizers for the map $B \mapsto \Sigma(B)$ over $\mathbb{A}$.

### 3 Properties of resonances and related maps

#### 3.1 Characteristic determinant $F$ and definition of multiplicity

In this section, an equivalent (but more convenient from the point of view of perturbation theory) definition of quasi-eigenvalues is given under more general assumption that $B \in L^1_{\mathbb{C}}(a_1, a_2)$. 
Denote by $\varphi(x) = \varphi(x, z; B)$, $\psi(x) = \psi(x, z; B)$, and $\theta(x) = \theta(x, z; B)$ the solutions to $\partial_x^2 y(x) = -z^2 B(x) g(y(x)$ satisfying

$$
\varphi(a_1, z; B) = \partial_x \psi(a_1, z; B) = 1, \quad \partial_x \varphi(a_1, z; B) = \psi(a_1, z; B) = 0,
\theta(a_1, z; B) = 1, \quad \partial_x \theta(a_1, z; B) = -iz \nu_1. \tag{3.1}
$$

Obviously, $\theta(x) = \varphi(x) - iz \nu_1 \psi(x)$ and $\theta(x)$ is a unique solution to the integral equation

$$
y(x) = 1 - iz \nu_1 (x - a_1) - z^2 \int_{a_1}^{x} (x - s) y(s) B(s) ds, \quad a_1 \leq x \leq a_2. \tag{3.2}
$$

Recall that the set of quasi-eigenvalues corresponding to a structure $B$ (in short, quasi-eigenvalues of $B$) is denoted by $\Sigma(B)$. The following lemma is the integral reformulation of the quasi-eigenvalue problem.

**Lemma 3.1.** A number $\omega \in \mathbb{C}$ belongs to $\Sigma(B)$ if and only if there exists nontrivial $y(x) \in C[0, \ell]$ satisfying equation (3.2) with $z = \omega$ and the equality

$$
y(a_2) + \frac{\nu_1}{\nu_2} - \frac{i \omega}{\nu_2} \int_{a_1}^{a_2} y(s) B(s) ds = 0. \tag{3.3}
$$

Note that in the integral settings there is no need to exclude separately the case $\omega = 0$. If $\omega = 0$, then it is easy to see that the problem consisting of (3.2) with $z = \omega$ and (3.3) has no nontrivial solutions.

Clearly, $\Sigma(B)$ is the set of zeroes of the function $F(\cdot; B)$, where

$$
F(z) = F(z; B) := \theta(a_2, z; B) + \frac{\nu_1}{\nu_2} - \frac{i z}{\nu_2} \int_{a_1}^{a_2} \theta(s, z; B) B(s) ds. \tag{3.4}
$$

It is easy to see that for $z \neq 0$,

$$
F(z; B) = \theta(a_2, z; B) + \frac{i \partial_x \theta(a_2, z; B)}{z \nu_2}. \tag{3.5}
$$

When $\nu_2 = \infty$, these formulas turns into $F(z; B) = \theta(a_2, z; B)$.

We say that a map $G : U_1 \rightarrow U_2$ between normed spaces $U_{1,2}$ is bounded-to-bounded if the set $G[S]$ in $U_2$ is bounded for any bounded $S$ in $U_1$.

**Lemma 3.2.** (i) The functional $F(z; B)$ is analytic on the Banach space $\mathbb{C} \times L^1(a_1, a_2)$.

(ii) Let $1 \leq p \leq \infty$. The mappings $(z, B) \mapsto \varphi(\cdot, z; B)$, $(z, B) \mapsto \psi(\cdot, z; B)$, and $(z, B) \mapsto \theta(\cdot, z; B)$ are bounded-to-bounded and analytic from $\mathbb{C} \times L_c^1(a_1, a_2)$ to $W^{2, p}[a_1, a_2]$.

The proof is given in Appendix A.1 (concerning analytic mappings on Banach spaces, see [37]).

It is obvious that all modes $y$ corresponding to $\omega \in \Sigma(B)$ are equal to $\theta(\cdot, \omega; B)$ up to a multiplication by a constant. So the geometric multiplicity of any quasi-eigenvalue equals 1. In the following, the multiplicity of a quasi-eigenvalue means its algebraic multiplicity.

**Definition 3.1.** The multiplicity of a quasi-eigenvalue of $B$ is its multiplicity as a zero of the entire function $F(\cdot; B)$. A quasi-eigenvalue is called simple if its multiplicity is 1. The set of non-simple quasi-eigenvalues is denoted by $\Sigma_{\text{mult}}(B)$ (non-simple quasi-eigenvalues are often called multiple, or degenerate).

This is essentially the classical M.V. Keldysh definition of multiplicity for eigenvalue problems with an eigen-parameter in boundary conditions (note that $F$ coincides with the characteristic determinant of (1.1)-(1.3) up to a constant), see [21] [25] [7] [36] [21] [23] and references therein.

Since $F(0; B) = 1 + \frac{\nu_1}{\nu_2} > 0$, each quasi-eigenvalue has a finite multiplicity and the set $\Sigma(B)$ consists of isolated points, which can accumulate only to $\infty$. Note that $\Sigma(B)$ may be empty, see Proposition 3.4.
3.2 Non-simple resonances, the case of nonnegative $B$, and examples

There exist triples $(\nu_1, \nu_2, B)$, consisting of numbers $\nu_{1,2}$ satisfying the assumption (2.1) and a non-negative function $B$, that generate non-simple quasi-eigenvalues. This follows from [12] and [36] Theorem 4.1] (with $\nu_2 = +\infty$). For a slightly different class of quasi-eigenvalue problems, existence of degenerate quasi-eigenvalues was proved in [25] Theorem 3.1] (English translation of this theorem can be found in [20], see also [24]), and examples were given in [30, 20].

**Lemma 3.3.** Let $B(x) \geq 0$ a.e. and $\nu_{1,2}$ satisfy (2.1). Then:

(i) $\Sigma(B) \subset \mathbb{C}_-$,

(ii) $\Sigma(B)$ is symmetric w.r.t. the imaginary axis $i\mathbb{R}$, moreover, the multiplicities of symmetric quasi-eigenvalues coincide.

**Proof.** (i) Let $\omega \in \Sigma(B)$ and $y$ be an associated eigenfunction. The energy of the eigen-oscillation $u(x,t) = e^{-i\omega t}y(x)$ at the time $t$ is

$$\int_{a_1}^{a_2} |\partial_x u|^2 + B |\partial_t u|^2 dx = e^{-2\beta t} \text{En}_y,$$

where $\text{En}_y := \int_{a_1}^{a_2} |y|^2 + B |\omega|^2 |y|^2 dx$.

Since $y$ is nontrivial, we see that $\text{En}_y > 0$. (Otherwise, $y' = 0$ and, in turn, $y \equiv 0$).

Recalling that $\omega \neq 0$ and taking the real part in the identity

$$-i\omega \text{En}_y = -i\omega \int_{a_1}^{a_2} |y'|^2 dx + i\omega \int_{a_1}^{a_2} (-\omega^2) B y \overline{y} dx =$$

$$= -2i \text{Re} \omega \int_{a_1}^{a_2} |y'|^2 dx - |\omega|^2 \left( \nu_1 |y(a_1)|^2 + \frac{|y'(a_2)|^2}{|\omega|^2 \nu_2} \right),$$

one gets

$$\text{Im} \omega = -\frac{|\omega|^2}{\text{En}_y} \left( \nu_1 |y(a_1)|^2 + \frac{|y'(a_2)|^2}{|\omega|^2 \nu_2} \right) < 0.$$

Note that inequality $\nu_1 |y(a_1)|^2 + \frac{|y'(a_2)|^2}{|\omega|^2 \nu_2} > 0$ follows from (2.1) and $y \neq 0$.

(ii) follows from identities

$$\theta(x, i\zeta; B) = \overline{\theta(x, i\zeta; B)}$$

and $F(i\zeta; B) = \overline{F(i\zeta)}$. (3.6)

When the medium of a resonator is homogeneous, quasi-eigenvalues can be calculated explicitly.

**Proposition 3.4.** Let $B(x) \equiv b$, where $b \geq 0$ is a constant.

(i) If $b^{1/2} = \nu_1$ or $b^{1/2} = \nu_2$, then $\Sigma(b) \equiv \emptyset$.

(ii) If $b > 0$, $b^{1/2} \neq \nu_1$, and $b^{1/2} \neq \nu_2$, then $\Sigma(b) = \{ \omega_n(b) \}_{n=-\infty}^{+\infty}$ with

$$\omega_n(b) = -\frac{1}{2b^{1/2}(a_2 - a_1)} \ln \left| 1 + K_1 \right| + \frac{\pi}{b^{1/2}(a_2 - a_1)} \times \left\{ \begin{array}{ll}
    n, & \text{if } b^{1/2} \notin [\nu_1, \nu_2] \\
    (n + 1/2), & \text{if } b^{1/2} \in (\nu_1, \nu_2)
\end{array} \right.,$$

where $K_1 := \frac{1 + \nu_1/\nu_2}{\nu_1/\nu_2 + b^{1/2}} > 0$ and $n \in \mathbb{Z}$.

(iii) If $b = 0 \neq \nu_1$, then $\Sigma(b) = \{ -i\nu_1 + 1/\nu_2 \}$.

In the cases (ii)-(iii) all quasi-eigenvalues are simple.
Proof. Consider the case $b > 0$. The equation $F(z) = 0$ can be transformed into $\tan([a_2 - a_1]b^{1/2}z) + iK_1 = 0$ and we know that the roots $\omega$ are in $\mathbb{C}_-$. Taking $\partial_z$ one can see that the roots are simple. We have $K_1 = 1$ exactly when $b^{1/2} \in \{\nu_1, \nu_2\}$. In this case $\Sigma(b) = \emptyset$. In the case $K_1 \neq 1$, the real part of Arctan($-iK_1$) is either $\pi n$ or $\pi (n + 1/2)$ depending on the sign of $1 - K_1$. This leads to (3.7).

Note that

\[ 1 > K_1 \iff b^{1/2} \notin [\nu_1, \nu_2], \quad 1 < K_1 \iff b^{1/2} \in (\nu_1, \nu_2), \quad \text{and} \quad K_1 = 1 \iff b^{1/2} \in \{\nu_1, \nu_2\}. \quad (3.8) \]

The case $b = 0$ can be treated by straightforward computations. \hfill \qed

In the particular cases of one-side open resonators (i.e., when $\nu_1 = 0$ or $\nu_2 = +\infty$) this example is well known [13] [7].

4 Perturbations and weak continuity of resonances

Let $U$ be a Banach space. For a functional $G(z; u)$ that maps $\mathbb{C} \times U$ to $\mathbb{C}$, we denote by

\[ \frac{\partial G(z; u_0)}{\partial u}(u_1) := \lim_{\zeta \to 0} \frac{G(z; u_0 + \zeta u_1) - G(z; u_0)}{\zeta}, \]

the directional derivative of $G(z; \cdot)$ along the vector $u_1 \in U$ at the point $u_0 \in U$. By $\frac{\partial G(z; u_0)}{\partial u}$ the corresponding Fréchet derivative in $u$ is denoted. If the Fréchet derivative $\frac{\partial G(z; u_0)}{\partial u}$ exists, it is a linear functional on $U$ and $\frac{\partial G(z; u_0)}{\partial u}[S]$ defines the image of a set $S \subset U$ under this functional.

Remark 4.1 (Global discontinuity of $B \mapsto \Sigma(B)$). Before the study of continuity properties of quasi-eigenvalues, let us note that new quasi-eigenvalues can appear from $\infty$ with small variations of $B$. To see this, it is enough to take the homogeneous structure $B_0$ equal to $\nu_1^2$ or $\nu_2^2$ and to consider $\Sigma(B)$ using (3.7) and taking $B \equiv B_0 + \varepsilon$ with small $\varepsilon \in \mathbb{R}$.

This case is very special because, when $B_0 = \nu_j^2$, the resonator is not separated from outer space by any reflecting barrier (see detailed explanations in [7]). We do not know if the above effect of global in $\omega$ discontinuity of the set-valued map $B \mapsto \Sigma(B)$ can happen in a vicinity of $B_0 \neq \nu_{1,2}^2$.

4.1 Local weak continuity

Let us fix a countable family $\{f_n\}_{n=1}^{\infty}$ of continuous functions that is dense in $C[a_1, a_2]$. This family generates a metric $\rho_M(dM_1, dM_2) := \sum_{n=1}^{\infty} 2^n |\int f_n (dM_1 - dM_2)|$ on the space $M$ of complex Borel measures on $[a_1, a_2]$. The weak* topology on any closed ball in $M$ coincides with the topology generated by the metric $\rho_M$. We will use the metric

\[ \rho(B_1, B_2) := \rho_M(B_1 dx, B_2 dx) \quad \text{on} \quad L^1_C(a_1, a_2), \]

where $B_j dx$ are absolutely continuous measures corresponding to the functions $B_j \in L^1_C$.

In this subsection, $B_R$ is the closed ball $B_R(0)$ in $L^1_C(a_1, a_2)$ with radius $R > 0$ and centered in the origin.

Lemma 4.1. Let $z \in \mathbb{C}$.

(i) The functional $F(z; \cdot) : B_R \to \mathbb{C}$ is continuous w.r.t. the metric $\rho$.

(ii) The map $B \mapsto \theta(\cdot, z; B)$ is continuous from the metric space $(B_R, \rho)$ to the normed space $C[a_1, a_2]$. 


Proof. (i) follows from (ii). Let us prove (ii). Suppose \( B_*, B_j \in \mathbb{H}_R \) and \( \rho(B_j, B_*) \to 0 \) as \( j \to \infty \). In particular, \( w^*\)-limit \( B_j \text{dx} = B_* \text{dx} \). By Lemma 3.2 (ii), the sequence \( \theta_j(\cdot) := \theta(\cdot, z; B_j) \) is bounded in \( W^{2,1}_C \), and so is relatively compact in \( C[a_1, a_2] \). (4.1)

Hence there exists a subsequence \( \theta_{j_k} \) (strongly) convergent in \( C[a_1, a_2] \) to a certain \( \theta_* \). Using \( w^*\)-limit \( B_j \text{dx} = B_* \text{dx} \) and passing to the limit in (3.2) for every \( x \in [a_1, a_2] \), one can show that \( \theta_*(\cdot) = \theta(\cdot, z; B_*) \).

Assume that \( \theta_j \) does not converge to \( \theta_* \). Then (4.1) imply that there exists a subsequence \( \theta_{n_k} \) convergent to \( \theta_{n_k} \neq \theta_* \). Passing to the limit in (3.2) again, we see that \( \theta_{n_k}(\cdot) = \theta(\cdot, z; B_*) = \theta_*(\cdot) \), a contradiction. Thus, \( \theta(\cdot, z; B_j) \to \theta(\cdot, z; B_*) \) as \( j \to \infty \).

The total multiplicity of quasi-eigenvalues of \( B \) in a set \( \mathcal{D} \subset \mathbb{C} \) is the sum of multiplicities of all \( \omega \in \Sigma(B) \cap \mathcal{D} \).

**Proposition 4.2.** Let \( B_0 \in L^1_\mathbb{C}(a_1, a_2) \) and \( R \geq \|B_0\|_1 \). Let \( \mathcal{D} \) be an open bounded subset of \( \mathbb{C} \) such that its boundary \( \text{bd} \mathcal{D} \) does not contain quasi-eigenvalues of \( B_0 \). Then there exists a neighborhood \( W \subset \mathbb{H}_R \) of \( B_0 \) in the topology of the metric space \( (\mathbb{H}_R, \rho) \) such that, for any \( B \in W \),

there are no quasi-eigenvalues of \( B \) on \( \text{bd} \mathcal{D} \), the total multiplicity of quasi-eigenvalues of \( B \) in \( \mathcal{D} \) coincides with that of \( B_0 \).

Proof. By Lemmas 3.2 and 4.1 the functional \( F(z; B) \) is analytic in \( z \) and \( B \) and is continuous in the second variable on the metric space \( (\mathbb{H}_R, \rho) \). This allows us to apply [8, Theorem 9.17.4] (which is a corollary from Rouché’s theorem) to \( F(z; B) \). The equivalence \( z \in \Sigma(B) \iff F(z; B) = 0 \) completes the proof.

**4.2 Resonances’ perturbations and directional derivatives of \( F \)**

**Lemma 4.3.** At quasi-eigenvalues \( \omega \in \Sigma(B) \), the derivative of \( F \) w.r.t. \( z \) is given by

\[
\frac{\partial F(\omega; B)}{\partial z} = -\frac{2\omega}{\partial_1 \theta(a_2, \omega, B)} \int_{a_1}^{a_2} \theta^2(s, \omega; B) B(s) \text{ds} + \frac{i\nu_1}{\partial_1 \theta(a_2, \omega, B)} + \frac{\theta(a_2, \omega, B)}{\omega};
\]

and the directional derivatives \( [\partial_B F(\omega, B)](V) \) w.r.t. \( B \) in the direction \( V \in L^\infty_\mathbb{C}(a_1, a_2) \) by

\[
\frac{\partial F(\omega, B)}{\partial B}(V) = \frac{\omega^2}{\partial_1 \theta(a_2, \omega, B)} \int_{a_1}^{a_2} \theta^2(s, \omega; B) V(s) \text{ds}.
\]

The calculation of derivatives resembles that of [21] and is given in Appendix A.2.

**Proposition 4.4.** Let \( \omega \) be a quasi-eigenvalue of \( B \in L^1_\mathbb{C} \) of multiplicity \( m \in \mathbb{N} \). Then:

(i) For every direction \( V \in L^1_\mathbb{C} \), there exist \( \varepsilon > 0, \delta > 0 \), and functions \( \Omega_j, j = 1, \ldots, m \), continuous on \( [0, \delta] \) such that for \( \zeta \in [0, \delta] \), all the quasi-eigenvalues of \( B + \zeta V \) lying in \( \mathcal{D}_\varepsilon(\omega) \) are given by \( \{\Omega_j(\zeta)\}_1^m \) taking multiplicities into account.

(ii) For each of these functions the following asymptotic formula is valid

\[
\Omega_j(\zeta) = \omega + [K(\omega, B; V) \zeta]^{1/m} + o(\zeta^{1/m}) \quad \text{as } \zeta \to 0, \quad \text{with } K(\omega, B; V) := -m \frac{\partial F(\omega, B)}{\partial B}(V).
\]

(iii) In the case \( K(\omega, B; V) \neq 0 \), each branch of \( [\cdot]^{1/m} \) corresponds to exactly one of functions \( \Omega_j(\zeta) \). So for small enough \( \zeta > 0 \), all \( m \) values of functions \( \Omega_j(\zeta) \) are distinct and simple quasi-eigenvalues of \( B + \zeta V \).
Proof. For a one-side open resonator, an analogue of the particular case considered in (iii) was obtained in [21 Proposition 3.5]. Statement (i) is well known for resonances of the Schrödinger equation and can be obtained using the Weierstrass preparation theorem and the Puiseux series theory. We start from these arguments to prove that (4.4) holds always (not only when $K(\omega, B, V) \neq 0$ as in [21]).

Consider the entire function $Q(z, \zeta) := F(z; B + \zeta V)$ of two complex variables $z$ and $\zeta$. Then $\omega$ is an $m$-fold zero of the function $Q(\cdot, 0)$. By the Weierstrass preparation theorem, in a certain polydisc $D_{\varepsilon}(\omega) \times D_{\delta_1}(0)$,

$$Q(z, \zeta) = [(z - \omega)^m + h_1(\zeta)(z - \omega)^{m-1} + \cdots + h_m(\zeta)]R(z, \zeta),$$

where the coefficients $h_j$ (the function $R(z, \zeta)$) are analytic in $D_{\delta_1}(\omega)$ (resp., in $D_{\varepsilon}(\omega) \times D_{\delta_1}(0)$),

$$h_j(0) = 0, \quad \text{and} \quad R(z, \zeta) \neq 0 \quad \text{in} \quad D_{\varepsilon}(\omega) \times D_{\delta_1}(0).$$

Differentiating $Q$ by $\zeta$, one gets $\frac{\partial F(\omega, B)}{\partial \zeta}(V) = \partial_\zeta Q(\omega, 0) = h'_m(0)R(\omega, 0)$. On the other side,

$$\partial_x^m F(\omega, B) = \partial_\zeta^m Q(\omega, 0) = m!R(\omega, 0) \neq 0.$$

Hence,

$$h'_m(0) = \frac{\partial_\zeta Q(\omega, 0)}{R(\omega, 0)} = \frac{m!\partial F(\omega, B)}{\partial \zeta^m F(\omega, B)} = -K(\omega, B; V). \quad (4.5)$$

Denote by $P(z, \zeta) := (z - \omega)^m + h_1(\zeta)(z - \omega)^{m-1} + \cdots + h_m(\zeta)$ the Weierstrass polynomial. Since $R(z, \zeta) \neq 0$, the zeros of $Q$ and $P$ in $D_{\varepsilon_1}(\omega) \times D_{\delta_1}(0)$ coincide. It is well known that for small enough $\delta \in (0, \delta_1]$ and $|\zeta| < \delta$, there are exactly $m$ $z$-roots (counting multiplicity) of $P(z, \zeta) = 0$ and these roots are given by a one or more convergent (and possibly multivalued) Puiseux series. We denote these $m$ branches of (one or several) Puiseux series by $\Omega_j(\zeta)$.

The method of the Newton diagram (see e.g. [41] and [38, Theorem XII.2]) implies that, if the roots $\Omega_j(\zeta)$ are given by more than one Puiseux series, then $h'_m(0) = K(\omega, B; V) = 0$ and all the roots have the asymptotics $\Omega_j(\zeta) = \omega + o(\zeta^{1/m})$.

In the case when the roots $\Omega_j(\zeta)$ are given by one Puiseux series, this series can be written in powers of $\zeta^{1/m}$ and formula (4.4) follows from equalities (4.5) and $(\Omega_j - \omega)^m + h_1(\zeta)(\Omega_j - \omega)^{m-1} + \cdots + h_m(\zeta) = 0$, see details in the proof of [21 Proposition 3.5]. \qed

5 Variational characterization of the nonlinear spectrum

Recall that $\chi_{C_+}$ is the indicator function of $C_+$. A function $y \in W^{2,1}_C[a_1, a_2]$ is called a nontrivial solution to

$$y''(x) = -\omega^2 y(x) \left[ b_1(x) + (b_2(x) - b_1(x))\chi_{C_+}(y^2(x)) \right] \quad (5.1)$$

if $y \neq 0$ and (5.1) is satisfied for a.a. $x \in [a_1, a_2]$. If problem (5.1), (1.2), (1.3) admits a nontrivial solution $y$, we say that $y$ is an eigenfunction and $\omega$ is an eigenvalue of $\Sigma$. In short, we will say that $\omega$ is a nonlinear eigenvalue. The set of nonlinear eigenvalues is denoted by $\Sigma^{nl}$.

Note that

$$\Sigma^{nl} \text{ is symmetric w.r.t. } i\mathbb{R}. \quad (5.2)$$

Indeed, if $\omega = i\zeta \in \Sigma^{nl}$ and $y$ is an associated eigenfunction, then for $B = [b_1 + (b_2 - b_1)\chi_{C_+}(y^2)]$ one has $\omega \in \Sigma(B)$. Since $\omega_1 = i\zeta \in \Sigma(B)$ and $\overline{y}$ is an eigenfunction associated with $\omega_1$ (see Lemma 3.3 (ii) and its proof), we conclude that $\omega_1$ is a nonlinear eigenvalue with $y_1 := i\overline{y}$ as an eigenfunction.
Let us notice also that $B = [b_1 + (b_2 - b_1)\chi_{C_+}(y^2)]$ belongs to $A$ and, moreover, belongs to the set ext $A$ of extreme points of $A$. So,

$$\Sigma^u \subset \Sigma[\text{ext } A] \subset \Sigma[A]. \quad (5.3)$$

Let $K$ be the functional defined in Proposition 4.4 (ii) and let cone $K(\omega; B; A - B)$ be the nonnegative convex cone generated by the set $K(\omega; B; A - B) = \{K(\omega; B; \widetilde{B} - B) : \widetilde{B} \in A\}$.

**Theorem 5.1.** Let $\omega \not\in i\mathbb{R}$. Then the following statements are equivalent:

(i) $\omega$ is nonlinear eigenvalue,

(ii) there exists $B_0 \in A$ such that $\omega \in \Sigma(B_0)$ and cone $K(\omega, B_0; A - B_0) \neq \mathbb{C}$.

If (i)-(ii) hold true, then there exists an eigenfunction $y$ of $[5.1], [1.2], [1.3]$ such that

$$B_0(x) = [b_1(x) + [b_2(x) - b_1(x)]\chi_{C_+}(y^2(x))] \text{ a.e. on } (a_1, a_2). \quad (5.4)$$

The proof (see Section 5.2) relies on the rotation properties of $\theta$ described in Section 5.1.

### 5.1 The turning interval $[x_*, x^*]$ and rotational properties of modes.

By arg $z$ we understood the multivalued argument function of a complex variable $z \neq 0$. In this subsection, we write $\theta(x)$ for $\theta(x; \omega; B)$.

**Lemma 5.2.** Let $B \in L^1$ and $\omega \in \Sigma(B)$. Assume that $\alpha = \text{Re}\omega > 0$ and $B(x) \geq 0 \text{ a.e. on } (a_1, a_2)$. Then:

(i) There exists a unique subinterval $[a_1, a_2] \subset [x_*, x^*]$ with the properties that

$$\overline{\theta(x)}\overline{\partial_x \theta(x)} \in \mathbb{C}_- \text{ when } x < x_*, \quad \overline{\theta(x)}\overline{\partial_x \theta(x)} \in \mathbb{R} \text{ when } x \in [x_*, x^*],$$

and $\overline{\theta(x)}\overline{\partial_x \theta(x)} \in \mathbb{C}_+ \text{ when } x > x^*$. \quad (5.5)

(It is supposed that $x_* \leq x^*$ and that, in the case $x_* = x^*$, the turning interval $[x_*, x^*]$ degenerates into a single turning point $x_* = x^*$. The meaning of 'turning' is explained by statement (5.7) below).

(ii) If $x_* < x^*$, then

$$B = 0 \text{ a.e. on } (x_*, x^*) \text{ and } \partial_x \theta(x) \text{ is constant on } [x_*, x^*]. \quad (5.6)$$

In particular, $B > 0 \text{ a.e. yields } x_* = x^*$.

(iii) There exists at most one point $x_0 \in [a_1, a_2]$ such that $\theta(x_0) = 0$. If $x_0$ does exist, it belongs to $[x_*, x^*]$. (In the sequel, when $x_0$ does not exist, we assume $\{x_0\} = \emptyset$.)

(iv) The multifunction arg $\theta(x)$ has a branch $\text{arg}_* \theta(x)$ that is defined on $[a_1, a_2] \setminus \{x_0\}$ and has the following properties:

$$\text{arg}_* \theta(x) \text{ is differentiable on } [a_1, a_2] \setminus \{x_0\}, \quad \partial_x \text{arg}_* \theta < 0 \text{ if } x < x_*, \quad \partial_x \text{arg}_* \theta > 0 \text{ if } x > x^*, \quad \partial_x \text{arg}_* \theta = 0 \text{ if } x \in [x_*, x^*] \setminus \{x_0\}. \quad (5.7)$$

(v) $\partial_x \text{arg}_* \theta(x)$ is bounded on $[a_1, a_2] \setminus \{x_0\}$. In particular, for every $\xi \in [-\pi, \pi)$,

the set $\{x \in [a_1, a_2] \setminus [x_*, x^*] : \text{arg} \theta(x) = \xi (\text{mod } 2\pi)\}$ is at most finite.
Lemma 5.3. Let \( \omega \in \Sigma(B) \), \( \omega = i\beta \), \( \beta \in \mathbb{R} \), and \( B(x) \geq 0 \) a.e. on \( (a_1, a_2) \). Then:

\begin{equation}
\theta(x, z; B) \text{ are real when } z \in i\mathbb{R} \text{ and } B \in L^1_{\mathbb{R}}(a_1, a_2).
\end{equation}
(i) There exists a unique subinterval \([x_*, x^*]\) of \([a_1, a_2]\) such that
\[
\theta(x)\partial_x\theta(x) < 0 \text{ if } x < x_*, \quad \theta(x)\partial_x\theta(x) = 0 \text{ if } x \in [x_*, x^*], \quad \text{and} \quad \theta(x)\partial_x\theta(x) > 0 \text{ if } x > x^*.
\]

(ii) If \(x_* < x^*\), then \(B(x) = 0\) a.e. on \((x_*, x^*)\) and \(\theta(x)\) is a nonzero constant function on \([x_*, x^*]\). In particular, if \(B(x) > 0\) a.e. on \((a_1, a_2)\), then \(x_* = x^*\).

(iii) If \(\theta(x_0) = 0\), then \(x_0 = x_* = x^*\).

**Proof.** Let \(x_* = \min\{x \in [a_1, a_2] : \theta(x)\partial_x\theta(x) = 0\}\) and \(x^* = \max\{x \in [a_1, a_2] : \theta(x)\partial_x\theta(x) = 0\}\). The existence of \(x_*\) and \(x^*\) follows from (1.2)-(1.3) and \(\partial\partial\theta \in C[a_1, a_2]\). Since
\[
\partial_x(\theta\partial_x\theta) = (\partial_x\theta)^2 + \partial^2\theta = (\partial_x\theta)^2 + \beta^2B\theta^2 \geq 0 \text{ a.e. on } (a_1, a_2),
\]
we obtain (i). The equality
\[
0 = \theta(x^*)\partial_x\theta(x^*) - \theta(x_*)\partial_x\theta(x_*) = \int_{x_*}^{x^*} \partial_x(\theta\partial_x\theta) \, dx = \int_{x_*}^{x^*} [(\partial_x\theta)^2 + \beta^2B\theta^2] \, dx
\]
implies \(\partial_x\theta(x) = 0\) and \(B(x) = 0\) a.e. on \([x_*, x^*]\). When \(x_* < x^*\), this and \(\theta \not\equiv 0\) yield statement (ii).

Statement (iii) follows from (ii). \(\square\)

### 5.2 Proof of Theorem 5.1

Let \(\alpha = \text{Re} \omega \neq 0\). Due to Lemma 3.3 (ii) and (5.2), without loss of generality one can assume \(\alpha > 0\). Suppose \(\omega \in \Sigma(B_0)\) for certain \(B_0 \in \mathbb{A}\). Put
\[
C_0 = \frac{\partial_x\theta(a_2, \omega, B_0)}{\omega^2}.
\]

By (4.3),
\[
C_0 \frac{\partial\mathcal{F}(\omega; B_0)}{\partial B}(V) = \int_{a_1}^{a_2} \theta^2(s, \omega; B_0) \, V(s) \, ds.
\]

Define the set \(S_0 \subset \mathbb{C}\) by
\[
S_0 := C_0 \frac{\partial\mathcal{F}(\omega; B_0)}{\partial B}[\mathbb{A} - B_0] = \left\{ \int_{a_1}^{a_2} \theta^2(s, \omega; B_0) \, V(s) \, ds : V \in \mathbb{A} - B_0 \right\}.
\]

The definition of \(K(\omega, B_0; V)\) in (4.4) implies the equivalence
\[
\text{cone } S_0 \neq \mathbb{C} \iff \text{cone } K(\omega, B_0; \mathbb{A} - B_0) \neq \mathbb{C}.
\]

**Proof of implication (i) \(\Rightarrow\) (ii).** Let \(y\) be an eigenfunction of (5.1), (1.2), and (1.3) associated with \(\omega\). Let us define \(B_0\) by equality (5.4) for all \(x \in [a_1, a_2]\). Then \(\omega \in \Sigma(B_0)\). Moreover, there exist \(C \in \mathbb{R} \setminus \{0\}\) and \(\xi_* \in [-\pi, \pi)\) such that \(y(x) = Ce^{-i\xi_*/2}\theta(x, \omega; B_0)\). It follows from (5.4) that
\[
B_0(x) = \begin{cases} 
    b_1(x), & \text{when } \theta^2(x) \in e^{i\xi_*} \mathbb{C}^- \\
    b_2(x), & \text{when } \theta^2(x) \in e^{i\xi_*} \mathbb{C}^+
\end{cases}.
\]

This implies that for every \(V \in \mathbb{A} - B_0\) the following assertion hold:
\[
\begin{align*}
V(x) & \geq 0 \quad \text{for a.a. } x \text{ such that } \theta^2(x) \in e^{i\xi_*} \mathbb{C}^- \\
V(x) & \leq 0 \quad \text{for a.a. } x \text{ such that } \theta^2(x) \in e^{i\xi_*} \mathbb{C}^+.
\end{align*}
\]
So $\int_{a_1}^{a_2} \theta^2 V \, ds \in e^{i\theta} \overline{\mathcal{C}}$ for each $V \in \mathbb{A} - B_0$. Thus, cone $S_0 \subset e^{i\theta} \overline{\mathcal{C}}$. Equivalence (5.13) concludes the proof of (ii).

**Proof of implication** (ii) $\Rightarrow$ (i). Put $\arg, \theta^2(x) := 2 \arg, \theta(x)$. Define the sets $E^+_s \subset [a_1, a_2]$ by

$$E^+_s := \text{supp}[b_2 - B_0]_+, \quad E^-_s := \text{supp}[B_0 - b_1]_+,$$

(for $[\cdot]_+$ see the notation part of Section 1).

**Lemma 5.4.** Let $\Re \omega > 0$ and $\theta(x) = \theta(x, \omega; B_0)$. Then

$$\theta^2[E^+_s] \cup (-\theta^2[E^-_s]) \subset \overline{\text{cone} S_0},$$

i.e., the image of the set $E^+_s$ under the function $\theta^2$ and the image of the set $E^-_s$ under the function $(-\theta^2)$ are subsets of the closed cone $\text{cone} S_0$.

**Proof.** Recall that the point $x_0$ was defined in Lemma 5.2 and that, in the case when $x_0$ does not exist, the notation $\{x_0\}$ means the empty set.

**Step 1.** If $x_0$ exists, $\theta(x_0) = 0 \in \overline{\text{cone} S_0}$.

**Step 2.** Suppose $x_1 \in E^+_s \setminus \{x_0\}$. Then $V^+_\varepsilon(x) := \chi_{(x_1 - \varepsilon, x_1 + \varepsilon)}(x) [b_2 - B_0]_+(x)$ has a nonempty support for every $\varepsilon > 0$. Let us show that (for a suitable choice of values of arg)

$$\arg \left[ C_0 \frac{\partial F(\omega; B_0)}{\partial B}(V^+_\varepsilon) \right] - \arg, \theta^2(x_1) \to 0 \quad \text{as} \; \varepsilon \to 0. \quad (5.17)$$

By Lemma 5.2 (iv),

$$\arg, \theta^2 \text{ is defined and continuous in a vicinity of } x_1. \quad (5.18)$$

For small enough $\varepsilon > 0$, $|\arg, \theta^2(x) - \arg, \theta^2(x_1)| < \pi/2$ in the interval $x \in (x_1 - \varepsilon, x_1 + \varepsilon)$ and therefore the equality

$$C_0 \frac{\partial F}{\partial B}(V^+_\varepsilon) = \int_{a_1}^{a_2} \theta^2 V^+_\varepsilon \, ds = \int_{x_1 - \varepsilon}^{x_1 + \varepsilon} \theta^2[b_2 - B_0]_+ \, ds,$$

implies that $C_0 \frac{\partial F}{\partial B}(V^+_\varepsilon) \in \overline{\text{cone} \theta^2[(x_1 - \varepsilon, x_1 + \varepsilon)] \setminus \{0\}}$, where $\theta^2[(x_1 - \varepsilon, x_1 + \varepsilon)]$ is the image of $(x_1 - \varepsilon, x_1 + \varepsilon)$ under $\theta^2$. This and (5.18) yields (5.17).

**Step 3.** Suppose $x_1 \in E^-_s \setminus \{x_0\}$. Then, similar to Step 2, $V^-_\varepsilon(x) := -\chi_{(x_1 - \varepsilon, x_1 + \varepsilon)}(x)[B_0 - b_1]_+(x)$ has a nonempty support for small $\varepsilon$ and $\arg \left[ C_0 \frac{\partial F}{\partial B}(V^-_\varepsilon) \right] - \arg, \theta^2(x_1) - \pi \to 0 \quad \text{as} \; \varepsilon \to 0.$ In other words,

$$\arg \left[ C_0 \frac{\partial F}{\partial B}(V^-_\varepsilon) \right] - \arg[-\theta^2(x_1)] \to 0 \quad \text{as} \; \varepsilon \to 0.$$

**Step 4.** Since $B + V^\pm \in \mathbb{A}$, we see from Steps 2-3 that $\theta^2(x_1) \in \text{cone} S_0$ whenever $x_1 \in E^+_s \setminus \{x_0\}$, and $[-\theta^2(x_1)] \in \text{cone} S_0$ whenever $x_1 \in E^-_s \setminus \{x_0\}$. This completes the proof. \qed

**Lemma 5.5.** Let $\Re \omega > 0$. Assume that cone $S_0$ is contained in a certain closed half-plane $e^{i\xi} \overline{\mathcal{C}}$, where $\xi_0 \in [-\pi, \pi]$. Then:

(i) equality $(5.16)$ holds for a.a. $x \in [a_1, a_2]$,
(ii) $\omega \in \Sigma^{nl}$ and $y = e^{-i\xi/2\theta}$ is an associated eigenfunction of $(5.1), (1.2), (1.3)$.
Proof. (i) Recall that the set $E$ is defined by (2.4). From the definition of $E$ and $B_0 \in \mathbb{A}$, we see that $E \subset X_0 \cup E_+^s \cup E_-^s$, where $X_0$ is of zero measure. Clearly, $\mathrm{cone} \; S_0 \subset e^{i\xi_0} \mathbb{C}^-$. By Lemma 5.4
\[
\theta^2[E_+^s] \subset e^{i\xi_0} \mathbb{C}^- \quad \text{and} \quad \theta^2[E_-^s] \subset e^{i\xi_0} \mathbb{C}^+.
\] (5.19)
So $E_+^s \cap E_-^s \subset \{ x : \theta^2(x) \in e^{i\xi_0} \mathbb{R} \}$. By Lemma 5.2 (iv)-(v),
\[
\{ x : \theta(x) \in e^{i\xi_0} \mathbb{R} \} \setminus [x_*, x^*] \quad \text{is at most finite.} 
\] (5.20)
Thus, $E \subset X_0 \cup X_1 \cup [x_*, x^*] \cup (E_+^s \setminus E_-^s) \cup (E_-^s \setminus E_+^s)$. On the other side, $B_0(x) = b_1(x) = 0$ a.e. on $[x_*, x^*]$ due to Lemma 5.2 (ii). So $X_2 := ([x_*, x^*] \cap E) \setminus (E_+^s \setminus E_-^s)$ is of zero measure.

Summarizing, we see that the interval $[a_1, a_2]$ can be written as
\[
[a_1, a_2] = ([a_1, a_2] \setminus E) \cup X_0 \cup X_1 \cup X_2 \cup (E_+^s \setminus E_-^s) \cup (E_-^s \setminus E_+^s).
\]
On each of the sets of positive measure in the right side, equality (5.16) is fulfilled for a.a. $x$.

Additional explanations are needed for fact that $\theta^2(x) \in e^{i\xi_0} \mathbb{C}_+$ for a.a. $x \in E_+^s \setminus E_-^s$. Assume that $x_1$ belongs to the set $X_3$ consisting of $x$ such that $x \in E_+^s \setminus E_-^s$ and $\theta^2(x) \notin e^{i\xi_0} \mathbb{C}_+$. By (5.19), $\theta^2(x_1) \in e^{i\xi_0} \mathbb{R}$. By (5.20), $X_3 \subset X_1 \cup [x_*, x^*]$. Assume that $\operatorname{meas} X_3 > 0$. Then $\operatorname{meas}(X_3 \cap [x_*, x^*]) > 0$. This yields that $\operatorname{meas} \{ \operatorname{supp}[B - b_1]_+ \cap (x_*, x^*) \} > 0$. The latter contradicts Lemma 5.2 (ii). This contradiction shows that $\operatorname{meas} X_3 = 0$.

(ii) Equality (5.16) implies (5.4). The latter yields (ii).

\[\square\]

Equivalence (5.15) and Lemmata 5.4, 5.5 imply statement (i) of Theorem 5.1.

The last assertion of Theorem 5.1 follows from Lemma 5.5 (ii) and its proof.

6 Local extremizers and optimization for a fixed frequency

6.1 Definitions of various optimizers

We say that $\alpha \in \mathbb{R}$ is an admissible frequency if $\alpha = \operatorname{Re} \omega$ for some admissible quasi-eigenvalue $\omega$. So $\operatorname{Re} \Sigma[A]$ is the set of admissible frequencies. Its properties are considered in Subsection 6.2 and Appendix A.3 where it is proved, in particular, that high enough frequencies are admissible at least for most popular settings of quasi-eigenvalue optimization problem.

Definition 6.1. Let $\alpha$ be an admissible frequency.

(i) The minimal decay rate $\beta_{\min}(\alpha)$ for the frequency $\alpha$ is defined by
\[
\beta_{\min}(\alpha) := \inf \{ \beta \in \mathbb{R} : \alpha - i\beta \in \Sigma[A] \}.
\]
(ii) If $\omega = \alpha - i\beta_{\min}(\alpha)$ is a quasi-eigenvalue for a certain admissible structure $B \in \mathbb{A}$ (i.e., the minimum is achieved), we say that $\omega$ and $B$ are of minimal decay for the frequency $\alpha$.

A pair $(\omega, B) \in \mathbb{C} \times L^1$ is called admissible if $B \in \mathbb{A}$ and $\omega \in \Sigma(B)$.

Definition 6.2. We say that an admissible pair $(\omega_0, B_0)$ is a local maximizer of $\operatorname{Im} \omega$ for the frequency $\operatorname{Re} \omega_0$ if there exist $\varepsilon > 0$ such that $\operatorname{Im} \omega_1 \leq \operatorname{Im} \omega_0$ for any admissible pair $(\omega_1, B_1)$ satisfying the following three conditions
\[
\operatorname{Re} \omega_1 = \operatorname{Re} \omega_0, \quad |\omega_1 - \omega_0| < \varepsilon, \quad \| B_1 - B_0 \|_1 < \varepsilon.
\]
Figure 1: A schematic drawing (see explanations in Remark 6.2) of the part of the set of admissible quasi-eigenvalues $\Sigma[A]$ in the rectangle $\mathcal{D} = \{\text{Re} \ z \in (0, 1, 2), \ \text{Im} \ z \in (-0.015, 0)\}$ and of intervals of admissible frequencies generated by $\Sigma[A] \cap \mathcal{D}$ for the following choice of parameters: $\nu_1 = 1$, $\nu_2 = +\infty$, $b_1 = 90$, $b_2 = 110$, $a_2 - a_1 = 1$.

'\*' mark one of local minimizer for $\beta_{\text{min}}$ and the corresponding quasi-eigenvalue; 
'\times' mark quasi-eigenvalues of minimal decay for frequencies $\alpha$ in Re $\Lambda_2$; 
'o' mark $\omega$-parts of local minimizers of Im $\omega$ for frequencies $\alpha$ in Re $\Lambda_3$.

Local minimizers of Im $\omega$ for a particular frequency are defined in a similar way. A pair $(\omega, B)$ is a local extremizer if it is a local minimizer or a local maximizer.

An admissible frequency $\alpha_0$ is a local minimizer for $\beta_{\text{min}}$ if there exists $\varepsilon > 0$ such that $\beta_{\text{min}}(\alpha_0) \leq \beta_{\text{min}}(\alpha)$ for all admissible $\alpha$ in $(\alpha_0 - \varepsilon, \alpha_0 + \varepsilon)$. If for certain $\varepsilon > 0$ and all admissible $\alpha$ from a punctured neighborhood $(\alpha_0 - \varepsilon, \alpha_0) \cup (\alpha_0, \alpha_0 + \varepsilon)$ the strict inequality $\beta_{\text{min}}(\alpha_0) < \beta_{\text{min}}(\alpha)$ holds, $\alpha_0$ is said to be a strict local minimizer.

Usually, in applied and numerical literature, local minimizers of Im $\omega$ are considered without frequency restrictions. It seems that such approach goes back to the definition of [14]. Below we give a rigorous adaptation of that definition suitable for the optimization over $A$.

Let us define on the set of admissible pairs $(\omega, B)$ the decay rate functional $\text{Dr}(\omega, B) := -\text{Im} \omega$.

**Definition 6.3.** An admissible pair $(\omega_0, B_0)$ is said to be a local minimizer for $\text{Dr}$ if there exist $\varepsilon > 0$ such that $\text{Dr}(\omega_0, B_0) \leq \text{Dr}(\omega_1, B_1)$ for every admissible pair $(\omega_1, B_1)$ with $|\omega_1 - \omega_0| < \varepsilon$ and $\|B_1 - B_0\|_1 < \varepsilon$. Local maximizers for $\text{Dr}$ are defined similarly.

**Remark 6.1.** Clearly, if $(\omega_0, B_0)$ is a local minimizer (maximizer) for $\text{Dr}$, then $(\omega_0, B_0)$ is a local maximizer (resp., minimizer) of Im $\omega$ for the frequency Re $\omega_0$.

**Remark 6.2.** Figure [1] is drawn to illustrate the above definitions of various optimizers. It also provide a rough impression about a part of $\Sigma[A]$ in $\mathcal{D}$ for the one-side open case $\nu_1 = 1$, $\nu_2 = +\infty$ (cf. Example 6.2). The drawing is partially based on the MATLAB computations of the nonlinear spectrum $\Sigma^{\text{nl}}$ (see Section [11] and Figure 2) and partially on Proposition 6.6, Theorems 8.1, 8.2, 9.1, and formula (10.1).

In agreement with Theorem 8.2, $\Sigma[A] \cap \mathcal{D}$ consists of four ‘clouds’ $\Lambda_1, \ldots, \Lambda_4$. These ‘clouds’ are connected components of $\Sigma[A]$ produced by all possible perturbations (inside $A$) of quasi-eigenvalues $\omega_{0,1} = \omega_0(b_2)$, $\omega_{0,2} = \omega_1(b_2)$, $\ldots$, $\omega_{0,4} = \omega_3(b_2)$, resp., which are generated by the homogeneous structure $B_0 \equiv b_2$, see (3.7) and Section 8.
The projections of these components to the real line Re $\Lambda_j$ are subsets of the set of admissible frequencies $\text{Re } \Sigma[A]$. However, we do not know whether $\bigcup_{j=1}^{k} \text{Re } \Lambda_j$ are all admissible frequencies in the interval $(0, 1.2)$. Indeed, it is not known if there exist any admissible quasi-eigenvalues $\omega$ with $\text{Re } \omega \in (0, 1.2)$ lying outside of $\mathcal{D}$. One of the difficulties in the study of $\omega \in \Sigma[A]$ with large $|\omega|$ is that, globally in $\mathbb{C}$, $\Sigma(B)$ is not a continuous set-valued function of $B$, see Remark 4.1.

In these settings, the frequency 0 is not admissible, see Remark 7.2.

### 6.2 Admissible frequencies and examples of admissible families

Recall that the notation $[x]$ ($(x)$) stands for the ceiling (floor) function.

In this subsection we consider several most reasonable and popular admissible families for which the choices of the constraints has a Physics motivation. For all this families we provide a quantitative version of the statement that high enough frequencies are admissible. These estimates on the ranges of admissible frequencies are quite technical. They are derived in Appendix A.3 together with the proof that high enough frequencies are admissible in more general situation, which is described Proposition 6.5 (iii). This proposition also considers other properties of the set $\text{Re } \Sigma[A]$ of admissible frequencies and, roughly speaking, shows that the set $\text{Re } \Sigma[A]$ cannot have some ‘wild’ structure.

**Example 6.1.** Let the constraint functions $b_{1,2}$ be constant and $0 < b_1 < b_2$. Assume that $\nu_1 = \nu_2 =: \nu > 0$ and $\nu^2$ equals either $b_1$, or $b_2$. These settings represent the admissible family associated with two side open optical cavities of length $a_2 - a_1$ consisting of transparent dielectrics with permittivities in the range from $b_1$ to $b_2$ [42]. At the endpoints $a_{1,2}$, the cavity is connected to half-infinite homogeneous outer media consisting of the dielectric material with permittivity $\nu^2$. In Optical Engineering modeling, the outer medium is usually the same as one of dielectrics with extreme allowed permittivities (usually, either $b_1 = \nu^2 = 1$ represents vacuum, or $b_2 = \nu^2$ corresponds to a cavity connected to a waveguide of permittivity $b_2$ [3]). Under this choice of parameters, formulae (A.9) and (A.13) of Appendix A.3 show that all frequencies in the range $|\alpha| > \frac{\pi}{(a_2 - a_1)b_2^{1/2}} \left[ \frac{b_1^{1/2}}{b_2^{1/2} - b_1^{1/2}} \right]$ are admissible.

**Example 6.2.** Let the constraints $b_{1,2}$ be constants and $0 < b_1 < b_2$. Assume that $\nu_2^2 = b_1$ and $\nu_2 = \infty$. One of Optics interpretations of these settings is one-side open cavity, which, in particular, is used for the laser modeling [43]. The Dirichlet boundary condition $y(a_2) = 0$ generated by the parameter $\nu_2 = \infty$ corresponds to a perfect mirror (a plate of a perfect electric conductor perpendicular to the $x$-axis). So EM waves are reflected without dissipation from the interface plane $x = a_2$. Through the interface plane $x = a_1$ the waves radiate into homogeneous half-infinite medium with permittivity $\nu_1^2$. It was proved in [22] that

all frequencies in the range $|\alpha| \geq \frac{\pi}{(a_2 - a_1)b_2^{1/2}} \left( \frac{1}{2} + \left[ \frac{b_1^{1/2}}{b_2^{1/2} - b_1^{1/2}} - \frac{1}{2} \right] \right)$ are admissible. (6.1)

**Example 6.3.** In Mechanics models involving the equation for transverse oscillations of a nonhomogeneous string, the linear density $B(x)$ of the string on some intervals may be much less than on others. In such cases, the massless string approximation is employed. This means that $B(x)$ (and so the lower constraint $b_1(x)$) can be equal to 0 on certain intervals. Keeping this in mind, consider constant constraints $b_{1,2} \in [0, +\infty)$ satisfying $0 \leq b_1 < b_2$. Assume that $\nu_1 = 0$ and $0 < \nu_2 < +\infty$. The choice $\nu_1 = 0$ leads to the Neumann boundary condition $y'(a_1) = 0$ and corresponds to the assumption that the left end of the string is "free" (i.e., a massless ring at the end $a_1$ of the string is sliding without friction on a pole pointing in the transverse direction). The Mechanics interpretation
Suppose \( b \) restrict optimization to structures symmetric w.r.t. origin, i.e., to \( B \), see e.g. [19]. Since \( 6.4 \), Example point of view, is given in the next example.

**Proposition 6.6.** The set 
\[
\text{all frequencies in the range } |\alpha| \geq \frac{3\pi}{2(a_2 - a_1)(b_2^{1/2} - b_1^{1/2})}
\]
are admissible.

Another interpretation of the Neumann condition \( y'(a_1) = 0 \), which makes also sense from Optics point of view, is given in the next example.

**Example 6.4.** Let us assume additionally to the settings of Example 6.1 that \( a_2 = -a_1 \) and let us restrict optimization to structures symmetric w.r.t. origin, i.e., to \( B \) such that \( B(x) = B(−x) \) and \( b_1 \leq B \leq b_2 \) a.e.. This model of a symmetric resonator is used often to reduce computational costs, see e.g. [19]. Since \( B \) is an even function and \( \nu_1 = \nu_2 \), it is easy to see that modes \( y \) of such a resonator are either even, or odd, and so either condition \( y'(0) = 0 \), or the condition \( y(0) = 0 \) is fulfilled for them. Thus, the quasi-eigenvalue problem and the related optimization problem can be essentially reduced to two: the problem considered in Example 6.3 and a problem similar to that of Example 6.2 (possibly, with different \( \nu_1 \)).

Denote \( b_1^{\text{max}} := \text{ess sup} b_1(x) \) and \( b_2^{\text{min}} := \text{ess inf} b_2(x) \). Recall that intervals are, by definition, connected subsets of \( \mathbb{R} \) and that an interval called **degenerate** if it consists of one point.

**Proposition 6.5.** (i) If \( I \) is a connected component of \( \text{Re } \Sigma[A] \), then either \( I \) is a nondegenerate interval, or \( I = \{0\} \). In particular, the only possible isolated admissible frequency is 0.

(ii) Suppose \( b_1^{\text{max}} \leq b_2^{\text{min}} \). If \( b_1^{\text{max}} < \nu_1 \) or \( b_2^{\text{min}} > \nu_2 \), then 0 is an admissible frequency.

(iii) Suppose \( b_1^{\text{max}} < b_2^{\text{min}} \). Then high enough frequencies are admissible. Moreover,

\[
\text{Re } \Sigma[A] \supset \left\{ |\alpha| \geq \frac{2\pi}{(a_2 - a_1)(\sqrt{b_2^{\text{min}}} - \sqrt{b_1^{\text{max}}})} \right\}
\]

**Proof.** (i) It is enough to show that if \( \omega_0 \in \Sigma(B_0) \), \( B_0 \in \mathcal{A} \), and \( \text{Re } \omega_0 \neq 0 \), then \( B_0 \) can be piecewise linearly perturbed in \( \mathcal{A} \) such that perturbations of \( \omega_0 \) do not preserve \( \text{Re } \omega_0 \).

Taking nontrivial \( V \in \mathcal{A} - B_0 \) consider perturbations \( B_0 + \xi V \) with sufficiently small \( \xi > 0 \). If for perturbed quasi-eigenvalues \( \omega(\xi) \) the real part is preserved, we fix a certain branch \( \omega(\xi) \) and certain sufficiently small \( \xi_1 \in (0,1) \) such that \( B_1 = B_0 + \xi_1 V \) is not an extreme point of \( \mathcal{A} \). By Theorem 5.1 and the remarks before it, cone \( K(\omega(\xi_1), B_1; \mathcal{A} - B_1) = \mathbb{C} \). By Proposition 4.4 \( \omega(\xi_1) \) can be perturbed with change of the real part (see also Proposition 10.2).

(ii) follows from Proposition 3.4 (ii).

(iii) For the settings of Example 6.2 (6.2) follows easily from formula (6.1), which was proved in [22] in slightly different form. The proof in general settings can be obtained using the same idea, but requires more technical considerations and involves a number of different cases of mutual arrangements of \( \nu_{1,2} \), \( b_1^{\text{max}} \), and \( b_2^{\text{min}} \). This proof is given in Appendix A.3.
Proof. Since $A \subset L^1$, the proof requires some modifications of standard compactness arguments. For each $B \in A$ there exists unique $H(x) = H(x; B)$ such that

$$B(x) = (b_2(x) - b_1(x))H(x) + b_1(x) \text{ a.e. on } (a_1, a_2)$$

and $H(x)$ belongs to the set $A_+$ of $L^\infty$-functions satisfying

$$0 \leq H(x) \leq 1 \text{ a.e. on } (a_1, a_2) \text{ and } H(x) = 0 \text{ a.e. on } (a_1, a_2) \setminus E.$$ 

Let us take $R > \|b_2\|_1$. One can see that

the map $H(\cdot; B) \mapsto B(\cdot)$ is a bijection of $A_+$ to $A$ continuous from the weak* topology of $L^\infty$ to the metric topology of $(B_R, \rho)$ (6.3)

(see Subsection 4.1 the continuity is sequential and w.r.t. the corresponding induced topologies on $A_+$ and $A$). Lemma 4.1 (i) and the sequential Banach-Alaoglu theorem applied to $A_+$ complete the proof. \qed

Proposition 6.6 and $\Sigma[A] \subset C_-$ imply three following results.

Corollary 6.7. (i) For each admissible frequency $\alpha$, there exist a structure $B$ and the quasi-eigenvalue $\omega$ of minimal decay, i.e., $\omega = \alpha - i\beta_{\min}(\alpha)$ belongs to $\Sigma(B)$ for certain $B \in A$.

(ii) The pair $(\omega, B)$ from statement (i) is a local maximizer of $\Im \omega$ for the frequency $\alpha$.

Proposition 6.8. The function $\beta_{\min}$ is lower semicontinuous, i.e., if $\{\alpha_n\}_0^\infty \subset \Re \Sigma[A]$ and $\alpha_n \to \alpha_0$, then $\beta_{\min}(\alpha_0) \leq \liminf \beta_{\min}(\alpha_n)$.

Proposition 6.9. If an admissible frequency $\alpha$ is a local minimizer for $\beta_{\min}$, then the pair $(\omega, B)$ from Corollary 6.7 is a local minimizer for $Dr$.

The existence of local minimizers for $\beta_{\min}$ and $Dr$ is considered in next two sections.

7 Non-uniqueness and local minima for small $\alpha$

Pure imaginary quasi-eigenvalues $\omega \in i\mathbb{R}$ are the subject of special interest in Mechanics, see e.g. [6, 5]. They correspond to overdamped and critically damped oscillations.

Proposition 7.1. If $\Re \omega_0 = 0$ and $(\omega_0, B_0)$ is a local extremizer of $\Im \omega$ for the frequency 0, then either $B_0 \equiv b_1$, or $B_0 \equiv b_2$. In particular, if $B_0$ is a structure of minimal decay for the frequency 0, then either $B_0 \equiv b_1$, or $B_0 \equiv b_2$.

Proof. Assume that $(\omega_0, B_0)$ is a local extremizer of $\Im \omega$ for frequency 0 and that $B_0 \neq b_1$, $B_0 \neq b_2$ (in the sense of $L^1$-space). Then it follows from (4.3) and Lemma 5.3 that there exist $V^\pm_1 \in A - B_0$ such that $\pm \frac{\partial F(\omega_0, B_0)}{\partial B}(V^\pm_1) > 0$. This, Proposition 4.4, and the symmetry of $\Sigma(B)$ w.r.t. $i\mathbb{R}$ imply that there exist $V^\pm_2 \in A - B_0$ and $\omega_\pm(\zeta) \in \Sigma(B_0 + \zeta V^\pm_2)$ such that for small enough $\zeta > 0$,

$$\Re \omega_\pm(\zeta) = 0, \quad \pm[\Im \omega_\pm(\zeta) - \Im \omega_0] > 0, \quad \text{and } \omega_\pm(\zeta) \to \omega_0 \text{ as } \zeta \to 0$$

(the arguments are similar to [21], Section 4.4), note that $V^+_2$ and $V^-_2$ are not necessarily different). Thus, $(\omega_0, B_0)$ is not a local extremizer. \qed

Theorem 7.2. Assume that $\alpha = 0$ is an admissible frequency. Then
(i) \( \Sigma_{\text{im}}(b_1, b_2) := \mathbb{R} \cap [\Sigma(b_1) \cup \Sigma(b_2)] \) is a nonempty closed set.

(ii) \( \beta_{\text{min}}(0) = \min_{\omega \in \Sigma_{\text{im}}(b_1, b_2)} |\text{Im} \omega| \)

(iii) \( \alpha = 0 \) is a strict local minimizer for \( \beta_{\text{min}} \) whenever \( \omega = -i \beta_{\text{min}}(0) \) does not belong to \( \Sigma_{\text{mult}}(b_1) \cup \Sigma_{\text{mult}}(b_2) \) (i.e., whenever the quasi-eigenvalue of minimal decay \( \omega \) is not a multiple quasi-eigenvalue of \( b_1 \) and of \( b_2 \)).

Proof. (i) and (ii) follow from the assumption \( 0 \in \text{Re} \Sigma[A] \), Proposition 7.1 and Proposition 6.6.

If \( 0 \) is an isolated point of \( \text{Re} \Sigma[A] \), statement (iii) follows from the definition of a strict local minimizer for \( \beta_{\text{min}} \) (see Section 6.1). Let us denote by \( I \) the connected component of \( \text{Re} \Sigma[A] \) containing 0, and let us prove (iii) in the case when \( I \neq \{0\} \).

By Lemma 3.3 (ii) and Proposition 6.5 (i), \( I \) contains a nonempty symmetric interval \((-\alpha_0, \alpha_0)\). Consider \( \beta_\star := \liminf_{\alpha \to -\alpha_0} \beta_{\text{min}}(\alpha) \). Then also \( \beta_\star = \liminf_{\alpha \to 0+} \beta_{\text{min}}(\alpha) \) due to Lemma 3.3 (ii).

If \( \beta_\star = +\infty \), it is obvious that \( \alpha = 0 \) is a strict minimizer. Consider the case \( \beta_\star < +\infty \).

Since \( \Sigma[A] \) is closed, there exist sequences \( \{B_n\}_{n=1}^\infty \subset A \) and \( \omega_{\pm n} \in \Sigma(B_n) \) such that

\[
\text{Im} \omega_{\pm n} \rightarrow -\beta_\star, \quad \text{Re} \omega_{\pm n} \rightarrow 0 \pm 0, \quad \text{and}
\]

the sequence \( B_n \) converges to a certain \( B_\star \in A \) w.r.t. the metric \( \rho \) of Subsection 4.1.

(this can be proved with the use of the map \( H(\cdot; B) \mapsto B(\cdot) \) from (6.3) and the sequential Banach-Alaoglu theorem applied to \( A_\star \)).

Let us show that \( \omega_\star := -i\beta_\star \) is a multiple quasi-eigenvalue of \( B_\star \). Indeed, \( \omega_\star \in \Sigma(B_\star) \) due to Lemma 4.1 (i). One can take \( \varepsilon > 0 \) such that \( \mathbb{D}(\omega_\star, \varepsilon) \) does not contain other points of \( \Sigma(B_\star) \). For large enough \( n \), the disc \( \mathbb{D}(\omega_\star, \varepsilon) \) contains at least two distinct quasi-eigenvalues \( \omega_{\pm n} \) of \( B_n \). Hence, it follows from Proposition 4.2 that the multiplicity of \( \omega_\star \) as a quasi-eigenvalue of \( B_\star \) is \( \geq 2 \).

Now, the assumption that \( \omega = -i\beta_{\text{min}}(0) \) is a simple quasi-eigenvalue of any corresponding structure \( B \) of minimal decay (by Proposition 7.1 \( B \) is either \( b_1 \), or \( b_2 \)) yields \( \omega \neq \omega_\star \) (since they have different multiplicities). So \( \beta_\star > \beta_{\text{min}}(0) \). This completes the proofs of statement (iii).

Now we will show that each of the statements (i)-(iii) of Theorem 7.2 takes place for constant constraints \( b_{1,2} \) under the assumption that at least one of the constants \( b_1^{1/2}, b_2^{1/2} \) is not in the interval \( [\nu_1, \nu_2] \).

Recall that the positive function \( K_1(b) \) defined in Proposition 3.4 for positive \( b \) is given by \( K_1(b) = K_1(b, \nu_1, \nu_2) := \frac{1+\nu_1/\nu_2}{\sqrt{\nu_1^2+\nu_2^2}} \).

Define \( K_2(b) = K_2(b, \nu_1, \nu_2) := \text{sgn}[1-K_1(b)] \left| \frac{1-K_1(b)}{1+K_1(b)} \right|^{1/\sqrt{\delta}} \) for \( b > 0 \),

\( K_2(0) = K_2(0, \nu_1, \nu_2) := \exp(-2/\nu_1-2/\nu_2) \) (when \( \nu_1 = 0 \), we suppose \( K_2(0) := 0 \)).

**Corollary 7.3.** Let \( b_1 \) and \( b_2 \) be nonnegative constants such that \( b_1^{1/2} < \nu_1 \) or \( b_2^{1/2} > \nu_2 \). Then:

(i) \( \alpha = 0 \) is a strict local minimizer for \( \beta_{\text{min}} \) and \( \beta_{\text{min}}(0) = -\frac{1}{2(b_2-b_1)} \ln \max\{K_2(b_1), K_2(b_2)\} \).

(ii) If \( K_2(b_1) = K_2(b_2) \), then the set of structures of minimal decay for the frequency 0 consists of two structures, \( b_1 \) and \( b_2 \).

(iii) If \( K_2(b_1) > K_2(b_2) \), then \( b_1 \) is the unique structure of minimal decay for the frequency 0.

(iv) If \( K_2(b_1) < K_2(b_2) \), then \( b_2 \) is the unique structure of minimal decay for the frequency 0.

**Remark 7.1.** By Proposition 3.4 the quasi-eigenvalue of minimal decay \( \omega_0 = -i\beta_{\text{min}}(0) \) has multiplicity 1 for every associated structure of minimal decay in all the cases of Corollary 7.3 (cf. 5, 20, 21, 23).
Proof of Corollary 7.3. Proposition 3.4 implies that 0 is an admissible frequency. It follows from (3.8) that $K_2(b) \leq 0$ exactly when $\Sigma(b) \cap i\mathbb{R} = \emptyset$. On the other side, $K_2(b) > 0$ exactly when $\Sigma(b) \cap i\mathbb{R} = \{\omega_0(b)\},$ where $\omega_0(b)$ is defined by (3.7). In this case, $K_2(b) = \exp\left(2(a_2 - a_1)\Im\omega_0(b)\right)$. This, Theorem 7.2 and Proposition 3.4 complete the proof (see also Remark 7.1).

Example 7.4 (non-uniqueness of optimizer). Let $C \in \mathbb{R}_+$. Put $b_1(x) \equiv C^2$, $b_2(x) \equiv 4C^2$, $\nu_1 = \nu_2 = C\sqrt{3}$. This correspond to optimization problem for a cavity constrained by $C^2 \leq B(x) \leq 4C^2$ and placed into the outer medium $(-\infty, a_1) \cup (a_2, +\infty)$ with permittivity $3C^2$ (cf. Example 6.1). The length $a_2 - a_1$ is not important for the present example.

Let $\omega_0 := -\frac{1}{2\varepsilon(a_2-a_1)}\ln\left(7 + 4\sqrt{3}\right)$. Then the pairs $(\omega_0, b_1)$ and $(\omega_0, b_2)$ are:

(a) local minimizers for $Dr$ and local maximizers of $\Im\omega$ for the frequency $0$.

Moreover,

(b) $b_1$ and $b_2$ are structures of minimal decay for the frequency $0$,

(c) the frequency $\alpha_0 = 0$ is a strict local minimizer for $\beta_{\min}$.

These statements follow from Corollary 7.3 (i)-(ii) and straightforward calculations. This example answers partially the question of uniqueness of optimal structure discussed in [14, 23, 20].

Remark 7.2 (cf. [7, 21]). Considering the case when constant functions $b_{1,2}$ do not satisfy the assumption of Corollary 7.3 we obtain the following result: if $\nu_1 \leq \sqrt{B(x)} \leq \nu_2$ a.e., then $\Sigma(B) \cap i\mathbb{R} = \emptyset$. Indeed, Theorem 7.2 (i) and Proposition 3.4 imply that $0 \not\in \Re\Sigma[A]$ when $\nu_1 \leq b_1^{1/2} \leq b_2^{1/2} \leq \nu_2$.

8 Local minima in the case of small contrast

Local minimizers for $\beta_{\min}$ and for the decay rate functional $Dr$ were defined in Section 6.1.

Theorem 8.1. Let $b \in \mathbb{R}_+ \setminus [\nu_1^2, \nu_2^2]$. Then for every natural number $N$ there exists $\varepsilon > 0$ such that for any admissible family $A$ defined by constant constraints

$$b_1 \equiv b - \varepsilon_1, \quad b_2 \equiv b + \varepsilon_2 \quad \text{with } 0 < \varepsilon_1 + \varepsilon_2 < \varepsilon \quad \text{and} \quad \varepsilon_{1,2} \geq 0,$$

the following statements hold:

(i) In the interval $|\alpha| < \frac{(N+1/2)\pi}{b^{1/2}(a_2-a_1)}$ there exist at least $2N + 1$ local minimizers for $\beta_{\min}$.

(ii) There exist at least $2N + 1$ local minimizers and at least $2N + 1$ local maximizers for $Dr$ with associated frequencies in the interval $|\alpha| < \frac{(N+1/2)\pi}{b^{1/2}(a_2-a_1)}$.

Remark 8.1. In the case $b \in (\nu_1^2, \nu_2^2)$, Theorem 8.1 becomes valid if one change the number of extremizers to $2N$ everywhere and the interval to $|\alpha| < \frac{N\pi}{b^{1/2}(a_2-a_1)}$ (see Figure 3 and Remark 6.2).

The theorem follows from the next (more general) result, its proof, and Proposition 3.4.

Recall that a set $S \subset \mathbb{C}$ is called path-connected if for any two points $z_{1,2} \in S$ there exist a continuous function $f : [0, 1] \to S$ such that $f(0) = z_1$ and $f(1) = z_2$.

Theorem 8.2. Let $B_0 \in L^1$, $B_0(x) \geq 0$ a.e., and let $D$ be an open bounded subset of $\mathbb{C}$. Assume that $\Sigma(B_0) \cap D$ consists of $n \in \mathbb{N}$ distinct points $\{\omega_{0,j}\}_{j=1}^n$ and there are no points of $\Sigma(B_0)$ on the boundary $\partial D$. 

1) Then there exists $\varepsilon > 0$ such that for any functions $b_{1,2}(x)$ satisfying
\[ 0 \leq b_1 \leq B_0 \leq b_2 \quad \text{a.e.} \quad \text{and} \quad 0 < \|b_1 - b_2\|_1 < \varepsilon \quad (8.1) \]

the following statements hold:

(i) $\Sigma[A] \cap \mathcal{D}$ consists of $n$ (disjoint) closed path-connected components $\Lambda_1, \ldots, \Lambda_n$ satisfying $\omega_{0,j} \in \Lambda_j$, $j = 1, \ldots, n$.

(ii) There exist at least $n$ local minimizers $(\omega_j^{\text{min}}, B_j^{\text{min}})$ and at least $n$ local maximizers $(\omega_j^{\text{max}}, B_j^{\text{max}})$ for $\partial_t$ such that $\omega_j^{\text{min(max)}} \in \Lambda_j$, $j = 1, \ldots, n$.

(iii) For each $\alpha \in \bigcup_i \text{Re} \Lambda_i$, there exists at least one local minimizer and at least one local maximizer of $\text{Im} \omega$ for the frequency $\alpha$.

2) If, additionally, $\mathcal{D}$ has the form $\{\alpha_1 < \text{Re} x < \alpha_2, -\beta_0 < \text{Im} z < 0\}$ with certain $\alpha_{1,2}, \beta_0 \in \mathbb{R}$, and if $\varepsilon$ is chosen as in statement (1), then in the frequency interval $(\alpha_1, \alpha_2)$ there exists at least one local minimizer $\alpha_0$ for $\beta_{\text{min}}$. This minimizer $\alpha_0$ can be chosen such that $\beta_{\text{min}}(\alpha_0) = \min_{\omega \in \Sigma[A] \cap \mathcal{D}} |\text{Im} \omega|$.

The rest of this section is devoted to the proof of Theorem 8.2.

**Proposition 8.3.** Assume that $B_1, B_2 \in L^1_\mathbb{C}$ and a bounded open set $\mathcal{D} \subset \mathbb{C}$ are such that for all $t \in [0,1],$
\[ \Sigma(B(t)) \cap \text{bd} \mathcal{D} = \emptyset, \quad \text{where} \quad B(t) := (1-t)B_1 + tB_2. \quad (8.2) \]

Then there exist a nonnegative integer $n$ and a family $\{\omega_j(\cdot)\}_1^n$ of continuous complex-valued functions on $[0,1]$ such that for all $t \in [0,1],$
\[ \Sigma(B(t)) \cap \mathcal{D} = \{\omega_j(t)\}_1^n \quad \text{taking multiplicities into account}. \]

**Proof.** Since $F(\cdot, B) \neq 0$ for every $B \in L^1_\mathbb{C}$ (see Section 3.1), the total multiplicity of quasi-eigenvalues of $B$ in $\mathcal{D}$ is finite. It follows from assumption (8.2), Proposition 4.2, the Weierstrass preparation theorem, and the Puiseux series theory (see e.g. [38, Theorem XII.2] and [44, 21, 23]) that for every $s \in [0,1]$ there exists $\varepsilon(s) > 0$, a nonnegative integer $n_s$, and continuous in $I_s := (s - \varepsilon(s), s + \varepsilon(s))$ functions $\Omega_{s,j}(t)$, $j = 1, \ldots, n_s$, such that $\Sigma(B(t)) \cap \mathcal{D} = \{\Omega_{s,j}(t)\}_{j=1}^{n_s}$ for all $t \in I_s$ (taking multiplicities into account).

It is easy to see that $n_s$ does not depend on $s$. Let us denote this number $n$. Choosing a minimal finite subcover from the open cover $\bigcup_{t \in [0,1]} I_t$ of $[0,1]$, it is easy also to construct (using $I_s$ and $\Omega_{s,j}(t)$) a finite partition $0 = t_0 < t_1 < \cdots < t_k = 1$ of the interval $[0,1]$ and families $\{\omega_{i,j}(\cdot)\}_{j=1}^n$, $i = 0, \ldots, k-1$, of continuous on $[t_i, t_{i+1}]$ functions with the property that $\Sigma(B(t)) \cap \mathcal{D} = \{\omega_{i,j}(t)\}_{j=1}^n$ for every $t \in [t_i, t_{i+1}]$ (taking multiplicities into account). Now one can continuously ‘glue’ these families at $t_1, \ldots, t_{k-1}$ to produce the desired family $\{\omega_j(\cdot)\}_1^n$.

**Proof of Theorem 8.2.** Let us take $\delta > 0$ such that the closed discs $\mathbb{D}_{\delta}(\omega_{0,j})$ are pairwise disjoint and all lie in $\mathcal{D}$. By Proposition 4.2, choosing $R > \|B_0\|_1$, we can ensure that there exists a neighborhood $W$ of $B_0$ in the topology of the metric space $(\mathbb{B}_R, \rho)$ such that for all $B \in W$:

(a) the total multiplicity of quasi-eigenvalues of $B$ in each of the open discs $\mathbb{D}_{\varepsilon}(\omega_{0,j})$ coincides with the multiplicity of $\omega_{0,j}$ for $B_0$,

(b) the total multiplicity of quasi-eigenvalues of $B$ in $\mathcal{D}$ coincides with that of $B_0$,

(c) there no quasi-eigenvalues of $B$ on each of the boundaries $\text{bd} \mathcal{D}$, $\text{bd} \mathbb{D}_{\varepsilon}(\omega_{0,j})$, $j = 1, \ldots, n$. 

Let us take \( \varepsilon > 0 \) such that \( \mathbb{B}_\varepsilon(B_0) \subset W \) and take \( b_{1,2} \) satisfying (8.1). Then \( A \subset W \). Denote \( A_j := \Sigma[A] \cap D(\omega_{0,j}) \). Then \( A_j \) are closed. By properties (a) and (b), \( \Sigma[A] \cap D = \cup A_j \). By (c), \( A_j \subset D(\omega_{0,j}) \). Proposition 8.3 and the fact that \( A \) is convex imply that each \( A_j \) is path-connected. This proves (1.i).

Taking \( \omega_j \in A_j \) such that \( \text{Im} \omega_j = \max_{\omega \in A_j} \text{Im} \omega \) and \( B_j \in A \) such that \( \omega_j \in \Sigma(B_j) \), one can see that \((\omega_j, B_j)\) is a local minimizer for \( Dr \). Since \( D \) is bounded, so are \( A_j \). Hence, the existence of local maximizers for \( Dr \) can be shown in the same way. This proves (1.ii). The arguments for (1.iii) are similar. After all these considerations, statement (2) is obvious. \( \square \)

9 Locally extremal \( \omega \) are nonlinear eigenvalues

Recall that the set \( \Sigma^{nl} \) of nonlinear eigenvalues was introduced in Section 5. This section is devoted to the following theorem, which states that quasi-eigenvalues optimal in several senses lie in \( \Sigma^{nl} \).

**Theorem 9.1.** A number \( \omega \) is a nonlinear eigenvalue if at least one of the following conditions hold:

(i) \( \omega \) is a quasi-eigenvalue of minimal decay for the frequency \( \text{Re} \omega \),

(ii) \( \text{Re} \omega \neq 0 \) and \( \omega \) is a boundary point of \( \Sigma[A] \),

(iii) there exists \( B_0 \) such that \((\omega, B_0)\) is a local extremizer for \( Dr \),

(iv) there exists \( B_0 \) such that \((\omega, B_0)\) is a local extremizer of \( \text{Im} \omega \) for the frequency \( \text{Re} \omega \).

The proof given below combines the results of Sections 5-7 with the technique of local boundary points of \( \Sigma[A] \) introduced in [23].

9.1 Local boundary of \( \Sigma[A] \) and the proof of Theorem 9.1

**Definition 9.1 (cf. [23]).** Let \( B \in A \) and \( \omega \in \Sigma(B) \). Then:

(i) the complex number \( \omega \) is called a \( B \)-local boundary point of the image \( \Sigma[A] \) of \( A \) if \( \omega \) is a boundary point of \( \Sigma[A \cap W] \) for a certain open neighborhood \( W \) of \( B \) in the norm topology of \( L^1 \).

(ii) \( \omega \) is called a \( B \)-local interior point \( \Sigma[A] \) if \( \omega \) is an interior point of the set \( \Sigma[A \cap W] \) for any open neighborhood \( W \) of \( B \) (in the norm topology of \( L^1 \)).

This definition is a particular case of [23, Definition 4.1]. (In [23], such \( \omega \) are called strongly local boundary points.) Note that, if \( B \in A \), then a complex number \( \omega \in \Sigma(B) \) is a \( B \)-local interior point of \( \Sigma[A] \) exactly when it is not a \( B \)-local boundary point of \( \Sigma[A] \).

The following statement is a particular case of [23, Theorem 4.1 and Proposition 4.2].

**Proposition 9.2 ([23]).** Let \( B_0 \in A \) and \( \omega \in \Sigma(B_0) \). If \( \text{cone} \frac{\partial F(\omega; B_0)}{\partial B} [A - B_0] = \mathbb{C} \), then \( \omega \) is a \( B_0 \)-local interior point of \( \Sigma[A] \).

Consider the case \( \omega \not\in \mathbb{R} \). Combining Proposition 9.2 and Theorem 5.1 with the equivalence (5.15), one easily gets the following result.

**Theorem 9.3.** If \( \text{Re} \omega \neq 0 \) and \( \omega \) is a \( B_0 \)-local boundary point of \( \Sigma[A] \) for a certain \( B_0 \in A \), then \( \omega \in \Sigma^{nl} \).

Now we are able to obtain Theorem 9.1 in the case \( \text{Re} \omega = 0 \). Indeed, in this case, each of conditions (i)-(iv) implies that \( \omega \) is a \( B_0 \)-local boundary point of \( \Sigma[A] \) for a certain \( B_0 \). Theorem 9.3 complete the proof.
The proof of Theorem 9.1 for \( \omega \in i\mathbb{R} \) follows from Proposition 7.1 Indeed, it is enough to prove that (iv) implies \( \omega \in \Sigma^{nl} \) (see Remark 6.1). Assume that \( (\omega, B_0) \) is a local extremizer of \( \text{Im} \omega \) for the frequency 0. By Proposition 7.1, \( B_0 \) coincides either with \( b_1 \), or with \( b_2 \).

Suppose \( B_0 = b_2 \). Then \( y(x) = e^{i\pi/4} \theta(x; \omega; b_2) \) is a mode associated with the quasi-eigenvalue \( \omega \) of \( b_2 \). By (5.13) and Lemma 5.3 (iii), \( \theta^2 > 0 \) everywhere on \([a_1, a_2] \) except possibly one point. Hence \( y^2(x) \in \mathbb{C} \) a.e., and so \( b_2 = \left[ b_1 + (b_2 - b_1)\chi_{C^+}(y^2) \right] \) a.e. This means that \( y \) is an eigenfunction of (5.1), (1.2), (1.3) associated with the nonlinear eigenvalue \( \omega \).

If \( B_0 = b_1 \), we can put \( y(x) = e^{-i\pi/4}\theta(x; \omega; b_1) \). This completes the proof.

10 5-D reduction with the use of bang-bang equations

10.1 Finding of optimizers from the nonlinear spectrum

Assume that we have found the set \( \Sigma^{nl} \) of nonlinear eigenvalues. Then the quasi-eigenvalues of optimal decay can be calculated with the use of the following formula:

\[
\beta_{\min}(\alpha) = \min\{-\text{Im} \omega : \omega \in \Sigma^{nl} \text{ and } \text{Re} \omega = \alpha\}. \tag{10.1}
\]

The minimum exists for each \( \alpha \in \text{Re} \Sigma[A] \). This statement follows from (5.3) and Theorem 9.1. As a by-product we get

\[
\text{Re} \Sigma[A] = \text{Re} \Sigma^{nl}. \tag{10.2}
\]

Roughly speaking, the nonlinear eigenproblem (5.1), (1.2), (1.3) excludes unknown optimal \( B_0 \) (in any sense described above) from the optimization problem if corresponding optimal \( \omega_0 \) is known. In this case, \( B_0 \) can be recovered by one of eigenfunctions of the nonlinear problem. Rigorously this is formulated in the following result.

Let us define a map \( y \mapsto B(y) \) from \( C[a_1, a_2] \) to \( L^1_{\mathbb{R}}(a_1, a_2) \) by

\[
B(y)(\cdot) = b_1(\cdot) + (b_2(\cdot) - b_1(\cdot))\chi_{C^+}(y^2(\cdot)).
\]

Corollary 10.1. (a) Assume that statement (i) or statement (ii) of Theorem 9.1 hold. Then \( \omega \) is a quasi-eigenvalue of \( B_0 \in A \) if and only if \( B_0 = B(y) \) a.e. on \( (a_1, a_2) \) for a certain eigenfunction \( y \) of (5.1), (1.2), (1.3).

(b) If at least one of the statements (iii), (iv) of Theorem 9.1 hold, then \( B_0 = B(y) \) a.e. on \( (a_1, a_2) \) for a certain eigenfunction \( y \) of (5.1), (1.2), (1.3).

(c) If \( \text{Re} \omega \neq 0 \) and \( \omega \) is a \( B_0 \)-local boundary point of \( \Sigma[A] \) for a certain \( B_0 \in A \), then \( B_0 = B(y) \) a.e. on \( (a_1, a_2) \) for a certain eigenfunction \( y \) of (5.1), (1.2), (1.3).

Proof. (c) By Proposition 9.2, \( \text{cone} \frac{\partial F(\omega; B_0)}{\partial B}[A - B_0] \neq \mathbb{C} \). Combining this and Theorem 5.1 one obtains the desired statement.

In the case \( \text{Re} \omega \neq 0 \), (b) follows from (c). In the case \( \text{Re} \omega = 0 \), (b) easily follows from the arguments at the end of Section 9.1. Note that in the latter case, \( B_0 \) coincides either with \( b_1 \), or with \( b_2 \).

(a) The implication 'if' is obvious. Let us prove the part 'only if' in the case \( \text{Re} \omega \neq 0 \). Assume that \( \omega \) is a quasi-eigenvalue of \( B_0 \in A \). Since \( \omega \in \text{bd} \Sigma[A] \), it is a \( B_0 \)-local boundary point of \( \Sigma[A] \). Thus, (c) implies the desired statement. In the case when \( \text{Re} \omega = 0 \) and \( \omega \) is of minimal decay, the implication 'only if' follows from (b).
10.2 Nonlinear eigenvalues that are not of minimal decay

Remark 10.1. If \( B_0 \) is optimal in one of the senses of Corollary 10.1 then \( B_0 \) is an extreme point of \( \mathcal{A} \). More precisely, Corollary 10.1 implies that after a possible correction of \( B_0 \) on a set of measure zero, \( B_0(x) \) satisfies at least one of the equalities \( B_0(x) = b_1(x) \), \( B_0(x) = b_2(x) \) at every \( x \in (a_1, a_2) \). If, additionally, \( b_1 \) and \( b_2 \) are piecewise constant with a finite number of intervals of constancy (see [21] for the precise formulation in 1-side open case), then \( B_0 \) is so. The last statement follows from Lemma 5.2(v). (For optical problems this means that \( B_0 \) represents a multilayer resonator with a finite number of layers.)

Proposition 10.2. Let \( \mathrm{Re} \omega \neq 0 \) and \( \omega \in \Sigma(B_0) \) for a certain \( B_0 \in \mathcal{A} \) that is not an extreme point of \( \mathcal{A} \). Then \( \omega \) is an interior point of \( \Sigma[\mathcal{A}] \).

The proposition follows from the combination of Proposition 9.2 with Theorem 5.1 and its proof.

Remark 10.2. Applying Proposition 10.2 in the settings of Theorems 8.1 and 8.2 one can see that if \( \omega_{0,j} \not\in \mathbb{R} \), than the corresponding path connected component \( \Lambda_j \) (of the set \( \Sigma[\mathcal{A}] \)) has a nonempty interior.

Example 10.3. Let \( B_0 \equiv b \in \mathbb{R} \), \( b \neq \nu_{1,2}^2 \), and let \( \omega_{0,j} \) be equal to \( \omega_j(b) \) of (3.7) for \( 1 \leq j \leq n \). Let \( \epsilon \) and \( b_{1,2} \) satisfy statement (1) of Theorem 8.2. Then there exist \( \omega \in \Sigma^{nl} \setminus \mathbb{R} \) that is not a quasi-eigenvalue of minimal decay.

Indeed, by Remark 10.2 the interiors \( \text{int} \Lambda_j \) of \( \Lambda_j \) are not empty. So for any \( \alpha \) from their real projection \( \text{Re}[\text{int} \Lambda_j] \), Theorem 8.2 and its proof imply the existence of a local minimizer \( (\omega, B) \) of \( \text{Im} \omega \) such that \( \omega \) is not of minimal decay for \( \alpha \) (see Fig. 1 in Section 6).

10.3 Nonlinear eigenvalues as zeros of a function of three variables

Theorem 10.4. Assume that \( b_{1,2} \) satisfy (2.3) and

\[
\begin{align*}
    b_1(x) &> 0 \text{ a.e. on the set } E \text{ (recall that } E = \{x : b_1(x) \neq b_2(x)\}). \\
    \quad \text{Let } a &\in [a_1, a_2] \text{ and } c_0, c_1 \in \mathbb{C}. \text{ Then there exists a unique solution } y \text{ to the problem}
\end{align*}
\]

\[
y(a) = c_0, \quad y'(a) = c_1
\]

for the nonlinear equation

\[
y''(x) = -z^2y(x) \left[ b_1(x) + [b_2(x) - b_1(x)]\chi_{C+}(y^2(x)) \right].
\]

The proof includes a technical part that considers a number of cases for placing of \( c_{0,1} \) in \( \mathbb{C} \). It is postponed to Appendix A.4.

Example 10.5 (Nonuniqueness). If assumption (10.3) is dropped, then the statement of Theorem 10.4 is incorrect. To see this, consider the case when \( b_{1,2} \) are constants and \( 0 = b_1 < b_2 \). Let \( z^2 \in \mathbb{C}_- \), \( a = a_1 \), \( c_0 > 0 \), and \( c_1 = 0 \). Then, for small enough positive \( \epsilon \), the functions \( y_\epsilon \) defined by

\[
y_\epsilon(x) = c_0 \cos(zb_2[x - a_2 + \epsilon]) \text{ for } x \in [a_2 - \epsilon, a_2]
\]

are solutions to (10.4), (10.5) on \([a_1, a_2]\).

We assume (10.3) in the rest of this section. Assuming also \( \xi \in (0, \pi] \), let us define the function \( \Theta(x; \xi, z) \) as the solution to (10.5) satisfying the initial conditions

\[
\Theta(a_1; \xi, z) = e^{i\xi}, \quad \partial_z \Theta(a_1; \xi, z) = -iz\nu_1 e^{i\xi}.
\]
Note that $\Theta$ satisfies (1.2) for any $\xi$ (with $\omega = z$). Plugging $\Theta$ into the second boundary condition (1.3), let us introduce the complex-valued function

$$F_{nl}(\xi, z) := \Theta(a_2; \xi, z) + \frac{i\partial_z \Theta(a_2; \xi, z)}{z\nu_2}$$

for $z \in \mathbb{C} \setminus 0$,

and $F_{nl}(\xi, 0) := 1 + \frac{\nu_1}{\nu_2}$ (the logic of this definition is the same as in Section 5.1).

The following corollary essentially reduce the problem of finding of $\Sigma^{nl}$ (and so, of finding the function $\beta_{min}$) to a finite-dimensional question of finding of zeros for a function of three real variables. Consider the fiber of the function $F_{nl}$ over 0,

$$F^{-1}_{nl}(0) := \{(\xi, z) \in (0, \pi] \times \mathbb{C} : F_{nl}(\xi, z) = 0\},$$

and the projection of $F^{-1}_{nl}(0)$ to the z-plane

$$\text{pr}_z F^{-1}_{nl}(0) := \{z \in \mathbb{C} : F_{nl}(\xi, z) = 0 \text{ for certain } \xi \in (0, \pi]\}.$$

**Corollary 10.6.** Suppose (10.3). Then $\Sigma^{nl} = \text{pr}_z F^{-1}_{nl}(0)$.

**Proof.** The inclusion $\supset$ is obvious. Let us prove $\subset$. Assume that $\omega \in \Sigma^{nl}$ and $y$ is an associated eigenfunction of (5.1), (1.2), (1.3). Then (1.2) and Theorem 10.4 imply $y(a_1) \neq 0$. Consider two functions $y_{\pm}(x) := \pm y(x)/|y(a_1)|$. They are also eigenfunctions of (5.1), (1.2), (1.3). (Note that $B(y) = B(y_-) = B(y_+)$. For one of the functions $y_{\pm}$ (let us denote it by $y_1$), the equality $y_1(a_1) = e^{iz}$ holds with certain $\xi \in [0, \pi)$. By Theorem 10.4, this function coincide with $\Theta(\cdot; \xi, \omega)$. So $\Theta(\cdot; \xi, \omega)$ is an eigenfunction of (5.1), (1.2), (1.3). Thus, (1.3) yields $F_{nl}(\xi, \omega) = 0$.

For the particular case considered in Example 6.2 and $\omega \not\in i\mathbb{R}$, Corollary 10.6 was announced without proof in [22].

### 11 A numerical experiment for constant side constraints

To check applicability of the method of Section 10.3 to calculation of quasi-eigenvalues of minimal decay, we take $\nu_1 = 1$, $\nu_2 = +\infty$, $a_1 = -1$, $a_2 = 0$, and the constant functions $b_1 = 90$, $b_2 = 110$. Then $F_{nl}(\xi, z) = \Theta(0; \xi, z)$ and $\Sigma^{nl} = \{z \in \mathbb{C} : F_{nl}(\xi, z) = 0 \text{ for certain } \xi \in (0, \pi]\}$.

To find $\Sigma^{nl}$ numerically, we take small $\varepsilon$ and approximate the sub-level set $\mathcal{Z}_{nl}(\varepsilon) := \{z \in \mathbb{C} : \inf_{\xi \in (0, \pi]} |F_{nl}(\xi)| \leq \varepsilon\}$ by its discrete versions $\mathcal{Z}(h_R, h_I, h_{\text{arg}}; \varepsilon)$ consisting of numbers $z = z_1 + iz_2$ with $z_1 \in h_R\mathbb{Z}$, $z_2 \in h_I\mathbb{Z}$, such that $\max_{1 \leq n \leq N} |F_{nl}(nh_{\text{arg}}, z)| \leq \varepsilon$. The angular step $h_{\text{arg}}$ is connected with $N$ by $h_{\text{arg}} = \pi/N$.

The value of $F_{nl}(\xi, z) = \Theta(0; \xi, z)$ is computed by the shooting method applied to the solution $\Theta$ of the equation

$$y''(x) = -z^2y(x) \left[ b_1 + [b_2 - b_1]\chi_{C_+}(y^2(x)) \right].$$

(11.1)

This does not require finite-difference approximation. Indeed, for $z^2 \in C_-$, the equation (11.1) has constant coefficients on each interval where $\Theta^2$ stays in one of half-planes $C_{\pm}$ and admit an explicit analytic solution depending only on the initial values in the left end of this interval. These values and the lengths of intervals of constancy can be computed iteratively starting from initial conditions (10.6).

The result of such a computation of $\mathcal{Z}_{nl}(\varepsilon)$ with the level $\varepsilon = 5 \times 10^{-5}$ in the domain $\mathcal{D} = \{\Re z \in (0, 1.2), \Im z \in (-0.015, 0)\}$ are plotted in Figure 13(a). We take $N = 360$. The other step parameters are changed through $\mathcal{D}$ from $(h_R, h_I) = (2.4 \times 10^{-5}, 5.5 \times 10^{-5})$ to $(h_R, h_I) = (2.7 \times 10^{-3}, 2.3 \times 10^{-4})$ to provide better resolution for the regions where $\mathcal{Z}_{nl}(\varepsilon)$ is concentrated and to reduce computation.
time in the regions where the values of function \( M(z) := \max_{1 \leq n \leq N} |F_{nl}(nh_{\text{arg}}, z)| \) are essentially greater than \( \varepsilon \).

Comparing the shape of this approximation of \( \Sigma_{nl}^{\cap} \cap D \) with the fact that \( \text{bd} \Sigma[A] \setminus i\mathbb{R} \subset \Sigma_{nl}^{\cap} \) (see Theorem \ref{thm:boundary}) (ii) and Theorems \ref{thm:lambda} to \ref{thm:lambda2}, we conclude that the considered example fits into the description of the small contrast case at least in the domain \( D \), and that \( Z_{nl}(\varepsilon) \) provides an approximate shape not only for \( \Sigma_{nl}^{\cap} \cap D \), but also for \( \text{bd} \Sigma[A] \cap D \). The form of \( \text{bd} \Sigma[A] \cap D \) together with Theorem \ref{thm:lambda2} makes it possible to find approximately the part \( \Sigma[A] \cap D \) of the set of admissible resonances, which consists of four quasi-eigenvalue 'clouds' \( \Lambda_1, \ldots, \Lambda_4 \) (see Remark \ref{rem:example}).

![Figure 2: MATLAB computation of: (a) \( \Sigma_{nl}^{\cap} \) in the rectangle \( D \), (b) the graph of \( M(z) := \max_{1 \leq n \leq N} |F_{nl}(nh_{\text{arg}}, z)| \) in the neighborhood \( D_4 = \{ \text{Re} z \in (1,1.2), \text{Im} z \in (-0.025,0) \} \) of \( \Lambda_4 \).](image)

While the shape of \( Z_{nl}(\varepsilon) \) in the rectangular neighborhood \( D_4 = \{ \text{Re} z \in (1,1.2), \text{Im} z \in (-0.025,0) \} \) still resembles a boundary of a closed bounded path-connected component \( \Lambda_4 \) of \( \Sigma[A] \) (and even suggests that \( \Lambda_4 \) is simple connected), the graph of function \( M(z) \) exhibits a close to periodic pattern of ridges and canyon in the regions with \( \text{Im} z \) close to \(-0.007\) and \(-0.013\), see Figure 2 (b). For the study of \( \Lambda_4 \), the value of \( h_{\text{arg}} = \pi/360 \) is too large. When \( h_{\text{arg}} \) is decreased to \( 5 \times 10^{-3} \) while keeping \( h_R \geq 10^{-3} \) and \( h_I \geq 10^{-5} \), only one sharp canyon that corresponds to \( \text{bd} \Sigma[A] \cap D_4 \) remains.

The values of the minimal decay rate function \( \beta_{\text{min}}(\alpha) \) for \( \alpha \) in the intervals \( \text{Re} \Lambda_1, \ldots, \text{Re} \Lambda_4 \) can be computed using \eqref{eq:decay_rate}. We have done these computations for some of the values of \( \alpha \), see Table 1. The step \( h_I \) is \( 5 \times 10^{-7} \) for the first and second values of \( \alpha \) and \( h_I = 5 \times 10^{-6} \) for the others, \( h_{\text{arg}} \) varies from \( \frac{\pi}{180} \times 10^{-2} \) to \( \frac{\pi}{360} \times 10^{-3} \).

| \( \alpha \) | 0.14977 | 0.14983 | 0.16557 | 0.44931 | 0.46050 | 0.49674 |
| \( \beta_{\text{min}}(\alpha) \) | 0.009119 | 0.009120 | 0.01115 | 0.00910 | 0.00846 | 0.01115 |

| \( \alpha \) | 0.74884 | 0.77200 | 0.82790 | 1.04838 | 1.08800 | 1.15905 |
| \( \beta_{\text{min}}(\alpha) \) | 0.00910 | 0.00766 | 0.01113 | 0.00909 | 0.00689 | 0.01109 |

Table 1: Some of values of the minimal decay rate function \( \beta_{\text{min}}(\alpha) \).

For \( \alpha = 1.088 \), we have found the structure \( B \) generating the quasi-eigenvalue of minimal decay \( \alpha - i\beta(\alpha) \). It consists of 7 layers. With \( x_0 = -1 \) and \( x_7 = 0 \) for the endpoints of the interval \( [a_1, a_2] = [-1, 0] \), the computed intervals of constancy of \( B \) can be written in terms of the boundaries of the layers (switch points) \( x_j, j = 1, \ldots, 6 \). Namely, \( B(x) = 110 \) for \( x \in (x_{2k}, x_{2k+1}) \), \( k = 0, \ldots, 3 \), and \( B(x) = 90 \) for \( x \in (x_{2k+1}, x_{2k+2}) \) for \( k = 0, \ldots, 2 \). Approximate values \( \bar{x}_j \) for \( x_j \) are given in Table 2 together with absolute error estimates \( \varepsilon_j \).
One of possible improvements of the proposed method may be concerned with calculation of zeros of the function \( F_{nl}(\xi, z) \). Indeed, we used the simplest straightforward approach based on sub-level sets of the function \( \mathcal{M} \). More elaborated approaches that do not neglects the information contained in \( \arg F_{nl}(nh_{\text{arg}}, z) \) should be more efficient.

### 12 Discussion

Earlier Engineering and Numerical Optimization papers were concerned mainly with the case when the constraint functions \( b_1 \) and \( b_2 \) are constants. In this section, we (sometimes speculatively) compare our results for this case with earlier suggestions for optimal designs and with discussions of the proper statement of the problem.

#### 12.1 Alternating almost periodic structures with a centered defect.

Contemporary designs of high-Q optical cavities usually involve incorporation of defects into a periodic structure composed of two materials \([1, 33, 26]\). For cavities with 1-D geometry \([19, 33, 26, 3]\), the base periodic structure consists of alternating layers (say with widths \( \ell_1 \) and \( \ell_2 \)) of two materials with different permittivities (say \( b_1 \) and \( b_2 \), respectively). The Physics justification for such designs is that the periodic structure forms a distributed Bragg reflector with high reflectivity for certain bands of frequencies (stopbands). When a defect is introduced, the waves with such frequencies are expected to accumulate and to be well confined in the region surrounding the defect \([17, \text{Chapter } 4], [32]\). If the fabrication process involves material with permittivities from \( b_1 \) to \( b_2 \), Remark 10.1 implies that the best confinement has to be produced by structures \( B \) that consist only of layers with \( B(x) = b_1 \) and \( B(x) = b_2 \) (for one-side open case, see \([21, 22]\)). In other words, both the base structure and the defect have to consist of the two materials with extreme allowed permittivities.

Basing on various experimental and computational approaches, two types of designs with defects were proposed:

(a) a localized defect in a center of a periodic structure, e.g., \([1, 19, 9]\),

(b) the size-modulated 1-D stack \([33, 26, 3]\).

Designs of type (b) assumes gradually changing deviations from periodicity in the widths of layers.

For the structure of minimal decay computed in Section 11 (see Table 2), one can observe that it is close to alternating periodic with a period consisting of one layer with \( B(x) = b_1 \) and the other layer with \( B(x) = b_2 \) (since the structure is finite, either the first, or the last layer has to be treated separately). The widths of layers \([x_1, x_2], [x_3, x_4], [x_5, x_6]\) with \( B = b_1 \) gradually decrease from 0.146 to 0.129, and the widths of layers \([x_{2k}, x_{2k+1}], k = 0, \ldots, 3\), corresponding to \( B = b_2 \) gradually increase from 0.138 to 0.157. This resembles designs of type (b).

Let us note that the 1-D structures considered in \([19, 33, 26, 3]\) are symmetric. If we consider the numerical experiment of Section 11 in the context of optimization of odd modes of a symmetric structure in the interval \((-1, 1)\) (cf. Example 6.4), then the structure \( B \) has to be extended to \((0, 1)\) by \( \overline{B}(\pm x) = B(x), x \in (-1, 0) \). Then the layer \([x_6, -x_6]\) is approximately twice larger of the nearby layers and so the structure does not resemble the size-modulated 1-D stack designs of \([33, 26, 3]\).

| \( j \) | 1     | 2     | 3     | 4     | 5     | 6     |
|-------|-------|-------|-------|-------|-------|-------|
| \( \bar{x}_j \) | -0.86237855 | -0.7166945 | -0.57371202 | -0.43130025 | -0.28563822 | -0.15697427 |
| \( \varepsilon_j \) | 0.00000028 | 0.00004800 | 0.00009900 | 0.00007000 | 0.00020000 | 0.00112000 |

Table 2: Switch points and their absolute error estimates for \( B(x) \) of minimal decay for \( \alpha = 1.088 \).
The symmetric structure $\tilde{B}$ can be considered as a combination of designs (a) and (b). It has a localized defect consisting of the central layer $[x_6, -x_6]$, and this defect is surrounded by alternating layers with gradually changing widths.

In [33, 25, 3], the quadratic deviation laws were employed to vary the widths of layers. From the point of view of analytic optimization, it would be interesting to find dependence of the base periodic structure, the parameters of the defect, and width deviations on the frequency of corresponding optimal resonance.

**12.2 Global minimization of decay rate.**

Well-posedness of global maximization for $Q$-factor related functionals (without frequency restrictions) was discussed in [19, 29]. For 1-D resonators with constant side constraints and fixed length $a_2 - a_1$, the global maximizer for $Q$-factor does not exist. Indeed, if we take a homogeneous structure $B(x) = b$ (with constant $b \in [b_1, b_2]$, $b \neq \nu_{1,2}^2$), then (3.7) implies that $Q(\omega_n) = -\frac{\Re \omega_n}{2 \Im \omega_n}$ go to $+\infty$ as $|n| \to \infty$.

Below, basing our intuition on the numerical experiment of Section 11, we discuss the question of global minimization of the decay rate $|\Im \omega|$ (cf. [15]).

It can be seen from Figure 2(a) that quasi-eigenvalue ‘clouds’ corresponding to higher frequencies are ‘wider’. It is natural to expect that for $|\Im \omega|$ great enough they intersect each other and form one large unbounded cloud. This conjecture is supported also by our study of clouds’ projections (see Section 6.2 and Appendix A.3) and by the results on existence of multiple quasi-eigenvalues (see Section 3.2). In particular, we already know that the minimal decay function is defined for large enough $|\alpha|$ (Proposition 6.5 (iii)).

It also can be seen from Figure 2(a) and Table 1 that each of subsequent clouds $\Lambda_1, \ldots, \Lambda_4$, comes closer to the real line than previous. (The values $\beta(0.14977) \approx 0.009119$, $\beta(0.4605) \approx 0.00846$, $\beta(0.772) \approx 0.00766$, and $\beta(1.088) \approx 0.00689$ approximately corresponds to minima of decay rate for the clouds $\Lambda_1, \ldots, \Lambda_4$.) Basing on the above observations, we propose for the case when $b_{1,2}$ are constants and $0 \leq b_1 < b_2 < +\infty$ the following

**Conjecture 1.** The inequality $\liminf_{|\alpha| \to \infty} \beta(\alpha) < \beta(\alpha_0)$ holds for all admissible frequencies $\alpha_0$. (In particular, the global infimum of the decay rate $\inf_{\omega \in \Sigma[\mathcal{A}]} |\Im \omega|$ is not achieved over $\mathcal{A}$.)

A stronger form of this conjecture that assumes existence of $\lim_{|\alpha| \to \infty} \beta(\alpha)$ could help to explain the sliding effects in gradient ascent numerical experiments of [15, 19]. Namely, in these experiments, iteratively improved resonances $\omega^{[n]}$ were approaching to the real axis with simultaneous growth of frequency $\Re \omega^{[n]}$. This could happen if $\omega^{[n_0]}$ for some iteration $n_0$ reach (or come very close to) the Pareto optimal frontier $\{\alpha - i\beta(\alpha) : \alpha \in \Re \Sigma[\mathcal{A}]\}$ and then move along this frontier to $\infty$ with growing $\Re \omega$ and decreasing $|\Im \omega|$. In our opinion, the comparison of results of simulations [3, 15, 19, 33] suggests that $\lim_{|\alpha| \to \infty} \beta(\alpha) = 0$.

It is also interesting to consider the value of $\liminf_{|\alpha| \to \infty} \beta(\alpha)$ from the point of view of the question of uniform separation of the set of resonances $\Sigma(B)$ from the real line (the question of exponential energy decay in the sense of [6, 7, 5]). The absence of quasi-eigenvalues in the certain strip $\{-\beta_0 < \Im z < 0\}$ is presently known only under additional conditions involving bounds on total variation of $B$ [7]. So it is difficult to expect that, for certain $\beta_0 > 0$, the set $\Sigma[\mathcal{A}]$ does not intersects with the strip $\{-\beta_0 < \Im z < 0\}$ in the case of the admissible family $\mathcal{A}$ restricted only by constant side constraints.
A Appendix

A.1 Analyticity, the proof of Lemma 3.2

(i) follows from (ii) and (3.4). Let us prove (ii) for \((z, B) \mapsto \psi(\cdot, z; B)\). Consider the Maclaurin series (in \(z \in \mathbb{C}\) and \(B \in L_C^p\))

\[
\Psi(x, z; B) = (x - a_1) - \psi_1(x; B)z^2 + \psi_2(x; B)z^4 - \psi_3(x; B)z^6 + \ldots, \tag{A.1}
\]

\[
\psi_0(x; B) \equiv x - a_1, \quad \varphi_j(x; B) = \int_{a_1}^x (x - s) \varphi_{j-1}(s; B) B(s)ds, \quad j \in \mathbb{N}, \tag{A.2}
\]

as a \(C[a_1, a_2]\)-valued series. One can see that

\[
|\psi_j(x; B)| \leq \psi_j(x; |B|) \leq \psi_j(a_2; |B|) \quad \text{for all } x \in [a_1, a_2]. \tag{A.3}
\]

It can be shown in the way similar to [18, Sect. 2] that

\[
\psi_j(a_2; |B|) \leq \frac{2^j(a_2 - a_1)^{j+1}||B||^j}{(2j)!}, \quad j \in \mathbb{N}. \tag{A.4}
\]

Hence, the series \([A.1]\) converge uniformly on every bounded set of \(\mathbb{C} \times L_C^p\). So \([A.1]\) defines an analytic map from \(\mathbb{C} \times L_C^p\) to \([0, \ell]\). Since \([A.1]\) satisfies \(\partial^2_x y = -z^2 B y, y(a_1) = 0, \) and \(\partial_x y(a_1) = 1, \) we see that \(\Psi(x, z; B) = \psi(x, z; B)\). The equality \(\partial^2_x \psi = -z^2 B \psi\) yields that \(\partial^2_x \psi \in L_C^p\) and, moreover, that \((z, B) \mapsto \partial^2_x \psi(\cdot, z; B)\) is an analytic map from \(\mathbb{C} \times L_C^p\) to \(L_C^p\). Hence, \([A.1]\) defines an analytic map from \(\mathbb{C} \times L_C^p\) to \(W^{2,p}\). This map is also bounded-to-bounded due to \((A.3), (A.4)\) and the equalities \(\partial^2_x \psi = -z^2 B \psi, \psi(a_1) = 1,\)

Similarly one can prove that \((z, B) \mapsto \phi(\cdot, z; B)\) is an analytic and bounded-to-bounded map from \(\mathbb{C} \times L_C^p\) to \(W^{2,p}\) (cf. [18, 23]). Finally, since \(\theta = \varphi - iz \nu_1 \psi,\) we obtain the same statement for the map \((z, B) \mapsto \theta(\cdot, z; B)\). This completes the proof.

A.2 Directional derivatives, the proof of Lemma 4.3

Differentiation w.r.t. \(B\). For any \(z \in \mathbb{C}\), the functions \(\theta(x, z; B)\) and \(\partial_x \theta(x, z; B)\) satisfy (3.2) and

\[
\partial_x \theta(x, z; B) = -iz \nu_1 - z^2 \int_{a_1}^x B(s) \theta(s, z; B) \, ds. \tag{A.5}
\]

To find directional derivatives \(\partial_{\theta B}\) and \(\partial_{\bar{B}} \partial_{\theta B}\), we differentiate these equalities by definition using Lemma 3.2. We get

\[
\frac{\partial \theta(x, z; B)}{\partial B}(V) = -z^2 \int_{a_1}^x (x - s)B(s) \frac{\partial \theta(s, z; B)}{\partial B}(V)ds - z^2 \int_{a_1}^x (x - s)V(s) \theta(s, z; B)ds, \tag{A.6}
\]

\[
\frac{\partial \partial_x \theta(x, z; B)}{\partial B}(V) = -z^2 \int_{a_1}^x B(s) \frac{\partial \theta(s, z; B)}{\partial B}(V)ds - z^2 \int_{a_1}^x V(s) \theta(s, z; B)ds. \tag{A.7}
\]

It follows from (A.6) that \(\frac{\partial \theta(x, z; B)}{\partial B}(V)\) is the solution \(y(x)\) of the initial value problem

\[
y''(x) + z^2 B(x)y(x) = f(x), \quad y(a_1) = 0, \quad y'(a_1) = 0 \tag{A.8}
\]

with \(f(x) = -z^2 V(x) \theta(x, z; B)\). Further, (A.7) can be rewritten as \(\frac{\partial \partial_x \theta(x, z; B)}{\partial B}(V) = y'(x)\) (as a by-product, we get \(\frac{\partial \partial_x \theta(x, z; B)}{\partial B}(V) = \partial_x \left[ \frac{\partial \theta(x, z; B)}{\partial B}(V) \right] \)). Solving (A.8) by variation of parameters, one
can find \( y, y' \), and, in turn, \( y(x) + \frac{i y'(x)}{z \nu} \). For \( z \neq 0 \), \( [y(x) + \frac{i y'(x)}{z \nu}]_{x=a_2} \) equals

\[- \left[ \theta(a_2) + \frac{i}{z \nu} \partial_x \theta(a_2) \right] \int_{a_1}^{a_2} f(s) \psi(s, z; B) \, ds + \left[ \psi(a_2) + \frac{i}{z \nu} \partial_x \psi(a_2) \right] \int_{a_1}^{a_2} f(s) \theta(s, z; B) \, ds.
\]

Substituting \( f \), and \( z = \omega \in \Sigma(B) \), we get

\[ \theta(a_2, \omega; B) + \frac{i}{\omega \nu} \partial_x \theta(a_2, \omega; B) = 0 \]

and

\[ \frac{\partial F(\omega, B)}{\partial \nu} (V) = -\omega^2 \left[ \psi(a_2) + \frac{i}{z \nu} \partial_x \psi(a_2) \right] \int_{a_1}^{a_2} \theta^2(s, \omega; B) V(s) \, ds. \]

To obtain (4.3), it remains to note that

\[ \psi(a_2) + \frac{i}{z \nu} \partial_x \psi(a_2) = - \frac{1}{\partial_x \theta(a_2)}. \]

The last identity easily follows from the constancy of the Wronskian

\[ \begin{vmatrix} \theta & \psi \\ \partial_x \theta & \partial_x \psi \end{vmatrix} \equiv 1. \]

**Differentiating (3.2) and (A.5) w.r.t.** \( z \), we see that \( \partial_z \theta \) is given by the solution \( y \) of the problem

\[ y''(x) + z^2 B(x)y(x) = f(x), \quad y(a_1) = 0, \quad y'(a_1) = -i \nu_1 \]

with \( f(x) = -2zB(x)\theta(x, z; B) \) and that \( \partial_z \partial_x \theta = \partial_x \partial_z \theta \). Hence, for \( z = \omega \in \Sigma(B) \),

\[ \partial_z F(\omega; B) = \partial_z \theta(a_2, \omega; B) + \frac{i \partial_z \partial_x \theta(a_2, \omega; B)}{\omega \nu} - \frac{i \partial_x \theta(a_2, \omega; B)}{\omega^2 \nu} = y(a_2) + \frac{i y'(a_2)}{\omega \nu} - \frac{i \partial_x \theta (a_2, \omega; B)}{\omega^2 \nu}. \]

Solving for \( y \) by variation of parameters as before, one can easily get (4.2).

**A.3 Admissible high frequencies, the proof of Proposition 6.5 (iii)**

It is enough to prove the statement of Proposition 6.5 (iii) under the assumption that \( b_{1,2} \) are constants satisfying \( b_1 < b_2 \). We consider in details several essentially different cases of arrangement of the intervals \([\nu_1, \nu_2]\) and \([b_1^{1/2}, b_2^{1/2}]\), and very briefly the other cases (for which the proof can be obtained by simple modification of arguments).

**Step 1. For the cases when** \( 0 < b_1^{1/2} < b_2^{1/2} < \nu_1 \) or \( \nu_2 \leq b_1^{1/2} \), let us show that

\[ \text{Re} \Sigma[A] \supset \left\{ |\alpha| \geq \frac{\pi}{(a_2 - a_1)b_2^{1/2}} \left| \frac{b_1^{1/2}}{b_2^{1/2} - b_1^{1/2}} \right| \right\}. \quad (A.9) \]

Indeed, for each \( n \in \mathbb{N} \) consider the intervals \( S_n \) covered by \( \text{Re} \omega_n(b) \) when a constant \( b \) changes in the range \((b_1, b_2)\). By (3.7), \( S_n = \frac{\pi n}{a_2 - a_1} [b_2^{1/2}, b_1^{1/2}] \). If the right end of \( S_n \) is \( \geq \) than the left end of \( S_{n+1} \) for all \( n \geq n_0 \in \mathbb{N} \), then \( \text{Re} \Sigma[A] \) contains the set \( \cup_{n \geq n_0} S_n = \left[ \frac{\pi n_0}{(a_2 - a_1)b_2^{1/2}}, +\infty \right] \) and also its reflection w.r.t. 0, see Lemma 3.3 (ii). Estimating \( n_0 \) from the inequality \( b_2^{-1/2} n \geq b_2^{-1/2} (n + 1) \), one obtains (A.9).
Step 2. Slightly modifying arguments of Step 1, one can prove that:

\[
\text{Re } \Sigma[A] \supset \left\{ |\alpha| \geq \frac{\pi}{(a_2 - a_1) b_2^{1/2}} \left( \frac{1}{2} + \left[ \frac{b_1^{1/2}}{b_2^{1/2} - b_1^{1/2}} - \frac{1}{2} \right] \right) \right\} \quad \text{if } \nu_1 \leq b_1^{1/2} < b_2^{1/2} < \nu_2; \quad (A.10)
\]

\[
\text{Re } \Sigma[A] \supset \left\{ |\alpha| > \frac{\pi}{(a_2 - a_1) b_2^{1/2}} \left( \frac{1}{2} + \left[ \frac{b_1^{1/2}}{b_2^{1/2} - b_1^{1/2}} + \frac{1}{2} \right] \right) \right\} \quad \text{if } \nu_1 = b_1^{1/2} < b_2^{1/2} = \nu_2; \quad (A.11)
\]

\[
\text{Re } \Sigma[A] \supset \left\{ |\alpha| > \frac{\pi}{(a_2 - a_1) b_2^{1/2}} \right\} \quad \text{if } 0 = b_1^{1/2} < b_2^{1/2} \leq \nu_1; \quad (A.12)
\]

and that,

in the cases \(0 < b_1 < b_2^{1/2} = \nu_1\) and \(\nu_1 < b_1^{1/2} < b_2^{1/2} = \nu_2\) \((A.9)\) and \((A.10)\), resp., are valid after the change of \(|\alpha| \geq \ldots\) to \(|\alpha| > \ldots\) \((A.13)\).

Step 3. Let us show that in the case \(\nu_1 \leq b_1^{1/2} < \nu_2 < b_2^{1/2}\),

\[
\text{Re } \Sigma[A] \supset \left\{ |\alpha| \geq \frac{\pi}{(a_2 - a_1) b_2^{1/2}} \left[ \frac{1}{2} b_2^{1/2} + b_1^{1/2} \right] \right\}. \quad (A.14)
\]

Now, the sets \(S_n\) covered by \(\text{Re } \omega_n(b)\) have gaps. Indeed, assume that \(b_1 > 0\). Then

\[
S_n = \frac{\pi}{(a_2 - a_1)} \left[ \frac{n}{b_2^{1/2}} \cdot \frac{n}{\nu_2} \right] \cup \frac{\pi}{(a_2 - a_1)} \left( \frac{n + 1/2}{\nu_2} - \frac{n}{b_2^{1/2}} \right).
\]

The gap is closed by the sets \(S_{n-1}\) and \(S_{n+1}\) as soon as \((n - 1/2)b_2^{-1/2} \geq (n + 1)b_2^{-1/2}\). The latter is valid if \(n \geq \frac{b_2^{1/2} + b_1^{1/2}}{b_2^{1/2} - b_1^{1/2}}\). This proves \((A.14)\) for \(b_1 \neq 0\). To prove \((A.14)\) in the case \(0 = b_1^{1/2}\), it is enough to take the limit \(b_1 \to 0\).

Step 4. Modifying arguments of Step 3, it can be shown that

\[
\text{Re } \Sigma[A] \supset \left\{ |\alpha| > \frac{\pi}{(a_2 - a_1) b_2^{1/2}} \left( \frac{1}{2} + \left[ \frac{3 b_1^{1/2}}{b_2^{1/2} - b_1^{1/2}} \right] \right) \right\} \quad \text{if } 0 < b_1^{1/2} < \nu_1 < b_2^{1/2} \leq \nu_2; \quad (A.15)
\]

\[
\text{Re } \Sigma[A] \supset \left\{ |\alpha| \geq \frac{\pi}{(a_2 - a_1) b_2^{1/2}} \left[ \frac{b_2^{1/2} + b_1^{1/2}}{b_2^{1/2} - b_1^{1/2}} \right] \right\} \quad \text{if } 0 < b_1^{1/2} < \nu_1 \leq \nu_2 < b_2^{1/2}; \quad (A.16)
\]

\[
\text{Re } \Sigma[A] \supset \left\{ |\alpha| > \frac{3}{2} \frac{\pi}{(a_2 - a_1) b_2^{1/2}} \right\} \quad \text{if } 0 = b_1^{1/2} < \nu_1 < b_2^{1/2} \leq \nu_2; \quad (A.17)
\]

\[
\text{Re } \Sigma[A] \supset \left\{ |\alpha| \geq \frac{2\pi}{(a_2 - a_1) b_2^{1/2}} \right\} \quad \text{if } 0 = b_1^{1/2} < \nu_1 \leq \nu_2 < b_2^{1/2}. \quad (A.18)
\]

Thus, \((6.2)\) follows from the above inclusions.

### A.4 Solvability of bang-bang equations, the proof of Theorem 10.4

It is enough to consider the case \(z^2 \in \overline{C_-}\) (see the explanations to \((5.2)\) in Section 5).

**Lemma A.1.** Let \((10.3)\) be fulfilled. Let \(z^2 \in \overline{C_-}\). Then there exists \(\varepsilon = \varepsilon(a) > 0\) such that problem \((10.3), (10.4)\) has a unique solution \(y\) on \((a - \varepsilon, a + \varepsilon) \cap [a_1, a_2]\).
Proof. Firstly, if \( b_1 = b_2 \) in a neighborhood of \( a \), the statement is obvious.

Next, to be specific, assume that \( a < a_2 \) and that for any \( \delta > 0 \) the measure of the set of \( x \in (a, a + \delta) \) such that \( b_1(x) \neq b_2(x) \) is positive. Then (10.3) yields

\[
\text{for any } \delta > 0, \quad \text{meas}\{x \in (a, a + \delta) : b_j(x) > 0\} > 0, \quad j = 1, 2. \tag{A.19}
\]

It is enough to prove the lemma for the interval \([a, a + \epsilon]\) with small enough \( \epsilon > 0 \).

**Uniqueness.** Assume that there exists at least one solution \( y \) to (10.4), (10.5). Our goal is to prove that there exist \( \epsilon > 0 \) and \( B_0(\cdot) \) such that for any solution \( y \) to (10.4), (10.5) the function \( B(y)(\cdot) \) coincides (in \( L^1\)-sense) with \( B_0(\cdot) \) on \((a, a + \epsilon)\). This and the structure of equation (10.5) immediately implies uniqueness.

**Case 1.** If \( c_0 = c_1 = 0 \), any solution \( y \) to (5.1), (10.4) is trivial and \( B(y) \equiv b_1 \).

**Case 2.** If \( c_0^2 \not\in \mathbb{R} \) or \( \partial_x y^2(a) = 2c_0c_1 \not\in \mathbb{R} \), then, for a certain nonempty interval \((a, a + \epsilon)\), the sign of \( \text{Im} y^2(x) \) is completely determined by \( c_0 \text{and} c_1 \). This easily gives the desired statement with \( B_0 \) equal to one of the constraints (either \( b_1 \), or \( b_2 \)) on \((a, a + \epsilon)\).

**Case 3.** The case when \( c_0 = 0 \) and \( c_1^2 \not\in \mathbb{R} \) is analogous to the Case 2.

**Case 4.** Assume that \( c_0^2 \in \mathbb{R} \setminus \{0\} \), \( c_0c_1 \in \mathbb{R} \), and \( z^2 \in \mathbb{R} \). Then either \( c_0, c_1 \in \mathbb{R} \), or \( c_0, c_1 \in i\mathbb{R} \). Moreover, any solution \( y \) stays on the same line (\( \mathbb{R} \) or \( i\mathbb{R} \)) since \( z^2 \in \mathbb{R} \). Therefore \( y^2(x) \in \mathbb{R} \) and \( B(y) = b_1 \).

**Case 5.** The case when \( c_0 = 0 \), \( c_1^2 \in \mathbb{R} \setminus \{0\} \), and \( z^2 \in \mathbb{R} \) is analogous to Case 4.

**Case 6.** Assume that \( c_0^2 \in \mathbb{R} \setminus \{0\} \), \( c_0c_1 \in \mathbb{R} \), and \( z^2 \in \mathbb{C}_- \). Consider an arbitrary continuous in a vicinity of \( a \) branch \( \arg, y(x) \) of \( y(x) \). Since \( c_0c_1 \in \mathbb{R} \), the arguments of the proof of Lemma 5.2 (i), (iv) imply

\[
\partial_x \arg, y = \frac{\text{Im}(\overline{\partial_x y})}{|y|^2} \text{ and } \text{Im}[y(x)\partial_x y(x)] = -\text{Im} z^2 \int_a^x |y(s)|^2 B(y)(s)\,ds.
\]

It follows from these equalities and (A.19) that \( \partial_x \arg, y(x) > 0 \) on \((a, a + \epsilon_1(y))\) with a certain \( \epsilon_1(y) > 0 \). So for any solution \( y \),

\[
B(y)(x) = \begin{cases} b_2(x), & \text{if } c_0^2 > 0 \\ b_1(x), & \text{if } c_0^2 < 0 \end{cases} \quad \text{on } (a, a + \epsilon_1(y)). \tag{A.20}
\]

This easily implies that it is possible to choose \( \epsilon_1(y) \) in (A.20) independently of a solution \( y \).

**Case 7.** Assume that \( c_0 = 0 \), \( c_1 \in \mathbb{R} \setminus \{0\} \), and \( z^2 \in \mathbb{C}_- \). Since

\[
y'(x) = c_1 z^2 \int_a^x y(s) B(y)(s)\,ds = c_1 z^2 \int_a^x B(y)(s) y'(t)\,dt\,ds, \tag{A.21}
\]

we see that

\[
\text{Im } y'(x) = -\int_a^x \int_t^x B(y)(s) \text{Im}[z^2 y'(t)]\,dt\,ds. \tag{A.22}
\]

Hence, for \( x \) slightly greater than \( a \), the complex number \( y'(x) \) lies in the same open quadrant as \( c_1 - i\text{Im}[z^2 c_1] \). Due to the equality \( y(x) = \int_a^x y(s)\,ds \), the numbers \( y(x) \) lie in the same open quadrant. So the sign of \( c_1 \) completely determines \( B(y)(x) \) on \((a, a + \epsilon_1(y))\) with a certain \( \epsilon_1(y) > 0 \). As before, it is easy to see that \( \epsilon_1(y) \) can be chosen independently of a solution \( y \).

**Case 8.** When \( c_0 = 0 \), \( c_1 \in i\mathbb{R} \setminus \{0\} \), and \( z^2 \in \mathbb{C}_- \), one can use arguments similar to Case 7 with the change of (A.22) to

\[
\text{Re } y'(x) = -\int_a^x \int_t^x B(y)(s) \text{Re}[z^2 y'(t)]\,dt\,ds.
\]

This completes the proof of uniqueness.
Existence. The above arguments also provide an algorithm for assigning $B_0(x)$ the values of $b_1(x)$, or $b_2(x)$ for $x > a$ such that there exists a solution $y$ to $y'' = -z^2 b_0 y$ on a certain interval $(a, a + \varepsilon)$ satisfying the initial conditions (10.4) and additionally $B_0(x) = B(y)(x)$ on $(a, a + \varepsilon)$. Then $y$ is a solution to (5.1), (10.4) on $(a, a + \varepsilon)$. This completes the proof.

Assume that (5.1), (10.4) has a unique solution $y$ on $(x_1, x_2)$ with $x_1 < a < x_2 < +\infty$.

Lemma A.2. There exist $\lim_{x \to x_2^-} y(x)$ and $\lim_{x \to x_2^-} y'(x)$.

Proof. The statement follows from the Bellman-Gronwall lemma, from the integral reformulation of problem (10.5), (10.4) given by the equation

$$y(x) = c_0 + c_1(x - a) - z^2 \int_a^x (x - s) y(s) B(y)(s) ds, \quad \text{(A.23)}$$

and from the fact that $|B(y)(\cdot)| \leq b_2(\cdot) \in L^1_{\mathbb{R}}(x_1, x_2)$ for arbitrary $y$.

This lemma, the equality $y'(x) = c_1 - z^2 \int_a^x y(s) B(y)(s) ds$, and (A.23) imply that $y$ and $y'$ can be considered as absolutely continuous functions on $[a, x_2]$. This arguments allow us to extend $y$ on $[a, a_2]$. The resulting solution is unique due to Lemma A.1. This completes the proof of Theorem 10.4.
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