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Abstract: In recent years, the destructive behavior of social networks spammers has seriously threatened the information security of ordinary users. To reduce this threat, many researchers have extracted the behavioral characteristics of spam and obtained good results based on machine learning algorithms to identify them. However, most of these studies use a single classification technique that often works differently for different spam data. In this paper, an intelligent ensemble classification method for social networks spam detection is introduced. The proposed heterogeneous ensemble learning framework is based on stack generalization and uses an evolutionary algorithm to improve the modeling process and reduce complexity. In particular, particle swarm optimization has been used as an evolutionary algorithm to optimize model parameters to reduce model complexity. These parameters include a subset of effective features and a subset of the most appropriate single classification techniques. The SPAM E-mail dataset used in this article contains the correct and effective features in spam prediction. Experimental results show that the proposed algorithm effectively improves the detection rate of spam and performs better than the methods used.

Index Terms: Spam detection, social networks, ensemble classification, intelligent technique.

I. Introduction

In recent years, the Internet has jumped forward and smart platforms have become increasingly popular. In this context, online social networks are an important tool for people to obtain information, disseminate information, make friends and have fun. The popularity of these networks is growing rapidly and allows users to collect a lot of information [1]. As social networks increase in popularity, users are getting a lot of information to receive. The volume of information and the ease of access to it can be the reason for attracting malicious groups. Therefore, networks are affected by spam [2]. Spam detection can facilitate the process of analyzing and monitoring social networks events as well as setting up the management of these networks. Although much work has been done to identify and solve this problem, but this issue is still an important challenge among researchers [3].

Spam detection on social networks is very important due to the rapid growth of databases. Spammers cause users’ personal pages to be littered with deceptive messages, resulting in wasted users’ time and high traffic load when viewing these networks. To deal with this complex issue, complex spam filters must be created. Traditional machine learning approaches such as neural networks, support vector machine, and naive bayes classification are not efficient enough to process and use the complex features of high-dimensional data [4]. In addition, traditional criteria for filtering social networks spam cannot be adapted to its various costs [5].

With the rapid development of online social networks, social networks such as Twitter has become increasingly important in real life and has become the main target of spammers. Spam detection involves a complex task to involve a wide range of features, as spam causes an unbalanced distribution of data on social networks [6]. In this regard, designing an optimal mechanism that can detect spam with acceptable accuracy and reduce the problems of these networks to some extent is complex. Therefore, having an accurate and efficient method in this field is very necessary and important. In this paper, using an ensemble classification system, a method has been proposed that can detect spam in social network.
Today, networks and the Internet have become an integral part of human life. This, in addition to the many benefits, can lead to a variety of security threats and social anomalies. Spam increases network traffic to such an extent that it sometimes prevents servers from transmitting even the smallest amount of information. This will definitely have a negative effect on user performance. Much research has been done in recent years to address this issue, but unwanted spam is still a serious problem on social media.

Various intelligent detection systems have been developed to assist technology professionals in accurately identifying spam [7]. These systems mainly use classification methods to identify a record as ordinary data or spam. Considering that there is no consensus on the various classification techniques that can perform best in any situation, recently group-based classification (group classification), which combines records with more than one classification model has been investigated. In this study, heterogeneous groups based on classical machine learning models (such as support vector machine, multilayer perceptron, decision trees, etc.) are examined, developed and evaluated by examining the effect of group members’ parameter values on classification performance. In particular, the proposed method is divided into two stages of parameter optimization and ensemble classification. In the first step, the parameters of the classification models, including the features used to maximize accuracy, are optimized with evolutionary algorithms. In the second step, an intelligent ensemble classification algorithm is applied to detect social networks spam with optimized parameters.

The continuation of the article is as follows: Section 2 reviews related work. The proposed model for detecting spam on social networks is described in Section 3. In Section 4, the simulation results are presented and finally in Section 5, conclusions and future suggestions are presented.

2. Literature Review

Numerous studies have been conducted on the identification of social networks spam as well as the creation of ensemble classification models. In this section, some of the latest related research in this field is analyzed.

In [8], spam detection in social networks has been done by machine learning based methods such as neural network. This method has two layers, in the first layer the optimal feature selection is done and in the second layer the learning of artificial neural network and spam detection is done using the selected features.

In [9], spam detection was performed using artificial neural network feature selection and sine and cosine algorithms. In this method, the features are updated by the sine and cosine search algorithm and the most optimal features are selected for neural network training.

In [10], spam detection on social networks is based on peer acceptance. Peer acceptance can be achieved on the basis of common interests on several common issues. The contribution of this article is an unsupervised method of identifying spammers based on users’ similar acceptance of their post content.

In [11], an in-depth learning model for identifying Twitter spam is proposed. The method is a new method based on deep learning techniques. This approach uses both tweet text and user profile data (e.g., account age, number of followers/ followers, etc.) to identify spam.

In [12], social network spam detection was performed using analysis of graph characteristics and sequence of interactions between users. In this paper, two representation models are proposed for datasets based on social interaction graphs. The first model is based on graph-based analysis, while the other model is based on sequential processing of user interactions.

In [13], the classification of spam emails is investigated using ensemble and non-ensemble machine learning algorithms. Ensemble machine learning algorithms containing non-ensemble algorithms are reinforced by voting. The results show that the non-ensemble SVM with 98.47 accuracy has the best performance and is followed by the ensemble voting algorithm with 96.80 accuracy.

The RST-SU method was introduced in [14] with the aim of reducing the size of spam classification. In this method, the net set theory (RST) and the symmetric uncertainty (SU) method are used to minimize the dimensions of the spam email data group. Comparison of the obtained results shows the efficiency of this method for classifying Spam E-mail dataset spam with 91.69% detection accuracy based on J48 model and RST reduction method.

The 12FELM method has been proposed in [1] for identifying Twitter social network spam based on an enhanced extreme learning machine. Here, Twitter network features such as user feature, content feature, activity feature and link feature are considered for spam analysis. Based on these features, the “Fuzzy Core Extreme Learning Machine (12FELM)” algorithm for identifying Twitter social network spam has been introduced. Experience validation results show that 12FELM can efficiently identify balanced and unbalanced datasets. In addition, 12FELM detects spam more efficiently due to its fewer features.

3. Proposed Method

This section describes the proposed algorithm for spam detection in the form of a visual learning model. The proposed algorithm consists of several steps: In the first step, the data is pre-processed. In the second step, the 10-fold validation technique is used to divide the data into two sets of training and testing. The third step involves selecting a
subset of effective features as well as selecting a set of heterogeneous classification models. At this stage, heterogeneous groups based on classical machine learning models are developed and evaluated by examining the effect of group member parameter values on classification performance. These parameters are optimized based on an evolutionary algorithm. The parameters of the classification model, including the features used to maximize accuracy, are optimized. The fourth step is to create an intelligent ensemble classification model based on the stack generalization technique. The ensemble classification approach consists of \( k \) single classification models whose prediction results are taught by a stack-generalization-based meta-classification. Specifically, at this stage, the intelligent ensemble classification algorithm is applied to detect spam on social networks with optimized parameters. The fifth step involves evaluating the proposed classification model with different criteria. At this stage, the proposed model is evaluated using the experimental set data based on the most effective features selected as well as the structure of the designed heterogeneous classification model. Fig. 1 shows the flowchart of the proposed algorithm.

Fig. 1. Flowchart of the proposed method

The popularity of social media offers a lot of convenience to people, but their rapid growth has also attracted many attackers. In recent years, the destructive behavior of social network spammers has severely threatened the information security of ordinary users. To reduce this threat, many researchers have extracted the behavioral characteristics of spammers and obtained good results by using machine learning algorithms to identify them on social media. However, current approaches to spam detection are largely based on individual classification techniques.

### 3.1. Pre-processing of data

Data processing is a key step in the data mining process. In this paper, the data are normalized before modeling. Normalization is used to scale the data of a feature. This paper uses the z-score normalization technique for spam data.

\[
x_{i,j}^{Z\text{-score}} = \frac{x_{i,j} - \mu_j}{\sigma_j}
\]

Where, \( \mu_j \) is the mean of the samples for the \( j \)-th feature and \( \sigma_j \) refers to the standard deviation of the samples for this feature. In addition, \( x_{i,j} \) and \( x_{i,j}^{Z\text{-score}} \) are the actual value and the normalized value for the \( j \)-th feature in sample \( i \), respectively.

### 3.2. Parameter optimization with particle swarm optimization

This step involves optimizing the subset of effective features as well as the subset of heterogeneous classification models. In this paper, particle swarm optimization (PSO) is used as an evolutionary algorithm to search for optimal parameter values.
Here the dimensions of a particle (solution) include two parts: feature selection and classification model selection. Therefore, the number of dimensions of each particle is equal to \( m + k \). Here, \( m \) refers to the number of main features, and \( F = \{f_1, f_2, ..., f_m\} \) indicates the list of these features. Also, \( k \) refers to the number of heterogeneous classification techniques available, and \( C = \{c_1, c_2, ..., c_k\} \) is a list of these techniques. Fig. 2 shows the proposed coding in PSO.

\[
\begin{array}{cccccccc}
 f_1 & f_2 & \cdots & f_m & c_1 & c_2 & \cdots & c_k \\
 0/1 & 0/1 & \cdots & 0/1 & 0/1 & 0/1 & \cdots & 0/1 \\
\end{array}
\]

Fig. 2. Proposed binary coding for PSO

Here, the fit function has two objectives: 1) to increase the accuracy of spam prediction and 2) to reduce the complexity of the model. The weighted method is considered to solve many multi-objective problems due to its simplicity and high efficiency. By adopting the weighted sum method, the fit function can generate the final cost for the solutions in a simple and similar way to the one-objective problem. In the proposed algorithm, the weighted sum is applied to the Fit fitness function according to Eq. (2) to merge the two targets based on the weights \( w_1 \) and \( w_2 \).

\[
Fit = w_1 \times Acc + w_2 \times \frac{1}{m' + k'}
\]

(2)

Where, \( Acc \) refers to the accuracy of particle classification, and \( m' \) and \( k' \) are selected for the number of features and the number of classification techniques, respectively.

In each step, each particle is updated using the two best values, the \( p_{best} \) and \( g_{best} \) positions. Each particle has a position vector (solution vector) and a velocity vector of equal dimensions. Here, \( P_i \) is the position of the \( i \)-th particle, and \( V_i \) refers to the velocity of the \( i \)-th particle. After finding the best values, the velocity and location of each particle are updated according to the PSO algorithm using Eq. (3) and Eq. (4).

\[
V_i^{t+1} = \omega \times V_i^t + c_1 \times r_1 \times (p_{best} - P_i^t) + c_2 \times r_2 \times (g_{best} - P_i^t)
\]

(3)

\[
p_i^{t+1} = p_i^t + V_i^{t+1}
\]

(4)

Where, \( \omega \) is a constant weight of inertia that determines the effect of velocity on the previous iteration on the current velocity. \( c_1 \) and \( c_2 \) are fixed learning parameters and \( r_1 \) and \( r_2 \) are random numbers in the range \([0, 1]\). In this paper, \( p_i^{t+1} \) is rounded to the nearest integer.

3.3. Create a proposed ensemble classification model

Despite the large number of classification techniques, none of them have proven to be the best in every situation, because their performance varies from field to field. This destabilizes the performance of classification techniques. In order to deal with this issue, a new approach has been developed which is based on the ensemble method. This method uses more than one classification technique using a combination law to solve the classification problem. Since each of the classification techniques has strengths and weaknesses, the goal of the ensemble method is to reduce these weaknesses and consolidate the advantages by combining each of these techniques through the formation of a group. In general, there are two types of cumulative classification:

(1) Homogeneous sets: In this type, all classification techniques are the same.

(2) Heterogeneous sets: In this type there are at least two different classification techniques for composition. The present study is related to the heterogeneous group in spam classification.

The performance of an ensemble classification depends on the performance of its members (i.e., single classification), and it has been well established that accurate single classifications lead to accurate group classification. In addition, a variety of single techniques are needed to correct conflicting errors in the same data to improve the performance of ensemble classifications. The purpose of this section is to determine the composition rules for integrating the outputs of the classification techniques outlined in the previous step. In this research, several classical classification techniques such as NB, SVM, LDA, ID3 and KNN have been used as single classifiers. The output of these techniques is combined based on the generalized method. Figure 3 shows the structure of the proposed classification model.

In the proposed method, the subset of selected features \( \{f_1, f_2, ..., f_m\} \) as well as the sample labels predicted by each single classification technique \( \{p_1, p_2, ..., p_k\} \), as new data is combined. This method of composition is in accordance with the generalization of the stack. In addition, stack generalization uses a single classification technique
known as compound or meta-classification to create final predictions. Stack generalization creates a combination of predictions made as well as selected features to create a meta-classifier in a new dataset.

![Diagram of ensemble classification model](image)

**Fig. 3.** The structure of the proposed ensemble classification model

### 4. Simulation Results

In this paper, MATLAB software is used for simulation work and comparison of evaluation criteria for different methods. All tests and simulations are performed on a personal computer that has the following specifications: Intel Core i7-2670QM processor with a frequency of 2.2 GHz and 6 GB of RAM. Here the results of the proposed algorithm are compared with the well-known spam detection method such as RST-SU [1] and I2FELM [14]. Two different datasets, SPAM E-mail and UtkMI’s Twitter, were used for comparison [15]. This dataset is available at https://archive.ics.uci.edu/ml/datasets/spambase [16].

Table 1 shows the detection accuracy of the proposed model in two cases with and without selecting a feature on the Spam E-mail dataset. The results show the superiority of the proposed method in the case with feature selection, where in this case only 26 features are used for modeling work and the model is less complex.

| Simulation mode          | Accuracy (%) | Number of features used |
|--------------------------|--------------|-------------------------|
| With feature selection   | 91.77        | 26                      |
| Without feature selection| 97.19        | 57                      |

In another experiment, the performance of the proposed algorithm against the RST-SU method on the SPAM E-mail dataset is examined. The results of this comparison are presented in Fig. 4.

The results of this experiment show that the proposed algorithm has better results than the RST-SU method in all evaluation criteria. The proposed algorithm offers the best forecast accuracy with 91.77%. Also, the superiority of the proposed algorithm compared to the RST-SU method is about 0.1% on average.
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In the next experiment, the performance of the proposed algorithm is compared with the RST-SU method based on the ROC curve. In this diagram, the vertical axis is TPR (true positive ratio) and the horizontal axis is FPR (false positive ratio). Fig. 5 shows this curve based on the SPAM E-mail dataset.

The classification results for UtkMl’s Twitter dataset are discussed below. Here the proposed algorithm is compared to the I2FELM method with different criteria. The comparison results are presented in Table 2.

| Algorithm       | Accuracy (%) | Precision (%) | Recall (%) | F-measure (%) |
|-----------------|--------------|---------------|------------|---------------|
| I2FELM algorithm| 90.06        | 92.15         | 90.12      | 91.12         |
| Proposed algorithm| 90.14        | 92.23         | 90.16      | 91.18         |

In this comparison, both algorithms have almost the same high performance, however the proposed algorithm is more efficient than I2FELM. Here, the accuracy of the proposed algorithm is 90.14%, which has reported better results than the I2FELM method with 90.06% accuracy.

In this paper, effective features are selected using the PSO algorithm. In addition to selecting effective features, this technique also provides the right number of features. Finally, the number of effective features selected on the Spam E-mail dataset is evaluated. To do this, in the optimization process, the best calculated accuracy of any number of features is reported. Fig. 6 shows the results of this experiment. Here, for each number of different features, the accuracy of spam detection for the test suite is estimated. The best results show 91.77% accuracy with 24 features, while the total number of features is 57. These features are F1, F2, F3, F4, F7, F10, F11, F13, F14, F16, F23, F24, F25, F26, F27, F30, F31, F33, F44, F46, F53, F54, F56 and F57.
5. Conclusion

Social networks provide a way for users to connect with their friends. The growing popularity of these networks allows users to collect a great deal of personal information about their users. Unfortunately, this ease of access to user information can attract the attention of malicious groups. Most previous research on spam detection on social media has focused on feature extraction, which combines different features or extracts more features from social media accounts to teach classification. Improves, however, most of these studies use an individual classification technique that often works differently for different spam data. That is why these networks have been attacked by spammers, while much work has been done to detect and eliminate them. Due to the fact that spammers are looking for new ways to target these networks every day, continuous measures have been taken to identify malicious spammers and emails. In this paper, an intelligent ensemble classification method for social network spam detection is proposed, which has provided promising results in the simulation.
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