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Abstract
The task of data-to-text generation aims to generate descriptive texts conditioned on a number of database records, and recent neural models have shown significant progress on this task. The attention based encoder-decoder models with copy mechanism have achieved state-of-the-art results on a few data-to-text datasets. However, such models still face the problem of putting incorrect data records in the generated texts, especially on some more challenging datasets like ROTOwire. In this paper, we propose a two-stage approach with a delayed copy mechanism to improve the precision of data records in the generated texts. Our approach first adopts an encoder-decoder model to generate a template text with data slots to be filled and then leverages a proposed delayed copy mechanism to fill in the slots with proper data records. Our delayed copy mechanism can take into account all the information of the input data records and the full generated template text by using double attention, position-aware attention and a pairwise ranking loss. The two models in the two stages are trained separately. Evaluation results on the ROTOwire dataset verify the efficacy of our proposed approach to generate better templates and copy data records more precisely.

1 Introduction
One important task in the natural language generation (NLG) area is to generate a natural language description for some structured data (i.e., a number of database records), a.k.a., the data-to-text generation task. Applicable to wide areas such as weather forecasting, financial reporting, game broadcasting, data-to-text generation systems have been studied for decades (Gatt and Krahmer, 2018). Traditionally this task is addressed by using templates or statistically learned shallow models with hand-crafted features (van Deemter et al., 2005; Belz, 2008; Konstas and Lapata, 2012). Recently, neural generation systems have shown significant progress on this task. The attention based encoder-decoder models with the copy mechanism have achieved state-of-the-art results on a few data-to-text datasets (Wiseman et al., 2017; Sha et al., 2017).

In this paper, we try to address the problem of faithfully describing the data in the generated texts, i.e., how to generate a descriptive text that contains correct entities and numeric values. Intuitively speaking, when a human writer writes weather forecasts or game summaries, he may not consider the exact entities or numbers right away. Rather, he may have finished the whole sentence (without the actual entities or numbers) in his mind, then look up the data table and fill in those exact entities and numbers at last.

Likewise, we don’t have to train our models to construct sentences and fill in the data at the same time. If we take out the entities and numeric values from the text, what is left can be considered some kind of templates with data slots waiting to be filled in. Therefore, the process of generating descriptions can be naturally divided into two stages: template generation and slot filling. An encoder-decoder based generator can be in charge of generating the templates with entities and numeric values left blank. A delayed copy network can be in charge of filling in those data slots with proper data records. Compared to traditional copy mechanisms, our approach has the following advantages:
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Traditional copy mechanisms generate and copy words at the same time, which involves merging a score distribution over the input words and a score distribution over the words in the vocabulary. It remains unclear exactly how different merging strategies affect performance. We avoid this uncertainty by leaving the task of generating words to the template generator, the task of deciding which word to copy to the delayed copy network. The two-stage approach also allows us to use a more effective pairwise ranking loss function.

Relieved of the burden of having to both generate and copy words, the template generator can now concentrate on generating better templates. This can be addressed by using a typical encoder-decoder model, which has proven to be easy to train and tune.

The delayed copy mechanism can now concentrate on slot filling, and it can utilize all the information in the input data records and the full generated template text by using double attention and position-aware attention, making the delayed copy mechanism point more precisely.

We evaluate our approach on the public ROTO dataset and evaluation results verify the efficacy of our approach, which makes a boost on the data precision of generated texts and brings a noticeable increase on BLEU score.

We organize the paper as follows. We introduce some background knowledge in Section 2 and describe our approach in Section 3. In Section 4 we present the experiments and have discussion. In Section 5 we note some additional related works. In Section 6 we conclude this paper.

2 Background

The Data-to-text Task  Following the notations in Liang et al. (2009) and Wiseman et al. (2017), let $S = \{r_j\}$ be a set of records, where for each $r \in S$, $r.type$, $r.entity$ and $r.value$ are the record’s type, entity and value, respectively. For example, there could be a record $r$ in a basketball dataset such that $r.type = \text{POINTS FIRST QUARTER}$, $r.entity = \text{LEBRON JAMES}$, and $r.value = 10$, which means LeBron James scored 10 points in the first quarter. From these records, we are interested in generating an descriptive summary $y = \hat{y}_1, \ldots, \hat{y}_T$ of $T$ words. A data-to-text dataset consists of pairs like $(S, y)$, where $y$ is a gold (human generated) summary for the record set $S$. In this paper, we develop our system on the ROTO dataset (Wiseman et al., 2017), which consists of documents summarizing NBA basketball games and the corresponding game data. For every entity that appears in $S$, we add an additional record $r^*$ to $S$, with $r^*.entity$ and the $r^*.value$ both set to the entity’s name. For example, if LEBRON JAMES appears in the game, a record $r^*$ with $r^*.entity = \text{LEBRON JAMES}$, $r^*.value = \text{LEBRON JAMES}$, $r^*.type = \text{PLAYER NAME}$ is added to $S$. This aims to copy entity in a neat and uniform way, which will be discussed later.

If a record is mentioned in the text, we consider the text as “faithfully describing the data” if the sentence in which $r.entity$ and $r.value$ are both present correctly reflects $r.type$. For example, for the fore-mentioned record $r$, if the sentence is “LeBron James got 10 rebounds in the second quarter”, it is considered unfaithful to the record. Instead, a sentence correctly reflecting the record should be “LeBron James scored 10 points in the first quarter.” Generating texts conditioned on the records is a non-trivial problem because a sentence could likely contain several records. However, there are few works explicitly addressing this issue due to the lack of challenging datasets. Previous datasets (Liang et al., 2009; Chen and Mooney, 2008; Murakami et al., 2017) generally use relatively simple language and record structure, where some simple approaches suffice. For instance, some models (Mei et al., 2016) generate entities and numeric values as other normal words while some works (van Deemter et al., 2005; Liang et al., 2009; Murakami et al., 2017) employ a “tag-then-replace” method, where they train their models to generate special tags which will be replaced with true entities or numeric values using hand-written rules. However, these approaches may fail under more complicated situations. For example, in the ROTO dataset, there are over 40 types of records and the entity names that appear in the entity portion of records change from game to game, making it hard, if not impossible, to devise hand-written rules for the “tag-then-replace” method.
Copy Mechanism  Copy mechanism in encoder-decoder models (Vinyals et al., 2015; Gu et al., 2016; Gülçehre et al., 2016; Yang et al., 2017) provides a way to directly copy words from the input. At each time step of decoding, an attention-like function is used to produce an unnormalized score distribution over the inputs, denoted as $P^\text{copy}_t$. The decoder also produces an unnormalized distribution $P^\text{word}_t$ over the words in the vocabulary. These two unnormalized score distributions are then merged into a normalized distribution $P^\text{joint}_t$. The loss function is defined as the negative log likelihood function of vanilla encoder-decoder models:

$$L = \sum_t -\log P^\text{joint}_t(w^*_t|w^*_{1:t-1}, S),$$

where $w^*_t$ is the target word at time step $t$, $w^*_{1:t-1}$ are previous words, and $S$ is the inputs. We now illustrate how copy mechanism is used in this task. A copy means the value portion (could be a numeric value or an entity name) of a record $r$ is copied into the output text. To train a copy network, one has to specify which token in the output text is copied and from which input record it is copied. For some token $y_t$ in the gold text, we assume $y_t$ to be copied from some input record $r$ only if the following constraint is met: $y_t = r.\text{value}$ and $r.\text{entity}$ is present in the same sentence with $y_t$. Therefore, for every token $y_t$, if we can find a non-empty set of records $C$, where every $r \in C$ meets the constraint, $y_t$ is considered to be copied, and $C$ is the set of valid records that is the source of $y_t$.

3 Our Approach

Our system consists of two models, an encoder-decoder based template generator that constructs the whole sentence with data slots left blank and a delayed copy network that fills in those data slots informed by both the input and the generated sentence. From a computational perspective, this two-stage method has many practical advantages. The template generator is freed from the burden of having to both generate and copy words while the copy network could benefit from utilizing the information from the full templates. This is somewhat similar to Xia et al. (2017), where they observed performing a second decoding using information from the first decoding could boost performance. In addition, detaching the copy network from the text decoder allows room for alternative loss functions, opening up a new possibility for our model. We divided the task in a neat and intuitive way, avoiding the uncertainty in the merging procedure in traditional copy mechanisms. At last, we can reduce training time by training the template generator and the copy network concurrently.
from the word decoder, i.e. placeholders, ”.</p>However in this specific task, we make a distinction between entities and numeric values, and define two with actual entities and numeric values by the copy network. The special placeholder could be “” if the template generator finds it necessary to copy a token, it outputs a special placeholder (a data slot), which will be replaced from long distance in the victory .

Overview The template generator generates the major part of the text while leaving the task of actually copying to the delayed copy network. It is essentially an encoder-decoder model and any well-performing model would suffice. In this work, we use a hierarchical model similar to the one in Li et al. (2015).

While the template generator does not decide which input record to copy from, it is responsible for deciding whether to copy a token from the input records. At each time step t, if the template generator finds it necessary to copy a token, it outputs a special placeholder (a data slot), which will be replaced with actual entities and numeric values by the copy network. The special placeholder could be “” in traditional copy mechanisms. As mentioned in Section 2, traditional copy mechanisms have to merge “compete” with the words in the vocabulary but there is no clear conclusion about how different merging operations affect performance. In this task, we find that the template generator is fully capable of deciding whether to copy or not.

Structure An input encoder Enc input first encodes every record r ∈ S by embedding r.type, r.entity and r.value and applying a 1-layer MLP followed by an LSTM over the embedding vectors, i.e. dj = Enc input(řj). We also note that in this paper, all embedding vectors and hidden states are in R^D unless stated otherwise, where D is the dimension. The input encoder is followed by a hierarchical decoder consisting of a sentence decoder Dec sent and a word decoder Dec word. The sentence decoder outputs sentence representations while the word decoder predicts words in a sentence sequentially. The hidden states of the word decoder Dec word are denoted as hj temp. At test time, beam search can be applied to the word decoder of the template generator. For more details, please refer to Li et al. (2015).

3.2 Slot Filling with Delayed Copy Network

Overview Our copy network fills in the data slots (placeholders) in the generated template. For every placeholder in the template y, the delayed copy network takes in the following inputs: an input vector hj corresponding to the placeholder; a series of input-record-based vectors hj record, each corresponding to an input record r; another series of template-text-based vectors hj temp, each corresponding to a placeholder in the template sentence that the placeholder is in. After applying the attention mechanism to both the input records and the template text, it generates a score distribution over the input records and selects the record with the highest score to copy from.

Let us assume the placeholder in question is the m-th word in the template sentence. We always let hj = hj temp. We now discuss how we can obtain hj record and hj temp. There are actually two ways to do this. We can reuse the hidden states from the template generator to get hj record and hj temp. Or we

| Original Text: | The San Antonio Spurs (47 - 9) held off the Phoenix Suns (14 - 42) for a 118 - 111 win. Spurs’ three-point shooting was the key, as they went 10 for 16 from long distance in the victory. |
|---|---|
| Target Template: | The <entity> ( <number> - <number> ) held off the <entity> ( <number> - <number> ) for a <number> - <number> win. <entity>’s three-point shooting was the key, as they went <number> - for - <number> from long distance in the victory. |

Table 1: An example of the original text and the corresponding target template.
can fully detach the delayed copy network from the template generator by using a template text encoder $\text{Enc}_{\text{temp}}$ to get $\{h^\text{temp}_i\}$, a separate input encoder $\text{Enc}_{\text{input}}$ to get $\{h^\text{record}_j\}$.

Although in the first method, models can be trained in an end-to-end fashion, the burden of actually copying tokens still falls back to the template generator as its hidden states are reused in the copy network. In the second method, which we call a “two-stage” method, the template generator and the copy network are trained separately. This allows the template generator to focus on generating templates. Moreover, since the copy happens after template generation, a bi-directional RNN (Schuster and Paliwal, 1997) can be used in $\text{Enc}_{\text{temp}}$, which enables the hidden state of each word to summarize not only the preceding words but also the following words.

In this specific task, we always fill in the <entity> placeholders first and when we do that, we only consider the additional records $r^\text{s}$ mentioned in Section 2. When we fill in the <number> placeholders, we only consider the records whose entity portions have been copied into the sentence. In short, when we replace a certain placeholder, only a subset of $S$, which we denote as $S^\text{s}$, are considered. This small $S^\text{s}$ trick ensures the copy network does not copy numeric values whose entity portion is not present in the same sentence. This trick is not applicable in traditional copy networks where the order in which we copy tokens can not be adjusted.

**Double Attention** Attention mechanism (Bahdanau et al., 2014; Luong et al., 2015) can be described as a function mapping a query vector $v_q$ and a series of source vectors $\{v_s\}$ to a context vector $v_c$, i.e. $v_c = \text{Atten}(v_q, \{v_s\})$. More concretely,

$$v_c = \sum a_s v_s$$

where

$$a_s = \frac{\exp(u_s)}{\sum_{s'} \exp(u_{s'})}, \quad u_s = v_q^T \cdot W \cdot v_s$$

and $W$ is a parameter matrix in $\mathbb{R}^{D \times D}$.

To point more precisely, attention mechanism is employed to the input records as well as to the generated template. Given the input vector $h_p$, the input-record-based vectors $\{h^\text{record}_j\}$ and the template-text-based vectors $\{h^\text{temp}_t\}$, an input-record-based context vector $v^\text{record}_c = \text{Atten}(h_p, \{h^\text{record}_j\})$ is computed to utilize information from the input records. Likewise, a template-text-based context vector $v^\text{temp}_c = \text{Atten}(h_p, \{h^\text{temp}_t\})$ is computed to utilize information from the template. In contrast, the traditional copy network only applies attention mechanism to the input records.

$v^\text{record}_c$, $v^\text{temp}_c$ and the input vector $h_p$ are then combined to produce a score for a $i$-th input record $r_i$:

$$\text{Score}(r_i) = [v^\text{record}_c; v^\text{temp}_c; h_p]^T \cdot W_1 \cdot \tilde{r}_i$$

where $W_1$ is a parameter matrix in $\mathbb{R}^{3D \times D}$.

**Position-aware Attention** In the task of relationship classification, which involves determining the relationship of a pair of entities, it has been observed that the relative distances from other words in the sentence to the entities could be informative (Zeng et al., 2014; dos Santos et al., 2015). Inspired by Zhang et al. (2017), we employ a modified position-aware attention mechanism to the template text.

When replacing some placeholder using the copy network, the distances between every word in the generated text and the placeholder are incorporated into the calculation of the template-text-based context vector $v^\text{temp}_c$. Compared to simply using $\text{Atten}(h_p, \{h^\text{temp}_t\})$ to calculate $v^\text{temp}_c$, this method allows the network to pay attention to words according to their relative locations to the placeholder.

Formally, let’s assume $\{y'_1, y'_2, \ldots, y'_n\}$ is the generated template sentence and the placeholder we are replacing is the $m$-th token. For every word in the sentence other than the placeholder itself, we calculate its distance to the placeholder to obtain a position sequence $\{q_1, q_2, \ldots, q_{m-1}, q_{m+1}, \ldots, q_n\}$.

\footnote{Concretely, $h^\text{temp}_t = \text{Enc}_{\text{temp}}(y'_t)$, where $y'_t$ is the sentence the placeholder is in; the separate input encoder has identical settings with the input encoder in template generator, so $h^\text{record}_j = \text{Enc}_{\text{input}}'(r_j)$; the hidden state of the $\text{Enc}_{\text{temp}}$ is initialized using the hidden state of $\text{Enc}_{\text{input}}$.}
where \( q_t = t - m \). Using a position embedding matrix \( Q \), we can then obtain a positional embedding sequence \( \{ q'_1, q'_2, \ldots, q'_{m-1}, q'_{m+1}, \ldots, q'_n \} \). Combining \( \{ q'_t \} \) and \( \{ h^\text{temp}_t \} \), we can calculate the template-text-based context vector \( v^\text{temp}_c \) as:

\[
v^\text{temp}_c = \sum_{t \in [1,n]: t \neq m} a_t h^\text{temp}_t \tag{4}
\]

where

\[
a_t = \frac{\exp(u_t)}{\sum' \exp(u'_t)}, \quad u_t = h_p^T \cdot W_2 \cdot [h^\text{temp}_t, q'_t] \tag{5}
\]

and \( W_2 \) is a parameter matrix in \( \mathbb{R}^{D \times 2D} \).

**Pairwise Ranking Loss**  As mentioned in Section 2, in traditional copy mechanisms, the unnormalized distribution over input records \( P^\text{copy}_s \) and the unnormalized distribution over words in the vocabulary \( P^\text{word}_s \) are merged into a normalized distribution \( P^\text{joint}_s \), which involves somehow applying a softmax function to \( P^\text{copy}_s \). This method limits the possibility of alternative loss functions for the copy network. In fact, choosing the right input record to copy can also be viewed as ranking the records according to their relative appropriateness, which justifies the use of a ranking loss function. It has been observed in the task of relationship classification that a pairwise ranking loss function is better than a log-likelihood loss function following the softmax function (dos Santos et al., 2015). Following the notation in Section 2, for any \( y_t \) that is considered to be copied from the input, \( C \) is the set of valid input records that is the source of \( y_t \) while \( S^* \) is the record set worth considering. A score can be calculated for every record in \( S^* \) using Equation 3. We reward the scores of the valid input records and penalize the highest score among all invalid input records by minimizing a pairwise ranking loss function, defined as:

\[
L = \log (1 + \exp(\gamma (m^+ - \sum_{r_i \in C} \text{Score}(r_i)))) + \log (1 + \exp(\gamma (m^- + \max_{r_i \in S^*, r_i \notin C} \text{Score}(r_i)))) \tag{6}
\]

where \( m^+ \) and \( m^- \) are margins and \( \gamma \) is a scaling factor that magnifies the difference between the score and the margin, and helps to penalize more on the prediction errors.

4 Experiments

4.1 Setup

**Dataset**  We experiment our method on the RotoWire dataset (Wiseman et al., 2017). The average text length is 337.1, while the average text lengths of previous datasets (Chen and Mooney, 2008; Liang et al., 2009; Lebret et al., 2016) do not exceed 30. The average number of input records is 628, while those of other datasets do not exceed 200. The text in this dataset also contains a decent percentage of entities and numeric values. This is indeed a challenging enough dataset to test our model on.

**Implementation**  We perform an additional step in preprocessing called “relexicalization”\(^4\). We used PyTorch (Paszke et al., 2017) for implementation. For encoders and decoders, we use two layers of LSTM. The hidden states and the embedding vectors are all in \( \mathbb{R}^{600} \). General-style attention and input-feeding (Luong et al., 2015) are employed. The models are trained using Adam (Kingma and Ba, 2014). The hyper parameters for pairwise ranking loss are set to those provided in dos Santos et al. (2015) without further tuning.

\(^3\)In some models (Gu et al., 2016) \( P^\text{copy}_s \) is not directly normalized. It is mixed with \( P^\text{word}_s \) and then normalized jointly. But generally, we can say that \( P^\text{copy}_s \) is somehow “normalized” using a softmax function.

\(^4\)An entity may have different aliases. For example, “Phoenix Suns” can be referred to as “Suns”, “Phoenix” or “Phoenix Suns”; a player can be referred to using his first name or second name or full name. In this work, we didn’t make our model learn this naming strategy for processing simplicity. We replace all different alias of the same entity with a uniform name. However, there might be need for diverse naming strategies in a real world situations and we leave that to future work.
**Evaluation Metrics** For a long time, the automatic evaluation metrics for the data-to-text task have been limited to ones like BLEU (Papineni et al., 2002) and ROUGE (Lin, 2004). However, Wiseman et al. (2017) proposed to use relationship classification techniques for evaluation. Given a sentence and a pair of an entity and a numeric value in the sentence, a relationship classification system can predict the relationship between the entity and the numeric value. Therefore, such a system can be used to assess the quality of automatic generations by extract correctly described records from the generated text. We follow Wiseman et al. (2017) and evaluate our models on these three automatic metrics:

- **Relation Generation (RG):** precision ($P\%$) and number (#) of unique records correctly reflected in the generated text.
- **Content Selection (CS):** precision ($P\%$) and recall ($R\%$) of unique records correctly reflected in the generated text that are also reflected in the gold text.
- **Content Ordering (CO):** normalized Damerau-Levenshtein Distance ($DLD\%$) (Brill and Moore, 2000) between the sequences of records extracted from the generated text and those from the gold text.

Among the three metrics, we argue that the $RG$ metrics is the most crucial one as it evaluates the data fidelity of the system. In this task, it could be considered okay if the system decides to report the game from a different angle and describe some data that are not present in the gold text or describe them in a different order, as the saying goes, “There are a thousand Hamlets in a thousand people’s eyes.” However, it would be intolerable if it got the scores wrong. We also note that these automatic metrics provided in Wiseman et al. (2017) can achieve over 94% accuracy on held-out data, making it practical for evaluation.

4.2 **Comparison with the State-of-the-art Models**

| Model                       | Dev Set BLEU | Test Set BLEU |
|-----------------------------|--------------|---------------|
| Joint Copy with Rec & TVD   | 11.53        | 11.83         |
| Conditional Copy            | 13.08        | 12.59         |
| Our Model                   | **14.66**    | **14.33**     |

Table 3: Template quality

Here we present the comparison results against models with state-of-the-art traditional copy mechanisms\(^5\) in Table 2, including the Joint Copy with Rec & TVD model, which is an augmented version of

\(^5\)We also tried to train a Conditional Copy model with a hierarchical structure, however the results are not satisfying. We argue that this could be because the hierarchical structure is interfering with the copy network, let alone the fact that this Conditional Copy model has been observed to require extra consideration in training procedure.
the Joint Copy model (Gu et al., 2016), and the Conditional Copy model (Gülçehre et al., 2016). Here we used trained models provided by Wiseman et al. (2017) and performed "relexicalization" on the results to keep things fair.

It is clear that our model outperformed other models by a large margin on data fidelity. The precision of record generation (RG) boosted by more than 10%, achieving 85%. The number of correctly generated records also went up by more than 2.5.

We also observed an increase in BLEU score by about two points. We argue that it is not only because the entities and numbers are filled in more precisely, but also because the templates are generated better.

In fact, we compared the template quality of different models in Table 3. We take out all the entities and numeric values in the generated text as well as the gold text and calculate their BLEU score. Results show that our model indeed generates better templates.

With the precision up, we also observed a decent increase on the content ordering (CO) metrics. It is worth noting that an increase on RG does not guarantee improvement on content selection (CS). This is perhaps because models that learn to generate records more accurately may not learn to generate records more like human writers. In fact, all models achieved close scores on the recall of CS. It is worth noting that the Joint Copy model, worst on RG, achieved the highest recall on CS.

4.3 Model Validation

We conduct experiments to show how the model’s performance is affected by removing some components in the delayed copy network. We used the same template generator for all these models. Results (Table 3) reveal some interesting characteristics about our models.

The biggest boost comes from the pairwise ranking loss we employed. Replacing the ranking loss with a log-likelihood loss in traditional copy mechanisms ("-ranking loss") would result in a drop in RG. The BLEU suffered less, which we argue is due to the well-performing template generator. The "-ranking loss" model still outperforms the Conditional Copy model, with higher precision of record generation, more correct records and higher BLEU score. Removing the template-text-based attention ("-double attention") or replacing the template-text-based position-aware attention with a vanilla attention ("-pos attention") also results in a decline on mostly RG and BLEU, showing the efficacy the double attention and position-aware attention. We also tested a model without the S* trick ("-S* trick") mentioned in Section 2. It can be seen that this trick makes a small improvement to our model yet it is not a defining factor.

4.4 Case Study

Our Model: The Magic (25 - 53) defeated the Bulls (46 - 32) 105 - 103 on Wednesday at the Amway Center in Orlando. The Magic got off to a quick start in this one, out - scoring the Bulls 29 - 21 right away in the first quarter. The Magic were the superior shooters in this game, going 46 percent from the field and 35 percent from the three - point line, while the Bulls went 43 percent from the floor and just 46 percent from beyond the arc. The Magic were also able to force the Bulls into 25 turnovers, while committing only 15 of their own, which may have been the difference in this one. The Magic were led by Tobias Harris, who posted 8 points (2 - 13 FG, 4 - 4 FT), 3 rebounds and three steals...

Conditional Copy: The Magic (25 - 53) defeated the Magic (25 - 53) 105 - 105 on Wednesday at the Amway Center in Orlando. The Bulls got off to a quick start in this one, out - scoring the Bulls 29 - 21 right away in the first quarter. The Magic were the superior shooters in this game, going 46 percent from the field and 46 percent from the three - point line, while the Magic went just 43 percent from the floor and 35 percent from deep. The Bulls were also able to force the Magic into 16 turnovers, while committing only 16 of their own. The Bulls were led by the duo of Nikola Vucevic and Nikola Vucevic. Nikola Vucevic went 9 - for - 16 from the field and 3 - for - 4 from the three - point line to score a game - high of 22 points, while also adding two rebounds and two assists...

Gold: The Magic (25 - 53) defeated the Bulls (46 - 32) 105 - 103 on Wednesday at the Amway Center in Orlando. Down two with just over six seconds left in the game, it was Pat Gasol who was able to force his way to the free throw line and hit a pair of free throws to tie the game up. Victor Oladipo then came up clutch for the Magic, driving for a layup with just a second left in the game, therefore giving them a two point lead and eventually the victory. With the win, the Bulls move into a tie with the Toronto Raptors for the third projected playoff seed in the Eastern Conference. With just four games left in the regular season, it will be a battle for future playoff positioning from here on out. The Magic were superior shooters in this one, going 46 percent from the field, while the Bulls finished at 43 percent...

Table 4: Example texts generated by different models. Only a part of the texts are showed due to space limitation. The erroneous text has been marked red. Unmarked text correctly reflects records.

We show an example of the text generated by our model, the Conditional Copy model and the corresponding gold text in Table 4. It is clear that our model made fewer mistakes when it comes to accurately describing the data. One interesting finding is that the Conditional Copy model suffers from a common issue found in language-model based models, repetition. The repetition is not shown in repeated sentence
Table 5: Average number of correct, wrong and repeated records in the generated text per sentence.

| Model          | Correct | Wrong | Repeated |
|----------------|---------|-------|----------|
| Conditional Copy | 3.34    | 1.58  | 0.35     |
| Our Model      | 3.78    | 1.03  | 0.10     |

patterns like in language-model based models but in the repeatedly copied entities and numbers. There are more than 7 repetitions in this short text. However, in our model, the delayed copy network avoided such problem since it is actually not based on language models. We conducted human evaluations to support our assumption. We manually checked 100 sentences randomly selected from summaries for 8 randomly selected games. We checked for correct records, wrong records and repeated records in the text. A record is considered repeated if it is mentioned twice in a short segment. Results (Table 5) show that our model generates records more precisely and makes much fewer repetitions.

We also inspected the attention heat map of the decoding-side attention. The attention weights seem to concentrate heavily on a single word, rather than spread across words. We argue that this is probably because the attention mechanism in our delayed copy network works somehow differently from the traditional attention mechanism. In machine translation (Bahdanau et al., 2014; Luong et al., 2015), the attention mechanism is applied between a language-model based decoder and an encoder. However, in our model, the template-text-based attention mechanism is applied within a bi-directional text encoder. So the bi-directional encoder in our model could have learned to condense the information into the hidden state of a single word.

5 Related Work

Traditionally, data-to-text tasks are decomposed into two subproblems (Kukich, 1983; Goldberg et al., 1994): content selection, which involves choosing a subset of relevant records to talk about, and surface realization, which is concerned with generating natural language descriptions for this subset. There is also an alternative decomposition in Reiter and Dale (1997), where they break the problem down to three modules: content selection, micro planning, and surface realization. There is also a corresponding work (Mellish et al., 2006) that challenges this decomposition. In early stages, surface realization is often realized using templates (van Deemter et al., 2005) or statistically learned models with hand-crafted features (Belz, 2008; Konstas and Lapata, 2012). Machine learning approaches have also been applied to content selection. Barzilay and Lapata (2005) models it as a classification problem, whereas Liang et al. (2009) uses a generative semi-Markov model.

With the rise of neural networks, some recent work has focused on generating text from data using neural networks, for example, generating weather forecasts as well as game descriptions (Mei et al., 2016), generating short biographies from Wikipedia Tables (Lebret et al., 2016; Hachey et al., 2017; Sha et al., 2017; Liu et al., 2017), and generating market comments from stock prices (Murakami et al., 2017). With these models achieving excellent results on traditional evaluation metrics such as BLEU (Papineni et al., 2002) or ROUGE (Lin, 2004), Wiseman et al. (2017) proposed to evaluate data-to-text systems from three aspects using relationship classification systems: data fidelity, content selection and content ordering. While there has been some work (Liu et al., 2017; Sha et al., 2017) related to the last two aspects, we find little work explicitly tackling the data fidelity problem.

Here we point out a parallel and independent work (Lu et al., 2018) on image caption that also employs a similar framework. They also generate slotted templates first and then fill in those slots with a separate model, though the exact models used in their work is quite different from ours.

6 Conclusion and Future Work

In this paper, we present a novel two-stage approach with a delayed copy mechanism to improve the precision of data in generated texts. Experiments show that our model points more precisely than other state-of-the-art models and also generates better templates. There is lots of future work we can do. The content selection ability of the model has the potential to be improved and we would like to further
improve the precision of copy mechanism. Another appealing direction is to adopt our delayed copy mechanism to other NLG domains.
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