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ABSTRACT

Multiple raters are often needed to be used interchangeably in practice for measurement or evaluation. Assessing agreement among these multiple raters via agreement indices are necessary before their participation. While the intuitively appealing agreement indices such as coverage probability and total deviation index, and relative area under coverage probability curve, have been extended for assessing overall agreement among multiple raters, these extensions have limitations. The existing overall agreement indices either require normality and homogeneity assumptions or did not preserve the intuitive interpretation of the indices originally defined for two raters. In this paper, we propose a new set of overall agreement indices based on maximum pairwise differences among all raters. The proposed new overall coverage probability, overall total deviation index and relative area under the coverage probability curve retain the original intuitive interpretation from the pairwise version. Without making any distributional assumption, we also propose a new unified nonparametric estimation and inference approach for the overall indices based on generalized estimating equations that can accommodate replications made by the same rater. Under mild assumptions, the proposed variance estimator is shown to achieve efficiency bound under independent working correlation matrix. Simulation studies under different scenarios are conducted to assess the performance of the proposed estimation and inference approach with and without replications. We illustrate the methodology by using a blood pressure data with three raters who made three replications on each subjects.
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1 Introduction

Indices are developed to assess the agreement among different raters or different measurements from a rater on the same subjects. Barnhart et al. categorized existing approaches for evaluation of agreement into descriptive tools, scaled summary indices attaining values between -1 and 1 and unscaled summary indices[1]. She further elucidated that unscaled indices, such as coverage probability (CP) and total deviation index(TDI), are preferred for assessing the agreement in a core lab setting with following advantages: (1) they are simple to implement ; (2) they can be interpreted intuitively in terms of the original measurement unit; (3) the CP can provide actionable results that guide readers to identify the source of the agreement to improve their measurements[2]. CP quantifies the chance of the difference between two measurements from two given raters on the same subject being less than a pre-fixed acceptable boundary \( \delta \). TDI, as a counterpart of CP, is the boundary where the difference of two measurement falls into with a pre-specified confidence or probability. In practice, it may be desirable to set more than one acceptable/tolerable boundary up to a maximum acceptable difference \( \delta_{\text{max}} \) with corresponding acceptable CPs. For example, the British hypertension society protocol (BHSP) for the evaluation of blood pressure measuring device [3] shown in Table 1. This protocol classifies the grade of blood pressure measuring devices by specify the satisfactory CPs for multiple pre-specified differences (Table 1). Therefore, it is useful to summarize the agreement based on a coverage probability curve defined as the curve
of coverage probability for a range of differences. A relative area under coverage probability curve (RAUCPC) was introduced as a summary index as a measure of agreement[4].

Table 1: The British hypertension society protocol for the evaluation of blood pressure measuring device

| Pre-specified Difference (mmHg) | Grade ≤ 5 | ≤ 10 | ≤ 15 | ≤ 20 |
|--------------------------------|-----------|------|------|------|
| Pre-specified Coverage Probability | A 60 85 95 100 | B 50 75 90 95 | C 40 65 85 90 | D Fail to achieve C |

20mmHg is not included in the original protocol but added here as the maximum acceptable difference

CP, TDI and RAUCPC are all originally defined for two raters. However, there may be some competing new raters developed at the same time that need to be compared to each other or to an existing rater. Here we are interested in the interchangeability among more than two raters. For example, in the data set published in the Bland and Altman’s paper [5], the blood pressures of 85 patients were measured by two human observers and one device. We are interested in whether these three raters (two human observers and one device) can be used interchangeably. Therefore, it is desirable to extend the CP, TDI and RAUCPC to measure agreement among multiple raters while preserving the intuitive interpretation of pairwise version. Lin et al.[6] first extended the concept of CP and TDI to multiple raters using two-way mixed model and later Jang et al.[7] proposed a new set of definitions based on the root mean square of pairwise differences(RMSPD). Although these overall agreement indices give some insight of the closeness of tested raters, they have limitations due to assumptions that may not hold in practice. First, the overall unscaled indices proposed by Lin is an approximate measure that are good only when following assumptions hold[6]: (1) the relative bias square is small; (2) the measurements follow normal distributions; (3) homogeneity across different raters. For overall indices proposed by Jang et al.[7], though the assumptions are relaxed, it still requires the difference from two measurements on the same subject is normally distributed. We will demonstrate these assumptions do not hold for the blood pressure measurements[5] in section 4.

In addition to the distributional assumption, the overall indices proposed by Jang et al.[7] is difficult to have intuitive interpretation in practice. For example, for the overall CP(OCPC) proposed by Jang et al., the satisfactory boundary is specified based on the root mean square of all pairwise differences among the raters. While an acceptable difference between two measurements can be chosen based on clinical implication, but it is not easy to choose an acceptable root mean square of differences in practice because its magnitude is difficult to interpret in terms of clinical judgement. Moreover, a satisfactory agreement through this OCP cannot guarantee the raters are interchangeable. For example, if one rater has large departure from the rest raters and thus not interchangeable with others, but by averaging squared pairwise differences the resulting RMSPD can be acceptable and leading to claiming all raters are interchangeable. Similar problems could happen for their overall TDI and RAUCPC as well. Last but not the least, Jang’s method[7] cannot be applied to the measurements by raters with replications and would need to be applied by restricting to one measurement per rater on each subject.

To address aforementioned issues, we propose new sets of overall CP, TDI and RAUCPC based on the maximum pairwise distances (MPD) to assess overall agreement among all considered raters. The new indices have intuitive interpretation in terms of original measurement unit and can be estimated by a unified non-parametric distribution-free paradigm based on Generalized Estimation Equations (GEE). The GEE approach could assess the inter- and intra-rater agreement simultaneously without normality and homogeneity assumptions. Moreover, under minimum set of assumptions, we show that the the estimator will achieve the semi-parametric efficiency bound using the working independence covariance matrix. The paper is organized as follow. In Section 2, we first propose a new estimator of pairwise RAUCPC. Then we introduce the new definitions of overall CP, TDI and RAUCPC and with the new estimator of RAUCPC, we are able to develop a unified GEE approach for estimation and inference for all overall indices. We provide the simulation results in assessing the performance of the unified approach and illustrate the method with the example of the blood pressure data from Bland and Altman[5] in Section 3 and Section 4 respectively. Finally, we draw conclusions and provide some discussions in Section 5.

2 Methods

We are interested in whether $J$ raters can be used interchangeably for making same type of measurement in a given population. For a subject randomly sampled from a population, we denote $Y_j$ as the measurement taken by rater
The interchangeability among the raters can be based on a distance metric, $D$, which reflects the closeness among measurements given by the raters. For $J = 2$, the distance metrics is defined as

$$D = |Y_1 - Y_2|$$

(1)

It is intuitive that a smaller distance implies a better agreement between two raters. For using these two raters interchangeably, one would like to have a high probability that this distance is within an acceptable difference. Therefore, the concept of coverage probability is used and it is defined as the probability that the distance falls within a boundary $d$,

$$CP(d) = Pr(D < d) = F_D(d)$$

(2)

where $F_D(d)$ is the cumulative distribution function of $D$ over the target population. The higher the CP(d), the better the agreement. To use CP to claim satisfactory agreement, we need to pre-defined a clinically acceptable boundary $\delta_0$ and the corresponding satisfactory probability $\pi_0$. If $CP(\delta_0)$ is greater than or equal to $\pi_0$, we can claim that two raters are interchangeable. The TDI, as a counterpart of CP, is defined as the boundary that $\pi$ proportion of the distances falls within

$$TDI(\pi) = F_D^{-1}(\pi)$$

(3)

The smaller the TDI is, the better the agreement is. To use TDI to claim satisfactory agreement, we need to pre-defined a clinically acceptable probability $\pi_0$ and a satisfactory boundary $\delta_0$. If $TDI(\pi_0)$ is less than or equal to $\delta_0$, then we claim that two raters are interchangeable.

In practice, it is sometimes desirable to control the quality on more than one pre-specified differences, or we may simply want to summarize the agreement based on differences up to a maximum acceptable difference. This leads to consider a coverage probability curve $(d, CP(d))$. Relative area under the CP curve (RAUCPC) is proposed [2] as a summary index of coverage probability curve by the scaled area under the coverage probability curve to a maximum acceptable difference $\delta_{max}$. The $\delta_{max}$ is often chosen as $CP(\delta_{max}) = 1$. Specifically, RAUCPC is defined as

$$RAUCPC(\delta_{max}) = \frac{\int_0^{\delta_{max}} CP(d)dd}{\delta_{max}} = \frac{\int_0^{\delta_{max}} F_D(d)dd}{\delta_{max}}$$

(4)

RAUCPC ranges from 0 to 1 and a greater value indicates a better agreement. To use RAUCPC to claim satisfactory agreement, we need to pre-specify an acceptable RAUCPC, $\tau_0$. If RAUCPC is greater than or equal to $\tau_0$, the we claim that two raters are interchangeable. It is not obvious how to choose $\tau_0$ and we can use the British hypertension society protocol to illustrate one way of choosing $\tau_0$. As shown is Table I, we can set $\delta_{max} = 20$. For grade C device, satisfactory coverage probabilities are specified for the absolute differences of 5, 10, 15, and 20. By linearly connecting these specific points, $(d, CP(d))$ for $d = 5, 10, 15, 20$, yields a satisfactory coverage probability curve for grade C device. Curves corresponding to Grade A, B and C are shown in Figure I. The shaded area for Grade C is equal to 11.8 and the the RAUCPC is 0.59. Thus, one can use $\tau_0 = 0.59$ as the criterion for satisfactory Grade C device. Similar $\tau_0$ can be computed for claiming Grade A or Grade B device.

Jang et al. [7] extended the pairwise CP, TDI and RAUCPC to multiple raters by defined the distance metrics as

$$D^* = \sqrt{\frac{2}{J(J-1)} \sum_{1 \leq p < q \leq J} (Y_p - Y_q)^2}$$

(5)

Their overall CP based on the $D^*$ was defined as $OCP^*(d) = Pr(D^* < d)$. However, this definition may claim a satisfactory overall agreement and fail to detect the outlier raters due to the averaging. For example, suppose there are four competing raters where the first three raters give identical measurements and the fourth rater gives measurements greater than the other three raters by 5 on all subjects. Suppose the pre-defined clinical meaningful boundary is $\delta_{CP} = 3$. Then $D^* = 2.8$ for all subjects implying $OCP^*(3) = 1$ and thus it would satisfactory agreement, even through the fourth rater gave clinically different outcomes on every subjects with the other three raters. Thus there is a need for a better distance metrics for assessing agreement among multiple raters.

### 2.1 Proposed Overall Agreement Indices

For two raters, aforementioned agreement indices defined interchangeability in the sense that whichever rater measures the subject the results are clinically similar. We want to extend this intuition of interchangeability for the situation with more than two raters. As a example, a patient walks into a local clinic and has his/her blood pressure measured by one of the multiple nurses there. The patient would expect that his/her blood pressure measurement will be similar no matter which nurse takes the measurement, in the sense that the nurses are interchangeable. Therefore, the largest difference
between any two nurses should be clinically negligible. Following this idea, we define a new distance metric, maximum pairwise difference (MPD), among J raters as

$$D = \max \{|Y_j - Y_{j'}| : j, j' = 1, \cdots, J\}$$  \hspace{1cm} (6)$$

The maximum pairwise difference could avoid the pitfalls brought by averaging all pairwise difference and can be reduced to the pairwise difference when \(J = 2\). The new overall coverage probability (OCP) and overall totally deviation index (OTDI) based on MPD are defined as

$$OCP(d) = \Pr (D \leq d) = F_D(d) \hspace{1cm} \text{OTDI}(\pi) = F_D^{-1}(\pi)$$  \hspace{1cm} (7)$$

where \(F_D(d)\) is the cumulative distribution function of MPD. The OCP measures the probability that maximum pairwise difference among \(J\) raters are less than a given acceptable boundary \(\delta_0\) with clinical meaning. To use OCP to claim satisfactory agreement, we need to pre-define a clinically acceptable boundary \(\delta_0\) and the corresponding satisfactory probability \(\pi_0\). Since the PMD is in the same unit of pairwise distance, \(\delta_0\) can be chosen similarly with the pairwise CP. If \(OCP(\delta_0) \geq \pi_0\), then chance that the measurements given by \(J\) raters on the same subject are within distance \(\delta_0\) is greater than \(\pi_0\). As a counterpart of OCP, OTDI captures the boundary that all possible pairwise differences among the raters of \(100\pi_0\%\) subjects are fall into \((-\text{OTDI}(\pi_0), \text{OTDI}(\pi_0))\) and if \(\text{OTDI}(\pi_0)\) is smaller than the pre-set satisfactory boundary \(\delta_0\) then we could claim that the raters are interchangeable.

When there are more than one acceptable boundary is of interest or we are interested in an aggregated agreement up to a maximum boundary \(\delta_{max}\), the overall relative area under the overall coverage probability curve, as an extension of RAUCPC, is defined as

$$R AUOCPC(\delta_{max}) = \frac{\int_0^{\delta_{max}} OCP(d)dd}{\delta_{max}} = \frac{\int_0^{\delta_{max}} F_D(d)dd}{\delta_{max}}$$  \hspace{1cm} (8)$$

Like RAUCPC, RAUOCPC ranges from 0 to 1 and higher values indicates a good agreement. Since the MPD preserves the original unit of the measurement, we can use the clinical information from the pairwise version about the acceptable boundary for setting multiple boundaries for MPD. In this way, we could set the satisfactory RAUOCPC the same way as we did for the pairwise RAUCPC.

2.2 Estimation and Inference

We propose a unified distribution-free GEE approach to estimate and make inference on OCP, OTDI and RAUOCPC. Minimum assumptions are made as follows: (1) measurements of different subject are independent; (2) replicated
measurements are i.i.d. given the same rater on the same subject. Since current estimators for RAUCPC proposed by Barnhart can not be expressed as a sum of function of each subjects, they are unable to fit in the GEE framework. Therefore, in this section, in order to have a unified GEE model for RAUCPC together with OCP and OTDI, we first propose a new unbiased non-parametric estimator for pairwise RAUCPC and RAUOCPC. Second, we present the unified GEE model and the inference approach.

2.2.1 Unbiased Non-parametric Estimator for RAUCPC

Barnhart proposed both parametric and non-parametric approaches for estimating RAUCPC. The parametric RAUCPC estimator is calculated based on the estimated density function of $D$ where the measurements are assumed to follow a normal distribution. While for the non-parametric estimator, suppose all distinct observations of $D$ are $d_1 < \cdots < d_m$ with the corresponding estimated values of $CP(d_i)$. Let $d_0 = 0$ and $d_{m+1} = \delta_{\max}$, the estimated RAUCPC is equal to the area under the connected line $(d_i, CP(d_i))$ based on trapezoid rule. It is clear that both estimators cannot be expressed as a sum of independent functions of individual subjects. Therefore, a new unbiased nonparametric estimator is developed below for our unified GEE framework.

The RAUCPC is defined as the scaled integration of cumulative distribution function of distance metric from 0 to a maximum acceptable boundary $\delta_{\max}$. By the role of integration by parts,

$$\int_0^{\delta_{\max}} F_D(d)dd = F_D(d)|_{0}^{\delta_{\max}} - \int_0^{\delta_{\max}} df_D(d)dd$$

followed by the Lemma 2.1, we can use

$$E[C]$$

which is proofed in the Appendix A. This leads to the following lemma.

**Lemma 2.1** The relative area under coverage probability curve can be expressed as, i.e.,

$$RAUCPC = \frac{\int_0^{\delta_{\max}} F_D(d)dd}{\delta_{\max}} = \frac{E[C]}{\delta_{\max}}$$

Similarly, for RAUOCPC with multiple raters, $RAUOCPC = E[C]/\delta_{\max}$. Followed by the Lemma 2.1 we can use moment estimator $\frac{1}{N} \sum_{i=1}^{N} C_i/\delta_{\max}$ for RAUCPC/RAUOCPC when there is no replications. This form of estimator can be easily incorporated into GEE framework when there are replicates.

The performance of this new non-parametric estimator of RAUCPC is assessed via simulation and the results are presented in Appendix B. In general, for both normally and non-normally distributed data, the new proposed non-parametric estimator has similar or better performance than the previous estimators in terms of bias and mean square error(MSE).

2.2.2 Unified Generalized Estimation Equation Approach

Let $Y_{ijk}$ be the $k$th successive replicate measured by $j$th rater on $i$th subject. It is reasonable to assume that successive replicates measured by same rater on same subject are equivalent where $\{Y_{ij1}, \ldots, Y_{ijk}\}$, are identically and independent distributed when we condition on $i$th subject and $j$th rater. This assumption implies that the unconditional distribution of $Y_{ij} = (Y_{ij1}, \ldots, Y_{ijk})$ has a distribution with an exchangeable correlation matrix $\Sigma_j$ where we denote $corr(Y_{ijk}, Y_{ij'k'}) = \rho_{jj'} \delta_{kk'}$. $\rho_{jj'} 1_{K_j \times K_j}$ is a $K_j \times K_j$ matrix with $1$ as elements and $K_j$ is the number of replicates for $j$th rater. For simplicity, we assume that the number of replicates are equal to $K$ for all raters per subjects and it can be easily extended to unbalanced design. Since MPD is defined over a collection of $J$ measurements with one from each rater on the same subject, when there are $K$ replications of each raters, we can get
$K^J$ distinct collections of \{$Y_{ij,k_1}, \ldots, Y_{ij,k_J}$\}, \(k_j = 1, \ldots, K\). On each collection, we could compute the observed MPD and index it by \(m\). The MPD at the \(m\)th collection, \(\{k_m^0, \ldots, k_m^n\}\), is expressed as

\[
D_{im} = \max \{|Y_{ij,k_j} - Y_{ij,k_j'}| : j,j' = 1, \ldots, J\}, \quad m = 1, \ldots, K^J
\]  
(15)

If \(J = 2\), then this distance reduces to the distance for two raters mentioned above. For a random subject \(i\), we have a random vector \(D_i = (D_{i1}, \ldots, D_{iM})\) where \(D_{im}\) has the same marginal distribution \(F_D(d)\).

To develop a unified form, we first denote the agreement index of interest, OCP, OTDI or RAUOCPC, as \(\beta\) and channel it with the parameter for estimation, \(\theta\), in GEE model with link function \(\theta = g(\beta)\). For OCP and RAUOCPC ranging from 0 to 1, logit transformation is used. For OTDI, since it is greater than 0, the natural log transformation is used. After transformation, the parameter of interest, \(\theta\), in GEE model can range form \(−\infty\) to \(\infty\). Under the standard GEE framework, we need to find a function \(s(D_{im}, \beta)\) such that \(E[s(D_{im}, \beta)] = 0\). Let \(I(\cdot)\) be the indicator function, we choose the following \(s(\cdot)\) corresponding to different agreement parameters of interest

\[
s(D_{im}, \theta) = I(D_{i1} < \delta_0) - g(\theta) \quad \beta = OCP(\delta_0) = g(\theta) = \frac{\exp(\theta)}{1 + \exp(\theta)}
\]  
(16)

\[
s(D_{im}, \theta) = \pi_0 - I(D_{i1} - g(\theta) < 0) \quad \beta = OTDI(\pi_0) = g(\theta) = \exp(\theta)
\]  
(17)

\[
s(D_{im}, \beta) = \max(0, \delta_{\max} - D_{i1}) - g(\theta) \quad \beta = RAUOCPC(\delta_{\max}) = g(\theta) = \frac{\exp(\theta)}{1 + \exp(\theta)}
\]  
(18)

Now we construct the generalized estimating equations system based on \(\{D_i\}_{i=1,\ldots,N}\) as follow,

\[
\sum_{i=1}^N \Gamma_i^T V_i^{-1} S_i = 0
\]  
(19)

\(S_i = (s(D_{i1}, \theta), \ldots, s(D_{iM}, \theta))^T\), \(\Gamma_i = \frac{\partial s_i}{\partial \theta}\), \(V_i = A_i^{-1/2} R_w(\alpha) A_i^{1/2}\) with working correlation matrix \(R_w(\alpha)\) and \(A_i = \text{diag}(\Sigma_i)\) where \(\Sigma_i\) is the covariance matrix of \(S_i\). For OCP and RAUOCPC, we have \(\frac{\partial s(D_{im}, \theta)}{\partial \theta} = \frac{\exp(\theta)}{(1+\exp(\theta))^2}\) which does not depend on \(D_{im}\).

For OTDI, we note that \(s(D_{im}, \theta)\) is not differentiable with regard to \(\theta\) and a different definition of \(\Gamma_i\) in equation (19) is needed. Rather than differentiating \(s(D_{im}, \theta)\), we would differentiate its expectation, \(\pi_0 = F_D(D_{im})\), where \(F_D(d)\) is the marginal cumulative distribution function of \(D_{im}\). Then, \(\Gamma_i = 1_n f_D(\exp(\theta)) \exp(\theta)\) where \(f_D(\exp(\theta))\) is the marginal distribution function of \(D_{im}\) at point \(\exp(\theta)\). The marginal distribution, \(f_D(\theta)\), is a nuisance parameter and needs to be estimated in order to solve equation (19). A smoothed kernel density\[9\] can be used and implemented by using a R function \(kde\) in R 3.1.1. With this new \(\Gamma_i\) in (19), we show that the limiting distribution of \(\hat{\theta}\) still follows the general results of GEE in Appendix E.

Therefore, across three kinds of agreement indices, \(\Gamma_i\) can be expressed as

\[
\Gamma_i = 1_{M \times 1} h(\theta)
\]  
(20)

where \(h(\theta) = \frac{\exp(\theta)}{(1+\exp(\theta))^2}\) for OCP and RAUOCPC and \(h(\theta) = f_D(\exp(\theta)) \exp(\theta)\) for OTDI.

Now we consider the specification of working correlation matrix \(R_w(\alpha)\) with nuisance parameter \(\alpha\). The optimal asymptotic efficiency of \(\hat{\theta}\) is achieved when \(R_w(\alpha)\) coincides with the true correlation matrix of \(D_i\). A misspecified working correlation matrix could greatly compromised the efficiency especially when sample size is small and design is unbalance.\[11\]. Therefore, generally a working correlation matrix resembling the truth is desirable. However, for our model, using the independent working correlation matrix will obtain the same efficiency (see theorem below) as the true correlation matrix. This may seem to be surprising, but it is due to the unique structure of true correlation matrix for agreement data as shown in the lemma below. Therefore, we will use the independent working correlation matrix in equation (19) without the need to estimate the nuisance parameter \(\alpha\) in the working correlation matrix.

**Lemma 2.2** Given \(Y_{ij,k}\) are i.i.d. the sum of elements in each row of correlation matrix of \(S_i\), \(R_w\), are equal.

The proof of lemma 2.2 is in Appendix C. Based on this lemma, we have the following theorem on efficiency.

**Theorem 2.3** The GEE estimator obtained from equation (19) will achieve the same asymptotically statistical efficiency under either the true correlation matrix or the independent working correlation matrix. The limiting distribution of \(\hat{\theta}\) is

\[
n^{-1/2}(\hat{\theta} - \theta_0) \rightarrow N\left(0, \frac{a \sigma_S^2}{M h^2(\theta_0)}\right)
\]  
(21)

where \(a\) is the row sum of \(R_w\), \(\sigma_S^2 = \text{var}(s(D_{im}, \theta))\) and \(M = K^J\).
The proof is in Appendix D. The variance form in equation (21) is the simplification of the robust sandwich estimator after utilizing equation (20) and Lemma 2. The estimation from equation (19) and inference (21) can be obtained by standard statistical software that implements GEE. Moreover, the results can be easily extended to the unbalance design with $M = \prod_{j=1}^J K_j$ where $K_j$ is the number of replicates for $j$th rater.

Our main interest is to determine whether the considered raters can be used interchangeably. This can be determined by performing a hypothesis test on one of the three indices depending on the nature of the question. The hypothesis can be formed as one of the following.

$$H_0: \text{OCP(} \delta_0, \sigma_0) < \pi_0 \quad \text{versus} \quad H_a: \text{OCP(} \delta_0, \sigma_0) \geq \pi_0$$

If the null hypothesis is rejected, we can claim that the considered raters are interchangeable. Moreover, note here we use one-sided test instead of two-sided test, since the primary interest is to determine if the raters can be used interchangeably. For example, suppose the satisfactory OCP is 0.9 for an acceptable difference $\delta_0$ which means we will claim the raters are interchangeable if more than 90% of the MPD is within $\delta_0$. One would not want to frame the hypothesis as $H_0: \text{OCP(} \delta_0) = 0.9$ versus $H_a: \text{OCP(} \delta_0) \neq 0.9$, because we would reject the null hypothesis either with low or high OCP, e.g., when $\text{OCP(} \delta_0) = 0.5$ or $\text{OCP(} \delta_0) = 0.95$. It would not make sense to claim the interchangeability among the raters when $\text{OCP(} \delta_0) = 0.5$ by rejecting the null. Therefore, hypotheses like (22), (23) or (24) make more sense for agreement studies.

### 3 Simulation

We assess the performance of the new proposed overall indices by using simulated data from both normal and log-normal distributions. Suppose each subject is measured by three raters with $J = 3$. Let $Y_{ij} = (Y_{ij1}, \ldots, Y_{ijK})$ be the $K$ replicates measured by rater $j$ on subject $i$ and $Y_i = (Y_{i1}, Y_{i2}, Y_{i3})^T$ be a $3K \times 1$ vector of measurements of subject $i$. Without loss of generosity, we simulated data so that the mean and covariance matrix of $Y_i$ have the following forms

$$\mu = (\mu_1 \mathbf{1}_{1 \times K}, \mu_2 \mathbf{1}_{1 \times K}, \mu_3 \mathbf{1}_{1 \times K})^T$$

$$\Sigma_Y = \begin{pmatrix}
\sigma_{1}^{2} \Sigma_1 & \sigma_{1} \sigma_{2} \rho_{12} \mathbf{1}_{K \times K} & \sigma_{1} \sigma_{3} \rho_{13} \mathbf{1}_{K \times K} \\
\sigma_{1} \sigma_{2} \rho_{12} \mathbf{1}_{K \times K} & \sigma_{2}^{2} \Sigma_2 & \sigma_{2} \sigma_{3} \rho_{23} \mathbf{1}_{K \times K} \\
\sigma_{1} \sigma_{3} \rho_{13} \mathbf{1}_{K \times K} & \sigma_{2} \sigma_{3} \rho_{23} \mathbf{1}_{K \times K} & \sigma_{3}^{2} \Sigma_3
\end{pmatrix}$$

$$\Sigma_{j} = \begin{pmatrix}
1 & \rho_{j} & \rho_{j} \\
\rho_{j} & 1 & \rho_{j} \\
\rho_{j} & \rho_{j} & 1
\end{pmatrix} \quad \text{for } j=1,2,3$$

where $\sigma_{j}^{2}$ is intra-rater variance, $\rho_{jj'}$ represent the correlation between rater $j$ and $j'$ and $\rho_j$. For log-normal data $Y_i$ is generated by taking exponential transformation of a random vector from a multivariate normal distribution specified in Appendix E so that the resulting $Y_i$ has the above form of mean and covariance matrix.

The agreement indices and the correlation matrix of $D_i$ from equation (13) cannot be expressed algebraically as functions of the mean and covariance matrix parameters for the specified normal and log-normal distributions. Therefore, numerical approximation is used to obtain the true values of the agreement indices and correlation matrix of $D_i$ given the true parameters of the normal and log-normal distributions. Specifically one simulated data set with a huge sample size of 100,000 is generated to represent the true population. True agreement indices are obtained by using the corresponding GEE estimators of the agreement indices based on this large data set and the true correlation matrix of $D_i$ is obtained by the observed sample correlation matrix of the observed $D_i$.

we set acceptable difference of $\delta_0 = 4$ and $\delta_5 = 3.5$ for normal and log-normal data respectively in OCP, acceptable probability of $\tau_0 = 0.8$ in OTDI and maximum acceptable difference of $\delta_{max} = 5$ and $\delta_{max} = 4$ for normal and log-normal data respectively in RAUOCPC. To set the parameters for the normal and log-normal distributions, we leverage the intra- and inter-rater correlation and systematic shift between raters to achieve the following four different agreement scenarios and the resulting true values of OCP, OTDI and RAUOCPC are shown in table 2-4 for each scenarios.

- **High agreement:** no systematic shift in means $\mu = (1, 1, 1)$ and high correlation $\rho_j = 0.8$ and $\rho_{jj'} = 0.5$ for $j, j' = 1, 2, 3$
- **Moderate agreement:** no systematic shift in means $\mu = (1, 1, 1)$ and low correlation $\rho_j = 0.5$ and $\rho_{jj'} = 0.1$ for $j, j' = 1, 2, 3$


Mild agreement: systematic shift in means $\mu = (3, 1, 1)$ and high correlation $\rho_j = 0.8$ and $\rho_{jj'} = 0.5$ for $j, j' = 1, 2, 3$

Low agreement: systematic shift in means $\mu = (3, 1, 1)$ and low correlation $\rho_j = 0.5$ and $\rho_{jj'} = 0.1$ for $j, j' = 1, 2, 3$

For all four parameter scenarios, we set the intra-rater variability be $\sigma_1^2 = \sigma_2^2 = 2$ and $\sigma_3^2 = 1$ to represent some heterogeneity across the raters. Designs without replicates and with replicates of 3 are simulated and we consider sample size of 20, 30, 100, and 500. Together with the four different parameter settings, this resulted in a total of 48 simulation scenarios. For each scenario, a total of 10,000 simulated data sets are generated.

The performance of the proposed GEE approach are evaluated by reporting bias of estimated agreement indexes, mean square error(MSE), standard deviation(SD) of the 10,000 estimated agreement indexes and coverage rate (CR), where CR is defined as the percentage of estimated one-sided 95% confident interval cover the true value. Moreover, the standard errors of estimators are calculated using the true correlation matrix, $se_{ind}$, and independent working correlation matrix, $se_{ind}$, to confirm our theoretical result in Theorem 2.3 The results are shown in Table 2, Table 3, and Table 4 for OCP, OTDI and RAUOCPC respectively.

In general, the simulation results show that the bias is negligible for both normal and non-normal data sets even when the sample size is as small as 20, since the proposed approach is unbiased and does not rely on the normality and homogeneity assumption. The results from data sets with replicates outperform the those for data without replicates in terms of bias and MSE. When sample size is small, the CR is closer to 95% for data with the replicates than those without replicates. Moreover, for all three indices and different sample sizes, the absolute difference between the robust sandwich estimator with independent working correlation matrix $se_{ind}$ and the one with true correlation matrix $se_{i}$ is less than or equal to 0.001 which confirms Theory 2.3.

For OCP, as shown in Table 2 the OCP varies from 50% to over 90% for different combination of correlation and mean values. For data sets without replicates, some OCP estimates are unidentifiable when the true OCP exceeds 80% and sample size is under 30, since all PMDs are smaller than the pre-determined satisfactory boundary $\delta_0$. A reasonable CR around 94% can be achieved for such data sets for sample size of 100 or larger. While for the data sets with replicates, all OCP estimations are well defined and the 94.3% CR can be achieved for sample size of 20. As shown in Table 3, the true TDI varies from 1.3825 to 4.0512 for different combination of correlation and mean values. When sample size is small, the CR is over 96% for data sets without replicates which may due to the inaccuracy of estimating kernel function with limited sample. While a reasonable CR around 92% to 96% can be achieved for the data sets with replicates across all sample sizes. For RAUOCPC, we set $\delta_{max} = 5$ and $\delta_{max} = 4$ for normal and log-normal data respectively. As shown in Table 4, the true RAUOCPC varies from 0.3101 to 0.7719 for different combination of correlation and mean values. The RAUOCPC does not encounter the same problems when sample size is small as the OCP and OTDI. The CR is between 94% and 96% for all parameter scenarios.

### 4 BP Example

The proposed indices and inference approach are illustrated with the systolic blood pressure data in the Bland and Altman’s paper [5]. In this data example, the blood pressures of 85 patients were measured by three raters (two human observers J and R and one device S). Each raters measured every patients three times successively that can be treated as replicates. We assess the overall agreement among these three raters along with the intra-rater agreement within each raters as well as the pairwise inter agreement by OCP, OTDI and RAUOCPC with estimation and inference conducted by the proposed unified GEE approach.

The descriptive statistics of BP data is listed in Table 5. We summarize the data by mean and standard deviation within each raters and assess the normality assumption of replicates from same rater and pairwise difference between any two raters by Doornik-Hansen’s test where a $p$-value less than 0.05 indicates a significant departure form a multivariate normal distribution. As shown in Table 5, the human rater S tends to have higher BP measurements with a average measurement of 143.04 mmHg than the other two raters whose numbers are around 127 mmHg. Moreover, based on $SD_{intra}$, the rater S has lager within-rater variability than the raters J and R which implies that the heterogeneity among the raters exists. Furthermore, the $p$-value of Doornik-Hansen’s test for the measurement from each raters and the difference between raters are all less than 0.05 indicating that the normality assumption required for the estimation and inference approaches of unscaled indexes proposed by Lin[6] and Jang et al.[7] do not hold and their approaches are unsuitable for the BP dataset.

To assess the overall agreement among three raters, the new OCP, OTDI and RAUOCPC are used in analyzing the BP dataset. The satisfactory agreement is set based on the British hypertension society protocol (BHSP) for the evaluation of blood pressure measuring device [3] shown in Table 5. For OCP, we set the pre-determined clinically
Table 2: Simulation Results of Overall Coverage Probability

| nsb | nrep | Corr | Shift | True OCP | Bias | SD \(_a\) | SE\(_{est} \_b\) | SE\(_c\) | MSE | CR | nmmiss \(_d\) |
|-----|------|------|-------|----------|------|---------|----------------|---------|------|----|-------------|
| 20  | 1    | high | No    | 0.9412  | 0.0008 | 0.4976  | 0.8738         | 0.0027  | 100  | 0.9444 | 0.0007 |
| 20  | 3    | high | No    | 0.9412  | -0.0003 | 0.6777  | 0.5875         | 0.5730  | 0.010 | 0.9444 | -0.0054 |
| 50  | 1    | high | No    | 0.9412  | -0.0001 | 0.5869  | 0.6520         | 0.0011  | 92.3  | 0.9444 | 0.0001 |
| 50  | 3    | high | No    | 0.9412  | -0.0001 | 0.4071  | 0.3731         | 0.3696  | 0.0004 | 93.0  | 0.9444 | -0.0001 |
| 100 | 1    | high | No    | 0.9412  | 0.0000  | 0.4770  | 0.4553         | 0.0006  | 92.8  | 0.9444 | 0.0002 |
| 100 | 3    | high | No    | 0.9412  | 0.0000  | 0.2724  | 0.2634         | 0.2623  | 0.0002 | 94.0  | 0.9444 | 0.0000  |
| 500 | 1    | high | No    | 0.9412  | 0.0001  | 0.1953  | 0.1925         | 0.0001  | 94.5  | 0.9444 | 0.0001  |
| 500 | 3    | high | No    | 0.9412  | -0.0001 | 0.1169  | 0.1177         | 0.1176  | 0.0000 | 95.3  | 0.9444 | -0.0001  |

| True OCP | Bias | SD \(_a\) | SE\(_{est} \_b\) | SE\(_c\) | MSE | CR | nmmiss \(_d\) |
|----------|------|---------|----------------|---------|------|----|-------------|
| 0.9412   | -0.0008 | 0.4976  | 0.8738         | 0.0027  | 100  | 0.9444 | 0.0007 |
| 0.9412   | -0.0003 | 0.6777  | 0.5875         | 0.5730  | 0.010 | 0.9444 | -0.0054 |
| 0.9412   | -0.0001 | 0.5869  | 0.6520         | 0.0011  | 92.3  | 0.9444 | 0.0001 |
| 0.9412   | -0.0001 | 0.4071  | 0.3731         | 0.3696  | 0.0004 | 93.0  | 0.9444 | -0.0001 |
| 0.9412   | 0.0000  | 0.4770  | 0.4553         | 0.0006  | 92.8  | 0.9444 | 0.0002 |
| 0.9412   | 0.0000  | 0.2724  | 0.2634         | 0.2623  | 0.0002 | 94.0  | 0.9444 | 0.0000  |
| 0.9412   | 0.0001  | 0.1953  | 0.1925         | 0.0001  | 94.5  | 0.9444 | 0.0001  |
| 0.9412   | -0.0001 | 0.1169  | 0.1177         | 0.1176  | 0.0000 | 95.3  | 0.9444 | -0.0001  |

\(a\) Standard deviation of 10,000 estimated OCPs which should be close to the true standard error of the estimator

\(b\) Mean estimated standard error of estimators from GEE with independent correlation matrix

\(c\) Mean estimated standard error of estimators from GEE with true correlation matrix (This value is left blank when there is no replicates because it is the same as SE\(_{est} \_b\))

\(d\) Number of simulations with estimated OCP equalling 100% which lends to undefined value in the logit function and the results are based on the outcomes without this issue
| nsub | nrep | correlation | Shift | Normal | Lognormal | True | OTDI | Bias | SD | t | SE | ind | b | SE | t | MSE | CR |
|------|------|-------------|-------|--------|----------|------|------|------|----|---|----|-----|---|---|---|-----|----|
| 20   | 1    | High        | No    | 2.2455 | -0.0853 | 0.1380 | 0.0948 | 91.6% | 0.3113 | 0.3401 | 0.1853 | 91.8% | 0.3147 | 0.3417 | 0.1857 | 91.8% |
|      | 3    | High        | No    | 2.2455 | -0.0003 | 0.0896 | 0.0946 | 93.5% | 0.5214 | 0.2044 | 0.2671 | 93.7% | 0.5214 | 0.2044 | 0.2671 | 93.7% |
| 50   | 1    | High        | No    | 2.2455 | -0.1053 | 0.1404 | 0.1658 | 91.6% | 0.3113 | 0.1853 | 91.8% | 0.3147 | 0.1857 | 91.8% |
|      | 3    | High        | No    | 2.2455 | 0.0014  | 0.0587 | 0.0595 | 93.5% | 0.5214 | 0.2671 | 93.7% | 0.5214 | 0.2671 | 93.7% |
| 100  | 1    | High        | No    | 2.2455 | -0.0155 | 0.0626 | 0.0693 | 91.6% | 0.3113 | 0.1853 | 91.8% | 0.3147 | 0.1857 | 91.8% |
|      | 3    | High        | No    | 2.2455 | 0.0016  | 0.0407 | 0.0419 | 93.5% | 0.5214 | 0.2671 | 93.7% | 0.5214 | 0.2671 | 93.7% |
| 500  | 1    | High        | No    | 2.2455 | -0.0020 | 0.0283 | 0.0297 | 91.6% | 0.3113 | 0.1853 | 91.8% | 0.3147 | 0.1857 | 91.8% |
|      | 3    | High        | No    | 2.2455 | 0.0020  | 0.0182 | 0.0186 | 93.5% | 0.5214 | 0.2671 | 93.7% | 0.5214 | 0.2671 | 93.7% |
| 20   | 1    | Low         | No    | 2.2455 | -0.1058 | 0.1404 | 0.1658 | 91.6% | 0.3113 | 0.1853 | 91.8% | 0.3147 | 0.1857 | 91.8% |
|      | 3    | Low         | No    | 2.2455 | 0.0016  | 0.0407 | 0.0419 | 93.5% | 0.5214 | 0.2671 | 93.7% | 0.5214 | 0.2671 | 93.7% |
| 50   | 1    | Low         | No    | 2.2455 | -0.0430 | 0.0896 | 0.1008 | 91.6% | 0.3113 | 0.1853 | 91.8% | 0.3147 | 0.1857 | 91.8% |
|      | 3    | Low         | No    | 2.2455 | 0.0002  | 0.0512 | 0.0530 | 93.5% | 0.5214 | 0.2671 | 93.7% | 0.5214 | 0.2671 | 93.7% |
| 100  | 1    | Low         | No    | 2.2455 | -0.0201 | 0.0628 | 0.0696 | 91.6% | 0.3113 | 0.1853 | 91.8% | 0.3147 | 0.1857 | 91.8% |
|      | 3    | Low         | No    | 2.2455 | 0.0010  | 0.0366 | 0.0373 | 93.5% | 0.5214 | 0.2671 | 93.7% | 0.5214 | 0.2671 | 93.7% |
| 500  | 1    | Low         | No    | 2.2455 | -0.0024 | 0.0285 | 0.0299 | 91.6% | 0.3113 | 0.1853 | 91.8% | 0.3147 | 0.1857 | 91.8% |
|      | 3    | Low         | No    | 2.2455 | 0.0024  | 0.0163 | 0.0165 | 93.5% | 0.5214 | 0.2671 | 93.7% | 0.5214 | 0.2671 | 93.7% |

- **Table 3:** Simulation Results of Overall Total Deviation Index

- **a** Standard deviation of 10,000 estimated OTDIs which should be close to the true standard error of the estimator
- **b** Mean estimated standard error of estimators from GEE with independent correlation matrix
- **c** Mean estimated standard error of estimators from GEE with true correlation matrix (This value is left blank when there is no replicates because it is the same as $SE_{ind}$)
| nsub | mrep | Corr | Shift | True | RAUOCPC | Bias | $SD_{\text{a}}$ | $SE_{\text{c}}$ | $SE_{\text{ind}}$ | $SE_{\text{c}}$ | $MSE$ | CR |
|------|------|------|-------|------|---------|------|-------------|-------------|----------------|-------------|-------|-----|
| 20   | 1    | High | No    | True | 0.6084  | -0.0004 | 0.1923     | 0.1910      | 0.0021         | 0.0021      | 95.1%  |     |
| 20   | 3    | High | No    | True | 0.6084  | -0.0008 | 0.1397     | 0.1368      | 0.1477         | 0.0011      | 93.5%  |     |
| 50   | 1    | High | No    | True | 0.6084  | -0.0002 | 0.1219     | 0.1215      | 0.0008         | 0.0008      | 94.5%  |     |
| 50   | 3    | High | No    | True | 0.6084  | -0.0002 | 0.0902     | 0.0886      | 0.0981         | 0.0005      | 93.7%  |     |
| 100  | 1    | High | No    | True | 0.6084  | -0.0001 | 0.0855     | 0.0860      | 0.0004         | 0.0004      | 95.1%  |     |
| 100  | 3    | High | No    | True | 0.6084  | -0.0001 | 0.0633     | 0.0631      | 0.0710         | 0.0002      | 94.1%  |     |
| 500  | 1    | High | No    | True | 0.6084  | 0.0000  | 0.0382     | 0.0348      | 0.0331         | 0.0000      | 95.6%  |     |
| 500  | 3    | High | No    | True | 0.6084  | 0.0000  | 0.0281     | 0.0284      | 0.0331         | 0.0000      | 95.1%  |     |
| 20   | 1    | Low  | No    | True | 0.4911  | -0.0007 | 0.2288     | 0.2280      | 0.0032         | 0.0032      | 95.6%  |     |
| 20   | 3    | Low  | No    | True | 0.4911  | -0.0006 | 0.1348     | 0.1403      | 0.1409         | 0.0013      | 93.5%  |     |
| 50   | 1    | Low  | No    | True | 0.4911  | -0.0003 | 0.1124     | 0.1436      | 0.0013         | 0.0013      | 95.3%  |     |
| 50   | 3    | Low  | No    | True | 0.4911  | -0.0003 | 0.0903     | 0.0907      | 0.0908         | 0.0005      | 94.1%  |     |
| 100  | 1    | Low  | No    | True | 0.4911  | -0.0002 | 0.1009     | 0.1014      | 0.0006         | 0.0006      | 95.2%  |     |
| 100  | 3    | Low  | No    | True | 0.4911  | -0.0001 | 0.0645     | 0.0643      | 0.0646         | 0.0003      | 94.2%  |     |
| 500  | 1    | Low  | No    | True | 0.4911  | 0.0000  | 0.0450     | 0.0453      | 0.0001         | 0.0001      | 95.4%  |     |
| 500  | 3    | Low  | No    | True | 0.4911  | 0.0000  | 0.0288     | 0.0289      | 0.0290         | 0.0001      | 94.9%  |     |

| nsub | mrep | Corr | Shift | True | RAUOCPC | Bias | $SD_{\text{a}}$ | $SE_{\text{c}}$ | $SE_{\text{ind}}$ | $SE_{\text{c}}$ | $MSE$ | CR |
|------|------|------|-------|------|---------|------|-------------|-------------|----------------|-------------|-------|-----|
| 20   | 1    | High | Yes   | True | 0.3583  | -0.0005 | 0.2347     | 0.2338      | 0.0028         | 0.0028      | 95.0%  |     |
| 20   | 3    | High | Yes   | True | 0.3583  | -0.0004 | 0.1936     | 0.1886      | 0.1912         | 0.0019      | 94.5%  |     |
| 50   | 1    | High | Yes   | True | 0.3583  | -0.0001 | 0.1489     | 0.1479      | 0.0012         | 0.0012      | 95.0%  |     |
| 50   | 3    | High | Yes   | True | 0.3583  | -0.0002 | 0.1230     | 0.1210      | 0.1227         | 0.0008      | 94.5%  |     |
| 100  | 1    | High | Yes   | True | 0.3583  | -0.0001 | 0.1038     | 0.1044      | 0.0006         | 0.0006      | 95.1%  |     |
| 100  | 3    | High | Yes   | True | 0.3583  | -0.0001 | 0.0862     | 0.0859      | 0.0872         | 0.0004      | 94.5%  |     |
| 500  | 1    | High | Yes   | True | 0.3583  | 0.0000  | 0.0462     | 0.0466      | 0.0001         | 0.0001      | 95.4%  |     |
| 500  | 3    | High | Yes   | True | 0.3583  | 0.0000  | 0.0383     | 0.0385      | 0.0391         | 0.0001      | 94.8%  |     |
| 20   | 1    | Low  | Yes   | True | 0.3100  | 0.0003  | 0.2772     | 0.2774      | 0.0033         | 0.0033      | 95.3%  |     |
| 20   | 3    | Low  | Yes   | True | 0.3100  | 0.0005  | 0.1967     | 0.1917      | 0.1921         | 0.0017      | 94.6%  |     |
| 50   | 1    | Low  | Yes   | True | 0.3100  | 0.0001  | 0.1746     | 0.1740      | 0.0014         | 0.0014      | 95.0%  |     |
| 50   | 3    | Low  | Yes   | True | 0.3100  | 0.0001  | 0.1249     | 0.1230      | 0.1232         | 0.0007      | 94.5%  |     |
| 100  | 1    | Low  | Yes   | True | 0.3100  | 0.0000  | 0.1222     | 0.1226      | 0.0007         | 0.0007      | 95.0%  |     |
| 100  | 3    | Low  | Yes   | True | 0.3100  | 0.0001  | 0.0876     | 0.0873      | 0.0875         | 0.0003      | 94.4%  |     |
| 500  | 1    | Low  | Yes   | True | 0.3100  | 0.0000  | 0.0552     | 0.0547      | 0.0001         | 0.0001      | 95.0%  |     |
| 500  | 3    | Low  | Yes   | True | 0.3100  | 0.0000  | 0.0399     | 0.0391      | 0.0392         | 0.0001      | 94.9%  |     |

$a$ Standard deviation of 10,000 estimated RAUOCPC which is expected to be the true standard error of the estimator for a very large number of simulations

$b$ Mean estimated standard error of estimators from GEE with independent correlation matrix

$c$ Mean estimated standard error of estimators from GEE with true correlation matrix (This value is left blank when there is no replicates due to no difference from $SE_{\text{ind}}$)
meaningful acceptable difference to be \( \delta_0 = 15 \text{mmHg} \) and based on the criteria for grade C device the corresponding satisfactory OCP should be 0.85 or higher. For OTDI, pre-determined acceptable probability is set to be \( \pi_0 = 0.85 \) and the satisfactory OTDI for grade C device is 15mmHg. For RAUOCPC, let \( \delta_{\text{max}} = 20 \text{mmHg} \) and the satisfactory RAUOCPC is 0.59 which is computed based on overall coverage probability curve that connect points formed by the absolute differences of 0, 5, 10, 15, and 20 with the corresponding coverage probabilities for BP device of grade C with \( \delta_{\text{max}} = 20 \).

The estimated coverage probability curve is shown in Figure 2. The estimated OCP is 0.41 with 95% one-sided CI of (0.35,1) for three raters. Since the CI contains \( \pi_0 = 0.8 \), we cannot reject the null hypothesis and thus there is no sufficient evidence to claim that three raters can be used interchangeably. We can come to the same conclusion with OTDI and RAUOCPC. The estimated OTDI is 30 with 95% one-sided CI of (0, 34.5) which contains \( \delta_0 = 15 \) and estimated RAUOCPC is 0.258 with 95% one-sided CI of (0.25,1) which contains \( \tau_0 = 0.59 \). Therefore, based on the proposed overall agreement, three raters may not be used interchangeably in the sense that we are not confident that the measurements taken by three raters on the same patients are clinically similar.

To understand the source of disagreement and provide actionable results that guide readers to improve quality, we look into the pairwise inter-rater and intra-rater agreement between and within three raters, respectively. The results listed in Table 5 show that both the intra-rater agreement of human raters J and R and the inter-rater agreement between them are satisfactory. This implies that two human raters can be used interchangeably and the measurements from different nurses or different replicates from the same nurse are not likely to be clinically different. However, the agreement between human nurses and the deceive S is less satisfactory where the inter-rater OCPs (one sided 95% CI) are 0.51(0.45,1) and 0.51(0.45,1). Moreover, the repeatability of device S itself is also moderate with estimated intra-rater OCP of 0.84(0.78,1) and OTDI of 15(0.17,32). These results indicate that not only the device S is not in satisfactory agreement with the other raters but also its own replicates tend to have larger variability.

| Rater | Mean | SD_{intra} | P-Value for Normality Test |
|-------|------|------------|---------------------------|
| J     | 127.4| 5.3        | 0.004                     |
| R     | 127.3| 5.4        | 0.008                     |
| S     | 143.0| 7.0        | <0.001                    |

Table 6: Intra, Inter and Overall Agreement for Three Raters

|                | CP          | TDI          | RAUOCPC     |
|----------------|-------------|--------------|-------------|
| Overall        | Estimation  | 95% CI       | Estimation  | 95% CI       | Estimation  | 95% CI       |
| J&R            | 0.94        | (0.91, 1)    | 10          | (0, 10.89)   | 0.76        | (0.74, 1)    |
| J&S            | 0.51        | (0.45, 1)    | 28          | (0, 32.47)   | 0.34        | (0.33, 1)    |
| R&S            | 0.51        | (0.45, 1)    | 28          | (0, 32.31)   | 0.35        | (0.34, 1)    |
| J              | 0.91        | (0.87, 1)    | 12          | (0, 13.48)   | 0.67        | (0.65, 1)    |
| R              | 0.92        | (0.88, 1)    | 13          | (0, 14.21)   | 0.66        | (0.65, 1)    |
| S              | 0.84        | (0.78, 1)    | 15          | (0, 17.32)   | 0.60        | (0.59, 1)    |

5 Discussion

We have proposed a set of new indices (OCP, OTDI and RAUOCPC) for assessing overall agreement among among multiple raters. As an extension from the pairwise version of unscaled indices, the proposed indices are defined based on a new distance metric which measures the maximum pairwise difference among the raters. This metric allows the overall indices to preserve the intuitive interpretation from the pairwise version and directly employs the clinically information about satisfactory criteria. For example, we can extend clinically meaningful difference from the grading system of blood pressure device as the pre-determine boundary for OCP, since they both quantify the acceptable difference between two BP measurements. The OCP can be interpreted as the probability there is no clinically meaningful difference among measurements from all raters on the same subject.

The new proposed inference approach does not require distributional and homogeneity assumptions and therefore can be applied to various kinds of continuous measurements. As we discuss in Section 4, the BP data set [5] is neither homogeneous nor normally distributed which are the assumptions the previously proposed inference approach. Moreover, the unified GEE approach could accommodate data with replicates and can be easily modified to carry out
estimation and inference on pairwise, inter-rater and intra-rater agreements as we did in the BP example. The design with replicates is preferable since it can provide information on the repeatability of the raters. When the agreement is not satisfactory, intra-rater variability is a crucial source of disagreement and such information could provide guideline for future improvement of the testing raters. In addition to provide additional information, adding replication also could improve the performance of the estimator in terms of bias and CR as shown in our simulation studies (Table 2, 3 and 4). In practice, it tends to be easier and less costly by adding replicates than enrolling more subjects.

All proposed estimation and inference approaches can be easily applied by standard software and we also provide the R package for implementation. Based on the simulation results, the proposed approaches have limitation when the sample size is small and no replicates are available. For such scenario, parametric approaches can be an alternative after carefully verifying the assumptions. Moreover, it is of future interest to design agreement study based on the new proposed indices especially for design with replicates. As we discuss before, adding replicates can provide information on intra-rater agreement and improve the performance of estimators.
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Appendices

A Proof of Lemma 2.1

Let \( C = \max(0, \delta_{\max} - D) \in [0, \delta_{\max}] \), and the cumulative distribution functions of \( C \) and \( D \) be \( F_C(c) \) and \( F_D(d) \) respectively. Then,

\[
F_C(c) = \Pr(C \leq c)
\]

\[
= \Pr(\max(0, \delta_{\max} - D) \leq c)
\]

\[
= \begin{cases} 
\Pr(D \geq c - \delta_{\max}) & \text{if } 0 < c \leq \delta_{\max} \\
\Pr(D \geq \delta_{\max}) & \text{if } c = 0 
\end{cases}
\]

\[
= \begin{cases} 
1 - F_D(\delta_{\max} - c) & \text{if } 0 < c \leq \delta_{\max} \\
1 - F_D(\delta_{\max}) & \text{if } c = 0 
\end{cases}
\]

Thus,

\[
f_C(c) = \begin{cases} 
F_D(\delta_{\max} - c) & \text{if } 0 < c \leq \delta_{\max} \\
F(\delta_{\max}) & \text{if } c = 0 
\end{cases}
\]

\[
= \begin{cases} 
1 - F_D(\delta_{\max} - c) & \text{if } 0 < c \leq \delta_{\max} \\
1 - F_D(\delta_{\max}) & \text{if } c = 0 
\end{cases}
\]

Therefore,

\[
E[C] = \int_0^{\delta_{\max}} cf_C(c)dc
\]

\[
= \int_0^{\delta_{\max}} cF_D(\delta_{\max} - c)dc + 0 \times [1 - F_D(\delta_{\max})]
\]

\[
= \int_0^{\delta_{\max}} (\delta_{\max} - d)f_D(d)dd
\]

Since \( f_D(d) \) is continuous at point \( \delta_{\max} \), then

\[
\int_0^{\delta_{\max}} (\delta_{\max} - d)f_D(d)dd
\]

\[
=(\delta_{\max} - d)F_D(\delta_{\max})\bigg|_0^{\delta_{\max}} + \int_0^{\delta_{\max}} F_D(d)dd
\]

\[
= \int_0^{\delta_{\max}} df_D(d)dd + \delta_{\max}[1 - F_X(\delta_{\max})]
\]

\[
= \int_0^{\delta_{\max}} F_D(d)dd
\]

This implies that \( \int_0^{\delta_{\max}} F_D(x)dx = E[C] \) and therefore RAUCPC can be expressed in terms of \( E(C) \).

\[
RAUCPC(\delta_{\max}) = \frac{\int_0^{\delta_{\max}} CP(d)dd}{\delta_{\max}}
\]

\[
= \frac{\int_0^{\delta_{\max}} F_D(d)dd}{\delta_{\max}}
\]

\[
= \frac{E[C]}{\delta_{\max}}
\]
\section*{B Proof of asymptotic distribution in estimating OTDI}

In equation (19) for estimating OTDI, we propose to use $\Gamma_i = f_D(g(\theta))g'(\theta)1_{M \times 1}$. Let $H_i(\theta) = \Gamma_i^TV_i$ where $V_i = A_i^{1/2}R_iA_i^{1/2}$ with working correlation matrix $R_i$. Then the left hand side of (19) is $U_N(\theta) = \sum_{i=1}^N H_i(\theta)^T S_i(\theta)$ where $S_i(\theta) = (\pi_0 - I(D_{i1} - g(\theta) < 0), \cdots, \pi_0 - I(D_{iM} - g(\theta) < 0))$. Let $U_N(\theta) = \sum_{i=1}^N H_i(\theta)\tilde{S}_i(\theta)$ where $\tilde{S}_i(\theta) = (\pi_0 - \Pr(D_{i1} - g(\theta) < 0), \cdots, \pi_0 - \Pr(D_{iM} - g(\theta) < 0))$. Then

$$
N^{-1}\{U_N(\theta) - \bar{U}_N(\theta)\} = N^{-1} \sum_{i=1}^{N} H_i(\theta)(S_i - \tilde{S}_i) \tag{45}
$$

$$
= N^{-1} \sum_{i=1}^{N} H_i(\theta) \begin{pmatrix}
\Pr(D_{i1} - g(\theta) < 0) - I(D_{i1} - g(\theta) < 0) \\
\Pr(D_{iM} - g(\theta) < 0) - I(D_{iM} - g(\theta) < 0)
\end{pmatrix} \tag{46}
$$

Under mild regulations, by uniform strong law of large numbers\cite{12}, we have

$$
\sup_{\theta \in \Theta} |N^{-1}\{U_N(\theta) - \bar{U}_N(\theta)\}| \to o(N^{-1/2}) \quad a.s \tag{47}
$$

Then we can write $U_N(\theta)$ as

$$
N^{-1/2}U_N(\theta) = N^{-1/2}\bar{U}_N(\theta) + o(1) \tag{48}
$$

$$
= N^{-1/2}\{U_N(\theta_0) - U_N(\theta_0)\} + N^{-1/2}\left\{\bar{U}_N(\theta_0) + \frac{\partial}{\partial \theta} U_N(\theta_0)(\theta - \theta_0)\right\} + o(1) \tag{49}
$$

$$
= N^{-1/2}\left\{U_N(\theta_0) + \frac{\partial}{\partial \theta} \bar{U}_N(\theta_0)(\theta - \theta_0)\right\} + N^{-1/2}\{U_N(\theta_0) - U_N(\theta_0)\} + o(1) \tag{50}
$$

Suppose $\hat{\theta}$ is the solution of $U_N(\theta) = 0$ such that $U_N(\hat{\theta}) = 0$. With $N^{-1/2}\{\bar{U}_N(\theta_0) - U_N(\theta_0)\} \to o(1)$ from (47), then

$$
N^{1/2}(\hat{\theta} - \theta_0) = -N^{1/2}A_N^{-1}U_N(\theta_0) + o(1) \tag{51}
$$

where,

$$
A_N = N^{-1}\frac{\partial}{\partial \theta} \bar{U}_N(\theta_0) \to A = \lim_{N \to \infty} N^{-1} \sum_{i=1}^{N} H_i(\theta_0) \begin{pmatrix}
f_1(g(\theta_0))g'(\theta_0) \\
\vdots \\
f_M(g(\theta_0))g'(\theta_0)
\end{pmatrix} \tag{52}
$$

where $f_m(\cdot)$ is the density function of $D_{im}$ and since all $D_{im}$ follows the same marginal distribution we denote their common density function as $f_D(\cdot)$. Thus, $A = \lim_{N \to \infty} N^{-1} \sum_{i=1}^{N} \Gamma_i^TV_i\Gamma_i$. By central limit theorem,

$$
N^{-1/2}U_N(\theta_0) \to \mathcal{N}(0, \Sigma_0) \tag{53}
$$

where $\Sigma_0 = \sum_{i=1}^{N} \Gamma_i^TV_i^{-1}\text{cov}(S_i)V_i^{-1}\Gamma_i$. Then,

$$
N^{1/2}(\hat{\theta} - \theta_0) \to \mathcal{N}(0, V_{\theta}^{sw}) \tag{54}
$$

where $V_{\theta}^{sw} = \lim_{N \to \infty} N\Sigma_1^{-1}\Sigma_0\Sigma_1^{-1}$, $\Sigma_1 = \sum_{i=1}^{N} \Gamma_i^TV_i^{-1}\Gamma_i$ and $\Sigma_0 = \sum_{i=1}^{N} \Gamma_i^TV_i^{-1}\text{cov}(S_i)V_i^{-1}\Gamma_i$.

\section*{C Proof of Lemma\textsuperscript{2.2}}

We first prove the Lemma for the case with three raters ($J = 3$) and two replications ($K = 2$) and then extend the proof to the general case. Denote $D_{im} = \max(|x_{i1k_1} - x_{i2k_2}|, |x_{i1k_1} - x_{i3k_3}|, |x_{i2k_2} - x_{i3k_3}|)$ and $D_{im'} = \max(|x_{i1k_1'} - x_{i2k_2'}|, |x_{i1k_1'} - x_{i3k_3'}|, |x_{i2k_2'} - x_{i3k_3'}|)$, $\theta$ as two maximum distances among the three raters. Define $O_{mm'}$ as a collection of index of the raters whose replicates are common in the two terms i.e. $O_{mm'} = \{j; k_j = k_j'\}$. Since we assume that replicates from same rater on same subject are iid, then the correlation between $s(D_{im}, \theta)$ and $s(D_{im'}, \theta)$ is different only up to the common reads of $x_{ijk}$’s used in $s(D_{im}, \theta)$ and $s(D_{im'}, \theta)$ indexed by $O_{mm'}$. Specifically
• If $k_1 \neq k_1', k_2 \neq k_2'$ and $k_3 \neq k_3'$, then $\mathcal{O}_{mm'} = \emptyset$ where $s(D_{im}, \theta)$ and $s(D_{im'}, \theta)$ contain zero common reads from three raters between them and we use index 0 to denote such correlation $corr(s(D_{im}, \theta), s(D_{im'}, \theta)) = \rho_0$

• If $k_1 = k_1', k_2 \neq k_2'$ and $k_3 \neq k_3'$, then $\mathcal{O}_{mm'} = \{1\}$ where $s(D_{im}, \theta)$ and $s(D_{im'}, \theta)$ contain exactly one common read from the first rater and we use index 1 = $2^{1-1}$ to denote such correlation $corr(s(D_{im}, \theta), s(D_{im'}, \theta)) = \rho_1$

• If $k_1 \neq k_1', k_2 = k_2'$ and $k_3 \neq k_3'$, then $\mathcal{O}_{mm'} = \{2\}$, then $s(D_{im}, \theta)$ and $s(D_{im'}, \theta)$ contain exactly one common read from the second rater and we used index 2 = $2^{2-1}$ to denote $corr(s(D_{im}, \theta), s(D_{im'}, \theta)) = \rho_2$

• If $k_1 = k_1', k_2 = k_2'$ and $k_3 \neq k_3'$, then $\mathcal{O}_{mm'} = \{1, 2\}$ where $s(D_{im}, \theta)$ and $s(D_{im'}, \theta)$ contain exactly two common reads from the first rater and second rater and we used index 3 = $2^{1-1} + 2^{2-1}$ to denote $corr(s(D_{im}, \theta), s(D_{im'}, \theta)) = \rho_3$

• If $k_1 \neq k_1', k_2 \neq k_2'$ and $k_3 = k_3'$, then $\mathcal{O}_{mm'} = \{3\}$ where $s(D_{im}, \theta)$ and $s(D_{im'}, \theta)$ contain exactly one common read from the third rater and we used index 4 = $2^{3-1}$ to denote $corr(s(D_{im}, \theta), s(D_{im'}, \theta)) = \rho_4$

• If $k_1 = k_1', k_2 \neq k_2'$ and $k_3 = k_3'$, then $\mathcal{O}_{mm'} = \{1, 3\}$ where $s(D_{im}, \theta)$ and $s(D_{im'}, \theta)$ contain exactly two common reads from the first rater the third rater and we use index 5 = $2^{1-1} + 2^{3-1}$ to denote $corr(s(D_{im}, \theta), s(D_{im'}, \theta)) = \rho_5$

• If $k_1 \neq k_1', k_2 = k_2'$ and $k_3 = k_3'$, then $\mathcal{O}_{mm'} = \{2, 3\}$ where $s(D_{im}, \theta)$ and $s(D_{im'}, \theta)$ contain exactly two common reads from the second rater the third rater and we use index 6 = $2^{2-1} + 2^{3-1}$ to denote $corr(s(D_{im}, \theta), s(D_{im'}, \theta)) = \rho_6$

• If $k_1 = k_1', k_2 = k_2'$ and $k_3 = k_3'$, then $\mathcal{O}_{mm'} = \{1, 2, 3\}$ where $s(D_{im}, \theta) = s(D_{im'}, \theta)$ contain exactly three common reads for all three raters and we use index 7 = $2^{1-1} + 2^{2-1} + 2^{3-1}$ to denote $corr(s(D_{im}, \theta), s(D_{im'}, \theta)) = \rho_7 = 1$

With these notations for the \((\begin{pmatrix} 3 \\ 0 \end{pmatrix} + \begin{pmatrix} 3 \\ 1 \end{pmatrix} + \begin{pmatrix} 3 \\ 2 \end{pmatrix} + \begin{pmatrix} 3 \\ 3 \end{pmatrix}) = 2^4\) distinct correlations where correlation is denoted as $\rho_l, l = \sum_{j \in \mathcal{O}_{mm'}} 2^{j-1}$, the true correlation matrix can be written as,

$$
R_0 = \begin{pmatrix}
1 & \rho_3 & \rho_5 & \rho_1 & \rho_6 & \rho_2 & \rho_4 & \rho_0 \\
\rho_3 & 1 & \rho_1 & \rho_5 & \rho_2 & \rho_6 & \rho_0 & \rho_4 \\
\rho_5 & \rho_1 & 1 & \rho_3 & \rho_4 & \rho_0 & \rho_6 & \rho_2 \\
\rho_1 & \rho_5 & \rho_3 & 1 & \rho_0 & \rho_4 & \rho_2 & \rho_6 \\
\rho_6 & \rho_2 & \rho_4 & \rho_0 & 1 & \rho_3 & \rho_5 & \rho_1 \\
\rho_2 & \rho_6 & \rho_0 & \rho_4 & \rho_3 & 1 & \rho_1 & \rho_5 \\
\rho_4 & \rho_0 & \rho_6 & \rho_2 & \rho_5 & \rho_1 & 1 & \rho_3 \\
\rho_0 & \rho_4 & \rho_2 & \rho_6 & \rho_1 & \rho_5 & \rho_3 & 1
\end{pmatrix}
$$

where $s_{k_1k_2k_3} = s(max(|x_{1:1k_1} - x_{1:2k_2}|, |x_{1:1k_1} - x_{1:3k_3}|, |x_{1:2k_2} - x_{1:3k_3}|), \theta)$. For each row, the sum of all elements is equal to $\sum_{l=0}^{7} \rho_l$

For the general case with $J$ rater and $n$ replicates, the $m^{th}$ row sum of the correlation matrix can be expressed as

$$
\sum_{m'=1}^{M} corr(s(D_{im}, \theta), s(D_{im'}, \theta)) \tag{55}
$$

The correlation between any two $s(D_{im}, \theta)$ and $s(D_{im'}, \theta)$ depends on the distinct combination of common measurements of $x_{ijk}$ used in $D_{im}$ and $D_{im'}$. As seen in the special case, there are \(\binom{J}{l}\) combinations where $s(D_{im}, \theta)$ and $s(D_{im'}, \theta)$ share exactly $h$ common reads of $x_{ijk}$ from $h$ raters out of the $J$ raters for given $m, m'$. Thus there are a total of \(\binom{J}{0} + \binom{J}{1} + \binom{J}{2} + \ldots + \binom{J}{J} = 2^J\) different such combinations and we denote the corresponding correlations as $\rho_l, l = 0, \ldots, 2^J - 1$, i.e.,

$$
COR(s(D_{im}, \theta), s(D_{im'}, \theta)) = \rho_l, \quad l = \sum_{j \in \mathcal{O}_{mm'}} 2^{j-1} \text{ when } \mathcal{O}_{mm'} \neq \emptyset \text{ and } l = 0 \text{ when } \mathcal{O}_{mm'} = \emptyset \tag{56}
$$
where \( \mathcal{O}_{mm'} \) is the collection of index of the raters whose replicates are common in the two distances. Two extreme correlations are the one when \( D_{im} \) and \( D_{im'} \) are defined over distinct replicates from each rater, \( \mathcal{O}_{mm'} = \emptyset \) and the one when two PMD are defined the same set of the replicates, \( \mathcal{O}_{mm'} = \{1, \ldots, J\} \), which has correlation of 1. For a given \( D_{im} \), if \( D_{im} \) and \( D_{im'} \) contain exactly, say \( h \) common reads from \( h \) observers, \( j_1, j_2, \ldots, j_h \), then there are \( (n - 1)^{J-h} \) different \( D_{im}' \)'s such that \( \text{COR}(s(D_{im}, \theta), s(D_{im}, \theta)) \) is the same to be denoted as \( \rho_{2i_{1}j_{1}+2j_{2}-1+2j_{3}-1+2j_{4}-1} \). These different \( D_{im}' \)'s come from the \( (n - 1)^{J-h} \) possible combinations of replicates that are different from the ones in \( D_{im} \) in the remaining \( J - h \) observers. Therefore, the row sum of the \( R_0 \) could be expressed as

\[
a = (n - 1)^J \rho_0 + \sum_{j=1}^{J} (n - 1)^{J-1} \rho_{2j-1} + \sum_{j_1 < j_2} (n - 1)^{J-2} \rho_{2j_{1}-1+2j_{2}-1} + \cdots + \sum_{j_1 < \cdots < j_{J-1}} (n - 1) \rho_{\sum_{i=1}^{J-1} 2i_{i}-1} + 1
\]

(57)

(58)

Since the expression for each row is the same, Lemma 2.2 is proved.

## D Proof of Theory 2.3

Under the model assumption discussed at the beginning of Section 2.4 that all \( D_{im} \) follow the same marginal distribution, then \( s(D_{im}, \theta) \) follow same marginal distribution. Let \( \sigma^2_S = \text{var}(s(D_{im}, \theta)) \). Then \( A_i = \text{diag}(\text{cov}(S_i)) = \text{I} \sigma^2_S \) and \( V_i = A_i^{1/2} R_w A_i^{1/2} = \sigma^2_S R_w \). The true covariance matrix is

\[
\text{cov}(S_i) = A_i^{1/2} R_0 A_i^{1/2} = \sigma^2_S R_0
\]

(59)

where \( R_0 \) is the true correlation matrix.

Recall that \( \Gamma_i = 1_{M \times 1} h(\theta) \). Following the general result of GEE, the robust sandwich estimator of \( \hat{\theta} \) under working correlation matrix \( R_w \) after plugging in \( A_i = \text{I} \sigma^2_S \) is

\[
V^w_{\theta} = N(\Sigma_1)^{-1} \Sigma_0 (\Sigma_1)^{-1}
\]

(60)

\[
\Sigma_1 = \sum_{i=1}^{N} \Gamma_i^T \Sigma_0^{-1} \Gamma_i
\]

(61)

\[
= h(\theta)^2 \sigma^2_S \sum_{i=1}^{N} 1_{M \times 1}^T R_w^{-1} 1_{M \times 1}
\]

(62)

\[
= Nh(\theta)^2 \sigma^2_S 1_{M \times 1}^T R_w^{-1} 1_{M \times 1}
\]

(63)

\[
\Sigma_0 = \sum_{i=1}^{N} \Gamma_i^T V_i^{-1} \text{cov}(S_i) V_i^{-1} \Gamma_i
\]

(64)

\[
= h(\theta)^2 \sigma^2_S \sum_{i=1}^{N} 1_{M \times 1}^T R_w^{-1} \text{cov}(S_i) R_w^{-1} 1_{M \times 1}
\]

(65)

\[
= Nh(\theta)^2 \sigma^2_S 1_{M \times 1}^T R_w^{-1} R_0 R_w^{-1} 1_{M \times 1}
\]

(66)

Now we prove the theorem by showing that the robust sandwich variance estimate of the estimated parameter \( \theta \) based on independent working correlation matrix is the same as the variance of the estimated parameter based on true correlation matrix.

- When \( R_w = I \) then

\[
\Sigma_1 = MN \sigma^2_S h(\theta)^2
\]

(67)

\[
\Sigma_0 = N \sigma^2_S h(\theta)^2 1_{M \times 1}^T R_0 1_{M \times 1}
\]

(68)

\[
\Sigma_0 = N \sigma^2_S h(\theta)^2 1_{M \times 1}^T R_0 1_{M \times 1}
\]

(69)

Based on Lemma 2.2, the row sums of \( R_0 \) are equal to \( a \), then

\[
1_{M \times 1}^T R_0 1_{M \times 1} = a M
\]

(70)
Therefore, the robust sandwich estimator under working independent correlation matrix is

\[ V_\theta^* = N(\Sigma_1)^{-1} \Sigma_0(\Sigma_1)^{-1} \]  

\[ = \frac{a \sigma_s^2}{M \hat{h}^2(\theta)} \]  

\[ \text{Suppose } R_w = R_0. \text{ Then } \Sigma_1 = \Sigma_0 \text{ and } N^{1/2}(\hat{\theta} - \theta_0) \text{ has variance as} \]

\[ V_\theta^* = N \Sigma_0^{-1} = \frac{\sigma_s^2}{h^2(\theta)} (1_{M \times 1} R_0^{-1} 1_{M \times 1})^{-1} \]  

Let \( v = \frac{1}{a} 1_{M \times 1} \), then \( R_0 \cdot v = 1_{M \times 1} \).

\[ 1_{M \times 1} R_0^{-1} 1_{M \times 1} = 1_{M \times 1} R_0^{-1} v = 1_{M \times 1} v = \frac{1}{a} 1_{M \times 1} 1_{M \times 1} = \frac{M}{a} \]  

Therefore, the robust sandwich estimator under true correlation matrix is

\[ V_\theta = \frac{a \sigma_s^2}{M \hat{h}^2(\theta)} \]

Therefore \( V_\theta^* = V_\theta \) implying that we have the same asymptotic efficiency under the true correlation matrix or the independent working correlation. The asymptomatic distribution of \( \hat{\theta} \) for agreement study has the following form

\[ N^{1/2}(\hat{\theta} - \theta) \overset{d}{\rightarrow} N(0, \frac{a \sigma_s^2}{M \hat{h}^2(\theta)}) \]  

where a is the row sum of \( R_0 \).

E  Relationship between Log-normal Distribution and Normal Distribution

Suppose \( Y_i \) follows a log-normal distribution with mean and covariance structure in equations (25)-(27). Let \( X_i = \log(Y_i) \), then \( X_i \) should follow a multivariate normal distribution where its mean \( \mu_X \) and covariance \( \Sigma_X \) have the following form,

\[ \mu_X = (\mu'_1 1_{1 \times K}, \mu'_2 1_{1 \times K}, \mu'_3 1_{1 \times K})^T \]  

\[ \Sigma_X = \begin{pmatrix}
\sigma'_1^2 \Sigma'_1 & \sigma'_1 \sigma'_2 \rho'_12 1_{K \times K} & \sigma'_1 \sigma'_3 \rho'_13 1_{K \times K} \\
\sigma'_1 \sigma'_2 \rho'_12 1_{K \times K} & \sigma'_2^2 \Sigma'_2 & \sigma'_2 \sigma'_3 \rho'_23 1_{K \times K} \\
\sigma'_1 \sigma'_3 \rho'_13 1_{K \times K} & \sigma'_2 \sigma'_3 \rho'_23 1_{K \times K} & \sigma'_3^2 \Sigma'_3
\end{pmatrix} \]  

\[ \Sigma'_j = \begin{pmatrix}
1 & \rho'_j & \rho'_j \\
\rho'_j & 1 & \rho'_j \\
\rho'_j & \rho'_j & 1
\end{pmatrix} \text{ for } j=1,2 \text{ and } 3 \]  

Based on the moment generating function, we could express the parameters of \( Y_i \) in terms of parameters of \( X_i \) as [13]

\[ \begin{cases}
E[Y_{ijk}] = \exp(\mu'_j + \sigma'_j^2 / 2) \\
Var[Y_{ijk}] = E[Y_{ijk}]^2 \left[ \exp(\sigma'_j^2) - 1 \right] \\
Cov(E[Y_{ijk1}], E[Y_{ijk2}]) = E[Y_{ijk1}]^2 \exp(\sigma'_j^2 \rho'_j) - 1 \\
Cov(E[Y_{ijk1}], E[Y_{ijk2}]) = E[Y_{ijk1}] E[Y_{ijk2}] \left[ \exp(\sigma'_j \sigma'_j \rho'_{j12}) - 1 \right]
\end{cases} \]  

Then by setting the left terms to the parameters for \( Y \), one can solve the equations to obtain the means, variances and covariance for \( X \) in term of the parameters for \( Y \) as shown below

\[ \begin{cases}
\mu'_j = 2 \log(\mu_j) - 0.5 \log(\sigma_j^2 + \mu_j^2) \\
\sigma'_j^2 = \log(\sigma_j^2 + \mu_j^2) - 2 \log(\mu_j) \\
\rho_j = \frac{\log(\sigma_j^2 + \mu_j^2) - 2 \log(\mu_j)}{\log(\sigma_j^2 + \mu_j^2) - 2 \log(\mu_j)} \end{cases} \]  

\[ \rho'_{j12} = \frac{\log(\sigma_j^2 + \mu_j^2) - 2 \log(\mu_j)}{\sqrt{\log(\sigma_j^2 + \mu_j^2)} - 2 \log(\mu_j)} \]  

We first generate \( X_i \) from a multivariate normal distribution with mean and covariance structure from (77)-(79). Then we set \( Y_i = \exp(X_i) \) to obtain the generated log-normal data.
F Performance of the new non-parametric estimator for RAUCPC

We preformed simulation studies to evaluate the performance of this new non-parametric estimator of RAUCPC with comparison to the two exiting estimators. The simulation setting are the same as in Barnhart’s paper[4]. Both normally distributed and non-normally distributed data were generated. For normally distributed data, $D_{ij}$ were generated from standard normal distribution, while the non-normally distributed $D_{ij}$ were generated from a mixture of standard normal and log-normal distribution of $N(0, 1) + \log N(0.1, 2.15)$. For both distributions, a total of 1000 simulated data sets were generated with sample sizes of 10, 20, 50, 100 and 200. The $\delta_{max}$ is set to be 2 or 3. The performance of different estimators is evaluated by: (1) bias=estimated RAUCPC-true RAUCPC; (2) MSE=var(estimated RAUCPC)+bias$^2$; (3) coverage rate: percentage of 95% confident intervals (estimated RAUCPC ± 1.96se(estimated RAUCPC)) containing true RAUCPC out of 1000 simulations.

The results are displayed in tables (7) and (8). For normally distributed data, the performance of the new proposed non-parametric estimator is similar with the parametric estimator which is better than the bootstrap estimator. When the data is non-normal, the parametric estimator based on normal distribution performed badly as expected where we observe that the 95% coverage rate decreases to 0 as the sample size increases. While the new proposed estimator have slightly better performance than the bootstrap estimator in terms of the bias and the 95% coverage.
Table 7: Estimated RAUCPC for Normal Data

| $\delta_{max}$ | Sample Size | True RAUCPC | Parametric Estimator | Non-parametric Bootstrap Estimator | New Non-parametric Estimator |
|---------------|-------------|-------------|----------------------|------------------------------------|------------------------------|
|               |             |             | Estimate Bias MSE CR | Estimate Bias MSE CR | Estimate Bias MSE CR |
| 2             | 10          | 0.610       | 0.606 -0.003 0.006 0.865 | 0.648 0.038 0.009 0.825 | 0.609 -0.001 0.008 0.891 |
| 2             | 20          | 0.610       | 0.611 0.003 0.003 0.901 | 0.633 0.023 0.004 0.879 | 0.612 0.002 0.004 0.931 |
| 2             | 50          | 0.610       | 0.608 -0.002 0.001 0.938 | 0.618 0.008 0.001 0.942 | 0.608 -0.001 0.001 0.953 |
| 2             | 100         | 0.610       | 0.609 -0.001 0.001 0.934 | 0.614 0.004 0.001 0.947 | 0.609 -0.001 0.001 0.948 |
| 2             | 200         | 0.610       | 0.610 0.000 0.000 0.945 | 0.612 0.003 0.000 0.955 | 0.610 0.000 0.000 0.953 |
| 3             | 10          | 0.734       | 0.730 -0.004 0.003 0.874 | 0.767 0.032 0.004 0.802 | 0.736 0.002 0.004 0.887 |
| 3             | 20          | 0.734       | 0.736 0.002 0.002 0.889 | 0.756 0.022 0.002 0.837 | 0.739 0.004 0.002 0.904 |
| 3             | 50          | 0.734       | 0.733 -0.001 0.001 0.924 | 0.742 0.008 0.001 0.910 | 0.734 0.000 0.001 0.929 |
| 3             | 100         | 0.734       | 0.734 0.000 0.000 0.945 | 0.739 0.004 0.000 0.934 | 0.734 0.000 0.000 0.945 |
| 3             | 200         | 0.734       | 0.734 0.000 0.000 0.947 | 0.737 0.002 0.000 0.949 | 0.734 0.000 0.000 0.956 |

Table 8: Estimated RAUCPC for Non-normal Data

| $\delta_{max}$ | Sample Size | True RAUCPC | Parametric Estimator | Non-parametric Bootstrap Estimator | New Non-parametric Estimator |
|---------------|-------------|-------------|----------------------|------------------------------------|------------------------------|
|               |             |             | Estimate Bias MSE CR | Estimate Bias MSE CR | Estimate Bias MSE CR |
| 2             | 10          | 0.442       | 0.237 -0.204 0.07 0.583 | 0.483 0.041 0.014 0.892 | 0.445 0.003 0.013 0.896 |
| 2             | 20          | 0.442       | 0.181 -0.261 0.085 0.328 | 0.463 0.021 0.007 0.915 | 0.442 0 0.006 0.928 |
| 2             | 50          | 0.442       | 0.121 -0.321 0.11 0.033 | 0.451 0.01 0.002 0.936 | 0.442 0 0.002 0.943 |
| 2             | 100         | 0.442       | 0.09 -0.352 0.127 0.001 | 0.447 0.005 0.001 0.937 | 0.442 0 0.001 0.945 |
| 2             | 200         | 0.442       | 0.07 -0.372 0.14 0 | 0.445 0.003 0.001 0.952 | 0.442 0.001 0.001 0.953 |
| 3             | 10          | 0.556       | 0.34 -0.217 0.092 0.583 | 0.595 0.039 0.012 0.862 | 0.559 0.003 0.011 0.892 |
| 3             | 20          | 0.556       | 0.25 -0.306 0.123 0.388 | 0.579 0.023 0.006 0.901 | 0.559 0.003 0.006 0.926 |
| 3             | 50          | 0.556       | 0.174 -0.382 0.159 0.077 | 0.566 0.009 0.002 0.932 | 0.557 0 0.002 0.941 |
| 3             | 100         | 0.556       | 0.133 -0.423 0.186 0.001 | 0.562 0.006 0.001 0.939 | 0.557 0.001 0.001 0.943 |
| 3             | 200         | 0.556       | 0.108 -0.448 0.204 0 | 0.56 0.003 0.001 0.949 | 0.557 0.001 0.001 0.951 |