Large dispersive interaction between a CMOS double quantum dot and microwave photons
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We report fast charge state readout of a double quantum dot in a CMOS split-gate silicon nanowire transistor via the large dispersive interaction with microwave photons in a lumped-element silicon nanowire resonator. We achieve a coupling rate $g_0/(2\pi) = 204 \pm 2$ MHz by exploiting the large interdot gate lever arm of an asymmetric split-gate device, and by inductively coupling to the resonator to increase its impedance, $Z_r = 560 \Omega$. In the dispersive regime, the large coupling strength at the double quantum dot hybridisation point produces a frequency shift comparable to the resonator linewidth, the optimal setting for maximum state visibility. We exploit this regime to demonstrate rapid dispersive readout of the charge degree of freedom, with a SNR of 3.3 in 50 ns. In the resonant regime, the fast charge decoherence rate precludes reaching the strong coupling regime, but we show a clear route to spin-photon circuit quantum electrodynamics using hybrid CMOS systems.

I. INTRODUCTION

Electron spins in silicon quantum dots are promising candidates for large-scale quantum computation [1]. Their long coherence times enable high-fidelity single- and two-qubit gates [2,6] and their compatibility with industrial manufacturing processes [7–9] facilitates the fabrication of large quantum dot arrays, and their integration with classical electronics [10]. All quantum computing architectures aiming to achieve fault-tolerance [11] require high-fidelity quantum state readout. To implement quantum error correction (QEC), this readout must be achieved in time scales significantly shorter than the coherence time of the qubits ($T_2 = 28$ ms [12]), and ideally faster than the time scales of single- and two-qubit gates to avoid becoming the bottleneck in error-correction cycles. For the highest fidelity gates, these timescales are sub-$\mu$s [3] and 5 $\mu$s [4], respectively. Renewed efforts have been directed at achieving this goal using charge sensors combined with amplification at the millikelvin stage [13] or with radio-frequency techniques [14,15], reaching a promising 97% fidelity in 1.5 $\mu$s [10].

Circuit quantum electrodynamics (cQED) provides an alternative readout approach which removes the necessity for a charge sensor and simplifies the qubit architecture [17,19]. The qubit interacts with photons in a detuned microwave cavity whose eigenfrequencies are modified conditional on the qubit state. Recent results have demonstrated this is a competitive approach for silicon spin qubits and have reached fidelities of 73% in 2.6 ms [20] and 82.9% in 300 $\mu$s [21], when using hybrid resonant circuits, and 98% in 6 $\mu$s, when using on-chip resonators [22]. Although on-chip integration has enabled faster readout, it poses an important challenge for the future development of compact nanometre-scale spin qubit arrays, given that current microwave resonator designs have characteristic length scales of the order of 100 $\mu$m [23,24]. Hybrid multi-chip modules give freedom to optimise the layout of the qubit layer without the spatial constraints of the microwave electronics and are likely to facilitate the development of two-dimensional qubit arrays [25,26], a requirement for the implementation of the surface code QEC [11]. However, the technology to achieve readout times compatible with QEC using hybrid multi-chip modules requires further development.

In this paper, we demonstrate fast charge state readout of a complementary-metal-oxide-semiconductor (CMOS) double quantum dot (DQD) coupled to a high-impedance lumped-element resonator. We measure an interdot charge transition with a signal-to-noise ratio (SNR) of 3.3 in just 50 ns. The signal, which represents that of a sin-
glet outcome in singlet-triplet readout schemes, should enable high-fidelity spin readout in sub-μs time scales. Our large signal is achieved by increasing the charge-photon coherent coupling rate to \( g_0/(2\pi) = 204 \text{ MHz} \), comparable to those reported in fully-integrated circuits \cite{23,24}. The large coupling results directly from exploiting the large interdot gate lever arm of an asymmetric split-gate device, \( \alpha = 0.72 \), and from inductively coupling to the resonator to increase its impedance. It allows us to operate the system in the intermediate dispersive regime, where the dispersive frequency shift of the microwave cavity, \( \chi \), is as large as the photon decay rate, \( \kappa \); the condition for maximum state visibility \cite{27}. Furthermore, we show the scalability of the architecture by simultaneously reading two resonators, each of them containing a quantum dot device, via frequency multiplexing. Finally, by tuning the charge configuration of the DQD, we reach the resonant regime of cQED, where the qubit and resonator energies match. Although \( g_0 \gg \kappa \), the fast decay rate of the charge degree of freedom of the DQD precludes reaching the strong coupling limit in this experiment. By coupling to the long-lived spin degree of freedom \cite{28}, it may be possible to reach the strong coupling limit, which has been achieved in Si/SiGe heterostructures \cite{23,29}, but not yet in Si/SiO\(_2\) systems. We note that the microwave circuitry presented here should readily improve the readout fidelity not only of CMOS-based devices but of any semiconductor-based system, especially those with a large gate lever arm such as topological qubits \cite{30,31}.

II. ARCHITECTURE

Our multi-module assembly consists of a silicon chiplet and a superconducting chiplet, connected via wire-bonds. The superconducting chiplet contains an elongated spiral inductor and a 50 Ω microstrip waveguide, fabricated using optical lithography from an 80 nm thick sputter-deposited NbN film on a sapphire substrate, shown in Fig. 1(a). The structure is designed to allow microwave radiation to be inductively coupled into the inductor from the waveguide. We connect the inner bond pad of the inductor to the T1 gate of an \( n \)-type split-gate silicon-on-insulator nanowire field-effect transistor (NWFET), see Fig. 1(b), and the outer bond pad to a bias-tee to enable DC gating. More details of the circuit can be found in Appendix \[3\].

The intrinsic-Si body of the nanowire, with a height of 7nm and width 70 nm, is covered by 6 nm SiO\(_2\) gate oxide and separated from the silicon substrate by a 145 nm buried oxide. Two gates, arranged face-to-face, wrap around the sides and part of the top surface of the nanowire. The gates have a length along the nanowire of 60 nm, and surrounding the gates the nanowire is covered by 34 nm Si\(_3\)N\(_4\) spacers. The gap between the gates at the top of the nanowire is 40 nm wide, and is also covered by Si\(_3\)N\(_4\) \cite{32}. An orange arrow on the top-down SEM image, Fig. 1(a), highlights the gap between the gates. We connect the inductor to the gate with the larger overlap to make use of the larger interdot gate lever arm, as we will see later. Under the appropriate bias, a DQD forms within the corners of the NWFET, as illustrated in Fig. 1(b) \cite{33}. We model a single valence electron in the DQD as a coupled two-level system with eigenfrequencies \( \Omega_{\pm} = \pm \frac{1}{2} \Omega = \pm \frac{1}{2} \sqrt{\varepsilon^2 + (2t_c)^2} \) where \( t_c \) is the tunnel coupling and \( \varepsilon \) is the frequency detuning between dots.

The combined inductor-DQD system forms an \( LC \) resonant circuit. We study the properties of the resonator by monitoring the amplitude and phase of the reflected signal when applying a microwave tone to the microwave input line, MW\(_{in}\), with the NWFET grounded at 12 mK, see Fig. 1(c). We find a resonance at \( f_0 = 1.88 \text{ GHz} \), which can be fitted using a complex external Q-value (see red dashed line in Fig. 1(c)) \cite{34,35}. From the fit and our experimentally measured inductance value \( L = 47 \text{ nH} \) \cite{36}, we deduce a total parasitic capacitance \( C_p = 150 \text{ fF} \), a characteristic impedance \( Z_0 = \sqrt{L/C_p} = 560 \Omega \), an internal (external) decay rate \( \kappa_{int}/(2\pi) = 1.31 \text{ MHz} \) \( \kappa_{ext}/(2\pi) = 1.76 \text{ MHz} \) and a total photon decay rate of \( \kappa/(2\pi) = 3.07 \text{ MHz} \). Moreover, we plot the phase shift \( \phi \) across the resonance (blue trace) and observe a 2π phase shift confirming that photons predominantly escape the resonator before decaying \cite{37}.

Next, at fixed frequency, we monitor the phase shift of the reflected signal \( \phi \) as a function of the gate biases \( V_{T1} \) and \( V_{B1} \), see Fig. 1(d). An enhancement of the phase signal in a quasi-periodic honeycomb pattern is clearly visible. The lines correspond to charge bistable regions in a DQD where the charge susceptibility of the DQD is non-zero \cite{38,39}. We infer the electron population in each quantum dot by using a visible dot-to-reservoir transition of one dot as a charge sensor of the other dot, see Appendix \[4\]. Then we invert the role of the dots and count the number of electrons in the opposite dot \cite{32}. The numbers in parentheses in Fig. 1(d) indicate the number of electrons on the dot under the (T1, B1) gates. Interdot charge transitions (ICTs) at intersections of the horizontal and vertical lines are not visible for electron populations smaller than those presented on this plot, indicating insufficient wavefunction overlap for tunneling to occur in the timescale of the resonator period \cite{40}.

In the remainder of this paper, we focus on studying the interaction between the resonator and the DQD. We use two ICTs with different tunnel couplings to access two different regimes. First, the dispersive regime, where the qubit frequency is greater than the resonator frequency, which we use to achieve fast readout of the charge state (red dotted box in Fig. 1(d)) and second, the resonant regime, where the qubit and resonator frequencies are equal (green dashed box in Fig. 1(d)).
FIG. 1. Measurement set-up, resonator geometry and double quantum dot characteristics. (a) Two mutually coupled inductors represent the inductive coupling between a microstrip waveguide and a spiral inductor with inductance $L$, the layout of which is shown below in the dashed box. Both elements are fabricated from the same NbN film on sapphire; the gap separating inductor and waveguide is 4 $\mu$m wide. The inductor is wire-bonded to a NWFET on a separate substrate (aluminium wire bonds are highlighted in red). The bias-tee consists of a 100 pF capacitor and a 100 k$\Omega$ resistor. An SEM image shows a top-down view of a similar split-gate NWFET, where the orange arrow highlights the insulating spacer between the two top gates and its misalignment from the centre of the nanowire. (b) Cross-section schematic of the NWFET, cutting through the nanowire perpendicular to its length. Quantum dots are formed in the top corners of the intrinsic silicon body, indicated by white shading. (c) The phase (blue), amplitude (black) and fit (red) of a reflected microwave signal applied and measured at MW$_{in}$ when the terminals of the NWFET are grounded. (d) The DQD charge stability diagram shown in normalized reflected phase data as $V_{T1}$ and $V_{B1}$ are varied. Numbers in parentheses indicate the electron numbers on each dot; the highlighted ICTs are measured in detail later.

FIG. 2. Resonator-DQD interaction in the dispersive regime. (a) Reduced phase response of the resonator $\Delta \phi/\phi_0$ around the $(7,11) \leftrightarrow (8,10)$ ICT. Colour-coded crosses denote the positions of measurements on and off the ICT respectively, see Fig. 3 a). (b) Magnetospectroscopy of the $(7,11) \leftrightarrow (8,10)$ ICT, which we used to calculate the interdot gate lever arm. (c) Magnitude of the signal reflected from the cavity showing the shift in the resonant frequency as $V_{T1}$ is swept across the ICT. (d) Simulated data, using Eq. 2, to reproduce the experimental data in panel (c).
III. LARGE DISPERSIVE INTERACTION

We bias the DQD to the ICT between charge states (7,11) and (8,10), see Fig. 2(a). The ICT and the T1 dot-to-reservoir (DTR) lines are visible, but the B1 DTR ones are not because of the weak lever arm of the T1 gate to the B1 dot. We focus on the ICT and extract the interdot gate lever arm from the voltage shift of the transition as the magnetic field is increased, see Fig. 2(b). For an even parity transition such as this, where the total number of valence electrons is even (for example a (1,1) ↔ (2,0) transition), the position of the ICT shifts with a slope determined by $\alpha/g_{\text{eff}}$, where $g_{\text{e}}$ is the electron $g$-factor $\sim 2$ and $\mu_{\text{B}}$ is the Bohr magneton $[38]$. The signal at $B > 0$ T originates from charge transition between states with different spin numbers. The reason for spin transitions occurring under the microwave electric field is unknown, but could potentially be explained by electrically driven Landau-Zener transitions followed by a fast relaxation hotspot near the point of anticrossing $[41]$. We obtain $\alpha = 0.724 \pm 0.006$. The large $\alpha$ is a direct consequence of the large asymmetric channel overlap of T1 and represents the highest reported for any silicon device. Previous measurements of a device from the same wafer used the gate electrode with the smaller overlap (B1) which yielded $\alpha = 0.345 [32]$. Achieving a large $\alpha$ is of great importance for cQED architectures since it relates directly to the dipole moment of the quantum system and hence to the coherent coupling constant $g_0/(2\pi) = \alpha f_0 \sqrt{Z_f/2R_Q}$, where $R_Q$ is the resistance quantum $[42]$.

To explore the interaction between the resonator and the DQD, we measure the reflected spectrum of the resonator as we change the DQD frequency detuning, $\varepsilon$, via $V_{\text{T1}}$, see Fig. 2(c). We apply the input signal with a power of -125 dBm at MW$_{\text{in}}$, well below the onset of power broadening. At $\varepsilon = 0$, the resonator exhibits a maximum frequency shift with respect to the bare resonator frequency, $\chi/(2\pi) = 4.1195 \pm 0.0006$ MHz. This value is comparable to the bare cavity linewidth $\kappa/(2\pi)$. In addition, we observe an increase in the effective resonator linewidth, $\kappa^*$, which we attribute to the interaction of the resonator with a fast decaying DQD, as we shall confirm later.

To extract the relevant parameters of the resonator-DQD system, and to simulate the response, we model the DQD as a coupled two-level system, and the microwaves by a weak periodic field $[33]$. In the rotating-wave approximation, we obtain the effective Hamiltonian

$$H_{\text{tot}} = \hbar \Delta_0 a^\dagger a + \hbar \Delta/2 \sigma_z + \hbar g_{\text{eff}}(a\sigma_+ + a^\dagger \sigma_-)$$

where $\Delta_0 = (2\pi)(f_0 - f_1)$, $\Delta = \Omega - (2\pi) f_0$, $g_{\text{eff}} = g_0 2t_c/\Omega$, $\sigma_z$ is the inversion operator, $\sigma_+$ ($\sigma_-$) are the raising and lowering operators of the DQD and $a$ and $a^\dagger$ are the photon annihilation and creation operators. We use the input operator formalism and develop the Heisenberg-Langevin equations of motion to obtain the reflection coefficient in the steady state when neglecting quantum noise contributions

$$|S_{11}| = \left| 1 + \frac{i\kappa_{\text{ext}}}{\Delta_0 - \frac{\pi}{2} + g_{\text{eff}}\chi_{\text{DQD}}} \right|^2$$

where $|S_{11}|$ is the reflected power ratio, $\chi_{\text{DQD}} = g_{\text{eff}}/(-\Delta + i\gamma/2)$ is the susceptibility of the DQD and $\gamma$ is the DQD decay rate. We use Eq. 2 to simulate the experimental results, see Fig. 2(d). From the $\varepsilon$-dependent shift in the resonance frequency, $\chi = -g_{\text{eff}}^2 \Delta/[(\Delta^2 + \gamma^2/4)]$, and the resonance linewidth increase $\kappa^* = \kappa + g_{\text{eff}}^2 \gamma/(\Delta^2 + \gamma^2/4)$, see Appendix A, we determine the relevant system parameters: $g_0/(2\pi) = 204 \pm 2$ MHz, $2t_c/(2\pi) = 7.76 \pm 0.13$ GHz and $\gamma/(2\pi) = 9.95 \pm 0.29$ GHz. From these values, we can draw some important conclusions. Firstly, the DQD presents a fast decay rate, in line with reports in the literature for the charge degree of freedom in silicon MOS structures $[44–46]$. We discard Purcell-enhanced relaxation, $\gamma_{\text{p}}/(2\pi) = (g_0/\Delta)^2 \kappa/(2\pi) = 3.7$ kHz $[47]$, and measurement-induced decoherence due to photon shot noise, $\gamma_{\text{ph}}/(2\pi) = (\sqrt{2\pi} - 1)\kappa/(4\pi) = 25$ MHz $[48]$ (where $\bar{n}$ is the average photon number) as the cause of the large $\gamma$, and instead attribute it to charge noise at the Si/SiO$_2$ interface. Secondly, although $\gamma \gg g_0$, we note that the coupling strength is much greater than the resonator linewidth (i.e. $g_0 \gg \kappa$) and hence our system satisfies one of the requirements to reach the strong coupling regime. Finally, since $\Delta \gg g_0$ and $\chi/\kappa \approx 1$, our measurements are in the intermediate dispersive limit, relevant for high-fidelity qubit readout.

IV. DISPERSIVE READOUT PERFORMANCE

We now evaluate the dispersive readout performance by measuring the signal-to-noise ratio (SNR) of the charge transition as a function of integration time, $t_{\text{int}}$. Using a continuous-wave excitation, we measure the $I$ and $Q$ demodulated components of the reflected signal at the two voltage positions marked in Fig. 2(a); the Coulomb blockaded region (blue cross) and the charge degenerate regime (orange cross). This corresponds to the expected signal in a singlet-triplet spin readout scheme $[20]$, in the limit where the valley splitting is larger than the tunnel coupling. Measurements of the valley splitting in excess of 500 $\mu$eV have been reported for corner dots in the single-electron regime $[28]$, which is much larger than the tunnel coupling measured in this work, $2t_c = 32$ $\mu$eV. As shown in Fig. 3(a), the distributions of points at the two voltages are separated in the IQ plane. We use this data to calculate the power SNR, given by $(A/B)^2$, where $A$ is the distance between the centers of the clusters (marked by black crosses), and $B$ is the average standard deviation of the two states (dotted circles). In Fig. 3(b), the red and green dots plot...
FIG. 3. Readout performance evaluation. (a) Distribution of the reflected signal in quadrature space, collected at the two points marked in Fig. 2(a) on and off the ICT signal. Each point was collected with an integration time $t_{\text{int}} = 50$ ns. For each distribution, the black cross marks the mean and the dashed circle indicates the standard deviation of distances to the mean. (b) SNR dependence on $t_{\text{int}}$ for input power = -100 dBm. Red data points were taken with a 1 MHz low pass filter and the green data points were taken with a 20 MHz low pass filter. The dashed lines extrapolate the data to SNR=1, from which we extract the minimum integration time, $t_{\text{min}}$. (c) Decrease in $t_{\text{min}}$ with increasing input power, which saturates due to power broadening at $\sim 100$ dBm [29].

the SNR for two instrument configurations, using either a 1 MHz or 20 MHz maximum measurement bandwidth respectively. From a linear fit to the data, we extract $t_{\text{min}}$, defined as the integration time for which SNR = 1. At the optimal input power of -100 dBm (see Fig. 2(c)), for the 1 MHz data we find $t_{\text{min}} = 10$ ns. This value is shorter than other silicon implementations which have benefited from either a Josephson Parametric Amplifier (JPA) [50], or a fully-integrated resonator [22]. Our result is comparable to the best reported in any dispersively detected semiconductor quantum dot, which was obtained in InAs and utilised a JPA [51]. Furthermore, following a simple readout fidelity model [22], we obtain a 99.7% electrical readout fidelity in 300 ns. Using the 20 MHz bandwidth configuration (green dots), we can experimentally access integration times down to 50 ns. We note that the lower SNR in the 20 MHz case is due to the comparably larger equivalent noise bandwidth of the filtering system. We measure an SNR of 3.3 at $t_{\text{int}} = 50$ ns, for which the IQ data is plotted in Fig. 3(a). This result agrees well with the estimated SNR in the intermediate dispersive regime $\text{SNR} = (\Delta^2 h \omega_0 k_{\text{ext}} t_{\text{int}}) / (8\pi g_0^2 k_B T_N) = 2.6$, where $k_B$ is the Boltzmann constant and $T_N \approx 4$ K is the noise temperature of the cryogenic amplifier, see Appendix 4.

Finally, we highlight that this architecture can be easily extended to read out several qubits from a single transmission line by adding additional spirals along the length of the microstrip waveguide and employing frequency-multiplexing techniques [33, 34]. We simultaneously read the charge states of two separate NWFETs embedded in resonators of different frequencies (1.8 GHz and 2.4 GHz, corresponding to superconducting inductors with $L_1 = 47$ nH and $L_2 = 29$ nH respectively), see Appendix C for experimental details.

V. Resonant Regime

In our split-gate geometry, we are not able to tune the tunnel coupling independently, however $t_c$ can vary with electron occupation. We bias the DQD to a different ICT (highlighted by the green dashed rectangle in Fig. 1(d)) and investigate the effect of the DQD on the resonator in this case. In Fig. 4(a), we measure the resonator’s frequency spectrum as we vary $\varepsilon$ across the $(6,9)$ $\leftrightarrow (7,8)$ transition, and observe a substantially different response with respect to the dispersive regime (also note the reduced span of the horizontal axis). In this case, close to $\varepsilon = 0$, the resonator’s frequency increases as opposed to the previous configuration. In addition, we again observe an increase of the effective resonator linewidth $\kappa^*$. We attribute these effects to the qubit and the resonator becoming resonant at some $\varepsilon$ where $\Omega = f_0$. However, due to the a large DQD decay rate, we are unable to observe the vacuum Rabi mode splitting characteristic of the strong coupling regime. To confirm our hypothesis, we repeat the process described in Appendix A to fit the data. Using the lever arm measurement $\alpha = 0.66 \pm 0.01$, obtained from magnetospectroscopy of this ICT, we find a coupling strength $g_0/(2\pi) = 34.77 \pm 0.06$ MHz, tunnel coupling $2\gamma/(2\pi) = 1065 \pm 2$ MHz and decay rate $\gamma/(2\pi) = 2.334 \pm 0.007$ GHz. The smaller lever arm accounts for part of the reduction in $g_0$ compared with the dispersive regime, and a further reduction may be linked to the smaller tunnel coupling, analogous to the dependence of the coherent coupling rate on Josephson energy for superconducting qubits [53]. The reduced $\gamma$ in comparison to the dispersive regime can be understood by assuming phonon-mediated relaxation dominates, for which $\gamma \propto t_c^3$ [60]. Our simulations confirm that the system reaches the resonant regime since the tunnel coupling is lower than the frequency of the resonator. Furthermore, the simulation confirms that the fast decay rate of the DQD prevents us observing the strong coupling limit.

VI. Conclusion

We have presented a multi-module integrated circuit for fast readout of the charge state of quantum dot devices enabled by a large charge-photon coupling rate. In our demonstration, the enhanced coupling results from two critical improvements. First, the large interdot gate lever arm which arises from the thin gate oxide, the thin silicon-on-insulator layer, and the asymmetric gate overlap of the nanowire. Second, the enhanced resonator impedance due to the reduced capacitance of the resonator, achieved by coupling inductively rather than capacitively [50, 37, 50]. In the dispersive regime, we
achieve a frequency shift of the order of the resonator bandwidth, $\chi/\kappa \approx 1$, the condition for maximum state visibility. Furthermore, the measured coupling rate is greater than the resonator linewidth, satisfying one of the requirements for strong coupling. Future experiments aiming to achieve strong coupling to the charge degree of freedom in multi-module quantum systems should focus on decreasing the DQD charge decay rate. One strategy to do this is to move to high-mobility heterostructures where lower $\gamma$ have been demonstrated [57, 58], possibly because of the reduced charge noise when compared to Si/SiO$_2$ interfaces. However, achieving a high $\alpha$ in those systems is a complex technical challenge because of the typically large separation between the gates and the quantum dot. Alternatively, coupling to the spin rather than the charge degree of freedom should provide an optimal route to cQED in hybrid superconducting-CMOS systems, particularly if hole-based devices, which are subject to sizable spin-orbit coupling, are used [59, 60]. Our work shows that, in the short term, it will be possible to reach the large coupling rates necessary for cQED without the necessity to integrate microwave resonators in a CMOS process. In the long-term, asymmetric gate designs made out of high kinetic inductance materials, like TiN, inductively coupled to a single input line, should provide a more scalable route to integrated CMOS cQED. Furthermore, if the large $\alpha$ of CMOS DQDs were combined with even higher impedance resonators, it will be possible to access the ultrastrong coupling regime [61].

We note that to achieve the fast readout presented in this paper, we did not use a JPA showing that there is room for further improvement. Finally, we expect that our approach should impact research aiming at improving the readout fidelity of Majorana-based quantum devices [30, 31].
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Appendix A: S-parameter analysis and fitting

For the analysis of the frequency spectrum of the DQD-resonator in Fig. 2 and Fig. 4 in the main paper, it becomes particularly useful to represent Eq. 2 in the form of a complex Lorentzian

FIG. 4. Response of the resonator in the resonant regime. (a) Magnitude in dB of the power reflected at the resonator, as $V_{T1}$ is varied across the (6, 9) $\leftrightarrow$ (7, 8) ICT. (b) Simulation results based on Eq. 2.

FIG. A1. Quality of model fitting. (a) Blue points plot the shift in the centre frequency of the cavity, $f_c$, as the detuning is swept across the ICT in the dispersive regime. (b) Green points plot the change in FWHM of the cavity resonance across the ICT in the dispersive regime. For both (a) and (b) the points are extracted from the data shown in Fig. 2(c), and the black dashed line represents the best-fit prediction from the model (see Fig. 2(d)). (c) and (d) plot the same quantities for the ICT in the resonant regime (see Fig. 4). For all panels errors on $f_c$ and FWHM are omitted for clarity, and errors on $\varepsilon$ are too small to be visible. In (a) and (b) the $f_c$ and FWHM error bars are too small to be visible, and for (c) and (d), the errors are roughly the same magnitude as the random scatter in the points.
\[ |S_{11}| = 1 - \frac{i \kappa_{\text{ext}}}{\omega - \omega_0 + \frac{g_{\text{eff}}^2 \Delta}{\Delta^2 + \gamma^2/4} + \frac{1}{2} \left( \kappa + \frac{g_{\text{eff}}^2 \gamma}{\Delta^2 + \gamma^2/4} \right)^2}, \]  

where \( \omega_0 = (2\pi)f_0 \) is the resonant angular frequency of the resonator and the center frequency is given by 

\[ \omega_c = \omega_0 - \frac{g_{\text{eff}}^2 \Delta}{\Delta^2 + \gamma^2/4} \]  

and the effective linewidth of the resonator by 

\[ \kappa^* = \kappa + \frac{g_{\text{eff}}^2 \gamma}{\Delta^2 + \gamma^2/4}. \]  

In the limit \( 2t_c \gg \gamma/2 \), Eq. (A2) presents full-width-at-half-maximum in \( \varepsilon \) given by \( \varepsilon_{1/2} = 2 \sqrt{(2^{7/3} - 1)t_c} \).

We now describe our method for extracting the coherent coupling rate \( g_0 \), tunnel coupling \( t_c \), and charge relaxation rate \( \gamma \) from the frequency spectroscopy data, see Fig. 2(c) for the dispersive regime, and Fig. 4(a) for the resonant regime. For each step in the detuning \( \varepsilon \), we extract the resonance frequency \( f_c \) and the FWHM of the resonance. In Fig. 2(c) we plot \( f_c \) and the FWHM in panels (a) and (b) respectively for the dispersive regime, and (c) and (d) respectively for the resonant regime. We then fit these peak shapes using Eq. (A2) for \( f_c \) and Eq. (A3) for the FWHM. For best accuracy, we fit simultaneously \( f_c \) and FWHM with common parameters \( g_0 \), \( t_c \) and \( \gamma \). Fitting is performed using orthogonal distance regression (ODR), taking into account errors on both \( x \) and \( y \) axes for each plot. The dominant error on \( \varepsilon \) stems from the uncertainty in \( \alpha \), and the errors on \( f_c \) and the FWHM are given by the nonlinear least-squares fits used to extract their values from the \( |S_{11}| \) data. The errors quoted on the fitted parameters, \( g_0 \), \( t_c \), and \( \gamma \), are obtained from the covariance matrix of the ODR fit. The quality of the resulting fits, indicated by the black dashed lines, gives high confidence in the calculated parameters.

**Appendix B: RF circuit design and operation**

We present a photograph of the hybrid integrated system described in the main paper, showing the silicon NWFET and superconducting inductor on separate substrates, see Fig. A2. The T1 gate of the silicon CMOS transistor is connected to the centre of the NbN spiral inductor on the adjacent sapphire substrate, using an Al wire of length \( \approx 1500 \mu \text{m} \) and diameter \( 17.5 \mu \text{m} \). An on-PCB bias-tee, not shown, is wire-bonded to the outer bond-pad of the spiral inductor, with an Al wire of similar length. The 50 \( \Omega \) microstrip waveguide runs approximately vertically on the right of the figure. The insert magnifies the elongated 6-turn spiral inductor which is separated from the microstrip waveguide by a 4 \( \mu \text{m} \) gap; the overall inductor footprint is \( 812 \times 326 \mu \text{m} \), including bond-pads.

The high impedance of the silicon NWFET split-gate is impedance-matched to the 50 \( \Omega \) microstrip waveguide, by embedding the device in an LC resonator and designing the distance between the spiral and the waveguide to achieve critical inductive coupling. The bias-tee capacitor (NPO COG 100 pF high-Q) acts as a short-circuit at the resonant frequency, thereby allowing high quality factors to be achieved by isolating the bias-tee resistor.

We now present two models of the resonant system formed by the NWFET, PCB, superconducting chiplet and bond wires, and attempt to reproduce the reflected spectrum data in Fig. 1(c). The first model consists of lumped elements only, illustrated in Fig. A3. In the second model, we use the Cadence® AWR® AXIEM® planar method-of-moments (MoM) software to simulate the NbN/sapphire/grounded-metal structure, which is then embedded in a lumped-element circuit representing the other structures that is simulated using Cadence® AWR® Microwave Office®, see Fig. A4.

In the first model, the coupled inductances of the NbN waveguide and spiral are represented using a T-circuit of the form

\[
\begin{align*}
\text{PORT} & Z=50 \Omega \\
L_1 & = 6.6 \text{ nH} \\
L_2 & = 48 \text{ nH} \\
M & = 0.9 \text{ nH} \\
C & = 149.73 \text{ fF} \\
R & = 750 \text{ k\Omega}
\end{align*}
\]

FIG. A2. A photograph of the multi-module set-up. 
The silicon chip with an array of square bond-pads is seen to the left, and to the right is the NbN-on-sapphire substrate. The two modules are positioned adjacent to each other on a printed circuit board. The insert magnifies the elongated-spiral inductor adjacent to the superconducting 50 \( \Omega \) waveguide.

FIG. A3. Simplified circuit model. 
The inductively coupled spiral inductor and microstrip waveguide can be approximated as a T-circuit. All of the parasitic capacitances in the system are combined with the gate capacitance into the one capacitor shown. The total losses are accounted for by the 750 k\( \Omega \) resistor.
in the model to the |M| MoM simulations of the sapphire chip that superconducting metals in the bias tee. We find from electric losses of the two substrates and resistance of non-
self-capacitance of the spiral, the gate capacitance of the pacitance, \(C\), of the waveguide and \(L\)uide respectively, where \(L\) is the inductance of the waveguide and \(L_2\) is the spiral inductance. The capacitance, \(C\), that completes the resonator includes the self-capacitance of the spiral, the gate capacitance of the NWFET, and the total parasitic capacitances to ground. The resistor, \(R\), accounts for internal losses, namely dielectric losses of the two substrates and resistance of non-superconducting metals in the bias tee. We find from MoM simulations of the sapphire chip that \(M = 0.9\) nH, and deduce from our experimentally measured value of the spiral inductance (equal to \(L_2 - M\)) that \(L_2 = 48\) nH. The remaining parameters are then obtained by fitting the model to the \(|S_{11}|\) data in Fig. 1(c) with \(M\) and \(L_2\) fixed. The asymmetry of the data is accounted for by including an additional parameter in the fit function, specifying the angle of rotation in the complex plane about the point marked by an orange X in Fig. A5(a). This rotation is caused experimentally by interference of the radiation reflected from the resonator with radiation reflected at other boundaries, in this case most likely the grounded end of the waveguide \[62\] \[63\]. Note that this model does not include the bias tee, making the assumption that it acts as a perfect ground in the vicinity of the resonant frequency.

In the second model, we construct a planar model of the sapphire chip including, from bottom to top, the grounded metal plane on top of the PCB, the sapphire of thickness 500 \(\mu\)m and dielectric constant 11.58, and the NbN microstrip and spiral. We model the NbN film as a perfect conductor with sheet inductance \(1.35\) pH/\(\Omega\) to account for kinetic inductance, similar to other estimates \[64\]. This value was obtained by matching the simulated to the experimental resonant frequency of the un-bonded spiral, which was measured at 3.04 GHz. Wire bonds are also modelled in the MoM simulation in order to connect the spiral to the off-chip elements. Connected to the outer bond-pad via one of these wires is the bias tee, consisting of a 100 pF capacitor to ground, and a 100 k\(\Omega\) resistor through which the \(V_{\text{G1}}\) bias is applied. In addition, two inductors of a few nH each are included to model PCB tracks and thru-holes. Connected to the inner bond-pad of the spiral, are a resistor and capacitor in parallel to model the NWFET, similar to the previous model. We find that, to match the experimental resonant frequency, this capacitance must be reduced to \(\sim 50\) fF, indicating that the majority of the 150 fF of the lumped-element model originates from the superconducting spiral. Moreover, separate simulations of the un-bonded spiral also show that its capacitance is approximately 100 fF, which could be reduced in future experiments \[65\]. We have investigated the effects of different lengths of the bond-wires, which each contribute approximately 2 nH of inductance. For the bond-wire between spiral and NWFET, varying its length \(\pm 50\%\) produces \(<5\%\) variation in the resonant frequency. A 50% variation in the length of the bond-wire between the spiral and the bias-tee shifts the resonant frequency by \(<3\%\). No significant changes to the resonance width or depth were observed.

The simulated reflection spectra of the two models are compared with the experimental data in Fig. A5(b). The lumped-element model shows excellent agreement with the data, whereas for the MoM simulation, while its resonant frequency is close to the experiment, the width is overestimated. This can be attributed to our choice of value for the resistor modelling internal losses, for which we have used a value similar to the lumped-element model. This value is clearly an underestimate, from which we can conclude that the internal losses of the spiral predicted by the MoM simulation have added a significant contribution. Note that varying the bias tee capacitor and resistor values by their rated tolerances has no visible effect. The MoM simulation also does not reproduce the asymmetry of the data.

**Appendix C: Frequency multiplexing**

We fabricated a second NbN-on-sapphire chip that included multiple inductors close to the microstrip waveguide for frequency multiplexing experiments. Each inductor was wire-bonded to separate bias-tees and single-gate CMOS devices in the same configuration as before, enabling simultaneous measurement of two independent silicon quantum dots via the single microwave line. A 47 nH spiral inductor was bonded to a NWFET with gate length (L) 50 nm and width (W) 30 nm (device 1), and a 29 nH inductor was wire bonded to a NWFET with dimensions 50 nm (L) \(\times\) 60 nm (W) (device 2), giving resonant frequencies at \(f_1 = 1.78\) GHz and \(f_2 = 2.45\) GHz respectively. A two-tone probe signal was synthesised by combining \(f_1\) and \(f_2\) from individual microwave gen-
FIG. A5. Simulated resonator response. (a) Simulated reflection coefficient is plotted on a Smith chart for a range of frequencies around resonance. The orange dashed line gives the response simulated by the simplified circuit model shown in Fig. A3 which has rotated about its origin on the edge of the circle by 48° to reproduce the asymmetry observed in the magnitude data. The blue dash-dot line gives the response simulated using the combination shown in Fig. A4. (b) We plot the absolute value of the reflection coefficient on the dB scale against frequency. The experimental data from Fig. 1(c) is included in black.

FIG. A6. Schematic of the frequency multiplexing experiment and results. Tones from separate microwave sources (f1 and f2) are combined and applied to two single-gate silicon NWFETs via a common microwave waveguide. The reflected signal is amplified at room temperature, divided, and then demodulated with the relevant reference signal (f1 is demodulated into phase and gain components using an Analog Devices AD8302, whereas f2 is demodulated into I and Q using a Polyphase AD0540B). Coulomb diamonds for both devices were measured simultaneously at 1.78 GHz (left plot) and 2.45 GHz (right plot). The power of the intermodulation product is independent of the devices’ gate voltages, indicating that there is no crosstalk at the resonator-device level.

Using separate microwave generators is practical in “proof-of-principle” experiments requiring two or three frequencies, however, future experiments should focus on exploiting techniques used in software defined radio, where a multi-frequency signal is synthesised using digital signal processing, before being up-converted to microwave frequencies using a mixer and a reference source [66].

Appendix D: Electron population

Here we present the data used to determine the electron population of the DQD. In Fig. A8(a), we zoom in on a charge transition of the B1 dot and count the discontinuities which indicate loading of electrons into the T1 dot, marked by the white dashed lines. No discontinuities are observed at V_{T1} < 0.375 V, so we conclude that the first shown here, occurring at V_{T1} ≈ 0.387 V, corresponds to the first electron loaded into the T1 dot. In Fig. A8(b), we follow a transition of the T1 dot and count electrons loading into the B1 dot. No more discontinuities of this T1 transition are observed for V_{B1} < 0.3 V.

FIG. A7. Measurement of the intermodulation product, f1 − f2, to characterise crosstalk. The intermodulation product was only observable in the multiplexing experiments when the input power of f1 (f2) was raised by ~30 dB (~10 dB) above the typical experimental level. The resulting product was at least 60 dB (40 dB) below the reflected f1 (f2) level.

f1 − f2, see Fig. A7. It is not possible to observe the intermodulation product above the noise floor when applying the same input powers used to acquire the Coulomb diamonds, however, increasing the power of the tones resulted in an observable intermodulation product, at least 60 dB (40 dB) below the reflected f1 (f2) tones. The power of the intermodulation product is independent of the devices’ gate voltages, indicating that there is no crosstalk at the resonator-device level.
FIG. A8. Determining the electron occupancy. (a) Charge stability plot focusing on a charge transition of the B1 dot, where we indicate loading of electrons into the T1 dot with the white dashed lines. (b) Charge stability plot showing a transition of the T1 dot where we indicate loading of electrons into the B1 dot. The red dotted and green-dashed) boxes indicate the ICTs investigated in Figs. 2 and 4 respectively, similar to those in Fig. 1(d). An orange marker is included in both plots at the same voltage coordinates $(V_{T1}, V_{B1}) = (0.485, 0.58)$ V to aid comparison. Due to an extended time period between some of the measurements, there is a variation in the position of T1-dot charge transitions due to voltage drift; black arrows are used to connect these transitions between the data sets.

Appendix E: Large dispersive shift with a different NWFET

In this section, we show data obtained using our resonator with a different NWFET device. We exchange the device measured in the main section of the paper for one with a metal super-top gate (STG) which fully covers the poly-Si split gates, as shown in Fig. A9(a). The super-top gate is separated from the split-gates by 30 nm of Si$_3$N$_4$ followed by a 350 nm oxide stack. The nanowire and gate dimensions are the same as the previous device, but the devices are on different chips. The cavity resonance decreases slightly to $f_0 = 1.814$ GHz, which may be caused by a combination of the larger area of this silicon chip, and a small increase in the bond wire length. We tune the voltages of the three gates to the ICT shown in Fig. A9(b), where we estimate the total electron occupancy of the DQD to be around 20, similar to the dispersive regime in the previous device. We observe a large dispersive shift of 3.6 MHz in the cavity frequency, shown in Fig. A9(c), similar to the shift observed in Fig. 2(c) with the previous device. These results demonstrate the reproducibility of our approach across different devices.

Appendix F: Condition of maximum state visibility for singlet-triplet readout

In order to calculate the condition of maximum state visibility, we calculate the maximum change in reflection coefficient between a singlet outcome, which induces a frequency shift $\chi$, and triplet outcome that does not shift the resonator frequency [38]. Using Eq. 2, we find:

$$\Gamma_s = 1 + \frac{i \kappa_{\text{ext}} \chi}{\Delta \phi_0 - \chi - \kappa / 2},$$

and

$$\Gamma_t = 1 + \frac{i \kappa_{\text{ext}} \chi}{\Delta \phi_0 - \chi / 2}. \quad (F1)$$

We calculate the change in reflection coefficient $\Delta \Gamma = \Gamma_s - \Gamma_t$ and find:

$$\Delta \Gamma = i \frac{\kappa_{\text{ext}} \chi}{(\Delta \phi_0 - \chi - \kappa^2 / 4) - i \kappa (\Delta \phi_0 - \chi / 2)}, \quad (F2)$$

The first condition for maximum state visibility occurs when $\text{Re}(\Delta \Gamma) = 0$. This requirement set the optimal operation detuning from the bare cavity frequency at $\Delta \phi_0 = \chi / 2$, i.e. at the average frequency between singlet and triplet outcomes. In this case,

$$\Delta \Gamma = \frac{i \kappa_{\text{ext}} \chi}{\chi^2 + \kappa^2}. \quad (F3)$$
Equation \[ F3 \] is maximum when \( \chi = \kappa \), the condition of maximum state visibility. At this point \( \Delta \Gamma = 2T_\text{int} \), where \( \beta = \kappa_{\text{ext}}/\kappa_{\text{int}} \) is the coupling coefficient. Finally, we calculate the signal-to-noise ratio, knowing that photons leak out of the resonator at a rate \( \kappa_{\text{ext}} \)

\[
\text{SNR} = \frac{\kappa_{\text{ext}}}{n_{\text{noise}}} \frac{\Delta \Gamma}{2\pi} t_{\text{int}} \quad (F4)
\]

where \( n_{\text{noise}} = k_B T_N / h f_0 \) is the photon noise and \( \bar{n} \) is the number of photons in the resonator. At the condition for maximum state visibility, for a critically coupled resonator driven at the critical photon number \( \bar{n} = n_{\text{crit}} = \Delta^2/(4g_0^2) \), we find

\[
\text{SNR} = \frac{h f_0}{k_B T_N} \frac{\Delta^2}{\kappa} \quad (F5)
\]
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