EFFICIENT ALGORITHMS FOR ESTIMATING LOSS OF INFORMATION IN A COMPLEX NETWORK: APPLICATIONS TO INTENTIONAL RISK ANALYSIS
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Abstract. In this work we propose a model for the diffusion of information in a complex network. The main assumption of the model is that the information is initially located at certain nodes and then is disseminated, with occasional losses when traversing the edges, to the rest of the network. We present two efficient algorithms, which we called max-path and sum-path, to compute, respectively, lower and upper bounds for the amount of information received at each node. Finally we provide an application of these algorithms to intentional risk analysis.

1. Introduction and notation. Information is power. The exchange of information plays a central role in science, technology and society and modelling this information’s flow is one of the challenges of the scientific community. In our global-scale world, information moves through technological and social complex networks and comes to us as a result of dynamical processes on these complex networks that surround us. In fact, recent years have witnessed a growing interest in understanding the fundamental principles of how information, epidemic and ideas spread over large networks. There is a large scientific literature that analyses the diffusion of information on complex networks (see, for example [2, 1, 3, 4, 8, 9, 10, 11] and the references therein), including many dynamical models, the relationship between the structural properties and the diffusion processes, and many others. In this paper
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we present a model for information diffusion in a complex communication network in such a way that some amount of initial information is located at one or several information source nodes and then it travels to rest of the nodes through the links of the network. We will focus on estimating the amount of information that reaches each node of a network.

We start with a communication complex network, which is a directed graph $G = (V, E)$, where $V = \{v_1, \ldots, v_n\}$ is a (finite) set of nodes that represent the actors that transmit the information and $E \subseteq V \times V$ is the set of links that represent the interactions or interconnections that enables the information transmission between nodes. Some examples of this type of networks include social networks and computer networks [3, 4, 10], among others. In a communication network $G$, each node can be a producer or transmitter of information, and the diffusion will only take place by using the (topological) structure of $G$. We fix some nodes (one or more) that will be the producers of information, and we will call them sources of information and we consider the following dynamic on $G$:

1. In the beginning, the information it is only available for the nodes that are sources of information.
2. These information is propagated following the links of the networks, starting from the sources and disseminating to the rest of the nodes.
3. During the propagation process, the information is not transformed neither by the participating nodes or by the used links. That is, the information do not change or increase during all the process.
4. When the information is distributed from one node $v_i$ to another node $v_j$ by using a link $\ell = (v_i, v_j)$, only a fraction of the information contained in $v_i$ is transmitted to node $v_j$. That is, if node $v_i$ has an amount of information $m_i$, and the information is distributed from one node $v_i$ to other node $v_j$ by using the link $\ell = (v_i, v_j)$, the amount of information received in $v_j$ is $\psi(\ell) \cdot m_i$, where $\psi(\ell) \in (0, 1]$ is the information loss of link $\ell$ and therefore we can consider that the original network $G = (V, E)$ is a directed weighted network, where the weight of each link is its information loss.
5. Since a node can have several in-links the total information received by a node is the union of the information received by each link. We say the union since information coming from different links can be coincident as we will see in the example presented in Figure 1.
6. This process is repeated until all the possible information is transmitted and the information received by each node stabilises.

This process models the dissemination of information in a communication network from sources of information to the rest of the nodes. For example, if $G$ is a computer network that contains a (valuable) database in a node, the previous process quantifies the fraction of the database that is reachable from each node of the network when only a portion of the information of a node $v_i$ is available to node $v_j$ when connection $(v_i, v_j)$ occurs.

Note that this process is related with the classic maximal flow problem in graphs introduced in [7], but in this case, the links has a relative capacity instead of an absolute capacity. That is, while in the classic maximal flow problem each node has associated a number that represents its maximal capacity (considered as the maximal amount of information that this link can transmit), in the previous model each link has associated a number that measures the fraction of information that is transmitted in each link. While the classic maximal flow problem is usually related
to diffusion with a (physical) limitation of the bandwidth of each link, the previous process is related with a diffusion process with relative limitation in bandwidth of links, probably due to security or confidence reasons.

Let us start by giving a very simple example that illustrate this process. Consider the network $G = (V, E)$ with a set of five nodes $V = \{v_1, v_2, v_3, v_4, v_5\}$ presented in Figure 1. The information loss of each link is the number presented in each link. If we have a unique source of information at node $v_1$ with an amount of information $c \in (0, +\infty)$, then the amount of information transmitted to node $v_2$, $v_3$ and $v_4$ is $c/2$ because there is only one path that connects node $v_1$ with these nodes. On the other hand, the information received by node $v_5$ is again $c/2$, despite the fact that there are two different paths linking $v_1$ with $v_5$. This is due to the fact that the information coming from each path is the same, since it has a common part (link $(v_1, v_2)$) and therefore the information available at node $v_5$ is exactly the same information available at node $v_2$.

![Figure 1](image.png)

**Figure 1.** An example with 5 nodes. Source node is $v_1$. Numbers next to the links represent the proportion of information which is transmitted through that link.

Note that it is sometimes difficult to give the exact value of the amount of information transmitted to a node, since we only know the fraction of information distributed and not which part of the information it is actually transmitted. For example if we consider the network $G = (V, E)$ with a set of four nodes $V = \{v_1, v_2, v_3, v_4\}$ presented in Figure 2 and we take a unique source of information at node $v_1$ with an amount of information $c \in (0, +\infty)$, it is not clear the exact value of the amount of information transmitted to node $v_4$. Since there are two different paths that link $v_1$ with $v_4$, and from each of them the amount of information transmitted is $c/2$, we could expect that the amount of information available at node $v_4$ could be $c$, but we don’t know if the information transmitted through the path $(v_1, v_2), (v_2, v_4)$ is disjoint or it coincides with the information sent through the path $(v_1, v_3), (v_3, v_4)$. As two extreme cases, we have the following scenarios: (i) on the one hand, if the information transmitted through the two paths are completely different (i.e. they are complementary), then the amount of information received by $v_4$ would be $c$, (ii) on the other hand, if the information sent through each of the two paths is the same, then the amount of information received by $v_4$ would be $c/2$.

There is no way of distinguishing the actual information transmitted through each link, since the presented process only takes into account the amount of information sent. In order to avoid this problem, we should consider a different (and more complicated) agent-based model that looks for the exact piece of information transmitted through every link. These new processes have their own disadvantages since they are more complex (in space) and in many cases it is not possible to
Figure 2. An example with 4 nodes. Source node is $v_1$. Numbers next to the links represent the proportion of information which is transmitted through that link.

take into account the actual information transmitted. As an alternative, in the previous model we could only give estimates of the information available at each node. For example, going back to the network presented in Figure 2, the amount of information available at node $v_4$ is between $c/2$ and $c$.

The main goal of this paper is presenting some efficient algorithms that compute good estimates of the amount of information transmitted to each node of a communication network. In particular in Section 2, we will present an algorithm (the max-path algorithm) that gives a lower bound of the amount of information available at each node and in Section 3 we will introduce an algorithm (the sum-path algorithm) for an upper bound of the amount of information. After illustrating the use of the algorithms in Section 4, we will present some applications to the computation of value in the Intentional Risk Analysis in Section 5. This is a subject which has recently attracted considerable attention for large corporations as well as for the scientific community, since risk calculation involves subjective parameters (anonymity, accessibility, value) and real incidents that are occurring on its own environment, beyond the basis of traditional risk assessment models: frequency and impact.

Next we introduce some definitions and notation which will be used later on. From a schematic point of view, a (directed) complex network is a mathematical object $G = (V,E)$ composed by a set of nodes or vertices $V = \{v_1,\ldots,v_n\}$ that are pairwise joined by oriented links or edges $E = \{\ell_1,\ldots,\ell_m\}$.

Now we will describe how the information will be spread throughout the network using a matrix. Given a directed graph $G = (V,E)$, where $V = \{v_1,\ldots,v_n\}$, and a map $\psi : E \rightarrow (0,1] \subseteq \mathbb{R}$, we call information loss matrix of $G$ to the $n \times n$ matrix $B$, which has as inputs

\[
B(i,j) = \begin{cases} 
\psi((v_i, v_j)) & \text{if } (v_i, v_j) \in E \\
0 & \text{if } (v_i, v_j) \notin E.
\end{cases}
\]

Intuitively, the map $\psi$, which we will call information loss map, assigns to each edge the proportion of information which is preserved (i.e. one minus the proportion of information which is lost) when the information traverses that edge.

2. The max-path algorithm. Let $\rho = (\lambda_1,\ldots,\lambda_m)$ a directed path in the graph $G = (V,E)$ with starting and end nodes $v_i, v_j \in V$ respectively. Assume that the starting node $v_i$ has an associated information amount $M \in \mathbb{R}^+$ and that an information loss map $\psi : E \rightarrow (0,1]$ has been fixed. We define the information
transmitted through $\rho$ as the following quantity:

$$I(\rho) = M \cdot \prod_{k=1}^{m} \psi(\lambda_k).$$

We also define the maximum information dispersed from $v_i$ to $v_j$ as

$$MI_i(j) = \max_{\rho} \{ I(\rho) : \rho \text{ is a directed path from } v_i \text{ to } v_j \}$$

for every $j \neq i$. For completeness we define $MI_i(i) := M$.

Next we provide an efficient algorithm, which we call max-path, for computing the value $MI_i(j)$ for every node $v_j \in V$. That is, our algorithm will compute, for every node $v_j$, the maximum amount of information transmitted from $v_i$ to $v_j$ by using every possible directed path which connects these two nodes. We emphasize that the algorithm does not need to explicitly compute all these paths in order to get the desired output.

In the sequel, given a vector $x \in \mathbb{R}^n$, we denote by $x[j]$ the $j$-th coordinate of $x$. Given a square matrix $A$ we denote by $A^T$ the transpose of the matrix $A$. The table named Algorithm 1 provides a description of max-path.

Note that $MP_i(v_j) = MI_i(j)$ for every $j \in \{1, \ldots, n\}$ and it is also remarkable that a tighter stop condition is presented. This condition is better than a trivial condition based on properties of the metric structure of the network (such as the diameter). Since the system is finite and the diffusion process is bounded and cumulative, the algorithm finishes in a finite number of steps. A naive stop condition is related with the diameter of the network from the source of information, since the diffusion process is based on the propagation of information along paths from the source. A more tighter stop condition proposed for the algorithm is the following:

"when $x_{k-1} = x_k$, stop the algorithm"

Next we will proof this last claim. We will denote by $len(\rho)$ the length of the directed path $\rho$ and by

$$MI_{i,j,k} = \max_{\rho} \{ I(\rho) : \rho \text{ is a directed path from } v_i \text{ to } v_j \text{ with } len(\rho) \leq k \}.$$

**Lemma 2.1.** For every $j \in \{1, \cdots, n\}$ and $k$ positive integer, we have $x_k[j] = MI_{i,j,k}$.

**Proof.** First note that, for every step $\ell$, we have $y_\ell[j] = \max_{\rho} \{ I(\rho) \}$, taken from the directed paths $\rho$ from $v_i$ to $v_j$ of length $\ell$. This is obvious from the construction of the algorithm.

Note also that, again by the construction of the algorithm,

$$x_k[j] = \max_{\ell} \{ y_\ell[j] : \ell \leq k \}.$$

Let $\rho_0$ the path such that $MI_{i,j,k}$ is attained at $\rho_0$ and let $\ell_0 = len(\rho_0)$. Then we have

$$x_k[j] = \max_{\ell} \{ y_\ell[j] : \ell \leq k \} = y_{\ell_0}[j] = I(\rho_0) = MI_{i,j,k}.$$

**Theorem 2.2.** If $k$ is a positive integer such that $x_{k-1} = x_k$ then $x_m = x_k$ for every $m > k$. 

Algorithm 1: Max-path algorithm

Input:
- A directed network $G = (V, E)$, where $V = \{v_1, \ldots, v_n\}$.
- An information loss map $\psi : E \rightarrow (0, 1] \subseteq \mathbb{R}$.
- An initial node $v_i \in V$.
- An initial information amount $M \in \mathbb{R}^+$.
- A stop condition and/or a maximum number $Max$ of iterations.

Output: A map $MP_i : V \rightarrow \mathbb{R}$ of the dispersed information from the node $v_i$.

begin

Step 0 (information loss matrix). From the map $\psi$ we construct the information loss matrix $B$ as described in section 1.

Step 1 (initial vectors). We consider an initial vector $x_0 \in \mathbb{R}^n$ with value $M$ only in the position that corresponds to the node $v_i$, that is

$$x_0[j] = \begin{cases} M & \text{if } j = i \\ 0 & \text{if } j \neq i. \end{cases}$$

We define as well $y_0 = x_0$.

Step 2 (k-iteration). Given the vectors $x_{k-1}, y_{k-1} \in \mathbb{R}^n$ we build the vectors $x_k, y_k$ as follows:

1. Given the vector $y_{k-1}$, we decompose it as a sum of vectors that have a single coordinate different from zero:

$$y_{k-1} = \sum_{y_{k-1}[\ell] \neq 0} y_{k-1}[\ell] \cdot e_\ell := \sum_{y_{k-1}[\ell] \neq 0} u_{k-1}^{(\ell)},$$

where $e_\ell$ is the $\ell$-th vector of the canonical basis.

2. We multiply each of those vectors by the matrix $B^T$:

$$u_k^{(\ell)} = B^T \cdot u_{k-1}^{(\ell)}.$$  

3. We settle $y_k$ as the maximum, coordinate by coordinate, of the results:

$$y_k[j] = \max_{\ell} \{u_k^{(\ell)}[j]\}$$

for each $j = 1, \ldots, n$.

4. In order to build $x_k$, we take maxima in every coordinate:

$$x_k[j] = \max \{x_{k-1}[j], y_k[j]\}$$

for each $j = 1, \ldots, n$.

Step 3 (output building). When the maximum number of iterations $Max$ is reached, or the stop condition is fulfilled, no more iterations will be carried out. We denote by $x_K$ the last obtained vector. We set

$$MP_i(v_j) = x_K[j]$$

for every $j = 1, \ldots, n$.

end

Proof: Let us reason by contradiction and assume that $x_{k-1} = x_k \neq x_{k+1}$. As $x_k[j] \leq x_{k+1}[j]$ for every $j$, there exists $j \in \{1, \ldots, n\}$ such that $x_k[j] < x_{k+1}[j]$. By Lemma 2.1, there exists a path $\rho$ from $v_i$ to $v_j$ of length $k + 1$ such that $I(\rho) > MI_i,j,k$. 

Let \( \rho = (\lambda_1, \ldots, \lambda_{k+1}) \) and let \( \lambda_{k+1} = (v_s, v_j) \). Consider \( \rho_1 = (\lambda_1, \ldots, \lambda_k) \), which is a path from \( v_1 \) to \( v_s \) of length \( k \). Therefore there exists a path \( \rho_2 \) from \( v_1 \) to \( v_s \) and \( \text{len}(\rho_2) \leq k \) such that \( I(\rho_2) = MI_{i,s,k} \geq I(\rho_1) \).

As \( x_k = x_{k-1} \), again by Lemma 2.1, there exists a path \( \rho_3 \) from \( v_1 \) to \( v_s \) and \( \text{len}(\rho_3) \leq k - 1 \) such that \( I(\rho_3) = I(\rho_2) \).

Let \( \rho_3 = (\alpha_1, \ldots, \alpha_r) \) with \( r \leq k - 1 \) and let \( \rho_4 = (\alpha_1, \ldots, \alpha_r, \lambda_{k+1}) \), which is a path from \( v_1 \) to \( v_j \) with \( \text{len}(\rho_4) \leq k \). Putting everything together, we have

\[
I(\rho) = I(\rho_1) \cdot \psi(\lambda_{k+1}) \leq I(\rho_2) \cdot \psi(\lambda_{k+1}) = I(\rho_3) \cdot \psi(\lambda_{k+1}) = I(\rho_4).
\]

This contradicts the fact that \( I(\rho) > MI_{i,j,k} \) and ends the proof.

As a consequence of previous Theorem, we get the correctness of the computation made by the algorithm in next Corollary:

**Corollary 2.3.** If \( k \) is a positive integer such that \( x_{k-1} = x_k \) then \( x_k[j] = MI_i(j) \) for every \( j \in \{1, \ldots, n\} \)

**Proof.** As \( x_k[j] \leq x_{k+1}[j] \leq MI_i(j) \), Lemma 2.1 and Theorem 2.2 immediately imply the result.

**Remark 2.4.** Consider \( \mu_i = \max_{\rho} \{\text{len}(\rho)\} \) where \( \rho \) is a directed path with starting vertex \( v_1 \) and no repeated vertices. From the previous results, it follows that after \( \mu_i + 1 \) steps, the output of the max-path algorithm will stabilize, that is, \( x_{\mu_i} = x_{\mu_i+1} \).

This is because paths with repeated edges will not produce an increment of the information amount at each node, as the weights of the edges are upper bounded by 1.

### 2.1. On the complexity of max-path

First note that in step 2.2 of the algorithm, the calculation of the vector \( u_k^{(\ell)} \) may be done by multiplying the number \( y_{k-1}[\ell] \) by the \( \ell \)-th column of the matrix \( B^T \). In this way, there is no need to make a explicit decomposition in step 2.1, it is enough to compute as many vectors \( u_k^{(\ell)} \) as coordinates different from zero that the vector \( y_{k-1} \) has. Therefore, in step 2.2, \( n \) scalar times vector multiplications are performed at most, that is, at most \( n^2 \) real number multiplications.

In each of steps 2.3 and 2.4 the maximum between two real numbers is computed \( n \) times. As the number of iterations equals \( \mu_i + 1 \), which is upper bounded by \( n \) (in the worst-case scenario of a linear graph), we have the following upper bounds for the number of operations:

- Number of products of 2 real numbers \( \leq n^3 \)
- Number of comparisons between 2 real numbers \( \leq 2n^2 \)

### 3. An upper bound for the information transmission

The max-path algorithm we presented in previous section, with a suitable stop condition, computes \( MP_i(j) \) for every node \( v_j \), that is, the minimum amount of information which arrives to \( v_j \) from \( v_i \) in our setting. However it is possible that, in some cases, more information than \( MP_i(j) \) arrives to \( v_j \). For example, assume that \( M \) is the initial amount of information at \( v_i \), that \( I(\rho) \leq M/2 \) for every directed path in the graph and that there exist two paths, \( \rho_1 \) and \( \rho_2 \), from \( v_i \) to \( v_j \), with no other common vertices, such that \( I(\rho_1) = I(\rho_2) = M/2 \). In this case, \( MP_i(j) = M/2 \). Nevertheless, it is conceivable that the half part of the information which travels through \( \rho_1 \) is disjoint which the half part which travels trough \( \rho_2 \), yielding a total amount of information \( M \) at \( v_j \).
Therefore it is interesting to provide an upper bound for the amount of information which ends up in a node after diffusion. An obvious one is \( M \), the initial information at \( v_i \). But we can do better. Let us modify the max-path algorithm from Section 2 in the following way:

- In step 2.3, compute \( y_k[j] \) as
  \[
  y_k[j] := \min\{M, \sum_{\ell} u_k^{(\ell)}[j]\}.
  \]

- In step 2.4, compute \( x_k[j] \) as
  \[
  x_k[j] := \min\{M, x_{k-1}[j] + y_k[j]\}.
  \]

Let us give the name sum-path to the resulting algorithm. The intuition behind this new algorithm is that every time new information arrives to a node at certain step, it is added to the amount of information already stored at the node in the previous steps (but never going beyond the initial amount of information \( M \)). This corresponds to the optimistic assumption that “fresh” or “new” information arrives to the node.

**Remark 3.1.** If we run the sum-path algorithm with a fixed number of iterations equal to \( \mu_i + 1 \) (from Remark 2.4) we trivially get an upper bound for the total amount of information that can arrive from the source of information node to the rest of the nodes of the network. Note that we do not need to pre-compute \( \mu_i \), we can just run in parallel the max-path and the sum-path algorithms and stop whenever we get two consecutive coincident outputs from max-path. If we do this, Remark 2.4 guarantees that we have gone through precisely \( \mu_i + 1 \) iterations. Therefore, in this way, we get both a lower and an upper bound for the dispersed information.

**Remark 3.2.** Note also that the lower bound from the max-path algorithm is sharp (in the sense that it coincides with the dispersed information in the worst case scenario) while the upper bound from sum-path is not. This is because, for some networks, the upper bound which sum-path provides could be too rough; one of the reasons is that redundant information could be added again and again at a node when running sum-path, due to small cycles in the network. Thus, it remains an open problem, which we leave for future work, to find an efficient algorithm for computing a sharp upper bound.

### 3.1. Handling several sources of information

Until this point we have only dealt with one single source of information node. The case when there are several sources of information is more complicated as there are many possible scenarios. One possibility could be that the information at each source is just replicated from a common origin, therefore each source node holds the same amount of information \( M \). Another different situation arises when information at two different sources is completely disjoint; note that, in this case, each source node \( v_i \) could hold a different amount of information \( M_i \). And more complicated scenarios could appear when two sources share only part of the information stored at them. Our setting is not designed to distinguish between all this variety, as we do not take into account which information is lost when travelling through an edge, just how much of it is lost. However the algorithms we presented may be used to provide a lower and an upper bound for the transmitted information also for several sources.

To get a lower bound just run the max-path algorithm separately for each source and then take the maximum at each node among all the different outputs. It is
interesting to remark that the result would be the same if a variation of the max-path algorithm is run just once with an initial vector with several non-zero coordinates, each of them representing the amount of information at the corresponding source of information node.

In order to get an upper bound, it is possible to run the sum-path algorithm separately for each source node and then sum the resulting output vectors. Note that this method could provide very rough bounds in the case that the same information is replicated along several initial nodes.

4. **An example.** In this section we will provide an example of execution of the max-path and the sum-path algorithms over the graph with 13 nodes depicted in Figure 3, which has information loss matrix

\[
B = \begin{pmatrix}
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\end{pmatrix}.
\]

**Figure 3.** An example with 13 nodes. Source node is $v_{12}$. Numbers next to the links represent the proportion of information which is transmitted through that link.

We have chosen $v_{12}$ as the source information node with an initial information amount $M = 10$. Note that the longest directed path starting at $v_{12}$ and with no repeated vertices is the unique directed path from $v_{12}$ to $v_6$, characterized by the
node sequence \((v_{12}, v_5, v_{11}, v_4, v_9, v_2, v_{13}, v_6)\). As the length of this path is 7, the value \(\mu_{12}\) from Remark 2.4 also equals 7, therefore the max-path algorithm should stabilize after 8 iterations. Our test run corroborated this fact.

Let us present the results of the test. We will follow the notation from Algorithm 1 and denote by \(x_j\) the output of max-path after the \(j\)-th iteration, which represents the vector of accumulated information at each node until step \(j\); while \(y_j\) will denote the auxiliary vector used in the algorithm, which can be thought as representing the location of the information under \(j\) steps assuming that the information is travelling through the network. We will also denote by \(z_j\) the output of sum-path after the \(j\)-th iteration. The results we obtain after 8 iterations are summarized in Tables 1, 2 and 3:

| \(x_0\) | \(x_1\) | \(x_2\) | \(x_3\) | \(x_4\) | \(x_5\) | \(x_6\) | \(x_7\) | \(x_8\) |
|------|------|------|------|------|------|------|------|------|
| 0    | 0    | 0    | 0    | 0    | 0.41 | 0.41 | 0.41 | 0.41 |
| 0    | 0    | 0    | 0    | 0    | 0.2  | 0.2  | 0.2  | 0.2  |
| 0    | 0    | 0    | 0    | 0    | 0    | 0    | 0    | 0    |
| 0    | 0    | 0.83 | 0.83 | 0.83 | 0.83 | 0.83 | 0.83 | 0.83 |
| 0    | 3.33 | 3.33 | 3.33 | 3.33 | 3.33 | 3.33 | 3.33 | 3.33 |
| 0    | 0    | 0    | 0    | 0    | 0    | 0    | 0.05 | 0.05 |
| 0    | 0    | 0    | 0.83 | 0.83 | 0.83 | 0.83 | 0.83 | 0.83 |
| 0    | 0    | 0    | 0.83 | 0.83 | 0.83 | 0.83 | 0.83 | 0.83 |
| 0    | 0    | 0    | 0.83 | 0.83 | 0.83 | 0.83 | 0.83 | 0.83 |
| 0    | 0    | 3.33 | 3.33 | 3.33 | 3.33 | 3.33 | 3.33 | 3.33 |
| 10   | 10   | 10   | 10   | 10   | 10   | 10   | 10   | 10   |
| 0    | 0    | 0    | 0    | 0    | 0    | 0.2  | 0.2  | 0.2  |

**Table 1. Max-path output vectors**

| \(z_0\) | \(z_1\) | \(z_2\) | \(z_3\) | \(z_4\) | \(z_5\) | \(z_6\) | \(z_7\) | \(z_8\) |
|------|------|------|------|------|------|------|------|------|
| 0    | 0    | 0    | 0    | 0    | 0.83 | 0.83 | 0.83 | 0.83 |
| 0    | 0    | 0    | 0    | 0    | 0.2  | 0.2  | 0.2  | 0.2  |
| 0    | 0    | 0    | 0    | 0    | 0    | 0    | 0    | 0    |
| 0    | 0    | 0.83 | 0.83 | 0.83 | 0.83 | 0.83 | 0.83 | 0.83 |
| 0    | 3.33 | 3.33 | 3.33 | 3.33 | 3.33 | 3.33 | 3.33 | 3.33 |
| 0    | 0    | 0    | 0    | 0    | 0    | 0    | 0.05 | 0.05 |
| 0    | 0    | 0    | 0.83 | 0.83 | 0.83 | 0.83 | 0.83 | 0.83 |
| 0    | 0    | 0    | 0.83 | 0.83 | 0.83 | 0.83 | 0.83 | 0.83 |
| 0    | 0    | 0    | 0.83 | 0.83 | 0.83 | 0.83 | 0.83 | 0.83 |
| 0    | 0    | 3.33 | 3.33 | 3.33 | 3.33 | 3.33 | 3.33 | 3.33 |
| 10   | 10   | 10   | 10   | 10   | 10   | 10   | 10   | 10   |
| 0    | 0    | 0    | 0    | 0    | 0    | 0.2  | 0.2  | 0.2  |

**Table 2. Sum-path output vectors**

Note that, for this example, there are only two nodes, namely \(v_1\) and \(v_{11}\) where max-path and sum-path differ. The reason behind the difference at \(v_1\) is that 0.83
units of information are transmitted from \( v_4 \) to \( v_7 \) and \( v_8 \) in step 4 and two halves of that information are transmitted from these two nodes to \( v_1 \) in step 5. In our setting is not possible to determine if these two halves of the information coming from \( v_4 \) are redundant or not, therefore our lower and upper bounds differ. The difference at \( v_{11} \) comes from some extra information travelling along the length six loop and returning again to \( v_{11} \). Note also that we do not get any information at \( v_3 \) or \( v_{10} \) as there are no directed paths from \( v_{12} \) to these nodes in the graph.

5. An application to intentional risk analysis. Two different types of risks must be faced in Information Technology Risk Management: accidental risk and intentional risk. The first ones are those related to events which happen by chance, without anybody actively trying to provoke them. An example would be natural disasters. In order to manage this kind of risks, the probability of these events is estimated and some effort is made to prevent their causes. On the other hand, intentional risks are those with some active agents behind them, who are trying to achieve some kind of benefits for themselves. Game Theory has proven to be an useful tool to study, analyze and understand this kind of risks. It is remarkable that the main difference between accidental and intentional risk is that there is someone interested in producing the effect, which forces us to manage risk the other way around: we have to make the effect undesirable so that the cause will not come into being. Intentional risk management performs the opposite as accidental risk management. In accidental risk there is a cause that provokes an effect; in intentional risk, someone wishes the effect and this provokes the cause. So we have to analyze effects, and to prevent the causes we must make the effects unattractive. In any case, it is important to have in mind that the goal is not to avoid incidents but to make these incidents less profitable for the attackers.

At the present moment, the authors of this paper are working in a model for measuring the risk of suffering an intentional attack in a digital information system. In this model, a complex network is used to represent the system, where the nodes are the different components while the edges represent links between them. The attacker surfs on the complex network in order to get the valuable information contained in the system, but each jump from one node to another has its own cost.

### Table 3. Auxiliary vectors

| \( y_0 \) | \( y_1 \) | \( y_2 \) | \( y_3 \) | \( y_4 \) | \( y_5 \) | \( y_6 \) | \( y_7 \) | \( y_8 \) |
|-------|-------|-------|-------|-------|-------|-------|-------|-------|
| 0     | 0     | 0     | 0     | 0     | 0.41  | 0     | 0     | 0     |
| 0     | 0     | 0     | 0     | 0     | 0.2   | 0     | 0     | 0     |
| 0     | 0     | 0     | 0     | 0     | 0     | 0     | 0     | 0     |
| 0     | 0     | 0.83  | 0     | 0     | 0     | 0     | 0     | 0     |
| 0     | 3.33  | 0     | 0     | 0     | 0     | 0     | 0.05  | 0     |
| 0     | 0     | 0     | 0     | 0     | 0.83  | 0     | 0     | 0     |
| 0     | 0     | 0     | 0     | 0.83  | 0     | 0     | 0     | 0     |
| 0     | 0     | 0     | 0     | 0.83  | 0     | 0     | 0     | 0     |
| 0     | 0     | 3.33  | 0     | 0     | 0     | 0     | 0     | 0.05  |
| 10    | 0     | 0     | 0     | 0     | 0     | 0     | 0     | 0     |
| 0     | 0     | 0     | 0     | 0     | 0.2   | 0     | 0     | 0     |
depending on the characteristics of the target node and the corresponding link. Following the paradigm given by Game Theory, the focus is put on the motivating elements for the attacker. They are called anonymity (how easily the identity of the attacker is determined), accessibility (how easily the attack is carried out) and value (how profitable the attack is). For a more detailed discussion about these topics see, for example, [6].

In this model, an initial amount of value is supposed to be located at certain nodes of the network, called vaults. One of the examples of what value could be is just information, although there are other possibilities. It is also assumed that every link in the network has an associated “resistance” capability, which is quantified as a positive real number less or equal than 1. Depending on the scenario, this “resistance” can be thought as a measure of the difficulty for an attacker to get access from one node to another or as a representation of how much information located at the end node of the edge the attacker is able to access from the starting node.

This setting is a perfect fit for the max-path and sum-path algorithms we have presented, providing an useful tool to estimate how much value is dispersed from the vaults to the rest of the nodes of the network and, therefore, determine which are the most desirable nodes for the attacker.

Remark 5.1. It is important to note that, in this setting, the directions of the edges represent the path the attacker is following to reach the value, therefore the dispersion is made from the end node of an edge to the starting node, opposite from the convention we have used in the rest of the paper. Therefore, in step 2.2 of max-path (Algorithm 1) the matrix $B$ should be used instead of $B^T$ and the same change should be applied to sum-path.

6. Conclusions and future work. In this work we have developed and proposed a model for information diffusion in a complex communication network. In our framework some amount of initial information is located at one or several information source nodes and then it travels to rest of the nodes through the links of the network. The model works under two main simplifying assumptions: first, when travelling through an edge, some information can be lost but the remaining information remains unchanged, that is, it is not modified in any way; second, we only pay attention to how much information is lost at each edge, not which information.

We have presented two efficient algorithms to compute lower and upper bounds for the amount of information received at each node of the network. The first one, which we have called max-path, provides a sharp lower bound, in the sense that gives the minimum amount of information that will arrive at each node in the more pessimistic scenario, that is, when every extra information arriving to the node is redundant with the one arrived by shorter paths. Although in the worst case (linear graph) the algorithm will take so many steps as the number of nodes in the network, this will usually be much shorter, as it equals the length of the longest directed path in the network with origin in one of the source nodes and no repeated vertices. This number does not need to be computed in order to run the algorithm, as we came up with a single stop condition, namely the output of two consecutive iterations is the same. This stop condition is optimal in the sense that stopping the algorithm at a previous step would not give the desired output.

The second algorithm, sum-path, provides an upper bound for the information disseminated at each node. As we have previously discussed this bound is not sharp
and it remains an interesting open problem to find an efficient algorithm which achieves this objective. However it is important to point out that, for practical applications, there will be nodes in the network where both bounds will coincide, therefore running both algorithms in parallel with the stop condition from max-path, the exact amount of information diffused to those nodes will be computed. We have implemented both algorithms and proven them with small graphs. An example of execution is provided in Section 4. Finally we have shown how our framework and algorithms are a useful tool that can be used for intentional risk analysis.

As future work, it could be desirable to estimate the complexity of algorithms in terms of the number of links of the network, since many real systems can be modelled by using networks with sparse adjacency matrices (i.e. with a low number of links). In addition to this, a future and more detailed analysis of intentional risk will allow to study the dependence of diffusion of information process with the network topology. Recently, in [5] the authors show the importance of the position of a node in the network, so called topocracy, to influence the rest of the network. This can help determine which are the most desirable nodes for the attacker, or what is the node from which the attack is more effective.
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