Rate-distance tradeoff for codes above graph capacity
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Abstract—The capacity of a graph is defined as the rate of exponential growth of independent sets in the strong powers of the graph. In the strong power an edge connects two sequences if at each position their letters are equal or adjacent. We consider a variation of the problem where edges in the power graphs are removed between sequences which differ in more than a fraction \( \delta \) of coordinates. The proposed generalization can be interpreted as the problem of determining the highest rate of zero undetected-error communication over a link with adversarial noise, where only a fraction \( \delta \) of symbols can be perturbed and only some substitutions are allowed.

We derive lower bounds on achievable rates by combining graph homomorphisms with a graph-theoretic generalization of the Gilbert-Varshamov bound. We then give an upper bound, based on Delsarte’s linear programming approach, which combines Lovász’ theta function with the construction used by McEliece et al. for bounding the minimum distance of codes in Hamming spaces.

I. INTRODUCTION

The problem we consider is the following. Given a graph \( G \) we define a semimetric on the vertex set \( V(G) \)

\[
d(v,v') = \begin{cases} 
0, & v = v', \\
1, & \{v,v'\} \in E(G), \\
\infty, & \text{otherwise}.
\end{cases}
\]

We extend this semimetric additively to the Cartesian products \( V(G)^n \) and define a graph \( G(n,d) \) as follows

\[
V(G(n,d)) = V(G)^n \\
E(G(n,d)) = \left\{ (x,x') : d(x,x') = \sum_{j=1}^{n} d(x_j,x'_j) \leq d \right\}.
\]

The goal is to determine (bounds on)

\[
R^*(G,\delta) \triangleq \limsup_{n \to \infty} \frac{1}{n} \log \alpha(G(n,\delta n)).
\]

Note that \( G(n,d) \) corresponds to the graph obtained by removing in the strong power graph \( G^n \) edges between sequences which differ in more than \( d \) positions. On one hand, this problem is a specialization of the general one considered in [1]. On the other hand, it is a natural generalization of the two classically studied ones: itemindent=0.5cm, leftmargin=0cm

1) Shannon capacity of a graph [2], which corresponds to \( \delta = 1 \). The best general upper bound is [3]

\[
R^*(G,1) \leq \log \theta_L(G),
\]

where \( \theta_L \) is the Lovasz theta function.

2) Rate-Distance tradeoff in Hamming spaces, which corresponds to \( G = K_q \) (the clique). Here the two bounds we mention are

\[
R_{GV}(q,\delta) \leq R^*(K_q,\delta) \leq R_{LP1}(q,\delta),
\]

where for \( \delta < 1 - \frac{1}{q} \)

\[
R_{GV}(q,\delta) \geq \log q - H_q(\delta),
\]

\[
R_{LP1}(q,\delta) \geq H_q\left( \frac{(q-1)-(q-2)\delta-2\sqrt{(q-1)\delta(1-\delta)}}{q} \right),
\]

\[
H_q(x) \triangleq x \log(q-1) - x \log x - (1-x) \log(1-x).
\]

For \( \delta \geq 1 - \frac{1}{q} \) both \( R_{GV} \) and \( R_{LP1} \) equal zero [4,5]. We refer the point \( \delta = 1 - \frac{1}{q} \) as the Plotkin point [5].

The proposed problem can be interpreted as the natural extension of the notion of rate-distance tradeoff to the case where only some substitutions are allowed.

In this paper we derive both upper and lower bound on \( R^*(G,\delta) \) for different classes of graphs. In particular, among other more specific bounds, we prove that if \( G \) is vertex-transitive with independence number \( \alpha(G) \), then

\[
R^*(G,\delta) \geq \log \alpha(G) + R_{GV}\left( \frac{|V(G)|}{\alpha(G)},\delta \right)
\]

and if \( G \) is also edge-transitive, then

\[
R^*(G,\delta) \leq \log \theta_L(G) + R_{LP1}\left( \frac{|V(G)|}{\theta_L(G)},\delta \right).
\]
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A graph is vertex-transitive if its automorphism group is transitive on the vertex set and edge-transitive if the group is transitive on the edge set. These two bounds can be interpreted as simultaneous generalizations of equation (2), since $\alpha(K_q) = \theta_L(K_q) = 1$, and of the known bounds on the graph capacity
\[ \log \alpha(G) \leq R^*(G, 1) \leq \log \theta_L(G). \] (8)

Note however that for general symmetric graphs, the quantities $|V(G)|/\alpha(G)$ and $|V(G)|/\theta_L(G)$ which appear in the usual role of alphabet size, are in general not integers. To the best of our knowledge this is the first appearance of non-integer quantities in this role.

The main tools used for our achievability results are graph homomorphisms and a graph-theoretic generalization of the Gilbert-Varshamov bound. Our main converse, instead, is obtained by adapting ideas from the Delsarte’s linear programming bound.

We use the following standard graph theoretic notation. For a graph $G$, we denote by $\alpha(G)$ the size of a largest independent set and by $\omega(G)$ the size of a largest clique. We denote with $\chi(G)$ and $\chi^*(G)$ the chromatic and the fractional chromatic number respectively. Finally, $\theta^*(G) = \chi^* (\overline{G})$ is the fractional clique covering number.

II. PREVIEW EXAMPLES

Let $K_q$ be the complete graph on $q$ vertices and let $G$ be the disjoint union of $m$ copies of $K_q$, i.e. $G = K_q + K_q + \cdots + K_q = mK_q$. Then according to Proposition 5 below we have
\[ R^*(G, \delta) = \log(m) + R^*(K_q, \delta). \] (9)

Here the situation is quite intuitive. $G^a$ is itself a disjoint union of $m^a$ equally sized cliques, each being equivalent, under the considered semimetric, to a $q$-ary Hamming space. Thus, $\log(m^a)$ bits are associated to the choice of the clique and within each clique we can additionally pack sequences at distance $n\delta$ at an asymptotic rate $R^*(K_q, \delta)$.

Consider now the case of an even cycle $C_{2m}$, which might be interpreted as a first example of non-disjoint cliques of size 2. Proposition 5 says that the problem still reduces to the binary case:
\[ R^*(C_{2m}, \delta) = \log(m) + R^*(K_2, \delta). \] (10)

Here as well we might think in some sense of having partitioned our global space in $m^n$ binary Hamming spaces, though a more careful analysis is required to appreciate the details.

For odd cycles the situation is different. The best we can prove is based on equations (6) and (7), where (6) can in general be improved by also considering powers of $G$ (see Proposition 4 below). For the pentagon, for example, equation (6) applied to $C_5$ and to $C_5^2$ leads respectively to
\[ R^*(C_5, \delta) \geq \log(2) + R_{GV}(5/2, \delta) \] (11)
\[ R^*(C_5, \delta) \geq \frac{1}{2} \log(5) + \frac{1}{2} R_{GV}(5, 2\delta), \] (12)

the first being stronger for $\delta \leq 0.353$. Equation (7) gives
\[ R^*(C_5, \delta) \leq \frac{1}{2} \log(5) + R_{LP1}(\sqrt{5}, \delta). \] (13)

Figure 1 shows the corresponding plots.

In this case, an interpretation of the bounds (6) and (7) in terms of a partition of the space into some number of Hamming-like spaces requires fractional values for their alphabet sizes. Note that in the case of $C_5$, our bounds do not pin down what might be in our context the equivalent of the Plotkin point, i.e. the value $\delta_p$ such that $R^*(G, \delta) = R^*(G, 1)$ for $\delta = \delta_p$. And $R^*(G, \delta) > R^*(G, 1)$ for $\delta < \delta_p$.

For odd cycles the situation is different. The best we can prove is based on equations (6) and (7), where (6) can in general be improved by also considering powers of $G$ (see Proposition 4 below). For the pentagon, for example, equation (6) applied to $C_5$ and to $C_5^2$ leads respectively to
\[ R^*(C_5, \delta) \geq \log(2) + R_{GV}(5/2, \delta) \] (11)
\[ R^*(C_5, \delta) \geq \frac{1}{2} \log(5) + \frac{1}{2} R_{GV}(5, 2\delta), \] (12)

the first being stronger for $\delta \leq 0.353$. Equation (7) gives
\[ R^*(C_5, \delta) \leq \frac{1}{2} \log(5) + R_{LP1}(\sqrt{5}, \delta). \] (13)

Figure 1 shows the corresponding plots.

In this case, an interpretation of the bounds (6) and (7) in terms of a partition of the space into some number of Hamming-like spaces requires fractional values for their alphabet sizes. Note that in the case of $C_5$, our bounds do not pin down what might be in our context the equivalent of the Plotkin point, i.e. the value $\delta_p$ such that $R^*(G, \delta) = R^*(G, 1)$ for $\delta = \delta_p$. And $R^*(G, \delta) > R^*(G, 1)$ for $\delta < \delta_p$.

The gap between bounds observed for $C_5$ might not be surprising, since odd cycles are notoriously hard to deal with in general. Another very simple example gives a feeling of the subtleties which one should expect in this context. Consider the simplest possible case of disjoint union of unequally sized cliques: $G = K_1 + K_2$. Proposition 6 gives
\[ R^*(K_1 + K_2, \delta) = \max_{0 \leq \lambda \leq 1} \{ H_2(\lambda) + \lambda R^*(K_2, \delta/\lambda) \}. \] (14)

Bounding $R^*(K_2, \cdot)$ via (2) we infer that the lower bound achieves $R = \log(2)$ at $\delta = 1/4$ (obtained for $\lambda = 1/2$), while the upper bound only says $R \leq \log(2)$ at $\delta \geq 0.2568$. Thus, determining the Plotkin point even for this simple graph is as hard as improving the best known bound on $R^*(K_2, \delta)$!

In view of the hardness of the case of $K_1 + K_2$ it may be surprising that we can instead establish the Plotkin point for the much more complicated Kneser graphs. Let $K_{c,a}$ be the graph whose vertices are the subsets of $\{1, 2, \ldots, c\}$ of size $a$, two vertices being adjacent if and only if they are disjoint. For these graphs we have $\alpha(K_{c,a}) = \binom{c-a}{a-1}$ and
\[ \log k + R_{GV} \left( \frac{c}{a}, \delta \right) \leq R^* (K_{c,a}, \delta) \leq \log k + R_{LP1} \left( \frac{c}{a}, \delta \right). \]

and the Plotkin point is at $\delta = 1 - \frac{c}{2a}$. Similar conclusions hold for any other edge-transitive graph $G$ with $\alpha(G) = \theta_L(G)$. 

\begin{figure}[h]
\centering
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\caption{Bounds on $R^*(G, d)$ for the pentagon.}
\end{figure}
III. Achievability bounds

Let $N(u)$ be the neighborhood of a vertex $u$, $N[u]=N[u] \cup \{u\}$, $N(S)=\cup_{u \in S} N[u]$, and $N[S]=N(S) \cup S$. The following is a generalization of the standard Gilbert-Varshamov bound:

**Proposition 1.** Let $S$ be a family of independent sets in $G$ and let $S$ be a random variable with state space $S$. Then $\alpha(G) \geq \sum_{u \in V(G)} w_u$, where

$$w_u = \begin{cases} P[u \in S | u \in N[S]] & P[u \in N[S]] > 0 \\ 0 & \text{otherwise.} \end{cases}$$

**Proof:** For each $i \in \mathbb{N}$, let $T_i$ be an i.i.d. copy of $S$. Define sequences $A_i, B_i$ as follows. Initialize $A_0 = B_0 = \emptyset$. Let $B_{i+1} = B_i \cup N[T_i]$ and let $A_{i+1} = T_i \setminus B_i$. Our final independent set is $A_\infty = \bigcup_{i=0}^\infty N[T_i] \subseteq \bigcup_{i=0}^\infty N[A_i]$. Thus at step $i$ we exclude the vertices of $T_i$ that are adjacent to any members of $A_j$ for any $j < i$.

We have $E\{A_\infty\} = \sum_{u \in V(G)} P[u \in A_\infty]$. If $P[u \in S] = 0$, then $P[u \in A_\infty] = 0$ as well. For a vertex $u$ such that $P[u \in S] > 0$, $P[u \in B_\infty] = 1$, where $B_\infty = \bigcup_{i=0}^\infty B_i$. We have $P[u \in A_{i+1}] = P[u \in T_i, u \notin B_i] = P[u \in T_i] P[u \notin B_i]$ because $B_i$ only depends on $T_j$ for $j < i$. Now we have

$$P[u \in A_\infty] = \sum_{i=0}^\infty P[u \in T_i \cup u \notin B_i] \sum_{i=0}^\infty P[u \in T_i] P[u \notin B_i] = \sum_{i=0}^\infty P[u \in T_i] P[u \notin B_i] \sum_{i=0}^\infty P[u \in T_i].$$

Thus $P[u \in A_\infty] = w_u$ for all $u$. There must be some independent set in $G$ of size at least $E\{A_\infty\} = \sum_{u \in V(G)} w_u$.

This is also a generalization of the Caro-Wei theorem.

**Corollary 1 (Caro-Wei).** For any graph $G$, $\alpha(G) \geq \frac{1}{\Delta(G)+1}$.

**Proof:** Apply Proposition 1 with $S$ uniformly distributed over the singleton vertex sets.

The following corollary will suffice for the rest of this paper.

**Corollary 2.** Let $G$ be a vertex-transitive graph and let $T$ be an independent set in $G$. Then $\alpha(G) \geq \frac{|V(G)|}{\Delta(G)+1}$.

**Proof:** Apply Proposition 1 with $S$ as a translation of $T$ by an automorphism of $G$ chosen uniformly at random.

**Theorem 1.** Let $G$ be a vertex-transitive graph. Then

$$R^*(G,\delta) = \log \alpha(G) + R_{GV} \left( \frac{|V(G)|}{\Delta(G)+1}, \delta \right).$$

**Proof:** Let $S$ be a maximum independent set in $G$. Then $S^n$ is independent in $G(n,d)$ and $|N[S^n]| = \sum_{i=0}^d \binom{n}{i} |V(G)| - |S|^i |S|^{n-i}$. $G(n,d)$ is vertex-transitive, so by Corollary 2

$$\alpha(G(n,d)) \geq \frac{|V(G)|^{n}}{\sum_{i=0}^{d} \binom{n}{i} |V(G)| - |S|^i |S|^{n-i} \Delta(G)+1}. $$

Rewriting this inequality in terms of rates gives the claim.

IV. Converse bound

**Theorem 2.** Let $G$ be vertex-transitive, be edge-transitive, and have at least one edge. Then

$$R^*(G,\delta) \leq \log \theta_L(G) + R_{LP1} \left( \frac{|V(G)|}{\theta_L(G)}, \delta \right),$$

where $R_{LP1}(q,\delta)$ was defined in [4].

**Remark 1.** For every edge-transitive $G$ we have $\theta_L(G)$, where Schrijver’s $\theta$-function $\theta_S(\Gamma)$ is defined as

$$\min\{\max_{v,v'} T_{v,v'} : T_{v,v'} \geq 1, v,v' \in V(\Gamma) \}. $$

Note that if the condition $v,v' \leq 1$ is replaced with $T_{v,v'} = 0$ we get an alternative definition of the Lovasz’ $\theta_L(\Gamma)$. Denote by $D$ the $g \times g$ matrix achieving Lovasz’ $\theta_L(G)$. For edge-transitive case it is known that

$$D = \left( \frac{\lambda_0 - \lambda_m}{\lambda_0 - \lambda_m} A_G - \lambda_m I \right), \quad \theta_L = -\frac{\lambda_0 g}{\lambda_0 - \lambda_m} \lambda_m$$

where we enumerated $\lambda_0 \geq \cdots \geq \lambda_m$ the eigenvalues of adjacency matrix $A_G$. Note that $tr A = 0$ but $A$ has some nonzero entries, so $\lambda_0 > 0$, $\lambda_m < 0$, and $D$ is entrywise non-negative. Let $P_0$ and $P_m$ be orthogonal projectors on the space of constant functions and $m$-eigenspace respectively. Thus $P_0 = \frac{1}{2} 11^T$.

We will bound $\theta_S(G(n,\delta n))$ by optimizing over the restricted set of $T$'s in (17). Namely, for any $z \in \{0,1\}^n$ define

$$P_z = \bigotimes_{i=1}^n P_{z_i}$$

$$\Pi_{\ell} = \sum_{z \in \{0,1\}^n : \|z\|_0 = \ell} P_z, \quad \ell = 0,\ldots, n$$

where $\| \cdot \|_0$ is the Hamming weight. We will search $T$-assignments in the form

$$T = D \otimes^n \circ \left( \sum_{\ell=0}^n \tilde{h}_\ell \Pi_{\ell} \right)$$

with $\tilde{h}_\ell \geq 0$ and with $\circ$ denoting the Hadamard (entry-wise) product. We have to express the two conditions on $T$ from (17) in terms of the coefficients $\tilde{h}_\ell$.

First, we consider the condition $T \geq 11^T$.

1) Since $D \circ P_0 = \frac{1}{2} D$, we have $(D \circ P_0) 1 = 1$.
2) Note that

$$\text{Im} P_m = \ker D$$

(21)
implying that \( \operatorname{tr}(P_m D) = 0 \) and thus \( 1^T (D \odot P_m) 1 = 0 \). So 1 is in the kernel of \( D \odot P_m \). Similarly, 1 is in the kernel of \( D^n \odot P_n \) for any \( n \) and 1 is an eigenvector of \( T \) for any choice of \( \{ h_\ell \} \) and the eigenvalue of 1 is \( h_0 \).

3) Consequently, 1 is an eigenvector of \( D^n \odot P_n \) for any \( n \) and 1 is an eigenvector of \( T \) for any choice of \( \{ h_\ell \} \) and the eigenvalue of 1 is \( h_0 \).

4) Since Hadamard-product preserves positive-semidefiniteness, it is clear that \( T \geq 0 \). Because 1 is an eigenvector of \( T \), the condition \( T \preceq 1^T \) is equivalent to

\[
g h_0 = 1^T T 1 \geq 1^T (1^T) 1 = g^{2n} \tag{22}
\]

Next, consider the condition \( T_{v,v'} \leq 0 \) \( \forall (v, v') \in E(G(n, \delta), H) \), i.e. all \( (v, v') \) such that \( d(v, v') > \delta n \). We have

\[
(D^n)_{v,v'} = 0, \quad d(v, v') = \infty
\]

Thus we need

\[
\left( \sum_{\ell=0}^n \tilde{h}_\ell \Pi_\ell \right)_{v,v'} \leq 0
\]

for all \( (v, v') \) such that \( \delta n < d(v, v') < \infty \).

Denote \( d \triangleq \operatorname{tr} P_m \) (the dimension of \( \lambda_m \)-eigenspace) and \( c \triangleq -g(P_m)_{v,v'} \) for any pair of adjacent vertices \( (v, v') \). Note that, by edge-transitivity, \( c \) does not depend on the choice of pair of vertices. We can relate \( c/d \) to spectrum of \( A_G \) by using \( \operatorname{tr}(P_m D) = 0 \):

\[
d \lambda_m = \operatorname{tr} P_m A_G = -c \left( \frac{E(G)}{g} \right) = -c \lambda_0. \tag{23}
\]

In particular, \( c > 0 \).

We now let \( d(v, v') = \delta_0 < \infty \) and notice that this implies that for every \( i \in [n] \), either \( v_i, v_i' \in E(G) \) or \( v_i = v_i' \). Therefore, under restriction of finite distance we have

\[
(P_m)_{v_i,v_i'} = \frac{1}{g} \left( d(v_i, v_i') - \delta_1 \right),
\]

Consequently,

\[
(P_k)_{v,v'} = \frac{1}{g^n} (-c)^b d^a \| u \|_{L_1} b, \quad b = \{ i \in [n] : v_i \neq v_i' \}.
\]

Finally, summing over all \( z \) with Hamming weight \( \ell \) we get

\[
(\Pi_\ell)_{v,v'} = \frac{1}{g^n} c^\ell K_\ell(d(v, v')), \quad \ell \geq 1
\]

where we introduce Krawtchouk polynomials

\[
K_\ell(x) \triangleq \sum_{j=0}^\ell \binom{n-x}{J-j} \binom{x}{\ell-j} (-1)^{\ell-j},
\]

and \( q^\ell = 1 + \frac{d}{\delta_0} = 1 + \frac{\lambda_m}{g} = \frac{q}{g} \) by (16) and (23).

Thus \( T_{v,v'} \leq 0 \) for \( \delta n < d(v, v') \) is equivalent to

\[
H(x) = \sum_{\ell=0}^n \tilde{h}_\ell K_\ell(x), \quad H_\ell \geq \frac{1}{g^n} c^\ell \tilde{h}_\ell.
\]

Relaxing the constraint in (24) to \( H(x) \leq 0 \) on the interval \( [\delta n, n] \) we get the problem:

\[
A_{L^1}(n, \delta n) \triangleq \min \left\{ H(0) : H \geq 0, H(x) \leq 0 \quad \forall x \in [\delta n, n] \right\}
\]

Since \( D_{v,v} = \theta_L(G) \) the overall bound becomes:

\[
\alpha(G(n, \delta n)) \leq \theta_L(G)^n A_{L^1}(n, \delta n). \tag{26}
\]

The minimization of (25) is what is known as the first linear programming problem for the Hamming space, though with a non-integer parameter \( q' \). Although exact asymptotics of (25) is hereto unknown even in the binary case, cf. [9], we can use the standard MRRW choice of the polynomial \( H(x) = \frac{1}{x^n} (K_\ell(a) K_{\ell+1}(x) - K_{\ell+1}(a) K_\ell(x))^2 \), see [10] for the choice of \( a \) and \( t \). Their arguments can be applied verbatim for non-integer values of \( q' \) (see also [11] for the position of the roots of \( K_\ell(x) \) and it implies

\[
A_{L^1}(n, \delta n) \leq \exp \{ n R_{L^1}(q', \delta) + o(n) \},
\]

and the claim of the theorem follows.

\[\square\]

V. RELATIONS BETWEEN GRAPHS

In this section we summarize some of the methods that can be useful for extending the previous basic results to other graphs (possibly lacking symmetries).

A. BOUNDS FROM GRAPH HOMOMORPHISMS

A function \( f: V(G) \rightarrow V(H) \) is graph homomorphism from \( G \) to \( H \) if \( \{ u, v \} \in E(G) \) implies \( \{ f(u), f(v) \} \in E(H) \). We will write \( f: G \rightarrow H \) to indicate that \( f \) is a homomorphism, or just \( G \rightarrow H \) to indicate that a homomorphism exists.

Proposition 2. If there is some \( f: G \rightarrow H \), then \( d^n: \operatorname{Hom}(G, n) \rightarrow \operatorname{Hom}(H, n) \). If additionally \( H \) is vertex-transitive then

\[
R^*(G, \delta) \geq \log \frac{|V(G)|}{|V(H)|} + R^*(H, \delta).
\]

Proof: For \( u, v \in V(G) \), if \( d_G(u, v) < \infty \) then \( d_H(f(u), f(v)) = d_G(u, v) \). This property extends to the semimetrics on \( |V(G)| \) and \( |V(H)| \).

If \( H \) is vertex-transitive, \( H(n, d) \) is as well. Because \( \operatorname{Hom}(G, n) \rightarrow H(n, d) \) and \( H(n, d) \) is vertex-transitive, we have

\[
\alpha(G(n, d)) \geq \alpha(H(n, d)) \frac{|V(G)|}{|V(H)|},
\]

by the No-Homomorphism Lemma [12]. Rewriting this inequality in terms of rates gives the claim.

In particular, for any \( c \)-colorable graph \( G \) we have, by applying the previous proposition to \( G \rightarrow K_c \), that

\[
R^*(G, \delta) \geq \log \frac{|V(G)|}{c} + R^*(K_c, \delta). \tag{27}
\]
We may further lower-bound $R^*(K_c, \delta)$ by the GV-bound $R_{GV}(c, \delta)$. This may not be the best one known, though! It turns out that this latter bound can be improved, as next section shows, by replacing coloring with fractional coloring.

**B. Bounds from fractional chromatic number**

For vertex-transitive graphs we have $\alpha(G)\chi^*(G) = |V(G)|$ and thus we may restate Theorem 2 as

$$R^*(G, \delta) \geq \log \frac{|V(G)|}{\chi^*(G)} + R_{GV}(\chi^*(G), \delta). \quad (28)$$

It turns out (28) holds even without vertex-transitivity.

**Proposition 3.** For any graph $G$ the bound (28) holds.

**Proof:** If $\chi^*(G) = p/q$, then for some positive integer $b$, $G \rightarrow K_{bp,bq}$, where $K_{bp,bq}$ is a Kneser graph as defined in Section II [13]. $K_{bp,bq}$ is vertex-transitive and $\chi^*(K_{bp,bq}) = \frac{p}{q}$.

Thus from Proposition 2 and (28),

$$R^*(G, \delta) \geq \log \frac{|V(G)|}{K_{bp,bq}} + R^*(K_{bp,bq}, \delta) \geq \log \frac{|V(G)|}{K_{bp,bq}} + \log \frac{|K_{bp,bq}|}{p/q} + R_{GV}(\frac{p}{q}, \delta).$$

**C. Bounds from powers of graphs**

$$\frac{1}{r} R^*(G^r, r\delta) \leq R^*(G, \delta) \leq \frac{1}{r} R^*(G^r, \delta)$$

**Proof:** These three graphs can have all vertex set $V(G)^r$.

We have $E(G^r(n,d)) \subseteq E(G(n,rd)) \subseteq E(G^r(n,rd))$ and $\alpha(G^r(n,rd)) \leq \alpha(G(n,rd)) \leq \alpha(G^r(n,d))$.

A useful application of Proposition 4 is the lower bound we presented for $C_5$ in equation (12). In this particular case, we exploit the fact that $C_5^2$ is 5-colorable to use equation (27) on $C_5^2$ and then Proposition 4 to bound $R^*(C_5, \delta)$.

**D. Clique covers**

In some special cases, we can show that distinct graphs have essentially identical rate functions.

**Proposition 5.** Let $G$ be a graph with $\omega(G) = \chi(G) = \omega$, and $\theta^*(G,\omega) = |V(G)|$. Then $\alpha(G) = \theta^*(G)$ and

$$R^*(G, \delta) = \log \alpha(G) + R^*(K_c, \delta).$$

**Proof:** For any graph $H$, $\frac{|V(H)|}{\chi(H)} \leq \alpha(H)$ because some color class is at least as large as the average and $\alpha(G) \leq \theta^*(H)$ by the pigeonhole principle. If $H$ satisfies the conditions of this proposition, the inequalities must be tight.

Let $\mathcal{S}$ be the set of maximal cliques in $G$. There is a fractional clique covering of $G$ of weight $\theta^*(G)$. This means that there is some weight vector $w \in \mathbb{R}^c$ such that $1^T w = \theta^*(G)$ and $\sum_{S \in \mathcal{S} \subseteq V} w_S \geq 1$ for all $u \in V(G)$. Because $\theta^*(G,\omega) = |V(G)|$, only cliques of size $\omega(G)$ are assigned nonzero weight.

For each $S \in \mathcal{S}$, $G[S]$ (the subgraph of $G$ induced by $S$) is isomorphic to $K_c$. For each $T = T_1 \times \ldots \times T_{|S|} \in \mathcal{S}^n$, $G(n,d)[T] = K_c(n,d)$. Thus

$$\alpha(G(n,d)) \leq \sum_{T \in \mathcal{S}^n} \alpha(K_c(n,d)[T]) \prod_{i \in [n]} w_{T_i} \leq \alpha(K_c(n,d)) \sum_{T \in \mathcal{S}^n} \prod_{i \in [n]} w_{T_i} \leq \alpha(K_c(n,d)) \left( \sum_{S \in \mathcal{S}} w_S \right)^n = \theta^*(G)^n \alpha(K_c(n,d)) \quad (29)$$

There is a homomorphism $G \rightarrow K_{\chi(G)}$, so from (27) and (29),

$$\log \frac{|V(G)|}{\chi(G)} + R^*(G, \delta) \leq R^*(G, \delta) \leq \log \theta^*(G) + R^*(K_c, \delta).$$

These bounds are both equal to $\log \alpha(G) + R^*(K_c, \delta)$.

**E. Sum of cliques**

The simplicity of Proposition 5 depends on the fact that all cliques involved are the same size. When every optimal clique cover involves multiple sizes of cliques, complications ensue.

**Proposition 6.** Let $G = K_1 + K_2$ and let $q = \frac{w_1}{a_1} + 1$. Then

$$R^*(G, \delta) = \log a_1 + \max_{0 \leq \lambda \leq 1} \left( H_q(\lambda) + \lambda R^*(K_c, \delta) \lambda \right).$$

**Proof:** $G(n,d) = \sum a_i K_i(i,d)$, $R^*(G, \delta)$ depends only on the largest term in this sum. Let $i = \lambda n$. We have

$$\limsup_{n \to \infty} \frac{1}{\lambda n} \log \alpha(G(n,d), \delta) = p R^*(K_c, \frac{b}{q})$$
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