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Abstract

IMPORTANCE The weeks following discharge from psychiatric hospitalization are the highest-risk period for suicide attempts. Real-time monitoring of suicidal thoughts via smartphone prompts may be more indicative of short-term risk than a single, cross-sectional assessment.

OBJECTIVE To test whether modeling dynamic changes in real-time suicidal thoughts during psychiatric hospitalization can improve predictions of postdischarge suicide attempts vs using only baseline (ie, admission) data or using the mean level of real-time suicidal thoughts during hospitalization.

DESIGN, SETTING, AND PARTICIPANTS In this prognostic study, 83 adults recruited from the inpatient psychiatric unit at Massachusetts General Hospital completed ecological momentary assessment surveys of suicidal thinking 4 to 6 times per day during hospitalization as well as brief follow-up surveys assessing suicide attempts at 2 and 4 weeks after discharge. Participants completed at least 3 real-time monitoring surveys. Inclusion criteria included hospitalization for suicidal thoughts and/or behaviors and English fluency. Data were collected from January 2016 to December 2018 and analyzed from January to December 2020.

MAIN OUTCOMES AND MEASURES The primary outcome was suicide attempt in the month after discharge.

RESULTS Of 83 participants (mean [SD] age, 38.4 [13.6] years; 43 [51.8%] male participants; 69 [83.1%] White individuals), 9 (10.8%) made a suicide attempt in the month after discharge. Mean cross-validated AUC for elastic net models revealed predictive accuracy was fair for the model using baseline data (area under the curve [AUC], 0.71; first to third quartile, 0.55-0.88), good for the model using the mean level of real-time suicidal thoughts during hospitalization (AUC, 0.81; first to third quartile, 0.67-0.91), and best for the model using dynamic changes in real-time suicidal thoughts during hospitalization (AUC, 0.89; first to third quartile, 0.81-0.97); this pattern of results held for other classification metrics (eg, accuracy, positive predictive value, Brier score) and when using different cross-validation procedures. Features assessing rapid fluctuations in suicidal thinking emerged as the strongest predictors of posthospital suicide attempts. A final set of models incorporating percentage missingness further improved both the mean (AUC, 0.93; first to third quartile, 0.90-1.00) and dynamic feature (mean AUC, 0.93; first to third quartile, 0.88-1.00) models.

CONCLUSIONS AND RELEVANCE In this study, collecting real-time data about suicidal thinking during the course of hospitalization significantly improved short-term prediction of posthospitalization suicide attempts. Models including dynamic changes in suicidal thinking over time yielded the best prediction; features that captured rapid changes in suicidal thoughts were
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particularly strong predictors. Survey noncompletion also emerged as an important predictor of posthospitalization suicide attempts.

Introduction

Suicide is a leading cause of death, claiming more than 800,000 lives each year globally and more than 45,000 in the United States. The highest-risk period is immediately following discharge from psychiatric care, with the rate of suicide attempts in the first 3 months following discharge being higher than the next 5 years combined. This risk is particularly heightened among patients admitted with suicidal thoughts or behaviors, with the rate of suicide for these patients being nearly 200 times the global suicide rate. One factor limiting our ability to predict posthospitalization suicide attempts is that few studies have observed individuals during these short-term, high-risk time windows. A 2017 meta-analysis of the past 50 years of suicide research revealed only 1% of predictive analyses used time windows of less than 30 days, usually with just 1 assessment in that window. These studies fail to capture the short-term dynamic nature of suicidal thinking and cannot provide data on short-term risk of suicide attempts, particularly those following hospitalization.

Recent advances in real-time monitoring technology provide opportunities to address these gaps via finer-grained ecological momentary assessment (EMA) of changes in suicide risk over shorter timeframes. These methods have revealed that suicidal thoughts are characterized by large within-person fluctuations. Moreover, prior retrospective work suggests that suicide attempts are preceded by large, rapid changes in suicidal thinking. However, no studies have tested whether real-time measurement of changes in suicidal thinking can prospectively predict imminent suicide attempts, which could inform resource allocation for patients most at risk, in a setting where care is already accessible. Currently, clinical decision-making regarding hospital discharges is informed by patients' self-report of suicidal thinking during specific clinical assessments (e.g., therapy appointments). Brief standardized assessments of suicidal thinking administered continuously throughout hospitalization may aid clinical decision-making by providing novel information about a patient's likelihood of suicide attempt following discharge.

To advance the understanding of suicide in this high-risk period, we tested several different approaches to predicting posthospital suicide attempts using the following approaches: (1) baseline data at inpatient admission, (2) mean level of suicidal thinking during hospitalization, and (3) dynamic patterns of suicidal thinking during hospitalization. We hypothesized that computing and modeling dynamic fluctuations in suicidal thinking would yield improved predictive accuracy beyond both traditional static approaches of assessing suicidal thoughts (baseline model) and modeling only the mean of real-time suicidal thoughts during hospitalization (mean model). In addition, given evidence suggesting that missing data about suicidal thoughts may be an important predictor of suicide attempts, we also built a second series of models as an exploratory aim to examine whether using missingness as a predictor would further improve accuracy of the mean and dynamic feature models.

Methods

In this prognostic study, we aimed to develop a model predicting posthospital suicide attempts using EMA data. All study procedures were approved by the Massachusetts General Hospital institutional review board, and all participants provided written informed consent. This study followed the Transparent Reporting of a Multivariable Prediction Model for Individual Prognosis or Diagnosis (TRIPOD) reporting guideline.
Participants
Participants were adults hospitalized at the inpatient psychiatric unit at Massachusetts General Hospital. Of 104 participants enrolled, 83 participants (79.8%) completed at least 3 EMA surveys and were included in current analyses.

Procedure
Inclusion criteria for the study were admission to the psychiatric inpatient unit due to suicidal thoughts and/or risk (determined by patient self-report and clinician judgment) and English fluency. Exclusion criteria included any factors impairing participant ability to provide informed consent or participate in study procedures (eg, cognitive impairments). Having a compatible smartphone was not an inclusion criterion; we provided a loaner phone to participants if needed. Recruitment for this study occurred in 2 waves, with 45 participants recruited in wave 1 (January 2016 through January 2017) and 59 participants in wave 2 (May 2017 through December 2018). Both waves used identical study protocols (with the exception of EMA survey software and frequency of assessments); we pooled data from both waves in the current study.

Participants who met inclusion criteria and provided written consent to be in the study completed a baseline assessment during hospital admission. Participants then completed an EMA protocol for the duration of their hospital stay (mean [SD], 6.9 [5.4] days; range, 2-46 days) with survey prompts sent to participants’ smartphones 4 to 6 times per day during waking hours. Participants were compensated $10 per day. Finally, participants completed follow-up assessments at 2 weeks and 4 weeks following discharge.

Measures
Baseline Assessment of Self-injurious Thoughts and Behaviors
Participants completed the self-report version of the Self-injurious Thoughts and Behaviors Interview (SITBI). We used the following characteristics for suicidal thoughts, plans, attempts, and nonsuicidal self-injury: lifetime presence, past-year frequency, past-month frequency, past-week frequency, and self-reported likelihood of future SITB engagement.

EMA of Suicidal Thoughts
In wave 1, we used moviesensXS to send participants 4 semirandom prompts per day. In wave 2, we used Beiwet to send participants 6 semirandom prompts per day to obtain greater temporal granularity. Both waves used 3 items to assess momentary suicidal thoughts on a scale from 0 (none) to 9 (very much). These were (1) desire to die by suicide (“How intense is your desire to kill yourself right now?”), (2) intent to die by suicide (“How strong is your intention to kill yourself right now?”), and (3) ability to resist the urge to die by suicide (“How strong is your ability to resist the urge to kill yourself right now?”).

Follow-up Assessment
We assessed presence of a suicide attempt in the month after hospitalization with 2 methods, which is common in longitudinal suicide research. First, we used follow-up surveys at 2 and 4 weeks after discharge and categorized participants as having made a suicide attempt if they (1) reported hospital admission and responded “tried to kill yourself” to the question “What was the reason for your admission overnight to a hospital for mental health care?” or (2) responded yes to the question, “In the past 2 [4] weeks (that is, since you left the unit), did you make a suicide attempt (that is, purposefully hurt yourself with at least some intent to die)?” Second, we examined the electronic medical records of each participant to determine whether they returned to the hospital due to a suicide attempt in the month following discharge.
Statistical Analysis
Modeling Approach
Analyses were performed in R version 3.6.1 (R Project for Statistical Computing) via tsfeatures, caret, and glmnet packages. We built 3 elastic net models (baseline model, mean model, dynamic feature model) predicting posthospital suicide attempts, using the default threshold of 0.5 in glmnet. We used the elastic net algorithm, given substantial evidence that penalization improves prediction accuracy, alongside its well-established accuracy and robustness and ability to maintain clinical interpretability compared with less transparent machine learning algorithms (eg, random forests, neural networks).

For the baseline model, we used the 20 baseline SITBI characteristics as predictors; 2.16% of data was missing and imputed with K-nearest neighbor imputation. The mean model included the mean of each EMA suicide item (ie, desire to kill self, intent to kill self, and ability to resist the urge to kill self) as predictors. For the dynamic feature model, we extracted 24 time-series features for each EMA suicide item for each participant as predictors. These features characterize magnitude, speed, and probability of changes in suicidal thoughts over time, including the minimum, maximum, mean, standard deviation, percentage unique values (ie, number of unique response values divided by total number of responses), mean square successive difference (ie, variance of differences from an observation to the next), probability of acute change (ie, number of acute changes divided by total number of changes), and maximum change (ie, from an observation to the next). Acute changes were defined as any successive change from an EMA prompt to the next in the 90th percentile or greater of the total distribution of change for each participant (ie, a large shift from 1 observation to the next).

Following recommendations by Kuhn and Johnson, we used 5-fold cross-validation with 3 repetitions to select the optimal λ (shrinkage) and α (mixing) parameters for each elastic net model. This also allowed us to obtain a cross-validation estimate of model performance. Whereas splitting a data set into a single training and testing set can have limited ability to accurately characterize uncertainty in results, particularly for smaller samples, repeating the training and testing process can provide more reasonable estimates of model accuracy in predicting outcomes in new data sets. Finally, we evaluated variable importance for all models using the varImp() function in caret and extracted coefficients for the best model. Because no null hypothesis statistical testing was preformed, no prespecified level of statistical significance was set.

Model Performance
Our primary model performance metric was the mean cross-validation estimate of area under the curve (AUC), a discrimination metric that ranges from 0.5 (chance) to 1.0 (perfect). We also evaluated several other metrics, including the mean cross-validated area under the precision-recall curve (AUPRC), accuracy, positive predictive value (PPV), sensitivity, specificity, Brier score, and Cohen κ. Higher scores for each of these metrics indicate better model performance, with the exception of Brier score, for which lower scores indicate better model performance.

Secondary Models
Primary models with EMA data were built using all available data with no imputation of missing EMA data. As a secondary aim, we fit elastic net models using missingness (calculated as percentage compliance) as an additional predictor for the mean and dynamic feature model. To evaluate model robustness, we also fit our 3 primary models (baseline, mean, dynamic feature model) using 2 different cross-validation procedures, ie, 10-fold repeated 3 times and leave-one-out cross-validation.
Results

Demographic and Clinical Characteristics
Participants' demographic characteristics, diagnoses, and history of suicidal thoughts and behaviors on hospital admission are presented in the Table. In the hospital, participants completed a total of 1374 EMA surveys, with a median of 18.50 responses per participant (range, 3-120). Mean compliance rate was 52.2% (SD, 18.7%; range, 7.8%-96.2%). eFigure 1 in the Supplement presents individual time series plots of EMA responses during hospitalization. In the month following discharge, 9 participants (10.8%) made a suicide attempt; 6 (66.7%) were self-reported on a follow-up survey (with 65 participants [78.3%] completing a follow-up survey), and 3 (33.3%) were identified through electronic medical record review.

Model Performance
Model performance metrics for the baseline, mean, and dynamic models are presented in Figure 1. The baseline model provided fair AUC (mean cross-validated AUC, 0.71; interquartile range [IQR], 0.55 to 0.88), with poor AUPRC (mean, 0.17; IQR, 0.11 to 0.23), poor accuracy (mean, 0.77; IQR, 0.73 to 0.81), poor PPV (mean, 0.18; IQR, 0.00 to 0.27), poor sensitivity (mean, 0.33; IQR, 0.00 to 0.50), fair specificity (mean, 0.82; IQR, 0.79 to 0.87), fair Brier score (mean, 0.14; IQR, 0.14 to 0.18), and poor $\kappa$ (mean, 0.09; IQR, –0.12 to 0.28). Of note, 1 participant who made a posthospitalization suicide attempt did not complete the baseline survey. Thus, 82 participants were included in this model. The mean model provided better performance than the baseline model, with good AUC (mean, 0.81; IQR, 0.67-0.91), but poor AUPRC (mean, 0.25; IQR, 0.15-0.31), fair accuracy (mean, 0.75; IQR, 0.69-0.79), poor PPV (mean, 0.28; IQR, 0.17-0.33), fair sensitivity (mean, 0.70; IQR, 0.50-1.00), fair specificity (mean, 0.75; IQR, 0.67-0.83), good Brier score (mean, 0.17; IQR, 0.14-0.20), and fair $\kappa$ (mean, 0.27; IQR, 0.11-0.39). The dynamic feature model provided a large improvement over the baseline model and further improved on the mean model, with good AUC (mean, 0.89; IQR, 0.81-0.97), poor AUPRC (mean, 0.29; IQR, 0.18-0.42), good accuracy (mean, 0.85; IQR, 0.81-0.88), fair PPV (mean, 0.39; IQR, 0.08-0.50), poor sensitivity (mean, 0.57; IQR, 0.25-1.00), good specificity (mean, 0.88; IQR, 0.83-0.93), good Brier score (mean, 0.11; IQR, 0.08-0.15), and fair $\kappa$ (mean, 0.35; IQR, 0.06-0.54).

Predictor Importance
Variable importance metrics (ie, coefficients for the final model scaled from 0 to 100, with 0 indicating least important and 100 indicating most important) for the dynamic model are shown in Figure 2; model coefficients for the best model appear in the eTable in the Supplement. The most important EMA time-series features for predicting posthospitalization suicide attempts included probability of acute change in the desire, intention, and ability to resist the urge to kill oneself.

Secondary Models
When using different cross-validation procedures to evaluate model robustness, results largely remained unchanged. For both 10-fold cross-validation and leave-one-out cross-validation, the baseline model provided poor or fair performance, the mean model provided better performance, and the dynamic feature model performed the best (eFigure 2 and eFigure 3 in the Supplement) across nearly all classification metrics.

Adding EMA missingness as a predictor improved mean AUC for both the mean (mean AUC, 0.93; first to third quartile, 0.90-1.00) and dynamic feature (mean AUC, 0.93; first to third quartile, 0.88-1.00) models (Figure 3). In these models, missingness emerged as the second most important predictor for the dynamic feature model, and the most important predictor for the mean model (eFigure 4 and eFigure 5 in the Supplement).
| Table. Demographic Characteristics, Diagnoses, and Baseline Clinical Characteristics for 83 Participants^a |
|---------------------------------------------------------------|
| Characteristic                                              | No. (%)    |
| Age, mean (SD), y                                          | 38.43 (13.64) |
| Race                                                        |            |
| White                                                       | 69 (83.1)  |
| Black                                                       | 4 (4.8)    |
| Asian                                                       | 4 (4.8)    |
| Other^b                                                      | 5 (6.0)    |
| Ethnicity                                                   |            |
| Hispanic or Latino/a                                       | 7 (8.4)    |
| Gender                                                      |            |
| Men                                                         | 43 (51.8)  |
| Women                                                       | 35 (42.2)  |
| Transgender                                                 | 3 (3.6)    |
| Other                                                       | 2 (2.4)    |
| Any mood disorder                                           | 79 (95.2)  |
| Any anxiety disorder                                        | 30 (36.1)  |
| Any personality disorder                                    | 33 (39.8)  |
| Any substance use disorder                                  | 30 (36.1)  |
| Any eating disorder                                         | 2 (2.4)    |
| Any psychotic disorder                                      | 3 (3.6)    |
| ADHD                                                        | 3 (3.6)    |
| Lifetime presence of suicidal thoughts, mean (SD)           |            |
| No. (%)                                                     | 81 (98.8)  |
| Past-year frequency                                         | 43.38 (140.19) |
| Past-month frequency                                        | 11.58 (45.99) |
| Past-week frequency                                         | 3.47 (4.37) |
| Likelihood^c                                                 | 2.76 (1.22) |
| Lifetime presence of suicide plan, mean (SD)                |            |
| No. (%)                                                     | 64 (78.0)  |
| Past-year frequency                                         | 4.21 (8.24) |
| Past-month frequency                                        | 1.68 (2.74) |
| Past-week frequency                                         | 1.01 (1.76) |
| Likelihood^c                                                 | 2.26 (1.35) |
| Lifetime presence of suicide attempt, mean (SD)             |            |
| No. (%)                                                     | 62 (75.6)  |
| Past-year frequency                                         | 1.31 (2.51) |
| Past-month frequency                                        | 0.64 (0.87) |
| Past-week frequency                                         | 0.38 (0.60) |
| Likelihood^c                                                 | 2.04 (1.35) |
| Lifetime presence of NSSI, mean (SD)                        |            |
| No. (%)                                                     | 32 (39.0)  |
| Past-year frequency                                         | 2.86 (7.73) |
| Past-month frequency                                        | 0.89 (3.05) |
| Past-week frequency                                         | 0.21 (0.56) |
| Likelihood^c                                                 | 1.58 (1.57) |

Abbreviations: ADHD, attention-deficit/hyperactivity disorder; NSSI, nonsuicidal self-injury.

^a The baseline characteristics of suicidal thoughts and behaviors includes data from 82 participants, as 1 participant did not complete this baseline survey.

^b Write-in responses for other races included Native American, Puerto Rican, Dominican, and Honduran.

^c Likelihood indicates self-reported likelihood of future suicidal thoughts, plans, attempts, and NSSI, rated from 0 (not at all) to 4 (very likely).
Discussion

There were 3 key findings in this study. First, using EMA data greatly improved prediction of posthospital suicide attempts beyond traditional approaches, and models including dynamic changes over time performed particularly well. Second, the strongest predictors were probability of acute change in suicidal thoughts or intentions. Third, missingness greatly increased predictive accuracy for both the mean and dynamic feature models. Each of these findings warrants further comment.

Model performance for the mean and dynamic feature models was substantially better than that for the static baseline model across all classification metrics. This suggests that collecting EMA data to obtain more temporal granularity in the measurement of suicidal thoughts can enhance our ability to predict suicide attempts. The dynamic feature model provided higher average AUC than the mean model, suggesting metrics of variability may be more important than central tendency. Indeed, variable importance metrics from the dynamic feature model indicated that the 3 most important predictors were probability of acute change in the desire to kill oneself, intent to kill oneself, and ability to resist the urge to kill oneself. Given that probability of acute change indexes the likelihood of an individual experiencing extreme shifts in suicidal thinking, rapid fluctuations in suicidal thinking may increase the risk of suicidal behaviors beyond average levels of suicidal thinking. This finding

Figure 1. Suicide Attempt Prediction Model Metrics

Each panel presents descriptive visualizations (violin plots) of the distribution of cross-validated model performance metrics. The darker shaded boxes within each violin plot are box plots, with the lower and upper hinges representing the first and third quartiles, respectively, and the whiskers extending to the most extreme data points within 1.5 times of the interquartile range. Data points beyond the whiskers are plotted as separate points. AUC indicates area under the curve; AUPRC, area under the precision-recall curve; and PPV, positive predictive value.
contrasts meta-analytic work from 2019 suggesting that metrics of variability do not meaningfully predict mental health symptoms beyond central tendency (ie, mean). There are several potential explanations for this discrepancy, including that this earlier work focused on affect dynamics, whereas we examined fluctuations in suicidal thinking. Furthermore, dynamic metrics may be more sensitive to acute perturbations (eg, psychiatric hospitalization). In addition, most previous work has focused on relatively healthy individuals, whereas participants in the current study were hospitalized for a recent suicide attempt or severe suicidal thoughts. It is possible that, in acutely suicidal patients, variability in suicidal thinking provides more information about suicide risk than average levels of suicidal thinking. This is supported by research on the importance of affective instability in other psychiatric populations (eg, eating disorders, borderline personality disorder). Future research examining the benefits of temporally granular measurement and modeling dynamic features to predict suicide attempts could shed additional light on these important questions.

The dynamic feature model predicted posthospital suicide attempts with good accuracy (AUC, 0.89), which is at the high end of the range of reported AUC values for longitudinal prediction models of suicidal behaviors. Although machine learning methods have yielded high AUCs, the PPV of most models has been low. A 2019 review of 64 longitudinal suicide prediction models found most models reported extremely low (ie, <.01) PPVs, such that 99 out of every 100 individuals predicted by these models to attempt suicide will not. In comparison, the average cross-validated PPV for our dynamic feature model was 0.39. This represents a substantial improvement beyond both previous work and our baseline and mean models (although with still a long way to go) and was likely influenced by the relatively high base rate of suicide attempts in our sample. Prediction models with low PPVs can still have a positive net benefit if the benefits of interventions with true-positive results outweigh costs of intervening with false-positive results. Future studies with larger sample sizes are needed to replicate these results and determine whether models using EMA data can provide acceptable AUC and PPV scores to guide clinical decision-making and suicide prevention efforts.

As a secondary aim to explore the importance of missing EMA data, we added EMA missingness (ie, percentage compliance) as a predictor to both our mean and dynamic feature models, which

![Figure 2. Dynamic Feature Model Variable Importance](image)

Importance scores are coefficients for the final model scaled from 0 to 100, with 0 indicating least important and 100 indicating most important. Max indicates maximum; min, minimum; PAC, probability of acute change; PUV, percentage unique values.
greatly enhanced performance of both models (mean AUCs, 0.93). Notably, this missingness variable also emerged as the top predictor in the mean model and the second most important predictor in the dynamic feature model. These findings are consistent with prior work finding that nonresponse to questions about suicidal thinking is a particularly strong predictor of the transition from suicidal thinking to suicide attempts\(^{14}\) and highlight the importance of future studies taking an informative missingness approach for predicting suicidal behavior. However, caution is warranted in interpreting these findings, given that some evidence suggests using missingness for predictive modeling may introduce bias into models and generalize poorly to new data sets.\(^{38}\)

**Limitations**

These findings should be considered in the context of several limitations. First, we had a relatively small sample size (83 participants) that was predominantly White (83.1%). Future studies would benefit from larger sample sizes and longer follow-up periods, particularly given that suicide attempts are a low base-rate behavior, as well as more diverse and representative samples. Second, we only included self-reported measures of suicidal thoughts and urges; future research incorporating other self-reported measures (eg, affect) alongside psychophysiological and smartphone data (eg, heart monitor, accelerometer) may produce stronger models. Third, although the within-sample design of this study allowed for more than 1300 individual observations, we had a
relatively small number of observations for some participants (median, 18.50 EMA responses; range, 3-120 EMA responses). This was partly due to the intentional naturalistic design of the study, with participants completing EMA prompts only for the duration of their hospital stay, which differed in length for participants. Nonetheless, overall compliance rate was relatively low (mean, 52.2%), and many missing responses may not have occurred at random. For instance, it is possible that participants did not complete responses when they were meeting with members of their care team (e.g., therapist, psychiatrist) or were highly distressed. Finally, only 65 of the original 83 participants completed a follow-up survey, and we did not have access to claims and/or admissions data for all other hospitals in the area. Replicating these findings and models with more stringent compliance protocols could shed further light on the potential for effective risk detection in hospitals using EMA. Alongside future work on effective interventions and clinical guidelines, this could provide important information to identify and provide patients with support in a setting where care is already available and accessible.

Conclusions

The current study provides novel insight on the high-risk period immediately following discharge from psychiatric hospitalization. These findings suggest that collecting dynamic, real-time data from patients during hospitalization can significantly improve the prediction of posthospitalization suicide attempts. Such information could be vital in clinical decision-making about discharge and posthospital level of care. Continued research incorporating temporally granular assessments of suicidal thoughts during high-risk time periods may advance the understanding, prediction, and prevention of suicide.

ARTICLE INFORMATION

Accepted for Publication: January 13, 2021.

Published: March 9, 2021. doi: 10.1001/jamanetworkopen.2021.0591

Open Access: This is an open access article distributed under the terms of the CC-BY License. © 2021 Wang SB et al. JAMA Network Open.

Corresponding Author: Shirley B. Wang, AM, Department of Psychology, Harvard University, 33 Kirkland St, Cambridge, MA 02138 (shirleywang@g.harvard.edu).

Author Affiliations: Department of Psychology, Harvard University, Cambridge, Massachusetts (Wang, Coppersmith, Bentley, Millner, Fortgang, Mair, Nock); Department of Psychology, Rutgers University, New Brunswick, New Jersey (Kleiman); Department of Psychiatry, Massachusetts General Hospital, Boston (Bentley, Huffman, Nock); Mental Health Research, Franciscan Children’s, Brighton, Massachusetts (Millner, Nock); Department of Biostatistics, University of Michigan, Ann Arbor (Dempsey).

Author Contributions: Ms Wang and Dr Nock had full access to all of the data in the study and take responsibility for the integrity of the data and the accuracy of the data analysis.

Concept and design: Wang, Coppersmith, Kleiman, Millner, Fortgang, Huffman, Nock.

Acquisition, analysis, or interpretation of data: Wang, Coppersmith, Bentley, Millner, Fortgang, Mair, Dempsey, Nock.

Drafting of the manuscript: Wang, Coppersmith, Millner, Fortgang.

Critical revision of the manuscript for important intellectual content: All authors.

Statistical analysis: Wang, Coppersmith, Millner, Fortgang, Mair, Dempsey, Nock.

Obtained funding: Nock.

Administrative, technical, or material support: Wang, Kleiman, Bentley, Millner, Huffman, Nock.

Supervision: Kleiman, Bentley, Millner, Mair, Huffman, Nock.

Conflict of Interest Disclosures: Dr Kleiman reported receiving grants from the National Institute of Mental Health outside the submitted work. Dr Huffman reported receiving salary support from Elsevier outside the submitted work. No other disclosures were reported. Dr. Nock reported receiving research support from the
National Institute of Mental Health, the Department of Defense, the US Air Force, Chet and Will Griswold Suicide Prevention Fund, and the Fuss Family Research Fund outside the submitted work; receiving royalties for educational publications from Macmillan, Pearson, the American Psychological Association Press, and UpToDate outside the submitted work; and being an unpaid scientific advisor for Ematica and TalkLife.

**Funding/Support:** This research was supported by the Chet and Will Griswold Suicide Prevention Fund. Ms Wang and Mr Coppersmith are supported by the National Science Foundation Graduate Research Fellowship under grant No. DGE-1745303.

**Role of the Funder/Sponsor:** The funders had no role in the design and conduct of the study; collection, management, analysis, and interpretation of the data; preparation, review, or approval of the manuscript; and decision to submit the manuscript for publication.

**Disclaimer:** This content is solely the responsibility of the authors and does not necessarily represent the official views of the National Science Foundation.

**REFERENCES**

1. Fazel S, Runeson B. Suicide. *N Engl J Med*. 2020;382(3):266-274. doi: 10.1056/NEJMra1902944

2. Turecki G, Brent DA, Gunnell D, et al. Suicide and suicide risk. *Nat Rev Dis Primers*. 2019;5(1):74. doi: 10.1038/s41572-019-0121-0

3. Qin P, Nordentoft M. Suicide risk in relation to psychiatric hospitalization: evidence based on longitudinal registers. *Arch Gen Psychiatry*. 2005;62(4):427-432. doi: 10.1001/archpsyc.62.4.427

4. Olfson M. Suicide risk after psychiatric hospital discharge. *JAMA Psychiatry*. 2017;74(7):669-670. doi:10.1001/jamapsychiatry.2017.1043

5. Chung DT, Ryan CJ, Hadzi-Pavlovic D, Singh SP, Stanton C, Large MM. Suicide rates after discharge from psychiatric facilities: a systematic review and meta-analysis. *JAMA Psychiatry*. 2017;74(7):694-702. doi:10.1001/jamapsychiatry.2017.1044

6. Franklin JC, Ribeiro JD, Fox KR, et al. Risk factors for suicidal thoughts and behaviors: a meta-analysis of 50 years of research. *Psychol Bull*. 2017;143(2):187-232. doi: 10.1037/bul0000084

7. Nock MK, Prinstein MJ, Sterba SK. Revealing the form and function of self-injurious thoughts and behaviors: a real-time ecological assessment study among adolescents and young adults. *J Abnorm Psychol*. 2009;118(4):816-827. doi:10.1037/a0016948

8. Czyz EK, Horwitz AG, Arango A, King CA. Short-term change and prediction of suicidal ideation among adolescents: a daily diary study following psychiatric hospitalization. *J Child Psychol Psychiatry*. 2019;60(7):732-741. doi:10.1111/jcpp.12974

9. Kleiman EM, Turner BJ, Fedor S, Beale EE, Huffman JC, Nock MK. Examination of real-time fluctuations in suicidal ideation and its risk factors: results from two ecological momentary assessment studies. *J Abnorm Psychol*. 2017;126(6):726-738. doi:10.1037/abn0000273

10. Forkmann T, Spangenberg L, Rath D, et al. Assessing suicidality in real-time: a psychometric evaluation of self-report items for the assessment of suicidal ideation and its proximal risk factors using ecological momentary assessments. *J Abnorm Psychol*. 2018;127(8):758-769. doi:10.1037/abn0000381

11. Millner AJ, Lee MD, Nock MK. Describing and measuring the pathway to suicide attempts: a preliminary study. *Suicide Life Threat Behav*. 2017;47(3):353-369. doi:10.1111/sltb.12284

12. Bryan CJ, Rozek DC, Butner J, Rudd MD. Patterns of change in suicide ideation signal the recurrence of suicide attempts among high-risk psychiatric outpatients. *Behav Res Ther*. 2019;120:103392. doi:10.1016/j.brat.2019.04.001

13. Kleiman EM, Nock MK. Real-time assessment of suicidal thoughts and behaviors. *Curr Opin Psychol*. 2018;22:33-37. doi:10.1016/j.copsyc.2017.07.026

14. Nock MK, Millner AJ, Joiner TE, et al. Risk factors for the transition from suicide ideation to suicide attempt: results from the Army Study to Assess Risk and Resilience in Servicemembers (Army STARRS). *J Abnorm Psychol*. 2018;127(2):139-149. doi:10.1037/abn0000317

15. Collins GS, Reitsma JB, Altman DG, Moons KG; TRIPOD Group. Transparent Reporting of a Multivariable Prediction Model for Individual Prognosis or Diagnosis (TRIPOD): the TRIPOD statement. *Circulation*. 2015;131(2):211-219. doi:10.1161/CIRCULATIONAHA.114.014508

16. Nock MK, Holmberg EB, Photos VI, Michel BD. Self-injurious Thoughts and Behaviors Interview: development, reliability, and validity in an adolescent sample. *Psychol Assess*. 2007;19(3):309-317. doi:10.1037/1040-3590.19.3.309
17. Beck AT, Kovacs M, Weissman A. Assessment of suicidal intention: the Scale for Suicide Ideation. J Consult Clin Psychol. 1979;47(2):343-352. doi:10.1037/0022-006X.47.2.343

18. Nock MK, Park JM, Finn CT, Deliberto TL, Dour HJ, Banaji MR. Measuring the suicidal mind: implicit cognition predicts suicidal behavior. Psychol Sci. 2010;21(4):511-517. doi:10.1177/0956797610364762

19. McAuliffe C, Corcoran P, Hickey J, McLeavey BC. Optionalthinking ability among hospital-treated deliberate self-harm patients: a 1-year follow-up study. Br J Clin Psychol. 2008;47(Pt 1):43-58. doi:10.1348/01446507X230958

20. Tiihonen J, Lönöqvist J, Wahlbeck K, Klaukka T, Tanskanen A, Haukka J. Antidepressants and the risk of suicide, attempted suicide, and overall mortality in a nationwide cohort. Arch Gen Psychiatry. 2006;63(2):1358-1367. doi:10.1001/archpsyc.63.12.1358

21. R Core Team. The R Project for Statistical Computing. Accessed January 29, 2021. https://www.R-project.org/

22. Roque NA, Ram N. tsfeaturex: An R package for automating time series feature extraction. J Open Source Softw. 2019;4(37):1279. doi:10.21105/joss.01279

23. Kuhn M. The caret package. Accessed January 20, 2020. http://topepo.github.io/caret/index.html

24. Friedman J, Hastie T, Tibshirani R, et al. Glmnet: lasso and elastic-net regularized generalized linear models. Accessed August 8, 2020. https://CRAN.R-project.org/package=glmnet

25. Wu TT, Chen YF, Hastie T, Sobel E, Lange K. Genome-wide association analysis by lasso penalized logistic regression. Bioinformatics. 2009;25(6):714-721. doi:10.1093/bioinformatics/btp041

26. Chung W, Chen J, Turman C, et al. Efficient cross-trait penalized regression increases prediction accuracy in large cohorts using secondary phenotypes. Nat Commun. 2019;10(1):569. doi:10.1038/s41467-019-08535-0

27. Haynos AF, Wang SB, Lipson S, et al. Machine learning enhances prediction of illness course: a longitudinal study in eating disorders. Psychol Med. 2020;1-11. doi:10.1017/S0033291720000227

28. Ogutu JO, Schulz-Streeck T, Piepho H-P. Genomic selection using regularized linear regression models: ridge regression, lasso, elastic net and their extensions. BMC Proc. 2012;6(2)(suppl 2):S10. doi:10.1186/1753-6561-6-S2-S10

29. Zou H, Hastie T. Regularization and variable selection via the elastic net. J Royal Stat Soc Series B (Stat Methodology). 2005;67(2):301-321. doi:10.1111/j.1467-9868.2005.00503.x

30. Dejonckheere E, Mestdagh M, Houben M, et al. Complex affect dynamics add limited information to the prediction of psychological well-being. Nat Hum Behav. 2019;3(5):478-491. doi:10.1038/s41562-019-0555-0

31. Belsher BE, Smolenski DJ, Pruitt LD, et al. Prediction models for suicide attempts and deaths: a systematic review and simulation. JAMA Psychiatry. 2019;76(6):642-651. doi:10.1001/jamapsychiatry.2019.0174

32. Santangelo PS, Reinhard I, Koudela-Hamila S, et al. The temporal interplay of self-esteem instability and affective instability in borderline personality disorder patients’ everyday lives. J Abnorm Psychol. 2017;126(8):1057-1065. doi:10.1037/abn0000288

33. van Smeden M, Groenwold RHH, Moons KGM. A cautionary note on the use of the missing indicator method for handling missing data in prediction research. J Clin Epidemiol. 2020;125:188-190. doi:10.1016/j.jclinepi.2020.06.007

34. Vachon H, Viechtbauer W, Rintala A, Myin-Germeys I. Compliance and retention with the experience sampling method over the continuum of severe mental disorders: meta-analysis and recommendations. J Med Internet Res. 2019;21(12):e14475. doi:10.2196/14475
eFigure 2. Model Performance Metrics With 10-Fold Cross-Validation Repeated 3 Times
eFigure 3. Model Performance Metrics for Leave-One-Out Cross-Validation
eFigure 4. Feature Model Variable Importance for Mean-Only Model With Missingness
eFigure 5. Feature Model Variable Importance for Dynamic Model With Missingness