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Abstract—Deep Neural Network (DNN)-based video analytics significantly improves recognition accuracy in computer vision applications. Deploying DNN models at edge nodes, closer to end users, reduces inference delay and minimizes bandwidth costs. However, these resource-constrained edge nodes may experience substantial delays under heavy workloads, leading to imbalanced workload distribution. While previous efforts focused on optimizing hierarchical device-edge-cloud architectures or centralized clusters for video analytics, we propose addressing these challenges through collaborative distributed and autonomous edge nodes. Despite the intricate control involved, we introduce EdgeVision, a Multiagent Reinforcement Learning (MARL)-based framework for collaborative video analytics on distributed edges. EdgeVision enables edge nodes to autonomously learn policies for video preprocessing, model selection, and request dispatching. Our approach utilizes an actor-critic-based MARL algorithm enhanced with an attention mechanism to learn optimal policies. To validate EdgeVision, we construct a multi-edge testbed and conduct experiments with real-world datasets. Results demonstrate a performance enhancement of 33.6% to 86.4% compared to baseline methods.
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I. INTRODUCTION

VIDEO analytics plays a crucial role in various computer vision applications, such as video surveillance, augmented reality, and autonomous driving [1]. Deep Neural Networks (DNNs) currently dominate the implementation of state-of-the-art video analytics algorithms. Despite their impressive accuracy, deploying DNN models for real-world video analytics presents challenges [2]. DNN-based video analytics models often possess significant complexity with hundreds of layers, introducing computational overhead and substantial inference delays [3], [4]. Moreover, transmitting extensive video content to the cloud for inference incurs significant bandwidth costs and may result in intolerable transmission delays [5].

To enhance efficiency in video analytics applications by mitigating bandwidth costs and reducing data transmission delays, a viable strategy involves deploying DNN models on edge nodes situated in close proximity to end-users [6], [7]. While these edge nodes can swiftly receive video data with minimal delay [8], [9], their processing capacity is inherently constrained. In situations where a substantial influx of inference requests occurs, the edge node may become overwhelmed, exceeding its processing capabilities and resulting in pronounced inference delay. Concurrently, there are notable imbalances in the workloads of different edge nodes [10], with some nodes experiencing overload while others remain under-utilized. Therefore, a meticulous design of the video analytics mechanism integrated with edge computing is imperative to ensure optimal performance.

To enhance video analytics performance within the device-edge-cloud architecture, several studies ([11], [12], [13], [14], [15], [16]) investigated offloading strategies. These efforts primarily concentrated on adapting video analytics configurations for preprocessing and model selection to strike a balance between inference accuracy and latency. In addressing bandwidth consumption, other studies ([17], [18], [19]) employed techniques such as frame filtering, inference difficulty classification, and resolution downsizing to reduce communication costs during video transmission while preserving recognition accuracy. Additionally, some works ([20], [21]) delved into optimizing configurations for video analytics. Several studies (e.g., [3], [22], [23], [24]) explored video analytics in scenarios involving multiple edge nodes or data centers. For instance, Distream [22] focused on cross-camera workload balancing and partitioning between smart cameras and a centralized edge cluster. $A^2$ aimed at minimizing costs through dispatching inference requests among different data centers. CrossVision [23] and Polly [23] addressed the reduction of cross-camera content redundancy and workload balancing across edge cameras.

However, these efforts did not consider the joint control of multiple distributed edge nodes to maximize performance. Optimizing video analytics pipelines through edge collaboration presents significant challenges. Edge nodes must dynamically determine DNN model selection, video frame preprocessing configurations, and the optimal edge node for inference. These control parameters are interdependent, requiring a holistic approach considering the states and decision-making of all edge nodes to enhance overall performance. Moreover, in the scenarios where each edge node is autonomous, collaboration is...
essential while allowing each node to make independent decisions for received inference requests. Therefore, a distributed control mechanism is required to facilitate collaborative video analytics on the distributed edges.

We propose a MultiAgent Reinforcement Learning (MARL)-based approach for collaborative video analytics on distributed edges. Each edge node is treated as an autonomous agent, empowered to make distributed control decisions. Our algorithm employs a centralized training with a decentralized execution framework, enabling collaborative learning among agents to optimize overall performance. After training, an agent’s control decision relies solely on its local state, mitigating communication costs. We integrate an attention mechanism to discern the importance of information collected from edge nodes, distilling valuable information for training. Performance evaluation involves a multi-edge video analytics testbed with extensive experiments using real-world datasets and settings. Experimental results demonstrate that EdgeVision significantly enhances performance by 33.6%–86.4% compared to baseline methods. The paper’s main contributions are summarized as follows.

- **Design** a collaborative video analytics system facilitating edge nodes to collaborate in dynamic video preprocessing, model selection, and request dispatching to optimize system performance.
- **Propose** an attention-based MARL approach for optimizing policy learning. Edge nodes collaborate to learn optimal policies, maximizing overall performance and executing decentralized control post-training.
- **Evaluate** the effectiveness of our method using real-world datasets in diverse practical scenarios. Our approach showcases a significant improvement in overall performance, ranging from 33.6% to 86.4%, while concurrently achieving a remarkable 92.8% reduction in video frame drop rates compared to baseline methods.

The paper is structured as follows. Section II provides an overview of related works, Section III details the system design and workflow, Section IV outlines the problem formulation, Section V introduces the learning algorithm, and Section VI demonstrates the experimental setup and results. The paper concludes in Section VII.

## II. RELATED WORK

This section reviews the existing works which focus on optimizing video analytics pipelines. **Edge-to-cloud offloading:** Existing works explored video analytics performance optimization through edge-to-cloud offloading mechanisms. OsmoticGate [11] introduced a hierarchical queue-based offloading model to reduce real-time video analytics delay, considering resource and network capacity constraints. DeepDecision [12] focused on client-side offloading, optimizing strategies by considering video compression, network conditions, and data usage. EdgeAdaptor [25] addressed accuracy, latency, and resource consumption trade-offs through model selection and application configuration. FastVA [26] studied computation offloading timing and Neural Processing Unit (NPU) usage on mobile devices to maximize accuracy while minimizing energy consumption. ModelIO [27] enhanced video analytics performance through dynamic model selection and resolution resizing. Zhang et al. [28] designed a Nash bargaining approach between edge and cloud for cooperative real-time video analytics computing. CEVAS [29] adopted a collaborative edge-cloud framework dynamically partitioning video analytics pipelines. Rong et al. [30] proposed an adaptive system for scheduling massive camera streams in an end-edge-cloud architecture. VideoEdge [13] designed a hierarchical edge-cloud video analytics framework considering multiple resources and accuracy trade-offs.

**Device-edge collaboration:** Several studies explored the synergy between local devices and edge computing for video analytics. Long et al. [31] focused on efficiently partitioning video analytics tasks, distributing sub-tasks among edge nodes to boost performance. Lavea [6] improved latency by optimizing task offloading and adjusting request priorities at the edges. Wang et al. [32] proposed an online algorithm addressing configuration adaptation and bandwidth allocation for multiple video streams, optimizing the trade-off between accuracy and energy consumption in edge-based video analytics. FedVision [33] optimized end-to-end performance by provisioning video analytics workflows across devices and servers.

**Optimizing bandwidth consumption:** Several studies focused on optimizing bandwidth cost for video analytics. DDS [34] employed a server-side DNN-driven approach maintaining high accuracy while minimizing bandwidth usage. CloudSeg [19] reduced bandwidth cost by transmitting videos in lower resolutions and enhancing quality through super-resolution. SiEVE [35] implemented semantic video coding to generate I-frames, avoiding decoding and analyzing the entire video. FilterForward [36] and Reducto [17] targeted bandwidth reduction through edge-to-cloud and camera-based video frame filtering, respectively.

**Video analytics configuration:** The system configurations for video analytics significantly impact resource consumption and accuracy. Mainstream [20] dynamically adjusted resource sharing among applications for efficient resource utilization. Chameleon [21] adapted configurations in real-time to optimize resource consumption and inference accuracy. Yoda [2] developed performance clarity profiles for each video analytics pipeline, characterizing accuracy-to-cost tradeoffs. VideoStorm [37] optimized knob configurations for quality and delay in allocating resources for live video analytics. Zhao et al. [38] proposed an RL-based method adjusting spatial and temporal settings for optimizing video analytics performance in terms of energy consumption and accuracy.

**Edge collaboration in video analytics:** Several studies explored the collaboration of multiple edge nodes in video analytics. Distream [22] introduced a distributed live video analytics system that dynamically balances and partitions camera cluster workloads, ensuring low latency, high throughput, and accuracy. However, it overlooked dynamic selection of DNN models, video preprocessing configurations, and time-varying edge node bandwidth. \(A^2[3]\) strategically placed compressed DNN models at various geo-locations, optimizing inference requests for different model versions. Nevertheless, it did not consider request
Fig. 1. System architecture of multi-edge collaborative video analytics. Multiple DNN models are deployed on each edge node, and the edge nodes jointly determine video preprocessing configurations, DNN models for inference, and inference locations to maximize the overall performances.

dispatching among different data centers. Polly [23] facilitated co-located edge cameras with overlapping views to share inference results, reducing redundant object detection and enhancing resource efficiency. CrossVision [39] designed a distributed framework for real-time video analytics, minimizing inference delay and maximizing accuracy by discovering video content correlation and balancing workloads among cameras. However, these works concentrated on mitigating redundant video content overlap across different cameras.

III. SYSTEM OVERVIEW

This section presents the architecture and workflows for collaborative video analytics on distributed edges.

A. System Architecture

The system architecture for multi-edge collaborative video analytics is depicted in Fig. 1. Geographically distributed edge nodes collaborate to handle video analytics inference requests from specific regions. Each edge node is deployed with multiple DNN models for inference, each with distinct profiles in terms of accuracy and delay. Larger, more complex models offer higher accuracy but entail longer inference delays compared to smaller, simpler models.

Upon receiving an inference request, the edge node can (1) resize the video frame to a lower resolution to reduce transmission and inference delay. The edge node can then either (2) perform local inference or dispatch the request to another edge node. For local inference, (3) the preprocessed video frame is placed in the task queue and awaits inference using a chosen DNN model. If the local edge node is overloaded, the request can be dispatched to another edge node. The preprocessed video frame is placed in the corresponding dispatch queue and forwarded to a specified remote edge node for inference using a selected DNN model.

B. Distributed Control With Edge Collaboration

In multi-edge collaborative video analytics, control decisions at each edge node, such as DNN model selection, inference node selection, and video preprocessing, significantly impact the overall system performance. These decisions are influenced by factors like request rate, local pending tasks, and bandwidth between edge nodes. The control policies of the agents mutually influence each other, necessitating collaborative learning to maximize overall system performance.

Unlike a centralized controller, we adopt a distributed control scenario, where each edge node autonomously makes decisions to optimize overall performance. A centralized controller relies on information from each edge node, which may not always be timely available due to privacy concerns or communication delays. Additionally, it introduces increased communication burdens for decision-making based on the information of all edge nodes.

IV. SYSTEM MODEL AND PROBLEM FORMULATION

This section introduces system models for collaborative video analytics across multiple edges and formulates the performance maximization problem using multiagent reinforcement learning. The key notations are summarized in Table I.

A. Inference Request Arrival

We model the discrete time system as \( t = 0, 1, 2, \ldots \) with each time slot lasting a short duration (e.g., 100 ms), typically accommodating only one or zero request. These requests encompass images from users, video frames from cameras, or data from other devices seeking recognition, all potentially reaching an edge node. Assuming a system of \( N \) homogeneous edge nodes, the arrival rate of inference requests on each edge node is non-stationary and follows an arbitrary distribution. We represent the arrival rate of inference requests on edge node \( i \) at time slot \( t \) as \( \lambda_i(t) \), and denote the inference request arriving at time slot \( t \) on edge node \( i \) as \( \Upsilon_i^t \).
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resizing, cropping, and quality downsizing. This work specifically investigates resolution resizing as a case study. For an inference request, the video resolution can be reduced to a lower resolution \( v \) from the set \( V \) [40], encompassing available resolutions like 360P, 480P, 720P, etc. We assume an average delay of \( D_v \) for downsizing a video frame to resolution \( v \), with the corresponding data size denoted as \( B_v \).

### C. Model Selection

The set of deployed DNN models on individual edge nodes is denoted as \( \mathcal{M} \), assuming uniform computing capacities across edge nodes. The inference time for a video frame is influenced by both the chosen DNN model’s complexity (represented by \( m \)) and the video frame resolution (denoted as \( v \)). We define the inference time for a video frame as \( I_{m,v} \) and the corresponding accuracy as \( P_{m,v} \).

### D. Local Inference

The inference task queue length of edge node \( i \) at time slot \( t \) is denoted as \( l_i(t) \). The queuing delay for local inference is determined by the pending requests in the local edge node’s task queue and the inference time of each request.

For a locally processed request \( \Upsilon_i^t \), the queuing delay is calculated as follows:

\[
q_i^t = \sum_{\tau=0}^{l_i(t)} I_{m_i^\tau,v_i^\tau}, \tag{1}
\]

where \( I_{m_i^\tau,v_i^\tau} \) is the inference time of the \( \tau \)-th task in the task queue of edge node \( i \) with model \( m_i^\tau \) and resolution \( v_i^\tau \).

To prevent system overload and ensure real-time inference for video frames, requests exceeding a queuing time threshold are dropped from the queue.

If request \( \Upsilon_i^t \) is successfully completed, the overall delay for local inference is given by:

\[
d_i^t = D_v^t + f_i^t + I_{m_i^f^t,v_i^f^t}, \tag{2}
\]

where \( D_v^t \) and \( I_{m_i^f^t,v_i^f^t} \) represent the pre-processing time and inference time for request \( \Upsilon_i^t \), respectively.

### E. Remote Inference

Let \( q_{ij}(t) \) denote the dispatch queue length from edge node \( i \) to edge node \( j \) at time slot \( t \). The queuing delay in the dispatch queue is influenced by the transmission time of tasks from edge node \( i \) to edge node \( j \). If request \( \Upsilon_i^t \) is dispatched for inference to edge node \( j \), the queuing delay in the dispatch queue is given by:

\[
f_i^t = \sum_{\tau=0}^{q_{ij}(t)} B_v^t, \tag{3}
\]

Here, \( B_v^t,ij \) represents the data size of the \( \tau \)-th task in the dispatch queue of edge node \( i \) to edge node \( j \), and \( b_{ij}(\tau) \) is the bandwidth for transmitting the \( \tau \)-th task.

The overall delay for the request is calculated as:

\[
d_i^t = D_v^t + f_i^t + B_v^t,ij + \sum_{\tau=0}^{l_j(t)} I_{m_j^\tau,v_j^\tau} + I_{m_i^f^t,v_i^f^t}, \tag{4}
\]

where \( B_v^t,ij \) is the data size of request \( \Upsilon_i^t \) after preprocessing, \( b_{ij}(\tau) \) is the bandwidth for transmitting the video frame, and \( l_j(t) \) is the length of the task queue on edge node \( j \) when it receives the request at time slot \( t' \), where \( t' = t + f_i^t + \frac{B_v^t,ij}{b_{ij}} \).

### F. System Performance

The system’s performance is evaluated using two metrics: recognition accuracy and overall delay. To account for varying priorities, we define system performance as a weighted sum of these metrics. If a request is completed successfully, the performance is a linear combination of accuracy and delay. In situations of system overload, causing intolerable delays, a request will be dropped if the queuing delay exceeds a threshold. A dropped request incurs a fixed penalty. The performance for request \( \Upsilon_i^t \) is calculated as:

\[
\chi_i^t = \begin{cases} P_{m_i^f^t,v_i^f^t} - \omega \cdot d_i^t, & d_i^t \leq T, \\ -\omega \cdot F, & d_i^t > T, \end{cases} \tag{5}
\]

Here, \( P_{m_i^f^t,v_i^f^t} \) is the recognition accuracy of the request, \( F \) is a constant, and \( \omega \) is the penalty weight for the delay. A higher penalty weight indicates increased significance assigned to the overall delay in the inference of a video frame.

---

**TABLE I**

| Key Notations |
|---------------|
| \( t \)       | Time slot index, \( t = 0,1,2, \cdots \) |
| \( N \)       | Total number of edge nodes/agents |
| \( i \)       | Edge node/agent index |
| \( \lambda_i(t) \) | Request arrival rate on edge node \( i \) at time slot \( t \) |
| \( T_i \)     | Request arriving on edge node \( i \) at time slot \( t \) |
| \( l_i(t) \)  | Inference task queue length at edge node \( i \) during time slot \( t \) |
| \( q_i(t) \)  | Dispatch queue length from edge node \( i \) to \( j \) at time \( t \) |
| \( b_{ij}(t) \) | Bandwidth between edge nodes \( i \) and \( j \) during time slot \( t \) |

\( e \) Selected edge node for inference

\( v \) Selected DNN model for inference

\( \xi \) Set of candidate edge nodes

\( M \) Set of candidate DNN models

\( V \) Set of candidate video resolutions

\( D_v \) Average delay for downsizing a video frame to resolution \( v \)

\( B_v \) Data size of a video frame at resolution \( v \)

\( I_{m,v} \) Inference time with selected model \( m \) and resolution \( v \)

\( P_{m,v} \) Accuracy with selected model \( m \) and resolution \( v \)
G. Problem Formulation

We cast the problem of maximizing performance in multi-edge collaborative video analytics as a multiagent reinforcement learning problem. Each edge node is treated as an agent collaborating to learn the optimal policy for maximizing overall system performance.

State: Each edge node can observe its local state, including the history inference request rate \( \lambda_i(t) \), the length of the local task queue \( l_i(t) \), the lengths of the dispatch queues to the other edge nodes \( q_{ij}(t) \), the bandwidths between the local edge node and the other edge nodes \( b_{ij}(t) \). We denote the local state of edge node \( i \) at time slot \( t \) as:

\[
o_i(t) = (\lambda_i(t), l_i(t), q_{ij}(t), b_{ij}(t)). (6)
\]

The multi-edge environment’s global state consists of the local observations of each agent. The global state at time slot \( t \) is denoted as:

\[
s(t) = (o_1(t), o_2(t), \ldots, o_N(t)). (7)
\]

Action: Each edge node performs control actions for each video frame to conduct video analytics. These actions are composed of the parameters for the inference request, determining the chosen edge node for inference (either local or dispatched to another edge node), the specified DNN model, and the desired resolution for video preprocessing. We denote the action for edge node \( i \) at time slot \( t \) as:

\[
a_i(t) = (e, m, v), e \in \mathcal{E}, m \in \mathcal{M}, v \in \mathcal{V}, \quad (8)
\]

where \( e \) is the chosen edge node for inference and \( \mathcal{E} \) is the set of edge nodes. If the selected edge node for inference matches the edge node that receives the inference request, the inference will be conducted locally. However, if the selected edge node differs from the receiving edge node, the request will be dispatched to the corresponding edge node for inference.

Reward: We define the reward for edge node \( i \) at time slot \( t \), denoted as \( r_i(t) \), as the sum of the system performance of the inference requests completed on edge node \( i \) during time slot \( t \). We denote the set of inference requests completed on edge node \( i \) at time slot \( t \) as \( P_i(t) \), and the reward \( r_i(t) \) can be calculated as:

\[
r_i(t) = \sum_{p \in P_i(t)} \chi_p, \quad (9)
\]

where \( \chi_p \) is the quantitative performance of the \( p \)-th request in \( P_i(t) \). Because the edge nodes work cooperatively to optimize the overall performance, we design the reward function as a shared reward, which is the sum of the reward of all edge nodes. The shared reward is calculated as:

\[
r(t) = \sum_{i=1}^{N} r_i(t). \quad (10)
\]

Optimization objective: At time slot \( t \), agent \( i \) observes local states \( o_i(t) \) and executes control action \( a_i(t) \) following control policy \( \pi_i \). The system state transitions from \( s(t) \) to \( s(t+1) \) through joint control actions of agents and time-varying workloads. At the time slot’s end, agent \( i \) observes its reward \( r_i(t) \) and the shared reward of all agents, \( r(t) \). Given diverse workload distributions across edges, the objective is to learn each agent’s optimal policy \( \pi_i^* \) to maximize discounted overall shared reward, which can be presented as:

\[
\pi^* = \arg \max \mathbb{E}_{\pi(s), \mu(t)} \left[ \sum_{k=0}^{\infty} \gamma^k r(t+k) \right]. (11)
\]

Here, \( \pi^* \) denotes the set of optimal policies for the agents, and \( r(t+k) \) represents the shared reward at time slot \( t+k \).

V. ALGORITHM DESIGN

This section outlines the design rationales behind our algorithm and introduces the network architecture, along with the multiagent policy updating mechanism.

A. Design Rationale

We design our learning algorithm with the following principles for multi-edge collaborative video analytics.

1) Collaborative Learning: The control policies of the agents influence each other. This necessitates a fully cooperative approach among the edge nodes to jointly learn their optimal policies and maximize the collective reward.

2) Distributed Control: During training, agents exchange information about other agents’ states, which are not locally observable, to facilitate collaborative learning. After training, the agents can make decisions based solely on their own local states. This enables distributed control of the edge nodes and significantly reduces communication overhead, and it is particularly effective in scenarios where each edge node functions as an autonomous entity.

3) Knowledge Distillation: As the number of edge nodes increases, the state space also grows, posing challenges for individual agents to learn optimal policies effectively. The increasing irrelevant information from other agents can hinder an agent’s learning performance. To address this, we leverage the attention mechanism to distill valuable information and enhance the performance of collaborative learning.

B. Network Architecture

1) Actor-Critic Framework: In our approach, each edge node acts as an independent agent, equipped with a dedicated actor network and a critic network. The critic network is enabled during the training phase, but once the training is completed, each agent only relies on its actor network to make control actions. After training, an agent’s actor network operates independently and does not depend on the state information of other agents. In Fig. 2, we present the network structures of both the actor and critic networks. The actor network for agent \( i \) with parameters \( \theta \) is represented by \( \mu_{\theta}(o_i(t)) \), whereas the critic network with parameters \( \phi \) is denoted as \( V_{\phi}(s(t)) \). Here, \( o_i(t) \) represents the local state of agent \( i \) at time slot \( t \), and \( s(t) \) denotes the global state at that time. The actor network generates actions by mapping the local state defined in (6) to multiple discrete action probability distributions, as defined in (8). The agent can then...
select discrete control actions by sampling from these probability distributions. On the other hand, the critic network serves as a value function. It takes as input the local states of all agents (i.e., the global state) and produces predicted values.

2) Attentive Critic Network: As the number of edge nodes increases, the input dimension of the critic network grows. However, not all edge nodes affect each other, and some nodes far apart may have few connections. On the other hand, the larger dimensions of the state spaces may potentially lead to larger prediction errors due to irrelevant information. Consequently, this can impact the actor network’s ability to learn the optimal policy. To avoid indiscriminate attention to all agents’ information, we incorporate the multi-head attention mechanism to distill valuable information.

1) Local state embedding: The embedding layer is comprised of a single Multi-Layer Perceptron (MLP) network. Each agent is equipped with its own dedicated embedding network for a critic network, denoted as $\Theta_i$. The embedding process for agent $i$ is expressed as

$$e_i = \Theta_i(a_i), \quad (12)$$

where $a_i$ represents the local state of agent $i$, and $e_i$ is the output of the corresponding embedding network.

2) Attention Network: The embedding networks generate multiple vectors, subsequently input into the multi-head attention network. This network efficiently captures crucial information during training, bolstering the critic network’s precision in value predictions and enhancing overall system performance. We denote the multi-head attention network for an agent as $\Psi$, expressed by the equation:

$$\left(\psi_1, \psi_2, \ldots, \psi_n\right) = \Psi(e_1, e_2, \ldots, e_n), \quad (13)$$

where $e_1, e_2, \ldots, e_n$ represent the outputs of the embedding layers. The resulting $\psi_1, \psi_2, \ldots, \psi_n$ signify the multi-head attention network outputs. This attention network functions by mapping from a query and a set of key-value pairs to a weighted sum of values.

3) Attentive critics: Each agent is equipped with an individual critic network, denoted as $f$, which comprises a final two-layer MLP network. The multi-head attention network generates outputs that are concatenated and subsequently fed into the final two-layer MLP network. This process yields the predicted value, represented as

$$v = f(\psi_1, \psi_2, \ldots, \psi_n), \quad (14)$$

where $v$ signifies the predicted value for an agent, serving as the output of the overall critic network.

C. Training Methodology

We now demonstrate the training process for the actor and critic networks of each agent using the proposed algorithm. The specific training procedures are outlined in Algorithm 1.

At each time slot $t$, agent $i$ observes local working state $s_i(t)$ and communicates with agent $i$ to generate global state $s(t)$. The local state $a_i(t)$ is input to the actor network $\mu_{i, \theta}$ to generate a categorical log probability distribution for actions. Subsequently, actions $a_i(t)$ are sampled from these distributions,

$$p_i(t) = \mu_{i, \theta}(a_i(t)), a_i(t) \sim p_i(t), \quad (15)$$

where $p_i(t)$ represents the categorical log probability distribution for agent $i$ at time slot $t$. Following this, each agent conducts video analytics for the inference requests in accordance with the control actions. At the end of time slot $t$, each agent computes its joint advantage function, represented as $A_i(t)$.

After an episode, the estimated advantage is calculated with Generalized Advantage Estimation (GAE) [41] in trajectory $\tau$. The output of the critic network is the predicted value $V_\phi(s(t))$ and the joint advantage function $A(s, a)$ is estimated through a truncated version of GAE. The estimation of the advantage value $A_i$ at time slot $t$ is as follow,

$$A_i = A(s_i, a_i) = \delta_t + (\gamma \lambda) \delta_{t+1} + \ldots + (\gamma \lambda)^{T-t-1} \delta_{T-1}, \quad (16)$$

where $\delta_t = r(t) + \gamma V_\phi(s(t+1)) - V_\phi(s(t))$. By adjusting the hyperparameter $\lambda$, we can reduce variance while maintaining an
acceptable level of bias. The reward-to-go $\hat{R}_t$ at time slot $t$ in the trajectory is calculated as follow,

$$\hat{R}_t = r(t) + γr(t+1) + \ldots + γ^{T-t}r(T),$$  \hspace{1cm} (17)

which represents the cumulative discount sum of future rewards starting from time slot $t$ until the end of the trajectory at time slot $T$. Finally, a batch of transitions are collected to train the networks. The actor networks are trained with the policy objective defined in (18). The critic networks are trained with the loss objective defined in (19). We optimize the policy objective and loss objective by Adam optimizer.

We enhance the policy using a PPO-clip [42] approach, ensuring that the parameter updates remain within conservative bounds. Each agent’s actor network optimizes the control policy to enhance the reward, updated by maximizing the following objective,

$$L(θ) = \frac{1}{B} \sum_{i=1}^{B} \left[ \min(η_i,φ, clip(η_i,φ, 1 - ε, 1 + ε),\hat{A}_i) + σS(μ_θ(φ)) \right],$$  \hspace{1cm} (18)

where $B$ is the batch size for buffer sampling, $η_i, φ = \frac{μ_θ(φ)}{μ_θ(φ)}$ denotes the probability ratio with importance sampling, allowing the use of samples under parameters $\theta_{old}$ to update parameters $θ$, $\hat{A}_i$ is computed by GAE, evaluating the quality of the state-action pair ($A_i > 0$ indicates relatively good; otherwise, relatively poor), $ε$ is the hyperparameter controlling clipping strength to prevent significant changes in the new policy relative to the old policy, $S$ represents policy entropy to enhance exploration, and $σ$ is the coefficient of policy entropy. We utilize gradient ascent with a learning rate of $α$ and Adam optimization to update parameters $\theta'$ for maximizing the policy objective.

We represent the critic network of an agent as $V_φ'$ for GAE computation. The critic network is updated by minimizing the following loss,

$$C(φ) = \frac{1}{B} \sum_{i=1}^{B} \max\{(V_φ(s_i) - \hat{R}_i)^2, (clip(V_φ(s_i), V_φ_{old}(s_i) - ε, V_φ_{old}(s_i) + ε) - \hat{R}_i)^2\},$$  \hspace{1cm} (19)

where $\hat{R}_i$ represents the discounted reward-to-go, $s_i$ corresponds to the global state extracted from the buffer, $V_φ'$ denotes the value function with parameters $φ$, $V_φ_{old}$ refers to the value function with parameters $φ_{old}$, and $ε$ serves as the hyperparameter regulating the clipping strength of the value loss. This is crucial for constraining the extent of change in the new value function relative to the old value function. We utilize gradient descent to update the parameters $φ'$ with a learning rate $α$ to minimize the loss by Adam.

After training, the actor networks of the agents can be deployed on their respective edge nodes. The complexity of making a control decision is determined by the actor network’s complexity, which is typically very small. The agents make control decisions based solely on their own states, eliminating the need for communication costs among the agents.

**Algorithm 1: Training Algorithm.**

1: Initialize the parameters $θ_i$ for the actor $μ$ and $φ_i$ for the critic $V$ for each agent
2: for episode = 1, ..., $M$ do
3: Reset the system and set the trajectory of each agent $τ_i = [], i = 1, 2, ..., N$
4: for $t = 1, ..., T$ do
5: Each agent $i \in N$ gets action $a_i(t)$ by Eq. (15)
6: Each agent executes its control action in the video analytics system, $a_i(t), a_i(t+1), ..., a_i(N(t)$
7: Obtain the shared reward $r(t)$ by Eq. (10)
8: Obtain next state $o_i(t+1), s(t+1)$
9: Each agent $i = 1, 2, ..., N$ updates the trajectory:
10: $τ_i = τ_i ∪ [o_i(t), s(t), a_i(t), r(t), o_i(t+1), s(t+1)]$
11: end for
12: Each agent $i \in N$ computes advantage estimation $\hat{A}$ by GAE on $τ_i$ by Eq. (16)
13: Compute reward-to-go $\hat{R}$ on $τ_i$ by Eq. (17)
14: Store $[o_i(t), s(t), a_i(t), r(t), o_i(t+1), s(t+1), \hat{A}, \hat{R}]$ into the replay buffer.
15: for mini batch $j = 1, ..., J$ do
16: batch = randomly select a mini batch $B$ from replay buffer $D$
17: Edge agent updates $θ_i$ and $φ_i$: $φ_i$: $μ_θ(φ_i)$
18: Apply gradient ascent on $θ_i$ by Adam
19: Apply gradient descent on $φ_i$ by Adam
20: end for
21: Empty replay buffer $D$
22: end for

**VI. PERFORMANCE EVALUATION**

In this section, we illustrate the experimental settings and evaluate the performance of our proposed method.

**A. Experimental Setting**

**Testbed:** We evaluate a multi-edge video analytics system comprising four edge nodes. Each edge node is equipped with an Inter(R) Xeon(R) Gold 6242R CPU and a GeForce RTX 2080Ti GPU. The operating system across all edge nodes is Ubuntu 18.04, and the video analytics system is implemented using Pytorch and Python. We use the road traffic videos [43] as test video contents. To emulate bandwidth connections between the edge nodes, publicly available bandwidth traces are adopted [44]. In the absence of publicly available datasets for inference request rates, we simulate the arrival rates of inference requests on different edge nodes by scaling the request rates of the Wikipedia website [45]. The request rates on one edge node are relatively light compared to its processing capacity, while two edge nodes experience moderate request rates, and one edge node bears a heavy workload.

**System configuration:** We perform object detection for our case study in video analytics. Four DNN-based object detection
models, consisting of two small models (fasterrcnn mobilenet 320 and fasterrcnn mobilenet [46]) and two large models (retinanet resnet-50 [47] and maskrcnn resnet-50 [48]), are deployed on each edge node. The default penalty weight for the overall delay is 5. The original video resolution is 1080P and can be downsized to 720P, 480P, 360P, and 240P through video preprocessing. The recognition accuracy and average inference delay for a video frame under various models and resolutions are presented in Tables II and III, respectively. To calculate the recognition accuracy under different video resolutions, we compare it with the ground truth obtained from the recognition results of the most accurate model under the original resolution, following the approach consistent with prior works [2], [21], [49].

Training setup: The MARL models are trained through 50,000 episodes, each comprising 100 time steps with a duration of 0.2 seconds per step. Both the actor and critic networks employ MLP architectures, consisting of two hidden layers of 128 neurons each. ReLU serves as the activation function, with LayerNorm applied to each hidden layer. The actor network outputs three categorical distributions representing available actions, while the critic network produces predicted values. The embedding network consists of a single layer with 8 neurons, yielding 8 outputs. Additionally, the experiment utilizes a multi-head attention network with 8 heads. The learning rate is set to 0.0005, the entropy coefficient to 0.01, and the clip hyperparameter to 0.2.

Baseline methods: We compare our method’s performance with the following baseline methods.

1) IPPO: The edge nodes utilize Proximal Policy Optimization (PPO) [42] as a single-agent reinforcement learning method. Each edge node independently learns its policies, operating autonomously without collaboration among agents.

2) Local-PPO: Each edge node processes inference requests locally and does not forward them to others. The selection of models and resolutions is performed using the PPO algorithm independently on each edge node.

3) Predictive: The system controller makes decisions by minimizing the system cost in the next time slots with the predicted inference workloads in the next time slot.

4) Shortest-Queue: The incoming inference requests during a time slot are directed to the edge node with the shortest waiting queue length. Concurrently, we explore two methods for model and resolution selection:

- **Min**: Opt for the smallest model and the lowest resolution.
- **Max**: Opt for the largest model and highest resolution.

5) Random: In a given time slot, incoming inference requests to an edge node are randomly distributed among available edge nodes. Model and resolution selection strategies include Min and Max.

B. Performance Analysis

We first investigate the convergence of the training algorithm and then evaluate the performance characteristics of our method under varying penalty weights (ω) for overall delay.

Training convergence: In Fig. 3, we evaluate the convergence of rewards using various penalty weights (ω = 0.2, 1, 5, 15). Our method achieves convergence, enabling the learning of optimal policies across different weights. Notably, as the penalty weight for the overall delay increases, the converged rewards decrease, because larger weights impose greater penalties on the rewards for the same delay.

Performance characteristic: In Figs. 4 and 5, we examine the performance characteristics of our method across varying weights. These figures depict distributions of selected models and resolutions, average accuracy and overall delay per video frame, average request dispatching percentage, and average video frame drop percentage.

Model distribution: The distribution of chosen DNN models for edge node inference, illustrated in Fig. 4(a), reveals that the percentage of large models (e.g., Mask R-CNN ResNet-50 and RetinaNet ResNet-50) decreases as weight increases. Conversely, the percentage of small models (e.g., Faster R-CNN MobileNet 320) increases. This shift is driven by the desire for efficient inference while maintaining accuracy.
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to minimize inference delay with cheaper models, resulting in higher rewards under larger penalty weights.

Resolution distribution: Fig. 4(b) illustrates the distribution of selected video resolutions for preprocessing on edge nodes under varying weights. The percentage of high-resolution choices (e.g., 1080P) decreases with increasing weight, while the percentage of downsized video frames (e.g., 240P) rises. Downsizing frames to lower resolutions reduces both inference and transmission delay, optimizing rewards when delay is a critical factor.

Inference accuracy: Fig. 5(a) depicts the average inference accuracy of edge nodes across different weights. As weight increases, the average accuracy decreases due to downsizing more video frames to lower resolutions and analyzing them with smaller models, leading to a trade-off between accuracy and delay under larger weights.

Overall delay: The average overall delay for a video frame, as shown in Fig. 5(b), decreases with higher weight. This is attributed to more video frames being downsized to lower resolutions and analyzed with smaller models, resulting in reduced transmission and inference delay with larger weights.

Dispatching percentage: Fig. 5(c) illustrates the average request dispatching percentage in the video analytics system for different weights. As the weight increases, the average dispatch percentage decreases, reflecting a preference for local analytics to reduce transmission delay.

Drop percentage: Fig. 5(d) demonstrates the average video frame drop percentage across different weights. With increasing weight, the drop percentage decreases, driven by the adoption of smaller models and lower resolutions, effectively reducing inference and transmission delay to enhance system processing capacity.

C. Performance Comparison

We present a comparative analysis of our method’s average episode performance against baseline methods across various weights, as depicted in Fig. 6. The results, illustrated in Fig. 6, reveal that our method consistently outperforms baseline approaches across different weight configurations. Specifically, our method surpasses IPPO, which exhibits lower rewards and increased instability during training due to independent policy learning for each agent. Meanwhile, Local-IPPO underperforms as edge nodes lack collaborative capabilities, limiting their ability to efficiently process video frames and handle inference requests collectively. Predictive experiences diminished performance, as it may inaccurately anticipate future workloads and inadequately capture system dynamics.

In instances of relatively high penalty weights (i.e., \( \omega = 5, 15 \)), baseline methods employing the most complex model and highest resolution (Shortest Queue Max, Random Max) demonstrate poor performance due to significant inference and transmission delays. Conversely, opting for the cheapest model and lowest resolution (Shortest Queue Min, Random Min) reduces overall delay and increases rewards. Nonetheless, our method consistently outperforms these alternatives by dynamically selecting the most suitable resolution, model, and edge node for video frames.

In Fig. 7, we present a comprehensive analysis of various methods’ average performance, focusing on metrics such as average accuracy, average overall delay, and average video frame drop percentage under the default penalty weight (\( \omega = 5 \)). Similar observations hold for other penalty weights. Fig. 6(c) shows that our method closely matches the accuracy of IPPO and outperforms Predictive in reducing overall delay and video frame drop percentage (Fig. 6(a) and (b)), highlighting the enhanced efficiency of our approach in scheduling inference requests across edge nodes.

In contrast, Local-IPPO, processing inference requests independently without dispatching, exhibits increased overall delay and video frame drop percentages in scenarios with high edge node workloads (Fig. 6(a) and (b)), indicating suboptimal performance. Baseline methods, Shortest Queue Min and Random Min, consistently select the cheapest model and the lowest resolution, resulting in lower accuracy and overall delay (Fig. 6(a) and (c)). However, their video frame drop percentages are higher compared to our method due to a lack of effective scheduling among edge nodes (Fig. 6(b)).

On the other hand, Shortest Queue Max and Random Max, consistently opting for the largest model and highest resolution, achieve the highest accuracy but suffer from increased overall delay and video frame drop percentages (Fig. 6(c), (a), and (b)). These methods exhibit poor performance, particularly under large penalty weights, due to significant overall delay despite the ability to dispatch inference requests among different edge nodes.

D. Ablation Study

In Fig. 8, we perform an ablation study on our method, exploring the influence of varying penalty weights and dissecting the impact of its distinct components. W/O Attention denotes our approach without the inclusion of the attention network, and W/O Other’s State characterizes our method with the exclusion
of other agents’ state information from the input of an agent’s critic network.

We present the results in Fig. 8, depicting average accuracy, overall delay, and video frame drop percentage across varying penalty weights per episode. Fig. 8(a) demonstrates superior performance of our approach compared to W/O Attention and W/O Other’s State under different weights. W/O Other’s State exhibits the poorest performance, highlighting the challenge of agents learning optimal policies solely from local states. This underscores the necessity for the agent’s critic network to incorporate information from other edge nodes during training for optimal policy learning. W/O Attention, with undifferentiated attention to all agents’ information, lags behind our method. The indiscriminate focus on some useless and uninformative states hampers training effectiveness, resulting in lower performance. Our approach outperforms W/O Attention by 13.2%, 30.0%, 11.2%, and 10.1%, and surpasses W/O Other’s State by 38.7%, 53.5%, 42.9%, and 32.8% under weights of 0.2, 1, 5, and 15, respectively.

Fig. 8(c) and (d) demonstrate that our method achieves superior performance with the lowest overall delay and video frame drop percentage. This affirms its ability to efficiently schedule inference requests and make optimal selections of models and resolutions. For $\omega = 1$, Fig. 8(b) indicates comparable accuracy among the three methods, yet our approach outperforms others in terms of overall delay and video frame drop percentage, showcasing its effectiveness. At $\omega = 5$ and 15, Fig. 8(b) reveals that W/O Other’s State attains higher accuracy by opting for a more complex model and higher resolution. However, Fig. 8(c) and (d) unveil its drawbacks with higher overall delay and video frame drop percentage, leading to inferior overall performance.
VII. CONCLUSION

This paper introduced EdgeVision, a system for collaborative video analytics on distributed edges. Our approach is built on MARL, enabling edge nodes to collaborate during training and make independent distributed control decisions during execution. We leverage attention mechanisms to distill valuable information from large state spaces, enhancing learning capacity. In our system, edge nodes collaborate seamlessly for video frame preprocessing, model selection, and request dispatching to optimize overall performance. We implement a video analytics testbed with multiple edge nodes and conduct experiments using real-world datasets to evaluate our approach. Our experimental results demonstrate a significant improvement in overall system performance.

In this work, we assume that the computing capacities of the edge nodes are homogeneous, and each edge node is deployed with the same set of DNN models. In our future work, we will address the challenge of heterogeneous computing capacities among edge nodes, allowing each node to dynamically choose the optimal set of DNN models for deployment under GPU memory constraints. Meanwhile, the DNN models deployed on each edge node are pre-trained. However, they may suffer from data drift issues, which will lead to the decrease of the recognition accuracy. We will consider the continual learning scenarios for multi-edge collaborative video analytics.
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