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1 Introduction

In this paper, we want to establish gradient estimates on time-inhomogeneous manifolds by stochastic analysis. It is well known that the gradient estimates, known as the differential Harnack inequalities, are powerful tools both on geometry and stochastic analysis. For example, R. Hamilton [8] established differential Harnack inequalities for the scalar curvature under the Ricci flow, which is applied to the singularity analysis; Perelman [11] successfully used a differential Harnack inequalities to consider the Poincaré conjecture.

Under some curvature constraints, Sun [13] gave gradient inequalities for positive solutions to the heat equation under general geometric flows. Meanwhile, Bailesteanu-Cao-Pulemotov [4], Liu [10] independently consider these similar problems under the Ricci flow. As announced, we want to review these inequalities from a probabilistic viewpoint. When the metric is independent of $t$, this point of view has been worked well for local estimates in positive harmonic function [2] and for Li-Yau type gradient estimates [3] on Riemannian manifolds.

Let $M$ be a $d$-dimensional differential manifold without boundary equipped with a family of complete Riemannian metrics $(g_t)_{t \in [0,T]}$, $T \in (0,\infty)$, which is $C^1$ in $t$. For simplicity, we take the notation: for $X, Y \in TM$,

$$ \mathcal{R}_t(X,Y) := \text{Ric}_t(X,Y) + \partial_t g_t(X,Y), $$

where Ric$_t$ is the Ricci curvature tensor with respect to the metric $g_t$. Suppose a smooth positive function $u : M \times [0,T] \to \mathbb{R}$ satisfies the heat equation

$$ \frac{\partial}{\partial t} u(x, \cdot)(t) = \frac{1}{2} \Delta u(\cdot, t)(x) \quad (1.1) $$
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on \( M \times [0, T] \). This paper is devoted to the Hamilton type and Li-Yau type gradient estimates for \( u \) by constructing some suitable semimartingales. To explain the main idea, we take the Li-Yau type gradient estimate on the compact manifold carrying the Ricci flow for example. Here and in what follows, the Ricci flow will mean (probabilistic convention):

\[
\frac{\partial}{\partial t} g(x, t) = -\text{Ric}(x, t), \quad (x, t) \in M \times [0, T].
\]

(1.2)

In this case, \( R_t = 0 \). Moreover, suppose that there exists some constant \( k > 0 \) such that

\[
0 \leq \text{Ric}_t \leq k
\]

holds on \( M \times [0, T] \). Let \( X^T_t \) be a \( g(T-t) \)-Brownian motion (see [1] for the construction), which is ensured to be non-explosive under the Ricci flow (see [9]). Let

\[
\hat{S}_t = h_t \left( \frac{|\nabla u|^2}{u}(X^T_{T-t}, t) - \Delta u \right) - nu_t \hat{h}_t, \quad \alpha > 1,
\]

(1.3)

where \( u_t := u(X^T_{T-t}, t) \) and \( h_t \) is the solution of

\[
\hat{h}_t = h_t(c_1 t^{-1} + c_2 k), \quad h_T = 1
\]

for some positive constant \( c_1, c_2 \). Then,

\[
\hat{S}_t = h_t \left\{ \frac{|\nabla u|^2}{u}(X^T_{T-t}, t) - \Delta u(\cdot, t)(X^T_{T-t}) - nu_t(c_1 t^{-1} + c_2 k) \right\}.
\]

(1.4)

Now, the Li-Yau type gradient estimate can be derived if we can choose some suitable constants \( c_1, c_2 \) in [1] such that \( \hat{S}_t \) is a supermartingale, see the proof of Lemma 3.8 below. When it reduces to the constant metric case, the classical Li-Yau inequality says that \( \frac{|\nabla u|^2}{u} - \frac{\Delta u}{u} \) can be dominated by \( \frac{\alpha}{t} \) and it does not need \( \text{Ric}_t \leq k \). However, in our setting, when using the Itô formula, we need this curvature condition to deal with some additional terms from the time derivative of the metric, e.g. the derivative of \( \Delta u \) about \( t \). It is the main difficult for us to overcome.

The rest parts of the paper are organized as follows. In Sections 2, we study the Hamilton type gradient estimates. In Section 3, we first prove the Li-Yau type gradient inequality, and then discuss the local Li-Yau type gradient inequality with lower order term. In Section 4, we give the application to the Ricci flow.

For readers’ convenience, we will take the same notations as in [13]. We emphasize that the Laplacian \( \Delta \), the gradient \( \nabla \), and the norm \( |\cdot| \) appearing above depend on the parameter \( t \in [0, T] \). The inner product \( \langle \cdot, \cdot \rangle \), the normal vector field \( \frac{\partial}{\partial \nu} \) will be used in the following content also depend on \( t \).

## 2 Gradient estimates of Hamilton type

In this section, we explain how submartingales, related to positive solutions to the heat equation, can imply the Hamilton type gradient estimates, i.e. the space-only gradient estimates. For any subset \( D \subseteq M \times [0, T] \) and \( f \) defined on \( M \times [0, T] \), \( \| f \|_D := \sup_{(x,t) \in D} |f| \). The Hamilton type inequality on compact manifolds is presented as follows.
Theorem 2.1 (Gradient inequality of Hamilton type). Let \( M \) be a compact manifold such that \( R_t \geq -k(t) \) for some \( k \in C([0,T]) \). Suppose that \( u \) is a positive solution to the heat equation \((1.1)\) on \( M \times [0,T] \). Then for \( t \in (0,T) \), we have

\[
\frac{\|
abla u\|^2}{u^2}(x,t) \leq \frac{2}{\int_0^t e^{-\int_s^t k(r)dr}ds} \log \frac{\|u\|_{M \times [0,T]}}{u}.
\]

The following two lemmas is essential to the proof of Theorem 2.1. First, let us introduce basic formulas for solutions to the heat equation.

Lemma 2.2. Let \( u = u(x,t) \) be a positive solution to \((1.1)\) on \( M \times [0,T] \). Then the following equations hold:

\[
\left( \frac{1}{2} \Delta - \partial_t \right) (u \log u) = \frac{1}{2} \left\| \nabla u \right\|^2_u;
\]

\[
\left( \frac{1}{2} \Delta - \partial_t \right) \frac{\left\| \nabla u \right\|^2}{u} = \frac{1}{u} \left\| \nabla^2 u - \nabla u \otimes \nabla u \right\|^2 + R_t(\nabla u, \nabla u). \tag{2.1}
\]

The two equalities in Lemma 2.2, which can be checked directly, imply some inequalities frequently used in the sequel and crucial for our approach. Let \( f = \log u \). We see that

\[
\frac{1}{u} \left\| \nabla^2 u - \nabla u \otimes \nabla u \right\|^2 = u \left\| \nabla f \right\|^2 \geq \frac{u}{n} (\Delta f)^2 = \frac{1}{nu} \left( \Delta u - \left\| \nabla u \right\|^2 \right)^2. \tag{2.2}
\]

Then, if \( R_t \geq -k(t) \) on \( M \) for some \( k \in C([0,T]) \), we have

\[
\left( \frac{1}{2} \Delta - \partial_t \right) \frac{\left\| \nabla u \right\|^2}{u} \geq \frac{1}{nu} \left( \Delta u - \left\| \nabla u \right\|^2 \right)^2 + R_t(\nabla u, \nabla u)
\]

\[
\geq -k(t) \frac{\left\| \nabla u \right\|^2}{u}. \tag{2.3}
\]

Next, we need to construct a (sub)martingale as in [3, Lemma 2.4]. Recall that \((X^T_t)\) is a \( g(T-t) \)-Brownian motion on \( M \). Let \( \{P_{s,t}\}_{0 \leq s \leq t \leq T} \) be the associated semigroup. It is easy to see that \( P_{T-t,T} f \) is a solution to the equation \((1.1)\).

Lemma 2.3. Let \( u(x,t) = P_{T-t,T} f(x) \) be a positive solution to the heat equation \((1.1)\) on \( M \times [0,T] \). If \( R_t \geq -k(t) \) for some \( k \in C([0,T]) \), then for any \( g(T-t) \)-Brownian motion \((X^T_t)\) on \( M \), the process

\[
H_t := h(t) \left\| \frac{\nabla P_{T-t,T} f}{P_{T-t,T} f} \right\|^2 (X^T_{T-t}) + (P_{T-t,T} f \log P_{T-t,T} f)(X^T_{T-t}) \tag{2.4}
\]

with \( h(t) = \frac{1}{2} \int_0^t e^{-\int_s^t k(r)dr}ds \) is a local supermartingale (up to lifetime).

Proof. It can be checked directly by the Itô formula, we omit the details.

Proof of Theorem 2.1. Since \( M \) is compact, by Lemma 2.3 the local submartingale \( H_t \) defined in \((2.4)\) is a true supermartingale. Then, we have, for \( t \in (0,T) \),

\[
\mathbb{E}(H_t|X^T_{T-t} = x) \leq \mathbb{E}(H_0|X^T_{T-t} = x).
\]
That is
\[
\left| \frac{\nabla u}{u} \right|^2(x,t) \leq \frac{2}{\int_0^t e^{-\int_s^t k(r)dr}ds} P_{t-t,T} \left( \frac{f}{P_{t-t,T}f} \log \frac{f}{P_{t-t,T}f} \right)(x).
\]

By normalizing \( f \) as \( f^* = f/P_{t-t,T}f \), we complete the proof.

Let \( \rho(x,y) \) be the distance between \( x \in M \) and \( y \in M \) with respect to the metric \( g_t \). Fix \( x_0 \in M \) and \( \rho > 0 \). The notation \( B_{\rho,T} \) stands for the set \( \{ (x,t) \in M \times [0,T] \mid \rho(x,x_0) < \rho \} \).

Our next step is to localize the arguments to cover the solution to the heat equation on \( B_{\rho,T} \).

**Theorem 2.4** (Local gradient inequality of Hamilton type). Assume that there exist some nonnegative constants \( k_1, k_2 \) such that
\[
\text{Ric}_t \geq -k_1, \quad \partial_t g_t \geq -k_2
\]
holds on \( B_{\rho,T} \). Let \( u \) be a solution to the heat equation on \( B_{\rho,T} \), which is positive and continuous on \( B_{\rho,T} \). Then, for each \( (x,t) \in B_{\rho/2,T} \) and \( t \neq 0 \), there holds
\[
\left| \frac{\nabla u}{u} \right|^2(x,t) \leq 2 \left[ \frac{1}{t} + \frac{4\pi^2(n+7)}{4(4-\pi)^2 \rho^2} + \frac{(\pi^2+16)(k_1+k_2)}{(4-\pi)^2} \right] \left( 4 + \log \frac{\|u\|_{B_{\rho,T}}}{u} \right)^2.
\]

We want to introduce the Hamilton type inequality on any relatively compact subset \( D \) with nonempty smooth boundary first.

**Lemma 2.5.** Let \( D \subset M \times [0,T] \) be a relatively compact subset with nonempty smooth boundary. Assume (2.5) holds for some positive constants \( k_1, k_2 \) on \( D \). Let \( u \) be a solution to the heat equation on \( D \), which is positive and continuous on \( \overline{D} \). Let \( \varphi \in C^{1,2}(\overline{D}) \) with \( \varphi > 0 \) and \( \varphi|_{\partial \overline{D}} = 0 \). Then, for \( (x,t) \in D \) and \( t \neq 0 \), there holds
\[
\left| \frac{\nabla u}{u} \right|^2(x,t) \leq 2 \left( \frac{1}{t} + \sup_D \left\{ 7|\nabla \varphi_t|^2 - \varphi_t(\Delta - 2\partial_t)\varphi_t \right\} \varphi_t^2(x) + k_1 + k_2 \right) \left( 4 + \log \frac{\|u\|_{\overline{D}}}{u} \right)^2.
\]

To simplify the proof, we set
\[
u_t = u(X_{T-t}^T,t), \quad \nabla u_t = \nabla u(\cdot,t)(X_{T-t}^T) \text{ and } \Delta u_t = \Delta u(\cdot,t)(X_{T-t}^T).
\]

Let also
\[
q(x,t) = \left| \frac{\nabla u}{u} \right|(x,t) \text{ and } q_t = q(X_{T-t}^T,t).
\]

**Proof of Lemma 2.5.** The proof is due to that of [3, Theorem 6.1]. We now study the following process on \( D \),
\[
S_t = \frac{(|\nabla u_t|^2)}{2u_t} - u_t(1 - \log u_t)^2 Z_t,
\]
where
\[
Z_t := \frac{c_1}{t} + \frac{c_2}{\varphi_t^2(X_{T-t}^T)} + c_3.
\]
for some constants $c_1, c_2, c_3 > 0$, which will be specified later. We now turn to investigate the martingale property of the process $S_t$. It is easy to see that the process $(X^T_{T^{-t}})$ is generated by $-\frac{1}{2}\Delta$ and it solves the equation
\[
dX^T_{T^{-t}} = -U^T_{T^{-t}} \circ dB_t, \quad X^T_0 := pU^T_0 = x \in D,
\]
up to the life time, where $U^T_{T^{-t}}$ is the horizontal process of $X^T_{T^{-t}}$. Assume that $0 < u \leq e^{-3}$ (the assumption will be removed in Lemma 2.5 through replacing $u$ by $e^{-3}u/\|u\|_D$). Using the fact that
\[
\nabla(u_t(1 - \log u_t)^2) = (\log^2 u_t - 1)\nabla u_t \text{ and } d(u_t(1 - \log u_t)^2) = -q_t \log u_t dt,
\]
we get (the indicator ”$m$” stands for the modulo differential of local martingales)
\[
dS_t \leq \frac{1}{2} \left\{ \frac{\|\nabla u_t\|^2}{u_t} \right\} - u_t(1 - \log u_t)^2 dZ_t - Z_t d(u_t(1 - \log u_t)^2) \\
+ 2c_2(1 - \log u_t)(1 + \log u_t)\varphi_t^{-3}(X^T_{T^{-t}}) \langle \nabla u_t, \nabla \varphi_t(X^T_{T^{-t}}) \rangle dt \\
\leq \frac{1}{2}(t + k_2)q_t dt + u_t(1 - \log u_t)^2 \left[ c_1 t^{-2} + c_2 c_\varphi(X^T_{T^{-t}, t}) \varphi_t^{-4}(X^T_{T^{-t}}) \right] dt + \log u_t q_t Z_t dt \\
+ 2c_2(1 - \log u_t)(1 + \log u_t)\varphi_t^{-3}(X^T_{T^{-t}}) \langle \nabla u_t, \nabla \varphi_t(X^T_{T^{-t}}) \rangle dt,
\]
where $c_\varphi(x, t) = [3|\nabla \varphi_t|^2 - \varphi_t(\Delta - 2q_t) \varphi_t](x)$. More, we have $2\log u_t \leq -3(1 - \log u_t)/2$ from $u \leq e^{-3}$, which, together with $|1 + \log u_t| \leq 1 - \log u_t$, yields
\[
dS_t \leq \frac{1}{2} \left\{ \frac{\|\nabla u_t\|^2}{u_t} \right\} - u_t(1 - \log u_t)^2 dZ_t - Z_t d(u_t(1 - \log u_t)^2) \\
- c_2 2\sqrt{2}(1 - \log u_t)\varphi_t^{-2}(X^T_{T^{-t}}) |\nabla \varphi_t(X^T_{T^{-t}})| \sqrt{u_t} \times \varphi_t^{-3}(X^T_{T^{-t}}) \sqrt{q_t/2} \right\} dt \\
\leq (\log u_t - 1) \left\{ \frac{1}{2} \left\{ \frac{3}{2} Z_t - k_1 - k_2 \right\} q_t - u_t(1 - \log u_t)^2 \left[ c_1 t^{-2} - c_2 c_\varphi(X^T_{T^{-t}, t}) \varphi_t^{-4}(X^T_{T^{-t}}) \right] \\
- 4c_2(1 - \log u_t)^2\varphi_t^{-4}(X^T_{T^{-t}}) |\nabla \varphi_t(X^T_{T^{-t}})|^2 u_t - c_2 \varphi_t^{-2}(X^T_{T^{-t}}) \frac{q_t}{4} \right\} dt \\
\leq (\log u_t - 1) \left\{ - u_t(1 - \log u_t)^2 \times \left[ c_1 t^{-2} + c_\varphi(X^T_{T^{-t}, t}) + 4|\nabla \varphi_t(X^T_{T^{-t}})|^2 \right] \varphi_t^{-4}(X^T_{T^{-t}}) \right\} \\
+ (Z_t - k_1 - k_2) \frac{1}{2} q_t \right\} dt.
\]
Let $c_1 = 1, c_2 = \sup_D(c_\varphi + 4|\nabla \varphi_t|^2)$ and $c_3 = k_1 + k_2$. We conclude
\[
dS_t \leq \frac{1}{2} \left\{ \frac{\|\nabla u_t\|^2}{u_t} \right\} - (\log u_t)(Z_t - k_1 - k_2) \left[ \frac{1}{2} q_t - u_t(1 - \log u_t)^2 Z_t \right] dt \\
= - (\log u_t)(Z_t - k_1 - k_2) S_t dt.
\]
Now we consider the process $\{X^T_{T^{-s}}\}_{s \in [0, t]}$ starting from $x$ at time $t$. This process has nonpositive drift on $\{S_s \geq 0\}$. On the other hand, $S_s$ converges to $-\infty$ as $s \to t \vee \tau(x)$, where $\tau(x) := \sup\{s \in [0, t] : X^T_{T^{-s}} \notin D, X^T_{T^{-s}} = x\}$, $\sup \emptyset = 0$. Therefore, $S_t \leq 0$, i.e.
\[
\frac{|\nabla u_t|^2}{2u_t} \leq (1 - \log u_t)^2 Z_t.
\]
Replacing $u$ by $e^{-3}u/\|u\|_D$, we complete the proof. □
Proof of Theorem 2.4. To specify the constants of (2.6) in terms of \( \varphi \), an explicit choice for \( \varphi \) has to be done. For any \( y \in B_{\rho,T} \), i.e. \( \rho_t(x_0,y) \leq \rho \), \( t \in [0,T] \),
\[
\varphi(t,y) := \cos \frac{\pi \rho_t(x_0,y)}{2 \rho}.
\] (2.8)
Then, \( \varphi \) is nonnegative and bounded by 1, and \( \varphi \) vanishes on \( \partial B_{\rho,T} \). Fix \( (x,t) \in B_{\rho/2,T} \), we have
\[
\varphi_t(x) = \varphi(t,x) = \cos \frac{\pi \rho_t(x_0,x)}{2 \rho} \geq 1 - \frac{\pi}{4}.
\] (2.9)
By convention, \( \Delta \varphi_t^{-2} = 0 \), when \( \varphi_t^{-2} \) is not differentiable. As a consequence, all the estimates in Lemma 2.5 still hold true with \( \varphi \) defined by (2.8).

Now, we derive explicit estimates for the constants. To this end, we observe that
\[
\|\nabla \varphi_t\|_{B_{\rho,T}} \leq \frac{\pi}{2 \rho}.
\] (2.10)
Since \( \text{Ric}_t \geq -k_1 \), \( \partial_t g_t \geq -k_2 \) for \( k_1, k_2 > 0 \), by the index lemma, we have
\[
-(\Delta - 2 \partial_t) \varphi_t = \sin \frac{\pi \rho_t(x_0,y)}{2 \rho} (\Delta - 2 \partial_t) \rho_t(x_0,\cdot)(y) + \cos \frac{\pi \rho_t(x_0,y)}{2 \rho} \frac{\pi^2}{4 \rho^2} |\nabla \rho_t|^2 \\
\leq \sin \frac{\pi \rho_t(x_0,y)}{2 \rho} \left[ \frac{n - 1}{\rho_t(x_0,y)} + (k_1 + k_2) \rho_t(x_0,y) \right] + \frac{\pi^2}{4 \rho^2} \\
\leq \frac{\pi^2 n}{4 \rho^2} + \frac{\pi}{2} (k_1 + k_2).
\]
Thus, we further have
\[
\sup_{B_{\rho,T}} \{ |\nabla \varphi_t|^2 - \varphi_t (\Delta - 2 \partial_t) \varphi_t \} \leq \frac{\pi^2 (n + 7)}{4 \rho^2} + \frac{\pi}{2} (k_1 + k_2).
\]
Combining this with (2.6) and (2.9), we complete the proof. \( \square \)

3 Li-Yau type gradient inequalities

This section is devoted to extending the argument of the Li-Yau type inequalities on Riemannian manifolds to our setting.

3.1 Li-Yau type inequalities

First, we present the local version of the Li-Yau gradient inequality as follows.

Theorem 3.1 (Local gradient inequality of Li-Yau type). Assume that there exist some non-negative constants \( k_1, k_2, k_3, k_4 \) such that
\[
\text{Ric}_t \geq -k_1, \quad -k_2 \leq \partial_t g_t \leq k_3, \quad |\nabla (\partial_t g_t)| \leq k_4
\] (3.1)
holds on \( B_{\rho,T} \). Let \( u \) be a solution to the heat equation on \( B_{\rho,T} \), which is positive and continuous on \( B_{\rho,T} \). For any \( \alpha > 1 \) and \( t > 0 \),
\[
\frac{|\nabla u|^2}{u^2} - \frac{\Delta u}{u} \leq \alpha^2 \left[ \frac{2}{t} + \frac{8 \pi^2}{(4 - \pi)^2 \rho^2} \left( n + 3 + \frac{\alpha^2 n}{\alpha - 1} \right) + \frac{16 \pi (k_1 + k_2)}{(4 - \pi)^2} + \max\{k_2, k_3\} + k_3 \\
+ \sqrt{2k_4 + \frac{k_1 + k_4}{\alpha - 1}} \right]
\]
holds on \( B_{\rho/2,T} \).
Parallel to Theorem 2.4 we need to consider the local Li-Yau inequality on some subset $D$.

**Lemma 3.2.** Let $D \subset M \times [0,T]$ be a relatively compact subset with nonempty smooth boundary. Assume (3.1) holds for some non-negative constants $k_1,k_2,k_3,k_4$ on $D$. Let $u$ be a solution to the heat equation on $D$, which is positive and continuous on $\overline{D}$. Let $\varphi \in C^{1,2}(\overline{D})$ with $\varphi > 0$ and $\varphi|_{\partial D} = 0$. For any $\alpha > 1$ and $t > 0$, we have

$$\frac{\left| \nabla u \right|^2}{u^2} - \alpha \frac{\Delta u}{u} \leq n \alpha^2 \left( \frac{2}{t} + \frac{2C_{\varphi,\alpha,n}}{\varphi_t(x)} + \max\{k_2,k_3\} + k_3 + \sqrt{2k_4 + \frac{k_1 + k_4}{\alpha - 1}} \right)$$

holds on $D$, where $C_{\varphi,\alpha,n} := \sup_D \{(3 + \alpha^2(\alpha - 1)^{-1})n(\left| \nabla \varphi \right|^2 - \varphi_\Delta (\Delta - 2\partial_t)\varphi_t\}$.\\

**Proof.** Define

$$Y_t = c_1t^{-1} + c_2\varphi_t^{-2}(X_{T-t}^T) + c_3 \max\{k_2,k_3\} + c_4 \sqrt{k_4 + \frac{k_1 + (\alpha - 1)k_3 + k_4}{\alpha - 1}}, \quad \alpha > 1,$$

where $c_1, c_2, c_3, c_4 > 0$ are constants, which will be specified later. Let $h_t$ be the solution of $h_t = h_t Y_t$, $h_T = 1$. Consider the following process,

$$S_{t,\alpha} := h_t(g_t - \alpha \Delta u_t) - \beta n h_t \tilde{h}_t \equiv h_t (g_t - \alpha \Delta u_t - n \beta u_t Y_t),$$

where $\beta > 0$ will also be specified later and $q_t$ is defined in (2.7). We first investigate the martingale property of $S_{t,\alpha}$. By (2.4) and (2.2), we find

$$d(h_t q_t) \leq \left[ -h_t u_t|\nabla^2 f|^2 - \hat{h}_t q_t + h_t u_t \text{Ric}_t(\nabla f, \nabla f) + h_t u_t \partial_t g_t(\nabla f, \nabla f) \right] dt,$$

By this and observing from [13] Lemma 3.2],

$$d(\Delta u_t) \equiv \left[ -u_t \left( \partial_t g_t, \nabla^2 f \right) - u_t \partial_t g_t(\nabla f, \nabla f) - u_t \left( \text{div}(\partial_t g_t) - \frac{1}{2} \nabla(\text{tr}(\partial_t g_t)), \nabla f \right) \right] (X_{T-t}^T, t) dt$$

$$\geq \left[ -u_t \left( \partial_t g_t, \nabla^2 f \right) - u_t \partial_t g_t(\nabla f, \nabla f) - 2\sqrt{k_4} u_t |\nabla f| \right] (X_{T-t}^T, t) dt$$

$$\geq \left[ -u_t \left( \partial_t g_t, \nabla^2 f \right) - u_t \partial_t g_t(\nabla f, \nabla f) - 2\sqrt{k_4} u_t |\nabla f|^2 - \alpha^{-1} k_4 u_t \right] (X_{T-t}^T, t) dt,$$

we have

$$dS_{t,\alpha} = dh_t q_t - n \beta u_t d(h_t Y_t) - n \beta d[u, \tilde{h}_t] - \alpha dh_t \Delta u_t$$

$$\leq \left[ -h_t u_t|\nabla^2 f|^2 + \alpha h_t u_t \left( \partial_t g_t, \nabla^2 f \right) - \alpha h_t \Delta u_t \right] dt$$

$$+ \left( k_t + k_1 k_t + k_3 h_t + (\alpha - 1)k_3 h_t \right) q_t dt - n \beta u_t h_t Y_t^2 dt$$

$$+ n \beta u_t h_t [c_1 t^{-2} + c_2 \varphi_t(3 + \alpha^2 \alpha^{-1}) \varphi_t + (X_{T-t}^T, t) + \beta^{-1} k_4 \alpha^2] dt - nc_2 \beta h_t d[u, \varphi^{-2}(X_{T-t}^T)_t],$$

where $c_\varphi(x,t) = [3|\nabla \varphi|^2 - \varphi_\Delta (\Delta - 2\partial_t)\varphi](x)$. As $\Delta f_t = \frac{1}{m}(\Delta u_t - q_t)$, we have

$$dS_{t,\alpha} \leq \left[ -h_t u_t|\nabla^2 f|^2 (X_{T-t}^T, t) + \alpha h_t u_t \left( \partial_t g_t, \nabla^2 f \right) (X_{T-t}^T, t) - \alpha h_t \Delta u_t (X_{T-t}^T, t) \right] dt$$

$$+ (k_t + k_1 k_t + k_3 h_t + (\alpha - 1)k_3 h_t) q_t dt - n \beta u_t h_t Y_t^2 dt$$

$$+ n \beta u_t h_t [c_1 t^{-2} + c_2 \varphi_t(3 + \alpha^2 \alpha^{-1}) \varphi_t + (X_{T-t}^T, t) + \beta^{-1} k_4 \alpha^2] dt$$

$$- nc_2 \beta h_t d[u, \varphi^{-2}(X_{T-t}^T)_t]. \quad (3.2)$$
For any $a, b > 0$ such that $a + b = \alpha^{-1}$,

$$
|\nabla^2 f|^2 - \alpha \langle \partial_t g_t, \nabla^2 f \rangle = \{ (aa + ba) |\nabla^2 f|^2 - \alpha \langle \partial_t g_t, \nabla^2 f \rangle \}
$$

$$
= \left[ \alpha a |\nabla^2 f|^2 + \alpha \frac{\sqrt{b}}{2|\nabla^2 f|^2} - \frac{1}{2\sqrt{b}} |\partial_t g_t|^2 \right] 
$$

$$
\geq \left[ \alpha a |\nabla^2 f|^2 - \frac{\alpha}{4b} |\partial_t g_t|^2 \right] \geq \frac{aa}{n} (\Delta f)^2 - \frac{ab}{4b} \max \{k_2, k_3^2\} \tag{3.3}
$$

at $(x, t) \in D$. So,

$$
|\nabla^2 f|^2 - \alpha \langle \partial_t g_t, \nabla^2 f \rangle - \alpha Y_t(\Delta f) \geq \frac{aa}{n} (\Delta f)^2 - \frac{ab}{4b} \max \{k_2, k_3^2\} - \alpha(\Delta f)Y_t
$$

$$
\geq -\frac{na}{4a} Y_t^2 - \frac{ab}{4b} \max \{k_2, k_3^2\}. \tag{3.4}
$$

In addition, for the last term in (3.2), we have

$$
-n_c h_t \left[ u_t, \varphi_t^{-2}(X_{T_{l-1}}) \right] = 2n_c h_t \varphi_t^{-3} \left( \nabla u_t, \nabla \varphi_t(X_{T_{l-1}}) \right) dt
$$

$$
\leq 2n_c h_t \left[ \varphi_t^{-1}(\varphi_t^{-1} u_t)^{1/2} |\nabla u_t| \right] \beta ((\alpha - 1)^{-1} u_t |\nabla \varphi_t|) (X_{T_{l-1}}) dt
$$

$$
\leq \left[ (\alpha - 1)^{-1} h_t |\nabla u_t| + n_c h_t \beta (\alpha - 1)^{-1} |\nabla \varphi_t| \right] (X_{T_{l-1}}) dt
$$

$$
\leq \left[ (\alpha - 1)^{-1} h_t (k_1 + k_4 + (\alpha - 1)k_3) h_t + c_2(\alpha - 1)^{-1} \beta^2 n_c h_t \varphi_t^{-4} |\nabla \varphi_t| (X_{T_{l-1}}) \right] dt. \tag{3.5}
$$

Combining this with (3.2), (3.3) and (3.5), we arrive at

$$
dS_{t, \alpha} \leq \left[ -nh_t Y_t^2 u_t \left( \beta - \frac{\alpha}{4a} \right) + \frac{na}{4b} \max \{k_2, k_3^2\} \right] dt
$$

$$
+ n_u h_t (\beta c_1 t^{-2} + \beta c_2 C_{a, \alpha, \beta, n} \varphi_t^{-4} (X_{T_{l-1}}) + a^2 k_4) dt,
$$

where $a + b = \alpha^{-1}$ and $C_{a, \alpha, \beta, n} = \sup_D \left\{ (3 + \beta (\alpha - 1)^{-1} n) |\nabla \varphi_t|^2 - \varphi_t (\Delta + 2\partial_t) \varphi_t \right\}$. Let

$$
\left( \beta - \frac{\alpha}{4a} \right) c_1^2 \geq \beta c_1, \quad \left( \beta - \frac{\alpha}{4a} \right) c_2^2 - \beta c_2 C_{a, \alpha, \beta, n} \geq 0,
$$

$$
\left( \beta - \frac{\alpha}{4a} \right) c_3^2 - \frac{a^2}{4b} \geq 0, \quad \left( \beta - \frac{\alpha}{4a} \right) c_4^2 - \alpha \geq 0. \tag{3.6}
$$

Using

$$
Y_t \geq c_1^2 t^{-2} + c_2^2 \varphi_t^{-4} (X_{T_{l-1}}) + c_3^2 \max \{k_2, k_3^2\} + c_4^2 k_4,
$$

we obtain that the right side of (3.3) is non-positive. Consider the process $\{X_{T_{l-s}}\}_{s \in [0, t]}$ with $X_{T_{l-s}} = x$ and $(x, t) \in D$. Let $\tau(x) := \sup \{ s < t : X_{T_{l-s}} \notin D, s \geq 0 \}$ and $\sup \emptyset = 0$. Since $q_t - \alpha \Delta u_t - n_u Y_t$ converges to $-\infty$ as $t$ tends to $0 \vee \tau(x)$, the process $S_{t, \alpha}$ has non-positive drift, i.e., $S_{t, \alpha}(x) \leq 0$, which implies

$$
\frac{|\nabla u|^2}{u^2} - \alpha \frac{\Delta u}{u} \leq n \beta \left( \frac{c_1}{t} + \frac{c_2}{\varphi^{-2}(x)} + c_3 \max \{k_2, k_3\} + c_4 \sqrt{k_4} + \frac{k_1 + k_4}{\alpha - 1} + k_3 \right). \tag{3.7}
$$

Set $a = b = \frac{1}{2\alpha}$ and $\beta = \frac{\alpha}{2a} = \alpha^2 > 0$. Let

$$
C_{\alpha, n} := \sup_D \{(3 + \alpha^2 (\alpha - 1)^{-1} n) |\nabla \varphi|^2 - \varphi (\Delta + 2\partial_t) \varphi_t \}.
$$

Then, from (3.6), we select $c_1, c_2, c_3, c_4$ such that

$$
c_3 = 1, c_2 = 2C_{\alpha, n}, c_1 = 2, c_4 = \sqrt{3},
$$

we complete the proof by taking these constants $c_1, c_2, c_3, c_4$ into (3.7).
Proof of Theorem 3.1. When $D = B_{\rho,T}$, the function $\varphi$ is chosen as in (2.8). Moreover, let $\text{Cut}_t(x_0)$ be the set of the $g_t$ cut-locus of $x_0$ on $M$. Since the time spent by $X^T_{T-t}$ on $\bigcup_{t \in [0,T]} \text{Cut}_t(x_0)$ is a.s. zero (see [9]), the differential of the brackets $[\varphi, (X^T_{T-t}), u]_t$ may be taken as 0 at points where $\varphi_t^{-2}$ is not differentiable. Therefore,

$$C_{\varphi,\alpha,n} = \sup_{B_{\rho,T}}\{(3 + \alpha^2(\alpha - 1)^{-1}n)|\nabla \varphi_t|^2 - \varphi_t(\Delta - 2\partial_t)\varphi_t\}$$

$$\leq \frac{\pi^2(n + 3 + \alpha^2(\alpha - 1)^{-1}n)}{4\rho^2} + \frac{\pi}{2}(k_1 + k_2),$$

combining this with Lemma 3.2 we complete the proof.

\[\square\]

Theorem 3.3 (Gradient inequality of Li-Yau type). Let $M$ be a compact manifold. Assume (3.1) holds for some nonnegative constants $k_1, k_2, k_3, k_4$ on $M \times [0,T]$. Let $u$ be the positive solution of the heat equation (1.1) on $M \times [0,T]$. For any $\alpha > 1$, we have

$$\frac{\left|\nabla u\right|^2}{u^2} - \frac{\Delta u}{u} \leq n\alpha^2 \left(\frac{2}{t} + \max\{k_2, k_3\} + k_3 + \sqrt{2k_4 + \frac{k_1 + k_4}{\alpha - 1}}\right)$$

(3.8)

holds on $M \times [0,T]$.

Proof. Define

$$\tilde{Y}_t = c_1 t^{-1} + c_2 \max\{k_2, k_3\} + c_3 \sqrt{k_4} + k_3 + \frac{k_1 + k_4}{\alpha - 1},$$

where $c_1, c_2, c_3$ are constants, which will be specified later. Let $h_t$ be the solution of

$$\dot{h}_t = h_t Y_t, \quad h_T = 1.$$

Consider the following process

$$\tilde{S}_{t,\alpha} := h_t (q_t - \alpha \Delta u_t - n\beta u_t \tilde{Y}_t),$$

where $\beta > 0$ will be also specified later. By a similar discussion as in the proof of Lemma 3.2 we obtain

$$d\tilde{S}_{t,\alpha} \leq \left[-nh_t \tilde{Y}_t^2 u_t \left(\beta - \frac{\alpha}{4\alpha}\right) + \frac{n\alpha}{4\beta} u_t h_t \max\{k_2^2, k_3^2\}\right] dt$$

$$+ nu_t h_t \left(\beta c_1 t^{-2} + \alpha^2 k_4\right) dt + (k_1 + (\alpha - 1)k_3 + k_4) h_t q_t dt - (\alpha - 1)\dot{h}_t q_t dt$$

$$\leq \left[-nh_t \tilde{Y}_t^2 u_t \left(\beta - \frac{\alpha}{4\alpha}\right) + \frac{n\alpha}{4\beta} u_t h_t \max\{k_2^2, k_3^2\}\right] dt + nu_t h_t \left(\beta c_1 t^{-2} + \alpha^2 k_4\right) dt.$$

The rest part is similar to that of Lemma 3.2 we omit it here.

\[\square\]

3.2 Li-Yau type inequality with lower order term

Now, we turn to studying the Li-Yau type inequality with the lower order term. The main result of this subsection is the following.

Theorem 3.4. Under the same condition as in Theorem 2.4. Then, for $t > 0$,

$$\frac{\left|\nabla u\right|^2}{u^2} - \frac{\Delta u}{u} \leq \frac{2n}{t} + \frac{8n\pi^2(n + 3)}{(4 - \pi)^2 \rho^2} + \frac{16n\pi(k_1 + k_2)}{(4 - \pi)^2} + \max\{k_2, k_3\} n + \sqrt{2k_4 n}$$

$$+ \left[\frac{8\pi n}{(4 - \pi)^2 \rho} + \sqrt{2n(k_1 + k_4)}\right] \left\|\frac{\nabla u}{u}\right\|_{B_{\rho,T}}$$

holds on $B_{\rho/2,T}$. 
To prove this theorem, we first give a more general result.

**Lemma 3.5** (Local Li-Yau type with lower order term). *Under the same condition as in Lemma 2.5* Then, for \( t > 0 \),

\[
\frac{\lVert \nabla u \rVert^2}{u^2} - \frac{\Delta u}{u} \leq \frac{2n}{t} + 2n \text{sup}_{D} \{ 3 \lvert \nabla \varphi \rvert^2 - \varphi (\Delta - 2 \partial_t) \varphi \} \leq \max \{ k_2, k_3 \} n + \sqrt{2k_4} n + \left( 4n \frac{\lVert \varphi \nabla \varphi \rVert_D}{\varphi^2_t(x)} + \sqrt{2n(k_1 + k_2)} \right) \frac{\lVert \nabla u \rVert_D}{u}.
\]

holds on \( D \).

**Proof.** Let

\[
\tilde{S}_t = \frac{\lVert \nabla u \rVert^2}{u_t} - \Delta u_t - nu_t \tilde{Z}_t,
\]

where \( \tilde{Z}_t = c_1 t^{-1} + c_2 \varphi_t^{-2}(X_{T-t}^T) + c_3 \) with constants \( c_1, c_2, c_3 > 0 \) to be specified later. Let

\[
c_\varphi := \text{sup}_{D} \{ 3 \lvert \nabla \varphi \rvert^2 - \varphi (\Delta - 2 \partial_t) \varphi \}.
\]

By a similar calculation as in the proof of Lemma 3.2, we have

\[
d\tilde{S}_t \leq \left\{ - \frac{a}{nu_t} \left( \frac{\lVert \nabla u \rVert^2}{u_t} - \Delta u_t \right)^2 + (k_1 + k_4) \frac{\lVert \nabla u \rVert^2}{u_t} + \frac{n}{4b} u_t \max \{ k_2, k_3 \} + nu_t k_4 \right\} dt
\]

\[
+ nu_t (c_1 t^{-2} + c_2 c_\varphi \varphi_t^{-4}(X_{T-t}^T) ) dt - nc_2 d[\varphi_t^{-2}(X_{T-t}^T), u]_t,
\]

where \( a + b = 1 \). Since

\[
- nc_2 d[\varphi_t^{-2}(X_{T-t}^T), u]_t = 2nc_2 c_\varphi^{-4}(X_{T-t}^T) \left( \frac{\nabla u_t}{u_t}, \varphi_t \nabla \varphi_t (X_{T-t}^T) \right) u_t dt \leq 2nc_2 u_t \left\| \frac{\nabla u}{u} \right\|_D \left\| \varphi, \nabla \varphi \right\|_D \varphi_t^{-4}(X_{T-t}^T) dt,
\]

we arrive at

\[
d\tilde{S}_t \leq \left\{ - \frac{a}{nu_t} \left( \frac{\lVert \nabla u \rVert^2}{u_t} - \Delta u_t \right)^2 + nu_t \left[ \frac{c_1}{t^2} + \frac{c_2}{\varphi_t^4(X_{T-t}^T)} \right] \times \left( c_\varphi + 2 \left\| \frac{\nabla u}{u} \right\|_D \left\| \varphi, \nabla \varphi \right\|_D \right) \right\} dt
\]

\[
+ nu_t \frac{k_1 + k_4}{n} \left\| \frac{\nabla u}{u} \right\|_D^2 dt + \frac{1}{4b} nu_t \max \{ k_2, k_3 \} dt + nu_t k_4 dt.
\]

Then, letting \( c_1 = \frac{1}{a} \), \( c_2 = \frac{1}{a} \left[ c_\varphi + 2 \left\| \frac{\nabla u}{u} \right\|_D \left\| \varphi, \nabla \varphi \right\|_D \right] \), and

\[
c_3 = \sqrt{\frac{k_1 + k_4}{an} \left\| \frac{\nabla u}{u} \right\|_D^2 + \frac{1}{4ab} \max \{ k_2, k_3 \} + \sqrt{k_3/a}},
\]

we obtain

\[
d\tilde{S}_t \leq - \frac{a \tilde{S}_t}{nu_t} \left( \frac{\lVert \nabla u \rVert^2}{u_t} - \Delta u_t + nu_t \tilde{Z}_t \right) dt.
\]

Then, on \( \{ \tilde{S}_t \geq 0 \} \), the process \( \tilde{S}_t \) has nonpositive drift. Consider \( \{ X_{T-s}^T \}_{s \in [0,t]} \) starting from \( x \) at \( s = t \). Since \( \tilde{S}_t \) goes to \( -\infty \) as \( s \to 0 \land \tau(x) \). We have \( \tilde{S}_t \leq 0 \). Now, setting \( a = b = \frac{1}{2} \), we complete the proof.

**Proof of Theorem 3.4.** When \( D = B_{r,T} \), the function \( \varphi \) is chosen in (2.8). Since

\[
c_\varphi = \text{sup}_{B_{r,T}} \{ 3 \lvert \nabla \varphi \rvert^2 - \varphi (\Delta - 2 \partial_t) \varphi \} \leq \frac{\pi^2 (n + 3)}{4\rho^2} + \frac{\pi}{2} (k_1 + k_2),
\]

combining this with (2.10) and (3.8), we complete the proof.
4 Applications to Ricci flow

In this section, we apply our results to the special case of the Ricci flow (1.2). In this case, when $M$ is compact, Theorem 2.1 reduces to [6, 14]. That is

$$|\nabla u|_u \leq \sqrt{\frac{2}{t} \log \|u\|_{M \times [0,T]}}.$$  

**Remark.** When the manifold $M$ carries boundary, we turn to consider the system as follows: for $\lambda \geq 0$,

$$\left\{ \begin{array}{ll}
\partial_t g(x,t) &= -\text{Ric}(x,t), & (x,t) \in M \times [0,T]; \\
\mathbb{I}_t &= \lambda, & x \in \partial M,
\end{array} \right. \quad (4.1)$$

where $\mathbb{I}_t$ is the second fundamental form w.r.t. the metric $g_t$. Shen [12] give the proof of the short time exitance of the solution. Suppose a smooth positive function $u : M \times [0,T] \to \mathbb{R}$ satisfies the heat equation

$$\left\{ \begin{array}{ll}
\frac{\partial}{\partial t} u(x,t) &= \frac{1}{2} \Delta u(x,t), & (x,t) \in M \times [0,T]; \\
\frac{\partial}{\partial \nu} u(x,t) &= 0, & x \in \partial M,
\end{array} \right. \quad (4.2)$$

where $\frac{\partial}{\partial \nu}$ is the inward unit normal vector field of the boundary associated with $g_t$. Let $X_t^{(T-t)}$-Brownian motion and $P_{s,t}$ be the associated semigroup (see [7]). Since $\mathbb{I}_t = \lambda \geq 0$ and $\frac{\partial}{\partial t} P_{T-t,T} f = 0$ (see [7] Theorem 2.1(2)), the process $H_t$, constructed as in Lemma 2.3 by using the reflecting $g_{(T-t)}$-Brownian motion, is also a submartingale for the system (4.1)-(4.2). Then, the conclusion in Theorem 2.1 still holds true.

Next, we consider the Li-Yau type gradient inequality on a compact manifold carrying the Ricci flow.

**Theorem 4.1.** Suppose the manifold $M$ is compact and $0 \leq \text{Ric}_t \leq k$, $t \in (0, T]$. Let $(M, g_t)_{t \in [0,T]}$ be a solution of the Ricci flow. Assume a smooth positive function $u : M \times [0,T] \to \mathbb{R}$ satisfies the heat equation (1.1). Then the following estimates

$$\frac{|\nabla u|^2}{u^2} - \frac{\Delta u}{u} \leq kn + \frac{2n}{t} \quad (4.3)$$

hold for all $M \times (0,T]$.

**Proof.** Note that when $(g_t)_{t \in [0,T]}$ is a Ricci flow, the second Bianchi identity says that

$$\text{div}(\partial_t g_t) - \frac{1}{2} \nabla (\text{tr}_g (\partial_t g_t)) = 0.$$ 

So we do not need the condition $|\nabla h| \leq k_4$ to deal with $d(\Delta u_t)$. Consider the process $\hat{S}_t$ constructed in (1.3). By a similar discussion as in the proof of Theorem 3.3 we obtain (4.3) directly. Here, we omit the details. □

**Remark.** (1) In [1], the authors gave the Li-Yau type gradient estimate on the compact manifold as follows,

$$\frac{|\nabla u|^2}{u^2} - \frac{\Delta u}{u} \leq 2kn + \frac{n}{t}$$
by using the maximal principle, which has a little difference from our result.

(2) We claim that (4.3) also holds for the system (4.1)-(4.2). Since
\[
\frac{\partial}{\partial \nu} \hat{S}_t = h_t \frac{\partial}{\partial \nu} \left( \frac{|\nabla u|^2}{u} - \Delta u \right) = -2h_t \frac{1}{u^2} \|u(\nabla u, \nabla u) \leq 0,
\]
where the second equality is ensured by the proof of [4, Theorem 3.4], we conclude that \( \hat{S}_t \) for \( c_1 = 2, c_2 = 1 \) is also a submartingale, which lead to the assertion announced above.

When the manifold \( M \) is noncompact, we present the local version of the gradient estimates under the Ricci flow.

**Theorem 4.2.** Suppose \((M, g_t)_{t \in [0, T]} \) is a complete solution of the Ricci flow (1.2). Assume that \(|\text{Ric}_t| \leq k \) for some \( k > 0 \) and all \((x, t) \in B_{\rho, T}\), and a smooth positive function \( u : M \times [0, T] \to \mathbb{R} \) satisfies the heat equation (1.1). Then for \( \alpha > 1 \) and \( t > 0 \),
\[
\left| \frac{\nabla u}{u} \right|^2 \leq 2 \left( \frac{1}{t} + \frac{4\pi^2(n+7)}{(4-\pi)^2\rho^2} + \frac{8k\pi}{(4-\pi)^2} \right) \left( 4 + \log \frac{\|u\|_{B_{\rho, T}}}{u} \right),
\]
and
\[
\frac{|\nabla u|^2}{u^2} - \alpha \frac{\Delta u}{u} \leq 2\alpha^2 \frac{n}{t} + \frac{8\alpha^2 n \pi^2}{(4-\pi)^2} \frac{n(1 + \alpha^2(\alpha - 1)^{-1})}{\rho^2} + \left( \frac{4 + \pi}{4 - \pi} \right)^2 \frac{\alpha^2 kn + \alpha^3 kn}{\alpha - 1}
\]
hold on \( B_{\frac{\rho}{2}, T} \).

**Proof.** Under the Ricci flow, \( \mathcal{R}_t \equiv 0 \), then (2.6) holds for \( k_1 + k_2 = 0 \). Moreover, since \( \text{Ric}_t = -\partial_t g_t \leq k \), we have
\[
(\Delta - 2\partial_t) \rho_t(x_0, \cdot)(x) \leq \frac{n-1}{\rho_t(x_0, x)} + k \rho_t(x_0, x),
\]
which implies the first inequity. On the other hand, by the curvature condition, we see that the inequity holds for \( k_1 = k_2 = k_3 = k \) and \( k_4 = 0 \). Thus, according to (4.4) and Lemma 3.2, we complete the proof.
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