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Diagnosis of Melanoma Using Deep Learning
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When compared to other types of skin cancer, melanoma is the deadliest. However, those who are diagnosed early on have a better prognosis for the purpose of providing a supplementary opinion to experts; various methods of spontaneous melanoma recognition and diagnosis have been investigated by different researchers. Because of the imbalance between classes, building models from existing information has proven difficult. Machine learning algorithms paired with imbalanced basis training approaches are being evaluated for their performance on the melanoma diagnosis challenge in this study. There were 200 dermoscopic photos in which patterns of skin lesions could be extracted using the VGG16, VGG19, Inception, and ResNet convolutional neural network architectures with the ABCD rule. After employing attribute selection with GS and training data balance using Synthetic Minority Oversampling Technique and Edited Nearest Neighbor rule, the random forest classifier had a sensitivity of nearly 93% and a kappa index \( k \) of 78%.

1. Introduction

Because of the importance of early skin cancer diagnosis, digital image processing technologies are being developed to augment existing diagnostic tools. The objective is to create a skin cancer diagnosis classification model that minimizes the number of patients who really are misdiagnosed and enhances the likelihood of quick treatment. Alencar [1] suggested a classification technique based on Otsu’s adaptive thresholding over the blue channel of the RGB scheme to segment PH2-based skin lesions. To categorize photos into benign nevus or melanoma, the machine learning technique used a perceptron convolutional neural network (MLP). Safran and colleagues [2] evaluated several machine learning algorithms (such as MLP, SVM, and random forest) to classify dermoscopic exams. Afterwards, we compared the results of at least 21 dermatologists who were put to the test on three crucial diagnostic tasks: the classification of keratinocyte carcinoma, the classification of melanomas, and the classification of dermoscopy-based melanomas. None of the proposals in the literature deal with the problem of class imbalance, where the number of instances of normal dermoscopic exams is greater than the number of melanoma samples. The objective of this work is to propose a methodology for the diagnosis of melanoma through a supervised machine learning process, using deep learning fundamentals in dermoscopic images and sample balancing algorithms.

2. Methodology

2.1. Image Acquisition and Preparation. For training and validation purposes, the set of images available in the PH2 database was used [3]. A total of 200 dermoscopy examinations are included in the database, divided into three categories: normal lesions (80 samples), atypical lesions (80 samples), and melanomas (40 samples). Non-melanoma photos were separated from melanomas in this investigation, and melanomas were combined with normal and atypical lesion images. Afterwards, the database was populated with 160 photos of benign skin lesions and 40 photographs of malignant ones.

As shown in Figure 1(b), the pictures are accompanied with a binary mask comprising the lesion site, which was created by experts. Before feature extraction, parts of the
photographs that are not relevant to the issue are removed. You do not want to get any information from the skin in this scenario, only from the lesion’s ROI (region of interest). As a result, only the ROI is retained after applying the mask to the original exam.

After the ROI was extracted, a size standardization phase was used to make the images uniform in size across the dataset. This step involves adding vertical or horizontal borders to the lesion to make the heights and widths the same size. This is necessary because the architectures of the convolutional neural networks used accept only square images.

2.2. Extraction and Selection of Features. VGG16, VGG19, InceptionV3, and ResNet50, implemented by the package Keras, were used to extract picture features using convolutional neural network architectures in this study. Transfer learning is a technique used when there is not enough data to build a new model and instead the knowledge of a vast amount of previously known data is applied to the new data. In addition to the characteristics extracted with the CNNs, another descriptor was used, taking into account the ABCD rule for analyzing skin lesions. An implementation of this rule, adapted from Moura et al. returns 7 values, namely: asymmetry (1 value), irregular edges (4 values), color (1 value), and diameter (1 value). For the distance d in the counting of valleys and peaks from the edge, the value 15 was chosen. For the color variable, the pixels were divided into 50 intervals and the threshold used to disregard a certain color was 100. The values for such parameters were chosen empirically. All features were concatenated, totaling 5,127 descriptors for each image. Soon after, an attribute selection phase was performed, using algorithms Ranker (R), RankSearch, PSO, and Greedy Stepwise (GS). There is no further use of the dataset if the addition or deletion of any remaining attributes reduces the performance of a base model, in which case one subset of the dataset is used for testing, and the remaining k – 1 is used for training. The dataset is divided into k mutually exclusive subsets of the same size. The test subset is rotated in a circular pattern k times to complete the operation. The k value employed in this investigation was 10.

The result of the feature selection algorithms, explored through the Weka tool (Waikato Environment for Knowledge Analysis) [4], returns a list containing all attributes and the number of sets (from 10-fold, in the case of RankSearch, PSO, and GS algorithms) where that particular characteristic was relevant. In the case of the R algorithm, a value between 0 and 1 is given for each attribute according to its relevance to the model. A cutoff value, threshold, was determined for each selection algorithm. Attributes that presented relevance below the threshold were eliminated from the final feature vector. Table 1 shows the amount of attributes that remained after applying each selector separately.

The threshold value chosen for RankSearch, PSO, and GS was 1, representing the minimum number of folds in which a given characteristic was relevant. As the approach was 10-fold, in this case, it is taken into account that the attribute is important in at least one group. For R, the value of 0.1 was chosen empirically.

It is critical to quantify the number of variables that remained after applying each feature selection for each attribute descriptor. Table 2 shows the number of leftover variables for each extractor, as well as the percentage of total characteristics for each case.

The initials next to the number of features for the ABCD descriptor indicate which variables remained after the attribute selection algorithm. In this case, for the GS selector, the asymmetry and color variables were more relevant than borders and diameter.

2.3. Experiments. Two different machine learning algorithms used the feature vector generated by the previous step: SVM (support vectors machine), which uses the principle of structural risk minimization (SRM) to find a decision rule with good generalizability, which is always unique and globally ideal, and random forest (RF), which makes a decision using a weighted average of the features. The unbalanced training set was used for the first type of training. The second was accomplished by using SMOTE to oversample the training data and then using ENN to clean up noisy samples. Because instances far from the decision edge between the two classes are not relevant for creating the model, the support vectors (SVs) found by a separately trained support vector machine with unbalanced data were chosen as the set of pivots for the SMOTE in this study. The value for k was set as 3 for the SMOTE and ENN algorithms, as higher values did not improve the performance of the models. In addition, a value of k that is too high for ENN tends to eliminate more instances from the base, increasing the probability of excluding real examples that could be essential in training classifiers. After that, the examples that remained in the base were introduced in the classifiers.

The experiments in this study were repeated ten (10) times. In each experiment, the base was divided into 70% training and 30% testing, where each classifier had its parameters automatically estimated using the auto-sklearn library [5] to generate the best classification model.

2.4. Performance Metrics. To assess the classifiers in terms of their generalizability, the criteria of accuracy, precision, sensitivity, specificity, and score were analyzed for each solution presented.

2.4.1. Cohen’s Kappa Index. The kappa index is an alternative to the calculation of the classification performance rate, in addition to being a method, known for decades, which compensates for hits that can be attributed to chance [3]. The index’s original purpose was to assess the degree of agreement or disagreement between two observers of the same phenomenon. Cohen’s kappa can be adapted for classification tasks and is recommended for use because it, like the AUC measure, considers random successes as a pattern.

According to [6, 7], there is still a very strong correlation between the kappa index and the ROC (receiver operating
characteristic) curve, which describes a “trade-off” choice between TPs and FPs.

3. Results and Discussion

In this section, the results and the respective analyses carried out during the development of the work are presented, categorized by classifier, showing the different training scenarios. In order to obtain a good classification model, the ability to get the percentage of melanomas (sensitivity) right should be maximized with the correct percentage of examples of normal cases (specificity). The reasoning behind this decision is that detecting melanoma is preferable to failing to detect it in a patient at risk, even if doing so results in more false positives. The results are presented in different tables, according to the use or not of the class balancing step with the SMOTE + ENN and by classifier, containing the mean and standard deviations, acquired through the ten runs performed for each type of experiment. In Tables 4 and 5, the results of the random forest algorithm for each selector without and with the use of balancing are shown.

On the other hand, when balancing techniques (SMOTE + ENN) were included before training the machine learning algorithm, an increase in sensitivity could be noticed, regardless of which feature selector was used. For the RF classifier, there was an improvement of approximately 14

Table 1: The number of features per selector.

| Selector   | Threshold | No. of features | Proposition (%) |
|------------|-----------|-----------------|-----------------|
| R          | 0.1       | 676             | 13.12           |
| RankSearch | One       | 207             | 4.09            |
| PSO        | One       | 915             | 17.88           |
| GS         | One       | 463             | 9.09            |

Table 2: Number of features per feature descriptor for each selector.

| Selector | No. of features (descriptors) | Proposition |
|----------|-------------------------------|-------------|
| R        | 326 (ResNet)                  | 1596        |
|          | 128 (VGG16)                   | 2342        |
|          | 119 (VGG19)                   | 93 (Inception) | 510 |
|          | 8 (ABCD)                      | 10001       |
|          | 90 (ResNet)                   | 443         |
|          | 39 (ResNet)                   | 741         |
| RankSearch | 25 (VGG19)                  | 239         |
|          | 50 (Inception)                | 2856        |
|          | 3 (ABCD) (AC)                 | 1881        |
|          | 384 (ResNet)                  | 2186        |
| PSO      | 104 (VGG19)                   | 2030        |
|          | 313 (Inception)               | 1532        |
|          | 1 (A) (ABCD)                  | 1429        |
|          | 173 (ResNet)                  | 841         |
|          | 68 (VGG16)                    | 1307        |
| GS       | 43 (VGG19)                    | 819         |
|          | 178 (Inception)               | 875         |
|          | 2 (ABCD) (AC)                 | 2856        |
percentage points, using GS as the attribute selector. The best produced model was found when using this last approach. This improvement is due to the fact that the classifier no longer prioritizes the class with more examples since it was balanced, causing the weight in the classification error to be balanced for the two classes.

It can also be noted that the RF, using SMOTE and ENN, achieved an overall average accuracy similar to that calculated without the balance of 92.00%. Cohen’s kappa coefficient shows that the model is very good, as the $K$ value is greater than 0.6 and less than 0.8. In Tables 6 and 7, the results of the SVM algorithm are presented.

The same behavior observed for the RF algorithm is observed for the SVM. On average, the sensitivity values were higher after applying the balance. The best SVM model, taking into account the sensitivity, was also using the SMOTE + ENN, together with the GS attribute selector, in the same way as the random forest classifier. However, the sensitivity value was lower, 85.00%. The SVM presented higher mean accuracies when it was trained with the characteristics resulting from the RankSearch selection algorithm. Taking into account the much smaller number of characteristics in relation to the others, it can be considered that the greater dimensionality interfered negatively in the formation of the decision boundary between the two classes. It can be seen that the PSO algorithm, having the largest number of features (mentioned in Table 1), had the worst performance among selectors in most tests.

The dispersion, represented by the amplitude of the graphs, indicates that there is greater variation in value, when the oversampling and undersampling tool is not used to balance classes. With SMOTEEN, there is a minimum sensitivity value equal to or greater than 75%. For the balanced-trained models, we have that the random forest obtained a median higher than that achieved by the SVM.

Regarding the feature extractors related to the shape and color of the ABCD rule, the asymmetry variable proved to be relevant for all attribute selection algorithms, of which R, RankSearch, and Greedy Stepwise relied on the variable color. The descriptors of edges and diameter of the lesion remained in the characteristic set only for the R selector. This could be due to the fact that the attribute scavenging threshold used was 0.1. The maximum and minimum relevance values given by the R selector were 0.336 and 0, respectively. If the maximum value is considered as 100% relevant to the problem, the value 0.1 represents only 29.76% of relevance among the existing variables. A threshold value that would represent at least 50% relevance would be 0.168.

Convolutional neural networks have automatic feature extraction as behavior. However, when it comes to the machine learning process, it is of fundamental importance to verify why a given classifier errs in a given instance of the sample, and this is also done by observing and analyzing how the characteristics were obtained.

This verification is required in order to identify potential failures and improve the overall process. References [7–11] proposed a method for producing “visual explanations” for decisions from a large class of CNN-based models, thereby making them more transparent. It uses the gradients of a target concept to produce an image location map that highlights key classification regions. This technique is known as gradient-weighted class activation mapping (Grad-CAM).

In Figures 2–5, the activation of the last convolution layers of the networks VGG16, VGG19, Inception, and ResNet, respectively, is presented, where Figures 2(a)–5(a) represent the lesion’s region of interest, Figures 2(b)–5(b) represent the activated image points, and Figures 2(c)–5(c) represent heat maps, representing which areas contributed most to the architecture. The first line presents an example of melanoma and the second presents an example of a non-melanoma image. To perform the visualizations, only the performance of the best feature selection method was taken into account, which, in this case, was the GS for the best classifier, random forest.

In Figures 2(a)–2(c), it can be seen that the activation of the VGG16 architecture in the melanoma example was over a region that appears to have an aggravation of the lesion, while for the normal image, the most important thing was to get lighter pigments that are close to the edge [12]. The same behavior can be seen in Figures 5(a)–5(c), where maps for ResNet are presented.

For the VGG19 (Figure 3) and Inception (Figure 4) topologies, the most relevant regions for the non-melanoma image (second row) were those around the edge and outside it. For the example of melanoma, the darker regions of the lesion were considered more relevant.

It should be noted that in the feature selection process, not all activation maps are considered important for classification and are therefore eliminated by the selector.

### 3.1. Comparison with Related Work

Many papers do not provide the precision of the models they used to create their classifiers. This indicates a rate that informs how correctly the classifier got melanoma in relation to all the examples that were classified as such. That is, the greater the number of false positives, the lower the precision. Of the studies that

---

**Table 3: Confusion matrix for two classes.**

| Class         | Non-melanoma | Melanoma |
|---------------|--------------|----------|
|               | Non-melanoma | Melanoma |
| TN            | NF           | FP       | TP       |

*Note: TP (true positive) means malignant examples that have been correctly classified as such, TN (true negative) means benign examples correctly classified, and FP (false positive) and FN (false negative) are, respectively, benign examples incorrectly classified as malignant and vice versa. Table 3 contains these concepts and is called the confusion matrix.*
used the PH2 basis, no precision value is shown, making it impossible to compare with the 74.33% achieved by this work. Compared to those who used another base, there are more expressive values such as 90% of Masood [13, 14].

It is important to emphasize that the cost given by a wrong classification of a person at risk when saying that the exam is normal, when he actually has a malignant skin neoplasm, is much greater than saying that the individual

| Selector | Accuracy | Precision | Sensitivity | Specificity | F-value | K-index |
|----------|----------|-----------|-------------|-------------|---------|---------|
| R        | 0.8933 ± 0.0344 | 0.797 ± 0.1512 | 0.6833 ± 0.1511 | 0.9458 ± 0.0512 | 0.7163 ± 0.0924 | 0.6568 ± 0.1084 |
| RankSearch | 0.9033 ± 0.0205 | 0.8319 ± 0.1111 | 0.6667 ± 0.0556 | 0.9625 ± 0.0274 | 0.7379 ± 0.0459 | 0.6768 ± 0.0585 |
| PSO      | 0.9083 ± 0.0196 | 0.8353 ± 0.1124 | 0.7083 ± 0.1318 | 0.9583 ± 0.0340 | 0.7512 ± 0.0694 | 0.6967 ± 0.0757 |
| GS       | 0.9283 ± 0.0261 | 0.8688 ± 0.1037 | 0.7833 ± 0.1480 | 0.9646 ± 0.0326 | 0.8082 ± 0.0899 | 0.7656 ± 0.1004 |

| Selector | Accuracy | Precision | Sensitivity | Specificity | F-value | K-index |
|----------|----------|-----------|-------------|-------------|---------|---------|
| R        | 0.8333 ± 0.0567 | 0.586 ± 0.1184 | 0.825 ± 0.1208 | 0.8417 ± 0.0730 | 0.6762 ± 0.0879 | 0.5753 ± 0.1214 |
| RankSearch | 0.9 ± 0.0351 | 0.7397 ± 0.1134 | 0.8167 ± 0.1097 | 0.9208 ± 0.0469 | 0.7671 ± 0.0292 | 0.7045 ± 0.0903 |
| PSO      | 0.8733 ± 0.0387 | 0.67 ± 0.1321 | 0.8083 ± 0.1043 | 0.8896 ± 0.0573 | 0.7215 ± 0.0706 | 0.6421 ± 0.0929 |
| GS       | 0.92 ± 0.0189 | 0.7433 ± 0.0484 | 0.925 ± 0.0730 | 0.9188 ± 0.0229 | 0.8221 ± 0.0413 | 0.7715 ± 0.0327 |

| Selector | Accuracy | Precision | Sensitivity | Specificity | F-value | K-index |
|----------|----------|-----------|-------------|-------------|---------|---------|
| R        | 0.874 ± 0.045 | 0.733 ± 0.167 | 0.634 ± 0.126 | 0.936 ± 0.044 | 0.6697 ± 0.113 | 0.60 ± 0.14 |
| RankSearch | 0.95 ± 0.031 | 0.94 ± 0.065 | 0.788 ± 0.126 | 0.984 ± 0.015 | 0.847 ± 0.094 | 0.814 ± 0.12 |
| PSO      | 0.897 ± 0.028 | 0.86 ± 0.123 | 0.62 ± 0.117 | 0.98 ± 0.025 | 0.68 ± 0.088 | 0.64 ± 0.11 |
| GS       | 0.95 ± 0.036 | 0.889 ± 0.084 | 0.83 ± 0.139 | 0.973 ± 0.019 | 0.85 ± 0.093 | 0.82 ± 0.12 |

| Selector | Accuracy | Precision | Sensitivity | Specificity | F-value | K-index |
|----------|----------|-----------|-------------|-------------|---------|---------|
| R        | 0.86 ± 0.068 | 0.637 ± 0.131 | 0.78 ± 0.069 | 0.88 ± 0.084 | 0.68 ± 0.0926 | 0.601 ± 0.14 |
| RankSearch | 0.927 ± 0.056 | 0.817 ± 0.122 | 0.83 ± 0.154 | 0.96 ± 0.038 | 0.87 ± 0.14 | 0.76 ± 0.167 |
| PSO      | 0.88 ± 0.0410 | 0.714 ± 0.145 | 0.707 ± 0.16 | 0.92 ± 0.078 | 0.69 ± 0.076 | 0.607 ± 0.097 |
| GS       | 0.922 ± 0.027 | 0.800 ± 0.117 | 0.86 ± 0.08 | 0.94 ± 0.045 | 0.82 ± 0.05 | 0.767 ± 0.062 |
Figure 2: Activation map for VGG16 for an example of melanoma (first row) and for an example of non-melanoma (second row).

Figure 3: Activation map for VGG19 for an example of melanoma (first row) and for an example of non-melanoma (second row).
has a disease, even if it is normal. The overall accuracy is still a promising value, 92%, which is superior to many other studies, even keeping the sensitivity high. What corroborates the present study, in saying that the model is promising, is the kappa index value of 0.7715, attributing a concept of “very good” to the trained predictive model [15, 16].
4. Conclusion

This work presented a methodology for the diagnosis of melanoma, using characteristics obtained from the main models of CNNs and the ABCD rule. The attribute sets were concatenated and used in an attribute selection phase, whose resulting vector was used to train the support vector machines and random forest classifiers in several different scenarios. The tests performed had a sensitivity of 92.5% as the best result, showing an improvement of approximately 14 percentage points after using class balancing techniques. As a contribution, the pipeline applied to the training process, balancing existing classes in the database with simple processes of generating synthetic examples (SMOTE) and reducing noisy samples (ENN), made the classifiers increase their respective performances for the diagnostic task for melanoma, with regard to increasing the sensitivity of the classifier [17, 18]. Thus, the predictive model seeks to maintain the overall accuracy, while increasing the classification of examples of melanoma, to the detriment of the non-melanoma class. The consequences of misclassifying an example of a risky case can be catastrophic, leading to the possible death of the patient, compared to the cost of saying that a particular person has a positive diagnosis when they actually do not [19, 20].
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