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Abstract. We derive variational formulas for the total Q-prime curvature under the deformation of strictly pseudoconvex domains in a complex manifold. We also show that the total Q-prime curvature agrees with the renormalized volume of such domains with respect to the complete Kähler–Einstein metric.

1. Introduction

There are strong analogies between CR and conformal geometries. The theory of ambient metric by Fefferman–Graham [18] works equally in both cases and, for example, the invariant differential operators and the Q-curvature are defined in a unified way.

However, there are also significant differences which stem from the embeddability (or integrability) of CR manifolds. (The role of integrability in connection with the deformation complex is discussed in [33].) For a CR manifold $M$ embedded as the boundary of a strictly pseudoconvex domain in a Stein manifold, we can define a natural class of contact forms $\theta$, called pseudo-Einstein contact forms. Such contact forms can be parametrized by the space of CR pluriharmonic functions $P$: if $\theta$ is pseudo-Einstein, then the family of all pseudo-Einstein contact forms is given by $PE = \{ e^u \theta : u \in P \}$. Thus we may set up a conformal geometry of Levi metrics for which the scale factors are restricted to CR pluriharmonic functions.

It naturally follows from the definition that the $Q$-curvature vanishes for pseudo-Einstein contact forms. Instead, we can define the $Q$-prime curvature as a secondary invariant, which shares the same properties as the $Q$-curvature in conformal geometry; see [6, 10, 32]. In this paper, we prove two of such formulas:

1. The variational formula of the total $Q$-prime curvature in terms of the obstruction function for the Monge–Ampère equation;

2. An expression for the renormalized volume of strictly pseudoconvex domains with complete Kähler–Einstein metric in terms of the total $Q$-prime curvature.

We should emphasize the fact that (1) is an analogy of the variational formula in even dimensional conformal geometry [25], while (2) corresponds to the formula for odd dimensional conformal manifolds which bound conformally compact Einstein manifolds of even dimensions [17]. We will explain the correspondence in more detail in §1.5.

The results of this paper have been announced in [33] together with an application of the variational formula to a rigidity theorem in CR geometry; see [15]. The proof of the rigidity theorem will be given in a forthcoming paper [34].
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1.1. The ambient metric and Q-prime curvature. To state the results, let us quickly recall the definition of the Q-prime curvature. We first consider a bounded strictly pseudoconvex domain \( \Omega \subset \mathbb{C}^{n+1} \) with \( C^\infty \) boundary \( M = \partial \Omega \). We can fix its defining function \( u \) (positive in \( \Omega \)) by imposing the complex Monge–Ampère equation, for which the unique existence of the solution has been proved by Cheng–Yau [11]:

\[
\mathcal{J}[u] = 1 \quad \text{in} \quad \Omega,
\]

where

\[
\mathcal{J}[u] = (-1)^{n+1} \det \left( \frac{\partial u}{\partial \bar{z}^a} \right)_{a,b=1, \ldots, n+1}.
\]

It follows that \( \Omega \) admits an Kähler–Einstein metric \( g_+ \) with potential \(- \log u\):

\[
\text{Ric}[g_+] = -(n+2)g_+.
\]

However, in general, the exact solution has a weak singularity at the boundary; see [12]. We thus use the best smooth approximate solution \( r \) constructed by Fefferman [15]: a defining function \( r \in C^\infty(\mathbb{C}^{n+1}) \) of \( \Omega \) is called a Fefferman defining function if

\[
\mathcal{J}[r] = 1 + O(r^{n+2})
\]

holds for an \( \mathcal{O} \in C^\infty(\mathbb{C}^{n+1}) \), which we call the obstruction function. Here \( r \) modulo \( O(r^{n+1}) \) and \( \mathcal{O} \) modulo \( O(r) \) are uniquely determined. The obstruction function also appears as the logarithmic singularity of the Cheng–Yau solution \( u \): one can write

\[
(1.2) \quad u = r(1 + \eta_0 r^{n+2} + \eta_1 r^{n+2} \log r), \quad \eta_0 \in C^\infty(\overline{\Omega}), \quad \eta_1 \in C^{n+1}(\overline{\Omega})
\]

and \( \eta_1 \) equals \((n + 3)^{-1} \mathcal{O} \) modulo \( O(r) \); see [37]. So if \( u \) is smooth up to the boundary, then \( \mathcal{O} = O(r) \). It is shown that the converse is also true; see [22].

From \( r \), we can define a Lorentz–Kähler metric \( \tilde{g} = \tilde{g}[r] \) on \( \mathbb{C}^* \times \mathbb{C}^{n+1} \) near \( \mathbb{C}^* \times M \), called the ambient metric associated to \( M \), by the Kähler form \( i\partial \bar{\partial} \tilde{r} \), where

\[
(1.3) \quad \tilde{r}(\lambda, z) = |\lambda|^{2/(n+2)} r(z), \quad (\lambda, z) \in \mathbb{C}^* \times \mathbb{C}^{n+1}.
\]

The construction of \( r \) and \( \tilde{g} \) above can be generalized to a bounded strictly pseudoconvex domain \( \Omega \) in a complex manifold \( X \) of dimension \( n + 1 \), where \( \mathbb{C}^* \times \mathbb{C}^{n+1} \) is replaced by \( K_X^\infty \), the canonical bundle of \( X \) with zero-section removed. It turns out that the locally defined function on the right-hand side of (1.3) on each coordinate system can be patched up to a homogeneous function \( r \in \mathcal{E}(1) \), which defines \( K_X^\infty |_\Omega \) by \( r > 0 \). We call \( r \) the Fefferman defining function of \( K_X^\infty |_\Omega \). In general, we say that \( f \in C^\infty(K_X^\infty) \) has homogeneous degree \((u, w)\) if it satisfies \( f(\lambda v) = |\lambda|^{2u/(n+2)} f(v) \) for \( \lambda \in \mathbb{C}^* \) and write \( f \in \mathcal{E}(w) \). The space of the functions given by the restrictions of \( f \in \mathcal{E}(w) \) over \( M \) is denoted by \( \mathcal{E}(w) \). Then the ambient metric \( \tilde{g} \) satisfies

\[
\text{Ric}[\tilde{g}] = O(r^n).
\]

The obstruction function \( \mathcal{O} \) can be lifted to a homogenous function in \( \mathcal{E}(-n-2) \), which is also denoted by \( \mathcal{O} \).

Let \( h \) be a hermitian fiber metric of \( K_X \). Then \( h \) can be identified with a homogeneous function \( h \in \mathcal{E}(n+2) \) and one may define a function on \( X \) by the quotient \( r = r/h^{1/(n+2)} \). It gives a contact form on \( M \) by

\[
(1.4) \quad \theta = d^c r|_M, \quad \text{where} \quad d^c = \frac{i}{2}(\partial - \bar{\partial}).
\]
We say that $\theta$ is pseudo-Einstein if it is given by a metric $h$ that is flat on the pseudoconvex side of $M$, i.e.

$$\partial\bar{\partial}\log h = 0 \quad \text{on } \{0 \leq r < 1\}. \tag{1.5}$$

In the case $n \geq 2$, this is equivalent to Lee’s pseudo-Einstein condition \cite{36}; see Proposition 2.4 below. It is known that $M \subset X$ admits a pseudo-Einstein contact form if $X$ is Stein \cite{12}.

For a pseudo-Einstein contact form, by using the associated flat metric $h_\theta$, we define the $Q$-prime curvature by

$$Q_\theta' = \frac{1}{(n+2)^2} \tilde{\Delta}^{n+1}(\log h_\theta)^2|_{r=0},$$

where $\tilde{\Delta}$ is the Laplacian of the ambient metric $\tilde{g}$. (Recall \cite{19} that the $Q$-curvature for $\theta$ is defined by $-(n+2)^{-1}\tilde{\Delta}^{n+1}\log h_\theta$, which vanishes by the condition (1.5)). It turns out that $Q_\theta' \in \mathcal{E}(-n-1)$ and thus $Q_\theta'$ can be identified with a volume density on $M$. The total $Q$-prime curvature is defined by the integral

$$\overline{Q} = \int_M Q_\theta'.$$

If $\Omega$ admits a complete Kähler–Einstein metric $g_+$, then $\overline{Q}$ is independent of the choice of a pseudo-Einstein contact form $\theta$ and gives a CR invariant of $M$; see \cite{32}.

### 1.2. Total $Q$-prime curvature and renormalized volume.

We recall from \cite{32} a characterization of the total $Q$-prime curvature in terms of a volume expansion. Suppose that $M$ admits a pseudo-Einstein contact form $\theta$ and set $r = r/h_\theta^{1/(n+2)}$. Then, for the metric $g$ near the boundary with Kähler form $\omega = \partial\bar{\partial}\log r$, we have, as $\epsilon \to +0$,

$$\int_{\Omega_\epsilon} |d\log r|^2_{g} dv_g = \sum_{j=0}^{n} \frac{a_j}{\epsilon^{n-j+1}} + \frac{(-1)^n}{(n)!} \overline{Q} \log \epsilon + O(1), \tag{1.6}$$

where $\Omega_\epsilon = \{z \in \Omega : r(z) > \epsilon\}$ and $dv_g = \omega^{n+1}/(n+1)!$. If we further assume that $\Omega$ supports a complete Kähler–Einstein metric $g_+$, we can also compute the renormalized volume of $(\Omega, g_+)$ by using the expansion above.

**Theorem 1.1.** Let $\Omega$ be a bounded strictly pseudoconvex domain of a complex manifold $X$ whose boundary admits a pseudo-Einstein contact form $\theta$. Assume that $\Omega$ is equipped with a complete Kähler–Einstein metric $g_+$ which is given by $\partial\bar{\partial}\log u$ near $\partial\Omega$, where $u$ is of the form $1/u^2$. Then the volume of $\Omega_\epsilon$ admits an expansion, as $\epsilon \to +0$,

$$\int_{\Omega_\epsilon} dv_{g_+} = \sum_{j=0}^{n} \frac{b_j}{\epsilon^{n-j+1}} + V + o(1).$$

The constant term $V$, the renormalized volume of $(\Omega, g_+)$, satisfies

$$V = \frac{(-1)^{n+1}}{2(n)! (n+1)} \overline{Q} + \int_{\Omega} \tilde{c}_1^{n+1}, \tag{1.7}$$

where $\tilde{c}_1 \in H^2(\Omega, \partial\Omega; \mathbb{R})$ is a lift of the first Chern class $c_1(K_\Omega) \in H^2(\Omega; \mathbb{R})$.

Here the lift $\tilde{c}_1$ is defined by a 2-form in $c_1(K_\Omega)$ with compact support, which exists when $\partial\Omega$ admits a pseudo-Einstein contact form; the integral of $\tilde{c}_1^{n+1}$ is then independent of the choice of such a lift. In particular, if $\Omega$ is a Stein manifold, the second term vanishes and $V$ is a multiple of $\overline{Q}$. 


1.3. Variational formulas. We next consider the variation of $\mathcal{Q}$ under a deformation of a domain $\Omega$ within a complex manifold $X$. Let $\Omega_t$, $t \in (-1, 1)$, be a family of strictly pseudoconvex domains in $X$ such that $\Omega_0 = \Omega$. We assume that the family is smooth in the sense that there is a $C^\infty$ function $\rho_t(z)$ of $(t, z) \in \mathbb{R} \times X$ such that $\Omega_t = \{ z \in X : \rho_t(z) > 0 \}$ and $d_z \rho_t \neq 0$ on $\partial \Omega_t$. For each $t$, we take a Fefferman defining function $r_t$ of $K_X|\Omega_t$. We may choose $r_t$ so that it is smooth in $t$ and define derivatives
\[ \dot{r} = \frac{dr_t}{dt} \bigg|_{t=0}, \quad \ddot{r} = \frac{d^2 r_t}{dt^2} \bigg|_{t=0}. \]
We also assume that there is a fiber metric $h$ of $K_X$ that is flat in a two-sided neighborhood of $M = \partial \Omega$ in $X$; hence, for small $|t|$, $M_t = \partial \Omega_t$ admits a pseudo-Einstein contact form $\theta_t = d^c r_t|TM_t$, where $r_t = r_t/h^{1/(n+2)}$, and one may define the total $Q$-prime curvature $\mathcal{Q}_t$.

**Theorem 1.2.** Let $\Omega_t$, $t \in (-1, 1)$, be a smooth family of bounded strictly pseudoconvex domains in a complex manifold $X$ satisfying the assumptions as described above. Then the total $Q$-prime curvature of $(M_t, \theta_t)$ satisfies
\[
(1.8) \quad \frac{d}{dt} \bigg|_{t=0} \mathcal{Q}_t = c_n \int_M \dot{r} \mathcal{O},
\]
\[
(1.9) \quad \frac{d^2}{dt^2} \bigg|_{t=0} \mathcal{Q}_t = c_n \int_M \left( k_n \dot{r} \mathcal{P}_{n+3} r + \left( \ddot{r} - |\partial \dot{r}|^2 \right) \mathcal{O} \right).
\]
Here $\mathcal{O}$ is the obstruction function of $M = M_0$, $c_n = (-1)^n+2n!(n+2)!$, $k_n = (-1)^n(n(n+2)!)$,
\[ P_{n+3} : \mathcal{E}(1) \to \mathcal{E}(-n-2) \]
is a CR invariant differential operator whose principal part agrees with that of the power of the sub-Laplacian $\Delta_b^{n+3}$, and $|\cdot|^2_{\mathcal{O}}$ is the squared norm for the ambient metric $\tilde{g}$ for $M$.

Note that $\dot{r}|_\mathcal{O}$, $\ddot{r}|_\mathcal{O}$, and $|\partial \dot{r}|^2_{\mathcal{O}}$ are determined by the family $\Omega_t$. Moreover, the integrals in (1.8) and (1.9) make sense because $\dot{r}$, $\ddot{r}$, $|\partial \dot{r}|^2_{\mathcal{O}} \in \mathcal{E}(1)$.

Equation (1.8) shows that the critical points of $\mathcal{Q}$ are the domains for which the obstruction functions vanish on the boundaries. In a neighborhood of such a domain, the behavior of $\mathcal{Q}$ is controlled by the spectrum of the CR invariant operator $P_{n+3}$. In particular, when $\Omega$ is the unit ball in $\mathbb{C}^{n+1}$, we can compute the spectrum by using representation theory and show that $\mathcal{Q}$ takes its local maximum at the ball in a formal sense, i.e., it holds for any one parameter family of deformations; see [33] for a precise statement.

One obtains (1.9) by taking the derivative of (1.8) and the operator $P_{n+3}$ is derived from the first variation of the obstruction function. Explicit calculation of $P_{n+3}$ is given in the appendix by Rod Gover and the first author, where we write down the operator in terms of the connection of the ambient metric and compare it with the power of the Laplacian for the ambient metric $\tilde{\Delta}^{n+3}$.

1.4. Relation to the Burns–Epstein invariant. We also study the relation between the total $Q$-prime curvature and the CR invariant introduced by Burns–Epstein [4, 5]. We here recall the latter in the form later generalized by the second author [38].

Let $\Omega$ be a bounded strictly pseudoconvex domain of a complex manifold $X$ with a pseudo-Einstein contact form $\theta$ on the boundary $M$. Let $r = r/h^{1/(n+2)}_\theta$ and take a hermitian metric $g$ on $\Omega$ that agrees with $dd^c \log r$ near the boundary. Then the curvature $R^g$ of $g$ diverges at the boundary, but the Bochner tensor $B$, the totally
trace-free part of $R^\alpha$, is continuous up to the boundary. Thus we may define the renormalized Chern form $c_{n+1}(B)$ as an invariant polynomial of $B$. The integral of $c_{n+1}(B)$ can be decomposed into two parts:

$$\int_{\Omega} c_{n+1}(B) = \chi(\Omega) + \mu(M),$$

where $\chi(\Omega)$ is the Euler number of $\Omega$ and $\mu(M)$ is a CR invariant of the boundary $M$, which we call the Burns–Epstein invariant. A transgression formula for $c_{n+1}(B)$ gives an invariant polynomial $\Pi$ in the curvature $R$ and the torsion $A$ of the Tanaka–Webster connection of $\theta$ on $TM$ such that

$$\mu(M) = \int_M \Pi(R, A, \theta) \wedge (d\theta)^n.$$

When $n = 1$, we have $\Pi = (4\pi)^{-2}(\text{Scal} - 4|A|^2)$, where $\text{Scal}$ is the scalar curvature of the Tanaka–Webster connection, and obtain (see $[33]$):

$$\overline{\mathcal{Q}}(M) = -(4\pi)^2\mu(M).$$

In the case $n = 2$, we have

$$\Pi = \frac{-1}{(4\pi)^3} \left( \frac{1}{27} \text{Scal}^3 - 4R_{\alpha\beta\gamma\delta}A^\alpha A^\beta A^\gamma A^\delta + \frac{1}{3}|S|^2\text{Scal} \right).$$

Here $|S|^2$ is the squared norm of the Chern curvature $S_{\alpha\beta\gamma\delta}$, the totally trace-free part of the Tanaka–Webster curvature $R_{\alpha\beta\gamma\delta}$. Note that $S_{\alpha\beta\gamma\delta}$ vanishes if and only if the CR structure is spherical, i.e., locally CR isomorphic to the sphere $S^3 \subset \mathbb{C}^3$.

On the other hand, Case and Gover $[9]$ computed $Q'$ in the case $n = 2$ and showed that

$$\overline{\mathcal{Q}}(M) + (4\pi)^3\mu(M)$$

(1.10)

$$= -\int_M \left( \frac{1}{3} |S|^2\text{Scal} + |\text{div } S|^2 \right) \theta \wedge (d\theta)^2,$$

where $(\text{div } S)_{\alpha\beta\gamma} = \nabla^\alpha S_{\alpha\beta\gamma\delta}$. This corrects our error in $[33]$; see Remark 1.3. We here give another proof of (1.11) based on Theorem 1.1 under the assumption that $M$ is the boundary of a domain in a Stein manifold.

If $\text{Scal} > 0$, then the integrand on the right-hand side becomes non-negative, and we obtain the following theorem, which in particular shows that $\overline{\mathcal{Q}}$ and $\mu$ are different CR invariants.

**Theorem 1.3.** Let $\Omega$ be a strictly pseudoconvex domain in a Stein manifold of dimension 3. If $M = \partial \Omega$ admits a pseudo-Einstein contact form for which $\text{Scal} > 0$ almost everywhere, then

$$\overline{\mathcal{Q}}(M) \leq -(4\pi)^3\mu(M)$$

and the equality holds if and only if $M$ is spherical.

**Remark 1.4.** In $[33]$, we have mistakenly claimed that the integrand on right-hand side of (1.11) is $\frac{1}{3} |S|^2\text{Scal} + 4|\nabla A|^2$. Fortunately, the change of $4|\nabla A|^2$ by $|\text{div } S|^2$ has no effect on the validity of Theorem 1.3 which has been announced in $[33]$ as Theorem 3.2.

1.5. Comparison with the conformal case. Some of the results stated above have analogies in conformal geometry in even and odd dimensions. We here review the correspondences.

Let $\overline{X}$ be a compact $(n+1)$-dimensional manifold with boundary $M = \partial X$ and $x$ a defining function of $M$ in $\overline{X}$ which is positive inside. Let $g_+$ be a Poincaré (or conformally compact Einstein) metric on $X$, i.e., $x^2g_+$ is a Riemannian metric on $\overline{X}$ and $\text{Ric}(g_+) = -ng_+$ on $X$. The restriction $x^2g_+|_{TM}$ defines a conformal class
on $M$, called the conformal infinity of $g_+$. For each scale $g$ in the conformal infinity, there exists a unique identification of a neighborhood of $M$ in $\overline{X}$ with $M \times (0, \epsilon)$ such that $g_+$ is in the form
\[ g_+ = x^{-2}(dx^2 + g_+), \quad g_0 = g, \]
where $g_+$ is a 1-parameter family of Riemannian metrics on $M$. The family of metrics has expansion
\[ g_x = \sum_{l=0}^{[n/2]-1} g^{(2l)} x^{2l} + g^{(n)} x^n + \begin{cases} o(x^n) & \text{if } n \text{ odd}, \\ O x^n \log x + o(x^n) & \text{if } n \text{ even}. \end{cases} \]
Here $g^{(2l)}$, $g^{(n)}$, and $O$ are symmetric 2-tensors on $M$; $g^{(2l)}$, $l < n/2$, and $O$ are locally determined by $g = g_0$, while $g^{(n)}$ is determined globally. Moreover, $O$ is shown to be a conformal invariant of $[g]$ and called the obstruction tensor. The CR case corresponds to the case $n$ even; see [26] for an explicit relation between the obstructions $O$.

The renormalized volume $V$ of $(X, g_+)$ is defined to be the constant term in the expansion:
\[ \int_{\{x > \epsilon\}} d\nu_{g_+} = \sum_{l=0}^{[n/2]-1} c_\epsilon 2l-n + \begin{cases} V^{\text{odd}} + o(1) & \text{if } n \text{ odd}, \\ L \log \epsilon + V^{\text{even}} + o(1) & \text{if } n \text{ even}. \end{cases} \]
It is easy to check that $V^{\text{odd}}$ and $L$ are independent of the choice of $x$ (or the scale $g \in [g]$); see [24]. Moreover $L$ is shown to be a conformal invariant of $(M, [g])$ and agrees (up to a universal constant multiple) with the total $Q$-curvature, the integral of the $Q$-curvature on $M$. The expansion (1.6) in the CR case can be seen as an analog of the one for the even $n$; the log term coefficient is given by the integral of locally determined $Q$-prime curvature.

In both parities the renormalized volume depends on $(X, g_+)$ (not just the boundary $(M, [g])$); $V^{\text{even}}$ also depends on the choice of $x$. When $n$ is odd, Fefferman and Graham [17] defined a non-local analogue of $Q$-curvature by using scattering theory for $(X, \hat{g}_+)$, which we denote here by $Q^S$, and showed that
\[ V^{\text{odd}} = \text{const.} \int_M Q^S. \]
The construction of $Q^S$ can also be applied to the case $n$ even; Chang, Qing and Yang [12] showed that $Q^S$ is a conformal primitive of the $Q$-curvature and satisfies
\[ V^{\text{even}} = \text{const.} \int_M (Q^S + v), \]
where $v$ is a local invariant of the scale in $[g]$ that corresponds to $x$. In this respect, the total $Q$-prime curvature looks more like $V^{\text{odd}}$.

We next consider the variation of $L$ and $V$ for a given family of Poincaré metrics $g_+^t$ on $X$ with conformal infinities $[g_+^t]$ on $M$. Set $g = g_0$ and $\hat{g} = (d/dt)|_{t=0} g_+^t$. Then the conformal invariant $L([g_+^t])$ satisfies
\[ \left. \frac{d}{dt} L([g_+^t]) \right|_{t=0} = \text{const.} \int_M (O, \hat{g}) d\nu_g, \]
where $O$ is the obstruction tensor for $[g_0]$ and the inner product is defined by the scale $g = g_0$; see [25]. It corresponds to the variational formula in Theorem 1.2.

When $n$ is odd, $V^{\text{odd}}$ depends only on $g_+^t$ and satisfies
\[ \left. \frac{d}{dt} V^{\text{odd}}(g_+^t) \right|_{t=0} = \text{const.} \int_M (g^{(n)}, \hat{g}) d\nu_g, \]
where \( g^{(n)} \) is the globally determined term in the expansion of \( g_x \); see [2, 3]. When \( n \) is even, \( V_{\text{even}} \) also depends on the choice of a scale \( g^t \) and we have

\[
\frac{d}{dt} V_{\text{even}}(g^t, g^t) \bigg|_{t=0} = \text{const.} \int_M (g^{(n)} + H(g)) dv_g,
\]

where \( H(g) \) is a 2-tensor locally determined by \( g \); see [4, 29]. In both cases, unlike \( L \), the variations are given by globally determined terms in \( g + \).

Finally, let us emphasize the fact that the defining functions used in the renormalization are different in conformal and CR cases: \( x \) is chosen so that \( g + \) becomes diagonal, and the Fefferman defining function \( r \) is the exponential of a Kähler potential of \( g_+ \). Hence our definition of the renormalized volume for strictly pseudoconvex domains are not the precise counterpart of the conformal case. (See [35, 39] for studies of the volume expansion for \( x \) in the CR case.) However, the defining function \( r \) is the key tool in the parabolic invariant theory [16, 31] and has better biholomorphic invariance properties; we believe the new renormalized volume should be a fundamental object of study.

1.6. Plan of the paper. In §2, we recall basic tools in the differential geometry of CR manifolds including the Tanaka–Webster connection, the ambient metric and pseudo-Einstein contact forms. We here use the flat metric of the canonical bundle to define pseudo-Einstein contact forms, which is useful when we study the deformations of strictly pseudoconvex domains. In §3, we define the \( Q \)-prime curvature and express the renormalized volume in terms of the total \( Q \)-prime curvature \( Q' \). §4 is a preliminary to the proof of the variational formulas. We use the Hamiltonian flow on the ambient space to describe deformation of domains in a complex manifold. In §5, we prove the first and second variational formulas of the total \( Q \)-prime curvature. The last section, §6, is devoted to an explicit calculation of \( Q' \) for 5-dimensional CR manifolds. In the appendix, by Rod Gover and the first author, we study the property of CR invariant differential operator \( P_{n+3} \) that appears in the second variational formula of \( Q' \).

Notations. We use Einstein’s summation convention and assume that

- uppercase Latin indices \( A, B, C, \ldots \) run from 0 to \( n + 1 \);
- lowercase Latin indices \( a, b, c, \ldots \) run from 1 to \( n + 1 \);
- lowercase Greek indices \( \alpha, \beta, \gamma, \ldots \) run from 1 to \( n \).

The letter \( i \) denotes \( \sqrt{-1} \).

2. Preliminaries

2.1. Pseudo-hermitian geometry. Let \( \Omega \) be a relatively compact domain with \( C^\infty \) boundary in a complex manifold \( X \) of dimension \( n + 1 \geq 2 \). Then the boundary \( M = \partial \Omega \) inherits a CR structure \( T^{1,0} := CTM \cap T^{1,0}X \). We set \( T^{0,1} = \overline{T^{1,0}} \) and \( \mathcal{H} = \text{Re} T^{1,0} \). Then there is a real 1-form \( \theta \) on \( M \) such that \( \ker \theta = \mathcal{H} \). The Levi form of \( \theta \) is the hermitian form on \( T^{1,0} \) defined by

\[
L_\theta(Z, W) = -2i d\theta(Z, \overline{W}).
\]

We assume that \( T^{1,0} \) is strictly pseudoconvex in the sense that the Levi form is positive definite for a choice of \( \theta \); such a \( \theta \) is called a pseudo-hermitian structure, or a (positive) contact form. If we take a defining function \( \rho \in C^\infty(X) \) of \( M \) which is positive in \( \Omega \), then a contact form is given by

\[
\theta = d^c \rho|_{TM}, \quad \text{where } d^c = \frac{i}{2} (\partial - \overline{\partial}).
\]
In this case, we say that \( \rho \) is normalized by \( \theta \). For a choice of a contact form \( \theta \), we may uniquely determine a real vector field \( T \) on \( M \), called the Reeb vector field, by
\[
T \cdot d\theta = 0, \quad \theta(T) = 1.
\]
Let us take a frame \( Z_\alpha \) of \( T^{1.0} \) and set \( \tilde{Z}_\alpha = Z_{\bar{\alpha}} \). Then the set
\[
T, \; Z_\alpha, \; \tilde{Z}_\alpha
\]
forms a frame of \( \mathcal{CT}M = \mathcal{CT} \oplus T^{1.0} \oplus T^{0.1} \). The dual frame \( \theta^\alpha, \theta^{\bar{\alpha}} \) is said to be an admissible coframe and satisfies
\[
d\theta = i \ell_{\alpha\bar{\sigma}} \theta^\alpha \wedge \theta^{\bar{\sigma}}
\]
for a positive hermitian matrix \( \ell_{\alpha\bar{\sigma}} \). We will use Greek indices to refer to the frames of \( T^{1.0} \) and \( (T^{1.0})^* \) and denote the bundles by \( E^\alpha \) and \( E_\alpha \), respectively; we will also use \( E^\alpha \) and \( E_\alpha \) to denote the corresponding spaces of smooth sections. The conjugate bundles are denoted by \( E^\alpha \) and \( E_\alpha \) and the tensor products of these bundles by the list of indices, e.g., \( \mathcal{E}_{\alpha\bar{\sigma}} \) stands for \( (T^{1.0})^* \otimes (T^{0.1})^* \).

Let \( K_X = \wedge^{n+1} (T^{1.0}X)^* \) be the canonical bundle of \( X \). The restriction of \( K_X \) over \( M \) defines the canonical bundle \( K_M \) of \( M \), which can be identified with the subbundle of \( \wedge^{n+1} \mathcal{CT}^*M \) defined by the equation \( Z_\alpha : \zeta = 0 \) for all \( Z \in T^{1.0} \).

Deleting the zero sections from these bundles, we define \( \mathcal{C}_\alpha \)-bundles \( \tilde{X} = K_X \setminus \{0\} \) and \( \mathcal{N} = K_M \setminus \{0\} \). Then \( \mathcal{N} \) is a pseudoconvex real hypersurface of \( \tilde{X} \); the Levi form degenerates in the fiber direction. For \( \lambda \in \mathcal{C}_\alpha \), we define the dilation \( \delta_\lambda : \tilde{X} \to \tilde{X} \) by scalar multiplication
\[
\delta_\lambda(\zeta) = \lambda^{n+2} \zeta.
\]

For \( w \in \mathbb{R} \), the density bundle of weight \( w \) over \( X \) is defined by
\[
\tilde{\mathcal{E}}(w) = (K_X)^{-w/(n+2)} \oplus (K_X)^{-w/(n+2)}
\]
and the one over \( M \) is defined by \( \mathcal{E}(w) = \tilde{\mathcal{E}}(w)|_M \), the restriction of \( \tilde{\mathcal{E}}(w) \) over \( M \).

As before, \( \tilde{\mathcal{E}}(w) \) and \( \mathcal{E}(w) \) will also stand for the space of densities, i.e., sections of these bundles. While the fractional power \( (K_X)^{-1/(n+2)} \) may exist only locally, these bundles are globally defined. The densities can be identified with functions of homogeneous degree \( (w, w) \):
\[
\tilde{\mathcal{E}}(w) = \{ f \in C^\infty(\tilde{X}, \mathbb{C}) : \delta_\lambda f = |\lambda|^w f \quad \text{for any} \quad \lambda \in \mathbb{C}_\alpha^* \}
\]
and \( \mathcal{E}(w) = \{ f|_\mathcal{N} \in C^\infty(\mathcal{N}, \mathbb{C}) : f \in \tilde{\mathcal{E}}(w) \} \).

We next recall the relation between a contact form \( \theta \) and a non-vanishing section \( \zeta \) of \( K_M \). Let \( T \) be the Reeb vector field of \( \theta \). Then we say that \( \theta \) is normalized with respect to \( \zeta \) if
\[
\theta \wedge d\theta^\alpha = i^{n^2} n! \theta \wedge (T_\alpha) \wedge (T_\bar{\alpha})
\]
holds. If \( \tilde{\zeta} = \lambda \zeta \), then \( \tilde{\theta} \) normalized by \( \tilde{\zeta} \) is given by \( \tilde{\theta} = |\lambda|^{2/(n+2)} \theta \). Since \( |\zeta|^{-2/(n+2)} \) defines a section of \( \mathcal{E}(1) \), the section \( \theta := \theta \otimes |\zeta|^{-2/(n+2)} \) of \( T^*M \otimes \mathcal{E}(1) \) is independent of \( \theta \). Under the scaling \( \theta = e^s \theta \), the Levi metric is scaled by \( \ell_{\alpha\bar{\sigma}} = e^s \ell_{\alpha\bar{\sigma}} \); hence we have a canonical section \( l_{\alpha\bar{\sigma}} \in \mathcal{E}_{\alpha\bar{\sigma}}(1) := \mathcal{E}_{\alpha\bar{\sigma}} \otimes \mathcal{E}(1) \) and its inverse \( l_{\alpha\bar{\sigma}}^\alpha \in \mathcal{E}_{\alpha\bar{\sigma}}(-1) \). We will use \( l_{\alpha\bar{\sigma}} \) and \( l_{\alpha\bar{\sigma}}^\alpha \) to lower and raise the indices unless otherwise stated.

A choice of \( \theta \) determines the Tanaka–Webster connection \( \nabla \) on \( TM \): it is given in terms of an admissible frame by
\[
\nabla Z_\alpha = \omega^\beta_\alpha \otimes Z_\beta, \quad \nabla \tilde{Z}_\alpha = \omega^\bar{\sigma}_\alpha \otimes \tilde{Z}_\bar{\sigma}, \quad \nabla T = 0.
\]
The connection forms \( \omega^\beta_\alpha, \omega^\bar{\sigma}_\alpha \) satisfy
\[
d\theta^\alpha = \theta^\alpha \wedge \omega^\beta_\alpha + A^\beta_\alpha \theta \wedge \theta^\bar{\sigma}, \quad \omega^\bar{\sigma}_\alpha + \omega^\bar{\sigma}_\alpha = dl_{\alpha\bar{\sigma}}.
where the indices of the connection forms are lowered by $\ell_{\alpha\beta}$. The tensor $A_{\alpha\beta} = \overline{A_{\alpha\beta}} \in \mathcal{E}_{\alpha\beta}$ is shown to be symmetric and is called the Tanaka–Webster torsion. There is an induced connection on the canonical bundle $K_M$ and also on the density bundles $\mathcal{E}(w)$. Then it is known that $\nabla \theta = 0$ and $\nabla l = 0$. The curvature of the connection is defined by

$$d\omega_{\alpha\beta} - \omega_{\alpha\gamma} \wedge \omega_{\gamma\beta} = R_{\alpha\beta\rho} \rho \wedge \theta^\rho \mod \theta, \theta^\alpha \wedge \theta^\sigma, \theta^\alpha \wedge \theta^\gamma, \theta^\alpha \wedge \theta^\gamma.$$

We call $R_{\alpha\beta\gamma\tau} \in \mathcal{E}_{\alpha\beta\gamma\tau}$ the Tanaka–Webster curvature. The Ricci tensor and the scalar curvature are defined by

$$Ric_{\alpha\beta} = R_{\gamma\alpha\beta\gamma}, \quad Scal = Ric_{\alpha\alpha}.$$  

We denote the components of successive covariant derivatives of a tensor by subscripts preceded by a comma, as in $A_{\alpha\beta,\gamma}$. When the derivatives are applied to a function, we omit the comma. With these notations, we set

$$\partial_\theta f = f_\theta, \quad \overline{\partial}_\theta f = f_{\overline{\theta}}.$$  

We call a function satisfying $\partial_\theta f = 0$ a CR holomorphic function and call a real valued function that can be locally written as the real part of a CR holomorphic function a CR pluriharmonic function. A CR holomorphic (resp. CR pluriharmonic) function can be extended to a holomorphic (resp. pluriharmonic) function on the pseudoconvex side of $M$.

We will use the index 0 to denote the $\theta$ component. Then the commutator of the derivatives on $f \in \mathcal{E}(w)$ are given by

$$2f_{[\alpha\beta]} = 0, \quad 2f_{[\alpha\overline{\beta}]} = i l_{\alpha\overline{\beta}} f_0, \quad 2f_{[\theta\alpha]} = A_{\alpha\beta} f^\beta$$  

and the Bianchi identities give

$$A_{\alpha[\beta,\gamma]} = 0, \quad A_{\alpha\beta} + A_{\alpha\overline{\beta}} + \overline{\theta} \theta = Scal.$$  

Here $[\cdots]$ indicates antisymmetrization over the enclosed indices. We also recall that

$$d\omega_{\gamma\alpha} = Ric_{\alpha\beta} \theta^\alpha \wedge \theta^\beta + A_{\gamma\alpha} \theta^\beta \wedge \theta - A_{\alpha\beta} \theta^\beta \wedge \theta.$$  

See [36, §2] for the proofs of the formulas listed above.

We next define the Graham–Lee connection on $TX$ which is compatible with the Tanaka–Webster connection on each leaf $\{\rho = \epsilon\}$. Let

$$\theta = d^c \rho.$$  

Then there exists a uniquely determined $(1,0)$-vector field $\xi$ on $X$ near $M$ such that

$$\xi \cdot d\theta = i \kappa \overline{\partial} \rho, \quad \xi \rho = 1$$  

holds a smooth function $\kappa$, called the transverse curvature of $\rho$. We set

$$\xi = N + \frac{i}{2} T$$  

for real vector fields $N$ and $T$. Then $N \rho = 1$ and $T$ gives the Reeb vector field on each leaf with a contact form induced by $\theta$. If we set

$$\ker \partial_\rho = \{ Z \in T^{1,0} X : Z \rho = 0 \},$$  

then $T^{1,0} X = \ker \partial_\rho \oplus \xi$. Let $Z_\alpha$ be local sections of $\ker \partial_\rho$ that form a local frame. Then setting $Z_{n+1} = \xi$, we obtain a local frame $Z_\alpha$ of $T^{1,0} X$. The dual frame $\theta^\alpha$ of $Z_\alpha$ satisfies $\theta^{n+1} = \partial_\rho$ and

$$d\theta = i l_{\alpha\ell} \theta^\alpha \wedge \theta^\beta + i \kappa \overline{\partial} \rho \wedge \overline{\theta}.$$  

**Proposition 2.1** ([28]). There exists a unique linear connection $\nabla$ on $TX$ near $M = \{\rho = 0\}$ with the properties:
(a) $\nabla$ preserves $\xi$ and $\ker \partial \rho$.

(b) The connection forms $\varphi_{\alpha \beta}$ on $\ker \partial \rho$, defined by $\nabla Z_\alpha = \varphi_{\alpha \beta} \otimes Z_\beta$, satisfy the structure equations

\begin{align}
\text{(2.6)} \quad & d\theta^\alpha = \theta^\beta \wedge \varphi_{\alpha \beta}^\beta + i A^\alpha \tilde{\omega} \wedge \theta^\beta - \ell \tilde{\omega}(Z_{\alpha \beta}^\gamma) \partial \rho \wedge \tilde{\omega} - \frac{1}{2} \nu \partial \rho \wedge \theta^\alpha, \\
\text{(2.7)} \quad & \varphi_{\alpha \beta} + \tilde{\varphi}_{\alpha \beta} = df_{\alpha \beta}.
\end{align}

where the indices are lowered by using $f_{\alpha \beta}$.

The structure equations imply that if $Y$ and $Z$ are tangent to $M^\epsilon = \{ \rho = \epsilon \}$, then

$$
\nabla_Y Z = \nabla^\epsilon_Y Z,
$$

where $\nabla^\epsilon$ is the Tanaka–Webster connection on $M^\epsilon$.

2.2. The ambient metric. Let $\rho \in \tilde{E}(1)$ be a defining function of $\mathcal{N} \subset \tilde{X}$ that is positive on the pseudoconvex side. Then

$$
\tilde{g}[\rho] = (\tilde{g}_{\alpha \beta}) = (\partial_A \partial_B \rho)
$$

gives a Lorentz–Kähler metric in a neighborhood of $\mathcal{N}$, which is called a pre-ambient metric. Here the upper case Latin indices $A, B$ run through $0, 1, \ldots, n + 1$. We will use $\tilde{g}_{\alpha \beta}$ and its inverse $\tilde{g}^{\alpha \beta}$ to lower and raise the upper case indices. Let us take coordinates $z^\alpha$ of $X$ and define a fiber coordinate $\lambda$ of $\tilde{X} = K_X$ by $\lambda dz^1 \wedge \cdots \wedge dz^{n+1}$.

Then choosing a branch $z^0 = \lambda^{1/(n+2)}$, we may write $\rho = |z^0|^2 \rho$ for a function $\rho$ on $X$. Let $Z_0 = z^0 \partial_{z^0}$, which is independent of the choice of branch. Then combining with the frame $Z_\alpha$ of $T^1,0 X$ given in the definition of Graham–Lee connection, we obtain a frame $Z_A = (Z_0, Z_\alpha)$ of $T^1,0 \tilde{X}$ and its dual frame $\theta^0 = d \log z^0$, $\theta^\alpha$, $\theta^{n+1} = \partial \rho$.

With these frame/coframe, the components of the pre-ambient metric and its inverse are given by

\begin{align}
\text{(2.8)} \quad & \tilde{g}_{\alpha \beta} = |z^0|^2 \begin{pmatrix}
\rho & 0 & 0 \\
0 & -\ell_{\alpha \beta} & 1 \\
0 & 1 & -\kappa
\end{pmatrix}, \\
& \tilde{g}^{\alpha \beta} = |z^0|^{-2} \begin{pmatrix}
\kappa & 0 & 0 \\
0 & -\ell_{\alpha \beta} & 1 \\
0 & 1 & 0
\end{pmatrix} + O(\rho).
\end{align}

In view of this, we see that the dual vector field of $\partial \rho$ is $Z_0$. Therefore, for $F \in \tilde{E}(w)$, we have $\rho^A F_A = w F$.

In the computations using $\tilde{g}$, it is also useful to employ homogeneous coordinates $X^A$ defined by $X^0 = z^0$, $X^\alpha = z^0 z^\alpha$.

Then, with the frame $\partial_A = \partial / \partial X^A$, we have $X^A \rho_A = \rho$. Hence applying $\partial_{\alpha \beta}$, we get $X^A \tilde{g}_{\alpha \beta} = \rho_{\alpha \beta}$ and so $\rho^A = X^A$, where the index is raised by $\tilde{g}^{\alpha \beta}$. Since the Christoffel symbol is given by $\Gamma^c_{AB} = \tilde{g}^{C \gamma} \partial_{AB} \rho_C$, we have

$$
\text{(2.9)} \quad \rho_{AB} = \partial_A \rho_B - \Gamma^C_{AB} \rho_C = \partial_{AB} \rho - X^C \partial_{AB} \rho C \rho = 0.
$$

We normalize $\rho$ by imposing a complex Monge–Ampère equation. On the canonical bundle $K_X$, there is a tautological $(n+1,0)$-form $\xi$ and hence $d\xi$ gives a canonical $(n+2,0)$-form on $\tilde{X}$. It gives a volume form on $\tilde{X}$:

$$
\tilde{dv} = i^{(n+2)^2} d\xi \wedge \overline{d\xi}.
$$
We consider the Monge–Ampère equation for $\rho \in \mathcal{E}(1)$ in a neighborhood of $\mathcal{N} \subset \overline{X}$:

$$(dd^c \rho)^{n+2} = k_n \overline{dv}.$$ 

Here $k_n = -(n + 1)!/(n + 2)$, which is chosen so that this equation is reduced to $\mathcal{J}[\rho] = 1$ in each set of local coordinates $z$ on $X$. Fefferman’s theorem \cite{Fefferman} on approximate solution to $\mathcal{J}[\rho] = 1$ can be reformulated as follows:

**Proposition 2.2.** (i) There exists a defining function $r \in \mathcal{E}(1)$ of $\mathcal{N}$ such that

$$(dd^c r)^{n+2} = k_n (1 + O r^{n+2}) \overline{dv}$$

for a function $O \in \mathcal{E}(-n - 2)$. Moreover, such an $r$ is unique modulo $O(r^{n+3})$ and $O$ modulo $O(r)$ is independent of the choice of $r$.

**Definition 2.3.** We call $r$ and $O$, respectively, the Fefferman defining function and the obstruction function. The ambient metric of $M$ is defined to be $\mathring{g}[r]$.

The Fefferman defining function $r$ gives a 1-form on $\mathcal{N}$:

$$\theta = d^c r|_{TN},$$

which can be identified with the previously defined $\theta = \theta \otimes |\zeta|^{-2/2(n+2)}$. In fact, for a section $\zeta$ of $\mathcal{N} \to M$, the pull-back $\theta = \zeta^* \theta$ is normalized with respect to $\zeta$; see \cite{Hua} Prop. 5.2. In terms of $\theta$ on $\mathcal{N}$, the identification of $\varphi \in \mathcal{E}(-n - 1)$ with a volume form on $M$ is given as follows. Since $\delta^*_n \theta = |\lambda|^2 \theta$, we have $\delta^*_n \theta \wedge (d\theta)^n = |\lambda|^{2(n+1)} \theta \wedge (d\theta)^n$. It follows that $\varphi \theta \wedge (d\theta)^n$ is invariant under $\delta^*_n$ and the pull-back $\zeta^*(\varphi \theta \wedge (d\theta)^n)$ is a volume form on $M$ which is independent of $\zeta$.

### 2.3. Flat metric on the canonical bundle and pseudo-Einstein condition.

For a hermitian CR line bundle $L$ over $M$ (in the sense that the transition functions are chosen to be CR holomorphic), we may lift $\overline{\partial}_b$ to

$$\overline{\partial}_b : \mathcal{C}^\infty(M, L) \to \mathcal{C}^\infty(M, (T^{0,1})^* \otimes L).$$

We consider a connection $D : \mathcal{C}^\infty(M, L) \to \mathcal{C}^\infty(M, \mathcal{C}T^* \otimes L)$ such that the restriction

$$D^{0,1} : \mathcal{C}^\infty(M, L) \to \mathcal{C}^\infty(M, (T^{0,1})^* \otimes L)$$

agrees with $\overline{\partial}_b$. By analogy with the construction of the Chern connection of holomorphic hermitian vector bundles over complex manifolds, we can uniquely define a metric connection $D$ for the direction $T^{1,0} \oplus T^{0,1}$. However, to fix the derivative in the transversal direction, we need to impose an additional normalization on the curvature

$$R^D(V, W)\zeta = D_V D_W \zeta - D_W D_V \zeta = D_{[V, W]} \zeta.$$  

The Tanaka connection of a CR line bundle with a hermitian metric $(L, h)$ is a metric connection uniquely determined by the normalizations $D^{0,1} = \overline{\partial}_b$ and

$$\text{tr} R^D := \mathring{R}^{\overline{\partial}} R^D(Z_\alpha, Z_{\overline{\alpha}}) = 0,$$

where $Z_\alpha$ is a frame of $T^{1,0}$; see \cite{RS}. We say that the metric $h$ is flat if the Tanaka connection is flat. See \cite{RS} for more comprehensive study of the connections on CR bundles.

Now we specialize $L$ to the canonical bundle $K_M$. We can see that the Tanaka connection is consistent with the Chern connection on the canonical bundle of $X$ as follows. Let $\Omega \subset X$ be a strictly pseudoconvex domain and $M = \partial \Omega$. Let $h$ be a hermitian metric on $K_X$, which can be identified with a homogenous function $\overline{h} \in \mathcal{E}(n + 2)$. Hence its restriction to $\mathcal{N}$ gives a density $h \in \mathcal{E}(n + 2)$. We fix an ambient metric $\mathring{g}[r]$ of $M$ and denote the Kähler Laplacian by $\mathring{\Delta} = \mathring{g}^{\overline{\partial}\overline{\partial}} \Delta_{\overline{\partial}\overline{\partial}}$. 
Lemma 2.4. Let $D$ be the connection of $K_M$ given by the restriction of the Chern connection $\tilde{D}$ of $(K_X, \tilde{h})$. Then $D$ is the Tanaka connection of $(K_M, h)$ if and only if $\Delta \log \tilde{h} = O(r)$.

Proof. It suffices to verify the condition $\text{tr} R_D = 0$. The curvature form of $\tilde{D}$ is $dd^c \log \tilde{h}$, and that of $D$ is given by the restriction. Since $\tilde{h}$ is locally expressed as $|z_0|^2 h$, where $h$ is a basic function, it follows that $Z_{0} \cdot \partial \Delta \log \tilde{h} = 0$. Hence by the matrix expression of $\tilde{g}^{n\bar{n}}$ given in (2.8), we have

$$\text{tr} R_D = (\Delta \log \tilde{h})|_M.$$ 

Hence $\text{tr} R_D = 0$ is equivalent to $\Delta \log \tilde{h} = O(r)$. \hfill $\square$

We next compare the Tanaka connection with the connection induced from the Tanaka–Webster connection. For a contact form $\theta$, take a section $\zeta$ of $K_M$ which normalizes $\theta$. Then there is a unique metric $h_\theta$ of $K_M$ such that $|\zeta|_{h_\theta} = 1$. This gives a one-to-one correspondence between the contact forms on $M$ and metrics on $K_M$. Let $\nabla$ be the Tanaka–Webster connection on $TM$ for $\theta$. Then there is an induced metric connection on $(K_M, h_\theta)$, which is also denoted by $\nabla$. The relation between $\nabla$ and the Tanaka connection $D$ is given as follows.

Lemma 2.5. For any section $\zeta$ of $K_M$, one has

$$D\zeta = \nabla \zeta - \frac{i}{n} \text{Scal} \theta \otimes \zeta,$$

and the curvature of $D$ is given by

$$R_D = -(\text{tf Ric})_{\alpha\beta}^{\bar{\alpha}\bar{\beta}} \theta^\alpha \wedge \theta^\bar{\beta} - S_{\alpha} \theta^\alpha \wedge \theta + S_{\bar{\alpha}}^{\bar{\beta}} \theta^\alpha \wedge \theta,$$

where $(\text{tf Ric})_{\alpha\beta}^{\bar{\alpha}\bar{\beta}} = \text{Ric}_{\alpha\beta} - \frac{1}{n} \text{Scal} l_{\alpha\beta}$ and $S_{\alpha} = \overline{S_{\bar{\alpha}}} = \frac{1}{n} \text{Scal}_{\alpha} + A_{\alpha\gamma\gamma}$. 

Proof. The curvature of $\nabla$ on $K_M$ is given by (see [36 §4])

$$R^\nabla (Z_{\alpha}, Z_{\bar{\beta}}) = - \text{Ric}_{\alpha\bar{\beta}}.$$

It follows that $\text{tr} R^\nabla = - \text{Scal}$. Thus the difference between $D$ and $\nabla$ is given by (2.11) and the connection form of $D$ is

$$\eta = -\omega_\alpha^{\alpha} - \frac{i}{n} \text{Scal} \theta.$$

Using (2.11), we obtain (2.12). \hfill $\square$

Now we formulate Lee’s pseudo-Einstein condition (originally given in the case $n \geq 2$) in terms of the metric on the canonical bundle.

Proposition 2.6. For a contact form $\theta$ on $M$, the following are equivalent:

1. The metric $h_\theta$ of $K_M$ is flat.
2. The metric $h_\theta$ extends to a metric of $K_X|_\Omega$ that is flat near the boundary.
3. Locally, $\theta$ is normalized with respect to a closed section of $K_M$.
4. The Tanaka–Webster connection of $\theta$ satisfies

$$\begin{cases}
\text{tf Ric} = 0 & \text{if } n > 1, \\
\text{Scal}_1 - i A_{11}^{11} = 0 & \text{if } n = 1.
\end{cases}$$

In (2), the flat extension of $h_\theta$ is unique near the boundary.

Definition 2.7. A contact form $\theta$ is pseudo-Einstein if one of the equivalent conditions in the proposition above holds. We denote by $\mathcal{PE}$ the set of all pseudo-Einstein contact forms on $M$. 


Proof of Proposition 2.6. The Bianchi identity $dd\eta = 0$ for the curvature of $D$ gives $$(\text{tr Ric})_{a\beta} = -i(n - 1)S_{\alpha}.$$ Hence, in view of (2.12), the condition (1) is equivalent to (4) in all dimensions.

By Lemma 2.4, if we extend $h\theta$ to $\tilde{h}$ by imposing $\tilde{\Delta} \log \tilde{h} = O(r)$, then the curvature of $h\theta$ is given by the restriction of $dd^c \log h$ to $M$. Hence (1) holds if and only if $\log h\theta$ is CR pluriharmonic; see [32, Lem. 3.2]. This is equivalent to (2) asserting that the extension $\log \tilde{h}$ is pluriharmonic on the pseudoconvex side. The equivalence of (3) and (4) has been proved in [36, Thm. 4.2] in the case $n \geq 2$ and [32, Prop. 5.1] in the case $n = 1$. □

By the condition (1) or (3), it is clear that if $\theta \in PE$, then $e^{u\theta} \in PE$ if and only if $u$ is CR pluriharmonic.

3. Total $Q$-prime curvature and renormalized volume

3.1. Definition of the total $Q$-prime curvature. For a pseudo-Einstein contact form $\theta \in PE$, we have a flat metric $h\theta$ on $K_M$ and its unique flat extension, which we also denote by $h\theta$.

Definition 3.1. The $Q$-prime curvature of $\theta \in PE$ is defined by

$$Q_\theta'(n + 2) = \frac{1}{-n - 1} \Delta_{M,\theta} (\log h\theta)^2 \in \mathcal{E}(-n - 1).$$

The constant $(n + 2)^{-2}$ is chosen so that the definition agrees with the one in [32], where the bundle $K_1^{1/(n+2)}$ is used in place of $K_X$. The total $Q$-prime curvature of $(M, \theta)$ is defined to be the integral

$$\mathcal{Q}' = \int_M Q_\theta'.$$

Using the flat metric $h\theta$, we set $r = r/h_\theta^{1/(n+2)}$, which we call the Fefferman defining function associated with $\theta$, and define a Kähler metric $g$ near the boundary by the Kähler form $\omega = dd^c \log r$. Then we can write $\mathcal{Q}'$ as the logarithmic term in the expansion (1.6).

If $\Omega \subset C^{n+1}$, we may replace $g$ in the formula (1.6) by the complete Kähler–Einstein metric $g_+$ given by Cheng–Yau and $r$ by the exact solution $u$ to the Monge–Ampère equation. More generally, if $g_+$ is a globally defined complete Kähler–Einstein metric on $\Omega \subset X$ that is given by $dd^c \log u$ with a function $u$ of the form (1.2) near $\partial \Omega$, then the same replacement is possible, as we shall confirm below.

Lemma 3.2. For $r$ and $u$ as above, let $\omega_+ = \omega + dd^c \varphi$, where $\varphi$ is a function on $\Omega$ agreeing with $\log u - \log r$ near $\partial \Omega$. Then

$$\int_{u>\epsilon} \partial \log u \wedge \overline{\partial} \log u \wedge \omega_+^n = \int_{r>\epsilon} \partial \log r \wedge \overline{\partial} \log r \wedge \omega^n + O(1)$$

and

$$\int_{u>\epsilon} \omega_+^{n+1} = \int_{r>\epsilon} \omega^{n+1} + O(\epsilon \log \epsilon).$$

In each equation, one can also replace $u > \epsilon$ by $r > \epsilon$, and vice versa.

Proof. We first examine the choice of defining function. Take a trivialization of $\Omega$ near the boundary $M \times (0, 1)$ such that the second component agrees with $r$. In each equality, the integrand is of the form $f(x, r)\sigma \wedge dr$ with a function $f(x, r) =$
$O(r^{-n-2})$, where $x$ is a coordinate on $M$ and $d\sigma$ is a fixed volume form on $M$. Thus
\[
\int_{u<\epsilon} f(x,r) dr \wedge d\sigma - \int_{r>\epsilon} f(x,r) dr \wedge d\sigma = \int_M \int_{r_c(x)} f(x,r) dr d\sigma,
\]
where $r_c(x)$ is defined by $u(x,r_c(x)) = \epsilon$. Since $r_c(x) = \epsilon(1 + O(\epsilon^{n+1} \log \epsilon))$, we have
\[
\int_{r_c(x)} |f(x,r)| dr = O \left( \left[ r^{-n-1} \right]^{\epsilon(1 + O(\epsilon^{n+1} \log \epsilon))} \right) = \epsilon^{-n-1} O(\epsilon^{n+1} \log \epsilon) = O(\epsilon \log \epsilon).
\]
This estimate is uniform over $M$.

We next prove the first equation with $u > \epsilon$ replaced by $r > \epsilon$ on the left-hand side. Differentiating (1.2), we have
\[
\partial u = \partial r + O(r^{n+2} \log r),
\]
\[
\partial \partial u = \partial \partial r + O(r^{n+2} \log r) \mod \partial r
\]
and thus
\[
\partial u \wedge \partial \partial u = \partial r \wedge \partial \partial r + O(r^{n+2} \log r).
\]
It follows that
\[
\partial \log u \wedge \partial \log u \wedge \omega_0^n = \partial \log r \wedge \partial \partial r \wedge \omega^n + O(\log r).
\]
The integration of the difference $O(\log r)$ over $r > \epsilon$ gives $O(1)$.

To prove the second formula, we write
\[
\omega_{n+1} = \omega^{n+1} + dd^c \varphi \wedge \Phi,
\]
where $\Phi = \sum_{j=0}^n (n+1) j^{(n+1)} (dd^c \varphi)^j \wedge \omega^{n-j}$. Since $\Phi$ is closed, we have
\[
\int_{r>\epsilon} \omega_{n+1} - \omega^{n+1} = \int_{r=\epsilon} d^c \varphi \wedge \Phi.
\]
On the other hand, $d^c \varphi = O(r^{n+1} \log r)$ and $\Phi = O(r^{-n}) \mod dr$ give $d^c \varphi \wedge \Phi = O(r \log r) \mod dr$. Hence the right-hand side of (3.2) is $O(\epsilon \log \epsilon)$. □

### 3.2. Proof of Theorem 1.1
For $\theta \in PE$, let $r = r/h_{\theta}^{1/(n+2)}$. Then we may write $\omega_+ = \omega + dd^c \varphi$ as in Lemma 3.2. To compute the renormalized volume $V$, $\omega_+^{n+1}$ can be used in place of $\omega_+^{n+1}$. Since $\omega$ is given by $dd^c \log r$ near $\partial \Omega$,
\[
\omega = dd^c \log r + \omega_0,
\]
where $\omega_0$ has compact support. The pair $(\omega_0, 0) \in \Lambda^2(\Omega) \oplus \Lambda^1(\partial \Omega)$ defines a relative cohomology class $c_1(K\Omega) \in H^2(\Omega, \partial \Omega; \mathbb{R})$ which projects to $c_1(K\Omega) \in H^2(\Omega; \mathbb{R})$. Taking the power of (3.3), we get
\[
\omega^{n+1} = (dd^c \log r)^{n+1} + \omega_0^{n+1} + d\eta = d \left( r^{-1} \vartheta \wedge (d(r^{-1} \vartheta))^{n+1} \right) + \omega_0^{n+1} + d\eta,
\]
where $\vartheta = d^c r$ and $\eta$ is a compactly supported $(2n + 1)$-form on $\Omega$. Thus Stokes’ theorem implies
\[
\int_{\Omega} \omega^{n+1} = \int_{\partial \Omega} \frac{d \vartheta}{r} \wedge (d \left( \frac{\vartheta}{r} \right))^{n+1} + \int_{\Omega} \omega_0^{n+1}.
\]
Note that any different choice of $\theta \in PE$ gives the same integral of $\omega_0^{n+1}$. In fact, using Proposition 2.10 (2), one can show that the change of $\omega_0^{n+1}$ is of the form $d\eta'$ with $\eta'$ compactly supported.
Lemma 4.1. Let \( F \) be a smooth family of \( C^{1,\infty} \) functions on \( M \) with respect to \( \rho = r \). We regard \( \theta \) as a 1-form on this product by pulling it back via the natural projection onto \( M \). Then we have
\[
\theta \wedge (d\theta)^n = s(x,r)\theta \wedge (d\theta)^n \mod \text{mod}
\]
for a function \( s(x,r) \). Hence
\[
\int_{\partial M^*} \frac{\theta}{r} \left( d\left( \frac{\theta}{r} \right) \right)^n = e^{-n-1} \int_M s(x,r) \theta \wedge (d\theta)^n.
\]
Comparing the constant terms in (3.4) gives
\[
(n + 1)!V = \int_M \frac{s(n+1)}{(n + 1)!} \theta \wedge (d\theta)^n + \int_\Omega \omega^{n+1}_0,
\]
where we have set \( s^{(j)} = N^{ij} s |_M \).

On the other hand, near the boundary, we have
\[
|d log r|^2_g dv_g = -2i\partial log r \wedge \overline{\partial} log r \wedge \frac{\omega^n}{n!} = \frac{2}{n!} \frac{dr \wedge \theta \wedge (d\theta)^n}{r^{n+2}}
\]
Thus comparing the coefficient of \( log \epsilon \) in (3.3) gives
\[
\Omega = \left( -1 \right)^{n+1} \frac{12 \cdot n!}{n + 1} \int_M s^{(n+1)} \theta \wedge (d\theta)^n.
\]
This completes the proof of the theorem. \( \square \)

4. Hamiltonian flow on the ambient space

4.1. Hamiltonian flow. Let \( M_t, t \in (-1,1) \), be a smooth family of strictly pseudoconcave real hypersurfaces in a complex manifold \( X \). Setting \( N_t = K^*_t M_t \), we take a smooth family of Fefferman defining functions \( \rho_t \) of \( N_t \) and denote the family of ambient metrics by \( g_t = \tilde{g} [r_t] \). For \( t = 0 \), we will omit the subscript 0. We use ‘dot’ for the derivative in \( t \), e.g. \( \dot{r}_t = (d/dt) r_t \).

For a smooth family of complex valued functions \( F_t \in \tilde{E}(1) \), we define a time-dependent real vector field on \( \tilde{X} \), the gradient of \( F_t \), by
\[
Y_t = \text{Re} \left( (F_t)^\lambda \partial_\lambda \right),
\]
where the index is raised by using \( \tilde{g}_t \). Let \( \Phi_t \) be the isotopy generated by \( Y_t \), i.e., \( \Phi_t \) is a smooth family of diffeomorphisms in a neighborhood of \( N \) such that
\[
\frac{d}{dt} \Phi_t(p) = Y_t(\Phi_t(p)).
\]
Since \( F_t \in \tilde{E}(1) \), the vector field \( Y_t \) is invariant under dilations \( \delta_\lambda \). Hence \( \Phi_t \) is a bundle map of \( \tilde{X} \), i.e., \( \delta_\lambda \circ \Phi_t = \Phi_t \circ \delta_\lambda \). We denote the induced flow on \( X \) by \( \Phi_t \), and the generator of \( \Phi_t \) by \( \dot{Y}_t \). Note that \( \dot{Y}_t \) is characterized by \( \dot{Y}_t = \pi_* Y_t \), where \( \pi: \tilde{X} \to X \) is the projection.

Lemma 4.1. Let \( \theta_t = d^* r_t \). If \( \text{Re} F_t = -\dot{r}_t \), then
\[
\dot{r}_t \circ \Phi_t = r_t, \quad \Phi_t^* (\dot{\theta}_t) = \theta.
\]

In particular, \( \Phi_t \): \( M \to M_t \) is a contact diffeomorphism.
Proof. It suffices to verify that the derivatives in $t$ vanish. For the first equation,
\[
\frac{d}{dt}(r_t \circ \Phi) = \Phi_t^*(Y_t r_t + \dot{r}_t) = \Phi_t^*(\Re F_t + \dot{r}_t) = 0.
\]
Here we have used the fact $F_t \in \mathcal{E}(1)$ to derive $F_t^A \partial_A r_t = F_t$. To prove the second one, we first note
\[
Y_{t,\alpha} d\theta_t = -\frac{i}{2} \partial F_t + \frac{i}{2} \partial F_t = d^c \Re F_t + \frac{1}{2} d \Im F_t,
\]
\[
\dot{\theta}_t(Y_t) = \frac{i}{4}((r_t \alpha(F_t)^A - (r_t \alpha T_t)^A) = -\frac{1}{2} \Im F_t
\]
and $\dot{\theta}_t = d^c \dot{r}_t = -d^c \Re F_t$. Then Cartan’s formula gives
\[
(\Phi_t^{-1})^* \frac{d}{dt} \Phi_t^*(\theta_t) = \mathcal{L}_\mathcal{F} \theta_t + \dot{\theta}_t = Y_{t,\alpha} d\theta_t + d(\dot{\theta}_t(Y_t)) + \dot{\theta}_t = 0. \quad \Box
\]

One can show that $Y = Y_0$ agrees with the vector field introduced in [1] in the description of the deformation complex by computing it in terms of the Levi metric for a fixed $\theta$. Using the matrix expression (2.3) of $\tilde{g}$ in the frame $Z_A$, we have on $\mathcal{N}$
\[
Y = \Re (\tilde{g}^{\alpha \beta}(Z_{\alpha} \mathcal{F})Z_{\beta}) = |z^0|^2 \Re (\kappa \mathcal{F} + \tilde{\xi} \mathcal{F})Z_0 + F \xi - F^\alpha Z_\alpha.
\]
Hence, writing $F = |z^0|^2 \mathcal{F}$ with a function $\mathcal{F}$ on $X$, we obtain
\[
(4.1) \quad \bar{Y} = \pi_\mathcal{N} |z^0|^2 \Re(F \xi - F^\alpha Z_\alpha) = \Re(F \xi - F^\alpha Z_\alpha).
\]
It shows that the map $F \mapsto \bar{Y}$ agrees with the first operator $D$ of the deformation complex given in §4 of [1]. In particular, if $F$ is pure imaginary, then setting $\mathcal{F} = i u$ and using $\xi = N + (i/2)T$, we get
\[
\bar{Y} = -\frac{1}{2} u T - \Re i u^\alpha Z_\alpha,
\]
which agrees with the infinitesimal contact diffeomorphism studied in [7].

4.2. Relation to the deformation complex. Now we assume $\Re F_t = -\dot{r}_t$ as in the lemma above. Then $\Phi: M \to M_t$ give contact diffeomorphisms and we may compare the CR structures via the pull-back by $\Phi_t$.

As in the definition of the Graham–Lee connection, let $Z_\alpha$ be sections of $T^{1,0}X$ near $M$ that give a frame of $T^{1,0}M$ and set $Z_{n+1} = \xi$ so that $Z_\alpha, Z_{n+1}$ span $T^{1,0}X$. For small $|t|$, we may give a frame of $T^{0,1}M_t$ by
\[
Z_t^\alpha = Z_\alpha + \varphi^\alpha(t) \xi,
\]
where $\varphi^\alpha(t) = -Z_{\alpha \beta} r_t / \xi r_t$. Let $\Phi_t^* Z_t^\alpha = (\Phi_t^*)^{-1}_* Z_t^\alpha$. Then, since $\Phi_t$ preserves the contact structure, there exists a tensor $\varphi\mathcal{F} \in \mathcal{E}(1)$ such that
\[
\Phi_t^* Z_t^\alpha = (1 + O(t)) Z_\alpha + t \varphi^\alpha Z_\beta + O(t^2)
\]
as $t \to 0$. Here the index on $\varphi$ is raised by using the Levi metric $l^{\alpha \beta}$ of $M$. We shall compute $\varphi\mathcal{F}$. 

**Lemma 4.2.** Let $F = F_0$. Then $\varphi\mathcal{F}$ depends only on $f = F|\mathcal{N} \in \mathcal{E}(1)$ and $f \mapsto \varphi\mathcal{F}$ defines a CR invariant differential operator $P_{\mathcal{F}}\varphi: \mathcal{E}(1) \to \mathcal{E}(1)$, which is given in terms of the Tanaka–Webster connection by
\[
(4.2) \quad 2 P_{\mathcal{F}}\varphi f = \nabla^\mathcal{F} f - iA_{\mathcal{F}} f.
\]
Proof. By the definition, $\varphi_{\tau}^\beta$ is given by the derivative
\[ \delta_0(\Phi^\beta_{\tau}Z_\alpha) = \varphi_{\tau}^\beta Z_\beta \mod T^{0,1}X, \]
where $\delta_0 = (d/dt)|_{t=0}$. On the other hand, noting that $\delta_0 Z_{\tau} = \varphi_{\tau} \tilde{\tau} \in T^{0,1} \tilde{X}$, we have
\[ \delta_0(\Phi^\beta_{\tau}Z_\alpha) = [Y, Z_{\tau}] \mod T^{0,1}X. \]
Since $Y$ along $M$ is determined by $f \in \mathcal{E}(1)$, we see that $f \mapsto \varphi_{\tau}^\beta$ is a CR invariant differential operator.

To compute $[Y, Z_{\tau}]$, we use (4.1), which gives
\[ 2\gamma = F_{\xi} - F_{\alpha} Z_{\alpha} \mod T^{0,1}X. \]
It follows from the structure equation (2.20) that
\[ 2[Y, Z_{\tau}] = [F_{\xi} - F_{\alpha} Z_{\beta}, Z_\alpha] \mod T^{0,1}X. \]
Thus we get $2\varphi_{\tau} = \nabla_{\tau} F - iA_{\tau} F$, which gives (4.2). In this computation, we have used an admissible frame with respect to a contact form normalized by $dz_1 \wedge \cdots \wedge dz_n + 1$. However, one can easily check that $\nabla_{\tau} F - iA_{\tau} F$, $f \in \mathcal{E}(1)$, is invariant under the scaling and (4.2) holds for any $\theta$. \hfill \Box

We can also write $P_{\tau} \varphi$ in terms of the ambient metric $\tilde{g}$. For $\tilde{g}$, choose a frame $Z_A$ of $T^{1,0} \tilde{X}$ as in (2.2). Since $\nabla$ is torsion-free and preserves the complex structure, we have
\[ [Y, Z_{\tau}] = \tilde{\nabla}_Y Z_{\tau} - \tilde{\nabla}_Z Y \]
\[ = -\frac{1}{2} (\tilde{\nabla}_Y B) Z_B \mod T^{0,1} \tilde{X}. \]
Since $\pi_\ast([Y, Z_{\tau}]) = [Y, Z_{\tau}]$, we have $2\varphi_{\tau} = -\tilde{\nabla}_{\tau}^\beta F$. Lowering the index $\beta$ of both sides by using $l_{\alpha \beta} = -t_{\alpha \beta}$ respectively, we have $\varphi_{\tau}^{\alpha \beta} = 2\tilde{\nabla}_{\tau} F|_{\mathcal{N}}$. Note that $\tilde{\nabla}_{\tau} F|_{\mathcal{N}}$ depends only on $f$. If $F = r\varphi$ with $\varphi \in \mathcal{E}(0)$, then
\[ \tilde{\nabla}_{\tau} F = r F^{\gamma} F_{\gamma} + r F_{\gamma}^{\gamma} + O(r) \]
because $r\tilde{\tau} = 0$, which is the conjugate of (2.21). Since $\tilde{\tau} F$ vanishes on $T^{0,1} N$, the restriction of $\tilde{\nabla}_{\tau} F$ vanishes on $T^{0,1} \mathcal{N}$. Moreover, since
\[ r\tilde{\tau} \tilde{\nabla}_{\tau} F = \tilde{\tau} F^{\gamma} F_{\gamma} - r F_{\gamma}^{\gamma} F_{\gamma} = 0, \]
we see that $\tilde{\nabla}_{\tau} F|_{\mathcal{N}} \in \mathcal{E}(0)$ is well-defined. This gives another proof of the CR invariance of $P_{\tau} \varphi$.

Note that $P_{\tau} \varphi$ is the first operator in the deformation complex of CR structures, which can also be seen as a subcomplex in the BGG sequence constructed by [8]; see also [1]. From this point of view, we can compare $P_{\tau} \varphi$ with $\tilde{\partial}_{\tilde{\tau}}$ operator on functions, which is the first operator in the BGG sequence of the trivial representation.

The operator $\tilde{\partial}_{\tilde{\tau}}$ can be seen as the restriction to $\mathcal{N}$ of $\tilde{\partial}$ on $\mathcal{E}(0)$. A function $f \in \mathcal{E}(0)$ on $\mathcal{N}$ can be extended to a holomorphic function on the pseudoconvex side of $\mathcal{N}$ if and only if $\tilde{\partial}_{\tilde{\tau}} f = 0$. We have analogous result for $P_{\tau} \varphi$ and $\tilde{\nabla}_{\tau} \tilde{\nabla}_{\tau} F$ on $\mathcal{E}(1)$. It is clear that if $\tilde{\nabla}_{\tau} \tilde{\nabla}_{\tau} F = 0$, then $f = F|_{\mathcal{N}}$ satisfies $P_{\tau} \varphi f = 0$. We can prove the converse in a formal sense. To simplify the notation, we set $P_{\alpha \beta} f = P_{\alpha \beta} F$ and consider the equation $P_{\alpha \beta} f = 0$.\]
Proposition 4.3. If \( f \in \mathcal{E}(1) \) satisfies \( P_{\alpha \beta} f = 0 \), then there exists an extension \( F \in \tilde{\mathcal{E}}(1) \) of \( f \) such that \( \nabla_{AB} F = O(r^{\infty}) \).

Proof. Let \( F \) be an extension of \( f \) such that \( \tilde{\Delta} F = O(r^2) \); see \([A.5]\) for a construction of \( F \). Since \( r^A \tilde{\nabla}_{AB} F = 0 \) and \( \tilde{\nabla}_{\alpha \beta} F|_{\Omega} = 2P_{\alpha \beta} f = 0 \), we may write
\[
\tilde{\nabla}_{AB} F = 2r_{(A} \varphi_{B)} + r \varphi_{AB}
\]
with contravariant tensors \( \varphi_A \) and \( \varphi_{AB} \) on \( \tilde{X} \) that are invariant under \( \delta_X \). From \( r^A \tilde{\nabla}_{AB} F = 0 \), we have \( 0 = r_B r^A \varphi_A + r(\varphi_B + r^A \varphi_{AB}) \) and hence
\[
\varphi_B + r^A \varphi_{AB} = 0 \mod r_B.
\]
Applying \( \tilde{\nabla}^A \) to \( (4.3) \), we get
\[
\tilde{\nabla}^A F = \tilde{\nabla}^A (r_A \varphi_B) + \tilde{\nabla}^A (r_B \varphi_A) + r^A \varphi_{AB} + O(r)
\]
\[
= (n + 3) \varphi_B + r^A \varphi_{AB} + O(r) \mod r_B
\]
\[
= (n + 2) \varphi_B + O(r) \mod r_B.
\]
On the other hand, the left-hand side gives
\[
\tilde{\nabla}^A F = \tilde{\nabla}_B \tilde{\Delta} F + \text{Ric}_B A \tilde{\nabla}_A F = O(r).
\]
It follows that \( \varphi_B = O(r) \) modulo \( r_B \). Thus we may write
\[
\tilde{\nabla}_{AB} F = r_A r_B \varphi + r \varphi_{AB}
\]
with \( \varphi \in \tilde{\mathcal{E}}(-1) \). Then \( r^A \tilde{\nabla}_{AB} F = 0 \) and \( \tilde{\nabla}^A F = O(r) \) respectively give
\[
r_B \varphi + r^A \varphi_{AB} = 0,
\]
\[
(n + 2) r_B \varphi + r^A \varphi_{AB} = O(r).
\]
Therefore, we get \( r_B \varphi = O(r) \) and so \( \tilde{\nabla}_{AB} F = O(r) \). Now we set
\[
\tilde{\nabla}_{AB} F = r^m \varphi_{AB}
\]
for an integer \( m \geq 1 \); we know the existence of such an \( F \) when \( m = 1 \). Then
\[
0 = \tilde{\nabla}_{[CA]} B F = mr^{m-1} r_{[CA]} B + O(r^m)
\]
implies \( r_{[C} \varphi_{A]B} = O(r) \). Since \( \varphi_{AB} \) is symmetric, we may write
\[
\varphi_{AB} = r_A r_B \psi + O(r)
\]
with \( \psi \in \tilde{\mathcal{E}}(-m - 1) \). Hence, replacing \( F \) by \( F - r^{m+2} \psi/(m+2)(m+1) \), we have \( \tilde{\nabla}_{AB} F = O(r^{m+1}) \). By induction on \( m \), we may find an \( F \) such that \( \tilde{\nabla}_{AB} F = O(r^m) \) for each \( m \). Thus Borel’s lemma gives an \( F \) satisfying \( \tilde{\nabla}_{AB} F = O(r^{\infty}) \).

Remark 4.4. The extension \( F \) in the proposition above is not unique even formally. In fact, we have \( \tilde{\nabla}_{AB} (r \psi) = 0 \) for any antiholomorphic \( \psi \in \tilde{\mathcal{E}}(0) \). One can easily see that this is the only ambiguity allowed in the extension \( F \) of \( f \) satisfying \( \tilde{\nabla}_{AB} F = 0 \).

5. The variational formula of total \( Q \)-prime curvature

5.1. Reduction to the variation of the potential function. Let \( M_t \) be a family of compact strictly pseudoconvex real hypersurfaces in \( X \) defined by \( \rho_t \in C^\infty(X) \) such that \( \rho(z,t) = \rho_t(z) \) is smooth in \( (z,t) \in X \times (-1,1) \). We make no further assumption on the function \( \rho_t \) in this subsection. We will write \( \Omega_t = \{ \rho_t > 0 \} \) and \( \Omega_t^\epsilon = \{ \rho_t > \epsilon \} \). For \( t = 0 \), the subscript \( 0 \) will be omitted.
Let $g_t$ be the Kähler metric, defined on a one-sided neighborhood of $M_t$, associated to $dd^c G_t$, where $G_t = \log \rho_t$. The volume form and the squared norm for $g_t$ are denoted by $dv_t$ and $| \cdot |^2_{g_t}$. We write

$$\int_{\Omega_t^c} |dG_t|^2 dv_t = w_t^{(0)} \epsilon^{-n-1} + \cdots + w_t^{(n)} \epsilon^{-1} + L_t \log \epsilon + R_t,$$

where $R_t$ as well as its $t$-derivative is uniformly $O(1)$ as $\epsilon \to 0$. By differentiating this at $t = 0$, we obtain

$$\delta_0 \int_{\Omega_t^c} |dG_t|^2 dv_t = \dot{w}^{(0)} \epsilon^{-n-1} + \cdots + \dot{w}^{(n)} \epsilon^{-1} + \dot{L} \log \epsilon + O(1).$$

Since we are interested in the coefficient of $\log \epsilon$, it is useful to introduce the notation $lp$:

$$lp F(\epsilon) = c_0 \text{ when } F(\epsilon) = \sum_{j=1}^{N} c_j \epsilon^{-j} + c_0 \log \epsilon + O(1).$$

Then we may write

\begin{equation}
(5.1) \quad lp \delta_0 \int_{\Omega_t^c} |dG_t|^2 dv_t = \dot{L}.
\end{equation}

**Proposition 5.1.** Let $\dot{G} = \delta_0 G_t$. Then

\begin{equation}
(5.2) \quad \dot{L} = 2(n+1)(n+2) lp \int_{\Omega} \dot{G} dv.
\end{equation}

To prove the proposition, we break the variation on the left-hand side of (5.1) into two parts. The first one is the contribution of the change of the integrand, and the second one is that of the wiggle of the boundary $M^{c} = \partial \Omega^{c}$:

\begin{equation}
(5.3) \quad \delta_0 \int_{\Omega_t^c} |dG_t|^2 dv_t = \int_{\Omega} \delta_0(|dG_t|^2 dv_t) + \lim_{t \to 0} \frac{1}{t} \left( \int_{\Omega_t^c} |dG_t|^2 dv_t - \int_{\Omega} |dG_t|^2 dv_t \right)
= \int_{\Omega} \delta_0(|dG_t|^2 dv_t) + \lim_{t \to 0} \frac{1}{t} \left( \int_{\Omega_t^c} |dG_t|^2 dv_t - \int_{\Omega} |dG|^2 dv \right)
=: I_1 + I_2.
\end{equation}

Note that, when $\epsilon > 0$ is fixed, the integral of $|dG_t|^2 dv_t$ over $\Omega^c$ and that of $|dG|^2 dv$ over $\Omega_t^c$ make sense for sufficiently small $|t|$. The second equality of (5.3) is because $|dG_t|^2 dv_t$ is uniformly convergent to $|dG|^2 dv$ in a neighborhood of $\Omega_e$.

The first variation of $|dG|^2 dv = 2G^a_G_a dv$ is

$$2(-\dot{g}^{a\overline{b}} G_a G_{\overline{b}} + 2 Re(G^a \dot{G}_a) + G^a G_a \dot{g}_{\overline{b}}) dv.$$ 

If we write $u = \dot{G}$, then

$$I_1 = 2 \int_{\Omega} (u^{a\overline{b}} G_a G_{\overline{b}} + 2 \text{Re}(G^a u_a) - G^a G_a \dot{g}_{\overline{b}}) dv.$$ 

We integrate this by parts. We first observe that there is no contribution from the boundary term to the log term.

**Lemma 5.2.** Let $f_a dz^a$ be a $(1,0)$-form on $\Omega$ such that $\rho^m f_a dz^a$ extends smoothly up to the boundary for some integer $m$. Then

$$lp \int_{\partial \Omega} \nabla_a f_a dv = 0.$$
Proof. Since \( d(f_a dz^a \wedge \omega^n) = -(n+1)^{-1}\nabla^a f_a \omega^{n+1} \), we have

\[
\int_{\Omega'} \nabla^a f_a \omega^{n+1} = -(n+1) \int_{\partial \Omega'} f_a dz^a \wedge \omega^n.
\]

The right-hand side does not contain any \( \log \epsilon \) term.

Applying this lemma repeatedly, we have

\[
lp \int_{\Omega'} (u^a \tilde{G}_a \sqrt{g} + 2 \text{Re}(G^a u_a) - G^a G_b u_b) dv
= \lp \int_{\Omega'} u (\nabla^a b(G_a G_b) - 2 \text{Re}(G^a a) - \nabla^b (G^a G_a)) dv.
\]

Since \( G_{\psi} = 0 \) and \( G^a = -(n+1) \), the integrand of the last formula is reduced to

\[
u (G^a G_b + G_a G^b + 2(n+1) - G_a G_b - G^b G_a)
= u ((n+1)^2 + 2(n+1) - (n+1))
= (n+1)(n+2)u.
\]

Thus we conclude

\[
lp I_1 = 2(n+1)(n+2) \lp \int_{\Omega'} u dv.
\]

To compute \( I_2 \), as in [3.2], we use the identification between a neighborhood of \( M \) with the product \( M \times (-\epsilon_0, \epsilon_0) \) given by the flow of the normal vector field \( N \). Then \( \partial \Omega' \) is identified with \( M \times \{ \epsilon \} \), while \( \partial \Omega'_\epsilon \) is given by \( \{ (x, \psi(x,t,\epsilon)) : x \in M \} \) for a smooth function \( \psi \). Fix a volume form \( d\sigma \) on \( M \) and write \( |d\tilde{G}|^2 dv = f(x,\rho) \rho d\sigma \). Then \( I_2 \) can be expressed by the derivative of an iterated integral:

\[
I_2 = \delta_0 \int_M \int_{\psi(x,t,\epsilon)} f(x,\rho) dp d\sigma + O(1)
= - \int_M \delta_0 \psi(x,t,\epsilon) f(x,\epsilon) d\sigma + O(1).
\]

Since there is no \( \log \epsilon \) term contained in the integrand, we have \( \lp I_2 = 0 \). This completes the proof of the proposition.

5.2. Proof of Theorem 1.2 the first variation. We apply Proposition 5.1 to the case \( R_t = r_t \), where \( r_t = r_t/\hbar^{1/(n+2)} \) is the Fefferman defining function of \( \Omega_t \) associated to a smooth family \( r_t \) and the flat metric \( h \) of the canonical bundle \( K_X \) in the assumption of Theorem 1.2. In view of 5.2, we need the relation between \( \dot{\tilde{G}} = \dot{r}/r \) and \( \partial \). We first compute the equation satisfied by \( \dot{r} \).

Lemma 5.3. It holds that

\[
\Delta \dot{r} = (n+2) \dot{r} \partial r^{n+1} + \dot{\partial} r^{n+2} + O(r^{2n+3}),
\]

where \( \Delta \) is the Laplacian of \( \sqrt{g} \).

Proof. We take the first variation in \( t \) of the Monge–Ampère equation

\[
(dd^c r_t)^{n+2} = (1 + \partial r_t^{n+2}) \tilde{\partial} v.
\]

The left-hand side has expansion

\[
(dd^c r_t)^{n+2} = (dd^c r)^{n+2} (1 + t \Delta \dot{r}) + O(t^2)
= (1 + \partial r^{n+2}) (1 + t \Delta \dot{r}) \tilde{\partial} v + O(t^2)
\]

while the expansion of the right-hand side gives

\[
1 + \partial r_t^{n+2} = 1 + (\partial + t \tilde{\partial}) (r + t \dot{r})^{n+2} + O(t^2)
= 1 + \partial r^{n+2} + t (\tilde{\partial} r^{n+2} + (n+2) \dot{r} \partial r^{n+1}) + O(t^2).
\]
Thus comparing the coefficients of \( t \), we have
\[
(1 + O r^{n+2}) \tilde{\Delta} \dot{r} = (n + 2) \dot{r} \partial \partial^{n+1} + O r^{n+2}
\]
and the lemma follows.

In particular, the lemma above gives
\[
\tilde{\Delta} \dot{r} = (n + 2) \dot{r} \partial \partial^{n+1} + O(r^{n+2}).
\]

On the other hand, since \( \partial \dot{r} \in \tilde{C}(1) \) implies \( r^A r_A = r \) and \( r^A \dot{r}_A = \dot{r} \), we have
\[
r \tilde{\Delta} \dot{G} = r \tilde{\Delta}(\dot{r}/r)
\]
\[
= \tilde{\Delta} \dot{r} - (n + 2) \dot{r}/r - (r^A \dot{r}_A + r_A \dot{r}^A)/r + 2 r^A r_A \dot{r}/r^2
\]
\[
= \tilde{\Delta} \dot{r} - (n + 2) \dot{G}.
\]

Thus we get the identity \((r \tilde{\Delta} + n + 2) \dot{G} = \tilde{\Delta} \dot{r} \) and hence
\[
(r \tilde{\Delta} + n + 2) \dot{G} = (n + 2) \dot{r} \partial \partial^{n+1} + O(r^{n+2})
\]
follows.

Let \( \Delta = \nabla_b^b \) be the Kähler Laplacian of \( g \). Then \cite[Prop. 5.4]{20} shows that \( \Delta u = -r \Delta u \) for any \( u \in C^\infty(\Omega) \); here \( u \) and \( \Delta u \) are identified with a function in \( \tilde{C}(0) \). It follows that
\[
(-\Delta + n + 2) \dot{G} = (n + 2) \dot{r} \partial \partial^{n+1} + O(r^{n+2}).
\]
This equation enables us to express \( \dot{L} \) in terms of \( \partial \). Since
\[
(n + 2) \dot{G} = \Delta \dot{G} + (n + 2) \dot{r} \partial \partial^{n+1} + O(r^{n+2}),
\]
we have
\[
(5.6) \quad (n + 2) \int_{\Omega^t} \dot{G} dv = \int_{\Omega^t} \Delta \dot{G} dv + (n + 2) \int_{\Omega^t} \dot{r} \partial \partial^{n+1} dv + O(1).
\]
By Lemma\cite[5.2]{22} the first term on the right-hand side does not contribute to the log term. If \( \vartheta = d^c r \), then the volume form of \( g \) is given by
\[
dv = \frac{\omega^{n+1}}{(n + 1)!} = -\frac{1}{n!} r^{n+2} \vartheta \wedge (d \vartheta)^n + \frac{1}{(n + 1)!} (d \vartheta)^{n+1}.
\]
Hence
\[
\int_{\Omega^t} \dot{r} \partial \partial^{n+1} dv = \frac{1}{n!} \log \frac{1}{e} \int_M \dot{r} \vartheta \wedge (d \vartheta)^n + O(1).
\]
Combining this equality with \( \text{(5.2)} \) and \( \text{(5.6)} \), we conclude
\[
\dot{L} = -\frac{2(n + 1)(n + 2)}{n!} \int_M \dot{r} \vartheta.
\]
Thus, by using \( \text{(1.8)} \), we obtain \( \text{(1.8)} \).

5.3. **Proof of Theorem\cite[12]{22} the second variation.** We take the variation of
\[
(5.7) \quad \delta_t \tilde{C}_t = c_n \int_{M_t} \tilde{C}_t \vartheta_t,
\]
where \( \vartheta_t = (d/ds)|_{s=t} \vartheta_s \). For this, we pull-back the integrand to \( M \) by the flow \( \Phi_t \) given by \( F_t = -\tilde{r}_t \).

For \( \varphi_t \in \tilde{C}(\nu) \) with a parameter \( t \), we write
\[
\varphi_t = \varphi_t \vartheta_t \wedge (d \vartheta_t)^n,
\]
where \( \vartheta_t = d^c r_t \). We define a \((2n+1)\)-form on \( M_t \) by \((\varphi_t)_t = \epsilon_t \zeta \varphi_t \) for a smooth section \( \zeta \) of \( X \rightarrow X \) and an embedding \( \iota_t \colon M_t \rightarrow X \) (as we have seen in the end
of (6.2) this definition is independent of the choice of $\zeta$. Since Lemma 4.1 implies $\Phi_1^\gamma \varphi_t = \Phi_1^\gamma \varphi_1$, one has

$$\Phi_1^\gamma \varphi_t = \Phi_1^\gamma (\varphi_t)_{M_t}.$$  

If we take $\varphi_t = r_t \varphi_t$, then the integral on the right-hand side of (6.7) is the integral of $\Phi_1^\gamma (\varphi_t)_{M_t}$ over $M$. Therefore, it suffices to compute the first variation of $\Phi_1^\gamma (r_t \varphi_t)$, regarded as a function on the ambient space $\tilde{X}$, along $N$. It is computed as follows:

$$\delta_0((r_t \varphi_t) \circ \Phi_t) = \dot{r} \delta_0(O_t \circ \Phi_t) + O \delta_0(r_t \circ \Phi_t).$$

We will show in the appendix that

$$\delta_0(O_t \circ \Phi_t) = k_t P_{n+3} \dot{r}$$

for a CR invariant differential operator $P_{n+3}$: $\mathcal{E}(1) \rightarrow \mathcal{E}(-n - 2)$. On the other hand, we have

$$\delta_0(r_t \circ \Phi_t) = \dot{r} + Y \dot{r} = \dot{r} - \dot{r}_A \dot{r}^A.$$  

Thus we conclude

$$\delta_0((O_t \dot{r}_t) \circ \Phi_t) = k_n \dot{r} P_{n+3} \dot{r} + O(\dot{r} - \dot{r}_A \dot{r}^A),$$

which completes the proof of the theorem.

6. Explicit formulas in dimension 5

6.1. Computation of the total $Q$-prime curvature. We give an explicit formula of the total $Q$-prime curvature for $n = 2$. Fix a pseudo-Einstein contact form $\theta$ and let $r = r/\mu^1/n+2$ be the associated Fefferman defining function. We define the sub-Laplacian by $\Delta_b = \ell^\gamma \nabla_{\alpha \gamma}$. By (3.7), the total $Q$-prime curvature is given by a constant multiple of the integral of $s^{(3)} = N^3 s|_M$, so we will compute $s^{(3)}$ modulo divergence terms. Recall from [40] that the function $s$ satisfies the equation

$$Ns = -3ks,\quad s|_M = 1,$$

where $k$ is the transverse curvature of $r$. Thus, setting $\kappa^{(k)} = N^k k|M$, we have

$$(6.1)\quad s^{(3)} = -3\kappa^{(2)} + 27\kappa^{(0)}(1) - 27(\kappa^{(0)})^3.$$  

We compute $\kappa^{(j)}$ by employing the methods of [5] and [28]. Let $\psi_a^b$ and $\Psi_a^b$ be the connection and the curvature of the metric $g$ given by $dd^c \log r$ near $M$. Subtracting explicitly the given singular parts from them, we define the smooth parts by

$$\theta_a^b = \psi_a^b + Y_a^b,\quad W_a^b = \Psi_a^b + K_a^b,$$

where

$$Y_a^b = \frac{1}{r}(\delta_a^b r_c + \delta_c^b r_a)\theta^c,\quad K_a^b = (\delta_a^b g_{cd} + \delta_c^b g_{da})\theta^c \wedge \theta^d.$$  

We can express $\theta_a^b$ and $W_a^b$ in terms of the Graham–Lee connection $\varphi_a^b$ of $r$ as follows:

**Proposition 6.1** ([28]). Let $\mu = (1 + \kappa r)^{-1}$. With respect to an admissible coframe $\{\theta^a, \theta^\xi = \partial r\}$, we have

$$\theta_a^\beta = \varphi_a^\beta + i\kappa \delta_a^\beta,$$

$$\theta_a^\xi = \ell_\kappa \theta^\xi + r \mu \kappa \partial r + i r \mu A_{\alpha \gamma} \theta^\gamma,\quad \theta_a^\xi = \kappa \theta^\xi - r \kappa^2 \mu \partial r + r \mu \partial r.$$
Let \( \Theta_{\alpha}^b = d\theta_{\alpha}^b - \theta_{\alpha}^c \wedge \Theta^{cb} \). Then one can also show that \( \Theta_{\alpha}^a = W_{\alpha}^a \) near \( M \) (see \cite{38}). Since \( r \) is an approximate solution to the Monge–Ampère equation,

\[
\Theta_{\alpha}^a = W_{\alpha}^a = \psi_{\alpha}^a + K_{\alpha}^a
\]

(6.2)

\[
\text{Ric}(g) + 4g = -\partial \log J[r] = \partial \log O(r^4).
\]

On the other hand, by Proposition 6.1 we obtain

\[
d\theta_{\gamma} = \Omega_{\gamma} = 2i\kappa \wedge \vartheta + 2i\kappa_d \theta,
\]

\[
d\theta_{\xi} = d\kappa \wedge \vartheta + \kappa_d \theta + \kappa^2 \mu \wedge \vartheta - 2k\kappa \mu \wedge \vartheta
\]

\[
+ \kappa^2 \mu \wedge \vartheta + \kappa \mu \wedge \vartheta + \mu \wedge \vartheta
\]

\[
- \tau \mu^2 \wedge \vartheta + \tau \kappa \mu \wedge \vartheta,
\]

where \( \Omega_{\alpha}^{\beta} \) is the curvature of the Graham–Lee connection. By \cite{28},

\[
\Omega_{\gamma} = \text{Ric}_{\theta} \theta^{\gamma} \wedge \theta^T - iA_{\alpha\beta} \theta^{\gamma} \wedge \vartheta - iA_{\alpha\beta} \theta^T \wedge \vartheta
\]

\[
- 2dr \wedge (\kappa_{\gamma} \theta^\gamma - \kappa \theta^T) + \frac{1}{2} (\Delta_{\kappa} + 2|A|^2) \vartheta \wedge \vartheta.
\]

Thus comparing the coefficients of \( \partial \vartheta \wedge \vartheta \) and \( \theta^\gamma \wedge \theta^T \) in (6.2), we have

\[
2\kappa_N - \tau \mu \epsilon_{\alpha} = \frac{1}{2} (\Delta_{\kappa} + 2|A|^2) - 2\kappa^2 - 2\kappa^3 \tau \mu - \kappa^2 \tau \mu^2 \kappa^2
\]

\[
- \kappa^2 \mu^2 + 2\tau^2 \kappa \mu \kappa^2 + \kappa \mu \kappa^2 \mu^2 + 4\mu \kappa \mu \kappa^2 - \tau \mu \kappa \kappa^2 = O(r^4),
\]

(6.3)

\[
\text{Ric}_{\theta} = (3\kappa - \tau \mu \epsilon_{\alpha} + 2\mu^2 \kappa_{\alpha} + \tau^2 \kappa \kappa_{\alpha} - \tau \mu \kappa \kappa_{\alpha} = O(r^4).
\]

From the contraction of (6.3), we have \( \kappa^{(0)} = \frac{1}{6} \text{Scal} \). Then setting \( r = 0 \) in (6.3) gives

\[
\kappa^{(1)} = \frac{1}{24} \Delta_{\kappa} \text{Scal} + \frac{1}{36} \text{Scal}^2 + \frac{1}{2} |A|^2.
\]

Next, we differentiate (6.3) in the \( N \)-direction and set \( r = 0 \) to obtain

\[
2\kappa^{(2)} - \kappa \epsilon_{\alpha} = \frac{1}{2} (\Delta_{\kappa} \kappa)_{N} - (|A|^{2})_{N} - 3\kappa^3 + \kappa \kappa_{\epsilon_{\alpha}} - \kappa \kappa_{\kappa} \epsilon_{\alpha} = 0.
\]

(6.5)

In the calculation of each term in (6.5), we need some commutation relations and Bianchi identities for the Graham–Lee connection:

**Proposition 6.2.** The second covariant derivatives of a function \( f \) and a tensor \( t_{\alpha} \) satisfy the following commutation relations:

\[
(6.6) \quad f_{TN} - f_{NT} = i (f_{\tau} \kappa^\gamma - f_{\gamma} \kappa^T) + \kappa f_{T},
\]

\[
(6.7) \quad t_{\alpha,\kappa} - t_{\kappa,\alpha} = \frac{i}{2} t_{\alpha,\gamma} A^\gamma \tau - \frac{i}{2} t_{\gamma,\alpha} A^\gamma \tau + \frac{\kappa}{2} t_{\alpha,\tau} - \frac{1}{2} t_{\alpha} \kappa - t_{\gamma} \kappa^\tau t_{\alpha}.
\]

**Proof.** We take a local frame for which the connection forms \( \varphi_{\alpha}^{\beta} \) vanish at a point, and differentiate both sides of

\[
df = f_{N} dr + f_{\tau} \theta + f_{\gamma} \kappa^\gamma + f_{\gamma} \kappa^T.
\]

Comparing the coefficients of \( \theta \wedge dr \), we obtain (6.6). Similarly we differentiate both sides of

\[
dt_{\alpha} = t_{\alpha, N} dr + t_{\alpha, T} \theta + t_{\alpha, \gamma} \kappa^\gamma + t_{\alpha} \kappa^T + t_{\gamma} \varphi_{\alpha}^\gamma
\]

and compare the coefficients of \( \theta^T \wedge dr \) to obtain (6.7). \( \square \)
Proposition 6.3. Let \( n = 2 \) and let \( \theta \) be a pseudo-Einstein contact form. Then
\[
A_{\alpha \beta, \gamma} = \kappa A_{\alpha \beta} - i \kappa A_{\alpha \beta} - \frac{i}{2} A_{\alpha \beta, T},
\]
(6.8)
\[
i A_{\alpha \beta, T} A^{\alpha \beta} = \frac{1}{8} \, \text{Scal} \, \Delta_b \, \text{Scal} + |\nabla A|^2 + R_{\alpha \beta \gamma \delta} A^{\alpha \gamma} A^{\beta \delta} - \frac{1}{2} |A|^2 \, \text{Scal} + (\text{div}),
\]
(6.9)
where \( |\nabla A|^2 = A_{\alpha \beta, \gamma} A^{\alpha \beta, \gamma} \) and \( (\text{div}) \) stands for divergence terms.

Proof. We differentiate the structure equation (2.6) in a frame where the connection forms vanish at a point. Then we obtain the complex conjugate of (6.8) by comparing the coefficients of \( \theta \wedge dr \wedge \theta^T \). To prove (6.9), we use the following Bianchi identities in (6.10):
\[
2i A_{\alpha \beta, \gamma} = \text{Scal}_\alpha,
\]
(6.10)
\[
A_{\alpha \beta, \gamma \delta} = i \ell_{\beta \gamma} A_{\alpha \delta, T} - i \ell_{\gamma \delta} A_{\alpha \beta, T} + R_{\alpha \beta \gamma \delta} A^{\tau \delta} - R_{\alpha \beta \tau \delta} A^{\gamma \delta}.
\]
(6.11)
From these formulas we have
\[
- \text{Scal} \, \Delta_b \, \text{Scal} - 8 |\nabla A|^2 = 8 (A_{\alpha \beta, \gamma} A^{\alpha \beta, \gamma} - A_{\alpha \beta, \gamma} A^{\alpha \beta, \gamma} + (\text{div})
\]
\[
= 8 (A_{\alpha \beta, \gamma} - A_{\alpha \gamma, \beta} A^{\alpha \beta} + (\text{div})
\]
\[
= 8 (i A_{\alpha \beta, T} - 2i A_{\alpha \beta, T} + R_{\alpha \beta \gamma \delta} A^{\gamma \delta} - \text{Ric}_{\alpha \beta} A^{\gamma \delta}) A^{\alpha \beta}
\]
\[
+ (\text{div})
\]
\[
= -8i A_{\alpha \beta, T} A^{\alpha \beta} + 8 R_{\alpha \beta \gamma \delta} A^{\alpha \gamma} A^{\beta \delta} - 4 |A|^2 \, \text{Scal} + (\text{div}).
\]
(6.9)
Thus we obtain (6.9). \( \Box \)

Noting that \( \xi = N + (i/2)T \) and using the commutation relation (6.7), we compute \( \kappa_{\xi}^{\xi} \) as
\[
\kappa_{\xi}^{\xi} = \kappa^{(2)} + \frac{i}{2} (\kappa_{TN} - \kappa_{NT}) + \frac{1}{4} \kappa_{TT} = \kappa^{(2)} + \frac{i}{4} (\kappa^2) + \frac{1}{4} \kappa_{TT} = \kappa^{(2)} + (\text{div}).
\]
By using the commutation relation (6.7), we compute as
\[
\kappa_{\gamma \gamma N} = \kappa_{\gamma N} - \frac{i}{2} (\kappa_{\gamma \mu} A^{\mu \gamma} + \kappa_{\gamma} A^{\gamma \mu \mu}) + \frac{1}{2} \kappa_{\kappa \gamma} - \frac{1}{2} \kappa_{\kappa} \kappa_{\gamma} = 3 \kappa \kappa_{\gamma} + (\text{div}).
\]
Hence we have
\[
(\Delta_b \kappa)_N = \kappa_{\gamma N} + \kappa_{\gamma N} = 3 \kappa \Delta_b \kappa + (\text{div}) = \frac{1}{12} \text{Scal} \, \Delta_b \, \text{Scal} + (\text{div}).
\]
By (6.8), we have
\[
(|A|^2)_N = A_{\alpha \beta, N} A^{\alpha \beta} + A_{\alpha \beta, N} A^{\alpha \beta}
\]
\[
= 2 \kappa |A|^2 - i (\kappa_{\alpha \beta} A^{\alpha \beta} - \kappa_{\alpha \beta} A^{\alpha \beta}) + \frac{1}{2} (A_{\alpha \beta, T} A^{\alpha \beta} - A_{\alpha \beta, T} A^{\alpha \beta})
\]
\[
= 2 \kappa |A|^2 - 2 \kappa \text{Im} A_{\alpha \beta, \alpha} A^{\alpha \beta} - i A_{\alpha \beta, T} A^{\alpha \beta} + (\text{div})
\]
\[
= 2 \kappa |A|^2 + \frac{1}{12} \text{Scal} \, \Delta_b \, \text{Scal} - i A_{\alpha \beta, T} A^{\alpha \beta} + (\text{div}).
\]
In the last equality, we have also used \( \text{Im} A_{\alpha \beta, \alpha} = -(1/4) \Delta_b \, \text{Scal} \), which follows from (6.10). Finally, the last two terms in (6.10) are computed as
\[
\kappa \kappa_{\xi} = \kappa \kappa_{N} + (\text{div}) = \frac{1}{144} \text{Scal} \, \Delta_b \, \text{Scal} + \frac{1}{12} |A|^2 \, \text{Scal} + \frac{1}{216} \text{Scal}^3 + (\text{div}),
\]
\[
\kappa_{\gamma} \kappa_{\gamma} = -\frac{1}{2} \kappa \Delta_b \kappa + (\text{div}) = -\frac{1}{72} \text{Scal} \, \Delta_b \, \text{Scal} + (\text{div}).
\]
Substituting the results into (6.5), we have

$$\kappa^{(2)} = \frac{1}{108} \text{Scal}^3 + \frac{5}{4} |A|^2 \text{Scal} - \frac{1}{8} \text{Scal} \Delta_b \text{Scal} - i A_{\alpha\beta,T} A^{\alpha\beta} + (\text{div}).$$

By (6.1), we obtain

$$s^{(3)} = -\frac{1}{36} \text{Scal}^3 + \frac{3}{2} |A|^2 \text{Scal} - \frac{1}{8} \text{Scal} \Delta_b \text{Scal} + 3 i A_{\alpha\beta,T} A^{\alpha\beta} + (\text{div}).$$

Using (6.9), we also have

$$s^{(3)} = -\frac{1}{36} \text{Scal}^3 + \frac{1}{4} \text{Scal} \Delta_b \text{Scal} + 3 |\nabla A|^2 + 3 R_{\alpha\beta\gamma\delta} A^{\alpha\gamma} A^{\beta\delta} + (\text{div}).$$

Comparing this formula with (1.10), we obtain

$$Q^\prime(M) + (4\pi)^3 \mu(M) = -\int_M \left( \frac{1}{3} |S|^2 \text{Scal} + 4 |\nabla A|^2 - \frac{2}{3} |\partial_b \text{Scal}|^2 \right) \theta \wedge (d\theta)^2.$$

Since $S_{\alpha\beta\gamma\delta} = R_{\alpha\beta\gamma\delta} - \frac{1}{6} \text{Scal}(h_{\alpha\beta} h_{\gamma\delta} + h_{\alpha\delta} h_{\beta\gamma})$, the Bianchi identity

$$R_{\alpha\beta[p\gamma,q\delta]} = i A_{\alpha[q]} h_{\beta\gamma} + i A_{\alpha[p]} h_{\gamma\delta}$$

gives

$$(\text{div } S)_{\alpha\beta\gamma} = -2 i A_{\alpha\beta\gamma} + \frac{2}{3} \text{Scal}(h_{\alpha} h_{\beta\gamma}).$$

and thus

$$|\text{div } S|^2 = 4 |\nabla A|^2 - \frac{2}{3} |\partial_b \text{Scal}|^2.$$

Therefore (6.12) can be also written as (1.11).

**APPENDIX BY A. ROD GOVER AND KENGO HIRACHI**

**VARIATION OF THE OBSTRUCTION FUNCTION AND CR INVARIANT DIFFERENTIAL OPERATORS**

In this appendix, we compute the first variation of the obstruction function $O$ under deformations. As is described in §4, the deformation of strictly pseudoconvex domains in a complex manifold can be naturally parametrized by the densities $E^{(1)}$ and the obstruction function takes values in $E^{(-n-2)}$. Thus the first observation here is that the first variation of the obstruction function gives a CR invariant differential operator

$$P_{n+3} : E^{(1)} \to E^{(-n-2)}.$$

Below we will express $P_{n+3}$ in terms of the connection of the ambient metric. This shows that the principal part of $P_{n+3}$ agrees with that of the power of the sublaplacian $\Delta_b^{n+3}$; see Theorem A.3. The computation is a refinement of the ones in [27, 20] in the sense that we keep track of the Ricci tensor and the ambiguity of the ambient metric. In particular, we first show that the power of an ambient Laplacian $\tilde{\Delta}^{n+3}$ induces an operator $E^{(1)} \to E^{(-n-2)}$ that depends on the ambiguity in the ambient metric; see A.9. Then we show in A.10 that we can further normalize the ambient metric so that $\tilde{\Delta}^{n+3}$ defines a CR invariant operator.

These results show that a CR invariant differential operator on $E^{(1)}$, with principal part $\Delta_b^{n+3}$, is not obtained by the classical GJMS construction in conformal geometry [27], which was applied to the CR case in [20] via Fefferman’s conformal structure on a manifold of dimension $2n + 2$. Moreover, in the conformal setting, related nonexistence theorems have been obtained in [23, 21]: on a general conformal manifold of even dimensions $2N$, there is no conformally invariant linear differential operators with principal part $\Delta^k$ for $k > N$. In the CR setting, the corresponding dimension is $n = N - 1$. This is not a contradiction since in the
CR case the ambient metric has less ambiguity; the ambiguity is parametrized by \( \mathcal{E}(-n - 2) \), in contrast to the general conformal case where it is parametrized by a weighted symmetric two tensor (on the original conformal manifold). See (A.3) for more discussion on the ambiguity.

A.1. The GJMS construction. We start by recalling the construction of invariant operators in [27] [28]. For a strictly pseudoconvex hypersurface \( M \) in a complex manifold \( X \), we first fix an ambient metric \( \tilde{g} \) and define differential operators by using the Laplacian of \( \tilde{g} \). We follow the notation in [23].

**Lemma A.1.** Let \( k \in \mathbb{Z} \) with \( k \geq -n/2 \).

1. For \( F \in \tilde{\mathcal{E}}(k) \),
   \[
   (\tilde{\Delta}^{n+2k+1} F)|_{\mathcal{N}} \in \mathcal{E}(-n - k - 1)
   \]
   depends only on \( f = F|_{\mathcal{N}} \in \mathcal{E}(k) \) and defines a differential operator
   \[
   \tilde{\Delta}^{n+2k+1}_{\mathcal{N}} : \mathcal{E}(k) \to \mathcal{E}(-n - k - 1)
   \]
   whose principal part agrees with that of the power of the sublaplacian \( \Delta^{n+2k+1} \).

2. Each \( f \in \mathcal{E}(k) \) can be extended to \( F \in \tilde{\mathcal{E}}(k) \) so that
   \[
   \tilde{\Delta} F = \psi r^{n+2k}
   \]
   holds for a \( \psi \in \tilde{\mathcal{E}}(-n - k - 1) \). Such an extension is unique modulo \( O(r^{n+2k+1}) \).

Moreover, \( \psi|_{\mathcal{N}} \) depends only on \( f \) and satisfies
\[
c_{n,k} \psi|_{\mathcal{N}} = \tilde{\Delta}^{n+2k+1}_{\mathcal{N}} f, \quad c_{n,k} = (-1)^n((n + 2k)!)^2.
\]

The proof is exactly same as the one for the conformal case [27]. The key tool is the commutator of the Laplacian \( \tilde{\Delta} = \tilde{\nabla} A \tilde{\nabla} A \) with powers of \( r \), acting on functions on \( \tilde{X} \):

\[
[A, r^l] = l r^{l-1} (r A \partial_A + r_A \partial^A + n + l + 1).
\]

In particular, for \( H \in \tilde{\mathcal{E}}(w) \), we have

\[
\tilde{\Delta} (r^l H) = l (n + l + 2w + 1) r^{l-1} H + r^l \tilde{\Delta} H.
\]

Using this equation, we can give an extension \( F \) of \( f \in \mathcal{E}(k) \) satisfying \( \tilde{\Delta} F = O(r) \) as follows: Take an arbitrary extension \( \tilde{f} \in \tilde{\mathcal{E}}(k) \) and set \( F = \tilde{f} + r \varphi \) for \( \varphi \in \tilde{\mathcal{E}}(k-1) \).

Then
\[
\tilde{\Delta} (\tilde{f} + r \varphi) = \tilde{\Delta} \tilde{f} + (n + 2k) \varphi + O(r).
\]

Hence, if \( n + 2k \neq 0 \), then

\[
F = \tilde{f} - \frac{1}{n + 2k} r \tilde{\Delta} \tilde{f} + O(r^2)
\]

satisfies \( \tilde{\Delta} F = O(r) \). This result is extended by an obvious finite induction to yield (A.2) and then further similar analysis results in the lemma.

More generally, in place of the powers of Laplacian, we can apply covariant derivatives of type \((n + 2k + 1, n + 2k + 1)\) to \( F \in \tilde{\mathcal{E}}(k) \) and then take a complete contraction. We consider the following example in the case \( k = 1 \),

\[
\tilde{\Delta}^{n+1} \tilde{\nabla}^{AB} \tilde{A} B F,
\]

which will appear in the variation of the obstruction function. Here \( \tilde{\Delta}^{n+1} \) is composed with a contraction of holomorphic covariant derivatives applied twice followed by anti-holomorphic derivatives applied twice.
Lemma A.2. For $F \in \tilde{E}(1)$, we have
\begin{equation}
\Delta^{n+1} \tilde{\Delta}^{AB} F - \Delta^{n+3} F = c_{n,1} \left( O \tilde{\Delta} F + O A F^A + \tilde{\Delta} O \cdot F \right) + O(r).
\end{equation}
In particular, if $F = O(r)$, then $\Delta^{n+1} \tilde{\Delta}^{AB} F = O(r)$ holds.

Proof. From the contracted Ricci identity, we have
\begin{equation}
\Delta^{n} F - \tilde{\Delta}^{AB} F = -\tilde{\Delta}^{A} (\text{Ric}_{AB} B F_B).
\end{equation}
Since $\det(\tilde{g}_{AB}) = 1 + r^{n+2}O$, we have $\log \det(\tilde{g}_{AB}) = r^{n+2}O + O(r^{2(n+2)})$. Thus the Ricci tensor satisfies
\begin{equation}
\text{Ric}_{AB} = -\tilde{\Delta}^{A} (\text{Ric}_{AB} B F_B) (1),
\end{equation}
and so
\begin{equation}
\Delta^{n+1} \tilde{\Delta}^{AB} F = (n+2)r^{n+1} F \tilde{\Delta} O + O A F^A + O(\Delta F) + O(r^{n+2}).
\end{equation}
Applying $\Delta^{n+1}$ to both sides and then simplifying the right-hand side by using (A.4), we obtain (A.6).

To prove the second statement, it suffices to show that $O \tilde{\Delta} F + O A F^A$ is $O(r)$ if $F$ is also. If we write $F = r\varphi$ with $\varphi \in \tilde{E}(0)$, then
\begin{equation}
O \tilde{\Delta} F + O A F^A = O \tilde{\Delta} (r \varphi) + O A r^3 \varphi + O(r) = (n+2)O \varphi - (n+2)O \varphi + O(r) = O(r).
\end{equation}

The second statement of Lemma A.2 implies that
\begin{equation}
\Delta^{n+1} \tilde{\Delta}^{AB} F|_{A'}
\end{equation}
depends only on $f = F|_{A'}$ and hence we can define a differential operator
\begin{equation}
P_{n+3} : \tilde{E}(1) \to \tilde{E}(-n-3)
\end{equation}
by $P_{n+3} f = \text{Re} \tilde{\Delta}^{n+1} \tilde{\Delta}^{AB} F|_{A'}$. It follows from (A.3) that the principal part of $P_{n+3}$ agrees with that of $\Delta^{n+3}$.

A.2. Variation of the obstruction function. Now we are ready to compute the variation of the obstruction function. Consider a family of Fefferman’s defining functions $\{r_t\}$, and, as in §4, take a flow $\Phi_t$ generated by the vector field $Y_t = -\text{Re} \hat{r}_t^A \partial_A$, where $\hat{r}_t = (d/dt) r_t \in \tilde{E}(1)$. To simplify the notation, we set $r = r_0$, $\hat{r} = r_0$ and $\delta_0 = (d/dt)|_{t=0}$.

Theorem A.3. The first variation of the obstruction function satisfies
\begin{equation}
\delta_0 (O_{\hat{r}} \circ \Phi_t)|_{A'} = \epsilon_{n,1}^{-1} P_{n+3} \hat{r}.
\end{equation}
Note that $\delta_0 (O_{\hat{r}} \circ \Phi_t)$ is intrinsically defined from the family of CR structures and hence $P_{n+3}$ can be factored through $P_{\alpha \beta} : \tilde{E}(1) \to \tilde{E}_{\alpha \beta}(1)$, which gives the first variation of the deformation corresponding to $f = -\hat{r}|_{A'}$; see [13]. In particular, $\delta_0 (O_{\hat{r}} \circ \Phi_t) = O(r)$ if $\hat{r}|_{A'} \in \ker P_{\alpha \beta}$. This property can be also verified from the right-hand side: if $f \in \ker P_{\alpha \beta}$, then Proposition [13] gives an extension such that $\hat{\nabla}^{AB} F = O(\rho^\infty)$ and so $\Delta^{n+1} \tilde{\Delta}^{AB} F = O(\rho^\infty)$ follows.
Proof of Theorem A.3. Since $\Phi_t$ is generated by the vector field $Y_t = -\Re \hat{r}^A \partial_A$, we have
\begin{equation}
\delta_0 (\mathcal{O}_t \circ \Phi_t) = \hat{\mathcal{O}} - \Re \hat{r}^A \mathcal{O}_A.
\end{equation}
Recall from Lemma A.3 that $\hat{\mathcal{O}}$ satisfies
\[ \hat{\Delta} \hat{r} = (n + 2) \hat{r} \hat{\mathcal{O}} r^{n+1} + \hat{\mathcal{O}} r^{n+2} + O(r^{2n+3}). \]
Using $\hat{\Delta} (\hat{r} \hat{\mathcal{O}} r^{n+2}) = (n + 2) \hat{r} \hat{\mathcal{O}} r^{n+1} + r^{n+2} \hat{\Delta} (\hat{r} \hat{\mathcal{O}})$, we have
\[ \hat{\Delta} (\hat{r} - \hat{r} \hat{\mathcal{O}} r^{n+2}) = \left( \hat{\mathcal{O}} - \hat{\Delta} (\hat{r} \hat{\mathcal{O}}) \right) r^{n+2} + O(r^{2n+3}). \]
Thus, by Lemma A.1 we obtain $\hat{\Delta} n^{n+3} \hat{r} = \frac{c_{n,1}}{\hat{\mathcal{O}}} (\hat{\mathcal{O}} - \hat{\Delta} (\hat{r} \hat{\mathcal{O}})) + O(r)$, or
\[ \hat{\mathcal{O}} = \frac{c_{n,1}}{\hat{\mathcal{O}}} \hat{\Delta} n^{n+3} \hat{r} + \hat{\Delta} (\hat{r} \hat{\mathcal{O}}) + O(r). \]
Substituting this into (A.11) gives
\[ \delta_0 (\mathcal{O}_t \circ \Phi_t) = \frac{c_{n,1}}{\hat{\mathcal{O}}} \hat{\Delta} n^{n+3} \hat{r} + \hat{r} \hat{\mathcal{O}} A + \hat{\Delta} \hat{\mathcal{O}} + O(r), \]
which agrees with $\frac{c_{n,1}}{\hat{\mathcal{O}}} \Re \hat{\Delta} n^{n+3} \hat{r} + \hat{\Delta} (\hat{r} \hat{\mathcal{O}}) + O(r)$ by (A.6). $\square$

A.3. Dependence on the ambient metric. We next study the dependence of $P_{n+3}$ on the choice of the ambient metric. Let $\hat{g}$ be an ambient metric with potential $r$ and $\hat{g}$ one with potential
\[ \hat{\mathcal{O}} = r + \varphi r^{n+3}/(n + 3), \quad \varphi \in \tilde{E}(-n - 2). \]
We denote the covariant derivative, the Laplacian and the obstruction function for the metric $\hat{g}$ by $\overline{\nabla}$, $\overline{\Delta}$ and $\overline{\mathcal{O}}$, respectively.

Lemma A.4. We have
\begin{align}
\hat{\Delta} n^{n+3} F &= \hat{\Delta} n^{n+3} F + c_{n,1} F \hat{\Delta} \varphi + O(r), \quad F \in \tilde{E}(1); \\
\overline{\mathcal{O}} &= \mathcal{O} + r \hat{\Delta} \varphi/(n + 3) + O(r^2).
\end{align}
If we substitute above two formulas into (A.6), we obtain
\begin{equation}
\hat{\Delta} n^{n+3} \hat{\nabla}^{AB} F = \hat{\Delta} n^{n+3} \hat{\nabla}^{AB} F + O(r),
\end{equation}
which shows that $P_{n+3}$ is a CR invariant differential operator. This is consistent with (A.7), in which the left-hand side is CR invariant by the construction.

Proof of Lemma A.4. Differentiating $\hat{r} = r + \varphi r^{n+3}/(n + 3)$, we have
\[ \hat{\nabla}^{AB} = \hat{g}^{AB} + (n + 2) r^{n+1} \partial_A r^B \varphi \]
\[ + r^{n+2} (r_A \hat{\varphi}^{B} + r^B \hat{\varphi}^A + \hat{g}^{AB} \varphi) + O(r^{n+3}). \]
Thus the inverse matrix satisfies
\[ \hat{g}^{AB} = \hat{g}^{AB} - (n + 2) r^{n+1} \partial_A r^B \varphi \]
\[ - r^{n+2} (r_A \hat{\varphi}^{B} + r^B \hat{\varphi}^A + \hat{g}^{AB} \varphi) + O(r^{n+3}), \]
where on the right-hand side the indices are raised by using $\hat{g}^{AB}$. Hence, for $F \in \tilde{E}(1)$,
\[ \hat{\Delta} F = \hat{\Delta} F - (n + 2) r^{n+1} F \varphi \]
\[ - r^{n+2} (\varphi A F^A + \varphi F_A + \hat{\varphi} \hat{\Delta} F) + O(r^{n+3}) \]
\[ = \hat{\Delta} F - (n + 2) r^{n+1} F \varphi \]
\[ - r^{n+2} (\hat{\Delta} (F \varphi) - F \hat{\Delta} \varphi) + O(r^{n+3}). \]
We now use Lemma \[\text{A.1}\]. If \(\tilde{\Delta} F = \psi r^{n+2}\) holds, then
\[
\tilde{\Delta} F = -(n+2) r^{n+1} F \varphi + r^{n+2} (\psi - \tilde{\Delta}(F \varphi) + F \tilde{\Delta} \varphi) + O(r^{n+3}).
\]

On the other hand, for \(F \varphi \in \tilde{E}(-n-1)\),
\[
\tilde{\Delta}(r^{n+2} F \varphi) = \tilde{\Delta}(r^{n+2} F \varphi) + O(r^{n+3})
\]
\[
= (n+2) r^{n+1} F \varphi + r^{n+2} \tilde{\Delta}(F \varphi) + O(r^{n+3}).
\]
Thus, setting \(\hat{F} = F + r^{n+2} F \varphi\), we have \(\hat{\Delta} \hat{F} = \psi r^{n+2} + O(r^{n+3})\), where
\[
\hat{\psi} = \psi + F \tilde{\Delta} \varphi.
\]
Since \(c_{n,1} \hat{\psi}_|_N = \tilde{\Delta}^{n+3} F|_N\), we get the desired formula.

To prove the second formula, we take the variation of the determinant in the homogenous coordinates \(X^A\) (see \[\text{A.2}\]):
\[
(-1)^{n+1} \det \check{g}_{\mathcal{A}B} = (-1)^{n+1} (\det \check{g}_{\mathcal{A}B})(1 + \tilde{\Delta}(r^{n+3} \varphi)/(n+3) + O(r^{n+4}))
\]
\[
= (-1)^{n+1} \det \check{g}_{\mathcal{A}B} + r^{n+3} \tilde{\Delta} \varphi/(n+3) + O(r^{n+4}).
\]
Thus the obstruction function of \(\check{\varphi}\) satisfies \(\check{\varphi} = O + r \tilde{\Delta} \varphi/(n+3) + O(r^2)\). \(\square\)

**A.4. Normalizing the ambient metric.** In view of \[\text{A.9}\], we see that \(\tilde{\Delta}^{n+3}\)
defines a CR invariant operator if we can further normalize the ambiguity \(\varphi\) so that \(\tilde{\Delta} \varphi = O(r)\) holds. Such a normalization is obtained by imposing
\[\text{(A.12)}\]
\[\tilde{\Delta} \varphi = O(r),\]
where \(\tilde{\Delta}\) is defined with respect to the ambient metric with potential \(r\). We call a Fefferman’s defining function satisfying \[\text{(A.12)}\] a **strict Fefferman’s defining function**.

**Proposition A.5.** For any strictly pseudoconvex \(M \subset X\), there exist strict Fefferman’s defining functions of \(N = K^*_M \subset \tilde{X}\). If \(r\) and \(\tilde{r}\) are two such defining functions for \(N\), then
\[\tilde{r} - r = r^{n+3} \varphi\]
for \(\varphi \in \tilde{E}(-n-2)\) such that \(\tilde{\Delta} \varphi = O(r)\).

**Proof.** Let \(\check{g}\) be the ambient metric with potential \(\check{r} = r + r^{n+3} \varphi/(n+3)\). Applying \(\tilde{\Delta}\) to \[\text{(A.10)}\] gives \(\tilde{\Delta} \check{\varphi} = \tilde{\Delta} \varphi - (n+4)/(n+3) \tilde{\Delta} \varphi + O(r)\). Since \(\tilde{\Delta} \check{\varphi} = \check{\Delta} \check{\varphi} + O(r^{n+1})\), we obtain
\[\text{(A.13)}\]
\[\tilde{\Delta} \check{\varphi} = \check{\Delta} \varphi - \frac{n+4}{n+3} \tilde{\Delta} \varphi + O(r)\]
Thus setting \(\varphi = -(n+3)/(n+4)^2 r \tilde{\Delta} \varphi\), we obtain \(\tilde{\Delta} \check{\varphi} = O(r)\).

If \(r\) and \(\tilde{r}\) are strict Fefferman’s defining functions, then \[\text{(A.12)}\] forces \(\tilde{\Delta} \varphi = O(r)\). \(\square\)

With this refinement of the ambient metric, we can generalize the GJMS construction of CR invariant differential operators.

**Theorem A.6.** Let \(\check{g}\) be the ambient metric defined from a strict Fefferman’s defining function. Then \(\tilde{\Delta}^{n+3} : \check{E}(1) \to \check{E}(-n-2)\) induces a CR invariant differential operator \(\tilde{\Delta}^{n+3} : \check{E}(1) \to \check{E}(-n-2)\).

**Remark A.7.** A further normalization of defining function has been done in \[\text{B.1}\], where an exact formal solution to the Monge–Ampère equation with logarithmic singularity was used.
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