Abstract—In this paper we design discrete port-Hamiltonian systems systematically in two different ways, by applying discrete gradient methods and splitting methods respectively. The discrete port-Hamiltonian systems we get satisfy a discrete notion of passivity, which lets us, by choosing the input appropriately, make them globally asymptotically stable with respect to an equilibrium point. We test methods designed using the discrete gradient approach in numerical experiments, and the results are encouraging when compared to relevant existing integrators of identical order.
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I. INTRODUCTION

PORT-HAMILTONIAN systems are a recent and increasingly popular approach to modelling complex physical and engineering systems. This approach merges network theory with geometry and control.

From network theory comes the concept of port-based modelling, which allows for the modelling of complex systems, stretching over multiple physical domains. This is done by viewing the full system as a set of a (possibly large) number of simple ideal subsystems that are interconnected and communicate through the exchange of energy. Paynter pioneered this approach in [1].

From geometric mechanics there is a focus on the underlying geometric structure of the system, see [2][3][4]. Port-Hamiltonian systems represent a generalization of traditional Hamiltonian mechanics. Unlike traditional Hamiltonian mechanics, where the key geometry is that the phase space is endowed with a symplectic structure, the geometry of port-Hamiltonian systems comes from the interconnection structure of the system. The appropriate structure then appears to be a Dirac structure, a generalization of both symplectic and Poisson structures that was first introduced in [5]. Its use in port based modelling was first explored in [6][7]. An essential property of Dirac structures is that their appropriate composition again constitutes a Dirac structure. This ensures that interconnecting multiple port-Hamiltonian systems into a larger such system preserves this geometry.

Port-Hamiltonian systems can interact with their environment, and consequently the theory of control systems feature prominently. For our purposes the relevant example is interaction through inputs and outputs. Port-Hamiltonian systems can also be viewed as a technique for control design [8][9][7], e.g. by shaping the system energy or viewing controllers as virtual system components. A thorough introduction to port-Hamiltonian systems can be found in [8].

In this paper we are concerned with the preservation of the remarkable properties of port-Hamiltonian system under numerical discretisation. We focus in particular on the energy balance and on the stability under interconnection. We will see that these properties are not automatically satisfied when replacing a continuous port-Hamiltonian system with its discrete counterpart obtained by applying a numerical discretisation method. And we propose two numerical approaches that will guarantee this preservation.

In geometric numerical integration, one seeks numerical integration methods preserving the structure of the flow one wishes to integrate [10]. For Hamiltonian mechanics, particularly for the unconstrained case where the configuration space is linear, there is a rich theory of structure preserving integrators: notably symplectic integrators [11][12][13][14][15] and energy-preserving, symmetric integrators [16][17][18][19]. For port-Hamiltonian systems, structure preserving integration is far less explored.

We restrict ourselves to the class of input-state-output port-Hamiltonian systems, and propose two approaches to construct discrete port-Hamiltonian systems. Our discrete models arise from the structure-preserving integration of their continuous counterparts. We analyse these methods, focusing in particular on discrete energy-preserving and passivity-preserving interconnection of simpler systems. The structure-preserving (and in particular passivity-preserving) integration of these systems is of interest both from a theoretical perspective and in engineering applications. See [20] for an application of passivity preserving splitting methods to the control of marine vessels.

The structure of the paper is as follows. In Section III we give relevant background theory on continuous input-state-output port-Hamiltonian systems, and how they can be interconnected. In Section III we consider the problem of
numerically discretizing such port-Hamiltonian systems while
preserving a discrete analogue of passivity. This reduces to en-
gergy preservation when the input is zero. Section IV is devoted
to numerical experiments. Finally we make some concluding
remarks in Section V. A higher order generalization of the
method given in Section III is derived in the Appendix.

II. BACKGROUND THEORY

From the perspective of geometric mechanics, an input-
state-output port-Hamiltonian system may be naturally in-

troduced as a generalization of a traditional Hamiltonian
mechanical system. In the absence of dissipative elements the
following system of ordinary differential equations (ODEs)
constitutes an input-state-output port-Hamiltonian system:

\[
\begin{align*}
\dot{x} &= B(x) \nabla H(x) + G(x)u, \\
x(0) &= x_0, \\
y &= G(x)^T \nabla H(x),
\end{align*}
\]

(1)

where \(x \in \mathbb{R}^n\) is the state, \(u \in \mathbb{R}^m\) the input and \(y \in \mathbb{R}^m\) the output. Furthermore \(B(x)\) is a skew-
symmetric matrix (often, but not always, \(B(x)\) defines a Poisson bracket), \(H\) is the
Hamiltonian function and \(\nabla H(x)\) is the gradient of \(H\) with
respect to \(x\). The input \(u\) is given as a function of \(t, x\) or \(y\).
We will usually take \(u = u(y)\) reflecting the intuitive notion
that the input often can only depend on the observable part of
the system.

The uncontrolled system, \(\dot{x} = B(x) \nabla H(x)\), is assumed to
have an isolated equilibrium point \(x = x^*\). Since the change
of coordinates \(x \mapsto x - x^*\) will always move this equilibrium
point to the origin, there is no loss of generality in taking
\(x^* = 0\).

A. Passivity

Consider initially the general system of differential equa-
tions

\[
\begin{align*}
\dot{x} &= f(x, u), \\
y &= h(x),
\end{align*}
\]

(2)

with state \(x\), input \(u\) and output \(y\). \(f : \mathbb{R}^n \times \mathbb{R}^m \mapsto \mathbb{R}^n\) is
assumed to be locally Lipschitz with \(f(0,0) = 0\) and \(h : \mathbb{R}^n \mapsto \mathbb{R}^m\) continuous with \(h(0) = 0\).

A common definition of passivity for such a system is the
following from \([21, p. 236]\):

**Definition II.1.** The system (2) is passive if there exists a
continuously differentiable positive semidefinite function \(V(x)\),
called the storage function, such that

\[
\begin{align*}
\begin{aligned}
 u^T y &\geq \dot{V} = \nabla V(x)^T f(x, u), \\
\forall (x, u) &\in \mathbb{R}^n \times \mathbb{R}^m.
\end{aligned}
\end{align*}
\]

(3)

The system is said to be lossless if \(u^T y = \dot{V}\). Integrating
(3) we get the integral version of this passivity inequality

\[
\begin{align*}
\langle y, u \rangle_{L^2} := \int_0^t y^T u \, ds &\geq V(t) - V(0), \\
\forall &t \geq 0, \quad x(0) \in \mathbb{R}^n, \quad u(s) : [0, t] \mapsto \mathbb{R}^m.
\end{align*}
\]

(4)

We return to our port-Hamiltonian system (1), which is of the
format (2). Differentiating the energy \(H\) with respect to time,
we obtain a differential equation for \(H\)

\[
\dot{H} = y^T u,
\]

(5)

which states that the change in energy is equal to the work
due to the external forces. This implies that the system (1) is
passive, specifically lossless, with \(H\) as the storage function.
From the integral inequality (4) a system is passive with
respect to the energy \(H\) if it satisfies the inequality

\[
\langle y, u \rangle_{L^2} \geq H(t) - H(0).
\]

(6)

This means that such passive systems may consume and store
energy, but are incapable of producing energy. For literature
on the theory of passive systems see e.g. \([22, 23, 21]\). An
important consequence of this property is that if a system is
passive it is possible to achieve asymptotic stability of the
system by adding appropriate damping.

We will need the following two definitions from \([21]\):

**Definition II.2.** A system of the form (1) is zero-state observ-
able if no solution of \(\dot{x} = B(x) \nabla H(x)\) can stay identically
in the set \(\{y(x) = 0\}\) other than the trivial solution \(x(t) \equiv 0\).

**Definition II.3.** A function \(H : \mathbb{R}^n \mapsto \mathbb{R}\) is radially unbounded
if \(H(x) \to \infty\) as \(\|x\| \to \infty\).

Asymptotic stability, through the addition of appropriate
damping, is given by the following theorem:

**Theorem II.4.** If the passive system (1) has a radially un-
bounded positive definite Hamiltonian \(H\), and is zero-state observ-
able, then the origin, \(x = 0\), can be globally stabilized
by the input choice \(u = -\phi(y)\) where \(\phi : \mathbb{R}^m \mapsto \mathbb{R}^m\)
is a locally Lipschitz function with the additional properties
\(\phi(0) = 0\) and \(y^T \phi(y) > 0\) for all \(y \neq 0\).

**Proof.** See \([21, p. 604]\). \(\square\)

B. Interconnection

Another important property of port-Hamiltonian systems is
that they are stable under interconnection. Given two port-
Hamiltonian systems one can create a third one via a procedure
called interconnection, which we describe briefly in what
follows. Consider the two port-Hamiltonian systems

\[
\begin{align*}
\begin{aligned}
\dot{x} &= B(x) \nabla H(x) + G(x)u, \\
x(0) &= x_0, \\
y &= G(x)^T \nabla H(x),
\end{aligned}
\end{align*}
\]

(7)

and

\[
\begin{align*}
\begin{aligned}
\dot{\gamma} &= B_c(\gamma) \nabla H_c(\gamma) + G_c(\gamma)u_c, \\
\gamma(0) &= \gamma_0, \\
y_c &= G_c(\gamma)^T \nabla H_c(\gamma).
\end{aligned}
\end{align*}
\]

(8)

We join the two systems by interconnection by imposing the
energy balance condition

\[
y^T u + y_c^T u_c = 0,
\]

(9)
which states that energy flowing out of one system through the ports flows into the other. A simple way to satisfy (9) is to take

\[ u = -y_c, \quad u_c = y. \quad (10) \]

Using (10) we obtain the larger system

\[
\begin{bmatrix}
\dot{x} \\
\dot{\gamma}
\end{bmatrix} = C(x, \gamma) \begin{bmatrix} \nabla H(x) \\ \nabla H_c(\gamma) \end{bmatrix},
\]

\[
C(x, \gamma) := \begin{bmatrix} B(x) & G_c(\gamma)G(\gamma)^T \\
G_c(\gamma)G(\gamma)^T & B_c(\gamma) \end{bmatrix},
\]

with Hamiltonian \( H(x) + H_c(\gamma) \). The obtained system is port-Hamiltonian. Because of this property one says that port-Hamiltonian systems are stable under interconnection. Usually the first system is given, and the second system is designed to control the first one. This means that one should design \( H_c(\gamma) \) so that the new system is driven to the desired equilibrium state \( x^* \), here again taken to be 0 without loss of generality. We note that the Casimirs of the larger system are also of importance, for the purpose of control design. See for example [8] for details. We also mention that if the skew-symmetric structure matrix \( C(x, \gamma) \) satisfies also the Jacobi identity, then \( C(x, \gamma) \) defines a Poisson bracket.

C. Interconnection and Generalized Dirac Structures

Let \( Q \) be a smooth manifold and let \( TQ \) and \( T^*Q \) be its tangent and cotangent bundle respectively. Consider the smooth vector bundle over \( Q \)

\[ TQ \oplus T^*Q, \]

with fibres \( T_xQ \times T_x^*Q \).

A generalised Dirac structure on \( Q \) is a vector subbundle

\[ D \subset TQ \oplus T^*Q, \quad \text{s.t. } D = D^\perp, \]

where

\[ D^\perp := \{ (e, f) \in TQ \oplus T^*Q \mid \langle e, f' \rangle + \langle e', f \rangle = 0, \quad \forall (e', f') \in D \}, \]

and \( \langle \cdot, \cdot \rangle \) is the duality pairing between \( T_xQ \) and \( T_x^*Q \).

If \( \mathcal{F} \) is an \( n \)-dimensional vector space, it can be shown that \( D \subset \mathcal{F} \oplus \mathcal{F}^* \) is a (constant) Dirac structure on \( \mathcal{F} \) if and only if

- \( \langle e, f \rangle = 0 \) for all \( (e, f) \in D \).
- \( \dim(D) = n \).

Symplectic structures induce Dirac structures on \( Q \). Let us denote with \( \mathcal{X}_H \) the Hamiltonian vector field with Hamiltonian \( H \) with respect to an almost-symplectic structure \( \Omega \) on \( Q \) (\( \Omega \) is a nondegenerate two-form on \( Q \) which is not necessarily closed), and let

\[ D_\Omega := \{ (\mathcal{X}_H, dH) \in TQ \oplus T^*Q \mid \Omega(\mathcal{X}_H, \cdot) = dH, \quad H : Q \to \mathbb{R} \}, \]

then \( D_\Omega \) is a generalized Dirac structure. In this sense Dirac structures are generalisations of symplectic structures.

Let \( \tilde{\Omega} \) be the two form associated with the skew-symmetric matrix \( C \) in (11). The interconnection of the two port-Hamiltonian systems (1) and (3) under the condition (2) gives a larger system with state variables \( X = (x, \gamma) \), with energy \( \dot{H} = H + H_c \). The couple \( (X, d\dot{H}) \) such that \( X = C(X) \nabla H(X) \), belongs to the Dirac structure \( D_{\tilde{\Omega}} \) induced by \( \tilde{\Omega} \).

III. DISCRETE PORT-HAMILTONIAN SYSTEMS AND DISCRETE PASSIVITY BASED CONTROL

In this section we propose a definition of discrete port-Hamiltonian systems, see also [24]. For the numerical discretization of port-Hamiltonian systems we will focus on two important aspects: the preservation of a discrete energy balance equation and the stability under interconnection.

A. Discrete Energy Balance

To start we consider a general discrete system

\[ x_{n+1} = \Phi(x_n), \]

with the given initial state \( x_0 \in \mathbb{R}^n \). A function \( V : \mathbb{R}^n \to \mathbb{R} \) is called a (discrete) Lyapunov function for (13) on a set \( S \subset \mathbb{R}^n \) if it is continuous on \( \mathbb{R}^n \) and \( \Delta V(x) := V(\Phi(x)) - V(x) \leq 0 \) for all \( x \in S \). We require the following discrete Invariance Principle from [25] p. 9:

**Proposition III.1.** If \( V \) is Lyapunov function for (13) in \( S \subset \mathbb{R}^n \) and the solution \( x_n \) of (13) is in \( S \) and bounded, then there is number \( c \) such that \( x_n \to M \cap V^{-1}(c) \neq \emptyset \) where \( M \) is the largest positively invariant set contained in the set \( E = \{ x \in \mathbb{R}^n : \Delta V = 0 \} \cap S \).

Now let us consider a consistent numerical integration method \( x_{n+1} = \Phi_h(x_n, u) \) of (1) producing the approximations \( x_n \approx x(t_n) \) for \( t_n = nh \) with \( h \) the step size of integration. Clearly the solution will depend on the choice of input function \( u \) in (1), which we here assume is given as a function of the output \( y \), i.e. \( u = u(y) \).

**Definition III.2.** Assume the method \( x_{n+1} = \Phi_h(x_n, u) \) produces \( m \) intermediate approximations of the output and of the input, \( Y_n := [y_{n1}, \ldots, y_{nm}] \) and \( U_n := [u_{n1}, \ldots, u_{nm}] \), with \( u_{nj} := u(y(x(t_n))) \) and

\[ \lim_{h \to 0} u_{nj} = y(x(t_n)), \quad \lim_{h \to 0} y_{nj} = y(u(x(t_n))), \]

\[ j = 1, \ldots, m. \] We say the method satisfies a discrete energy balance equation if there exist positive weights \( b_j \) with

\[ \sum_j b_j = 1 \text{ such that } \]

\[ \Delta H(x_n) := H(x_{n+1}) - H(x_n) = \langle Y_n, U_n \rangle_{L_h^2} \]

\[ := h \sum_{j=1}^m b_j g^T u_{nj}, \]

holds for arbitrary \( n \) and \( h \).

Note that \( \lim_{h \to 0} \langle Y_n, U_n \rangle_{L_h^2} = \langle y, u \rangle_{L^2} \). This property will be used to prove a discrete analogue of Theorem II.4.
Theorem III.3. Suppose the continuous system (1) has a radially unbounded positive definite storage function \( H \), and that the consistent numerical method \( x_{n+1} = \Phi_h(x_n, u) \) for this system satisfies a discrete energy balance \([14]\). Furthermore assume that no solution sequence of \( x_{n+1} = \Phi_h(x_n, 0) \) gives zero output, i.e. \( y_{nj} = 0 \) for all \( n, j \), except the trivial solution, \( x_n = 0 \), for all \( n \) (discrete zero-state observability). The origin, \( x = 0 \), can then be globally stabilised with the choice of an appropriate control input \( u = -\phi(y) \), where \( \phi \) is a locally Lipschitz function such that \( \phi(0) = 0 \) and \( y^T \phi(y) > 0 \) for all \( y \neq 0 \).

Proof. From the discrete energy balance
\[
\Delta H(x_n) = \langle Y_n, U_n \rangle_{L^2} := h \sum_{j=1}^{m} b_j y_{nj} T u_{nj} = -h \sum_{j=1}^{m} b_j y_{nj} \phi(y_{nj}) \leq 0,
\]
where the last inequality follows from the properties of \( \phi \) and the positiveness of the weights \( b_j \). Since \( H \) is continuous on \( \mathbb{R}^n \) it is a (discrete) Lyapunov function on \( \mathbb{R}^n \) for the discrete method \( x_{n+1} = \Phi_h(x_n, u) \). In addition, because \( H \) is radially unbounded, it follows that all solutions of this discrete system are bounded.

Consequently from Proposition III.1 \( x_n \to M \neq \emptyset \), where \( M \) is the largest positively invariant set contained in the set \( E = \{ x \in \mathbb{R}^n : \Delta H(x) = 0 \} \). Thus if \( M = \{ 0 \} \) the origin will be globally asymptotically stable.

Now, from the above calculations \( \Delta H(x_n) = 0 \) implies \( y_{nj} = 0 \) for all \( j \), from which the properties of \( \phi \) implies that \( u_{nj} = 0 \) for all \( j \). The zero-state observability requirement yields \( x_n = 0 \) for \( n \in \mathbb{N} \), and consequently \( M = \{ 0 \} \).

B. Discrete Gradient Methods

A discrete gradient \( \nabla H : \mathbb{R}^n \times \mathbb{R}^n \to \mathbb{R}^n \) is an approximation of the gradient of a function \( H : \mathbb{R}^n \to \mathbb{R} \), satisfying the following two properties:
1) \( \nabla H(x, x')^T (x' - x) = H(x') - H(x) \),
2) \( \nabla H(x, x) = 0 \).

We consider the following consistent numerical discretization of (1):
\[
\frac{x_{n+1} - x_n}{h} = \hat{B}(x_n, x_{n+1}) \nabla H(x_n, x_{n+1}) + \hat{G}(x_n, x_{n+1}) \tilde{u}_n,
\]
where we define \( \tilde{u}_n := u(\tilde{y}_n) \), and the discrete output \( \tilde{y}_n \) is defined to be
\[
\tilde{y}_n := \hat{G}(x_n, x_{n+1})^T \nabla H(x_n, x_{n+1}).
\]

From the first property of discrete gradients one easily verifies that a discrete energy balance equation is satisfied. In fact
\[
H(x_{n+1}) - H(x_n) = h \nabla H(x_n, x_{n+1})^T \hat{B}(x_n, x_{n+1}) \nabla H(x_n, x_{n+1}) + h \nabla H(x_n, x_{n+1})^T \hat{G}(x_n, x_{n+1}) \tilde{u}_n = h \tilde{y}_n^T \tilde{u}_n.
\]

It is easy to verify that the hypothesis of Theorem III.3 hold for the discrete passive systems of the form \([15]-[16]\), with \( m = 1 \), \( y_{n1} := y_n \), \( u_{n1} := \tilde{u}_n \) and \( b_1 = 1 \).

Example III.4. One choice for the discrete gradient is the averaged vector field (AVF) discrete gradient
\[
\nabla H(x_n, x_{n+1}) = \int_0^1 \nabla H(\rho(\alpha)) d\alpha,
\]
\[
\rho(\tau) = x_n (1 - \tau) + x_{n+1} \tau,
\]
\[
\hat{B}(x_n, x_{n+1}) = B \left( x_{n+1} \right), \quad \hat{G}(x_n, x_{n+1}) = G \left( x_{n+1} \right),
\]
we get a second order method for (1) of the format (15),
\[
\frac{x_{n+1} - x_n}{h} = B \left( x_{n+1} \right) \int_0^1 \nabla H(\rho(\alpha)) d\alpha + G \left( x_{n+1} \right) \tilde{u}_n.
\]

Remark. If \( H \) is a polynomial of the components of \( x \), then the integral in (18) can be explicitly computed. In particular for quadratic \( H \) and linear \( \nabla H \), one finds that (18) coincides with the midpoint method. This explains the behaviour observed in [24], where the authors show that the midpoint method is energy-preserving for linear port-Hamiltonian systems. This property of the midpoint rule ceases to hold if \( H \) is a polynomial function of higher degree than quadratic, see numerical experiments in Section IV-B. Generalisations of (18) to higher order can be easily obtained using the ideas of [19]. See the Appendix for details.

C. Interconnection and preservation of the generalised Dirac structure

We consider the interconnection of two discrete port-Hamiltonian systems of the form (15)-(16).
apply a splitting method with the normal output \(B\) and given by the interconnection of the two discrete port-Hamiltonian systems which we satisfy by imposing

\[
\gamma_{n+1} - \gamma_n = B_c(\gamma_n,\gamma_{n+1}) + G_c(x_{n+\frac{1}{2}})u_{c,n+\frac{1}{2}},
\]

\[
y_{c,n+\frac{1}{2}} = G_c(\gamma_{n+\frac{1}{2}})^T \nabla H_c(x_{n+\frac{1}{2}}),
\]

under the interconnection condition

\[
y_{T,n+\frac{1}{2}}u_{n+\frac{1}{2}} + y^T_{c,n+\frac{1}{2}}u_{c,n+\frac{1}{2}} = 0,
\]

which we satisfy by imposing \(u_{n+\frac{1}{2}} := -y_{c,n+\frac{1}{2}}, u_{c,n+\frac{1}{2}} := y_{n+\frac{1}{2}}\). We obtain a larger discrete system

\[
\begin{bmatrix}
\frac{x_{n+1} - x_n}{\gamma_{n+1} - \gamma_n} \\
\frac{\gamma_{n+1} - \gamma_n}{\gamma_{n+1} - \gamma_n}
\end{bmatrix} = C \begin{bmatrix} x_{n+\frac{1}{2}}, \gamma_{n+\frac{1}{2}} \end{bmatrix} \begin{bmatrix} \nabla H(x_{n+\frac{1}{2}}) \\
\nabla H_c(\gamma_{n+\frac{1}{2}}) \end{bmatrix},
\]

with \(C(x, \gamma)\) given in (11) by the skew-symmetry of \(C(x, \gamma)\), and the properties of discrete gradients, the obtained discrete system preserves the energy \(\dot{H}(x, \gamma) = H(x) + H_c(\gamma)\). In fact,

\[
\dot{H}(x_{n+1}, \gamma_{n+1}) - \dot{H}(x_n, \gamma_n) = \nabla H(x_n, x_{n+1})^T (x_{n+1} - x_n) + \nabla H_c(\gamma_n, \gamma_{n+1})^T (\gamma_{n+1} - \gamma_n) = 0.
\]

Using the definition (12), we consider the constant Dirac structures \(D_{\Omega_n}\), where \(\Omega_n\) is the two-form associated with the skew-symmetric matrix \(C(x_{n+\frac{1}{2}}, \gamma_{n+\frac{1}{2}})\). The couples of (time) discrete vector field and discrete gradient obtained by interconnection of the two discrete port-Hamiltonian systems and given by

\[
\begin{bmatrix}
\frac{x_{n+1} - x_n}{\gamma_{n+1} - \gamma_n} \\
\frac{\gamma_{n+1} - \gamma_n}{\gamma_{n+1} - \gamma_n}
\end{bmatrix} = \nabla H(x_{n+\frac{1}{2}}) \nabla H_c(\gamma_{n+\frac{1}{2}}),
\]

belong to \(D_{\Omega_n}\) for all \(n\). We can view \(D_{\Omega_n}\) for \(n = 0, 1, 2, \ldots\) as a time-discrete approximation of the Dirac structure \(D_{\Omega}\) considered at the end of Section III-C.

### D. Splitting Methods

We can also consider a splitting method. Assume the skew-symmetric matrix \(B\) in (1) permits the splitting \(B(x) = B_1(x) + B_2(x)\) where \(B_1(x)\) and \(B_2(x)\) are again both skew-symmetric. Using this matrix splitting to split the vector field of (1), pushing the control part into the second system, we have

\[
S_1 : \{ \dot{x} = B_1(x) \nabla H(x), \}
\]

\[
S_2 : \{ \dot{x} = B_2(x) \nabla H(x) + G(x)u(y) \}
\]

with the normal output \(y = G(x)^T \nabla H(x)\). Let the flow maps that advance the system some time \(t\) forward along \(S_1\) and \(S_2\) be denoted \(\Phi_t[S_1]\) and \(\Phi_t[S_2]\) respectively. Now suppose we apply a splitting method

\[
x_{n+1} = \Phi_{a_{m+1}h}[S_2] \circ \Phi_{a_{m}h}[S_2] \circ \cdots \circ \Phi_{a_{2}h}[S_2] \\
\circ \cdots \circ \Phi_{b_{1}h}[S_2] \circ \Phi_{a_{1}h}[S_1](x_n),
\]

to the full system (1). Here we assume that all coefficients \(a_i\) and \(b_i\) are non-negative, and that the method is consistent, i.e.

\[
2 \sum_{i=1}^{m} a_i + a_{m+1} = 2 \sum_{i=1}^{m} b_i = 1.
\]

This implies that the method has a well defined numerical flow \(\Phi_t\), with the property \(\Phi_{2h}(x_n) = x_{n+1}\). This limits us to second order methods, as higher order splitting methods (with real coefficients) must have some strictly negative coefficients [26].

**Theorem III.5.** Let the splitting method (20) be applied to the splitting (19) of a system (1) with radially unbounded, continuous and positive definite storage function \(H\). If no solution of \(S_2\) with \(u = 0\) can stay in the set \(y = 0\) other than the trivial solution \(x = 0\), then the origin \(x = 0\) for the full system (1) can be globally stabilised with the choice of an appropriate control input \(u(y) = -\phi(y)\). Here \(\phi\) is a locally Lipschitz function such that \(\phi(0) = 0\) and \(y^T\phi(y) > 0\) for all \(y \neq 0\).

**Proof.** Consider an arbitrary step from \(x_n\) to \(x_{n+1}\) for \(n \in \mathbb{N}\). We apply \(4m + 1\) numerical flows alternating between \(\Phi_t[S_1]\) and \(\Phi_t[S_2]\). Let \(\hat{x}_k\) be the point we have reached after applying \(k\) of these flows, e.g. \(\hat{x}_0 = x_n\) and \(\hat{x}_{4m+1} = x_{n+1}\). From (20) it is clear that on \([\hat{x}_k, \hat{x}_{k+1}]\) we are flowing along \(\Phi_t[S_k]\) if \(k\) is odd and \(\Phi_t[S_2]\) if \(k\) is even. It is also clear that for the system \(S_1\), \(H = 0\) and for \(S_2\), \(\dot{H} = -y^T\phi(y) \leq 0\). Consequently \(H(\hat{x}_k) - H(\hat{x}_{k+1}) \leq 0\) if \(k\) is odd and \(H(\hat{x}_{k+1}) - H(\hat{x}_k) \leq 0\) if \(k\) is even. Thus

\[
\Delta H(x_n) := H(x_{n+1}) - H(x_n) := H(\hat{x}_{4m+1}) - H(\hat{x}_0) = \sum_{k=0}^{4m} H(\hat{x}_{k+1}) - H(\hat{x}_k) \leq 0.
\]

From an identical argument as in Theorem III.3, \(x_n \to M \neq 0\), where \(M\) is the largest positively invariant set contained in the set \(E = \{ x \in \mathbb{R}^n : \Delta H(x) = 0 \}\). As before the origin will therefore be globally asymptotically stable if \(M = \{0\}\).

Now, from the above calculations \(\Delta H(x_n) = 0\) implies \(y = 0\) while flowing along \(S_2\), i.e. \([\hat{x}_k, \hat{x}_{k+1}]\) with \(k\) even. From the properties of \(\phi\) this implies that \(u = 0\) here. The zero-state observability requirement then yields \(x = 0\) here, which means \(\hat{x}_k = 0\) and thus \(x_n = 0\) for \(n \in \mathbb{N}\). Consequently \(M = \{0\}\).

### E. Discrete Energy Balance and Runge-Kutta Methods

It can be easily shown that if the Hamiltonian is a polynomial function of the components of \(x\), and the structure matrix \(B\) does not depend on \(x\), then applying the method (18) to (1) results in a Runge-Kutta method, see [27]. This shows that if we restrict to polynomial Hamiltonian functions there exist Runge-Kutta methods which satisfy a discrete energy balance equation. A concrete example is given by the midpoint method applied to problems with constant \(B\) and quadratic Hamiltonians, resulting in a linear port-Hamiltonian system. See Section IIIIB in [24].

However, without such restrictions, this is not possible.
Proposition III.6. No Runge-Kutta method satisfies (14) for general Hamiltonian functions $H$.

Proof. The proof is very similar to the proof of Proposition 4 in [27]. Consider a system of type (1) with $x(t) = [q(t), p(t)]^T$ with the degenerate Hamiltonian function $H = p - F(q)$ and input from a derivative controller $u = [0, \ddot{q}]^T$ ($\ddot{q}$ the constant controller gain). We define $f(q) := \frac{\partial F}{\partial q}$. Let $B$ be the constant $2 \times 2$ Darboux matrix, and $G = I$ the $2 \times 2$ identity matrix. The equations (1) for this system are

\[
\begin{align*}
\dot{q} &= 1, \\
\dot{p} &= f(q) + \ddot{q}, \\
y &= \nabla H,
\end{align*}
\]

where $y$ is the output. All B-series methods (including all Runge-Kutta methods) over one step with initial condition $q_0$ give $q_1 = q_0 + h$. Energy consistency according to (14) requires

\[
H(q_1, p_1) - H(q_0, p_0) = (Y_n, U_n)L_h^T h \sum_{i=1}^{h} y^T u ds = h\ddot{u},
\]

and we observe that any consistent approximation $(Y_n, U_n)L_h^T \approx \int_0^h y^T u ds = h\ddot{u}$ would reproduce this integral exactly. From this we get

\[
p_1 = p_0 + (F(q_1) - F(q_0)) + (Y_n, U_n)L_h^T h \sum_{i=1}^{h} f(q) ds + h\ddot{u}.
\]

On the other hand a Runge-Kutta method would give an approximation $p_1$ in the form

\[
p_1 = p_0 + h \sum_{i=1}^{N} b_i f(c_i h, q_0 + c_i h) + h\ddot{u}.
\]

This leads to the condition

\[
h \sum_{i=1}^{N} b_i f(c_i h, q_0 + c_i h) = F(q_1) - F(q_0) = \int_0^h f(q) ds,
\]

for the Runge-Kutta method, which can be satisfied for an arbitrary $F$ only if all quadrature conditions

\[
\sum_{i=1}^{N} b_i c_i^{k-1} = \frac{1}{k}, \quad k = 1, 2, \ldots
\]

are satisfied by the Runge-Kutta method.

\[\square\]

IV. NUMERICAL EXPERIMENTS

The numerical experiments focus on the introduced discrete gradient methods. See [20] for an application of passivity preserving splitting methods.

A. Controlled Rigid Body

In the first numerical experiment we illustrate the preservation of the discrete energy balance equation for the method (13), and see how the method achieves a correct energy exchange between external power and internal energy. The test problem is a controlled rigid body spinning around its center of mass. The kinetic energy is

\[
H(\omega, q) = \frac{1}{2}(I_1 \omega_1^2 + I_2 \omega_2^2 + I_3 \omega_3^2) + \frac{1}{2}q^T q,
\]

with $\omega \in \mathbb{R}^3$ the angular velocity and $q \in \mathbb{R}^4$ the unit quaternion representing the attitude rotation of the body, and the equations are

\[
\begin{align*}
\dot{\omega} &= -\omega \nabla \omega H(\omega, q) + u, \\
u &:= -K_d \nabla \omega H(\omega, q) - K_p \nabla q H(\omega, q), \\
\dot{q} &= \begin{bmatrix} 0 & 0^T \\ 0 & \ddot{\omega} \end{bmatrix} \nabla q H(\omega, q),
\end{align*}
\]

with output

\[
y = \nabla H(\omega, q).
\]

Here $K_d$ is $3 \times 3$ diagonal and $K_p$ is $3 \times 4$. The energy balance equation reads

\[
\frac{dH}{dt} = \nabla \omega H^T \ddot{\omega} + \nabla q H^T \dot{q}
\]

\[
= \nabla \omega H^T \dot{\omega} - 1K_d \nabla \omega H - \nabla q H^T K_p \nabla q H.
\]

We apply the method (15)-(16), and we obtain the discrete energy balance equation

\[
H(\omega_N, q_N) - H(\omega_0, q_0) = -h \sum_{n=0}^{N-1} \nabla \omega H_n^T \dot{\omega} - 1K_d \nabla \omega H_n - h \sum_{n=0}^{N-1} \nabla q H_n^T K_p \nabla q H_n,
\]

with

\[
\nabla \omega H_n := \nabla \omega H((\omega_n, q_n), (\omega_{n+1}, q_{n+1})), \\
\nabla q H_n := \nabla q H((\omega_n, q_n), (\omega_{n+1}, q_{n+1})).
\]

In Fig. 1a we plot (in red) separately the discrete external power $A_{ext}$ (i.e. minus the right hand side of the discrete energy balance equation), and the difference in the Hamiltonian $H(t_n) - H(t_0)$ (blue). (b) The sum of these two energies is zero to machine precision. The inertia matrix is $I = \text{diag}(1, 2, 3), K_d = \text{diag}(3, 4, 5), K_p = \text{diag}(3, 5, 6), 1$. Here $1 \in \mathbb{R}^3$ is the vector with all components equal to 1.
\[ H(q, p) = \frac{1}{2} p^2 + 1 - \cos q, \]
\[ G(x) = [0, 1]^T, \]
\[ u = \phi(y) = -0.01 \arctan y. \]

Using the theory from Theorem II.4 one can show that this system will converge from almost every initial condition to the stable equilibrium \( p = 0, \ q = n2\pi \) for some integer \( n \).

In Fig. 2, 3, and 4 we compare the evolution of the position, the absolute error in the Hamiltonian, and the input \( u \) respectively for method \( \text{(18)} \), the implicit midpoint method, the averaged vector field method, and the improved Euler method, all second order. The initial state is \( x(0) = [2.8, 1.4]^T \). We observe that the AVF method and the method \( \text{(18)} \) (which is based on this), outperforms the implicit midpoint, not to mention the improved Euler method, for the choice of step size, \( h = 0.5 \).

In particular, in Fig. 2, the two latter methods give the wrong number of full rotations, \( n \), of the pendulum before it starts to converge towards the stable equilibrium. Consequently the input signal as shown in Fig. 3 is also qualitatively wrong for these methods. In contrast, both the AVF method and the method \( \text{(18)} \) produce results which are difficult to distinguish from the exact solution on the scale shown. The AVF method and the method \( \text{(18)} \) are seen to have comparable energy preservation in Fig. 4 which is superior to the implicit midpoint and the improved Euler method.

C. Capacitor Microphone

For a system with dissipation, we consider the capacitor microphone from [28], which can also be written on the format

\[ H(x) = \frac{1}{2m} p^2 + \frac{1}{2} (q - \bar{q})^2 + \frac{1}{2} qQ^2, \]
\[ B(x) = \begin{bmatrix} 0 & 1 & 0 \\ -1 & -c & 0 \\ 0 & 0 & -1/R \end{bmatrix}, \]
\[ G(x) = [0, 1, 1/R]^T, \]
\[ u = -\phi(y) = -\frac{1}{2} \sqrt{y}. \]

Here \( R = 100 \) is the resistance, and \( c = 0.1 \) the damping constant of the spring to which the right capacitor plate, with mass \( m = 4 \), is attached. \( \bar{q} = 3 \) is the equilibrium point of the spring.

In Eq. 23 the evolution of the absolute error in the Hamiltonian for \( \text{(22)} \) is compared for method \( \text{(18)} \) and the improved Euler method, with step size \( h = 0.5 \). Method \( \text{(18)} \) is again seen to better capture the correct evolution of the energy when compared to improved Euler. Results for the implicit midpoint method and the averaged vector field method were here comparable to method \( \text{(18)} \).
V. CONCLUSION

We have presented a systematic way to design discrete port-Hamiltonian systems, starting from a continuous system, by applying discrete gradient methods and splitting methods. The obtained discrete port-Hamiltonian systems are passive, and can be globally stabilized with respect to an equilibrium point by an appropriate choice of the input of the discrete system. The obtained discrete systems are port-Hamiltonian in the sense that they preserve a discrete notion of passivity and a generalised Dirac structure. The methods derived using this approach showed promising results in numerical experiments.

APPENDIX

HIGHER ORDER DISCRETE GRADIENT METHODS

Generalisations of the second order method \eqref{eq:discrete Gradient method} to higher order can be obtained using a collocation idea as in \cite{grimm1999discrete}. Let us denote the Lagrange basis function on the node \( c_j \) by \( \ell_j \) for \( j = 1, \ldots, s \), write \( \dot{\sigma}(t) \) for the collocation polynomial, and define \( X_r := \sigma(t_n + \tau h) \) and \( X_j := \sigma(t_n + c_j h) \). Now, consider the following collocation method to integrate \eqref{eq:system of equations}:

\[
\sigma(t_n) = x_n, \\
\dot{\sigma}(t_n + c_j h) = B(X_j) \nabla H_j + G(X_j) u_j, \\
x_{n+1} = \sigma(t_n + h),
\]

with

\[
b_j := \int_0^1 \ell_j(\alpha) \, d\alpha, \\
\nabla H_j := \int_0^1 \frac{\ell_j(\alpha)}{b_j} \nabla H(X_n) \, d\alpha, \quad y_j := G(X_j)^T \nabla H_j,
\]

and where the discrete controls \( u_j \) depend on \( \sigma \). Using Lagrange interpolation we can express the derivative of the collocation polynomial as

\[
\dot{\sigma}(t_n + \tau h) = \sum_{j=1}^s \ell_j(\tau) \left[ B(X_j) \nabla H_j + G(X_j) u_j \right],
\]

and obtain \( X_r = \sigma(t_n + \tau h) \) by integration. We may define stage values for the output as

\[
y_j = G(X_j)^T \nabla H_j.
\]

The collocation polynomial \( X_r \) gives a natural continuous form of the numerical solution on the whole interval of integration. Along the approximated solution \( X_r \), a polynomial of degree \( s \), we will show that the numerical method preserves a discrete passivity property, for quadratures \( c_1, \ldots, c_s \) with positive weights \( b_1, \ldots, b_s \).

In fact we have

\[
H(x_{n+1}) - H(x_n) = h \int_0^1 \nabla H(X_r)^T \dot{\sigma}(t_n + \tau h) \, d\tau.
\]

Then after simple calculations we obtain

\[
H(x_{n+1}) - H(x_n) = h \sum_{j=1}^s b_j \nabla H_j^T B(X_j) \nabla H_j + \sum_{j=1}^s b_j \nabla H_j^T G(X_j) u_j,
\]

and upon using that \( B(\cdot) \) is skew-symmetric

\[
H(x_{n+1}) - H(x_n) = h \sum_{j=1}^s b_j y_j^T u_j,
\]

which clearly satisfies the discrete energy balance equation \eqref{eq:energy balance}. The consequent passivity inequality becomes

\[
H(x_{n+1}) - H(x_n) \leq h \sum_{j=1}^s b_j y_j^T u_j.
\]

We now state and prove the following theorem

**Theorem A.1.** Assume that the discrete port-Hamiltonian system \eqref{eq:discrete port-Hamiltonian system} defines a unique one step map \( x_{n+1} = \Psi(x_n) \), and that the system is passive with radially unbounded positive definite storage function \( H \). Furthermore assume that no numerical solution \( \{x_n\}_{n \in \mathbb{N}} \) satisfying the system of equations

\[
\sigma(t_n) = x_n, \\
\dot{\sigma}(t_n + c_j h) = B(X_j) \nabla H_j, \quad x_{n+1} = \sigma(t_n + h),
\]

and where the discrete controls \( u_j \) depend on \( \sigma \). Using Lagrange interpolation we can express the derivative of the collocation polynomial as

\[
\dot{\sigma}(t_n + \tau h) = \sum_{j=1}^s \ell_j(\tau) \left[ B(X_j) \nabla H_j + G(X_j) u_j \right],
\]

and obtain \( X_r = \sigma(t_n + \tau h) \) by integration. We may define stage values for the output as

\[
y_j = G(X_j)^T \nabla H_j.
\]

The collocation polynomial \( X_r \) gives a natural continuous form of the numerical solution on the whole interval of integration. Along the approximated solution \( X_r \), a polynomial of degree \( s \), we will show that the numerical method preserves a discrete passivity property, for quadratures \( c_1, \ldots, c_s \) with positive weights \( b_1, \ldots, b_s \).

In fact we have

\[
H(x_{n+1}) - H(x_n) = h \int_0^1 \nabla H(X_r)^T \dot{\sigma}(t_n + \tau h) \, d\tau.
\]

Then after simple calculations we obtain

\[
H(x_{n+1}) - H(x_n) = h \sum_{j=1}^s b_j \nabla H_j^T B(X_j) \nabla H_j + \sum_{j=1}^s b_j \nabla H_j^T G(X_j) u_j,
\]

and upon using that \( B(\cdot) \) is skew-symmetric

\[
H(x_{n+1}) - H(x_n) = h \sum_{j=1}^s b_j y_j^T u_j,
\]

which clearly satisfies the discrete energy balance equation \eqref{eq:energy balance}. The consequent passivity inequality becomes

\[
H(x_{n+1}) - H(x_n) \leq h \sum_{j=1}^s b_j y_j^T u_j.
\]

We now state and prove the following theorem

**Theorem A.1.** Assume that the discrete port-Hamiltonian system \eqref{eq:discrete port-Hamiltonian system} defines a unique one step map \( x_{n+1} = \Psi(x_n) \), and that the system is passive with radially unbounded positive definite storage function \( H \). Furthermore assume that no numerical solution \( \{x_n\}_{n \in \mathbb{N}} \) satisfying the system of equations

\[
\sigma(t_n) = x_n, \\
\dot{\sigma}(t_n + c_j h) = B(X_j) \nabla H_j, \quad x_{n+1} = \sigma(t_n + h),
\]

and where the discrete controls \( u_j \) depend on \( \sigma \). Using Lagrange interpolation we can express the derivative of the collocation polynomial as

\[
\dot{\sigma}(t_n + \tau h) = \sum_{j=1}^s \ell_j(\tau) \left[ B(X_j) \nabla H_j + G(X_j) u_j \right],
\]

and obtain \( X_r = \sigma(t_n + \tau h) \) by integration. We may define stage values for the output as

\[
y_j = G(X_j)^T \nabla H_j.
\]

The collocation polynomial \( X_r \) gives a natural continuous form of the numerical solution on the whole interval of integration. Along the approximated solution \( X_r \), a polynomial of degree \( s \), we will show that the numerical method preserves a discrete passivity property, for quadratures \( c_1, \ldots, c_s \) with positive weights \( b_1, \ldots, b_s \).

In fact we have

\[
H(x_{n+1}) - H(x_n) = h \int_0^1 \nabla H(X_r)^T \dot{\sigma}(t_n + \tau h) \, d\tau.
\]

Then after simple calculations we obtain

\[
H(x_{n+1}) - H(x_n) = h \sum_{j=1}^s b_j \nabla H_j^T B(X_j) \nabla H_j + \sum_{j=1}^s b_j \nabla H_j^T G(X_j) u_j,
\]

and upon using that \( B(\cdot) \) is skew-symmetric

\[
H(x_{n+1}) - H(x_n) = h \sum_{j=1}^s b_j y_j^T u_j,
\]

which clearly satisfies the discrete energy balance equation \eqref{eq:energy balance}. The consequent passivity inequality becomes

\[
H(x_{n+1}) - H(x_n) \leq h \sum_{j=1}^s b_j y_j^T u_j.
\]
radially unbounded, it follows that all solutions of this discrete system are bounded.

Consequently from Proposition III.1 $x_n \to M \neq \emptyset$, where $M$ is the largest positively invariant set contained in the set $E = \{ x \in \mathbb{R}^n : \Delta H(x) = 0 \}$. Thus if $M = \{ 0 \}$ the origin will be globally asymptotically stable.

Now, from the above calculations $\Delta H(x_n) = 0$ implies $y_j = 0$ for all $j$, which from the properties of $\Phi$ implies that $u_j = 0$ for all $j$. Therefore (24) reduces to (26). Now from the zero-state observability requirement $x_n = 0$ for $n \in \mathbb{N}$, and consequently $M = \{ 0 \}$.
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