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Abstract

This paper investigates the problem of bounding counterfactual queries from an arbitrary collection of observational and experimental distributions and qualitative knowledge about the underlying data-generating model represented in the form of a causal diagram. We show that all counterfactual distributions in an arbitrary structural causal model (SCM) with discrete observed domains could be generated by a canonical family of SCMs with the same causal diagram where unobserved (exogenous) variables are also discrete, taking values in finite domains. Utilizing the canonical SCMs, we translate the problem of bounding counterfactuals into that of polynomial programming whose solution provides optimal bounds for the counterfactual query. Solving such polynomial programs is in general computationally expensive. We then develop effective Monte Carlo algorithms to approximate optimal bounds from a combination of observational and experimental data. Our algorithms are validated extensively on synthetic and real-world datasets.

1. Introduction

This paper studies the problem of inferring counterfactual queries from a combination of observations, experiments, and qualitative assumptions about the phenomenon under investigation. The assumptions are represented in the form of a causal diagram (Pearl, 1995), which is a directed acyclic graph where arrows indicate the potential existence of functional relationships among variables; some variables are unobserved. This problem arises in diverse fields such as artificial intelligence, statistics, cognitive science, economics, and the health and social sciences. For example, when investigating the gender discrimination in college admission, one may ask “what would the admission outcome be for a female applicant had she been a male?” Such a counterfactual query contains conflicting information: in the real world, the applicant is female; in the hypothetical world, she is not. Formally, counterfactual lies on top of a hierarchy of increasingly expressive languages that also include observations and interventions, which is called Pearl Causal Hierarchy (Pearl & Mackenzie, 2018; Bareinboim et al., 2020). In general, counterfactuals are not immediately computable from observational and experimental distributions.

The problem of identifying counterfactual distributions from the combination of data and a causal diagram has been studied in the causal inference literature. First, there exists a sound and complete proof system for reasoning about counterfactual queries (Halpern, 1998). While such a system, in principle, is sufficient in evaluating any identifiable counterfactual expression, it lacks a proof guideline that efficiently determines the feasibility of such evaluation. Further, Shpitser & Pearl (2007) studied an algorithm for the identification of counterfactuals from all possible controlled experiments. There exist also algorithms for identifying path-specific effects from experimental data (Avin et al., 2005) and observational data (Shpitser & Sherman, 2018). More recently, Correa et al. (2021) developed the first sound, complete, and efficient algorithm that decides whether any nested counterfactual distribution is identifiable from an arbitrary combination of observations and experiments.

In practice, the combination of qualitative assumptions and data does not always permit one to uniquely determine the target counterfactual query. In such cases, the counterfactual query is said to be non-identifiable. Partial identification methods concern with inferring about the target counterfactual probability in non-identifiable settings. Several algorithms have been developed to derive informative bounds over counterfactual probabilities from the combination of observational and experimental data (Manski, 1990; Robins, 1989; Balke & Pearl, 1994; 1997; Tian & Pearl, 2000; Evans, 2012; Richardson et al., 2014; Zhang & Bareinboim, 2017; Kallus & Zhou, 2018; Finkelstein & Shpitser, 2020; Kilbertus et al., 2020; Zhang & Bareinboim, 2021).

In this work, we build on the approach introduced by (Balke & Pearl, 1994), which involves direct discretization of unobserved domains, also referred to as the canonical parti-
tioning or the principal stratification (Frangakis & Rubin, 2002; Pearl, 2011). Consider the causal diagram in Fig. 1a, where $X, Y, Z$ are binary variables in $\{0, 1\}$; $U_2$ is an unobserved variable taking values in an arbitrary continuous domain. Balke & Pearl (1994) showed that domains of $U_2$ could be discretized into 16 equivalent classes without changing the original counterfactual distributions and the graphical structure in Fig. 1a. For instance, suppose that values of $U_2$ are drawn from an arbitrary distribution $P^*(U_2)$ over a continuous domain. It has been shown that the observational distribution $P(x, y, z)$ could be reproduced by a generative model of the form $P(x, y, z) = \sum_u P(x|u_2, z)P(y|x, u_2)P(u_2)P(z)$, where $P(U_2)$ is a discrete distribution over a finite domain $\{1, \ldots, 16\}$.

Using the finite-state representation of unobserved variables, Balke & Pearl (1997) derived tight bounds on treatment effects under a set of constraints called instrumental variables (e.g., Fig. 1a). Chickering & Pearl (1997); Imbens & Rubin (1997); Richardson et al. (2011) applied the parsimony of finite-state representation in a Bayesian framework, to obtain credible intervals for the posterior distribution of causal effects in noncompliance settings. Despite the optimality guarantees in their treatments, these bounds were only derived for specific settings, but could not be immediately extended to other causal diagrams without loss of generality. A systematic strategy for partial identification in an arbitrary causal diagram is still missing. There are significant challenges in bounding any counterfactual query in an arbitrary causal diagram given an arbitrary collection of observational and experimental data.

The goal of this paper is to overcome these challenges. We show that when inferring about counterfactual distributions (over finite observed variables) in an arbitrary causal diagram, one could restrict domains of unobserved variables to a finite space without loss of generality. This result allows us to develop novel partial identification algorithms to bound unknown counterfactual probabilities from an arbitrary combination of observational and experimental data. In some ways, this paper can be seen as closing a long-standing open problem introduced by Balke & Pearl (1994), where they solve a special bounding instance from the observational distribution in the case of the instrumental variable graph.

More specifically, our contributions are summarized as follows. (1) We introduce a special family of canonical structural causal models, and show that it could represent all categorical counterfactual distributions in any arbitrary causal diagram. (2) Building on this result, we translate the partial identification task into an equivalent polynomial program. Solving such a program leads to optimal bounds over target counterfactual probabilities. (3) We develop an effective Monte Carlo Markov Chain algorithm to approximate optimal bounds from a finite number of observational and experimental data. Finally, our algorithms are validated on synthetic and real-world datasets. Given the space constraints, all proofs are provided in Appendices A and B.

1.1. Preliminaries

We introduce in this section some basic notations and definitions that will be used throughout the paper. We use capital letters to denote variables ($X$), small letters for their values ($x$) and $\Omega_X$ for their domains. For an arbitrary set $X$, let $|X|$ be its cardinality. The probability distribution over variables $X$ is denoted by $P(X)$. For convenience, we consistently use $P(x)$ as a shorthand for the probability $P(X = x)$. Finally, the indicator function $1_{X=x}$ returns 1 if an event $X = x$ holds; otherwise, $1_{X=x}$ is equal to 0.

The basic semantical framework of our analysis rests on structural causal models (SCMs) (Pearl, 2000; Bareinboim & Pearl, 2016). An SCM $M$ is a tuple $\langle V, U, \mathcal{F}, P \rangle$ where $V$ is a set of endogenous variables and $U$ is a set of exogenous variables. $\mathcal{F}$ is a set of functions where each $f_v \in \mathcal{F}$ decides values of an endogenous variable $V \in V$ taking as argument a combination of other variables in the system. That is, $v \leftarrow f_v(p_{AV}, u_V), PA_V \subseteq V, UV \subseteq U$. Exogenous variables $U \in U$ are mutually independent, values of which are drawn from the exogenous distribution $P(U)$. Naturally, $M$ induces a joint distribution $P(V)$ over endogenous variables $V$, called the observational distribution. Each SCM $M$ is also associated with a causal diagram $\mathcal{G}$ (e.g., Fig. 1), which is a directed acyclic graph (DAG) where solid nodes represent endogenous variables $V$, empty nodes represent exogenous variables $U$, and arrows represent the arguments $PA_V, UV$ of each structural function $f_v$.

An intervention on an arbitrary subset $X \subseteq V$, denoted by $do(x)$, is an operation where values of $X$ are set to constants $x$, regardless of how they are ordinarily determined. For an SCM $M$, let $M_x$ denote a submodel of $M$ induced by intervention $do(x)$. For any subset $Y \subseteq V$, the potential response $Y_x(u)$ is defined as the solution of $Y$ in the submodel $M_x$ given $U = u$. Drawing values of exogenous variables
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\caption{Causal diagrams containing treatment $X$, outcome $Y$, ancestor $Z$, mediator $W$, and unobserved variables $U_i$.}
\end{figure}
variables $U$ following the distribution $P(U)$ induces a counterfactual variable $Y_x$. Specifically, the event $Y_x = y$ (for short, $y_x$) can be read as “$Y$ would be $y$ had $X$ been $x$”. For subsets $Y,\ldots, Z, X, \ldots, W \subseteq V$, the distribution over counterfactuals $Y_x, \ldots, Z_w$ is defined as:

$$P(y_x, \ldots, z_w) = \int_{U} \mathbb{I}_{Y_x(u) = y, \ldots, Z_w(u) = z} dP(u). \quad (1)$$

Distributions of the form $P(Y_x)$ are called interventional distributions; when $X = \emptyset$, $P(Y)$ coincides with the observational distribution. For a more detailed survey on SCMs, we refer readers to (Pearl, 2000; Bareinboim et al., 2020).

2. Partial Counterfactual Identification

We introduce the task of partial identification of a counterfactual probability from a combination of observational and interventional distributions, which generalizes the previous partial identifiability settings that assume observational data are given (Balke & Pearl, 1997; Imbens & Rubin, 1997). ¹ Throughout this paper, we assume that domains of endogenous variables $V$ are discrete and finite; while exogenous variables $U$ could take values in any (continuous) domains. $P(Y_x, \ldots, Z_w)$ defined above is thus a categorical distribution. Let $Z = \{z_1, \ldots, z_m\}$ be a finite collection of realizations $z_i$ for sets of variables $Z_i \subseteq V$. The learner has access to data collected from all of the interventional distributions in $\{P(V_z) | z \in Z\}$. Note that $Z = \emptyset$ corresponds to the observational distribution $P(V)$. Our goal is to find a bound $[l, r]$ for an arbitrary counterfactual probability $P(y_x, \ldots, z_w)$ from the collection of interventional distributions $\{P(V_z) | z \in Z\}$ and the causal diagram $\mathcal{G}$.

Definition 2.1 (Optimal Counterfactual Bound). For a causal diagram $\mathcal{G}$ and distributions $\{P(V_z) | z \in Z\}$, the optimal bound $[l, r]$ over a counterfactual probability $P(y_x, \ldots, z_w)$ is defined as, respectively, the minimum and maximum of the following optimization problem:

$$\min_{M \in \mathcal{M}(\mathcal{G})} \max_{M \in \mathcal{M}(\mathcal{G})} P_M(y_x, \ldots, z_w) \quad \text{s.t.} \quad P_M(V_z) = P(V_z) \ \forall z \in Z \quad (2)$$

where $\mathcal{M}(\mathcal{G})$ is the set of all SCMs associated with the diagram $\mathcal{G}$, i.e., $\mathcal{M}(\mathcal{G}) = \{\forall M | \mathcal{G}_M = \mathcal{G}\}$.²

Among quantities in Eq. (2), $P_M(Y_x, \ldots, Z_w)$ and $P_{U}(V_z)$ are given in the form of Eq. (1). By its formulation, $[l, r]$ must be the tight bound containing all possible values of the target counterfactual $P(y_x, \ldots, z_w)$.

Since we do not have access to the parametric forms of the underlying structural functions $f_V$ nor the distribution $P(u)$, solving the optimization problem in Eq. (2) is technically challenging. It is not clear how the existing optimization procedures can be used. Next we show the optimization problem in Eq. (2) can be reduced into a polynomial program by constructing a “canonical” SCM that is equivalent to the original SCM in representing the objective $P(y_x, \ldots, z_w)$ and all constraints $P(V_z), \forall z \in Z$.

2.1. Canonical Structural Causal Models

Our construction relies on a special type of clustering of endogenous variables in the causal diagram, which is called confounded components (Tian & Pearl, 2002). For convenience, let a bi-directed arrow $V_i \leftrightarrow V_j$ between endogenous nodes $V_i, V_j \in V$ be defined as a sequence $V_i \leftarrow U_k \rightarrow V_j$ where $U_k \in U$ is an exogenous node shared by $V_i, V_j$. A bi-directed path is a consecutive sequence of bi-directed arrows. Formally,

Definition 2.2. For a causal diagram $\mathcal{G}$, a subset $C \subseteq V$ is said to be a c-component if any pair $V_i, V_j \in C$ is connected by a bi-directed path in $\mathcal{G}$.

A c-component $C$ is maximal if there does not exist any other c-component in the causal diagram $\mathcal{G}$ containing $C$. For an arbitrary exogenous variable $U \in U$, we denote by $C(U)$ the maximal c-component covering $U$, i.e., $U \in \bigcup_{V \in C(U)} U_v$. For instance, Fig. 1a contains two c-components $C(U_1) = \{Z\}$ and $C(U_2) = \{X, Y\}$. On the other hand, exogenous variables $U_1, U_2$ in Fig. 1b are covered by the same c-component $C(U_1) = C(U_2) = \{X, Y, Z\}$ since they share a common child node $Y$.

We are now ready to introduce a parametric family of canonical SCMs where values of each exogenous variable are drawn from a discrete distribution over a finite set of states.

Definition 2.3. An SCM $M = (V, U, \mathcal{F}, P)$ is said to be a canonical SCM if

1. For every endogenous $V \in V$, its values $v$ are given by a function $v \leftarrow f_V(pa_V, u_V)$ where for any $pa_V, u_V, f_V(pa_V, u_V)$ is contained in a finite domain $\Omega_V$.

2. For every exogenous $U \in U$, its values $u$ are drawn from a finite domain $\Omega_U$; its cardinality is bounded by $|\Omega_U| = \prod_{V \in C(U)} |\Omega_{pa_V} | \rightarrow \Omega_V|$. \quad (3)

That is, the total number of functions mapping from domains of input $PA_V$ to $V$ for every endogenous $V$ in the c-component $C(U)$ covering $U$.

¹When a combination of observational and experimental data is available, there exist necessary and sufficient conditions and algorithms for deciding point identification (Bareinboim & Pearl, 2012; Lee et al., 2019; Correa et al., 2021).

²We will use subscript $M$ to represent the restriction to an SCM $M$. Therefore, $\mathcal{G}_M$ represents the causal diagram associated with $M$; so does counterfactual distributions $P_M(Y_x, \ldots, Z_w)$.

³For every $V \in V$, we denote by $\Omega_{PA_V} \rightarrow \Omega_V$ the set of all possible functions mapping from domains $\Omega_{PA_V}$ to $\Omega_V$. 
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One may surmise that finite exogenous domains in canonical SCMs are not sufficient in capturing all the uncertainties and randomness introduced by other continuous variables. Perhaps surprisingly, we will show that the SCMs class defined above is indeed “canonical”. That is, it could represent all counterfactual distributions in any SCM while maintaining the same structure of its associated causal diagram.

**Theorem 2.4.** For an arbitrary SCM \( M = \langle V, U, \mathcal{F}, P \rangle \), there exists a canonical SCM \( N \) such that

1. \( M \) and \( N \) are associated with the same causal diagram, i.e., \( G_M = G_N \).
2. For any set of counterfactual variables \( Y_{x_1}, \ldots, Z_w \),
   \[ P_M(Y_{x_1}, \ldots, Z_w) = P_N(Y_{x_1}, \ldots, Z_w). \]

Thm. 2.4 establishes the expressive power of canonical SCMs in representing counterfactual distributions in a causal diagram \( G \). As an example, consider the “Non-IV” diagram \( G \) in Fig. 1b where \( X, Y, Z \) are binary variables in \( \{0, 1\} \). Since \( U_1, U_2 \) are over the same c-component \( \{X, Y, Z\} \), Eq. (3) implies that they must share the same cardinality \( d = \left| \Omega_Z \right| \times \left| \Omega_X \right| = \left| \Omega_X \right| = \left| \Omega_Y \right| = 32 \) in canonical SCMs compatible with \( G \). It follows from Thm. 2.4 that the counterfactual distribution \( P(X_{\gamma}, Y_{\gamma}) \) in the causal diagram \( G \) could be generated by a canonical SCM associated with \( G \) and be written as follows:

\[
P(x', y') = \sum_{u_1, u_2=1}^d I_{f_X(z', u_2)=x} I_{f_Y(z', u_1, u_2)=y} P(u_1) P(u_2). \quad (4)
\]

More generally, Thm. 2.4 implies that counterfactual distributions \( P(Y_{x_1}, \ldots, Z_w) \) in any SCM could always be decomposed over a finite number of exogenous states. In other words, when inferring about counterfactual probabilities in an arbitrary causal diagram with discrete endogenous domains, one could assume exogenous distributions to be discrete and finite without loss of generality. Formally,

**Proposition 2.5.** For any SCM \( M = \langle V, U, \mathcal{F}, P(U) \rangle \), let \( Y_{x_1}, \ldots, Z_w \) be an arbitrary set of counterfactual variables. The distribution \( P(Y_{x_1}, \ldots, Z_w) \) decomposes as

\[
P(y_{x_1}, \ldots, z_w) = \sum_{u \in U} \sum_{w=1}^{d_U} I_{y_{x_1}(u)=y_1, \ldots, z_w(u)=z} \prod_{u \in U} P(u), \quad (5)
\]

where for every exogenous \( U \in U, P(U) \) is a discrete distribution over a finite domain \( \{1, \ldots, d_U\} \) with cardinality \( d_U = \prod_{V \in C(U)} \left| \Omega_{PA_V} \right| \) and cardinality \( d_U = \prod_{V \in C(U)} \left| \Omega_{PA_V} \right| \) and cardinality \( d_U = \prod_{V \in C(U)} \left| \Omega_{PA_V} \right| \). Counterfactual variables \( Y_{x_1}(u) = \{y_{x_1}(u) \mid \forall Y \in Y \} \) are recursively defined as:

\[
Y_{x_1}(u) = \begin{cases} x_Y & \text{if } Y \in \mathcal{X} \\ f_Y((PA_Y)_x (u), u_Y) & \text{otherwise} \end{cases}
\]

where \( x_Y \) is the value assigned to \( Y \) in \( x \); and \( (PA_Y)_x (u) \) is a set of potential responses \( \{V_x(u) \mid \forall V \in PA_Y \} \).

**Related work** The discretization procedure in (Balke & Pearl, 1994) was originally designed for the “IV” diagram in Fig. 1a, and was extended to causal diagrams satisfying generalized IV constraints (Sachs et al., 2020). However, this procedure is not applicable to a general causal diagram with arbitrary structure without loss of generality; see Appendix E for a detailed example. More recently, Evans et al. (2018) showed that for a specific class of causal diagrams satisfying a running intersection property among exogenous variables, all equality and inequality constraints over the observational distribution could be generated using discrete unobserved domains. Rosset et al. (2018) applied the classic result of Carathéodory theorem in convex geometry (Carathéodory, 1911) and developed a generic model with finite-state unobserved variables that could represent the observational distribution over discrete domains in an arbitrary causal diagram.

Thm. 2.4 generalizes existing results in several important ways. First, the theorem is applicable to any causal diagram, thus not relying on additional graphical conditions, e.g., IV constraints (Balke & Pearl, 1994). Second, we prove that all counterfactual distributions could be generated using discrete exogenous variables with finite domains, which subsume both observational and interventional distributions. Indeed, it is possible to show from Thm. 2.4 that there exists a specific subset of canonical SCMs capable of representing observational distributions in an arbitrary causal diagram.

**Proposition 2.6.** For any SCM \( M = \langle V, U, \mathcal{F}, P(U) \rangle \), \( P(V) \) decomposes as follows:

\[
P(v) = \sum_{u \in U} \sum_{u=1}^{d_U} I_{v(u)=v} \prod_{u \in U} P(u), \quad (7)
\]

where for every \( U \in U, d_U = \prod_{V \in PA(U)} \left| \Omega_{V} \right| \).

The above result coincides with the parametrization introduced in (Rosset et al., 2018). Similarly, we also describe a more refined canonical representation for all interventional distributions in a SCM with arbitrary causal relationships.

**Proposition 2.7.** For any SCM \( M = \langle V, U, \mathcal{F}, P(U) \rangle \), for any subset \( X, Y \subseteq V, P(Y_{x}) \) decomposes as follows:

\[
P(y_x) = \sum_{u \in U} \sum_{u=1}^{d_U} I_{y_x(u)=y} \prod_{u \in U} P(u), \quad (8)
\]

where for every \( U \in U, d_U = \prod_{V \in PA(U)} \left| \Omega_{PA_V} \times \Omega_W \right| \).

One attractive property of the specific characterization provided in Props. 2.6 and 2.7, when compared to the most general result given by Prop. 2.5 is that the cardinalities
of the exogenous variables, \( d_U \), are smaller than that in a general canonical SCM (Eq. (3)). This is due to the fact that observational and interventional distributions are strictly contained in the collection of all counterfactual distributions in a causal diagram. The model complexity of canonical SCMs could thus be reduced and will have implication to the tasks downstream. More generally, the discretization procedure in Thm. 2.4 relies on a generalized canonical partitioning over exogenous domains in an arbitrary SCM. Any counterfactual distribution in this SCM could be written as a function of joint probabilities assigned to intersections of generalized canonical partitions. This allows us to discretize exogenous domains while maintaining all counterfactual distributions and structures of the causal diagram. We refer readers to Appendix A for details about Thm. 2.4’s proof.

### 2.2. Bounding Counterfactual Distributions

The expressive power of canonical SCMs in Thm. 2.4 suggests a natural algorithm for the partial identification of counterfactual distributions. For a causal diagram \( \mathcal{G} \), let \( \mathcal{N}(\mathcal{G}) \) denote the set of all canonical SCM compatible with \( \mathcal{G} \) whose exogenous domain \( \Omega_U \) for every \( U \in U \) is discrete, bounded by Eq. (3). We derive a bound \([l, r]\) over a counterfactual probability \( P(y_x, \ldots, z_w) \) from an arbitrary collection of interventional distributions \( \{P(V_z) \mid z \in \mathbb{Z}\} \) by solving the following optimization problem:

\[
\min \left\{ \max_{N \in \mathcal{N}(\mathcal{G})} P_N(y_x, \ldots, z_w) \right\} \\
\text{s.t. } P_N(V_z) = P(V_z) \quad \forall z \in \mathbb{Z}
\]

where the counterfactual probability \( P_N(y_x, \ldots, z_w) \) and interventional distributions \( P_N(V_z) \) are given in the form of Eq. (5). More generally, the optimization problem in Eq. (9) is reducible to an equivalent polynomial program. To witness, for every exogenous variable \( U \in U \), let parameters \( \theta_u \) represent discrete probabilities \( P(U = u) \). For every endogenous variable \( V \in V \), we represent the output of structural function \( f_V(p_{AV}, u_V) \) given input \( PAV = pa_V \) and \( U_V = u_V \) using an indicator vector \( \mu_V^{pa_V, u_V} = \left( \mu_v^{pa_V, u_V} \mid \forall v \in \Omega_V \right) \) such that

\[
\mu_v^{pa_V, u_V} \in \{0, 1\}, \quad \sum_{v \in \Omega_V} \mu_v^{pa_V, u_V} = 1.
\]

Doing so allows us to write any counterfactual probability \( P(y_x, \ldots, z_w) \) in Eq. (5) as a polynomial function of parameters \( \mu_v^{pa_V, u_V} \) and \( \theta_u \). More specifically, the indicator function \( 1_{Y_u = y} \) is equal to a product \( \prod_{Y \in Y} 1_{Y_u = y} \). For every \( Y \in Y \), \( 1_{Y_u = y} \) is recursively given by:

\[
1_{Y_u = y} = \begin{cases} 
1_{y = y} & \text{if } Y = X \\
\sum_{p_{AV}} \mu_y^{pa_V, u_V} 1_{(PAV)_u = pa_V} & \text{otherwise}
\end{cases}
\]

For instance, consider again the causal diagram \( \mathcal{G} \) in Fig. 1b. The counterfactual distribution \( P(x_{z'}, y_{z'}) \) and the observational distribution \( P(x, y, z) \) of any discrete SCM in \( \mathcal{N}(\mathcal{G}) \) and be written as following polynomial functions:

\[
P(x_{z'}, y_{z'}) = \sum_{u_1, u_2=1}^d \mu^{(z', u_2)}(z', u_1, u_2) \theta_{u_1} \theta_{u_2}, \quad (10)
\]

\[
P(x, y, z) = \sum_{u_1, u_2=1}^d \mu^{(u_1)}(z, u_2) \mu^{(z', u_1, u_2)}(x, u_1, u_2) \theta_{u_1} \theta_{u_2}, \quad (11)
\]

where \( \mu^{(u_1)}, \mu^{(z', u_2)}, \mu^{(z', u_1, u_2)} \) are parameters taking values in \( \{0, 1\} \); \( \theta_{u_i}, i = 1, 2 \), are probabilities of the discrete distribution \( P(u_i) \) over the finite domain \( \{1, \ldots, d\} \). One could derive a bound over \( P(x_{z'}, y_{z'}) \) from \( P(X, Y, Z) \) by solving polynomial programs which optimize the objective Eq. (10) over parameters \( \theta_{u_1}, \theta_{u_2}, \mu^{(u_1)}, \mu^{(z', u_2)}, \mu^{(z', u_1, u_2)} \) subject to the constraints in Eq. (11) for all entries \( x, y, z \). Appendix D includes additional examples demonstrating the reduction of partial counterfactual identification to equivalent polynomial programs.

Note that the collection of all counterfactual distributions subsume both observational and interventional ones. It follows immediately from Thm. 2.4 that the solution \([l, r]\) of the optimization program in Eq. (9) is guaranteed to be a valid, tight bound containing the target counterfactual.

**Theorem 2.8.** Given a causal diagram \( \mathcal{G} \) and interventional distributions \( \{P(V_z) \mid z \in \mathbb{Z}\} \), the solution \([l, r]\) of the polynomial program Eq. (9) is a tight bound over the counterfactual probability \( P(y_x, \ldots, z_w) \).

The optimization problem in Eq. (2) is generally reducible to an equivalent polynomial program. Investigating effective polynomial optimization methods is an ongoing subject of research (Lasserre, 2001; Parrilo, 2003). Our focus is on the causal inference aspect of the problem, and like earlier works (Balke & Pearl, 1994; 1997), we do not commit to any particular solvers. For instance, in a quasi-Markovian diagram where every endogenous node is affected by at most one exogenous variable, (Zaffalon et al., 2020) showed causal bounds are obtainable by applying variable elimination in credal networks. This corresponds to a mapping between the bounding problem to multilinear programming (De Campos et al., 1994). In some very specific cases, the bounds are obtainable by solving linear programs (e.g., bounding \( P(y_x) \) in the “IV” diagram of Fig. 1a). However, it has been shown in (Zaffalon et al., 2021) that the partial counterfactual identification is generally NP-hard and takes exponentially long in some specific diagrams (e.g., a polytree); let alone the most general case. Therefore, this calls for the need of effective algorithms that approximate optimal bounds over unknown counterfactual probabilities.
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3. Bayesian Approach for Partial Identification

This section describes an algorithm to effectively approximate the optimal counterfactual bound in Eq. (9) from finite samples drawn from interventional distributions \(\{P(V_z) \mid z \in Z\}\), provided with prior distributions over parameters \(\theta_u\) and \(\mu_v^{(pa_V,uv)}\), possibly uninformative.

More specifically, the learner has access to a finite dataset \(\bar{v} = \{V^{(n)} = v^{(n)} \mid n = 1, \ldots, N\}\), where each \(V^{(n)}\) is an independent sample drawn from an interventional distribution \(P(V_z)\) for some \(z \in Z\). With a slight abuse of notation, we denote by \(Z^{(n)}\) the set of variables \(Z\) that are intervened for generating the \(n\)-th sample; therefore, its realization \(z^{(n)} = z\). As an example, Fig. 2 shows a graphical representation of the data-generating process for a finite dataset \(\{x^{(n)}, y^{(n)}, z^{(n)}\}_{n=1}^N\) associated with SCMs in Fig. 1b; the intervention set \(Z = \{\emptyset, z = 0, z = 1\}\).

We first introduce effective Markov Chain Monte Carlo (MCMC) algorithms that sample the posterior distribution \(P(\theta_{eff} \mid \bar{v})\) over an arbitrary counterfactual probability \(\theta_{eff} = P(y_{\bar{v}}, \ldots, z_w)\). For every \(V \in V\), \(\forall pa_V, uv\), endogenous parameters \(\mu_v^{(pa_V,uv)}\) are drawn uniformly over the finite domain \(\Omega_V\). For every \(U \in U\), exogenous parameters \(\theta_u\) are drawn from a Dirichlet distribution, i.e.,

\[
(\theta_1, \ldots, \theta_{d_U}) \sim \text{Dir}(\alpha_1^{(u)}, \ldots, \alpha_{d_U}^{(u)}) \quad (12)
\]

where the cardinality \(d_U = \prod_{V \in C(U)} |\Omega_{pa_V} \Rightarrow \Omega_V|\) and hyperparameters \(\alpha_1^{(u)}, \ldots, \alpha_{d_U}^{(u)} > 0\).

Gibbs sampling is a well-known MCMC algorithm that allows one to sample posterior distributions. We first introduce the following notations. Let parameters \(\theta\) and \(\mu\) be:

\[
\theta = \{\theta_u \mid \forall U \in U, \forall u\},
\]

\[
\mu = \{\mu_v^{(pa_V,uv)} \mid \forall V \in V, \forall pa_V, uv\} \quad (13)
\]

We denote by \(\bar{U} = \{U^{(n)} \mid n = 1, \ldots, N\}\) exogenous variables affecting \(N\) endogenous variables \(\bar{V} = \{V^{(n)} \mid n = 1, \ldots, N\}\); we use \(\bar{u}\) to represent its realization. Our blocked Gibbs sampler works by iteratively drawing values from the conditional distributions of variables as follows (Ishwaran & James, 2001). Detailed derivations of complete conditionals are shown in Appendix B.1.

- **Sampling** \(P(\bar{v} \mid \bar{u}, \theta, \mu)\). Exogenous variables \(U^{(n)}\), \(n = 1, \ldots, N\), are mutually independent given parameters \(\theta, \mu\). We could draw each \((U^{(n)} \mid \theta, \mu, \bar{V})\) corresponding to the \(n\)-th sample induced by \(do(\bar{v})\) independently. The complete conditional of \(U^{(n)}\) is given by

\[
P(U^{(n)} \mid v^{(n)}, \theta, \mu) \propto \prod_{V \in V \setminus Z^{(n)}} \mu_v^{(pa_V,uv)} \prod_{U \in U} \theta_u.
\]

- **Sampling** \(P(\mu, \theta \mid \bar{v}, \bar{u})\). Note that parameters \(\mu, \theta\) are mutually independent given \(V, \bar{U}\). Therefore, we will derive complete conditionals over \(\mu, \theta\) separately.

Consider first endogenous parameters \(\mu\). For every \(V \in V\), fix \(pa_V, uv\). If there exists an instance \(n = 1, \ldots, N\) such that \(V \notin Z^{(n)}\) and \(pa_V^{(n)} = pa_V, uv^{(n)} = uv\), the posterior over \(\mu_v^{(pa_V,uv)}\) is given by, for \(\forall v \in \Omega_V\),

\[
P(\mu_v^{(pa_V,uv)} \mid v^{(n)}, \bar{u}) = 1_{v = v^{(n)}}.
\]

Otherwise, \(\mu_v^{(pa_V,uv)}\) is drawn uniformly from \(\Omega_V\).

Consider now exogenous parameters \(\theta\). For every \(U \in U\), fix \(u\). Let \(n_u = \sum_{n=1}^{N} I_{u^{(n)} = u}\) be the number of instances in \(u^{(n)}\) equal to \(u\). By the conjugacy of the Dirichlet distribution, the complete conditional of \(\theta_u\) is,

\[
(\theta_1, \ldots, \theta_{d_U}) \sim \text{Dir}(\beta_1^{(u)}, \ldots, \beta_{d_U}^{(u)})
\]

where \(\beta_u^{(u)} = \alpha_u^{(u)} + n_u\) for \(u = 1, \ldots, d_U\).

Doing so eventually produces values drawn from the posterior distribution over \((\theta, \mu, \bar{U} \mid \bar{V})\). Given parameters \(\theta, \mu\), we compute the counterfactual probability \(\theta_{eff} = P(y_{\bar{v}}, \ldots, z_w)\) following the three-step algorithm in (Pearl, 2000) which consists of abduction, action, and prediction. Thus computing \(\theta_{eff}\) from each draw \(\theta, \mu, \bar{U}\) eventually gives us the draw from the posterior distribution \(P(\theta_{eff} \mid \bar{v})\).

3.1.Collapsed Gibbs Sampling

We describe next an alternative MCMC algorithm that applies to Dirichlet priors in Eq. (12), and which will be advantageous in some other settings. For \(n = 1, \ldots, N\), let
When the cardinality \( d \) exhibits better convergence (Ishwaran & James, 2001), after samples drawn from the distribution of \( \theta \), the collapsed Gibbs sampler described here is more computationally efficient than the blocked sampler, since it does not additionally draws values from the conditional distribution over \( (U^{(n)} \mid \bar{V}, \bar{U}_{-n}) \) for every \( n = 1, \ldots, N \) as follows.

- **Sampling** \( P(u^{(n)} \mid \bar{v}, \bar{u}_{-n}) \). At each iteration, draw \( U^{(n)} \) from the conditional distribution given by

\[
P(u^{(n)} \mid \bar{v}, \bar{u}_{-n}) \propto \prod_{v \in V \setminus \bar{Z}^{(n)}} P(\nu^{(n)} \mid p\nu^{(n)}_{v}, u_{v}, \bar{v}_{-n}, \bar{u}_{-n}) \prod_{U \in \bar{U}} P(u^{(n)} \mid \bar{v}_{-n}, \bar{u}_{-n}).
\]

(17)

Among quantities in the above equation, for every \( V \in V \setminus \bar{Z}^{(i)} \), if there exists an instance \( i \neq n \) such that \( V \not\subset Z^{(i)} \) and \( p\nu^{(i)} = p\nu^{(n)} \), \( u^{(i)} = u^{(n)} \).

\[
P(\nu^{(n)} \mid p\nu^{(n)}_{v}, u_{v}, \bar{v}_{-n}, \bar{u}_{-n}) = 1_{\nu^{(n)} = \nu^{(i)}}.
\]

(18)

Otherwise, the above probability is equal to \( 1/|\Omega_Z| \).

For every \( U \in \bar{U} \), let \( \bar{u}_{-n} \) be a set of exogenous samples \( \{u^{(1)}, \ldots, u^{(N)}\} \setminus \{u^{(n)}\} \). Let \( \bar{u}_{-n} = \{u_{1}, \ldots, u_{K}\} \) denote \( K \) unique values that samples in \( \bar{u}_{-n} \) take on. The conditional distribution over \( (U^{(n)} \mid \bar{V}_{-n}, \bar{U}_{-n}) \) is given by, for hyperparameters \( \alpha_U = \sum_{u = 1}^{d_U} \alpha_U^{(u)} \),

\[
P(u^{(n)} \mid \bar{v}_{-n}, \bar{u}_{-n}) = \begin{cases} \frac{n_{k}^{(u)} + \alpha_{U}^{(u)}}{\alpha_{U} + N - 1} & \text{if } u^{(n)} = u_{k}^{*} \\ \frac{\alpha_{U}^{(u)}}{\alpha_{U} + N - 1} & \text{if } u^{(n)} \notin \{u_{1}^{*}, \ldots, u_{K}^{*}\} \end{cases}
\]

where \( n_{k}^{(u)} = \sum_{i \neq n} 1_{u_{i}^{(n)} = u_{k}^{*}} \), for \( k = 1, \ldots, K \), records the number of samples \( u_{i}^{(n)} = u_{k}^{*} \) in \( \bar{u}_{-n} \). Performing \( d_U \) draws from the posterior distribution of \( (U \mid \bar{V}) \).

Doing so eventually produces exogenous variables drawn from the posterior distribution of \( (U \mid \bar{V}) \). We then sample parameters from the posterior distribution of \( (\theta, \mu \mid U, \bar{V}) \); complete conditional distributions \( P(\mu, \theta \mid \bar{v}, \bar{u}) \) are given in Eqs. (15) and (16). Finally, computing \( \theta_{\text{ctf}} \) from each sample \( \theta, \mu \) gives a draw from the posterior \( P(\theta_{\text{ctf}} \mid \bar{v}) \).

When the cardinality \( d_U \) of exogenous domains is high, the collapsed Gibbs sampler described here is more computationally efficient than the blocked sampler, since it does not iteratively draw parameters \( \theta, \mu \) in the high-dimensional space. Instead, the collapsed sampler only draws \( \theta, \mu \) once after samples drawn from the distribution of \( (U \mid \bar{V}) \) converge. On the other hand, when the cardinality \( d_U \) is reasonably low, the blocked Gibbs sampler is preferable since it exhibits better convergence (Ishwaran & James, 2001).

### 3.2. Credible Intervals over Counterfactuals

Given a MCMC sampler, one could compute credible intervals over the unknown counterfactual probability \( \theta_{\text{ctf}} \) from the posterior distribution \( P(\theta_{\text{ctf}} \mid \bar{v}) \).

**Definition 3.1.** Fix \( \alpha \in (0, 1) \). A 100(1 − \( \alpha \))% credible interval \([l_{\alpha}, r_{\alpha}]\) for \( \theta_{\text{ctf}} \) is given by

\[
l_{\alpha} = \sup \{x \mid P(\theta_{\text{ctf}} \leq x \mid \bar{v}) = \alpha/2 \},
\]

\[
r_{\alpha} = \inf \{x \mid P(\theta_{\text{ctf}} \leq x \mid \bar{v}) = 1 - \alpha/2 \}.
\]

(20)

For a 100(1 − \( \alpha \))% credible interval \([l_{\alpha}, r_{\alpha}]\), any counterfactual probability \( \theta_{\text{ctf}} \) that is compatible with observational data \( \bar{v} \) lies between the interval \( l_{\alpha} \) and \( r_{\alpha} \) with probability \( 1 - \alpha \). The 100% credible interval \([l_{0}, r_{0}]\) is the smallest closed set (i.e., the closure) containing the union of all credible intervals \([l_{\alpha}, r_{\alpha}]\), \( \forall \alpha \in (0, 1) \). For consistency, we also define \( l_{0} \neq l_{0} \) and \( r_{\alpha} \neq r_{0} \) if \( \alpha < 0 \). Credible intervals have been applied in the literature for computing bounds over partially identifiable parameters provided with finite observational data, including in artificial intelligence (Chickering & Pearl, 1997; Richardson et al., 2011) and in econometrics (Imbens & Rubin, 1997; Poirier, 1998; Imbens & Manski, 2004; Vansteelandt et al., 2006; Romano & Shaikh, 2008; Stoye, 2009; Bugnì, 2010; Todes et al., 2010; Moon & Schorfheide, 2012).

Formally, let \( \rho(\theta) \) and \( \rho(\mu) \) be probability density functions for prior distributions over model parameters \( \theta \) and \( \mu \). We say priors over \( \theta \) and \( \mu \) have full support if density functions \( \rho(\theta) > 0 \) and \( \rho(\mu) > 0 \) for every possible realization of \( \theta, \mu \). For any \( z \in \mathbb{Z} \), let \( N_{z} \) denote the number of samples in \( \bar{v} \) drawn from \( P(V_{z}) \); therefore, \( \sum_{z \in \mathbb{Z}} N_{z} = N \). Our next result shows that credible intervals from the posterior distribution effectively approximate the optimal counterfactual bounds in Eq. (2) with increasing accuracy as more observational data is obtained.

**Theorem 3.2.** Given a causal diagram \( G \) and finite samples \( \bar{v} = \{u^{(n)}\}_{n=1}^{N} \) let \([l_{0}, r_{0}]\) be the 100% credible interval for \( \theta_{\text{ctf}} = P(y_{z}, \ldots, z_{w}) \), and let \([l, r] \) be the optimal bound over \( P(y_{z}, \ldots, z_{w}) \) given by Eq. (9). If priors over \( \theta, \mu \) have full support,

1. The credible interval \([l_{0}, r_{0}]\) contains the optimal bound \([l, r] \), i.e., \( [l, r] \subseteq [l_{0}, r_{0}] \).

2. The credible interval \([l_{0}, r_{0}]\) converges almost surely to the tight bound \([l, r] \) as more samples \( N_{z} \) are obtained, i.e., \( [l_{0}, r_{0}] \xrightarrow{a.s.} [l, r] \) when \( N_{z} \rightarrow \infty \) for every \( z \in \mathbb{Z} \).

In words, Thm. 3.2 formalizes the sense where the 100% credible interval \([l_{0}, r_{0}]\) contains the optimal counterfactual bound \([l, r] \), and asymptotically converges to the optimal \([l, r] \) as the number of samples \( N_{z} \) from every \( z \in \mathbb{Z} \) grows.

Let \( \{\theta_{(t)}\}_{t=1}^{T} \) be \( T \) samples drawn from \( P(\theta_{\text{ctf}} \mid \bar{v}) \). One
We demonstrate our algorithms on various synthetic and real datasets in different causal diagrams. Overall, we found that simulation results support our findings and the proposed bounding strategy consistently dominates state-of-art algorithms. When target probabilities are identifiable (Experiment 1), our bounds collapse to the true counterfactual probabilities. For non-identifiable settings, our algorithm obtains sharp asymptotic bounds when the closed-form solutions already exist (Experiments 2 & 3); and obtains novel bounds in other more general cases that consistently improve over existing strategies (Experiment 4).

In all experiments, we evaluate our proposed strategy using credible intervals (ci). We draw at least $4 \times 10^5$ samples from the posterior distribution $P(\theta_{ef}|\bar{v})$ over the target counterfactual. This allows us to compute 100% credible interval over $\theta_{ef}$ within error $\epsilon = 0.05$, with probability at least $1-\delta = 0.95$. As the baseline, we include the true counterfactual probability $\theta^*$. We refer readers to Appendix C for more details on the simulation setup and additional experiments on other causal diagrams and datasets.

**Experiment 1: Frontdoor Graph.** In this experiment, we evaluate our algorithm on interventional probabilities that are identifiable from the observational data. In this case, the bounds over the target probability should collapse to a point estimate. Consider the “Frontdoor” graph described in Fig. 1c where $X, Y, W$ are binary variables in $(0, 1)$; $U_1, U_2 \in \mathbb{R}$. In this case, any interventional probability $P(Y_x=1)$ is identifiable from the observational distribution $P(X, W, Y)$ through the frontdoor adjustment (Pearl, 2000, Thm. 3.3.4). We collect $N = 10^4$ observational samples $\bar{v} = \{x(n), y(n), w(n)\}_{n=1}^N$ from a synthetic SCM instance. Fig. 3a shows samples drawn from the posterior distribution $P(Y_{x=0}=1|\bar{v})$. The analysis reveals that these samples collapse to the actual probability $P(Y_{x=0}=1) = 0.5085$, which confirms the identifiability of $P(y_x)$ in the “frontdoor” graph. This result shows that our sampler is able to draw values from the posterior of identifiable probabilities.

**Experiment 2: Probability of Necessity and Sufficiency.** In this experiment, we compare credible intervals obtained by our algorithm with sharp bounds over unknown counterfactual probabilities derived from the observational data. Consider the “Bow” diagram in Fig. 1d where $X, Y, Z$ are binary variables in $(0, 1)$ and $U \in \mathbb{R}$. We study the problem of evaluating the probability of necessity and sufficiency (for short, PNS) $P(Y_{x=1} = 1, Y_{x=0} = 0)$ from the observational distribution $P(X, Y)$. The non-identifiability of PNS with the unobserved confounding between $X$ and $Y$ has been acknowledged in (Avin et al., 2005). Tian & Pearl (2000) introduced the sharp bound for $P(Y_{x=1} = 1, Y_{x=0} = 0)$ from $P(X, Y)$, labelled as $opt$. We collect $N = 10^4$ observational samples $\bar{v} = \{x(n), y(n), w(n)\}_{n=1}^N$ from a randomly generated SCM instance. Fig. 3c shows samples drawn from the posterior distribution over $P(Y_{x=1} = 1, Y_{x=0} = 0|\bar{v})$.

---

**Algorithm 1 CREDIBLE INTERVAL**

1. **Input:** Credible level $\alpha$, tolerance level $\delta, \epsilon$.
2. **Output:** An credible interval $[\hat{l}_{\alpha}, \hat{r}_{\alpha}]$ for $\theta_{ef}$.
3. Draw $T = \lfloor 2e^{-2\ln(4/\delta)} \rfloor$ samples $\{\theta(1), \ldots, \theta(T)\}$ from the posterior distribution $P(\theta_{ef}|\bar{v})$.
4. Return interval $[\hat{l}(T), \hat{r}(T)]$ (Eq. (21)).
The analysis reveals that the 100% credible interval (ci) matches the optimal PNS bound $l = 0, r = 0.6775$ over the actual PNS probability $P(Y_{x=1} = 1, Y_{x=0} = 0) = 0.1867$, which confirms the efficacy of the proposed approach.

Experiment 3: International Stroke Trials (IST). In this experiment, we evaluate our algorithm on a real-life dataset and show that it could consistently obtain sharp bounds over unknown counterfactual probabilities. International stroke trials was a large, randomized, open trial of up to 14 days of antithrombotic therapy after stroke onset (Carolei et al., 1997). The aim of the trial was to provide reliable evidence on the efficacy of aspirin and of heparin. In particular, the treatment $X$ is a pair $(i, j)$ where $i \in \{0, 1\}$ stands for aspirin allocation; $j \in \{0, 1, 2\}$ stands for heparin allocation. The primary outcome $Y \in \{0, \ldots, 3\}$ is the health of the patient 6 months after the treatment, where 0 stands for death, 1 for being dependent on the family, 2 for the partial recovery, and 3 for the full recovery.

To emulate the presence of unobserved confounding, we filter the experimental data following a procedure in (Kallus & Zhou, 2018). Doing so allows us to obtain $N = 10^3$ synthetic observational samples $\bar{v} = \{x^{\langle n\rangle}, y^{\langle n\rangle}\}_{n=1}^N$ that are compatible with the “Bow” diagram of Fig. 1d. We are interested in evaluating the probability $P(Y_{x=(1,0)} \geq 2)$, i.e., the treatment effect of only assigning aspirin $X = (1, 0)$ for the recovery of patients $Y \geq 2$. As a baseline, we also include the optimal bound for $P(y_x)$ from $P(X, Y)$ (Manski, 1990), labeled as opt, which coincides with the solution of the credal network solver (Zaffalon et al., 2020). Simulation results, shown in Fig. 3c, reveal that both algorithms achieve effective bounds containing target interventional probability $P(Y_{x=(1,0)} \geq 2) = 0.3775$. The 100% credible interval is $l_{ci} = 0.1905, r_{ci} = 0.6239$, which matches the optimal bounding strategy ($l_{opt} = 0.1861, r_{opt} = 0.6343$).

Experiment 4: Non-IV This experiment evaluates our algorithm in a novel partial identification setting where the closed-form bounding solution does not exist. Our proposed approach is able to obtain a valid bound over the unknown counterfactual probability. Consider the “Non-IV” diagram in Fig. 1b where $X, Y, Z \in \{0, \ldots, 9\}$ and $U_1, U_2 \in \mathbb{R}$. We are interested in evaluating counterfactual probabilities $P(z, x_{z=0}, y_{x=0})$ from the observational distribution $P(X, Y, Z)$ and interventional distributions $P(X_z, Y_z)$ induced by interventions $do(Z = z)$ for $z = 0, \ldots, 9$. We collect $N = 10^3$ samples $\bar{v} = \{x^{\langle n\rangle}, y^{\langle n\rangle}, z^{\langle n\rangle}\}_{n=1}^N$ from a SCM instance of Fig. 1b where each sample $X^{\langle n\rangle}, Y^{\langle n\rangle}, Z^{\langle n\rangle}$ is an independent draw from $P(X, Y, Z)$ or $P(X_z, Y_z)$. To address the challenge of the high-dimensional exogenous domains, we apply the proposed collapsed Gibbs sampler to obtain samples from the posterior distribution $(P(Z + X_{z=0} + Y_{x=0} \geq 14) | \bar{v})$. Simulation results, shown in Fig. 3d, reveal that our proposed approach is able to achieve an effective bound that contains the actual counterfactual probability $P(Z + X_{z=0} + Y_{x=0} \geq 14) = 0.6378$. The 100% credible interval (ci) is equal to $l = 0.4949, r = 0.8482$, which is a valid bound containing the target counterfactual. To our best knowledge, no existing bounding strategy is applicable for this setting.

5. Conclusion

This paper investigated the problem of partial identification of counterfactual distributions, which concerns with bounding counterfactual probabilities from an arbitrary combination of observational and experimental data, provided with a causal diagram encoding qualitative assumptions about the data-generating process. We introduced a special parametric family of SCMs with discrete exogenous variables, taking values from a finite set of unobserved states, and showed that it could represent all counterfactual distributions (over finite observed variables) in any causal diagram. Using this result, we reduced the partial identification problem into a polynomial program and developed novel algorithms to approximate the optimal asymptotic bounds over target counterfactual probabilities from finite samples obtained through arbitrary observations and experiments.
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A. On the Expressive Power of Canonical Structural Causal Models

We will provide proofs for the partial counterfactual identification algorithm presented in Sec. 2, which establishes the expressive power of canonical SCMs in representing counterfactual distributions in an arbitrary causal diagram containing observed variables with finite domains.

We start the discussion by introducing some necessary notations and concepts. The probability distribution for every exogenous variable $U \in U$ is characterized with a probability space. It is frequently designated as $(\Omega_U, \mathcal{F}_U, P_U)$ where $\Omega_U$ is a sample space containing all possible outcomes; $\mathcal{F}_U$ is a $\sigma$-algebra containing subsets of $\Omega_U$; $P_U$ is a probability measure on $\mathcal{F}_U$ normalized by $P_U(\Omega_U) = 1$. Elements of $\mathcal{F}_U$ are called events, which are closed under operations of set complement and unions of countably many sets. By means of $\mathcal{F}_U$, a real number $P_U(A) \in [0, 1]$ is assigned to every event $A \in \mathcal{F}_U$; it is called the probability of event $A$.

For an arbitrary set of exogenous variables $U$, its realization $U = u$ is an element in the Cartesian product $\times_{U \in U} \Omega_U$, represented by a sequence $(u)_{u \in U}$. If now $A_U \subseteq \Omega_U$, $\forall U \in U$, we may be interested in inferring whether a sequence of events $U \in A_U$ for every $U \in U$ occurs. Such an event is represented by a subset $\times_{U \in U} A_U \subseteq \times_{U \in U} \Omega_U$. The products $\times_{U \in U} A_U$ with $A_U$ running through $\mathcal{F}_U$ generate precisely the product $\sigma$-algebra $\bigotimes_{U \in U} \mathcal{F}_U$. The product measure $\bigotimes_{U \in U} P_U$ is the only probability measure $P$ with restrictions to $\bigotimes_{U \in U} \mathcal{F}_U$ that satisfies the following consistency condition

$$P \left( \bigotimes_{U \in U} A_U \right) = \prod_{U \in U} P_U(A_U),$$

for arbitrary $A_U \in \mathcal{F}_U$. It is obvious that $P$ is a probability measure. Consequently,

$$\left\langle \times_{U \in U} \Omega_U, \bigotimes_{U \in U} \mathcal{F}_U, \bigotimes_{U \in U} P_U \right\rangle$$

defines the product of probability spaces $(\Omega_U, \mathcal{F}_U, P_U)$, $U \in U$. It is adequate to describe all “measurable events” occurring to exogenous variables $U$.

Recall that for subsets $X, Y \subseteq V$, counterfactual random variables (or potential responses) $Y_x(u)$ is defined as the solution of $Y$ in the submodel $M_x$ induced by intervention $do(x)$ given the configuration $U = u$. For any $y \in \Omega_Y$, let the inverse image $Y_x^{-1}(y)$ be the set of values $u$ generating the event $Y_x(u) = y$, i.e.,

$$Y_x^{-1}(y) = \{ u \in \Omega_U \mid Y_x(u) = y \}.$$

Evidently, we are dealing with a $\bigotimes_{U \in U} \mathcal{F}_U$-measurable mapping $Y_x : u \mapsto y$. Because of this measurability, the inverse image $Y_x^{-1}(y)$ is an event in $\bigotimes_{U \in U} \mathcal{F}_U$ for any realization $y$. Thus $P \left( Y_x^{-1}(y) \right)$ is defined as the probability of $Y_x$ taking on a value $y$. Similarly, for any $Y_x, Z, X, \ldots, W \subseteq V$, the probability of a sequence of counterfactual events $Y_x = y, \ldots, Z_w = z$ is defined as:

$$P(y_x, \ldots, z_w) = P \left( Y_x^{-1}(y) \cap \cdots \cap Z_w^{-1}(z) \right).$$

We refer readers to (Durrett, 2019; Bauer, 1972) for a detailed discussion on measure-theoretic probability concepts.

A.1. Proof for Theorem 2.4

We first provide the construction for canonical SCMs in Thm. 2.4, showing that they could generate all counterfactual distributions in an arbitrary causal diagram. The validity and tightness of bounds $[l, r]$ in Eq. (9) naturally follows.

For every endogenous $V \in V$, let $\Omega_{PAV} \mapsto \Omega_V$ denote the hypothesis class containing all functions mapping from domains of $PAV$ to $V$. Since $V$ are discrete variables with finite domains, the cardinality of the class $\Omega_{PAV} \mapsto \Omega_V$ must be also finite. Given any configuration $U_V = u_V$, the induced function $f_V(\cdot, u_V)$ must correspond to a unique element in the hypothesis class $\Omega_{PAV} \mapsto \Omega_V$. Such mappings lead to a finite partition over the exogenous domain $\Omega_{U_V}$.

Definition A.1. For an SCM $M = (V, U, \mathcal{F}, \mathcal{P})$, for every $V \in V$, let functions in $\Omega_{PAV} \mapsto \Omega_V$ be ordered by $\{ h^{(i)}_V \mid i \in I_V \}$ where $I_V = \{ 1, \ldots, m_V \}, m_V = |\Omega_{PAV} \mapsto \Omega_V|$. A equivalence class $\mathcal{U}^{(i)}_V$ for function $h^{(i)}_V$, $i = 1, \ldots, m_V$, is a subset in $\Omega_{U_V}$ such that

$$\mathcal{U}^{(i)}_V = \{ u_V \in \Omega_{U_V} \mid f_V(\cdot, u_V) = h^{(i)}_V \}.$$  

Definition A.2 (Canonical Partition). For an SCM $M = (V, U, \mathcal{F}, \mathcal{P})$, $\{ \mathcal{U}^{(i)}_V \mid i \in I_V \}$ is the canonical partition over exogenous domain $\Omega_{U_V}$ for every $V \in V$.

Def. A.2 extends the canonical partition in (Balke & Pearl, 1994) which was designed for binary variables $X, Y, Z \in \{0, 1\}$ in the “IV” diagram of Fig. 1a.

As exogenous variables $U_V$ vary along its domain, regardless of how complex the variation is, its only effect is to switch the functional relationship between $PAV$ and $V$ among elements in class $\Omega_{PAV} \mapsto \Omega_V$. Formally,

Lemma A.3. For an SCM $M = (V, U, \mathcal{F}, \mathcal{P})$, for each $V \in V$, function $f_V \in \mathcal{F}$ could be decomposed as:

$$f_V(pa_V, u_V) = \sum_{i \in I_V} h^{(i)}_V(pa_V) 1_{u_V \in \mathcal{U}^{(i)}_V}.$$  

Proof. By the definition of canonical partitions (Def. A.2), for every $i = 1, \ldots, m_V$, fix any $u_V \in \mathcal{U}^{(i)}_V$. 

Partial Counterfactual Identification
We must have \( f_V(\cdot, u_V) = h_V^{(i)}(\cdot) \). This implies \( f_V(pa_V, u_V) = h_V^{(i)}(pa_V) \) for any \( PA_V = pa_V \). Recall that \( \{U_V^{(i)} | i = 1, \ldots, m_V \} \) forms a partition over the domain \( \Omega_V \). Given the same \( pa_V, u_V \), the r.h.s. of Eq. (27) must equate to \( h_V^{(i)}(pa_V) \), which completes the proof. \( \square \)

As an example, consider an SCM \( M \) associated with the “IV” graph of Fig. 1a where \( X, Y, Z \) are binary variables contained in \( \{0, 1\} \); \( U_1, U_2 \) are continuous variables drawn uniformly from the interval \([0, 3]\). Values of \( X, Y, Z \) are decided by functions defined as follows, respectively,

\[
\begin{align*}
x &\leftarrow f_X(z, u_2) = 1_{ z \leq u_2 \leq z+2 }, \\
y &\leftarrow f_Y(x, u_2) = 1_{ u_2 < x } + 1_{ u_2 > x + 2 }, \quad (28) \\
z &\leftarrow f_Z(u_1) = 1_{ u_1 \leq 1.5 }.
\end{align*}
\]

We show in Fig. 4 the graphical representation of canonical partitions induced by functions \( f_X, f_Y, f_Z \) respectively. A detailed description is provided in Table 1. It follows from the decomposition of Lem. A.3 that functions \( f_X, f_Y, f_Z \) in Eq. (28) could be written as follows:

\[
\begin{align*}
f_X(z, u_2) &= 1_{ u_2 \in [0,1] \land z } + 1_{ u_2 \in [1,2] } + 1_{ u_2 \in [2,3] } z \\
f_Y(x, u_2) &= 1_{ u_2 \in [0,1] } x + 1_{ u_2 \in [1,2] } x + 1_{ u_2 \in [2,3] } x \\
f_Z(u_1) &= 1_{ u_1 \in [0,1] } + 1_{ u_1 \in [1.5,3] }.
\end{align*}
\]

Let \( I \) denote the product of indexing sets \( \mathcal{X}_V \times \mathcal{I}_V \). For any index \( i \in I \), we use \( i_V \) to represent the element of \( i \) restricted to \( V \in \mathcal{V} \). We omit the subscript \( V \) when it is obvious; therefore, \( U^{(i)}_V = U^{(i_V)}_V \), \( h^{(i)}_V = h^{(i_V)}_V \). Our next result establishes a universal decomposition of counterfactual distributions in any SCM using canonical partitions.

**Lemma A.4.** For an SCM \( M = \langle \mathcal{V}, U, \mathcal{F}, P \rangle \), for any \( Y, \ldots, Z, X, \ldots, W \subseteq \mathcal{V}^5 \),

\[
P(y_x, \ldots, z_w) = \sum_{i \in I} 1_{ Y_x(i) = y, \ldots, Z_w(i) = z } P \left( \bigcap_{V \in \mathcal{V}} U^{(i)}_V \right),
\]

where variables of the form \( Y_x(i) = \{ Y \in \mathcal{Y} | \forall Y \in \mathcal{V} \} \); every \( Y_x(i) \) is recursively defined as:

\[
Y_x(i) = \begin{cases} 
x_Y & \text{if } Y \in X \\
h^{(i)}_V ((PA_Y)_x (i)) & \text{otherwise}
\end{cases}
\]

**Proof.** We will first prove the following claims: for arbitrary subsets \( Y, X \subseteq \mathcal{V} \), for any \( u, x, y \),

\[
\begin{align*}
1_{ Y_x(u) = y } &= \sum_{i \in I} 1_{ Y_x(i) = y } \prod_{V \in \mathcal{V}} 1_{ U^{(i)}_V }.
\end{align*}
\]

For an arbitrary subset \( \mathcal{U} \subseteq \Omega_U \), we will consistently use \( P(\mathcal{U}) \) as a shorthand for the probability \( P(U \in \mathcal{U}) \).

---

**Figure 4:** Canonical partitions for exogenous domains over \( U_1, U_2 \) induced by functions of \( X, Y, Z \) defined in Eq. (28).

| x \leftarrow f_X(z, u_2) | y \leftarrow f_Y(x, u_2) | z \leftarrow f_Z(u_1) |
|-------------------------|-------------------------|-------------------------|
| 0 \leq U_2 < 1 | 1 \leq U_2 \leq 2 | 2 \leq U_2 \leq 3 |
| Z = 0 | X = 1 | X = 1 |
| Z = 1 | X = 0 | X = 1 |

(a) \( x \leftarrow f_X(z, u_2) \)

(b) \( y \leftarrow f_Y(x, u_2) \)

(c) \( z \leftarrow f_Z(u_1) \)

---

**Table 1:** Canonical partitions for exogenous domains over \( U_1, U_2 \) induced by functions of \( X, Y, Z \) defined in Eq. (28).

\begin{align*}
&0 \leq U_1 < 1.5 & 1.5 \leq U_1 \leq 3 \\
&Z = 1 & Z = 0 \\
&X = 0 & Y = 0 & Y = 0 & Y = 1 \\
&X = 1 & Y = 0 & Y = 0 & Y = 0 \\
\end{align*}

---

Let \( \mathcal{G}_X \) be a subgraph obtained from the causal diagram \( \mathcal{G} \) by removing all incoming arrows of \( X \). We will prove Eq. (31) by induction on \( n = \max_{Y \in \mathcal{V}} |An(Y)_{\mathcal{G}_X}| \).

**Base Case** \( n = 1 \). Recall that an intervention \( do(x) \) set values of variables \( X \) as constants \( x \). For any \( Y \in \mathcal{X} \cap \mathcal{Y} \), let \( x_Y \) be the values assigned to \( Y \) in \( x \). It is verifiable that

\[
\begin{align*}
&\mathbb{I}_{ Y_x(u) = y } = \mathbb{I}_{ y = x_Y } \\
&\mathbb{I}_{ Y_x(u) = y } = \sum_{i \in I_Y} \mathbb{I}_{ h^{(i)}_V = y } \mathbb{I}_{ U^{(i)}_V }.
\end{align*}
\]
The last step follows from the definition in Lem. A.3. Eqs. (32) and (33) together imply that 
\[
\mathbb{I}_{Y_x(u) = y} = \sum_{i \in I} \prod_{Y \in \mathbf{Y} \cap \mathbf{X}} \mathbb{I}_{y = x_Y} \prod_{Y \in (\mathbf{Y} \setminus \mathbf{X})} \mathbb{I}_{h_Y^{(i)} = y} \prod_{u \in \mathbf{V} \setminus \ell_Y^{(i)}} \mathbb{I}_{u \in \ell_Y^{(i)}}
\]
\[
= \sum_{i \in I} \prod_{Y \in \mathbf{Y} \cap \mathbf{X}} \mathbb{I}_{y = x_Y} \prod_{Y \in (\mathbf{Y} \setminus \mathbf{X})} \mathbb{I}_{h_Y^{(i)} = y} \prod_{u \in \mathbf{V} \setminus \ell_Y^{(i)}} \mathbb{I}_{u \in \ell_Y^{(i)}}
\]
The last step follows from the definition of variables $Y_x(i)$ in Eq. (30) given an index $i \in I$.

**Induction Case** $n = k + 1$. Assume that Eq. (31) holds for $n = k$. We will prove for the case $n = k + 1$. For every $Y \in \mathbf{X}$, $\mathbb{I}_{Y_x(u) = y}$ is given in Eq. (32). For every $Y \in \mathbf{Y} \setminus \mathbf{X}$, the decomposition in Lem. A.3 implies:
\[
\mathbb{I}_{Y_x(u) = y} = \mathbb{I}_{f_Y((PA_Y)_x(u), u) = y} = \mathbb{I}_\{y = \sum_{i \in I_Y} h_Y^{(i)}((PA_Y)_x(u)) \mathbb{I}_{u \in \ell_Y^{(i)}} \}
\]
\[
= \sum_{i \in I_Y} \mathbb{I}_{h_Y^{(i)}}((PA_Y)_x(u)) = \sum_{i \in I_Y} \mathbb{I}_{h_Y^{(i)}}((PA_Y)_x(u)) = \sum_{i \in I_Y} \mathbb{I}_{h_Y^{(i)}}((PA_Y)_x(u)) = \mathbb{I}_{h_Y^{(i)}}((PA_Y)_x(u)) = \mathbb{I}_{h_Y^{(i)}}((PA_Y)_x(u)) = \mathbb{I}_{h_Y^{(i)}}((PA_Y)_x(u))
\]
The last step hold by conditioning on events $(PA_Y)_x(u) = pa_Y, \forall pa_Y \in \Omega_{PA_Y}$. Since we assume Eq. (31) holds for Case $n = k$, the above equation could be further written as
\[
\mathbb{I}_{Y_x(u) = y} = \sum_{i \in I_Y} \sum_{I_Y} \mathbb{I}_{h_Y^{(i)}(pa_Y) = y} \mathbb{I}_{u \in \ell_Y^{(i)}}
\]
A few simplification gives:
\[
\mathbb{I}_{Y_x(u) = y} = \sum_{i \in I_Y} \sum_{I_Y} \mathbb{I}_{h_Y^{(i)}(pa_Y) = y} \mathbb{I}_{u \in \ell_Y^{(i)}}
\]
\[
= \sum_{i \in I_Y} \mathbb{I}_{h_Y^{(i)}((PA_Y)_x(u)) = y} \mathbb{I}_{u \in \ell_Y^{(i)}}
\]
Eqs. (32) and (34) together imply that 
\[
\mathbb{I}_{Y_x(u) = y} = \sum_{i \in I_Y} \mathbb{I}_{h_Y^{(i)}((PA_Y)_x(u)) = y} \mathbb{I}_{u \in \ell_Y^{(i)}}
\]
Again, the last step follows from the definition of variables $Y_x(i)$ in Eq. (30) given an index $i \in I$.

We are now ready to prove Eq. (29). The statement of Eq. (31) implies that for any $Y, \ldots, Z, X, \ldots, W \subseteq V$,
\[
P(y_x, \ldots, z_w) = \int_{\Omega_{U}} \mathbb{I}_{Y_x(u) = y} \prod_{Y \in V} \mathbb{I}_{u \in \ell_Y^{(i)}} dP(u)
\]
\[
= \int_{\Omega_{U}} \left( \sum_{i \in I} \mathbb{I}_{Y_x(i) = y} \prod_{V} \mathbb{I}_{u \in \ell_Y^{(i)}} \right) \wedge \prod_{i \in I} \left( \sum_{i \in I} \mathbb{I}_{Z_w(i) = z} \prod_{V} \mathbb{I}_{u \in \ell_Y^{(i)}} \right) dP(u)
\]
Simplifying the above equation gives:
\[
P(y_x, \ldots, z_w)
\]
\[
= \int_{\Omega_{U}} \sum_{i \in I} \mathbb{I}_{Y_x(i) = y} \wedge \ldots \wedge \mathbb{I}_{Z_w(i) = z} \prod_{V} \mathbb{I}_{u \in \ell_Y^{(i)}} dP(u)
\]
In the above equations, the last two steps hold since variables $Y_x(i), \ldots, Z_w(i)$ are not functions of exogenous variables $U$. This completes the proof.

Let $C(\mathcal{G})$ denote the collection of all maximal $c$-components (Def. 2.2) in a causal diagram $\mathcal{G}$. For instance, in the “IV” diagram $\mathcal{G}$ of Fig. 1a, $C(\mathcal{G})$ contains components $C(U_1) = \{Z\}$, $C(U_2) = \{X, Y\}$. The following proposition shows that probabilities over canonical partitions factorize over $c$-components in a causal diagram.

**Lemma A.5. For an SCM $M = (V, U, \mathcal{F}, P)$, let $\mathcal{G}$ be the associated causal diagram. For any $i \in I$,**
\[
P\left( \bigcap_{V \in \ell_Y^{(i)}} U_Y^{(i)} \right) = \prod_{C \in C(\mathcal{G})} P\left( \bigcap_{V \in \ell_Y^{(i)}} U_Y^{(i)} \right).
\]
**Proof.** For any $c$-component $C \in C(\mathcal{G})$, let $U_C = \cup_{V \in \ell_Y^{(i)}} V$ the set of exogenous variables affecting (at least one of) endogenous variables in $C$. By the definition of $c$-components (Def. 2.2), it is verifiable that for two different $c$-components $C_1, C_2 \in C(\mathcal{G})$, their corresponding exogenous variables $U_{C_1}, U_{C_2}$ do not share any element, i.e., $U_{C_1} \cap U_{C_2} = \emptyset$. We complete the proof by noting that exogenous variables in $U$ are mutually independent.

As an example, consider again the SCM $M$ compatible with Fig. 1a defined in Eq. (28). The event $Z = 1, X_{z=0} =
The above equation could be further written as:

\[ P(Z = 1, X_{z=0} = 1, Y_{x=1} = 0) = P \left( \bigcup_{X} \left( U_{Z}^{(2)} \cap \left( U_{X}^{(3)} \cup U_{X}^{(4)} \right) \right) \cap \left( U_{Y}^{(1)} \cup U_{Y}^{(3)} \right) \right) = P \left( \bigcup_{X} \left( U_{Z}^{(2)} \cap \left( U_{X}^{(3)} \cup U_{X}^{(4)} \right) \right) \right) P \left( U_{Y}^{(1)} \cup U_{Y}^{(3)} \right). \]

The last step holds since \( \{Z\} \) and \( \{X, Y\} \) are two different c-components. It is verifiable from Fig. 4 that \( U_{Z}^{(2)} = \{u_1 \in [0, 1.5], (U_{X}^{(3)} \cup U_{X}^{(4)} \cap U_{Y}^{(1)} \cup U_{Y}^{(3)}) = \{u_2 \in [1, 2]\} \). The above equation could be further written as:

\[ P(Z = 1, X_{z=0} = 1, Y_{x=1} = 0) = P(U_{1} \in [0, 1.5]) P(U_{2} \in [1, 2]) = \frac{1}{6}. \]

The last step follows since variables \( U_{1}, U_{2} \) are drawn uniformly at random over the interval \( [0, 3] \).

Lems. A.4 and A.5 together allow us to write any counterfactual distribution in an SCM as a function of products of probabilities assigned to the intersections of canonical partitions in every c-component. To prove Thm. 2.4, it is thus sufficient to construct a canonical SCM \( N \) from an arbitrary SCM \( M \) such that (1) \( M, N \) are compatible with the same causal diagram \( G \); and (2) \( M, N \) generate the same probabilities over canonical partitions. This section will describe how to construct such a discrete SCM.

For a c-component \( C \) in a causal diagram \( G \), we denote by \( U_{C} = \bigcup_{V \in C} U_{V} \) the union of exogenous variables \( U_{V} \) affecting an endogenous variable \( V \) for every \( V \in C \). \( m = |U_{C}| \). For convenience, we consistently write \( \Omega_{i}, F_{i}, \rho_{i} \) as the probability space of \( U_{i}, i = 1, \ldots, m \). The product of these probability spaces is thus written as

\[ \prod_{i=1}^{m} \Omega_{i} \times F_{i} \times \prod_{i=1}^{m} \rho_{i}. \] (36)

For any SCM \( M \) compatible with the diagram \( G \), the joint distribution over events defined by canonical partitions \( U_{V}^{(i)} \) associated with variables \( V \in C \) is given by

\[ P \left( \bigcap_{V \in C} U_{V}^{(i)} \right) = \int_{\bigcap_{i=1}^{m} \bigcup_{V \in C} \mathbb{1}_{u_{V} \in U_{V}^{(i)}}} d \left( \prod_{i=1}^{m} \rho_{i} \right). \] (37)

Our goal is to show that all correlations among events \( U_{V}^{(i)}, V \in V \), induced by exogenous variables described by arbitrary probability spaces could be produced by a “simpler” generative process with discrete exogenous domains.

**Lemma A.6.** Any distribution \( P \left( \bigcap_{V \in C} U_{V}^{(i)} \right) \) in Eq. (37) could be reproduced with a generic model of the form:

\[ P \left( \bigcap_{V \in C} U_{V}^{(i)} \right) = \prod_{j=1}^{m} \prod_{u_{V} \in U_{V}^{(i)}} P(u_{j}), \] (38)

where every exogenous variable \( U_{j} \in U \) takes values in a finite domain \( \{1, \ldots, d\}, d = \prod_{V \in C} |\Omega_{PA_{V}}| \rightarrow |\Omega_{V}| \).

(Rosset et al., 2018, Proposition 2) applied a classic result of Carathéodory theorem in convex geometry (Carathéodory, 1911) and showed that the observational distribution in any causal diagram could be generated using discrete exogenous variables, assuming that exogenous variables are drawn from distributions with probability density functions. We here present a constructive proof that applies to the general framework of measure-theoretic probability theory.

**Proof of Lemma A.6.** Let \( \tilde{P} \) be a vector representing probabilities of \( \left( P \left( \bigcap_{V \in C} U_{V}^{(i)} \right) \right) \). Note that for every \( V \in V \), there are \( |\Omega_{PA_{V}}| \rightarrow |\Omega_{V}| \) equivalence classes \( U_{V}^{(i)} \). \( \tilde{P} \) is thus a vector with \( d = \prod_{V \in C} |\Omega_{PA_{V}}| \rightarrow |\Omega_{V}| \) elements. Since \( \sum_{t} P \left( \bigcap_{V \in C} U_{V}^{(i)} \right) = 1 \), it only takes a vector with \( d - 1 \) dimensions to determine \( P \). We could thus see \( \tilde{P} \) as a point in the \( (d - 1) \)-dimensional real space. Similarly, \( \left( \tilde{P}, 1 \right) \) is vector in \( \mathbb{R}^{d} \) where the \( d \)-th element is equal to 1.

Fix an exogenous variable \( U_{1} \in U_{C} \). We define function \( P_{u_{1}} \left( \bigcap_{V \in C} U_{V}^{(i)} \right) \) as the distribution over canonical partitions when \( U_{1} \) is fixed as a constant \( u_{1} \in \Omega_{1} \). That is,

\[ P_{u_{1}} \left( \bigcap_{V \in C} U_{V}^{(i)} \right) = \int_{\bigcap_{i=2}^{m} \Omega_{i} \times \bigcup_{V \in C} \mathbb{1}_{u_{V} \in U_{V}^{(i)}}} d \left( \prod_{j=2}^{m} \rho_{j} \right). \] (39)

The associativity of the product of probability spaces (Bauer, 1972, Ch. 3.3) generally implies:

\[ \bigotimes_{j=1}^{m} \mathbb{1} = \bigotimes_{j=1}^{m} \mathbb{1}_{\Omega_{j}} \times \bigotimes_{j=1}^{m} \rho_{j}, \]

\[ \bigotimes_{j=1}^{m} \mathbb{1}_{\Omega_{j}} = \bigotimes_{j=1}^{m} \rho_{j} \]

(40)

Let \( \tilde{P}_{u_{1}} \) be a vector in \( \mathbb{R}^{d-1} \) representing probabilities of \( P_{u_{1}} \left( \bigcap_{V \in C} U_{V}^{(i)} \right) \) and let \( \left( \tilde{P}_{u_{1}}, 1 \right) \) be vector in \( \mathbb{R}^{d} \) where
the \( d \)-th element is equal to 1. Applying Fubini’s Theorem (Durrett, 2019, Thm. 1.7.2) implies that function \( u_i \mapsto (\vec{P}_{u_i}, 1) \) is \( \mathcal{F}_1 \)-measurable. That is, \( (\Omega_1, \mathcal{F}_1, P_1) \) yields a probability measure for a set \( \left\{ (\vec{P}_{u_1}, 1) \mid \forall u_1 \in \Omega_1 \right\} \) with respective to Borel sets in real space \( \mathbb{R}^d \) with average
\[
(\vec{P}, 1) = \int_{\Omega_1} (\vec{P}_{u_1}, 1) \, dP_1.
\]

It can be shown that the probability vector \((\vec{P}, 1)\) is a point lying in the convex hull of a set \( \left\{ (\vec{P}_{u_1}, 1) \mid \forall u \in \Omega_U \right\} \) (see Blackwell & Girshick, 1979, Thm. 2.4.1) and its extension to arbitrary probability measures in (Rubin and Wesley, 1958)). This means that there exists a finite set of vectors \((\vec{P}_{u_1(1)}, 1), \ldots, (\vec{P}_{u_1(n)}, 1)\) and a sequence of positive coefficients \( \alpha_1, \ldots, \alpha_n \) such that
\[
(\vec{P}, 1) = \sum_{k=1}^{n} \alpha_k (\vec{P}_{u_1(k)}, 1).
\]

The above equation implies
\[
\vec{P} = \sum_{k=1}^{n} \alpha_k \vec{P}_{u_1(k)}, \quad \text{and} \quad \sum_{k=1}^{n} \alpha_k = 1
\]

Indeed, we could further reduce the number of coefficients \( n \) by removing linearly dependent vectors. If vectors \((\vec{P}_{u_1(k)}, 1)\) are not linearly independent, there exists a non-trivial solution \( \lambda_1, \ldots, \lambda_n \) such that \( \sum_k \lambda_k (\vec{P}_{u_1(k)}, 1) = 0 \). It is verifiable that for any real value \( \beta > 0 \)
\[
\sum_{k=1}^{n} (\alpha_k - \beta \lambda_k) (\vec{P}_{u_1(k)}, 1) = \sum_{k=1}^{n} \alpha_k (\vec{P}_{u_1(k)}, 1) - \beta \sum_{k=1}^{n} \lambda_k (\vec{P}_{u_1(k)}, 1)
\]
\[
= \sum_{k=1}^{n} \alpha_k (\vec{P}_{u_1(k)}, 1).
\]

The last step holds since \( \sum_k \lambda_k (\vec{P}_{u_1(k)}, 1) = 0 \). Therefore, coefficients \( \alpha_k - \beta \lambda_k, k = 1, \ldots, n \), satisfy
\[
\sum_{k=1}^{n} (\alpha_k - \beta \lambda_k) (\vec{P}_{u_1(k)}, 1) = (\vec{P}, 1).
\]

Let \( \beta \) be the largest value such that \( \alpha_k - \beta \lambda_k \geq 0 \) for all \( k \). Consequently, there must exist a coefficient \( \alpha_k - \beta \lambda_k = 0 \). We could then remove the corresponding vector \((\vec{P}_{u_1(k)}, 1)\) from the base. This procedure continues until all remaining vectors are linearly independent. Since \((\vec{P}_{u_1}, 1) \in \mathbb{R}^d\), there are at most \( d \) linearly independent vectors, i.e., \( n \leq d \).

Finally, we replace the probability measure \( P_1 \) with a discrete distribution \( P \left( U_1 = u_1^{(k)} \right) = w_k \) over a finite discrete domain \( \Omega_1 = \left\{ u_1^{(1)}, \ldots, u_1^{(d)} \right\} \). Doing so generated a new SCM \( N^* \), with cardinality \( |\Omega_1| \leq d \), that reproduces probabilities \( P \left( \cap_{V \in C} U_V^{(\cdot)} \right) \) over canonical partitions in the original SCM \( M \). Repeatedly applying this procedure for every exogenous \( U_2, \ldots, U_m \) completes the proof. \( \square \)

Lems. A.4 to A.6 together yield a natural constructive proof for Thm. 2.4 in an arbitrary causal diagram \( G \).

**Theorem 2.4.** For an arbitrary SCM \( M = (V, U, \mathcal{F}, P) \), there exists a canonical SCM \( N \) such that

1. \( M \) and \( N \) are associated with the same causal diagram, i.e., \( G_M = G_N \).
2. For any set of counterfactual variables \( Y_x, \ldots, Z_w \),
\[
P_M (Y_x, \ldots, Z_w) = P_N (Y_x, \ldots, Z_w).
\]

**Proof.** By the definition of c-components (Def. 2.2), it is verifiable that for two different c-components \( C_1, C_2 \in \mathcal{C}(G) \), their corresponding exogenous variables \( U_{C_1}, U_{C_2} \) do not share any element, i.e., \( U_{C_1} \cap U_{C_2} = \emptyset \). Therefore, we could repeatedly apply the construction of Lem. A.6 for every c-component \( C \in \mathcal{C}(G) \). Doing so generates a discrete SCM \( N \) satisfying conditions as follows:

1. \( N \) and \( M \) are compatible with the same diagram \( G \);
2. \( N \) and \( M \) share the same set of structural functions \( \mathcal{F} \);
3. \( N \) and \( M \) generate the same joint distribution over the intersections of canonical partitions associated with every c-component.

It follows from Lems. A.4 and A.5 that \( M \) and \( N \) must coincide in all counterfactual distributions over endogenous variables. This completes the proof. \( \square \)

**A.2. Proofs for Other Results in Section 2**

More generally, Thm. 2.4 implies that counterfactual distributions \( P (Y_x, \ldots, Z_w) \) in any SCM could always be decomposed over a finite number of exogenous states. In other words, when inferring about counterfactual probabilities in an arbitrary causal diagram with discrete endogenous domains, one could assume exogenous distributions to be discrete and finite without loss of generality. Formally,

**Proposition 2.5.** For any SCM \( M = (V, U, \mathcal{F}, P(U)) \), let \( Y_x, \ldots, Z_w \) be an arbitrary set of counterfactual vari-
ables. The distribution \( P(\{Y_\pi, \ldots, Z_\omega\}) \) decomposes as
\[
P(\{y_\pi, \ldots, z_\omega\}) = \sum_{\mu \in U} \prod_{U \in \mathcal{U}} P(u),
\]
where for every exogenous \( U \in \mathcal{U}, P(U) \) is a discrete distribution over a finite domain \( \{1, \ldots, d_U\} \) with cardinality \( d_U = \prod_{V \in \mathcal{C}(U)} \Omega_{PA_V} \Rightarrow \Omega_V \). Counterfactual variables \( Y_\pi(u) = \{Y_\pi(u) \mid \forall Y \in Y\} \) are recursively defined as:
\[
Y_\pi(u) = \begin{cases} x_Y & \text{if } Y \in X; \\ f_Y((PA_Y)_\pi (u), u_Y) & \text{otherwise}
\end{cases}
\]
where \( x_Y \) is the value assigned to \( Y \) in \( x \); and \((PA_Y)_\pi (u)\) is a set of potential responses \( \{V_\pi(u) \mid \forall V \in PA_Y\} \).

**Proof.** The finite-state decomposition of counterfactual distribution \( P(\{Y_\pi, \ldots, Z_\omega\}) \) in Eq. (5) follows immediately from the construction of canonical SCM \( N \) in Thm. 2.4.

**Proposition 2.6.** For any SCM \( M = \{V, U, \mathcal{F}, P(U)\} \), \( P(V) \) decomposes as follows:
\[
P (v) = \sum_{U \in \mathcal{U}} \prod_{U \in \mathcal{U}} \sum_{U \in \mathcal{U}} 1_{V(u) = v} P(u),
\]
where for every \( U \in \mathcal{U}, d_U = \prod_{V \in \mathcal{C}(U)} \Omega_{PA_V} \times \Omega_V \).

**Proof.** For an arbitrary set \( C \subseteq V \), let \( PA_C = PA(C) \setminus C \), i.e., the set of all direct parents of nodes in \( C \) except themselves. The observational distribution \( P(V) \) in any causal diagram \( \mathcal{G} \) could be decomposed over c-components as follows (Tian & Pearl, 2002, Lem. 1):
\[
P(V = v) = \prod_{C \in \mathcal{C}(\mathcal{G})} P(C_{pa_C} = c),
\]
where \( \mathcal{C}(\mathcal{G}) \) denote the set of all c-components in diagram \( \mathcal{G} \). Next we could apply a similar discretization procedure in Lem. A.6 to construct a canonical SCM that represents every interventional distribution \( P(C_{pa_C}) \) while maintaining the same causal diagram. The total number of model parameters of \( P(C_{pa_C}) \) is given by \( d = \prod_{V \in \mathcal{C}(U)} \Omega_{PA_V} \times \Omega_V \). Repeatedly discretizing every exogenous variables in \( U \) gives the canonical SCM \( N \).

**Proposition 2.7.** For any SCM \( M = \{V, U, \mathcal{F}, P(U)\} \), for any subset \( X, Y \subseteq V \), \( P(Y_x) \) decomposes as follows:
\[
P (y_x) = \sum_{U \in \mathcal{U}} \prod_{U \in \mathcal{U}} 1_{Y_x(u) = y} \prod_{U \in \mathcal{U}} P(u),
\]
where for every \( U \in \mathcal{U}, d_U = \prod_{V \in \mathcal{C}(U)} \Omega_{PA_V} \Rightarrow \Omega_V \).

**Proof.** It follows from the ancestral set factorization in (Correa et al., 2021, Thm. 1) that any interventional distribution \( P(Y_x) \) could be written as a function of a collection of counterfactual distributions given by
\[
\{P(\tilde{C}_* ) \mid \forall C \in \mathcal{C}(\mathcal{G})\}
\]
where for every c-component \( C \in \mathcal{C}(\mathcal{G}) \) in diagram \( \mathcal{G} \), \( \tilde{C}_* \) is a set of counterfactual variables defined as:
\[
\tilde{C}_* = \{V_{pa_V} \mid \forall V \in C, \exists pa_V \in \Omega_{PA_V}\}.
\]
It is thus sufficient to construct a canonical SCM \( N \) to represent counterfactual distributions \( P(\tilde{C}_* ) \) in Eq. (49).

**Theorem 2.8.** Given a causal diagram \( \mathcal{G} \) and interventional distributions \( \{P(V_z) \mid z \in \mathbb{Z}\} \), the solution \( [l, r] \) of the polynomial program Eq. (9) is a tight bound over the counterfactual probability \( P(\{y_\pi, \ldots, z_\omega\}) \).

**Proof.** It follows from Thm. 2.4 that for any SCM \( M \in \mathcal{M}(\mathcal{G}) \), there exists a canonical SCM \( N \in \mathcal{N}(\mathcal{G}) \) such that
\[
P_M(Y_\pi, \ldots, Z_\omega) = P_N(Y_\pi, \ldots, Z_\omega),
\]
and for any \( z \in \mathbb{Z} \),
\[
P_M(V_z) = P_N(V_z).
\]
The reverse direction of the above equations also holds since \( \mathcal{N}(\mathcal{G}) \subset \mathcal{M}(\mathcal{G}) \). This means that solutions for optimization problems in Eqs. (2) and (9) must coincide.

**B. Markov Chain Monte Carlo for Partial Counterfactual Identification**

In this section, we will show derivations for complete conditional distributions utilized in our proposed Gibbs samplers. We will also provide proofs for non-asymptotic bounds for empirical estimates of credible intervals used in Alg. 1.

**B.1. Derivations of Complete Conditionals**

**Sampling** \( P(\{u \mid v, \theta, \mu\}) \). It is verifiable that variables \( U^{(n)}, V^{(n)}, n = 1, \ldots, N \), are mutually independent given
The complete conditional distribution over \(U(n)\mid V^{(n)}, \theta, \mu\), \(n = 1, \ldots, N\), is given by

\[
P (u^{(n)} \mid v^{(n)}, \theta, \mu) \propto \prod_{u \in U} P (u^{(n)} \mid v^{(n)}, \theta, \mu)
\]

The independence relationship implies that to draw samples from the posterior distribution over \(u^{(n)}\) given \(v^{(n)}\), \(\theta\), and \(\mu\), one could rewrite the posterior distribution as

\[
P (u^{(n)} \mid \theta, \mu) = \theta_u \quad \text{for} \quad u = u_v^{(n)}.
\]

The complete conditional over \(V^{(n)}\mid \bar{V}^{(n)}, \bar{V}^{(n)}\) is decided by

\[
v^{(n)} \leftarrow f_V \left( p_{a_V}(n), u_v^{(n)} \right) = v,
\]

where \(v\) is a unique element in \(\Omega_V\) such that \(\mu_v^{(pa_V,u)\mid \bar{V}^{(n)}, \bar{V}^{(n)}} = 1\). Formally, if there exists a sample \(i \neq n\) such that \(V \notin Z(i)\) and \(p_{a_V}(i) = p_{a_V}(u_v^{(i)}) = u_v^{(i)}\), the posterior over \(\mu_v^{(pa_V,u)\mid \bar{V}^{(n)}, \bar{V}^{(n)}}\) is given by

\[
P \left( \mu_v^{(pa_V,u)\mid \bar{V}^{(n)}, \bar{V}^{(n)}} = 1 \mid \bar{V}, \bar{V} \right) = 1_{u_v^{(n)} = u_v^{(i)}}.
\]

Otherwise,

\[
P \left( \mu_v^{(pa_V,u)\mid \bar{V}, \bar{V}} \right) = \frac{1}{|\Omega_V|}.
\]

Marginalizing probabilities \(P \left( \mu_v^{(pa_V,u)\mid \bar{V}, \bar{V}} \right)\) over the domain \(\Omega_V\), in Eq. (53), gives the complete conditional distribution over \(V^{(n)}\mid \bar{V}^{(n)}\). For every \(U \in \bar{U}\), the complete conditional over \(U^{(n)}\mid \bar{V}^{(n)}\), given by Eq. (16), follows immediately from the Pólya urn characterization of Dirichlet distributions (e.g., see Ishwaran & James, 2001, Sec. 4).

\[B.2.\text{Monte Carlo Estimation of Credible Intervals}\]

Next we show the efficacy of the Bayesian approach in approximating the optimal bounds over unknown counterfactual probabilities from the observational and experimental data.
data. We will show that 100% credible interval converges to the optimal bound as the total number of data increases (to infinity), provided with “proper” prior distributions over model parameters (to be defined).

We first introduce some necessary notations. Let $\Theta$ denote the collection of parameters $\theta, \mu$ of canonical SCMs in the family $\mathcal{M}(\mathcal{G})$ that generate interventional distributions $P(V_z)$ for every $z \in \mathbb{Z}$. Formally,

$$\Theta = \left\{ (\theta_N, \mu_N) \left| \forall N \in \mathcal{M}(\mathcal{G}), \right. \quad P_N(V_z) = P(V_z), \forall z \in \mathbb{Z} \right\}. \quad (54)$$

We assume that the parameter space $\Theta$ has positive probability with regard to the prior distribution $\rho$, i.e.,

$$P(\theta, \mu \in \Theta) = \int_{\Theta} \rho(\theta) \rho(\mu) d\theta d\mu > 0. \quad (55)$$

We also assume that prior $\rho$ has full support over domains of $\theta$ and $\mu$. That is, the probability density function $\rho(\theta) > 0$ and $\rho(\mu) > 0$ for every possible realization of $\theta, \mu$.

**Theorem 3.2.** Given a causal diagram $\mathcal{G}$ and finite samples $\bar{v} = \{v^{(n)}\}_{n=1}^N$, let $[l_0, r_0]$ be the 100% credible interval for $\theta_{ctf} = P(y_x, \ldots, z_w)$, and let $[l, r]$ be the optimal bound over $P(y_x, \ldots, z_w)$ given by Eq. (9). If priors over $\theta, \mu$ have full support,

1. The credible interval $[l_0, r_0]$ contains the optimal bound $[l, r]$, i.e., $[l, r] \subseteq [l_0, r_0]$.
2. The credible interval $[l_0, r_0]$ converges almost surely to the tight bound $[l, r]$ as more samples $N_z$ are obtained, i.e., $[l_0, r_0] \xrightarrow{a.s.} [l, r]$ when $N_z \to \infty$ for every $z \in \mathbb{Z}$.

**Proof.** By the definition of Eq. (54), for every pair of parameters $(\theta, \mu) \in \Theta$, it must be compatible with the dataset $\bar{v}$, i.e., $P(\bar{v} \mid \theta, \mu) > 0$. Let $\lambda = \inf_{\Theta} P(\bar{v} \mid \theta, \mu) > 0$. The posterior distribution over $(\theta, \mu) \in \Theta$ given finite samples $\bar{v}$ could thus be written as

$$P(\theta, \mu \in \Theta \mid \bar{v}) = \alpha P(\theta, \mu \in \Theta, \bar{v})$$

$$= \alpha \int_{\Theta} P(\bar{v} \mid \theta, \mu) \rho(\theta) \rho(\mu) d\theta d\mu$$

$$\geq \alpha \lambda \int_{\Theta} \rho(\theta) \rho(\mu) d\theta d\mu$$

$$\geq \alpha \lambda P(\theta, \mu \in \Theta) > 0$$

where $\alpha > 0$ is a normalizing constant. Note that parameters $(\theta, \mu) \in \Theta$ fully determine the optimal bound $\theta_{ctf} \in [l, r]$. The above equation implies that

$$P(\theta_{ctf} \in [l, r] \mid \bar{v}) > 0. \quad (56)$$

Since the prior $\rho$ has full support over domains of $\theta, \mu$, it follows that the 100% credible interval $[l_0, r_0]$ given $\bar{v}$ must contain the optimal bound $[l, r]$.

We next show that the credible interval $[l_0, r_0]$ converges to the optimal bound $[l, r]$ when the sample size $N_z \to \infty$ for every $z \in \mathbb{Z}$. Let $\bar{z}_\alpha$ denote probabilities of $P(V_z)$ computed from parameters $\theta, \mu$. By the Bayesian law of large numbers (Grendár & Judge, 2009), we must have, when the number of samples $N_z \to \infty, \forall z \in \mathbb{Z}$,

$$P(\theta_{ctf} \mid \bar{v}) \xrightarrow{a.s.} P(\theta_{ctf} \mid \theta, \mu \in \Theta) \quad (57)$$

The above equation, together with the definition of optimal bounds $[l, r]$ in Eq. (2), implies that

$$P(\theta_{ctf} \in [l, r] \mid \bar{v}) \xrightarrow{a.s.} 1, \quad \text{when } N_z \to \infty, \forall z \in \mathbb{Z}.$$
The last step in the above equation follows from the standard Hoeffding’s inequality.

If \( \hat{l}_a(T) < l_{a-\epsilon} \), this implies that there are at least \( \lceil (\alpha/2)T \rceil \) instances in \( \{ \theta^{(t)} \}_t \) that are larger than or equal to \( l_{a+\epsilon} \). That is,

\[
P \left( \hat{l}_a(T) < l_{a-\epsilon} \right) \leq P \left( \frac{1}{T} \sum_{t=1}^{T} \mathbb{1}_{\theta_u^{(t)} \leq l_{a-\epsilon}} \geq \lceil (\alpha/2)T \rceil \right) \leq P \left( \frac{1}{T} \sum_{t=1}^{T} \mathbb{1}_{\theta_u^{(t)} \leq l_{a-\epsilon}} \geq \frac{\alpha - \epsilon}{2} + \frac{\epsilon}{2} \right) \leq \exp \left( -\frac{T \epsilon^2}{2} \right).
\]

The last step follows from the standard Hoeffding’s inequality. Similarly, we could also show that

\[
P \left( \hat{h}_a(T) < h_{a+\epsilon} \right) \leq \exp \left( -\frac{T \epsilon^2}{2} \right),
\]

\[
P \left( \hat{h}_a(T) > h_{a-\epsilon} \right) \leq \exp \left( -\frac{T \epsilon^2}{2} \right).
\]

Finally, bounding the error rate by \( \delta/4 \) gives:

\[
\exp \left( -\frac{T \epsilon^2}{2} \right) = \frac{\delta}{4} \Rightarrow \epsilon = \sqrt{2T^{-1} \ln(4/\delta)}.
\]

Replacing the error rate \( \epsilon \) with \( f(T, \delta) = \sqrt{2T^{-1} \ln(4/\delta)} \) completes the proof.

As a corollary, it immediately follows from Lem. 3.3 that Algorithm CREDIBLEINTERVAL (Alg. 1) is guaranteed to produce a sufficient estimate of \( 100(1-\alpha)\% \) credible intervals within the specified margin of errors.

**Corollary 3.4.** Fix \( \delta \in (0, 1) \) and \( \epsilon > 0 \). With probability at least \( 1 - \delta \), the interval \([\hat{l}, \hat{r}] = \text{CREDIBLEINTERVAL}(\alpha, \delta, \epsilon)\) for any \( \alpha \in [0, 1) \) is bounded by \( \hat{l} \in [l_{a-\epsilon}, l_{a+\epsilon}] \) and \( \hat{r} \in [r_{a+\epsilon}, r_{a-\epsilon}] \).

**Proof.** The statement follows immediately from Lem. 3.3 by setting \( \sqrt{2T^{-1} \ln(4/\delta)} \leq \epsilon \).

C. Simulation Setups and Additional Experiments

In this section, we will provide details on the simulation setups and preprocessing of datasets. We also conduct additional experiments on other more involved causal diagrams and using skewed hyperparameters for prior distributions. For all experiments, we will focus on Dirichlet priors in Eq. (12) with hyperparameters \( \alpha_u^{(1)} = \alpha_U/d_U \) for some real \( \alpha_U > 0 \). This is equivalent to drawing probabilities \( \theta_u \) from a Dirichlet distribution defined as follows:

\[
(\theta_1, \ldots, \theta_{d_U}) \sim \text{Dirichlet} \left( \frac{\alpha_U}{d_U}, \ldots, \frac{\alpha_U}{d_U} \right),
\]

All experiments were performed on a computer with 32GB memory, implemented in MATLAB. We are in the process of migrating the source code to other open-source platforms (e.g., Julia). We will release them once the code migration is done and the manuscript is accepted.

**Experiment 1: Frontdoor** We study the problem of evaluating interventional probabilities \( P(y_a) \) from the observational distribution \( P(X, Y, W) \) in the “Frontdoor” diagram of Fig. 1c. We collect \( N = 10^4 \) samples \( \bar{v} = (x^{(n)}, y^{(n)}, w^{(n)}) \) from an SCM compatible with Fig. 1c. Detailed parametrization of the SCM is provided in the following:

\[
U_1 \sim \text{Unif}(0, 1),
\]

\[
U_2 \sim \text{Normal}(0, 1),
\]

\[
X \sim \text{Binomial}(1, \rho_X),
\]

\[
W \sim \text{Binomial}(1, \rho_W),
\]

\[
Y \sim \text{Binomial}(1, \rho_Y),
\]

where probabilities \( \rho_X, \rho_W, \rho_Y \) are given by

\[
\rho_X = U_1,
\]

\[
\rho_W = \frac{1}{1 + \exp(-X - U_2)},
\]

\[
\rho_Y = \frac{1}{1 + \exp(W - U_1)}.
\]

Each observation \( (x^{(n)}, y^{(n)}, w^{(n)}) \) is an independent draw from the observational distribution \( P(X, Y, W) \). We set hyperparameters \( \alpha_{U_1} = d_{U_1} = 8, \alpha_{U_2} = d_{U_2} = 4 \).

**Experiment 2: PNS** We study the problem of evaluating the counterfactual probability \( P(y_x, y_{x'}) = P(Y_x = y, Y_{x'} = y') \) for any \( x \neq x', y \neq y' \) from the observational distribution \( P(X, Y) \) in the “Bow” diagram of Fig. 1d. We collect \( N = 10^3 \) observational samples \( \bar{v} = (x^{(n)}, y^{(n)}) \) from an SCM compatible with Fig. 1d. Detailed parametrization of the SCM is defined as follows:

\[
U \sim \text{Normal}(0, 1),
\]

\[
X \sim \text{Binomial}(1, \rho_X),
\]

\[
E \sim \text{Logistic}(0, 1),
\]

\[
Y \leftarrow \mathbb{I}_{X-U+E+0.1 > 0},
\]

\[
Z \sim \text{Binomial}(1, 0.5),
\]

\[
F \sim \text{Normal}(0, 1),
\]

\[
\theta_1 \sim \text{Uniform}(0, 1),
\]

\[
\theta_2 \sim \text{Uniform}(0, 1).
\]
where probabilities $\rho_X$ are given by

$$\rho_X = \frac{1}{1 + \exp(U)}.$$

Each observation $(x^{(n)}, y^{(n)})$ is an independent draw from the observational distribution $P(X, Y)$. In this experiment, we set hyperparameters $\alpha_U = d_U = 8$.

**Experiment 3: IST**  
International Stroke Trials (IST) was a large, randomized, open trial of up to 14 days of antithrombotic therapy after stroke onset (Carolei et al., 1997). The aim was to provide reliable evidence on the efficacy of aspirin and of heparin. The dataset is released under Open Data Commons Attribution License (ODC-By). In particular, the treatment $X$ is a pair $(i, j)$ where $i = 0$ stands for no aspirin allocation, 1 otherwise; $j = 0$ stands for no heparin allocation, 1 for median-dosage, and 2 for high-dosage. The primary outcome $Y \in \{0, \ldots, 3\}$ is the health of the patient 6 months after the treatment, where 0 stands for death, 1 for being dependent on the family, 2 for the partial recovery, and 3 for the full recovery.

To emulate the presence of unobserved confounding, we filter the experimental data with selection rules $f_X(u)$, following a procedure introduced in (Zhang & Bareinboim, 2021). More specifically, we are provided with a collection of IST samples $\{x^{(n)}, y^{(n)}, u^{(n)}\}_{n=1}^N$ where $u^{(n)}$ is the age of the $n$-th patient. For each data point $(x^{(n)}, y^{(n)}, u^{(n)})$, we check if values of $x^{(n)}$ satisfy the following condition

$$x^{(n)} = f_X(u^{(n)}) = \left[6 \times \left(\frac{u^{(n)}}{100}\right)^2\right].$$

If the above condition is satisfied, we keep the data point $(x^{(n)}, y^{(n)}, u^{(n)})$ in the dataset; otherwise, the data point is dropped. After this data selection process is complete, we hide columns of variables $u^{(n)}$. Doing so allows us to obtain $N = 1 \times 10^3$ synthetic observational samples $\tilde{v} = \{x^{(n)}, y^{(n)}\}_{n=1}^N$ that are compatible with the “B bow” diagram in Fig. 1d.

In this experiment, we set hyperparameters $\alpha_{U_1} = 10$ and $\alpha_{U_2} = 1$. As a baseline, we estimate the actual treatment effect $P(Y_{Z=0}=1|X=0) \geq 0.2775$ for only assigning aspirin $X = (1, 0)$ on the recovery of patients $Y \geq 2$ from randomized trial data containing $1.9285 \times 10^4$ subjects.

**Experiment 4: Non-IV**  
We study the problem of evaluating counterfactual probabilities $P(z, x, z_r, y_r)$ from the combination of the observational distribution $P(X, Y, Z)$ and interventional distributions $P(X, Z, Z_r), \forall z \in \Omega_z$, in the causal diagram of Fig. 1b. We collect $N = 10^3$ samples $\tilde{v} = \{x^{(n)}, y^{(n)}\}_{n=1}^N$ from an SCM compatible with Fig. 1b, which we define as follows:

$$U_1 \sim \text{Unif}(0, 1),$$
$$U_2 \sim \text{Unif}(0, 1),$$
$$Z \leftarrow \min\{15 \cdot U_1, |9\},$$
$$X \sim \text{Binomial}(9, \rho_X),$$
$$Y \sim \text{Binomial}(9, \rho_Y),$$

where for any real $\alpha \in \mathbb{R}$, the operator $\lfloor \alpha \rfloor$ denotes the largest integer $n \in \mathbb{Z}$ smaller than $\alpha$, i.e., $\lfloor \alpha \rfloor = \min\{n \in \mathbb{Z} \mid n \geq \alpha\}$; probabilities $\rho_X, \rho_Y$ are given by

$$\rho_X = \frac{1}{1 + \exp(-Z - U_2)},$$
$$\rho_Y = \frac{1}{1 + \exp(Z / 10 - U_1 \cdot U_2)}.$$

Each sample $(x^{(n)}, y^{(n)}, z^{(n)})$ is an independent draw from the observational distribution $P(X, Z, Y)$ or an interventional distribution $P(X, Y, Z)$. To obtain a sample from $P(X, Z, Y)$, we pick a constant $z \in \Omega_z$ uniformly at random, perform intervention $do(Z = z)$ in the SCM described in Eq. (64) and observed subsequent outcomes. In this experiment, we set hyperparameters $\alpha_{U_1} = 10$ and $\alpha_{U_2} = 10$.

**C.1. Additional Simulation Results**

We also evaluate our algorithms on various simulated SCM instances in other more involved causal diagrams. Overall, we found that simulation results match our findings in the main manuscript. For identifiable settings (Experiments 5 & 6), our algorithms are able to recover the actual, unknown counterfactual probabilities. For non-identifiable settings, our algorithm consistently dominates existing bounding strategies: it achieves sharp bounds if closed-formed solutions exist (Experiments 7 & 8); otherwise, it improves over state-of-art bounds (Experiment 9). Finally, for other more challenging non-identifiable settings where existing strategies do not apply (Experiment 10), our algorithm is able to achieve effective bounds over unknown counterfactual probabilities.

**Experiment 5: Backdoor**  
Consider the “Backdoor” graph described in Fig. 5a where $X, Y, Z$ are binary variables in $\{0, 1\}$; $U_1, U_2 \in \mathbb{R}$. In this case, any interventional probability $P(Y_{Z=1} = y)$ is identifiable from the observational distribution $P(X, Z, Y)$ through the backdoor criterion (Pearl, 2000, Def. 3.3.1). We collect $N = 10^4$ observational samples $\tilde{v} = \{x^{(n)}, y^{(n)}\}_{n=1}^N$ from a synthetic SCM instance compatible with Fig. 5a. Detailed
parametrization of the SCM is provided in the following:

\[
\begin{align*}
U_1 & \sim \text{Unif}(0,1), \\
U_2 & \sim \text{Unif}(0,1), \\
Z & \sim \text{Binomial}(1, \rho_Z), \\
X & \sim \text{Binomial}(1, \rho_X), \\
Y & \sim \text{Binomial}(1, \rho_Y),
\end{align*}
\]  

where probabilities \(\rho_Z, \rho_X, \rho_Y\) are given by

\[
\begin{align*}
\rho_Z &= U_2, \\
\rho_X &= \frac{1}{1 + \exp(-Z - U_1)}, \\
\rho_Y &= \frac{1}{1 + \exp(X + Z + U_2 + 1)}.
\end{align*}
\]

Each observation \((x^{(n)}, y^{(n)}, z^{(n)})\) is an independent draw from the observational distribution \(P(X, Y, Z)\). In this experiment, we set hyperparameters \(\alpha_{U_1} = d_{U_1} = 8\), \(\alpha_{U_2} = d_{U_2} = 4\). Fig. 6a shows samples drawn from the posterior distribution \((P(Y_{x=0} = 1) \mid \bar{v})\). The analysis reveals that these samples collapse to the actual interventional probability \(P(Y_{x=0} = 1) = 0.1401\), which confirms the identifiability of \(P(Y_x = y)\) in the “backdoor” graph.

**Experiment 6: Napkin Graph**  
Consider the “Napkin” graph in Fig. 5b where \(X, Y, Z, W\) are binary variables in \(\{0, 1\}\); \(U_1, U_2, U_3\) take values in real \(\mathbb{R}\). Intervenional probabilities \(P(y_x)\) is identifiable from \(P(X, Y, Z, W)\) by iteratively applying inference rules of “do-calculus” (Pearl, 2000, Thm. 4.3.1). We collect \(N = 10^4\) observational samples \(\bar{v} = \{x^{(n)}, y^{(n)}, z^{(n)}, w^{(n)}\}_{n=1}^N\) from an SCM compatible with Fig. 5b, defined as follows:

\[
\begin{align*}
U_i & \sim \text{Normal}(0,1), \ i = 1, 2, 3, \\
W & \sim \text{Binomial}(1, \rho_W), \\
Z & \sim \text{Binomial}(1, \rho_Z), \\
X & \sim \text{Binomial}(1, \rho_X), \\
Y & \sim \text{Binomial}(1, \rho_Y),
\end{align*}
\]

where probabilities \(\rho_W, \rho_Z, \rho_X, \rho_Y\) are given by:

\[
\begin{align*}
\rho_W &= \frac{1}{1 + \exp(U_1 - U_2)}, \\
\rho_Z &= \frac{1}{1 + \exp(W - U_3)}, \\
\rho_X &= \frac{1}{1 + \exp(-Z - U_1)}, \\
\rho_Y &= \frac{1}{1 + \exp(X - U_2 - 0.5)}.
\end{align*}
\]

Each observation \((x^{(n)}, y^{(n)}, z^{(n)}, w^{(n)})\) is an independent draw from the observational distribution \(P(X, Y, Z, W)\).

In this experiment, we set hyperparameters \(\alpha_{U_1} = d_{U_1} = 32\), \(\alpha_{U_2} = d_{U_1} = 32\), and \(\alpha_{U_3} = d_{U_1} = 4\). Fig. 6b shows a histogram containing samples drawn from the posterior distribution of \((P(Y_{x=0} = 1) \mid \bar{v})\). Our analysis reveals that these samples converges to the actual interventional probability \(P(Y_{x=0} = 1) = 0.6098\), which confirms the identifiability of \(P(y_x)\) in the napkin graph.

**Experiment 7: IV**  
Consider the “IV” diagram in Fig. 5c where \(X, Y, Z\) are binary variables taking values in \(\{0, 1\}\). The non-identifiability of \(P(Y_x = y)\) from the instrumental variable \(Z\) and the unobserved confounding between \(X\) and \(Y\) has been shown in (Bareinboim & Pearl, 2012; Lee et al., 2019). We study the problem of bounding interventional probabilities \(P(y_x)\) from the observational distribution \(P(X, Y, Z)\). We collect \(N = 10^5\) observational
Figure 6: Histogram plots for samples drawn from the posterior distribution over target counterfactual probabilities. For all plots (a - f), ci represents our proposed algorithms; θ* is the actual counterfactual probability; opt is the optimal asymptotic bounds (if exists); nb stands for the natural bounds (Manski, 1990).

Experiment 8: Double Bow Consider the “Double Bow” diagram in Fig. 5d where X, Y, Z ∈ {0, 1} and U₁, U₂ ∈ ℝ. We study the problem of evaluating interventional probabilities \( P(Y_{x=0} = 1) \) from the observational distribution \( P(X, Y, Z) \). We collect \( N = 10^3 \) observational samples \( \bar{v} = \{x^{(n)}, y^{(n)}, z^{(n)}\}_{n=1}^{N} \) from an SCM compatible with Fig. 5d, defined as the following:

\[
U_i \sim \text{Normal}(0,1), \quad i = 1, 2, \\
Z \sim \text{Binomial}(1, \rho_Z), \\
X \sim \text{Binomial}(1, \rho_X), \\
Y \sim \text{Binomial}(1, \rho_Y),
\]

(Balke & Pearl, 1997) introduced a closed-form bound over \( P(y_x) \) from the observational distribution \( P(X, Y, Z) \) for the “IV” diagram with binary \( X, Y, Z \in \{0, 1\} \), which is provably optimal (labeled as opt). To obtain a 100% credible intervals, we apply the collapsed Gibbs sampler with hyperparameters \( \alpha_{U_i} = d_{U_i} = 2 \) and \( \alpha_{U_2} = d_{U_1} = 16 \). Fig. 6c shows samples drawn from the posterior distribution of \( (P(Y_{x=0} = 1) | \bar{v}) \). The analysis reveals that our algorithm derives a valid bound over the actual probability \( P(Y_{x=0} = 1) = 0.3954 \); the 100% credible interval converges to the optimal IV bound \( l = 0.1980, r = 0.6258 \).
(Balke & Pearl, 1997) introduced a closed-form bound over \( P(y_x) \) from the observational distribution \( P(X, Y, Z) \) for the “IV” diagram in Fig. 5c with binary \( X, Y, Z \in \{0, 1\} \). It is verifiable that such a bound is also applicable in the “Double-bow” diagram in Fig. 5d with binary endogenous domains, and is provably optimal (labeled as \( \text{opt} \)). To obtain a 100% credible intervals, we apply the collapsed Gibbs sampler with hyperparameters \( \alpha_{U_1} = d_{U_1} = 32 \) and \( \alpha_{U_2} = d_{U_1} = 32 \). Fig. 6d shows samples drawn from the posterior distribution of \( (P(Y_{z=0} = 1) \mid \bar{v}) \). The analysis reveals that our algorithm derives a valid bound over the actual probability \( P(Y_{z=0} = 1) = 0.3954 \); the 100% credible interval converges to the optimal IV bound \( l = 0.1980, r = 0.6258 \), confirming the efficacy of the proposed approach.

**Experiment 9: M+BD Graph** Consider the “M+BD” graph in Fig. 5e where \( X, Y, Z \in \{0, 1\} \) and \( U_1, U_2 \in \mathbb{R} \). In this case, interventional probabilities \( P(y_x) \) are non-identifiable from the observational distribution \( P(X, Y, Z) \) due to the presence of the collider path \( X \leftarrow U_1 \rightarrow Z \leftarrow U_2 \rightarrow Y \). We collect \( N = 10^3 \) observational samples \( \bar{v} = \{x^{(n)}, y^{(n)}, z^{(n)}\}_{n=1}^N \) from an SCM compatible with Fig. 5e. Detailed parametrization of the SCM is given by:

\[
\begin{align*}
U_1 &\sim \text{Normal}(0, 1), \quad i = 1, 2, \\
Z &\sim \text{Binomial}(1, \rho_Z), \\
X &\sim \text{Binomial}(1, \rho_X), \\
Y &\sim \text{Binomial}(1, \rho_Y),
\end{align*}
\]

(69)

where probabilities \( \rho_Z, \rho_X, \rho_Y \) are given by:

\[
\begin{align*}
\rho_Z &= \frac{1}{1 + \exp(-U_1)}, \\
\rho_X &= \frac{1}{1 + \exp(-Z - U_1 - U_2)}, \\
\rho_Y &= \frac{1}{1 + \exp(X - Z - U_2)}.
\end{align*}
\]

Each observation \( (x^{(n)}, y^{(n)}, z^{(n)}) \) is an independent draw from the observational distribution \( P(X, Y, Z) \).

In this experiment, we set hyperparameters \( \alpha_{U_1} = d_{U_1} = 32 \) and \( \alpha_{U_2} = d_{U_1} = 32 \). Fig. 6e shows samples drawn from the posterior distribution of \( (P(Y_{z=0} = 1) \mid \bar{v}) \). As a baseline, we also include the natural bounds introduced in (Robins, 1989; Manski, 1990) (nb). The analysis reveals that all algorithms achieve bounds that contain the actual, target causal effect \( P(Y_{z=0} = 1) = 0.5910 \). Our algorithm obtains a 100% credible interval \( l_{ci} = 0.4884, r_{ci} = 0.6519 \), which improves over the existing bounding strategy \( l_{nb} = 0.2230, r_{nb} = 0.8296 \).

**Experiment 10: Triple Bow** Consider the “Triple Bow” diagram in Fig. 5f where \( X, Y, Z \in \{0, 1\} \) and \( U_1, U_2, U_3 \in \mathbb{R} \). We are interested in evaluating the counterfactual probability \( P(Y_{z=1} = 1, Y_{z=0} = 0) \) from the combination of the observational distribution \( P(X, Y, Z, W) \) and interventional distributions \( P(X_z, Y_z, W_z) \). To our best knowledge, existing bounding strategies are not applicable to this setting. We collect \( N = 10^3 \) samples \( \bar{v} = \{x^{(n)}, y^{(n)}, z^{(n)}, w^{(n)}\}_{n=1}^N \) from an SCM compatible Fig. 5f. The detailed parametrization of the SCM is provided in the following:

\[
\begin{align*}
U_1 &\sim \text{Unif}(0, 1), \\
U_i &\sim \text{Normal}(0, 1), \quad i = 2, 3, \\
Z &\sim [1.5 \cdot U_1], \\
W &\sim \text{Binomial}(1, \rho_W), \\
X &\sim \text{Binomial}(1, \rho_X), \\
E &\sim \text{Logistic}(0, 1), \\
Y &\leftarrow 1_{X - U_3 + E > 0} > 0,
\end{align*}
\]

(70)

where probabilities \( \rho_Z, \rho_W, \rho_X \) are given by:

\[
\begin{align*}
\rho_Z &= \frac{1}{1 + \exp(-U_1)}, \\
\rho_W &= \frac{1}{1 + \exp(-Z - U_1 - U_2)}, \\
\rho_X &= \frac{1}{1 + \exp(-W - U_2 - U_3)}.
\end{align*}
\]

Each sample \( (x^{(n)}, y^{(n)}, z^{(n)}, w^{(n)}) \) is an independent draw from the observational distribution \( P(X, Y, Z, W) \) or an interventional distribution \( P(X_z, Y_z, W_z) \). To obtain a sample from \( P(x_z, y_z, w_z) \), we pick a constant \( z \in \Omega_Z \) uniformly at random, perform intervention \( do(Z = z) \) in the SCM in Eq. (70) and observed subsequent outcomes.
We will evaluate our algorithms using skewed prior distributions. Analysis reveals that our proposed approach is able to achieve almost all weights to deterministic events. We see that the skewed prior of Fig. 7b assigns observational sample grows (to infinite). Our algorithms eventually converge to sharp bounds induced by these two priors (in the absence of any observational data). We found that increasing the size of observational data are needed for the skewed prior before the posterior distribution converges, since the skewed prior is concentrated further away from the value 0.5085 than the uniform prior.

**C.2. The Effect of Sample Size and Prior Distributions**

We will evaluate our algorithms using skewed prior distributions. We found that increasing the size of observational samples was able to wash away the bias introduced by prior distributions. That is, despite the influence of prior distributions, our algorithms eventually converge to sharp bounds over unknown counterfactual probabilities as the number of observational sample grows (to infinite).

**Experiment 11: Frontdoor** Consider first the “Frontdoor” graph in Fig. 1d where interventional probabilities $P(y_x)$ is identifiable from the observational distribution $P(X, Y, W)$. The detailed parametrization of the underlying SCM is described in Eq. (61). We present our results using two different priors. The first is a flat (uniform) distribution over probabilities of $U_1$ and $U_2$ respectively, i.e., $\alpha_{U_1} = d_{U_1} = 8$ and $\alpha_{U_2} = d_{U_2} = 4$. The second is skewed to present a strong preference on the deterministic relationships between $X$ and $Y$; in this case, $\alpha_1 = 300 \times d_{U_1}$, $i = 1, 2$, for prior distributions associated with both $U_1$ and $U_2$. Figs. 7a and 7b shows the distribution of $P(Y_{x=0})$ induced by these two priors (in the absence of any observational data). We see that the skewed prior of Fig. 7b assigns almost all weights to deterministic events $P(Y_{x=0} = 1) = 1$ or $P(Y_{x=0} = 0) = 1$.

Fig. 5 shows posterior samples obtained by our Gibbs sampler when applied to observational data of various sizes, using both the flat prior (Figs. 8a to 8d) and the skewed prior (Figs. 8e to 8h). Both priors eventually collapse to the actual, unknown probability $P(Y_{x=0} = 1) = 0.5085$. As expected, more observational data are needed for the skewed prior before the posterior distribution converges, since the skewed prior is concentrated further away from the value 0.5085 than the uniform prior.
distribution does not influence the final bound, it still has an effect on the shape of posterior distributions given finite samples of the observational data.

**D. Polynomial Optimization for Bounding Counterfactual Probabilities**

In this section, we will demonstrate through examples how to translate the optimization problem in Eq. (9) into equivalent polynomial programs in various causal diagrams.

**Example 1: IV**  
Consider the “IV” diagram $G$ in Fig. 1a. We study the problem of bounding counterfactual probabilities $P(y'_{x'}, x, y) \equiv P(Y_{x'} = y', X = x, Y = y)$ from the observational distribution $P(X, Y, Z)$. Formally, let $\mathcal{M}(G)$ denote the set of all SCMs compatible with the diagram $G$. One could obtain the tight bound over $P(y'_{x'}, x, y)$ from $P(X, Y, Z)$ by solving the optimization problem as follows:

$$
\begin{align*}
\min / \max_{M \in \mathcal{M}(G)} & \quad P_M(y'_{x'}, x, y) \\
\text{s.t.} & \quad P_M(x, y, z) = P(x, y, z), \ \forall x, y, z.
\end{align*}
$$

(71)

In the above optimization problem, it follows from Thm. 2.4 that the objective function could be written as

$$
P_M(y'_{x'}, x, y) = \sum_{u_1=1}^{d_1} \sum_{u_2=1}^{d_2} \mu_{y'}(x', u_2) \mu_y(x, u_2) \sum_z \mu_{z,u_1} \mu_{x,u_2} \theta_{u_1} \theta_{u_2}.
$$

Similarly, the observational constraints could be written as:

$$
P_M(x, y, z) = \sum_{u_1=1}^{d_1} \sum_{u_2=1}^{d_2} \mu_{z,u_1} \mu_x(x, u_2) \mu_y(x, u_2) \theta_{u_1} \theta_{u_2}.
$$

The above equations imply that Eq. (71) could be reducible to an equivalent polynomial program as follows:

$$
\begin{align*}
\min / \max & \quad \sum_{u_1=1}^{d_1} \sum_{u_2=1}^{d_2} \mu_{y'}(x', u_2) \mu_y(x, u_2) \sum_z \mu_{z,u_1} \mu_{x,u_2} \theta_{u_1} \theta_{u_2} \\
\text{s.t.} & \quad \sum_{u_1=1}^{d_1} \sum_{u_2=1}^{d_2} \mu_{z,u_1} \mu_x(x, u_2) \mu_y(x, u_2) \theta_{u_1} \theta_{u_2} = P(x, y, z), \ \forall x, y, z.
\end{align*}
$$

We have

$$
\begin{align*}
& \forall z, u_1, \quad \mu_{z,u_1}(1 - \mu_{z,u_1}) = 0, \ \sum_z \mu_{z,u_1} = 1 \\
& \forall x, z, u_2, \quad \mu_x(x, u_2)(1 - \mu_{z,u_2}) = 0 \\
& \forall x, z, u_2, \quad \sum_x \mu_x(x, u_2) = 1 \\
& \forall y, x, u_2, \quad \mu_y(x, u_2)(1 - \mu_x(x, u_2)) = 0 \\
& \forall y, x, u_2, \quad \sum_y \mu_y(x, u_2) = 1 \\
& \forall u_1, \ 0 \leq \theta_{u_1} \leq 1, \ \sum_{u_1} \theta_{u_1} = 1 \\
& \forall u_2, \ 0 \leq \theta_{u_2} \leq 1, \ \sum_{u_2} \theta_{u_2} = 1.
\end{align*}
$$

where cardinalities $d_1, d_2$ are equal to

$$
d_1 = |\Omega_Z|, \quad d_2 = |\Omega_Z \mapsto \Omega_X| \times |\Omega_X \mapsto \Omega_Y|.
$$

**Example 2**  
Consider the causal diagram in Fig. 1b. We study the problem of bounding counterfactual probabilities $P(z, x', y_{x'})$ from a combination of the observational distribution $P(X, Y, Z)$ and the interventional distribution
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**Figure 9**: Histogram plots for samples drawn from the posterior distribution over probability $P(Y_{x=0} = 0)$ in “IV” graph of Fig. 1a using two priors. (a - d) shows the posteriors using the flat prior and observational data of size $N = 10, 10^2, 10^3$ and $10^4$ respectively; (e - h) shows the posteriors using the skewed prior and the same respective observational datasets.
Among quantities in the above equation, it follows from Thm. 2.4 that the objective function in the above optimization problem could be further written as

\[ P_M(z, x', y') = \frac{\min}{\max}_{M \in \mathcal{G}} \frac{1}{\Omega} \mu_{x'}(z') \mu_{y'}(z', u_1, u_2) \theta_{u_1} \theta_{u_2}. \]

Similarly, the observational constraints could be written as:

\[ P_M(x, y, z) = \frac{\min}{\max}_{M \in \mathcal{G}} \frac{1}{\Omega} \mu_{x}(z, u_2) \mu_{y}(z, u_1, u_2) \theta_{u_1} \theta_{u_2}, \]

and the interventional constraints imply:

\[ P_M(x, z, y) = \frac{\min}{\max}_{M \in \mathcal{G}} \frac{1}{\Omega} \mu_{x}(z, u_2) \mu_{y}(z, u_1, u_2) \theta_{u_1} \theta_{u_2}. \]

The above equations imply that one could obtain an optimal bound over \( P(z, x', y') \) given by Eq. (72) by solving an equivalent polynomial program as follows:

\[
\min / \max \sum_{u_1, u_2=1}^{d} \mu_{z}(u_1) \mu_{x}(z, u_2) \mu_{y}(z, u_1, u_2) \theta_{u_1} \theta_{u_2}
\text{s.t.} \sum_{u_1, u_2=1}^{d} \mu_{z}(u_1) \mu_{x}(z, u_2) \mu_{y}(z, u_1, u_2) \theta_{u_1} \theta_{u_2} = P(x, y, z), \forall x, y, z
\sum_{u_1, u_2=1}^{d} \mu_{x}(z, u_2) \mu_{y}(z, u_1, u_2) \theta_{u_1} \theta_{u_2} = P(x, z, y), \forall x, y, z
\forall z, u_1, \mu_{z}(u_1) \left(1 - \mu_{x}(u_1)\right) = 0
\forall z, u_1, \sum_{z} \mu_{z}(u_1) = 1
\forall x, z, u_1, u_2, \mu_{x}(z, u_2) \left(1 - \mu_{x}(z, u_1, u_2)\right) = 0
\forall x, z, u_1, u_2, \sum_{x} \mu_{x}(z, u_2) = 1
\forall y, x, u_2, \mu_{y}(x, u_2) \left(1 - \mu_{y}(x, u_2)\right) = 0
\forall y, x, u_2, \sum_{y} \mu_{y}(x, u_2) = 1
\forall u_1, 0 \leq \theta_{u_1} \leq 1, \sum_{u_1} \theta_{u_1} = 1
\forall u_2, 0 \leq \theta_{u_2} \leq 1, \sum_{u_2} \theta_{u_2} = 1
\]

where the cardinality \( d \) equates to

\[ d = |\Omega_Z| \times |\Omega_Z| \rightarrow |\Omega_X| \times |\Omega_X| \rightarrow |\Omega_Y| \times |\Omega_Y|. \]

**Example 3: Frontdoor** Consider the “Frontdoor” diagram in Fig. 1c. We are interested in evaluating interventional probabilities \( P(y|z) \) from the observational distribution \( P(X, Y, W) \). That is,

\[
\min / \max \frac{1}{\Omega} \mu_{y}(w, u_1) \mu_{w}(w, u_2) \theta_{u_1} \theta_{u_2}
\text{s.t.} \sum_{u_1, u_2=1}^{d} \mu_{y}(w, u_1) \mu_{w}(w, u_2) \theta_{u_1} \theta_{u_2} = P(x, y, w), \forall x, y, w
\forall x, u_1, \mu_{y}(w, u_1) \left(1 - \mu_{x}(w, u_1)\right) = 0
\forall x, u_1, \sum_{x} \mu_{x}(w, u_1) = 1
\forall y, w, u_1, \mu_{w}(w, u_1) \left(1 - \mu_{w}(w, u_1)\right) = 0
\forall y, u_1, \sum_{y} \mu_{y}(w, u_1) = 1
\forall u_1, 0 \leq \theta_{u_1} \leq 1, \sum_{u_1} \theta_{u_1} = 1
\forall u_2, 0 \leq \theta_{u_2} \leq 1, \sum_{u_2} \theta_{u_2} = 1
\]

where cardinalities \( d_1, d_2 \) equate to

\[ d_1 = |\Omega_X| \times |\Omega_W| \rightarrow |\Omega_Y|, \quad d_2 = |\Omega_X| \rightarrow |\Omega_W|. \]
Example 4: Bow  Consider the “Bow” diagram in Fig. 1d. We study the problem of bounding counterfactual probabilities \( P(y_x, y_{x'}) \) \( \equiv P(Y_x = y, Y_{x'} = y') \) from a combination of the observational distribution \( P(X,Y,Z) \) and the interventional distribution \( P(Y_x \mid \forall x \in \Omega_X) \), i.e.,

\[
\min_{M \in \mathcal{M}(\mathcal{G})} \max_{M} \ P_M(y_x, y_{x'}) \\
\text{s.t.} \ P_M(x, y) = P(x, y), \ \forall x, y \quad (74)
\]

Among quantities in the above equation, it follows from Thm. 2.4 that the objective function could be written as

\[
P_M(y_x, y_{x'}) = \sum_{u=1}^{d} \mu_y^{(x,u)} \mu_y^{(x',u)} \theta_u.
\]

Similarly, observational and interventional constraints could be written as the following, respectively,

\[
P_M(x, y) = \sum_{u=1}^{d} \mu_x^{(u)} \mu_y^{(x,u)} \theta_u, \quad P_M(y_x) = \sum_{u=1}^{d} \mu_y^{(u)} \theta_u.
\]

The optimization problem defined in Eq. (74) is thus reducible to an equivalent polynomial program as follows:

\[
\min \ / \ max \ \sum_{u=1}^{d} \mu_y^{(x,u)} \mu_y^{(x',u)} \theta_u \\
\text{subject to} \ \sum_{u=1}^{d} \mu_x^{(u)} \mu_y^{(x,u)} \theta_u = P(x, y), \ \forall x, y \\
\sum_{u=1}^{d} \mu_y^{(x,u)} \theta_u = P(y_x), \ \forall x, y \\
\forall x, u, \ \mu_x^{(u)} (1 - \mu_x^{(u)}) = 0 \\
\forall x, u, \ \sum_x \mu_x^{(u)} = 1 \\
\forall y, x, u, \ \mu_y^{(x,u)} (1 - \mu_y^{(x,u)}) = 0 \\
\forall y, x, u, \ \sum_y \mu_y^{(x,u)} = 1 \\
\forall u, \ 0 \leq \theta_u \leq 1, \ \sum_u \theta_u = 1
\]

where the cardinality \( d \) is equal to \(|\Omega_Z \mapsto \Omega_X|\).

E. A Generalization of (Balke & Pearl, 1994)

In this section, we will describe a naïve generalization of the discretization procedure introduced in (Balke & Pearl, 1994) to the causal diagram of Fig. 10a. In particular, given any SCM \( M \) compatible with Fig. 10a, we will construct a discrete SCM \( N \) compatible with a different causal diagram described in Fig. 10b such that \( M \) and \( N \) coincide in all counterfactual distributions \( P(Y_x, \ldots, Z_u) \).

We first introduce some useful notations. Let \( f_Z, f_X, f_Y \) denote functions associated with \( Z, X, Y \) in SCM \( M \). Let constants \( h_Z^{(1)} = 0 \) and \( h_Z^{(2)} = 1 \). Note that given any \( U_1 = u_1, f_Z(u_1) \) must equate to a binary value in \( \{0, 1\} \). Therefore, we could define a partition \( U_Z^{(i)}, i = 1, 2, \) over domains of \( U_1 \) such that \( u_1 \in U_Z^{(i)} \) if and only if

\[
f_Z(u_1) = h_Z^{(i)}.
\]

Given any \( u_2, f_X(\cdot, u_2) \) defines a function mapping from domains of \( Z \) to \( X \). Let functions in the hypothesis class \( \Omega_Z \mapsto \Omega_X \) be ordered by

\[
h_X^{(1)}(z) = 0, \quad h_X^{(2)}(z) = z, \\
h_X^{(3)}(z) = \neg z, \quad h_X^{(4)}(z) = 1.
\]

Similarly, we could define a partition \( U_X^{(i)}, i = 1, 2, 3, 4 \) over the domain \( \Omega_U^2 \) such that \( u_2 \in U_X^{(i)} \) if and only if the induced function \( f_X(\cdot, u_2) = h_X^{(i)} \). Finally, let functions in \( \Omega_X \mapsto \Omega_Y \) be ordered by

\[
h_Y^{(1)}(x) = 0, \quad h_Y^{(2)}(x) = x, \\
h_Y^{(3)}(x) = \neg x, \quad h_Y^{(4)}(x) = 1.
\]

For any \( u_1, u_2 \), the induced function \( f_Y(\cdot, u_1, u_2) \) must coincide with only of the above elements in the hypothesis class \( \Omega_X \mapsto \Omega_Y \). Let \( U_Y^{(i)}, i = 1, 2, 3, 4 \) be a subset of the product domain \( \Omega_U^1 \times \Omega_U^2 \) such that \((u_1, u_2) \in U_Y^{(i)}\) if any only if \( f_Y(\cdot, u_1, u_2) = h_Y^{(i)} \). It is verifiable that \( U_Y^{(i)}, i = 1, 2, 3, 4 \) must form a partition over \( \Omega_U^1 \times \Omega_U^2 \).

We now construct a discrete SCM \( N \) compatible with the causal diagram of Fig. 10b. Let the exogenous variable \( U \) in \( N \) be a tuple \((U_Z, U_X, U_Y)\), where \( U_Z \in \{1, 2\}, U_X \in \{1, 2, 3, 4\} \) and \( U_Y \in \{1, 2, 3, 4\} \). For any \( u_Z, \) values of \( Z \) are decided by a function as follows:

\[
z \leftarrow f_Z(u_Z) = h_Z^{(u_Z)},
\]

where \( h_Z^{(1)} = 0 \) and \( h_Z^{(2)} = 1 \). Given any input \( z, u_X \), values of \( X \) are given by

\[
x \leftarrow f_X(z, u_X) = h_X^{(u_X)}(z),
\]

Figure 10: Causal diagrams (a-b) containing a treatment \( X \), an outcome \( Y \), an ancestor \( Z \), and unobserved \( U \)s.
where \( h^{(i)}(z) \), \( i = 1, 2, 3, 4 \), are defined in Eq. (76). Similarly, given any \( x, u_Y \), values of \( Y \) are given by

\[
y \leftarrow f_Y(x, u_Y) = h_Y^{(u_Y)}(x),
\]

where \( h_Y^{(i)}(x) \), \( i = 1, 2, 3, 4 \), are functions defined in Eq. (77). Finally, we define the exogenous distribution \( P(u_Z, u_X, u_Y) \) in the discrete SCM \( N \) as the joint probability over partitions \( U_{Z}^{(j)}, U_{X}^{(j)}, U_{Y}^{(k)} \), \( i = 1, 2, j = 1, 2, 3, 4, k = 1, 2, 3, 4 \). That is,

\[
P_N(U_Z = i, U_X = j, U_Y = k) = P_M\left((U_1, U_2) \in U_{Z}^{(j)} \cap U_{X}^{(j)} \cap U_{Y}^{(k)}\right).
\]

It follows from the decomposition in Lem. A.4 that \( N \) and \( M \) must coincide in all counterfactual distributions over binary \( X, Y, Z \). The total cardinality of the exogenous domains in \( N \) is \( |\Omega_{U_Z}| \times |\Omega_{U_X}| \times |\Omega_{U_Y}| = 2 \times 4 \times 4 = 32 \).

However, the construction for the reverse direction does not hold true. That is, given an arbitrary discrete \( N \) compatible with the causal diagram in Fig. 10b, one may not be able to construct an SCM \( M \) compatible with the causal diagram in Fig. 10a such that \( M \) and \( N \) coincide in all counterfactual distributions. To witness, consider a discrete SCM \( N \) where \( P(U_Z = U_X = 1) = 1 \), i.e., variables \( U_Z \) and \( U_X \) are always the same, taking values in \{1, 2\}. Since in SCM \( N \), values of \( Z(u_Z) \) and \( X_{z=1}(u_X) \) are given by

\[
Z(u_Z) = h_Z^{(u_Z)} = 0 \times \mathbb{1}_{u_Z=1} + 1 \times \mathbb{1}_{u_Z=2},
X_{z=1}(u_X) = h_X^{(u_X)}(1) = 0 \times \mathbb{1}_{u_X=1} + 1 \times \mathbb{1}_{u_X=2}.
\]

This means that values of counterfactual variables \( Z \) and \( X_{z=0} \) must always coincide, i.e., \( P(Z = X_{z=1}) = 1 \). However, for any SCM \( M \) compatible with Fig. 10a, counterfactual variables \( Z \) and \( X_{z} \) must be independent due to the independence restriction (Pearl, 2000, Ch. 7.3.2), i.e., \( Z \perp X_{z} \), which is a contradiction.

**F. Comparison with (Silva & Evans, 2016)**

(Silva & Evans, 2016) argued against the Bayesian approach for inferring about unknown counterfactual probabilities even when correct cardinalities of exogenous domains are known. More specifically, the authors consider the “IV” diagram in Fig. 1a with binary variables \( X, Y, Z \in \{0, 1\} \). The goal is to bound the average causal effect \( ACE = E[Y_{X=1}] - E[Y_{X=0}] \) from the observational distribution \( P(X, Y, Z) \). The authors assigned a few different choices of Dirichlet priors over the exogenous distribution \( P(U) \). Simulation results, shown in (Silva & Evans, 2016, Figure 3), found that “the posterior over the ACE covers a much narrower area than” the optimal IV bound in (Balke & Pearl, 1997), “and its behavior is erratic”.

First, we would like to point out that there is a critical difference between our proposed Bayesian approach and the one discussed in (Silva & Evans, 2016). Our algorithm does not simply “put priors on the latent variable model to get a point estimate, such as the posterior expected value of the ACE.”. Indeed, we are aware that when the counterfactual probability (e.g., ACE) is not identifiable in the causal diagram, the posterior expected value does not necessarily encode any true knowledge about the underlying model. Overall, it is infeasible to obtain an accurate point-estimate of a non-identifiable counterfactual probability from the observational data, regardless of how sophisticated the prior distributions are.

Therefore, our algorithm focuses on deriving the support of the posterior distribution, which is a 100\% credible interval containing all possible values of the target counterfactual probability. It has been shown in (Chickering & Pearl, 1997; Imbens & Rubin, 1997) that the credible interval of the posterior distribution could effectively approximate the IV bounds in (Balke & Pearl, 1997).

Nevertheless, we notice that the supports of the posterior distributions in Figures 3(a-c) in (Silva & Evans, 2016) do
not match the IV bound. We believe this is primarily due to implementations of Gibbs samplers rather than the technicality of the credible interval approach. For instance, the Gibbs sampler of (Chickering & Pearl, 1997) tends to get stuck in the local optima, thus failing to travel the full support of the posterior distribution. There are several ways to address this issue in practice. For example, one could run multiple Monte Carlo Markov Chains (MCMCs) with random initialization. Another approach is to use priors that concentrate more on the boundary of the domains of the target ACE. We could observe this phenomenon by comparing Figures 3(a) and 3(c) in (Silva & Evans, 2016), where the flat prior in Figure 3(a) achieves better approximation to the IV bound compared to the narrow prior in Figure 3(c).

Finally, we also implement the simulation in Figures 3(a-c) of (Silva & Evans, 2016) using our proposed Gibbs sampler. We randomly draw an IV model following the procedure described in (Silva & Evans, 2016, Section 4.4), generate the observational data, and compute the IV bound in (Balke & Pearl, 1997). We generate the posterior distributions using Dirichlet distributions $\text{Dir}(\alpha)$ with hyperparameters $\alpha = 0.1, 1, 10$, respectively. We show the updated simulation results in Fig. 11. Our analysis reveals that all three priors could effectively approximate the optimal IV bound. The shape of posterior distributions may vary based on the hyperparameter $\alpha$. However, the support of posterior distributions remains invariant, matching the optimal IV bound. This confirms the efficacy of our proposed approach.