Optimizing Industrial HVAC Systems with Hierarchical Reinforcement Learning

William Wong∗
Carnegie Mellon University
w07wong@gmail.com

Praneet Dutta
DeepMind
praneetdutta@deepmind.com

Octavian Voicu
DeepMind
octav@deepmind.com

Yuri Chervonyi
DeepMind
cyuri@deepmind.com

Cosmin Paduraru
DeepMind
paduraru@deepmind.com

Jerry Luo
DeepMind
jerryjluo@deepmind.com

Abstract

Reinforcement learning (RL) techniques have been developed to optimize industrial cooling systems, offering substantial energy savings compared to traditional heuristic policies. A major challenge in industrial control involves learning behaviors that are feasible in the real world due to machinery constraints. For example, certain actions can only be executed every few hours while other actions can be taken more frequently. Without extensive reward engineering and experimentation, an RL agent may not learn realistic operation of machinery. To address this, we use hierarchical reinforcement learning with multiple agents that control subsets of actions according to their operation time scales. Our hierarchical approach achieves energy savings over existing baselines while maintaining constraints such as operating chillers within safe bounds in a simulated HVAC control environment.

1 Introduction

Industrial systems account for 54% of global energy usage and 34% of greenhouse gas emissions [EIA 2016, Portner et al. 2022]. With energy consumption increasing by 1% yearly, industrial systems play an enormous role in rising global temperature [IEA 2021]. One such industrial system is a HVAC (heating, ventilation, and air conditioning) system. This consists of machinery which regulates temperature in data centers, offices, commercial buildings etc. Specifically, HVAC cooling systems by themselves account for 10% of greenhouse gas emissions [Tessler et al. 2016].

Traditionally, controllers must be tuned for an environment and their performances degrade when operating conditions change [Afram and Janabi-Sharifi 2014]. Furthermore, hand tuning a controller to minimize energy usage and keep the temperature within certain constraints can be challenging.

Instead, reinforcement learning can aid operators by acting as a supervisory controller which determines setpoints for controllers to meet. By posing energy savings and temperature constraints as an optimization problem, RL can determine more efficient setpoints. For instance, Evans and Gao [2016] reduced data center cooling energy usage by 40% with RL. However, applying a learned policy to a real-life system poses many challenges. For one, an agent may learn to turn HVAC
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equipment on and off frequently, or leave them on for extended periods of time. In the real-world, building operators avoid this behavior to limit wear and tear. For offline RL, regularized behavior value estimation [Gulcehre et al., 2021] can prevent an agent from generating unrealistic behavior not seen in production, but the core issue is the difficulty for a single agent to reason across both extremely long and short time scales. Instead, we propose using multiple agents, each operating at different timescales, to address this issue.

We focus on optimizing chiller plants, a component of HVAC systems. These plants consist of multiple chillers, mechanical devices that are responsible for removing heat from the buildings typically via a liquid refrigerant. Chillers should only be turned on and off every few hours and usage should be spread equally among chillers to avoid unnecessary wear and tear. At the same time, building temperature needs to be maintained within specified bounds throughout chiller cycling. Hierarchical reinforcement learning (HRL) offers the ability to reason across different time scales. We propose an HRL approach which avoids the necessity of extensive reward engineering to meet building temperature requirements and minimize chiller wear and tear. While our work focuses on HVAC systems, the same methods can be applied to other industrial systems.

We validate our approach in a high-fidelity industrial cooling system simulator [Chervonyi et al., 2022] whose simulations have been verified against real-world industrial system data, parameterized for re-creating various scenarios. Additionally, simulation steps take on average 20 to 40 seconds. As a result, simulating and training on a large number of rollouts is difficult. Similar to using real-world offline data, agents must be sample efficient and learn with a limited amount of data.

In summary, our contributions are: (1) we present a novel hierarchical reinforcement learning architecture for optimizing chiller plants. (2) For comparison, we develop a baseline heuristic based policy (HBP) and a multi-agent RL (MARL) approach. Our heuristic policy is inspired by real heuristic policies found in real buildings. (3) We demonstrate that our hierarchical architecture outperforms flat RL algorithms, HBP, and MARL on a task with competing objectives over long time horizons. This suggests hierarchical reinforcement learning as a framework to achieve desired real-world performance for HVAC control.

2 Related Work

There has been considerable work optimizing HVAC systems using machine learning. In the online setting, [Kim et al., 2019], [Panahizadeh et al., 2021], [Park et al., 2019] have leveraged neural networks to build data driven models of chillers which can be used downstream for optimization problems. Discovering optimized strategies have largely centered around reinforcement learning based approaches. Policy gradient methods such as PPO [Schulman et al., 2017], DDPG [Lillicrap et al., 2015], and A3C [Mnih et al., 2016] have generated more efficient control mechanisms [Gao et al., 2019], [Azuatalam et al., 2020], [Zhang et al., 2019], [Du et al., 2021]. For example, Du et al. [2021] demonstrated how DDPG can reduce energy consumption by 15% and reduce comfort violations (how much temperature strays from specified bounds) by 79% compared to DQN for multi-zone residential HVAC control. Q-learning methods have also been applied, offering 20-70% energy reductions from rule-based baseline strategies [Wei et al., 2017], [Raman et al., 2020]. Our work differs from these by introducing multiple agents to control different components of an HVAC system.

Chervonyi et al. [2022] explores DMPO [Hoffman et al., 2020], DDPG, and D4PG [Barth-Maron et al., 2018] for industrial cooling control. We expand on this by exploring hierarchical and multi-agent reinforcement learning. Hanumaiah and Genc [2021] explore a multi-agent approach to HVAC control. The authors propose adjusting temperature setpoints in order to minimize energy usage while maximizing temperature comfort. Our approach optimizes for energy usage and temperature comfort as well, while additionally introducing an entropy based objective to balance chiller utilization.

To the best of our knowledge, hierarchical reinforcement learning has not been explored for HVAC control. Hierarchical frameworks were introduced with the goal of enabling agents to perform long, complex tasks which can be decomposed into simpler sub-tasks that operate at different timescales [Sutton et al., 1999], [Precup, 2000]. A popular hierarchical formulation is the options framework where a top level iteratively selects options, or sub-policies, which act until a termination criteria is met. Vezhnevets et al. [2017] extends this option framework by having a high level agent (HLA) provide an explicit goal for a low level agent (LLA) to follow. Our approach is similar with our HLA...
invoking the LLA for some number of steps which is visible to the LLA as a goal. As described in Section 4, our high level agent can also directly interact with the environment. In line with this, Tessler et al. [2016] utilize HRL for Minecraft, allowing a high level agent to either invoke pre-learned sequences of primitive actions represented as deep networks, or primitive actions directly.

3 Preliminaries

3.1 Industrial Cooling Systems

We refer the reader to Chervonyi et al. [2022] for a complete overview of industrial cooling systems. Throughout the day, solar radiation and building occupants (people, computers, etc.) generate heat and warm a building’s air. In order to keep building temperature at a comfortable level, the warm air is cooled by cold water provided by chillers. This heat exchange between cold water and warm air causes the water to heat up. The role of chillers is to cool the warmed water down to a certain temperature specified by a control called a temperature setpoint. Once cooled, water returns to a building where PID controllers use the water to meet temperature setpoints inside the building. The colder the water, the easier it is to achieve those setpoints and vice versa. We allow agents to turn chillers on and off, and adjust chiller temperature setpoints to control building temperature (Figure 1).

3.2 Problem Setup

We formulate controlling chiller plants as an MDP [Sutton and Barto, 2018]. Steps in the environment correspond to five minutes. At each step $t$, an agent provides an action vector $a \in \mathbb{R}^{2n_{tot}}$ where $n_{tot}$ is the total number of chillers. Each chiller can be switched on and have their temperature setpoint adjusted. The state $s(t)$ includes chiller plant measurements including, but not limited to, the number of chillers enabled, building temperature, and chiller power. To minimize energy usage, meet building temperature constraints, and balance the usage of each chiller, the reward function is $R(t) = \alpha_h \cdot h(t)^\lambda_h - \alpha_o \cdot 1(n_e \neq n_d) + \alpha_p \cdot p(t)^\lambda_p - \alpha_c \cdot c(t)^\lambda_c$ with all $\alpha > 0$. To balance load across all chillers, we compute the normalized entropy $h(t) = \frac{1}{\log n_{tot}} \sum_{i=1}^{n_{tot}} -p_i \log p_i$ where $p_i = \frac{\text{chiller i on time}}{\sum_{j=1}^{n_{tot}} \text{chiller j on time}}$. Balancing chiller usage is trivial if the agent turns all chillers on or off all the time, so we add a penalty $-\alpha_o \cdot 1(n_e \neq n_d)$ for when the number of chillers enabled $n_e$ is not the desired amount of chillers $n_d$ that should be on at all times. The value $n_d$ chillers need to be able to meet temperature requirements and is predetermined by building operators. To minimize energy, we reward agents $p(t) = \left(\frac{w(t)}{1000} + 1\right)^{-1}$ where $w(t)$ is the amount of power used at step $t$. Finally, we minimize temperature violations with $c(t) = \max(v_{\text{upper}}(t), v_{\text{lower}}(t))$ where $v_{\text{upper}}(t)$ and $v_{\text{lower}}(t)$ are how much the dry bulb temperature violates temperature upper and lower bounds respectively.

Figure 1: Agent interaction with an HVAC system. We allow agents to enable chillers and adjust their temperature setpoints. Chillers regulate the cold water temperature used to cool building air.
Hierarchical Reinforcement Learning

4.1 Motivation

As shown in Section 5, RL-based agents turn chillers on and off frequently to balance chiller usage while meeting temperature constraints. However, this is costly energy-wise and mechanically as chillers are physical machines which undergo wear and tear. To prevent this, enabling chillers should be delegated to an agent which acts infrequently while another agent, which acts more frequently, adjusts temperature setpoints to maintain building temperature. Determining how frequent each agent should act can be fixed or learned. A fixed frequency corresponds to a multi-agent reinforcement learning setup with two agents taking turns controlling setpoints. However, the optimal control frequency is difficult to determine and is limiting in dynamic environments where building requirements call for different action lengths. Instead, the control frequency can be learned with hierarchical reinforcement learning where a high level agent determines when to update chiller enabled states.

4.2 Option Framework

We explore a two level hierarchy which is commonly formulated with the options framework [Sutton et al., 1999]. An option is a temporally extended action with three components: a policy $\pi_o$, a termination condition $\beta$, and an initiation set $\mathcal{I}$. At timestep $t$, a high level agent picks an option among those where the current state $s(t) \in \mathcal{I}$. The option executes until a termination condition is met. Afterwards, the high level agent selects a new option. In our work, we delegate learning and selecting options to a low level agent. The high level agent provides a termination condition which can be thought of a goal the option needs to achieve.

4.3 Architecture

Our hierarchical reinforcement learning [Vezhnevets et al., 2017] model consists of two agents: a high level agent (HLA) which turns chillers on and off, and a low level agent (LLA) which manipulates temperature setpoints (Figure 2). At every timestep, the high level agent can choose to change the enabled state of chillers, or provide a step goal - the number of steps to invoke the low level agent for - ranging from 5 minutes to 4 hours. To have the high level agent learn to balance chiller usage while minimizing energy consumption, we provide the reward $R_{HLA}(t) = \alpha_h \cdot h(t)^{\lambda_h} - \alpha_o \cdot I(n_e \neq n_d) + \alpha_p \cdot p(t)^{\lambda_p}$. The power term prevents the agent from cycling chillers frequently by penalizing energy wastage during chiller start-up. The low level agent is tasked with meeting temperature constraints and is rewarded $R_{LLA}(t) = \alpha_p \cdot p(t)^{\lambda_p} + \alpha_c \cdot c(t)^{\lambda_c}$. The high level agent’s observation space is the environment observation. The low level agent observes the environment observation and the high level agent’s action and step goal.
5 Experiments

To demonstrate how HRL can learn safer and more efficient chiller sequences compared to flat RL methods, we define a task configuration leveraging the simulator introduced in Chervonyi et al. [2022]. We simulate a real world industrial facility where the building load fluctuates throughout the day. This dictates the cooling requirements from the chiller plant and is a weighted function of the dry bulb temperature and building heat. Building heat can be approximated by the number of occupants in the building, for example, and is represented by the flow of hot fluid, "load inlet velocity", through air handling units.

5.1 Baseline Methods

We compare our hierarchical agent against RL algorithms DMPO, DDPG, and D4PG, an HBP policy, and a multi-agent RL approach. We create an HBP policy which uses building temperature to determine how many chillers to run. If the building temperature is greater than the upper temperature constraint for 10 minutes, an additional chiller is turned on. If the building temperature is lower than the bottom temperature constraint, and this holds true for 15 minutes, a chiller is turned off. While an optimal HBP policy can be created for a specific environment, finding such a policy is infeasible without a simulator for frequent experimentation or significant knowledge of a facility. This complexity scales as we increase the dimensionality of the action and control space. Additionally, since HBP is a fixed policy, it cannot adapt to new situations without re-tuning.

The MARL policy features two agents: a high level agent which turns chillers on and off every 1 hour and a low level agent which controls temperature setpoints when the high level agent is not acting. Similar to the HRL agent, the MARL agent splits the reward function between its two agents. The high level agent is rewarded $R_{HLA}(t) = \alpha_h \cdot h(t)^{\lambda_h} + \alpha_o \cdot \mathbb{1}(n_c \neq n_d) + \alpha_p \cdot p(t)^{\lambda_p}$. The low level agent receives $R_{LLA}(t) = \alpha_p \cdot p(t)^{\lambda_p} + \alpha_c \cdot c(t)^{\lambda_c}$.

5.2 Experiment Setup

Experiment use episodes simulating half a day, 12 hours. To mimic a scenario where building load oscillates during a day (for example, office workers go to work then leave), we model load inlet velocity with a sine wave having a fixed amplitude of 2 m/s and a period of 400 minutes. Dry bulb temperature can have increased variance due to the weather. We model this with a sine wave having a random amplitude from 1 to 10 degrees Fahrenheit and a period of 200 minutes. For evaluation, we set the lower and upper temperature constraints to be 50 and 60 degrees Fahrenheit respectively. RL agents can control two chillers with temperature setpoints in the range of 38 to 46 degrees Fahrenheit. The HBP has a fixed temperature setpoint of 41 degrees Fahrenheit. We setup the environment so that one chiller needs to be on at all times (i.e. $n_d = 1$). If no chillers are on, the building temperature will violate the upper temperature constraint.

Both the high level and low level agents for MARL and HRL use DMPO for optimization. We use the ACME framework [Hoffman et al., 2020] to create and train all agents. DMPO-based agents use an epsilon of 1e-1 and epsilon mean of 1e-2. We use the standard hyperparameters from ACME for DDPG and D4PG. We used approximately 14 million vCPU core hours on Google Cloud Platform.

5.3 Reward Discussion

Many real world problems are multi-objective, making defining a single reward function to be difficult. We desired a policy which uses one chiller at all times (to minimize energy usage), switches between chillers every few hours (for equal utilization), and meets building temperature requirements. We experimented with many reward functions including penalizing frequent chiller cycling, but these rewards were difficult for agents to learn any meaningful behavior. In general, it was difficult to specify a reward function that captured user preferences. However as we will see in Section 5.4, HRL removed the need for complex reward engineering to achieve the desiderata. Through a grid search, we found that $\alpha_h = 30$, $\lambda_h = 5$, $\alpha_o = 25$, $\alpha_p = 4$, $\lambda_p = 2$, $\alpha_c = 2$, and $\lambda_c = 2$ promoted chiller switching with DMPO. We applied the same parameters to all other methods. To meet temperature constraints, we found that $v_{upper}(t) = 57$ and $v_{lower}(t) = 53$ work best. This is due to the large variance in building load and the capabilities of the chillers.
Figure 3: Episode return during first 1 million steps of training for DMPO, multi-agent RL and hierarchical RL agents. HRL is more sample efficient than DMPO, achieving higher reward within the first 100,000 steps. While DMPO converges to a higher episode return, this is due to DMPO manipulating chillers in an unsafe way to maximize the task balance reward. We constructed the reward function to see if any agent could learn safe and efficient chiller sequences and are more concerned with downstream behavior than episode return.

5.4 Results

Figure 4: Comparison of agents performance under the task reward and each component of the reward. Plots are for an arbitrary episode after training convergence to illustrate each agent’s behavior. **Top left:** Task reward. **Top right:** Temperature reward. **Bottom left:** Power reward. **Bottom right:** Balance reward with the penalty requiring one chiller to be on at all times. Because entropy is 0 if only one chiller has been turned on, HRL starts with 0 balance reward. Meanwhile, DMPO tries to game this reward by turning chillers on and off frequently at the beginning of an episode. However, once HRL switches chillers after 4 hours, the agent performs better than DMPO.

Training episode reward is shown in Figure 3. HRL is more sample efficient compared to DMPO, converging to a higher task reward faster. However, DMPO achieves slightly higher final reward due to the balance reward term $\alpha_h \cdot h(t)^{\lambda_h} - \alpha_o \cdot 1(n_e \neq n_d)$. The entropy component is zero when only one chiller has ever been turned on. As a result, as Figure 4 depicts, HRL achieves zero balance reward for the first 4 hours when only chiller 1 has been turned on. Meanwhile, DMPO achieves a higher balance reward during the first 4 hours since it learns that turning chillers on and off rapidly at the beginning of an episode can increase reward immediately. Figures 5 and 6 depict chiller cycling behavior after training convergence for a single episode. Despite the higher task reward, the figures depict infeasible real world behavior from DMPO as rapid cycling damages chillers. As discussed...
HBP turns chillers on and off frequently when there is a drop in temperature, as its fixed temperature setpoint limits its ability to adapt to building load changes. D4PG and DDPG fail to learn to alternate chillers. DMPO acts unsafely, turning chillers on and off every 5 minutes. Since the MARL agent can only update chiller states once an hour, chiller states are stabler than DMPO. HRL balances chiller load and minimizes power use the best. As turning chillers on incurs a startup energy cost, HRL reduces the number of times chillers are turned off while still utilizing both chillers equally.

In Section 5.3, it is difficult to create an objective which captures all human preferences, such as infrequent cycling, and facilitates learning. Despite this, HBP and MARL avoid rapid cycling by leaving either one or both chillers on an entire episode. HRL learns the best chiller cycling behavior, using each chiller for a few hours at a time. We also observe that DDPG and D4PG learn incorrect behavior, using a single chiller or both chillers an entire episode.

Figures 7 and 8 compare temperature and power performance respectively. Turning chillers on incurs a startup energy cost. Consequently, policies which turn chillers on and off more frequently use more energy. Across 20 random episodes with different random seeds sampled after training convergence, DMPO performs better than HRL in the balance and task reward. However, HRL uses 10% less energy than DMPO and 17% less energy than HBP. HBP’s fixed temperature setpoint makes it difficult for the policy to meet building temperature constraints. At times, MARL uses zero chillers to save energy which causes building temperature violations. HRL and DMPO correctly use only one chiller and adjust temperature setpoints to meet temperature requirements, albeit in different ways.

5.5 Real-World Feasibility

Controlling HVAC systems is a safety critical task. Temperature violations can be harmful for occupants and chiller wear and tear can be costly. Additionally, simulators often are nonexistent, necessitating agents to learn from limited data. To evaluate the real-world feasibility of each algorithm, we train agents online on 28 days of simulated data then evaluate each agent’s sample efficiency and number of constraint violations. As described in Section 5.4, HRL is more sample efficient than
Figure 6: Chiller 2 on and off states during an episode. Agent behaviors are similar to Figure 5.

Figure 7: AHU supply water temperature achieved during an episode. DMPO and HRL learn to keep the temperature within constraints. HBP violates temperature requirements due to a fixed temperature setpoint. As a result, it switches chillers on and off to compensate for building load changes. MARL violates temperature constraints often as it does not learn that one chiller must be on at all times.

DMPO. To compare safety preferences, Figure 9 plots each policy’s average number of temperature violations across 20 episodes, average length of time each chiller is off before being turned on, and average power used every 5 minutes. A policy should minimize its temperature violations, minimize power usage, and turn chillers off for a few hours before using them again. We find that hierarchical reinforcement learning is able to balance all three objectives better than other methods.
Figure 8: Turning chillers on incurs a startup cost. Since DMPO turns chillers on and off frequently, it uses more power than HRL. MARL and HBP turn chillers off to save power or meet temperature constraints, but incur high power costs when turning the chillers back on. D4PG and DDPG avoid startup costs entirely by never turning chillers off but still use more power than HRL.

Figure 9: We simulate a real-world scenario of having limited training data by training agents on 28 days of simulation. Afterwards, we evaluate agents performance across three metrics averaged across 20 random seeds. Average number of temperature violations counts the number of times an agent violates temperature constraints. Average chiller off time measures how long each chiller is off before being switched on again during an episode. An agent which switches chillers on and off rapidly will have a low average chiller off time. The z-axis plots the average power used every 5 minutes by an agent. The gold box region highlights preferences for our task. We wish to minimize the number of temperature violations, have a high average chiller off time, and use less power than the HBP agent. HRL lies in this region, balancing all three objectives. Note: D4PG (not shown) never uses Chiller 2 resulting in an average off time off the chart.

6 Limitations

While our work is motivated by observations of RL agent behaviour from our real life efforts, and while we showcase strong results in a simulation environment designed from real world samples, we have not yet evaluated this in a real world facility. Additionally, we showcase these results on a chiller control setup, which can be extended to a more complete HVAC problem.

7 Conclusion and Future Work

We present a hierarchical reinforcement learning model which controls chillers safely and efficiently. While DMPO cycles chillers at an unsafe rate, HRL is able to use the same reward but incur less chiller
wear and tear. This suggests that instead of extensive reward engineering with flat reinforcement learning, hierarchical RL offers an easier and more sample efficient alternative to achieve safe behavior. For future work, we plan to explore constrained RL and multi-objective RL as additional solutions. We also plan to extend our work to controlling an entire HVAC system.

References

Abdul Afram and Farrokh Janabi-Sharifi. Theory and applications of hvac control systems—a review of model predictive control (mpc). Building and Environment, 72:343–355, 2014.

Donald Azuatalam, Wee-Lih Lee, Frits de Nijs, and Ariel Liebman. Reinforcement learning for whole-building hvac control and demand response. Energy and AI, 2:100020, 2020.

Gabriel Barth-Maron, Matthew W Hoffman, David Budden, Will Dabney, Dan Horgan, Dhruva Tb, Alistair Muldal, Nicolas Heess, and Timothy Lillicrap. Distributed distributional deterministic policy gradients. arXiv preprint arXiv:1804.08617, 2018.

Yuri Chervonyi, Praneet Dutta, Piotr Trochim, Octavian Voicu, Cosmin Paduraru, Crystal Qian, Emre Karagozler, Jared Quincy Davis, Richard Chippendale, Gautam Bajaj, et al. Semi-analytical industrial cooling system model for reinforcement learning. arXiv preprint arXiv:2207.13131, 2022.

Yan Du, Helia Zandi, Olivera Kotevska, Kuldeep Kurte, Jeffery Munk, Kadir Amasyali, Evan Mckee, and Fangxing Li. Intelligent multi-zone residential hvac control strategy based on deep reinforcement learning. Applied Energy, 281:116117, 2021.

EIA. Industrial sector energy consumption. https://www.eia.gov/outlooks/ieo/pdf/industrial.pdf, 2016.

Rich Evans and Jim Gao. Deepmind ai reduces energy used for cooling google data centers by 40%. https://blog.google/outreach-initiatives/environment/deepmind-ai-reduces-energy-used-for/, 2016. Accessed: 2022-08-08.

Guanyu Gao, Jie Li, and Yonggang Wen. Energy-efficient thermal comfort control in smart buildings via deep reinforcement learning. arXiv preprint arXiv:1901.04693, 2019.

Caglar Gulcehre, Sergio Gómez Colmenarejo, Ziyu Wang, Jakub Sygnowski, Thomas Paine, Konrad Zolna, Yutian Chen, Matthew Hoffman, Razvan Pascanu, and Nando de Freitas. Regularized behavior value estimation. arXiv preprint arXiv:2103.09575, 2021.

V Vinay Hanumaiah and Sahika Genc. Distributed multi-agent deep reinforcement learning framework for whole-building hvac control. arXiv preprint arXiv:2110.13450, 2021.

Matt Hoffman, Bobak Shahriari, John Aslanides, Gabriel Barth-Maron, Feryal Behbahani, Tamara Norman, Abbas Abdolmaleki, Albin Cassirer, Fan Yang, Kate Baumli, et al. Acme: A research framework for distributed reinforcement learning. arXiv preprint arXiv:2006.00979, 2020.

IEA. Tracking industry 2021. https://www.iea.org/reports/tracking-industry-2021, 2021.

Jee-Heon Kim, Nam-Chul Seong, and Wonchang Choi. Modeling and optimizing a chiller system using a machine learning algorithm. Energies, 12(15), 2019. ISSN 1996-1073. doi: 10.3390/en12152860. URL https://www.mdpi.com/1996-1073/12/15/2860

Timothy P Lillicrap, Jonathan J Hunt, Alexander Pritzel, Nicolas Heess, Tom Erez, Yuval Tassa, David Silver, and Daan Wierstra. Continuous control with deep reinforcement learning. arXiv preprint arXiv:1509.02971, 2015.

Volodymyr Mnih, Adria Puigdomenech Badia, Mehdi Mirza, Alex Graves, Timothy Lillicrap, Tim Harley, David Silver, and Koray Kavukcuoglu. Asynchronous methods for deep reinforcement learning. In International conference on machine learning, pages 1928–1937. PMLR, 2016.
Farshad Panahizadeh, Mahdi Hamzehei, Mahmood Farzaneh-Gord, and Alvaro Antonio Ochoa Villa. Evaluation of machine learning-based applications in forecasting the performance of single effect absorption chiller network. *Thermal Science and Engineering Progress*, 26:101087, 2021.

SungHo Park, Ki Uhn Ahn, Seungho Hwang, Sunkyu Choi, and Cheol Soo Park. Machine learning vs. hybrid machine learning model for optimal operation of a chiller. *Science and Technology for the Built Environment*, 25(2):209–220, 2019.

Hans O Portner, Debra C Roberts, Helen Adams, Carolina Adler, Paulina Aldunce, Elham Ali, Rawshan Ara Begum, Richard Betts, Rachel Bezner Kerr, Robbert Biesbroek, et al. Climate change 2022: impacts, adaptation and vulnerability. *IPCC Sixth Assessment Report*, 2022.

Doina Precup. *Temporal abstraction in reinforcement learning*. University of Massachusetts Amherst, 2000.

Naren Srivaths Raman, Adithya M Devraj, Prabir Barooah, and Sean P Meyn. Reinforcement learning for control of building hvac systems. In 2020 *American Control Conference (ACC)*, pages 2326–2332. IEEE, 2020.

John Schulman, Filip Wolski, Prafulla Dhariwal, Alec Radford, and Oleg Klimov. Proximal policy optimization algorithms. *arXiv preprint arXiv:1707.06347*, 2017.

Richard S Sutton and Andrew G Barto. *Reinforcement learning: An introduction*. MIT press, 2018.

Richard S Sutton, Doina Precup, and Satinder Singh. Between mdps and semi-mdps: A framework for temporal abstraction in reinforcement learning. *Artificial intelligence*, 112(1-2):181–211, 1999.

Chen Tessler, Shahar Givony, Tom Zahavy, Daniel J. Mankowitz, and Shie Mannor. A deep hierarchical approach to lifelong learning in minecraft, 2016. URL https://doi.org/10.1146/annurev-environ-012220-034103.

Alexander Sasha Vezhnevets, Simon Osindero, Tom Schaul, Nicolas Heess, Max Jaderberg, David Silver, and Koray Kavukcuoglu. Feudal networks for hierarchical reinforcement learning. In *International Conference on Machine Learning*, pages 3540–3549. PMLR, 2017.

Tianshu Wei, Yanzhi Wang, and Qi Zhu. Deep reinforcement learning for building hvac control. In *Proceedings of the 54th annual design automation conference 2017*, pages 1–6, 2017.

Zhiang Zhang, Adrian Chong, Yuqi Pan, Chenlu Zhang, and Khee Poh Lam. Whole building energy model for hvac optimal control: A practical framework based on deep reinforcement learning. *Energy and Buildings*, 199:472–490, 2019.