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Abstract—As a basic research problem for building effective recommender system, post-click conversion rate (CVR) estimation has long been plagued by data sparsity and sample selection bias issues. To mitigate the data sparsity issue, prevalent methods based on entire space multitask model construct auxiliary learning tasks by harnessing the sequential track of user behaviors, i.e., exposure → click → conversion. However, they still fall short of the two primary defects: (1) intrinsic estimation bias (IEB), where the CVR estimates are intrinsically greater than the actual values; (2) false independence prior (FIP), where the causation from click to post-click conversion might be overlooked. On this basis, this paper further proposes a model-agnostic method named entire space counterfactual multi-task model (ESCM) that utilizes a counterfactual risk minimizer to handle both IEB and FIP issues at once. To demonstrate the superiority of ESCM, this paper explores its parameter tuning in practice, derives its analytic properties, and showcases its effectiveness in industry, where ESCM can effectively alleviate the intrinsic IEB and FIP issues and outperform baseline models.
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I. INTRODUCTION

RECOMMENDATION system seeks to deliver valuable items to users to meet their interest [1–3], driving user growth in e-commerce [4], advertising [5], and social media [6]. Fig. 1 depicts a typical content-based recommendation pipeline in industry, which consists of the offline and online phases. In the offline phase, item attributes, user profiles, and their interactions are extracted from logs to train a multitask ranking model. In the online phase, the ranking model ranks all candidate items according to the estimated click-through rate (CTR), post-click conversion rate (CVR), and click-through&conversion rate (CTCVR). On this basis, items are exposed to users to meet with their personalized preferences. Finally, the performance of the ranking model would be optimized based on real-time user feedback.

One typical track of user behavior [4] in industry can be expressed as exposure → click → conversion in Fig. 2. In this context, CTR represents the transition chance from exposure space to click space; CVR represents that from click space to conversion space; and CTCVR represents that from exposure space to conversion space. The growth of large-scale database and feature interaction approaches has made CTR estimation a well-established practice and revenue source in the industry [7–9]. However, click-through feedback frequently misrepresents the actual user preferences since it is easily tainted by many factors in practice, e.g., clickbait [10, 11]. In contrast, post-click feedback, i.e., CVR, faithfully reflects user preferences and directly influences gross merchandise volume, attracting special attention in recommendation committee.

A naïve but widely selected approach [12] to constructing CVR estimators is training the estimator over the click space \( O \), in which conversion labels are completely observable. However, there are two key problems with this strategy. The first issue is sample selection bias i.e., the training space only consists of user-item intersections where click takes place, whereas the inference space is the entire exposure space \( D \). Since the intersections with lower CVR are more likely to be excluded from the training space \( O \) [13, 14], training data is missing not at random [12], which leads to a bias between the training space and inference space. The second issue is the sparsity of clicked samples [4, 14]. With a CTR of 4% for the Ali-CPP benchmark and 3.8% for our industrial benchmark, the amount of training data is extremely insufficient to develop a generalizable CVR estimator. In summary, both of these issues significantly hinder the generalization and online performance of the naïve approach beyond the click space.

The entire space multitask model (ESMM) [4] is an intuitive approach to mitigate both issues by avoiding direct training of CVR estimators. The key insight is to break down the CVR
estimation task into CTR and CTCVR estimation that can be trained over the exposure space. It effectively mitigates data sparsity, and yields substantial gains in industry [15, 16]. However, the unbiasedness of its CVR estimation remains not ensured, which raises serious concerns. In this study, we mainly investigate two limitations of ESMM as follows:

- **Intrinsic Estimation Bias (IEB)**, where the CVR estimates are intrinsically biased against the actual values.

- **False Independence Prior (FIP)**, where the CTR and CVR estimates are susceptible to conditional independence, which is undesirable since the causal dependency from click to conversion is falsely overlooked.

Inspired by causality paradigm, a model-agnostic approach named Entire Space Counterfactual Multitask Model (ESCM) is proposed, which incorporates a counterfactual risk minimizer to regularize the CVR estimator in the ESMM framework. As discussed in Section IV, the analytical properties of the proposed regularizer successfully handle both IEB and FIP defects. The contributions of this study are threefold:

- We demonstrate that ESMM’s CVR estimates suffer from the intrinsic estimation bias, providing experimental results and mathematical analysis to support this claim.

- We demonstrate that ESMM introduces false independence prior to its CTCVR estimates, and has been demonstrated through experiments to support this claim.

- We develop ESCM, which is the first effort to suggest a causal improvement to ESMM. With ESCM, the IEB and FIP issues in ESMM are effectively handled. We provide some preliminaries to better understand the proposed method. Section III investigates the IEB and FIP issues with ESMM. We introduce the proposed counterfactual regularizers in Section IV-A, analyze their theoretical effectiveness to handle the IEB and FIP issues in Section IV-B, and summarize the implementation of ESCM in Section IV-C. To demonstrate the superiority of ESCM, real-world case studies are conducted in Section V. Section VI is an overview of related works; Section VII discusses conclusions and open questions.

### II. Preliminaries

#### A. Notations

In this paper, uppercase letters, e.g., $O$, represent random variables; lowercase letters, e.g., $o$, represent the associated specific values; calligraphic letters such as $\mathcal{O}$ denote sample spaces; $\mathbb{P}()$, $\mathbb{E}()$, $\mathbb{V}()$ represent probability distribution, expectation and variance, respectively.

#### B. Problem Statement

Denote $\mathcal{U} = \{u_1, u_2, ..., u_n\}$ and $\mathcal{I} = \{i_1, i_2, ..., i_n\}$ as the set of users and items over exposure space, respectively. Let $\mathcal{D} = \mathcal{U} \times \mathcal{I}$ be the set of user-item intersections in the exposure space. Let $O \in \{0, 1\}^{m \times n}$ be the click indicators where $o_{u,i} \in \{0, 1\}$ indicates whether the user $u$ clicks the item $i$; $R \in \{0, 1\}^{m \times n}$ be the conversion labels where $r_{u,i} \in \{0, 1\}$ indicates whether the user $u$ purchases the item $i$.

If all entries $r_{u,i} \in R$ are observable, the ideal learning objective for constructing CVR estimator is expressed as

$$\mathcal{P} := \mathbb{E}_{(u,i) \in \mathcal{D}} [\delta(r_{u,i}, \tilde{r}_{u,i})],$$

where $\tilde{r}_{u,i}$ denotes the estimate of $r_{u,i}$, $\delta$ measures the estimation error and can be implemented with any classification loss function. Following existing works [4, 14], the binary cross-entropy is employed in this study as the loss measure:

$$\delta(r_{u,i}, \tilde{r}_{u,i}) = -r_{u,i} \log \tilde{r}_{u,i} - (1 - r_{u,i}) \log (1 - \tilde{r}_{u,i}).$$

However, $r_{u,i}$ is non-observable for user-item intersections outside the click space $\mathcal{O}$, rendering (1) incomputable. Therefore, it is a common practice to estimate the learning objective with user-item intersections in $\mathcal{O}$:

$$\mathcal{L}_{\text{naive}} := \mathbb{E}_{(u,i) \in \mathcal{O}} [\delta_{u,i}] = \frac{1}{|\mathcal{O}|} \sum_{(u,i) \in \mathcal{D}} (o_{u,i} \delta_{u,i}),$$

where $|\mathcal{O}| = \sum_{(u,i) \in \mathcal{D}} (o_{u,i})$, $\delta_{u,i}$ is short for $\delta(r_{u,i}, \tilde{r}_{u,i})$. Nonetheless, (3) yields biased CVR estimation [12, 18], i.e., $\mathbb{E}_O[\mathcal{L}_{\text{naive}}] \neq \mathcal{P}$, which hinders its application in the industry.

#### C. Entire Space Multitask Model Approach

ESMM [4] exploits the sequential user behavior track in Fig. 2 to estimate CVR indirectly. It decomposes CVR as

$$\mathbb{P}(r_{u,i} = 1| o_{u,i} = 1) = \frac{\mathbb{P}(r_{u,i} = 1, o_{u,i} = 1)}{\mathbb{P}(o_{u,i} = 1)}.$$  

Then, it constructs two towers to model CTR and CVR as $\mathbb{P}(o_{u,i} = 1)$ and $\mathbb{P}(r_{u,i} = 1| o_{u,i} = 1)$, respectively; and

The remaining sections are structured as follows: Section II provides some preliminaries to better understand the proposed method. Section III investigates the IEB and FIP issues with ESMM. We introduce the proposed counterfactual regularizers in Section IV-A, analyze their theoretical effectiveness to handle the IEB and FIP issues in Section IV-B, and summarize the implementation of ESCM in Section IV-C. To demonstrate the superiority of ESCM, real-world case studies are conducted in Section V. Section VI is an overview of related works; Section VII discusses conclusions and open questions.
estimates CTCVR as $P(r_{u,i} = 1, o_{u,i} = 1)$ by multiplying the outputs of these two towers. In the training phase, the learning objective is to minimize the empirical risk of CTR and CTCVR estimates in $D$ where feedback is fully observed:

$$L_{CTR} := E_{(u,i) \in D} \left[ \delta(o_{u,i}, \hat{o}_{u,i}) \right]$$

$$L_{CTCVR} := E_{(u,i) \in D} \left[ \delta(o_{u,i} \ast r_{u,i}, \hat{o}_{u,i} \ast \hat{r}_{u,i}) \right]. \quad (5)$$

In the inference phase, the output of the CVR tower serves as its CVR estimate. This approach circumvents the selection bias via optimizing CVR estimator in an implicit way; however, as shown in Section III-A, it is still susceptible to the intrinsic bias. To properly handle the sample selection bias of CVR estimation, an unbiased CVR estimator is required.

### D. Causal Recommendation Approach

Recently, the recommendation community has placed special attention on causal inference techniques. We concentrate on those based on propensity scores because they are prevalent in estimating CVR. In the context of CVR estimation, the propensity score given a particular user-item intersection is equivalent to its click-through rate:

$$q_{u,i} := P(O = 1 | u, i). \quad (6)$$

To handle sample selection bias, the inverse propensity score (IPS) [12] approach balances the distributions of error terms $\hat{o}_{u,i} := \delta(r_{u,i}, \hat{r}(u, i))$ between the training and inference space by re-weighting. Specifically, based on (6), it inversely weights each error term with the propensity score:

$$L_{IPS} := E_{(u,i) \in D} \left[ \frac{o_{u,i} \delta_{u,i}}{q_{u,i}} \right]. \quad (7)$$

Since the actual $q_{u,i}$ is unavailable, it is common to estimate it using CTR estimate $\hat{o}_{u,i}$ [12]. Notably, (7) is an unbiased estimator of the ideal learning objective in (1), i.e., $E_{O}(L_{IPS}) = P$, given accurate CTR estimate, i.e., $\hat{o}_{u,i} = q_{u,i}$.

Nonetheless, this method suffers from severe high variance as the CTR estimates are frequently close to zero. The doubly robust (DR) estimator [18] further mitigates this high variance via error imputation technique [19]. Specifically, it first constructs an imputation model $\hat{o}_{u,i}$ to impute the CVR estimation error in $D$, and corrects the imputation with $\hat{e}_{u,i} = \hat{o}_{u,i} - \hat{o}_{u,i}$ in $O$. The learning objective can be formulated as

$$L_{DR} := E_{(u,i) \in D} \left[ \frac{\hat{e}_{u,i} q_{u,i}}{o_{u,i} \ast \hat{o}_{u,i}} \right], \quad (8)$$

where $q_{u,i}$ eliminates the MNAR effect for $\hat{e}_{u,i}$. As long as either the imputed error $\hat{e}_{u,i}$ or the CTR estimate $\hat{o}_{u,i}$ is accurate, (8) is unbiased, leading to double robustness. The accuracy of $\hat{o}_{u,i}$ and $\hat{q}_{u,i}$ is ensured by auxiliary tasks.

### III. Analysis of Entire Space Multitask Model

In this section, two primary issues of ESMM are investigated: (1) intrinsic estimation bias, where the CVR estimates are always higher against the actual values; (2) false independence prior, where the causation from click to conversion is not explicitly modeled, making the CTR and CVR estimates susceptible to independence in prior.

#### A. Intrinsic Estimation Bias

The effect of ESMM’s bias for CVR estimation has been empirically observed in practice [14]. Nonetheless, a formal justification and theoretical analysis remains lacking. To this end, we formulate the intrinsic estimation bias in Proposition 1, and demonstrate its existence under proper assumptions.

**Proposition 1.** Denote click, post-click conversion and click & conversion as random variables $O, R, C$; let $o_{u,i}, r_{u,i}, c_{u,i}$ be the associated values given user-item intersections; $\hat{o}_{u,i}, \hat{r}_{u,i}, \hat{c}_{u,i}$ be the estimated values of $o_{u,i}, r_{u,i}, c_{u,i}$. ESMM overestimates the CVR expectation over exposure space $D$:

$$\text{Bias}_{ESMM} := E_{D} \left[ \hat{R} \right] - E_{D} \left[ R \right] > 0, \quad (9)$$

under the mild assumption that conversion is more likely to take place for user-item intersections over click space $\hat{O}$:

$$E_{\hat{O}} \left[ R \right] > E_{D} \left[ R \right]. \quad (10)$$

**Proof.** According to the learning objectives in (5), one properly trained ESMM guarantees:

$$E_{D} \left[ O - \hat{O} \right] = \int (o_{u,i} - \hat{o}_{u,i}) dd(u, i) = 0 \quad (11)$$

Recall that $E_{D} \left[ R \right]$ and $E_{D} \left[ \hat{R} \right]$ are the expected values of the true CVR and its estimates, respectively. The bias of CVR estimate can be expressed as

$$\text{Bias}_{ESMM} = E_{D} \left[ \hat{R} \right] - E_{D} \left[ R \right] > E_{D} \left[ R \right] - E_{\hat{O}} \left[ R \right] \quad (12a)$$

$$= E_{D} \left[ \hat{R} \right] - \frac{E_{D} \left[ C \right]}{E_{D} \left[ O \right]} \quad (12b)$$

$$= E_{D} \left[ \hat{C} \right] - \frac{E_{D} \left[ C \right]}{E_{D} \left[ O \right]}, \quad (12c)$$

where (12a) exploits the assumption in (10); (12b) decomposes the expectation of actual CVR over $O$ using the user behavior track in Fig. 2, (12c) follows the decomposition in (4).

In exposure space, denote the joint probability of $C = \hat{c}$ and $\hat{O} = \hat{o}$ as $P(\hat{c}, \hat{o})$. The first term in (12c) can be rewritten as

$$E_{D} \left[ \frac{\hat{C}}{\hat{O}} \right] = \int \frac{\hat{c}}{\hat{o}} P(\hat{c}, \hat{o}) d(\hat{c}, \hat{o}) \quad (13a)$$

$$= \int \frac{\hat{c}}{\hat{o}} P(\hat{c}) P(\hat{o}) d(\hat{c}, \hat{o}) \quad (13b)$$

$$= \int \hat{c} P(\hat{c}) d\hat{c} \int \frac{1}{\hat{o}} P(\hat{o}) d\hat{o} \quad (13c)$$

$$= E_{D} \left[ \hat{C} \right] E_{D} \left[ \frac{1}{\hat{O}} \right] \quad (13d)$$

$$= E_{D} \left[ \hat{C} \right] E_{D} \left[ \hat{O} \right] = E_{D} \left[ \hat{C} \right] E_{D} \left[ O \right] = E_{D} \left[ \hat{C} \right] E_{D} \left[ O \right] \quad (13f)$$

Below is step-by-step derivation:

- (13a) expands the expectation of $\hat{C}/\hat{O}$;
- (13b) holds under a stringent assumption $\hat{O} \perp \perp \hat{C}$;
samples, (15) is consistent with the standard definition of CVR, but for the unclicked samples, it turns to modeling the counterfactual problem: "How likely is a user to be converted if she clicks the item?". On this basis, CTCVR is refined as

$$\mathbb{P}(o_{u,i} = 1, r_{u,i} = 1) = \mathbb{P}(o_{u,i} = 1) \ast \mathbb{P}(r_{u,i} = 1 \mid o_{u,i} = 1),$$

which addresses both FIP and selection bias issues.

## IV. Methodology

In this section, ESCM$^2$ is proposed to tackle the aforementioned IEB and FIP issues. Section IV-A describes the implementations and properties of the proposed counterfactual regularizers; Section IV-B further demonstrates that the proposed regularizers could effectively handle the IEB and FIP issues; Section IV-C develops ESCM$^2$ by incorporating the regularizers in an ESMM framework, detailing the model architecture and learning objectives.

### A. Counterfactual Risk Regularizer

ESCM$^2$ is equipped with counterfactual risk minimizers to mitigate the IEB and FIP issues with ESMM. Specifically, let $x_{u,i}$ be the embedding vector given user and item, $f$ be the neural network estimator; the estimates of CTR, CVR and imputation error are obtained with

$$\hat{\delta}_{u,i} (\phi_{\text{CTR}}) := f(x_{u,i}; \phi_{\text{CTR}}),$$

$$\hat{\delta}_{u,i} (\phi_{\text{CVR}}) := f(x_{u,i}; \phi_{\text{CVR}}),$$

$$\hat{\delta}_{u,i} (\phi_{\text{IMP}}) := f(x_{u,i}; \phi_{\text{IMP}}),$$

where $\phi_{\text{CTR}}$, $\phi_{\text{CVR}}$ and $\phi_{\text{IMP}}$ are parameters of the CTR, CVR and imputation towers in Fig. 4. For brevity, we define the CVR estimation error term as

$$\delta_{u,i} (\phi_{\text{CVR}}) = \delta(r_{u,i}, \hat{r}_{u,i}; \phi_{\text{CVR}}).$$

which is determined by the user-item intersection and $\phi_{\text{CVR}}$.

1) **Inverse Propensity Score Regularizer:** According to (7), IPS estimator inversely weights each error term in the click space with propensity score $q_{u,i}$, to handle the sample selection bias. In this study, we implement the IPS regularizer as

$$R_{\text{IPS}}(\phi_{\text{CTR}}, \phi_{\text{CVR}}) = \mathbb{E}_{(u,i) \in D} \left[ \frac{o_{u,i} \delta_{u,i}(\phi_{\text{CVR}})}{q_{u,i}} \right] \frac{1}{|D|} \sum_{(u,i) \in D} \frac{o_{u,i} \delta_{u,i}(\phi_{\text{CVR}})}{\hat{o}_{u,i}(\phi_{\text{CTR}})},$$

where we employ the CTR estimate $\hat{o}_{u,i}$ in (17) as a surrogate of the unavailable $q_{u,i}$ following Section II-D. The statistical properties of $R_{\text{IPS}}$ are theoretically investigated in Lemma 2.

### Lemma 2. Let $P$ be the ideal CVR estimation error in (1), $q_{u,i}$ be the propensity score in (6), $\delta_{u,i} \in \mathbb{R}^+$ be the CTR estimate in (17), $\delta_{u,i}$ be the CVR estimation error in (20). The bias and variance of $R_{\text{IPS}}$ are

$$\text{Bias}_O (R_{\text{IPS}}) = \left[ \frac{1}{|D|} \sum_{(u,i) \in D} \delta_{u,i} \left( \frac{q_{u,i}}{\hat{o}_{u,i}} \right) \right]$$

$$\text{Var}_O (R_{\text{IPS}}) = \left[ \frac{1}{|D|^2} \sum_{(u,i) \in D} q_{u,i} (1 - q_{u,i}) \left( \delta_{u,i} \right)^2 \right].$$

Fig. 3. Causal graphs where X, R, O, C denote the user-item intersection, conversion, click and click & conversion, respectively. Hollow and shaded nodes indicate latent and observed variables, respectively. The blue circle in (c) represents intervention, blocking the backdoor path X $\rightarrow$ O.

- (13c) decomposes the integrals and prompts (13d);
- (13e) exploits the Jensen inequality $\mathbb{E}[f(X)] \geq f(\mathbb{E}[X])$ for convex function $f(X) = 1/X$; where the equality holds only when the variance of $X$ is zero;
- (13f) is ensured by a properly trained ESMM in (11).

As a result, ESMM’s CVR estimates are always higher than the actual values, i.e., $\text{Bias}_{\text{ESMM}} > 0$. The proof is completed.

#### B. False Independence Prior

To estimate CTCVR, two towers are developed in ESMM to estimate CTR and CVR, and the product of their outputs are used to estimate CTCVR:

$$\mathbb{P}(o_{u,i} = 1, r_{u,i} = 1) = \mathbb{P}(o_{u,i} = 1) \ast \mathbb{P}(r_{u,i} = 1 \mid o_{u,i} = 1),$$

where the CVR estimate is click-dependent, i.e., conversion only occurs after the click, yielding a causal link $O \rightarrow R$ in the physical data generation process. However, ESMM’s learning objective (5) fails to portray this causal dependency explicitly, indicated by the missing arrow $O \rightarrow R$ in Fig. 3 (a). It poses the risk that ESMM models CVR as $\mathbb{P}(r_{u,i} = 1)$ following Fig. 3 (a), as opposed to the expected $\mathbb{P}(r_{u,i} = 1 \mid o_{u,i} = 1)$ in (14). This risk is formulated as false independence prior, as it confuses the expected $\mathbb{P}(r_{u,i} = 1 \mid o_{u,i} = 1)$ in (14) and unexpected $\mathbb{P}(r_{u,i} = 1)$, thus introducing false independence prior in CTCVR estimation.

The naïve approach [14] in (3) trains the CVR model within the click space, thus explicitly incorporating the dependency $O \rightarrow R$ as depicted in Fig. 3 (b). However, the back-door path $X \rightarrow O$ leads to sample selection bias [4, 14]. Through a causal lens, the key to solving FIP without introducing a backdoor path is formulating CVR as a causal estimand:

$$\mathbb{P}(r_{u,i} = 1 \mid do(o_{u,i} = 1)),$$

where "do" represents the do-calculus [22], truncating the backdoor path $X \rightarrow O$ as shown in Fig. 3. For the clicked

2This causal graph is consistent with Fig. 1 in [20, 21].
According to Lemma 2, given accurate CTR estimate, i.e., $\hat{\delta}_{u,i} = q_{u,i}$, the proposed IPS regularizer renders an unbiased estimate of the ideal learning objective in (1), i.e., $\mathbb{E}_O(\mathcal{R}_{\text{IPS}}) = \mathcal{P}$. The main problem is that (21) suffers from huge variance [12, 14] given small $\hat{\delta}_{u,i}$, which makes the training process unstable. Moreover, accurate estimation of CTR is itself non-trivial; and inaccurate CTR estimates could further make (21) arbitrarily inaccurate. As a result, it is essential to expand our reach to include doubly robust estimator, with low variance and double robustness.

2) Doubly Robust Regularizer: Based on (8), the DR regularizer firstly constructs an imputation model $\hat{\delta}_{u,i}$ in (19) to impute the CVR estimation error, and then corrects its imputation with $\hat{\delta}_{u,i} = \delta_{u,i} - \hat{\delta}_{u,i}$. The imputation is performed in exposure space, whereas the correction is executed in click space where the actual $\delta_{u,i}$ is available. $\hat{\delta}_{u,i}$ is inversely weighted with the propensity score $q_{u,i}$ to mitigate sample selection bias. In this work, DR regularizer is implemented as

$$
\mathcal{R}_{\text{DR}}^\text{err}(\phi_{\text{CTR}}, \phi_{\text{CVR}}, \phi_{\text{IMP}}) = \mathbb{E}_{(u,i) \in D} \left[ \hat{\delta}_{u,i}(\phi_{\text{IMP}}) + \frac{\alpha_{u,i} \hat{\delta}_{u,i}(\phi_{\text{CVR}}, \phi_{\text{IMP}})}{q_{u,i}} \right] - \frac{1}{|D|} \sum_{(u,i) \in D} \hat{\delta}_{u,i}(\phi_{\text{IMP}}) + \frac{\alpha_{u,i} \hat{\delta}_{u,i}(\phi_{\text{CVR}}, \phi_{\text{IMP}})}{\hat{\delta}_{u,i}(\phi_{\text{CTR}})},
$$

where $\hat{\delta}_{u,i}$ in (17) is a surrogate of the propensity score $q_{u,i}$.

**Lemma 3.** Let $\mathcal{P}$ be the ideal CVR estimation error in (1), $q_{u,i}$ be the propensity score in (6), $\hat{\delta}_{u,i} \in \mathbb{R}_+$ be the CTR estimate in (17), $\delta_{u,i}$ be the CVR estimation error in (20), $\hat{\delta}_{u,i}$ be the imputation of $\delta_{u,i}$. The bias and variance of $\mathcal{R}_{\text{DR}}^\text{err}$ are

$$
\text{Bias}(\mathcal{R}_{\text{DR}}^\text{err}) = \frac{1}{|D|} \sum_{(u,i) \in D} \left( q_{u,i} - \hat{\delta}_{u,i} \right) \left( \frac{\delta_{u,i} - \hat{\delta}_{u,i}}{\hat{\delta}_{u,i}} \right),
$$

$$
\mathbb{V}_O(\mathcal{R}_{\text{DR}}^\text{err}) = \frac{1}{|D|^2} \sum_{(u,i) \in D} q_{u,i} \left( 1 - q_{u,i} \right) \left( \frac{\delta_{u,i} - \hat{\delta}_{u,i}}{\hat{\delta}_{u,i}} \right)^2.
$$

The statistical properties of $\mathcal{R}_{\text{DR}}^\text{err}$ are theoretically investigated in Lemma 3, with main observations as follows:

1) Comparing (22) and (24), $\mathcal{R}_{\text{DR}}$ has a lower variance than $\mathcal{R}_{\text{IPS}}$ does given $0 < \hat{\delta}_{u,i} < 2 \delta_{u,i}$.

2) $\mathcal{R}_{\text{DR}}$ is doubly robust since only one of the estimates needs to be accurate to ensure unbiasedness. Specifically, if the propensity estimate is correct, i.e., $\hat{\delta}_{u,i} = q_{u,i}$, we have $\text{Bias}(\mathcal{R}_{\text{DR}}^\text{err}) = 0$ even if the imputation model is wrong. On the flip side, if the imputation model is correct, i.e., $\hat{\delta}_{u,i} = \delta_{u,i}$, we have $\text{Bias}(\mathcal{R}_{\text{DR}}^\text{err}) = 0$ even if the propensity estimate is wrong.

The accuracy of $\hat{\delta}_{u,i}$ can be guaranteed by an arbitrary well-trained CTR estimator; the accuracy of $\hat{\delta}_{u,i}$ can be assured by the auxiliary learning objective as follow:

$$
\mathcal{R}_{\text{DR}}^\text{imp}(\phi_{\text{CTR}}, \phi_{\text{CVR}}, \phi_{\text{IMP}}) = \mathbb{E}_{(u,i) \in D} \left[ \frac{\alpha_{u,i} \hat{\delta}_{u,i}(\phi_{\text{CVR}}, \phi_{\text{IMP}})}{\hat{\delta}_{u,i}(\phi_{\text{CTR}})} \right],
$$

and the final learning objective of the DR regularizer is

$$
\mathcal{R}_{\text{DR}}(\phi_{\text{CTR}}, \phi_{\text{CVR}}, \phi_{\text{IMP}}) = \mathcal{R}_{\text{DR}}^\text{err}(\phi_{\text{CTR}}, \phi_{\text{CVR}}, \phi_{\text{IMP}}) + \mathcal{R}_{\text{DR}}^\text{imp}(\phi_{\text{CTR}}, \phi_{\text{CVR}}, \phi_{\text{IMP}}).
$$
B. Analytical Properties

This section gives a theoretical demonstration that the suggested counterfactual regularizers effectively handle the IEB and FIP issues. To begin with, Proposition 4 shows that the IPS regularizer in (21) is equivalent to the ideal learning objective in (1), effectively handling the IEB issue.

Proposition 4. Let \( o_{u,i} \) be the click indicator; \( \hat{o}_{u,i} \) be the CTR estimate in (17); \( q_{u,i} \) be the actual propensity score in (6). Given accurate CTR estimate, i.e., \( \hat{o}_{u,i} = q_{u,i} \), \( R_{\text{IPS}} = \mathcal{P} \) holds.

Proof. We start by dividing the user-item intersections in the exposure space into \( K \) clusters \( \{ L_k \}_{k=1}^K \). Since the characteristics of user-item intersections in each cluster \( L_k \) are similar, it is reasonable to assume that conditional exchangeability [22] holds in each cluster. Formally, within the cluster \( L_k \), the empirical distribution of clicks is independent of the distributions of counterfactual CTR estimation errors:

\[
\{ s_k^{(1)}, s_k^{(0)} \} \perp O_k, \tag{30}
\]

where \( s_k^{(1)} \) is the distribution of counterfactual CTR errors in \( L_k \) assuming all users clicked the items, i.e., \( o_{u,i} = 1 \) holds for all \( (u,i) \in L_k \); \( s_k^{(0)} \) is that given all users unclicked the items, i.e., \( o_{u,i} = 0 \) holds for all \( (u,i) \in L_k \).

Then, based on the law of iterated expectations we have

\[
R_{\text{IPS}} = \mathbb{E}_{(u,i) \in \mathcal{D}} \left[ \frac{o_{u,i} \hat{o}_{u,i}}{\hat{o}_{u,i}} \right] = \mathbb{E}_{(u,i) \in L_k} \left[ \frac{o_{u,i} \hat{o}_{u,i}}{\hat{o}_{u,i}} \right], \tag{31}\]

and within the cluster \( L_k \) we have:

\[
\mathbb{E}_{(u,i) \in L_k} \left[ \frac{o_{u,i}}{\hat{o}_{u,i}} \right] = \mathbb{E}_{(u,i) \in L_k} \left[ \frac{\hat{o}_{u,i} \hat{o}_{u,i}^{(1)}}{\hat{o}_{u,i} \hat{o}_{u,i}} \right] = \mathbb{E}_{(u,i) \in L_k} \left[ \frac{\hat{o}_{u,i}^{(1)}}{\hat{o}_{u,i}} \right], \tag{32}\]

\[
\mathbb{E}_{(u,i) \in L_k} \left[ \frac{\hat{o}_{u,i}^{(1)}}{\hat{o}_{u,i}} \right] \neq \Delta_k, \tag{33}\]

where (32a) and (32b) holds as we have (30); \( \Delta_k \) is the expectation of \( \hat{o}_{u,i}^{(1)} \). According to (32c) and (31) we have

\[
R_{\text{IPS}} = \mathbb{E}_{k} [\Delta_k]. \tag{33}\]

Therefore, minimizing \( R_{\text{IPS}} \) is equivalent to minimizing \( \Delta_k \) in clusters \( k = 1, 2, \ldots, K \); and minimizing \( \Delta_k \) encourages the convergence of the CTR estimate \( \hat{r}_{u,i}^{\text{IPS}} \) to the actual CTR assuming click takes place for all user-item intersections in the \( k \)-th cluster. The proof is completed.

Notably, Proposition 4 reveals stronger unbiasedness than Proposition 2 through a new proof method. More importantly, it suggests a connection from \( R_{\text{IPS}} \) to the Monte Carlo’s importance sampling [23]. Corollary 5 innovatively and rigorously indicates that \( R_{\text{IPS}} \) is equivalent to importance sampling, which provides solid theoretical supports and inspires substantial theoretical extensions to IPS regularizer [23–25].

Corollary 5. \( R_{\text{IPS}} \) is a special practice of importance sampling, which computes the ideal expectation on the exposure space \( \mathcal{D} \) with samples in the click space \( \mathcal{O} \).

Proof. Using Bayes’ theorem, (27a) could be reformulated as

\[
\int \frac{\mathbb{P}(u,i)}{\mathbb{P}(u,i | O = 1)} \mathbb{P}(u,i | O = 1) d(u,i), \tag{28}
\]

which is a sampling importance to estimate the expectation of \( \delta(r_{u,i}, \hat{r}_{u,i}) \) in \( \mathbb{P}(u,i) \), based on the samples from \( \mathbb{P}(u,i | O = 1) \). The importance weight is \( \mathbb{P}(u,i)/\mathbb{P}(u,i | O = 1) \).

Second, \( R_{\text{IPS}} \) handles the FIP issue with ESM. This claim is supported by Proposition 6: it encourages to estimate CVR as \( \mathbb{P}(r_{u,i} = 1 | do(o_{u,i} = 1)) \) in (15), which models the dependency from click to conversion explicitly, thus mitigating the FIP issue with ESM.

Proposition 6. Let \( \mathbb{P}(r_{u,i} = 1 | do(o_{u,i} = 1)) \) be the counterfactual conversion rate assuming the user clicked the item, \( \hat{r}_{u,i}^{\text{IPS}} \) be the CVR estimate with \( R_{\text{IPS}} \) in (21). For all exposed user-item intersections, (21) encourages:

\[
\hat{r}_{u,i}^{\text{IPS}} \rightarrow \mathbb{P}(r_{u,i} = 1 | do(o_{u,i} = 1)). \tag{29}
\]

Proof. A. Architecture and learning objective

The general architecture of ESCM\(^2\) in Fig. 4 exploits the sequential user behavior track, i.e., exposure→click→conversion with a multitask learning framework. The learned representations are shared among tasks through a common look-up embedding table which effectively alleviates the data sparsity issue [4, 15, 16]. We utilize a CTR tower to estimate \( \hat{o}_{u,i} \) in (17), a CVR tower to estimate \( \hat{r}_{u,i} \) in (18), and an imputation tower to impute \( \hat{o}_{u,i} \) in (19).

The learning objective of ESCM\(^2\) includes three terms

\[
\mathcal{L}_{\text{ESCM}^2} := \mathcal{L}_{\text{CTR}} + \lambda_c \mathcal{L}_{\text{CVR}} + \lambda_e \mathcal{L}_{\text{CTCVR}}, \tag{34}
\]

where \( \mathcal{L}_{\text{CTR}} \) is the empirical risk of CTR estimation, \( \mathcal{L}_{\text{CVR}} \) is the global risk of CVR estimation; \( \mathcal{L}_{\text{CTCVR}} \) is the counterfactual risk of CVR estimation; \( \lambda_c \) and \( \lambda_e \) are weighting
factors. Specifically, the empirical CTR risk \( \mathcal{L}_{CTR} \) is computed in the exposure space \( \mathcal{D} \) as
\[
\mathcal{L}_{CTR}(\phi_{CTR}) = \mathbb{E}_{(u,i) \in \mathcal{D}} \left[ \delta \left( o_{u,i}, \hat{o}_{u,i}(x_{u,i}; \phi_{CTR}) \right) \right],
\]
where \( \delta \) is implemented with binary cross-entropy in this study. The global CTCVR risk \( \mathcal{L}_{CTCVR} \) is computed as
\[
\mathcal{L}_{CTCVR}(\phi_{CTR}, \phi_{CVR}) = \mathbb{E}_{(u,i) \in \mathcal{D}} \left[ \delta \left( o_{u,i}r_{u,i}, \hat{o}_{u,i}(x_{u,i}; \phi_{CTR}) \hat{r}_{u,i}(x_{u,i}; \phi_{CVR}) \right) \right].
\]
Finally, based on the specific formulations of \( \mathcal{L}_{CVR} \), two implementations of ESCM\(^2\) are devised:
- ESCM\(^2\)-IPS, which employs a CTR tower in (17) and a CVR tower in (18) to calculate \( \mathcal{L}_{CVR} \) with \( \mathcal{R}_{IPS} \) in (21).
- ESCM\(^2\)-DR, which employs an extra imputation tower in (19), and calculates \( \mathcal{L}_{CVR} \) with \( \mathcal{R}_{DR} \) in (26).

V. Experiments

In this section, extensive experiments are conducted to investigate the research questions as follows:

**RQ1:** How does ESCM\(^2\) perform compared to the prevalent CVR and CTCVR estimators in offline and online scenarios?

**RQ2:** Does ESMM suffer from the inartistic estimation bias on CVR estimation? Does ESCM\(^2\) effectively reduce the bias?

**RQ3:** Does ESMM inject false independence prior in CTCVR estimation? Does ESCM\(^2\) mitigate this problem?

**RQ4:** How to tune the weights of learning objectives? Is the performance of ESCM\(^2\) sensitive to it?

A. Setup

1) **Benchmarks:**

- **Industrial benchmark** is constructed with our industrial recommendation logs in 90 days, divided for training, validation and test in a chronological order. Negative samples are downsampled in the training phase to maintain an approximate exposure:click:conversion ratio of 100:10:1.
- **Public benchmark** is set to Ali-CCP\(^3\) dataset for reproducibility consideration. Only single-valued categorical fields are employed following prevalent settings [26], and 10% of the training set are saved for validation. Details of both benchmarks are summarized in Table I.

2) **Baselines:** Since recommender’s performance can be largely enhanced through Multi-Task Learning (MTL) [14, 16], single-task CVR estimation approaches [12, 18] are excluded from our baselines for fairness consideration. We start with two prevalent methods which co-train CTR and CVR estimators and share the embeddings between them:

| Name     | # Train | # Valid | # Test | # User | # Click | # Conversion |
|----------|---------|---------|--------|--------|---------|--------------|
| Industrial | 61.58M | 0.39M   | 24.28M | 37.73M | 3.73M   | 0.32M        |
| Ali-CCP  | 33.12M | 3.67M   | 37.64M | 0.25M  | 1.42M   | 7.92K        |

- **Naïve\(^4\)** [27] optimizes the CTR estimator with (35), and the CVR estimator with the biased approach in (3).
- **MTL-IMP** [4] is the same as the Naïve approach, except that the unclicked samples are added as negative samples to train the CVR estimator.
- **ESMM\(^1\)** [4] avoids the direct training of CVR estimator and thus circumventing the sample selection bias.

Both methods above induce sample selection bias, which leads to sub-optimal performance of CVR and CTCVR estimation [4]. As a result, it is essential to expand our scope of baselines to debiased methods as follows:

- **MTL-EIB** [19] imputes the CVR estimation error for all samples and corrects its imputation with clicked samples to get theoretically unbiased CVR estimation.
- **MTL-IPS\(^5\)** [14] integrates the IPS approach [12] in a multitask learning framework, which is a theoretically unbiased CVR estimator.
- **MTL-DR\(^5\)** [14] incorporates the DR approach [18] in a multitask learning framework, which is a theoretically unbiased and robust CVR estimator.

3) **Training Protocol:** For all methods in comparison, the multi-gate mixture of expert model [27] is employed as backbone to implement (17)-(19). The learning rate and weight decay are set to \(10^{-4}\) and \(10^{-3}\), respectively; with other optimizer settings consistent with Adam optimizer [28] to make the results comparable. The weighting factors \( \lambda_g \) and \( \lambda_c \) are set to 1 and 0.1, respectively, based on the parameter study in Section V-F. The embeddings of size 5 are shared across tasks to handle the data sparsity issue. The performance is checked every 1 thousand iterations over the validation dataset, and the best model is evaluated on the test dataset.

4) **Evaluation Protocol:** We mainly use the area under roc (AUC) metric to compare the ranking performance of models. Nevertheless, it only reveals the ranking performance that is averaged at all thresholds. To better understand the performance of each model, we also report the model performance for the best threshold on the receiver operating characteristic curve and the recall and F1 scores for the best threshold on the precision-recall curve, respectively.

B. Performance Comparison

The performance of ESCM\(^2\) on CVR and CTCVR estimation is compared with its competitors on both offline benchmarks. The CVR estimation performance is detailed in Table II, with mean and standard deviation reported over 10 random seeds. Notable findings are summarized as follows:

- The biased approaches show competitive performance on both benchmarks. In particular, the AUCs of ESMM and Naïve estimator reach 0.754 and 0.751, respectively, on the industrial benchmark.
- Most of the unbiased baselines outperform the biased methods on both benchmarks. In particular, MTL-IPS reaches the highest AUC and F1 scores of all baselines.

\[^3\] https://tianchi.aliyun.com/datalab/dataSet.html?dataId=408
\[^4\] https://github.com/PaddlePaddle/PaddleRec/tree/master/models/multitask
\[^5\] https://github.com/PaddlePaddle/PaddleRec/tree/master/models/multitask
\[^6\] F1 is reported in percentages to highlight the performance differences.
on the industrial benchmark, enhancing the AUC and KS scores of ESMM by 0.39% and 1.04%, respectively. These results reveal the prospect of incorporating an unbiased estimator to ESMM for better ranking performance.

- The developed ESCM\textsuperscript{2} significantly enhances the performance based on the best baselines. This improvement is credited to the mitigation of the IEB and FIP issues, and the effectiveness of the entire-space modelling paradigm.

On top of CVR, a more prevalent ranking metric is CTCVR in industry, which accounts for both clicks and conversions. As a result of mitigating the IEB and FIP defects, we anticipate the improvement of CTCVR estimation and thus that of business metrics and real-world benefits. The CTCVR estimation performance is reported in Table III, and notable observations are summarized as follows:\textsuperscript{8}:

- ESMM exhibits competitive CTCVR estimation performance across all baseline methods. It achieves the advanced recall and F1 scores on the AliCCP benchmark, as well as the top recall and AUC scores on the industrial benchmark. This advance could be attributed to the explicit inclusion of training CTCVR estimator in ESCM\textsuperscript{2}’s learning objective. Due to the excellence in CTCVR estimation, it has been extensively employed in numerous business scenarios.

- ESCM\textsuperscript{2} outperforms rivals on the CTCVR estimation task, albeit less significantly than on the CVR estimation task. In particular, ESCM\textsuperscript{2}-IPS reaches the top recall and F1 scores on AliCCP, and ESCM\textsuperscript{2}-DR gets the highest KS and AUC on the industrial benchmark. The superiority of ESCM\textsuperscript{2} could be attributed to the incorporation of training CTCVR estimators in its learning objective (36), as well as elimination of IEB and PIP issues through regularizers (21) and (23).

### C. Online A/B Test

To further demonstrate the advantage of ESCM\textsuperscript{2} over ESMM, online experiments are conducted on the real-world recommendation systems in Alipay. We first implement ESMM and ESCM\textsuperscript{2} using our C++ based machine learning engine and open data processing service. The IPS regularizer (21), with better training efficiency and a smaller scale of parameters, is selected to implement ESCM\textsuperscript{2} for online serving. Then, unique visitors (UV) are randomly assigned within 3 large-scale scenarios. Table IV gives an overview of experiment results, with detailed analysis as follows:

#### TABLE II

**OFFLINE COMPARISON OF CVR ESTIMATION PERFORMANCE (MEAN±STD).**

| Benchmark      | Industrial Benchmark | Ali-CCP Benchmark |
|----------------|----------------------|-------------------|
|                | Recall               | F1                | KS                | AUC    | Recall               | F1                | KS                | AUC    |
| Naive          | 0.5789±0.0071        | 0.3344±0.0052     | 0.3872±0.0043     | 0.7515±0.0164 | 0.2854±0.0050        | 0.0991±0.0053     | 0.1123±0.0056     | 0.5987±0.0139 |
| ESMM           | 0.5742±0.0055        | 0.6330±0.0074     | 0.3856±0.0051     | 0.7547±0.0183 | 0.2968±0.0036        | 0.1157±0.0084     | 0.1267±0.0043     | 0.6071±0.0133 |
| MTL-EIB        | 0.5121±0.0072        | 0.5808±0.0048     | 0.3371±0.0051     | 0.7272±0.0140 | 0.2872±0.0043        | 0.0825±0.0051     | 0.0717±0.0057     | 0.5603±0.0135 |
| MTL-IMP        | 0.5841±0.0092        | 0.1272±0.0040     | 0.3974±0.0047     | 0.7563±0.0114 | 0.2962±0.0056        | 0.1135±0.0055     | 0.1163±0.0043     | 0.6114±0.0137 |
| MTL-IPS        | 0.5651±0.0068        | 0.6810±0.0042     | 0.3960±0.0048     | 0.7586±0.0112 | 0.2975±0.0070        | 0.0941±0.2163     | 0.1177±0.0063     | 0.6091±0.0123 |
| MTL-DR         | 0.5137±0.0081        | 0.6804±0.0042     | 0.4016±0.0046     | 0.7579±0.0135 | 0.2953±0.0178        | 0.1159±0.0084     | 0.1255±0.0141     | 0.6065±0.0172 |
| ESCM\textsuperscript{2}-IPS | 0.5932±0.0094       | 0.7161±0.0089*   | 0.4144±0.0051*    | 0.7730±0.0150 | 0.3061±0.0059        | 0.1180±0.0047     | 0.1312±0.0060     | 0.6163±0.0151 |
| ESCM\textsuperscript{2}-DR | 0.5986±0.0068*       | 0.6884±0.0052    | 0.4119±0.0050     | 0.7679±0.0113 | 0.3095±0.0054*       | 0.1315±0.0053*    | 0.1393±0.0042*    | 0.6162±0.0133 |

1. The underline marks the best performance for each metric across all baseline models.
2. ‘‘*’’ marks the metrics of significant improvement in ESCM\textsuperscript{2} relative to the best baselines, with p-value < 0.01 in the paired samples t-test.

#### TABLE III

**OFFLINE COMPARISON OF CTCVR ESTIMATION PERFORMANCE (MEAN±STD).**

| Benchmark      | Industrial Benchmark | Ali-CCP Benchmark |
|----------------|----------------------|-------------------|
|                | Recall               | F1                | KS                | AUC    | Recall               | F1                | KS                | AUC    |
| Naive          | 0.6602               | 0.0004            | 0.4631            | 0.7954  | 0.2921               | 0.0978            | 0.1192            | 0.6003  |
| ESMM           | 0.4819               | 1.0062            | 0.4842            | 0.8153  | 0.3027               | 0.1139            | 0.1292            | 0.6081  |
| MTL-EIB        | 0.7975               | 0.8458            | 0.4220            | 0.7912  | 0.2542               | 0.0895            | 0.0697            | 0.5699  |
| MTL-IMP        | 0.5580               | 1.3993*           | 0.4126            | 0.7752  | 0.2973               | 0.1110            | 0.1264            | 0.6087  |
| MTL-IPS        | 0.6716               | 1.0653            | 0.4840            | 0.8044  | 0.2911               | 0.1044            | 0.1302            | 0.6138  |
| MTL-DR         | 0.6684               | 1.1707            | 0.4844            | 0.8106  | 0.2980               | 0.1096            | 0.1280            | 0.6170  |
| ESCM\textsuperscript{2}-IPS | 0.6804*        | 1.3753            | 0.4991            | 0.8191  | 0.3184*              | 0.1207*           | 0.0436           | 0.6189  |
| ESCM\textsuperscript{2}-DR | 0.7013*       | 1.2842            | 0.5134*           | 0.8265  | 0.3117               | 0.1180            | 0.1494            | 0.6245  |

1. The underline marks the best performance across all baselines.
2. ‘‘*’’ marks the metrics of significant improvement in ESCM\textsuperscript{2} relative to the best baselines, with p-value < 0.01 in the paired samples t-test.
### D. Additional Study on Intrinsic Estimation Bias

In this section, we investigate the IEB issue with ESMM and the superiority of ESCM$^2$ to handle this issue. The field "Label" in Table VI displays the average of the actual CVR in the click space, which upper bounds the average actual CVR in the exposure space that we care for. Comparing it with the average CVR estimates over the exposure space reveals the lower-bound of CVR estimation bias. Several meaningful observations are noted.

First, the CVR estimates provided by ESMM are consistently higher than the actual values. On the industrial trainset, for instance, the actual CVR average does not surpass 0.095, whereas the ESMM reaches 0.158. For the test set, an overestimation of 0.124 is also observed. These observations are noted.

The second scenario is the same but newly renovated insurance recommendation from Alipay, lasting six days, encompassing about 4.9 million PVs and 3.4 million UVs. Overall, ESCM$^2$ enhances the the premium by 3.88% and order quantity by 4.26%. A substantial rise of 0.43% for UV-CVR and 1.75% for UV-CTCVR is also observed.

The third scenario is our Wufu campaign, which contains around 136 thousand PVs and 125 thousand UVs over the period of four days. A huge improvement of 40.55% for order quantity and 12.69% for premium is witnessed.

### E. Additional Study on False Independence Prior

The FIP issue is that the model fails to portray the intrinsic causation between clicks and conversions, as represented by the missing edge $O \rightarrow R$ in Fig. 3 (a). In this section, the existence of FIP issue is illustrated by calculating the strength of causation from click to conversion. Noting that the causation cannot be measured directly with statistical methods (e.g., Pearson coefficient) due to the inclusion of confounders in the data preprocessing matching technique, following the implementation details in reference [29] to handle the confounding effects. Then, it is feasible to estimate the causation strength from data with causal risk ration (CRR) [30]. Briefly, causation gets significant as CRR approaches 1, and vice versa. As a result, the causation strength is represented as the absolute deviation between 1 and CRR.

The causation strengths between the CTR estimates and the CVR estimates from different models are compared in Fig. 5. The trivial causation strength of ESMM, such as around 0.05 (resp. 0.001) on the industrial (resp. Ali-CCP) benchmark, supports the existence of the FIP issue in Section III-B. In contrast, ESCM$^2$ augments the causation strength significantly and hence handle the FIB issue effectively, which confirms Proposition 6. The ESCM$^2$-IPS, for instance, exceeds 0.12 (resp. 0.002) on the industrial (resp. Ali-CCP) benchmark.

### F. Hyper-parameter Tuning and Ablation Study

Two crucial hyperparameters of ESCM$^2$ are the weighting factors (i.e., $\lambda_c$ and $\lambda_e$) in the learning objective (34). In this section, they are tuned within the range [0, 3] to investigate the impact of causal regularization and global risk minimization on the performance of CVR and CTCVR estimation.

The weighting factor $\lambda_c$ of causal regularization is investigated in Fig. 6. Evidently, enlarging $\lambda_c$ consistently benefits CVR estimation, which showcases the effectiveness of causal regularization. The AUC of ESCM$^2$-DR, for instance, grows from 0.755 at $\lambda_c = 0$ where the causal regularization is invalid, to around 0.817 at $\lambda_c = 1.5$. Additionally, causal regularization also benefits CTCVR estimates. For example, the AUC of ESCM$^2$-IPS boosts from 0.817 at $\lambda_c = 0$ to 0.821 at $\lambda_c = 0.1$. Nevertheless, the overemphasis on CVR risk has a negative impact on CTCVR estimation. For example, a drop in AUC by 0.012 is observed for ESCM$^2$-IPS from $\lambda_c = 0.1$ to $\lambda_c = 3.0$. It is speculated to the seesaw effect in multitask learning [31], i.e., overemphasis on the CVR risk misleads the optimizer.

\[\text{CVR} = \frac{\text{Actual Conversion}}{\text{Clicks}}\]

\[\text{CTCVR} = \frac{\text{Conversion}}{\text{Clicks}}\]

### TABLE VI

| Benchmark | Subset | Label | ESMM | ESCM$^2$-IPS | ESCM$^2$-DR |
|-----------|--------|------|------|-------------|-------------|
| Ali-CCP   | Train  | 0.0055 | 0.0101±0.0001 | 0.0059±0.0005 | 0.0076±0.0018 |
| Ali-CCP   | Test   | 0.0056 | 0.0113±0.0008 | 0.0060±0.0009 | 0.0059±0.0009 |
| Industry  | Train  | 0.0953 | 0.1588±0.0107 | 0.1277±0.0053 | 0.1216±0.0093 |
| Industry  | Test   | 0.0407 | 0.1643±0.0095 | 0.1290±0.0092 | 0.1188±0.0022 |

\[\text{CVR} = \frac{\text{Actual Conversion}}{\text{Clicks}}\]

\[\text{CTCVR} = \frac{\text{Conversion}}{\text{Clicks}}\]

\[\text{CRR} = \frac{\text{CVR} - \text{CTCVR}}{\text{CTCVR}}\]

3Specifically, CVR estimates in (18) and CTR estimates in (17) are regarded as outcomes and propensity scores, respectively. The samples are then divided into two groups based on the actual value of click indicator $O$; each sample from the clicked group is paired with samples from the unclicked group that have comparable propensity scores.
VI. RELATED WORK

Modelling the user behaviors with inter-dependency is a tough research problem in recommendation system since the dependencies inevitably lead to MNAR feedback labels [12, 32]. In terms of the methods utilized to handle the MNAR problem in CVR estimation task, current efforts in this domain can be broadly classified into two groups.

A. Decomposition Approach

One line of the works is performing behavior decomposition over exposure space. Initially, ESMM [4] breaks CTCVR down into CTR and CVR, and optimizes CVR estimator implicitly by optimizing the CTR and CTCVR estimators over exposure space. On the basis, ESM2 [15] enhances the probability decomposition by incorporating extra post-click purchase-related actions. HEROES [33] further proposes to automatically discover the multi-scale patterns of user behaviors. As the number of user actions under consideration rises, their interactions become more complicated and cannot be depicted by Markov chain. GMCM [34] encodes user micro behaviors as graphs and establishes a graph convolution network to model their interactions. HM [35] considers more user behaviors and introduces a sequential behavior graph to capture the interdependence among them. Noting that these methods are model-agnostic, emerging model architectures [31, 36, 37] for effectively sharing representations among tasks. Despite their evolutionary performance in industrial user behavior modelling, these approaches circumvent the MNAR problem and thus suffers from the funneling effect and estimation bias.

B. Causal Recommendation Approach

Another line of the works seeks to handle the MNAR issue directly with causal inference techniques, which has attracted a great deal of interest [38]. We concentrate on methods based on propensity scores since they are prevalent in the context of CVR estimation. Initially, Schnabel et al. [12] developed an IPS-based unbiased training and evaluation method that constructs unbiased estimators with biased recommendation data, handling the MNAR problem directly. Wang et al. [18] investigates the application of doubly robust methods in recommendation and presents a thorough theoretical explanation that motivates a multitude of robust extensions [39–42]. Zhang et al. [14] develops a multitask learning framework to estimate CTR and unbiased CVR simultaneously. More recently, Le et al. [43] further considers the MNAR effect of unclicked events, and constructs a dual learning architecture that re-weights both the clicked and unclicked events to handle this issue.

VII. CONCLUSION

The entire space multitask learning paradigm is prevalent in many real-world industrial practices due to its efficacy of modeling user behavior dependency. Nevertheless, two defects, namely intrinsic estimation bias and false independence prior, have long been neglected. This study begins with demonstrating the existence of the two issues explicitly. Then, a principled approach named ESCM2 is developed, which
handles both problems through an additional counterfactual regularizer. Finally, real-world experiments demonstrate that ESCM\(^2\) alleviates both issues to a significant degree and achieves superior performance against baseline methods.

There are two open questions that we leave for future research. First, only the sequential track of user behaviors in Fig. 2 is considered in this study; however, in many industrial scenarios, the dependency among user behaviors are more complex than Markov chains. Although some studies [15, 34] extend ESMM to describe such complex dependency, they also inevitably suffer from both IEB and FIP defects. Leveraging the counterfactual regularization techniques in ESCM\(^2\), these methods could be further enhanced by handling both defects.

Another open question is to avoid the fragility of propensity score. The unbiasedness of re-weighting methods (i.e., IPS and DR) is highly dependent on the accuracy of propensity score (i.e., CTR) model. Nonetheless, CTR estimation remains a challenging topic in recommendation system. As a result, it is tempting to replace the re-weighting paradigm in this study with adversarial training [44] and representation learning [45] to balance the exposure space and click space directly.
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This page contains a page of a document with various sections and equations. The text seems to be related to statistical learning, specifically addressing the estimation of conversion rates and the development of robust learning frameworks. It references several papers and researchers, summarizing their contributions to the field of recommendation systems and machine learning in health services research.

A key section discusses the estimation of conversion rates before and after click, with a focus on the implications of missing data. The text also references the use of expert mixtures and multi-task learning frameworks to improve the accuracy of these estimations.

The document includes mathematical notation, such as

\[ \text{Bias}(\mathcal{R}_{\text{IPS}}) = \frac{1}{|\mathcal{D}|} \sum_{(u,i) \in \mathcal{D}} \delta_{u,i} \left( \frac{q_{u,i} - \hat{q}_{u,i}}{\sigma_{u,i}} \right)^2. \]

which is used to measure the bias in the IPS estimator. Another equation highlights the variance of the same estimator.

\[ \text{Var}_{\mathcal{O}}(\mathcal{R}_{\text{IPS}}) = \frac{1}{|\mathcal{D}|^2} \sum_{(u,i) \in \mathcal{D}} q_{u,i} \left(1 - q_{u,i}\right) \left(\delta_{u,i}\right)^2. \]

These equations are part of the proof of Lemma 2, which establishes the properties of the IPS estimator in the context of recommendation systems. The appendix provides a detailed derivation of these expressions and their implications for the robustness of the learning framework.
Proof.

$$\text{Bias } [R_{\text{DR}}] = E_{u,i} [R_{\text{DR}}] - \mathcal{P}$$

$$= \left[ \frac{1}{|D|} \sum_{(u,i) \in D} E_{u,i} \left[ \delta_{u,i} \left( \frac{o_{u,i} (\delta_{u,i} - \hat{\delta}_{u,i})}{\hat{o}_{u,i}} \right) - \delta_{u,i} \right] \right]$$

$$= \left( \frac{1}{|D|} \sum_{(u,i) \in D} \delta_{u,i} \hat{q}_{u,i} \left( \frac{\delta_{u,i} - \hat{\delta}_{u,i}}{\hat{o}_{u,i}} \right) - \delta_{u,i} \right)$$

$$= \left( \frac{1}{|D|} \sum_{(u,i) \in D} \frac{q_{u,i} - \hat{q}_{u,i}}{\hat{o}_{u,i}} \left( \frac{\delta_{u,i} - \hat{\delta}_{u,i}}{\hat{o}_{u,i}} \right) \right)$$

(41)

$$\mathcal{V}_O [R_{\text{DR}}] = \left( \frac{1}{|D|^2} \sum_{(u,i) \in D} \left[ \delta_{u,i} + \frac{o_{u,i} (\delta_{u,i} - \hat{\delta}_{u,i})}{\hat{o}_{u,i}} \right] \right)$$

$$= \left( \frac{1}{|D|^2} \sum_{(u,i) \in D} \mathcal{V}_O \left[ o_{u,i} \right] \cdot \left( \frac{\delta_{u,i} - \hat{\delta}_{u,i}}{\hat{o}_{u,i}} \right)^2 \right)$$

(42)

$$= \left( \frac{1}{|D|^2} \sum_{(u,i) \in D} q_{u,i} \left( 1 - q_{u,i} \right) \left( \frac{\delta_{u,i} - \hat{\delta}_{u,i}}{\hat{o}_{u,i}} \right)^2 \right).$$

As such, either $\hat{o}_{u,i} = q_{u,i}$ or $\hat{o}_{u,i} = \delta_{u,i}$ makes $R_{\text{DR}} = \mathcal{P}$, the proof is completed. \qed

**Proposition 7.** Let $o_{u,i}$ be the click indicator, $\hat{o}_{u,i}$ be the CTR estimate in (17), $q_{u,i}$ be the actual propensity score in (6), $\delta_{u,i}$ be the imputed CTR error in (19). Given accurate CTR estimate, i.e., $\hat{o}_{u,i} = q_{u,i}$ or imputation model, i.e., $\hat{o}_{u,i} = \delta_{u,i}$, we have $R_{\text{DR}} = \mathcal{P}$.

Proof. First, given accurate imputation model, i.e., $\hat{o}_{u,i} = \delta_{u,i}$ and $\hat{e}_{u,i} = 0$, (23) degrades to

$$R_{\text{DR}} = \int \delta (r_{u,i}, \hat{r}_{u,i}) \mathbb{P}(u, i) d(u, i) = \mathcal{P}. \quad (43)$$

Second, given accurate propensity model, i.e., $\hat{o}_{u,i} = q_{u,i}$, following (27) we have

$$E_{(u,i) \in D} \left[ \frac{o_{u,i} \hat{e}_{u,i} \left( \phi_{\text{CVR}} + \phi_{\text{IMP}} \right)}{\hat{o}_{u,i}} \right]$$

$$= E_{(u,i) \in D} \left[ \frac{o_{u,i} \hat{e}_{u,i} \left( \phi_{\text{CVR}} + \phi_{\text{IMP}} \right)}{q_{u,i}} \right]$$

$$= \int \hat{e}_{u,i} \mathbb{P}(u, i) d(u, i),$$

and (23) can be simplified as

$$R_{\text{DR}} = \int \left( \delta_{u,i} + \hat{e}_{u,i} \right) \mathbb{P}(u, i) d(u, i) \quad (44)$$

$$R_{\text{DR}} = \int \left( \delta_{u,i} \right) \mathbb{P}(u, i) d(u, i) = \mathcal{P}. \quad (45)$$

Therefore, minimizing $R_{\text{DR}}$ is equivalent to minimizing $\Delta_k$ in clusters $k = 1, ..., K$. In particular, in the group $L_k$, $\Delta_k$ is the sum of imputed error and its counterfactual correction. As such, minimizing $\Delta_k$ encourages the CTR estimate $\hat{r}_{u,i}$ to converge to the actual CTR given click happens, for all user-item intersections in the $k$-th cluster. \qed