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Abstract

We study the behavior of the random walk on the infinite cluster of independent long-range percolation in dimensions $d = 1, 2$, where $x$ and $y$ are connected with probability $\sim \beta/\|x - y\|^{-s}$. We show that if $d < s < 2d$ then the walk is transient, and if $s \geq 2d$, then the walk is recurrent. The proof of transience is based on a renormalization argument. As a corollary of this renormalization argument, we get that for every dimension $d \geq 1$, if $d < s < 2d$, then there is no infinite cluster at criticality. This result is extended to the free random cluster model. A second corollary is that when $d \geq 2$ and $d < s < 2d$ we can erase all long enough bonds and still have an infinite cluster. The proof of recurrence in two dimensions is based on general stability results for recurrence in random electrical networks. In particular, we show that i.i.d. conductances on a recurrent graph of bounded degree yield a recurrent electrical network.

1 Introduction

1.1 background

Long-range percolation (introduced by Schulman in 1983 [20]) is a percolation model on the integer lattice $\mathbb{Z}^d$ in which every two vertices can be connected by a bond. The probability of the bond between two vertices to be open depends on the distance
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between the vertices. The models that were studied the most are models in which
the probability of a bond to be open decays polynomially with its length.

1.2 The model - definitions and known results

Let \( \{ P_k \}_{k \in \mathbb{Z}^d} \) be s.t. \( 0 \leq P_k = P_{-k} < 1 \) for every \( k \in \mathbb{Z}^d \). We consider the following
percolation model on \( \mathbb{Z}^d \): for every \( u \) and \( v \) in \( \mathbb{Z}^d \), the bond connecting \( u \) and \( v \) is
open with probability \( P_{u-v} \). The different bonds are independent of each other.

**Definition 1.1.** For a function \( f : \mathbb{Z}^d \to \mathbb{R} \), we say that \( \{ P_k \} \) is asymptotic to \( f \) if

\[
\lim_{\|k\| \to \infty} \frac{P_k}{f} = 1.
\]

We denote it by \( P_k \sim f(k) \).

Since the model is shift invariant and ergodic, the event that an infinite cluster
exists is a zero–one event. We say that \( \{ P_k \} \) is percolating if a.s. there exists an
infinite cluster.

We consider systems for which \( P_k \sim \beta \|k\|^{-s} \) for certain \( s \) and \( \beta \). The following
facts are trivial.

- If \( s \leq d \), then \( \sum_k P_k = \infty \). Therefore, By the Borel Cantelli Lemma, every
  vertex is connected to infinitely many other vertices. Thus, there exists an
  infinite cluster.

- If \( \sum_k P_k \leq 1 \) then by domination by a (sub)-critical Galton-Watson tree there
  is no infinite cluster. Therefore, for every \( s > d \) and \( \beta \) one can find a set \( \{ P_k \} \)
s.t. \( P_k \sim \beta \|k\|^{-s} \) and s.t. there is no infinite cluster.

In [20], Schulman proved that if \( d = 1 \) and \( s > 2 \), then there is no infinite cluster.
Newman and Schulman ([17]) and Aizenman and Newman ([3]) proved, among other
results, the following:

**Theorem 1.2.** (A) If \( d = 1 \), \( 1 < s < 2 \), and \( P_k \sim \beta |k|^{-s} \) for some \( \beta > 0 \), then
there exists a \( \{ P'_k \} \) s.t. \( P'_k = P_k \) for every \( k \geq 2 \), \( P'_1 < 1 \) and \( \{ P'_k \} \) is percolating.
I.e., if \( 1 < s < 2 \) then by increasing \( P_1 \) one can make the system percolating.

(B) If \( d = 1 \), \( s = 2 \), \( \beta > 1 \), and \( P_k \sim \beta |k|^{-s} \), then there exists a \( \{ P'_k \} \) s.t. \( P'_k = P_k \)
for every \( k \geq 2 \), \( P'_1 < 1 \) and \( \{ P'_k \} \) is percolating.

(C) If \( d = 1 \), \( s = 2 \), \( \beta \leq 1 \), and \( P_k \sim \beta |k|^{-s} \) then \( \{ P_k \} \) is not percolating.
These results show the existence of a phase transition for \( d = 1, \ 1 < s < 2 \) and \( \beta > 0 \), and for \( d = 1, \ s = 2 \) and \( \beta > 1 \).

When considering \( \mathbb{Z}^d \) for \( d > 1 \), the picture is simpler. The following fact is a trivial implication of the existence of infinite clusters for nearest-neighbor percolation:

- If \( d > 1, \ s > d \) and \( P_k \sim \beta \|k\|^{-s} \) for some \( \beta > 0 \), then there exists a percolating \( \{P'_k\} \) s.t. \( P'_k = P_k \) for every \( \|k\| \geq 2 \) and \( P'_k < 1 \) for every \( k \) whose norm is 1.

If \( d > 1 \), then for any \( s > d \) and \( \beta > 0 \) we may obtain a transition between the phases of existence and non-existence of an infinite cluster by only changing \( \{P_k|k \in A\} \) for a finite set \( A \).

In [9], Gandolfi, Keane and Newman proved a general uniqueness theorem. A special case of it is the following theorem:

**Theorem 1.3.** If \( \{P_k\}_{k \in \mathbb{Z}^d} \) is percolating and for every \( k \in \mathbb{Z}^d \) there exist \( n \) and \( k_1, ..., k_n \) s.t. \( k = k_1 + k_2 + ... + k_n \) and \( P_{k_i} > 0 \) for all \( 1 \leq i \leq n \) then a.s. the infinite cluster is unique.

In particular, If \( \{P_k\}_{k \in \mathbb{Z}^d} \) is percolating and \( P_k \sim \beta \|k\|^{-s} \) for some \( s \) and \( \beta > 0 \), then a.s. the infinite cluster is unique.

### 1.3 Goals

Random walks on percolation clusters have been studied intensively in recent years. In [11], Grimmett, Kesten and Zhang showed that a supercritical percolation in \( \mathbb{Z}^d \) is transient for all \( d \geq 3 \). See also [7], [12] and [5].

The problem discussed in this paper, suggested by Itai Benjamini, was to determine when a random walk on the long-range percolation cluster is transient. In [10], Jespersen and Blumen worked on a model which is quite similar to the long-range percolation on \( \mathbb{Z} \), and they predict that when \( s < 2 \) the random walk is transient, and when \( s = 2 \) it is recurrent.

### 1.4 Behavior of the random walk

The main theorem proved here is:

**Theorem 1.4.** (I) Consider long-range percolation on \( \mathbb{Z} \) with parameters \( P_k \sim \beta |k|^{-s} \) such that a.s. there is an infinite cluster. If \( 1 < s < 2 \) then the infinite cluster is transient. If \( s = 2 \), then the infinite cluster is recurrent.

(II) Let \( \{P_k\}_{k \in \mathbb{Z}^2} \) be percolating for \( \mathbb{Z}^2 \) such that \( P_k \sim \beta \|k\|_1^{-s} \). If \( 2 < s < 4 \) then the infinite cluster is transient. If \( s \geq 4 \), then the infinite cluster is recurrent.
In Section 2, we prove the transience for the one-dimensional case where $1 < s < 2$ and for the two-dimensional case where $2 < s < 4$. Actually, we prove more - we show that for every $q > 1$ there is a flow on the infinite cluster with finite $q$-energy, where the $q$-energy of a flow $f$ is defined as

$$\mathcal{E}_q(f) = \sum_e f(e)^q. \quad (1)$$

It is well known that finite 2-energy is equivalent to transience of the random walk (see e.g. [19], section 9), so the existence of such flows is indeed a generalization of the transience result (See also [15], [14] and [5]).

In Section 3 we prove the recurrence for the one-dimensional case with $s = 2$ and for the two-dimensional case with $s \geq 4$.

### 1.5 Critical behavior

As a corollary of the main renormalization lemma, we prove the following theorem, which applies to every dimension:

**Theorem 1.5.** Let $d \geq 1$ and let $\{P_k\}_{k \in \mathbb{Z}^d}$ be probabilities such that $P_k \sim \beta \|k\|_1^{-s}$. Assume that $d < s < 2d$. Then, if $\{P_k\}$ is percolating then it is not critical, i.e. there exists an $\epsilon > 0$ such that the sequence $\{P_k' = (1-\epsilon)P_k\}$ is also percolating.

In [13], Hara and Slade proved, among other results, that for dimension $d \geq 6$ and an exponential decay of the probabilities, there is no infinite cluster at criticality.

It is of interest to compare Theorem 1.5 with the results of Aizenman and Newman ([3]), that show that for $d = 1$ and $s = 2$, a.s. there exists an infinite cluster at criticality. In [1], Aizenman, Chayes, Chayes and Newman showed the same result for the Ising model - They showed that if $s = 2$, then at the critical temperature there is a non-zero magnetization.

The technique that is used to prove Theorem 1.5 is used in Section 5 to prove the analogous result for the infinite volume limit of the free random cluster model, and to get:

**Theorem 1.6.** Let $\{P_k\}$ be a sequence of nonnegative numbers such that $P_k \sim \|k\|_1^{-s}$ ($d < s < 2d$) and let $\beta > 0$. Consider the infinite volume limit of the free random cluster model with probabilities $1 - e^{-\beta P_k}$ and with $q \geq 1$ states. Then, at the critical inverse temperature

$$\beta_c = \inf(\beta \mid \text{a.s. there exists an infinite cluster})$$

there is no infinite cluster.
However, this technique fails to prove this result for the wired measure, so in the wired case the question is still open. A partial answer for the case $s \leq \frac{3}{2}d$ is given by Aizenman and Fernández in [2]. Consider the Ising model with $s \leq \frac{3}{2}d$ when the interactions obey the reflection positivity condition (which is defined there). Denote by $M(\beta)$ the magnetization at inverse temperature $\beta$. Consider the critical exponent $\hat{\beta}$ such that

$$M(\beta) \sim |\beta - \beta_c|^{\hat{\beta}}$$

for $\beta$ near the critical value $\beta_c$. They proved that (under the above assumptions) $\hat{\beta}$ (as well as other critical exponents) exists and they showed that $\hat{\beta} = \frac{1}{2}$.

A corollary of Theorem 1.6 is

**Corollary 1.7.** Let $\{P_k\}_{k \in \mathbb{Z}^d}$ be nonnegative numbers s.t. $P_k = P_{-k}$ for every $k$ and s.t. $P_k \sim \|k\|_1^{-s}$ ($d < s < 2d$). Consider the Potts model with $q$ states on $\mathbb{Z}^d$, s.t. the interaction between $v$ and $u$ is $P_{v-u}$. At the critical temperature, the free measure is extremal.

Another consequence of the renormalization lemma is the following:

**Theorem 1.8.** Let $d > 1$ and let $\{P_k\}_{k \in \mathbb{Z}^d}$ be probabilities s.t. $P_k \sim \|k\|_1^{-s}$ for some $s < 2d$. Assume that the independent percolation model with $\{P_k\}$ has a.s. an infinite cluster. Then there exists $N$ s.t. the independent percolation model with probabilities

$$P'_k = \begin{cases} P_k & \|k\|_1 < N \\ 0 & \|k\|_1 \geq N \end{cases}$$

also has, a.s., an infinite cluster.

In [16], Meester and Steif prove the analogous result for supercritical arrays of exponentially decaying probabilities. It is still unknown whether the same statement is true for probabilities that decay faster than $\|k\|_1^{-s}$ ($s < 2d$) and slower than exponentially.

### 1.6 Random electrical networks

The proof of recurrence for the two-dimensional case involves some calculations on random electrical networks. In Section 4 we study such networks, and prove stability results for their recurrence. One of our goals in that section is:

**Theorem 1.9.** Let $G$ be a recurrent graph with bounded degree. Assign i.i.d conductances on the edges of $G$. Then, a.s., the resulting electrical network is recurrent.
In [18] Pemantle and Peres studied the analogous question for the transient case, i.e. under what conditions i.i.d. conductances on a transient graph would preserve its transience. They proved that it occurs if and only if there exists $p < 1$ s.t. an infinite cluster for (nearest-neighbor) percolation with parameter $p$ is transient.

Comparing the results indicates that recurrence is more stable than transience for this type of perturbation.

Section 4 is self-contained, i.e. it does not use any of the results proved in other sections.

\section{The transience proof}

In this section we give the proof that the $d$-dimensional long-range percolation cluster, with $d < s < 2d$, is a transient graph. Our methods use the idea of iterated renormalization for long-range percolation that was introduced in [17], where it was used in order to prove the following theorem:

\begin{theorem} \text{(Newman and Schulman, 1986)} \end{theorem}

Let $1 < s < 2$ be fixed, and consider an independent one-dimensional percolation model such that the bond between $i$ and $j$ is open with probability $P_{i-j} = \eta_s(\beta, |i-j|)$, where

$$\eta_s(\beta, k) = 1 - \exp(-\beta |k|^{-s}), \quad (2)$$

and each vertex is alive with probability $\lambda \leq 1$. Then for $\lambda$ sufficiently close to 1 and $\beta$ large enough, there exists, a.s., an infinite cluster.

In order to prove our results, we need the following definition and the following two renormalization lemmas:

\begin{definition} \text{We say that the cubes} \quad C_1 = v_1 + [0, N-1]^d \quad \text{and} \quad C_2 = v_2 + [0, N-1]^d

\quad \text{are} \quad k \quad \text{cubes away from each other} \quad \text{if} \quad \|v_1 - v_2\|_1 = Nk.\end{definition}

We will always use the notion of two cubes being $k$ cubes away from each other for pairs of cubes of the same size that are aligned on the same grid.

\begin{lemma} \text{Let} \quad \{P_k\}_{k \in \mathbb{Z}^d} \quad \text{be such that} \quad P_k = P_{-k} \quad \text{for every} \quad k, \quad \text{such that} \quad P_k > 0 \quad \text{for every} \quad k \in \mathbb{Z}^d \setminus \{0\}, \quad \text{and such that there exists} \quad d < s < 2d \quad \text{s.t.}

\quad \liminf_{\|k\|_1 \to \infty} \frac{P_k}{\|k\|_1^{-s}} > 0. \quad (3)\end{lemma}
Assume that the percolation model on $\mathbb{Z}^d$ with probabilities $\{P_k\}$ has, a.s., an infinite cluster.

Then, for every $\epsilon > 0$ and $\rho$ there exists $N$ such that with probability bigger than $1 - \epsilon$, inside the cube $[0, N - 1]^d$ there exists an open cluster that contains at least $\rho N^\frac{s}{2}$ vertices.

Lemma 2.3 shows that most of the cubes contain big clusters. We also want to estimate the probability that the clusters in two different cubes are connected to each other.

**Lemma 2.4.** Let $\{P_k\}_{k \in \mathbb{Z}^d}$ be such that $P_k = P_{-k}$ for every $k$, and such that there exists $d < s < 2d$ s.t.

$$\liminf_{\|k\|_1 \to \infty} \frac{P_k}{\|k\|^{-s}} > 0.$$ 

Let $k_0$ be s.t. if $\|k\|_1 > k_0$ then $P_k > 0$, and let

$$\gamma = \inf_{k > k_0} \frac{-\log(1 - P_k)}{\|k\|^{-s}} > 0.$$ 

Let $\rho > 2(2k_0)^d$, and let $N$ and $l$ be integers. Let $C_1$ and $C_2$ be cubes of side-length $N$, which are $l$ cubes away from each other. Assume further that $C_1$ and $C_2$ contain clusters $U_1$ and $U_2$, each of size $\rho N^\frac{s}{2}$. Then, the probability that there is an open bond between a vertex in the $U_1$ and a vertex in $U_2$ is at least $\eta^s(\gamma \rho^2, l)$ for $\zeta = 2^{-s-1}d^{-s}$.

In order to prove Lemma 2.3, we will need a few definitions as well as another lemma, Lemma 2.5 below, which is proved in Appendix A.

Let $M$ be a (large) integer, and let $1 < \xi < 2$. An **inhomogenous random graph** with size $M$ and parameter $\xi$, as defined in [4], is a set of particles $h_1, \ldots, h_k$ of masses $m(h_1), \ldots, m(h_k)$ such that $\sum_{i=1}^k m(h_i) = M$, such that for every $i \neq j$, there is a bond between the particles $h_i$ and $h_j$ with probability $\eta_k(m(h_i) \cdot m(h_j), M)$, and different bonds are independent of each other.

For a connected component $C$ in an inhomogenous random graph $H$, we say that its **mass** is $m(C) = \sum_{i:h_i \in C} m(h_i)$. For $\chi > 0$ and an inhomogenous random graph $H$, we define $N_\chi(H)$ to be the number of connected clusters in $H$ whose mass is greater than or equal to $\chi$.

**Lemma 2.5.** Let $1 < \xi < 2$, and let $\gamma < 1$ be such that

$$18\gamma > 16 + \xi.$$  (4)
There exists $\varphi = \varphi(\xi, \gamma) > 0$ and $M_0 = M_0(\xi, \gamma)$ such that for all $M > M_0$ and every inhomogenous random graph $H$ with size $M$ and parameter $\xi$,

$$P(N_{M\gamma}(H) \geq 2) < M^{-\varphi}.$$  

Proof of Lemma 2.3.  Let $s/d < \xi < 2$, and let $\gamma < 1$ be as in (1). Let $\varphi = \varphi(\xi, \gamma)$ be as in Lemma 2.5. Notice that by Theorem 1.3 ([9]) there is a unique infinite cluster. Choose

$$C_n = n^a \text{ and } D_n = n^{-b},$$

where

$$a > b > 1, \quad 2b < a(2d-s), \quad \text{and } (da-b)/da > \gamma. \quad (5)$$

Choose $\epsilon'$ s.t.

$$3\epsilon' \prod_{k=1}^{\infty} (1 + 3D_k) < \epsilon. \quad (6)$$

Such an $\epsilon'$ exists because the product in (6) converges.

Let

$$\lambda = \inf_{\|k\|_1 > 0} -\log(1 - P_k)/\|k\|_1^{-s}.$$  

Notice that since

$$\lim_{x \to 0} \frac{-\log(1 - x)}{x} = 1,$$

we get that $\lambda > 0$. By the choice of $\lambda$, for every $k$ we have that $P_k \geq \eta_k(\lambda, \|k\|_1)$.

Denote by $\alpha$ the density of the infinite percolation cluster. Let $M > \max(M_0, 2/\alpha)$ where $M_0$ is as in Lemma 2.5 be s.t. the following conditions hold:

1. with probability bigger than $1 - \epsilon'$ at least $\frac{1}{2}\alpha M^d$ of the vertices in $[0, M-1]^d$ are in the infinite cluster.

2. For every $n \geq 1$,

$$\frac{\alpha}{2} M((n-1)!)^{a-d-b} \geq [M(n!)^{da}]^\gamma. \quad (7)$$

3. For every $n \geq 1$,

$$\eta_{\xi} \left( 1, 2[M((n-1)!)^a]^{d} \right) \leq \eta_{\alpha}(\lambda, dM(n!)^a) \quad (8)$$

4. For every $n \geq 1$,

$$n^{2ad} < (M[(n-1)!]^a)^{\epsilon/2} \quad (9)$$
5. \[ M^{-d\varphi} < \epsilon' \] (10)

6. For every \( n \),
\[ \left[ M((n - 1)^a) \right]^{-d\varphi/2} \leq \epsilon'D_n. \] (11)

The existence of this \( M \) follows from the \((d\text{-dimensional})\) ergodic theorem as well as \((5)\) and the fact that \((8), (9), (10)\) and \((11)\) hold for all large enough \( M \). The infinite cluster is unique, so all of the percolating vertices in \([0, M - 1]^d\) will be connected to each other within some big cube containing \([0, M - 1]^d\). Let \( K \) be such that they are all connected inside \([-K, M + K - 1]^d\) with probability \( > 1 - \epsilon' \). We define a semi-cluster in a cube
\[ C = \prod_{i=1}^{d} [l_i M, (l_i + 1)M - 1] (l_i \in \mathbb{Z} \forall i) \]
to be a maximal (w.r.t. containment) set of vertices in the cube that is contained in a connected subset of the \( K \)-enlargement
\[ C_K = \prod_{i=1}^{d} [l_i M - K, (l_i + 1)M + K - 1]. \]
of the cube. We call a cube \( C \) alive if there is a unique semi-cluster in \( C \) of size larger than \( \frac{1}{2}\alpha M^d \). We now show that by the choice of \( M \) and \( K \), the probability that there is more than one semi-cluster of size larger than \( \frac{1}{2}\alpha M^d \) in \( C \) is less than \( \epsilon' \). Indeed, for every \( x, y \in C \), we have \( P_{x,y} > \eta_K(1, M^d) =: v_1 \). Therefore, we can sample the configuration \( \omega \) in two steps as follows: For every \( x, y \in C \), let \( P'_{x,y} \) be the value such that \( P'_{x,y} + v_1 = P_{x,y} \). We then sample \( \omega' \) as and independent configuration where the bond \((x, y)\) appears w.p. \( P'_{x,y} \) if \( x, y \in C \) and \( P_{x,y} \) otherwise. We then sample the configuration \( \omega'' \) as an i.i.d. \( v_1 \)-configuration on \( C \), and \( \omega := \omega' \cup \omega'' \). Then \( \omega \) has the required distribution (i.e. independent with probability \( P_{x,y} \) for the edge \((x, y)\) for all \( x \) and \( y \)). Now, for every two \( \omega' \)-semi-clusters, \( S_1 \) and \( S_2 \), the probability that they are connected in \( \omega \) is the probability that there is an \( \omega'' \) edge between them, which is \( \eta_K(|S_1|, |S_2|, M^d) \). Thus, the semi-clusters in \( \omega' \) are an inhomogeneous random graph, and by Lemma 2.5, the probability that there is more than one semi-cluster larger than \( \frac{1}{2}M^d \) is bounded by \( M^{-d\varphi} < \epsilon' \).

Therefore, a cube of side-length \( M \) is alive with probability at least \( 1 - 3\epsilon' \).
For \( k = 1, 2, \ldots \), let

\[
M_k = M \prod_{l=1}^{k} C_l = M[k!] \quad \text{and} \quad U_k = \frac{\alpha}{2} \prod_{j=1}^{k-1} D_j = \frac{\alpha}{2} [(k-1)!]^{-b}
\]

Note that \( M_1 = M \).

Let \( R \) be a number such that

\[
(MR + 2K)^d < 2(MR)^d.
\]  \( (12) \)

We want to renormalize to cubes of side length \( N = RM + K \). We cannot apply the renormalization argument from [17], because the events that two (close enough) cubes are alive are dependent. Thus, we use a different technique of renormalization:

Consider the \( M \)-sided cubes as first stage vertices. Then, take cubes of side-length \( C_1 \) of first stage vertices, and consider them as second stage vertices. Now, take cubes of side-length \( C_2 \) of second stage vertices and consider them as third stage vertices. Keep on taking cubes of side length \( C_n \) of \( n \)-stage vertices and consider them as \( n+1 \) stage vertices.

Choose \( R \) to be

\[
R = \prod_{n=1}^{L} C_n
\]

for \( L \) large enough for \((12)\) to hold.

We already have a notion of a first stage vertex being alive. Define inductively that an \( n \)-stage vertex is alive if at least \( D_n(C_n)^d \) of the \( (n-1) \)-stage vertices in it are alive, and every two of those vertices are attached to each other, i.e. there is an open bond between the big clusters in these \( n-1 \) stage vertices. Denote by \( \lambda_n \) the probability that an \( n \)-stage vertex is not alive. We want to bound \( \lambda_n \):

Denote by \( \phi_n \) the probability that there aren’t enough living \( (n-1) \)-stage vertices inside our \( n \)-stage vertex, and by \( \psi_n \) the probability that not every two of them are attached to each other. Then, \( \lambda_n \leq \phi_n + \psi_n \). Given \( \lambda_{n-1} \), the expected number of dead \( (n-1) \)-stage vertices in an \( n \)-stage vertex is \( \lambda_{n-1} C_n^d \). Therefore, by the Markov inequality,

\[
\phi_n \leq \frac{\lambda_{n-1}}{1 - D_n}.
\]

To estimate \( \psi_n \), again we use the same argument using Lemma 2.5. For every \( C_1 \) and \( C_2 \) of level \( n-1 \) vertices of distance bounded by \( C_n \), and every \( x, y \in C = C_1 \cup C_2 \), we have \( P_{x-y} > \eta_k(1, 2M_{n-1}^d) =: \nu_n \). Therefore, we can sample the configuration \( \omega \)
in two steps as follows: For every \( x, y \in C \), let \( P'_{x,y} \) be the value such that \( P'_{x,y} + v_nP'_{x,y} = P_{x-y} \). We then sample \( \omega' \) as and independent configuration where the bond \((x,y)\) appears w.p. \( P'_{x,y} \) if \( x, y \in C \) and \( P_{x-y} \) otherwise. We then sample the configuration \( \omega'' \) and and i.i.d. \( v_n \) configuration on \( C \), and \( \omega := \omega' \cup \omega'' \). Then \( \omega \) has the required distribution (i.e. independent with probability \( P_{x-y} \) for the edge \((x,y)\) for all \( x \) and \( y \)). Now, for every two \( \omega' \)-semi-clusters, \( S_1 \) and \( S_2 \), the probability that they are connected in \( \omega \) is the probability that there is an \( \omega'' \) edge between them, which is \( \eta(\vert S_1 \vert \cdot \vert S_2 \vert, M^d) \). Thus, the semi-clusters in \( \omega' \) are an inhomogeneous random graph, and by Lemma 2.5, the probability that there is more than one semi-cluster larger than \( U_nM^d_{n-1} \) is bounded by \( M^{-d\phi} \). However, if both \( C_1 \) and \( C_2 \) are alive and the big components in them are not connected to each other, then there are (at least) two semi-clusters in \( C \) which are larger than \( U_nM^d_{n-1} \). Therefore,

\[
\psi_n \leq P \left[ \exists c_1 \text{ and } c_2 \text{ in } [0, M_n]^d, \text{ alive and not connected} \right] \leq M^{-d\phi}(M^d_{n-1}) \leq M^{-d\phi/2} \leq \epsilon'D_n.
\]

By the choice of \( M \) and \( K \), and by the definition of \( \lambda_1 \), we see that \( \lambda_1 < 3\epsilon' \). In addition, for every \( n \),

\[
\lambda_n \leq \psi_n + \phi_n \leq \epsilon'D_n + \frac{\lambda_{n-1}}{1 - \lambda_{n-1}} \leq \epsilon'D_n + \lambda_{n-1}(1 + 2D_n) \leq (1 + 3D_n) \max(\lambda_{n-1}, \epsilon')
\]

Therefore, by induction, we get that for every \( n \)

\[
\lambda_n \leq 3\epsilon' \prod_{k=1}^{n} (1 + 3D_k),
\]

and so, for all \( n \),

\[
\lambda_n \leq \Theta \epsilon'
\]

where

\[
\Theta = 2 \prod_{k=1}^{\infty} (1 + 3D_k) < \infty.
\]

So, with probability at least \( 1 - \Theta \epsilon' > 1 - \epsilon \), we have a cluster of size

\[
\prod_{n=1}^{L} D_n(C_n)^d = \prod_{n=1}^{L} n^{\frac{da-b}{a}} = \left( \prod_{n=1}^{L} C_n \right)^{\frac{da-b}{a}} = R^{\frac{da-b}{a}}.
\]
This is larger than $2\rho R^{-s/2}$ if $L$ is large enough, because

$$\frac{da - b}{a} > \frac{s}{2}.$$ 

So, by (12), the lemma is proved for $N = RM + 2K$. \hfill \Box

**Proof of Lemma 2.4.** There are $\rho^2 N^s$ pairs of vertices $(v_1, v_2)$ s.t. $v_1 \in U_1$ and $v_2 \in U_2$. For every $v_1 \in U_1$ there are at most $(2k_0)^d < \frac{1}{2}\rho N^{\frac{d}{2}}$ vertices at distance smaller or equal to $k_0$ from $v_1$. So, at least half of the pairs $(v_1, v_2)$ satisfy $\|v_1 - v_2\|_1 > k_0$. All of the pairs satisfy $\|v_1 - v_2\|_1 \leq 2dN$. For a given pair $(v_1, v_2)$ s.t. $\|v_1 - v_2\|_1 > k_0$, the probability that there is no edge between $v_1$ and $v_2$ is bounded by $1 - \eta_s(\gamma, 2dN)$. So, the probability that there is no edge between $U_1$ and $U_2$ is bounded by

$$[1 - \eta_s(\gamma, 2dN)]^{\frac{1}{2}\rho^2 N^s} = \left[\exp(-\gamma(2dN)^{-s})\right]^{\frac{1}{2}\rho^2 N^s} = \exp(-\gamma(2dN)^{-s} \cdot \frac{1}{2}\rho^2 N^s) = \exp(-\frac{1}{2}(2d)^{-s}\gamma\rho^2 l^{-s}) = 1 - \eta_s(\zeta\gamma\rho^2, l).$$

We can now use Lemma 2.3 and Lemma 2.4 to prove the following extension of Theorem 1.5.

**Theorem 2.6.** Let $d \geq 1$, and let $\{P_k\}_{k \in \mathbb{Z}^d}$ be probabilities such that there exists $s < 2d$ for which

$$\liminf_{\|k\| \to \infty} \frac{P_k}{\|k\|_1^{-s}} > 0. \quad \text{(13)}$$

Then, if $\{P_k\}$ is percolating then there exists an $\epsilon > 0$ such that $\{P'_k = (1 - \epsilon)P_k\}$ is percolating too.

**Proof.** Let $\{P_k\}_{k \in \mathbb{Z}^d}$ be a percolating system that satisfies (13). Let $k_0$ and $\gamma$ be as in Lemma 2.4. Let, again, $\zeta = 2^{-s-1}d^{-s}$.

Let $\lambda < 1$, $\beta$ and $\delta > 0$ be such that a system in which every vertex is alive with probability $\lambda - \delta$ and every two vertices $x$ and $y$ are connected to each other with probability $\eta_s(\beta(1 - \delta), \|x - y\|_1)$ is percolating. For one dimension one can choose such $\lambda, \beta$ and $\delta$ by Theorem 2.1. For higher dimensions we may use the fact
that site-bond nearest neighbor percolation with high enough parameters has, a.s.,
an infinite cluster.

Let \( \rho > 2(2k_0)^d \) be s.t. \( \zeta \gamma \rho^2 \geq \beta \). By Lemma \[2.3\] there exists \( N \) s.t. a cube of side length \( N \) contains a cluster of size \( \rho N^{\frac{d}{2}} \) with probability bigger than \( \lambda \). A Cube that contains a cluster of size bigger or equal to \( \rho N^{\frac{d}{2}} \) will be considered alive. For \( \omega \leq 1 \), consider the system \( \{ P'_k = \omega P_k \} \). The probability that in the system \( \{ P'_k \} \) an \( N \)-cube is alive is a continuous function of \( \omega \). If we define \( k'_0 \) and \( \gamma' \) for \( \{ P'_k \} \) the same way we defined \( k_0 \) and \( \gamma \), then we get that \( k'_0 = k_0 \), and \( \gamma' \) is a continuous function of \( \omega \).

Choose \( \epsilon \) be so small that in the system \( \{ P'_k = (1 - \epsilon)P_k \} \) the probability of an \( N \)-cube to be alive is no less than \( \lambda - \delta \) and that \( \gamma' \geq (1 - \delta)\gamma \). Then, in the system \( \{ P'_k \} \), every \( N \)-cube is alive with probability bigger than \( \lambda - \delta \), and two cubes at distance \( k \) cubes from each other are connected with probability bigger than

\[
\eta_s(\zeta \gamma' \rho^2, k) = \eta_s((1 - \delta)\zeta \gamma \rho^2, k) \\
\geq \eta_s(\beta(1 - \delta), k).
\]

So, by the choice of \( \beta \), \( \lambda \) and \( \delta \), a.s. there is an infinite cluster in the system \( \{ P'_k \} \). \( \square \)

**Corollary 2.7.** Let \( d \geq 1 \), and let \( \{ P_k \}_{k \in \mathbb{Z}^d} \) be probabilities such that there exists \( s < 2d \) for which

\[
\liminf_{\|k\| \to \infty} \frac{P_k}{\|k\|^{-s}} > 0. \quad (14)
\]

If \( \{ P_k \} \) is critical, i.e. for every \( \epsilon > 0 \) the system \( \{(1 + \epsilon)P_k \} \) is percolating but the system \( \{(1 - \epsilon)P_k \} \) is not percolating, then \( \{ P_k \} \) is not percolating.

Lemma \[2.3\] also serves us in proving Theorem \[1.8\].

**Proof of Theorem 1.8.** Let \( \{ P_k \}_{k \in \mathbb{Z}^d} \) be such that

\[
\liminf_{\|k\| \to \infty} \frac{P_k}{\|k\|^{-s}} > 0
\]

for \( s < 2d \). Let \( k_0 \), \( \gamma \) and \( \zeta \) be as before. Let \( \epsilon \) and \( \rho > 2(2k_0)^d \) be s.t. site-bond nearest neighbor percolation s.t. every site is alive with probability \( 1 - \epsilon \) and every bond is open with probability \( \eta_s(\zeta \gamma \rho^2, 1) \) on \( \mathbb{Z}^d \) percolates. Let \( N \) be suitable for those \( \epsilon \) and \( \rho \) by Lemma \[2.3\]. Now, erase all of the bonds of length bigger than \( 4Nd \). Renormalize the space to cubes of side-length \( N \). By erasing only bonds of length \( > 4Nd \), we did not erase bonds that are either inside \( N \)-cubes, or between neighboring \( N \)-cubes. So, the renormalized picture still gives us site-bond percolation with probabilities \( 1 - \epsilon \) and \( \eta_s(\zeta \gamma \rho^2, 1) \), and therefore an infinite cluster exists a.s. \( \square \)
Returning to transience, we now prove that for large enough parameters $\beta$ and $\lambda$, the infinite cluster is transient. Later we will use Lemma 2.8 and Lemma 2.4 to reduce any percolating system (with $d < s < 2d$) to one with these large $\beta$ and $\lambda$.

**Lemma 2.8.** Let $d \geq 1$ and $d < s < 2d$. Consider the independent bond-site percolation model in which every two vertices, $i$ and $j$, are connected with probability $\eta_s(\beta, \|i - j\|_1)$, and every vertex is alive with probability $\lambda < 1$. If $\beta$ is large enough and $\lambda$ is close enough to 1, then (a.s.) the random walk on the infinite cluster is transient.

In order to prove Lemma 2.8, we need the notion of a renormalized graph: For a sequence $\{C_n\}_{n=1}^{\infty}$, we construct a graph whose vertices are marked $V_l(j_l, \ldots, j_1)$ where $l = 0, 1, \ldots$ and $1 \leq j_n \leq C_n$. For convenience, set $V_k(0, 0, \ldots, j_l, \ldots, j_1) = V_l(j_l, \ldots, j_1)$.

For $l \geq m$, we define $V_l(j_l, \ldots, j_m, u_{m-1}, \ldots, u_1)$ to be the set

$$\{V_l(j_l, \ldots, j_m, u_{m-1}, \ldots, u_1) | 1 \leq u_{m-1} \leq C_{m-1}, \ldots, 1 \leq u_1 \leq C_1\}.$$

**Definition 2.9.** A renormalized graph for a sequence $\{C_n\}_{n=1}^{\infty}$ is a graph whose vertices are $V_l(j_l, \ldots, j_1)$ where $l = 0, 1, \ldots$ and $1 \leq j_n \leq C_n$, such that for every $k \geq l > 2$, every $j_k, \ldots, j_{l+1}$ and every $u_l, u_{l-1}$ and $w_l, w_{l-1}$, there is an edge connecting a vertex in $V_k(j_k, \ldots, j_{l+1}, u_l, u_{l-1})$ and a vertex in $V_k(j_k, \ldots, j_{l+1}, w_l, w_{l-1})$.

One may view a renormalized graph as a graph having the following recursive structure: The $n$-th stage of the graph is composed of $C_n$ graphs of stage $(n-1)$, such that every $(n-2)$-stage graph in each of them is connected to every $(n-2)$-stage graph in any other. (A zero stage graph is a vertex).

**Lemma 2.10.** Under the conditions of Lemma 2.8, if $\beta$ and $\lambda$ are large enough, then a.s the infinite cluster contains a renormalized sub-graph with $C_n = (n + 1)^{2d}$.

**Proof.** We will show that with a positive probability 0 belongs to a renormalized sub-graph. Then, by ergodicity of the shift operator and the fact that the event $E = \{\text{There exists a renormalized sub-graph}\}$ is shift invariant we get $P(E) = 1$. In order to do that, we use the exact same technique used by Newman and Schulman in [17]:

Take

$$W_n = 2(n + 1)^2; \; \theta_n = 1 - \frac{n^{-1.5}}{2}; \; \lambda_n = 1 - \frac{(n + 1)^{-1.5}}{4}. \quad (15)$$

Renormalize $Z^d$ by viewing cubes of side-length $W_1$ as first stage vertices. (the original vertices will be viewed as zero-stage vertices). Then, take cubes of side-length $W_2$ of
first-stage vertices as second stage vertices, and continue grouping together cubes of side-length $W_n$ of $(n - 1)$-stage vertices to form $n$ stage vertices.

We now define inductively the notion of an (n-stage) vertex being alive: The notion of a zero-stage vertex being alive is given to us. A first-stage vertex is alive if at least $\theta_1 W_1^d$ of its vertices are alive, and they are all connected to each other. For every living first-stage vertex, we choose $C_1$ zero-stage vertices, and call them active. The active part of a first-stage vertex is the set of active zero-stage vertices in it. The active part of a living zero-stage vertex is the singleton containing the vertex.

We now define (inductively) simultaneously the notion of an $n$-stage vertex being alive, and of the active part of this vertex.

For $n \geq 2$, we say that an $n$-stage vertex $v$ is alive if:

(A) At least $\theta_n W_n^d$ of its vertices are alive, and

(B) If $i_1$ is a living $(n - 2)$-stage vertex that belongs to a living $(n - 1)$-stage vertex $i_2$ that belongs to $v$, and $j_1$ is a living $(n - 2)$-stage vertex that belongs to a living $(n - 1)$-stage vertex $j_2$ that belongs to $v$ then there exists an open bond connecting a zero-stage vertex in the active part of $i_1$ to a zero-stage vertex in the active part of $j_1$.

When choosing the active vertices, if the vertex that includes 0 is alive, we choose it to be active.

To define the active part: If $v$ is a living $n$-stage vertex, then we choose $C_n$ of its living $n - 1$-stage vertices to be active. The active part of $v$ is the union of the active parts of its active vertices. (notice that the active part is always a set of zero-stage vertices).

We denote the event that (A) occurs for the $n$-stage vertex containing 0 by $A_n$, and by $B_n$ we denote that (B) occurs for the $n$-stage vertex containing 0. $A_n(v)$ and $B_n(v)$ will denote the same event for the $n$-stage vertex $v$. Of course, $P(A_n) = P(A_n(v))$ and $P(A_n) = P(A_n(v))$ for every $v$. Further, we denote by $L_n(v)$ the event that the $n$-stage vertex $v$ is alive, and by $L_n$ the event that the $n$-stage vertex containing 0 is alive.

Let $v$ be an $n$-stage vertex. Given $A_n$ we want to estimate the probability of $B_n$.

We have at most

$$\left(\frac{(W_n W_{n-1})^d}{2}\right) < 4^d(n + 1)^{8d}$$

pairs of $(n - 2)$-vertices.

If $i_1$ and $i_2$ are living $(n - 2)$-stage vertices in $v$, then the distance between a
zero-stage vertex in $i_1$ and a zero-stage vertex in $i_2$ cannot exceed

$$\prod_{k=1}^{n} W_k = 2^n((n + 1)!)^2.$$

(17)

The size of the active part in $i_1$ (and in $i_2$), is

$$\prod_{k=1}^{n} W_k = ((n + 1)!)^{2d}$$

(18)

By (18) and (17), the probability that there is no open bond between $i_1$ and $i_2$ is bounded by

$$\exp\left(-\beta \cdot 2^{-ns}((n + 1)!)^{4d} - 2^{-2s}\right)$$

and by (16) we get

$$\mathbb{P}[B^c_{n+1}|A_n] \leq 4^d(n + 1)^{8d} \exp\left(-\beta \cdot 2^{-ns}((n + 1)!)^{4d-2s}\right)$$

(19)

Assume that $\beta > 1$. We may assume that because we deal with “large enough” $\beta$. By (19), there exists $n_0$ s.t. if $n > n_0$ then

$$\mathbb{P}[B^c_{n+1}|A_n] < e^{-n}.$$

(20)

We now want to prove the following claim:

**Claim 2.11.** There exists $n_1$ such that for every $n > n_1$, if $\mathbb{P}(L_n) \geq \lambda_n$ then $\mathbb{P}(L_{n+1}) \geq \lambda_{n+1}$.

**Proof.** Let $\psi = \mathbb{P}(L_n)$. First, we like to estimate $\mathbb{P}(A_{n+1})$. The event $A^c_{n+1}$ is the event that at least $(1 - \theta_{n+1})W^d_{n+1}$ vertices are dead. The number of dead vertices is a $(W^d_{n+1}, \psi)$ binomial variable, and by the induction hypothesis together with (15), $\psi < \frac{1}{2}(1 - \theta_{n+1})$. So, by large deviation estimates,

$$\mathbb{P}(A^c_{n+1}) \leq \exp\left(-\frac{\frac{1}{2}(1 - \theta_{n+1})W^d_{n+1}}{16}\right)$$

$$\leq \exp\left(-\frac{n^{2d-1.5}}{32}\right)$$

(21)
If \( n_1 > n_0 \), and is large enough, by (20) and (21),

\[
\begin{align*}
P(L_{n+1}^c) &\leq P(A_{n+1}^c) + P(B_{n+1}^c | A_{n+1}) \\
&\leq \exp \left( -\frac{n^{2d-1.5}}{32} \right) + e^{-n} \\
&\leq \frac{(n+1)^{-1.5}}{4} = 1 - \lambda_{n+1}
\end{align*}
\]

We can take \( \beta \) and \( \lambda \) so large that \( P(L_{n_1}) > \lambda_{n_1} \). But then, by Claim 2.11 for every \( n > n_1 \), \( P(L_n) > \lambda_n \). So, since the events \( L_n \) are positively correlated,

\[
P \left( \bigcap_{n=1}^{\infty} L_n \right) \geq \prod_{n=1}^{\infty} P(L_n) > 0
\]

So with positive probability, 0 is in an infinite cluster. The active part of the infinite cluster (i.e. the union of the active parts of the \( n \)-stage vertex containing 0 for all \( n \)) is a renormalized sub-graph of the infinite cluster that contains 0. \( \square \)

**proof of Lemma 2.8.** In view of Lemma 2.10 it suffices to show that for \( C_n = (n+1)^{2d} \), the renormalized graph is transient.

We build, inductively, a flow \( F \) from \( V_1(1) \) to infinity which has a finite energy. First, \( F \) flows \( C_1^{-1} \) mass from \( V_1(1) \) to each of

\[
\{ V_1(i) \}_{i=2}^{C_1}
\]

Now, inductively, assume that \( F \) distributes the mass among

\[
\{ V_n(i_1, ..., i_n) \mid 2 \leq i_k \leq C_k \}
\]

Then, for each \((n-1)\)-stage graph \( V_n(i), i \neq 1 \) and every \( n \)-stage graph \( V_{n+1}(j), j \neq 1 \), there are two vertices, \( p_{i,j}^{(n)} \in V_n(i) \) and \( q_{i,j}^{(n)} \in V_{n+1}(j) \) which are connected to each other by an open bond. (Notice that the vertices \( \{ p_{i,2}^{(n)}, ..., p_{i,C_{n+1}}^{(n)} \} \), as well as \( \{ q_{2,j}^{(n)}, ..., q_{C_{n+1},j}^{(n)} \} \) do not necessarily differ from each other). Inductively, we know how to flow mass from one vertex in \( V_n(i) \) to all of \( V_n(i) \). We can flow it backwards in the same manner to any desired vertex. Flow the mass so that it will be distributed equally among \( \{ p_{i,2}^{(n)}, ..., p_{i,C_{n+1}}^{(n)} \} \) (if a vertex appears twice, it will get a double portion). Now flow the mass from each \( p_{i,j}^{(n)} \) to the corresponding \( q_{i,j}^{(n)} \), and from \( q_{i,j}^{(n)} \) (again by
the inductive familiar way) we will flood \( V_{n+1}(j) \). Now, we bound the energy of the flow: \( E_n \). The maximal possible energy of the first \( n \) stages of the flow (i.e. the part of the flow which distributes the mass the origin to \( V_{n+1} \) and takes it backwards to \( \{ p_{i,j}^{(n+1)} \} \subset V_{n+1} \)) can be bounded by the energy of first \( n - 1 \) stages of the flow, plus:

(A) Flowing between \( p_{i,j}^{(n)} \) and \( q_{j,i}^{(n)} \): This will have energy of \( (C_n C_{n+1})^{-1} \).

(B) Flowing inside \( V_{n+1} \): the energy is bounded by \( E_{n-1} \).

So,

\[
E_n \leq \left( 1 + \frac{1}{C_{n-1}} \right) E_{n-1} + \frac{1}{C_n C_{n-1}}.
\]

The total energy is bounded by the supremum of \( \{ E_n \} \) which is finite because

\[
\sum_{n=1}^{\infty} \frac{1}{C_n} < \infty.
\]

\( \square \)

Let \( v \) be a vertex. The amount of flow that goes through \( v \) is defined to be \( f(v) = \frac{1}{2} \sum |f(e)| \) where the sum is taken over all of the edges \( e \) that have \( v \) as an endpoint. Then, we get a notion of the energy of the flow through the vertices, defined as

\[
\mathcal{E}_{\text{vertices}} = \sum_{v \text{ is a vertex}} f(v)^2.
\]

**Remark 2.12.** The same calculation as in Lemma 2.8 yields that not only the energy of the flow on the bonds is finite, but also the energy of the flow through the vertices.

This fact allows us to obtain the main goal of this section:

**Theorem 2.13.** Let \( d \geq 1 \), and let \( \{ P_k \}_{k \in \mathbb{Z}^d} \) satisfy:

(A) \( P_k = P_{-k} \) for every \( k \in \mathbb{Z} \).

(B) the independent percolation model in which the bond between \( i \) and \( j \) is open with probability \( P_{i-j} \) has, a.s., an infinite cluster.

(C) there exists \( d < s < 2d \) s.t.

\[
\liminf_{\|k\| \to \infty} \frac{P_k}{\|k\|^{-s}} > 0. \tag{22}
\]

(D)

\[
\sum_{k \in \mathbb{Z}^d} P_k < \infty.
\]

Then, a.s., a random walk on the infinite cluster is transient.
Proof. By (D), the degree of every vertex in the infinite cluster is finite, so the random walk is well defined.

Let $\beta$ and $\lambda$ be large enough for Lemma 2.8. Then, by Lemma 2.3, there exists $N$ such that after renormalizing with cubes of side-length $N$ we get a system whose connection probabilities dominate $\eta_{\beta, |i - j|}$, and the probability of a vertex to live is bigger than $\lambda$. By Lemma 2.8 there is a flow on this graph whose energy is finite. For the walk to be transient, the energy of the flow should also be finite inside the $N$-cubes. This is true because of Remark 2.12 and the fact that inside each $N$-cube there are no more than $\left(\frac{N^d}{2}\right)$ bonds.

one can look on other types of energy as well. For any $q$, we define the $q$-energy of a flow as in equation (1). Theorem 2.13 says that for every $\{P_k\}$ that satisfies conditions (A) through (D), there is a flow with finite 2-energy. Actually, one can say more:

**Theorem 2.14.** Let $\{P_k\}_{k \in \mathbb{Z}}$ be as in Theorem 2.13. Then, for every $q > 1$, there is a flow with finite $q$-energy on the infinite cluster.

**A sketch of the proof.** The proof is essentially the same as the proof of Theorem 2.13. We can construct a renormalized sub-graph of the infinite cluster with $C_n = (n+1)^kd$, for $k$ s.t. $k(q - 1) > 1$. We construct the flow the same way we did it in Lemma 2.8. The same energy estimation will now yield the required finiteness of the energy. Lemma 2.3 and Remark 2.12 are used the same way they were used in Theorem 2.13.

If we construct a renormalized graph with $C_n = 2^n$ (such a graph a.s. exists as a sub-graph of the infinite cluster), we get a flow whose $q$-energy is finite for every $q > 1$.

3 The recurrence proofs

In this section we prove the recurrence results. Unlike the transient case, here we give two different proofs - one for the one-dimensional case, and the other for the two-dimensional case. We begin with the easier one-dimensional case.

**Theorem 3.1.** Let $\{P_k\}_{k=1}^\infty$ be a sequence of probabilities s.t.:

(A) the independent percolation model in which the bond between $i$ and $j$ is open with probability $P_{|i-j|}$ has, a.s., an infinite cluster, and

(B) $\limsup_{k \to \infty} \frac{P_k}{k^{-2}} < \infty$. 
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Then, a.s., a random walk on the infinite cluster is recurrent.

The proof of the theorem relies on the Nash-Williams theorem, whose proof can be found in [19]:

**Theorem 3.2** (Nash-Williams). Let $G$ be a graph with conductance $C_e$ on every edge $e$. Consider a random walk on the graph such that when the particle is at some vertex, it chooses its way with probabilities proportional to the conductances on the edges that it sees. Let $\{\Pi_n\}_{n=1}^{\infty}$ be disjoint cut-sets, and Denote by $C_{\Pi_n}$ the sum of the conductances in $\Pi_n$. If

$$\sum_n C_{\Pi_n}^{-1} = \infty$$

then the random walk is recurrent.

In order to prove theorem 3.1, we need the following definition and three easy lemmas.

The following definition appeared originally in [3] and [17].

**Definition 3.3** (Continuum Bond Model). Let $\beta$ be s.t.

$$\int_0^1 \int_k^{k+1} \beta(x-y)^{-2}dydx > P_k$$

for every $k$. The continuum bond model is the two dimensional inhomogeneous Poisson process $\xi$ with density $\beta(x-y)^{-2}$. We say that two sets $A$ and $B$ are connected if $\xi(A \times B) > 0$.

Notice that by the definition 3.3, the probability that the interval $[i, i+1]$ is connected to $[j, j+1]$ in the continuum model is not smaller than the probability that $i$ is directly connected to $j$ in the original model. (By saying that a vertex is directly connected to an interval, we mean that there is an open bond between this vertex and some vertex in the interval.) So, we get:

**Claim 3.4.** Let $I$ be an interval. Let $M$ be the length of the shortest interval that contains all of the vertices that are directly connected to $I$ in the original model. Let $M'$ be the length of the smallest interval $J$ s.t. $\xi(I \times (\mathbb{R} - J)) = 0$. Then, $M'$ stochastically dominates $M$.

**Lemma 3.5.** (A) Under the conditions of Theorem 3.1, let $I$ be an interval of length $N$. Then, the probability that there exists a vertex of distance bigger than $d$ from the interval, that is directly connected to the interval, is $O\left(\frac{N}{d}\right)$.

(B) Consider the continuum bond model. Let $I$ be an interval of length $N$, and let $J$ be the smallest interval s.t. $\xi(I \times (\mathbb{R} - J)) = 0$. Then $P(|J| > d) = O\left(\frac{N}{d}\right)$. 20
Proof. (A) Let

$$\beta' = \sup_k \frac{P_k}{k^{-2}} < \infty.$$  

If \(v\) is at distance \(k\) from \(I\), then the probability that \(d\) is directly connected to \(I\) is bounded by

$$\beta' \sum_{k=d}^{d+N} k^{-2} < \frac{\beta'N}{d^2}$$

So, the probability that there is a vertex of distance bigger than \(d\) that is directly connected to \(I\) is bounded by

$$\sum_{k=d}^{\infty} \frac{\beta'N}{k^2} = O\left(\frac{N}{d}\right)$$

(B) is proved exactly the same way. \(\square\)

**Lemma 3.6.** Under the same conditions, and again letting \(I\) be an interval of length \(N\), the expected number of open bonds exiting \(I\) is \(O(\log N)\). There is a constant \(\gamma\), s.t. the probability of having more than \(\gamma \log N\) open bonds exiting \(I\) is smaller than 0.5.

Proof. Again, let

$$\beta' = \sup_k \frac{P_k}{k^{-2}} < \infty.$$  

The expected number of open bonds exiting \(I\) is

$$\sum_{v \in I, u \notin I} P(v \leftrightarrow u) \leq \beta' \sum_{v \in I, u \notin I} (u - v)^{-2}$$

$$= 2\beta' \sum_{i=1}^{N} \sum_{k=i}^{\infty} k^{-2}$$

$$\leq 4\beta' \sum_{i=1}^{N} \frac{1}{i}$$

$$= O(\log N).$$

Let \(C\) be s.t. the expected value is less than \(C \log N\) for all \(n\). For any \(\gamma > 2C\), by Markov’s inequality, the probability that more than \(\gamma \log N\) open bonds are exiting \(I\) is smaller than 0.5. \(\square\)
Lemma 3.7. Let $A_i$ be independent events s.t. $P(A_i) \geq 0.5$ for every $i$. Then, a.s.,

$$\sum_{i=1}^{\infty} \frac{1_{A_n}}{n} = \infty$$

Proof. Let

$$U_k = \sum_{i=2^k}^{2^{k+1}-1} \frac{1_{A_i}}{i}$$

Then,

$$U_k \geq 2^{-(k+1)} \sum_{i=2^k}^{2^{k+1}-1} 1_{A_i} \quad (23)$$

The variables $U_k$ are independent of each other, and by (23), for every $k$ we have $P(U_k > 0.25) > 0.5$. Therefore,

$$\sum_{n=1}^{\infty} \frac{1_{A_n}}{n} = \sum_{k=0}^{\infty} U_k = \infty$$

a.s. \qed

Proof of theorem 3.1. We will show that with probability 1, the infinite cluster satisfies the Nash-Williams condition. Let $I_0$ be some interval. We define $I_n$ inductively to be the smallest interval that contains all of the vertices that are connected directly to $I_{n-1}$. Denote

$$D_n = \frac{|I_{n+1}|}{|I_n|}.$$ 

The edges exiting $I_{n+1}$ are stochastically dominated by the edges exiting an interval of length $|I_{n+1}|$. (without the restriction that no edge starting at $I_n$ exits $I_{n+1}$). Furthermore, given $I_n$ the edges exiting $I_{n+1}$ are independent of those exiting $I_n$. Let $\{U_n\}_{n=1}^{\infty}$ be independent copies of the continuum bond model. Then, by Claim 3.4 $D_n$ is stochastically dominated by the sequence $D'_n = \frac{|I'_{n+1}|}{|I'_n|}$, where $I'_{n+1}$ is the smallest interval s.t. $\mathbb{R} - I'_{n+1}$ is not connected to the copy of $I_n$ in $U_n$.

The variables $D'_n$ are i.i.d. Therefore, by Lemma 3.5 the sequence $\{\log(D_n)\}$ is dominated by a sequence of i.i.d. variables $d_n = \log(D'_n)$, which satisfy $E(d_n) < M$. Let $\Pi_n$ be the set of bonds exiting $I_n$. Then, $\{\Pi_n\}_{n=1}^{\infty}$ are disjoint cut-sets. Given
the intervals \( \{I_n\}_{n=1}^N \), the set \( \Pi_N \) is independent of \( \{\Pi_n\}_{n=1}^{N-1} \). Now, independently for each \( n \), by Lemma 3.6 with probability bigger than 0.5,

\[
|\Pi_N| < \gamma \sum_{n=1}^N d_n. \tag{24}
\]

By the strong law of large numbers, with probability 1, for all large enough \( N \),

\[
\sum_{n=1}^N d_n < 2MN. \tag{25}
\]

Combining (24), (25) and Lemma 3.7, we get that the Nash-Williams condition is a.s. satisfied.

We now work on the two-dimensional case. Our strategy in this case will be to project the long bonds on the short ones. That is, for every open long bond we find a path of nearest-neighbor bonds s.t. the end points of the path are those of the original long bond. Then, we erase the long bond, and assign its conductance to this path. In order to keep the conductance of the whole graph, if the path is of length \( n \), we add \( n \) to the conductance of each of the bonds involved in it. To make the discussion above more precise, we state it as a lemma.

**Lemma 3.8.** Let \( s > 3 \) and let \( P_{i,j} \) be a sequence of probabilities, such that

\[
\limsup_{i,j \to \infty} \frac{P_{i,j}}{(i + j)^{-s}} < \infty.
\]

Consider a shift invariant percolation model on \( \mathbb{Z}^2 \) on which a bond between \((x_1, y_1)\) and \((x_2, y_2)\) is open with marginal probability \( P_{|x_1-x_2|,|y_1-y_2|} \). Assign conductance 1 to every open bond, and 0 to every closed one. Call this electrical network \( G_1 \). Now, perform the following projection process: for every open long (i.e. not nearest-neighbor) bond \((x_1, y_1), (x_2, y_2)\) we

(A) erase the bond, and

(B) to each nearest neighbor bond in \([(x_1, y_1), (x_1, y_2)] \cup [(x_1, y_2), (x_2, y_2)]\) increase the conductance by \(|x_1 - x_2| + |y_1 - y_2|\).

We call this new electrical network \( G_2 \). Then

(I) A.s. all of the conductances in \( G_2 \) are finite.

(II) The effective conductance of \( G_2 \) is bigger or equal to that of \( G_1 \).

(III) The distribution of the conductance of an edge in \( G_2 \) is shift invariant.
If \( s > 4 \) then the conductance of an edge is in \( L^1 \).

If \( s = 4 \) then the conductance \( C_e \) of an edge has a Cauchy tail, i.e. there is a constant \( \chi \) such that \( \Pr(C_e > n\chi) \leq n^{-1} \) for every \( n \).

To complete the picture, we need the following theorem about random electrical networks on \( \mathbb{Z}^2 \). The theorem is proved in the next section.

**Theorem 3.9.** Let \( G \) be a random electrical network on the nearest neighbor bonds of the lattice \( \mathbb{Z}^2 \), such that all of the edges have the same conductance distribution, and this distribution has a Cauchy tail. Then, a.s., a random walk on \( G \) is recurrent.

Lemma 3.8 and Theorem 3.9 imply the following theorem:

**Theorem 3.10.** Let \( s \geq 4 \) and let \( P_{i,j} \) be probabilities, such that

\[
\limsup_{i,j \to \infty} \frac{P_{i,j}}{(i+j)^{-s}} < \infty. \tag{26}
\]

Consider a shift invariant percolation model on \( \mathbb{Z}^2 \) on which the bond between \((x_1, y_1)\) and \((x_2, y_2)\) is open with marginal probability \( P_{|x_1-x_2|,|y_1-y_2|} \). If there exists an infinite cluster, then the random walk on this cluster is recurrent.

**Proof.** The case \( s = 4 \) follows directly from 3.8 and Theorem 3.9. For the case \( s > 4 \), notice that if (26) holds for some \( s > 4 \), then it holds for \( s = 4 \) too. \( \square \)

**proof of Lemma 3.8.** (I): We calculate the expected number of bonds that are projected on the edge \((x, y), (x, y + 1)\): W.l.o.g, the projected bond starts at some \((x, y_1 \leq y)\), continues through \((x, y_2 \geq y + 1)\), and ends at some \((x_1, y_2)\). The expected number will be

\[
2 \sum_{y_1 \leq y, y_2 \geq y+1, x_1} P_{|y_2-y_1|,|x_1-x|} \leq 4M \sum_{j \leq 0, k \geq 1, h \geq 0} (k-j+h)^{-s} \\
\leq 4M \sum_{l>0, h \geq 0} (l+h)^{1-s} \\
\leq 4M \sum_{l>0} (l)^{2-s} < \infty,
\]

where

\[
M = \sup_{i,j} \frac{P_{i,j}}{(i+j)^{-s}} < \infty.
\]
and therefore (I) is true.

(II) let $E$ be a bond which is projected on a path of length $n$. $E$ has conductance 1, and is therefore equivalent to a sequence of $n$ edges with conductance $n$ each. So, Divide $E$ that way. By identifying the endpoints of these edges with actual vertices of the lattice, we only increase the effective conductance of the network. (III) is trivial.

(IV) and (V) follow from the same calculation performed in the proof of (I). □

4 Random electrical networks

In this section we discuss random electrical networks. We have two main goals in this section:

**Theorem 3.9.** Let $G$ be a random electrical network on the lattice $\mathbb{Z}^2$, such that all of the edges have the same conductance distribution, and this distribution has a Cauchy tail. (Notice that we do not require any independence). Then, a.s., a random walk on $G$ is recurrent.

and

**Theorem 1.9.** Let $G$ be a recurrent graph with bounded degree. Assign i.i.d. conductances on the edges of $G$. Then, a.s., the resulting electrical network is recurrent.

Notice that if in Theorem 3.9 we don’t require a Cauchy tail, then the network might be transient. A good example would be the projected two-dimensional long-range percolation with $3 < s < 4$ (See Lemma 3.8).

First, we prove Theorem 3.9, which is important for the previous section. We need the following lemma, which sets some bound for the sum of random variables with a Cauchy tail:

**Lemma 4.1.** Let $\{f_i\}_{i=1}^{\infty}$ be identically distributed positive random variables that have a Cauchy tail. Then, every $\epsilon$ has $K$ and $N$ such that if $n > N$, then

$$\Pr \left( \frac{1}{n} \sum_{i=0}^{n} f_i > K \log n \right) < \epsilon.$$

**Proof.** $f_i$ has a Cauchy tail, so there exists $C$ such that for every $n$,

$$\Pr(f_i > n) < \frac{C}{n}.$$

Let $M > \frac{2}{\epsilon}$ be a large number. Let $N$ be large enough that $CN^{1-M} < \frac{1}{2} \epsilon$. Choose
\( n > N \), and let \( g_i = \min(f_i, n^M) \) for all \( 1 \leq i \leq n \). Then,
\[
P \left( \frac{1}{n} \sum_{i=1}^{n} f_i \neq \frac{1}{n} \sum_{i=1}^{n} g_i \right) \leq n \cdot P(f_1 \neq g_1) \\
\leq Cn^{1-M} < \frac{1}{2}. 
\]

\( E(g_i) \leq CM \log n \), and \( g_i \) is positive. Therefore, by Markov’s inequality, if we take \( K = CM^2 \), then
\[
P \left( \frac{1}{n} \sum_{i=1}^{n} g_i > K \log n \right) < CM \log n \cdot \frac{1}{CM^2 \log n} = \frac{1}{M} < \frac{1}{2}. 
\]
and so
\[
P \left( \frac{1}{n} \sum_{i=1}^{n} f_i > K \log n \right) < \epsilon. 
\]

We use another lemma:

Lemma 4.2. Let \( A_n \) be a sequence of events such that \( P(A_n) > 1 - \epsilon \) for every \( n \), and let \( \{a_n\}_{n=1}^{\infty} \) be a sequence s.t.
\[
\sum_{n=1}^{\infty} a_n = \infty. 
\]
Then, with probability at least \( 1 - \epsilon \),
\[
\sum_{n=1}^{\infty} 1_{A_n} \cdot a_n = \infty. 
\]

Proof. It is enough to show that for any \( M \),
\[
P \left( \sum_{n=1}^{\infty} 1_{A_n} \cdot a_n < M \right) \leq \epsilon. 
\]
Assume that for some \( M \) this is false. Define \( B_M \) to be the event
\[
B_M = \left\{ \sum_{n=1}^{\infty} 1_{A_n} \cdot a_n < M \right\}. 
\]
Since $P(B_M) > \epsilon$, we know that there exists $\delta > 0$ such that $P(A_n|B_M) > \delta$ for all $n$. Therefore,

$$E \left( \sum_{n=1}^{\infty} 1_{A_n} \cdot a_n | B_M \right) \geq \delta \sum_{n=1}^{\infty} a_n = \infty,$$

which contradicts the definition of $B_M$. \hfill \Box

Now, we can prove Theorem 3.9.

Proof of theorem 3.9. Let $G$ be a random electrical network on the lattice $\mathbb{Z}^2$, such that all of the edges have the same conductance distribution, and this distribution has a Cauchy tail.

Define the cutset $\Pi_n$ to be the set of edges exiting the square $[-n,n] \times [-n,n]$. We want to estimate

$$\sum_n C_{\Pi_n}^{-1}.$$

Let $\epsilon > 0$ be arbitrary. Let $e_n(i)$ be the $i$-th edge (out of $(8n+4)$) in $\Pi_n$. By Lemma 4.1, there exist $K$ and $N$, such that for every $n > N$, we have

$$P \left( \sum_{i=1}^{8n+4} C(e_n(i)) \leq Kn \log n \right) > 1 - \epsilon. \tag{27}$$

Call the event in equation (27) $A_n$. Set $a_n = \left( K n \log n \right)^{-1}$ for $n = N, ..., \infty$. Now,

$$\sum_n C_{\Pi_n}^{-1} \geq \sum_{n=N}^{\infty} 1_{A_n} \cdot a_n.$$

By the definition of $\{a_n\}$,

$$\sum_{n=N}^{\infty} a_n = \infty.$$

On the other hand, $P(A_n) > 1 - \epsilon$ for all $n$. So, by Lemma 4.2

$$P \left( \sum_n C_{\Pi_n}^{-1} = \infty \right) \geq 1 - \epsilon.$$

Since $\epsilon$ is arbitrary, we get that a.s.

$$\sum_n C_{\Pi_n}^{-1} = \infty.$$

\hfill \Box
Now, we turn to prove Theorem 1.9. First, we need a lemma:

Lemma 4.3 (Yuval Peres). Let $G$ be a recurrent graph, and let $C_e$ be random conductances on the edges of $G$. Suppose that there exists $M$ such that $\mathbf{E}(C_e) < M$ for each edge $e$. Then, a.s., $G$ with the conductances $\{C_e\}$ is a recurrent electrical network.

Proof. Let $v_0 \in G$, and let $\{G_n\}$ be an increasing sequence of finite sub-graphs of $G$, s.t. $v_0 \in G_n$ for every $n$ and s.t. $G = \cup_{n=1}^{\infty} G_n$. By the definition of effective conductance,

$$\lim_{n \to \infty} C_{\text{eff}}(G_n) = C_{\text{eff}}(G) = 0.$$ 

Let $X_n$ be the space of functions $f$ s.t. $f(v_0) = 1$ and $f(u) = 0$ for every $u \in G - G_n$. We know that

$$C_{\text{eff}}(G_n) = \inf_{f \in X_n} \sum_{(v,w) \text{ is an edge in } G} (f(v) - f(w))^2.$$ 

If we denote by $H$ (resp. $H_n$) the electrical network of the graph $G$ (resp. $G_n$) and conductances $C_e$, then

$$C_{\text{eff}}(H_n) = \inf_{f \in X_n} \sum_{(v,w) \text{ is an edge in } G} C_{v,w}(f(v) - f(w))^2.$$ 

Let $f \in X_n$. Denote $G_n(f)$ for

$$\sum_{(v,w) \text{ is an edge in } G} (f(v) - f(w))^2$$ 

and $H_n(f)$ for

$$\sum_{(v,w) \text{ is an edge in } G} C_{v,w}(f(v) - f(w))^2.$$ 

There exists an $f \in X_n$ such that $G_n(f) = C_{\text{eff}}(G_n)$. Since $\mathbf{E}(H_n(f)) < MG_n(f)$, we get that

$$\mathbf{E}(C_{\text{eff}}(H_n)) \leq M(C_{\text{eff}}(G_n)).$$

So, by Fatou’s lemma,

$$\mathbf{E}(C_{\text{eff}}(H)) \leq \lim_{n \to \infty} \mathbf{E}(C_{\text{eff}}(H_n)) \leq M \lim_{n \to \infty} (C_{\text{eff}}(G_n)) = 0,$$

and therefore $C_{\text{eff}}(H) = 0$ a.s. \qed
Now we can prove Theorem 1.9. The main idea is to change the conductances in a manner that will not decrease the effective conductance, but after this change, the conductances will have bounded expectations (although they might be dependent).

**Proof to Theorem 1.9.** Let $G$ be a recurrent graph, and let $d$ be the maximal degree in $G$. Let $\{C_e\}_{e \text{ is an edge in } G}$ be i.i.d. non-negative variables, and let $H$ be the electrical network defined on the graph $G$ with the conductances $\{C_e\}$. We want to prove that with probability one $H$ is recurrent. Let $M$ be so large that

$$P(C_e \geq M) < \frac{1}{d^5}.$$  

We introduce some notation: edges whose conductances are bigger than $M$ will be called *bad* edges. Vertices which belong to bad edges will also be called bad. We look at connected clusters of bad edges. Edges that are good but have at least one bad vertex, will be called *boundary* edges.

By the choice of $M$, the sizes of the clusters of bad edges are dominated by subcritical Galton-Watson trees. Define a new network $H'$ as follows: Let $U(e)$ be the connected component to which $e$ belongs (if $e$ is bad) or to which $e$ is attached (if it is a boundary edge). If $e$ is in the boundary of two components, then we take $U(e)$ to be their union. For a bad or boundary $e$, the new conductance will be $2M \cdot (\#U(e) + \#\partial U(e))^2$, where $\#$ measures the number of edges. If $e$ is a good edge then its conductance is unchanged. The size of the connected cluster satisfies

$$P(\#U(e) + \#\partial U(e) > n) = o(n^{-4}).$$  

Therefore, the expected values of the conductances of the edges are uniformly bounded, so by Lemma 4.3 $H'$ is recurrent. All we need to prove is that the effective resistance of $H'$ is not bigger than that of $H$: Let $F$ be a flow, and let $U$ be a connected component of bad edges in $G$. The energy of $F$ on $U$ in the network $H$ will be

$$\mathcal{E}_{U,F}(H) = \sum_{e \in U \cup \partial U} \frac{F_e^2}{C_e} \geq \sum_{e \in \partial U} \frac{F_e^2}{C_e} \geq \sum_{e \in \partial U} \frac{F_e^2}{M}.$$  

For every $e$ in $U \cup \partial U$, the flow $F_e$ is smaller than

$$\sum_{e' \in \partial U} |F_{e'}|,$$  

so

$$F_e^2 \leq \#\partial U \cdot \sum_{e' \in \partial U} F_{e'}^2 \leq M \cdot \#\partial U \cdot \mathcal{E}_{U,F}(H).$$
Therefore,
\[
\mathcal{E}_{U,F}(H') = \sum_{e \in U \cup \partial U} \frac{F_e^2}{2M \cdot (\#U + \#\partial U)^2} \leq (\#U + \#\partial U) \frac{M \cdot \#\partial U \cdot \mathcal{E}_{U,F}(H)}{2M \cdot (\#U + \#\partial U)^2} \leq \mathcal{E}_{U,F}(H).
\]

Thus, by Thomson’s theorem (see [19]), the effective resistance of \(H'\) is not bigger than that of \(H\), and we are done.

5 Critical behavior of the free long-range random cluster model

We return to the critical behavior. Our goal in this section is to prove Theorem 1.6 and Corollary 1.7. We begin with the following extension of Theorem 1.6:

**Theorem 5.1.** Let \(d < s < 2d\) and let \(\{P_k\}_{k \in \mathbb{Z}^d}\) be nonnegative numbers such that \(\forall k (\langle P_k = P_{-k} \rangle\) and

\[
\liminf_{\|k\| \to \infty} \frac{P_k}{\|k\|^s} > 0.
\]

Let \(\beta > 0\), and consider the infinite volume limit of the free random cluster model with probabilities \(1 - e^{-\beta P_k}\) and with \(q \geq 1\) states. Then, a.s., at

\[
\beta_c = \inf(\beta \mid \text{a.s. there exists an infinite cluster})
\]

there is no infinite cluster.

We need the following extension of Lemma 2.3:

**Lemma 5.2.** Let \(d \geq 1\). Consider an ergodic (not necessarily independent) percolation model on \(\mathbb{Z}^d\) which satisfies

\[
P(i \leftrightarrow j | B_{i,j}) \geq P_{i-j}
\]

Where \(i \leftrightarrow j\) denotes the event of having an open bond between \(i\) and \(j\), and \(B_{i,j}\) is the \(\sigma\)-field created by all of the events \(\{i' \leftrightarrow j'\}_{(i',j') \neq (i,j)}\). Assume further that:

(A) The distribution has the FKG property.
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(B) A.s. there is a unique infinite cluster.
(C) There exists $d < s < 2d$ s.t.
\[
\liminf_{\|k\| \to \infty} \frac{P_k}{\|k\|^{-s}} > 0.
\]
Then, for every $\epsilon > 0$ and $\rho$ there exists $N$ such that with probability bigger than $1 - \epsilon$, inside the cube $[0, N - 1]^d$ there exists an open cluster which contains at least $\rho N^{\frac{s}{d}}$ vertices.

Lemma 5.2 is proved exactly the same way as Lemma 2.3. Lemma 5.2 is valid for the free random cluster model measure considered in Theorem 5.1. We can use Lemma 5.2 to prove the following:

**Lemma 5.3.** Let $d < s < 2d$ and let $\{P_k\}_{k \in \mathbb{Z}^d}$ be nonnegative numbers such that $\forall_k(P_k = P_{-k})$ and
\[
\liminf_{\|k\| \to \infty} \frac{P_k}{\|k\|^{-s}} > 0. \tag{30}
\]
Let $\beta > 0$, and consider the infinite volume limit of the free random cluster model with probabilities $1 - e^{-\beta P_k}$. Assume that, a.s., there is an infinite cluster. Then, for every $\epsilon$ and $\rho$ there is an $N$ such that given the the values (open or closed) of all of the edges that have at least one end point out of $[0, N - 1]^d$, the probability of having an open cluster of size $\rho N^{\frac{s}{d}}$ within $[0, N - 1]^d$ is larger than $1 - \epsilon$.

**Proof.** The proof follows the guideline of the proof of Lemma 2.3. Choose $\epsilon'$ and $\theta$, and let $M$ be s.t. by Lemma 5.2 with probability larger than $1 - \epsilon'$ there exists an open cluster of size $\sqrt{\theta} M^{\frac{s}{d}}$ inside $[0, M - 1]^d$. Let $K$ be s.t. this probability is larger than $1 - 2\epsilon'$ even if all of the edges with at least one endpoint out of $[-K, K + M - 1]^d$ are closed. Such $K$ exists because the free measure on $\mathbb{Z}^d$ is the limit of the free measures on $[-K, K + M - 1]^d$ when $K$ tends to infinity. Now, let $R$ be a large number. Assume that all of the edges with (at least) one endpoint out of $[-K, RM + K - 1]^d$ are closed. For a cube $C = \prod_{j=1}^{d} [l_iM, (l_i + 1)M - 1]$ $0 \leq l_i \leq R - 1$ in $[-K, RM + K - 1]^d$, the probability of the cube to be alive, i.e. to have an open cluster of size $\sqrt{\theta} M^{\frac{s}{d}}$ is larger than $1 - 2\epsilon'$ (because of domination). The probability that there exists an open bond between two living cubes that are $k$ cubes away from each other is larger than $\eta_k(\frac{\theta}{r}, k)$. Now, we can proceed exactly as in the proof of Lemma 2.3. With $\epsilon'$, $\theta$ and $R$ properly chosen, the lemma is proved. \qed
Now, we can prove Theorem 5.1.

**Proof of Theorem 5.1.** Let \( \{P_k\}_{k \in \mathbb{Z}^d} \) be such that for every \( k \), \( P_k = P_{-k} \) and such that
\[
\kappa = \liminf_{\|k\| \to \infty} \frac{P_k}{\|k\|^{-s}} > 0.
\]

Let \( \beta \) be s.t. for the Random Cluster Model with interactions \( \{P_k\} \) and inverse temperature \( \beta \) there exists, a.s., an infinite cluster. What we need to show is that there exists an \( \epsilon > 0 \) s.t. there exists an infinite cluster at inverse temperature \( \beta - \epsilon \).

For every \( a \) and \( b \) consider the independent percolation model \( I(a, b, s) \) where every vertex exists with probability \( a \) and two vertices \( x \) and \( y \) are attached to each other with probability \( 1 - e^{-b|x-y|^s} \). Let \( \gamma, \lambda \) and \( \delta \) be s.t. in \( I(\lambda - \delta, \gamma - \delta, s) \) there exists, a.s., an infinite cluster.

Let \( N \) be so large that by Lemma 5.3 with probability larger than \( \lambda \) there exists a cluster of size \( \rho N^{\frac{1}{2}} \) inside \([0, N-1]^d\), where the probability is with respect to the free measure on \([0, N-1]^d\), and \( \rho \) is s.t.
\[
\frac{\rho^2}{2q} > \gamma. \tag{31}
\]

By the choice of \( \rho \) we get that the probability of having an open bond between clusters of size \( \rho N^{\frac{1}{2}} \) that are located in the cubes at \( Nx \) and \( Ny \) is (no matter what happens in any other bond) at least \( 1 - e^{-\gamma \|x-y\|^s} \).

Now, let \( \epsilon > 0 \) be s.t. in inverse temperature \( \beta - \epsilon \) the probability of having this big cluster is larger than \( \lambda - \delta \), and the probability of having an open bond is larger than \( e^{(\gamma - \delta)\|x-y\|^s} \). Such \( \epsilon \) exists, because the probability of any event in a finite random cluster model is a continuous function of the (inverse) temperature. When considering the renormalized model in inverse temperature \( \beta - \epsilon \), it dominates \( I(\lambda - \delta, \gamma - \delta, s) \), and therefore has an infinite cluster.

We can now restate and prove Corollary 1.7.

**Corollary 1.7.** Let \( \{P_k\}_{k \in \mathbb{Z}^d} \) be nonnegative numbers s.t. \( P_k = P_{-k} \) for every \( k \) and s.t. \( P_k \sim \|k\|^{-s} \) \((d < s < 2d)\). Consider the Potts model with \( q \) states on \( \mathbb{Z}^d \), s.t. the interaction between \( v \) and \( u \) is \( P_{v-u} \). At the critical temperature, the free measure is extremal.

**Proof of Corollary 1.7.** Recall the following construction of a configuration of the free measure of the Potts model: choose a configuration of the free measure of the Random Cluster model, and color each of the clusters by one of the \( q \) states. The states of
different clusters are independent of each other. By Theorem \ref{thm:infinite_cluster}, there is no infinite cluster at the critical temperature. Therefore, for every $n$ and $\epsilon$ there exists $K$ s.t. with probability $1 - \epsilon$ for every $x$ s.t. $\|x\|_1 \leq n$ and $y$ s.t. $\|y\|_1 \geq K$, $x$ and $y$ belong to distinct clusters.

Therefore, for the Potts model, there is an event $E$ of probability bigger than $1 - \epsilon$ s.t. given $E$, the coloring of $\{x : \|x\|_1 \leq n\}$ is independent of the coloring of $\{y : \|y\|_1 \geq K\}$. Therefore, the tail $\sigma$-field

$$\bigcap_{K=1}^{\infty} \sigma(v \text{ s.t. } \|v\|_1 > K)$$

is trivial, and therefore the measure is extremal.

\section{Remarks and problems}

Many more questions can be asked about these clusters. One example is the volume growth rate. It can be shown that the growth of the infinite cluster is not bigger than exponential with the constant

$$\sum_{k \in \mathbb{Z}^d} P_k.$$ 

In the case $d < s < 2d$, The growth can be bounded from below by $\exp(n^{\phi(s)})$, for $\phi(s) = \log_2(2d/s) - \epsilon$. This can be proved as follows: if $\beta$ is large enough, then in the proof of Theorem \ref{thm:cluster_volume}, we may take $C_n = \exp(2^{\phi(s) \cdot n})$. Then, the $n$-th degree cluster contains

$$\prod_{k < n} C_k,$$ 

vertices, while its diameter is at most $2^n$. This gives a lower bound of $\exp(n^{\phi(s)})$ for the growth. If $\beta$ is not so large, then by using Lemma \ref{lem:lower_bound}, we can make it large enough.

In the case $s = 2d$, the volume growth rate is subexponential (see \cite{6}). In the case $s < 2d$ it is not known. So, we get a few questions on the structure of the infinite cluster.

\textbf{Question 6.1.} What is the volume growth rate of the infinite clusters of super-critical long-range percolation with $d < s < 2d$? Is it exponential?

\textbf{Question 6.2.} How many times do two independent random walks paths on the infinite cluster of long-range percolation intersect?
Question 6.3. Are there any nontrivial harmonic functions on the infinite cluster of one-dimensional long-range percolation with \( d < s < 2d \)?

Other questions can be asked on the critical behavior. The renormalization lemma (Lemma 2.3) is only valid when \( d < s < 2d \). So, the arguments given here say nothing about the critical behavior on other cases. At the case \( d = 1 \) and \( s = 2 \), Aizenman and Newman proved that there exists an infinite cluster at criticality (see [3]). For the other cases the following questions are still open:

Question 6.4. Does critical long-range percolation have an infinite cluster when \( d \geq 2 \) and \( s \geq 2d \)?

As remarked by G. Slade, the methods used in [13] might be used to prove that for \( d > 6 \) and \( s > d + 2 \) there is no infinite at criticality. This can reduce Question 6.4 to the case \( 2 \leq d \leq 6 \).

Question 6.5. Does the conclusion of Theorem 1.8 hold for sequences which decay faster than those treated in Theorem 1.3 and slower than those treated by Steif and Meester ([16])? i.e.

Let \( d \geq 2 \). For which percolating \( d \)-dimensional arrays of probabilities \( \{P_k\}_{k \in \mathbb{Z}^d} \) there exist an \( N \) s.t. the independent percolation model with probabilities

\[
P'_k = \begin{cases} 
P_k & \|k\|_1 < N \\
0 & \|k\|_1 \geq N 
\end{cases}
\]

also has, a.s., an infinite cluster?

The arguments given in this paper are not strong enough to prove that there is no infinite cluster in the wired random cluster model at the critical temperature. So, the following question is still open:

Question 6.6. Is there an infinite cluster at the critical temperature in the wired random cluster model with \( d < s < 2d \)?

A different formulation of the same question is

Question 6.6 (Revised). Let \( d \geq 1 \) and let \( d < s < 2d \). Let \( \{P_k\}_{k \in \mathbb{Z}^d} \) be s.t. \( P_k = P_{-k} \) for every \( k \) and s.t. \( P_k \sim \|k\|_1^{-s} \). Consider the Potts model (with \( q \) states) with interaction \( P_{u-v} \) between \( u \) and \( v \). Let \( \beta \) be the critical inverse temperature for this Ising model. Is there a unique Gibbs measure at inverse temperature \( \beta \)?

Question 6.6 is related to the question whether the free and the wired measures agree on the critical point. Conjecturing that for high values of \( q \), the number of states, the critical wired measure has an infinite cluster, we will get the conjecture that the two measures won’t agree at the critical point.
A Proof of Lemma 2.5

The proof of Lemma 2.5 is based on the methods from [4]. As in [4], we construct simultaneously a random walk and the random graph. We cite a result from [4] on the connection between excursions of the random walk and the connected components of the graph. We then use this result to prove Lemma 2.5.

The construction of the random walk and the random graph is as follows: For each ordered pair \((i,j), i \neq j\), let \(U_{i,j}\) be an exponential \(M^{-\xi_m h(j)}\) variable, independent over pairs. Choose \(v_1\) by size biased sampling (i.e. the probability that \(v_1 = h_i\) is proportional to \(m(h_i)\)). Let \(\{v : U_{v_1,v} \leq m(v_1)\}\) be the set of children of \(v_1\), and order them as \(v(2), v(3), \ldots\) so that \(U_{v_1,v(i)}\) is increasing. Start the walk \(z(\cdot)\) with \(z(0) = 0\), and let

\[
z(u) = -u + \sum_v m(v) 1_{(U_{v_1,v} \leq u)}, \quad 0 \leq u \leq m(v_1).
\]

In particular,

\[
z(m(v_1)) = -m(v_1) + \sum_{v \text{ child of } v_1} m(v).
\]

Inductively, write \(\tau_{i-1} = \sum_{j \leq i-1} m(v_j)\). If \(v_i\) is in the same component as \(v_1\), then the set

\[
\{v \notin \{v_1, \ldots, v_{i-1}\} : v \text{ is a child of one of } \{v_1, \ldots, v_{i-1}\}\}
\]

consists of \(v_1, \ldots, v_{l(i)}\) for some \(l(i) \geq i\). Let the children of \(v_i\) be

\[
\{v \notin \{v_1, \ldots, v_{l(i)}\} : U_{v_1,v} \leq m(v_i)\},
\]

and order them as \(v_{l(i)+1}, v_{l(i)+2}, \ldots\) such that \(U_{v_1,v}\) is increasing. Set

\[
z(\tau_{i-1} + u) = z(\tau_{i-1}) - u + \sum_{v \text{ child of } v_i} m(v) 1_{U_{v_1,v} \leq u}, \quad 0 \leq u \leq m(v_i).
\]

After exhausting the component containing \(v_1\), choose the next vertex by size biased sampling among the remaining vertices. Continue. For simplicity, for \(u > M\) we define \(z(u) = z(M) + M - u\).

This construction yields a forest on the vertices \(h_1, \ldots, h_k\), an ordering \(v_1, \ldots, v_k\) and a walk \(z(u); 0 \leq u \leq M\). Add extra edges between \(v_i\) and \(v_j\) for every pair such that \(i < j \leq l(j)\) and \(U_{v_i,v_j} \leq m(v_i)\). The resulting random graph has the same distribution as the inhomogenous random graph, the ordering of the vertices \(v_1, \ldots, v_k\) is size biased, and the relation between the components of the graph and the random walk is as appears in the lemma below:
Lemma A.1 ([4], Page 828). Every connected component in the graph is a sequence of vertices \(v_i, v_{i+1}, \ldots, v_j\) such that

\[
    z(\tau_j) = z(\tau_i) - m(v_i), \quad z(u) \geq z(\tau_j) \text{ on } \tau_{i-1} < u < \tau_j.
\]

Furthermore, the size of the component is \(\tau_j - \tau_{i-1}\).

We now use this construction to prove Lemma 2.5.

For \(0 \leq u \leq M\), define \(i(u) = \min \{i : \tau_i \geq u\}\) to be the particle that is being processed at time \(u\). We define the set \(B(u)\) to be the set of all particles seen up to time \(u\), namely

\[
    B(u) = \{v_j : j \leq i(u) \text{ or } \exists k < i \text{ s.t. } j \text{ is a child of } k \text{ or } U_{i(u),j} < u - \tau_{i(u)-1}\}.
\]

Then define the drift \(D(u)\) to be

\[
    D(u) = -1 + M^{-\xi} \sum_{h_i \notin B(u)} m^2(h_i).
\]

\(D(\cdot)\) is the drift of \(z(\cdot)\) in the sense that

\[
    I(u) := z(u) - \int_0^u D(s)ds
\]

is a martingale.

Clearly, \(D(u)\) is decreasing with \(u\).

We remember that \(1 < \xi < 2\), and that \(\gamma\) is chosen such that \(1 > \gamma > \frac{16+\xi}{18}\). We also take \(\gamma'\) s.t. \(\gamma' > \frac{4+\xi}{6}\) and \(3\gamma - 2 > \gamma'\). Note that \(\gamma - \gamma' > 2(1-\gamma)\), and take \(\gamma - \gamma' > \epsilon > 2(1-\gamma)\). Then, \(\epsilon/2 > 1 - \gamma\), \(\epsilon < \gamma - \gamma'\) and \(\epsilon < (2\gamma' - \xi)/4\). Let \(\alpha = \xi - \gamma' - \epsilon\). Note that \(\alpha - \gamma' = \xi - 2\gamma' - \epsilon < -5\epsilon\). Let \(\delta < \epsilon/2 - (1-\gamma)\), and let \(\theta\) be so that \(\gamma' - \delta < \theta < \gamma'\).

Claim A.2. For \(M\) large enough, with probability larger than \(1 - e^{-M^{(\gamma' - \gamma - \epsilon)/2}}\), for every \(u > \frac{1}{2}M^\gamma\), and every \(h_i \notin B(u)\), we have \(m(h_i) < M^\alpha\).

Proof. As \(B\) is increasing, it is enough to speak about \(u = \frac{1}{2}M^\gamma\). By the construction, for a given particle \(h_i\) with \(m(h_i) \geq M^\alpha\),

\[
    P(h_i \notin B(u)) \leq \exp(-uM^{-\xi}M^\alpha) = \exp\left(-\frac{1}{2}M^\gamma + M^{\alpha - \xi}\right) = \exp\left(-\frac{1}{2}M^{\gamma - \gamma' - \epsilon}\right),
\]

and since \(\gamma - \gamma' - \epsilon > 0\) and there are at most \(M^{1-\alpha} < M\) such particles, the claim follows. 

\(\square\)
Let $A$ be the event $A = \{ \forall h_i \notin B(M^\gamma/2) \ m(h_i) < M^\alpha \}$. Then by the previous claim $P(A) \geq 1 - e^{-M(\gamma - \gamma' - \epsilon)/2}$.

We calculate the variance of the difference of $I(\cdot)$ within one time unit. Assume that $u > \frac{1}{2} M^\gamma$. Let $\mathcal{F}_u$ be the $\sigma$-algebra generated by the process up to time $u$. Remembering that $E(I(u+1)|\mathcal{F}_u) = I(u)$, we get

$$\text{var}(I(u+1) - I(u)|\mathcal{F}_u; A) \leq (D(u) + 1)^2 + M^{-\xi} \sum_{i \notin B(u)} m^2(h_i) \leq (D(u) + 1)(D(u) + 1 + M^\alpha).$$ (32)

We now divert our attention to the rate at which $D(u)$ decreases after time $M^\gamma/2$.

Let $L(u) = D(u) + 1 = M^{-\xi} \sum_{i \notin B(u)} m^2(h_i)$.

**Lemma A.3.** Let $\kappa = \frac{1}{3} M^\gamma'$. Let $u > \frac{1}{2} M^\gamma$. Let $L := L(u)$. Let

$$\ell = \left\lceil \log_2 \left( \frac{\sqrt{2} \alpha}{LM^\xi} \right) \right\rceil.$$

Then conditioned on the event $A$,

$$P \left( L(u) - L(u + \kappa) < \frac{L}{16\ell} \cdot \left[ 1 - e^{-\frac{\ell}{2} \frac{\alpha}{L}} \right] \right| \mathcal{F}_u; A) \leq \exp \left( - \left[ 1 - e^{-\frac{\ell}{2} \frac{\alpha}{L}} \right] \cdot \frac{LM^\xi}{32\ell M^{2\alpha}} \right).$$ (33)

**Proof.** For every $i \notin B(u)$, the (conditional) probability $P_i$ that $i \notin B(u + \kappa)$ satisfies $P_i \leq e^{-M^{-\xi} \kappa m(h_i)}$.

Let $L = L(u)$.

Note that

$$M^{-\xi} \sum_{i : m(h_i) < \frac{1}{2} LM^\xi - 1} m^2(h_i) \leq \frac{1}{2} LM^{\xi - 1} M^{-\xi} \sum_{i : m(h_i) < \frac{1}{2} LM^{\xi - 1}} m(h_i) \leq \frac{1}{2} LM^{\xi - 1} M^{-\xi} M = \frac{1}{2} L.$$

Therefore,

$$M^{-\xi} \sum_{i : m(h_i) \geq \frac{1}{2} LM^\xi - 1} m^2(h_i) \geq \frac{1}{2} L.$$ 
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Recall that 
\[ \ell = \lceil \log_2 \left( \frac{2M^\alpha}{LM^\xi} \right) \rceil. \]

For \( i = 0, \ldots, \ell \), let 
\[ B_i = \left\{ h_i \notin B(u) : 2^i \leq \frac{m(h_i)}{\frac{1}{2}LM^{\xi-1}} < 2^{i+1} \right\}. \]

Let \( i_0 \) maximize 
\[ \sum_{h_i \in B_i} m^2(h_i), \]
and let \( B := B_{i_0} \). Then conditioned on \( A \), 
\[ M^{-\xi} \sum_{h_i \in B} m^2(h_i) \geq \frac{L}{2\ell}. \] (34)

\( P(h_i \in B(u + \kappa)) \geq 1 - \exp \left( -\frac{L}{2M} \right) \) for each \( h_i \in B \), and \( |B| \geq \frac{LM^\xi}{2LM^{2\alpha}} \). Therefore by standard binomial estimates,
\[ P \left( L(u) - L(u + \kappa) < \frac{L}{16\ell} \cdot \left[ 1 - e^{-\frac{L}{2M}} \right] \right) \leq \exp \left( -\left[ 1 - e^{-\frac{L}{2M}} \right] \cdot \frac{LM^\xi}{32\ell M^{2\alpha}} \right) \]
as desired.

Note that if \( L \) is of constant order of magnitude or larger, then the bound in (33) decays exponentially with a positive power of \( M \). Thus, applying Lemma A.3 again and again, we get the following corollary regarding the decrease of the drift:

**Corollary A.4.** Let \( L_0 = L(M^{\gamma}/2) \). Then with probability larger than \( 1 - M^{-1} \), for every \( k \) such that 
\[ L_0 - \frac{kM^{\theta-1}}{2} > \frac{1}{2}, \]
we have 
\[ L(M^\gamma + k\kappa) \leq L_0 - \frac{kM^{\theta-1}}{2}. \] (35)

Furthermore, with probability larger than \( 1 - M^{-1} \), for every \( u \) such that \( L(u) > \frac{1}{2} \) and \( u > \frac{1}{2}M^{\gamma} \),
\[ L(u + \kappa) \leq L(u) - \frac{M^{\theta-1}}{2} \quad \text{and} \quad L(u - \kappa) \geq L(u) + \frac{M^{\theta-1}}{2}. \] (36)
Let \( u_0 = \max(\inf\{u : L(u) \leq 1\}, M^\gamma/2) \). Let \( u_k = u_0 + k\kappa, k \in \mathbb{Z} \). Let \( T \leq \infty \) be the time at which the first excursion generated by a component larger than \( M^\gamma \) ends. If no such component exists, then \( T = \infty \).

**Lemma A.5.** There exists \( \varphi > 0 \) such that for every \( M \) large enough and every inhomogeneous random graph with size \( M \) and parameter \( \xi \),

\[
P(T \geq u_0) > 1 - M^{-\varphi}.
\]

**Proof.** Let \( u \geq \frac{1}{2}M^\gamma \). Calculation yields:

\[
E \left[ \sum_{h_i \in B(u + \kappa) \setminus B(u)} m(h_i) \bigg| \mathcal{F}_u \right] \geq (1 - M^{-\epsilon})\kappa L(u).
\]

Let \( W(u) \) be the event \( \{z(u + \kappa) - z(u) \geq \kappa D(u)/2\} \). Let \( E \) be the event

\[
E = \left\{ \forall 0 \leq k \leq M^\gamma/2 \kappa D(M^\gamma - k\kappa) \geq k \frac{M^\theta - 1}{2} \right\}.
\]

Note that by Corollary A.4, \( P(E^c ; T < u_0) < M^{-1} \). Therefore, it suffices to estimate \( P(E ; T < u_0) \). By the exponential Markov inequality, for every \( u > M^\gamma/2 \)

\[
P \left[ W^c(u); A; D(u) \geq 3M^{-\epsilon} \big| \mathcal{F}_u \right] \leq \frac{\exp(-M^{2\epsilon})}{16}.
\]

Let \( k_0 = 3M^{1-\epsilon-\theta} \), and let \( W \) be the event

\[
W = \bigcap_{k > k_0; u_0 - k\kappa \geq M^\gamma/2} W(u_0 - k\kappa).
\]

Then \( P(E ; W^c) < M^{-1} \). Therefore, it suffices to prove that if both the events \( E \) and \( W \) occur, then \( T \geq u_0 \). Under the event \( E \cap W \), we have that

\[
z(3M^\gamma/4) - z(M^\gamma/2) \geq \frac{\kappa M^\theta - 1}{4} \sum_{k=0}^{M^\gamma/4\kappa} \left( M^\gamma/2\kappa - k \right) \geq \frac{M^{2\gamma + \theta - \gamma' - 1}}{576} \geq M^{2\gamma - \delta - 1}.
\]

Therefore, for under the event \( E \cap W \), for every \( u \) between \( 3M^\gamma/4 \) and \( u_0 \) we have \( z(u) > z(M^\gamma/2) \), and therefore \( u_0 \) is in the same component excursion as \( 3M^\gamma/4 \), and thus \( T > u_0 \).
**Lemma A.6.** With probability at least $1 - CM^{-\varphi}$, there exists no excursion which is generated by a component larger than $M^\gamma$ which starts after time $u_0$.

**Proof.** The calculation is similar to the one from the previous proof. First, for $k = 0, 1, 2, \ldots, \frac{M^1 - \theta}{2}$,

$$P \left( \exists u \in [u_{k+1}, u_{k+2}] | I(u) > I(u_k) + \kappa|D(u_k)|/2 \right) \leq \frac{4 \kappa M^\alpha}{\kappa^2 D(u_k)^2} \leq 48 M^{\alpha - \gamma'} \cdot M^{2(1-\theta)} k^{-2} \leq C k^{-2} M^{2 + \xi - \epsilon - 2\gamma' - 2\theta} = \frac{M^{-\varphi}}{k^2}$$

for some $\varphi > 0$. Thus

$$P(F) \leq CM^{-\varphi} \sum_{k=1}^{\infty} k^{-2}$$

for

$$F = \left\{ \exists u \in [1, 2, \frac{M^1 - \theta}{2}] \exists u \in [u_{k+1}, u_{k+2}] | I(u) > I(u_k) + \kappa|D(u_k)|/2 \right\}.$$

Similarly, for each $k \geq 2$,

$$P \left( \exists u \in [u_{k-1}, u_k] | |I(u) - I(u_{k-1})| \geq \frac{1}{4} \kappa|D(u_k)| \right) \leq \frac{4 \kappa M^\alpha}{\kappa^2 D(u_k)^2} \leq \frac{4 M^{-\varphi}}{(k-1)^2},$$

and thus

$$P(B) \leq 4 M^{-\varphi} \sum_{k=1}^{\infty} k^{-2}$$

for

$$B = \left\{ \exists k \in \{2, 3, \frac{M^1 - \theta}{2}\} \exists u \in [u_{k-1}, u_k] | |I(u) - I(u_{k-1})| \geq \frac{1}{4} \kappa|D(u_k)| \right\}.$$

On the event $B^c \cap F^c$, for every $k$ and every $u \in [u_{k-1}, u_k]$ and $u' \in [u_{k+1}, u_{k+2}]$, we have that

$$z(u') < z(u_k) - k \kappa M^{\theta - 1}/2 \quad \text{and} \quad z(u) > z(u_k) - k \kappa M^{\theta - 1}/4.$$

Therefore, $z(u') < z(u) - \frac{k}{4} \kappa M^{\theta - 1} < z(u) - k M^\alpha$, and therefore, since the particle mass is bounded by $M^\alpha$, no excursion of length greater than or equal to $M^{\gamma'}$ can start at any point $u$ between $u_0$ and $u_0 + \frac{M}{2}$. By standard estimates for the size
biased sequence, the probability that there is an excursion of length $M^\gamma$ starting after $u_0 + M/2$ and no excursion of length larger than $M^{\gamma'}$ between $u_0$ and $u_0 + M/2$ decays like $\exp(-M^{\gamma - \gamma'})$. Therefore, with probability at least $1 - CM^\phi$, there is no such excursion starting after $u_0$.

\[\square\]

Proof of Lemma 2.5. Lemma 2.5 now follows from Lemma A.5 and Lemma A.6. \[\square\]
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