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ABSTRACT
Ubiquitous mobile computing have enabled ride-hailing services to collect vast amounts of behavioral data of riders and drivers and optimize supply and demand matching in real time. While these mobility service providers have some degree of control over the market by assigning vehicles to requests, they need to deal with the uncertainty arising from self-interested driver behavior since workers are usually free to drive when they are not assigned tasks. If a driver’s behavior can be accurately replicated on the digital twin, more detailed and realistic counterfactual simulations will enable decision making to improve mobility services as well as to validate urban planning.

In this work, we formulate the problem of passenger-vehicle matching in a sparsely connected graph and proposed an algorithm to derive an equilibrium policy in a multi-agent environment. Our framework combines value iteration methods to estimate the optimal policy given expected state visitation and policy propagation to compute multi-agent state visitation frequencies. Furthermore, we developed a method to learn the driver’s reward function transferable to an environment with significantly different dynamics from training data. We evaluated the robustness to changes in spatio-temporal supply-demand distributions and deterioration in data quality using a real-world taxi trajectory dataset; our approach significantly outperforms several baselines in terms of imitation accuracy. The computational time required to obtain an equilibrium policy shared by all vehicles does not depend on the number of agents, and even on the scale of real-world services, it takes only a few seconds on a single CPU.

CCS CONCEPTS
• Information systems → Spatial-temporal systems; • Computing methodologies → Modeling and simulation.
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1 INTRODUCTION
With the ubiquitous use of Internet connected mobile devices which collect data and provide computation in real time, mobility services have been seamlessly linking all types of public transportation, from buses, trains, and taxis and shared bicycles, in order to make it more efficient and convenient. One of the key enablers of this revolution lies in the realistic and accurate prediction and simulation of human decision making. For ride-hailing platforms such as Uber and Lyft, where service quality depends heavily on drivers behavior, simulation is also an essential tool for testing route optimization and efficiency of order dispatch. In particular, since it is necessary to address uncertainty arisen from behaviors of uncoordinated self-interested drivers, the use of accurate driver behavior models enables more detailed counterfactual simulations, which will be beneficial for making decisions to improve services.

Imitation of multi-vehicle movement on sparsely connected road graph poses several significant computational challenges. One such challenge is the effective modeling of the graph structures in geographical space. A road network graph is often abstracted and represented as a coarser mesh, since finer-grained data structures tend to be more computationally intensive. However, more sophisticated simulation requires reproduction of road-level driving behavior, which will allow us to analyze vehicle routing to passengers and traffic congestion. In addition, the number of vehicles to be simulated for a ride-hailing service is generally relatively large, ranging from hundreds to thousands. In order to utilize simulation of this scale for actual decision making, the simulation system must be reasonable in terms of execution time and infrastructure cost. Another requirement for practical use is robustness to changes in environmental dynamics and data noise, which is essential when you want to simulate situations that are not in the distribution of training data. To our knowledge, there are no existing literature dealing with these challenges in ride-hailing vehicle network.

In this work, we propose SEIRL (spatial equilibrium inverse reinforcement learning), the first approach to multi-agent behavioral modeling and reward learning in equilibrium on a road network for a ride-hailing service. We focus on a fleet network where each driver is uncooperatively searching for passengers on streets. We demonstrate that SEIRL is able to recover reward functions that
are robust to significant change in the environment seen during training.

This paper makes the following three major contributions:

- **Vehicle behavior modeling on the road network**: To the best of our knowledge, this is the first study to design multi-agent behavioral modeling in equilibrium on a road network for a ride-hailing service. We have formulated a mathematical model of the ride-hailing matching problem in Markov Decision Processes and proposed an algorithm, Equilibrium Value Iteration, to derive an optimal policy for multiple vehicles in equilibrium, which is efficient in a sense that the policy is shared between agents.

- **Spatial Equilibrium Inverse Reinforcement Learning**: Within the MaxEnt IRL framework, we integrate SEIRL, an algorithm for learning driver rewards and policies in equilibrium from real multi-vehicle trajectory data. We derive the gradient of MaxEnt IRL when reward changes are accompanied by a change in dynamics and demonstrate that the algorithm is stable under certain conditions.

- **Data-driven Evaluation and Counterfactual Simulation**: We compared and validated the robustness of SEIRL to changes in dynamics and data noise using real taxi trajectory data in Yokohama City and showed that it obtain significant performance gains over several baselines with unknown dynamics. In addition, we demonstrated the value of counterfactual simulations for supply vehicle optimization given the objective function of the platform.

2 RELATED WORK

Imitation learning, such as behavior cloning [15] and generative adversarial imitation learning [5], is a powerful approach to learning policies directly from expert demonstrations to produce a expert-like behavior. They, however, are typically incapable of being applied to general transfer setting. Inferring reward functions from expert demonstrations, which we refer to as inverse reinforcement learning (IRL), is more beneficial for application of counterfactual simulations since the reward function is often considered as the most succinct, robust and transferable representation of a task [1] [3]. However, IRL is fundamentally ill-defined: in general, many reward functions can make behavior seem rational. To solve the ambiguity, Maximum entropy inverse reinforcement learning (MaxEnt IRL) [26] provides a general probabilistic framework by finding the reward function that matches trajectory distribution of the experts. Ziebart et al. has demonstrated an approach to simulate behavior on a road network by learning the routing costs of occupied taxi driving using MaxEnt IRL [27] in single agent setting.

In multi-agent settings, an agent cannot myopically maximize its reward; it must speculate on how the other agents may act to influence the game’s outcome. Multi-agent systems in which the set of agents behave non-cooperatively according to their own interests are modeled by Markov games. Nash equilibrium [6] is stable outcomes in Markov games where each agent acts optimally with respect to the actions of the other agents. However, Nash equilibrium, in the sense that it assumes that real behavior is typically consistently optimal or completely rational, is incompatible with the MaxEnt IRL framework. A recent study extends MaxEnt IRL to Markov games with logistic quantal response equilibrium, proposing model-free IRL solution in multi-agent environment [23].

This work relates to multi-agent inverse reinforcement learning (MAIRL), which includes two-player zero-sum games [9], two-player general-sum stochastic game [8], and cooperative games [13], in which multiple agent act independently to achieve a common goal. Waugh et al. introduced a technique for predicting and generalizing behavior in competitive and cooperative multi-agent domains, employing the game-theoretic notion of regret and the principle of maximum entropy [20]. Although the proposed method, Dual MaxEnt ICE, is performed in computation time that scales polynomially in the number of decision makers, it is still limited to small size games, and not applicable to games of large number of players such as ride-hailing services.

We concern ourselves with Markov potential games, a model settings in which agents compete for a common resource such as networking games in telecommunications [2]. Transportation network is also a classical game theory problem: each agent seeks to minimize her own individual cost by choosing the best route to reach her destination without taking into account the overall utility. It has been widely studied that selfish routing results in a Nash Equilibrium and often society has to pay a price of anarchy due to lack of coordination [22]. In contrast, our goal is to develop robust imitation algorithms in ride-hailing services where drivers do not have clear destination and move more stochastically in search of passengers. Some studies address driver relocation problem for supply and demand matching in continuous geographical state space. Mguni et al. devise a learning method of Nash equilibrium policies that works when the number of agents is extremely large using mean field game framework [11] [12].

Related to our study, there are many works on fleet management for ride-hailing platform and connected taxi cabs. For instance, Xu et al. designed an order dispatch algorithm to optimize resource utilization and user experience in a global and farsighted view [21]. Li et al. proposed MARL solutions for order dispatching which supports fully distributed execution [7]. Others have proposed vehicle re-balancing methods for autonomous vehicles [25], considering both global service fairness and future costs. Most of these works ignore the complexity of the fine-grained road network and represent the geographical space as a coarser mesh. This reduces the number of states and allows for simple data structures to be used, which dramatically increases processing speed. By treating supply-demand distribution as an image, recent studies have taken advantage of model-free reinforcement learning to fit optimal relocation policy [14] [4]. While these methods have mostly been validated in coarse-grained spaces as small as one kilometer square, they are not applicable to behavioral models in a sparsely connected road graph. Some studies have done to optimize routing on a road network: passenger-seeking route recommendation for taxi drivers [24] [16] and multi-agent routing for mapping using a graph neural network based model [18]. Although these approaches can generate behavioral sequences that reflect the context of each agent, they require heavy inference processing for each agent. This is not practical for large-scale simulations of mobility services that simulate thousands of agents traveling over a road network with tens of thousands of nodes.
3 PROBLEM DEFINITION

Our goal to imitate passenger-seeking behaviors of multiple taxis in a road network with unknown dynamics. We aim to simulate agents even under significant variation in the environment seen during training. To simplify the problem, we focus on modeling drivers searching for passengers on a street, not drivers waiting for ride-hailing app requests.

Formally, the taxi-passerenger matching problem is defined by $N$ player Markov games which characterized the following components.

State of the Markov game at time step $t$ is denoted by $S_t$, which includes the geographical location $s_t^i$ and empty status $o_t^i$ of individual agent $i$. The agent position $s_t^i \in S$ represents a road segment, which corresponds to a node in the strongly connected directed graph $G(S,A)$ representing the road connectivity. $o$ is a binary variable, where $o = 0$ denotes that the agent is vacant and $o = 1$ denotes that the agent is occupied.

Action $a_t^i$ stands for the edge to the next road that agent $i$ follows. The edge $a_t^i \in A$ connects the road network’s predecessor node $s_t$ to the successor node $s_t'$. We use bold variables without subscript $t$ to denote the concatenation of all variables for all agents (e.g., $a = (a^1, ..., a^N)$ denotes actions of all agents). Executing $a$ causes a matching with passengers with probability $p_a$ and state transition subject to the destination distribution of passengers $d_{a,s'}$.

This ride takes a time step of $t_{a,s'}^i$, which depends on the road network distance between nodes $s_t$ and $s_t'$, leading to a transition to $s_{t+1}^i = s_t'$. On the other hand, if no matching occurs, the agent transitions to $s_{t+1}^i = s_t$, with a move from the beginning of the road $s$ to the beginning of the road $s'$, which requires a time step of $t_{s,s'}^i$. Here, we use a mathematical model endowed with temporally extended actions which are also known as options and corresponding decision problem for single-agent is known as a semi-Markov decision process [17] [19]. In a multi-agent setting, since each agent interacts with an environment asynchronously, a state of the environment needs to be determined at every time step. Thus, we assume that an agent remains in the occupied state $o_t^i = 1$ while carrying a passenger and no actions to take until it arrived the passenger’s destination. Similarly, a vacant agent traveling on a road is not allowed to take any action until it arrived at next node.

Reward of agent $i$ is denoted as $r_{a,s}^i$. Each action $a_t^i$ incurs a cost depending on various factors such as driver preferences. If an agent finds a passenger during executing the action, it receives a reward $w_{a,s}^i$ based on the ride trip time. We assume that agents are not cooperative and the reward function is not shared, but identical for all agents.

Policy, $\pi(a|S) = \prod_{i=1}^N \pi^i(a^i|S)$ specifies the joint probability of taking action $a$ in state $S$. We require agents’ actions in each state to be independent. All agents act to maximize the same objective by executing actions through a stochastic policy $\pi^i$. The objective of each agent $i$ is maximizing its own expected return $E[\sum_{t=0}^{T} r_{t}^i | S_0, \pi]$ where $\gamma$ is the discount factor and $S_0$ is the initial state of all agents. We further define expected return $R(S_0, a_0^i) = E[\sum_{t=0}^{T} \gamma^t r_{t}^i | S_0, a_0^i, \pi]$. To take bounded rationality into consideration, we introduce logistic quantal response equilibrium as a stochastic generalization to Nash equilibrium, where for each state and action, the constraint is given by [23] [10]:

$$\pi^i(a^i|S) = \frac{\exp(\gamma R(S,a^i))}{\sum_{a^i} \exp(\gamma R(S,a^i))}$$ (1)

Since the actual reward function is unknown, we consider the problem of inverse reinforcement learning, which estimates the reward function from the driver’s behavioral trajectory. Function approximation is used in order to regress the feature representation of a state-action on a real valued reward using a mapping $r = g_\theta(s,a)$. Starting from the initial state distribution $p(S_0)$, agents generate a trajectory executing joint policy $\pi$ in the environment, denoted as $\{x_j = ((S_j,0,a_j,0),..., (S_j,T,a_j,T))\} \in \mathcal{J}$ where $\mathcal{J}$ stands for the index set of the historical trajectories. Inverse reinforcement learning can be interpreted as estimating the parameters of the reward function $\theta$ by solving the following maximum likelihood estimation problem for the expert’s action trajectory $x$ in the given data set $D$:

$$\max_{\theta} L(\theta) = \max_{\theta} E_{x \sim D} [\log p_\theta(x)]$$

where $p_\theta(x) = p(S_0) \prod_{t=0}^{T} p(S_{t+1} | S_t, a_t) \prod_{i=1}^{N} \pi^i_\theta(a^i_t | S_t)$ are the unique stationary distributions for the equilibrium in Equation (1) induced by $g_\theta$.

4 FRAMEWORK

In this section, we describe our proposed approach to the taxi equilibrium policy learning problem. First, we introduce a mathematical model of ride pick-up probability incorporating the effect of traffic flow on a road network. We then introduce a method for estimating the equilibrium policy given the reward function $g(s,a)$. Finally, we introduce Spatial Equilibrium Inverse Reinforcement Learning (SEIRL), an algorithm for learning the cost function from the trajectories of multiple drivers. Our formulation is intended to model the passenger-seeking behavior on the streets, but it can be applied to the searching behavior for ride-hailing app requests simply by changing pick-up probability.
While pickups generated on individual road segments are observable, potential passengers who could not catch taxis on streets are not. In order to simulate a driver-passerenger matching on a street, we need to estimate potential travel demand for each road segment from observable pickup data. We assume that the probability of the occurrence of a ride for each action should be expressed as a function of the potential demand for the location and the traffic flow rate, or state action visitation count, which is the frequency with which agents perform that action on average. We consider each road as an independent queue model such that a ride will occur if passengers are in the queue when a vehicle passes. Consider a situation where at time $t$, on road $s$, potential passengers occur at an arrival rate $\lambda_s^t$ and empty vehicles pass at a service rate $\mu_s^t$. There is an upper limit to passenger waiting time which depends on the time and location, and a passenger will disappear at a certain dropout rate $\sigma_s^t$. Assuming that the waiting queue length follows a Poisson distribution with an mean of $\lambda_s^t / (\mu_s^t + \sigma_s^t)$, the number of rides $m_s^t$ and the probability of ride occurrence $p_s^t$ are represented as:

$$p_s^t = 1 - \exp\left(\frac{\lambda_s^t}{\mu_s^t + \sigma_s^t}\right)$$

$$m_s^t(\mu_s^t) = p_s^t\mu_s^t(\mu_s^t)$$

where $\lambda_s^t$ and $\sigma_s^t$ are unknown parameters we want to estimate and $\mu$ is a given state action visitation count. Given the observational daily draws of vehicle flow $\mu_s^t$, and the number of rides $m_s^t$, we can estimate $\lambda_s^t$ and $\sigma_s^t$ by the maximum likelihood estimation method using the following formula:

$$\max_{\lambda, \sigma} \log \prod_i \left(\frac{\mu_i}{m_i}\right)^{m_i} \rho(\mu_i)^{m_i} (1 - \rho(\mu_i))^{\mu_i - m_i}.$$  

Once we got parameters $\lambda_s^t$ and $\sigma_s^t$, we can compute pick-up probability $p_s^t$ for arbitrary visitation count $\mu$ by equation 3.

4.2 Equilibrium MDP formulation

In general, although the dynamics of the environment, including all vehicle states, are often complex and difficult to model accurately, we can formulate the problem in a tractable way under mild assumptions that we will describe.

Assuming that changes in environmental parameters, such as potential demand, are gradual with respect to the agent’s discount rate $\gamma$, we no longer need to consider changes in environmental parameters over time and can assume that environmental parameters are fixed in the current context to determine the agent’s policies. In this case, since environment is static, each agent acts according to a policy of equilibrium state reached if it has been in the current environment for an infinite amount of time. In other words, estimating policies for different time periods can be treated as different Markov games with different environmental parameters. For example, if we divide the time of day into 30-minute slots, agents act according to an equilibrium policy depending on demand and travel time during the 9:00-9:30 am period, but from 9:30-10:00 am, the environmental parameters change and the equilibrium policy changes accordingly. Thus, we do not include the time of day and season in the state, but call it a context when the transition probability changes, although the state action space is the same.

Since real taxi drivers do not have access to real-time supply-demand distribution, it is natural to expect that they are acting to maximize profitability based on the average supply-demand distribution obtained from their previous experience, not on current states of the environment. Thus, we further assume that, in equilibrium, pickup probability at time $t$ on the date $i$ can be replaced with expectation over daily draws $i$, i.e., $p_s^t(\mu_s^t, \mu) = p_s^t(\mu_s^t)$, which is
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Algorithm 1 Spatial Equilibrium Value Iteration

1. Input reward function $g_0$
2. Set counter $k = 0$
3. Initialize visitation count belief $\mu_k$
4. Fix parameter $\alpha, \beta, \gamma$
5. repeat
   6. Update pick-up probability $p(\mu_k)$ per Equation 3
   7. Update initial states, $\mu^0 \approx \frac{1}{N} (N - \mu_{k-1})$
   8. Compute $V(s), Q(s, a)$ by iterating Equation 6
   9. Compute policy $\pi_k(a|s) \leftarrow \exp\left(\frac{1}{\beta} (Q(s, a) - V(s))\right)$
   10. Compute $\mu_k$ by propagating policy $\pi_k$
   11. Update visitation count belief $\mu_k \leftarrow (1 - \alpha) \mu_{k-1} + \alpha \mu$
   12. $k \leftarrow k + 1$
6. until $M(\mu_k, \mu_{k-1}) < \epsilon$

4.3 Equilibrium IRL

Given the expert’s visitation count $\mu^E$, our goal is to estimate the parameters $\theta$ of the reward function $g_0(s, a)$ such that the visitation count in equilibrium is consistent with $\mu^E$. Similar to Equation (5), we can simplify multi-agent IRL problem by decomposing likelihood function in Equation (2) into probability of individual agents’ trajectories.

$$L(\theta) = E_{\xi \sim D}[\log p_\theta(\xi)] = E_{\xi \sim D}[\log p_\theta(\xi^t)]$$

$$p_\theta(\xi) = \mu^0(\mathbf{s}_0) \prod_{t=0}^T p(s_{t+1}|s_t, a_t; \mu)p_\theta(a_t|s_t; \mu)$$

**Theorem 1.** Given reward function $g_0$, let $\mu^E_{s,a|s'} = \mu^E_a p(s'|s, a; \mu^E)$ denote visitation frequencies of state $s$, action $a$ and next state $s'$ in the expert trajectories $D$, let $\mu^E_{s,a,s'} = \mu^E_a p(s'|s, a; \mu^E)$ denote visitation frequencies of policy $\pi$. Then the gradient of the likelihood in Equation (9) is given by:

$$\frac{\partial L}{\partial \theta} = \sum_{s,a,s'} \left( \mu^E_{s,a|s'} - \mu^E_{s,a,s'} \right) \frac{\partial}{\partial \theta} \left( g_0 + \log p^E (s'|s, a) \right)$$

$$\approx \sum_{s,a} \left( \mu^E_a - \mu^E _a \right) \frac{\partial g_0}{\partial \theta} + \mu^E_a \left( \frac{\mu^E_a}{\mu^E_a + \sigma_a - \lambda_a} \right) \frac{\partial}{\partial \theta} \log \rho_a(\mu^E_a)$$

Proof. See Appendix A.1

Unlike the case of a normal single agent, the transition probability also depends on $\theta$ through $\mu$ and computing the gradient of the second term is not tractable. We further assume $p << 1$ and substitute the Taylor expansion of Equation 3:

$$\frac{\partial L}{\partial \theta} \approx \sum_{s,a} \left( \mu^E_a - \mu^E _a \right) \left( \frac{\partial g_0}{\partial \theta} + \mu^E_a \left( \frac{\mu^E_a}{\mu^E_a + \sigma_a - \lambda_a} \right) \frac{\partial}{\partial \theta} \log \rho_a(\mu^E_a) \right)$$

$$\approx \sum_{s,a} \left( \mu^E_a - \mu^E _a \right) \frac{\partial g_0}{\partial \theta}$$

Changes and to stabilize the algorithm. The process is repeated until mismatch distance ratio between $\mu_k$ and $\mu_{k-1}$ falls below the threshold, i.e., $M(\mu_k, \mu_{k-1}) < \epsilon$ where $M$ is given by Equation 12.
As can be seen, we have shown that the gradient of the likelihood of multi-agent trajectories can approximate the gradient of MaxEnt IRL, under the assumption \( \rho \ll 1 \), which is satisfied in most cases of ride-hailing services. In addition, as \( \rho \) depends on \( \theta \) through \( \mu \) and computing the gradient is intractable, we drop the pick-up bonus term \( \rho \mu \bar{w} \) from reward function \( g_\theta(s,a) \). We empirically confirmed that, without pick-up bonus term, reward learning becomes more stable and robust. The entire reward learning process is shown in Algorithm 2, which iterates through the estimation of the equilibrium policy and the visitation count in Algorithm 1 and reward parameter updates with exponentiated gradient descent. In order to prevent abrupt change in weight \( \theta \), we divide gradient by \( \sqrt{|\Delta|} \).

Algorithm 2 Spatial Equilibrium IRL

1: Input expert demonstrations \( D \)
2: Initialize weight vector \( \theta \)
3: for \( t \leftarrow 1, T \) do
4: Sample expert visitation count \( \mu^E \) from \( D \)
5: Compute policy \( \pi \) and visitation count \( \mu^\pi \) by Algorithm 1.
6: Compute gradient \( \Delta = (\mu^E - \mu^\pi) \cdot f \)
7: Update \( \theta \leftarrow \theta \exp(-\eta \Delta / \sqrt{|\Delta|}) \)
8: Update reward \( g \leftarrow -\theta \cdot f \)

5 EXPERIMENTS

We showcase the effectiveness of the proposed framework for addressing changes in dynamics and data losses in series of simulated experiments using real taxi trajectory data.

5.1 Data Preparation

For data analytics and performance evaluation, we used taxi trajectories, collected in the city of Yokohama, Kanagawa, Japan during the period between June 2019 and June 2020 sampled at a period of 3-10 seconds. The original raw dataset contains the driver id, trip id, latitude, longitude, and timestamp of the empty vehicle. The first record of each trip id stands for drop off point or market entry point and the last record stands for a pick up point. As a pre-processing, the GPS information was linked to the roads by map-matching, and the routes between the roads were interpolated with the shortest routes to enable aggregation of the data per road, which resulted in low loss ratio. The road network in the region contained 10765 road segments (nodes) and 18649 transitions (edges).

The road travel time \( \tau \) was averaged over the time spent on the same road, and any missing data were filled in with the average for each road class.

The behavioral model was evaluated for the period 7:00-22:00 Monday-Thursday. The late night to early morning period was omitted from the evaluation period because there are fewer passengers on streets. For the evaluation, the data set was divided into the following four periods.

- Profile: 12 weeks starting from 2019-04-01
- Train: 12 weeks starting from 2019-07-01
- 19Dec: 8 weeks starting from 2019-12-12
- 20Apr: 4 weeks starting from 2020-04-01

In each dataset, we treated each 30-minute period as a different context, and in each context we aggregated the number of rides \( m^t \), the number of empty vehicles passing through \( \mu^t \) and the number of vehicles in initial condition \( \mu^0 \) on a road-by-road basis. To fit the pick-up probability model \( \lambda^t, \sigma^t \) in Equation (3), we used daily draws of \( \mu^t, m^t, \mu^0 \) in Profile dataset.

The number of half-hourly rides in each dataset is shown in Figure 3. While Train dataset was collected in summer 2019, the period of 19Dec is colder holiday season of winter 2019, indicating that 19Dec has a different context than Train dataset at the same hour of day. For 20Apr, the environment is significantly different due to the sharp drop in demand due to COVID-19. By comparing the accuracy in these datasets, we assessed the robustness of the learned policies to the impact of changing dynamics on seasonal variations.

Figure 2: Road Network in Yokohama city

Figure 3: Average pick-up count per 30 minutes for each dataset. Count is normalized by max value of Train dataset.
5.2 Implementation Details
For reward features, we use map attributes including travel time, road class and type of turn, in addition to the statistical features extracted from the Profile dataset, such as how frequent the road was traversed. Additionally, to incorporate unobservable fixed effects of certain actions, we include unique features associated with each action. This allows the cost of each action to vary independently. Also, L2 regularization is added to the gradient for preventing overfitting. Training iteration is 100 and learning rate is 1.0, multiplied by 0.98 for each iteration to stabilize training. We partitioned time by 3 hours and learned different cost weights for each time zone: 7:00-10:00, 10:00-13:00, 13:00-16:00, 16:00-19:00, 19:00-22:00.

5.3 Evaluation Methods
We compare our approach with the following baselines.
**Opt:** We let cost to be travel time \( g(s, a) = -r_a \) and obtain the policy by Value Iteration when initial visitation count belief is the one in the training dataset.
**SE-Opt:** We let cost to be travel time \( g(s, a) = -r_a \) and obtained equilibrium policy by Algorithm 1.
**Tr-Expert:** Expert policy is calculated from the statistics of the training dataset period \( \pi(s) = \sum_i 1(a_i = a)/\sum_j 1(s_j = s) \).

The Mismatch Distance Ratio (MDR) was used as an accuracy measure of the proximity of the obtained policies to the expert policies, which is given by

\[
M(\mu^E, \mu^\pi) = \frac{\sum_a |\mu^E_a - \mu^\pi_a|l_a}{\sum_a \mu^E_a l_a}
\]

where \( l_a \) is the length of the road.

The evaluation of SEIRL was performed as follows. First, we estimate the parameters of the cost function to fit the expert visitation count of Train dataset. When evaluating 19Dec or 20Apr dataset, using the environment parameters of each context (every 30 minutes between 7:00 and 22:00) and the learned cost function associated with the context, Algorithm 1 is used to estimate the equilibrium policy. We then calculate the equilibrium visitation count \( \mu^\pi \) by repeating the policy propagation and compare it with \( \mu^E \) by MDR.

6 RESULTS AND DISCUSSION

Using the reward function learned from Train dataset, we evaluated imitation performance of each policy for test datasets (19Dec and 20Apr). The MDR for each policy is shown in the Normal column of Table 2. SEIRL scored the best for both environments, with an error of about 33% during COVID-19 pandemic. There is a large gap between SE-Opt and SEIRL, which can be interpreted as drivers minimizing a more complex reward function rather than simply taking the shortest possible route to potential customers. The fact that SE-Opt is significantly better than Opt indicate that computing the policy in equilibrium has a significant impact on improving imitation accuracy.

Figure 4 visualizes examples of the estimated state value during morning and evening. The clear difference in two geospatial distributions shows that drivers use significantly different policies depending on the context.
6.3 Counterfactual Simulation

Finally, as an example of counterfactual simulation using the learned driver behavior model, we demonstrate the optimization of the quantity of supply in a ride-hailing service. The market supply is often determined by the drivers’ decision to enter the market and is not directly controlled. However, it should be possible to adjust the number of drivers entering the market indirectly to some extent by providing some kind of information or incentive to the drivers. The learned driver behavior model can be used to simulate at an arbitrary number of vehicles \( N \), thus allowing us to find the optimal amount of supply. Now, suppose that the platform objective is represented by the following:

\[
\max_{\pi_a} \sum_{s,a} (\rho_a(s) N^N \bar{w}_s - b \mu_a^N \tau_a) \tag{13}
\]

Here, the first term corresponds to the average revenue on the road \( s \), i.e., the number of rides multiplied by the average fare per ride at \( s \). The second term represents total cost including fuel and personnel fee, which is assumed to be proportional to driving time. \( b \) is proportionality constant. \( \mu_a^N \) is state-action visitation count produced by executing the learned policy in \( N \)-agents simulation. We varied the number of vehicles per half hour from the current rate of 0.5 to 1.5, and determined the number of vehicles at each time slot with the largest platform objective. The optimized number of vehicles and the objective for \( b = 1.5 \) are shown in Figure 6. It can be seen that the number of vehicles is lower than the current supply from the end of the morning peak to around 16:00, while it should be increased after 16:00 18:00 and 20:30.

### Table 2: Summary of imitation performance measured by mismatch distance ratio

|       | Normal \(19\text{Dec} \) | Normal \(20\text{Apr} \) | Disabled \(19\text{Dec} \) | Disabled \(20\text{Apr} \) | Defect5% \(19\text{Dec} \) | Defect5% \(20\text{Apr} \) | Defect10% \(19\text{Dec} \) | Defect10% \(20\text{Apr} \) |
|-------|--------------------------|--------------------------|---------------------------|---------------------------|--------------------------|--------------------------|--------------------------|--------------------------|
| Opt   | 2.867                    | 2.381                    | 2.780                     | 2.321                     | 2.867                    | 2.381                    | 2.867                    | 2.381                    |
| SE-Opt| 0.943                    | 1.076                    | 0.923                     | 1.078                     | 0.943                    | 1.076                    | 0.943                    | 1.076                    |
| SEIRL | **0.223**                | **0.328**                | **0.291**                 | **0.391**                 | **0.363**                | **0.485**                | **0.411**                | **0.543**                |
| Tr-Expert | 0.230                | 0.349                    | 0.726                     | 0.813                     | 0.437                    | 0.553                    | 0.542                    | 0.642                    |
| Expert | 0.099                    | 0.123                    | 0.128                     | 0.160                     | 0.099                    | 0.123                    | 0.099                    | 0.123                    |

Figure 5: Mismatch distance ratio from 7:00 to 22:00
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Figure 6: Comparison of actual values and control to optimal supply in the simulation
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7 CONCLUSIONS

This paper proposed the first approach to multi-agent behavioral modeling and reward learning in equilibrium on a road network for a ride-hailing service. We focused on a ride-hailing vehicle network where each driver is uncooperatively searching for passengers on streets. Our proposed MDP formulation enables efficient and scalable simulation by computing the optimal policy in equilibrium shared between agents. We developed a reward learning framework integrated MaxEnt IRL and demonstrated that our method is able to recover policies that are robust to significant variation in dynamics.

Although our proposed method assumes all agents are homogeneous, in reality, driver behavior patterns can vary due to several factors. A possible extension could include learning routing patterns of heterogeneous agents considering multiple garage locations (cab offices). One may also be interested in equilibrium modeling that takes into account the effect of travel time due to congestion such as traffic jams, in addition to matching with passengers.
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A APPENDIX

A.1 Maximum Likelihood Estimation for SEIRL

In this section, we include derivation of Equation (10) and (11). From Equation (9), the likelihood function is given by:

\[ L = E_{\xi \sim D} \left[ \log p^0(s_0) \prod_{t=0}^{T} p(s_{t+1} | s_t, a_t; \mu^\pi) \exp(g_\theta(s_t, a_t)) \right] - |D| \log Z \]

\[ Z = \sum_\xi \left[ p^0(s_0) \prod_{t=0}^{T} p(s_{t+1} | s_t, a_t; \mu^\pi) \exp(g_\theta(s_t, a_t)) \right] \]

(14)

Take derivatives of \( L(\theta) \):

\[ \frac{\partial L}{\partial \theta} = E_{\xi \sim D} \left[ \sum_{t=0}^{T} \frac{\partial}{\partial \theta} g_\theta(s_t, a_t, s_{t+1}) \right] - \frac{|D|}{Z} \frac{\partial}{\partial \theta} \sum_\xi \left[ p^0(s_0) \exp(\sum_{t=0}^{T} g_\theta(s_t, a_t, s_{t+1})) \right] \]

\[ = \sum_{s,a,s'} \left[ p_E^{(s,a,s')} \frac{\partial}{\partial \theta} g_\theta(s, a, s') \right] - |D| \sum_\xi \left[ p^\pi(\xi) \sum_{s,a,s' \sim \xi} \frac{\partial}{\partial \theta} g_\theta(s, a, s') \right] \]

\[ = \sum_{s,a,s'} \left[ (p_E^{s,a,s'} - p^\pi_{s,a,s'}) \frac{\partial}{\partial \theta} g_\theta(s, a, s') \right] \]

(15)

where we define

\[ g_\theta'(s, a, s') = \log p(s' | s, a; \mu^\pi) + g_\theta(s, a), \]

\[ p_E^{s,a,s'} = p_E^s(s' | s, a; \mu^E), \]

\[ p^\pi_{s,a,s'} = p^\pi(s' | s, a; \mu^\pi), \]

which represent visitation frequencies of state \( s \), action \( a \) and next state \( s' \) in the expert trajectories \( D \) and a learned policy \( \pi \).

Since we assumed that reward function influences dynamics only through pick-up probability which depends on visitation count \( \mu^\pi \), we only consider \( p(s' = o | s, a; \mu^\pi) = \rho_a(\mu^\pi) \) for transition probability:

\[ \frac{\partial L}{\partial \theta} = \sum_{s,a} \left[ (p_E^{s,a} - p^\pi_{s,a}) \frac{\partial}{\partial \theta} g_\theta(s, a) \right] \]

\[ + \sum_{s,a} \left[ (\mu_{a}^E \rho_a(\mu^E) - \mu_{a}^\pi \rho_a(\mu^\pi)) \frac{\partial}{\partial \theta} \log \rho_a(\mu^\pi) \right] \]

\[ + \sum_{s,a} \left[ (\mu_{a}^E (1 - \rho_a(\mu^E)) - \mu_{a}^\pi (1 - \rho_a(\mu^\pi))) \frac{\partial}{\partial \theta} \log (1 - \rho_a(\mu^\pi)) \right] \]

\[ = \sum_{s,a} \left[ (p_E^{s,a} - p^\pi_{s,a}) \frac{\partial}{\partial \theta} g_\theta(s, a) + \frac{\rho_a(\mu^E) - \rho_a(\mu^\pi)}{1 - \rho_a(\mu^\pi)} \mu_{a}^E \frac{\partial}{\partial \theta} \log \rho_a(\mu^\pi) \right] \]

(17)

In Equation 3, suppose \( \lambda << \mu + \sigma \), we can approximate pick-up probability by the Taylor expansion:

\[ \rho(\mu) = 1 - \exp \left( \frac{\lambda}{\mu + \sigma} \right) \approx \frac{\lambda}{\mu + \sigma} \]

\[ \frac{\partial L}{\partial \theta} \approx \sum_{s,a} (\mu_E^{s,a} - \mu^\pi_{s,a}) \frac{\partial}{\partial \theta} g_\theta(s, a) + \rho_a(\mu^E) \frac{\partial}{\partial \theta} \log \rho_a(\mu^\pi) \]

(18)