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Abstract
We provide a short proof of a sharp rearrangement estimate for a generalized version of a potential of Wolff–Havin–Maz’ya type. As a consequence, we prove a reduction principle for that integral operators, that is, a characterization of those rearrangement invariant spaces between which the potentials are bounded via a one-dimensional inequality of Hardy-type.

Since the special case of the mentioned potential is known to control precisely very weak solutions to a broad class of quasilinear elliptic PDEs of non-standard growth, we infer the local regularity properties of the solutions in rearrangement invariant spaces for prescribed classes of data.
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1. Introduction

The classical Riesz potential and its nonlinear counterparts of Havin–Maz’ya and Wolff-type play a fundamental role in the theory of regularity of PDEs via the methods of harmonic analysis, see\cite{31,37} and references therein. We study properties of a broader class of operators than the mentioned above to give a tool for analysis of solutions to strongly nonlinear PDE problems and related minimizers to the calculus of variations. The corresponding methods of potential analysis have recently found significant attention\cite{38,24,37,12,15,23,25,47,29,27,28,5,4}. Our aim is to reduce the problem of boundedness of nonlinear potentials to a one-dimensional Hardy-type inequality under minimal structural assumptions on the potential in the spirit of bounds for the Riesz potential of\cite{41} and for Havin-Maz’ya potential with $1 < p < \infty$ of\cite{19}. We provide a short proof of a sharp rearrangement estimate for a general version of a potential of Wolff–Havin–Maz’ya-type generated by any non-decreasing and left-continuous function $\psi : [0, \infty) \to [0, \infty)$, see Theorem \[\text{1}]. As a consequence, we infer characterizations of those rearrangement invariant spaces between which the potentials are bounded, see Theorems \[\text{2} and \text{3}. For this part, no growth condition of $\Delta_2$-type is required. In Section \[\text{5} we restrict attention to potentials with doubling growth. Using the general rearrangement inequality of Theorem \[\text{1} we establish the boundedness of the potentials between various particular cases of rearrangement invariant spaces. Subsequently, we present applications to systematic study on local regularity that can be transferred via known a priori estimates from data to solutions to problems with Orlicz growth including the following three cases: scalar isotropic doubling case, scalar non-doubling anisotropic case, and vectorial doubling case. Gradient regularity is also commented on.

A well-established role in the analysis of the $p$-Laplace scalar and vectorial problems\cite{27,32,38,37} of the form

$$-\text{div}(|Du|^{p-2}Du) = f, \quad 1 < p < \infty,$$

(1)
is played by the Wolff potential defined as

$$W_{\alpha,p}(x) := \int_0^\infty \left( r^{\alpha-n} \int_{B(x,r)} |f(y)| \, dy \right)^{1/p} \frac{dr}{r} = \int_0^\infty r^{\alpha-1} \left( r^{\alpha-n} \int_{B(x,r)} |f(y)| \, dy \right)^{1/p} \, dr.$$ (2)

Note that for $p = 2$ potential $W_{\alpha,2,p}$ is nothing but the classical Riesz potential

$$I_\alpha f(x) := \int_0^\infty r^{\alpha-1-n} \int_{B(x,r)} |f(y)| \, dy \, dr = c(\alpha,n) \int_{\mathbb{R}^n} \frac{|f(x)|}{|x-y|^{n-\alpha}} \, dy,$$

which is a standard tool in the analysis of the Poisson equation. Potentials having similar properties to $W_{\alpha,p}$ and given by

$$V_{\alpha,p}(x) := I_\alpha (I_\alpha f)^{\frac{1}{\alpha}}(x),$$ (3)

were studied earlier by Havin and Maz’ya, see [39]. Boundedness of $I_\alpha$ and $V_{\alpha,p}$ between rearrangement invariant spaces is studied, e.g., in [19], later on the boundedness of $I_\alpha$ was revisited in [29] and of $V_{\alpha,p}$ in [23].

The available pointwise estimates for solutions to problems with Orlicz growth [12] imply not only that $W_{\alpha,G}$ given by

$$W_{\alpha,G}(f)(x) := \int_0^\infty r^{\alpha-1-n} \int_{B(x,r)} |f(y)| \, dy \, dr$$ (4)

generalizes the classical operators. It provides a precise relation between data and solution to a quasilinear elliptic problem

$$-\text{div} A(x,Du) = f,$$ (5)

where the growth of $A$ with respect to the second variable is described by the means of a given N-function $G \in C^1((0,\infty)) \cap C([0,\infty))$ for which $g := G'$ and $G \in \Delta_2 \cap \nabla_2$. It is known since [45, 46] that the theory of rearrangements is a very effective way in study of PDEs of Orlicz growth. We use an approach initiated in [19] and study regularity of solutions via rearrangement estimate to a potential of the Wolff-type. There is a pointwise estimate from below and from above of solution to (5) involving the following version of the truncated potential

$$W_{\alpha,G}^R(f)(x) := \int_0^R r^{\alpha-1-n} \int_{B(x,r)} |f(y)| \, dy \, dr.$$ In fact, by [12, Theorem 2] it is known that an $A$-superharmonic function $u$ generated by a nonnegative $f \in L^1_{loc}$ satisfies

$$C_L \left( W_{1,G}^R(f)(x) - R \right) \leq u(x) \leq C_U \left( \inf_{B(x,R)} u(x) + W_{1,G}^R(f)(x) + R \right)$$ (6)

with some $C_L, C_U > 0$ depending only on the parameters of the problem and for all sufficiently small $R$. This result extends to the Orlicz setting the pre-eminent result for the $p$-Laplacian by Kilpeläinen and Malý [33] that was studied later, e.g., in [47]. Note that this result is sharp in the sense that there does not exist any essentially better potential to substitute in place of $W_{1,G}^R$ as the same potential controls the solution from below and from above. Later on, these kinds of results were used to infer various local properties of solutions, see [37] and [19, 23, 12]. Having (6), it is visible that precise results on the boundedness of the potential directly implies information on the local regularity of solutions in Section 5.3.

Let us summarize results formulated in Section 2 and proven in Section 4. With this aim, we recall the definitions of decreasing rearrangement and maximal rearrangement of a function due to [33, 0]. We define the decreasing rearrangement $f^*: [0,\infty) \to [0,\infty]$ of a measurable function $f : \mathbb{R}^n \to \mathbb{R}$ by

$$f^*(t) := \sup \left\{ s \geq 0 : \{ x \in \mathbb{R}^n : |f(x)| > s \} \right\},$$ (7)

where we assume that $\sup \emptyset = 0$. Equivalently it can also be defined as the function, which is right-continuous, non-increasing, and equimeasurable with $f$, i.e., $|\{ x : |f(x)| > t \}| = |\{ x : f^*(x) > t \}|$ for all $t > 0$. The maximal rearrangement is defined by

$$f^{**}(t) := \frac{1}{t} \int_0^t f^*(s) \, ds \quad \text{and} \quad f^{**}(0) = f^*(0).$$ (8)
We shall introduce a potential subordinated to a given non-decreasing and left-continuous function $\psi : [0, \infty) \to [0, \infty)$ which is not assumed to fall into the realm of the doubling regime. Let us define

$$W_{\alpha, \psi} f(x) := \int_0^\infty r^{\alpha - 1} \psi \left( r^{\alpha - n} \int_{B(x,r)} |f(y)| \, dy \right) \, dr.$$  \hspace{1cm} (9)

Therefore for $\psi(s) = s^{p-1}$ we have $W_{\alpha, \psi} = W_{\alpha, p}$ defined in (2), as well as for $G \in \Delta_2 \cap \nabla_2$, $g = G'$, and $\psi(s) = g^{-1}(s)$, we have $W_{\alpha, \psi} = W_{\alpha, G}$ defined in (1). We shall start with a rearrangement inequality satisfied by $W_{\alpha, \psi}$. It is known since [11] that in the special case potential $W_{\alpha/2, id} = W_{\alpha/2, 2} = I_\alpha$ satisfies

$$(I_\alpha f)^*(t) \leq C \int_t^\infty s^{\alpha - 1} f^{**}(s) \, ds, \quad \text{for some} \quad C = C(\alpha, n) > 0.$$  \hspace{1cm} (10)

This result was extended in [19, Theorem 2.1] to an estimate on nonlinear potential $V_{\alpha, p}$ for $1 < p < \infty$ reading

$$(V_{\alpha, p})^*(t) \leq C \int_t^\infty s^{\alpha - 1} (s^{\alpha} f^{**}(s))^{1/p} \, ds \quad \text{for} \quad 0 < \alpha p < n$$  \hspace{1cm} (11)

and some $C, k > 0$. We provide a similar result in Theorem 1 for $W_{\alpha, \psi}$ under no conditions of doubling type imposed on the non-decreasing function $\psi$. Namely, we prove that there exist $C_{W, 1}, C_{W, 2} > 0$ such that

$$(W_{\alpha, \psi} f)^*(t) \leq C_{W, 1} \int_t^\infty s^{\alpha - 1} \psi \left( C_{W, 2} s^{\alpha} f^{**}(s) \right) \, ds.$$  \hspace{1cm} (12)

The method of the proof of Theorem 1 is shorter and more elementary than the proof of [19, Theorem 2.1]. In turn, it provides a way to simplify the reasoning in the classical power case. Let us note that generalised potentials $V_{\alpha, \psi}$ and $W_{\alpha, \psi}$ (as well as $V_{\alpha, p}$ and $W_{\alpha, p}$) are closely related, see Section 6.1 for more comments on this issue.

In the power growth case, the boundedness of potential $V_{\alpha, p}$ between rearrangement invariant spaces is known to be equivalent to a one-dimensional inequality for nonlinear Hardy-type operator, see [19]. We present two results in this spirit. Theorem 2 is more natural in formulation, as it deals with norm boundedness of nonlinear operators $W_{\alpha, \psi} : X \to Y$. On the other hand, Theorem 3 provides a more general characterisation of boundedness of more natural application. See Remark 2.2 for an illustration. We present a few particular consequences on boundedness of $W_{\alpha, \psi}$ in the end of Section 4.

Section 5 is devoted to the boundedness of potentials given by doubling functions and applications. Study on the boundedness of $W_{\alpha, G}$ is presented in Section 5.2 whereas its consequences for regularity for solutions to PDE problems of a type [13] are presented in Section 5.3. Estimates for a solution and for its gradient follow from a combination of the bounds for $W_{\alpha, G}$ with known potential estimates from [12] and [4], and embracing the notable results of [22, 36]. As a consequence, the local integrability theory for solutions and their gradients, is reduced to one-dimensional Hardy-type inequalities. Additionally, Corollary 5.14 yields that $|\nabla u|$ is locally bounded, and hence that $u$ is locally Lipschitz continuous, when $f$ belongs to the Lorentz space $\Lambda_{\alpha, 1}^1(\Omega)$.

2. Boundedness of potential $W_{\alpha, \psi}$

We start with presenting the following sharp result on boundedness of $W_{\alpha, \psi}$. This result relates to [19, Theorem 2.1]. Let us stress that our attention is restricted to operators defined for measurable functions $f : \mathbb{R}^n \to \mathbb{R}$ such that

$$|\{x : |f(x)| > t\}| < \infty \quad \text{for} \quad t > 0.$$  \hspace{1cm} (13)

**Theorem 1.** Suppose $\psi : [0, \infty) \to [0, \infty)$ is non-decreasing and left-continuous. Let $n \geq 1$ and $\alpha \in (0, n)$. Then there exist $C_{W, 1} = C_{W, 1}(\alpha, n) > 0$ and $C_{W, 2} = C_{W, 2}(\alpha, n) > 0$ such that

$$(W_{\alpha, \psi} f)^*(t) \leq C_{W, 1} \int_t^\infty s^{\alpha - 1} \psi \left( C_{W, 2} s^{\alpha} f^{**}(s) \right) \, ds$$  \hspace{1cm} (14)
whenever \( f \in L^1_{\text{loc}}(\mathbb{R}^n) \) is such that (12) holds.

The result is sharp, in the sense that there exist a constants \( C_{W,3} = C_{W,3} (\alpha, n) > 0 \) and \( C_{W,4} (\alpha, n) > 0 \) such that

\[
C_{W,3} \int_t^\infty s^{\frac{1}{\alpha} - 1} \psi \left( C_{W,4} s^{\frac{\alpha}{n}} f^{**}(s) \right) ds \leq (W_{\alpha,\psi} f)^*(t)
\]

(14)

if \( f \in L^1_{\text{loc}}(\mathbb{R}^n) \) is any nonnegative and radially decreasing function satisfying (12).

Previous proof of the above fact, provided for \( \psi(t) = t^{\frac{1}{\alpha} - 1} \) in [19], was based on the interpolation theory and applied K-functional, see [3]. Related facts about K-functionals are studied since [34, 32, 31] and were applied to establish boundedness of operators, e.g., in [21, 32, 19]. Our proof uses different arguments and is far more straightforward even in the case of the classical Wolff potential given in (2). It relies on the properties of the fractional maximal operator.

**Remark 2.1.** In the power case, in [19, Theorem 2.1], there is an assumption \( \alpha n < p \).

In the case of the classical Wolff potential given in (2), it relies on the properties of the fractional maximal operator. It is also infinite. Thus, the result is true for \( \alpha \in (0, n) \), but meaningful only provided the mentioned integral is convergent.

Theorem 2 plays a crucial role in the proof of our next accomplishment, that is, in establishing an equivalent condition to the boundedness of the operator \( W_{\alpha,\psi} : X \to Y \) between arbitrary rearrangement invariant quasi-normed function spaces.

A quasi-normed Banach function space \( X(\Omega) \) on a measurable subset \( \Omega \) of \( \mathbb{R}^n \) is a linear space of measurable functions on \( \Omega \) equipped with a functional \( \| \cdot \|_{X(\Omega)} \), a quasi-norm, enjoying the following properties:

(i) \( \| f \|_{X(\Omega)} > 0 \) if \( f \neq 0 \);
\[ \lambda f \in X(\Omega) \quad \text{for every } \lambda \in \mathbb{R} \text{ and } f \in X(\Omega); \]
\[ \| f + g \|_{X(\Omega)} \leq c(\| f \|_{X(\Omega)} + \| g \|_{X(\Omega)}) \text{ for some constant } c \geq 1 \text{ and for every } f, g \in X(\Omega); \]

(ii) \( 0 \leq |g| \leq |f| \) a.e. in \( \Omega \) implies \( \| g \|_{X(\Omega)} \leq \| f \|_{X(\Omega)} \);

(iii) \( 0 \leq f_k \searrow f \) a.e. implies \( \| f_k \|_{X(\Omega)} \nearrow \| f \|_{X(\Omega)} \) as \( k \to \infty \);

(iv) if \( E \) is a measurable subset of \( \Omega \) and \( |E| < \infty \), then \( \| 1_E \|_{X(\Omega)} < \infty \);

(v) for every measurable \( E \subset \Omega \) with \( |E| < \infty \), there exists a constant \( C \) such that \( \int_E |f| \, dx \leq C \| f \|_{X(\Omega)} \) for every \( f \in X(\Omega) \).

The space \( X(\Omega) \) is called a Banach function space if the triangle inequality holds true, i.e., in (i) we have \( c = 1 \). In this case, the functional \( \| \cdot \|_{X(\Omega)} \) is actually a norm which makes \( X(\Omega) \) a Banach space.

We say that \( f, g \) are equimeasurable if \( \{ x : |f(x)| > t \} = \{ x : |g(x)| > t \} \) holds for all \( t > 0 \). A quasi-normed function space \( X(\Omega) \) is called rearrangement invariant if for every pair \( f, g \) of functions being equimeasurable and finite a.e. it holds that \( \| f \|_{X(\Omega)} = \| g \|_{X(\Omega)} \). By Luxemburg Representation Theorem [3, Chapter 2, Theorem 4.10], this condition implies the existence of rearrangement invariant space \( X(0, |\Omega|) \) having the property that

\[
\| f \|_{X(\Omega)} = \| f^* \|_{X(0, |\Omega|)} \quad \text{for every } f \in X(\Omega).
\]

(15)

Space \( X \) is called the representation space of \( X \). Classical instances of rearrangement-invariant quasi-normed spaces are Lebesgue spaces, Lorentz spaces, Lorentz–Zygmund spaces, Orlicz spaces.

Here, and in what follows, any function \( f \) on \( \Omega \) is understood to be continued by 0 outside \( \Omega \). Observe that if \( X(\Omega) \) is a rearrangement invariant quasi-normed space, then \( \| f \|_{X(\Omega)} = \| g \|_{X(\Omega)} \) if \( f^* = g^* \).
We provide the following result on characterisation of rearrangement invariant spaces between which $W_{\alpha,\psi}$ is bounded. As a matter of fact, the boundedness of $W_{\alpha,\psi} : X \to Y$ is proven to be equivalent to a one-dimensional Hardy-type inequality in the representation spaces of $X$ and $Y$. This result relates to [19, Theorem 2.3].

**Theorem 2.** Suppose $\psi : [0, \infty) \to [0, \infty)$ is a non-decreasing and left-continuous function, $n \geq 1$, $\alpha \in (0, n)$ and let $\Omega \subseteq \mathbb{R}^n$ be a measurable set. Let $X(\Omega)$ and $Y(\Omega)$ be quasi-normed Banach rearrangement invariant spaces. Then from the fact that

(i) there exists a constant $c > 0$ such that for every nonnegative function $\phi \in \overline{X}(0, |\Omega|)$ it holds

$$\left\| \int_t^\infty s^{\frac{n}{\alpha} - 1} \psi \left( s^{\frac{n}{\alpha} - 1} \int_0^s \phi(y) \, dy \right) \, ds \right\|_{Y(0,|\Omega|)} \leq c ||\phi||_{\overline{X}(0,|\Omega|)},$$

it follows that

(ii) there exists a constant $c > 0$ such that for every $f \in X(\Omega) \cap L^1_{loc}(\Omega)$ it holds that

$$||W_{\alpha,\psi}f||_{Y(\Omega)} \leq c ||f||_{X(\Omega)} .$$

Moreover, for $\Omega = \mathbb{R}^n$ also the reverse implication holds true.

Unlike Lebesgue and Lorentz spaces, where using a norm is typical, in the Orlicz and Lorentz–Orlicz-type settings, it is more natural to handle modulars rather than norms. Therefore we extend Theorem 3 to the following form using similar arguments.

**Theorem 3.** Suppose $\psi : [0, \infty) \to [0, \infty)$ is a non-decreasing and left-continuous function, $n \geq 1$, $\alpha \in (0, n)$ and let $\Omega \subseteq \mathbb{R}^n$ be a measurable set. Let $X(\Omega)$ and $Y(\Omega)$ be quasi-normed rearrangement invariant spaces. Suppose $T_Y : Y(\Omega) \to [0, \infty)$, $T_X : X(\Omega) \to [0, \infty)$, $T_{\overline{X}} : \overline{X}(0,|\Omega|) \to [0, \infty)$, $T_{\overline{X}} : \overline{X}(0,|\Omega|) \to [0, \infty)$ satisfy

$$T_X(f_1) = T_{\overline{X}}(f_1^*) \quad \text{for } f_1 \in X(\Omega) \quad \text{and} \quad T_Y(f_2) = T_{\overline{X}}(f_2^*) \quad \text{for } f_2 \in Y(\Omega).$$

(16)

Assume further that

if $0 \leq \phi \in \overline{X}(0,|\Omega|)$, then $T_{\overline{X}}(\phi) = T_{\overline{X}}(\phi^*)$ and $T_{\overline{X}}(\phi) = T_{\overline{X}}(\phi^*)$.

(17)

Additionally, suppose that

if $\phi_1, \phi_2 \in \overline{X}(0,|\Omega|)$ and $0 \leq \phi_1 \leq \phi_2$, then $T_{\overline{X}}(\phi_1) \leq T_{\overline{X}}(\phi_2)$.

(18)

Then from the fact that

(i) for every $k > 0$ there exists a constant $c > 0$ such that for every nonnegative function $\phi \in \overline{X}(0,|\Omega|)$ it holds

$$T_{\overline{X}}(k \int_t^\infty s^{\frac{n}{\alpha} - 1} \psi \left( s^{\frac{n}{\alpha} - 1} \int_0^s \phi(y) \, dy \right) \, ds) \leq T_{\overline{X}}(c \phi),$$

it follows that

(ii) for every $k > 0$ there exists a constant $c > 0$ such that for every $f \in X(\Omega) \cap L^1_{loc}(\Omega)$ it holds that

$$T_Y(k W_{\alpha,\psi} f) \leq T_X(cf).$$

Moreover, for $\Omega = \mathbb{R}^n$ also the reverse implication holds true.
Remark 2.2. Admissible choice of $T_X, T_Y$ in Theorem 3 is

$$T_X f = \int_0^\infty s^\sigma H_X(s^\sigma f^*(s)) \, ds \quad \text{and} \quad T_Y f = \int_0^\infty s^\sigma H_Y(s^\sigma f^*(s)) \, ds$$

for some non-decreasing functions $H_X, H_Y : [0, \infty) \to [0, \infty)$ and $\alpha, \beta, \sigma, \varrho \in \mathbb{R}$. Indeed, let us fix $\phi \in \mathcal{X}$ and define $f_\phi(x) := \phi(\omega_n|x|^n)$. Then $f_\phi^*(s) = \phi^*(s)$. We denote $T_X f_\phi$. Then

$$T_X f^* = T_X f_\phi = \int_0^\infty s^\sigma H_X(s^\sigma f_\phi^*(s)) \, ds,$$

therefore (16) holds true. On the other hand, to justify (17) we notice that

$$T_X f_\phi = T_X f = \int_0^\infty s^\sigma H_X(s^\sigma f^*(s)) \, ds = \int_0^\infty s^\sigma H_X(s^\sigma \phi^*(s)) \, ds.$$

Moreover, (18) follows from the monotonicity of $H_Y$.

3. Preliminaries

3.1. Notation

Following a usual custom, we denote by $c$ or $C$ a general positive constant. Different occurrences from line to line will be still denoted by $c$ or $C$. Special occurrences will be denoted by $c_1, C_2$ or similarly. In order to stress relevant dependencies on parameters, we will use parentheses, i.e., $c = c(p, \alpha)$ means that $c$ depends on $p, \alpha$. Moreover, we say that two functions $f_1, f_2 : [0, \infty) \to \mathbb{R}$ are comparable and denote it as $f_1(t) \approx f_2(t)$ if there exist constants $c_1, c_2 > 0$ such that $f_1(c_1 t) \leq f_2(t) \leq f_1(c_2 t)$ for all $t > 0$.

Let us denote the characteristic function of the set $E$ by $\mathbbm{1}_E$. We denote by $B(x, r)$ a ball centred in $x$ and radius $r > 0$. By $\omega_n$ we denote a volume of a unit ball, i.e., $\omega_n := |B(0, 1)|$.

Given a measurable subset $E$ of $\Omega$, we denote $\|f\|_{X(E)} = \|f \mathbbm{1}_E\|_{X(\Omega)}$ for any measurable function $f$ on $\Omega$. Note that then $\|f\|_{X(E)} \neq \|f^*\|_{\mathcal{X}(0, |E|)}$ but rather $\|f\|_{X(E)} = \|(f \mathbbm{1}_E)^*\|_{\mathcal{X}(0, |E|)}$. Moreover, we denote by $X_{loc}(\Omega)$ the space of measurable functions $f$ in $\Omega$ such that $\|f\|_{X(E)} < \infty$ for every compact set $E \subset \Omega$.

3.2. Decreasing rearrangement

We use the basic properties of the decreasing rearrangement and the maximal rearrangement, defined in (7) and (8). While considering these objects, it is usually assumed that (12) holds. Observe that

$$f(x) = f^*(\omega_n|x|^n)$$

By (6), Chapter 1, Proposition 1.7, for any $f_1, f_2$ and $t > 0$ it holds that

$$(f_1 + f_2)^*(t) \leq f_1^*(\frac{t}{2}) + f_2^*(\frac{t}{2}) \quad \text{if } f, g : \mathbb{R}^n \to \mathbb{R} \text{ and } f(x) \leq g(x) \text{ for all } x \in \mathbb{R}^n,$$

then $f^*(t) \leq g^*(t)$ for all $t > 0$. (19)

The function $f^{**}$ is nonnegative, non-increasing and the function $t \mapsto t f^{**}(t)$ is non-decreasing. In particular

$$\frac{t}{2} f^{**}(t) \leq f^{**}(2t) \leq f^{**}(t) \quad \text{for any } t > 0.$$

Moreover, $f^* \leq f^{**}$. For any measurable set $\Omega \subset \mathbb{R}^n$ the following inequality holds true

$$\int_{\Omega} |f(y)| \, dy \leq \int_0^{\omega_n |\Omega|} f^*(s) \, ds = |\Omega| f^{**}(\omega_n |\Omega|).$$

If $f$ is nonnegative, radially decreasing function, then

$$f(x) = f^*(\omega_n|x|^n)$$

(23)
Lemma 6.2 gives us that for any non-decreasing, left-continuous function \( \psi : [0, \infty) \to [0, \infty) \) we have the following identity

\[
(\psi(|f|))^\ast(t) = \psi(f^\ast(t)).
\]

We use the classical fractional maximal operator \( M_\alpha \), defined for every \( f \in L^1_{\text{loc}}(\mathbb{R}^n) \) as

\[
M_\alpha f(x) := \sup_{B \ni x} |B|^{\frac{1}{n}} \int_B |f(y)| dy,
\]

where \( \alpha \in [0, n) \) is a parameter and supremum is taken over all balls \( B \) such that \( x \in B \), see [44]. The following result has been proved in [20, Theorem 1.1]. For \( n \geq 1 \) and \( \alpha \in [0, n) \), there exist a constant \( C_M = C_M(\alpha, n) \) such that for every \( f \in L^1_{\text{loc}}(\mathbb{R}^n) \) it holds that

\[
(M_\alpha f)^\ast(t) \leq C_M \sup_{s \geq t} s^{\frac{n}{p}} f^{**}(s).
\]

The proof of this fact employs basic properties of maximal function and rearrangements.

### 3.3. Hardy inequalities

We use the Hardy inequality [6, Lemma 3.9] of the following form. If \( q \geq 1 \) and \( p < q - 1 \), then for every measurable, nonnegative function \( \phi : [0, \infty) \to [0, \infty) \) it holds that

\[
\int_0^\infty t^p \left( \frac{1}{t} \int_0^t \phi(x) dx \right)^q dt \leq \left( \frac{q}{q-p-1} \right)^q \int_0^\infty t^p \phi(t)^q dt.
\]

If instead of \( p < q - 1 \) we have \( p > q - 1 \), then

\[
\int_0^\infty t^p \left( \frac{1}{t} \int_t^\infty \phi(x) dx \right)^q dt \leq \left( \frac{q}{p+1-q} \right)^q \int_0^\infty t^p \phi(t)^q dt.
\]

### 3.4. Lorentz spaces

Let \( 0 < p < \infty, 0 < q \leq \infty \). The Lorentz space \( \Lambda^{p,q}(\Omega) \) is a space of measurable functions \( f : \Omega \to \mathbb{R} \) such that

\[
\|f\|_{\Lambda^{p,q}(\Omega)} := \left\| s^{\frac{1}{q} - \frac{1}{p}} f^{*}(s) \right\|_{L^q(0,\infty)} < \infty.
\]

For \( q = \infty \) this space is usually called the Marcinkiewicz space. Furthermore, \( \Lambda^{[p,q]}(\Omega) \) for \( 0 < p < \infty, 0 < q \leq \infty \), denotes the Lorentz space equipped with the quasi-norm given by

\[
\|f\|_{\Lambda^{[p,q]}(\Omega)} := \left\| s^{\frac{1}{q} - \frac{1}{p}} f^{**}(s) \right\|_{L^q(0,\infty)}
\]

for measurable functions \( f : \Omega \to \mathbb{R} \). As above, for \( q = \infty \), this space is called the Marcinkiewicz space.

For the basic properties of Lorentz spaces we refer to [6, Chapter 4, Section 4]. Note that spaces \( \Lambda^{p,q} \) and \( \Lambda^{[p,q]} \) are quasi-normed, rearrangement invariant Banach function spaces. Space \( \Lambda^{p,q} \) is a Banach function space if and only if \( 1 \leq q \leq p < \infty \), while \( \Lambda^{[p,q]} \) is a Banach function space if and only if \( 1 \leq p < \infty \) and \( 1 \leq q \leq \infty \). Observe that \( \Lambda^{p,p} = L^p \), i.e., standard Lebesgue spaces are Lorentz spaces.

It holds that \( \Lambda^{[p,q]} \subseteq \Lambda^{p,q} \) for arbitrary \( p, q \). By [6, Chapter 4, Lemma 4.5], the quasi-norms \( \| \cdot \|_{\Lambda^{[p,q]}} \) and \( \| \cdot \|_{\Lambda^{p,q}} \) are equivalent for \( p > 1, q \geq 1 \), which means that

\[
\Lambda^{[p,q]} = \Lambda^{p,q} \quad \text{for } p > 1, q \geq 1.
\]
Lorentz spaces also satisfy the embedding $A^{p,q_2} \subseteq A^{p,q_1}$ for $q_1 \geq q_2$. In fact, by [6, Chapter 4, Proposition 4.2] there exists a constant $C = C(q_1, q_2)$ such that

$$\|f\|_{A^{p,q_1}} \leq C\|f\|_{A^{p,q_2}}.$$  \hfill (33)

Moreover, if $\Omega \subset \mathbb{R}^n$ is such that $|\Omega| < \infty$, then

if $0 < p_1 < p_2 \leq \infty$ and $0 < q_1, q_2 \leq \infty$, then $A^{p_2,q_2}(\Omega) \subseteq A^{p_1,q_1}(\Omega),$  \hfill (34)

see [6, page 217].

4. Properties of potential $W_{\alpha,\psi}$. Proofs of Theorem 1, 2, and 3 and direct consequences.

Let us recall that potential $W_{\alpha,\psi}$ is given by (30). We denote the truncated potential by

$$W_{\alpha,\psi}^R f(x) := \int_0^R r^{\alpha - 1} \psi \left( \frac{1}{r} \int_{B(x,r)} |f(y)| \, dy \right) \, dr.$$  \hfill (35)

Before proofs of our main results on one-dimensional reduction, let us present basic properties of $W_{\alpha,\psi}^R$.

Lemma 4.1. Let $n \in \mathbb{N}$ and $\alpha \in (0, n)$. Assume $\psi : [0, \infty) \to [0, \infty)$ is non-decreasing, then for every $x \in \mathbb{R}^n$ it holds that

$$W_{\alpha,\psi}^R f(x) \leq \frac{1}{\alpha} R^n \psi \left( \omega_n^{1 - \frac{n}{\alpha}} M_{\alpha} f(x) \right) \quad \text{for } f \in L^1_{\text{loc}}(\mathbb{R}^n).$$

Proof. We observe that by the very definition of the maximal function (26), we have

$$W_{\alpha,\psi}^R f(x) = \int_0^R r^{\alpha - 1} \psi \left( \frac{1}{r} \int_{B(x,r)} |f(y)| \, dy \right) \, dr \leq \int_0^R r^{\alpha - 1} \psi \left( \omega_n^{1 - \frac{n}{\alpha}} M_{\alpha} f(x) \right) \, dr = \frac{R^n}{\alpha} \psi \left( \omega_n^{1 - \frac{n}{\alpha}} M_{\alpha} f(x) \right).$$

\hfill \Box

Lemma 4.2. Let $n \in \mathbb{N}$ and $\alpha \in (0, n)$. Suppose $\psi : [0, \infty) \to [0, \infty)$ is a non-decreasing, left-continuous function and $f \in L^1_{\text{loc}}(\mathbb{R}^n)$, then there exists $c = c(\alpha, n) > 0$ such that for every $t > 0$ it holds that

$$(W_{\alpha,\psi}^R f)^*(t) \leq \frac{1}{\alpha} R^n \psi \left( c \sup_{s \geq t} s^{\frac{\alpha}{n}} f^{**}(s) \right) \quad \text{for } f \in L^1_{\text{loc}}(\mathbb{R}^n).$$  \hfill (36)

Proof. Function $t \mapsto \frac{1}{\alpha} R^n \psi(\alpha t)$ is a non-decreasing, left-continuous function for a fixed $c > 0$. Therefore, Lemma 6.2 implies that

$$\left( \frac{R^n}{\alpha} \psi \left( \omega_n^{1 - \frac{n}{\alpha}} M_{\alpha} f \right) \right)^*(t) = \frac{R^n}{\alpha} \psi \left( \omega_n^{1 - \frac{n}{\alpha}} (M_{\alpha} f)^*(t) \right).$$

By using Lemma 4.1 in conjunction with (27) we obtain

$$(W_{\alpha,\psi}^R f)^*(t) \leq \frac{1}{\alpha} R^n \psi \left( \omega_n^{1 - \frac{n}{\alpha}} (M_{\alpha} f)^*(t) \right) \leq \frac{1}{\alpha} R^n \psi \left( C_M \omega_n^{1 - \frac{n}{\alpha}} \sup_{s \geq t} s^{\frac{\alpha}{n}} f^{**}(s) \right).$$

\hfill \Box

Now we shall investigate the operator $f \mapsto (W_{\alpha,\psi} f - W_{\alpha,\psi}^R f)$. We use the following fact similar to [15, Lemma 2.5].
Lemma 4.3. Let $n \in \mathbb{N}$, $\alpha \in [0, n]$ and let $\psi : [0, \infty) \to [0, \infty)$ be a non-decreasing function. There exist constants $c_1 = c_1(\alpha, n) > 0$, $c_2 = c_2(\alpha, n) > 0$ such that for every $R > 0$ the following inequality holds true

$$W_{\alpha, \psi} f(x) - W_{\alpha, \psi}^R f(x) \leq c_1 \int_{\omega_n R^n} s^{\frac{\alpha}{n} - 1} \psi (c_2 s^\frac{\alpha}{n} f^{**}(s)) \, ds \quad \text{for } f \in L^1_{\text{loc}}(\mathbb{R}^n).$$

(37)

Proof. Observe that by (22) for any $x \in \mathbb{R}^n$ and $r > 0$ it holds that

$$\int_{B(x, r)} |f(y)| \, dy \leq \int_{0}^{r} f^*(s) \, ds = \int_{0}^{\omega_n r^n} f^*(s) \, ds.$$

Therefore

$$W_{\alpha, \psi} f(x) - W_{\alpha, \psi}^R f(x) = \int_{R}^{\infty} r^{\alpha - 1} \psi \left( \frac{r^\alpha - R^n}{R^n} \int_{B(x, r)} |f(y)| \, dy \right) \, dr \leq \int_{R}^{\infty} r^{\alpha - 1} \psi \left( \frac{r^\alpha - \omega_n R^n}{\omega_n R^n} \int_{0}^{\omega_n R^n} f^*(t) \, dt \right) \, dr$$

$$= \int_{R}^{\infty} r^{\alpha - 1} \psi (\omega_n r^n f^{**}(\omega_n R^n)) \, dr = \frac{\omega_n}{n} \int_{\omega_n R^n} \sup_{s > t} s^{\frac{\alpha}{n} - 1} \psi (c_2 s^\frac{\alpha}{n} f^{**}(s)) \, ds,$$

where in the last equality we used a substitution $s = \omega_n r^n$. \hfill \square

We are in position to prove Theorem 1. Proof of Theorem 1. Observe that the right-hand side of (37) does not depend on $x$. We fix arbitrary $R > 0$. Combining Lemmas 4.2 and 4.3 gives us the following estimate

$$(W_{\alpha, \psi} f)^*(t) \leq \frac{1}{\alpha} R^n \psi \left( c \sup_{s > t} s^{\frac{\alpha}{n}} f^{**}(s) \right) + c_1 \int_{\omega_n R^n} s^{\frac{\alpha}{n} - 1} \psi (c_2 s^\frac{\alpha}{n} f^{**}(s)) \, ds.$$ \hspace{1cm} (38)

By substituting $t = \omega_n R^n$ we obtain that

$$(W_{\alpha, \psi} f)^*(t) \leq \frac{1}{\alpha \omega_n} \left( \frac{\omega_n}{n} \int_{\omega_n R^n} \sup_{s > t} s^{\frac{\alpha}{n} - 1} \psi (c_2 s^\frac{\alpha}{n} f^{**}(s)) \, ds \right). \hspace{1cm} (39)$$

To complete the proof of (37), we shall show that the first summand of (39) is always lesser (up to a constant) than the second one. In fact, it suffices to show that

$$t^{\frac{\alpha}{n}} \psi (ct^{\frac{\alpha}{n}} f^{**}(\tau)) \leq 2^{1 - \frac{\alpha}{n}} \int_{t}^{\infty} s^{\frac{\alpha}{n} - 1} \psi (2cs^\frac{\alpha}{n} f^{**}(s)) \, ds$$

for every $\tau > t$. Observe that due to (21) we have

$$t^{\frac{\alpha}{n}} \psi (ct^{\frac{\alpha}{n}} f^{**}(\tau)) \leq \tau^{\frac{\alpha}{n}} \psi (ct^{\frac{\alpha}{n}} f^{**}(\tau)) = \int_{\tau}^{2^{\tau} t} \tau^{\frac{\alpha}{n} - 1} \psi (ct^{\frac{\alpha}{n}} f^{**}(\tau)) \, ds$$

$$\leq \int_{\tau}^{2^{\tau} t} 2^{1 - \frac{\alpha}{n}} s^{\frac{\alpha}{n} - 1} \psi (cs^\frac{\alpha}{n} f^{**}(\frac{1}{2}s)) \, ds \leq 2^{1 - \frac{\alpha}{n}} \int_{t}^{\infty} s^{\frac{\alpha}{n} - 1} \psi (2cs^\frac{\alpha}{n} f^{**}(s)) \, ds.$$

This ends the proof of the upper bound.

To prove sharpness, we take any nonnegative radially decreasing function $f$. We notice that

$$W_{\alpha, \psi} f(x) = \int_{0}^{\infty} r^{\alpha - 1} \psi \left( \frac{r^\alpha - \omega_n R^n}{\omega_n R^n} \int_{B(x, r)} f(y) \, dy \right) \, dr \geq \int_{2|x|}^{\infty} r^{\alpha - 1} \psi \left( \frac{r^\alpha - \omega_n R^n}{\omega_n R^n} \int_{B(x, r)} f(y) \, dy \right) \, dr.$$
For \( r > |x| \) it holds that \( B(0, r - |x|) \subseteq B(x, r) \). In turn, we have

\[
W_{\alpha,\psi} f(x) \geq \int_{2|x|}^{\infty} r^{-1} \psi \left( \int_{r(0,|x|)} f(y) dy \right) dr = r^{\alpha-n} \int_{B(0,|x|)} f(y) dy =: (40)
\]

where we used (24) in the last equality. As for \( r > 2|x| \) it holds that \( \frac{1}{2} r - |x| \leq r \), we have

\[
\int_{0}^{\infty} r^{-1} \psi \left( \int_{0}^{\infty} f^*(s) ds \right) dr,
\]

where the last inequality comes from substitution \( s = \omega_n(r - |x|)^n \) and holds for some constants \( C_{W,3} = C_{W,3}(\alpha, n) > 0 \) and \( C_{W,4} = C_{W,4}(\alpha, n) > 0 \). The right-hand side of the last display is nonnegative and radially decreasing function of \( x \), so it satisfies \( (23) \). Using \( (19) \), we obtain

\[
(W_{\alpha,\psi} f)^*(t) \geq C_{W,3} \int_{t}^{\infty} s^{\frac{\alpha}{\alpha-n}} \psi(C_{W,4} s^{\frac{\alpha}{\alpha-n}} f^*(s)) ds.
\]

This gives us \( (45) \).

We make use of Theorem 1 to prove boundedness criteria.

**Proof of Theorem 2.** We start with the implication \( (i) \Rightarrow (ii) \). Having any \( f \in X(\Omega) \), we take \( f^* \in \overline{X}(0,|\Omega|) \). Then Theorem 1 gives us that

\[
\|W_{\alpha,\psi} f\|_{Y(\Omega)} \leq \|(W_{\alpha,\psi} f)^*\|_{\overline{Y}(0,|\Omega|)} \leq \left\| C_{W,1} \int_{t}^{\infty} s^{\frac{\alpha}{\alpha-n}} \psi(C_{W,2} s^{\frac{\alpha}{\alpha-n}} \int_{0}^{s} f^*(y)dy) ds \right\|_{\overline{Y}(0,|\Omega|)}.
\]

We can estimate the right-hand side above using \( (i) \) to get

\[
\|W_{\alpha,\psi} f\|_{Y(\Omega)} \leq cC_{W,1} \|C_{W,2} f^*\|_{\overline{X}(0,|\Omega|)} = cC_{W,1} C_{W,2} \|f\|_{X(\Omega)}.
\]

Hence, the implication is proved.

Conversely, in order to prove \( (ii) \Rightarrow (i) \) we take any nonnegative \( \phi \in \overline{X}(0,\infty) \). Let \( f(x) = \frac{1}{C_{W,4}} \phi^*(\omega_n|x|^n) \), so that \( f \) is a nonnegative radially decreasing function and \( f^*(t) = \frac{1}{C_{W,4}} \phi^*(t) \). Notice that for every \( r > 0 \) it holds that

\[
\int_{0}^{r} \phi(s) ds \leq \int_{0}^{r} \phi^*(s) ds,
\]

which implies that

\[
\left\| \int_{t}^{\infty} s^{\frac{\alpha}{\alpha-n}} \psi \left( s^{\frac{\alpha}{\alpha-n}} \int_{0}^{s} \phi(y)dy \right) ds \right\| _{\overline{Y}(0,\infty)} \leq \left\| \int_{t}^{\infty} s^{\frac{\alpha}{\alpha-n}} \psi \left( s^{\frac{\alpha}{\alpha-n}} \int_{0}^{s} \phi^*(y)dy \right) ds \right\| _{\overline{Y}(0,\infty)} =: I_1.
\]

Since \( f \) is radially decreasing and \( \Omega = \mathbb{R}^n \), Theorem 1 implies that

\[
C_{W,3} \int_{t}^{\infty} s^{\frac{\alpha}{\alpha-n}} \psi \left( s^{\frac{\alpha}{\alpha-n}} C_{W,4} f^*(s) \right) ds \leq (W_{\alpha,\psi} f)^*(t).
\]

This concludes the proof of Theorem 2.
Hence, we infer that
\[ I_1 \leq \frac{1}{c_{W,3}} \| (W_{\alpha,\psi} f)^* \|_{Y(0,\infty)} = \frac{1}{c_{W,3}} \| W_{\alpha,\psi} f \|_{Y(\mathbb{R}^n)}. \]

Taking into account (ii) and collecting the above observations, we see that
\[
\left\| \int_t^\infty s^{n-1} \psi \left( s^{n-1} \int_0^s \phi(y)dy \right) ds \right\|_{Y(0,\infty)} \leq \frac{1}{c_{W,3}} \| W_{\alpha,\psi} f \|_{Y(\mathbb{R}^n)}
\leq \frac{1}{c_{W,3}} \| f \|_{X(\mathbb{R}^n)}
= \frac{1}{c_{W,3}} \| f^* \|_{X(0,\infty)}
= \frac{1}{c_{W,3}} \| f \|_{X(0,\infty)},
\]
which was to be proven. 

\[ \square \]

**Proof of Theorem 3** We start with the implication (i) \(\Rightarrow\) (ii). Let \(k > 0\) be arbitrarily fixed. Having any \(f \in X(\Omega)\), we take \(f^* \in X(0,|\Omega|)\). Then \([10], [13],\) and Theorem 1 give us that
\[
J_1(kW_{\alpha,\psi} f) \leq J_1(kW_{\alpha,\psi} f)^* I_{\Omega} \leq T_{\mathbb{R}}(kC_{W,1} \int_t^\infty s^{n-1} \psi \left( s^{n-1} \int_0^s f^*(y)dy \right) ds).
\]

By assumption (i), for some \(c > 0\) we have
\[
T_Y(kW_{\alpha,\psi} f) \leq T_{\mathbb{R}}(cC_{W,2} f^*) = T_X(cC_{W,2} f).
\]

Hence, the implication is proven.

Conversely, in order to prove (ii) \(\Rightarrow\) (i) we take any nonnegative \(\phi \in X(0,\infty)\) and \(k > 0\). Let \(f(x) = \frac{1}{c_{W,4}} \phi^*(\omega_x |x|^n)\), so that \(f\) is a nonnegative radially decreasing function and \(f^*(t) = \frac{1}{c_{W,4}} \phi^*(t)\). Notice that for every \(r > 0\) it holds that
\[
\int_0^r \phi(s)ds \leq \int_0^r \phi^*(s)ds,
\]
which in the view of \([13]\) implies that
\[
J_1(k \int_t^\infty s^{n-1} \psi \left( s^{n-1} \int_0^s \phi(y)dy \right) ds) \leq J_1(k \int_t^\infty s^{n-1} \psi \left( s^{n-1} \int_0^s f^*(y)dy \right) ds) =: I_2.
\]

Since \(f\) is radially decreasing and \(\Omega = \mathbb{R}^n\), Theorem 1 implies that
\[
C_{W,3} \int_t^\infty s^{n-1} \psi \left( s^{n-1} \int_0^s \psi f^*(s)ds \right) ds \leq (W_{\alpha,\psi} f)^*(t).
\]

Hence, by \([13], [16]\) we infer that
\[
I_2 \leq J_1(kW_{\alpha,\psi} f)^* = J_1(kW_{\alpha,\psi} f).
\]

Taking into account (ii) and collecting the above observations we see that for some constant \(c > 0\) it holds that
\[
J_1(k \int_t^\infty s^{n-1} \psi \left( s^{n-1} \int_0^s \phi(y)dy \right) ds) \leq T_X(cf) = J_1(cC_{W,4} \phi^*) = J_1(cC_{W,4} f),
\]
which was to be proven. 

\[ \square \]

We have the following consequences of Theorem 1...
Corollary 4.4. Suppose $\psi : [0, \infty) \to [0, \infty)$ is a non-decreasing function, $n \geq 1$, and $\alpha \in (0, n)$. Then

(i) if $\sigma > 1$, $\beta, \varrho > 0$, $\alpha < \frac{\varrho}{\sigma + \varrho}$, and $\psi(\beta(t)) \leq ct^\varrho$, then for $\gamma = \frac{\beta \sigma}{\varrho - \alpha \beta - \alpha \varrho}$ it holds

$$W_{\alpha, \psi} : \Lambda^{\sigma, \psi}(\mathbb{R}^n) \to \Lambda^{(\gamma, \beta)}(\mathbb{R}^n).$$

(ii) if $\varrho > \frac{\alpha}{n - \alpha}$ and $\psi(t) \leq ct^\varrho$, then it holds

$$W_{\alpha, \psi} : L^1(\mathbb{R}^n) \to \Lambda^{\frac{\alpha}{n - \alpha}, \varrho}(\mathbb{R}^n).$$

Note that this result in the case of $\psi(t) = t^{1/(p-1)}$ yields the result of [18, Theorem 3.1, (i) and (ii)] with $\mathcal{W}_{\alpha, p}$ in the place of $\mathcal{W}_{\alpha, \varrho}$.

Proof. (i) Let us notice that by Theorem [1] Hardy inequality, and the fact that $\psi(\beta(t)) \leq ct^\varrho$, we have

$$\int_0^\infty \left[ t^{\varrho} (W_{\alpha, \psi} f)^*(t) \right]^\beta \frac{dt}{t} \leq C \int_0^\infty \left[ t^{\varrho} \int_0^\infty s^{\varrho - 1} \psi(cs^\varrho f^{**}(s)) \, ds \right]^\beta \frac{dt}{t} = C \int_0^\infty t^{\varrho - 1} \left[ \int_0^\infty s^{\varrho - 1} \psi(cs^\varrho f^{**}(s)) \, ds \right]^\beta \, dt \leq C \int_0^\infty t^{\varrho(\frac{1}{\sigma + \varrho})} \psi(\beta(t)) \, dt \leq C \int_0^\infty t^{\varrho(\frac{1}{\sigma + \varrho})} (f^{**}(t))^{\varrho} \, dt = C \|f\|_{L^1}^\varrho.$$

Therefore

$$\sup_{t > 0} t^{\frac{\varrho(\beta(\alpha))}{\alpha}} (W_{\alpha, \psi} f)^*(t) \leq C \|f\|_{L^1}^\varrho.$$ 

\[ \square \]

Lemma 4.5. Suppose $\psi : [0, \infty) \to [0, \infty)$ is a non-decreasing function, $n \geq 1$, and $\alpha \in [0, n]$, then there exists a constant $c = c(n, \alpha) > 0$ such that

$$\|W_{\alpha, \psi} R f\|_{L^{\infty}(\mathbb{R}^n)} \leq c \int_0^\infty t^{\sigma n} \psi^\sigma \left( \frac{1}{\omega_n} t^{\frac{\sigma n}{m}} f^{**}(t) \right) \, dt.$$ 

Moreover, $W_{\alpha, \psi}$ maps a Lorentz-type space of functions such that $\int_0^\infty t^{\sigma n} \psi^\sigma \left( \frac{1}{\omega_n} t^{\frac{\sigma n}{m}} f^{**}(t) \right) \, dt < \infty$ into $L^{\infty}(\mathbb{R}^n)$ and

$$\|W_{\alpha, \psi} f\|_{L^{\infty}(\mathbb{R}^n)} \leq c \int_0^\infty t^{\sigma n} \psi^\sigma \left( \frac{1}{\omega_n} t^{\frac{\sigma n}{m}} f^{**}(t) \right) \, dt.$$ 

Proof. By [22] we have

$$\|W_{\alpha, \psi} R f\|_{L^{\infty}(\mathbb{R}^n)} \leq \int_0^R r^{\beta n} \psi \left( r^{\alpha n} \omega_n r^n f^{**}(\omega_n r^n) \right) \, dr = \int_0^R r^{\beta n} \psi \left( \omega_n r^{\alpha n} f^{**}(\omega_n r^n) \right) \, dr \leq c \int_0^\infty t^{\sigma n} \psi^\sigma \left( \frac{1}{\omega_n} t^{\frac{\sigma n}{m}} f^{**}(t) \right) \, dt.$$ 

\[ \square \]
5. Potentials given by a doubling function and regularity to quasilinear PDEs

We start this section with some more definitions, then we pass to boundedness of $W_{\alpha,G}$ and regularity.

5.1. $N$-functions

In this section let $G \in C([0, \infty)) \cap C^1((0, \infty))$ and assume that

- $G$ is an $N$-function, i.e., it is a convex, continuous, and such that $G(0) = 0$, $\lim_{t \to 0} G(t)/t = 0$ and $\lim_{t \to \infty} G(t)/t = \infty$;
- $g : [0, \infty) \to [0, \infty)$ is a non-decreasing function such that
  $$G(t) = \int_0^t g(s) \, ds;$$
- $G \in \Delta_2 \cap \nabla_2$, which is equivalent to the fact that there exist constants $i_G, s_G > 1$ satisfying
  $$1 < i_G = \inf_{t > 0} \frac{tg(t)}{G(t)} \leq \sup_{t > 0} \frac{tg(t)}{G(t)} = s_G < \infty.$$  \hfill (42)

The Young conjugate $\tilde{G}$ (also called the complementary function, or the Legendre transform) to an $N$-function $G : [0, \infty) \to [0, \infty)$ is given by $\tilde{G}(s) := \sup_{t > 0} (st - G(t))$. Then $\tilde{G}$ is an $N$-function too. We refer to \cite{2, 43} for basic properties of $N$-functions.

We say that a function $G : [0, \infty) \to [0, \infty)$ satisfies $\Delta_2$-condition (denoted $G \in \Delta_2$), if there exists $c_{\Delta_2} > 0$ such that $G(2t) \leq c_{\Delta_2} G(t)$ for $t > 0$. We say that $G$ satisfy $\nabla_2$-condition if $\tilde{G} \in \Delta_2$. Note that it is possible that $G$ satisfies only one of the conditions $\Delta_2/\nabla_2$. For instance, when $G(t) = (1 + |t|) \log(1 + |t|) - |t|$, its complementary function is $\tilde{G}(s) = \exp(|s|) - |s| - 1$. Then $G \in \Delta_2$ and $\tilde{G} \notin \Delta_2$. Note that $G \notin \Delta_2$ can be trapped between two power-type functions with arbitrarily close powers, see \cite{13, 8} for different constructions.

If $G \in C([0, \infty)) \cap C^1((0, \infty))$ is an $N$-function and $G' = g$, then $G \in \Delta_2 \cap \nabla_2$ holds if and only if (42). Moreover, then

$$\frac{G(t)}{t_{i_G}} \text{ is non-decreasing and } \frac{G(t)}{t_{s_G}} \text{ is non-increasing},$$

and $i_G G(t) \leq g(t)t \leq s_G G(t)$. Note that since $g(t)t$ is comparable to $G(t)$, function $t \mapsto \frac{g(t)}{t_{i_G}}$ is comparable to a non-decreasing function and $t \mapsto \frac{g(t)}{t_{s_G}}$ is comparable to a non-increasing function. Observe that $i_{\tilde{G}} = \frac{s_G}{i_G} - 1$ and $s_{\tilde{G}} = \frac{i_G}{i_G - 1}$.

5.2. Properties of $W_{\alpha,G}$

We start with a consequence of Theorem 11. It follows directly from this theorem and doubling properties of $g^{-1}$.

In the further parts of this section, we make use of this result to establish various results on the boundedness of $W_{\alpha,G}$.

Proposition 5.1. Let $n \geq 1$, $\alpha \in (0, n)$, and let $G \in C([0, \infty)) \cap C^1((0, \infty))$ be an $N$-function such that $G \in \Delta_2 \cap \nabla_2$. Then there exists $C_W = C_W(\alpha, i_G, s_G, n) > 0$ such that

$$\textstyle (W_{\alpha,G} f)^*(t) \leq C_W \int_t^\infty s^{\frac{n}{p}-1} g^{-1} (\tilde{s}^{\frac{n}{p}} f^*(s)) \, ds \quad (44)$$

whenever $f \in L^1_{\text{loc}}(\mathbb{R}^n)$ satisfies \textsuperscript{(12)}. The result is sharp, in the sense that there exists a positive constant $c_W = c_W(\alpha, i_G, s_G, n) > 0$ such that, if $f \in L^1_{\text{loc}}(\mathbb{R}^n)$ is nonnegative and radially decreasing, then

$$c_W \int_t^\infty s^{\frac{n}{p}-1} g^{-1} (\tilde{s}^{\frac{n}{p}} f^*(s)) \, ds \leq (W_{\alpha,G} f)^*(t). \quad (45)$$
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We use Proposition 5.1 to prove the following estimates.

**Proposition 5.2.** Suppose $G \in C([0, \infty)) \cap C^1((0, \infty))$ is an $N$-function such that $G \in \Delta_2 \cap \nabla_2$. The following estimates hold true.

(i) For any $\alpha \in (0, \frac{n}{s_G})$ and $q \in (0, 1]$ there exists a constant $C = C(\alpha, n, i_G, s_G, q) > 0$ such that

$$t^{1 - \frac{\alpha}{n}} g(t^{\frac{\alpha}{n}}(W_{\alpha,G} f)^*(t)) \leq C \| f \|_{\Lambda^{1,q}(\mathbb{R}^n)}$$

(46)

for every $f \in \Lambda^{1,q}(\mathbb{R}^n)$.

(ii) For any $\beta > 1$, $\alpha \in (0, \frac{n}{s_G})$ and $q \in (0, \infty]$ there exists a constant $C = C(\beta, \alpha, n, i_G, s_G, q) > 0$ such that

$$t^{\frac{1}{\beta} - \frac{\alpha}{n}} g(t^{\frac{\alpha}{n}}(W_{\alpha,G} f)^*(t)) \leq C \| f \|_{\Lambda^{\beta,q}(\mathbb{R}^n)}$$

(47)

for every $f \in \Lambda^{\beta,q}(\mathbb{R}^n)$.

**Proof.** We start with the proof of (46) for $q = 1$. Combining Proposition 5.1 and Lemma 5.3 give us that

$$(W_{\alpha,G} f)^*(t) \leq C_W \int_0^t s^{\frac{\alpha}{n} - 1} g^{-1} \left( s^{\frac{\alpha}{n} - 1} \int_0^s f^*(r) dr \right) ds \leq C_W \int_0^t s^{\frac{\alpha}{n} - 1} g^{-1} \left( s^{\frac{\alpha}{n} - 1} \| f \|_{L^1(\mathbb{R}^n)} \right) ds$$

$$= \frac{n}{\alpha} C_W \int_0^t g^{-1} \left( s^{1 - \frac{s}{n}} \| f \|_{L^1(\mathbb{R}^n)} \right) ds \leq \frac{n}{\alpha} C_W \epsilon G_{2t} t^{\frac{\alpha}{n}} g^{-1} \left( t^{\frac{\alpha}{n} - 1} \| f \|_{L^1(\mathbb{R}^n)} \right),$$

which is (46) with $q = 1$. Using inequality (33) gives us the desired result.

The proof of (47) is analogous. We consider $q = \infty$. Let us notice that due to the fact that $\beta > 1$ and (52) we have

$$(W_{\alpha,G} f)^*(t) \leq C_W \int_0^t s^{\frac{\alpha}{n} - 1} g^{-1} \left( s^{\frac{\alpha}{n} - 1} f^*(s) \right) ds \leq C_W \int_0^t s^{\frac{\alpha}{n} - 1} g^{-1} \left( s^{\frac{\alpha}{n} - 1} \| f \|_{L^{\beta,\infty}(\mathbb{R}^n)} \right) ds$$

$$= \frac{n}{\alpha} C_W \int_0^t g^{-1} \left( s^{1 - \frac{s}{n}} \| f \|_{L^{\beta,\infty}(\mathbb{R}^n)} \right) ds \leq \frac{n}{\alpha} C_W \epsilon G_{2t} t^{\frac{\alpha}{n}} g^{-1} \left( t^{\frac{\alpha}{n} - 1} \| f \|_{L^{\beta,\infty}(\mathbb{R}^n)} \right),$$

which by (33) ends the proof.

**Remark 5.3.** By taking $G(t) = \frac{t^2}{2}$ we obtain $W_{\alpha,G} = \mathcal{I}_{2\alpha} = \mathcal{W}_{\alpha,2}$ and the result of Proposition 5.2 coincides with the classical estimate for Riesz potential \([10]\) due to \([4]\). Inequality (46) implies that $\mathcal{I}_{2\alpha} : L^1(\mathbb{R}^n) \to \Lambda^\infty(\mathbb{R}^n)$ is bounded.

To achieve more transparent results, we restrict our attention to functions with support included in a set of finite measure.

**Proposition 5.4.** Let $n \geq 1$, $\alpha \in (0, \frac{n}{s_G})$, and $G \in C([0, \infty)) \cap C^1((0, \infty))$ be an $N$-function such that $G \in \Delta_2 \cap \nabla_2$. Assume further that $\Omega$ is a measurable set such that $|\Omega| < \infty$. Then there exists a constant $C = C(\alpha, n, i_G, s_G) > 0$ such that for all $t \leq |\Omega|$ it holds that

$$(W_{\alpha,G} f)^*(t) \leq C \int_{\frac{t}{2}}^{\frac{\partial}{\partial s} f^*(s)}$$

(12)

for every measurable $f : \Omega \to \mathbb{R}$ such that (12) holds.

**Proof.** By Proposition 5.1 it suffices to show that

$$\int_{\frac{t}{2}}^{\infty} s^{\frac{\alpha}{n} - 1} g^{-1} \left( s^{\frac{\alpha}{n}} f^*(s) \right) ds \leq C \int_{\frac{t}{2}}^{|\Omega|} s^{\frac{\alpha}{n} - 1} g^{-1} \left( s^{\frac{\alpha}{n}} f^*(s) \right) ds$$

(12)
for \( t \leq |\Omega| \) and for some constant \( c = c(\alpha, n, i_G, s_G) > 0 \). By Lemma \[5.3\] and since \( \alpha \in (0, \frac{n}{s_G}) \), it holds that

\[
\int_{|\Omega|} \alpha \bar{\alpha}^{-1} g^{-1} (\alpha \bar{\alpha}^{f^*}(s)) \, ds = \int_{|\Omega|} \alpha \bar{\alpha}^{-1} g^{-1} (\alpha \bar{\alpha}^{||f||_{L^1(\Omega)}}) \, ds
\]

\[
= \frac{a}{n} \int_{|\Omega|} \alpha \bar{\alpha}^{-1} g^{-1} (\alpha \bar{\alpha}^{-1} ||f||_{L^1(\Omega)}) \, dt \leq C|\Omega| \frac{g^{-1} (||\alpha \bar{\alpha}^{-1} ||f||_{L^1(\Omega)})}{\alpha}\,.
\]

Observe that since \( ||f||_{L^1(\Omega)} = ||\alpha \bar{\alpha}^{-1}||_{L^1(\Omega)} \) for \( t \leq |\Omega| \) it holds that

\[
||f||_{L^1(\Omega)} = ||\alpha \bar{\alpha}^{-1}||_{L^1(\Omega)} = \frac{a}{n} \int_{|\Omega|} \alpha \bar{\alpha}^{-1} g^{-1} (\alpha \bar{\alpha}^{-1} ||f||_{L^1(\Omega)}) \, dt \leq C|\Omega| \frac{g^{-1} (||\alpha \bar{\alpha}^{-1} ||f||_{L^1(\Omega)})}{\alpha}\,.
\]

\[
\square
\]

We formulate a general result on boundedness of \( \mathcal{W}_{\alpha, G} \). It follows from the argumentation \((i) \implies (ii)\) of the proof of Theorem \[2\] where we use Proposition \[5.1\] instead of Theorem \[4\] and doubling properties of \( h_X, h_Y, g^{-1} \) instead of the homogeneity of the norm.

**Corollary 5.5.** Suppose \( n \geq 1, G \in C([0, \infty)) \cap C^1((0, \infty)) \) is an N-function such that \( G \in \Delta_2 \cap \nabla_2, \alpha \in (0, \frac{n}{s_G}), \) and let \( \Omega \subset \mathbb{R}^n \) be a measurable set such that \( |\Omega| < \infty \). Let \( X(\Omega) \) and \( Y(\Omega) \) be quasi-normed Banach rearrangement invariant spaces and let \( h_X, h_Y : [0, \infty) \to [0, \infty) \) be non-decreasing, left-continuous functions such that \( h_X, h_Y \in \Delta_2 \). Assume further that there exists a constant \( c > 0 \) such that for every nonnegative function \( \phi \in X(0, |\Omega|) \) such that

\[
\left\| h_Y \left( \int_{\frac{1}{2}}^{|\Omega|} s \bar{s}^{-1} g^{-1} \left( \varphi \bar{\varphi}^{-1} \int_0^s \phi(y) \, dy \right) \, ds \right) \right\|_{Y(0, |\Omega|)} \leq c\|h_X(\phi)\|_{X(0, |\Omega|)}.
\]

Then there exists a constant \( c > 0 \) such that for every \( f : \mathbb{R}^n \to \mathbb{R} \) with \( \text{supp} \ f \subset \Omega \), it holds that

\[
\|h_Y(\mathcal{W}_{\alpha, G} f)\|_{Y(\Omega)} \leq c\|h_X(\|f\|_X(\Omega))\|.
\]

Corollary \[5.5\] yields a general result on the boundedness of \( \mathcal{W}_{\alpha, G} \) between quasi-normed Banach rearrangement invariant spaces. In the further part of this section, we use a technique of the proof of Corollary \[5.5\] in order to illustrate our method with particular examples.

Proposition \[5.2\] allows us to prove the following result relating to \[19\] Theorem 3.1.

**Proposition 5.6.** Suppose that \( G \in C([0, \infty)) \cap C^1((0, \infty)) \) is an N-function such that \( G \in \Delta_2 \cap \nabla_2 \) and \( \Omega \subset \mathbb{R}^n \) satisfies \( |\Omega| < \infty \). Then the following estimates hold true.

(i) For any \( \alpha \in (0, \frac{n}{s_G}) \) and \( q \in (0, 1] \) there exists a constant \( C = C(\alpha, n, i_G, s_G, q, |\Omega|) > 0 \) such that

\[
\|g(\mathcal{W}_{\alpha, G} f)\|_{L^{\alpha/q}(\Omega)} \leq C\|f\|_{L^{\alpha/q}(\Omega)} \tag{48}
\]

for every \( f : \Omega \to \mathbb{R} \) such that \( f \in L^{\alpha/q}(\Omega) \);

(ii) For any \( \beta > 1, \alpha \in (0, \frac{n}{s_G}) \) and \( q \in (0, \infty) \) there exists a constant \( C = C(\beta, \alpha, n, i_G, s_G, q, |\Omega|) > 0 \) such that

\[
\|g(\mathcal{W}_{\alpha, G} f)\|_{L^{\beta/q}(\Omega)} \leq C\|f\|_{L^{\beta/q}(\Omega)} \tag{49}
\]

for every \( f : \Omega \to \mathbb{R} \) such that \( f \in L^{\beta/q}(\Omega) \).
(iii) For any $\beta > 1$, $\alpha \in (0, \frac{n}{3\max(1, sG)})$, $q \in (0, \infty)$, and $\gamma < \frac{\beta n}{n - 3\max(1, sG)}$ there exists a constant $C = C(\beta, \alpha, n, iG, sG, q, |\Omega|) > 0$ such that

$$\|g(W_{\alpha,G,f})\|_{\Lambda^{\beta,q}(\Omega)} \leq C\|f\|_{\Lambda^{\beta,q}(\Omega)}$$

(50)

for every $f : \Omega \to \mathbb{R}$ such that $f \in \Lambda^{\beta,q}(\Omega)$.

(iv) For any $\alpha \in (0, \frac{n}{sG})$, $q \in (0, \infty)$ and $\gamma > \frac{\alpha n}{n - 3\max(1, sG)}$ there exists a constant $C = C(\gamma, \alpha, n, iG, sG, q, |\Omega|)$ such that

$$\|g(W_{\alpha,G,f})\|_{L^\infty(\Omega)} \leq C\|f\|_{\Lambda^{\gamma,q}(\Omega)}$$

(51)

for every $f : \Omega \to \mathbb{R}$ such that $f \in \Lambda^{\gamma,q}(\Omega)$.

Proof. We start with the proof of (48). Observe that if $q$ is an arbitrary non-decreasing function, we have $t > 0$ is satisfied trivially for $|\Omega|$. By (46) we have $C > 0$ for every $\Omega$ which gives us (48). Using Hardy inequalities allows formulating more results similar to [19, Theorem 3.1].

Assertion (49) can be proved analogically, cf. the proof of Proposition 5.2. By applying it to (34) we get (50).

To prove (51) we observe that since $t \mapsto g(t^{-\frac{\alpha n}{n - 3\max(1, sG)}})$ is comparable to a non-decreasing function, we have

$$t^{-\frac{\alpha n}{n - 3\max(1, sG)}}g((W_{\alpha,G,f})^+(t)) \leq C t^{\frac{\alpha n}{n - 3\max(1, sG)}} (W_{\alpha,G,f})^+(t).$$

By (40) we have

$$t^{-\frac{\alpha n}{n - 3\max(1, sG)}}g((W_{\alpha,G,f})^+(t)) \leq C t^{\frac{\gamma n}{n - 3\max(1, sG)}} t^{-\frac{\alpha n}{n - 3\max(1, sG)}} g((W_{\alpha,G,f})^+(t)) \leq C\|f\|_{\Lambda^{\gamma,q}(\Omega)},$$

which gives us (49).

This gives us (51) with $q = \infty$. Using (34) gives us (51) with arbitrary $q$.

Using Hardy inequalities allows formulating more results similar to [19, Theorem 3.1].

**Proposition 5.7.** Let $G \in C([0, \infty)) \cap C^1((0, \infty))$ be an $N$-function such that $G \in \Delta_2 \cap \nabla_2$, $\Omega \subset \mathbb{R}^n$ be such that $|\Omega| < \infty$, and $\frac{\alpha n}{n - 3\max(1, sG)} \in (0, \min\{1, sG - 1\})$.

(i) If $\beta > \max(1, sG - 1)$, and $q \in [1, \infty)$, then there exists a constant $C = C(\alpha, n, iG, sG, |\Omega|, \beta, q) > 0$ such that

$$\|W_{\alpha,G,f}\|_{\Lambda^{\beta,q}(\Omega)} \leq C\|g^{-1}(f)\|_{\Lambda^{\beta,q}(\Omega)},$$

(52)

for every $f : \Omega \to \mathbb{R}$ such that $g^{-1}(f) \in \Lambda^{\beta,q}(\Omega)$. 
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(ii) If \( s_G \leq 2 \) and \( q \in (0, 1] \), then there exists a constant \( C = C(\alpha, n, i_G, s_G, |\Omega|, q) > 0 \) such that
\[
\|W_{\alpha,G}f\|_{L^q(\Omega)} \leq C\|g^{-1}(|f|)\|_{\Lambda^{1, q}(\Omega)} \tag{53}
\]
for every \( f : \Omega \to \mathbb{R} \) such that \( g^{-1}(|f|) \in \Lambda^{1, q}(\Omega) \).

(iii) There exists a constant \( C = C(\alpha, n, i_G, s_G, |\Omega|) \) such that
\[
\|W_{\alpha,G}f\|_{L^\infty(\Omega)} \leq C\|g^{-1}(|f|)\|_{\Lambda^{0, q}(\Omega)} \tag{54}
\]
for every \( f : \Omega \to \mathbb{R} \) such that \( g^{-1}(|f|) \in \Lambda^{0, q}(\Omega) \).

Proof. We start with the proof of auxiliary inequalities. For this we notice that the function \( t \to \frac{g^{-1}(t)}{t^{\delta_{s_G}}} \) is comparable to a non-decreasing function which enables us to get for \( s \leq |\Omega| \) that
\[
g^{-1}(s^{\frac{\gamma}{s}} f^{**}(s)) = g^{-1}\left(|\Omega|^{\frac{\gamma}{|\Omega|}} (s \frac{|\Omega|}{|\Omega|})^{\frac{\gamma}{s}} f^{**}(s)\right) \leq C \left(s \frac{|\Omega|}{|\Omega|} |\Omega|^{\frac{\gamma}{|\Omega|}} \right) g^{-1}\left(|\Omega|^{\frac{\gamma}{s}} f^{**}(s)\right) \leq C_{s|\Omega|} g^{-1}\left(|\Omega|^{\frac{\gamma}{s}} f^{**}(s)\right).
\]
Combining this inequality with Proposition \ref{prop} gives us that for \( t \leq |\Omega| \) we have
\[
(W_{\alpha,G}f)^*(t) \leq C \int_{\frac{t}{s}}^{|\Omega|} s^{-\frac{\alpha s}{\alpha n i_G - 1}} g^{-1}\left(|\Omega|^{\frac{\gamma}{s}} f^{**}(s)\right) ds . \tag{55}
\]
Let us consider \( s_G \leq 2 \). We have that the function \( g^{-1} \) is comparable to a convex function. Therefore, using Lemma \ref{lem2} we get
\[
g^{-1}(f^{**}(s)) = g^{-1}\left(\frac{1}{s} \int_0^s f^*(r) dr\right) \leq C \int_0^s g^{-1}(f^*(r)) dr = C \left(g^{-1}(|f|)\right)^{**}(s) .
\]
We substitute it into \eqref{55} to obtain that for \( s_G \leq 2 \) that there exists a constant \( C = C(\alpha, n, i_G, s_G, |\Omega|) > 0 \) such that for all \( t \leq |\Omega| \) and for every measurable \( f : \Omega \to \mathbb{R} \) it holds
\[
(W_{\alpha,G}f)^*(t) \leq C \int_{\frac{t}{s}}^{|\Omega|} s^{-\frac{\alpha s}{\alpha n i_G - 1}} (g^{-1}(|f|))^{**}(s) \frac{ds}{s} . \tag{56}
\]

We assume now that \( s_G \geq 2 \). We use Lemma \ref{lem5} and Lemma \ref{lem4} in the following way
\[
g^{-1}(f^{**}(s)) \leq C_{s|\Omega|} \int_0^s r^{-\frac{1}{\delta_{s_G}}} g^{-1}(f^*(r)) dr .
\]
By \eqref{55}, for \( s_G \geq 2 \) there exists a constant \( C = C(\alpha, n, i_G, s_G, |\Omega|) > 0 \) such that for all \( t \leq |\Omega| \) and for every measurable \( f : \Omega \to \mathbb{R} \) it holds
\[
(W_{\alpha,G}f)^*(t) \leq C \int_{\frac{t}{s}}^{|\Omega|} s^{-\frac{\alpha s}{\alpha n i_G - 1}} r^{-\frac{1}{\delta_{s_G}}} g^{-1}(f^*(r)) \frac{dr}{r} \frac{ds}{s} . \tag{57}
\]

Now we shall present the proof of \eqref{22}. Let us denote \( \gamma = \frac{\beta n(s_G - 1)}{n(s_G - 1) - \beta s_G} \), which is greater than zero by assumptions on \( \alpha \). We shall begin with case \( s_G < 2 \). By \eqref{56} and Hardy inequality \eqref{29} it holds that
\[
\|W_{\alpha,G}f\|_{\Lambda^{0, q}(\Omega)}^q \leq C \int_0^{|\Omega|} t^{-\frac{q}{\delta_{s_G}}} g^{-1}(|f|)^{**}(t) dt \leq C \|g^{-1}(|f|)\|_{\Lambda^{0, q}(\Omega)}^q \leq C \|g^{-1}(|f|)\|_{\Lambda^{0, q}(\Omega)}^q .
\]
where the last inequality holds due to $\frac{1}{\gamma} + \frac{(s_G - 1)}{s_G} = \frac{1}{\beta} < 1$ and (32). To consider $s_G \geq 2$, we start from (57) and make use of (29) and (28) in the following way.

$$\|W_{\alpha,G}f\|_{L^{q}(\Omega)}^{q} \leq C \int_{0}^{t} \left( \int_{0}^{s} r^{-\frac{1}{s_G}-1} g^{-1}(f^{*}(r)) \, dr \right) \, ds$$

$$\leq C \int_{0}^{t} \left( \int_{0}^{s} r^{-\frac{1}{s_G}-1} g^{-1}(f^{*}(r)) \, dr \right) \, ds$$

$$\leq C \int_{0}^{t} \left( \int_{0}^{s} r^{-\frac{1}{s_G}-1} \right) \, ds$$

where the second use of Hardy inequality is permitted due to $\frac{1}{\gamma} + \frac{(s_G - 1)}{s_G} = \frac{1}{\beta} - \frac{1}{s_G - 1} < 0$.

Now we shall look at (53). We denote $\gamma = \frac{n(s_G - 1)}{s_G - 1}$, which is greater than zero due to the assumption on $\alpha$. Using (50) leads to

$$t^\frac{1}{\gamma} (W_{\alpha,G}f)^+(t) \leq C t^\frac{1}{\gamma} \int_{0}^{t} s^{-\frac{1}{s_G}-1} \, ds$$

$$\leq C t^\frac{1}{\gamma} \int_{0}^{t} \left( g^{-1}(f^{*})(t) \right) \, ds$$

The inequality (53) is therefore proven for $q = 1$ and using (53) leads to (58) itself.

Now we shall prove (54). In case of $s_G < 2$, we observe that since $\alpha < \frac{n(s_G - 1)}{s_G}$ and we have (50), it holds that

$$\|W_{\alpha,G}f\|_{L^{\infty}(\Omega)} \leq C \int_{0}^{t} \frac{n(s_G - 1)}{s_G} (\frac{1}{g^{-1}(f^{*})})^{*}(t) \, dt \leq C \|g^{-1}(f^{*})\|_{L^{\infty}(\Omega)}.$$

To achieve a similar result for $s_G \geq 2$, we use (57) in conjunction with Hardy inequality (28).

$$\|W_{\alpha,G}f\|_{L^{\infty}(\Omega)} \leq C \int_{0}^{t} \frac{n(s_G - 1)}{s_G} \, t \int_{0}^{t} r^{-\frac{1}{s_G}-1} g^{-1}(f^{*}(r)) \, dr \, ds$$

$$\leq C \int_{0}^{t} \frac{n(s_G - 1)}{s_G} \, t \int_{0}^{t} r^{-\frac{1}{s_G}-1} g^{-1}(f^{*}(t)) \, ds = C \|g^{-1}(f^{*})\|_{L^{\infty}(\Omega)}.$$

Hence, inequality (54) is proven.

It is natural to expect a result on boundedness of $W_{\alpha,G}$ in the Orlicz scale. For an $N$-function $A$, by an Orlicz space $L^{A}(\Omega)$ we understand the space of measurable functions $f : \Omega \to \mathbb{R}$ such that there exists $\lambda > 0$ making $\int_{\Omega} A(\frac{1}{\lambda} |f|) \, dx < \infty$, endowed with the Luxemburg norm

$$\|f\|_{L^{A}(\Omega)} := \inf \left\{ \lambda > 0 : \int_{\Omega} A(\frac{1}{\lambda} |f|) \, dx \leq 1 \right\}.$$

Let us present an application of [19, Theorem 3.4], which is proven via interpolation arguments, in order to infer that $g(W_{\alpha,G}) : L^{A} \to L^{B}$ for compatible $A$ and $B$.

**Corollary 5.8.** Let $\alpha < \frac{n}{s_G}$. Suppose $A$ and $B$ are $N$-functions and let $\Omega \subset \mathbb{R}^{n}$ be such that $|\Omega| < \infty$. For $\sigma > \frac{n}{s_G}$ we define

$$E(t) := \left( \int_{0}^{t} \left( \frac{r}{A(r)} \right)^{\frac{1}{\sigma}} \, dr \right)^{\frac{1}{\sigma - 1}},$$

(58)
\[
F(t) := \left( \int_0^t \frac{B(r)}{r^{1+\frac{\alpha}{n}}} \, dr \right)^{\frac{\alpha}{\sigma - \alpha}},
\] 
and suppose that \( E \) is finite-valued for \( t > 0 \). Assume further that there exists a constant \( \delta > 0 \) such that for \( t > 0 \) it holds that
\[
F\left( \frac{E(t)}{\delta} \right) \leq \frac{\delta A(t)}{t}.
\]
Then there exists a constant \( C = C(\alpha, n, i_G, s_G, |\Omega|, \delta) \) such that
\[
\|g(\mathcal{W}_{\alpha,G}f)\|_{L^p(\Omega)} \leq C\|f\|_{L^A(\Omega)}
\]
for every \( f : \Omega \to \mathbb{R} \) satisfying \( f \in L^A(\Omega) \).

**Proof.** Despite the operator \( T(f) := g(\mathcal{W}_{\alpha,G}f) \) is not a quasilinear operator as it does not satisfy \( |\lambda|T(f) = T(\lambda f) \), we note that the proof of \cite[Theorem 3.4]{19} does not use this property. In order to apply this result, we need to show that \( T : L^1 \to \Lambda^{\frac{\alpha}{\alpha-n},\infty} \) and \( T : \Lambda^{\sigma,1} \to L^\infty \). Boundedness of \( T \) between \( \Lambda^{\sigma,1} \) and \( L^\infty \) comes from \cite{57}, while boundedness between \( L^1 \) and \( \Lambda^{\frac{\alpha}{\alpha-n},\infty} \) comes from \cite{48} and \cite{54}. We are in position to apply \cite[Theorem 3.4]{19} to complete the proof. \( \square \)

### 5.3. Regularity of solutions to elliptic equations

Potential estimates are known to be precise tools in the regularity theory, see \cite{55} and references therein. In this section we follow the ideas of \cite{19} and \cite{23} dealing with the \( p \)-Laplace problems in order to transfer regularity from the datum to the solution also in the case of problems involving Orlicz growth being of broad interest recently, see e.g., \cite{19,23,42,11,10} and references therein. We shall employ known estimates of \cite{19,23,11,3}.

Within this section, we concentrate on the regularity of local weak solutions (when data is regular enough) and solutions obtained in an approximation procedure (when data is too poorly integrable for weak solutions to exist). The equation we deal with has a form \cite{5}, which is studied under the following regime.

**Assumption (A).** Given a bounded open set \( \Omega \subset \mathbb{R}^n, n \geq 2 \), let us consider a Carathéodory’s function \( A : \Omega \times \mathbb{R}^n \to \mathbb{R}^n \) (measurable with respect to the first variable and continuous with respect to the second one), which is strictly monotone, that is
\[
(A(x, \xi) - A(x, \eta)) \cdot (\xi - \eta) > 0 \quad \text{for every } \xi \neq \eta.
\]
We suppose that \( A \) satisfies growth and coercivity conditions expressed by the means of a doubling \( N \)-function \( G \in C^1((0, \infty)) \cap C([0, \infty)) \) i.e., a nonnegative, increasing, and convex function such that \( G \in \Delta_2 \cap \nabla_2 \). Namely, we assume that
\[
\begin{cases}
c_1^2 G(|\xi|) \leq A(x, \xi) \cdot \xi, \\
|A(x, \xi)| \leq c_2^2 G(|\xi|),
\end{cases}
\]
where \( g \) is the derivative of \( G \) and \( c_1, c_2 > 0 \) are absolute constants. We collect all parameters of the problem as \( \text{data} = \text{data}(i_G, s_G, c_1^2, c_2^2) \), where \( i_G \) and \( s_G \) describe the growth of \( G \), cf. \cite{12}.

We define the Orlicz–Sobolev space \( W^{1,G}(\Omega) \) as follows
\[
W^{1,G}(\Omega) = \{ f \in W^{1,1}_{\text{loc}}(\Omega) : \|f\|, |Df| \in L^G(\Omega) \},
\]
where the gradient is understood in the distributional sense, endowed with the norm
\[
\|f\|_{W^{1,G}(\Omega)} = \inf \left\{ \lambda > 0 : \int_{\Omega} G\left(\frac{1}{\lambda} |f|\right) + G\left(\frac{1}{\lambda} |Df|\right) \, dx \leq 1 \right\}
\]
and by \( W^{1,G}_0(\Omega) \) we denote a closure of \( C^0(\Omega) \) under the above norm. Properties of these function spaces depend only on the behaviour of \( G \) only up to equivalence and far from the origin.
A function $u \in W^{1,G}_{\text{loc}}(\Omega)$ is called a local weak solution to equation (5) under Assumption (A) if
\[
\int_{\Omega'} A(x, Du) \cdot D\varphi \, dx = \int_{\Omega'} f \varphi \, dx \quad \text{for every open set } \Omega' \Subset \Omega \text{ and every } \varphi \in W^1_0(\Omega').
\]

Recall that we define the Wolff-type potential $W_{1,G}$ in (4). Following (35) and choosing $\psi(t) = g^{-1}(t)$ we consider the truncated potential given by
\[
W_{1,G} f(x) = \int_0^R g^{-1} \left( r^{1-n} \int_{B(x,r)} |f(y)| \, dy \right) \, dr.
\]

By [12, Theorem 2] we know that an $A$-superharmonic function $u$ generated by a nonnegative $f \in L^1_{\text{loc}}$ satisfies (64). This situation $A$-superharmonic functions are defined via the comparison principle with local continuous solutions to the homogeneous equation $-\text{div} A(x, Du) = 0$. If $f \geq 0$ is regular enough (i.e., $f \in (W^{1,G}_{0}(\Omega))^\ast$), the $A$-superharmonic function $u$ generated by $f$ is a local weak solution. In turn, local weak solutions are controlled on small balls by $W_{1,G}$ via (4). Let us make use of Corollary 5.5 to find more consequences of the pointwise estimate (60) for the solution $u$.

**Corollary 5.9.** Suppose $G, n, A, \Omega$ satisfy Assumption (A) and $s_G < n$. Let $X(\Omega)$ and $Y(\Omega)$ be quasi-normed rearrangement invariant spaces and let $h_X, h_Y : [0, \infty) \to [0, \infty)$ be non-decreasing, left-continuous functions such that $h_X, h_Y \in \Delta_2$. Assume further that for every $\Omega' \Subset \Omega$ there exists a constant $c > 0$ such that for every nonnegative function $\phi \in Y(0, |\Omega'|)$ it holds
\[
\left\| h_Y \left( \int_{|\Omega'|} s^{\frac{1}{n-1}} g^{-1} \left( s^{\frac{n}{n-1}} \int_0^s \phi(y) \, dy \right) \, ds \right) \right\|_{Y(0, |\Omega'|)} \leq c \| h_X(\phi) \|_{X(0, |\Omega'|)}.
\]

Then a local weak solution $u \in W^{1,G}_{\text{loc}}(\Omega)$ to (5) with nonnegative $f \in X_{\text{loc}}(\Omega) \cap L^1_{\text{loc}}(\Omega)$ satisfies $u \in Y_{\text{loc}}(\Omega)$. Moreover, for every $\Omega'' \Subset \Omega' \Subset \Omega$ it holds that
\[
\| h_Y(|u|) \|_{Y(\Omega'')} \leq C \left( h_Y \left( g^{-1} (\|g(|u|)\|_{L^1(\Omega')}) \right) + \text{diam } \Omega + \|h_X(|f|)\|_{X(\Omega')} \right).
\]

**Proof.** Let us take any $R > 0$ such that (60) holds true and satisfying $R < \frac{1}{2} \text{dist}(\partial \Omega', \partial \Omega'')$, so that $B(x, R) \subseteq \Omega'$ for all $x \in \Omega''$. Observe that for such $x$ we have $W^R_{1,G} f(x) = W^R_{1,G} (f1_{\Omega'}) (x)$. Moreover, we can estimate
\[
\inf_{B(x, R)} |u(y)| = g^{-1} \left( \inf_{B(x, R)} g(|u(y)|) \right) \leq g^{-1} \left( \frac{1}{\omega_n R^n} \int_{B(x, R)} g(|u(y)|) \, dy \right) \leq g^{-1} \left( \frac{1}{\omega_n R^n} \|g(|u|)\|_{L^1(\Omega')} \right).
\]

Therefore, by (60) we have an estimate of the form
\[
|u(x)| \leq C \left( g^{-1} (\|g(|u|)\|_{L^1(\Omega')}) + \text{diam } \Omega + W^R_{1,G} (f1_{\Omega'}) (x) \right).
\]

Applying $h_Y$ and using its doubling properties give us that
\[
h_Y(|u(x)|) \leq C \left( h_Y \left( g^{-1} (\|g(|u|)\|_{L^1(\Omega')}) \right) + \text{diam } \Omega + h_Y \left( W^R_{1,G} (f1_{\Omega'}) (x) \right) \right).
\]

By using Corollary 5.5 and (63) we can estimate
\[
\| h_Y \left( W^R_{1,G} (f1_{\Omega'}) \right) \|_{Y(\Omega'')} \leq \| h_Y \left( W^R_{1,G} (f1_{\Omega'}) \right) \|_{Y(\Omega')} \leq C \| h_X(|f|) \|_{X(\Omega')}.
\]

Therefore, we have
\[
\| h_Y(|u|) \|_{Y(\Omega'')} \leq C \left( h_Y \left( g^{-1} (\|g(|u|)\|_{L^1(\Omega')}) \right) + \text{diam } \Omega + \|h_X(|f|)\|_{X(\Omega')} \right).
\]

Note that by [22, Lemma 4.1] it holds that $g(|u|) \in L^1_{\text{loc}}(\Omega)$, which means that the right-hand side of (65) is finite. □
We can use Corollary 4.9 and results from the previous section to obtain regularity results for $u$. In fact, we apply Proposition 5.7 as well as Proposition 5.8 to get what follows.

**Theorem 4.** Suppose $G, n, A, \Omega$ satisfy Assumption (A), $s_G < n$ and $u$ is a local weak solution to (5) with nonnegative data. Then

(i) if $q \in (0, 1]$ and $f \in \Lambda^1_q(\Omega)$, then $g(|u|) \in \Lambda^{\frac{n}{n-q}}(\Omega)$;

(ii) if $\beta > 1$, $q \in [1, \infty]$ and $f \in \Lambda^{\beta}_q(\Omega)$, then $g(|u|) \in \Lambda^{n-qG}(\Omega)$;

(iii) if $q \in (1, \infty]$, $\gamma > \frac{\alpha}{p}$ and $f \in \Lambda^{\gamma}(\Omega)$, then $u \in L^{\infty}(\Omega)$;

(iv) if $\frac{n}{n-1} < s_G < 2$, $q \in (0, 1]$ and $g^{-1}(|f|) \in \Lambda^1_q(\Omega)$, then $u \in L^{\infty}(\Omega)$;

(v) if $\beta \in \left(\max\{1, s_G - 1\}, \frac{n(s_G - 1)}{s_G}\right)$, $q \in [1, \infty)$ and $g^{-1}(|f|) \in \Lambda^{\beta,q}(\Omega)$, then $u \in L^{\frac{n(s_G - 1)}{n-qG}q}(\Omega)$;

(vi) if $\frac{n}{n-1} < s_G$ and $g^{-1}(|f|) \in \Lambda^1_q(\Omega)$, then $u \in L^{\infty}(\Omega)$.

In particular, in the view of (34) and Lemma 6.6, for $G$ being a Zygmund function we have what follows.

**Corollary 5.10.** Let $1 < p < n$, $\gamma \in \mathbb{R}$. Suppose $n, A, \Omega$ satisfy Assumption (A) with $G(t) = t^p \log^7(s + t)$ for sufficiently large $s$, and $u$ is a local weak solution to (5). Then

(i) if $q \in (0, 1]$ and $f \in \Lambda^1_q(\Omega)$, then $|u|^{p-1} \log^7(s + |u|) \in \Lambda^{0,\infty}(\Omega)$ for every $0 < \delta < \frac{n}{n-p}$;

(ii) if $\beta > 1$, $q \in [1, \infty]$ and $f \in \Lambda^{\beta}_q(\Omega)$, then $|u|^{p-1} \log^7(s + |u|) \in \Lambda^{\delta,\infty}(\Omega)$ for every $0 < \delta < \frac{n}{n-p}$;

(iii) if $q \in (1, \infty]$, $\gamma > \frac{\alpha}{p}$ and $f \in \Lambda^{\gamma}(\Omega)$, then $u \in L^{\infty}(\Omega)$;

(iv) if $\frac{n}{n-1} < p < 2$, $q \in (0, 1]$ and $|f|^{-\frac{1}{p}} \log^7(s + |f|) \in \Lambda^{1,q}(\Omega)$, then $u \in \Lambda^{\delta,\infty}(\Omega)$ for every $0 < \delta < \frac{n(p-1)}{n(p-1)-p}$;

(v) if $\beta \in \left(\max\{1, p-1\}, \frac{n}{p}(p-1)\right)$, $q \in [1, \infty)$ and $|f|^{-\frac{1}{p}} \log^7(s + |f|) \in \Lambda^{\beta,q}(\Omega)$, then $u \in \Lambda^{\delta,q}(\Omega)$ for every $0 < \delta < \frac{n(p-1)}{n(p-1)-p}$;

(vi) if $p > \frac{n}{n-1}$ and $|f|^{-\frac{1}{p}} \log^7(s + |f|) \in \Lambda^{1,q}(\Omega)$ for some $\delta > \frac{n}{p}(p-1)$, then $u \in L^{\infty}(\Omega)$.

Results similar to Corollary 5.10 may be obtained for problems governed by $G(t) = t^p \log^7(s + t)$ by using Lemma 6.7. We left the exact formulation to the reader.

Using Corollary 5.8 we can also infer the following result.

**Theorem 5.** Suppose $G, n, A, \Omega$ satisfy Assumption (A), and $u$ is a local weak solution to (5) with nonnegative data. For $\sigma > \frac{\alpha}{p}$ let $E$ and $F$ be defined as in 4.8 and 5.1, respectively. Assume further that $E$ is finite-valued for $t > 0$ and there exists a constant $\delta > 0$ such that for $t > 0$ such that (60) holds true. If $|f| \in L^{A}(\Omega)$, then $g(|u|) \in L^{B}(\Omega)$.

Note that [23] provides more methods of proving boundedness of $W_{a,p}$ from Morrey-type to Campanato-type spaces that can also be transferred to the case of $W_{a,G}$. This approach can be further used to get estimates for the solution.

Similar results can also be inferred for systems. For a result related to the upper bound from [4] for solutions to systems with Orlicz and superquadratic growth and under more typical assumptions like quasidiagonal structure of the system, we refer to [15].
Remark 5.11. For a local weak solution \( u : \Omega \to \mathbb{R}^m \) to system \(-\text{div}A(x, Du) = f\) with a datum \( f \in (L^1(\Omega))^m\), Theorem 2.1 yields that for all sufficiently small \( R > 0 \) and \( B(x,R) \Subset B(x,2R) \Subset \Omega \) it holds that

\[
|u(x)| \leq C_{\ast \ast} \left( W^{1,1}_{0,L^1}(f)(x) + \frac{1}{|B(x,R)|} \int_{B(x,R)} |u(y)| \, dy \right).
\]

Consequently, \( |u| \) shares the regularity consequences from Theorem 4 and can be illustrated by a related counterpart of Corollary 5.11.

We point out that the estimates of Theorem 2 can be used also in order to infer regularity to anisotropic problems considered e.g., in [18, 3]. For any weak solution \( u \) to the problem \(-\text{div}A(x, Du) = f\), where the growth of a monotone Carathéodory’s function \( A : \Omega \times \mathbb{R}^n \to \mathbb{R}^n \) is governed by an anisotropic \( N\)-function \( \Phi : \mathbb{R}^n \to [0, \infty) \) via conditions \( A(x, \xi) \cdot \xi \geq \Phi(\xi) \) and \( \Phi(c\Phi(A(x,\xi))) \leq \Phi(\xi) + h(x) \) holding for every \( \xi \in \mathbb{R}^n \), \( x \in \Omega \), a positive constant \( c \), and nonnegative \( h \in L^1(\Omega) \), where \( \Phi \) denotes the Young conjugate of \( \Phi \), symmetrization methods of [18] lead to

\[
u^*(|x|) \leq \frac{1}{n\omega_n^{1/n}} \int_{|B(1,|x|)|} s^{\frac{-1}{n}} \Psi^{-1}_0 \left( \frac{s^{\frac{1}{n}}}{n\omega_n^{1/n}} f^{**}(s) \right) ds =: I.
\]

In this formula \( \Psi_0^* \) is equivalent (up to absolute constants) to \( \Phi_0(t) = \Phi_0(|\xi|) \) where function \( \xi \mapsto \Phi_0(|\xi|) \) can be regarded as a kind of “average in measure” of \( \Phi \), i.e., \( \Phi_0 : [0, \infty) \to [0, \infty) \) obeys \( \{ \xi \in \mathbb{R}^n : \Phi_0(|\xi|) \leq t \} = \{ \xi \in \mathbb{R}^n : \Phi(|\xi|) \leq t \} \) for \( t \geq 0 \). We assume that \( \Psi_0(|\xi|) \to \infty \) as \( s \to \infty \). It is important to stress that there is no \( \Delta_2\)-condition imposed on \( \Phi \). Using the same arguments as in the proofs of Theorem 2 and Theorem 3 combined with Remark 2.2 one can infer the following result.

Corollary 5.12. Suppose \( \Phi \) and \( A \) are as above and there exists a weak solution \( u \) to \(-\text{div}A(x, Du) = f \in L^1_{\text{loc}}(\Omega)\). Let \( X(\Omega) \) and \( Y(\Omega) \) be quasi-normed rearrangement invariant spaces.

(i) If there exists a constant \( c > 0 \) such that for every nonnegative function \( \phi \in \mathbb{X}(0, \infty) \) it holds

\[
\left\| \int_{|B(0,|x|)|} \Psi^{-1}_0 \left( \frac{s^{\frac{1}{n}}}{n\omega_n^{1/n}} f^{**}(s) \right) ds \right\|_{X(0,|x|)} \leq c\|\phi\|_{\mathbb{X}(0,|x|)},
\]

then a weak solution \( u \) to \( \mathcal{B} \) with \( f \in X(\Omega) \) satisfies \( u \in Y(\Omega) \). Moreover,

\[
\|u\|_{Y(\Omega)} \leq C\|f\|_{X(\Omega)}.
\]

(ii) Assume that \( H_X, H_Y : [0, \infty) \to [0, \infty) \) are non-decreasing functions and \( \alpha, \beta, \sigma, \rho \in \mathbb{R} \). If for some \( k_1 > 0 \) there exists a constant \( c_1 > 0 \) such that for every nonnegative function \( \phi \in X(0,|x|) \) it holds

\[
\int_0^t \eta^*H_Y \left[ k_1 t^\beta \int_{|B(0,t)|} s^{\frac{-1}{n}} \Psi^{-1}_0 \left( \frac{s^{\frac{1}{n}}}{n\omega_n^{1/n}} \int_0^s \int_0^t \phi(y)dy \right) ds \right] dt \leq \int_0^t \eta^*H_X \left( c_1 t^\rho \phi(t) \right) dt,
\]

then there exist \( k_2 > 0 \) and \( c_2 > 0 \) such that a weak solution \( u \) to \( \mathcal{B} \) with \( f \in L^1_{\text{loc}}(\Omega) \) satisfies

\[
\int_0^\infty \eta^*H_Y \left( k_2 t^\beta \phi(t) \right) dt \leq \int_0^\infty \eta^*H_X \left( c_2 t^\rho f(t) \right) dt.
\]

Remark 5.13. In fact, Corollary 5.9 requires only \( q(|u|) \in L^1_{\text{loc}}(\Omega) \). In turn, one can infer from estimate 5.12 all consequences of Corollary 5.11. Theorem 4, Remark 5.11, Corollary 5.12 for a more general notion of solutions e.g., for SOLA (solutions obtained as a limit of approximation) introduced in [7], approximable solutions [22, 3], or \( \mathcal{A}\)-superharmonic functions [30]. This passage to the limit in the Orlicz setting in the case of SOLA is described in [4], while for \( \mathcal{A}\)-superharmonic functions in [12]. Very weak solutions to a system mentioned in Remark 5.11 are proven to exist in [14]. By similar arguments one can pass to the limit in the case of Corollary 5.12 for approximable solutions from [2].
Let us note that gradients of solutions to (5) are also known to be controlled by a potential, see [19, 37]. In fact, potential estimates on $|Du|$, where $u$ is a SOLA to (1), were provided in the terms of the Wolff potential in [27, 28] and then improved to estimates of $|Du|^{p-1}$ by a linear Riesz potential $I_1$ in [30]. Note that due to [37, (26)] for $p \geq 2$ it holds that $I_1^{R}f \leq (W^{2R})^{p-1}$. For a natural subclass of [5] in [4], it is proven that

$$g(|Du(x)|) \leq C \left( I_1^{2R} f(x) + g \left( \frac{1}{|B(x,r)|} \int_{B(x,r)} |Du| \, dx \right) \right),$$

where $C = C(\text{data}), \quad (66)$

and $I_1^{R}f$ is the truncated Riesz potential, that is, $I_1^{R}f(x) := \int_{0}^{R} \left( r^{-n} \int_{B(x,r)} |f| \, dy \right) \, dr$. Note that for SOLA it is known that $g(|Du|) \in L_{\text{loc}}^1(\Omega)$. Boundedness of Riesz potential is studied between Lorentz spaces, $L^1$ and Marcinkiewicz spaces, as well as Lorentz space and $L^\infty$ are established in [19, Proposition 2.8], see also [16, 17]. Observe that truncated Riesz potential can be estimated using maximal function, i.e.,

$$I_1^{1} f(x) \leq \int_{0}^{R} M_1 f(x) \, dr = RM_1 f(x).$$

Therefore, $I_1^{R}$ shares the same estimates as the maximal operator. In turn, using Lemma 6.1 and [19, Proposition 2.8] as well, we can formulate the counterpart of Theorem 4 for gradients of solutions.

**Theorem 6.** Suppose $G, n, A$ satisfy Assumption (A). Let us additionally assume that $G$ is superquadratic (i.e., $i_G \geq 2$), $A(x, \xi) = A(\xi)$, and $u$ is a local weak solution to (5). Then the following implications hold true.

(i) If $1 < \sigma < n$ and $0 < \beta \leq \infty$ and $f \in \Lambda_{\text{loc}}^{\sigma, \beta}(\Omega)$, then $g(|Du|) \in \Lambda_{\text{loc}}^{\sigma, \beta}(\Omega)$;

(ii) If $f \in L_{\text{loc}}^1(\Omega)$, then $g(|Du|) \in \Lambda_{\text{loc}}^{\infty, 1}(\Omega)$;

(iii) If locally $f \in L \log L(\Omega)$, then $g(|Du|) \in \Lambda_{\text{loc}}^{\infty, 1}(\Omega)$;

(iv) If $1 < q < \theta \leq n$ and locally $f \in L_{\theta}^q(\Omega)$, then locally $g(|Du|) \in \Lambda_{\theta}^{\infty, q}(\Omega)$;

(v) If $1 < q < \theta \leq n$, $s \in (0, \infty)$ and locally $f \in \Lambda_{\theta}^{\infty, s}(\Omega)$, then locally $g(|Du|) \in \Lambda_{\theta}^{\infty, q \cdot \frac{s}{q-1}}(\Omega)\cdot$

The results (i)–(ii) above are closely related to [11, Theorem 1]. Theorem 6 provides the regularity for a larger set of parameters. On the other hand, [11, Theorem 1] allows for analysis of the operator with measurable coefficients, i.e., $A : \Omega \times \mathbb{R}^n \rightarrow \mathbb{R}^n$ being a Carathéodory’s function.

Given the current interest in Lipschitz bounds, see e.g., [5, 26, 25], let us formulate one more consequence of [5] on boundedness of $I_1 : \Lambda^{n, 1}(\mathbb{R}^n) \rightarrow L^\infty(\mathbb{R}^n)$ [19, Proposition 2.8].

**Corollary 5.14** (Lipschitz bound). Suppose $G, n, A$ satisfy Assumption (A). Let us additionally assume that $G$ is superquadratic (i.e., $i_G \geq 2$), $A(x, \xi) = A(\xi)$, and $u$ is a local weak solution to (5). If $f \in \Lambda_{\text{loc}}^{n, 1}(\Omega)$, then $g(|Du|) \in L^\infty_{\text{loc}}(\Omega)$. Moreover, for every $\Omega' \subseteq \Omega$, we have

$$\|g(|Du|)\|_{L^\infty(\Omega')} \leq C \left( \|f\|_{\Lambda^{n, 1}(\Omega')} + g \left( \|Du\|_{L^1(\Omega')} \right) \right),$$

where $C = C(\text{data})$.

As in the case of a solution $u$ described in Remark 5.13, estimate (66) for gradients work also for gradient of SOLA, see [4]. In turn, the claims of Theorem 6 and Corollary 5.14 are true for $u$ being SOLA.
6. Appendix

6.1. Relation between Havin–Maz’ya and Wolff potentials

Let us consider a general form of $V_{\alpha,p}$ from [19]. Namely, for any non-decreasing function $\psi : [0, \infty) \rightarrow [0, \infty)$ we define

$$V_{\alpha,\psi} f(x) := \mathcal{I}_\alpha \psi (\mathcal{I}_\alpha f)(x)$$

acting on measurable functions $f$ such that (12) holds true. Note that for $\psi(s) = s^{1+\epsilon}$ we have $V_{\alpha,p} = V_{\alpha,\psi}$. There exist $c_1 = c_1(\alpha, n) > 0$ and $c_2 = c_2(\alpha, n) > 0$ such that the pointwise estimate

$$c_1 W_{\alpha,\psi}(c_2 f)(x) \leq V_{\alpha,\psi} f(x)$$

holds true. Indeed,

$$V_{\alpha,\psi} f(x) = \int_0^\infty r^{\alpha-1} \int_{B(x,r)} \psi \left( \int_0^\infty s^{\alpha-1} \int_{B(y,s)} |f(z)| \,dz\,ds \right) \,dy\,dr$$

$$\geq \int_0^\infty r^{\alpha-1} \int_{B(x,r)} \psi \left( \int_0^{2r} s^{\alpha-1} \int_{B(x,s)} |f(z)| \,dz\,ds \right) \,dy\,dr$$

$$= \omega_n \int_0^\infty r^{\alpha-1} \psi \left( \frac{2^{-n}}{n-\alpha} \cdot r^{\alpha-n} \int_{B(x,r)} |f(z)| \,dz \right) \,dr = \omega_n W_{\alpha,\psi} \left( \frac{2^{-n}}{n-\alpha} f \right)(x).$$

The reverse pointwise inequality has been well-studied in the case of $\psi(t) = t^{1+\epsilon}$, $p > 1$, see [39, Theorem 6.2]. Let us point out that the lower bound giving sharpness in Theorem 1 is shown for nonnegative and radially decreasing functions precisely as in [19, Theorem 2.1].

6.2. Auxiliary function spaces

We say that a measurable function $f : \Omega \rightarrow \mathbb{R}^n$ belongs to the Morrey space $L^q_\beta(\Omega)$ for $q \geq 1$ and $\beta \in [0, n]$, if and only if

$$\|f\|_{L^q_\beta(\Omega)} := \sup_{B(x,\theta \in \mathbb{R}^n} \frac{R^{\frac{q}{\beta}}} {\theta^n} \|f\|_{L^q(B(\theta \cap \Omega))} < \infty.$$  

We say that $f : \Omega \rightarrow \mathbb{R}^n$ belongs to the Lorentz–Morrey space $\Lambda^{\alpha,q}_\theta(\Omega)$ for $q \in [1, \infty]$ and $\theta \in [0, n]$, if and only if

$$\|f\|_{\Lambda^{\alpha,q}_\theta(\Omega)} := \sup_{B(x,\theta \in \mathbb{R}^n} \frac{R^{\frac{q}{\theta}}} {\theta^n} \|f\|_{\Lambda^{\alpha,q}(B(\theta \cap \Omega))} < \infty.$$  

We shall consider data in the Orlicz space $L \log L$, where the modular function $t \mapsto t \log(e + t)$ satisfies $\Delta_2$-condition, but is growing essentially less rapidly than $t^{1+\epsilon}$ for any $\epsilon > 0$.

We define the space $L \log L(\Omega)$ as a subset of integrable functions $f : \Omega \rightarrow \mathbb{R}$ such that

$$\|f\|_{L \log L(\Omega)} = \inf \left\{ \lambda > 0 : \int_{\Omega} \left| \frac{f}{\lambda} \right| \log \left( e + \left| \frac{f}{\lambda} \right| \right) \,dx \leq 1 \right\} < \infty.$$  

The classical reference for boundedness of maximal function is [1], most of the needed estimates can be found in [40]. We use the following estimates on maximal operators.

Lemma 6.1. Let $B \subset \mathbb{R}^n$ be a ball, $n \geq 2$, and $f : \mathbb{R}^n \rightarrow \mathbb{R}$ is a locally integrable function supported in $B$. Then

i) If $1 < q < n$ and $s \in (0, \infty]$, then there exists $c = c(n, q, s)$ such that for every it holds that

$$\|M_t f\|_{\Lambda^{\frac{n}{n-\alpha}}(B)} \leq c \|f\|_{\Lambda^{\alpha,q}(B)}.$$
Lemma 6.4. For any \( f \) satisfying \( f \in L^\infty(B) \) and \( \phi \) such that \( f \circ \phi \) is non-decreasing to estimate \( \gamma \) for some \( \beta > s \) and analogously

\[
\| M_1 f \|_{L^\infty(B)} \leq c(\| f \|_{L^\infty(B)}).
\]

Lemma 6.3. Technical lemmas

In this section we assume that \( G \) and \( g \) are as in Section \[4\]

Lemma 6.2. Suppose that \( \psi : [0, \infty) \to [0, \infty) \) is a non-decreasing and left-continuous function. Then for any function \( f \) satisfying \( f \in L^\infty(B) \) it holds that

\[
(\psi(|f|))^*(t) = \psi(f^*(t)).
\]

Proof. We observe that the function \( \psi \circ f^* \) is non-increasing and right-continuous. Therefore, it suffices to prove that \( \psi \circ f^* \) is equimeasurable with \( \psi \circ |f| \).

Let us take arbitrary \( t > 0 \). If \( t < \psi(0) \) or \( t \geq \lim_{s \to \infty} \psi(s) \), then trivially \(|\{x : \psi(|f(x)|) > t\}| = |\{x : \psi(f^*(x)) > t\}| \). In the opposite case, we take the largest number \( \tau \leq t \) such that there exist \( s \) satisfying \( \psi(s) = \tau \). Let us assume that \( s \) is the largest number such that \( \psi(s) = \tau \). Then we conclude by noting that

\[
|\{x : \psi(|f(x)|) > t\}| = |\{x : \psi(|f(x)|) > \tau\}| = |\{x : f^*(x) > s\}| = |\{x : \psi(f^*(x)) > \tau\}| = |\{x : \psi(f^*(x)) > t\}|.
\]

Proof of Lemma 6.3. For any \( \beta > s_{G} - 1 \) and any constant \( C \geq 0 \) there exist \( c_{G,1} = c_{G,1}(\beta, i_{G}) > 0 \) and \( c_{G,2} = c_{G,2}(\beta, s_{G}) > 0 \) such that

\[
c_{G,1} t g^{-1}(C t^{-\beta}) \leq \int_{t}^{\infty} g^{-1}(Cs^{-\beta}) ds \leq c_{G,2} t g^{-1}(C t^{-\beta}). \tag{68}
\]

Proof. We use the fact that function \( t \mapsto \frac{g^{-1}(C t)}{t^{\beta - 1}} \) is comparable to non-increasing and function \( t \mapsto \frac{g^{-1}(C t)}{t^{\beta - 1}} \) is comparable to non-decreasing to estimate

\[
\int_{t}^{\infty} g^{-1}(C s^{-\beta}) ds = \int_{t}^{\infty} s^{-\beta + 1} \frac{g^{-1}(C s^{-\beta})}{s^{-\beta + 1}} ds \geq \frac{g^{-1}(C t^{-\beta})}{t^{-\beta + 1}} \int_{t}^{\infty} s^{-\beta + 1} ds = \frac{i_{G} - 1}{\beta - i_{G} + 1} t g^{-1}(C t^{-\beta})
\]

and analogously

\[
\int_{t}^{\infty} g^{-1}(C s^{-\beta}) ds = \int_{t}^{\infty} s^{-\beta + 1} \frac{g^{-1}(C s^{-\beta})}{s^{-\beta + 1}} ds \leq \frac{g^{-1}(C t^{-\beta})}{t^{-\beta + 1}} \int_{t}^{\infty} s^{-\beta + 1} ds = \frac{s_{G} - 1}{\beta - s_{G} + 1} t g^{-1}(C t^{-\beta}).
\]

These two inequalities give us \(68\) with \( c_{G,1} = \frac{i_{G} - 1}{\beta - i_{G} + 1} \) and \( c_{G,2} = \frac{s_{G} - 1}{\beta - s_{G} + 1} \).

Lemma 6.4. Suppose that \( h : [0, \infty) \to [0, \infty) \) is a nonnegative function such that the function \( r \mapsto r^{\gamma} h(r) \) is convex for some \( \gamma \geq 0 \). Then for any non-increasing, nonnegative function \( \phi \) the following inequality holds true

\[
h \left( \frac{1}{t} \int_{0}^{t} \phi(s) ds \right) \leq t^{\gamma - 1} \int_{0}^{t} s^{-\gamma} h(\phi(s)) ds. \tag{69}
\]
Proof. By Jensen’s inequality for function \( r \mapsto r^\gamma h(r) \) we have
\[
\left( \frac{1}{t} \int_0^t \phi(s) \, ds \right)^\gamma h\left( \frac{1}{t} \int_0^t \phi(s) \, ds \right) \leq \frac{1}{t} \int_0^t (\phi(s))^\gamma h(\phi(s)) \, ds,
\]
which gives us
\[
h\left( \frac{1}{t} \int_0^t \phi(s) \, ds \right) \leq t^{\gamma-1} \int_0^t \left( \frac{\phi(s)}{\int_0^t \phi(r) \, dr} \right)^\gamma h(\phi(s)) \, ds
\]
\[
\leq t^{\gamma-1} \int_0^t \left( \frac{\phi(s)}{\int_0^t \phi(r) \, dr} \right)^\gamma s^{-\gamma} h(\phi(s)) \, ds \leq t^{\gamma-1} \int_0^t s^{-\gamma} h(\phi(s)) \, ds.
\]

Lemma 6.5. The function \( t \mapsto t^{1-\frac{1}{\alpha-1}} g^{-1}(t) \) is comparable to a convex function.

Proof. Since the function \( t \mapsto t^{1-\frac{1}{\alpha-1}} g^{-1}(t) \) is comparable to a non-decreasing function, the function
\[
t \mapsto \int_0^t s^{-\frac{1}{\alpha-1}} g^{-1}(s) \, ds
\]
is comparable to a convex function. Observe that
\[
\int_0^t s^{-\frac{1}{\alpha-1}} g^{-1}(s) \, ds \leq t^{1-\frac{1}{\alpha-1}} g^{-1}(t).
\]
Since \( t \mapsto t^{-\frac{1}{\alpha-1}} g^{-1}(t) \) is comparable to a non-increasing function, we have
\[
\int_0^t s^{-\frac{1}{\alpha-1}} g^{-1}(s) \, ds = \int_0^t s^{\frac{1}{\alpha-1}} \cdot s^{-\frac{1}{\alpha-1}} s^{-\frac{1}{\alpha-1}} g^{-1}(s) \, ds \geq ct^{1-\frac{1}{\alpha-1}} g^{-1}(t),
\]
where in the last inequality we used the fact that \( \int_0^t s^{\frac{1}{\alpha-1}} \cdot s^{-\frac{1}{\alpha-1}} ds < \infty \), which holds true by \([12]\). Therefore
\[
ct^{1-\frac{1}{\alpha-1}} g^{-1}(t) \leq \int_0^t s^{-\frac{1}{\alpha-1}} g^{-1}(s) \, ds \leq t^{1-\frac{1}{\alpha-1}} g^{-1}(t),
\]
which means that \( t \mapsto t^{1-\frac{1}{\alpha-1}} g^{-1}(t) \) is comparable to a convex function.

6.4. Inverses

Lemma 6.6. If \( 1 < p < \infty \), \( \alpha \in \mathbb{R} \), then there exist \( s_0 > 1 \) such that for \( s \geq s_0 \) we have that function \( G_s(t) = t^p(\log(s+t))^\alpha \), \( 1 < p < \infty \), \( \alpha \in \mathbb{R} \) satisfies \( G_s \in \Delta_2 \cap \nabla_2 \) and
\[
g_s(t) \approx t^{p-1} \log^\alpha (s+t) \quad \text{and} \quad g_s^{-1}(t) \approx t^{\frac{1}{p-1}} (\log (s+t))^{-\frac{1}{\alpha}}.
\]
Moreover, for all \( s_1, s_2 \geq s_0 \) we have \( G_{s_1} \approx G_{s_2} \), \( g_{s_1} \approx g_{s_2} \). As \( s \to \infty \), indices \( s_{G_s} \geq p \) and \( i_{G_s} \leq p \) can be arbitrarily close to \( p \).

Proof. Let us notice that
\[
g_s(t) = t^{p-1} \log^\alpha (s+t) \left( \frac{\alpha t}{(s+t) \log (s+t)} + p \right),
\]
which means that
\[
t g_s(t) \frac{1}{G_s(t)} = p + \frac{\alpha t}{(s+t) \log (s+t)}.
\]
Since \( \frac{\frac{\alpha t}{(s + t) \log(s + t)}}{\frac{|a|}{\log(s + t)}} \xrightarrow{s \to \infty} 0 \), for arbitrary \( \epsilon > 0 \) and for sufficiently large \( s \), we have \( \frac{g_s(t)}{G_s(t)} \in (p - \epsilon, p + \epsilon) \). In particular, for sufficiently large \( s \) we have \( G_s \in \Delta_2 \cap \nabla_2 \). Observe that

\[
\frac{g_s \left( t \frac{1}{1 - 1 + 1} \left( \log(s + t) \right)^{1 - 1 + 1} \right)}{t} \approx \left( \frac{\log \left( \frac{1}{1 - 1 + 1} \left( \log(s + t) \right)^{1 - 1 + 1} \right)}{\log(s + t)} \right)^{\alpha} =: l_s(t). \tag{70}
\]

Since \( l_s > 0 \), \( l_s(0) = 1 \) and \( l_s \) has finite, positive limit at infinity, we have that \( l_s \approx 1 \) and by doubling properties of \( g_s \) we have \( g_s^{-1}(t) \approx t \frac{1}{1 - 1 + 1} \left( \log(s + t) \right)^{1 - 1 + 1} \).

**Lemma 6.7.** If \( 1 < p < \infty \), \( \alpha \in \mathbb{R} \), then there exist \( s_0 > e \) such that for \( s \geq s_0 \) we have that function \( G_s(t) = t^{p(\log(s + t))^{\alpha}}, 1 < p < \infty, \alpha \in \mathbb{R} \) satisfies \( G_s \in \Delta_2 \cap \nabla_2 \) and

\[
g_s(t) \approx t^{p - 1}(\log(s + t))^{\alpha} \quad \text{and} \quad g_s^{-1}(t) \approx t^{\frac{1}{1 - 1 + 1}}(\log(s + t))^{\frac{1}{1 - 1 + 1}}.
\]

Moreover, for all \( s_1, s_2 \geq s_0 \) we have \( G_{s_1} \approx G_{s_2}, g_{s_1} \approx g_{s_2} \). As \( s \to \infty \), indices \( s_{G_s} \geq p \) and \( i_{G_s} \leq p \) can be arbitrarily close to \( p \).

**Proof.** Let us notice that

\[
g_s(t) = t^{p - 1}(\log(s + t))^{\alpha} \left( \frac{\alpha t}{(s + t) \log(s + t) \log(s + t)} + p \right),
\]

which means that

\[
\frac{t g_s(t)}{G_s(t)} = p + \frac{\alpha t}{(s + t) \log(s + t) \log(s + t)}.
\]

Since \( \left| \frac{\frac{\alpha t}{(s + t) \log(s + t) \log(s + t)}}{\frac{|a|}{\log(s + t) \log(s + t)}} \xrightarrow{s \to \infty} 0 \right| \), for arbitrary \( \epsilon > 0 \) and for sufficiently large \( s \), we have \( \frac{t g_s(t)}{G_s(t)} \in (p - \epsilon, p + \epsilon) \). In particular, for sufficiently large \( s \) we have \( G_s \in \Delta_2 \cap \nabla_2 \). Observe that

\[
\frac{g_s \left( t \frac{1}{1 - 1 + 1} \left( \log(s + t) \right)^{1 - 1 + 1} \right)}{t} \approx \left( \frac{\log \left( \frac{1}{1 - 1 + 1} \left( \log(s + t) \right)^{1 - 1 + 1} \right)}{\log(s + t)} \right)^{\alpha} =: l_s(t). \tag{71}
\]

Since \( l_s > 0 \), \( l_s(0) = 1 \) and \( l_s \) has finite, positive limit at infinity, we have that \( l_s \approx 1 \) and by doubling properties of \( g_s \) we have \( g_s^{-1}(t) \approx t \frac{1}{1 - 1 + 1} \left( \log(s + t) \right)^{1 - 1 + 1} \). \( \square \)
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