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Abstract—Stock market forecasting is an important challenge for clients, so it attracts researchers to introduce new and reliable approaches to forecast this market. There are many approaches using wavelet decomposition to access details and approximation of stock market data and on the other hand, using neuro-fuzzy systems can be useful to overcome the uncertainty of data for forecasting. In this study, a hybrid approach will be introduced that is a combination of continuous wavelet decomposition and neuro-fuzzy system to predict stock market data.

For this aim, first data is normalized between 0 to 1 and decomposed by continues wavelet decomposition and data of each sample time was used to forecast “n” sample forward and finally, this approach was evaluated.

For evaluating the performance of this approach, index of petroleum products of Tehran stock market between March 2015 to September 2019 was used and five steps of forecasting were considered. The best performance was 6.64×10⁻⁵ for one step forward forecasting and the worst was 4.74×10⁻⁴ for five steps forward forecasting.

Results showed that, increment of forecasting step causes decrement of forecasting precision however it is reliable.
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I. INTRODUCTION
Forecasting of stock market’s features is an important challenge for companies and clients. So this problem attracts many researchers to introduce novel and efficient approaches to predict stock markets. On the other side this problem is extremely complex that makes the solving approaches hard[1]. Stock markets are affected by many factors like economic variables, industry variables, company variables, psychological variables, and political variables [2] and all these factors can effect on stock market [3] therefore many combined approaches have been introduced [4] to develop automatic intelligent systems fits for stock market prediction.

There are many categories for stock market forecasting like financial time series forecasting using the number of input variables or multivariate analysis using effective variables. There are many approaches for financial time series prediction like autoregressive moving average (ARMA), the autoregressive integrated moving average (ARIMA), generalized autoregressive conditional heteroskedastic (GARCH) [5], smooth transition autoregressive model (STAR) [6], artificial neural network (ANN) [7], adaptive neuro-fuzzy system (ANFIS) [8, 9].

Combination of a fuzzy logic inference system (FIS) [10] with an artificial neural network results in a neuro-fuzzy controller that can be efficient for stock market prediction. Adaptive neuro fuzzy inference systems (ANFIS), are a usual approach in forecasting challenges [11]. This approach can predict most of complex patterns. But in fluctuating time series, it is better to fed these systems by approximations and details as input.

Wavelet transforms have been recently used in economic time series analysis and prediction [12] like oil price prediction [13] in combination with artificial neural networks [14]. Wavelet transform decomposes data into two sub series approximation and detail that can be used to softening data and improves forecasting accuracy.

In this work, the combination of continuous wavelet transform and neuro-fuzzy system would be evaluated for stock market prediction. For this aim we use this model for different steps of forecasting to evaluating the forecasting ability of this model.

II. METHODS AND MATERIALS
A. Continuous Wavelet Transform
Continuous wavelet transform (CWT) is a way to decompose time series in to wavelets and it is a good way to map the changing properties of non-stationary signals. CWT is a good approach for analysis financial time series. CWT of the time series is defined by:

\[
W(\tau, t) = \tau^{-1/2} \int_{-\infty}^{+\infty} \psi \left( \frac{x - t}{\tau} \right) dx
\]

\[
\psi(t) = \frac{2}{\sqrt{3}} \pi^{-1/4} (1 - t^2) e^{-t^2/2}
\]

where \( \tau \) is the scaling factor, \( t \) is the translating factor, \( p(x) \) is time series and \( \psi \) is the Mexican hat mother wavelet. The original time series \( p \) can be recovered from the wavelet representation \( W(p) \) by inverse transform [15]:
\[ p(t) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} W(p, \tau) t^{-\frac{5}{2}} \psi \left( \frac{t - \tau}{\tau} \right) \, dx \, d\tau \]  \hspace{1cm} (3)

The coefficients of the CWT have an effective amount of redundant information. So it would be usual to sample the coefficients in order to reduce redundancy. So in this study we decompose stock market time series into useful sets to fed to ANFIS to improve forecasting precision.

B. ANFIS Model

In this section, the ANFIS model would be introduced. To give us an idea of how the operation of ANFIS really is. For introducing simple, consider a fuzzy system with two rules [16]:

Rule 1: if \( x \) is \( A_1 \) and \( y \) is \( B_1 \), then \( f_1 = p_1 + p_1 y_1 + r_1 \)

Rule 2: if \( x \) is \( A_2 \) and \( y \) is \( B_2 \), then \( f_2 = p_2 + p_2 y_2 + r_2 \)

In figure 1 the ANFIS reasoning mechanism and its architecture are illustrated. Nodes in the same layer have the same family of functions, as described below:

Layer 1: Nodes in this layer show the linguistic labels and their outputs are values of membership function. Changes in node’s parameters would change the membership function’s shape.

Layer 2: Each node in this layer calculates the firing power of each rule.

Layer 3: The ith node of this layer calculates the ratio of the firing strength of the ith rule to the sum of all the firing strength.

Layer 4: Nodes i in this layer have their function like rules.

Layer 5: The single node in this layer computes the overall output as the sum of all input signals.

![Fuzzy model and ANFIS architecture](image)

As yet, the adaptive network has been built which is equal to inference system, so it is called ANFIS and it would be a fuzzy inference system as an adaptive network.

C. Combination Approach

In this section the combination approach of CWT and ANFIS would be presented. This study follows these three step:

a) Data normalization
b) Continuous wavelet decomposition
c) Training neuro-fuzzy system for various prediction steps
d) Evaluating neuro-fuzzy system

At first step, data must be normalized. For this aim, the equation 4 will be used.

\[ ND = \frac{D - \min(D)}{\max(D) - \min(D)} \]  \hspace{1cm} (4)

While ND is normalized data and D is data. At second step, data will be decomposed by continuous wavelet decomposition to its scales and at next step, data would be divided in to train and test data and using the training data, neuro-fuzzy system must be trained. For this aim, each point of data can be used to predict \( n \) step forward. For example, when the \( i \)th sample point is the input of neuro-fuzzy system, the \( i+n \)th sample would be predicted. Finally, the trained neuro-fuzzy system would be used for testing and evaluating. The performance of this system will be computed by equation 5.

\[ E = \frac{1}{N} \sum_{i=1}^{N} (ND - \tilde{ND})^2 \]  \hspace{1cm} (5)

Where \( \tilde{ND} \) is predicted normalized data.

III. RESULTS

For simulating and evaluating this approach, the index of petroleum product of Tehran stock market since March 2015 to September 2019 is used and normalized this time series contained 1249 samples. The time series of this data and its normalized data is illustrated in figure 2.

![Stock market data since March 2015 to September 2015 and its normalized form](image)
Then data was divvied into training data (1000 samples) and test data (249 samples). Next scale of each sample time was used for forecasting 1 to 5 sample forward. The used neuro-fuzzy system used Sugeno fuzzy decision machine and 3 gaussian membership function as fuzzifier and gravity center as defuzzifier. A comparison between one step forecasted data and real data is illustrated in figure 4 and the performance for all steps was computed and illustrated as table 1.

### Table 1. Performance of test and train for different forecasting steps

| Step Number | Train Performance | Test Performance |
|-------------|-------------------|------------------|
| 1           | 6.64×10⁻⁵         | 6.23×10⁻⁵        |
| 2           | 1.48×10⁻⁴         | 1.72×10⁻⁴        |
| 3           | 2.47×10⁻⁴         | 3.13×10⁻⁵        |
| 4           | 3.63×10⁻⁴         | 4.74×10⁻⁵        |
| 5           | 4.74×10⁻⁴         | 6.57×10⁻⁵        |

**IV. CONCLUSION**

In this study a new approach is introduced to forecast stock market indexes that was a combination of neuro-fuzzy system and continues wavelet decomposition. For this aim there was four steps. First data was normalized between zero to one and decomposed into its scales using continues wavelet decomposition, then neuro-fuzzy system was trained and evaluated for various forecasting steps. Results showed that, increment of forecasting step causes decrement of forecasting precision however it is reliable.
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