Knowledge Graphs and Machine Learning in biased C4I applications
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Abstract—This paper introduces our position on the critical issue of bias that recently appeared in AI applications. Specifically, we discuss the combination of current technologies used in AI applications i.e., Machine Learning and Knowledge Graphs, and point to their involvement in (de)biased applications of the C4I domain. Although this is a wider problem that currently emerges from different application domains, bias appears more critical in C4I than in others due to its security-related nature. While proposing certain actions to be taken towards debiasing C4I applications, we acknowledge the immature aspect of this topic within the Knowledge Graph and Semantic Web communities.
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I. INTRODUCTION

Nowadays, due to the large volume of data on the Web, there is a growing interest in knowledge graphs (KG), playing an important role in search engines e.g., Google. Early use of KGs has been conducted by Google in 2012 [1]. Using these graphs, simple word processing has become a symbolic representation of knowledge. KGs also are used by social networking and e-commerce sites and are of particular interest to the Semantic Web (SW) [2]. Although there is no accurate definition of a knowledge graph, it seems to better represent a database of interconnected descriptions of real-world entities and events or abstract concepts.

Although KGs are easily understood by humans and contain high-level information about the world, it is difficult to exploit them for Machine Learning (ML) applications. ML is one of the most significant fields of Artificial Intelligence (AI) research. Its goal is to create systems that can be trained from empirical data which had been observed in the past, to perform the work for which they are intended more effectively [3].

ML and KGs are developed in a fast pace. On the one hand, ML techniques improve the performance of various data-driven tasks with great precision. On the other hand, KGs provide the ability to represent knowledge about entities and their relationships with high reliability, explanation, and reuse. Consequently, a combination of KGs and ML will systematically improve systems’ accuracy, explainability, and reuse, expanding the range of ML capabilities [4].

In the past decade, several research efforts had been conducted in the field of C4I (Command, Control, Communications, Computers & Intelligence) systems. C4I systems are of particular interest because they concern modern technological means of communications, information technology, and physical security which, with fully ensured interoperability, provide trustworthy information to authorized users to support real-time situational awareness, and facilitate data-driven knowledge-based decision-making.

Bias in research concerns the interference (as ‘noise’) in the outcomes of research (e.g., AI research) by predetermined ideas, prejudice or influence in a certain direction. Data in ML algorithms used in AI systems can be biased, but so can the algorithms that analyze this data. Both data (samples) and algorithms are designed by people, and people can be biased.

When data is biased, the sample is not a perfect representative of the used dataset(s) in the algorithmic analysis. A recent case identified under the term of representational bias such as Google’s image search for “CEO” depicting mostly males, may “teach” an intelligent system to recommend doctor as a career choice for men and nurse for women.

As there is no relevant research (to the best of our knowledge) that combines KGs and ML in C4I application domain, we have been motivated by the potential combination of those technologies to draw conclusions about their role in (de)biased AI applications. Our contributed conclusion on this topic, as presented in this paper, is that new advancements in knowledge and data representation are needed that will be used in C4I application domain to improve ML and data analysis in ways that critical problems such as data and algorithmic bias are reduced (or even eliminated).

This paper is structured as follows: Section II presents the topics of KGs, ontologies, and ML. Section III introduces the C4I application domain in respect to those technologies, open issues and research challenges are discussed in Section IV, and Section V concludes the paper.

II. KNOWLEDGE GRAPHS, ONTOLOGIES, AND MACHINE LEARNING

A. Knowledge Graphs

There have been several attempts to define what a KG is. Due to the different definitions already present in the literature, some inconsistencies have been inevitably emerged. In addition to the definition in Wikipedia, other definitions have been proposed by various researchers [5]–[7]. A KG is the organization and representation of knowledge as a multi-domain graph, whose nodes represent entities of interest, combining different sources of controlled vocabularies and data.

Some of the most well-known non-public KGs are Google KG, Microsoft KG, and Facebook KG. There is also a large number of KGs available for the public such as DBpedia and Wikidata KGs. For the most KGs, there are no explicit references regarding the methods of extracting knowledge represented in those KGs, nor about their general shape,
visualization, and storage of the available knowledge [8]. There are two approaches for creating a KG: a) top-down (schema-driven) and b) bottom-up (data-driven). In the first approach, the schema (ontology) of the graph are first defined and then the data is entered (schema population). In the second, the knowledge is extracted from various sources (e.g., text documents, DBs, as well as from linked open data) and after being merged, the schema (shape) of the KG is constructed.

Specifically, Facebook’s KG is an essential tool enabling internal search within the Facebook platform to produce more and more accurate results when used by connected users. Google’s KG is a valuable tool for Google Search, a knowledge base (KB) that gathers information from a variety of sources such as Wikipedia, in order to produce better and more complete results of the search engine. DBpedia’s KG is a huge KB created by processing the information of Wikipedia, because of the plethora of pages it contains, and especially those in different languages, there are contradictions, creating inaccuracies in the information. The problem of managing this information is solved by Wikidata through the KG, where all languages are integrated into one version of Wikidata so that information could be linked to multiple languages at the same time. It also allows the existence of conflicting information by providing a system that organizes everything properly by citing information sources [6].

B. Knowledge Graphs and Ontologies

An ontology is a formal and explicit specification of shared and agreed conceptualizations. A domain ontology is related to specific domain knowledge e.g., an ontology for a museum, an ontology for security, an ontology for surveillance. An ontology may define only the schema of the represented knowledge (classes, relations between them, class restriction axioms) or the schema and the actual data that are semantically described by the defined schema. In the second case, the ontology is a populated one i.e., an ontology with populated classes. In other words, an ontology is a knowledge base that stores knowledge about domain-specific entities, and those entities are classified as instances/individuals of its ontological classes.

KGs and populated ontologies are similar in a way. They both are related to the Resource Description Framework (RDF) for representing data. They both represent domain knowledge using semantic relations (links/edges) between entities (nodes). Knowledge about entities is represented by a triple of the form subject, predicate, and object (SPO) statements, where subject and object are mostly entities (or values), and the predicate is a relationship between them (or an attribute of an entity).

On the other hand, KGs and populated ontologies have some differences in respect to their aim. KGs often contain large volumes of factual information (facts about represented entities) with less formal semantics (class restriction axioms, definitions). On the other hand, an ontology defines the terminology of the domain and the semantic relations between terms, making knowledge available for machine processing, whereas data is not the main concern at design time. In addition, knowledge graphs can also represent knowledge about multiple domains and therefore may contain more than one ontology.

C. Knowledge Graphs and Machine Learning

ML is a way for the machine to achieve intelligence by learning from the data that is provided as input to a process of data analysis, thus evolving a machine that performs tasks into a smart machine. A ML method generally means a set of specific types of algorithms that are suitable for solving a particular type of computational problem. Such a method addresses any constraints that the problem brings along with it.

The most popular ML methods are supervised learning, semi-supervised learning, and reinforcement learning. Reinforcement learning is also applied in deep learning. Deep reinforcement learning applied when it is not possible to feasible training autonomous decision-making by other methods [9], [10]. The learning process consists of three stages: the acquisition of data, the processing/analysis of data so as to find possible generalizations or specializations, and the use of processing results to perform the objective work.

ML in KGs and ontologies are used to solve problems such as link and type prediction, ontology enrichment, and completion [3]. In particular, because abstract reasoning is not applicable, and at the same time, while an ontology is consistent, the information in it may be incorrect in relation to a reference domain, ML methods were developed for the Semantic Web (SW) in order to solve this issue.

Large-scale KGs are knowledge-based graphs storing real-world information in the form of relationships between entities. In an automated KG construction method, triples are automatically extracted from unstructured text using ML and natural language processing (NLP) techniques. In recent years, automated methods have been gaining more attention, because other methods either have several limitations or do not scale well due to their dependence on human experts (human bias) [4].

D. Machine Learning and Deep Learning

Over the last few years Deep Learning (DL) has been used in a great number of ML tasks, ranging from image scene classification and video analysis to natural speech, language understanding and recognition. The data used within these tasks are characterized by various data types such as images, voice signals, feature vectors and are typically represented in the Euclidean space. DL approaches successfully manage the aforementioned data types build upon variant deep network architectures include but are not limited to Convolutional Neural Networks (CNNs) [11], Recurrent Neural Networks (RNNs) [12], Long Short-Term Memory (LSTM) [13] and auto-encoders [14]. Opposite to the architectures mentioned, there are a great number of DL-based architectures that the data used are projected to a non-Euclidean space, especially in the form of KGs [15]. This data structure overcomes the restrictions of interaction assumption following a linking approach. Thus, during the linking between the items and their attributes, each node is linked with various nodes and variant types.

Connecting nodes in a KG may have distinct neighborhood size, and the relationships between them could vary as well. The need to handle the above complexity of KGs stimulates new neural network architectures mentioned as Graph Neural Networks (GNNs) [16]. GNNs learn a target node’s representation based on propagating the information to one or many neighbors in a recurrent way until a stable fixed point
This process lacks computational efficiency; thus, recently, there have been increasing efforts to overcome this limitation [20], [21]. These studies belong to the category of Recurrent Graph Neural Networks (RecGNNs).

III. C4I APPLICATION DOMAIN

The Command, Control, Communications, Computer and Intelligence (C4I) systems are modern technological means of communications, information technology (IT) and physical security, which provide information to authorized security commanders, in order to be aware of the situation in real-time, supporting decision making. These systems do not replace the human factor or conduct security operations on their own. However, they are an important tool for providing timely and reliable information and facilitate the work of managers in decision making. According to the latest developments, C4I systems are based on static architectures, and thus they require dynamic features to provide the latest developments in IT, to ensure reliability, real-time support, ease of reuse and interoperability [22].

Standard Information Exchange Data Models (IEDMs) involve difficult mapping and model translation tasks that cannot be easily automated. Also, the multiple use of IEDMs creates the need for maintenance and expansion. Because manual extensions to data models lead to unsustainable extension management processes, there is an increased need for distributed management and scalability. A framework for such a model management methodology can be supported using OWL ontologies [23]. OWL ontologies have been used in the C4I domain already. An example of the usefulness of OWL-DL is the Cyber forensics ontology [24]. This ontology represents knowledge related to the extraction of evidences as well as the law of cybercrime. The aim of this ontology is to classify types of crimes in order to draw conclusions about cybercrime and to identify similar methods of criminal investigation.

Another area of particular interest is the Operational Headquarters (HQ). Officers are required to be aware of all the information around their reference object and at the same time maintain command and control (C2) in an increasing variety of operations. The need for interoperability between HQ information systems, so that information can be absorbed effectively by the government agencies to which they belong and simultaneously evaluated and presented in an integrated manner, led to the creation of the 5th Generation Operational Level Military Headquarters [25]. To solve the problem that arose, a microservice API was designed as an extension of the Saki architecture [25]. The embedded information is forwarded to a knowledge graph for long-term storage. However, over time, changes will need to be made to the way information in the KGs is modeled. This issue has been solved by committing to an ontology all possible areas of operations, and at the same time, all the components of the microsystem will exchange information using this ontology [25].

The Semantic Web technology targets to make the Web readable from the machines [26], by enriching resources with metadata. To manage these metadata OWL models are used, while the reasoning capabilities provided by the ontologies are also taken into account. However, metadata management process meets significant limitations -especially in cases of linked data- that include but are not limited to the time consumption for ontology construction, inconsistent and noisy data.

The problems of query answering, instance retrieval, link prediction, and ontology refinement and enrichment have also emerged, with the three firsts considered by ML methods as classification problems while the last as a concept learning problem. ML methods’ introduction to solving classification and concept learning problems on the Semantic Web domain considers the advantages of the numeric-based (sub-symbolic) approaches such as DL [27] and embeddings. These ML methods are generally categorized into symbolic and numeric-based. ICAS cyber-security ontology utilizes a tool called Targeted Attack Premonition using Integrated Operational data (TAPIO) which was implemented to export in real time all the data of each company automatically into a fully linked semantic graph [28]. This tool uses ML techniques, among other domains, to implement name entity resolution. Also, in order to facilitate the storage of huge data export and the visualization of important standards in C4I systems, the integration of large analytical data utilizing various tools that use ML to classify large data has been proposed [29].

ML and DL are widely used today in AI-based systems and applications to improve battle results and mission execution [30]. Such technologies are the key to the development of the Fleet’s Command, Control, Communications, Computers, Information, Surveillance and Reconnaissance (C4ISR) architecture and processes.

IV. OPEN ISSUES AND CHALLENGES

Today, in addition to the difficulties we experience every day, the rapid increase in unemployment and crime and social fluctuations, a very important and invisible problem has been added, i.e., the problem of bias in AI applications and systems. When input data is biased, the sample is not representative of the utilized dataset(s) in the algorithmic analysis.

Discussions within the ML community about how to address representational biases have not yet reached the KG and SW communities. The current status of Linked Open Data (LOD) cloud may be considered as free of selection biases such as sampling bias. However, the data available to both open and commercial KGs today is, in fact, highly biased. Debiasing KGs (data and schema) will soon become a major issue as these are now rapidly used in several ML-based algorithms of AI systems and applications.

Debiasing KGs must be examined at the level of data (data bias) as well as the level of schema (schema/ontology bias). Entities represented in DBpedia’s KG, for instance, either spatial or non-spatial, do not cover the global range of available data (all the world as we know it), instead, the coverage of data related to Europe- and US-based entities is clearly larger than Asia’s. Bias at the schema/ontology level, on the other hand, is also present, since most of the ontologies are engineered following a top-down methodological approach, often with application needs in mind. In such cases, a group of knowledge engineers/workers and domain experts collaborate, ‘passing’ their human biases in their engineering choices and the designing patterns (human-centric). Finally,
if bottom-up (data-driven) ontological engineering approaches are used, for instance, based on ML algorithms that derive axioms/rules from data, the bias problem remains (data biases) as discussed before.

In this article we contribute our position regarding the need to propose a new methodology for the engineering of bias-free KGs, supported by suitable tools for managing KGs both at the level of data and schema, aligned with modern policies/rules on AI bias elimination. Based on such a methodology (distinct phases, processes and tasks), it is argued and expected that bias-free AI applications will prevail. In the C4I application domain, this is largely translated to algorithms that, for instance, classify human entities as terrorists/robbers/rapists based on features learned from non-biased data, and certainly not because they “accidently” have a black/dark colored hooded face and a short-height body that carries a particular type of a backpack.

V. CONCLUSION

The magnitude of the problem of biased KGs is not fully realized today because we do not fully understand how it is affecting our daily lives. It is expected that in the next few years, it will seriously affect the lives of thousands worldwide. From a mis-rejected job application to the false arrest of an innocent fellow and the mis-identification of the actual criminal or threat, debiasing AI applications must be a priority and a continuous concern of actions to be taken in the era of a globalized and secure world. Biased KGs must be treated now, at early stages, to avoid fast spread over time. The society should not reach the extreme point where there is an emergency to clean biased data and schemas of the cult of public security.

In this position paper, the problem of bias in KGs and ML algorithms in the C4I domain has been introduced, concluding to actions that must be taken today by the related research and development communities. Towards these actions, our future work will be focusing on the design of a tool-supported methodology for the engineering of bias-free KGs.
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