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Abstract. We study the following question: for given $d \geq 2$, $n \geq d$ and $k \leq n$, what is the largest value $c(d, n, k)$ such that from any set of $n$ unit vectors in $\mathbb{R}^d$, we may select $k$ vectors with corresponding signs $\pm 1$ so that their signed sum has norm at least $c(d, n, k)$?

The problem is dual to classical vector sum minimization and balancing questions, which have been studied for over a century. We give asymptotically sharp estimates for $c(d, n, k)$ in the general case. In several special cases, we provide stronger estimates: the quantity $c(d, n, n)$ corresponds to the $\ell^p$-polarization problem, while determining $c(d, n, 2)$ is equivalent to estimating the coherence of a vector system, which is a special case of $p$-frame energies. Two new proofs are presented for the classical Welch bound when $n = d + 1$. For large values of $n$, volumetric estimates are applied for obtaining fine estimates on $c(d, n, 2)$. Studying the planar case, sharp bounds on $c(2, n, k)$ are given. Finally, we determine the exact value of $c(d, d + 1, d + 1)$ under some extra assumptions.

1. History and results

The study of vector sum problems dates back more than a century: see e.g. the 1913 work of Steinitz [31] answering a question of Riemann and Lévy. In the present article, we will consider the dual of two classical problems belonging to this family.

The unit vector balancing problem asks for the following. Given unit vectors $u_1, \ldots, u_n$ in $\mathbb{R}^d$, one should find signs $\varepsilon_1, \ldots, \varepsilon_n \in \{\pm 1\}$ so that the sum

$$\varepsilon_1 u_1 + \ldots + \varepsilon_n u_n$$

has small norm. Equivalently, the goal is to partition the vectors into two classes so that the corresponding partial sums are close to each other. It is natural to look for the best possible bound: in 1963, Dvoretzky [22] asked for determining

$$\max_{(u_i)^d_1 \subset S^{d-1}} \min_{\varepsilon \in \{\pm 1\}^n} \left| \sum_{i=1}^n \varepsilon_i u_i \right|$$

for fixed $d$ and $n \geq d$, where $S^{d-1}$ denotes the unit sphere of $\mathbb{R}^d$. Here and later on, $\|\cdot\|$ stands for the Euclidean (or $\ell_2$) norm. Spencer [29] gave a probabilistic proof showing that for every $n \geq d$, the above quantity equals to $\sqrt{d}$ (note that this bound is independent of the number of vectors!). Moreover, the same bound holds for sets of vectors of norm at most 1. Sharpness is illustrated for example by taking $n = d$ and setting the vector set $(u_i)^d_1$ to be an orthonormal base of $\mathbb{R}^d$. Related combinatorial games were studied by Spencer [28].

Generalizing Dvoretzky’s question, Bárány and Grinberg [10] showed that given any set of vectors in the unit ball of a $d$-dimensional normed space, one may always find corresponding signs so that the signed sum has norm at most $d$.

Switching millennia did not halt related research: Swanepoel [32] showed that given an odd number of unit vectors in a normed plane, there exists a corresponding signed sum of norm at most 1. Blokhuis and Chen [13] considered yet another twist of the problem, allowing for the coefficients...
to be 0 as well. Finally, we list another variation of (1.1) due to Komlós [30], which has become a
central question in geometric discrepancy theory. His conjecture states that there exists a uniform
constant $c$ so that for an arbitrary set $u_1, \ldots, u_n$ of (Euclidean) unit vectors in $\mathbb{R}^d$, one may select
a sequence of signs $\varepsilon_1, \ldots, \varepsilon_n \in \{\pm 1\}$ so that
\[\|\varepsilon_1 u_1 + \ldots + \varepsilon_n u_n\|_\infty \leq c.\]
The currently strongest upper bound is due to Banaszczyk [7], who proved that a sum of $O(\sqrt{\log d})$ 
$\ell_\infty$-norm may always be found. Further vector balancing problems are listed in the survey of Bárany [2].

The other question which lies at the centre of our attention is that of subset sums. Given a set
of vectors $\omega_n = \{u_1, \ldots, u_n\} \subset \mathbb{R}^d$ of norm at most 1 which sum to 0, and a fixed $k \leq n$, the goal is
to find a subset $U_k$ of $\omega_n$ of cardinality $k$, so that the sum of the vectors in $U_k$ has small norm. It
follows from the result of Steinitz [31] that there always exists a subset of size $k$ whose sum has norm
at most $d$. In an article of the first named author written jointly with Bárany and Grinberg [2], it is
proven that for general norms, the upper bound of $[d/2]$ holds for arbitrary $k \leq n$, whereas for the
Euclidean norm, the optimal upper bound is of the order of magnitude $\Theta(\sqrt{d})$. Swanepoel [33]
considered sets of unit vectors in general Banach spaces, all of whose $k$-element subset sums have small norm.

In all the above questions, the primary task is to find sums with small norm. In the present
paper, we turn our interest to the reverse direction: we set the goal to find signed sums which are large. For doing so, we will assume that all vectors of the family in question are of norm 1, since no nontrivial bound may hold for vectors taken from the unit ball. Unifying the two main questions above, we are going to look for large signed subset sums. When the size of the sought-after subset equals to the number of the vectors, we reach the reverse of the original unit vector balancing problem.

We only consider the Euclidean case; analogous questions for general norms may be subject to
future research.

Accordingly, let us introduce the following notion.

**Definition 1.** For any $d \geq 1$, $n \geq 1$ and $1 \leq k \leq n$, let $c(d, n, k)$ be the largest value so that for
every set of unit vectors $\omega_n = \{u_1, \ldots, u_n\} \subset S^{d-1}$ there exist indices $1 \leq i_1 < \cdots < i_k \leq n$ and
corresponding signs $\varepsilon_1, \ldots, \varepsilon_k \in \{\pm 1\}$ such that
\[(1.2) \quad |\varepsilon_1 u_{i_1} + \ldots + \varepsilon_k u_{i_k}| \geq c(d, n, k).\]

Equivalently, $c(d, n, k) = \min \max |\sum_{j=1}^{k} \varepsilon_j u_{i_j}|$, where minimum is taken over all $n$-element vector sets $\omega_n = \{u_1, \ldots, u_n\} \subset S^{d-1}$, while maximum is taken over all $k$-element subsets of $\omega_n$ and all sign sequences $\varepsilon \in \{\pm 1\}^n$. That $c(d, n, k)$ exists follows by a usual compactness argument.

Our primary interest is to estimate the quantities $c(d, n, k)$, and determine their exact value, whenever possible.

To begin with, we note that the triangle inequality implies the trivial upper bound
\[(1.3) \quad c(d, n, k) \leq k, \]
which may only be sharp if $k = 1$ or $d = 1$. Another simple observation is that if $1 \leq k_1 < k_2 \leq n$,
then
\[(1.4) \quad c(d, n, k_1) \leq c(d, n, k_2)\]
since given a maximal $k_1$-term sum, any additional vector may be oriented in a way so that adding it
does increase the norm of the sum. Moreover, if $2 \leq d_1 < d_2$, then embedding $\mathbb{R}^{d_1}$ into $\mathbb{R}^{d_2}$ implies that $c(d_2, n, k) \leq c(d_1, n, k)$. Obviously, we also have $c(d, n_1, k) \leq c(d, n_2, k)$ for $1 \leq n_1 < n_2$.

To obtain the simplest lower bound, we turn to an old tool. Signed sums of maximal norm appear
in the argument of Bang [8] used for the solution of Tarski’s plank problem [34]. The statement
below, known as Bang’s Lemma, is presented in the following form in [5].
Proposition 1 (Bang). If \( u_1, \ldots, u_n \) are unit vectors in \( \mathbb{R}^d \), and the signs \( \varepsilon_1, \ldots, \varepsilon_n \in \{ \pm 1 \} \) are chosen so as to maximize the norm \( |\sum_{i=1}^n \varepsilon_i u_i| \), then

\[
\langle \varepsilon_i u_i, \sum_{j=1}^n \varepsilon_j u_j \rangle \geq 1
\]

holds for every \( i \).

Summing (1.5) over \( i = 1, \ldots, n \), we readily obtain that

\[
|\sum_{i=1}^n \varepsilon_i u_i| \geq \sqrt{n}.
\]

The same estimate may alternatively be shown by taking the average over all sign sequences:

\[
\frac{1}{2^n} \sum_{\varepsilon \in \{ \pm 1 \}^n} |\sum_{i=1}^n \varepsilon_i u_i|^2 = \sum_{i=1}^n |u_i|^2 = n,
\]

since all the mixed terms \( \langle \varepsilon_i u_i, \varepsilon_j u_j \rangle \) for \( i \neq j \) cancel. Moreover, the argument also shows that (1.6) is sharp if and only if the vector system \( \omega_n \) is orthonormal.

Applying (1.6) to any subset of \( \omega_n \) of cardinality \( k \), we reach the first nontrivial lower bound on \( c(d,n,k) \):

Proposition 2. For arbitrary \( d, n \geq 1 \) and \( 1 \leq k \leq n \), \( c(d,n,k) \geq \sqrt{k} \) holds. This estimate is sharp if and only if \( n \leq d \).

Indeed, for the estimate being sharp, we need every \( k \)-element subset of \( \omega_n \) to be orthonormal, which implies that \( \omega_n \) is orthonormal itself.

Among other results, we are going to give asymptotic estimates for \( c(d,n,k) \). To formulate these, we will use the standard asymptotic notations \( O(\cdot), o(\cdot), \Omega(\cdot), \Theta(\cdot) \) as defined in [26].

In the special case \( k = n \), using the connection with the \( p = 1 \) case of the \( \ell_p \)-polarization problem on the sphere \( S^{d-1} \), the sharp asymptotic bound was proved in [1]:

Theorem 1 (A., Nietert [1], Theorem 4). If \( d, n \to \infty \) along with \( n \geq d \), then

\[
c(d,n,n) = \Theta \left( \frac{n}{\sqrt{d}} \right).
\]

Therefore, the order of magnitude of \( c(d,n,n) \) proves to be \( \Theta(n) \) as opposed to the lower bound \( \Omega(\sqrt{n}) \) provided by Proposition 2.

The next result determines the order of magnitude of \( c(d,n,k) \) in the general case.

Theorem 2. For arbitrary \( d \geq 2 \), \( n \geq d \) and \( k \geq 3 \),

\[
c(d,n,k) \geq \max \left\{ k - 8k^{d+1}n^{-\frac{d+1}{d}}, \sqrt{\frac{2}{\pi}} \cdot \frac{1}{\sqrt{d}} \cdot k \right\}
\]

and

\[
c(d,n,k) \leq \left\{ \begin{array}{ll}
k - \alpha_1 \cdot \frac{1}{d} \cdot k^{\frac{d+1}{d+1}}n^{-\frac{2}{d+1}} & \text{for } 3 \leq k < 6 \cdot 100^{d-1} \\
k - \alpha_2 \cdot k^{\frac{d+1}{d+1}}n^{-\frac{2}{d+1}} & \text{for } 6 \cdot 100^{d-1} \leq k \leq n
\end{array} \right.
\]

if \( n \) is sufficiently large, where \( \alpha_1, \alpha_2 > 0 \) are absolute constants. Furthermore, for every \( k > \frac{1}{\sqrt{d}}c^{-\frac{d}{2}} \cdot n \),

\[
c(d,n,k) \leq \frac{4\phi}{3} \cdot \frac{1}{\sqrt{\pi}} \cdot \sqrt{\frac{2}{d}} \cdot k
\]
holds with \( \varphi = \sqrt{W_0 \left( \frac{\sqrt{2}}{n} \right)} \), where \( W_0 \) is the principal branch of the Lambert W function; equivalently, \( \varphi \) is the positive solution of the equation

\[
(1.10) \quad \varphi \cdot \frac{k}{n} = e^{-\frac{\varphi^2}{2}}.
\]

Determining the extremal vector systems \( \omega_n \) may only be hoped for in a few special cases. We first discuss the case \( k = 2 \). Since

\[
(1.11) \quad |u + v|^2 = 2 + 2 \langle u, v \rangle
\]

for unit vectors \( u, v \in S^{d-1} \), bounding \( c(d, n, 2) \) is equivalent to estimating \( \max_{1 \leq i < j \leq n} |\langle u_i, u_j \rangle| \). This is a well known problem: the quantity \( \max_{1 \leq i < j \leq n} |\langle u_i, u_j \rangle| \) is called the coherence of the vector set \( \omega_n \), which is a special case of the \( p \)-frame energies \([12, 20]\). Its minimizers are called Grassmannian frames and play an important role in equiangular spherical codes \([6]\). The classical Welch bound \([35]\) states that one can always select \( i \neq j \) so that

\[
(1.12) \quad |\langle u_i, u_j \rangle| \geq \sqrt{\frac{n - d}{d(n - 1)}}
\]

Recently, Bukh and Cox \([21]\) improved this estimate when \( d + 2 \leq n < d + O(d^2) \). For the \( n = d + 1 \) case, \((1.11)\) and \((1.12)\) imply that \( c(d, d + 1, 2) \geq \sqrt{2 + 2/d} \). We provide two new proofs for this estimate:

**Theorem 3.** For every \( d \geq 1 \),

\[
(1.13) \quad c(d, d + 1, 2) = \sqrt{2 + \frac{2}{d}}.
\]

The sharp bound is attained if and only if, up to sign changes, the vector system \( \omega_{d+1} \) forms the vertex set of a regular \( d \)-dimensional simplex inscribed in \( S^{d-1} \).

We are also interested in the other end of the spectrum, when \( n \) is much larger than \( d \). In this case, the coherence bounds of Welch and Bukh-Cox are not sharp. Instead, we may turn to the spherical cap packing problem, which asks for finding the largest radius \( R_{d,n} \) so that \( n \) spherical caps of radius \( R_{d,n} \) may be packed in \( S^{d-1} \). For a detailed survey of that question, see Section 2.6 of \([15]\). Estimating \( c(d, n, 2) \) is equivalent to bounding the packing density of non-overlapping pairs of antipodal spherical caps of equal size. Using volumetric estimates, we prove the following bounds for large values of \( n \):

**Theorem 4.** For each sufficiently large \( d \), there exists an \( N > 0 \), so that for every \( n > N \),

\[
(1.14) \quad 2 - 0.51 n^{-\frac{1}{d-1}} < c(d, n, 2) < 2 - 0.14 n^{-\frac{1}{d-1}}.
\]

Next, we study the problem in the plane. Unlike in most of the higher dimensional cases, here we are able to derive sharp bounds.

**Theorem 5.** The following lower bounds hold in the plane:

\[
(1.15) \quad c(2, n, k) \geq k \cos \left( \frac{(k-1)\pi}{2n} \right)
\]

for even values of \( k \), and

\[
(1.16) \quad c(2, n, k) \geq \sqrt{1 + (k-1)(k+1) \cos^2 \frac{(k-1)\pi}{2n}}
\]

when \( k \) is odd. These bounds are sharp if and only if \( n \) is divisible by \( (k-1) \). In those cases, equality is attained if and only if \( \{\pm u_1, \ldots, \pm u_n\} \) forms the vertex set of a regular \( \frac{2n}{k-1} \)-gon inscribed in \( S^1 \), each vertex taken with multiplicity \( k - 1 \).
We finish our discussion with two further special cases. First, when \( k = n = d \), Proposition 2 shows that extremizers are exactly the orthonormal systems. Second, for \( k = n = d + 1 \), natural intuition and numerical experiments suggest that each extremal configuration is, up to sign changes, the union of the vertex set of an even dimensional regular simplex and an orthonormal basis of the orthogonal complement of its subspace. The following conjecture, already proven for \( d = 2 \) in [19, Thm. 1.3], is from [19] and [27]. Notice that \( c(d,n,n) \) was considered in [19] as an application to understand the behavior of the circumradius with respect to the Minkowski addition of \( n \) centrally symmetric sets in \( \mathbb{R}^d \).

**Conjecture 1.** For any \( d \geq 1 \), \( c(d,d+1,d+1) = \sqrt{d+2} \). The sharp bound is realized if and only if, up to sign changes, \( \omega_{d+1} \) is the union of the vertex set of a regular simplex in a subspace \( H \) centered at the origin, and an orthonormal basis of \( H^\perp \), where \( H \) is an even dimensional linear subspace of \( \mathbb{R}^d \).

We conclude the article with a proof of this bound under special assumptions (the problem was also posted in [23]).

**Theorem 6.** Assume that \( d \) is even, and the unit vectors \( u_1, \ldots, u_{d+1} \in S^{d-1} \) satisfy \( \sum_{i=1}^{d+1} u_i = 0 \). Then there exist signs \( \varepsilon_1, \ldots, \varepsilon_{d+1} \in \{ \pm 1 \} \) so that

\[
|\varepsilon_1 u_1 \ldots + \varepsilon_{d+1} u_{d+1}| \geq \sqrt{d+2}.
\]

2. General asymptotic estimates

In this section we are going to use the notions of \( \delta \)-nets and \( \delta \)-separated sets in \( S^{d-1} \). By distance we will mean the spherical (geodesic) distance on \( S^{d-1} \). Also, for \( x \in S^{d-1} \) and \( r \in [0,\pi] \), let \( C(x,r) \) denote the spherical cap of \( S^{d-1} \) with centre \( x \) and radius \( r \). The volume of the unit ball \( B^d \), denoted as \( \kappa_d \), is given by

\[
\kappa_d = \frac{\pi^{d/2}}{\Gamma(\frac{d}{2}+1)}
\]

(see e.g. [4]). The surface area of \( S^{d-1} \) is \( d \kappa_d \). Let \( \sigma \) stand for the normalized surface area measure on \( S^{d-1} \) (thus, \( \sigma(S^{d-1}) = 1 \)).

Let \( C_r \) denote a spherical cap of \( S^{d-1} \) of radius \( r \): that is, \( C_r = C(x,r) \) for an arbitrary \( x \in S^{d-1} \). By projecting a cap radially to its boundary hyperplane and to the tangent hyperplane at its center, respectively, we derive the simple estimates

\[
\frac{\kappa_{d-1}}{d \kappa_d} \sin^{d-1} r \leq \sigma(C_r) \leq \frac{\kappa_{d-1}}{d \kappa_d} \tan^{d-1} r.
\]

We note for later reference that Gautschi’s inequality implies that

\[
\frac{1}{\sqrt{2\pi d}} \frac{\kappa_{d-1}}{d \kappa_d} = \frac{\Gamma(\frac{d}{2}+1)}{d \sqrt{\pi \Gamma(\frac{d+1}{2})}} < \frac{1}{\sqrt{2\pi}} \frac{\sqrt{d+2}}{d}
\]

for every \( d \).

As usual, a set \( X \subset S^{d-1} \) is called a \( \delta \)-net, if for arbitrary \( y \in S^{d-1} \) there exists \( x \in X \) so that the spherical distance between \( x \) and \( y \) is at most \( \delta \). Equivalently, the spherical caps of radii \( \delta \) centred at the points of \( X \) completely cover \( S^{d-1} \). A set \( Y \subset S^{d-1} \) is \( \delta \)-separated, if the distance between any two of its points is at least \( \delta \) – equivalently, the spherical caps of radius \( \delta/2 \) centred at the points of \( Y \) are pairwise non-overlapping. Furthermore, \( Y \) is a maximal \( \delta \)-separated set, if appending any point of \( S^{d-1} \setminus Y \) to it results in losing \( \delta \)-separatedness. It is well known that maximal \( \delta \)-separated sets are (minimal) \( \delta \)-nets. Moreover, if \( X \subset S^{d-1} \) is a maximal \( \delta \)-separated set, then \( |X| = \Theta(\delta^{-(d-1)}) \). This is implied by e.g. Theorem 6.3.1 of [15], which states that if \( X \) is a maximal \( \delta \)-separated set with \( \delta < \pi/2 \), then

\[
\sqrt{2\pi} \sin^{-(d-1)} \delta < |X| < 23 (d-1)^{3/2} \sin^{-(d-1)} \frac{\delta}{2} \cdot 2^{-(d-1)/2}.
\]
Proof of Theorem 2. First, we set off for the lower bound. We consider two cases depending on whether \( k = \Theta(n) \) or \( k = o(n) \). Note that the two terms in the estimate \((1.7)\) are equal when

\[
k = \left(1 - \sqrt{\frac{2}{\pi d}}\right) n^{\frac{1}{d}} \frac{n}{8} \approx e^{-\sqrt{\frac{d}{\pi}} n};
\]

for smaller values of \( k \), the first term dominates, while for larger \( k \)'s, the second term is larger.

Throughout the proof, \( \omega_n = \{u_1, \ldots, u_n\} \subset S^{d-1} \) will be an arbitrary \( n \)-element unit vector set. We will also use the notation \( \pm \omega_n = \{u_1, -u_1, \ldots, u_n, -u_n\} \).

When \( k \) is large, we apply the method of [1] for proving Theorem 1. Take \( k \) vectors of \( \omega_n \) arbitrarily, say, \( u_1, \ldots, u_k \). Then (see Proposition 3 of [1])

\[
\max_{\varepsilon \in \{\pm 1\}^k} \left| \sum_{i=1}^k \varepsilon_i u_i \right| = \max_{v \in S^{d-1}} \sum_{i=1}^k |\langle v, u_i \rangle|.
\]

The quantity on the right hand side is easy to estimate:

\[
\max_{v \in S^{d-1}} \sum_{i=1}^k |\langle v, u_i \rangle| \geq \int_{S^{d-1}} \sum_{i=1}^k |\langle v, u_i \rangle| d\sigma(v)
\]

\[
= k \int_{S^{d-1}} |\langle v, u_1 \rangle| d\sigma(v)
\]

\[
= k \frac{2}{2\kappa_d} \int_0^1 t(1 - t^2) \frac{d}{d\kappa_d} (d - 1) \kappa_{d-1} dt
\]

\[
= k \sqrt{\frac{2}{\pi d}},
\]

which is the second term of the estimate in \((1.7)\).

Next, we establish the estimate for small \( k \)'s. Let \( r < \frac{k}{2n} \).

By \((2.1)\) and \((2.2)\),

\[
\frac{1}{\sqrt{2\pi d}} \sin^{d-1} r < \frac{k}{2n}.
\]

Using that on \([0, \pi/2]\), \(\frac{2}{\pi} x \leq \sin x\), this implies that

\[
r < 4 \left( \frac{k}{n} \right)^{\frac{1}{d-1}}.
\]

Accordingly, for any \( x \in S^{d-1} \) and for every \( y \in C(x, r) \), we have

\[
\langle x, y \rangle \geq \cos r > 1 - 8 \left( \frac{k}{n} \right)^{\frac{1}{d-1}}.
\]

Let us denote by \(#(X)\) the cardinality of a finite set \( X \subset \mathbb{R}^d \). Since

\[
\int_{S^{d-1}} \#((\pm \omega_n) \cap C(x, r)) d\sigma(x) = \sum_{u \in \pm \omega_n} \sigma(\{x \in S^{d-1} : u \in C(x, r)\}) = 2n \cdot \frac{k}{2n} = k,
\]

there exists some \( x \in S^{d-1} \) for which at least \( k \) vectors of \( \pm \omega_n \) lie in \( C(x, r) \). Let \( v_1, \ldots, v_k \in \pm \omega_n \) be \( k \) such vectors. Then, by \((2.5)\),

\[
|v_1 + \ldots + v_k| \geq \sum_{i=1}^k \langle x, v_i \rangle \geq k - 8k \frac{d+1}{d-1} \frac{1}{n} \frac{1}{d-1},
\]
which is the first term of desired lower bound.

Now we turn to the upper bounds. First, we show (1.8). Take \( \omega_n \) to be a \( \delta \)-separated set of \( n \) points in \( S^{d-1} \) with \( \delta \) being as large as possible. By (2.3),
\[
\frac{\pi}{d-1} < \delta < 33n\frac{\pi}{d-1}
\]
when \( n \) is sufficiently large. Note that the spherical caps of radius \( \delta/2 \) centred at the points of \( \omega_n \) are pairwise non-overlapping.

Let now \( u \in S^{d-1} \) be the unit direction vector of the largest \( k \)-term signed subset sum of \( u_1, \ldots, u_n \), that is, the largest \( k \)-term sum of \( \pm \omega_n \). Then the norm of this maximal sum equals to the sum of the \( k \) largest inner products of the vectors of \( \pm \omega_n \) taken with \( u \).

Our goal is to find a radius \( R \) so that the cap \( C(u, R) \) may contain at most \( \gamma k \) points of \( \pm \omega_n \) with a parameter \( \gamma \in (0, 1) \). This guarantees that
\[
c(d, n, k) \leq \gamma k + (1 - \gamma)k \cos R.
\]
Note that the open spherical caps of radius \( \delta/2 \) centred at the points of \( \pm \omega_n \cap C(u, R) \) are all contained in \( C(u, R + \frac{\delta}{2}) \). On the other hand, any point of \( C(u, R + \frac{\delta}{2}) \) may be covered by at most two of the interiors of these caps. Thus, we deduce \( \#(C(u, R) \cap \pm \omega_n) \leq \gamma k \), and therefore that (2.8) holds, if \( R \) and \( \gamma \) satisfy
\[
\sigma(C_{R+\delta/2}) < \frac{\gamma}{2} k \sigma(C_{\delta/2}).
\]
This is what we will show.

We are going to divide the argument again into two parts according to the magnitude of \( k \), as different parameters will be needed depending on the range.

Let us first assume that \( 3 \leq k < 6 \cdot 100^{d-1} \). Define \( R_1 \) to be
\[
R_1 = \frac{\delta}{2} \left( \frac{3k}{8} \right)^{\frac{1}{d-1}} - 1.
\]
Notice that \( R_1 > 0 \) due to \( k \geq 3 \). By (2.7) then
\[
R_1 = \Theta \left( \left( \frac{k}{n} \right)^{\frac{1}{d-1}} \right).
\]
In particular, \( R_1 \to 0 \) as \( n \to \infty \). Since \( \delta \to 0 \) as well, for any \( \alpha > 0 \) we have that
\[
\tan \left( R_1 + \frac{\delta}{2} \right) \leq (1 + \alpha) \left( R_1 + \frac{\delta}{2} \right)
\]
and
\[
\sin(\delta/2) \geq \frac{\delta}{2(1 + \alpha)}
\]
for large enough \( n \). Thus, by (2.1),
\[
\frac{\sigma(C_{R_1+\delta/2})}{\sigma(C_{\delta/2})} \leq \frac{\tan^{d-1}(R_1 + \delta/2)}{\sin^{d-1}(\delta/2)} \leq (1 + \alpha)^{2(d-1)} \left( \frac{2R_1}{\delta} + 1 \right)^{d-1}
\]
\[
= (1 + \alpha)^{2(d-1)} \frac{3k}{8}
\]
\[
= k \cdot \frac{7}{16},
\]
with \( \alpha = (\frac{7}{16})^{1/(2(d-1))} - 1 \), for sufficiently large \( n \). This shows that (2.9) holds with \( R = R_1 \) and \( \gamma = \frac{7}{8} \). Since \( R_1 = \frac{\delta}{2} k^{\frac{1}{d-1}} \left( \left( \frac{3}{8} \right)^{\frac{1}{d-1}} - \left( \frac{1}{k} \right)^{\frac{1}{d-1}} \right) \), we obtain that
\[
R_1 \geq \frac{\delta}{2} k^{\frac{1}{d-1}} \left( \frac{3}{8} - \frac{1}{k} \right) \frac{1}{d-1} \left( \frac{3}{8} \right)^{\frac{d-1}{d}} \geq \frac{\delta}{48d} \cdot k^{\frac{1}{d-1}}
\]
for $k \in [3, \sqrt{n}]$. Using that $\cos x < 1 - x^2/4$ for $x \in [0, \frac{\pi}{2}]$, by (2.18), we deduce that
\[
c(d, n, k) \leq \frac{7k}{8} + \frac{k}{8} \left(1 - \frac{R_1^2}{4}\right) < k - \frac{1}{8 \cdot 48^2 d} k^{\frac{d+1}{2}} n^{\frac{2}{d-1}},
\]
if $n$ is large enough. This establishes the first estimate of (1.8) with $\alpha_1 = \frac{1}{8 \cdot 48^2}$.

Next, we assume that $6 \cdot 100^{d-1} \leq k \leq n$. Define $R_2$ so that
\[
(2.13) \quad \tan \left(\frac{R_2 + \delta}{2}\right) = \frac{1}{2} \left(\frac{k}{6n}\right)^{\frac{1}{d-1}}.
\]
Note that for sufficiently large $n$, $R_2 > \delta$, since by (2.7),
\[
\tan \frac{3\delta}{2} < \frac{100}{99} \cdot \frac{3\delta}{2} < \frac{100}{2} n^{\frac{1}{d-1}} \leq \frac{1}{2} \left(\frac{k}{6n}\right)^{1/(d-1)}.
\]
Let $\alpha = 2 \frac{1}{d-1} - 1$. Then as above, for sufficiently large values of $n$, we obtain using (2.1) and (2.7) that
\[
\frac{\sigma(C_{R_2+\delta/2})}{\sigma(C_{\delta/2})} \leq \frac{\tan^{d-1}(R_2 + \delta/2)}{\sin^{d-1}(\delta/2)} \leq 2^{-(d-1)} k \frac{6n}{k} \cdot (1 + \alpha)^{d-1} \left(\frac{\delta}{2}\right)^{-(d-1)} \leq \frac{k}{3}.
\]
Therefore, (2.9) holds with $R = R_2$ and $\gamma = \frac{2}{3}$. Note that (2.13) shows that $\tan(R_2 + \frac{\delta}{2}) \leq \frac{1}{d}$, and hence
\[
R_2 > \frac{2}{3} \left(\frac{R_2 + \delta}{2}\right) = \frac{2}{3} \cdot \frac{3}{4} \tan \left(\frac{R_2 + \delta}{2}\right) = \left(\frac{k}{6n}\right)^{\frac{1}{d-1}}
\]
for large enough $n$. Thus, (2.8) implies (using that for small enough $x$, $\cos x < 1 - \frac{x^2}{4}$ holds) that
\[
c(d, n, k) \leq \frac{2}{3} k + \frac{1}{3} k \cos R_2 \leq k - k \cdot \frac{1}{64} \left(\frac{k}{6n}\right)^{\frac{2}{d-1}} \leq k - \frac{1}{64 \cdot 36} k^{\frac{d+1}{2}} n^{-\frac{2}{d-1}},
\]
which is the second estimate of (1.8) with $\alpha_2 = \frac{1}{64 \cdot 36}$.

Finally, we establish (1.9). Accordingly, assume that $k > \frac{1}{\sqrt{d}} e^{-\frac{d}{4}} \cdot n$. Take $\omega_n$ as before. By Theorem 6.1.6 of [14], $\omega_n$ is uniformly distributed, i.e. for every closed set $D \subset S^{d-1}$ with zero-measure relative boundary,
\[
\lim_{n \to \infty} \frac{\#(\omega_n \cap D)}{n} = \sigma(D)
\]
holds. Thus, $\pm \omega_n$ is uniformly distributed on $S^{d-1}$ as well.

Let now $\varepsilon \in (0, 1)$ be fixed, whose values we will set later. A standard compactness argument yields that for large enough $n$
\[
(2.14) \quad \frac{1}{1 + \varepsilon} \cdot 2n \cdot \sigma(C) < \#(\pm \omega_n \cap C) < (1 + \varepsilon) \cdot 2n \cdot \sigma(C)
\]
is valid for every spherical cap $C$ with $\sigma(C) > \frac{1}{4\sqrt{d}} e^{-\frac{d}{4}}$. We will assume this property from now onwards.

Let again $u \in S^{d-1}$ be the unit direction vector of the largest $k$-term sum of $\pm \omega_n$. If the elements of $\pm \omega_n$ are ordered according to their inner products with $u$ in decreasing order, then $|u| = \sum_{i=1}^{k} (u, v_i)$. Thus, if $\rho$ denotes the spherical distance between $u$ and $v_k$, then
\[
(2.15) \quad |u| \leq \sum_{v \in (\pm \omega_n \cap C(u, \rho))} (u, v).
\]
Here, the interior of $C(u, \rho)$ contains strictly less than $k$ points of $\pm \omega_n$, while $C(u, \rho)$ contains at least $k$ points of $\pm \omega_n$. Because of (2.14), this shows that
\[
(2.16) \quad \frac{1}{4\sqrt{d}} e^{-\frac{d}{4}} < \frac{1}{1 + \varepsilon} \frac{k}{2n} \leq \sigma(C(u, \rho)) \leq (1 + \varepsilon) \frac{k}{2n}.
\]
The symmetry of $\pm \omega_n$ also implies that $\sigma(C(u, \rho)) \leq \frac{1}{2}$.

Now, Theorem 13.3.1 of [14] shows that the discrete probability measure with equal point masses at the elements of $\pm \omega_n$ converges to $\sigma(\cdot)$ in the weak* topology. This implies (see e.g. Theorem 1.6.5 in the same reference) that for a fixed spherical cap $C \subset S^{d-1}$,

$$\frac{1}{2n} \sum_{v \in (\pm \omega_n \cap C)} \langle u, v \rangle \to \int_C \langle u, w \rangle \, d\sigma(w)$$

as $n \to \infty$. Therefore, there exists an index $N$ so that for every $n \geq N$ and for every spherical cap $C \subset S^{d-1}$ with $\sigma(C) > \frac{1}{4\sqrt{d}} \cdot e^{-\frac{d}{2}}$

$$\frac{1}{2n} \sum_{v \in (\pm \omega_n \cap C)} \langle u, v \rangle \leq (1 + \varepsilon) \int_C \langle u, w \rangle \, d\sigma(w).$$

Let now $R_3$ be the radius so that

$$\sigma(C_{R_3}) = (1 + \varepsilon) \frac{k}{2n},$$

Let $\varphi$ be defined by (1.10). Since the function $f(x) = \frac{1}{x} e^{-\frac{x}{2}}$ is monotonically decreasing on $[0, \infty)$, the condition $k > \frac{1}{\sqrt{d}} e^{-\frac{d}{4}} \cdot n$ ensures that $\varphi < \sqrt{d}$. On the other hand, since $k \leq n$, we also have that $\varphi \geq \sqrt{W_0(1)} \approx 0.7531.$

Then, by (1.10), (2.2), (2.15), (2.16), (2.17), and (2.18), and using the standard estimate

$$\left(1 - \frac{\varphi^2}{d}\right)^{\frac{d+1}{2}} < e^{-\frac{d}{2}}$$

which holds for every $d \geq 2$ and $0 < \varphi < \sqrt{d}$, we have that

$$|u| \leq \sum_{v \in (\pm \omega_n \cap C(u, \rho))} \langle u, v \rangle \leq 2(1 + \varepsilon)n \int_{C(u, \rho)} \langle u, w \rangle \, d\sigma(w)$$

$$\leq 2(1 + \varepsilon)n \int_{C(u, R_3)} \langle u, w \rangle \, d\sigma(w)$$

$$= 2(1 + \varepsilon)n \cdot \frac{(d-1)\kappa_{d-1}}{d \kappa_d} \int_{cos R_3} t(1 - t^2)^{\frac{d-3}{2}} \, dt$$

$$\leq 2(1 + \varepsilon)n \cdot \frac{(d-1)\kappa_{d-1}}{d \kappa_d} \left( \frac{\varphi}{\sqrt{d}} \int_{cos R_3} (1 - t^2)^{\frac{d+1}{2}} \, dt + \int_{\sqrt{\frac{d}{\varphi}}}^1 (1 - t^2)^{\frac{d+1}{2}} \, dt \right)$$

$$= 2(1 + \varepsilon)n \cdot \frac{\varphi}{\sqrt{d}} \cdot \sigma(C_{R_3}) + 2(1 + \varepsilon)n \cdot \frac{\kappa_{d-1}}{d \kappa_d} \left( 1 - \frac{\varphi^2}{d} \right)^{\frac{d+1}{2}}$$

$$\leq (1 + \varepsilon)^2 \cdot \frac{\varphi}{\sqrt{d}} \cdot k + 2(1 + \varepsilon)n \cdot \frac{1}{\sqrt{2\pi}} \cdot \sqrt{d + 2} \cdot d^{\frac{1}{2}} \cdot e^{-\frac{d}{2}}$$

$$= \frac{\varphi}{\sqrt{d}} \cdot k \left( 1 + \varepsilon \right)^2 + 2(1 + \varepsilon) \frac{1}{\sqrt{2\pi}} \cdot \sqrt{\left( \frac{d + 2}{d} \right)}$$

$$\leq \frac{4\varphi}{\sqrt{\pi}} \cdot \frac{1}{\sqrt{d}} \cdot k,$$

where we set $\varepsilon$ to be the positive solution of the quadratic equation

$$\left(1 + \varepsilon \right)^2 + \frac{2}{\sqrt{\pi}}(1 + \varepsilon) = \frac{4}{\sqrt{\pi}}.$$
We note that an estimate of the same order of magnitude than (1.9) for the reduced range $k \geq 1/d \cdot n$ may be obtained as follows. Assume that $n = md$, and take $\omega_n$ to be $m$ copies of an orthonormal base in $\mathbb{R}^d$. It is not hard to see that if $a \geq 1$ is an integer, then the sum of any $a \cdot m$ signed vectors of $\omega_n$ has norm at most $\sqrt{a} \cdot m$. Thus, if we set $k = a \cdot m$, then we readily see that any $k$-term signed sum of $\omega_n$ has norm at most

$$\sqrt{a} \cdot m = \sqrt{\frac{d}{a}} \cdot \frac{1}{\sqrt{d}} \cdot k$$

which is slightly stronger than (1.9) if $a > d \cdot \frac{\pi}{4\phi^2}$. The estimate may be then extended to every $k \geq 1/d \cdot n$ using the monotonicity property (1.4).

### 3. Selecting two vectors

We start this section by presenting two new, essentially different proofs for the estimate of $c(d,d+1,2)$ yielded by the Welch bound. The first uses linear dependences (for several beautiful applications of that method, see [9]).

**First proof of Theorem 3.** By means of (1.11), it suffices to show that for any set of $d+1$ unit vectors $u_1, \ldots, u_{d+1} \in S^{n-1}$, there exist indices $i \neq j \in [d+1]$ so that

$$|\langle u_i, u_j \rangle| \geq \frac{1}{d}.$$

Since the number of vectors exceeds $d$, they must be linearly dependent: there exist reals $c_1, \ldots, c_{n+1}$, not all 0, so that

$$d+1 \sum_{i=1}^{d+1} c_i u_i = 0.$$

Taking norm squares and using that $|u_i|^2 = 1$ leads to

$$\sum_{i=1}^{d+1} c_i^2 = -2 \sum_{i<j} c_i c_j \langle u_i, u_j \rangle.$$  

Let $M = \max_{i<j} |\langle u_i, u_j \rangle|$. Then

$$\sum_{i=1}^{d+1} c_i^2 \leq 2 \sum_{i<j} |c_i||c_j|M,$$

thus

$$M \geq \frac{\sum_{i=1}^{d+1} c_i^2}{2 \sum_{i<j} |c_i||c_j|}.$$  

By rescaling, we may assume that $\sum_{i=1}^{d+1} c_i^2 = 1$. Then,

$$2 \sum_{i<j} |c_i||c_j| = \left( \sum_{i=1}^{d+1} |c_i| \right)^2 - \sum_{i=1}^{d+1} c_i^2 \leq (d+1) - 1 = d$$

by the inequality between the arithmetic and quadratic means. Therefore, (3.1) shows that $M \geq \frac{1}{d}$, which was our goal.

When extremum holds, all the above inequalities must be equalities. This means that $M = \frac{1}{d}$. Therefore, by (3.2), $|c_i| = \sqrt{d+1}$ for every $i$. Also, by (3), $|\langle u_i, u_j \rangle| = M$ for every $i \neq j$. Thus, up to sign changes, the vectors $(u_i)^{d+1}$ must form the vertex set of a regular simplex centered at the origin. In this case, the larger signed sum of any two of the vectors indeed has norm $\sqrt{2(d+1)/d}$. \hfill $\Box$

The second, independent proof uses induction on $d$, and applies Jung’s theorem.
Second proof of Theorem \(3\). The result clearly holds for \(d = 1\). We are going to prove it for \(d\), assuming its validity for dimensions up to \(d - 1\).

Consider now an arbitrary set \(\omega_{d+1} = \{u_1, \ldots, u_{d+1}\}\). Let \(L = \text{lin} \omega_{d+1}\), its linear span. If \(\dim(L) = m \leq d - 1\), then we may assume w.l.o.g. that \(L = \text{lin}\{u_1, \ldots, u_{m+1}\}\). The inductive hypothesis applied for the vector set \(\{u_1, \ldots, u_{m+1}\}\) implies that there exist signs \(\varepsilon_1, \varepsilon_2\) and indices \(1 \leq i_1 < i_2 \leq m + 1\), so that

\[
|\varepsilon_1 u_{i_1} + \varepsilon_2 u_{i_2}| \geq \sqrt{\frac{2(m+1)}{m}} > \sqrt{\frac{2(d+1)}{d}},
\]

proving the assertion.

Hence, we may suppose that \(\dim(L) = d\) with \(u_2, \ldots, u_{d+1}\) being linearly independent. Let \(\rho > 0\) be such that

\[
-\rho u_1 \in \partial \text{conv}(\{\pm u_2, \ldots, \pm u_{d+1}\}) = \partial P,
\]

where \(P = \text{conv}(\{\pm u_2, \ldots, \pm u_{d+1}\})\), and where \(\text{conv}\) and \(\partial\) stand for convex hull and boundary, respectively. Since \(P\) is a polytope with \(0 \in \text{int}(P)\), \(-\rho u_1\) belongs to a facet of \(P\), which does not contain 0. Hence there exist signs \(\varepsilon_2, \ldots, \varepsilon_{d+1}\) such that

\[
-\rho u_1 \in \text{conv}(\{\varepsilon_2 u_2, \ldots, \varepsilon_{d+1} u_{d+1}\})
\]

In particular we have that

\[
0 \in \text{conv}(\{u_1, \varepsilon_2 u_2, \ldots, \varepsilon_{d+1} u_{d+1}\}) = S,
\]

thus meaning that \(R(S) = 1\), where \(R(.)\) stands for the circunradius (see [16, Proposition 2.1]). Hence, if \(D(S)\) denotes the diameter of \(S\), then by Jung’s theorem [24] (see also [3, Lem. 3] or [17, (3)]) we have that

\[
\frac{D(S)}{R(S)} \geq \sqrt{\frac{2(d+1)}{d}}.
\]

Since the diameter of \(S\) is attained between two vertices of \(S\), this means that either

\[
|u_1 - \varepsilon_1 u_i| \geq \sqrt{\frac{2(d+1)}{d}} \quad \text{or} \quad |\varepsilon_i u_{i_1} - \varepsilon_i u_{i_2}| \geq \sqrt{\frac{2(d+1)}{d}},
\]

for some \(i \in \{2, \ldots, d+1\}\) or some \(2 \leq i_1 < i_2 \leq d + 1\), yielding the assertion.

If equality holds, then we must have equality in Jung’s theorem. Therefore, the set of vertices \(\{u_1, \varepsilon_2 u_2, \ldots, \varepsilon_{d+1} u_{d+1}\}\) form the vertex set of a regular simplex, as desired. □

Next, we turn to estimates for large values of \(n\).

Proof of Theorem \(4\). We will use the fact that for two unit vectors \(u, v \in S^{d-1}\) of geodesic distance \(\delta \leq \frac{\pi}{2}\), we have \(|u + v| = 2\cos\frac{\delta}{2}\), and therefore

\[
(3.3) \quad 2 - \frac{\delta^2}{4} < |u + v| < 2 - \frac{\delta^2}{5}.
\]

First, we show the lower bound. To this end, by \((3.3)\), it suffices to show that if \(n\) is large enough, then for any set \(\omega_n = \{u_1, \ldots, u_n\} \subset S^{d-1}\), there exist two vectors of the set \(\pm \omega_n\) of \(2n\) vectors, whose geodesic distance is at most \(\delta_1 := 1.001 \cdot \sqrt{2n^{-1/(d-1)}}\). This is indeed guaranteed by \((2.3)\), since if \(d\) is large enough, the maximal cardinality of a \(\delta_1\)-separated set in \(S^{d-1}\) may not exceed

\[
23(d - 1)^{3/2} \sin^{-(d-1)} \frac{\delta_1}{2} \cdot 2^{-(d-1)/2} < 1.001^{d-1} \left(\frac{\sqrt{2}}{\delta_1}\right)^{d-1} = n.
\]

Now, let us turn to the upper bound. Set \(\delta_2 = 0.75 \cdot n^{-1/(d-1)}\), and let \(X = \{x_1, \ldots, x_m\}\) be a maximal \(\delta_2\)-separated subset of \(S^{d-1}\) with respect to the the Euclidean distance this time. Then \(X\) is a maximal \(\delta_2\)-separated subset of \(S^{d-1}\), with \(\delta_2 < \delta_2' < 1.001 \delta_2\) if \(n\) is large enough. Consequently, by \((2.3)\),

\[
(3.4) \quad m > \sqrt{2\pi} \sin^{-(d-1)}(1.001 \delta_2) > (1.001 \delta_2)^{-(d-1)} > 1.332^{d-1} n.
\]
Define a graph $G$ on the vertex set $[m] = \{1, 2, \ldots, m\}$ as follows: two non-equal indices $i$ and $j$ are connected if and only if $|x_i + x_j| < \delta_2$. We are going to bound the maximal degree in $G$.

For every $i \in [m]$, let $B_i$ be the $d$-dimensional ball of radius $\delta_2/2$ centred at $x_i$. Take now an arbitrary $i \in [m]$, and let $B'$ be the ball of radius $\delta_2/2$ centred at $-x_i$. Note that if $ij$ is an edge of $G$, then $B'$ and $B_j$ intersect. On the other hand, $B_j$ and $B_j'$ do not overlap when $j \neq j'$. It readily follows by a simple geometric argument that the number of $j$'s connected to $i$ is at most $\tau_d + 1$, where $\tau_d$ is the kissing number in $d$ dimensions: the maximal number of non-overlapping equal-sized spheres in $\mathbb{R}^d$, all touching a central sphere of the same size. Indeed, by using the fact that $X$ is $\delta_2$-separated, there exists at most one index $j$ so that $|x_i + x_j| < \delta_2/2$. On the other hand, assuming that both $j$ and $j'$ are adjacent to $i$, the distance between $-x_i$ and $x_j$, resp., $x_{j'}$ is at least $\delta_2/2$, and using that $|x_j - x_{j'}| \geq \delta_2$, we see that projecting $x_j$ and $x_{j'}$ radially from $x_i$ to the sphere of radius $\delta_2$ centred at $x_i$ does not decrease their distance.

A classical result of Kabatiansky and Levenshtein [25] states that

$$
\tau(d) \leq 2^{0.401d(1+o(1))}.
$$

Accordingly, for large enough $d$, we may assume that $\tau_d < 1.33^d - 2$. Then, by the previous arguments, the maximum degree of $G$, denoted by $\Delta$, is at most $\tau_d + 1 < 1.33^d - 1$.

Let $Y$ be a maximal independent set in $G$. The cardinality of $Y$ is the independence number of $G$, which is at least $m/(1 + \Delta)$ by Brook’s bound [32], [33]. Accordingly, using (3.1), we obtain that

$$
|Y| \geq \frac{m}{1 + \Delta} \geq \frac{1.332^{d-1}n}{1.33^d} > n.
$$

Thus, we may set $\omega_n$ to be a set of $n$ distinct vectors from $Y$. For any $x_i, x_j \in \omega_n$, we have that $|x_i - x_j| \geq \delta_2$ and $|x_i + x_j| \geq \delta_2$. Then, using that $|x_i - x_j|^2 + |x_i + x_j|^2 = 4$, 

$$
\max\{|x_i - x_j|^2, |x_i + x_j|^2\} \leq 4 - \delta_2^2,
$$

which implies that any signed sum of two distinct elements of $\omega_n$ is bounded above by

$$
2 - \delta_2^2 < 2 - 0.14n^{-\frac{2}{d-1}}.
$$

We note that a slightly weaker upper bound may be obtained simply by defining edges of $G$ corresponding to pairs $i, j$ such that $|x_i + x_j| < \delta_2/2$. Then the degree of any vertex may be at most 1, which would result in an $m/2$ lower bound for the independence number of $G$. This advantage is, however, balanced out by the weaker distance bound.

4. SHARP BOUNDS IN THE PLANE

First, we state and prove a simple lemma. To that end, we identify $S^1$ with the complex unit circle. For any $u \in S^1$ of the form $u = e^{i\psi}$, $\psi$ is called the angle of $u$.

**Lemma 1.** Assume that $\varphi \in [0, \pi]$, and that the unit vectors $u_1, \ldots, u_k \in S^1$ all have angles in the interval $[0, \varphi]$. Then

$$
|u_1 + \ldots + u_k| \geq k \cos \frac{\varphi}{2}
$$

when $k$ is even, and

$$
|u_1 + \ldots + u_k| \geq \sqrt{1 + (k - 1)(k + 1) \cos^2 \frac{\varphi}{2}}
$$

when $k$ is odd.

**Proof.** Let $v = e^{i\varphi/2} \in S^1$. Then

$$
\langle u_i, v \rangle \geq \cos \frac{\varphi}{2}.
$$
holds for every $i \in [k]$. Consequently,

$$\left\langle \sum_{i=1}^{k} u_i, v \right\rangle \geq k \cos \frac{\varphi}{2}.$$ 

Clearly, this quantity is also a lower bound on the norm of $\sum_{i=1}^{k} u_i$. When $k$ is even, we reach (4.1). That this bound is sharp is shown by considering the family consisting of $k/2$ copies of 1 and $k/2$ copies of $e^{i\varphi}$.

Let us now assume that $k$ is odd, and that $u_1, \ldots, u_k$ are so that $\sum_{i=1}^{k} u_i = u = e^{i\psi}$ has minimal norm. Clearly, $\psi \in [0, \varphi]$. We may assume that the vectors $u_1, \ldots, u_l$ are of angle at most $\psi$, while $u_{l+1}, \ldots, u_k$ have angle in $[\psi, \varphi]$. It is easy to see that replacing any $u_i$ with 1 for $i \leq l$, or any $u_j$ with $e^{i\varphi}$ for $j \in [l+1, k]$ results in decreasing the norm of $\sum_{i=1}^{k} u_i$, unless the vectors to be replaced are already 1 or $e^{i\varphi}$. Therefore, the extremal systems consist of copies of these two vectors at the ends of the circular arc of length $\varphi$. If $l < (k-1)/2$, then swapping one copy of $e^{i\varphi}$ by 1 again results in decreasing the norm of the sum. Thus, by symmetry, we conclude that the minimum norm is attained at the vector system consisting of $(k-1)/2$ copies of 1 and $(k+1)/2$ copies of $e^{i\varphi}$. Applying the law of cosines leads to (4.2), which is again a sharp bound.

Proof of Theorem 3. In light of Lemma 1, it suffices to show that from any set of $2n$ unit vectors of the form $\{u_1, -u_1, \ldots, u_n, -u_n\} \subset S^1$, we may select $k$ vectors which belong to an arc of angle not larger than $(k-1)\pi/n$. Order the vector system with respect to positive orientation along the circle, and re-index the vectors as $v_1, v_2, \ldots, v_{2n}$ according to this ordering. For any $i \in [1, 2n]$, let $\alpha_i$ be the angle between $v_i$ and $v_{i+1}$, and $\beta_i$ be the angle between $v_i$ and $v_{i+k-1}$ (with the indices being understood modulo $2n$). Then $\sum_{i=1}^{2n} \alpha_i = 2\pi$, and for every $i$,

$$\beta_i = \sum_{j=0}^{k-2} \alpha_{i+j}.$$ 

Hence,

$$\sum_{i=1}^{2n} \beta_i = (k-1) \sum_{i=1}^{2n} \alpha_i = 2(k-1)\pi.$$ 

Thus, there exists an index $i$ for which $\beta_i \leq (k-1)\pi/n$, which was our goal to prove.

Now, let us turn to the case of equality. The above bound may only be sharp for vector systems for which $\beta_i = (k-1)\pi/n$ for every $i$. On the other hand, in order for the estimate of Lemma 1 being sharp, one needs that $\{\pm u_1, \ldots, \pm u_n\}$ consists of copies of a given point set with multiplicity $k/2$ (for even values of $k$), or with multiplicity at least $(k-1)/2$ and $(k+1)/2$, alternatingly (for odd values of $k$). Combining these two conditions, we deduce that the vector system $\{\pm u_1, \ldots, \pm u_n\}$ must be the vertex set of a regular $((2n)/(k-1))$-gon inscribed in $S^1$, with each of its vertices being taken with multiplicity $k-1$. Given that $\{\pm u_1, \ldots, \pm u_n\}$ is an antipodal set, we also derive that $(2n)/(k-1)$ must be even, that is, $k-1$ must divide $n$. When this condition holds, the vector system described above indeed yields equality in (1.15) and (1.16). □

5. Extremality of the simplex in even dimensions

Proof of Theorem 2. Let $\varepsilon$ provide a sum of maximal norm:

$$u = \sum_{i=1}^{d+1} \varepsilon_i u_i.$$ 

Since $d$ is even, and multiplying all coefficients by $-1$ does not change the norm of the sum, we may assume that

$$\sum_{i=1}^{d+1} \varepsilon_i \geq 1.$$ 
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By Proposition 1, \( \langle \varepsilon_i u_i, u \rangle \geq 1 \) for every \( i \). Therefore, since \( \varepsilon_i = \pm 1 \),
(5.3) \[ \langle (\varepsilon_i + 1) u_i, u \rangle \geq 1 + \varepsilon_i \]
holds for every \( i \) (note that (5.3) holds trivially for \( \varepsilon_i = -1 \)). Also, using that \( \sum u_i = 0 \), (5.1) leads to
\[ u = \sum_{i=1}^{d+1} (\varepsilon_i + 1) u_i. \]
Therefore, summing (5.3) over all the indices \( i \), and applying (5.2),
\[ |u|^2 = \sum_{i=1}^{d+1} \langle (\varepsilon_i + 1) u_i, u \rangle \geq d + 1 + \sum_{i=1}^{d+1} \varepsilon_i \geq d + 2, \]
which is the desired estimate. \( \square \)
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