On the use of asymptotically motivated gauge functions to obtain convergent series solutions to nonlinear ODEs
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We examine the power series solutions of two classical nonlinear ordinary differential equations of fluid mechanics that are mathematically related by their large-distance asymptotic behaviors in semi-infinite domains. The first problem is that of the “Sakiadis” boundary layer over a moving flat wall, for which no exact analytic solution has been put forward. The second problem is that of a static air–liquid meniscus with surface tension that intersects a flat wall at a given contact angle and limits to a flat pool away from the wall. For the latter problem, the exact analytic solution—given as distance from the wall as function of meniscus height—has long been known (Batchelor, 1967). Here, we provide an explicit solution as meniscus height vs. distance from the wall to elucidate structural similarities to the Sakiadis boundary layer. Although power series solutions are readily obtainable to the governing nonlinear ordinary differential equations, we show that—in both problems—the series diverge due to non-physical complex or negative real-valued singularities. In both cases, these singularities can be moved by expanding in exponential gauge functions motivated by their respective large distance asymptotic behaviors to enable series convergence over their full semi-infinite domains. For the Sakiadis problem, this not only provides a convergent Taylor series (and conjectured exact) solution to the ODE, but also a means to evaluate the wall shear parameter (and other properties) to within any desired precision. Although the nature of nonlinear ODEs precludes general conclusions, our results indicate that asymptotic behaviors can be useful when proposing variable transformations to overcome power series divergence.
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I. INTRODUCTION

Infinite power series solutions to ordinary differential equations (ODEs) are useful if they are convergent while also satisfying the given constraints over the domain on which they are defined. It is within this context that we develop a convergent series solution to a classical nonlinear ODE in fluid mechanics—the Sakiadis boundary layer flow along a moving wall. To date, this problem, as well as the related well-known Blasius problem along a stationary wall, do not have proven exact analytical solutions in the literature, although approximate analytical solutions have been put forward and are discussed later in this section. The Sakiadis boundary layer is an important flow field in configurations where thin liquid films are coated onto moving substrates, and is an essential component of hydrodynamic assist in high speed curtain coating.

The boundary layer surrounding a flat plate moving through a viscous incompressible fluid was first examined in the literature by Sakiadis who applied Blasius’s similarity transform to Prandtl’s boundary layer equations (with appropriate boundary conditions, B.C.s) to arrive at a third-order nonlinear ODE in \( f(\eta) \) referred to here as the ‘Sakiadis Problem’,

\[
2f'''' + ff'' = 0, \quad 0 \leq \eta < \infty
\]

(Sakiadis B.C.s: \( f(0) = 0, \ f'(0) = 1, \ f'('\infty) = 0. \) ) \hspace{1cm} (1a)

By contrast, the Blasius problem describing a stationary plate in a moving fluid is governed by the same operator (1a) but has conditions

\[
\text{Blasius B.C.s: } f(0) = 0, \ f'(0) = 0, \ f'('\infty) = 1.
\]

(2)

While both the Sakiadis and Blasius problems can be handled in similar ways numerically (e.g., shooting, transformation), the difference in boundary conditions leads to different (approximate) analytical approaches, and, the nonlinear nature of the equations yields distinctly different solutions. A common measure of the accuracy of any solution technique applied to either problem is the quantity \( \kappa \), defined as

\[
\kappa \equiv f''''(0),
\]

which is directly related to the wall shear stress in the boundary-layer flow, and is typically referred to as the “wall shear” parameter. For a given \( \kappa \)—which is known numerically
and is determined in this paper algorithmically—an infinite power series solution for both problems can be obtained through standard means, given as

\[ f = \sum_{n=0}^{\infty} a_n \eta^n, \quad |\eta| < S, \quad (4) \]

where \( S \) is a finite radius of convergence. Singularities that lie outside of the physical domain at a distance \( S \) away from \( \eta = 0 \) are the cause of this radius. The Blasius problem has 3 well-known singularities lying the same distance \( S \) from the origin (see Boyd and historical review therein) and are reported to lie at values \( \eta = S \exp \left[ i(2j + 1)\pi/3 \right] \) \((j=0, 1, 2)\) where \( S \approx 5.6900380545 \). For the Sakiadis problem, \( S \approx 4.07217 \), arising from singularities lying off the real-line in the left half-plane. Approximate resummations are available, that bypass the original series’ convergence barrier caused by these singularities for both the Sakiadis and Blasius problems.

One approach for avoiding (non-physical) singularities that restrict series convergence is to re-expand the series by mapping the independent variable such that the (non-physical) closest singularities no longer affect the physical domain. The divergent Blasius series has been successfully re-summed in this way by Boyd through re-expanding (4) as

\[ \text{Blasius: } f = \sum_{n=0}^{\infty} \tilde{b}_n \left[ \delta(\eta) \right]^n, \quad |\delta(\eta)| < \tilde{S}, \quad (5a) \]

where the expansion variable

\[ \delta(\eta) = \frac{2\eta^3}{S^3 + \eta^3}, \quad (5b) \]

is the gauge function by which (5a) may be cast as a formal Taylor series, specifying how terms are asymptotically ordered. In (5), the three-fold symmetry of the closest singularities (with modulus \( S \)) in the complex \( \eta \)-plane are mapped to infinity, due to the effect of the above transformation on their orientation. This leads to a new radius of convergence \( \tilde{S} \) that lies outside the original physical domain, thus creating a convergent series solution for the Blasius problem on the positive real line. The coefficients \( \tilde{b}_n \) are obtained by equating (4) with the expansion of (5) about \( \eta = 0 \); these may be obtained recursively (only depending on prior coefficients) due to the gauge function (5b) and its derivatives equaling 0 at \( \eta = 0 \). The substitution made in (5) may be considered a modified Euler transformation.

While the series (5) explicitly incorporates singularities in order to bypass the radius of convergence of the original series (4), another approach is to consider the other side of the
domain \((\eta \to \infty)\) as a possible expansion point. Using the method of dominant balance, the \(\eta \to \infty\) behaviors for the Blasius and Sakiadis solutions are given in \(^3\) as

Blasius: \(f \sim \eta + B + 4Q \frac{\exp[-\eta^2/4 - B\eta/2]}{(\eta + B)^2} \left[1 + O\left(\frac{1}{(\eta + B)^2}\right)\right]\), as \(\eta \to \infty\), \(6\)

Sakiadis: \(f \sim C + G e^{-C\eta/2} + \frac{C^2}{4C} e^{-C\eta} + O\left(e^{-3C\eta/2}\right)\), as \(\eta \to \infty\), \(7\)

where \(B, Q, C,\) and \(G\) are constants arising from integration. We repeat the above expressions here to highlight a key difference and to motivate the technique used to examine the Sakiadis problem in this paper. A necessary condition for an expansion to converge is that it does not introduce new singularities into the problem that lie in the physical domain. In the Blasius problem, the constant \(B\) takes on a negative value and thus \(6\) has a singularity at the positive real value of \(-B\). The expansion \(7\) for the Sakiadis problem does not have this issue, and it is thus possible that the expansion converges; this will be discussed in more detail shortly and revisited throughout the paper.

Barlow et al.\(^3\) used the asymptotic form \(7\) to propose an approximant to sum the divergent series \(4\) for the Sakiadis problem as

Sakiadis: \(f_{A,N} = C + \sum_{n=1}^{N} A_n (e^{-C\eta/2})^n\). \(8\)

In \(8\), the \(A_n\) coefficients are computed by solving an \(N \times N\) system enforcing that the \(N\)-term Taylor expansion of \(8\) about \(\eta = 0\) is exactly the \(N^{th}\) truncation of \(4\). Unlike the recursive computation of \(\tilde{b}_n\) in \(5\), all \(A_n\) coefficients change their value as \(N\) changes, and thus \(8\) cannot be considered a formal power series solution to \(4\). Nevertheless, \(f_{A,N}\) converges to the numerical solution of \(f\) over the physical domain as \(N\) is increased. Note that, although not remarked on in Barlow et al.\(^3\), each \(A_n\) coefficient converges to a specific value as \(N\) is increased. Additionally, \(8\) was used in \(^3\) to compute \(\kappa\), as well as the asymptotic constants in \(7\) (\(C\) and \(G\)) to within 12 digits of accuracy (beyond previously reported numerical results) before hitting a round-off barrier.

Note that, in using approximant \(8\), Barlow et al.\(^3\) did not utilize knowledge of the singularities that caused the original series \(4\) to diverge. However, the convergence of \(8\) suggests that changing the gauge function from \(\eta\) to \(e^{-C\eta/2}\) fortuitously creates a mapping that removes the influence of the limiting singularities present in \(4\); this is similar in behavior to the modified Euler transformation used in \(5\) for the Blasius problem. In the
current work, we develop a formal Taylor series solution to the Sakiadis problem using the exponential gauge transformation mention above, with the goal of providing further explanation for the improved accuracy of [8].

Interestingly, another classical problem in fluid mechanics that has a similar mathematical structure is a static air–liquid meniscus (with surface tension) formed when a flat wall is placed in an infinite horizontal pool. Both the meniscus and the Sakiadis problem have (a) the same asymptotic decaying exponential behavior at infinite distance from the wall and (b) a singularity structure that limits convergence of the standard power series solution, yet benefits from an exponential transformation. For the meniscus problem, the exact solution—given as distance from the wall as function of meniscus height—has long been known\textsuperscript{6}. Thus, the emphasis of this 2\textsuperscript{nd} analysis is not in providing a new solution form, but rather in exploiting the structural similarities with the Sakiadis problem to better understand the nature of exponential gauge transformations and their effect on convergence properties.

The paper is organized as follows. In section II\textsuperscript{A} we review the series and approximant solutions to the Sakiadis boundary layer problem, expanding upon the background given above. In section II\textsuperscript{B} an asymptotically motivated gauge function is used to map the Sakiadis ODE and B.C.s to a domain in which its series solution converges over the whole un-mapped physical domain. In section II\textsuperscript{C} we provide a procedure for using the analytic solution (from section II\textsuperscript{B}) to compute the asymptotic constants \( C \) and \( G \), the wall shear parameter \( \kappa \), and locations of the closest singularities (from \( \eta=0 \)) of the Sakiadis function to arbitrary precision. In section III the classical problem of a meniscus at a flat wall is reviewed and its solution is obtained in section III\textsuperscript{B} as a divergent power series expansion about the wall location. An asymptotic expansion away from the wall and a convergent series solution motivated by this expansion are provided in section III\textsuperscript{C} following a similar technique to the Sakiadis problem in section II\textsuperscript{B}. Remarks on the overall methodology applied to both problems are provided in section IV.
II. THE SAKIADIS BOUNDARY LAYER

A. A divergent power series and a convergent approximant

Although the main results of this subsection are found in the references (and references therein), here we elucidate elements of that work that were previously not discussed and are relevant to the work herein. The Sakiadis boundary layer along a moving flat wall is obtained as a solution to the nonlinear ODE (1) where $f$ and $\eta$ are the similarity variables, related to the physical variables in the governing boundary layer equation through a similarity transform. The general power series solution to the ODE (1a) was first developed by 11, and is expressed as

$$ f(\eta) = \sum_{n=0}^{\infty} a_n \eta^n, \quad |\eta| < S $$

where

$$ a_{n+3} = \frac{-\sum_{j=0}^{n} (j + 1)(j + 2)a_{j+2}a_{n-j}}{2(n + 1)(n + 2)(n + 3)}, \quad n \geq 0. $$

For the Sakiadis problem, $a_0 = 0$ and $a_1 = 1$ as prescribed by (1b), and $a_2 = \kappa/2$ as defined in (3). The “wall shear” parameter $\kappa$ is computed either numerically or analytically in a self-consistent way such that the condition $f'(\infty) = 0$ in (1b) is met. The value of $\kappa$ is given in as

$$ \kappa = -0.443748313369 \ldots, $$

the precision of which is improved upon in section II B.

The series (9) diverges within the physical domain, as indicated in figure 1a (dashed lines), where it is compared to the numerical solution (•'s, RK4 with $\Delta \eta = 10^{-5}$). Using the modified Padé approximants given in 3, an estimate of the locations of the convergence-limiting singularities in the complex plane are found to be at $\eta_{s \pm} \approx -1.2114 \pm 3.8878i$, indicating a radius of convergence of $S = |\eta_{s \pm}| \approx 4.0722$, shown in figure 1a, as a vertical line.

The series (9) is analytically continued beyond this radius of convergence in an approximate way by constructing an approximant based on the $\eta \to \infty$ expansion given by (7). As mentioned in section I, a particular sequence of approximants having the form of the
FIG. 1: Analytic solutions of (1) compared with the numerical solution (RK4 with $\Delta \eta = 10^{-5}$) (●’s). (a) $N$-term truncations of series (9) (dashed curves) and approximant (11) (solid curves). A solid vertical line indicates the radius of convergence $S$ of (9). (b) $N$-term truncations of series (22) (solid curves) and series (24) (– - –) of section II B.

asymptotic behavior (7) are examined in [9] as

$$f_{A,N}(\eta) = C + \sum_{k=1}^{N} A_k \left(e^{-C\eta/2}\right)^k$$  \hspace{1cm} (11)

\[
\begin{bmatrix}
1 & 1 \\
1 & 2
\end{bmatrix}
\begin{bmatrix}
A_1 \\
A_2
\end{bmatrix} = 
\begin{bmatrix}
0! a_0 - C \\
1! (-2/C) a_1
\end{bmatrix},
\]  \hspace{1cm} (12)

and for $N=3$ we have

\[
\begin{bmatrix}
1 & 1 & 1 \\
1 & 2 & 3 \\
1 & 4 & 9
\end{bmatrix}
\begin{bmatrix}
A_1 \\
A_2 \\
A_3
\end{bmatrix} = 
\begin{bmatrix}
0! a_0 - C \\
1! (-2/C) a_1 \\
2! (-2/C)^2 a_2
\end{bmatrix},
\]  \hspace{1cm} (13)

and so on. Note that, after inverting the matrices above, $A_1$ and $A_2$ attain different values in (12) than in (13). The relevance of this issue is discussed in what follows. Also, although the Vandermonde matrix has an explicit inversion formula, high precision arithmetic (i.e., beyond double) must be used for large $N$ to avoid round-off error.
In principle, if $\kappa$ and $C$ are known, (11) provides a complete approximate solution. A slight modification can also be used to estimate $\kappa$ and $C$ as well, wherein the $A_k$ coefficients are chosen to match the Taylor coefficients to order $N$, but $\kappa$ and $C$ are chosen to make $A_N = A_{N-1} = 0$ (effectively switching $A_N$ and $A_{N-1}$ with $\kappa$ and $C$ as unknowns of the $N \times N$ system). This is precisely what is done in [12] to compute the value of $\kappa$ given by (10) and to provide a $C$ value of

$$C = 1.61612544681 \ldots; \quad (14)$$

the precision of $C$ is improved upon in section [II]B. After using the $\kappa$ and $C$ obtained via the above process, approximant (11) converges uniformly over the domain as $N$ is increased, as shown in figure [1a] (solid curves). Curves for $f'$ and $f''$, found analytically from (11), are also shown to uniformly converge in [13]. To revisit the discussion just above, it is found that, as the approximant (11) itself converges and the values of $A_k$ change with increasing $N$, $A_1$ and $A_2$ converge respectively to values

$$A_1 = G = -2.1313459241 \ldots$$

and $A_2 = G^2/(4C)$, matching the $\eta \to \infty$ expansion (7) obtained from dominant balance. The other $A_k$ coefficients also converge, albeit slower as $k$ increases, as the portion of the approximant that is used to match the behavior at $\eta = 0$ is pushed to higher-order terms.

Although the approximant (11) is a convergent series, its coefficients depend on truncation $N$ and so it cannot be considered a formal Taylor series. Thus, we cannot apply Taylor’s theorem to (11) to relate convergence and singularity location in the context of switching between a gauge function of $\eta$ in (9) to a gauge function of $e^{-C\eta/2}$ in (11). In the next section, we remove this coefficient dependence on truncation while retaining the asymptotically motivated gauge function of $e^{-C\eta/2}$; in doing so, we provide an explanation for why the approximant (11) converges without explicitly incorporating singular behavior.

**B. Variable transform and convergent power series solution**

Motivated by the asymptotic expansion (7) and encouraged by the convergence of (11), we define the variable transformations

$$\omega(\eta) = \exp \left( -\frac{C}{2}\eta \right) \quad (16)$$
f(\eta) \equiv g(\omega(\eta)). \quad (17)

Substituting (16) and (17) into (1a), applying the chain rule, and rearranging terms, the transformed ODE becomes

$$\frac{g}{C} (\omega \ddot{g} + \dot{g}) = \omega^2 \ddot{g} + 3\omega \dot{g} + \dot{g},$$

where \( \dot{g} \) denotes a derivative with respect to \( \omega \). The boundary conditions (1b) become

$$g(1) = 0, \quad \dot{g}(1) = -\frac{2}{C}, \quad \ddot{g}(1) = \frac{2}{C} + \frac{4\kappa}{C^2}$$

where the third condition in (1b) here leads to 0 = 0 and so the transformation of condition (3) is written instead for \( \ddot{g}(1) \).

In the usual way, we assume a solution to (18) of the form

$$g(\omega) = \sum_{n=0}^{\infty} \tilde{a}_n \omega^n,$$

which is readily differentiated term-by-term to compute \( \dot{g}, \ddot{g}, \) and \( \ldots \). After employing Cauchy’s product rule\(^{15}\) to handle the nonlinear term on the left-hand side of (18), the ODE becomes

$$\frac{\omega}{C} \sum_{n=0}^{\infty} \sum_{k=0}^{n} (k+1)(k+2)\tilde{a}_{k+2} \tilde{a}_{n-k} \omega^n + \frac{1}{C} \sum_{n=0}^{\infty} \sum_{k=0}^{n} (k+1)\tilde{a}_{k+1} \tilde{a}_{n-k} \omega^n $$

$$= \omega^2 \sum_{n=0}^{\infty} (n+1)(n+2)(n+3)\tilde{a}_{n+3} \omega^n + 3\omega \sum_{n=0}^{\infty} (n+1)(n+2)\tilde{a}_{n+2} \omega^n$$

$$+ \sum_{n=0}^{\infty} (n+1)\tilde{a}_{n+1} \omega^n. \quad (21)$$

Equating constant terms on both sides of (21) leads to

$$\tilde{a}_0 = C.$$ \hspace{1cm} (22a)

Equating \( \omega^1 \) terms on both sides of (21) leads to \( \tilde{a}_1 = \tilde{a}_1 \) and to match the notation of the asymptotic expansion (7), we write

$$\tilde{a}_1 = G.$$ \hspace{1cm} (22b)

Equating \( \omega^n \) terms for \( n \geq 1 \) on both sides of (21) leads to

$$\sum_{k=0}^{n-1} (k+1)(k+2)\tilde{a}_{k+1} \tilde{a}_{n-k-1} + \sum_{k=0}^{n} (k+1)\tilde{a}_{k+1} \tilde{a}_{n-k} = C(n+1)^3 \tilde{a}_{n+1},$$
which may be simplified (by appropriate shifts to the \( k \) indices) as

\[
\sum_{k=1}^{n+1} k^2 \tilde{a}_k \tilde{a}_{n-k+1} = C(n + 1)^2 \tilde{a}_{n+1}.
\]

Solving the above expression for \( \tilde{a}_{n+1} \) and using (22a) leads to the recursion

\[
\tilde{a}_{n+1} = \frac{1}{Cn(n+1)^2} \sum_{k=1}^{n} k^2 \tilde{a}_k \tilde{a}_{n-k+1}. \quad n \geq 1.
\]

(22c)

Note that for \( n = 1 \), (22c) leads to

\[
\tilde{a}_2 = \frac{G^2}{4C},
\]

which matches the asymptotic expansion (7). The transformed solution to (1), written in terms of the original variables is then

\[
f(\eta) = \sum_{n=0}^{\infty} \tilde{a}_n \left(e^{-C\eta/2}\right)^n.
\]

(22d)

As we can see, (22) is a Taylor series solution to (1) in terms of the gauge function \( e^{-C\eta/2} \). Although the implementation of (22) requires knowledge of \( C \) and \( G \), we will show in section II C that these may be computed (to any desired precision) directly from (22) via the conditions (19). Interestingly, (22) appears to be a recursive way to compute the asymptotic series (7), originally obtained in (3) via the method of dominant balance.

Using values of \( C \) and \( G \) determined in section II C, convergence of (22) is shown as solid lines in figure 1b. An error plot is shown in figure 2b, indicating convergence to within machine precision over the full domain (shown versus \( \omega \in [0, 1] \) for clearer representation of the limit \( \eta \to \infty \)). For comparison, error from the divergent Sakiadis series (9) and approximant (11) are shown in figure 2a over the same domain. Although not shown here, error for \( f' \) and \( f'' \), which may be analytically obtained from (22), follow the same error trends as in figure 2b.

We now provide an explanation of why (22) (and by extension (11)) converge to the numerical solution of (1). As alluded to in section I, the singularities that cause the original series (9) to diverge are mapped via the gauge function (16) such that their influence lies beyond the physical domain; this is shown in figure 3 where the complex \( \eta \) and \( \omega \) planes are compared. Here, we track the movement of the two singularities \( \eta_{s,\pm} \) (shown by *’s in the figure) closest to \( \eta = 0 \), whose locations are predicted by the Padé analysis of (22) (see...
FIG. 2: Absolute error between analytical solutions and the numerical solution of (1) shown in figure 1, here plotted versus transformed variable $\omega$ to encompass the full physical domain $\omega \in [0, 1]$. (a) $N$-term truncations of series (9) (dashed curves) and approximant (11) (solid curves). (b) $N$-term truncations of series (22) (solid curves) and series (24) (---) of section II B.

section (II A) and later confirmed in section (II C). In the $\eta$ plane of figure 3, the circle of convergence for (9) is drawn based on these two singularities. Note that this circle intersects the positive real line at the same location as the radius of convergence of series (9) drawn in figure 1a, as is expected from Taylor’s theorem, which only guarantees convergence of Taylor series within such circles. In the $\omega$ plane of figure 3, the circle of convergence for (22) is drawn, centered at $\omega = 0$ and with mapped radius $|e^{-(C_0 \pm \epsilon)}|/2$; note that this circle now extends beyond the physical domain itself, which explains why (22) converges over the entire physical domain.

On the mapped $\omega$-plane shown in figure 3, note that, in addition to drawing the circle of convergence corresponding to expansion (22), a larger circle corresponding to the expansion about $\omega = 1$ is also drawn, which is larger because the mapped singularities are farther away. This expansion point corresponds to $\eta = 0$ in the original domain. Using the same procedures employed above to obtain the series about $\omega = 0$, the series about $\omega = 1$ is defined as

$$g(\omega) = \sum_{n=0}^{\infty} \hat{a}_n (\omega - 1)^n$$

(23)
FIG. 3: The effect of the gauge transformation \([16]\) on \(\eta\)-singularities \((\ast)\) of the Sakiadis function, showing their placement in the 2nd and 3rd quadrants of the complex \(\eta\) plane (left) and their image on the negative real \(\omega\) line (right). The interior of the dashed circle shown in the \(\eta\) plane delineates the region of convergence of series \([9]\). The interiors of the smaller and larger dashed circles shown in the \(\omega\) plane respectively delineate the regions of convergence of \([22]\) and \([24]\).

where the coefficients are given as

\[
\hat{a}_{n+3} = -\frac{2n + 3}{n + 3} \hat{a}_{n+2} - \frac{(n + 1)^2}{(n + 2)(n + 3)} \hat{a}_{n+1} \\
\sum_{k=0}^{n-2} (k+1)(k+2) \hat{a}_{k+2} \hat{a}_{n-k-1} + \sum_{k=0}^{n-1} (k+1) [(k+2) \hat{a}_{k+2} + \hat{a}_{k+1}] \hat{a}_{n-k} \\
+ \frac{C(n+1)(n+2)(n+3)}{C(n+1)(n+2)(n+3)}, \quad n \geq 0
\]

\[
\hat{a}_0 = 0, \quad \hat{a}_1 = -2/C, \quad \hat{a}_2 = 2\kappa/C^2 + 1/C
\]

(24a)

and, writing \([23]\) in terms of the original variables, we have

\[
f(\eta) = \sum_{n=0}^{\infty} \hat{a}_n (e^{-C\eta/2} - 1)^n,
\]

(24b)

which may be considered a series solution to \([1]\) written in terms of the gauge function \((e^{-C\eta/2} - 1)\). In figure 2b, the error associated with \([24]\) (dashed line) is shown to reduce to machine precision as additional terms are used in the series. Although it is difficult to identify an advantage in using \([24]\) over \([22]\), as each naturally perform better near their
FIG. 4: The infinity norm of the difference between convergent analytical solutions and the numerical solution to \([1]\), taken over the domain shown in figure 2 and plotted versus series truncation \(N\). The legend is the same as in previous figures, showing \([11]\) series (lowermost solid curve), series \([24]\) (middle – - – curve), and series \([22]\) (uppermost solid curve). The trends shown here are the same for the norm of the error of \(f’\) and \(f”\) using \([11]\), \([24]\), and \([22]\).

expansion point as they converge, a “best choice” can be chosen by examining the rapidity of convergence. This can be determined by considering the infinity norm of the error (over \(\omega \in [0, 1]\)) versus truncation \(N\), shown in figure 4. In the figure, one can see that, for a fixed number of terms \(N\), the expansion about \(\omega = 1\) (given by \([24]\)) is more accurate than that about \(\omega = 0\) (given by \([22]\)). For comparison, the approximant \([11]\) is also shown in figure 4 and outperforms both \([22]\) and \([24]\). The cost in using \([11]\) is computational, since either inverting an increasingly ill-conditioned Vandermonde matrix or using a Vandermonde inversion algorithm requires precision well-beyond double to avoid round-off error.

C. Computation of \(C, G, \kappa,\) and singularities of the Sakiadis function

Previous estimates for \(C, G, \) and \(\kappa\) have been found by quadrature, shooting, and approximant \([11]\)\(^{3, 16, 18}\). Here, we improve upon those estimates and provide formulae for obtaining them to any desired precision, by considering the application of conditions \([19]\)
to the convergent solution (22), i.e.,

\[ g(1) = \sum_{n=0}^{\infty} \tilde{a}_n = 0 \]  
(25)

\[ \dot{g}(1) = \sum_{n=1}^{\infty} n\tilde{a}_n = -\frac{2}{C} \]  
(26)

\[ \ddot{g}(1) = \sum_{n=2}^{\infty} n(n-1)\tilde{a}_n = \frac{2}{C} + \frac{4\kappa}{C^2} \]  
(27)

Noting that (25) and (26) are functions of \( C \) and \( G \) only (see (22)), we have 2 equations and 2 unknowns and one may employ any desired solver (here we use Newton’s method). After finding \( C \) and \( G \), one may then use (27) to explicitly compute \( \kappa \). In preparation for Newton’s method, we rewrite (25) and (26) as

\[ \phi_0(C, G) = \sum_{n=0}^{\infty} \tilde{a}_n = 0 \]  
(28)

\[ \phi_1(C, G) = \frac{2}{C} + \sum_{n=1}^{\infty} n\tilde{a}_n = 0, \]  
(29)

such that the \( \nu \)th Newton iterate becomes

\[
\begin{bmatrix}
C_{\nu+1} \\
G_{\nu+1}
\end{bmatrix} =
\begin{bmatrix}
C_{\nu} \\
G_{\nu}
\end{bmatrix} - \begin{bmatrix}
\frac{\partial \phi_0}{\partial C} & \frac{\partial \phi_0}{\partial G} \\
\frac{\partial \phi_1}{\partial C} & \frac{\partial \phi_1}{\partial G}
\end{bmatrix}^{-1} \begin{bmatrix}
\phi_{0,\nu} \\
\phi_{1,\nu}
\end{bmatrix}.
\]  
(30a)

The partial derivatives in (30a) may be computed compactly by recognizing the pattern in the series (22) as

\[ g = C + G\omega + \frac{1}{4} \frac{G^2}{C} \omega^2 + \frac{5}{12} \frac{G^3}{C^2} \omega^3 + \cdots + a'_n G^m C^{1-n} \omega^n + \ldots \]

where \( a'_n \) is \( \tilde{a}_n \) evaluated at \( C = G = 1 \) (i.e., the coefficient with \( C \) and \( G \) removed). Using the dependence shown above, the partial derivatives needed for (30a) are found by first partially differentiating each coefficient with respect to \( G \) or \( C \), noting that \( a'_n \) is a constant, and multiplying and dividing by \( G \) or \( C \) to make the expression in terms of \( \tilde{a}_n \). Thus we obtain

\[
\frac{\partial \phi_0}{\partial C} = \frac{1}{C} \sum_{n=0}^{\infty} (1-n)\tilde{a}_n \\
\frac{\partial \phi_0}{\partial G} = \frac{1}{G} \sum_{n=0}^{\infty} n\tilde{a}_n \\
\frac{\partial \phi_1}{\partial C} = -\frac{2}{C^2} + \frac{1}{C} \sum_{n=1}^{\infty} n(1-n)\tilde{a}_n \\
\frac{\partial \phi_1}{\partial G} = \frac{1}{G} \sum_{n=1}^{\infty} n^2\tilde{a}_n.
\]  
(30b)
Using the method outlined above, the following improved estimates are obtained beyond double precision using only a few Newton iterations (if previous estimates are used as the initial guess) in (30) and a truncation of 50 terms in the series of (30b):

\[ C = 1.616125446804603717 \ldots \]

\[ G = -2.1313459240475714821 \ldots \]

Using the above values of \( C \) and \( G \), we add the left and right side of (26) and (27), extract \( \tilde{A}_1 = G \) from (26), and compute \( \kappa \) as

\[ \kappa = \frac{C^2}{4} \left[ G + \sum_{n=2}^{\infty} n^2 \tilde{a}_n \right], \quad (31) \]

where, taking 50 terms in (31), we obtain

\[ \kappa = -0.443748313368861 \ldots \]

Using the values of \( C \) and \( G \) given above, we may now explore the convergence of (22) with the aim of deducing the precise singularity locations sketched in figure 3. As shown in figure 5, the radius of convergence of (22) can be deduced from the ratio test, and is approximately

\[ \lim_{N \to \infty} \left| \frac{\tilde{a}_N}{\tilde{a}_{N+1}} \right| = 2.66149513 \ldots \]

Relating the above to the original variables of the Sakiadis problem via (16), we have

\[ \lim_{N \to \infty} \left| \frac{\tilde{a}_N}{\tilde{a}_{N+1}} \right| = |e^{-C(\eta_{s,r} \pm i\eta_{s,i})/2}| = e^{-C\eta_{s,r}/2} \quad (32) \]

where \( \eta_{s,r} \) and \( \eta_{s,i} \) are the respective real and imaginary parts of the conjugate singularity pair closest to \( \eta = 0 \) in the original Sakiadis function. While (32) may be used to solve directly for \( \eta_{s,r} \), the imaginary part may be deduced by recognizing that (22) appears (for all terms investigated) to be an alternating series and thus the closest \( \omega \)-singularity is on the negative real line7 (indicated in figure 3b) such that

\[ \arg \left[ e^{-C(\eta_{s,r} \pm i\eta_{s,i})/2} \right] = \mp C\eta_{s,i}/2 = \mp(2n - 1)\pi, \quad n = 1, 2, 3 \ldots \quad (33) \]
where, choosing $n = 1$ in (33) leads to $\eta_{s,i}$ values consistent with both the Padé analysis in and the radius of convergence of (9) indicated in figure 1 (when combined with $\eta_{s,r}$ above). Hence we conjecture that $n$ equals 1 in (33) and, consequently, that the closest singularities to $\eta = 0$ in the Sakiadis problem are given, through use of (32) and (33), by

$$
\eta_{s,\pm} = -\frac{2}{C} \lim_{N \to \infty} \ln \left| \frac{\tilde{a}_N}{\tilde{a}_{N+1}} \right| \pm \frac{i}{C} \approx -1.211401 \pm 3.887808i.
$$

(34)

FIG. 5: The limiting behavior of the ratio test for series (22) versus truncation $N$

It is worth mentioning that, although we are able to use the convergent series solution (22) to deduce the locations of the convergence-limiting singularities of the divergent series (9), knowledge of the singularity (34) does not enter into the formulation of our solution at any point, in contrast with the modified Euler summation (5) used for the Blasius problem. Consequently (and fortunately), the convergence of (22) does not rely on retaining “enough” digits of (34).

In section III, an exponential transformation similar to (16) is used to obtain a convergent series from a divergent one. However, in contrast with the Sakiadis problem, the meniscus problem of section III has an exact solution that allows us to anticipate the location convergence-limiting singularity \textit{a priori}. Still, we shall show that, as in the problem above, precise knowledge of this singularity is not required to obtain a convergent expansion.
III. MENISCUS AT A FLAT WALL

A. Background and formulation

To examine the nature of the exponential gauge function transformation used in section II.B, we examine a second classical problem which has similar structural features. In particular, we consider the well-studied problem of the shape of a static meniscus rising above an infinite horizontal pool. The pool of liquid has density, \( \rho \), is subjected to gravity, \( g \), and is in contact with air of negligible density. A flat wall is placed vertically in the pool, and the liquid intersects the wall with a contact angle \( \theta \) (measured through the liquid) as shown in figure 8b; for purposes of this study, we assume that \( \theta \) lies between 0 and \( \pi/2 \). The location of the air–liquid interface, with surface tension \( \sigma \), is parameterized as \( y = h(x) \) where \( x \) is the horizontal distance from the wall, and \( y = 0 \) is the undisturbed location of the interface as \( x \to \infty \). For this configuration, the Young–Laplace equation couples with the hydrostatic field to yield the following dimensionless equations and boundary conditions:

\[
\bar{h} = \frac{\bar{h}''}{\left[1 + (\bar{h}')^2\right]^{3/2}}, \quad (35a)
\]

\[
\bar{h}'(0) = -\cot \theta, \quad (35b)
\]

\[
\bar{h}(\infty) = 0. \quad (35c)
\]

In (35), derivatives in \( \bar{x} \) are denoted with primes, and the over-bars denote dimensionless variables defined as

\[
\bar{h} = \frac{h}{L}, \quad \bar{x} = \frac{x}{L}, \quad L = \sqrt{\frac{\sigma}{\rho g}}. \quad (36)
\]

In (36), the characteristic length scale \( L \) is the well-known capillary length. Multiplying both sides of (35a) by \( \bar{h}' \), integrating, and applying the boundary conditions (35b) and (35c), we obtain

\[
\bar{h}' = -\left[\frac{1}{(1 - \frac{1}{2}\bar{h}^2)^2} - 1\right]^{1/2} \quad (37a)
\]

with the constraint

\[
\bar{h}(0) = \sqrt{2(1 - \sin \theta)}, \quad (37b)
\]

where (37b) represents the height of the interface at the wall as function of the contact angle, \( \theta \in [0, \pi/2] \). Note that, in (37a), \( \bar{h}' \to -\infty \) as \( \bar{h} \to \sqrt{2} \).
The exact inverse solution $\bar{x}(\bar{h})$ of (37) is obtainable via variable separation and integration and is given as

$$
\bar{x} = \cosh^{-1}\frac{2}{\bar{h}} - \cosh^{-1}\sqrt{\frac{2}{1 - \sin \theta}} + \sqrt{2 + 2 \sin \theta} - \sqrt{4 - \bar{h}^2}.
$$

(38)

In what follows, we obtain an analytic solution for $\bar{h}(\bar{x})$ directly via series expansion. Our intention in doing so is not to replace equation (38) in usage, but it is to elucidate structural similarities and provide insights to the Sakiadis series solution in section (II B). Equation (38) is used in what follows to assess the accuracy of the series solutions provided in sections III B and III C.

B. Divergent power series solution

The standard power series solution of (37) is found by assuming

$$
\bar{h} = \sum_{n=0}^{\infty} \alpha_n \bar{x}^n, \quad |\bar{x}| < |\bar{x}_s(\theta)|,
$$

(39a)

substituting (39a) into (37), using Cauchy’s product rule to evaluate $\bar{h}^2$, and applying JCP Miller’s formula for raising a series to a power to obtain the following recursions for the coefficients:

$$
\alpha_{n+1} = -\frac{2}{n+1} d_n, \quad \alpha_0 = \sqrt{2(1 - \sin \theta)}
$$

(39b)

$$
d_{n>0} = \frac{1}{n \bar{c}_0} \sum_{j=1}^{n} \left(\frac{3}{2} j - n\right) \bar{c}_j d_{n-j}, \quad d_0 = \frac{\bar{c}_0}{2}, \quad \bar{c}_{n>0} = c_{n>0}, \quad \bar{c}_0 = c_0 - \frac{1}{4},
$$

(39c)

$$
c_{n>0} = \frac{1}{n \bar{b}_0} \sum_{j=1}^{n} (-j - n) \bar{b}_j c_{n-j}, \quad c_0 = (\bar{b}_0)^{-2}, \quad \bar{b}_{n>0} = b_{n>0}, \quad \bar{b}_0 = b_0 - 2,
$$

(39d)

$$
b_n = \sum_{j=0}^{n} \alpha_j \alpha_{n-j}.
$$

(39e)

In (39a), the series is stated to converge within the region $|\bar{x}| < |\bar{x}_s(\theta)|$ with $\bar{x}_s(\theta)$ being the as-of-yet undetermined closest singularity to $\bar{x} = 0$. Without formal proof, we conjecture that $\bar{x}_s(\theta)$ is the value that satisfies $\bar{h}(\bar{x}_s) = \sqrt{2}$ for a given $\theta$ in the exact solution (38), causing $\bar{h}' \to -\infty$ in (35a). The value of the conjectured limiting singularity $\bar{x}_s(\theta)$ is known exactly in closed-form from the substitution of $\bar{h} = \sqrt{2}$ into (38) and is given as

$$
\bar{x}_s(\theta) = \cosh^{-1}\sqrt{2} - \cosh^{-1}\sqrt{\frac{2}{1 - \sin \theta}} + \sqrt{2 + 2 \sin \theta} - \sqrt{2},
$$

(40)
where we note that $\bar{x}_s \leq 0$ for $\theta \in [0, \pi/2]$. We support this conjecture in what follows.

Figure (6) shows $N$-term truncations of series (39) (dashed curves), compared with the exact solution (38) (\textbullet\textapos\'s) for $\theta = \pi/4$. As expected the series (39) agrees for small $\bar{x}$ but ultimately diverges at a finite radius of convergence (indicated as a solid vertical line in the figure) and given by $|\bar{x}_s(\pi/4)| \approx 0.3$ from (40). Although we have not formally established

![Graph showing N-term truncations of series compared with exact solution.]

FIG. 6: The solution to (37) is shown for a contact angle of $\theta = \pi/4$. The $N$-term truncations of the divergent series (39) (dashed curves) and the convergent resummation (49) (solid curves) are compared against the exact solution (38) (\textbullet\textapos\'s). The solid vertical line shows the radius of convergence, $|\bar{x}_s(\pi/4)| \approx 0.3$, computed from (40).

that $\bar{x}_s$ is the closest singularity to $\bar{x} = 0$ in (37) and thus is responsible for divergence, evidence to support this conjecture is given by the Domb-Sykes plot\textsuperscript{17} in figure 7, where the magnitude of the ratios of coefficients of (39) is shown to approach $|\bar{x}_s(\pi/4)|$ as $n \to \infty$ (i.e., $1/n \to 0$ in the figure). Although only shown in this section for $\theta = \pi/4$, all permissible $\theta$ values lead to similarly divergent series, limited by a radius of convergence of $|\bar{x}_s(\theta)|$. In section III C, we apply the same type of transformation used in section II B to overcome this convergence barrier for all contact angles.
C. Asymptotic expansion, variable transform, and convergent power series solution

Now that we have a solution to (37a), given by (39) that—although ultimately divergent beyond some positive $\bar{x}$-value—provides the correct interface shape close to the wall, the asymptotic behavior away from the wall is examined. To this end, the method of dominant balance is employed. To meet the constraint (35c), it is assumed that

$$h(x) \ll 1,$$ \hspace{1cm} (41a)

and this also assures that its derivatives are small in the limit. To lowest order, then, the governing equation (35a) is approximated as:

$$h'' \sim h, \quad \bar{x} \to \infty.$$ \hspace{1cm} (41b)

The asymptotic solution to (41) is

$$\bar{h} \sim C_0 e^{-\bar{x}}, \quad \bar{x} \to \infty$$ \hspace{1cm} (42a)

where $C_0$ is an arbitrary constant. To obtain the next correction, we assume the following expansion

$$\bar{h} \sim C_0 e^{-\bar{x}} + D(\bar{x}), \quad \bar{x} \to \infty,$$ \hspace{1cm} (42b)
where
\[ D(\bar{x}) \ll C_0 e^{-\bar{x}}, \quad \bar{x} \to \infty. \] (42c)

Equation (42b) is substituted into (35a), subdominant terms are neglected, and the resulting linear equation is solved in accordance with the asymptotic relation (42c) to obtain:
\[ D(\bar{x}) \sim \frac{3}{16} C_0^3 e^{-3\bar{x}}, \quad \bar{x} \to \infty. \] (42d)

The same process is repeated to generate higher order correction to (42b). We obtain:
\[ \bar{h} \sim C_0 e^{-\bar{x}} + \frac{3}{16} C_0^3 e^{-3\bar{x}} + \frac{3}{256} C_0^5 e^{-5\bar{x}} + O(e^{-7\bar{x}}), \quad \bar{x} \to \infty. \] (43)

The pattern of exponentials is thus evident in equation (43). We note here that a similar exponential behavior is also observed in the Sakiadis problem previously and provides a linkage between the problems in approach and interpretation to follow.

The asymptotic solution (43) motivates us to transform (37) to reflect the exponential pattern of (43). This is achieved by transformations in both the independent and dependent variables, given respectively as
\[ U(\bar{x}) = e^{-2\bar{x}}, \] (44a)
\[ H(U(\bar{x})) = \bar{h}(\bar{x}) e^{\bar{x}}. \] (44b)

Substituting (44) into (37) leads to the transformed ODE:
\[ [H + 2U \dot{H}] [UH^2 - 2] = -H\sqrt{4 - UH^2}, \] (45)
with transformed condition
\[ H(1) = \sqrt{2(1 - \sin \theta)}, \] (46)
where \( \dot{H} \) denotes the derivative with respect to \( U \). Although an exact explicit solution to (45) cannot be found as \( H(U) \), an exact implicit solution in \( H \) and \( U \) can be found by separating variables, integrating (45), and applying (46) to arrive at
\[ \sqrt{2 + 2 \sin \theta} - \sqrt{4 - UH^2} = \ln \frac{H \left[ 1 + \sqrt{1 + \sin \theta} \right]}{\sqrt{1 - \sin \theta} \left[ 2 + \sqrt{4 - UH^2} \right]}. \] (47)

Equation (47) is used to extract the condition
\[ H(0) = \frac{4\sqrt{1 - \sin \theta} \ e^{-2 + 2\sqrt{2 + 2 \sin \theta}}}{\sqrt{1 + \sin \theta} + \sqrt{2}}, \] (48)
which implies $H(0) = C_0$ in the asymptotic solution (43). This is needed for the series solution that follows.

Using the same procedure as in sections (II B) and (III B), the power series solution of (45) (with condition (48)) is given by

$$H = \sum_{n=0}^{\infty} A_n U^n,$$

where,

$$A_{n>0} = -\sum_{j=0}^{n-1} A_j[(1 + 2j)C_{n-j} + D_{n-j}]$$

$$A_0 = \frac{4\sqrt{1 - \sin \theta} e^{-2+\sqrt{2+2\sin \theta}}}{\sqrt{1 + \sin \theta} + \sqrt{2}},$$

$$D_{n>0} = \frac{1}{nB_0} \sum_{j=1}^{n} \left(3 - j - n\right)\tilde{B}_j D_{n-j}, \quad D_0 = \tilde{B}_0, \quad C_{n>0} = B_{n-1}, \quad C_0 = -2$$

$$\tilde{B}_{n>0} = -B_{n-1}, \quad \tilde{B}_0 = 4, \quad B_n = \sum_{j=0}^{n} A_j A_{n-j}.$$  

Transforming back to $\bar{h}(\bar{x})$ space via (44), our expansion about $\bar{x} = \infty$ (i.e., $U=0$) is

$$\bar{h} = e^{-x} \sum_{n=1}^{\infty} A_n \left(e^{-2x}\right)^n,$$

which, by construction, is consistent with the asymptotic ordering (43) as $\bar{x} \to \infty$, and shows explicitly the exponential gauge function $e^{-2x}$.

Figure 6 shows $N$-term truncations of (49) (solid curves) compared with both the exact solution (38) and divergent series (39). The difference between (49) and the exact solution is not discernible on the scale of the figure for any $N$ shown, and it is noteworthy to mention that the radius of convergence of the original series (39) has been exceeded. The absolute error between (49) and the exact solution (38) is shown in figure 8a, which indicates convergence (as $N$ increases) for a continuum of angles $\theta$, as prescribed in figure 8b. Figure 8 is generated for the smallest possible contact angle ($\theta = 0$) and thus, by virtue of (37) being an autonomous ODE, contains interface shapes for all contact angles as shifted semi-infinite domains; this is indicated in the figure. The maximum error occurs at the wall and is shown versus $N$ for $\theta = 0$ in figure 9.

As done in (II B) for the Sakiadis problem, we now provide an explanation of why the series (49) converges to the exact solution (38) of the ODE (37) describing a meniscus at a flat wall. The answer again lies in the mapping provided by the gauge function (here, (44a)),
FIG. 8: (a) Absolute error between $N$-term truncations of series (49) (solid lines) and the exact solution to (37) given by (38) for $\theta = 0$. Labeled vertical lines show the wall at various contact angles specified in the adjacent figure. For $\theta = \pi/4$, the wall is at point $B$ and the error between the divergent series (39) and (38) is shown (dashed line). (b) “Master” solution to (37) at $\theta = 0$, illustrating the $\theta$ values at points $A$, $B$, $C$, and $D$ for potential wall locations in (a).

FIG. 9: Maximum absolute error between $N$-terms truncations of (49) and (38) (occurring at $\bar{x} = 0$ and $\theta = 0$), plotted versus $N$.

as shown in figure 10 where the complex $\bar{x}$ and $U$ planes are compared. In the $\bar{x}$ plane of figure 10, circles of convergence for (39) centered around $\bar{x}=0$ are drawn for various $\theta$ values,
based on the conjectured closest singularity (to $\bar{x}=0$), $\bar{x}_s(\theta)$, using (40). For $\theta = 0$, no circle is drawn, since $\bar{x}_s(\theta)$ (which sets the radius) is 0. Note, that these circles of convergence each intersect the positive real line. In particular, for $\theta = \pi/4$, this intersection occurs at the same location as the radius of convergence of series (39) drawn in figure 6; this correspondence holds for all other values of $\theta$, as expected from Taylor's theorem. In the $U$ plane of figure 10, the circle of convergence for (49) is drawn, centered at $U = 0$ and with mapped radius of $|e^{-2\bar{x}_s}|$; note that this circle now extends to the boundary of the physical domain for $\theta = 0$ and extends beyond it for $\theta > 0$, which explains why (49) converges over the entire physical domain for all values of $\theta$. The circles of convergence in figure 10 are, of course, still conjectured because, in constructing the mapping in figure 10, we are assuming that the singularity $\bar{x}_s(\theta)$ (given by (40)) is the closest singularity to $\bar{x} = 0$ and that no other singularities map to $U$ singularities closer to $U = 0$. In addition to evidence given in section III B, further evidence that supports this conjecture is provided in the Domb-Sykes plots in figure 11, where the radius of convergence deduced from this numerical ratio-test is consistent with the locations of the mapped singularities in figure 10.

FIG. 10: The effect of the gauge transformation (44a) on the singularities $\bar{x}_s$ given by (40) for various $\theta$ values, showing their placement on the negative real $\bar{x}$ line (*, left) and their image on the positive real $U$ line (◦, right). The dashed circles shown in the $\bar{x}$ plane deliniate the regions of convergence of series (39) for various indicated $\theta$ values. The circles shown in the $U$ plane delineate the regions of convergence of (49) for the same $\theta$ values.
FIG. 11: Domb-Sykes plot for (49), for $\theta = \pi/4$ (upper curve, $\circ$) and $\theta = 0$ (lower curve, $\bullet$), indicating radii of convergence consistent with figure 10.

Finally, it is worth noting that—like in the Sakiadis problem—knowledge of these singularities is not required to implement the exponential gauge function transformation (44) that leads to a convergent series solution.

IV. CONCLUSIONS

In this work, we provide convergent power series solutions to the Sakiadis boundary layer problem and the problem of a meniscus at a flat wall, by means of transforming the original ODEs in terms of variable substitutions that are motivated by the asymptotic expansions about $\infty$. In both cases, the transformations map the dominant convergence-limiting singularities out of the physical domain; also in both cases, convergence-limiting singularities do not need to be known a priori but their locations are deduced nonetheless. For the Sakiadis problem, this provides—in the absence of a formal proof of exactness—a conjectured exact Taylor series representation of the solution over the full physical domain. That said, for both the Sakiadis and meniscus problems, the exponential gauge functions used handle singularities similarly to achieve these demonstrably convergent series solutions.

Although the nature of nonlinear ODEs precludes general conclusions, our results indicate that asymptotic behaviors can be useful to motivate gauge functions to overcome power series divergence. Additionally, the approach used here supports a growing body of
literature underscoring the use of power series solutions as a viable method for analytically solving nonlinear ODEs.
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