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Abstract
In this note, we show that the space associated with sub-Hankel determinant is a non-reductive, regular prehomogeneous vector space, and we give the multiplicative Legendre transforms of sub-Hankel determinants. Moreover we observe certain relations between b-functions of polarization of PV-polynomials and b-functions of sub-Hankel determinants, and give some formulas about sub-Hankel determinants whose components are orthogonal polynomials.

Introduction
In the paper [1], the notion of sub-Hankel determinant has been introduced as an interesting example of homaloidal polynomial. According to [1], the sub-Hankel matrix \( M^{(r)} \) of size \( r \) is a matrix whose \((i,j)\)-component depends only on \( i + j \), and equals 0 if \( i + j \geq r + 2 \). For sub-Hankel determinants, we shall present in this paper the following results and conjectures:

i) The space \( \mathcal{SH}(r) \) associated with the sub-Hankel determinant \( \det M^{(r)} \) is a regular prehomogeneous vector space, and \( P_1 = \det M^{(r)} \) is one of the two basic relative invariants \( P_i \) \((i = 1, 2)\) of the space.

ii) We determine two basic relative invariants \( Q_i \) \((i = 1, 2)\) of the dual prehomogeneous vector space \( \mathcal{SH}(r)^* \) of the space \( \mathcal{SH}(r) \), and compute the multiplicative Legendre transforms of generic \( P_1^{\alpha_1} P_2^{\alpha_2} \) and \( Q_1^{\beta_1} Q_2^{\beta_2} \) respectively.

iii) By comparing the corresponding rational characters of \( P_1, P_2, Q_1, Q_2 \), we pose a conjecture about the form of \( b \)-function of \( \det M^{(r)} \).

iv) We introduce some formulas obtained by substituting some kinds of orthogonal polynomials.
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1 Structures of associated spaces to sub-Hankel determinants

Let $\mathcal{SH}(r)$ be the vector space of sub-Hankel matrices of size $r$. Namely, $\mathcal{SH}(r)$ is the set of matrices $y$ of the following form:

$$
y = \begin{pmatrix}
y_1 & y_2 & y_3 & \cdots & y_{r-1} & y_r \\
y_2 & y_3 & y_4 & \cdots & y_r & y_{r+1} \\
y_3 & y_4 & y_5 & \cdots & y_r & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & 0 \\
y_{r-1} & y_r & y_r+1 & \cdots & 0 \\
y_r & y_{r+1} & 0 & \cdots & 0 & 0
\end{pmatrix}. \tag{1}
$$

For $\ell = 1, \ldots, r+1$, let $Y_\ell \in \text{Mat}(r, \mathbb{R})$ be the matrix whose $(i,j)$-component is $\delta_{i+j, \ell+1}$. Then $Y_1, \ldots, Y_{r+1}$ forms a basis of $\mathcal{SH}(r)$. Indeed, the element $y \in \mathcal{SH}(r)$ in (1) equals $\sum_{\ell=1}^{r+1} y_\ell Y_\ell$. For $k = 0, \ldots, r-1$, we write $\text{diag}^k(a_1, \ldots, a_{r-k})$ for the $r \times r$ upper triangular matrix whose $(i,j)$-component is $a_i \delta_{i,j-k}$. We define

$$T_k := \text{diag}^k(r-k, r-k-1, \ldots, 1).$$

**Lemma 1.** (i) For $k, k' = 0, 1, \ldots, r-1$, one has

$$[T_k, T_{k'}] = \begin{cases} (k' - k)T_{k+k'} & \text{(if } 0 \leq k + k' \leq r - 1), \\
0 & \text{(otherwise)}. \end{cases}$$

(ii) For $k = 0, \ldots, r-1$ and $\ell = 1, \ldots, r+1$, one has

$$T_k Y_\ell + Y_\ell^T T_k = \begin{cases} (2r + 1 - k - \ell)Y_{\ell-k} & \text{(if } \ell - k \geq 1), \\
0 & \text{(otherwise)}. \end{cases}$$

Let us define

$$H_1 := \frac{1}{r}T_0 - \frac{1}{2}I_r = \frac{1}{2}I_r - \text{diag}(0, 1, \ldots, \frac{r-1}{r}).$$

$$H_2 := I_r - \frac{1}{r}T_0 = \text{diag}(0, \frac{1}{r}, \ldots, \frac{r-1}{r}).$$

We see from Lemma 1 that

$$[H_1, T_k] = \frac{k}{r}T_k, \quad [H_2, T_k] = -\frac{k}{r}T_k \quad (k = 1, \ldots, r-1), \tag{2}$$

and that

$$H_1 Y_\ell + Y_\ell^T H_1 = \frac{r+1}{r}Y_\ell, \quad H_2 Y_\ell + Y_\ell^T H_2 = \frac{\ell-1}{r}Y_\ell \quad (\ell = 1, \ldots, r+1). \tag{3}$$
Let $g \subset \text{Mat}(r, \mathbb{R})$ be the vector space spanned by $H_1, H_2, T_1, \ldots, T_{r-1}$. We see from Lemma 1 (i) and (2) that $g$ forms a solvable Lie algebra. Let $G \subset \text{GL}(r, \mathbb{R})$ be the Lie group $\exp g$ corresponding to $g$. Thanks to Lemma 1 (ii) and (3), we can define a representation $\rho$ of the group $G$ on the space $\mathcal{S}\mathcal{H}(r)$ by

$$\rho(\exp T)y := (\exp T)y^T(\exp T) \quad (T \in g)$$

so that its infinitesimal representation is given by

$$d\rho(T)y := Ty + y^TT \quad (T \in g).$$

2 Multiplicative Legendre transforms of sub-Hankel determinants

For $s = (s_1, s_2) \in \mathbb{C}^2$, let $\nu_s : G \to \mathbb{C}^\times$ be the one-dimensional representation of the group $G$ given by

$$\nu_s(\exp T) := e^{s_1h_1 + s_2h_2} \quad (T = \sum_{i=1}^2 h_iH_i + \sum_{k=1}^{r-1} t_kT_k \in g).$$

For $a = \exp(h_1H_1 + h_2H_2) \in G$ ($h_1, h_2 \in \mathbb{R}$), we have

$$a = \text{diag}(a_1^{1/2}, a_1^{1/2-1/r}, a_1^{1/2-2/r}, \ldots, a_1^{1/2-(r-1)/r}) \cdot \text{diag}(1, a_2^{1/r}, a_2^{2/r}, \ldots, a_2^{(r-1)/r}),$$

where $a_i := e^{h_i}$ for $i = 1, 2$. Then we have

$$\nu_s(a) = a_1^{s_1}a_2^{s_2}.$$  \hfill (4)

In view of the action $\rho$, we see that the right-bottom principal minors of $y$ as well as the determinant $\det y$ are $\rho(G)$-relatively invariant. Note that the right-bottom principal minor of degree $r - 1$ equals $(-1)^{\left\lfloor \frac{r-1}{2} \right\rfloor}(y_{r+1})^{r-1}$, where $[\cdot]$ is the Gauss symbol. We define

$$P_1(y) := \det y, \quad P_2(y) := y_{k+1} \quad (y \in \mathcal{S}\mathcal{H}(r)), \hfill (5)$$

which are $\rho(G)$-relatively invariant polynomial functions on $\mathcal{S}\mathcal{H}(r)$. For the element $a$ in (4), we have $\det(\rho(a)y) = (\det a)^2 \det y = a_1a_2^{r-1} \det y$. Thus

$$P_1(\rho(g)y) = \nu_{(1,r-1)}(g)P_1(y) \quad (g \in G, y \in \mathcal{S}\mathcal{H}(r)). \hfill (6)$$

On the other hand, we have $P_2(\rho(a)y) = a_2y_{r+1} = a_2P_2(y)$, so that

$$P_2(\rho(g)y) = \nu_{(0,1)}(g)P_2(y) \quad (g \in G, y \in \mathcal{S}\mathcal{H}(r)). \hfill (7)$$
**Proposition 2.** (i) If $P_1(y) \neq 0$ and $P_2(y) \neq 0$, then the orbit $\rho(G)y$ in $\mathcal{SH}(r)$ is described as

$$\rho(G)y = \{ y' \in \mathcal{SH}(r) : P_1(y)P_1(y') > 0 \text{ and } P_2(y)P_2(y') > 0 \}.$$ 

(ii) The triple $(G, \rho, \mathcal{SH}(r))$ is a prehomogeneous vector space whose singular set is $\Sigma := \{ y \in \mathcal{SH}(r) : P_1(y)P_2(y) = 0 \}$.

For $\underline{s} = (s_1, s_2) \in \mathbb{C}^2$, we put

$$\phi_{\underline{s}}(y) := \left\{ \frac{\det y (y_{r+1})^{s_2}}{(y_{r+1})^{s_1}} \right\}^{s_1} \left( y_{r+1} \right)^{s_2} = P_1(y)^{s_1}P_2(y)^{s_2-(r-1)s_1}.$$

Then we see from (6) and (7) that

$$\phi_{\underline{s}}(\rho(g)y) = \nu_{\underline{s}}(g)\phi_{\underline{s}}(y) \quad (g \in G, y \in \mathcal{SH}(r)). \tag{8}$$

Let $\mathcal{SH}(r)^*$ be the dual vector space of $\mathcal{SH}(r)$. The contragredient representation $\rho^* : G \to GL(\mathcal{SH}(r)^*)$ is defined by

$$\langle y, \rho^*(g)z \rangle := \langle \rho(g)^{-1}y, z \rangle \quad (g \in G, y \in \mathcal{SH}(r), z \in \mathcal{SH}(r)^*).$$

Let $(Y_1^*, \ldots, Y_{r+1}^*)$ denote the basis of $\mathcal{SH}(r)^*$ dual to the basis $(Y_1, \ldots, Y_{r+1})$ of $\mathcal{SH}(r)$. The matrix expression of $\rho^*(g)$ with respect to $(Y_1^*, \ldots, Y_{r+1}^*)$ is a lower triangular matrix. Therefore, if we define

$$Q_2(z) := z_1 \quad (z = \sum_{\ell=1}^{r+1} z_{\ell}Y_{\ell}^* \in \mathcal{SH}(r)^*, z_1, \ldots, z_{r+1} \in \mathbb{R}),$$

then $Q_2(\rho^*(a)z) = a_1z_1 = a_1Q_2(z)$ for $a$ in (4), so that

$$Q_2(\rho^*(g)z) = \nu_{(1,0)}(g)Q_2(z) \quad (g \in G, z \in \mathcal{SH}(r)^*). \tag{9}$$

Let us define $\mathfrak{g}' := \text{span}(H_2, T_1, \ldots, T_{r-1})$. Then $\mathfrak{g}'$ is an ideal of $\mathfrak{g}$, and we see that the space $d\rho^*(\mathfrak{g}')(\mathcal{SH}(r)^*)$ equals $W := \text{span}(Y_2^*, \ldots, Y_{r+1}^*)$. We introduce a linear map $R : \mathcal{SH}(r)^* \to \text{Hom}(\mathfrak{g}', W)$ defined by

$$R(z)T := d\rho^*(T)z \in W \quad (z \in \mathcal{SH}(r)^*, T \in \mathfrak{g}').$$

Then we have for $g \in G$

$$R(\rho^*(g)z) = \rho^*(g)|_W \circ R(z) \circ \text{Ad}(g^{-1})|_{\mathfrak{g}'} \tag{10}$$

because

$$R(\rho^*(g)z)X = d\rho^*(X) \circ \rho^*(g)z = \rho^*(g) \circ d\rho^*(\text{Ad}(g^{-1}))Xz = \rho^*(g) \circ R(z) \circ \text{Ad}(g^{-1})X$$
for $X \in g'$. We put $Q_1(z) := \frac{(-1)^{r+1} 2^{\ell_2(r)}}{\nu} \det R(z) \quad (z \in \mathcal{SH}(r)^*)$, where the determinant is defined with the bases $(T_{r-1}, \ldots, T_1, rH_2)$ of $g'$ and $(-Y_2^*, \ldots, -Y_{r+1}^*)$ of $W$, and $2^{\ell_2(r)}$ means that maximal 2 power integer factors of $r!$, that is, $\ell_2(r) = \sum_{k \geq 1} \lfloor \frac{r}{2^k} \rfloor$. The coefficient is taken for a convenience of normalization. We can compute $\det \rho^*(g)|_W = \nu(-\frac{r-1}{2}, \ldots, -\frac{r-1}{2})(g)$ and $\det \text{Ad}(g)|_{g'} = \nu(-\frac{r-1}{2}, \ldots, -\frac{r-1}{2})(g)$ for $g \in G$, which together with (10) tells us that

$$Q_1(\rho^*(g)z) = \nu(-r+1, -1)(g)Q_1(z) \quad (g \in G, \ z \in \mathcal{SH}(r)^*). \quad (11)$$

For $\underline{s} = (s_1, s_2) \in \mathbb{C}^2$, we put

$$\psi_{\underline{s}}(z) := (z_1)^{s_1}\left\{\frac{\det R(z)}{(z_r)^{r-1}}\right\}^{s_2} = Q_2(z)^{s_1-(r-1)s_2}Q_1(z)^{s_2} \quad (z \in \mathcal{SH}(r)^*).$$

Then we see from (9) and (11) that

$$\psi_{\underline{s}}(\rho^*(g)z) = \nu_{\underline{s}}(g)\psi_{\underline{s}}(z) \quad (g \in G, \ z \in \mathcal{SH}(r)^*). \quad (12)$$

Similarly to Proposition 2 we have

**Proposition 3.** (i) If $Q_1(z) \neq 0$ and $Q_2(z) \neq 0$, then the orbit $\rho^*(G)z$ in $\mathcal{SH}(r)^*$ is described as

$$\rho^*(G)z = \{ z' \in \mathcal{SH}(r)^* ; Q_1(z)Q_1(z') > 0 \text{ and } Q_2(z)Q_2(z') > 0 \}.$$  

(ii) The triple $(G, \rho^*, \mathcal{SH}(r)^*)$ is a prehomogeneous vector space whose singular set is $\Sigma^* := \{ z \in \mathcal{SH}(r)^* ; Q_1(z)Q_2(z) = 0 \}.$

For $\underline{s} \in \mathbb{C}^2$ and $y \in \mathcal{SH}(r) \setminus \Sigma$, we write $I_{\underline{s}}(y)$ for grad log $\phi_{\underline{s}}(y) \in \mathcal{SH}(r)^*$. Namely, we define

$$\langle v, I_{\underline{s}}(y) \rangle := \left( \frac{d}{dt} \right)_{t=0} \log \phi_{\underline{s}}(y + tv) \quad (v \in \mathcal{SH}(r)).$$

Thanks to the relative invariance (8) of $\phi_{\underline{s}}$, we have

$$I_{\underline{s}}(\rho(g)y) = \rho^*(g) \circ I_{\underline{s}}(y) \quad (g \in G). \quad (13)$$

On the other hand, we see from some computation that

$$I_{\underline{s}}(y_1Y_1 + y_{r+1}Y_{r+1}) = \frac{s_1}{y_1}Y_1^* + \frac{s_2}{y_{r+1}}Y_2^* \quad (14)$$

for $y_1, y_{r+1} \in \mathbb{R} \setminus \{0\}$. By these observations, we conclude the following.

**Proposition 4.** The map $I_{\underline{s}}$ gives a bijection from $\mathcal{SH}(r) \setminus \Sigma$ onto $\mathcal{SH}(r)^* \setminus \Sigma^*$ if and only if $s_1 \neq 0$ and $s_2 \neq 0$. 
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Thanks to Proposition 4, we can define the multiplicative Legendre transform $\mathcal{ML}(\phi_2)(z) := (\phi_2 \circ \mathcal{I}_z^{-1}(z))^{-1}$ as a function on $\mathcal{SH}(r)^* \setminus \Sigma^*$. For $z \in \mathcal{SH}(r)^* \setminus \Sigma^*$ and $g \in G$, we see from (13) and (8) that

$$\mathcal{ML}(\phi_2)(\rho^*(g)z)^{-1} = \phi_2 \circ \mathcal{I}_z^{-1} \circ \rho^*(g)z = \phi_2 \circ \rho(g) \circ \mathcal{I}_z^{-1}(z) = \nu_2(g) \phi_2 \circ \mathcal{I}_z^{-1}(z) = \nu_2(g) \mathcal{ML}(\phi_2)(z)^{-1}.$$ 

Comparing the above with (12), we arrive at the following.

**Theorem 5.** If $s_1 \neq 0$ and $s_2 \neq 0$, then the multiplicative Legendre transform $\mathcal{ML}(\phi_2)$ is equal to $\psi_2$ up to constant multiplication.

**Example 6.** For a sub-Hankel matrix of size 4, that is, $y = M(4) = \begin{pmatrix} y_1 & y_2 & y_3 & y_4 \\ y_2 & y_3 & y_4 & y_5 \\ y_3 & y_4 & y_5 & 0 \\ y_4 & 0 & 0 & 0 \end{pmatrix}$, the polynomials $P_1(y) = \det M(4)$ corresponding to the character $\nu_{(1,3)}$ and $P_2(y) = y_5$ corresponding to the character $\nu_{(0,1)}$ are the basic relative invariants of the pre-homogeneous vector space $(g, dp, \mathcal{SH}(4))$. Then we have

$$Q_1(z) = (-1)^5 \det R(z)/3 = -\frac{1}{3} \begin{vmatrix} 0 & 0 & 6z_1 & z_2 \\ 0 & 4z_1 & 5z_2 & 2z_3 \\ 2z_1 & 3z_2 & 4z_3 & 3z_4 \\ z_2 & 2z_3 & 3z_4 & 4z_5 \end{vmatrix} = 64z_1^3z_5 - 32z_1^2z_2z_4 - 16z_1^2z_3^2 + 24z_1z_2z_3 - 5z_2^4,$$

which is a basic relative invariant corresponding to the character $\nu_{(-3,-1)}$, while $Q_2(z) = z_1$ is a basic relative invariant corresponding to the character $\nu_{(-1,0)}$. Therefore, we have

$$\mathcal{ML}(P_1) = \frac{1}{(2^6 \cdot 3)^3} Q_1^3 P_2 = \frac{1}{(2^6 \cdot 3)^3} \frac{(64z_1^3z_5 - 32z_1^2z_2z_4 - 16z_1^2z_3^2 + 24z_1z_2z_3 - 5z_2^4)^3}{z_1^3},$$

$$\mathcal{ML}(Q_1) = \frac{1}{(2^6 \cdot 3)^3} P_1^3 P_2 = \frac{1}{(2^6 \cdot 3)^3} \frac{(-y_1y_5^3 + 2y_2y_5^2y_4 + y_3^2y_5^2 - 3y_3y_4^2y_5 + y_4^4)^3}{y_5^3}.$$

**Remark 7.** Here we remark that, in general,

$$\mathcal{ML}(P_1) = \frac{1}{(2^{2(r)+r-1} \cdot (r-1))^{r-1}} Q_1^{r-1} P_2^{-r^2+2r},$$

$$\mathcal{ML}(Q_1) = \frac{1}{(2^{2(r)+r-1} \cdot (r-1))^{r-1}} P_1^{-r^2+2r}.$$
3 Conjectures about $b$-functions of $P_1$ and polarizations.

In view of the previous section, we give the following conjecture:

**Conjecture A** For $P_1, P_2, Q_1, Q_2$ defined in the previous section, put $\tilde{Q}_1 := \frac{(-1)^{r-1}}{2^{l_2(r)+r-1(r-1)r^{-1}}} Q_1$. and $K := \phi_{(r-1,1)} = P_1^{r-1}P_2^{-r+2}$. Then we have

$$\tilde{Q}_1(\partial)(K^{s+1}) = \prod_{k=1}^{r-1} (s + \frac{k}{r-1})(s + \frac{r + 1}{2})K^s. \quad (17)$$

In other words, we have $b$-functions of $K$ as follows:

$$b_{Q_1,K}(s) = \prod_{k=1}^{r-1} (s + \frac{k}{r-1})(s + \frac{r + 1}{2}). \quad (18)$$

On the other hand, in [2] p.37, we find some formulas of the Legendre transform of polarization as follows:

**Example.** Let us point out an easy method of creating new functions satisfying the projective semiclassical condition out of ones already known. It is straightforward to compute that if $f_*$ is the multiplicative Legendre transform of $f$ on $V$ then the multiplicative Legendre transform of the function $F(x,y) = f'(x)y + f(x)$ on $V^2$ is $F_*(x_*, y_*) = (d-1)^{d-1}(f'_*(y_*)x_* - f_*(x_*)^{d-1})y_*^{2-d}$. This formula is valid also for $d = 1$ if we agree that $0^0 = 1$.

Here we call $F(x,y)$ a polarization of the homaloidal polynomial $f$. When $f$ is $n$-variables, $F(x,y)$ is a $2n$-variables polynomials. Thanks to this result in [2], we can make a sequence of $b$-functions. Namely, starting from the sub-Hankel determinant $P_1$, we repeat the same operations as above and we can make a sequence $\{F_k\}_{k \geq 1}$ of the homaloidal polynomials $F_k$ which are $k$-times polarizations and their multiplicative Legendre transforms. Based on calculation of examples, we pose the following conjecture:

**Conjecture B** For $k$-times polarization $F_k^{(r)}$ of size $r$ sub-Hankel determinant $P_1$ and its Multiplicative Legendre transform $H_k$, we have

$$b_{F_k,H_k}(s) = \prod_{i=1}^{r-1} (s + \frac{i}{r-1})(s + (r + 1)2^{k-1}).$$

Furthermore, we observe relative invariants of other prehomogeneous vector spaces and pose the following:
Conjecture C If $F$ is an $N$-variable homaloidal polynomial of degree $r$ and put $\mathcal{ML}(F) = H$, then the pair $(F, H)$ have a $b$-function $b^{[0]}(s)$. Furthermore, let $F^{[k]}$ be $k$-times polarization of $F$ and its multiplicative Legendre transform $\mathcal{ML}(F^{[k]}) = H^{[k]}$, the pair $(F^{[k]}, H^{[k]})$ have a $b$-function $b^{[k]}(s)$ and its form is the following:

\[ b^{[k]}_{(F^{[k]}, H^{[k]})}(s) = \prod_{i=1}^{r-1} (s + \frac{i}{r-1})(s + N \cdot 2^{k-1}). \]

Recently Conjectures B and C are claimed to be proved by F. Sato. The proof will be published elsewhere.

Question 1 The form of $b$-function of sub-Hankel determinants are similar to the form of $b^{[k]}_{(F^{[k]}, H^{[k]})}(s)$. Is there any relation between the spaces of sub-Hankel determinants and the spaces of the polarizations of the general homaloidal polynomials.

4 Orthogonal Polynomials and sub-Hankel determinants

In this section, we discuss relations between various orthogonal polynomials and sub-Hankel determinants. We know a lot of relations between Hankel determinants and orthogonal polynomials, or polynomials that appeared in number theory, for example, Bernoulli polynomials, Euler polynomials, etc. However, for the case of sub-Hankel determinant, few formulas have been recognized. Here we consider the following generalized Fibonacci polynomials and generalized Lucas polynomials:

$GFib_{n}(s, t)$ is a generalized Fibonacci Polynomial defined by the recurrence $GFib_{n}(s, t) = sGFib_{n-1}(s, t) + tGFib_{n-2}(s, t)$ with initial values $GFib_{0}(s, t) = 0$, $GFib_{1}(s, t) = 1$.

$GLuc_{n}(s, t)$ is a generalized Lucas Polynomial defined by the recurrence $GLuc_{n}(s, t) = sGLuc_{n-1}(s, t) + tGLuc_{n-2}(s, t)$ with initial values $GLuc_{0}(s, t) = 2$, $GLuc_{1}(s, t) = s$.

$NGLuc_{n}(s, t)$ is a normalized generalized Lucas Polynomial defined by the recurrence $NGLuc_{n}(s, t) = sNGLuc_{n-1}(s, t) + 2tNGLuc_{n-2}(s, t)$ with initial values $NGLuc_{0}(s, t) = 1$, $NGLuc_{1}(s, t) = s$.

In what follows, we denote by $H(x)$ the Hankel determinant $\det(x_{i+j})_{0 \leq i+j \leq r-1}$ of size $r$, and by $SH(x)$ the sub-Hankel determinant $\det(\hat{x}_{i+j})_{0 \leq i+j \leq r-1}$ of size $r$, where

\[
\hat{x}_{i+j} := \begin{cases} 
  x_{i+j}, & (i + j \leq r + 2) \\
  0, & (i + j > r + 2).
\end{cases}
\]

Then we have the following theorem:

**Theorem 8.** (i) We have $H(GFib_{n+i,j}(s, t)) = 0$ and

\[
SH(GFib_{n+i,j}(s, t)) = (-1)^{\frac{r}{2}}r^{(r+1)}(-t)^{n}GFib_{n+r+1}(s, t).
\]

(ii) We have $H(GLuc_{n+i,j}(s, t)) = 0$ and

\[
SH(GLuc_{n+i,j}(s, t)) = (-1)^{\frac{r}{2}}r^{(r+1)+1}(s^2 + 4t)GLuc_{n+r+1}(s, t).
\]
Furthermore, Fibonacci Polynomial sequences and recurrence for Chebyshev polynomials of second kind we have \( (vi) \) For Lucas polynomials

\[ (iv) \] For Fibonacci polynomials

For Chebyshev polynomials of third kind are denoted by \( T_n(x), U_n(x) \) and \( V_n(x) \) respectively. Note that \( 2T_n(x) = GLuc_n(2x, -1), U_n(x) = GFib_n(2x, -1) \). Furthermore, Fibonacci Polynomial \( F_n(x) \), Lucas Polynomial \( L_n(x) \), the polynomial sequences \( \frac{x^n-y^n}{x-y} \) and \( x^n+y^n \) are also related to the generalized Fibonacci or generalized Lucas polynomials by \( F_n(x) = GFib_n(x, 1), L_n(x) = GLuc_n(x, 1), \frac{x^n-y^n}{x-y} = GFib_n(x+y,-xy) \) and \( x^n+y^n = GLuc_n(x+y,-xy) \). From Theorem 8, we have the following Corollary.

**Corollary 9.**

(i) For Chebyshev polynomials of first kind \( T_n(x) \) defined by the recurrence \( T_n(x) = 2xT_{n-1}(x) - T_{n-2}(x) \) with initial values \( T_0(x) = 1, T_1(x) = x \), we have

\[ (ii) \] For Chebyshev polynomials of second kind \( U_n(x) \) defined by the recurrence \( U_n(x) = 2xU_{n-1}(x) - U_{n-2}(x) \) with initial values \( U_0(x) = 1, U_1(x) = 2x \), we have

\[ (iii) \] For Chebyshev polynomials of third kind \( V_n(x) \) defined by the recurrence \( V_n(x) = 2xV_{n-1}(x) - V_{n-2}(x) \) with initial values \( V_0(x) = 1, V_1(x) = 2x - 1 \), we have

\[ (iv) \] For Fibonacci polynomials \( F_n(x) \) defined by the recurrence \( F_n(x) = xF_{n-1}(x) + F_{n-2}(x) \) with initial values \( F_0(x) = 1, F_1(x) = 1 \), we have

\[ (v) \] For Lucas polynomials \( L_n(x) \) defined by the recurrence \( L_n(x) = xL_{n-1}(x) + L_{n-2}(x) \) with initial values \( L_0(x) = 2, L_1(x) = x \), we have

\[ (vi) \] We have

\[ (vii) \] We have

\[ (21) \]
Remark 10. In the case of (iii), $V_n(x)$ does not come from generalized Fibonacci polynomials nor generalized Lucas polynomials, but, we can prove the equation (24) by the same way as other cases.

**Question 2**

From a viewpoint of theory of prehomogeneous vector space, the dual space has the same property as the original space. So we can expect for the interesting relations between basic relative invariants of dual space $(\mathfrak{g}, \rho^*, \mathcal{SH}(r)^*)$ and orthogonal polynomials. Can we make an interesting formula as above for $Q_1, Q_2$?
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