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Abstract

This paper investigates the feasibility of federated representation learning under the constraints of communication cost and privacy protection. Existing works either conduct annotation-guided local training which requires frequent communication, or aggregate the client models via weight averaging which has potential risks of privacy exposure. To tackle the above problems, we first identify that self-supervised contrastive local training is robust against the non-identically distributed data, which provides the feasibility of longer local training and thus reduces the communication cost. Then based on the aforementioned robustness, we propose a novel Federated representation Learning framework with Ensemble Similarity Distillation (FLESD) that utilizes this robustness. At each round of communication, the server first gathers a fraction of the clients’ inferred similarity matrices on a public dataset. Then it ensembles the similarity matrices and trains the global model via similarity distillation. We verify the effectiveness of FLESD by a series of empirical experiments and show that, despite stricter constraints, it achieves comparable results under multiple settings on multiple datasets.

1 Introduction

Federated Learning (FL) seeks to collaboratively train the model distributed across a large network while keeping the clients’ private data protected (Konečný et al. 2016; Zhao et al. 2018; Li and Wang 2019; Li et al. 2020; Lin et al. 2020; Wang et al. 2020). Despite that significant development has been achieved by the community towards more secure, efficient, and reliable FL systems, the real-world deployment of FL still has some primary issues to solve. For instance, annotations can not be obtained on the client side in certain scenarios, which makes currently prevalent annotation-guided frameworks inapplicable.

To solve this problem, the branch of Federated Unsupervised Representation Learning (FURL) emerges (Jin et al. 2020; van Berlo, Saeed, and Ozcelebi 2020; Zhang et al. 2020; Huang et al. 2021). It aims at training a representation encoder with the non-annotated data locally distributed across a network of clients. As a subsequent branch of general FL, existing FURL methods mostly inherit the basic setting of the previous supervised frameworks, and fail to notice the intrinsic difference between the two types of local training (discussed later in Section 3). For example, FedCA (Zhang et al. 2020) and FedU (Zhuang et al. 2021) both adopt short local training time, which leads to high communication overhead, and they both use weight-based global aggregation scheme, which is prone to potential hazard of privacy leakage.

This paper proposes to address the aforementioned two problems in federated representation learning. We start off with identifying an essential feature of the prevalent contrastive representation learning: compared to the supervised methods, it’s more robust against the non-identically distributed (non-i.i.d.) data across the clients. Therefore longer
epochs of local training and lower communication frequency become viable. Next, to leverage the robustness and provide strict constraints on privacy preservation, we propose a new framework, Federated representation Learning via Ensemble Similarity Distillation (FLESD). The local training of FLESD is conducted self-supervisedly following SimCLR (Chen et al. 2020a). At each communication round, the selected clients infer the similarity matrix on a public dataset and return them to the server. Then FLESD transfers the knowledge from the ensembled similarity matrix to the global models and then distributes them back to the clients for future local training.

From the perspective of representation learning, federated frameworks can be roughly categorized into four types based on their design of local training and global aggregation, as shown in Figure 1. Unsupervised local training, due to its independence from the label quality, is much more robust against the non-i.i.d. data distribution, leading to longer local training and fewer communication rounds. On the global aggregation side, distillation-based methods are designed to avoid privacy leakage and to support model heterogeneity.

FLESD is the first framework that belongs to the 4-th category. Comprehensive experiments show that FLESD can yield good-quality representation space in a communication-efficient manner. Besides, it is less prone to privacy exposure, and has potential application to heterogeneous FL systems. To summarize, our main contributions are:

- We point out that contrastive representation learning framework is robust to local training on non-i.i.d. data distribution. Such property is exploitable in FL systems.
- We propose a new federated self-supervised learning framework FLESD that possesses the edge of significantly fewer communication rounds during training and is applicable under strict data-privacy restrictions.

2 Related Work

Federated Learning. Firstly proposed by (Konečný et al. 2016) for jointly training machine learning models across clients while preserving their data privacy, federated learning has become a key research area in distributed machine learning. One important challenge of federated learning is the non-i.i.d. data distribution and many works have been proposed to particularly address this problem (Zhao et al. 2018; Li et al. 2020, 2021; Wang et al. 2020). Another focus is to solve model heterogeneity. Smith et al. (2018) is the first attempt trying to apply multi-task learning framework to aggregate separated but related models; FedMD introduces the technique of knowledge distillation (Li and Wang 2019; Hinton, Vinyals, and Dean 2015) to federated learning for client personalization; FedDF proposes to use ensemble distillation to effectively aggregate the clients’ knowledge regardless of the model architectures (Lin et al. 2020). Different from the methods above that address federated supervised learning, FLESD aims at solving the federated unsupervised representation learning in a privacy-preserving and efficient way, the main challenge of which lies in how to design an representation-level distillation mechanism that effectively aggregate the knowledge of various clients. We solve this problem by our proposed Ensemble Similarity Distillation (ESD) technique.

Self-Supervised Contrastive Learning. Contrastive learning follows the multi-view hypothesis and performs instance discrimination pretext task to train the encoder network. (Wu et al. 2018; Oord, Li, and Vinyals 2018; Tian, Krishnan, and Isola 2019a; Chen et al. 2020a; He et al. 2020). SimCLR proposes to adopt aggressive data augmentation and large batch size to eliminate possible shortcuts in contrastive learning, yielding surprisingly good results (Chen et al. 2020a). MoCo addresses the problem of large computational cost by introducing a momentum encoder and a momentum queue that encodes and stores the negative representations (He et al. 2020; Chen et al. 2020c).

There are some works that explore self-supervised learning in federated scenario (Jin et al. 2020; van Berlo, Saeed, and Ozcelebi 2020; Zhang et al. 2020; Zhuang et al. 2021). To address the problem of misaligned representation spaces yielded by client models, FedCA proposes to use a public dataset and an alignment module to constrain the local training of SimCLR algorithm (Zhang et al. 2020). FedU utilizes BYOL as its local self-supervised training framework and design a dedicated weight-averaging scheme for its predictor component, achieving the state-of-art performance on CIFAR10/100 dataset (Zhuang et al. 2021; Grill et al. 2020). However, both methods are designed under weight-averaging aggregation framework and may cause serious privacy leakage during the actual development. They also fail to notice that the annotation-free local training objective such as contrastive representation learning is more robust against statistical heterogeneity, and therefore can be utilized towards more communication-efficient method. To the best of our knowledge, we are the first to handle the communication efficiency and privacy issue for FURL.

Knowledge Distillation. The technique of Knowledge Distillation (KD) was firstly proposed to train a lightweight model under the guidance of a pre-trained high-capacity model (Hinton, Vinyals, and Dean 2015). Up to today, there are generally three categories of distillation methods: response-based distillation (Hinton, Vinyals, and Dean 2015), feature-based distillation (Romero et al. 2014; Zagoruyko and Komodakis 2016; Kim, Park, and Kwak 2018; Heo et al. 2019; Tian, Krishnan, and Isola 2019b), and relation-based distillation (Park et al. 2019; Lassance et al. 2020; Koohpayegani, Tejankar, and Pirsiavash 2020; Pan et al. 2021). Our designed global aggregation is inspired by CompKess (Koohpayegani, Tejankar, and Pirsiavash 2020) and SEED (Pan et al. 2021), which distill the knowledge from a pre-trained model by matching the similarity distribution. However, there are two significant differences between the previous work and our method FLESD. Firstly, due to the data privacy concerns, we do not have direct access to the teacher model, and thus we have to perform the distillation on a “off-line” manner. Secondly, we have multiple teacher models that are trained under different local data distributions, and we devise an ensemble mechanism for the similarity matrices to form a global distillation target.
3 Contrastive Representation Learning: Robustness against Non-i.i.d. Client Data

Although self-supervised learning has proven its effectiveness when trained with a large model on the data center (Chen et al. 2020a; He et al. 2020; Grill et al. 2020; Chen and He 2020; Zhong et al. 2021; Chen et al. 2020b; Chen, Xie, and He 2021; Chen et al. 2020c), its performance and the related properties are not fully studied when the data are distributed across multiple client devices, i.e., in the federated scenario. Here we answer the question of how self-supervised contrastive local training performs on the non-identically distributed client data (also known as non-i.i.d.-ness): what differs it from the annotation-guided training? How can we utilize its distinct properties if they exist?

**Setup.** As a classic self-supervised learning paradigm, we explore the behavior of SimCLR in the federated local training scenario and compare its differences between the traditional supervised learning (Chen et al. 2020a). Following Lin et al. (2020), we synthesize varying degrees of non-i.i.d.-ness by controlling the \( \alpha \) values of the Dirichlet distribution. The smaller \( \alpha \) is, the less similar are the clients’ local data distributions. The client number is set to \( K = 6 \) as it assures that some of the clients will hold only one data category when the non-i.i.d.-ness is extreme (Figure 2, \( \alpha = 0.01 \), client No.4, 5). The top row of Figure 2 showcases the non-i.i.d. distribution of the CIFAR10 dataset (Krizhevsky, Hinton et al. 2009) over 6 clients. The setting of SimCLR remains the same in all the experiments, i.e., backbone network set as ResNet18 (He et al. 2016), temperature \( \tau = 0.4 \), batch size \( B = 1024 \), learning rate \( \eta = 1e-3 \) and is optimized for 200 epochs using Adam (Kingma and Bai 2014). The supervised method is locally trained for 100 epochs with the learning rate \( \eta = 1e-3 \) and batch size \( B = 128 \), optimized by the Adam optimizer. To achieve a fair comparison, we evaluate the linear probing accuracy (Zhang, Isola, and Efros 2016) for both SimCLR and supervised method, i.e., we fix the backbone network and retrain a linear classifier on top of it. The accuracies are reported in Figure 2.

**Analysis.** As the non-i.i.d.-ness increases from \( \alpha = 100 \) to \( \alpha = 0.01 \), the average accuracy of the supervised method decreases from 73.0% to 18.5% (-54.5%). The linear probing accuracy also drops drastically: from 73.5% to 38.6% (-34.9%). However, the linear probing accuracy of SimCLR remains with a subtle performance drop: from 72.8% to 66.7% (-6.1%). Even when the client holds only one single data category, which causes the supervised model to fail, SimCLR’s performance maintains at an acceptable level (60.4% & 62.4% for client No.4 & No.5, respectively). This phenomenon indicates that self-supervised contrastive learning is more robust to the non-i.i.d.-ness of the client data.

We conjecture the main cause of the observed robustness is that the contrastive learning paradigm learns the invariability created by the random data augmentations, which is not severely influenced by lacking certain categories of data and their corresponding annotations. Why and under what conditions self-supervised learning methods such as SimCLR are more robust to the non-i.i.d. data distribution is an intriguing question of its own but is beyond the scope of this paper. Nevertheless, such robustness is exploitable in federated learning since now we can aggregate the local models with an even lower frequency than federated supervised learning: the supervised counterpart often has a comparatively high communication frequency to prevent meaningless local training (Konecny et al. 2016; Li et al. 2020; Lin et al. 2020).

Figure 2: Local training of supervised and self-supervised learning on CIFAR10. The top row visualizes the non-i.i.d.-ness of the data distribution; the radius of each circle represents the size of the local dataset. The bottom row compares the behavior of supervised and self-supervised local training. The self-supervised framework SimCLR is more robust against non-i.i.d.-ness of the client data distribution than the supervised method.
4 Federated Representation Learning via Ensemble Similarity Distillation

4.1 Preliminary: Federated Learning

Federated learning (FL) studies how to learn from the data examples distributed across different clients in an extensive network, with all the clients’ data privacy protected. Specifically, we seek to minimize the objective:

$$
\min_w L(w) = \sum_{k=1}^{K} p_k L_k(w) = \mathbb{E}_k[L_k(w)],
$$

where $K$ is the number of the clients, $p_k \geq 0$ representing the importance of the $k$-th client, and $\sum_k p_k = 1$. Due to the intrinsic systematical and statistical heterogeneity of the varying clients, each client might have different data distribution $D_k$ and training objective $l_k$:

$$
L_k(w) = \mathbb{E}_{x \sim D_k}[l_k(x; w)].
$$

Unlike traditional distributed training that synchronizes the model at each local update, federated learning is often faced with the problem of network thrashing and the varying speed of local training (Konečný et al. 2016; Zhao et al. 2018; Li et al. 2020; Lin et al. 2020). It thus cannot be optimized in a communication-frequent manner. A commonly adopted measure is to train each client on the local data for certain epochs and then communicate their results for model aggregation. For simplicity, this paper mainly focuses on training the local model over a unified self-supervised contrastive objective. However, our proposed method is not limited to such scenario and is applicable when varying local objectives are adopted.

4.2 Local Self-Supervised Training

Many federated systems are composed of clients that cannot provide annotations on the local data in the real world. This section describes the existing self-supervised contrastive learning that is adopted as the local training objective for the rest of the paper. Contrastive learning is motivated by the “multi-view hypothesis”, that the different views of the same data example are likely to represent a close or even the same semantics. Following Oord, Li, and Vinyals (2018), the objective $l_{cl}$ trains the model to discern one data point’s augmented view (positive) from the rest of the data (negative):

$$
l_{cl}(f) \triangleq -\mathbb{E} \left[ \log \frac{e^{f(x)^\top f(x^+)/\tau}}{e^{f(x)^\top f(x^+)/\tau} + \sum_{m=1}^{M_{neg}} e^{f(x)^\top f(x^-_m)/\tau}} \right],
$$

where $f$ is the encoder network; $x^+$ is the positive view created by a series of data augmentations; $x^-$ is the negative examples independently sampled from the data distribution, and $M_{neg}$ represents the negative sample size. Typically, in the framework of SimCLR, the negative samples are collected from the other samples within the same batch $M_{neg} = B - 1$. As mentioned above, this training objective is applied across all the local devices, i.e., $l_k = l_{cl}, \forall k \in \{1, \cdots, K\}$.

In some cases where the non-i.i.d.-ness is extreme, the local client contains only one category of the data, and the negative samples all become falsely negative. Although it leads to a certain extent of the performance decrease (as verified in Section 3), the contrastive learning objective remains to be conceptually working: it aims to discern subtle differences among the instances regardless of their semantic labels.

Figure 3: Federated representation Learning via Ensemble Similarity Distillation (FLESD). There are three main steps during single communication round: (i) local SSL training, (ii) similarity matrix ensemble, and (iii) global ensemble similarity distillation. The specific steps are broken down and annotated in the figure: (a) local self-supervised contrastive learning; (b) similarity matrix inference and ensemble on the public dataset; (c) global aggregation on the public dataset; (d) momentum queue update; (e) KL divergence loss calculation and model update.
4.3 Global Ensemble Similarity Distillation (ESD)

**Similarity matrix ensemble.** To enable federated training with the model heterogeneity and pose strict constraints on the clients’ data privacy, we assume there is a publicly accessible dataset $D_{pub}$ for the global model aggregation. Specifically, the local knowledge of the clients is extracted through the inferred similarity matrices on the public dataset.

Suppose the public dataset $|D_{pub}| = N$ has $N$ examples. The $k$-th client’s representation matrix $R_k$ is defined as $R_k \equiv f_k(D_{pub}) \in \mathbb{R}^{d_k \times N}$, where $f_k$ is the encoder network; the representation yielded by $f_k$ is of $d_k$ dimension and is automatically normalized to unit-length. The similarity matrix $M_k$ of $k$-th client is computed as:

$$M_k = R_k^\top R_k,$$

where $M_{k,ij} = M_{k,j,i} = \langle R_{k;i}, R_{k;j}\rangle$ is the similarity of the $i$-th and $j$-th element.

At each communication round, FLESD collects the similarity matrices from a fraction $C$ of the clients, denoted as $S = \{M_k\}$, the cardinality of which is $|S| = CK$. Then it ensembles the similarity matrices as follows:

$$M_{k,ij} = \exp(M_{k,ij}/\tau_T), \forall k,i,j$$

$$M = \frac{1}{|S|} \sum_{k=1}^M M_k,$$

where $\tau_T$ is the target temperature regulating the sharpness of each local similarity matrix before averaging. The smaller $\tau_T$ is, the more spike is the similarity matrix, and the model pays more attention to the representations in a small neighborhood. In practice, $\tau_T$ needs to be smaller than $1$ to achieve a good performance. Strictly speaking, the ensemble similarity matrix $M$ yielded by Equation 5 no longer remains a similarity matrix due to the change of the value scope, $M_{ij} \in (0, +\infty)$. However, as shown in the following section, this design is in accordance with the similarity-based knowledge distillation technique and will not be a problem.

**Similarity-based distillation.** Unlike traditional knowledge distillation techniques that minimize the cross-entropy between the teacher and student networks’ softened class probabilities, similarity-based distillation aims to train a student network that mimics the way the teacher network distributes a population of the representations in the feature space. Our goal is to leverage the ensemble similarity matrix as an off-line teacher network guiding the training of the student network.

Suppose a series of anchor images $\{x_{j1}, \ldots, x_{jm}\}$ are indexed by $\{j_1, \ldots, j_m\}$ where $m$ is the size of the anchor set. For a given query image $x_i$ and a student network $f_s$, the similarity between $x_i$ and the anchor images is computed as $\{f_s(x_{j1})^\top f_s(x_i), \ldots, f_s(x_{jm})^\top f_s(x_i)\}$. To note here that each representation $f_s(\cdot)$ is also automatically normalized to the unit-length vector as discussed before. Furthermore, we can define a probability distribution over the anchor images based on the similarity scores computed. For the student network, the probability of the $i$-th query on the $j$-th anchor is:

$$q_j^i = \frac{\exp(f_s(x_{j1})^\top f_s(x_i)/\tau_S)}{\sum_{m=1}^m \exp(f_s(x_{jm})^\top f_s(x_i)/\tau_S)},$$

where $\tau_S$ is the student temperature hyper parameter. We set $\tau_S = \tau_T$ following the convention of CompRess (Koohpayegani, Tejankar, and Pirsiavash 2020), because this restriction assures that the probabilities of the student network and target are roughly same-scaled and have close semantic meaning. Different from CompRess and SEED (Fang et al. 2021) that have access to the teacher model, we can only perform the distillation on the similarity matrices for the sake of data privacy. The target probability $p_j^t$ is retrieved from the ensemble similarity matrix $M$, where the $i$-th query’s probability over the $j$-th anchor is:

$$p_j^t = \frac{M_{ij}}{\sum_{m=1}^m M_{ijm}}.$$

Finally, the global aggregation training objective $L_g$ is the mean KL-divergence between the probabilities over the anchor images of the target and the student network:

$$L_g(f_s) \triangleq \frac{1}{|D_{pub}|} \sum_{i=1}^{|D_{pub}|} \text{KL}(p_j^t || q_j^i).$$

}\)

During the ensemble similarity distillation, the student network is constantly updated. Therefore re-computing the representations of the anchor images is required, which

---

**Algorithm 1: Federated representation Learning via Ensemble Similarity Distillation (FLESD).**

```
Algorithm 1: FLESD

Procedure Server()

for each communication round $t = 1, \ldots, T$

    $S(t) \leftarrow$ random subset ($C$ fraction of the $K$ clients)

    for each client $k \in S(t)$ in parallel do

        $M_k^{(t)} \leftarrow$ CLIENTUPDATE ($k$, $w(t-1)$)

    end

    $M(t) \leftarrow$ ensemble from $\{M_k^{(t)}\}_{k=1}^K$

    $w^{(t)} \leftarrow$ $w(t-1)$

    for each iteration $j = 1, \ldots, J$ do

        sample a mini-batch of data from $D_{pub}$

        update $w^{(t)}$ by $M(t)$ through Equation 9

    end

end

return $w^{(T)}$

Procedure CLIENTUPDATE ($k$, $w$)

$w_0^{(0)} \leftarrow w^{(0)}$

for each local epoch $e = 1, \ldots, E$

    for each training round $j = 1, \ldots, J$ do

        sample a mini-batch of data from $D_k$

        update to $w_j^{(e)}$ through Equation 3

    end

$w(e) \leftarrow w_j^{(e)}$

end

$M_k \leftarrow$ similarity inference on $D_{pub}$ with $w^{(E)}$

return $M_k$

```

where $\tau_S$ is the student temperature hyper parameter. We set $\tau_S = \tau_T$ following the convention of CompRess (Koohpayegani, Tejankar, and Pirsiavash 2020), because this restriction assures that the probabilities of the student network and target are roughly same-scaled and have close semantic meaning. Different from CompRess and SEED (Fang et al. 2021) that have access to the teacher model, we can only perform the distillation on the similarity matrices for the sake of data privacy. The target probability $p_j^t$ is retrieved from the ensemble similarity matrix $M$, where the $i$-th query’s probability over the $j$-th anchor is:

$$p_j^t = \frac{M_{ij}}{\sum_{m=1}^m M_{ijm}},$$

Finally, the global aggregation training objective $L_g$ is the mean KL-divergence between the probabilities over the anchor images of the target and the student network:

$$L_g(f_s) \triangleq \frac{1}{|D_{pub}|} \sum_{i=1}^{|D_{pub}|} \text{KL}(p_j^t || q_j^i).$$

During the ensemble similarity distillation, the student network is constantly updated. Therefore re-computing the representations of the anchor images is required, which
Evaluation metric. We adopt the linear probing accuracy (also known as linear evaluation protocol) to evaluate the representation space quality yielded by the federated self-supervised learning frameworks. We report the best performances of FedAvg in the Table 1 by fixing the total update epochs $E_{\text{total}} \triangleq T \times E_{\text{local}} = 200$ and grid-searching $T \in \{1, 2, 4, 10, 20, 40\}$. Then we train Fed-Prox under the FedAvg’s optimal setting as described above with grid-searching $\mu \in \{0.001, 0.01, 0.1, 1\}$. Both FedAvg and FedProx’s client sampling fraction are set as $C = 1.0$.

**FLESD global aggregation.** In terms of global aggregation with ensemble similarity distillation, we adopt the same set of hyperparameters for all four datasets, i.e., learning rate $\eta = 1e^{-3}$ and Adam optimizer. Batch size, temperature, and data augmentation are set differently for varying datasets for better performance. Due to the space limitation, we summarize the hyperparameters of local training in supplementary materials.

**Baselines.** FLESD is designed as the first federated self-supervised learning framework that scales to the model heterogeneity. We compare its performance with the classic weight-averaging-based federated methods, including FedAvg [Konečný et al. 2016] and FedProx [Li et al. 2020].

Table 1: Linear probing accuracy of FLESD and other FURL methods, with SimCLR as the local training scheme. The total epoch of local training is set as constant $E_{\text{total}}=T \times E_{\text{local}}=200$. $\alpha$: value of Dirichlet distribution controlling the non-i.i.d.-ness of the clients’ data. Smaller $\alpha$ denotes more severe non-i.i.d.-ness. **Non-FL:** upper bound performance trained on the full dataset. **Min-Local:** lower bound performance of local training with no global aggregation. **FLESD-cc:** the degenerate form “constant communication” of FLESD. Besides achieving comparable performances as the weight-averaging baselines, FLESD requires fewer rounds of communication and has strict data privacy protection.
such as FedAvg treat it as a simple client on which local training is performed. The client sampling fraction is also set to \( C = 1.0 \).

### 5.2 Comparison with Other Federated Baselines

Table 1 compares the proposed method with other federated baselines on four datasets. In general, FLESD and FedAvg both have higher linear probing accuracy than the local training lower bound on all four datasets, proving the necessity of communication and global aggregation. FLESD’s performance is comparable to the federated baseline FedAvg on multiple datasets, on some of which is even better. It showcases the effectiveness of our method. What’s more, FLESD achieves this with significantly fewer communication rounds \( (T=2 \text{ vs } T=10) \), demonstrating its communication-efficient property. However, the gap between the federated learning methods and the upper bound performance which is quite large: on CIFAR10/CIFAR100/ImageNet-100, the gaps are over 10 points, which needs to be addressed in the future.

### 5.3 Communication Schemes

For completeness, we study three different types of the communication schemes as in Figure 4. Firstly, when the total epochs is set as constant \( E_{\text{total}} = 200 \) (left subfigure of Figure 4), we iterate through the set of communication rounds and compare the difference between FLESD and the FedAvg baseline. Both methods’ performance curve is of a reversed U-shape. The performance peak of FLESD appears earlier than FedAvg, which showcases the communication-efficiency of our proposed framework. Secondly, we fix the local training epochs as \( E_{\text{local}} = 100 \) and allow the model to conduct more communication rounds up to 20 (middle subfigure of Figure 4). There are two takeaways: (i) though the local training epochs in federated supervised learning are normally set to 5-10, FedAvg performs surprisingly well when trained longer on the local clients. This phenomenon can be partially explained by the observed robustness in Section 5 (ii) FLESD’s performance quickly saturates as the communication rounds increases, which implies possible future improvements. Thirdly, we consider the case where the learning system’s communication is strictly limited \( (T=2) \), FLESD’s performance is improved as the local training epochs increase. However, except the case when the local data is i.i.d. \( (\alpha = 100) \), FedAvg gradually fails as the local training epochs increases. This phenomenon shows that our method is improved by better-quality of local training, and disputes potential opposition that FLESD simply trains self-supervised model on the public dataset.

### 5.4 Convergence

We train FLESD and the baseline method FedAvg for longer total epochs \( E_{\text{total}} = 2000 \) to understand its convergence. Due to the fact that FLESD favors fewer communication rounds while FedAvg favors more, here we set \( T = 5 \) and \( T = 20 \) respectively. The self-supervised training loss is reported in Figure 5. The overall tendency of FLESD’s training loss is similar to FedAvg. However, after each round of global aggregation, the model is a bit diverged from the optimal point of the self-supervised contrastive loss on the clients. This phenomenon indicates that the model of FLESD might have a looser bound on the self-supervised training object, which needs to be further studied and improved.

### 6 Discussion of FLESD

**Why similarity matrices of the public dataset?** One alternative is to send back all the representations yielded by the clients. However, since the clients have misaligned representation spaces after local training, it’s more sensible to return their geometric information. Besides, similarity matrices can be quantized for lower communica-
tion overhead. Secondly, the similarity matrix can be inferred by model of any architecture, which scales FLESD to model-heterogeneous systems. Thirdly, inferring on the public dataset does not have privacy concerns, which strictly protects the clients’ privacy.

On what condition is FLESD more communication-efficient than its weight-averaging counterparts? There are two factors to be considered. Firstly, suppose a client possesses an encoder network $f_k$, whose parameter number is denoted as $|f_k|$, communication frequency of FLESD and weight-averaging method as $\omega$ and $\omega'$. Then FLESD has lower communication cost as long as the following condition holds:

$$\omega \cdot |D_{pub}| \cdot d_k \leq \omega' \cdot |f_k|,$$

where we transmit the representation $R_k$ instead of the similarity matrix $M_k$ due to higher communication efficiency. Typically, for a public dataset consisting of 10,000 samples and a ResNet18 network which generates 512-dimension feature vectors, $|D_{pub}| \cdot d_k = 5.12M < |f_k| = 11M$, let alone when the communication frequency is taken into consideration: $\omega < \omega'$.

The second issue is the transmission and storage of the public data $D_{pub}$. Ideally, if a client device has spare storage space for the $D_{pub}$, then at the beginning of the whole training process, the server will send $D_{pub}$ once and for all, which yields constant communication cost. Otherwise, the client will have to require $D_{pub}$ at every global aggregation phase, bringing more communication overhead. However, this issue could also be alleviated by more intricate data transmission scheme, for example, peer-to-peer method.

Comparison with existing techniques. The most significant difference between FLESD and other distillation-based FL frameworks including FedDF and FedAD [Lin et al. 2020; Gong et al. 2021] is that their clients’ output are all naturally aligned towards the same downstream task such as classification. Our proposed framework is dedicated to solve the problem of misaligned representation space for the general federated representation learning.

Another related research topic is knowledge amalgamation (KA), which aggregates multiple off-the-shelf teacher models’ knowledge by representation-level alignment techniques [Luo et al. 2019; Ye et al. 2019; Shen et al. 2019]. However, most of the KA frameworks consider no more than three teacher models and they are not constrained under the privacy protection policy, which means their methods can leverage the teacher models’ intermediate state and parameters for better aggregation performance. FLESD aims to aggregate multiple client models’ knowledge under strict privacy constraints, which requires no exposure of the model parameters.

Future work. Future work on theoretical and application-specific FLESD can be made. Theoretically, since the optimization goal of ESD is not exactly the same as the local self-supervised training, the convergence guarantee of FLESD should be further studied: under what specific assumption of the local and public data will FLESD perform reasonably well and how can we improve it? Empirically, one natural application of FLESD is federated representation learning on mobile device networks. The challenge of such scenario lies in different aspects as discussed in this paper. For example, the imbalanced computational resource between the data center and edge devices requires the practitioners to answer the critical question of whether transferring small models’ knowledge to the large model on the data center will boost the performance?

7 Conclusion

In this paper, we propose a novel Federated Representation Learning framework via Ensemble Similarity Distillation (FLESD). Unlike existing weight-averaging FURL methods, it adopts the technique of Ensemble Similarity Distillation (ESD) to aggregate the clients’ learned knowledge at each communication round. The proposed framework achieves comparable experimental results despite its strict constraints. To the best of our knowledge, FLESD is the first method that works in a communication-efficient and privacy-preserving manner. Furthermore, it has potential application in a FL system with model heterogeneity.
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